We describe a simple general formula for approximating the p-value for testing a scalar parameter in the presence of nuisance parameters. The formula covers both frequentist and Bayesian contexts and does not require explicit nuisance parameterisation. Implementation is discussed in terms of computer algebra packages. Examples are given and the relationship to Barndor -Nielsen's approximation is discussed.
INTRODUCTION
We consider inference for a scalar parameter of interest = ( ) in a continuous statistical model with density f(y; ), where y is a vector of length n and is a vector of length p. The inference is presented as an approximate p-value p( ) for assessing a hypothesised value . In the frequentist case the p-value is an approximation to the distribution function of an appropriate pivotal statistic for ( ). In the Bayesian case the p-value is an approximation to the integral of the posterior marginal density for values of ( ) larger than the value of interest. These p-values are accurate to O(n ?3=2 ), do not require an explicit nuisance parameterisation, and are easily calculated without recourse to special model properties.
The third-order p-values use simple modi cations of the familiar rst-order approximate p-values based on the maximum likelihood and score departures (1:2) where^ is the constrained maximum likelihood estimate of given ( ) = , ( ) = (@=@ )`( ) is the score function from the loglikelihood`( ) =`( ; y) = log f(y; ) and^ 2 is an estimate of the variance of^ based on observed information | . First-order approximate p-values based on the limiting normal distribution of q m and q s are then obtained as (q m ) or (q s ), where is the standard normal distribution function. The typical estimate of variance for these rst-order approximations is^ 2 =| = j| j j| j = 0 (^ )| (^ ) ;
(1:3)
where| is the p; p entry in (| ) ?1 ,| is the observed information matrix and ( ) = @ ( )=@ is the gradient of ( ). The nal expression in (1.3) avoids the need for explicit nuisance parameterisation.
A somewhat di erent rst-order p-value that tends to have better distributional accuracy is given by p( ) = (r) where r is the signed likelihood root r = sgn(^ ? ) 2f`(^ ) ?`(^ )g] (1:4)
We are concerned in this paper with approximations of the form p( ) = 1 (r; Q) = (r) + (r)(r ?1 ? Q ?1 )
(1:5) p( ) = 2 (r; Q) = fr ? r ?1 log(r=Q)g :
( 1:6) where is the standard normal density function. The primary objective is a simple and widely applicable formula for Q that ensures the O(n ?3=2 ) accuracy of the pvalue p( ). The frequentist version is recorded in (3.6) and is a generalisation of (1.1) and (2.6). The Bayesian version is also recorded in (3.6) and is a generalisation of (1.2) and (2.9).
There is a large literature on approximations of this type: some of it is reviewed in Reid (1996) . In particular, if the dimension of the variable and the dimension of the parameter are the same, as may occur after a reduction by su ciency in exponential families or by conditioning in transformation models, approximate p-values for testing a component of the canonical parameter can be obtained from appropriate marginal or conditional density approximations. These can be expressed with r obtained from (1.4) and Q replaced by modi cations of q m and q s (Pierce & Peters, 1992) . These modi cations can be viewed as partial steps towards the general formula in this paper.
When the dimension of the variable is larger than that of the parameter a reduction in dimension uses, either explicitly or implicitly, an approximate ancillary statistic. If the dimension of the variable is xed, say d, and larger than the dimension of the parameter, then an approximate ancillary can be developed using likelihood ratio statistics for testing the full model , 1991 Barndor -Nielsen & Wood, 1998) . A discussion of approximate ancillary statistics for this context is given in Barndor -Nielsen & Cox (1994, Ch. 7) . When the dimension of the variable is increasing with the sample size n then explicit construction of an ancillary statistic using likelihood ratio statistics seems unavailable.
The explicit ancillary reduction can be avoided by considering approximations that have relative error O(n ?1 ) rather than O(n ?3=2 ). Several such approximations are suggested in Barndor -Nielsen & Chamberlin (1991 , 1994 and in BarndorNielsen (1994) . An approximation with relative error O(n ?1 ) that is also valid in a large deviation region is developed in Skovgaard (1996) . Skovgaard's formula is relatively easy to apply, involving second derivatives of the loglikelihood, and covariances of second derivatives with each other and with the rst derivative. It can be applied fairly generally, although the large deviation property is proved only for curved exponential models. This paper presents a method for constructing Q to give a general formula for p( ) that includes both the Bayesian case and the frequentist case with continuous variable of dimension n, greater than or equal to that of the parameter. The frequentist version of Q generalises the formula in , and like that formula does not require explicit computation of an approximate ancillary statistic. The Bayesian version of Q generalises a formula in DiCiccio & Martin (1991 . In both generalisations only the parameter of interest need be speci ed; no explicit nuisance parameterisation is needed. The approximation is easily implemented, as it requires only the observed likelihood function, the parameter of interest ( ) and in the frequentist case the observed sample space gradient of likelihood based on an appropriate pivotal quantity and in the Bayesian case a prior density ( ).
Our approach to constructing Q involves rst reducing the dimension from n to p by conditioning on an approximately ancillary statistic, as described in . Because we are interested in p-values, rather than the entire density or distribution function, an explicit form for an approximate ancillary statistic is not required. It is generated implicitly in the calculations through the use of a full-dimensional pivotal quantity that gives a set of vectors V = (v 1 ; : : : ; v p ) described at (2.1) below. The pivotal quantity is typically straightforward and natural, and can be viewed as presenting how the variable measures the parameter;
for examples see x4.
The resulting model with dimension of the data equal to that of the parameter is then approximated by an exponential model. The canonical parameter of this exponential model is obtained by di erentiating the loglikelihood function with respect to the data, with the result that Q involves sample space derivatives of the loglikelihood function. These are directional derivatives determined by the vectors V . The tangent exponential model can be regarded as a simpli cation of Barndor -Nielsen's p approximation, and both are density approximations that have likelihood ratios as an essential component. As a result the integrated density approximations use the likelihood root as a natural variable of integration, which is why both (1.4) and sample space derivatives of the loglikelihood function are essential components in the frequentist approximations.
Within the resulting exponential model approximation, the nuisance parameter is eliminated by marginalisation to a pivotal quantity that depends on the parameter of interest, , but whose distribution is free of the nuisance parameter . Explicit speci cation of this pivotal is not needed for the computation of Q, but it may be thought of as essentially equivalent to Barndor -Nielsen's r , as it is shown in that to third order the resulting p-value is independent of the choice of variable over which to marginalise. In x2 we describe the formulae in and DiCiccio & Martin (1991) for the case of explicit nuisance parameterisation. We also relate the rst of these formulae to the r approximation of Barndor -Nielsen (1991) . The extension to the case without explicit nuisance parameterisation is developed in x3. Examples are presented in x4.
EXPLICIT NUISANCE PARAMETERISATION CASE

Frequentist analysis
Consider a vector response y = (y 1 ; : : : ; y n ) 0 with independent scalar components and density f(y; ). We assume that the loglikelihood function`( ; y) is O(n) in , the maximum likelihood estimate^ converges at rate n ? 1 2 to , and various di erentiability properties hold as discussed for example in DiCiccio, Field & Fraser (1990) . Also in this section we assume that there is an explicit nuisance parameterisation 0 = ( 0 ; ), that the dimension p of is xed, and that n p. The assumption of independence is used but that of identical distributions is not: for example each y i could depend on i which in turn is a function of in the manner of the link function in generalised linear models. Extensions to independence of blocks of coordinates is straightforward (Fraser & Reid, 1998) .
Our approach to third-order likelihood theory involves two distinct steps in the dimensional simpli cation of the variable being examined. The rst step is a reduction by conditioning from the dimension n of the variable y to the dimension p of the full parameter . The variable y may be the original response vector or a corresponding minimal su cient statistic: the former is typically more direct for computation but the latter if available is more conventional. The second step is a subsequent reduction by marginalisation from the reduced dimension p of the variable to the dimension 1 of a measure of departure from what is expected under ( ) = . We describe these in turn.
Reduction from n to p: This reduction in dimension is obtained by conditioning on an approximate ancillary statistic. For our purposes it is su cient to have the existence of the approximate ancillary, and to be able to compute at the data point the gradient of the loglikelihood with the ancillary statistic held xed. We describe these brie y. show that a second-order ancillary a(y) at a data point exists, and that vectors V = (v 1 ; : : : ; v p ) tangential to the ancillary surface at the observed data can be constructed easily from a rst derivative ancillary based on a full-dimensional pivotal quantity. Also, Skovgaard (1986) and show that a second-order ancillary is su cient to give third-order accuracy for approximate p-values. The tangent vectors V are constructed using a vector z = (z 1 ; : : : ; z n ) 0 of pivotal quantities z i = z i (y i ; ) that has a xed distribution. A simple and easy choice is given by the successive distribution functions z i = F (y i ; ); i = 1; : : : ; n, which are The construction of the vectors V was developed from the local location model proposed in Fraser (1964) . The tangent directions for this local location ancillary are easily calculated and are shown in to be the same as those of a second-order ancillary statistic; also we have that the ancillary is free to this order of^ 0 . These properties enable the calculation of third-order p-value approximations, without ancillary information other than the tangential directions V at the data point.
The conditional model:
If we have an explicitly available approximate ancillary a, we can work within the conditional density, f(tja; ), where the dimension of t is p. From the related factorisation of the full model we obtain log f(y; ) = log f(tja; ) + log f(a) ; (2:2)
where f(a) is the density for the ancillary.
It was shown in Fraser & Reid (1993) that in the same dimension case a crucial role is played by the so-called tangent exponential model, which is the exponential family model whose asymptotic expansion is closest to that of the true model. The advantage is that highly accurate approximations available for the exponential family can be extended to general models.
In a full exponential family model, the canonical parameter can be obtained by di erentiating the loglikelihood function with respect to the minimal su cient statistic. In the same way the canonical parameter of the tangent exponential model is obtained by di erentiating the loglikelihood function of the conditional model with respect to the data variable for that model. However, as ( ; y) =`( ; tja) + log f(a) (2:2) and the di erentiation is for xed a, the observed likelihood gradient from the conditional model can be computed from the gradient of the full model by di erentiating in directions for which a is held xed, that is, by di erentiating in directions tangential to the ancillary at the data point. where V i is the ith row of V ; minor modi cations are needed if the coordinates are independent by blocks. This gradient ' 0 ( ) gives a canonical reparameterisation, which is the canonical parameter of the tangent exponential model at the data point y 0 . The tangent exponential model provides full third-order p-values for the original model.
Dimension reduction from p to 1:
The reparameterisation ' typically does not have the parameter of interest as a linear component, so it is necessary to extract a linear surrogate for from the new parameter '. We obtain this by constructing a scalar parameter ( ) that is an orthogonal combination of the coordinates of '( ) and is tangential to ( ) at^
The gradient ' ( ) of ( ) with respect to '( ) is calculated as 2:5) and is evaluated at the constrained maximum likelihood value^ 0 . This scalar parameter ( ) operates as a canonical parameter in a one-dimensional marginal model used to access the value .
The quantity Q for use in (1.5) or (1.6) is then a standardised maximum likelihood departure in the surrogate parameterisation ( )
(2:7) the argument ' in (2.7) is to indicate that the full and nuisance information determinants are recalibrated on the ' scale:
Within the p-dimensional tangent exponential model, we consider to be xed
at a value to be tested, so that the parameter of the model has dimension p ? 1.
We then apply the argument used to reduce the dimension from n to p to further reduce the dimension from p to p ? 1. The ratio of the p-dimensional tangent exponential model to the p ? 1 dimensional tangent exponential model gives the marginal density for a pivotal statistic that is used for inference about . The resulting one dimensional marginal distribution can be examined on the curve^ = 0 of points with the constrained nuisance parameter estimate equal to its observed value. The exponential model approximation for this distribution has the canonical parameter (2.4) and its distribution function gives the observed p-value. The p-value is thus a pivotal quantity for assessing derived from the p dimensional distribution .
In the special case of a p-parameter exponential model by su ciency no ancillary directions V are needed and ' becomes a linear equivalent of the canonical parameter. If is a component of that parameter then ( ) is a multiple of ( ) and the p-value approximates the usual conditional p-value although calculated as a marginal p-value. If is not canonical, then conditioning does not eliminate the nuisance parameter, but to third order it is eliminated by marginalisation. It can be noted then that ( ) in (2.4) is a nominal parameter to accomplish the calculations and in particular is usually data dependent.
In the case of a p-parameter location model the directions V must be tangent to the location orbits. If is then a component of the canonical parameter, the p-value approximates the marginal distribution function of the location variable for . If is not canonical then again the p-value is marginal within the n to p conditioning.
2.2 Bayesian analysis Third-order tail probability formulae for the Bayesian context have been obtained by DiCiccio & Martin (1991) . For the case with explicit nuisance parameterisation they show that the marginal posterior survivor function for can be approximated by (1.5) or (1.6) with r again taken as the signed likelihood ratio given by (1.4) and Q now given as a standardized score statistic for ,
where is the prior density. The second factor appears as a reciprocal of that in (2.6) in part because the rst factor is of score rather than maximum likelihood form. The third factor is a ratio of prior density values and has the form of an adjustment factor coming from a Laplace elimination of the nuisance parameter. For some general results on such adjustments see Cheah, Fraser & Reid (1995) .
DiCiccio & Martin (1991) also present a more general formula that covers the case without nuisance parameterisation but it has the disadvantage of treating the parameter coordinates asymmetrically and requiring the isolation of a coordinate i such that @ ( )=@ i 6 = 0, with subsequent calculations specialised to this choice. The general formula in x3 avoids this di culty.
In the special case of a p-parameter location model with canonical and , the marginal posterior survivor function for , based on at priors for the location parameters, is equal to the p-value for testing , both exactly and approximately. If however is nonlinear in the canonical parameters, then the posterior survivor function and the p-value will in general di er, which is an issue that is relevant to the construction of default priors (Pierce & Peters, 1992; 1994) .
2.3 Comparison with r It may be helpful to present an alternative expression for Q in (2.6) that emphasises connections to Barndor -Nielsen's r approximation (Barndor -Nielsen, 1986 , 1991 . The calculations in the Appendix lead to the following reexpression:
(2:10)
The transposes are needed here to give correspondence to the use of row vectors by Barndor -Nielsen (1991) . This alternative expression lets us see easily that Q is independent of the choice of basis vectors V for the tangent space to the ancillary at the data. Barndor -Nielsen's r approximation gives a p-value for using (1.6) with Q replaced by a quantity u given as (3.3) in Barndor -Nielsen (1991) or as (6.108) in Barndor -Nielsen & Cox (1994) . The development of u assumes there is an exact or approximate ancillary a giving`( ;^ ; a). The expression for u involves di erentiation with respect to^ with xed a. If we then use` ;^ 0 (^ ) =| 0 (^ ), we can write
(2:11)
By comparing (1.6) with (r ) we see that the formulae are identical if (2.10) and (2.11) are equal. If there is available an explicit second-order ancillary statistic a, then (2.10) and (2.11) are equal if the vectors V are tangential to that ancillary statistic, since di erentiation with respect to^ given a is in fact di erentiation with respect to vectors tangential to the ancillary, V = @y(^ ; a) @^ 0 ;
in accord with the calculations at (2.3).
Since it is su cient to compute the directional derivative of the loglikelihood function, and thus not necessary to have an explicit expression for the exact or approximate ancillary statistic a, Q is easier to calculate and use in many problems. Also, the computation of the derivative with respect to^ will usually require the use of sample space coordinates, and this is made explicit with the use of Q. As well, the vectors V can be used to nd an approximate ancillary in an n-dimensional model, whereas explicit construction of a is usually only possible in a xed-dimensional model.
In the special case that there is a minimal su cient statistic t which is a oneto-one function of the maximum likelihood estimate^ , Q reduces to Q = j`; t (^ ) ?`; t (^ )` 0 ;t (^ )j j` ;t 0 (^ )j
(2:12)
As Q is invariant under one-one transformations of t, we see immediately the equivalence of Q and u.
In the case of no nuisance parameter and thus a scalar parameter , (2.10) and (2.11) reduce respectively to Q = f`; V (^ ) ?`; V ( )g`? as noted in Reid (1996) .
Another way to motivate the use of sample space di erentiation, exempli ed by (2.10) or (2.11), is to consider the derivation of (2.11) from the p approximation, outlined in Barndor -Nielsen (1991) or the appendix of Pierce & Peters (1992) . Consider the case that is a scalar. In order to use the density function p(^ ja; ) or an approximation to it for inference, we will typically want to compute Z p(^ ja; )d^ :
The basic step in this derivation is a change of variable from^ to r and @`=@^ arises as part of the Jacobian.
IMPLICIT NUISANCE PARAMETERISATION
In this section we generalise the frequentist and Bayesian expressions for Q to the case where the scalar parameter of interest is given as ( ) and there is no explicit nuisance parameterisation. In the frequentist case the avoidance of nuisance parameterisation in fact simpli es the expression and at the same time shows that the related background formulae are invariant with respect to nuisance parameterisation. In the Bayesian case the general formula substantially simpli es the calculations for the case where ( ) is nonlinear.
We do this by adapting the formulae of x2 to the implicit parameterisation case. First, note that the constrained maximum likelihood value^ is obtained by maximising`( ; y) + f ( ) ? g with respect to and . Let Note carefully that the dependence on is only in the last factor '( ). The score parameter departure is just a derivative with respect to or at^ , (3:5)
It can happen that the two factors in braces in (3.4) are both negative, but they do have the same sign. Also some computational di culties can arise if they are near zero; this latter condition can be avoided without altering the required expression for Q by adding to (3.1) for computational purposes a term ?C 2 f ( ) ? g 2 , a technique suggested in Hsu (1995) . For the Bayesian case the estimated variancê 2 ( ) is based on the parameterisation chosen for integration, here taken to be , and thus the recalibration in (3.4) indicated by the parentheses in the subscripts is not needed.
The general formula gives the frequentist signi cance p f ( ) and the Bayesian posterior probability p B ( ) to third order, using (1.5) or (1.6) with the signed likelihood root r from (1.4) and the standardised parameter departure Q taken to be
( 3:6) respectively for the frequentist and Bayesian cases, in parallel with (1.1) and (1.2). The scalar parameter ( ) is de ned by (3.2), the score parameter departure` (^ ) is de ned by (3.3), and the variance estimate^ Bayesian case the parameterisation chosen for the integration. These formulae are established in the Appendix, using the results outlined in x2.
EXAMPLES
The general formula with (3.6) and (1.4) in (1.5) or (1.6) has been implemented in For the frequentist case the program requires as input the pivotal quantity z(y; ). The derivatives for (2.1) are determined using symbolic algebra, and substitution of the observed values then gives V . Further use of symbolic algebra then gives '( ), ' ( ), ' ( ) which with appropriate observed maximum likelihood estimates give q f in (3.6).
For the Bayesian case the prior ( ) is required as input and components of q B in (3.6) are obtained by symbolic algebra, with observed and restricted maximum likelihood estimates substituted as needed.
The preceding then gives the frequentist and Bayesian p( ) for the chosen value. Iterative application for di erent values then gives p( ) as a function. The Maple program is available at www.utstat.utoronto.ca/reid/. The present version requires additional input from the user in determining the grid of values over which to evaluate p( ) and to monitor the computation of the restricted and unrestricted maximum likelihood estimates: this is the most di cult part of the calculation, but is also needed for most rst-order procedures.
Example 4.1: Normal coe cient of variation Suppose we have a sample of size n from a normal distribution with mean and variance 2 , and are interested in the coe cient of variation = = . A modi ed saddlepoint approximation is discussed in Vangel (1996) and illustrated there on the sample (326; 302; 307; 299; 329) . The transcript of the Maple session used to generate the signi cance functions using (1.5) or (1.6) with (1.4) and (3.6) is available on the above mentioned web site as an example. The ith pivotal quantity is taken to be z i = (y i ? )= from which V = (1;ẑ 0 ), whereẑ 0 is the observed standardised residual. The frequentist signi cance function is recorded in Fig. 1 , and the approximations (1.5) and (1.6) are very close in the plots. Fig. 1 also shows the signi cance function calculated from the standard normal approximation for the signed square root of the loglikelihood ratio statistic, which in this case is not very accurate. The 95% con dence interval using (1.5) or (1.6) is (0:0267; 0:1281): Vangel's approximation gives the interval (0:0270; 0:1293). We compute the approximation from the sample y, but the same result is obtained if we reduce to the su cient statistic rst. However, a su ciency reduction is not available if the error distribution is changed to, for example, Student or logistic, but the more general pivotal approach is easily implemented and just requires specifying the formula de ning f(y; ). , and the parameter of interest is = + 2 =2, which is the logarithm of the mean of the associated log-normal distribution. The pivotal is taken to be z i = (y i ? )= as in Example (4.1). Fig. 2(a) shows the signi cance function for for the data of Lieblein & Zelen (1956) calculated using (1.5) and (1.6) and for comparison using the normal approximation for r. Fig. 2(b) shows the signi cance function for log . As in the previous example an initial reduction by su ciency could be used, and would give the same result. Table 4 .1 shows a set of nested posterior probability intervals for = P ( i ? ) 2 , using the normal approximation for r and using the general formula with (1.5). The marginal posterior density for is plotted in Hsu (1995) , and in line with the skewness evident in that density, the third-order con dence intervals have a longer right tail than left tail; the posterior mode for is 0.22. Hsu does not examine a frequentist p-value and correspondingly we do not; as the parameter is curved in the location parameter we would expect the frequentist p-value to be di erent from the Bayesian p-value. which as expected is identical to the expression for u obtained by Barndor -Nielsen (1990) . The same result is obtained working directly from the minimal su cient statistic using the pivotal f(t 1 ? )= ; t 2 = 2 g.
There is an exact ancillary statistic for this model (Hinkley, 1977) , which is t 1 2 2 =t 1 , and the maximum likelihood estimate can be given explicitly as the root of a quadratic equation, so it is not di cult to calculate u in this case either. The exact conditional density for t 2 given the ancillary is provided in Hinkley (1977) , and a recursion can be developed for the exact cumulative distribution function for . Table 4 .2 below compares approximate values from (1.6), using Q in (3.6) or (2.10) for selected values of b 2 , with the exact values based on the ancillary used by Hinkley, based on simulated samples of size 5. Scale invariance shows easily that the tangent direction V leading to Q is a tangent to the Hinkley ancillary and thus that the third-order approximation is directly an approximation to the exact value based on that ancillary. Table 4 .2 also shows the approximation to the p-values using Skovgaard's (1996) statisticŨ. This approximation has relative accuracy O(n ?1 ) in a large deviation neighbourhood. Table 4 .2 here Example 4.6: A (2,1) exponential family Let y 1 and y 2 ?1 be independent and exponentially distributed with parameters and so that the joint probability density function of y 1 and y 2 is f(y 1 ; y 2 ) = e e ? y 1 ? y 2 :
(4:1)
Barndor -Nielsen & Chamberlin (1991) considered third-order inference for the submodel of (4.1) speci ed by = ( ) = ?1 e ? . As no exact ancillary statistic ex-ists for this model, they used the a ne ancillary statistic (Barndor -Nielsen, 1986) to calculate u in (2.11). For the submodel, the pivotal quantity z = f ( ) Table 4 .3 gives the results from 20,000 simulations of a sample of size 1 from the curved exponential model with = 1. We compare at selected points the empirical distribution function F r for r, the empirical distribution function F u for r using u in (2.11) from Barndor -Nielsen & Chamberlin (1991) , the empirical distribution function F Q for r using Q in (4.2) and the target distribution which is N(0; 1). We consider a sample of size n 1 from a Gamma distribution with shape 1 and mean , and an independent sample of size n 2 from a Gamma distribution with shape 2 and mean . The loglikelihood function is ( 1 ; 2 ; ) = ?n 1 log ?( 1 ) ? n 2 log ?( 2 ) ? (n 1 1 + n 2 2 ) log + n 1 1 log 1 + n 2 2 log 2 + 1 X log y 1i + 2 X log y 2i and is of course linear in the canonical parameters 1 , 2 , 1 = , 2 = . These are readily combined into expressions (1.5) and (3.6).
same for both the special and the general formula. Secondly, we show that Q in (2.6) gives the q f in (3.6). The estimated variance for ( ) is given by (2.7) and can be modi ed using the matrix algebra result implicit in (1.3):
The estimated variance 2 (') for the basic parameter ( ) or ( ) is then just j ' 0 (^ )j 2 times the above estimated variance for (') and is thus given by (3.4). Correspondingly the parameterisations ( ) and ( ) di er by the scale factor j ' 0 (^ )j. When these re-expressions are substituted into (2.6), the scale factors cancel giving q f in (3.6). Also it follows from this that the formulae are parameterisation invariant.
Technical details for the derivation of (3.6): Bayesian case For the Bayesian case we again need to show only that the special case Q in (2.9) for an explicit nuisance parameterisation ( 0 ; ) can be transformed to give the general Q in (3.6). To do this we rst need to generalise the assumptions and the derivation of the Bayesian Q in (2.9) and for this follow methods in .
The probability p B ( ) and the formulae for Q and r need only the surface ( ) = , together with a positive direction from that surface, and thus do not depend otherwise on the function ( ). This permits simpli cations. Let T be the tangent plane to ( ) = at^ 0 and let P be the corresponding perpendicular at that point. These lead to alternative coordinates on the parameter space.
Consider a Euclidean coordinate or distance along P taking for convenience the value at^ 0 . Then more generally for on a plane parallel to T , let ( ) be that Euclidean coordinate at the intersection of the plane and P . We then have that^ 0 is the same whether calculated from ( ) = or ( ) = .
Now consider a transformation on the parameter space. Let C = f^ g be the curve of constrained maximum likelihood values given ( ) = . Then translate each plane ( ) = to carry^ into the point on P ; the new curve C = f^ g is then the perpendicular P . The full transformation is volume preserving and also does not alter the Bayesian Q in (3.6).
Next we de ne a new or canonical ( ) that takes the value on the initial surface ( ) = and increments as does ( ) in the direction P ; the contours of the new ( ) are then translates of ( ) = in the direction P . To complete the general coordinates, we now let give orthogonal Euclidean coordinates perpendicular to P .
In the new coordinates we then apply the methods in DiCiccio & Martin (1991) and and obtain to third order the relative density expf`(^ )gjj (^ )j ? 1 2 (^ )
for the marginal distribution of ( ) on the line P ; the second factor comes from the nuisance parameter integration. In the modi ed coordinates we have that this is the same as if the initial 0 were given as ( 0 ; ); accordingly we can then directly apply the earlier (2.9).
The gradient` (^ ) of the likelihood at^ can be obtained at that point by partial di erentiation given any nuisance parameterisation and can be expressed as The determinant records the volume of the parallelopiped spanned by the p column vectors in the array. For this the rst vector can be orthogonalised to the remaining p ? 1 vectors; the value of the determinant is then the length of the orthogonalised rst vector times the determinant j' 0 (^ )j = j' 0 (^ )' 0 (^ )j 1 2 implicit in (2.8). As the vectors ' 0 (^ ) are tangents to ( ) = at^ in the '-space, it follows that the length of the orthogonalised rst vector is just j (^ ) ? (^ )j in (2.6) based on (2.4). We then note that j` ;V 0 (^ )j = j' 0 (^ )j gives the recalibration taking jj (^ )j Table 4 .3. The empirical distribution function of r, r using u, and r using Q compared to the N(0; 1) distribution, Example 4.6. 
