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ABSTRACT 
The time consuming and labour intensive task of identifying individuals in surveillance video is often 
challenged by poor resolution and the sheer volume of stored video. Faces or identifying marks such 
as tattoos are often too coarse for direct matching by machine or human vision. Object tracking and 
super-resolution can then be combined to facilitate the automated detection and enhancement of areas 
of interest. The object tracking process enables the automatic detection of people of interest, greatly 
reducing the amount of data for super-resolution. Smaller regions such as faces can also be tracked. A 
number of instances of such regions can then be utilized to obtain a super-resolved version for match­
ing. Performance improvement from super-resolution is demonstrated using a face verification task. It is 
shown that there is a consistent improvement of approximately 7% in verification accuracy, using both 
Eigenface and Elastic Bunch Graph Matching approaches for automatic face verification, startingfrom 
faces with an eye to eye distance of 14 pixels. Visual improvement in image fidelity from super-resolved 
images over low-resolution and interpolated images is demonstrated on a small database. Current 
research and future directions in this area are also summarized. 
DOl: 10.401 8/978-l-4666-2660-7.ch011 
Copyright 02013, lGl Global. Copying or distributing in print or electronic fonns without wntten permission of lGl Global is prohibited. 
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INTRODUCTION 
Forensic use of surveil lance video is l imited by 
the low resolution of the frames and the human 
effort required for extracting useful footage from 
recordings. Good quality images provide sharp 
and clear facial, clothing, tattooed skin and other 
areas of interest and are essential for the surveil­
lance footage to be useful. However, surveil lance 
videos are low resolution due to two main factors. 
Storage requirements make high resolution 
video prohibitive for use in a surveil lance system. 
The video is often compressed using standards 
proposed by the Motion Pictures Expert Group 
(MPEG)to reduce fi lesize. ln a best case scenario, 
a DVD qual ity video could be encoded in the state 
ofthe art MPEG4 format at around I OOKB/s. This 
sti l l  translates to 8.2GB of data for one camera 
per day. The total storage requirements become 
prohibitive very quickly as the number of cam­
eras is increased or if the period of retention is 
lengthened. 
Further, in order to reduce the number of 
cameras required to cover an area, wide angle 
lenses are fitted to cameras to increase their field 
of view (FOV). As a consequence subjects of 
interest occupy only small portions of the entire 
scene. Figure I contains a sample frame from 
the i-LIDS (i-LIDS Team, 2006) dataset which 
consists of surveil lance footage for evaluating 
tracking algorithms. Although the video was 
captured at DVD resolution, the subjects' faces 
were less than 30 pixels (px) wide. It becomes 
progressively harder to distinguish the two faces 
once the width of the face drops below 32px, 
as can be seen from Figure2. Interpolation or 
"digital zoom" does not help because although 
these procedures add extra samples, they do not 
add extra information at high spatial frequencies. 
Super-resolution is a signal-processing meth­
od that can be applied to enhance the resolution 
of the surveil lance video by fusing complemen­
tary information contained in successive frames 
of the video. As super-resolution is a computation­
al ly intensive process, applying it to an entire 
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sequence without any guidance is undesirable. A 
tracking system enables subjects of interest to be 
detected, tracked and super-resolved; resulting in 
a more computationally efficient and useful sys­
tem. The tracking system also discards frames of 
the sequence that do not contain moving subjects, 
reducing the manual effort required in extracting 
useful frames. 
In this chapter, we present an end-to-end sys­
tem for detecting and tracking people, extracting 
sequences of faces for each subject and using 
super-resolution to improve the image quality 
prior to a face verification process. This process 
is i l lustrated in Figure 3 .  The proposed super­
resolution approach uses a robust optical flow 
technique to guide the registration of a set of facial 
images, al lowing for non-rigid deformations to 
be incorporated into the registration and super­
resolution. This novel super-resolution approach 
is combined with an object tracking techn ique, 
resulting in a novel end-to-end system for auto­
matically extracting, enhancing and recogn izing 
facial images from survei llance footage. 
The remainder of this chapter is organized as 
follows. An overview of super resolution and 
object tracking techniques is presented in Sections 
2 (Super Resolution) and 3 (Person Tracking). An 
integrated system that performs super-resolution 
on areas identified by the tracking process is 
described in Section 4 (Integrated System). Cur­
rent research trends and future directions are 
summarized in Section 5 (Future Research Direc­
tions). Concluding remarks are provided in Sec­
tion 6 (Conclusion). 
Super Resolution 
Super-resolution image reconstruction is the pro­
cess of combin ing multiple low-resolution (LR) 
images into one image with higher resolution. 
These low-resolution images may be aliased and 
related to each other through sub-pixel shifts -- es­
sentially representing different "snapshots" of the 
same scene, each carrying some complementary 
information . Super-resolution techn iques have 
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Figure 1. Typical image captured by a surveillance camera. The whole frame is 7 20 by 576px. The faces 
only occupy a small area compared to the frame. Widths of the highlighted faces are: a) 1 7px . b) 14px . 
c) 1 2px and d) 2 7px. 
been appl ied to many areas including medical 
imaging, satel l ite imagery and some pattern rec­
ognition applications (Park et al, 2003). 
The majority of super-resolution techniques are 
reconstruction-based, dating back to the work by 
Tsai and Huang on satellite images in 1984 (Tsai, 
1 984). These methods are versatile, in that they 
can super-resolve any image sequence (provided 
the motion between observations can be modelled) 
as they work directly with the image pixel intensi­
ties, and methods that work both in the frequency 
domain (Borman, 1 999; Park, 2003; Tsai, 1 984) 
and pixel domain (Goldberg, 2003; Patti, 200 1 ;  
Schultz, 1 996) have been proposed. 
The more recent learning-based approaches 
enhance the images by using a priori information 
about the scene and synthesize the output (Baker, 
2002; Freeman, 2002; Wang, 2004; Zitov, 2003). 
The term "hallucination" was proposed by Baker 
(2002), and has been widely adopted to describe 
the process. Such systems are trained with high and 
low resolution image pairs to learn the relationship 
between the high-resolution and corresponding 
low-resolution image patches. Various "hallucina­
tion" approaches have been proposed, including 
identifying common local patches, and storing 
the low and h igh resolution representation ofthe 
patches to al low the algorithm to super-resolve 
an image (Freeman, 2002); using Gaussian and 
Laplacian derivatives at each pixel to match 
between the input LR features and the learned 
HR features (Baker, 2002); and using Principal 
Component Analysis (PCA) trained on sets ofhigh 
and low resolution images, determining how a low 
resolution input can best be represented from the 
low resolution train ing set, and applying the same 
transform to the h igh resolution set to obtain the 
super-resolved image (Wang, 2004). 
Such systems require training to learn the 
relationship between the h igh and low resolution 
images, but h igher magnification ratios can be 
obtained iflow-resolution imagesare simi lartothe 
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training images, e.g., frontal faces. Furthermore, 
such techniques can perform super-resolution 
from a single image, rather than a sequence of 
images. However, the techniques can introduce 
erroneous h igh frequency information, which 
becomes more apparent when there is mismatch 
between the training and test data. When the 
output of the super-resolution process is to be 
used in recognition (i .e. face recognition), such 
false h igh frequency data can lead to degradation 
in performance. 
Reconstruction and learning based techniques 
have both been developed with the primary focus 
being image enhancement for viewing by a person. 
However in situations where super-resolution is 
being used to improve biometric performance, 
the primary aim is to improve recognition perfor­
mance, rather than the perceptible image qual ity. 
With this in mind, feature domain super-resolution 
approaches have been proposed for biometrics 
such as face (Gunturk, 2003) and iris (Nguyen, 
20 1 1  ), where the aim is to enhance the feature 
vector that is extracted for recognition, rather 
than the initial image. 
Despite the advantages of learning-based and 
feature domain techniques, for an unconstrained 
surveil lance appl ication the more traditional 
reconstruction based approaches are most appro­
priate. I n  a survei l lance environment, v iewpoints 
cannot be guaranteed as required by learning-based 
approaches, and the desired target for super­
resolution may not always be a face or biometric 
trait suitable for automated recognition. With this 
in mind, a flexible approach that can be used to 
enhance a variety of features is desirable. 
Many reconstruction-based super-resolution 
methods have been proposed, and systems 
typically have common steps such as registra­
tion, interpolation and restoration, The manner in 
which these steps are performed vary according 
to the method, and are outlined in the fol lowing 
subsections. 
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Sampling and Aliasing 
To appreciate why super-resolution is required 
for resolution enhancement, we must understand 
the sampling process and the conditions that lead 
to al iasing. Recording a signal involves sampl ing 
its value or intensity at regular intervals. Accord­
ingtotheNyquist sampl ingtheorem, the sampl ing 
rate f must be at least twice the highest fre-
, 
quency contained in the waveform f.""' in order 
to capture al l frequency components of a signal, 
Is = 2f.""'' 
Figure 4 presents a sine wave with a frequency 
of 0.05 cycles/mm i l lustrated by the solid l ine. 
The m inimum sampling rate required is therefore 
0. 1 cycles per mm, corresponding to a sampl ing 
interval I Omm). When sampled at 0.067 cycles/ 
mm (sampling interval 1 5mm), the resulting sine 
wave shown in dashed l ines aliases to a lower 
frequency. Even if the resulting signal was inter­
polated, it would not be possible to recover the 
original sine wave. Super-resolution attempts to 
reverse the effect of al iasing by using more than 
one set of samples shifted relative to each other. 
Observation Model 
One of the first steps in the super-resolution 
reconstruction problem is the formulation of an 
observation model. That is, to develop a model 
that relates the original H R  image to the observed 
LR images. Several observation models have been 
proposed but generally the observation model can 
be expressed as, 
( I )  
where y, denotes the k = 1 . .  .p LR images, Dis 
a sub-sampling matrix, Bk is the blur matrix, Mk 
is the warp matrix, x is the original HR image of 
the scene which we are trying to recover, and nk 
is the additive noise that corrupts the image (Park 
Improved Subject Identification in Surveillance Video Using Super-Resolution 
et al, 2003). D and B1. simulate the blurring av­
eraging process performed by the camera's optics 
and CCD sensor while M can be modelled by k 
anything from simple parametric transformation 
to pixel-by-pixel flow fields. Figure 5 shows a 
graph ical representation of the observation 
model. 
As seen from Equation I, the SR reconstruction 
problem essential ly is an inversion problem as 
the process l ies in the determination of the HR 
image x from multiple LR observations y1• This 
scenario is an i l l-posed inverse problem as a 
multiplicity of solutions exists for a given set of 
observation images (Borman, 1 999). This is often 
managed by constraining the space of possible 
solutions according to a priori knowledge of the 
form of the end solution. Typical constraints in­
clude image properties such as smoothness and 
positivity. 
Figure 2. Two progressively down-sampledfaces 
(left to right). Widths of the faces are: a) 64px, 
b) 3 2px, and c) 16px. It becomes progressively 
harder to distinguish the two faces and extremely 
difficult to do so once the width of the face drops 
below 3 2px. 
(a) (b) (C) 
Registration and 
Transformation Models 
Image registration, a form of the correspondence 
problem, is the process of matching two or more 
images (reference and sensed images) oft he same 
scene, generally taken with different sensors or 
viewpoints (Brown, 1 992). Accurate registration 
with sub-pixel precision is crucial to the success 
of any super-resolution algorithm (Capel, 2003). 
General ly, the registration process is divided 
into three steps: feature detection and matching, 
transform parameter estimation and warping. A 
description of these steps is given here. Interested 
readers are referred to (Zitov, 2003; Brown, 1992) 
for more in-depth information. 
Feature Detection and Matching 
To estimate the transformation parameters between 
two images, we must first detect and establ ish 
correspondence between groups of pixels that 
appear in both images. This can be done through 
feature-based or area-based matching. Feature­
based methods are suitable for images with bland 
regions and clearly defined edges and corners 
while area-based approaches are useful for highly 
textured images (Banks, 1 997). 
Feature-Based Matching 
These methods work with feature points such as 
corners and edges of the images only. The match­
ing process begins by first identifying points of 
interest with automated methods l ike the Harris 
corner detector (Harris, 1 998). It is essential that 
the features be present even in low resolution or 
coarse versions of the image. Correspondences 
between points are then computed by searching 
in a window around each feature point. Images 
that contain distinct edges and corners perform 
best with these methods. 
Other notable methods that can be util ized for 
facial feature detection, tracking and registration 
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are holistic-based and local-based feature methods 
such as the Active Shape Model (ASM) and the 
Active Appearance Model (AAM). These methods 
use models for the face and can track changes in 
the face from one frame to another through adap­
tation of the model parameters. An ASM (Cootes 
et al 1 995) uses coordinates of facial landmarks, 
which are points on facial features such as eye­
brows, eyes, nose, l ips, etc. These coordinates 
can be represented in a vector space and the the 
model is defonnable through translation, scale and 
rotation transformations. The shape parameters of 
the model are a lower dimensional set of weights 
obtained using principal component analysis on a 
training set of images. Given a set of coordinates 
in a new image, the best shape parameters are 
found by iterative energy minimization and the 
coordinates are adapted by inverse projection 
using eigenvectors corresponding to the shape 
parameters.ASMs work wel l  with near frontal and 
non-occluded faces. AAMs take both shape and 
texture into representation and are more general. 
The AAM approaches were popularized by 
Cootes and Edwards (200 I ). This work was heavily 
motivated by eigenspace representations (Turk and 
Pentland, 1 99 1 )  where the whole face appearance 
is used during the registration process. The benefit 
of employing an eigenspace representation is they 
can provide a compact approximate encoding of 
a large set of images with a smal l set of orthogo­
nal basis images. I n  general, AAM approaches 
estimate a parametric non-rigid warping vector p 
of the image I and an appearance vector A. of the 
eigenspace appearance model A that minimizes 
the expression, 
arg min llt(p)- A(-\)���. 
1'·.� 
(2) 
Initially, these types of approaches were I im ited 
to rigid 20 parametric warping functions and more 
compl icated warps p, such as those describing non­
rigid deformations, could not be solved due to the 
computational explosion of the warp parameter 
Figure 3. Outline of the proposed system. Video footage from a CCTV network is analyzed by a per­
son tracking routine that extracts sequences of faces images for each person observed in the network. 
These sequences are registered and super-resolution is used to obtain a high quality images for each 
subject. The resultant high resolution face images are compared to a database of biometric credentials 
to determine the subject identity. 
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Figure 4. A sine wave with f = 0.05 cycleslmm (solid line) is sampled at less than Nyquist .frequency. 
The resulting signal sampled at f = 0.067 cycles/mm (dashed line) has been aliased to a lower fre­
quency. 
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search space. However, Black and Jepson ( 1 998) 
proposed the eigenspace model could be incorpo­
rated into the c lassical Lucas-Kanade algorithm 
to form a non-rigid registration framework (i.e. 
a non-l inear optim ization of the joint warp and 
appearance parameters via Gauss-Newton). 
It became apparent eigenspace variants suffer 
from two inherent problems. First, the linear as­
sumption in the appearance model A(/..) starts to 
fai l  when attempting to model large amounts of 
object appearance due to overfitting, despite I imit­
ing its impact through regularization, mixtures of 
linear models or kernel techniques (Moghaddam 
& Pentland, 1 997). Second, it is now well under­
stood in machine learning and pattern recognition 
literature (Bishop, 2006) that least-squares cost 
criteria are extremely sensitive to outliers or noise 
(e.g., occlusion, codec artifacts, i l lumination, etc.). 
Local methods attempt to abandon the direct 
link made between non-rigid face synthesis and 
registration in holistic methods l ike AAMs. The 
approach attempts to register a non-rigid face 
through the appl ication of an ensemble of local 
experts to their respective local search regions 
within the source image being registered. Given 
an appropriate non-rigid shape prior for the object, 
the response surfaces from these local regions 
are then employed within a joint optim ization 
process to estimate the global non-rigid shape of 
the face. That is, 
,\ 
arg min Lh {I x1.(p)} 
I' 1·-t 
(3) 
where N is the number of fiducial landmarks in 
the non-rigid shape model and h- {I, xk (p)} is the 
response of the kth local expert in source image 
/at local position xk. The local expert's coordinates 
x, are dependent on the non-rigid warp parameter 
vector p affecting the whole face shape. The best 
known local method is the Active Shape Model 
(ASM) (Cootes etal, 1 995)with successful exten­
sions including the Bayesian Tangent Shape 
Model (BTSM) (Zhou et al, 2003), Pictorial 
Structure Matching (PSM) (Felzenszwalb and 
Huttenlocher, 2000) and Constrained Local Mod­
els (CLM) (Wang and Lucey 2008). It is clear that 
local methods have a number of advantages over 
hol istic methods. Firstly, the search space has 
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Figure 5. Observation model. The low resolution images can be considered to be ideal images that have 
been degraded by warping, blurring and down-sampling, and having noise added to them. 
kth warped HR lnl3Qe �k 
been considerably reduced as we are now only 
seeking the warp parameter vector p rather than 
both the warp p and appearance A parameter vec­
tors. Secondly, they offer local invariance to 
global i l lum ination variation and occlusion. 
Thirdly, they model the non-rigid object as an 
ensemble of low dimensional independent local­
experts. Finally, they do not employ complicated 
piece-wise affine texture warp operations that 
might introduce unwanted noise. 
Thus, techniques such as AAMs and ASMs 
can be uti l ized to track features in video. They 
are particularly suitable for tracking of facial 
features where there is a specified feature-set and 
structure within this feature-set. However, these 
approaches are more problematic for application to 
whole-body tracking in surveil lance video where 
the pre-determined structure of the feature-set is 
significantly more fluid and unconstrained. In 
this chapter, the approach is focused on the use of 
an optical-flow based technique which can cope 
with these non-rigid variabi l ities in a simpler and 
computationally more efficient manner. 
Area-Based Matching 
For area-based detection, small  groups of pixels 
in the reference image are compared with pixel 
groups in the sensed image. A small search window 
is formed around each pixel group to be matched, 
where a matching metric such as correlation is 
used to provide a similarity measure (Banks et at, 
1 997; Fookes et al 2002). These matchers work 
on either the absolute or relative intensities of 
322 
kth observed 
LR 1mageYk 
the images. This is computationally expensive, 
as an exhaustive search in the search window 
is performed for each pixel group in the image. 
Area-based approaches work best when the images 
contain texture information that helps distinguish 
pixel groups from each other. 
Transform Parameter Estimation 
A transformation or motion model determines how 
the sensed images are mapped onto the reference 
image grid during the process of estimating mo­
tion between the images. There are two classes 
of transformations that are commonly modeled: 
global and local. 
Global Methods 
Most common techniques assume global motion 
or rigid transformations whereby a single equation 
issued to transform al l points from one image to the 
other. Translational, rotational, affine, perspective 
and projective motion all fal l  under th is category 
and are simple to compute. These transformations 
are useful when the scene is relatively static such 
as satel l ite imagery, sti l l  scenes contain ing only 
camera motion, or where the type of motion is 
known a priori. 
Matches from the previous stage wil l  usually 
contain mismatches or outliers that need to be 
corrected in this stage. Once the model is chosen 
(rigid body, affine or projective), methods l ike the 
Random Sample Consensus (RANSAC)(Fischler, 
1 98 1 )  can be used to robustly estimate the model 
parameters. Instead of estimating the model using 
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all available matches which include inliers and 
outlier data, RANSAC repeatedly estimates the 
model using random small subsets of the data to 
attempt to exclude outl iers. 
Local Methods 
The performance of global methods suffers when 
appl ied to survei l lance videos where motion con­
sists of multiple independently moving subjects. 
Local methods l ike optical flow, however, can 
account for independent motion within the scene, 
making it ideal for survei l lance type imagery. 
They are also needed when objects in the scene 
change appearance independently. These methods 
are able to model much more complex distortions 
because they can compute local area motion 
independently. There are three main techniques 
presented in l iterature: piecewise interpolation, 
elastic model-based matching and optical flow. 
The drawback of catering for local motion is the 
additional processing time needed and the dif­
ficulty of constraining the solution. 
If accurate feature matching is possible, piece­
wise interpolation can be applied. Elastic model­
based matching methods model the distortion in 
the image as deformations of an elastic material. 
Optical flow methods model the motion as a pixel 
flow field: a pixel-to-pixel mapping between the 
images. Popular optical methods include Lucas 
and Kanade ( 1 98 1 ), Horn and Schunck ( 1 98 1  ), 
and Black and Anandan ( 1 993). Optical flow 
wil l  be explained in more detail  in this chapter 
since it has most relevance to enhancing face 
images. It also addresses some ofthe drawbacks 
of previous super resolution techniques when the 
main motivation is appl ication to the human face. 
This is described further in the fol lowing section. 
Face-Specific Motivation for Local Methods 
Super-resolution techniques have been success­
ful ly used in a wide variety of applications includ­
ing medical imaging, satel l ite imagery, and some 
pattern recognition appl ications (Park et at, 2003 ). 
However, many of these proposed techniques 
have been developed on the assumption that the 
system operates in a constrained environment, for 
example: only rigid objects assumed in the scene 
or only simple transformations are employed. 
Consequently, many of these proposed techniques 
are not applicable to images involving the human 
face due to the inherent difficulties that exist in this 
domain. Some of challenges faced with process­
ing the human face include (Fookes et at, 2004; 
Baker and Kanade, 1 999), 
1 .  Non-Planarity: A large majority of super­
resolution systems employ simple paramet­
ric transformations in the registration stages, 
including translations, affine or projective 
transformations. These types of mappings, 
however, operate on the assumption that the 
environment is made up of planar objects. 
When such approaches are applied to im­
ages involving the human face, results are 
severely degraded as the human face is far 
from planar. 
2. Non-Rigidity: To further compound this 
problem of non-planarity, the human face 
is also inherently non-rigid. Local deforma­
tions occur frequently as facial expressions 
transition from state to state as wel l  as parts 
such as the eyes, nose, mouth and jaw that 
move independently from other parts of 
the face. Most super-resolution approaches 
fai l  on non-rigid scenes. Some are capable 
of handl ing independently moving objects; 
however, each object is assumed rigid 
(Schultz and Stevenson, 1 996). 
3 .  Occlusions: Movement of the human face 
wil l  result in many occlusions as some parts 
of the face wil l  block the viewing angle to 
other parts of the face. Faces can also be 
temporarily occluded by hands. These oc­
clusions can be a large source of error for 
many super-resolution techniques. 
4. Illumination and Reflectance Variation: 
Faces are subject to specular reflections, 
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particularly off certain parts, e.g.: the cheeks 
and forehead. These reflections introduce 
further difficulties into the registration 
process as well as introduce outl iers into 
the fusion stage. 
To overcome some of these problems, par­
ticularly the non-planarity and non-rigidity of the 
face, it is possible to use optical flow techniques 
to recover a dense flow field that describes a de­
formation or mapping for every pixel in the scene. 
By determining these local flows, it is possible 
to track the motion of a compl icated non-planar 
and non-rigid object such as the human face. 
The remaining two problems of occlusions and 
i l lumination variation can be addressed through 
robust estimation methods. This wil l  be described 
further in the fol lowing section. 
Robust Optical Flow 
Optical flow techniques relate the 20 projection 
of the physical movement of points in a scene 
relative to an observer to 20 displacement of 
pixels on the image plane. These techniques oper­
ate on the concept that an object or point in an 
image wil l  be observed with intensity I(t) at a 
certain time. Although the physical location of 
this point may change over time, it wil l  always 
be observed with the same intensity. This is known 
as the data conservation constraint (Black, 1 993) 
and can be expressed as, 
I(x, y, t) = I(x + uDt, y + vDt, t + 6t) (4) 
where ( u, v) are the horizontal and vertical ve­
locities (or flow fields) of a point ( x, y), and the 
change in time 6t is assumed to be small. 
The data conservation constraint alone is not 
enough to recover a unique flow estimate due to the 
aperture problem, where the motion is ambiguous 
when observed through a small  window. Hence 
a spatial coherence constraint is needed to pool 
information from the surrounding neighbourhood. 
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Surfaces have extent and consequently neigh­
bouring pixels in an image are l ikely to belong 
to the same surface. This assumption equates to 
a smoothness constraint which is imposed on the 
algorithm to ensure that the motion of neighbour­
ing pixels varies smoothly. 
Most optical flow algorithms break down when 
these above two constraints are not satisfied in 
practice. This occurs regularly, especially when 
motion boundaries, shadows and specular reflec­
tions are present. To overcome these problems 
a robust optical flow algorithm was proposed 
by Black et at. (Black, 1 993). This method is 
based on a robust estimation framework using a 
Lorentzian estimator and overcomes sign ificant 
flaws inherent in many optical flow algorithms by 
addressing these two key assumptions: the data 
conservation and spatial coherence assumptions. 
The main goals of robust statistics are to 
identify outlier data points and to describe the 
structure that best fits the bulk of the data (Black, 
1 993 ). Figure 6 shows two clusters of data points 
-- the majority of the data (black) and the outli­
ers (gray). A standard least-squares fit is heavily 
influenced by the outliers while the robust fit is 
not. As the solution to the robust formulation is 
not guaranteed to be convex, a graduated non­
convexity algorithm is used to recover the optical 
flow and motion discontinuities. Interested readers 
are referred to (Black, 1 993) for more detai ls on 
the optical flow implementation. 
Taking the flow vectors from a neighbourhood 
as an example (see Figure 7), a least-squares ap­
proach would tend to average al l the flow vectors 
in the neighbourhood. By contrast, a robust esti­
mator would identify the flow vectors in the 
rightmost column as outl iers and remove them 
from the estimation process. 
Sample results of the optical flow algorithm 
are given in Figure 8. Th is figure shows an image 
pair with the subject moving horizontally between 
the two frames (a) and (d). The calculated optical 
flow fields, u and v, for the horizontal and verti­
cal directions are shown in (b) and (e) respec­
tively. The optical flow algorithm also detects 
----- -- - ---- - -- -
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data and spatial discontinuities, i.e. pixels that do 
not satisfy the two assumptions described above. 
It's easy to see the subject moving horizontally 
from the out I ine of the head in (b). The head is 
also clearly visible in (f) from the spatial discon­
tinuity plot. The sharp optical flow transition 
between the head and background prevents gen­
eration of ringing artifacts around the head that 
wil l  otherwise be present due to motion vectors 
being smoothed around motion boundaries. Un­
fortunately the subject's left shoulder appears 
stationary due to the white shirt being saturated 
and blending into the background. This however 
is unavoidable as it's impossible to separate the 
shirt from the background from the pixel values 
in some regions. 
Robust Optical Flow Super­
Resolution 
The super-resolution system described in this sec­
tion takes an image sequence as input and outputs 
the super-resolution image sequence along with 
the optical flow between successive frames. This 
procedure is i l lustrated in Figure 9 which shows 
the super-resolution system flow diagram (Lin 
et al 2007b ). 
The individual steps of the algorithm are de­
scribed as follows and are repeated for all im­
ages in the input sequence, 
I .  Interpolate each original image from the 
image sequence to twice the input resolution 
using bilinear interpolation. 
2. For N =No. of frames used in the recon­
struction (where N is odd), compute the 
optical flow between the current reference 
image and the (N - 1) I 2 previous images 
and the (N - 1) I 2 following images. (see 
Section 2 .4) 
3 .  Register the  (N - 1) I 2 previous and 
(N - 1) I 2 fol lowing images to the refer­
ence image using the displacements esti­
mated from the optical flow stage. (see 
Section 2.3) 
4. Estimate the super-resolution image using 
a fusion technique (robust mean or median) 
computed across the reference image and 
the (N - 1) registered images. 
5 .  Restore the final super-resolved image by 
applying a deblurring deconvolution fi lter. 
Within the super-resolution process, it is as­
sumed that there are no large changes in target size 
or pose in the set of frames to be super-resolved. As 
the optical flow and registration process are 20, it 
is possible for the subject to move in such a way 
that the images will be unable to be registered (i.e. 
out of plane rotations ).Ideal ly, super-resolution is 
intended to operate at very high frame rates which 
greatly restrict the amount of movement that can 
occur between frames. However, in the proposed 
system video captured at 25 frames per second 
is used, and at such a frame rate it is possible to 
observe out of plane deformations. The tracking 
system (see Section 3) assumes responsibil ity for 
ensuring that only suitable sequences of images 
are selected for super-resolution . This is achieved 
by monitoring the fol lowing: 
I. The size of the detected faces. 
2. The overlap between subsequent detected 
faces. 
3 .  The speed at which the target object is 
moving. 
Only if all detected faces are of simi lar size, 
have a sufficiently high overlap in image coordi­
nates, and the target object is moving at a speed 
below a set threshold are the images accepted for 
super-resolution. 
PERSON TRACKING 
Subject identification from surveil lance video 
requires the detection and analysis of facial im­
ages, or images showing other identifying features 
such as tattoos, scars or clothing. In a survei l lance 
environment (where video quality is poor), it is 
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Figure 6. Fitting a straight line to the data. (a) The least-squares fit is heavily influenced by outliers 
(gray). (b) The robust fit using the Lorentz ian estimator correctly fits to the bulk of the data (black). 
• • 
• 
• 
• 
often beneficial to extract multiple imagesofthese 
features; to locate an image of sufficient qual ity, 
or to obtain an enhanced image using super­
resolution. It may also be beneficial to extract the 
path taken by an individual when moving through 
an area. Person tracking techni,ques can be used 
to update a person position from frame to frame 
accurately, as they move about an environment. By 
applying these techniques to surveillance video, 
it is possible to determine a person's trajectory, 
and extract a sequence of images that can be used 
to identify the person. 
Tracking systems must cope with challenges 
such as changes in the background, caused by 
i l lumination changes or weather changes in out­
door scenes; and be able to effectively handle 
occlusions (the tracked target being temporarily 
obscured). It is also desirable for the tracking 
system to be able to operate in real-time. Track­
ing systems have a common structure consisting 
of a foreground segmentation step, a detection 
step and a tracking step. Foreground segmenta­
tion and object detection is commonly achieved 
by applying motion detection followed by object 
detection using the resultant motion image. Using 
model-based object detection techniques can allow 
these steps to be merged. In this section, we wil l  
address the three main processes involved with 
person tracking; motion detection techniques (see 
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Section 3 . 1  ); person detection and face detection 
techniques (see Section 3 .2); and feature matching 
and tracking (see Section 3.3). 
Motion Detection 
Background Modeling 
To track people, we need to be able to separate 
them from the background. Motion detection 
techniques compare incoming images to a learned 
Figure 7. Flow vectors at a motion boundary. 
Two distinct types of motion are observed in the 
region, it is important that these regions ofmotion 
are recognized as distinct, and that the regions 
are not averaged. 
' \ 
• • • • 
' \ \ 
• • • • 
' ' \ 
• • • • 
' ' ' 
• • • • 
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Figure 8. Optical flow results on 2 sample images: (a, d) face image pair; (b,e) horizontal and vertical 
flow fields scaled to the gray scale range; (c,./) data and spatial discontinuities represented as binary 
images where the detected points are black. From the flow fields, it can be seen that the subject is pre­
dominately moving horizontally (see b). Spatial discontinuities are predominately detected around the 
edge of the moving subject, while other discontinuities caused by factors such as lighting variations are 
scattered about the image. 
(a) 
(d) 
background and locate the moving objects in a 
scene (see Figure 1 0). 
There are two main approaches: background 
subtraction and background modeling. In the case 
of background subtraction, single mode models 
of the background are used. An image subtraction 
fol lowed by appl ication of a threshold is used to 
determine foreground pixels, 
I =I I - I  I> T malum mpul burkyrouud (5) 
where I 1 is the output motion image, I 1 is m o  1011 mtm 
the input image, I1,,.k9ro"/ll' is the background image 
(b) 
(e) 
(c) 
(t) 
and T is the motion threshold. Depending on the 
implementation, I1,,..�,,·mmd may be a fixed image 
init ialized at start up, or may adapt to changes in 
the scene (i .e .  l ighting fluctuations) using a mov-
ing average. The images ( I111111,1 and I1ull'kyruund ) may 
contain multiple channels ( i .e. red, green and 
blue). 
Background modeling techniques use a multi­
modal approach. Each mode represents a specific 
colour and l ikelihood of occurrence, and multiple 
modes can be stored for each pixel to describe 
all the possible background modes and recently 
observed foreground modes. The background 
pixels do not undergo motion but do change with 
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changed illumination. Background pixels may 
tend to take on one of a smal l number of colour 
values or regions in colour space. For example a 
wal l m ight be blue and take on different shades 
depending on the illumination; a cabinet might 
be brown. If these colour regions are represented 
by their centroid and variance (as in a Gaussian), 
we can represent a background pixel as taking 
on a colour value with a probabil ity given by a 
Gaussian mixture model. A pixel in a given frame 
can then be compared to such a multi-modal 
background model to decide whether it belongs 
to the background or not. In this manner, objects 
or groups of pixels that are undergoing motion 
(or are in the foreground) can be identified. The 
background model itself can be adapted in time 
to keep up with changes such as varying il lumi­
nation, or new objects being added to the scene. 
The background model 
I(x, y)1,,.1!1n"'"'' = {c, w, n} ; n = [l . . NJ (6) 
where ( x, y) is a pixel in the background model; 
{ c, w, n} is a single mode of background with c 
equal to the colour (this may be multiple values, 
such as red, green and blue), w is the weight and 
n is the index of the mode. N is the number of 
modes in the background model. 
When using background modeling, incom­
ing images must be compared to all possible 
background modes unt i l  a match is found, to 
detennine if the pixel is foreground or not. An 
image is compared to each mode in descending 
order of the mode weight. This helps improve 
system efficiency as the highest weighted mode 
is the most l ikely match, 
I I(x, y, n)1,,1.!1"""''' - I(x, y) ,,,,,, I 
< T; where n = [1 .. N] (7) 
where ( x, y) is the coordinate of the pixel being 
tested, n is the background mode being compared 
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to. Once a match is found, the weight of the match 
is used in detennin ing if the pixel is foreground. 
lf there is no match, then the pixel must be fore­
ground. Background segmentation routines update 
themselves over time, replacing modes that have 
low probabil ities with new modes that appear, 
and gradually adjusting other modes as the scene 
gradually changes (i.e. l ighting changes due to 
the time of day). 
Background subtraction, being a simpler ap­
proach results in faster execution times, but it 
is less robust when applied to complex scenes 
containing environmental effects such as lighting 
fluctuations, or trees moving in the wind. 
Stauffer and Grimson (Stauffer, 1 999) pro­
posed a multi-modal background model using a 
GMM to model each pixel .  This al lowed multi­
modal backgrounds to be effectively modeled, 
and for the model to learn and adapt to changes 
in the background. This mixture of Gaussians 
(MOGs)approach has become popularand several 
improvements and variations have been proposed 
since(see Harvil le, 200 1 ; Bowden, 200 1 ; Harville, 
2002; Wang, 2005; Hayman, 2003; Javed, 2002; 
Zang, 2004). 
Modeling each pixel with a set of GMMs is 
very processor intensive however, and not ideal 
when foreground segmentation is only the first 
step in a multi-step process (i .e. surveil lance). 
A more computationally efficient multi-modal 
background segmentation technique has been 
proposed in (Butler, 2003), which uses an ap­
proximation to a MOGs approach. Butler et al. 
(Butler, 2003) proposed an adapt ive background 
segmentation algorithm where the set of pixels 
in an image is modeled as a group of clusters. A 
cluster consists of a centroid, describing the pixel 
colour; and a weight, denoting the frequency of 
occurrence. Pixels are grouped into foreground and 
background based on cluster distance and weight. 
Higher weights indicate a greater likel ihood of 
belonging to a background cluster. The cluster 
based approach has a computational advantage in 
updating over the MOGs approach arising from the 
. 
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elimination ofthe need to keep track of covariance. 
It also lends itself to some fast implementation 
techniques. The method described here is simi lar 
to the approach by Bulter and uses pairs of pixels 
instead of individual pixels. 
The motion detection system described here 
uses colour images in Y'CbCr 4:2:2 format as 
input. Adjacent horizontal pixels are paired to 
create a cluster which consists of two luminance 
values (� and � ) , a blue chrominance value 
(Cb) , and red chrominance value (Cr) to describe 
the colour; and a weight, w. Each pixel is only 
paired once (which has the effect of halv ing the 
width of the image, increasing the speed of the 
algorithm at the cost of being unable to detect 
fine detai ls). For each pixel pair, a set of K clus-
ters, C(x, y, t, l . .K) = (� , � '  Cb, Cr, w) is stored, 
which represents the multi-modal PDF. 
Clusters are ordered from h ighest to lowest 
weight; and the current match ing c luster, 
C(x, y, t, m) (where m is the index of the match­
ing cluster in the range l . .K) , can be used to 
provide an approximation of the image. This 
ordering al lows speed improvements when search­
ing for the matching cluster (the higher weighted 
clusters are more l ikely to match, so they should 
be compared first); and determining the likelihood 
of a pixel being foreground (by computing a sum­
mation of the cluster weights of all clusters with 
a higher weight than the matching cluster). 
For each (x, y, t) the algorithm makes a deci­
sion assigning it to either foreground or back-
Figure 9. Super-resolution system flow diagram. Low resolution input images are interpolated to the 
desired resolution and the optical flow is calculated between pairs of consecutive images. The optical 
flow is used to warp and register the images, at which point they are fused and de-blurred to obtain a 
super-resolved image. 
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Figure 10. Example of motion detection: (a) shows the input image, (b) shows the resultant motion mask, 
with areas of motion shown as white. Note that the person is clearly separated from the background, 
however small regions of noise are also detected 
(a) Input Image 
ground by matching P(x, y, t) to C(x, y, t, k) , 
where k is an index in the range l . .K. Clusters 
are compared to incoming pixels by computing 
the Manhattan distance, and are matched by find­
ing the highest weighted cluster which satisfies, 
I � - C(k\., I +  I � - C(k)y I< TLum (8) 
2 
I Cb - C(k)c11 I +  I Cr - C(k)cr I< Tc,, (9) 
where � and Cb are the luminance and chromi­
nance values for the image pixel p(x x 2, y) , � 
and Cr are the luminanceand chrominancevalues 
fo r t h e  i m a g e  p i x e I p( x x 2 + 1, y) , 
C(k) = C(x, y, t, k) ; and TLum and TC/., are fixed 
thresholds for evaluating matches. If both thresh­
olds (TLum and Tc, .. ) are satisfied, then the pixel 
is suitably close to the cluster to be a match (see 
Figure 1 1  ) . By separating tum inance and chrom i­
nance a certain amount of tolerance to shadows 
is in built. Thresholds are fixed, and should be set 
according to the expected noise in the scene. 
Values of TLum = 80 and Tc,, = 50 are generally 
good starting points. Scenes with more noise 
should use h igher thresholds and those with less 
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(b) Motion Mask 
should use lower thresholds. For a live system, 
thresholds should be adapted and tuned on sample 
data that has been captured. Given a segment or 
tape of such video and after preliminary manual 
screening segments that contain subjects of inter­
est are identified. We can use a portion (or portions) 
of such video that show the different backgrounds 
possible to train the parameters of the background 
adaptation system. The entire video is then pro­
cessed with these parameters to eliminate the 
background and track persons of interest. 
The centroid of the matching cluster is adapt­
ed to reflect the current pixel colour, 
C' (x, y, t, m) = C(x, y, t, m) + 
1 
- I C(x, y, t, m) - P(x, y, t) I 
L 
( 1  0) 
where C(x, y, t, m) is the matching cluster, L is 
the inverse of the traditional learning rate and 
P(x, y, t) is the input pixel. The weights of all 
clusters in the pixels group are adapted to reflect 
the new state, 
( 1 1 )  
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where w is the weight of the c luster being k 
adapted; and Mk is 1 for the matching cluster and 
0 for all others. Ifthere is no match, then the low­
est weighted cluster is replaced with a new clus­
ter representing the incoming pixels. 
The weights of all clusters with a h igher weight 
than the matching cluster are summed to give the 
probabi l ity of the pixel being foreground, 
111 -1 
p(x, y, t)fynol = l: C(x, y, t, i),, ( 1 2) 
,_ , 
Based on the accumulated pixel information, 
the frame can be segmented into foreground, 
fgnd = V(x, y, t) 
where p(x, y, t)1!1"" > T(x, y, t) ( 1 3) 
where T(x, y, t) is the foreground/background 
threshold, and background. T(x, y, t) is fixed in 
the range [0 . . .  1] . Selecting h igher values of 
T( x, y, t) will result in less motion being detected, 
as objects that have been present for some time 
will not be detected as their weight will have 
increased to the point where they are outside the 
threshold. Lower values may result in some ad­
ditional (non-primary) background modes being 
detected as foreground. Like the thresholds for 
cluster matching, the threshold should be tuned 
on sample data. 
The clusters and weights are gradually adapted 
over time as more frames are processed, al lowing 
the system to adapt to changes in the background 
model. New objects can thus be added to the scene 
(i.e. a box may be placed on the floor), and over 
time these objects wil l  be incorporated into the 
background model. This approach can also be 
extended to include variable thresholds for the 
cluster matching (Denman et al, 2007b ), to cal­
culate optical flow simultaneously (Denman et a I, 
2007a) and to differentiate between temporarily 
stopped and moving objects (Denman et al, 2007b ). 
Shadow Detection and 
Lighting Changes 
In scenes where there is strong or variable l ighting 
(such as sunlight), additional routines to detect 
shadows and adjust to changing l ight conditions 
are required. Thesimplest approachtodealingwith 
shadows and l ighting changes is to use thresholds 
that are relaxed enough to accommodate changes 
caused by shadows. However, this approach is 
also l ikely to result in a large increase in the rate 
of false negatives (pixels that are incorrectly 
detected as background) from the motion detec­
tion, unless the shadows are very faint. Shadow 
regions appear as scaled down (darker) versions 
of the same region that is in the background 
model (Grest, 2003). When using a colour space 
that separates intensity and colour components 
(HSV or Y'CbCr), shadows across a region have 
the fol lowing properties when compared to the 
background model: 
1 .  The luminance of a cast shadow is lower 
than that of the background, 
2. The chrominance of the cast shadow is ap­
proximately equal to that of the background. 
From Figure 1 2, it can be seen thechrominance 
of a region in shadow is approximately unchanged, 
while a significant drop in the luminance is ob­
served. Provided the l ight source within a scene 
is emitting white l ight, these shadow conditions 
wil l  hold, regardless of the environment ( i.e. 
indoor, outdoor). 
Using these properties, the fol lowing addi­
tional constraints can be added to the matching 
process in the motion detection algorithm de­
scribed, 
0 < (C(k) 1 .1 - � ) + (C(k\ - �) < T,Juuloll' 
( 1 4) 
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T 
I Cb - C(k)( .,, I +  I Cr - C(k)c, I< ��� ( 1 5) 
Ifthere is a positive difference in the luminance, 
less than the prescribed shadow threshold, T.'""'"ll' , 
and only a small difference in the chrominance 
(determined by dividing the chrominance thresh­
old, T,.,w ' by an integer S) we have a shadow and 
motion is not detected at P. 
Other approaches to shadows detection include 
using normalized cross correlation (Grest, 2003 ; 
Jacques, 2005), edge detection (Xu, 2004), edge 
analysis (Zhang, 2006) as well as adaptations to 
the mixture of Gaussiians (MOGs) foreground 
segmentation process (Martel-Brisson, 2005). 
Shadow detection is of most use in outdoor ap­
plication, or indoor environments where there is 
strong l ighting. 
Fluctuations in the level of l ight in a scene 
can pose further chal lenges in a_surveil lance ap­
plication as changing lighting can result in large 
amounts of erroneous motion. A simple adjust­
ment can be added to the luminance threshold, 
T , to compensate for lighting changes. Lighting J.um 
changes, such as those caused by the sun moving 
behind clouds, can be expected to cause unifonn 
changes across all (or at least large parts of) a 
scene. For each frame, we calculate the weighted 
average of luminance changes, 
Lum (t) = ,Jj.,l l 
2:= Lum,h.ff (x, y, t) x C(x, y, t, m) (w) ( 1 6) 
L- C(x, y, t, m) (w) 
The use of weighted sum al lows pixels that are 
only recently created, and so potentially created 
partially under the present I ighting conditions to be 
weighted less high ly. Provided this value is with in 
a percentage threshold of the previous luminance 
offset, it is accepted and used for the next frame, 
( 1 7) 
where a is the change threshold forthe lum inance 
offset and is in the range [0 . .  1] . a is used to try 
and detect rapid changes that have occurred (due 
to large objects moving through the scene, or 
dropped frames) which can result in large thresh­
old changes that corrupt the motion detection 
results. Typical ly, a value of0.2 is suitable. Setting 
Figure 11. Incoming pixels are compared to each cluster in the background model, and the first cluster 
(searching from highest weight) to satisfy the constraints is accepted as a match 
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the value too high (above 0.5) can result in valid 
changes (i .e. from I to 2) being denied . If the 
change in the lum inance threshold is outside of 
this l imit, it indicates a very rapid l ighting change 
has occurred, or a large object has entered the 
area. In this situation, the weighted standard de­
viation of the luminance offset is calculated, and 
if this is beneath a threshold, the lighting change 
is accepted. If it is outside the threshold, we do 
not. The luminance offset is incorporated into the 
match equation by adding the offset to the exist­
ing luminance threshold. The matching equations 
for incoming luminance pixels to a cluster then 
become, 
(-T,·'"" + Lum,1r,J < (P(� ) - C(k) (� )) + 
(P(�) - C(k) (YJ < (T1·""' + Lum,,,, , ) 
( 1 8) 
where ? is the pixel and C(k) is the cluster that 
is being matched. 
To improve performance, this process can 
be applied on a region level. The image can be 
broken into a grid and the lighting variation at 
each grid square is considered separately. This 
al lows different materials and their reflective 
properties, or regions that cast self shadows to 
be taken into consideration separately. In situa­
tions where colour lighting is present, the same 
approach could be applied to the chrominance 
threshold to compensate. 
Person and Face Detection 
Person Detection 
Once a motion image has been obtained, it must 
be analyzed to determine the locations of people 
present. Motion images can contain significant 
errors, either as motion being detected where 
there is none, or motion not being detected where 
it should be. Any detect ion techniques should be 
robust to these false positive and false negative 
errors. As we are using motion to detect, we do 
not have any texture information, only information 
relating to size and si lhouette. To extract people 
from a motion image, the fol lowing process is 
used (Haritaoglu, 2000; Zhao, 2004), 
I .  Locate areas of the image which contain 
sign ificant motion and are l ikely to contain 
people, 
2. Locate the heads of people with in those 
regions using vertical histograms and the 
top contour of the motion region, 
3 .  Fit ell ipses atthe head locations to determine 
if there is sufficient motion to constitute a 
person. 
This process requires that people appear verti­
cal in the image (i .e. parallel to the left and right 
image bounds). It is sti l l  able to detect people that 
are stationary, as long as they have not become 
incorporated into the background. 
Motion images are analyzed and broken into 
smaller segments containing patches of motion to 
correctly detect people who are vertically aligned. 
They occupy a simi lar set of columns at different 
heights in the image. The use of vertical histograms 
and the top contour means that only one head 
can exist in any given column. These regions are 
processed separately, so if there is spatial separa­
tion between two vertically aligned people, their 
motion regions will be analyzed separately and 
each person can be detected. During this same pro­
cess, we can remove small, unconnected regions 
of motion which may lead to other inaccuracies. 
These are l ikely to be errors, or motion caused by 
objects too small to track (i.e. a piece of rubbish 
being blown across the floor by the wind). The 
remaining regions can be grouped into spatial 
groups, and analyzed individually. 
A person 's head in a silhouette image typically 
has the following properties: 
I .  It is the highest point on the person 's 
si lhouette, 
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Figure 12. Luminance and chrominance change under shadow. Without shadow, the mean luminance, 
blue chrominance and red chrominance of the area is 203, 125 and 128 respectively. Under shadow, the 
same region has the mean values of 88, 129 and 125. The luminance has dropped dramatically while 
the other values record little change, illustrating that shadows can be identified by locating regions 
recording a drop in luminance with relatively unchanged chrominance. 
(a) 
2. The surrounding area is roughly curved and 
symmetrical. 
The second condition may not hold if the 
person is wearing a hat, or an unusual hairstyle. 
As such, we wil l  use the first property as the basis 
for detection. 
To determine the height of a pixel in an image, 
two approaches can be used: 
J= .\' - 1  
1 . Ve rticalProje ction: v1,,u1 ( i) = I:: M ( i, j), 
J=O 
where v ( i) is the vertical projection at fH'O) 
column i, j is the row index and N is the 
number of rows (height) of the mask image, 
M. 
2. T op Contou r: 
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v (i) = N -foutour 
(min j for which M(i, j) > 0) , 
where v,., 10,,. is the top contour. It is assumed 
that for the mask image ( M) it is zero indexed 
and the top left corner is at the coordinate 
(0, 0) . 
(b) 
The vertical projection counts the number 
of motion pixels in each column, so a region 
such as the head, which should have motion all 
the way below to the feet, should lie at a global 
maximum. However, if the motion image contains 
errors such as missing regions (i.e. a large portion 
of the person's shirt is not detected as motion), 
the vertical projection may not contain the head 
at a maxima. The top contour is simply the set 
of top most pixels from each column that is in 
motion; this accuracy of this, however, depends 
on the accuracy of the motion detection around 
the edge of the person. Either one of these, or a 
combination of both, can be used to detect the 
head of a person. Using both in combination can 
help overcome the individual weaknesses of each 
modal ity and improve detection results, 
v = o:v = {3v ff.:tyfll .\fap Jll O.J ( 011/o/J/ ( 1 9) 
where v11uyhl \lup is the combined height map, o: is 
the weight of the vertical projection, and {3 is the 
weight of the top contour. An average fi lter can 
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be applied to the height map to reduce noise and 
remove small local maxima. This height map can 
then be searched for maxima, which are the 
l ikely location of heads. The global maxima wil l  
provide a good estimate of the head of one person. 
If multiple people are present in the area being 
analyzed, then some local maxima wil l  represent 
their heads. Analysis of the maxima (looking at 
their prominence and proximity to other maxima) 
can be used to determine which of these are 
l ikely to represent the heads of other people. 
Once the heads have been located, el l ipses 
are fitted at the heads. We orient the ell ipse such 
that the major axis is vertical, and the length of 
the major axis of the el l ipse is set to the height 
of the head as detected by the head detector. The 
dimensions of the el l ipse are chosen by perform­
ing further analysis of the height map. The area 
surrounding the height map is searched to find the 
position either side where the height drops to below 
a predefined ratio of the total height (50%), or the 
minima in between two maxima. The maximum 
of the left and right distance is used as the width 
ofthe minor axis. The length of the major axis is 
determined using the height of the object. 
After the ell ipse dimensions are determined, a 
filled el l ipse can be drawn overlaying the detected 
person, and the amount of motion within can be 
calculated such that, 
0 
J1f ftWII 
I: M(i, j) & E(i, j) 
2: E(i, j) (20) 
where o,lt r.<0/1 is the percentage ofthe ell ipse that 
contains motion, i and j are the imagecoordinates, 
M is the motion image and E is the e l l ipse mask 
(M and E are binary images). If 01,",""' is above 
a threshold, then the person is accepted as a 
valid detection. The motion for that person can 
now be removed from the motion image, to ensure 
that it is not used to detect a second person later. 
This approach is invariant to small errors in 
the motion segmentation, such as holes appearing 
in people's torsos, or small segmentation errors 
around the si lhouette. However, severe fai lure of 
the motion segmentation wi l l  result in the system 
either fai ling to detect people, or the detection of 
people who are not actually present. 
Using Optical Flow and Colour 
Optical flow al lows us to detect a target person 
using their expected velocity. If we have a reason­
able estimate of the velocity of the tracked object, 
we can use this and the optical flow for the present 
frame to extract the possible region for that object 
by finding al l  pixels that are within an acceptable 
distance of the expected velocity, 
I h(x, y) - vx" I< 1'.,� ,,. 1 
I v(x, Y) - vy" I< T,1_,,r/ (2 1 )  
where h and v are the horizontal and vertical flow 
images, vx" and vy" are the x and y velocities of 
the target track, n; and T.r_, .,.1 and y;,_,." are the 
thresholds for matching velocities. F igure 1 3  il­
lustrates an object being extracted from video 
using optical flow. If a colour histogram (see 
Section 3 .2) has been created for the target object, 
then an additional constraint that the colour at a 
pixel must be present in the h istogram can be 
added to further improve the detection results. 
Any resulting mask image obtained by apply­
ing optical flow and/or colour constraints may be 
used for person detection, either by 
I .  Applying the previously described person 
detection technique to the mask, 
2. Accepting any resulting regions as being the 
person and using these. 
The second approach should be avoided in 
situations where ambiguities may arise (i.e. in 
the presence of occlusions). 
Skin has a distinctive colour that can be 
modeled, and this model may be used to find 
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all pixels that are skin colour. Skin colour may 
be modeled using mean and variance measures, 
or more complex models such as histograms or 
GMMs. A survey of techniques can be found in 
(Zhanwu, 2006). A wide variety of colour spaces 
are able to be used and ideal ly, the colour space 
chosen should be the same as that used elsewhere 
in a given system, or one that is quickly and eas­
i ly converted to. Typical ly, more complex colour 
models require more train ing data (and thus more 
time to train). 
A simple skin colour detection routine based on 
the mean and variance of skin colour values can 
be developed using normalised RG colour space. 
Normalized RG colour space is computed from 
RGB colour space using the fol lowing equations, 
R( . . ) R(i, j) z, J "0"" = R(i, j) + G(i, j) + B(i, j) 
G( . .  ) G(i, j) z, J 1/01/11 = R( . .) G( . .) 'B( . .) z, J + z, J + z, J 
where i and j are the image coordinates. 
(22) 
To build the model, several skin points known 
to contain skin colour are selected, and the mean 
and standard deviation are calcu lated using, 
1 "" R( . .  ) fLu = S L....,; z, J ""'''" 
1 "" G( . .  ) ft(; = s L....,; z, J 11111 1/1 
1 "" ( R( . 
.
) )ct 0'11 = S L....,; {L/1 - z, J 11111111 
1 "" ( -G( . ') )2 0'!: = S L....,; fLu z, J 111/1'111 
(23) 
where S is the total number of pixels in the image. 
These statistics are then used to determine if a 
pixel is skin colour by testing if the following two 
conditions are satisfied, 
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I R(i. J.) 
-
1t I< nO' n•ww r- N /( 
I G(i, j) - {t1 • I< nO'( ,  ////J"/1/ I I 
(24) 
where n is the number of standard deviations 
tolerance when testing colours (assuming a Gauss­
ian distribution, 2 standard deviations wil l result 
in detecting approximately 95% of skin colour). 
After applying skin detection, morphological 
operations can be used to clean the image and 
large connected components can be located, and 
optionally fi ltered to find those that have a circular 
(or e l l iptical) shape. These are likely to represent 
regions of exposed skin such as arms or the face. 
By using the information provided by a person 
detection routine, the skin regions that lie closest 
to the heads, and thus are l ikely to represent the 
face, can be obtained. 
Model Based Detection Processes 
Other detection processes that use learned models 
can be used to detect people, faces, or other areas 
of interest. These approaches require models to be 
trained using a database of positive and negative 
examples of the desired object. The Viola-Jones 
object detection technique (Viola, 200 I )  has 
proved popular in tracking systems (Okuma, 2004; 
Seitner, 2005) and other areas where object detec­
tion is required (i .e. face recogn ition systems), 
however it is less suited when detecting small 
objects in a scene (i .e. less than 30 pixels square). 
Th is approach works by using a cascade of 
simple classifiers to iteratively classify a scene 
(boost ing).The classifiers are selected using a 
weighted error criterion where weights are as­
signed to images in the training set and adapted 
with each training iterat ion . Inputs that are cor­
rectly classified get lower weights for the next 
iteration and those that are m isclassified are 
higher weighted. A simple classifier is added 
to the cascade at each iteration . This results in 
a very fast detection system, which can be used 
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in conjunction with motion detection techniques 
to restrict the search area (to regions which only 
contain some motion) and to remove some false 
positives (due to a lack of motion at the detected 
area).An implementation of the Viola-Jones object 
detection routine (as well as code to train models) 
can be found in the OpenCV image processing 
l ibraries. 
Detection approaches using models are very 
accurate when the training data used to build the 
models matches well to the target data (see Fig­
ure 1 4). To achieve this however, it is l ikely that 
a model wil l  need to be built for each scenario, 
and for each different view of a person (i.e. front, 
back, side). As such, for situations where one­
off analysis of a unique scene is required (rather 
than a permanent surveil lance system), a model 
based approach may require too much effort to 
set up, as opposed to motion based approaches 
(see Section 3 .2) which can be reconfigured for 
a new environment by changing a small number 
of parameters. 
Othermodelingtechniques, such as those based 
on a histogram of orientated Gaussians (Dalal, 
2005 ; Zhu, 2006), as wel l  as those derived from 
the Hough transform (Liebe, 2008) have also been 
proposed and been shown to be suitable for detect­
ing both people and faces in video footage. 
Feature Matching and Tracking 
Tracking Features 
To track an object, features must be extracted 
to al low for comparison and matching in future 
frames. There are a wide variety of features that 
can be used: 
I .  Position and V elocity: A simple and eas­
ily extracted feature, which can use either 
the centroid or median pixel of the targets 
silhouette. Velocity can be determined either 
as a derivative of the position, or by using 
optical flow. 
2. Shape and/ or Siz e: The targets aspect ratio, 
or bounding box dimensions offer a simple 
method to compare the shape/size of an ob­
ject. More complex approaches can compare 
silhouettes to determine the l ikelihood of a 
match. 
3 .  Col our: In many situations colour can pro­
vide a reasonably unique feature for the 
tracked objects in a scene. This can be used 
as a feature either through a histogram, or 
simply by extracting the most common n 
colours. 
4. Appearance: Takes into account the colours 
present in the object and their geographical 
distribution. As such, appearance models are 
much more discriminative, but also more 
computationally demanding (Haritaoglu, 
2000). 
The colour histogram is unaffected by pose 
change or motion, and so is a reliable metric for 
matching afterocclusion. lt is computed by quan­
tizing the image into N bins, and maintaining a 
count indicating the number of pixels that belong 
in each bin. Histograms are matched by calculat­
ing the histogram intersection. The Bhattacharya 
coefficient, 
.\ 
B = L h ..... . . .  (i)h� .  ... � , ,  (i) 
•= I 
(25) 
compares corresponding bins in the source and 
target histograms (h""''" and h, , .. l'. . , ) , and is an 
effective measure for calculating the overlap 
between two statistical distributions. When cal­
culatingthe histogram for use as a tracking feature, 
it is advisable to use the motion detection image 
to ensure that only pixels belonging to the object 
in motion are used to construct the histogram. 
This ensures that the histogram does not also 
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Figure 13. Extracting an object using optical flow. Images from left to right are the input image, motion 
detection image, vertical flow, horizontal flow, and the extracted object using vx, = 2, and vy" = 1 .5 
where vx and vy are determinedfrom the object s movements in the previous 5 frames. u n 
" 
· , r J ' -
ojO·: . t-
(a) (b) 
model the background. A similar approach is to 
use the histogram intersection, ,  
I = ""' min(h (i)h (i)) L--J .'ifl/ll"f"f! I arg tl (26) 
where the similarity, I, is determined by measuring 
the overlap between the two histograms. 
H istograms can also be susceptible to problems 
caused by variable l ighting, such as the sun mov­
ing behind clouds, or shadows as a person moves 
through the scene. To overcome this, histograms 
can be constructed to separate the colour and 
intensity components when constructing the co­
lour model. Separate models can be bui lt for the 
chrominance component (Cb and Cr components 
in the case ofYCbCr) and for the luminance com­
ponent (Y for YCbCr), so that the colour model 
is not inval idated by the tracked person moving 
into a shadowed region. To overcome the lack of 
position information in the histogram, multiple 
histograms can be extracted for a tracked object 
to represent different areas of the tracked object 
(Hu, 2004), or a colour correlogram (Rao, 2000; 
Zhao, 2005) - a variant of the histogram which 
encodes geometric information with in the model 
which can be used. 
A large number of additional techniques have 
been proposed to describe a person, such as the 
use of features derived from symmetry, the spatial 
arrangement of colour regions as well as recurrent 
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(c) (d) (e) 
textures (Farenzena, 20 I 0); extracting individual 
features from each body part ( i .e. arms, legs, torso, 
etc) (Bak, 20 I 0); and a combination of colour and 
edge information extracted over person regions 
(Gheissari, 2006). For techniques such as these 
that generate complex feature vectors, matching 
techniques such as the Bhattacharya coefficient 
or the histogram intersection are not appropriate, 
and alternate matching schemes specific to the 
extracted features are required. 
Predictors 
Motion models are a simple type of predictor and 
are quite common among simple systems. Motion 
models aim to predict the next position based off 
a number of past observations. They may or may 
not make use of acceleration, 
p(t + 1) = p(t) + v(t) (27) 
where p(t + 1) is the expected position at the next 
time step, p(t) is the position at the current time 
step, and v(t) is the velocity at the current time 
step. 
For the simplest implementation, 
v(t) = p(t) - p(t - 1) . (28) 
Other implementations use the history of the 
object to determ ine its ve locity, such that, 
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v(t) = p(t) - p(t - N) N (29) 
where N is the size of the history being used. 
Using a smaller h istory (or none) means that the 
model can react faster to changes in direction by 
the tracked object. However, it also makes the 
model more sensitive to errors in the object's 
position (caused by segmentation or detection 
faults) which can result in the poor prediction of 
future positions. 
Kalman filters (Welch, 1 995) are a l inear pre­
dictive filter, and can be used to predict the state 
of a system in the presence of noise and track 
the state in a non-stationary environment. The 
fi lter estimates the process state at the next time 
step, and uses the measurement at that time step 
as feedback. A detailed explanation of the equa­
tions and the tuning of parameters is provided in 
(Welch, 1 995). Extensions have been proposed 
such as the Extended Kalman Fi lter (EKF) (see 
(Welch, 1 995)) and the Unscented Kalman Fi lter 
(U KF) ( J u I ier, 1 997) to try and overcome the 
l imitations of the Kalman filter, such as the as­
sumption of a Guassian distribution and l inear 
relationships between the estimated process and 
the measurements. 
Particle filters (Maskell, 200 1 )  are a sequential, 
Monte Carlo method based on particle representa­
tion of probabil ity densities. Particle fi lters have 
an advantage over Kalman filters in that they can 
model any multi-modal distribution, where as 
Kalman fi lters are constrained by the assumptions 
that state and sensory models are l inear, and that 
noise and posterior distributions are Gaussian. 
Particle fi lters use a set of samples (particles) 
to approximate the posterior probabi l ity density 
function (PDF). Like a Kalman filter, the process 
contains two major steps each time step: predic­
tion and update. 
The state of the fi lter at time t, is represented 
by x1 , and its history is X, = (x1 , x2 , . . .  , x, ) . The 
observation at time t is z, , and its history is 
z, = (z1 , z2 , . . .  , zJ lt is assumed that the object 
dynamics form a temporal Markov chain so that 
the probabi lity of a state depends only on the 
previous state (as opposed to more history), 
(30) 
In the context of a person tracking system, the 
state is the position ofthetracked object( represented 
by the centre, x and y, and the width and height, 
w and h, of its bounding box). The observation 
is determined by the result ofthe feature matching 
across the particle set, although the results from 
object detection can be incorporated into the 
distribution as in approaches such as (Okuma, 
2004). 
Observations are considered to be statistically 
independent (mutually and with respect to the 
process). The observation process is defined by 
specifying the conditional density, p(z, I x, ) at 
each time, t, 
I 
p(Z, I x, ) = f1 p(x, I t, ) (3 1 )  
1 = 1  
The conditional state density at time t is de­
fined as, 
(32) 
State density is propagated over time accord­
ing to the rule, 
where 
.1' I I 
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Figure 14. Example of tracking system output with face detection. The red box indicates the location 
of the tracked person and the green box indicates the location of the detected face. In this example, the 
person is detected using motion information, and the face is detected using a trained model. 
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and k, is a normalisation constant that does not 
depend on x, . .  
I n  a computational environment, we approxi­
mate the posterior, p( x, I z, ) ,  as a set of N 
samples, {x; },�, 1 •  where each sample has an 
importance weight, w; . When the filter is initial­
ized, this distribution is drawn from the prior 
density, p(x) . At each time step, the distribution 
is re-sampled to generate a uniformly weighted 
particle set. Re-sampling is done according to the 
importance weights. The generic particle filter 
algorithm is outlined below, and i l lustrated in 
Figure 1 5 : 
Initialization: At t = 0 
I .  For i = l . .N, select samples s,'/rom the 
prior distribution p(x11) 
Iterate: For t = 1, 2 . . .  
I .  Importance Sampling 
a. Predict the samples next position, 
s;· = p(x, I x,_ , = s;�J 
This prediction process is governed by the 
needs of the indiv idual system, but typically 
involves adjusting the position according to 
predefined system dynamics and adding noise. 
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b. Evaluate the importance weights based 
on the measured features, z, , 
w; = p(z, I x, = s;' ) .  
� � I!' 
c. Normalize the importance weights, 
w' 
w' = --' - . 
>< I 
l: w/ 
2. Re-sampl ing 
a. 
b. 
c. 
Resample from x; so that samples with 
a h igh weight, w; are emphasized 
(sampled multiple times) and samples 
with a low weight are suppressed (re­
sampled few times, if at al l) . 
Set w' to J:_ for i = l . .N. I N 
The resultant sample set can be used to 
approximate the posterior distribution. 
The re-sampl ing step(2(a)) is required to avoid 
degeneracy in the algorithm (see Kong et al ( 1 994) 
for more details), by ensuring that one particle 
does not come to dominate the distribution. Se­
quential Importance Re-sampling (SIR) is a com­
monly used re-sampling scheme that uses the 
fol lowing process to select a new sample. The 
process is applied for n = l . .N : 
I .  Generate a random number, r E [0 . .  1] ,  
2. F i nd the smal l est j which  sat isfies 
I I: W/ � r; j E [l . .N], 
3 S t " J . e x, = x,_, .  
The sequential importance re-sampl ing process 
is i l lustrated in Figure 1 6. Note that SIR uses the 
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cumulative probabi l ity to select particles to resa­
mple. This means particles with a higher weight 
are more l ikely to be sampled, resu lting in high­
er weighted samples being given greater empha­
sis in the next time step. Various implementations 
(Doucet, 1 998; Pitt, 1 999) have shown that this 
algorithm can be implemented with O(N) com­
plexity. Other re-sampling schemes, such as re­
sidual re-sampling and minimum variance sam­
pling, have been proposed in (Liu, 1 998; Higuchi, 
1 997) and (Kitagawa, 1 996) respectively. 
The condensation algorithm proposed by lsard 
( 1 998), is a specific implementation of particle 
fi ltering proposed to track curves in images. Like 
particle filtering, it is an iterative process where 
the sample set for time t is generated by re­
sampl ing from the sample set for time t - 1 .  It 
differs from the particle filter described above in 
that the re-sampling step is done first. Thus the 
output at the end of the time step, is a weighted 
particle set rather than a uniform ly weighted 
particle set. 
There are two key chal lenges when using 
particle filters: 
I .  Tracking multiple objects within the one 
filter, 
2. Using as few particles as possible to improve 
computational efficiency. 
Tracking multiple objects within a single filter 
can pose problems because tracked objects that 
yield particles with higher probabi l ities than other 
tracks, can have their particles overwrite those 
particles belonging to other tracks using the SIR 
process. This has been addressed by approaches 
Figure 15. Condensation filter process: the circles represent the particles, and their size indicates their 
weight. The weighted particle set .from time t - 1  is resampled, and the new particles are offset accord­
ing to a motion model and random noise. Weights for the new particle set are calculated based on the 
frame at time t. 
0 0  
{p(x). t-1 }  
0 0 0 0 0 0 0  0 
Resample 0 0 0 0 0 0 
0 0 0 
Move according to 0 
predicted motion 
0 1�\ A 0 Add random values j t 0 0 0  0 {So. I) 
I /'\� � {p(x), I} 
o CDOOo 0 0 0  0 
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Figure 16. Sequential importance resampling. Random values in the range [0 . . 1 J are selected and used 
to sample particles based on the cumulative probability using the cumulative probability ensures that 
particles with a higher weight are more likely to be selected 
11> &;­� =  
1"0 .0  
"5 �  5 e 
u a.. 
Select Random 
Value in [0 .. 1] t-------l 
0 
such as (Vermaak, 2003) and (Okuma, 2004). In  
these systems, each mode (target) i s  modeled by 
its own particle filter, which forms part of the 
overall mixture, and the individual filters only 
interact through the computation of the weights. 
This overcomes problems associated with previ­
ous multi-target trackers where the samples for a 
given target could become deleted and the target 
lost. However, the system sti l l  maintains just a 
1 0  
Particle Number 
single particle fi lter for the whole system, rather 
than one for each tracked object. 
To use a condensation filter within a tracking 
system, particles are created that represent the 
bou n d i n g  box  of an  o bj ect  so  that  
s;' (t) = {x, y, w, h} .  When evaluatingfeatures for 
a match, the region within the bounding box 
described by the particle is analyzed and compared 
to the feature. In  the case of a histogram feature, 
Figure 1 7. Integrated system diagram. People are detected and tracked using object tracking. Faces 
are for the tracked subjects and sequences of faces are extracted for super-resolution. The resultant 
super-resolved faces can be then be used for tasks such as person recognition. 
Scene 
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Figure 18. Example images and tracking output from the 'tattoo ' sequence: (a) shows a frame from 
the input sequence with a frontal view of the subject; (b) shows five consecutive frames showing a side 
view and the tattoos on his left arm. The frames extracted by person tracking can be subject to further 
segmentation, manual or automated, to extract the tattoo region. The tattoo region segments can then 
be input to the super-resolution block. The text on the door visible in the frontal view could also be of 
interest in a forensic investigation. 
(a) 
the histogram for the region { x, y, w, h} is com­
puted, and its intersection with the histogram 
feature is calculated to determine the match. 
INTEGRATED SYST E MS 
The integrated system (Lin, 2007) combines the 
super-resolution and tracking systems to automati­
cally track and super-resolve a subject's face from 
surveillance video. The person tracker detai led in 
Section 3 scans through the videos and identifies 
framescontainingvisible faces. The detected faces 
weren't necessari ly ful l  frontal as it is unrealistic 
to expect to always capture ful l  frontal faces from 
surveil lance footage. The tracker's output was 
used to crop the frames around the face for super­
resolution. The cropped frames were converted 
to grayscale before super-resolving. The process 
is shown graphically in Figure 1 7. 
Test Results 
Three sets of experiments are conducted to evalu­
ate the proposed system: 
1 .  Evaluate the proposed combined system 
for general purpose scene enhancement 
(b) 
using surveillance data, and investigate the 
performance of super-resolution over the 
entire person region (Section 4. 1 . 1  ). 
2. Evaluate the proposed system for facial im­
age enhancement from survei l lance video, 
using the Terrascope database to detect and 
track people, and extract and super-resolve 
their faces (Section 4. 1 .2). 
3 .  Evaluate the performance increase achieved 
through super-reso lution when super­
resolving faces, on the XM2VTS database 
(Section 4. 1 .3 ). 
For all evaluations, the super-resolution al­
gorithm was applied to a moving group of five 
frames, with the third frame being the reference. 
Five frames were chosen because it was a good 
trade-off between reconstruction qual ity and 
computation time (Lin, 2005b). 
For evaluations 1 and 3, we compare the 
performance of the super-resolution algorithm 
with interpolation methods. Up-sampled images 
were generated for the reference frame of each 
5-frame sequence using bi l inear and cubic spline 
interpolation. In evaluation 2, we compare the 
performance of the proposed super-resolution 
system to reconstruction based technique of 
Schultz and Stevenson ( 1 996), and the learning 
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Figure 19. Comparison between a sample low-resolution and enhanced images from the tattoo sequence: 
(a) low-resolution, (b) bilinear interpolation, (c) cubic spline interpolation, (d) super-resolution. The 
advantage of super-resolution over other enhancement methods is not very clear in these images. Visible 
differences in detail also depend on the display format. 
Figure 20. Close-up of the tattoo (first row) and the text on the door (second row), (a} low-resolution, 
(b) bilinear interpolation, (c) cubic spline interpolation, (d) super-resolution. The advantage of super­
resolution over other enhancement methods can be better appreciated in these images, although the 
improvement of detail is still marginal. Even marginal improvements can be of use for follow up using 
human intelligence in interpretation. 
(a) (b) (c) (d) 
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based technique of Baker and Kanade (2002). In 
evaluations I and 2, the super-resolution is driven 
by the tracking system. 
Tattoo Sequence 
The tattoo sequence captured in-house contains 
a subject wandering in the scene with the letters 
DOH drawn on his arm simulating a tattoo. The 
video was acquired in colour at 352x288px at 20 
frames per second (fps) with a 1 /90s exposure. 
The sequence is quite noisy due to the short 
exposure and high camera gain necessary due to 
the low ambient l ight level .  The sequence was 
converted to grayscale before super-resolving. An 
example frame from the input video, as well as 
example output from the object tracker is shown 
in Figure 1 8 . 
Results for the super-resolution on the tattoo 
sequence are shown in Figures 1 9  and 20. The 
letters on the subject's arm in the low-resolution 
image are completely i I legible. Bi l inear interpola­
tion improves upon this, separating the letter D 
from the rest. Cubic spline interpolation results in 
sharper letters again, although at the expense of 
noise. At th is stage the tattoo is probably made up 
of three letters with the first letter being D. Finally 
the super-resolved image reveals that the second 
letter is an 0, followed by either a capital H or 
two lowercase /'s. Also, the word DOOR from 
the top row on the door becomes partially legible. 
The two O's are clear although the letters D and 
R are not. Notice how the super-resolved image 
is only sl ightly noisier than bil inear interpolation 
whi lstrecoveringsignificanthigh frequencydetail. 
This is due to the super-resolution process which 
makes use of multiple frames to reduce noise 
Figure 21. Example input frames from the Terrascope database. Frames are 640x480 pixels in size, and 
faces appear at a variety of resolutions within the images. The images serve to illustrate the challenge 
in face recognition from the database used and the need for the proposed system. 
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Figure 22. Comparison between difference enhancement techniques on the Terrascope database: (a) 
bilinear interpolation, (b) Schultz and Stevenson (1996), (c) Baker and Kanade (2002), (d) proposed 
optical flow super-resolution technique. Enhanced quality obtained using the proposed super-resolution 
techniques is visible from the .frames illustrated in (d) in comparison to others. 
(a) (b) 
during frame fusion. F igure 1 9  shows a close-up 
of the regions of interest (the tattoo and the text 
on the door), to better demonstrate the enhanced 
resolution. 
Terrascope Database 
Videos from the Terrascope database (Jaynes, 
2005) were used to investigate how the pro­
posed super-resolution method performed with 
surveil lance footage for enhancing faces. The 
database consists of videos captured by surveil­
lance cameras placed in an office environment. 
The Terrascope video sequences were captured 
in colour at a resolution of 640x480px at 30fps. 
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(c) (d) 
The sequence was also converted to grayscale 
before super-resolving. Example images from the 
database are shown in Figure 2 1 . 
As wel l as comparing to bil inear interpolation, 
we compare to two additional super-resolution 
techniques: Schultz and Stevenson ( 1 996), and 
Baker and Kanade (2002). Schultz and Stevenson 
( 1 996) proposed a reconstruction-based method 
that uses Bayesian maximum a posteriori (MAP) 
estimation for regularisation. A lthough only 
translational motions are modelled, independently 
moving objects are al lowed. Baker and Kanade 
(2002) propose a learning-based technique, and 
the system was trained using manually aligned 
frontal faces from the FERET database (Phil l ips, 
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2000). As the Terrascope database contains only 
1 2  subjects, we simply perform a visual evalua­
tion of the proposed technique, as there are not 
enough subjects for a meaningful face verification 
evaluation. 
Figure 22 shows interpolated and super­
resolved faces from the Terrascope database. 
While all super-resolution algorithms produced 
sharper images than interpolation, we observe 
that Schultz and Stevenson's assumption of rigid 
objects has resulted in a grid-l ike noise pattern. 
The hal lucinated face of (Baker, 2002) appears 
reasonably sharp and clean but the subjects take 
on a different appearance, and there are also many 
artefacts present near facial features such as the 
eyes and mouth. The robust optical flow-based 
super-resolution results in a visibly enhanced face, 
without the artefacts of the other super-resolution 
techniques. 
XM2VTS Database 
Because there are only 1 2  subjects in the Terra­
scope data base, sequences from the XM2VTS 
database were used for the face recognition ex­
periments to obtain more statistically significant 
Figure 23. Comparison between cropped sample enhanced images from the XM2 VTS database. Face 
widths: first row 14px (ground truth 27px), second row 19px (37px), third row 27px (55px). (a) Bilinear 
interpolation, (b) cubic spline interpolation, (c) super-resolved, (d) ground truth. Enhanced quality of 
the proposed super-resolution system is visible in (c) compared to interpolation techniques in (a) and 
(b). A true resolution image of the same number of pixels shown in (d) serves as the target to check the 
extent of improvement in quality. In practice, the super-resolved face will be compared to a database 
of such exemplar faces. 
(b) {c) (d) 
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Figure 24. Face recognition accuracy with 14pxface images from the XM2 VTS database. The super­
resolved images perform consistently better than interpolated images. 
100 �================�------------� 90 
� - 80 
• Bilinear interpolation 
0 Cubic spl ine interpolation �----------! EJ Super-resolution 
D Ground truth � 70 
... � 60 +-----------------� 
� 60 ------------, 
r:: 
0 40 +----r.----rc� 
!: 30 r:: 
� 20 
u Q) 
0::: 
10  
0 
Eigenface • EUC Eigenface • 
MCOS 
EBGM - PS EBGM - MAG 
Recognition algorithm 
results. The XM2VTS database is a multi-modal 
(speech and video) database created to faci l itate 
testing of multi-modal speech recognition systems. 
ltcontains295 subjects recordedoverfoursessions 
in four months. The speech sequences contain only 
frontal faces and can represent the situation where 
a face detector has found a frontal face suitable for 
recognition whi lst scanning through surveil lance 
footage. The speech sequences were used in this 
evaluation. The original XM2VTS videos were 
captured in colour at a resolution of 720x576px 
at 25fps with the subject sitting close to and fac­
ing the camera, resulting in very h igh-resolution 
faces (approximately 220px wide). Hence these 
frames needed to be down-sampled firstto simulate 
face sizes encountered under survei l lance condi­
tions. The images were downsized by factors 
of four (55px wide faces), six (37px) and eight 
(27px) respectively and converted to grayscale 
as ground truth images. These images were then 
down-sampled by a factor of two through blurring 
and decimation to simulate the low-resolution 
images which were then used as the input for the 
super-resolution and interpolation stages. The 
low-resolution faces were 28px, 1 9px and 1 4px 
wide respectively. 
For the face recognition experiment, an object 
detector(Viola, 200 I ), trained using frontal faces, 
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and was applied to each of the enhanced images 
individual ly. Each image was then segmented and 
normalized. The CSU Face Identification Evalua­
tion System (Bolme, 2003 ), specifically designed 
to compare face recognition algorithms, was then 
used to evaluate recognition performance of the 
super-resolved, interpolated and ground truth 
images. Low-resolution images were not tested 
since they would be interpolated in the segmen­
tation and normalization stage. One image from 
each of the four sessions for the 295 subjects was 
used for testing. 
Frontal face images from the Face Recogni­
tion Grand Chal lenge (FRGC) (Phil l ips, 2005) 
Fal l2003 and Spring2004 datasets were used to 
train the facespace for the Eigenface system. The 
FRGC is a competition designed to promote and 
advance face recognition technology. A range 
( I  0-500) of values for the Eigenvectors retained 
was tested, with 250 giving the best overall per­
formance. Hence the Eigenface system results 
given wil l  be for 250 retained Eigenvectors. The 
normal ized images from the XM2VTS database 
were then projected into the facespace and the 
distance to the enrolment images computed. 
Both Eucl idean (EUC) and Mahalanobis Cosine 
(MCOS) distance metrics were tested. For the 
EBGM system, the Gabor jets used to detect the 
� 
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Figure 25. Face recognition accuracy with 19pxface images .from the XM2 VTS database. The gap be­
tween the super-resolved and interpolated images reduces. Super-resolution outperforms ground truth 
images for the MCOS metric due to eigenface being robust to down- sampling. 
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facial features were trained using 70 hand marked 
images from the FERET database(Phi l l ips, 2000). 
The predictive step (PS) and magnitude (MAG) 
distance metrics were tested. 
Figure 23 shows cropped sample super­
resolved, interpolated and ground truth images 
from the XM2VTS database at the three resolu­
tions tested. Although visual improvement at the 
lowest image size is lim ited, recognition accuracy 
noticeably improves as i l lustrated by Figure 24. 
The super-resolved images performed consis­
tently better than interpolated images across the 
face recognition algorithms and distance metrics 
tested, with the performance gap around 6-9%. 
For the two higher resolutions (see F igures 25 
and 26), the ground truth images actually lose the 
lead to super-resolved and interpolated ones for 
the Eigenface method. This can be attributed to 
Eigenface being quite robust to downsampl ing and 
that the downsampling process actually smoothes 
Figure 26. Face recognition accuracy with 27pxface images .from the XM2 VTS database. The gap be­
tween the super-resolved and interpolated images diminishes further. Ground truth images lose the lead 
for both eigenface distance metrics due to eigenface being robust to down-sampling. 
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out some i l lumination variations and noise. The 
authors obtained similar results, where perfor­
mance improved by smoothing the images when 
the resolution was sufficient (Lin, 2005a). This 
suggests that h igher resolution isn't necessarily 
better beyond a certain l imit and can actually 
introduce unwanted noise depending on the face 
recognition algorithm used. These results suggest 
that super-resolving low-resolution images wil l  
give worthwhile returns. The benefits of super­
resolution diminish as resolution increases. 
FUTURE RESEARCH DIRECTIONS 
Tracking people in crowded environments is a 
growing area ofinterest. Algorithms have focused 
on two main tasks, trying to track everyone in the 
scene, regardless of how crowded it is; and try­
ing to track only persons of interest. Breitenstein 
(20 I 0) has proposed using particle fi lters that 
incorporate a person detection framework to track 
people through crowded scenes without the need 
for motion segmentation, or a stationary camera. 
Other recent work has focused on handing groups 
of people - either by treating the group as its own 
entity and tracking it, ignoring the configuration 
of people within the group (Galoogahi, 20 1 0), or 
by trying to segment the group into its constituent 
objects (Denman, 20 I O).Tracking by detection ap­
proaches such as that of(Breitenstein, 20 1 0) offer 
several advantages as they utilize learned models 
for detection, and thus avoid the problems associ­
ated with motion segmentation derived approaches 
such as changing l ighting conditions, although 
efforts are being made to improve performance of 
motion segmentation in the presence ofvariable 
l ighting conditions (Vijverberg, 2009), or shadows 
(Grest, 2003 ; Guan, 20 1 0; Javed, 2002). 
Within constrained environments, such as a 
highway, there are also additional approaches that 
can be used to improve object tracking. In  such 
situations there is a structure to the scene (i.e. 
lanes of traffic, directions of travel) that can be 
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used to improve the object tracking in a vehicle 
environment (Brul in, 20 1 0). Such a tracking ap­
proach could be combined with a super-resolution 
approach such as that proposed in (Suresh, 2007), 
which has demonstrated super-resolution for li­
cense plate images, resulting in  a similar system 
to that proposed here for vehicles. 
With regards to super resolution approaches 
as part of a recognition process, one of the most 
promising avenues is feature-based super resolu­
tion techniques which adopt a different phi losophy 
from traditional intensity-domain super resolution. 
The traditional approach is to super-resolve al l  
intensities of an image before selecting a l im ited 
feature-set to uti l ize in a recognition appl ication. 
However, feature-based super-resolution attempts 
to circumvent the superfluous intermediary step 
by directly super-resolving the feature-set only 
which is subsequently required for recognition. 
This approach has been applied successful ly to 
face recognition (Gunturk et al, 2003), and iris 
recognition (Nguyen, 20 I I ) for an eigenspace 
representation. Super resolution generally is 
also becoming more common-place in integrated 
model-based tracking systems that also aim to 
achieve resolution enhancement(Kuhl etal, 2008). 
Soft biometrics (Denman, 2009) and person 
re-detection techniques (Bak, 201 0; Farenzena, 
20 1 0; Gheissari, 2006) also offers a way to 
identify people from surveil lance imagery and 
track people through complex, disjoint camera 
networks. Whilst these do not provide the same 
level of recognition as techniques such as face 
recognition, they have been shown to be suitable 
for short term recognition tasks in a surveil lance 
situation. This makes them appeal ing for use 
when tracking in disjoint camera networks, or 
in the presence of crowds and frequent and/or 
prolonged occlusions. 
In situations where tracking is not possible 
(either due to crowding, resolution, or other 
scene characteristics), persons of interest could 
be located using event recognition, and, if desired, 
the regions containing the detected events could 
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be super-resolved. Various techniques for event 
recognition exist, however, those focused around 
machine learning techniques such as LOA (Blei, 
2003) and HOP (Teh, 2006) are growing in popu­
larity due to their abi l ity to model the interactions 
between objects. Other techniques based around 
anomaly detection (Mahadevan, 20 I 0; Ryan 20 1 1 ) 
also offer a means to automatically detect abnormal 
events with in survei l lance footage, which could 
then be super-resolved. 
CONCLUSION 
Although surveil lance cameras are ubiquitous in 
present society, their usefulness as providers of 
forensic evidence is hampered by the low qual ity 
of the images captured and the labour-intensive 
search process. This paper has presented a person 
tracking, super-resolution and recognition system 
to help overcome the aforementioned issues. 
Footage acquired in-house and from survei l lance 
video database has been super-resolved to dem­
onstrate the improvement in image fidel ity over 
the low-resolution and interpolated images. In  
the case of  the tattoo sequence, super-resolution 
dramatically increases the chances of the subject 
being identified by improving the legibil ity of the 
markings on the subject's arm. Face identification 
tests from a multi-modal video database have also 
been conducted to demonstrate the marginal but 
nonetheless usefu l  improvement in automatic 
face recognition performance. When used of­
fline, th is system can reduce the time and effort in 
searching survei l lance video for footage of value 
to forensic investigation. If a survei l lance video 
camera network is used to check for persons of 
interest from a watch l ist such a system can also 
be useful on-l ine. 
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KEY TERMS AND DE FINITIONS 
Ali asing: The degradation of a signal that 
occurs when the signal is sampled below the 
Nyquist rate. 
Bi ometric: A physical characteristic that can 
be used identify a person. 
Foreground Segmentati on: The division of 
a scene into foreground and background regions 
through a model ing process, where foreground 
regions are those that consist of objects in motion 
of regions undergoing a change in appearance. 
Identifi cation: A one-to-many matching pro­
cess, where an inputtoken is matchedto adatabase 
to determine the identity of the' input token. 
Interpolation: The process of estimating 
intermediate values within a signal, based on the 
surrounding values. 
Obj ect Tracking: The task of fol lowing one 
or more objects about a scene, from when they 
first appear to when the leave the scene, ensuring 
that the object is consistently labeled whi le it is 
being tracked. 
Optical Flow : The motion ofindividual pixels 
between two images of the same scene. 
358 
Ov er-Fitting: A situation where a model is 
trained too closely on a training set, and comes 
to model the idiosyncrasies in the training set, 
rather than the underlying relationship. Over­
fitting typically occurs when too few samples are 
used in train ing, or the model being trained is too 
complex (i.e. too many dimensions). 
Particle Filter: An estimation technique where 
possible states of a system are represented by a 
distribution of particles, each of which represent a 
possible state of the system. At each time step the 
particles are evaluated using a feature that repre­
sents the system they are trying to model. Based 
on this evaluation the particle set is re-sampled 
in preparation for the next time step. 
Pix el: A single element of an image. 
Recognition: The process of matching an input 
token to a database. Recognition can be either a 
identification or a verification process. 
Registration: The process of al igning a set of 
images from the same scene such that they share 
a common coordinate system. 
Resolution: The number of pixels within an 
image. 
Super-Resolution: The process of generating 
a h igh resolution image from one or more low 
resolution input images. 
Verifi cation: A one-to-one match, where the 
task is to match an inputtoken to a claimed identity 
and determine ifthe claim is valid or not. 
