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Nomenclature
U potential flow
g free surface elevation
u horizontal particle velocity in x direction
v horizontal particle velocity in y direction
w vertical particle velocity in z direction
P pressure
P0 atmospheric pressure
q seawater density
h ¼ p=4 angle of propagation direction
h0 wave depth
H wave height
T wave period
K ¼ 2p=L wave number
Kx ¼ K cos h wave number in x direction
Ky ¼ K sin h wave number in y direction
r ¼ 2p=T angular frequency
L ¼ 2ph0
a2ð1expðabÞÞ1=b wavelength, with a ¼ rh0=
ﬃﬃﬃﬃﬃﬃﬃ
gh0
p
and
b ¼ 2:4908 [1]
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Hydrocarbons Exploitation in offshore expands face of the
increasing energy demand. During their lives, offshore struc-
tures are exposed to hydrodynamic forces. There can be nei-
ther design nor dimensioning of these structures without
having an idea about the environmental conditions, causes of
these efforts. In this context, the nonlinear water waves prob-
lem is considered as one of the important problems for
researchers, whose resolution allows us to predict the pressure
loads. According to the mechanical modeling of this problem,
based on a number of hypothesis such as non-viscous, incom-
pressible and irrotational fluid, a relationship exists between
the potential flow and pressure exerted by water waves at the
dynamic boundary conditions, following from the conserva-
tion of momentum, which describes the pressure jump across
the free surface [2], although, it was formulated being based
on a number of restrictions (non-viscous, incompressible and
irrotational fluids).
Different approaches can be distinguished towards solving
an engineering problem involving water waves: a first
approach is the use of a physical model, a second approach
is the use of mathematical models and a third approach, which
is applied often in engineering problems, is the use of numeri-
cal models [3]. In the case of the nonlinear water waves prob-
lem, Stokes (1847) was the first who developed a finite
amplitude wave theory using the perturbation method to take
into account the nonlinear terms. Since then, numerous theo-
ries describing wave motions, and using this method, have
been derived to higher order of approximations for finite
amplitude waves [4,5]. The approach of perturbation method
consists to present the solution as an expansion series of a cer-
tain small perturbation parameter, known as the wave steep-
ness e ¼ H=L < 1.
For small amplitude wave theory, the wave steepness
ðH=LÞ is assumed to be small (its higher powers became negli-
gible) then we are talking about linear waves. However, when
wave steepness value is high, or finite, (but always < 1) we are
talking about finite amplitude waves and the theory of linear
waves becomes no longer valid. For this reason, and to take
into account the nonlinear aspect of the wave, it becomes nec-
essary to use higher-order approximation. In the following, we
will be limited to the second-order approximation known as
the second-order Stokes theory. The full boundary value prob-
lem is formulated as follows [6]:Uð2Þxx þ Uð2Þyy þ Uð2Þzz ¼ 0 in  h0 < z < 0 ð2:1:aÞ
Uð2Þt þ 1=2ððUð1Þx Þ
2 þ ðUð1Þy Þ
2 þ ðUð1Þz Þ
2Þ þ ggð2Þ
þ gð1ÞUð1Þtz ¼ 0 at z ¼ 0 ð2:1:bÞ
gð2Þt þUð1Þx gð1Þx þUð1Þy gð1Þy Uð2Þz gð1ÞUð1Þzz ¼0 at z¼0 ð2:1:cÞ
Uð2Þz ¼ 0 at z ¼ h0 ð2:1:dÞ
Many research works, in the field of the study of the
second-order Stokes theory, are developed. In order to predict
high order wave loads for a cylinder and monotower platform
exposed to regular waves, Klepsvik [7] solved the first-order
problem using the computer program WaveAnalysisMIT
(WAMIT) to obtain the added mass and wave damping. Then,
he used the superposition principle to find the pitch response
due to the second and higher-order wave loads. Also, Molin
et al. [8] and Rahman et al. [9] focused on the study of
second-order waves interaction with, respectively, vertical
square cylinder and circular cylinder. Evenly, a time domain
method is employed to analyze interactions of water waves
and a group or an array of cylinders. The nonlinear free sur-
face boundary conditions are satisfied based on the perturba-
tion method up to the second-order. The first and second-
order velocity potential problems at each time step are solved
through a finite element method (FEM) [10].
In order to analyze the non-homogeneous term involved in
the free surface condition for second-order waves diffraction
on a pair of cylinders, Bhatta [11] derived the second-order
scattered potential. Under the assumption of large spacing
between the two cylinders, waves scattered by one cylinder
may be replaced in the vicinity of the other cylinder by equiv-
alent plane waves together with non-planner correction terms.
Yang et al. [12] formulated a full second-order theory for cou-
pling numerical and physical wave tanks [13]. The new formu-
lation is presented in a unified form that includes both
progressive and evanescent modes and covers wavemaker con-
figurations of the piston- and flap-type [14]. The second-order
paddle stroke correction allows for improved nonlinear wave
generation in the physical wave tank based on target numerical
solutions. The performance and efficiency of the new model is
first evaluated theoretically based on second-order Stokes
waves. In the same context, a three-dimensional numerical
wave tank was adopted to generate second-order Stokes
waves. The wave force acting on the cylinder was obtained
Numerical simulation of the second-order Stokes theory 3007under one wave condition by the moving particle semi-implicit
(MPS) method [15]. Martin [4] used the velocity measurement
technique (Particle Image Velocimetry) [16,17] to study a lab-
oratory internal wave kinematics. The obtained results are
compared with the numerical predictions based on the nonlin-
ear waves theory. It concluded that second-order Stokes the-
ory is able to predict the velocities in large amplitude short
internal waves. Belibassakis and Athanassoulis [18] extended
the second-order Stokes theory to the case of a generally
shaped bottom profile connecting two half-strips of constant
(but possibly different) depths.
The main purpose of this paper was to numerically solve
the second-order Stokes theory using the Crank–Nicholson
finite difference method in order to simulate the potential flow
and the surface elevation and then to deduct the pressure loads
without taking into account the phenomena observed during
the flow of the fluid (breaking, reflection, compressibility. . .).
In addition, we are interesting in studying the impact of the
amplitude and wave steepness variations on the different
responses. The initial and the lateral boundary conditions,
used to solve this problem, are presented in Section 3. The
finite difference methods used to formulate the numerical mod-
els are presented in Section 4. Order of accuracy of the adopted
finite difference schemes is discussed in Section 5. Finally,
computational results are exposed and discussed in Section 6.
2. Initial and lateral boundary conditions
Consider a finite domain occupied with an incompressible fluid
whose flow field is assumed irrotational. Cartesian coordinate
system is adopted, and chosen such that the origin coincides
usually with the mean free surface at z ¼ 0 plane which corre-
sponds to the calm water level, the z-axis pointing vertically
upwards, (x,y) is the horizontal plane and t is time. This fluid
domain is bounded by the sea bottom z ¼ h0 (constant), the
free surface at z ¼ gðx; y; tÞ and the lateral planes at
x ¼ 0; x ¼ Lx and y ¼ 0; y ¼ Ly (Fig. 3.1). We are interested
in the equations characterizing a wave of period T propagating
in a constant depth and Lx and Ly are wavelengths, respec-
tively, in the x and y directions. The study of such three-
dimensional monochromatic waves is of great practical
interest.
The second-order Stokes boundary value problem is gov-
erned by the Laplace partial differential equation within the
flow domain together with the kinematic and dynamic bound-Figure 3.1 Three dimensional finite dary conditions, both, at the free surface and the condition of
zero vertical velocity at the bottom in addition to the lateral
boundary conditions and initial conditions. The lateral bound-
ary conditions and the initial conditions are taken as follows:
Uxð0; y; z; tÞ ¼ UxðLx; y; z; tÞ ¼ f1ðy; z; tÞ ð3:1:aÞ
Uyðx; 0; z; tÞ ¼ Uyðx;Ly; z; tÞ ¼ f2ðx; z; tÞ ð3:1:bÞ
gð0; y; tÞ ¼ gðLx; y; tÞ ¼ f3ðy; tÞ ð3:1:cÞ
gðx; 0; tÞ ¼ gðx;Ly; tÞ ¼ f4ðx; tÞ ð3:1:dÞ
Uðx; y; z; 0Þ ¼ U0ðx; y; zÞ ð3:1:eÞ
gðx; y; 0Þ ¼ g0ðx; yÞ ð3:1:fÞ
Subsequently, the velocity field v ¼ ðu; v;wÞ is found from
the relation [2]:
v ¼ rUðx; y; z; tÞ ð3:2Þ
Finally, the pressure field associated with a progressive
wave is determined from the unsteady Bernoulli equation
developed for an ideal fluid and the velocity potential appro-
priate to this case [2–19]:
P P0
q
þ @U
@t
þ 1
2
ðrUÞ2 þ gz ¼ 0 ð3:3Þ
where on the free surface z ¼ g; P ¼ P0.
The total pressure is considered as the sum of two contribu-
tions: the hydrostatic pressure ðPHÞ and dynamic pressure
ðPDÞ.
The next section outlines the finite difference formulations
that have been used to obtain numerical solutions.
3. Finite difference discretization
To develop computational solutions of the problem ((2.1),
(3.1)), let the unknown functions be gðx; y; tÞ and Uðx; y; z; tÞ
and their values at the mesh points ðx; y; tÞ and ðx; y; z; tÞ
are, respectively, gðiDx; jDy; nDtÞ and UðiDx; jDy;mDz; nDtÞ
denoted by gnij and U
n
ijm. We took: Lx ¼ Ly; Dx ¼
Dy ¼ hx ¼ LxJþ1 for 0 6 i; j 6 Jþ 1; Dz ¼ hz ¼ h0Mþ1 for
0 6 m 6Mþ 1 and Dt ¼ k ¼ T
N
for 0 6 n 6 N.
The process of discretization requires approximate repre-
sentation of the partial derivatives occurring in the equationsomain with boundary conditions.
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defined as follows:
drfl ¼ flþ1  fl1 ð4:1Þ
d2r fl ¼ flþ1  2fl þ fl1 ð4:2Þ
Both, for r ¼ x or y or z or t and, respectively, l ¼ i or j orm or n
drfl ¼ 3fl  4fl1 þ fl2 ð4:3Þ
For r ¼ x or y and l ¼ Jþ 1 or for r ¼ z and l ¼Mþ 1 or for
r ¼ t and l ¼ N
drfl ¼ 3fl þ 4flþ1  flþ2 ð4:4Þ
For r ¼ x or y or z or t and l ¼ 0
d2z fijMþ1 ¼ fijMþ1  5fijM þ 4fijM1  fijM2 ð4:5Þ
Therefore, partial derivatives are taken as
@rfl ¼
1
2h
drfl þOðh2Þ ð4:6Þ
@2r fl ¼
1
h2
d2r fl þOðh2Þ ð4:7Þ
For r ¼ x or y; l ¼ i or j and h ¼ hx or for r ¼ z; l ¼ m and
h ¼ hz or for r ¼ t; l ¼ n and h ¼ k.
The Crank–Nicholson method applied to time derivatives is
given as follows:
f nþ1 ¼ f nþ1=2 þ k
2
@f nþ1=2
@t
þ k
2
8
@2f nþ1=2
@t2
þOðk3Þ ð4:8Þ
f n ¼ fnþ1=2  k
2
@f nþ1=2
@t
þ k
2
8
@2f nþ1=2
@t2
þOðk3Þ ð4:9Þ
Consequently,
f nþ1  f n
k
¼ @f
nþ1=2
@t
þOðk2Þ ð4:10Þ
f nþ1 þ f n
2
¼ f nþ1=2 þOðk2Þ ð4:11Þ
The application of the finite difference scheme for space
variables and the Crank–Nicholson type discretization for time
variable to the relevant boundary value problem ((2.1), (3.1)),
gives the following forms:
The Laplace equation is formulated as
@2xðUð2ÞÞ
nþ1=2
ijm þ @2yðUð2ÞÞ
nþ1=2
ijm þ @2zðUð2ÞÞ
nþ1=2
ijm
¼ 0; ði; j;m; nÞ 2 ½1; J2  ½1;M  ½1;N ð4:12:aÞ
For the kinematic boundary condition, we have
@tðgð2ÞÞnþ1=2ij þ ð@xðUð1ÞÞijMþ1@xðgð1ÞÞijÞ
nþ1=2
þ ð@yðUð1ÞÞijMþ1@yðgð1ÞÞijÞ
nþ1=2  @zðUð2ÞÞnþ1=2ijMþ1
 ððgð1ÞÞij@2zðUð1ÞÞijMþ1Þ
nþ1=2 ¼ 0 ð4:12:bÞ
The dynamic boundary condition is taken as
@tðUð2ÞÞnþ1=2ijMþ1þ1=2 ðð@xðUð1ÞÞijMþ1Þ
2Þnþ1=2þðð@yðUð1ÞÞijMþ1Þ
2Þnþ1=2

þðð@zðUð1ÞÞijMþ1Þ
2Þnþ1=2

þgðgð2ÞÞnþ1=2ij þððgð1ÞÞij@t@zðUð1ÞÞijMþ1Þ
nþ1=2¼0
ð4:12:cÞThe bottom boundary condition formulation is
@zðUð2ÞÞnþ1=2ij0 ¼ 0 ð4:12:dÞ
The periodic lateral boundary conditions and the initial
conditions are formulated as
@xU
nþ1=2
ijm ¼ f1ðxi; yj; zm; tnþ1=2Þ i ¼ 0; i ¼ Jþ 1 ð4:12:eÞ
@yU
nþ1=2
ijm ¼ f2ðxi; yj; zm; tnþ1=2Þ j ¼ 0; j ¼ Jþ 1 ð4:12:fÞ
gnþ1=2ij ¼ f3ðxi; yj; tnþ1=2Þ i ¼ 0; i ¼ Jþ 1 ð4:12:gÞ
gnþ1=2ij ¼ f4ðxi; yj; tnþ1=2Þ j ¼ 0; j ¼ Jþ 1 ð4:12:hÞ
U0ijm ¼ Uðxi; yj; zm; t0Þ ð4:12:iÞ
g0ij ¼ gðxi; yj; t0Þ ð4:12:jÞ
Then, the obtained equations system is written in a matrix
form to be solved by Matlab using the Newton method. Note
that in order to reduce, very remarkable, the computing time
and the reserved Random Access Memory (RAM), the
‘‘sparse” command in Matlab is used instead of the command
‘‘zeros” for vectors and 2D matrices. The resulting matrix
system is written as
Aðk; hx; hz; gn; gnþ1;Un;Unþ1Þ g
nþ1
Unþ1
 
¼ Fnðk; hx; hz; gn;UnÞ ð4:13Þ
where g
nþ1
Unþ1
 
¼ gnþ111 ; . . . ; gnþ1JJ ;Unþ1000 ; . . . ;Unþ1Jþ1Jþ1Mþ1
	 
T
this vec-
tor is of dimension J2 þ ðMþ 2Þ  ðJþ 2Þ2.
After that, to calculate the velocity field, Eq. (3.2) is
expressed at the instant tn as follows:
vnijm ¼ ðunijm; vnijm;wnijmÞ ¼ ð@xUnijm; @yUnijm; @zUnijmÞ ð4:14Þ
Note that, for i ¼ 0; j ¼ 0 and m ¼ 0 Eq. (4.4) has been
used and for i ¼ Jþ 1; j ¼ Jþ 1 and m ¼Mþ 1 Eq. (4.3)
has been used.
Finally, to calculate the pressure loads, the Bernoulli Eq.
(3.3) is, also, expressed at the instant tn as follows:
Pnijm ¼ P0  qgzm  q@tUnijm
 q
2
ðu2Þnijm þ ðv2Þ
n
ijm þ ðw2Þ
n
ijm
h i
ð4:15Þ
Note that, for t ¼ 0 Eq. (4.4) has been used and for t ¼ N
Eq. (4.3) has been used.
4. Consistence of ﬁnite difference schemes
The resolution of the boundary value problem consists to find
out approximate solutions for the free surface elevation
and the velocity potential, which are related by the dynamic
and the kinematic boundary conditions. Let us consider
Ueðx; y; z; tÞ and geðx; y; tÞ the exact solutions of the boundary
value problem (4.12). In order to verify the consistence of the
adopted finite difference schemes it is necessary to verify this
property for the main equation of the problem and also for
the boundary conditions and predominately these at the free
surface.
Table 1 Error estimates and convergence ratios for:
T ¼ 2; L ¼ 4:9688; h0 ¼ 0:8594 and H ¼ 0:0021.
J rðgÞk kl1 R(g) rðUÞk kl1 R(U)
10 4:6197 104 0.0010 0.0020 0.0046
15 2:3340 104 0.0011 0.0011 0.0051
20 1:3995 104 0.0012 6:4173 104 0.0052
25 9:3076 105 0.0012 4:3013 104 0.0054
30 6:6198 105 0.0012 3:1014 104 0.0055
35 5 0.0012 4 0.0055
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of the boundary value problem that is given by
DUðx; y; z; tÞ ¼ 0, the exact solution Ueðx; y; z; tÞ is substituted
in the approximate problem (4.12.a); we obtain
ðr1Þnijm ¼
1
2h2x
d2xððUð2Þe Þ
nþ1
ijm þ ðUð2Þe Þ
n
ijmÞ þOðh2x þ k2Þ
þ 1
2h2x
d2yððUð2Þe Þ
nþ1
ijm þ ðUð2Þe Þ
n
ijmÞ þOðh2x þ k2Þ
þ 1
2h2z
d2zððUð2Þe Þ
nþ1
ijm þ ðUð2Þe Þ
n
ijmÞ þOðh2z þ k2Þ ð5:1Þ
Or, Ueðxi; yj; zm; tnÞ is considered as an exact solution of the
equations system (4.12). So, we have
1
2h2x
d2xððUð2Þe Þ
nþ1
ijm
þ ðUð2Þe Þ
n
ijm
Þ þ 1
2h2x
d2yððUð2Þe Þ
nþ1
ijm
þ ðUð2Þe Þ
n
ijm
Þ
þ 1
2h2z
d2zððUð2Þe Þ
nþ1
ijm þ ðUð2Þe Þ
n
ijmÞ ¼ 0 ð5:2Þ
Thus,
ðr1Þnijm ¼ Oðh2x þ h2z þ k2Þ ð5:3Þ
The same procedure, as above, is applied to prove that the
orders of accuracy of, both, the kinematic boundary condition
Eq. (4.12.b) and the dynamic boundary condition Eq. (4.12.c)
are of second-order in time and space. Thus, we concluded that
the global truncation error for the full boundary value prob-
lem is as follows:
rnijm ¼ Oðh2x þ h2z þ k2Þ ð5:4Þ
4:9428 10 2:3144 10
40 3:8305 105 0.0012 1:7806 104 0.0055
45 3:0541 105 0.0012 1:4109 104 0.0055
50 2:4895 105 0.0012 1:1500 104 0.0055
55 2:0660 105 0.0012 9:4985 105 0.0055
60 1:7409 105 0.0012 7:9406 105 0.0055
Figure 6.1 Applicability ranges of various waves (after Le5. Numerical results
In this section, computational results are exposed to illustrate
the effectiveness of the adopted method. To verify the trunca-
tion error order of the approximate solutions, consider a pro-
gressive wave that propagates in (x; y-space), in direction h
relative to the positive x-axis (Fig. 3.1). The second order exact
solutions, for the potential flow Ueðx; y; z; tÞ and for the free
surface elevation geðx; y; tÞ, are taken as follows [20]:
geðx; y; tÞ ¼
H
2
cosðKxxþ Kyy rtÞ þ KH
2
16
coshðKh0Þ
sinh3ðKh0Þ
 ð2þ coshð2Kh0ÞÞ cosð2ðKxxþ Kyy rtÞÞ ð6:1Þ
Ueðx; y; z; tÞ ¼ gH
2r
coshðKðzþ h0ÞÞ
coshðKh0Þ sinðKxxþ Kyy rtÞ
þ 3rH
2
32
coshð2Kðzþ h0ÞÞ
sinh4ðKh0Þ
sinð2ðKxxþ Kyy rtÞÞ ð6:2Þ
The truncation errors, for both, the free surface elevation
and for the potential flow are made in l1-norm as follows:
krðgÞk1 ¼ sup
i;j;n
kgðxi; yj; tnÞ  geðxi; yj; tnÞk ð6:3Þ
krðUÞk1 ¼ sup
i;j;m;n
kUðxi; yj; zm; tnÞ  Ueðxi; yj; zm; tnÞk ð6:4Þ
To verify the regularity of the adopted schemes, these
l1-norms are divided by the theoretical errors, as follows:
RðgÞ ¼ krðgÞk1=ðh2x þ k2Þ ð6:5ÞRðUÞ ¼ krðUÞk1=ðh2x þ h2z þ k2Þ ð6:6Þ
Note that steps of discretization are taken in a way that
they have the same weight i.e. M ¼ J and N ¼ Jþ 1. In
Table 1, the accuracy and efficiency of the schemes, discussed
above are quantified. It is easy to see that the adopted schemes
gave perfect results, i.e. there is a better agreement between
numerical approximations and the chosen exact solutions.
During the test phase and exploitation, it was found that
the developed solver has yielded important results, either for
the case of shallow water, for the case of intermediate water,
or for the case of deep water. Note that, all exposed results
are for: T= 10, J= 39 and n= 20.
Referring to the diagram describing the validity domain of
each theory-type of water waves (Fig. 6.1), we can note the
following:
In shallow water and staying away from the limit linear–
cnoidal waves, the wave profile is perfectly regular
(Fig. 6.2a) and has no flatter troughs [22]. As soon as we areMe´haute´, 1976) [21].
Figure 6.2 Surface waves profiles for: h0=gT
2 ¼ 0:0015; (a) H=gT2 ¼ 0:00002; (b) H=gT2 ¼ 0:00005.
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per crests and troughs more steeped, than the linear waves, and
it is preparing to become flattened (Fig. 6.2b). It seems like the
swell is preparing to become a cnoidal wave. It must be noted
that the linear theory cannot predict the changes in the profile
of the wave and it models only the sine waves.
The examination of the velocity potential behavior, shows
that the fluid flow is spread over the entire depth (Fig. 6.3a)
and it is obvious since we are already in shallow water where
the particles are active throughout the depth.
For the fluid pressure, it can be observed that the depth
insufficient allows the swell to exercise a total pressure equal
to the hydrostatic pressure (Fig. 6.3b), due to the fact that
the vertical accelerations of particles are very weak and
because the flow is supposed to be irrotational which neglects
the effects of turbulence.Figure 6.3 (a) Velocity potential and streamlines. (b) Hydrodynam
Figure 6.4 Surface waves profiles for: h0=gT
2 ¼ 0In transitional water, the behavior of each solution (free
surface elevation, potential, pressure) is not the same as a func-
tion of the depth, by going away from coast towards deep
water.
Not far from coastal areas, waves profiles remain perfectly
regular for weak (Fig. 6.4a) or intermediate amplitudes
(Fig. 6.4b).
In the case of small amplitudes, the total pressure exercised
by the fluid is only the hydrostatic pressure (Fig. 6.5a), while in
the case of intermediate amplitudes, the total pressure differs
little from the hydrostatic pressure. The effects of depth and
amplitude on the dynamic pressure become increasingly
important (Fig. 6.5b).
For h0=gT
2 ¼ 0:01 and H=gT2 ¼ 0:00235, the surface waves
profiles are characterized by flatter troughs (Fig. 6.6) which
approaches those of the cnoidal waves. Because we are in aic pressure, for: i= j= 20; h0=gT
2 ¼ 0:0015; H=gT2 ¼ 0:00002.
:01; (a) H=gT2 ¼ 0:0001; (b) H=gT2 ¼ 0:0006.
Figure 6.5 Hydrodynamic pressure: i= j= 20; h0=gT
2 ¼ 0:01; (a) H=gT2 ¼ 0:0001; (b) H=gT2 ¼ 0:0006.
Figure 6.6 Surface waves profiles for: h0=gT
2 ¼ 0:01;
H=gT2 ¼ 0:00235.
Numerical simulation of the second-order Stokes theory 3011region where this type of waves is well manifested. On this
limit, the total pressure differs from the hydrostatic pressure
under the influence of the dynamic pressure intervention
(Fig. 6.7a) due to the increase of the depth and the amplitude
that influenced the particles movements (Fig. 6.7b). Crossing
this limit, the swell becomes irregular and bichromatic.
For depths closer to the deep water, the wave profile is
purely regular whether it is for small that for intermediate
amplitudes. Until, even, the amplitude given byFigure 6.7 (a) Velocity potential and streamlines. (b) HydrodynamH=gT2 ¼ 0:01 (Fig. 6.8a), belongs to the validity domain of
the third order Stokes theory. From this limit, the wave loses
its regularity until it is going to have a profile closer to that
of the cnoidal waves by presenting more flat troughs than that
observed for small amplitudes, for H=gT2 ¼ 0:025 (Fig. 6.8b).
Beyond this amplitude, the wave will be bichromatic.
For small amplitudes, the swell exercises a purely hydro-
static pressure throughout the depth. As the amplitude grows,
the dynamic pressure contributions will increase. This type of
pressure is a result of a, most obvious, contributor that is
the surcharge of pressure due to the presence of the free surface
displacement. The contributions of this type of pressure are
spread over the entire depth but they will not have the same
effects throughout the depth. The effects of dynamic pressure
are more important near the surface and will decrease
approaching the bottom (Fig. 6.9b) because of the particles
progressive movement at the surface (Fig. 6.9a).
In deep water, surface effects caused by the water waves are
limited to certain depth.
The examination of the behavior of the total pressure
showed that from a certain depth the dynamic pressure contri-
butions will stop and the total pressure will be purely hydro-
static (Fig. 6.10b) because particles are active over a certain
depth from the surface (Fig. 6.10a).ic pressure, for: i= j= 20; h0=gT
2 ¼ 0:01; H=gT2 ¼ 0:00235.
Figure 6.8 Surface waves profiles for: h0=gT
2 ¼ 0:07; (a) H=gT2 ¼ 0:01; (b) H=gT2 ¼ 0:025.
Figure 6.9 (a) Velocity potential and streamlines. (b) Hydrodynamic pressure, for: i= j= 20; h0=gT
2 ¼ 0:07; H=gT2 ¼ 0:01.
Figure 6.10 (a) Velocity potential and streamlines. (b) Hydrodynamic pressure, for: i= j= 20; h0=gT
2 ¼ 0:2; H=gT2 ¼ 0:04.
3012 M.A. Maaˆtoug, M. Ayadi6. Conclusion
An efficient computer code for the second-order Stokes theory
has been, successfully, formulated and implemented to numer-
ically simulate the free surface elevation and the velocity
potential. Then, the hydrodynamic pressure was determined
from the unsteady Bernoulli equation after that the velocity
field is derived. The obtained numerical results showed that
the dynamic pressure engendered by the swell intervenes only
in more or less deep waters and for the important amplitudes.
The swell exercises a dynamic pressure, which spreads over
the entire in intermediate water and close to the deep-watervalidity domain. In deep water, the contributions of the
dynamic pressure are limited to a certain depth.
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