Abstract. In this paper we continue our investigations of square function inequalities in harmonic analysis. Here we investigate oscillation and variation inequalities for singular integral operators in dimensions d ≥ 1. Our estimates give quantitative information on the speed of convergence of truncations of a singular integral operator, including upcrossing and λ jump inequalities.
Introduction and statement of results
In [4] , we obtained estimates for the oscillation and variation of the classical Hilbert transform and related convolution operators acting on L p (R). In particular, if
then we considered the variational operator V Hf (x) = sup
where the pointwise supremeum is taken over all sequences ( i ) that are decreasing to zero. Letting (I i ) denote the interval [ i+1 , i ), and denoting by H I f (x) the operator
we see that the operator V f (x) can be expressed more conveniently as
where the pointwise supremum is taken over all sequences of intervals {I i } that partition (0, ∞). We showed that V Hf p ≤ c(p, ) f p for 1 < p < ∞, and that
In this paper we extend these and related results to singular integral operators acting on L p (R d ), d ≥ 1. This work may be viewed as part of a larger program of investigations into square function inequalities in harmonic analysis and ergodic theory; see, for example, ( [4] , [8] , [9] , [10] ).
The higher-dimensional oscillation and variation operators are defined as follows. For an interval I ⊂ (0, ∞), let A I denote the annulus {x ∈ R d | |x| ∈ I}, where |x| is the Euclidean norm of x. For a singular real-valued kernel K on R d (satisfying conditions to be specified later), define the transformation K I acting on locally integrable functions f : 
where the supremum is taken pointwise.
Definition 1.2. Define the full variation operator V , for > 2, as
where the pointwise supremum is taken over all partitions {I i } of (0, ∞) into nondegenerate disjoint intervals of the form [a, b).
Although it may not be immediately clear, these operators are measurable. See the comment just after the statement of Theorem 1.2 in [4] .
The main results of this paper are the strong L p estimates (p > 1) and weak L 
and for 1 < p < ∞, and > 2, there exist constants C ,p , depending only upon and p and the dimension d, so that
Our next theorem requires the following definition. 
where the pointwise supremum is taken over all pairwise disjoint subcollections
where A and c are fixed constants. Suppose that for the collection I as in Definition 1.3, and some ≥ 2, the operator f → W f is type (2, 2) . That is, suppose there exists a constant c , depending only upon and the dimension d, so that
Then there exists a constant C = C , which also may depend upon A and c, but not on f , so that 
and, for > 2,
Some remarks are in order.
Remark 1.5. Corollary 1.4 follows from Theorems A and B. The relatively straightforward proof is given at the end of Section 4. An added benefit of the proof is that one sees directly that the operators V and O are measurable.
Remark 1.6. There are still some open questions regarding exactly what conditions should be placed on our singular integral operators in order to obtain a weak type (1,1) result for the variation operator. In particular, if we let Ω(x) denote the function given by K(x) restricted to the unit sphere, then condition 1.7 implies that Ω ∈ L ∞ . This condition is used in the proof of Theorem B, and it is not obvious how to relax it. However, the classical weak type result for these singular integrals involves only knowing that Ω ∈ L log L (see [6] ). An earlier result involved an entropy condition on Ω (see [7] ). Both of these results generalize the classical smoothness properties of Ω (see [15] , page 39, equation (25)). However, it is not obvious how to use these to obtain the variation results, even assuming smoothness of Ω. Remark 1.7. The oscillation as defined above, using the 2 -norm, dominates the corresponding operator defined using the q-norm for q > 2. Thus there is no need to mention oscillation with q norms, q > 2. For q < 2 the q-oscillation operator fails to be a bounded operator on any L p (with
See [1] for the case of differentiation operators. The argument presented there can be applied to the operators considered here as well. Remark 1.8. In general, to obtain a variation result, we will need to assume > 2. This already occurs in the case of martingales (see [13] ) and in the case of differentiation operators. Remark 1.9. The inequalities in Theorem A are not a consequence of a general convergence principle such as the Banach principle. A simple example of a family of operators that converges almost everywhere, but for which the oscillation and variation are identically ∞, is given in ( [4] , Remark 1.6).
We prove Theorem A by deriving the type (p, p) estimates first for odd kernels, then for even kernels. Since any kernel K satisfying the hypotheses of Theorem A admits a decomposition K(x) = K 1 (x) + K 2 (x), where K 1 is even, K 2 is odd, and each satisfies the hypotheses of the theorem, the type (p, p) statement in Theorem A follows.
The treatment of odd kernels uses the method of rotations, which allows us to directly apply the one-dimensional results from [4] . For the even kernel, we transform it into an odd kernel by applying the vector-valued Riesz transform, and then use the one-dimensional techniques developed for convolution operators in [4] to handle error terms.
Because several results from [4] are referred to in these proofs, we have collected them in the Appendix, Section 6.
The main tools in the proof of Theorem B are the Calderón-Zygmund decomposition of an integrable function and an almost orthogonality lemma (Lemma 4.1). A key step is to organize the intervals of the partition {I i } into long and short components. Here, the long components contain a union of dyadic intervals, i.e., an interval of the form [2 k , 2 j ), and the short components are those contained in a single dyadic interval [2 i , 2 i+1 ). It is useful to introduce some alternative notation for the variation and oscillation of a one-parameter family of operators. If {W } >0 is such a family of operators, then O(W f) and V (W f) are each semi-norms on the family W f (x). We de- [9] for further discussion of these semi-norms.
That is,
where (t i ) is a fixed decreasing sequence, and
We may apply the above results on oscillation and variation to provide estimates on the λ-jump operator; that is,
which gives the number of λ-jumps of the family W f . Clearly, if lim 0 W f (x) exists a.e., then the number of λ-jumps must be finite a.e. The size of Λ(W , f, λ, x) gives us information about how the family
, we prove the following:
Notation 1.10. Throughout the paper, c and C, sometimes with additional parameters, will denote constants, but may not always denote the same constant from one occurrence to the next.
Type (p, p) estimates for odd kernels
In this section we prove that when the kernel K is odd, the variation operator f → V (Kf ), for > 2, is type (p, p) , p > 1. The proof for the oscillation operator is similar and is therefore omitted.
For odd kernels we may relax the L log + L condition on K in Theorem A.
Theorem 2.1. Let K denote an odd kernel that is homogeneous of degree −d, and integrable on
and
Proof. The hypotheses imply that
where Ω is odd, homogeneous of degree 0, and in
s ds, 
Thus, for any measurable choice of partitions
We now have, for 1 < p < ∞,
Type (p, p) estimates for even kernels
In this section we prove that when the kernel K is even, the variation operator 
In our proof we use the technique of Calderón and Zygmund in [3] , which consists of "transforming" the even kernel into an odd kernel and then applying Theorem 2.1.
This kernel is odd and homogeneous of degree
It is well known that the required limit exists a.e. and in
We also know that
With this representation of f , the idea is to form a new convolution kernel, putting one operator R with the given even kernel, obtaining an odd kernel, and applying it to Rf , which we know is a bounded operator. However, there are a number of details that must be handled.
Define
Then, each component of N is an odd kernel, homogeneous of degree −d, with a singularity at x = 0.
Let Φ be a continuously twice differentiable function on R such that 
is a better behaved odd kernel (the singularity at x = 0 has been removed), but it does not have the required homogeneity (unlike N ). The properties of M and N are summarized in the following lemma. 
where G is homogeneous of degree 0 and integrable on Σ.
To study the oscillation and variation of
we use the identity (see [3] , equation (5.10))
Remark 3.3. This identity is not trivial to prove. The idea is to first prove it in the case when each component of g is continuously differentiable and has compact support. Then a change of order of integration and a change of variables show that the two equations are equal in this special case. A series of approximation arguments is used to complete the proof. See [3] for details.
Hence we have
where for each j,
We further decompose each component of the kernel M . In what follows, to simplify the notation, we will work with a single component of each of the vectors involved, and suppress the associated subscripts.
Write
Therefore to study K * f (x) v , it will be enough to study
Hence by the triangle inequality, it will be enough to study
The same considerations apply if we want to study the oscillation operator. Since there are no additional complications, we will only consider the variation operator.
We will make one other decomposition before we continue. Writẽ
Therefore,
By the properties of the kernel N and Theorem 2.1, we have the estimate
Similarly, a good estimate holds for the oscillation of this piece.
For the other kernels we will reduce the situation to a one-dimensional problem, and employ the lemmas in section 6. 
If O(ϕ u * h) and V (ϕ u * h) with > 2 are type (p, p) for 1 < p < ∞, for functions h : R → R, and with a bound independent of u, then O(T f) and
Proof. The proof follows the lines of the case for odd kernels given earlier.
Note that
where
Since we already have the variational inequality for the one-dimensional convolution with ϕ, we can obtain the same thing in the above case.
For 1 < p < ∞ we have
The same argument also shows the result for O(T f).
We will now show that each of the kernelsK, N Φ , ∆ and D has a representation that satisfies the hypothesis of Lemma 3.4.
TheK kernel:
|x−y|≤
t χ [1/4,1] (t) satisfies the hypothesis of Lemma 6.4 (i.e., a prior 1-dimensional estimate; see the Appendix). HenceK satisfies the hypothesis of Lemma 3.4 .
The N Φ kernel:
0 t|ψ (t)|dt < ∞, and Σ |N |dS < ∞, thenÑ satisfies the hypothesis of Lemma 3.4.
The ∆ kernel:
Since Σ KdS = 0, for each t, 0 < t ≤ 1, we have
Since R and K are both homogeneous of degree −d,
Using this, and making the change z = tw, we have
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Recalling that |u| = 1, we have to show that
We will need the estimate (see [3] , page 301), valid if 1/8 < |u| ≤ 1,
We will use this estimate with |u| = 1. Split the domain of integration for w into three regions:
In the region D 1 , since 0 < t < 1, we have |w| > 2, so that |u − w| > cw. Using this, we have the estimate
Further, in this region, Φ(t|w|) = 1, and we see that
With these estimates we see that the integral in (3.2), over the region D 1 , is dominated by
and this is finite. Now to D 2 . We begin by observing that
Using the mean value theorem, we may estimate the numerator in the left-most term on the last line of (3.4) by
In this region, t|w| ≤ 2, and Φ and Φ are bounded. So we may estimate the above by
The right-most term in the last line of (3.4) may be estimated by
and, combining this with the previous estimate for the left-most term, we see that
Using these estimates, we see that the integral in (3.2), over the region D 2 , may be estimated by 
and both of these integrals are finite.
For the region D 3 we have that .9 < |w| < 1.1. Combined with the estimate in (3.3), this yields
The estimate in (3.5) also holds in D 3 . Thus we may estimate the integral in (3.2) over the region D 3 by 
which has an integrable singularity; so this piece is bounded as well.
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The D kernel:
Note that for |tz| > 3/4 we have Φ(|tz|) = 1, and for t > 1 we have Φ(t|u|) = 1. Hence, for t ≥ 1,
By Lemmas 6.3 and 3.4 we need to show that
This, together with equation (3.3), gives
This concludes the proof of Theorem 3.1.
4.
Proof that type (2, 2) implies weak-type (1, 1)
In this section we prove Theorem B. During the proof we refer to the following "almost orthogonality lemma". Lemmas of this type originate in the work of Cotlar ([5] ), with further development due to Stein (see for example [11] ). 
A proof of the almost orthogonality lemma may be found in [10] .
Proof of Theorem B. Let {I i } denote a collection of intervals which define W f (x)
. From now on we suppose that this collection of intervals is fixed.
For every integer n, let the set L n consist of all cubes of the form
where s 1 , s 2 , . . . , s d are integers; that is, L n is the dyadic grid with cubes of side length 2 n−1 . According to the Calderón-Zygmund decomposition (with α = 1) we can write f = g + b, where the functions g, b have the following properties:
In proving that the operator
is weak (1, 1), we can assume that α = 1. Since this operator is subadditive, it is enough to prove that
The inequality with g follows from the assumption in equation (1.9) and from the estimate in property 1 of the Calderón-Zygmund decomposition.
Let us denote byB j the cube with the same center as B j , but with each dimension expanded three times, and setB = jB j . Because of the estimate in 2(d) of the Calderón-Zygmund decomposition., it is enough to show that
For each x ∈B c and i, K Ii b(x) can be nonzero only if, for some j, B j lies entirely in A Ii + x or B j intersects the boundary of A Ii + x. Let ∂A denote the boundary of a set A. We write j [Property(j)]a j to indicate the sum over j for which Property(j) is true, of the a j .
With these conventions, we have
= Interior Sum + Boundary Sum.
It will be enough to show the following two inequalities:
Let us first deal with the estimate for the interior sum, (4.2). We will prove that Since the norm is not more than the 1 norm, and since b j is supported on
It follows that
and we just need to prove that, for each j,
Let y j denote the center of B j . By 2(b), we have
Then from (1.8) and 2(c) we have at most by a factor of 3 1−1/ . Indeed, the worst case is when we divide I into three parts, say I = J 1 ∪ J 2 ∪ J 3 ; in this case we have the estimate
using Hölder's inequality in the last step.
We now see that we can assume that the collection {I i } contains intervals I i , which either satisfy I i ⊂ [2 k , 2 k+1 ) for some integer k, or I i is a dyadic interval, that is, its endpoints are (different) powers of 2. Correspondingly, for a given collection {I i }, let us divide the indices i into two sets according to I i being "short" or "long":
It will now be enough to prove the inequalities
We will refer to the inequality in (4.4) as the short inequality, and we will call (4.5) the long inequality.
The proof of the long inequality, (4.5), is straightforward; so let us prove it first.
Denote by 2 βj the side length of B j , and let J k denote the interval [2 k , 2 k+1 ). Since the norm is no more than the 1 norm, we can estimate
For each k, j, define
We need to prove that
This will follow if we prove that, for every j and k > β j ,
To prove this, note that if
The measure of either of these sets is less than a constant multiple of 2
By the assumption in (1.7), we have the pointwise estimate
where in the last step we used property 2(c). It follows that Let us now prove the short inequality, (4.4) . Since the norm is not greater than the 2 norm, it is enough to prove that i∈S j
By Markov's inequality, it is enough to prove that
We want to rewrite this inequality so that we can use the almost orthogonality lemma.
For each k ∈ Z, collect the indices i for which
, and for each n ∈ Z, collect all B j 's with side length 2 n−1 . We can then write
Using the triangle inequality and the linearity of the operator K Ii , we have
So it is sufficient to prove the inequality
We just need to make one more definition, and we can recognize the setup for the almost orthogonality lemma. Define
the inequality to prove can be written as
By the almost orthogonality lemma, it is sufficient to show that, for every k, n,
Since x ∈B c and h k,n (x) = 0 if n ≥ k, we need to prove the inequality
We will show this by proving, for x ∈B c , the inequality
Integrating both sides, and using that d n = d 2 n , we obtain the desired inequality. To make the structure of h k,n more transparent, introduce the sets
We explicitly wrote out the factor Pi |K(y − x)||g n (y)| dy twice, because we intend to estimate it in two ways. On the one hand, note that if y ∈ P i , then y −x ∈ A Ii , and hence, by assumption (1.7), we have |K(y − x)| ≤ c · 2 −kd . Also, by 2(c),
But the total measure of those B j 's that intersect the boundary of A Ii + x and are of side length 2 n−1 is a constant multiple of 2 (d−1)k · 2 n−1 . Hence we have our first estimate:
We then have, using again that
The same approach, with the sequence W i modified as described above, gives the desired conclusion for the oscillation as well.
Derivation of λ-jump estimate; closing conjectures
Proof of Theorem C. It is clear that λΛ (K , f, λ, x) 1 ≤ V f (x). Consequently, we In the case of analogous up-crossing and λ-jump operators for martingales, differentiation averages, and ergodic averages, we know the improvements conjectured above are possible. However, our current techniques do not allow us to prove these conjectures for singular integral operators.
Appendix: Auxiliary results from one dimension
In this section we state the main theorems and lemmas from [4] , which we apply to obtain the type (p, p) estimates in this paper. The theorems on oscillation and variation for the Hilbert transform are essential in obtaining the estimates for odd kernels, while the lemmas regarding oscillation and variation for certain convolution operators are used in obtaining the estimates for even kernels.
The proofs of all the results stated in this section may be found in [4] . If I is any subinterval of (0, ∞), set
so that H I f (x) is the truncated Hilbert transform of f (x). The following two theorems are the main results from [4] . The following lemmas also refer to operators acting on functions of a single real variable. 
