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It is well known [ 1, 71 that the variation of parameters formula for 
linear and nonlinear differential equations is an important tool in the study 
of qualitative properties of perturbed equations. Recently, a variation of the 
parameters formula for linear integro-differential equations was developed 
and utilized for investigating perturbed integro-differential equations 
[S, 81. It is natural to expect that a nonlinear variation of parameters 
formula for integro-differential equations similar to Alekseev’s result [ 1 ] 
will play an equally crucial role. 
Unfortunately, the results obtained in this direction [24] only apply to 
an unperturbed system which contains no integral term, that is, a system of 
differential equations. Thus there is a need to look for an appropriate non- 
linear variation of parameters formula when the unperturbed system is an 
integro-differential system. 
In this paper, our aim is to develop a nonlinear variation of parameters 
formula for integro-differential equations. For this purpose, we first 
investigate the problem of continuity and differentiability of solutions of 
nonlinear integro-differential equations and obtain the relation between the 
derivatives. We then prove the nonlinear variation of parameters formula 
for solutions of perturbed integro-differential equations. A simple 
application of nonlinear variation of parameters formula is given to 
indicate its usefulness. 
1. MAIN RESULTS 
Let us begin by recalling the following known results [S, 73 which are 
required in our subsequent discussion. 
* On sabbatical leave from I.I.T., Kanpur, India. 
223 
0022-247X/88 $3.00 
Copyright 0 1988 by Academic Press, Inc. 
All rights of reproductron m  any form reserved. 
224 HLJ, LAKSHMIKANTHAM, AND RAMA MOHAN RAO 
THEOREM 1.1. Let f E C[R+ x D, R”], where D is an open, convex set in 
R”, and let f ~ exist and be continuous on R + x D. Then 
f(t,x)-f(t,y)= jif;I t,sx+(l-s)y]ds(x-y). (1.1) 
THEOREM 1.2. Consider the IVP for linear integro-differential equations 
given by 
x’(t)=A(t)x(t)+j’B(t,s)x(s)ds+F(t), x(to) =x0, (1.2) 
kl 
where A(t), B(t, s) are continuous n xn matrices on R+ and Rf x R+, 
respectively, and FE C[R+, R”]. Then the unique solution of (1.2) is given 
by 
x(t)= R(t, t,)x,+ ’ R(t,s)F(s)ds, I tat,, f0 
(1.3) 
where R( t, s) is the solution of the IVP 
awt, s) 
as+ R(t, s) A(s) + j’ R(t, a) B(o, s) do = 0, R(t, t)=Z, (1.4) 
7 
for 0 < s d t < GO, I being the identity matrix. 
Consider now the IVP for the nonlinear integro-differential equation 
x’(t) =f (t, x(t)) + j-’ g(t, s, x(s)) ds, x(to)=x,. (1.5) 
f0 
We shall first discuss the problem of continuity and differentiability of
solutions x(t, lo, x0) of (1.5) with respect to (lo, x0). 
THEOREM 1.3. Assume thatfe C[R+x R”, R”], g6 C[R+x Rfx R”, R”] 
andf,, g,Y exist and are continuous on R+ x R”, R+ x R+ x R”, respectively. 
Let x(t, t,, x0) be the unique solution of (1.5) existing on some interval 
t,dt<abw, and set J=[t,,t,+T], t,+T<a. Define H(t,t,,x,)= 
.A(4 44 to, x0)) and G(t, s, to, x0) =g,(t, s, x(s, to, x0)). Then 
(i) @(t, t,, x0) = (ax/ax,)(t, to, x0) exists and is the solution of 
y’(t) = Wf, f,, x0) y(t) + [’ G(t, s; to, xo) y(s) ds, 
10 
(1.6) 
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such that co(to, to, x0) = I; 
(ii) $(t, to, x0) = (c?x/at,)(t, t,, x0) exists and is the solution of 
z’(r) = H(t, to, xo) z(f) + J“ G(t, s; to, xo) 4s) ds -s(h to, xo), (1.7) 
10 
such that $(ro, to, x0) = -f(ro, x0); 
(iii) the functions @(t, to, x0), tj(r, to, x0) sari&y the relation 
Ii/U, to, x0) + @(c to, xo)f(fo, x0) + J’ R(4 0; to, x0) g(0, to, x0) da = 0, 
10 
(1.8) 
where R(r, s; to, x0) is the solution of the IVP 
r, s; to, x0) + W, s; to, x0) f-G to, x0) 
+ s ’ R(r, o; to, x0) G(o, s; to, x0) da = 0, (1.9) J 
R(r, r; to, x0) = I on rhe interval to < s Q r and R(r, 1,; to, x0) = @(r, to, x0). 
Proof: Under the assumptions on f, g, it is clear that solutions 
x(r, to, x0) exist, are unique, and are continuous in (r, to, x0) on some 
interval. Consequently, the functions H, g are continuous in (r, to, x0) and 
therefore the solutions of the linear IVPs (1.6) and (1.7) exist and are 
unique on the same interval for which x(r, to, x0) is defined. Let us first 
prove the conclusion (i). 
Let ek = (e:, . . . . e;) be the vector such that ed = 0 ifj # k and ei = 1. Then 
for small h, x(r, h) = x(r, to, x0 + e,h) is defined on J and lim,,, x(r, h) = 
x(r, to, x0) uniformly on J. Setting x(r) = x(r, rO, x,), it follows by 
Theorem 1.1 that 
Cxk 4 -xWl’ = ~)JI r,sx(r,h)+(l-s)x(r)]ds[x(r,h)-x(r)] 
+ ss ,: d g,Cr, s, MS, 4 
+ (1 -c) x(s)] do[x(s, h) -x(s)] ds. 
If xh(r) = (x(r, h)-x(r))/h, h ~0, we see that the existence of 
8x( r, to, x0)/8x0 is equivalent to the existence of the limit of x,,(r) as h -+ 0. 
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Since x(t,, h) = x0 + e,h, x,(t,) = ek, it is clear that x,Jt) is the solution of 
the IVP 
y’(t)=H(t,t~,x~,h)y(t)+j~G(I,s,f~,x~,h)y(s)ds, y(to)=ek, (1.10) 
10 
where 
WC 209 x0, h) = jolf:J t,sx(t, h)+(l -.r)x(t)] ds, 
and 
G(t, s, to, xo, W=j’g.J t, s, ox(s, h) + (1 - 0) x(s)] do. 
0 
Since lim,,, x(h) = x(t) uniformly on J, continuity off,, g., implies that 
lim H(t, to, x0, h) = H(t, to, x0) 
h-0 
and 
lim G(t, s, to, x0, h) = G(t, s, to, x0) 
h+O 
uniformly on J and J x J, respectively. Consider (1.10) as a family of IVPs 
depending on a parameter, where H and G are continuous, h being small. 
Since the solutions of (1.10) are unique, the general solution of (1.10) is a 
continuous function of h for fixed (t, to, x0). In particular, lim,,, xh(t) 
exists and is the solution of (1.6) on J. This implies that (ax/ax,) (t, to, x0) 
exists and is the solution of (1.6) such that (dx/dx,)(t,, to, x0) = I. Further- 
more, it is easy to see from the IVP of linear integro-differential equation 
(1.6) that (Jx/dx,)(t, to, x0) is also continuous with respect to its 
arguments. 
To prove (ii), defining x(t, h) = x(t, to + h, x0). we have, by Theorem 1.1, 
Cx(t, h) - x(t)1 
= )Xf, sx(t, h) + (1 -s) x(t)1 Nx(t, h) - x(t)1 I 
+i:,,.id J g t, s, ax(s, h) + (1 - a) x(s)] do [x(s, h) -x(s)] ds 
s to + h - g(t> s, x(s)) ds. 
to 
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Setting as before x,,(t) = (x(t, h) - x(t))/h, h # 0, it is obvious that xh( t) is 
the solution of the IVP 
Y’(f) = wt, to, x0, h)Y(f) + J’ G(t, s, to, xo, h) Y(S) ds- Ut, to, xo, h), 
10 + h 
such that y( to + h) = a(h), where 
and 
a(h)= -~j,~+hf(s,X(S))ds-~jl:O+h~~g(s,.,x(o))dc7ds. 
Noting that lim,,, L(t? toy x0, h)=g(t, to, x0), limb4 a(h)= -f(tO, x0) 
and using an argument similar to the proof of (i), we see that 
(ax/at,)(t, to, x0) exists, is continuous in its arguments, and is the solution 
of (1.7). 
Finally, to prove (ii), we observe that @(t, to, x0) and Il/(t, o, x0) are the 
solutions of IVPs (1.6) and (1.7), respectively. Consequently by 
Theorem 1.2 we get immediately the desired relation (1.8). The proof of the 
theorem is therefore complete. 
We are now in a position to prove the nonlinear variation of parameters 
formula for solutions y(t, to, x0) of perturbed IVP for the integro-differen- 
tial equation 
Y’(f) =f(c Y(f)) + jl:d t,s,y(s))ds+F(t,y(t), (~y)(t)),y(to)=xo. (1.11) 
THEOREM 1.4. Suppose that the hypotheses of Theorem 1.3 hold. Assume 
further that FE C[R+ x R” x R”, R”] and (,Sy)(t) = I:, K(t, s, y(s)) ds with 
KE C[R+ x R+ x R”, R”]. Zf x(t, to, x0) is the solution of (1.5) existing on 
J, any soZution y(t, to, x0) of (1.11) existing on J satisfies the integral 
equation 
Y(G to? x0) 
' = x(t, to, xo) + s @(t, s, Y(S)) F(s, Y(S), (SY)(S)) ds 
10 
t, 0, Y(O)) - R(t, 0; s, y(s))1 da, s, Y(S)) do ds (1.12) 
for toBto, where y(t) = y(t, to, x0) and R( t, s; to, x0) is the solution of the 
ZVP (1.9). 
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Proof: Setting p(s) = x(t, s, y(s)), where y(s) = y(s, I,, x,), we have 
P’(S) = at, 4 Y(S)) + @(f, $9 Y(S))Y’(S). 
Substituting for y’(s), integrating from t to t,, and using Fubini’s theorem 
we get 
P(f) -P(fo) - j’ @Cc s, Y(S)) m Y(S), (SY)(S)) ds 
10 
f EC i[ Il/(c s> Y(S)) + @(t, St Yb))fb, Y(S)) to 
+ jr @(t, 0, y(a)) do, s, Y(S)) da ds. 5 1 
Now the relation (1.8) together with the fact x(t, t, y(t)) = y(t, t,, x0) yields 
(1.12), completing the proof. 
Remark. (i)Letf(t,x)=A(t)x and g(t,s,x)=B(t,s)x in (1.5), where 
A, E are n x n continuous matrices. In this special case 
x(t, to, x01 = Nt, to) xo and @(t, to, x0)=& (6 to, xo) = R(t, to), 
0 
where R(t, s) is the solution of (1.9) such that R(1, t) = I. Consequently, it 
is easy to see that the relation (1.12) reduces to the linear variation of 
parameters formula 
y(f, to, xo) = WC to) xo + jr WC 3) f+, Y(S), (SY) s) ds, tat,, 
IO 
since @(t, 0, y(a)) = R(t, a; s, y(s)), being independent of y and s. 
(ii) If g(t, s, x) = 0, the relation (1.12) reduces to the usual Alekseev 
formula [ 11. However, when g f 0 or is not linear in x, 
@(t, to, x0) & R(t, s; to, x0) and hence the relation (1.12) cannot have a 
simpler form that corresponds to Alekseev’s formula as one would’like to 
expect. 
Finally, we shall give an application of nonlinear variation of parameters 
formula to discuss the qualitative behavior of perturbed equation (1.11). 
For this purpose, we require the following result, which is interesting in 
itself. 
THEOREM 1.5. Let the assumptions of Theorem 1.3 hold. Suppose that 
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x(t, to, x0) and x(t, t,, yo) are any two solutions of (1.5) existing on J. Then 
for t E J, we have 
~(f,f,,x,)--x(f,f,,~o)=~‘~(~,t,,sx,+(l-s)y,)ds(x,-y,). (1.13) 0 
Proqf We set p(s) =x(t, to, x,s+ (1 -s)yo) for 0~s~ 1, so that 
P’(S) = (waxo)(t, to, xos + (1 -s) YOM x0 - yo). Integrating this expression 
from 0 to 1 and noting that p( 1) = x(t, to, x0), p(O) = x(t, to, y,), we obtain 
the stated result. 
THEOREM 1.6. Suppose that 
(i) the assumptions of Theorem 1.3 hold and f (t, 0) = g( t, s, 0) = 0; 
(ii) there exist positive numbers a, M, and p such that if I( x0 11 <p, 
IIR(t,s,to,xo)Il <Me-““.-“‘, ~(~(t,tO,xO)~~~Me’(‘~‘“),t~s~to; 
(iii) II g(t, s, x)/l 6 K I/ x II ep2” whenever II x jl 6 p and 
where 
II F(t, x,(Sy)(t))ll < 4t)ll x II + j-’ PC& s)ll y(s)ll ds, 
10 
Then any solution y(t, to, x0) of (1.11) with I/ x0 II small enough satisfies the 
estimate 
II At, to, xo)ll 6 M II x0 II Rot& to) epz(‘-‘o’, tat,, 
where R,(t, s) is the solution of linear IVP 
““$’ ‘) + R,(t, s) Ao(s) + j-’ R,( t, a) y(a, s) do = 0, Rot!, t) = 1, 
5 
such that R,(t, to) e- ep ‘O) Q N, t > to, where 
2MK 
A,(s) = MA(s) + - e -x(ta+s) and 
a 
y(t, s) = b(t, s) e’(‘-‘). 
ProoJ: Let x(t)=x(t, to, x0) and y(t)=y(t, to, x0) be solutions of (1.5) 
and ( 1.1 1 ), respectively, existing on [to, co ). Then in view of (ii), it follows 
from (1.13) that 
II x(t, to, x0)11 < M II x0 II e-“(‘p “‘), t> to. 
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For those values of t 2 t, for which (1 y( t)ll <p, assumptions (ii) and (iii) 
and relation (1.12) yield 
II y(t)11 GM II xolI ffa(‘--lo) + MS’ A(s) ecr(t-s) 11 y(s)11 ds 
to 
+ j’ Me-“(‘-“’ js B(s, a)ll Y(~)II do ds 
IO 10 
+ j’ j’2MKe~““~“‘e~2”” 11 y(s)11 do ds. 
10 s 
Using Fubini’s theorem and defining P’(t) = (I y(t)/1 e”, we get 
V(t) d A4 II x0 (I ezro + j’ lo(i) Vi) 4 + jtl j; e”upi’B(o, 0 v(a) da 4. 
10 
It is then easy to conclude from (1.3) (see [6]) that 
II .dt)ll 6 kf II x0 II e-z(‘-‘o)Ro(f, toI, tat,, (1.14) 
which implies that I/ ill 6 p, for all t > to provided 11 x0 11 <
min (p, p/MN}. This shows that (1.14) is true for all t > to and the proof is 
hence complete. 
Remark. In case /I(t, S) E 0, then R,(t, to) epx(‘- ‘0) < N means that 
exp Cj:, 44 ds) <L < + o. 
exp [a(t - to)] ’ ’ 
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