Abstract-This paper develops a multiband or wavelet approach for capturing the AM-FM components of modulated signals immersed in noise. The technique utilizes the recentlypopularized nonlinear energy operator Y (s) = (S)' -ss to isolate the AM-FM energy, and an energy separation algorithm (ESA) to extract the instantaneous amplitudes and frequencies. It is demonstrated that the performance of the energy operator/ ESA approach is vastly improved if the signal is first filtered through a bank of bandpass filters, and at each instant analyzed (via I and the ESA) using the dominant local channel response. Moreover, it is found that uniform (worst-case) performance across the frequency spectrum is attained by using a constant-Q, or multiscale wavelet-like filter bank.
are a topic of increased recent attention, owing to heightened interest in modulation models for e.g., speech signal production [ 11- [3] and certain structures in optical images [4] . In ( l ) , s(r) has both time-varying amplitude a ( t ) and time-varying instantaneous frequency
where = d+/dt. Generally, the model (1) is most useful if a ( t ) and wi(t) do not vary too rapidly, e.g., in the bandlimited sense [8] .
The simple and elegant nonlinear signal operator \k((s) = (SI* -sf (3) developed by Teager [ 11, [2] and systematically introduced by Kaiser [5] , [6], has been shown to be highly effective for detecting AM and FM modulation information in arbitrary AM-FM signals [8] , in speech signals [7] [8] [9] and in its two-dimensional form, in image signals [ 
Indeed, for AM-FM signals of the form (l), \k (s) = a2(t)w2 ( t )
\k (S) = a'(t) w; '(t) with negligible approximation error under general realistic conditions [7] [8] [9] . This motivated the energy separation algorithm (ESA):
&r) = 'k2(s) /'k (i) ( 
4)
as estimates of the squared amplitude envelope a2(t) and squared instantaneous frequency wf (t)? respectively. Maragos, Kaiser, and Quatieri [7] [8] [9] have analyzed the efficacy of (4) and (5) in detail and have developed bounds on the absolute errors I d -a1 and 1;; -wi 1, which under general conditions are quite small [8] , [9] . Note that in the case of a monochromatic signal (a = constant, w, = constant), (4) and (5) are exact.
In the current paper, the deterministic approximation errors in (4) and (5) are assumed small. Instead, the effects of noise and multiscale filtering on the behavior of the operator \k and on the effectiveness of the ESA are considered. The effects of significant noise are very considerable-rendering \k unpredictable and the ESA highly unreliable. However, the performance of the energy operator/ESA approach is vastly improved if the signal is IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 41. NO. 12, DECEMBER 1993 first filtered through a bank of bandpass filters, and at each instant analyzed (via * and the ESA) using the dominant local channel response. Optimal performance is obtained when the filters are sufficiently narrowband (thus increasing the signal-to-noise ratio), the signal spectrum is sampled densely by the filter set (ensuring a high signal response in the analyzing channel), and importantly, by using a multiscale wavelet-like filter having the constant-Q property. Satisfying all of the prescriptions produces a multiband ESA having a great detal of noise resistance.
The remainder of the paper is organized as follows: In Section 11, the basic statistical properties of the energy operator (3) are developed under the assumption that it is applied to a signal that is a zero-mean, wide-sense stationary (WSS) Gaussian random process. These results are then used in Section 111, where approximate expressions are developed for the statistics of the output of the TeagerKaiser energy operator \k when applied to an AM-FM signal of the form (1) immersed in noise. Section IV develops the statistical analysis of the ESA (4) and (5) using the signal-plus-noise approximation of Section 111. A key element of these approximations is that there be an available narrowband channel filter that can effectively capture the local frequency structure of the noisy signal. In particular, as the analysis window is shifted over the signal, the local frequencies may sweep across the spectrum. This implies the necessity of a multiband filter implementation, where multiple bandpass filters densely sample the signal frequencies. It is also shown that consistent performance is achieved across low, high, and intermediate instantaneous frequencies, if the filter bank has the constant-Q property. These themes are developed in Section V, where design criteria for the individual bandpass filters, and also for sampling the signal spectrum with multiple bandpass filters, are explored. Section VI develops some important examples, including analysis of the operation of the multiband ESA applied to the chirp signal in white noise. Extensive simulation results are also given in Section VI? which demonstrate the dramatic performance gains obtained using the multiband approach. The paper concludes in Section VII.
STATISTICS OF \k
In this section the basic statistical (low-order moment) properties of the Teager-Kaiser energy operator (3) applied to a random signal n ( t ) are developed. These properties prove to be fundamental in the analysis of systems that employ the Teager-Kaiser operator in the presence of noise.
Assume that n ( t ) is a zero-mean, wide-sense stationary (WSS) Gaussian random process, with autocorrelation function R ( T ) and power spectral density
The assumption of (at least) wide-sense stationarity is
S ,
necessary to develop nearly all of the properties in a useful form; without the assumption of Gaussianity, the analysis likewise becomes rapidly intractable. The assumption of a zero-mean is not critical, since the analysis is only slightly more complicated. In any case, nonzeromean (and nonstationary) signals expressed as the sum of a deterministic signal and a zero-mean WSS Gaussian process are considered later.
Since n ( t ) is WSS Gaussian, the processes iz(r) and i i ( t ) are also WSS Gaussian. Moreover, ti(?) is statistically independent of both n ( t ) and ti ( t ) [ 1 13. Therefore, the energy operator output
is the sum of two independent processes. Nevertheless, determining the probability density function of the process (6) is difficult, as it is the convolution of two rather complicated functions. Letting
where E [ 01 is the statistical expectation, Var (9) where '*' denotes linear convolution. In general, (9) cannot be expressed in a closed form, although the numerical evaluation of probabilities involving \k (n) using (7)- (9) is straightforward.
Determining the moments of \k (n) is much simpler. Indeed, we immediately have
Thus the expectation of the process \k ( n ) is twice the variance of the process iz (r)-which is decidedly positive. Not so agreeable (although not surprising) is the fact that the mean of \k (n) increases linearly with the spectral energy variance of n ( t ) . For a signal immersed in a significant noise element, this may pose severe problems unless steps are taken to ameliorate the noise.
The autocorrelation function R , ,,,) (7) of \k ( n ) can be easily found for the case of Gaussian n ( I ) by using Isserlis's formula [I31 to reduce all multiple-component moments:
Rq(nj(7) = 4[R'21(0)]2 + 3[R'*'(7)I2 + 4R"'(7)R(3'(~) + R (7) (7).
(1 1)
Hence from (10) and ( I I )
+ 5 , +(w) dw 5 w4@ ( w ) dw R = 37': + 7;y;.
(12)
Thus, the variance of \k ( n ) also increases dramatically with the presence of higher frequencies in the process n ( t ) , Furthermore, the inequality [ 111 Since the lower bound in (13) is just E' ["((n)], then, although the expectation of ' k ( n ) may be positive, it is possible that \ k ( n ) may take negative values, which is highly undesirable. Not only does this suggest difficulty in evaluating the ESA of a signal immersed in noise, it also complicates the interpretation of \k (n) as energy. For these reasons, positivity of the output of \k has been explored in detail in [8] , where sufficient conditions for positivity are given for narrowband AM-FM signals having limited amounts of amplitudeifrequency modulation, and in [14] , where necessary and sufficient conditions are given in terms of local geometric (convexity) properties of the signal.
Note that for an ideal bandpass process (i.e., +(w) = 0 whenever IwI [w,, w2]), the following bounds [from (13), (14) ] hold
In the extreme case of a monochromatic process R ( T ) = A* cos (~~7 ) .
(15)
it easily follows that
Lastly, in evaluating the ESA (4) and (5) the energies of signal derivatives will also be required. Thus, the basic statistics of \k(iz) are of use. From the preceding discussion, it is easily established that
and R q t n 1 ( 7 ) = 4[R'4'(0)]2 + 3[R'4'(7)]2 + 4R'"(7)R(3(7) + R"' (7) (7)
hence,
The cross-correlation properties of P ( n ) and P (ri) can also be developed with a little effort. The cross-correlation is
and the correlation coefficient between P ( n ) and Q (iz) is where the deterministic signal s ( t ) is given by (1) and n (1) is a zero-mean, WSS Gaussian random process with autocorrelation function R(7) and power spectral density 9 (w) as in the preceding section.
Rather than studying the behavior of the energy Q (f) 
Define the kth-order spread of H ( w ) about the value w = * a to be
]'"" (26) which is minimized at
energy variance of H ( w ) .
Note also that 
In the case of a monochromatic signal, i.e., a single cosine, the approximation (31) is exact; indeed, (31) may be regarded as a quasi-extension of the concept of the eigenfunctions of linear systems. The approximation (31) is also exact if g, (t) is a unit impulse function. Otherwise, the error may be bounded according to the following result; the proof is supplied in Appendix A. First define, . The bound (34) has another useful interpretation in the special case where a ( t ) and wi (t) are bandlimited to the frequency intervals [-w,, w,] and [-w,, wJ where s,(t) = s ( t ) * gu(r) is the filtered signal and n,(t) = n ( t ) * g,(t) the filtered noise process. The remainder of this section is devoted to analyzing the system depicted in Fig. 1 . In Section 111-A, approximate expressions are Here, (35) is assumed f o r k = 1, 2, 3. The error in these derived for the energy \k (s,) of the filtered signal; and in approximations can be easily bounded by using Theorem Section 111-B, for the moments of the energy Ik (nu) of the 1; simply stated, the validity of (35) requires that the defiltered noise process. In Section 111-C, the statistics of rivatives of g,(t) of order up to 3 must be of short dura- is given by (36). Then, 
Theorem 2, while intuitive in view of Theorem 1, requires separate proof (given in Appendix B). However, both in Theorem 2 and the approximations (35)-(37), the error bounds are reduced by selecting g,(r) to be of short duration and to have derivatives of up to order 2 of short duration. Slightly looser but intuitive bounds also apply when a(?) and/or w , ( t ) are bandlimited (34).
B. Filtered Noise Approximations
Denote the autocorrelation of the filtered noise process n,(t) in (30) by R,(7) with associated power spectral density 9,(w) = I G,(w)(* 9 (w). Of interest are the values that the (2 k)-th derivatives of R,(T) take at the origin
An important, but nontrivial approximation will routinely be used (41) where for a E R we define 8L2"(cx) = ( -1 ) '~r~~l G,(a)(*I',, (42) with the concentration of noise power within the passband of the filter g,,(t). The veracity of the approximation (41) requires some assumptions that are made clear in Theorem 3 (proved in Appendix C).
7'heorem 3:
Rf"(0) and Rf"(a) are given by (41)-(43). Then, (44) where @'max = sup, I 9 ( w ) l and V$' is given by (26). 0
Careful examination of (44) reveals that, for arbitrary a , the validity of the approximation (41) and (42) requires two important assumptions. First, the spread must be small; this occurs when cx = o, and when the bandwidth of H ( w ) is small. Thus, the filter G,(w) must be narrowband and a must fall near the center of the passband of G,(u), Le., near the filter center frequency u,. Secondly, the quantity ! I -I E r l must be small; this requires either that a fall close to the filter center frequency wcr or at least that a fall within the filter passband-ifthe in-band amplitude response 1 G,(w)l is approximately flat. Fig. 2 illustrates these requirements on (45) and (46).
In the best case a = wc, the error bound (44) becomes
which relative to the approximation l?~'" (w,) given by (42) can be made constant across frequencies, for each value of k , by varying the bandwidth parameter o directly with the center frequency w,. This observation motivates the constant-Q, or wavelet scaling property of the multiband implementation described in Section V. Of course, small bandwidths will further reduce the approximation error, particularly when using (42) to approximate high-order derivatives of R,(7) at T = 0. Specific forms of the approximation (41) and (42) will be of interest. In the sequel, whenever analyzing the filtered signal-plus-noise f,(t) at time I , we will use (47) with 01 = w , ( t )
This is a novel time-valying approximation to the autocorrelation of the filtered noise process. In making such an approximation, there is a tacit assumption that wherever f,(t) is being analyzed, it is being done so with a -G,(w,)I be small. These requirements amount to specifying a narrow.
filter that is concentrated in the vicinity of the instantaneous signal frequency w, ( t ) .
When analyzing filtered noise only, it will be convenient to use (47) with CY = 0,. This will be used to compare the responses of inactive channels (stimulated by noise only) with active channels (stimulated by signalplus-noise) in the multiband analysis of Section V.
It is desirable that the contribution of the noise element to the energy operator output 9 ( fc) be minimized as much as possible. By using (48), approximations for the statistics of the energy of the filtered noise process can be obtained. From (lo), (16), and (48):
Similarly, from (12), (17) , and (48)
Clearly, both the means and the variances of * ( n o ) and 9(&) are decreased by making small, i.e., using a sufficiently narrow filter passband. But regardless of the bandwidth, from (49)-(52)
which is important within the context of taking ratios of these types of quantities. In view of ( 5 3 ) and (54), it is not unlikely that +(nu) or 9(iz,) will take a value near zero. or a negative value. In the case of a low signal-tonoise ratio, computing the ESA subsequently becomes unreliable, as found in the next section; fortunately, the use of an appropriate filtering strategy can greatly improve the predicted results. of the filtered signal-plus-noise can be approximated:
It should be reemphasized that the validity of (55) and (56) utilizes the approximation (48) which requires the assumptions depicted in Fig. 2, i. e., that the instantaneous frequency wi ( t ) at time t falls well within the passband of the filter with frequency response G,(w), and that the passband is nearly flat. Moreover, within the current analysis, without this assumption the signal component of the energy signals 9 (f,) and 9 ( j b ) will also become negligible or vanish.
Although the ratio of (56) and (55) appears to be an appealing approximation of the expected value of the ESA (4), such an approximation must be carefully justified, particularly in view of (53) and (54). From (12). (17), (181, (201, (49)-(52),
and
where p denotes correlation coefficient.
We shall now reexamine the relative values of the expected values and variances of the energy signals, only this time following the filtering operation. Defining the instantaneous signal-to-noise ratio as a ratio of instantaneous signal power to averagejfiltered noise power:
we then find that and In passing, we also note that Thus for sufficiently large SNR at time t , and if all assumptions regarding the filter are satisfied (underlying the key approximations (31), (35) and (48)), the energies 9 ( f,) and 9 ( h ) are approximately uncorrelated; if the SNR at time t is small, they have nearly a linear relationship. In view of (19) and (20), this is most accurate if the bandwidth of the system is sufficiently small.
IV. COMPUTING THE ESA IN THE PRESENCE OF NOISE
In this section, we justify the use of the ESA (4) and (5) in the presence of noise, where filtering is applied to reduce the noise contribution. Fig. 3 depicts the ESA system to be analyzed; compare with Fig. 1 . Extensive use is made of the approximations for the output moments of the energy operator * developed in the preceding section.
In addition, statistical justification of the combined filter/ ESA system is developed using approximations for the output moments of the ESA. As will be seen, it is difficult to develop statistical ESA approximations unless it is assumed that the signal-to-noise ratio is large.
A. ESA Approximations for Large SNR
f, =.r,+n, Fig. 3 . Diagram of basic ESA with filtered signal-plus-noise input However, note that Var 1 ;
Suppose that SNR, ( t ) >> 1 is sufficiently large that the ratios (62) and (63) are small; for example, using the value 0.1 to signify "small" requires [from (62) 
and Also for the second-order approximation for the variances of the ESA:
At first glance it may appear that the variances (66) and both of which become negligible at reasonably high val-(67) of the ESA (4) and (5) increase dramatically with the ues of SNR,(t). It subsequently follows from (64)-(69) that for SNR,(t) sufficiently large we may confidently assume that
If (70) an AM-FM signal component of the form (1) in the presence of noise, it becomes necessary to establish a filter passband in advance, either by estimating the local center frequency by a tracking procedure, or by utilizing a bank of bandpass filters that sample the frequency domain sufficiently densely. This is particularly important since the instantaneous signal frequencies may sweep the signal spectrum, implying that multiple filters will be involved, at different times, in capturing the modulation signal s ( t ) . Here, the second approach is explored. In particular, criteria for channel filter selection and for the design of a multiband sampling of the fre--quency domain are discussed in depth. Significantly, it is found that uniform (worst-case) performance across frequency bands is naturally ensured through the use of a constant-Q or wavelet-like scaling of the channel filters. is used as the analysis signal, i.e., it is input to the ESA. In this way. a filter is made available with large response to the signal component s ( t ) , by ensuring that the instantaneous frequency w, ( t ) falls within one of the filter subbands motivating the multiband implementations described in Section V-B. The efficacy of the operation (72) is examined in Section V-C. Thus, a filter g , containing the instantaneous frequency within its passband will likely be used in computing the ESA, yielding a stable, noiseresistant result. In this case; depicted by the dotted lines in Fig. 5 , the behavior of the ESA is well described by the results of the previous sections. Section V-C studies the strategy of utilizing the channel with maximum energy output 9 * ( t ) as the analysis channel. A similar strategy was employed using Gabor wavelets in a digital image analysis application in [4] , although the actual filter responses, rather than computed energies, were used to determine the analyzing channels.
The strategy depicted in Fig. 5 presents a novel and interesting approach to isolating an AM-FM signal that may be modified. The approach used here yields the channel having the maximum product of channel response and Teager energy. This means that the magnitude of the instantaneous frequency I wi ( t ) 1 is deemed equally important as the amplitude function (a(t)l in detecting the signal, which, while not usual, does have application. However, changing (72) to agree with more conventional criteria is straightforward. For example, the ESA may be computed for each channel, and the analysis channel selected on the basis of the maximum estimated I w , ( r ) ( (if it is desired to find high-frequency AM-FM functions), or on the maximum estimated la(r)l (if it is desired to find high-amplitude AM-FM functions, which is the most likely goal). A simple approach which well approximates the latter strategy is to modify the criteria (72) by normalizing also by Whichever method is used, the multiband strategy still affords superior predicted and demonstrated performance. In this paper, (72) will continue to be used for simplicity, and also novelty. of exposition.
A . Filter Design
Before exploring the design of the multiband implementation, criteria for selecting the individual filters comprising the signal decomposition are explored (with the multiband implementation in mind). There are a variety of criteria, some of them conflicting, that affect the design of the individual filters, or more precisely, the design of the low-pass equivalent filter H ( w ) in (22)-(24) . The architecture of the multi-band implementation will be dictated by a set of frequency translated and dilated versions of the bandpass filter G,(w) defined by (22) and (23).
As will be seen, both low-uncertainty filters [4] and filters with a flat in-band responses have certain advantages. Indeed, Theorems 1 and 2 and (35) suggest that, in order that the modeling of the deterministic problem be accurate, the channel filters be selected such that the temporal energy durations be made as small as possible, for p = 1, 2, where Ap ( e ) is given by (32). It is enough to consider p = 1 , It is not difficult to state this in a simple way as constraints on the low-pass equivalent filters h,. With g, and h, related by (22) , it is a simple matter to show that A,(g,) 5 Al(ho), and that further, for each k = 0, 1. 2. 3: there exists constants bk,i; i = 0 , * * * , k . such that 
Al,k(g,) 5
bk,, A , , k ( k ) .
r = O
Thus, it suffices to take the temporal energy durations of h, and its low-order derivatives to be small. However, by the arguments posed by Theorem 3, in order that the modeling of the statistical problem be accurate, the spectral energy duration VE'(0) given by (27) should also be taken small. Ignoring momentarily constraints on the derivatives of h,, simultaneously optimizing these criteria, by for example! minimizing the product inevitably leads form [4] h, (0
A , ( h ) V $ (0) (73)
to the minimum uncertuinry filters of the which are unit-energy Gaussian functions. The functions (22) , which are frequency-shifted Gaussians, are then the real-valued Gabor functions. A couple of points need to be considered before taking these as one possible basis for a multi-band implementation. First, in (29) it was assumed (for simplicity of exposition) that the shifted filters H,(w f w,) not have any spectral overlap; clearly, the functions (74), which have infinite support, violate this criteria. However, by taking the filter bandwidths sufficiently narrow, say one octave, the overlap will be ex-
. In any practical implementation, the filter bandwidths will be effectively limited to achieve (29). Of course. there exist other low-uncertainty filters that have strictly finite support, such as prolate functions [15], which could be used. The difference in performance, however, would likely be microscopic. Finally, in defining low uncertainty filters that minimize the product (73) the durations A l , k ( h u ) of the derivatives have been ignored. However, the low-order derivatives of Gaussians also have good timeifrequency localization properties There is another important criterion to be considered. Theorem 3 suggests the constraint (46), which implies that when a = wc, it is desirable that G,(a) = G,(w,). In other words, the passband of H ( w ) should be approximately flat. Of course, this criterion conflicts with the choice of a GaussianiGabor configuration, since the Gaussian frequency characteristic rolls off quickly within the passband, and slowly at the transition, rather than having an abrupt transition from a flat passband. While it is an interesting problem to consider the design of filters that are both low uncertainty and also have relatively flat passbands, there is no immediately apparent procedure for such a design. In any case. the error bounds described in the preceding represent worst-case performances. Therefore. simple multiband filter configurations are considered next, consisting either of Gabor functions or ideal (flat) bandpass filters. In either case the use of a multiscale, dyadic wavelet-like filter bank configuration is motivated.
B. Multiband Design
Once a basic low-pass filter H ( w ) , or basic bandpass filter G,(w) has been selected, the next step is the choice ~7 1 .
of a tesselation of the frequency axis by a set of multiple frequency translations and dilations of G,(w). Since in this development, signals are being analyzed on continuous domains, the practical assumption is made that the system of interest produces signals that fall within a specific (possibly wide) band of frequencies; of course, any real-world system approximates this hypothesis. Thus, assume the overall bandwidth of the analysis system to be fixed at an upper limit Q,, i.e., the magnitude I S(w)l of the Fourier integral s ( t ) is guaranteed to be negligible for all ( w ( > Many arguments have been put forth for the use of time/ frequency signal analysis windows having a constant width (localization) on a logarithmic scale [ 181- [21] . One of the simplest, yet most compelling observations, applies to the local analysis of monochromatic functions; lower frequencies require larger analysis windows in order to capture the signal's period. Since we are dealing with signals that may be termed "locally quasimonochromatic," similar arguments apply. However, within the current modeling framework, the bound in Theorem 3 supplies additional motivation, as discussed next.
The important approximations developed for the local noise response in the presence of an AM-FM signal, all of which are based on (48), can be improved by designing the basic filter H ( w ) according to certain prescriptions, as in Section V-A. However, the modeling error bound (47) is also scaled by Q, .
so it is necessary that the channel bandwidths be small, but more importantly, in order to maintain consistent (worst-case) predicted perforamnce across the filter channels the error bound can be made constant across the spectrum by taking the bandwidth (dilation) parameter urn for each channel G,(w) to be the inverse (up to a multiplicative constant) of the center frequency (translation) parameter w, :
_ -'Jm wm -constant; m = l ; . . , M -l which implies a constant logarithmic spacing betweeen the filters. In other words, constant-Q (wavelet scaled) filter banks will provide uniform worst-cast performance across channels.
Certainly, uniform (worst-case) performance across channels is a design criterion that may be modified. If it is desired to achieve improved performance over some sub-band of frequencies, then this can be accomplished by narrowing the filters bandwidths (using more filters) over that frequency range. Nevertheless, it is significant that the constant-Q property falls naturally out of the analysis. Given the specific goal of estimating a(r) and w i ( t ) , uniform performance for small or large values of w, ( t ) is obviously desirable unless there is a specific reason otherwise. In any case, the (worst-case) performance from each channel will depend directly on its Q. Thus, regardless of the exact filter specification, define the set of M center frequencies for the subband filters (notice the indexing from higher frequencies to lower frequencies) by a dyadic relation, yielding one-octave separation:
The baseband filter will be taken to be an unshifted (lowpass) filter:
while the subband channel filters are given by
Gabor Wavelets: The real-valued (sine) Gabor wavelets defined by ( 2 2 ) , (28), (74) and (75) are of the form
The bandpass functions (78) satisfy the usual wavelet admissibility conditions [ 181- [21] : complete orthonormal decomposition of any signal f ( t ) E L2(R) can be constructed using a basis consisting of frequency translates and dilates of (78), from which the signal may be exactly reconstructed, in principle. However, from a practical perspective, in the application being considered here, where highly specific signal components (AM-FM signals) are being extracted in the presence of significant noise, it is most important that the frequency domain be adequately sampled by the filter set, rather than ensuring the perfect reconstruction property of the filter responses.
Nevertheless, if the filter tesselation is defined such that the filters intersect at half-peak, then both criteria are satisfied. One-octave (half-peak bandwidth) Gabor filters achieve this prescription exactly. In this case the filter bandwidth parameters satisfy
(79)
We choose uM = 2uM-, for the baseband filter, in order that the filters Gw -,(w), GM(w) intersect at the half-peak responses. Fig. 6 depicts a I ] using five ideal subbands of constant (unity) octave bandwidth (except the baseband)
(1) and assume that the instantaneous frequency w, ( t ) falls within the passband of the filter G,, where for simplicity
Then from (53, and defining SNR,(t) using (61) with u = urn, the normalized expected signal-plus-noise energy is approximately where is the indicator function of the interval [ -1, 11. Thus (80) represents the ideal case of maximally flat filters also having good spectral localization, but ripple in the time domain. Although not realizable in practice, the bandpass functions (80) also satisfy the usual wavelet admissibility conditions [18] [19] . Here the prescriptions for perfect reconstruction and complete coverage of the system bandwidth are in agreement. Thus, defining center frequencies w, according to (75), (76) 80), and (81). Of course, modelling the bandpass filters as ideal is an analytic convenience. In practive, the filter characteristics may be approximated using, e.g., quadrature mirror filters [22] , related subband techniques [23], or standard bandpass filter design procedures [26] . Comments: Of course, the use of one-octave filters with one-octave separations is somewhat arbitrary in the presence of significant noise, where the signal-to-noise ratio may be low. it may be advisable to use a large number of filters having narrow bandwidths, such as (1 /2)-octave filters with (1 /2)-octave separations.
C. Channel Selection by Maximum Energy Response
In this subsection the technique (72) of selecting an analysis band for the extraction of signal frequency modulations by finding the channel having the largest energy response is studied. Suppose that the signal is given by The first term inside the brackets is clearly negligible. The second term inside the brackets will be small if the signalto-noise ratio SNR,(r) is large. Hence, it is important that the bandwidth of each channel filter be taken small to achieve large signal-to-noise ratios across all of the channels. in order that the strategy of using the channel with the maximum normalized response (72) as the analysis band will be most effective. However, the scaling by the factor wa/w:(r) does indicate that the ESA will be sensitive when it is desired to detect low-frequency AM-FM signals immersed in high-frequency noise. This is because of the strategy (72) that is used. As discussed below (72), it is possible to ameliorate this effect by computing the ESA for every channel.
The only other question concerns the behavior of the overall ESA as the instantaneous frequency w, ( t ) sweeps across channels. Conceptually, there is a discontinuity in the flow of the algorithm when there is a transition from IEEE TRASSACTIONS OS SIGNAL PROCESSING.
VOL 41. NO 12, DECEMBER 1993 one maximizing channel to another according to (72). In view of the above discussion this occurs when the instantaneous frequency makes a transition from one passband to another. However, under rather general conditions, the ESA (4) and ( 5 ) gives continuously-varying results.
In applying the energy operator \k to the signal (1) as in (3), it must be assumed that the signal s ( t ) is a twicedifferentiable function. However, if the signal is filtered first, then it is more convenient to impose additional conditions on the filter impulse response such that the ESA will be regular. Indeed, it is sufficient to assume that the low-pass equivalent function h ( t ) is continuously threetimes-differentiable, a condition clearly met by the example wavelet configurations discussed in Section V-B.
Then, the energy responses * [ f m ( t ) ] ; m = 1, * * , M will all be continuous functions [see (B.6)], as will be the associated energies -$' [ fm ( t ) ] necessary for the ESA computations. Since the maxima of continuous functions is continuous, the maximum Teager response ** ( t ) will also be continuous. Accordingly, the associated energy ** [ j ( t ) ] should also be continuous. In order to assure this, the energy-of-derivatives could also be computed for every channel and the maximum taken, although according to the approximation (56) this is likely unnecessary in practice. Finally, since the ESA (4) and ( 5 ) is defined in terms of continuous mappings, the ESA responses shown in Fig. 5 will be continuous functions.
Comments:
The above analysis could, in principle, be extended in a natural and interesting way by casting the channel selection problem, currently implemented via (72), as an M-ary hypothesis testing problem. Such an approach would lead to a probabilistic description of the overall multiband ESA performance as a function of the noise, the filter bandwidths, and the number of filters. Complicating this approach, however, is the necessity of expressing the necessary output conditional distributions of the Teager-Kaiser operator for a signal-plus-noise input. As indicated in Section 11, this problem is complicated even for the case of zero signal; for the case of signal-plus-noise, it is much more difficult (Section 11-C). It is for this reason that the stochastic analysis in this paper has been restricted to the computation of useful moments of the energy operator output.
VI. EXAMPLES AND SIMULATIONS
In this section, examples are provided of the predicted ESA performance for a sinusoidal signal (Section VI-A) and for a chirp signal (Section VI-B). Section VI-C provides actual MATLAB simulation results, using an approximate implementation of the Littlewood-Paley filter bank described in Section V-€3.
A. Sinusoidal Signal-Monochromatic Noise sinusoidal signal
As an instructive example consider the case of a pure
where the signal frequency falls in an assumed frequency interval: wo E [0, 11 (i.e., Q, = 1 for simplicity). Further assume that the signal is embedded in zero-mean, additive Gaussian monochromatic noise n ( t ) with autocorrelation
We shall now study the efficacy of the overall system depicted in Fig. 5 , using the Littlewood-Paley wavelet configuration (80). This example (82) and (83) is canonical, since nearly all of the approximations [except (64)-(67)] made prior to this point hold exactly, provided that wo and w , fall into different frequency bands, although that case will be considered as well. Of course, this example represents the simplest possible case, where there is no information in the AM-FM signals. It is an important application, since it is often of interest to capture a dominant sinusoidal signal in the presence of other random periodic signals(s). The example also provides insights into the general performance of the ESA in the presence of filtered noise; for signals having slowly-varying modulating functions, this example is largely applicable. Of course, if either or both of the signal amplitude and the signal phase vary with extreme rapidity, then the approximations, particularly those developed in Theorems 1 and 2 , are not guaranteed to be close. One interpretation of this, however, is that it is simply quite difficult to track a signal with rapidly fluctuating AM or FM information.
Assume that the signal frequency The responses of all other channels will be zero. The ratio of (84) to (85):
( ; ) (z) 2 makes it clear that for sufficiently large signal-to-noise ratio a&: > 2A2w:. the correct channel Gm(u) will pro-vide the largest energy response, resulting in an exact ESA computation (4) and (5). Otherwise the approach will clearly fail, corresponding to the case where there exists a periodic noise signal burying the signal of interest. However, the main point to be made is that, once the correct channel is selected, the ESA performs extremely well.
Comparison-Without Filrering:
It is interesting to compare the performance of the energy operator in the preceding with the case where the energy operator and ESA computations are not preceded by bandpass filtering. In this case, the exact expectations of the signal energies are
which is a weighted linear combination of even powers of the signal (wo) and noise ( w , ) frequencies. Hence, even in the case of a fairly large signal-to-noise ratio, the ESA computations will be inaccurate, since, in the best case [from (64) and (65) 
over the time window t E [l / ( 2 M~o ) , 1 / ( 2 w 0 ) ] . Over this span the instantaneous frequency q ( t ) = 2wot of (86) will, for each t , fall within the frequency interval [2' -M , 11 (again taking Q, = 1 and avoiding the baseband for simplicity of exposition). In order to model the way in which the ESA computation passes between channels, it is convenient to first consider the signal to be noisefree. Then, the performance of the multiband ESA can be analyzed in the signal-plus-noise case using this information.
This time we utilize the Gabor wavelet configuration. From (36) and (37), the normalized energies of the response of the filter (80) to the chirp (86) at time t are Selecting the (index of the) analysis channel as a function of time then follows from ( 7 2 ) and (87):
if it is assumed that From (75) and (81), it follows that rn = m * ( t ) for not surprisingly, higher-frequency filters analyze the signal over larger time windows, since they are allocated larger pieces of the spectrum. Fig. 8 depicts the intervals over which each filter g m ( t ) will be "active," viz., for which rn = m*(r) in (88), f o r m = 1, 2 , 3, 4 = M -1 using the set of 5 wavelets depicted in Fig. 7 , after appropriately scaling the filters to cover the frequency range [0, I ] . Note again that the example was designed such that the baseband filter does not become active.
The effects of noise on the multiband energies of the chirp signal are considered next. This time, assume the signal s ( t ) to be immersed in zero-mean, additive Gaussian white noise with power spectrum Of course, for this noise model, image prefiltering using bandpass filters is an absolute necessity, since the energy operator * cannot be meaningfully applied to a white noise signal. In-Bund Energy Moments: Assuming that rn = m* ( t ) , i.e., that at time t the channel filter Gm ( 0 ) contains the instantaneous frequency q ( t ) = 2wot (regardless of whether g,(t) is correctly selected as the analyzing wavelet), then from (43), (55)-(58), the normalized energy moments are given by (86) into rime intemals ober which different Gabor wavelets from the set of five depicted in Fig. 6 will be "active." For narrowband channel filters, these approximations yield accurate approximations for the moments of the responses of any channel to a pure noise stimulus.
Channel Selection:
Observing from (88) that 2wot > (9/8)2-" for m = m*(t), the ratios of (89) to (93) and (90) to (94) are respectively bounded below by 
where
For snro large, the in-band channel will dominate the other (noise) channels. Thus, the channel containing the local signal frequencies (the in-band channel) will be selected as the analysis channel with a high probability. However, from (97) and (98) it may again be observed that the energy operator has increased sensitivity when the signal to be detected is lower frequency, and immersed in highfrequency noise [see the discussion below (72)].
ESA Computation: If the correct channel is selected, then since the ratio of the square of (89) to (91), and of the square of (90) to (92) are both bounded below by 2" + 2 J l n z snrO then for reasonably high snro the normalized energies satisfy Hence, when snro is large, the computation of the ESA using the channel that yields the maximum normalized energy response will yield the desired ESA computations
C. Simulation Results
In order to verify the predicted results developed in the preceding, the multiband ESA was implemented and applied to several interesting signals, using the MATLAB Signal Processing Toolkit [25] . In all of the examples the filters in the Littlewood-Paley filter bank (80) were approximated by equiripple (Chebyshev) FIR bandpass filters numerically designed using the Parks-McClellan algorithm [26] . The filters are all of order 101. As in the preceding analysis, five channel filters were used (including baseband). The frequency response magnitudes of the five filters are shown in Fig. 9 ; note that unity-magnitude passbands were used to simplify the computation of (72). The ESA results in the simulations were computed using the discrete-time Teager-Kaiser energy operator [9] ; while the theoretical development of the discrete-time operator/ ESA is nontrivial (and hence not developed here), implementation of it requires only minor modifications relating primarily to sampling approximations that do not present an issue in the context of these simulations.
In the first simulation example, a digital implementation of the multiband ESA was applied to a signal composed of a sum of two sinusoidal functions, one with magnitude 1.0 and 1000 Hz frequency, and the other with magnitude 0.2 and a 2000 Hz frequency. The signal (and all other simulated signals) were sampled at a rate of 10,000 Hz. This example corresponds to the analysis in Section VI-A, where one of the sinusoid components may be considered to be noise. Fig. 10 signal amplitude and the signal frequency of the component having the largest energy were approximated with a high accuracy, although a small ripple in the computed 3259 result may be observed. By comparison, Fig. 1O(c) and (d) show the computed ESA results without filtering. In this case, the ESA result is extremely poor and cannot even be considered to be useful. Fig. ll(a)-(d) depicts a similar result, only this time the signal is a unity-magnitude 1000 Hz sinusoid added to a 1200 Hz sinusoid with magnitude 0.3. Similar high-quality results were obtained, demonstrating the capability of the multiband ESA to provide excellent resolution, provided that the signal components do not fall within the same band. Fig. 12 (a) depicts a chirp signal having a 3000 Hz/second sweep rate (1000 Hz initial frequency), immersed in additive Gaussian white noise. The signal-tonoise ratio (SNR) is 15 dB. Fig. 12(b) and (c) depict the result of the multiband ESA computation; again, the^ results are highly accurate, although there is noticeable fluctuation in the estimate of the amplitude. If plotted, the estimated instantaneous frequencies could not be discerned, since they fall directly on the plot of the computed result. The root-mean-squared (rms) error relative to the ideal was computed for both the AM and FM estimates, and found to be 0.039 (AM rms error) and 11.4 Hz (FM rms error). By comparison, Fig. 12(d) and (e) shows the ESA computation obtained without any filtering. The computed rms values were 0.77 (AM rms error) and 594.17 Hz (FM rms error). Clearly, the multiband approach affords a vast improvement. Both results (with and without filtering) could be improved by some kind of postprocessing, e.g., low-pass or median post-smoothing, but, in any case far superior results are clearly obtained by using the multiband approach to isolate the signal information. and without filtering in Fig. 13 (e) and (f) (AM rms error = 0.27, FM rms error = 543.41 Hz). Again, the multiband ESA results present enormous improvement over the simple ESA computation.
Finally, Fig. 14(a) depicts an AM (20 Hz) noisy chirp signal (SNR = 15 dB) with initial frequency 2400 Hz and a 3000 Hz/sec sweep rate. Fig. 14(b) and (c) depict the results of the multiband ESA computation. The computed errors were found to be 0.044 (AM rms error) and 59.8 Hz (FM rms error). This last example is presented since the instantaneous frequencies of the chirp signal component sweep well across a transition from one channel passband to another, demonstrating the sustained, continuous performance of the multiband ESA as predicted in Section V-C. Fig. 14(d) depicts the transitions between the two highest frequency channels (labeled as channels 2 and 1) that were automatically selected by the multiband ESA algorithm according to the maximum criterion in (72). Clearly, (72) oscillates quite a bit between channels 2 and 1 near the theoretical cross-over point of 2500 Hz. This is not surprising, since the filter transition width is about 50 Hz, and the chirp sweep is fairly slow, Of course, the oscillation between channels is not undesirable; rather, it is a natural consequence of the maximizing criterion (72), and demonstrates the robustness of the multiband ESA for the main goal AMiFM demodulation in the presence of noise. Finally. Fig. 14(e) shows that a single switch from channel 2 to channel 1 does occur (at 2500 Hz) when the multiband ESA is applied to the same signal 14(a), but without noise.
VII. CONCLUSION
This paper has developed a multibandiwavelet-like approach for capturing AM-FM information from noisy modulated signals. An in-depth statistical analysis was presented of the nonlinear energy operator 9 (s) = (S)' -sf, and of a related energy separation algorithm (ESA). It was demonstrated that overall approach is greatly improved by first filtering the observed signal with multiple bandpass filters, and at each instant analyzed using the dominant local channel response. Importantly, uniform worst-case performance across the spectrum can only be attained by using a constant-Q, or multiscale wavelet-like filter bank.
Future work that remains to be accomplished includes the analysis of digital implementations of the systems described herein, using the discrete-time Teager-Kaiser energy operator [ 5 ] , and also extensions of the paradigm that will allow for the analysis of multicomponent AM-FM signals of the form
K
The problem then involves the tracking of multiple components that may merge, vanish, or possibly contains discontinuities. Although the problem is difficult, we suspect that the applications of the model (99) will be very widespread. 
(B.6)
The proof follows by applying Lemma 1 to the first term of (B.6) with g , = g2 = g o , by also applying Lemma 1 to the second term of (B.6) with g , = go, g2 = g, and by taking the differences of the respective approximations to yield (35). The bound (39) follows easily by applying the triangle inequality to the sum of the errors of these approximations.
0
Note: Equation (B.6) has also been used in [27] as an alternative way of applying the energy operator to sampled, bandpass-filtered speech signals, as a means for reducing the discretization effects introduced by using discrete derivative operators to approximate \E.
