In this paper, our work is aimed to show the fractional maximal gradient estimates and point-wise gradient estimates for quasilinear divergence form elliptic equations with general Dirichlet boundary data:
Introduction and main results
The main goal of the present paper is to obtain the gradient estimates of solutions to following quasilinear divergence form elliptic equations: div(A(x, ∇u)) = div(f ) in Ω, u = g on ∂Ω, (1.1) in the weighted Lorentz spaces. Moreover, the problem is considered under the assumption that domain Ω is Reifenberg flat domain of R n (n ≥ 2), and the small BMO (Bounded Mean Oscillation) condition on A. Here, the nonlinearity A is a Carathédory vector valued function only satisfying the growth and monotonicity conditions: there holds
A(x, ξ) − A(x, η), ξ − η ≥ Λ 2 |ξ| 2 + |η|
for every (ξ, η) ∈ R n × R n \ {(0, 0)} and a.e. x ∈ R n , Λ 1 and Λ 2 are positive constants. This operator and its properties are emphasized in Section 2. Additionally, boundary data g ∈ W 1,p (Ω; R) for some p > 1 and f ∈ L p ′ , p ′ is the exponent conjugate to p. The Reifenberg flat domain was first introduced in 1960 by E. Reifenberg [53] when he studied on the solution of the Plateau problem. It appears and plays an important role in the theory of minimal surface and free boundary problems. In the Calderón-Zygmund theory for various elliptic and parabolic partial differential equations, when the roughness of the domain is discussed or some boundary regularity results more than Hölder is expected, the Reifenberg domains are then studied and considered. For instance, the regularity of the elliptic kernel (for example, Poisson kernel) and harmonic measure are earlier shown in many fine papers by C. Kenig and T. Toro in [26, 55, 27, 28] . Geometrically, Reifenberg domains include domains with rough fractal boundaries, that can be confined by two hyperplanes inside and outside of the domains. The Reifenberg domains are flat in the sense that their boundaries can be well approximated by planes/hyperplanes and they are geometrically invariant with respect to the chosen scale. This class of domains include all C 1 -domains, Lipschitz domains with small Lipschitz constants, and domains with fractal boundaries. There are also many published papers working on Reifenberg flat domains, their properties and applications, that can be found in [34, 35, 36, 14, 43] and related references therein.
Regularity of solutions to elliptic problems with homogeneous Dirichlet problem (zero Dirichlet boundary data) is an interesting topic. The regularity theory in various function spaces has attracted attention of mathematicians for many years. Under various assumptions of domain Ω, the vector field A and functional data f, g, there have been increasing interests in studying on gradient estimates of solutions. The reader can find a plenty of materials related to this topic by E. DiBenedetto in [15, 37, 38, 39, 16] , by T. Iwaniec in [25] , S. S. Byun et al. in [7, 8, 9, 10] and further generalization to this type of homogeneous equation are the subjects of [12, 2, 13, 4, 6, 30] and their related references. Later, more general extensions of regularity to the non-homogeneous quasilinear elliptic equations of the form div(A(x, ∇u)) = div(f ) in Lorentz-type spaces, as well as in Morrey-type spaces were discussed and addressed in many papers, such as [49, 50, 58] .
Our aim in this paper is that to present the estimates and point-wise estimates on gradient of solutions to (1.1) in weighted Lorentz spaces, where Ω is Reifenberg flat domain, the vector field A satisfies the growth, monotonicity conditions with small BMO. More precisely, our approach relies on the gradient estimates and point-wise estimates for solutions in terms of fractional maximal functions and Riesz potentials. To our knowledge, the technique using maximal functions was first presented by F.
Duzaar et al. in their famous papers [17, 18] , and later there have been a lot of works developed following this introduced method. The main tool of our work is that we rely on the methods introduced in [48] and those of our previous papers in [56, 57, 58] relate to this subject. The results obtained here are comparable with such an approach in [49] , but in our present paper, there is no differentiation assumed for the nonlinearity A(x, ξ) with respect to ξ. It also emphasizes that in our regularity results, we obtain the weighted Lorentz gradient norm estimates in term of fractional maximal functions M α , for 0 ≤ α < n, stronger and more general than those considered in previous works.
Let us now give precise statements of our main results, via some main theorems presented as below.The first theorem is also called the "good-λ" theorem for weighted context. For the unweighted case, the proof of this theorem was well-proved in our previous work [58] .
and u be a weak solution to (1.1). For any ε > 0, λ > 0 and R 0 > 0, there exist some constants δ = δ(n, ε,
Here, we note that the constant C depends only on n, p, α, ε,
Throughout the paper, the denotation diam(Ω) is the diameter of a set Ω defined as:
diam(Ω) = sup{d(x, y) : x, y ∈ Ω}, and A ∞ the Muckenhoupt weights will be described in Section 2 later. Moreover, here and hereforth, for simplicity, the set {x ∈ Ω : |g(x)| > Λ} is denoted by {|g| > Λ}. The following theorem B establishes the estimates on gradients of solutions in term of fractional maximal functions.
The constant C here depends only on n, p, α, ε,
In recent papers [32, 33, 46] , T. Kuusi and G. Mingione firstly proved the pointwise gradient estimates for solutions to elliptic equations with measure data, in terms of the so-called Riesz potential. Our motivations here arise from their research papers, and that the problem of deriving point-wise estimates needs the appearance of linear/nonlinear potentials. These give rise to action, we also prove in this paper the point-wise gradient estimates of solutions in term of Riesz potential I β stated via Theorem C as follows.
,p (Ω; R) and u be a weak solution to (1.1) in a (δ, R 0 )-Reifenberg flat domain Ω for sufficiently small δ > 0, with [A] R 0 s 0 ≤ δ for some R 0 , s 0 > 0. Then for any α ∈ [0, n), β ∈ (0, n), 0 < q < ∞, the following point-wise estimate
holds for almost everywhere x ∈ R n .
Furthermore, the problem context also includes many applications. We believe that the method introduced in our work can also be extended to address the study on existence of solutions for some more general problems of this type. Particularly, in this manuscript, as an application, we are concerned with the existence of solutions to equations of the type: 5) and our proof rests on the well-known Riesz potentials and the Riesz capacity condition. Let us now state the existence theorem that we are currently interested in.
s 0 ≤ δ for some R 0 > 0 and the functional data |F| p := |f | p p−1 + |∇g| p satisfies the following inequality
for any compact set K ⊂ R n with dµ = |F(x)| p dx, then the equation (1.5) admits at least a solution u ∈ W 1,p (Ω) and there holds
for a constant Λ > 0.
The mentioned condition (1.6) is well-known in [59] as the so-called Riesz capacity condition, where the (α, p)-capacity Cap Iα,p (K) corresponds to the Sobolev spaces
It refers to the most popular book authored by D. R. Adams and L. I. Hedberg in [1] , see also [59, 52, 48, 3] for further information. It is of interest to find a necessary and sufficient condition to obtain the convergence result. Unfortunately, our sufficient condition (1.6) in Theorem D does not adapt to the necessary condition (1.9) which is considered in the next theorem. However, two these conditions will be the same in a special case when 
admits a renormalized solution u, then one can find a constant C such that
for any compact set K ⊂ R n .
The rest of our paper is organized as follows. We start in Section 2 by introducing/collecting some standard notations, assumptions in which our problem is formulated. Section 3 is dedicated to the interior and boundary comparison estimates on the solutions, some preparatory lemmas in this section also present a basic idea that allows us to prove results. In Section 4 we drive the so-called "good-λ" technique to obtain the gradient estimates for the fractional maximal operators and the point-wise gradient bounds for solutions in terms of Riesz potentials, the proofs of gradient estimate theorems are also given in this section. The last section 5 is then devoted to proving Theorem D and Theorem E, an application that may interact with many mathematical or physical equations in many fields of science.
Notations and Preliminaries
This section consists of some necessary preliminaries in which our problem is formulated, and we also recall some well-known notations, fundamentals and results for later use herein.
Notations and definitions
In the present paper, the considered domain Ω ⊂ R n is assumed to be a bounded (δ, R 0 )-Reifenberg flat domain, whose definition is stated as follows.
Definition 2.1 ((δ, R 0 )-Reifenberg flat domain) Let δ ∈ (0, 1) and R 0 > 0. We say that Ω is a (δ, R 0 )-Reifenberg flat domain if for every x ∈ ∂Ω and r ∈ (0, R 0 ], there exists a system coordinates {y 1 , y 2 , ..., y n } such that in this coordinate x coincides the original 0 and
where we denote the set {y = (y 1 , y 2 , ..., y n ) : y n > c} by {y n > c}.
Throughout the study, we recall that the denotation B r (x) stands for an open ball in R n with radius r and centered at x, that is the set B r (x) = {y ∈ R n : |y−x| < r}. For convenience of the reader, we use |B| stands for the n-dimensional Lebesgue measure of a set B ⊂ R n . And in what follows, let us denote by Br(x) f (y)dy indicates the integral average (mean value) of f in the variable y over the ball B r (x), i.e.
f (y)dy.
In the setting of equation div(A(x, ∇u)) = div(f ), the nonlinear operator A : R n × R n → R is a Carathéodory vector valued function (that is, A(., ξ) is measurable on Ω for every ξ in R n , and A(x, .) is continuous on R n for almost every x in Ω) which satisfies the following growth and monotonicity conditions: for some 1 < p ≤ n there exist two positive constants Λ 1 and Λ 2 such that
and
holds for almost every x in Ω and every (ξ, η) ∈ R n × R n \ {(0, 0)}. Moreover, in our regularity proofs, the operator A is also assumed to satisfy a sufficiently small bounded mean oscillation (BMO) condition, that is described as below. 
where A Br(y) (ξ) denotes the average of A(·, ξ) over the ball B r (y).
Our work is also related to the class of Muckenhoupt's weights A p . This concept first appeared by B. Muckenhoupt in [47] and since then, numerous norm inequalities and boundedness of relevant operators have been established for the A p classes in various research approaches. The Muckenhoupt classes of weighted functions are closely connected with the boundedness of Hardy-Littlewood maximal functions. Let us recall the definition of the Muckenhoupt weights and derive some of their properties for later use.
Here and subsequently, by a weight ω, we mean that ω is a non-negative measurable and locally integrable function on R n . For any measurable set E ⊂ R n and the weight ω, we denote
loc (R n ) belongs to the Muckenhoupt class A p if there holds
ω(y)
and there are two positive constants C and ν such that
for all ball B = B r (x) in R n and all measurable subset E of B. In this case, we denote
Remark 2.4 In Definition 2.3, the number [ω]
Ap is called the A p constant of ω and it is well known that
Moreover, the Muckenhoupt class A ∞ is given by:
In this paper, the study will be made in the setting of weighted Lorentz spaces, defined as below. And for literature that concerning these spaces, the reader refers to [40, 41, 19] and textbooks [23, 54] for detailed information. 
In this way, when ω = 1, the weighted Lorentz space L 
Definition 2.6 (Riesz potential) Let n ≥ 2 and the Riesz potential I β of order β ∈ (0, n) of a measurable function h ∈ L 1 loc (R n ; R + ) is defined as the convolution:
Definition 2.7 (Wolff potential) Let α ∈ (0, n) and 1 < β < n α . The Wolff potential W α,β (ν) of a non-negative Borel measure ν is defined as the convolution:
We write
Fractional Maximal functions
We now recall the definition of fractional maximal function that regarding to [29, 31] . Let 0 ≤ α ≤ n, the fractional maximal function M α of a locally integrable function h ∈ L 1 loc (R n ; R) is defined by:
It is worth to remark that for the case α = 0, the fractional maximal function M α becomes the Hardy-Littlewood maximal function M. The standard and classical properties of the maximal function M can be found in many places, see for instance [22, 23] , and later also in [5] . Here we recall some well-known properties of maximal and fractional maximal operators, that will be shown in some following lemmas.
Lemma 2.8 (The principal result about maximal function, see [23] )
, there exists a positive constant C such that
Lemma 2.9 (see [23] ) Let q > 1 and 0 < s ≤ ∞, there exists a positive constant C such that
Moreover, a very important property of fractional maximal function was also obtained from the boundedness property of maximal function. The detail proof of this result can be found in [57] .
Lemma 2.10 Let 0 ≤ α < n and for any locally integrable function h ∈ L 1 loc (R n ) there holds
Due to the importance of fractional maximal operators, recently in [57] , we define an additional cut-off maximal function M r α of a locally integrable function h that corresponding to M α as follows: for 0 ≤ α ≤ n and r > 0,
In the proof-of-work of the same paper [57] , we are concerned with an interesting property of the cut-off maximal function M r α , which we state in lemma below. This leads us to the key tools to achieve results in the sequel. We refer to [57] for the proof of this lemma.
Lemma 2.11 Let 0 ≤ α < n and r > 0. There exists a constant C = C(n, α) > 0 such that
for any h ∈ L 1 loc (R n ).
Comparison results
In this section, we present some local interior and boundary comparison estimates for weak solution u of (1.1) that are essential to our development later. It is also remarkable that in some statements below and in what follows, we shall adopt the denotation C for a suitable positive constant that is not necessary the same from line to line in each occurrence.
First of all, we can exploit the following integral estimate on gradient of solution u to (1.1), with respect to initial data f and g.
(Ω) and u be a weak solution of (1.1). There exists a positive constant C = C(n, p,
Proof. By using u − g as a test function of equation (1.1), we obtain
Taking into account both conditions of operator A in (2.1) and (2.2), it deduces that
Finally, we may easily obtain (3.1) by combining the Hölder and Young's inequalities from this estimate.
Interior estimates
Let us fix a point x 0 ∈ Ω and R > 0 such that B 2R (x 0 ) ⊂ Ω. We derive herein a comparison estimate between the weak solution u to (1.1) and the unique solution w to the homogeneous problem
via the following lemmas.
Lemma 3.2 Let w be the unique solution to equation (3.2) . Then there exists a positive constant C = C(n, p, Λ 1 , Λ 2 ) such that
Proof. Here, the proof is sketched in the similar way to that in [58, Lemma 4.3] . By choosing u − w − g as a test function of equations (1.1) and (3.2), where g = g in B 2R (x 0 ), we obtain that
Note moreover that by two conditions (2.1) and (2.2) of A, we deduce from (3.4) that there exists a positive constant C depending on Λ 1 , Λ 2 such that
Applying the following estimate
We use Hölder's inequality to estimate the first term on the right hand sidê
In order to estimate the other terms, we apply the following inequality (3.8) which is a consequence of Hölder's inequality and Young's inequality. More precisely, by applying Hölder and Young's inequalities, we obtain that for any ε > 0, there exists m = m(p, q, ε) > 0 such that
where q is the Hölder conjugate exponent corresponding to p > 1. It is straightforward to see that these following inequalities hold:
where m 1 , m 2 , m 3 depend on ε and p. For a chosen value ε = 1, these above estimates (3.6)-(3.11) conclude our interior estimate (3.3) holds. Here, it is noticeable that the constant C depends only on n, p and two positive constants Λ 1 , Λ 2 from conditions of A.
We next recall in Lemma 3.3 that the gradient of weak solution w satisfies a wellknown "reverse" Hölder integral inequality with increasing supports. It was discovered by Gehring (see [20] , [21, Theorem 6.7] ) and the applications of this inequality play an important role in development of mathematical analysis. Technique of using this inequality with small exponents to gradient estimates was proposed by G. Mingione et al. in their fine paper [44] when the problem involves measure data. The reader is referred to [51, 56, 45, 48, 24] and materials therein for the proof of this inequality and related results in similar research papers. 
for all r > 0 and y ∈ Ω such that B 2r (y) ⊂ B 2R (x 0 ).
The following lemma 3.4 states that in order to obtain the local bounds for solution w of (3.2), the small BMO condition of A is also stressed here. We refer the reader to [42] for the proof of this lemma.
Lemma 3.4 Let v be the unique solution to the following equation
Then there exist two positive constants 13) and
where Θ 1 is given in Lemma 3.3 and
The comparison theorem between solution v to (3.12) and the weak solution u to (1.1) can be stated and proved concisely, as indicated below. 15) and
Proof. By (3.3) in Lemma 3.2, we have the following estimate
Moreover, by Lemma 3.3 and (3.13) in Lemma 3.4, there holds
Combining this estimate together with the one inferred from (3.17), we obtain (3.15).
On the other hand, the following estimate is obtained from (3.14) in Lemma 3.4,
It concludes that the estimate (3.16) holds by using (3.18) and Lemma 3.2, we also note here that [A] R s 1 ≤ δ ∈ (0, 1) by the small BMO condition.
Boundary estimates
Now we come to the proof of the comparison estimates up to the boundary. Let us assume that Ω is a (δ, R 0 )-Reifenberg flat domain with δ ∈ (0, 1/2], for x 0 ∈ ∂Ω, 0 < R < R 0 /6 and w is the unique solution to the following problem
Lemma 3.6 Let w be the unique solution to equation (3.19) . Then there exists a positive constant C = C(n, p, Λ 1 , Λ 2 ) such that
Lemma 3.7 Let w be the unique solution to equation (3.19) . Then there exist constants
Let us set r = R(1−δ). Since Ω is a (δ, R 0 )-Reifenberg flat domain with δ ∈ (0, 1/2], there exists a coordinate system {y 1 , y 2 , ..., y n } with the origin 0 ∈ Ω such that in this coordinate system x 0 and
where B + r (0) = B r (0) ∩ {y n > 0}.
Then there exist positive constants
where Θ 2 given in Lemma 3.7 and
Because of the fact that L ∞ -norm of ∇v up to the boundary may not exist if ∂Ω is not regular enough, we consider U as the weak solution to an another problem divA Br(0) (∇U ) = 0, in B + r (0),
Lemma 3.9 For any ϑ > 0, there exists δ 0 ∈ (0, 1/2) such that if v is a solution of (3.22) under hypothesis (3.21) with δ ∈ (0, δ 0 ), there exists a weak solution U of (3.25) satisfying
and 27) for some constant C = C(n, p, Λ 1 , Λ 2 ) > 0.
Theorem 3.10 For any ϑ ∈ (0, 1), there exists δ 0 ∈ (0, 1/2) such that if Ω is a (δ, R 0 )-Reifenberg flat domain with δ ∈ (0, δ 0 ) and A satisfies a (δ, R 0 )-BMO condition, there exists a function U such that
Proof. We first remark that we may assume 0 ∈ Ω and there exists δ 0 > 0 small enough such that for all δ ∈ (0, δ 0 ) then condition (3.21) and the following estimate hold
where r = R(1 − δ). Let w and v be solutions to (3.19) and (3.22) in Lemma 3.7 and Lemma 3.8 respectively. By Lemma 3.9, for any ϑ > 0 there exists a small positive constant δ > 0 such that there exists a function U satisfying (3.26) and (3.27). We may deduce from (3.20) that
Combining (3.26) and (3.23) with notice (3.30), one gets that
which follows to (3.28) from (3.31). On the other hand, we obtain from (3.30) that
In order to obtain (3.29), we need to estimate the second and third terms on the right hand side of (3.32). The second term can be obtained by (3.24) as follows
Thanks to (3.27) and (3.23), we may estimate the last one
We can finally obtain (3.29) by taking into account these estimates, (3.20) and (3.31) to (3.32).
Global gradient estimates
We devote this section to proving our main results in theorems A, B and C that were stated in the introduction.
To obtain the proof of theorem A, we require the following lemma 4.1, the very important ingredient. The utility of this lemma normally relies on the Vitali type covering lemma (to cover a set G by a countable family of pairwise disjoint closed balls) and the Lebesgue differentiation theorem (to control the size of the set on which the integral average can be large in terms of the L 1 -norm), that are widespread in harmonic analysis. It refers to [60] , the famous result in measure theory of Euclidean spaces, noticed by G. Vitali and later various literature concerning its modifications and applications [11, 61] . The use of Vitali's covering lemma combining with maximal function techniques was first introduced by F. Duzaar and G. Mingione in [17, 18] . Further, several references [10, 8, 42] are also worth to read in solution estimates for elliptic and parabolic equations/systems. Lemma 4.1 Let Ω be a (δ, R 0 )-Reifenberg flat domain with δ > 0 small enough and let ω be an A ∞ weight. Suppose that the sequence of balls {B r (z i )} N i=1 with center z i ∈Ω and radius r ≤ R 0 /10 covers Ω. Let V ⊂ W ⊂ Ω be measurable sets for which there exists 0 < ε < 1 such that:
Then, there exists a constant
Proof of Theorem A. The proof of Theorem A uses a technique similar to that appearing in [48] for the problem with measure data, but we later develop it to our framework here. Let us consider two sets
for any λ > 0, where the constants σ, κ will be specified later. Once having the Lemma 4.1 at hand, we outline the main steps that need to prove the sets V , W satisfying all the assumptions, i.e., for any ε > 0 there holds
We outline the main steps in the proof following above conditional lemma. More precisely, we first show that (i) holds. Without loss of generality, we may assume that V = ∅, then there exists
By Lemma 2.8, the boundedness property of maximal function M from
Applying the boundedness property of fractional maximal function M α in Lemma 2.10, there holdŝ
for any λ 0 > 0. In this formula, let us choose
which follows thatˆΩ
For the sake of readability, in some inequalities follow, the constants C i appearing might vary and must be indicated precisely. As such, this makes sense when we choose the value ε > 0 in the statement of theorem at the end of proof depends only on a specific final constant. Plugging the validity of (4.3) to (4.2) and (3.1) from Proposition 3.1 to infer that
Thanks to (4.1), it deduces from (4.4) that
In view of the definition of Muckenhoupt weight A ∞ , we get by (4.5) that
where κ is small enough satisfying κ ≤ σε 1/ν , we then immediately obtain (i).
Let x ∈ Ω, r ∈ (0, 2R 0 ] and λ > 0, the remainder will be dedicated to the proof of (ii), and the proof performed via a contradiction. Let us assume that V ∩ B r (x) = ∅ and B r (x) ∩ Ω ∩ W c = ∅, i.e., there exist x 2 , x 3 ∈ B r (x) ∩ Ω such that
We will show that
which is a contradiction by Lemma 4.1. Indeed, for any y ∈ B r (x), it is easy to see that
which follows from (4.6) that
Similarly, for any y ∈ B r (x), for all 0 < ρ < r and z ∈ B ρ (y), since B ̺ (z) ⊂ B 4r (x 2 ) for any ̺ ≥ r, we also obtain that
Moreover, by the definitions of M and M α , we can conclude from (4.8) and (4.9) that
for all y ∈ B r (x). Thanks to (2.6) in Lemma 2.11, we obtain that from (4.10), it provides
Hence if σ is chosen satisfying σ > 4 n , then for any λ > 0, by (4.11) there holds
We remark that if B 8r (x) ⊂ R n \Ω then V ∩B r (x) = ∅. So we need to consider two cases:
x is in the interior domain B 8r (x) ⊂⊂ Ω and x is near the boundary B 8r (x) ∩ ∂Ω = ∅.
And the proof in each case consists in matching the comparison estimates of Lemmas and Theorems in the interior domain and on the boundary.
Let us now consider the first case B 8r (x) ⊂⊂ Ω. Let v be the unique solution to (3.12) with B R (x 0 ) = B 4r (x). Thanks to Theorem 3.5 with the fact
and deduce from (4.14) that
which implies from (4.12) that
Using again the bounded property of the fractional maximal function M α in Lemma 2.10, we obtain from the above estimate and (4.16) that
By the definition of the Muckenhoupt weight ω ∈ A ∞ , we deduce (4.7) from (4.17), that means
where κ and δ are small enough such that
Let us next consider the second case when x is near the boundary B 8r (x) ∩ ∂Ω = ∅. Let x 4 ∈ ∂Ω such that |x 4 − x| = dist(x, ∂Ω). We remark that
Applying Theorem 3.10 with B 6R (x 0 ) = B 540r (x 4 ) and ϑ ∈ (0, 1) with notice that
As in the proof of the first case, thanks to (4.6), it follows from the above estimates that
Therefore, for σ ≥ max{4 n , 2 p C 9 , 2 p C 18 }, we may conclude that
By the definition of Muckenhoupt weight ω ∈ A ∞ , this follows that
To complete the proof, all we need is to choose κ, δ, ϑ positive and small enough such that
Proof of Theorem B. By Theorem A, for any ε > 0 and λ > 0, there exist some positive constants δ, s 0 , σ and κ such that if Ω is a (δ, 18) where W = {MM α (|∇u| p ) > λ} ∩ Ω and
We deduce from (4.18) that
By the definition of the norm given in (2.3), one has
Changing the variable λ to σλ within the integral, we get that
Thanks to (4.19) , it follows from (4.20) that
Making the change of variables again in the second integral on right-hand side, we obtain that
Finally, the proof is complete by taking σ s (2Cε)
To complete the last studies of this section, we also prove the theorem C which relates the point-wise estimates for the Riesz potential. We first state and prove the following simple lemma.
for all ω ∈ A 1 , then 22) for almost everywhere z ∈ R n .
Proof. Firstly, let us consider ω 0 (x) = |x| 1−n , x ∈ R n . It is easily seen that ω 0 ∈ A 1 . In other words, there exists a constant C 0 > 0 such that
By applying Fubini's Theorem, it concludes that for all h ∈ L 1 loc (R n ; R + ), there holds
which implies that I β h ∈ A 1 . For any z ∈ R n and ε > 0 small enough, we may choose
|y − x| n−β dxdy.
And it follows that
Bε(z)
The assertion (4.22) of lemma completes by passing ε to 0 in (4.23).
Proof of Theorem C. Applying Theorem B, we obtain at once that for any α ∈ [0, n), 0 < q < ∞ and ω ∈ A ∞ , there exist some positive constants δ, s 0 such that if Ω is a (δ, R 0 )-Reifenberg flat domain satisfying [A] R 0 s 0 ≤ δ for some R 0 > 0, then
which is equivalent to
Thanks to Lemma 4.1, it yields the following point-wise inequality:
for almost everywhere x ∈ R n . The proof is then complete.
Application
In this section, we apply the point-wise estimate in Theorem C to study the solvability of the generalized equation (1.5):
where β ∈ (0, n), p > 1, q > 0 and the same hypotheses of the domain Ω and the data f , g in Theorem C. In particular, we show that this equation admits at least one solution under an additional condition related to the Riesz capacity assumption on the data. Moreover, we also show that this type of condition is necessary for the existence result. Our key point is based on some comparison estimates on Riesz and Wolff potentials which are firstly discussed in the next subsection.
Comparisons on Riesz and Wolff potentials
Let us first recall the following lemma which links a condition on the Wolff potential of a measure with a Riesz capacity assumption in the whole space. We refer the reader to [52] for the proof of this lemma.
, s > β 2 − 1 and ν ∈ M + (R n ). Two following statements are equivalent:
holds for any compact set K ⊂ R n , for a constant c.
(ii) The inequalityˆR
holds for any ball B r (x) ⊂ R n .
The next lemma is directly a consequence of [3, Lemma 2.1]. The detail proof can be also found in [3] .
Lemma 5.2 Let k, m ∈ R + and s ∈ R. Assume that H : R + → R + is a non-decreasing function. There exists a positive constant C = C(k, m, s) such that
Using Lemma 5.2 and Proposition 5.1, we can perform some comparison estimates between Riesz and Wolff potentials.
Lemma 5.3 Let β 1 , β 2 ∈ (0, n). If q > 0 and ν ∈ M + (R n ) then there exists C 1 depending on β 1 , β 2 , n, q such that
If 0 < q < n n−β 1 and ν ∈ M + (R n ) then there exists C 2 depending on β 1 , β 2 , n, q such that
Proof. We remark that the Riesz potential I β 1 defined by (2.5) can be also rewritten as the following form
For every x ∈ R n , with notice that B ̺ (x) ⊂ B 2̺ (y) for all y ∈ B ̺ (x), one gets that
which is exactly (5.1). On the other hand, for 0 < q < n n−β 1 , we recall the following estimate on Riesz potential
which guarantees that
Applying this inequality forν = χ B 2r (x) ν, one haŝ
Basing on this fact and notice that for all r ≥ ̺ > 0, since B r (y) ⊂ B 2r (x) for any y ∈ B ̺ (x), we may estimate as below
Thanks to Lemma 5.2, we obtain from above inequality that holds for any compact set K ⊂ R n and for a constant θ. There holds
Proof. By Proposition 5.1, the fact that the inequality (5.3) holds for any compact set K ⊂ R n is equivalent tô We next to show that one can find Λ > 0 such that the mapping T : S → S, v → T (v) = u defined by (5.10) is well-defined. In other words, we need to prove that u = T (v) ∈ S for all v ∈ S. Indeed, thanks to Lemma 5.5, one obtains the following estimate which yields that u ∈ S. We remark that in the last inequality, we may easily choose Λ > 0 such that C * (CεΛ pq p−1 + 1) ≤ Λ for some ε small enough. On the other hand, it is easy to check that the set S is convex, closed, the mapping T is continuous and T (S) is precompact under the strong topology of W 1,p (Ω). By the Schauder fixed point theorem, the mapping T admits at least one fixed point in S. Finally, the estimate (1.7) is obtained by the definition of S in (5.9). It completes the proof.
We now give a proof of Theorem E. We emphasize that the equation (1.8) considered in this theorem is simpler than (1.5) just for simplicity of the computation. It implies that the following inequality holds for any ball B r (x) ⊂ R n : This implies to (1.9) with notice that µ(K) ≤ ν(K).
