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ABSTRACT
We investigate a modification to the sum-product algo-
rithm used for decoding low-density parity-check (LDPC)
codes. The sum-product algorithm is algorithmically sim-
ple and highly parallelizable, but suffers from high mem-
ory usage, making LDPC codes unsuitable for usage in
battery powered devices such as cell phones and PDAs.
The proposed modification defines a measure of bit re-
liabilities during the decoding process. Whenever the reli-
abilityofabitisoveracertainthreshold,thebitisdeclared
decided, and its messages are no longer calculated. We
give experimental results for white Gaussian channels,
and show that the amount of memory accesses can be sub-
stantially reduced, while performance does not suffer sig-
nificantly. At a bit error rate of 10-4, the number of
memory accesses is halved, while the required transmitter
power increases about 0.3 dB.
1.  INTRODUCTION
Low-densityparity-check(LDPC)codeswereinventedby
Robert G. Gallager [1] in the early 60’s. However, despite
excellent performance and a practical decoding algorithm,
they were largely neglected for over 30 years until they
were rediscovered by MacKay and Neal [2] in the mid
90’s. Since then, LDPC codes have been found to have
performances comparable to, and in some cases exceed-
ing, those of Turbo codes [3].
The main problem in coding theory is to build a prac-
tical and efficient decoder. The decoding algorithm for
LDPC codes is inherently parallelizable, and thus suitable
for communication at high speeds. One of the main disad-
vantages, however, is large memory requirements for im-
plementations that are not fully parallel. A typical code
with a length of 6000 bits might require up to a million
memory accesses for the decoding of a single word. As
95% of the power is consumed in the memories, reducing
the amount of memory accesses becomes an important
concern, especially in low-power hand-held devices.
2.  LOW-DENSITY PARITY-CHECK CODES
LDPC codes are defined as the null space of a very
sparse parity-check matrix H. H has dimensions ,
and the set of valid code words are defined by the relation
. Thus code words are of length N, and
each code word contain (assuming H is full-rank) M parity
symbols. An LDPC code is typically represented by a bi-
partite graph between N variable nodes and M check
nodes, called a Tanner graph. An LDPC code is regular if
allvariablenodeshaveaconstantdegreeofj,andallcheck
nodes have a constant degree of k. For a regular LDPC
code the relation  holds.
(1) shows a simple example code with parameters
. Thus the number of parity bits is
, and the code has rate . How-
ever, H actually has one dependent row, which may be re-
moved in order to slightly increase the rate. This is always
the case when the column weight j is even, as well as with
many systematically constructed codes, but becomes a mi-
nor issue as the code length grows.
(1)
Associated with H is the Tanner graph shown in Fig. 1,
wherethevariablenodeshaveaconstantdegreeof ,
andthechecknodeshaveaconstantdegreeof .The
decoding algorithm for LDPC codes is applied directly to
theTannergraph,andworksbypassingmessagesalongits
edges.
The number and lengths of the cycles in the Tanner
graph are important, as they dilute the probabilities com-
municated by the decoding algorithm, thereby reducing
the decoder’s performance. The length of the shortest cy-
cleiscalledthegirthofthegraph.Thegirthoftheexample
code in Fig. 1 is 6, and one of the cycles are marked with
bold lines. The corresponding elements in the parity check
matrix are marked with bold 1’s in (1).
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Figure 1. Tanner graph corresponding to the code given by
H in (1). The variable nodes vn correspond to the columns
ofH,andthechecknodescmcorrespondtotherows.There
is an edge between vn and cm if and only if Hm,n = 1.
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4453.  SUM-PRODUCT DECODER
The sum-product decoding algorithm works by passing
messages representing bit probabilities along the edges of
the Tanner graph [4]. As the graph is bipartite, there are
two types of messages. The variable-to-check message
is meant to represent the likelihood that variable n
has the valuea, given the information received from check
node neighbours other than m in iteration i. The check-to-
variable message is meant to denote the probability
that check node m is satisfied, given that variable n is
locked at a and m’s other neighbours have separate distri-
butions given by their respective messages to check node
m. The probabilities are exact if the Tanner graph has no
cycles [5]. However, cycles are needed for the code to be
usable [6], and for a code with cycles the messages are ac-
curate only in the first few iterations. Decoding is done in
several phases:
Initialization
For every variable node, the prior likelihoods are ini-
tialized to the likelihood that variable n has the value a,
given channel information. Then the variable-to-check
messages  are set to the prior likelihoods .
Horizontal step
The check-to-variable messages are computed ac-
cording to the relation (2), where n1,...nl denote the neigh-
bours to check node m other than n, and [P] denotes a
function which is 1 if P is true and 0 otherwise.
, where (2)
Vertical step
In the vertical step the variable-to-check messages
are computed as
(3)
where m1,...,ml denotes the neighbours to variable node n
other than m, and is a normalizing constant chosen
such that the sum of the two likelihoods are one, i.e. such
that .
Decision step
The pseudo-posterior likelihoods are computed by
the same equation (3) as the variable-to-check messages,
except that the product is over all the neighbours to n.A
tentative decoding is created by choosing each bit indi-
vidually to the most likelyvalue, based on the pseudo-pos-
terior likelihoods .
If , is reported as the decoded word. Other-
wise the algorithm continues from the horizontal step until
the maximum number of iterations is reached.
4.  EARLY DECISION DECODING
At the end of each iteration the pseudo-posterior likeli-
hoods are computed for every variable node n.
is meant to denote the likelihood that bit n of the sent code
word is a, given the information available at the end of the
ith iteration. Figure 2 shows the ratio as a func-
tion of the current iteration for a few variables of a typical
decoding. The value of the ratio has a direct interpretation
for the first few iterations: a variable with
has a 10-c chance of causing a de-
coding error, if it is locked at its most probable value.
Generally, as seen in Fig. 2, the variables converge
quickly towards either 0 or 1. The idea of early decision
decoding is to exploit this fact by deciding variables with
high likelihoods, in order to reduce the amount of memory
accesses and the switching activity.
We define the reliability of a variable as
, (4)
and whenever cn, i is above a given threshold t, we declare
the variablenknown andstop updatingits messages. Mes-
sages are usually represented as signed-magnitude num-
bers in the log-likelihood domain. Thus the reliabilities as
defined by (4) are already available in the decoding proc-
ess.
The rate of the code used is an important factor for the
performance of the modified decoding algorithm. A code
withlowerrateneedstotransmitmoreparitybitsforagiv-
en number of message bits, and may withstand a larger
amount of noise. Both of these factors increase the proba-
bility of a decoding failure. Thus early decision decoding
is better suited for codes with higher rates.
In order to evaluate the algorithm, we define a measure
of efficiency E, which closely approximates the number of
saved memory accesses for the decoding of a particular
word. We define E as
, (5)
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Figure 2. Example of bit reliabilities for a few variables of
a typical decoding.
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446where I is the number of iterations required for the decod-
ing,diisthecumulativenumberofdecidedbitsiniteration
i, and N is the number of variable nodes. As most of the
power is consumed by memory accesses, E should also be
an estimation of the power consumption reduction. There
are however a couple of factors not captured by the meas-
ure: the average number of iterations increases slightly,
and the scheme requires some additional logic and memo-
ry to handle and remember decisions.
5.  SIMULATION RESULTS
Simulations have been made with codes of different rates
from 1/2 to 3/4. The number of message bits, K, have been
kept constant. All the codes are girth-8 integer lattice
codes [7].
Figure 3 shows the algorithm’s performance with a
rate-2/3 code with parameters (N, j, k) = (2313, 3, 9). Us-
ing a threshold oft= 5, the bit error probability flattens out
at about 10-5. Increasing the threshold to t = 6 increases
performance significantly. At a bit error probability of just
above 10-6, the algorithm requires an increased transmitter
power of 0.2 dB while the efficiency is 30%.
In Fig. 4 the performance of the threshold decoding al-
gorithm with a rate-3/4 code is shown. The code parame-
ters are (N, j, k) = (2076, 3, 12). At a bit error probability
of 10-4 an efficiency of 50% is reached with a threshold of
t=4.5.Thealgorithmrequiresanincreasedsignalstrength
of 0.3 dB. Increasing the signal-to-noise ratio further caus-
es the gap to the regular probability propagation algorithm
to increase, while the efficiency remains at 50%.
Figure 5 shows threshold decoding of a rate-1/2 code.
Unfortunately the algorithm modification provides a too
small benefit to be practically usable.
Figure 6 shows the average number of iterations re-
quired for decoding of the rate-3/4 code. An efficiency of
almost 50% is possible using a threshold of t = 5, with an
insignificant increase in the average number of iterations
required. Decreasing the threshold to t = 4.5 allows an ef-
ficiency of over 50%, but the average number of iterations
is also somewhat increased.
Figure3.Earlydecisiondecodingofan(N, j, k)=(2313, 3, 9)
rate-2/3 code. The threshold parameter is t = 5 and t = 6,
respectively.
1 1.5 2 2.5 3 3.5 4
10
−7
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
E
b/N
0 (dB)
B
i
t
 
e
r
r
o
r
 
p
r
o
b
a
b
i
l
i
t
y
1 1.5 2 2.5 3 3.5 4
0
0.1
0.2
0.3
0.4
0.5
E
f
f
i
c
i
e
n
c
y
Prob. prop. BEP
Threshold BEP, t=5
Threshold BEP, t=6
Efficiency, t=5
Efficiency, t=6
Figure 4. Early decision decoding of an (N, j, k) =
(2076, 3, 12) rate-3/4 code. The threshold parameter is t = 4.5
and t = 5, respectively. Using a threshold of t = 4.5, an
efficiency of over 50% is achieved at a bit error probability of
10-4.
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Figure5.Earlydecisiondecodingofan(N, j, k)=(3054, 3, 6)
rate-1/2 code. The threshold parameter is t = 5. Early decision
decoding causes a too big performance hit to be practically
usable.
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Figure 6. Average number of iterations required for decoding
of the high-rate (N, j, k) = (2076, 3, 12) code. Using
thresholds of t = 5 and t = 6, the average number of iterations
is insignificantly increased, while a threshold of t = 4.5
requires an increase of about 10%.
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4476.  IMPLEMENTATION CONSIDERATIONS
Implementing the early decision decoding scheme re-
quires the availability of a second memory to store the bit
decisions. In an implementation similar to the one pro-
posed by Zhang and Parhi [8], two kinds of processing el-
ements are used: a variable node processing element
(VPE), and a check node processing element (CPE). We
discuss an architecture using k VPEs for the k different
slopes of the lines of the integer lattice [7], and j CPEs for
thejcolumnsofpoints.ThusthefirstVPEhandlesthefirst
variables, and the next VPE handles the next
variables, and so on. Similarly, the first CPE handles the
first checks, and analogously for the other
CPEs. An interconnection network realizing the connec-
tivity of the Tanner graph connects the VPEs with the
CPEs. The architecture is easily further parallelized by
carefulcodedesign,althoughforsimplicitywedonotcon-
sider such an architecture here.
The check-to-variable and variable-to-check messages
are stored in memories integrated with the VPEs. Adding
a separate memory storing the decision values for the var-
iables handled by the VPE allows the scheme to be imple-
mented. We first consider the variable node computations.
When the messages for one variable are computed, the de-
cided state of the next variable is fetched, allowing the PE
tobecompletelydisabledifthenextvariableisalreadyde-
cided.Also,astheparitycheckmatrixoftheintegerlattice
code consists of shifted identity sub-matrices, the decision
values are stored sequentially. Thus a whole word of deci-
sion bits for several consecutive variables can be read at
once, and the decisions made by the VPE can be written
back in one of the subsequent cycles without the require-
ment of a dual-port memory.
The CPEs can be implemented similarly. If a variable
is already decided, only the sign bit of the message is re-
quired. This value is stored in the hard-decision memory,
from where values for several consecutive checks can be
read simultaneously, similarly to the handling of the deci-
sion values. A decision bit is added to each path through
the connectivity network. Then, when the CPE computes
the check-to-variable messages, the magnitude part of the
incomingmessagescanbeignoredforthemessageswhere
the decided bit is set, and the sign bit of the result can be
simply xor’d with the sign bit of the incoming message.
Also, the decided bit can disable the logic specific to the
node for which it is set, including the line drivers for the
return path of the message.
7.  CONCLUSIONS
Inthis paper wepropose amodification tothe decodingal-
gorithm for low-density parity-check codes. The idea is to
exploit the different rates of convergence of bits by mak-
ing early decisions of bits with high reliabilities. Using
this scheme we achieve an over 50% reduction of memory
accesses for a rate-3/4 code of length 2076 bits. As most
of the power in a hardware implementation is consumed in
the memories, this should result in a significant reduction
of power consumption.
We also find that the scheme is better suited for codes
with higher rates, and is rather unusable for codes with
rates 1/2 and below.
Finally we suggest how the scheme can be efficiently
implemented. An extra memory of N bits is required for
storing the decided variables. However, in a common im-
plementation 18N bits are required for storage of the
check-to-variable and variable-to-check messages. Thus
the addition of the extra memory has a small impact on the
power consumption of the implementation.
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