Abstract. Given a finite set of quasi-periodic cocycles the random product of them is defined as the random composition according to some probability measure.
Introduction
When studying the Lyapunov exponents of linear cocycles two main questions appears frequently: Are the exponents continuous with respect to the cocycle and how frequently do we have the maximum number of different exponents?
We say that the Lyapunov spectrum of a cocycle is simple if it has the maximum number of different exponents (this is the case when all Oseledets spaces are one dimensional). If we deal with two dimensional cocycles, this means our matrices take values in SL 2 (R), much more is known than in the higher dimensional case, when it takes values in GL d (R), d > 2.
It was proved by Bochi [8] that in the C 0 topology generically two dimensional cocycles either have uniform hyperbolicity or have only one exponent. Another result, by Avila [4] , says that in the smooth topology there is a dense set of C rcocycles for 0 ≤ r ≤ ∞ with simple spectrum. In particular these two results imply that in the C 0 topology the exponents do not behave continuously, moreover, the only continuity points are the hyperbolic and cocycles with only one exponent.
This motivates the following question: Are there open and dense sets of cocycles with simple spectrum, or, in other words, is the simplicity of the spectrum a generic property in smooth topology?
For two dimensional cocycles over bases with some hyperbolic behaviour this was proved in many scenarios (see [22] , [1] , [19] ).
For two dimensional smooth quasi-periodic cocycles, (C r topology, 0 < r ≤ ∞) Wang and You proved in [23] that the set with simple spectrum is not open, in particular the exponents are not continuous with respect to the cocycle.
For higher dimensional cocycles the problem of simplicity becomes more delicate, this problem goes back to the works of Guivarc'h-Raugi [15] and Gol'dsheidMargulis [13] , where they work with random product of matrices. By random product of matrices we mean the cocycle generated by composing randomly a set Date: July 2, 2019. of matrices accordingly to a probability in the group of matrices. They prove simplicity of the Lyapunov spectrum in this scenario with some generic conditions on the support of the probability measure.
For more general higher dimensional cocycles over hyperbolic maps, if some bunching conditions are assumed, simplicity was proved to be generic in the C r topology, for 0 < r < ∞ ( [10] , [2] , [6] ).
For quasi-periodic cocycles very few is known in higher dimension about simplicity, see for example [12] where they find some strong conditions to have simplicity of the biggest Lyapunov exponents.
In this work we study the Lyapunov exponents of cocycles over dynamics that have both behaviors, a random part and a isometric (quasi periodic) part. Specifically we deal with random product of quasi-periodic cocycles by this we mean the cocycle generated by taking a probability measure in the set of quasi-periodic cocycles and iterating randomly according to this probability.
We prove that, for two dimensional cocycles, there exists an open and dense set of cocycles that are points of continuity for the Lyapunov exponents and have simple spectrum, even in the C 0 topology, and in higher dimension, with one of them taking values in the diagonal group, we find open and dense sets with simple spectrum.
Observe that in contrast to the non-random case, where, in the C 0 topology, generically we have one Lyapunov exponent outside of uniform hyperbolicity, in the random product scenario we get generically positive Lyapunov exponents also in the C 0 topology. This change of behavior when we ad some randomness on the dynamics was already exploited in many cases, see for example [21] , [16] , [7] .
The precise statements are given in the following section
Definitions and Statements
Given an invertible measurable map f : M → M and a measurable application A : M → GL d (R), we define the linear cocycle as the map
given by
Usually we denote the linear cocycle by the pair (f, A) and, sometimes, when the map f is fixed (and there is no ambiguity) we denote just by A. Its iterates are given by
In the case that f preserves a probability measure µ which is ergodic and log ||A ±1 || is µ-integrable, Oseledets theorem [18] says that there exists k ∈ N, real numbers λ 1 (A) > ... > λ k (A) and a decomposition of
The numbers λ 1 (A), · · · , λ k (A) are called the Lyapunov exponents associated with the cocycle (f, A) and the set formed by them is called Lyapunov spectrum, we say that A has simple spectrum if k = d.
When M = S
1 and f is a rotation of angle θ ∈ (0, 1] we say that the cocycle (f, A) is a quasi-periodic cocycle and usually write (θ, A).
Fix θ i ∈ (0, 1] for all i ∈ I k = {0, . . . , k} and ν = k i=0 ν i δ i a probability measure on I k . We will denote by Leb, the Lebesgue measure on S
and consider the invertible (locally constant) skew productf :X →X, given bŷ
and observe that the measureμ = ν Z × Leb isf -invariant. We also write f i :
x1 , for all n ∈ N and x ∈ X.
From now on we will fix θ 0 irrational. In particular, we have that (f ,μ) is an ergodic system.
For measurable maps A i :
we define the random product of the quasi periodic cocycles (θ i , A i ) i∈I k as the cocycle (f ,Â), whereÂ :
k+1 defines a random product (f ,Â). We abuse of the notation and denote byÂ the above map and the point (A 0 , ..., A k ) which defineÂ.
Let 0 ≤ r ≤ ∞ (or r = ω for the analytic case), by C s topology in the product
in the case when r = ω) we mean the topology given by the distance
k+1 is a C s -continuity point for the Lyapunov exponents if for all sequencesÂ k ∈ C r (S 1 , GL d (R)) corveging toÂ in the C s -topology we have that the Lyapunov exponents ofÂ k converge to the Lyapunov exponents ofÂ.
These cocycles where already introduced in [5, section 5.2] , to show that cocycles over some partially hyperbolic dynamics are not continuous in general.
If our cocycle A takes values in SL 2 (R) recall that we have λ 1 (A) = −λ 2 (A), in particular we have simple spectrum if and only if we have one positive exponent. If the cocycle takes values in the space of two by two matrices with positive determinant, we can reduce to SL 2 (R) just dividing by the square root of the determinant.
, such that the random product defined by cocycles in this set has positive Lyapunov exponent and is a C 0 -continuity point for the Lyapunov exponents.
Let ϕ : S 1 → R be a continuous function. The Schrodinger cocycle associated to the function ϕ is defined as (f, A ϕ ), where f :
In the literature it is common to use the function ϕ(x) = E − u(x), with E ∈ R and u : S 1 → R a continuous function. The reason for that notation is the relation of the Schrodinger cocycles with the Schrodinger operator H u,x :
given by the eigenvalue equation
For a detailed survey on this topic see [11] . When f is a rotation of angle θ ∈ (0, 1] in S 1 , Schrodinger cocycles, (f, A ϕ ), are quasi periodic cocycles which we will denote just by (θ, A ϕ ).
Theorem B. For r ∈ [0, ∞] ∪ {ω}, there exists a C 0 open and C r dense subset of (C r (S 1 , R)) k+1 , for 0 ≤ r ≤ ∞, such that the random product defined by the Schrodinger cocycles associated with the functions in this subset has positive Lyapunov exponent and is a C 0 -continuity point for the Lyapunov exponents.
In order to state the result in higher dimensions let
k such that the random product defined by cocycles in this set has simple Lyapunov spectrum and is a C 0 -continuity point of the Lyapunov exponents.
Observe that, since the C r dense set in the Theorem C is formed by cocycles with simple Lyapunov spectrum and C 0 -continuity points of the Lyapunov exponents, we have a C 0 open and C r dense set with simple Lyapunov spectrum for each r ∈ [0, ∞] ∪ {ω}.
Remark 2.1. We say that two cocycles
Cohomologous cocycles have the same Lyapunov exponents. As a consequence, Theorem C, is also valid for cocycles such that A 0 belongs to the set of cocycles C r -cohomologous to cocycles taking values in D d (R).
Holonomies
Given x ∈ X, we define its stable set as
and the unstable set as
We write x ∼ s y if x and y are in the same stable set and similarly we write x ∼ u y if x and y are in the same unstable set.
If x ∼ s y we define the stable holonomy from x to y, h s x,y :
x . where n 0 is the smallest integer such that x i = y i for all i ≥ n 0 . Analogously, we define for x ∼ u y the unstable holonomy from x to y, h u x,y :
where n 0 is the biggest integer such that x i = y i for all i ≤ n 0 .. Now considerx,ŷ ∈X,x = (x, t) andŷ = (y, t ′ ). We writex ∼ sŷ if x ∼ s y and t ′ = h s x,y (t) and we writex ∼ uŷ if x ∼ u y and t ′ = h u x,y (t). Define the Linear Stable Holonomies associated with the random product (f ,Â) as the family of linear maps {H
where n 0 ≥ 1, is such that x i = y i for i ≥ n 0 . Analogously we define the Linear Unstable Holonomies {H
We use the notations ∼ * or H * ,Â
x,ŷ , meaning that the sentence remains true for any * ∈ {s, u}.
Observe that for fixedx,ŷ ∈X withx ∼ * ŷ the map
varies continuously in the C 0 topology. Now we will fix some notations that will be essentials in the following sections. From now on, p ∈ X will be the fix point of the shift map defined by p i = 0 for all i ∈ Z, z ∈ X will the homoclinic intersection point defined by z 0 = 1 and
Observe that for any fixed t ∈ S 1 the mapÂ → HÂ t varies continuously in the C 0 topology. We omit the indexÂ when the random product that we are dealing with is clear by the context.
proof of theorem A
In this section all cocycles takes values in SL 2 (R), in particular, for any map A, we have at most 2 exponents λ + (A) and λ − (A). So, in this section and in the next the term Lyapunov exponents refers to λ + and this is not a restriction since
Recall that the system (f , µ) is ergodic, since we are assuming that θ 0 ∈ R \ Q. Let (f ,Â) be the random product of (A 0 , .
Definition 4.1 (Weakly pinching). We say that the cocycle (f ,Â) is weakly pinching if the cocycle (θ 0 , A 0 ) has λ + (A 0 ) > 0 with respect to the Lebesgue measure on S 1 .
By Oseledets theorem, if
where e + (t) is the direction of the Oseledets decomposition corresponding to λ + (A 0 ) and e − (t) the direction corresponding to λ − (A 0 ).
Take p, z, h and H t as defined in the end of Section 3.
Definition 4.2 (weakly twisting)
. We say that a weakly pinching cocycle (f ,Â) is weakly twisting if
for a positive measure subset of t ∈ S
1
Observe that both conditions, weakly pinching and weakly twisting, only depends on (θ 0 , A 0 ) and (θ 1 , A 1 ).
The pinching and twisting conditions defined here (and in section 6) are generalizations of the ones introduced in [2] for cocycles over hyperbolic dynamics.
We will call the cocycle (f ,Â) weakly simple, if it is both weakly pinching and weakly twisting.
Define the projective cocycle
and let m be an PFÂ-invariant measure that projects on µ. Using Rokhlin's Disintegration Theorem, we can find a measurable mapx → mx such that
We say that m is u-invariant if there is a total measure set X ′ ⊂X such that for everyx,ŷ ∈ X ′ withx ∼ uŷ , we have (H û x,ŷ ) * mx = mŷ. Analogously, we say that m is s-invariant if the same is true changing unstable by stable holonomies. Finally, m is su-invariant if it is both s an u invariant.
By [17, Proposition 3.9] , weakly simple implies that the projective cocycle, P FÂ, do not admit any su-invariant measure.
We have the following criteria.
. If the random product (f ,Â) is weakly simple then, there exists a C 0 neighborhood ofÂ in (C r (S 1 , SL 2 (R))) k+1 , such that any random product of cocycles in this neighborhood, has postive Lyapunov exponent and is a C 0 -continuity point of the Lyapunov exponent.
Proof. The invariance principle of [3] (see [19, Theorem 6 .2] for a version that fits into our settings) says that if λ + (Â) = 0 then any m, PF invariant measure, is su-invariant. Since, (f ,Â) is weakly simple, we conclude that λ + (Â) > 0.
TakeÂ
Up to taking a sub-sequence we can assume that
where m is an PFÂ-invariant measure that projects to µ. As λ + (Â) > 0, otherwise it is a continuity point, we have that m = αm + + βm − , with α + β = 1 where m * = δ e * (x) dµ(x) and e * (x) is the Oseldets sub-space corresponding to λ * (Â) for * = + or −. So,
By assumption we have that αλ + (Â) + βλ − (Â) < λ + (Â), which implies that α < 1.
Recall that the holonomies varies continuously in the C 0 topology, then for everŷ
x ∼ * ŷ with * = s or u, we have that H * ,Â k x,ŷ converges uniformly to H * ,Â
x,ŷ , so we can apply [19, Theorem A.1] 
Analogously we conclude that m + is su-invariant. Since (f ,Â) does not admit su-invariant measures we conclude thatÂ is a continuity point of the Lyapunov exponent λ + .
Assume now that there exists a sequenceÂ
Therefore we can find a C 0 neighborhood ofÂ ∈ (C r (S 1 , SL 2 (R))) such that the random product defined by the cocycle in this neighborhood is a C 0 continuity point of the Lyapunov exponent.
To conclude the proof of theorem A, we just need to prove that the weakly simple random products are C r dense.
such that for any (A 0 , A 1 ) in this set, the random product of (θ i , A i ) i∈I k is weakly simple for all (A 2 , ..
Proof. By [4] we can find a C r -dense set of A 0 such that λ + (A 0 ) > 0. In other words we have a C r dense set weakly pinching. Now observe that in our setting H t = A 0 (h(t)) −1 A 1 (t). Take K ⊂ S 1 with Leb(K) > 1 2 such that t → (e + (t), e − (t)) is continuous in K. Thus, since h preserves the Lebesgue measure we have that Leb(K ∩ h −1 (K)) > 0. Take t ∈ K ∩ h −1 (K) such that t is a density point for the Lesbegue measure. If H t {e + (t), e − (t)} ∩ {e + (h(t)), e − (h(t))} = ∅, then, by continuity, there exists a neighborhood of t in K ∩ h −1 (K), containing a set with positive measure satisfying the same property which implies that the random product is twisting.
If H t {(e + (t), e − (t)} ∩ {e + (h(t)), e − (h(t)} = ∅ we change
This implies the holonomy of (A 0 ,Ã 1 ) is given byH t = H t R θ . Then we can take θ arbitrarily small such that H t {e + (t), e − (t)} ∩ {e + (h(t)), e − (h(t))} = ∅.
Consequently, the random product (θ i , A i ) is weakly twisting concluding the proof.
Proof of Theorem B
In the case of Schrödinger cocycles the perturbation to get weakly simple cocycles is more delicate because we can only perturb ϕ i , i ∈ I k . So to conclude the Theorem B, using 4.3, we just need to prove the following Proposition. Proposition 5.1. For r ∈ [0, ∞] ∪ {ω}, there exists a dense subset of (C r (S 1 , R)) 2 such that, for any (ϕ 0 , ϕ 1 ) on this subset, the random product of the Schrodinger cocyles (θ i , A ϕi ) i∈I k , is weakly simple, for any (ϕ 2 , ..., ϕ k ) ∈ (C r (S 1 , R)) k−1 .
Proof. In [4] , it is proved that for any r ∈ [0, ∞] there is a dense subset of maps ϕ : S 1 → R in C r (S 1 , R) such that the cocycle (θ 0 , A ϕ ) has positive Lyapunov exponent, which in our case is equivalent to say that for a dense subset of ϕ 0 ∈ C r (S 1 , R), the random product of (θ i , A ϕi ), with i = 0, ..., k, is weakly pinching. Take a point (ϕ 0 , ..., ϕ k ) ∈ (C r (S 1 , R)) k+1 such that the random product of (θ i , A ϕ ) i∈I k is weakly pinching and assume, without loss of generality, that ϕ 0 does not vanish identically (this can be made since we have density of weakly pinching). Consider p, z, h and H t as in Section 3 and observe that
,
is a rotation and, in particular, preserves the Lebesgue measure. Observe that the matrix H t preserve the vertical axis, i.e. e 2 = (0, 1) is the unique fixed point of the action of the matrix H t in the projective space when ϕ 1 (t) = ϕ 0 (h(t)).
With a small change of ϕ 1 in the C r topology we can assume that ϕ 0 (h(t)) = ϕ 1 (t) for Leb-a.e. t ∈ S 1 (for example adding a suitable constant to ϕ 1 ). Hence, e 2 is the unique direction in the projective space which is invariant by H t .
Consider the following set L 2 = {t ∈ S 1 ; e 2 ∈ {e + (t), e − (t)}}, where e + and e − are the Oseledets subspaces associated to the cocycle (θ 0 , A ϕ0 ) (which we know that has positive Lyapunov exponent). We claim that Leb(S 1 \L 2 ) > 0. Indeed, otherwise, we have that e 2 is a Oseledets subspace of the cocycle (θ 0 , A ϕ0 ) for Leb-a.e. t ∈ S 1 . Then, we have the following possibilities:
(1) e 2 = e + (t) = e + (f θ0 (t)), for some t ∈ S 1 : In this case we have, e 2 = e + (f θ0 (t)) = A ϕ0 (t)e + (t) = (−1, 0), which is a contradiction. (2) e 2 = e + (t) = e − (f θ0 (t)), for Leb-a.e. t ∈ S 1 : We have,
1 . This shows that ϕ 0 vanishes identically, a contradiction. Therefore, let δ = Leb(S 1 \L 2 ) ∈ (0, 1) (the case δ = 1 is simpler and follows analogously). By Lusin's theorem, there exists Γ ⊂ S 1 , such that the functions e + and e − are simultaneously continuous in Γ and Leb(Γ) > 2−δ 2 . Observe that the condition on the measure of Γ and the fact that h preserves the Lebesgue measure shows that,
be a density point for the Lebesgue measure. Since e 2 / ∈ {e + (t), e − (t)} we have e 2 / ∈ H t ({e + (t), e − (t)}). Assume that
Then, changing ϕ 1 in a small neighborhood of t and using (2) we can make
Since t is a density point, H t , e + and e − are continuous in t, we have that the above property is preserved for a positive measure neighborhood of t. So we conclude that, fixed ϕ 0 ∈ C r (S 1 , R) such that the cocycle (θ 0 , A ϕ0 ) has positive Lyapunov exponent, there exists a dense subset of ϕ 1 ∈ C r (S 1 , R) such that the random product of (θ i , ϕ i ) is weakly twisting, for any ϕ 2 , ..., ϕ k ∈ C r (S 1 , R) and so, weakly simple.
Proof of the theorem C
From now on our cocycles take values on GL d (R), for d > 2. As always, let p, z, h and H t be as in section 3. 
for all sequences 1 ≤ i 1 < ... < i j ≤ d, are distincts.
Take I and J subsets of {1, · · · , d} with the same cardinality and consider the map P I,J : GL d (R) → R defined as the determinant of the matrix obtained taking the minor associated with the lines designated by the elements in I and columns designated by elements of J. Definition 6.2 (Twisting). We say that the cocycle (f ,Â) is Twisting if for any I and J as above
We say that the random product (f ,Â) is Simple if it is both Pinching and Twisting. Observe that even if d = 2 being simple is a stronger condition than being weakly simple.
In order to prove Theorem C we need the following result which is a version of the main result of [20] . Theorem 6.3. If the cocycle (f ,Â) is simple, then the Lyapunov spectrum is simple and it is a continuity point with respect to the C 0 topology of the Lyapunov exponents.
In [20] the result is stated for Hölder cocycles with some more general dynamics, but as mentioned in [20, section 4.1] we only need to have well defined holonomies that varies continuously with respect to the cocycle.
Observe
and (A 0 (t)) i,j = 0 for i = j. Then, by Birkhoff's ergodic theorem, the Lyapunov spectrum of (f 0 , A 0 ) is the set log(a i )dLeb .
So, after suitable choose of b i > 0, we can defineã i : S 1 → R given byã i (t) = b i a i (t) such that the diagonal cocycleÃ 0 defined usingã has the property 3. Moreover, this is a C 0 open condition. Hence after a C r small perturbation of A 0 we can assume that the random product (f ,Â) of (A 0 , A 1 , ..., A k ) is always pinching for any (A 1 , . .
If (f ,Â) is twisting, then, by Theorem 6.3 we have that (f ,Â) has simple Lyapunov spectrum and is a C 0 -continuity point of all Lyapunov exponents. In particular, any (B 0 , .
k+1 which is C 0 -close to (A 0 , ..., A k ) has also simple Lyapunov spectrum.
So, to conclude the proof of the theorem C it is enough to prove the following theorem:
) and denote by (f ,Â) the random product of (θ i , A i ).
Note that, for p, z ∈ X as in Section 3,
Therefore, to see that a random product (f ,Â) is twisting, we must show that for any I, J ⊂ {1, ..., d} with same cardinality the map P I,J :
The next proposition (which will be proved in Section 7) is the technical tool in the proof that property (4) above holds for A 0 (h(t)) −1 A 1 (t) in a dense subset of C r (S 1 , GL d (R)) and we will state it for more general polynomial maps (polynomials with the variable being the coordinates of the matrix in GL d (R)), than P I,J . Proposition 6.5. Let P : GL d (R) → R be a non-constant polynomial map, d ≥ 1 and r ∈ [1, ∞] ∪ {ω}. Then, the set
is open and dense subset of
Using the Proposition 6.5 and the continuity of the invertible map φ A0 :
we can see that the set of A 1 ∈ C r (S 1 , GL d (R)) such that the random product (f ,Â) is twisting, that is,
for all maps P I,J (there are only finite of them) is open and dense. Hence, we conclude the theorem for r ∈ [1, ∞] ∪ {ω}. Assume now that r ∈ [0, 1). Then, we can approximate
r topology and, after that, using the Proposition 6.5 again, find D 1 close to B 1 in the C 1 topology (and then close to A 1 in the C r topology) such that the random product of (θ i , D i ) i∈I k is twisting, where D j = A j for all j = 1. This concludes the result for any r ∈ [0, ∞] ∪ {ω}.
Proof of the Proposition 6.5
First we will give a brief review about basic real algebraic geometry. A subset V ⊂ R l is said to be an Algebraic set if there exist finitely many polynomials
An algebraic set V is said irreducible if, whenever V = F 1 ∪ F 2 , with F i algebraic sets, then V = F 1 or V = F 2 . It is known, see [9, Theorem 2.8.3,page 50], that every algebraic set V can be written as the union of irreducible algebraic sets V 1 , ..., V p such that V i ∪ j =i V j . The sets V i are called the irreducible components of V .
For a point x 0 ∈ V , we define the Zariski tangent space of V at the point x 0 as the linear space
where ∇f i denotes the gradient vector of the polynomial f i . We say that a point x 0 ∈ V is a regular point if
and x 0 is a singular point of V if it is not regular. If V 0 is an irreducible algebraic set we define the dimension of V 0 as the number dim(T Zar x V ) for any regular point x ∈ V . For general algebraic sets V we define the dimension as dimV = max{dim(V i ); i = 1, ..., p},
where V i are the irreducible components of V . It is important also to reinforce that, when V is an irreducible algebraic set and x ∈ V is a regular point of V , there exists a neighborhood of x in V which is a C ∞ manifold and in this case T
Zar x
V is in fact the tangent space T x V of this neighborhood at x, see [9, page 66] .
Let Sing(V ) be the set of singular points of V (sometimes we will call this set singular part of V and its complement as regular part of V ). It is also known, see [9, Proposition 3.3.14, page 69], that Sing(V ) is an algebraic subset of V and dim(Sing(V )) < dimV. (5) That will be the crucial property in the proof of the Proposition 6.5.
For more details about algebraic and semi algebraic sets, see [9] . Consider P : GL d (R) → R a non-constant polynomial map. Fix r ∈ [1, ∞] (we will deal with the case r = ω later) and consider the following algebraic set,
Observe that V 0 has dimension at most d 2 − 1 (as defined above) and then its regular part is a regular submanifold of
, be the singular part of V 0 . An important tool that we will use is the Thom transversality theorem, that says:
Theorem 7.1 (Thom transversality theorem). Fix r ∈ [1, ∞]. Let M be a manifold and N ⊂ M be a submanifold. Then, the set
is dense. If N is closed then the above set is also open.
Remark 7.2.
A particular case of this theorem that we will use is when codimension of N is large than 1. In this case, the unique way to a map A ∈ C r (S 1 ; M ) to be transversal to N is
For a complete proof and details around this result, see [14, Corollary 4.12, page 56].
As a corollary of Theorem 7.1 in our context, we have
, neighborhood of A, there exists V ⊂ U, open, and a > 0 such that for all B ∈ V we have:
Observe that as a corollary of this lemma and compacity of S 1 , we have
In fact, we can assume that the intersection above has the same cardinality for every B ∈ V. Let A and V as in Lemma 7.3 and consider B ∈ V. Set {t 1 , . . . , t k } ⊂ S 1 such that {B(t 1 ), . . . , B(t k )} = B(S 1 ) ∩ V 0 . By transversality we have that,
Therefore, for each B ∈ V we have that log |P • B| ∈ L 1 (S 1 ; m). To conclude the proof of the main lemma what is left to show is that the following set
is dense in C r (S 1 ; GL d (R)). This is a consequence, as we will see, of the fact that the V 1 is an algebraic variety of codimension greater or equal than one in GL d (R). Consider the following chain of algebraic sets:
where V i = Sing(V i−1 ). We know that this is a finite chain since V i is an algebraic variety of dimension strictly less than the dimension of V i−1 . We can assume that V m is a regular submanifold of Gl d (R) (the chain stops in this moment). Moreover, by definition, we have that each V i is a closed subset of V i−1 and V i−1 \V i is a regular submanifold of GL d (R) of codimension large than 1.
Using the remark 7.2 with M = GL d (R) and N = V m which is a regular submanifold of GL d (R), we have that the set
is dense in C r (S 1 ; GL d (R)). More generally, using the same argument, now with M = GL d (R) and N = V i \V i+1 , we will obtain that the set
is dense in C r (S 1 ; GL d (R)), for every i = 1, . . . , m − 1 (note that we are using strongly that the codimension is large enough). Hence, the set
is (open) and dense in C r (S 1 ; GL d (R)). Observing that this intersection is the set A defined above in 6, we conclude the proof of the main lemma in the case r ∈ [1, ∞] .
Assume that r = ω. In this case we have that P • A : S 1 → R (P is a polynomial and in particular a analytic function) is an analytic function for any A ∈ C ω (S 1 , GL d (R)). In this case, either P • A is constant equal to zero or, has only finitely many zeros and those zeros have finite order in the sense that if we consider a neighborhood of a zero t i ∈ S 1 and write
where m i ∈ N, g i = 0 on this neighborhood. Since the function log t is m-integrable on [0, 1], we conclude that log |P • A| ∈ L 1 (S 1 , m), for all A ∈ C ω (S 1 , GL d (R)) such that P •A is not zero. Assume then that P •A ≡ 0. Since, the polynomial P is non constant, the interior of [P = 0] is empty. So, for any A ∈ [P = 0] and for any ε > 0, there exist B ∈ GL d (R), ||B|| = 1 and a positive δ < ǫ such that A + δB / ∈ [P = 0]. In particular, taking A = A(t 0 ), for some t 0 ∈ S 1 and definingÃ ∈ C ω (S 1 , GL d (R)) given bỹ A(t) = A(t) + δB,
we have thatÃ is δ-C ω close to A and P •Ã does not vanish identically. Hence, we fall in the previous case and log P •Ã ∈ L 1 (S 1 , m).
This concludes the proof of the Proposition 6.5.
