Inverse scattering series (ISS) is a tool for the interpretation of geophysical data that theoretically does not require a priori knowledge about the target of an experiment. The ISS method has been applied to seismic exploration, in particular to velocity estimation and multiple suppression. Compared to seismic exploration, electromagnetic methods are characterized by rapid spatial decay of the probing field and strong perturbation of the medium parameters. As a prototype for the convergence of the forward and inverse scattering series, we analyze the 3D Green function for homogeneous media. The analysis suggests that for parameters representing geophysical exploration of hydrocarbon reservoirs, the convergence speed of scattering series solutions for electromagnetic diffusion is faster than that for acoustic wave propagation. The model tests also show that for the diffusion equation, one can improve the convergence of the inverse scattering series by choosing a reference medium that is less conductive than the actual medium is. This research provides insights into the convergence requirements of the ISS method and guidelines for further applications of the ISS method to the interpretation of field data.
INTRODUCTION TO SCATTERING SERIES
Scattering theory is a form of perturbation analysis, and the goal of the inverse scattering problem is to obtain a quantitative description of an unknown scatterer from knowledge of the scattering data. The theory originates from inverse problems in quantum scattering theory and formal solutions of inverse scattering problems (Gel'fand & Levitan1951; Jost & Kohn1952; Moses1956; Prosser1969) . Inverse scattering series (ISS) describes the model perturbation as a series in order of a scattered field. The ISS method was applied to seismic exploration for reconstruction of subsurface velocity (Weglein et al.1981 ) and attenuation of multiples in seismic reflection data (Weglein et al.1997; Weglein et al.2003) .
The main advantage of the ISS method is that no a priori knowledge of the subsurface (e.g., velocity) is assumed and all refraction, diffraction, and multiple reflection phenomena are, in principle, taken into account. Recent studies show that the ISS method can be applied to diverse seismic problems that include imaging, direct non-linear inversion, data reconstruction, and wavefield separation (Ramirez & Weglein2009; Weglein et al.2009; Zhang & Weglein2009a; Zhang & Weglein2009b) . Scattering theory relates the difference between the actual (perturbed) and reference (unperturbed) fields to the difference between their corresponding medium properties ( Figure 1 ). We consider the following differential equations as governing equations for the actual and reference media: L(r; ω) G(r, rs; ω) = −δ(r − rs),
L0(r; ω) G0(r, rs; ω) = −δ(r − rs),
where L, L0 and G, G0 are the actual and reference differential operators and Green functions, respectively, for a single angular frequency ω, δ(r − rs) is the Dirac delta function, and r and rs are the receiver and source Figure 1 . Actual medium versus different choices of reference medium. The symbols × and ▽ indicate the source and receiver, respectively. G and G 0 are the Green functions for the actual and reference media, respectively. Note that given the actual medium, there are several possible choices of the reference medium.
locations, respectively. The information about the actual and reference media properties is encapsulated in L and L0. The perturbation P is defined as the difference between two differential operators:
P (r; ω) = L(r; ω) − L0(r; ω).
The Lippmann-Schwinger equation (Taylor1972; Colton & Kress1998) relates G, G0 and P : G(r, rs; ω) = G0(r, rs; ω) + Z G0(r, r ′ ; ω)P (r ′ ; ω)G(r ′ , rs; ω) dr ′ , (4) or in operator form:
The scattered field is the difference between the two Green functions (G − G0) and can be expanded in an infinite series in order of the perturbation P (in operator form):
Equation (6) is known as the Born, Neumann, or forward scattering series. This series provides an interpretation of the scattered field S in terms of G0 and P . The interpretation of the forward scattering series is shown in Figure 2 ; G0P G0 denotes the portion of the scattered field S that experiences a single scattering event from points where the actual medium differs from the reference medium; G0P G0P G0 denotes the portion that experiences two scattering events, and so on. The inverse scattering series describes the perturbation P as a series expansion in order of the scattered field S:
where Pn is the portion of P that is the nth order of the scattered field. Substituting the above equation into equation (6) and equating terms that are equal order of the scattered field S, we derive the following set of Figure 2 . Schematic illustration of the forward scattering series from Weglein et al. (2003) . The symbols × and ▽ indicate source and receiver. S, P , G 0 , and G are the scattered field, perturbation, and Green functions for the reference and actual media, respectively. The straight and wiggled arrows indicate signals through the reference and perturbed media, respectively.
integral equations represented in operator form:
Solving the above set of equations, we determine the perturbation to the nth order of the scattered field. Equation (8) is the linear or Born approximation which allows P1 to be determined from the scattered field S. P2 is then computed from P1 with equation (9). Equation (10) determines P3 from P1 and P2. Continuing in this manner, the entire series for the perturbation P is constructed, starting with the scattered field. To derive the nth order term in the inverse series, we solve the following Fredholm integral equation of the first kind:
Solving this equation efficiently for Pn is an essential element of application of the inverse scattering series. In equation (7), we assume that P1 is the portion of P that is linear in the scattered field. In fact, only the linear component in the scattered field ultimately contributes to the reconstruction of the model, and the non-linear components are subtracted in the inversion (Snieder1990a; Snieder1990b). Generally, the series solutions in equations (6) and (7) converge within finite range of perturbation and scattered field (radius of convergence), and the series solutions coincide with the exact solutions inside the radius of convergence. When the series converges, we only require the Green function for the reference medium G0 and the scattered field S for the reconstruction of the perturbation. In other words, we utilize the measured data as it is and do not need a priori knowledge about the actual medium, which (2006) . An electromagnetic transmitter is towed close to the seafloor to maximize the coupling of electric and magnetic fields with seafloor rocks. These fields are recorded by receivers deployed on the seafloor some distance from the transmitter.
most geophysical data processing requires. This property of the ISS method demonstrates the potential of the method for geophysical inversion or model reconstruction.
COMPARISON OF WAVE PROPAGATION AND DIFFUSION IN GEOPHYSICAL EXPLORATION
As existing hydrocarbon reservoirs are being depleted, we are forced to explore hydrocarbon in more challenging environments. Seismic exploration, which is based on wave propagation, provides good structural information of the subsurface medium and has been the major exploration method for the discovery of hydrocarbon reservoirs. Recently, the controlled-source electromagnetic (CSEM) exploration method has been considered a useful complementary tool for hydrocarbon discovery because the method can provide more decisive information about the reservoir composition than the seismic method does. The CSEM method is an electromagnetic exploration method designed for marine environments ( Figure 3) ; the theoretical foundation for the CSEM method was laid in the 1980s (Chave & Cox1982; Cox et al.1986 ). Since then, the application of the CSEM method for hydrocarbon exploration has been extensively studied (Hoversten et al.2006; Constable & Srnka2007) . The electromagnetic field is sensitive to electric conductivity, which is predominantly influenced by water content within the subsurface: increasing water content causes larger conductivity. Hydrocarbons, whether gas or petroleum, are poor electric conductors. The significant difference of electric conductivity in water and hydrocarbon makes the CSEM method an ideal tool for distinguishing a hydrocarbon reservoir from a water saturated reservoir.
Assuming time harmonic dependency (e −iωt ) and a given electric current source J s , the electric field E and magnetic field H responses within an isotropic medium are derived from the following frequency domain expressions of Maxwell's equations (Jackson1999):
where µ, σ and ǫ are magnetic permeability, electric conductivity and dielectric permittivity of the medium, respectively. The electric and magnetic fields can be expressed in terms of vector potential A as
Within a homogeneous medium, equations (13) and (14) yield the following Helmholtz equation of vector potential:
where the two terms, µǫ and µσ, are related to the wave velocity c and diffusivity d of the response:
In many geophysical applications, the magnetic permeability can be assumed to be that of free space. In geophysical applications of electromagnetic methods, wave propagation is significant in the high frequency range (i.e., ground penetrating radar) or in an insulating medium (i.e., air). For most earth materials and frequencies of electromagnetic methods used in hydrocarbon exploration, diffusion is dominant and the contribution of wave propagation is negligible. In contrast, seismic exploration is always governed by wave propagation. Seismic exploration is performed over a scale of many wavelengths, whereas the CSEM signal exhibits strong spatial decay and diffuses over a few skin depths δ that describe the length scale where the amplitude decays to e −1 . Furthermore, the strength of the medium perturbation in CSEM exploration is stronger than that in seismic exploration. In other words, the range of electric conductivity in the earth medium is generally wider than the range of seismic wave velocity (Palacky1987; Mavko et al.1998) .
The application of the ISS method to geophysical exploration has focused on seismic exploration (Weglein et al.1981; Weglein et al.1997; Weglein et al.2003) . In this study, we perform a comparative analysis of scattering series methods for acoustic wave and electromagnetic diffusion equations and study the feasibility of applying the ISS method to electromagnetic exploration, which involves a diffusive field within a strongly perturbed medium.
FORMULATION OF SCATTERING SERIES SOLUTIONS
For the identification of the differences of the properties of the scattering series method for the acoustic wave and electromagnetic diffusion equations, we consider the simplest case of a homogeneous 3D medium and compare two different states of this infinite homogeneous medium. We analyze the series expression between the perturbation and scattered field at a single point and study the spatial variation of the series expansion. We consider hydrocarbon exploration and assume that wave propagation of the electromagnetic response is negligible within the medium. We derive the electromagnetic response from equations (15) - (17). Equation (17) is the Helmholtz equation of vector potential A, and each component of the vector potential is proportional to the corresponding component of the electric current source Js. We can therefore describe the electromagnetic diffusion by the Helmholtz equation of a scalar field. The acoustic wave propagation also involves a scalar field, i.e., pressure field. Given a point source at the origin, both the acoustic wave propagation and electromagnetic diffusion within the homogeneous medium are described by the Helmholtz equation of the scalar Green function G:
where wavenumber k is given by
In this study, we assume that the magnetic permeability µ is that of free space and that acoustic wave velocity c and electric conductivity σ are real, which implies that wavenumber k is real for the wave equation and complex for the diffusion equation. The 3D Green function for the Helmholtz equation is given as (Morse & Feshbach1953)
where r = |r|. We denote wavenumbers of the reference and perturbed media as k0 and k, respectively. From equation (3), the perturbation is defined as
and wavenumber of the perturbed medium is expressed as
The scattered field S(r) is the difference between the Green functions of the perturbed and reference media:
and the forward scattering series expresses the scattered field S(r) as a series in order of the perturbation P . Note that a function of a complex variable z, f (z) = √ 1 + z, has a singular point (branch point) at z = −1, and the radius of convergence of the Taylor series expansion around z = 0 extends up to the singular point. The series for the exponential is absolutely convergent. Therefore, equation (24) shows that the forward scattering series converges only for small perturbations compared to the reference medium properties such that
The above requirement of convergence implies the following convergence criteria:
Taylor series expansion on equation (24) shows that the nth order term in the forward series is expressed as
where αn(ik0r) is nth order power series of ik0r such that
and
The convergence rate is, therefore,
The above equation shows that R F n is proportional to |P/k 2 0 |, and the forward scattering series converges fast for weak perturbation. To appreciate the contribution of αn+1/αn on the convergence rate, we consider an acoustic wave problem where the frequency f is 50 Hz, wave velocity c is 3,000 m/s, and wavenumber k0 is about 0.1 m −1 . Figure 4 shows the variation of |αn+1/αn| at two spatial locations: one is 3 wavelengths apart from the source (k0r = 6π) and the other is 6 wavelengths (k0r = 12π). The figure shows that |αn+1/αn| is larger for k0r = 12π than for k0r = 6π and implies that as the source-receiver offset increases, more series terms are necessary to reach convergence.
The formal expression of convergence rate given in equation (30) is valid for both the wave and diffusion equations. The wavenumber of the diffusion problem (equation (20)) has real and imaginary parts, and the (30) for increasing number of n is compared at two spatial locations: one is 3 wavelengths apart from the source (k 0 r = 6π) and the other is 6 wavelengths (k 0 r = 12π).
Green function for the diffusion equation generally exhibits faster spatial decay than that for the wave equation, which has real wavenumber. However, equation (30) indicates that there is no fundamental difference in the convergence rate between the forward scattering series for the diffusion equation and the series for the wave equation. In fact, fast spatial decay of the diffusive field does not necessarily mean fast convergence of the scattering series for the diffusion equation. This counterintuitive behavior of the convergence rate can be comprehended by considering the following three functions: e
x , e −x , and e ix . The three functions exhibit different variations as a function of x, but their Taylor series expansions in the variable x show the same convergence rate. This property of the convergence rate implies that the comparison of the convergence speed between wave propagation and diffusion depends on the specific parameters that we incorporate instead of the difference in the behavior of the physical fields. In the following, we choose representative parameters that reflect the hydrocarbon exploration situations and compare the convergence of the forward scattering series for the acoustic wave equation with that for the electromagnetic diffusion equation. The details of the parameters are introduced in the next section.
While the forward scattering series expresses the scattered field S(r) as a power series in order of the perturbation P , the inverse series expresses the perturbation as a power series in order of the scattered field. Rewriting equation (24), the perturbation is expressed as a function of the scattered field:
Note that the function f (z) = ln(1+z) is singular at z = −1, and the radius of convergence of the Taylor series expansion centered at z = 0 extends up to the singular point. Equation (31) therefore shows that the inverse scattering series converges only for weak scattered fields that satisfy
By performing a Taylor series expansion of equation (31), it can be shown that the nth order term in the inverse series is given by
where
and ηn = 8 < : 0 (n = 1),
The above formal expression of the inverse scattering series is valid for both the wave and diffusion equations. Figure 5 shows the absolute values of γn and ζn in equation (33). When the wavenumber of the reference medium is k0 = 0.1 m −1 , |ζn| is much smaller than |γn| at r = 100 m. The coefficient |γn| is proportional to k0/r and |ζn| is to 1/r 2 . Therefore, compared to ζn, γn is significant at a large source-receiver offset and for a large wavenumber of the reference medium. Ignoring ζn, the convergence rate of the inverse scattering series is approximated as
The above equation shows that as the scattering becomes stronger, the convergence speed of the inverse scattering series becomes slower.
MODEL TESTS OF SCATTERING SERIES SOLUTIONS
As noted in the previous section, a comparison of the convergence rates between wave propagation and diffusion depends on the specific parameters that we incorporate. We therefore choose parameters that are widely applied for exploring hydrocarbon reservoirs. For the application of the scattering series expressions (given by equations (27) and (33)) to the acoustic wave and electromagnetic diffusion problems, we adopt the parameters summarized in Table 1 . Note we assume a velocity perturbation of 10% for the acoustic wave problem and a perturbation with a factor 10 (σ0/σ = 10) for the electromagnetic diffusion problem. We also assume that magnetic permeability of the medium is the same as that of free space (µ = 4π × 10 −7 N/A 2 ). and r = 100 m, |ζn| is much smaller than |γn|. The two terms are dependent on k 0 /r and 1/r 2 , respectively, which implies γn is significant at a large source-receiver offset and for a large wavenumber of the reference medium.
Figures 6 and 7 show the spatial variation of the forward scattering series for the acoustic wave and electromagnetic diffusion equations, respectively. The solutions derived from the forward series (solid curve) are compared with the analytic solution of the scattered field (dotted curve), which is expressed as
The scattered field of the acoustic wave equation (dotted curve in Figure 6 ) exhibits spatial oscillations, amplitude modulation, and geometric spreading. The scattered field of the electromagnetic diffusion equation (dotted curve in Figure 7 ) shows exponential amplitude decay and monotonous phase change. From equation (27), the first order term in the forward series is
and near the source, exhibits better agreement with the analytic solution than at the far receiver location. As we include higher order terms, the partial sum of the forward series approaches the analytical solution of the scattered field. Note that except for short source- Table 1 . The solutions derived from the forward series (solid curve) are compared with the analytic solution of the scattered field (dotted curve). The top, middle, and bottom panels show the partial sum P N n=1 Sn(r) for N = 1, N = 15, and N = 30, respectively. As we include higher order terms in the forward series, the partial sum of the forward series approaches the analytic solution of the scattered field at an increasing range of r.
receiver offset, the forward scattering series for the electromagnetic diffusion equation (N = 5 in the middle panel of Figure 7 ) requires fewer terms to achieve good agreement with the analytic solution than the series for the acoustic wave equation (N = 15 in the middle panel of Figure 6 ). We therefore conclude that for the employed parameters (Table 1) which are representative of hydrocarbon exploration, the forward scattering series for the electromagnetic diffusion equation converges Table 1 . The solutions derived from the forward series (solid curve) are compared with the analytic solution of the scattered field (dotted curve). The top, middle, and bottom panels show the partial sum P N n=1 Sn(r) for N = 1, N = 5, and N = 10, respectively. As we include higher order terms in the forward series, the partial sum of the forward series approaches the analytic solution of the scattered field at an increasing range of r.
faster and requires fewer series terms than does the series for the acoustic wave equation. Figures 8 and 9 show the spatial variation of the inverse scattering series for the acoustic wave and electromagnetic diffusion equations, respectively. The solutions derived from the inverse series (solid curve) are compared with the exact value of the perturbation (dotted line) which is real for the wave equation and imaginary for the diffusion equation. In these figures, rc describes the maximum distance for which the inverse scattering series converges as described below. Considering the convergence criterion given in equation (32), the variation of |S/G0| (solid curve) is also compared with the threshold value for convergence (dotted line). The first order term in the inverse series exhibits significant deviation from the exact value. The partial sum of the inverse series up to the 20th order term converges to the exact value within the range that extends from r = 0 to the location where the convergence criterion is satisfied. However, the partial sum of the inverse series diverges for r > rc. Compared to the inverse series for the acoustic wave equation (Figure 8) , the series for the electromagnetic diffusion equation (Figure 9 ) converges to the exact value of the perturbation in a wider spatial range. This convergence pattern suggests that for the employed parameters, the inverse scattering series for the electro- Table 1 . In the top and middle panels, the solutions derived from the inverse series (solid curve) are compared with the exact value of the perturbation ω 2 (1/c 2 − 1/c 2 0 ) (dotted line) which is real. The first term in the inverse series (the top panel) exhibits significant discrepancy from the exact value. The partial sum up to the 20th order term in the inverse series (the middle panel) converges to the exact value within a limited range where r < rc and diverges elsewhere. The bottom panel shows the spatial variation of |S(r)/G 0 (r)|. magnetic diffusion equation converges faster than does the series for the acoustic wave equation. The above observations also reveal that the convergence criterion given in equation (32) plays a crucial role in the reconstruction of the perturbation. We therefore perform more detailed analysis on the convergence criterion.
As noted before, wavenumber k is real for the acoustic wave equation. Denoting the spatial radius of convergence for the inverse series of the wave equation as rc, we derive the following relation from equation (32):
The spatial radius of convergence is, therefore, given as
In case of the electromagnetic diffusion problem, the wavenumber is derived from k 2 = iωµσ, and we denote the wavenumber as
The convergence criterion given in equation (32) is (45) for ξ < 0 and ξ > 0, respectively, while the dotted curve shows the right-hand side of equation (45). Applying the parameters summarized in Table 1 , rc is derived as 398 m. On the other hand, by switching the two conductivity values in Table 1 (σ ↔ σ 0 ), rc is derived as 1070 m. Figure 11 . Spatial variation of the inverse scattering series for the electromagnetic diffusion equation (imaginary part only). The medium properties of the perturbed and reference media are switched from the previous case shown in Figure 9 and Table 1. Note that the spatial range where |S(r)/G 0 (r)| < 1 is wider than the case shown in Figure 9 .
rewritten as follows:
Denoting ξ = (|k| − |k0|)/ √ 2, we establish the following relation at r = rc (the spatial radius of convergence for the inverse series of the diffusion equation):
which can be simplified as e −ξr = 2 cos ξr.
Equation (45) is a transcendental equation for the spatial radius of convergence rc that is analyzed graphically in Figure 10 . The dotted curve shows the right-hand side of equation (45) while the dashed and solid curves show the left-hand side for ξ < 0 and ξ > 0, respectively. The distance rc for which the inverse scattering series converges is larger for positive value of ξ (σ > σ0) than for negative value of ξ (σ < σ0). This means that the spatial radius of convergence is larger when choosing a reference model with a small electric conductivity. Equation (43) shows that as r increases, the ratio |S/G0| exhibits exponential variation with distance: there is exponential decrease when |k| > |k0| (σ > σ0) and exponential growth when |k| < |k0| (σ < σ0). The inverse scattering problem aims to recover the unknown perturbation from the measured field and a reference model, and we have freedom of choosing a reference model. Therefore, the exponential variation of the ratio |S/G0| in equation (43) illustrates that given the actual medium, we can accelerate the convergence of the inverse series for the electromagnetic diffusion equation by choosing a reference medium that is less conductive (smaller wavenumber) than the actual medium. On the other hand, the acoustic wave equation has a real wavenumber, and the sign of k − k0 is irrelevant to the convergence criterion (equation (41)). Figure 11 shows the spatial variation of the inverse scattering series for the electromagnetic diffusion equation when the perturbed and reference media switch roles (σ ↔ σ0) from the previous case shown in Figure 9 . Compared to the case when the reference medium is more conductive than the actual medium (Figure 9 ), the spatial range of the convergence shown in Figure 11 is wider. Figure 12 shows the path of S/G0 in the complex plane as the source-receiver offset r increases for three different cases: the inverse scattering series for the acoustic wave equation (dotted curve), the series for the electromagnetic diffusion equation that corresponds to Figure 9 (dashed curve), and the series for the electromagnetic diffusion equation with the reversed medium properties (solid curve). As the source-receiver distance increases, the value of S/G0 moves away from the origin. In the case of acoustic wave propagation, the path forms a closed circle, and the sign of c − c0 determines the direction of the movement as r increases (clockwise direction when c > c0 and counterclockwise direction when c < c0). On the other hand, the path of S/G0 does not form a closed circle for the electromagnetic diffusion problem. Depending on the sign of σ − σ0, the ratio S/G0 moves out of the convergence area (σ < σ0) or converges to the point where S/G0 = −1 (σ > σ0). This shows that the convergence of the inverse series for the electromagnetic diffusion equation can be facilitated by choosing a reference medium that is less conductive than the actual medium. The different paths represented by the dashed curve (σ < σ0) and solid curve (σ > σ0) demonstrates the significance of the choice of the reference medium for the convergence of the inverse scattering series for the electromagnetic diffusion problem.
CONCLUSIONS
We analyzed the difference between applying the scattering series method to the acoustic wave and electromagnetic diffusion equations for an infinite 3D medium. Analysis of the formal expressions of the scattering series solutions shows that there is no fundamental difference in the convergence rate between the forward scattering series for the acoustic wave equation and the series for the electromagnetic diffusion equation; the analysis also illustrates that rapid spatial decay of the diffusive field does not necessarily mean fast convergence of the scattering series for the diffusion equation. The model tests suggest, however, that for parameters representing geophysical experiments, the convergence speed of the scattering series solutions for the electromagnetic diffusion equation is faster than that for the acoustic wave equation. The model tests also show that for the electromagnetic diffusion equation, we can facilitate the convergence of the inverse scattering series by designing a reference medium that is less conductive than the actual medium. In this study, we considered homogeneous media where the electromagnetic signal diffuses away from the source, and there is no signal that diffuses back from any perturbed structure, which we eventually aim to reconstruct. It requires further research to identify how much we can generalize the above conclusions to the inverse scattering series problems of a 2D or 3D model reconstruction.
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