The proposed system offers flexibility and high quality solutions with very fast response.
Introduction
Delivery scheduling (or vehicle routing) problem is defined as the scheduling of one or more vehicles (trucks) with fixed capacities for transporting certain objects between specified pickup and delivery points. The delivery scheduling problem may be divided into two phases : assignment, determining which of the delivery points will be visited by each vehicle, and routing, determining which route each vehicle will take. In this paper, we propose an Ar tificial Intelligence (AI) based system to solve the routing phase of this problem.
In recent years, advances in hardware and soft ware technology and availability of computerized TSP is NP-complete{", and the computation time required to achieve optimal solution increases expo nentially with the size of the problem. Integer pro gramming~'>, dynamic programming") and branch and bound method"' have been proposed to solve TSP, but the time necessary to reach optimal so lutions and, specially in the case of dynamic pro gramming, enormous memory requirementsM, have limited the applications to very small problems. The most frequently chosen solution procedures for TSP are heuristics"')
The heuristic methods may be divided into those : construction procedures, which aim to build a near optimal route starting from the original distance matrix ; improvement procedures, which start with a feasible initial solution and seek to improve it via a sequence of interchanges ; composite procedures, that apply construction procedures to find an initial solution, and then improve it by utilizing improve ment procedures.
In many of the route construction procedures, the initial route is a randomly chosen node called "self -loop" . Then, at each cycle following a defined rule, one node is added to the route constructed in the previous cycle.
The best-known improvement procedures are the edge exchange procedures proposed by Lin"1 and Lin and Kernighan(12). In these procedures, starting from random initial solutions, in each improve ment cycle a number of edges r, in a feasible route are exchanged by r edges not in the solution, as long as the result remains a route and the length of the new route is less than the length of the previous route. Exchange procedures are referred as r-opt procedures, where r is the number of edges exchan ged at each iteration. In Section 5 we utilize 3-opt procedure for comparison with the results obtained by the delivery scheduling system proposed in this research.
The beam search based on heuristic method, pro posed in this paper, is a construction procedure. However, aiming at better solutions, a route is ap pended to the proposed procedure which tries to im prove the final solution, by testing the possibility of exchanging the location each of the points in the final route. This is a simplified case of the improve ment procedure developed by Lin""). We call this routine as single point exchange. Therefore, what we proposed is a composite procedure. sented by the node. Sometimes the estimation can not be of the optimal total cost itself, but simply some urgency or priority rating. Error-free evalua tion functions are prohibitive in cost. On the other hand, errors in it may cause the optimal solution to be pruned away and never be recovered. Beam search method recognizes this danger, by selecting not only one but a number of "promising" nodes.
The wider the beamwidth the greater the necessary computational effort will be, and the higher the safety is. As computational cost increases approxi mately linearly with beamwidtW), while errors are eventually decreased, there is a tradeoff between costs and benefits.
Filtered beam search method
If the evaluation function fails to select a poten tially good node as beam, the alternative solution tree, the selection of the beams will be made in two phases : selection of the filter nodes by a quick, cheap rule ; and then, selection of the beam nodes by applying a global evaluation function to the filter nodes. The evaluation function for the filtering phase is adapted from the nearest neighbor rule. The new rule is called the most willing neighbor. According to it, the selection of node j, posterior to a given node i, is realized as : even if i is the nearest node to reach j. In the proposed rule the priority is proportional to the "willingness" of node i to be the anterior neighbor of j or the "willingness" of j to be the posterior neighbor of i, which is greater.
Scheduling algorithm
The evaluation rule for the selection of the beams tries to visualize the potential of each of the filter nodes. Each of the filter nodes is expanded to a complete route, utilizing the most willing neighbor rule of Eq. (1) . The total distance of the expanded route is associated to the filter node. A beamwidth controlled number of nodes with lower estimated costs are selected as number of beams of the level.
The proposed algorithm is composed of : ( Step 1) Utilizing filtered beam search, con. struct the routing. Starting from the distribution center (level zero), for each level (level 1 to level n, where n is the number of nodes to be visited) :
( i) Select the filter nodes of the level, favoring the most willing neighbors (Eq. (1)) of the beam nodes of the previous level.
(ii) Select beam nodes at the level by eval uating the potential travelling distance of the filter nodes with the most willing neighbor rule.
(iii) The route with minimum total travelling distance at level n is the suggested solution.
(
Step 2) Analyze the suggested solution. If it is satisfactory, stop the procedure. If it is not acceptable, divide the nodes into 2 to 4 groups.
Step 3) Alter the most willing neighbor rule to include the condition : "once traveling in a group, the vehicle must visit all the nodes within the group before leaving the group".
(Step 4)
Return to Step 1. Step 1 is processed by a Personal Computer Turbo C program. The input data are filterwidth, beamwidth, number of delivery nodes and, alternatively, either (x,y) coordinates of the delivery nodes and distribution center, and the kind of distance function (Euclidean or Cartesian) or distance (cost) matrix.
Step 2 is executed by a user. In this Step, a route is considered not acceptable, for example, when it includes a number of crossing paths. The objectives of the division in groups are : (a) to force the algorithm to visit all the nodes in each group, be fore visiting other groups, and (b) to try to prevent the crossing paths. We believe that most real cases have natural divisions provided by, for example, the disposition of the roads network, rivers, traffic restrictions. As will be seen in next section, in the applications studied we utilized simple geographic divisions-north/south, east/west-which caused a great impact in the quality of the final solution.
The rule modification contained in Step 3 is already presented in the developed computer program. By only inputting the decisions from Step 2 and restarting the program, a new solution is con structed.
Having observed that the composite procedures produce better solutions than pure constructive methods (Section 2), a "single point exchange"
routine that tries to improve the final solution, by testing the possibility of exchanging the location each of the points in the final route, is appended to our program. To achieve an optimal route relative to single point exchange, each time the route is improved, the testing process must be started from the beginning again, testing the new route for optimality relative to single point exchange. This is done until the current route can no longer be im proved.
Application examples
The proposed algorithm was tested utilizing ran dom generated problems and problems reported in the literature. We will present 3 of these applica The solution obtained by the new application of
Step 1 of the proposed procedure is shown in Fig. 2 (b ). The total computation time is approximately 2 seconds. The new route has a total traveled length of 129 and is optimal to single point exchange, as no improvement is obtained by the single point exchange routine.
In 20 runs of the 3-opt procedure starting from random initial solutions, the best solution found is identical to the route shown in Fig. 2 W. The total computation time for 20 runs was 49 seconds.
Random problem with 30 nodes
The 30 nodes/1 distribution center delivery prob lem, shown in Figure 3 , was constructed by random generation of the nodes in a 100 X 100 plane. Initially, applying filtered beam search with fil terwidth 4 and beamwidth 2 we obtained a route with total traveled distance of 672. There were a few crossing paths caused, by overlooking of some of the nodes in the first north/south part of the route. Hence, we divided the nodes in two groups : north (nodes 3 to 8, 10, 16, to 19, 21, to 27 ) and south (nodes 1, 2, 9, 11 to 15, 20, 28, 29, 30) . The length of the new best route is 614 and there are no more crossing paths. The computation time to find this solution is around 4 seconds. Fig. 3 (a) shows the solution obtained after the application of the single point exchange routine (obtained after only two changes). The optimal to single point exchange route has a length of 608.
In 20 runs of the 3-opt procedure for this prob lem, we obtained the best solution with length 606 in 174 seconds of computation time, The best route obtained by the 3-opt procedure is thown in Fig. 3 (b). So, we conclude that N increases linearly with o(n2).
Conclusions
In this paper we proposed a filtered beam search based procedure to solve the routing phase of the delivery scheduling problem. A new evaluation rule called the most willing neighbor was also proposed. The new rule retains the simplicity of the nearest neighbor rule, and overcomes its weak points. Three applications were presented and compared with the results obtained in 20 runs of the 3-opt procedure presented by Line"'. The proposed system present ed :
(1) Flexibility, as it may be utilized indif ferently with Euclidean, Cartesian or non-Euclidean and non-Cartesian distances (costs), and with sym metric or asymmetric distance (cost) matrix.
(2) High quality solutions, enhanced by the single point exchange routine The proposed pro cedure provides the best solution of the 3-opt proce dure for the 20-node problem and route 0.33% longer than the best solution of the 3-opt algorithm for the 30-node problem. For the 33-city problem, with known optimal solution, the algorithm pro vides a solution with total travelling distance 1.6% longer than the optimal solution without the single point exchange routine. By applying the routine the optimal solution itself was obtained after only one exchange.
(3) Very fast response. The computation time of the proposed procedure with single point ex change is approximately equivalent to a single run of the 3-opt procedure for the 20-node problem, and less than a single run of the 3-opt procedure for the 30-node and the 33-city problems. We may observe also that the rate of increase of the computation time with the size of the problem is smaller for the proposed system.
From now on, we intend to incorporate to the system time windows, restricting the time interval during which delivery to some of the nodes has to be completed, and capacity constraint for the delivery vehicles. We are studying also the inclusion of the assignment phase to the algorithm.
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