Abstract. We study the classical and quantal ionization dynamics of a one-dimensional system by strong, low-frequency electric fields with slowly varying envelopes. We show that classical ionization can be described using the principle of adiabatic invariance, if the driving frequency is sufficiently small, and that after ionization the atomic potential does not significantly alter the motion. This dynamical picture suggests that the quantal system ionizes via a sequence of tunnelling events which produce a wavepacket oscillating back and forth across the nucleus to produce high harmonics in the spectrum of radiation emitted by the accelerating electron. We further show that it is the interference between components of this wavepacket which produces both the harmonics of the field and a sharp cut-off in the spectrum, neither of which are present in the classical spectrum.
Introduction
In this paper we examine the connection between the dynamics and the spectrum of the radiation produced by an atom irradiated by a strong laser field. This spectrum is of considerable topical interest, having been seen in many experiments, see for instance Akiyama et al (1992) , Macklin et al (1993) , , L'Huillier et al (1991) , and in many calculations, Potvliege and Shakeshaft (1989) , Kulander and Shore (1989) , Billing et al (1992) , Krause et al (1992a, b) , Ben-Tal et al (1993) , Cerjan and Kosloff (1993) and Lewenstein et al (1994) . In this paper we consider only the radiation due to a single atom, which is necessary for our understanding of the whole problem which includes propagation effects, see for instance Eberly et al (1989a) , Shore and Kulander (1989) , Burnett et al (1992) and Watson et al (1995) .
The emitted spectrum has a number of peculiar features which have attracted attention. The main features are the very large number of harmonics present for strong fields and the rapid decline in the intensity of emitted radiation beyond a critical frequency ω c = k crit , where is the driving frequency. The model due to Corkum (1993) seems to explain some of these features provided the pulse contains only a few-typically less than 50-field periods, see section 3.1 below. This model assumes a low field frequency and that the electron escapes over or tunnels through a slowly moving barrier, to return and pass over the nucleus and consequently to emit high frequencies. This model has been expanded upon theoretically in a variety of works (Kulander et al 1993 , Corkum 1993 , Lewenstein et al 1994 , and in all cases the spectrum has been obtained from the cross-product of the continuum and bound-state contributions to the dipole matrix element; in theoretical, as opposed to purely numerical work, it is also assumed that the bound-state population is close to unity.
For long pulses-say 100 field periods-and strong fields this latter approximation cannot be used without inclusion of the field envelope for, as is shown below (see also D Richards Watson et al 1995) , the bound states are completely depopulated long before the field reaches it maximum amplitude. In this case it seems likely that all terms of the dipole matrix element need to be considered as the bound-state probability is a rapidly decreasing function of time. In this paper we study the continuum-continuum part of this matrix element and show, by using some plausible assumptions, that this contribution to the emitted spectrum behaves in a manner similar to that of the bound-continuum contribution. We examine the behaviour of a wavepacket initially localized near the outer classical turning point and which is formed by tunnelling through the slowly moving barrier. This analysis of the radiation emitted by a wavepacket uncovers some strange features, as shown in section 3.2.1.
Another reason for studying this contribution to the spectrum is that Corkum's description implicitly assumes that the escaping electron can be described classically. However, if we take this literally we find, by doing exact classical calculations, that (i) there are no harmonics in the spectrum, and (ii) there is no cut-off; these features can only be introduced by using wavepackets moving along classical orbits.
Here we consider one-dimensional systems, though all the results will generalize at least to atomic hydrogen. We begin with a study of the classical dynamics with the aim of establishing those frequencies for which adiabatic invariance can be used to describe the ionization mechanism and of establishing when simple approximations to the ionized motion are valid as these can be used in a quantal treatment; it is important to establish the frequency below which the action variable of the bound motion is an adiabatic invariant as then there is a very simple ionization mechanism. This is also true for the quantum dynamics, though it must be remembered that adiabatic invariance is different in classical and quantum mechanics, the former normally being more stringent. Classical dynamics produces a spectrum that is not peaked at the field harmonics, but contains all frequencies and contains no cut-off. The classical dynamics of harmonic generation has been considered previously (Bandarage et al 1990 , Leopold and Richards 1993 , but these works concentrated on the bound motion which is different from the unbounded motion in many respects; in particular, the emitted spectrum is peaked at the field harmonics and does have a distinct cut-off.
For fields that vary adiabatically and are below the critical classical field, defined after equation (10), quantal ionization must be via tunnelling through a slowly varying barrier (Sauer et al 1992) . An analysis of this, which takes into account the field envelope, shows that for low frequencies and sufficiently long pulses, that is more than 100 field periods (see figure 7), the atom is completely ionized before the peak field is reached. This observation casts doubt on the validity of the schemes of Corkum (1993) and Lewenstein et al (1994) in the low-frequency, strong-field regime, as these theories assume that the bound-state probability remains close to unity throughout the interaction time. An alternative mechanism, involving energy conservation, has been suggested by Kulander et al (1993) ; however, as the basic approximations used to generate spectra do not conserve energy this argument is potentially flawed. The work presented here could be viewed as providing the missing link in their argument by showing how some solutions of the time-dependent Schrödinger equation mimic energy conservation.
Here we investigate the consequences of the driving field being strong and having a low frequency and consider the continuum-continuum contribution to the spectrum. We conjecture that for such fields there is a relatively short period, while the field envelope is still increasing, during which a sequence of wavepackets is produced and that each of these oscillates about the atom for a relatively long time. By constructing an approximation to elements of this wavepacket we show how the field harmonics are created by constructive interference and that there is a natural mechanism, due to the dynamics of the wavepacket, which produces a cut-off in the spectrum. The analysis shows that each component of the wavepacket produces a spectrum, and that it is not necessary to assume that only a sequence of wavepackets will produce a spectrum: this is a new result and is discussed in the conclusion. Finally, we emphasize that our aim is to obtain a qualitative understanding of the dynamics; a detailed description of the type of system considered here is probably best obtained by the numerical solution of Schrödinger's equation.
Classical dynamics
We consider a one-dimensional system and assume that the electromagnetic field can be accurately described classically, so the Hamiltonian has the form
where the atomic potential, V (q), has a single minimum, and supports bound and unbound motion. We have ignored variations in the field phase as this does not significantly affect our results. In all calculations presented below we follow Javanainen et al (1988) , and use the modified Coulomb potential
as this removes the singularity in the one-dimensional Coulomb potential, so making the numerical analysis easier. In the momentum representation this potential is
where K 0 (x) is a modified Bessel function. In all numerical calculations we use atomic units, µ = e 2 =h = 1, and set a = 1. It is also convenient to consider the equivalent Hamiltonian, obtained by the timedependent canonical transformation (q, p) → (Q, P + g 1 (t)) with Hamiltonian
where
where T m is the interaction time and T f = 2π/ T m is the field period. This representation is convenient for the study of ionization because for large |Q| the momentum P is an approximate constant of the motion. We assume that for slowly varying envelopes the two Hamiltonians, with g 1 (t) approximated as in equation (5), are numerically equivalent; this approximation fails for very short pulses.
The crucial assumptions of the following analysis are as follows.
(i) The field frequency is small by comparison to the classical orbital frequency, ω(n 0 ), of the initial state with quantum number n 0 , or equivalently the splitting between the initial and adjacent states
(ii) The field envelope, λ(t), varies little during one field period and λ(t) = 0 for t 0 and t T m . A typical form for the envelope, which we use in all our numerical examples, is
In these circumstances it is helpful to consider the classical picture as this provides a very clear description of the dynamics which can be translated directly into a quantal approximation.
Classically the motion for times 0 t t I is bound and described to a very good approximation by the principle of adiabatic invariance (Percival and Richards 1982, Leopold and Richards 1993) ; the time t I is the ionization time defined in equation (11) below, and is almost independent of the initial conditions if the changes in the Hamiltonian are adiabatic. The basis of this approximation are the angle-action variables of the associated conservative Hamiltonian,
where (θ, I ) are the angle-action variables of this conservative system. The canonical transformation (q, p) → (θ, I ) clearly depends upon f . The adiabatic approximation is then obtained by replacing f by f (t) = F λ(t) sin t in this transformation; it is shown by Leopold and Richards (1993) that the new Hamiltonian is simply H a (I, f (t) ) plus terms O( F ). These small terms are important if one is interested in the bound motion, but can be ignored here as we are only concerned with the ionizing orbits. We use this theory to obtain an approximation to the ionization time t I . The action variable of the adiabatic system (8) is defined as, see Percival and Richards (1982, ch 7) ,
where q k (E, f ) are the turning points of the bound motion. If the potential V (q) − f q has a local maximum at q = q s (f ) then the separatrix passes through p = 0, q = q s and the separatrix action is defined by the equations
The classical critical field, F crit (I 0 ) is defined by considering the fate of an invariant torus of the unperturbed system, f = 0, with action I 0 , as f increases, infinitesimally slowly, from zero. Because the action I (E, f ) is an adiabatic invariant the energy must vary in an appropriate manner. The critical field is defined to be the value of f when the energy takes the value of the separatrix energy, that is
where E is the solution of
This transcendental equation can normally only be solved numerically. In the following we shall consider only the ground state and shall denote its critical field by F crit .
If we now replace f by f (t) = F λ(t) sin t then for sufficiently small there will be classical ionization only if F > F crit and then the ionization time, t I , is defined by
For adiabatic motion the time t I is independent of the initial angle variable and also the field phase; significant departures from this rule signify the breakdown of adiabatic invariance. For the modified Coulomb potential, equation (2), the WKB ground-state energy is E 0 = −0.619 and F crit 0.124. For future reference we note that the frequency of this classical motion is ω cl 0.564 and that we should expect the action to be a good adiabatic invariant if ω cl . In figure 1 we illustrate the accuracy of the adiabatic approximation by showing the final energies of a set of orbits, initially with I 0 =h/2 and with angle variable uniformly distributed in (0, 2π) for = 0.05, F = 0.11 (the full curve), and = 0.03, F = 0.12 (the broken curve), and when T m = 30T f , T f being the field period. It will be noted that the initial and final energy are practically the same as would be expected if the motion where adiabatic. Classical adiabatic invariance breaks down if F is close to F crit and the larger the larger F crit − F when this breakdown occurs. For instance when = 0.05 and F = 0.12 there is chaotic ionization for both T m = 30T f and 60T f . Also, if F crit − F is small there may be ionization for large but not small T m : for instance, if = 0.03 and F = 0.12 there is some ionization if T m = 60T f . For stronger fields, F > F crit , the system ionizes at times near t = t I . We illustrate this behaviour in figure 2 where we plot the classical ionization probability, P i (t), as a function of the time for motion in the modified Coulomb potential when F = 0.2 with T m = 50T f . This ionization probability was computed using 500 orbits initially with the same initial conditions as used for figure 1. For these calculations we used the momentum representation, equation (2), with the approximation g 1 (t) = (F λ(t)/ ) sin t. For the purpose of this figure an orbit is defined to be ionized when |q| > 2q s (F crit ) 5.1 , where q s is the position of the potential maximum, equation (10), and is moving away from the origin.
At this field strength the system should ionize when
, that is when t t I = 14.4T f ; since the system ionizes when cos t ±1, that is t I = mT f /2, for some integer m, we would have t I = 14.5T f if the action were a perfect adiabatic invariant. At = 0.02 we see that 65% of the orbits ionize at t I 14.5T f and most of the remainder after another half period: at = 0.05, 45% of the orbits ionize at 14.5T f with a further 30% at the next opportunity and the remainder at subsequent half period intervals. At the higher frequencies we see that there is significant ionization at about 14T f and that ionization is spread over a longer time, about T f for = 0.08 and about 5T f for = 0. stochastic layer around the separatrix widens with increasing . These numerical results are important: they show that for low frequencies classical ionization happens during a relatively short time, around t I , and that for t < t I the principle of adiabatic invariance holds and the motion is bound. From the analysis of Richards (1993, 1994) we know that for low frequencies the bound part of the motion produces relatively few field harmonics which are distributed about a few harmonics of the mean atomic motion. It follows that for the classical motion any high field harmonics come from the times when adiabatic invariance fails, that is when t > t I , and that to understand this part of the spectrum we need an approximation to the motion for these times. Provided that is sufficiently small then for times t > t I the motion is relatively simple as the Hamiltonian can be approximated by ignoring the atomic potential,
to give the motion
and where q I = q(t I ) and P = p(t I ) and P is the same momentum as used in equation (4). Integrating by parts gives and sinceλ ∼ 2/T m the ratio of the integral to the first term is O(T f /T m ) so may be ignored. Integrating again we obtain
For the same reason as above the first and second integrals are considerably smaller than the first and second terms respectively, so may be ignored. Since ionization occurs when cos t I ±1 we have
where F λ(t I ) F crit and F crit 0.124 for the modified Coulomb potential. If the frequency is small this approximation is often reasonable for t > t I , as is shown in figure 3 where we plot the time dependence of an orbit for F = 0.2, = 0.02 and T m = 30T f . Here ionization occurs at t I = 9T f , agreeing exactly with the adiabatic estimate, and with a negative value of P ; as λ(t) continues to increase after t I there are repeated rapid crossings of the atomic nucleus at each of which P changes by a small amount, as shown in the bottom panel, but not enough to affect the motion significantly. In figure 4 we show another orbit with the same field parameters but different initial conditions. Again ionization occurs at t I = 9T f and with negative P , but now the sixth crossing of the nucleus occurs at a stationary point of G 2 and results in a large change in P which becomes positive: after this collision the orbit is similar to that shown in figure 3 . Similar results are seen in the papers of Bandarage et al (1992) and Burnett et al (1992) , though in these papers the consequences of collisions with the atomic potential are not discussed. From these two sample orbits, and equation (13), we see that there are many repeated collisions with the nucleus if |P | is sufficiently small: it is these collisions which produce high harmonics, see equation (20) below. The effect of the atomic potential on the motion of the ionized electron is evident from the two orbits shown in figures 3 and 4, which suggest that the ionized electron moves on an unperturbed orbit for many field periods and is 'kicked' onto another such orbit by sudden changes in P which are significant only when the turning point occurs near q = 0; this behaviour has been observed in all orbits investigated. On the orbit shown in figure 3 this occurs only once at t 19.5T f when P is relatively small; in figure 4, however, we see a significant change at t 12T f in which the sign of P changes.
Some idea of the overall effect of the atomic potential can be obtained by comparing the initial value of P , P 1 , which is the value of P immediately after the electron escapes, that is when q ∼ 2q s (F ), with its final value, P f , the value after the electron has escaped to a 'safe' distance from the nucleus from which it cannot return: here we take this distance to be 4F /µ 2 . In figure 5 we compare P 1 and P f for a set of orbits with T m = 50T f and F = 0.2 with the broken curve depicting P 1 and the full curve P f . On the left, = 0.02, we see that P 1 P f for almost all orbits; we also see how the passage of the electron over the potential barrier at q = q s produces a sensitive dependence upon θ i , the initial angle variable: in this case P 1 = 0.70, P f = 0.78 and P 2 1 = 2.15 , P 2 f = 2.6, so the atomic potential has a relatively small effect on the motion after t = t I . On the right, = 0.05, we see that P 1 (θ i ), the broken curve, is a reasonably smooth function with a few discontinuous changes, whereas P f (θ i ) is much more erratic, suggesting more P -changing collisions with the nucleus; in this case P 1 = 0.18, P f = 0.26 and P 2 1 = 0.54, P 2 f = 1.05. From these, and other calculations, we deduce that for very low frequencies the classical motion of the ionized electron is given fairly accurately by the expressions (13) for the unperturbed motion, but that this approximation deteriorates as increases. We should expect the same of the quantal motion, though this needs to be investigated. Figure 5. Graphs comparing P 1 and P f as defined in the text; the difference provides some idea of the effects of scattering from the atomic potential after ionization. The full curve shows P f , the broken curve P 1 . In both cases F = 0.2, T m = 50T f ; on the left = 0.02 and on the right = 0.05.
Classical harmonic generation
The Hamiltonian (1) is time-dependent because it is derived assuming that the atomic system has no effect on the field, which simply drives the electron: consequently energy is not conserved. The radiation emitted by the accelerating electron is calculated using a further approximation which ignores the effect of the emitted radiation on the electron motion. The energy emitted per unit time is (see Landau and Lifshitz 1962, equation (67.8) 
3 , where a(t) is the acceleration of the electron in the laboratory reference frame; the spectral resolution of the emitted radiation is then proportional to the square of the Fourier transform of the acceleration (Landau and Lifshitz 1962) , which is given by one of Hamilton's equations,
We now approximate a(t) by substituting the unperturbed motion, defined in equation (13), in the right-hand side. For our purposes we may ignore the last term as it produces only a single harmonic. Thus
and the observed spectrum is found by averaging over the distribution of P ; in practice, the field phase should also be averaged but here it is set to zero.
1, see, for instance, figure 3 and t k+1 − t k π/ . Then the integral (18) is strongly peaked at these times so can be approximated by the sum of the contributions from each crossing of the atomic potential,
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Log ( (18), taken over 25 field periods and with λ(t) = 1. For the purposes of illustration we take F = 0.2, = 0.05 and Q = 0; the broken curve is for P = 0 and the full curve with P = 0.05.
By making a Taylor expansion about each
where V(p) is the potential in the momentum representation, equation (3). If N m 1 then t k+1 − t k π/ and B k and V(ω/B k ) are practically independent of k so the sum over k will produce peaks at integer multiples of and with width proportional to N −1 m . However, even for quite small values of P the differences t k+1 −t k are insufficiently close to π/ for destructive interference to remove the contributions to F cl (ω) for ω/ = integer. In figure 6 we show a segment of F cl (ω), computed using equation (18), with F = 0.2, = 0.05, Q = 0 and P = 0 and P = 0.05; for the purposes of this calculation we set λ = 1 and take the Fourier transform over 25 field periods. It seems very unlikely that replacing the unperturbed motion by the exact motion would produce a qualitative change to this spectrum.
For analytic potentials V(p) decays roughly exponentially, see for instance equation (3). Thus there are two properties of the classical spectrum which differ from observed spectra and numerically computed quantal spectra; the classical spectrum does not have peaks at ω = k , k = 0, ±1, . . . and does not have a cut-off at some critical frequency. As far as we are aware there has been no satisfactory attempt to explain these differences between the classical and quantal spectra, both of which are based on the same dynamical approximations.
Quantum dynamics of harmonic generation

The tunnelling limit
In section 2 we demonstrated that the classical dynamics was reasonably well approximated by an adiabatic model for t < t I and that for t > t I the classical motion is fairly well approximated by equation (13). We now explore the consequences of this adiabatic invariance on the quantum dynamics with the intention of explaining why the classical and quantal spectra differ.
In Sauer et al (1992) we showed that for scaled frequencies 0 < 0.02 the assumption that there are no transitions to excited adiabatic states gives good agreement with the experimental measurements of the ionization probabilities of excited atoms, with initial quantum number n 0 ∼ 24. Since the coupling between adiabatic states is proportional to n 0 F 0 0 , F 0 and 0 being the scaled field strength and frequency and n 0 the initial quantum number (Richards et al 1989) , we should expect this approximation to work for higher values of 0 as n 0 decreases. For atoms initially in the ground state we have tested this assumption in Leopold and Richards (1994) and conclude that there is very little excitation from the ground adiabatic state to the first excited adiabatic state: it is therefore a good first approximation to assume that almost all ionization comes from tunnelling from the ground state, if F < F crit , or from tunnelling and escape over the barrier if F > F crit . Here we consider only the former case.
In the tunnelling limit, F < F crit , there is no classical ionization but as the field approaches its maximum value the quantal system ionizes by tunnelling through a potential barrier. If the energy of the nth state of the Hamiltonian (8) is E n (f ) − iE n (f ) then the probability of being bound at time t 2 = (m + 1)T f /2 is related to the probability at time t 1 = mT f /2, half a period earlier, by
where λ, the field envelope, is assumed to be constant during the integration. The ionization probability per period is then
Note that the frequency dependence of this expression is exp(−C/ ). An approximate expression for E 0 (f ) and the integral appearing in equation (21) is obtained in the appendix and in figure 7 we show, for F = 0.1 and = 0.04, the bound-state probability and the ionization rates for 100 and 300 period envelopes. We also show, with the broken curves, the same data obtained using the width of the ground state of the hydrogen atom given by Damburg and Kosolov (1983, equation (70) ), quoted in equation (A1) of appendix A: there is no significant difference. The case = 0.06 is similar.
The crucial point is that for these relatively weak fields, equivalent to laser intensities of about 3.5 × 10 14 W cm −2 , the system is almost completely ionized before the peak of the pulse. This is particularly true for pulses longer than 100 field periods. Thus when the field strength is F the bound-state probability is effectively zero. Because of the dependence in P i (t) higher frequency fields ionize the system significantly more slowly so the envelope can be longer before complete ionization at the peak field. This is important because one suggested explanation of the high harmonic cut-off is the interaction between the ground state and continuum parts of the wavefunction. The approximations of Corkum (1993 and Lewenstein et al (1994) all assume a wavefunction of the form
where φ 0 is the wavefunction of the unperturbed ground state with energy W 0 , a 0 (t) the amplitude of being in this state, so P b = |a 0 | 2 and φ c is the continuum part of the wavefunction. In all cases it is assumed that a 0 (t) 1, see, for instance, Lewenstein et al (1994, equation (3)). These models consider only the cross term of the matrix element required, equation (34) below, so can only be used for those fields such that P b (T m ) is close to unity. But as a function of F the final bound-state probability changes from unity to effectively zero over a very narrow field range. Typically, for a 300 period envelope, if F < 0.04, P b (T m ) ∼ 1, so there is practically no ionization, and if F > 0.07, P b (T m ) ∼ 0. Thus approximations to the ionization probability which assume P b = 1 are useful only over a small range of fields.
Moreover, the effect of the envelope is generally ignored as is the fact that ionization can be completed before the field reaches its maximum amplitude; with these, and other, assumptions it is found that k crit (I p + 3.2U p )/ h, where the ponderomotive energy
2 , is evaluated at the maximum value of the field. But since ionization is practically complete before the field has reached its maximum amplitude, it would seem necessary to replace U p by an adjusted value, evaluated at an effective field when |a 0 (t)| is not significantly different from unity, say when P b = 1 2 , so the basic approximation is still valid and the matrix element is non-zero. For instance, if = 0.05, F = 0.1 and T m = 100T f we have F eff 0.82F so U eff p 0.67U p : when T m = 300T f , F eff 0.72F and U eff p 0.55U p . Because of the manner in which the frequency appears in the probability of equation (21), U eff p decreases with decreasing . For very short envelopes most ionization may occur nearer the pulse centre, however, even when T m = 50T f the bound-state probability at the pulse centre is O(10 −3 ) for = 0.04 and O(10 −2 ) for = 0.06. Another suggested explanation of k crit uses energy conservation (Kulander et al 1993) ; however, since the basic formalism violates energy conservation twice, once in deriving the Hamiltonian, equation (1), and again in calculating the spectrum, see the discussion at the beginning of section 2.1, this explanation is incomplete until it can be shown that the solutions of Schrödinger's equation behave as if energy is conserved. In the next section we shall show how this can occur.
Since the ionization probability increases very rapidly with time if the pulse contains many field oscillations, it is important to understand the nature of the continuum-continuum contribution to the dipole matrix element.
An approximate theory of harmonic generation
The most important feature of the ionizing process is that the bound motion is adiabatic and that ionization occurs through a slowly moving barrier at times near t I at which the field amplitude is close to its local maximum, see figure 2 ; furthermore, for long pulses all ionization occurs during about 10 field periods at some time before the peak of the envelope, figure 7. This means that the continuum part of the wavefunction comprises a sum of wavepackets, each part of which is born at times t I + 2πp/ , for some integers p. We shall show that the dynamics of each component of this wavepacket causes the difference between the classical and quantal spectra and that this dynamics also produces a cut-off in the spectrum. This involves the construction of a suitable wavepacket and for this we need to make quite severe approximations, mainly because it is very difficult to make an accurate allowance for the field envelope. In the next section we briefly consider a much simpler problem, involving wavepackets, as this isolates important features and shows very clearly how interference between components of a wavepacket causes significant differences between the classical and the quantal spectra and, in particular, how they produce a highfrequency cut-off.
Unbound, high-energy motion in a static potential.
Consider the radiation emitted by a charged particle scattering from the one-dimensional potential V (q); this problem can be tackled using the exact theory described in, for instance, Berestetskii et al (1971, p 313) , which conserves energy. Here we use the same approximation as used in harmonic generation calculations, see any of the papers listed in the first paragraph of the introduction, in order to show that no extra assumptions are necessary to explain the existence of a cut-off in the spectrum; note that the approximation we use does not conserve energy. For simplicity we consider only the high energy limit when the classical motion is well approximated by its unperturbed trajectory, q(t) = −q 0 + p 0 t/µ. Then the classical spectrum is given by equation (18),
Now consider the spectrum produced by a wavepacket initially centred on −q 0 , width σ and moving with velocity p 0 /µ > 0,
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The generating function for the classical motion is F 2 (P , q, t) = qP − P 2 t/2µ so the wavefunction is
If σ ∝ √h then in the limith (Lighthill 1962, p 17) . The quantal spectrum is computed from the acceleration, a(t) = 0|ṗ t |0 /µ where p t is the momentum in the Heisenberg representation. On converting to the Schrödinger picture we obtain
A convenient way to evaluate the Fourier transform of a(t) is to use the integral form of q | t , equation (23), to write a(t) in the form
Then
This integral is dominated by contributions from near y s , the position of the minimum of the function in square brackets; for ω > 0, y s > 0 and vice versa. Consider only the case ω > 0 then on defining
and using the method of steepest descent we find that
where x m is the position of the minimum of the function
Forω < 1 the following expansions are accurate:
For largerω we have
On using these results and equation (25) we see that, for smallω = ωh/2E 0 ,
For high frequencies, however, we have . The difference between the classical and quantal spectra decrease if the width of the initial wavepacket, σ , decreases and vice versa.
Thus the wavepacket, if sufficiently broad, reproduces, approximately, energy conservation in the quantal spectrum, in the sense that the probability of the radiation energy being high, ωh E 0 , is very small. Whilst the mathematics of this is clear the physical interpretation is not. This is a very simple example but differs from the real problem in only one important respect: the wavepacket crosses the potential once, so the spectrum is continuous. For the real problem each component of the wavepacket crosses the nucleus several times, see figures 3 and 4, at the times t I + 2πp/ . In the next section we consider each component of the wavepacket separately and show that (i) the cut-off in the spectrum is produced by the same mechanism as in this simple example, and (ii) that repeated crossings of each component of the wavepacket produces, via interference effects, sharp lines at multiples of the field frequency.
Harmonic generation
We now return to the time-dependent system and use the dynamical picture given by the classical analysis of section 2 and the tunnelling approximation of section 3.1 to construct an approximate continuum wavefunction with which we can understand the behaviour of the continuum-continuum contribution to the spectrum.
The results of section 3.1, in particular figure 7, suggest that ionization occurs only at times near t I at which the field amplitude is near its local maximum, via tunnelling through a slowly moving barrier. There are several parts to the approximation developed here. First, we assume that there is almost no excitation to excited states, an approximation justified by the work of Leopold and Richards (1994) . Second, we make a quasi-static approximation, assuming that the electron tunnels from the ground state into the continuum when the oscillating field is near its maximum amplitude, that is at times t I where cos t I ±1. These two approximations show that the continuum part of the wavefunction comprises a sequence of independent contributions which oscillate about the nucleus, but spread quite rapidly. Because they contain zero-momentum components they remain in the vicinity of the nucleus for a long time so continue to interact with the atomic potential long after the bound-state probability has become negligible. We use these features to suggest a simple form for the combined wavepacket which allows a simple qualitative description of the spectrum.
Suppose that a free electron is 'born' at time t I at the outer turning point, q = q 3 , with momentum P ; then, provided that the field envelope is changing sufficiently slowly, its classical motion, equation (13), is obtained from the generating function
where G 1 and G 2 are given in equation (16). At a turning point P = 0, then if λ were constant we see from equation (13) that q(t) > q 3 for all times t > t I , as the large term G 2 is not negative; but as λ is increasing after the escape G 2 becomes negative and the electron returns to the nucleus, see figures 3 and 4. Moreover, since ionization occurs both before and after t I the distribution of P , the momentum at t I , must contain both positive and negative components. In order to incorporate this picture of the ionization process into a quantal model we use the fact that E 0 (f (t)) decreases exponentially from its local maximum when cos t I = ±1, so ionization occurs only during a relatively short time t I . Estimates of E 0 (f ) and t I are obtained in appendix A; for typical values of F and , t I ∼ 1. Thus, on using the uncertainty principle we construct a wavepacket of width E I =h/ t I centred on the quasi-static energy E 0 (f ) of the adiabatic Hamiltonian (8) at f = F . If ρ(E − E 0 ; E I ) is the energy distribution at time t I then the continuum part of the wavefunction can be written in the form
In the outer region, in the vicinity of the outer classical turning point q 3 and beyond q | E is given fairly accurately by an Airy function provided F is not too close to F crit and the turning points near the barrier are not too close together. Normalized in energy these are
For times t > t I we expand the continuum part of the wavefunction in the form
where the amplitude A(P ) is some function of P only. Then since F 2 reduces to the identity transformation at t = t I we have, on using (27)
is the Airy function of equation (28) in the momentum representation. Assuming that the distribution ρ is sharply peaked about E 0 , the amplitude A(P ) has the form
where g = −V (q 3 ) > 0 is the gradient of the potential at E = E 0 ; provided F is not too close to F crit , g varies very little with F . The integral in this expression gives a function with a single maximum at p = 0. This expression for A(p) substituted into equation (29) provides the following estimate for the contribution to |t c from ionization at time
This wavepacket is initially peaked at the outer turning point. Its centre moves on the classical orbit, equation (13), and because λ(t) is increasing the amplitude of these oscillations also increases, see figures 3 and 4. The packet spreads and after a few field periods has lost all resemblance to its initial shape, simply because T f is large: this behaviour has been confirmed by evaluating the integral numerically for a few choices of ρ, but accurate evaluation for large times is difficult because of the rapid oscillations in the integrand. The zero momentum components ensure that the decay of | q|t c | 2 near q = 0 is a very slowly decreasing function of t; the rate of decrease is difficult to estimate but consideration of simple expressions for ρ, for example a Gaussian, suggests that the probability of the electron being near the origin decays as an inverse power of t which is much slower than the probability of remaining bound.
Thus the picture we have of the ionization process is that of periodic additions of wavepackets, each of the form given in equation (32), to |t c , each of which spreads rapidly between the turning points of the classical motion but, on average, moves away from the origin very slowly. The results shown in figure 7 suggest that there are roughly 10 significant contributions and that during the time when |t c is being formed the bound-state probability, P p (t), decays very rapidly. When P p (t) 0, | q|t c | 2 remains significant in the neighbourhood of the nucleus.
An accurate treatment of the continuum motion which allows for all components of |t c and for the variation of λ(t) is clearly difficult. Here we mimic this part of the wavefunction by replacing all components of |t c by a single component having the form of equation (32) but replacing F 2 by
Here the variation of λ is ignored and this is justified by the slow decay of the wavepacket in the vicinity of q = 0. For very long pulses and strong fields the maximum field amplitude would not be reached before all interactions with the nucleus are over, and then another approximation is needed. By writing |t c is this form we are essentially ignoring all cross products in the matrix element needed for the spectrum; this is justified because the times between the appearances of each component are not exactly integer multiples of 2π/ , because λ(t) is increasing, so we expect these cross terms to be relatively small, though this approximation needs to be checked. Note also that the slight aperiodicity produced by the slowly increasing value of λ(t) seems to be responsible for a small frequency shift in the higher harmonics of the spectrum (Watson et al 1995) . The spectrum is computed from the acceleration, but now equation (24) becomes
which is the equivalent of equation (17) and, as in that case, the first term on the right-hand side can be ignored, so the Fourier transform of a(t), is
which is the quantal version of equation (18).
3.3.1. Harmonic spectrum. Now consider the Fourier transform, equation (35), using the wavefunction defined in equations (32) and (33). Making the Fourier decomposition (see Abramowitz and Stegun 1964, equation (9.1.41 ))
we find that the Fourier transform of t| V |t c can be written in the form
where V(y) is the atomic potential in the momentum representation. If the interaction time T m is sufficiently large the integral over t can be approximated by a δ-function and the integral becomes
The amplitude A(P ), equation (31), is peaked about P = 0 and has an oscillatory component. Thus it is reasonable to assume that this integral is small unless ω −k ; then the contribution to the kth harmonic, F k , can be written in the form
and where we use the imaginary part of C if k is odd and the real part if it is even. Note that this approximation gives harmonics for all k, even if the potential is even, as the approximation (33) does not adequately reflect the symmetry which removes even harmonics.
In order to proceed we need an approximation to the amplitude of the momentum distribution, A(p). A very crude estimate of this is given implicitly by Corkum (1993) and we can adapt this model to see that A(p) contains both positive and negative components of p. Suppose that a free electron is 'born' at time t = t I + δt at the classical turning point and with zero momentum; then for small δt the sign of p at t = t I will depend upon the sign of δt and |p| upon |δt|. Thus since we are approximating a decaying bound state we follow convention and assume ρ to be a Lorentz distribution (Bransden and Joachain 1983, p 185) , centred upon E 0 (F ), but modified as A(p) contains both positive and negative momentum components
where E I is the width of the wavepacket defined above and computed in appendix A. Then The integral (38) can now be approximated using the method of stationary phase, see appendix B, which gives F(ω) in closed form without the need to specify V(y).
Despite its appearance, the behaviour of the integral (38), as a function of k, F and , is not particularly complicated and can be understood by examining the roles of its constituent parts. There are two exponentially decaying factors, V(y), equation (3), which decays as e −y and |C| = exp(− E I y/gh). It is shown in appendix A that E I / depends mainly upon F ; clearly both E 0 and g are independent of , a consequence of the bound motion being adiabatic: some typical values of these parameters are given in table 1.
For small values of k these exponentials and the ordinary Bessel function J k (yF / 2 ) dominate the behaviour as for small |y| the Bessel function is exponentially small, has a first maximum at y k 2 /F after which it oscillates and has magnitude decreasing as y −1/2 . In the absence of the oscillatory part of C(y) the integral, in atomic units, is like
so the magnitude of F 2 decreases by an order of magnitude when k increases by
The dominant part of this integral comes from the neighbourhood of the first maximum of J k ; when k is large the oscillatory part of C(y) therefore becomes significant and introduces a more rapid decay. We can estimate where this cut-off comes by noting that the integrand of (38) is oscillatory and so may be evaluated using the method of stationary phase. At some critical value of k, k crit , which depends mainly upon F / 2 but also upon g and E 0 /g, the stationary phase points become complex so F k decays very rapidly for k > k crit . In appendix B we obtain an estimate of k crit , equation (B2). For sufficiently low frequencies and for the modified Coulomb potential this gives
note that k crit depends upon −3 . Equation (B2) reproduces fairly accurately the point at which F(k ), computed from equation (38), begins to decrease rapidly.
In figure 8 we plot log(F 2 k ) in the case = 0.05 and for various values of F ; the arrows depict the values of k crit given by equation (B2) obtained using the values of a, E 0 and E I given in table 1. We see that the estimate of k crit is quite accurate.
In figure 9 we plot log(F 2 k ) for = 0.043 and F = 0.045 and 0.0755, corresponding to figure 4 of Krause et al (1992a) . Our approximation gives k crit = 19 and 64, respectively, whereas the more accurate computation gives about 30 and 65, respectively. Considering the simplicity of some of the approximations used here this comparison suggests that the basic dynamical model is correct.
In general k crit ∼ −3 , so decreases very rapidly as increases. In our approximation the analysis of appendix B gives k frequencies the tunnelling rate is slower, see equation (21), so that ionization occurs nearer the peak of the pulse. In this case, if F is near F crit the Airy function approximation used to construct the wavepacket, equation (30), is inappropriate as both outer turning points need to be considered. Also if ionization is not completed before the peak field value is reached it may be necessary to consider the bound-state part of the wavefunction, as in Lewenstein et al (1994) .
For very strong fields, F > F crit , the spectrum presumably depends upon the rise time of the envelope. If this is long enough then all ionization must occur long before the peak of the pulse and before t I , where λ(t I )F = F crit ; then the continuum wavepacket is created in exactly the same manner as described here. If the rise time is short enough then the ground state will still be populated at t = t I and then ionization will be completed by the electron escaping over the barrier; this will probably produce a different shaped wavepacket than that considered here, which means a different functional form for the amplitude A(p) in equation (31).
Conclusions
We have studied the classical and quantal ionization dynamics of a one-dimensional system by strong, low-frequency electric fields with slowly varying envelopes. We have shown how the classical ionization mechanism is described by the principle of adiabatic invariance, provided that the driving frequency is sufficiently small, and that after ionization the atomic potential does not significantly alter the motion. This analysis shows why the classical spectrum is continuous and is not peaked at the field harmonics and also why there is no cut-off in the classical spectrum. Using this dynamical picture we model the quantum ionization mechanism as a sequence of tunnelling events which produce a wavepacket oscillating back and forth across the nucleus in such a manner that the probability of being in the vicinity of the nucleus is a slowly decreasing function of time. In contrast the probability of being bound decays rapidly and is effectively zero before the field has reached its peak value.
We construct an approximation to the continuum wavepacket and consider the contribution to the spectrum from the continuum-continuum part of the dipole matrix element. We show that interference between its components produces a dramatic decrease in the spectrum beyond a critical frequency, ω c = k crit . This behaviour is similar to that found in the bound-continuum contribution considered by other workers (see, for instance, Corkum 1993 , Lewenstein et al 1994 , Rae and Burnett 1993 , Watson et al 1995 ; the frequency cut-off is at roughly the same place but the mechanism for the rapid decrease in intensity at higher frequencies is quite different. Our analysis shows that interference effects produce this cut-off and hence explains why there is no cut-off in the classical spectrum. For low-frequency fields with long rise times it is shown that the ground state is completely depopulated long before the peak field is reached and since the decay of the wavepacket in the vicinity of the nucleus is slow, see the discussion after equation (32), the continuum-continuum contribution is dominant after ionization has occurred. It is clearly necessary to understand the difference between the bound-continuum and continuumcontinuum contributions before the origin of the frequency cut-off is fully understood. The implication of this work is that in some cases, short pulses and higher frequencies, the bound-continuum contribution dominates, but in other cases, long rise times and low frequencies, the continuum-continuum part dominates. The approximations developed here could be used to analyse this problem.
In addition this analysis may provide the missing link in the argument of Kulander et al , who use energy conservation to derive an expression for k crit . Since the equations of motion normally used to obtain the spectrum violate energy conservation, once in their basic formulation and again in extracting energy from the accelerating electron, energy conservation can only be used if it can be shown why solutions of Schrödinger's equation produce spectra which mimic energy conservation. The theory of this paper provides this mechanism. In the case of the simple problem considered in section 3.3 we saw that the energy in the spectrum decreases very rapidly when ωh > E 0 ; in the more complicated case of an atom in a strong, low-frequency periodic field our value of k crit is numerically close to those of Kulander et al ; the reason for any discrepancy is probably in the inaccuracy of various approximations used in constructing the wavepacket which are, of necessity, rather crude.
The analysis presented here suggests that for low frequencies there exists a generic, or uniform approximation (see Child 1991) to the spectra, as the only important parts of the dynamics are the rate of tunnelling and the free motion. For low frequencies tunnelling is rapid so complete ionization occurs before the field reaches its maximum amplitude: this means that simple approximations to the tunnelling rate suffice. After ionization a good approximation to the motion is given by ignoring the effects of the atomic potential. It follows that an accurate theory needs only a good approximation to the oscillating wavepacket, that is the momentum distribution A(p), equation (30); this must depend only on the form of the potential in the vicinity of the outer turning point, that is it should depend only upon the field strength and the nuclear charge, and is independent of the field frequency. The energy level E n is given by the solution of the equation F 1 (E) = (n + 1 2 )π . In the following approximation, for simplicity, we ignore and consider only the ground state.
Numerical evaluation of F 1 (E) and hence E n and E is relatively straightforward; some typical values are given in table A1 together with results obtained using the analytic fits given by Damburg and Kolosov (1983, equation (70) 
Since we need to integrate E(f (t)) over the time we need a simple approximation which is obtained by fitting a quadratic in F crit − f to numerically computed values of log(E) at f = 0.08, 0.09 and 0.1: this gives log(E 0 ) −588.5f 2 + 136.0f − 9.70 which reproduces the results in table 1 to within 1% for 0.07 f 0.11. Since f = F sin t and we need an expansion about t = π/2 we set t = π/2 + τ and expand to O(τ 2 ); then f F (1 − τ 2 /2) and Thus, on ignoring transitions to other adiabatic states, we obtain the relation between the bound-state probability at time t 2 = (m + 1)T f /2 and at t 1 = mT f /2, P b (t 2 ) = P b (t 1 ) exp − 2e We can now estimate the time t I , during which ionization occurs. In this approximation P i (−∞) = 0 and P i (∞) = P i , so we let t I = t + − t − where P i (t − ) = δP i and P i (t + ) = (1 − δ)P i , where δ is a small number: clearly t − < 0 and provided is not too large, that is if is not too small, t + > 0. Then 
E(τ ) exp(−A(F ) − B(F )τ
