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We present an effective tight-binding Hamiltonian for Li2IrO3 based on maximally localized Wannier functions
for states near the Fermi level as obtained from first-principles electronic structure calculations. The majority of
the Wannier orbitals are positioned on the center site with dominant jeff = 1/2 character, while relatively small
jeff = 3/2 tails lie on the three nearest-neighbor sites. Interestingly, the spin quantization axis of the jeff = 1/2
components deviates from the local octahedral axis and points toward the nearest-neighbor Ir direction. In
our tight-binding model, there are relatively strong next-nearest- and the third-nearest-neighbor hopping terms
within the two-dimensional Ir honeycomb lattice in addition to the relatively small but significant interlayer
hopping terms. The ratio between the nearest-neighbor and the third-nearest-neighbor hoppings, which can
be controlled by the lattice strain, plays a critical role in determinating the Z2-invariant character of Li2IrO3.
From our tight-binding model, we also derive an effective Hamiltonian and its parameters for the magnetic
exchange interactions. Due to the complex spin-dependent next-nearest-neighbor hopping terms, our pseudospin
Hamiltonian includes significant next-nearest-neighbor antiferromagnetic Kitaev terms as well as Dzyaloshinskii-
Moriya and Heisenberg interactions. From our model Hamiltonian we estimate classical energies of collinear
magnetic configurations as functions of the Hund’s coupling of the Ir atom, from which zigzag-type magnetic
order gives the lowest energy.
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I. INTRODUCTION
A layered iridate with a two-dimensional honeycomb Ir
lattice,A2IrO3 (whereA=Li or Na), has drawn much attention
as a candidate for topological insulators1,2 with electron
correlations. Na2IrO3 has been suggested as a weak topological
insulator based on the jeff = 12 state, which is considered
to be an effective degree of freedom for the low-energy
physics of 5d-transition-metal oxides.3,4 In addition, a recent
discovery of a spin-liquid phase on the honeycomb lattice5 has
triggered a number of studies that have investigated the role of
correlations and the resulting emergent phases on the Kane-
Mele (KM) model.6 Both nontrivial hopping terms induced by
the strong spin-orbit coupling (SOC) and significant on-site
Coulomb correlations make A2IrO3 a possible candidate
for the so-called Heisenberg-Kitaev (HK) model7 and its
derivatives,8–11 on which theoretical investigations are active
because of its possible application to topological quantum
computations.
Recent experimental reports on the nature of the magnetic
ground state of Na2IrO3 and Li2IrO3 suggest that a zigzag-type
antiferromagnetic (AFM) ordering within the Ir honeycomb
lattice manifests in these compounds. Such an AFM ordering
cannot be explained by the earlier HK model7 with only
nearest-neighbor Heisenberg terms. Further theoretical in-
vestigations have revealed that the zigzag-type order can be
stabilized when the next-nearest- and third-nearest-neighbor
Heisenberg terms10,12 are included. It is also suggested that,
although Na2IrO3 is closer to the AFM-ordered regime,
Li2IrO3 is located near the borderline between the magnetic
order and the Kitaev spin liquid phase10,11 owing to the
more dominant Kitaev term present in Li2IrO3 compared
to Na2IrO3.
Most of the discussions on the exotic ground state rely on
the assumption of the robustness of jeff = 1/2 states inA2IrO3.
However, when considering the presence of a trigonal crystal
field in A2IrO3, it is not clear whether the jeff = 1/2 state,
originally suggested to be present in Sr2IrO43,4 without any
crystal field with lower symmetry, can sustain its character in
the honeycomb Ir lattice. Further, there is a concern about the
possibility of the next-nearest-neighbor Kitaev terms, which
might change the ground state significantly.13,14 In this study,
we perform first-principles calculations for the band structures
of Li2IrO3 and clarify the nature of the low-energy states
near the Fermi level. In the presence of SOC, our results
on the character of the constructed Wannier orbitals show
intriguing behavior, that the major jeff = 1/2 component is
localized on the center Ir site while the small jeff = 3/2
components exist only on the nearest-neighbor sites. Such
character implies that the jeff = 1/2 scenario seems valid in
Li2IrO3, contrary to the recent suggestion of a quasimolecular
orbital scenario by Mazin et al.15 in the case of Na2IrO3.
Based on our Wannier orbitals, we present a realistic minimal
effective Hamiltonian and analyze its characters. Our results
emphasize the significance of nontrivial long-range hopping
terms arising from the extended nature of the Ir 5d orbitals.
Such long-range hopping terms are important in understanding
the low-energy electronic degree of freedom and the related
magnetic properties, and they also play a crucial role in the
determination of the topological character of this system. By
controlling the lattice strain, we can tune the ratio between
nearest-neighbor and longer-range hopping parameters and
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can achieve the subsequent phase transition to the topological
insulator phases in our first-principles calculations. In addition,
we derive an effective jeff = 1/2 pseudospin Hamiltonian
from our noninteracting model. The resulting Hamiltonian is
characterized by the dominant Kitaev-type anisotropic second-
neighbor exchange terms, as well as smaller but significant
Dzyaloshinskii-Moriya (DM) and Heisenberg interactions. We
also estimate the magnitude of the nearest-neighbor Kitaev
terms suggested in Ref. 7 and discuss a possible magnetic
ground state in terms of Hund’s coupling of the Ir atom.
II. ELECTRONIC STRUCTURE CALCULATIONS
For the electronic structure calculations we have used
the density functional theory (DFT) code OPENMX,16 which
is based on a linear combination of pseudoatomic or-
bital (LCPAO) formalism.17 SOC is treated via a fully
relativistic j -dependent pseudopotential in the noncollinear
DFT formalism.18–20 The Perdew-Burke-Ernzerhof general-
ized gradient approximation (GGA) functional21 is used in
the calculations and structure optimizations in the original
and all of the strained unit cells. All of the structures used in
this work are relaxed using the force criterion of 0.01 eV/A˚.
A maximally localized Wannier function formalism22,23 is
used for our calculations as implemented in the OPENMX
code.24
There have been some structure studies on Li2IrO3;25,26 in
one of them a C2/c unit cell25 is claimed, whereas in the other
one it is suggested that the C2/m model gives the best fit to the
x-ray diffraction data.26 Both of the unit cells have qualitatively
similar structure, with the same type of alternate stacking of
Li1/3Ir2/3O2 and Li layers, as shown in Figs. 1(a) and 1(b).
Compared to the C2/c-based unit cell, the C2/m-based cell has
a less distorted Ir honeycomb lattice and mirror symmetry with
respect to the plane including the crystallographic a1 and a3
axes shown in Fig. 1. Starting from both of the experimental
unit cells, our structure optimization yields a nearly ideal
honeycomb lattice of Ir atoms in both cases, and this implies
that the C2/m-based structure is more reliable in this material.
Note that the lattice symmetry of Li2IrO3 is the same as its
sister compound Na2IrO3, whose lattice structure has been in-
vestigated in some independent studies,27,28 although the local
structure near the Ir atoms in Li2IrO3 is significantly different.
Owing to the larger in-plane lattice constant originating from
the difference in the size of the alkali cations, the local IrO6
octahedron in Na2IrO3 shows significant antirotation of the
two triangles parallel to the Ir layer and also compression
along the direction normal to the Ir layer, whereas in Li2IrO3
the IrO6 octahedron is much closer to the ideal one.
For the calculations we adopted a minimal unit cell reduced
from the original C2/m one, whose Bravais lattice vector
is shown in Figs. 1(a) and 1(b). Owing to the tilted c-
lattice vector as shown in Fig. 1(a), the Brillouin zone is
distorted from that of a hexagonal Brillouin zone, but we
will still use the zone indices of the hexagonal Brillouin
zone at the eight time-reversal-invariant momenta (TRIM) for
convenience.
The band structure for our unit cell is shown in Fig. 2.
Because of the local oxygen octahedral environment, Ir 5d
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FIG. 1. (Color online) A schematic drawing of the Li2IrO3 crystal
structure, where a1, a2, and a3 are unit vectors of the unit cell adopted
in our calculations. (a) Side view of the crystal structure. Each Li
and Ir2/3Li1/3 layer is stacked along the a3 direction, on the three
inequivalent positions in a cyclic order. (b) The three inequivalent
positions, marked in the layer view of the Ir2/3Li1/3 lattice. (c) The
Ir-O bond lengths and bond angles within an IrO6 octahedron, where
the local x ′, y ′, and z′ coordinates are along the Ir-O bonds stretching
out of the plane.
levels are clearly split into t2g and eg complexes, as can be seen
in Fig. 2(a). In the absence of SOC, the hexagonal arrangement
of IrO6 octahedra induces about 0.45 eV of level separation
between the a1g and e′g doublets within the t2g complex, as
shown in Fig. 2(b). Such clear splitting at  was identified by
Mazin et al.15 as a hallmark of the formation of benzene-like
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FIG. 2. (Color online) Band structure of Li2IrO3, with and
without SOC. (a) Bands without SOC; light blue, dark blue, and green
colors represent Ir eg , Ir t2g , and oxygen p-type bands, respectively.
The inset shows the first Brillouin zone and the special k points used
in the calculations and the band plots. (b) The t2g complex splits
into a1g (yellow) and e′g (blue) doublets. The separation of a1g and
e′g states appears clearly near  but becomes unclear near the zone
boundary. (c) The bands with SOC decompose into jeff = 1/2 (red)
and 3/2 (cyan) character.
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quasimolecular-orbital states, but it becomes obscure at the
zone boundary due to the large dispersion induced by the direct
nearest-neighbor hopping terms and further nearest-neighbor
terms between the Ir t2g orbitals. Further, from the splitting
of the top two e′g doublets at  we can notice the threefold
symmetry being lifted by 0.1 eV owing to the monoclinic
stacking of Li1/3Ir2/3O2 layers, which leads to the anisotropy
of the lattice structure and the resulting anisotropy of effective
hopping within the jeff = 1/2 complex.
The 0.4 eV of SOC changes the band structure significantly,
by mixing the split a1g and e′g complexes throughout the
entire Brillouin zone and recovering the jeff = 1/2 scenario
near the Fermi level, as shown in Fig. 2(c). Averaged over
the Brillouin zone, about 80% of the weight of the top four
bands comes from the jeff = 1/2 states, which indicates a
jeff = 1/2 character for those bands. By considering a simple
atomic Hamiltonian only containing SOC and tri, one can
easily check that the character of the jeff = 1/2 and 3/2 states
does not change significantly by the inclusion of tri with
a magnitude similar to that of SOC. The strength of SOC
is insufficient to open the gap but is sufficiently strong to
separate the top four bands near the Fermi level from the
other bands, yielding a semimetallic state, as represented
in Fig. 2(b).
With these four isolated bands, we can describe a low-
energy effective Hamiltonian by constructing Wannier func-
tions, which are localized at Ir sites and connected to their
Kramers pair with the time-reversal operation. Here, it is noted
that our system has both inversion and time-reversal symmetry,
so all of the eigenstates are doubly degenerate throughout the
entire Brillouin zone.
III. jeff = 1/2 WANNIER ORBITALS
The validity of the jeff = 1/2 scenario can also be examined
by constructing the Wannier orbitals for the jeff = 1/2 com-
plex as done in the case of Sr2IrO4.29 We have constructed
four Wannier functions by choosing an energy range between
−0.5 and 0.3 eV, as in Fig. 3(a), and hence, the four isolated
bands are taken into account. For the initial trial orbitals for the
construction of Wannier orbitals we have used four different
choices, dxy , dxz, dyz, and d3r2−z2 , and they yield the same
Wannier orbitals, except for the overall phases. Each Wannier
function has its own partner connected by the inversion
and time-reversal-symmetry operations T |Wσ=±〉 = |Wσ=∓〉.
They are projected onto the jeff = 1/2 and 3/2 complexes at
each Ir site, where∣∣∣∣jeff = 12 ; ±
1
2
〉
= ∓ 1√
3
(|dxy, ↑〉 ± |dyz, ↓〉 + i|dxz, ↓〉).
(1)
The local coordinates for the t2g orbitals are shown in Fig. 1(c).
The spinors are represented in terms of the local z′ axis. It
should be noted that because we adopt a maximally localized
Wannier function scheme, there is a small shift in the center
of the Wannier orbitals, as shown in Fig. 3(b), the direction of
which is consistent with the lattice symmetry. Although this
shift is small, it affects the nearest-neighbor hopping terms in
the effective tight-binding model, which is presented in the
following section.
FIG. 3. (Color online) (a) Wannier-interpolated bands for the
top four bands near the Fermi level. (b) The direction and the
amount of the shift of the center of the jeff = 1/2 Wannier orbitals.
(c)–(e) |Wσ=+〉 with its center on site 0, where the plots correspond
to (c) the real part of spin-up, (d) the real part of spin-down, and (e)
the imaginary part of spin-down components of |Wσ=+〉.
Since our energy range is narrow, the resulting Wannier
orbitals are spatially extended to reach the neighboring Ir sites
as represented in Fig. 3, and Table I lists the decomposition
of the constructed jeff = 1/2 Wannier orbitals in terms of
the Ir t2g states at the centering and neighboring sites.
Table I reveals a spatially clear separation of the jeff = 1/2
and 3/2 character within our Wannier orbitals; the finite
jeff = 3/2 character within the jeff = 1/2 Wannier orbitals
exists only for neighboring sites, and for the centering site,
the jeff = 1/2 character is dominant. The dominance of the
jeff = 1/2 components for the centering site can be understood
as the result of the vanishingly small crystal fields for the
t2g complex compared to SOC. The jeff = 3/2 components,
whose weight is about 20% of the total Wannier orbital, are
equally distributed onto the three neighboring sites. They
can be understood as the remnants of the quasimolecular-
orbital states suggested by Mazin et al.15 since the π -type
d-p hopping terms couple the jeff = 1/2 states only to the
neighboring jeff = 3/2 states, as pointed out in previous
studies.2,7
In addition, from the phase of the jeff = 1/2 component
and from the direction of local coordinates, the direction of
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TABLE I. Coefficients of jeff = 1/2 and 3/2 components for each Wannier function and their total weight. All four Wannier functions are
connected to each other by time-reversal and inversion operations. dxy is given as a seed orbital; another choice of seed only makes a difference
in the overall phase. Site 0 is at the center Ir atom where the seed orbital is located, and sites 1–3 are at its neighboring three Ir atoms within the
same Ir honeycomb plane, whose locations are marked in Fig. 3(b). The interlayer components are not listed since their weight is negligible.
Coefficient Weight
3/2; +3/2 3/2; −3/2 3/2; +1/2 3/2; −1/2 1/2; +1/2 1/2; −1/2 jeff = 3/2 jeff = 1/2
Site 0 +0.05 − 0.04i −0.02 + 0.03i +0.06 + 0.03i −0.02 − 0.05i −0.45 − 0.20i −0.29 − 0.64i 0.013 0.780
Site 1 +0.11 − 0.11i −0.10 + 0.06i −0.11 − 0.05i −0.05 − 0.11i +0.02 + 0.01i −0.00 − 0.00i 0.068 0.001
Site 2 +0.09 + 0.15i −0.06 + 0.03i +0.11 + 0.13i −0.08 + 0.01i +0.00 − 0.01i −0.02 + 0.03i 0.070 0.001
Site 3 +0.00 − 0.12i +0.13 + 0.04i +0.17 − 0.02i +0.07 − 0.05i −0.00 + 0.01i +0.03 + 0.01i 0.068 0.001
the quantization axis can be determined such that
|Wσ=+〉 = cos θ2 e
−iφ/2
∣∣∣∣12 ; +
1
2
〉
+ sin θ
2
eiφ/2
∣∣∣∣12 ; −
1
2
〉
, (2)
where θ and φ are polar angles with respect to the local
octahedral coordinates. The quantization axis points to the
bond direction from one Ir atom to another nearest-neighboring
Ir atom [the δ1 direction in Fig. 1(b)], while the two other
local axes point to the Ir-O bond axes perpendicular to the δ1
direction. Whether this direction plays a role in determining the
magnetic structure of this material is an interesting question,
and this point will be further investigated in a future study.
IV. EFFECTIVE HAMILTONIAN FOR THE
jeff = 1/2 MANIFOLD
Because of the SOC and the extended nature of the 5d or-
bitals, the resulting effective model shows unusual features
compared to a simple graphene model. The constructed model
Hamiltonian appears as follows:
Heff 
∑
〈i,j〉σ
t
rij
n1 cˆ
†
i,σ cˆj,σ +
∑
〈〈i,j〉〉σσ ′
t
rij
n2;σσ ′ cˆ
†
i,σ cˆj,σ ′
+ tn3
∑
〈〈〈i,j〉〉〉σ
cˆ
†
i,σ cˆj,σ +Hinterlayer, (3)
wherein the hopping terms can be represented in terms of Pauli
matrices such as
t
rij
σσ ′ = C0rij δσσ ′ + iCrij · τσσ ′ , (4)
where 
τ is the vector of the Pauli matrices, C = (Cx,Cy,Cz),
σ,σ ′ = ± represent our Wannier doublets |Wσ=±〉, and rij
is the displacement vector between sites i and j . The major
hopping parameters are illustrated in Fig. 4, and some of their
values are listed in Table II (with a list of other more detailed
values of the hopping terms given in the Appendix).
From the values given in Table II, one can see that our
hopping parameters have three unusual features: (1) Second-
and third-nearest-neighbor hopping terms are stronger than
nearest-neighbor hopping, (2) nearest-neighbor hopping terms
are highly anisotropic, and (3) nontrivial second-nearest-
neighbor complex hopping terms exist. The small nearest-
neighbor terms, compared to the long-ranged contributions, are
due to the cancellation between various hopping contributions,
including d-d and d-p-d terms, inside our four-band complex.
Such an accidental balance between various contributions in
our first-neighbor terms can be lifted by the small amount of
lattice strain, as shown later in our strain-induced evolution
of the band structure. The strong anisotropy in the nearest-
neighbor hopping terms is due to the shift in the Wannier
orbitals, the origin of which comes from the monoclinic
symmetry, which selects one of the three nearest-neighbor
Ir-Ir bond directions.
Note that, for nearest-neighbor and third-nearest-neighbor
hopping terms, the C vectors, i.e., the spin-dependent complex
hopping terms, are null vectors because of the cancellation
of spin-dependent complex phases originating from two
equivalent hopping channels that have opposite phase, whereas
in next-nearest-neighbor hopping t2n such a cancellation does
not occur. The values of C for t2n are given in Table II.
A very nontrivial direction dependence is clearly seen from
the data in Table II, as suggested by Shitade et al.;2 this
dependence induces topologically nontrivial phases in the
SI model and changes the nature of the magnetic exchange
interactions, which are derived in a later section. Combined
with the first-nearest-neighbor hopping tn1, the first line in (3)
can be understood as a variant of Shidate’s model with broken
threefold symmetry. The magnitudes of these tn2, and also
those of third-nearest-neighbor hoppings tn3, are strong, as
shown by the data in Table II, as a result of the extended
tn3tδ1n1
tδ2n1 t
δ3
n1
ta1n2;
t a
2n
2;At
a 3
n
2;
A
FIG. 4. (Color online) Major in-plane hopping terms from
the tight-binding parameter from the Wannier function results:
(a) nearest-neighbor terms, (b) complex and spin-dependent next-
nearest-neighbor terms where ta1,2,32n;A = (ta1,2,32n;B )∗, with A and B denot-
ing two different sublattices represented as open and solid circles,
respectively, and (c) the third-nearest-neighbor hopping terms.
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TABLE II. Value of the first-, second-, and third-nearest-neighbor
hopping terms (in eV) in terms of the representation (4). Each
term satisfies C0rij = C0rji and Crij = −Crji because of Hermiticity
and also Crij ;A→A = −Crij ;B→B , where A and B are the sublattice
indices and a¯12 = −(a1 + a2). For more detailed information about
the parameters see the Appendix.
C0rij Crij ,x Crij ,y Crij ,z
t
δ1
n1 −0.016
t
δ2
n1 −0.006
t
δ3
n1 −0.008
t
a1
n2 −0.019 0.000 0.000 −0.038
t
a2
n2 −0.020 0.036 0.002 0.005
t
a¯12
n2 −0.019 −0.001 −0.036 0.006
tn3 −0.036
nature of the 5d orbitals of the Ir atoms. It is worth noting
that, in the case of Na2IrO3 where the local IrO6 octahedra are
significantly distorted,27,28 the magnitude of tn2 is reduced and
the direction dependence of C is washed out. By restoring
the local cubic symmetry of the IrO6 octahedra we have
recovered the direction dependence and the magnitude of
C so that the band dispersion of Na2IrO3 becomes similar
to those of Li2IrO3. The details of the results as well as
the comparison between the electronic structure of Na2IrO3
and Li2IrO3 will be addressed elsewhere.30 Another important
contribution comes from the interlayer coupling terms between
adjacent Ir honeycomb lattices. Although they are smaller than
major in-plane hoppings, there are many distinct interlayer
hopping terms that enhance the out-of-plane band dispersion
significantly, and they also help this system evolve into a three-
dimensional strong topological insulator phase by allowing
band inversion only at the M2 point, as shown by the data
presented in the following section.
V. STRONG TOPOLOGICAL INSULATOR PHASE
ACHIEVED BY LATTICE STRAIN
Unlike the KM model31 in which the band inversion occurs
at the K and K ′ points of the hexagonal Brillouin zone,
in our effective Hamiltonian the band gap is significantly
reduced at the M points, which are located at the center of
the Brillouin zone faces. Our previous tight-binding study
on Na2IrO3 has suggested that, by reducing the nearest-
and next-nearest-neighbor hopping terms between the Ir t2g
orbitals, one can achieve the phase transition from a normal
to a weak topological insulator phase.32 Our band structure
shows similar dispersion to those in Ref. 32, and the band gap
is especially small at the M2 point because of the reduction
of trigonal symmetry due to the stacking. The effective mass
term m at the M2 point can be derived explicitly from (3)
such that
m = t δ2n1 + t δ3n1 − t δ1n1 − tn3 + tinterlayer. (5)
In our case the magnitude of tn3 is larger than any t δin1, and
hence, m is positive; the resulting phase is simply a trivial
semimetal phase. However, owing to the small ∼0.1 eV gap
size at M2, tuning the magnitude of th,vn1 and tn3 can lead to
a phase transition from a trivial to a topologically nontrivial
phase,33,34 as is suggested in the tight-binding model study on
Na2IrO3.32 In that case, the resulting phase has a nontrivial,
strong Z2 index owing to the significant three-dimensional
interlayer coupling terms.
It is natural to suggest that such control of the in-plane
hopping parameter can be achieved by lattice strain in the
in-plane direction. Under in-plane compressive strain, it
is suggested that the nearest-neighbor hopping tn1, whose
character is determined by the competition between d-d direct
hopping and short-ranged d-p-d hopping between neighboring
Ir and O sites, is more sensitive to the lattice strain than the
long-ranged tn3 terms are.
From first-principles calculations of various in-plane lattice
strains, we have realized a topologically nontrivial phase in a
uniaxially compressed unit cell, whose compressive direction
is shown in Fig. 2(a). Since the lattice distortion is not threefold
(0; 000)
(1; 110)
|P = +
|P =
Γ¯
M¯1 M¯2
M¯3
M2
M3M1
A
L1
L2
L3
Γ
Γ¯ Γ¯M¯1 M¯2 M¯3
FIG. 5. (Color online) The in-plane uniaxial strain and its effect
on the band structure. In (a) one direction of compressive strain that
is effective in achieving band inversion at the M2 point is shown.
(b) to (d) show the evolution of bands as the strain increases from
0% to 4%, where the evolution of the two states at M2 near the Fermi
level are illustrated in (e). In (e), surface bands are drawn in a slab
of 50 Ir2/3Li1/3O2 layers with the (001) surface in our unit cell, using
the bulk hopping parameters of a 4%-compressed structure.
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symmetric, the resulting band inversion only occurs at the
M2 point, changing the Z2 invariant from (0;000) to (1;110).
The nontrivial Z2 invariant can be confirmed by drawing the
single-surface Dirac cone using the tight-binding parameters
from the a = 4% unit cell, as shown in Fig. 5(e). It should
be noted that the band inversion at the M2 point is assisted by
the interplane hopping terms, thereby enabling a sign change
of effective mass (5) only at a/a0 = 2%, which also makes
this material a strong topological insulator.
Up to this point, we have used the term topological insulator
to avoid unnecessary confusion with other nontrivial topo-
logical metallic phases such as the recently suggested Weyl
semimetal phase.35 In fact, the resulting phases from all of our
band calculations are semimetalic with small electron and hole
pockets. These results are at odds with recent experimental
reports that suggest insulating behavior up to room temperature
in these A2IrO3-type layered iridates.11,36 Such a discrepancy
might originate from correlation effects or from the significant
amount of disorder in this material, which was first reported
by Singh and Gegenwart.36 They also reported anomalous
ρ-T behavior between 100 and 300 K, suspected by them to
originate from disorder-induced carrier localization, implying
that the insulating phase above 100 K might correspond to our
semimetallic bands. Detailed x-ray diffraction analysis27,28 and
also first-principles calculation results27 indicate that stacking
faults can very easily predominate in this material. Since the
interlayer hopping terms significantly affect the low-energy
sector of the band, it can also be suggested that introducing
stacking faults in our band calculation results may yield an
insulating ground state without the on-site correlation effect or
even a disorder-induced topologically nontrivial state.37 Such
an effect of stacking faults on the electronic structure in this
system has not yet been investigated and is an important future
topic of investigation.
VI. MAGNETIC EXCHANGE INTERACTIONS FROM THE
TIGHT-BINDING HAMILTONIAN
Although the magnitude of the on-site Coulomb correla-
tions on the 5d transition metals becomes smaller owing to the
extended orbitals, it is nonetheless comparable to the strength
of SOC, which is suggested to be about 0.5 eV in several optical
measurements.3,38,39 Our previous work on Na2IrO3 using the
local-density approximation (LDA) +U method has reported
a Neel-type collinear antiferromagnetic-ordered ground state
with fully gapped bands, with its magnetic moments parallel to
the Ir honeycomb plane without any favoring direction inside
the layer.40 In contrast, several experimental observations
and first-principle calculations27,28,41 independently suggest
a zigzag-type antiferromagnetic order (zigzag-AF) in-plane
ordering of spin- 12 moments for the same material. Theoretical
investigations had been concentrated on explaining this mag-
netic ground state within the framework of the HK model.7–9
Despite this, later, the second- and third-nearest-neighboring
Heisenberg exchange terms were suggested to be crucial in
stabilizing the experimentally observed zigzag-AF order in
Na2IrO3.10–12 Further, very recently, some works13,14 have
suggested a new kind of exchange term in which the interacting
spin components are direction dependent, similar to the Kitaev
term, except that they couple the next-nearest-neighboring
spins. These terms have qualitative importance since they
break SU(2) symmetry within the jeff = 1/2 pseudospin
space,14 and they favor stripe, zigzag, or spiral order by
decomposing the system into two separate triangular lattices
interconnected with each other by nearest-neighbor and third-
nearest-neighbor interactions.
Increasing the number of relevant parameters in the effec-
tive spin model makes it difficult for the correct ground states to
be found from the multiparameter space. Until now, there has
been no first-principles-based estimation of these exchange
parameters, including Heisenberg and direction-dependent
exchange terms, which are important for determining the
ground state of layered iridate compounds. From our electronic
structure calculation and from the Wannier function analysis,
we can directly derive magnetic exchange interactions between
neighboring jeff = 1/2 pseudospins and also determine their
magnitudes.
Let us first consider the virtual hopping process within the
jeff = 1/2 manifolds. By applying the superexchange theory
to the jeff = 1/2 effective hopping model, the pseudospin
exchange couplings for the |W ; σ 〉 complex can be estimated
directly, such that
Hspin =
∑
i,j
(JijSi · Sj + Dij · (Si × Sj ) + Si · ˆij · Sj ),
where S denotes the jeff = 1/2 pseudospin, and the interaction
terms are estimated as42
Jij = 4
U
(
C0ijC
0
ji − Cij · Cji
)
,
Dij = −4i
U
(
C0jiCij − C0ijCji
)
,
ˆij = 4
U
(CjiCij + CijCji),
TABLE III. Magnitudes of the next-nearest-neighbor pseudospin exchange interactions estimated from (3), using hopping parameters listed
in Table II and with on-site correlation Ut2g = 2.0 eV (in meV). Subscript A in Di denotes the sublattice index in the honeycomb lattice;
Drij ,i;A = −Drij ,i;B and a¯12 = −(a1 + a2).
r a1 a2 a¯12
i(jk) x(yz) y(xz) z(xy) x(yz) y(xz) z(xy) x(yz) y(xz) z(xy)
Jr,i −2.17 −1.85 −1.95
Dr,i;A 0 0 2.89 −2.88 −0.16 −0.40 0.08 2.74 −0.46
r,ii 0 0 5.78 5.19 0.01 0.10 0.00 5.19 0.15
r,ij 0 0 0 0.29 0.72 0.04 0.15 −0.02 0.15
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provided that the hopping terms are represented as in (4). Note
that Cij = (Cji)∗. All of the following values of exchange
interactions are computed by using an on-site correlation
within the jeff = 1/2 complex of Ut2g = 2.0 eV. Although
our value is smaller than other ones adopted in several first-
principles calculations,11,41 it is still comparable to the values
obtained in recent constrained random-phase approximation
(RPA) calculations for Sr2IrO4 and Ba2IrO4.43
The magnitudes of the nearest-, next-nearest-, and third-
nearest-neighbor Heisenberg terms are J δ1n1 = 0.5 meV, J δ2n1 
J
δ3
n1 = 0.1 meV, Jn2 = −2.0 meV, and Jn3 = 2.6 meV, re-
spectively. Next-nearest-neighbor exchange interactions have
richer structure than third-nearest-neighbor terms owing to
their complex and σ -mixing terms, the values of which are
given in Table III. Note that, apart from the DM term, the
form of the second-neighbor anisotropic exchange closely
resembles that of the Kitaev-type exchange interaction as
suggested in recent theoretical works:13,14
Hn2 = Jn2
∑
〈〈i,j〉〉
Si · Sj + Kn2
∑
〈〈i,j〉〉,γ
S
γ
i S
γ
j (γ = x,y,z),
with an estimated magnitude Kn2 ≡ ii  5 meV. The ratio
between Jn2 and Kn2 deviates from the relation
Kn2 = −2Jn2
suggested in Ref. 13 and 14, owing to the contribution from
spin-independent hopping C0. Another thing to note here
is the presence of the DM interactions, which are naturally
derived from the complex hopping terms, which have been
overlooked in previous studies.13,14 The direction-dependent
DM interaction favors a noncollinear spin structure and may
help stabilize the spiral spin order and affect the resulting
ground states, although in this work, we do not investigate this
point further.
Second, we also have to consider the virtual processes
through the multiplet excited states induced by Hund’s
coupling JH, as is suggested in a previous work.7 Whereas the
virtual processes through the ground-state doublet are active
between the next- and third-nearest neighbors, for the nearest-
neighbor bonds exchange interactions from the virtual process
through excited multiplet states are the major contributions
owing to the cancellation introduced by the formation of jeff
states, and hence, we consider the excited-state-mediated pro-
cess only for the nearest neighbors. According to the original
suggestion,7 the nearest-neighbor exchange interactions are as
follows:
Kn1 = − 4t
2
9Ut2g
(η1 + 2η2),
where η1 = 6JHUt2g −3JH
Ut2g
Ut2g −JH , η2 =
Up
pd−Up/2
Up
pd
. From our
Wannier analysis accounting for the full Ir t2g orbitals, the
oxygen-mediated d-p-d-type hopping term within the Ir t2g
orbitals is 0.200 meV. We assume pd = 2.0 eV, Ut2g =
2.0 eV. For simplicity we set Up to be zero. We leave Hund’s
coupling JH as a free parameter because of the absence of
an experimentally measured value, but recent constrained
random-phase-approximation calculations on Sr2IrO4 and
Ba2IrO4 suggest the value of Hund’s coupling on Ir d orbitals to
be JH ≈ 0.14 eV.43 Adopting this value yields Kn1 ≈ 5.0 meV,
which implies that the exchange interactions through the
multiplet excited states cannot be neglected.
Combining the two distinct virtual processes contributing
to the exchange interaction for the pseudospins, we can, at
least at the classical level, write an expression for the spin
energy for any spin configuration. We choose three collinear
antiferromagnetic spin configurations (Neel, stripy, and zigzag
order), all of which seem to be relevant to experimentally
observed ground states, and we compare the classical ground-
state energies.
The classical spin energies per an Ir atom of the collinear
spin configurations are as follows:
EFM = + 32J1n + 3J2n + 32J3n + 12K1n + K2n, (6)
ENeel = − 32J1n + 3J2n − 32J3n − 12K1n + K2n, (7)
EStripy = − 12J1n − J2n + 32J3n
+ (cos2 θ − sin2 θ )(+ 12K1n + K2n), (8)
EZigzag = + 12J1n − J2n − 32J3n
+ (cos2 θ − sin2 θ )(− 12K1n + K2n), (9)
where θ is the angle between the quantization direction of the
jeff = 1/2 states and the local zˆ′ axis. The energies are plotted
in Fig. 6(d). Because of the strong J3n and K2n, the zigzag
order becomes the ground state, and increasing the magnitude
of Hund’s coupling further stabilizes such a tendency. It is
interesting to note that a first-principles-calculation result11
suggests that the zigzag order has the lowest energy also in
this system and the Neel and stripy phases are the second
and the third lowest in energy, respectively. The relative
order between three antiferromagnetic phases in our result is
-6
-4
-2
 0
 2
 0  0.1  0.2  0.3
FM
Neel
Stripy
Zigzag
FIG. 6. (Color online) Three collinear spin configurations:
(a) Neel, (b) stripy, and (c) zigzag. Red and blue dots represent spin
up and spin down, respectively. (d) Classical energy of Neel, stripy,
zigzag, and ferromagnetic order with respect to Hund’s coupling. The
vertical dotted line shows the value of Hund’s coupling JH = 0.14 eV
from the constrained RPA calculation result.43
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consistent with that of the first-principles calculation, yet the
ferromagnetic phase is stabilized in a higher JH regime. We
also note that the relatively large energy difference between
the zigzag and excited states in the regime of realistic Hund’s
coupling strength JH ≈ 0.14 eV is also consistent with the
small ratio between the Neel and Curie-Weiss temperatures,11
which implies a small amount of frustration in Li2IrO3.
It is apparent that our elementary analysis lacks con-
sideration of quantum fluctuations, which bear considerable
importance in this jeff = 1/2 pseudospin system. By tuning
the magnitude of JH, we can approach two different limits;
one is the exactly solvable Kitaev limit at JH → 13Ut2g ,
and the other is the system with two triangular lattices
with antiferromagnetic Kitaev terms coupled to each other
by the third-nearest-neighbor Heisenberg terms. The former
yields gapless spin-liquid phases bearing anyon excitations,
while the latter shows spiral order within each triangular
sublattice when the coupling between two sublattices is
weak.13 For the latter, one can guess that strong coupling
between the sublattices may stabilize collinear magnetic
orders, but the role of the third-nearest-neighbor Heisenberg
term has not been investigated yet. The competition between
the nearest- and next-nearest-neighbor Kitaev terms and the
role of the DM terms which have not been considered
yet are also an interesting subject that deserves future
investigation.
VII. SUMMARY AND CONCLUSION
In this work, we have discussed three independent subjects:
the validity of the jeff = 1/2 scenario for Li2IrO3, estimation
of the minimal effective model and the existence of the
topological insulator phase, and the estimation of the jeff =
1/2 pseudospin Hamiltonian. From the orbital character of the
band dispersion and also from the character of the jeff = 1/2
Wannier orbitals, we suggest that the jeff = 1/2 states can
be considered the proper basis for the description of the
low-energy physics in Li2IrO3. The existence of the jeff = 3/2
tails for the jeff = 1/2 Wannier orbitals, the presence of
which is also indicated in recent optical measurements,44
may have considerable importance in understanding the
character of the spin-orbit exciton modes observed in recent
resonant inelastic x-ray scattering measurements of Na2IrO3
and Li2IrO3.45
From the Wannier function calculations, we constructed
a jeff = 1/2 low-energy effective model that has a nontriv-
ial complex and spin-dependent hopping terms and gives
topological character to the band structure of Li2IrO3. We
found that the extended 5d-orbital character is significant
in understanding the electronic structure near the Fermi
level. Based on the model Hamiltonian we predicted that the
topological insulating phase of Li2IrO3 can be achieved by
in-plane uniaxial strain.
Clarifying the role of on-site correlation and the resulting
magnetic phase on these jeff = 1/2 states is a challenging task
because of the strong quantum fluctuations originating from
various competing interaction channels. Instead of directly
solving the problem, in this work, we suggested a reason-
able Hamiltonian for the jeff = 1/2 pseudospins from our
results. Given the relatively small bandwidth of the jeff = 1/2
complex, adopting the superexchange theory for Li2IrO3
seems plausible, and from this theory, we obtained a pseu-
dospin Hamiltonian including DM and AF Kitaev interactions
for the next-nearest-neighbor terms. Combined with the
results of Chaloupka et al.,7 we suggested a set of exchange
interactions and their values, and we estimated the classical
total energy for several collinear magnetic configurations.
One can question whether the jeff = 1/2 states survive
in the presence of the Coulomb correlations. In fact, our
subsequent LDA + U calculations on Li2IrO3 as well as
Na2IrO3 have confirmed the robustness of the jeff = 1/2 states
in these compounds, except minor differences depending on
the magnetic orders.30 Since the Kramers degeneracy is lifted
in the resulting Wannier orbital basis due to the magnetic order,
the overlap integrals and the hopping amplitudes between them
become complicated, characters of which are discussed in
another study.30
Another question that naturally arises is whether the elec-
tronic and magnetic Hamiltonian of Na2IrO3 has properties
qualitatively similar to those of Li2IrO3. We have found
that the character of the jeff = 1/2 Wannier orbitals are
nearly identical (central jeff = 1/2 components with nearest-
neighboring jeff = 3/2 satellites), yet owing to the structure
distortion the next-nearest-neighbor hopping terms in Na2IrO3
show significant depression compared to those from Li2IrO3.30
In such a case, to get the correct magnetic interactions one
should revise the form of the nearest-neighbor Kitaev term,
which is based on the cubic symmetry of IrO6 neighborhoods.
Finally, we mention the significance of the virtual jeff =
3/2 excitations. Although the jeff = 1/2 point of view seems
valid in the understanding of the electronic structure near the
Fermi level, the virtual excitations of the jeff = 3/2 holes
due to the small but non-negligible Hund’s coupling are still
active. One needs to treat various pathways that contribute to
exchange interactions on equal footing, as has been performed
for other iridate compounds.46
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APPENDIX: DETAILED LIST OF HOPPING TERMS
In this appendix, we present more detailed information
about our effective jeff = 1/2 tight-binding Hamiltonian.
Since our Wannier orbitals are spatially broader than atomic d
orbitals, the hopping terms between the Ir atoms even beyond
the sixth-nearest neighbor do not decay out. However, the key
features in our Hamiltonian, the band inversion at the M2 point
and the exchange interactions, are recovered only with terms
up to third-nearest-neighbor inter- and intralayer hopping.
Hence, in Table IV, we list up to the first 30 distinct kinds
of hopping terms calculated from our Wannier interpolation
calculation (see also Fig.7).
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TABLE IV. Partial list of up to the 30 largest hopping terms
following the notation of (4). The notation in the first column is
explained in Fig. 7. The full list is recovered by applying C0rij = C0rji
and Crij = −Crji because of Hermiticity and by applying Crij ;A→A =
−Crij ;B→B , where A and B are the sublattice indices.
rij C
0
rij
Crij ,x Crij ,y Crij ,z
000; A → 000; B −0.016 0.000 0.000 −0.001
000; B → 010; A −0.008 0.000 0.000 0.000
000; B → 110; A −0.006 0.000 0.000 0.000
000; A → 100; A −0.019 0.000 0.000 0.038
000; A → 010; A −0.020 −0.035 −0.008 0.004
000; A → 100; A −0.019 0.008 −0.035 −0.005
000; A → 100; B −0.035 0.000 0.000 0.000
000; B → 100; A −0.035 0.000 0.000 0.000
000; B → 120; A −0.036 0.000 0.000 0.000
000; A → 101; A −0.019 0.000 0.000 −0.002
000; A → 001; B −0.014 0.000 0.000 0.000
000; B → 001; A −0.014 0.000 0.000 0.000
000; A → 101; B 0.013 0.000 0.000 0.000
000; A → 101; B 0.009 0.000 0.000 0.000
000; B → 101; A 0.009 0.000 0.000 0.000
000; B → 021; A 0.008 0.000 0.000 0.000
000; B → 221; A 0.008 0.000 0.000 0.000
000; B → 111; A −0.008 0.000 0.000 0.000
000; B → 011; A −0.008 0.000 0.000 0.000
000; B → 111; A −0.007 0.000 0.000 0.000
000; A → 011; B −0.007 0.000 0.000 0.000
000; A → 001; A −0.003 0.000 0.000 −0.006
000; B → 001; B −0.003 0.000 0.000 0.006
000; B → 220; A −0.006 0.000 0.000 0.000
000; B → 020; A −0.006 0.000 0.000 0.000
000; B → 210; A −0.005 0.000 0.000 0.000
000; A → 110; B −0.005 0.000 0.000 0.000
000; B → 111; A −0.005 0.000 0.000 0.000
000; B → 211; A −0.005 0.000 0.000 0.000
000; A → 010; B −0.005 0.000 0.000 0.000
a1
a2
a1
a3
FIG. 7. (Color online) (a) Planar view of an Ir honeycomb lattice
with the position index of each Ir atom in terms of the Bravais lattice
vectors, with a single unit cell represented as dotted lines. (b) Side
view of the stacking of Ir lattices. a1 to a3 are the Bravais lattice
vectors of the unit cell used in this calculation. (c) Projected view of
adjacent Ir layers onto the xy plane; major interlayer hopping terms
are illustrated as arrows with different colors and line types.
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