This paper is concerned with the spreading speeds and traveling wave solutions of a nonlocal dispersal equation with degenerate monostable nonlinearity. We first prove that the traveling wave solution φ(ξ) with critical minimal speed c = c * decays exponentially as ξ → −∞, while other traveling wave solutions φ(ξ) with c > c * do not decay exponentially as ξ → −∞. Then the monotonicity and uniqueness (up to translation) of traveling wave solution with critical minimal speed is established. Finally, we prove that the critical minimal wave speed c * coincides with the asymptotic speed of spread.
Introduction
In this paper, we consider the following nonlocal dispersal problem: ∂u ∂t = J * u − u + f (u), (x, t) ∈ R × (0, +∞), (1.1) where J * u − u is a nonlocal dispersal operator, J * u is a spatial convolution defined by ( J * u)(x, t) = R J (x − y)u( y, t) dy, and the kernel J satisfies:
(J2) For every λ > 0, R J (x)e −λx dx < +∞.
The model (1.1) is commonly used to describe the growth and spread of single species population (see, for example, [11, 17, 18, [21] [22] [23] [24] [34] [35] [36] 45] and many references therein). u(x, t) represents the density of the species at location x at time t. The term f (u) is the reaction function which describes the population dynamics such as birth and death. If J (x − y) is thought of as the probability distribution of jumping from location y to location x, then the rate at which individuals are arriving to location x from all other places is ( J * u)(x, t) = R J (x − y)u( y, t) dy, and the rate at which they are leaving location x to travel to all other places is −u(x, t) = − R J (x − y)u(x, t) dy.
A traveling wave solution of (1.1) is a special translation invariant solution of the form u(x, t) = φ(x + ct), φ is the wave profile that propagates through the one-dimensional spatial domain at a constant velocity c > 0. Of interest are traveling wave solutions connecting the steady state 0 and 1. Substituting φ(x + ct) into (1.1) and letting ξ = x + ct, we obtain the following equation with the boundary condition
where φ(±∞) denote the limit of φ(ξ) as ξ → ±∞.
The existence of traveling wave solutions to nonlocal dispersal equations of the form (1.1) has been extensively studied. See [17, 18, [35] [36] [37] [43] [44] [45] for monostable nonlinearity, [4, 5, 12, 16] for bistable and ignition nonlinearities. The following lemmas for the existence and asymptotic behavior of solutions of (1.2) with monostable nonlinearity have been proved by Coville and Dupaigne [17] . 
where Σ = R × ω with ω ⊂ R n−1 being a bounded smooth domain and n 2, Berestycki and Nirenberg [7] pointed out that the traveling wavefronts of (1.3) with degenerate nonlinearity ( f (0) = 0)
need not always decay exponentially at −∞, and gave an example on R, which shows that the traveling wavefronts decay at −∞ like a power of |ξ | −1 . Since we do not know the asymptotic behavior of the solutions, the monotonicity and uniqueness of traveling wavefronts become open problems. In 1997, Bebernes et al. [6] solved partially these open problems. They proved that the traveling wavefront with critical speed is the unique exponential decay solution, and all other solutions with non-critical speeds are not exponential decay solutions. For the nonlocal dispersal equation (1.1) with degenerate monostable nonlinearity, the lack of knowledge about asymptotic behavior at −∞ implies that the uniqueness of traveling wave solution is still an open problem (see [15] ). Hence, one of our efforts of this paper is to tackle the asymptotic behavior and uniqueness of traveling wave solutions of (1.1). Motivated by the above open problems and techniques [6, 9, 25] for reaction-diffusion equations (1.3), in this paper we will prove that the traveling wave solution of (1.1) with critical minimal speed c = c * has exponential decay at both ends, while the waves with non-critical speeds c > c * decay exponentially at +∞ and do not decay exponentially at −∞. This reveals an essential difference between degenerate nonlinearity and non-degenerate nonlinearity (see [10] ).
Before stating our results, we introduce the following assumptions on f :
Our first three results are the following: Together with Lemma 1.2, we see that the traveling wave solution of the nonlocal equation (1.1) with critical speed has exponential decay at both ends, while the waves with non-critical speeds decay exponentially at +∞ and do not decay exponentially at −∞. This conclusion is similar to that of Bebernes et al. [6] for the local equation (1.3).
Theorem 1.3 (Asymptotic Behavior). Assume that (J1)-(J2) hold and f satisfies (F1)-(F3

Theorem 1.4 (Monotonicity). Assume that (J1)-(J2) hold and f satisfies
(F1)-(F3). Then (φ * ) (ξ ) > 0 for ξ ∈ R.
Theorem 1.5 (Uniqueness). Assume that (J1)-(J2) hold and f satisfies (F1)-(F3). Then the traveling wave
solution φ * (ξ ) of (1.1) with speed c = c * is unique up to translation. Now, one question remaining open is the asymptotic speed of spread (in short, spreading speed) of (1.1) with degenerated nonlinear source f . Hence, another effort of this paper is to study the spreading speeds of (1.1). We refer the readers to Section 7 for the definition of spreading speed. The concept of spreading speed was first introduced by Aronson and Weinberger [1] [2] [3] for reactiondiffusion equations. It is well known that spreading speed is an important ecological metric in a wide range of ecological applications. It can help us understand how individuals of a population spread in a spatial environment. Therefore, there has been an increasing interest in spreading speeds for various evolution systems (see, e.g., [8, 19, 20, 29, 30, 41, 42] and references therein).
For nonlocal dispersal equations, Schumacher [38] first established the spreading speeds under the condition f (0) > 0. Lutscher et al. [31] , using the methods in [33] , obtained the minimal wave speed, and showed that the minimal wave speed is the spreading speed under some technical conditions on the asymmetric kernel J . Note that the spreading speeds of [31, 38] were defined in a weak sense. Recently, by appealing to the theory of asymptotic speeds of spread and traveling waves for monotonic periodic semi-flows [28] , Jin and Zhao [26] investigated the spreading speed in a strong sense and periodic traveling waves for a population model in a time-varying environment. Shen and Zhang [39] used the comparison principle, super-sub solutions and the principal eigenvalue theory to establish the existence and characterization of spreading speeds for monostable equations in spatially periodic habitats.
Here we should mention that the methods in [26, 39] cannot be applied directly to (1.1). We should also mention that although the solution maps associated with (1.1) are not compact with respect to the compact open topology, the theory in [29] is still applicable to establish the existence of spreading speeds of (1.1) with degenerate nonlinearity (see [26] ). However, it seems to be rather abstract for us. In this paper, we shall take some different methods and arguments in [6, 20] to investigate the spreading speed of (1.1). In [6, 20] , the authors, applying the comparison principle and super-sub solutions technique, proved that the solution u(x, t) of semilinear parabolic equation with compact supported initial data converges to a pair of diverging traveling wavefronts as t → ∞. From the perspective of spreading speed, this type of stability implies that the spreading speed coincides with the minimal wave speed c * . 
As mentioned above, under the assumptions in Theorem 1.6, we can also obtain the stability of traveling wavefronts. However, this type of stability is the stability of combinations of fronts. It is interesting to consider the stability of single wavefront of (1.1). In a very recent paper [46] , the first author studied the stability of traveling wavefront with minimal wave speed c = c * , where conditions on the initial value ϕ are different from that in Theorem 1.6.
The rest of this paper is organized as follows. In Section 2, we give some results on the traveling wave solutions with speed c = c * , which are used in Section 3. Section 3 is devoted to studying the exponentially asymptotic behavior of traveling wave solutions of (1.1). Then the monotonicity, uniqueness (up to translation) and nonexistence of traveling wave solutions are established in Sections 4 and 5. To investigate the spreading speeds, we give some results on the corresponding initial value problem of (1.1) in Section 6. In Section 7, the spreading speed of (1.1) is considered.
Preliminaries
In this section we show three propositions which are needed in the sequel. Proof. We know that φ converges to 0 and 1 as ξ → −∞ and ξ → +∞. By integrating the first equation of (1.2) from −∞ to +∞, one has
Now, we prove that 0 < φ(·) < 1 on R. If there exists a point ξ 0 such that φ(ξ 0 ) = 0, then φ (ξ 0 ) = 0. By the first equation of (1.2), we obtain J * φ(ξ 0 ) = 0, which implies that φ(ξ) ≡ 0 for ξ ∈ R. It leads to a contradiction. Hence, φ > 0. Similarly, we can get φ < 1. The proof is complete. 2
In order to get the asymptotic behavior of the solutions of (1.2) with critical speed c = c * , we consider the following ignition type system
where f θ (·) = f · χ θ (·), and χ θ is a cut-off function satisfying the following assumptions: 
Proof. By Proposition 2.2, it follows that for each θ n > 0, φ θ n has the following exponential behavior at negative infinity,
where
2) by replacing c * with c θ n . Letting the limit as θ n → 0 to (3.3), we obtain
which shows that φ * (ξ ) decays exponentially at −∞. The proof is complete. 2
Theorem 3.1 only gives a rough exponential behavior of solution φ * (ξ ) of (1.2) at −∞. In order to obtain the detailed asymptotic behavior of φ(ξ) as ξ → −∞, we follow the ideas of Chen and Guo [13] and Chen, Fu and Guo [14] , and begin with the following equation In addition, we define 
Therefore, we have
Thus,
In view of (J2), the integral
Similarly, one has
It yields
Then (3.6) and (3.7) imply that
Moreover, by using a bootstrap argument on (3.5), we have r(·) ∈ C ∞ (R). The proof is complete. 2
Lemma 3.3. The solution of (3.5) that attains its global maximum or minimum must be a constant function.
Proof. Differentiating Eq. (3.5), one has
Assume that r(·) attains its global maximum (minimum) r * at some point x * . Then r (x * ) = 0. It
That is,
By assumptions on J , we know that o supp( J ) ≡ ∅. Thus, (3.9) implies that r( y) = r(x * ) for all y ∈ x * + supp( J ). If J is supported by R, then we obtain that r(x) is a constant function for all x ∈ R. If not, for every y ∈ x * + supp( J ), r(·) also attains its global maximum (minimum) at the point y. Then repeating the previous procedures, we obtain that r is a constant on the set y + supp( J ) where y ∈ x * + supp( J ). By doing so infinitely many times, we cover all of R. Hence, we can see that r(x) = r(x * ) for all x ∈ R, which means that r(x) is a constant function on R. The proof is complete. 2 
Lemma 3.4. Assume that r(·) is a non-constant solution to (3.5). Then r(±∞)
By (J2), we know that for any > 0, there is a sufficiently large number
is uniformly bounded and equi-continuous, we can extract a subsequence, which we still denote by {r(x i + ·)}, such that for some r 1 (·) ∈ C (R), lim i→∞ r(x i + ·) = r 1 (·), uniformly in any compact subset of R. Thus, r 1 (0) = max R {r 1 (·)} and r 1 (·) is a solution to (3.5) . In view of Lemma 3.3, r 1 (·) ≡ r * . Hence, for the above > 0, we take a large number N > 0 such that
In addition, we have
Thus, there exists a constant l > 0 such that
by sending → 0 + , which is a contradiction to (3.10). The contradiction establishes r * = r * , that is, r(+∞) exists. Similarly, we can get that r(−∞) exists. Taking the limit x → ±∞ in (3.5) and using Lebesgue's Dominated Convergence Theorem, one has P c (r(±∞)) = 0. The proof is complete. 2
Lemma 3.5. Assume that r(·) is a non-constant solution of (3.5). Then r(−∞)
is not a constant, its global maximum or minimum cannot be attained at finite point. Thus, 
We argue by contradiction and assume that r(+∞) < r(−∞). Then r(+∞) = Λ 1 . By translation, we can assume that Λ 1 < r(x) < Λ 1 + for x 0, and
A contradiction to (3.11) . Therefore, we obtain that r(+∞) = Λ 2 > r(−∞) = Λ 1 .
Next, we prove that 
In a similar way, we can obtain that
Now, we employ the above lemmas to obtain the following important result. 
Proof. The proof is similar to that of Theorem 3.1 in [13] and thus is omitted. 2 
Dividing the first equation of ( 
where λ 1 (c * ) is the positive root of p c * (λ) = 0. 
Proof. Assume on the contrary that lim
and φ 0 (c, ·) = 1, ∀n ∈ N, where 
Hence, we define
It is easily seen that Φ(ξ ) ∈ C (R) is a supersolution of (1.2) with wave speed c < c * . Then Theorem 1.3 in [18] shows that there exists a nondecreasing solution (φ, c) of (1.2), c c < c * . It contradicts to the conclusion of Lemma 1.1. The proof is complete. 2 Remark 3.12. From Theorem 3.11, we can expect that the solution φ of (1.2) with critical speed c = c * has exponential decay behavior. (3.19) for any ζ ∈ R, λ > 0 and E ∈ [−∞, +∞].
is unbounded, then (3.19) holds by taking E ∈ {−∞, +∞}. Hence, we assume that V (ξ, ζ ) is bounded. If we obtain lim ξ →−∞ V (ξ, 0) = E for some finite constant E ∈ (−∞, +∞),
Otherwise, V (ξ, 0) oscillates in a bounded domain. It follows that there exist two sequences {ξ i }
The proof is complete. 2
From Lemma 3.13, we can see that if E is finite, then for every > 0, and ξ (3.20) where
We define 
. Now, we claim that E is finite. A direct calculation shows that 
2 )e λ 1 ξ for ξ 0. Hence, we have E is finite. The proof is complete. 2 Remark 3.15. For the non-degenerate nonlinearities satisfying the KPP condition, the asymptotic behavior of φ * (ξ ) with critical speed c = c * is not purely exponential, but it is a power of |ξ | times an exponential, see [10] for details.
Exponential behavior at +∞
We now employ the method of Laplace transform, which first introduced by Carr and Chmaj [10] , to study the precise asymptotic behavior of any solution φ(ξ) of (1.2) as ξ → +∞ (see also [18, 32] ).
Let φ(ξ) = 1 − ψ(ξ). Then the system (1.2) can be transformed into the following system related to function ψ :
In view of the assumptions on f , we can see that
Define a function l c (λ) : R → R as follows: Similar to Lemma 2.2 of [32] , one has the following result.
Lemma 3.16. Assume that (J1)-(J2) hold and f satisfies (F1)-(F3).
Then any solution ψ(ξ) of (3.21) with
We need the following form of Ikehara's theorem to give a precise exponential decay. 
It is easy to see that the first equation of (3.21) can be rewritten as
Taking Laplace transform (3.23) to two sides of (3.24), we obtain 25) where m(λ) = R J (y)e λy dy − 1 − g (0). A direct computation shows that the right hand side of (3.25) is well defined for λ such that −2γ < Re λ < 0. Hence, ψ * (λ) is defined for −λ 0 (c) < Re λ.
Moreover, it is easily seen that (3.25) can be rewritten as 
It is clear that τ * ∈ [0, +∞) is well defined. Now, we claim that τ * = 0. Suppose on the contrary that
Furthermore, due to the continuity of φ * , there exists > 0 such Proof of Theorem 1.5. We suppose that φ 1 and φ 2 are solutions of (1.2) with wave speed c = c * . According to Theorems 3.14 and 3.20, φ 1 , φ 2 satisfy 
By the monotonicity of φ 1 and (4.4), for some positive r, we have φ r 1 (ξ ) φ 2 (ξ ) at negative infinity. In fact, it is not difficult to see that for some new r > 0, φ
We claim that r * = 0. Otherwise, r * > 0. Let w(ξ ) = φ r * 1 (ξ ) − φ 2 (ξ ). Then either there exists a point ξ 0 ∈ R such that w(ξ 0 ) = 0 or w(ξ ) > 0 for ξ ∈ R. In the first case, since
By the continuity, φ r * − 1 (ξ ) φ 2 (ξ ) for some > 0 small, which contradicts the definition of r * . Hence, r * = 0. This means that φ 1 (ξ ) φ 2 (ξ ). Indeed, we can interchange the role of φ 1 and φ 2 . Therefore, the result of uniqueness holds. 2
Nonexistence
In this section, we give a nonexistence result which is stronger than that in Lemma 1.1. The proof follows ideas of Berestycki and Nirenberg [7] . In order to prove the conclusion, suppose on the contrary that for some c < c * , there exists a solution φ of (1.2) with wave speed c. Since c θ c * as θ → 0, by continuity, one has c < c θ for θ > 0 small enough. Also, c < c θ for > 0 small enough. From Section 3.2, we derive that for ξ → +∞, φ and ψ θ have the following exponential behavior
where A 0 , A 0 are positive constants, −λ 0 and −λ 0 are unique negative root of (3.22) with c and c θ , respectively. Since c < c θ ,
Hence, we can see from (5.2) that φ > ψ θ near ξ → +∞. In addition, φ → 0 and ψ θ → − as ξ → −∞. Therefore, we can shift φ left such that φ > ψ θ for ξ ∈ R. Likewise, we shift φ back to
x ∈ R. The proof is similar to that of Theorem 2.4 in [27] , and so we omit it here. [27, 40] . 
Lemma 6.2 (Comparison principle). (See
Subsolution of (6.1) can be defined similarly by reversing the inequality in (6.2).
From the comparison principle, we have the following result.
Proposition 6.4. Let u be the solution of (6.1). If (6.1) have a supersolution u and a subsolution u, then
Spreading speeds
To start with, we give the definition of asymptotic speed of spread (spreading speed). where z = −x + c * t, q 0 , β, η, ζ 0 > 0 are positive constants to be determined in the following.
It is not difficult to verify that
Since f (1) < 0 and f (0) = 0, then by suitable rescaling of the variables, we obtain f (s) − 
t).
We shall see that u and u are supersolution and subsolution of (6.1), respectively.
For convenience, we denote N(u) :
Lemma 7.2. u(x, t) is a subsolution of (6.1).
Proof. It is easily seen that u(x, t) = 0 is the subsolution of (6.1). Since u(x, t) is symmetric in x, we only need to verify u(x, t) = θ(x, t) when x > 0. Let ζ − = −x + c * t + ζ(t) and ζ + = x + c * t + ζ(t). Then
Since J * φ * − φ * − c * (φ * ) + f (φ * ) = 0, we have 
Proof. N(u) =
∂u ∂t − J * u + u − f (u) 0 can be proved similarly as that in Lemma 7.2. Since ϕ(x) is of compact support, we can obtain that there exists a constant t 2 > 0 such that ϕ(x) θ(x, t 2 ) and u(x, t) u(x, t + t 2 ) for x ∈ R, t > 0. The proof is complete. 2
Proof of Theorem 1.6. By Proposition 6.4, Lemmas 7.2 and 7.3, we obtain u(x, t) u(x, t) u(x, t + t 2 ). (7.7) In view of (7.7) and (7.1), it follows that u(x, t) = max 0, θ (x, t) 
