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This article explores the role of jumps and changes in regime in commodity prices. 
Unlike equity and foreign exchange markets, most widely used models in pricing 
commodity derivatives use dynamic latent factor models. Even though 
commodity prices have been shown to have regime switching behavior, not many 
have used it to price derivatives. Similarly, theoretical models using jumps in 
latent factors have been suggested before, but very few empirical studies have 
been done in this regard owing to the complexity of estimating these latent factor 
models. Moreover, models combining these two phenomena haven’t been 
explored for commodities before.  We extend the Schwartz and Smith (2000) idea 
of representing factors by permanent and transitory components to build a 
sequence of models to understand the individual and collective importance of 
these two features. Due to the non-Gaussian nature of the models, we adopt 
particle filtering to estimate the latent factors and the model parameters. 
Analyzing weekly crude oil futures data from 1990-2008, we find strong evidence 
of high and low volatility regimes which are very persistent. At the same time, we 
find strong statistical evidence for and economic significance of jumps in both the 
permanent and transitory factors with the latter being relatively more important. 
Also, jumps are much more likely to occur in the high volatility regime which is 
associated with periods of political and economic instability. On average, the final 
model shows a 19% improvement in fit over the model without jumps or regime 
switching. 
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The aim of this paper is to examine the ability of regime switching and jump 
diffusion models to capture the dynamics of commodity futures prices. In this 
study, we focus on crude oil futures, but the analysis is equally applicable to other 
commodities. Financial markets are often characterized by calm periods 
interspersed with periods of turbulence. This turbulence could possibly be a result 
of volatility shift and/or jumps in prices. This is especially true for crude oil 
which is very sensitive to geopolitical events throughout the globe. Empirical 
studies by Wilson et al (1996) and Fong and See (2002) strongly suggest that 
sudden changes in volatility are quite common in commodity markets. Amongst 
asset classes like equity, foreign exchange and interest rates, jumps have been 
well documented 1 , but similar studies for commodities are scarce. Allowing 
volatility to be regime dependent and prices to jump have important implications 
for both derivative pricing and hedging practice. In the commodities sphere, most 
pricing models involve latent variables (e.g., spot commodity price due to non-
uniformity in spot trades is often treated as a latent variable, and convenience 
yield, if allowed to be stochastic, is also conveniently viewed as a latent variable). 
Modeling latent variables with jumps and regime switching adds a layer of non-
trivial complexity to empirical analysis.  
 
Presence of fat tails and/or skewness in returns is often indicative of a need to go 
beyond pure diffusion models. In our model for commodity futures, we extend the 
                                                 
1 Examples are Bates (2000), Pan (2002), Das (2002) and Eraker (2004) among many others.  
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approach of Schwartz and Smith (2000) which employs long- and short-term 
latent factors.2  Specifically, we 1) allow volatility of the factors to be stochastic 
by allowing it to switch between high and low volatility regimes and 2) add a 
common jump to these two latent factors with correlated amplitudes. The final 
model is a combination of both the above features while allowing the jump to be 
regime dependent. We refer to this generalized setup as the correlated jump 
regime switching (CJRS) model.  
 
Intuitively, commodity prices should have some random walk feature to reflect a 
non-stationary component that is typically expected of prices. But commodity 
prices may also contain a transitory component due to market’s inability to 
quickly adjust production/utilization capacity.  It is quite conceivable that large 
shocks (i.e., jumps) will hit the transitory component, but their effects dissipate 
over time. Such shocks affect short-term futures prices more than longer-term 
futures prices. Thus, the transitory component can be modeled as a mean-
reverting jump-diffusion process. To a lesser extent, we also observe large 
parallel shifts in the term structure of futures prices. It seems reasonable to factor 
in a random walk (permanent component) coupled with an innovation term that is 
in part driven by jump. 
 
Volatility shifts and jumps could be driven by supply-side factors (e.g. wars, 
strikes, hurricanes) or demand-side factors (e.g. speculation, government policy 
changes such as price caps, etc). Although we develop our model along the line of 
                                                 
2 We use the terms long-term factor and equilibrium factor interchangeably.  
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Schwartz and Smith (2000) using the long and short latent factors, we can also 
develop the model by following an equivalent line of thoughts developed by 
Gibson and Schwartz (1990) in which spot commodity price and convenience 
yield are treated as the two driving latent factors.  
 
Arbitrage-free diffusion models of commodity prices have evolved from a simple 
one-factor model to affine multi-factor models. Papers include Brennan and 
Schwartz (1985), Gibson and Schwartz (1990), Schwartz (1997), Schwartz and 
Smith (2000) and Cassasus and Collin-Dufresene (2005). The unobservability of 
the factors in these models can be handled by employing the standard Kalman 
filtering technique because the latent factors are assumed to be Gaussian 
processes and the transformations are in essence linear. The latent variable 
approach for modeling commodities was initiated by Schwartz (1997) and has 
become a standard feature in empirical analysis of commodity models. 
 
Either adding jumps to the latent factors or allowing the volatility to vary with 
regime implies that the factors no longer follow Gaussian processes, and thus our 
model cannot be handled with the standard Kalman filter. However, the particle 
filtering technique with some recently developed useful features can be applied to 
our model. Of late, particle filtering, a class of sequential Monte Carlo methods, is 
gaining popularity in financial applications3 because it is a highly flexible tool 
ideal for handling non-Gaussian state-space models.  
 
                                                 
3 Christofferson et al (2010), Duan & Fulop (2009), and Johannes et al (2009) to name a few. 
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We study weekly crude oil futures prices, corresponding to five maturities ranging 
from 1 to 18 months, from 1990 to 2008. Our research question is on the 
importance of jumps and changes in regime in modeling the behavior of crude oil 
futures prices. We find evidence of high and low volatility regimes which are very 
persistent (expected duration of about 3 and 4 months respectively) with the high 
volatility regimes being associated with politically and economically unstable 
periods. Bidirectional jumps occur in the both the factors and are 9 times more 
likely to occur in high volatility regime compared to the low volatility regime. A 
one standard deviation jump in the short and long term factor causes the spot price 
of 50$ to move by approximately 9 and 6% respectively.  On average, the 
proposed model reduces the pricing error by about 19% compared to the Schwartz 
and Smith model 
 
We make two contributions to the existing literature on commodity pricing 
models. First, we extend the Schwartz and Smith (2000) model to incorporate 
both jumps and changes in regime. To the best of our knowledge, a model 
combining both these features has not been proposed before for commodities. 
Secondly, we adapt the localized particle filter of Duan and Fulop (2009) 
developed in the context of credit risk to analyze commodity futures in a multi 
dimensional setting. In comparison to the recent literature on jumps in oil futures, 
our results are more reliable (compared to Dempster et al (2009) which uses a 
variant of the Kalman Filter and to Aiube et al (2008) which uses an inefficient 
particle filter and an improper likelihood maximization technique).  
 5 
The remainder of the thesis describes the jump and regime switching models and 
compares it with the models in the literature. Then, we develop the particle 
filtering procedure for our model(s). Empirical implementation follows, and the 
results presented. We conclude with a few thoughts on future research.   
 
2. The model 
 
A fundamental difference between stocks and commodities comes from concept 
of storage. The fact that demand and supply may not perfectly match at any given 
point of time makes storage necessary. Storage gives rise to convenience yield, 
which should be understood as marginal and on a net basis, is akin to the dividend 
yield on a common stock. It can also be thought of as the flow of services that will 
be accrued by the holder of the commodity from the possession of physical 
inventory, but not by the owner of a contract for future delivery (see Brennan, 
1991). At a minimum, the benefits include the availability of the commodity so 
that the production process is not disrupted while the costs include storage, 
transportation, insurance, and so on. There are two approaches to modeling the 
spot and derivative prices on commodities. The first one is an equilibrium 
approach where convenience yield arises endogenously due to interaction 
between supply, demand and storage. The second approach assumes an 
exogenously specified stochastic process for convenience yield, and then derives 
the prices of the commodity derivatives. This paper adopts the second approach. 
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The early models based on the second approach started with a constant 
convenience yield (Brennan and Schwartz, 1985), but were soon found to be 
lacking enough explanatory power. Gibson and Schwartz (1990) improved on the 
model by allowing convenience yield to follow an exogenously specified mean-
reverting process. Schwartz (1997) introduced stochastic interest rate as a third 
factor and then made comparisons of the one-, two- and three-factor models. He 
found that the two-factor model greatly improves over the one-factor model 
whereas the three-factor model does not add much additional explanatory power. 
Schwartz and Smith (2000) proposed an alternative two-factor model, hereafter, 
the SS model, which is mathematically equivalent to the Gibson and Schwartz 
(1990) model but with a different interpretation.4   
 
In the SS model, the spot price stochastically converges to some long-run 
equilibrium level. The equilibrium level is modeled as a geometric Brownian 
motion, and the spot price’s deviation from the equilibrium level is governed by a 
mean-reverting process whose mean is zero. Presumably, the SS model has an 
advantage of having more “orthogonal” factors in the sense that the correlation 
between the factors is generally low. This allows users to think about the effect 
from each of the factors separately. Pilipovic (2007) stated that energy related 
commodities exhibit a “split personality”; that is, the short- and long-term 
behaviors of commodities are affected by very different sets of factors. The short-
term price drivers can be any form of disruption such as unexpected changes in 
                                                 
4 This is true because the short-term factor is a linear function of convenience yield, and the long-
term factor is a linear combination of spot price and convenience yield.  
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weather and/or speculation. The long-term price drivers could be related to 
technological advancements, government policies, breakthrough in alternative 
energy, etc.  
 
We extend the SS model in two different ways. Firstly, we allow the volatility of 
the short and long term factors to be regime dependent. We follow Hamilton 
(1988) and specify the unobserved regime to follow a first-order two-state 
Markov Process with a time invariant transition probability matrix. This 
unobserved state variable is in addition to the existing latent short and long term 
factors. This model is referred to as the Regime Switching (RS) model. Regime 
switching models have been used in various forms to describe financial time 
series5, but their use to price derivatives is relatively scarce. A few exceptions are 
Guo et al (2001), Duan et al (2001) and Bollen et al (2000).  Moreover, an 
empirical study for commodity derivatives using pricing models with regime 
switching is absent and we try to fill that gap. Secondly, we incorporate jumps 
into the two factors. The jumps are caused by a common Poisson shock, but jump 
amplitudes are different and are correlated. This model is referred to as the 
correlated jump (CJ) model. In the literature, jumps have been incorporated into 
the modeling of commodity prices in various ways. For example, Villaplana 
(2004) introduced jumps in the short term factor whereas Dempster et al (2009) 
proposed a jump model driven by different Poisson shocks to the factors and with 
uncorrelated jump sizes. It is our contention that jumps in different factors can be 
more parsimoniously, and arguably better, modeled by a common shock; for 
                                                 
5 See e.g. Hamilton and Susmel (1994) and Bansal and Zhou (2002) 
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example, a major disruption such as a financial crisis or a war in the Middle East 
may shock both the equilibrium price level and the short-term deviation factor. 
Having a common shock with potentially correlated jump amplitudes still allows 
two jumps to act independently. Finally, we combine the Regime Switching and 
the Correlated Jump model and additionally allow the jump parameters to vary 
with the regime. We refer to this model as the Correlated Jump Regime Switching 
(CJRS) model. Similar types of models are popular for pricing electricity 
derivatives6. Electricity prices are often characterized by spiky behavior and the 
appearance of spike can be modeled as a regime change. In this case, the spike (or 
jump like behavior) is the regime change whereas in our model, jumps and regime 
changes are separate phenomena.  
 
Many commodities exhibit seasonal fluctuations over time which can be modeled 
by adding a deterministic component along with the stochastic processes. 
However, previous researchers have pointed that crude oil is not characterized by 
such behavior and hence we do not discuss this in our model. We describe the 
model formulation for all the abovementioned models below.  
 
2.1 Correlated Jump model 
 
Let tS  be the spot price of crude oil. We follow Schwartz and Smith (2000), to 
model the logarithm of tS , as a sum of two factors: tχ , the short term factor 
and tξ , the equilibrium price. The equilibrium factor measures the price at which 
                                                 
6 E.g., see Huisman and Maheu (2003) and Weron et al (2004)  
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demand equals supply whereas the short-term factor measures the deviation of the 
current (log) spot price from the (log) equilibrium price. Under the physical 
probability measure ( P ), the two factors are assumed to follow the following 
stochastic processes:   
                                              
ln                                                  (1
  
)
                 (2) 




t t t t t
t t t t
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d dt dZ J dP
d dt dZ J dP
χ χ χ









where κ is the mean-reversion intensity for the short-term factor; ξµ  is the drift 
rate of the equilibrium price;  and χ ξσ σ are the diffusion coefficients for the 
short-term factor and the equilibrium price, respectively;  and t tZ Zχ ξ  are two 
standard Brownian motions with the correlation coefficient of ρ ; and tP  is a 
Poisson process with a constant jump intensity  ω and is independent of the two 
Brownian motions. The jump amplitudes,  and t tJ Jχ ξ , are independent of the two 
Brownian motions, but they may be correlated between themselves.  Conditional 
on the jump event, the jump sizes follow a bivariate normal distribution: 
 
    2
2




t t t J J
J J J J
J J
J J J J







µ σ ρ σ σ
µ
µ ρ σ σ σ
= ∼ ∑
  
= ∑ =   




where  and J Jχ ξµ µ  are respective means, and ,  and J J Jχ ξσ σ ρ  are volatility and 
correlation corresponding to the jump sizes. 
 
For pricing commodity derivatives such as commodity futures, we need to assume 
the existence of a risk neutral measure Q  and to characterize the dynamics under 
measureQ . This can be accomplished by applying a stochastic discount factor 
like in Pan (2002) to yield the following pricing system with respect to measureQ : 
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where *  and ξ χµ λ are two new parameters that are not in the original dynamics 
under measure P, and they arise from risk-neutralizing the two Brownian motions 
* * and t tZ Zχ ξ .  In addition, the Poisson shock and the jump sizes can be risk-
neutralized. The results are 1) *tP continues to be a Poisson process but with a 
different intensity parameter *ω ; and 2) the jump sizes follow a bivariate normal 
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7 Refer Jeanblanc (2007) for details regarding change of measure for various jump processes.  
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Merton (1976) assumed away jump risk premium. In general, however, one would 
expect jump risk to be compensated with a risk premium. Our above result 
explicitly allows for jump risk premium, which reflects through * * and Jµ ω . In 
Aiube et al (2008) and Dempster et al (2009), risk premium is assumed away8; 
that is, * * and J Jµ µ ω ω= = . 
 
Under theQ  measure, futures prices are martingales and can be computed as the 
expected value of the terminal spot price. We follow Duffie et al (2000) to obtain 
the solution for futures price ( , )F T t  at time t, corresponding to a maturity T: 
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Equation (7) shows that the log futures Prices are linear in the state variables. The 
last two terms in ( ),A T t  are the contribution by the jumps in the factors. 
Naturally, the futures pricing formula becomes identical to that of the SS model in 
the absence of jumps. 
 
                                                 
8 The stochastic discount factor will be similar to that of the SS model for these papers.  
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Hilliard and Reis (1998) proposed a model with stochastic convenience yield and 
stochastic interest rates, and allowed jumps in the spot price. According to their 
model, allowing for jumps in the spot price does not change concurrent futures 
prices as compared to a model without jumps. However, jumps will impact option 
prices. In our model, jumps do change futures price as indicated by the 
term, ( ),A T t . Unlike jumps in the spot price, jumps in the short-term factor like in 
our model (or equivalently jumps in convenience yield) will change futures prices, 
which is a point already recognized in the literature, such as Cassasus and Collin-
Dufresene (2005) and Dempster et al (2009) also mention this point. 
 
When the futures price jumps, it is often the case that near-term futures move 
much more than longer-term contracts. Figures 1 and 2 illustrate this point. Figure 
1 plots the changes in the log futures prices for nearest and farthest maturities (F1 
and F5) in our data sample. The F1 series has a few observations exceeding four 
standard deviations whereas the F5 series rarely has such points. Figure 2 plots 
the term structure of crude oil futures several days before the start of the 1991 
Gulf war. The short end of the term structure responded to the shock much more 
dramatically than the long end. This is indicative of the existence of a mean-
reverting component in the commodity price, a feature that has only been recently 
introduced into models with jumps, such as Crossby (2008), Dempster et al (2009) 
and Aiube et al (2008). Our model incorporates this feature through having 




2.2 Regime Switching model 
The dynamics of the factors under the P  measure for this model are as given 
below: 
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The regime variable tR  is assumed to follow a continuous-time Markov Chain 
with a constant infinitesimal generator, G, and it is assumed to be independent of 
the Brownian motions. The infinitesimal generator produces transition 
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The transition probability is now governed by a risk-neutral infinitesimal 
generator which in turn gives rise to risk-neutral transition probability from 
regime i to j over ∆t, denoted by *ijp  (refer Appendix A for details). Unlike the SS 
model or the jump model in Section 2.1, the distribution (or characteristic 
function) of TS under Q  is not known in closed form implying that the futures 
prices are not known in closed form either. However, conditional on the current 
regime and a sample path of the regime from current time to time to maturity, the 
futures prices are available in semi-closed form, which makes the calculation of 
futures price easier. Taking advantage of this feature, the futures price can be 
written as:  
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In the actual implementation of the model later, we will use a simplified and 
parsimonious structure wherein we restrict the drift terms to be the same under 
both regimes. Under such a restriction, the log futures price is given by:  
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The expectation term in the above formula can be computed with Monte Carlo 
simulations. Simulating sample paths for the regime between current time and 
time to maturity and taking average over all such sample paths leads us to the 
value of log futures prices. It can be immediately seen that in the case of no 
regime switching, the formula collapses to that of the SS model.  
 
2.3 Correlated Jump Regime Switching model 
The dynamics of the factors under this model are as given below: 
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Compared to the correlated jump and regime switching models, the jump 
parameters (i.e. the jump size and intensity) are also allowed to be regime specific. 
tR
tP  is a Poisson process with a jump intensity 
tRω .Conditional on tR , it is 
independent of the two Brownian motions and jump sizes. The jump 
amplitudes,  and t t
R R
t tJ Jχ ξ , are independent of the two Brownian motions , but they 
may be correlated between themselves.  Conditional on the jump event, the jump 
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Except for being regime specific, the interpretation of the parameters is the same 
as in the correlated jump model. Risk neutralizing the stochastic process, we have 
the following process under Q  measure.  
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UnderQ , 1) the transition probabilities are *ijp  2) 
* tR
tP is a Poisson process but 
with a different intensity parameter * tRω  and 3) the jump sizes follow a bivariate 
normal distribution with mean shifts as follows: 
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The expression for the futures prices is obtained in a similar manner to that of the 
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Assuming restrictions similar to the previous model for the actual implementation, 
the log futures price is given by: 
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In the case of no regime switching, the formula collapses to that of the correlated 
jump model.  
 
3. Model estimation 
Since the equilibrium spot price and the short-term factor are not observable, we 
can only indirectly infer from the observed futures prices. The estimation problem 
can be naturally cast as a state-space model with the equilibrium spot price and 
the short-term factor as the two latent processes defining the transition equation. 
The two latent factors are then related to the observed futures prices via the 
futures pricing formula that defines the measurement equation. 
 
3.1. A state-space formulation for Correlated Jump model 
We need to discretize the latent factor dynamics in equations (2)-(3) as we will be 
using discretely sampled time series. The discretization is as follows: 
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and the jump components in the last part of equation (24) will be described later. 
First note that without jumps, the system in equation (24) is a discrete-time 
version of the factor dynamics in its exact form and not as a result of the Euler 
approximation. The exponential terms simply arise from solving the stochastic 
differential equations over a discrete interval and the result is naturally a Gaussian 
system. 
 
The last component of equation (24) is due to jumps. Let us suppose that the 
number of jumps over the interval ( , ]t t t− ∆  is known. The two concurrent jump 
sizes are bivariate normal random variables but are independent of other jumps 
and the changes from the diffusion component.  Hence, the overall changes to the 
two latent factors must also be bivariate normal random variables with following 
the mean vector and covariance matrix (assuming i jumps over the 
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Since the number of jumps is governed by a Poisson shock of intensity tω∆ , the 
conditional density function of the two latent factors ( [  ]'t t tx χ ξ= ) governing the 
transition equation in (24) is 
0
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where ( ; ( ), ( ))t t tx U i V iφ −∆  is a bivariate normal density function with mean vector, 
( )t tU i−∆  and covariance matrix, ( )V i . 
 
We now turn to the measurement equation. Let the observed futures price vector 
at time t (k-dimensional vector and after taking log) be denoted by 
1[ln  ( , ), , ln  ( , )]'t ky F T t F T t=  .  It is assumed that all futures prices are observed 
with errors.9  Possible sources of measurement error are bid-ask spreads, non-
synchronous trading in futures and spot, errors in price reporting, presence of 
price limits, etc10. Adding noises to equation (7) gives rise to the measurement 
equation: 
 
                                                 
9 If the number of futures contracts available at any time is equal to the dimension of the latent 
variables, one can, in principle, do away with the measurement error. The latent variables can then 
be estimated by inverting the futures prices, given the parameters. Parameter estimation can be 
done using the transformed data likelihood approach as outlined in Duan (1994).  
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where the measurement error vector 1[ , , ] 't ktv v  has zero mean and covariance 
matrix Ω . In our empirical implementation later, the measurement errors are 
assumed to be normally distributed and independent across futures and over time. 
The normality assumption can be easily relaxed in empirical analysis because our 
particle filtering algorithm to be described later has the built-in provision for non-
normality. For the correlated jump model, there are three sets of parameters, 
eleven of them govern the physical dynamics of the two latent factors, 
1 2( , , , , , , , , , , )J J J J Jξ χ χ ξ ξµ κ σ σ ρ ω µ σ µ σ ρ , five parameters,
* * * *( , , , , )J Jξ χ χ ξµ λ ω µ µ , 
which arise from risk-neutralization process for the pricing purpose and k 
measurement error parameters with each corresponding to an observed futures 
price series. The entire set of parameters will hereafter be denoted by Θ . 
 
3.2 State-space formulation for Regime switching model 
Proceeding as before, we discretize equations (9)-(10) as follows: 
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The transition density can be computed by conditioning on the current (t) regime 
and the past (t- t∆ ) values of the latent variables. Then combine the transition 
density with the regime switching probability to form the transition 
density/probability for the factors and regime pair. The resulting transition 
density/probability is a mixture of normals: 
 
               ( , , ) ( , )                 (28)t t t t t t ij t t t tRp x R j x R i p x x jφ−∆ −∆ −∆= = = =  
-
0 0




















     
= = +     ∆    
Σ  
Adding normally distributed noise terms to equation (14), we get the 
measurement equation as:  
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The assumptions for the measurement error are the same as in the correlated jump 
model. For the regime switching model, we categorize the parameters differently 
to emphasize the effect of regime. We have four parameters that do not depend on 
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the regime, *( , , , )ξ ξ χµ µ κ λ , three that describe the dynamics in regime 0 and 
1, ( ),  0,1, ,t t t tR R R Rχ ξσ σ ρ =  , four transition probability parameters, 
* *
00 11 00 11)( , , ,p p p p  , and finally the k measurement error parameters. 
 
3.3 State-space formulation for Correlated Jump Regime switching model 
Discretizing equations (16) – (17) gives us: 
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tRΣ is the covariance matrix corresponding to the diffusion terms as described in 
the Regime switching model in section 3.2. The transition density/probability 
corresponding to this model is: 
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       ( , , )     ( , )  (32)t t t t t t ij t t t tRp x R j x R i p p x x j−∆ −∆ −∆= = = =  
Adding normally distributed noise terms to equation (22), we get the 
measurement equation as:  
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The assumptions for the measurement error are the same as in the correlated jump 
model. For the correlated jump regime switching model in its most general form11, 
we have four parameters, *( , , , )ξ ξ χµ µ κ λ , which are independent of the regime, 
twelve parameters each for regime 0 and 1, 
* * *
0,1( , , , , , , , , , , , ),   = t t t t t t t t t t t t
J J J J J J J
R R R R R R R R R R R R
tRχ χ ξ ξ χ ξχ ξ
σ σ ρ ω ω µ σ µ σ ρ µ µ , four transition 
probability parameters, * *00 11 00 11)( , , ,p p p p , and finally the k measurement error 
parameters.  
 
The above model with regime switching and jumps is econometrically identifiable.  
For general conditions on identification of mixture models12, we refer the readers 
to Yakowitz and Spragins (1968). Al-Hussaini and Ahmad (1981) provide a 
                                                 
11 In the results presented later, we select a more parsimonious form of this general model.   
12 In the context of finite mixture models, people have typically defined identification to allow 
‘label switching’ of the parameters of the different component of mixtures. Identification problem 
due to label switching is not a concern in our case as some component parameters are necessarily 
different by design.  
 25 
sufficient condition to characterize identification for a family of finite mixture of 
distributions. Another problem that is well recognized in the literature for normal 
mixture models is that the likelihood becomes unbounded when one of the 
mixture means coincides with a sample observation and the corresponding 
covariance matrix tends to singularity. This is not a critical problem however, as 
Redner and Walker (1984) show that, under reasonable assumptions, solution of 
the root of the likelihood equations at least locally maximizes the log-likelihood 
function and is asymptotically normally distributed. In the three models, the 
likelihood is unbound only for pathological cases13. The parameter estimation is 
done by choosing suitable starting initial values and convergence is obtained far 
away from these points.  
 
3.4. Particle Filter 
The key to handling a state-space model is to solving the filtering problem. The 
models in Schwartz (1997) and Schwartz and Smith (2000) models are linear 
Gaussian state-space models. Such models can be dealt with using the Kalman 
filter to handle the latent factors and using prediction error decomposition to 
derive a likelihood function. For our models, however, the state-space model is 
linear but non-Gaussian, and needs a different kind of filtering technique to 
handle latent factors. Specifically, we need to compute the filtering 
                                                 
13 In the CJ model, the covariance matrix tends to singularity when 0,  or 0 or 1χ ξσ σ ρ= = = . 
In the RS and CJRS model, the singularity occurs for 0,  or 0 or 1t t t
R R R
χ ξσ σ ρ= = = . 
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distribution, ( , , ; )t t t tp x y y −∆ Θ
14 , which for simplicity will be stated as 
( , , )t t t tp x y y −∆  when there is no risk of misunderstanding. Once the filtering 
density is obtained, objects of interest such as [ ( ) , , ]t t t tE g x y y −∆   or the 
prediction density 2( , )t t t t tP y y y−∆ − ∆  can be easily calculated. For this, we resort 
to particle filter and devise a scheme that is efficient in estimating 
( , , )t t t tp x y y −∆   recursively over time. 
 
The basic idea of particle filtering is to use a sample to represent the distribution 
of the latent factors tx , and propagate the sample over time by applying the Bayes 
rule to the observations ty . For an introduction to particle filter, readers are 
referred to Masken (2004). The key issue is to efficiently create a sample 
repeatedly that is representative of ( , , )t t t tp x y y −∆  , which does not have a simple 
analytical form nor is it easy to directly sample from. Thus, one looks for a 
proposal density ( , )t t t tq x x y−∆  that is easy to sample from and bears reasonably 
close resemblance to ( , , )t t t tp x y y −∆  .
15 Such a sampling procedure is known as 
importance sampling. The thi  particle ( , )i it t tx x −∆  sampled from ( , )t t t tq x x y−∆  will 
then carry an importance weight equal to ( , , ) / ( , )it t t t t t t tp x y y q x x y−∆ −∆
16.  
 
                                                 
14 For CJ model we need to filter for RS, CJRS models we need to filter ;  ,t t tRx x  
15 The support of the proposal distribution must include the support of the true filtering 
distribution.  
16 The exact derivation is given in the Appendix B. 
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Particles are sampled and given appropriate weights recursively at each time step. 
However, with this procedure, it can be shown that the variance of the importance 
weights grows stochastically over time leading to a rapid decrease in the number 
of effective particles (particles with meaningful importance weights) and 
ultimately causes degeneracy of the filter. Thus, a re-sampling step is introduced 
at each time point to prune away particles with negligible importance weights. 
The choice of the proposal density ( , )t t t tq x x y−∆  is crucial to the performance of 
the particle filter. It can be shown that using the transition density 
( )t t tp x x −∆ implies the importance weight of ( )
i
t tp y x , which typically has a 
simple analytical form by the modeling assumption. Such a simple and intuitive 
choice is known as the SIR particle filter which was first introduced in Gordon et 
al (1993). 
 
However, the SIR particle filter suffers from two critical shortcomings. The first 
and a well-known fact is that the SIR sampler does not factor in the observation in 
its sampling, and thus the sampled points need not carry meaningful importance 
weights. Second, the problem will be exacerbated when the measurement error is 
small, because the likelihood ( )t tp y x is highly peaked at a small neighborhood. 
Unless many of the sampled points happen to fall in this neighborhood, which 
will not occur due to the first reason, the importance weights for the points in the 
sample will be, after normalization, forced upon a small set of points leading to a 
very poor approximation. The problem becomes particularly pronounced when a 
model, like ours, contains jumps. The second point actually motivated Duan and 
 28 
Fulop (2009) to devise a localized particle filtering scheme, which we follow in 
this paper. 
 
Previous studies such as Schwartz (1997) and Schwartz and Smith (2000) found 
that the measurement error decreases rapidly beyond the first maturity. This 
justifies our adoption of the localized particle filter of Duan and Fulop (2009) by 
first sampling from the measurement errors and then inverting to obtain the latent 
factors. In our empirical study later, we use five futures price series. Since the 
dimension of the latent factors is two, our localized particle filter samples from 
the two-dimensional measurement error distribution. Specifically, we select the 
second and fourth maturity (F2 and F4) in our implementation. The exact 
algorithm for our localized particle filter is described in Appendix B.  
 
3.5. Parameter estimation using the EM algorithm: 
The particle filtering scheme as outlined in the above subsection can generate the 
likelihood function. Due to the re-sampling step, however, the likelihood function 
is not smooth with respect to the parameters even with common random numbers. 
This means that one cannot apply a gradient-based optimization algorithm to 
compute the maximum likelihood estimate nor can one compute the asymptotic 
statistics. This non-smoothness can be dealt with using the smoothed sampling 
idea of Pitt (2002) when there is only one latent process. Indeed, that was the 
approach taken by Duan and Fulop (2009). In our problem, there are two latent 
factors and we must approach the likelihood optimization problem differently. 
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Interestingly, a solution exists by applying the Expectation Maximization (EM) 
algorithm to indirectly maximize the likelihood. The idea in the context of particle 
filtering was discussed in Cappe et al (2005) and later applied in Duan and Fulop 
(2007).  
 
The EM algorithm is a two stage iterative procedure to compute the maximum 
likelihood estimate in the presence of hidden data and is generally attributed to 
Dempster et al (1977). In our setting, we have the observed futures prices, 
0 2( , , , , )T t t n tY y y y y∆ ∆ ∆=  , which is an incomplete data set. Combining it with the 
latent factors, 0 2( , , , , )T t t n tX x x x x∆ ∆ ∆=  , we have a complete data set ( , )T TX Y . 
The idea of the EM algorithm is that maximizing the expected log-likelihood 
function of the complete data set conditional on the observed data and a current 
set of parameter estimates can improve the likelihood of the incomplete data. 
Specifically, one finds ( 1)i+Θ to maximize ( )ln ( , ) | , iT T TE L X Y Y Θ Θ   where 
ln ( , )T TL X Y Θ stands for the log-likelihood function of the complete data set. As 
a result, 
( 1) ( )
( ) ( )
i i
T TL Y L Y
+
Θ ≥ Θ . Repeating expectation and maximization will 
eventually lead to the maximum likelihood estimate. 
 
In our case, the localized particle filter is used to compute the expectation. The 
expected value computed this way, i.e., ( )ln ( , ) | , iT T TE L X Y Y Θ Θ  , is a smooth 
function of Θ  even if it is not smooth with respect to ( )iΘ . This allows us to 
advance the parameter estimate using a gradient-based algorithm. While the 
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particle filter is good at tracking the filtering distribution, the smoothed 
distribution for the latent variable of a distant past is poor and will introduce 
undesirable simulation noise. Cappe and Moulines (2005) and Olsson et al (2008) 
have suggested the use of fixed-lag smoothing to approximate ( | , ) by t Tp x Y Θ  
min( , )( | , )t t l t Tp x Y + ∆ Θ  for a small lag l. By the forgetting property of typical 
dynamic systems, they demonstrated through simulations that the reduction in 
Monte Carlo error is substantial and the cost is a small bias. In our 
implementation, fixed-lag smoothing is applied.  
 
One common criticism of the EM algorithm is that convergence is often very slow. 
Dempster et al (1977) showed that the speed of convergence depends on the 
choice of the complete data set. To improve the speed of convergence, we choose 
( , )RT TV Y  as the complete data for the CJ model where 
R
TV is the time series of 
two-dimensional measurement errors corresponding to two futures contracts used 
for localized sampling (i.e., F2 and F4). For the RS and CJRS model, we choose 
( , , )RT T TV R Y  as the complete data where TR is the time series of values taken by 
the regime. The complete-data log-likelihood function is provided in Appendix B.  
 
The covariance matrix for the parameter estimates is asymptotically equivalent to 
the inverse of the information matrix. In general, the information matrix can be 
calculated by the outer product of the incomplete (observed) data score. However, 
this method is not applicable in our case because the incomplete-data log-
likelihood is irregular with respect toΘ .We use an estimator devised by Duan and 
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Fulop (2011) which computes the information matrix using the smoothed 
complete-data individual scores. Their method is based on the fact that the 
incomplete-data score can be decomposed into the sum of smoothed individual 
complete-data scores. Because these smoothed individual complete data scores 
are auto-correlated, the Newey-West type estimator can be used to calculate the 
variance of the observed data score. 
 
4. Empirical analysis  
4.1. Data 
The futures contracts studied in this paper are the NYMEX Light Sweet Crude Oil 
futures.17  We use approximately 19 years of weekly data, starting from 1/1/1990 
to 17/11/2008. There are a total of 986 time series observations per contract. We 
use contracts with the maturity of 1, 5, 9, 13 and 18 months.18  The summary 
statistics of the changes in the logarithm of futures prices for different futures 
contracts are presented in Table 1. The Lilliefors test rejects normality for all 
maturities. This suggests the Gaussian structure embedded in the SS model is at 
odds with the data, and alternative models should be considered. As discussed 
earlier in the paper, Figure 1 indicates that comparatively larger deviations are 
evident in the F1 series (shortest maturity) as compared to the F5 series (longest 
maturity). This feature of the data indicates the existence of a transitory 
                                                 
17 The NYMEX Light Sweet Crude Oil futures is the world’s most heavily traded futures contract 
on a physical commodity.  
18The maturity of one month means that the time to expiry ranges between 0 to 31 days depending 
on the observation date. Schwartz and Smith (2000) and Dempster et al (2008) used a similar 
maturity.  
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component of futures prices, and is consistent with the both the SS model, and our 
two-factor correlated jump model. 
 
4.2. Implementation assumptions 
The Futures prices are computed for various maturities in all the models. As 
mentioned before, the one month maturity contract has time to expiry ranging 
from 0 to 31 days and similarly for the other contracts. For a one month contract, 
if the time to maturity is 17 days, the time to expiry that is used in the formula is 
17 days (and not one month). However, for the calculation of the numerical 
integral in the RS and CJ models, we make an approximation while simulating the 
regime path for the first month contract. Since, the data observation frequency is 
weekly, we chose the simulation interval also as one week. The actual number of 
days to maturity is not an integer multiples of weeks, hence we treat 0-7, 8-15, 16-
23, and 24-31 days as 1 week, 2 weeks, 3 weeks and 4 weeks respectively. No 
approximation is needed for maturities greater than a month.  
 
 We use the particle filtering method described in the preceding section to 
estimate the CJ, RS and the CJRS models. In the empirical study, we use 100 
particles (for the CJ model) and 200 particles (for the RS and CJRS models) for 
the filter and 5 lags for the fixed-lag smoothing. In order to ascertain how well the 
particle filtering estimation works under these implementation choices, we 
estimate the SS model using both the Kalman filter and particle filter, and find 
them to be very close except for parameters that are statistically insignificant.  
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4.3. Empirical findings 
In order to understand the dynamics of the factors, we investigate the proposed 
models sequentially. To ascertain the nature of jumps in oil futures, we compare 
the estimation results from the SS model with the proposed correlated jump model 
in Table 2 (in columns 1 and 2 respectively). The results for the SS model are 
qualitatively similar to that reported in Schwartz and Smith (2000) in terms of 
magnitude and statistical significance for most of the parameters. For the 
correlated jump model, we find that the jump intensity and standard deviation of 
the jump sizes are statistically significant for both types of jumps. The mean jump 
sizes are not significantly different from zero indicating the presence of both 
upward and downward jumps19. For spot price of 50$, a positive one standard 
deviation jump in the short term factor translates into a 8% rise whereas it results 
in a 5% rise for a one standard deviation jump in the long term factor. This 
indicates that jumps in the short term factor are economically more relevant. We 
can also see that the volatility of the short term factor (diffusive component) is 
reduced by about 27% whereas the volatility of the long term factor (diffusive 
component) drops by about 22% when compared with the SS model. This is not 
surprising since jumps explain a part of the price movement which was previously 
attributed to the diffusive component. The risk premium parameters except for the 
long term jump parameter are significant suggesting that jump risk is priced in the 
futures market and should be a feature of the pricing model.  
 
                                                 
19 The correlation between the jump sizes is not statistically different from zero.  
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Next, we ask whether the factors behave differently in different regimes and if so, 
how and to what extent? The RS and the CJRS models do not have a closed form 
solution for the computation of futures prices and hence the time taken for 
estimation is comparatively longer than that of the CJ model. To make an initial 
guess about the model parameters, we use the transformed data MLE method of 
Duan20 (1994) by choosing any two contracts (since the number of states is two). 
We start with the RS model for which the results are presented in Table 3. The 
first two columns report the results using the transformed-data approach and the 
last column reports results using the more comprehensive filtering approach. 
From column three, we can clearly see that there are two distinct volatility 
regimes with the volatilities in regime 0 being more than twice as much as in 
regime 1. This effect is economically and statistically significant. The SS model 
results (in Table 2) for the diffusion parameters are naturally an averaging of the 
values in the two regimes. The transition probabilities indicate that the regimes 
are persistent. E.g., the expected duration21 of being in a high volatility regime is 
around 6.5 weeks and that of being in a low volatility regime is around 15.5 
weeks.  
 
After analyzing the CJ and the RS model, we seek to investigate if the jump 
behavior is systematically different across regimes. This can come about in two 
ways- namely, the jump size distribution or the jump intensity or both can vary 
across the regimes. We implement both the possibilities and it turns out that if we 
                                                 
20 Henceforth, this method is referred to as the Jacobian method.  
21 The expected duration for regime i is given by 1/(1 )iip−  
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allow the jump distribution to be different across regimes, we add too many 
parameters at relatively little benefit. Hence, the final form of the CJRS model 
that we retain is where the jump intensities are different and the jump size 
distribution is same across the regimes. The results of this model are reported in 
Table 4. From column 3, we see that high intensity jumps correspond to a high 
volatility regime and vice versa. In fact, it is nine times more likely for jumps to 
occur in the high-volatility regime as compared to the low-volatility regime. 
Similar to the CJ model, both positive and negative jumps are equally likely. The 
transition probabilities indicate that the expected duration of being in a high 
volatility regime is around 11.5 weeks and that of being in a low volatility regime 
is around 16.5 weeks. 
 
It should be noted that the proposed jump model is a reduced form model (with 
constant intensities) with an intended use to price derivatives as opposed to a 
structural model. Within its scope, it is not easy to identify the sources of jumps. 
One way to overcome this limitation is to allow the intensities and/or sizes to be a 
function of other exogenous variables. Figure 3 (I and II) plots the smoothed 
probabilities of being in the high volatility regime. Given the finding that jumps 
are much more likely in the high volatility regime, we can see that they usually 
correspond to periods of political or economic instability (e.g. 1991 gulf war, 
1998 Russian default, 2001 recession, 2003 gulf war, and the 2008 financial 
crisis). This also ties up well with the initial conjecture that jumps are more 
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important in the short term factor as these events are more likely due to the 
transitory component being affected.  
 
One may conjecture that including all type of risk premiums may be desirable 
from a modeling perspective but may not be econometrically identifiable. In 
particular, one might believe that regime switching risk premium does not allow 
identification because futures prices are affine functions of the factors, and there 
are no other traded derivatives that are uniquely loaded on to the zero one bet of 
risk-shifts risk. In the individual jump and regime switching models, the initial 
version of the models were chosen without risk premiums. However, after 
including the risk premiums, they were estimated to be significant, and we 
decided to retain them in the CJRS model. Non-inclusion of risk premiums when 
they are significant is harder to justify than excluding them. It is true that futures 
prices are affine functions of factors but they are also a non-linear function of the 
risk premiums, and hence should help in identifying the risk premiums (at least 
partially). Moreover, comparing the transformed-data and filtering estimation 
results, in general we observe that the risk premium parameters which may not be 
significant using the transformed-data method may become significant when one 
switches to the filtering approach. This is because the risk premium parameters do 
not describe the time series dynamics of the factors and only enter the pricing 
function. In the case of filtering method, the full cross section is used in 
estimation whereas for the transformed-data method, only two contracts are used 
at each observation date. 
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Finally, we look at the issue of model selection. Since the SS model is nested by 
the CJ and RS models, which in turn are nested by CJRS model, we can do a 
Likelihood Ratio test to compare these models. However, the inference is 
complicated by the presence of nuisance parameters. E.g., in the CJ model, 
whenω is 0, one or more of  ,  , , , or J J J J Jχ ξ χ ξµ µ σ σ ρ are not identified. Similarly, 
for the RS model, when the parameters under the two regimes are equal, the 
transition probabilities cannot be identified. This in turn implies that the LR test 
statistic does not follow a chi-square distribution. It is possible to derive the 
distribution of the test statistic using Monte Carlo but it turns out to be 
computationally intensive. In order to make a judgment about the models, we look 
at the t statistics of the relevant parameters and compare the LR test statistic to the 
p value corresponding to the chi-square distribution without making the 
appropriate adjustment to deal with the nuisance parameters. We assume that the 
appropriate degrees of freedom is a straight count of the number of additional 
parameters, Doing so in essence makes the LR test more conservative, i.e., harder 
to reject the null hypothesis. From Table (2)-(4), we can see that the jump 
parameters (intensity and volatility) for the CJ and CJRS models and the diffusion 
volatility for RS and CJRS models are statistically very significant. From Table 5, 
we see that the LR test statistic for all model comparisons comfortably exceeds 
the cutoff value implied by the chi-square distribution. In conclusion, we can say 
that the CJRS model outperforms the CJ and RS models which in turn outperform 
the SS model.  
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To quantify the incremental improvement of the various proposed models over 
the SS model, we report the pricing error in Table 6. The pricing error is the 
difference between actual and the model implied futures prices where the model 
implied prices are averaged over all particles using the filtering probabilities. In 
general, the pricing error is high for the shortest maturity, is low for intermediate 
maturities and is again high for longer maturities, across all models. Schwartz and 
Smith (2000) also report a similar finding. For the complete sample, the average 
pricing errors for the RS, CJ and CJRS models are 4.3, 4.9 and 5.6 cents lower 
than SS model, which translates to about 15%, 17% and 19.3% improvement 
respectively. The improvement in pricing error is mainly from maturities F1 and 
F5.  We also look at the higher moments and autocorrelation of the residuals from 
all models22. In general the proposed models can explain higher moments and 
hence the residuals of these models are closer to normal than the SS model. The 
autocorrelation however, does not decay as fast as one would expect. We should 
interpret these results with caution since, even though the measurement error is 
assumed to be independent and normally distributed, the same need not hold true 
for the residuals (which are calculated using filtered state variables i.e. they are 
calculated conditioned on the observed data). To get a sense of how these models 
fit the data on a given day, we plot the actual, SS an CJRS model implied futures 
prices (Figure 4 and 5) on 14/7/2008 and 21/7/200823. We can see that, on an 
average, the CJRS model is closer to the actual data compared with SS model. 
The improvement is most pronounced for the shortest maturity futures. The above 
                                                 
22 Results are available on request.  
23 The price on 14/7/2008 is the highest price of F1 contract in the sample; 21/7/2008 is the next 
observation date.  
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results possibly indicate that trying a different specification for measurement 
errors might be an interesting extension of the existing work and we leave that for 
future research.  
 
A part of our study is similar to Aiube et al (2008) which assumes a jump in the 
short term factor only and uses particle filtering to estimate the factors. However, 
our study differs from theirs in a number of ways. Firstly, our model specification 
is comparatively richer and arguably better at explaining the empirical facts since 
we show the importance of jumps in both the factors. Secondly, they use a SIR 
filter which is known to have poor performance when measurement error is low 
and performs even worse in the presence of jumps.24 Thirdly, they estimate the 
parameters by maximizing the likelihood using a gradient based optimization, 
which is almost impossible because of the resampling step. This method is not 
reliable and not surprisingly, they find extremely low standard errors for all 
parameters. Dempster et al (2009) suggest a three factor model by considering a 
medium term factor in addition to a short and long run factor and add jumps to the 
short and long run factors. Their model specification is slightly different than our 
CJ model but the estimation procedure still relies on a variant of Kalman filter25. 
Kalman filter is known to have poor performance for multi modal non Gaussian 
distributions and is an incorrect approach to adopt in such cases.  The result of our 
study reaches the same conclusion as both these studies but their methodology is 
                                                 
24 In fact, particle weights may become zero at some time t for all particles for very low 
measurement error which means that the filtering algorithm does not move forward.  
25 They don’t use a quasi MLE but instead use importance sampling to calculate the likelihood.  
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less reliable. Moreover, our model shows the importance of regime switching in 




This article explores the importance of jumps and changes in regime in 
commodity prices. Unlike equity and foreign exchange markets, most widely used 
models in pricing commodity derivatives use dynamic latent factor models. Even 
though regime switching behavior of commodities is established as an important 
property to describe the time series, not many have looked at it with respect to 
pricing derivatives. Similarly, theoretical models using jumps in the factors have 
been suggested before, but very few studies have done empirical research owing 
to the complexity of estimating the latent factors and parameters. Moreover, 
combining a model which incorporates regime changes and allows for jumps has 
not been suggested before. We propose a particle filter based approach to assess 
the importance of these two phenomena in modeling commodity prices. We 
extend the Schwartz and Smith (2000) model by allowing the factors to jump and 
behave differently in different regimes. Overall, we find evidence of high and low 
volatility regimes which are very persistent (expected duration of about 3 and 4 
months respectively) with the high volatility regimes being associated with 
politically and economically unstable periods. Bidirectional jumps occur in the 
both the factors and are nine times more likely to occur in high volatility regime 
compared to the low volatility regime. A one standard deviation jump in the short 
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and long term factor causes the spot price of 50$ to move by approximately 9 and 
6% respectively.  On average, the proposed model reduces the pricing error by 
about 19% compared to the Schwartz and Smith model.  
 
This study can be easily extended in various dimensions- both in theory and 
application. One common finding across all the models is that the standard 
deviation of the measurement error is highest for the nearest maturity (F1) 
compared to other maturities, suggesting that the model fit for the F1 contract is 
generally poor. We posit that this deficiency possibly arises due to the particular 
autoregressive (AR 1) nature of the short term factor which is modeled as an 
arithmetic Ornstein Uhlenbeck process. The exponential decay in the theoretical 
futures prices arising from this specification is possibly sharper than the actual 
rate. This may be improved by a different specification of the mean reverting 
process for the short term factor.  
 
One can also introduce richer jump models by using non-constant intensity and 
risk premiums. Different measurement error specifications can also be tried to 
study whether they can meaningfully improve the model fit. It is possible to 
incorporate regime switching with time varying transition probability where the 
probability can be allowed to be a function of covariates.  Interestingly, all of the 
above can be accommodated by the particle filtering technique. With the advent 
of the GPU, computational time for applications which can be processed in 
parallel (e.g. the likelihood computation using the filtered particles) can be 
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drastically reduced making particle filtering an attractive method.   Empirically, 
we can test the performance of the various models in fitting option prices.  
Models of term structure and commodities share a lot of similarities and in 
principle, the estimation approach outlined in this paper can be easily extended to 
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The measurement equation in (26) can be written as two sub-systems: 
                                                    (B1)
                                             (B2)
R R R R
t t t t t
NR NR NR NR
t t t t t
y A B x v





Derivation of importance weights 
 
The Bayes rule implies that 
( | , , ) ( | , ) ( | ) ( | , )
( | , , )
( | , ) ( | , )
t t t t t t t t t t t t
t t t t
t t t t t t
p y x y p x y p y x p x y
p x y y









The second equality is due to the fact that the observation only depends on the 
current state not the earlier observations. The result implies that 
( | , , ) ( | ) ( | , )t t t t t t t t tp x y y p y x p x y−∆ −∆∝  . 
where ( , ) ( ) ( , )t t t t t t t t t t t tp x y p x x p x y dx−∆ −∆ −∆ −∆ −∆= ∫   because tx  is a first-
order Markov process. 
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If we use a sampler with the density function ( )t tq x y , the importance weight (up 
to a proportional constant) assigned to the i-th particle will become 
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However, each importance weight for each new particle requires summing over M 
particles. Repeating for M particles suggests that the density evaluation is in the 
order of 2M . In the next subsection, we will follow Duan and Fulop (2009) to 
devise a localized particle filter specifically for our model. The resulting sampling 
scheme will be in the order of M. 
 
A localized particle filter 
 
First, perform a Cholesky decomposition of the two-by-two sub-matrix of Ω  
corresponding to the measurement errors of the second and fourth maturities. 
Denote the two-by-two lower triangular matrix by H  so that 'HH  is the 
covariance matrix of the two measurement errors being sampled. 
 
Consider a pair ( ) ( )( , ) ( 1,2, )i it t tx x i M−∆ =  . Follow the steps below: 
Step 1: Start from an equally weighted sample, ( )  ( 1,2, )it tx i M−∆ =  which 
represents the filtering density at time t-1; that is, ( , )t t t tp x y−∆ −∆  . 
Corresponding to each ( )it tx −∆ , sample a two-dimensional independent 
standard normal random variables, ( )itε . Thus, 
( ) ( )R i i
t tv Hε=  is the vector 
of the measurement errors for the second and fourth futures contracts. 
(Using the normality sampler does not mean that the measurement errors 
are normally distributed. The importance weight will automatically 
adjust for the mismatch in distributions.) 
 
Step 2: Use equation (B1) to invert to obtain the implied latent 
factors: ( )itx . Denote the density of this localized sampler by 






















 where  ( )xφ is the bivariate 















Compute the importance weight for the pair ( ) ( )( , )i it t tx x−∆  which is also the 
same for the marginal, i.e., ( )itx . The weight equals 
 52 
( ) ( )
( )
( )
( ) ( )
( )
( ) ( ) ( )
( )
( )
( , , , )
ˆ( ) ( , )
( , , , )
ˆ( ) ( , )
ˆ( ) ( | ) ( , )
 
ˆ( ) ( , )
( )
i i
t t t t t ti
t i i
t t t t t t
i i
t t t t t t
i i
t t t t t t
i i i i
t t t t t t t t t
i i
t t t t t t
i
t t
p x x y y
w
q x y p x y
p y x x y
q x y p x y
p y x p x x p x y
q x y p x y


















( ) ( )
( )
( )
















The density ( )( )it tp y x  is given by the measurement equation in (10) and 
( ) ( )( | )i it t tp x x −∆  is given by equation (9). 
 









= ∑ .  Re-sample particles using 
( )i
tw  to generate a sample of M equally weighted particles. Go back to 
Step 1 to advance to the next time point. 
 
A complete-data log-likelihood function 
 
The complete data can be chosen as ( , )RT TV Y  where 2( , , , )
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Note that ( | , )NRi t i tp y x∆ ∆ Θ  is determined by a subset of the measurement equation 
in (26) and ( 1)( | , )i t i tp x x∆ − ∆ Θ  is given by equation (25).  
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The conditional expectation of any item is immediately computed by summing 
over particles when the particle filter just reaches past l periods. 
 
B.2. Filtering and likelihood for RS and CJRS models 
 
In addition to the variables present in the CJ model, we have 
= 0,1:  Values which the regime takes at time .tr t  
The measurement equations in (29) and (33) can be written as two sub-systems:       
                 
             
                    ( )                                                  (B3)
 ( )                                             (B4)
R R R R
t t t t t t
NR NR NR NR
t t t t t t
y A r B x v





A localized particle filter 
 
The steps for the derivation of the weights are very similar to the CJ model except 
for the fact that the state now includes the regime in addition to the latent factors. 
Now we consider ( ) ( ) ( ) ( )( , , , ) ( 1,2, )i i i it t t t t tx r x r i M−∆ −∆ =  . Follow the steps below: 
Step 1: Start from an equally weighted sample, ( ) ( )( , ) ( 1,2, )i it t t tx r i M−∆ −∆ =  which 
represents the filtering density at time t-1; that is, ( , , )t t t t t tp x r y−∆ −∆ −∆  . 
Corresponding to each ( )it tx −∆ , sample a two-dimensional independent 
standard normal random variables, ( )itε . Thus, 
( ) ( )R i i
t tv Hε=  is the vector 
of the measurement errors for the second and fourth futures contracts. 
(Using the normality sampler does not mean that the measurement errors 
are normally distributed. The importance weight will automatically 
adjust for the mismatch in distributions.). Corresponding to each ( )it tr −∆ , 
sample ( )itr using the transition probability matrix 
Step 2: Use equation (B3) to invert to obtain the implied latent 
factors: ( )itx . Denote the density of this localized sampler by 
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( ) ( )( , )i it t tq x r y . Clearly, 
( ) ( ) ( )
( ) ( )
( )
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 where  ( )xφ is 














. Compute the importance weight for 
( ) ( ) ( ) ( )( , , , )i i i it t t t t tx r x r−∆ −∆  which is also the same for the marginal, i.e., 
( ) ( )( , )i it tx r . The weight equals 
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The density ( ) ( )( , )i it t tp y x r  is given by the measurement equations (29) 
and (33) and ( ) ( ) ( )( | , )i i it t t tp x r x −∆  is given by equations (28) and (31) for RS 
and CJRS models respectively.  









= ∑ .  Re-sample particles using 
( )i
tw  to generate a sample of M equally weighted particles. Go back to 
Step 1 to advance to the next time point. 
 
A complete-data log-likelihood function 
 
The complete data can be chosen as ( , , )RT T TV R Y  where 
2 2( , , , ) and ( , ,..., )
R R R R
T t t n t T t t n tV v v v R r r r∆ ∆ ∆ ∆ ∆ ∆= = . Let 
* 1( ) ( ( ) )R R R Rt t t t t tx B y A r v
−= − − . 
The log-likelihood function is 
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Note that *( | , , )NRi t i t i t i tp y x x r∆ ∆ ∆ ∆= Θ  is determined by a subset of the measurement 
equations in (27) and (31) and ( 1)( | , , )i t i t i tp x x r∆ − ∆ ∆ Θ  is given by equations (26) 
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The conditional expectation of any item is immediately computed by summing 
over particles when the particle filter just reaches past l periods. 
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Table 1: Sample characteristics of changes in log futures prices (1990-2008) 
 
Table 1 reports the mean, standard deviation, skewness and kurtosis of changes in 
the log prices of the NYMEX crude oil futures contracts with maturities 1, 5, 9, 
13 and 18 months (F1, F2, F3, F4 and F5). The data are weekly from 1990 to 
2008.  
 
Characteristic F1 F2 F3 F4 F5 
Mean 0.0009 0.0010 0.0011 0.0011 0.0012 
Standard Dev 0.0530 0.0426 0.0380 0.0349 0.0326 
Skewness -0.5883 -0.7666 -0.8287 -0.8364 -0.7001 
Kurtosis 9.5040 7.7240 7.9962 8.3353 7.5900 
Lilliefors Test results 
Test Statistic .0649 .0693 .0660 .0620 .0622 
Critical value .0336 .0335 .0335 .0335 .0334 
alpha .01 .01 .01 .01 .01 
 
The Lilliefors test rejects normality of changes in log prices for all maturities at 
99% confidence level.  
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Table 2: ML estimates for SS and CJ model 
 
Table 2 reports the maximum likelihood estimates for the SS and CJ model using 
weekly data of NYMEX crude oil futures from 1990 to 2008. Maturities of 1, 
5,9,13 and 18 months are used for estimation. The SS model is estimated using 
the Kalman filter and prediction error decomposition and the CJ model is 
estimated using the localized particle filter and EM algorithm. Numbers in 
parenthesis indicate standard errors. *, and ** indicate statistical significance of 
parameters at 10% and 5% levels respectively. 
 
Parameter under P  measure SS Correlated 
Jump 






κ  Short term mean 




























Jχµ  Mean jump size of short 
term factor  
-0.0102 
(0.0088) 
Jχσ  Std deviation of jump 
size for short term factor  
0.0760** 
(0.0059) 
Jξµ  Mean jump size of long 
term factor  
-0.0039 
(0.0060) 
Jξσ  Std deviation of jump 






jump sizes  
-0.1324 
(0.1307) 
Risk Premium Parameters 
(annualized)   
*-ξ ξµ µ  Market price of risk for 





χλ  Market price of risk for 









*-J Jχ χµ µ
 Short term jump size 








Measurement Error Parameters   






























Number of observations 986x5 986x5 

































Table 3: ML estimates RS model using Transformed-data and Filtering 
methods 
 
Table 3 reports the maximum likelihood estimates for RS model using the weekly 
data of NYMEX crude oil futures from 1990 to 2008. Columns 1 & 2 present 
results using the Jacobian method for (F1, F5) and (F2, F4) contracts. Column 3 
shows the estimates using the localized particle filter with the EM algorithm. 
Numbers in parenthesis indicate standard errors. *, and ** indicate statistical 
significance of parameters at 10% and 5% levels respectively. 
 
Parameters independent of regime 
(annualized) 
F1,F5 F2,F4 All 


































Parameters under Regime 0 (annualized) 
0





















Parameters under Regime 1(annualized) 
1





















Transition Probabilities (per week) 
00p  Probability(under P ) of moving 








Probability (under P ) of moving 








00p  Probability(under Q ) of moving 









Probability (under Q ) of moving 








Measurement error parameters 




















Number of observations 986x2 986x2 986x5 




































Table 4: Results for CJRS model using Transformed-data and Filtering 
methods 
 
Table 4 reports the maximum likelihood estimates for CJRS model using the 
weekly data of NYMEX crude oil futures from 1990 to 2008. Columns 1 & 2 
present results using the Jacobian method for (F1, F5) and (F2, F4) contracts. 
Column 3 shows the estimates using the Localized Particle Filter with the EM 
algorithm. Numbers in parenthesis indicate standard errors. *, and ** indicate 
statistical significance of parameters at 10% and 5% levels respectively. 
 
Parameters independent of regime F1,F5 F2,F4 All 








*-ξ ξµ µ  Market price of risk for long 















χλ  Market price of risk for short 















Jχσ  Std deviation of jump size for 















Jξσ  Std deviation of jump size for 



























Parameters under Regime 0 
0

































*0 0/δ ω ω=  Jump intensity risk premium 0.8387 0.2094 0.5129 
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(216.376) (352.64) (1.2676) 
Parameters under Regime 1 
1









































Transition Probabilities (per week) 
00p  Probability(under P ) of 








Probability (under P ) of 








00p  Probability(under Q ) of 









Probability (under Q ) of 







Measurement error parameters 




















Number of observations 986x2 986x2 986x5 
Log Likelihood  4275 5143 14153 
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Table 5: Likelihood ratio comparison across models 
 
Table 5 compares the log likelihood ratio statistic across various models which 
are presented in Tables 2, 3 and 4. DOF indicates the additional degrees of 
freedom of the first model compared to the second in column1. We assume that 
the appropriate degrees of freedom are a straight count of the number of 
additional parameters (i.e., we include the nuisance parameters as it is without 
making any adjustment). Doing so in essence makes the LR test more 











CJ vs SS 264 9 16.9 
RS vs SS 354 7 14.07 
CJRS vs RS 62 11 19.7 
CJRS vs CJ 152 9 16.9 
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Table 6: Analysis of measurement errors 
 
Table 6 shows the results after analyzing the residuals from the measurement 
equation of the SS, CJ, RS and CJRS models. The pricing error (PE) is the dollar 
difference between the actual and predicted futures price using the maximum 
likelihood estimates for the sample period 1990-2008. For the CJ, RS and CJRS 
models the predicted futures price is calculated as an average over all particles, 
and the futures price for the ith particle is calculated using the pricing formula in 
Equations 7, 14 and 22 respectively. For the SS(2000) model, n (number of 
particles used in CJRS model) two dimensional latent variables are sampled from 
the Normal distribution using the Kalman filtered mean and variance, and the 
estimated futures price is the average of the implied futures price from these 
points. 
 





















1 -0.376 1.059 -0.256 0.853 -0.359 0.880 -0.199 0.819 
5 -0.039 0.181 -0.013 0.053 -0.017 0.039 -0.019 0.039 
9 0.008 0.040 0.013 0.087 0.022 0.094 0.023 0.095 
13 0.000 0.000 -0.001 0.001 -0.000 0.001 -0.000 0.000 
18 -0.047 0.166 -0.068 0.207 -0.089 0.217 -0.076 0.214 
Avg -.091 0.289 -0.065 0.240 -0.088 0.246 -0.054 0.233 
 
 65 
Figure 1: Changes in log futures prices (with 2 standard deviation confidence 
bands) for the NYMEX crude oil futures with 1- and 18-month maturities 




Figure 2: NYMEX crude oil futures term structures during the run-up to the 
1991 Gulf War. 
 
 




























Figure 3 (I and II) CJRS model  implied smoothed probability of being in 




























































Figure 4: Actual and predicted futures prices on 14/7/2008. 




























Figure 5: Actual and predicted futures prices on 21/7/2008. 
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