Abstract. An analogue of the notion of uniformly separated sequences, expressed in terms of canonical divisors, is shown to yield a necessary and sufficient condition for interpolation in the Bergman space A p , 0 < p < ∞.
Carleson's result can be extended to the Hardy space H p , which, for 0 < p < ∞ consists of the functions f analytic in D with . Shapiro and Shields [15] proved that (1) is necessary and sufficient for Γ to be interpolating for H p , 1 ≤ p < ∞, and Kabaǐla [10] obtained the same result for 0 < p < 1.
Consider now the Bergman space A p , which is the set of functions f analytic in D with
where dA denotes Lebesgue area measure. Γ is interpolating for A have been characterized completely in [13] using a density condition which will be defined shortly. The purpose of this paper is to identify a condition for interpolation in the Bergman spaces, which, though less 1991 Mathematics Subject Classification. 30H05, 46E15.
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explicit and geometric than the density condition in [13] , yields a direct analogue of the Carleson-Shapiro-Shields theorem for H p . To see the connection between the two cases, we rewrite (1) in a slightly different form. To this end, note that (1) implies that Γ is a Blaschke sequence, i.e. that j (1 − |z j |) < ∞. We form the Blaschke product (assuming 0 ∈ Γ)
which converges uniformly on compact subsets of D, vanishes precisely on Γ and has H p norm 1. It also has the property that if f is any H p function vanishing on Γ, then f /B Γ has norm equal to that of f . Moreover, it is the unique solution to the extremal problem
For ζ ∈ D, let
, we see that Γ is uniformly separated if and only if
Consider now the extremal problem analogous to (2) in the Bergman space
This problem has a unique solution G Γ = G Γ,p for 0 < p < ∞ and, as was discovered by Hedenmalm [7] for p = 2 and later generalized by Duren, Khavinson, Shapiro and Sundberg [6] 
whose zero set contains Γ. None of these properties are needed in our context, however. It is only the defining property (3) that is crucial in our arguments.
We shall prove the following analogue of the Carleson-Shapiro-Shields theorem. 
where
Note that this theorem may be extended to weighted Bergman spaces with the standard weight (1 − |z|
; it is of no relevance whether Hedenmalm's factorization theory applies. (It is proved in [8] , for example, that when p = 2 and α > 1, there is no contractive divisor.) However, the theorem does fail for the spaces A −n , as can be seen by the example Γ(e, 2π/n) of [14] . For this particular sequence, the analogue of (4) holds, but the density condition of [13] is violated.
It is not difficult to see that the condition (4) is necessary. A standard argument based on the closed graph theorem shows that if Γ is a set of interpolation, then there is a constant M > 0 such that the interpolation problem f (z j ) = a j can be solved by an
whenever
In particular, consider for each k the sequence
Moreover, because of the defining property of G k , we see that if h k is any other solution to the interpolation problem,
Consider now the sufficiency part of the theorem. Note that for 0 < p ≤ 1, if (4) holds, we have
is in A p and solves the interpolation problem.
It is natural to ask whether (4) implies convergence of (6) in A p also for 1 < p < ∞. One can show that if Γ is interpolating for A 2 , then by the extremal property of the functions G k , (6) represents the minimal norm solution of the interpolation problem, and thus in particular (6) with p = 2 converges. For p > 3, however, it may happen that (6) diverges, as shown by the following argument. Suppose 0 ∈ Γ. Then, since G k is a contractive zero divisor, we have
Since Γ is an A p zero sequence,
for every δ > 0 by Jensen's formula, but the series may diverge for δ = 0 [9] . We may therefore choose interpolation data
with > 0. But if (6) solves the interpolation problem, we have
The proof to be given below of the sufficiency of (4) makes essential use of the description of interpolation sequences obtained in [13] . We do not know a direct proof that (4) implies convergence of (6) when p = 2. In the general case 1 < p < ∞, we may also ask whether a direct proof can be found if (6) is suitably modifed.
It is interesting to note that such a constructive proof can be given for interpolation in H p , 1 < p < ∞. To this end, observe that the direct analogue of (6) is
.
By a similar argument as above, this series may diverge if p > 2. However, consider instead the series
To begin with, assume that {a k } is finite. By duality,
where q is the conjugate exponent of p (1/p + 1/q = 1) and
Because (1) implies that
an application of Hölder's inequality yields
, the proof that (1) implies that Γ is interpolating for H p is completed by an application of Carleson's embedding theorem [11] and, in order to pass to infinite sequences {a k }, a normal family argument.
The argument given above yields a simple constructive proof that (1) is sufficient for Γ to be interpolating for H p , 1 < p < ∞. A constructive proof of a different nature has previously been given by Amar [1] . In the case 0 < p ≤ 1, a proof by explicit construction of a linear operator of interpolation was found by Kabaǐla; see [5] , pp. 153-154. For bounded analytic functions, the existence of a linear operator of interpolation was proved by P. Beurling [4] .
Clearly, the problem is more difficult in A p , since there is no simple relation between the G k 's similar to the one between the B k 's. However, note that by introducing a suitable convergence factor
in the k th term of the sum in (6), a calculation (see [14] , p. 218) shows that (4) is sufficient for Γ to be interpolating for every space A p− with > 0.
We turn now to the main problem, which consists of removing this . As mentioned above, we will use the density introduced in [13] , to be defined next. The sequence Γ is said to be uniformly discrete if there is an η > 0 such that ρ(z i , z j ) ≥ η for all i = j, where ρ(z, ζ) = |φ ζ (z)| is the pseudo-hyperbolic distance between points ζ, z ∈ D. For Γ uniformly discrete and
We then define the upper uniform density as
The following result was proved in [13] for A 2 using methods which can be extended to A p , 0 < p < ∞. (See [12] for the case 0 < p < ∞ and [2] for a different proof of the sufficiency part of the theorem for p = 2.)
Theorem ([13]). Γ is an interpolation sequence for A p if and only if it is uniformly discrete and D
We shall show that (4) suffices for Γ to be uniformly discrete and D + (Γ) < 1/p, so that the desired result will follow from an application of this theorem.
To begin with, consider Γ k = φ z k (Γ\{z k }). Applying Jensen's formula to G k , we obtain, for r < 1,
Here we have used (4) and the arithmetic-geometric mean inequality. The subharmonicity of z → |G k (z)| p and the fact that G k p = 1 gives
which combined with the previous estimate yields
Note that (8) implies that the sequence Γ is uniformly discrete, for applying it to r = 1/2, we see that |ζ| ≥ η > 0, independently of k. A consequence of this is that for every real s, there exists a constant C s , depending only on η, such that
for all z ∈ D and measurable subsets Ω of D. Setting s = 0 and Ω = {|z| < r}, we obtain therefore
and so
It is interesting to note that in the course of the proof, we will show that if (11) holds for every k, then it actually holds when we replace Γ k with φ z (Γ), for arbitrary z ∈ D, with ρ(z, Γ) > and C = C . Hence, in particular, the upper uniform density can be expressed in what appears to be a weaker form:
We prepare for the proof by collecting three lemmas. Let Λ = {λ j } be a finite sequence of distinct points in D, and denote its Blaschke product by B Λ . We then obtain Lemma 1.
Proof. For C R = {z : |z| = R}, R ≥ 1, we use the residue theorem and observe that
The result is obtained by applying this formula to φ z (Λ). (Note that by letting R tend to ∞, one obtains an exact formula.)
The next lemma is an estimate from [13] , p. 29.
Lemma 2. Let w ∈ D, 0 < r < 1 and
where C 0 is an absolute constant.
Lemma 3. Suppose
for all k and r < 1. Then, if 1/2 < a < b < 1,
for all z ∈ D, with C 3 and C 4 independent of a, b.
Proof. Set Λ = {γ ∈ Γ : a < ρ(z, γ) < b}.
By Lemma 1,
The denominators on the right-hand side are estimated as follows:
Since Γ is uniformly discrete, we may replace the sum in I by an integral in a similar way as in (9) . A slight manipulation brings the resulting estimate into the form
and so I is bounded by an absolute constant in view of Lemma 2. Also, by the hypotheses of the lemma,
Returning to (13) with the estimates for I and II, we obtain
Again shifting from a sum to an integral as in (9), we obtain the desired estimate.
We now improve the estimate (11) and show that
with 0 < c < 1. To prove (14) , suppose to the contrary that we can find r arbitrarily close to 1 and k so that
Then, by an application of Lemma 3 with C 2 = 0,
By (7) and (10), this inequality implies
Multiplying each side of this inequality by t/π and integrating with respect to t from 0 to r, we get from this
, which cannot hold for r close to 1. We have reached a contradiction and thus proved (14) .
We now use (14) and Lemma 
where α = α(r) → 0 as r → 1. Put
By (14) , Lemma 3, and (15) , Choose r < 1 so that β < 1 and let > 0 be such that
for all n. Thus,
Letting n → ∞, we complete the proof that (4) implies D + (Γ) < 1/p.
