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Expectation for a measurement of the tt production cross




We demonstrate the feasibility of measuring the tt production cross section in pp
collisions at a center-of-mass energy of
√
s = 10 TeV with the CMS detector. This
study is done using data accumulated during the first phase of the LHC running,
equivalent to an integrated luminosity of 20 pb−1. A multivariate analysis technique
based on boosted decision trees which uses the kinematic and topological information
of the event is employed to separate tt signal from background processes. Using
Monte Carlo simulated events, we estimate the expected statistical and systematic
uncertainties as 8.6% and 21.7% respectively. The integrated luminosity uncertainty
of 10% is not included in the systematic error estimate.

11 Introduction
Measurement of the top quark pair (tt) production cross section permits a unique test of per-
turbative QCD predictions. tt production is one of the major backgrounds to many new physics
channels, hence measuring the production cross section is a very important step in understand-
ing new physics. Unveiling discrepancies betweenmeasured rates and expectations for various
channels provides a potential indication of new physics. At the LHC, the next-to-leading order
cross section for the tt production in the pp collisions at
√
s = 10 TeV, assuming a top quark
mass of 171GeV, has been calculated to be 414± 42 pb [1], which implies that a top quark signal
could be established even with low integrated luminosity data sets.
Events from top quark pair production consist of two W bosons and two b-quarks: tt →
W+bW−b. We study the scenario in which one W decays into a muon and a neutrino, and
the other W decays hadronically, leading to a signature with one high-pT muon, four high-pT
jets including two b jets, and the missing transverse mass. In this note, we investigate the po-
tential of the CMS detector to establish and understand the top quark signal with the early
LHC data. We do not attempt to identify jets due to b-quarks in this analysis.
We demonstrate a multivariate analysis technique based on Boosted Decision Trees (BDT) for
separation of semileptonic top quark events and the W+jets background. This technique uses
several kinematic and topological variables to characterize the differences between the top
quark signal and background processes. The background from leptons due to misidentifica-
tion in multijet events will also form a significant fraction of the backgrounds. Rejecting the
multijet backgrounds is one of the critical areas for this analysis. This study is based on Monte
Carlo samples produced for pp collisions at
√
s = 10 TeV at the LHC recorded with the CMS
detector.
2 Object Reconstruction and Event Selection
We reconstruct the events and define jets, muons, and missing transverse energy as fundamen-
tal objects in the event. Jets are reconstructed from energy deposits in the calorimeter using the
Seedless Cone algorithm [2] of radius R = 0.5 and a correction is applied to the measured jet
energies as a function of pT and η of the jet [3]. Muons are reconstructed primarily as tracks
in the muon system and in the silicon tracker and then combined by a global fit. Neutrinos
carry away momentum that can be inferred using momentum conservation in the transverse
plane. The sum of the transverse momenta of undetected neutrinos is equal to the negative
sum of the transverse momenta of all particles that were observed in the detector. The missing
transverse energy 6ET is based on the sum of calorimeter tower energies which are corrected for
the calorimeter energy response to jets. It is further corrected for the momenta of muons in the
event which are not measured by the calorimeter.
In the µ+ jets channel, we select tt final states where one of theW bosons decays hadronically
and the other decays to a µν accompanied by two b jets from top quark decays, the signature
consists of one high pT charged muon, large 6ET due to undetected neutrino, and four jets.
Events are selected by requiring at least four reconstructed jets with pT > 30GeV within a
region of pseudorapidity |η| < 2.4, and at least one isolated muon candidate with pT > 20GeV,
|η(µ)| < 2.1. The reconstructed muon candidate is required to satisfy quality requirements that
are ∼ 90% efficient for the isolated muons with 20GeV/c < pT < 200GeV/c and |η(µ)| < 2.1.
Muon isolation is defined as
RelIso =
1
1+ track isolation+calorimeter isolationpT(lepton)
> 0.9 (1)
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Table 1: Event selection summary, scaled to 20 pb−1 of LHC luminosity at 10 TeV.
Selection tt+ jets W + jets Z0 + jets (tb)t (tb)tW (tb)s QCD
preselection 952 236 45 12 31 0.5 24717
Trigger: HLT Mu9 780 189 35 10 24 0.4 22035
muon quality 747 181 34 10 23 0.4 20605
RelIso > 0.9 421 148 29 6 13 0.2 62
ET veto cone 395 134 25 5 11 0.2 28
d0/σd0(lepton) < 3 392 133 25 5 11 0.2 20
where the isolation cone size is ∆R = 0.3, the track isolation parameter is the sum of pT of
all tracks excluding the muon itself within the isolation cone, and the calorimeter isolation
parameter is defined as the transverse momenta measured in the calorimeter cells within the
isolation cone. The muon is also required to be consistent with a minimum ionizing particle
by requiring small energy depositions in the electromagnetic and the hadronic calorimeters
ET(ECAL) < 4GeV within a ∆R < 0.07 cone and ET(HCAL) < 6GeV within a cone of ∆R < 0.1
around the muon. Finally, we suppress the muons from secondary and heavy quark decays by
requiring the muon impact parameter significance to be low: d0/σd0(lepton) < 3. The impact
parameter is evaluated relative to the beam position, and the uncertainty of the beam position
is included in its uncertainty. Table 1 summarises the selection criteria applied sequentially.
In the table, “preselection” stands for initial kinematic selection applied at the data processing
stage. It requires at least two jets with pT > 25GeV and |η| < 2.4, and at least one muon with
pT > 20GeV and |η| < 2.1.
For the results presented in this document, we use the event selection efficiencies as obtained
from the tt Monte carlo samples. In the final analysis, we will use the lepton identification
and trigger efficiencies obtained using tag-and-probe method from a sample of Z → `+`−
events [4].
We use tt,W,Z0+ jets and single topMonte Carlo events generated using the MADGRAPH [5]
generator, and multijet events generated using the PYTHIA [6] generator, and passed through
the full GEANT4 [7] simulation of the CMS detector. We also use W,Z0 + jets events recon-
structed with a simplified detector response simulation. For study of systematic effects, we
utilize tt events generated with PYTHIA [6] and W + jets events generated with altered gen-
erator parameters and simplified detector response.
3 Backgrounds from prompt muons
In top quark production and decay, jets originating from the b−quarks carry away substantial
momentum from the decay of the top quark. All objects in a top quark event will tend to be
distributed isotropically in an event due to the top quark decays. Also, initial and final state
gluon radiation can lead to nearby jets merging, or splitting into two jets and thus leading to
events with more or less than the four expected jets. This signature contrasts sharply with
the background processes producing a charged lepton, 6ET, and 3 or more jets. In general,
backgrounds with jets ultimately from radiated gluons provide steeply falling pT spectra for
jets. The manner in which color flows in such events tends to produce particles that congregate
in a planar geometry. The physics processes which can produce the µ+ jets signature areW
production in association with jets and, at a much lower level, diboson (WW,ZW) production.
3Single top quark production is also a background to the µ+ jets tt cross section measurement.
These backgrounds are determined using Monte Carlo events.
4 QCD multijet background
Instrumental effects can also mimic the top quark decay signature. The largest contribution
comes from multijet production. Multijet events can contribute when either one of the jets is
misidentified as a lepton, or when leptons from heavy quark decays are identified as isolated
leptons. We use a data driven method to estimate this source of background.
An estimate of the amount of multijet background events in the signal region is obtained by
applying the quadrant method. We plan to use this method during the analysis of early data.
The method relies on two variables which can be used to distinguish between signal and back-
ground and assumes that the variables are uncorrelated for background. For our analysis, we
use the impact parameter significance, d0/σd0(lepton), and the relative isolation, RelIso, as the
two variables of the quadrant method and define four regions as shown in Figure 1.
Impact Parameter Significance

























A > 0.9 < 3
B > 0.9 > 5
C < 0.8 < 3
D < 0.8 > 5
Figure 1: Scatter plot of the impact parameter significance versus the relative isolation for tt in
red and QCD in blue. The figure shows the regions A, B, C, and D used in the quadrant method.
The signal tt events are concentrated in the region marked A while the QCD events are scattered
over the side regions B, C, and D.
Region A, is the region dominated by signal events while regions B, C, and D are mostly dom-
inated by background events. Then, if the two variables are uncorrelated for the background,





We define the signal region A as RelIso > 0.9 and d0/σd0(lepton) < 3. Using Monte Carlo
events, we estimate
9.5± 6.7 events
of the multijet instrumental background in the signal region. The number of Monte Carlo QCD
events in the signal region is 19.
5 Multivariate analysis
The selection described in section 2 discards most of the background events from the event
sample. We apply the Boosted Decision Trees (BDT) [8, 9] multivariate analysis technique that
4 5 Multivariate analysis
Table 2: Variables used to train BDT. Variables are ranked by the fraction of the decision trees’
nodes in which they were used to make a classification decision.
variable fraction of BDT nodes
1 HT(jet3, jet4) 1.288e-01
2 ∆R(jet1, jet2) 1.175e-01
3 aplanarity(jets only) 1.149e-01
4 kTmin 1.114e-01
5 η(lepton) 1.113e-01
6 HT(jet3, jet4)/HZ 9.658e-02
7 E(lepton) 9.128e-02
8 ∆Rmin(lepton, jet1 or jet2) 8.125e-02
9 pT(jet4) 7.821e-02
10 6ET 6.876e-02
exploits kinematic and topological information from the events in order to distinguish tt signal
events from the remaining background in the selected sample of events. A decision tree clas-
sifies events based on a set of cumulative selection criteria (cuts) that define several subsets of
events, each with a different signal purity. The output discriminant is trained to give a large
value for signal events and low values for background events.
We consider many kinematic and topological quantities that provide separation between signal
and background events. The BDT approach exploits not only the difference in the signal and the
background shapes of the variables but the difference in variable correlations in the signal and
backgrounds as well. Hence, the correlations between variables that often causes difficulties
with other methods, do not deteriorate the performance of BDT and may enhance it.
We rank the kinematic and topological quantities by their usefulness in the BDT categorization
procedure. A subset of variables used in at least 3% of the BDT nodes was chosen. The selected
10 variables are shown in Figure 7, the ranked list can be found in table 2. Here E stands for
energy, pT is transverse momentum, 6ET is missing transverse energy, η is pseudorapidity, φ is
azimuthal angle relative to the beam axis, HT is a scalar sum of the transverse momenta of the
objects in brackets, ∆R =
√
∆φ2 + ∆η2, kTmin is a measure of the jet separation (using the jet
pair with smallest ∆R among the four highest-pT jets in the event, is defined as the transverse
momentum of the smaller-pT jet relative to the axis of the other jet), aplanarity is 3/2 of the
smallest eigenvalue of the normalized momentum tensor of the objects in parentheses [10].
We use the implementation of BDT from the TMVA ROOT package [11]. The BDT is trained
using tt as signal andW,Z0+ jets and single top Monte Carlo events as background, in order
to maximize the separation between them. We apply the trained BDT to the dedicated sets
of tt, W,Z0 + jets and single top mix, and QCD events and evaluate templates for each event
category.
The distributions of the trained BDT classifier is displayed in Fig. 2.
We plan to obtain the multijet background templates from experimental data set enriched in
QCD events by reversing the lepton isolation requirement and removing the electromagentic
and hadronic veto requirements. The changed selection ensures that no event used in building
the template is double counted in the signal region.
Once the BDT is trained, we evaluate the classifier response for the data and fit it with a sum
















Figure 2: The Boosted Decision Tree classifier for signal and background events.
of signal and background classifier templates in order to extract the fractions of events of each
category in the data set. In the absence of data, we study the sensitivity of the method using
Monte Carlo events.
6 Template fit
We use the one-dimensional fraction fitter to fit a linear combination of signal and background
templates to a data (or Monte Carlo) histogram with the MVA classifier response. We use
the implementation of the fitter in the ROOT class TFractionFitter. The fitter takes into
account uncertainty due to limited data andMonte Carlo statistics. The templates for tt, physics





































Figure 3: BDT classifier templates. Discriminants from samples: tt (left pane), W,Z0 + jets
and single top (center pane), QCD (right pane).
data” set to test our fit and to obtain the final results of the analysis. The mock data set is built
to mimic the data obtained with 20 pb−1 of integrated luminosity at 10 TeV pp center-of-mass
collision energy. For this low luminosity scenario we fix the multijet background rate to the
prediction of the quadrant Method (Sec. 4), and treat the tt and physics background fractions
as free parameters of the fit. With higher statistics, the multijet background rate can be treated
as a free fit parameter. This will provide an estimate of the multijet background rate which is
potentially superior to the quadrant method. With available Monte Carlo events, we do not
find statistically significant systematic effects due to the event selection used to obtain multijet
background templates.
The results of the fit of the mock data are shown in Table 3 and Fig. 4.
We perform pseudoexperiments to validate the fit procedure and check for biases and system-













Figure 4: Fit of the classifier response for tt signal and backgrounds to a mock data set cor-
responding to 20 pb−1. Mock data is shown with the points with error bars. The templates,
scaled by the respective fractions from the fit, are stacked: QCD (purple),W + jets, Z0 + jets,
and single top (red), and tt (brown).
Table 3: Template fit results using an equivalent of 20 pb−1 of mock data set. Errors reflect
statistical uncertainty.
parameter true values fit result (fraction) extracted yield
tt yield 392 0.667± 0.054 391± 32
physics background yield 174 0.317± 0.049 186± 29
instrumental background yield 20 0.016(fixed) –
atic uncertainties. Table 4 shows the outcome of 10000 pseudoexperiments.
7 Cross section




where ett is the acceptance for the tt → µ + jets events, L is the integrated luminosity and
Nsignal is the signal yield extracted from the template fits to the observed data events Nobs.
The results of a consistency check using a randomly chosen statistically independent Monte
Carlo “mock” data set made equivalent to the expected experimental data set with 20 pb−1 of
integrated luminosity are shown in Table 3.
Table 4: Results of 10000 pseudoexperiments.
parameter true values pseudoexperiments
tt yield mean 392 393.6± 0.3
tt yield width — 33.8± 0.3
tt pull mean 0.0 0.04± 0.01
tt pull width 1.0 1.01± 0.01
78 Validation of input variables and classifiers
One of the crucial parts of the analysis is the validation of the distributions of the input vari-
ables and the output classifier distribution. While this validation cannot be carried out fully at
this time and will have to wait for collision data to become available, we outline strategies we
will employ for the validations which will be a multi-step process.
Given that after pre-selection of events the two major backgrounds to the analysis are from
mis-identified leptons in QCD events, andW + jets events, we will need control samples for
verification and estimation of these backgrounds.
For the QCD background, we plan to use control samples which are selected using muons with
reversed isolation cuts. They will also be collected using the same trigger, HLT Mu9, as for the
main analysis.
Control samples forW + jets validation will also be collected using the default trigger for the
analysis, HLT Mu9. Events with at least one muon passing all the identification requirements
and with lower jet multiplicties, between 1 and 3 are expected to be dominated by W + jets
events, after accounting for the QCD backgrounds and other smaller source of physics back-
grounds (which will be determined using MC). The lower jet multiplicity control samples will
be used to obtain the overall normalization for the W + jets events and comparison of the
shapes of the kinematic, and topological variables between the MC and the collision data. As
most of the W + jets generators give us leading order cross sections, we will determine the
normalization correction factor from the data by comparing the inclusive W + jets yields in
the data after subtracting the QCD plus other physics background to that expected from the
leading order MC generators. This correction factor will be validated by applying it to the MC
expectations in the two and three jet samples and cross-checking the data andMC yields. After
the normalization correction factor is understood, we can proceed to comparisons of the shapes
of the input variable distributions as expected from the MC to that obtained from the data at
each of the three lower jet multiplicities. We intend to employ statistical tests of the shapes, for
example Kolmogorov-Smirnov tests to verify agreement. These tests will ensure that the list
of input variables to the BDT are well modeled. The procedures described above follow the
experience at the Tevatron and the details can be found in references [12, 13].
The shapes of the output classifiers templates for signal and backgrounds will be validated by
constructing control samples which are enriched in signal and backgrounds e.g. by employing
a cut on HT. We can construct a background dominated region for HT < 180 GeV with 67%
background events, while a requirement HT > 250 GeV, leads to signal dominated region
with 70% signal events. Figure 5 provides a preliminary demonstration of this idea, where the
classifier distribution for a mock data set as expected with an integrated luminosity of 1 fb−1 is
compared to the expectation from the templates for both the high and low HT regions. They
agree fairly well, as this is just a MC based closure test. We plan to validate the classifier
distributions using selections on other well modeled variables which will allow partitioning
the samples into background and signal dominated regions. The BDT classifier shape correlates
withmost quantities, andwe cannot build templates from signal- or background-enriched data.
However, we can validate template shapes derived from MC against data using the approach
described above.
8 9 Uncertainties

































Figure 5: Plots showing the classifier with a) HT > 250 and b) HT < 180. Mock data with an
integrated luminosity 1 fb−1 is shown with the points with error bars, and the three templates
are stacked: tt (light brown), physics background (red) and QCD (purple).
9 Uncertainties
The expected statistical uncertainty in the cross section is computed using the set of 10000
pseudoexperiments. We find the expected statistical uncertainty on the cross section to be 8.6%
for an integrated luminosity corresponding to 20 pb−1.
The sources of expected systematic uncertainty which we have included in this analysis are
listed below.
• Integrated luminosity: A ±10% uncertainty is assigned to the luminosity measure-
ment.
• Muon identification, and trigger uncertainty is obtained from analyzing Z → `+`−
events to be ±1%.
• Modeling of tt events: This uncertainty is derived from analyzing tt events gen-
erated with PYTHIA, while the analysis is carried out using the MADGRAPH event
generator. The difference between the results obtained by two generators is taken as
the estimate of this uncertainity.
• Initial and final state radiation (ISR/FSR): tt +jets samples with altered ISR/FSR
settings are analyzed to measure the effect of ISR and FSR on the results. We use
two dedicated Monte Carlo event samples generated with the effects of ISR/FSR
changed in two differrent ways; one is with the ΛQCD set to 0.35 (default ΛQCD =
0.25), and the other with no power shower which affects the amount of QCD radia-
tion. We also have one dedicated Monte Carlo sample with the ISR/FSR settings set
to nominal values. The BDT classifier templates obtained from themodified samples
are used to generate the pseudoexperiments and the difference from the nominal is
assigned as the expected uncertainty. The uncertainties of the two variations are
considered statistically independent, since different aspects are changed while gen-
erating them. They are combined in quadrature.
• W + jetsMC matching threshold: TwoW + jetsMonte Carlo data sets are gener-
ated with xqcut = 20 GeV, qcut = 30 GeV, and with xqcut = 5 GeV, qcut = 15 GeV re-
spectively, where xqcut defines the minimal distance between partons at the matrix
element level, and qcut defines the matching scale: the maximal distance between
a parton and a jet to be matched with each other. The default values are xqcut =
10 GeV and qcut = 15 GeV. The relative transverse momentum is used as the mea-
sure of the distance. The described variations of the MC generator parameters pro-
9vide the expected systematic uncertainty. Both the systematic samples are analyzed
and the pseudoexperiments are performed to determine the expected uncertainty
due to the MC matching threshold.
• W + jets factorization scale: In order to estimate the expected uncertainty due to
the factorization scale in W + jets we analyze two samples generated with the Q2
scale modified by a factor of 0.5 and 2.0 with respect to the nominal value.
• Jet energy scale (JES): The jet energy corrections are scaled up and down by 10%
from their nominal values to study this effect. The change in the scale is propagated
into 6ET. There is a contribution to the expected uncertainty caused by a change in
the event selection efficiency due to the different jet energy scale (rate), and a con-
tribution caused by the changed template shapes (shape) used in the fit. A change
in the BDT classifier template shape due to a change in JES is shown in Figure 6. It
must be noted that the jet energy corrections change the event yields for tt by∼ 15%
and for the background W + jets by ∼ 23%. We estimate the combined effect by
generating the pseudoexperiments from jet energy scale shifted templates and with
modified event yields for both the signal and backgrounds.






















































Figure 6: The tt BDT classifier template shape variation due to the changes in jet energy scale
corrections. Scaled up vs. scaled down template (left), scaled up vs. nominal template (center),
scaled down vs. nominal template (right).
• Multijet background normalization. The statistical uncertainty on the predicted val-
ues of multijet backgrounds obtained from the quadrant method is considered as a
source of the expected systematic uncertainty in the cross section. For early low-
luminosity data taking scenario, we fix the multijet yield in the fit to the normal-
ization obtained from the quadrant method estimate. The corresponding expected
systematic uncertainty is estimated by shifting the multijet background normaliza-
tion by ±100%.
• Parton distribution functions. We reweighed the classifier templates consistent with
a ±20% variation and generated pseudoexperiments to extract the expected uncer-
tainty. The changed weights for a chosen set of PDFs (we use the CTEQ6.6) are
computed using the LHAPDF library. For each event, it provides a nominal weight
and a set of weights for each PDF. We combine them in a single weight per event
and use it to reweigh the templates.
• Template fit. We perform 10000 pseudoexperiments to validate our fit procedure.
The results indicate a combined bias of 0.4% on measured signal yield compared to
the expected true average yield. The main source of this bias is the uncertainty in
the quadrant method multijet background normalization estimate.
The resulting expected systematic uncertainties in the expected cross section due to each of the
above contributions are described in Table 5.
10 10 Conclusion
Table 5: Systematic uncertainties. The expected uncertainty of the integrated luminosity (10%)
is not included in the total.
source uncertainty
Muon ID and trigger 1.0%
Modeling of ttMC (MADGRAPH vs. PYTHIA) 6.2%
W + jetsMCmatching threshold 1.2%
W + jetsMC factorization scale 1.7%
Multijet background normalization 0.2%
PDF 5.0%
Jet energy scale 17.1%
Initial and final state radiation (ISR/FSR)
large ΛQCD ISR/FSR 6.1%
“no power shower” ISR/FSR 8.5%
Total 21.7%
10 Conclusion
We demonstrate the feasibility of measuring the tt cross section with the CMS detector using
LHC data with an integrated luminosity of 20 pb−1. We employ a multivariate analysis tech-
nique based on boosted decision trees which uses kinematic and topological information in the
event. We study the method sensitivity using Monte Carlo simulated events, and obtain an
expected statistical uncertainty of 8.6% and an expected systematic uncertainty of 21.7% (not
including the 10% expected uncertainty related to the integrated luminosity estimate).
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Figure 7: Variables used as input to the Boosted Decision Trees.
