A brief introduction to the noncommutative geometry description of
  particle physics standard model by Martinetti, Pierre
ar
X
iv
:m
at
h-
ph
/0
30
60
46
v1
  1
7 
Ju
n 
20
03
Une bre`ve introduction a` la description du mode`le standard des
particules e´le´mentaires par la ge´ome´trie non commutative
Pierre Martinetti
martinetti@cpt.univ-mrs.fr
notes d’un cours donne´ a`
l’universite´ Mohammed 1, Oujda, Maroc, d’octobre 2002 mars 2003,
n dans le cadre d’un se´jour de postdoctorat finance´ par
l’Agence Universitaire de la Francophonie.
August 11, 2018
2I Introduction
La ge´ome´trie de notre espace pose proble`me en physique car il n’en existe pas une description
unique. Dans l’esprit de la relativite´ ge´ne´rale, l’espace et le temps forment un objet quadridimen-
sionel dont la courbure est donne´e par la distribution de masse. Quand un objet massif se de´place,
la courbure change; la ge´ome´trie est un objet dynamique. Au contraire la me´canique quantique,
et plus ge´ne´ralement la the´orie quantique des champs, suppose la donne´e a priori d’un espace
dans lequel e´voluent des champs. Pour reprendre une image de [60], la the´orie des champs prend
l’espace pour sce`ne, alors qu’en relativite´ la sce`ne elle-meˆme participe a` l’action. La contradiction
est d’autant plus flagrante que chacune de ces the´ories est valide et ve´rifie´e avec pre´cision dans son
domaine d’application: la gravitation pour la relativite´; les interactions e´lectromagne´tiques, faibles
et fortes pour la the´orie quantique des champs. Cette double approche de la ge´ome´trie n’est pas
force´ment scandaleuse. Rien n’interdit a` deux descriptions de cohabiter, tant que la cohabitation
est harmonieuse. Mais les phe´nome`nes qui rele`vent a` la fois de la me´canique quantique et de la
gravitation, comme le tout de´but de l’univers dans la the´orie du big-bang, ou l’effondrement grav-
itationel d’une e´toile passe´e une certaine e´chelle, brisent cette harmonie. L’hypothe`se re´pandue
au jour d’aujourd’hui est, qu’a` tout petite e´chelle, aucune des descriptions ge´ome´triques classiques
n’est valable. La structure ge´ome´trique intime de l’espace-temps n’est pas connue. Et la me´canique
quantique sugge`re que l’hypothe`se du continu n’est pas justifie´e. On estime que cette structure in-
time devrait eˆtre visible a` des e´chelles de l’ordre de 10−33 cm. C’est la longueur de Planck lp =
√
G~
c3
obtenue par combinaison des constantes fondamentales G (constante de Newton), c (vitesse de la
lumie`re), ~ (constante de Planck). La ge´ome´trie non commutative12, en e´tendant les concepts
ge´ome´triques usuels de manie`re compatible a` la fois avec la relativite´ ge´ne´rale et avec la me´canique
quantique, propose des outils mathe´matiques pour appre´hender la ge´ome´trie a` cette e´chelle.
Pour l’heure bien entendu, aucune the´orie ne de´crit l’univers a` cet ordre de pre´cision. Parmi
les candidats au titre de the´orie de la gravitation quantique, aucun n’a jusqu’a` pre´sent franchi
avec succe`s le cap de la ve´rification expe´rimentale. Une approche naturelle consiste a` quantifier
le champ gravitationel comme les autres champs, mais la the´orie obtenue est non renormalisable,
c’est a` dire sans inte´reˆt physique. Ne´amoins cette optique, amener la relativite´ a` la the´orie des
champs, reste valable et a suscite´ (et suscite) des travaux conside´rables qui, dans les raffinements
les plus re´cents, aboutissent a` la the´orie des cordes et la supersyme´trie. L’unification est obtenue
mais aux prix d’hypothe`ses physiques fortes: l’espace temps est a` 11 dimensions et il existe deux
fois plus de particules que celles connues jusqu’a` pre´sent (a` chaque particule connue correspond
un partenaire supersyme´trique). Pour l’instant, aucune de ces hypothe`ses n’a e´te´ ve´rifie´e. Cette
approche de l’unification conside`re comme secondaire la nature proprement ge´ome´trique de la
relativite´ ge´ne´rale et s’inscrit plutoˆt dans la de´marche d’un Weinberg expliquant72: ”... Einstein
and his successors have regarded the effects of a gravitational field as producing a change in the
geometry of space and time. At one time it was even hoped that the rest of physics could be
brought into a geometric formulation, but this hope has met with disappointment, and the geometric
interpretation of the theory of gravitation dwindled to a mere analogy, which lingers in our language
in terms like ”metric”, ”affine connection”, and ”curvature”, but is not otherwise very useful. The
important thing is to be able to make predictions about images on the astronomers’ photographic
plates, frequencies of spectral lines, and so on, and it simply doesn’t matter wheter we ascribe these
predictions to the physical effect of gravitational fields on the motion of planets and photons or to
a curvature of space and time”. Pour d’autres au contraire le caracte`re dynamique de la ge´ome´trie
constitue l’apport essentiel de la relativite´ ge´ne´rale et toute la question est, pre´cise´ment, d’adapter
cette dynamique ge´ome´trique au contexte quantique. En clair, il s’agit d’affranchir la the´orie
quantique des champs d’un espace donne´ a priori. On parle de the´orie des champs ”background
independant”, telle la ”loop quantum gravity”61. Malheureusement cette the´orie pour l’instant ne
propose pas de tests expe´rimentaux (pour une e´tude compare´e des deux approches, de leurs succe`s
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et insuffisances, voir [68]).
La foi en ”l’unification par la ge´ome´trie” se heurte a` notre mauvaise compre´hension de la
the´orie des champs. En effet, autant la relativite´ ge´ne´rale a une interpre´tation ge´ome´trique simple,
autant ce que dit la me´canique quantique de la ge´ome´trie ne´cessite des e´claircissements. Comment
de´finir un point de l’espace en me´canique quantique ? Ou plus exactement comment donner une
signification physique a` la notion de point ? Une manie`re simple consiste a` appeler point l’endroit
occupe´ par une particule a` un instant donne´. Mais a` supposer que l’on connaisse avec pre´cision un
point, les relations d’incertitude de Heisenberg indiquent que l’on ne peut connaˆıtre avec pre´cision
la position de la particule a` un autre instant. Autrement dit, si une particule permet de de´finir un
point, elle ne permet pas d’en de´finir un autre. Bien sur, on peut conside´rer plusieurs particules au
meˆme instant dont on connait les positions avec pre´cision, et on de´finit ainsi plusieurs points. Mais
pour savoir comment ces points s’arrangent les uns par rapport aux autres, pour faire la ge´ome´trie,
il faut pouvoir mesurer des distances. Pour ce faire, il faut qu’un meˆme objet, par exemple l’une
des particules, occupe a` un instant donne´ le point a, et a` un autre instant le point b. Connaissant sa
vitesse, on mesure son temps de vol et l’on en de´duit la distance. Mais plus on saura avec pre´cision
que la particule occupe le point a a` l’instant t, moins on pourra eˆtre sur qu’elle occupe le point b a`
l’instant suivant. La me´canique quantique sugge`re de raisonner sur des valeurs moyennes. Le point
est alors de´fini comme la valeur moyenne a` un instant donne´ de l’observable position applique´e sur
l’e´tat repre´sentant la particule. On ope`re ainsi un changement de point de vue important: le point
n’est plus de´fini en tant qu’objet abstrait de la ge´ome´trie (tel qu’on l’apprend a` l’e´cole: ”un point
n’a pas d’e´paisseur, une ligne est un ensemble infini de points”), c’est un objet alge´brique, la valeur
moyenne d’un ope´rateur sur un e´tat.
Or les mathe´maticiens savent traduire en langage alge´brique les proprie´te´s ge´ome´triques d’un
espace. Plus pre´cise´ment, les proprie´te´s ge´ome´triques (essentiellement la topologie, la mesure et
la me´trique) d’un espace ont une traduction alge´brique dans l’ensemble des fonctions, a` valeur
complexe, de´finies sur cet espace. Par exemple, la distance entre deux points x, y est la longueur
du plus court chemin reliant x a` y. Mais c’est aussi le supre´mum, parmi toutes les fonctions dont
la de´rive´e (en valeur absolue) est toujours infe´rieure a` 1, du module de la diffe´rence f(x) − f(y).
Ceci se ve´rifie sans difficulte´ sur un exemple simple. Choisissons comme espace la droite re´elle. La
fonction f de´finie sur R par f(x) = x a une de´rive´e constante f ′(x) = 1, et on a bien
|f(x)− f(y)| = |x− y| = distance(x, y).
Si une fonction g est telle que |g(x)−g(y)| > |x−y|, alors par le the´ore`me de la valeur interme´diaire
il existe ne´cessairement un re´el c ∈ [x, y] tel que
|g′(c)| = |g(x)− g(y)||x− y| > 1.
On voit ainsi que les deux de´finitions de la distance, l’une comme plus court chemin, l’autre comme
supremum d’une diffe´rence d’observables, co¨ıncident.
Cet exemple e´le´mentaire illustre comment faire de la ge´ome´trie de manie`re alge´brique. Plus
ge´ne´ralement la ge´ome´trie au sens usuel est commutative, c’est a` dire que son expression alge´brique
prend pour cadre la the´orie des alge`bres commutatives. Rappelons qu’une alge`bre est un ensemble
muni d’une loi d’addition et de multiplication par un scalaire, sur lequel est de´fini en outre une
multiplication. Dans l’ensemble des fonctions a` valeur complexe sur un espace, ces lois sont de´finies
point par point. Pour la multiplication par exemple, si f et g sont deux fonctions sur un espace
X, alors
(f.g)(x)
.
= f(x).g(x) = g(x).f(x) = (g.f)(x).
Parce que le produit de deux nombres complexes est commutatif, le produit de deux fonctions est
commutatif, c’est a` dire que l’alge`bre des fonctions sur un espace est commutative. Inversement,
4e´tant donne´e une alge`bre commutative A, on sait construire (construction de Gelfand-Naimark-
Segal) un espace M tel que A soit l’alge`bre des fonctions (continues) sur M . Ainsi il est e´quivalent
de se donner un espace ou une alge`bre commutative: les proprie´te´s ge´ome´triques d’un espace ont
une traduction dans l’alge`bre des fonctions sur cet espace, et inversement les proprie´te´s alge´briques
d’une alge`bre commutative ont une traduction dans l’espace associe´ par la construction GNS:
espace ⇐⇒ alge`bre commutative.
La question naturelle est
?⇐⇒ alge`bre non commutative.
Naturellement, on ne saurait construire un espace tel qu’une alge`bre non commutative soit son
alge`bre de fonctions, puisque l’alge`bre des fonctions sur un espace est ne´cessairement commutative.
La ge´ome´trie non commutative est une adaptation du dictionnaire qui permet de passer ”d’alge`bre
commutative” a` ”espace” en remplacant, partout ou` il y a lieu, le mot commutatif par non com-
mutatif. Evidemment les choses ne sont pas si simples. Abandonner la commutativite´ implique
de profonds changements dans les de´finitions du dictionnaire, et requiert meˆme la cre´ation de no-
tions nouvelles. L’investissement mathe´matiques est lourd mais le jeu en vaut la chandelle car on
peut alors acce´der a` de nouveaux types ”d’espaces non commutatifs” ou` des phe´nome`nes physiques
trouvent une interpre´tation ge´ome´trique qu’ils n’avaient pas jusque la`. Par exemple le champ de
Higgs apparait comme le coefficient d’une me´trique dans une dimension supple´mentaire, discre`te,
qui rend compte des degre´s de liberte´ internes (spin ou isospin) d’une particule.
Dans le chapitre suivant, on rappelle comment un espace au sens usuel est topologiquement
e´quivalent a` une alge`bre commutative, ce qui permet d’identifier les e´tats purs d’une alge`bre comme
e´quivalent non commutatif a` la notion classique de ”point”. Le deuxie`me chapitre pre´sente la
structure diffe´rentielle due a` Connes, en particulier le the´ore`me fondamental qui - dans sa version
commutative - fournit une de´finition axiomatique d’une varie´te´ a` spin, et propose - dans sa version
non commutative - la notion de triplet spectral re´el comme outil d’investigation de l’univers non
commutatif. Le troisie`me chapitre s’inte´resse a` la formule de la distance, en s’attardant sur la dis-
tance ge´ode´sique dans une varie´te´ a` spin ainsi que sur divers exemples d’espaces non commutatifs
finis. Dans le quatrie`me chapitre, on aborde de manie`re succinte la description du mode`le standard
des particules e´le´mentaires, en mettant l’accent sur l’interpre´tation du champ de Higgs comme
coefficient de la me´trique dans une dimension supple´mentaire discre`te. Enfin le dernier chapitre
e´tudie la question des neutrinos massifs.
On emploie la convention d’Einstein de sommation sur des indices re´pe´te´s, uniquement en
position alterne´e (haut-bas).
Chapter 1
Topologie de l’espace non commutatif
Avant de pre´ciser ce qu’est un espace non commutatif, il n’est pas inutile de rappeler en quoi
un espace ge´ome´trique, au sens usuel, est un espace commutatif. Ceci permet l’introduction des
e´tats purs comme ”points” de l’espace non commutatif. On trouvera les de´monstrations dans des
traite´s d’alge`bres d’ope´rateurs tels que [69,36,49] ou dans [31] pour un traitement plus oriente´ vers
la ge´ome´trie non commutative.
I Equivalence topologique entre espace usuel et alge`bre commu-
tative
Au sens le plus e´le´mentaire, faire de la ge´ome´trie c’est eˆtre capable de de´terminer si deux
e´le´ments sont voisins l’un de l’autre. C’est en effet sous cette condition qu’un ensemble prend le
nom d’espace. Mathe´matiquement, il s’agit de munir un ensemble X d’une topologie, c’est a` dire
de de´finir la notion de sous-ensemble ouvert (d’ou` celle de fonction continue). Quand la topologie
est suffisamment fine pour distinguer les points, X est dit se´pare´ (ou Hausdorff). X est compact
signifie que de tout recouvrement infini d’ouverts Ui -
∞⋃
i=1
Ui = X- on peut extraire un recouvrement
fini. On observe alors que l’ensemble C(X) des fonctions a` valeur complexe continues sur X est
une alge`bre complexe commutative qui, en tant qu’espace vectoriel, est comple`te pour la me´trique
induite par la norme
‖f‖ .= sup
x∈X
|f(x)| (1.1)
(C(X) est un espace de Banach). En tant qu’alge`bre C(X) est munie d’une involution ∗ naturelle
he´rite´e de la conjugaison complexe ainsi que d’une unite´ (la fonction constante 1). La norme ve´rifie
‖fg‖ ≤ ‖f‖ ‖g‖
(C(X) une alge`bre de Banach) ainsi que
‖f‖2 = ‖ff∗‖ (1.2)
(C(X) est une C∗-alge`bre). A tout espace topologique compact se trouve donc associe´e de manie`re
canonique une C∗-alge`bre complexe commutative avec unite´.
Re´ciproquement, a` toute C∗-alge`bre complexe A commutative correspond l’espace localement
compact (pour la topologie *faible) K(A) des caracte`res de A. Un caracte`re est un homomorphisme
d’alge`bre (ne´cessairement surjectif)
µ : A→ C.
5
6 CHAPTER 1. TOPOLOGIE DE L’ESPACE NON COMMUTATIF
Soulignons plusieurs proprie´te´s (1.3,1.4,1.6,1.7) des caracte`res, simples mais essentielles en ceci
qu’elles constituent le pivot de la ge´ne´ralisation au cas non commutatif. Tout d’abord lorsque A
posse`de une unite´ I, µ(I) = µ(I)2 d’ou`
µ(I) = 1. (1.3)
Il s’en suit qu’un e´le´ment inversible ne peut avoir pour image ze´ro; donc a−µ(a)I n’est pas inversible.
Autrement dit, pour tout caracte`re µ et tout a de A,
µ(a) ∈ sp(a) (1.4)
ou sp(a), le spectre de a, est l’ensemble des valeurs λ telles que a−λI n’est pas inversible. Ensuite,
sachant que pour tout e´le´ment a d’une C∗-alge`bre complexe
sup
λ∈ sp(a)
|λ| ≤ ‖a‖ , (1.5)
l’e´galite´ e´tant atteinte pour les e´le´ments normaux (a∗a = aa∗), on observe que
‖µ‖ .= sup
a∈A
|µ(a)|
‖a‖ = 1. (1.6)
Enfin, on montre qu’un caracte`re e´value´ sur un e´le´ment autoadjoint a valeur dans R. En de´composant
tout a en e´le´ments autoadjoints, a = a1 + ia2 avec a1
.
= 12 (a
∗ + a) et a2
.
= i2(a
∗ − a), il apparait
qu’un caracte`re pre´serve l’involution
µ(a∗) = µ(a1 − ia2) = µ(a1)− iµ(a2) = µ¯(a). (1.7)
Une forme line´aire de ce type est dite involutive.
A l’aide de ces proprie´te´s, on e´tablit (the´ore`me de Gelfand) que la transformation qui a` tout
a ∈ A associe l’application aˆ ∈ C0(K(A)),
aˆ(µ)
.
= µ(a),
est un *isomorphisme isome´trique (i.e. pre´servant l’involution et la norme) de A dans C0(K(A)).
Lorsque A est munie d’une unite´, K(A) est compact et A est *isomorphe a` l’ensemble des fonctions
continues sur K(A). Quand une alge`bre n’a pas d’unite´, on peut toujours lui en adjoindre une en
conside´rant l’alge`bre augmente´e. On suppose donc dore´navant, sauf mention contraire,
que les alge`bres ont une unite´ I. Avec cette convention, le the´ore`me de Gelfand signifie que
toute C∗-alge`bre complexe commutative peut-eˆtre vue comme l’alge`bre des fonctions continues sur
son espace des caracte`res.
Ainsi a` toute C∗-alge`bre complexe commutative A est associe´ un espace compact K(A), tandis
qu’a` tout espace compact X est associe´ une *alge`bre commutative C(X). Le the´ore`me de Gelfand
assure que
A −→ K(A) −→ C(K(A)) ∼ A.
A l’inverse on montre que l’espace des caracte`res de C(X) n’est autre que X,
X −→ C(X) −→ K(C(X)) ∼ X.
Dans un langage plus rigoureux31, la cate´gorie des C∗-alge`bres commutatives complexes avec unite´
est e´quivalente a` la cate´gorie (oppose´e) des espaces compacts,
espace compact⇐⇒ C∗-alge`bre commutative..
Sans entrer dans le de´tail du langage des cate´gories, soulignons l’importante conse´quence de cette
e´quivalence:
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Proposition 1.1. Deux C∗-alge`bre complexes commutatives sont isomorphes si et seulement si
leurs espaces de caracte`res sont home´omorphes.
De manie`re plus ge´ne´rale, toute l’information topologique d’un espace compact est contenue dans
C(X). Soulignons que ceci reste vraie pour l’alge`bre des fonctions lisses C∞ (M) sur une varie´te´
compacte M : bien que C∞ (M) ne soit pas une C∗-alge`bre mais seulement une sous-alge`bre dense
de C(M), tout caracte`re de C∞ (M) s’identifie a` un point de M .
En conse´quence deux points de vue sont possibles: classiquement on prend les points x comme
objet premier et on interpre`te les re´sultats de l’expe´rience comme des e´valuations d’observables sur
ces points, ou bien on conside`re les observables f comme premie`res et les points sont, par de´finition,
les objets e´valuant les observables. Quand l’espace peut eˆtre munie d’une topologie, c’est a` dire
quand les observables (vues comme fonctions continues) commutent, ces deux points de vue sont
e´quivalents,
x(f) = f(x),
et les points sont les caracte`res de l’alge`bre des observables. Mais en me´canique quantique la
partie droite de l’e´quation, l’e´valuation d’une observable en un point, est mal de´finie. En revanche
l’ensemble des observables est bien de´fini et c’est une alge`bre non commutative. Pour donner sens
a` la partie gauche de l’e´quation, il suffit de trouver l’objet e´quivalent au caracte`re pour une alge`bre
non commutative.
II Etats purs
Lorsque A est une C∗-alge`bre complexe non commutative, ses caracte`res ne forment pas un
ensemble localement compact. Ils ne sont d’ailleurs pas inte´ressants en regard de la non commuta-
tivite´ puisqu’un caracte`re, par nature, identifie ab a` ba (ab−ba a pour image zero). Ne´ammoins, a` la
lumie`re du the´ore`me de Gelfand, les C∗-alge`bres non commutatives sont le candidat ide´al pour jouer
le roˆle d’alge`bre des fonctions d’un ”espace non commutatif”. En tant qu’ensemble, cet espace est
compose´ des formes line´aires sur l’alge`bre qui ve´rifient les proprie´te´s des caracte`res, excepte´es celles
ayant trait a` la commutativite´ (a` savoir la multiplicativite´: µ(ab) = µ(a)µ(b) = µ(b)µ(a) = µ(ba)).
De´finition 1.2. Un e´tat sur une C∗-alge`bre complexe est une forme C-line´aire positive de norme 1.
La norme est la norme d’ope´rateur de´fini en (1.1).
On rappelle qu’un e´le´ment a est positif s’il est autoadjoint et sp(a) ⊂ [0,+∞[ ou, de manie`re
e´quivalente, s’il existe un e´le´ment b tel que a = b∗b. L’ensemble des e´le´ments positifs est note´ A+
et une forme line´aire τ est positive si τ(A+) = C+ = R+. On montre [36, Th. 4.3.2] qu’une forme
line´aire τ sur une alge`bre de Banach avec unite´ est positive si, et seulement si, elle est borne´e et
‖τ‖ = τ(I). Par conse´quent un e´tat se de´finit de manie`re e´quivalente comme une forme C-line´aire
positive satisfaisant
τ(I) = 1, (1.8)
ou encore comme une forme C-line´aire borne´e telle que
‖τ‖ = τ(I) = 1. (1.9)
La positivite´ est une condition ne´cessaire mais non suffisante pour garantir l’involutivite´. Cependant
quand l’alge`bre a une unite´ la positivite´ implique [69, Lem. 9.11], et donc e´quivaut a`,
τ(a∗) = τ¯(a). (1.10)
L’espace des e´tats est convexe. Les points extre´maux, c’est a` dire les e´tats τ pour lesquels il
n’existe pas d’e´tats τ1, τ2 6= τ et de nombre t ∈ [0, 1] tels que τ = tτ1+(1− t)τ2, sont appele´s e´tats
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purs. Dans le cas commutatif, les caracte`res s’identifient aux e´tats purs. Par analogie ce sont les
e´tats purs de A, note´ P(A), qui tiennent lieu de ”points” pour l’espace non commutatif,
espace non commutatif⇐⇒ C∗-alge`bre non commutative.
Il s’agit d’une analogie, non d’une de´finition stricte. Pour certains re´sultats (en particulier concer-
nant les distances), on est amene´ en prendre en compte des e´tats non purs.
Les e´tats de A constituent le socle de l’espace non commutatif parce qu’ils y jouent le roˆle des
”points”, mais aussi parce qu’ils garantissent, par la construction GNS (Gelfand-Naimark-Segal),
de pouvoir travailler concre`tement avec A vue comme sous alge`bre de l’alge`bre des ope´rateurs
borne´s sur l’espace de Hilbert
The´ore`me 1.3. Toute C∗-alge`bre complexe a une repre´sentation isome´trique en tant que sous-
alge`bre de l’alge`bre B(H) des ope´rateurs borne´s sur un espace de Hilbert.
On renvoie aux traite´s d’alge`bre pour une e´tude de la construction GNS. Soulignons simplement
que ce re´sultat est fondamental puisqu’il permet, en conside´rant des C∗-alge`bres, de travailler
concre`tement avec une alge`bre d’ope´rateurs sur un espace de Hilbert.
Chapter 2
Structure diffe´rentielle pour l’espace
non commutatif
Le the´ore`me de Gelfand e´tablit une e´quivalence entre alge`bre commutative et espace topologique.
Par analogie on ”e´tend” cette e´quivalence aux alge`bres non commutatives en interpre´tant ces
dernie`res comme alge`bres des fonctions sur un ”espace non commutatif” dont les points sont
donne´s par les e´tats purs. Mais une analogie topologique n’est pas suffisante. Outre la topolo-
gie, l’espace physique est muni d’une structure diffe´rentielle et d’un espace de degre´s de liberte´
internes (le spin en me´canique quantique, l’isospin pour le mode`le standard). De meˆme que les pro-
prie´te´s topologiques peuvent eˆtre traduites en terme d’alge`bre commutative, l’objet mathe´matique
utilise´ pour de´crire l’espace de la the´orie quantique des champs la varie´te´ a` spin a une de´finition
alge´brique. Privile´gier cette de´finition rend possible son adaptation aux espaces non commutatifs.
Apre`s quelques rappels de ge´ome´trie diffe´rentielles, on pre´sente ici la construction de la structure
de spin (puis de l’ope´rateur de Dirac) par les modules de Clifford (cf. [31] pour un expose´ de´taille´)
plutoˆt que la construction en fibre´ principal souvent de´veloppe´e11,29,50 car la transition au do-
maine non commutatif est alors plus aise´e. Cette transition, via les axiomes de la ge´ome´trie non
commutative14 le the´ore`me de Connes sont donne´s en fin de section. Inutile de pre´ciser qu’il ne
s’agit la` que d’un survol de la the´orie, on renvoie a` [12] pour l’expose´ fondamental, ainsi qu’a` [31]
pour une pre´sentation de´taille´e des preuves.
I Varie´te´s, fibre´s, me´trique
On de´crit l’espace physique (ou l’espace temps en relativite´) par une varie´te´ diffe´rentiable M
de dimension m, sur laquelle on de´finit un syste`me de coordonne´es locales xµ, µ = 1, ...,m. Une
courbe c dans M est la donne´e de m fonctions coordonne´es cµ : t 7→ cµ(t) ∈ R. Le vecteur X(x0),
tangent a` la courbe c en x0 = c(0), est de´fini par son action sur une fonction f : M → R,
X[f ]
.
=
d
dt
f(c(t)) =
∂
∂µ
f(cµ(t))|t=0 dc
µ
dt
|t=0.
En associant de la sorte un vecteur a` tout point c(t), on de´finit le champ de vecteur tangent
X = Xµ
∂
∂µ
ou` Xµ(c(t)) = dc
µ
dt |t. En tout point x de M , l’ensemble des vecteurs tangents aux courbes passant
par x forme un espace vectoriel: l’espace tangent TxM dont la base canonique en coordonne´es
locales est note´e {∂µ .= ∂∂µ }. L’espace cotangent, dual de l’espace tangent, est l’espace des formes
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differentielles dont la base canonique {dxµ} est donne´e par la relation de dualite´
〈∂µ, dxν〉 = δνµ
ou` δ de´signe le symbole de Kronecker.
Soit K un corps (typiquement R ou` C). Un K-fibre´ vectoriel E
π−→M est un espace topologique
localement home´omorphe au produit Ui×F , ou` Ui est un ouvert deM et F un espace vectoriel sur
K, π de´signant la projection de E sur M . Pour tout x de M , Ex
.
= π−1(x), la fibre au dessus de x,
est isomorphe a` F . Une section locale σi de E est une application de Ui dans E telle que π ◦σi soit
l’identite´ de Ui. Si r est la dimension de F , une section locale est la donne´e de r fonctions de Ui
dans R, appele´es composantes de la section. Une section locale est diffe´rentiable (continue) quand
ces composantes sont des fonctions diffe´rentiables (continues) sur M . Une section diffe´rentiable
(continue) est une collection de sections locales diffe´rentiables (continues) {σi} telle que l’union des
Ui soit un recouvrement deM . On note Γ
∞(E) (resp. Γ(E)) l’ensemble des sections diffe´rentiables
(continues) de E. C’est le module (par convention, a` droite) sur l’alge`bre C∞ (M) (resp. C(M))
des fonctions lisses (continues) sur M ,
(σ1 + σ2f)(x)
.
= σ1(x) + σ2(x)f(x) (2.1)
pour tout σ1, σ2 ∈ Γ∞(E). En prenant F = Rn, ou` n est la dimension de M , et π−1(x) = TxM , on
construit le fibre´ vectoriel re´el TM , appele´ fibre´ tangent. L’ensemble des sections
X (M) .= Γ∞(TM)
est l’ensemble des champs de vecteurs lisses sur M . De manie`re analogue, on construit le fibre´
cotangent T ∗M dont les sections
Ω1(M)
.
= Γ∞(T ∗M)
sont les champs de 1-forme.
Une me´trique riemannienne g est une application biline´aire syme´trique (g(X,Y ) = g(Y,X)),
de´finie positive (g(X,X) > 0 pour X 6= 0) de X (M) × X (M) dans C∞ (M). Si g est seulement
non de´ge´ne´re´e (g(X,Y ) = 0 pour tout Y ⇒ X = 0), la me´trique est dite pseudo-riemannienne.
Dans les deux cas, g de´finit une bijection de C∞ (M)-module entre X (M) et Ω1(M), la bijection
musicale ♭♯
X (M)→ Ω1(M) : X 7→ X♭ tel que X♭(Y ) .= g(X,Y ),
Ω1(M)→ X (M) : ̟ 7→ ̟♯ tel que g(̟♯, Y ) .= ̟(Y ),
ou` ̟(.),X♭(.) de´signent l’action par dualite´ de Ω1(M) sur X (M). Le gradient d’une fonction
f ∈ C∞ (M) est par de´finition
grad f
.
= df ♯. (2.2)
La me´trique induit une forme biline´aire syme´trique de´finie positive (ou seulement non de´ge´ne´re´e
dans le cas pseudo-riemannien) sur Ω1(M), pareillement note´e g,
g(̟1,̟2)
.
= g(̟♯1,̟
♯
2). (2.3)
En tout x, TxM et T
∗
xM sont munis de la norme de
‖grad f‖ .= g(grad f¯ , grad f) = g(df¯ , df) .= ‖df‖ . (2.4)
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II Structure de spin
Module de Clifford
L’alge`bre exte´rieure ΛV sur un espace vectoriel re´el V est l’alge`bre formelle ge´ne´re´e par un
e´le´ment identite´ I et les produits v1 ∧ ... ∧ vk avec v1, vk ∈ V , k ≤ dim V , v1 ∧ v2 = −v2 ∧ v1
et I ∧ v = v. Lorsque V est munie d’une forme biline´aire non de´ge´ne´re´e g, syme´trique a` valeur
dans R, on construit l’alge`bre de Clifford Cl(V, g) en ”quantifiant” la relation d’anticommutation de
l’alge`bre exte´rieure a` l’aide de g. Concre`tement, Cl(V, g) en tant qu’espace vectoriel est identique
a` ΛV mais le produit est de´fini de sorte que
uv + vu = 2g(u, v)I (2.5)
pour tout u, v ∈ V . Avec V C .= V + iV le complexifie´ de V et l’extension de g, g(u, v + iw) =
g(u, v) + ig(u,w), on construit de la meˆme manie`re l’alge`bre de Clifford complexe Cl(V ). On omet
g dans la notation car toutes les formes non de´ge´ne´re´es sur V + iV donnent des alge`bres de Clifford
isomorphes. On obtient ainsi [31, Lem. 5.5]
Cl(R2m) ≃M2m(C) et Cl(R2m+1) ≃M2m(C)⊕M2m(C). (2.6)
Cl(V ) est munie d’une involution ∗, obtenue en e´tendant
(λv1...vk)
∗ = λ¯vk...v1 (2.7)
avec λ ∈ C, v1, ..., vk ∈ V, par line´arite´ a` tout Cl(V ) (restreint a` V l’involution co¨ıncide avec
l’identite´, ce qui est cohe´rent puisque V est un espace vectoriel re´el).
Un e´le´ment de Cl(V ) est pair lorsqu’il s’e´crit comme combinaison line´aire de produits d’un
nombre pair de vecteurs de V . On note Cl+(V ) la sous-alge`bre ge´ne´re´e par les e´le´ments pairs,
et Cl−(V ) le sous-espace vectoriel des produits impairs de vecteurs. En tant qu’espace vectoriel,
Cl(V ) = Cl+(V )⊕ Cl−(V ). On note χ la Z2 graduation correspondante
χ(a) = ±1 pour a ∈ Cl±(V ). (2.8)
Lorsque g est de´finie positive, on de´finit l’e´le´ment chiralite´ de Cl(V )
γ
.
= (−i)me1e2...en (2.9)
ou` {ei} est une base de V orthonorme´e pour g et n = dim V = 2m ou` 2m+1. Modulo l’orientation,
γ est inde´pendant du choix de la base orthonorme´e. On ve´rifie que γ2 = γ∗γ = I. La chiralite´
anticommute ou commute avec V selon que n est pair ou impair. Lorsque n est pair, γvγ = −v
pour tout v de V . Etendu a` tout Cl(V ), on montre que γ.γ co¨ıncide avec la Z2 graduation χ.
Lorsque n est impair, γ.γ est l’identite´. La restriction, g de´finie positive, est fondamentale car c’est
elle qui par la suite nous oblige a` conside´rer des varie´te´s riemanniennes.
La me´trique g d’une varie´te´ M est de´finie sur les sections lisses du fibre´ tangent TM . Les
champs de vecteurs lisses sont denses dans l’ensemble des champs de vecteurs continus, et g s’e´tend
en une forme biline´aire sur les sections continues Γ(TM). Par complexification, on obtient une
forme biline´aire, encore note´e g, sur les sections continues du fibre´ vectoriel complexe de fibre
TxM
C = TxM + iTxM . Sur chacune de ces fibres g induit une forme biline´aire permettant de
former en tout x de M l’alge`bre de Clifford Cl(TxM). Le fibre´ vectoriel sur M correspondant est
note´ ClTM . Le C(M)-module Γ(ClTM) des sections continues de ce fibre´ est une C∗-alge`bre,
produit et involution e´tant de´finis point par point
σ1σ2(x)
.
= σ1(x)σ2(x), σ
∗(x)
.
= σ(x)∗ ∀x ∈M
12 CHAPTER 2. STRUCTURE DIFFE´RENTIELLE POUR L’ESPACE NON COMMUTATIF
ou` ∗ de´signe l’involution dans chaque Cl(TxM), et la norme est
‖σ‖ = sup
x∈M
{‖σ(x)‖}
ou` la norme de σ(x) est celle de la C∗-alge`bre Cl(TxM). La construction est identique pour le fibre´
cotangent T ∗M , ou pour n’importe quel fibre´ vectoriel re´el E sur M , munie d’une forme biline´aire
non de´ge´ne´re´e de Γ∞(E) × Γ∞(E) dans C∞ (M). Pour disposer d’une chiralite´, on se limite aux
me´triques riemanniennes.
De´finition 2.1. Le fibre´ de Clifford sur une varie´te´ riemannienne M de me´trique g est le fibre´
Cl(M)
.
= ClT ∗M .
Evalue´e en un point x de M , une section σ d’un fibre´ de Clifford est un e´le´ment σ(x) de
Cl(T ∗xM). Si F est un espace vectoriel complexe sur lequel agissent chacune des alge`bres Cl(T
∗
xM)
via l’action de Clifford
c : Cl(T ∗xM)→ End(F ), (2.10)
alors une section σ du module de Clifford agit (par convention a` gauche) sur une section σ′ d’un
fibre´ vectoriel E
π→M de fibre F (i.e. π−1(x) ≃ F pour tout x) par
(
c(σ)σ′
)
(x)
.
= c(σ(x))σ′(x).
Lorsque l’action de c(σ) est continue, c’est a` dire lorsque c(σ)σ′ ∈ Γ(E) pour tout σ ∈ Γ(Cl(M) et
σ′ ∈ Γ(E), Γ(E) est un Γ(Cl(M))-module a` gauche. Γ(E) e´tant de´ja` un C(M)-module a` droite,
c’est un bimodule.
De´finition 2.2. Un module de Clifford sur M est la donne´e d’un C(M)-module Γ(E) des sections
continues d’un fibre´ vectoriel complexe sur M ainsi que d’un homorphisme C(M)-line´aire
c : Γ(Cl(M))→ End(Γ(E)).
Autrement dit, un module de Clifford sur M est un Γ(Cl(M))-C(M)-bimodule de sections d’un fibre´
vectoriel complexe sur M .
Si dim M = 2m, d’apre`s (2.6) toutes les actions irre´ductibles de Cl(M) sont de dimension 2m. Si
dim M = 2m+1, il y a deux repre´sentations irre´ductibles ine´quivalentes de dimension 2m. Quand
le rang du fibre´ E (i.e. la dimension de ses fibres en tant qu’espace vectoriel) n’est pas e´gale a`
2m dans le cas pair, 2m+1 dans le cas impair, chaque fibre Ex se de´compose en somme directe de
sous-espaces vectoriels invariant par l’action de l’alge`bre de Clifford. Au contraire quand l’action de
l’alge`bre de Clifford est irre´ductible sur chaque fibre, Γ(E) est un module de Clifford irre´ductible.
Groupe Spin
Classiquement, le fibre´ des spineurs sur une varie´te´ M de dimension n est construit a` partir du
fibre´ tangent par le rele`vement du groupe SO(n) (groupe de structure du fibre´ principal associe´ au
fibre´ tangent) a` son recouvrement universel Spin(n). L’approche alge´brique construit directement
un spineur comme support d’une action irre´ductible du groupe Spin, vu comme sous groupe de
l’alge`bre de Clifford.
Soit V un espace vectoriel munie d’une forme biline´aire non de´ge´ne´re´e g. Un vecteur u ∈ V est
unitaire quand g(u, u) = 1. Vu comme e´le´ment de Cl(V ), u2 = I par (2.5) donc u est inversible.
On note φ(u) l’endomorphisme de V
φ(u)v
.
= χ(u)vu−1 = −uvu = (vu− 2g(u, v))u = v − 2g(u, v)u
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ou` χ est la Z2 graduation de´finie en (2.8). Restreinte a` V , qui est laisse´ globalement invariant,
l’action de φ(u) est la re´flexion par rapport a` l’hyperplan orthogonal a` u (pour s’en convaincre on
peut regarder Cl(R2) avec pour g le produit scalaire usuel). Par la multiplication
φu1u2(v)
.
= u−12 u
−1
1 vu1u2 = φu2 ◦ φu1(v),
ces re´flexions ge´ne`rent le groupe orthogonal O(V ). L’ensemble des produits pairs de re´flexions est le
sous-groupe des rotations SO(V ) (c’est la composante connexe de l’identite´ de O(V )). L’ensemble
des produits pairs de vecteurs unitaires w de V C (w = λu avec λ un nombre complexe de module
1 et u un unitaire de V ) est un sous groupe de Cl(V ) note´ Spinc(V ).
Pour tout w ∈ Spinc(V ), l’application φ(w) : v 7→ wvw (χ(w) = +1) est une rotation dans V .
φ apparait comme un homomorphisme de Spinc(V ) dans SO(V ). Un e´le´ment du noyau de φ est
un unitaire central pair de Cl(V ) et on montre [31, p. 180] qu’un tel e´le´ment est ne´cessairement
un scalaire. Autrement dit ker φ ≃ U(1). Pour w = w1...w2k ∈ Spinc(V ), on de´finit l’homorphisme
ν a` valeur dans U(1)
ν(w) = w2k...w1w1...w2k = λ1...λ2k
ou` λi = w
2
i ∈ U(1). Le groupe Spin(V) est par de´finition le noyau de ν. La conjugaison complexe
est de´finie sur tout Cl(V ) en e´tendant par line´arite´ λv
.
= λ¯v pour λ ∈ C, v ∈ V . Spin(V ) est
l’ensemble des unitaires pairs w de Cl(V ) satisfaisant w∗w = w∗w = I, ou encore w¯ = w. En
de´finissant la conjugaison de charge κ
κ(a)
.
= χ(a¯)
pour tout a ∈ Cl(V ), le groupe Spin apparait comme le sous groupe de Spinc invariant par con-
jugaison de charge. Le noyau de φ restreint a` Spin(V ) est {−1, 1}. En prenant V = Rn et g
une me´trique (pseudo-)riemannienne, on retrouve que le spin est le recouvrement universel a` deux
feuillets du groupe des rotations.
Varie´te´ a` spin
Par de´finition, un spineur est une section d’un fibre´ vectoriel sur une varie´te´ M dont chaque
fibre est le support d’une repre´sentation irre´ductible du groupe Spin(M)
.
= Spin(T ∗xM). Le module
des sections continues de ce fibre´ est donc un module de Clifford irre´ductible. Cette proprie´te´ n’est
pas suffisante pour caracte´riser de manie`re alge´brique un fibre´ de spineurs car rien ne garantit
que tout module de Clifford Γ(E), fusse t’il irre´ductible, soit le module des sections d’un fibre´ de
spineurs. Dans le cas ou` M est de dimension n = 2m paire, on obtient un module de spineur en
demandant que Γ(E) imple´mente une e´quivalence de Morita entre C(M) et Γ(Cl(M)).
De´finition 2.3. Deux C∗-alge`bres A et B sont Morita-e´quivalentes si et seulement si il existe un
A-module a` droite plein E tel que End 0A(E) ≃ B, ou` End 0A(E) est la fermeture (pour la topologie de
la norme d’ope´rateur) de l’alge`bre des endomorphismes de E de A-rang fini.
Cette de´finition demande plusieurs pre´cisions. Un A-module E est plein lorsqu’il est muni d’un
”produit scalaire a` valeur dans A”, c’est a` dire d’une forme de E × E dans A de´finie positive,
A-line´aire a` droite, antisyme´trique ( (u|v) = (v|u)∗), et telle que (E|E) = A. Un endomorphisme de
E est dit de A-rang fini lorsqu’il est du type:
|r)(s|: t 7−→ r(s|t),
r, s, t ∈ E . Ces ope´rateurs forment une alge`bre qu’on munit de la norme d’ope´rateur
sup{‖r(s|t)‖ / ‖t‖ = 1}
ou` la norme dans E est de´finie a` partir de la norme de A par ‖t‖ .=
√
‖(t|t)‖.
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On montre que tout E imple´mentant l’e´quivalence de Morita entre deux C∗-alge`bres A et B est
ne´cessairement de type projectif fini en tant que A module (cf condition 3, section III.4 pour la
de´finition d’un module projectif fini). Si A = C(M), alors d’apre`s le the´ore`me de Serre-Swan, E est
le module des sections continues d’un fibre´ vectoriel sur M : E = Γ(E). Si de plus B = Γ(Cl(M)),
on montre qu’il existe un isomorphisme de fibre´ vectoriel End E ≃ Cl(M) ou` End E de´signe le fibre´
vectoriel surM de fibre End(Ex). Cl(M) est de rang 2
n, donc End E est de rang 2n, ce qui signifie
que Ex est de dimension
√
2n = 2m. On peut donc choisir l’action de Clifford de telle sorte que Γ(E)
soit un module de Clifford irre´ductible. Rien n’assure en revanche qu’imple´menter l’e´quivalence
de Morita soit une condition ne´cessaire pour que Γ(E) soit irre´ductible. Mais il apparait que la
condition sur M pour que C(M) et Γ(Cl(M) soit Morita e´quivalente (the´ore`me de Plymen [31,
Th. 9.3]) est tre`s exactement la condition qui, dans l’approche classique, autorise le rele`vement de
SO(n) au groupe Spinc(n).
La possibilite´ du rele`vement a` Spin(n) correspond [ibid, Th. 9.6] a` l’existence d’une bijection
antiline´aire J : Γ(E)→ Γ(E) telle que
J(ψf) = (Jψ)f¯ pour f ∈ C(M),
J(aψ) = χ(a)Jψ pour a ∈ Γ∞(Cl(M)), (2.11)
(Jφ|Jψ) = (ψ|φ) pour φ,ψ ∈ Γ(E)
ou` ψ ∈ Γ(E) et on identifie a et f a` leurs actions sur Γ(E). On montre [ibid, Lem 9.7] qu’un tel
ope´rateur J est ne´cessairement de carre´ ±1.
Le produit scalaire sur Γ(E) a` valeur dans C(M) est choisi de sorte que l’action de Clifford soit
autoadjointe,
(φ|c(a)ψ) = (c(a∗)φ|ψ).
On note c(a)† = c(a∗). Si M est oriente´e, il existe un repe`re mobile de 1-formes {ei} (i.e. une
section lisse du fibre´ cotangent) tel qu’en tout x de M les chiralite´s γ(x) de´finies par (2.9) sur
chaque fibre de Cl(M) s’e´crivent
γ(x) = (−i)me1(x)...en(x).
γ est une section de Cl(M) et c(γ) est une graduation (i.e. c(γ)†c(γ) = c(γ)2 = I) de Γ(E). On
note Γ(E)± les sous-espaces propres de c(γ) de sorte que
Γ(E) = Γ(E)+ ⊕ Γ(E)−.
Si M est de dimension paire, c(γ) anticommute avec c(̟) pour toute 1-forme ̟ ∈ Cl(M). Pour
ψ± ∈ Γ(E)±,
c(γ)c(̟)ψ± = ∓c(̟)ψ±,
autrement dit c(γ) e´change Γ+(E) et Γ−(E).
De´finition 2.4. Une structure de spin sur une varie´te´ M de dimension paire est la donne´e d’un
bimodule S garantissant l’e´quivalence de Morita C(M)-Γ(Cl(M)), d’une bijection J satisfaisant
(2.11) et d’une orientation de M .
M est alors dite varie´te´ a` spin. Lorsque M est de dimension impaire, la construction est analogue
en remplac¸ant Cl(M) par Cl+(M) qui est le fibre´ sur M de fibre Cl+(T ∗xM).
III Ope´rateur de Dirac
Connexion
Deux vecteurs en des points differents de M appartiennent a` deux espaces tangents distincts,
il n’y a donc a priori pas de sens a` vouloir les comparer. Pour re´aliser une telle comparaison, on
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doit au pre´alalable de´finir la notion de transport paralle`le, c’est a` dire la manie`re de transporter
un vecteur d’un point x en un point y ”sans le modifier”. La premie`re ide´e consiste simplement
a` de´finir le transporte´ paralle`le d’un vecteur vµ∂µ ∈ TxM comme le vecteur vµ∂′µ ∈ TyM ou` ∂µ
est la base en coordonne´es locales de TxM et ∂
′
µ la base locale de TyM . Si la varie´te´ est munie de
coordonne´es carte´siennes globales, c’est a` dire si M ≃ Rm, cette de´finition du transport paralle`le
coincide avec la vision e´le´mentaire du vecteur comme la donne´e d’une ”fle`che en un point”. Ce
n’est de´ja` plus le cas en coordonne´es polaires et c’est encore moins vrai quand la varie´te´ ne dispose
pas d’un syste`me de coordonne´es globales. On de´finit donc le transporte´ paralle`le d’un vecteur ∂ν
de TxM dans la direction dx
µ comme le vecteur
▽µ(∂ν)
.
= Γλµν∂λ
de Tx+dxµM , ou` Γ
λ
µν ∈ C sont appele´s coefficients de la connexion. De manie`re e´quivalente, une
connexion associe a` tout vecteur ∂µ de TxM une 1-forme de Tx+dxµM a` valeur vectoriel
▽ : ∂µ 7→ Γλµα∂λ ⊗ dxα
ou`
Γλµα〈dxα, ∂ν〉 = Γλµν .
Ainsi, une connexion sur un fibre´ vectoriel E
π→M est une application line´aire
▽ : Γ∞(E) −→ Γ∞(E)⊗ Ω1(M) (2.12)
satisfaisant la re`gle de Leibniz
▽(σf) = (▽σ)f + σ ⊗ df
pour tout σ ∈ Γ∞(E) et f ∈ C∞ (M) . d de´signe la de´rive´e exte´rieure de chaque ΛT ∗xM e´tendue
aux sections lisses. Les coefficients de connexion sont obtenus en e´crivant localement, dans une
base {dxµ} de Ω1(M), l’action de la connexion sur une base locale {σi} de Γ∞(E),
▽σi
.
= Γjiµσj ⊗ dxµ. (2.13)
Ainsi
▽σ = ▽σif
i = (▽σi)f
i + σi ⊗ d(f i),
= f iΓjiµσj ⊗ dxµ + σi ⊗ d(f i),
= (d+ Γ)σ (2.14)
ou` on note dσ
.
= σi ⊗ d(f i) et Γσ .= f iΓjiµσj ⊗ dxµ.
Lorsque E est le fibre´ tangent TM sur une varie´te´ riemannienne ou pseudo-riemannienne, il
existe une unique connexion, la connexion de Levi-Civita, de torsion nulle (cf. [50] pour une
de´finition de la torsion) et compatible avec la me´trique de la manie`re suivante:
g(▽X,Y ) + g(X,▽Y ) = d(g(X,Y )) (2.15)
pour tout X,Y ∈ X (M). g agit sur (X (M) ⊗ Ω1(M))× X (M) par ”contraction des indices”
g(riν∂i ⊗ dxν , tλ∂λ) .= riνtλg(∂i, ∂λ)dxν ,
riν , t
λ e´tant des nombres re´els. Apre`s identification de g(X, .) a`X♭ = ̟, (2.15) de´finit une connexion
de Levi-Civita sur E = T ∗M a` valeur dans Γ∞(T ∗M)⊗ Ω1(M) ≃ Ω1(M)⊗ Ω1(M),
▽̟(Y )
.
= d(̟(Y ))−̟(▽Y ), (2.16)
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pour tout Y de X (M). Pour ̟ = dxi, Y = ∂µ, (2.16) avec (2.13) donne ▽dxi(∂ν) = −Γiνµdxµ d’ou`
▽dxi = −Γijµdxj ⊗ dxµ.
Localement l’action de ▽ sur un ̟ = dxifi ∈ T ∗M s’e´crit
▽̟ = (d− Γ˜)̟
ou` d̟
.
= dxi ⊗ d(fi) et Γ˜̟ .= −fiΓijµdxj ⊗ dxµ. Par application re´cursive de la re`gle de Leibniz, ▽
s’e´tend a` tout Γ∞(Cl(M),
▽(uv)
.
= ▽(u)v + u▽(v) (2.17)
pour tout u, v ∈ Γ∞(Cl(M)) (le produit (▽u)v consiste a` multiplier les composantes dans l’alge`bre
de Clifford en laissant invariante la partie Ω1(M)).
Connexion de spin
Pour une varie´te´ a` spin (M,S,C), il existe une unique connexion de spin ▽S ge´ne´ralisant la
connexion de Levi-Civita tout en e´tant compatible avec la structure de spin [31, Th. 9.8].
The´ore`me 2.5. Soit (M,S, J) une varie´te´ a` spin de dimension n. Il existe une unique connexion
▽
S : Γ∞(S)→ Γ∞(S)⊗ Ω1(M) hermitienne, i.e.
(▽Sψ|φ) + (ψ|▽Sφ) = d(ψ|φ),
commutant avec J et telle que
▽
S(c(a)ψ) = c(▽a)ψ + c(a)▽Sψ pour a ∈ Cl(M), ψ ∈ Γ∞(S)
ou` c de´signe l’action de Γ∞(Cl(M)) sur Γ∞(S) induite par (2.10) et ▽ la connexion (2.17).
L’action de l’alge`bre de Clifford se re´e´crit comme une application de Γ∞(S) ⊗ Γ∞(Cl(M)) dans
Γ∞(S) en posant
cˆ(ψ ⊗ a) .= c(a)ψ.
De´finition de l’ope´rateur de Dirac
L’objet fondamental d’une ge´ome´trie spinorielle est l’ope´rateur de Dirac, de´fini comme suit.
De´finition 2.6. L’ope´rateur de Dirac d’une varie´te´ a` spin (M,S, J) est l’endomorphisme de Γ∞(S)
D
.
= −i(cˆ ◦▽S).
Cet objet co¨ıncide bien avec l’ope´rateur de Dirac de la the´orie quantique des champs. Pour
s’en convaincre, e´crivons localement l’action de la connexion de spin. Tout espace de Hilbert de
dimension finie admettant une base orthonorme´e, il existe en tout x deM une base orthonorme´e de
TxM , {∂α = eµα(x)∂µ}, ainsi qu’une base duale de T ∗xM , e´galement orthonorme´e, {dxα = eαµdxµ}.
Le vielbein {eαµ} de´signe la matrice inverse de {eµα} et satisfait
gµνeαµe
β
ν = δ
αβ (2.18)
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ou` gµν = g(dxµ, dxν). Soit {γa, γb} un champ de matrices de Dirac, i.e. des matrices autoadjointes
de Mk(C) (k = 2
[n/2] est la dimension de la repre´sentation irre´ductible de Cl(M) dans le cas pair,
de Cl(M)+ dans le cas impair) telles que
γa(x)γb(x) + γb(x)γa(x) = 2δabI (2.19)
en tout x de M . En de´finissant la repre´sentation
c(dxα)
.
= γa, (2.20)
l’action de dxµ ∈ Cl(M) sur S
c(dxµ)ψ
.
= γmψ
.
= eµαγ
aψ (2.21)
(on utilise un indice grec pour les coordonne´es de la varie´te´ et un indice latin pour le fibre´, a est
contracte´ avec α) est bien une repre´sentation (irre´ductible) de Cl(M) puisque
c(dxµ)c(dxν) + c(dxν)c(dxµ) = 2eµαe
ν
βδ
ab
I,
= 2gλρeµαe
α
λe
ν
βe
β
ρ I,
= 2g(dxµ, dxν)I = c(dxµdxν + dxνdxµ).
On montre alors que la connexion de spin s’e´crit
▽
S = d− 1
4
Γijµγiγ
j ⊗ dxµ (2.22)
ou` γi
.
= γi et d agit sur un spineur ψ = sif
i -f i ∈ C(M), si ∈ Γ∞(S)- selon dψ .= si⊗d(f i). Quand
la varie´te´ est plate (ce qui est le cas en the´orie des champs quand on suppose que l’interaction a un
lieu dans une re´gion ou` la courbure est localement ne´gligeable) et que l’on choisit les coordonne´es
carte´siennes, les coefficients de connexion sont nuls et
iDψ = cˆ(dψ) = cˆ(si ⊗ ∂αf idxα) = c(dxα)si∂αf i = γasi∂αf i = /∂ψ. (2.23)
IV Triplets spectraux: axiomes de la ge´ome´trie non commutative
Toute l’information ge´ome´trique d’une varie´te´ a` spin, en particulier la me´trique, est contenu
dans l’ope´rateur de Dirac. Cette remarque, dont nous rappelons dans cette section les points
cle´s, est fondamentale puisqu’en donnant une de´finition alge´brique (i.e. en terme d’ope´rateur) des
objets de la ge´ome´trie spinorielle, elle permet de voir la varie´te´ a` spin commme un cas particulier,
commutatif, d’une the´orie beaucoup plus ge´ne´rale permettant de de´finir la ge´ome´trie d’espaces
non commutatifs. L’objet mathe´matique de´crivant ces ge´ome´tries est le triplet spectral re´el. Sa
de´finition proce`de par e´tapes successives, en commenc¸ant par isoler les proprie´te´s essentielles (bien
suˆr, elles n’apparaissent comme esssentielles qu’une fois la construction acheve´e) de l’ope´rateur de
Dirac.
Proposition 2.7. Si D est l’ope´rateur de Dirac sur une varie´te´ a` spin M , alors
[D, f ] = −ic(df) pour tout f ∈ C∞ (M) .
Preuve. L’action de Clifford est C(M)-line´aire, c(af)ψ = c(a)ψf , donc
i[D, f ]ψ = cˆ(▽S(ψf))− cˆ(▽Sψ)f = cˆ (▽S(ψf)− (▽Sψ)f) = cˆ(ψ ⊗ df) = c(df)ψ,
pour tout a ∈ Γ∞(Cl(M)), f ∈ C∞ (M) et ψ ∈ Γ∞(S). 
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Graˆce au facteur −i dans la de´finition 2.6, l’ope´rateur de Dirac est autoadjoint. D e´tant non
borne´, cette affirmation ne´cessite quelques pre´cautions. Notons tout d’abord qu’il existe un produit
scalaire dans Γ∞(S),
〈ψ, φ〉 .=
∫
M
(ψ|φ)|νg | (2.24)
ou`
νg =
√
det g dx1 ∧ ... ∧ dxn (2.25)
est la forme volume de la varie´te´ M et g la matrice de composante g(dxµ, dxν). On renvoie aux
ouvrages de ge´ome´tries diffe´rentielles pour une e´tude de la the´orie de l’inte´gration sur une varie´te´.
Ici, il nous suffit de savoir que (2.24) co¨ıncide localement avec l’inte´grale de Lebesgue. On note
H = L2(M,S) (2.26)
l’espace de Hilbert obtenue par comple´tion de Γ∞(S) par rapport a` la norme issue de ce produit
scalaire. Dans le cas ou` M est plate, L2(M,S) est l’espace des spineurs de carre´ sommable de la
me´canique quantique. On conserve la meˆme terminologie dans le cas ge´ne´ral. On montre alors que
D est formellement autoadjoint (D = D†) sur Γ∞(S), puis qu’il est essentiellement autoadjoint sur
H, c’est a` dire que (D†)† est autoadjoint sur le sous-espace de H compose´ des spineurs ψn pour
lesquels a` toute suite convergente ψn → ψ correspond un spineur φ tel que Dψn → φ. Dans la
suite, on identifie D a` (D†)† en e´crivant simplement que D est autoadjoint.
Quand M est de dimension paire, la graduation c(γ) anticommute avec c(a) pour tout a ∈
Γ−(Cl(M)). Avec (2.22), (2.23) et (2.21),
Dψ = −ic(γ)
(
γa∂α − 1
4
Γijµe
µ
αγ
aγiγ
j
)
ψ.
Comme γj et γaγiγ
j appartiennent a` Γ−(Cl(M)), c(γ) anticommute avec l’ope´rateur de Dirac,
DΓ = −ΓD (2.27)
ou` Γ de´signe l’endomorphisme unitaire autoadjoint de H, extension de c(γ), appele´ chiralite´ (on
garde la meˆme appellation pour γ et Γ). A noter que Γ est une Z2 graduation de H (pour e´viter
un conflit de notation, dans toute la suite Γ de´signe la chiralite´ et ne de´signe plus l’ope´rateur
apparaissant dans la de´finition de la connexion de Levi-Civita).
L’ensemble de ces proprie´te´s est regroupe´ et ge´ne´ralise´ dans les notions de triplet spectral et de
KR-cycle. Pour tout a ∈ Γ∞(Cl(M)), c(a) est un endomorphisme borne´ de H car c(a) est une
collection d’ope´rateurs c(a)x agissant irre´ductiblement sur les fibres Sx de dimension dim Cl(TxM
∗)
finie. Pour les meˆmes raisons, d’apre`s la proposition 2.7, [D, f ] est borne´, de meˆme que f qui agit
simplement par multiplication sur H.
De´finition 2.8. Un triplet spectral (A,H,D) pour une alge`bre A est la donne´e d’un espace de
Hilbert H, d’une repre´sentation de A dans l’alge`bre B(H) des ope´rateurs borne´s sur H, et d’un
ope´rateur autoadjoint D, de re´solvante compacte, tel que [D, a] ∈ B(H) pour tout a ∈ A.
Rappelons qu’un ope´rateur D est a` re´solvante compacte54 si et seulement si pour tout λ /∈ sp(D),
(D − λI)−1 est compact (un ope´rateur T sur H est compact quand, pour ǫ > 0, ‖T‖ ≤ ǫ sauf sur
un sous-espace de H de dimension fini).
Lorsque A est une alge`bre involutive, on de´finit la notion de KR-cycle.
De´finition 2.9. Soit n ∈ Z8; un KRn-cycle pour une alge`bre involutive A est un triplet spectral
(A,H,D) accompagne´ de
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• une bijection unitaire J antiline´aire sur H qui imple´mente l’involution, i.e. JaJ−1 = a∗ pour
tout a de A;
• si n est pair, une graduation Γ de H qui commute avec A et anticommute avec D;
• la table de multiplication-commutation suivante
n mod 8 0 1 2 3 4 5 6 7
J2 = ±I + + - - - - + +
JD = ±DJ + - + + + - + +
JΓ = ±ΓJ + - + -
Pour n impair, on pose Γ = I (qui naturellement commute avec D et J) et on note de fac¸on ge´ne´rale
(A,H,D,Γ, J) un KR-cycle.
Si (M,S, J) est une varie´te´ a` spin de dimension n, D l’ope´rateur de Dirac et Γ l’extension
de c(γ) aux spineurs de carre´ sommable, alors (C∞ (M) , L2(M,S),D, J,Γ) est un KR
n-cycle.
Que (C∞ (M) ,H,D) soit un triplet spectral est e´vident compte tenu de la discussion pre´ce´dent la
de´finition 2.8 (on renvoie a` [12,31] pour prouver queD est a` re´solvante compacte); que J imple´mente
l’involution (la conjugaison complexe) de C∞ (M) de´coule de (2.11); l’action de Clifford est C(M)-
line´aire donc Γ commute avec la repre´sentation de A; l’anticommutation de D et Γ est e´tablie en
(2.27); reste la table de commutation, montre´e en de´tail dans [31, Th. 9.19]. A toute varie´te´ a`
spin est associe´ un KR-cycle mais l’inverse n’est pas vrai: la donne´e d’un KR-cycle ne suffit pas
a` construire une varie´te´ a` spin. Pour ce faire, il faut ajouter une se´rie de conditions de´taille´es
ci-dessous.
Nous donnons directement les conditions pour qu’un triplet spectral (A,H,D) de´finisse une
ge´ome´trie non commutative14, en rappelant ensuite comment, adapte´es au cas commutatif, ces
conditions tiennent lieu d’axiomes d’une varie´te´ a` spin. Les trois premie`res conditions sont plus
analytiques qu’alge´briques. Elles sont importantes dans la de´finition axiomatique de la ge´ome´trie
commutative spinorielle mais dans les exemples e´tudie´s dans cette the`se (ge´ome´trie de dimension
ze´ro ou produit de ge´ome´tries dont l’une est commutative) elles sont toujours remplies. Nous les
donnons ici par exhaustivite´, en renvoyant a` [12,14,31] pour une de´finition pre´cise des objets qu’elles
font intervenir.
Condition 1 (Dimension). L’ope´rateur D−1 est un infinite´simal d’ordre 1n ou` n ∈ N est la di-
mension (spectrale) de la ge´ome´trie.
D e´tant a` re´solvante compacte, D−1 de´finit en restreignant D a` H/ kerD est un ope´rateur compact.
Ainsi54 la suite de´croissante {λk} des valeurs propres de |D−1| .=
√
(D−1)†D−1 tend vers ze´ro. D−1
est un infinite´simal d’ordre 1n signifie que cette suite de´croit au moins aussi vite que k
−n,
lim
k→+∞
λk = O(
1
kn
).
Lorsque A et H sont de dimension finie, la dimension spectrale est nulle.
Condition 2 (Re´gularite´). Pour tout a ∈ A, a et [D, a] appartiennent a` l’intersection des do-
maines de toutes les puissances δk de la de´rivation δ(b)
.
= [|D|, b], ou` b est e´le´ment de l’alge`bre
ge´ne´re´e par A et [D,A].
Cette condition est la version alge´brique de la diffe´rentiabilite´ des coordonne´es.
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Condition 3 (Finitude). A est une pre´-C∗-alge`bre et l’ensemble H∞ .= ∩
k∈N
Dom Dk des vecteurs
lisses de H est un module projectif fini.
Un A-module est libre quand il a une base {ei}, c’est a` dire un ensemble de ge´ne´rateurs tels que
aiei = 0 pour a
i ∈ A implique ai = 0 pour tout i. Un module projectif est une somme directe de
modules libres. Un tel module n’est pas force´ment libre. Il est fini lorsqu’il a une famille ge´ne´ratrice
de cardinalite´ finie. Une pre´-C∗-alge`bre est une sous alge`bre d’une C∗-alge`bre, stable par le calcul
fonctionnelle holomorphe (cf [31, Def. 3.26]). En particulier C∞ (M) est une pre´-C∗-alge`bre.
Les quatre conditions restantes sont d’ordre alge´briques et ce sont elles qui seront discute´es dans
les mode`les des chapitres suivants. Au triplet spectral (A,H,D) est adjoint une chiralite´ Γ c’est
a` dire, lorsque la dimension spectrale n est paire, une Z2 graduation Γ = Γ
2 de H, autoadjointe,
qui anticommute avec D et commute avec la repre´sentation de A. On note H± les sous-espaces
propres de Γ. D envoie un sous-espace dense de H± dans H∓ si bien que, dans la de´composition
H = H+ +H−,
D =
(
0 D−
D+ 0
)
(2.28)
ou`
D+
.
=
I− Γ
2
D
I + Γ
2
(2.29)
et D− = (D+)†. Quand n est impair, Γ = I.
On demande e´galement que H soit le support d’une repre´sentation de l’alge`bre oppose´e A◦
(identique a` A en tant qu’espace vectoriel mais ou` le produit est inverse´: a◦b◦ = (ba)◦) imple´mente´e
par un ope´rateur unitaire antiline´aire J ,
b◦ 7→ Jb∗J−1,
tel que
[a, Jb∗J−1] = 0. (2.30)
La repre´sentation de A◦ commute avec la repre´sentation de A, et H porte une repre´sentation π de
l’alge`bre involutive A⊗A◦
a⊗ b◦ 7→ aJb∗J−1
ou` l’involution est donne´ par (a ⊗ b◦)∗ .= b∗ ⊗ (a∗)◦. De manie`re e´quivalente, on dit que A est
repre´sente´e a` gauche et A◦ a` droite
aψb
.
= aJb∗J−1ψ = Jb∗J−1aψ.
Si J2 = ±I, Jb∗J−1 = J−1b∗J de sorte que
π((a⊗ b◦)∗) = b∗JaJ−1 = JaJ−1b∗,
= J(aJ−1b∗J)J−1 = J(aJb∗J−1)J−1,
= Jπ(a⊗ b◦)J−1
et J imple´mente l’involution de A⊗A◦.
Condition 4 (Re´alite´). (A⊗A◦,H,D,Γ, J) est un KRn-cycle. J est appele´e structure re´elle.
Condition 5 (Premier ordre). La repre´sentation de A◦ commute avec [D,A]
[[D, a], Jb∗J−1] = 0 pour tout a, b ∈ A.
Cette condition stipule que l’ope´rateur de Dirac est un ope´rateur diffe´rentiel du premier ordre.
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Condition 6 (Orientabilite´). Il existe un cycle de Hochschild c ∈ Zn(A,A⊗A◦) tel que π(c) = Γ.
Cette condition est la ge´ne´ralisation de la non de´ge´ne´rescence de la forme volume pour une varie´te´
oriente´e. Avant de de´finir l’homologie de Hochschild, rappelons qu’un complexe est une suite de
A-module Ei, i ∈ N, et de morphismes di de Ei dans Ei+1,
...→ Ei−1 di−1→ Ei di→ Ei+1 → ... (2.31)
tels que di ◦ di−1 = 0. L’image d’un morphisme est incluse dans le noyau du morphisme suivant;
quand cette inclusion est une e´galite´, Im di−1 = ker di, le complexe est exact. Sinon on note
Zi
.
= ker di le module des i-cycles et Bi
.
= Im di−1 le module des i-bords. Le quotient Hi
.
= Zi/Bi
est par de´finition le ie`me groupe d’homologie du complexe (Hi est en fait un A-module). L’ensemble
des Hi forme l’homologie du complexe. En remplac¸ant Ei par Ci(A, N) .= N ⊗A ⊗ ... ⊗A ou` N
est un bimodule sur A et le produit tensoriel de A par elle-meˆme est re´pe´te´ i fois, on a
...
b→ Ci(A, N) b→ Ci−1(A, N)→ ... b→ C0(A, N) b→ {0}
ou` l’application b de Ci(A, N) dans Ci−1(A, N) de´finie par
b(n⊗a1⊗...⊗ai) .= na1⊗a2⊗...⊗ai+
i−1∑
p=1
(−1)n⊗a1⊗...⊗apap+1⊗...⊗ai+(−1)iain⊗a1⊗...⊗ai−1
ve´rifie b2 = 0, on de´finit l’homologie de Hochschild de A a` valeur dans le bimodule N . On munit
A⊗A◦ d’une structure de A-bimodule
x(a⊗ b◦)y .= xay ⊗ b◦ pour tout x, y, a, b ∈ A
de manie`re a` de´finir l’homologie de Hochschild de A a` valeur dans N = A ⊗ A◦. Un cycle de
Hochschild c ∈ Zn(A,A ⊗ A◦) est un e´le´ment de Cn(A,A ⊗ A◦) tel que b(c) = 0. Un e´le´ment
c = a⊗ b◦ ⊗ a1 ⊗ ...⊗ an de Cn(A,A⊗A◦) est repre´sente´ sur H par
π(c)
.
= aJb∗J−1[D, a1]...[D, an]. (2.32)
Cette repre´sentation est cohe´rente avec la proposition 2.7 qui identifie [D, f ] a` la 1-forme df , 1-
bord dans la cohomologie de de Rham (cf. ci-dessous). Elle est e´tendue a` tout Cn(A,A⊗A◦) par
addition.
Condition 7 (Dualite´ de Poincare´). Le couplage additif sur K∗(A) de´termine´ par l’indice de
l’ope´rateur de Dirac est non-de´ge´ne´re´.
Cette condition est une version alge´brique de la dualite´ de Poincare´. Rappelons qu’en remplac¸ant
dans (2.31) Ei par l’espace vectoriel re´el Ω
i(M) des i-formes sur une varie´te´ compacte M de
dimension n, et di par la diffe´rentielle exte´rieure d, on de´finit un complexe dont l’homologie est
appele´e cohomologie de de Rham. La dualite´ de Poincare´ stipule que pour tout entier positif r ≤ n,
les groupes de cohomologie de de Rham Hr(M) et Hn−r(M) sont duaux; c’est a` dire qu’il existe
une forme biline´aire non-de´ge´ne´re´e de Hr(M) ×Hn−r(M) dans R
〈[̟r], [̟n−r]〉 .=
∫
M
̟r ∧̟n−r
ou` [̟r] de´signe la classe d’e´quivalence dans Hr(M) de ̟r ∈ Ωr(M). Graˆce au caracte`re de Chern,
cette forme biline´aire se traduit par un couplage additif (i.e. une forme bi-additive) des groupes
de K-the´orie de l’alge`bre C∞ (M). Pour une de´finition de ces objets, on peut consulter [71]. Ici,
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contentons nous de souligner que ce couplage, note´ ∩, s’effectue graˆce a` l’indice de l’ope´rateur
de Dirac (de´fini ci-dessous) et ne fait pas re´fe´rence  la commutativite´ de l’alge`bre, de sorte qu’en
remplac¸ant C∞ (M) par une pre´-C∗-alge`bre quelconque (pour de tels objets, la K-the´orie existe
et est identique a` la K-the´orie de la C∗-alge´bre obtenue par comple´tion), la condition 7 apparaˆıt
comme la de´finition abstraite de la dualite´ de Poincare´.
Sans entrer dans le cas ge´ne´ral, pre´cisons un exemple qui sera utile pour l’e´tude des espaces non
commutatifs finis (chapitre 3). Quand la dimension spectrale n est paire, la dualite´ de Poincare´
pour r pair se rame`ne au couplage additif de K0(A)×K0(A) a` valeur dans Z (car pour tout r ≤ n
pair, Kr(A) ≃ Kn−r(A) ≃ K0(A)) de´fini de la manie`re suivante. On note Pl(A) l’ensemble des
projecteurs de Ml(A) (alge`bre des matrices l × l a` coefficients dans A) et GLl(A) les e´le´ments
inversibles de Ml(A). On a les plongements e´vidents
m ∈Ml(A) 7→
(
m 0
0 0
)
∈Ml+1(A) et v ∈ GLl(A) 7→
(
v 0
0 1
)
∈ GLl+1(A)
et on de´finit
M∞(A) .=
∞⋃
l=1
Ml(A) , P∞(A) .=
∞⋃
l=1
Pl(A) , GL∞(A) .=
∞⋃
l=1
GLl(A).
Deux projecteurs p, q ∈ Pl(A) sont e´quivalents, p ∼ q si et seulement si ils sont conjugue´s via un
v ∈ GL∞(A), c’est a` dire s’il existe k ∈ N et v ∈ GLk+l(A) tels que
v
(
p 0
0 0k
)
v−1 =
(
q 0
0 0k
)
. (2.33)
Le quotient K+0 (A)
.
= P∞(A)/ ∼ est un semi-groupe (ie. les e´le´ments ne sont pas inversibles) pour
l’addition
[p] + [q]
.
=
[(
p 0
0 q
)]
=
[(
q 0
0 p
)]
.
K0(A) est par de´finition le groupe de Grothendieck43 de K+0 (A) dont les e´le´ments sont les classes
d’e´quivalence de K+0 (A)×K+0 (A)/ ∼, ou` (p, q) ∼ (p′, q′) si et seulement si p+ q′ = q + p′. K0(A)
est un groupe pour l’addition (p, q) + (p′, q′)
.
= (p + p′, q + q′) avec l’e´le´ment nul (0, 0) et l’inverse
−(q, p) .= (p, q). C’est le meˆme proce´de´ qui permet de construire Z a` partir de N: (p, q) s’identifiant
a` p − q, on utilise la notation ±p, ±q pour de´signer les e´le´ments de K0(A). Si p ∈ Mk(A) et
q ∈Ml(A), alors P .= p⊗ (J⊗ Il)q(J−1⊗ Il) est un projecteur agissant sur H⊗Ckl (A est suppose´e
complexe) et
∩([p], [q]) .= indice (P (D ⊗ Ikl)P ) .= dim
(
kerP (D+ ⊗ Ikl)P
)− dim (kerP (D− ⊗ Ikl)P ) (2.34)
ou` D+, D− sont de´finis dans (2.28).
De´finition 2.10. Un triplet spectral satisfaisant les sept conditions ci-dessus est un triplet spectral
re´el, ou encore une ge´ome´trie non commutative (spinorielle), note´ (A,H,D,Γ, J).
V Ge´ome´trie commutative
On appelle ge´ome´trie commutative une ge´ome´trie non commutative au sens de la de´finition 2.10
ou` l’alge`bre A est commutative. Parmi les ge´ome´tries commutatives, les ge´ome´tries de Dirac sont
les triplets spectraux re´els
TD = (C
∞ (M) , L2(M,S),D, J,Γ) (2.35)
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dans lesquels (M,S, J) est une varie´te´ riemannienne compacte oriente´e a` spin, D est l’ope´rateur
de Dirac de´fini par la connexion de spin et Γ la chiralite´ (2.27) si dim M = n est paire, Γ = I
si n est impair. Les ge´ome´tries de Dirac sont bien des ge´ome´tries non commutatives, c’est a` dire
que TD ve´rifient les 7 conditions de la section pre´ce´dente. On renvoie a` [31] pour la preuve de
cette affirmation. Contentons nous de rappeler que la dimension spectrale de la ge´ome´trie de Dirac
est e´gale a` la dimension de la varie´te´. Il est e´galement inte´ressant de s’attarder sur la condition
d’orientabilite´ dont l’appellation trouve son origine dans les ge´ome´tries de Dirac.
Notons tout d’abord les simplifications dues a` la commutativite´ de l’alge`bre. C∞ (M) est
identique a` son alge`bre oppose´e. L2(M,S) est donc le support de deux repre´sentations distinctes,
la multiplication a` gauche par une fonction f , et l’action a` droite correspondant a` la multiplication
par la fonction complexe conjugue´e f¯ . Ainsi JfJ−1ψ = f¯ψ, ce qui est cohe´rent avec (2.11) puisque
Jfψ = JfJ−1Jψ = f¯Jψ (a` noter le changement de convention lors du passage du C∞ (M)-module
droit S a` l’espace de Hilbert L2(M,S) C
∞ (M)-line´aire a` gauche). Dans (2.32), identifier Jf¯J−1
a` f permet de voir le cycle de Hochschild c comme un e´le´ment de Zn(A), ensemble des n− cycles
dans l’homologie de Hochschild du complexe
...
b→ Ci(A) b→ Ci−1(A)→ ... b→ C1(A) b→ {0}
ou` Ci(A) .= A⊗ ...⊗A (A apparait i fois), repre´sente´ par
π(f0 ⊗ f1 ⊗ fi) .= f0[D, f1] ... [D, fi]. (2.36)
Soit {Uj , xj} un atlas de M . xj est une fonction de Uj → Rn et chacune de ses composantes xµj
est e´le´ment de C∞(Uj). La forme volume (2.25) est l’unique n-forme qui, e´value´e sur toute base
orthonorme´e et oriente´e de TM , vaille 1. Localement,
νg =
√
det g dx1j ∧ ... ∧ dxnj
ou` g est la matrice de composante g(∂µ, ∂ν) et (en omettant l’indice j) {∂µ} est la base locale
de TM . La forme volume est inde´pendante du choix des coordonne´es sur l’ouvert Uj . Lorsque
{θαj = eαjµdxµj } est une base locale orthonorme´e de 1-formes, g est la matrice identite´ et
νg = θ
1
j ∧ ... ∧ θnj = ejdx1j ∧ ... ∧ dxnj
ou` ej
.
= det
{
eαjµ
}
. On pose e0j
.
= in−mfjej ∈ C∞(Uj), ou` m .= [n/2] et f est une partition de
l’unite´, c’est a` dire un ensemble {fj ∈ C∞(Uj)} de fonctions telles que
0 ≤ fj(x) ≤ 1, fj(x) = 0 pour x /∈ Uj,
∑
j
fj(x) = 1 pour tout x ∈M.
On en de´duit l’e´criture non-locale de l’e´le´ment de volume,
in−mνg =
∑
j
e0jdx
1
j ∧ ... ∧ dxnj .
Le n-cycle de Hochschild c ∈ Zn(A) correspondant est, par de´finition,
c
.
=
1
n!
∑
σ∈Sn
(−1)σ
∑
j
e0j ⊗ xσ(1)j ⊗ ...⊗ xσ(n)j ,
ou` Sn est le groupe des permutations de {1, ..., n} et σ de´signe a` la fois un e´le´ment de Sn et sa
parite´ (l’exposant σ e´gale ±1 selon que la permutation σ est paire ou impaire). Par (2.36), en
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utilisant la proposition 2.7, on ve´rifie que
π(c) =
1
n!
∑
σ∈Sn
(−1)σ
∑
j
e0j [D,x
σ(1)
j ] ... [D,x
σ(n)
j ]
=
(−i)n
n!
∑
σ∈Sn
(−1)σ
∑
j
e0jc(dx
σ(1)
j ) ... c(dx
σ(n)
j )
=
(−i)m
n!
∑
j
fj
∑
σ∈Sn
(−1)σc(θσ(1)j ) ... c(θσ(n)j )
= (−i)m
∑
j
fjc(θ
1
j ) ... c(θ
n
j )
= c(γ)
∑
j
fj = Γ.
Ainsi la chiralite´ est bien l’image du cycle de Hochschild correspondant a` l’e´le´ment de volume.
Si A, D, J et Γ commutent avec un projecteur p de H, alors la ge´ome´trie non commutative
(A,H,D, J,Γ) peut s’e´crire comme somme directe de deux ge´ome´tries non commutatives de´finies
sur pA et (I − p)A (pour des ge´ome´tries de Dirac, ceci correspond a` une varie´te´ non connexe).
Pour e´viter ces cas, on dit qu’une ge´ome´trie non commutative est irre´ductible lorsqu’il n’y a pas de
projecteur non nul commutant avec A, D, J et Γ. Ainsi toute varie´te´ a` spin connexe de dimension
n de´finit par (2.35) une ge´ome´trie de Dirac irre´ductible, c’est a` dire une ge´ome´trie non commutative
irre´ductible, de dimension spectrale n, de´finie sur l’alge`bre C∞ (M). A l’inverse, selon le the´ore`me
suivant e´nonce´ dans [14] et dont on trouve une de´monstration de´taille´e dans [31], toute ge´ome´trie
non commutative sur C∞ (M), irre´ductible et de dimension spectrale n est une ge´ome´trie de Dirac
pour une varie´te´ a` spin.
The´ore`me 2.11. Soit T = (A,H,D, J,Γ) une ge´ome´trie non commutative irre´ductible sur A =
C∞ (M), de dimension spectrale n = dim M ou` M est une varie´te´ compacte oriente´e connexe sans
bord. Alors
• Il existe une unique me´trique riemannienne g = g(D) sur M telle que la distance ge´ode´sique
sur M soit donne´e par
d(x, y) = sup
f∈C(M)
{f(x)− f(y) / ‖[D, f ]‖ ≤ 1}. (2.37)
• M est une varie´te´ a` spin et les ope´rateurs D′ pour lesquelles g(D′) = g(D) forment une union
d’espaces affines identifie´s par les structures de spin sur M .
• La fonctionnelle S(D) .= ∫−|D|−n+2 de´finit une forme quadratique sur chacun de ces espaces
affines, atteignant son minimum pour D = Ds, l’ope´rateur de Dirac correspondant a` la
structure de spin; ce minimum est proportionnel a` l’action d’Einstein-Hilbert, c’est a` dire
l’inte´grale de la courbure scalaire s
S(Ds) = −n− 2
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∫
M
s
√
det g dnx.
Les deux et troisie`me points ne´cessitent quelques explications. La structure de spin de M est
donne´e par le bimodule S = H∞ de´fini par l’ope´rateur D (cf. condition de finitude) et l’ope´rateur
J . En re`gle ge´ne´rale, l’ope´rateur de Dirac Ds correspondant a` cette structure de spin n’est pas
l’ope´rateur D. La seule chose qu’on puisse affirmer est que
D = Ds + ρ
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pour ρ ∈ End(Γ∞(S)) ve´rifiant
ρ† = ρ, Γρ = (−1)nρΓ, JρJ−1 = ±ρ, (2.38)
le signe e´tant ne´gatif lorsque et seulement lorsque n = 1 ou 5 mod 8. Tout ρ′ satisfaisant (2.38)
de´finit un ope´rateur D′
.
= Ds + ρ
′ tel que g(D′) = g(D). Ainsi pour la structure de spin donne´e
par T , l’ensemble des ope´rateurs de´terminant la meˆme me´trique que D est un espace affine. Si
maintenant on conside`re une varie´te´ riemannienne M ou` la me´trique g est fixe´e, il existe plusieurs
structures de spin surM (le nombre de structure de spin est fini et est de´termine´ par la cohomologie
de Cech de M). Fixer une structure de spin de´termine de manie`re unique l’ope´rateur Ds, et
les ope´rateur D′ du type Ds + ρ de´finissent un ensemble de ge´ome´tries e´quivalentes. Ainsi les
structures de spin d’une varie´te´ riemannienneM permettent de classifier, au regard de la topologie,
les ge´ome´tries sur M .
La fonctionnelle du troisie`me point est de´finie par
∫
−|D|−n+2 .= 1
2[n/2]Ωn
Wres |D|−n+2
ou` Ωn est l’inte´grale de la forme volume sur la sphe`re S
n et Wres est le re´sidu de Wodzicki (cf [31,
Th. 7.5] pour une de´finition).
Le triplet spectral re´el est un outil permettant de classifier les ge´ome´tries spinorielles sur une
varie´te´ compacte (sans bord). L’avantage de cette formulation alge´brique est que la de´finition 2.10
est valable pour des pre´-C∗-alge`bres quelconques, pas force´ment commutatives. Dans la premie`re
partie de ce chapitre, on a vu que les C∗-alge`bre non commutatives e´taient des candidats se´rieux
pour jouer le roˆle de fonctions sur un espace non commutatif. De meˆme que le the´ore`me de Gelfand,
par analogie avec le cas commutatif, justifie le choix des e´tats purs d’une C∗-alge`bre comme points
d’un espace non commutatif, de meˆme le the´ore`me 2.11 sugge`re que le triplet spectral re´el est un
bon outil pour faire la ge´ome´trie de ces espaces non commutatifs. En particulier, et c’est l’objet
de cette the`se, la formule (2.37) dans sa formulation ge´ne´rale de´finit une distance sur l’espace des
e´tats d’une alge`bre.
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Chapter 3
La distance
I La formule de la distance
Classiquement, la distance entre deux points x, y est la longueur du plus court chemin reliant x
a` y. Physiquement cette manie`re de voir n’est pas acceptable car la me´canique quantique invalide
l’ide´e d’un chemin entre deux points. D’autre part un point n’est pas accessible a` l’expe´rience
autrement que par l’interme´diaire d’une observable. Pour concilier ge´ome´trie et me´canique quan-
tique, il faudrait donc de´finir une distance d(x, y) qui ne fasse re´fe´rence qu’aux valeurs prises par les
observables sur x et y. Qu’apparaissent des valeurs d’observables sur d’autres points p est tole´re´, a`
condition que les-dits points soient caracte´rise´s autrement que par une appartenance a` un chemin
entre x et y. Par ailleurs une distance est par de´finition une fonction de deux variables a` valeur
re´elle, positive, syme´trique, re´flexive (d(x, x) = 0) et qui ve´rifie l’ine´galite´ triangulaire. La manie`re
la plus simple d’imple´menter ces proprie´te´s au niveau des observables est de conside´rer une quantite´
du type |f(x)− f(y)| ou` f est une fonction complexe sur l’espace. Dans le cas le plus simple de la
droite re´elle, d(x, y) = |x− y|. Pour que |f(x)− f(y)| = |x− y| il faut au moins que
|f ′(p)| = 1 pour un point p du segment [x, y], (3.1)
f ′ de´signant la de´rive´e de f . Caracte´riser p par son appartenance au segment [x, y] viole les principes
d’une ”bonne” distance au sens quantique. Heureusement la condition (3.1) peut s’exprimer
inde´pendamment de x et y. En posant
d(x, y) = sup
f∈C1(R)
{|f(x)− f(y)| / |f ′(p)| ≤ 1 ,∀p ∈ R} (3.2)
ou` C1(R) est l’ensemble des fonctions de´rivables sur R, on ve´rifie aise´ment que d(x, y) = |x− y|, le
supre´mum e´tant atteint par la fonction de de´rive´e constante (e´gale a` 1): x 7→ x.
Dans cette formule les points demeurent les objets premiers (non seulement parce qu’il s’agit
d’une distance entre points, mais aussi parce que sont privile´gie´es des valeurs d’observables en des
points pre´cis). Cependant le the´ore`me de Gelfand assure qu’un points x de l’espace n’est rien
d’autre qu’un e´tat pur ωx de l’alge`bre commutative des observables continues sur cet espace. En
repre´sentant A = C1(R) sur l’espace des fonctions re´elles de carre´ sommable H = L2(R) par simple
multiplication point par point, (3.2) s’e´crit
d(x, y) = sup
f∈A
{
|ωx(f)− ωy(f)| /
∥∥∥∥
[
d
dx
, f
]∥∥∥∥ ≤ 1
}
(3.3)
ou` ddx est l’ope´rateur de de´rivation sur L2(R). Pour s’en convaincre, il suffit de remarquer que pour
tout ψ ∈ H,
[
d
dx
, f ]ψ =
d
dx
fψ − f d
dx
ψ = −
(
d
dx
f
)
ψ = −f ′ψ
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d’ou` ∥∥∥∥
[
d
dx
, f
]∥∥∥∥ = sup
ψ∈H
‖f ′ψ‖
‖ψ‖ = supψ∈H
(∫
R
|f ′(x)|2|ψ(x)|2dx∫
R
|ψ(x)|2dx
) 1
2
= sup
x∈R
|f ′(x)|.
En remplac¸ant R par une varie´te´ riemannienne a` spin M , C1(R) par A = C(M), L2(R) par H =
L2(M,S) et
d
dx par un ope´rateur D tel que (A,H,D) soit un triplet spectral au sens de la de´finition
2.8, (3.3) est identique a` (2.37). Cette de´finition de la distance ge´ode´sique, en apparence plus
complexe que la de´finition usuelle, est en fait plus pre´cise puisqu’elle se ge´ne´ralise imme´diatement
a` tout triplet spectral.15,12
De´finition 3.1. Soit (A,H,D) un triplet spectral. La distance d entre deux e´tats τ1 et τ2 est
d(τ1, τ2)
.
= sup
a∈A
{ |τ1(a)− τ2(a)| / ‖[D, a]‖ ≤ 1} . (3.4)
On ve´rifie imme´diatement que cette distance est positive, syme´trique et reflexive, et presque
imme´diatement qu’elle satisfait l’ine´galite´ triangulaire puisque
d(τ1, τ2) = sup
a∈A
{ |τ1(a)− τ2(a)| / ‖[D, a]‖ ≤ 1} ,
≤ sup
a∈A
{ |τ1(a)− τ3(a)|+ |τ3(a)− τ2(a)| / ‖[D, a]‖ ≤ 1} ,
≤ sup
a∈A
{ |τ1(a)− τ3(a)| / ‖[D, a]‖ ≤ 1}+ sup
a∈A
{ |τ1(a)− τ3(a)| / ‖[D, a]‖ ≤ 1} ,
≤ d(τ1, τ3) + d(τ3, τ2).
A noter que cette de´finition n’impose pas au triplet spectral d’eˆtre re´el, la seule condition
indispensable est que le commutateur [D, a] reste borne´ pour tout a. Dans le chapitre suivant, on
e´tudiera des exemples de distance associe´e a` des triplets re´els et a` d’autres non re´els. De meˆme A
n’est pas ne´cessairement une (pre´)-C∗-alge`bre. Cependant les proprie´te´s des C∗-alge`bres, et a` plus
forte raison celles des W ∗-alge`bres, permettent de mener bon nombre de calculs a` terme. De plus
c’est ce type d’alge`bre qui s’interpre`te comme fonction sur l’espace non commutatif, on s’inte´resse
donc dans la suite essentiellement aux triplets spectraux sur des C∗-alge`bres.
Dans le cas commutatif, soulignons que (2.37), qui fait intervenir l’alge`bre des fonctions con-
tinues, n’est pas la traduction exacte de (3.4) applique´e au triplet (2.35) construit sur l’alge`bre des
fonctions lisses. La formulation de (2.37) est emprunte´e a` [31] qui reprend [12] ou` cette formule est
donne´e avec pour alge`bre A l’alge`bre des fonctions borne´es mesurables sur M (dense dans C(M)).
Dans [14], la formule de la distance est donne´e directement pour A = C∞ (M).
Pour terminer cette section, citons un lemme qui ge´ne´ralise l’ide´e que la distance pour la droite
re´elle est ”re´alise´e” par une fonction positive de de´rive´e partout e´gale a` 1, (cf ref.[47] pour la
preuves)
Lemme 3.2. Si d(τ1, τ2) est finie alors d(τ1, τ2) = sup
a∈A+
{ |τ1(a)− τ2(a)| / ‖[D, a]‖ = 1},
ou` A+ de´signe l’ensemble des e´le´ments positifs de A (cf page 7).
II Distance ge´ode´sique pour une varie´te´ riemanienne
Le triplet spectral associe´ a` une varie´te´ riemannienne compacte a` spin avec une me´trique g est
donne´ par (2.35). D’ape`s la proposition 2.7, la partie connexion de spin de l’ope´rateur de Dirac
commute avec C∞ (M) si bien que pour tout f ∈ C∞ (M),
[D, f ] = −ic(df) = −i∂µfc(dxµ) = −i∂µfc(eµαdxα),
= −i∂µfeµαγa = −iγm∂µf,
= [−iγm∂µ, f ]
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ou` c est l’action de Clifford (2.20), eαµ les vielbein, γ
a les matrices de Dirac euclidiennes (2.19) et
γm
.
= eµαγa les matrices de Dirac riemanniennes (2.21) qui ve´rifient, graˆce a` (2.18),
γmγn + γnγm = 2gµνI
(conforme´ment au chapitre I, on utilise un indice grec pour la varie´te´ et un indice latin pour les
degre´s de liberte´ de spin; a,m, n se contractent avec α, µ, ν). Pour le calcul des distances, on peut
conside´rer que le triplet spectral d’une varie´te´ a` spin est
A = C∞(M), H = L2(M,S), D = −iγm∂µ = −i/∂. (3.5)
La dimension spectrale est la dimension de la varie´te´ qu’on prend e´gale a` 4. Le triplet spectral est
pair donc la chiralite´ (2.27) s’e´crit
Γ = c(γ) = (−i)2c(
4
Π
α=1
dxα) = −
4
Π
α=1
γa = −γ5
ou` γ est donne´e en (2.9) et γ5 de´signe traditionnellement le produit des matrices gamma euclidi-
ennes. Le produit scalaire de H est donne´ par (2.24) ou le couplage (.|.) de S a` valeur dans C(M)
est le produit scalaire euclidien des spineurs vus comme vecteurs colonnes dont les entre´es sont des
fonctions d’onde,
(ψ|φ) = ψ†φ
ou` ψ† de´signe le vecteur ligne complexe conjugue´ de ψ.
Comme e´nonce´ dans le the´ore`me 2.11, la distance non commutative (3.4)
d(x, y) = sup
f∈C(M)
{ |f(x)− f(y)| / ‖[D, f ]‖ ≤ 1} , (3.6)
coincide avec la distance ge´ode´sique L(x, y) entre les points x, y deM . C’est un re´sultat classique12
dont nous rappelons la preuve:
Par la de´finition (2.7) de l’involution dans Cl(M), (dxα)∗ = dxα si bien qu’en choisissant les
matrices de Dirac autoadjointes, on choisit en fait une action de Clifford autoadjointe,
(γa)† = γa = c(dxα) = c(dxα∗).
Ainsi la norme d’ope´rateur de [D, f ], pour une fonction f re´elle selon le lemme 3.2, s’e´crit
‖[D, f ]‖2 = ∥∥c(df)2∥∥ = sup
ψ∈H
∫
M (c(df)ψ|c(df)ψ)|νg |∫
M (ψ|ψ)|νg |
,
= sup
ψ∈H
∫
M ψ
†c(df∗)c(df)ψ|νg|∫
M ψ
†ψ|νg| ,
= sup
x∈M
{gµν(x)∂µf(x)∂νf(x)} = sup
x∈M
g(df, df) = ‖grad f‖2
ou` on utilise c(df∗)c(df) = ∂µf∂νfγ
mγn = gµν∂µf∂νfI ainsi que l’e´quation (2.4).
D’ou`
‖[D, f ]‖ = sup
x∈M
‖(grad f)(x)‖ .
Soit maintenant c :t ∈ [0, 1]→M une ge´ode´sique minimale entre x et y. On de´signe par un point
la de´rive´e totale par rapport au parame`tre t. Pour tout f ∈ C∞ (M)
f(x)− f(y) =
∫ 1
0
f˙(c(t)) dt =
∫ 1
0
∂µf(p) c˙µ(t)dt
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avec p
.
= c(t). Les fonctions c˙µ sont les composantes d’un champ de vecteur X ∈ X (M). On note
c˙ν les composantes de c˙
.
= X♭, si bien que
∂µf(p) c˙µ(t) = g
µν(p) ∂µf(p) c˙ν(t) = g(df(p), c˙(p)).
Par l’ine´galite´ de Cauchy-Schwarz,
|∂µf(p) c˙µ(t)| ≤ ‖df(p)‖ ‖c˙(t)‖ .
Si f atteint le supre´mum, ‖df(p)‖ = ‖(grad f)(p)‖ ≤ 1 en tout p et
d(x, y) = |f(x)− f(y)| ≤
∫ 1
0
‖c˙(t)‖ dt = L(x, y) .
Cette borne supe´rieure est atteinte par la fonction
L : q 7→ L(q, y). (3.7)
En effet, L(x)− L(y) = L(x, y) et
sup
q∈M
‖gradL(q)‖ ≤ 1 . (3.8)
Pour montrer cette dernie`re ine´galite´, choisissons q, q′ ∈M , de coordonne´es qµ, q′µ dans une carte
donne´e, ou` q′ est l’image de q par la transformation infinite´simale σ(ǫ), ǫ << 1, σ de´signant le
flot ge´ne´re´ par le champ de vecteurs gµν(∂νL)∂µ avec la condition initiale σ(0) = q. Alors, avec
dqµ
.
= q′µ − qµ,
qµ + dqµ = q′
µ
= σµ(ǫ) = σµ(0) + ǫ
dσµ
dt
(0) +O(ǫ2) = qµ + ǫ gµν(q)∂νL(q) +O(ǫ2) ,
c’est a` dire
dqµ = ǫ gµν(q)∂νL(q) +O(ǫ2) . (3.9)
Comme L(q′, y) est le plus court chemin de q′ a` y, L(q′, y) ≤ L(q′, q) + L(q, y). Ainsi
L(q + dq) ≤ L(q′, q) + L(q) . (3.10)
Par (3.9)
L(q′, q)
.
=
√
gλρ(q)dqλdqρ =
√
ǫ2gλρ(q)gλµ(q)∂µL(q) gρν(q)∂νL(q) = ǫ
√
gµν∂µL(q) ∂νL(q) .
Insere´ dans le membre de droite de (3.10) dont la partie gauche est de´veloppe´e par rapport a` ǫ,
cette e´quation donne
L(q) + ∂µL(q) dq
µ = L(q) + ǫ gµν(q)∂µL(q)∂νL(q) +O(ǫ2) ≤ ǫ
√
gµν∂µL(q) ∂νL(q) + L(q) +O(ǫ2),
qui est vraie quel que soit q, d’ou` (3.8) et finalement
d(x, y) = L(x, y).
A noter que L n’est pas lisse en y mais seulement continue31. Pour e´crire (3.6) en remplac¸ant
C(M) par C∞ (M), il faudrait exhiber une suite de fonctions lisses fn qui converge vers L et ve´rifie
‖[D, fn]‖ ≤ 1 pour tout n.
III. EXEMPLES D’ESPACES FINIS 31
III Exemples d’espaces finis
Les exemples les plus simples d’espaces non commutatifs sont associe´s a` des alge`bres de dimen-
sion finie. On peut re´soudre de manie`re syste´matique les contraintes impose´es par les axiomes de la
ge´ome´trie non commutative et e´tablir une classification comple`te des triplets spectraux finis39,51.
Pre´cisons encore une fois que la formule (3.4) de´finit une distance sur l’ensemble des e´tats d’une
alge`bre inde´pendamment des axiomes de la ge´ome´trie non commutative, aussi dans un premier
temps nous conside´rons des triplets spectraux (A,H,D) qui ne sont pas re´els. En dimension fini,
D et [D, a] pour tout a ∈ A sont borne´s. La seule contrainte qu’on impose a` l’ope´rateur de Dirac
est d’eˆtre autoadjoint. S’appuyant sur l’e´quivalence dans le cas commutatif entre caracte`res et e´tats
purs, on a choisi de ne conside´rer que les distances entre e´tats purs.
Espace des e´tats purs
Toute C∗-alge`bre A de dimension finie est isomorphe a` une somme directe finie d’alge`bres de
matrices28 a` entre´es complexes si A est une alge`bre complexe, a` entre´es re´elles, complexes ou
quaternioniques si A est une alge`bre re´elle. On se limite aux alge`bres complexes de sorte que
A =
N⊕
k=1
Ak (3.11)
ou` k,N ∈ N, Ak = C ou Mn(C). On rappelle que l’ensemble P(A) des e´tats purs de A jouent le
roˆle de ”points” pour l’espace noncommutatif. On montre alors47
Lemme 3.3. Soient A1, A2 deux C∗-alge`bres, alors P(A1 ⊕A2) = P(A1) ∪ P(A2).
Ce lemme applique´ re´cursivement sur A donne
P(A) =
N⋃
k=1
P(Ak), (3.12)
si bien que pour connaitre P(A) il suffit de connaitre les e´tats purs de C et Mn(C).
L’e´tat pur de C n’est autre que l’identie´ et on montre que tout e´tat pur de Mn(C) est associe´
a` un vecteur complexe, de dimension n et de norme 1. Deux tels vecteurs de´finissent le meˆme e´tat
si et seulement si ils sont e´gaux a` une phase pre`s. Autrement dit
P(Mn(C)) = CPn−1
ou` CPn−1 de´signe l’espace projectif complexe de dimension n − 1 (espace des vecteurs complexes
de dimension n e´gaux a` une phase pre`s).
Les espaces finis apparaissent comme des espaces de N points (N de´signe dans (3.11) le nombre
de composantes de A) muni chacun d’une fibre identique a` P(Ak). Lorsque N = 1 on parle
d’espace a` un point. Le cas A = C est sans inte´ret. L’exemple le plus simple est Mn(C) repre´sente´
de manie`re irre´ductible sur Cn.
L’exemple de M2(C)
Pour n = 2, l’espace des e´tats purs CP 1 est isomorphe a` la sphe`re S2. Un isomorphisme explicite
est donne´ par la projection de Hopf qui a` tout vecteur complexe ξ de dimension deux norme´ a` une
phase pre`s associe le point pξ de S
2 - vue comme une surface dans R3 - de coordonne´es carte´siennes
xξ
.
= 2Re(ξ1ξ¯2), yξ
.
= 2Im(ξ1ξ¯2) et zξ
.
= |ξ1|2 − |ξ2|2. (3.13)
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On dira que deux e´tats ξ, ζ sont de meˆme altitude quand zξ = zζ . On suppose que les deux valeurs
propres D1, D2 de l’ope´rateur de Dirac sont distinctes (sinon D est proportionnel a` l’identite´ et les
distances sont toutes infinies), les distances sont alors aise´ment calculables34
Proposition 3.4. La distance entre deux e´tats purs ξ, ζ est finie si et seulement si ils sont de
meˆme altitude. Alors la distance non commutative est la distance euclidienne sur le cercle a` un
facteur multiplicatif pre`s
d(ξ, ζ) =
2
|D1 −D2|
√
(xξ − xζ)2 + (yξ − yζ)2.
Espace a` deux points
Pour N = 2 l’espace le plus simple correspond a` l’alge`bre A =Mn(C)⊕ C represente´e par une
matrice diagonale par bloc sur H = Cn ⊕ C
a =
(
x 0
0 y
)
, (3.14)
avec x ∈ Mn(C) et y ∈ C. En prenant pour ope´rateur de Dirac une matrice D autoadjointe
quelconque, les calculs sont ardus. En revanche, la prise en compte des axiomes de la ge´ome´trie
non commutative, en restreignant le choix de l’ope´rateur de Dirac, permet de mener les calculs a`
terme.
Trois des axiomes, relatifs a` l’analyse fonctionnelle, sont syste´matiquement ve´rifie´s par les
triplets spectraux finis34. La dualite´ de Poincare´ est discute´e de manie`re ge´ne´rale pour les triplets
finis dans ref.[34]. Restent la re´alite´, la condition d’ordre un et l’orientabilite´. Noter que pour
une alge`bre de dimension finie, la dimension spectrale est nulle. Il faut donc montrer qu’il ex-
iste (re´alite´) un ope´rateur antiline´aire J = J∗ = J−1 de H dans lui-meˆme tel que J2 = I,
[a, JbJ−1] = [J,Γ] = [J,D] = 0. Tout e´le´ment de C0(A,A ⊗ A◦) est un cycle. Les ge´ne´rateurs
de Z0(A,A ⊗ A◦) sont les e´le´ments de A ⊗ A◦. Il doit donc exister ai, bi dans A tels que (ori-
entabilite´) la graduation s’e´crive Γ = aiJbiJ
−1. Enfin l’ope´rateur de Dirac satisfait (condition du
premie`re ordre) [[D, a], JbJ−1] = 0. Rappelons que par de´finition la graduation commute avec A
et anticommute avec D.
Si H = Cn+1, J apparait comme une matrice unitaire compose´e avec la conjugaison complexe,
J = U ◦ c. La relation de commutation [a, JbJ−1] = 0 s’e´crit [a, Ub¯U∗] = 0 ce qui ne peut eˆtre
vrai pour tout a et b puisque l’alge`bre n’est pas commutative. En revanche si A est repre´sente´e sur
H =Mn+1(C) par simple multiplication matricielle, alors un J possible est l’ope´rateur d’involution
puisque J2 = I,
[a, JbJ−1]ψ = aJbJ−1ψ − JbJ−1aψ = aJbψ∗ − Jbψ∗a∗ = aψb∗ − aψb∗ = 0
et on ve´rifie, pour n’importe quel ope´rateur de Dirac,
[[D, a], JbJ−1]ψ = [D, a]ψb∗ − [D, a]ψb∗ = 0.
Pour que [D,J ] = 0, on peut prendre
Dψ = ∆ψ + ψ∆
ou` ∆ = ∆∗ ∈Mn+1(C). En effet [D,J ]ψ = Dψ∗ − JDψ = ∆ψ∗ + ψ∗∆− J(∆ψ + ψ∆) = 0.
Concernant la graduation, le choix le plus simple est de prendre bi = a
i = 0 sauf b1 = a
2 = I et
a1 = b2 = K ou`
K
.
=
(
In 0
0 −1
)
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n’est autre que la graduation de Cn+1. Ainsi Γψ = Kψ + ψK et [Γ, J ] = 0. Comme K commute
avec tout a ∈ A, on ve´rifie que
[Γ, a]ψ = Γaψ − aΓψ = Kaψ + aψK − aKψ − aψK = 0.
Enfin,
(DΓ + ΓD)ψ = D(Kψ + ψK) + Γ(∆ψ + ψ∆) = (∆K +K∆)ψ + ψ(∆K +K∆)
est nul pour tout ψ si et seulement si (∆K + K∆) = 0. ∆ s’e´crit donc, selon la graduation de
C
n+1,
∆ =
(
0n m
m∗ 0
)
ou` m un vecteur non nul de Cn.
A priori, repre´senter l’alge`bre surMn+1(C) ne facilite pas le calcul de la norme du commutateur
[D, a]. Cependant la norme d’ope´rateur sur Mn+1(C) est e´gale
49 a` la norme d’ope´rateur sur Cn+1
si bien que, pour le calcul des distances, tout ce passe comme si on travaillait avec le triplet spectral
(A,H = Cn+1,∆) au lieu de (A,Mn+1(C),D). Les distances sont alors facilement calculables.34
Proposition 3.5. Si ξ, ζ sont tels que ξj = e
iθζj pour tout j ∈ [2, n],
d(ξ, ζ) =
2
‖m‖
√
1− |〈ξ, ζ〉|2.
Par ailleurs wc est a` distance infinie de tous les e´tats purs, excepte´ l’e´tat correspondant au vecteur
e1 =
(
1
0
)
et
d(ωc, ωe1) =
1
‖m‖ .
Appliquons ces re´sultats a` M2(C)⊕C. L’espace des e´tats purs est l’union disjointe de la sphe`re
S2 et du point ωc. Le point isole´, infiniment distant de tous les autres, correspond au vecteur
(
0
1
)
qui, par la fibration de Hopf, est envoye´ sur le poˆle sud (0, 0,−1) de la sphe`re. Le point correspon-
dant a` e1 est le poˆle nord, et c’est le seul point qui se trouve a` distance finie de ωc. On montre
que les conditions sur la finitude des autres distances sont identiques a` celles du cas a` 1 point et
on retrouve que la distance sur des plans de meˆme altitude est, a` une constante pre`s, la distance
euclidienne du cercle.
A noter que l’ajout du point ωc donne une orientation a` la sphe`re S
2: dans l’espace a` un point
rien ne permet de distinguer les deux points isole´s, tandis que dans l’espace a` deux points le poˆle
sud est par de´finition l’unique point isole´.
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Chapter 4
Le mode`le standard
I Fluctuation de la me´trique et transformation de jauge
Transformation de jauge
Soit ψ le champ repre´sentant un fermion de charge e. Le Lagrangien libre conduisant a` l’e´quation
de Dirac
(iγµ∂µ +m)ψ = 0
est
L = ψ¯(iγµ∂µ +m)ψ (4.1)
ou` ψ¯ de´signe le conjugue´ complexe de ψ. Ce lagrangien est invariant sous la transformation de
jauge globale
ψ → e−ieαψ ψ¯ → eieαψ¯
ou` α est un nombre re´el. Pour obtenir un lagrangien invariant sous une transformation de jauge
locale, c’est dire telle que le coefficient α = α(x) depende du point x de l’espace M conside´re´,
ψ → e−ieα(x)ψ ψ¯ → eieα(x)ψ¯
il convient d’ajouter au lagrangien libre un terme de couplage au potentiel vecteur Aµ. On ve´rifie
de la sorte que
L = ψ¯(iγµ(∂µ − ieAµ) +m)ψ (4.2)
est bien invariant de jauge locale pour peu que le potentiel vecteur se transforme selon
Aµ → Aµ − ∂µα(x).
Le groupe de jauge est ici le groupe U(1) car eiα(x) ∈ U(1) en tout point x. Cette construction se
ge´ne´ralise a` un groupe de Lie G quelconque, de ge´ne´rateurs Ta, en e´crivant que le langrangien (4.2)
est invariant sous la transformation de jauge locale
ψ → g(x)ψ ψ¯ → ψ¯g−1(x)
ou` g(x) = eθ
a(x)Ta ∈ G et θa sont des fonctions re´elles, de`s lors que le potentiel de jauge
Aµ(x) = A
a
µ(x)Ta
ou` Aaµ sont des fonctions re´elles, se transforme selon
Aµ → gAµg−1 + g∂µg−1.
Ge´ome´triquement, le potentiel de jauge Aµ s’interpre`te comme la forme locale d’une connexion sur
le fibre´ vectoriel, de base M , associe´ a` G.
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Connexion hermitienne
Les the´ories de jauge, du type Yang-Mills, sont construites sur un fibre´ vectoriel ou` les fibres
sont le support d’une repre´sentation du groupe de jauge de l’interaction. De la meˆme manie`re qu’a`
un espace compact X est associe´e l’alge`bre C(X) de ses fonctions continues, a` tout fibre´ vectoriel
E → X est associe´ le module de ses sections continues Γ(E) de´fini en (2.1). C’est un module
sur C(X) qui est fini et projectif [31, Prop. 2.9]. La de´finition d’un module projectif fini est
donne´e dans la section I.II.4 (e´nonce´ de la condition de finitude); de toutes ses proprie´te´s nous
retiendrons celle-ci: tout module projectif fini sur C(X) est le module des sections continues d’un
fibre´ vectoriel sur X. Ce the´ore`me, du a` Serre et Swan, est le pendant pour les fibre´s vectoriels du
the´ore`me de Gelfand. Comme pour le couple espace compact/C∗-alge`bre commutative, on montre
que la cate´gorie des fibre´s vectoriels sur un espace compact X est e´quivalente a` la cate´gorie des
modules projectifs sur C(X). Ainsi un module projectif fini sur l’alge`bre A d’un triplet spectral
re´el (A,H,D,Γ, J) est un bon candidat pour jouer le roˆle de fibre´ vectoriel pour la ge´ome´trie en
question, et servir de support a` la formulation non commutative d’une the´orie de jauge.
Dans une the´orie de jauge, le potentiel de jauge - le quadrivecteur potentiel pour l’e´lectroma-
gne´tisme par exemple - est la forme locale d’une connexion, une transformation de jauge correspon-
dant a` un changement de connexion. En ge´ome´trie non commutative, la connexion14 est de´finie par
analogie avec la formule (2.12). Au lieu d’une varie´te´ M , on se donne un triplet spectral (A,H,D).
Γ∞(E) est remplace´ par un A-module projectif fini E . La proposition 2.7 sugge`re que les 1-formes
de la ge´ome´trie (A,H,D) soient ge´ne´re´es par des e´le´ments du type [D, a]. L’ensemble Ω1(M) des
sections de T ∗M est un C(M)-module. On demande donc que l’ensemble Ω1D des 1-formes de la
ge´ome´trie (A,H,D) soit un A-module. Autrement dit
Ω1D
.
=
{
ai[D, bi] , a
i, bi ∈ A
}
. (4.3)
De´finition 4.1. Soit (A,H,D) un triplet spectral. Une connexion sur un A-module projectif fini
E est une application A-line´aire ▽ : E 7→ E ⊗A Ω1D satisfaisant la re`gle de Leibniz
▽(sa) = (▽s)a+ s⊗ [D, a]
pour tout a ∈ A, s ∈ E.
Lorsque qu’un fibre´ vectoriel E → X est muni d’un produit scalaire fibre a` fibre, le module
Γ(E) he´rite d’une structure hermitienne a` valeur dans C(X):
(σ1|σ2)(x) = 〈σ1(x), σ2(x)〉.
Adapte´e a` un module (par convention a` droite) sur une C∗-alge`bre A quelconque, la structure
hermitienne de´fini un C∗-module.
De´finition 4.2. Un C∗-module sur une C∗-alge`bre A est un espace vectoriel E qui est aussi un
A-module (pas force´ment projectif fini) muni d’un couplage E × E → A tel que
(r|s+ t) = (r|s) + (r|t),
(r|sa) = (r|s)a,
(r|s) = (s|r)∗,
(s|s) 〉 0 pour s 6= 0
ou` r, s, t ∈ E et a ∈ A, tel que E soit complet pour la norme
‖s‖ .=
√
‖(s|s)‖.
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Les modules plein de la de´finition 2.3 de l’e´quivalence de Morita sont des C∗-modules.
Quand un A-module projectif fini E est aussi un C∗-module - A est une C∗-alge`bre - se pose
la question de la compatibilite´ de la connexion avec la structure hermitienne. L’e´quivalent non
commutatif de la connexion de Levi-Civita est une connection hermitienne, ie. une connexion
satisfaisant la version non commutative de (2.15), a` savoir
(s|▽r)− (▽s|r) = [D, (s|r)]. (4.4)
Pre´cisons que si ▽s = si ⊗̟i, si ∈ E , ̟i ∈ Ω1D, alors
(▽s|r) .= ̟i∗(si|r) et (r|▽s) .= (r|si)̟i.
La diffe´rence d’un signe − entre (2.15) et (4.4) provient de la de´finition da .= [D, a], puisqu’alors
d(a∗) = −(da)∗. Un the´ore`me fondamental de la ge´ome´trie riemannienne indique que pour toute
varie´te´ (pseudo)-riemannienne, il existe une unique connexion compatible avec la me´trique et de
torsion nulle. Pour les C∗-modules projectifs fini, on un the´ore`me du meˆme ordre, qui repose sur
le fait que tout module projectif fini sur A est de la forme
E = eAN (4.5)
ou` AN de´signe le A-module des vecteurs colonnes de dimension N a` entre´e dans A, et e = e2 ∈
MN (A). Tout e´le´ment s d’un A-module projectif fini est un A-vecteur colonne et, puisque Ω1D est
un A-module, ▽s ∈ E ⊗A Ω1D est un vecteur a` entre´e dans Ω1D. On note ξ ∈ AN le vecteur de
composante ξj ∈ A tel que s = eξ, et dξ le vecteur de composante [D, ξi] ∈ Ω1D. On montre alors
que l’ensemble des connexions hermitiennes est un espace affine.
Proposition 4.3. Soit E ≃ eAN un C∗-module projectif fini. La structure hermitienne de E
est induite par la structure hermitienne canonique de AN . Sur ce module, toutes les connexions
hermitiennes sont donne´es par
▽(eξ) = d(eξ) + eAeξ
ou` A ∈MN (Ω1D) est une matrice hermitienne.
Toute endomorphisme inversible α de E de´finit un endomorphisme de l’espace des connexions
▽ 7→ (α⊗ I)▽α−1. (4.6)
On peut choisir de faire agir un endomorphisme de E sur l’espace des connexions autrement, mais
l’action (4.6) permet de caracte´riser facilement un certain type d’endomorphisme qui pre´serve
l’hermicite´. Un endomorphisme A-line´aire α de E posse`de un adjoint s’il existe un endomorphisme
α∗ tel que
(r|αs) = (α∗r|s)
pour tout r, s ∈ E . On note EndA(E) l’alge`bre des endomorphismes avec adjoint (c’est une C∗-
alge`bre pour la norme d’ope´rateur [31,Th. 3.1]. Un tel endomorphisme est unitaire s’il pre´serve la
structure hermitienne
(αr|αs) = ( r|s),
c’est a` dire si α∗α = αα∗ = IE (l’endomorphisme identite´). Le groupe des endomorphismes unitaire
est note´ U(E). On montre alors12 que si ▽ est une connexion hermitienne sur E et u ∈ U(E), alors
(u⊗ I)▽u∗ est une connexion hermitienne. D’ou` la de´finition d’une transformation de jauge.
De´finition 4.4. L’action de U(E) sur les connexions hermitiennes est appele´e transformation de
jauge.
La matrice A de la proposition 4.3 est l’e´quivalent non commutatif du potentiel de jauge.
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Ope´rateur de Dirac covariant
Etant donne´s une ge´ome´trie (A,H,D, J,Γ) et un A-module projectif fini E , on peut construire
des connexions sur E . L’interpre´tation ge´ome´trique de ces connexions, c’est a` dire leur influence
sur la ge´ome´trie (A,H,D), passe par la construction d’un nouveau triplet spectral.
Tout e´le´ment s d’un A-module projectif fini est un A-vecteur colonne. On note s¯ le A-vecteur
ligne correspondant. L’ensemble des s¯ pour s ∈ E est un A-module projectif a` gauche, note´ E¯ , ou`
l’action de A est
as¯
.
= sa∗.
Proposition 4.5. Soit (A,H,D,Γ) un triplet spectral re´el de dimension n et ▽ une connexion
hermitienne sur un A-module projectif finie E. Soit
A˜ .= EndA(E),
H˜ .= E ⊗A H⊗A E¯
et l’ope´rateur D˜ agissant sur H˜ par
D˜(s⊗ ψ ⊗ r¯) .= (▽s)ψ ⊗ r¯ + s⊗Dψ ⊗ r¯ + s⊗ ψ▽r.
Alors (A˜, H˜, D˜, J˜ , Γ˜) avec
J˜(s⊗ ψ ⊗ r¯) .= r ⊗ Jψ ⊗ s¯,
Γ˜(s⊗ ψ ⊗ r¯) .= s⊗ Γψ ⊗ r¯
est un triplet spectral re´el de dimension n.
L’action de ▽s = si⊗̟i sur H est de´fini en voyant ̟i comme un ope´rateur sur H via la de´finition
(4.3) de Ω1D
(▽s)ψ = si ⊗̟iψ.
De meˆme on de´finit ψ▽s = ψsi ⊗̟i .= J̟iJ−1ψ ⊗ s¯i.
Quand A˜ 6= A les deux ge´ome´tries sont difficilement comparables puisqu’elles ne reposent pas
sur le meˆme espace des e´tats. En revanche, si on choisit le A-module trivial E = A¯ = A, on obtient
A˜ = A, H˜ = H et D˜ = D +A+ JAJ−1.
De´finition 4.6. L’ope´rateur DA
.
= D +A+ JAJ−1 est appele´ ope´rateur de Dirac covariant.
L’emploi du terme covariant se justifie en remarquant que l’action d’un unitaire u ∈ U(A), par la
modification de la connexion, induit une transformation de DA en
DA′ = D +A
′ + JA′J−1,
ou` A′
.
= uAu∗ + u[D,u∗]. Autrement dit sous une transformation de jauge, A se transforme selon
A 7→ uAu∗ + u[D,u∗].
qui est bien la loi de transformation du potentiel vecteur en e´lectromagne´tisme
A 7→ uAu−1 + udu−1.
Comme a priori [DA, a] 6= [D, a] pour un a quelconque de A, le remplacement deD parDA, c’est
a` dire le passage d’une the´orie a` connexion nulle a` une the´orie covariante, induit une perturbation
de la me´trique appele´e fluctuation interne de la me´trique. En particulier, si la courbure associe´e a` la
de´finition non commutative de la connexion est non nulle, alors on peut de manie`re image´e voir les
fluctuations internes de la me´trique comme te´moignage de la ”courbure de la non commutatitivite´”,
sans e´quivalent commutatif puisqu’en ce cas A est nul.
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II Produit de ge´ome´tries
Produit de triplets spectraux
Le produit tensoriel d’un triplet spectral re´el pair TI = (AI ,HI ,DI , πI) muni d’une chiralite´
ΓI , par le triplet spectral re´el TE = (AE,HE ,DE , πE) est le triplet spectral TI ⊗ TE .= (A′,H′,D′)
de´fini par
A′ .= AI ⊗AE, H′ .= HI ⊗HE, D′ .= DI ⊗ IE + ΓI ⊗DE .
La repre´sentation est π′
.
= πI ⊗πE (dans ce chapitre nous n’utiliserons ni la chiralite´ ni la structure
re´elle du triplet produit mais toutes deux sont de´finies, cf [70]). Dans la mesure ou` les triplets
spectraux ne forment pas un espace vectoriel, la notation TI⊗TE est essentiellement une convention.
Ce produit est commutatif car lorsque TE est pair et muni d’une chiralite´ ΓE , alors le triplet spectral
TE ⊗ TI .= (A,H,D) est e´galement de´fini (il suffit de permuter les facteurs)
A .= AE ⊗AI , H .= HE ⊗HI , D .= DE ⊗ II + ΓE ⊗DI , (4.7)
π = πE ⊗ πI et il est e´quivalent a` TI ⊗ TE via l’ope´rateur unitaire
U
.
=
II + ΓI
2
⊗ IE + II − ΓI
2
⊗ ΓE .
En physique ce produit tensoriel est utilise´ pour de´crire un espace continu dont chaque point est
muni d’une fibre discre`te. Dans le mode`le standard l’espace interne TI est choisie de manie`re a` ce
que le groupe des unitaires de AI , modulo le rele`vement aux spineurs66,44, soit le groupe de jauge
des interactions. AI est une alge`bre de matrices, HI est l’espace des fermions et l’ope´rateur de
Dirac interne a pour coefficients les masses des fermions, e´ventuellement ponde´re´es par la matrice
unitaire de Cabibbo-Kobayashi-Maskawa.
1-forme dans un produit de ge´ome´tries
Dans un produit de ge´ome´tries, Les 1-formes sont donne´es par37,65
Ω1 = Ω1E ⊗ Ω0I + χEΩ0E ⊗ Ω1I ,
ou` Ω0E = AE est l’ensemble des 0-formes de AE, les autres termes e´tant de´finis de manie`re analogue.
Quand TE est le triplet spectral d’une varie´te´,
Ω1E ∋ f j[−i/∂, gjIE ] = −if j(γm∂µgj) = −iγmfµ ,
ou´ f j, gj , fµ
.
= f j∂µgj ∈ C∞ (M). Une 1-forme du triplet total est
Ω1 ∋ −iγmf iµ ⊗ ai − γ5hj ⊗mj
ou` ai ∈ AI , hj ∈ C∞ (M), mj ∈ Ω1I . Un potentiel vecteur est donne´ par
A = −iγm ⊗Aµ − γ5 ⊗H (4.8)
avec Aµ
.
= f iµai un champ de vecteur (sur M) a` valeur dans les e´le´ments anti-adjoints de AI et
H
.
= hjmj un champs scalaire a` valeur dans Ω
1
I . Pour une alge`bre de matrices (ou une somme
directe d’alge`bres de matrices), les e´le´ments anti-adjoints forment l’alge`bre de Lie du groupe des
unitaires. Ce groupe de Lie repre´sente le groupe de jauge de la the´orie, donc Aµ est un potentiel de
jauge. Dans [14] une formule est donne´e pour les fluctuations de la me´trique dues a` Aµ. Ici nous
nous inte´ressons aux fluctuations provenant uniquement du champ scalaire H, et on suppose que
Aµ = 0. On calcule alors que
[DA, a] = [D − γ5 ⊗H, a]. (4.9)
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Dore´navant on e´crit DA
.
= D− γ5 ⊗H. Pour ne pas alourdir les notations, on de´signe toujours
par d la distance associate´e au triplet (A,H,DA). Selon (4.7), une fluctuation scalaire substitue
DH
.
= DI +H
a` DI . La diffe´rence essentielle est que maintenant l’ope´rateur de Dirac DH de´pend de x, de sorte
que tout point de M de´finit un triplet spectral interne
T xI
.
= (AI ,HI ,DH(x)) .
III Le mode`le standard.
Le triplet spectral du mode`le standard (cf. [12,14,10] et [5] pour le calcul de´taille´ de la masse
du boson de Higgs) est le produit du triplet spectral re´el (2.35), note´ ici TE, par une ge´ome´trie
interne ou` l’alge`bre
AI = H⊕C⊕M3(C)
(H de´signe l’alge`bre des quaternions) est represente´e sur
HI = C90 = HP ⊕HA = HPL ⊕HPR ⊕HAL ⊕HAR .
La base de HPL = C24 est donne´e par les fermions gauches(
u
d
)
L
,
(
c
s
)
L
,
(
t
b
)
L
,
(
νe
e
)
L
,
(
νµ
µ
)
L
,
(
µτ
τ
)
L
,
et la base de HPR = C21 est forme´e des fermions droits uR, dr, cR, sR, tR, bR et eR, µR, τR (le
mode`le a e´te´ construit du temps ou` les neutrinos n’avaient pas de masse). L’indice de couleur des
quarks est omis. HAR et HAL correspondent aux antiparticules. (a ∈ H, b ∈ C, c ∈ M3(C)) est
repre´sente´ par
πI(a, b, c)
.
= πP (a, b) ⊕ πA(b, c) .= πPL (a)⊕ πPR(b)⊕ πAL (b, c)⊕ πAR(b, c)
ou`, en e´crivant B
.
=
(
b 0
0 b¯
)
∈ H et N le nombre de ge´ne´rations de fermions,
πPL (a)
.
= a⊗ IN ⊗ I3 ⊕ a⊗ IN , πPR(b) .= B ⊗ IN ⊗ I3 ⊕ b¯⊗ IN ,
πAL (b, c)
.
= I2 ⊗ IN ⊗ c ⊕ b¯I2 ⊗ IN , πAR(b, c) .= I2 ⊗ IN ⊗ c ⊕ b¯In .
On de´finit une structure re´elle
JI =
(
0 I15N
I15N 0
)
◦ C
et un ope´rateur de Dirac interne
DI
.
=
(
DP 0
0 D¯P
)
=
(
DP 0
0 0
)
+ JI
(
DP 0
0 0
)
J−1I
dont les entre´es sont les matrices 15N × 15N
DP
.
=
(
0 M
M∗ 0
)
,
ou` M est la matrice 8N × 7N
M
.
=
(
(e11 ⊗Mu + e22 ⊗Md)⊗ I3 0
0 e2 ⊗Me
)
. (4.10)
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Ici, {eij} et {ei} de´signent les bases canoniques de M2 (C) et C2 respectivement. Mu, Md, Me sont
les matrices de masse
Mu =

 mu 0 00 mc 0
0 0 mt

 , Md = CKM

 md 0 00 ms 0
0 0 mb

 , Me =

 me 0 00 mµ 0
0 0 mτ


dont les coefficients sont les masses des fermions e´le´mentaires, e´ventuellement ponde´re´es par la
matrice unitaire de Cabibbo-Kobayashi-Maskawa. La chiralite´, dernier e´le´ment du triplet spectral
re´el, est
ΓI = (−I8N )⊕ I7N ⊕ (−I8N )⊕ I7N .
La ge´ome´trie non commutative donne une interpre´tation du champ de Higgs comme 1-forme
de la ge´ome´trie interne. Par fluctuation scalaire, les 1-formes sont e´troitement lie´es a` la me´trique
et le champ de Higgs s’interpre`te en effet comme coefficient d’une me´trique.
Le calcul suivant est mene´ en jauge nulle Aµ = 0.
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Proposition 4.7. La partie finie de la ge´ome´trie du mode`le standard avec fluctuation interne
scalaire de la me´trique en jauge nulle est un mode`le a` deux couches indexe´es par les e´tats de C
et H. Chacune des couches est une copie de la varie´te´ riemannienne a` spin initiale M , munie de
sa me´trique. La distance entre les couches est identique a` la distance ge´ode´sique dans la varie´te´
M × [0, 1] de dimension 4+1, ou` les deux copies de M correspondent aux valeurs 0 et 1 de la
dimension supple´mentaire. La composante supple´mentaire de la me´trique, correspondant a` cette
dimension supple´mentaire, est
gtt(x) =
(|1 + h1(x)|2 + |h2(x)|2)m2t
ou`
(
h1
h2
)
est le doublet de Higgs et mt la masse du quark top.
A noter que quoique la distance soit identique a` celle d’une varie´te´ de dimension 4+ 1, il s’agit
uniquement d’une analogie. Il n’y a pas de ”points” entre les deux copies de M . C’est pre´cise´ment
un grand inte´ret de la ge´ome´trie non commutative: de´crire un espace forme´ de deux composantes
disconnexes et pourtant a` distance finie l’une de l’autre. L’espace interne se comporte comme une
dimension supple´mentaire du point de vue de la me´trique, mais topologiquement il s’agit d’une
dimension supple´mentaire discre`te.
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Chapter 5
Neutrinos massifs
Le mode`le pre´ce´dent a e´te´ construit pour des neutrinos de masse nulle. Dans ce chapitre nous
allons e´tudier une manie`re simple d’introduire des neutrinos massifs. On obtient ainsi une contrainte
sur le nombre et la nature des neutrinos massifs. Noter que cette manie`re est la modification la
plus simple a` apporter au mode`le pour introduire des neutrinos massifs,mais elle n’est pas la seule
possibilite´. En particulier les contraintes qui seront mises en e´vidence, si elles se re´ve´laient fausses
expe´rimentalement, ne signifierait pas que tout le mode`le est faux, mais plus simplement qu’il
s’agit de le modifier de manie`re moins e´le´mentaires que celles que nous proposons maintenant. Une
approche plus syste´matique de la question des neutrinos massifs en ge´ome´trie non commutative
peut eˆtre trouve´e dans [30,63]
I Modification du triplet spectral
Donner une masse aux neutrinos signifie que ces derniers, qui n’existaient qu’avec la chiralite´
gauche, existe aussi avec la chiralite´ droites. Le nombres de particules e´le´mentaires augmentent,
ce qui, dans notre mode`le, signifie que la dimension de l’espace de Hilbert sur lequel est repre´sente´
l’alge`bre interne augmente elle aussi. Supposons donc qu’on rajoute α ≤ 3 neutrinos droits.
L’espace de repre´sentation des particules droites devient
HPR →HPR +Hα
et a` la repre´sentation des particules droites il convient d’ajouter la repre´sentation des nouveaux
neutrinos
ΠPR(a, b, c)→ ΠPR(a, b, c) ⊕Πα(a, b, c).
Des modifications similaires sont apporte´s a` la partie antiparticule de la repre´sentation, et il convient
enfin d’ajouter a` l’ope´rateur de Dirac internes des coefficients correspondants aux 2×α dimensions
supple´mentaires. Enfin il faut ve´rifier que ces modifications soient compatibles avec les axiomes de
la ge´ome´trie non commutative.
Avant d’examiner les contraintes apporte´s par les axiomes sur les modifications possibles pour
incorporer les neutrinos massifs, remarquons qu’en faisant l’hypothe`se de neutrinos droits ste´riles,
alors leur repre´sentation doit eˆtre invariantes par transformation de jauge. Autrment dit pour tout
unitaire U ∈ AI , on demande que
UΠα(a, b, c)U∗ = Πα(a, b, c)
quels que soit a ∈ H, b ∈ C et c ∈ M3(C). Ceci impose que Πα(a, b, c) soit une matrice diagonale,
c’est a` dire que seule l’alge`bre C soit repre´sente´e
Πα(a, b, c) = Πα(b) = diag(b, b¯).
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II Dualite´ de Poincare´
Pour des alge`bres de matrices, la formule (2.34) prend une forme simple39 La matrice d’intersection
pour le triplet spectral du mode`le standard sans neutrinos massifs s’e´crit
∩([pi], [pj ]) = Tr (ΓIπI(pi)JπI(pj))J−1) .= ∩ij (5.1)
ou` les pi ∈ AI , i = C,H,M3(C), sont donne´s par
pH =
(
1 0
0 1
)
, pM3 =

 1 0 00 0 0
0 0 0

 , pC = 1,
de sorte que
∩ = 6

 1 −1 1−1 0 −1
1 −1 0

 (5.2)
dont le de´terminant est non nul. Ainsi la dualite´ de Poincare´ est bien satisfaite pour la ge´ome´trie
du mode`le standard. La modification de la repre´sentation pour des neutrinos ste´riles n’affecte que
l’alge`bre C et la matrice d’intersection devient
∩ = 6


6 +
α
Σ
i=1
ǫi −6 6
−6 0 −6
6 −6 0

 (5.3)
ou` ǫi = 2 pour un neutrino distinct de son antiparticule, ǫi = 1 pour un neutrino identique a` sa
propre antiparticule. Le de´terminant de la matrice d’intersection
det ∩ = 36(6 −
α
Σ
i=1
ǫi)
est nul si et seulement si α = 3 et ǫ1 = ǫ2 = ǫ3 = 2. Autrement dit, pour que la dualite´ de Poincare´
soit satisfaite, il est ne´cessaire qu’au moins un neutrino soit de masse nulle, ou bien que l’un d’entre
eux au moins soit sa propre antiparticule.
Cependant, les masses des neutrinos doivent eˆtre incorpore´es a` l’ope´rateur de Dirac. Dans la
base de C
90+
α
Σ
i=1
ǫi
labelle´e par les particules et les antiparticules, la masse apparait a` la particuleie`me
ligne, antiparticuleie`me colonne. Pour un neutrino identique a` son antiparticule, un coefficient
apparait donc sur la diagonale de l’ope´rateur de Dirac. Mais alors il est impossible de modifier
la chiralite´ de sorte qu’elle commute avec Πα(b) = diag(b, b¯) et anticommute avec l’ope´rateur de
Dirac. Autrement on ne peut incorporer que des neutrinons distincts de leur antiparticules, et l’un
d’entre eux doit eˆtre de masse nulle.
Dans ce cas, la dualite´ de Poincare´ est bien satisfaite, et on montre que les autres e´le´ments du
triplet spectral peuvent eˆtre adapte´s de manie`re a` satisfaire tous les axiomes.
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