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Dedicated to Professor M. Fukushima on the occasion of his seventieth birthday.
Abstract
It is proved that generalized excursion measures can be constructed via time
change of Itoˆ’s Brownian excursion measure. A tightness-like condition on strings
is introduced to prove a convergence theorem of generalized excursion measures.
The convergence theorem is applied to obtain a conditional limit theorem, a kind
of invariance principle where the limit is the Bessel meander.
1 Introduction
Stone [19] has proved various limit theorems for Markov processes via time change of
Brownian motion. The condition assumed is the pointwise convergence of strings. Re-
cently Kotani [13] and Kasahara–Watanabe [12] have posed a tightness-like condition to
study the scaling limit of the fluctuation of various degenerate limits. The second au-
thor [23] has studied this problem from the viewpoint of generalized excursion measures
through a spectral theoretic approach.
In the present paper we construct generalized excursion measures via time change
of Itoˆ’s Brownian excursion measure. We introduce a weaker tightness-like condition
than Kotani and Kasahara–Watanabe’s and prove a convergence theorem for generalized
excursion measures. We apply the convergence theorem to generalize the conditional limit
theorem obtained by Li–Shiga–Tomisaki [14].
(a) For a string m, we construct the generalized excursion measure nm for the Lm-
diffusion process, where Lm = ddm ddx . Let nBE denote Itoˆ’s Brownian excursion measure
and let ℓ(t, x) denote the local time at x ∈ (0,∞) of the excursion path (e(t) : t ≥ 0)
under nBE. Define Am(t) =
∫
(0,∞)
ℓ(t, x)dm(x). We will show in Lemma 2.4 that Am(t) is
finite or infinite nBE-almost everywhere, according as
∫
0+
xdm(x) is finite or infinite. If∫
0+
xdm(x) <∞, then we can consider the time-changed excursion path em(·) = e(A−1m (·))
to obtain the desired measure by setting nm(e ∈ ·) = nBE(em ∈ ·) (Theorem 2.5).
We introduce the following condition, which we will call the ML-tightness condition:
lim
δ→0+
lim sup
λ→∞
∫
(0,δ]
x log log(1/x)dmλ(x) = 0.(1.1)
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Suppose that mλ(x)→ m(x) for each continuity point x of m and that theML-tightness
condition is satisfied. Then our Theorem 2.9 asserts that the excursion measure for Lmλ
converges to that for Lm in the sense that the time-changed excursion paths under nBE
converge uniformly:
lim
λ→∞
sup
t≥0
|emλ(t)− em(t)| = 0, nBE-a.e.(1.2)
We will see in Proposition 2.10 that the following M-tightness condition
lim
δ→0+
lim sup
λ→∞
∫
(0,δ]
xdmλ(x) = 0(1.3)
is close to necessary for the convergence (1.2).
(b) Iglehart [6] and Bolthausen [5] have proved that a suitably rescaled random walk
on R, conditioned to be positive until a fixed time, converges in law to the Brownian
meander. Li–Shiga–Tomisaki [14] have generalized these results to prove that a suitably
rescaled process for null recurrent generalized diffusion processes converges in law to the
Bessel meander of dimension d ∈ (0, 2).
We generalize the conditional limit theorem of Li–Shiga–Tomisaki for positive recur-
rent diffusion processes. Let m be a string on (0,∞). Following Kasahara–Watanabe [12],
we suppose that m(∞) < ∞ and that the difference m(∞) − m(x) is regularly varying
as x → ∞. Then a suitably rescaled process eλ,u(λ)(t) := e(λt)/u(λ), conditioned to be
positive until time one, namely(
eλ,u(λ)(t) : t ∈ [0, 1]) under Qxm (· | ζ(eλ,u(λ)) > 1) ,(1.4)
converges in law to a Bessel meander on [0, 1] of negative dimension. See Section 2.3 for
details.
(c) We must remark that the importance of certain tightness-like conditions in the class
of strings was first pointed out by Kotani [13] and Kasahara–Watanabe [12].
We denote by M0 the class of strings m for which 0 is both exit and entrance for
Lm. For a family of strings {mλ} in the class M0 such that mλ(0+) ≥ 0 for all λ, the
pointwise convergence condition
mλ(x)→ m(x) as λ→∞, for each continuity point x of m,(1.5)
plays an important role in various limit theorems for null recurrent diffusion processes.
Moreover, this condition is also essential; In fact, Kasahara [11] has proved the bi-
continuity of Krein’s correspondence where the class M0 is equipped with a topology
induced by the pointwise convergence (1.5). Based on this theory Kasahara [11] and
Watanabe [20] have established the converse of limit theorems.
A major breakthrough both in the limit theory and in the spectral theory has recently
been achieved by Kotani [13] and Kasahara–Watanabe [12]. Let M1 denote the class of
2
strings m for which the origin is of limit circle type for Lm. They have introduced the
following condition for strings mλ ∈M1:
lim
δ→0+
lim sup
λ→∞
∫ δ
0
mλ(x)
2dx = 0.(1.6)
This condition seems to mean a kind of tightness for the family of Radon measures
dmλ(x). For this reason we call the condition (1.6) the M1-tightness condition. We say
that mλ → m in M1 if both the pointwise convergence condition (1.5) and the M1-
tightness condition (1.6) hold. Kotani has generalized Kasahara’s continuity theorem
for Krein’s correspondence to the class M1. Kasahara–Watanabe have obtained limit
theorems for the fluctuation of the occupation time and the inverse local time of positive
recurrent diffusion processes.
(d) Let us recall the usual excursion theory. Consider a diffusion process on [0,∞) for
which the origin is a reflecting boundary. Note that the origin is necessarily both exit
and entrance in Feller’s sense. Then one can construct the excursion point process by
using the zero set of a sample path to cut the path into excursions. Itoˆ [8] has shown
that the point process is stationary Poisson whose characteristic measure is given by a
σ-finite measure, which we call the Itoˆ excursion measure. Conversely, one can construct
a diffusion process from an Itoˆ excursion measure by stringing together the excursions of
the associated point process.
The Itoˆ excursion measures have several descriptions. We list the following four for-
mulae for the Brownian excursion measure nBE. See the textbooks [7], [18] and [4] for
details.
Let M stand for the maximum value of the path. Let QxBM for x > 0 stand for the
law of the one-dimensional Brownian motion (with generator 1
2
d2
dx2
) starting from x and
absorbed at the origin. Let P x3B for x ≥ 0 stand for the h-transform of QxBM with respect
to the Brownian scale, which is actually the law of the 3-dimensional Bessel process (with
generator 1
2
d2
dx2
+ 1
x
d
dx
) starting from x.
(i) nBE(M = 0) = 0 and for each x > 0 and every bounded continuous functional F on
the excursion space whose support is contained in {M > x} for some x > 0,
nBE [F ] = lim
a→0+
1
a
QaBM [F ] .(1.7)
(ii) The strong Markov property: Under nBE the excursion process (e(t) : t ≥ 0) is a strong
Markov process with transition kernel QxBM(e(t) ∈ dy) and entrance law 1xP 03B(e(t) ∈ dx).
In particular, for each positive stopping time τ and every measurable set Γ,
nBE(e(τ + ·) ∈ Γ) =
∫
(0,∞)
1
x
P 03B(e(τ) ∈ dx)QxBM(Γ).(1.8)
(iii) The maximum decomposition due to Williams [21]: For any measurable set Γ,
nBE(Γ) =
∫ ∞
0
Rx3B(Γ)
dx
x2
.(1.9)
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Here Rx3B stands for the law of the path defined by piecing together two independent
P x3B-processes (the second run backward in time) until they first hit the point x. The
formula (1.9) means that the law of the maximum M is given as nBE(M ∈ dx) = dxx2 and
the conditional law of nBE given M = x is R
x
3B.
(iv) The lifetime decomposition: For any measurable set Γ,
nBE(Γ) =
∫ ∞
0
P 03B(Γ|e(t) = 0)p3B(t, 0, 0)dt.(1.10)
Here p3B(t, x, y) stands for the transition probability density of P
x
3B with respect to its
speed measure. The formula (1.10) means that the law of the lifetime ζ is given as
nBE(ζ ∈ dt) = p3B(t, 0, 0)dt and the conditional law of nBE given ζ = t is P 03B(·|e(t) = 0).
(e) Let m be a string on (0,∞) such that the origin is exit and non-entrance for Lm.
Then there is no reflecting Lm-diffusion process and therefore the usual excursion theory
is not available. Nevertheless one can study a σ-finite measure on the excursion space
such that the description formulae listed above still holds where we replace QxBM by the
absorbing Lm-diffusion process and P x3B by its h-transform, etc. We call such a measure
the generalized excursion measure for the Lm-diffusion process.
Pitman–Yor [15] have introduced such generalized excursion measures and established
the description formulae (i), (ii) and (iii). In [16] they established the formula (iv) for
the Bessel processes of dimension −∞ < d < 2. They used the generalized excursion
measures for Bessel processes to obtain several remarkable path decomposition formulae
for Bessel processes and Bessel bridges.
The use of time change, in the context of Itoˆ’s Brownian excursion measure, can be
found in Biane–Yor [2], Section 3 (See also [1]). Their motivation was to compute the joint
law of (H(η(t)), η(t)) where H(t) denotes Cauchy’s principal value of Brownian motion
and η(t) denotes the inverse local time at the origin.
The second author [23] has established the lifetime decomposition formula (iv) for
generalized excursion measures assuming that the Laplace transform of the absorbing
spectral measure, which is the counterpart of p3B(t, 0, 0) in (1.10), is finite. He also studied
the relationship between the absorbing spectral measure and the (reflecting) spectral
measure corresponding to dual strings to study Kasahara–Watanabe’s limit theorem from
this viewpoint. We do not go into the lifetime decomposition formula in the present paper.
The paper is organized as follows. In Section 2 we state our results. We will state the
construction theorem of generalized excursion measures in Section 2.1 and the convergence
theorem of generalized excursion measures in Section 2.2. Applications to limit theorems
will be stated in Section 2.3. Sections 3, 4 and 5 are devoted to the proofs of the results
given in Sections 2.1, 2.2 and 2.3, respectively.
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2 Results
Before stating our results we prepare some notation.
Let E be the space of continuous paths e : [0,∞) → [0,∞) such that if e(t0) = 0 for
some t0 > 0 then e(t) = 0 for all t > t0. We set
ζ(e) = inf {t > 0 : e(t) = 0}(2.1)
where inf ∅ =∞. We call ζ(e) ∈ [0,∞] the lifetime of the path e. Hence, if ζ(e) ∈ (0,∞),
then e(t) > 0 for 0 < t < ζ(e) and e(t) = 0 for t ≥ ζ(e). We regard E as a complete
separable metric space equipped with the compact uniform topology. Let E denote its
Borel σ-field. Then all the measures nBE, P
x
3B for x ≥ 0, Rx3B and QxBM for x > 0 may
be considered to be defined on E.
For x ∈ (0,∞), denote by τx the first passage time to x. Denote M(e) = maxt≥0 e(t).
We fix versions of the local time at x ∈ (0,∞) for almost every path e under nBE,
P x3B for x ≥ 0, Rx3B and QxBM for x > 0. We will denote them by the common symbol
ℓ(t, x). Thus, ℓ(t, x) is jointly continuous on (0,∞)× (0,∞) and the equality∫ t
0
f(e(s))ds = 2
∫
(0,∞)
f(x)ℓ(t, x)dx(2.2)
holds for every bounded Borel function f on (0,∞) for almost every path e with respect to
the measure nBE, and so on. For instance, we know by the the maximum decomposition
formula (1.9) that the process (ℓ(t, ·) : t ≤ τx) under Rx3B for x > 0 has the same law as
(ℓ(t, ·) : t ≤ τx) under P 03B.
Classes of strings
A string m on (0,∞) is a function m : (0,∞) → (−∞,∞) which is strictly-increasing
and right-continuous.
Remark 2.1. In the context of generalized diffusion processes, strings are only assumed
to be non-decreasing and right-continuous.
We consider the following four classes of strings:
M0 = {m : string, m(0+) is finite} ,(2.3)
M1 =
{
m : string,
∫
0+
m(x)2dx <∞
}
,(2.4)
ML =
{
m : string,
∫
0+
x log log(1/x) dm(x) <∞
}
(2.5)
and
M =
{
m : string,
∫
0+
x dm(x) <∞
}
.(2.6)
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Then the following relation holds:
M0 ⊂M1 ⊂ML ⊂M.(2.7)
The relation M1 ⊂ML follows from the fact that there exists C such that∫
(0,δ]
x log log(1/x)dm(x) ≤ C
(∫ δ
0
m(x)2dx
)1/2
m ∈M1, δ < 1/2.(2.8)
In fact, we integrate the LHS by parts to obtain∫
(0,δ]
x log log(1/x)dm(x) ≤ C ′
∫ δ
0
|m(x)| log log(1/x)dx m ∈ML, δ < 1/2(2.9)
for some constant C ′.
Remark 2.2. (i) The origin is both exit and entrance for Lm if and only if m ∈M0.
(ii) The origin is of limit circle type for Lm in Weyl’s sense if and only if m ∈M1.
(iii) The origin is exit for Lm if and only if m ∈M.
Example 2.3. For α ∈ (0,∞), let
m(α)(x) =

(1− α)−1x 1α−1 if α ∈ (0, 1),
log x if α = 1,
−(α− 1)−1x 1α−1 if α ∈ (1,∞).
(2.10)
Note that dm(α)(x) = α−1x
1
α
−2dx for all α ∈ (0,∞). Then
(i) m(α) ∈M0 if and only if α ∈ (0, 1);
(ii) m(α) ∈M1 if and only if α ∈ (0, 2);
(iii) m(α) ∈ML for all α ∈ (0,∞).
2.1 Construction of generalized excursion measures
For a string m on (0,∞), we define
Am(t) =
∫
(0,∞)
ℓ(t, x)dm(x) for t ≥ 0.(2.11)
Lemma 2.4. Let m be a string on (0,∞). Then the following dichotomy holds:
(i) If m ∈M, then Am(t) <∞ for all t ≥ 0, nBE-a.e.
(ii) If m /∈M, then Am(t) =∞ for all t ≥ 0, nBE-a.e.
In what follows we assume that m ∈ M. It is easy to see that the function Am
is continuous and strictly increasing on (0, ζ ] and is constant on [ζ,∞). Define A−1m (t)
for t < Am(ζ) by the inverse function of Am and set A
−1
m (t) = ζ for t ≥ Am(ζ). Then
A−1m (Am(t)) = t ∧ ζ for all t ≥ 0. We define the time-changed process on the space E by
em(t) = e(A
−1
m (t)) t ≥ 0(2.12)
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and define a σ-finite measure on E by
nm(·) = nBE(em ∈ ·).(2.13)
For x > 0 let Qxm denote the law of the Lm-diffusion process starting from x and
absorbed at the origin. Let P xm for x ≥ 0 denote the h-transform of Qxm with respect to
h(x) = x (the Brownian scale function). This is actually the law of the diffusion process
(starting from x) with speed measure x2dm(x) and scale function −1/x. Let Rxm for x > 0
denote the law of the path defined by piecing together two independent P xm-processes until
they first hit the point x (the second one being run backward in time).
Then we obtain the following description formulae for nm.
Theorem 2.5. Let m ∈M. Then the following hold:
(i)′ nm(M = 0) = 0 and for every bounded continuous functional F on E whose support
is contained in {M > x} for some x > 0,
nm [F ] = lim
a→0+
1
a
Qam [F ] .(2.14)
(ii)′ For each positive stopping time τ and every measurable set Γ,
nm(e(τ + ·) ∈ Γ) =
∫
(0,∞)
1
x
P 0m(e(τ) ∈ dx)Qxm(Γ).(2.15)
(iii)′ For any measurable set Γ,
nm(Γ) =
∫ ∞
0
Rxm(Γ)
dx
x2
.(2.16)
For later use we note that if we put τ = τx (for some fixed x > 0) then the formula
(ii)′ becomes
Qxm(Γ) = xnm(e(τx + ·) ∈ Γ).(2.17)
2.2 Convergence theorem of generalized excursion measures
Let {mλ} be a family of strings on (0,∞). As we have mentioned in the introduction, the
pointwise convergence condition
mλ(x)→ m(x) as λ→∞ for all continuity points x of m,(2.18)
is inadequate for the studies of various limit theorems and of the spectral theory.
In the class M0, it is usually assumed that mλ(0+) ≥ 0. We may regard it as the
tightness condition of the class M0.
For the class M1, Kotani and Kasahara-Watanabe have introduced the condition
lim
δ→0+
lim sup
λ→∞
∫ δ
0
mλ(x)
2dx = 0,(2.19)
which we call the M1-tightness condition.
For the classes ML and M, we consider the following tightness-like conditions.
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Definition 2.6. Let mλ, m ∈M.
(i) The condition
lim
δ→0+
lim sup
λ→∞
∫
(0,δ]
x log log(1/x)dmλ(x) = 0(2.20)
is called the ML-tightness condition.
(ii) The condition
lim
δ→0+
lim sup
λ→∞
∫
(0,δ]
xdmλ(x) = 0(2.21)
is called the M-tightness condition.
Definition 2.7. Let mλ, m ∈ M. We say that mλ → m in ML (resp. M) if both the
pointwise convergence condition (2.18) and theML- (resp. M-) tightness condition hold.
Remark 2.8. It is immediate by (2.8) that M1-tightness implies ML-tightness. It is
obvious by definition that ML-tightness implies M-tightness.
The following theorem asserts thatML-convergence implies pathwise uniform conver-
gence of time-changed excursion processes.
Theorem 2.9 (Convergence theorem of generalized excursion measures). As-
sume that mλ → m in ML as λ→∞. Then
lim
λ→∞
sup
t≥0
|Amλ(t)−Am(t)| = 0 nBE-a.e.(2.22)
and
lim
λ→∞
sup
t≥0
|emλ(t)− em(t)| = 0 nBE-a.e.(2.23)
The following proposition asserts that the M-tightness condition is necessary for the
convergence (2.22).
Proposition 2.10. Let mλ, m ∈ M. Assume that the convergence (2.22) holds. Then
the M-tightness condition (2.21) holds.
2.3 Conditional limit theorem
For two functions f and g defined for all large reals, we write f(x) ∼ g(x) as x → ∞
to mean that limx→∞ f(x)/g(x) = 1. A function K defined for large (real) x is slowly
varying as x→∞ provided K(λx) ∼ K(λ) as λ→∞ for all sufficiently large x.
For e ∈ E, λ1 > 0 and λ2 > 0, we use the notation
eλ1,λ2(t) =
1
λ2
e(λ1t) for t ≥ 0.(2.24)
First of all, we restate the conditional limit theorem of Li-Shiga-Tomisaki, using our
terminology. Consider the following assumption:
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(A1) α ∈ (0, 1), m ∈M0 and
m(x) ∼ (1− α)−1x 1α−1K(x) as x→∞,(2.25)
for some function K slowly varying at infinity.
Remark 2.11. Note that, if the assumption (A1) is satisfied, then the corresponding
Lm-diffusion process is null recurrent; in fact, m(∞) =∞.
Let u(λ) be an asymptotic inverse of λ
1
αK(λ).
Theorem 2.12 (Li–Shiga–Tomisaki [14, Theorem 3.1]). Suppose that (A1) is sat-
isfied. Then, for any x > 0, the distribution on E of the rescaled process (eλ,u(λ)(t) : t ∈
(0, 1]) under Qxm(· | ζ(eλ,u(λ)) > 1) converges as λ → ∞ to the process (e(t) : t ∈ (0, 1])
under nm(α)(· | ζ > 1) where m(α) ∈M0 has been introduced in (2.10).
Remark 2.13. For α ∈ (0,∞), the process (e(t) : t ∈ [0, 1]) under nm(α)(· | ζ > 1) is
called the Bessel meander of dimension d = 2 − 2α. Theorem 2.12 says that the limit
process is a Bessel meander of positive dimension.
Remark 2.14. More precisely, Theorem 3.1 of [14] covers the case where a string is non-
decreasing but is not strictly increasing so that the Lm-diffusion process is a generalized
diffusion process.
We introduce the following assumptions on a string m ∈M:
(A2) α = 1, m ∈M0 and
m(λx)−m(λ) ∼ (log x)K(λ) as λ→∞, for all x > 0,(2.26)
for some function K slowly varying at infinity.
(A3) α ∈ (1,∞). For small x, the string m satisfies
lim
x→0+
m(∞)−m(x)
x
1
α
−1
<∞.(2.27)
For large x it satisfies m(∞) <∞ and
m(∞)−m(x) ∼ (α− 1)−1x 1α−1K(x) as x→∞,(2.28)
for some function K slowly varying at infinity.
Remark 2.15. Note that the assumption (A3) implies that the corresponding Lm-
diffusion process is positive recurrent; In fact, m(∞) <∞.
Now let us state our generalization of Theorem 2.12. Let u be an asymptotic inverse
of λ 7→ λ 1αK(λ).
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Theorem 2.16 (Conditional limit theorem). Suppose that any one of (A1), (A2)
and (A3) is satisfied. Then, for each x > 0 and every bounded continuous functional F
on E,
Qxm
[
F (eλ,u(λ)) | ζ(eλ,u(λ)) > 1]→ nm(α) [F | ζ > 1] as λ→∞(2.29)
where m(α) ∈ M has been introduced in (2.10) and where eλ,u(λ)(t) = e(λt)/u(λ) as is
defined in (2.24).
Theorem 2.16 says that in positive recurrent cases the limit process is the Bessel
meander of the appropriate negative dimension.
The keys to the proof of Theorem 2.16 are the following three lemmas.
Lemma 2.17. Suppose that any one of (A1), (A2) and (A3) is satisfied. For λ > 0,
set
mλ(x) =

m(λx)/{λ 1α−1K(λ)} if α ∈ (0, 1),
{m(λx)−m(λ)} /K(λ) if α = 1,
{m(λx)−m(∞)} /{λ 1α−1K(λ)} if α ∈ (1,∞).
(2.30)
so that dmλ(x) = dm(λx)/{λ 1α−1K(λ)} in all cases. Then there exist constants C, λ0
and 0 < ε < 1 such that
|mλ(x)| ≤ Cxε−1 for all x ∈ (0, 1] and for all λ > λ0.(2.31)
In particular, mλ → m(α) in ML as λ→∞.
Lemma 2.18. Let m ∈ M and suppose that dmλ(x) = λdm(λx)/v(λ) Then, for each
x > 0 and every bounded continuous functional F on E,
Qxm
[
F (ev(λ),λ) | ζ(ev(λ),λ) > 1]
= nBE
[
F
(
e(A−1mλ(t + Amλ(τx/λ))) : t ≥ 0
) | Amλ(ζ)− Amλ(τx/λ) > 1] .(2.32)
Here ev(λ),λ(t) = λ−1e(v(λ)t) as is defined in (2.24).
Lemma 2.19. Suppose that mλ → m in ML as λ → ∞. Suppose, in addition, that
nBE(Am(ζ) = 1) = 0 and that the inequality (2.31) is satisfied for some constants C, λ0
and 0 < ε < 1. Then, for each x > 0 and every bounded continuous functional F on E,
nBE
[
F (emλ);Amλ(ζ)− Amλ(τx/λ) > 1
]
→ nBE [F (em);Am(ζ) > 1] as λ→∞.
(2.33)
We point out that nBE is not a finite measure and hence that the bounded convergence
theorem does not apply.
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3 Proof of the construction theorem
We begin with the proof of Lemma 2.4.
Proof of Lemma 2.4. We want to show that nBE(Am(t) =∞, ∃t ≥ 0) = 0 if m ∈M and
nBE(Am(t) <∞, ∃t ≥ 0) = 0 if m /∈M.
Since Am(t) is increasing on [0, ζ ] and is constant on [ζ,∞), we have
nBE(Am(t) =∞, ∃t ≥ 0) ≤ nBE(Am(ζ) =∞).(3.1)
Since the local time is an additive functional, we have Am(ζ) = Am(τM ) +A
∨
m(τ
∨
M ) where
A∨m (resp. τ
∨
M ) is the counterpart of Am (resp. τM) for the time reversal path. Note that
{Am(ζ) < ∞} = {Am(τM) < ∞} ∩ {A∨m(τ∨M ) < ∞}. By definition of Ra3B, the random
variables Am(τM) and A
∨
m(τ
∨
M) under R
a
3B for a > 0 are independent and both have the
same distribution as Am(τa) under P
0
3B. Hence we obtain
nBE(Am(ζ) =∞) =
∫ ∞
0
{
1− P 03B(Am(τa) <∞)2
} da
a2
.(3.2)
Suppose that Am(t) < ∞ for some t ≥ 0. If t ≥ τM , then Am(τM ) ≤ Am(t) < ∞.
If t < τM , then infs∈[t,τM ] e(s) > 0 and hence Am(τM) = Am(τM ) − Am(t) + Am(t) < ∞.
Thus
nBE(Am(t) <∞, ∃t ≥ 0) ≤ nBE(Am(τM) <∞)(3.3)
=
∫ ∞
0
P 03B(Am(τa) <∞)
da
a2
.(3.4)
The following 0-1 law is well-known (See, e.g. [22], Corollary 1): For any a > 0,
P 03B(Am(τa) <∞) =
{
1 if m ∈M,
0 if m /∈M.(3.5)
Combining (3.1)-(3.4) with (3.5), we complete the proof.
Remark 3.1. The 0-1 law (3.5) is equivalent to
P 03B
(∫
(0,a]
ℓ(∞, x)dm(x) <∞
)
=
{
1 if m ∈M,
0 if m /∈M.(3.6)
This is closely related to Jeulin’s lemma ([10], Lemme (3.22)), a useful version of which
can be found in Pitman–Yor [17], Lemma 2.
It is known that, if m ∈ M, then P x3B(Am(t) < ∞, ∀t ≥ 0) = 1 for x ≥ 0 and
QxBM(Am(t) < ∞, ∀t ≥ 0) = 1 for x > 0. By a standard time-change argument (as in
Chapter 5 of Itoˆ–McKean’s book [9]), we obtain the following.
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Proposition 3.2. (i) The time-changed process em(t) = e(A
−1
m (t)) under P
x
3B for x ≥ 0
is a diffusion process whose law is P xm:
P x3B(em ∈ ·) = P xm(·) for all x ≥ 0.(3.7)
(ii) The time-changed process em(t) = e(A
−1
m (t)) under Q
x
BM for x > 0 is a diffusion
process whose law is Qxm:
QxBM(em ∈ ·) = Qxm(·) for all x > 0.(3.8)
The proof is straightforward, so we omit it.
Proof of Theorem 2.5. Since τ = A−1m (t) is a positive stopping time, we can apply the
description formula (1.8) to obtain
nBE(e(A
−1
m (t) + ·) ∈ ·) =
∫
(0,∞)
1
x
P 03B(A
−1
m (t) ∈ dx)QxBM(·).(3.9)
Consider the shifted path e+(s) = e(A−1m (t)+ s), s ≥ 0. We denote the counterpart of Am
for the shifted path e+ by A+m. Then we have A
+
m(·) = Am(A−1m (t) + ·)−Am(A−1m (t)) and
then we have (A+m)
−1(s) = A−1m (t+ s)− A−1m (t). Hence by (3.9) we obtain
nBE(e(A
−1
m (t+ ·)) ∈ Γ) =nBE(e+((A+m)−1(·)) ∈ Γ)(3.10)
=
∫
(0,∞)
1
x
P 03B(A
−1
m (t) ∈ dx)QxBM(e(A−1m (·)) ∈ Γ)(3.11)
for any measurable set Γ of E. Therefore we obtain the formula (ii)′ from Proposition
3.2.
The formula (i)′ is an immediate consequence of (2.17), which is a special case of the
formula (ii)′.
The maximum decomposition formula (iii)′ is obvious from Proposition 3.2. In fact,
the maximum value is invariant under time change, so M(em) =M(e).
4 Proof of the convergence theorem
We remark the following two elementary facts without proofs.
Lemma 4.1. Let fλ and f be non-decreasing functions on [a, b] with −∞ < a < b <∞.
Suppose that f is continuous and that fλ(x)→ f(x) for all x ∈ [a, b]. Then fλ(x)→ f(x)
uniformly in x ∈ [a, b].
Lemma 4.2. Let fλ and f be non-decreasing functions on [a, b] with −∞ < a < b <∞.
Suppose that f is strictly increasing and that fλ(x) → f(x) as n → ∞ uniformly in
x ∈ [a, b]. Then f−1λ (x)→ f−1(x) uniformly in x ∈ (f(a), f(b)).
Now we proceed to prove Theorem 2.9.
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Proof of Theorem 2.9. 1◦). By the definition (2.11), it suffices to show that Amλ(t) →
Am(t) as λ→∞ for any fixed t > 0 and for nBE-a.e. path e. Let δ > 0. Then
|Amλ(t)− Am(t)| ≤ (I) + (II)(4.1)
where
(I) =
∣∣∣∣∫
(δ,M(e)]
ℓ(t, x)dmλ(x)−
∫
(δ,M(e)]
ℓ(t, x)dm(x)
∣∣∣∣(4.2)
and
(II) =
∫
(0,δ]
ℓ(ζ, x) (dmλ(x) + dm(x)) .(4.3)
2◦). By the pointwise convergence condition (2.18), we see that
∫
(a,b]
f(x)dmλ(x) →∫
(a,b]
f(x)dm(x) as λ→∞ for all 0 < a < b <∞ and each bounded continuous function
f on [a, b]. Therefore (I) converges to 0 as λ→∞.
3◦). Now to complete the proof it suffices to show that
lim
δ→0+
lim sup
λ→∞
(II) = 0 nBE-a.e.(4.4)
By an argument like that used in the proof of Lemma 2.4, we can reduce the convergence
(4.4) to
lim
δ→0+
lim sup
λ→∞
∫
(0,δ]
ℓ(∞, x) (dmλ(x) + dm(x)) = 0 P 03B-a.e.(4.5)
4◦). By the Ray–Knight theorem, we know that the process (ℓ(∞, x) : x ≥ 0) under
P 03B obeys the law of the two-dimensional Bessel-squared process starting from the origin,
which we denote by {(U(x) : x ≥ 0),U}. Note that the transition kernel of this process
is given by q2x(a, b)db where
q2x(a, b) =
1
2x
exp
(
−a + b
2x
)
I0
(√
ab
x
)
, a, b ≥ 0.(4.6)
The convergence (4.5) is equivalent to
lim
δ→0+
lim sup
λ→∞
∫
(0,δ]
U(x) (dmλ(x) + dm(x)) = 0 U -a.s.(4.7)
By the law of the iterated logarithm, there exists a finite random variable C such that
U(x) ≤ Cx log log(1/x) for x ∈ (0, 1), U -a.s. Hence we obtain (4.7) by the assumption
of the ML-tightness condition and the condition m ∈ ML. This completes the proof of
(2.22).
5◦). Now we apply Lemma 4.2 to obtain
lim
λ→∞
sup
t≥0
∣∣A−1mλ(t)− A−1m (t)∣∣ = 0 nBE-a.e.(4.8)
Since nBE-a.e. path e is uniformly continuous, we obtain the desired convergence (2.23).
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Finally, we prove Proposition 2.10.
Proof of Proposition 2.10. We imitate the proof of Lemma 2 of [22]. Assume that the
convergence (2.22) holds. Let δ > 0 be fixed for a while. By the maximum decomposition
formula (1.9), we have
lim
λ→∞
∫
(0,δ]
ℓ(τδ, x)dmλ(x) =
∫
(0,δ]
ℓ(τδ, x)dm(x), ∀δ > 0 P 03B-a.s.(4.9)
By the Ray–Knight theorem, we know that the process (ℓ(τδ, x) : x ∈ [0, δ]) under
P 03B obeys the law of the 2-dimensional Bessel-squared process starting from the origin
pinned at the origin when x = δ, which we denote by {(U(x) : x ∈ [0, δ]),U δ}. Note that
U δ (U(x) ∈ da) =
q2x(0, a)q
2
δ−x(a, 0)
q2δ (0, 0)
da(4.10)
=
δ
2x(δ − x) exp
(
− δa
2x(δ − x)
)
da,(4.11)
where q2x(a, b) is given in (4.6). Then we have
U δ [U(x)/x] =
2(δ − x)
δ
≤ 2, x ∈ (0, δ](4.12)
and
U δ (U(x)/x ≤ u) =1− exp
(
− δu
2(δ − x)
)
, x ∈ (0, δ], u ∈ [0,∞)(4.13)
≤1− e−u, x ∈ (0, δ/2], u ∈ [0,∞).(4.14)
By the convergence (4.9), we can take λδ > 0 so large that U δ(Bδ) ≥ 1/2 where
Bδ =
{
lim
λ→∞
∫
(0,δ]
U(x)dmλ(x) =
∫
(0,δ]
U(x)dm(x)
}
(4.15)
∩
{
sup
λ>λδ
∫
(0,δ]
U(x)dmλ(x) ≤ Lδ
}
(4.16)
and
Lδ =
∫
(0,δ]
U(x)dm(x) + 1.(4.17)
In fact,
lim
λ→∞
U δ
(
sup
λ′>λ
∣∣∣∣∫
(0,δ]
U(x)dmλ′(x)−
∫
(0,δ]
U(x)dm(x)
∣∣∣∣ > 1) = 0.(4.18)
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By (4.12), we have U δ[Lδ] <∞. We can now apply the dominated convergence theorem
to obtain
lim
λ→∞
U δ
[
1B
∫
(0,δ]
U(x)dmλ(x)
]
=U δ
[
1B
∫
(0,δ]
U(x)dm(x)
]
(4.19)
≤
∫
(0,δ]
U δ [U(x)/x] xdm(x)(4.20)
≤2
∫
(0,δ]
xdm(x).(4.21)
On the other hand, we have
U δ
[
1B
∫
(0,δ]
U(x)dmλ(x)
]
=
∫
(0,δ]
U δ [1BU(x)/x] xdmλ(x)
(4.22)
=
∫
(0,δ]
xdmλ(x)
∫ ∞
0
U δ
(
B ∩ {U(x)/x > u}
)
du(4.23)
≥
∫
(0,δ]
xdmλ(x)
∫ ∞
0
[
U δ(B)−U δ {U(x)/x ≤ u}
]+
du(4.24)
≥C
∫
(0,δ/2]
xdmλ(x)(4.25)
where C =
∫∞
0
[e−u − 1/2]+ du > 0. (Here we used (4.14).) Therefore we obtain
lim sup
λ→∞
∫
(0,δ/2]
xdmλ(x) ≤ 2
C
∫
(0,δ]
xdm(x).(4.26)
If we let δ tend to 0+, then the RHS of (4.26) vanishes.
5 Proof of the limit theorem
Firstly, we prove Lemma 2.17.
Proof of Lemma 2.17. 1◦). In the case of (A1), the inequality (2.31) is easily justified
since 0 < mλ(x) ≤ mλ(1) for x ∈ (0, 1] and for λ > 0 and mλ(1)→ 1 as λ→∞.
2◦). In the case of (A2), we may take m(0) := m(0+) so that m(x) is locally bounded
on [0,∞). Hence we may apply Theorem 3.8.6 (b) of [3], pp.172, and then we obtain the
inequality (2.31).
3◦). In the case of (A3), using the two conditions (2.27) and (2.28), we may take a
constant C1 and a function K˜(x) defined on [0,∞) such that the following hold:
(i) m(∞)−m(x) ≤ C1x 1α−1K˜(x) for all x > 0.
(ii) K˜(x) is bounded away from 0 and ∞ on any compact subset of [0,∞).
(iii) K˜(x)/K(x)→ 1 as x→∞. (Then K˜(x) is necessarily slowly varying as x→∞.)
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We may apply Theorem 1.5.6 (ii) of [3], pp.25, to the function K˜(x), and see that
there exist a constant C such that
K˜(λx)/K˜(λ) ≤ C2x− 12α−1, x ∈ (0, 1], λ > 0.(5.1)
Now we obtain
|mλ(x)| = m(∞)−m(λx)
λ
1
α
−1K(λ)
≤ Cx 12α−1 x ∈ (0, 1], λ > 0(5.2)
for some constant C. Hence we obtain the inequality (2.31) with ε = 1
2α
.
4◦). Since
∫ 1/2
0
xε−1 log log(1/x)dx <∞, we can apply the dominated convergence theo-
rem to obtain
lim
λ→∞
∫ δ
0
|mλ(x)| log log(1/x)dx =
∫ δ
0
|m(α)(x)| log log(1/x)dx, δ < 1/2.(5.3)
Therefore we conclude that the ML-tightness condition (2.20) holds by (2.9) and (5.3).
Since it is obvious thatmλ(x)→ m(α)(x) pointwise, we conclude thatmλ → m inML.
Secondly, we prove Lemma 2.18.
Proof of Lemma 2.18. By (2.17), we have
Qxm
[
F
(
λ−1e(v(λ)t) : t ≥ 0)] = xnm [F (λ−1e(v(λ)t+ τx) : t ≥ 0)] .(5.4)
Since τx(em) = Am(τx) and ζ(em) = Am(ζ), the RHS is equal to
xnBE
[
F
(
λ−1e(A−1m (v(λ)t+ Am(τx))) : t ≥ 0
)]
.(5.5)
Now consider e˜(t) = λe(t/λ2). By the scaling property of Bessel processes, we have
nBE(e˜ ∈ ·) = λnBE(e ∈ ·). Then (5.5) can be rewritten as
x
λ
nBE
[
F
(
λ−1e˜
(
A˜m
−1
(v(λ)t+ A˜m(τ˜x))
)
: t ≥ 0
)]
.(5.6)
Here note that ζ˜ = ζ(e˜) = λ2ζ , that τ˜x = τx(e˜) = λ
2τx/λ, and that A˜m(t) = v(λ)Amλ(t/λ
2).
Thus (5.6) leads to
x
λ
nBE
[
F
(
e
(
A−1m (t+ Am(τx/λ))
)
: t ≥ 0)] .(5.7)
If we replace F (e) by F (e)1{ζ(e)>1}, then we obtain (2.32) from (5.4) and (5.7).
Thirdly, we prove Lemma 2.19.
Proof of Lemma 2.19. 1◦). By Theorem 2.9, we have F (emλ) → F (em) as λ → ∞. By
Theorem 2.9 again, we have Amλ(ζ)− Amλ(τx/λ) → Am(ζ) nBE-a.e. Since nBE(Am(ζ) =
16
1) = 0, we see that the indicator function of {Amλ(ζ)−Amλ(τx/λ) > 1} converges to that
of {Am(ζ) > 1} nBE-a.e. Hence, for every δ > 0, we obtain
lim
λ→∞
nBE
[
F (emλ);Amλ(ζ)− Amλ(τx/λ) > 1, M > δ
]
= nBE [F (em);Am(ζ) > 1, M > δ]
(5.8)
by the dominated convergence theorem.
2◦). Now it is sufficient to show that
lim
δ→0+
sup
λ>λ0
nBE
[
F (emλ);Amλ(ζ)−Amλ(τx/λ) > 1, M ≤ δ
]
= 0.(5.9)
Noting that F is bounded and that Amλ(ζ)−Amλ(τx/λ) ≤ Amλ(ζ), we have only to show
that
lim
δ→0+
sup
λ>λ0
nBE (Amλ(ζ) > 1, M ≤ δ) = 0.(5.10)
Using the terminology in the proof of Lemma 2.4, we have {Amλ(ζ) > 1} ⊂ {Amλ(τa) >
1/2} ∪ {A∨mλ(τ∨a ) > 1/2}, and hence we have
nBE (Amλ(ζ) > 1, M ≤ δ) ≤ 2
∫ δ
0
P 03B(Amλ(τa) > 1/2)
da
a2
(5.11)
by the maximum decomposition formula (1.9). Noting thatAmλ(τa) ≤
∫
(0,a]
ℓ(∞, x)dmλ(x)
and that (ℓ(∞, x) : x ≥ 0) under P 03B has the same law as the two-dimensional Bessel-
squared process, the RHS of (5.11) is dominated by
2
∫ δ
0
P
(∫
(0,a]
B(x)2dmλ(x) > 1/4
)
da
a2
(5.12)
where {(B(x) : x ≥ 0),P } is the law of the standard Brownian motion. Hence it
suffices to find a function f(a) defined near a = 0 with
∫
0+
f(a)da
a2
< ∞ such that
supλ>λ0 P (
∫
(0,a]
B(x)2dmλ(x) > 1/4) ≤ f(a) near a = 0.
3◦). Now we proceed to find such a function f(a). Set maλ(x) = a
1−εmλ(ax). Then
|maλ(x)| ≤ Cxε−1 for all x, a ∈ (0, 1] and λ > λ0(5.13)
by the assumption (2.31). By the scaling property of Brownian motion, the random vari-
able
∫
(0,a]
B(x)2dmλ(x) has the same law as a
ε
∫
(0,1]
B(x)2dmaλ(x) under P . By Cheby-
shev’s inequality, we have
P
(
aε
∫
(0,1]
B(x)2dmaλ(x) > 1/4
)
≤ e−ρa−ε/4P
[
exp
{
ρ
∫
(0,1]
B(x)2dmaλ(x)
}]
(5.14)
for all a ∈ (0, 1] and for all ρ > 0. Hence it suffices to find ρ > 0 such that
C ′ := sup
λ>λ0
sup
a∈(0,1]
P
[
exp
{
ρ
∫
(0,1]
B(x)2dmaλ(x)
}]
<∞.(5.15)
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Indeed, we can choose f(a) = C ′e−ρa
−ε/4.
4◦). By Itoˆ’s formula, we see that∫
(0,1]
B(x)2dmaλ(x) = G
a
λ +H
a
λ + I
a
λ(5.16)
where Gaλ = B(1)
2maλ(1), I
a
λ = −
∫ 1
0
maλ(x)B(x)
2dx and
Haλ = −2
∫ 1
0
maλ(x)B(x)dB(x).(5.17)
Here we remark that limx→0+B(x)
2|maλ(x)| = 0 P -a.s. by (5.13). Note that Gaλ ≤ CB(1)2
and that Iaλ ≤ C
∫ 1
0
xε−1B(x)2dx. We also note that M(x) = −2 ∫ x
0
maλ(y)B(y)dB(y) is a
martingale such that
〈M〉(1) = 4
∫ 1
0
maλ(x)
2B(x)2dx ≤ 4C2
∫ 1
0
x2ε−2B(x)2dx.(5.18)
Since B(1)2,
∫ 1
0
xε−1B(x)2dx and
∫ 1
0
x2ε−2B(x)2dx are all quadratic Wiener functionals,
they are exponentially integrable if we take the exponent sufficiently small.
Proof of Theorem 2.16. Since the law of the lifetime of the Bessel meander is absolutely
continuous, we have nBE(Am(α)(ζ) = 1) = 0. Now we apply Lemmas 2.17, 2.18 and 2.19,
putting v(λ) = λ
1
αK(λ), to obtain the desired conclusion.
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