Abstract-Prony's method is a technique for determining the parameters of sinusoidal signals. It is known to be very sensitive to measurement errors in the observed signal samples. In this correspondence, we present two new prefiltering methods that improve the performance of Prony's method. The simple prefiltering operation reduces the effects of noise in the data without violating the fundamental property of Prony's method. In the first method the prefilter is synthesized using prior knowledge regarding the approximate regions in the frequency domain where the signals are known to lie. In the second method no prior knowledge is necessary. The prefilter is iteratively computed from the data samples themselves. Simulation results are given. Connections to other linear prediction methods are also indicated.
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I. INTRODUCTION
Let us assume that we have a sequence of N equally spaced complex valued data samples, x(O), x ( l ) , . . * , x ( N -1). Further, assume that these are known to be composed of a linear combination of unknown damped or undamped sinusoidal signals. That is,
where a/, are the complex amplitudes, sk = -( Y k + j2?rfk, (Yk and are the damping factors and frequencies, respectively. The problem addressed by Prony, in 1795, was to determine the unknown ak'S and sk's from the N given samples. An apparent difficulty in determining the up's and erk's is that they are bilinearly involved in (I). Prony [I] showed that the determination of ak's and eJk's can be decoupled and that they can be determined by solving two sets of linear simultaneous equations and a polynomial root finding. However Prony 's method is known to be exceptionally sensitive to measurement errors in the data samples [2] . In this correspondence, we propose two new methods to improve the performance of Prony 's method by carefully prefiltering the data, therey making it relatively robust to measurement noise.
In Section 11, we show how to prefilter the data to reduce the effects of noise without interfering with the basic property of Prony's method. In the first method, described in Section 111-A, a prefilter W ( z ) , designed from using prior knowledge regarding the approximate location of the signals in the frequency axis is applied. In the second method, described in Section 111-B, a prefilter is iteratively determined from the data itself. For this method no convergence results are proven. In Section IV we discuss some connections to previously known methods. In Section V some simulation results are given. More details are available in a technical report [3] .
PRONY'S METHOD AND PREFILTERING WITH AN FIR FILTER
A standard derivation of Prony 's difference equations can be found, for example, in Hildebrand [l] . However, we shall derive Prony's equations slightly differently. This derivation leads to prefiltering methods discussed in the subsequent sections. Consider the polynomial X ( z ) , the z transform of x ( n ) . Interchanging the summations and performing the geometric sum, we have I I (1 -e"z-l) k = I X ( z ) can be written as a ratio of two polynomials as follows:
Comparing (3) and (4), we observe that B ( z ) is a p t h degree polynomial with roots at e'', eS', . . . , e''', i.e., B ( z ) = 1 + 6 k~-k = r I f l = l ( l -eS'z-l) and C ( z ) is a N + R -1st degree polynomial C ( z ) = Et:; CkZ-k + E t : : C N + k Z -( + k ) . Note that, although some coefficients of C ( z ) , co to cp-I and cN to C N +~-I depend on the unknown amplitudes and poles (or frequencies), the other coefficients cp, cp + I, -* , c N -I are identically zero. From (4), since X ( z ) B ( z ) = C ( z ) , inverse z transforming both sides,
we have
where * denotes linear convolution. Considering the above as a set of linear equations, the N -p equations in the middle corresponding to the zero entries on the right side can be extracted and written as (with bo = 1 )
These are the Prony's difference equations. One may solve for the be's using these equations and root the polynomial B ( z ) to obtain the poles/frequencies. Of course, these are exact only for noiseless exponential signals. Prony's method is grossly inaccurate when measurement errors corrupt the data. Intuitively, one might expect that the accuracy of Prony's method, when the data is noisy, can be improved if we prefilter the data to emphasize the regions in the frequency domain where the signal components are dominant. However, we must ensure that this prefiltering retains the annihilation property of the polynomial B ( z ) as in (6).
Consider a finite impulse response (FIR) filter, W ( z ) = 1 + w ( 1)z-I + w ( 2 ) z -* + . -. + w ( q ) z -" . We wish to use W ( z ) to prefilter the data. Let us convolve, w ( n ) , the impulse response of W ( z ) , with both sides of (5) w ( n ) * x ( n ) * 6, = w ( n ) * c,. 
(8)
Since we have to determine the p unknown coefficients of B ( z ) from (8), we should have at least p equations. Thus, N -( p + q ) should be greater than or equal to p. Therefore, q has to obey the following inequality: 
NEW PREFILTERINC METHODS

A. Method I : PreJilter Synthesized from Prior Information
In this method we can incorporate whatever prior knowledge we may have about the signal in the frequency domain. For instance, if we know that the signal is confined to certain regions in the frequency axis we may choose a W ( z ) (of order q ) such that I W ( e'") I is large in those regions. Fig. 2 shows the DFT magnitude of the 32 samples of x ( n ) consisting of 5 signals and noise for a particular noise realization. In Fig. 3 we have chosen what may be a desired prefilter magnitude response after examining Fig. 2 . A prefilter with this response will have an infinitely long impulse response and is hence unsuitable as per our criterion in (9). For this example, a (q=)15th order Hamming windowed ( A f = 0.33 was used, see [14, ch. 51) prefilter with a desired response as in Fig. 2 was designed. Once w ( n ) is computed, then the (8) (and also the backward equations) were formulated and solved in the least square sense to estimate the coefficients b, , b2, . . . , bp. p is assumed 5 .
Then, the fifth degree polynomial B ( z ) is formed and factored to find the roots. The roots give the estimates of the frequencies of the signals. Fig. 4 shows the roots of the estimated polynomial for 100 trials with respect to the unit circle 1 z I = 1. This should be compared with the corresponding results obtained using Prony's method shown in Fig. 1 . Arrows indicate true locations of the frequencies. Clearly, there is significant improvement compared to Prony's method shown in Fig. 1 .
Summary of Method I : 1) Identify by using Fourier analysis or prior information a desired prefilter response; 2 ) determine a FIR filter or order q ( I N -2 p ) such that its magnitude response is close to the desired response; 3) formulate the equations in (8) ( to estimate the pole locations/frequencies and determine the associated amplitudes.
B. Method 2: PreJilter Synthesized Iteratively from the Data
A disadvantage of method 1 is that the prefilter W ( z ) has to be determined off-line before proceeding to estimate the poledfrequencies. In method 2 , the prefilter W ( z ) is computed iteratively from the data itself. The rationale for method 2 is as follows. Consider (8). To start with let us assume that W ( z ) = 1. Since the coefficient vector of B ( z ) attempts to annihilate the signal, it tends 
where E ( z ) is the transform of an "error" sequence e ( n ) . In time domain b, * w ( n ) = 6 ( n ) + e ( n )
( 1 1 ) where 6 ( n ) = 1 for n = 0 and 6(n) = 0 for n # 0. 5 shows the zero locations for the polynomial B ( z ) obtained by using method 2 after 6 iterations in all 100 trials. Clearly, the estimates of the frequencies are far superior, compared to Prony's method (in Fig. 1 ) and comparable to method 1 (in Fig. 4 ). Fig. 6 shows the roots of the prefilter polynomial W ( z ) for the 100 trials. More quantitative simulation results are given in Section IV.
SummaryofMethod2: l ) S e t w ( O ) = l a n d w ( n ) = O f o r n = 
IV. RELATIONSHIP TO PREVIOUSLY KNOWN METHODS
In this section we shall indicate how the above methods are related to previously known methods. Consider (7) . Since the convolution operation is commutative, we can rewrite it as follows: 
This corroborates a result in [7, proposition I]. We can again solve (14) for the vk's in the least square sense, if the data is noisy. The resulting method is, of course, the covariancelProny method where the number of signals is overestimated. Thus, we may say that, when the number of signals is over estimated by q the covariance method is equivalent to using a prefilter W( z) of order q . However, unlike the methods in the previous section, the prefilter is adaptively determined from the data itself, along with B ( z ) in one step (i.e., not iteratively), in the form of V ( z ) . Since with noisy data the implicit prefilter W ( z ) is different for each realization of the data, the q zeros of V ( z ) corresponding to the polynomial factor W( z), tend to fall all over the plane about the unit circle 1 z 1 = 1, as Fig. 7 shows. However, the zeros corresponding to the factor B ( z ) tend to fall close to the true signal-zero locations. 
B ( z ) W ( z ) .
When the data is noiseless, it has been shown [7] that the effect of the minimum norm constraint is to cause the factor W ( z ) to be minimum phase. Comparing the min-norm constraint in (16) with (12), one notes that they are indeed the same because vk is in fact the same sequence as e( k ) except for the first sample.
However there is one important difference in the minimization process between the SVD method and the method 2. In the SVD method, U is determined in a single step, minmizing (16). Although when the data is noiseless, the factor W ( z ) of V ( z ) is minimum phase, this is not necessarily the case with noisy data. On the other hand, in method 2 B ( z ) and W ( z ) are computed in two different steps. W ( z ) is computed in each iteration, by minimizing (12), using the B ( z ) computed in the previous iteration. Therefore, in each iteration, W( z ) is minimum phase even when the data samples are noisy. However, in the noiseless case, it should be noted that the polynomial W ( z ) obtain in step 4 of method 2 is identical to that given by the SVD method. Fig. 8 shows the zeros of V ( z ) (SVD method) for 100 trials. Note that the roots of V ( z ) (i.e., the extraneous roots) fall at almost the same locations as those of W ( z ) obtained in method 2 (see Fig. 6 ). However, this may not be the case at lower SNR values.
Two other iterative prefiltering algorithms related to method 2 are the Steiglitz-McBride [lo], [ In fact, it is interesting to note that F' is the same expression minimized in step 3 of method 2. This is so because 8' ( E ) W'-l (z) { x ( n) } can be written in time domain as 6, * w( n) * x * ( n ) which is identical to (8 
V. COMPUTER SIMULATIONS
In this section we asses the performance of methods 1 and 2 using computer generated data. The data samples were generated using the following formula Tables   I and I1 and Tables 111 and IV, , The order of the prefilter is q. Table I lists the mean-square error of the estimates of frequenciesf, andfi. In Table I , q is chosen 19, but the bandwidth is varied from Af = 0.025 to Af = 0.30. SNR is 20 dB and 100 trials are used in the above simulations. The estimates of the frequencies worsen when the bandwidth is increased. Of course, with Af = I , method 1 reverts back to the least square Prony's method. In Table I1 we tabulate the mean-square error and the bias of the estimates of frequencies f, andfi for different SNR values. Note that the performance is better than the CR bound (as shown in Table 111 ). This is not too surprising since the prior information about the signal location has been used.
JcRbound
B. Simulation Results for Method 2
The results for method 2 are listed in Tables I11 and IV 
VI. CONCLUSIONS
In this correspondence we have shown how FIR prefiltering can provide an effective and simple means of improving the performance of Prony's method. However, any prefiltering should be such that it does not violate the basic property of Prony's method. This can be ensured by restricting the transient effects of the prefilter from lingering too long. We have described two prefiltering schemes. In the first method the prefilter is synthesized by using prior information regarding the approximate regions in the frequency domain where the signals are known to lie. For the second method no prior knowledge is necessary. The prefilter is computed from the data samples themselves.
The simulation results given in Section VI show that the performance of methods 1 and 2 are equal to or better than (if prior knowledge is used) those predicted by the CR bounds. The iterations of method 2 converged in all the trials we have attempted.
But proof of convergence is not provided.
A New Technique for Velocity Estimation of Large Moving Objects
Sabri A. Mahmoud Abstract-A new technique for motion estimation of large moving objects is presented. This technique is based on analyzing the Hartley transform spectrum of the image sequence directly, instead of using it to compute other transforms. This method is faster than other techniques based on the Fourier transform.
I. INTRODUCTION
The estimation of velocity of large moving objects is needed in many applications, such as biomedical cell motion analysis, tracking dust storms and clouds, and in industrial and military applications. Some researchers [ 11- [5] used spatiotemporal-frequency techniques in motion analysis employing the fast Fourier transform (FFT) in their algorithms. This correspondence presents a new approach based on the analysis of the fast Hartley transform (FHT) of the image sequence for motion estimation. Researchers [6] - [8] have shown that computing the Fourier, cosine, and sine transforms from the FHT is faster than computing it from their fast transforms. Hence, the direct application of the FHT is faster than other transforms, even when computed from the FHT. The presented modification to the algorithm of [4] allows it to run faster while giving the same accuracy and results, with the additional advantage of validating the results.
In this technique, the FHT is applied to the image sequence followed by a peak detection procedure. The location of the peak is related to the velocity of the moving object. Dividing the temporal frequency f,, corresponding to the detected peak by the corresponding spatial frequency k,, gives the velocity of the moving object.
The Fourier spectrum for a spatial frequency of k,, is then computed. This is followed by a peak detection of the Fourier spectrum to validate the previous results and find the direction of the velocity of the moving object.
The organization of the paper is as follows. The analytical model and formulations for a large moving object in a time sequence are presented in Section 11. Section 111 covers an algorithm for motion estimation, and Section IV presents the simulation results. Finally, concluding remarks are given in Section V. 
ANALYTICAL FORMULATION
The analytical formulation will be presented for the one-dimensional tirne sequence, Reference may be made to [4] for the details 1053-587X191/0300-074l$01.00 @ 1991 IEEE
