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SCATTERING FANS
NATHAN READING
Abstract. Scattering diagrams arose in the context of mirror symmetry,
Donaldson-Thomas theory, and integrable systems. We show that a consis-
tent scattering diagram with minimal support cuts the ambient space into a
complete fan. A special class of scattering diagrams, the cluster scattering
diagrams, are closely related to cluster algebras. We show that the cluster
scattering fan associated to an exchange matrix B refines the mutation fan
for B (a complete fan that encodes the geometry of mutations of B). We con-
jecture that, when B is n× n for n > 2, these two fans coincide if and only if
B is of finite mutation type.
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1. Introduction
Scattering diagrams (also known as wall-crossing structures) are combinato-
rial/discrete geometric objects that arise in mirror symmetry, Donaldson-Thomas
theory, and integrable systems. History and background is available in [8, 9]. In
this paper, we review the construction of scattering diagrams from [8], with essen-
tially the same conventions, except that we ignore some unnecessary dimensions,
as explained in Remark 2.12. Our first main result (Theorem 3.1) is that a con-
sistent scattering diagram cuts the ambient vector space into a complete fan. The
definition of a fan here is the usual notion, except that it allows for infinitely many
cones. This broader definition allows stranger behaviors than occur for finite fans.
See Section 3 and particularly Remark 3.2.
Cluster scattering diagram [8] are certain special scattering diagrams that are
deeply connected to cluster algebras. Our second main result (Theorem 4.10) is that
the cluster scattering fan for an exchange matrix B refines the mutation fan for B.
The mutation fan for B is a complete fan that encodes the piecewise linear geometry
of matrix mutations of B, in the sense of [5, Definition 4.2]. Theorem 4.10 follows
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from a sort of universal property (Proposition 4.9) of the mutation fan: Roughly,
any family of fans that “mutates in the right way” refines the mutation fans. We
recast a result of [8] to show that cluster scattering fans mutate in the right way,
and conclude that cluster scattering fans refine mutation fans. We conjecture that
these two fans coincide if and only if either B is 2× 2 and of finite or affine type or
B is n× n for n > 2 and of finite mutation type (Conjecture 4.11).
We conclude by observing (Theorem 5.6) that the cluster monomials—and in
particular the cluster variables—can be expressed simply in terms of path-ordered
products in the cluster scattering fan. This observation is a crucial ingredient in [13].
Although it is an easy consequence of results of [8, Section 3], it has apparently not
been stated before in full generality, but a version for 2 × 2 exchange matrices is
mentioned in [2, Remark 3.10].
2. Scattering diagrams
In this section, we quote the definition of a scattering diagram and quote and
prove some basic facts about scattering diagrams. We work with the general con-
struction of scattering diagrams from [8], as opposed to the more special construc-
tion of cluster scattering diagrams, which make their appearance in Section 4.
In defining scattering diagrams, we follow [7, 8], with a few modifications. A
scattering diagram depends on the initial data and related definitions presented in
Table 1, below. In [7, 8], the data are divided into two types: fixed data and seed
data. For us, that distinction is less important. (Indeed, later in Section 4.1 we
take a rather different point of view on what is fixed and what is not.) We include
in the table some definitions that will not be used here but that might be useful
for comparing with [8].
Table 1. Initial data and preliminary definitions for scattering diagrams
Notation Description/requirements
N finite-dimensional lattice
M = Hom(N,Z) dual lattice to N
Nuf ⊆ N saturated sublattice of N
V Nuf ⊗ R, real ambient vector space of Nuf
I an index set with |I| = rankN
Iuf ⊆ I |Iuf | = rankNuf
Ifr ⊆ I Ifr = I \ Iuf
{ · , · } : N ×N → Q skew-symmetric bilinear form
N◦ ⊆ N
sublattice of finite index with {Nuf , N◦} ⊆ Z and
{N,Nuf ∩N◦} ⊆ Z
M◦ = Hom(N◦,Z) dual lattice to N◦, a finite-index superlattice of M
di positive integers indexed by I with gcdi∈I(di) = 1
s = (ei : i ∈ I)
(ei : i ∈ I) is a basis for N , (ei : i ∈ Iuf) is a basis for
Nuf , and (diei : i ∈ I) is a basis for N◦
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Table 1. (continued)
Notation Description/requirements
N+ = N+s
{∑
i∈Iuf
aiei : ai ∈ Z, ai ≥ 0,
∑
i∈Iuf
ai > 0
}
⊂ Nuf
[ · , · ]s : N ×N → Q [ei, ej ]s = {ei, ej}dj
ǫij [ei, ej ]s, an integer except possibly when i, j ∈ Ifr
(e∗i : i ∈ I) basis for M dual to (ei : i ∈ I)
(fi : i ∈ I) basis for M◦ given by fi = d
−1
i e
∗
i
V ∗ real span of {e∗i : i ∈ Iuf}, dual space to V
〈 · , · 〉 : V ∗ × V → R
〈 · , · 〉 :M◦×N → Q
natural pairing
p∗ : Nuf →M◦
〈p∗(ei), djej〉 = ǫij for all i ∈ Iuf and j ∈ I
(p∗(ei) : i ∈ Iuf) required to be linearly independent
(vi : i ∈ I)
vi = p
∗(ei) for i ∈ Iuf and vi ∈M
◦ for i ∈ Ifr chosen to
make (vi : i ∈ I) linearly independent
zi indeterminates indexed by I
zm
∏
i∈I z
ci
i for m =
∑
i∈I cifi ∈M
◦
(ζi : i ∈ I) ζi = z
vi
ζn
∏
i∈I ζ
ci
i for n =
∑
i∈I ciei ∈ N
k a field of characteristic zero
k[[ζ]] k[[ζi : i ∈ I]], ring of power series in the ζi
m ideal in k[[ζ]] consisting of series with constant term zero
The subscript “fr” in the table stands for frozen and “uf” stands for unfrozen .
The values ǫij for i, j ∈ Ifr are unimportant for our purposes. One could, for
example, take all of these values to be zero. The requirement that the p∗(ei), for
i ∈ Iuf , are linearly independent is a condition on { · , · }. The elements vi are
vectors whose nonnegative span is called σ in [8]. The exact choice of the vi for
i ∈ Ifr does not affect the construction of the scattering diagram or the important
notion of consistency, defined below. Here we are taking σ to be a specific simplicial
cone whereas more freedom is given in [8], but this extra freedom is not meaningful
for our purposes. The monomials we call ζi are not named in [8].
The algebraic setting for the scattering diagram is the multivariate formal power
series ring k[[ζ]] or the quotient k[[ζ]]/mk+1 for k ≥ 0. We will introduce scat-
tering diagrams in both settings simultaneously, for two reasons: first, because the
definitions are the same, except for working modulo mk+1; and second, because
the option to work modulo mk+1 is essential to the construction in the setting of
k[[ζ]]. (Both of these settings fit into a broader level of generality discussed in [8,
Remark 1.7]). Working modulo mk+1 amounts to setting to zero all monomials in
{ζi :∈ Iuf} of total degree greater than k.
A rational subspace in V ∗ is the intersection of a finite collection of rational
hyperplanes {v ∈ V ∗ : 〈v, n〉 = 0} for various n ∈ Nuf . A rational cone in V
∗ is
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the intersection of a finite collection of halfspaces of the form {v ∈ V ∗ : 〈v, n〉 ≤ 0}
for various n ∈ Nuf . A wall is a pair (d, fd), where d is a codimension-1 ra-
tional cone in V ∗, contained in n⊥0 for some primitive n0 ∈ N
+, and fd is 1 +∑
ℓ≥1 cℓ
(
zp
∗(n0)
)ℓ
with coefficients cℓ in k, considered modulo m
k+1 when appro-
priate. (Requiring n0 to be primitive in N
+ means that there is no c with 0 < c < 1
such that cn0 ∈ N .) By definition, fd is a univariate formal power series in zp
∗(n0),
but also since n0 ∈ N+, the term zp
∗(n0) = ζn0 is a monomial in the ζi, and thus
fd is in k[[ζ]]. It will sometimes be convenient to write fd = fd(ζ
n0) as a way to
name the normal vector n0 explicitly.
We call a wall (d, fd) incoming if p
∗(n0) ∈ d ⊕ SpanR {fi : i ∈ Ifr}. Otherwise
(d, fd) is outgoing . Say that two walls are parallel if they are contained in the
same hyperplane.
A scattering diagram is a collectionD of walls, satisfying a finiteness condition
that we now explain. Write Dk for the set of walls (d, fd) ∈ D such that fd 6≡ 1
modulo mk+1. The condition is that Dk is a finite set for all k ≥ 1. In particular,
D =
⋃
k≥1 Dk is a countable collection of walls. The support Supp(D) of D is⋃
(d,fd)∈D
d, the union of all the walls of D.
Remark 2.1. We construct scattering diagrams in V ∗, while [8] constructs scattering
diagrams in a larger vector space. We make simple modifications in the remaining
definitions to account for the loss of these dimensions. (Indeed, we have already
modified the definition of incoming walls.) The omission of these dimensions is
justified later in Remarks 2.12 and 2.13.
SupposeD is a scattering diagram. A piecewise differentiable path γ : [0, 1]→ V ∗
is generic for D if it satisfies the following conditions:
• γ does not pass through the intersection of any two non-parallel walls of D.
• γ does not pass through the relative boundary of any wall (its boundary in
the hyperplane it spans).
• Neither γ(0) nor γ(1) is contained in a wall of D.
• When γ intersects a wall, it crosses the wall transversely (although γ may
not be differentiable where it intersects the wall).
Proposition 2.2. For any p, q ∈ V ∗ \ Supp(D), there exists a generic path from p
to q.
Proof. Since each wall of D is in n⊥0 for some n0 ∈ N
+, there is no wall of D
contained in a hyperplane that intersects the interior of the positive cone in V ∗
(the full-dimensional cone spanned by the e∗i for i ∈ Iuf).
Fix p, q ∈ V ∗ \Supp(D). We observe that there exists a point r in the interior of
the positive cone such that the straight line segment pr is a generic path. Indeed,
if pr fails to be generic for some r, then either (1) it passes through the intersection
of nonparallel walls or the relative boundary of a wall, or (2) it is contained in the
hyperplane containing some wall. But (2) can’t happen when r is in the interior of
the positive cone. We can rule out (1) by choosing r to avoid a countable union of
proper affine subspaces of V ∗. (Specifically, r must not be in the affine span of p
and an intersection of nonparallel walls or in the affine span of p and a proper face
of a wall.) Similarly, we find a generic line segment r′q for some r′ in the positive
cone. The concatenation of the segments pr, rr′, and r′q is the desired path. 
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Suppose γ is a generic path for D. If γ crosses a wall d ⊆ n⊥0 , specifically with
γ(t) contained in the wall, the wall-crossing automorphism pγ,d of k[[ζ]] is
(2.1) pγ,d(ζi) = ζif
〈vi,±n
′
0〉
d ,
where n′0 is the normal vector to d that is contained in N
+ and is primitive in N◦.
We take +n′0 in the formula when 〈γ
′(t), n0〉 < 0 or −n′0 when 〈γ
′(t), n0〉 > 0. If γ
is not differentiable at t, we abuse notation and still write “〈γ′(t), n0〉 < 0” and
“〈γ′(t), n0〉 > 0” to describe the two directions γ can cross the wall transversely.
A few comments on wall-crossing automorphisms are in order. First, and most
importantly, we emphasize a subtlety in the definition of pγ,d: Even though the
function fd is a formal power series in z
n0 , where n0 ∈ N+ is primitive in N , the
exponent on fd in the formula depends on n
′
0, a positive integer multiple of n0 which
is primitive in N◦. This is precisely where, later on when we consider the cluster
scattering diagram associated to an exchange matrix B, the theory allows B to
be skew-symmetrizable, rather than requiring that B be skew-symmetric. Second,
pγ,d is indeed an automorphism, with inverse given by ζi 7→ ζif
−〈vi,±n
′
0〉
d , which
is the wall-crossing automorphism associated to crossing the wall in the opposite
direction. We see that this inverse map sends ζif
〈vi,±n
′
0〉
d to ζi as required because
fd is a sum of powers of ζ
n0 = zp
∗(n0) and 〈p∗(n0), n′0〉 = {n0, n
′
0} = 0 by the
skew-symmetry of { · , · }.
For each k ≥ 1, we write pγ,Dk for the automorphism pγ,dℓ ◦ · · · ◦ pγ,d1 of k[[ζ]]
such that {d1, . . . , dℓ} is the sequence of walls of Dk crossed by γ, with wall di
crossed at time ti and with t1 ≤ t2 ≤ · · · ≤ tℓ. This is well-defined because if
ti = ti+1, the functions pγ,di and pγ,di+1 commute. Indeed, if t1 = t2 = · · · = tℓ,
then pγ,dℓ ◦ · · · ◦ pγ,d1 sends ζi to ζi
(∏ℓ
i=1 fdi
)〈vi,±n′0〉. (This is verified by an
argument similar to the argument above on the inverse of pγ,d.) We define the
path-ordered product pγ,D : k[[ζ]] → k[[ζ]] to be the limit of pγ,Dk as k → ∞.
A scattering diagram D is consistent if each path-ordered product pγ,D depends
only on the endpoints γ(0) and γ(1).
We make some useful observations about consistency. The first observation is
that, when D is consistent, in light of Proposition 2.2, one can define pp,q,D for
any p, q ∈ V ∗ \ Supp(D) to be pγ,D for any generic path from p to q. If p, q, r ∈
V ∗ \ Supp(D), then pq,r,D ◦ pp,q,D = pp,r,D.
The second observation is the following proposition, which makes it slightly easier
to compute path-ordered products in consistent scattering diagrams.
Proposition 2.3. Suppose D is a consistent scattering diagram and suppose p and
q are in V ∗ \ Supp(D). Suppose for each k ≥ 1 that γk is a path from p to q that
is generic in Dk. Then pp,q,D agrees, modulo m
k+1, with pγk,Dk for each k ≥ 1.
Thus pp,q,D is the limit, as k →∞, of pγk,Dk .
When we say that pp,q,D and pγk,Dk agree modulo m
k+1, we mean that pp,q,D
descends to a function k[[ζ]]/mk+1 → k[[ζ]]/mk+1 that coincides with pγk,Dk .
The statement is true by definition if each γk is generic for D. The point of the
proposition is to allow us to merely check genericity of γk for Dk.
Proof. Each path γk crosses some sequence of walls of Dk (possibly crossing some
parallel walls simultaneously). Choose points p0, . . . , pℓ on γk and in V
∗ \Supp(D)
between all distinct intersection points of γk with walls of Dk, taking p0 = p and
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pℓ = q. Then pp,q,D = ppℓ−1,pℓ,D ◦ · · · ◦ pp0,p1,D. This agrees modulo m
k+1 with
pp,q,Dk = ppℓ−1,pℓ,Dk ◦ · · · ◦ pp0,p1,Dk . But by cutting γk into shorter paths from
pi−1 to pi for each i = 1, . . . , ℓ, we see that pp,q,Dk = pγk,Dk , and we conclude that
pp,q,D and pγk,Dk agree modulo m
k+1 for all k ≥ 1. 
The third observation is the following proposition, which uses the previous propo-
sition to connect the consistency of D to the consistency of each Dk.
Proposition 2.4. A scattering diagram D is consistent if and only if each Dk is
consistent (modulo mk+1).
Proof. Suppose D is consistent and suppose γk is a path from p to q, generic in Dk.
If p, q 6∈ Supp(D), then Proposition 2.3 says that pγk,Dk = pp,q,D modulo m
k+1, so
in particular pγk,Dk depends only on p and q. If p and/or q is in Supp(D), then
since Dk is finite, by taking p
′ and/or q′ in small enough balls about p and/or q, we
can extend γk by pre-appending a path from p
′ to p and/or post-appending a path
from q to q′ without changing pγk,Dk . Then we apply Proposition 2.3 as above.
Conversely, if each Dk is consistent, then in the definition of pγ,D, each pγ,Dk
depends only on the endpoints of γ, so D is consistent. 
For the fourth observation, we re-use the definition above verbatim to reinterpret
each path-ordered product pγ,D as a map sending each Laurent monomial z
m (for
m ∈ M◦) to zm times an element of k[[ζ]]. In this interpretation, crossing a wall
(d, fd(ζ
n0)) fixes zi for i ∈ Ifr and for m ∈M◦ ∩ V ∗, sends zm to zmf
〈m,±n′0〉
d (with
n′0 and the choice of sign for ±n
′
0 as in the definition). The following proposition
is immediate because of the linearity in both interpretations.
Proposition 2.5. A path-ordered product pγ,D is determined entirely by its values
pγ,D(zi) for i ∈ Iuf , or equivalently by its values pγ,D(zm) for m ∈M◦ ∩ V ∗.
The fifth and final observation is that, in some sense, consistence of a scattering
diagram only depends on [ǫij ]i,j∈Iuf . See also Remark 2.13. The matrix [ǫij ]i,j∈Iuf
is called an exchange matrix and will have a more prominent role beginning in
Section 4.
Proposition 2.6. Take two choices of initial data as in Table 1, agreeing to the
extent that Iuf , the ei for i ∈ Iuf , the di for i ∈ Iuf , and the restriction of 〈 · , · 〉
to Nuf ×Nuf are the same for both choices. Distinguish the two choices by placing
“primes” on the notation for one choice, writing for example I and I ′ for the two
indexing sets. If D is a consistent scattering diagram for the unprimed data, then
a consistent scattering diagram for the primed data is obtained by replacing each
(d, fd(ζ
n0)) ∈ D by (d, fd((ζ′)n0)).
We emphasize that I and I ′ are not assumed to coincide, beyond the fact that
Iuf = I
′
uf . Since (ei : i ∈ Iuf) and (e
′
i : i ∈ Iuf) coincide, we have Nuf = N
′
uf ,
N+ = (N ′)+ and V ∗ = (V ′)∗, but N and N ′ need not even have the same dimen-
sion.
Proof. The agreement between unprimed and primed data is enough to imply that
the quantities 〈vi, n〉 and 〈v′i, n〉 agree for each n ∈ N
+ = (N ′)+. Thus for each
m ∈ M◦ ∩ V ∗ and generic path γ, the wall-crossing maps applied in computing
pγ,D(z
m) commute with replacing each ζi by ζ
′
i for i ∈ Iuf = I
′
uf . By Proposition 2.5,
we are done. 
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Two scattering diagrams D and D′ are equivalent if and only if for each path
γ that is generic for both D and D′, the path-ordered products pγ,D and pγ,D′
coincide. A point p ∈ V ∗ is general if there is at most one n0 ∈ N+ such that
p ∈ n⊥0 . A scattering diagram D defines a function p 7→ fp(D) =
∏
d∋p fd ∈ k[[ζ]]
on general points p. The following is [8, Lemma 1.9].
Lemma 2.7. Two scattering diagrams D and D′ are equivalent if and only if
fp(D) = fp(D
′) for all general points p.
It is possible for a scattering diagram D to have walls, or parts of walls, that
are irrelevant. For example, a wall (d, fd) may have fd = 1, so that the wall
can be ignored in all computations of path-ordered products. More subtly, two
overlapping, parallel walls (d1, fd1) and (d2, fd2) might have fd1fd2 = 1, so that
any path through their intersection would not “see” them. Even more subtly, a
collection {(di, fdi) : i ≥ 1} of parallel walls with
⋂
i≥1 d 6= ∅ can also be invisible
to paths through their intersection even if no finite product of the fdi is 1. As
a concrete example, if all of these walls are in n⊥0 , inductively choose fdi so that
fd1 · · · fdi = 1 + ζ
in0 and thus
∏
i≥1 fdi = 1. To avoid having irrelevant walls, we
consider scattering diagrams with minimal support , meaning that no scattering
diagram D′ equivalent to D has Supp(D′) ( Supp(D).
Proposition 2.8. Every consistent scattering diagram D is equivalent to a scat-
tering diagram D′ with minimal support and with the property that each D′k has
minimal support (as a scattering diagram modulo mk+1). All scattering diagrams
equivalent to D and having minimal support have the same support.
Proof. We will construct a scattering diagramD′ equivalent toD such that, for each
k ≥ 1, Supp(D′k) is the closure of the set of general points p such that fp(D) 6= 1
modulo mk+1. We begin by taking D′0 to be the empty scattering diagram. Now
for each k, suppose that D′k−1 has been defined to be equivalent to Dk−1 and has
Supp(D′k−1) as desired. Then the function p 7→ fp(Dk)/fp(D
′
k−1) modulo m
k+1 on
general points p is determined by finitely many walls (the walls of Dk and the walls
ofD′k−1. Thus we can add finitely many walls to D
′
k−1 to define D
′
k with support as
desired. The union over k ≥ 1 of the D′k is the desired D
′. This is equivalent to D
because it is equivalent modulo mk+1 for every k. If D′′ is equivalent to D and has
minimal support, then Lemma 2.7 says that fp(D
′′) = fp(D) for all general points.
In particular, Supp(D′′k) contains all points where fp(D) 6= 1 modulo m
k+1, and
thus Supp(D′′k) contains Supp(D
′
k). Therefore Supp(D
′′) contains Supp(D′). 
We will need the following technical lemmas. Given a scattering diagram D and
n0 ∈ N+, the rampart ofD associated to n0 is the union of all walls ofD contained
in n⊥0 . Note that we do not assume consistency of D in the following lemma.
Lemma 2.9. Suppose that D has minimal support, that each Dk has minimal
support (as a scattering diagram modulo mk+1), and that γ is a generic path in D
that crosses no rampart of D more than once. Then pγ,D is the identity if and only
if γ crosses no wall in D.
Proof. The “if” direction holds by definition. To prove the “only if” direction,
suppose γ crosses a wall of D. Let k be minimal such that γ crosses a wall of Dk.
Then γ crosses (necessarily all at the same time) some collection of parallel walls
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such that the product f of the functions on the wall is 1 + cζn0 plus higher-order
terms in ζn0 for some c 6= 0 and n0 ∈ N+ such that the total degree of ζn0 is k.
For each i ∈ I, we have pγ,d(ζi) = ζif
〈vi,±n0〉
d , with the sign in ±n0 chosen as
explained in the definition. Since the vi are linearly independent, we can choose
i ∈ I such that 〈vi,±n0〉 6= 0, so that pγ,d(ζi) = ζi(1 + aζn0 + · · · ), where a is
c〈vi,±n0〉 6= 0 and the “· · · ” represents higher-order terms in ζn0 .
We partially order N+ ∪ {0} componentwise according to the basis (ei : i ∈ Iuf)
and consider the closed interval [0, n0] in this order. We observe that ζ
−1
i pγ,Dk(ζi) ∈
k[[ζ]] and consider for which vectors n ∈ [0, n0] the monomial ζn appears with
nonzero coefficient in each step in evaluating ζ−1i pγ,Dk(ζi). Before any walls are
crossed, only the monomial ζ0 = 1 appears, and then the first change that occurs
is to insert the monomial aζn0 . This monomial could be immediately removed if γ
again crossed a wall in n⊥0 , but since γ does not cross any rampart of D twice, that
does not happen. The only change that can occur next is to pick up a term ζn1 for
some n1 strictly between 0 and n0. Once we have this new term, it is possible to lose
the term ζn0 . However, continuing onward, we consider the smaller interval [0, n1],
first noticing that the next change cannot be to lose the term ζn1 . Proceeding in
this manner, we conclude that ζ−1i pγ,Dk(ζi) 6= 1, so that pγ,Dk is not the identity
map on k[[ζ]]/mk+1. But pγ,Dk agrees with pγ,D modulo m
k+1, so pγ,D is not the
identity. 
We make a slightly more detailed statement of Lemma 2.9 in a special case.
Lemma 2.10. Suppose D has minimal support, that each Dk has minimal support
(as a scattering diagram modulo mk+1), and that γ is a generic path in D that
is a line segment. If γ crosses a wall contained in n⊥0 for some n0 ∈ N
+ and if
m ∈M◦ \ n⊥0 , then pγ,D(z
m) 6= zm.
Proof. In the proof of Lemma 2.9, consider z−mpγ,Dk(z
m) instead of ζ−1i pγ,Dk(ζi) ∈
k[[ζ]] and conclude that it is not equal to 1. 
Lemma 2.11. Suppose that D is a consistent scattering diagram with minimal
support, that p is a point in a rampart R of D, and that v ∈ V ∗ has the property
that there exists E > 0 such that p + εv 6∈ R whenever E > ε > 0. Then p is
contained in some wall of D whose hyperplane does not contain p+ v.
Proof. By Proposition 2.8, up to equivalence and without changing the support
of D, we assume that each Dk also has minimal support.
Suppose for the sake of contradiction that every wall containing p is in a hyper-
plane containing p+ v. In particular, the hyperplane of R contains p+ v, and the
hypothesis on v implies that p is not in the relative interior of R (the interior of R
relative to the hyperplane containing it). Since p ∈ R, there exists k such that p is
in a wall of Dk. Since Dk is finite, we can choose ε with E > ε > 0 small enough
so that the ε-ball B about p does not intersect any wall of Dk not containing p.
Because p is in a wall d of Dk contained in R, the ball B contains a point q in
relint(d) not contained in any wall of Dk not parallel to d and not contained in the
relative boundary of any wall of Dk parallel to d. Since Dk has minimal support,
the product f =
∏
d′
fd over all d
′ containing q has f 6= 1. Because p is not in the
relative interior of R, the ball B also contains a point r ∈ H \ R, where H is the
hyperplane containing R. Furthermore, since every wall of Dk intersecting B is in
a hyperplane containing p+ v, we can choose r such that the segment qr does not
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cross any walls not in H . Now consider a loop γ contained in B that passes through
H at q and r and that stays close enough to qr that it passes through no walls of
Dk not contained in H . There is exactly one non-identity contribution to pγ,Dk,
namely at q, so pγ,Dk is not the identity. This contradicts the the consistency of
Dk and thus (by Proposition 2.4) the consistency of D. This contradiction proves
that p is contained in some wall of D whose hyperplane does not contain p+ v. 
Remark 2.12. As mentioned in Remark 2.1, we construct the scattering diagram
in V ∗ (the real span of the set {e∗i : i ∈ Iuf}), while [8] constructs the scattering
diagram in a larger space, namelyM⊗R (the real span of {e∗i : i ∈ I}). Suppose we
were to construct the scattering diagram inM⊗R instead. Each wall in a scattering
diagram (here and in [8]) is contained in a hyperplane perpendicular to a vector in
N+ ⊂ Nuf , and each such hyperplane contains the real span of {e∗i : i ∈ Ifr}. Using
simple arguments similar to the proof of Lemma 2.11, we see that, up to equivalence
of scattering diagrams, we could take each wall in a consistent scattering diagram
to be the direct product of a cone in V ∗ with the real span of {e∗i : i ∈ Ifr}. Since
we only care about consistent scattering diagrams, making the construction in V ∗
is a matter of taking a quotient modulo some unnecessary dimensions.
Remark 2.13. Once we choose the exchange matrix [ǫij ]i,j∈Iuf , fix V , fix a basis
(ei : i ∈ Iuf) for V and take Nuf to be the lattice generated by {ei : i ∈ Iuf}, the
choice of a superlattice N and the choice of an extension of { · , · } to N × N
corresponds to a choice of coefficients in the sense of cluster algebras of geometric
type [6, Section 2]. Thus the unnecessary dimensions mentioned in Remark 2.12
are dual to the dimensions where the coefficients live. Proposition 2.6 shows that,
because we left out the unnecessary dimensions, the choice of coefficients commutes
with the construction of consistent scattering diagrams.
3. Scattering fans
In the introduction, we asserted that a consistent scattering diagram “cuts the
ambient vector space into a complete fan.” We now make that assertion precise
and prove it. We begin by recalling some basic definitions.
A convex cone in a real vector space is a subset that is convex and closed under
positive scaling and under addition. (In fact, if the subset is convex and closed
under positive scaling, then it is closed under addition.) The relative interior
relint(C) of a convex set C is its interior as a subset of its linear span. A convex set
is relatively open if it is open as a subset of its linear span, or equivalently if it
equals its relative interior. The relative boundary of a convex set is its boundary
as a subset of its linear span. A subset F of a closed convex set C is a face if it is
convex and has the property that any line segment L contained in C whose relative
interior intersects F has L ⊆ F . (There is a better-known definition of faces of a
closed convex polyhedron, but we use this more general definition because we don’t
know that the cones we consider are polyhedral.) A face F of a closed convex cone
C is again a closed convex cone, and furthermore a subset of F is a face of F if
and only if it is a face of C. A fan is a collection of closed convex cones that is
closed under passing to faces and that has the property that, given any two cones
C and D in the fan, the intersection C ∩D is a face of C and a face of D. A fan is
complete if the union of its cones is the entire ambient vector space.
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Now let D be a scattering diagram. Recall that the rampart of D associated
to n0 ∈ N+ is the union of all walls of D contained in n⊥0 . Given D and p ∈ V
∗,
write RamD(p) for the set of ramparts of D containing p and write D \ RamD(p)
for the set of walls of D not contained in any rampart in RamD(p).
Suppose D is a consistent scattering diagram with minimal support. We define
an equivalence relation on V ∗ by declaring p, q ∈ V ∗ to be D-equivalent if and
only if there is a path γ from p to q on which RamD( · ) is constant. In other words,
p, q ∈ V ∗ are D-equivalent if and only if, first, RamD(p) = RamD(q) and second,
p and q are in the same path-connected component of (∩RamD(p)) \ (Supp(D \
RamD(p))). If RamD(p) = ∅, then by convention ∩RamD(p) = V ∗, so points
p, q ∈ V ∗\Supp(D) are equivalent if and only if they are in the same path-connected
component of V ∗ \ Supp(D). A D-class is a D-equivalence class.
The closure of a D-class is called a D-cone. Define Fan(D) to be the set of
D-cones together with their faces. The D-cones and Fan(D) depend on D only up
to equivalence as long as D has minimal support. We call Fan(D) a scattering
fan . Our goal in this section is to prove the following result.
Theorem 3.1. If D is a consistent scattering diagram with minimal support, then
Fan(D) is a complete fan in V ∗.
Some remarks are in order.
Remark 3.2. Typically, a fan is required to have finitely many cones, but we allow
infinite fans (fans with infinitely many cones). The topology of a finite complete
fan is spherical, in the sense that the fan induces a cell decomposition of the unit
sphere about the origin. Infinite fans, including Fan(D), can be much more compli-
cated. For example, [8, Example 1.15] describes a family of 2-dimensional scattering
diagrams—in fact, cluster scattering diagrams in the sense of Section 4. (See also
[13, Section 3].) When the associated scattering fan is infinite, its full-dimensional
cones cover a proper subset of the plane—all but some cone C. The cone C is
sometimes a ray, but it is typically 2-dimensional. Every ray contained in C is a
cone in the scattering fan. Thus the topology of the fan is not a circle, but rather
a line segment together with uncountably many isolated points.
Remark 3.3. The point of using ramparts, instead of walls, to define Fan(D) is
that the geometry of ramparts is the geometry of the support of D. The exact wall
structure is not invariant under equivalence, but Proposition 2.8 implies that the
rampart structure is, for consistent scattering diagrams with minimal support.
Remark 3.4. The scattering fan depends only on the matrix [ǫij ]i,j∈Iuf , in light of
Proposition 2.6.
Theorem 3.1 says in particular that each D-cone is indeed a closed convex cone.
We begin the proof by establishing that fact as part of the following proposition.
Proposition 3.5. If D is a consistent scattering diagram with minimal support,
then each D-class is a convex cone and each D-cone is a closed convex cone.
In preparation for the proof of Proposition 3.5, we prove the following technical
lemma. Given a scattering diagram D and a linear subspace U of V ∗, let D \ U
be the set of walls (d, fd) in D such that the hyperplane containing d does not also
contain U . Even if D is consistent, there is no guarantee that D \ U is consistent,
but the lemma asserts a version of consistency of D \ U for paths that lie in U .
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Proposition 3.6. Suppose D is a consistent scattering diagram and suppose U is
a subspace of V ∗. If a path γ is contained in U and generic in D \ U , then the
path-ordered product pγ,D\U depends only on the endpoints of γ.
Proof. Let H be the set of hyperplanes in V ∗ that both contain U and contain a
wall in D. Let p = γ(0) and q = γ(1). Let v be any vector not contained in any
hyperplane in H. In particular, v 6∈ U , so that, for any ε > 0, the path γ + εv is
disjoint from U . We can’t guarantee that γ+ εv is generic for any particular ε > 0,
so we can’t necessarily define any path-ordered product pγ+εv,D.
However, we claim that for k ≥ 1, there exists εk > 0 such that for 0 < ε ≤ εk,
(1) γ + εv is generic in Dk, and
(2) the sequence (d1, fd1), . . . , (dℓ, fdℓ) of walls of Dk crossed by γ + εv equals
the sequence of walls of Dk \ U crossed by γ.
Since γ is generic in D \ U , it is generic in Dk \ U . Since Dk is finite, we can
choose εk small enough so that the sequence of walls of Dk \U crossed by γ+ εv is
constant for 0 ≤ ε ≤ εk, and by our choice of v, if we restrict to 0 < ε ≤ εk, then
γ+εv crosses no walls whose hyperplane contains U . Thus we can satisfy (2). Also
because γ + εv crosses no walls whose hyperplane contains U for 0 < ε ≤ εk, to
ensure that γ + εv is generic in Dk, we only need to consider how it crosses walls
in Dk \ U . It is clear that we can choose εk small enough so that the endpoints of
γ+ εv are not in Supp(Dk \U). If B is the relative boundary of a wall in Dk \U or
is the intersection of two walls of Dk \U , then B is closed. Since B is disjoint from
γ, we can choose εk small enough for γ + εv to avoid B. There are only finitely
many such B, so we can avoid all of them, and we have proved the claim.
We consider the limit, as k →∞, of the compositions pγ+εkv,dℓ ◦ · · · ◦ pγ+εkv,d1 .
(The index ℓ and the walls d1, . . . , dℓ vary with k in this limit.) By the claim, this
is the same limit encountered in the definition of pγ,D\U , so the limit is pγ,D\U .
Since neither p nor q is contained in any wall of D \ U , there is no positive
lower bound on values of ε > 0 such that neither p+ εv nor q + εv is in Supp(D).
When neither p + εv nor q + εv is in Supp(D), we have a well-defined function
pp+εv,q+εv,D. For each k ≥ 1, choose ε′k with 0 < ε
′
k ≤ εk such that neither
p + ε′kv nor q + ε
′
kv is in Supp(D). By the claim, the path γ + ε
′
kv is generic
in Dk. Choose points p0, . . . , pℓ′ on γ + ε
′
kv and in V
∗ \ Supp(D) between all
distinct intersection points of γ + ε′kv with walls of Dk, taking p0 = p and pℓ′ = q.
To compute pp+εv,q+εv,D = ppℓ′−1,pℓ′ ,D ◦ · · · ◦ pp0,p1,D for any ε ≤ ε
′
k, we take in
the kth step exactly the composition pγ+ε′
k
v,dℓ ◦ · · · ◦ pγ+ε′kv,d1 . Thus for ε ≤ ε
′
k,
the functions pp+εv,q+εv,D and plimε→0 γ+εv,D coincide modulo m
k+1. Therefore
limε→0 pp+εv,q+εv,D exists and equals the limit from the previous paragraph.
We have shown that pγ,D\U = limε→0 pp+εv,q+εv,D (independent of the vector v
chosen). Since limε→0 pp+εv,q+εv,D depends only on p and q, we are done. 
We now prove the first piece of Theorem 3.1.
Proof of Proposition 3.5. The assertion that each D-cone is closed is by definition
and is made here for emphasis. Closures of convex sets are themselves convex—
see, for example, [14, Theorem 2.3.5]—and closures of cones are cones. Thus we
need only show that every D-class is a convex cone. As mentioned above, this is
equivalent to showing that everyD-class is convex and closed under positive scaling.
But closure under positive scaling is immediate, because applying a positive scaling
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to a point preserves the set of walls containing the point. Thus our task is to prove
that every D-class is convex. Since D is consistent, Proposition 2.4 says that Dk
is consistent (modulo mk+1) for each k ≥ 1, and we will use that fact throughout
the proof. Proposition 2.8 says that up to equivalence and without changing the
support of D, we can assume that each Dk has minimal support.
Suppose p and q are D-equivalent. That is, RamD(p) = RamD(q) and there
exists a path γ˜ from p to q in ∩RamD(p) that does not intersect any wall not in a
rampart in RamD(p). Writing U for the R-linear span of ∩RamD(p), we see that γ˜
is contained in U and generic in D\U . Write γ for the straight line segment pq. To
complete the proof, we need to show that γ is contained in the D-equivalence class
of p and q, or in other words, that the points on γ are all D-equivalent. We will
prove this by establishing two claims that rule out certain types of intersections of
γ with walls of D, and then showing that γ never leaves RamD(p).
We first claim that, for k ≥ 1, the segment γ intersects no wall of Dk \ U
transversely. (We include, under the description “intersecting a wall transversely”
the case where γ passes through the relative boundary of the wall while passing
transversely through the hyperplane of the wall.) Suppose to the contrary that
γ intersects some wall of Dk \ U transversely. By definition, every hyperplane
containing a wall in Dk \U intersects U in a subspace of U (of codimension 1 in U).
In particular, it is possible to choose a vector v and ε > 0 such that the line segment
γ+εv is contained in U but is not contained in any hyperplane containing a wall in
Dk \ U . Furthermore, it is possible to choose v such that, for small enough ε > 0,
the segment γ + εv intersects some wall of Dk \ U transversely but is generic in
Dk \U . Possibly by making ε even smaller (but still positive), neither the segment
from p to p+ εv nor the segment from q+ εv to q intersects any wall in Dk \U . Let
γ+ be the path consisting of a segment from p to p + εv followed by the segment
γ + εv and then the segment from q + εv to q. This is generic in Dk \ U .
The path γ˜ intersects no wall of Dk \ U , so pγ˜,(Dk)\U is the identity. Since
the initial and final segments of γ+ intersect no walls in Dk \ U and the middle
segment is a straight line segment crossing some wall of Dk \ U , Lemma 2.9 says
that pγ+,(Dk)\U is not the identity. By this contradiction to Proposition 3.6, we
have established the claim that γ crosses no wall of Dk \ U transversely.
We next claim that the segment γ does not intersect any walls of D \RamD(p).
Since RamD(p) = RamD(q), any hyperplane containing U = SpanR(∩RamD(p))
also contains γ, and thus cannot be crossed transversely by γ. Thus if γ intersects
a wall ofD\RamD(p) transversely, then γ intersects a wall ofD\U transversely. The
latter is ruled out by the first claim, so it remains to show a contradiction in the case
where γ intersects some wall of D \ RamD(p) non-transversely. (We include, under
the description “intersecting a wall non-transversely” the case where γ passes only
through the relative boundary of the wall while passing non-transversely through
the hyperplane of the wall.)
Suppose to the contrary that γ intersects some wall of (D \ RamD(p))∩Dk non-
transversely. Let r be the first point where γ intersects a wall of (D \ RamD(p))∩Dk
non-transversely. LetR be a rampart ofDk containing a wall of (D \ RamD(p))∩Dk
intersected non-transversely at r. For small enough ε > 0, the ε-ball B about r does
not intersect any wall of Dk not containing r. The rampart R is a union of (finitely
many) walls of Dk, each of which is a closed polyhedral cone of codimension 1.
Its boundary is a union of (finitely many) polyhedral cones of codimension 2, each
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contained in a maximal proper face of a wall contained in R. The point r is in
the boundary of R, and is thus contained in some cone C of codimension 2 that is
part of the boundary of R. Furthermore, C can be chosen so that Span
R
(C) does
not contain γ. Choose a point r′ in C ∩ B that is not contained in any rational
hyperplane not containing C. Lemma 2.11 says that r′ is contained in some wall
(d, fd) of Dk not parallel to R. By the definition of ε, the wall d contains r. The
hyperplane containing d contains C, so it cannot also contain γ, because it is not
parallel to R. We have shown that the segment γ intersects d transversely. Since
the hyperplane containing d doesn’t contain γ, in particular it doesn’t contain U , so
d is in Dk \U . However, we already proved the first claim (that γ does not intersect
any wall of Dk \ U transversely). By this contradiction, we have completed the
proof of the second claim (that γ does not intersect any walls of D \ RamD(p)).
We now show that γ is contained in ∩RamD(p). In fact, we show that, for every
k ≥ 1, if a rampart of Dk contains p, then it contains γ. (This is enough, because
each rampart of D is a union of ramparts of Dk, as k →∞.) Suppose k ≥ 1 and R
is a rampart of Dk with p ∈ R. For the sake of contradiction, suppose γ 6⊆ R. Since
R is a finite union of walls, there is some point r where γ leaves R by crossing the
boundary of R. As in the proof of the second claim above, r is contained in some
cone C of codimension 2 that is part of the boundary of R and C can be chosen so
that Span
R
(C) does not contain γ. Arguing as in the conclusion of that proof, we
exhibit a wall d ∈ D\U such that γ intersects d (transversely). But this contradicts
the first claim, and we conclude that γ ⊆ R.
We have shown that γ is contained in ∩RamD(p) and does not intersect any
walls in D \RamD(p). Thus RamD( · ) is constant on γ, and thus by definition, the
points of γ are all D-equivalent. 
The next step in the proof of Theorem 3.1 is to reduce the theorem to proving
that Fan(Dk) is a fan for each k ≥ 1. We will need the following well-known fact
about convex closed sets.
Proposition 3.7. Suppose C is a closed convex set and suppose p ∈ relint(C).
Then C is the set of points q such that there exists a path from p to q contained in
relint(C) except possibly at q. Given q ∈ C, this path can be taken to be a straight
line segment.
Proof. If there exists a path from p to q contained in relint(C) except possibly at
q, then in particular q is the limit of the points in the path, so q is in the closure
of relint(C). It is well-known that a closed convex set is the closure of its relative
interior (see, for example [14, Theorem 2.3.8]), so q ∈ C.
Conversely, suppose q ∈ C and consider the line segment pq. A well-known fact
on convexity says that, given a segment γ connecting a point p in the relative interior
of a convex set to a point q in the closure of that set, the segment is contained in
the relative interior, except possibly q. (See for example [14, Theorem 2.3.4].) 
We continue by relating D-equivalence to Dk equivalence.
Proposition 3.8. Suppose that D is consistent and has minimal support and that
Dk has minimal support (as a scattering diagram modulo m
k+1) for each k ≥ 1.
Two points p, q ∈ V ∗ are D-equivalent if and only if they are Dk-equivalent for all
k ≥ 1.
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Proof. Suppose p and q are Dk-equivalent for all k ≥ 1. Then for all k ≥ 1, by
Proposition 3.5, RamDk( · ) is constant on the line segment pq. Since each rampart
of D is a union, as k →∞, of ramparts of Dk, also RamD( · ) is constant on pq.
Conversely, suppose p and q are D-equivalent and fix k ≥ 1. If p = q, then we
are done, so assume not. Then by Proposition 3.5, RamD( · ) is constant on the
line segment pq, and in particular pq does not intersect any wall of D \ RamD(p).
Thus pq does not intersect any wall of Dk \RamD(p). If RamDk( · ) is not constant
on γ, then Lemma 2.11 implies that pq intersects a wall d of Dk transversely. But
then the rampart containing d intersects pq at only one point, contradicting the
fact that RamD( · ) is constant on the line segment pq. 
We next prove some general facts about collections of cones defined by equiv-
alence relations. Given an equivalence relation ≡ all of whose classes are convex
cones, define an ≡-cone to be the closure of an ≡-class. Let F≡ be the collection
of all ≡-cones and faces of ≡-cones.
Proposition 3.9. If ≡ is an equivalence relation all of whose classes are con-
vex cones, then every ≡-cone C is the closure of a unique ≡-class, and this class
contains relint(C).
Proof. The cone C is the closure of some ≡-class C′, which is a convex cone. It is
well-known that the relative interior of a convex set A equals the relative interior
of the closure of A. (See for example [14, Theorem 2.3.8].) Thus relint(C) =
relint(C′) ⊆ C′. Now C can’t be the closure of a different ≡-class, because if so,
both classes contain relint(C) 6= ∅. 
Proposition 3.10. Suppose (≡k : k ≥ 1) is a family of equivalence relations on
on a real vector space such that the equivalence classes are relatively open convex
cones. Suppose also that p ≡ℓ q =⇒ p ≡k q for all k and ℓ with 1 ≤ k ≤ ℓ. Define
≡ to be the equivalence relation with p ≡ q if and only if p ≡k q for all k ≥ 1. If
F≡k is a fan for all k ≥ 1, then F≡ is a fan, and is the coarsest common refinement
of the F≡k .
Proof. For any p, the ≡-class of p is the intersection of the ≡k-classes of p, and thus
is convex. To check that a collection of cones is a fan, it is enough to check that it
is closed under passing to faces and for maximal cones C and D, the intersection
C ∩D is a face of each. (This is well-known. See for example [12, Lemma 5.19] for
a proof.) The collection Fan≡ is closed under passing to faces, by definition. Since
each maximal cone of Fan≡ is the closure of a ≡-class, to show that F≡ is a fan,
it is enough to check that for any closures C and D of ≡-classes, the intersection
C ∩ D is a face of C. Appealing to Proposition 3.9, let C′ be the unique ≡-class
whose closure is C. For each k ≥ 1, let C′k be the ≡k-class containing C
′ and let
Ck be the closure of C
′
k. Define D
′, D′k, and Dk analogously.
Suppose L is a line segment contained in C and whose relative interior inter-
sects D. We need to show that L ⊆ D. For each k ≥ 1, since C ⊆ Ck and D ⊆ Dk,
the segment L is contained in Ck and its interior intersects Dk. Since F≡k is a fan,
Ck ∩ Dk is a face of Dk, so L is contained in Ck ∩ Dk. Thus L is contained in
each Dk.
To show that L is contained inD, we prove that D =
⋂
k≥1Dk. The containment
D ⊆
⋂
k≥1Dk is immediate. Let q be a point in
⋂
k≥1Dk and let p ∈ relint(D) ⊆ D
′.
Then p ∈ D′k for all k ≥ 1. It is well-known that a relatively open convex set is
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the relative interior of its closure. (This follows from [14, Theorem 2.3.8], already
quoted above.) Thus since each D′k is relatively open and convex, D
′
k = relint(Dk),
so p ∈ relint(Dk) for all k ≥ 1. Now Proposition 3.7 says that each point in pq,
except possibly q, is in relint(Dk) = D
′
k. Thus every point in pq, except possibly q,
is in
⋂
k≥1D
′
k = D
′. Thus q ∈ D.
We have proved that L ⊂ C ∩D and thus that C ∩D is a face of C. Therefore
F≡ is a fan. The assertion about coarsest common refinement is immediate. 
The following special case of Proposition 3.9 is used often enough to warrant
stating separately.
Proposition 3.11. Suppose D is a consistent scattering diagram with minimal
support. Every D-cone C is the closure of a unique D-class. This class contains
relint(C).
The final tool needed for the proof of Theorem 3.1 is the following proposition,
which will take some effort.
Proposition 3.12. Suppose D is a consistent scattering diagram with minimal
support. If C is a D-cone and p, q ∈ C, then the relative interior of the line
segment pq is contained in a D-class.
Proof. If p = q, then the assertion is trivial, so assume p 6= q. Proposition 3.11 says
that C is the closure of a unique D-class C′ ⊇ relint(C). Proposition 3.5 says that
pq is contained in C. We will show that relint(pq) is contained in some D-class, but
this class may not be C′.
Let r be any point in relint(C). If r is on the line containing p and q, then
the assertion follows immediately from Propositions 3.7 and 3.11, so assume not.
Proposition 3.7 implies that the entire triangle T with vertices p, q, and r, except
possibly the segment pq, is contained in relint(C) and therefore in C′.
Let s1 and s2 be distinct points in relint(pq) such that for i ∈ {1, 2},
(i) Every rational hyperplane containing si also contains pq.
(ii) No two rational hyperplanes have their intersection contained in the hyper-
plane containing si and orthogonal to pq.
This is possible because the two requirements on si force si to avoid a countable
number of points on pq. Thus the possibilities for si form a dense subset of pq.
We first claim that the line segment s1s2 intersects no wall of D transversely.
Most of the proof consists of checking this claim. (As before, we include, under the
description “intersecting a wall transversely” the case where s1s2 passes through
the relative boundary of the wall while passing transversely through the hyperplane
of the wall.) It is enough to prove the claim for each Dk.
Fix k ≥ 1. Since Dk is finite and by (i), there exists ε > 0 such that, for
i ∈ {1, 2}, the ε-ball about si does not intersect any wall of Dk whose hyperplane
does not contain pq. Choose points t1 and t2 in the triangle T with t1 − s1 and
t2 − s2 both orthogonal to pq and with |t1 − s1| = |t2 − s2| < ε. (Here, |ti − si|
is the usual Euclidean distance.) In particular, t1 and t2 are in C
′ and thus are
D-equivalent, so Proposition 3.5 says that the line segment t1t2 is contained in C
′.
By Proposition 3.8, RamDk( · ) is constant on C
′, so every wall of D intersecting
t1t2 is contained in a rampart of Dk that contains C
′, and thus C, and thus pq.
There exists ε′ such that the ε′-neighborhood of t1t2 doesn’t intersect any wall of
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Dk whose hyperplane does not contain pq. Within the ε
′-neighborhood of t1t2, we
can choose points u1 and u2 such that
(iii) u1, u2, s2 and s1 form a rectangle with |u1 − s1| = |u2 − s2| < ε,
(iv) u1u2 is not contained in any rational hyperplane containing pq,
Now, by construction,
(v) the line segment u1u2 does not intersect any walls of Dk.
Now suppose for the sake of contradiction that s1s2 intersects a wall of Dk
transversely. We choose points v1 and v2 such that
(vi) v1, v2, s2 and s1 form a rectangle with |v1 − s1| = |v2 − s2| < ε,
(vii) v1v2 is not contained in any rational hyperplane containing pq,
(viii) v1v2 intersects a wall of Dk transversely,
(ix) v1v2 is a generic path for Dk, and
(x) The segments u1v1 and u2v2 are generic paths for Dk, and neither intersects
any wall of Dk whose hyperplane does not contain pq.
To see why this is possible, consider: Satisfying (vi) and (vii) amounts to choosing
a direction orthogonal to pq that avoids rational hyperplanes containing pq and
then choosing a length |v1 − s1| = |v2 − s2| < ε. Since s1s2 intersects a wall of Dk
transversely but s1 and s2 are not contained in any wall of Dk whose hyperplane
does not contain pq, we see that the relative interior of s1s2 intersects a wall of
Dk transversely. Thus if the length is chosen small enough, the direction can be
chosen so as to satisfy (viii). For i ∈ {1, 2}, since ui and vi are in the ε-ball about
si, the segment uivi does not intersect any walls of Dk whose hyperplane does not
contain pq. Thus uivi can be made generic by avoiding all pairwise intersections
d ∩ d′ of nonparallel walls of Dk containing pq and all boundaries ∂d of walls of
Dk containing pq. Any such d ∩ d′ contains pq and is of codimension at least 2, so
the intersection of d ∩ d′ with the hyperplane orthogonal to pq and containing si
is of codimension at least 3. By (ii), any such ∂d, intersected with the hyperplane
orthogonal to pq at si, yields a set of codimension at least 3. Thus the set of points
vi such that uivi intersects such a d∩d′ and/or such a ∂d has codimension at least 2.
Also, v1v2 is generic if it misses all intersections of walls and all boundaries of walls.
This amounts to choosing the vi avoid a finite collection of sets of codimension at
least 2. We can vary the vi within a set of codimension 1, so we can satisfy (ix)
and (x) by changing the chosen direction and length slightly without losing (vi),
(vii), and (viii).
Let U be the intersection of all hyperplanes n⊥ ⊂ V ∗ containing pq for n ∈ N+.
(Possibly there are no such hyperplanes, in which case U = V ∗.) By (viii), the
segment v1v2 crosses a wall (d, fd) transversely. Since v1v2 is parallel to pq, the
wall d does not contain pq, and therefore, because U contains pq, the hyperplane
H containing d does not contain U . Since U is rational, there exists a nonzero
m ∈ M◦ ∩ (U \ H). Let γ′ be the path obtained by concatenating the segments
v1u1, u1u2, and u2v2. By (x), because m ∈ U , and since u1u2 does not intersect
any walls of Dk, we have pγ′,Dk(z
m) = zm. On the other hand, by (ix), the
segment v1v2 satisfies the hypothesis of Lemma 2.10. That lemma asserts that
pv1v2,Dk(z
m) 6= zm. We have contradicted the consistency of Dk, and thus, by
Proposition 2.4, contradicted the consistency of D. This contradiction proves that
s1s2 intersects no wall of Dk transversely and thus proves the claim that s1s2
intersects no wall of D transversely.
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We next claim that RamD(s) is constant for s ∈ s1s2. Suppose to the contrary.
Then there exists k ≥ 1 such that RamDk(s) is not constant for s ∈ s1s2. By the
first claim, the variation in the function RamDk(s) involves only ramparts whose
hyperplane contains s1s2. Ramparts in Dk are closed, so up to swapping s1 and s2
there is a rampart R and a point s ∈ R ∩ s1s2 such that s+ ε(s1 − s2) 6∈ R for all
small enough ε > 0. Just as in the proof of Proposition 3.5, we use Lemma 2.11 to
conclude that s1s2 intersects a wall of Dk transversely at s. This contradicts the
first claim, and we have proved the claim that RamD(s) is constant for s ∈ s1s2.
This second claim says that, by definition, s1 and s2 are D-equivalent. This is
true for any two points chosen from a dense subset of pq. Since D-classes are convex
by Proposition 3.5, the relative interior of pq is contained in a D-class. 
We now complete the proof of the main result of this section: When D is a
consistent scattering diagram with minimal support, Fan(D) is a complete fan.
Proof of Theorem 3.1. Completeness is immediate because each element of V ∗ is
in some D-class and thus in some D-cone. By Lemma 2.8, we can assume, up
to equivalence of scattering diagrams without changing the D-equivalence relation,
that each Dk has minimal support. Proposition 3.8 says that two points are D-
equivalent if and only if they are Dk-equivalent for all k ≥ 1. If ℓ > k ≥ 1, then
(Dℓ)k = Dk, so Proposition 3.8 also says that if two points are Dℓ-equivalent then
they are Dk-equivalent. Thus, in light of Proposition 3.10, we only need to prove,
for a finite consistent scattering diagram D (possibly working modulo mk+1 for
some k ≥ 1) with minimal support, that each D-class is a relatively open convex
cone and that Fan(D) is a fan.
Proposition 3.5 says that D-classes are convex cones, and we now check relative
openness. We can obtain any D-class by choosing a set R of ramparts, taking the
intersection ∩R, removing all points contained in ramparts not in R and choosing
a component of what remains. Since D is finite, ∩R is an intersection of finite
unions of closed sets, and thus closed. Lemma 2.11 implies that the every point in
the relative boundary of ∩R is removed. (Given p in the relative boundary, there
exists v in the linear span of ∩R such that p+ εv 6∈ ∩R for all small enough ε > 0.
This p is also in the relative boundary of some rampart R in R. Apply Lemma 2.11
to this R, p, and v.) Since we are removing a finite number of walls, all of which
are closed, each path-connected component is relatively open, as desired.
We verified in Proposition 3.5 that each element of Fan(D) is a convex cone,
and Fan(D) is closed under passing to faces, by construction. As explained in the
proof of Proposition 3.10, to complete the proof that Fan(D) is a fan, it is enough
to check the intersections of maximal cones. Each maximal cone is a D-cone, so we
check that for any two D-cones C1 and C2, the intersection C1 ∩C2 is a face of C1.
Suppose L is a line segment contained in C1 with relint(L) ∩ C2 6= ∅. We need
to show that L ⊆ C2, but since C2 is closed, relint(L) ⊆ C2 is enough.
Proposition 3.12 says that relint(L) is contained in a D-class, so that RamD( · )
is constant on relint(L). Let q be any point in C2 ∩ relint(L) and let p be a point
in relint(C2). Appealing to Proposition 3.11, let C
′
2 be the unique D-class whose
closure is C2. By Proposition 3.7, the segment pq, except possibly the point q, is
contained in relint(C2) and thus by Proposition 3.11, contained in C
′
2.
Let r be any point in relint(L). Since q and r are in relint(L), since RamD( · ) is
constant on relint(L), and since D is finite, there exists ε > 0 such that every wall
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intersecting the ε-neighborhood of relint(qr) is contained in a rampart containing
qr. Since the segment pq, except possibly q, is contained in C′2, we know that
RamD( · ) is constant on pq except possibly at q.
Now consider a differentiable path γ from p to r that follows pq until it comes
within ε of the point q and then goes to r, staying within the triangle with vertices
p, q, and r and staying within ε of qr. If RamD( · ) is not constant on γ, then any
changes in RamD( · ) occur after γ diverges from pq. But after γ diverges from pq,
it is within ε of relint(qr), so all ramparts containing points in γ also contain qr.
If γ enters or leaves a rampart (except possibly at r), Lemma 2.11 implies that it
crosses a wall transversely. But no wall whose rampart contains qr and a point on
γ (except possibly r) can intersect γ transversely, because γ is in the triangle with
vertices p, q, and r. We see that RamD( · ) is constant on γ, except possibly at r.
We conclude that γ (except possibly the point r) is in C′2, so r is in C2. This was
true for arbitrary r ∈ relint(L), so relint(L) ⊆ C2. 
4. Cluster scattering diagrams
In this section, we quote from [8] the definition of cluster scattering diagrams
and recast a result from [8] on mutation of cluster scattering diagrams. We then
review the definition of mutation fans and prove that cluster scattering fans refine
mutation fans.
The initial data for a cluster scattering diagram, described in Section 2, essen-
tially amounts to the choice of I, Iuf , a basis s = (ei : i ∈ Iuf) for a real vector space
V and the matrix B˜ = [ǫij ]i∈Iuf ,j∈I . (We say “essentially” here because the quanti-
ties ǫij are not determined for i, j ∈ Ifr. However, these quantities are irrelevant for
our purposes.) The requirements on B˜ are that it must have integer entries, that it
must have rank |Iuf | and that there must exist positive integers (di : i ∈ Iuf) with
diǫij = −djǫji for all i, j ∈ Iuf . If the di exist, then they are uniquely determined by
B˜ and the requirement that gcdi∈I(di) = 1. The square submatrix B = [ǫij ]i,j∈Iuf
is called an exchange matrix and B˜ is called an extended exchange matrix .
The cluster scattering diagram associated to the extended exchange matrix B˜
and the basis s is the scattering diagram Scat(B˜, s) whose existence and uniqueness
(up to equivalence) is guaranteed in the following theorem [8, Theorem 1.12].
Theorem 4.1. There exists a consistent scattering diagram Scat(B˜, s) containing{
(e⊥i , 1 + ζi) : i ∈ Iuf
}
such that Scat(B˜, s)\
{
(e⊥i , 1 + ζi) : i ∈ Iuf
}
consists only of
outgoing walls. These conditions uniquely define Scat(B˜, s) up to equivalence.
Proposition 2.6, in the language of exchange matrices and extended exchange
matrices, says that as long as B˜ has full rank |Iuf |, the structure of the scattering
diagram depends only on B. More specifically, if two extended exchange matri-
ces both extend the same exchange matrix, the scattering diagram of one can be
obtained from the scattering diagram of the other by a global change of variables
in all of the power series fd. In particular, assuming that Scat(B˜, s) is taken with
minimal support, the scattering fan Fan(Scat(B˜, s)) depends only on B and s. We
assume a standard choice of s and write ScatFan(B) for Fan(Scat(B˜, s)). This is
the cluster scattering fan for B.
4.1. Mutation of cluster scattering diagrams. The crucial operation on ex-
change matrices is mutation . We define mutation on any matrix [bij ]i∈R,j∈C such
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that Iuf ⊆ R and Iuf ⊆ C. For any k ∈ Iuf , define µk([bij ]) to be the matrix
[b′ij ]i∈R,j∈C with
(4.1) b′ij =
{
−bij if i = k or j = k;
bij + sgn(bkj) [bikbkj ]+ otherwise.
Here sgn(b) = b|b| if b 6= 0, or sgn(b) = 0 if b = 0. Also, [a]+ means max(a, 0).
The map µk is an involution. Furthermore, when we apply µk to B˜ to obtain
µk(B˜) = [ε
′
ij ]i∈Iuf ,j∈I , the integers (di : i ∈ Iuf) still have the property that diε
′
ij =
−djε′ji for all i, j ∈ Iuf . Given a finite sequence k = kq, . . . , k1 of indices in Iuf , we
define µk to be µkq ◦ µkq−1 ◦ · · · ◦ µk1 .
A natural and crucial question is: What happens to the cluster scattering dia-
gram when we mutate B˜? But there are at least two ways to interpret the question.
One interpretation assumes that we mutate B˜ but fix all of the initial data that
does not depend on the basis s (the “fixed data”). That is, when we mutate at
index k, we replace s by a new basis µk(s) such that (µk(B˜), µk(s)) defines the
same lattice N and pairing { · , · } as (B˜, s). Another interpretation assumes that
we mutate B˜ and fix the basis s, thus still fixing the lattice N but now changing
the form { · , · }.
The question was answered, under the first interpretation, as [8, Theorem 1.24],
and we will show below how [8, Theorem 1.24] leads to an answer to the question
under the second interpretation. (In the skew-symmetric case, this was already
done as [10, Lemma 5.2.1] and in the rank-2 case it was done in [2, Section 3].)
We are interested in the second interpretation for two reasons. First, we want to
think of the scattering diagram as depending only on B˜, so we take away the choice
of basis by fixing s once and for all. Second, the transformation from Scat(B˜, s)
to Scat(µk(B˜), s) is given by the piecewise linear map identified in [6, (7.18)] as
describing initial-seed mutation of g-vectors and used in [12] to understand uni-
versal geometric coefficients. In particular, we point out in [13, Section 2.3] that
the answer under the second interpretation proves one of the main conjectures of
[6], namely [6, Conjecture 7.12]. (A global transpose is necessary to make the
connection to g-vectors, as explained in [13, Section 2].)
We now describe the operation that takes Scat(B˜, s) to Scat(µk(B˜), s). We
have borrowed notational conventions from [11] and have borrowed elements of the
description of the map from [10, Lemma 5.2.1].
For each k ∈ Iuf , define Jk to be the square matrix, indexed by Iuf , that agrees
with the identity matrix except that the kk entry is −1. For any matrix A, define
Ak• to be the matrix that agrees with A in row k and has zeroes everywhere else.
We will use these matrices to define some linear maps on V and on V ∗. We treat
vectors in V as column vectors giving coordinates with respect to the ei, so that
matrices act on V from the left, and we treat vectors in V ∗ as row vectors giving
coordinates with respect to the fi, so that matrices act on V
∗ from the right.
Since we want a map on equivalence classes of scattering diagrams, we can
assume up to equivalence that the hyperplane e⊥k does not intersect the relative
interior of a wall except when that wall is contained in e⊥k . (If the relative interior of
some wall (d, fd) intersects e
⊥
k , replace that wall by two walls (d+, fd) and (d−, fd),
where d± = {v ∈ d : ±〈v, ek〉 ≥ 0}.) We define a map Mk on walls that fixes any
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walls contained in e⊥k and otherwise has
(4.2) Mk(d, fd) =
{
M−k (d, fd) if d ⊆ {v ∈ V
∗ : 〈v, ek〉 ≤ 0}, or
M+k (d, fd) if d ⊆ {v ∈ V
∗ : 〈v, ek〉 ≥ 0},
where
M−k
(
d, fd(ζ
n0 )
)
=
(
d(Jk + [−B
k•]+), fd(ζ˜
(Jk+[(B
T )k•]+)n0)
)
(4.3)
M+k
(
d, fd(ζ
n0 )
)
=
(
d(Jk + [B
k•]+), fd(ζ˜
(Jk+[(−B
T )k•]+)n0)
)
.(4.4)
Here fd(a) means the result of replacing ζ
n0 by a in the formal power series fd(ζ
n0),
and ζ˜ = (ζ˜i : i ∈ Iuf) are the quantities defined in Table 1 using µk(B˜).
We reuse the symbol Mk for a map on scattering diagrams by defining
(4.5) Mk(D) = {Mk(d, fd) : (d, fd) ∈ D}.
Theorem 4.2. Scat(µk(B˜), s) is equivalent to Mk(Scat(B˜, s)) for any extended
exchange matrix B˜ and any k ∈ Iuf .
Theorem 4.2 will follow by simple (piecewise) linear algebra from [8, Theo-
rem 1.24], which we quote below. For each k ∈ Iuf , we construct a scattering dia-
gram Tk(Scat(B˜, s)) as follows: The wall (e
⊥
k , 1 + ζk) is replaced by (e
⊥
k , 1 + ζ
−1
k ).
As in the definition of Mk, we can assume that e
⊥
k intersects the relative inte-
rior of no other wall of Scat(B˜, s). If 〈v, ek〉 ≤ 0 for all points v ∈ d, then
(d, fd(ζ
n0)) is fixed. If 〈v, ek〉 ≥ 0 for all points v ∈ d, then (d, fd(ζn0 )) is re-
placed by (d′, fd(ζ
n0+〈p
∗(n0),dkek〉ek)), where d′ is the image of d under the linear
map v 7→ v + vk〈m, dkek〉. (To compare this with [8, (1.23)], it is useful to notice
that p∗(n0 + 〈p∗(n0), dkek〉ek) = p∗(n0) + vk〈p∗(n0), dkek〉.)
Define µk(s) = (e
′
i : i ∈ I) by
(4.6) e′i =
{
ei + [ǫik]+ek if i 6= k, or
−ek if i = k.
The following is [8, Theorem 1.24].
Theorem 4.3. Scat(µk(B˜), µk(s)) is equivalent to Tk(Scat(B˜, s)) for any extended
exchange matrix B˜ and any k ∈ Iuf .
Proof of Theorem 4.2. An easy computation shows that (as pointed out in [7, Sec-
tion 2]), the basis (d−1i (e
′
i)
∗, i ∈ I) for M◦ is (f ′i : i ∈ I), where
(4.7) f ′i =
{
fi if i 6= k, or
−fk +
∑
j∈I [−ǫkj ]+fj if i = k.
Theorem 4.3 tells us how to write the cluster scattering diagram in terms of the
basis µk(s) = (e
′
i : i ∈ I) when { · , · } is described in the basis µk(s) by the matrix
µk(B˜). To get the scattering diagram Scat(µk(B˜), s), we need to rewrite this in
terms of the basis s by applying the linear map that sends each f ′i to fi and applying
the corresponding map to monomials. In the basis of the fi, this map fixes fi for
i 6= k and sends fk to −fk +
∑
j∈I [−ǫkj ]+fj. The map on monomials sends each
ζe
′
i to ζei and thus sends ζek to ζ−ek and ζei to ζei+[ǫik]+ek for i 6= k.
The wall (e⊥k , 1+ ζk) is sent by Tk to (e
⊥
k , 1+ ζ
−1
k ) and the basis change restores
it to (e⊥k , 1 + ζk). In what remains, take (d, fd) to be a different wall in Scat(B˜, s).
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If 〈v, ek〉 ≤ 0 for all points in d, then Tk(d, fd) = (d, fd). The basis change
sends (d, fd) to (d
′, fd′), where d
′ is the image of d under the map v 7→ v +
〈v, dkek〉(−2fk +
∑
i∈I [−ǫki]+fi) and fd′ is obtained from d by replacing each mono-
mial ζn by ζn
′
, where n′ = n+ (−2〈e∗k, n〉+
∑
i∈I 〈e
∗
i , n〉[ǫik]+)ek.
If 〈v, ek〉 ≥ 0 for all points in d, then the wall in Tk(d, fd) is the image of d
under the map v 7→ v + vk〈m, dkek〉. Since vk = p∗(ek) =
∑
i∈I ǫkifi, this map is
v 7→ v + 〈v, dkek〉
∑
i∈I ǫkifi. The change of basis sends this to a wall d
′ that is the
image of d under the map v 7→ v+ 〈v, dkek〉(−2fk+
∑
i∈I [ǫki]+fi). The function on
Tk(d, fd) is obtained from fd by replacing each ζ
ei by ζei+〈p
∗(ei),dkek〉ek = ζei+ǫikek .
After the basis change, this sends ζek to ζ−ek and for i 6= k sends ζei to ζei+[−ǫik]+ek .
We have almost established that Scat(µk(B˜), s) is equivalent to Mk(Scat(B˜, s)),
except that we are missing the “tildes” from ζ˜ in (4.3) and (4.4). However, we can
insert the tildes by Proposition 2.6. 
We can also think of Mk as a piecewise linear map on V
∗:
(4.8) Mk(v) =
{
M−k (v) = v · (Jk + [−B
k•]+) if 〈v, ek〉 ≤ 0, or
M+k (v) = v · (Jk + [B
k•]+) if 〈v, ek〉 ≥ 0.
We now explain how to describe the geometric action of Mk in terms of matrix
mutation. As before, write B for the exchange matrix [ǫij ]i,j∈Iuf .
Given B and a sequence k of indices in Iuf , the mutation map η
B
k
: V ∗ → V ∗
is defined as follows: Given a vector v =
∑
i∈Iuf
aifi ∈ V ∗, let B˚ be obtained from
B by adjoining (ai : i ∈ Iuf) as an additional row below B. Writing (a′i : i ∈ Iuf)
for the bottom row of µk(B˚), we define η
B
k
(v) to be
∑
i∈Iuf
a′ifi ∈ V
∗. This is a
piecewise linear homeomorphism from V ∗ to itself. We write ηBk for η
B
k
when k
consists of a single index k. In this case, for each j ∈ Iuf :
(4.9) a′j =


−ak if j = k;
aj + akbkj if j 6= k, ak ≥ 0 and bkj ≥ 0;
aj − akbkj if j 6= k, ak ≤ 0 and bkj ≤ 0;
aj otherwise.
The geometric action of Mk on walls coincides with the mutation map η
B
k . Since
the hyperplane e⊥k is a wall of Scat(B˜, s), the action of η
B
k is linear on all cones
of ScatFan(B), and therefore for each sequence k, the action of ηB
k
is linear on all
cones of ScatFan(B). We record the following immediate corollary to Theorem 4.2.
Corollary 4.4. For any exchange matrix B and any sequence k of indices in
Iuf , the mutation map η
B
k
is a piecewise-linear isomorphism from ScatFan(B) to
ScatFan(µk(B)).
By definition, each hyperplane e⊥i in V
∗ is a wall of Scat(B˜, s). Since each
wall of Scat(B˜, s) is in the hyperplane perpendicular to a vector in N+, no wall
intersects the interior of the cone C+ = {p ∈ V ∗ : 〈p, ei〉 ≥ 0 ∀i ∈ Iuf}. Since also
each hyperplane e⊥i is a wall, C
+ is a cone in ScatFan(B). Corollary 4.4 says that
for each k ∈ Iuf , the map ηBk is a piecewise-linear isomorphism from ScatFan(B)
to ScatFan(µk(B)). Since C+ is also a cone of ScatFan(µk(B)) and since ηBk fixes
the facet of C+ contained in e⊥k , we conclude that C
+ shares this facet with another
full-dimensional cone of ScatFan(B).
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Two full-dimensional cones are adjacent if they share a facet and transitively
adjacent if they are related in the transitive closure of the adjacency relation.
By induction, we see that every cone transitively adjacent to C+ in ScatFan(B)
shares each of its facets with another cone of ScatFan(B). Let ChamberFan(B) be
the subfan of ScatFan(B) consisting of maximal cones that are transitively adjacent
to C+, together with all of their faces. This fan is simplicial, and by [8, Theorem 0.8],
it coincides with the fan of Fock-Goncharov cluster chambers and is isomorphic to
the cluster complex associated to B.
As a further consequence of Corollary 4.4, we have the following.
Corollary 4.5. For any exchange matrix B and any sequence k of indices in Iuf ,
the mutation map ηB
k
is a piecewise-linear isomorphism from ChamberFan(B) to
ChamberFan(µk(B)).
The following theorem is an easy consequence of results of [8]. It is not stated
explicitly in [8], but is alluded to in a comment in [8, Construction 4.1].
Theorem 4.6. Suppose F and G are adjacent maximal cones of ChamberFan(B)
and n0 is the primitive normal to F ∩G in N+. Then fp(Scat(B˜, s)) = 1+ ζn0 for
every general point p in F ∩G.
Proof. Let ℓ(F ) be the smallest ℓ such that there exists a sequence F0, F1, . . . , Fℓ
with F0 = C+ and Fℓ = F , such that Fi−1 and Fi are adjacent for all i = 1, . . . , ℓ.
We argue by induction on min(ℓ(F ), ℓ(G)).
In the base case, where this minimum is zero, the assertion is that, for each
i ∈ Iuf , that fp(Scat(B˜, s)) = 1 + ζi for every general point p in C
+ ∩ e⊥i . This
follows from [8, Theorem 1.28], as explained in [8, Remark 1.29].
If min(ℓ(F ), ℓ(G)) > 0, then without loss of generality, this minimum equals
ℓ(F ). Consider a sequence of cones C+ = F0, F1, . . . , Fℓ(F ) = F with Fi−1 and Fi
adjacent for all i = 1, . . . , ℓ. Then F0 ∩ F1 is contained in e⊥k for some k ∈ Iuf ,
and Corollary 4.4 implies that Mk(F1) is the cone C+. By induction, the assertion
holds for Mk(F ) and Mk(G), which are cones in ChamberFan(µk(B)), and then
Theorem 4.2 implies the assertion for F and G. 
4.2. Cluster scattering fans refine mutation fans.
Definition 4.7 (The mutation fan FB). To define the mutation fan, we first define
an equivalence relation ≡B on V ∗ by setting v ≡B v′ if and only if, for every
sequence k of indices and every i ∈ Iuf , the quantities 〈ηBk (v), ei〉 and 〈η
B
k
(v′), ei〉
have the same sign (−1, 0, or 1). The equivalence classes of ≡B are called B-
classes. The closures of B-classes are called B-cones. These are closed convex
cones [12, Proposition 5.4], meaning that they are closed under nonnegative scaling
and addition. The set of B-cones and their faces constitutes a complete fan [12,
Theorem 5.13] called the mutation fan .
A collectionX of vectors in V ∗ is sign-coherent if for any i ∈ Iuf , the set 〈X, ei〉
contains no two numbers with strictly opposite signs. (That is, 〈x, ei〉〈y, ei〉 ≥ 0 for
any x, y ∈ X and i ∈ Iuf .) The following is [12, Proposition 5.30].
Proposition 4.8. A set C ⊆ V ∗ is contained in some B-cone if and only if the
set ηB
k
(C) is sign-coherent for every sequence k of indices in Iuf .
A complete fan F refines a complete fan F ′ if every cone of F is contained in
a cone of F ′, or equivalently if every cone of F ′ is a union of cones of F .
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Theorem 4.9. Consider a family of fans in V ∗, with one fan EB′ for each B′
obtained as µk(B) for some sequence k of indices. Suppose that each cone of each
EB′ is a sign-coherent set. Suppose also that, for each B′, each sequence k, and
each cone C of EB′ , the set ηB
′
k
(C) is contained in a cone of Eµk(B′). Then EB
refines the mutation fan FB.
Proof. Let C be a cone of EB. By hypothesis, for any sequence k, the set ηBk (C) is
contained in some cone of Eµk(B) and thus η
B
k
(C) is sign-coherent. Now Proposi-
tion 4.8 says that C is contained in some B-cone. 
The following theorem is the main result of this section.
Theorem 4.10. The scattering fan ScatFan(B) refines the mutation fan FB for
any exchange matrix B.
Proof. Since each hyperplane e⊥i for i ∈ Iuf is a wall of the cluster scattering
diagram, each cone of ScatFan(µk(B)) is a sign-coherent set. Corollary 4.4 says
that for each B′, each sequence k, and each cone C of ScatFan(B′), the set ηB
′
k
(C)
is a cone of ScatFan(µk(B
′)). By Proposition 4.9, ScatFan(B) refines FB. 
We advance the following conjecture on when the the cluster scattering fan and
the mutation fan coincide.
Conjecture 4.11. Given an exchange matrix B, the scattering fan ScatFan(B)
coincides with the mutation fan FB if and only if either
(i) B is 2× 2 and of finite or affine type or
(ii) B is n× n for n > 2 and of finite mutation type.
An exchange matrix B is of finite mutation type if only finitely many distinct
matrices can be obtained fromB by sequences of mutations. A comparison of results
of [2, Section 3] and [12, Section 9] confirms the conjecture when B is 2 × 2. (See
also [13, Section 3].) When B is of finite type, both ScatFan(B) and FB are known
to coincide with the g-vector fan for BT , so they coincide. (See [8, Lemma 2.10],
[8, Corollary 5.9], and [12, Section 10]. The transpose is not mentioned in [8],
but arises from a difference in conventions as explained in [13, Section 1].) The
conjecture also seems plausible in light of a characterization of mutation-finiteness
given in [3, Theorem 2.8]: For n > 2, an n× n exchange matrix is mutation finite
if and only if for all i 6= j, the matrix
[
bii bij
bji bjj
]
=
[
0 bij
bji 0
]
is of finite or affine type
(i.e. bijbji ≥ −4).
5. Cluster monomials
We now discuss two ways in which cluster monomials can be described in terms
of the piecewise-linear geometry of the cluster scattering diagram: in terms of
broken lines and in terms of path-ordered products. Readers unfamiliar with cluster
algebras may wish to take Theorem 5.2 as a definition of cluster monomials.
Suppose D is a scattering diagram. Givenm0 ∈M◦\{0} and Q ∈ V ∗ \ Supp(D),
a broken line for m0 with endpoint Q is a piecewise linear path γ : (−∞, 0] →
V ∗ with a finite number of domains of linearity, with each domain L of linearity
marked with a monomial cLz
mL for cL ∈ k and mL ∈M◦, satisfying the following
properties:
(i) γ(0) = Q.
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(ii) γ does not intersect the relative boundary of any wall and does not intersect
any two non-parallel walls at the same point.
(iii) For each domain L of linearity, if mL =
∑
i∈I aifi, then γ
′ is constantly equal
to −
∑
i∈Iuf
aifi in L. (Notice the difference in indexing sets for the sums.)
(iv) If L is the unbounded domain of linearity of γ, then cL = 1 and mL = m0.
(v) Suppose t ∈ (−∞, 0) is a point where γ is not linear and L is the domain
of linearity consisting of values just smaller that t while L′ is the domain
of linearity consisting of values just larger than t. By (ii), there exists n
primitive in N◦ ∩Nuf such that all walls containing γ(t) are in n⊥ and such
that 〈mL, n〉 > 0. Let f be the product of the functions fd for all walls (d, fd)
with γ(t) ∈ d. Then cL′zmL′ equals cLzmL times a term in the formal power
series f 〈mL,n〉.
Write cγz
mγ for the monomial on the domain of linearity containing 0 and define
the theta function ϑQ,m0 to be the sum of the cγz
mγ , over all broken lines γ for
m0 with endpoint Q. This may be an infinite sum, but makes sense as an element
of zm0k[[ζ]], as verified in [8, Proposition 3.4].
Remark 5.1. The definition of broken lines here differs from that in [8, Defini-
tion 3.1] because, as explained in Remark 2.12, we define our scattering diagrams
in a lower-dimensional vector space. It is easy to verify that there is a bijection be-
tween the broken lines defined here and broken lines in the larger space in the sense
of [8, Definition 3.1] and that both definitions define the same functions ϑQ,m0 .
Say a point Q ∈ V ∗ is generic if it is not contained in any hyperplane n⊥ for
n ∈ Nuf . Write M◦uf for the saturated sublattice of M
◦ given by the Z-linear span
of {fi : i ∈ Iuf}. For m0 ∈ M◦uf , we will write m0 ∈ ChamberFan(B) to mean that
m0 is contained in some cone in ChamberFan(B).
The frozen variables are the indeterminates {zi : i ∈ Ifr}. Given a Laurent
polynomial ϑ in the zi and given m ∈ M◦, say that zm clears frozen denomi-
nators of ϑ if all terms of zmϑ have nonnegative exponents on all frozen variables.
There is a unique minimum (componentwise in the basis of the fi) m such that
zm clears frozen denominators of ϑ, and m is of the form
∑
i∈Ifr
cifi with the ci
nonnegative. We write Clearfr(ϑ) for z
mϑ when m is this unique minimum.
The following is an adaptation of [8, Theorem 4.9].
Theorem 5.2. Let Q be a generic point in C+. Then{
Clearfr(ϑQ,m0) : m0 ∈M
◦
uf ∩ ChamberFan(B)
}
is the set of cluster monomials in the cluster algebra defined by B˜.
Remark 5.3. The differences between our Theorem 5.2 and [8, Theorem 4.9] are
superficial, but they convey important differences in point of view. The definition
of cluster monomials in [8, Definition 4.8] allows the frozen variables, as is not
uncommon. However, instead of taking ordinary monomials in the cluster variables,
frozen and unfrozen, in some cluster, [8, Definition 4.8] allows cluster variables to
be ordinary monomials in the unfrozen variables in the cluster but Laurent in the
frozen variables. We are taking a more restrictive definition of cluster monomials:
ordinary monomials in the unfrozen variables only in some cluster. Merely taking
theta functions for m0 ∈Muf does not work because negative powers of the frozen
variables can occur in ϑQ,m0 . Applying the operator Clearfr is the correct fix, in
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light of [6, Proposition 5.2]. Indeed, without this correction, ϑm0 is “missing” the
denominator of the formula given in [6, Corollary 6.3].
In any case, it is easy to insert or delete powers of the frozen variables in theta
functions. Given a vector m ∈ M◦, write m =
∑
i∈I aifi and define muf =∑
i∈Iuf
aifi and mfr = m−muf . For all m ∈M◦, we have ϑQ,m = zmfrϑQ,muf .
Remark 5.4. In [8], the algebra can(B˜, s) of k-linear combinations of functions
ϑQ,m0 (for fixed generic Q ∈ C
+) is defined. Under certain circumstances, explored
at length in [8], the algebra can(B˜, s) coincides with the upper cluster algebra [1],
or even with the cluster algebra [6]. Writing k[z±fr ] for the Laurent polynomial
ring k[z±i : i ∈ Ifr], the algebra can(B˜, s) is the set of k[z
±
fr ]-linear combinations of
theta functions ϑQ,m0 with m0 ∈M
◦
uf . There are advantages and disadvantages in
different settings to inverting the frozen variables {zi : i ∈ Ifr}. In settings where we
wish not to invert the frozen variables, we can instead write k[zfr] for the polynomial
ring k[zi : i ∈ Ifr] and consider the algebra of k[zfr]-linear combinations of functions
Clearfr(ϑQ,m0) such that m0 ∈M
◦
uf .
Remark 5.5. Theorem 5.7, below, makes it clear that ϑQ,m0 is independent of the
choice of generic Q ∈ C+. Thus, eventually it will make sense to suppress Q from
the notation, writing ϑm0 for ϑQ,m0 .
One can also describe cluster monomials in terms of path-ordered products.
Theorem 5.6. Fix Q generic in C+. If m0 ∈M◦uf ∩ChamberFan(B), then ϑQ,m0
is pQ′,Q,Scat(B˜,s)(z
m0), where Q′ is any point in the interior of a maximal cone F
of ChamberFan(B) with m0 ∈ F .
Theorem 5.6 relies on two results from [8, Section 3] that we now quote. These
are [8, Theorem 3.5] and [8, Corollary 3.9].
Theorem 5.7. Suppose D is a consistent scattering diagram, m0 ∈ M◦, and Q
and Q′ are generic points in V ∗. Then ϑQ,m0 = pQ′,Q,D(ϑQ′,m0).
Theorem 5.8. Suppose F is a maximal cone in ChamberFan(B) and suppose Q
is in the interior of F and m ∈M◦uf is in F . Then ϑQ,m = z
m.
Proof of Theorem 5.6. Since pQ′,Q,Scat(B˜,s) is independent of the choice of Q
′ within
the interior of F , we may as well take Q′ generic. Theorem 5.7 says that ϑQ,m0 =
pQ′,Q,Scat(B˜,s)(ϑQ′,m0), which equals pQ′,Q,Scat(B˜,s)(z
m0) by Theorem 5.8. 
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