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We prove that the Dirichlet problem on the disc cannot be solved by the 
general-purpose analog computer, by constructing, on the boundary, a function u,, 
that does satisfy an algebraic differential equation, but whose Poisson integral u 
satisfies no algebraic differential equation on some line segment inside the disc. 
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INTRODUCTION 
The general-purpose analog computer (GPAC) is the mathematical ab- 
straction of several actual computing machines, of which the Bush differen- 
tial analyzer (see [KAK]) may be taken as the prototype. Although the 
differential analyzer and its successors were excellent machines for solving 
ordinary differential equations (ODES), they were not good at solving 
partial differential equations (PDEs). They attempted to do it by solving a 
large number of ODES one after the other, like scanning a square by a large 
number of horizontal lines, but this did not yield good results, either in the 
time taken or in the accuracy of the results. We discuss in this paper some 
of the theoretical limitations of the abstract GPAC as opposed to the 
practical limitations of actual machines. Our chief example will be the 
Dirichlet problem for the disc. We explicitly produce a function U&e”) 
that can be generated by a GPAC, such that if u(z)( = u(x, y) = u(re”)) 
is the solution of Laplace’s equation i3 2u/Jx2 + 6’ 2u/ay2 = 0 for ]z ] < 1 
with boundary values U(Z) = u,,(ele) for (z] = 1, z = el’, then there does 
not exist any GPAC that produces u on a certain line segment inside the 
disc. Thus, one of the standard problems in mathematical physics cannot be 
solved using general-purpose analog computers. 
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There is indeed a whole complex of problems that are closely interwoven 
with the Dirichlet problem for the disc, and consequently with the Poisson 
integral. (These connections are familiar to the classical analyst.) First is to 
take the conjugate series of a Fourier series. Next is the Riesz-Herglotz 
factorization of a bounded analytic function f in the unit disc as a product, 
f = IO, where I is an inner function and 0 is an outer function (and 
further Z = BS, where B is a Blaschke product and S is a singular inner 
function.) A third related process is the Riesz projection that takes the 
Fourier series CF’ _ ,A,ein8 into the series C~=,,Aneine, a Fourier series of 
analytic type. Closely related to this is taking the conjugate series of a 
Fourier series, that is, passing from Lz,cos nt9 to Ca,sin n6’. Finally, we 
mention the Cousin problem: given a suitable function u(x) on the real 
axis, to represent it as a difference u(x) = u+(x) - u-(x), where u, 
extends holomorphically to the upper half-plane, and u- to the lower 
half-plane. 
In this paper, we ask, in each of these problems, whether if the initial 
data is producible by a GPAC, the solution can be so produced. When the 
author began work on these problems some three years ago, he felt that 
obtaining a negative solution to any one of these problems would lead to 
negative solutions for all of them. This actually happened. The first negative 
solution was obtained for the inner-outer factorization, and the others did 
follow. 
It was proved in [RUS] that if, say F(x, y,, y,, y2) can be generated by a 
GPAC, and satisfies certain minor technical requirements, then the problem 
in the calculus of variations of minimizing j,‘F(t, r(t), r’(t), r”(t)) dt 
(subject, say, to y(O) = y(l) = 0) is solved by the output of a GPAC, so 
long as the solution is real-analytic. The problem was posed there whether 
the corresponding assertion holds for several-dimensional variational prob- 
lems. The main result of the present paper shows that the answer is no, 
since the solution of the Dirichlet problem minimizes the Dirichlet integral, 
//KWW2 + (WW21 d x y, subject to the boundary conditions. It is d 
thus to be expected that if you take a wire loop, and bend it by an analog 
computer, that the soap film that will span the bent loop after it is dipped 
into soapy water and then removed, need not be analog computable (by a 
GPAC). 
What is a GPAC? Conceptually, it is a (finite) number of “black boxes” 
of a specific kind, wired up with plenty of feedback. We may think of the 
inputs and outputs of the black boxes as voltages. The boxes are of five 
kinds. The first kind of box produces the running time t. The second kind 
produces any real constant. The third kind is an adder: given inputs u and 
u (functions of t), it produces ZJ + u as its output. The fourth kind is a 
multiplier: given inputs u and u, it produces the output u . u. The fifth kind 
is an integrator: given inputs t( and u, it produces /du(s) du(s) + C, where 
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C is any constant, and the integral is the Stieltjes integral. The integrator is 
that component of the GPAC that gives it its characteristic flavor. The 
GPAC is allowed to run in actual time, and any voltage at any place in the 
circuit is called an output of the GPAC. (One can certainly conceive (see 
[VSD]) of an analog computer with more or different kinds of black boxes, 
but they would not be GPACs by definition.) 
From the mathematical point of view, the GPAC is a system of quasilin- 
ear ODES in the dependent variables (“outputs”) yi, y2,. . . , y,, where the 
independent variable is t. By convention, we take yl(t) = 1 and y2(t) = t. 
The system has the form 
k cij*Y,(t)y = 0, i = 1,2,. ..) n, 
j.k=l 
0) 
with the initial conditions ~~(0) = J,, i = 3,4,. . . , n, where the Cjjk and the 
J, are any constants. This was understood by early workers in the field and 
was explicitly written down by Claude Shannon in [SHA]. Later, Marion 
Pour-El in [POE] added to the mathematical definition of the GPAC the 
fundamental requirement that the above initial-value problem for (1) 
have a “domain-of-generation,” which means that for any initial values 
j+, y4,...r y,,, close to j& y4,. . . , jj,, the system (1) should have a locally 
unique solution. 
At this point, we describe algebraic differential equations (ADEs). These 
are ODES of the form 
P(x, y, y', y", . . . , y'"') = 0, 
where P is a polynomial (not identically vanishing) in all its variables; 
witness 
(3x2 + 7x - T)y’m3y’2 - 5(x2 - fi)yff3y4 + (x3 + x - 7) = 0. 
If y is a solution of an ADE, we call it differentially algebraic (DA)-other- 
wise we call it transcendentally transcendental. 
In this paper, we shall be mostly concerned with functions that are 
(real-)anaIytic on their domain. For such functions, the fundamental theo- 
rem connecting GPACs and ADEs is the Shannon-Pour-El-Lipshitz-Rubel 
theorem that the outputs of general purpose analog computers are exactly 
the solutions of algebraic differential equations, i.e., the differentially alge- 
braic functions. (For C’ but not real-analytic functions, the statement of 
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this theorem requires some minor modifications.) Shannon’s proof in 1941 
was incomplete, as was Pour-El’s proof in 1974. The author believes that 
the proof by Lipshitz and himself in [LIR] is complete and correct. 
The outcome of the above discussion is that one may simply say that 
y(x) is DA, rather than that it is the output of a GPAC. Thus, for the 
Dir&let problem in the disc, we succeed (negatively) by producing a 
function r+,(e”) E DA, but whose Poisson integral u(x, y) is not DA on a 
certain line segment. And so on. 
An equivalent way to say, for a (real-)analytic function u(t) of a real (or 
a complex) variable, that it is DA is to say that there is a field 9 of finite 
transcendence degree over C that contains u and all its derivatives ,cn). For 
(real-)analytic functions of two variables, u(x, JJ), to say that u is DA is to 
say that there exists such a field that contains u and all of its partial 
derivatives. This is equivalent (see [OST]) to the assertion that for each x0, 
u(+,, y) is DA as a function of y, and for each yO, u(x, yO) is DA as a 
function of x. 
It is proved in [OST] (see also [BOR] and [MOO]) that if u and u are DA 
functions, then so are u + u, uu, u/u, u 0 u, u-l, du/dt, and /du(s) ~5. 
This is a basic fact that we will use many times throughout this paper, 
without explicit mention. As a consequence of this fact, all the elementary 
functions (like the rational functions, ex, tan-ix, and the Bessel functions 
as well) and all their combinations are outputs of GPACs. Holder proved in 
1889 that l?(x) = jFtxe-’ dt/t is not DA, so that it is not the output of 
any GPAC. 
An extension of this result by S. Bank [BAN], showing that 
lY(z)r(az)r(bz) (ab # 0) is transcendentally transcendental, is a vital tool 
in our proofs. 
The paper [RUB] is concerned with the brain as an analog computer, so 
that the negative results in this paper could be construed as demonstrating 
theoretical limitations of the human central nervous system. But there is a 
way out. 
We describe only briefly a program of the author to enlarge the concept 
of analog computer to that of hyperbolic computer. The idea is to replace the 
one-dimensional system (1) of initial-value problems for ODEs by a system 
(#) of mixed initial and boundary-value problems for PDEs that is 
hyperbolic in the time variable t, where the space data is produced by 
solutions of systems (1). Actually, one requires a hierarchy of such con- 
structions, but we pass over this point. It is well known (see [GAR]) that the 
hyperbolic PDEs are the ones that are well posed in the time variable, and 
the author sees this as the correspondent to Pour-El’s domain-of-generation 
hypothesis. Since work on hyperbolic computers is still in the embryo stage, 
we shall close our discussion of them here, except to say that I’(x) is 
hyperbolic-computable, and that all the problems that are given negative 
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solutions in this paper have positive solutions in the context of hyperbolic 
computers. 
This is because all of these problems have, for initial data g(y), the 
solution f(x) = j,‘K(x, y)g(y) dy, mutatis mutandis, where K(x, y) is a 
simple explicitly known kernel in each case. Thus, it is important to 
determine those kernels K(x, y) for which the integral f(x) above is DA 
whenever g(y) is DA. This is clearly the case for K(x, y) = C,“-lf,(x)g,( y), 
where each gj E L’[O, l] and each f,(x) is DA. One may conjecture that 
these are the on/y kernels K(x, y) that work in the analytic case. (Lipshitz 
has shown, in a private communication that this is not true in the C” case.) 
The problem seems hard, so the author contents himself here with showing 
that some particular kernels, like the Poisson kernel, do not have the 
required property. 
If one were willing to severely restrict the class of functions studied, 
namely to linear difirentially algebraic (LDA) functions, then one would 
obtain more positive results, as Lipshitz has shown in [LIP]. For a function 
y(x) is LDA if it satisfies an ODE of the form 
Pd-4Yb) + Pl(X)Y’b) + . . . +Pnb)Y’“W = 03 
where all the pj’s are ordinary polynomials, with at least one of them not 
the zero polynomial. 
Lipshitz has shown that f(x) = j,‘K(x, y)g(y) dy is LDA for each g 
that is LDA, if and only if K(x, y) is LDA as a function of two variables, 
under the additional hypothesis that K(x, y) = ~~j=oaijxiyj, where for 
each i, aij = 0 for all j large enough, j 2 J(i). What we call LDA, 
Lipshitz calls D-finite (for differentially finite. See [STA] for basic informa- 
tion on D-finite functions, and some interesting applications to combina- 
torial theory.) In our opinion, the D-finite functions form a beautiful and 
interesting class, but one that is too restricted for doing complex analysis. 
For example, even tan z and set z would be ruled out. 
Some years ago, the author began the project of studying classical 
complex analysis in the restricted context of analog-computable (i.e., DA) 
functions only. That is, one would take a standard treatise like Saks and 
Zygmund [SAZ], and read it with special “eyeglasses” that would enable 
one to see only analog computable functions. What would the subject look 
like? This project was not a mere whim but an effort to cleanse complex 
analysis of some of its pathology, like entire functions whose integer 
translates are dense in the space of all entire functions (see [BLR] for even 
worse pathology). 
Viewed from the perspective gained via the results of this paper, cleansed 
the subject might indeed be, but it would also be unwieldy and erratic. 
Certain perfectly natural processes, like taking the Poisson integral, are 
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sometimes admissible and sometimes not. This situation is untenable. The 
proper step, as the author sees it, is to discard analog-computable functions 
in favor of hyperbolically computable functions. One is guaranteed before- 
hand that such integrals as the Poisson and Cauchy integrals of computable 
functions are computable. It remains to give a precise delineation of 
hyperbolic computers and to explore their scope. 
1. THE MAIN CONSTRUCTION 
Before we proceed, we make three useful observations. 
Observation 1. If u is a differentially algebraic harmonic function, then 
its harmonic conjugate u is differentially algebraic. For if 9 is a field of 
finite transcendence degree that contains u and all its partial derivatives, 
then .9 contains all the partial derivatives of u, by the Cauchy-Riemann 
equations u, = -uy, u.” = a,. Then let 9’ be the extension of 9 by u. 
Observation 2. If f(z) = u + iv E DA then U, u E DA. For if, near 0, 
f(z) = Ca,z” and f(z)_= Ca,z” then f(Z) satisfies the ADE F = 0 if f(z) 
satisfies P = 0, where P is the differential polynomial with the complex 
conjugates of the coefficients of P. Thus U(X, 0) = (f(x) + f(x))/2 is DA, 
i.e., u is DA on the real axis. By a change of coordinates, we see that u is 
DA on each line L, and is thus DA as a function of two variables. 
Obseruation 3. If f( ) z-is a DA analytic function in D = { ]z ] < l} that 
extends continuously to BP = { ]z] I l}, and if f(eie) E Cm(Z), where Z is 
an arc of 13llJ1 = { ]z] = l}, then f(e”) E DA on I. To prove this, we note 
first that f(rei8) satisfies an ADE (one for all r) that involves only partial 
derivatives with respect to 6. This is because for each r with 0 < r < 1, f 
satisfies an ADE P, = 0, where P, involves only partial derivatives with 
respect to 8. By the Ritt-Gourin theorem (see [RIG]), we may take P, to 
have integer coefficients. Since there are only countably many such differen- 
tial polynomials, there must be an ADE PrO = 0 (involving only 0) that is 
satisfied for f(re”) for a set of r having a limit point in (0, l), and hence 
for all r, by analyticity. Now write f(z) = Ca,z”, and f(e”) = &znei”‘. 
Suppose that P is the above differential polynomial, so that P(f(re”)) = 0. 
Keep 8 E Z and let r + 1 to conclude that P(f(eie)) = 0 for all 0 E I. This 
is because the series for each derivative (d/de)[f(ei8) converges on I, by 
the Riemann-Lebesgue localization theorem (see [ZYG, Vol. I, p. 531). 
Now use Abel’s theorem to conclude that (d/de)ff(reie) converges to 
(d/dO)‘f(eie) as r --f 1 for each 8, whatever the nonnegative integer 1. 
THEOREM 1. There exists a differentially algebraic series Ca,cos nx whose 
conjugate series Ea,,sin nx is not diferentially algebraic on any interval. (We 
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can make Ca,cos nx continuously difirentiable of any fixed order, and 
real-analytic for all x + 0.) 
THEOREM 2. There exists a bounded analytic and differentially algebraic 
function f in the unit disc whose Blaschke factor (and also its whole inner 
factor) is not differentially algebraic, and whose outer factor is also not 
diflerentially algebraic. 
THEOREM 3. There exists a diflerentially algebraic Fourier series 
C~E-mAneine whose Riesz projection CFZOAne ine is not differentially alge- 
braic on any interval, even though it is Cm on any interval that does not 
include 0 = 0. 
THEOREM 4. There exists, for each k, a diflerentially algebraic function 
u,,(ele) that is k times continuously diflerentiable, whose Poisson integral 
u( x, y) is not diflerentially algebraic. 
Proofs of the Theorems. Since these theorems are so closely connected, 
we prove them all together, with the main effort put on Theorem 2. Recall 
(see [DUR]) that in the unit disc, the Blaschke factor associated with the 
bounded analytic function F(t), with zeros <, that must satisfy C(1 - ]&,]) 
< 00,is 
-I, 5 - 5, 
n-- 
l&l 1 - 5”E’ 
It is certainly possible that an infinite Blaschke product be DA. To see this, 
let a([) = exp( 5 + l)/([ - l), which is certainly an inner function (see 
below for the definition). By Frostman’s thesis (see [FRO]) p(t) = 
(45) - %)A1 - W(E)) is a Blaschke product for all ] wa ] -C 1, with the 
exception of a set of logarithmic capacity zero. Since CY([) is DA, we choose 
wa off the exceptional set, and see that /3(t) is a DA Blaschke product, and 
not a finite one, since it is not uniformly continuous in KD. 
On the other hand, there are infinite Blaschke products B(5) in D that 
are transcendentally transcendental, for Heins in [HEI] constructed a 
universal Blaschke product B(5). It has the property that the family of 
non-Euclidean translates B((5 - &,)/(l - .$,[)), when restricted to any 
disc A whose closure lies in D, can uniformly approximate any analytic 
function bounded by 1 in modulus on A. If B were to satisfy an ADE P = 0, 
then (see [BOR]) there would be an ADE Q = 0 satisfied by all these 
non-Euclidean translates, and hence by any analytic function that is 
bounded by 1 on A for any relatively compact disc A c Ip. This would 
imply that Q(z, w,,, wi, . . . , We) = 0 for a set of (z, w,, wi, . . . , wN) that fills 
a ball in complex N + 2 space, so that Q would be the zero polynomial, a 
contradiction that proves our assertion. 
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Proceeding now with our construction, it is easy to verify that 
f(z) = exd - lO~‘/~l 
sin ~2”~ 
mzl,3 
is a bounded analytic function in {Re z > 0}, where for z113 we take the 
branch (reie)1/3 = ,1/3eie/3 with -n/2 < 8 < 7r/2. By the classical 
Riesz-Herglotz factorization theory (see [DUR]), we may write f = Z . 0, 
where Z is an inner function on { Re z > 0} and 0 is an outer function 
there. This means that 11(z)] 5 1 for Re z > 0, and ]Z*(iy) 1 = 1 a.e., 
where Z* denotes the nontangential boundary-value function of I; Z*(Q) = 
lim x ,O+Z(~ + Q), which exists almost everywhere by Fatou’s theorem. We 
may further factorize Z as Z = B . S, where B is the Blaschke product over 
the zeroes z,, of f(z), so that in our case, 
Further, S(z) is the singular inner factor of f(z), but since f*(Q) is 
everywhere different from zero (except at m), we see from [CLO, p. 1071 
that S(z) must be trivial: it has the form S(z) = exp( - az) for some 
nonnegative number (Y. 
Throughout this proof, we will implicitly invoke the theorem (mentioned 
in the Introduction) that the sum, product, quotient, and composition of 
DA functions in C” is again DA, and that the compositional inverse of 
such a function is also DA. In our case 
Iyz)Iycdz)Iyw2z) 
B(z3) = r( -z)r( -oz)r( -dz> . 
This is because 
1 Z 
- = zeYzn 1 + - epzln. 
r(z) i 1 n 
Since I?(z)I( -z) = -n/(z sinnz), we have 
2 2 sin rz wz sin rwz w2z sin 8~~2 
B(~~) = [r(z)r(Wz)r(W2Z)] y ~ ll * 
By a result of Steven Bank (see [BAN]), that r(z)r(az)I’(bz) is not DA if 
ab # 0, we see that B(z3) 4 DA, and thus B(z) GE DA. Bank proved 
his result by cleverly constructing a functional equation satisfied by 
l?(z)r(az)r(bz), and by showing, as in the proof of the transcendental 
30 LEE A. RUBEL 
transcendency of I(z), that any solution of this function equation must be 
transcendentally transcendental (see [TIE]). Since it is clear that f(z) E DA, 
it follows that O(z) 4 DA. Now let us move to D, i.e., let 
which is a bounded analytic function in D. Carrying the factorization of f 
back to D. we see that 
is not DA. (See [DUR] for this representation of Ol.) (Note that we have 
proved Theorem 2.) Note also that we have a periodic function $I(@ which 
is DA and real-analytic for 0 # 0, such that its complex Poisson integral 
is not DA. Here 
t+(e) = log exp - 10 [ 
sinn((1 + e”)/(l - eie))1’3 
(%,‘“I a((l + eie),(l _ ,ie))‘/’ . t2) 
Let us now write 
G(8) = f A,eine, -a<eIll. 
n=--03 
Since I#B E L’( - r, a), the A, are bounded, and the series converges for 
8 # 0 since $I is real-analytic there. Now we have 
J,*(eie) = A, + 2 c A,eine. 
n=l 
Thus, we have a Fourier series CT= _ o. A,e In’ in DA (except at 0, perhaps) 
such that ~~~oAneine is transcendentally transcendental on every interval. 
We now write 
C(8) = E (sgn n)A,eine, 
?I=--00 
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so that C(0) is not DA on any interval. If we now write 
4(e) = 2 (a,cosnf!l+ b,sinnB), 
,I =o 
then C(6) = iC(a,sin no - b,cos n6); it is essentially the conjugate series 
of the Fourier series for $. Now 
and 
m 
C a,cos n0 = 
w + CPW) 
II = 0 2 
f b,sin nB = 
cpP-9 - cpw 
2 , 
,I =o 
so that both the cosine series and the sine series are DA except possibly at 
0. If we had, on an interval I, both Ea,sin nd and Cb,cos n0 in DA, then 
we would have the impossible C( 0) E DA on I. By integrating Cb,,sin no, 
we get C( b,,/n)cos nt3 E DA. Let A be a real number to be specified later, 
and look at 
4 
4l 
aI, + X- cos no. 
n 1 
On each interval -I, either Ca,sin ne or C(b,/n)sin nB is not DA (or both 
are not). Thus, for each interval I, there is at most one real number h such 
that C(a, + h(bJn))sin no is DA. Considering all intervals I with rational 
endpoints, and choosing X0 different from all the above X that work for 
such I, we have a series Z(a, + ii(b,/n))cos no that is DA except at 0, 
with C(a, + X(b,/n))sin ntl in DA on no interval. 
There remains the annoying singularity of @(e”) at 8 = 0, where @(e”) 
= 4(e). Notice that O(e’@) blows up only like a power of (1 - eie)-‘. Let 
T be the truncation operator 
T(u) = T Anet”’ I = f A,,e”“. 
For any positive integer k, note that 
TKike u) - eCikeT(u) 
is a trigonometric polynomial, and hence differentially algebraic. Hence for 
any positive integer N, 
T((l - e-i”)Nu) - (1 - epie)NT(u) 
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is differentially algebraic, because T is linear. Hence, for the example u 
constructed above, if we let w  = (1 - e-iB)“‘q then T(w) is not DA on any 
arc of the unit circle. We now show that if N is large enough, then 
w  E DA. Let 
P( eie, u(eie), u’(eie),..., dn)(e”)) = 0; ezo (3) 
be an ADE satisfied by U. From u = (1 - epie)-vw we get, by multiplying 
(3) by (1 - e- ‘e)k for some large k, and rearranging, 
Q( eie, w( e”), w’( e”), . . . , wcn)( ele)) = 0, 820 (4) 
for a suitable differential polynomial Q. It is only necessary to choose N so 
large that w  is n times continuously differentiable at 6 = 0. This follows 
easily from (2) and the Leibnitz rule for the derivative of a product. 
We may complete the construction of our cosine series as we did above, 
but we now know that it is DA (that is, for all e). Since this series is 
real-analytic for 6’ # 0, we see by the Riemann-Lebesgue localization 
theorem (op. cit.) that the associated sine series is Cm for 8 # 0, and is not 
DA on any interval. This completes the proof of Theorems 1 and 3. This 
failure to be DA is, therefore, not due to insufficient differentiability, but to 
more profound causes. It would be interesting to see whether one could 
make the sum of the cosine series Cm for all 0 (or conceivably even 
real-analytic). 
We now prove Theorem 4. Let ua be the function that was constructed 
above as the cosine series ua(e”) = C~~)=,a,,cos ne that belongs to DA, but 
such that &(eie) = CF=,,u,ein6 is not in DA on any interval. Thus f(z) = 
CF=aunz” is not in DA on the unit disc. Note that we have implicitly use 
Observation 3 here. But u(z) = Ref(z) = C;=Ou,r”cos nfI is well known 
to be the Poisson integral of uO, and thus the solution of the Dirichlet 
problem for the boundary values uO. As we have seen above, there is no 
trouble with the convergence of the series. In particular, we have con- 
structed u,, above to be Ck on the circle, and C” there except at 1. 
We conclude with some open problems: 
(a) Does there exist a singular inner function that is not DA? 
(b) If f is a bounded analytic and DA function in the unit disc, must 
its singular inner factor be DA? 
(c) Say on the unit interval, what are the kernels k(x, JJ) such that if 
g(v) E DA then f(x) = j~~(~>k(x, r> 4 E DA? 
(d) Does there exist a DA Fourier series CF= -,A,e’“‘, with A,, = 
O(plRt) for some p < 1, whose truncated series C~XoAnein8 is not DA? 
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Note that if problem (d) has an affirmative answer, then we would have a 
negative answer to a “differentially algebraic Cousin problem.” That is, we 
would have an analytic and DA function h(z) in { p < Iz( < l/p} that 
cannot be written h(z) = h,(z) - h*(z), where h,(z) is analytic and DA 
for 11) > p, and h2(z) is analytic and DA for JzI < l/p. 
Finally, we mention a problem that is related to those treated in this 
paper, but that is distinct from them. Let G be a differentially algebraic and 
simply-connected region in the complex plane, i.e., G = {(x + iy): U(X, y) 
< 0}, where u(x, y) E DA. To fix the ideas, say that G = { x + iy: y < 
p(x)}, where p(x) is a real polynomial, say even p(x) = x3. By the 
Riemann mapping theorem, there is a conformal map f of G onto {(x + iy ): 
y < O}. Must f be differentially algebraic? 
Note udded in proof. As Donald Marshall has pointed out to the author, “open problem 
(a)” is easily answered by taking S = exp[( B + l)/( B - l)], where B is a nondifferentially 
algebraic Blaschke product. It is easy to see that S is a singular inner function that is 
transcendentally transcendental. Also “open problem (d)” has now been solved affirmatively 
by the author, using the function n(l - 2/2”)(1 - l/22”). The details will appear elsewhere. 
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