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O¨zetc¸e—Tus¸ vurus¸u dinamikleri, kullanıcıların dijital cihazlar-
daki yazma davranıs¸larına go¨re kullanıcı kimlik dog˘rulaması
yapmayı amac¸lar. Tus¸ vurus¸u dinamikleri, kullanıcı oturum-
larından elde edilen serbest metne dayalı su¨rekli kimlik
dog˘rulama ic¸in kullanılabilir. Bu c¸alıs¸mada, zamanlama ve
bo¨lgesel o¨zniteliklerin performansı, serbest metin veri ku¨mesinde
c¸es¸itli makine o¨g˘renme teknikleri ile test edilmis¸tir. Sınıflandırma
problemi ic¸in en temsili o¨znitelik setini elde etmek ic¸in yo¨nlu¨
c¸izge, tutma su¨resi ve klavye mesafesine dayalı o¨znitelikler
c¸ıkarılmıs¸ ve farklı yapılandırmalarda kullanılmıs¸tır. Sonuc¸lar,
dikkat mekanizmasına sahip c¸ok katmanlı yapay sinir ag˘ı mod-
elinin, %0.13 FAR ve %2.5 FRR ile en iyi deg˘erlendirme metrik-
lerini verdig˘ini go¨stermektedir. Ek olarak, gelis¸tirilen o¨znitelikler
ve modeller sabit metin ile olus¸turulmus¸ veri seti ile de test
edilmis¸tir. Elde edilen sonuc¸lar olus¸turulan o¨znitelik uzayının
serbest metinler u¨zerindeki sınıflandırma problemine daha uygun
oldug˘unu go¨stermektedir.
Anahtar Kelimeler—Biyometrik, Tus¸ Vurus¸u Dinamikleri,
O¨ru¨ntu¨ Tanıma
Abstract—Keystroke dynamics aims to perform user authen-
tication based on users’ typing behaviour on digital devices.
Keystroke dynamics can be used for continuous authentication
that is based on free-text obtained from users’ sessions. In this
study, performance of timing and regional features are tested with
a variety of machine learning techniques on a free-text dataset.
Di-graph, hold time and keyboard distance based features are
extracted and utilized in different configurations to obtain the
most representative feature set for the classification problem. The
results show that the MLP model with attention mechanism yields
the best evaluation metrics, with 0.13% FAR and 2.5% FRR. In
addition, the developed features and models were tested with a
static-text dataset. The obtained results show that the generated
feature space is more suitable for the classification problem on
free-text.
Index Terms—Biometrics, Keystroke Dynamics, Pattern Recog-
nition
I. GIRIS¸
Biyometri bazlı kimlik dog˘rulama sistemleri bireylerin
kendilerine o¨zgu¨ olan biyolojik ve davranıs¸sal o¨zniteliklerini
tanımlama ve dog˘rulama is¸lemleri ic¸in kullanmayı amac¸lar.
Bu eksende, tus¸ vurus¸u dinamikleri (keystroke dynamics) bazlı
sistemler ise kullanıcıların klavye, sayısal tus¸ takımı ve dokun-
matik ekran gibi dijital cihazlara girdi verme dinamiklerini,
ritmini ve zamanlama bilgisini, tanımlama ve dog˘rulama ic¸in
kullanmayı amac¸layan davranıs¸sal biyometrik sistemleridir.
Kullanıcıların uzaktan kimlik dog˘rulama is¸lemine sokula-
bildig˘i tus¸ vurus¸u dinamikleri c¸alıs¸maları basit bir yazılım ile
gerc¸ekles¸tirilebilir.
S¸ifre, PIN kodu gibi sabit metin u¨zerinden ilerleyen, kul-
lanıcıların oturum ac¸ma is¸leme sırasında olmak kaydıyla
tek sefer kimliklerinin dog˘rulandıg˘ı, tus¸ vurus¸u dinamikleri
c¸alıs¸malarına [1]–[3] ek olarak, oturum ac¸ma is¸lemi sonrasında
kullanıcıların herhangi bir mu¨daheleye maruz kalmaksızın
yazdıkları serbest metinden c¸ıkarılan o¨ru¨ntu¨lerine bag˘lı su¨rekli
olarak dog˘rulandıg˘ı tus¸ vurus¸u dinamikleri c¸alıs¸maları da mev-
cuttur [4]–[6]. Bo¨ylece, oturum su¨resince is¸lemlerin kimlig˘i
dog˘rulanan kullanıcı tarafından yapıldıg˘ına emin olunur.
Bu c¸alıs¸mada, su¨rekli kimlik dog˘rulama amacıyla serbest
metinlerden elde edilen c¸oklu o¨znitelik ku¨melerini, dikkat
mekanizması ic¸eren derin o¨g˘renme ag˘ına girdi olarak veren
bir model mimarisi o¨nerilmis¸tir. Ek olarak, o¨nerilen o¨znitelik
ku¨mesi sabit metin u¨zerinde de deg˘erlendirilmis¸tir.
II. I˙LGILI C¸ALIS¸MALAR
Tus¸ vurus¸u dinamikleri c¸alıs¸malarında bir metnin
o¨zniteliklerini c¸ıkarmak ic¸in tus¸ların bireysel ve kendi
aralarındaki vurus¸ su¨relerinden, yo¨nlu¨ c¸izgelerden (di-graphs)
faydalanılır. Figu¨r 1’de go¨ru¨lebileceg˘i u¨zere, bir tus¸a basıs¸
ve c¸ekis¸ anı arasındaki zaman farkı kalıs¸ su¨resi (dwell time)
olarak adlandırılır [7]. Ek olarak, birbirini takip eden iki ya
da daha fazla tus¸un arasındaki vurus¸ dinamiklerini saklayan
o¨zniteliklere uc¸us¸ su¨resi (flight time) adı verilir [7].
80’li yıllardan itibaren aras¸tırmacılar farklı kullanıcılardan
birden fazla oturumda toplanan sabit metinleri karakter-
ler arasındaki yo¨nlu¨ c¸izgeler ile ifade edip, kullanıcıları
tanımlamak ve dog˘rulamak ic¸in hipotez testi ve uzaklık bazlı
istatistiksel metotlar [8], [9] ve makine o¨g˘renmesi u¨stu¨ne ku-
rulu sınıflandırma metotları [10], [11] mevcuttur. Yo¨nlu¨ c¸izge
o¨znitelikleri karar ag˘ac¸larına girdi olarak verilerek %9.62
Hatalı Ret Oranı (False Rejection Rate (FRR)) ve %0.88
Hatalı Kabul Oranı (False Acceptance Rate (FAR)) elde
etmis¸tir [10].
Fig. 1. Tus¸ Vurus¸u O¨znitelik C¸ıkarımı.
Serbest metin bazlı tus¸ vurus¸ dinamikleri c¸alıs¸maları
[12]–[14] yakın zamanda ivme kazanmıs¸tır. Yo¨nlu¨ c¸izge
o¨zniteliklerini elde etmek ic¸in genel yaklas¸ım karakterler
arasındaki zaman farklarının o¨zet bilgisini vermektir [7].
Bu bag˘lamda, iki farklı oturumdan elde edilen serbest
metinlerdeki es¸les¸en yo¨nlu¨ c¸izgelerin es¸les¸tirme as¸amasında
kullanılarak %5 FRR %0.005 FAR elde edilmis¸tir [15].
Derin o¨g˘renme metotlarındaki bas¸arım artıs¸ı tus¸ vurus¸u
dinamikleri c¸alıs¸malarını da etkilemis¸tir. Serbest metinden
elde edilen yo¨nlu¨ c¸izge o¨zniteliklerinin CNN+RNN u¨zerine
kurulu bir ag˘a girdi olarak verildig˘i c¸alıs¸malar mevcuttur [16].
Bo¨ylece, CNN ile yerel o¨znitelikler elde edilirken, RNN yapısı
zaman ekseni u¨zerindeki ilis¸kileri o¨g˘renmis¸ ve %1.95 FRR,
%4.12 FAR elde edilmis¸tir. Dikkat mekanizması u¨zerine ku-
rulu derin o¨g˘renme modelleri ise gelis¸ime ac¸ık bir durumdadır.
III. YO¨NTEMLER
A. Veri Setleri
Projede, serbest yazı veri seti olarak LASER-2012 [17]
veri seti kullanılmıs¸tır. Bahsedilen veri setinde 20 katılımcı
bulunmaktadır. Katılımcılardan oturumlara bag˘lı olmak u¨zere
iki farklı tu¨rde go¨revler verilmis¸tir. Bu go¨rev tu¨rlerinden
ilki, ekranda go¨ru¨ntu¨lenen metinlerin klavye aracılıg˘ı ile
tekrarlanmasıdır. I˙kinci go¨rev tu¨ru¨nde ise, sorulan ac¸ık uc¸lu
sorular ic¸in kullancılardan cevap olus¸turmaları beklenmis¸tir.
I˙ki farklı go¨revden toplanan verinin birlikte kullanılmasının
sınıflandırma performansına etkisi oldukc¸a az oldug˘u ic¸in,
bu c¸alıs¸mada da kullanıcıların iki farklı go¨revlerinden gelen
veri setleri arasında ayrım yapılmamıs¸tır [17]. Veri setinde
tek tus¸ vurus¸u ve bu tus¸ vurus¸una ait nitelikler bulunması
ile birlikte iki tus¸ vurus¸u arasında gec¸en su¨reye ait nitelikler
de bulunmaktadır. Veri seti yazım su¨resince kullanıcıların tus¸
vurus¸ları arasındaki su¨re belirtilecek s¸ekilde du¨zenlenmis¸tir.
Sabit yazı verisi ic¸in ise CMU Keystroke Benchmark
[18] veri setinden faydalanılmıs¸tır. Bahsi gec¸en veri seti 51
katılımcının o¨nceden belirlenen bir parola sekansını tekrarlı
bir s¸ekilde yazmaları istenerek hazırlanmıs¸tır. Veri seti, her
katılımcının aynı parolayı 400 kez yazması ile hazırlanmıs¸tır.
Bununla birlikte, veri setinde kullanıcıların anonim kimlik
Fig. 2. Klavyenin u¨c¸ alana ayrımı.
bilgileri, sabit parolanın yazıldıg˘ı oturum bilgisi ve yazım
su¨resince elde edilen tus¸ vurus¸ nitelikleri bulunmaktadır. Elde
edilen tus¸ vurus¸ nitelikleri kars¸ılık gelen tus¸ların kalıs¸ ve uc¸us¸
su¨releri olacak s¸ekilde temsil edilmis¸tir.
B. O¨znitelik C¸ıkarımı
Serbest yazı tus¸ vurus¸u o¨znitelikleri c¸ıkarımı ic¸in klavye
u¨zerinde bulunan 58 farklı tus¸lardan olus¸turulabilecek tu¨m
ikili tus¸ vurus¸ yo¨nlu¨ c¸izgeleri (digraph) dikkate alınmıs¸tır.
Katılımcıların her oturumu bir o¨rnek olarak du¨s¸u¨nu¨lu¨p, her
oturum ic¸in tus¸ vurus¸ yo¨nlu¨ c¸izgeleri ic¸in belirtilen su¨relerin
ortalaması alınmıs¸tır. Dolayısıyla, kullanıcıların her oturumları
ic¸in 58 ⇤ 58 = 3364 adet yo¨nlu¨ c¸izge o¨znitelig˘i u¨retilmis¸tir.
Figu¨r 1’te de go¨ru¨lebileceg˘i gibi yo¨nlu¨ c¸izge o¨znitelikleri,
ardıs¸ık iki tus¸ arasındaki farklı basıs¸ ve c¸ekis¸ su¨re kom-
binasyonları kullanılarak 4 farklı s¸ekilde u¨retilebilir. Bu
yo¨ntemler Figu¨r 1’da Y1, Y2, Y3, Y4 yo¨nlu¨ c¸izgeleri olarak
go¨sterilmis¸tir. Bu c¸alıs¸mada yo¨nlu¨ c¸izgeler ardıs¸ık tus¸
vurus¸larının basıs¸ su¨releri arasındaki zaman farkı (Y3) baz
alınarak hesaplanmıs¸tır.
Yo¨nlu¨ c¸izge o¨zniteliklerine ek olarak, klavye tus¸ları ve bu
tus¸ların vurus¸ su¨releri tekil olarak da deg˘erlendirilip 58 adet
o¨znitelik daha u¨retilmis¸tir. Bu o¨znitelikler kullanıcıların tus¸
vurus¸larındaki kalıs¸ su¨releri (hold time) olup (Figu¨r 1’te K
harfi ile ifade edilen), yo¨nlu¨ c¸izge o¨zniteliklerinde oldug˘u gibi,
kullanıcıların farklı tus¸ kalıs¸ su¨releri de her tus¸ tekrarında
toplanıp oturum sonrası o tus¸un toplam tekrar etme sayısına
bo¨lu¨nerek ortalaması alınmıs¸tır.
Son olarak u¨retilen o¨znitelikler klavye uzaklık o¨znitelikleri
olarak adlandırılabilir. Bu o¨znitelik grubunda iki farklı metot
ile o¨znitelik uzayı genis¸letilmis¸tir. I˙lk olarak klavye sol el,
sag˘ el ve bos¸luk tus¸u (spacebar) olmak u¨zere ve Figu¨r
2’de oldug˘u gibi 3 bo¨lgeye ayırılmıs¸ ve kullanıcıların otu-
rumlar esnasında tus¸lamıs¸ oldug˘u yo¨nlu¨ c¸izgeler bu bo¨lgeler
u¨zerinden incelenmis¸tir. Bu is¸lemin sonucunda ordaya c¸ıkacak
o¨znitelikler LL, LR, LS, RL, RR, RS, SL ve SR olarak
adlandırılmıs¸ ve ardıs¸ık bos¸luk tus¸u girdisi bulunmadıg˘ından
SS o¨znitelig˘i olus¸turulamıs¸tır. Yo¨nlu¨ c¸izge ve tus¸ kalıs¸
o¨zniteliklerinde yapıldıg˘ı gibi bu o¨zniteliklerin de her o¨rnek
ic¸in ortalamaları alınmıs¸tır. I˙kincil olarak, daha o¨nceki bir tus¸
vurus¸u dinamikleri c¸alıs¸ması baz alınarak, yo¨nlu¨ c¸izgelerde
birbirini takip eden tus¸ların arasındaki mesafelere esas alınarak
bir o¨znitelik c¸ıkarımı yapılmıs¸tır [12]. Bu bag˘lamda, yo¨nlu¨
c¸izgelerdeki iki tus¸ arasındaki Chebyshev uzaklıg˘ı hesa-
planıp aynı mesafede bulunan yo¨nlu¨ c¸izgeler bir arada olacak
s¸ekilde gruplanmıs¸tır. O¨nceki o¨zniteliklerde uygulandıg˘ı gibi,
Fig. 3. Dikkat Mekanizması ile olus¸turulan Yapay Sinir Ag˘ Modeli.
bu o¨zniteliklerin de her oturum sonrası ortalama deg˘erleri asıl
deg˘erler olarak kabul edilmis¸tir.




Yukarıda belirtildig˘i gibi olus¸abilecek tu¨m yo¨nlu¨ c¸izge
o¨znitelik sayısının c¸ok fazla olması ve bazı ikili tus¸
sekanslarının kullanıcıların istenilen metinleri yazarken hic¸
kullanılmaması, bu o¨znitelik grubu ic¸in bir boyut du¨s¸u¨rme
is¸leminin gereklilig˘ini dog˘urmus¸tur. Gereken o¨znitelik boyutu
du¨s¸u¨rme sag˘lanılabilmesi ic¸in yo¨nlu¨ c¸izge o¨znitelik sayısı
58 ⇤ 58’den 75 o¨znitelig˘e du¨s¸u¨ru¨lmu¨s¸tu¨r. Bu is¸lem olus¸an
yo¨nlu¨ c¸izge o¨znitelikleri en sık tekrar edenden en az tekrar
edene olacak s¸ekilde sıralandıktan sonra, en c¸ok tekrar eden
yo¨nlu¨ c¸izgelerden farklı sec¸imler yapılıp olus¸turulan gec¸erleme
ku¨mesi u¨zerindeki performansları go¨z o¨nu¨nde bulundurularak
yapılmıs¸tır. Farklı o¨znitelik sayısı sec¸imleri arasında en sık
tekrar edilen 75 yo¨nlu¨ c¸izge o¨znitelik sayısı en bas¸arılı
sonuc¸lar u¨rettig˘i ic¸in daha sonra olus¸turulacak tu¨m makine
o¨g˘renmesi modellerinde yo¨nlu¨ c¸izge bilgisini temsil etmesi
ic¸in bu 75 o¨znitelik kullanılmıs¸tır.
Sabit yazı veri seti ic¸in o¨znitelik u¨retme su¨recinin serbest
yazı veri seti ic¸in o¨znitelik u¨retme su¨recine c¸okc¸a ben-
zedig˘i belirtilmelidir. Sabit yazı veri seti ic¸in de yukarıda
ifade edilen farklı o¨znitelik u¨retme metodlarının tamamı
kullanılmıs¸tır. Kullanılan veri seti olus¸turma su¨recinde kul-
lanıcılardan yazılması istenen parola girdisi kısa ve sabit
bir dizgi oldug˘u ic¸in olus¸abilecek ikili yo¨nlu¨ c¸izgelerin
sayısı sınırlıdır. Bu nedenle, klavyede bulunan tu¨m ikili
tus¸ c¸izgelerden olus¸acak bir o¨znitelik ku¨mesi yerine sabit
parolanın yazılması esnasında olus¸acak 10 adet yo¨nlu¨ c¸izge
o¨znitelig˘i kullanılmıs¸tır. Benzer s¸ekilde, tus¸ kalıs¸ su¨resi
o¨znitelik ku¨mesi de sabit dizginin yazılması sonucu ortaya
c¸ıkacak o¨znitelikler ile olus¸turulmus¸tur.
C. Kimlik Dog˘rulama Metodu
Olus¸turulan o¨znitelik uzayı ile optimum sınıflandırma mod-
elinin bulunması ic¸in c¸es¸itli sınıflandırma algoritmaları veri
seti u¨zerinde test edilmis¸tir. Farklı kullanıcıların her otu-
rumları bir o¨rnek olarak ele alınıp, sınıflandırma model-
lerine o¨znitelik uzayı sunulduktan sonra kullanıcı kimlik-
lerinin tahmini beklenmis¸tir. Makine o¨g˘renmesi modelleri
o¨ncelikle sadece yo¨nlu¨ c¸izge o¨znitelikleri ile test edilmis¸,
daha sonra yo¨nlu¨ c¸izge, tus¸ kalıs¸ ve klavye uzaklıg˘ı baz
alınarak olus¸turulan o¨znitelikler ile birlikte de test edilmis¸tir.
Kullanılan sınıflandırma modelleri Rassal Orman Algoritması
(Random Forest), C¸ok Katmanlı Yapay Sinir Ag˘ları (Multilayer
Perceptron) ve Dikkat Mekanizması (Attenttion Mechanism) ile
olus¸turulan c¸ok katmanlı yapay sinir ag˘larıdır [19].
Dikkat mekanizmasının yapay sinir ag˘ modeline eklen-
mesindeki temel amac¸, sıralı bir formatta olan tus¸ vurus¸u
verisinin altında yatan o¨znitelik ilis¸kilerinin yapay sinir ag˘
modellerine tanıtılmasıdır. As¸ag˘ıda dikkat mekanizması ile
olus¸turulan yapay sinir ag˘ı modelinin s¸eması go¨sterilmektedir.
Olus¸turulan yapay sinir ag˘ı modelleri 3 tamamen bag˘lı (dense)
katman ile olus¸turulup Dikkat Mekanizması tamamen bag˘lı
katmanlar sonrasında eklenmis¸tir. Dikkat mekanizması ile
olus¸turulan ag˘ modelinin s¸eması Figure 3’den go¨ru¨lebilir.
IV. DENEY SONUC¸LARI
Tablo I’den de go¨ru¨lebileceg˘i gibi en iyi FAR ve FRR
sonuc¸ları dikkat mekanizmasından da yararlanan yapay sinir
ag˘ı modeli ile elde edilmis¸tir.
TABLO I
SERBEST YAZI ILE TEST EDILEN MAKINE O¨G˘RENMESI MODELLERININ
PERFORMANS METRIKLERI.
Model O¨znitelik Ku¨mesi FAR FRR F1-Skoru
Rassal Orman D 0.49% 9.43% 90.56
D + K + KD 0.41% 7.54% 92.45
C¸ok Katmanlı Yapay Sinir Ag˘ı D 1.38% 26.25% 71.14
KD 1.57% 30.00% 65.62
K 0.42% 8.12% 91.40
D + K 0.23% 4.37% 97.26
D + K + KD 0.16% 3.125% 98.09
Dikkat Mekanizması + C¸ok Katmanlı Yapay Sinir Ag˘ı D 1.15% 21.87% 77.20
KD 1.57% 30.00% 69.13
K 0.42% 8.12% 93.74
D + K 0.16% 3.125% 95.60
D + K + KD 0.13% 2.5% 96.09
D: Yo¨nlu¨ C¸izge o¨znitelikleri, K: Kalıs¸ o¨znitelikleri, KD: Klavye uzaklıg˘ı bazlı o¨znitelikler.
Aynı modeller sabit yazı veri setine uygulandıklarında, en
iyi FAR ve FRR metrikleri yo¨nlu¨ c¸izge ve tus¸ kalıs¸ o¨znitelikleri
kullanılarak eg˘itilen rassal orman modeli ile elde edilmis¸tir.
Sabit veri setinde katılımcı ve katılımcıların tamamladıkları
oturum sayıları fazla oldug˘undan o¨rnek sayısı artmıs¸ ve bu
nedenle olus¸turulan yapay sinir ag˘ı modelleri daha du¨s¸u¨k
do¨ngu¨ sayısı (epoch) ile denenebilmis¸tir. Serbest yazı ic¸in
olus¸turulan sinir ag˘ modelleri 1000 do¨ngu¨ ile test edilmis¸ken,
bu sayı sabit yazı veri seti ic¸in 50’ye du¨s¸u¨ru¨lmu¨s¸tu¨r. Sabit
yazı veri seti u¨zerinde test edilen modellerin deg˘erlendirme
metrikleri Tablo II’den incelenebilir.
TABLO II
SABIT YAZI ILE TEST EDILEN MAKINE O¨G˘RENMESI MODELLERININ
PERFORMANS METRIKLERI.
Model O¨znitelik Ku¨mesi FAR FRR F1-Skoru
Rassal Orman D + K 0.13% 6.6% 93.34
D + K + KD 0.15% 7.7% 92.23
C¸ok Katmanlı Yapay Sinir Ag˘ı (50 Do¨ngu¨) D 0.75% 37.71% 61.58
KD 0.9% 45.09% 53.43
K 0.78% 39.17% 59.9
D + K 0.33% 16.97% 83.52
D + K + KD 0.35% 17.55% 83.19
Dikkat Mekanizması + C¸ok Katmanlı Yapay Sinir Ag˘ı (50 Do¨ngu¨) D 0.74% 37.28% 62.49
KD 0.91% 45.88% 53.31
K 0.76% 38.32% 61.27
D + K 0.37% 18.87% 81.17
D + K + KD 0.33% 16.63% 84.23
D: Yo¨nlu¨ C¸izge o¨znitelikleri, K: Kalıs¸ o¨znitelikleri, KD: Klavye uzaklıg˘ı bazlı o¨znitelikler.
V. SONUC¸LAR
Serbest yazı veri seti u¨zerinden elde edilen test sonuc¸ları
incelendig˘inde dikkat mekanizmasınıda ic¸eren yapay sinir ag˘ı
modelinin en iyi deg˘erlendirme metriklerine ulas¸tıg˘ı (0.13%
FAR ve 2.5% FRR) go¨ru¨lebilir. Bu sonuc¸lar olus¸turulan
modelin devamlı ve serbest s¸ekilde yazı girdisi girilen tus¸
vurumu kimlik dog˘rulama sistemleri ic¸in uygun oldug˘unu
go¨stermektedir. Serbest yazı veri seti ic¸in dig˘er modellerle
elde edilen test sonuc¸ları da tus¸ kalıs¸ ve klavye uzaklıg˘ı
o¨zniteliklerinin de sınıflandırma problemi ic¸in o¨nemli olduk-
larını go¨stermis¸tir.
Serbest yazı seti ic¸in elde edilen bulguların aksine,
sabit veri setinde klavye uzaklıg˘ı o¨znitelikleri olus¸turulan
makine o¨g˘renmesi modellerinin sınıflandırma performansını
du¨s¸u¨rmu¨s¸tu¨r. Bu sonuc¸ sabit yazı veri seti ic¸in gerekli olan
yazım go¨revinin c¸ok kısa olması ve bu o¨zniteliklerin an-
lamlılıklarının azalması ile ac¸ıklanabilir. Serbest yazı veri
seti ic¸in hazırlanan o¨znitelik metotların aynı tus¸ vurus¸larının
ve yo¨nlu¨ c¸izgelerin c¸okc¸a go¨zlemlenmesine dayanması, bu
metotları kullanan yapay sinir ag˘ı modellerinin sabit yazı veri
setinde yeteri kadar bas¸arılı olmamasına neden olmus¸tur. Bu
veri setinde en bas¸arılı deg˘erlendirme metrikleri (%0.13 FAR
ve %6.6 FRR) rassal orman modeli ile elde edilmis¸tir.
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