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Abstract
One of the key elements in any computers network security protocol is an intrusion detection system (IDS). With
the recent advances and growth of various wireless technologies, it is imperative to implement robust IDSs in so as
to detect malicious activities accurately. This paper proposes the implementation of a Deep Gated Recurrent Unit
(DGRU) Based classifier as well as a wrapper-based feature extraction algorithm for Wireless IDS. We assess the per-
formance of the DRGU IDS models with the help of the NSL-KDD benchmark dataset. Furthermore, we compare our
framework to popular algorithms including Artificial Neural Networks, Deep Long-Short Term Memory (DLSTM),
Random Forest, Naive Bayes and Feed Foward Deep Neural Networks. The experiments outcome demonstrates that
the DGRU IDS displays a significant increase in performance over existing methods.
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1. Introduction
Wireless networks have gained a considerable mo-
mentum over wired networks. The preference for using
wireless networks emanate from the fact that it allows
for an increased accessibility and mobility, it is flexible
and it doesn’t necessitate any extra in fracture in terms
of the information carrier. The open nature of wire-
less networks is gateway to many security attacks and
breaches [1].
The research presented in this work is aimed at im-
proving the security of Wireless Local Area Networks
(WLANs) or sometimes referred to as Local Area Wire-
less Networks (LAWN). WLAN appertains to the IEEE
802.11 standards [2, 3] of wireless communication tech-
nologies that are employed in various industrial, private
and scientific applications. WLANs are vulnerable to
a number of threats including, but not limited, Rogue
Access Points (RAP), Key Recovery Attacks, Denial of
Service (DoS) attacks, etc. In order to mitigate these
attacks and to secure WLANs, various measures such
as Extensible Authentication Protocol (EAP), Wired
Equivalent Protection (WEP) privacy protocol and Wi-
Fi Protected Access (WAP and WAP2) were designed
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[3]. However, these protective mechanisms are not im-
mune to several threats such as DoS , RAP, etc. In order
to reinforce WLANs security against the vulnerabilities
mentioned in the section above, IDSs are generally im-
plemented. An Intrusion Detection System (IDS) is a
system (Hardware or Software) that has the objective to
detect and react upon unauthorized access to a network
or a computer system. Based on its design and its archi-
tecture; an IDS can be implemented on a host device as
a host-based IDS (HIDS) or it can be setup over a net-
work as a network-based IDS (NIDS) [4]. Furthermore,
IDS are classified into misuse and anomaly based IDS
[5].
In this paper , we present the application of Deep
Learning (DL) with the purpose of performing intru-
sion detection. This research is an addition to the work
presented in [6] whereby Long-Short Term Memory
(LSTM) Recurrent Neural Networks (RNNs) models
were used for IDS. In this instance, there was a filter-
based feature extraction technique based on a measure
of Information Gain. This process resulted in a reduced
input vector that was fed to LSTM RNNs algorithms.
In comparison to [6], the innovation that this current
research brings is the change in both the mode of the
feature extraction method as well as the structure of the
classifier. In this paper, a wrapper-based feature extrac-
tion technique is employed so as to generate a minimal
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and optimal feature vector. The classifier structure is
based on Gated Recurrent Unit (GRU) RNNs.
The methodology proposed in this investigation was
compared to the following existing machine learning
(ML) and DL techniques: Deep LSTM [6], Deep Feed
Forward Neural Networks (DFFNN) and Artificial Neu-
ral Netowrks (ANNs) [7], Support Vector Machines
(SVM) [8], Naive Bayes (NB) [9] and Random For-
est [10]. The results demonstrate that the Deep GRU
(DGRU) presented in this paper yielded an increase in
performance compared to other methods.
The remaining of this paper is structured as follows:
Section 2 presents similar work. Section 3 introduces
the DRGU RNN framework. Section 4 provides details
of all the experiments and accounts for all the results.
And Section 5 is the conclusion.
2. Similar Work
In [6], the researcher introduced a Deep Long-Short
Term Memory (DLSTM) based architecture in conjunc-
tion with a filter-based feature selection method so as to
execute the classification of different attacks in a wire-
less network. The filtering process was conducted using
information gain (IG) with the aim to generate a feature
vector that is both minimal and optimal. This process
resulted into an input vector constituted of 18 primary
features. The experiments conducted during this inves-
tigation were based on the NSL-KDD intrusion detec-
tion dataset. The DLSTM IDS was compared to various
other ML and DL based methodologies including Ar-
tificial Neural Networks and Support Vector Machines.
The validation accuracy (Val. AC), the test accuracy
(Test AC) and the F1-score were the performance met-
rics used for assessment. The results showed that the
DLSTM IDS was a superior solution for the multiclass
classification scheme with Val. AC of 99.51%, a Test
AC of 86.99% and F1-Score of 99.43%. Moreover,
these results showed an improvement on previous work
conducted in [7]. In that work, instead of using LSTM
units, feed forward neural networks were implemented
together with the IG filtering method.
In [11], an advanced network anomaly detection
was implemented using various deep neural networks
models including deep auto-encoders, deep convolu-
tional neural networks (DCNN) and LSTM. Focusing
on LSTM, the authors proposed a LSTM based IDS
model with an input vector of 42 features applied to
32 LSTM nodes attached to a doubled-layered feed-
forward neural network with 10 nodes and 1 node re-
spectively. The first was activated by the Rectified Lin-
ear Unit (ReLU) function and second layer by the sig-
moid function. This model was implemented using
Python notebooks with the Keras Python library that
is based on the Tensorflow back-end [12]. The experi-
ments were conducted over the NSL-KDD dataset. The
outcome suggested that the LSTM IDS presented in this
work obtained a better test accuracy in comparison to
DCNN IDS. However, in terms of training time, the
DCNN trained faster.
In in this work [13], a deep learning technique net-
work for intrusion detection was proposed. This method
was based on the coupling of CNN and LSTM mod-
els. In order to assert the performance of the propose
method, the NSL-KDD benchmark dataset was utilized.
The model presented in this research was further com-
pared to the simple recurrent neural network (RNN)
and the simple LSTM. The outcome demonstrated that
the combination CNN and LSTM achieved an increased
performance in comparison to the other algorithms.
In [14], a DNN combined with Gated Recurrent Unit
(GRU) was using in order to perform network intru-
sion diction. The model was composed of a multilayer
perceptron (MLP), a recurrent neural network (Gated)
as well as a Softmax unit at the output. The exper-
iments were executed on the NSL-KDD benchmark
dataset. The model was compared to other methods
such as simple LSTM, simple GRU and MLP. The re-
sults revealed that the model proposed here achieved an
increased accuracy of 99.24% using that KDDTrain+
dataset and detection rate of 99.31% on the same data.
The system presented in this work was not optimized
and the researchers suggested that additional investiga-
tions should be conducted in order to apply their ap-
proach to real network traffic.
In [15], an investigation of LSTM and GRU deep
learning technique for intrusion detection was con-
ducted. The goal was to assess the effectiveness of
these models based on the accuracy and F1-score per-
formance metrics. The experiments were executed us-
ing the following datasets: Border Gate Way datasets,
BCNET dataset and the well-known NSL-KDD dataset.
Focusing on the NSL-KDD, several models of LSTMs
and GRUs units were implemented. The best perform-
ing LSTM IDS model achieved an accuracy of 82.78%
on test data and a F1-score of 83.34%. In the instance
of the GRU IDS, an accuracy of 82.78% on test data as
well as a F1-score of 83.05% were recorded.
3. GRU RNN Wireless Intrusion Detection System
3.1. Gated Recurrent Unit
Gated Recurrent Units (GRUs) are special variations
of RNNs. A GRU is similar to a LSTM [6]; however it
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Fig. 1. GRU Unit
has been refined using an update gate in its structure. An
update gate is a combination of an input gate and a for-
get gate. GRUs were designed in order to simplify the
architecture of LSTM modes. The structure of a GRU
is shown in Fig. 1 and the equations that govern the its
functions are listed in (1), (2) and (3).
vt = σ(Wv.[ot−1, xt] + xt)
st = σ(Ws.[ot−1, xt])
ot′ = tanh(W.[st ∗ ot−1, xt])










Where the feature (input) space is represented by x
and the prediction is represented by ot. vt is the update
function. W is the weight that is optimized during train-
ing. σ and tanh are the activation (squashing) functions
used in this structure in order to keep in the information
flowing through the GRU within a specific range.
3.2. NSL-KDD
The dataset used during the evaluation of our pro-
posed IDS is the NSL-KDD [16]. This is a benchmark
dataset used int various computer networks security re-
searches [11, 13, 14]. Following the strategy used in [6]
and [7], the full training set of the NSL-KDD is split in
two independent batches, namely, KDDTrain 75 (75%
of the entire dataset) as well as the KDD Evaluation
(25% of the entire dataset). The evaluation batch is used
to validate the results obtained during the training pro-
cess. The KDDTest is used in the models testing phase.
Table 1 provides the distribution of attacks in each of
the dataset portions and Table 2 lists the descriptions of
Table 1
NSL-KDD Dataset partition
Dataset Name Normal DoS Probe R2L U2R Total
KDDTrain+Full 67343 45927 11656 995 52 125973
KDDTrain+75 50494 34478 8717 749 42 94480
KDD(Evaluation) 16849 11449 2939 246 10 31493
KDD(Test+) Full 9711 7458 2754 2421 200 22544
Table 2
NSL-KDD Description of Features
No. Name Category No. Name Category
f1 duration numeric f22 is guest login numeric
f2 protocol type categorical f23 count numeric
f3 service categorical f24 srv count numeric
f4 flag categorical f25 serror rate numeric
f5 src bytes numeric f26 srv serror rate numeric
f6 dst bytes numeric f27 rerror rate numeric
f7 land numeric f28 srv rerror rate numeric
f8 wrong fragment numeric f29 same srv rate numeric
f9 urgent numeric f30 diff srv rate numeric
f10 hot numeric f31 srv diff host rate numeric
f11 num failed logins numeric f32 dst host count numeric
f12 logged in numeric f33 dst host srv count numeric
f13 num compromised numeric f34 dst host same srv rate numeric
f14 root shell numeric f35 dst host diff srv rate numeric
f15 su attempted numeric f36 dst host same src port rate numeric
f16 num root numeric f37 dst host srv diff host rate numeric
f17 num file creations numeric f38 dst host serror rate numeric
f18 num shells numeric f39 dst host srv serror rate numeric
f19 num access files numeric f40 dst host rerror rate numeric
f20 num outbound cmds numeric f41 dst host srv rerror rate numeric
f21 is host login numeric
each of the 41 features within the NSL-KDD whereby 3
features are categorical and the rest are numerical.
3.3. DGRU RNN IDS Architecture
In Fig. 3 presents the architecture of the DGRU RNN
IDS. In the initial phase, the aim is to receive a dataset,
normalize it. The normalization process generates a
vector, Vnorm. The next step is to extract the most im-
portant features that will be used for classification. This
operation is performed by the wrapper based feature ex-
traction unit (WFEU). The classifier used in the WFEU
is that Extra Trees classifier (ETC) that is explained in
section 3.4. After the application of the ETC, a vector
I is generated. This vector holds the feature importance
(FI) values for each feature within the dataset. The best
features are selected based on an importance threshold
Itr and they are loaded in into a ranked feature vector,
Vranked.
Fig. 3 depicts the topology of the DGRU RNN cou-
pled to a Multilayer Perceptron (MLP). In this research,
any multilayer GRU is considered deep (DGRU) when
it has n layers of GRUs, with n ≥ 2. The MLP layer
may have any number of layers configured in a feed-
forward manner. The last layer of the MLP is connected
to a Softmax Layer. The nodes (logits) within this layer
are activated by a Softmax function that computes their
probabilities using the expression in (4).
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Fig. 2. DGRU RNN IDS Framework
Fig. 3. DGRU RNN + MLP Structure
Table 3
Important Features
No. Feature Name Importance Factor
f28 srv rerror rate 0.094481
f25 serror rate 0.084213
f24 srv count 0.084213
f2 protocol type 0.070065
f37 dst host srv diff host rate 0.059136
f4 root shell 0.055061
f33 dst host srv count 0.051936
f11 num failed logins 0.050382
f5 src bytes 0.043621
f1 duration 0.043056
f34 dst host same srv rate 0.035917
f22 is guest login 0.034426
f35 dst host diff srv rate 0.030192
f32 dst host count 0.026064
f3 flag 0.025940
f38 dst host serror rate 0.022487
f31 srv diff host rate 0.020202
f39 dst host srv serror rate 0.019454




3.4. Extra Trees Classifier
The Extra Trees (ET) method is a supervised ML ap-
proach that is akin to the Random Forests (RF) [10]
methodology. Using the same approach as RF, ET
applies multiple Decision Trees (DT) in an effort to
achieve regression or classification. Although RF and
ET are similar, they differ significantly in the way the
nodes are selected within the trees. ET picks nodes by
randomly selecting cut-points. Furthermore, in compar-
ison to RF, ET uses the entire dataset in the aim to grow
the needed trees whereas RF uses sub-samples. The
ET algorithm that is used in the WFEU of the DGRU
RNN IDS Framework generates a FI vector from which
a ranked feature vector, Vranked, is extracted. Table 3
lists all the chosen features whereby the srv rerror rate
has the highest importance rate of 0.094481.
Algorithm 1 summarize the inner workings of the
proposed framework that depicted in Fig. 2.
3.5. Performance Assessment
In this research, we measure the performance of our
proposed framework using the accuracy (AC) on valida-
tion data and on test data and the F1-Socre (F-Measure)
on validation data. The F-Measure is computed using
the recall (7) and the precision (6). For the LSTM RNNs
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Algorithm 1 DGRU RNN IDS algorithm
1: STEP 1 Normalize all inputs.
2: STEP 2 Extracts features using Extra Trees (ET)
classifier
ET process




3: Step 1: Initialize ET Algorithm
4: Step 2: Fit ET Algorithm
5: Step 3: Load importance factors in I
6: Step 4:
7: for i from I do
8: if (Ii ≥ Ithreshold) then
9: load Vi into Vranked
10: end if
11: end for
GRU Training - Evaluation - Testing
12: STEP 4 Call the initial DGRU RNN model’s con-
figuration and hyperparameters.
13: STEP 5 Train the selected DGRU RNN model over
the Training dataset (75 %).
14: STEP 6 Use the Evaluation batch (25 %) to validate
the DGRU RNN model picked in STEP 5.
15: STEP 7 Test the selected DGRU RNN on over the
test set
16: STEP 8 Iterate by repeating STEP 4 through STEP
7 till the required performance is achieved.
and DSLTM RNNs, we also measure the training time.
The AC in (5) and F1-Socre in (8) are derived from the
following factors :
• True Negative (TN): legitimate traffic are success-
fully labeled as normal.
• True positive (TP): intrusions/attacks that are cor-
rectly categorized as attacks.
• False positive (FP): regular/normal traffic which is
incorrectly identified as intrusive.
• False Negative (FN): intrusions/attacks that are la-
beled as legitimate.
AC =
T P + T N














4. Experimental setup and discussions
In order to carry out our experiments, we used the fol-
lowing Python libraries : Keras [12] and Scikit-Learn
[17]. These systems were run on the Windows 8.1 OS
64-bit. The hardware particulars were : ASUS Note-
book , Intel Core i3 3217U 4G RAM at 1.80 GHz.
The simulations implemented in this research are
based on the five-way classification whereby we con-
sider all 5 classes (R2L, U2R, Probe, DoS and Nor-
mal) within the NSL-KDD dataset as indicated in Ta-
ble 1.
We first started by implementing traditional ML al-
gorithms using the reduced feature vector, Vreanked. In
the instance of the NB method, we used the Gaussian
NB whereby the probability of the inputs is presumed
to be of a Gaussian nature. For ANNs, we used a sim-
ple neural network with an input layer, one hidden layer
as well as an output layer. The ANN nodes were acti-
vated by the Sigmoid function where the batch size was
set to auto, the learning rate (LR) was 0.025 and was
constant. In the context of the RF algorithm, the num-
ber of estimators (trees within the forest) was set to 80
without any restriction on the maximum depth. For the
SVM technique, we used the one versus all approach
with the aim to allow multiclass classification.
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Table 4
Performance of Existing ML Approaches
ML Classifier V. AC F1S T. AC
RF 99.74% 99.74% 84.46%
NB 83.64% 82.13% 69.07%
SVM 95.71% 95.40% 80.85%
ANN 99.59% 99.58% 85.19%
Table 5
FFDNNs Performance
HN HL LR Val. AC F1S Test AC
30 3 0.01 99.36% 99.34% 84.08%
40 3 0.01 99.37% 99.33% 80.41%
60 3 0.01 99.22% 99.19% 85.03%
60 3 0.02 99.47% 99.46% 83.94%
80 3 0.01 98.65% 98.62% 83.88%
80 3 0.02 98.92% 98.90% 85.16%
150 3 0.01 99.59% 99.57% 85.33%
150 3 0.02 99.64% 99.63% 86.51%
The performance outputs of the first phase are shown
in Table 4 whereby the ANN outperformed its peers
models with an AC of 85.19% using 120 neurons in the
hidden layer. In the second phase, the focus is shifted
to Deep Learning models. We conducted experiments
on FFDNNs [7]. The best detection accuracy on test
data was 86.51% and it was achieved by a model with 3
hidden layers (HL) containing 150 neurons and a LR of
0.02 as depicted in Table 5.
In the next phase of our experiments, DLSTM mod-
els [6] were executed using the reduced feature vector,
Vreanked. As shown in Table 6, we took in consideration
the number of hidden LSTM units (HN), the size of the
hidden layers (HL), the validation accuracy (V.AC), the
F1-Score (F1S), the test accuracy (T.AC) and the train-
ing time in seconds (TTs). Each of the DSLTM models
is fed into an MLP network. In the MLP column of
Table 6, the R specifies that a layer is activated by a
ReLU function. The model that outperformed the oth-
ers achieved an accuracy of 86.80% with HU = 150, HL
= 3 and a training time of 183.93 seconds. In the final
rounds of simulations , we implemented DGRU based
models. The outcomes are described in Table 7 whereby
a model with HL = 30, HL = 3 with a two layer MLP
attained a test accuracy of 88.42%.
In comparison to traditional ML methods, DL ap-
proaches have proven to be more effective in terms of
detection accuracy on test data. For an Intrusion Detec-
tion System, it is crucial that a classifier performs effi-
ciently on test data because this is data that is not pure.
Furthermore, test data doesn’t come from the same dis-
Table 6
DLSTM RNN Performance
HU HL MLP V. AC F1S T.AC TT(s)
30 3 R5 99.36% 99.64% 84.15% 183.93
30 3 R10-5 99.21% 99.59% 82.68% 205.02
60 3 R5 99.36% 99.72% 85.84% 261.13
90 3 R5 99.43% 99.67% 84.98% 333.80
90 3 R10-5 99.40% 99.70% 85.12% 345.45
120 3 R5 99.41% 99.66% 87.48% 651.07
120 3 R10-5 99.53% 99.72% 86.85% 701.32
150 3 R5 99.49% 99.74% 86.69% 856.69
150 3 R10-5 99.33% 99.62% 86.80% 935.59
Table 7
DRGU RNN Performance
HU HL MLP V. AC F1S T.AC TT(s)
30 3 R5 99.44% 99.60% 86.19% 168.95
30 3 R10-5 99.35% 99.67% 88.42% 174.20
60 3 R5 99.49% 99.47% 82.30% 217.25
90 3 R5 99.45% 99.76% 86.85% 271.86
90 3 R10-5 99.38% 99.71% 86.07% 287.80
120 3 R5 99.11% 99.42% 87.50% 368.62
120 3 R10-5 99.39% 99.59% 85.96% 414.81
150 3 R5 99.44% 99.79% 85.41% 439.99
150 3 R10-5 99.43% 99.68% 84.00% 398.25
tribution as the training or the validation datasets. In
the instance of FFDNN models, the best model has
achieved a 1.32% increase in test accuracy in compar-
ison ANN (This was the best performing standard ML
method). DLSTMs got a 1.61% as opposed to ANNs.
Moreover, our proposed model, DGRU, gained 3.23%
over ANNs. Additionally, in comparison to the re-
search conducted in [6] whereby a DLSTM was used
as a classifier and a filter based approach was imple-
mented to select the input features; the model proposed
in this research got a 1.43% increase in performance.
Furthermore the DGRU IDS presented in this work ac-
complished remarkable results in contrasts to the frame-
works presented in [7] and [15].
Furthermore, the approach proposed in this research
demonstrates that GRU based models train faster and
yield improved overall accuracy results in juxtaposition
to LSTM based models. We have conducted an analysis
of training time between the DLSTM IDS an the DGRU
IDS. We considered the HU, the HL and the MLP con-
figurations and we trained 9 different models for both
settings. The outcome depicted in Fig. 4 show that for
the same model configuration, GRU IDS are easier to
train. For instance, the model with HU = 30, HL = 3
and an MLP configuration of R10-5, the DLSTM IDS
model was trained in 205.2 seconds and got an test ac-
curacy of 82.68% whereas the DGRU IDS model was
trained in 174.20 seconds and got a substantial increase
in performance by getting 88.42% on the test set.
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Fig. 4. DGRU vs. DLSTM Training Times
5. Conclusion
In this paper, a DGRU IDS using a wrapper based fea-
ture extraction (FE) methodology was presented. The
Extra Trees classifier was used for the FE over the NSL-
KDD intrusion detection dataset and as a result, a re-
duced input feature vector of 18 items was generated.
For the purpose of performance assessment, we first
implemented standard ML methods using the reduced
feature vector. We also implemented previously used
DL methods including FFDNNs and DLSTMs. In con-
trast with existing ML and DL techniques, the method
proposed in this research achieved an improved per-
formance with a validation accuracy of 99.35%, a F-
Measure of 99.67% and test accuracy of 88.42%. In our
future work, we intend to apply the DGRU IDS over the
UNSW-NB15. Additionally, instead of investigating the
overall test accuracy, we plan to study both the valida-
tion and test accuracy of individual classes within the
NSL-KDD and UNSW-NB15 datasets.
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