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Abstract. We investigate the distribution of the Riemann zeta-function on the line
Re(s) = σ. For 12 < σ ≤ 1 we obtain an upper bound on the discrepancy between the
distribution of ζ(s) and that of its random model, improving results of Harman and
Matsumoto. Additionally, we examine the distribution of the extreme values of ζ(s)
inside of the critical strip, strengthening a previous result of the first author.
As an application of these results we obtain the first effective error term for the
number of solutions to ζ(s) = a in a strip 12 < σ1 < σ2 < 1. Previously in the strip
1
2 < σ < 1 only an asymptotic estimate was available due to a result of Borchsenius
and Jessen from 1948 and effective estimates were known only slightly to the left of
the half-line, under the Riemann hypothesis (due to Selberg). In general our results
are an improvement of the classical Bohr-Jessen framework and are also applicable to
counting the zeros of the Epstein zeta-function.
1. Introduction and statement of main results
Let {X(p)}p be a sequence of independent random variables uniformly distributed










which converges almost surely for σ > 1
2
. Due to the unique factorization of the inte-
gers we intuitively expect that the functions p−it interact like the independent random
variables X(p). This suggests that ζ(σ,X) should be a good model for the Riemann
zeta-function, and one may ask: How well does the distribution of ζ(σ,X) approximate
that of the Riemann zeta-function?
A probabilistic treatment of a theorem of Bohr and Jessen [1, 2] due to Jessen and
Wintner [12] asserts that log ζ(σ + it) has a continuous limiting distribution in the
complex plane for σ > 1
2
. In fact, it can be seen from these works that log ζ(σ + it)
converges in distribution to log ζ(σ,X) for σ > 1
2
. In this article we investigate the
discrepancy between the distributions of the random variable log ζ(σ,X) and that of
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log ζ(σ + it), i.e.
Dσ(T ) := sup
R
∣∣∣∣PT( log ζ(σ + it) ∈ R)− P( log ζ(σ,X) ∈ R)∣∣∣∣,











T ≤ t ≤ 2T : f(t) ∈ R
}
,
where here and throughout we denote by meas the Lebesgue measure on R.
This quantity measures the extent to which the distribution function of the random
variable log ζ(σ,X) approximates that of log ζ(σ + it). We prove
Theorem 1.1. Let 1
2





Additionally, for σ = 1 we have
D1(T )
(log log T )2
log T
.
Theorem 1.1 improves upon a previous discrepancy estimate due to Harman and
Matsumoto [7]. For fixed 1
2





for any ε > 0. One new feature of our estimate is that the power of the logarithm
does not decay to zero as σ → 1
2
. We introduce a different technique to study this
problem that relies upon careful analysis of large complex moments of the Riemann
zeta-function inside of the critical strip. Some of the tools developed by Selberg to
study the distribution of log ζ(1
2
+ it) are also used, such as Beurling-Selberg functions.
We have not been able to determine conjecturally the correct size of the discrepancy
Dσ(T ). In this direction we have only the following result, whose proof we include in
the Appendix.
Proposition 1.2. Let 1/2 < σ < 1 be fixed, and ε > 0 be small. Then, we have
Dσ(T ) = Ω(T
1−2σ−ε).
Moreover, If Dσ(T ) = O(T
1−2σ+ε) then the Zero Density Hypothesis holds.
The zero density hypothesis states that for 1/2 < σ < 1, the number of zeros ρ =
β + iγ of ζ(s) such that β ≥ σ and |γ| ≤ T is  T 2(1−σ)+ε (see [11] for the current
developements towards this conjecture). There is an apparent difference between our
upper and lower bounds for Dσ(T ) in Theorem 1.1 and Proposition 1.2. It would be very
interesting to work out a reliable heuristic to predict the correct size of this discrepancy.
An important problem in the theory of the Riemann zeta-function is to understand
its maximal order within the critical strip. The Riemann hypothesis implies that for
1
2
< σ < 1 and t large we have log |ζ(σ+it)|  (log t)2−2σ+o(1) (see Theorem 14.5 of [24]).
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and based on a probabilistic argument, he conjectured that this omega result is in fact
optimal, namely that log |ζ(σ + it)|  (log t)1−σ+o(1). This motivates the study of the
extent to which the extreme values of ζ(σ+ it) can be modeled by those of the random
variable ζ(σ,X). For if the distribution of the extreme values of ζ(σ+ it) matches that
of ζ(σ,X) in the viable range, then Montgomery’s conjecture follows.
To this end we would like to understand
logPT (log |ζ(σ + it)| > τ). (1.1)
For fixed τ an upper bound for (1.1) was first given by Jessen and Wintner [12], and
further improvements, including lower bounds, were later given in [21, 8, 13]. More
recently, an asymptotic formula has been derived by Hattori and Matsumoto [9]. Im-
proving on these results, the first author [16] established a uniform asymptotic formula
for (1.1) in nearly the full conjectured range of τ . More precisely, he showed that there




log |ζ(σ + it)| > τ
)
= (1 + o(1)) logP
(
log |ζ(σ,X)| > τ
)






He also proved that the same estimate holds when log |ζ(σ + it)| and log |ζ(σ,X)| are
replaced by arg ζ(σ + it) and arg ζ(σ,X) respectively. We strengthen this result, ob-
taining an asymptotic formula for PT (log |ζ(σ+ it)| > τ) (and PT (arg ζ(σ+ it) > τ)) in
the same range.
Theorem 1.3. Let 1
2
< σ < 1 be fixed. There exists a positive constant b(σ) such that
for 3 ≤ τ ≤ b(σ)(log T )1−σ(log log T )1− 1σ we have
PT
(
















Moreover, the same asymptotic estimate holds when log |ζ(σ+ it)| and log |ζ(σ,X)| are
replaced by arg ζ(σ + it) and arg ζ(σ,X) respectively.
The terms (log T )σ appearing in the error term in Theorem 1.3 and in the upper
bound of Theorem 1.1 are related. An improvement in our method would produce an
improvement in both results. Since we do not believe that we will be able to extend
significantly the range of Theorem 1.3, it seems that our bound for Dσ(T ) is as well
optimal given the method used.
We also apply Theorem 1.1 to study the roots, s, to the equation ζ(s) = a where a is
a nonzero complex number. These points are known as a-points and the study of their
distribution is a classical topic in the theory of the Riemann zeta-function.
Let Na(σ1, σ2;T ) be the number of a-points in the strip
1
2
< σ1 < σ < σ2 < 1,
T ≤ t ≤ 2T . In 1948 Borchsenius and Jessen [3] proved that there exists a constant
c(a, σ1, σ2) > 0 such that as T →∞
Na(σ1, σ2;T ) ∼ c(a, σ1, σ2)T. (1.3)
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c(a, σ1, σ2) =
f ′a(σ2)− f ′a(σ1)
2π
.
The differentiability of fa(σ) is not trivial, and was established by Borchsenius and
Jessen.
Using Theorem 1.1 we obtain the first effective error term for Na(σ1, σ2;T ) valid for
σ1 < σ2 in the critical strip.
Theorem 1.4. Let 1
2
< σ1 < σ2 < 1. For every nonzero complex number a there exists
a constant c(a, σ1, σ2) > 0 such that
Na(σ1, σ2;T ) = c(a, σ1, σ2)T +O
(




Inside the critical strip, an effective error term was known previously only slightly
to the left of the half-line under the assumption of the Riemann hypothesis, thanks
to unpublished work of Selberg (see [23] and [25], Chapter 8). A related (but easier)
problem studies the a-points of log ζ(s). In this setting, Borchsenius and Jessen [3]
proved an asymptotic formula for the number of these a-points in the region 1
2
< σ1 <
σ < σ2 < 1, T ≤ t ≤ 2T . Moreover, an effective formula for the number of such a-points
with an error term that has a power saving of (log log T )1/ log4 T has been established by
Matsumoto [19], [20], where here and throughout we let logk denote the k-th iterated
logarithm. In the region of absolute convergence (σ > 1) Matsumoto’s formula is slightly
stronger and has an error term with a power saving of log log T . We have not determined
the limits of our method for σ > 1, but it should give a formula for the number of a-
points of ζ(s) with an error term with a saving of at least (log T )1/2. Additionally, our
method applies to counting the a-points of log ζ(s) and a modification of our argument
should give an effective formula for the number of such points with a power saving of
log T inside the critical strip.
It is likely that our ideas can be generalized to other situations where the Bohr-
Jessen framework [1] applies. For example, our methods were recently used by Gonek
and Lee [4] to obtain an effective error term for the number of zeros of the Epstein
zeta-function of a quadratic form with class number n > 1, in a strip σ1 < Re(s) < σ2,
where 1/2 < σ1 < σ2. This improves on a previous result of Lee [18], where only an
asymptotic estimate for this quantity was obtained.
2. Key ideas and detailed results
In probability theory, the classical Berry-Esseen Theorem states that if the charac-
teristic functions of two real valued random variables are close, then their correspond-
ing probability distributions are close as well. In order to establish Theorem 1.1 the
key ingredient is to show that the characteristic function of the joint distribution of
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Re log ζ(σ+ it) and Im log ζ(σ+ it) can be very well approximated by the corresponding
characteristic function of the random model log ζ(σ,X). For u, v ∈ R we define



















Theorem 2.1. Let 1
2
< σ < 1 and A ≥ 1 be fixed. There exists a positive constant
b1 = b1(σ,A) such that for |u|, |v| ≤ b1(log T )σ we have
Φσ,T (u, v) = Φ
rand






Remark 2.1. The analogous asymptotic estimate for Φσ,T (u, v) when σ = 1 follows
from Theorem 2 of [14], which states that for all complex numbers z1, z2 with |z1|, |z2| ≤

















2 log log T
))
.
Indeed, by taking z1 =
i
2
(u− iv) and z2 = i2(u+ iv) we obtain that for all real numbers
u, v with |u|, |v| ≤ log T/(50(log log T )2) we have
Φ1,T (u, v) = Φ
rand





2 log log T
))
. (2.2)
To deduce Theorem 1.1 from Theorem 2.1 and Remark 2.1, we use Beurling-Selberg
functions (see Section 6 below) to relate the distribution function PT (log ζ(σ+ it) ∈ R)
to the characteristic function Φσ,T (u, v). We should note that any improvement in the
range of validity of Theorem 2.1 would lead to an improved bound for the discrepancy
Dσ(T ). Indeed, we can show that Dσ(T )  1/L if the asymptotic formula (2.1) holds
in the range |u|, |v|  L.
In order to investigate the distribution of large values of log |ζ(σ+it)| (or arg ζ(σ+it))
and prove Theorem 1.3, we study large complex moments of ζ(σ+it) and compare them







Assuming the Riemann hypothesis, the first author [16] established an asymptotic for-
mula for Mz(T ) uniformly in the range |z|  (log T )2σ−1, and conjectured that such
an asymptotic should hold in the extended range |z|  (log T )σ. The assumption of
the Riemann hypothesis is necessary in this case, since |ζ(σ + it)|z is very large when
σ + it is close to a zero of ζ(s) and z is a negative real number. Also note that, when
Re(z) is large, the moment Mz(T ) is heavily affected by the contribution of the points
t where |ζ(σ + it)| is large. Thus, short of proving strong bounds for |ζ(σ + it)| and
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without assuming the Riemann hypothesis, we cannot hope for asymptotics of the mo-
ments Mz(T ), except in a narrow range of values for z. To overcome this difficulty, we
compute instead complex moments of ζ(σ+ it) after first removing a small set of “bad”
points t in [T, 2T ], namely those close to zeros of ζ(s) and those for which |ζ(σ + it)|
is large. Using this method we obtain an asymptotic formula for these moments in the
full conjectured range |z|  (log T )σ.
Theorem 2.2. Let 1
2
< σ < 1 and A ≥ 1 be fixed. There exist positive constants
b3 = b3(σ,A) and b4 = b4(σ,A) and a set E(T ) ⊂ [T, 2T ] of measure meas(E(T )) ≤
T exp
(
− b3 log T/ log log T
)















Moreover, the same asymptotic formula holds when |ζ(σ + it)|z and |ζ(σ,X)|z are re-
placed by exp
(







When computing complex moments of ζ(σ + it) the first step is to use the classical
zero density estimates to approximate log ζ(σ + it) by a short Dirichlet polynomial for
all t ∈ [T, 2T ] except for a set of small measure (see Lemma 3.1 below). Let











We extract Theorems 2.1 and 2.2 from the following key proposition.
Proposition 2.3. Let 1
2
< σ < 1 and A ≥ 1 be fixed. Let Y = (log T )A. There exist
positive constants b5 = b5(σ,A) and b6 = b6(σ,A) such that for all complex numbers

























where A(T ) is the set of those t ∈ [T, 2T ] such that |RY (σ+ it)| ≤ (log T )1−σ/ log log T.
Compared to earlier treatments our main innovation consists in the introduction of
the condition |RY (σ + it)| ≤ (log T )1−σ/ log log T in A(T ). Without this constraint the
range of |z1| and |z2| in Proposition 2.3 would be reduced to (log T )2σ−1.
Using Littlewood’s Lemma (see equation (8.2) below), one can count the number of
a-points of ζ(s) in the strip 1
2
< σ1 < σ < σ2 < 1, T ≤ t ≤ 2T , if one can estimate the
integral ∫ 2T
T
log |ζ(σ + it)− a|dt. (2.3)
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In [3], Borchsenius and Jessen proved the following asymptotic formula for this integral





log |ζ(σ + it)− a|dt ∼ E[log |ζ(σ,X)− a|], as T →∞.
We improve on this result, obtaining the first effective error term for the integral (2.3).
Theorem 2.4. Let 1
2





log |ζ(σ + it)− a|dt = E[log |ζ(σ,X)− a|] +O
(




We should note that apart from the factor (log log T )2, the error term in Theorem
2.4 is the best we can get using our bound for the discrepancy Dσ(T ) in Theorem 1.1.
There are two main ingredients in the proof of Theorem 2.4. First, we use our result
on Dσ(T ) to capture the main term. Secondly, to control the error term we need a
completely uniform (but not necessarily very good) bound for the measure of those t for
which ζ(σ + it) is very close to a. We achieve such an estimate by using the following
L2k bound.
Proposition 2.5. Let 1
2
< σ ≤ 2 be fixed. Let a ∈ C. There exists an absolute constant





| log |ζ(σ + it)− a||2kdt (Ck)4k.
In order to study a-points to the left of the half-line, Selberg obtains a similar propo-
sition when σ = 1
2
. His argument depends on the rapid rate of change of the phase of
ζ(σ+ it) when σ ≤ 1
2
(for σ < 1
2
this follows from the Riemann hypothesis) and does not
generalize to any line with σ > 1
2
(see [25], Chapter 8, in particular the discussion on
page 119). Our treatment depends on a careful use of Jensen’s formula. Proposition 2.5
bears some resemblance to a result obtained by Guo to study zeros of ζ ′(s). Our result
is more refined, in particular our treatment removes the loss of a power of log log T .
3. Preliminary Lemmas
In this section we collect together several preliminary results that will be useful in
our subsequent work.
Lemma 3.1 (Lemma 2.2 of [5]). Let 1
2
< σ ≤ 1 be fixed and 3 ≤ Y ≤ T/2. For
t ∈ [T, 2T ] except outside a set of measure  T 5/4−σ/2Y log5 T we have
log ζ(σ + it) = RY (σ + it) +O
(
Y −(σ−1/2)/2 log3 T
)
. (3.1)
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(p1 · · · pkq1 · · · qk)σ
E
(
X(p1) · · ·X(pk)X(q1) · · ·X(qk)
)
.
Since the X(p)’s are independent random variables uniformly distributed on the unit
circle the only terms that contribute to the above sum are those where p1 · · · pk =









Lemma 3.3. Let 1
2
< σ < 1 and A ≥ 1 be fixed. Also, let Y = (log T )A and k be
an integer that satisfies 2 ≤ k ≤ log T/(6A log log T ). Then there exists a constant






















Proof. We will only prove the first assertion; the second follows from a similar argument.
Plainly,∫ 2T
T
































+ T−1/3  kk
(
(k log 2k)1−2σ
(2σ − 1) log k
)k
.

















(1− σ) log k
)2k
,
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by the prime number theorem. Inserting the two estimates above into (3.2) completes
the proof. 
Lemma 3.4. Let 1
2
< σ < 1 and A ≥ 1 be fixed, and let Y = (log T )A. Then there
exists a constant B = B(σ,A) such that
PT
(






















Proof. We will only prove the first assertion; the second follows from a similar argument.
Let 2 ≤ k ≤ log T/(6A log log T ) be an integer. Then, Lemma 3.3 implies that
PT
(













|RY (σ + it)|2k dt

(
Ck1−σ log log T
(log k)σ(log T )1−σ
)2k
.
Choosing k = [log T/(C1 log log T )], where C1 = 6A(1 + C)
1/(1−σ), yields the desired
bound. 
Lemma 3.5. Let 1
2
≤ σ ≤ 1 and A ≥ 1 be fixed, and let Y = (log T )A. Then, for any



































































qn11 · · · q
n`
`





= ΣD + ΣO,
where ΣD equals the sum over the terms where p
m1




1 · · · q
n`
` and ΣO consists








1 if a = b,
0 otherwise.
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Using this and noting that {X(p)}p are independent random variables and that p1, . . . pk,














1 · · · q
n`
` are ≤ T 1/6 so
for each term in ΣO one has | log
(






































4. Complex moments of ζ(σ + it): Proofs of Theorems 2.1 and 2.2
We begin by proving Proposition 2.3.
Proof of Proposition 2.3. Let k = max{|z1|, |z2|}, and N = [log T/(D(log log T ))] where






















RY (σ + it)
)j(




To estimate E1 we use the assumption that
∣∣RY (σ + it)∣∣ ≤ (log T )1−σ/ log log T for



































N log log T
)n
 e−N .
Let S(T ) = {T ≤ t ≤ 2T : t /∈ A(T )}. If j + ` ≤ N then using Lemmas 3.3 and 3.4






RY (σ + it)
)j(




















(log(j + `+ 2))σ
)j+`
,
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for some positive constants B = B(σ,A) and C = C(σ). Inserting this bound in






















RY (σ + it)
)j(




















































if D is suitably large and k ≤ c0(log T )σ where c0 is suitably small.






RY (σ + it)
)j(

































































z1RY (σ,X) + z2RY (σ,X)
))
+ E3,


























This completes the proof.

Before proving Theorems 2.1 and 2.2, we need the following lemma which shows that
the characteristic function of the random variable log ζ(σ,X) is well approximated by
that of RY (σ,X) in a certain range that depends on Y .
Lemma 4.1. Let 1/2 < σ < 1 be fixed. Let Y be a large positive real number, and s be
a complex number such that |s| ≤ Y σ−1/2. Then we have

















Moreover, if u, v are real numbers such that |u|+ |v| ≤ Y σ−1/2, then







































































The independence of the X(p)’s together with the fact that
∑
p>Y p











































which can be obtained along similar lines.

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Proof of Theorem 2.1. Let Y = (log T )B/(σ−1/2) where B = B(A) is a suitably large
constant that will be chosen later. Then it follows from Lemma 3.1 that






for all t ∈ [T, 2T ] except a set of measure T 1−d(σ) for some constant d(σ) > 0. Let B(T )




























































































iuReRY (σ,X) + iv ImRY (σ,X)
))






Choosing B = 2A+ 8, and collecting the above estimates completes the proof. 
Proof of Theorem 2.2. As in the proof of Theorem 2.1, let Y = (log T )B/(σ−1/2) where
B = 2A+ 8, and B(T ) be the set of t ∈ [T, 2T ] such that (4.8) holds. Then, by Lemma
3.1 meas
(
[T, 2T ] \ B(T )
)
 T 1−d(σ) for some constant d(σ) > 0. Moreover, let A(T ) be
as in Proposition 2.3. We define
E(T ) := [T, 2T ] \
(
A(T ) ∩ B(T )
)
.












for some positive constant b0 = b0(σ,A).
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by Proposition 2.3 and Lemma 4.1.
On the other hand, since meas
(
[T, 2T ] \ B(T )
)
 T 1−d(σ), and |RY (σ + it)| ≤





























































The result follows upon inserting the estimates (4.11), (4.12) and (4.13) in (4.10).

5. L2k norm of log ζ(σ + it)− a: Proof of Proposition 2.5
As a special case of Lemma 2.2.1 of Guo [6], which itself is a generalization of a lemma
of Landau (see [17] or Lemma α from Chapter III of [24]), we have
Lemma 5.1. Let 0 < r  1. Also, let s0 = σ0 + it and suppose f(z) is analytic in




∣∣∣∣+ 3 and Nr(s0) = ∑
|%−s0|≤r
1,
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where the last sum runs over the zeros, %, of f(z) in the closed disk of radius r centered













logMr(s0) +Nr−δ(s0)(log 1/δ + 1)
))
.
Here and throughout, we denote by ρa = βa+iγa the a-points of ζ(s). In the following
we take
f(z) = fa(z) =
{
(ζ(z)− a)/(1− a) if a 6= 1,
2z(ζ(z)− 1) if a = 1.
(5.1)
We also choose
δ = (σ − 1/2)/5 and r = σ0 − (σ + 1/2)/2, (5.2)
where σ0 is taken to be large enough (depending on a) so that |f(σ0 + it)| ≥ 1/10 and
minρa |s0 − ρa| ≥ 1/10 uniformly in t.












(logMr(s0) +Nr−δ(s0))(log 1/δ + 1)
)
. (5.3)
Lemma 5.2. Let 1/2 < σ ≤ 2 be fixed. Also, let δ, r, and σ0 be as in (5.2). For t
sufficiently large we have
log |ζ(σ + it)− a| =
∑
|ρa−s0|≤r−δ
log |σ + it− ρa|+O(logMr(s0)).










log |f(reiθ + s0)| dθ − log |f(s0)|.




































for |z − s0| ≤ r − 2δ. In particular, this formula is valid along the line segment that
connects s to s0. Hence, integrating the above equation from s to s0 and taking real
parts gives
log |ζ(s)− a| − log |ζ(s0)− a| =
∑
|ρa−s0|≤r−δ
(log |s− ρa| − log |s0 − ρa|) +O(logMr(s0)).
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By the choice of σ0 we have
log |ζ(s0)− a| = O(1) and log |s0 − ρa| = O(1).
Thus,
log |ζ(s)− a| =
∑
|ρa−s0|≤r−δ
log |s− ρa|+O(Nr−δ(s0) + logMr(s0)).
Applying (5.4) to the error term completes the proof. 
Lemma 5.3. Let 1
2
< σ ≤ 2 be fixed. Also, let r, δ, and σ0 be as in (5.2). Then there









| log |σ + it− ρa||
)2k
dt Γ(2k + 1)(C logMr+δ(s0))2k.













z : n ≤ Im z ≤ n+
√






δ ≤ Im z ≤ n+ 2
√
δ, σ0− (r− δ) ≤ Re z ≤ σ0 + r− δ} ⊂ Dr(σ0 + i(n+
√
δ)),
and so on. Hence, by construction⋃
n≤t≤n+1
Dr−δ(σ0 + it) ⊂ Dn.























| log |σ + it− ρa||
)2k
dt.
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We now estimate the inner integral on the right-hand side. We have for n ≤ t ≤ n+1
and ρa ∈ Dn that
|t− γa| ≤ |σ + it− ρa| ≤ c
for some absolute constant c = c(a) > 1. So for n ≤ t ≤ n+ 1 and ρa ∈ Dn we get that
| log |σ + it− ρa||2k ≤ | log |t− γa||2k + | log c|2k. (5.6)
Also, for ρa ∈ Dn we have n− r ≤ γa ≤ n+ r + 2. Thus,∫ n+1
n
| log |t− γa||2kdt ≤
∫ n+r+2
n−r











Next, note that the set Dn consists of  1/
√
δ = O(1) disks, each of radius r.
Arguing as in (5.4), we see that each one contains  δ−1 logMr+δ(s0)  logMr+δ(s0)














≤T Γ(2k + 1)(C logMr+δ(s0))2k,
for some absolute constant C > 0. 
Lemma 5.4. Let 1
2














Next, let DR(z) be the disk of radius R centered at z. Also, let sn = σn + itn be a point
at which |ζ(s)| achieves its maximum value on the set ∪n≤t≤n+1DR(s0). Thus,∫ n+1
n
(MR(s0))
2 dt |ζ(sn)|2 + 1.






|ζ(sn)|2 + T. (5.8)
18 Y. LAMZOURI, S. LESTER, AND M. RADZIWI L L








|ζ(x+ iy)|2 dx dy. (5.9)
(For a proof of this inequality see the lemma preceding Theorem 11.9 of Titchmarsh
[24]).
Let Sj = {sn : n ≡ j (mod (4dR′e + 2))}. If sm, sn ∈ Sj and m 6= n then |m− n| ≥
4dR′e+2; so that |tm−tn| ≥ 2R′+1. This implies that DR′(σ0+itn)∩DR′(σ0+itm) = ∅.















|ζ(u+ it)|2 dt du.
Applying, the well-known mean value estimate for ζ(s) to the inner integral (see Theo-














Inserting this into (5.8) completes the proof. 
Lemma 5.5. Let 1
2
< σ ≤ 2 be fixed. Also, let r, δ, and σ0 be as in (5.2). Then, there































for some absolute constant C. 
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Proof of Proposition 2.5. First we consider the case k ≥ 1. Note that by Lemma 5.2 we
have ∫ 2T
T

















Hence, for this case, we see that Proposition 2.5 follows from the above inequality,
Lemma 5.3, and Lemma 5.5. For 0 < k < 1 the proposition follows from an application
of Hölder’s inequality. 
6. Bounding the discrepancy: Proof of Theorem 1.1
In order to prove Theorem 1.1 we shall appeal to the following Lemma of Selberg
(Lemma 4.1 of [25]), which provides a smooth approximation for the signum function.
Selberg used this lemma in his proof that log ζ(1
2
+ it) has a limiting two-dimensional
Gaussian distribution (see [25] and [23]). Recall that the signum function is defined by
sgn(x) =

−1 if x < 0,
0 if x = 0,
1 if x > 0.




+ 2(1− u)u cot(πu) for u ∈ [0, 1].

















Moreover, G(u) is differentiable and 0 ≤ G(u) ≤ 2/π for u ∈ [0, 1].
For any rectangle R in the complex plane, let 1R denote its indicator function. Using
Lemma 6.1 we derive a smooth approximation for 1R which will be used to prove
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Lemma 6.2. Let R = {z = x+ iy ∈ C : a1 < x < a2 and b1 < y < b2}, and L > 0 be a




































Proof. Here and throughout we shall denote by 1α,β the indicator function of the interval
(α, β). Observe that
1α,β(x) =




δ(x− α) + δ(x− β)
)
,
where δ(x) is the Dirac delta function (it equals 1 when x = 0, and zero otherwise).


























Re(w1w2 − w1w2). (6.2)

The last ingredient we need in order to establish Theorem 1.1 is the following lemma.
Lemma 6.3. Let 1
2


























Proof. First, note that E(eisReX(p)) = E(eis ImX(p)) = J0(s) for all s ∈ R and all primes
p, where J0(s) is the Bessel function of order 0. We shall prove only the first inequality
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Now, using that |J0(x)| ≤ e−1/2 for all x ≥ 2, along with the prime number theorem we













Proof of Theorem 1.1. To shorten our notation we let
ΨT (R) = PT
(
log ζ(σ + it) ∈ R
)
, and Ψ(R) = P
(
log ζ(σ,X) ∈ R
)
.
Let R be a rectangle with sides parallel to the coordinate axes, and R̃ = R ∩
[− log2 T, log2 T ] × [− log2 T, log2 T ]. If 1/2 < σ < 1 we use the large deviation re-
























When σ = 1, we obtain (6.3) by using the large deviation result of Granville and
Soundararajan [5], which states that in the range τ ≤ log3 T + γ + o(1) we have
logPT
(
log |ζ(1 + it)| > τ
)
= (1 + o(1)) logP
(
log |ζ(1, X)| > τ
)
= − exp (c1eτ − τ − c2) (1 + o(1)),
for some positive constants c1, c2. The analogous result for arg ζ(1 + it) follows from
the work of Lamzouri [15].
Let S be the set of rectangles R ⊂ [− log2 T, log2 T ] × [− log2 T, log2 T ] with sides
parallel to the coordinate axes. Then, we deduce that








Let R be a rectangle in S and L a positive real number to be chosen later. Then it



























πL(Re log ζ(σ + it)− s)
)
(πL(Re log ζ(σ + it)− s))2
dt,
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and







πL(Im log ζ(σ + it)− s)
)
(πL(Im log ζ(σ + it)− s))2
dt.
We choose L = c(log T )σ for a suitably small constant c = c(σ) > 0 if 1/2 < σ < 1, and
L = log T/(50(log2 T )
2) when σ = 1. Then it follows from Theorem 2.1 and equation
(2.2) that for all |u|, |v| ≤ L we have
Φσ,T (u, v) = Φ
rand










































































































πL(Re log ζ(σ,X)− s)
)








πL(Im log ζ(σ,X)− s)
)









= P (log ζ(σ,X) ∈ R). Moreover, in order to bound











(L− v) cos(2πxv)dv. (6.10)
DISCREPANCY BOUNDS FOR THE DISTRIBUTION OF THE RIEMANN ZETA-FUNCTION 23
Indeed, using (6.10) along with Lemma 6.3 we obtain






































uniformly for all s ∈ R. Similarly, one obtains that Jrand(L, s)  1/L. Therefore,







log ζ(σ + it)
)






Now it remains to bound the error term on the right hand side of (6.4). Using the
identity (6.10) along with equations (6.5) and (6.11) we obtain



































uniformly for all s ∈ R. Moreover, the bound JT (L, s) 1/L can be obtained along the
same lines. Combining these estimates with (6.4) and (6.12) completes the proof. 
7. Large deviations: Proof of Theorem 1.3
For z ∈ C we define
M(z) = logE(|ζ(σ,X)|z).
Further, let κ be the unique positive solution to the equation M ′(k) = τ. One of the main
ingredients in the proof of Theorem 1.3 is the following proposition which is established
using the saddle-point method.
Proposition 7.1. Let 1
2
< σ < 1. Uniformly for τ ≥ 1 we have













7.1. Preliminaries. Let χ(y) = 1 if y > 1 and be equal to 0 otherwise. Then we
have the following smooth analogue of Perron’s formula, which is a slight variation of a
formula of Granville and Soundararajan (see [5]).
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Lemma 7.2. Let λ > 0 be a real number and N be a positive integer. For any c > 0




















































dt1 · · · dtN














= 1 if y ≥ 1,
∈ [0, 1] if e−λN ≤ y < 1,
= 0 if 0 < y < e−λN .
























which implies the result.

Lemma 7.3. Let s = k + it where k is a large positive number. Then, in the range



























(∣∣∣1− X(p)pσ ∣∣∣−k) (7.2)

















































ez cos(θ) dθ is the modified Bessel function of order 0. Let y = t2/σ.
since I0(z) = 1 + z





















































for some constant c(σ) > 0. This implies the result.

Let f(u) := log I0(u). Then, a classical estimate (see for example Lemma 3.1 of [15])
asserts that f(u)  u2 if 0 ≤ u ≤ 1 and f(u)  u if u ≥ 1 (where we write g(u)  h(u) if
we have both g(u) h(u) and h(u) g(u)). Similarly, we have the following standard
estimates.
Lemma 7.4. We have
f ′(u) 
{
u if 0 ≤ u ≤ 1
1 if u ≥ 1.
f ′′(u) 
{
1 if 0 ≤ u ≤ 1
u−1 if u ≥ 1.
f ′′′(u) 
{
u if 0 ≤ u ≤ 1
u−2 if u ≥ 1.
Next, we have the following proposition from which we deduce an asymptotic formula
for the saddle-point κ in terms of τ .
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and

























for all |t| ≤ k.
Proof. The first estimate (7.4) follows from Proposition 3.2 of [16]. The other estimates
can be proved along the same lines. 


















Combining Proposition 7.1, Proposition 7.5 and Corollary 7.6 we recover the following
result, which was obtained by the first author in [16].
Corollary 7.7. Let 1
2
< σ < 1. There exists a constant A(σ) > 0 such that uniformly
for τ ≥ 2 we have






(1−σ) (1 + o(1))
)
.
7.2. Proof of Proposition 7.1 and Theorem 1.3.
Proof of Proposition 7.1. Let 0 < λ < 1/(2κ) be a real number to be chosen later.








































E (|ζ(σ,X)|κ) e−τκ, (7.8)




















Furthermore, if |t| ≤ κ then











ds λκE (|ζ(σ,X)|κ) e−τκ.
Therefore, combining this estimate with equations (7.7), (7.8) and (7.9) we deduce that
















































Hence, using that M ′(κ) = τ we obtain
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Finally, it follows from (7.6) that κ
√
M ′′(κ) σ κ1/(2σ)(log κ)−1/2. Thus, combining the
estimates (7.10) and (7.11) and choosing λ = κ−3 completes the proof. 
Proof of Theorem 1.3. As before, κ denotes the unique solution to M ′(k) = τ . Let N
be a positive integer and 0 < λ < min{1/(2κ), 1/N} be a real number to be chosen
later.
Let A = 10, E(T ), and b4 = b4(σ, 10) be as in Theorem 2.2. Let Y = (b4(log T )σ)/2.
Note that, if T is large enough then by Corollary 7.6 we have κ ≤ Y . Let s be a complex













































Then, using equation (7.1) we obtain










≤ JT (σ, τ) ≤ PT
(
















for some positive constant c0(σ), by equation (4.9).
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Further, note that |(eλs−1)/λs| ≤ 3, which is easily seen by looking at the cases |λs| ≤ 1
and |λs| > 1. Therefore, combining equations (7.12), (7.15) and (7.16) we obtain










Furthermore, it follows from Proposition 7.1 and Proposition 7.5 that









Thus, choosing N = [log log T ] and λ = e10/Y we deduce that
JT (σ, τ)− I(σ, τ)
1
(log T )5
P(log |ζ(σ,X)| > τ). (7.19)
On the other hand, it follows from Corollary 7.7 that
P(log |ζ(σ,X)| > τ ± λN) = P(log |ζ(σ,X)| > τ) exp(O(λN(τ log τ)
σ
1−σ ))











Combining this last estimate with (7.13), (7.14), and (7.19) we obtain
PT
(
log |ζ(σ + it)| > τ
)




≤ I(σ, τ) +O
(





















log |ζ(σ + it)| > τ
)




≥ I(σ, τ + λN) +O
(
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The result follows from these estimates together with the fact that P(log |ζ(σ,X)| >
τ) (δ(T ))1/2 in our range of τ , by Corollary 7.3.

8. Distribution of a-points: Proof of Theorem 1.3
8.1. Preliminaries. Let S(T ) be the set of points T ≤ t ≤ 2T such that
max
{∣∣ log |ζ(σ + it)|∣∣, ∣∣ arg ζ(σ + it)∣∣} < log2 T and ∣∣∣ log |ζ(σ + it)| − log |a|∣∣∣ > δ,
where δ = 1/(log T )σ. Similarly let F be the event,
max
{∣∣ log |ζ(σ,X)|∣∣, ∣∣ arg ζ(σ,X)∣∣} < log2 T and ∣∣∣ log |ζ(σ,X)| − log |a|∣∣∣ > δ.
Then we have the following lemma.
Lemma 8.1. Let 1
2









































| log |ζ(σ + it)− a||2k dt
)1/2k
.





(log |ζ(σ + it)− a|)2kdt
)1/2k
 k2
while by Theorem 1.1 we have
meas{T ≤ t ≤ 2T : t /∈ S(T )}  P
(
| log |ζ(σ,X)| − log |a|| < δ
)
+O((log T )−σ).
The probability distribution P(log ζ(σ,X) ∈ ·) is absolutely continuous, and therefore
the above expression is δ+ (log T )−σ  (log T )−σ . Choosing k = log2 T leads to the
desired estimate ∣∣∣∣ ∫
t/∈S(T )
log |ζ(σ + it)− a|dt
∣∣∣∣ (log2 T )2(log T )σ
and hence the claim. The proof of the second statement is similar. 
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We let S1(T ) be the set of points t ∈ S(T ) such that log |ζ(σ + it)| > log |a|+ δ, and
S2(T ) = S(T )\S1(T ). Similarly, F1 is the sub-event of F where log |ζ(σ,X)| > log |a|+δ




meas{t ∈ S1(T ) : log |ζ(σ + it)| ≤ u and arg ζ(σ + it) ≤ v}
Φ̃1(u, v) = P
(







meas{t ∈ S1(T ) : log |ζ(σ + it)| ≤ u}
Ψ̃(u) = P
(
F1 and log |ζ(σ,X)| ≤ u
)
.
Let g(u, v) := log(eu+iv − a) and h(u, v) := Re(g(u, v)). Note that h is twice differen-
tiable in the region of R2 where
∣∣u− log |a|∣∣ > δ.
We are now going to show that∫
t∈S(T )
log |ζ(σ + it)− a|dt and E[1F · log |ζ(σ,X)− a|]
match up to a small error term. For this we will need to integrate by parts. We establish
the three necessary lemmas below.














dudv − meas(S1(T ))
T








































log |ζ(σ,X)|, log2 T
))
.
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Proof. We only prove the first identity since the second can be obtained along similar



















































































Lemma 8.3. Let 1
2






















































h(u, log2 T )dΨ(u).
Integrating by parts, the right-hand side equals[






h′(u, log2 T )Ψ(u)du
=
[






















|h′(u, log2 T )|du
)
, (8.1)
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which follows from the discrepancy estimate Ψ(u)− Ψ̃(u)  (log T )−σ, along with the
bounds h(log2 T, log2 T )  log2 T and h(log |a| + δ, log2 T )  log(1/δ)  log2 T. Now,
we have




Further, by making the change of variable x = u− log |a|, we get∫ log2 T
log |a|+δ
|h′(u, log2 T )|du









+ log2 T  log2 T.
Inserting this estimate in (8.1) completes the proof. 
Lemma 8.4. Let 1
2

















































Note that ∣∣∣∣∂2h(u, v)∂u∂v
∣∣∣∣ = ∣∣∣∣Re ∂2g(u, v)∂u∂v
∣∣∣∣ ≤ ∣∣∣∣∂2g(u, v)∂u∂v
∣∣∣∣ eu|eu+iv − a|2 ,
and |eu+iv− a|2 = e2u + |a|2− 2 Re(aeu−iv) = (eu−|a|)2 + 2|a|eu
(
1− cos(v− arg a)
)
. We
split the range of integration over v into intervals [−π + 2πk + arg a, π + 2πk + arg a]
with |k| ≤ (log2 T )/π. Since the integrand is non-negative, we deduce that∫ log2 T
− log2 T
∣∣∣∣∂2h(u, v)∂u∂v





(eu − |a|)2 + 2|a|eu
(
1− cos(v − arg a)
)dv




(eu − |a|)2 + 2|a|eu(1− cos v)
dv,
by a simple change of variable and since the integrand is an even function of v. Fur-
thermore, using that 1− cos v ≥ v2/10 for 0 ≤ v ≤ π we obtain that∫ π
0
1





(eu − |a|)2 + |a|euv2/5
dv.
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we derive ∫ π
0
1



























by making the change of variable x = u − log |a| and since the integrand is positive.














8.2. Proofs of Theorems 2.4 and 1.4.





log |ζ(σ + it)− a|dt = E
(









Recall that S(T ) = S1(T )∪S2(T ) and F = F1∪F2. Combining the discrepancy estimate
meas(S1(T ))
T
− P(F1) (log T )−σ





log |ζ(σ + it)− a|dt = E
(














log |ζ(σ + it)− a|dt = E
(























dudv − meas(S2(T ))
T













log |ζ(σ + it)|,− log2 T
))
dt,





meas{t ∈ S2(T ) : log |ζ(σ + it)| ≥ u and arg ζ(σ + it) ≥ v}.

For the proof of Theorem 1.4 we need an auxiliary lemma.
Lemma 8.5. Let a 6= 0. The function
fa(σ) := E[log |ζ(σ,X)− a|]
is twice differentiable in σ for 1
2
< σ < 1.
Proof. See Theorem 14 of [3]. 
Proof of Theorem 1.4. Let 1
2
< σ < 1 and ρa = βa + iγa denote an a-point of ζ(s). We
know that there is σ0 = σ0(a) such that βa < σ0 for all a-points ρa. By Littlewood’s

































Furthermore, a standard application of the Jensen’s formula shows that (see for example









ζ(α + iT )− a
))
dαa log T.
Let 0 < h < min(σ − 1
2
, 1− σ). Inserting this last estimate in equation (8.2) and using


















































· f ′(σ) +O
(
hT +










1 ≤ − T
2π
· f ′(σ) +O
(
hT +
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We substitute σ − h for σ and use f ′(σ − h) = f ′(σ) +O(h) to conclude that also∑
βa≥σ
T≤γa≤2T
1 ≤ − T
2π
· f ′(σ) +O
(
hT +







We pick h = (log2 T ) · (log T )−σ/2 to conclude that∑
βa≥σ
T≤γa≤2T
1 = − T
2π






From this the claim follows. 
9. Appendix: Lower bounds for the discrepancy
According to the work of Ingham [10],∫ 2T
T
|ζ(σ+ it)|2dt = ζ(2σ)T + (2π)2σ−1 · ζ(2− 2σ)
2− 2σ
· (22−2σ−1)T 2−2σ +O(T 1−σ(log T )2).
We notice that
E(|ζ(σ,X)|2) = ζ(2σ).
Therefore, if Dσ(T ) = O(T
1−2σ−δ) for some δ > 0, then by integration by parts∫ 2T
T
|ζ(σ + it)|2dt = ζ(2σ)T +O(T 2−2σ−δ)
which contradicts the previous equation. Therefore Dσ(T ) = Ω(T
1−2σ−ε). We notice
that the term T 2−2σ arises from the χ factors in the approximate functional equation.
Therefore the observed discrepancy Dσ(T ) = Ω(T
1−2σ−ε) ultimately arises because the
probabilistic model ζ(σ,X) does not take into account the χ factors in the approximate
functional equation (or equivalently because independence is ruined for the harmonics
nit and mit with n,m close to T ).
As to the second assertion, if we have that Dσ(T ) = O(T
1−2σ+ε), then again an
integration by parts shows that∫ 2T
T
log |ζ(σ + it)|dt = T · E[log |ζ(σ,X)|] +O(T 2−2σ+ε).
Since log |ζ(σ,X)| is symmetric we have E[log |ζ(σ,X)|] = 0. By Littlewood’s lemma
we conclude that ∑
β>σ
T≤γ≤2T
(β − σ) = O(T 2−2σ+ε).
From this it follows that the number of zeros of ζ(s) in the region β > σ+ε is T 2−2σ+ε.
This completes the proof of Proposition 1.2.
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