Abstract. In this article we prove the existence and uniqueness for degenerate stochastic differential equations with Sobolev (possibly singular) drift and diffusion coefficients in a generalized sense. In particular, our result covers the classical DiPerna-Lions flows and, we also obtain the well-posedness for degenerate Fokker-Planck equations with irregular coefficients. Moreover, a large deviation principle of Freidlin-Wenzell type for this type of SDEs is established.
Introduction
The celebrated DiPerna-Lions theory [10] says that if a vector field b ∈ W 1,1 loc (R d ) has bounded divergence and This theory was later extended to the case of BV vector field by Ambrosio [1] . Their methods were based on the connection between ODEs and transport or continuity equations. Recently, Crippa and De Lellis [9] developed a more direct argument to treat this problem by using the Hardy-Littlewood maximal functions if b is assumed to be in W 1,p loc (R d ) for some p > 1. Moreover, Cipriano and Cruzeiro [8] studied the non-smooth flows associated to (1.1) when the exponential of divergence of b satisfies some L p (R d , µ)-type hypothesis, where µ is the standard Gaussian measure on R d . Such theory has also been extended to the classical Wiener space by Ambrosio and Figalli [2] (see also Fang and Luo [12] ).
We now turn to the following Itô's stochastic differential equation (SDE) in R d : 1] is an m-dimensional standard Brownian motion on the classical Wiener space (Ω, F , P), i.e., Ω is the space of all R m -valued continuous functions on [0, 1], F is the associated Borel σ-field, P is the standard Wiener measure. For a generic point ω ∈ Ω, W t (ω) = ω t is the coordinate process. Let F t be the natural Brownian filtration generated by {W s , s t}.
In [14] , Figalli proved the well-posedness of martingale solutions for SDE (1.2) with Sobolev coefficients by studying the associated Fokker-Planck equations. His strategy is similar to [1] . Recently, we [28] gave a direct construction for the almost everywhere stochastic flow of (1.2) by using the same argument as in Crippa and De Lellis [9] . Further more, through linearizing Brownian motion, we [23] also proved a classical limit theorem that the solutions of ODE (1.1) converges to the solutions of Stratonovich's SDEs in a generalized sense. In the works of [9, 28, 23] , the vector field b needs to be in W 1,q loc (R d ) for some q > 1. In the non-degenerate and regular case of diffusion coefficients, there have been numerous results about the existence and uniqueness of strong solutions to SDE (1.2) with singular drift b (cf. [30, 15, 18, 27] , etc.). 1 The present work is a continuation of [28] and [23] , and the main aims of this paper are two folds: First, we try to relax the assumptions on the diffusion and drift coefficients so that the diffusion coefficients can be discontinuous for Stratonovich SDEs, b can be in W 1,1 loc (R d ), and the divergence of b can be polynomial growth. Secondly, we prove a Freidlin-Wentzell large deviation principle for SDEs with Sobolev coefficents.
In order to obtain a Freidlin-Wentzell large deviation estimate for SDE (1.2) with discontinuous coefficients, we shall employ the weak convergence method of Dupuis and Ellis [11] . This method has been proved to be very effective for various stochastic systems (cf. [4, 6, 22] , etc.), where the key point is to use the variational representation of certain exponential Brownian functionals (cf. [3, 29] ) to prove an equivalent Laplace principle.
This paper is organized as follows: In Section 2, we state our main results. In Section 3, some preliminaries are given. In Section 4, the well-posedness theorems are proven. In Section 5, we shall prove a large deviation principle for SDE (1.2).
Statement of Main Results
Let M (R d ) be the total of all locally finite Borel measures on
For R > 0, by B R we denote the ball in R d with center zero and radius R. First of all, we introduce the following general notion about µ-almost everywhere stochastic flow of SDE (1.2) (cf. [19, 28] ):
and
We first consider the following Stratonovich SDE:
or equivalent Itô's form:
Here and below, we use the conventions that the repeated indices in a product will be summed automatically, and all derivatives and divergence are taken in the distributional sense. By definitions, divσ 
and for some ε ∈ (0, 1), Our next aim is to relax the assumption
− can be polynomial growth. We shall prove that:
4)
and there exist functions λ ∈ C 2 (R d ) and γ 1 , γ 2 , γ 3 satisfying that for all small y in B ε and all 5) such that for all p 1, 
In this case, if b and σ are linear growth, then condition (2.6) reduces to
In this case, if for some β ∈ [0, 1),
then by Young's inequality, condition (2.6) reduces to 
in the class of
Proof. Let X 0 be an F 0 -measurable random variable with distribution φ(x)dx. It is easy to see that Y t := X t (X 0 ) solves the SDE:
, by Hölder's inequality, we have
Hence, there exists a u ∈ M p such that for any
By Itô's formula, it is easy to check that u is a distribution solution of (2.7). 
Moreover, the conditions on b and σ are different.
Next, we consider Freidlin-Wentzell's large deviation estimate of SDE (1.2) in the situation of Theorem 2.4. For ε ∈ (0, 1), let X ε,t (x) solve the following SDE in the sense of Definition 2.1:
(2.8) We need to fix another weighted measure ν(dx) = e ρ(x) dx such that
Thus we can consider equation
The large deviation result is stated as follows.
Theorem 2.9. Assume that b and σ satisfy the same assumptions as in Theorem 2.4. Then the family of random variables
(X ε ) ε∈(0,1) as taking values in space S := L 2p ν (R d ; C([0, 1]; R d )), p 1
satisfies the large deviation principle. More precisely, for any B ∈ B(S), we have
, and X h solves the following equation:
Here the closure and interior are taken in S. [16, 17, 21] ). We first recall the following well known result about the Jacobian determinant (for example, see [28, Lemma 3.1] ). 
and for any p 1,
Below, let λ be a C 2 -function on R d and define
We write
which means that for any nonnegative measurable function ϕ on
It is easy to see that for almost all ω and all (t, x) 5) and by Itô's formula and (3.1),
where
We now give an L p -estimate for J t (x), which is crucial for Theorem 2.4 and inspired by [7, 8] . 
Proof. By (3.4) and (3.5), we have
Since for any α ∈ R,
is a continuous exponential martingale, by (3.6) and Hölder's inequality, for any α ∈ R and q > 1, we have
For the simplicity of notation, we write
. By Jensen's inequality, we have
, which together with (3.8) implies that
The proof is complete by simplifying the above expression with q = p.
Remark 3.3. From (3.7), one sees that by letting p
↓ 1, E R d |J t (x)|µ(dx) µ(R d ) 1 2 R d exp |Λ σ 1 (x)| 2 + |Λ b,σ 2 (x)| µ(dx) 1 2 .
Two lemmas related to (2.1).
The following lemma will play a crucial role for taking limits below (cf. [28, 23] ).
Suppose that X n converges to X for P ⊗ µ-almost all (ω, x), and for some p 1, there is a constant
Then we have: (i). For any nonnegative measurable function
Proof. (i). First of all, for any nonnegative continuous function ϕ ∈ C c (R d ) with compact support, by Fatou's lemma and (3.9), we have
By the monotone convergence theorem, we find that (3.10) holds for ϕ = 1 O . We now extend (3.10) to the indicator function of any bounded Borel set. Without loss of generality, we consider Borel sets in (0, 1] d , and define
Let
For general unbounded nonnegative measurable function ϕ on R d , we can approximate it by the monotone convergence theorem again.
(
. By (3.9) and (3.10), we have
which converges to zero by first letting n → ∞ and then m → ∞.
Let ̺ 0 be a smooth function in R d with supp̺ ⊂ B 1 and 13) and for any R > 0 and ϕ ∈ L
We have the following elementary estimate.
In particular, for any R > 0 and x, y A with |x − y| R,
Proof. Let b ε (x) be defined by (3.13). For r > 0, let Π(dz) denote the surface measure on the ball {z ∈ R d : |z| = r}. Noting that
we have
Hence, for any ℓ > 0,
For any x, y ∈ R d , set ℓ := |x − y|, then 
we can take limits ε → 0 for (3.15) and obtain the desired estimate.
There exists an L -null set A ⊂ R d such that for any δ, ε ∈ (0, 1 4 ), and all x, y ∈ R d \ A with |x − y| √ δ,
and b ε (x) = b * ̺ ε (x) is the mollifying vector field. Moreover, for any R > 0, Proof. Set ℓ := |x − y| √ δ. By Lemma 3.5, we have
We make the following estimate:
Estimate (3.16) now follows by noting that
provided that ε, δ < 
The proof is complete.
We also recall the following well known result (cf. [26] 
Definition 3.8. The function I is called a rate function if for every a < ∞, the set { f ∈ S : I( f ) a} is compact in S.
Let {Z ε : Ω → S, ε ∈ (0, 1)} be a family of measurable mappings. Assume that there is a measurable map Z 0 : H → S such that (LD) 1 For any M > 0, if a family {h ε , ε ∈ (0, 1)} ⊂ A M (as random variables in D M ) converges in distribution to h ∈ A M , then for some subsequence
(LD) 2 For any M > 0, if {h n , n ∈ N} ⊂ D M weakly converges to h ∈ H, then for some subsequence h n k , Z 0 (h n k ) converges to Z 0 (h) in S.
For each f ∈ S, define 20) where inf ∅ = ∞ by convention. Then under (LD) 2 , I( f ) is a rate function. We recall the following result due to [5] (see also [29, Theorem 4.4 
]).
Theorem 3.9. Under (LD) 1 and (LD) 2 , {Z ε , ε ∈ (0, 1)} satisfies the Laplace principle with the rate function I( f ) given by (3.20) . More precisely, for each real bounded continuous function g on S:
In particular, the family {Z ε , ε ∈ (0, 1)} satisfies the large deviation principle in (S, B(S)) with the rate function I( f ).
Proofs of Theorems 2.2 and 2.4
We first establish the following key stability estimate.
Lemma 4.1. Assume that for some q
Let µ(dx) = e λ(x) dx with λ ∈ C(R d ). Let X t (x) andX t (x) be two µ-almost everywhere stochastic flows of (1.2) 
Here, K q is from (2.1).
Proof. For δ > 0, let ξ δ : R + → R + be a smooth function with 0 ξ
By elementary calculations, we have
We divide the proof into two steps.
(Step 1). In this step we prove that for any N, R > 1, there exist constants C 1 , C 2 , C 3 > 0 as in the statement of the theorem such that for all δ, ε ∈ (0, 1),
Noticing that for µ-almost all x ∈ R d and all t ∈ [0, 1]
by Itô's formula, we have
Since I 5 (t, x) is negative, we can drop it. For I 1 (t, x) , by (4.1), we have
Noting that
For I 11 (x), if q = 1, by Lemma 3.6, we have
if q > 1, by Lemma 3.7, we have
. By Burkholder's inequality, Fubini's theorem and (4.1), we have
.
As the treatment of I 1 (t, x), by Lemma 3.7, we can prove that
and similarly,
Combining (4.3)-(4.8), we obtain (4.2).
(Step 2). For any η > 0, we have
By Chebyshev's inequality, we have
Set now
, then Φ(x) < δ. Hence, for any δ < η 4µ(B N )
, we have
(4.11) 14 The result now follows by combining (4.2), (4.9), (4.10) and (4.11).
Let χ ∈ C ∞ (R d ) be a nonnegative cutoff function with
Set χ n (x) := χ(x/n) and define 13) where ρ n = ̺ 1/n is the mollifiers given by (3.12).
We are now in a position to give the proofs of Theorems 2.2 and 2.4.
Proof of Theorem 2.2. Let b n and σ n be defined by (4.13). Let X n t (x) be the solution of the Stratonovich SDE:
We divide the proof into three steps. (2.2) , the definition of χ n and elementary calculus, for n > 2( 1 ε ∨ r), where r is from (2.2), we find
Here and below, C is independent of n. Thus,
Hence, for any nonnegative measurable function
Step 2). In this step we prove that for any N > 0,
By Itô's formula, Burkholder's inequality and Young's inequality, we have
where r is from (2.2) and we have used (2.2) in the last step. Hence,
By Gronwall's inequality, we obtain that
Now, by (4.14) and (2.2), we have
), which gives (4.15).
(Step 3). Noting that for n > R + 1
by (4.14), (4.15) and Lemma 4.1, we have that for any δ, η, ε ∈ (0, 1),
where C 1 , C 2 , C 3 are independent of n, ε, δ. 16 We take limits according to the following order: 
Therefore, there exists a continuous F t -adapted stochastic field X t (x) such that for any N > 0 and p ∈ [1, 2),
In particular, there exists a subsequence still denoted by n such that for P ⊗ µ-almost all (ω, x), C [divb] − * ρ n + |b| * ρ n · |∇λ| + (|σ| * ρ n ) 2 · |∇ 2 λ| + (|∇σ| * ρ n ) 2 ) + 1 Thus, by (3.3) and Hölder's inequality, we obtain that for any p > 1,
The rest proof is the same as the Step 3 in the proof of Theorem 2.2.
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