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Abstract





Multiband superconducting materials, such as iron pnictides and doped topological in-
sulators, have shown to be particularly promising platforms for realizing unconventional
electronic behavior of both fundamental and practical importance. Similarly, new innova-
tions in the engineering of gapped topological phases, like semiconductor based Kitaev chains
and topological insulator based heterostructures, have opened new directions for solid-state
design. Central to much of the excitement generated by such multifaceted electronic systems
is a rich interplay between various inherent structural ordering tendencies and topologically
non-trivial properties.
In some classes of pnictides, spin density wave order coexists with superconductivity over
a range of doping and temperature, while surfaces and domain walls host novel Andreev-
bound and topological surface states which can exhibit anomalous correlations such as odd-
frequency spin-triplet Cooper pairing, due to the combined breaking of spin-rotation and
translation symmetry by the spin-density-wave and edge termination, respectively, showcas-
ing pnictides as a natural platform for realizing odd frequency superconductivity without
heterostructures.
Recent experimental studies on Niobium-doped Bismuth Selenide have shown that the
magnetic properties of dopant atoms can strongly affect the resulting superconducting phase.
This effect is mainly due to the development of Yu-Shiba-Rusinov bound-states at the mag-
v
netic atoms and the coupling of such states through the superconducting environment. We
show that the doping level can critically affect the type of magnetic coupling between dopant
atoms in superconducting doped topological insulators, leading to enhancement, within the
superconducting phase, of multiple competing magnetic orders with critical phase bound-
aries appearing in the vicinity of the critical doping level as determined by the degree of
band inversion in the parent topological insulator.
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Chapter 1
Introduction
“The lockes or plaine feakes of haire called cow-lickes, are made turning upwards. ”
– Lomazzo
1.1 New Phases of Matter
Recent advancements in material science have introduced exciting new platforms for techno-
logical applications. The robust symmetry-protected surface states of topological insulators
hold promise for the design of next-generation-efficiency electronic devices. Topological
superconductors have generated a great deal of excitement in their capability to harness
Majorana fermions, which have been proposed as potential qubits for the implementation of
fault-tolerant quantum computing. Heterojunctions involving various components such as
ferromagnetic and superconducting materials provide novel states for applications to spin-
tronics. On this front, a slew of fundamental research has been devoted in recent times
toward enhancing our understanding of the magnetic properties of subgap resonances such
as Andreev bound states, for potential utilization in spin-active interfaces. Multiband super-
conducting materials, such as the iron based high-temperature superconductors, also show
high potential to host novel electronic states for similar applications, on account of their
1
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intrinsic interplay of various phase orderings and topological character. New explorations of
material phases and phase transitions continue to add to the list of ingredients for potential
applications.
Central to many of these promising proposals is an interplay of magnetism, supercon-
ductivity, and spin-orbit coupling and/or orbital topological Fermi surface character. As
a simple, albeit far-reaching, realistic example of this interplay, consider a one-dimensional
semiconductor with a Rashba type spin-orbit coupling term.[4–6] In this case, the spin-orbit
coupling splits the spin degeneracy of the semiconducting wire by shifting the previously
degenerate spin bands asymmetrically about the energy axis, maintaining only a single de-
generacy crossing at finite energy and zero momentum. Turning on a Zeeman field then
causes the degeneracy at this point to become gapped out. Keeping the chemical potential
within this gap, there remain two low energy excitations - a right and left mover with op-
posite spins. Then if ordinary s-wave singlet superconductivity is induced in this system by
proximity, the result is an effectively ”spinless” p-wave superconductor - also known as the
Kitaev chain - which is capable of exhibiting isolated Majorana Fermions at its ends.
1.2 Topological Band Theory
1.2.1 A Little Pedagogy
Topological character in a system refers to properties that are robust under deformations
of certain microscopic details. Such qualitative features are understood in terms of integer
numbers known as topological invariants. As a classic example, suppose you have a coconut
and wish to comb its hair flat upon its surface in a smooth fashion all around. You will find
that you cannot do this without forming at least one cowlick, around which the flattened
hairs wind twice, or two cowlicks, around which the hairs wind once each (and in the same
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direction, with respect to the radial vector about which each whorl winds). In mathematical
terms, the number of times the hairs rotate (positive for CW, negative for CCW) along
a path encircling a given spiral point, or singularity, is called the winding number of that
point. The frustration of the hairy-ball stylist illustrates the global topological fact that
a 2-sphere (or any object you can imagine deforming into a 2-sphere without creating or
removing holes) has an Euler Characteristic of two; the total sum of the winding numbers
around all cowlicks must be two.
However, a toroidal coconut (if such a mutant fruit existed) could be combed uniformly
with no spirals. You could form one, but then as you tried to brush out the rest of the
hair, you would find that there has to be a second spiral with winding number opposite to
that of the first; a torus has an Euler characteristic of zero. Interestingly, this particular
example is actually rather analogous to a number of fundamental topological concepts shared
by condensed matter and high-energy physics (e.g., the Nielsen Ninomiya theorem). To
appreciate the application of this silly analogy to either of these contexts (we will only be
talking about the first), we must first discuss some physics. Let us review a couple basics.
A crystal is a periodic array of atoms or molecules, and is thus characterized by invariance,
for a given reference point r, under discrete transformations of the form




where ni are integers, and ai are elements of any set of basis vectors chosen to describe
the d-dimensional lattice associated to the crystal. Consider, for example, a metal. A
conduction electron encounters a periodic potential as it moves about. Without any other
constraints the Hamiltonian will have the same periodic symmetry, and thus the electronic
wavefunctions will be the eigenfunctions of the discrete translational symmetry operator Ta
defined by applying the operation shown above to the electron’s coordinates. These states
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are known as the Bloch wavefunctions
ψk,n(r) = e
ikruk,n(r),
with band index n, and reciprocal lattice wavevector k, whose periodicity defines the recipro-
cal lattice unit cell, known as the Brillouin zone, which is a torus of the same dimensionality
as that of the crystal. The quantity k~ is known as the crystal momentum. Throughout
this document, we will set ~ = 1 and use the terms reciprocal lattice and momentum space
interchangeably.
One could now make a connection to the hairy torus example mentioned earlier, by
considering the topological implications of the fact that the Brillouin zone is a torus. Consider
a two dimensional crystal having a two component unit-cell. To describe the low energy
physics, we would want to write down a two level Hamiltonian, h(k) ·σ, where σ = (σ1, σ2)
are Pauli matrices acting on the corresponding two components of the wavefunction. The
vector h|h| could then be visualized as a vorticity in momentum space. If a point of non-zero
winding number, such as a Dirac point or dipole-like singularity, were to occur in the low
energy theory, it would have to be accompanied by another such point with opposite winding.
The simplest example of a topological insulator can be demonstrated in a one-dimensional




(t+ δt)c†ibi + (t− δt)c
†
i+1bi + h.c.
The strength of the hopping matrix element for an electron ”hopping” from a ”b-ion” to
a ”c-ion” within the same unit cell is t + δt while the energy of hopping from a ”b-ion”
in one unit cell to a c-ion in the nearest-neighbor unit cell to the right is t − δt. These
hopping energies come from the small effective overlap between orbitals. We will stick with
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the idealization that such overlaps occur only between nearest neighbors. In momentum
space, the Hamiltonian reads as
Hk = h(k) · σ with h(k) =
(t+ δt) + (t− δt) cos ka
(t− δt) sin ka)
 ,
which has a chiral symmetry: {Hk, σz} = 0.
For the bulk Hamiltonian, it makes sense to use such a scheme of alternating hopping
amplitudes as we wrote above. However, near an edge or a defect along the chain, the story
is different. Suppose that for some region of our system, the parameter δt  t smoothly
changes sign. The point where this occurs is a domain wall separating two gapped phases
- one trivial and the other topological. Setting a=1, the low energy effective theory of the
bulk can be written as the one-dimensional Dirac equation
Hk = −ivF∂xσx +m(x)σy,




with δt here representing its value in the bulk. Regardless of the particular form of m(x),
there will be localized solutions at x=0 which are eigenstates of the chiral operator.
We can better understand this by looking at the structure of the eigenstates as we go
through such a phase transition. As this is a two level system, we can conveniently represent
the states in spherical coordinates. The unit vector ĥ = h|h| traces out a path along the
Bloch sphere as we move along the Brillouin zone. Due to the chiral symmetry, this path
is a circle confined to the (hx, hy) plane. The topological invariant here is again a winding
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number, but in this case it refers to the number of times this path encircles the origin. As
δt is tuned through zero, the path of h(k) has to go through the origin if chiral symmetry is
to be preserved. This is equivalent to the gap closing. The phase where δt < 0 has winding
number ν = 1, while the other phase has ν = 0.
1.2.2 Gapped phases
The Altland-Zirnbauer classification of gapped topological phases of non-interacting electrons
(i.e., topological insulators (TI) and superconductors (TSC))[1, 7] is formulated in terms of
their symmetry properties under the anti-unitary operations of time reversal and particle
hole conjugation,
Time reversal: Θ = UΘK, ΘHkΘ
−1 = H−k, Θ
2 = ±1
Particle hole: C = UCK, CHkC
−1 = −H−k, C2 = ±1
In addition to the presence of time-reversal and particle-hole symmetries, if the unitary
product of these two operations anticommutes with the Hamiltonian, the system is also said
to have a chiral, or sublattice, symmetry.
The topological invariant can be obtained through a variety of methods. One of the
conceptually simplest involves the consideration of symmetry-preserving extra mass terms
(SPEMT)[8]. In this method, the symmetry constraints of a given class are represented as
generators of a Clifford algebra. For two of the AZ classes (A and AIII, which exhibit neither
TRS nor PHS), this gives a complex Clifford algebra, and hence these are called complex
symmetry classes. The other eight ”real” classes have real Clifford algebras associated to their
symmetry constraints. A dimensional reduction/extension procedure interrelates complex
classes of differing dimensionality in a 2-fold (Bott) periodic manner (cf., real classes exhibit
8-fold Bott periodicty), as can be seen in fig. 1. The zeroth homotopy group of the classifying
space of an extension problem corresponding to adding a new generator obtained from the
flattened Hamiltonian gives the number of disconnected parts of that classifying space, which
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Figure 1.1: Periodic table[1] of AZ classes: A 0 entry in the symmetry columns
indicates absence of corresponding symm., while ±1 means the symm. squares to
±1. The other columns show the topological indices for each phase for any number
of spacial dimensions d.
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tells us how many types of mass terms can be added. Intuitively, symmetries can restrict
the possible maps Hk defined over the Brillouin Zone (BZ) T
d by forbidding certain mass
terms.
1.3 Unconventional Superconductivity
Superconductivity is the macroscopic quantum phenomenon that occurs in a system of
charged Fermions when it becomes energetically preferable for them to form coherent bound
states, known as Cooper pairs. Under such conditions, the system condenses into a lower
energy phase of matter called a superconductor. The two generic observable consequenses of
this - zero resistivity and perfect diamagnetism - were discovered in 1911 (Kamerlingh-Onnes)
and 1933 (Meissner), respectively. The BCS theory (Bardeen-Cooper-Schriefer), appearing
in 1957, provided the first miscroscopic understanding, in terms of Cooper pairing. BCS
showed that superconductivity generally occurs when there is a weak net attraction between
electrons. The mechanism for this, they argued, was due to the slight pull passing electrons
exert on the positively charged stationary atomic ions constituting the lattice. In addition
to the Coulomb screening needed to overcome their inherent repulsion for one another, the
electrons only require a little elastic give of their rigid atomic hosts to facilitate enough
attractive potential for them to want to form pairs. As with any matter of quantum coher-
ence, this state of affairs only works at sufficiently low temperatures (or high pressures) for
the lattice-mediated net effective attraction to not be cancelled out by thermal fluctuations.
Naturally, the discovery of superconductivity occurred during a careful examination being
conducted, at very low temperatures, on one of the more pristine metals known - mercury.
Given the symmetry of such circumstance, and the delicacy of the basic mechanism pos-
tulated, is was only sensible for the BCS theory to assume a spatially homogeneous form
for the pairing potential, known as s-wave pairing. Consequently, due to Pauli’s exclusion
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principle, the Cooper pairs must be spin singlets. This type of pairing is now referred to as
conventional superconductivity.
1.3.1 Iron-based Superconductors
Fe-pnictides are a class of quasi-two-dimensional square-lattice crystal structures of iron
and arsenic atoms, with topologically non-trivial, multi-orbital electronic behavior. Metallic
and paramagnetic at room temperature, their low-energy phase diagrams (e.g., figure 1.2)
generally include various combined or competing nematic, magnetic, and superconducting
orders, in accordance with various breakdowns of their inherent discrete rotational (C4),
spin-rotational, inversion, time-reversal, and gauge symmetries.
The discovery of superconductivity at elevated temperatures in pnictides in 2008 revived
interest in the study of high-temperature superconductivity[9–15]. Similar to cuprates[16],
pnictides are known to present a rich phase diagram in terms of temperature and doping level.
While cuprates are antiferromagnetic Mott insulators at low doping, the parent compounds
of pnictides are metallic and develop spin-density-wave (SDW) order which takes the form of
ferromagnetic stripes aligned antiferromagnetically (i.e., (π, 0) or (0, π) SDW)[17]. In both
cuprates and pnictides, upon doping at low temperatures, the magnetic order is suppressed
and superconductivity emerges. It is widely believed that superconducting gap in pnictides
is of extended s-wave (s±) type[18], which changes sign between different Fermi surfaces in
the Brillouin zone. In some families of pnictides, there is a range of the dopant concentration
over which superconductivity and collinear SDW order coexist[19–22].
The presence of edge states has long been used to identify the structure of the super-
conducting pairing gaps in unconventional superconductors. A prominent example is the
appearance of Andreev bound states (ABS) on the (110) edge of cuprates, resulting from the
d-wave structure of the superconducting gap[23]. The signature of such edge states has been
observed in tunneling experiments [24]. One of the proposed signatures of the extended s-










































Figure 1.2: Generalized phase diagram in temperature and electron doping of Fe-pnictides
in the 122 family, and Fermi surface structure near Lifshitz transitions.[2]
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wave superconductivity[25–28] in pnictide materials is the emergence of ABS at surfaces that
scatter electrons between Fermi surfaces with opposite sign of pairing potential. On another
front, it has been argued that in the normal phase, the non-trivial topological character of
the electronic band structure of pnictides can lead to the development of edge states which
are spin-degenerate in the paramagnetic phase and split into spin-polarized edge bands in
the SDW phase[29].
1.3.2 Odd-frequency Pairing
The formation of Cooper pairs is accompanied by the presence of two-fermion anomalous
correlators, which are the off-diagonal elements of the Nambu-basis Green’s functions[30–34]
of electrons with different space-time coordinates (r, t) and (r′, t′),




where the labels σ(σ′) and λ(λ′) denote the spin and orbital degrees of freedom for the two
electrons. The crucial requirement for any such two-fermion amplitude is Pauli’s antisym-
metry constraint,
F̃ (σ′r′λ′t′, σrλt) = −F̃ (σrλt, σ′r′λ′t′).
Cooper pair wave-functions are conventionally expected to satisfy this requirement mainly
via their spin or internal angular momentum (parity) degrees of freedom. The possibility of
Cooper pairs being symmetric in both spin and parity, while being antisymmetric in time
was not expected until the work of Berezinskii [35]. While initially unsuccessful for their in-
tended application to 3He, these ”odd-time” or ”odd-frequency” correlators are now believed
to be ubiquitous in proximity-superconducting heterostructures and related devices[36–39].
Neglecting the possibility of interorbital pairing antisymmetry, the four main classes of
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superconducting pairing are: odd-frequency spin-singlet odd-parity (OSO), odd-frequency
spin-triplet even-parity (OTE), even-frequency spin-singlet even-parity (ESE), and even-
frequency spin-triplet odd-parity (ETO). The s-wave spin-singlet and p-wave spin-triplet
types of superconducting phases belong to the ESE and ETO classes, respectively[36].
The potential of experimentally realizing this novel superconducting state was first shown
in the context of disordered Fermi systems[40–42]. Since then a number of experimental
signatures of odd frequency pairing have been proposed[43–46]. Heterostructures of super-
conductors and ferromagnetic metals are believed to be promising platforms for exhibiting
odd-frequency pairing[47–52]. Simply speaking, the ferromagnetic layer lifts the spin de-
generacy, leading to a mixture of spin-singlet and spin-triplet Cooper pairs. In addition,
the breaking of translational symmetry due to the interface mixes even-parity and odd-
parity pairings. Consequently, odd-frequency triplet pairing can be generated at an interface
between a superconductor and a ferromagnet. Recent advancements in building heterostruc-
tures of materials with magnetic and superconducting properties bring the experimental
realization of odd-frequency pairing well within reach. It has also been shown that that the
spin-orbit coupling (SOC) can also lead to odd-frequency triplet pairing in superconducting
materials with translational symmetry breaking in the absence of magnetism[53].
Even in junctions consisting of conventional superconductors in proximity to normal-
metals with neither magnetism nor spin-orbit coupling, odd-frequency pairing (OSO) is
expected to emerge.[54] While consisting only of parity-odd pairs, due to the preservation
of spin-rotational symmetry in such systems, such pairing is less robust to disorder than,
say, the ETO pairs generated in superconductor-ferromagnet heterostructures. Nevertheless
they are believed to play an important role in the interpretation of midgap Andreev bound
states, McMillan-Rowell-Anderson geometric resonance oscillations, and other phenomena
known to occur generically in nonuniform superconducting systems.
For a diffusive metal in proximity to an ETO superconductor, proximity induced OTE
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pairing due to translational symmetry breaking is directly linked with a zero energy peak in
the density of states (DOS) within the superconducting gap induced in the metal[55]. Odd-
frequency pairing is also credited for its potential to elicit a paramagnetic Meissner response
[56–58]. Another interesting link has been suggested between odd-frequency superconduc-
tivity and Majorana bound states, through a proportionality relation between the local DOS
for a zero-energy state and the odd-frequency pairing amplitude[33, 53, 59].
1.4 Overview of the dissertation
In this work we investigate some of the consequences of symmetry breaking in electronic ma-
terials with certain non-trivial topological properties, within the framework of single-particle
band theory including various mean-field order parameters and instances of explicit symme-
try breaking. Our main focus is on multiband superconductivity occurring in topological
semimetals and insulators coexisting cooperatively with magnetic ordering.
The dissertation is organized in the following way. In chapter two, we examine iron
pnictides in their observed coexistence phase of antiferromagnetism and superconductivity.
First, in Sec. 2.2 we review their basic lattice symmetry and orbital composition, band
structure, Fermi surface topology, and topological edge states in terms of the low-energy
effective two orbital model. Sec. 2.3 is devoted to the inclusion of spin-density-wave ordering
in the non-superconducting mean-field Hamiltonian. In particular, it addresses the doubling
of the unit cell and Fermi surface reconstruction due to the SDW. The coexistence regime of
SDW and superconductivity is discussed in Sec. 2.4. In Sec. 2.5 the odd frequency correlators
are evaluated and their physical implications are discussed. Due to the fact that the two-
orbital model does not capture the correct lattice symmetries in pnictides, in Sec. 2.6 we
study the emergent odd-frequency superconducting states in the five orbital model using
exact diagonalization. In this section we also include the spin-orbit (SOC) coupling and
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show that SOC would lead to the generation of odd frequency triplet pairings which are not
present in the absence of SOC. Finally, Sec. 2.7 discusses potential routes for experimental
verification and future prospects.
In chapter three we discuss some of the implications of classical magnetic impurities
placed in superconducting doped topological insulators. Motivated by recent experiments
performed on superconducting samples of niobium doped topological insulators, which have
indicated possible signatures of time-reversal symmetry breaking superconductivity in these
materials. Section 3.1.1 gives a brief introduction to some theoretical and experimental
results on superconducting doped topological insulators. In section 3.1.2, we introduce the
minimal model that has been used to study bulk doped three dimensional strong topological
insulators. Section 3.2 introduces the subject of Yu-Shiba-Rusinov states, with subsections
3.2.1 and 3.2.2 demonstrating the calculation of bare and dimer Shiba states, respectively,
within the bulk of superconducting doped topological insulators. This is followed up in
section 3.3 with a discussion of the main results of the described analysis, along with some
further ambitions for this work.
Chapter four is devoted to the verification of recently observed McMillan-Rowell-Anderson
type oscillations in the tunneling density of states measured on superconducting InAs leads
built with varying short-length SNS junctions. Sections 4.1 and 4.2 discuss the model of InAs
with proximity induced superconductivity and treatment of the SNS junction for calculating
the geometric resonance effects on tunneling characteristics, while section 4.3 concludes the
chapter with a demonstration of the application of this model to real parameter values and
verification of experimental observations.
Chapter five briefly outlines a couple of the favorable general consequences that can
result from the engineering of short-period topological insulator superlattices. In particular
it is demonstrated numerically that a significant superlattice gap enhancement is attainable
through the band engineering of binary superlattices of ultrathin layers of Bismuth Selenide
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In this chapter we explore the non-trivial physics that emerges at the edges of spin-density-
wave ordered iron-pnictide superconductors, and discuss their potential as natural platforms
for realizing odd-frequency pairing. For pnictides in this coexistence regime, SDW breaks
spin-rotation symmetry, while translational symmetry is also broken at the edge of the sam-
ple. It is then conceivable that both types of odd-frequency pairing (OSO and OTE) would
be generated at the edge of the sample. The generation of OTE is particularly important,
because such superconducting pairing is robust in the diffusive regime [36, 55]. Therefore,
pnictides provide a natural platform to explore odd-frequency pairings without the need
for considering complex heterostructures. Also, while this work focuses on odd-frequency
pairings at the edges, our results suggest the possibility of realizing such pairings at SDW
defects. It has been predicted that odd-frequency pairing will lead to anomalous magnetic
responses[60, 61]. Such effects could potentially explain the enhancement of superfluid den-
16
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sity along SDW defects as observed in local magnetic response measurements[62]. This
connection will be the subject of our future efforts.
2.2 Minimal Models
The minimal structrure required for modeling electronic features of Fe-pnictides consists of
a square lattice of iron atoms. While five orbitals are necessary for a complete microscopic
band description of pnictides[63], many of their properties can be studied using effective
tight-binding models[13][64][65][66] involving only the t2g-subspace {dXZ , dY Z , dXY } of the
full set of Fe 3d Wannier orbitals.
2.2.1 Orbital-projected Band Model
The simplest model capturing the observed crystallographic symmetries of bulk pnictides is
a 3-orbital k · p theory in the t2g subspace of 3d -orbitals[13, 67]. The Hamiltonian of this
model in the 1-Fe unit cell, acting on orbital spinors
ΨTτλ(k) =
(
dXZ,k+QY dXY,k+QY dXY,k+QX dY Z,k+QX dY Z,k dXZ,k
)T
,























where ϕΓ0 = εΓ +
k2
2mΓ
, ϕΓ3 = bk
2 cos 2θ, ϕΓ1 = ck
2 sin 2θ,
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+(−) = ε1(3) +
k2
2m1(3)
+ [−]a1(3)k2 cos 2θ. (2.3)
2.2.2 Two orbital model
A further reduction to two orbitals (Raghu et al[64]) that has proven to be useful for un-
derstanding low energy properties replaces the role of the dXY orbital with an effective






(φ0(k)− µF )λ0 + ~φ(k) · ~λ
)
Ψλ,k, (2.4)
where µF is the chemical potential, and
φ0(k) = 2(t2 + t
′
2) cos kx cos ky + 2t
′
1(cos kx + cos ky),
φ1(k) = 2(t2 − t′2) sin kx sin ky,
φ2(k) = 0, and φ3(k) = 2t1(cos kx − cos ky)
are defined over the 2D Brillouin zone (BZ). In the Hamiltonian (2.4), λ0 and λi (i=1,2,3) are






2) are nearest and next nearest neighbor hoping parameters between different orbitals.
For the two-band model we set t1 = 1, t2 = 1.7, t
′
1 = .2, t
′
2 = 0, and µF = 1.1. Throughout
this chapter all energy scales are in units of t1.
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Diagonalizing the Hamiltonian (2.4) results in two bands,
Ee(h)(k) = φ0(k) + (−)
√
φ1(k)2 + φ3(k)2. (2.5)
The hole band, Eh(k), produces Fermi pockets around the Γ = (0, 0) and M = (π, π)
points in the Brillouin Zone, whereas the electron band produces pockets around X = (π, 0)
and Y = (0, π).
Figure 2.1: Bulk electron (orange) and hole (blue) bands of two-orbital model in first Bril-
louin zone, with chemical potential indicated by an artificial green plane





 = Uλ(k)Ψλ,k. (2.6)
This minimal model of the paramagnetic phase has spin-rotational and time-reversal
symmetry (TRS), the latter being given by the operation of complex conjugation Θ = K
(whereas for the spinful case, Θ = iσyK), in addition to all FeAs plane crystalline symmetries
(see Appendix 7.1) except for the glide symmetry, which is lost in the reduction from three
to two orbitals[65].Consequently, there are two protected quadratic band-touchings (QBTs)
at Γ = (0, 0) and M = (π, π) in the bulk BZ with winding numbers of ±2[68].
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The non-trivial topological character of the bulk Fermi surfaces can be visualized in
terms of the coefficients of λ1 and λ3 in the Hamiltonian. In particular, it is manifested in









the contour defined by a given Fermi surface, as shown in figure 2.2








Figure 2.2: Fermi surfaces (AKA ”pockets”) within the first Brillouin zone of the two-orbital
model of pnictides, with vorticity winding number (non-zero for Γ and M pockets, and zero
for X and Y pockets) illustrated near the Fermi surfaces
This is most easily seen in a polar coordinate system (q, θ) centered at the Γ = (0, 0)
point in the Brillouin zone. Defining q ≡ (qx, qy) ≡ q(cos θ, sin θ), the coefficients φ1 and φ3
become
φ1(Γ + q) = (t2 − t′2)q2 sin 2θ
and
φ3(Γ + q) = t1(q
2
y − q2x) = −t1q2 cos 2θ,
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respectively, giving the same form as in the 3-orbital band projected model. Any deformation
of the parameters in these terms that preserves the topology of the Fermi pockets preserves
their vorticies, and now it takes very little tinkering of the hopping coefficients to transform
the Γ pocket (and similarly for M ) to a unit circle with winding number equal to 2 (and
minus 2).






where ∆±s (k) = ∆ cos kx cos ky is the extended s-wave superconducting gap. µ and σ are
































Figure 2.3: (a) Electron (blue) and hole (orange) orbital Fermi pockets in first BZ, with high
symmetry points Γ, X, Y, and M labeled. (b) Flat-band on edge of topologically equivalent
semimetal (2.8), connecting projected bulk QBTs at Γ and M points.
For an edge along ŷ, momentum ky parallel to the edge is conserved and the Hamiltonian
Hλ(−i∂x, ky) for fixed ky describes an effective 1D system extending along x̂. Exact diagonal-
ization of these 1D Hamiltonians shows the presence of subgap surface-bands. Development
of these edge states can be also analytically understood by adiabatically setting φ0 = 0 in
the Hamiltonian 2.4. Through this procedure, the hole pockets encircling Γ = (0, 0) and
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M = (π, π) in figure 2.3(a) turn into points which correspond to quadratic band touch-
ings (QBTs) (see figure 2.3(b)). In this case, ky labels gapped 1D Hamiltonians extending
perpendicular to the edge:
H̃λ(−i∂x, ky) ≈ vi∂xλ1 + (α∂2x − β)λ3, (2.8)
where the parameters v, α, and β depend on ky. For each ky /∈ {0,±π}, the spectrum of
Hamiltonian 2.8 contains a midgap edge state[69] (Fig. 2.3(b)). The deformed Hamiltonian
with φ0 = 0 would thus exhibit 1D flat-band edge states connecting the projected bulk QBT
points.
Restoring φ0 introduces a dispersion to the flat-band edge states, which remain within
the bulk gap[29]. With the onset of superconductivity, these edge-bands disperse into the
ABS[28] within the superconducting gap formed at the Fermi pockets. The ABS states
result from the extended s-wave structure of the superconducting gap[25]. While remaining
nodeless on each Fermi pocket, the extended s-wave superconducting gap ∆±s (k) changes
sign between pockets. Andreev reflection of low-energy electronic quasiparticles at the edge
of the sample involves scattering between bulk Fermi surfaces with opposite sign of the
superconducting gap, resulting in ABS [25, 27].
2.3 Spin-Density-Wave Phase
Spin-density-wave ordering with wave vector Q = (π, 0) doubles the unit cell along the x-
direction (Fig. 2.4). In momentum space, this results in the folding of the Brillouin zone,
leading to a reconfiguration of the Fermi surfaces, or ”pockets”, as shown in figure 2.5. The
folding of the paramagnetic-phase Fermi pockets occurs in one of two ways that reduce the
discrete rotational symmetry C4 → C2. The combination of inversion symmetry and ”ef-
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Figure 2.4: Q = (π, 0) spin-density wave order in iron pnictides
fective” time-reversal symmetry (which is the combination of time-reversal symmetry and
magnetization direction inversion) guarantees the preservation of bulk gap nodes and asso-
ciated topological edge states upon the formation of SDW order, which splits the quadratic








































Figure 2.5: Fermi pocket reconfiguration in iron pnictides due to the onset of Q = (π, 0)
spin-density wave ordering.
The consequent mixing of the states at momenta k and k+Q is included by introducing
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In terms of Pauli matrices τ i acting on this basis, the bulk Hamiltonian over the folded
Brillouin zone reads as
Hστλ(k) = Hλ(k)⊕Hλ(k +Q) + ∆SDWσ3τ 1λ0. (2.9)























Figure 2.6: Fermi pockets ‘Γ-X’ and ‘Y-M’ in SDW-folded BZ, for ∆SDW = .15
In the folded BZ in Fig. 2.6, the Fermi pockets appear in two separate sets. The ‘Γ-X’
pockets result from the SDW folding of the pocket encircling the X = (π, 0) point onto the
pocket encircling Γ, while the ‘Y-M’ pockets result from the folding of the pocket encircling
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M onto the pocket encircling the Y = (0, π) point. For the rest of our semi-analytical
analysis of this phase, we will focus on the low-energy excitations with transverse momenta
near the ‘Γ-X’ pockets. The other Fermi pockets can be similarly considered.
The staggered magnetization given by our SDW term preserves spin-rotational symmetry,
and the mean-field Hamiltonian 2.9 commutes with σz, allowing us to separate its eigenstates
into two independent sectors. Since the ‘Γ-X’ pockets are constructed out of the bands Eh(k)
and Ee(k + Q), the states close to these pockets involves only the states ϕh,k and ϕe,k+Q.








where f(k) = 〈ϕh,k|ϕe,k+Q〉 is the orbital overlap between states near the Γ and X pockets
that are connected by the wavevector Q.
Defining E±(k) = Eh(k)±Ee(k+Q)
2
and η(k) = ∆SDWf(k), we can write the effective low-
energy Hamiltonian for the SDW phase as
Hστ (k) = σ
0(E+(k)τ 0 + E−(k)τ 3) + η(k)σ3τ 1. (2.11)
With (π, 0)-SDW the edge bands become spin-split (Fig. 2.7 (a))[29]. For a particular
transverse momentum, subfigures (b)-(c) of Fig. 2.7 display the relative amplitudes of each
spin-sector for each of the separated edge bands.
2.4 Superconducting SDW Phase
The coexistence of SDW order and extended s-wave superconductivity was a theoretically
challenging phenomenon when it was initially realized experimentally [19–22, 62]. The puz-
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Figure 2.7: (a): Spin-polarized edge bands in the bulk gap. (b)-(c): Amplitude of spin-
resolved edge states (at ky shown by vertical line in (a)) corresponds to the upper (blue
circles) and lower (black diamonds) bands in (a). In (a)-(c), ∆SDW = .15
zling feature of this phase is mainly due to the fact that Q = (π, 0) SDW order mixes the
fermi pockets with opposite sign of superconducting gaps, which might appear to suppress
superconductivity. It was soon theoretically shown that this expectation is not correct and
in fact SDW and superconductivity do not compete with each other[17, 29, 68, 70–72].





with µ3σ3 and its eigenstates can be decoupled into two sectors corresponding to 〈µ3σ3〉 =
±1. Each sector comprises two of the four eigenstates of µ3σ3 and we define ρi as the Pauli
matrix acting on the two states in each of these independent two dimensional sectors.
H↑(↓)ρτ (k) = ρ
3(E+(k)τ 0 + E−(k)τ 3) + (−)η(k)ρ0τ 1 − (+)∆±s ρ1τ 3. (2.12)
In the coexistence phase of superconductivity and SDW the midgap bands shown in




























Figure 2.8: Gapless edge bands in the SDW phases, (a): with (∆s± = .05), and (b): without
(∆s± = 0) superconductivity. In (a)-(b), ∆SDW = .15
Fig. 2.8 are the particle-hole pair, with (2.8(a)) and without (2.8(b)) superconductivity
corresponding to the spin-polarized edge bands near the Fermi level in Fig. 2.7. Fig. 2.8
shows the dispersion of edge states which corresponds to ABS that merge into the the
topological edge bands near the first zero-energy crossing. This result is derived using an
iterative surface Green’s function method[73, 74] which does not suffer from hybridization
of the states on the two edges.
To gain analytical insight into these edge states, we use the effective low energy Hamil-
tonian close to the Fermi points, for fixed ky momentum parallel to the edge[25]. Unlike in
the unfolded case, where the low-energy bulk excitations of the normal phase for a given ky
involves multiple bands, the four Fermi points in the (π, 0)-folded case belong to the same
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band. Hence, for a given ky, the low energy physics involves only one of the SDW-folded
bands ploted in fig. (2.9).
Figure 2.9: Lower bulk SDW ‘Γ-X’ band Eb(kx; ky), and Fermi points ±k1,2, for ∆SDW = .15,
and ky = .8
At the Fermi points, the linearized Hamiltonian is
H
↑b
ρ,F (−i∂x, ky) = −i
∑
kF
ρ3vF (kF , ky)∂x + ∆
±
s (kF , ky)ρ
1, (2.13)
where vF (kF , ky) = ∂kx
(
E+(kx, ky)− r(kx, ky)
)
|kx=kF is the Fermi velocity at each of the four
Fermi points kF ∈ {±kn=1,2} for a given ky, as in Fig. 2.9.
For a given transverse momentum, ky, the edge states in the 〈µ3σ3〉 = +1 sector have
the form Ψ↑edgeρλ (x, y) = Ne
ikyyΦ↑Fρλ (x), where the ansatz Φ
↑F
σλ(x) is a superposition of spinors
at the four Fermi points intersected by ky. For a semi-infinite system, we define the spinors
ψ↑n,+ρλ (x) and ψ
↑n,−
ρλ (x) are constructed to vanish at infinity as ψ
↑n,±
ρλ (x) = e
− x
λn φ↑n,±ρλ . Each
CHAPTER 2. ANTIFERROMAGNETIC SUPERCONDUCTING PNICTIDES 29
φ
↑n,+(−)
ρλ is a Nambu-spinor containing the appropriate orbital content, and each λn represents









 ∆(kn)B(±kn)Ψ e↑λ (kn)
E(±kn)B(±kn)Ψh↓λ (kn)
 , (2.14)
where ∆(kn) = ∆
±





E2 −∆(kn)2 . Here E
is the energy of the edge state. The spinors Ψ e↑λ and Ψ
h↓
λ are the eigenvectors corresponding
to the 〈ρ3〉 = +1 and 〈ρ3〉 = −1 diagonal blocks of bulk superconducting Hamiltonian, and
B(kn) =
 r2(kn) r1(kn + π)
s2(kn) s1(kn + π)
 . (2.15)
(r1(kn), s1(kn))
T and (r2(kn), s2(kn))
T are the orbital wave functions of the states on electron
and hole bands resulting from the two orbital Hamiltonian given in (2.4). The complete edge
wave function can be written in the form







where m = +(−)1 labels the Fermi points to the right (left) of the origin. The boundary











which gives the relation between decay lengths, energy, and bulk parameters. To wit, after
some algebra, one can verify that
E = ∆±s
∣∣∣∣∣a+b+α−β− + a−b−α+β+ + a+β+β−a− + α+b+b−α−a+b−α−β+ + a−b+α+β− + a+β+β−a− + α+b+b−α−
∣∣∣∣∣, (2.17)
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where a± = ±r2(k1) cos θ1 + r1(k1 + π) sin θ1, b± = ±s2(k1) cos θ1 + s1(k1 + π) sin θ1, α± =
±r2(k2) cos θ2 + r1(k2 + π) sin θ2, and β± = ±s2(k1) cos θ2 + s1(k2 + π) sin θ2.
In the limit of vanishing magnetism, which corresponds to sin θk2 → 1, cos θk1 → −1, sin θk1 →
0, and cos θk2 → 0, we recover the ABS previously calculated for pnictides in the two-orbital
model without SDW, and the boundary-state existence condition, eqn. 2.17, simplifies to
E = ∆±s
∣∣∣∣∣s2(k2)r1(k1 + π) + s1(k1 + π)r2(k2)s2(k2)r1(k1 + π)− s1(k1 + π)r2(k2)
∣∣∣∣∣. (2.18)
Figure 2.10 shows the edge state dispersion (magenta curve) obtained for a semi-infinite
system through the semi-analytic treatment outlined above, compared with the spin-slit
edge bands (black dotted curves) obtained through exact diagonalization of the finite lattice
model. The spin polarization at the edge appears naturally because of the explicit specifica-
tion of the magnetization at each site in the antiferromagnetic lattice Hamiltonian. On the
other hand, our treatment of the semi-infinite case is in the continuum limit, where there
is no such specification for the doubled unit cell. We should note that the semi-analytical
treatment is only valid for the states close to the bulk Fermi surface. This is also apparent
in Fig. 2.10 where these results deviate from those obtained through exact diagonalization
for the momenta where the bulk has the Fermi surface in the normal phase. The range
of momentum ky where the bulk contains the gapless states at the Fermi surfaces is par-
ticularly relevant for the proximity induced odd-frequency pairing which is studied in the
next section. Our semi-analytical treatment, which does not suffer from finite size effects,
particularly shows the applicability of our results to real pnictide materials.
2.5 Odd-frequency pairing
For a given transverse momentum ky, and focusing on intra-orbital pairings, the finite tem-
perature anomalous correlator between fermions on a lattice at locations xi and xj, for a
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Figure 2.10: Edge dispersion for semi-infinite system (magenta), compared with spin-slit
edge bands (black) from exact diagonalization. ∆SDW = .15, and ∆
s
± = .04.






σ′(xj, 0)〉 , (2.19)












where En are the positive eigenenergies of the BdG Hamiltonian 2.13 and unσi(vnσi) are
the spin-σ electron (hole) components of the corresponding eigenvectors at position xi, ob-
tained self-consistently by solving the BdG equation with the position-dependent order-




∆s(iσ2)iσ,i+1σ′ + ~∆t · (i~σσ2)iσ,i+1σ′
)
, (2.21)
where ∆s and ~∆t denote the singlet and triplet components of the equal time correlator,
F0(iσ, i+ 1σ
′), and g is the nearest-neighbor interaction potential.
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Figure 2.11: Odd-frequency pairing: OSO p-wave (green), OTE s-wave (black), and OTE
s±-wave (magenta), for a 600-site lattice with ∆SDW = .15 and ∆
s
± = .04. (a) shows the
odd-frequency amplitudes (normalized by the bulk even-frequency s-wave amplitude) as a
functions of transverse momentum ky. (b) Decay of odd-frequency pairing amplitude into
the bulk (normalized by their maximum value at the edge).
Pairing amplitudes are then constructed as antisymmetric linear superpositions of anoma-
lous correlators. Even (odd) frequency amplitudes must be manifestly antisymmetric (sym-
metric) in the coordinates other than frequency. The dominant odd-frequency intra-orbital
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pairings generated in our setup belong to two classes: spin-singlet, odd-parity and spin-
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(ūnσi+1νnσ′i + ūnσ′iνnσi+1 + ūnσiνnσ′i+1 + ūnσ′i+1νnσi), (2.23)




(F̃ω(i+ 1 σ, iσ
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(ūnσi+1νnσ′i + ūnσ′iνnσi+1 − ūnσiνnσ′i+1 − ūnσ′i+1νnσi). (2.24)
The breaking of translational symmetry at the edge of the extended s-wave supercon-
ductor generates surface ABS with p-wave singlet odd-frequency pairing, fpOSO(xi, ky), for
both the paramagnetic and antiferromagnetic (green curves in Fig. 2.11) phases. In the
coexistence phase of SDW and extended s-wave superconductivity, due to the breaking of
time-reversal and translational symmetries, edges further accommodate odd-frequency spin-
triplet s-wave, f sOTE(xi, ky), and extended s-wave, f
s±
OTE(xi, ky), pairings. The enhancements
of these near edges can be seen in Fig. 2.11(b) (black and magenta curves, respectively).
As was noted in previous studies[70, 72], breaking of time-reversal symmetry by SDW in
the coexistence phase induces triplet (even-frequency) pairings, which dominate in certain
regions of the BZ (near the tips of the the folded pockets in Fig. 2.6). The translational
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symmetry breaking due to the edge then generates odd-frequency s-wave triplet components.
Since the energies of the edge states appear in the denominators of (2.22-2.24), odd-
frequency pairing amplitudes enhances near the midgap crossings. Hence, emergent odd-
frequency pairings of the types considered here are optimized within parameter ranges that
yield midgap edge modes as close as possible to the tips of the bulk Fermi pockets, as in
Figs. 2.11(a)-(c).























Figure 2.12: Odd-frequency triplet pairing amplitudes as a function of ∆SDW , for µF = 1.1,
ky = .91, ∆
s
± = .04 (normalized by the bulk even-frequency s-wave amplitudes).
In the limit of vanishing magnetism, spin-rotational symmetry is regained and the odd-
frequency triplet pairing is suppressed (see Fig. 2.12).
The dependence of odd-frequency triplet pairing on the coexistence of superconductivity
and SDW could be also understood from the structure of the corresponding anomalous
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correlators. The spin-↓ sector analogue of our edge-state solution (2.16) is obtained by
replacing ∆s± with −∆s± and ∆SDW with −∆SDW . When SDW vanishes, it can be shown
from (2.14) that the coherence factors corresponding to the ↑ and ↓ sectors are related as
unm↓λ = −unm↑λ and νnm↓λ = νnm↑λ , which implies the vanishing of the anomalous correlators given
in (2.22) and (2.23).
2.6 Five-orbital model and effect of spin-orbit coupling
It is well-known that the two orbital model undermines some of the crucial properties of
the pnictides [13, 65]. In particular, the two orbital model does not respect the glide-plane
symmetry of the lattice. Since the symmetries of the parent materials constrain the types of
superconductivity that can form, it is important to determine whether the artificial breaking
of lattice symmetries in the two-orbital model has qualitative consequence on the obtained
results. Hence, in this section we present our results on the emergence of odd-frequency
pairing using the more elaborate five orbital model [75], with an effective 10-band tight-
binding description in order to account for the 2-Fe unit-cell, which becomes necessary when
considering spin-orbit coupling[13].
Due to the complexity of this model, we employed an exact diagonalization method on
a finite lattice. Fig. 2.14 (a) shows the resulting surface bands and low lying bulk bands for
this model. As can be seen from the figure we obtain similar Andreev surface bands as in the
two orbital model. Corresponding odd-frequency correlators are presented in Fig. 2.14 (b).
As in the two orbital model, we observe both OTE and OSO pairings, with the OTE s-wave
magnitudes dominating. As is clear from the forms of their constituent correlators, the odd-
frequency amplitudes are peaked at the positions of the zero energy band crossings, where
the even frequency components vanish. Figure 2.15 shows the spatial profile of the OTE
extended s-wave and OSO p-wave amplitudes at the momentum corresponding to the crossing




















Figure 2.13: Longitudinal profiles of OTE extended s-wave (blue) and OSO p-wave (black)
amplitudes at ky = .671, obtained before (dashed) and after (solid) self-consistent calculation
of the gap function at t=0, for an 80-site lattice (normalized by max. value at the edge),
with ∆SDW = 0.14 and ∆
s
± = 0.04.
in figure 2.14 (a), as obtained with and without self-consistent treatment of the equal-time
superconducting order parameter (solid and dashed lines, resp.). These results demonstrate
that both the occurrence of Andreev surface states and the induced odd-frequency correlators
do not rely on specific model of the band structure and should be detectable in experimental
settings.
Another advantage of the five-orbital tight-binding model is that it allows for the inclusion
of spin-orbit coupling (SOC) in the Hamiltonian. It has been shown that the presence of
SOC in pnictides has important effects on their properties [76]. Doubling to the 2-Fe unit
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Figure 2.14: (a) Dependence of surface bands (blue) and low lying bulk bands (cyan) of five
orbital model on transverse momentum ky. (b) Odd-frequency pairing amplitudes: OSO
p-wave (green), OTE s-wave (black), and OTE s±-wave (magenta). Results are for 300-site
lattice with ∆SDW = 0.14 and ∆
s
± = 0.04.
cell and including SOC results in hybridization between the X and Y pockets[66]. Fig. 2.16
(a) shows the resulting surface and low-lying bulk bands. The inclusion of SOC opens a
gap at each crossing of spin-polarized edge states, due to the spin mixing. Also note that at
each ky the spectrum is not symmetric with respect to zero energy. In this case particle-hole
symmetry connects states at ky and −ky with opposite energies.
SOC also has important consequences for odd-frequency correlators, as depicted in Fig. 2.16
(b,c). First, the spin zero correlators now have a double peak structure, corresponding to
the two zero crossings of the SOC-gapped surface band. In addition to that we observe the
emergence of spinful (S = ±1) triplet odd frequency components (see Fig. 2.16 (c)). When
SOC is absent the BdG Hamiltonian has a rotational symmetry around the SDW quanti-
zation axis, which forces the correlators F̃ (iσ, jσ) to vanish. SOC breaks this symmetry,
thereby facilitating the generation of odd-frequency triplet correlators between states with
the same spin component along the axis of spin-quantization for the case without SOC.
CHAPTER 2. ANTIFERROMAGNETIC SUPERCONDUCTING PNICTIDES 38


































Figure 2.15: Surface band dispersion in five orbital model for varying magnitudes of bulk
spin-density wave order, with fixed ∆SOC = 0.06 and ∆
s
± = 0.04.
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Figure 2.16: (a) Energy band dispersion for surface and low lying bulk states (blue and
cyan, respectively), as a function of transverse momentum ky, in the five orbital model with
spin-orbit coupling of magnitude ∆SOC = 0.06. (b, c) Spinless and spinful (S = ±1) odd-
frequency pairing amplitudes of edge-states in the five orbital model including spin-orbit
coupling.
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2.7 Conclusion
By now, many proposals have been put forward to detect the signatures of odd-frequency
pairing in different systems. Before proceeding to actual proposals for observing odd-
frequency pairing in the current system, we should note that obtaining non-zero odd-frequency
correlators is directly linked with the in-gap Andreev surface states. As was noted previously
in several works [25, 77, 78] the in-gap Andreev surface states are not possible for s-wave
superconductivity and they are a direct consequence of extended s-wave pairing. In addi-
tion, the appearance of OTE relies on breaking of spin-rotational symmetry, which is due to
the presence of SDW. In other words the observation of signatures of OTE would indirectly
verify the extended s-wave structure and its coexistence with SDW in pnictides.
From the numerous proposals for experimental verification of odd-frequency pairing, such
as the modification of density of states of diffusive ferromagnet/superconductor junctions
[43, 55], paramagnetic Meissner effect [44, 56, 58], and non-local transport signatures due
to crossed Andreev reflection in topological insulators [46, 79, 80], the ones with the clos-
est relevance to our system are those involving superconductor/magnetic-interface/normal
metal heterostructures [81]. The proximity effect between superconductor and normal metal
results in the development of a gap in the metal band structure. It has also been shown
that the odd-frequency pairing would lead to an enhancement of the density of states at
zero energy, which can be detected in scanning tunneling microscopy (STM) measurement.
Our results show that OTE pairing only emerges at edges of pnictides when SDW coexists
with superconductivity (see figure 2.12). Taking into account that such pairing is robust
in the diffusive regime, placing a pnictide sample next to a metal should induce a similar
modification of its density of states. This can also be detected in STM measurements. In ad-
dition to this, the coexistence of SDW and superconductivity can be controlled by changing
temperature and doping level. Therefore, the sample can be tuned from the superconducting
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phase without SDW into the phase where SDW and superconductivity coexist. This will
result in the increase of the superconducting gap in the metal, and at the same time, the
presence of OTE will lead to the enhancement of the density of state at zero energy, which
was absent in the phase without SDW. Therefore, pnictides are naturally suited to control
and observe signatures of odd-frequency pairing. This can lead to unambiguous detection of
odd-frequency superconducting pairing in future experiments.
Chapter 3
Shiba States in Nb-doped Bi2Se3
3.1 Introduction
3.1.1 Doped Topological Insulators
Three-dimensional topological insulators and have been the subject of intense investigations
since their initial theoretical proposal and experimental discovery, mainly due to various
implications of their robust two-dimensional, massless Dirac surface states. Much of this
excitement has specifically been in response to the proposal of these materials as platforms
for realizing and manipulating Majorana fermions. Specifically it was shown that proximity-
induced superconductivity in their surface states could support Majorana bound states at
vortices. Soon after, bulk superconducting doped topological insulators, such as copper-
doped Bismuth Selenide (CuxBi2Se3), were also shown[82] to be capable of harboring Majo-
rana fermions at the ends of vortices, provided the chemical potential is maintained within
a critical range near the gap, characterized by the degree of band inversion.
More recent experimental studies[3] on Niobium-doped Bismuth Selenide (figure 3.1)
have shown that the magnetic properties of individual Niobium dopant atoms within these
42
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Figure 3.1: NbxBi2Se3[3] (a) Crystal structure (with Nb, Bi, and Se atoms shown in purple,
blue, and green, respectively). (b, c) STM topographs of Nb0.25Bi2Se3 at bias voltages of
+0.4 and +0.5 V, respectively.
Here we study Yu-Shiba-Rusinov states induced by classical magnetic impurities in
Niobium-doped Bismuth Selenide (NbxBi2Se3), and the role their coupling plays in the
the emergence of recently observed signatures of enhanced magnetism in the superconduct-
ing phase and possible time-reversal symmetry breaking (TRSB) superconductivity in these
materials.
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
)LJXUHFigure 3.2: Magnetic properties of Nb0.25Bi2Se3 [3] (a) AC magnetization as a function
of temperature (b) Temperature-dependent diamagnetic background subtracted magnetic
susceptibility (red circles) of the same sample at 10 kOe DC applied magnetic field H. (c)
Field-dependent DC magnetization (MH) for H//c (red circles) and H//ab (blue triangles)
at 2 K.
3.1.2 Model Hamiltonian
As a minimal model of a three dimensional topological insulator in the continuum limit, we
consider an isotropic Dirac Hamiltonian,
H(p) = τ 1p · σ + (M −mp2)τ 3, (3.1)
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where τ i and σi (i=1,2,3) represent Pauli matrices acting on orbital and spin degrees of
freedom, respectively. This gives us two degenerate pairs of bands separated by a gap equal to
2|M |. Including a chemical potential, µF , we write the eigenenergies as E±(p) = −µF ±λ(p),
where λ(p) ≡
√
p2 + M̃(p)2, and M̃(p) ≡M −mp2.
The system is then doped into the metallic regime by tuning the chemical potential
in either direction, and the resulting Fermi surface is then assumed to exhibit a conven-
tional s-wave singlet pairing instability with strength ∆, as described by the mean-field BdG
Hamiltonian[82][83],
HBdG(p) = µ
3(H(p)− µF ) + ∆µ1 (3.2)
The superconducting momentum-space Green’s function, for energy ω, can be written as









λτ 0 ± M̃τ 3 ± τ 1p · σ
)
, (3.3)
are the contributions from the states with energy bands E±, respectively.
Upon doping the chemical potential into the valence or conduction band, there is a critical
chemical potential, µcF , for which the mass M̃(p) changes sign at the Fermi momentum, p
c
F ,
which in this case is identical to the Fermi energy,
M̃(pF )|pcF = 0 ⇐⇒ |µ
c





To study the effect on low energy bound-states of tuning µF through either of its critical
values, we can take the Green’s function, to a first approximation, to be just G+ or G− for
µF intersecting the upper or lower band, respectively. For the upper band, the local Green’s






















is the density of states at the Fermi surface, ω̃ ≡ ω
∆
, and M̃F ≡ M̃(µF ).
3.2 Shiba States
Impurities, while occasionally known to be sources of grief, can also be sources of novel prop-
erties, and are thus desirable for many purposes of materials design. Doping of materials is
a common practice used to alter their electronic properties. When tunable, single impurities
can offer new degrees of control, and expanded possibilities for harnessing quantum phase
transitions. A classical magnetic impurity embedded in a superconductor locally disrupts
Cooper pairing by bonding selectively to only one spin projection, resulting in the breaking of
nearby Cooper pairs, and the formation of impurity-bound Yu-Shiba-Rusinov states[84, 85],
also known as Shiba states.
3.2.1 Single impurity
The potential due to a single impurity in the system is introduced to the Hamiltonian via
the term
V(r) = (−JS · σ + V µ3)δ(r), (3.5)
where J is the strength of magnetic coupling between the impurity and surrounding electrons
within the superconductor, S is the spin of the impurity, and V is a scalar potential. On
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account of spin-rotational symmetry, we can set S = Sz ẑ. We find the effect of the scalar
part of the potential to be negligible for our purposes, and thus set V=0 for the remainder
of our discussion.
In this case, V = −JSzσ3, and the bound-state energies are the solutions of
det(1±G0JS) = 0. (3.6)
Defining ν̃ = ν0πJS
4
, the four solutions to eqn. 3.6 are the solutions ω̃ which satisfy
1− ω̃2 = ν̃2(1± ω̃)2(1± M̃F )2 (3.7)
Figure 3.3: Single-impurity Shiba bound state energy bands as a function of dopant concen-
tration, in a region close to the critical chemical potential, which is indicated by the dashed
line














, we have M̃(pcF ) = 0, and thus have two
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subgap energy crossings, ω̃+,+ = ω̃+,− and ω̃−,+ = ω̃−,−
3.2.2 Dimer
Suppose there are two magnetic impurities, separated by a distance r along any axis.
V1(2)(r) = (−JS1(2) · σ + V µ3)δ(r − r1(2)), (3.9)
Bound states ψ1 and ψ2, localized at the sites r1 =
r
2
ẑ and r2 = − r2 ẑ, respectively,










where G0(ω) is the local Green’s function at each site, and G
ij(ω) is the generic two-site









i(ri−rj)·(pF+E)G(pF + E). (3.11)









, n ∈ {0, 1, 2}, (3.12)








0, r cos θ = 0
iπsgn(r cos θ)e−γ|r cos θ|, r cos θ 6= 0
,
and I2 = −γπe−γ|r cos θ|, (3.13)



































where q = pF r, with r being the projection of the vector coordinate separation ri− rj along
the axis (which is arbitrary for the dimer) separating the two impurities. In equation 3.14
we also introduce the shorthand notation ∆̂ ≡ ∆µ1 + ωµ0, which, also appears above in the
bare (single Dimer) Green’s function.
Choosing a dimer separation axis such that r > 0 for r1 − r2, defining Gr(ω) = G12(ω),
and noticing from equation 3.14 that Gij(ω) = Gji(ω)†, we can rewrite equation 3.14 for a
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where
fq =




q sin q − cos q
q2
.












Suppose that one of the two impurities making our dimer has its spin polarized along the
z direction, Ŝ1 = (0, 0, 1), and that the other impurity has the form Ŝ2 = (sinϕ, 0, cosϕ).
By varying the relative orientation ϕ of the two classical spins and comparing their resulting
Shiba bound state spectra as obtained from equation 3.17, we can see what sorts of mag-
netic orderings this system prefers. Of particular interest are the the parallel (ϕ = 0) and
antiparallel (ϕ = π) dimer configurations.
Figures 2-6 show the Shiba-dimer induced subgap energies for various values of r and
JS. In these plots, the green lines are for the anti-parallel dimer energies, which are spin-
degenerate, while the black (blue) lines show the parallel dimer energy dispersions for σ3 =
+(−)1. There are twice as many lines in the ferromagnetic case due to the hybridiztion of
same-spin quasiparticle bound states [87].
For certain values of JS and distances r, we see that there is a range of chemical potential
in close vicinity to the critical chemical potential µcF where the anti-parallel orientation is
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Figure 3.4: Shiba dimer energy crossings, for r=5 and JS=7, near the critical chemical
potential (µc =1.92). Green is antiferromagnetic (for σ3 = ±1) while black and blue are
ferromagnetic for σ3 = 1 and σ3 = −1, respectively
energetically preferable. This result indicates that in this region of doping, close to the
critical value where the spin-orbit interaction at the Fermi surface is the strongest and there
is a vanishing of the effective mass of the individual particle excitations forming cooper pairs
at the Fermi surface, magnetic impurities in this system will find it energetically favorable
to want to shift their relative orientations to allign or antiallign with one another as a result
of the condensate mediated hybridization of Shiba bound states localized at the impurities
in the presence of strong spin orbit coupling.
3.3 Conclusion
The interplay of novel superconducting and magnetic orders is greatly enhanced in super-
conductors that feature strong spin-orbit coupling in their parent materials. Here we have
discussed some of the implications of magnetic impurities in superconducting doped topo-
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logical insulators such as Niobium doped Bismuth Selenide, focusing specifically on the role
of the non-scalar part of the impurity. Our results indicate that in superconducting doped
topological insulators, as a function of doping level, multiple types of quantum phase tran-
sitions and magnetic textures can become finely accessible within a critical range of dopant
concentration as determined by the degree of band inversion in the bulk topological insulating
parent phase.
This indicates the promising potential for systems which exhibit superconductivity at
band-inverted Fermi surfaces characterized by tunable strong spin-orbit coupling, such as
in doped Dirac materials, to become especially accessible platforms for designing and con-
trolling new magnetic and superconducting phases, and also suggests a new mechanism for
potentially explaining the time-reversal symmetry breaking superconductivity recently ob-
served in Niobium doped Bismuth Selenide crystals.
Chapter 4
Geometric Resonance Fluctuations in
InAs SNS Junctions
Geometric-resonance fluctuations refer to oscillations in the tunneling characteristics of junc-
tions involving superconductors and normal metals[88–90]. Here we discuss such resonances
occurring in the the tunneling density of states of a one-dimensional sample (1DEG) of In-
dium Arsenide (InAs) sheathed with superconducting aluminum everywhere along the wire
except for a short region (SNS junction). The superconducting proximity effect is included
by adding a conventional pairing term to the effective Hamiltonian for InAs, modeled as a
free one-dimensional electron gas (1DEG) with Rashba spin-orbit coupling (SOC). Treat-
ing the junction perturbatively to first order, the frequency of oscillations in the tunneling
density of states (TDOS) is calculated and shown to match with experiment.
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4.1 InAs nanowire




and SOC of magnitude α is described by the BdG Hamiltonian
Hµσ(k) = (ξk − µF )µ3σ0 + αkµ0σ3 + ∆µ1σ1,










In the absence of a Zeeman field or other spin-flip mechanisms, we can block-diagonalize
the Hamiltonian into two separate ”spin-sectors”,
Hµσ(k)
〈µ3σ3〉=+(−)1−−−−−−−−→ H↑ρ(k)⊕H↓ρ(k), where
H↑(↓)ρ = [ξk − µF + (−)αk]ρ3 + ∆ρ1.
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G↑(↓)ω (k) =
w − (ξk − µF + (−)αk) −∆




ω + (ξk − µF + (−)αk)ρ3 + ∆ρ1
ω2 − (ξk − µF + (−)αk)2 −∆2
.
4.2 Short junction and TDOS
Figure 4.1: SNS junction in InAs nanowire sheathed with superconducting Al
We consider the influence of a non-superconducting junction of length L perturbatively
by truncating a Dyson series expansion of the real-space Green’s function for the nanowire
with a perturbation of the form
δ∆(x) =

−∆, |x| ≤ L
2
0, otherwise .
The real-space Green’s function for the unperturbed system in the ”spin-↑” (”spin-↓”)
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k-+k--k+- k++
Spin↑ Energy Bands for Superconducting Rashba Nanowire
Figure 4.2: ”spin-↑” energy vs momentum band-structure, in arbitrary units, for a Rashba
spin-orbit coupled nanowire with s-wave superconductivity. The horizontal light-gray line
indicating an arbitrary energy level ω close to the gap edge intersects the upper band at the
4 poles k±± in momentum space.










ω does not contribute to the trace and can thus be













where a ≡ −mα/~2,



























The first order correction to G̃ω
↑
(x) due to the perturbation δ∆(x) is obtained by calcu-
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4.3 Results and Conclusion
Considering the point of contact between the right superconducting lead with the junction
(i.e., x = L
2














which oscillates as a function of energy with argument proportional to b(ω) · L.
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α [eV m] m [ eV s
2
m2
] µF [eV] ∆ [eV] ω [eV]
10−11 2.2× 10−13 2× 10−5 10−5 2.2× 10−5
























We thus find the tunneling characteristic to be a sum of oscillating terms, with the finer
scale of oscillations having period T ≈ 2Lωδω
vF ~
√
ω2−∆2 , with δω being the energy separation
between local extrema. Plugging in the typical parameter values provided in table 4.1, and
considering a junction size of L ≈ 4 × 10−7m, we find an approximate energy difference of
δω ≈ 2πvF ~∆
Lω
≈ 3.9 × 10−4eV between successive local peaks in the tunneling DOS. Hence,
our single-particle calculation predicts an applied-voltage difference of 3.9× 10−4V between
neighboring peaks in the tunneling characteristic, which is consistent with the data in figure
4.4.
CHAPTER 4. GEOMETRIC RESONANCE FLUCTUATIONS 59
Figure 4.4: Applied voltage vs. peak index for observed resonances in the TDOS of a su-
perconducting lead attached to an InAs SNS junction, for two different instances of junction
length L. The smaller slope for the longer junction is consistent with the inverse proportion-




While much of the immediate interest in applying topological insulators (TIs) in the semi-
conductor industry has been due to their relatively narrow characteristic band gaps, many
conceivable areas of potential applications exploiting the symmetry-protected surface states
of such materials in conjunction with other band-deforming properties or proximate tunable
phases could be broadened by the possibility of controlling their gaps in symmetry-preserving
fashion. The band engineering of semiconductor superlattices has shown to be a promising
potential direction for such purposes. Epitaxial layering of alternating normal and topo-
logical insulating (NI/TI) thin-films has enabled recent proposals for ”valley engineering” of
topological phases and phase transitions by exploiting the hybridization of proximate gapless
Dirac interfacial states[91].
In this chapter we discuss a related approach that has recently been taken to engineer
ultra-thin layered topological insulator binary (TI/TI) superlattices consisting of Bismuth
Selenide (Bi2Se3) and Antimony Telluride (Sb2Te3), demonstrating new prospects for the
engineering of bulk topological phases with enhanced properties compared to those of the
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constituent layers, including reduced bulk carrier density and increased bulk resistivity as
a function of decreasing layer thickness. To better understanding of the properties of these
short period topological insulator superlattices, and the possibilities of band structure engi-
neering with such materials, we examined some of their properties using simple tight binding
calculations.
5.2 Numerical Modelling
The low energy properties of both Bi2Se3 and Sb2Te3 are well described by the effective k
dot p Hamiltonian[92] introduced by Zhang et al. In a basis of orbital and spin degrees of
freedom (represented by Pauli matrices τ i and σi, respectively), the corresponding Bloch
Hamiltonian for the bulk can be written as
H(p) = C0 +
∑
i




i + τ 3[M0 +
∑
i
Mi cos (piai)], (5.1)
where a1 = a2 is the lattice spacing in the x and y directions within a given layer (4.14
Åfor Bi2Se3, and 4.25 Åfor Sb2Te3) and a3 is the distance between QLs in the direction
perpendicular to the alternating layers (9.55 Åfor Bi2Se3, and 10.12 Åfor Sb2Te3).
Fourier-transforming H(p) with respect to the momentum p3 perpendicular to the layers,
we can express the tight-binding Hamiltonian
Htb =

. . . . . .




. . . . . .

,
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in terms of the on-site and left (right) hopping matrices, Hos and Γ(Γ
†) respectively, which
are defined as
Hos = C0 +
∑
i=1,2











Γ = −C1 −M1τ 3 + iB0τ 1σ3.
Compactly, the Schrodinger equation for Htb, with energy E, can be written recursively
as
Γψn+1 +Hosψn + Γ
†ψn−1 = Eψn,
connecting the wave function at the nth lattice site, ψn, to its nearest neighbors. In between
superlattice layers, the hopping matrices are taken to be the average of those within the two
layers. For a superlattice consisting of N supercells of width n1 + n2, with n1 and n2 the
thicknesses, in units of quintuple layers (QL), of the two layers forming a supercell, the eigen-
energies in the tight-binding model are obtained through numerical exact diagonalization of
the resulting 4N(n1+n2) by 4N(n1+n2) lattice Hamiltonian.
5.3 Results and Conclusion
Figure 5.1 shows the resulting highest valence and lowest conduction bulk bands emerging in
a Bi2Se3/Sb2Te3 superlattice with n1=1 QL and n2=2 QL, in comparison with those of pure
Bi2Se3 and Sb2Te3, highlighting an instance of the type of superlattice gap enhancement
(SGE) expected from the experiments detailed above.
Figure 5.2 shows the superlattice gap enhancement (SGE) as a percentage increase in the
obtained superlattice minigap compared with the larger of the bandgaps of the individual
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Figure 5.1: Bulk band gaps of Bi2Se3 (blue), Sb2Te3 (black), and of ultrathin binary su-
perlattices of Bi2Se3 and Sb2Te3 with resp. layer thicknesses n1=1 QL and n2=1 QL (solid
magenta) and n1=2 QL and n2=3 QL (dashed magenta)
TI materials forming the TI/TI superlattice. These results demonstrate an increase in the
superlattice bandgap as either of the supercell period thickness are decreased, in agreement
with recent experimental observations.
Lastly, figure 5.3 demonstrates the preserved topological nature of the composite material
by displaying the edge bands at a particular termination of the superlattice, within the
corresponding bulk mini-band gap. The two Dirac cones shown in the gap appear at surfaces
terminating at different sublayers of the supercell. Although the presence of edge states in
the superlattice depends on the structure maintaining TI character as a bulk pseudo-alloy,
the exact binding energy of the surface Dirac cones can vary with the details of the surface
termination. For both Bi2Se3-terminating and Sb2Te3-terminating edges of the superlattice,
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Figure 5.2: Superlattice gap enhancement: dependence of superlattice energy gap on short-
period layer thicknesses, represented as a percentage of largest individual gap of the two
materials forming a supercell.
the surface Dirac cones appear in between their respective energies in the original materials,
but their specific energies depend primarily on the last couple layers near the edge.
These results confirm the proposed interpretation of the observed characteristics of these
new types of topological insulators in terms of valence and conduction mini-band formation.
Our tight binding calculations show that for certain material parameters and superlattice
dimensions, new “designer” topological insulator phases can be achieved with bulk bandgaps
significantly larger than the bandgaps of either of the constituent layers. This novel approach
to materials design and band structure engineering offers much promise for the realization of
more practical topological phases with wider bulk bandgaps than those previously known.
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Figure 5.3: Subgap edge-bands of the 1:1 superlattice considered in figure 5.1, within the
bulk gap, for the top and bottom surfaces of a superlattice terminating with Bi2Se3 on one
end (giving the lower two edge bands) and with Sb2Te3 being the last layer on the other end
of the growth sequence (giving the upper two edge bands).
Chapter 6
Summary and Outlook
This thesis has discussed a number of consequences of interplay among magnetic, topologi-
cal, and superconducting properties in electronic materials. Chapter two examined the edge
states of pnictide superconductors in the coexistence phase of stripe antiferromagnetic SDW
and extended s-wave superconductivity. In particular it is shown that the edge states can
develop odd-frequency superconductivity in an experimentally realizable setting, without
requiring heterostructures, making them a natural platform for realizing this highly uncon-
ventional type of pairing. Without SDW, while explicit translational symmetry breaking can
in principle lead to odd-frequency pairing at edges, it can not induce triplet pairs, because
it does not break spin-rotational symmetry. Thus any odd-frequency pairing at edges in the
paramagnetic phase would have to be odd under parity, and hence would not be robust to
disorder. However, when SDW is also present, the additional breaking of spin-rotational
symmetry further generates odd-frequency triplet pairing amplitudes, which are even under
parity and would thus persist in a more realistic, diffusive regime. The model discussed
here predicts the emergence of odd-frequency triplet pairing on the edge of pnictides in the
coexisting phase of SDW and extended s-wave superconductivity. We also showed that the
inclusion of SOC[65, 67] generates an odd-frequency triplet pairing between the same spin
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states. In addition, we believe that our results could shed light on the apparent enhance-
ment of superfluid density at defects in the SDW ordering in pnictide superconductors. The
detailed study of such effects will be a subject of our future studies.
In chapter 3 we have presented some of our results regarding the magnetic and supercon-
ducting phase properties resulting from the formation of Yu-Shiba-Rusinov (YSR) bound
states at magnetic impurities within the bulk of superconducting doped topological insu-
lators. The analysis presented in this discussion has considered first-order effects of purely
magnetic impurities in bulk doped topological insulators with s-wave singlet pairing, and has
shown that the optimal spin-orbit coupling regime accessible upon doping the chemical po-
tential into the conduction or valence bands close to the insulating band gap edges, features
enhanced interplay of magnetic phase orderings due to the hybridization of localized YSR
bound states. While unconventional types of superconducting pairing are also expected to
emerge, and to play a an important role in the facilitation of the magnetic phase ordering
discussed in this work, we have saved our preliminary results regarding the full interplay of
the numerous novel ingredients of relevance to this scenario for future works.
In chapter 4 we have taken a look at the McMillan-Rowell-Anderson type of geometric
resonance oscillations in the tunneling characteristics of SNS junctions of nanowires con-
structed from semiconductor materials with Rashba spin-orbit coupling. In particular we
have calculated the tunneling density of states (TDOS) to first order in a perturbative treat-
ment the junction. Our main result has been the verification of recently observed oscillations
in the tunneling density of states obtained through differential conductance measurements
on SNS-junctions engineered using Indium Arsenide nanowires with proximity-induced su-
perconductivity. The detailed results presented are important in light of recent theoretical
predictions of odd-frequency pairing in these setups.
In Chapter 5 we demonstrated the possibility for realizing an enhancement of the topolog-
ical insulating gap in superlattices of topological insulators Bismuth Selenide and Antimony
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Telluride, as we have predicted in collaborative support of recent experimental findings in-
dicating such gap enhancement. This promises to be important for the goal of engineering
novel topological insulating materials to be utilized in conjunction with various magnetic
and superconducting components as discussed above with enhanced robustness.
Chapter 7
Appendix
7.1 Discrete Symmetries of the Two Orbital Model
1. Time reversal symmetry:
Θ = K ⇒ Θh0(k)Θ−1 = h0(−k). (7.1)
2. Inversion symmetry:
I : (7.2)
spatial coordinates : (x, y)→ (−x,−y) (7.3)
orbitals : (dxz, dyz)→ (dxz, dyz). (7.4)
Therefore,
UI = λ
0 ⇒ UIh0(kx, ky)U−1I = h0(kx, ky). (7.5)
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3. Four-fold rotation symmetry:
Under 4-fold rotation symmetry
C4 : (7.6)
spatial coordinates : (x, y)→ (−y, x) (7.7)
orbitals : (dxz, dyz)→ (dyz,−dxz). (7.8)
Therefore,
UC4 = λ
y ⇒ UC4h0(kx, ky)U−1C4 = h0(−ky, kx). (7.9)
4. Two-fold rotation symmetry:
Under 2-fold rotation symmetry with respect to x axis
C2x : (7.10)
spatial coordinates : (x, y, z)→ (x,−y,−z) (7.11)
orbitals : (dxz, dyz)→ (−dxz, dyz). (7.12)
Therefore,
UC2x = λ
z ⇒ UC2xh0(kx, ky)U−1C2x = h0(kx,−ky). (7.13)
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Under 2-fold rotation symmetry with respect to y axis
C2y : (7.14)
spatial coordinates : (x, y, z)→ (−x, y,−z) (7.15)
orbitals : (dxz, dyz)→ (dxz,−dyz). (7.16)
Therefore,
UC2y = λ
z ⇒ UC2yh0(kx, ky)U−1C2y = h0(−kx, ky). (7.17)
5. Mirror symmetry:
Under reflection with respect to the y axis we have
Mx : (7.18)
spatial coordinates : (x, y)→ (−x, y) (7.19)
orbitals : (dxz, dyz)→ (−dxz, dyz). (7.20)
Therefore,
UMx = λ
z ⇒ UMxh0(kx, ky)U−1Mx = h0(−kx, ky). (7.21)
Under reflection with respect to the x axis we have
My : (7.22)
spatial coordinates : (x, y)→ (x,−y) (7.23)
orbitals : (dxz, dyz)→ (dxz,−dyz). (7.24)
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Therefore,
UMy = λ
z ⇒ UMyh0(kx, ky)U−1My = h0(−kx, ky). (7.25)
7.2 SDW and SOC in Three Orbital Projected Band
Model
The mean-field treatment of SDW ordering leads to additional terms, ΞY and ΞX , which
couple the Gamma pocket to the Y and X pockets, respectively. Including these terms in
the Hamiltonian leads to
Hτλ → Hτλσ = Hτλ ⊗ σ0 +

0 0 ΞY ⊗ σ2
0 0 ΞX ⊗ σ1
Ξ†Y ⊗ σ2 Ξ
†
X ⊗ σ1 0
 ≡

















where ∆Y (X) and ∆̄Y (X) represent the magnitudes of intra-orbital and inter-orbital SDW
orderings, respectively. The orbital content of Hτλσ is diagonalized via the unitary transfor-
mation
U τλ (k) ≡ UYλ ⊕ UXλ ⊕ UΓλ , (7.28)
where UYλ = −i sin θYk+QY λ
0 + cos θYk+QY λ
1, UXλ = −i sin θXk+QXλ
0 + cos θXk+QXλ
1, and UΓλ =
− sin θΓkλ3 + cos θΓkλ1, taking Hτλ → Hτλ̃ = U τλHτλU
τ†
λ and Ψτλ(k) → Ψτλ̃(k) for each spin
sector. Hence, in an orbital band basis, the low energy mean-field Hamiltonian for the SDW
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fX =
cos θΓ∆̄X − sin θΓ∆X
2
, and gX =








 i sin θY fY −i sin θY gY
− cos θY fY cos θY gY
 , and UXλ ΞXUΓ†λ =
 cos θXfX cos θXgX
−i sin θXfX −i sin θXgX
 ,
(7.37)
along with their Hermitian conjugates.
Only four of the six bands derived above (equations 7.30 and 7.31) cross the Fermi
level, and we can thus project away (from our low energy effective Hilbert space) the states
corresponding to the other two bands (EeX2 and EeY 2) and relabel the remaining two electron
bands, EeX1 and EeY 1, as EeX and EeY , respectively. Then, at low energies, we can describe
the generic mean-field SDW phase with the effective Hamiltonian,

EeY 0 i sin θ
Y fY σ
2 −i sin θY gY σ2




−i sin θY fY σ2 cos θXfXσ1 Eh1 0







EeY 0 (cos θ∆Y − sin θ∆̄Y )σ2 (sin θ∆Y + cos θ∆̄Y )σ2
0 EeX (cos θ∆̄X − sin θ∆X)σ1 (cos θ∆X + sin θ∆̄X)σ1
(cos θ∆Y − sin θ∆̄Y )σ2 (cos θ∆̄X − sin θ∆X)σ1 Eh1 0
(sin θ∆Y + cos θ∆̄Y )σ




To include spin-orbit coupling (SOC) of magnitude λ, within our orbital basis, we add a




0 hSOCM (k) 0
(hSOCM (k))
† 0 0












Transforming to the orbital band basis,






 sin θX sin θY σ1 + cos θY cos θXσ2 −i sin θY cos θXσ1 + i sin θX cos θY σ2
i sin θX cos θY σ1 − i sin θY cos θXσ2 cos θY cos θXσ1 + sin θX sin θY σ2
 , (7.42)
while










ψeX ψeY ψh1 ψh2
)T
, (7.44)




λ̃2(τ+(sin θX sin θY σ1 + cos θY cos θXσ2)− τ−σ3) (7.45)
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[87] Michael E. Flatté and David E. Reynolds. Local spectrum of a superconductor as a
probe of interactions between magnetic impurities. Phys. Rev. B, 61:14810–14814, Jun
2000.
[88] W. J. Tomasch. Geometrical resonance in the tunneling characteristics of supercon-
ducting pb. Phys. Rev. Lett., 15:672–675, Oct 1965.
[89] J. M. Rowell and W. L. McMillan. Electron interference in a normal metal induced by
superconducting contracts. Phys. Rev. Lett., 16:453–456, Mar 1966.
[90] W. L. McMillan and P. W. Anderson. Theory of geometrical resonances in the tunneling
characteristics of thick films of superconductors. Phys. Rev. Lett., 16:85–87, Jan 1966.
[91] Xiao Li, Fan Zhang, Qian Niu, and Ji Feng. Superlattice valley engineering for designer
topological insulators. Scientific Reports, 4:6397 EP –, Sep 2014. Article.
[92] Chao-Xing Liu, Xiao-Liang Qi, Haijun Zhang, Xi Dai, Zhong Fang, and Shou-Cheng
Zhang. Model Hamiltonian for topological insulators. , 82(4):045122, Jul 2010.
