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With the abundance of ubiquitous cameras, it has become easier people take pictures
of everything and everywhere. People take pictures of their possessions, interesting
subjects and the places they visit. There is a class of passive cameras that let people
be present in the moment while recording the situation. This act is called Visual Life-
logging. Cheap cameras, storage devices and recent advancement in Computer Vision
has created a unique experience. Life-logging has many applications besides its unique
life recording perspective one of which is health monitoring. A camera can augment
other health monitoring systems such as motion, blood pressure and blood sugar levels.
We design algorithms to analyze life-logging image sequences to facilitate public health
research. Our approach to the analysis is threefold: unsupervised, supervised, human-
in-the-loop.
We designed an algorithm to extract regions of interest from image sequences based
on their occurrences in dierent scenes. We used the histogram of gradients (HOG)
feature and applied a repetitive classification discriminatory approach to finding patches
that only appear in a scene but not other scenes. Using our method, we can discover
objects such as a monitor in an oce setting or bike handles in a biking scene in an
unsupervised manner.
The next step is to analyze the data in a supervised fashion. After carefully design-
ing a set of labels appropriate for the public health research which includes posture,
activities, scenes and social settings, our team has manually annotated the data with
these labels, and we implemented visual classification algorithms to classify images us-
ing these tags. Our methods include state-of-the-art pre-deep learning models as well
as deep convolutional neural networks. We extend the CNN with spatial, temporal and
model-level bagging and model-level boosting. Unique characteristics of life-logging
image sequences require a custom model to leverage these aspects such as temporal
coherence and correlation of images of each person.
The annotation of the dataset consisting of millions of images is a cumbersome task.
It requires extensive time, money and resources. In this thesis, we present the foun-
dational tools to eciently annotate the image sequence by leveraging the previously
labeled data to minimize annotation time and increase the accuracy. Our experiments
show a significant decrease in annotation time.
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CHAPTER 1
INTRODUCTION
1.1 Introduction
With the abundance of ubiquitous cameras, it has become easier for people take pictures
of everything and everywhere. People take pictures of their possessions, interesting
subjects and the places they visit. They take pictures and selfies to record a moment in
their lives to re-live that moment or to share it with others. There is a class of passive
cameras that let people be at the moment while recording the situation. This act is
called passive visual life-logging. Cheap cameras, aordable storage devices and recent
advancements in Computer Vision have created a possibility of a new experience.
Visual Life-logging has many applications. These applications span a spectrum of
real-time to oine applications.
1.2 Applications
real-time applications. This category of applications includes interactive tools. It is
possible to build a real-time application if a device could analyze or transmit the data
for remote processing as it is being recorded and provide real-time feedback to the user.
There are many possibilities of real-time applications based on these kinds of devices.
One example could be physical activity intervention. It is known that long sitting periods
hurt the body. A device could warn the user to move after detecting a long of sitting
posture. Another example is a device that predicts certain situations and warns the user.
It is helpful to remind some people that some activities are harmful to their bodies.
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When a subject approaches a smoke shop, a warning can give the possibility of thinking
twice before buying a cigarette. Or an interactive life-logging device could give driving
suggestions. These kinds of warnings or recommendations could significantly impact
peoples’ lives. These devices could also help augment human vision or memory. They
can greatly help blind or semi-blind people to see what is around. They can also help
people remember. This application is not only helpful for people with memory-related
diseases such as Alzheimer’s, but it is also useful for others without such deficiencies.
Have you ever forgot someone’s name? Another example is visual-based reminders.
Reminders typically work based on time or location. Imagine, if you could ask your
assistant to remind you to buy an item at your grocery store when you are in front of
that shelf.
oine applications. The other set of applications is oine applications. The idea is
that the device records the data and later sends them to a server for processing. There is a
suite of possible applications in this category. The data could be used to summarize for a
variety of purposes such as viewing, medical or professional use. Youmay want to get an
automatically generated video summary of your day when you travel. Summarization
of a first person camera of a surgeon doing a surgery needs to look very dierently.
Another kind of summarization is for health monitoring. We primarily focus on this
group of applications in this thesis.
health monitoring. There are endless possibilities for health monitoring using
body-worn cameras. We specifically focus on physical activity analysis of life-logging
images for public health research. This thesis builds the foundation of acquiring data to
make medical research conclusions. Let’s say; a medical hypothesis is if ”long sitting
periods increase the risk of colon cancer?”. The best way to test the hypothesis is to
measure accurate metrics based on real people outside of the clinics, in their homes,
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work and in everywhere in between. In this thesis, we make the necessary tools to make
the data acquisition easier.
As we mentioned, our focus is analyzing physical activities including human ac-
tivities and postures. We are interested in labeling visual life-logging image sets with
activity and posture labels. This metadata will then used in medical (public health)
research.
1.3 Contributions
The goal of this thesis is to build tools to process life-logging imagery. We define vi-
sual life-logging data as image sequences captured by wearable cameras. There is a
spectrum of dierent frequencies at which the images are recorded. One end of this
spectrum is high-frequency image sequences also known as videos while the opposite
end contains very sporadic images as few as a dozen per day. Any fixed frequency or
dynamic life-logging camera lies somewhere in this spectrum. There are a variety of
use cases that require dierent technologies that are suitable for each use case. Chap-
ter. 2 reviews dierent wearable cameras. For example, Google Glass is designed for
interactive applications with a slick and light design. While the camera sensor and lens
of Google Glass are not the best of their kinds, the trade o in design makes it possible
to wear it on the face. GoPro, made primarily for filming sports, is capable of surviving
many situations that damage most cameras. We chose SenseCam, a chest-worn camera
made by Microsoft Research. The reasons for choosing this device were its form fac-
tor, durability, battery, storage, price, and its wide lens. It captures images at 0.05 to
0.03 frames per sec (fps) resulting in a few thousand images per day. We have gathered
dataset of more than a thousand days from hundreds of subjects.
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Figure 1.1: Classification Contributions.
After gathering, cleaning and managing the data, we approach the data analysis from
three dierent perspectives: unsupervised, supervised and human in the loop. First,
we designed tools to extract information from images sequences without manual labels
automatically. We, developed an algorithm to find regions of interest that are unique
to a given scene. We defined characteristics of such regions and designed a method
to extract them in an unsupervised fashion. Then, we built a model to learn dierent
position and activity categories. We started with traditional region based methods such
as SIFT, Pyramid Match Kernel and Fisher Kernels, and holistic features such as color
histograms and GIST. We show that our Deep Convolutional Neural Network based
method outperforms traditional features. Furthermore, we extend deep learning models
in three dierent ways: stacking spatial, temporal and model information. Fig. 1.1
demonstrates these dierent aspects.
We show that while convolutional networks are powerful, they can be augmented
with spatial and temporal information. We gathered features from various windows in
the scale and spatial space as well as information from consecutive frames to capture
the temporal aspect. This multidimensional, spatiotemporal information is obtained by
concatenating multiple feature representations.
In addition to that, we took it one step further by utilizing multiple models. We
first showed that we could improve performance by averaging predictions from various
4
models and then extended it to a boosting framework where each model is trained to
complement a set of convolutional networks that are trained one at a time.
1.4 Organization
This thesis is a collection of independent but related chapters. Thus each chapter can be
regarded as an isolated and complete research contribution. It is composed of 5 main
chapters.
Chapter. 2 reviews dierent works in life-logging and wearable computing. Chap-
ter. 3 discusses our unsupervised algorithm to find discriminative regions. Chapter. 5
explains our classification solution based on image sequences. Chapter. 4 presents a
similar approach on another wearable video dataset we collected. Finally, Chapter. 6
demonstrates our boosting algorithm which shows the state-of-the-art result on several
public computer vision datasets.
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CHAPTER 2
EGOCENTRIC COMPUTER VISION: A SURVEY
2.1 Abstract
In recent years, there has been a surge of interest in wearable cameras in the consumer
electronics industry. However, there is a need for ecient and accurate image analysis
techniques for processing images and videos captured by these wearable devices. In
this report, we categorize and explain recently published research in the field of Ego-
centric Computer Vision. We also list successful wearable cameras, their features and
the available computer vision datasets captured by these cameras. After discussing ba-
sic building blocks that researchers have developed, we review dierent applications of
Egocentric Computer Vision such as life logging, summarization, health-related appli-
cations, activity and place recognition. We conclude by considering potential directions
for future research.
2.2 Introduction
With recent advances in computing technology, more and more cameras are being built
and used by people every day including analog cameras, digital cameras, mobile devices
and wearable cameras. The challenge is how to manage and process the vast amount of
data that is being captured by these devices. There has been an extensive amount of
research on analyzing images from digital cameras (e.g. web images), fixed installed
cameras (e.g. surveillance cameras), and mobile devices (e.g. smartphones). However,
there is a gap in research concerning wearable cameras such as Google Glass, Sense-
Cam, Memoto or Looxcie.
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These wearable cameras are usually equipped with various sensors such as GPS,
accelerometer, light or infrared sensors. These wearable cameras, with their additional
sensors, capture a dierent view of the world that is not possible with other types of
cameras. The new perspective helps the wearable cameras perceive the environment the
way humans do. Furthermore, they allow many applications that are impossible without
these kinds of cameras. Egocentric Computer Vision is an emerging research area that
focuses on the visual analysis of wearable cameras with a variety of applications such
as studying human perception and human assistance.
There is not a single definition for Egocentric Computer Vision. First of all, the
ego can be used to refer to a human individual, a robot, a vehicle [40] or other things
depending on the application. Wearable cameras such as Google Glass or Memoto fit
in the human-centric vision category while cameras used for automated car navigation
or robot localization fit in vehicle-centric or robot-centric vision categories. In this sur-
vey, we focus on the applications of the Computer Vision for human-centric cameras.
Secondly, researchers use dierent names for this research area including First Person
Vision and Wearable Computer Vision. Among these names, Egocentric Computer Vi-
sion is the most popular term due to two recent workshops in this area in CVPR 2009
and CVPR 2012.
Egocentric Computer Vision has many applications. These applications include as-
sistive technology, health care and monitoring, navigation, early hazard detection and
life logging. In most cases, to get better performance, researchers employ other wear-
able sensors as well. Thus, egocentric computer vision should combine with other re-
search areas such as Pervasive, Ubiquitous, Wearable and Mobile Computing. Egocen-
tric Computer Vision has emerged only recently due to limitations in the image capturing
devices such as power usage, storage, and size. However, researchers have been envi-
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Figure 2.1: Alex Pentland’s vision.
sioning using wearable cameras for many years. Fig. 2.1 shows a sketch Alex Pentland’s
ideas from 1998. In the past two decades, researchers have been working to develop new
devices and algorithms to change how humans interact with the world, and recently there
have been significant advances towards that dream.
In this survey, we discuss dierent aspects of wearable cameras. First, in Sec. 2.3,
we explain foundational Computer Vision methods for processing egocentric videos and
images. Then, in Sec. 2.4 and Sec. 2.5, we note dierent wearable cameras and publicly
available datasets . Sec. 3.7 considers applications of wearable cameras, and finally
Sec. 3.9 concludes with potential future directions.
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2.3 Methods
2.3.1 Gaze
Human gaze is an important source of information for egocentric applica-
tions [30] [140] [127] [95]. Human gaze, which indicates the visual attention of the
first person, helps algorithms analyze the surrounding environment. The reason is that
people are usually working with objects that they are looking at. This means that first
person vision systems should specifically focus on those areas in images. The best way
of estimating gaze is with special hardware. It can be estimated using either visual or
non-visual sensors.
The most common way is to use cameras pointing at the wearer’s eyes. In this way,
the sensing device can track the eyes’ movements to estimate where the wearer is look-
ing. In 2010, Hansen et al. comprehensively reviewed of gaze estimation methods [50].
Gaze estimation from back-facing cameras consists of two simpler sub-problems: eye
detection and eye tracking.
There are many works on eye detection. We divide them into three broad cat-
egories [50]: shape-based approaches, feature based shape methods, and hybrid ap-
proaches. The shape-based methods assume a generic shape for the eyes and sometimes
the eyelids. This shape model is usually a simple elliptical form or a more complex
shape model. Using a voting based method, possible eye locations are detected and
used for further processing. Feature-based shape methods extract features related to dif-
ferent parts of the eye such as its corners or the pupil. Intensity changes or oriented filter
responses are usually used in these types of methods. The last category of eye detection
methods includes hybrid methods where both shape features and local features are used
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together to enhance eye detection.
Eye tracking and detection are two closely related problems that have to be solved
together for better performance. The first step is to detect eyes. The next step is tracking
which is done with methods such as mean shift or Kalman filters. Eye tracks may drift
from the eye’s correct location. However, the temporal information helps with reducing
the noise.
Non-visual signals are another way of estimating visual attention. Researchers have
looked at dierent brain signals for this purpose. Electrooculography (EOG) is a tech-
nique for measuring the resting potential of the retina. Specifically, Bulling et al. used
EOG [9] and designed a special head covers to record EOG signals with multiple sen-
sors. After analyzing EOG signals, they extracted features from the sensed voltage to
represent whether the person is moving his/her eyes to the left, right, down or up. A se-
quence of noisy micro movements was used to classify dierent reading actions. They
designed a particular string matching algorithm to classify reading when the reader is
walking, standing, sitting or riding. To get the best performance, they used a Hid-
den Markov Model (HMM) based temporal model to represent the transitions between
sub-movements. Their system was able to classify dierent reading activities with a
recognition rate of 80.2%.
Image based (sensor-less) gaze prediction is another trend of research in image pro-
cessing and neuroscience fields. There are an extensive number of research papers from
neuroscientists in modeling human attention. Laurent Itti’s works are among the most
famous in this area. He came up with a computational model based on image fea-
tures [57]. Machine learning researchers also attempted to create computational models
for human gaze. Judd et al. [60] recorded eye tracking data for over 1000 images and
trained a linear support vector regression model to predict the human eye gaze.
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2.3.2 RFID
Radio-frequency identification (RFID) is a technique that can be used to find the pres-
ence and distance of objects by attaching RFID tags to objects. Recent advances in
RFID technology have made RFID tags cheap and aordable. To get RF signals, the
human wears a RFID reader, which can be in dierent forms such as a bracelet or a
necklace. The reader receives RFID signals from the objects while the wearer is work-
ing with them. In fact, the RFID reader measures the distance to dierent objects and
these distances can be used for many applications. Here we mention research works that
use RFID for egocentric activity recognition.
Patterson et al. in [99] and [101] created a system that only uses RFID tags to detect
dierent activities such as making oatmeal, making coee, eating breakfast and clear-
ing the table. They created a dataset where they annotated dierent labels for various
activities and used an HMM approach to solving the classification problem.
Wu et al. made a system that can recognize 16 activities (such as boiling water,
making tea, drinking juice and making a salad) using interactions with 33 objects (such
as a water jug, kettle, teabag, and dressing) [138]. To get from noisy RFID signals to
activities, they have used a deep belief net (DBN) to model the relationship between
activities and sensor readings. Furthermore, they used a wearable camera and a bag
of visual words (BOW) model to detect objects using the camera and added the visual
detections to the belief net. They thus showed that it is beneficial to use both visual and
RFID sensors.
Spriggs et al. in [125] used the RFID marker as well as IMU sensors (i.e. accelerom-
eter and magnetometer) and an egocentric camera to detect 29 dierent short actions in-
volved in making a brownie recipe. The activities include ‘open fridge’, ‘close fridge’,
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‘get fork’, ‘get eggs’, ‘walk to counter’, etc. They attached RFID tags to some objects
while it was not possible to attach RFID tags to other objects such as eggs or forks.
The detection of such objects remained for Computer Vision algorithm that processes
the video. They used an HMM and K-nearest neighbor classifier (KNN) that mixes the
RFID reading and visual detection for the classification of the selected activities.
2.3.3 Object Recognition
Object Recognition is a well-established problem in Computer Vision with numerous
application and methods. Object recognition methods can be divided into three main
groups: generic category level recognition, specific category recognition, and object
instance recognition. Generic Object Recognition methods can recognize objects of
dierent categories such as cars, faces, airplanes, etc. However in specific category
recognition are methods that are specialized for a specific category such as faces [134],
cars and pedestrians [24]. Given a specific category, we can engineer visual features and
object models to get the best performance for the given category such as Haar features
for face detection. The third category is object instance recognition methods which are
defined as searching for a specific instance of an object category.
There are many successful methods for object detection such as BOW, Spatial Pyra-
mid Match Kernel (SPMK) [74], deformable part models [34] and Haar-based boosting
methods. All of these methods are based on local features (e.g. SIFT [81]) that are
extracted from local regions in images and use dierent methods to combine and relate
features extracted from dierent parts of the objects. BoW models discard the geometry
information and use histograms of quantized feature vectors (visual words) to encode
an image. Later, a classifier is trained on training images to create object models using
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the extracted histograms. SPMK pools the features from dierent parts of the image
and encodes geometry of image regions to some extent. Finally, deformable part mod-
els explicitly model object parts and learn to detect object parts in a semi-supervised
manner.
Boosting methods are another group of successful object recognition methods for
fast rigid object detection such as face detection. The key factor in these methods is
the ability to compute Haar features very fast which are the building blocks (i.e. weak
classifier) for the boosting algorithm.
Recently, researchers have done object recognition for egocentric cameras. There
are several factors that egocentric cameras benefit from. For example, gaze either in
direct or indirect form helps find and segment the objects of interest. Here, indirect gaze
estimation means using the center of the egocentric image as the gaze. The assumption
is that head movements help the eyes fixate on the objects of interest so that they reside
at the center on the eyesight. Hands also play a very important role in the human-object
interaction. A reliable hand detector can help find objects that are later classified.
Schiele et al., in 1999, made an automatic system to detect objects with an egocentric
camera using the histogram of local feature detectors [116]. Recently, Fathi et al. [32]
created an object recognition system that uses hand models to find objects. They first
built a panorama for the background and used it to segment the foreground. Based on
the color and texture, they segmented hands vs other foreground regions which are later
used for classification. Ren et al. [109] used a similar approach but instead used optical
flow based foreground/background segmentation to find the foreground regions. They
showed an improvement of using foreground segmentation on object recognition. Their
system had the option not to choose the foreground segmentation for those objects which
were static in the experiment.
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2.3.4 Activity Recognition
Activity recognition is defined as recognizing dierent human actions from a video. It
requires temporal information in addition to the appearance information. Laptev et al.
performed much of the early work on unconstrained activity recognition [73] [72] [85].
The unconstrained setting means that the actor has not done the activity for the Com-
puter Vision research purpose as opposed to constrained settings such as the KTH action
dataset [117] in which actors are doing dierent actions in front of a fixed camera with
a very constant background. Laptev et al. proposed spatio-temporal features that not
only look at scene appearance but also process movement by considering gradients in
time and space to encode actions. In their work, they applied their algorithms on real
Hollywood movies in a supervised learning setting.
One of the real problems in activity recognition is that there is no single definition
of when an activity starts and ends. Instead, activity models should be able to take into
account that the input time window might be smaller or larger than the activity itself.
Furthermore, there are always some activities happening and that are correlated. Picking
the right set of activities is a challenge to key a successful activity recognition system.
2.3.5 Hand Detection and Tracking
Hand detection and tracking are essential parts of successful egocentric computer vision
systems. It is very typical for first person view cameras to capture images of hands in
great detail. However, depending on the placement of the wearable camera (e.g. chest,
head, ear, etc), hands appear dierently. A good view of hands helps to automatically
detect and track hands which are useful in many applications such as hand gesture recog-
nition or finding objects of interest. Here we mention a few successful works on hand
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detection and tracking.
EyeWatchMe [127] is one of the papers that is targeted at the tracking of hands.
The authors used a two-stage approach. First, they used a 2D model with 9 degrees of
freedom (DOF) to localize the hands. Then a more detailed 3D hand model with 27 DOF
is adopted. EyeWatchMe is also capable of tracking other objects, and they analyzed
human gaze and tried to find correlations with the object tracking system when certain
actions such as pouring hot water into a cup are being done.
Mayol and Murray [87] used a probabilistic method to segment hands based on skin
color and skin area. To reduce noise, they used morphological operations to find large
regions of possible skin areas. Detecting hands in each frame results in a trajectory
for hands which is used to classify dierent hand activities such as using a keyboard,
handling tennis ball, using calculator and resting.
Fathi et al. [32] designed a dierent approach for hand detection. The first step in
their method is foreground-background segmentation. The assumption for background
subtraction is that the background is static in the world coordinate frame and everything
that moves with respect to the background is foreground. That means some objects that
do not move throughout the video are part of the background. First, the larger back-
ground is modeled and then foreground regions are judged based on it. The foreground
regions consist of hands and other objects. They assumed that the hands cover most of
the foreground areas. It is a correct assumption based on the data that they are using.
In their object manipulation dataset, hands are visible most of the time. Thus, by com-
paring a color histogram of the whole foreground region and a given super-pixel, one
can determine whether the super-pixel is part of the hands or another object. Addition-
ally, because of the nature of egocentric camera viewpoint, it is possible to distinguish
between the two hands based on their locations in the video.
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Figure 2: Sample face detections in our wearable dataset;
images are ordered by camera, as listed in Tab.1
able device where the camera and computers are sewn into
the clothing. [1] presents geometric arguments for the chest
being the second-best location for a wearable camera with
respect to field of view and expected motion (following the
head). The data was collected in MIT’s high-traffic com-
puter science building during normal business hours.
Results: We evaluated Viola-Jones face detection on 100
randomly selected frames from each of the wearable camera
video sequences. Detection rates are summarized in Tab.1
and sample images are shown in Fig.2. Detections were
correct so long as they fired on faces turned within 90 .
Image Quality: Images from the first Firefly trial are no-
ticeably darker than the others and images from the Playsta-
tion Eye are significantly more noisy. Although the iPhone
had a slower lens than the Lifecam, its images remained
brighter, likely due to its backlit sensor and increased res-
olution, providing additional tolerance for noise caused by
gain. Severe blur was common among the cameras with
34ms exposures, but even they had some clear shots, likely
taken when one foot was on the ground, and the other rising.
Detection Performance: Precision and recall is very
poor for all cameras, with none exceeding 0.4 precision
or recall. Abstract faces were found in many and var-
ied objects–trash cans, billboards, lighting installations, and
ATMs among them. Among the correct person detections,
most were within 10 feet and walking towards the camera
but variations in pose that approached 90  were sometimes
tolerated. The seemingly low false-negatives of the first and
fourth trials can be explained by the severely limited con-
trast and resolution, respectively–in either case there sim-
ply was not enough signal for Viola-Jones to misfire as fre-
quently as it did on more reasonable trials.
Conclusion: The Firefly gave the worst performance
when its shutter speed was an aggressively fast 3ms, and
the best performance when it was a more moderate 15ms.
All other cameras yielded equivalent performances despite
variation in resolution and lens speed. Rolling shutters are
acceptable since, empirically, only 1 in 300 frames had ob-
vious shutter artifacts. Our results suggest that anything
short of a camera with a lens faster than F/2.0 and shut-
ter speed around 15ms may perform similarly, and that all
perform poorly on unconstrained wearable data. In light of
this, it may be best to design with failure in mind, and to
choose cameras based on other criteria.
Figure 3: Pictures of wearable configurations shown to the
public for comment, ordered by social acceptability. From
left to right, we have control (no wearable), ear (Bluetooth
camera), chest, pinwheel, head, and face. Though perhaps
absurd, the pinwheel is used as a point of reference.
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80%#
100%#
  Control#   #Ear#   #Chest#   #Wheel#   #Head#   #Face#
Acceptability+of+Wearable+Cameras+
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Figure 4: How does the
public feel about wear-
able cameras? These re-
sults suggest that the best
wearable camera may be
the one that is not seen.
3. Social Acceptability of Wearables
In order for a wearable assistant to be useful in daily liv-
ing, it must not interfere with the user’s ability to engage
in their environment. Ideally, it must not provide useless or
false information, nor should it interrupt the user from daily
tasks such as conversation. Yet, even if wearable devices
can be made useful, their adoption will be limited unless the
public accepts their use. In this section, we attempt to quan-
tify public opinion on wearable cameras with a Mechanical
Turk study and by shadowing subjects wearing cameras.
Acceptability Study: We asked 100 US MTurk work-
ers to comment on wearable cameras. We showed work-
ers 4 subjects (3 male, 1 female) wearing different cameras
as shown in Fig.3. Workers were asked to rate each photo
as normal, peculiar, or weird, with the setting being that
they encountered the subject in a grocery store. Our results
in Fig.4 indicate that while cameras visibly mounted to the
head or chest may offer the highest-quality data, they sim-
ply are not socially acceptable. If a camera must be visible,
then a Bluetooth-sized camera on the ear is preferable. In-
terestingly, the pinwheel, although perhaps the most absurd,
is more acceptable than are cameras mounted on the head!
Privacy: Privacy was a major concern for the workers:
Any guy that approaches me in a store with an
attachable camera to his head pointed at me, is not
going to get anything other than small talk from
me. Also, I will be sure to allow them to walk to
their car first in the parking lot. No way will they
film my license plate number.
While a wearable assistant would likely discard camera data
after processing, broadly convincing people that the device
is actually doing so may prove to be difficult.
2
Figure 2.2: Dierent device placements [52].
2.4 Devices
To do research in egocentric vision, one should be familiar with the wearable cameras
used to apture images, record videos or record other wearable sensors. These cameras
are designed both in academic institutions (e.g. [20], [51], [103]) and industry. Wearable
cameras are designed for dierent purposes such as life logging, recording first person
sport videos or studying human attention. Depending on their goals, these cameras
are equipped with other sensors such as acceleromet r, temperature/light sensor and/or
GPS. Other than availability and quality of dierent sensors in these devices, privacy
is an issue. The privacy and obtrusiveness of the wearable device may limit possible
applications. Hayden et al. have looked at the trade-o between accuracy of face de-
tection versus obtrusiveness of the wearable vision device [52]. Fig. 2.2 shows a study
of Hayden et al. Based on their survey, the smaller the device is, the more acceptable it
would be. In this section we review popular devices that can be used by researchers to
create egocentric applications.
FPV. Devyver et al., in [20], discussed the implementation of their first-person camera
that is mounted on the right side of a frame of glasses. They employed two cameras: a
forward camera with the same view as the wearer and a backward camera recording the
position of the eyes. The latter is used for gaze tracking and is considered the best way
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of estimating human gaze. They demonstrated results of their gaze tracking algorithm
which is done oine after transferring the videos to a PC.
WearCam. Piccardi et al. [103] designed a wearable camera (called WearCam) that is
installed on the forehead. They followed a similar path to [20] in designing the gaze
tracking system which is a camera looking at the eyes. The dierence was that they used
a mirror and a forward camera to do this task. With this simple idea, they could design
a very cheap camera that can track eyes reasonably well in most of the conditions.
Google Glass. According to Wikipedia1, Google Glass is set to be available for con-
sumers by early 2014. Based on Google’s reputation and the availability of the API, this
device is going to one of the leading platforms for egocentric applications. It is a glasses
frame with a battery, a display, a camera and a set of other sensors. It can connect to a
cellphone via Bluetooth for extra processing and internet access.
GoPro. GoPro2 is targeted at adventure video/photography. The company has some
dierent cameras designed for dierent situations. They are designed for filming sports
such as surfing, snowboarding, skydiving and others. Thus special mounting features as
well as hard and strong bodies, are the leading character of these cameras. HERO 3, the
latest 2012 version, captures up to 240 frames per second with 848  480 resolution.
Tobii. Tobii Technology Inc has many eye tracking systems including eye tracking
glasses3. The eye tracking glasses capture 640  480 resolution video at 30 frames per
second. It is equipped with a microphone and uses infra-red to enhance eye tracking.
SMI Eye Tracking. SMI eye tracking glasses are another head-mounted device that
tracks eyes and registers it with the video that is being recorded. It records HD video
1http://en.wikipedia.org/wiki/Project Glass
2http://www.gopro.com/
3http://www.tobii.com/en/eye-tracking-research/global/products/hardware/tobii-glasses-eye-tracker/
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at 24 frames per second. SMI eye tracking has a very stable eye tracking system and
works even with contact lenses.
SenseCam. SenseCam was developed by Microsoft Research [54] and it has been li-
censed to Vicon. It is designed for a variety of medical applications and is now available
commercially as the Vicon Revue. It is a chest mounted camera which takes VGA im-
ages (640480) at a predefined interval and can store up to 30000 images on its internal
storage. It is equipped with other sensors such as temperature, light sensor, accelerom-
eter and has ability to connect to an external GPS sensor.
Memoto. Memoto4 is designed by Memoto AB, a Swedish startup company. It is a
small wearable device that takes pictures with a fixed frequency. The good battery of
this device lasts for about two days which is equivalent to 4000 images. One of the
advantages of this device is the cloud storage service developed by Memoto.
Looxcie. Looxcie5 is designed by Looxcie Inc, an American startup company. It is a
small and light wearable device that is easy to wear on an ear. It also looks and functions
like a Bluetooth headset. In the low-resolution mode, 320  240, the camera records up
to 5 hours of continuous video which is considerably good for a wearable camera. It
also records higher quality videos and has a version that records high-quality HD videos
as well.
2.5 Datasets
In this section, we list all of the public first person vision datasets used by the Computer
Vision community.
4http://www.memoto.com/
5http://www.looxcie.com/
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(a) Google Glasses (b) GoPro (c) SMI Eye Tracking
Glasses
(d) Tobii Eye Track-
ing Glasses
(e) SenseCam (f) Memoto (g) Looxcie (h) WearCam
Figure 2.3: Popular devices for egocentric vision.
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Abstract
We present a method to analyze daily activities, such
as meal preparation, using video from an egocentric cam-
era. Our method performs inference about activities, ac-
tions, hands, and objects. Daily activities are a challenging
domain for activity recognition which are well-suited to an
egocentric approach. In contrast to previous activity recog-
nition methods, our approach does not require pre-trained
detectors for objects and hands. Instead we demonstrate
the ability to learn a hierarchical model of an activity by
exploiting the consistent appearance of objects, hands, and
actions that results from the egocentric context. We show
that joint modeling of activities, actions, and objects leads
to superior performance in comparison to the case where
they are considered independently. We introduce a novel
representation of actions based on object-hand interactions
and experimentally demonstrate the superior performance
of our representation in comparison to standard activity
representations such as bag of words.
1. Introduction
Understanding human activities from video is a funda-
mental problem in computer vision which has spawned a
rich literature [22, 32]. Much of the initial work in this
area has been focused on analyzing movement patterns, and
has resulted in near perfect performance on simple, stan-
dard datasets such as KTH [29]. In contrast to these early
datasets, people in realistic scenarios manipulate objects as
a natural part of performing an activity, and these object
manipulations are important part of the visual evidence that
should be considered. In addition, attempts to position fixed
cameras in homes or offices to capture naturally-occurring
activities is challenging due to the inherently-limited field
of view of a fixed camera and the difficulty of keeping all
relevant body parts, including fingers and hands, in focus
and at sufficient resolution at all times.
An alternative to the conventional “third person” video
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Figure 1: An overview of our approach.
capture paradigm is to mount a camera on the head of a
subject and record activities from an egocentric perspective
(i.e. from the subject’s own point of view). There has been
significant recent interest in the egocentric approach to vi-
sion [26, 30, 7, 31]. We believe that the egocentric paradigm
is particularly beneficial for analyzing activities that involve
object manipulation, for three reasons: First, occlusions of
manipulated objects tend to be minimized as the workspace
containing the objects is always visible to the camera. Sec-
ond, objects tend to be presented at consistent viewing di-
rections with respect to the egocentric camera, because the
poses and displacements of manipulated objects are consis-
tent in workspace coordinates. Third, actions and objects
tend to appear in the center of the image and are usually in
focus, resulting in high quality image measurements for the
areas of interest.
In this paper we address the problem of understanding
daily activities like meal preparation in an egocentric set-
ting. Most day-to-day activities consist of actions that in-
volve manipulating objects like pouring water into a cup,
opening a peanut-butter jar, etc. Interactions between ob-
jects and hands contain important discriminative cues for
action recognition. This suggests representing actions by
objects and their interactions with hands. This approach is
in contrast to traditional action recognition methods where
body configurations and movements are the main features.
A key aspect of our approach is the use of the seman-
tic relationships between activities, actions, and objects to
prune the search space arising in video interpretation. We
1
Figure 2.4: Sample frames from GTEA Gaze dataset.
2.5.1 GTEA Gaze
GTEA Gaze6 dataset was gathered in 2011 [32]. It consists of 17 dierent sequences for
videos performed by 14 dierent subjects. The sequences are all about kitchen works
and include 7 activities and 16 kinds of objects. They provide gaze information for each
video frame estimated by the camera as well as labels for the periods when the actions
are happening. Fig. 2.4 shows sample frames from GTEA Gaze dataset.
6http://www.cc.gatech.edu/ afathi3/GTEA/
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Figure 2.5: Sample frames from GTEA Gaze+.
2.5.2 GTEA Gaze+
GTEA Gaze+ 7 dataset which is a successor to the GTEA Gaze dataset, is collected as
a part of Georgia Tech’s AwareHome project [30]. It consists of 7 meal preparations
performed by ten subjects. They used SMI eye tracking glasses which provides better
resolution and framerate as compared to Tobii glasses. The activities include preparation
of American Breakfast, Pizza, Snack, Greek Salad, Pasta Salad, Turkey Sandwich and
Cheese Burger. Aiming to create a better dataset, they also annotated 100 objects as
opposed to 16 objects in the previous dataset.
2.5.3 UCI ADL
UCI Activities of Daily Life (ADL) dataset 8 is collected by Pirsiavash et al. [104] from
UC Irvine. This dataset is collected using a GoPro camera capturing high definition
quality videos (i.e. 1280  960) with a wide 170-degree viewing angle. This dataset
consists of 18 daily activities such as watching TV, combing hair, doing the laundry and
making tea. 20 people participated in the data collection to create a 10 hour combined
video. This dataset is both used for object recognition, and activity recognition as object
labels are annotated as well. Fig. 2.6 shows one frame with its object annotations.
7http://www.cc.gatech.edu/ afathi3/GTEA Gaze Website/
8http://deepthought.ics.uci.edu/ADLdataset/adl.html
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Abstract
We present a novel dataset and novel algorithms for the
problem of detecting activities of daily living (ADL) in first-
person camera views. We have collected a dataset of 1
million frames of dozens of people performing unscripted,
everyday activities. The dataset is annotated with activi-
ties, object tracks, hand positions, and interaction events.
ADLs differ from typical actions in that they can involve
long-scale temporal structure (making tea can take a few
minutes) and complex object interactions (a fridge looks
different when its door is open). We develop novel repre-
sentations including (1) temporal pyramids, which gener-
alize the well-known spatial pyramid to approximate tem-
poral correspondence when scoring a model and (2) com-
posite object models that exploit the fact that objects look
different when being interacted with. We perform an exten-
sive empirical evaluation and demonstrate that our novel
representations produce a two-fold improvement over tra-
ditional approaches. Our analysis suggests that real-world
ADL recognition is “all about the objects,” and in particu-
lar, “all about the objects being interacted with.”
1. Introduction
Activity recognition is a classic task in computer vision,
but is relatively less well-defined compared to neighboring
problems such as object recognition for which large-scale,
established benchmarks exist [6, 5]. We believe this is so the
following reasons: (1) It is difficult to define canonical cate-
gories of everyday behavior outside particular domains such
as surveillance and sports analysis. (2) It is difficult to col-
lect large-scale footage with rich intra-class variation. For
example, unscripted surveillance footage tends to be repeti-
tive, often dominated by scenes of people walking.
Traditionally, the above limitations have been addressed
by using actor-scripted video footage of posture-defined ac-
tion categories such as “skipping” or “jumping” [35, 11].
Such categories maybe artificial because they tend not be
functionally defined, a core aspect of human movement [1].
We focus on the problem of detecting activities of daily
Figure 1: Activities of daily living (ADL) captured by a
wearable camera.
living (ADL) from first-person wearable cameras. This for-
mulation addresses many of the limitations described above,
in that we use a natural list of daily activities developed
from the medical literature on rehabilitation. These activ-
ities are chosen so as to capture the representative move-
ments a person must undergo to perform everyday func-
tions, such as eating and maintaining personal hygiene.
Wearable cameras also provide a practical advantage of ease
of capture; we have amassed a diverse, 1 million-frame
dataset of people performing natural, everyday activities in
diverse home environments. We argue that ease of data col-
lection is one important benefit of wearable cameras.
Application 1 (Tele-rehabilitation): The medical liter-
ature on nursing and motor rehabilitation [21, 3] describes
a variety of clinical benchmarks used to evaluate everyday
functional activities such as picking up a telephone, drink-
ing from a mug, and turning on a light switch, etc. We de-
velop a taxonomy of everyday actions based on such med-
ical evaluations (Fig.7). These evaluations are currently
done in the hospital, but a computer-vision system capable
of analyzing such activities would revolutionize the rehabil-
itative process, allowing for long-term, at-homemonitoring.
1
Figure 2.6: A sample frame with object annotations from UCI Activities of Daily
Life (ADL) dataset.
2.5.4 First-Person Social Interactions Dataset
First-Person Social Interactions Dataset9 is composed of 8 days worth of video recorded
by six people who spent a day in Disney World Resort in Orlando, FL [31]. Since
the cameras are worn at the same time by multiple people, int resting problems can
be solved using this dataset. Fathi et al. made a system to det ct a soci l interaction
between people using multiple cameras in the same scene.
9http://www.cc.gatech.edu/ afathi3/Disney/
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2.6 Applications
2.6.1 Activity Recognition
Activity recognition is one of the most important applications of Egocentric Computer
Vision. Having a better viewpoint gives an advantage to egocentric cameras to capture
the human action compared to third person cameras for many activities. This viewpoint
dierence makes some techniques fail while helping other methods. One crucial as-
sumption in third person cameras (e.g. surveillance cameras) is that the background is
not changing which helps to segment the foreground regions for later processes. On the
other hand, egocentric viewpoint helps in other cases such hand detection, tracking and
hand gesture recognition.
Human activities are very diverse, structured and complex. Researchers have fo-
cused on dierent subsets of human activities. Recent works can be categorized into
three categories: object-based, motion based and gaze based activity recognition.
Object Based Activity Recognition. Most of the egocentric activity recognition pa-
pers fall in this category. Object-based activities are defined as activities that involve the
interaction of a human with some object(s). In some cases, depending on the activities,
the objects solely define the activity. For example, in making a peanut butter jelly sand-
wich, it might be enough to detect relevant objects such as bread, peanut butter and jelly
and knife. Sometimes, the order in which the object appear is important to detect the
activities. For example, to detect whether the lid of a peanut butter jar is being closed or
opened, it is important to detect the lid before or after the closing or opening of the lid.
Additionally, since the state of these objects changes during the activity, it is beneficial
for the Computer Vision system to be able to detect object/environment state changes.
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For example, peanut butter spread on a piece of bread is an example of change of state
for bread.
Research on object based activity recognition has mostly been done in indoor envi-
ronments where the number of objects is limited. Pirsiavash et al. [104] did an indoor
experiment in which they asked 20 people to do 18 dierent known activities in their
homes including washing hand/face, combing hair, laundry, watching TV, making tea
and drinking water bottle. Their main assumption is that activities can be represented
by a set of objects and their appearance in time and space. For example, making tea
requires first boiling water, pouring it into a cup and putting a tea bag in the cup. This
activity includes three objects that are a teapot, tea bag, and cup. It is also important
where and when they appear in the video.
Pirsiavash et al. built their work on an object-based representation of activities. Their
representation is a temporal pyramid of objects which is dierent than spatio-temporal
pyramids such as [13]. In this model, they define a score function for every location, size
p = (x; y; s), frame number (t) and object (i). They used a deformable part [34] model
approach to compute the score function. Additionally, f ti is defined as the maximum
score for a given object in a frame.
scoreti(p) 2 [0; 1] (2.1)
f ti = maxp
scoreti(p) (2.2)
Using the f values, they construct a temporal pyramid in the following way, where
there are bins of dierent sizes that build a pyramid. x, the feature vector, represents a
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”Bag of features” is a naive way of aggregating these
features by averaging them over time.
x0i =
1
|T |
X
t2T
f ti (3)
The above representation ignores any temporal structure;
we may want to encode, for example, that “making tea” re-
quires first boiling water and then (minutes later) pouring it
into a cup. Such long-scale temporal structure is difficult to
encode using standard hidden markov models. We develop
a flexible model based on the spatial pyramid match kernel
[25]. We represent features in a temporal pyramid, where
the top level j = 0 is a histogram over the full temporal
extent of a video clip (as in (3)), the next level is the con-
catenation of two histograms obtained by temporally seg-
menting the video into two halfs, and so on. We obtain a
coarse-to-fine representation by concatenating all such his-
tograms together:
xj,ki =
2j 1
|T |
X
t2T j,k
f ti ; 8k 2 {1...2j} (4)
where T j,k is the temporal extent of the k’th segment on
the j’th level of the pyramid and xj,ki is the feature for the
i’th object detector on that segment. The scale factors de-
fine an implicit correspondence based on the finest temporal
resolution at which a model feature matches a video feature
[13]. We use j 2 {0, 1} levels. These allows us to encode
long-scale temporal structure in a “soft” manner; one must
touch a kettle at the beginning of a making tea action, but
the precise time may vary a bit.
We use our models for activity recognition by learning
linear SVM classifiers on features
x = min
⇣ h
x01 . . . x
j,k
i . . . x
L,2L
K
iT
, 0.01
⌘
with the public SVM implementation of [7]. We found an
elementwise-minimum was useful to approximately “bina-
rize” x, so that it softly encode the presence or lack thereof
of object i (inspired by the clipping post-processing step
in SIFT [26]).We experimented with various histogram ker-
nels [41], but found a simple linear kernel defined on an
L1-normalized feature to work well.
4. Active object models
Recognizing objects undergoing hand manipulations is
a crucial aspect of wearable ADL recognition (see Fig.2)
[22]. Following recent work on human-object interaction
models, one approach may be to detect objects and human
body parts (hands) in frames, and then reason about their
spatial relationship. However, this ignores the fact that ob-
jects may significantly change in appearance during inter-
actions - an open fridge looks very different from a closed
fridge.
Figure 2: Our dataset (top row) contains images of objects
under different semantic states-of-use (e.g., a microwave
with open or closed door). These semantic states are typ-
ically not captured in web-based photo collections (bottom
row). Our active/passive object models exploit such visual
cues to determine which objects are being interacted with.
(a) passive stove (b) active stove
Figure 3: We visualize our passive and active stove models.
pan tv
mug/cup dish
Figure 4: To visualize the average location of active vs pas-
sive objects in our ADL dataset, we make a rectangular
mask for each bounding box and average them all for pas-
sive (on left) and active (on right) instances of annotated
objects. Active images tend to have larger bounding boxes
at the center of the image, indicating that active objects tend
to occur at large scales near the center of the field of view.
Figure 2.7: Passive vs active stove [104].
coarse-to-fine histogram for a set of frames. Then these feature vectors are then classi-
fied using a linear SVM classifier.
x j;ki =
2 j 1
jT j
X
t2T j;k
f ti 8k 2 f1; :::; 2 jg (2.3)
Additionally, they introduced the notion of active objects. It is a fact that objects
have dierent appearances when they are being interacted with. Also, because of the
nature of the egocentric video, active objects appear in certain locations of the image.
For example, a model for an active stove (Fig. 2.7) should consider the occlusion of
hands and the high probability of the stove location at the bottom of the image. In their
method, they trained separate object detectors for active objects and added the location
of the object to the feature vector to model the active object location as well.
Motion Based Activity Recognition. Motion is another source of i formation f r
activity classification. Motion is important in lmost every activity, and there are certain
activities that a e d fined just based on mov ment. Th source of these movements can
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be the first person, his hands or other objects. First person movement activities include
physical activities e.g. running or walking and activities that are defined by changes
in the whole scene such as driving a car [66] [77]. The second category, hand move-
ments, include dierent hand gestures such hand gesture recognition paper by Hanheide
et al. [49]. The third category models the movement of hands when interacting with
dierent objects [47] [48].
Kitani et al. [66] used a helmet-mounted GoPro camera to capture videos from rig-
orous sports scenes. They used a histogram of motion to describe the activity. The
histogram consists of motion direction, amplitude, and variance from a set of sparse
motion vectors. The noise in the motion vectors are removed by applying a planar ho-
mography model between consecutive frames, and they used RANSAC to find the best
transformation. Using a probabilistic model, they designed an unsupervised activity
discovery system which they later combined with specific labels for each sport to make
a supervised classification. They defined about 10-20 ego-actions for each sport. For
example, surfing includes underwater swimming, hitting waves or light paddling. They
showed that their method is more accurate compared to other unsupervised clustering
algorithms [77], HMM and still image activity recognition.
Hanheide et. al [49] made a system for tracking hand trajectories. They designed
a kernel based tracker to track hand movements. They showed classification results for
five categories of pour left, pour right, move left, move right and shake.
Gaze Based Activity Recognition. Some cameras such as Tobii or SMI are
equipped with specific hardware that facilitate the gaze estimation process. There are
two ways that gaze can help the activity recognition process: direct and indirect. There
are some activities such as reading a newspaper or watching TV that are directly re-
lated to gaze while gaze can help in the recognition of other activities such as making a
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sandwich by highlighting the important regions in the video.
Ogaki et al. [95] designed a system to directly use gaze for the set of eye related
activities including reading, watching a video, writing, copying text using two screens
and web browsing. First, they process the two-dimensional gaze signal to remove noise
before extracting features from the signal. They later combined it with the global motion
of the video which represents head movements. The concatenated features are clustered
to make a codebook which later is used for classification.
Fathi et al. [30] used gaze to find important objects in the scene which they used for
activity recognition. They combined the gaze information with their previous paper [32]
to enhance the foreground segmentation.
2.6.2 Health-related Applications
Generally, there are many health related applications for wearable computing and special
sensors including measuring blood pressure, sugar level, physical activity, air pollution
and so on. In this section, we specifically talk about applications related to Alzheimer’s
disease and autism spectrum disorder.
Autism
Autism Spectrum Disorder (ASD) is a developmental disorder that touches 1 in every
160 children. It presents itself in impairments in social interaction, communication and
stereotypical and repetitive behaviors. One of the symptoms of children with autism is
reduced gaze towards social stimuli. Computer Vision researchers have built dierent
systems to study gaze in children to detect Autism in its early stages. Since it is not
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comfortable for children to wear gaze-tracking glasses, researchers used other methods
to estimate their gaze. Noris et al. used a camera with a backward facing mirror to
record eye movements [92]. Another method that Ye et al. used was not to equip the
child with any devices and use face recognition algorithm to estimate the gaze [140]
from a second person point of view.
Noris et al. [92] used a camera calledWearcam(Fig. 2.3). WearCam has two cameras
and can record video while estimating gaze simultaneously. Their empirical results
support the phenomenon of gaze downcast in autism. Their experiments verified the
brain studies that explain the gaze downcast as a response to sensory overload coming
from a hypersensitivity to visual stimuli.
Alternatively, Ye et al. [140] used a pair of glasses that is worn by an adult who
interacts with the child. Their goal was to find moments of mutual gaze. They achieved
this by finding the orientation of the child’s face and the gaze direction of the child from
the video. Then, they matched this when the adult’s gaze is on the child’s face. Their
paper used two commercial tools for gaze tracking (SMI eye tracking glasses) and face
orientation (OKAO Vision library).
Memory Aid
There exist some complex brain damages such Alzheimer’s disease and Limbic En-
cephalitis that makes it hard for the patients to recall past experiences. Researchers have
proposed dierent ways to help the patient recall events from his/her long term memory.
One of these approaches is recording images of daily life to help the patient remember
more details. This is one of the reasons for the design of SenseCam [54]. It is a chest
mounted wearable camera that periodically and passively takes pictures and stores them
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 SenseCam: A Retrospective Memory Aid 189 
4.3   Comparison with a Meticulous Written Diary 
The results of the short- and longer-term studies described above are incredibly prom-
ising. They indicate that if Mrs B is exposed to a period of review of SenseCam im-
ages, this acts to consolidate her own memories of the event and this in turn aids their 
subsequent recall. However, it is possible that any kind of rigorous review of an event 
would have a similar effect – in which case there is nothing particularly special about 
the use of SenseCam as a memory aid. For this reason, Mr and Mrs B took part in one 
final experiment. 
The method for this experiment was analogous to those described above, but in-
stead of Mrs B recording an event using SenseCam, her husband instead kept a de-
tailed written diary of it. Mrs B was tested in the same way as before, but after each 
test Mr and Mrs B reviewed the written diary (rather than SenseCam images). This 
was done for three different events across a one-month period. The results indicate 
that periodic review of such detailed diaries acts to maintain Mrs B’s memory of an 
event, but that as soon as there is a significant gap those memories are completely 
lost. This differs to the results when SenseCam is used, where Mrs B’s memory actu-
ally improved during the periodic reviews, and was maintained across very significant 
gaps. 
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Fig. 9. Mrs B’s recall of autobiographical events. Three conditions are plotted, namely recall 
when no memory aid is used, the effect of reviewing a meticulous written diary, and what 
happens when SenseCam is used. 
4.4   Summary of Recall Testing 
The results from all three experiments are brought together in Figure 9. Two events 
were tested with no memory aid to demonstrate the baseline condition; in this case 
Mrs B recalls nothing about an event that occurred just five days earlier, even if her 
husband reminds her every couple of days. Three events were recorded with a meticu-
lous written diary, and in this case Mrs B’s memory can be maintained (more-or-less) 
by way of periodic review. However, after a one month period of no review, this 
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Figure 2.8: Eect of sing visual life logging to a memory f patient with Limbic
Encephalitis disorder.
in its memory. Hodges et al. [54], performed a study with a 63-year-old woman who
as diagnosed with Limbic Encephalitis, a di o der of the bra ’s memory system. They
compared three dierent scenarios: no aid, text diaries and visual diaries i.e. SenseCam.
Fig. 2.8 shows the patient’s relative recall of the details of the past events. The horizon-
tal axis shows recall after a dierent number of days and the vertical access shows the
relative recall. They showed that in average SenseCam helped the patient to remember
nearly three times as many details as she could unaided.
2.6.3 Life Logging and Summarization
Another application of egocentric cameras is passive life logging. There are cameras
that are specifically designed for life logging. It is required for these cameras to be
energy ecient and easy to wear. Another limiting factor for these cameras is storage.
These constraints impose many design challenges.
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Other than the cameras’ design challenges, processing the vast amount of images
captured is very hard. Summarization is the key to managing large life logging image
galleries. It is a way of reducing the size of the data in an abstract form e.g. sampled
images [75], video subshots [82], grouped pictures [23], or high-level histograms [10].
The output of summarization can be representative, interesting or rare images/image
regions. Another type of summarization is calculating dierent statistics from the visual
or non-visual data such as activity histogram, concept statistics or location histogram.
Lee et al. proposed to summarize an egocentric video based on the appearance of
important people and objects [75]. They defined a supervised learning problem to score
regions based on their importance. They designed a two-step annotation process to ask
annotators to find the important regions in their training video clips. The first step is ask-
ing the user to summarize a fast-forwarded video clip using a written sentence. Given
the text description from the first step, a dierent user is asked to draw a segmentation
boundary for objects and people mentioned in the text from the first step. This two-step
annotation reduces the ambiguity of the task and makes it easier to explain to annotators.
Typically, from a 3-5 hour video, they get 35 text descriptions and 700 object segmen-
tations. Using these annotations, they taught a regressor to score regions based on the
features that they extract from them.
The importance of regions is predicted from three dierent features: egocentric fea-
tures, object features, and region features. Egocentric features are based on the region’s
distance to the center of the frame (similar to gaze), distance to hands and frequency
(i.e. number of appearances of the region in the video). Object features are object-like
appearance (e.g. regions perimeter and the dierence between the object’s texture and
its surroundings), consistent motion dierent from nearby regions, and the likelihood of
being a human face. Finally, the region features include region’s size, centroid, bound-
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ing box centroid and width and height. Using all of the mentioned features and their
pairwise multiplications they create a feature vector for each region.
To summarize a video, first, it is segmented into multiple events based an agglomer-
ative clustering on color histograms of video frames. Then given a compactness param-
eter for the summarization, each event is summarized with a set of selected frames based
on the important regions that exist in those frames. To quantify their results, they asked
people to compare their summarization results and a uniform sampling of the frames
and showed that their method works better.
Aghazadeh et al. proposed a system that automatically finds novelties in life logging
videos [1]. Their dataset consists of 31 videos of a subject walking from metro station
to work every day. They leveraged the inherent repetitions in their dataset and matched
video frames across dierent videos. For the matching, they used local features with
PROSAC which is a faster method than RANSAC. With matching individual frames,
they created alignment between these videos. Their idea for novelty detection is that
whenever a novel situation happens, it cannot be found in other videos. They created
their novelty detection based on this idea and compared their algorithm with ground
truth provided by human input.
Alternatively, life-logging data can be summarized with some high-level information
extracted from the images. Byrne et al. used a classifier to classify images into multiple
categories to create a histogram of dierent concepts that exist in the data [10]. They
used SenseCam cameras for their experiments and gathered a large dataset of a com-
bined 137 days of 5 persons. They defined a set of 32 various concepts such as place
concepts (e.g. buildings, indoor and oce), objects (holding a cup, vehicle and hold-
ing a phone), activities (such as shopping, reading a newspaper, teaching and driving).
They defined a fully supervised learning problem and used a bag of words approach
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using Wiccest and Gabor feature extracted from images. Another common method to
improve concept detection on life-logging data is smoothing the concept signal over
time. The reason is that the same concepts tend to appear in multiple consecutive frames
rather than a single frame. Therefore, smoothing of concept signals helps to improve the
concept prediction accuracy. Using this method, Byrne et al. achieved 75% accuracy on
their dataset.
2.6.4 Place Recognition and Navigation
Place recognition is another possible application of egocentric cameras. It can be used
when either the positioning signals (GPS and WIFI) are low or when the exact position
of the destination is not exactly known. Indoor environments are examples of situa-
tions where the GPS signal is not available and if WIFI signal is not available too, we
need to use other sources of information to find the current location. Given a database
of geo-tagged images, it is possible to search for an image to find its location. This
is a well-developed research problem in Robotics which is called Visual Simultane-
ous Localization and Mapping (Visual SLAM). Similar approaches could be used for
human mounted cameras with the main dierence that human movements are usually
much more unconstrained compared to robots. The search can be done just based on lo-
gos [110], street signs [90](see Fig. 2.9) or the whole image [35] [61]. Here we describe
a few successful papers on egocentric place recognition.
Kang et al. designed a place recognition algorithm for indoor environments [61].
They formulated this problem as a large scale image search. For that, they performed
local feature extraction with a term frequency, inverse document frequency approach
(TF-IDF) approach. Their method consists of two steps. The first step is a normal TF-
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(a) (b) (c) (d)
Figure 2: The database contains a wide variety of outdoor images each of which contains a street plate inside and comes with
3 different viewpoints {-45, 0, 45} and 3 scales {large, medium, small}. So, for each street plate we have 9 images in the
database. Range of viewpoint and scale variation is represented by these four pictures.
Figure 3: User takes an image from an urban place using his/her mobile phone and sends it to a server. Some target objects
within the image are detected (the street plate) such that location of the person can be identified by recognizing some uniquely
discriminant sign within the detected area of interest (the street name).
and Duygulu, 2007) and limited affine transforma-
tions of text (Ataer and Duygulu, 2007)(Ganapathi
and Lourde, 2006). Hence, these methods still need
to be combined to detection methods to be able to per-
form well in more general cases.
To the best of our knowledge there is no method that
can provide an efficient solution to the three men-
tioned tasks simultaneously in the full generality and
scale of our problem.
2 METHODOLOGY AND
FRAMEWORK
2.1 Detection Phase
Adaboost (Freund and Schapire, 1995) has been
proven to be fast and accurate for structural object de-
tection problems. It is an algorithm for constructing
a strong classifier as a linear combination of simple
features, called weak classifiers. For general object
detection Haar features have been used as weak clas-
sifiers(Papageorgiou et al., 1998). These features can
be defined as the difference of the sum of pixels of
areas inside windows, which can be at any position in
the original image and have different scales, see Fig-
ure 4 for examples. Viola and Jones (Viola and Jones,
2001) introduced integral images as a fast method to
calculate the difference of the sum of pixels.
To detect street plates in outdoor images we use
adaboost in a similar way as in (Viola and Jones,
2001) where it was used for detecting faces. To train
the adaboost we need positive and negative samples.
As positive samples we consider rectangular regions
of the image containing only a plate. To get them we
annotate all the images in the database. Later we will
use half of the images in the database for training the
adaboost and the rest for test, but we need to annotate
all images to evaluate how detected windows inter-
Figure 2.9: Overview of Naderi’s place recognition system [90].
IDF search in which visual words are weighted inversely based on the number of their
appearances. The output of the first stage is a set of candidate images. The second step,
which is call d Re-search, is essentially the sam as the first step with the exception that
inverse document frequencies are estimated based o the set found from the fir t stage.
Using this approach, the gained about 15% improvement in aver ge precisi n.
Flint et al. use a slightly dierent approach [35]. Their algorithm searches for the lo-
cation up to a room by matching textons (i.e. vector quantized feature vectors ) extracted
from images. To decide on a location of an image they designed a probabilistic model in
which correlations between textons in dierent parts of the image are used. The also ap-
plied the same method to classify whether the camera is looking downwards, straight or
upwards. Additionally, they used this information to find out where to search for certain
objects, which they call Active Search. For that, they found the correlations between
object locations and the camera’s orientation, which help in finding objects.
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2.7 Conclusion and Future Works
In this report, we surveyed several recent papers in Egocentric Computer Vision. We first
explained some of the basic tools and methods needed for the processing of egocentric
data such as object recognition, hand detection, RFID, gaze, activity recognition as well
as non-visual sensors such as EOG. We then listed the popular devices designed or used
by industry or academia. Later we listed some of the public egocentric datasets. After
that, we showed some applications that can be built on egocentric devices.
There are many ways to improve state of the art in Egocentric Computer Vision
since it is in its early stages, especially in life logging which is one of the dieren-
tiations between Egocentric Computer Vision and the rest of Computer Vision. First
of all, life-logging cannot be done with a non-egocentric camera. Secondly, there are
certain characteristics that these videos have that can be exploited to create interesting
applications.
One of these characteristic is that a human usually sees and interacts with a few
instances of most of the object categories. For examples, the camera wearer sees an
instance of each of the laptop, keyboard, monitor and computer mouse categories every
day. There are exceptions to this too such cars and trees. A successful object detector
should be able to leverage this fact and tailor its models for some of the categories to
specific instances. Another interesting research problem is “how can we discover these
objects?” and “how should we get annotations for those objects?”, “how can we use
existing annotated datasets such as ImageNet [18] for this task?” and “how do we use
minimal user supervision to guide the process?”.
Another characteristic of these videos is the daily repetitions. We need better meth-
ods to eciently discover daily routines to be able to analyze life logging videos. Also,
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finding events that are not a part of daily routines such as interesting moments and nov-
elties will also be very beneficial.
Additionally, since battery and storage are limited to the wearable devices, programs
that are running on these devices need to be energy ecient. Also, there is a fundamental
question of how much data is needed for a certain task. It boils down to three factors:
the video resolution, time sampling rate, and the video quality. We need to answer these
questions to be able to save battery and storage space so as to increase the device’s
lifetime.
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CHAPTER 3
DISCRIMINATIVE REGIONS: A SUBSTRATE FOR ANALYZING
LIFE-LOGGING IMAGE SEQUENCES
3.1 Abstract
Life-logging devices are becoming ubiquitous, yet still, processing and extracting infor-
mation from the vast amount of data that is being captured is a very challenging task.
We propose a method to find discriminative regions which we define as regions that are
salient, consistent, repetitive and discriminative. We explain our fast and novel algo-
rithm to discover the discriminative regions and show dierent applications for discrim-
inative regions such as summarization, classification and image search. Our experiments
show that our algorithm can find discriminative regions and discriminative patches in a
short time and extracts great results on our life-logging SenseCam dataset.
3.2 Introduction
We are entering the age of wearable computing. Wearable devices are becoming more
powerful and ubiquitous. Wearable cameras such as Google’s Project Glass, Narrative
and SenseCam are adopted more and more by people. However, indexing the enor-
mous amount of pictures that is being captured by these devices remains a challenge.
Furthermore, these visual logs of people’s everyday lives provide a rich source of data
for information extraction, including a variety of dierent Computer Vision tasks. In
this paper, we propose a method to find regions of interest in the life-logging image
sequences and also showcase a few applications of this representation.
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Input Image  Consistent Regions 
Discriminative 
Patches
Discriminative 
Regions
Figure 3.1: Discriminative Regions. First column is the input image. Second col-
umn shows consistent regions. Third column shows four discrimina-
tive patches discovered for set a of images from the same scene as the
input image and Fourth column highlights the discriminative regions.
In this work we are using SenseCam, a chest-mounted wearable camera, that peri-
odically takes pictures every 20-30 seconds. This results in about two thousand images
per day. Thus, there is a need for algorithms to analyze and extract information from
these image sequences to facilitate the search process. The process would ideally be
unsupervised or supervised with minimal human input.
We propose an algorithm that highlights regions of interest in life-logging images.
We define these regions to be salient i.e. conspicuous regions, consistent i.e. reliably
appearing in a few consecutive frames, repetitive i.e. frequently appearing in the image
set, and discriminative i.e. are specific to a particular scene.
Saliency and consistency constraints help focus on regions that are in the foreground.
We design a novel robust method to find consistent regions based on a forward-backward
36
search in the feature space. Then those consistent regions are ranked based on their
discriminative power and the number of their appearances. The motivation behind dis-
criminative regions is that the parts that are visible everywhere are not very informative.
Consider a scene where the user is working in his/her oce. In this case, there are parts
of the image that specifically belong to the oce while others are shared with several
other scenes. The idea is that the interesting regions are those that are specific to a scene
and these regions should contain features that discriminate a given scene from others.
Based on this definition, the oce objects such as a monitor, keyboard, etc that are
visible at the oce become the discriminative regions for the oce scene.
The organization of this paper is as follows. Sec. 3.3 reviews the related works.
Sec. 3.4 and Sec. 3.5 explain our algorithm that finds regions of interest that satisfy the
four requirements. Sec. 3.6 discusses how we find discriminative regions after discov-
ering discriminative patches. Later in Sec. 3.7, we show a few applications we build on
top of these discriminative regions. Sec. 5.5 discusses our experiments and results and
we conclude in Sec. 3.9.
3.3 Background
Ego-centric, First Person or Wearable Computer Vision has recently emerged as an area
of great interest to computer vision researchers. Recently there have been works on
finding objects and their relations to activities [32], [33] and [104]. These methods
usually require extensive amounts of annotation of object segments, bounding boxes or
other labels for each image or video frame in the sequence.
Another relevant line of work is object discovery [112] [39] [19] [65] [124] [137].
Most of these works address category level object discovery or object category dis-
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covery. These methods are designed for cases where multiple instances of each cate-
gory are available in the dataset whereas in life-logging image sequences where there
is usually one instance of each object category. The challenge in discovering objects
in life-logging focuses more on finding objects in a variety of imaging conditions e.g.
viewing angle, illumination, and occlusion rather handling the intra-class variation of
objects such as dierent shapes or sizes of objects. Among these methods, Kang et al.
work [62] is the most relevant paper. Their idea is to find groups of mutually consistent
image segments. They first ran segmentation on all of the images of their dataset to
get many small segments and designed an algorithm find co-occurring segments. Later,
those segments are joined to form object segments. In this process, since their goal was
instance-level object discovery, they also imposed appearance and geometry constraints
in their optimization. They tested their methods on lab controlled image sets. The dif-
ference between their work and this paper is that we are working with real life-logging
images and this introduces many challenges such as the size of the dataset, uncontrolled
illumination, and occlusion. The other dierence is that we focus more on finding can-
didate segment while their work is on how to connect these segments to form objects.
Our discriminative patch discovery method is similar to [21] and [123]. Singh et
al. randomly subsample patches from a dataset of images with labels and apply an it-
erative discriminative learning method to find the patch clusters that demonstrate high
discriminative power. Their iterative SVM learning is based on Ye et al. work on clus-
tering [139]. We adapt the discriminative patch discovery idea and propose a simpler
and faster algorithm to find discriminative patches.
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3.4 Consistent Regions
As mentioned earlier, finding consistent regions is a crucial step in finding image re-
gions containing objects of interest. We define consistent regions as parts that are visi-
ble across several consecutive frames in the image sequence. For example, in Fig. 3.3,
the consistent regions are bike handle and hands while everything else lies on the back-
ground. The key factor is that the frame rate is variable between 20-30 as opposed to 124
in SD videos. Due to the low frame rate, optical flow algorithms, object tracking, and
background subtraction methods fail to find the consistent regions.
Life-logging scenes can be classified into two groups: stationary scenes and dynamic
scenes. Stationary or low motion scenes are dominant in the life-logging images. These
scenes are mostly sitting cases including working with a computer, watching TV, eating
meals or sleeping and less occasional standing or other postures. Images of these scenes
show very small change and large portions of these images are consistent. The other
type of scenes is dynamic scenes in which usually the camera is translating in space.
This includes biking, driving or walking. In the biking or driving scenes, there are parts
of the image that are changing while some parts remain consistent. The consistent parts
of the image may change their position in the next frames but they remain visible for at
least a few frames. Walking or running are another types of dynamic scenes where the
whole scene is significantly changing, do not have consistent regions.
There are several solutions for standard frame rate videos. Optical flow or back-
ground subtraction methods might solve this problem when the object movements are
small. Fig. 3.3 shows a sample of three consecutive frames. In these frames, the bike’s
handlebar, some of the parts of bike’s body and hands constitute the consistent regions
while the road, trees, and sky compose the background. Conventional foreground-
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background segmentation methods fail because of two reasons: (1) the appearance of
those regions change between consecutive frames due to lighting changes, shadows,
viewing angle and deformations. (2) the movement of these regions between these
frames can be reasonably large e.g. the center of the bike handle may reside at the
center of one frame and move to the far left in the next frame. Thus, we need a method
that can handle more variations in the appearance and the movement of objects than the
conventional methods do.
We propose a forward-backward search method to address these two issues which
are based on searching small regions of the image in the images before or after it. To
handle the location change, we search for each region in the next or previous frames in
all of the possible locations. And we use HOG features to encode the structure of the
region and cope with the variations in the appearance. Fig. 3.2 shows two consecutive
frames from a biking scene. Consider a patch from the middle frame e.g. the center
of the bike handle. We search for this patch in the previous frame to find its nearest
neighbor. We do not constrain the search space to a local region and search throughout
the previous frame for the best match. Our goal is to find another instance of the given
patch in the previous frame if it is visible. One solution is to look at the distance between
the given patch (A) and its nearest neighbor (A
0
) in the feature space and accept the match
as a correct match if the distance is lower than a threshold. But our experiments show
that this approach is not very reliable, as the distances to the nearest neighbor for the
wrong matches are sometimes lower than the correct matches. We propose not to rely
on the distances in the feature space. Instead, we do another search for A
0
in the middle
frame A
00
. If the starting patch A is a consistent patch, then A
00
would be the same as or
very close to A. And if the starting patch e.g. B is not a consistent patch, then its nearest
neighbor, B
0
, is a wrong match and B
00
falls at a dierent location.
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Figure 3.2: Consistent Patch Detection. Two patches from the right image are
selected A and B. Their nearest neighbors in HOG feature space are
labeled as A
0
and B
0
in the left image. Finally A
00
and B
00
are the nearest
neighbors of A
0
and B
0
respectively.
To implement the proposed method, first, we extract dense HOG features from a
grid of points from middle and left frames and create a kd-tree on the extracted features
for each frame. Using the kd-trees, two searches are done for each patch in the given
image. If the resulting patch is spatially close to the given patch, they the given patch
is considered a consistent patch. The same procedure is done on the middle and right
frames, and the final consistency map is the intersection of the two maps. Fig. 3.3
shows threes consistency maps where the middle one is the intersection of the left and
right maps. Finally, the last image shows the middle image with the overlaid consistency
mask.
3.5 Discriminative Regions
After finding the salient and consistent regions, our goal is to group these regions to form
clusters. Some of these clusters may represent meaningful regions and some clusters do
not, even with very low intracluster error. We define meaningful clusters as those who
demonstrate discriminative power. For the discrimination, we use two sets (labels).
Since we use image labels, this work can be considered as a weakly supervised method.
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Figure 3.3: Consistent Region Detection Sample. The top row show three consec-
utive images from a biking scene. The second row shows the consis-
tency maps. The right binary map is generated using first two images
and the left map is generated using the last two images. The middle
map is the intersection of the two maps which is overlaid on top of the
original image in the third row.
Later we discuss ways to automatically extract the information we need for these labels.
We assume that we have two image sets: P andN. P contains a group of images from
a particular scene. The scenes can be dynamic or static, and they usually correspond to
human activities such as biking, walking, driving, working in the oce and watching
TV. N is the universal or negative set and contains everything but P. For example P may
represents images of a biking scene while N is the set of all other images. Later in the
Sec. 5.5, we discuss dierent combinations of P and N.
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(a) Sample images from set P (b) Discriminative patches found before the merging step
(c) Sample images from set N (d) Discriminative patches found after the merging step
Figure 3.4: Discriminative Patch Discovery. (a) and (c) show examples of P andN
respectively. (b) shows the discriminative patches that are discovered
by our algorithm. Each column represents a discriminative patch and
the patches in each column are the nearest neighbors of the patch in
the first row. Finally, (d) shows the discriminative patches after the
merging step.
U = P [ N  Rd (3.1)
More specifically P and N are the sets of extracted features from patches randomly
sampled from the consistent and salient regions. We used histogram of oriented gradi-
ents (HOG) [16] and color (a? and b? channels of La?b? color space) to represent each
patch. Furthermore, all of the selected patches from an image share the same labels as
their image source. There is a one-to-one mapping between labels and sets. All of the
patches in P have +1 label while patches in N have  1 label.
We propose to solve the discriminative patch discovery by looking at nearest neigh-
bors of each feature point. Nk(x) is defined as set of k nearest neighbors to x based on
the distance function d. If we look at the distribution of labels in Nk(x), we can find
patches that most likely appear in either P or N and patches and appear in both sets.
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Nk(x) = fx0jx0 2 U;8y 2 U   Nk(x) : d(x; x0) < d(x; y)g
andjNk(x)j = k
(3.2)
Specifically, we measure the label proportion in Nk(x) by counting the number of
element in each set (i.e. P or N) and dividing the two numbers. The larger the value of
division, the more discriminative the patch. The idea of iterative discriminative learning
[21], [123] is to first run unsupervised clustering such as k-means and then at each
iteration train an SVM classifier to separate each cluster from the rest and take the top
matches of each classifier each cluster as positive in the next iteration to train another
set of classifiers. Following their method, we implemented the iterative SVM learning
but we did not see improvements over our nearest neighbor based discriminative patch
discovery. There are two main reasons. The first reason is in the nature of our data.
Since we are using life-logging images, there is an inherent repetition of objects in the
image sequence that helps to achieve good clusters with our method. The second reason
is that our results are much cleaner than k-means clustering which makes it hard for the
iterations to improve the quality.
D(x) =
jNk(x) \ Pj
jNk(x) \ Nj (3.3)
After calculation of the discriminativeness value D(x) for all the patches in the P,
we sort patches based on their discriminativeness value in the decreasing order and pick
those with highest values. In our experiments, we use D(x) = 4 as a cut-o value to
select the discriminative patches. D(x) >= 4 is equivalent to have more than or equal to
80% of the nearest neighbor points in P.
D = fxjD(x) > thresholdg (3.4)
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Consider a patch that has a high discriminativeness value. It is expected for its near-
est neighbors to have high discriminativeness values as well. The reason is that in that
case, the discriminative patch resides in a part of the feature space that is mainly filled
with patches from P. Because of this, some of the elements of D become very similar.
Thus, we need to remove and merge some of the clusters. The last step is to merge
the clusters that have a significant amount of overlap. If two clusters are to be merged,
we remove the cluster center that has less discriminativeness value from D and add its
cluster members to the nearest neighbors of the cluster with higher discriminativeness
value.
3.6 Spatial Relations Among Patches
Depending on the definition of objects and their sizes, the discriminative patches that
we find may represent whole objects or object parts. When the patches are smaller than
an object, we need to link them together to build objects or discriminative regions. For
that, we need to find the spatial relationship between discriminative patches.
We experimented with dierent methods to find spatial relationships among patches.
The best method turned out to be frame selection. In this method, we find images that
contain a high number of discriminative patches and deduce about the patches geometry
based on their placements in the candidate frames. Specifically, we rank the frames
based on the number of appearances on the discriminative patches in them. This is
a very fast process since we only need to go through discriminative patches and their
nearest neighbors and all of those patches have pointers to their original image frames.
Fig. 3.5 shows four frames that very highly ranked for the biking scene.
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Figure 3.5: Frame selection to visualize spatial relationship among discrimina-
tive patches. Note that highlighted regions are discriminative patches
found in the top ranked frames.
3.7 Applications
There are many uses for the discriminative regions we present in this paper. These
regions depict information about the scene and the activity that is being performed.
These regions are of importance in many applications such as classification of images,
summarization, and content-based image search.
Summarization. Since discriminative regions contain object and foreground infor-
mation, they carry high-level information about the activity that is being done from the
image sequence and can be used for summarization of high-level concepts. The idea is
to select a minimal set of frames and cover all the discriminative patches. In this way,
most of the activities in the image sequences will be summarized with a small number
of images.
Classification and Statistics. Discriminative Regions, by definition, are suitable for
classification. Our algorithm can highlight regions that have discriminative power and
can be used for classification. One example classifier would be a linear classifier on the
histogram of discriminative patches found in images.
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Figure 3.6: Example images and a sample of histogram of daily activities.
The result of classification can be turned into a histogram of activities or scenes e.g.
Fig. 3.6. This will give an excellent overview of a given day and can be accompanied
by an analysis of physical activities and recommendations about personal health.
Labeling and Search. The idea of labeling and search is similar to face labeling
in Google Picasa and iPhoto. First, these programs detect faces in image galleries and
cluster them into face clusters. They then ask the user to label representative faces from
each cluster and using those label they label other faces in the image gallery.
In life-logging image sequences, we are not only looking for faces but anything else
that are frequently appearing in the image set. After finding discriminative patches, we
ask the user to label the representative patch from each cluster. Since the discriminative
patches we find might be a part of an object, we show the whole image and highlight
the discriminative patch and ask the user to label the enclosing object. The reason is
that a cropped patch might not be informative enough to be perceived by the user but
given the context, it becomes easy to label. In this process, the user can choose one of
the previously chosen labels or add a new label. In this way, we control the number of
labels and discourage the user from adding an excessive number of labels. Then, our
algorithm propagates the labels to all the instances in the clusters. Fig. 3.7 demonstrates
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Figure 3.7: Example images with the two propagated labels: bike and hand. We
manually labeled top cluster centers and ran our algorithm to propa-
gate the labels to all of the members of those clusters. Green boxes
are hand labels and red boxes are bike labels.
a few images with the propagated labels. Once we establish labels for images, we can
use them for search and ranking. For Fig. 3.7, we ran our software and labeled the top
100 discriminative patches and our algorithm propagated the labels to all the candidate
frames.
3.8 Experiments and Results
3.8.1 Data Acquisition and Annotation
The participants were adult cyclists recruited through a university-based cycle-to-work
network. Eligible participants were aged 18-70 years, were university employees, rou-
tinely bicycled for transportation. Each participant wore the SenseCam during waking
hours for 35 days. They were instructed to perform their normal daily living activities,
and turn o SenseCam in private time (e.g., bathroom). Excluding night time or pri-
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vate pictures that were removed before doing our experiments, our dataset contains over
360,000 images.
All of the images in our dataset, are labeled with position labels (i.e. Sitting, Stand-
ing Still, Walking/Running, Biking), and activity labels (such as Household Activity,
Administrative Activity, Television, Other Screen Use and Eating). To the best of our
knowledge, this becomes the largest SenseCam dataset with reliable labels. Our dataset
is available on our lab’s website1.
3.8.2 Implementation
The first step is the consistency detection. For that, we randomly select 400 images from
P and N. Then, first, we extract dense HOG from a grid of 70  50 points from all of
the selected images. We chose to extract 8  8  31 bin HOG from patches cropped
around each point on the grid using HOG implementation of Girshick et al. [42]. Note
that, throughout this paper; we use a fixed patch size of 100  100 pixels. This size
was selected to represent a cover a good size for object parts while the images have a
resolution of 640  480 pixels.
For consistency detection of each image, we need to extract HOG features from three
images. After that, we search for all of the feature points in the given frame and frames
before and after that and vice versa. Thus, we need to perform a total of four searches
that are implemented using [25]. Assuming we have run this process for a given image,
for the next image, we only need to run the feature extraction on the new image and do
two searches corresponding to the new image. Using this technique, we achieved the
speed of about 5 seconds per image on a MacBook Pro with 2.9 GHz CPU. We also do
1http://vision.ucsd.edu/%7emohammad/sensecam dataset
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this process for all images but with two frame distance i.e. frames i   2, i and i + 2. The
consistency maps are later combined to be used in the patch sampling process.
Having the consistency maps computed, we extract 50 patches from each image
that is selected for each study. The extracted patches have to satisfy two requirements:
saliency and consistency. We use a low-level saliency definition which is defined as
a minimum standard deviation as well as a minimum on the length of the vectorized
HOG feature. For meeting the consistency requirement, we randomly sample based on
the binary consistency maps. The result of this step is about 20000 HOG-color feature
points.
Then we compute the distance between all pairs using [25] and pick the top 50
nearest neighbors for each point. These nearest neighbor are then used for the ranking
of discriminative patches. The whole process takes about 5 minutes assuming that the
consistency maps are pre-computed.
3.8.3 Experiments
The first experiment is to show the eect of consistency maps. In this experiment, P is
a set of biking image of a particular person where N is a set of images from an oce
scene. Fig. 3.8 show the discriminative patches that are discovered in this experiment.
The top row is the discriminative patch discovery without using consistency detection.
For second and third rows we used three and five images for consistency detection. As
it suggests, using consistency maps helps to focus more on the foreground object rather
than background regions such as sky, trees or road. It also shows that using more frames
for consistency detection results in better foreground object clusters. Additionally, since
the patch sampling is more restricted and the number of discriminative patches becomes
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Figure 3.8: Eect of using consistency detection. The left part shows the discrim-
inative patches without using consistency detection and the right part
demonstrates the eect of consistency detection with five images. Us-
ing five images reduces the resulting discriminative patches that are
mostly foreground patches.
less.
The second experiment is studying the eect of type of scene. For this experiment,
we have used five dierent labels: Car, Biking, Watching TV, Walking/Running and
Sitting. The image where chosen the image sets of two dierent persons. In each case
P is defined to be the set of images having each of the five labels from one person’s
data and N is the images from the same label but from the other person. Fig. 3.9 shows
the discovered discriminative patches and discriminative regions from the top image
selected by our frame selection process.
The Car and Biking scenes are similar in nature. There are some parts are visible
in most of the images and some parts that are in the background. Fig. 3.9 shows that
our algorithm can detect bike’s parts, hands as well as parts of car’s dashboard. The
Watching TV and Sitting scenes are stationary scenes and our algorithm discovered
monitor, TV, TV stand and well as other objects in the two rooms. Walking/Running is a
completely dynamic scene and the set of discriminative patches are very small compared
to other labels and our algorithm focused at a fence, some parts of sky and lamps that
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Figure 3.9: Discriminative patches and discriminative regions highlights for dif-
ferent scenes. The scenes are Car, Biking, Watching TV, Walk-
ing/Running and Sitting from top to bottom respectively.
seems to be specific for one person.
3.9 Conclusion
In recent years, there has been a surge of interest in wearable cameras in the indus-
try. However, there is a need for ecient and accurate image analysis techniques for
processing life-logging images. In this paper, we presented a method to extract discrim-
inative regions with minimal supervision. We also hinted at how these discriminative
regions can serve as a substrate for life-logging applications. Finally, we showed a few
applications we can build on top of discriminative regions such as summarization and
improved search and object part detection.
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CHAPTER 4
EXPERIMENTS ON A RGB-D WEARABLE VISION SYSTEM FOR
EGOCENTRIC ACTIVITY RECOGNITION
4.1 Abstract
This work describes and explores novel steps towards activity recognition from an ego-
centric point of view. Activity recognition is a broadly studied topic in computer vision,
but the unique characteristics of wearable vision systems present new challenges and
opportunities. We evaluate a new challenging publicly available dataset which includes
trajectories of dierent users across two dierent indoor environments performing a set
of more than 20 dierent activities. The visual features studied include compact and
global image descriptors, such as GIST and a novel skin segmentation based histogram
signature, and state-of-the-art image representation for recognition, including Bag of
SIFT words and Convolutional Neural Networks (CNN)-based features. Our experi-
ments show that simple and compact features provide reasonable accuracy in extracting
basic activity information (in our case, manipulation vs. non-manipulation). However,
for fine-grained categories CNN-based features result in the most promising approach.
Future steps include the integration of temporal consistency into the pipeline and depth
information into the CNN-based descriptor.
4.2 Introduction
Thanks to the advances in consumer electronics, digital cameras are ubiquitous sensors
whose presence is always growing and oer more and more solutions to real-life prob-
lems. Besides, the miniaturization of the camera optics and electronics has facilitated
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the construction of all types of wearable visual sensors. The ever-growing computing
capabilities, either locally or in the cloud, are pushing even further the potential for this
technology. There is a large variety of applications that one can think by understand-
ing the information captured by cameras worn by a person, mounted or attached to a
human body. From early prototypes often focused on life logging, e.g. [55], to more
interactive devices such as Google Glass1, advancements in the design of these wearable
cameras/computers is pushing the boundaries of wearable vision systems applications.
In this paper, we want to explore the opportunities of vision and depth (RGB-d) sensors
on this field, in particular for ego-activity recognition.
It is often a real challenge to distinguish between fine-grained activity labels if we
only use still frames (e.g., opening/closing a door). Sequential and temporal information
is the key to distinguishing some of those cases, but still in many activities still images
can provide a good idea of what may be happening. This work is focused initially on
classification of still images (i.e., the descriptors computed separately for each frame),
but
The main goals and contributions described in this work are the following:
 Evaluating a prototype with an RGB-d helmet mounted camera which was used
to acquire a set of multiple users performing indoor activities in a similar man-
ner/environment. We propose a hierarchy of labels to facilitate some contextual
information before running a fine grain activity classification.
 Analyzing the performance of new image representations for activity recognition,
using only still frames from the given sequences. On the one hand, this work
evaluates a set of proposed compact global descriptors built after the proposed
skin segmentation steps. On the other hand, we evaluate the performance of the
1http://glass.google.com/
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recently spread Convolutional Neural Network based image representation for ac-
tivity recognition.
4.3 Related Work
Wearable cameras are getting more and more common and therefore there is a recently
increased interest in the computer vision applications that can be developed or adapted
to these specific settings. We find most of the earlier works to be focused on visual
logging, life logging, applications [98]. So we find a computer vision task that turns a
necessity for logging purposes is the ability of automatically summarizing those videos,
as it was studied in [76].
Some other works focus on shorter-term wearable camera applications, such as user
interaction. One of the earlier works in this topic presents an approach to analyzing the
hand location and gestures to understand the user interaction [86]. Also focused on the
user interaction, we find a more recent proposal to monitor the user workspace from an
RGB-d wearable camera [17] or an approach to track people moving around the user
from a wearable RGB-d vision system [93]. Our work explores as well how to take
advantage of RGB-d wearable sensors, but in the context of activity recognition.
In the last years we can find interesting proposals related to this goal of activity
recognition from an ego-centric point of view, for example, to recognize the interactions
that the user is suering [113] or on how to take advantage of the point of view of
the camera to estimate the gaze of the user, as the information about where the user is
looking is a strong hint for activity recognition [79].
Action recognition is an important topic in computer vision, not necessarily from an
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egocentric perspective, so many of the lessons learned in general settings are of interest
for our work. In particular, works on skin segmentation [133, 102] are an important ele-
ment in our work. Skin pixels will contain very important information if we analyze the
interactions of a person with the environment, but they will not be displayed or arranged
in the same manner in the image if they are captured from a wearable or non-wearable
camera. Therefore, as we will see in later sections, we build our image description
starting from the pixel-wise skin segmentation rather than from hand detection libraries,
typically designed for another point of view (frontal).
Another group of works that inspire partially our approach are scene understanding
approaches. Before analyzing in detail the content of a scene, an initial step is usually
to discover the type of scene. It has been shown in many applications, that global image
information can be used to provide context information into the finer grain recognition
system [130]. These hierarchical recognition ideas have also been shown to be useful in
the context of activity recognition with spatio-temporal features [126].
In this work we evaluate compact image description for an initial activity under-
standing, and explore how state of the art features on recognition problems behave
for activity recognition tasks. Convolutional Neural Networks (CNN) proved their
performance on various computer vision dataset such as the largest labeled object
recognition dataset, Image Net[18]. In 2012 Krizhevsky et al. achieved the best re-
sults on ILSVRC2012 [70] which followed by many works in this domain. Donahue
et al. implemented a CNN in their system (DECAF)[26]. Recently, Razavian et al. did
experiments with CNN features on dierent Vision datasets such as PASCAL VOC,
UCSD, CUB200 and Oxford Buildings and showed the CNN features based on a model
that is trained for ILSVRC either lead to state-of-the-art or are competitive with other
methods[107].
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4.4 Hierarchical Activity Recognition from a Head-mounted cam-
era
As previously mentioned, many recognition systems that need to handle large amounts
of data work in a hierarchical way. First, the system prunes the classification options
using global information, to either find a set of possible candidates or provide some
context information; then, a more detailed analysis is performed to determine which of
the potential candidates is the best fit.
In this work, we propose how a similar hierarchical process could be useful for
the task of activity recognition from a wearable vision system. The following proposal
assumes a computer vision systemwith similar properties to the one we are testing in this
work: a head-mounted camera, pointing a bit down, to facilitate keeping the user hands
within the field of view and therefore allowing the analysis of the actions performed.
We can see the described configuration in Fig. 4.1.
Figure 4.1: Wearable vision system evaluated in this work. We use an RGB-d
camera mounted in a helmet together with other vision sensors (not
used in this work).
Figure 4.2 summarizes the labels we are considering at dierent levels of granular-
ity. At level-1, we aim a binary classification into manipulation and non-manipulation
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Actions
Manipulation*
Non
Manipulation
One hand
Two hands
Pick up objects
Others
Walk
Stairs
Stand
Screen
Poster
Talk
Seating
Level 1 Level 2
* Level 2 - Fine grained manipulation labels:
Two-
hands
includes all activities where the user
uses/shows both hands while manipu-
lating something.
One-
hand
includes all activities where the user
uses/shows just one hand while manip-
ulating something.
Pick-up includes all activities where the user
picks up or drops an object.
Others all activities that imply manipulation
but somehow do not fit any of the
above.
Figure 4.2: Hierarchy of Action Labels used in this work.
actions, since from an ego-centric perspective is easy and convenient to analyze what
the person is manipulating, especially if the wearable vision system is already designed
for this task (e.g., the system we are testing, a helmet-mounted camera pointing a bit
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downwards). Level-2 and level-3 model progressively fine-grained categories within
each group.
Since the non-manipulation labels are continuous along all the trajectory, in some
frames we find that several labels could occur simultaneously. In those cases, we con-
sider for each frame only the dominant label (e.g., if the user is seating and reading from
the computer screen, we assign the S creen label to that frame).
Labels in the dataset used include an additional level-3 that details further the ma-
nipulation activities but is not used in this work due to the low number of occurrences
per action (less than 1 per sequence) of many of them within the labeled data. As
shown in the following sections, on level-2 the performance is not good, and both more
sophisticated descriptors and examples from each activity are needed to provide the
classification system with the necessary training information and discriminative power.
Level-3 in the dataset includes the following sub-divisions: Two-Hands contains Typing
in a keyboard, Using the mouse, Reading a paper, Reading a book, Handwriting on pa-
per; One-Hand contains Hand-shaking, Writing on board, Open-close door, Open-close
window, Open-close fridge, Open-close microwave, Open-close closet; Pickup objects
label contains Using vending machines, Using the phone, Drinking, Eating, Pickup, and
Drop object.
4.5 RGB-d image segmentation and description
As previously described, this work is focused on how much of the activities that are
happening can be identified from still frames. This section describes the dierent types
of image descriptors proposed or studied in this work for the activity recognition exper-
iments.
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4.5.1 Global image descriptors for scene understanding.
The first type of descriptors considered is typical global image descriptors, which give a
compact image representation frequently used for scene categorization and place recog-
nition, such as GIST [96], color histograms or global image statistics such as color
invariant moments.
4.5.2 Skin segmentation based features.
Since our main focus is the egocentric activity recognition, we use our framework con-
straints (we are working with a head mounted camera pointing down) to design specific
features that roughly encode the distribution and location of the arms and hands in the
image. We start from a standard color based image pre-processing to segment out the
skin pixels [133] in the image. In particular, we apply the following filter, (4.1), to the
RGB values of each pixel, and if a pixel matches all the conditions it is considered as a
skin pixel:
(R > 95)&(G > 40)&(B > 20)&((MAX(R;G; B) MIN(R;G; B)) > 15)&(jR Gj > 15)&(R > G)&(R > B):
(4.1)
Additionally to this color segmentation, since we are using a depth sensor, we can
filter the arms and hand pixels not only by the skin color but also using the depth.
We establish a threshold for the maximum distance where the hands and arms appear
(measured out of 5 dierent users, we set this threshold to one meter). As we can see
in the Fig. 4.3, this helps to get a better skin segmentation. The inclusion of depth
information allows us to be less strict with the range of colors accepted, but indeed
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the skin color segmentation is still very dependent on the users participating in our
experiment. Therefore a user-based skin color calibration will be needed in a more
general setting.
We have also considered additional steps: plane segmentation and superpixel seg-
mentation. The step to remove the dominant plane found in the image sounds promising,
but in our initial experiments, the computational cost increase was too high for the im-
provements obtained, so it is not used in the experiments in this work. However, an
additional superpixel segmentation step helps us avoid discontinuities in the skin seg-
mentation: we run a fast superpixel segmentation step, using SEEDS superpixels [132]
and assign skin or not skin to each superpixel depending on the average RGB color of
the superpixel components.
(a) (b)
Figure 4.3: Skin segmentation. (a) Using only color filtering (b) Using color and
depth filtering. The white pixels (those that are NOT within the red
dashed rectangle) were accepted by the color filer but rejected by the
depth filter.
Given the final skin pixel segmentation, we have designed a variety of descriptors
that build on top of it, from those, the most promising ones are:
Skin histogram (S KIN HIS T ): we divide the image in a 10x10 grid, as shown in
Fig. 4.4(a), and build a histogram that represents the ratio of skin pixels contained in
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each cell.
(a) (b)
Figure 4.4: Skin segmentation based descriptors. (a) Skin histogram descriptor
obtained from a 10x10 grid on the skin-segmented image. (b) Bound-
ing boxes obtained in a sample image are represented by red dashed
rectangles.
Arms-Hands Bounding Box (BB): we detect the two largest connected components
of skin pixels, which are over a minimum size, and compute the bounding box around
them as shown in Fig. 4.4(b). We describe each bounding box with the following two
descriptors:
 We ran a PCA on all the skin pixels within each bounding box to obtain the eigen-
vectors, which will be used as a measure of the shape and orientation of the set
of skin pixels in that bounding box.
 We compute the ratio of skin pixels in the bounding box, to measure the density
of that bounding box content.
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4.5.3 Convolutional Neural Network (CNN) Based Image Repre-
sentation
Finally, we are exploring the performance of Convolutional Neural Networks based
image representation for activity recognition. Convolutional Neural Networks (CNN)
proved their performance on various Computer Vision benchmarks[107]. Razavian et al.
showed that CNNs are very eective in representing images for a variety of object and
scene recognition tasks. In this work, we use the implementation of [26] (DECAF). We
use a pre-trained model that is trained to classify 1000 object categories of the Image
Net 2012 challenge. We run feed-forward pass for all of the video frames of our dataset
and use the seventh layer’s output to represent the input frame.
After representing images with a 4096-dimensional feature vector, we trained a lin-
ear SVM[29] to classify our labels such as manipulation/non-manipulation or dierent
hand manipulation labels. Even though the network is trained to classify objects, the
features seem to be general enough to give the best results on still image activity recog-
nition as well.
4.6 Experiments
4.6.1 Dataset
The data we use in this work is part of the Wearable Computer Vision Systems dataset
recently acquired with the purpose of comparing dierent wearable cameras for dierent
wearable vision system applications. This dataset is available online2. We use the 5
2Web link is removed due to double-blind policy
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labeled sequences available using an RGB-d camera. These were acquired by 4 dierent
users in 2 dierent scenarios, where the users performed a set of actions as they were
told but without a specified order and at their own pace. These sequences were manually
labeled with dierent granularity level for activity labels as well as with location labels
(not used in this work) and they present a challenging classification problem with large
intra-class variations (due to multiple users and scenarios).
4.6.2 Experimental setup
We have run a leave-one-out cross-validation for our experiments. We trained classifiers
based on the data from 4 sequences and tested it on the other sequence data. The final
performance is reported as the average results across dierent tests. We use accuracy
and confusion matrices to evaluate the dierent image representation and classification
methods proposed in this work as baselines.
Classifiers and features used
The following combinations of descriptors (detailed in Section 4.5) are considered in
our experiments:
 GIST descriptor. Typically used for scene categorization, we use the implementa-
tion available from [83].
 Skin histogram (S KIN HIS T ). It is obtained from skin segmentation obtained
from color, depth, and superpixel filters.
 Bounding Box (BB). We compute this descriptor on the bounding boxes around
the two largest skin connected components found (if they exist).
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 CNN: We run feed forward path for each frame in the video and take the output
of the seventh layer as the representation.
 CNN-MULTIWINDOW: This is the same as CNN representation with the dier-
ence that the CNN feature extraction was run on 5 windows of the images: the
four corners and the center part. The representations are concatenated to make the
full representation.
 SIFT - BOW: We extracted Dense SIFT[80] features and used 1000 cluster center
to learn 1000 visual words. Then with histogram encoding, input images are
represented by a 1000 dimensional feature vector.
4.6.3 Performance evaluation
We present the experimental validation of our study organized in two sets of experi-
ments. The first set analyzes the performance of compact and global descriptors and
the dierences observed when using dierent classifiers. The second set explores the
performance of additional more sophisticated image representations and compares all
the baselines proposed.
Performance of global image descriptors
Our first set of experiments analyzes the dierent configuration of the global and com-
pact image descriptors described in Sections 4.5.1 and 4.5.2. The goal is to evaluate
which classification framework would be more suitable for these descriptors and the dis-
criminative power of each of them for the activity recognition. Since these descriptors
are compact and ecient to compute (just one descriptor per image), each combination
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has been used in three dierent classification frameworks: nearest neighbor (NN), linear
SVM (SVM-L) and SVM with RBF kernel (SVM-RBF).
Single step classification. As a motivation example for the hierarchical process we
propose, we ran a baseline experiment that consisted on training a single classifier for
all the eleven level-2 classes at once, with dierent combinations of descriptors and
classifiers. The best results obtained with the dierent combinations run were a raw
accuracy (total number of correctly labeled tests divided by total amount of tests) around
35%. However, if we compute the accuracy normalized per class, it drops to around 15%
(slightly better than chance). This means that the discriminative power of those features
and the available amount of training data for each of those classes is not enough to
directly distinguish among all of them. The classifier ended up assigning almost every
test to the dominant test class. Note that the training was done as balanced as possible,
but still, too many classes did not have enough occurrences in the dataset.
Classification in two steps. If we run the two-step classification proposed, we obtain
more promising results. Figure 4.5 shows the classification performance achieved in
the two considered levels of the hierarchy of labels defined previously. The dierent
bar plot sets correspond to dierent combinations of the descriptors detailed in sec-
tions 4.5.1 and 4.5.2.
The performance showed that there is a raw accuracy measure, i.e., number of cor-
rect tests normalized by the total amount of tests. What gives us an initial idea of how
much of a whole sequence we can get to understand, but could be miss-leading because
it is not normalized per class, as we saw in the previous example. If we compute the
normalized accuracy per class, results in level 1 and level 2-manip remain similar, but
accuracy normalized per class for level 2-Non-manip drops to around 25%. This indi-
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(a)
(b)
(c)*
Figure 4.5: Each set of columns represents the average performance (correct clas-
sification) for all tests using labels from level 1 (a), level 2 - manipula-
tion (b) and level 2 non-manipulation (c). *NOTE that the percentages
are not normalized per class in this plot but per number of tests, there-
fore results in (c) are miss-leading, since they are actually not better
than the other levels, as can be seen in the confusion matrix presented
in Table 4.3.
cates that this level classification is not successful with the current image description,
what can be analyzed in more detail with the confusion matrices analysis.
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Table 4.1: Confusion matrix for labels Manipulation vs Non-manipulation, using
Skin hist and SVM RBF.
Manip Non-Manip
Manip 0.84 0.24
Non-Manip 0.16 0.76
Table 4.2: Confusion matrix for fine grained Manipulation labels considered, us-
ing GIST descriptor and NN classifier.
two hands one hand pick up others
two hands 0.24 0.06 0.20 0.28
one hand 0.12 0.44 0.18 0.11
pick up 0.54 0.38 0.45 0.35
others 0.11 0.13 0.18 0.26
See the confusion matrices obtained for these experiments in Tables 4.1, 4.2 and 4.3.
We can see that in the last case, the classifier training stage was not successful at all,
getting to classify most tests into the same dominant class. As what we observed in
the initial (one step) experiment, the low performance is likely to be due to insucient
training: it was properly balanced for certain actions (level 1 and non-manip), but for
others with fewer examples it has clearly not enough information to obtain a robust
classifier.
Performance using state-of-the-art image representations
In this second set of experiments, we explore more sophisticated, although also more
costly, image representation, to evaluate if the issues encountered with more compact
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Table 4.3: Confusion matrix for fine grained NON-Manipulation labels consid-
ered, using GIST descriptor and SVM-L classifier. Seat label is not
shown because there were no occurrences in this sequence.
Walk Stairs Stand Screen Poster Talk
Walk 0.88 0.99 0.30 0.00 0.61 0.39
Stairs 0.00 0.01 0.00 0.00 0.00 0.00
Stand 0.11 0.01 0.58 1.00 0.28 0.58
Screen 0.00 0.00 0.00 0.00 0.00 0.00
Poster 0.01 0.00 0.12 0.00 0.11 0.03
Talk 0.00 0.00 0.00 0.00 0.00 0.00
Table 4.4: Confusion matrix for labels Manipulation vs Non-manipulation, using
CNN descriptor.
Manip Non-Manip
Manip 0.80 0.20
Non-Manip 0.12 0.88
features were only a matter of feature descriptive power or also the lack of enough
training examples.
As a conclusion from this second set of experiments, we compare the best configu-
rations using the proposed compact image description with more sophisticated features
in Table 4.7.
We can observe that for the basic classification, the contextual separation between
manipulation and non-manipulation, as one could expect, is nicely modeled by our sim-
ple description of how the skin (arms-hands) pixels are distributed in the images. How-
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Table 4.5: Confusion matrix for labels Manipulation vs Non-manipulation, using
CNN descriptor.
two hands one hand pick up others
two hands 0.61 0.06 0.22 0.10
one hands 0.06 0.63 0.17 0.15
pick up 0.14 0.11 0.42 0.33
others 0.15 0.20 0.27 0.38
Table 4.6: Confusion matrix for fine grained NON-Manipulation labels consid-
ered, using CNN descriptor.
Walk Stairs Stand Screen Poster Talk
Walk 0.99 0.00 0.01 0.00 0.00 0.00
Stairs 0.09 0.91 0.00 0.00 0.00 0.00
Stand 0.87 0.02 0.11 0.00 0.00 0.00
Screen 0.00 0.00 0.00 0.00 0.00 0.00
Poster 0.61 0.38 0.00 0.00 0.02 0.00
Talk 0.92 0.00 0.02 0.00 0.00 0.06
ever, for more complex and fine-grained categorization, the preliminary results we have
obtained with the CNN based representation looks like a promising new path for activity
recognition
Although these features are more costly to compute, future steps include combining
the preliminary results obtained in this work in such a way that the simple per frame
classification can be used as a prior or decision step, to select key frames where to
evaluate the more detailed representations.
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Table 4.7: Accuracy obtained with the best performing options from all the image
representations studied. Top rows are global representation. Bottom
rows are the results for more sophisticated image representations.
Level 1 Level 2 Level 2
Manip Non-Manip*
SKIN-HIST (SVM-RBF) 0.84 0.27 0.80
GIST (SVM-L) 0.65 0.35 0.81
BoW 0.81 0.44 0.77
CNN 0.84 0.52 0.83
CNN-MULTI 0.83 0.57 0.77
4.7 Conclusions and Future Work
In this paper, we presented results of our quantitative analysis of dierent feature ex-
traction methods for the task of activity recognition using an RGB-d wearable vision
system. We evaluate a novel and challenging public dataset and propose a hierarchy of
labels for the included activities.
Our experiments show that classification in still frames with compact features can
give good priors for more sophisticated classifiers/descriptors. Based on our experi-
ments, CNN-based image features provide the best representation for finer grain activity
recognition steps, compared to other baselines including the bag of words representation
or ad-hoc designed skin histograms, and there is still room for improvement including
temporal consistency and increasing the presence of the depth information within the
image representation.
Our dataset includes additional wearable cameras that recorded the trajectories si-
multaneously. Future steps include similar analysis on all cameras to compare their
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strengths and weaknesses of each view points for the dierent tasks.
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CHAPTER 5
ANALYZING SEDENTARY BEHAVIOR IN LIFE-LOGGING IMAGES
5.1 Abstract
We describe a study that aims to understand physical activity and sedentary behavior in
free-living settings. We employed a wearable camera to record 3 to 5 days of imaging
data with 40 participants, resulting in over 360,000 images. These images were then
fully annotated by experienced sta with a rigorous coding protocol. We designed a
deep learning based classifier in which we adapted a model that was originally trained
for ImageNet [18]. We then added a spatio-temporal pyramid to our deep learning based
classifier. Our results show our proposed method performs better than the state-of-the-
art visual classification methods on our dataset. For most of the labels, our system
achieves more than 90% average accuracy across dierent individuals for frequent labels
and more than 80% average accuracy for rare labels.
5.2 Introduction
It is well understood that physical activity (PA) has a significant impact on health. Based
on established scientific evidence, the 2008 Physical Activity Guidelines for Americans
states that adults should get at least 150 minutes of moderate to vigorous physical ac-
tivity (MVPA) every week [94]. Recently, new evidence shows that sedentary behavior
(SB), or prolonged, unbroken sitting, is a distinct, significant risk factor on health, inde-
pendent of PA levels [97]. Common examples of SB include television (TV) watching,
driving, workplace sitting, and computer use. Insucient PA and excess of SB are as-
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sociated with a considerably increased risk for obesity, type 2 diabetes, cardiovascular
disease, depression, and all-cause mortality.
In other words, “too much sitting” is distinct from “too little exercise”. Merely
meeting public health guidelines on PA is not enough; if one sits for prolonged periods
of time, he or she is still exposed to the various metabolic health risks mentioned above.
Deep Learning 
Classifier
Input Image Objects Found Scene
Office
Biking
Figure 5.1: Sample result of running deep net object classifier on life-logging im-
ages. The objects that are found in top and bottom images are moni-
tor/keyboard and tripod/ribbon. Scene type is predicted based on the
object classifications.
Precisely measuring PA/SB is a fundamental, yet non-trivial task. Conventional self-
reporting measures are subject to bias and errors. Recent advancements in wearable mo-
tion sensors technologies, particularly accelerometer, have enabled objective assessment
of PA/SB. Machine-learning techniques have been used to classify everyday activities
using annotated motion sensor data (e.g., [3]).
However, it is almost impossible for researchers to identify how exactly PA/SB time
is spent with only accelerometer data. A more detailed understanding of the compo-
sition of behaviors and their ecological environments will be critical when designing
interventions. For example, some SB that periodically occurs at certain periods of time
may be less modifiable (e.g., having a family dinner), while some more modifiable (e.g.,
working at a computer for excessively long, watching TV for 3 hours straight).
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In this study, we investigate using a wearable camera (SenseCam [55]) for recording
detailed PA/SB in life-logging images. SenseCam is a neck-worn, palm-sized device
that automatically takes pictures about every 20-30 seconds. The images objectively
capture daily activities in free-living settings and thus become a powerful tool for be-
havioral scientists to understand specific activity patterns.
After the recent success of deep learning methods in object classification [70], re-
searchers adapted these models for similar object recognition datasets such as Caltech-
256 [26] and Caltech-256 [141]. We are going to take this further by applying object
classifiers for the purpose of scene classification. We used a model that is pre-trained
for object classification and applied it to SenseCam images. In some cases, it finds ap-
propriate objects and sometimes it does not. Fig. 5.1 shows two example queries to the
deep learning system. Objects that are detected in the two input images include Key-
board/Monitor and Tripod/Ribbon. Although tripod and ribbon seem to be irrelevant, it
is not hard to see the similarities between the scene and these object. We leverage these
similarities and make the connection between these predictions and the scenes. For ex-
ample, prediction of tripod suggests road lines in a biking scene. The idea is somewhat
similar to that of ObjectBank [78]. The dierence is that the features that we propose to
extract are based on a dierent classifier not specifically trained with related objects and
applied at a coarser level.
We collected over 360,000 images from 40 participants over the course of 3-5 days
in real-life settings. The manual annotation eort on these images took about 18 man
months. To help significantly accelerate this process, we developed a deep learning
based method to automatically and eciently process the images and classifying PA/SB
type. Furthermore, we extended the models with temporal and spatial pyramids to im-
prove the performance. Using our novel image representation method, we achieved an
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average accuracy of more than 80% for most of the classification labels and more than
95% accuracy for some of the binary classification problems for individual persons.
5.3 Related Work
Image analysis has been researched for decades, but life-logging images pose a number
of challenges: (1) the sheer amount of images captured (e.g., thousands per day) de-
mands highly ecient processing algorithms and architectures. (2) the machine learn-
ing methods should focus on high-level features for to extract high-level concepts (e.g.,
using the visual presence of a computer monitor to determine working with a computer).
MyLifeBits [41] was a pioneer project in this research space, but image analysis was
not a focus then. More recently, Doherty et al. [22] presented an approach that classified
lifestyle concepts such as a tree, road, and door in SenseCam images. They used MPEG-
7 features: ColorLayout and ScalableColor, the former being a set of DCT coecients
of the YCbCr image and the latter being the color histogram. This low-level feature
extraction approach has also been used in their other reported work on life-logging im-
ages [5, 11]. We used high-level features instead and as we show in Sec. 5.5, high-level
features are more suitable for object recognition (e.g., TV watching, computer use) in
understanding PA/SB patterns. Recently, Pirsiavash et al. [104] presented a method for
analyzing activities in first-person videos using high-level object-based descriptors.
Our Contributions To the best of our knowledge, we gathered the largest life-logging
dataset with reliable annotations. We then designed a deep learning based method to
analyze the images. Instead of training a new network from scratch, we used a pre-
trained model that was trained for object recognition [26] and showed that with the
modifications, it worked better than the variety of the baseline algorithms on the dataset.
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We further improved the model by applying spatial and temporal pyramids.
5.4 Classification Methods
In this section, we describe the image representation methods we propose to build our
classification framework. Our goal is to have a diverse and powerful set of baselines to
compare with our proposed deep learning based method.
Bag of Visual Words (BOW) Bag of visual words is a popular classic visual classifi-
cation method that we used as a baseline in our experiments. We used dense SIFT [80]
to extract interest points and used k-means clustering to create a codebook of visual
words. Then each image was represented by a histogram over these visual words which
was implemented with a fast kd-tree search data structure.
Fisher Encoding Fisher encoding has shown its promise on some popular object recog-
nition and detection datasets such as PASCAL VOC, Caltech 256 [100] and ImageNet
Large Scale Visual Recognition Challenge [115]. We encoded the same features that we
extracted for the BOW method with Fisher Encoding.
Color For color representation, we used the same framework as our BOW method with
the dierence that we used RGB values for each point instead of SIFT features. For this,
we created a bag of RGB points and clustered the points into 1000 clusters which were
then used to create histogram representations.
GIST GIST is a holistic image feature proposed by Oliva et al. [96] based on a set of
Gabor filters. We used 24 kernels at 3 scales separately applied to the RGB channels.
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Deep Learning In 2012, Krizhevsky et al. presented a deep learning architecture
that achieved the best results on the largest annotated object recognition dataset (Im-
ageNet) [70]. Their model consists of 5 convolutional and 3 fully connected layers with
an additional set of pooling and normalization layers. Recently, Girshick et al. achieved
state-of-the-art results on PASCAL VOC detection dataset by using a network that is
trained to classify ImageNet categories [43]. We claim that the ImageNet deep network
is not only good for object recognition purposes but also for obtaining state-of-the-art
results on non-object centric data such as our life-logging dataset.
We use a model that is trained to classify ImageNet 2012 categories [26] and run feed
forward passes on our SenseCam images and use the outputs of the last layer to represent
the input image. The last layer shows the likelihood of assigning the input to the 1000
object classes used to train the network. The representations are used to train a linear
SVM model. To represent a smaller object, we ran the feed forward path on multiple
windows i.e. the whole image, four corners and center windows. We concatenated the
outputs of the deep net to represent the image.
ClassificationWe train linear support vector machines (SVM) [29] to classify dierent
types of features that we extract from the images. Sec. 5.5.2 discusses the implementa-
tion details to address the time eciency issues and explain why we use linear SVMs.
In the test phase, given a linear SVM model, one only needs to compute a dot product
between the SVM weight vector and the feature vector and use a threshold on the dot
product value to determine a specific label.
Multi-frame encoding The pipeline that we have described so far is based on the sin-
gle frame representation. To capture the dynamic changes in the image sequence, we
propose to use multiple frames as input to the classification. To encode the camera at
a certain time, in addition to the closest frame to that time, we encode k frames before
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and after and concatenate the encoded feature vectors. This simple yet eective method
is capable of detecting the amount of change in the image sequence.
The basic idea behind feature concatenation is that instead of detecting the change
using low-level features, it is performed at the highest level with the encoded features.
When there is no change between a frame and the frames before and after it (i.e., scene
is stationary), the encoded features for those frames become similar. By examining the
dierences between elements of the final feature vector, a linear classifier can detect
when a change occurs. However, the change does not have to be detected with a sep-
arate classifier as change detection can be merged with the classification of dierent
labels. Thus, apart from focusing on the visual appearance of the scene, meanwhile, the
classifier can detect change or motion which is essential for detecting some of the labels.
Parallelization Techniques The main design goal for our system is to be able to pro-
cess large amounts of data. For example, dense feature extraction on all of the images
in the dataset produces more than 600 GBs. This size makes it hard to process on a
single machine. As mentioned above, the learning phase has 4 steps: feature extraction,
codebook learning, encoding, and training classifier where the testing phase has only 3
steps which exclude the codebook learning.
5.5 Experiments
5.5.1 Data Acquisition and Annotation
We chose to use SenseCam, a wearable device built by Microsoft Research. It is a
mature technology and has been used in many other research studies. The participants
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were adult cyclists recruited through a university-based cycle-to-work network. Eligible
participants were aged 18–70 years, were university employees, routinely bicycled for
transportation, and were able to complete surveys in English. Participants provided
informed consent and agreed to wear the SenseCam devices during waking hours for
3–5 days. Approximately 50% of them wore the device during the weekend, and on at
least one work day; the remainder wore the unit on weekdays only. They were instructed
to perform their normal daily living activities, and turn o the SenseCam in private time
(e.g., in the bathroom). Excluding night time or private pictures that were removed
before our experiments, our dataset contains over 360,000 images.
We recruited sta to manually code these images using a rigorous protocol to ensure
annotation reliability and accuracy. The annotation was performed using the Sense-
Cam CLARITY browser. The images were annotated by position labels (i.e., Sitting,
Standing Still, Walking/Running, Biking), and activity labels (e.g., Household Activity,
Administrative Activity, Television, Other Screen Use and Eating). To the best of our
knowledge, this becomes the largest SenseCam dataset with reliable labels.
Dataset Sharing Because of the sensitivity of the images, we only share extracted fea-
tures to allow reproduction of the experiment results. Instructions on how to access
the dataset is available on our lab’s website1. Also, we provide the service to run new
feature extractors upon request.
5.5.2 Results
Timing Feature extraction, encoding and classification are designed to be distributed
processes. For feature extraction and encoding, we divided the task into 1000 distributed
1http://vision.ucsd.edu/%7emohammad/sensecam dataset
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processes. Each process took about 5 and 3 minutes respectively on our computing
cluster. That is equivalent to a total of 3.5 and 2 days of computing. The jobs finished
in less an hour because the jobs were running in parallel on multiple machines. The
codebook learning step took about 15 hours on one machine using randomly sampled
feature points and SVM training took less than 2 minutes for each label and person. The
SVM learning took about 1 day of combined time.
As stated earlier, we defined binary classification problems where the labels for train-
ing images were known and the classifier was expected to predict the labels for the new
unseen testing images. We split the training and testing images with a uniform random
distribution with a fixed proportion of training examples.
Our pilot experiments showed that SVMs performs better than other classifiers such
as nearest neighbor classifier. We used liblinear [29] which can generate scores along
with the binary predictions. The generated scores are in fact the inner product of the
input feature vector with the learned weight vector. The pair of weight vector and o-
set (threshold) define the linear classifier. Having a fixed learned weight vector, we
generated the ROC curve for the classifier by sweeping the threshold.
In all of our experiments, we trained and tested binary classifiers on individual per-
sons’ data and generated an average ROC curve along with each label. To do this, 40
dierent classifiers were trained and tested on the two dierent subsets of each person’s
data. The measure we use to quantify the ROC curves is normalized accuracy. We nor-
malized the accuracies based on the distribution of the test labels to be able to compare
the performance of our classification method with respect to dierent labels. Note that
a random classifier performs with 50% normalized accuracy even when there is a large
unbalance between the two classes.
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Table 5.1: This table compares the accuracy of dierent methods on our dataset.
stand st and stand mv represent standing still and standing/moving.
sitting stand st stand mv walk/run biking
bag of words 79.9 69.7 62.0 73.3 92.8
fisher 86.8 76.2 76.3 83.2 94.4
decaf 93.4 76.8 83.3 89.9 97.1
pyramid decaf 92.8 80.3 85.3 89.7 98.5
bag of color 82.6 62.0 64.0 83.6 95.3
gist 75.2 62.9 62.7 74.1 90.1
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Figure 5.2: ROC curves for classification (decaf) of dierent position labels along
with their average normalized accuracies.
Fig. 5.2 shows the ROC curve of our method (deep learning, spatial and temporal
pyramids) for dierent position labels. It shows that sitting and biking achieved the best
results with average accuracy of 88.8% and 96.3% respectively. Standing Still showed
the worst performance with the average accuracy of 74.5%. The main reason is that there
were not enough samples for the Standing Still class, however, the raw accuracy was
more than 99%. Table 5.1 compares our methods (decaf and decaf pyramid) with other
baselines. As the table shows, decaf worked the best for 2 labels and decaf pyramid for
the other 3.
82
Fig. 5.3 compares our multi-frame coding approach with single frame coding. In
this case, the average accuracy improved from 89.4% to 93.4%. In these experiments,
sedentary label was chosen for illustrative purposes. For this label, using 7 frames which
is equivalent to 2–3 minutes results in the best classification accuracy. Other labels have
dierent optimal points, but they are all about 7 frames. Using multi-frame coding
improves accuracy by about 3–4% in average.
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Figure 5.3: The eect of changing the number of frames in our multi-frame coding
method. The sitting label is used for this experiment.
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Figure 5.4: The eect of changing the number of images used for training.
Fig. 5.4 shows the eect of changing the amount of training data. Most of the curves
are almost flat which shows that the same accuracy can be achieved using as little as
10% of the training the classifier. This shows that the classifier can generalize well even
with small amount of training data. In this experiment, the test set shrinks as the training
set grows.
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Figure 5.5: The eect of changing the SVM regularization term.
Fig. 5.5 shows the eect of the regularization term 1C in the SVM classification.
Our experiments showed that choosing low regularization term (i.e. high C) improves
the overall accuracy. The reason is the imbalance between the two classes. With high
regularization parameter, the model tends to overfit to the dominating class and therefore
it reduces the accuracy. Based on these experiments, we use C = 100 in all of our
experiments.
5.6 Conclusions
In recent years, there has been a surge of interest in wearable cameras. This presents
a need for ecient and accurate image analysis techniques for processing life-logging
images. We presented a deep learning based classification method built on top of an
ImageNet classifier and showed that it performs better than all baselines. Furthermore,
we designed a spatial pyramid technique in time and space to further improve the clas-
sification results. We achieved more than 80% average accuracy for most of the labels
and more than 90% accuracy for classification of some of the individuals’ data.
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CHAPTER 6
BOOSTED CONVOLUTIONAL NEURAL NETWORKS
6.1 Abstract
Deep convolutional neural networks (CNNs) have achieved promising performance on
a diverse range of visual recognition tasks by automatically learning image represen-
tations. One of the most challenging problems in developing large, deep CNNs is the
training procedure. In this paper, we propose a novel model called Boosted Deep Con-
volutional Neural Networks to train huge networks eciently by combining the merits
of boosting and deep CNNs. Our proposed approach achieves state-of-the-art results on
standard fine-grained image classification datasets.
6.2 Introduction
Deep convolutional neural networks (CNNs) have recently produced outstanding results
in learning image representations for several vision tasks including image classification
[71, 131, 53] and object detection [44, 56, 108]. These neural networks usually consist
of several components including convolutional, fully connected and pooling layers. By
stacking several of these layers, deep CNNs are capable of learning complex features
that are highly invariant and discriminant [142, 71, 121, 128, 122]. Krizhevsky et al. [71]
proposed an eight layer deep network architecture that produced state-of-the-art perfor-
mance on the ImageNet Challenge [111]. Given the success of this network, it has been
applied widely to many other problems such as video classification [64], face recogni-
tion [129] and action recognition [91]. However, the optimal image representation for
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each computer vision task is unique and finding the optimal deep CNN structure for ex-
tracting that representation is a challenging problem. There are some general guidelines,
inspired by biological vision systems, for designing these deep networks such as putting
convolutional layers early in the network. These guidelines, however, do not address
how to set structural parameters of the networks such as the number of layers, number
of units in each layer or the size of the receptive fields in the pooling layers. As a result
designing a new network can take weeks of trial-and-error.
To address this design challenge, we propose to combine boosting and deep CNNs.
The idea is to leverage the ability of boosting to combine the strength of multiple weaker
learners to simplify the complicated design process of deep CNNs. This characteristic
of boosting has been shown to be very significant for several Computer Vision tasks. For
example in the Viola and Jones face detector [135] boosting searches a very large pool
of simple classifiers (thresholds on Haar wavelet responses) and trains a classifier that
is able to detect a complex object such as a human face. Our approach is also motivated
by the successful combination of decision trees [105] and boosting. As in the case of
CNNs, the design of decision trees is not straightforward. What is the optimal depth of
a tree? How many branches should there be per node? What are the optimal criteria
for splitting tree nodes? These are all important aspects of learning a decision tree and
much research has been devoted to these questions in the 1990s. For example, there
are several proposals for node splitting criteria such as Gini impurity, information gain
[88] and there are several tree induction algorithms such as CART [7] or C4.5 [106].
Today, boosted decision trees [36, 37, 38] have eliminated most of these problems via
an optimally weighted vote over decision trees that are individually sub-optimal. Similar
to the success story of boosted decision trees, we believe that combination of boosting
and deep learning can significantly reduce the challenges in designing deep networks.
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Another motivation for this proposal is that in most cases, e.g., [71, 121], researchers
have to train multiple CNNs and average their results to obtain the best performance.
This technique is a special case of bagging [8] which has been shown to have inferior
performance when compared to boosting [4]. The advantage of boosting over bagging is
intuitive as instead of training multiple independent networks, it trains each new network
by focusing on the mistakes of the current committee of networks.
The idea of boosting neural networks or, more generally, working with ensembles
of neural networks has been around for many years; see for example [28, 27, 120, 118,
119, 118, 144, 46, 15, 14, 2, 63]. All these works demonstrated advantages of using an
ensemble of networks over using a single large network. These works, however, either
rely on simple averaging of several networks or rely on some heuristic weighting mech-
anism to impose boosting weights in the training process. In addition, some of these
methods do not scale to the object recognition tasks that pervade the modern computer
vision literature.
In this work, we propose a new algorithm for boosting deep networks (BoostCNN)
to combine the merits of boosting and deep CNNs. To learn this new model, we propose
a novel algorithm to incorporate boosting weights into the deep learning architecture.
The proposed BoostCNN method can outperform standard techniques for learning deep
CNNs on a variety of standard fine-grained classification datasets. Also, BoostCNN
gives us the ability to incorporate dierent CNNs architecture within a unified frame-
work.
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6.3 Multiclass boosting
We start with a brief overview of multiclass boosting. A multiclass classifier is a map-
ping F : X ! f1 : : :Mg that maps an example xi to its class label zi 2 1 : : :M. Since this
is not a continuous mapping, a classifier F(x) is commonly trained through learning a
predictor f : X ! Rd for some d. The classifier F(x) is then implemented by
F(x) = arg max
k=1:::M
hyk; f (x)i; (6.1)
where yk is a unit vector that represents label of the kth class and h; i is the dot product.
For example in binary classification, labels are y1 = +1 and y2 =  1 and (6.1) is
equivalent to the popular F(x) = sign[ f (x)] decision rule. Another example is one-vs-
all multiclass classifiers. In this method, for each class k, a predictor fk(x) : X ! R
is trained to discriminate between examples of that class versus others. In order to
classify a new example xˆ, fk(xˆ) is computed for all k = 1 : : :M and the class of largest
predictor is declared as the label. This procedure is equivalent to (6.1) by defining
f (x) = [ f1(x) : : : fM(x)] 2 RM and yk = 1k 2 RM, i.e. kth element is one and the rest are
zero. In general, the choice of labels are not restricted to the canonical basis in RM and
it is possible to use any set of M distinct vectors y1 : : : yM 2 Rd where d > 2 [114]. For
simplicity, however, in the rest of this paper, we assume that d = M and yk = 1k.
Multiclass boosting is a method that combines several “multiclass predictors” gi :
X ! Rd to form a strong committee f (x) of classifiers, i.e., f (x) = PNt=1 tgt(x) where
gt and t are the weak learner and coecient selected at tth boosting iteration. There
are several approaches for multiclass boosting such as [89, 114, 58]. We use the GD-
MCBoost[114].
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GD-MCBoost trains a boosted predictor f (x) by minimizing risk of classification
R[ f ] = EX;ZfL(z; f (x))g 
X
i
L(zi; f (xi)); (6.2)
where L(zi; f (xi)) =
MX
j=1; j,zi
e 
1
2 [hyzi ; f (xi)i hy j; f (xi)i]; (6.3)
via gradient descent in function space. GD-MCBoost starts with f (x) = 0 2 Rd 8x
and iteratively computes the directional derivative of the risk to update f (x) along the
direction of g(x)
R[ f ; g] = @R[ f + g]
@
j=0 =  12
nX
i=1
MX
j=1
g j(xi)w j(xi); (6.4)
where we assumed y j = 1 j and
wk(xi) =
8>>>><>>>>:
 e  12 [ fzi (xi)  fyk (xi)] k , ziPM
j=1j j,k e
  12 [ fzi (xi)  fyk (xi)] k = zi
(6.5)
GD-MCBoost then selects/trains a weak learner g that minimizes (6.4), e.g.
g = argmin
g2G
R[ f ; g]; (6.6)
and compute the optimal step size along g,
 = argmin
2R
R[ f + g]; (6.7)
using a line search. The boosted predictor f (x) is finally updated as
f = f + g: (6.8)
6.4 Boosting convolutional neural networks
In this work, we propose to combine the merits of boosting and deep CNNs. This
proposal is motivated by the successful combination of boosting and decision trees [37,
38] which has significantly simplified design of decision tree classifiers.
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Figure 6.1: The proposed architecture for boosting CNNs.The yellow network at the bottom is
the network that being learned and light gray networks show the previously trained
CNNs.
Training a CNN to minimize the boosting loss. In this subsection we describe our
proposed method to train a network that minimizes (6.4). Assume that after t iterations
of boosting an ensemble of t networks N1; : : :Nt are trained and the current boosted
predictor is
f (x) =
X
Nt2A
tNt(x): (6.9)
According to Algorithm 1, the optimal network to add the ensemble in iteration t+1
is the network that minimizes (6.4). However, the learning algorithms for convolutional
networks is based on minimizing the error rate, e.g. log-likelihood which is independent
of the boosting weights and can be very dierent from (6.6). To train such a network,
one possibility is to replace the log-likelihood loss function with the (6.4) in the back-
propagation algorithm. However (6.4) is unbounded as scalingN(x) can make it infinite.
In practice, direct optimization of (6.4) makes the learning process unstable as the loss
diverges quickly.
In order to address this issue, we first note that (6.4) is a summation of dot products
between the network outputN(xi) and boosting weights w(xi). Therefore (6.4) measures
the similarity between those vectors and thus the optimal network output, N(xi), has to
be aligned with the boosting weights, i.e.,
N(xi) = w(xi); (6.10)
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where  > 0. Note that the exact value of  is not crucial during the weak learner
training process because N(x) will be scaled appropriately by the optimal  (6.7) after
the training. Therefore without loss of generality we can assume that  = 1 and the
optimal network output has to replicate boosting weights. This is equivalent to train a
network N(x) = [n1(x) : : : nM(x)] 2 RM to minimize the square error loss
Lse(w; g) =
nX
i=1
MX
j=1
(n j(xi)   w j(xi))2: (6.11)
This criterion for learning weak learner network is one of the main dierences between
this work and previous works such as [120], where they, instead, minimized weighted
error rate.
Using Lse loss function for learning a CNN, the back-propagated derivatives are
  @Lse
@nk(xi)
= 2(w j(xi)   nk(xi)): (6.12)
Computing the boosting weights. According to Algorithm 1, in each iteration of
boosting, weight (6.5) has to be computed for each of the training examples. Ac-
cording to (6.5) the weight of each example is proportional to how well it is classified
by the current committee of weak learners. If an example is correctly classified, i.e.
gzi(xi) > gk(xi) 8k , zi, then all exponential terms in (6.5) will be small. This reweight-
ing procedure is an essential part of boosting algorithm as it enables boosting to train
new weak learners on the weaknesses of the current boosted classifier.
After each iteration of boosting, we calculate the boosting weights for all of the
training examples. For this purpose, we need to compute fy j which is a very costly
process. Instead we can rewrite (6.5) to reuse previously calculated weights (w
0
k(xi)).
Based on (6.13), we only need the latest boosting weights and the output of the last
network to calculate boosting weights for the next round.
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wk(xi) =
8>>>><>>>>:
 e  12 [gzi (xi) gyk (xi)]w0k(xi) k , zi
 PMj=1j j,k wk(xi) k = zi (6.13)
Boosted classifier. Next, the Lse loss function layer uses boosting weights and output
of last network, bN , to compute the derivatives of (6.12) and back-propagates it to the
internal layers of bN . This process iterates untilLse converges and bN(x) is trained. Then,
we need to estimate the optimal boosting coecient ˆ by (6.7). We employ a binary
search technique to solve @R[ f+g
]
@
= 0. Finally the boosting coecient t is updated
as t = ˆ where  2 (0; 0:1] is the shrinkage parameter which has been shown to be
eective for stochastic boosting algorithms [38].
6.5 Analysis
The proposed BoostCNN algorithm has a couple of interesting properties. We start by
providing some intuition about the boosting weights and their eects on training CNN
learners, e.g., bN in Figure 6.1.
According to (6.5), the boosting weights in BoostCNN algorithm are M-
dimensional. These weights encode two type of information. First, the norm of vector
w(x) 2 RM is proportional to how well example x is classified by the current ensemble
of weak learners. If x is correctly classified then fzi(xi) will be larger than fk(xi) 8k , zi,
the terms in the exponents of (6.5) will be small and thus w(x) will have a small norm.
On the other hand, if x is mis-classified, some of the exponent terms in (6.5) will posi-
tive and w(x) will have larger norm. Second, the kth components of vector w(xi) 2 RM,
encodes the importance of kth class in classification of example xi. For an incorrect class
label k , zi, if fk(xi) > fz(xi) then wk(x) will be large. In addition wk(x) will increase
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Algorithm 1: BoostCNN
Input: number of classes M, number of boosting, iterations Nb, number of iterations
for learning a CNN Nc, shrinkage parameter , and dataset D = f(x1; z1); :::; (xn; zn)g
where zi 2 f1 : : :Mg is label of example xi.
for t = 1 to Nb do
for l = 1 to Nc do
sample a batch of training examples.
run a forward pass for network bN .
back-propagate 2(w(x)   bN(x)) to the layers of bN .
end for
compute w(xi) for all xi, using (6.5)
find g(x),  using (6.6) and (6.7)
update f (x) = f (x) + g(x)
set Nt := bN .
set t := 
end for
Output: predictor f (x) =
PNb
t=1 tNt(x)
exponentially by increasing fk(xi) > fz(xi). Therefore weights of incorrect classes will
get magnified exponentially. Similarly, if fk(xi) < fz(xi), wk(xi) will be a small value.
These two weighting mechanisms will modulate the network output bN(x) in (6.4) and
help CNN learning procedure to focus on more dicult examples and more confusing
classes.
Another interesting property of CNN-Boost method is that, for any network N¯ for
which (6.4), i.e.
Pn
i=1
PM
j=1 N¯(xi)w j(xi), is non-zeros, adding N¯ (or  N¯) can help the
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gradient descent procedure to further minimize the classification risk of the boosted
classifier, (6.2) and improve the performance. In fact if N 0(x) is network with uniform
random output, i.e.
Prob(k = arg max
k=1:::M
N 0(x)) = 1
M
; (6.14)
then according to (6.4) and (6.5)
EfR[ f ;N 0]g =  1
2
nX
i=1
MX
j=1
Efg j(xi)gw j(xi)
=   1
2M
nX
i=1
MX
j=1
w j(xi) = 0: (6.15)
Therefore, BoostCNN can utilize any network whose output is slightly better than ran-
dom for boosting. This is very significant as it can reduce the trial-and-error that is
required for designing stand-alone CNNs.
The proposed network architecture in figure 6.1 is similar to multi-column deep net-
work [2, 14] and averaging several learning networks [71, 121]. Multi-column CNN
trains a group of CNN’s simultaneously to learn a linear combination of these network
as the final predictor. This, however, will increase the complexity of the learning process
as it will exponentially increase the number of local minima in the network optimization
problem, e.g. any permutation of columns of a local optimum is also a local optimum.
Comparing this method with the proposed method, in BoostCNN 1) networks are trained
sequentially and 2) each network is trained on the mistakes of the previous networks.
This sequential network learning simplifies the optimization problem and avoids the lo-
cal minima problem of multi-columns networks. Similarly, BoostCNN is better than
averaging several independently trained networks because BoostCNN optimizes coe-
cients of the linear combination and trains new networks on more dicult examples and
classes.
Finally, note that for training bN in each boosting iteration it is possible to initialize it
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(a) (b) (c) (d)
Figure 6.2: (a) loss of boosted network (6.3) and risk derivatives of the last network, (6.4), on
the training set, (b) accuracy of boosted network and last network bN during the
training, (c) accuracy of the classifiers trained with BoostCNN and other methods
on the test set., (d) comparison between bagging and boosting.
by random parameters or by parameters of bN of the previous network. According to our
experiment, the later is more eective and we will further discuss this issue in section
6.6.
6.6 Experiments
In this section, we illustrate properties of the proposed BoostCNN algorithm and com-
pare its performance with the standard deep learning method on several image classifi-
cation tasks. For implementation, we used the open source Cae framework [59] deep
learning library.1
We start by illustrating properties of BoostCNN using CIFAR-10 dataset [69]. For
training, we used CIFAR10-quick network model provided by the library which consists
of three convolutional layers, each followed by a pooling layer and a rectified linear unit
(RELU). These layers are then augmented by two fully connected layers.
Using BoostCNN, we trained an ensemble of 9 networks each with 2; 000 back-
propagation iterations. Figure 6.2-(a) shows evolution of 1) functional risk derivative of
1Our open source code will be available on our project website.
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(6.4) with respect to the output of the current network bN and 2) risk of classification,
(6.3), for the boosted CNN classifier. First, note that the sharp jumps in the figure are
corresponding to start of a new boosting iteration. Second, bN starts with random param-
eters and its corresponding risk derivatives, (6.4), is close to zero. By back-propagating
derivatives of the square error loss function (6.11), BoostCNN then improves this net-
work to minimize (6.6) and trains a classifier. Third, at the end of the first boosting
iteration, the trained network, bN , will be stored as N1. This will change the boosted
classifier and the boosting weights resulting in a jump in (6.4). This is not surprising as
the current bN is optimized for the old boosting weights and it is sub-optimal with respect
to the new weights. In the second boosting iteration, BoostCNN then starts fine-tuningbN to optimize it for the new weights and minimize (6.4). Fourth, the risk derivatives,
(6.4), at the start of each boosting iteration increase as boosting progress. This is be-
cause as the boosting algorithm progresses the boosted classifier becomes better and it
becomes harder to train a CNN weak learner to address its mistakes. Finally, Note that
in the proposed method we initialized bN with the parameters of the last trained bN . If in-
stead, we choose to randomly initialize these networks the jumps will be higher because
according to (6.15) for a random network (6.4) is close to zero.
Figure 6.2-(b) shows the error rate of the boosted CNN and the last network. As ex-
pected the error of the Boosted network decreases by adding more CNNs. On the other
hand, the error rate of last network starts increasing after 4   5 boosting iterations. The
reason is that the last network is trained to optimize (6.4) which can be very dierent
from accuracy of the network. For example in the first boosting iteration of BoostCNN
f (x) = 0 2 R10 and w j(xi) =  1 for j , zi and wzi(xi) = 9. Using these weights, op-
timizing (6.4) is equivalent to minimizing error rate for all training example. However,
in the last boosting iterations many examples are correctly classified and receive lower
weights which let the network to focus on the harder examples.
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Figure 6.3: This figure shows how accuracy and loss change after each boosting
iteration.
Regarding accuracy, figure 6.2-(b) compares the error rate of boosted CNN predictor
with the error rate of a CNN trained with soft-max loss function, and a CNN trained
with square error loss function, (6.11). As shown in this figure, the predictor of boosted-
CNN achieved lower error. We also continued the training of non-boosted networks
for 40K iterations, but error rate did not improve significantly. Manually changing the
learning rate of the soft-max network will decrease the error to around 25% which is
still 3% higher than the error rate of boosted CNN. Finally, this figure also illustrates the
performance of a boosted CNN predictor when parameters of the last network are reset
after each boosting iteration. As shown in this figure, the initialization technique for the
last network significantly improves the performance of the boosted CNN predictor.
Bird Species Classification. CUB-200-2011 [136] consists of 11; 788 images of 200
bird species. This dataset comes with a pre-selected training and testings splits. We
cropped the largest square window from the center of all images and resized them to
448448 in this experiment. We don’t consider random data alterations in the classifier.
However, we mirrored the training images and doubled the training set. We use B-Net
in this experiment and initialize the last layer using externally trained Linear SVM to
reduce the total training time. The Linear SVM is equivalent to the softmax loss used in
the network. However, we found out that learning the last layer outside of the network
to initialize training leads to more stable classifiers and better results. Note that this
is only possible when dealing with relatively small datasets, otherwise computing all
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of the features requires a significant amount of memory. In this experiment we used
B-CNN [D, D] (B-Net) [131] as the base classifier and we achieved 14:4% error rate
vs. the state-of-the-art 15:9% [131]; see Fig. 6.3(a).
Car make and model classification The car dataset [68] consists of 16; 185 images of
196 dierent car make and models from Acura RL to Volvo XC90. This dataset comes
with a predefined training and testing splits. The images include a variety of sizes and
aspect ratios and we cropped the largest square window and resized it to 448  448 for
pre-processing. BoostCNN achieves the error rate of 7:9% which is only 0:5% higher
than the state of the art [68], however the employed 3D for this task which is beyond
our current model.
Aircraft Classification. FGVC-aircraft [84] consists of 10k images of 100 dierent
aircraft models. There are dierent sub-models of the same aircraft design included
such as dierent Boeing 737s. We resized the images to 448  448 while ignoring
the original aspect ratio for this experiment and similar to other datasets we double the
training set by mirroring. Then we used B-Net as our base classifier from [131] and
ran 20 iterations of boosting. Figure 6.3 shows that the testing error rate decreased from
12:1% to 11:5% after which it increases. The reason is that we used a fixed 0.1 shrinkage
parameter for all of our experiments. However, this particular classifier needs a lower
shrinkage parameter. This is clearer when analyzing the training loss.
6.6.1 Boosting heterogeneous classifiers
So far in this paper, we used homogeneous classifiers in training the boosted classi-
fier. However, BoostCNN is not limited to homogeneous classifiers. We performed
an experiment wherein each boosting iteration instead of optimizing one network, we
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Method Accuracy
BoostCNN 85:6%
BoostCNN(heterogeneous) 86.2%
Bilinear CNN [131] 84:1%
Krause et. al [67] 82:0%
Pose Normalized CNN [6] 75:7%
Part-based RCNN[143] 73:9%
Method Accuracy
BoostCNN 92:1%
Bilinear CNN [131] 91:3%
Krause et al. [67] 92.6%
Chai et al. [12] 78:0%
Fisher Vector [45] 82:7%
Method Accuracy
BoostCNN 88.5%
Bilinear CNN [131] 84:1%
Fisher Vector [45] 80:7%
Chai et al. [12] 72:5%
Table 6.1: CUB, CARS and AIRCRAFTS results
trained multiple networks and let them compete to achieve the best performance. At
each boosting iteration, we train these CNNs independently to minimize (6.4). Then the
best classifier is selected based on the overall training loss and is added to the boosting
set.
The classifiers we designed for this experiment were B-Nets with 8 dierent input
image variations. We experimented with two dierent input sizes 448 and 224, two
aspect ratios 1 and 1:25 and the choice of cropping the center patch and resizing the
image to the desired size. Note that B-Nets work with any input size since the output of
the bilinear layer only depends on the number of channels.
Figure. 6.4 shows the result of this experiment. Each column shows the testing ac-
curacy after each boosting iteration and each row corresponds with a dierent classifier.
The recipe that proposed by Lin et. al [131] for CUB is to crop the center patch and
resize it to 448  448 which is on par with the 84:1% at first column in the second
row. However, cropping the center rectangle of size 560  448 seems to help in the
later stages of boosting. Figure. 6.4 shows that combination of dierent base classifiers
outperform boosting only one type of classifier (Figure. 6.3-(a)) as those other classi-
fiers see slightly dierent perspectives of the input. This boosted classifier converges to
86:2% testing error after 25 iterations which boosting only B-Nets on center 448 square
patches converges to 85:6% according to Figure 6.3.
99
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
boosting iteration
resized, 560x448
resized, 280x224
resized, 448x448
resized, 224x224
center,  560x448
center,  280x224
center,  448x448
center,  224x224
83.384.184.785.085.185.485.485.685.985.985.886.086.086.086.186.186.186.286.286.286.286.286.286.286.2
77.880.781.983.183.884.384.384.384.484.584.985.285.385.585.785.785.885.986.086.186.186.186.286.186.1
83.184.184.685.085.185.285.285.585.585.685.885.986.086.086.086.086.086.186.186.286.286.186.186.286.2
76.583.383.784.284.585.085.185.285.185.385.585.685.785.885.885.885.885.885.885.885.986.086.086.086.1
83.284.285.185.585.785.986.086.386.285.986.386.386.386.386.386.286.186.286.186.186.286.186.186.186.1
79.281.382.883.884.484.784.784.784.784.785.085.185.585.585.785.785.785.785.885.885.986.086.086.086.1
84.184.785.185.585.585.685.886.186.186.186.186.186.086.086.086.186.186.186.186.186.186.186.186.186.1
79.081.482.883.484.084.684.584.584.684.684.985.285.385.485.685.685.785.785.785.785.785.785.785.785.7
Heterogenous Boosting Experiment on CUB200
Figure 6.4: Testing accuracy on CUB for 25 boosting iterations using 8 dierent boosted classi-
fiers.
6.7 Conclusion and future work
In this paper, we proposed a novel model by combining the merits of boosting and deep
CNNs. We are inspired by the powerful image representation learned by deep CNNs and
the ability of the boosting to combine the strengths of multiple learners to improve the
classification. To learn this new model, we developed an algorithm to incorporate boost-
ing weights into the deep learning architecture. We illustrated the properties of boosted
convolutional networks and demonstrated the advantages of our model via state-of-the-
art results on several fine-grained classification datasets: CUB [136], Cars [68] and
Aircrafts [84]. In future work, we will apply BoostCNN to general large-scale classifi-
cation datasets, e.g., ImageNet. We will extend our heterogeneous boosting experiments
to include more diverse networks with dierent depths and configurations. Such exten-
sions will aord improved generalization to networks for extracting dierent kinds of
information.
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