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The partial transpose ρT2A of the reduced density matrix ρA is the key object to quantify the entanglement
in mixed states, in particular through the presence of negative eigenvalues in its spectrum. Here we derive
analytically the distribution of the eigenvalues of ρT2A , that we dub negativity spectrum, in the ground sate of
gapless one-dimensional systems described by a Conformal Field Theory (CFT), focusing on the case of two
adjacent intervals. We show that the negativity spectrum is universal and depends only on the central charge
of the CFT, similarly to the entanglement spectrum. The precise form of the negativity spectrum depends on
whether the two intervals are in a pure or mixed state, and in both cases, a dependence on the sign of the
eigenvalues is found. This dependence is weak for bulk eigenvalues, whereas it is strong at the spectrum edges.
We also investigate the scaling of the smallest (negative) and largest (positive) eigenvalues of ρT2A . We check our
results against DMRG simulations for the critical Ising and Heisenberg chains, and against exact results for the
harmonic chain, finding good agreement for the spectrum, but showing that the smallest eigenvalue is affected
by very large scaling corrections.
I. INTRODUCTION
During recent years devising new tools to detect and char-
acterize the entanglement content of quantum many-body sys-
tems became a fruitful research theme. For bipartite pure
states a proper entanglement measure is the entanglement en-
tropy1–4. Given a system in a pure state |ψ〉 and a bipartition
into two parts A1 and A2 (see Figure 1 (a)), the entanglement
entropy is defined as
SA1 ≡ −TrρA1 ln ρA1 , (1)
with ρA1 ≡ TrA2 |ψ〉〈ψ| being the reduced density matrix of
A1. For a pure state SA1 = SA2 , reflecting that a good mea-
sure of entanglement is symmetric in A1 and A2.
However, if a system is in a mixed state the entanglement
entropy is not a good entanglement measure, as it is sensitive
to both quantum and classical correlations. This happens for
finite-temperature systems and if one is interested in the mu-
tual entanglement between two non complementary regions
of a larger pure system. For instance, given the tripartition of
a system as A1 ∪ A2 ∪ B (illustrated in Figure 1 (b)), with
A ≡ A1 ∪ A2 the region of interest, SA1∪A2 is not a measure
of the entanglement between A1 and A2. In these situations
a computable entanglement measure is the logarithmic nega-
tivity5–10, which is defined as the sum of the absolute values
of the eigenvalues of the partially transposed reduced density
matrix ρT2A :
E ≡ ln ||ρT2A ||1 = ln Tr|ρT2A |. (2)
Here ρT2A is defined as 〈ϕ1ϕ2|ρT2A |ϕ′1ϕ′2〉 ≡ 〈ϕ1ϕ′2|ρA|ϕ′1ϕ2〉,
with {ϕ1} and {ϕ2} two bases for A1 and A2, respectively.
The symbol || · ||1 denotes the trace norm. Crucially, ρT2A has
both positive and negative eigenvalues, in contrast with the
reduced density matrix, which is positive semidefinite.
The scaling behavior of the negativity has been charac-
terized analytically for the ground states of quantum critical
models whose low energy physics is captured by a one dimen-
sional (1D) Conformal Field Theory (CFT)11–13. In particular,
FIG. 1. Partitions of the 1D pure systems considered in this work.
Periodic boundary conditions are always implied. (a) The bipartition
into two intervals A1 and A2 = A¯1. (b) The tripartition of the chain
into two adjacent intervals A1 and A2 with A ≡ A1 ∪ A2 plus the
remainder B = A¯. In both (a) and (b) the partial transposition is
performed with respect to the degrees of freedom in A2.
for disconnected intervals the logarithmic negativity encodes
information about the full operator content of the CFT11, sim-
ilar to the entanglement entropy14. Remarkably, the negativ-
ity is scale invariant at generic quantum critical points11,15–17.
Its scaling behavior is also known for finite temperature sys-
tems18, in CFTs with large central charge19, disordered spin
chains20, out of equilibrium models21–24, some holographic25
and massive quantum field theories26, topologically ordered
phases27,28, Kondo-like systems29–31, and Chern-Simons the-
ories32,33. Surprisingly, no analytical results are available yet
for free-fermion models, in contrast with free bosonic model,
for which the negativity can be calculated34, also in d > 1
dimensions35,36. On the numerical side the negativity can be
obtained in DMRG37–39 simulations13,15,20.
Despite this intense theoretical effort, the properties of the
eigenvalues of ρT2A have not yet been studied (however in this
direction see Ref. 40). In contrast, the study of the eigen-
values of the reduced density matrix (the so-called entan-
glement spectrum) proved to be an extremely powerful the-
oretical tool to analyze topological phases41–45, symmetry-
broken phases46–49, many-body localized phases50, and to ex-
tract CFT data in models at quantum critical points or in gap-
less phases51,52. For instance, in Ref. 51 it has been shown
that for conformally invariant systems the entanglement spec-
ar
X
iv
:1
60
7.
02
99
2v
2 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
9 J
ul 
20
16
2trum distribution is described by a universal scaling function
that depends only on the central charge of the underlying CFT.
This distribution turned out to be a crucial quantity to under-
stand the scaling (with the auxiliary tensor dimension) of ma-
trix product states53.
In this work we start a systematic study of the spectrum
of ρT2A , that we dub negativity spectrum, for gapless one di-
mensional models described by a CFT. Specifically, here we
investigate, in the ground state of CFTs, the distribution P (λ)
of the negativity spectrum, which is defined as
P (λ) ≡
∑
i
δ(λ− λi), (3)
with λi being the eigenvalues of ρT2A . Using the same tech-
niques developed Ref. 51 for the entanglement spectrum, we
derive analytically P (λ) for the case of two adjacent inter-
vals as in Figures 1 (a) and (b). We show that the negativity
spectrum is sensitive to whether the two intervals are in a pure
(Figure 1 (a)) or in a mixed state (Figure 1 (b)). Moreover, the
negativity spectrum distribution is universal and depends only
on the central charge of the CFT via its largest eigenvalue. Its
functional form (cf. Eqs. (22) and (37)) is reminiscent of that
of the entanglement spectrum distribution. In particular, P (λ)
depends on the sign of λ, but this dependence disappears for
the asymptotically small (in magnitude) eigenvalues, in both
the pure and mixed case. Our results imply that the ratio be-
tween the total number of positive and negative eigenvalues
goes to one in the limit of large intervals. We also investigate
the scaling properties of the support of the negativity spec-
trum, a subject that has attracted some interest in the quantum
information community where it has been shown54,55 that the
eigenvalues of ρT2A are in [−1/2, 1]. Here we focus on the
smallest (negative) and the largest (positive) eigenvalues of
ρT2A (spectrum edges) and we show that for both the pure and
mixed case, both the edges exhibit the same scaling behavior
as a function of the intervals length, which we characterize
using CFT results. We show that in the limit of large subsys-
tem the support of the negativity spectrum becomes symmet-
ric, i.e. the smallest (negative) eigenvalue is minus the largest
(positive) one. Interestingly, the negative edge exhibits strong
scaling corrections. Finally, we provide accurate checks of
our results in microscopic models using DMRG simulations,
finding always excellent agreement.
The manuscript is organized as follows. In section II we de-
rive analytically P (λ) using CFT results, for two adjacent in-
tervals in a pure state in subsection II B, and in subsection II C
for the two intervals in a mixed state. These are compared
with DMRG simulations for the critical transverse field Ising
chain and the spin-1/2 isotropic Heisenberg chain (XXX
chain) in section III. In subsection III B we discuss the scal-
ing behavior of the support of the negativity spectrum. We
also present exact numerical data for the harmonic chain. We
conclude in section IV.
II. NEGATIVITY SPECTRUM: CFT RESULTS
In this section we derive analytically the distribution of the
eigenvalues of the partially transposed reduced density matrix
(negativity spectrum).
A. The moment problem
The negativity spectrum distribution P (λ) defined in (3)
can be reconstructed from the knowledge of its moments
RT2n = Tr(ρ
T2
A )
n, as already done for the entanglement
spectrum51. In terms of P (λ), RT2n are given by
RT2n ≡
∑
i
λni =
∫
dλλnP (λ), (4)
with λi being the eigenvalues of ρT2A .
Introducing the Stieltjes transform of λP (λ)
f(z) ≡ 1
pi
∞∑
n=1
RT2n z
−n =
1
pi
∫
dλ
λP (λ)
z − λ , (5)
one has56
λP (λ) = lim
→0
Imf(λ− i). (6)
The distribution P (λ) can be effectively reconstructed once
the moments RT2n are analytically known, which is the case
for models whose scaling limit is described by a CFT. The
knowledge of the moments is indeed the starting point to ob-
tain the logarithmic negativity via the replica trick11
E = lim
ne→1
RT2ne , with ne even. (7)
It is worth mentioning that, unlike the negativity, the mo-
ments RT2n can be worked out analytically in free-fermion
models57–62 and numerically using classical63 and quantum64
Monte Carlo techniques. It is also possible in some cases to
use numerical extrapolations to obtain the negativity from the
replica limit of the moments65.
We recall the reader that this method based on the Stieltjes
transform has been used in Ref. 51 to derive the distribution
PS(λ) of the entanglement spectrum. The result reads51
PS(λ) = δ(λM − λ)
+
bθ(λM − λ)
λ
√
b ln(λM/λ)
I1(2
√
b ln(λM/λ)). (8)
where λM is the largest eigenvalue of ρA, b ≡ − lnλM , and
Ik(z) denotes the modified Bessel functions of the first kind.
From (8) the mean number of eigenvalues nS(λ) larger than
λ, i.e., the tail distribution function, is obtained as51
nS(λ) =
∫ λM
λ
dλPS(λ) = I0(2
√
b ln(λM/λ)). (9)
The effectiveness of this distribution function to describe the
entanglement spectrum of gapless 1D models has been tested
in a few numerical examples4,51,66–68, showing that apart from
sizeable finite size corrections, Eq. (9) describes accurately
the numerical data for the spectrum.
3B. Two intervals in a pure state
We start considering the negativity spectrum for two inter-
vals A ≡ A1 ∪ A2 in a pure state as in Figure 1 (a). In this
case, the moments of the partial transpose RT2n can be written
in terms of the moments Rn = TrρnA1 of the reduced density
matrix of A1 as11,12
RT2n =
{
TrρnoA1 , no odd,
(Trρne/2A1 )
2, ne even.
(10)
Importantly, the result depends on the parity of n. This rela-
tion between Rn and RT2n signals that in the case of a bipar-
tite pure state the negativity spectrum is not independent from
the entanglement spectrum. Indeed, by using the Schmidt de-
composition of an arbitrary bipartite pure state it is possible
to relate all the eigenvalues of the partially transposed density
matrix λi,j to the non-zero eigenvalues of the reduced density
matrix ρA1 (or equivalently ρA2 ). It is a simple linear algebra
exercise to show the relation12,55,57
λi,j =

√
µiµj i < j,
µi i = j,
−√µiµj i > j.
(11)
The validity of the above relation between λij and µj can be
also inferred from the fact that the relations (10) force an infi-
nite set of constraints on the eigenvalues: since (11) satisfy all
of these constraints, it must be the only solution of the set of
equations (10). Notice that the largest (positive) eigenvalue of
ρT2A coincides with the largest eigenvalue µ1 of ρA1 , while the
smallest (negative) eigenvalue of ρT2A is given by −
√
µ1µ2,
where µ1,2 are the two largest eigenvalues of ρA1 .
Clearly the relations (11) are valid for an arbitrary pure
state, but in the case of the ground state of a CFT, we can use
them to derive the probability distribution P (λ) of the λi,j
from that of µi, which, for a CFT, is given by PS(µ) in (8).
From (11), P (λ) can be written as
P (λ) =
∑
i,j
δ(λ− λi,j) = sgn(λ)
2
PS(|λ|)
+
1
2
∫ ∞
0
dx
∫ ∞
0
dy δ(|λ| − √xyPS(x)PS(y). (12)
The sgn(λ) function in the first row in (12) is necessary in
order to correctly take into account the i = j term in (11).
Plugging (8) into (12), the double integral can be explicitly
performed (but it is a tedious calculation) and P (λ) can be
casted in a form which we will explicitly obtain from the mo-
ment problem (cf. (22) in the following).
1. Negativity spectrum from the moment problem
Although (12) provides already the final answer for the neg-
ativity spectrum for the bipartition of the ground state of a
CFT, it is very instructive to recover the same result from the
moment problem, especially to set up the calculation for the
more important and difficult case of two adjacent intervals in
a mixed state. The key ingredients are the moments of the par-
tial transpose given in (10) in terms of the moments of ρA1 .
These, for the ground states of models described by a CFT,
in the case of one interval A1 of length `1 embedded in an
infinite system, are given by69,70
TrρnA1 = cn`
− c6 (n− 1n )
1 . (13)
Here c is the central charge of the CFT and cn is a non-
universal constant. Plugging (13) in (10), we rewrite RT2n as
RT2n =
{
c′noe
−b(no− 1no ), no odd,
c′nee
−b(ne− 4ne ), ne even,
(14)
where the constants c′n depend on the parity of n (from (10)
and (13) one has c′ne = c
2
ne/2
and c′no = cno , for ne even and
no odd, respectively). We have also defined
b ≡ − lnλM = c
6
ln `1 + const. (15)
Here λM is the largest eigenvalue of ρT2A , isolated by taking
the limit n → ∞ in (14). This limit does not depend on the
parity of n, making λM well defined. This is true not only for
the leading logarithmic term in ln `1, but also for the additive
constant, given that
lim
no→∞
ln c′no
no
= lim
n→∞
ln cn
n
= lim
n→∞
ln c2n/2
n
= lim
ne→∞
ln c′ne
ne
.
(16)
For a bipartition of the ground state of a CFT, the largest
eigenvalue of ρT2A coincides with the largest eigenvalue of ρA1 ,
in agreement with the general result (11).
At this point, we have all the ingredients to compute the
Stieltjes transform just by plugging (14) into the definition of
f(z) in (5) and performing the sums over even and odd n sep-
arately, obtaining
f(z) =
1
pi
∞∑
k=0
(4b)k
k!
∞∑
n=1
(e−b/z)2n
(2n)k
+
1
pi
∞∑
k=0
bk
k!
∞∑
n=1
(e−b/z)2n−1
(2n− 1)k . (17)
Here we ignored the presence of the non-universal constants
c′n. This relies on the assumptions that the c
′
n do not change
significantly upon varying n, as indicated by results in exactly
solvable models71 and numerical works72. The same assump-
tion has been used in deriving the entanglement spectrum dis-
tribution in Ref. 51 (and the accuracy of the tail distribution
function showed in numerical works66–68 is a further confir-
mation of the plausibility of this assumption).
Remarkably, the two sums in (17) can be performed analyt-
4ically, yielding
f(z) =
1
pi
∞∑
k=0
(2b)k
k!
Lik((e−b/z)2)
+
1
pi
e−b
z
∞∑
k=0
(b/2)k
k!
Φ((e−b/z)2), k, 1/2), (18)
where Lik(y) is the polylogarithm function and Φ(y, k, a) one
of its generalization known as Lerch transcendent function.
Using the relation
y
2k
ImΦ(y2, k, 1/2) =
sgn(y)
2
Im [Lik(|y|)], (19)
the imaginary part of (18) reads
Imf(z) =
1
pi
∞∑
k=0
(2b)k
k!
Im Lik((e−b/z)2)
+
1
pi
sgn(e−b/z)
2
∞∑
k=0
bk
k!
Im Lik(|e−b/z|), (20)
where sgn(y) ≡ y/|y| is the sign function. Lik(y) is analytic
in the complex plane, and it has a branch cut on the real axis
for y ≥ 1. Specifically, for y > 1 and k ≥ 1 the discontinuity
on the cut is lim→0 Lik(y ± i) = ±pi(ln y)k−1/Γ(k), with
Γ(k) the Euler gamma function. This implies that
lim
→0
Imf(λ− i) = λMδ(λM − λ) + 1
2 ln(λM/|λ|)
×
∞∑
k=1
[b ln(λM/|λ|)]k
k!Γ(k)
[1 + 4ksgn(λ)], (21)
Note that the delta peak δ(λM − λ) originates from the k =
0 terms in (20). The sum over k in (21) can be performed
explicitly and from (6), one obtains P (λ) as
P (λ) = δ(λM − λ)
+
bθ(λM − |λ|)
|λ|ξ
[ sgn(λ)
2
I1(2ξ) + I1(4ξ)
]
, (22)
where, again, Ik(z) denotes the modified Bessel function of
the first kind, and we defined the scaling variable ξ as
ξ ≡
√
b ln(λM/|λ|). (23)
The distribution (22) is our final result for the negativity spec-
trum distribution of a bipartition of the ground state of a CFT.
It is a tedious but elementary exercise to verify that (22) coin-
cides with (12), as it should.
2. Some consistency checks
Before discussing the main properties and physical con-
sequences of the negativity spectrum distribution (22), it is
worth to provide some consistency checks of its correct-
ness. A first check of (22) is the normalization condition∫
dλλP (λ) = 1. Since the term I1(4ξ) in (22) is odd in the
normalisation integral, it gives a vanishing contribution, and
so we have∫
dλλP (λ) = λM +
∫ λM
−λM
dλ
b
2ξ
I1(2ξ) = 1. (24)
A less trivial check of (22) is obtained by considering the scal-
ing of the logarithmic negativity E = ln ∫ dλ|λ|P (λ). First of
all, let us notice that the negativity can be rewritten as
E = ln lim
ne→1
Tr
(
ρT2A
)ne ' c
2
ln `1 = −3 lnλM . (25)
By parity of the integral, the term I1(2ξ) in (22) does not con-
tribute to E . Using that ∫ λM−λM dλI1(4ξ)b/ξ = λ−3M −λM , one
finds that (22) satisfies (25).
3. Properties of the negativity spectrum distribution
The negativity spectrum distribution (22) is reminiscent of
the entanglement spectrum (8), but it is definitively different.
First of all its support is [−λM , λM ]. This could have been
inferred also in two alternative and easier ways that did not
require the knowledge of the full negativity spectrum distri-
bution. First from the moments RT2n , the smallest negative
eigenvalue λm can be always obtained from the analytic con-
tinuations of the even and odd sequences. Indeed, one simply
has
lim
n→∞
1
n
ln Tr
[
(ρT2A )
ne=n − (ρT2A )no=n
]
=
= lim
n→∞
1
n
ln
(∑
|λi|n −
∑
λni
)
=
lim
n→∞
1
n
ln
(
2
∑
λi<0
|λi|n
)
= ln |λm| , (26)
where we denoted with λi the eigenvalues of ρT2A . Plug-
ging (14) in (26), one gets
ln |λm| = −b = lnλM . (27)
The second method (which has even a more general validity)
simply exploits the relations (11). From these we have, as
already stated, that the smallest negative eigenvalue is given
by λm = −√µ1µ2 where µ1,2 are the two largest eigenval-
ues of the reduced density matrix. We have already seen that
generically µ1 = λM . It is also known that for a CFT, the en-
tanglement gap µ1−µ2 closes (i.e. µ1−µ2 → 0) in the limit
`1 → ∞51 (this result is based on earlier CFT results for the
corner transfer matrix spectrum73). From this one concludes
λm = −λM . However, this second derivation, also shows
that the relation λm = −λM should be handled with a lot
of care when comparing with numerics. Indeed, it has been
shown51,73 that the entanglement gap closes logarithmically
upon increasing the interval length `1, i.e. µ1−µ2 ∝ 1/ ln `1.
50 1 2 3
[b ln(λM/|λ|)]1/2
10-2
10-1
100
101
102
103
n(λ)
ρA
ρT2A λ>0
ρT2A λ<0
pure
mixe
d
FIG. 2. Negativity spectrum of two adjacent intervals: Survey of the
CFT results for the number distribution function n(λ) plotted versus
the scaling variable ξ ≡ [b ln(λM/|λ|)]1/2, with b ≡ − lnλM and
λM the largest (positive) eigenvalue of ρT2A . The continuous line
shows for comparison the CFT result for the entanglement spectrum.
The dash-dotted and dotted lines denote n(λ) for λ > 0 and λ < 0,
respectively. The different colors correspond to the case with the two
intervals in a pure state and a mixed state.
Consequently, one has for any finite `1 that |λm| < λM and
λM − |λm| ∝ 1/ ln `1 for `1 → ∞. The fact that the gap
closes only logarithmically with `1 means that in practice one
would need extremely large intervals in order to see the equal-
ity between the largest and the smallest eigenvalues: this is
practically impossible to observe in a numerical simulation.
A very important property of the negativity spectrum (22) is
the presence of a delta peak in λM , in complete analogy with
the standard entanglement spectrum (8). This means that there
exists a single eigenvalue λM which provides a finite contri-
bution to the negativity and to the other quantities obtainable
from P (λ) (as, e.g., the moments etc.). Notice that although
the largest and the smallest eigenvalues are equal in the limit
of very large interval, their contribution to the probability dis-
tribution function is very different, since at λ = λM there is
a delta function, which instead is absent at λ = −λM . This
asymmetry has deep consequences on the various observables
such as the number distribution function discussed in the fol-
lowing.
Apart from the delta peak, the negativity spectrum (22) has
two other terms, one symmetric for λ → −λ and the other
antisymmetric. Notice that ξ → 0 corresponds to λ → λM ,
while ξ → ∞ to λ → 0. Interestingly, in (22) the only de-
pendence on the sign of λ is due to the term I1(2ξ). How-
ever, since I1(2ξ)/I1(4ξ) → 0 for ξ → ∞, the distribution
of the small eigenvalues does not depend on their sign. This
can be understood also from the general relation (11) in which
the eigenvalues given by±√µiµj are invariant under sign ex-
change and they are many more than the µi’s, in the limit of
large Hilbert spaces.
4. The number distribution function
A crucial observable that is easily obtainable from the nega-
tivity spectrum is the mean number of eigenvalues larger than
a given λ, i.e. the so-called tail distribution function n(λ)
which in the following we refer to as number distribution
function. The interest in this function comes from the fact that
it is a super-universal smooth function, as already known51
for the entanglement spectrum (9). Indeed, integrating (22),
the number distribution function is given by
n(λ) ≡
∫ λM
λ
dλP (λ) =
1
2
[
sgn(λ)I0(2ξ) + I0(4ξ)
]
. (28)
Equation (28) shows that, also for the negativity spectrum,
n(λ) is a function of the scaling variable ξ only, i.e., there are
no free parameters, similarly to the entanglement spectrum
(9). In this sense it is super-universal, meaning that it is the
same for any CFT. Remarkably, the only CFT data appearing
in (22) is the central charge, which enters via λM . However,
when comparing with numerical data, λM can be fixed from
numerics, and consequently there is no free/fitting parameter.
There are several interesting properties of the number dis-
tribution function worth to be mentioned. First of all, the limit
for |λ| → λM (i.e. ξ → 0) is very different whether one
consider positive or negative λ. While for λ > 0, n(λ) → 1
as λ → λM , for λ < 0, n(λ) → 0 as λ → −λM . This
is a straightforward consequence of the presence of the delta
peak in P (λ) (22) for λ = λM , but not for λ = −λM . In
the opposite limit of small absolute value of the eigenvalues,
n(λ) ∝ e4ξ/(2√2piξ) for ξ → ∞, independently of the sign
of λ, signaling that the number of small eigenvalues does not
depend on their sign. Finally, n(λ) diverges for ξ → ∞ re-
flecting that in the thermodynamic limit the number of eigen-
values of ρT2A is infinite. Figure 2 reports a plot of the number
distribution function versus ξ for both positive and negative λ.
All the previously listed features should be apparent.
C. Two intervals in a mixed state
We now turn to discuss the case of two adjacent intervals
in a mixed state as in Figure 1 (b). For two generic intervals
A1 andA2, of length `1 and `2, respectively, the scaling of the
moments RT2n is
11,12
RT2n = c
′′
n
{
(`1`2)
− c6 (ne2 − 2ne )(`1 + `2)−
c
6 (
ne
2 +
1
ne
) ,
(`1`2(`1 + `2))
− c12 (no− 1no ),
(29)
where c is again the central charge and the non-universal con-
stants c′′n are analogous to c
′
n in (14); they also depend on the
parity of n, but, as before, are expected to depend on n in a
very weak manner12 and so will be neglected in the following
treatment. It is convenient to rewrite these moments as
RT2n '
`
− c4 (ne− 2ne )
1 ω
− c6 (ne2 − 2ne )(1 + ω)−
c
6 (
ne
2 +
1
ne
),
`
− c4 (no− 1no )
1 [ω(1 + ω)]
− c12 (no− 1no ),
(30)
6where ω ≡ `2/`1 is the aspect ratio of the two intervals. In-
deed, from (30) is clear that the largest eigenvalue of ρT2A can
be extracted by taking the limit n→∞which yields the same
results from both the even and odd sequences. This limit leads
to
b ≡ − lnλM = c
12
ln[`1`2(`1 + `2)] + cnst
=
c
4
ln `1 +
c
12
lnω(1 + ω) + cnst. (31)
We stress that the largest eigenvalue has a different depen-
dence on the central charge compared to the pure case, since
the prefactor of the logarithm is c/4 instead of c/6 in (15).
Notice also that in this case the negativity is not simply a mul-
tiple of the logarithm of the largest eigenvalue as in the pure
case (cf. (25)), but we have (ignoring additive constants)
E = ln lim
ne→1
Tr
(
ρT2A
)ne ' c
4
ln
`1`2
`1 + `2
=
=
c
4
ln `1 +
c
4
ln
ω
ω + 1
= b+
c
6
ln
ω
(ω + 1)2
. (32)
At the leading order in `1, i.e. ignoring the geometry depen-
dent factor ω, one has E ' − lnλM .
The derivation of P (λ) from the moments (30) proceeds as
for the pure case (see II B) by calculating the Stieltjes trans-
form as sum over the moments (5), and taking the limit of its
imaginary part as in (6). The sums entering in the Stieltjes
transform are exactly the same as in the pure case, just with
different factors. For this reason, we do not report the details
of the entire calculation, since after the same algebra as in II B,
we arrive to
P (λ) = δ(λM − λ)
+
1
2
θ(λM − |λ|)
|λ|
[ b
ξ
I1(2ξ)sgn(λ) +
b˜
ξ˜
I1(2ξ˜)
]
. (33)
Here we have introduced the scaling variable ξ ≡√
b ln(λM/|λ|) (which is the same as in (23), but λM is dif-
ferent) and also the auxiliary variable ξ˜ as
ξ˜ ≡
√
b˜ ln(λM/|λ|), b˜ ≡ 2b+ c
6
ln
ω
(1 + ω)2
. (34)
Integrating (33) between λ and λM , we obtain the mean num-
ber of eigenvalues n(λ) larger than λ
n(λ) =
1
2
[
I0(2ξ)sgn(λ) + I0(2ξ˜)
]
. (35)
Interestingly, n(λ) depends on both ξ and ξ˜. This also implies
that the number distribution function is not super-universal as
for the pure case and for the entanglement spectrum. How-
ever, we will see soon that some major simplifications take
place in the limit of large `1.
1. Some consistency checks
Before discussing the limit of large `1 and the main prop-
erties of the negativity spectrum distribution (33), it is worth
to provide some consistency checks. As before, a first check
of (33) is the normalization condition
∫
dλλP (λ) = 1. Since
the term I1(2ξ˜) in (22) is odd in the normalisation integral,
it gives a vanishing contribution. The remaining integral is
identical to (24) and provides
∫
dλλP (λ) = 1.
The second check is given by the scaling of the negativity
E = ln ∫ dλ|λ|P (λ). In this case, it is the term I1(2ξ) to give
a vanishing contribution by parity. The remaining integral is
straightforward and yields
E = ln
∫
dλ|λ|P (λ) = b˜− b = b+ c
6
ln
ω
(1 + ω)2
, (36)
which is the expected result in (32).
The support of the negativity spectrum is [−λM , λM ] ex-
actly like in the pure case. The smallest negative eigenvalue
λm can be also obtained by using (26) on the moments (30).
This leads to λm = −λM providing another consistency
check for (33).
2. The limit of large `1 and the properties of the negativity
spectrum
We have seen that in general both the probability distribu-
tion function P (λ) and the resulting number distribution n(λ)
do not depend only on the scaling variable ξ, but also on ξ˜.
However, in the limit `1 → ∞ many simplifications occur
leading to super-universal results. First of all, for the largest
eigenvalue we have b = − lnλM → c/4 ln `1 and also E → b,
as clear from (31) and (32). Remarkably, this implies that the
negativity spectrum distribution does not depend on the geom-
etry of the tripartition at the leading order for large lengths of
the intervals since from (34) one has ξ˜ → √2ξ. In this limit,
the distribution P (λ) simplifies to
P (λ) = δ(λM − λ)
+
bθ(λM − |λ|)
2|λ|ξ
[
sgn(λ)I1(2ξ) +
√
2I1(2
√
2ξ)
]
, (37)
whereas n(λ) is
n(λ) =
1
2
[
sgn(λ)I0(2ξ) + I0(2
√
2ξ)
]
. (38)
In contrast with (35), in the limit `1  1, n(λ) is a function of
the scaling variable ξ only and so it is super universal. Note
that P (λ) for the pure (cf. (22)) and mixed case (cf. (37))
have a similar structure, but are quantitatively different (the
argument of the second Bessel function has a different multi-
plicative factor). Because of this similarity, the most impor-
tant properties of the negativity spectrum resemble those of
the pure case, that anyhow we repeat here for completeness.
As already said, the support of the negativity spectrum is
[−λM , λM ]. However, in analogy with the pure case, the
largest and the smallest eigenvalue have a very asymmetri-
cal role, because of the the presence of a delta peak in λM ,
but not at λm = −λM . This means that there exists a sin-
gle eigenvalue λM which provides a finite contribution to the
7negativity and to the other quantities obtainable from P (λ) (as
e.g. the moments etc.). Oppositely, this is not the case for the
smallest eigenvalue.
Moving to the number distribution function (38), the most
striking feature is the consequence of the delta peak at λM
in P (λ). This is indeed the cause of the asymmetry that for
λ < 0 one has n(λ) → 0 in the limit |λ| → λM , whereas
one has n(λ) → 1, for λ > 0. Instead the bulk of the neg-
ativity spectrum is symmetric. Indeed, for ξ → ∞ (i.e. for
small eigenvalues), one has n(λ) ∝ e2
√
2ξ/(25/4
√
piξ), in-
dependently from the sign of λ. This is a slower divergence
as compared with the pure case (see II B). Comparing (28)
and (38), one has that in the bulk of the negativity spectrum,
i.e., for small |λ|, the scaling relation
npure
( ξ√
2
)
= nmixed(ξ), (39)
holds.
Figure 2 summarizes all our results for n(λ) for both pure
and mixed states. It reports n(λ) versus the scaling variable
ξ ≡ √b ln(λM/|λ|). The dash-dotted and dotted lines corre-
spond to λ > 0 and λ < 0, respectively. Different colors are
used for the case of two intervals in a pure state (cf. (28)) and
in a mixed state (cf. (38)). The full line shows n(λ) for the
eigenvalues of the reduced density matrix (entanglement spec-
trum). One has that for any λ, n(λ) is always larger in the pure
case. Moreover, for |λ| → 0 (i.e. ξ → ∞), n(λ) exhibits the
same behavior for negative and positive eigenvalues. Finally,
since the asymptotic behavior of n(λ) as ξ → ∞ is indepen-
dent of the sign of λ, the ratio between the total number of
positive and negative eigenvalues of ρT2A tends asymptotically
to one in both cases.
D. Finite size negativity spectrum
All the results obtained so far in this section are for finite in-
tervals embedded in infinite one dimensional systems. How-
ever, one has often to deal with finite systems, especially in
numerical simulations. Fortunately, all the previous CFT re-
sults are straightforwardly generalized to finite systems. In-
deed, in a CFT, a finite system is obtained by conformally
mapping the complex plane to a cylinder. The net effect of this
mapping (for correlations of primary operators and hence for
the moments on the reduced density matrix and of its partial
transpose) is to replace all the lengths with the chord lengths
` → L/pi sin(pi`/L). For the two cases of interest here, this
amounts to trivial and unimportant modifications because the
probability distribution function P (λ) and the number distri-
bution function n(λ) depend on the lengths only through the
maximum eigenvalue. Hence, once we replace the maximum
eigenvalue of ρT2A with its finite volume counterpart equations
such as (22), (28), (37), (38) still hold.
In order to be more specific, for the case of a finite peri-
odic system of length L bipartite in two intervals of lengths
`1 and L − `1, the maximum eigenvalue of both ρA1 and
ρT2A is − lnλM = (c/6) ln[L/pi sin(pi`1/L)]+ const. For the
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FIG. 3. Negativity spectrum of two intervals in a pure state. DMRG
results for the critical Ising chain (of sizes L) are compared with the
CFT prediction for the tail distribution n(λ) plotted as a function of
ξ ≡ [b ln(λM/|λ|)]1/2 (cf. Eq. (23)). The subsystem size is always
` = L/2. Panel (a) and (b) report n(λ) for λ > 0 and λ < 0,
respectively. In both panels the continuous line is the parameter-free
CFT prediction.
case of two adjacent intervals of length `1 and `2 such that
`1 + `2 6= L, the largest eigenvalue of the ρT2A is given by the
CFT formula
− lnλM = c
12
ln
[(L
pi
)3
sin
(pi`1
L
)
sin
(pi`2
L
)
× sin (pi(`1 + `2)
L
)]
+ const. (40)
However, in the following, when checking our results for the
negativity spectrum with the super-universal CFT forms, we
will simply fix λM from the numerical simulations and per-
form a parameter free comparison with (28) and (38).
III. NUMERICAL RESULTS
In this section we provide numerical evidence for the re-
sults obtained in section II. We focus on the ground state of
the critical transverse field Ising chain, and on the spin-1/2
isotropic Heisenberg chain (XXX chain). We also consider
the harmonic chain, for which the negativity spectrum can
be calculated analytically. The Ising chain is defined by the
Hamiltonian
H ≡ −J
2
L∑
i=1
Sxi S
x
i+1 − h
L∑
i=1
Szi . (41)
Here Sx,y,zi ≡ σx,y,zi , with σαi the Pauli matrices, are spin-
1/2 operators acting on site i, and L is the chain length. We
use periodic boundary conditions, identifying sites 1 andL+1
of the chain. We consider the critical point at h = J , where
the low-energy behavior of the model is described by a free
Majorana fermion, which is a c = 1/2 conformal field theory.
The Heisenberg spin chain is instead defined by
H ≡ J
L∑
i=1
(Sxi S
x
i+1 + S
y
i S
y
i+1 + S
z
i S
z
i+1). (42)
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FIG. 4. Largest and smallest negativity eigenvalues for two adjacent
equal intervals of length ` in a mixed state for a critical Ising chain
of length L as function of z ≡ `/L. Panel (a): The largest positive
eigenvalue λM of ρT2A . The continuous line is the CFT prediction.
Panel (b): The smallest (negative) eigenvalue λm of ρT2A .
The XXX chain is critical, and its low-energy properties are
described by the compactified free boson (Luttinger liquid),
which is a c = 1 CFT. Again, we consider only periodic
boundary conditions.
The Hamiltonian of the periodic harmonic chain is
H ≡ 1
2
L∑
j=1
[
p2j + Ωq
2
j + (qj+1 − qj)2
]
. (43)
Here pj , qj obey the standard bosonic commutation relations
[qj , qk] = [pj , pk] = 0, [qj , pk] = iδj,k, and Ω ∈ R is a mass
parameter. For Ω = 0 the harmonic chain is critical, and in
the scaling limit is described by a c = 1 free boson. More-
over, on the lattice, since (43) is quadratic, it can be solved
exactly. The partially transposed reduced density matrix has
been calculated analytically in Ref. 34 (see also Appendix A).
Note that for Ω = 0, (43) has a zero mode that leads to diver-
gent expressions. For this reason, here we always consider the
situation with ΩL 1, choosing ΩL = 10−6.
For Ising and Heisenberg spin chains, the partially trans-
posed reduced density matrix ρT2A , and the negativity spec-
trum are obtained using DMRG. Here we employ the method
described in Ref. 20. The method relies on the matrix prod-
uct state (MPS) representation of the ground state of (41)
and (42). The calculation of the negativity spectrum involves
the diagonalization of a χ2 × χ2 matrix, with χ the bond di-
mension of the MPS. The computational cost is therefore χ6.
In our simulations we use χ . 80, which allows us to simu-
late system sizes up to L ∼ 200 for the Ising chain, and up to
L ∼ 100 for the XXX chain.
A. Two intervals in a pure state
As we have discussed in Sec. II B the negativity spectrum
for a system in a pure state can be written as a function of the
entanglement spectrum of one of the two subsystems. Conse-
quently, testing the negativity spectrum of two complementary
intervalsA1 andA2 (Figure 1 (a)) in the ground state of a CFT
is not a new result, but just a further confirmation of the range
of validity of the CFT prediction for the entanglement spec-
trum (9). It is however instructive to have a look at it, exactly
to control the range of validity and to test those effects that are
not encoded in the CFT predictions such as corrections to the
scaling and discreteness of the spectrum.
Here we only provide results for the critical Ising chain con-
sidering systems of lengths L = 64, 128, 256 and a bipartition
into two equal intervals of length `1 = `2 = L/2. We con-
sider the tail distribution n(λ) which is plotted in Figure 3
versus the scaling variable ξ ≡ √b ln(λM/|λ|). As we al-
ready stressed, n(λ) depends (via ξ) only on λM . Since we
used for λM the value obtained from the DMRG simulation,
the CFT prediction for n(λ) has no free parameters. Panels (a)
and (b) in Figure 3 are for λ > 0 and λ < 0, respectively. The
different symbols are the DMRG results for various system
sizes, whereas the continuous line is the CFT prediction (28).
The agreement between the CFT prediction and the numeri-
cal DMRG data is rather impressive taking into account that
there are no fitting parameters. There are some small devia-
tions for very small ξ (i.e. for the largest, in absolute value,
eigenvalues) which are clearly due to the discreteness of the
negativity spectrum. Then there is a quite large region with
1 . ξ . 2 where the agreement is perfect for both positive
and negative eigenvalues. For larger ξ (i.e. for very small
eigenvalues) sizeable deviations appear. These do not come
unexpected since they are a consequence of the finiteness of
the Hilbert space for a block of spin of finite length. Conse-
quently n(λ) cannot grow indefinitely as in CFT. The same
effect is well known and studied already for the entanglement
spectrum51,66,68. However, upon increasing L the data exhibit
a clear trend toward the CFT prediction, confiming that the
observed discrepancy is due to scaling corrections and that it
should disappear in the limit `→∞.
B. Two intervals in a mixed state: Support of the negativity
spectrum
We now turn to discuss the negativity of two adjacent in-
tervals A1 and A2 in a mixed state as in Figure 1 (b). Before
discussing the full negativity spectrum, it is instructive to con-
sider the scaling properties of its support. In particular, we
focus on the scaling behavior of the largest (positive) eigen-
value λM and the smallest (negative) one λm. This allows us
to control the range of validity of our result and to test those
effects that are not encoded in the CFT prediction, such as
scaling corrections. For simplicity, we restrict ourselves to
the situation of two equal-length intervals.
Let us start by discussing the largest eigenvalue. An impor-
tant consequence of (40) (with `1 = `2 = `) is that the com-
bination − lnλM − c/4 lnL is a function of z = `/L only.
For the critical Ising chain this is numerically demonstrated in
Figure 4 (a) which reports − lnλM − 1/8 lnL (c = 1/2 for
the Ising chain) versus 0 ≤ z ≤ 1/2. The different symbols
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FIG. 5. Largest and smallest negativity eigenvalues for two adja-
cent intervals in a mixed state: Same as in Figure 4 for the XXX
chain. Note both in (a) and (b) the presence of oscillating scaling
corrections.
are DMRG data for L ≤ 200. The perfect data collapse for
all system sizes provides a strong confirmation of (40). More-
over, the full line in the Figure is a fit to (40), with the additive
constant as the only fitting parameter. The agreement with the
data is excellent, providing conclusive evidence of the CFT
scaling for the largest eigenvalue of ρT2A .
As we have seen, the smallest negative eigenvalue of ρT2A
should scale like the largest positive one λM . For this reason,
to illustrate the scaling behavior of λm, in Figure 4 (b) (for
the Ising chain and the same tripartition as above) we report
ln |λm| − 1/8 lnL versus z = `/L. The data do not collapse
on a single curve as seen for the largest eigenvalue in panel
(a) and a quite weak dependence on z is observed. This in
strikingly different for λM . Furthermore, it is clear that the
data are not yet asymptotic, suggesting that strong corrections
to the scaling are present for these values of L. This does
not come unexpected, since we already discussed that strong
logarithmic corrections to the scaling were expected for λm.
Similar results as in Figure 4 are observed for the XXX
chain. The CFT scaling (40) with c = 1 is expected to hold
for λM . Panel (a) in Figure 5 reports − lnλM − 1/4 lnL ver-
sus z. In contrast with the Ising case (Figure 4), strong oscil-
lations with the parity of the intervals length ` are present and
should be attributed to the finite-size of the chain. Indeed, sim-
ilar scaling corrections are well known in the literature for the
Re´nyi entropies72,74,75, and are due to the antiferromagnetic
nature of theXXX interaction. Moreover, for− lnλM of ρA
these corrections are known to decay logarithmically72,76 with
` as 1/ ln `. Since a similar behavior is expected for the largest
eigenvalue of ρT2A , this explains the very weak dependence on
L of the oscillations observed in Figure 5 (a). Still, the CFT
result (40), which is shown as full line in Figure 5 (a), cap-
tures well the gross behavior of the DMRG data. Finally, in
Figure 5 (b) we focus on λm, reporting − ln |λm| − 1/4 lnL
as a function of z, for the same chain sizes as in panel (a). In-
terestingly, the same oscillating corrections observed for λM
are present. These oscillations prevent to understand the scal-
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FIG. 6. Largest and smallest negativity eigenvalues for two adjacent
intervals in a mixed state: Same as in Figure 4 for the harmonic
chain. Note in panel (b) the very large scaling corrections for λm.
The dashed line is the same curve for − lnλM as in (a).
ing with L of λm and so the data are even less conclusive than
those for the Ising chain in Figure 4.
At this point, we do not have yet conclusive data to support
the CFT scaling λm = −λM for the negative edge of the nega-
tivity spectrum. We have strong evidence that the data in pan-
els (b) of Figures 4 and 5 are affected by logarithmic correc-
tions to the scaling. Consequently, in order to reveal the true
asymptotic behavior, we would need to explore system sizes
that are orders of magnitude larger than those already consid-
ered. This is clearly impossible with DMRG. For this reason
we study the support of the negativity spectrum for the har-
monic chain for which standard techniques for the diagonal-
ization of bosonic quadratic Hamiltonians allowed us to inves-
tigate chains with 16000 sites with a minor numerical effort
(see the appendix for a review of these techniques). The edges
of the negativity spectrum for a tripartite harmonic chain (with
`1 = `2 = `) are reported in Figure 6. Panel (a) focuses on
the largest eigenvalue λM , reporting lnλM − 1/4 lnL versus
z = `/L for chain up to L = 16000. The agreement between
the CFT prediction (40) and the data is perfect (again the only
fitting parameter is the additive constant). Notice, however,
the vertical scale of Figure 6: we have a very large value, re-
flecting the fact that for the periodic harmonic chain the zero
mode produces a large additive constant to the leading log-
arithmic behavior. On the other hand, in panel (b) we plot
ln |λm| − 1/4 lnL versus z. Strong scaling corrections are
still visible at L = 16000. Specifically, while for L ∼ 100 the
data exhibit a “flat” behavior as a function of z which is rem-
iniscent of what observed in Figure 4 (b) for the Ising chain,
for larger chains the data become compatible with the CFT
scaling (40): it is in fact clear that the curve for L = 16000 is
just shifted compared to the asymptotic prediction |λm| = λM
(dashed line in the figure). In Appendix A we report some fur-
ther evidences that for the harmonic chain in the large ` limit,
|λm| → λM . However, from Figure 6 (b) it is clear that this
can be true only for very large chain sizes (comparing the data
with the dashed line). Once again this fact is fully compatible
with the presence of the expected logarithmic corrections to
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FIG. 7. Negativity spectrum of two adjacent equal-length intervals
in a mixed state: The number distribution function n(λ) plotted as a
function of ξ ≡ [b ln(λM/|λ|)]1/2, with b ≡ − lnλM , and λM the
largest positive eigenvalue of ρT2A . The symbols are DMRG results
for the critical Ising chain for several chain sizes L. The subsystem
size is always ` = L/4. Panel (a) and (b) plot n(λ) for positive and
negative values of λ, respectively. In both panels the continuous line
is the CFT prediction.
the scaling.
C. The negativity spectrum
We finally discuss the negativity spectrum of two adjacent
intervals in a mixed state as in Figure 1 (b). The results for
the critical Ising chain are reported in Figure 7. Panels (a) and
(b) show the number distribution function n(λ) plotted against
ξ ≡ √b ln(λM/|λ|) for both λ > 0 and λ < 0. The symbols
are DMRG data for L = 32− 200. We consider two intervals
of equal length ` = L/4. Similarly to the pure case, in con-
structing the scaling variable ξ we used for λM the value from
the DMRG simulation, so that the CFT prediction for large
` (37) is super-universal and does not have any free parame-
ter. In the two panels the full lines are these super-universal
CFT predictions (37). The agreement between the DMRG
data and the CFT is fairly good. As usual in these plots (com-
pare e.g. with Figure 3), some deviations are observed for
large ξ (small |λ|). As already explained these deviations are
due to the finiteness of the Hilbert space of the interval and
they are expected to disappear in the limit of large `. Indeed,
the observed trend of the data upon increasing L (and hence
` = L/4) suggests that in the thermodynamic limit the CFT
behavior should be recovered.
The analogous results for theXXX spin chain for the num-
ber distribution function are reported in Figure 8. The symbols
are DMRG results now for L = 32− 96. The theoretical CFT
result is the same as for the Ising chain (37). For both posi-
tive and negative values of λ the DMRG data are in excellent
agreement with the CFT prediction (full lines in the Figure).
It is interesting to observe that at small ξ, the negativity spec-
trum exhibits some intriguing degeneracy structure, which is
not captured by the CFT result. This is analogous to what
observed also for the entanglement spectrum in systems with
continuous symmetries51,66.
Concluding, the results in Figures 7 and 8 provide a quite
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FIG. 8. Negativity spectrum of two adjacent intervals in a mixed
state: Same as in Figure 7, for theXXX chain. Note the degeneracy
patterns at large |λ|.
strong evidence for the correctness of the CFT negativity
spectrum prediction also for the case of two adjacent non-
complementary intervals embedded in the ground state of
model whose low energy features are captured by CFT. It is
unfortunate that more stringent tests of the CFT prediction
cannot be obtained from the study of the harmonic chain. In-
deed, while for the harmonic chains the methods reported in
the appendix allow us to study systems of size 104, as we have
shown in Figure 6, the resulting value of λM is very large be-
cause of the presence of the zero mode. This implies that
to get a stringent check of the CFT negativity spectrum, one
would require to consider a really huge number of eigenvalues
of ρT2A which goes beyond our numerical possibilities.
IV. CONCLUSIONS & OUTLOOK
We investigated both analytically and numerically the dis-
tributions of the eigenvalues of the partially transposed re-
duced density matrix (negativity spectrum) in the ground state
of one-dimensional gapless systems described by a Conformal
Field Theory (CFT). Our main results have been already sum-
marized in the Introduction. Here we limit to discuss some
future research directions originating from our work.
Clearly, it would be interesting to extend our analysis to the
case of two disjoint intervals in a mixed state. It has been
demonstrated in Ref. 11 that the negativity of two disjoint in-
tervals decays exponentially as a function of their distance. It
would be interesting to clarify how this behavior is reflected
in the negativity spectrum. Unfortunately, from the CFT side,
this interesting problem is technically prohibitive (if not im-
possible) because the the moments Tr(ρT2A )
n have a very com-
plicated analytic structure12.
Here we focused only on the distribution of the negativ-
ity spectrum. It would be enlightening to investigate the fine
structure of the spectrum, for instance its degeneracy pat-
terns and the eigenvalue spacing. This could potentially reveal
deeper structures of the underlying CFT, similar to what hap-
pens for the entanglement spectrum51,52. It would be also in-
teresting to study the negative spectrum distribution in gapped
phases, as it has been done already for the entanglement spec-
11
trum in Ref. 77. On the experimental side, there are recent
proposals on how to measure the entanglement spectrum in
cold-atom experiments78 (see also Ref. 79). It should be pos-
sible to extend these ideas to measure the negativity spectrum.
Finally, our results could be useful to device simpler measures
of the entanglement in mixed states. One interesting direction
would be to focus only on a small portion of the spectrum, for
instance exploring region around the smallest negative eigen-
value.
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Appendix A: Negativity spectrum of the harmonic chain
Here we review the calculation of the partially transposed
reduced density matrix ρT2A for the harmonic chain. For peri-
odic boundary condition, the Hamiltonian (43) is diagonalized
in Fourier space. Indeed, defining the operators q˜k and p˜k as
q˜k ≡ 1√
L
L−1∑
s=0
qse
−2piiks/L, (A1)
p˜k ≡ 1√
L
L−1∑
s=0
pse
−2piiks/L. (A2)
the Hamiltonian (43) becomes
H =
L−1∑
k=0
Ωk
(
a†kak +
1
2
)
, (A3)
where the dispersion Ωk is
Ωk ≡
√
Ω2 + 4 sin2
(pik
L
)
. (A4)
In (A4) we introduced the creation and annihilation operators
a†k and ak
ak ≡
√
Ωk
2
(
q˜k +
i
Ωk
p˜k
)
, (A5)
a†k ≡
√
Ωk
2
(
q˜−k − i
Ωk
p˜−k
)
, (A6)
satisfying [ak, ak′ ] = [a
†
k, a
†
k′ ] = 0 and [ak, a
†
k′ ] = iδk,k′ .
The ground state of the harmonic chain is the vacuum |0〉 an-
nihilated by ak, i.e., ak|0〉 = 0,∀k.
To calculate the reduced density matrix ρA and its partial
transpose ρT2A , the correlation matrices Qr,s ≡ 〈0|qrqs|0〉 and
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FIG. 9. The smallest single particle negativity level νmin plotted as
a function of the chain size L. The circles are exact results for two
adjacent equal-length intervals with z ≡ `/L = 1/4, and ` being the
size of one interval. The dash-dotted line is a fit to a/(b + ln(L)),
with a, b the fitting parameters.
Pr,s ≡ 〈0|prps|0〉 are required. These are obtained by ex-
pressing qr and pr in terms of q˜k and p˜k. The result reads
Qr,s =
1
2LΩ
+
1
2L
L−1∑
k=1
1
Ωk
cos
[2pik(r − s)
L
]
(A7)
Pr,s =
1
2L
L−1∑
k=0
Ωk cos
[2pik(r − s)
L
]
, (A8)
where in the first row we isolated the divergent term in the
limit Ω→ 0, i.e. the zero mode.
1. Entanglement spectrum
The reduced density matrix ρA for the ground state of the
harmonic chain, and for an arbitrary partition of the chain, is
fully determined by the correlators Qr,s and Pr,s. It can be
shown that ρA is gaussian and it can be written as (see Ref. 80
and references therein)
ρA =
1
N exp
(
−
∑
j∈A
jb
†
jbj
)
. (A9)
Here N is a normalization factor, and bj bosonic operators
related to the original ones aj in (A4) by a canonical trans-
formation. In (A9), j are the “single-particle” entanglement
spectrum levels. Their values is fixed by requiring that the ex-
pectation values of the correlators of qs and ps calculated us-
ing ρA match the corresponding ground state ones (cf. (A7)).
Denoting the restriction of Qr,s and Pr,s to subsystem A as
QAr,s and PAr,s, and given the spectrum {µ21, . . . , µ2`} (with `
the size of A) of QA · PA, one has80
µj =
1
2
coth
j
2
. (A10)
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Using (A9), this allows one to write
N =
∏`
j=1
(
µj +
1
2
)
. (A11)
The spectrum of ρA (entanglement spectrum) is obtained by
filling in all possible ways the single particle levels j . There-
fore, the entanglement spectrum levels are characterize by the
occupation numbers {αj} of the bosonic modes. We denote
the generic level as λ˜{αj}. One has
λ˜{αj} =
1
N
∏`
j=1
[
µj − 12
µj +
1
2
]αj
. (A12)
Clearly, one obtains TrρnA as
TrρnA =
∏`
j=1
[(
µj +
1
2
)n
−
(
µj − 1
2
)n]−1
. (A13)
The von Neumann entropy is obtained as
SA =
∑`
j=1
[(
µj +
1
2
)
ln
(
µj +
1
2
)
−
(
µj− 1
2
)
ln
(
µj− 1
2
)]
.
(A14)
2. Negativity spectrum
The partial transpose ρT2A has been constructed in Ref. 34.
The net effect of the partial transposition with respect to part
A2 is to reverse the momenta corresponding to A234 so that
the gaussian form of (A9) is preserved. The change in the mo-
mentum sign is implemented by defining the matrix (PA)T2 as
(PA)T2 ≡ RA2PARA2 , (A15)
where [RA2 ]r,s ≡ δr,s(−1)δr∈A2 . Basically, RA2 is equal to
δr,s (−δr,s) for r in A1 (A2). Note that now ρT2A reads
ρT2A =
1
N ′ exp
(
−
∑
j∈A
′jb
†
jbj
)
. (A16)
The “single-particle” negativity spectrum levels ′j are ob-
tained from the spectrum {ν21 , . . . , ν2` } of QA · (PA)T2 as
νj = 1/2coth(′j/2). Similar to ρA, one has
N ′ =
∏`
j=1
(
νj +
1
2
)
. (A17)
The negativity spectrum levels λ{αj} are written in terms of
the νj as
λ{αj} =
1
N ′
∏`
j=1
[
νj − 12
νj +
1
2
]αj
. (A18)
One can verify that 0 ≤ νj < ∞. Clearly, νj > 1/2 and
νj < 1/2 correspond to positive and negative terms in (A18).
The negativity E is obtained from (A18) as
E = ln
∏`
j=1
max
[
1,
1
2νj
]
. (A19)
Clearly, only νj < 1/2 contribute to E .
Finally, since |(νj − 1/2)/(νj + 1/2)| < 1 in (A18),
the largest positive eigenvalue of ρT2A corresponds to all the
bosonic modes being unoccupied. On the other hand, the
smallest negative eigenvalue corresponds to only the mode
with the smallest νj being occupied. In formulas, one has
λM =
1
N ′ , (A20)
λm =λM
νm − 12
νm +
1
2
, with νm = min
j
(νj). (A21)
Notice that |λm| < λM for any finite chain. The scaling be-
havior of λM as a function of the intervals size ` has been
presented in Figure 6 (a). Here we focus on νmin, which de-
termine the scaling behavior of λm. Figure 9 reports νmin as
a function of the chain size L for 400 ≤ L ≤ 16000. The
data are for two adjacent equal-length intervals with length
` = L/4. Clearly, νmin decreases very slowly upon increas-
ing L. To establish the asymptotic equality λm → λM , it
is crucial to understand the asymptotic behavior of νmin for
L → ∞. The numerical data in Figure 9 suggests a slow
logarithmic decays described by the function
f(x) =
a
b+ ln(x)
, (A22)
which we use to fit the numerical data for νmin. In (A22) the
constant b accounts for the dependence of `, L on the micro-
scopic cutoff (lattice spacing). The behavior (A22) has been
proved analytically for the single-particle entanglement spec-
trum levels of free fermionic models80,82 and conjectured for
free bosonic models81,83–85 . Here we only propose it as a
fitting function: the result of the fit is shown in Figure 9 as
dash-dotted line, and it is in perfect agreement with the data.
This suggests that νmin → 0 in the thermodynamic limit, al-
though larger system sizes would be needed for a conclusive
evidence. From (A20) this implies that |λm| → λM in the
thermodynamic limit, in agreement with the CFT prediction.
The effect of νmin is to introduce the logarithmic scaling cor-
rections observed in Figure 6 (b).
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