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When modeling dynamic processes in intensive longitudinal data (ILD), the multilevel model (MLM)
and time-varying effect model (TVEM) have been juxtaposed in existing psychology and behavioral science
literature. The approaches represent a parametric (MLM) and nonparametric (TVEM) framework for
modeling ILD, and applied researchers may wonder which model is appropriate for their research question.
The existing literature juxtaposing the models typically only describes one method’s application in detail,
making it hard to determine why one model may be preferable, or what complimentary value the models may
confer when exploring a research question. The goal of this thesis is to demonstrate the application of both
models to intensive longitudinal data with specific emphasis on how the models address three themes that may
be of interest to researchers: (1) modeling the functional form of a dynamic process with attention to critical
windows/events (2) disaggregating within-person and between-person effects and (3) obtaining population
and individual trajectories. Using an empirical example, the tutorial draws attention to analytical applications
of the models that are often absent in existing literature that juxtaposes both models. Strengths and limitations
of the models with regards to the three research goals are compared, and general recommendations for when
one model may be preferable are suggested based on the empirical data example. The thesis is geared towards
applied researchers who have limited exposure to TVEM, and who have interest in how these methods
compare to the MLM approach.
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CHAPTER 1: INTRODUCTION
Within the psychological disciplines, developments in technology that ease participant burden in data
collection have been increasingly incorporated into research designs. Examples include computers, smart
phones, portable tablets, and wearable devices such as smart watches or fitness trackers. Due to their ease of
use, these technological advances have ushered in an increased interest in collecting real-time or near real-time
data, biological or physiological data, and data collected from participants within their natural environments
for use in ambulatory assessments, experience sampling, and ecological momentary assessment study designs
(Hamaker and Wichers, 2017; Marzano et al., 2015; Iida et al., 2012; McNeish and Hamaker, 2020; Qin
et al., 2015; Jebb et al., 2015; Bolger and Laurenceau, 2013). Often the motivation for collecting this type of
data hinges on understanding dynamic process mechanisms that underlie psychological phenomena such as
emotion regulation, cognitive decision making, and behavior change (Jebb et al., 2015; Yang et al., 2017b;
McNeish and Hamaker, 2020; Pearce et al., 2020; Ram et al., 2014; Shiffman, 2014; Falkenström et al.,
2017). To this end, research objectives primarily focus on describing underlying trends, linking explanatory
variables to an outcome of interest, analyzing whether the relationship between two variables change over
time, or assessing the impact of critical events (Shiffman, 2014; Kleiman et al., 2019; Jebb et al., 2015).
Data collected for these purposes can yield both large numbers of participants, and large numbers of densely
collected observations per participant. The resulting data is known as intensive longitudinal data (ILD), and it
is defined as data from a longitudinal study that produces more than a minimum of ten or twenty repeated
measurements for each participant (Tan et al., 2012; Liu et al., 2016; Collins, 2005; Hamaker and Wichers,
2017; McNeish and Hamaker, 2020).
The need for suitable statistical approaches for analyzing ILD has propagated many advances in modeling
techniques, providing researchers with a myriad of options from which to choose when approaching their
research questions. The current thesis provides a basic demonstration for applying two models to ILD,
multilevel models (MLM) and time-varying effect models (TVEM). The application is specifically tailored
to research objectives focused on describing how the functional form for a dynamic process unfolds over
time at the population level and within individuals. MLM and TVEM were chosen as the focus of this thesis
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primarily because both models are used and sometimes juxtaposed in applied psychological and behavioral
science research (Alayan et al., 2019; Laws et al., 2017; Pauly et al., 2018; Bolger and Laurenceau, 2013;
Jenkins et al., 2021; Pearce et al., 2020; Shiyko et al., 2019; Dermody and Shiffman, 2020; Dermody et al.,
2017; Merrill et al., 2017).
Although the two modeling approaches have been juxtaposed within extant literature (Xie et al., 2017;
Snippe et al., 2017; Jenkins et al., 2021; Shiyko et al., 2012; Wright et al., 2014), when this dual positioning
occurs, examples of model application and inference often emphasize only one of the methods in detail. This
lack of comparative information creates a challenge for researchers unfamiliar with both models. Specifically,
when only one model is illustrated in detail, it is difficult for researchers unfamiliar with both approaches
to efficiently and effectively consider the trade-offs of selecting one analytical method, or the benefits of
harnessing the complimentary use of both analytical techniques. Also, despite the fact that their presentation
may enhance model interpretation when dynamic trajectories are of interest, examples of available post hoc
tools such as generating prototypical plots or probing interaction terms in MLM often remain unexplored
when MLM and TVEM are compared in the literature. In addition, when analyzing process mechanisms,
researchers’ interests may reside in both population and individual differences in change trajectories. However,
to the author’s knowledge, demonstration of TVEM’s ability to ascertain individual-level trajectories and how
it compares with MLM has not been presented in the literature. Finally, both models have features that make
them appropriate for analyzing ILD, and both models can be implemented in standard software commonly
used in the psychological disciplines such as SAS and R (Ngo and Wand, 2004; Li et al.), making them tools
that are readily available to applied researchers.
The goal of the current thesis is to fill a pedagogical gap in the literature for applied researchers who are
less familiar with implementing MLM post hoc techniques and fitting the TVEM when exploring dynamic
processes using ILD. Drawing attention to post hoc methods in MLM in comparison to TVEM illustrates
ways in which the models can offer similar inferences. The remainder of the introduction entails a brief
description of the overarching concepts of dynamic processes, within-person and between-person effects,
and population and individual trajectories. This section is followed by an introduction to the empirical data
that will be used to illustrate the models. After introducing the data, the next section presents the MLM and
TVEM models via a running practical example which uses the empirical data. The empirical demonstrations
for the models entail the disaggregation of between-person and within-person effects with the ascertainment
of the population level and individual level dynamic process trajectories using both MLM and TVEM. The
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demonstration also includes post-hoc tools for analyzing MLM that are at times ignored in the context of ILD.
After demonstrating the models, the results are discussed in light of the narratives revealed and inferences
drawn from each method. The thesis concludes with highlights of each method’s strengths and limitations,
and general recommendations for when each model may be appropriate.
1.1 Dynamic Processes
Dynamic processes refer to rapidly occurring reversible changes that unfold within-persons over the
course of a short observation window defined by the researcher (e.g. minutes, hours, days, weeks) (Shiffman,
2014; Lanza et al., 2016; Ram et al., 2014; Ram and Diehl, 2015). In order to describe or make inferences
concerning dynamic processes, intensive longitudinal data is collected and analyzed. From a statistical
perspective, the only requisite for examining dynamic processes using ILD is that the observations comprising
the data must have a specific ordering in time demarcated by a meaningful metric such as calendar time, clock
time, time from universal event, or time from an individually defined event (Ram et al., 2014; Ram and Diehl,
2015; Shiffman, 2014; Lanza et al., 2016). Data which capture dynamic processes may exhibit systematic
changes over time in both direction and rate of change that occur throughout the observation window (Jebb
et al., 2015). If these trends within a dynamic process are of theoretical interest, statistical methods used to
analyze the data should explicitly model the trend (Jebb et al., 2015; Wang and Maxwell, 2015). If modeling
of the trend for a dynamic process is not of primary interest, analytical methods that utilize a stable process,
obtained by detrending the observed data should be pursued (Falkenström et al., 2017; Wang and Maxwell,
2015; Curran et al., 2012).
In addition to exploring whether change in the relationship between predictors and the outcome occurs
over time, interest may also reside in determining whether the direction and strength of the association
between a predictor and the outcome’s rate of change differ over time (Wright et al., 2014; Hamaker and
Wichers, 2017; Shiyko et al., 2012; Tan et al., 2012). Changes in direction and magnitude are of interest
because they can reveal a decoupling of effects that may be meaningful within the context of the research
question, or they may indicate the presence of critical windows (Kleiman et al., 2019; Tan et al., 2012).
Examples of critical windows include periods in which risks emerge, points at which interventions become
effective, or transitions where the effect of an intervention no longer persists (Kleiman et al., 2019; Tan et al.,
2012).
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For illustrative purposes within this thesis, the dynamic process being explored is whether participants’
perceived experiences of positive affect change over the course of a six week meditation intervention and its
three week follow-up period. The specific research objectives are three-fold: The first objective concerns
modeling the trend in positive affect over the course of the intervention and addresses the question “On
average, do participants’ perceived experiences of positive affect change over the course of the study?” The
second objective addresses the question “On average, does the amount of time participants spend meditating
moderate the relation between time in study and positive affect?” The third objective concerns whether there
is systematic variation in individual trajectories around the population trend.
In this empirical example, the dynamic change process under exploration unfolds over a maximum
of sixty-four observation days, with the possibility of identifying whether meditation time contributes to
changes in perceived positive affect over the course of the study period. Implications from findings could
provide evidence for minimum recommended meditation times for increasing positive affect or reveal critical
windows where the effect of meditation time strengthens, weakens or no longer confers an effect. Such
findings may be informative in practice for identifying periods at which intervention boosters may be needed;
helping to identify an optimal minimum recommended length of meditation time for those new to meditation;
establishing evidence for a minimum intervention length for others’ interested in implementing similar study
designs or interventions, and identifying whether there is systematic evidence suggesting that the intervention
may be less effective for subsets of the population displaying certain characteristics.
1.2 Between-person and Within-person Effects
The collection of intensive longitudinal data permits researchers to examine questions about effects
that unfold at the between-person level of analysis (across individuals), while also providing evidence for
whether the patterns found at the between-person level are mirrored in within-person associations (Bolger
and Laurenceau, 2013; Singer and Willett, 2003). Between-person effects reveal how on average, the level
of an outcome is impacted by variability in average levels of predictors across each individual within the
sample data (Wright et al., 2014; Singer and Willett, 2003). Within-person effects represent how the level of
an outcome is impacted by time-specific deviations in predictors within each individual across time (Singer
and Willett, 2003; Wright et al., 2014). It is important to tease apart between-person and within-person
effects because effects at these differing levels of analysis may have different magnitudes, different signs and
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different interpretations. Therefore, failure to disentangle such effects can lead to an inferential error known
as an ecological fallacy, in which conceptual findings of between-person effects are incorrectly assumed to
imply within-person effects (Bolger and Laurenceau, 2013; Kleiman et al., 2019).
Separating between-person and within-person effects has intuitive appeal for psychology applications. In
addition to protecting against making an ecological fallacy, when interest resides in elucidating within-person
processes, the disaggregation of between-person and within-person effects makes the within-person process
independent of any potentially unobserved stable attributes of individuals (Falkenström et al., 2017; Hamaker
et al., 2018). The disaggregation of within-person and between-person effects has two traditions, a fixed
effects approach and a multilevel modeling approach (Falkenström et al., 2017). The multilevel modeling
tradition will be applied in all analyses presented in this thesis. In connection with the empirical research
questions, the between-person predictor of interest is each individuals’ average meditation time over the
course of the study. The within-person predictor is a measure of individuals’ daily deviation from their own
mean meditation time over the course of the study. These predictors are explored as main effects and in
interactions with each other and time, with interest residing in whether they impact levels of self-reported
positive affect and whether they act as moderators of the trend for positive affect over time.
1.3 Population and individual Trajectories
When considering associations between an outcome and predictor across multiple measurement occasions,
interest may be placed on describing the entire trend over time. This trend across measurement occasions
represents the trajectory of the outcome and its relationship with the predictor variables of interest. The
trajectory can be obtained at both the population and individual level of analysis. The population trajectory is
a single trajectory that captures an overall average population trend over time. The individual trajectories
represent the predicted trend for each individual in the data; therefore, theoretically, there are as many
individual trajectories as there are individuals in the data. When considering the research questions for
the empirical example, at the population level the research question can be framed as “On average, in the
population of novice meditators, does perceived positive affect change over the course of the meditation
intervention study, and if so does time spent meditating moderate the trend?” At the individual level the
research question can be framed as “On average, is there meaningful divergence from the population trend
with regards to how individual novice meditators’ perceived levels of positive affect change over the course
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of the meditation study, and if so, is there a moderating effect of meditation time?” The next section of the
thesis contains a description of the empirical data used to explore these questions within both the MLM and
TVEM analytical frameworks.
1.4 Empirical Data
Empirical data utilized for analyses come from the ecological momentary assessment (EMA) component
of a longitudinal randomized controlled trial which assigned midlife adults with no experience in meditation
into either loving-kindness or mindfulness meditation six-week workshops (Fredrickson et al., 2017). Study
participants include 217 adults between the ages of 35 to 64 who were new to meditation and free from
chronic illness or disabilities. Eligible participants were recruited from Durham and Orange County in North
Carolina, had home internet access, and were fluent in English. These participants were part of a larger study
on health behavior change (Rice and Fredrickson, 2017). However, the analyses presented only utilize data
from the six-week intervention period and three week follow-up period. During this timeframe, participants
completed nightly web-based ecological momentary assessments (EMA). For these assessments, participants
responded to questions regarding their experiences of ten positive or negative emotions and the amount of
time they spent on meditation. Over the course of the study, participants contributed an average of 46.79
days to the study (SD=14.1, Min=1, Max=64). Entrance into the study and beginning of the intervention did
not occur on the same day for all participants. Research questions of interest focus on whether participants’
perceived levels of positive affect exhibit a change in trend over the course of the study, and if so, whether the
amount of time participants meditate moderates change in the trend. These questions will be further developed
as concepts of interest are presented. Prior to exploring the central themes for analysis, the variables utilized
are presented below. The meaning and purpose of these variables may not become explicit until demonstrated
in the empirical example, but are provided here as an introduction to the data.
1.4.1 Measures
Study Week: Time is measured using study days and coded with respect to each individual’s first day of
starting the intervention. Specifically, time is coded 0 at the start of the intervention and defined as (study
day/7) such that a one unit increase in time represents the start of a new week in the intervention or follow-up
period. This results in nine study weeks (weeks 0-8) spread across the sixty-four observed study days. The
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variable is referenced in the thesis as StudyWeek. The variable was coded in this way to reduce the amount
of multicollinearity between the linear and quadratic time variables while preserving interpretability of the
coefficients.
Positive Affect: The outcome for this study is positive affect score measured using the positive emotion
scale from the Modified Differential Emotions Scale (mDES). The mDES is a twenty item measure with ten
positive emotions (amusement, awe, gratitude, hope, inspiration, interest, joy, love, pride, and serenity) and
ten negative emotions (anger, shame, fear, hate, disgust, embarrassment, guilt, sadness, scorn, and stress).
For each study day, participants rated the greatest degree to which they experienced each emotion over the
past twenty-four hours on a five point scale ranging from 0 (Not at all) to 4 (Extremely). For each study
participant, their positive affect (PA) score is measured using their mean score across the ten positive items of
the mDES for each study day. The mean positive affect score for individuals across the entire study period is
1.82 (SD=0.71, Min=0.14, Max=3.98).
Meditation Time: This is the primary predictor of interest for the empirical research question, and
captures the amount of time in minutes individuals reported meditating each day. The way in which this
variable is coded for modeling the research question will be described later, when the MLM and TVEM
approaches are presented.
Having described the empirical data within this section of the thesis, the next section consists of the
presentation of the multilevel model, followed by the presentation of the time varying effect model. For
illustrative purposes, the empirical data is referenced throughout each model’s presentation.
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CHAPTER 2: MULTILEVEL MODEL
As early as 2006, MLM became the predominant statistical approach for the analysis of ILD (Shiyko et al.,
2012; Liu et al., 2016; Walls et al., 2006). To date, it continues to be one of the most widely used analytical
models applied to ILD due to its flexibility in modeling the change trajectory at both the within-person and
beween-person levels (Jahng and Wood, 2017; Hedeker et al., 2009; Shiyko et al., 2012; Dermody et al.,
2017). This is accomplished by modeling the inherent hierarchical nature of the data. Specifically, in the
case of a two-level specification for the multilevel model for ILD, the level-1 unit of analysis consists of a
set of densely collected repeated measurements taken from the same individual over multiple measurement
occasions. The level-2 unit of analysis models the relations among variables that differ at the person-level.
Conceptually, the level-1 model, often denoted the within-person component, captures the change trajectory
within an individual (Walls et al., 2006; Bryk and Raudenbush, 1987; Singer and Willett, 2003); whereas
the level-2 model, often denoted the between-person component, captures the variation of each individual’s
trajectory from the expected value for the average population change trajectory (Walls et al., 2006; Bryk
and Raudenbush, 1987; Singer and Willett, 2003). Specification for a two-level MLM is given below in
a step-by-step manner. For all MLM examples in this thesis, equations are presented using notation from
Bolger and Laurenceau (2013). In an effort to ease the presentation of the equations and interpretation of the
terms, variable names from the empirical data are introduced and utilized whenever possible. For pedagogical
illustration, the level-1 and level-2 equations are presented and explained separately with the combined
equation presented last.
2.1 MLM Model Specification
Determining proportion of between-person and within-person variance. An initial step taken when
specifying the MLM is to partition the amount of variation in the outcome into the proportion of variability
attributable to the between-person versus within-person level of analysis (Bolger and Laurenceau, 2013;
Hoffman, 2007; Singer and Willett, 2003; Kwok et al., 2008). This proportion is known as the intraclass
correlation (ICC). ICC is ascertained by fitting a “null model” (also known as the unconditional random
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intercept model) to the data and using the model results to calculate the respective proportions. The null
model is specified as shown below.
Null Model
Level-1 equation:
yij = β0j + εij
εij ∼ N [0, σ2]
(2.1)
where
yij is the outcome, (e.g. positive affect score) for each person j, at measurement occasion i (e.g. in the
empirical data, j = 1 . . . 217 persons and i = 1 . . . 64 study days)
β0j is the estimated average score for the outcome over the measurement occasions for the jth individual (a
within-person average)
and εij is the within-individual residual error which captures the difference between the observed score for
individual j at time i and the individual’s average predicted score. εij is assumed normally distributed with
mean 0, and variance equal σ2; εij is assumed uncorrelated across individuals.
Level-2 equation:
β0j = γ00 + u0j
u0j ∼ N [0, τ00]
(2.2)
where
β0j is the intercept from the level-1 equation
γ00 is the grand mean of the outcome in the sample (i.e. grand mean of the 217 individuals’ average positive
affect scores)
and u0j is random effect for the intercept, β0j , which captures the difference between the jth individual’s
average score and the grand mean. Essentially, u0j allows an individual’s intercept to deviate stochastically
from that of the population average; u0j is assumed normally distributed with mean 0 and unknown variance
τ00. The variance is often assumed homogeneous across individuals.
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Replacing yij with the name of the outcome variable for the empirical example and expressing the MLM
in combined form, the model used to assess ICC is given below (Equation 2.3). After fitting the model, ICC
is calculated as between-person variance divided by total variance τ00
σ2+τ00
, and within-person variance is
calculated as 1− ICC.
Combined equation:
PositiveAffectij = γ00 + εij + u0j (2.3)
Modeling trajectory of outcome over time. The next step is to model the outcome trajectory over time.
This is accomplished in the level-1 equation of the MLM by specifying fixed effects for the functional form
of time. First, time may be specified with a linear functional form by adding a linear term for time to the
level-1 equation. Then the specification of subsequent models which include the linear term for time along
with the higher order polynomials needed to obtain the desired functional form may be fitted (e.g. time
and time2 for a quadratic function and time, time2 and time3 for a cubic function). Due to complexity of
interpretation, a cubic polynomial is often the highest order polynomial specified before spline models are
used. Other functional forms such as exponential or sinusoidal are also available for specification (Singer and
Willett, 2003; Huh et al., 2015; Ram et al., 2005); however these are beyond the scope of the current work.
As model building progresses from a model with fixed effects for a simple linear function of time to a
function of time represented by higher order polynomials, for each model, whether random effects of time
should be included can be assessed. Random effects for time capture individual differences in the systematic
effects of time modeled in the fixed effects. For example, if the overall population trend for the linear effect
of time has a positive slope, inclusion of a random effect permits individuals’ slopes to differ in magnitude
or direction from the population trend (e.g. if the population trend for time is represented as a positive
increasing function, some individuals may have this individual slope trajectory while others have a negative
slope trajectory).
Specifying a random effect for time is done by adding the random effect to the level-2 equations that
model the slopes for time (see Equation 5). The likelihood ratio test can be conducted to determine whether
adding a random effect may be required by the data. This is done by testing the difference in log likelihood
(-2LL) between two models that differ only in the presence or absence of the random effect. For these models,
which are considered nested, -2LL can be used to construct the likelihood ratio test by subtracting the log
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likelihood for the two models being compared and conducting a chi-square test using the difference in the
number of model parameters as the number for test degrees of freedom. If the random effect model does not
have a significantly better likelihood, then it is plausible that a random effect is not needed, and the fixed
effect can be used.
After specifying this taxonomy of models for the functional form of time, deviance statistics are used to
compare model fit and obtain a final model for the time trend. The most commonly used deviance statistics
are the log likelihood, Akaike Information Criterion (AIC), and Bayesian Information Criterion (BIC). For
nested models, -2LL can be used to construct a likelihood ratio test. If the test is not statistically significant,
this suggests the additional parameters do not improve model fit, and using the more parsimonious model
is recommended. AIC and BIC can be used to assess nested and non-nested models. AIC penalizes the
log-likelihood of a model based on the number of model parameters, and BIC penalizes the log-likelihood
of models based on number of parameters and sample size (Singer and Willett, 2003; Kwok et al., 2008).
General guidelines recommend selecting the model with the smallest value of AIC or BIC. To aid with model
interpretation, the goal for selecting the functional form for the trajectory is to obtain balance between the
model with the lowest deviance statistic and parsimony with regards to the order of the polynomial term. It
is noteworthy that AIC and BIC do not always agree, and when deciding between the use of AIC or BIC,
literature suggests that AIC tends to favor more complex models (Littell et al., 2006). However, if controlling
for type I error is of importance, AIC is the recommended criterion because choosing models that are too
simple affects type I error more adversely than choosing a more complex model (Guerin and Stroup, 2000).
Throughout this thesis, all three deviance statistics will be provided in tables. Presented below is an example
of the level-1 model specification using the quadratic model (Table 2.3, Model B) chosen for the empirical
data.
Level-1 equation:




Regarding the fixed effect model components, relative to the level-1 null model (Equation 2.1), in addition
to the intercept, β0j , this equation includes two new variables, StudyWeekij and StudyWeek2ij , with their
coefficients, β1j and β2j , respectively. The additional variables are the linear and quadratic time variables
used to specify the functional form for the trend over time. In the context of the emprical data, β1j captures
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individual j′s average daily rate of change for positive affect. This is interpreted as the instantaneous rate of
change for the meditation intervention. Individual j′s average change in the linear rate of change is captured
by β2j . It represents how the fixed linear effect of time changes per unit time, and is known as the acceleration
or deceleration of the function.
Regarding the stochastic component, relative to the level-1 null model (Equation 2.1), the distribution
for the within-person variable is no longer assumed normally distributed with variance σ2. This is because
it is widely known that repeated measurements taken closely together are often correlated. Therefore the
distribution for the within-person residual error is denoted εj ∼ N [0,
∑
j] , to indicate that the errors are
assumed normally distributed with a mean zero and a variance, represented by
∑
, that is appropriate to the
repeated measures data structure. Many residual error structures are available to fit to repeated measures data
for ILD with commonly utilized ones being first-order autoregression (AR(1)), first-order moving average
(ARMA(1,1)), and second-banded toeplitz (TOEP(2)). Detailed descriptions of available error structures
can be found in elsewhere (Kwok et al., 2007, 2008; Wakefield, 2013; Littell et al., 2000, 2006; Singer and
Willett, 2003)). The error structures above assume homogeneity of variance but many have counterparts that
allow for heterogeneous variances or heterogeneous variances can be directly modeled (Littell et al., 2006;
?; Leckie et al., 2014). The optimal error structure for the data is detected by fitting a taxonomy of models
changing only the specification of the level-1 error structure and using deviance statistics to select the best
fitting model (Wolfinger, 1996; Kwok et al., 2007; Singer and Willett, 2003; Hoffman, 2007). The purpose for
identifying the best-fitting error structure is to address the issue of correlation between repeated observations
measured within the same person in order to provide more efficient estimates of the fixed effect parameters
and to adjust the standard errors to prevent erroneous inferences concerning the fixed effects (Littell et al.,
2000; Kwok et al., 2007). If the error structure is mis-specified, the random effects could be biased.
Level-2 equation:
β0j =γ00 + u0j
β1j =γ10 + u1j




















Relative to the level-2 null model (Equation 2.2), in addition to the equation for the intercept, β0j , the level-2
equation above has two additional equations. These equations have the coefficients for the level-1 effects of
the time variables β1j and β2j as outcomes. Each outcome is modeled with a fixed effect for the intercept,
γ10 or γ20, which captures the average population effect for either the linear or quadratic effect of time,
respectively, plus a stochastic component u1j or u2j which permits the effect for time for each individual j to
vary stochastically from the respective average population effects, γ10 and γ20. This specification allows each
individual’s trajectory to diverge from the population average trend in both direction (e.g. positive or negative
slope) and acceleration (or deceleration). These are known as random slope equations.
Regarding the stochastic component, the level-2 model random effects covariance structure appears
more complex than that of the null model. Generally, the MLM level-2 random effects covariance matrix
is known as the τ (tau) matrix. Random effects are commonly assumed to be drawn from a multivariate
normal distribution with a constant covariance matrix across the level-2 units. The mean of the random
effects u are zero, and the variances located on the matrix diagonal for the τ matrix (τ00 through τ22), and the
covariances located on the off-diagonals are unknown and are commonly estimated using an unrestricted
matrix specification under the assumptions of multivariate normality (Singer and Willett, 2003; Leckie et al.,
2014; Kwok et al., 2008).
As the number of random slope equations added to models using ILD expand, inability to estimate
the unstructured error matrix may occur, resulting in failure of models to converge or the occurrence of
a non-positive definite (NPD) matrix. An alternative to estimating an unstructured matrix for the random
effects that improves model convergence and reduces NPD matrix occurrence is to specify a factor analytic
structure to determine the covariance matrix (McNeish and Bauer, 2020; Miyazaki and Frank, 2006). This
approach directly estimates only the components needed to determine the variance terms, and the covariances
are approximated from the variances, thereby reducing the number of terms being estimated (McNeish and
Bauer, 2020; Miyazaki and Frank, 2006). This factor analytic structure is the approach used in this thesis and
it is easily implemented in statistical software (see appendix for specification details for SAS 9.4).
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It should be noted that when model building, if interpreting higher order random effects is of interest, all
other lower order random effect terms should be included in the model (e.g. if interpreting a quadratic random
effect, the linear random effect should also be included in the model regardless of whether it is statistically
significant) (Hoffman, 2015). Substituting the level-2 model into the level-1 model, and rearranging terms,
the combined model is given below. The fixed effects are presented in the first set of parenthesis, and the
stochastic components consisting of the residual errors and random effects are presented in the second set of
parenthesis.
combined equation:
PositiveAffectij = (γ00 + γ10StudyWeekij + γ20StudyWeek
2
ij)+




This model can be used to select the error structure for the level-1 residuals. The error structures can
be modeled with or without random effects (Hoffman, 2007). For analyses in this thesis the error structures
were explored both with and without the random effects. The rank order of the deviance statistics remained
unchanged; however differences in the magnitude of the deviance statistic existed. For all results, the deviance
statistics for the level-1 error structures were selected with the random effects present.
Disaggregation of Within-Person and Between-Person Effects. The final step in fitting the MLM to ILD
is to specify the model conditional on the variables of interest and to disaggregate the within-person and
between-person effects in the principal variable of interest. In the empirical example, the variable of interest
is meditation time. Disaggregating between-person and within-person effects is commonly done using the
person mean centering approach, though other strategies exist (Curran et al., 2012; Wang and Maxwell, 2015;
Hoffman and Stawski, 2009; Bolger and Laurenceau, 2013). The person mean centering approach is used
in this thesis, and entails determining each individuals’ within-person mean for the variable of interest, and
using this as the estimate of the between-person effect in level-2 of the MLM. The effect is stable within the
individual, but differs across people. In the empirical example, this variable is called MeditationTimePM,
with the letters PM added to indicate that it is a person mean variable (between-person effect). The variable is
centered so that a value of zero represents approximately fourteen minutes, the mean meditation time across
all individuals in the sample.
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The within-person effect is calculated by subtracting the raw values of individuals’ person mean medita-
tion time from their daily value thus capturing the value of individuals’ daily deviation from their person mean
for each observation. This within-person variable is entered into level-1 of the MLM, and may be allowed to
interact with the variables for time to allow for the differential impact of the variable to deviate over time.
In the empirical example, this variable is called MeditationTimePC, with the letters PC added to indicate
that it is a person-mean centered variable (within-person effect). A value of zero for MeditationTimePC on
any observation day means that the person meditated for their average meditation time. Specification of













Relative to the level-1 model for the functional form of time (Equation 2.4), the main effect of the variable
MeditationT imePCij , and its interactions with linear and quadratic time have been added to the model.
Their coefficients are represented by β3j , β4j and β5j respectively.
Level 2 equations:
β0j =γ00 + γ01MeditationT imePMj + u0j
β1j =γ10 + γ11MeditationT imePMj + u1j
β2j =γ20 + γ21MeditationT imePMj + u2j
β3j =γ30 + γ31MeditationT imePMj + u3j
β4j =γ40 + γ41MeditationT imePMj + u4j


























τ30 τ31 τ32 τ33
τ40 τ41 τ42 τ43 τ44
τ50 τ51 τ52 τ53 τ54 τ55


In the level-2 equations presented here, the new equations relative to the model for the functional form of
time (Equation 2.5) are those that have β3j through β5j as outcomes. These outcomes are the coefficients for
the effect of the person-mean centered variable MeditationT imePC, and its interaction with the linear and
quadratic time variables in the level-1 equation (Equation 2.7). In the empirical example, the between-person
variable, MeditationT imePM , is included in all the level-2 equations presented above because it is allowed
to have a differential impact on the intercept β0j , the linear and quadratic time effects, β1j , and β2j , and the
main effect of the person-mean centered variable and its interactions with time β3j through β5j . If theory
necessitates, it is possible to simplify the model by including the effect of the person-mean variable only in




yij = (γ00 + γ01MeditationT imePMj + γ10StudyWeekij+
























From the combined equation it can be seen that in addition to the presence of interaction terms that assess
whether the within-person variable has a differntial effect on the trajectory of the outcome over time (γ40 and
γ50) there is an emergence of interaction terms that test the moderating effects of the between-person variable
on the relationship between the outcome and time (γ11 and γ21), the moderating effect of the between-person
variable on the within-person variable (γ31), and the three-way interaction of the within-person variable
and between-person variable with time (γ41 and γ51). When all predictors equal zero, the intercept of this
equation represents the expected value of positive affect on the first day of the intervention for individuals
who meditate at the sample mean (˜14 min). All other terms represent the differential impact of the variables
on positive affect, given a one unit increase in the variable, holding all other variables constant. In the
presence of a significant interaction term, the main effects must be interpreted in light of the interaction
effects. In MLM, probing of significant interaction effects can be performed, and graphs plotted to facilitate
interpretation of the impact of the interaction effects over time. This post hoc exploration is discussed below.
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2.2 Post Hoc Analysis - Probing Interactions
Probing of interaction terms can be accomplished by specifying a prediction equation for the expected
value of the outcome conditioned on specific values of the focal predictor and the moderator variable(s) and
evaluating the significance of the simple slopes at specific values of the focal predictor and moderator across a
range of given times (Curran et al., 2006; Preacher et al., 2006). The conditional values chosen for evaluation
should be ones that are of theoretical interest, and if no such values are known, it is recommended to test
values at one standard deviation below the mean, at the mean, and at one standard deviation above the mean
(Curran et al., 2006; Preacher et al., 2006). The sample estimates of the prediction equation for the final
proposed empirical model (Equation 2.9) are given by the equation below.
Conditional Model for Probing Interactions:
E[y|CVX , CVW ] = (γ̂00 + γ̂01CVW + γ̂30CVX + γ̂31CVXCVW )+
(γ̂10 + γ̂11CVW + γ̂40CVX + γ̂41CVXCVW )αJ+




The outcome of the prediction model (positive affect) is denoted E[y|CVX , CVW ], the expected value
of PositiveAffect given conditional values (CV) of the within-person variable, MeditationTimePC, (denoted
CVX ) which represents the focal predictor, and the between-person variable, MeditationTimePM (denoted
CVW ) which represents the moderator, evaluated across values of time (denoted αJ and α2J ) which in the
empirical example is represented by the variables StudyWeek and StudyWeek2.
The simple slopes across time which will be evaluated are represented by the last two sets of parenthetical
terms. In this example where both variables X (MeditationTimePC) and W (MeditationTimePM) are
continuous, nine simple slope equations are evaluated. These equations consist of three models in which the
conditional value of MeditationTimePC (CVX ) is held at low values and MeditationTimePM (CVW ) is held
at low, medium, and high values; three in which the conditional value of MeditationTimePC (CVX ) is held at
medium values and MeditationTimePM (CVW ) is held at low, medium, and high values, and three in which
the conditional value of MeditationTimePC (CVX ) is held at high values and MeditationTimePM (CVW ) is
held at low, medium, and high values. These nine equations can be plotted to more fully elucidate the impact
of the moderator on the focal predictor and its relationship with the outcome across time.
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Table 2.1: MLM Null Models and Functional Form of Time Models
2.3 MLM Results
Results of fitting the null model and models to determine the functional form of time appear in Table 2.1.
To determine the amount of variation in the outcome due to between-person variation, ICC was calculated
using the null model (Equation 2.3). Fitting the null model (Model A) to the data revealed that approximately
68.2% of the variation in the outcome is due to differences between persons. Therefore, over half of the
variation in the outcome is due to between-person characteristics. For all subsequent models fitted to
determine the functional form for time, the random intercept was retained.
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Table 2.2: MLM Deviance Statistics for Error Structures
To select the appropriate functional form for the trend in the outcome over time, linear, quadratic and
cubic models were fitted to the data. For linear time, two models were fitted to the data. The first model
included a random intercept only (Model B.1); the second included a random intercept and a random slope
for time (Model B.2). Based on deviance statistics, Model B.2 provided a better fit to the data than Model B.1
(LRT χ2(1) = 443.6), suggesting that the rate of change for positive affect varied across individuals. Model
B.2 also fit better than the null model. Therefore, the linear term with random slopes was retained for all
subsequent models. The quadratic models fitted included a model without (Model C.1) and with (Model C.2)
random effects for quadratic time. Based on deviance statistics, both quadratic models fit better than the linear
Model B.2. The quadratic Model C.2 which included random slopes for the quadratic term fit best (LRT
χ2(1) = 103.5). Upon fitting a cubic model with a random slope for linear time (Model D.1), the deviance
statistics suggested this model fit poorly compared to the quadratic random slope model; therefore the final
specification of functional form of the time trend chosen for the data was based on Model C.2, the quadratic
model with random intercepts and slopes for both the linear and quadratic time terms (Equation 2.6).
After selecting the functional form of time, the best error structure to accommodate possible correlation
of residual errors was chosen by fitting common structures to the data. Models that contained heterogeneous
error structures which allow the level-1 error structure to differ across individuals would not converge. Table
2.2 contains results of fitting different error structures to Model C.2. The best-fitting error structure was
first order moving average (ARMA (1,1)) (Table 2.3, Model C) which specifies the error structure to have a
homogeneous variance σ2 (0.22), with the covariance among observations decreasing at an exponential rate
of the autocorrelation coefficient ρ (0.58) and a multiplicative moving average constant γ (0.26).
Following selection of the functional form for time and error structure for the repeated measures, fitting
the final model (Equation 2.9) was attempted. However, when the model converged, the random effects
matrix was NPD. To resolve this issue, the random effects in the level-2 equations for the interaction effects of
MeditationT imePC with the two time variables StudyWeek and StudyWeek2, β4j and β5j (Equation
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2.8, u4j and u5j) were removed from the final model. Since a factor analytic structure had already been
applied to the data to reduce the occurrence of a NPD matrix, these random effects were chosen for removal
based on the practice of removing higher order random effects in order to achieve a matrix that is not NPD.
Results of fitting the model with error structures that account for correlation among observations appear
in Table 2.3, with the final conditional model presented last (Model C). Based on deviance statistics, the
final model fit the data better than the model with time alone (Table 2.3). In addition to the time variables
StudyWeek and StudyWeek2, the model contained the following fixed effects: MeditationTimePC, the
within-person variable representing individuals’ daily deviation from their average meditation time for the
intervention and follow-up period; MeditationTimePM, the between-person variable representing individuals’
average meditation time over the course of the intervention and follow-up period, and which was centered at
the grand mean such that a value of zero represents approximately fourteen minutes of meditation, and the
interaction terms of these variables with each other and time.
Because the presence of significant interaction terms suggests that main effects should be interpreted in
light of their relationship with the moderator variables, results for the interaction effects are first assessed. A
significant interaction effect for the meditation time variables with each other (γ31 = −0.00032, p = 0.0292),
and significant three-way interaction effects of the linear (γ41 = 0.000203, p = 0.0115) and quadratic
(γ51 = −0.00002, p = 0.0285) StudyWeek variables with both meditation time variables emerged. The
latter two interactions were those of interest to the research question of whether the trend in positive affect
over the course of the study differs based on meditation time. For this reason, they are the interactions focused
upon in this section. Without the aid of post hoc techniques, interpretation of these interaction effects is
difficult. In depth discussion of the post hoc techniques are considered after assessing the results for the main
effects.
Prior to in depth consideration of the interaction effects, examination of the results for the main effects
reveal that only a significant main effect of StudyWeek2 (γ20 = 0.004394, p = 0.0005) emerged. Because
the interaction effects are significant, they imply that there is not one trend that best summarizes the population
effect. Although the main effect may still be of interest to a substantive researcher, within this thesis the
interaction effects will be considered the results that characterize the population level trend in the MLM.
To provide an example of how to facilitate model interpretation for the main effect using post hoc analysis,
a prototypical plot (Figure 1) is provided and discussed briefly below. For emphasis, this plot is only provided
for pedagogical demonstration, and in the presence of significant interaction effects, generating such a plot
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Table 2.3: MLM Models with ARMA(1,1) Errors
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may not be useful to a researcher. Rather, researchers may give deference to generating post hoc plots of
interaction effects. Figure 1 represents the expected trend for individuals who meditate at the sample average
of fourteen minutes and who have daily deviations in meditation time that represent the average sample value
for daily deviation at the start of each study week. This was done to mimic the trend in the data that showed
that average deviations decreased as the study progressed. In the presence of non-significant interaction
terms, such a plot may characterize an“average” individual and may be considered to represent the expected
population level (population) trend on average. This plot was obtained by substituting the sample study mean
value for MeditationTimePC at the start of each week to estimate the effect of the variable MeditationTimePC
during the week, and substituting zero for the variable MeditationTimePM into the fixed effect portion of
the final model presented in Table 2.3, Model C. This plot is one possible representation of the population
trend for the population. However, it should be noted that a population trend may not be representative
of any one individual in the sample, as no one individual may exhibit the chosen values of the predictor
variable. Furthermore, though sample average values are used in this example, in practice other values of
theoretical interest could be utilized to obtain a potentially more substantively meaningful prototypical plot
of the population (population) trend for a given research question.
With regards to interpretation, Figure 1 reveals that on average, a novice mediator is expected to
experience a slight increase in positive affect over the course of the intervention and follow-up period. This
plot represents someone who meditates at the sample mean of approximately fourteen minutes with daily
deviations in individual meditation time that are held at the sample average value at the start of each week.
A slow change in positive affect is predicted to occur between weeks four through six of the intervention,
with a slight plateau during week six through seven and an increased change in rate of change throughout
the remainder of the follow-up period. This prototypical plot helps illustrate one plausible population
trend and the significant effect of StudyWeek2. Specifically, the statistically significant quadratic term
for time suggests that although the linear effect does not differ from zero, the trajectory for someone with
average values of meditation time and average deviations each week bends and becomes less flat, such that it
eventually becomes an increasing function. However, as stated above, the presence of significant interaction
effects suggest that this average population trend may not capture the experience of meditators with average
meditation times that are above or below the sample mean of fourteen minutes, and who may have daily
meditation time deviations that are higher or lower than the sample mean deviations at each week.
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Figure 2.1: Prototypical Plot for ‘Typical Novice Meditator’. Positive affect appears on the Y-Axis. This
plot represents someone who mediates on average at the sample mean of fourteen minutes with daily person-
specific deviations in meditation time that represent the average sample value for person-specific deivations
at the start of each study week.
To better understand the interaction effects, the interaction terms were probed according to Equation 10,
producing three plots with three predicted trends over time (Figure 2). As a reminder, these plots are intended
to answer the general research question of whether the trend for positive affect differs depending upon
individuals’ daily deviations from their person mean meditation time, and whether the trend is moderated by
how much individuals’ meditate on average. Specifically, the plots examine the within-person effect for the
variable, MeditationTimePC, and the moderating effect of the between-person variable MeditationTimePM
on any given day during the study period. Therefore, the focal predictor examined is MeditationTimePC,
which captures each individuals’ self-reported daily deviation from the raw value of their mean meditation
time. This was calculated as their self-reported daily meditation time minus their mean meditation time. The
moderator variable is MeditationTimePM, which captures the effect of mean meditation time across the study
period, and which was centered such that a value of zero represents the sample mean of fourteen minutes.
Looking across each graph, each of the three plots (i.e plot, (A), (B) and (C)) captures the expected
value of positive affect if individuals’ daily deviation from their own person-specific mean meditation time
is either below (plot (A)), at (plot (B)) or above (plot (C)) their person-specific mean meditation time,
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and how this effect is moderated by the between-person variable, MeditationTimePM. That is, each plot
captures the effect of the within-person variable, moderated by the between-person variable on any given
study day. Within each daily-deviation plot (i.e. plot (A), (B), or (C)) which capture daily deviations
below, at or above each individuals’ person-specific mean meditation time respectively, the three lines
represent whether individuals’ person-specific mean meditation time is below (yellow lines) at (blue lines)
or above (red lines) the sample mean meditation time. Considered in this way, the interaction effect allows
for interpretation of whether the between-person variable MeditationTimePM moderates the effect of the
within-person variable MeditationTimePC at any given day of the study. It specifically addresses the question
“Does the relationship between individuals’ daily deviations in meditation time and positive affect at any day
during the meditation study depend on average meditation time?” Values below and above the mean for both
meditation variables were determined using the value for each variable across the sample at the 25th and
75th percentile, respectively. Average values for both variables are represented by the sample mean (zero for
the variable MeditationTimePC, and approximately fourteen minutes for the variable MeditationTimePM).
Though in practice, individuals fluctuate below, at or above their person-mean meditation value on any
given day, the three plots depict the expected value for a deviation that is either at the 25th percentile in the
sample, no deviation (which means it represents no deviation from an individual’s mean meditation time),
or at the value of the 75th percentile in the sample for each day of the study. Although a constant value for
the individuals’ daily mean meditation deviation is used to construct the graph, the graph is not meant to
imply that any given individual constantly fluctuates at the representative value for the entire study period.
Rather, the intention behind graphing the person-specific variable in this way is to capture on a given day
what the expected value for positive affect would be given that a person meditates below, at, or above their
person-mean meditation time on the day of interest. That is, if any individual meditates below, at or above
their mean meditation time on any given day, on that day, is their positive affect expected to decrease, increase
or remain the same and does the predicted effect differ based on the individuals’ average meditation time.
Graphs depicting MeditationTimePC at deviations at the 25th percentile, sample mean, and 75th percentile
by differing levels of individuals’ average meditation time, MeditationTimePM, appear in Figure 2. For the
between-person variable MeditationTimePM, average meditation time in the sample is 14.14 minutes. For
the beween-person variable MeditationTimePM, individuals at 25th percentile meditated approximately 4.80
minutes below the sample average meditation time (which represents just over nine minutes of meditation);
whereas individuals at the 75th percentile meditated approximately 4.13 minutes longer than the average
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meditation time (approximately an eighteen minute average meditation time). For the within-person variable
MeditationTimePC, the 25th percentile is approximately -7.99 minutes, and this value represents an individual
who fluctuates from their mean meditation time by meditating approximately eight and a half minutes less
than usual on any given day. The 75th percentile for MeditationTimePC, is 6.19 minutes, and represents an
individual who deviated from their mean meditation time by meditating approximately six minutes longer
than usual on any given day.
Looking across all three graphs, results suggest that on average, individuals with between-person values
of mean meditation time at the 25th percentile (Figure 2, yellow lines) are expected to have the lowest positive
affect scores and may experience a decrease in positive affect. This finding is statistically significant for
individuals whose daily deviation is in the 25th percentile (βlinearslope = −0.07714, p = 0.0346) on any
given day. However, it is not statistically significant for individuals with deviations in the within-person
variable MeditationTimePC at the mean (plot (B)) or 75th percentile (plot (C)). This may suggest that having
a low mean meditation time but having deviations where one meditates at their person mean meditation
time or more than their personal mean on a given day might confer a buffering effect. Examining across all
three graphs reveals that individuals with between-person values for meditation time at the sample mean
are on average expected to have positive affect scores that fall between those whose between-person values
are at the 25th and 75th percentile (Figure 2, blue lines), regardless of deviations in daily meditation time.
This finding is statistically significant for individuals with no deviations from their person-mean meditation
time (βquadraticslope = 0.004394, p = 0.0005). The statistically significant quadratic term suggests that the
trend may at some point turn upwards, suggesting the potential for a slight gain in positive affect. Looking
across all three graphs, individuals with between-person values for meditation time at the 75th percentile (red
lines) have the highest expected values for positive affect scores (Figure 2, red lines). None of the slopes for
these individuals were statistically significant across all three graphs, suggesting that on any given day, a
deviation that increases a person’s meditation time this much above their person-mean meditation time is not
expected to confer an increase or decrease in positive affect. However, as mentioned before, for those with
low person-mean meditation times with deviations at the 75th percentile (plot (C), yellow lines), experiencing
a daily meditation deviation that is above their person-mean on any given day may confer a buffering effect
given that the expected values for positive affect for these meditators is not statistically significant in contrast
to their counterparts who have a daily deviation below their person-mean meditation time (plot (A), yellow
lines), which is expected to confer a statistically significant decrease in positive affect. When examining
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Figure 2.2: MLM Interactions. For all graphs, the Y-Axis represents the value for positive affect. The focal
predictor, MeditationT imePC is held at (A) the 25th percentile, (B) the mean, and (C) the 75th percentile
and probed by the moderator, MeditationT imePM , at values for the 75th percentile (red lines), mean (blue
lines) and 25th percentile (yellow lines). Statistically significant slopes are indicated by an asterisk
probed interactions, it is important to note that similar to the prototypical plot for the main effects, individuals
with the probed values may not truly exist. Also, from these graphs it is not clear at which day along the time
continuum the effects become statistically significant.
The results presented thus far focus on the average population trend and how it differs on average
for subsets of the population whose daily deviations in meditation time are above or below the sample
average. Individual trajectories (individual) can be obtained from the MLM by plotting the predicted values
of individuals taking into consideration estimates of the random effects of individuals. Since the random
intercept and slope models fit the data better than models without random effects, there is evidence that
individual trajectories within the sample may differ in both intercept as well as direction and curvature of
the slope. Figure 3(A) shows a random sample of five individual trajectories. It is evident from this figure
that individuals differ in both their intercept as well as the direction, magnitude and curvature of their slopes
over the course of the intervention and follow-up period. Figure 4(A) depicts the observed values for these
individuals with their predicted trajectories overlayed.
Having conducted the main and post hoc analysis, turning attention back to the original research questions,
the model results suggest that whether positive affect increases over the course of the study period depends on
whether individuals experience small or large deviations from their mean meditation time, and on how long
individuals meditate on average. It is expected that on average, experiencing high deviations in meditation
time may confer a buffering effect for declines in positive affect among individuals with low mean meditation
times. Increases in positive affect may occur for individuals with mean meditation times at the sample average
of fourteen minutes who do not fluctuate. It is expected that on average, among individuals with deviations in
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Figure 2.3: Individual Trajectories for Five Random Participants. For all graphs, positive affect appears on
the Y-axis. MLM trajectories are represented in (A), TVEM P-Spline in (B) and TVEM B-Spline in (C)
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Figure 2.4: Observed and Predicted Values for Positive Affect for Five Random Participants. MLM trajectories
are represented in (A), TVEM P-Spline in (B) and TVEM B-Spline in (C)
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meditation time that lower the amount of time spent meditating, declines in positive affect may occur for
those who meditate on average at the 25th percentile. Individuals with the specific values plotted in the post
hoc graphs may not be present in the sample and therefore the graphs may or may not characterize patterns
that emerge for individual meditators. Substantive and theoretical knowledge are therefore paramount with
regards to determining the feasibility of these findings.
There may be systematic deviations from the average population trajectory based on the significance of
the random effects obtained using likelihood ratio tests when selecting model functional form. Variation in
individuals’ intercept value (τ00 = 0.4545), suggests that individuals’ intercepts differ.
Furthermore, there is variation in individual slopes indicated by τ11 (τ11 = 0.0033). Finally, the negative
covariance term of τ20 (τ20 = −0.0012) for the quadratic term with the intercept suggests that individuals
with higher intercepts (who mediate on average more) experience less of an acceleration in their change
in positive affect than their counterparts who on average meditate for shorter amounts of time. In the next
section, after a brief introduction of the time-varying effect model, attention is focused on modeling the
research questions using TVEM. The variables in the TVEM are calculated exactly as those in the MLM, and
for this reason they will not be redefined in the text.
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CHAPTER 3: TIME VARYING EFFECT MODEL
Although time varying effect models were introduced in the statistical literature over 25 years ago, they
began seeing integration into the psychology literature around 2006 (Shiyko et al., 2012). Their slower
implementation in psychological research was likely due to lack of user-friendly software implementations
and lack of empirical demonstrations in the literature (Shiyko et al., 2012; Wright et al., 2014). However,
with the incorporation of user friendly TVEM software routines into statistical packages, the models have
seen increased applications in psychological research for ILD particularly in regards to research hypotheses
involving dynamic processes (Shiyko et al., 2012; Bringmann et al., 2015; Tan et al., 2012; Jenkins et al., 2021;
Pearce et al., 2020; Dermody and Shiffman, 2020). The time varying effect model (TVEM) is considered a
nonparametric modeling technique that places no a priori constraints on the shape of modeled relationships.
Nonparametric modeling techniques, allude to regression models that contain at least one coefficient
function modeled nonparametrically (Wand, 2003). In the late 1990s, applying nonparamtric regression
within the multilevel modeling context experienced a surge in the statistics literature (Wand, 2003). It is from
within this body of literature that the TVEM emerges. In existing literature, the time-varying effect model
is referenced as both an extension to regression or multilevel models. As discussed below, these differing
perspectives may be based upon the spline estimation technique implemented during model specification.
Time varying effect models are often estimated using splines, and as will be demonstrated, the type of
spline used impacts the ability to model individual trajectories. Two commonly estimated TVEMs are the
P-spline model and the B-spline model. Both TVEMs may be estimated within the context of MLM by
“tricking” MLM into producing smooth coefficient functions for the model intercept and slope, rather than
providing a single average estimate for the coefficients (Wand, 2003; Wright et al., 2014; Tan et al., 2012).
This is accomplished by modeling the coefficients for the intercept and slope(s) as a collection of “broken”
lines joined together at specific time points (Wand, 2003). This technique is known as spline modeling.
Within the approach, each intercept and slope function is parsed into several intervals. The breakpoints at
which the intervals join together are termed knots. The number of knots utilized when fitting the spline is
specified by the researcher with five to ten knots usually being sufficient to capture most functions (Tan et al.,
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2012; Shiyko et al., 2014b; Wright et al., 2014), though formal equations for determining the number of
knots also exist (Wand, 2003; Suk et al., 2019). The knots are typically equally spaced over the observed
time interval or they are equally spaced over sample quantiles of all observation times (Tan et al., 2012).
Within each interval defined by the knots, a piecewise polynomial, known in the literature as a spline is
estimated to capture the shape of the function within the interval. Taking the optimal linear combination of
the smaller polynomial terms across the coefficient function results in a single function of time that captures
the association of interest across the entire observed timescale (Dermody et al., 2017; Shiyko et al., 2012;
Tan et al., 2012). The degree of the polynomial used in estimation can vary; however, most applications use
either a quadratic or cubic polynomial (Yang et al., 2017b; Li et al.). Below, estimation techniques specific to
the P-spline and B-spline are discussed.
In the context of P-spline models, a truncated power basis function is used to capture functional form
within each knot, and the random effects of the multilevel model are used to automatically fit a penalty which
determines the optimal number of knots and the shape of the coefficients over time (Xie et al., 2017; Tan
et al., 2012). Due to the utilization of the random effects to automate creation of the penalty, no additional
random effects are modeled because the estimation is computationally nontrivial and can cause convergence
difficulties when attempting to include additional random effects (Li et al.). In terms of performance, the
inability to estimate true random effects in the P-spline due to the penalty estimation render it more similar
to nonparametric regression. The random effects produced by the P-spline model are simply mathematical
tools used to model the trajectory (Suk et al., 2019; Li et al.), and the estimated variance parameter that
characterizes the random effects may have no substantive meaning (Suk et al., 2019). Having discussed
estimation of the P-spline approach, B-spline estimation is considered next.
In the context of the B-spline approach, non-penalized basis expansions are used for estimation of the
functional form within the intervals created by knots, thereby freeing the random effects for use in modeling
(Li et al.). Due to lack of the penalty in B-spline models, determination of the optimal number of knots must
be treated as a model selection problem (Yang et al., 2017b; Shiyko et al., 2012; Wright et al., 2014; Li et al.).
Search algorithms exist for determining the number of knots; however, there is little research comparing the
performance of these algorithms, and AIC and BIC are commonly used in practice (Suk et al., 2019; Wand,
2003). Therefore, to choose the optimal number of knots for the intercept and slope coefficients, the model
must be fitted multiple times, incrementally increasing or decreasing the number of knots for each coefficient
function. The fit statistics from each model are then compared using AIC or BIC to select the optimal number
32
of knots (Li et al.; Wright et al., 2014; Shiyko et al., 2012). In terms of performance, the ability to estimate
random effects in the B-spline TVEM renders it in essence a nonparametric multilevel model. The TVEM
B-spline may be particularly well-suited for ILD because it has features that are similar to MLM with regards
to meaningfully partitioning between-person and within-person variance and modeling the trajectories at both
the population and intraindvidual level.
3.1 TVEM Model Specification
Time varying effect models estimate regression coefficients for model intercept and slopes as continuous
functions of time with the regression coefficients often assumed to be fixed with respect to time (Lanza
et al., 2016). A fixed effect specification for the model is given below using notation from Tan, Shiyko, Li,
and Dierker (2012). This specification can be modeled using the P-Spline approach or using the B-spline
approach without including additional random effects and estimating robust standard errors. Because use of
TVEM is still novel in the psychological discipline, the notation will be presented first, followed by models
that contextualize the notation within the empirical data illustration.
TVEM Fixed Regression Coefficient Model:
yij = β0(tij) + β1xij(tij) + εij (3.1)
where
yij is a continuous outcome for participant i at the jth observation
β0 is the intercept coefficient at time tij for participant i at the jth observation
xij is the value of the covariate of interest at time tij for participant i at the jth observation
β1 is the slope coefficient for covariate xij at time tij for participant i at the jth observation
and εij are the model random errors for participant i at the jth observation; εij are assumed to be normally
and independently distributed.
It is theoretically possible to estimate alternative error structures for the correlation of residual errors
εij using the same error structures available in multilevel modeling (Shiyko et al., 2012; Tan et al., 2012;
Wright et al., 2014); however, current implementation of such specifications may not be incorporated into
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user-friendly statistical software designed to fit these models (Wright et al., 2014; Li et al.). Therefore, the
outcomes for the same participant at any two timepoints are treated as equally correlated regardless of the
size of the time difference between observations, which may not be realistic with regards to the data structure.
However, the estimates for the standard errors (SE) are adjusted using robust SE to account for the fact that
the residual errors may be correlated within individuals (Tan et al., 2012; Li et al.). Although the model above
is specified with one time-varying covariate, xij , the model can be expanded to include multiple time-varying
or time-invariant (xj) covariates. In addition to estimating a fixed effect TVEM, it is also possible to estimate
an equation which includes random effects for the intercept u0j and the slope for time u1j . The model with
random effects can only be estimated with the B-spline approach. The random effect equation is presented
below.
TVEM Random Effect Coefficient Model:
yij = β0(tij) + β1xij(tij) + εij + u0j + u1jtij (3.2)
This model differs from the fixed effect equation (equation 11) by the addition of the two random terms
which allow the intercept and slope of individuals to vary stochastically from their respective population
functions. The random terms are assumed to be independent and normally distributed with a mean of zero,
and unknown variance. It is possible to estimate only one random effect by including only the effect of
interest (e.g. only estimating random intercepts but not slopes). For TVEM B-spline models with linear
outcomes, the calculation of the amount of between vs within person variance can be estimated using the
intraclass correlation (ICC) in the same way as in MLM.
Grounding this model within the context of the empirical data, the fixed effect model estimated using
the P-spline approach and the random effect model estimated using the B-Spline approach for the empirical
example are given by the equations below.
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εij + u0j + u1j(StudyWeekij)
(3.4)
In this model, the intercept coefficients for β0 vary over time StudyWeekij and represent the mean of
the outcome PositiveAffect when all covariates equal zero. When considered across the entire time interval,
when all covariates equal zero, the intercept coefficients β0, are interpreted as the expected value for the
outcome trajectory for an individual with average levels of the covariates of interest, that is they represent the
average (population) population trajectory(Tan et al., 2012). In the context of the empirical data they represent
the mean positive affect for a person who does not deviate from their average meditation time (captured
by the within-person variable MeditationTimePC), and who meditates approximately fourteen minutes (the
average meditation time in the sample at which MeditationTimePM is centered). The slope coefficients for β1,
β2 and β3, which are time-varying functions, represent the strength and direction of the relationship between
the outcome, Positive Affect, and the covariates MeditationTimePM, MeditationTimePC, and the interaction
MeditationTimePC xMeditationTimePM at each timepoint, which is defined by the variable StudyWeekij .
When considered across the entire time interval, these coefficients characterize the progressive pattern of the
relationship between the respective covariate of interest and the outcome over time per one unit increase in
the covariate, controlling for other predictors. Essentially, these are population level (population) trajectories
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that characterize the magnitude and direction of the relationship between the outcome and each covariate
over time, controlling for the presence of the other covariates.
During model fitting, the coefficient functions that define the shape and magnitude of the intercepts
and covariates are specified separately; therefore, intercept and slope functions are allowed to change
independently of each other over time (Tan et al., 2012; Shiyko et al., 2012). For each variable, the parameters
capture the directionality and strength of association between the outcome and covariate of interest along the
continuum of the timescale for individuals in the study (Shiyko et al., 2012). Estimates from these models
are usually summarized graphically by plotting the coefficient function values for the intercept and slope
parameters over time with corresponding confidence intervals. Hypothesis testing is done in relation to an
estimated confidence interval of the function (Shiyko et al., 2012). The confidence estimates used in easily
implemented software tend to be pointwise rather than simultaneous confidence intervals, and therefore
statistical significance should not be interpreted across time intervals as the inferences are subject to type 1
error (Shiyko et al., 2014b). However, examples for calculating simultaneous confidence intervals exist in the
literature (Yang et al., 2017a). To the author’s knowledge, the use of post hoc analysis to probe continuous
interaction effects for TVEM models is currently not demonstrated in extant literature although trajectories for
group differences in categorical moderators are sometimes presented for TVEM models (Merrill et al., 2017;
Pearce et al., 2020). Furthermore, to the author’s knowledge there are no statistical methods implemented in
user friendly packages to determine whether random effects present in TVEM B-spline models are statistically
significant.
3.2 TVEM Results
TVEM P-Spline. TVEM P-spline models were fit to the data using ten knots, with the default cubic
splines for the truncated polynomial basis functions used for estimation between the knots. Graphical
representations of the model intercept, and the slopes for the covariates of interest appear in Figure 3.1.
The intercept graph reveals that the average population trend in positive affect is expected to experience
a slight increase over the course of the study. This represents the effect for a person who mediates on
average fourteen minutes, with no deviations from that average during the study period. The graph for the
time-varying covariate, MeditationTimePC suggests that the effect of MeditationTimePC is time-varying.
Specifically, MeditationTimePC confers a statistically significant effect beginning at the timepoint for week
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six and ending around week eight, such that during this time, on average participants are expected to see
small increases in positive affect for a one minute increase in daily deviation from average meditation time
relative to their person mean. The timeframe where statistical significance is apparent represents the last week
of the active meditation workshops and the first two weeks of the three-week follow up period. Similarly, the
time-invariant covariate MeditationTimePM, confers a slight statistically significant effect at each timepoint
between weeks six to approximately week eight, such that a one minute increase in average meditation
time is expected to confer a small increase in positive affect. The confidence intervals for this effect are
much wider than those of the other effects suggesting less precision in estimation. The interaction between
MeditationTimePC and MeditationTimePM does not appear statistically significant, suggesting that at each
timepoint along the continuum, the effect of participants’ deviations from their average meditation is the
same regardless of how long participants mediate on average.
Returning to the original research question at the population level, “On average, in the population of
novice mediators, does perceived positive affect change over the course of the meditation intervention study,
and if so does time spent meditating moderate the trend” conclusions drawn from the P-spline model are
that on average, positive affect is expected to increase slightly over the course of the meditation intervention
beginning around week six. There are main effects of MeditationTimePC and MeditationTimePM such that a
one unit increase in each variable is expected to provide a small statistically significant increase in positive
affect at timepoints between the last week of the meditation intervention and the first two weeks of the
follow up period. These finding suggest that on average, for novice meditators, average meditation time,
and individuals’ deviation from their average meditation time are not expected to impact positive affect until
participants have meditated for at least six weeks. This could be considered a potential critical window, that
is, a point where the meditation time begins to confer an effect. However, due to the fact that the confidence
intervals are not simultaneously estimated, the potential for this to be a spurious effect created by type I error
in inference can not be eliminated. When considering the second part of the empirical research question, “On
average, is there meaningful divergence from the population trend with regards to how individual novice
meditators’ perceived levels of positive affect change over the course of the meditation study, and if so,
is there divergence in the possible moderating effects of meditation time”, this question is not adequately
addressed since the P-spline method does not allow individual trajectories to vary stochastically from the
population trend via random effects at the between-person level of the data. Individuals’ trajectories must
follow the population trend. Individual trajectories for the same five persons presented in the MLM analysis
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Figure 3.1: Coefficient Functions for TVEM P-Spline with 95% Confidence Intervals. The inter-
cept is depicted in (A), the time varying covariate MeditationT imePC in (B), the time invari-
ant covariate MeditationT imePM in (C) and the interaction between the MeditationT imePC x
MeditationT imePM in (D).
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are provided in Figure 2.3(B), and the fit of these trajectories to their observed data are found in Figure 2.4(B).
It is noticeable that some of the predicted trajectories do not fit the pattern of the observed data well.
TVEM B-Spline. TVEM B-spline models were fit to the data using a maximum of five knots for each
coefficient function with the default cubic basis splines utilized to estimate the effect between knots. The
best-fitting coefficient functions were chosen using AIC, and results are presented in Table 3.1. For the
intercept, a function with five knots was chosen. Functions with zero knots were chosen for the predictor vari-
ables MeditationTimePC, MeditationTimePM, and their interaction, MeditationTimePC xMeditationTimePM.
Because cubic basis splines were used, a function with zero knots is essentially a cubic polynomial function.
Calculation of ICC revealed that 68.5% of the variation in the outcome is due to between-person differences.
Graphical representations of the model intercept and the slopes for the covariates of interest appear in Figure
3.2. The intercept graph reveals that on average, the novice meditator who meditates at the sample mean with
no deviations in daily meditaion time is expected to experience a slight increase in positive affect over the
course of the study. This represents the average trend (population trajectory) for the population of novice
meditators. For the time-varying covariate, MeditationTimePC, statistically significant effects emerge around
week five and persist into the beginning of week nine. The strength of the effect appears to be increasing in
magnitude during weeks five through seven, which represent the last two weeks of the meditation workshops
and the first follow-up week. The strength of the effect then begins decreasing in magnitude within week seven
and levels off by the beginning of week nine, after which the effect does not differ from zero. This suggests
that the effect of MeditationTimePC is time-varying, and that for a one minute increase in deviation from their
average meditation time, on average, a novice meditator is expected to experience a slight increase in positive
affect at the timepoints in which MeditationTimePC is statistically significant. Similarly, the time-invariant
covariate MeditationTimePM, confers a slight statistically significant effect during approximately the same
timeframe, such that on averagte, a one minute increase in average meditation time is expected to confer a
small increase in positive affect. The variable appears to have an effect that varies over time with the strength
of the association appearing to increase in magnitude then decrease. As in the P-spline model, the confidence
intervals for this effect is wider than that of the other covariates. The interaction between MeditationTimePC
and MeditationTimePM is statistically significant, during approximately weeks three through eight. This
suggests that that at each of these timepoints, participants’ average meditation time moderates the effect
of the trajectory for the outcome PositiveAffect over time, and the effect of person deviation from average
meditation time. The interaction term also appears to have an effect that varies over time with the strength
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Table 3.1: Deviance Statistics for Selection of Functional Form of B-Spline Model
of the association appearing to increase in magnitude then decrease. As discussed above, post hoc analysis
probing this continuous by continuous effect is not typically explored in extant TVEM applications.
Returning to the original research question at the population level, conclusions drawn from the B-
spline model are that on average positive affect is expected to slightly increase over the course of the
meditation intervention. The significant interaction term coefficients indicate that at each of the statistically
significant timepoints, it is expected that there is moderation of the main effects for the meditation time
coefficient functions and their association with the trend in positive affect over time. There are main effects
of MeditationTimePC and MeditationTimePM such that a one minute increase in either variable is expected
to produce a small statistically significant increase in positive affect at timepoints between the last two weeks
of the meditation intervention and throughout the first two weeks of the follow up period, holding the other
variable constant at the timepoint of interest. However, given the significant interaction coefficients that
occur but which are not probed, it is unknown how these population level trends hold for subsets of people
in the data who do not meditate at the sample mean, and who have deviations that are above or below the
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Figure 3.2: Coefficient Functions for TVEM B-Spline with 95% Confidence Intervals. The inter-
cept is depicted in (A), the time varying covariate MeditationT imePC in (B), the time invari-
ant covariate MeditationT imePM in (C) and the interaction between the MeditationT imePC x
MeditationT imePM in (D).
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average daily meditation time deviations in the sample. The emergence of significant effects for the predictors
around week five suggest that for the effects of average meditation time, and individuals’ deviation from their
average meditation time are not predicted to impact positive affect until participants have meditated for at
least five weeks. This could be considered a potential critical window, that is, a point where the intervention
begins to take effect. However, due to the fact that the confidence intervals are not simultaneously estimated,
the potential for this to be a spurious effect created by type I error in inference can not be eliminated.
When considering the second part of the empirical research question, regarding whether there is meaningful
divergence from the population trend with regards to how individual novice meditators’ perceived levels of
positive affect change over the course of the meditation study, plots of the same five participants in MLM
analysis in Figure 2.3(C) suggest that such divergence in trajectories may exist. However, as stated earlier,
formal tests of statistical significance for the random effects are not readily available in easily implemented
statistical software. Graphical depictions of the fit of these individual trajectories to their observed data are
found it Figure 2.4(C).
Having examined the results of fitting MLM, TVEM P-spline, and TVEM B-spline to empirical data, the
next section contains a brief review of the strengths and limitations of applying MLM and TVEM to intensive
longitudinal data. Drawing from psychology and behavioral science literature in which the models were
juxtaposed, general strengths and limitations of the models are briefly identified. Then, the strengths and
limitations of each model are considered in light of the three areas of interest in this thesis: characterizing
dynamic processes, disaggregating within-person and between-person effects, and capturing population and
individual trajectories. The strengths and limitations for these three domains are presented in light of the
results of the empirical data analyses.
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CHAPTER 4: CONCLUSIONS
4.1 Comparison of MLM and TVEM Strengths and Limitations
Given that TVEM can be estimated using MLM, it comes as no surprise that existing literature highlights
some general strengths that are common to both models when fitted to intensive longitudinal data. General
strengths cited in the literature for both models include the ability to treat time as a continuous variable which
allows the models to accommodate unequal spacing between measurements and unbalanced measurement
assessments where each unique unit assessed may have differing numbers of measurement observations
(Kwok et al., 2008; Shiyko et al., 2014b; Bryk and Raudenbush, 1987); the model’s ability to handle missing
data by incorporating all available data into the estimation of model parameters without having to drop cases
with missing data (Kwok et al., 2008); and the ability to capture time-varying effects through the modeling of
time-varying covariates (Wright et al., 2014; Tan et al., 2012; Ram and Diehl, 2015). An additional strength
characteristic of MLM but absent from TVEM is the ability to model multiple hierarchies, which allows for
multiple time scale analysis (Ram and Diehl, 2015) or nesting beyond two hierarchy levels.
Shifting focus from model strengths to model limitations, extant literature tends to depict more contrast
between the models with regards to limitations. Limitations when applying multilevel models to ILD include
the following: analysis where MLM is implemented are often limited to simple patterns of change as modeled
by a linear or quadratic term, and if the dynamic change pattern requires more complex functional forms it
may become too complex to interpret or implement the model (Shiyko et al., 2012); MLM is sensitive to
model mispecification, and if the functional form is unknown based on empirical evidence the model may fail
to detect change due to misspecification (Shiyko et al., 2014a; Kumar et al., 2017; Saboo et al., 2016), and
estimation issues may occur in models with a large number of parameters, and such models may suffer from
non-convergence, under-identification, and/or non-positive definite solutions especially when the number
of individuals is less than the number of measurement occasions (Jahng and Wood, 2017). It has also been
argued that because of its parametric specification, MLM places restrictions on how the relations between
the outcome and predictor change over time. These restrictions may not allow the relations between the
predictor and outcome to change freely over time and make it difficult to test the coupling and uncoupling
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of behavioral associations over time, or to detect critical periods in the data that may emerge over time.
Specifically, although one can model an interaction of a covariate with time to capture time-varying changes,
this constrains the possible time-varying effects to limited shapes of polynomial change as the models become
become too unwieldy for practical use (Wright et al., 2014; Dermody et al., 2017).
Limitations regarding TVEM include the following: there is limited knowledge regarding best practices
for fitting the optimal number of knots that should be chosen for the models and for TVEM B-Spline, current
practice involves fitting multiple models, varying the number of knots and utilizing AIC and BIC which
may not always agree; ILD may contain complicated error structures, and research on how to incorporate
specific error structures is needed; little is known about the required sample size, required number of repeated
measures and implications for power (Dermody et al., 2017; Shiyko et al., 2012; Tan et al., 2012; Wright
et al., 2014); the impact of between-person heterogeneity on the robustness of model estimation has not been
assessed (Tan et al., 2012; Shiyko et al., 2014a); extending the method to modeling between-person variation
in coefficient functions needs to be explored (Tan et al., 2012; Shiyko et al., 2014a); and the 95% confidence
intervals for each effect curve implemented in user-friendly software are point-wise point estimates as
opposed to simultaneous CIs; therefore the 95% CI can be used to compare group differences at pre-specified
points in time established by the researcher; however, they may be inappropriate for examining overall group
differences (Tan et al., 2012). Furthermore, because TVEM is data-driven, generalizing beyond the sample
data observed must be considered cautiously as emerging trends could be unique to the available sample
data (Dermody et al., 2017; Shiyko et al., 2014a). Moving from the general strengths and limitations of the
models cited in extant literature towards focus on model strengths and limitations with regards to the themes
that were explored in this thesis, namely modeling dynamic processes, disaggregating within-person and
between-person effects, and characterizing population and individual change trajectories, the empirical data
analyses presented in this thesis demonstrate varying degrees of strengths and limitations in these domains
across the models.
Overall, the inferences from the two approaches were similar. With regards to modeling dynamic
processes, the graphical presentations in both TVEM B-Spline and TVEM P-Spline explicitly indicate that
the strength of the association between the outcome and the main effects of both predictor variables differ
across time, suggesting that there are time varying effects that differ in magnitude, and that differences in rate
of change for these effects exist for both variables. Specifically, they suggest that the association does not
differ from zero for most of the intervention period, but that around week five or six, the predictors confer a
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small positive increase in the outcome. However, the graphs show that the strength of the association for
the effects typically begin to decline at the timepoints that comprise the study’s follow up weeks. TVEM
B-Spline also indicates a statistically significant interaction effect, between the meditation variables over
time, which suggests that there is a moderation effect that has an association with the outcome that differs in
magnitude across the study period as well.
The emergence of a statistically significant effect of the predictors around week five or six may be
indicative of the critical window, in which the intervention begins to take effect. Locating such shifts is
considered one strength of TVEM with regards to capturing dynamic processes. One limitation, however, is
that this could be caused by type I error, due to the use of pointwise confidence intervals. Another limitation
is that without tools to probe the interactions, subpopulations for whom these trends do and do not hold are
not clearly evidenced. In contrast, the MLM model provides single average estimates for the main effects of
the predictor variables over time, and their interaction with time. There is a statistically significant main effect
of quadratic time, and the effects of the three-way interaction terms are statistically significant, indicating
that the trend in positive affect over time is moderated by meditation time. The simple slopes obtained from
post hoc analyses for the interaction effect suggest that on average, there is a trend such that individuals with
lower average meditation times whose deviations from their average meditation time are at the 25th percentile
in the population on a given day, are expected to experience decreases in positive affect, and this finding is
statistically significant. It is notable that in all post hoc graphs, the transition point for the quadratic function
aligns with the potential onset of critical windows that emerge when using the TVEM approach. Specifically,
this appears around week five of the study, similar to TVEM B-Spline. Though MLM is criticized for not
being able to capture dynamic effects and critical windows, and this is cited as a limitation, these findings
raise the question of whether post hoc analysis of prototypical plots of the average trend and probing of
significant interaction effects of predictors with time may consistently reveal changes that coincide with the
onset of potential critical windows suggested by TVEM. The accuracy of such trends might be governed by
correct specification of the functional form of the model. However, this finding could also be an artifact of the
empirical data used in these analyses. This stated, the nuance of how the predictors’ relationships with positive
affect are changing after the first detection of a possible critical window is not mapped out in the trajectories
of the MLM interaction probes. In contrast to TVEM, the MLM post hoc plots restrict the function’s form and
do not allow for subsequent deviations in direction or magnitude to occur after the transition point. In sum,
TVEM provides clear graphical depictions of dynamic relationships between the outcome and predictors
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over time, with a dose-response style graph, but in the presence of statistically significant continuous by
continuous interaction effects does not have well developed techniques for exploring subpopulations for
whom these trends may not hold. MLM in contrast, warrants further exploration into whether post hoc
analyses help illumine the onset of dynamic processes given correct functional form specification. If so, the
well-developed tools for exploring continuous by continuous interactions may be a strength of MLM in the
context of modeling dynamic processes for simple functional forms. The caveat for the MLM is that though
post hoc analysis may reveal the putative start of a critical window, the smooth trajectories obtained from the
the plots may obscure the subsequent changes in direction or magnitude that may be of interest to researchers
who are exploring dose-response type relationships.
Examining the ability to harness the nested data structure of ILD and characterize within-person and
betwen-person effects, MLM and TVEM B-spline were both able to disaggregate within-person and between-
person effects and quantify the amount of variation in the outcome attributable to each analytical level of
the data. Both models found that approximately 68% of the variation in the outcome could be attributed to
between-person effects. However, a limitation in the TVEM B-spline framework is the lack of statistical
tests for whether the random effects are statistically significant; whereas test for this have been developed for
MLM applications. Because the TVEM B-spline model in the empirical example is a continuous outcome
normal probability model, it is possible that estimation of the statistical significance for random effects could
be conducted using likelihood ratio tests. However, the software implementation for generalized models are
based on pseudo-likelihood functions. Easily implemented tests for statistical significance for TVEMs based
on pseudolikelihood functions have not been explored in the literature (Li et al.). Regarding TVEM P-spline,
the empirical example demonstrates that TVEM P-spline is not suitable for analysis if interest resides in
quantifying the variation in the outcome into between-person and within-person effects due to the inability to
incorporate true random effects in the model. These findings suggest that if the main interest in modeling is
to disggregate effects, TVEM B-Spline and MLM may yield similar conclusions; however MLM may be
better suited for the task due to the extensive literature on providing evidence of statistical significance of the
effects.
In terms of the ability to characterize population trajectories over the course of the study period, all
three models were able to produce trajectories for the overall trend in positive affect at the population level.
However, the ease in obtaining the population trends differed across the models. To capture this trend in
MLM, many models specifying the functional form of time had to be fitted and compared, then the graphical
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depiction for the trend over time had to be coded and plotted in post hoc analysis. Similarly, many models
had to be fitted and compared for the TVEM B-spline in order to capture the functional form for the trajectory
by determining the optimal number of knots needed to model the intercept. In contrast, for TVEM P-spline,
the trend was obtained quickly without requiring the multiple model comparisons needed in MLM and
TVEM B-spline, and without having to do additional post hoc analysis as needed with MLM. With regards to
inference, all models predicted that at the population level there is a small increase in positive affect across
the study period. However, both MLM and TVEM B-spline suggest that moderation effects for meditation
time occur at the population level while TVEM P-Spline findings suggest no effect moderation. Since it
is known that in the context of an MLM, exclusion of random effects can lead to errors in inference with
regards to fixed effects, the lack of a moderation effect in the P-Spline model may be due to lack of true
random effects in the P-Spline estimation. If a researcher’s interest resides in an exploratory question about
the functional form of a population-level trajectory over time, TVEM P-spline may be an ideally suited
approach. It is noticeable that the functional form for the TVEM B-Spline looks more complex than both
the MLM and the P-spline. The B-spline is the only model that predicts an increase in positive affect that
exceeds an average score of two by the end of the study period. In the case of this empirical example, AIC
was chosen as the fit statistic because it reduces type I error; however, it should be noted that the BIC would
have favored a simpler cubic form for the B-spline intercept (see Table 3.1). Future research on selecting the
optimal number of knots for B-spline estimation based on comparing deviance statistics, and the existing
algorithms for selecting the optimal number of knots for TVEM B-spline may help researchers with selecting
the best functional form when using TVEM B-spline. Whether improving methods for optimization of the
number of knots improves estimates at the endpoints for TVEM B-spline trajectories may be warranted.
Shifting attention to individual trajectories, these were also obtained from all three models. The MLM
and TVEM B-spline generated similar individual trajectories for the five participants whose randomly selected
observations were presented in the empirical example (Figure 2.3); whereas the TVEM P-Spline yielded very
different trajectories. These results are likely due to the fact that TVEM P-spline does not generate traditional
random effects. Results from MLM and TVEM B-spline suggests that there is variation in individual trends,
such that some individuals experience and increase in positive affect, while others experience a decrease. In
contrast, individual trajectories in the p-spline all exhibit an increase in trend. One may argue that in the
context of heterogeneous intercepts and slopes, the results suggest that the P-spline may embody aspects of
the ecological fallacy problem, since the individual trajectories are not allowed to vary from the population
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trajectory. The empirical example demonstrates that due to the ability to estimate random effects, the MLM
and TVEM B-spline are both viable options for generating individual trajectories, and results suggest that
in the context of heterogeneous intercepts and slopes, TVEM P-spline may not be a suitable approach for
researchers interested in generating individual trajectories.
In summary, focusing on model strengths and limitations with regards to the themes that were explored
in this thesis, namely modeling dynamic processes, disaggregating within-person and between person effects,
and modeling population and individual change trajectories, the empirical data analyses presented in this
thesis demonstrate varying degrees of strengths and limitations in these domains across the models. The final
section of the thesis contains recommendations on when using each of the models may be appropriate. These
recommendations are based on the empirical data analysis and future more rigorous explorations are needed
to draw more definitive conclusions.
4.2 Recommendations
The goal of this thesis is to more deeply acquaint applied researchers with applying MLM and TVEM to
ILD for the study of dynamic processes and to clarify when one model may be preferable to the other, or
when the models may compliment each other. As with most modeling applications, the choice of whether to
utilize MLM or TVEM depends upon the research question. Recommendations are provided below based on
the three domains of interest in this thesis.
Modeling Dynamic Processes. If interest resides in detecting potential critical windows in an exploratory
fashion, TVEM P-spline provides a good starting point as it can quickly and with minimum coding indicate
possible points at which critical windows may emerge. TVEM B-spline may also be a viable choice, though
for preliminary analysis, more work is required to select the shape of the coefficient functions. If interest
only resides in providing preliminary evidence or replicating prior evidence regarding the functional form
of the process, the presence of critical windows, or whether the process is indeed changing in direction or
magnitude at the population level, TVEM modeling may be sufficient for answering the research question.
Given the limitations of the pointwise confidence intervals, and the lack of empirical examples for probing
interactions in TVEM models, after establishing potential critical windows and functional form for the data
using TVEM, MLM may be fitted to compliment the analysis to gain a more in depth understanding of for
whom these windows might emerge at the population level.
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Disaggregating Between Person and Within Person Effects. Both MLM and TVEM B-spline models
can quantify the amount of variation in the outcome attributable to between vs within person effects. If the
main research objective is about disaggregating effects and the functional form of the process is adequately
captured by a simple polynomial, MLM may be preferred due to the extensive literature on quantifying and
drawing inference on the results of effect disaggregation in the MLM framework. If interest also resides in
providing evidence for critical windows or graphically depicting changes in direction or magnitude of the
relationship between predictors and the outcome, TVEM-B spline may be considered as a complimentary
analysis to MLM. TVEM B-spline may be considered a primary analysis tool for diaggregating effects if the
functional form is more complex than a simple polynomial, and the researcher is not familiar with MLM
approaches that may better capture more complex functional forms. TVEM P-spline is not recommended
for disaggregating between-person and within-person effects due to the lack of true random effects and the
inability to quantify the amount of variance explained at each level.
Capturing population and individual trajectories. Both MLM and TVEM B-spline models can capture
trajectories at the population and individual levels. If the functional forms being modeled are not easily
captured by simple polynomials, TVEM B-spline may be preferred. TVEM B-spline may also be preferred if
exploring the presence of critical windows is also of interest. However, if functional form is well established
in the literature and is not very complex, and identifying potential critical windows is not a primary interest,
MLM has the advantage of being able to draw inference about the random effects used to generate the
trajectories, and has well developed tools for unpacking the meaning behind any significant interaction effects
that may emerge at the population level of analysis. If interest resides in the strengths of both models and the
functional form is not complex using the models in a complimentary manner may be considered.
The recommendations provided above are quite general, and are based on a single empirical exploration.
Therefore, they are not meant to be taken as hard guidelines but rather as suggestions for possible starting
points for applied researchers interested in harnessing these tools to deepen the narrative around their research
questions. As discussed in the comparison section of this thesis, there are many unknown areas of research
that should be explored for the TVEM with regards to statistical properties, and the use of MLM to identify
critical windows via post hoc prototypical plots and probing of interaction terms may also warrant further
exploration. When introducing smoothing techniques within the MLM framework, Wand (2003) wrote,
“There is only so much time available to educate interdisciplinary researchers and practitioners in statistical
theory and methodology.” With a desire to expand the analytical toolkit of applied researchers, the hope is
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that this demonstration will make choosing between MLM and TVEM in the analysis of ILD a less time
consuming endeavor to embark upon.
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