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OBSTRUCTION BUNDLES OVER MODULI SPACES
WITH BOUNDARY AND THE ACTION FILTRATION
IN SYMPLECTIC FIELD THEORY
OLIVER FABERT
Abstract. Branched covers of orbit cylinders are the basic examples
of holomorphic curves studied in symplectic field theory. Since all curves
with Fredholm index one can never be regular for any choice of cylin-
drical almost complex structure, we generalize the obstruction bundle
technique of Taubes for determining multiple cover contributions from
Gromov-Witten theory to the case of moduli spaces with boundary. Our
result proves that the differential in rational symplectic field theory and
contact homology is strictly decreasing with respect to the natural action
filtration.
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2 OLIVER FABERT
Main result and summary
Symplectic field theory (SFT), introduced by H. Hofer, A. Givental and
Y. Eliashberg in 2000 ([EGH]), is a very large project designed to describe
in a unified way the theory of holomorphic curves in symplectic and contact
manifolds and can be viewed as a topological quantum field theory approach
to Gromov-Witten theory. Besides providing a unified view on known
results, symplectic field theory leads to numerous new applications and
opens new routes yet to be explored. While the theory promises to provide
lots of new invariants with rich algebraic structures, which are currently by
a large number of researchers, these invariants are in general very difficult
to compute.
This paper is concerned with the basic examples of punctured holomorphic
curves studied in rational symplectic field theory. Although the definition of
symplectic field theory suggests that one has to count holomorphic curves
in cylindrical manifolds R×V equipped with a cylindrical almost complex
structure J , it is already known from Gromov-Witten theory that due
to the presence of multiply covered curves we in general cannot achieve
transversality for all moduli spaces even for generic choices of J .
While the contribution of the orbit curves in cylindrical contact homology,
namely cylinders staying over one orbit, is still immediately clear, observe
that the basic examples of punctured holomorphic curves studied in general
symplectic field theory are not only these orbit cylinders but also their
branched covers. We show that these multiple covers are in fact the reason
why transversality for generic J in general fails in symplectic field theory
and whose contribution to the theory is hence not a priori clear.
Indeed it is easy to show that in every case where these orbit curves would
contribute to the algebraic invariants by index reasons, transversality for the
Cauchy-Riemann operator can never be satisfied, so that one has to perturb
the Cauchy-Riemann operator appropriately and count elements in the
resulting regular moduli spaces. Here it is important that the perturbation
chosen for different moduli spaces are compatible with compactness and
gluing in symplectic field theory.
Instead of referring to the polyfold project of Hofer, Wysocki and Zehnder,
which promises to prove transversality for all moduli spaces in symplectic
field theory, but which is currently not yet completely finished, we generalize
the idea of Taubes of computing Euler numbers of obstruction bundles for
determining the contribution of multiple covers from Gromov-Witten theory
to the case of moduli spaces with codimension one boundary, as appearing in
the study of pseudoholomorphic curves with punctures or boundary. Apart
from the reason that we can give a rigoros proof of transversality, the main
motivation lies in the fact that we really want to compute the contribution
of this fundamental class of moduli spaces to the SFT invariants. More
precisely, we prove the following
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Main Theorem: We can choose compact perturbations of the Cauchy-
Riemann operator, which make all moduli spaces of orbit curves regular in a
way compatible with compactness and gluing, such that the algebraic counts
of elements in all resulting zero-dimensional regular moduli spaces (modulo
R-shift) are zero.
Although the result of our computation may suggest that it follows a
global symmetry of the resulting regular moduli space, we want to emphasize
that our proof crucially relies on the existence of a smooth finite-dimensional
obstruction bundle over all moduli spaces of orbit curves. In particular,
while we will show that there exists a global S1-action on the underlying
nonregular moduli space of branched covers, this S1-action in general does
not lift to an action on the obstruction bundle over this space, so that the
resulting perturbed moduli space does not carry a global symmetry. Finally,
we will show that we in general cannot expect to get a well-defined count
of elements in all moduli spaces provided that the number of elements in
one of the moduli spaces would be different zero, which would make the
computation almost impossible.
For the significance of this result for symplectic field theory we show that
our result has the following immediate
Corollary: The differential in contact homology and rational sym-
plectic field theory is strictly decreasing with respect to the natural action
filtration.
In particular, we outline that the statement of the theorem is true for
any choice of coherent compact perturbations chosen to make the moduli
spaces of symplectic field theory regular.
We further introduce the rational symplectic field theory of a single
closed Reeb orbit and use our result to compute the underlying generating
function. Including the even more general picture outlined in [EGH] needed
to view Gromov-Witten theory as a part of symplectic field theory, we
further prove what we get when we additionally introduce a string of closed
differential forms θ1, ..., θN ∈ Ω
∗(V ). Here we prove by using our main
result that the Hamiltonian only sees the homology class represented by
the underlying closed Reeb orbit. It follows that the Hamiltonian is in
general no longer equal to zero when a string of differential forms is chosen,
which implies that the differential in rational symplectic field theory and
contact homology is no longer strictly decreasing with respect to the action
filtration. However, we follow [FOOO] in employing the spectral sequence
for filtered complexes to prove the following other important consequence of
our main theorem.
Corollary: Consider a contact manifold or a symplectic mapping torus.
Then the E2-page of the spectral sequence (Er, dr) for the action filtra-
tion on contact homology is given by the graded commutative algebra which
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is freely generated by the formal variables qγ with
∫
γ θi = 0 for all i = 1, ..., N .
Note that this in turn provides us with an easy method to show the
vanishing of contact homology: Assume that the string of closed differential
forms is chosen in such a way that it indeed generates the cohomology of the
target manifold (and that none of the corresponding formal variables is set to
zero). Then the contact homology vanishes if there are no null-homologous
Reeb orbits, like in the case of symplectic mapping tori and unit cotangent
bundle of tori.
For the proof of the main theorem we have to show that for every
moduli space of orbit curves the cokernels of the linearizations of the
Cauchy-Riemann operator indeed fit together to give a global vector bundle
over the corresponding compactified moduli space, and prove that there
exists an Euler number for coherent, that is, gluing-compatible sections in
the cokernel bundle which is zero.
While in Gromov-Witten theory the existence of the Euler number is im-
mediately clear since all moduli spaces are pseudo-cycles, i.e., homologically
have no boundary, but their computation is hard in general, the opposite
is true here: Since the algebraic invariants of symplectic field theory rely
on the codimension one boundary phenomena of the moduli spaces of
punctured curves, i.e., the regular moduli spaces define relative rather than
absolute virtual moduli cycles, Euler numbers for Fredholm problems in
general do not exist since the count of zeroes in general depends on the
compact perturbations chosen for the moduli spaces in the boundary.
In this paper we make use of the fact that the moduli spaces in the
boundary again consist of branched covers of trivial cylinders and prove the
existence of the Euler number by induction on the number of punctures.
For the induction step we do not only use that there exist Euler numbers
for the moduli spaces in the boundary, but it is further important that all
these Euler numbers are in fact zero. The vanishing of the Euler number in
turn can be deduced from the different parities of the actual and the virtual
dimensions of the moduli spaces following the idea for the vanishing of the
Euler characteristic for odd-dimensional manifolds.
From some invariance argument we deduce that, once the analytical
foundations of symplectic field theory are established, the result about sec-
tions in the cokernel bundles suffices to prove that the algebraic number of
elements in the regular moduli spaces, obtained by adding general compact
perturbations to the Cauchy-Riemann operator are still zero even when
the abstract perturbations no longer result from sections in the cokernel
bundles. Despite the analytical work in order to show that the cokernels fit
together to give a nice vector bundle and showing that studying sections in
it gives the right result, the strategy of our proof indeed only relies on the
difference of the parity of the Fredholm index, i.e., the virtual dimension of
the moduli space, and the actual dimension of the moduli space, including
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the moduli spaces in the boundary. Hence it should be applicable to a wide
range of other multiple cover problems in pseudoholomorphic curve theories.
Remark: Note that in order to prove d2 = 0 in embedded contact
homology and periodic Floer homology the authors of [HT1] and [HT2] also
study sections in obstruction bundles over moduli spaces of branched covers
of trivial cylinders. Beside the fact that their papers became available
shortly before this project was finished, we emphasize that there is an
essential difference between their project and ours: While we view the
branched covers of orbit cylinders as basic examples of curves counted in
the differential of rational symplectic field theory and therefore count orbit
curves of Fredholm index one, M. Hutchings and C. Taubes developed a
generalized gluing theory for symplectic field theory in dimension four where
orbit curves of Fredholm index zero are inserted between the curves to be
glued.
After describing the geometric setup underlying symplectic field theory,
we focus on the basic facts about orbit curves in symplectic field theory.
Since we have to deal with nonregular moduli spaces we introduce coherent
abstract perturbations. We then rigorously describe the moduli spaces M
and M0 of orbit curves, obtained by quotiening out or not quotiening out
the R-action, and their compactifications. We show that M and M0 are
given as products involving the moduli space of punctured spheres and use
the conservation of energy to describe their compactifications M and M0
which are again made up of moduli spaces of orbit curves. Introducing the
notion of a tree with (based) level structure (T,L), (T,L, ℓ0) we show that
M and M0 carry natural stratifications and prove that M and M0 are
smooth manifolds with corners. While for this we explicitly describe the
compactifications using Fenchel-Nielsen coordinates on the moduli space of
punctured spheres, we emphasize that the compactifications M and M0
are different from the one obtained using the Deligne-Mumford-Knudsen
compactification of the moduli space of punctured spheres, in particular,
M and M0 have codimension one boundary strata. We then introduce
the cokernel bundles Coker∂¯J and Coker0∂¯J over the compactified moduli
spaces M and M0. After describing the neccessary Banach space bundle
setup, we study the linearization of the Cauchy-Riemann operator ∂¯J and
prove that, by energy reasons, the kernel of the linearization of ∂¯J agrees
with the tangent space to the moduli space. This proves in particular that
the cokernel of the linearization of ∂¯J has the same dimension at every
point in M and M0 which is sufficient to prove that Coker∂¯J and Coker0∂¯J
naturally carry the structure of a smooth vector bundle over the strata of
M and M0, respectively. In order to show that these bundles over the
strata fit together to a smooth vector bundle over the manifold with corners
M and M0 we prove a linear gluing result for cokernel bundles. While we
show that the construction of coherent orientations in [BM] together with
the complex orientations of the strata of M and M0 equips the cokernel
bundle with an orientation over each stratum, it follows from the results
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in [BM] that these orientations in general do not fit together to give an
orientation of the whole cokernel bundles Coker∂¯J and Coker0∂¯J but differ
by a fixed sign due to reordering of the punctures. Equipped with the
neccessary analytical results about Coker∂¯J and Coker0∂¯J we finally prove
the main theorem. After showing that sections in the cokernel bundle indeed
provide us with the desired compact perturbations for the Cauchy-Riemann
operator, we discuss the gluing compatibility for sections in the cokernel
bundle and define the notion of coherent sections in Coker∂¯J . We finally
prove by induction that there exists an Euler number for coherent sections
in Coker∂¯J and show that it is zero. For this we study sections in the
cokernel bundle Coker0∂¯J over M
0. We again emphasize that the induction
step does not only need the existence result of Euler numbers for the moduli
spaces in the boundary but also that these numbers are indeed zero. After
this we discuss the implications of our result on rational symplectic field
theory once the analytical foundations are proven. After explaining why
the conclusion of the main result should continue to hold for all choices of
coherent compact perturbations, we introduce the natural action filtration
on symplectic field theory. We further introduce the rational symplectic
field theory of a single closed Reeb orbit. Including the even more general
picture outlined in [EGH] needed to view Gromov-Witten theory as a part of
symplectic field theory, we further prove what we get when we additionally
introduce a string of closed differential forms. Finally we follow [FOOO] in
employing the spectral sequence for filtered complexes, where we use our
result to show that after passing from the E1-page to the E2-page we only
have to consider those formal variables, where the homology class of the
underlying closed orbit is annihilated by all chosen differential forms.
This paper is organized as follows: After an introductory section on
orbit curves in symplectic field theory, section one is concerned with
the nonregular moduli spaces of unperturbed branched covers of trivial
cylinders. While section two is devoted to establishing the existence and
the properties of the cokernel bundle, we prove the main theorem in section
three. In section four we finally introduce the symplectic field theory of
a single Reeb orbit and discuss the implications of our result on rational
symplectic field theory.
Acknowledgements: This research was supported by the German
Research Foundation (DFG). The author thanks U. Frauenfelder, H. Hofer,
K. Mohnke and K. Wehrheim for useful discussions. Special thanks finally
go to my advisor Kai Cieliebak and to Dietmar Salamon, who gave me
the chance to stay at ETH Zurich for the winter term 2006/07, for their
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0. Introduction
0.1. Symplectic field theory. We start with describing the geometric
setup needed to define symplectic field theory. Following [BEHWZ] and
[CM] a Hamiltonian structure on a closed (2m − 1)-dimensional manifold
V is a closed two-form ω on V which is maximally nondegenerate in the
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sense that kerω = {v ∈ TV : ω(v, ·) = 0} is a one-dimensional distribution.
Note that here we (and [CM]) differ slightly from [EKP]. The Hamiltonian
structure is required to be stable in the sense that there exists a one-form
λ on V such that kerω ⊂ ker dλ and λ 6= 0 on kerω. Every stable
Hamiltonian structure (ω, λ) defines a symplectic hyperplane distribution
(ξ = kerλ, ωξ), where ωξ is the restriction of ω to ξ, and a vector field R
on V by requiring R ∈ kerω and λ(R) = 1 which is called the Reeb vector
field of the stable Hamiltonian structure. For the rest of this paper we
assume that (ω, λ) is chosen such that all closed orbits γ of the Reeb vector
field are nondegenerate in the sense of the linearized Poincare return map
along γ has no eigenvalue equal to one. Furthermore the boundary of a
symplectic manifold is called stable if the restriction of the symplectic form
to the boundary defines a stable Hamiltonian structure on it. Note that
this notion of stability agrees with the one in [HZ] as shown in lemma 2.3
in [CM]. Following [BEHWZ], examples of closed manifolds V with a stable
Hamiltonian structure are contact manifolds, principal circle bundles and
symplectic mapping tori. For this note that when λ is a contact form on V
then it is easy to check that (ω := dλ, λ) is a stable Hamiltonian structure
and that the symplectic hyperplane distribution agrees with the contact
structure. For the other two cases, let (M,ωM ) be a symplectic manifold.
Then every principal circle bundle S1 → V → M and every symplectic
mapping torus M → V → S1, i.e., V = Mφ = R×M/{(t, p) ∼ (t+1, φ(p))}
for φ ∈ Symp(M,ωM ) also carries a stable Hamiltonian structure. For
the principal circle bundle the Hamiltonian structure ω is given by the
pullback π∗ωM under the bundle projection and the one-form λ is given
by the choice of a S1-connection form. On the other hand, the stable
Hamiltonian structure on the mapping torus V =Mφ is given by lifting ωM
to ω ∈ Ω2(Mφ) via the natural flat connection TV = TS
1⊕TM and setting
λ = dt for the natural S1-coordinate t on Mφ.
Symplectic field theory assigns algebraic invariants to closed manifolds
V with a stable Hamiltonian structure, while to symplectic manifolds with
stable boundary it assigns homomorphisms between the algebraic invariants
of the closed manifolds forming the boundary. In this sense symplectic field
theory is an abstract quantum field theory, since it can be viewed as a functor
from a geometric category to an algebraic category. The algebraic invariants
are defined by counting J-holomorphic curves in R×V with finite energy,
where the underlying closed Riemann surfaces are explicitly allowed to have
punctures. The almost complex structure J on the cylindrical manifold
R×V is required to be cylindrical and (ω, λ)-compatible in the sense that
it is R-independent, links the Reeb vector field R with the R-direction ∂s
by J∂s = R, and turns the symplectic hyperplane distribution on V into
a complex subbundle of TV , ξ = TV ∩ JTV . It follows that a cylindrical
almost complex structure J on R×V is determined by its restriction Jξ to ξ
which is furthermore required to be compatible with the symplectic form ωξ
on ξ. Following [BEHWZ] the energy E(u) of a punctured J-holomorphic
curve u = (a, f) : S˙ → R×V is given by the sum of the λ- and the ω-energy
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of u,
Eλ(u) = sup
A
∫
S˙
α(a) da ∧ f∗λ, Eω(u) =
∫
S˙
f∗ω,
where A denotes the set of all smooth functions α : R → R+0 with compact
support and L1-norm equal to one. It follows that Eλ(u), Eω(u) are
nonnegative and, following proposition 5.8 in [BEHWZ], that all punctured
J-holomorphic curves with E(u) < ∞ are asymptotically cylindrical over
a periodic orbit of the Reeb vector field R in the neighborhood of each
puncture as long as all periodic orbits are nondegenerate in the sense
of [BEHWZ], i.e., one is not an eigenvalue of the linearized return map
restricted to the symplectic hyperplane distribution. For the following
expositions we assume that the stable Hamiltonian structure is generic in
the sense that all periodic orbits are nondegenerate.
0.2. Orbit curves in symplectic field theory. Beside the constant
curves with no punctures, which do not contribute to the differential by
algebraic reasons, note that for each closed orbit γ of the vector field R we
have the trivial cylinder R×γ as basic example of a J-holomorphic curve in
R×V , where the J-holomorphicity follows from J∂s = R = γ˙. While these
trivial cylinders correspond to the trivial connecting orbits in Floer homol-
ogy and by the same arguments turn out to be irrelevant for the algebraic
invariants, it is important to observe that in contact homology and (rational)
symplectic field theory we get from a single trivial cylinder infinitely many
other basic examples of punctured J-holomorphic curves with two or more
punctures by considering branched and unbranched covers of the given
trivial cylinder. While the unbranched covers are again trivial cylinders over
a multiple of the underlying Reeb orbit, it follows (see proposition 1.1) that
the branched covers are in one-to-one correspondence with meromorphic
functions on the underlying closed Riemann surface by removing zeroes
and poles and identifying CP1 − {0,∞} ∼= R×S1 ∼= (R×γ, J). While these
curves are clearly basic in the above sense, it is important to observe that
they are also basic from another viewpoint:
Like the constant curves and cylinders staying over one orbit are the only
holomorphic curves in Gromov-Witten theory and symplectic Floer homol-
ogy with trivial energy, the branched and unbranched covers of trivial cylin-
ders are the only punctured holomorphic curves with vanishing ω-energy.
Indeed, if u = (a, f) : S˙ → R×V has Eω(u) = 0 it follows, see lemma 5.4 in
[BEHWZ], that df ∈ kerω = R×R, so that the image of the V -component
f is a closed Reeb orbit. On the other hand, assuming as in [EGH] that the
first homology group of V is torsion-free, observe that after choosing a basis
for H1(V ) and choosing for each simple orbit γ a spanning surface fγ in V
realizing a cobordism between γ and a suitable linear combination of these
basis elements as in [EGH], we can define an action
S(γ) =
∫
f∗γω,
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for every simple closed Reeb orbit γ. On the other hand, note that for a
multiply covered orbit γm we can use the formal multiple fmγ of the spanning
surface fγ to realize a cobordism between γ
m and a linear combination of
basis elements, so that S(γm) = m · S(γ). Then Eω(u) can be expressed as
the difference of the actions of the closed orbits γ±1 , ..., γ
±
n±
corresponding to
positive, respectively negative punctures of u and the ω-area of the homology
class A ∈ H2(V ) which we can assign to u using the spanning surfaces for
the simple orbits underlying γ±1 , ..., γ
±
n±
,
Eω(u) =
n+∑
k=1
S(γ+k )−
n−∑
ℓ=1
S(γ−ℓ ) + ω(A).
In particular, it follows that the moduli spaces
Mg,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) of J-holomorphic curves of genus
g in R×V which are asymptotically cylindrical over the multiple covers
γm
+
1 , ..., γm
+
n+ of γ at the positive, over γm
−
1 , ..., γm
−
n− at the negative
punctures and represent the homology class A = 0 ∈ H2(V ), entirely consist
of multiple covers of the trivial cylinder over γ. For this observe that
m+1 + ... +m
+
n+
= m−1 + ... +m
−
n−
since else the moduli space is empty by
homological reasons, so that
n+∑
k=1
S(γm
+
k )−
n−∑
ℓ=1
S(γm
−
ℓ ) = (
n+∑
k=1
m+k −
n−∑
ℓ=1
m−ℓ ) · S(γ) = 0.
For the rest of this paper we restrict ourselves to the case of ra-
tional curves, i.e., with genus g = 0. Note that the moduli space
M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) contributes to the differential in ratio-
nal symplectic field theory only when its virtual dimension given by the
Fredholm index of the linearization of the Cauchy-Riemann operator ∂¯J ,
ind ∂¯J =
n+∑
k=1
µCZ(γ
m+
k )−
n−∑
ℓ=1
µCZ(γ
m−
ℓ ) + (m− 3) · (2− n),
is equal to one, where n = n+ + n− is the number of punctures and
dimV = 2m − 1. For this observe that under the assumption that the
Cauchy-Riemann operator meets the zero section transversally in a suitable
Banach space bundle over a Banach manifold of maps this implies that the
moduli space is one-dimensional, i.e., discrete after quotiening out the nat-
ural R-action. While for trivial cylinders the Fredholm index is always zero,
there indeed exist examples of branched covers with Fredholm index one.
For example it is easy to check that the moduli spaces M0,0(γ
2; γ, γ) and
M0,0(γ, γ; γ
2) of pairs of pants mapping to the trivial cylinder over an ar-
bitrary hyperbolic orbit γ in a three-manifold have virtual dimension equal
to one and therefore, in contrast to the underlying trivial cylinder, possibly
contribute to the algebraic invariants of rational symplectic field theory. On
the other hand we prove in proposition 1.1 that when the number of punc-
tures n = n+ + n− is greater or equal to three the moduli space is given
by
M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) = R×S1 ×M0,n++n− ×Zm+ ×Zm− ,
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where M0,n++n− is the moduli space of stable n-punctured spheres, which
is a complex manifold of complex dimension n−3. In particular, the moduli
space is a complex manifold of complex dimension greater or equal to one so
that, when the Fredholm index is assumed to be one, the actual dimension
of the moduli space must be strictly larger than its virtual dimension
expected by the Fredholm index. Note that this in turn implies that the
moduli cannot be transversally cut out by the Cauchy-Riemann operator,
in other words: Even for generic choices of J , each moduli space of orbit
curves with Fredholm index one must be nonregular in the sense that the the
Cauchy-Riemann operator does not meet the zero section transversally.
In order to see why the Fredholm index can be smaller than the actual
dimension, observe that the index is sensitive to the underlying periodic orbit
γ and the dimension of V , while the actual dimension is not. On the other
hand the nontrivial behaviour of the Conley-Zehnder index under replacing
an orbit by some multiple cover makes it hard to exclude orbit curves with
Fredholm index one. Restricting to contact homology for simplicity, note
that the best way to get a hand on the possible range of the Fredholm index
of orbit curves for the general case, i.e., without further assumptions on the
underlying Reeb orbit γ, is to combine the formula for the virtual dimension
of the moduli space M0,0(γ
n−1; γ, ..., γ),
ind ∂¯J = µCZ(γ
n−1)− (n− 1) · µCZ(γ) + (m− 3) · (2− n)
with the estimate for the Conley-Zehnder index of multiply covered orbits
in [L],
(n− 1)(µCZ(γ)− (m− 1)) + (m− 1) ≤ µCZ(γ
n−1)
≤ (n − 1)(µCZ(γ) + (m− 1)) − (m− 1)
to obtain
(2− n)(2m− 4) ≤ ind ∂¯J ≤ 2n − 4.
While the right hand side agrees with the actual dimension of the moduli
space M0,0(γ
n−1; γ, ..., γ) and is strictly greater than one, the left hand
side is nonpositive for m ≥ 2, i.e., dimV ≥ 3. Hence we cannot exclude
branched covers of trivial cylinders with Fredholm index one for any number
of punctures greater or equal to three as well as any dimension of V greater
or equal to three (without imposing further assumptions on the underlying
Reeb orbit).
0.3. Coherent compact perturbations. Since the actual dimension of
the moduli spaces does not agree with the virtual dimension expected
by the Fredholm index, we already deduced that the Cauchy-Riemann
operator ∂¯J cannot be transversal to the zero section in a suitable Banach
space bundle over a Banach manifold of maps. The general way to remedy
this is to add compact perturbations to the Cauchy-Riemann operator ∂¯J
so that it becomes transversal. Since the linearization of the perturbed
Cauchy-Riemann operator then differs from the linearization of the original
one only by a compact operator, it is still a Fredholm operator with the
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same index, which now by the implicit function theorem agrees with the
local dimension of the zero set of the underlying nonlinear perturbed
operator. In order to obtain a compactness result for this new zero
set one also has to add compact perturbations to the Cauchy-Riemann
operator over the moduli spaces forming the boundary. In particular, the
compact perturbations chosen for any moduli space must be compatible
with the compact perturbations chosen for the moduli spaces forming
its boundary. The algebraic invariants are then defined by replacing the
original compactified moduli space by the compactified zero set of the
perturbed Cauchy-Riemann operator. Note that this can be achieved
by either thinking about the specialities of the problem and then using
special perturbations as in [F] or by building a general framework allowing
for arbitrary compact perturbations. The observation that one is only
interested in the zero set of the perturbed Cauchy-Riemann operator led to
the (relative) virtual moduli cycle techniques in symplectic Floer homology
and Gromov-Witten theory for general symplectic manifolds, see [LiuT],
[LT], [FO], [MD], where the construction of the relative virtual moduli
cycles in symplectic field theory is sketched in [B]. On the other hand, the
wish to obtain the (relative) virtual moduli cycle directly as the zero set of
the perturbed Cauchy-Riemann operator, viewed as a section in some kind
of infinite-dimensional bundle over an infinite-dimensional space of maps,
led to the invention of polyfolds by Hofer, Wysocki and Zehnder, see [HWZ]
and the references therein.
While the virtual moduli cycles techniques as well as the polyfold theory
provide us with the correct setup to handle the problem of transversality in
symplectic field theory, it seems that one has to give up any hope to finally
compute the desired algebraic invariants. However it is is a folk’s theorem
in Gromov-Witten theory, see e.g. [MD], [MDSa], that in some good cases
the situation can be drastically simplified:
Although the Cauchy-Riemann operator ∂¯J is not transversal to the
zero section, it might happen that its zero set is still a manifold and that
the virtual moduli cycle can be represented by the zero set of a generic
section in a finite-dimensional obstruction bundle over the compactification
of the nonregular moduli space. In particular, the zero set agrees with (the
compactification of) the regular moduli space obtained by adding to the
Cauchy-Riemann operator a suitably extension of the given obstruction
bundle section. The standard example of such an obstruction bundle is
the cokernel bundle, where one has to show that the cokernels of the
linearization of ∂¯J at every zero always have the right dimension so that,
in particular, they fit together to give a finite-dimensional vector bundle.
Note however that the dimension of the cokernel usually jumps, so that the
cokernels in general only fit together to local obstruction bundles, which
leads to the definition of Kuranishi structures in [FO].
Using the characterization of orbit curves as curves with trivial ω-energy
we can prove that we indeed have a global obstruction bundle over the
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compactification of every moduli space of orbit curves. While in Gromov-
Witten theory the count of elements in the moduli space, more general, the
cobordism class of the moduli space, is independent of the chosen abstract
perturbation of the Cauchy-Riemann operator, this no longer holds for the
moduli spaces in symplectic field theory. This follows from the fact that
the moduli spaces in symplectic field theory typically have codimension one
boundary strata, while in Gromov-Witten theory the regular moduli spaces
form pseudo-cycles in the sense that the boundary strata have codimension
at least two, i.e., from the homological point of view have no boundary.
So while in Gromov-Witten theory the moduli spaces can be studied sepa-
rately, the interplay between the different moduli spaces is the reason why
the algebraic invariants of symplectic field theory are defined as differential
algebras, which can be shown to be independent of extra choices like the
cylindrical almost complex structure and the compact perturbation. In our
case this problem is expressed by the fact that we have to study sections in
vector bundles over moduli spaces with codimension one boundary, so that
the count of zeroes in general depends on the choice of sections in the bound-
ary, i.e., the chosen perturbations of the Cauchy-Riemann operator used to
define the regular moduli spaces in the boundary. However we outline below
that in our case we indeed have a well-defined count of zeroes so that, as in
the Gromov-Witten case, we can (iteratively) define Euler numbers for our
Fredholm problems.
1. Moduli space of orbit curves
1.1. Branched covers of trivial cylinders. Choosing closed orbits
γ
m±
1
1,± , ..., γ
m±
n±
n±,±
of the vector field R on V , where γm denotes the m.th iterate
of the simple orbit γ, and a homology class A ∈ H2(V ), the moduli space
MA,0(γ
m+
1
1,+ , ..., γ
m+
n+
n+,+
; γ
m−
1
1,− , ..., γ
m−
n−
n−,−
) of punctured J-holomorphic curves in
R×V of genus zero is defined as follows (see [EGH]):
Fix positive and negative punctures z±1 , ..., z
±
n±
∈ S2 and pair-
wise disjoint embeddings of half-cylinders ψ±k : R
±×S1 →֒ S˙ with
limr→±∞ ψ
±
k (r, ·) = z
±
k , where S˙ = S
2 − {z±1 , ..., z
±
n±
}. Then the moduli
space M0A,0(γ
m+
1
1,+ , ..., γ
m+
n+
n+,+
; γ
m−
1
1,− , ..., γ
m−
n−
n−,−
) of parametrized curves consists
of tuples u = (u, j, µ±), where j denotes a complex structure on the punc-
tured sphere S˙ which agrees with the standard complex structure on the
cylindrical coordinate neighborhoods of the punctures, µ± = (µ±1 , ..., µ
±
n±
),
µ±k ∈ (Tz±
k
S2 − {0})/R+ ∼= S
1 is a collection of directions at the punctures
z±1 , ..., z
±
n±
, called asymptotic markers, and u : (S˙, j)→ (R×V, J) is a (j, J)-
holomorphic map which is asymptotically cylindrical over the closed orbit
γ
m±
k
k,± at the puncture z
±
k ,
(u ◦ ψ±k )(s, t+ µ
±
k )→ γ(m
±
k T
γ±,kt), k = 1, ..., n±.
Here T γ denotes the period of the simple orbit γ and it follows from the
chosen S1-shift in the asymptotic condition that the asymptotic marker
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µ±k ∈ S
1 is mapped to the point zγ±,k = γ±,k(0) on the underlying simple
orbit. Note that when the asymptotic condition is fulfilled with the asymp-
totic marker µ±k , then it also holds for the asymptotic markers µ
±
k + ℓ/m
±
k ,
ℓ = 1, ...,m±k − 1. Representing a basis of H1(V ), which is assumed to be
torsion-free as in [EGH], by circles in V and choosing for each simple orbit
γ a spanning surface in V between γ and a suitable linear combination of
these circles as in 0.3, one can assign an absolute homology class in H2(V )
to each map u. With this we require that the map u represents the given
homology class A ∈ H2(V ).
Note that when n+ + n− ≤ 3 we have a unique complex structure i on
S˙ and we obtain the moduli space MA,0(γ
m+
1
1,+ , ..., γ
m+
n+
n+ ,+
; γ
m−
1
1,− , ..., γ
m−
n−
n− ,−
) as
quotient of M0A,0(γ
m+
1
1,+ , ..., γ
m+
n+
n+,+; γ
m−
1
1,− , ..., γ
m−
n−
n−,−) under the obvious action of
the automorphism group Aut(S˙, i). On the other hand, when n+ + n− ≥ 3
the automorphism group of (S˙, j) is trivial, so that the desired moduli
space MA,0(γ
m+
1
1,+ , ..., γ
m+
n+
n+,+
; γ
m−
1
1,− , ..., γ
m−
n−
n− ,−
) agrees with the moduli space
M0A,0(γ
m+
1
1,+ , ..., γ
m+
n+
n+,+
; γ
m−
1
1,− , ..., γ
m−
n−
n−,−
) of parametrized curves from before.
When all chosen simple orbits agree, γ±,k = γ, k = 1, ..., n
±, and
A = 0 ∈ H2(V ), we already outlined in 0.2 that all curves have trivial
ω-energy Eω(u) = 0, and therefore have V -image contained in a trajectory
of the Reeb vector field. When there is at least one puncture it follows
that the moduli space M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) entirely consists
of branched covers of the trivial cylinder over a single closed orbit γ. For
every (simple) closed orbit γ of the vector field R, the trivial cylinder R×γ
represents a curve in the above sense with u0 : (R×S
1, i) → (R×V, J),
(s, t) 7→ (T γs, γ(T γt)), which is holomorphic by J∂s = γ˙ = R. It follows that
every curve u inM0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) is of the form u = h◦u0
with the branched covering map
h : (S˙, j)→ R×S1
between the punctured Riemann spheres (S˙, j) and R×S1 ∼= C∗ =
CP
1 − {0,∞}.
It directly follows from the asymptotic conditions for the curve u in
M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) that h extends to a holomorphic map
from (S2, j) ∼= CP1 to CP1. More precisely, it represents a meromorphic
function h on (S2, j), where the positive punctures z+1 , ..., z
+
n+
are poles
of order m+1 , ...,m
+
n+
, the negative punctures z−1 , ..., z
−
n−
are zeroes of
order m−1 , ...,m
−
n−
. For the rest of the paper we make the convention to
identify u directly with the branched covering h. Furthermore we make the
convention that, unless otherwise mentioned, all considered branched covers
are connected and have no nodes. Choosing the standard complex structure
i on S2, (S2, i) = CP1, and letting the positions of z±1 , ..., z
±
n±
∈ CP1 vary,
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it follows that the moduli space M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) agrees
with the moduli space of meromorphic functions on CP1 with the given
number of poles and zeroes with multiplicities m±1 , ...,m
±
n±
, where we just
must take care of the possible different choices for the asymptotic markers.
For the following expositions we assume that m+1 + ... + m
+
n+
=
m−1 + ... + m
−
n−
since else the moduli space is obviously empty by
homological reasons. In particular, there are no holomorphic planes
(n = n+ + n− = 1). For n = 2 the moduli space M0,0(γ
m; γm)/R consists
precisely of m2 elements, namely the unique trivial cylinder over the iterated
orbit γm together with the m2 possible choices for the asymptotic marker
above and below. Note that here the actual and the virtual dimension given
by the Fredholm index agree to be zero, so that they are not interesting
from the viewpoint of symplectic field theory. Hence it suffices to restrict
our considerations to the stable case n ≥ 3.
Proposition 1.1: For n = n+ + n− ≥ 3 the moduli space of orbit
curves (connected, without nodes) with fixed multiplicities m±1 , ...,m
±
n±
is
given by
M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− )/R ∼= S1 ×M0,n++n− ×Zm+ ×Zm− ,
where M0,n denotes the moduli space of n-punctured spheres and
m± = m±1 · ... ·m
±
n±
.
Proof: For the proof we fix the natural complex structure j = i on
S2, (S2, i) = CP1, and let instead the positions of the punctures z±1 , ..., z
±
n±
vary. Since the zeroth Picard group Pic0(CP1) is trivial, i.e., all degree zero
divisors on CP1 are in fact principal divisors, it follows that a meromorphic
function exists for any choice of zeroes and poles with multiplicities, as long
as the number of poles with multiplicities agrees with the number of zeroes
with multiplicities. More explicitly, an example of h is
h0(z) =
∏n−
k=1(z − z
−
k )
m−
k∏n+
k=1(z − z
+
k )
m+k
and it follows from Liouville’s theorem that such a map is uniquely
determined up to a nonzero multiplikative factor, i.e., h = a · h0 with
a ∈ C∗. Since for n ≥ 3 the automorphism group Aut(CP1) already acts
freely on the ordered set of punctures (z±1 , ..., z
±
n±
), it follows that the
moduli space agrees with the product C∗×M0,n++n− with C
∗ ∼= R×S1.
On the other hand there are m±k possible directions for the asymptotic
marker µ±k at each puncture z
±
k , k = 1, ..., n
±, for each (h, j) as out-
lined in the definition of the moduli spaces, so that µ±k ∈ Zm±
k
, i.e.,
µ± = (µ±1 , ..., µ
±
n±
) ∈ Zm±
1
×...× Zm±
n±
∼= Zm± . 
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In what follows we fix the multiplicities m±1 , ...,m
±
n±
and abbreviate the
corresponding moduli space of orbit curves by
M =M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− )/R .
Note that here we view the target R×S1 as a cylindrical cobordism in the
sense of [BEHWZ], so that we quotient out the corresponding R-symmetry
on the moduli space. Later, for the proof of the main theorem, we further
have to consider the corresponding moduli space of holomorphic curves in
R×S1 without quotiening out the R-translations,
M0 =M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ),
i.e., we view the holomorphic curves as sitting in a noncylindrical cobordism
by just ignoring the natural R-action.
1.2. Compactification. While introducing abstract perturbations we
must asure that these are compatible with the curve splitting phenomena
described in the compactness theorem of symplectic field theory. Hence
we must also include the compactification of the moduli space of orbit
curves into our considerations which is, of course, not too bad. Recall
that by [BEHWZ] the compactification of a moduli space of curves in a
cylindrical or noncylindrical cobordism consists of holomorphic curves in
cobordisms together with a level structure. Calling a level (non-)cylindrical
whenever the corresponding cobordism is (non-)cylindrical, observe that
when we start with curves in a cylindrical cobordism the resulting levels
are all cylindrical. On the other hand, when we start with curves in a
noncylindrical cobordism, there is precisely one noncylindrical level, while
all other levels are cylindrical. Furthermore we call a connected component
of a holomorphic curve (non-)cylindrical when it is (not) a cylinder. This
leads to the following compactness statement:
Proposition 1.2: The boundary of the compactified moduli space M
consists of level holomorphic curves in the sense of [BEHWZ], which are
connected or disconnected nodal branched covers of the same orbit cylinder,
such that the punctured spheres underlying all noncylindrical components
are stable and on each level there is at least one noncylindrical component.
The same holds true for the compactification M0, except that the last part
of the statement need not be satisfied for the noncylindrical level. For M it
follows that all connected components carry strictly less than n punctures,
whereas for M0 this is true only up to the case of a two level curve where
all curves on the noncylindrical level are cylinders.
Proof: Choosing a sequence of holomorphic curves in M, it follows
from the compactness theorem in [BEHWZ] that a suitable subsequence
converges to a level holomorphic map in the sense of [BEHWZ]. It follows
from lemma 5.4 in [BEHWZ] together with the preservation of the ω-energy
that the connected components in each level of the limiting level curve are
again, after resolving the nodes, multiple covers of the corresponding orbit
cylinder. Since there are no multiple covers with one puncture and every
curve with no punctures is constant it follows that every component of the
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limit level holomorphic map has at least two punctures, i.e., that every
noncylindrical component has positive Euler characteristic. Furthermore
there always must be a noncylindrical component on each cylindrical level,
since otherwise the R-action is trivial. The remaining statements on the
number of punctures follow from the additivity of the Euler characteristic. 
Definition 1.3: A (n+, n−)-labelled tree with level structure is a tu-
ple (T,L) = (T,E,Λ+,Λ−,L), where (T,E) is a tree with the set of
vertices T and the edge relation E ⊂ T × T , the sets Λ± = (Λ±α )α∈T are
decompositions of {1, ..., n±}, i.e.,
⋃
α∈T
Λ±α = {1, ..., n
±}, Λ±α ∩ Λ
±
β = ∅whenα 6= β,
and L : T → {1, ..., L} is surjective map, which is called a level structure.
Furthermore, a tuple (T,L, ℓ0) = (T,E,Λ
+,Λ−,L, ℓ0) with ℓ0 ∈ {1, ..., L} is
called a (n+, n−)-labelled tree with based level structure.
Observe that every level branched cover in M represents a (n+, n−)-
labelled tree with level structure, where the tree structure (T,E) represents
the underlying nodal curve, i.e., bubble tree, and the elements k ∈ {1, ..., n±}
represent positive or negative punctures. On the other hand, a level branched
cover in the boundary of M0 represents a tree with based level structure
(T,L, ℓ0) with ℓ0 denoting the noncylindrical level. It follows that M and
M0 carry natural stratifications
M =
⋃
T,L
MT,L, M
0 =
⋃
T,L,ℓ0
M0T,L,ℓ0
where MT,L and M
0
T,L,ℓ0
can be described as follows:
First we can assign to every labelled tree with level structure (T,L) =
(T,E,Λ±,L) a nodal surface with positive and negative punctures by as-
signing to each α ∈ T a sphere Sα = S
2, to any edge (α, β) ∈ E a marked
point zαβ ∈ Sα and to any k ∈ Λ
±
α , α ∈ T a positive, respectively negative
puncture z±k ∈ Sα. Since to each positive, respectively negative puncture we
assign a fixed multiple γm
±
k of the underlying simple orbit γ, we can natu-
rally assign a multiplicity with sign mαβ ∈ Z to each edge in E by requiring
for each α ∈ T that∑
β:αEβ
mαβ +
∑
k∈Λ+α
m+k −
∑
k∈Λ−α
m−k = 0.
Note that each edge (α, β) withmαβ 6= 0 corresponds to a positive or negative
puncture for the components α and β and mαβ = −mβα denotes the period
with sign. In particular, when mαβ > 0 then L(α) > L(β), whereas by
similar arguments the edges with trivial multiplicity mαβ = 0 corresponds
to nodes between components α and β in the same level, L(α) = L(β). With
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this we define sets of positive, respectively negative punctures on Sα by
Z+α = {z
+
k : k ∈ Λ
+
α } ∪ {zαβ : L(β) > L(α)}
= {z+α,k : k = 1, ..., n
+
α },
Z−α = {z
−
k : k ∈ Λ
−
α } ∪ {zαβ : L(β) < L(α)}
= {z−α,k : k = 1, ..., n
−
α }
and denote the corresponding punctured sphere by S˙α = Sα −
{z±α,1, ..., z
±
α,n±α
}, while Z0α = {zαβ : L(α) = L(β)} is the set of nodes
connecting Sα with Sβ of the same level. Note that by the above definitions
we assign a positive multiplicity m±α,k to any point z
±
α,k in Z
±
α . Finally note
that we did not fix the complex structure on any of the punctured spheres Sα.
We want to describe the moduli space MT,L using the corresponding
moduli spaces of nodal curves on the different levels. For this observe
that to any labelled tree with level structure (T,E,Λ±,L) we can as-
sign a tuple of labelled trees Tℓ = (Tℓ, Eℓ,Λ
±
ℓ ), ℓ ∈ {1, ..., L}, where
Tℓ = {α ∈ T : L(α) = ℓ}, Eℓ = E ∩ (Tℓ × Tℓ) and Λ
±
ℓ = (Λ
±
ℓ,α)α∈Tℓ with
Λ±ℓ,α = Λ
±
α ∪ {β ∈ Tℓ±1 : αEβ}.
For every Tℓ = (Tℓ, Eℓ,Λ
±
ℓ ), ℓ ∈ {1, ..., L} we now introduce the
moduli space MTℓ as follows: Every element in MTℓ is a tuple
(hℓ, jℓ, µ
±
ℓ ) = (hα, jα, µ
±
α )α∈Tℓ , where jα is a complex structure on S˙α
and hα : (S˙α, jα) → R×S
1 extends to a meromorphic function on
(Sα = S
2, jα) with poles, respectively zeroes z
±
α,1, ..., z
±
α,n±α
of multiplicities
m±α,1, ...,m
±
α,n±α
, such that hα(zαβ) = hβ(zβα) if zαβ ∈ Z
0
α, i.e., zβα ∈ Z
0
β .
Further µ±α = (µ
±
α,1, ..., µ
±
α,n±α
) denotes the collection of asymptotic markers
µ±α,k ∈ Zm±α,k
.
Note that in general the trees Tℓ are not connected. Denoting the con-
nected components by Tℓ,1, ..., Tℓ,Nℓ , the moduli space MTℓ can be written
as direct product
MTℓ =MTℓ,1 ×...×MTℓ,Nℓ ×R
Nℓ−1
of moduli spaces MTℓ,k , k = 1, ..., Nℓ of connected nodal branched covers,
where the R-factors encode the relative R-position of the connected compo-
nents of the curves in MTℓ .
With the moduli spaces MT1 , ...,MTL we can finally describe the moduli
spaces MT,L and M
0
T,L,ℓ0
:
While the definitions of complex structures and holomorphic maps is
straightforward, we explicitly want that two tuples (hℓ, jℓ, µℓ)ℓ=1,...,L repre-
sent the same element inMT,L if the asymptotic markers at pairs of positive
and negative punctures, which correspond to edges between components in
neighboring levels, describe the same decorations. Note that this convention
is implicit in the proof of the master equation of (rational) symplectic field
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theory, which is derived by studying the codimension boundary strata of
moduli spaces. Indeed we will show below that this convention guarantees
that the compactified moduli space M (and M0) carries the structure of
a manifold with boundary. Going back to the goal of describing MT,L ex-
plicitly, we assign to any tuple (hℓ, jℓ, µ
±
ℓ )ℓ=1,...,L ∈ MT1 ×...×MTL a tuple
(h, j, µ±, θ) ∈ MT,L, where (h, j) = (hℓ, jℓ)ℓ=1,...,L = (hα, jα)α∈T . For the
asymptotic markers µ± and decorations θ we recall that
µ±ℓ = (µ
±
α )α∈Tℓ , µ
+
α = ((µ
+
k )k∈Λ+α , (µαβ)L(β)>L(α)),
µ−α = ((µ
−
k )k∈Λ−α , (µαβ)L(β)<L(α)).
>From this we get asymptotic markers µ± = (µ±k )k=1,...,n± and decorations
θ = (θαβ)L(α)>L(β) by setting
θαβ = [(µαβ , µβα)] ∈
Z|mαβ |×Z|mαβ |
∆αβ
,
where ∆αβ = ∆βα denotes the diagonal in Z|mαβ |×Z|mβα|. For this re-
call that mαβ = −mβα and observe that two pairs of asymptotic markers
(µαβ , µβα) and (µ
′
αβ , µ
′
βα) represent the same decoration if there exists some
µ0 ∈ Z|mαβ | with (µ
′
α,β , µ
′
β,α) = (µαβ + µ0, µβα + µ0). With this it follows
that the moduli space MT,L is given by
MT,L =
MT1 ×...×MTL
∆
.
with ∆ =
∏
L(α)>L(β)∆αβ. On the other hand, it follows from the same
arguments that M0T,L,ℓ0 is given by
M0T,L,ℓ0 =
MT1 ×...×M
0
Tℓ0
×...×MTL
∆
,
Here M0Tℓ0
is the moduli space of orbit curves on the noncylindrical level,
so that M0Tℓ0
= R×MTℓ0 whenever Tℓ0 represents a curve with at least one
noncylindrical component, and just consists of a point if all components are
trivial cylinders.
Observe that each MT,L is a smooth manifold of codimension
dimM− dimMT,L = L− 1 + 2N,
where L is the number of levels and N = 12♯{αEβ : L(α) = L(β)} denotes
the number of nodes between components in the same level. For this observe
that creating a new level we indeed only loose one dimension corresponding
to the R-coordinate on the new level which is quotiented out. It follows
that the compactified moduli space M is a stratified space with natural
stratification
M =M
0
⊂M
1
⊂M
2
⊂ ... ⊂M
k
⊂ ... ⊂M
∞
=M,
where
M
k
=
⋃
(T,L):L−1+2N≤k
MT,L .
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contains the components of the compactified moduli space of codimension
at most k. In the same way we have
M0 =M0
0
⊂M0
1
⊂M0
2
⊂ ... ⊂M0
k
⊂ ... ⊂M0
∞
=M0,
where
M0
k
=
⋃
(T,L,ℓ0):L−1+2N≤k
M0T,L,ℓ0 .
Observe that M
1
, defined as disjoint union of the moduli space with the
codimension one boundary components, consists of curves with two level and
no nodes. More precisely, the connected components of the codimension one
boundary are given by fibre products
M1×Zm1,2 M2 =
M1×M2
∆
,
where M1 = MT1 , M2 = MT2 denote moduli spaces of possibly discon-
nected branched covers without nodes. Note that here T1, T2 are trees with
trivial edge relation and Zm1,2 =
∏
L(α)=2,L(β)=1 Z|mαβ | acts on M1 and M2
in the obvious way. On the other hand, observe that the connected com-
ponents of the codimension one boundary of M0 are given either given by
products of the form
M01×Zm1,2 M2, M1×Zm1,2 M
0
2
with M01 = R×M1 and M
0
2 = R×M2 or
{point} ×M, M×{point}
corresponding to M01 = {point}, M
0
2 = {point}, respectively, i.e., where on
the noncylindrical level we just find trivial cylinders.
We close this section with an important technical lemma about the
compactified moduli spaces M and M0.
Proposition 1.4: The compactified moduli spaces M and M0 natu-
rally carry the structure of a manifold with corners.
Proof: We prove the statement only for the compactification of M,
since the statement about the compactification of M0 follows the same
arguments. Essentially it follows from an explicit description of the mod-
uli spaceM and its compactification in terms of Fenchel-Nielsen coordinates:
Recall from the definition of the moduli spaces that we fixed n+ positive
and n− negative punctures z±1 , ..., z
±
n±
∈ S2 and fixed cylindrical coordinates
ψ±k : R
±
0 ×S
1 →֒ S˙
around each puncture z±k , k ∈ {1, ..., n
±} on the punctured sphere S˙ =
S2 − {z±1 , ..., z
±
n±
}. Beside the mentioned embeddings of half-cylinders we
now embed n− 3 finite cylinders ψk : [−1,+1] × S
1 →֒ S˙, k ∈ {1, ..., n − 3}
such that their images are pairwise disjoint, disjoint from the cylindri-
cal coordinate neighborhoods of the punctures and such that the circles
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ψk({0}×S
1) ⊂ S˙, k =∈ {1, ..., n−3} define a pair of pants decomposition of
S˙. Observe that this naturally defines a (n+, n−)-labelled tree (T 0, E0,Λ0),
where T 0 is the set of pair-of-pants components,
S˙ =
⋃
α∈T 0
Yα
with the obvious edge relation
(α, β) ∈ E0 ⇔ Yα ∩ Yβ 6= ∅,
and the decompositions Λ0,± = (Λ0,±α )α∈T 0 of the sets {1, ..., n
±} given by
k ∈ Λ0,±α ⊂ {1, ..., n
±} ⇔ z±k ∈ Yα.
We fix a complex structure j0 on S˙ such that it agrees with the natural com-
plex structures on the embedded cylinders. Let E¯0 = E0/{(α, β) ∼ (β, α)}
be the set of undirected edges and for every τ ∈ E¯0 let ψτ : [−1,+1]×S1 →֒ S˙
denote the corresponding embedding of the finite cylinder. For every
(rτ , tτ ) ∈ (R
+
0 ×S
1)E¯
0
let S˙(rτ ,tτ ) denote the punctured Riemann sphere
obtained from S˙ by replacing for each τ ∈ E¯0 the embedded cylinders
ψτ ([−1, 0] × S
1) by [−rτ , 0] × S
1, ψτ ([0,+1] × S
1) by [0,+rτ ] × S
1, and
gluing [−rτ , 0]×S
1 and [0,+rτ ]×S
1 with a twist tτ ∈ S
1. Note that for any
(rτ , tτ ) ∈ (R
+
0 ×S
1)E¯
0
the punctured Riemann sphere S˙(rτ ,tτ ) represents an
element in M0,n and we assume without loss of generality that the complex
structure j0 on the noncylindrical part of S˙ is chosen such that the map
from (R+0 ×S
1)E¯
0
to M0,n is indeed a coordinate chart for M0,n.
Assuming that we have covered M0,n by coordinate charts of the above
form, we are now ready to describe the compactification M of M by com-
pactifying each coordinate neighborhood in the following nonstandard way.
First observe (compare [BEHWZ]) that when we compactify each coordinate
neighborhood by viewing it as a subset of (R×S1)E¯
0
with compactification
(R × S1)E¯
0
, R = R∪{±∞}, then we obtain the Deligne-Mumford com-
pactification M
$
0,n with decorations at each node. On the other hand, note
that when we use the compactification (CP1)E¯
0
of (R×S1)E¯
0
by identifying
R×S1 ∼= C∗, then we obtain the usual Deligne-Mumford compactification
M0,n without decorations. In order to obtainM = S
1×M˜0,n×Zm+ ×Zm−
we need yet another compactification M˜0,n of M0,n. Besides that we want
decorations only at those nodes which correspond to a pair of a positive
and a negative puncture, we must keep track of the relative R-shift of the
different components when they are mapped to the trivial cylinder.
To this end, recall that each k ∈ Λ0,±α represents a positive, respectively
negative puncture to which we assign a fixed multiple γm
±
k of the underlying
simple orbit γ. Hence we can again naturally assign a multiplicity with sign
mαβ ∈ Z to each directed edge in E
0 by requiring for each α ∈ T 0 that∑
β:αE0β
mαβ +
∑
k∈Λ0,+α
m+k −
∑
k∈Λ−,0α
m−k = 0.
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Note that mβα = −mαβ. Now we identify the coordinate subset ofM0,n not
with (R+0 ×S
1)E¯
0
, but view it as a linear subspace of (R+0 ×S
1)E¯
0
×RT
0×T 0
by setting for (α, β) ∈ T 0 × T 0
sαβ =
k∑
i=1
m(γi−1,γi)r[γi−1,γi],
where α = γ0, ..., γk = β is the enumeration of vertices on the unique
directed path in (T 0, E0) from α to β.
Distinguishing further the undirected edges in E¯0 by whether their multi-
plicity is zero or not, E¯0 = E¯00 ∪ E¯
0
±, we now obtain M˜0,n by viewing it as a
subset of (R×S1)E¯
0
0 × (R×S1)E¯
0
± ×RT
0×T 0 with compactification given by
(CP1)E¯
0
0 × (R×S1)E¯
0
± ×R
T 0×T 0
. It directly follows from the construction of
M˜0,n that M˜0,n carries the structure of a manifold with corners. Further the
boundary of M0,n in M˜0,n consists of tuples ((rτ , tτ ), (sαβ)) with rτ = ∞
for some edge τ ∈ E¯0. While the coordinates (rτ , tτ ) describe a nodal curve
with decorations at nodes corresponding to edges in E¯0±, we show that the
coordinates (sαβ) describes a level structure with relative R-shifts. More
precisely, recalling that M ∼= S1 × M0,n×Zm+ ×Zm− , we show in the
following that there is a natural identification of S1 × M˜0,n × Zm+ ×Zm−
with the compactified moduli spaceM of orbit curves. To this end we assign
to any tuple (t0, ((rτ , tτ ), (sαβ)), µ
±) a level branched covering (h, j, µ±, θ)
as follows:
First observe that the underlying nodal curve is described by the coordi-
nates (rτ , tτ ) ∈ (CP
1)E¯
0
0 × (R × S1)E¯
0
± , where α, β ∈ T 0 belong to the same
connected component when rτ < ∞ for each edge on the unique path from
α to β. Note that the latter defines an equivalence relation ≈ on T 0, such
that the quotient T = T 0/ ≈ with induced edge relation E ⊂ T × T is the
tree representing the nodal curve. Distinguishing the undirected edges in E¯
by whether they have a nonzero multiplicity or not, E¯ = E¯0 ∪ E¯±, note that
the undirected edges in E¯0 now correspond to nodes connecting components
in the same level, while the edges in E¯± correspond to pairs of components
living on neighboring levels connected by a positive, respectively negative
puncture. Since each branched cover of the trivial cylinder is determined
up to R×S1-shift by the underlying punctured sphere in M0,n, it follows
that the level branched cover in M is already known up to the S1-shifts,
decorations in Z|mαβ |×Z|mαβ | /∆
∼= Z|mαβ | at the punctures between levels
and the level structure with the relative R-shifts.
First, in order to see how the coordinates sαβ ∈ R¯, α, β ∈ T
0 fix the
level structure and the relative R-shifts, let ((rnτ , t
n
τ ), (s
n
αβ)) ∈ (R
+
0 ×S
1)E
0
×
R
T 0×T 0 be a sequence converging to ((rτ , tτ ), (sαβ)), where without loss of
generality tnτ = tτ . Let S˙n = S˙(rnτ ,tnτ ) be the corresponding sequence of punc-
tured spheres converging to the punctured nodal surface S˙ with connected
components S˙[α], [α] ∈ T = T
0/ ≈, and let hn = (hn1 , h
n
2 ) : S˙n → R×S
1
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be a corresponding sequence of branched covering maps converging to the
level branched cover h = (h[α])[α]∈T : S˙ → R×S
1. In order to see the re-
lation between (snαβ)α,β and the level structure and relative R-shifts of the
limit level curve h, fix points zα, zβ on the pair of pants components cor-
responding to two chosen α, β ∈ T 0. For each (γ, δ) ∈ E0 on the unique
path from α to β, set hnγδ =
∫ 1
0 h
n
1 ◦ ψ
n
γδ(r
n
γδ, t)dt, with the embedding
ψnγδ : [−r
n
γδ,+r
n
γδ] × S
1 → S˙n of the finite cylinder at the edge (γ, δ) ∈ E
0,
where rnγδ = r
n[γ, δ] and ψnδγ : [−r
n
δγ , r
n
δγ ]×S
1 → S˙n, ψ
n
δγ(s, t) = ψ
n
γδ(−s,−t).
Observe that we have
hnγδ − h
n
δγ =
∫ 1
0
∫ +rnγδ
−rn
γδ
∂s(h
n
1 ◦ ψ
n
γδ)(s, t) ds dt
=
∫ +rnγδ
−rn
γδ
∫ 1
0
∂t(h
n
2 ◦ ψ
n
γδ)(s, t) dt ds
=
∫ +rnγδ
−rn
γδ
((hn2 ◦ ψ
n
γδ)(s, 1) − (h
n
2 ◦ ψ
n
γδ)(s, 0)) ds
= 2 · mγδ · r
n
γδ .
Now let α = γ0, γ1, ..., γk = β be the enumeration of vertices in T
0 on the
unique path from α to β and set hni,j = h
n
γδ for γ = γi, δ = γj . Then we have
hn1 (zα)− h
n
1 (zβ) = h
n
1 (zα)− h
n
0,1 +
k−1∑
i=0
(
hni,i+1 − h
n
i+1,i
)
+
k−1∑
i=1
(
hni,i−1 − h
n
i,i+1
)
+ hnk,k−1 − h
n
1 (zβ).
With mi,j = mγδ, r
n
i,j = r
n
γδ for γ = γi, δ = γj we have
k−1∑
i=0
(
hni,i+1 − h
n
i+1,i
)
=
k−1∑
i=0
2mi,i+1r
n
i,i+1 = 2s
n
αβ ,
so that
(hn1 (zα)− h
n
1 (zβ))− 2s
n
αβ
=
(
hn1 (zα)− h
n
0,1
)
+
k−1∑
i=1
(
hni,i−1 − h
n
i,i+1
)
+
(
hnk,k−1 − h
n
1 (zβ)
)
n→∞
−→
(
h[α],1(zα)− h[α],0,1
)
+
k−1∑
i=1
(
h[γi],i,i−1 − h[γi],i,i+1
)
+
(
h[β],k,k−1 − h[β],1(zβ)
)
.
Note that the last expression depends only on the underlying nodal
curve and is independent of the R×S1-shifts. But this shows how the
coordinates sαβ ∈ R describe the level structure and the relative R-shifts,
in particular, two connected components belong to the same level precisely
when −∞ < sαβ < +∞ for each α, β ∈ T
0 representing the connected
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components in T = T 0/ ≈.
In order to fix the S1-shifts and decorations in Z|mαβ | at punctures
between levels, observe that the coordinates tτ ∈ S
1 with τ ∈ E¯0± determine
decorations tτ at the nodes τ ∈ E¯± corresponding to pairs of punctures con-
necting components on neighboring levels. Together with the S1-coordinate
t0 they fix the S
1-shifts on each connected component of the level branched
covering map as follows:
First for α ∈ T with 1 ∈ Λ+α we fix hα by requiring that hα maps the
asymptotic marker at z+1 to t0 ∈ S
1. On the other hand, if hα is fixed for
some α ∈ T , we can fix the S1-shift for maps hβ with αEβ as follows: On
the one hand, when mαβ = 0, i.e., when α and β represent curves in the
same level connected by a node zαβ ∼ zβα, the condition hα(zαβ) = hβ(zβα)
immediately fixes the S1-shift for hβ . Now consider the case when mαβ 6= 0,
i.e., zαβ and zβα are positive or negative punctures. After choosing an
asymptotic marker at zαβ , which is mapped to 0 ∈ S
1 under hα, we
can use the decoration t[α,β] ∈ S
1, [α, β] ∈ E¯± to get an asymptotic
marker at zβα, and choose hβ : (S˙β, jβ) → R×S
1 so that it maps the
asymptotic marker at zβα to 0 ∈ S
1. Since hα : (S˙α, jα) → R×S
1 ∼= R×γ
is asymptotically cylindrical over the multiple γ|mαβ |, it follows that there
are |mαβ | different possible choices for the asymptotic marker at zαβ . Using
the decoration tαβ this leads to |mβα| = |mαβ | different possible choices
for the asymptotic marker at zβα, which however all lead to the same map
hβ : (S˙β , jβ) → R×S
1. Note that in this way we do not only get the
holomorphic maps hα : (S˙α, jα) → R×S
1 (up to the common R-shift in
each level), but also the decorations θαβ ∈ Z|mαβ |, i.e., we see that each
element (t0, ((rτ , tτ ), (sαβ)), µ
±) ∈ S1×M˜0,n×Zm+ ×Zm− uniquely defines
an element (h, j, µ, θ) ∈M.
For the reverse, assume we are given an element (h, j, µ, θ) ∈ M, i.e., we
are given maps hα and hβ for two components α, β connected by an edge in
(T,L), where we must only consider the case where α and β live on different
levels. Here we simultaneously have |mαβ| different possible choices for
the asymptotic marker at zαβ and |mαβ| different possible choices for the
asymptotic marker at zαβ , which lead to |mαβ| different possible choices for
the decoration t[α,β] ∈ S
1, which is then fixed using θαβ ∈ Z|mαβ |. 
2. Obstruction bundle and Fredholm theory
For determining the contribution of the moduli spaces of branched covers
of trivial cylinders to the differential in rational symplectic field theory and
contact homology, we show in section 3.1 that it suffices to study sections
in a natural candidate for an obstruction bundle over the compactified
moduli space of branched covers, the so-called cokernel bundle Coker∂¯J of
the Cauchy-Riemann operator ∂¯J . Hence we follow the standard approach
in Gromov-Witten theory of using obstruction bundles in order to deal
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with moduli spaces which are not regular in the sense that they are not
transversally cut out by the Cauchy-Riemann operator.
2.1. Cokernel bundle. Denoting by Dh,j : Th,j B
p,d → Ep,dh,j the lineariza-
tion of the nonlinear Cauchy-Riemann operator ∂¯J in the Banach space bun-
dle Ep,d → Bp,d at (h, j, µ±) ∈ M ⊂ B, which we discuss in detail in the
upcoming subsection, the fibre at (h, j, µ±) of the bundle Coker ∂¯J over M
as well as the bundle Coker0 ∂¯J over M
0 is given by the cokernel of Dh,j
(Coker ∂¯J)(h,j,µ±) = (Coker0 ∂¯J)(h,j,µ±) = cokerDh,j.
For the extensions Coker∂¯J , Coker0∂¯J over the compactifications M
and M0 we make use of the fact that for every stratum given by the tree
with level structure (T,L) there also exists a natural Banach space bundle
Ep,dT,L → B
p,d
T,L, so that we can require that the fibre over (h, j, µ, θ) in the
stratum MT,L or M
0
T,L,ℓ0
is given by the cokernel of the linearized operator
Dh,j : Th,j B
p,d
T,L → (E
p,d
T,L)h,j.
Since the cokernel does not depend on the position of the asymptotic
markers µ± ∈ Zm± , it follows that Coker∂¯J (Coker0∂¯J) naturally lives
over the quotient M/(Zm+ ×Zm−) (M
0/(Zm+ ×Zm−)) rather than M
(M0) and we will view it this way. However it will later become impor-
tant to consider it as a bundle overM (M0) when we talk about orientations.
Denoting by CokerT,L ∂¯J , Coker
T,L
0 ∂¯J the restrictions of Coker∂¯J ,
Coker0∂¯J to MT,L, M
0
T,L, it follows from
Bp,dT,L /(Zm+ ×Zm−) =
Bp,dT1 ×...×B
p,d
TL
∆× Zm+ ×Zm−
,
Ep,dT,L = π
∗
1,1 E
p,d
T1,1
⊕...⊕ π∗L,NL E
p,d
TL,NL
with the projections
πℓ,k : B
p,d
T,L /(Zm+ ×Zm−) =
Bp,dT1 ×...×B
p,d
TL
∆× Zm+ ×Zm−
→ Bp,dTℓ,k /(Zm+ℓ,k
×Zm−
ℓ,k
),
that they are given as direct sums
CokerT,L ∂¯J = π
∗
1,1Coker
T1,1 ∂¯J ⊕ ...⊕ π
∗
L,NL Coker
TL,NL ∂¯J ,
CokerT,L0 ∂¯J = π
∗
1,1Coker
T1,1 ∂¯J ⊕ ...⊕ π
∗
ℓ0,Nℓ0
Coker
Tℓ0,Nℓ0
0 ∂¯J ⊕
...⊕ π∗L,NL Coker
TL,NL ∂¯J ,
where m±ℓ,k =
∏
α∈Tℓ,k
m±α , m
±
α = m
±
α,1 · ... · m
±
α,n±α
and CokerTℓ,k
(Coker
Tℓ,k
0 ) denotes the cokernel bundle over MTℓ,k /(Zm+
ℓ,k
×Zm−
ℓ,k
)
(M0Tℓ,k /(Zm+ℓ,k
×Zm−ℓ,k
)) for ℓ = 1, ..., L, k = 1, ..., Nℓ. Note that there
exists no natural map from MT,L (M
0
T,L) to MT1 , ...,MTL and hence to
MT1,1 , ...,MTL,NL , since we quotient out the diagonal ∆, i.e., identify pairs
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of asymptotic markers if they represent the same decoration.
Recall from subsection 1.2 that when MT,L belongs to the codimension
one boundary ofM it is of the formMT,L =M1×Zm1,2 M2, whereM1 and
M2 are moduli spaces of possibly disconnected orbit curves without nodes.
Note that the compactification of the fibre product M1×Zm1,2 M2 ⊂ ∂M
can directly be identified with the fibre product of the compactifications,
M1×Zm1,2 M2 =M1 ×Zm1,2 M2.
For this observe that the partitioning of the levels of a limiting curve in
M1×Zm1,2 M2 into levels belonging to the compactification M1 or M2,
respectively, follows from the conservation of the total Euler characteristic
under degeneration of punctured Riemann surfaces. Denoting by Coker
1
∂¯J
and Coker
2
∂¯J the extensions of the cokernel bundles over M1, M2 to the
corresponding compactified moduli spaces, it directly follows from the form
of Coker∂¯J over the strata MT,L that
Coker∂¯J |M1×Zm1,2M2
= π∗1Coker
1
∂¯J ⊕ π
∗
2Coker
2
∂¯J ,
with the projections π1,2 :M/Zm± →M1,2/Zm±
1,2
. For the cokernel bundle
Coker0∂¯J it follows in the same way that
Coker0∂¯J |M01×Zm1,2M2
= π∗1Coker0
1
∂¯J ⊕ π
∗
2Coker
2
∂¯J ,
Coker0∂¯J |M1×Zm1,2M
0
2
= π∗1Coker
1
∂¯J ⊕ π
∗
2Coker0
2
∂¯J
and
Coker0∂¯J |{point}×M = Coker0∂¯J |M×{point} = Coker∂¯J .
In order to show that Coker∂¯J indeed serves as an obstruction bundle, we
show in the upcoming subsection 2.2 that on every stratum MT,L ⊂ M we
have
kerDh,j = Th,jMT,L
at every (h, j, µ±, θ) ∈ MT,L, see subsection 3.1 below, which then au-
tomatically implies that CokerT,L is indeed a smooth vector bundle over
MT,L. In order to show that these vector bundle naturally fit together to a
smooth vector bundle Coker∂¯J over the manifold with corners M, we prove
in subsection 2.3 a linear gluing theorem relating the cokernel bundles over
different strata of M.
2.2. Linearized operator. For all this we first need to under-
stand the linearization Dh,j of the Cauchy-Riemann operator ∂¯J at
(h, j) ∈ M /(Zm+ ×Zm−). In what follows we formulate our statements
only for the cokernel bundle Coker∂¯J , since the statements for Coker0∂¯J
then follow immediately. For the Banach manifold setup we follow [BM]
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and the author’s expositions in [F].
Recall from the definition of the moduli spaces that we fixed n+ positive
and n− negative punctures z±1 , ..., z
±
n± ∈ S
2 and fixed cylindrical coordinates
ψ±k : R
±
0 ×S
1 →֒ S˙
around each puncture z±k , k ∈ {1, ..., n
±} on the punctured sphere S˙ =
S2 − {z±1 , ..., z
±
n±
}. Let the space H1,p,dconst(S˙,C) consist of all maps from S˙ to
C differing asymptotically from a constant one by a function, which is still
in H1,p after multiplication with an asymptotic weight. To be precise, any
v ∈ H1,p,dconst(S˙,C) is in H
1,p
loc and for any puncture z
±
k there exist (s
±,k
0 , t
±,k
0 ) ∈
R
2 ∼= C, so that the function
R
±×S1 → C, (s, t) 7→ [(v ◦ ψ±k )(s, t)− (s
±,k
0 , t
±,k
0 )] · e
±d·s
is in H1,p. Let further Lp,d(T ∗S˙ ⊗j,i C) denote the space of (j, i)-
antiholomorphic one-forms on S˙ with values in C, which are still in Lp after
multiplication with the asymptotic weight e±d·s.
With h∗ξ denoting the pullback of the subbundle ξ ⊂ TV under the
branched covering map h : (S˙, j)→ (R×S1, i) ∼= (R×γ, J), we introduce the
spaces H1,p(h∗ξ) of sections and Lp(T ∗S˙⊗j,Jξh
∗ξ) of (j, Jξ)-antiholomorphic
one-forms on S˙ with values in h∗ξ, where the H1,p- and Lp-topologies are
defined with respect to any trivialization of ξ along the fixed Reeb orbit γ.
Following [Sch] and [BM], [F] there exists a Banach space bundle Ep,d over
a Banach manifold of maps Bp,d in which the Cauchy-Riemann operator ∂¯J
extends to a smooth section. In our special case it follows that the fibre is
given by
Ep,dh,j = L
p,d(T ∗S˙ ⊗j,i C)⊕ L
p(T ∗S˙ ⊗j,Jξ h
∗ξ),
while the tangent space to the Banach manifold of maps Bp,d =
Bp,d(γm
+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− ) at (h, j) ∈ M /(Zm+ ×Zm−) is given by
Th,j B
p,d(V ; (γm
±
i )) = H1,p,dconst(S˙,C)⊕H
1,p(h∗ξ)⊕ TjM0,n .
Note that we use the complex splitting of the tangent bundle
T (R×V ) = C⊕ξ in order to write tangent spaces and fibres as direct
sums.
In order to give an explicit formula for the linearization Dh,j of ∂¯J we
choose a complex connection on (ξ, Jξ) which we extend to a connection
∇ on T (R×V ) = C⊕ξ, C = R ·∂s ⊕ R ·R by requiring R-invariance and
∇∂s = ∇R = 0, where ∂s is the R-direction and R the Reeb vector field of
the stable Hamiltonian structure. For this connection it follows that the
linearization Dh,j of ∂¯J at branched covers of orbit cylinders (h, j) is of a
special form.
Proposition 2.1: With respect to the complex connection ∇ on T (R×V )
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from above, the linearization Dh,j of ∂¯J at (h, j) ∈ M /(Zm+ ×Zm−) is
given by
Dh,j : H
1,p,d
const(S˙,C)⊕H
1,p(h∗ξ)⊕ TjM0,n
→ Lp,d(T ∗S˙ ⊗j,i C)⊕ L
p(T ∗S˙ ⊗j,Jξ h
∗ξ),
Dh,j · (v1, v2, y) = (∂¯v1 +Djy,D
ξ
hv2),
where ∂¯ : H1,p,dconst(S˙,C)→ L
p,d(T ∗S˙ ⊗j,i C) is the standard Cauchy-Riemann
operator,
Dξh : H
1,p(h∗ξ)→ Lp(T ∗S˙ ⊗j,Jξ h
∗ξ),
Dξhv2 = ∇v2 + Jξ · ∇v2 · j +∇dhv2 + Jξ∇i dhv2
describes the linearization of ∂¯J in the direction of ξ ⊂ TV and
Dj : TjM0,n → L
p,d(T ∗S˙ ⊗j,i C), Djy = i · dh · y.
describes the variation of ∂¯J with j ∈ M0,n.
Proof: Since ∇ is a complex connection, it is well-known, see
e.g. [Sch], that the linearization Dh : H
1,p,d
const(S˙,C) ⊕ H
1,p(h∗ξ) →
Lp,d(T ∗S˙ ⊗j,i C) ⊕ L
p(T ∗S˙ ⊗j,Jξ h
∗ξ) of ∂¯J fixing the complex structure
j ∈ M0,n is given by
Dh · v = ∇v + J · ∇v · j +Tor(dh, v) + J Tor(J · dh, v),
where Tor(X,Y ) = ∇XY −∇YX − [X,Y ]. First it follows from the special
form of ∇ that
∇v + J · ∇v · j = (∂¯v1,∇v2 + Jξ · ∇v2 · j).
for v = (v1, v2) ∈ H
1,p,d
const(S˙,C)⊕H
1,p(h∗ξ). On the other hand,
Tor(dh, v) + J Tor(J · dh, v) =
∇dhv + J · ∇J dhv −∇vdh− J · ∇v(J · dh)− ([dh, v] + J [J dh, v]) =
∇dhv + J · ∇J dhv + J · (Lv(J dh)− J · Lvdh) =
∇dhv + J · ∇J dhv + J · LvJ · dh = ∇dhv + J · ∇J dhv.
>From∇∂s = ∇R = 0 it follows that Tor(dh, v1)+J Tor(J ·dh, v1) = 0, while
for v2 ∈ ξ we have ∇dhv2+J ·∇J dhv2 ∈ ξ, so that Dh · (v1, v2) = (∂¯v1,D
ξ
hv2)
with Dξh as in the lemma. Finally note that for the linearization of ∂¯J in the
direction of M0,n there is obviously no variation in the ξ-direction,
Djy = (i · dh · y, 0). 
Based on this result, the following lemmata describe kernel and cokernel
of Dh,j.
Proposition 2.2: The standard Cauchy-Riemann operator ∂¯ :
H1,p,dconst(S˙,C)→ L
p,d(T ∗S˙ ⊗j,i C) is onto, so that
cokerDh,j = cokerD
ξ
h.
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Proof: The second part of the statement follows from the upper-triangle-form
of Dh,j. For the first statement about ∂¯ fix a splitting
H1,p,dconst(S˙,C) = H
1,p,d(S˙,C)⊕ Γn
where Γn ⊂ C∞(S˙,C) is a 2n-dimensional space of functions storing the
constant shifts (see [BM]). Given a function ϕd : S˙ → R with (ϕd◦ψ
±
k )(s, t) =
e±d·s, multiplication with ϕd defines isomorphisms
H1,p,d(S˙,C)
∼=
−→ H1,p(S˙,C),
Lp,d(T ∗S˙ ⊗j,i C)
∼=
−→ Lp(T ∗S˙ ⊗j,i C),
under which ∂¯ corresponds to a perturbed Cauchy-Riemann operator
∂¯d = ∂¯ + Sd : H
1,p(S˙,C)→ Lp(T ∗S˙ ⊗j,i C).
With the asymptotic behaviour of ϕd one computes
S±,kd (t) = (Sd ◦ ψ
±
k )(±∞, t) = diag(∓d,∓d)
so that the Conley-Zehnder indices for the corresponding paths Ψ±,k : R→
Sp(2) of symplectic matrices is ∓1 for d > 0 sufficiently small. Hence the
index of ∂¯ : H1,p,dconst(S˙,C)→ L
p,d(T ∗S˙ ⊗j,i C) is given by
ind ∂¯ = dimΓn + ind ∂¯d = 2n− n+ 1 · (2− n) = 2,
where the first summand is the dimension of Γn and the second is the sum
of the Conley-Zehnder indices. On the other hand it follows from Liouville’s
theorem that the kernel of ∂¯ consists precisely of the constant functions on
S˙, so that dim coker ∂¯ = 0. 
Proposition 2.3: The operator Dξh has a trivial kernel, so that
kerDh,j = Th,j(R×M).
Proof: Note that here the second part of the statement follows from the
first one using proposition 2.2 as follows: First it is clear that we have the
inclusion Th,j(R×M) ⊂ kerDh,j, since R×M = ∂¯
−1
J (0). On the other
hand, using the first part of the statement we know that the kernel of Dh,j
consists of all pairs (h¯, y) ∈ H1,p,dconst(S˙,C)⊕ TjM0,n satisfying ∂¯h¯+Djy = 0.
Since ∂¯ : H1,p,dconst(S˙,C) → L
p,d(T ∗S˙ ⊗j,i C) is surjective, it follows that
kerDh,j projects surjectively onto TjM0,n, where the fibre can be identified
with ker ∂¯ = C. In particular, we have that the dimension of kerDh,j agrees
with the dimension of Th,j(R×S
1 × M0,n) = Th,j(R×M), so that the
inclusion must indeed be an equality.
The statement about the kernel of Dξh is the linearized version of lemma
5.4 in [BEHWZ]. For chosen h = (h1, h2) : (S˙, j) → R×S
1 ∼= (R×γ, J)
and v2 ∈ kerD
ξ
h ⊂ H
1,p(h∗ξ) we can use the exponential map of some
Riemannian metric on R×V to get for r > 0 sufficiently small a family of
curves
exph rv2 = (h1, exph2 rv2) : (S˙, j)→ R×V.
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Note that their ω-energies Eω(exph rv2) =
∫
S˙(exph2 rv2)
∗ω by homological
reasons agree with the ω-energy of h and hence vanish,
Eω(exph rv2) = Eω(h) = 0,
since all curves in the family are asymptotically cylindrical over the same
closed Reeb orbits near the punctures. Choosing an atlas (Uα, ϕα)α∈A for the
complex manifold S˙ with local holomorphic coordinates (sα, tα) on Uα ⊂ S˙,
together with a subordinate partition of unity (ψα)α∈A, observe that the
above integral can be rewritten as∫
S˙
(exph2 rv2)
∗ω
=
∑
α
∫
Uα
ψα · ω(∂sα exph2 rv2, ∂tα exph2 rv2)dsα ∧ dtα
=
∑
α
∫
Uα
ψα · ωξ(πξ∂sα exph2 rv2, πξ∂tα exph2 rv2)dsα ∧ dtα,
where πξ denotes the projection TV = C⊕ξ → ξ and the second equality
follows from R ∈ kerω. With the metric 〈·, ·〉ξ = ωξ(·, Jξ ·) on ξ we get that
the latter is equal to∑
α
∫
Uα
ψα · 〈πξ∂sα exph2 rv2,−πξ J ∂tα exph2 rv2〉ξ dsα ∧ dtα =
∑
α
∫
Uα
ψα · 〈πξ∂sα exph2 rv2,
πξ∂sα exph2 rv2 − πξ∂¯J exph2 rv2 · ∂sα〉ξ dsα ∧ dtα.
For r = 0 observe that we have πξ∂¯J exph2 rv2 = πξ∂¯Jh2 = 0 and
πξ∂sα exph2 rv2 = πξ∂sαh2 = 0, where the latter uses that h = (h1, h2) is a
branched cover of a trivial cylinder, i.e., h2 is contained in a trajectory of
the Reeb vector field. Letting Φh2rv2 denote parallel transport on ξ starting
from h2 in the direction v2 with respect to the complex connection ∇ from
before, where we additionally assume that it preserves ωξ, i.e., the metric
〈·, ·〉ξ , the Leibniz rule implies
d2
dr2
|r=0
〈
πξ∂sα exph2 rv2, πξ∂sα exph2 rv2 − πξ∂¯J exph2 rv2 · ∂sα
〉
ξ
=
d2
dr2
|r=0
〈
(Φh2rv2)
−1πξ∂sα exph2 rv2,
(Φh2rv2)
−1πξ∂sα exph2 rv2 − (Φh2rv2)
−1πξ∂¯J exph2 rv2 · ∂sα
〉
ξ
=〈 d
dr
|r=0(Φh2rv2)
−1πξ∂sα exph2 rv2,
d
dr
|r=0(Φh2rv2)
−1πξ∂sα exph2 rv2
−
d
dr
|r=0(Φh2rv2)
−1πξ∂¯J exph2 rv2 · ∂sα
〉
ξ
=
〈∇sαv2,∇sαv2 −D
ξ
hv2 · ∂sα〉ξ. = |∇sαv2|
2
ξ
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Hence,
0 =
d2
dr2
Eω(exph rv2)
=
∑
α
∫
Uα
ψα · |∇sαv2|
2
ξ dsα ∧ dtα,
so that ∇sαv2 = 0. Since by the same arguments ∇tαv2 = 0 we indeed have
∇v2 = 0 on S˙, which by v2 ∈ H
1,p(h∗ξ) implies v2 = 0 as desired. 
Since the kernel of the linearized operator agrees with the tangent space
to the moduli space of orbit curves, the dimension of the kernel of the
linearization of ∂¯J is constant on the moduli space. Together with the
constancy of the Fredholm index it proves that the cokernel bundle is of
constant rank over M /(Zm+ ×Zm−) = S
1×M0,n. By the same arguments
it follows that the cokernel bundle over the moduli space MT,L is of
constant rank for any tree with level structure (T,L). As in [MDSa] this
rank constancy proves that CokerT,L ∂¯J is indeed a smooth vector bundle
over the smooth manifold MT,L:
Corollary 2.4: CokerT,L ∂¯J naturally carries the structure of a smooth
vector bundle over MT,L.
2.3. Linear gluing. This subsection is concerned with the following
extension of the above result:
Proposition 2.5: Using a linear gluing construction (relating the
cokernel bundle over the moduli space with the cokernel bundles over
the boundary strata) we can equip the cokernel bundle Coker∂¯J over the
compactified moduli space M with the structure of a smooth vector bundle
over a smooth manifold with corners.
Recall that we have shown in proposition 1.4 that the compactified
moduli space M carries the structure of a smooth manifold with corners.
For the proof it suffices to establish linear gluing theorems for the cokernel
bundle under gluing of the underlying moduli spaces of branched covers.
For the gluing theorems we must distinguish the case of gluing of curves on
different levels, i.e., gluing at punctures, and gluing of curves in the same
level, which corresponds to gluing at a node.
Gluing of moduli spaces:
In order to describe gluing of the cokernel bundles, we must start with
gluing of the underlying moduli spaces of branched covers. Although these
moduli spaces are nonregular and we hence cannot apply the usual gluing
theorems, the gluing can explicitly described as follows:
We will restrict our attention only to the case of gluing at a puncture
and claim that the gluing at nodes follows along the same lines. Using the
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notation introduced in 1.2, let (T,L) = (T,E,Λ±,L) denote the tree with
level structure given by T = {1, 2}, 1E2 and L(1) = 1, L(2) = 2. Note that
the moduli space MT,L is given by the fibre product M1×Zm12 M2 where
M1,M2 denote moduli spaces of connected branched covers without nodes.
Let (h, j, θ, µ±) ∈ MT,L with h = (h1, h2), j = (j1, j2), θ = θ12 ∈ Zm1,2 and
µ± = (µ±1 , µ
±
2 ) with µ
±
1 = (µ
±
k )k∈Λ±
1
, µ±2 = (µ
±
k )k∈Λ±
2
. Then the underlying
punctured spheres are S˙1 = S
2 − (Z+1 ∪ Z
−
1 ), S˙2 = S
2 − (Z+2 ∪ Z
−
2 ), where
the connecting pair of punctures is (z12, z21) with z12 ∈ Z
−
1 and z21 ∈ Z
+
2 .
We define the family of glued curves
(hr, jr, µ±) = ♯r(h, j, θ, µ
±) = (h1, j1, µ1)♯r,θ(h2, j2, µ2)
as follows, where r = r12 ∈ R
+ denotes the gluing parameter:
When ψ12 : R
−×S1 → S˙1, ψ21 : R
+×S1 → S˙2 denote the fixed cylindrical
coordinates around z12 ∈ S˙1, z21 ∈ S˙2, let S˙
r
1, S˙
r
2 denote the punctured
surfaces with boundary given by cutting out the half-cylinders (−∞,−r)×
S1, (+r,+∞)× S1, respectively,
S˙r1 = S˙1 − ψ12((−∞,−r)× S
1), S˙r2 = S˙2 − ψ21((+r,+∞) × S
1).
We introduce the punctured surface S˙r underlying (hr, jr, µ±) by gluing S˙r1
and S˙r2 along the boundary with the twist given by the maps h1 and h2 and
the decoration θ12,
S˙r = S˙r1♯θ12 S˙
r
2 = S˙
r
1
∐
S˙r2/{ψ12(−r, t) ∼ ψ21(+r, t+ θ12)}.
Note that here the decoration θ12 is viewed as an element in S
1 rather than
in Zm12 . For this recall that the maps h1, h2 determine m1,2 different asymp-
totic markers at z12 ∈ S˙1 and z21 ∈ S˙2, which determine S
1-coordinates in
the cylindrical coordinates ψ12 and ψ21. Hence there are m12 possible ways
to glue S˙r1 and S˙
r
2 so that these S
1-coordinates match, and the element in
Zm12 singles out the unique gluing twist. Note that S˙
r is again diffeomor-
phic to a punctured sphere and the complex structures j1 on S˙1 and j2 on S˙2
determine a complex structure jr on S˙r since both agree with the standard
complex structure on the embedded half-cylinders determined by ψ12 and
ψ21. On the other hand, the branched covering map h
r : (S˙r, jr)→ R×S1 is
unique up to R-shift by the requirement that the asymptotic markers of hr
match with those of the maps h1 on S˙
r
1 and h2 on S˙
r
2 and exists by the choice
of the gluing twist θ12 ∈ S
1, since it is chosen so that the S1-shifts for h1
and h2 agree. Hence we found a natural gluing map for gluing at punctures
♯ : (M1×Zm12 M2)× (0,+∞) →֒ M, ((h, j, θ, µ
±), r) 7→ (hr, jr, µ±).
Linear gluing of the cokernel bundle:
We now start with the gluing of the cokernel bundles. It follows from
proposition 2.2 in the last subsection that the fibres of the cokernel bundle
over (h, j) ∈ M are given by
(Coker ∂¯J)(h,j) = cokerDh,j = cokerD
ξ
h = ker(D
ξ
h)
∗,
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where
(Dξh)
∗ : H1,q(T ∗S˙ ⊗j,Jξ h
∗ξ)→ Lq(h∗ξ), 1/p + 1/q = 1
denotes the formal adjoint of the linearization Dξh : H
1,p(h∗ξ) →
Lp(T ∗S˙ ⊗j,Jξ h
∗ξ) of ∂¯J in the direction of the hyperplane distribution
ξ ⊂ TV . Since by elliptic regularity all occuring kernels and hence cokernels
are independent of the choice of p ≥ 2, see [Sch], we set in the following
p = q = 2. Note that since kerDξh = {0} by proposition 2.3, the operators
(Dξh)
∗ are surjective.
Recall that the cokernel bundle over MT,L = M1×Zm12 M2 is given as
direct sum,
CokerT,L ∂¯J = π
∗
1 Coker
1 ∂¯J ⊕ π
∗
2 Coker
2 ∂¯J ,
where Coker1,Coker2 ∂¯J denote the cokernel bundles over M1,M2 and
π1, π2 the projections from M
T,L /(Zm+ ×Zm−) to M1 /(Zm+
1
×Zm−
1
),
M2 /(Zm+
2
×Zm−
2
), respectively. Let (h, j, θ, µ±) ∈ MT,L = M1×Zm12 M2
with h = (h1, h2), j = (j1, j2). For
η = (η1, η2) ∈ (Coker
T,L ∂¯J)(h,j) = (Coker
1 ∂¯J)(h1,j1) ⊕ (Coker
2 ∂¯J)(h2,j2)
with
η1 ∈ (Coker
1 ∂¯J)(h1,j1) = ker(D
ξ
h1
)∗ ⊂ H1,2(T ∗S˙1 ⊗j1,Jξ h
∗
1ξ),
η2 ∈ (Coker
2 ∂¯J)(h2,j2) = ker(D
ξ
h2
)∗ ⊂ H1,2(T ∗S˙2 ⊗j2,Jξ h
∗
2ξ)
we define a preglued section
ηr0 = ♯
0
rη = η1♯
0
rη2 ∈ H
1,2(T ∗S˙r ⊗jr,Jξ (h
r)∗ξ)
in the bundle of jr, Jξ-antiholomorphic one-forms over the glued surface
(S˙r, jr) with values in the pull-back bundle (hr)∗ξ. Note that the integration
measure for defining the H1,2-norm agrees on the connecting cylindrical
neck ψ21((0,+r]×S
1)♯θ12ψ12([−r, 0)×S
1) with the standard measure ds∧dt
on the cylinder.
For r > 0 let βr : [0,+r] → [0, 1] be a smooth cut-off function such that
βr(s) = 1 for 0 ≤ s ≤ r/4 and βr(s) = 0 for 3r/4 ≤ s ≤ r with |∂sβ
r| ≤ 4/r.
Let
βr1 , β
r
2 : S˙
r → [0, 1]
be the two cut-off functions which are constant equal to zero on S˙r2 , S˙
r
1 ,
constant equal to one on S˙r1 − ψ12([−r, 0] × S
1), S˙r2 − ψ21([0,+r] × S
1) and
are on ψ12([−r, 0) × S
1) ⊂ S˙r1 , ψ21((0,+r] × S
1) ⊂ S˙r2 given by
βr1(ψ12(s, t)) = β
r(−s), βr2(ψ21(s, t)) = β
r(+s),
respectively. With this we define the preglued section η1♯
0
rη2 on S˙
r = S˙r1♯S˙
r
2
by
ηr0 = η1♯
0
rη2 = β
r
1η1 + β
r
2η2.
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It follows that ηr0 agrees with η1, η2 over S˙
r
1 − ψ12([−r, 0] × S
1), S˙r2 −
ψ21([0,+r]× S
1), respectively, while over the connecting neck we have
(ηr0 ◦ ψ12)(s, t) = β
r(−s) · (η1 ◦ ψ12)(s, t),
(ηr0 ◦ ψ21)(s, t) = β
r(+s) · (η2 ◦ ψ21)(s, t).
Observe that by βr(s) = 0 for 3r/4 ≤ s ≤ r this indeed yields a well-defined
section in H1,2(T ∗S˙r ⊗jr,Jξ (h
r)∗ξ).
The gluing lemma. For r ∈ (0,+∞), θ ∈ S1 let
♯0r(Coker
T,L ∂¯J)(h,j) = ker(D
ξ
h1
)∗♯0r,θ ker(D
ξ
h2
)∗
= {♯0r(η1, η2) : ηi ∈ ker(D
ξ
hi
)∗, i = 1, 2}
⊂ H1,2(T ∗S˙r ⊗jr,Jξ (h
r)∗ξ),
denote the subspaces of preglued sections. With the orthogonal projections
πr : H
1,2(T ∗S˙r ⊗jr,Jξ (h
r)∗ξ) → cokerDhr,jr = ker(D
ξ
hr)
∗
we can state and prove the gluing lemma:
Lemma 2.6: The projections from the spaces of preglued sections on
the fibres of the cokernel bundles over the underlying glued branched covers,
πr : ♯
0
r(Coker
T,L ∂¯J )(h,j) → (Coker ∂¯J)(hr ,jr), (h
r, jr) = ♯r(h, j, θ)
are isomorphisms for all r > 0 sufficiently large.
Proof: For the proof we follow the proof of proposition 3.2.9 in [Sch].
However we emphasize that we cannot directly apply the linear gluing
lemma in [Sch], since the linear operator Dξhr over the glued surface does
not agree with the glued operator Dξh1,j1♯r,θD
ξ
h2,j2
studied in [Sch].
Observe that it suffices to find for every r > 0 sufficiently large a constant
c > 0 such that ‖(Dξhr ,jr)
∗η‖2 ≥ c‖η‖1,2 for all η ∈ (♯
0
r Coker
T,L ∂¯J)
⊥
(h,j) =
(ker(Dξh1)
∗♯0r,θ ker(D
ξ
h2
)∗)⊥. Indeed, it then follows that
ker(Dξhr)
∗ ∩ (ker(Dξh1)
∗♯0r,θ ker(D
ξ
h2
)∗)⊥ = {0},
which proves that the orthogonal projection is surjective. On the other hand,
since dimkerDξhr ,jr = dimkerD
ξ
h1,j1
= dimkerDξh2,j2 = 0 by proposition 2.3
and the index of Dξhr ,jr equals the sum of the indices of D
ξ
h1,j1
and Dξh2,j2 , it
follows that
dimker(Dξhr)
∗ = dimker(Dξh1)
∗ + dimker(Dξh2)
∗.
Since the latter agrees with the dimension of the space
ker(Dξh1)
∗♯0r,θ ker(D
ξ
h2
)∗ of preglued sections, the surjectivity of the or-
thogonal projection directly implies that it is an isomorphism.
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Assume to the contrary that there exists a sequence
ηn ∈ (ker(D
ξ
h1
)∗♯0rn,θ ker(D
ξ
h2
)∗)⊥, rn →∞
with ‖ηn‖1,2 = 1 but ‖(D
ξ
hrn )
∗ηn‖2 → 0 as n→∞. Now observe that
‖(Dξhrn )
∗(βrn1 ηn)‖2 ≤ ‖(D
ξ
hrn )
∗ηn‖2 + c1‖dβ
rn
1 · ηn‖2
≤ ‖(Dξhrn )
∗ηn‖2 + c1‖dβ
rn
1 ‖∞ · ‖ηn‖2
for some c1 > 0 with ‖dβ
rn
1 ‖∞ ≤ 4/rn and ‖ηn‖2 ≤ ‖ηn‖1,2 = 1, so that
‖(Dξhrn )
∗(βrn1 ηn)‖2 → 0 for n → ∞. But since (h
rn , jrn) → (h1, j1) on
S˙rn1 = S˙1 − ψ12((−∞,−rn)× S
1), this directly implies that
‖(Dξh1)
∗(βrn1 ηn)‖2 → 0
in the L2(S˙1)-sense and we can use the semi-Fredholm property of (D
ξ
h1
)∗
and the boundedness of (ηn) to deduce that, possibly after passing to a
suitable subsequence,
βrn1 ηn
H1,2
→ η1, η1 ∈ ker(D
ξ
h1
)∗.
Using the same arguments we deduce βrn2 ηn → η2 ∈ ker(D
ξ
h2
)∗. We use this
to prove the desired contradiction by computing
1 = lim
n→∞
‖ηn‖1,2 = lim
n→∞
〈(βrn1 )
2ηn + (β
rn
2 )
2ηn, ηn〉1,2
+ lim
n→∞
〈(1− (βrn1 )
2 − (βrn2 )
2) · ηn, ηn〉1,2
= lim
n→∞
〈βrn1 η1 + β
rn
2 η2, ηn〉1,2
= lim
n→∞
〈η1♯
0
rn,θη2, ηn〉1,2 = 0,
since ηn ∈ (ker(D
ξ
h1
)∗♯0rn,θ ker(D
ξ
h2
)∗)⊥, where it only remains to prove that
lim
n→∞
〈(1− (βrn1 )
2 − (βrn2 )
2) · ηn, ηn〉1,2 = 0.
For this we use that 1− (βrn1 )
2− (βrn2 )
2 has only support in the middle part
ψ21([+rn/4,+rn]× S
1)♯θ12ψ12([−rn,−rn/4] × S
1) ∼= [−3rn/4,+3rn/4]× S
1
of the cylindrical neck to prove that the H1,2-norm of (1−(βrn1 )
2−(βrn2 )
2)ηn
tends to zero as n→∞:
Choosing a unitary trivialization of the symplectic hyperplane bundle ξ
over the simple orbit γ, the restriction of the the differential operator (Dξhr)
∗
to [−3rn/4,+3rn/4] × S
1 ⊂ S˙r is of the form
Dn = ∂s + J0∂t + Sn : H
1,2([−3rn/4,+3rn/4]× S
1,R2m−2)
→ L2([−3rn/4,+3rn/4]× S
1,R2m−2)
with Sn(s, t) ∈ R
(2m−2)×(2m−2) , which we extend to an operator
on the full cylinder R×S1 by setting Sn(+s, t) = Sn(+3rn/4, t),
Sn(−s, t) = Sn(−3rn/4, t) for s > 3rn/4. In order to study the oper-
ator Dn let hn = h
rn |[−3rn/4,+3rn/4]×S1 : [−3rn/4,+3rn/4] × S
1 → R×S1
and xn = hn(0, ·) : S
1 → R×S1. Since for n → ∞ the length of the cylin-
drical neck goes to infinity, it follows that hn converges on each compact
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subinterval uniformly with all derivatives to the R-independent function
x∞ = limn→∞ xn : S
1 → R×S1 of the form x∞(t) = (s0,m12t + t0). From
this it follows that Sn(s, t) → S∞(t), i.e., Dn is converging in the operator
norm to a translation invariant operator D∞.
Finishing the proof observe that from
‖Dn(ηn − (β
rn
1 )
2ηn − (β
rn
2 )
2ηn)‖2
≤ ‖Dnηn‖2 + c2(‖dβ
rn
1 ‖∞‖β
rn
1 ηn‖2 + ‖dβ
rn
2 ‖∞‖β
rn
2 ηn‖2)
≤ ‖Dnηn‖2 + c2(‖dβ
rn
1 ‖∞ + ‖dβ
rn
2 ‖∞)‖ηn‖2
and ‖dβrn1 ‖∞, ‖dβ
rn
2 ‖∞ → 0, ‖ηn‖2 = 1, ‖Dnηn‖2 → 0 it follows that
‖D∞(ηn − (β
rn
1 )
2ηn − (β
rn
2 )
2ηn)‖2 → 0, n→∞.
But now we can use the fact that the operator D∞ : H
1,2(R×S1,R2m−2)→
L2(R×S1,R2m−2) is an isomorphism ([Sch]) and hence
‖(1 − (βrn1 )
2 − (βrn2 )
2)ηn‖1,2 ≤ c3 · ‖D∞(ηn − (β
rn
1 )
2ηn − (β
rn
2 )
2ηn)‖2
for some c3 > 0 to deduce that ‖(1 − (β
rn
1 )
2 − (βrn2 )
2)ηn‖1,2 → 0 as n goes
to infinity. 
2.4. Orientation. In this section we show how the techniques by [BM]
and [HWZ] for defining coherent orientations of the moduli spaces in
symplectic field theory define an orientation of the cokernel bundle Coker ∂¯J
over the non-compactified moduli space M and discuss the extension over
the boundary strata. Although we have seen in the last section that the
cokernel bundle Coker ∂¯J naturally lives over the quotientM /(Zm+ ×Zm−),
obtained by forgetting the asymptotic markers µ± ∈ Zm± , we show in this
section that in general we can orient Coker ∂¯J only over the full moduli space
M. For this we start with recalling the main points of the constructions of
coherent orientations in [BM]:
Let S˙ = S2 − {z±1,0, ..., z
±
n± ,0
} denote as in 2.2 the punctured sphere un-
derlying the moduli space M. For regular paths of symplectic matrices
A±1 , ..., A
±
n±
: [0, 1]→ Sp(2m− 2), det(A±k (1)−A
±
k (0)) 6= 0
with A±k (0) = 1, A˙
±
k (0)A
±
k (0)
−1 = A˙±k (1)A
±
k (1)
−1 and where 2m − 2 is
the rank of ξ, let O((S˙, j, µ±), (A±k )
n±
k=1) denote the set of Cauchy-Riemann
operators
D : H1,p,dconst(S˙,C)⊕H
1,p(S˙,R2m−2)
→ Lp,d(T ∗S˙ ⊗j,i C)⊕ L
p(T ∗S˙ ⊗j,J0 R
2m−2)
D · v = dv + J0 · dv · j + S · v
where S : S˙ → R2m×2m is a family of symmetric matrices such that the limit
matrices are of the form
(S ◦ ψ±k )(s, t+ µ
±
k )
s→±∞
−→ (S ◦ ψ±k )(±∞, t+ µ
±
k ) =
(
0 0
0 S±k (t)
)
,
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and where S±1 , ..., S
±
n±
: S1 → R(2m−2)×(2m−2) are related to A±1 , ..., A
±
n±
:
[0, 1]→ Sp(2m− 2) via
S±k (t) = −J0 · A˙
±
k (t) ·A
±
k (t)
−1
for all k = 1, ..., n±.
Since every operator D ∈ O(S˙, (A±k )
n±
k=1) =
⋃
j,µO((S˙, j, µ
±), (A±k )
n±
k=1) is
a Fredholm operator, we have the determinant line bundle Det(S˙, (A±k )
n±
k=1))
over O with fibre
Det(S˙, (A±k )
n±
k=1))D = Det(D) = Λ
max kerD ⊗ Λmax cokerD.
Since the space of Fredholm operators O((S˙, j, µ±), (A±k )
n±
k=1) is contractible,
it follows that the restriction Det((S˙, j, µ±), (A±k )
n±
k=1) of Det(S˙, (A
±
k )
n±
k=1))
to O((S˙, j, µ±), (A±k )
n±
k=1) is trivial. On the other hand, it is shown
in proposition 11 in [BM] that the determinant line bundle remains triv-
ial when we allow the complex structure j on the punctured sphere S˙ to vary.
In [BM] the authors describe a method to orient how the resulting bundles
Det((S˙, µ±), (A±k )
n±
k=1) over O(S˙, µ
±, (A±k )
n±
k=1) =
⋃
j O((S˙, j, µ
±), (A±k )
n±
k=1)
for any number of punctures, directions µ± and regular paths A±1 , ..., A
±
n±
of symplectic matrices. The construction is based on arbitrarily fixing
orientations for determinant bundles over the space O((C∗, 0), A) of Cauchy-
Riemann operators on the holomorphic plane, constructing a gluing map for
determinant bundles under gluing of Riemann surfaces and finally observing
that we have a natural orientation of Det(S2) induced by the complex
orientation of the determinant line over the standard Cauchy-Riemann
operator on (S2, i) = CP1. Note that at this point the specification of the
asymptotic markers µ = (µ+, µ−), µ± = (µ±k )
n±
k=1 becomes important, as
they describe how to glue the holomorphic planes to the punctured sphere
S˙ to obtain the closed sphere S2. However it directly follows from the
construction that the orientations on Det((S˙, µ±), (A±k )
n±
k=1) for different
asymptotic markers µ fit together to give an orientation of the whole
determinant bundle Det(S˙, (A±k )
n±
k=1)).
Observe that the linearization of ∂¯J at some (h, j, µ
±) ∈ M,
Dh,j : H
1,p,d
const(S˙,C)⊕H
1,p(h∗ξ)⊕ TjM0,n
→ Lp,d(T ∗S˙ ⊗j,i C)⊕ L
p(T ∗S˙ ⊗j,Jξ h
∗ξ),
can be written as sum Dh,j = Dh +Dj with
Dj : TjM0,n → L
p,d(T ∗S˙ ⊗j,i C)⊕ L
p(T ∗S˙ ⊗j,Jξ h
∗ξ)
Dh : H
1,p,d
const(S˙,C)⊕H
1,p(h∗ξ)→ Lp,d(T ∗S˙ ⊗j,i C)⊕ L
p(T ∗S˙ ⊗j,Jξ h
∗ξ)
where Dh is a Cauchy-Riemann operator. Using a unitary trivialization of
the hyperplane bundle ξ over the closed simple orbit γ, we get a unitary
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trivialization of h∗ξ and a natural map
op :M→O(S˙, (A±k )
n±
k=1), (h, j, µ
±) 7→ Dh,
where the regular paths of symplectic matrices A±1 , ..., A
±
n±
are determined
by the restriction to ξ of the linearized Reeb flow along γ. Using the map op
we can pull-back the determinant bundle Det = Det(S˙, (A±k )
n±
k=1) to obtain
the line bundle op∗Det over M. On the other hand, following the argu-
ments in [BM], we deduce from the fact that Dh,j = Dj ⊕Dh is homotopic
to the stabilization 0⊕Dh with the complex vector space TjM0,n that the
determinant spaces of the linearization Dh,j and the Cauchy-Riemann oper-
ator Dh are canonically isomorphic, so that the pull-back of the determinant
bundle over the space of Cauchy-Riemann operators is isomorphic to the
determinant bundle of the fully linearized operator
op∗Det ∼= ΛmaxKer ∂¯J ⊗ Λ
max Coker ∂¯J
with fibre Λmax kerDh,j ⊗ Λ
max cokerDh,j over (h, j, µ
±) ∈ M.
Since Ker ∂¯J and Coker ∂¯J are bundles over M /(Zm+ ×Zm−), it follows
that the action of Zm+ ×Zm− lifts in an obvious way to an action on
the vector bundle ΛmaxKer ∂¯J ⊗ Λ
max Coker ∂¯J which is trivial on the
fibres. On the other hand, the fibres over (h, j, µ±), (h, j, µ′±) ∈ M do not
neccessarily carry the same orientation. Indeed it is shown in theorem 3 in
[BM] that this action is orientation-preserving if γ is good, else, the action
is orientation-preserving or -reversing if µ′−µ ∈ Zm+ ×Zm− is even or odd,
respectively. In this case the even iterates γ2k of the simple orbit γ are
called bad.
Proposition 2.7: For every tree with level structure (T,L) with
trees T1,..., TL, the choice of coherent orientations in [BM] equip
the cokernel bundles CokerT1 ∂¯J , ..., Coker
TL ∂¯J over MT1 , ..., MTL
with orientations, which descend to an orientation of the coker-
nel bundle CokerT,L ∂¯J = π
∗
1 Coker
T1 ∂¯J ⊕ ... ⊕ π
∗
LCoker
TL ∂¯J over
MT,L =MT1 ×...×MTL /∆. The orientations of the cokernel bundles over
the strata MT,L ⊂M in general do not fit together to an orientation of the
cokernel bundle Coker∂¯J over the compactified moduli space M, but differ
by a fixed sign due to reordering the punctures.
We remark that the fact that the orientations of the cokernel bundles
over the different strata differ by a fixed sign is not completely trivial,
since the strata are in general not connected due to the possible choices for
the asymptotic markers. Furthermore it directly follows from theorem 3
in [BM] that the cokernel bundle Coker ∂¯J is orientable over the quotient
M /(Zm+ ×Zm−) only when all asymptotic orbits γ
m±
1 , ..., γm
±
n± are good.
Proof: In the way described above the choice of coherent orientations
in symplectic field theory following [BM] provides us with an orientation
of the determinant bundles ΛmaxKer ∂¯J ⊗ Λ
max Coker ∂¯J of the Cauchy-
Riemann operator ∂¯J over the moduli space of branched covers M. But
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since by lemma 2.3 Ker ∂¯J agrees with the tangent space to R×M and
R×M = R×S1 × M0,n×Zm+ ×Zm− is a complex manifold, we always
have a natural orientation of Ker ∂¯J , which directly fixes an orientation on
the cokernel bundle Coker ∂¯J over M by requiring that the orientations on
Ker ∂¯J and Coker ∂¯J determine the orientation of the determinant bundle
ΛmaxKer ∂¯J ⊗ Λ
max Coker ∂¯J .
In order to see that the same arguments can be used to orient the
cokernel bundles CokerTℓ ∂¯J over the moduli spaces MTℓ of nodal curves for
ℓ = 1, ..., L, observe that the constructions in [BM] immediately generalize
to nodal curves in such a way that the orientation of the determinant bundle
for the nodal surface fits with the orientation for the determinant bundle
over the glued surface. Indeed this follows, using the gluing argument for
the determinant line bundles, simply from the fact that also on closed
surface with nodes we have a standard Cauchy-Riemann operator providing
us with a natural orientation of the determinant line bundle over the space
of Fredholm operators on a closed nodal surface, which clearly fits with the
natural orientation of the determinant bundle over the space of Fredholm
operators over the glued surface. In order to see that the orientations
of CokerT1 ∂¯J , ..., Coker
TL ∂¯J determine an orientation of the cokernel
bundle over the stratum MT,L = MT1 ×... ×MTL /∆, we must show that
the lift of the action of ∆ on MT1 ×... × MTL to the cokernel bundle
CokerT,L ∂¯J = π
∗
1 Coker
T1 ∂¯J ⊕ ...⊕ π
∗
LCoker
TL ∂¯J is orientation-preserving:
For this recall that ∆ =
∏
L(α)>L(β)∆αβ , where ∆αβ is the diagonal in
Z|mαβ |×Z|mβα| so that ∆αβ acts on MTk ×MTℓ for k = L(α), ℓ = L(β).
Now it follows from theorem 3 in [BM] that the Z|mαβ |-actions on the
cokernel bundles CokerTk ∂¯J and Coker
Tℓ ∂¯J are orientation-preserving if
γ|mαβ | is good, and simultaneuously orientation-preserving or -reversing for
even or odd elements in Z|mαβ | if γ
|mαβ | is bad. Hence the action on the
direct sum π∗k Coker
Tk ∂¯J⊕π
∗
ℓ Coker
Tℓ ∂¯J is orientation-preserving in all cases.
The statement about the behaviour of the orientations on the cokernel
bundles under gluing directly follows from theorem 1 in [BM] which states
that the gluing diffeomorphisms preserve the orientations up to a sign due
to reordering of the punctures. This is however an immediate consequence
of the behaviour of the orientation of moduli spaces under reordering the
punctures. 
3. Perturbation theory and Euler numbers
3.1. Perturbed Cauchy-Riemann operator. As outlined in the section
about the linearized operator, the Cauchy-Riemann operator ∂¯J can be
viewed as a smooth section in a Banach space bundle Ep,d over a Banach
manifold of maps Bp,d. Since for the contribution to the differential in con-
tact homology and rational symplectic field theory we are interested in mod-
uli spaces of branched covers M of virtual dimension zero while the actual
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dimension is always strictly greater than zero, it follows that in the cases
of interest the Cauchy-Riemann operator ∂¯J does not meet the zero section
transversally. In other words, the image bundle Im ∂¯J of ∂¯J over M with
fibre (Im ∂¯J)h,j = imDh,j is a true closed subbundle of the Banach space
bundle Ep,d over the moduli space of branched covers M = ∂¯−1J (0) ⊂ B
p,d,
where the closedness of imDh,j in E
p,d
h,j follows from the semi-Fredholm prop-
erty of Dh,j : Th,j B
p,d → Ep,dh,j. In particular, observe that we have a natural
splitting
Ep,d |∂¯−1J (0)
= Im ∂¯J ⊕ Coker ∂¯J
with the cokernel bundle Coker ∂¯J introduced in section two.
For determining the contribution ofM to the differential in contact homol-
ogy and rational symplectic field theory it follows that the Cauchy-Riemann
operator ∂¯J has to be perturbed slightly to a transversal section in the Ba-
nach space bundle Ep,d → Bp,d in the sense that it meets the zero section
transversally. This means that we have to add a compact perturbation ν to
the Cauchy-Riemann operator to make it transversal and count elements in
the regular moduli space Mν ,
Mν = (∂¯νJ )
−1(0) ⊂ Bp,d, ∂¯νJ = ∂¯J + ν.
We first prove the folk’s theorem that it indeed suffices to study smooth
sections in the cokernel bundle Coker ∂¯J ⊂ E
p,d |M over the moduli spaceM,
i.e., the zero set of the Cauchy-Riemann operator ∂¯J ; for a different proof
in the context of Gromov-Witten theory, see proposition 7.2.3 in [MDSa].
For this we extend a section in Coker ∂¯J over M to a smooth section in
the Banach space bundle Ep,d over the whole Banach manifold Bp,d as follows:
Choosing a unitary trivialization of (ξ, ωξ, Jξ) along the Reeb orbit γ,
note that it can be extended to a unitary trivialization of (ξ, ωξ, Jξ) over
a sufficiently small neighborhood N of γ using parallel transport along
geodesics with respect to a unitary connection ∇. Further identifying N
with a neighborhood of the zero section in γ∗ξ ∼= S1×Cm−1 we assume that
N ∼= S1 ×Bǫ(0) with Bǫ(0) = {z ∈ C
m−1 : |z| < ǫ}.
Now observe that for a section ν in the cokernel bundle
Coker ∂¯J over M we have ν(h, j) ∈ L
p(T ∗S˙ ⊗j,i C
m−1) for every
(h, j) ∈ M /(Zm+ ×Zm−), which for every tuple (h, j, z), z ∈ S˙ defines an
element ν(h, j, z) ∈ T ∗z S˙ ⊗j,i C
m−1. Identifying for fixed complex structure
j the branched covering map h with the direction t ∈ S1 of the asymptotic
marker, i.e., (h, j) ≡ (t, j) ∈ S1 ×M0,n ∼=M /(Zm+ ×Zm−), note that this
defines for every (j, z) a smooth map ν0(j, z) : S
1 → T ∗z S˙ ⊗j,i C
m−1. With
the choice of a smooth cut off function ϕǫ : [0, ǫ]→ [0, 1] with ϕǫ(0) = 1 and
ϕǫ(ǫ) = 0 we can extend ν0(j, z) to a map starting from N ∼= S
1 ×Bǫ(0) by
setting ν0(j, z)(t, v) := ϕǫ(|v|) · ν0(j, z)(t) for (t, v) ∈ S
1 ×Bǫ(0).
Let U = Up,d denote the small neighborhood of M in Bp,d of all maps
u : S˙ → R×V having image contained in the neighborhood N of γ in
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V . Writing u = (h, v) : S˙ → (R×S1) × Bǫ(0) ⊂ R×V we can define an
extension of ν from M to Up,d by setting ν(u, j)(z) := ν0(j, z)(t(u), v(z))
with t(u) ∈ S1 denoting the direction of the asymptotic marker defined
by the map u. Note that this indeed defines an extension and that
ν(u, j) ∈ Lp(T ∗S˙ ⊗j,i C
m−1). In particular, ν defines a section in trivial
bundle Ep,d |Up,d with fibre L
p,d(T ∗S˙ ⊗j,i C) ⊕ L
p(T ∗S˙ ⊗j,i C
m−1), which in
turn after extending by zero defines a section in the Banach space bundle
Ep,d over the whole Banach manifold Bp,d. Then the following holds:
Proposition 3.1: Let ν be a section in the cokernel bundle
Coker ∂¯J ⊂ E
p,d |M over the moduli space M = ∂¯
−1
J (0) ⊂ B
p,d, which
is extended to a section in Ep,d as described above. Then it holds:
• The moduli space Mν agrees with the zero set of ν in M,
Mν = {(h, j) ∈ M : ν(h, j) = 0}.
• If ν is a transversal section in Coker ∂¯J , then ∂¯
ν
J is a transversal section
in Ep,d, i.e., Mν is regular.
• The linearization of ν at every zero is a compact operator, so that the
linearizations of ∂¯J and ∂¯
ν
J belong to the same class of Fredholm opera-
tors.
Proof: First we find no zeroes of ∂¯νJ outside of the neighbor-
hood U of M since there ∂¯νJ = ∂¯J . For every (u, j) ∈ U with
u = (h, v) : S˙ → (R×S1) × Bǫ(0) let π1 denote the projection onto
the first factor in Ep,du,j = L
p,d(T ∗S˙ ⊗j,i C) ⊕ L
p(T ∗S˙ ⊗j,i C
m−1). Then we
have by construction that π1 ◦ ν(u, j) = 0 while π1 ◦ ∂¯J(u) = ∂¯h with the
standard Cauchy-Riemann operator ∂¯ : H1,p,dconst(S˙,C) → L
p,d(T ∗S˙ ⊗j,i C).
For (u, j) ∈ U −M it follows that π1 ◦ ∂¯
ν
J (u) = ∂¯h 6= 0, so that we find no
zeroes of ∂¯νJ in U −M. Finally, on M we have ∂¯
ν
J = ν.
With respect to the splittings Th,j B
p,d = (kerDh,j)
⊥⊕kerDh,j and E
p,d
h,j =
imDh,j ⊕ cokerDh,j at (h, j) ∈ M, observe that the linearization Dh,j ∂¯
ν
J :
Th,j B
p,d → Ep,dh,j at a zero ν(h, j) = 0, (h, j) ∈ M, is of upper triangle form
Dh,j ∂¯
ν
J =
(
Dh,j 0
D0h,jν D
1
h,jν
)
,
where D0,D1 denotes differentiation in the direction of (kerDh,j)
⊥ and
kerDh,j = Th,jM, respectively. Since ν is a transversal section in
Coker ∂¯J over M precisely when D
1
h,jν : kerDh,j → cokerDh,j is surjective
at every ν(h, j) = 0, the second statement follows from the fact that
Dh,j : (kerDh,j)
⊥ → imDh,j is an isomorphism.
For the last statement it suffices to see that the linearization
Dh,jν : Th,jB
p,d → cokerDh,j is an operator with finite-dimensional
image. 
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Since the cokernel bundle Coker ∂¯J as well as its base space M are
oriented, it follows that the regular moduli space Mν carries an orientation,
which by the construction of orientations for Coker ∂¯J agrees with the
orientation of moduli spaces in symplectic field theory constructed in [BM].
The contribution of branched covers of orbit cylinders to the differential in
rational symplectic field theory is given by the algebraic count of elements
inMν , which however might explicitly depend on the chosen perturbation ν.
3.2. Gluing compatibility. In order to have transversality for all moduli
spaces of connected branched covers without nodes we choose transversal
sections ν = ν~m in the cokernel bundles over the moduli spaces
M =M~m =M0,0(γ
m+
1 , ..., γm
+
n+ ; γm
−
1 , ..., γm
−
n− )/R
for all tuples ~m = (~m+, ~m−), ~m± = (m±1 , ...,m
±
n±
) with
|~m| := m+1 + ...+m
+
n+
= m−1 + ...+m
−
n−
,
i.e., for which M~m 6= ∅.
To be precise we choose transversal sections ν in the cokernel bundles
over the quotient M /(Zm+ ×Zm−), where we forget the position of the
asymptotic markers at the positive, respectively negative punctures. In
this way we ensure that the chosen abstract perturbation and hence the
contribution of curves to the differential does not depend on the choice of
asymptotic markers, which is implicit in the algebraic setup of symplectic
field theory. At this point recall that although the cokernel bundle Coker ∂¯J
naturally lives over the quotient M /(Zm+ ×Zm−), it is in general only
orientable over the complete moduli spaceM, since the orientation of a fibre
in general depends on the choice of the asymptotic markers at the punctures.
In order to have the compactness and gluing results for the resulting
regular moduli spaces which are implicit in the definition of algebraic
invariants in symplectic field theory we consider only sets of cokernel
sections (ν~m)~m, which are compatible with compactness and gluing in
symplectic field theory in the following sense:
Let (hq, jq), q ∈ N be a sequence of curves in the regular moduli space
Mν = Mν~m~m , which converges for q → ∞ to a level branched covering
(h, j) ∈ MT,L ⊂M with
MT,L =MT1 ×...×MTL /∆
and MTℓ =MTℓ,1 ×...×MTℓ,Nℓ ×R
Nℓ−1. Then all components (hℓ,k, jℓ,k) ∈
MTℓ,k , ℓ = 1, ..., L, k = 1, ..., Nℓ again satisfy a perturbed Cauchy-Riemann
equation. When the moduli spaceMT,L is made up of curves with no nodes,
i.e., for which the trees T1,1, ..., TL,NL are trivial, the moduli spaces Mℓ,k =
MTℓ,k are again moduli spaces of connected branched covers without nodes,
Mℓ,k =M~mℓ,k
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for new tuples ~mℓ,k = (~m
+
ℓ,k, ~m
−
ℓ,k), ~m
±
ℓ,k = (m
±
ℓ,k,1, ...,m
±
ℓ,k,n±ℓ,k
). Assuming
that the abstract perturbations νℓ,k = ν~mℓ,k for the moduli spaces Mℓ,k
are already chosen, compatibility with gluing in symplectic field theory now
means that the abstract perturbation ν = ν~m is chosen in such a way that
(hℓ,k, jℓ,k) satisfies the Cauchy-Riemann equation with perturbation νk,ℓ, i.e.,
is an element in the regular moduli space M
νℓ,k
ℓ,k ⊂ Mℓ,k. Observe that for
every level ℓ = 1, ..., L we have
|~mℓ,1|+ ...+ |~mℓ,Nℓ| = |~m|,
while for the number of punctures ♯~m = n = n+ + n− and ♯~mℓ,k = nℓ,k =
n+ℓ,k + n
−
ℓ,k we have
♯~mℓ,k < ♯~m.
It follows that the choice of the abstract perturbation ν~m depends only on
abstract perturbations ν ~m′ with ♯
~m′ < ♯~m and | ~m′| ≤ |~m|.
The correct setup for constructing perturbations ν = ν~m with the desired
properties is to study smooth transversal sections ν¯ in the cokernel bundle
Coker∂¯J over the compactification M of the moduli space M =M~m. More
precisely, we study smooth transversal sections in the cokernel bundle over
the quotient M/(Zm+ ×Zm−), i.e., we again forget the positions of the
asymptotic markers. Then the abstract perturbation ν = ν~m for the moduli
space M is given by the restriction ν = ν¯|M of the section to the interior,
while the abstract perturbations ν ~m′ for the moduli spaces for tuples
~m′
with ♯ ~m′ < ♯~m and | ~m′| ≤ |~m| determine ν¯ on the boundary ∂M =M−M
as follows:
Let (T,L) be a tree with level structure which represents curves with
no nodes, i.e., for which all trees Tℓ,k, ℓ = 1, ..., L, k = 1, ..., Nℓ are triv-
ial, and denote again Mℓ,k = MTℓ,k the corresponding moduli spaces of
branched covers. Let us further assume that MT,L is indeed a bound-
ary stratum, i.e., does not agree with the top stratum M. Denoting
by Cokerℓ,k ∂¯J the cokernel bundle over Mℓ,k /(Zm+ℓ,k
×Zm−ℓ,k
) with the
sets Zm±
ℓ,k
= Zm±
ℓ,k,1
×... × Zm±
ℓ,k,n
±
ℓ,k
of asymptotic markers at the posi-
tive, respectively negative punctures, recall that the cokernel bundle over
MT,L /(Zm+ ×Zm−) is given as sum of pullback bundles
CokerT,L ∂¯J = π
∗
1,1Coker
1,1 ∂¯J ⊕ ...⊕ π
∗
L,NL
CokerL,NL ∂¯J
under the projections
πℓ,k :MT,L /(Zm+ ×Zm−)→Mℓ,k /(Zm+ℓ,k
×Zm−ℓ,k
).
For the section ν¯ in the cokernel bundle over M/(Zm+ ×Zm−) we now re-
quire that the restriction νT,L to MT,L /(Zm+ ×Zm−) is given by
νT,L(h, j) = (ν1,1(h1,1, j1,1), ..., νL,NL(hL,NL , jL,NL))
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for (h, j) ∈ MT,L with h = (h1,1, ..., hL,NL), j = (j1,1, ..., jL,NL). In other
words, ν¯ is over MT,L given as sum of pullback sections
ν¯|MT,L = π
∗
1,1ν1,1 ⊕ ...⊕ π
∗
L,NL
νL,NL
with ν1,1, ..., νL,NL chosen before. Note that this makes sense, since all
sections νℓ,k indeed live in the cokernel bundle Coker
ℓ,k ∂¯J over the quotient
Mℓ,k /(Zm+ℓ,k
×Zm−ℓ,k
).
We defineM
ν¯
⊂M by pulling back the section ν¯ from the cokernel bundle
over M/(Zm+ ×Zm−) to the cokernel bundle over M and setting
M
ν¯
= ν¯−1(0).
Recall that we have seen in proposition 2.5 that the cokernel bundle Coker∂¯J
can be equipped with the structure of a smooth vector bundle over the
compactified moduli spaceM, which by proposition 1.4 is a smooth manifold
with corners. Since ν¯ is assumed to be smooth and transversal to the zero
section, it follows from a version of the implicit function theorem thatM
ν¯
is
a smooth submanifold with corners of M, which is furthermore neat in the
sense that
∂M
ν¯
=M
ν¯
∩ ∂M.
More precisely it follows that M
ν¯
is again a stratified space with strata
Mν¯T,L =M
ν¯
∩MT,L .
Since ν¯ is independent of the directions of the asymptotic markers at the
punctures, it follows that Zm+ ×Zm− still acts on the regular moduli space
M
ν¯
. Furthermore the conditions on the section ν¯ imply that for Mν¯T,L with
trivial trees T1,1, ..., TL,NL we have
Mν¯T,L =
L∏
ℓ=1
R
Nℓ−1×M
ν1,1
1,1 ×...×M
νL,NL
L,NL
/∆.
This motivates the following definition:
Definition 3.2: A section ν¯ in the cokernel bundle Coker∂¯J over the
compactified moduli space M is called coherent if it is the pullback of a sec-
tion in the cokernel bundle over the quotient M/(Zm+ ×Zm−), which over
each boundary stratum MT,L /(Zm+ ×Zm−) for trees with level structure
(T,L) with trivial trees T1,1, ..., TL,NL is given as sum
ν¯|MT,L = π
∗
1,1ν1,1 ⊕ ...⊕ π
∗
L,NL
νL,NL
of pullbacks of sections in the cokernel bundles CokerT1,1 ∂¯J ,...,Coker
TL,NL ∂¯J
under the projections
πℓ,k :MT,L /(Zm+ ×Zm−)→MTℓ,k /(Zm+
ℓ,k
×Zm−
ℓ,k
).
We emphasize that our notion of coherency is weaker than the usual
definition: While we just require that the abstract perturbations are of a
special form over each boundary stratum, one usually additionally requires
that for every moduli space one chooses a unique abstract perturbation in
the sense that if a moduli space appears in two different boundary strata
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the two perturbations agree. However it follows from our proof of theorem
3.3 that our weaker assumption indeed suffices to prove our desired result.
Let M1×Zm12 M2 ⊂ ∂M be an arbitrary codimension one boundary
stratum. Recall from subsection 2.1 that the restriction of Coker∂¯J to
M1 ×Zm12 M2 = M1×Zm12 M2 ⊂ M is given by the sum of pullback
bundles
Coker∂¯J |M1×Zm1,2M2
= π∗1Coker
1
∂¯J ⊕ π
∗
2Coker
2
∂¯J .
It directly follows from the definition that any coherent (and transversal)
section ν¯ in Coker∂¯J is given over M1 ×Zm12 M2 by
ν¯|M1×Zm12M2
= π∗1 ν¯1 ⊕ π
∗
2 ν¯2
with coherent (and transversal) sections in Coker
1
∂¯J , Coker
2
∂¯J , respectively.
Furthermore
M1×Zm12 M2
ν¯
=M
ν¯1
1 ×Zm12 M
ν¯2
2 .
3.3. Euler numbers for Fredholm problems. We have seen that the per-
turbation chosen for a moduli space explicitly depends on the perturbations
chosen for the moduli spaces forming the boundary of its compactification.
However, in this last section we prove that for any coherent and transversal
section ν¯ in Coker∂¯J in the sense of definition 3.2 the algebraic count of
elements in the regular compactified moduli space M
ν¯
is zero, independent
of all choices. Together with the discussion in 0.3 we have then shown that
branched covers over trivial orbit cylinders do not contribute to the differen-
tial of rational symplectic field theory, i.e., we have proven the main theorem.
Theorem 3.3: For the cokernel bundle Coker∂¯J over the compactifi-
cation M of every moduli space of branched covers over a trivial cylinder
with dimvirtM = dimM− rankCoker ∂¯J = 0 the following holds:
• For every pair ν¯0, ν¯1 of coherent and transversal sections in Coker∂¯J the
algebraic count of zeroes of ν¯0 and ν¯1 are finite and agree, so that we can
define an Euler number χ(Coker∂¯J) for coherent sections in Coker∂¯J by
χ(Coker∂¯J) := ♯(ν¯
0)−1(0) = ♯(ν¯1)−1(0).
• This Euler number is χ(Coker∂¯J) = 0.
Proof: We prove this statement for all moduli spaces of orbit curves by
induction on the number of punctures n ≥ 3.
Let ν¯ be a coherent and transversal section in Coker∂¯J . In order to see
that the zeroes of ν¯ can be counted to give a finite number, observe that it
follows from dimM− rankCoker∂¯J = 0 and the implicit function theorem
that ν¯−1(0) is a neat zero-dimensional submanifold of M, i.e., a discrete set
of points in M⊂M, which is compact as a closed subset of a compact set.
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Now let ν¯0 and ν¯1 be two coherent and transversal sections in Coker∂¯J .
In order to see that the numbers of zeroes ♯(ν¯0)−1(0) and ♯(ν¯1)−1(0) in-
deed agree, let ν¯01 be a section in the cokernel bundle Coker0∂¯J over
M0/(Zm+ ×Zm−), which is coherent and compatible with ν¯
0 and ν¯1 in the
sense that over each stratum
M0T,L,ℓ0 /(Zm+ ×Zm−)
=
MT1 ×...×MTℓ0−1 ×M
0
Tℓ0
×MTℓ0+1 ×...×MTL
∆× Zm+ ×Zm−
the restriction ν01T,L,ℓ0 = ν¯
01|M0T,L,ℓ0
is of the form
ν01T,L,ℓ0 = π
∗
1ν
0
T1 ⊕ ...⊕ π
∗
ℓ0−1ν
0
Tℓ0−1
⊕ π∗ℓ0ν
01
Tℓ0
⊕π∗ℓ0+1ν
1
Tℓ0+1
⊕ ...⊕ π∗Lν
1
TL ,
with the projections
πℓ,k :M
0
T,L,ℓ0 /(Zm+ ×Zm−)→M
(0)
Tℓ,k
/(Zm+ℓ,k
×Zm−ℓ,k
),
where ν0T1 , ..., ν
0
Tℓ0−1
and ν1Tℓ0+1
, ..., ν1TL are given by ν¯
0 and ν¯1, respectively.
Note that this implies that
ν¯01|
M01×Zm12
M2
= π∗1 ν¯
01
1 ⊕ π
∗
2 ν¯
1
2 ,
ν¯01|
M1×Zm12
M02
= π∗1 ν¯
0
1 ⊕ π
∗
2 ν¯
01
2 ,
ν¯01|{point}×M = ν¯
1 and ν¯01|M×{point} = ν¯
0
and that we can always find a section ν¯01 in Coker0∂¯J with the above
properties by iteratively extending as in 3.2 the sections from the boundary
of M0 to the interior of the moduli space. In particular, observe that by
proposition 1.2 the numbers of punctures of the curves in M01 and M
0
2 in
the codimension one boundary of M0 are strictly smaller than the number
of punctures of the curves in M0.
Note that by the propositions 1.4 and 2.5 the cokernel bundle Coker0∂¯J
over M0 can also be equipped with the structure of a smooth vector bundle
over a manifold with corners. With this we further again assume that ν¯01 is
a smooth and transversal section in Coker0∂¯J , which in turn implies that for
each stratumM0T,L,ℓ0 the underlying sections ν
0
T1
, ..., ν0Tℓ0−1
, ν01Tℓ0
, ν1Tℓ0+1
, ...,
ν1Tℓ0
of the cokernel bundles CokerT1 ∂¯J , ..., Coker
Tℓ0
0 ∂¯J , ..., Coker
TL ∂¯J are
again smooth and transversal. Now it follows from
dimM0− rankCoker0∂¯J = 1 + dimM− rankCoker∂¯J = 1
that the resulting regular moduli space
M0
ν¯01
= (ν¯01)−1(0) ⊂M0
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is a neat one-dimensional submanifold of M0. In other words, we have that
M0
ν¯01
is a one-dimensional manifold with boundary given by
∂M0
ν¯01
=M0
ν¯01
∩ ∂M0.
In order to determine the boundary of M0
ν¯01
observe that after setting
(
M01 ×Zm12 M2
)ν¯01
:= M0
ν¯01
∩
(
M01 ×Zm12 M2
)
,(
M1 ×Zm12 M
0
2
)ν¯01
:= M0
ν¯01
∩
(
M1 ×Zm12 M
0
2
)
,(
{point} ×M
)ν¯01
:= M0
ν¯01
∩
(
{point} ×M
)
,
and
(
M× {point}
)ν¯01
:= M0
ν¯01
∩
(
M× {point}
)
,
the boundary conditions for ν¯01 yield
(
M01 ×Zm12 M2
)ν¯01
= M01
ν¯01
1
×Zm12 M
ν¯1
2
2 ,(
M1 ×Zm12 M
0
2
)ν¯01
= M
ν¯0
1
1 ×Zm12 M
0
2
ν¯01
2
,(
{point} ×M
)ν¯01
= {point} ×M
ν¯1
,
and
(
M× {point}
)ν¯01
= M
ν¯0
× {point}.
All together it follows that the boundary of M0
ν¯01
is given by
∂M0
ν¯01
= (M
ν¯0
× {point}) ∪ ({point} ×M
ν¯1
)
∪
⋃
2<n1,n2<n
(
(M
ν¯0
1
1 ×Zm12 M
0
2
ν¯012
) ∪ (M01
ν¯011
×Zm12 M
ν¯1
2
2 )
)
,
where we take the union over all those codimension one boundary strata
of M0 where the number of punctures n1, n2 for M
0
1, M2 (and M1, M
0
2)
is strictly between two and the number of punctures n for M0, i.e., M
0
1,
M02 6= {point}.
Now since ∂M0
ν¯01
is the boundary of a one-dimensional manifold and
taking into account the orientation of the codimension one boundary of the
base space M0 it follows that
0 = #(M
ν¯0
× {point}) − #({point} ×M
ν¯1
)
+
∑
2<n1,n2<n
(
#(M
ν¯0
1
1 ×Zm12 M
0
2
ν¯01
2
) − #(M01
ν¯01
1
×Zm12 M
ν¯1
2
2 )
)
.
Note that here # refers to the orientation as boundary of (M0)ν¯
01
, which
itself is induced by the orientation of the cokernel bundle Coker0 ∂¯J over
M0. In order to show that
#(ν¯0)−1(0) = #M
ν¯0
= #M
ν¯1
= #(ν¯1)−1(0),
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i.e., to prove the existence of the Euler number χ(Coker∂¯J), it hence suffices
to show that
#(M
ν¯0
1
1 ×Zm12 M
0
2
ν¯012
) = 0
and #(M01
ν¯011
×Zm12 M
ν¯1
2
2 ) = 0
for every other boundary stratum:
For this observe that in order to have
#(M
ν¯0
1
1 ×Zm12 M
0
2
ν¯012
) 6= 0,
we in particular must have
M
ν¯0
1
1 ×Zm12 M
0
2
ν¯01
2
6= ∅,
which is equivalent to
M
ν¯01
1 6= ∅ and M
0
2
ν¯01
2
6= ∅.
Now since both ν¯01 and ν¯
01
2 are transversal, i.e., have zero as a regular value,
it follows that
dimM1− rankCoker
1
∂¯J = dimM
ν01
1 ≥ 0
and dimM02− rankCoker0
2
∂¯J = dim(M
0
2)
ν01
2 ≥ 0.
On the other hand, since
1 = dimM0− rankCoker0∂¯J
= 1 + dimM1+dimM
0
2− rankCoker
1
∂¯J − rankCoker0
2
∂¯J
it follows that we indeed must have equality, i.e.,
dimM1− rankCoker
1
∂¯J = dimM
ν01
1 = 0
and dimM02− rankCoker0
2
∂¯J = dim(M
0
2)
ν01
2 = 0.
In other words, we can immediately forget about all boundary components
M
ν¯01
1 ×Zm12 M
0
2
ν¯01
2
where the virtual dimension of M1 (and of M
0
2) is not
equal to zero, i.e., the underlying Fredholm index of ∂¯J is not equal to one,
where a corresponding statement clearly also holds for the boundary strata
M01
ν¯011
×Zm12 M
ν¯1
2
2 . In particular, observe that this would directly prove the
existence of the desired Euler number χ(Coker∂¯J ) if we were able to show
that none of the moduli spaces M1 or M2 appearing in the codimension
one boundary has virtual dimension zero. While this is typically the case
when the compactification is not “too large” , note that here there is no way
to exclude the latter from happening. However, at this point, we can now
make use of the induction hypothesis as follows:
Since the number of punctures for the moduli spaceM1 andM2 is strictly
smaller than the number of punctures for the original moduli spaceM, it fol-
lows that we do not only have Euler numbers χ(Coker
1
∂¯J ) and χ(Coker
2
∂¯J)
for coherent and transversal sections in the cokernel bundles Coker
1
∂¯J and
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Coker
2
∂¯J , but by assumption further know that they are zero. In other
words, we already know that
#1M
ν¯0
1
1 = χ(Coker
1
∂¯J) = 0, #2M
ν¯1
2
2 = χ(Coker
2
∂¯J ) = 0,
where #1, #2 refers to the algebraic count with respect to the orientation
on the cokernel bundle Coker1 ∂¯J , Coker
2 ∂¯J over M1, M2, respectively.
Denoting by #1, #2 further the algebraic count with respect to the induced
orientation on Coker10 ∂¯J , Coker
2
0 ∂¯J it follows that
#12(M
ν¯0
1
1 ×Zm12 M
0
2
ν¯012
) =
1
m12
·#1M
ν¯0
1
1 ·#2M
0
2
ν¯012
= 0,
#12(M
0
1
ν¯01
1
×Zm12 M
ν¯1
2
2 ) =
1
m12
·#1M
0
1
ν¯01
1
·#2M
ν¯1
2
2 = 0,
where #12 refers to the induced orientations on π
∗
1 Coker
1 ∂¯J ⊕π
∗
2 Coker
2
0 ∂¯J .
But since the algebraic counts # and #12 differ only by sign by proposition
2.7, it follows that
#(M
ν¯01
1 ×Zm12 M
0
2
ν¯01
2
) = 0, #(M01
ν¯01
1
×Zm12 M
ν¯12
2 ) = 0,
which proves the first part of the theorem.
It remains to prove χ(Coker∂¯J ) = 0:
But for this we must only observe that the rank of Coker∂¯J is always odd,
since it agrees with the dimension of M, which itself is the product of a
one-dimensional manifold with a complex manifold. Indeed, we have
rankCoker∂¯J = dimM = dim(S
1 ×M0,n) = 2(n − 3) + 1 ≡ 1 mod 2.
Following the idea of proving the vanishing of the Euler characteristic
for odd-dimensional closed manifolds, observe that for any coherent and
transversal section ν¯ in Coker∂¯J the section −ν¯ has the same property and
we have
χ(Coker∂¯J) = ♯(−ν¯)
−1(0) = − ♯ν¯−1(0) = −χ(Coker∂¯J),
implying χ(Coker∂¯J) = 0. 
4. Consequences
4.1. Action filtration on rational symplectic field theory. In this
section we want to discuss the implications of our main theorem on rational
symplectic field theory. While we have seen that the problem of achieving
regularity for moduli spaces already appears in the case of orbit curves,
which we however have settled above using obstruction bundles, note that
our method does not allow us to solve the problem for the other moduli
spaces studied in rational symplectic field theory. Beside the fact that we
cannot assume the nonregular moduli spaces to be manifolds in general,
we further cannot assume that the cokernels of the linearizations of the
Cauchy-Riemann operator fit together to give a vector bundle of the right
rank over the nonregular moduli space. For this recall that we have proven
the latter by a linearized energy argument in proposition 2.3 which is not
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available in the general case. In order to settle the transversality problem
in symplectic field theory H. Hofer, K. Wysocki and E. Zehnder invented
the theory of polyfolds, which however at the moment of writing this paper
is still on its way of being completed. While our result about orbit curves
in rational symplectic field theory is itself independent of the methods used
to achieve regularity in the general case, let us outline how our result can
be embedded in the general story:
While the most natural way consists in using our obstruction bundle
perturbations for the moduli spaces of orbit curves and extending them via
the polyfold theory to abstract perturbations for all other moduli spaces,
we claim that the statement of the main theorem is true independent
of the method used to define the coherent compact perturbations. In
particular it should hold for the abstract perturbations constructed using
the polyfold theory of [HWZ] as well as the domain-dependent Hamiltonian
perturbations used in [F1]. Since the analytical foundations of symplectic
field theory are not yet established, we cannot make the above statement
rigorous in full detail. However, let us point out the important consequences
of our result to symplectic field theory of which we are confident that they
can be shown once the analytical tools from polyfold theory are available.
Despite the fact that we can not make them rigorous by the aforemen-
tioned reasons, we decided to state them as propositions with proofs as it
is common in recent papers on symplectic field theory, see e.g. [B] and [EGH].
Proposition 4.1: For all choices of coherent compact perturbations ν
which make the perturbed Cauchy-Riemann operator ∂¯νJ = ∂¯J +ν transversal
to the zero section in an appropriate Banach space bundle (or polyfold)
setup, the algebraic count of elements in the resulting regular moduli space
M
ν
= (∂¯νJ )
−1(0) is zero. It follows that branched covers over orbit cylinders
do not contribute to the algebraic invariants of rational symplectic field
theory.
Proof: Here we proceed as in the proof of theorem 3.3 and prove the
statement by induction on the number of punctures. For every moduli space
of orbit curves M assume we are given an arbitrary coherent perturbations
ν¯0 and ν¯1, constructed e.g. using the polyfold theory of [HWZ], which,
after being added to ∂¯J , make all strata of the compactification M regular.
Using polyfold theory we can construct a compact perturbation ν¯01 of M0
so that, in the notation from before, the codimension one boundary strata
of the resulting regular moduli space M0
ν¯01
are again given by
(
M01 ×Zm12 M2
)ν¯01
= M01
ν¯01
1
×Zm12 M
ν¯1
2
2 ,(
M1 ×Zm12 M
0
2
)ν¯01
= M
ν¯0
1
1 ×Zm12 M
0
2
ν¯01
2
,(
{point} ×M
)ν¯01
= {point} ×M
ν¯1
,
and
(
M× {point}
)ν¯01
= M
ν¯0
× {point}.
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In particular we again have
#M
ν¯0
− #M
ν¯1
=
∑
2<n1,n2<n
(
#(M01
ν¯01
1
×Zm12 M
ν¯1
2
2 ) − #(M
ν¯0
1
1 ×Zm12 M
0
2
ν¯01
2
)
)
.
Using the induction hypothesis it follows as before that the right hand side
of the equation is equal to zero, so that
#M
ν¯0
= #M
ν¯1
,
i.e., the number of elements in the regular moduli space is independent of
any choice of coherent compact perturbations. Assuming in particular that
ν¯0 is a coherent compact perturbation resulting from a section in the cok-
ernel bundle Coker∂¯J as studied before, it follows that this number is zero. 
Like in Gromov-Witten theory and symplectic Floer homology the orbit
curves in symplectic field theory can be characterized by the fact that they
carry no energy in a certain sense, which, as in Floer homology, can be
expressed as difference of actions assigned to the asymptotic periodic orbits.
More precisely, we can introduce a natural action filtration on rational
symplectic field theory as follows:
The action
S(γ) =
∫
f∗γω,
which we defined in 0.2 using the spanning surface fγ for every closed Reeb
orbit γ, naturally defines an action filtration F on the chain algebras A and
P underlying contact homology and rational symplectic field theory. For
this observe that over the group ring over H2(V ) A and P are generated by
the formal variables qγ (and pγ) assigned to every good orbit γ in the sense
of [BM], so that for every monomial we can define
F(qγ−
1
...qγ−
n−
pγ+
1
...pγ+
n+
eA) :=
n−∑
k=1
S(γ−k )−
n+∑
ℓ=1
S(γ+ℓ ) + ω(A).
Note that in the contact case, i.e., where the one-form λ of the Hamiltonian
structure on V is contact and ω = dλ, we have ω(A) = 0 and the action for
the periodic orbits γ, i.e., the closed Reeb orbits, is given by integrating the
one-form λ along γ.
Corollary 4.2: Like in cylindrical contact homology the differential
in contact homology and rational symplectic field theory is strictly decreasing
with respect to the action filtration.
Proof: Since the differential d = dh = {h, ·} : P → P in rational
symplectic field theory, given by the generating function h ∈ P counting
holomorphic curves in R×V , satisfies a graded Leibniz rule, it is strictly
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decreasing with respect to F precisely when for every orbit γ,
〈dpγ , p
Γ+qΓ
−
eA〉 6= 0 implies F(pγ) > F(p
Γ+qΓ
−
eA)
and 〈dqγ , p
Γ+qΓ
−
eA〉 6= 0 implies F(qγ) > F(p
Γ+qΓ
−
eA),
where 〈dpγ , p
Γ+qΓ
−
eA〉 and 〈dqγ , p
Γ+qΓ
−
eA〉 denote the coefficients of
pΓ
+
qΓ
−
eA = pγ+
1
...pγ+
n+
qγ−
1
...qγ−
n−
eA
in the series expansion of dpγ and dqγ , respectively. On the other hand it
follows from the definition of d that
〈dpγ , p
Γ+qΓ
−
eA〉 = 〈{h, pγ}, p
Γ+qΓ
−
eA〉
= κγ 〈
∂ h
∂qγ
, pΓ
+
qΓ
−
eA〉
= ±κγ 〈h, p
Γ+(qΓ
−
qγ)e
A〉
with the Hamiltonian h ∈ P of rational symplectic field theory, and similar
for dqγ , so that the requirement on d is equivalent to requiring that
〈h, pΓ
+
qΓ
−
eA〉 6= 0 implies F(pΓ
+
qΓ
−
eA) > 0.
Note that here we use F(qγ) = −F(pγ). In order to see how this follows
from the above proposition, recall that 〈h, pΓ
+
qΓ
−
eA〉 is given by the al-
gebraic count of elements in the moduli space described by the monomial
pΓ
+
qΓ
−
eA, which consists of the curves which are asymptotically cylindrical
over the orbits γ±1 , ..., γ
±
n±
at the positive, respectively negative punctures
and represent the homology class A ∈ H2(V ). On the other hand recall
from 0.2 that the ω-energy of a holomorphic curve u in the moduli space can
be expressed in terms of the actions of the closed orbits γ±1 , ..., γ
±
n±
and the
integral of ω over the homology class A ∈ H2(V ) by
Eω(u) =
n+∑
k=1
S(γ+k )−
n−∑
ℓ=1
S(γ−ℓ ) + ω(A),
i.e., Eω(u) = F(qγ−
1
...qγ−
n−
pγ+
1
...pγ+
n+
eA). But since the algebraic count of
curves in moduli spaces of curves with Eω(u) = 0 is zero by proposition 4.1,
we get the desired result. 
Recall that this statement is trivial in the case of cylindrical contact ho-
mology and symplectic Floer homology since the only orbit curves in these
cases are trivial cylinders.
4.2. Marked points, differential forms and the spectral sequence
for filtered complexes. Since orbit curves are characterized by the fact
that they have trivial ω-energy and this quantity is preserved under taking
boundaries and gluing of moduli spaces, it follows that every algebraic
invariant of rational symplectic field theory has a natural analog defined
by counting only those orbit curves. More precisely, observe that the
generating function h ∈ P counting holomorphic curves in (R×V, J) can
be written as a sum h = h0+h>0 where h0 ∈ P is the generating function
for the curves with trivial ω-energy and h>0 the one for the curves with
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strictly positive ω-energy, which in turn immediately implies that also the
differential d = dh : P → P is given as a sum d = d0 + d>0 with d0 = d
h0 ,
d>0 = d
h>0 .
In the same way as we use the study of the boundaries of one-dimensional
moduli spaces (after quotiening out the R-action) to deduce the fundamental
identity {h,h} = 0 implying d2 = 0, it follows from the aforementioned
fact that the ω-energy is preserved under taking boundaries and gluing of
moduli spaces that we already have {h0,h0} = 0 and therefore d
2
0 = 0.
Even further it is clear that we already have {h0,γ ,h0,γ} = 0 where h0,γ is
the generating function counting all orbit curves over the closed Reeb orbit
γ ∈ P (V ) so that h0 =
∑
γ∈P (V ) h0,γ .
Denoting by Pγ the graded Poisson subalgebra of P generated only by
the variables pγk , qγk assigned to multiple covers of the chosen Reeb orbit γ,
observe that we have h0,γ ∈ Pγ so that d0,γ = {h0,γ , ·} defines a differential
on Pγ . We call its homology H∗(Pγ , d0,γ) the rational symplectic field
theory of γ.
While it follows from our main theorem that h0,γ = 0 and therefore
H∗(Pγ , d0,γ) = Pγ when no differential forms are chosen, let us spend the
remaining time studying what can be said about the general case described
in [EGH] when a string of closed differential forms is introduced:
To this end, let Θ = (θ1, ..., θN ) ∈ (Ω
∗(V ))N be a string of closed dif-
ferential forms. Abbreviating γ ~m
±
= (γm
±
1 , ..., γm
±
n± ), note that on every
moduli space M0,0,r(γ
~m+ , γ ~m
−
) of orbit curves with additional r marked
points w = (w1, ..., wr) ∈ S˙
r we have r evaluation maps
evi : M0,0,r(γ
~m+ , γ ~m
−
)/R → V, i = 1, ..., r
given by mapping the tuple (h, j, µ,w) ∈ M0,0,r(γ
~m+ , γ ~m
−
)/R to h(wi) ∈ V ,
which extend to the compactified moduli space M0,0,r(γ ~m
+ , γ ~m−)/R. Since
we still cannot expect the moduli spaceM0,0,r(γ
~m+ , γ ~m
−
) to be transversally
cut out by the Cauchy-Riemann operator, we must proceed as before and
choose coherent sections ν¯ in the cokernel bundles Coker∂¯J over the com-
pactified moduli spaces M = M0,0,r(γ ~m
+ , γ ~m−)/R to obtain the regular
moduli spaces
M0,0,r(γ ~m
+ , γ ~m−)/R
ν¯
= ν¯−1(0) ⊂M0,0,r(γ ~m
+ , γ ~m−)/R.
Assigning to each chosen differential form θi ∈ Ω
∗(V ) a graded formal
variable ti with deg ti = deg θi − 2 and abbreviating pm = pγm and qm =
qγm we let Pγ be the graded Poisson algebra of formal power series in the
variables pm with coefficients which are polynomials in the qm’s and formal
power series of the ti’s. Following [EGH] we define the generating function
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h0,γ ∈ Pγ by
h0,γ =
∑
~m±,~i
1
n+!n−!r!
∫
M0,0,r(γ ~m
+ ,γ ~m− )/R
ν¯ ev
∗
1 θi1 ∧ ... ∧ ev
∗
r θir p~m+q~m−t~i.
Theorem 4.3: For a chosen string of closed differential forms Θ =
(θ1, ..., θN ) ∈ (Ω
∗(V ))N the generating function h0,γ ∈ Pγ is given by
h0,γ =
∑
i:deg θi=1
∑
m∈N
m
∫
γ
θi · pmqmti.
Proof: Since the positions of the marked points are not fixed, it follows that
the dimension of the regular moduli space M0,0,r(γ
~m+ , γ ~m
−
)ν is given by 2r
plus the dimension of the underlying regular moduli spaceM0,0(γ
~m+ , γ ~m
−
)ν
with no additional marked points. In the case of true branched covers, i.e.,
M0,0(γ
~m+ , γ ~m
−
) 6= M0,0(γ
m, γm) it follows that M0,0,r(γ
~m+ , γ ~m
−
)ν has
dimension greater or equal to 2r + 1. In other words, the top stratum of
M0,0,r(γ ~m
+ , γ ~m−)/R
ν¯
has dimension greater or equal to 2r, which in turn
must agree with the degree of the differential form ev∗1 θi1 ∧ ... ∧ ev
∗
r θir
in order to get a nonzero contribution to h0,γ . In particular, at least one
differential form θik , k ∈ {1, ..., r} must have degree greater or equal to
two. On the other hand, observing that the image of the evaluation map
evk from M0,0,r(γ ~m
+ , γ ~m−)/R to V is clearly contained in the closed Reeb
orbit γ and that the pullback of a form on V under the inclusion map
γ →֒ V is nonzero only for forms of degree zero or one, it follows that
ev∗k θik = 0. So, while we have shown in this paper that moduli spaces of
true branched covers without additional marked points do not contribute to
the generating function h0,γ , it follows from the last observation that this
remains true when we introduce additional marked points and differential
forms by simple topological reasons. Finally, observe that for moduli spaces
of trivial cylinders the top stratum of M0,0,r(γm, γm)/R has dimension
2r − 1, so that here we might get nonzero contributions from moduli spaces
with one additional marked point if the corresponding differential form has
degree one. Since the moduli spaces of trivial cylinders are automatically
regular, it is easily seen that this contribution is given by integrating the
one-form along the closed Reeb orbit γ. 
Observe that the generating function is in general no longer equal to
zero when a string of closed differential forms is chosen, which implies that
the differential in rational symplectic field theory and contact homology
is no longer strictly decreasing with respect to the action filtration, where
we have set F(ti) = 0 for each formal variable ti. However, in order
to show how theorem 2.4.3 can be used to compute SFT invariants, we
follow [FOOO] in employing the spectral sequence for filtered complexes,
where for simplicity we restrict our attention only to the computation of
the contact homology for contact manifolds and symplectic mapping tori.
Recall from the introduction that in both cases the contact homology is
indeed well-defined.
54 OLIVER FABERT
Corollary 4.4: Let V be a contact manifold or a symplectic mapping
torus. Then there exists a spectral sequence (Er, dr) computing the contact
homology, E∞ = H∗(A, ∂), where the E
2-page is given by the graded
commutative algebra A0 which, in contrast to A, is now only freely generated
by the formal variables qγ with
∫
γ θi = 0 for all i = 1, ..., N .
Proof: First observe that it follows from the theorem of Arzela-Ascoli
that for any given maximal period T > 0 the set of closed Reeb orbits of
period ≤ T is compact. Together with the assumption that the contact
one-form λ is chosen generically in the sense that every closed orbit is
nondegenerate and hence isolated, it follows that the number of closed orbits
with period less or equal T is finite for every T > 0, so that, in particular,
the action spectrum {
∫
γ λ : γ ∈ P (V )} is a discrete subset of R
+. Note
that this automatically implies that the set of action values F(qΓ) ∈ R+,
Γ ⊂ P (V ) is discrete, and hence can be identified with the discrete set
{a1, a2, ...} ⊂ R
+ with ak ≤ ak+1.
Using this we equip the chain complex (A, ∂) underlying contact ho-
mology with a filtration (Fk A)k∈N by requiring that F
k A is spanned by
monomials qΓ with F(qΓ) ≤ ak. Note that it follows from the fact all curves
have nonnegative contact area that the differential is indeed respecting the
filtration, ∂ : Fk A → Fk A. Now we can use as in [FOOO] the spectral
sequence (Er, dr) for filtered complexes to compute the homology of (A, ∂).
In order to see how the theorem implies the corollary it suffices to observe
that the differential d1 : E1k,ℓ → E
1
k,ℓ−1 agrees with the part ∂0 of the
differential ∂ : A → A, which is counting only curves with zero contact
area, i.e., orbit curves. Hence E2 = H∗(A, ∂0) and it is easily deduced from
the fact that ∂0 satisfies the Leibniz rule that the latter agrees with A0 as
defined above.
On the other hand, for symplectic mapping tori one can use the splitting
of the chain complex with respect to the total period and again use the
compactness of the set of closed orbits of bounded period to get discreteness
of the action spectrum. 
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