Abstract: In microrobotics, visual servoing is often the only way to track the position of a robot or manipulator. To allow for automated high-speed micromanipulation, reliable highspeed visual servoing systems are needed. This paper presents a smart camera implementation that is capable of tracking multiple microrobots with an accuracy below 2 µm inside a working range of 120 × 80 mm 2 using a state of the art CMOS vision sensor. The implementation of the tracking algorithm was partly carried out in hardware to allow for predictable signal latency and high update rate. The system is capable of tracking a single robot with an update rate of over 200 Hz.
INTRODUCTION
In microrobotics, visual servoing is often used to track the position of robots, tools and specimens because no other sensors provide the required position information. Diederichs (2010) introduced a hardware-based robot tracking system. Based on this system, implemented a high-speed closed-loop trajectory control of mobile microrobots.
The tracking system is implemented on an field programmable gate array (FPGA) and is independent of the employed camera. However, only a basic parallel camera interface was supported. The de-facto standard of commercial high-speed cameras is CameraLink with throughput definitions that are higher than the throughput achievable by the system presented by Diederichs (2010) .
In this paper, several improvements to this system are presented. In Sec. 2, improvements to the hardware implementation are presented that improve the throughput of the system by a factor of four and make it capable of operating with the CameraLink protocol. Sec. 3 presents how multiple robots are tracked inside a single image with goals of constant latency, high update rate and adaptive behavior. In Sec. 4, architecture changes aiming at higher resolution and larger working field are discussed. Finally, Sec. 5 draws conclusions and gives an outlook to future work.
Related work
Fast closed loop control inside an SEM has been achieved . The employed algorithm is used for fine positioning of a tool inside a SEM. It can only operate if the tool carried by the nanorobot is inside the SEM view and can therefore not be used for coarse positioning. Additionally, as the tracking relies on the use of the SEM beam, it cannot be applied to other systems such as optical microscopes.
Hardware-based image processing was applied by different groups. An approach to track hand motion was presented by Johnston et al. (2005) . This approach relies on different colors of an object that must be held by the hand and is only pixel-accurate. An approach based on edge detection and a distance transform was reported by Arias-Estrada and Rodríguez-Palacios (2002) . This approach reaches a maximal update rate of 26 frames per second (fps) at VGA resolution. A hardware-software co-design architecture for object tracking using optical flow measurements with a performance of up to 30 fps was developed by Schlessman et al. (2006) . An approach aiming at high-speed uses particle filters for pixel precise object tracking (Cho et al., 2006) . Using this approach a frame-rate of 57 fps could be achieved for VGA images.
HARDWARE THROUGHPUT
Several changes had to be carried out to allow for the throughput CameraLink cameras provide.
The CameraLink base interface defines a throughput of 255 Mega Pixel per second (MP/s) (e.g. approx. 830 Hz at VGA resolution). The original system was able to perform tracking with 200 Hz at VGA resolution on a low cost FPGA (Spartan 3e). To allow for the use of CameraLink base on the same FPGA, the hardware system throughput has to be accelerated by a factor of four.
The CameraLink base specification defines a maximum pixel frequency of 85 MHz with three pixels transferred at a single clock cycle. The system is extended to process three pixels concurrently while the different steps of the center of gravity calculation are still performed pipelined.
The weighted center of gravity (c x , c y ) of a region containing N pixels p i is calculated by:
Original algorithm for a single pixel.
x(p i ) and y(p i ) are the x-and y-coordinates of p i , whereas v(p i ) is p i 's gray value with the subtracted threshold.
Algorithm
The goal of the algorithm is to map each pixel p x,y of the image with v(p x,y ) exceeding a certain threshold to a region R i and calculate the values c x and c y for each region. In Fig. 1 , the algorithm concept is sketched. A line FIFO stores the region each pixel of the previous line was assigned to (gray shading in Fig. 1 ). A region memory stores the values s x , s y , s v and the number of pixels for each of the regions.
The following steps are executed with the reception of each pixel p: The main challenge of this approach is that a single region is often recognized as multiple regions at first. To solve this problem, regions are joined together on the fly, if the region IDs left and above p are distinct. This introduces a second problem if the regions are scattered: The joined regions must be remembered to avoid multiple joining of the same region. As this joining can happen chained, some kind of pointer system for region IDs must be provided to determine the correct ID for the currently found one. The original implementation used presumptions on the region structure (no holes inside region) and used special pipelining steps to avoid region ID mapping that needed more than one clock cycle. These steps cannot be performed anymore if three pixels are processed at a single clock cycle. As a side effect, the new algorithm can be used for regions with holes. Fig. 2 shows the employed pipeline system. Each pipeline step performs its part to calculate Eq. 1 and Eq. 2. It operates with three different blocks. The separation of the first two blocks was necessary because the mapper step may need more than one clock cycle. Therefore, a buffer between the neighbors and the mapper is needed. A small buffer is sufficient because on the one hand cases that cause the mapper to consume multiple clock cycles are rare and, on the other hand, only pixels that have impact to a region are written to the FIFO. The third block is responsible for the final calculation of the region poses. As the float conversion as well as the float division need several clock cycles, a FIFO was inserted before the calcPositions pipelining element. This FIFO is filled with the values s x , s y and s v for the regions that are valid and in between user defined bounds. As the results of this block are written to the software accessible registers, this block is clocked with the processor local bus (PLB) clock.
Neighbors block
The first elements are clocked using the pixel clock that is produced by the attached camera. The maximum pixel clock for this elements is 85 MHz (Spartan3E) and 200 MHz (Virtex5), respectively.
The threshold step calculates v(p i ). This can easily done concurrently for three pixels at one clock cycle.
The neighbors step calculates the region membership of the current pixel p i . This is done as developed in Diederichs (2010) , but extended to calculate the regions of three pixels in a single clock cycle. The region membership calculation is done by checking the last pixel p i−1 , which is left of p i as well as the pixel that was stored inside in line FIFO and represents the pixel above p i . Fig. 1 shows the original approach. For valid pixels (v(p i ) > 0), the region IDs that are found left and above were transferred to the next pipelining step. If both regions were empty, a new region ID was assigned and flagged as new.
When processing three pixels at once (see Fig. 3 ), different combinations can occur that can result in three different regions transferred to the next pipeline element. The assignment of these regions depend on the values of the region IDs are assigned. Three regions are sufficient, because the pipeline structure guarantees:
This specific order of the region IDs will become relevant in later pipelining steps. The dataset consisting of the pixel data, the x and y position of p i and the determined region IDs will be written to the FIFO if any of the pixel data is = 0. The pipelining steps behind this first FIFO only work with valid data. The FIFO and the data reduction is necessary because the mapping pipelining block may need more than one clock cycle for its operation.
Main processing block
As the mapper step may need more than one clock cycle, a FIFO was in front of before the main process block. Additionally, the following pipeline steps may run with a different (faster) clock than the pixel clock.
The logic of the mapping step can be seen in Fig. 4 . The state machine starts in the Idle state. If the FIFO contains data, it changes to the fast mapping state. The fast mapping state can operate in a single clock cycle, if one of the following requirements is met for each region ID:
• the region ID is = 0
• the region ID is flagged new • • The center pixel reflects a separation between two regions • The current pixel set joins more than two regions • The current pixel set joins two regions that were not seen in the last step For all these cases, R 2 and R 3 are valid and distinct. If this is the case, the third pixel is held back for one cycle and forwarded as single value in the next cycle with its left and above region IDs as R 1 and R 2 .
The ExtractValid state is entered when the last image pixel was processed. It steps through the Lookup table and outputs all valid region IDs to the remaining pipeline. While the system is inside the ExtractValid state, an output flag indicating that the region IDs are to be used for result output is held high.
The next pipelining step (calcValues) calculates v(p i ) * x(p i ) and v(p i ) * y(p i ) for each pixel and in a second cycle sums the result of the multiplications.
The valueBuff element stores the current values of s x , s y , s v and the number of pixels for each region ID. Only the calculation for one region can be performed in a single step. This is due to the fact that the used RAM structure is dual ported and one of the ports is needed to write the new values of a region ID to the RAM. The second port is used to look up the values of the current region or the values of a region that is to be joined to the current one. In the second case, the values of the current region were cached in the last step. This means that joining can only happen to a region that was the valid region in the previous step. This is obeyed by the mapper element by using the special state Hold Back.
If a region is joined, the id of the now unused region is written to the freeIds element.
If the result output flag set by the mapper element is high, the values s x , s y , s v and the number of pixels for the incoming region ID are written to the attached FIFO if the number of pixels is within user defined bounds. Additionally, the region ID is written to the freeIds buffer.
Final block
The elements behind the last FIFO only operate on data that is extracted at the end of an image. As the results are transfered to the registers that are read out by the embedded processor using the PLB clock, this part of the pipeline is clocked using this clock.
The calcPositions pipelining block calculates c x and c y by first converting the summed values s x , s y and s v to 32 bit floating point values and then performing a floating point division. It uses two Xilinx floating point cores.
The toFloat core is a pipelined system that converts a 48 bit signed value to a 32 bit floating point value. It needs exactly seven cycles for this operation. The divider core divides two floating point values. The result can be used after 27 clock cycles. The region positions are then transferred to the registers that can be accessed by the CPU via the PLB. A simple state machine is used to control the floating point cores as well as the FIFO commands. When all regions have been calculated and transferred to the registers, an interrupt is triggered.
Full camera link
The pipeline can be used with full camera link if a fast FPGA like the Xilinx Virtex5 is used. On this kind of system, the pixel clock part can run with up to 170 MHz. As CameraLink full transfers eight concurrent pixels with a maximum frequency of 85 MHz, The pipeline can be used if it processes four pixels at a single clock cycle. This extension is possible, as calculating the neighborhood of four concurrent pixel also results in three different regions. R 1 and R 2 are representing the region IDs of the first two pixels and R 3 represents the region ID of the third pixel, which can be either the region ID of the pixel above p i+2 or a new region. R 3 can be used for p i+3 additionally and assigned analogous to R 2 (see region assignment 2 and Eq. 3).
An additional pipeline element must be prepended that takes eight concurrent pixels with a pixel clock of 85 MHz as input and outputs four concurrent pixels with a pixel clock of 170 MHz. 
TRACKING OF MULTIPLE ROBOTS
Tracking of multiple robots in a single picture can be done easily by grouping two regions r 1 and r 2 with the minimal distance with the following equations:
phi(robot) = atan2(y(r 2 ) − y(r 1 ), x(r 2 ) − x(r 1 )); (6) However, capturing a full image results in low update rates and long latencies. Additionally, using the described simple approach above, it is not guaranteed which robot is found first introducing additional jitter to the latency.
The robot tracking is executed on the embedded processor inside an interrupt service routine triggered by the region finder hardware component. It can operate in two different states. In the initialization state, the full image is captured with a low update rate and all regions are mapped to robot positions. The robot center positions are stored in a list and the program enters the fast tracking state.
Operating in the fast tracking state, the program uses a single ROI that covers the regions of one robot (see Fig.  6 ). The position of the ROI is changed at each interrupt to the last known position of the next robot in the list.
For each robot, a different CAN id is used for the position update. The robots are able to find the correct CAN id themselves. The robots can also determine the update rate as well as the latency of the sensor update. The update rate of the ROI f ROI depends on the employed camera system as well as the needed ROI size. As a ROI of the same size is used for all robots in the system, the image update rate f ROI is constant. The position update rate f robot for each robot is dependent on the number of robots c r recognized by the tracking system. 
Thus, the update rate depends on the number of robots, whereas the sensor signal latency stays constant:
The size of the ROI has to reflect the robot movement speed as well the update rate, to make sure that the robot's LEDs are inside the ROI at the next update. If the ROI is to small, a region could have moved out, so that the robot position is not trackable any more or the results is incorrect.
If a robot is not found anymore, the initialization state is entered again. This can also be triggered by a special CAN message, e.g. if a robot is powered on and the tracking system is already inside fast tracking mode.
SMART CAMERA SYSTEM

Employed Camera
Aiming at high precision, a camera with high resolution and low physical pixel size was employed. The camera used with the previous system (Diederichs, 2010; has a resolution of 752 × 480 pixels and a physical pixel size of 6 × 6 µm.
The new camera has a resolution of 2592 × 1944 pixels and a physical pixel size of 2.2 × 2.2 µm 2 . Because of the high resolution, the new camera has a low update rate of about 10 Hz at full resolution. To obtain fast update rates, the tracking has to be performed inside a ROI (see Sec. 3). The camera was mounted 80 mm beneath the glass surface (see Fig. 7 ) and uses a wide angle lens (focal length: 4 mm). With this configuration, the field of view has a physical size of 120 × 80 mm 2 .
Using this camera, a ROI for the fast tracking has the dimensions of 360 × 360 pixels, resulting an a ROI update rate f ROI of 205 Hz.
Distortion
As shown in Fig. 8a , the image is distorted by the lens. This leads to nonlinearity of the robot position, especially at the border regions of the image. To reduce the nonlinearity, a barrel distortion is assumed ad corrected. A full image distortion correction is not feasible for the speed the system is designed to perform. However, correcting the distortion of the region positions is a satisfactory approximation to reduce nonlinearity.
A simple barrel distortion model is (Bailey, 2002) :
where r u and r d are the distances from the center of distortion (c) in the undistorted and distorted images, respectively, as shown in Fig. 8b and c. k is the lens specific distortion parameter. Each pixel's coordinates p u of the undistorted image can be given as a function to the coordinates of a pixel in the distorted image p d :
Using 9 with 10:
The lens specific distortion parameter k as well as the center of the lens c were computed offline. As the robot position does not need to have its center at the image's top-left pixel, adding c in Eq. 11 can be omitted.
With this equation, the distortion correction for each region can be performed using six multiplications, two subtractions and three additions. These operations need approx. 12.5 µs on the embedded processor, which is negligible for a small number of regions.
Sensor evaluation
The weighted center of gravity result is highly dependent on the brightness of the image as well as the threshold used for the calculation. Additionally, the linearity of this approach has not yet been analyzed. First, the impact of the brightness and the threshold on the signal noise is evaluated. For this experiment, a single robot was left stationary while the camera shutter time and the threshold were altered. For each combination 500 signal samples were recorded. The experiment was repeated at two different positions: at the lens center and at the border of the field of view. For each position the experiment was performed with two different angles. Fig. 9a shows the visual representation of the signal noise standard deviation in x-direction dependent on the shutter time and threshold for the center position. The experiment shows that the signal noise is lower for long shutter times and low thresholds. Both values must be carefully chosen to avoid that two regions are recognized as a single region. for the employed camera, the shutter time affects the update rate. As a high update rate is desired, the shutter time should be chosen shutter time as low as possible for the desired accuracy.
The achievable noise standard deviation is below 100 nm.
The min-to-max jitter (distance between the minimal position value and the maximum position value) is below 600 nm for the best configurations. The min-to-max jitter of different configurations is shown in Fig. 9c .
The angle of the robot has no impact on the results of the experiment. The results of the border position show a higher noise level, but the overall shape is similar to Fig.  9 . The best achievable standard deviation and min-to-max jitter at the border are 180 nm and 1.6 µm, respectively.
To examine the sensor's linearity, a measurement was conducted against a reference sensor. For this purpose, an optical microscope was mounted above the robot and a 50 µm glass sphere was tracked in the microscope's image.
The maximum noise and thus accuracy of the microscopebased tracking system is approx. 250 nm, which is sufficient as a reference to the camera-based LED tracking. The mobile robot was then closed-loop positioned to a linear grid spanning 1 px of the LED tracking (see Fig. 9c ). Each position was approached and measured with the reference sensor. There is virtually no non-linearity and the deviations between the two sensors are caused by the noise.
CONCLUSIONS AND FUTURE WORKS
A smart camera system for tracking of mobile microrobots with noise below 1.6 µm within a working range of 120 × 80 mm 2 was developed. The system uses a hardware-based region tracking algorithm that is capable of throughputs of up to 640 MP/s. Multiple robots can be tracked inside a single image with constant latency and update rate. A lens distortion correction was employed to reduce nonlinearity of the sensor system. It was shown that the configuration of the camera brightness and the threshold of the region tracking system has great impact on the sensor noise. As a result of this evaluation, the sensor noise in the center of the tracking viewfield can be reduced below 600 nm with a standard deviation below 100 nm.
As the tracking system was extended to support the CameraLink protocol, future work will include tracking experiments with high speed cameras with maximum throughput. The main challenge will be to maintain the achieved accuracy despite a larger physical pixel size and stronger illumination requirements of high-speed cameras.
Additionally, the tracking of specimen and tools carried by the microrobot using other hardware-based tracking algorithms will be explored in the future.
