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Résumé
Cette thèse est constituée de deux parties. La première traitera d’une variante du
théorème du point fixe de Banach et de ses applications à diverses équations aux dérivées
partielles (EDP) ayant la forme abstraite
Lu+Q(u) = f.
Le résultat principal de cette première partie affirme qu’une équation de cette forme
admet une solution u, si la donnée f satisfait une certaine condition de petitesse. Ce
résultat, que nous nommerons la méthode du point fixe, a l’avantage d’être relativement
simple à utiliser et peut s’appliquer à une large variété d’EDP ; cependant l’existence de
solutions n’est garantie que pour des données « petites ». Les équations qui seront traitées
dans cette thèse sont les équations jacobiennes, les équations elliptiques non-linéaires, des
problèmes de transport et l’équation des ondes semi-linéaire.
La seconde partie de la thèse traitera du problème des deux puits en dimension deux{ ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω.
Pour le cas non-dégénéré det(A),det(B) 6= 0, nous montrons un résultat de non-
existence de solutions régulières par morceaux si A et B sont non-orthogonales. Pour les
cas dégénéré et semi-dégénéré, nous donnerons une caractérisation de l’enveloppe rang-un
connexe de SA∪SB ainsi que plusieurs résultats d’existences de solutions lipschitziennes et
affines par morceaux. Enfin, pour les trois cas, nous construirons explicitement plusieurs
solutions non-triviales pour des conditions de bord u0 bien choisies.
Mots-clés : point-fixe, équations aux dérivées partielles, équations elliptiques, équa-
tion de Monge-Ampère, équations hessiennes, équation des ondes, problème des deux
puits, enveloppe rang-un convexe.

Abstract
This thesis consists of two parts. The first part is about a variant of Banach’s fixed
point theorem and its applications to several partial differential equations (PDE’s), abs-
tractly of the form
Lu+Q(u) = f.
The main result of this first part asserts that an equation having this form admits a
solution u if the datum f satisfies a certain smallness assumption. This result (we call it
the fixed point method) is relatively simple to use and can be applied to a large variety of
PDE’s. The downside is that it guarantees the existence of solutions only for "small" data.
The equations we deal with are Jacobian equations, non-linear elliptic PDE’s, transport
problems and the semi-linear wave equation.
The second part of the thesis treats the two well problem in two dimensions{ ∇u ∈ SA ∪ SB almost everywhere in Ω
u = u0 on ∂Ω.
For the non-degenerate case det(A),det(B) 6= 0, we show a non-existence result for
piecewise regular solutions if A and B are non-orthogonal. For the degenerate and semi-
degenerate cases, we give a characterisation for the rank-one convex hull of SA ∪ SB and
several existence results for Lipschitz and piecewise affine solutions. Finally, for each case,
we construct several explicit non-trivial solutions for well-chosen boundary conditions u0.
Keywords : fixed point, partial differential equations, elliptic equations, Monge-
Ampère equation, Hessian equations, wave equation, two well problem, rank-one convex
hull.
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CHAPITRE 1
INTRODUCTION
1.1 La méthode du point fixe et applications
La première partie de cette thèse traite d’un résultat basé sur le théorème du point
fixe de Banach et de ses applications à diverses équations aux dérivées partielles (EDP).
Plus précisément, nous considérons une équation abstraite de la forme
Lu+Q(u) = f (1.1)
où u est l’inconnue, L est un opérateur linéaire inversible, Q est un opérateur non-linéaire
et f est une fonction donnée. Le résultat principal de cette première partie affirme qu’une
équation de la forme (1.1) admet une solution, si la donnée f satisfait une certaine condi-
tion de petitesse.
De nombreuses classes d’EDP peuvent s’exprimer comme (1.1) et donc servir d’appli-
cation pour le résultat principal ; c’est ce que nous nommerons la méthode du point fixe.
Les équations traitées dans cette thèse sont les équations jacobiennes (chapitre 3), les
équations elliptiques non-linéaires (chapitres 4 à 6), des problèmes de transport (chapitre
7) et l’équation des ondes semi-linéaire (chapitre 8).
1.1.1 Le résultat principal
Voici le résultat sur lequel se base la première partie de la thèse (théorèmes 2.2 et 2.4).
Théorème 1.1.
(HXY ) Soient X1 ⊃ X2 des espaces de Banach et Y1 ⊃ Y2 des espaces normés, tels
que toute suite {uν} ⊂ X2 satisfait la propriété{
uν
X1−→ u
‖uν‖X2 ≤ r
⇒
{
u ∈ X2
‖u‖X2 ≤ r.
1
(HL) Soit une application linéaire L : X2 → Y2 inversible à droite, c’est-à-dire qu’il
existe L−1 : Y2 → X2 tel que LL−1 = idY2 ; soient également des constantes k1, k2 > 0
telles que ∥∥L−1f∥∥
Xi
≤ ki ‖f‖Yi , ∀ f ∈ Y2, i = 1, 2.
(HQ) Soient ρ > 0 et une application non-linéaire Q tels que Q(0) = 0,
Q : Bρ =
{
u ∈ X2 : ‖u‖X1 ≤ ρ
}→ Y2
et, pour tout u, v ∈ Bρ,
‖Q(u)−Q(v)‖Y1 ≤ c1(‖u‖X1 , ‖v‖X1) ‖u− v‖X1 (1.2)
‖Q(u)‖Y2 ≤ c2(‖u‖X1) ‖u‖X2 , (1.3)
où c1, c2 sont des fonctions séparément croissantes telles que{
c1 ∈ C0(R+ × R+;R+), c1(0, 0) = 0,
c2 ∈ C0(R+;R+), c2(0) = 0.
Alors il existe ε > 0 tel que pour tout f ∈ Y2 satisfaisant l’inégalité
‖f‖Y1 ≤ ε, (1.4)
le problème
Lu = Q(u) + f
admet une unique solution u ∈ Bρ satisfaisant
‖u‖Xi ≤ 2ki ‖f‖Yi , i = 1, 2.
Le théorème 1.1 a plusieurs avantages pratiques. D’abord, il ne requiert que des hy-
pothèses naturelles sur les données, dû au fait qu’il suffit de savoir résoudre l’équation
linéaire
Lu = f pour tout f ∈ Y2
et d’avoir de bonnes estimations sur la solution. De plus, la seule contrainte structurelle
est la non-linéarité de l’opérateur Q, donnée par les inégalités (1.2) et (1.3). En particulier,
les opérateurs sur-linéaires de la forme Q(u) = u|u|p, avec p > 0 sont admissibles.
En contrepartie, l’existence de solutions n’est garantie que pour des données « pe-
tites » caractérisées par l’inégalité (1.4). Cette condition de petitesse est évidemment très
restrictive. Toutefois, dans certains cas, nous verrons qu’elle permet d’affablir certaines
autres conditions sur les données.
Le schéma d’application de la méthode du point fixe est essentiellement le même pour
toutes les EDP qui seront traitées par la suite :
1. linéariser l’équation, de sorte à lui donner la forme
Lu = Q(u) + f ;
2. fixer le cadre fonctionnel abstrait et vérifier les hypothèses (HXY ), (HL) et (HQ)
du théorème 1.1. La plus délicate à vérifier est toujours (HQ) ;
3. appliquer le théorème 1.1 et revenir à l’équation de base.
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1.1.2 Equations jacobiennes
La première application de la méthode du point fixe se fera sur les équations jaco-
biennes. Pour toute matrice M ∈ Rn×n et avec λi(M) ses n valeurs propres, nous définis-
sons la k-trace de M (ou le k-ème polynôme symétrique élémentaire des valeurs propres
de M) par
Sk : Rn×n → R,
Sk(M) :=
∑
1≤i1<···<ik≤n
λi1(M) . . . λik(M), 1 ≤ k ≤ n.
L’équation k-jacobienne (ou la k-ème équation jacobienne élémentaire) est l’équation dif-
férentielle
Sk(∇U) = f,
avec U l’inconnue et f une fonction donnée. En particulier,
S1(∇U) = tr(∇U) = div(U) et Sn(∇U) = det(∇U).
Notre premier résultat d’existence est le suivant (théorème 3.1).
Théorème 1.2. Soient r ∈ N et 0 < β ≤ α < 1, Ω ⊂ Rn ouvert, connexe, borné et dont
le bord est de classe Cr+2,α. Soient un entier 2 ≤ k ≤ n et une fonction f ∈ Cr,α(Ω) telle
que ˆ
Ω
[
f − (nk)] = 0, avec (nk
)
:=
n!
(n− k)! k! .
Alors il existe ε = ε(α, β, r,Ω, k) > 0 tel que pour tout f satisfaisant l’inégalité∥∥f − (nk)∥∥C0,β ≤ ε, (1.5)
le problème de Dirichlet {
Sk(∇U) = f dans Ω
U = id sur ∂Ω
admet une solution U ∈ Cr+1,α(Ω;Rn).
De plus, il existe une constante K = K(α, β, r,Ω, k) > 0 telle que
‖U − id‖Cr+1,α ≤ K
∥∥f − (ns)∥∥Cr,α .
Remarque 1.3.
(i) Dans le cas k = n, l’hypothèse (1.5) n’est pas nécessaire (Dacorogna-Moser [23]).
(ii) Les cas intermédiaires 2 ≤ k ≤ n−1 ont été étudiés notamment par Gianetti-Pisante
[33] dans le cadre d’opérateurs quasi-affines.
(iii) L’hypothèse de petitesse des données∥∥f − (nk)∥∥C0,β ≤ ε,
est intrinsèque à la méthode du point fixe et ne peut-être affaiblie. Elle a cependant
l’avantage de ne porter que sur la norme « basse » C0,β plutôt que la norme Cr,α.
3
1.1.3 Equations elliptiques non-linéaires
Notation 1.4. Soient Ω ⊂ Rn ouvert et F : Ω× R× Rn × Rn×n → R, F = F (x, y, z, ξ).
Alors pour tout u ∈ C2(Ω), nous notons
F [u] = F [u](x) := F (x, u(x),∇u(x),∇2u(x)), ∀ x ∈ Ω.
De plus, si F ∈ C1(Ω×R×Rn×Rn×n) et si nous notons Fy, Fz et Fξ les dérivées partielles
de F par rapport à y, z et ξ respectivement, alors nous définissons de la même manière
Fy[u], Fz[u] et Fξ[u].
Nous consacrerons plusieurs chapitres à l’application de la méthode du point fixe sur
des EDP elliptiques ayant la forme générale
F [u] = 0, dans Ω,
avec une condition au bord de type Dirichlet (chapitres 4 et 5)
u = ϕ sur ∂Ω,
ou, plus généralement, une condition de bord non-linéaire (chapitre 6)
G(x, u(x),∇u(x)) = 0, sur ∂Ω.
Ces équations ont été étudiées par énormément d’auteurs durant ces dernières décénies.
Des références complètes seront mentionnées plus loin dans la thèse.
Dans un premier temps (chapitre 4), nous étudions un problème de Dirichlet elliptique
linéarisé de la forme {
Lu+Q[u] = 0 dans Ω
u = ϕ sur ∂Ω.
et montrons des conditions suffisantes sur le terme non-linéaire Q afin de pouvoir appliquer
le théorème 1.1. Ceci nous permettra ensuite (chapitre 5) de travailler sur le problème
général {
F [u] = 0 dans Ω
u = ϕ sur ∂Ω,
pour lequel nous obtenons un résultat d’existence (théorème 5.3), essentiellement sous la
condition d’ellipticité
〈Fξ[ϕ](x)p ; p〉 ≥ Λ|p|2, ∀ (x, p) ∈ Ω× Rn,
avec Λ > 0, la condition d’unicité
Fy[ϕ](x) ≤ 0, ∀ x ∈ Ω
et la condition de petitesse induite par la méthode du point fixe
‖F [ϕ]‖C0,β(Ω) ≤ ε.
Le problème modèle est l’équation de Monge-Ampère{
det(∇2u) = f dans Ω
u = ϕ sur ∂Ω,
(1.6)
qui est une des équations non-linéaires les plus étudiées, pour laquelle nous énonçons ici
un résultat d’existence (théorème 5.11).
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Théorème 1.5. Soient r ∈ N, 0 < β ≤ α ≤ 1 et Ω ⊂ Rn ouvert, borné et de classe
Cr+2,α. Soit λ > 0 une constante. Alors il existe ε = ε(α, β, r,Ω, λ) > 0 tel que pour tout
f ∈ Cr,α(Ω), f > 0 et ϕ ∈ Cr+2,α(Ω) uniformément convexe satisfaisant∥∥f − det(∇2ϕ)∥∥
C0,β
≤ ε et ‖ϕ‖Cr+2,α ≤ λ,
le problème (1.6) admet une solution u ∈ Cr+2,α(Ω) uniformément convexe satisfaisant
‖u− ϕ‖Cr+2,α ≤ K
∥∥f − det(∇2ϕ)∥∥
Cr,α
.
où K = K(α, β, r,Ω, λ) > 0 est une constante.
Remarque 1.6. Il est intéressant de comparer ce théorème avec la littérature classique,
notamment Caffarelli-Nirenberg-Spruck [5], Trudinger-Wang [60] et Wang [72]. Ces au-
teurs ont établi que le problème (1.6) est résoluble dans C2,α sous les hypothèses optimales
– Ω ⊂ Rn ouvert, borné, uniformément convexe et de classe C3,
– f ∈ C0,α(Ω), avec 0 < α < 1, f > 0,
– ϕ ∈ C3(Ω), fortement convexe.
Le théorème 1.5 apporte les améliorations suivantes :
– généralisation de la géométrie de Ω (non-nécessairement convexe),
– gain de régularité sur Ω et ϕ (C2,α au lieu de C3).
Par contre, on exige que les données f et ϕ soient « proches » , plus précisément∥∥f − det(∇2ϕ)∥∥
C0,β
≤ ε,
où ε > 0, dont l’existence est donnée par le théorème 1.5, ne dépend pas de f .
Nous montrerons également un résultat d’existence pour un cas plus général de l’équa-
tion de Monge-Ampère (théorème 5.16)
det(∇2u(x)) = f(x, u(x),∇u(x)) dans Ω,
et pour les équations hessiennes (théorème 5.20)
Sk(∇2u) = f dans Ω.
1.1.4 Problèmes de transport
Nous appliquerons ensuite (théorème 7.6) la méthode du point fixe à un problème de
type Monge-Ampère issu de la théorie du transport optimal{
det(∇2u) = f dans Ω
∇u(Ω) = Ω, (1.7)
sous les conditions
f > 0,
ˆ
Ω
(f − 1) = 0. (1.8)
Ce problème a également été intensément étudié durant ces dernières décénies (notamment
par Caffarelli, Trudinger et Urbas).
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Théorème 1.7. Soient 0 < β ≤ α < γ ≤ 1, r ∈ N et Ω ⊂ Rn ouvert, borné, de classe
Cr+2,γ , connexe et dont le complémentaire est connexe. Alors il existe ε = ε(r, α, β, γ,Ω) >
0 tel que pour tout f ∈ Cr,α(Ω) satisfaisant (1.8) et
‖f − 1‖C0,β ≤ ε,
le problème (1.7) admet une solution strictement convexe u ∈ Cr+2,α(Ω) telle que
∇u ∈ Diff(Ω,Ω).
De plus, il existe une constante K = K(r, α, β, γ,Ω) > 0 telle que
‖u− ϕ0‖Cr+2,α ≤ K ‖f − 1‖Cr,α ,
où ϕ0(x) := 12 |x|2.
Remarque 1.8. Comme pour les résultats obtenus précédemment par la méthode du
point fixe, nous n’imposons aucune restriction sur la géométrie du domaine (voir, par
exemple, Urbas [65] qui demande que Ω soit uniformément convexe). Le principal incon-
vénient de notre méthode est toujours la petitesse des données
‖f − 1‖C0,β ≤ ε.
Suivant une démarche similaire (mais plus compliquée), nous montrerons également
un résultat d’existence (théorème 7.10) pour le problème plus général{
g(∇u) det(∇2u) = f dans Ω
∇u(Ω) = Ω∗,
avec Ω,Ω∗ ⊂ Rn et
f, g > 0,
ˆ
Ω
f =
ˆ
Ω∗
g
ainsi que des conditions de petitesse sur ‖f − g‖C0,β et dist (Ω,Ω∗).
1.1.5 L’équation des ondes semi-linéaire
La dernière application de la méthode du point fixe se fera sur l’équation des ondes
semi-linéaire {
utt −∆u+Q[u] = 0 : dans Rn × (0, T )
u(x, 0) = g(x), ut(x, 0) = h(x) : x ∈ Rn,
où Q[u] = Q[u](x, t) = Q(x, t, u(x, t)), pour lequel nous montrons un résultat d’existence
(théorème 8.4), pour n = 1, 2, 3, sous la condition de petitesse
‖Q[0]‖Cm(Rn×[0,T ]) + ‖g‖Cm+1(Rn) + ‖h‖Cm(Rn) ≤ ε,
avec
Q[0] = Q[0](x, t) := Q(x, t, 0), m :=
[
n+ 2
2
]
et des conditions structurelles minimales sur l’opérateur non-linéaire Q.
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Exemple 1.9. Soient n = 1, 2, 3, m :=
[
n+2
2
]
et T > 0. Soient f ∈ Cm(Rn × [0, T ]),
g ∈ Cm+1(Rn) et h ∈ Cm(Rn). Soit p ≥ m et le problème{
utt −∆u+ u|u|p = f : dans Rn × (0, T )
u(x, 0) = g(x), ut(x, 0) = h(x) : x ∈ Rn. (1.9)
Alors il existe ε = ε(T, p) > 0 tel que si f , g et h satisfont
‖f‖Cm + ‖g‖Cm+1 + ‖h‖Cm ≤ ε,
le problème (1.9) admet une solution u ∈ C2(Rn × [0, T ]) telle que
‖u‖C2 ≤ K (‖f‖Cm + ‖g‖Cm+1 + ‖h‖Cm) ,
où K = K(T, p) > 0 est une constante.
1.2 Le problème des deux puits
La seconde partie de cette thèse traite d’un problème d’inclusion différentielle appellé
le problème des deux puits. Etant donnés deux matrices A,B ∈ R2×2, un domaine Ω ⊂ R2
ouvert et borné, et une application u0 : Ω → R2, nous voulons trouver une application
u ∈W 1,∞(Ω,R2) satisfaisant le problème de Dirichlet{ ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω,
(1.10)
où, pour toute matrice M ∈ R2×2, on a noté
SM := SO(2)M =
{
RϕM : Rϕ =
(
cos(ϕ) − sin(ϕ)
sin(ϕ) cos(ϕ)
)}
.
Les « deux puits » en question sont les ensembles SA et SB . Nous allons traiter séparément
les trois cas de ce problème, en fonction du déterminant de A et B.
1.2.1 Le cas non-dégénéré
Le premier cas qui sera traité est celui où les matrices A et B sont régulières, c’est-à-
dire det(A),det(B) 6= 0. Dacorogna-Marcellini [12]-[14] et Müller-Sverak [49] ont montré
indépendamment l’existence de solutions lipschitziennes pour (1.10) sous la condition
u0 ∈ C1morc(Ω;R2), ∇u0 ∈ intR co(SA ∪ SB) presque partout.
Dans un premier temps (sections 9.1 et 9.2), nous allons montrer un résultat de non-
existence de solutions régulières par morceaux non-triviales pour le cas où A,B sont non-
orthogonales (théorème 9.13).
Théorème 1.10. Soit Ω ⊂ R2 ouvert et dont le bord est de classe C1morc. Soient A,B ∈
R2×2 des matrices inversibles telles que
0 < λ1(BA
−1) ≤ 1 ≤ λ2(BA−1),
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avec au moins une des inégalités stricte. Soit C ∈ R2×2 tel que C /∈ SA ∪ SB . Alors le
problème de Dirichlet { ∇u ∈ SA ∪ SB presque partout dans Ω
u(x) = Cx sur ∂Ω,
(1.11)
n’admet pas de solution u ∈ C1morc(Ω;R2) si l’une des conditions suivantes est vérifiée :
1. Ω est borné ;
2. Ω est convexe et la normale extérieure au bord possède au moins trois valeurs
distinctes.
Remarque 1.11.
(i) Ce théorème est une extension d’un résultat de Dacorogna-Marcellini-Paolini ([21],
théorème 28), qui ont établi la non-existence pour des domaines bornés dont le bord
possède au plus sept morceaux C1.
(ii) L’hypothèse des trois valeurs de la normale sur ∂Ω est nécessaire.
Dans un deuxième temps (section 9.3), nous allons analyser l’existence de solutions
affines par morceaux au problème (1.11) pour des domaines n’entrant pas dans le cadre
du théorème 1.10 : des demi-plans, des angles de plans, et des domaines non-convexes.
Nous faisons également le lien avec l’enveloppe rang-un convexe Rco(SA∪SB) des deux
puits, qui joue un rôle central dans l’existence de solutions pour des inclusions différen-
tielles ; en particulier, nous allons construire une condition de bord C ∈ intR co(SA ∪ SB)
pour laquelle (1.11) admet une solution affine sur un demi-plan.
1.2.2 Le cas semi-dégénéré
Le deuxième cas du problème des deux puits est celui où l’une des deux matrices est
singulière, c’est-à-dire det(A) 6= 0 et det(B) = 0. Ce cas est plus riche que le précédent, car
le fait qu’une matrice soit singulière permet plus de connexions de rang un dans les deux
puits, ce qui tend à favoriser l’existence de solutions affines par morceaux pour (1.11).
Nous commençons par montrer la caractérisation suivante de l’enveloppe rang-un
convexe des deux puits (théorème 10.6).
Théorème 1.12. Soient A,B ∈ R2×2 tels que
det(A) > 0, det(B) = 0 et λ2(BA−1) ≥ 1.
Posons E := SA ∪ SB . Alors l’enveloppe rang-1 convexe de E est caractérisée par
R co(E) = SO(2)
{
ξ ∈ R2×2 : ξ = sA+ tRϕB, Rϕ ∈ SO(2)
0 ≤ s ≤ det(ξ)det(A) , 0 ≤ t ≤ 1− det(ξ)det(A)
}
. (1.12)
Si, de plus, λ2(BA−1) > 1, alors l’intérieur de R co(E) est non-vide et est donné par la
même formule, mais avec des inégalités strictes partout.
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Remarque 1.13. La formule (1.12) est exactement celle que Sverak [57] a établi pour le
cas det(A) ≥ det(B) > 0, mais avec ici det(B) = 0.
Nous montrons ensuite deux résultats d’existence pour le cas semi-dégénéré : l’un
pour des solutions lipschitziennes (théorème 10.10), l’autre pour des solutions affines par
morceaux (théorème 10.11).
Théorème 1.14. Soit Ω ⊂ R2 ouvert et borné. Soient A,B ∈ R2×2 tels que det(A) > 0,
det(B) = 0 et λ2(BA−1) > 1. Soit E := SA ∪ SB . Soit u0 ∈ Aff(Ω;R2) tel que
∇u0 ∈ E ∪ intR co(E).
Alors il existe (un ensemble dense de solutions) u ∈W 1,∞(Ω;R2) satisfaisant le problème
de Dirichlet { ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω,
Remarque 1.15. En travaillant sur chaque morceaux séparément, le résultat est encore
vrai si u0 est affine par morceaux.
Théorème 1.16. Soient Ω ⊂ R2 ouvert, A,B ⊂ R2 avec det(A) 6= 0, det(B) = 0 et
λ2(BA
−1) > 1. Soient E := SA ∪ SB et le sous-ensemble D ⊂ ∂Rco(E) défini par
D :=
{
ξ = sRϕA+ tRθB : 0 < s =
det(ξ)
det(A)
, 0 < t < 1− s, Rϕ, Rθ ∈ SO(2)
}
.
Alors pour tout u0 ∈ Aff(Ω;R2) tel que
∇u0 ∈ E ∪D,
il existe une solution u ∈ locAffmorc(Ω;R2) au problème de Dirichlet{ ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω.
(1.13)
Remarque 1.17.
(i) Il est intéressant de comparer le théorème 1.16 avec le cas non-dégénéré, sur deux
points.
– Comme D ⊂ ∂Rco(E), il n’est plus nécessaire que ∇u0 ∈ intR co(E) pour ob-
tenir des solutions non-triviales. Cependant, la condition ∇u0 ∈ E ∪D n’est pas
nécessaire non-plus. Nous construirons notamment des solutions affines par mor-
ceaux admettant une donnée de bord satisfaisant ∇u0 ∈ intR co(E) (exemples
10.19, 10.20 et 10.24).
– Dans le cas non-dégénéré, des solutions localement affines par morceaux ne sur-
viennent que dans le cas orthogonal (A = I2, B = I−2 ), alors que dans le cas
semi-dégénéré, aucune restriction supplémentaire sur les matrices n’est imposée.
(ii) La preuve du théorème 1.14 est basé sur la méthode des catégories de Baire, employée
par Dacorogna-Marcellini [15] pour le cas non-dégénéré.
(iii) Le théorème 1.16 est obtenu via une réduction au cas scalaire et une construction
« pyramidale » explicite de la solution u (voir Cellina [7] et Friesecke [31]).
Par la suite (section 10.3), nous construisons quelques exemples explicites de solutions
affines par morceaux sur des demi-plans et des angles de plan.
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1.2.3 Le cas dégénéré
Le dernier cas du problème des deux puits est celui où les deux matrices sont singu-
lières, c’est-à-dire det(A) = det(B) = 0. Les matrices singulières ont la particularité de
simplifier l’expression des deux puits. Plus précisément, il existe deux vecteurs α, β ∈ R2
tels que
SA ∪ SB = SO(2)e1 ⊗ {α, β}.
Cette caractérisation des deux puits permet d’obtenir une formule explicite pour leur
enveloppe rang-un convexe (théorème 11.4).
Théorème 1.18. Soient A,B ∈ R2×2, det(A) = det(B) = 0. Soient α, β ∈ R2 tels que
SA ∪ SB = SO(2)e1 ⊗ {α, β} =: E.
Alors l’enveloppe rang-1 convexe de E est donnée par
R co(E) = SO(2)e1 ⊗ {sα+ tβ : −1 ≤ s, t, t+ s ≤ 1} ,
= SO(2)e1 ⊗ co({±α,±β}).
Si, de plus, α1β2 − α2β1 6= 0, alors
intR co(E) = SO(2)e1 ⊗ int co({±α,±β}) 6= ∅.
Nous montrons ensuite que la condition
u0 ∈ Aff(Ω,R2), ∇u0 ∈ E ∪ intR co(E)
est suffisante pour l’existence de solutions localement affines par morceaux (théorème
11.8) au problème de Dirichlet, cependant, nous ne sommes pas en mesure d’affirmer si
cette condition est nécessaire ou pas.
10
Première partie
La méthode du point fixe et
applications
11
12
CHAPITRE 2
LA MÉTHODE DU POINT FIXE
Dans ce chapitre, nous montrons plusieurs résultats d’existence abstraits basés sur le
théorème du point fixe de Banach. Ces résultats sont à la base de ce que nous nommerons
la « méthode du point fixe » permettant de résoudre des équations différentielles.
2.1 Le résultat principal
Rappelons d’abord le théorème du point fixe de Banach.
Théorème 2.1. Soit un espace de Banach B et une application T : B → B. Si T est une
contraction, c’est-à-dire il existe une constante 0 < K < 1 telle que
‖Tx− Ty‖B ≤ K ‖x− y‖B , ∀ x, y ∈ B
alors T admet un unique point fixe, c’est-à-dire il existe une unique solution à l’équation
Tx = x.
Démonstration. Ce résultat est classique. Voir par exemple Gilbarg-Trudinger [34], théo-
rème 5.1.
Voici le résultat principal du chapitre.
Théorème 2.2.
(HXY ) Soient X1 ⊃ X2 des espaces de Banach et Y1 ⊃ Y2 des espaces normés, tels
que toute suite {uν} ⊂ X2 satisfait la propriété{
uν
X1−→ u
‖uν‖X2 ≤ r
⇒
{
u ∈ X2
‖u‖X2 ≤ r.
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(HL) Soit une application linéaire L : X2 → Y2 inversible à droite, c’est-à-dire il existe
L−1 : Y2 → X2 tel que LL−1 = idY2 ; soient également des constantes k1, k2 > 0 telles que∥∥L−1f∥∥
Xi
≤ ki ‖f‖Yi , ∀ f ∈ Y2, i = 1, 2. (2.1)
(HQ) Soient ρ > 0 et une application non-linéaire Q tels que Q(0) = 0,
Q : Bρ =
{
u ∈ X2 : ‖u‖X1 ≤ ρ
}→ Y2
et, pour tout u, v ∈ Bρ,
‖Q(u)−Q(v)‖Y1 ≤ c1(‖u‖X1 , ‖v‖X1) ‖u− v‖X1 (2.2)
‖Q(u)‖Y2 ≤ c2(‖u‖X1 , ‖u‖X2), (2.3)
où c1, c2 : R+ × R+ → R+ sont des fonctions séparément croissantes telles que
c1(0, 0) = c2(0, 0) = 0.
Alors pour tout f ∈ Y2 satisfaisant les inégalités
2k1 ‖f‖Y1 ≤ ρ, (2.4)
c1(2k1 ‖f‖Y1 , 2k1 ‖f‖Y1) ≤
1
2k1
, (2.5)
c2(2k1 ‖f‖Y1 , 2k2 ‖f‖Y2) ≤ ‖f‖Y2 , (2.6)
il existe un unique u ∈ Bρ telle que
Lu = Q(u) + f et ‖u‖Xi ≤ 2ki ‖f‖Yi , i = 1, 2. (2.7)
Remarque 2.3.
(i) La preuve est reprise de Csato-Dacorogna-Kneuss [9] (théorème 18.1), qui l’ont
utilisé dans le cadre de l’équation de rappel pour les formes différentielles. Une
version simplifiée de ce résultat a été utilisée par Korn-Muntz pour l’équation des
surfaces minimales (voir [11], théorème 5.30).
(ii) L’hypothèse ci(0, 0) = 0 n’est pas nécessaire à la preuve, mais elle « force » la non-
linéarité de Q.
(iii) Les opérateurs sur-linéaires de la forme Q(u) = u|u|p, avec p > 0, satisfont les
hypothèses (2.2) et (2.3).
(iv) Si Q ≡ 0, alors il n’y a rien à montrer, car, en choisissant ci ≡ 0, nous constatons
que la conclusion est contenue dans l’hypothèse (HL).
Démonstration. Fixons f ∈ Y2 satisfaisant les inégalités (2.4)-(2.6). Pour tout u ∈ X2,
nous définissons l’application
N(u) := f +Q(u)
et la boule
B :=
{
u ∈ X2 : ‖u‖Xi ≤ 2ki ‖f‖Yi
}
.
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L’hypothèse (HXY ) assure que le sous-espace (B, ‖.‖X1) est fermé. De plus, l’inégalité
(2.4) assure que les inégalités (2.2) et (2.3) sont valables pour tout u, v ∈ B ⊂ Bρ.
Nous allons résoudre le problème
L−1N(u) = u
dans B. Ceci nous donnera une solution à (2.7), par l’hypothèse (HL). Pour cela, il suffit
de montrer que L−1N : B → B est une contraction et appliquer le théorème 2.1. Nous
procédons en deux étapes.
Etape 1. Montrons que L−1N : B → B est une contraction. Soient u, v ∈ B. Alors en
utilisant successivement les inégalités (2.1), (2.2) et (2.5) et le fait que c1 est séparément
croissante,∥∥L−1N(u)− L−1N(v)∥∥
X1
≤ k1 ‖N(u)−N(v)‖Y1
≤ k1 ‖Q(u)−Q(v)‖Y1
≤ k1c1(‖u‖X1 , ‖v‖X1) ‖u− v‖X1
≤ k1c1(2k1 ‖f‖Y1 , 2k1 ‖f‖Y1) ‖u− v‖X1
≤ 1
2
‖u− v‖X1 .
Etape 2. Montrons que L−1N : B → B est bien définie. Soit u ∈ B. D’une part,
l’inégalité (2.1) nous donne∥∥L−1N(0)∥∥
X1
≤ k1 ‖N(0)‖Y1 ≤ k1 ‖f‖Y1 ,
d’où, par l’étape 1,∥∥L−1N(u)∥∥
X1
≤ ∥∥L−1N(u)− L−1N(0)∥∥
X1
+
∥∥L−1N(0)∥∥
X1
≤ 1
2
‖u‖X1 + k1 ‖f‖Y1 ≤ 2k1 ‖f‖Y1 .
D’autre part, en utilisant successivement les inégalités (2.1), (2.3) et (2.6) et le fait que
c2 est séparément croissante,∥∥L−1N(u)∥∥
X2
≤ k2 ‖N(u)‖Y2
≤ k2 ‖Q(u)‖Y2 + k2 ‖f‖Y2
≤ k2c2(‖v‖X1 , ‖v‖X2) + k2 ‖f‖Y2
≤ k2c2(2k1 ‖f‖Y1 , 2k2 ‖f‖Y2) + k2 ‖f‖Y2
≤ k2 (1 + 1) ‖f‖Y2
= 2k2 ‖f‖Y2 .
Ainsi, nous avons bien L−1N(u) ∈ B, pour tout u ∈ B, ce qui achève la preuve.
Le résultat suivant consiste en un léger renforcement de l’hypothèse (HQ), permettant
de simplifier les conditions (2.4)-(2.6), ce qui le rend plus propice aux applications.
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Théorème 2.4. Sous les hypothèses du théorème 2.2, avec (HQ) remplacée par
(H ′Q) Soient ρ > 0 et une application non-linéaire Q tels que Q(0) = 0,
Q : Bρ =
{
u ∈ X2 : ‖u‖X1 ≤ ρ
}→ Y2
et, pour tout u, v ∈ Bρ,
‖Q(u)−Q(v)‖Y1 ≤ c1(‖u‖X1 , ‖v‖X1) ‖u− v‖X1 (2.8)
‖Q(u)‖Y2 ≤ c2(‖u‖X1) ‖u‖X2 , (2.9)
où c1, c2 sont des fonctions séparément croissantes telles que{
c1 ∈ C0(R+ × R+;R+), c1(0, 0) = 0,
c2 ∈ C0(R+;R+), c2(0) = 0.
Alors il existe ε > 0 tel que pour tout f ∈ Y2 satisfaisant l’inégalité
‖f‖Y1 ≤ ε, (2.10)
le problème
Lu = Q(u) + f
admet une unique solution u ∈ Bρ telle que
‖u‖Xi ≤ 2ki ‖f‖Yi , i = 1, 2.
Remarque 2.5.
(i) Le rajout de l’hypothèse de continuité des fonctions c1, c2 est naturelle, au vu des
équations différentielles qui seront traitées dans les chapitres suivants. Ceci sim-
plifie énormément les conditions suffisantes sur la donnée f , ici réduite à se situer
suffisament proche de 0 (inégalité (2.10)).
(ii) Il est possible de généraliser le théorème si l’inégalité (2.9) est remplacée par
‖Q(u)‖Y2 ≤ c2(‖u‖X1) ‖u‖
γ
X2
, avec 0 < γ < 1,
cependant, ceci nécessite la contrainte supplémentaire
‖f‖Y2 ≥
1
2k2
qui n’est pas naturelle, car elle exclut la possibilité que f ≡ 0. Ce cas inclut, notam-
ment, les applications Q dont la non-linéarité est sous-quadratique.
Démonstration. Par continuité des fonctions c1, c2 en 0, et par le fait qu’elles ne soient
pas identiquement nulles, il existe δ1, δ2 > 0 tels que
0 ≤ a ≤ δ1 ⇒ c1(a, a) ≤ 1
2k1
,
0 ≤ a ≤ δ2 ⇒ c2(a) ≤ 1
2k2
.
En posant,
ε :=
min{ρ, δ1, δ2}
2k1
> 0,
les inégalités (2.4)-(2.6) du théorème 2.2 découlent directement des hypothèses.
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2.2 Autres résultats
Le résultat suivant est une généralisation des théorèmes 2.2 et 2.4 qui permet de
résoudre des problèmes ayant une composante linéaire pouvant être rendue « petite ».
Théorème 2.6. Sous les hypothèses du théorème 2.2, avec (HQ) remplacée par
(HMQ) Soient ρ > 0, une application linéaireM et une non-linéaire Q tels que
M, Q,M+Q : Bρ =
{
u ∈ X2 : ‖u‖X1 ≤ ρ
}→ Y2,
Q(0) = 0 et, pour tout u, v ∈ Bρ,
‖Mu‖Yi ≤
1
4ki
‖u‖Xi , i = 1, 2
‖Q(u)−Q(v)‖Y1 ≤ c1(‖u‖X1 , ‖v‖X1) ‖u− v‖X1 ,
‖Q(u)‖Y2 ≤ c2(‖u‖X1) ‖u‖X2 .
où c1, c2 sont des fonctions séparément croissantes telles que{
c1 ∈ C0(R+ × R+;R+), c1(0, 0) = 0,
c2 ∈ C0(R+;R+), c2(0) = 0.
Alors il existe ε > 0 tel que pour tout f ∈ Y2 satisfaisant
‖f‖Y1 ≤ ε,
le problème
Lu =Mu+Q(u) + f
admet une unique solution u ∈ Bρ telle que
‖u‖Xi ≤ 2ki ‖f‖Yi , i = 1, 2.
Démonstration. La preuve est identique à celle des théorèmes 2.2 et 2.4.
Voici un cas particulier du théorème précédent, qui ne fait intervenir qu’une paire
d’espaces.
Corollaire 2.7.
(hXY ) Soient X un espace de Banach et Y un espace normé.
(hL) Soit une application linéaire L : X → Y inversible à droite, c’est-à-dire il existe
L−1 : Y → X tel que LL−1 = idY ; soit également une constante k > 0 telle que∥∥L−1f∥∥
X
≤ k ‖f‖Y , ∀ f ∈ Y.
(hMQ) Soient ρ > 0, une application linéaireM et une non-linéaire Q tels que
M, Q,M+Q : Bρ = {u ∈ X : ‖u‖X ≤ ρ} → Y,
Q(0) = 0 et, pour tout u, v ∈ Bρ,
‖Mu‖Y ≤
1
4k
‖u‖X ,
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‖Q(u)−Q(v)‖Y ≤ c(‖u‖X , ‖v‖X) ‖u− v‖X ,
où c ∈ C0(R+ × R+;R+) est séparément croissantes et c(0, 0) = 0.
Alors pour tout f ∈ Y et m > 0 satisfaisant les inégalités
‖f‖Y ≤
ρ
2k
,
c(2k ‖f‖Y , 2k ‖f‖Y ) ≤
1
4k
,
il existe une unique fonction u ∈ Bρ telle que
Lu = Q(u) + f et ‖u‖X ≤ 2k ‖f‖Y .
Démonstration. Les hypothèses du théorème 2.6 sont immédiates avec
X1 = X2 := X, Y1 = Y2 := Y,
c1 ≡ c, c2(a, b) := c(a, 0) b, ∀ a, b ≥ 0.
Le dernier résultat est très similaire au précédent, à la différence qu’il ne demande
l’inversibilité de l’opérateur linéaire L que dans un sous-espace de l’ensemble d’arrivée.
Théorème 2.8. (hXY ) Soient X un espace de Banach et deux espaces normés Y, Z tels
que Y ⊂ Z.
(hL) Soit une application linéaire L : X → Z inversible à droite sur Y , c’est-à-dire il
existe L−1 : Y → X tel que LL−1 = idY ; soit également une constante k > 0 telle que∥∥L−1f∥∥
X
≤ k ‖f‖Y , ∀ f ∈ Y. (2.11)
(hQ) Soient ρ > 0 et une application non-linéaire Q tels que
Q : Bρ = {u ∈ X : ‖u‖X ≤ ρ} → Y,
Q(0) = 0 et, pour tout u, v ∈ Bρ,
‖Q(u)−Q(v)‖Y ≤ c(‖u‖X , ‖v‖X) ‖u− v‖X , (2.12)
où c ∈ C0(R+ × R+;R+) est séparément croissantes et c(0, 0) = 0.
Alors pour tout f ∈ Y satisfaisant les inégalités
‖f‖Y ≤
ρ
2k
, (2.13)
c(2k ‖f‖Y , 2k ‖f‖Y ) ≤
1
4k
, (2.14)
il existe une unique fonction u ∈ Bρ telle que
Lu = Q(u) + f et ‖u‖X ≤ 2k ‖f‖Y . (2.15)
Démonstration. La preuve est identique à celle du théorème 2.2.
18
CHAPITRE 3
EQUATIONS JACOBIENNES
Les équations jacobiennes sont des équations différentielles faisant intervenir les valeurs
propres de la matrice jacobienne ∇U =
(
∂Ui
∂xj
)
1≤i,j≤n
d’une application U ∈ C1(Rn;Rn).
Pour toute matrice M ∈ Rn×n, nous notons {λi(M)}ni=1 les n valeurs propres de M , et
définissons, pour tout 1 ≤ k ≤ n, la k-trace de M (ou le k-ème polynôme symétrique
élémentaire des valeurs propres de M)
Sk : Rn×n → R,
Sk(M) :=
∑
1≤i1<···<ik≤n
λi1(M) . . . λik(M) = tr(adjk(M)),
où adjk(M) est la matrice des mineurs d’ordre k de M . Pour tout 1 ≤ k ≤ n, l’équation
k-jacobienne (ou la k-ème équation jacobienne élémentaire) est l’équation différentielle
Sk(∇U) = f,
avec f une fonction donnée. En particulier, les deux cas
S1(∇U) = tr(∇U) = div(U) et Sn(∇U) = det(∇U).
ont été intensément étudiés (voir [9] pour un historique détaillé). Les cas intermédiaires
2 ≤ k ≤ n − 1 ont été étudiés notamment par Gianetti-Pisante [33] dans le cadre d’opé-
rateurs quasi-affines.
Dans ce chapitre, nous allons démontrer un résultat d’existence pour un problème de
Dirichlet associé à l’équation k-jacobienne en utilisant la méthode du point fixe développée
dans le chapitre 2. Plus précisément, nous allons montrer que le problème{
Sk(∇U) = f dans Ω
U = id sur ∂Ω
admet une solution U ∈ C1,α(Ω;Rn) sous certaines conditions de petitesse sur f .
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3.1 Le résultat principal
Voici le résultat principal de ce chapitre.
Théorème 3.1. Soient
– r ∈ N et 0 < β ≤ α < 1 ;
– Ω ⊂ Rn ouvert, connexe, borné et dont le bord est de classe Cr+2,α ;
– un entier 2 ≤ k ≤ n et une fonction f ∈ Cr,α(Ω) telle que
ˆ
Ω
[
f − (nk)] = 0, avec (nk
)
:=
n!
(n− k)! k! . (3.1)
Alors il existe ε = ε(α, β, r,Ω, k) > 0 tel que pour tout f satisfaisant l’inégalité∥∥f − (nk)∥∥C0,β ≤ ε, (3.2)
le problème de Dirichlet {
Sk(∇U) = f dans Ω
U = id sur ∂Ω
(3.3)
admet une solution U ∈ Cr+1,α(Ω;Rn).
De plus, il existe une constante K = K(α, β, r,Ω, k) > 0 telle que
‖U − id‖Cr+1,α ≤ K
∥∥f − (nk)∥∥Cr,α , (3.4)
‖U − id‖C1,β ≤ K
∥∥f − (nk)∥∥C0,β , (3.5)
où id est la fonction identité sur Ω.
Remarque 3.2.
(i) Dans le cas k = n, l’hypothèse (3.2) n’est pas nécessaire ; il s’agit du théorème de
Dacorogna-Moser (voir [9] et [23]).
(ii) L’hypothèse de petitesse des données∥∥f − (nk)∥∥C0,β ≤ ε,
est intrinsèque à la méthode du point fixe et ne peut-être affaiblie. Elle a cependant
l’avantage de ne porter que sur la norme « basse » C0,β plutôt que la norme Cr,α.
Démonstration. La démonstration se déroule en trois étapes : nous allons d’abord linéari-
ser le problème (3.3) pour en extraire une composante linéaire, puis appliquer le théorème
2.4 et enfin conclure.
Etape 1 : linéarisation. Soit U une solution de (3.3) et posons
V := U − id, ∇V = ∇U − In,
avec In ∈ Rn×n la matrice identité. Alors la première équation de (3.3) devient
f = Sk(∇V + In) = Sk(In) + 〈∇Sk(In);∇V 〉+Q(V )
=
(
n
k
)
+
(
n−1
k−1
)
div(V ) +Q(V ),
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où
Q(V ) = Q(V )(x) := Sk(∇V (x) + In)− Sk(In)− 〈∇Sk(In);∇V (x)〉 . (3.6)
Le problème (3.3) alors équivalent au problème linéarisé{ (
n−1
k−1
)
div(V ) = f − (nk)−Q(V ) dans Ω
V = 0 sur ∂Ω.
(3.7)
Etape 2 : point fixe. Nous reformulons le problème (3.7) en termes d’opérateurs afin
de pouvoir lui appliquer le théorème 2.4. Soient les espaces de fonctions
X1 :=
{
V ∈ C1,β(Ω;Rn) : V |∂Ω = 0
}
, X2 :=
{
V ∈ Cr+1,α(Ω;Rn) : V |∂Ω = 0
}
,
Y1 :=
{
g ∈ C0,β(Ω) :
ˆ
Ω
g = 0
}
, Y2 :=
{
g ∈ Cr,α(Ω) :
ˆ
Ω
g = 0
}
.
Soient l’opérateur linéaire L : X2 → Y2 défini par
LV := (n−1k−1)div(V ), ∀ V ∈ X2
et l’opérateur Q : X2 → Y2 donné par (3.6). Vérifions les hypothèses du théorème 2.4.
1. L’hypothèse (HXY ) est satisfaite grâce à la proposition A.5.
2. L’hypothèse (3.1) nous permet d’invoquer le théorème B.1 et la remarque B.2 : L
est inversible à droite et il existe une constante K = K(α, β, r,Ω, k) > 0 telle que∥∥L−1g∥∥
Xi
≤ K ‖g‖Yi , ∀ g ∈ Y2, i = 1, 2.
Par conséquent, l’hypothèse (HL) est vérifiée.
3. Enfin, par les lemmes 3.4 et 3.3, Q(V ) ∈ Y2 pour tout V ∈ X2 et il existe une
constante c = c(α, β, r,Ω, k) > 0 telle que pour tout V,W ∈ X2 satisfaisant
‖V ‖X1 , ‖W‖X1 ≤ 1,
‖Q(V )−Q(W )‖Y1 ≤ c(‖V ‖X1 + ‖W‖X1) ‖V − Y ‖X1 , (3.8)
‖Q(V )‖Y2 ≤ c ‖V ‖X1 ‖V ‖X2 , (3.9)
ce qui correspond exactement à l’hypothèse (H ′Q).
Toutes les hypothèses du théorème 2.4 on été vérifiées. Ainsi, il existe ε > 0 tel que
pour toute fonction g ∈ Y2 satisfaisant
‖g‖Y1 ≤ ε,
il existe une solution V ∈ X2 au problème
LV = g +Q(V ), (3.10)
et
‖V ‖Xi ≤ 2K ‖g‖Yi .
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Etape 3 : conclusion. Par construction, le problème (3.10) est équivalent à (3.7). Donc,
par ce qui précède, (3.7) admet une solution V ∈ Cr+1,α(Ω;Rn) si∥∥f − (nk)∥∥C0,β ≤ ε.
En posant U := V + id, nous avons ainsi obtenu une solution pour le problème initial
(3.3), qui satisfait de plus les inégalités (3.4) et (3.5).
3.2 Un lemme technique
Dans cette section, nous allons démontrer en détail un résultat (utilisé dans le preuve
du théorème 3.1) donnant une estimation en norme hölderienne du reste du développement
d’ordre 1 de Sk.
Lemme 3.3. Soient Ω ⊂ Rn ouvert, borné, 0 < β ≤ α ≤ 1, r ∈ N, 2 ≤ k ≤ n, Λ > 0 et
Φ ∈ Cr+1,α(Ω;Rn) tel que
‖Φ‖Cr+1,α ≤ Λ. (3.11)
Pour toute fonction U ∈ Cr+1,α(Ω;Rn), posons
Q(U) := Sk(∇U +∇Φ)− Sk(∇Φ)− 〈∇Sk(Φ);∇U〉 .
Alors il existe une constante c = c(α, β, r,Ω, k,Λ) > 0 telle que pour tout U, V ∈
Cr+1,α(Ω;Rn) satisfaisant
‖U‖C1,β , ‖V ‖C1,β ≤ 1, (3.12)
nous avons les inégalités
‖Q(U)‖Cr,α ≤ c ‖U‖C1,β ‖U‖Cr+1,α , (3.13)
‖Q(U)−Q(V )‖C0,β ≤ c(‖U‖C1,β + ‖V ‖C1,β ) ‖U − V ‖C1,β . (3.14)
Démonstration. Soient U, V ∈ Cr+1,α(Ω;Rn) satisfaisant (3.12) et notons les dérivées
partielles U ji :=
∂Uj
∂xi
. Par la suite, nous noterons γi > 0 des constantes indépendantes de
U, V . La preuve se déroule en deux étapes.
Etape 1. L’expression Q(U) est une somme de mônomes de la forme, au signe près
U
jϕ(1)
iϕ(1)
. . . U
jϕ(t)
iϕ(t)
Φ
jϕ(t+1)
iϕ(t+1)
. . .Φ
jη(k)
iϕ(k)
,
où 2 ≤ t ≤ k et ϕ : {1, . . . , k} → {1, . . . , n} est une fonction injective. Fixons un entier
2 ≤ t ≤ k. Par inégalité triangulaire, il est suffisant de montrer les estimations (3.13) et
(3.14) pour un seul de ces termes, disons
Qt(U) := U
1
1 . . . U
t
tΦ
t+1
t+1 . . .Φ
k
k.
Par les propriétés de la norme hölderienne d’un produit (théorème A.7) et (3.11), nous
avons
‖Qt(U)‖Cr,α ≤ γ1
∥∥U11 . . . U tt∥∥Cr,α ∥∥Φt+1t+1 . . .Φkk∥∥Cr,α
≤ γ2
∥∥U11 . . . U tt∥∥Cr,α ‖Φ‖k−tCr+1,α
≤ γ3
∥∥U11 . . . U tt∥∥Cr,α .
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De la même façon, on trouve
‖Qt(U)−Qt(V )‖C0,β ≤ γ4
∥∥U11 . . . U tt − V 11 . . . V tt ∥∥C0,β .
Il est donc suffisant de montrer les estimations (3.13) et (3.14) pour le mônome U11 . . . U tt .
Etape 2. Nous renommons
Qt(U) := U
1
1 . . . U
t
t ,
et montrons par récurrence sur t les estimations (3.13) et (3.14).
Le cas t = 2. Nous voulons d’abord estimer
Q2(U) = U
1
1U
2
2 .
Le théorème A.7 nous donne directement
‖Q2(U)‖Cr,α ≤ γ1
(∥∥U11∥∥C0 ∥∥U22∥∥Cr,α + ∥∥U11∥∥Cr,α ∥∥U22∥∥C0)
≤ 2γ1 ‖U‖C1,β ‖U‖Cr+1,α .
Ensuite, nous pouvons écrire
Q2(U)−Q2(V ) = U11U22 − V 11 V 22 = U11 (U22 − V 22 ) + (U11 − V 11 )V 22 ,
d’où
‖Q2(U)−Q2(V )‖C0,β ≤
∥∥U11 (U22 − V 22 )∥∥C0,β + ∥∥(U11 − V 11 )V 22 ∥∥C0,β
≤ γ2
(∥∥U11∥∥C0,β ∥∥U22 − V 22 ∥∥C0,β + ∥∥U11 − V 11 ∥∥C0,β ∥∥V 22 ∥∥C0,β)
≤ γ2 (‖U‖C1,β + ‖V ‖C1,β ) ‖U − V ‖C1,β .
Nous avons ainsi obtenu les estimations (3.13) et (3.14) pour Q2.
Le cas t ≥ 2. Supposons que les estimations (3.13) et (3.14) soient vraies pour Qt, et
montrons-les pour Qt+1. Puisque
Qt+1(U) = Qt(U)U
t+1
t+1 ,
nous avons d’une part
‖Qt+1(U)‖Cr,α =
∥∥Qt(U)U t+1t+1∥∥Cr,α
≤ γ3
(‖Qt(U)‖C0 ∥∥U t+1t+1∥∥Cr,α + ‖Qt(U)‖Cr,α ∥∥U t+1t+1∥∥C0)
(par récurrence) ≤ γ4
(
‖U‖tC1 ‖U‖Cr+1,α + ‖U‖C1,β ‖U‖Cr+1,α ‖U‖C1
)
(par (3.12)) ≤ c ‖U‖C1,β ‖U‖Cr+1,α ,
ce qui montre (3.13). D’autre part,
‖Qt+1(U)−Qt+1(V )‖C0,β ≤
∥∥Qt(U)(U t+1t+1 − V t+1t+1 )∥∥C0,β
+
∥∥(Qt(U)−Qt(V ))V t+1t+1 ∥∥C0,β
(théorème A.7) ≤ γ5 ‖Qt(U)‖C0,β ‖U − V ‖C1,β
+K4 ‖Qt(U)−Qt(V )‖C0,β ‖V ‖C1,β
(par récurrence) ≤ γ6 ‖U‖tC1,β ‖U − V ‖C1,β
+K5(‖U‖C1,β + ‖V ‖C1,β ) ‖V ‖C1,β ‖U − V ‖C1,β
(par (3.12)) ≤ c(‖U‖C1,β + ‖V ‖C1,β ) ‖U − V ‖C1,β ,
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ce qui montre (3.14) et termine la preuve.
Lemme 3.4. Sous les mêmes notations que précédemment, supposons que
U ∈ Cr+1,α(Ω;Rn), U |∂Ω ≡ 0.
Alors ˆ
Ω
Q(U(x)) dx = 0.
Démonstration. Voir la preuve du théorème 8.35 dans Dacorogna [10].
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CHAPITRE 4
EQUATIONS ELLIPTIQUES
LINÉARISÉES
Ce premier chapitre consacré aux équations elliptiques non-linéaires traite le cas d’une
équation ayant une structure linéarisée. Plus précisément, nous allons traiter un problème
de la forme {
Lu(x) +Q(x, u(x),∇u(x),∇2u(x)) = 0 dans Ω
u = ϕ sur ∂Ω,
(4.1)
où L est un opérateur linéaire du deuxième ordre inversible et Q est une composante
sur-linéaire. Les résultats obtenus ici serviront à résoudre des problèmes plus généraux
dans le chapitre suivant.
4.1 Le résultat principal
Nous commençons par un résultat d’existence pour le problème (4.1) en utilisant la
méthode du point fixe. Les lemmes techniques employés dans la preuve seront montrés
plus loin.
Hypothèse 4.1. Soient
– un entier r ≥ 0 et 0 < β ≤ α < 1 ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– un opérateur
Lu = Lu(x) :=
〈
A(x);∇2u(x)〉+ 〈b(x);∇u(x)〉+ c(x)u(x), ∀ x ∈ Ω
tel que A ∈ Cr,α(Ω;Rn×n) et est définie strictement positive sur Ω, b ∈ Cr,α(Ω;Rn),
c ∈ Cr,α(Ω) et c ≤ 0 ;
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– un scalaire M > 0, le sous-ensemble PM défini par
PM := {(y, z, ξ) ∈ R× Rn × Rn×n : |y|, |z|, |ξ| ≤M};
– une application Q = Q(x, y, z, ξ) ∈ Cr,α(Ω× PM ) telle que
(y, z, ξ) 7→ Q(x, y, z, ξ) ∈ C1(PM ), ∀ x ∈ Ω, si r = 0, (4.2)
Qy :=
∂Q
∂y
∈ Cr,p(Ω× PM ) ∩ C0,1(Ω× PM ),
Qz :=
(
∂Q
∂zi
)n
i=1
∈ Cr,p(Ω× PM ;Rn) ∩ C0,1(Ω× PM ;Rn),
Qξ :=
(
∂Q
∂ξij
)n
i,j=1
∈ Cr,p(Ω× PM ;Rn×n) ∩ C0,1(Ω× PM ;Rn×n),
pour un certain p ∈ ]α, 1] et, pour tout x ∈ Ω et (yi, zi, ξi) ∈ PM (i = 1, 2), nous
avons l’inégalité
|Q(x, y1, z1, ξ1)−Q(x, y2, z2, ξ2)| ≤ C0(|yi|, |zi|, |ξi|)|(y1−y2, z1−z2, ξ1−ξ2)|, (4.3)
où C0 ∈ C(R6+;R+) est une fonction séparément croissante et C0(0) = 0 ;
– une constante λ > 0 telle que
‖Qy‖Cr,p , ‖Qz‖Cr,p , ‖Qξ‖Cr,p ≤ λ
ou, si r = 0,
‖Qy‖C0,1 , ‖Qz‖C0,1 , ‖Qξ‖C0,1 ≤ λ.
Pour alléger l’écriture, nous écrirons parfois
C0(|y|, |z|, |ξ|) au lieu de C0(|y|, |y|, |z|, |z|, |ξ|, |ξ|)
et
C0(|y|) au lieu de C0(|y|, |y|, |y|, |y|, |y|, |y|).
Nous noterons également, pour tout u ∈ C2(Ω)
Q[u] = Q[u](x) := Q(x, u(x),∇u(x),∇2u(x)),
en particulier,
Q[0] = Q(x, 0, 0, 0).
Remarque 4.2.
(i) Les hypothèses de régularité surQ ne peuvent a priori pas être simplifiées, à cause de
la nature très générale du terme non-linéaire. Cependant, ces hypothèses ne sont pas
nécessaires et il est possible de les réduire si l’on impose des conditions structurelles
supplémentaires sur Q. Par exemple, si les dérivées de Q ne dépendent pas de ξ,
alors, dans le cas r = 0, il suffit qu’elles soient de classe C0,p. Ce cas particulier sera
traité dans la section 4.3. Voir également l’exemple 4.7.
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(ii) Le cas linéaire Q(x, y, z, ξ) = y + z + ξ est exclu, car il demande que C0 ≡ 1, ce qui
est incompatible avec l’hypothèse C0(0) = 0.
(iii) Les cas où les variables (y, z, ξ) de Q sont séparément sous-linéaires sont exclus,
car il n’admettent pas de fonction C0 continue satisfaisant (4.3). Par exemple, pour
Q(y) := |y|p, 0 < p < 1, l’application
C0(y1, y2) :=
||y1|p − |y2|p|
|y1 − y2|
n’est pas continuement prolongeable en (0, 0).
Théorème 4.3. Sous les hypothèses 4.1, il existe
ε = ε (r, α, β, p,Ω,M, λ) > 0,
tel que pour tout ϕ ∈ Cr+2,α(Ω) satisfaisant l’inégalité
‖Q[0]‖C0,β + ‖ϕ‖C2,β ≤ ε, (4.4)
le problème de Dirichlet{
Lu(x) +Q(x, u(x),∇u(x),∇2u(x)) = 0 dans Ω
u = ϕ sur ∂Ω,
(4.5)
admet une unique solution u ∈ Cr+2,α(Ω). De plus, il existe une constante
K = K (r, α, β, p,Ω,M) > 0
telle que
‖u‖C2,β ≤ K (‖Q[0]‖C0,β + ‖ϕ‖C2,β ) ,
‖u‖Cr+2,α ≤ K (‖Q[0]‖Cr,α + ‖ϕ‖Cr+2,α) ,
Remarque 4.4.
(i) Il faut faire attention au fait que dans l’inégalité (4.4), il y a une dépendance en
Q des deux côtés de l’inégalité (ε dépend de bornes supérieures pour les dérivées
de Q). Ceci est le cas pour des problèmes de la forme Q(x, y, z, ξ) = f(x)q(y, z, ξ).
Par contre, si la variable x est séparée des autres par une somme, c’est-à-dire si
Q(x, y, z, ξ) = f(x) + q(y, z, ξ), alors il n’y a plus de problèmes (voir le corollaire
4.5).
(ii) En appliquant exactement la même démarche, le théorème se généralise facilement
à un problème de la forme{
Lu(x) +Q(x, u(x),∇u(x),∇2u(x)) = 0 dans Ω
u+R(x, u(x)) = 0 sur ∂Ω,
où R est une application non-linéaire, aux hypothèses similaires à Q.
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(iii) Si Q = Q(x) = f(x), alors le résultat est superflu, car le problème (4.5) est déja
sous une forme inversible pour tout (f, ϕ) ∈ Cr,α(Ω)× Cr+2,α(Ω).
Démonstration. Nous reformulons le problème (4.1) en termes d’opérateurs afin d’appli-
quer le méthode du point fixe. Soient les espaces de fonctions
X1 := C
2,β(Ω), X2 := C
r+2,α(Ω),
Y1 := C
0,β(Ω)× C2,β(Ω), Y2 := Cr,α(Ω)× Cr+2,α(Ω),
équipés de leur norme usuelle. Soient les opérateurs L,Q : X2 → Y2 définis par
L = Lu := (Lu, u),
Q = Q[u](x) := (Q(x, u(x),∇u(x),∇2u(x))−Q(x, 0, 0, 0), 0) ,
de sorte que Q[0] ≡ 0. Finalement, soit F = F(x) := (−Q(x, 0, 0, 0), ϕ(x)) ∈ Y2. Alors
(4.5) est équivalent à
Lu+Q[u] = F .
Vérifions les hypothèses du théorème 2.4. D’une part (HXY ) est vraie par la proposition
A.5. D’autre part, le choix de l’opérateur linéaire elliptique L permet l’application du
théorème B.4. Enfin, l’hypothèse (H ′Q) est vérifiée par le lemme 4.9.
Corollaire 4.5. Soient
– un entier r ≥ 0, 0 < β ≤ α < 1 ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– M > 0, p ∈ ]α, 1] et une application
q = q(y, z, ξ) ∈ Cr+1,p(PM ) ∩ C1,1(PM )
satisfaisant q(0, 0, 0) = 0 et, pour tout (yi, zi, ξi) ∈ PM ,
|q(y1, z1, ξ1)− q(y2, z2, ξ2)| ≤ C0(|yi|, |zi|, |ξi|)|(y1 − y2, z1 − z2, ξ1 − ξ2)|,
où C0 : R6+ → R+ est une fonction séparément croissante, avec C0(0) = 0 ;
– une constante λ > 0 telle que
‖q‖Cr+1,α ≤ λ.
Alors il existe
ε = ε (r, α, β, p,Ω,M, λ) > 0
tel que pour tout (f, ϕ) ∈ Cr,α(Ω)× Cr+2,α(Ω) satisfaisant
‖f‖C0,β + ‖ϕ‖C2,β ≤ ε. (4.6)
le problème {
Lu+ q(u) = f dans Ω
u = ϕ sur ∂Ω,
admet une solution u ∈ Cr+2,α(Ω). De plus, il existe une constante
K = K (r, α, β, p,Ω,M, λ) > 0
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telle que
‖u‖C2,β ≤ K (‖f‖C0,β + ‖ϕ‖C2,β ) ,
‖u‖Cr+2,α ≤ K (‖f‖Cr,α + ‖ϕ‖Cr+1,p) .
Démonstration. Il suffit d’appliquer le théorème 4.3 avec
Q(x, y, z, ξ) := q(y, z, ξ)− f(x).
Remarque 4.6. Contrairement au cas général, le membre de droite de l’inégalité (4.6)
ne dépend pas de f ou de ϕ.
L’exemple suivant est un problème pour lequel les variables du terme non-linéaire Q
sont séparées en produit. Cette structure permet d’appliquer la méthode du point fixe
avec des conditions de régularité plus faibles que les hypothèses 4.1.
Exemple 4.7. Considérons le problème{
∆u+ |u||∇u| = f dans Ω
u = ϕ sur ∂Ω,
On constate que Q(y, z) := |y||z| ∈ C0,1loc (R×Rn) et Q n’est pas dérivable en 0, cependant,
Q[u] := |u||∇u| ∈ C0,α(Ω), ∀ u ∈ C2,α(Ω)
‖Q[u]−Q[v]‖C0,β ≤ ‖|u||∇u−∇v|‖C0,β + ‖|u− v||∇v‖C0,β
≤ (‖u‖C2,β + ‖v‖C2,β ) ‖u− v‖C2,β ,
‖Q[u]‖C0,α ≤ ‖u‖C0 ‖∇u‖C0,α + ‖u‖C0,α ‖∇u‖C0
≤ ‖u‖C2,β ‖u‖C2,α ,
ce qui nous permet quand même d’appliquer la méthode du point fixe (théorème 2.4) et
de trouver une solution u ∈ C2,α(Ω).
Exemple 4.8. Pour 0 < p < 1, le problème{
∆u+ |∇2u|1+p = f dans Ω
u = ϕ sur ∂Ω,
n’entre pas dans le cadre des hypothèses 4.2, car
Q(ξ) = |ξ|1+p ∈ C1,ploc (Rn×n) \ C1,1loc (Rn×n).
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4.2 Un lemme technique
Le lemme suivant est utilisé dans la preuve du théorème 4.3.
Lemme 4.9. Sous les hypothèses 4.1, supposons de plus que
Q(x, 0, 0, 0) = 0, ∀ x ∈ Ω. (4.7)
Alors pour tout u, v ∈ Cr+2,α(Ω) tels que
‖u‖Cr+2,α , ‖v‖Cr+2,α ≤M,
les inégalités suivantes sont satisfaites∥∥Q(id, u,∇u,∇2u)−Q(id, v,∇v,∇2v)∥∥
C0,β
≤ C1(‖u‖C2,β , ‖v‖C2,β ) ‖u− v‖C2,β (4.8)
et ∥∥Q(id, u,∇u,∇2u)∥∥
Cr,α
≤ C2(‖u‖C2,β ) ‖u‖Cr+2,α . (4.9)
où C1 ∈ C0(R+ × R+;R+), C2 ∈ C0(R+;R+) sont des fonctions séparément croissantes
indépendantes de u et v, et C1(0, 0) = C2(0) = 0.
Démonstration. La preuve se déroule en trois étapes.
Etape 1. Nous allons d’abord montrer quelques inégalités préliminaires. Posons
Q[u](x) := Q(x, u(x),∇u,∇2u), ∀ u ∈ C2(Ω)
et similairement, Qy[u], Qz[u], Qξ[u]. Ensuite, par (4.2) et (4.3), pour tout (x, y, z, ξ) ∈
Ω× PM ,
|Qy(x, y, z, ξ)| =
∣∣∣∣ limh→0 Q(x, y + h, z, ξ)−Q(x, y, z, ξ)h
∣∣∣∣ ≤ C0(|y|, |z|, |ξ|).
En particulier, ceci implique que
|Qy(x, 0, 0, 0)| ≤ C0(0) = 0, ∀ x ∈ Ω,
et, pour tout u ∈ C2(Ω),
‖Qy[u]‖C0 ≤ C0(‖u‖C0 , ‖∇u‖C0 ,
∥∥∇2u∥∥
C0
) ≤ C0(‖u‖C2).
Ensuite, si r = 0, pour tout u ∈ C2,α(Ω) tels que ‖u‖C2,α ≤M , nous avons, puique Ω est
borné,
(id, u,∇u,∇2u) ∈ C0,α(Ω; Ω× PM ) et
∥∥(id, u,∇u,∇2u)∥∥
C0,α
≤ k0 = k0(M,Ω),
d’où, par le théorème A.9.ii, puisque Qy ∈ C0,1
‖Qy[u]‖C0,α =
∥∥Qy ◦ (id, u,∇u,∇2u)−Qy ◦ (id, 0, 0, 0)∥∥C0,α
≤ ‖Qy‖C0,1
∥∥(0, u,∇u,∇2u)∥∥1−α
C0
≤ k1 ‖u‖1−αC2 ,
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avec k1 = k1(p, α,M,Ω, λ) > 0. De même, nous avons
‖Qy[u]‖C0,β ≤ k1 ‖u‖1−βC2 .
Enfin, si r ≥ 1, alors,
(id, u,∇u,∇2u) ∈ C0,1(Ω; Ω× PM ) et
∥∥(id, u,∇u,∇2u)∥∥
C0,1
≤ k0 = k0(M,Ω),
d’où, par le théorème A.9.iii, puisque Qy ∈ Cr,p avec p > α
‖Qy[u]‖Cr,α =
∥∥Qy ◦ (id, u,∇u,∇2u)−Qy ◦ (id, 0, 0, 0)∥∥Cr,α
≤ ‖Qy‖Cr,p
(∥∥(0, u,∇u,∇2u)∥∥p−α
C0
+
∥∥(0, u,∇u,∇2u)∥∥
Cr,α
)
≤ k2
(
‖u‖p−αC2 + ‖u‖Cr+2,α
)
,
avec k2 = k2(p, r, α,M,Ω, λ) > 0. De même, en appliquant le théorème A.9.i,
‖Qy[u]‖C0,β ≤ k2 ‖u‖p−βC2 .
Pour terminer cette étape, nous appliquons le même raisonnement pour Qz et Qξ, ce
qui nous donne au final
– pour tout x ∈ Ω
Qy(x, 0, 0, 0) = Qz(x, 0, 0, 0) = Qξ(x, 0, 0, 0) = 0 ;
– pour tout r ≥ 0 et u ∈ Cr+2,α(Ω)
‖Qy[u]‖C0 , ‖Qz[u]‖C0 , ‖Qξ[u]‖C0 ≤ C0(‖u‖C2) ; (4.10)
– pour r = 0 et u ∈ C2,α(Ω)
‖Qy[u]‖C0,α , ‖Qz[u]‖C0,α , ‖Qξ[u]‖C0,α ≤ k1 ‖u‖1−αC2 , (4.11)
‖Qy[u]‖C0,β , ‖Qz[u]‖C0,β , ‖Qξ[u]‖C0,β ≤ k1 ‖u‖1−βC2 ; (4.12)
– pour r ≥ 1 et u ∈ Cr+2,α(Ω)
‖Qy[u]‖Cr,α , ‖Qz[u]‖Cr,α , ‖Qξ[u]‖Cr,α ≤ k1
(
‖u‖p−αC2 + ‖u‖Cr+2,α
)
, (4.13)
‖Qy[u]‖C0,β , ‖Qz[u]‖C0,β , ‖Qξ[u]‖C0,β ≤ k1 ‖u‖p−βC2 . (4.14)
Dans la suite, nous séparons les cas r = 0 (étapes 2.1 et 2.2) et r ≥ 1 (étapes 3.1 et 3.2).
Nous notons γi = γi(r, α, β, p,Ω,M, λ) des constantes.
Etape 2.1. Montrons (4.8) pour r = 0. En écrivant, pour tout x ∈ Ω et (yi, zi, ξi) ∈ PM ,
i = 1, 2,
Q(x, y1, z1, ξ1)−Q(x, y2, z2, ξ2)
=
ˆ 1
0
d
dt
{Q(x, ty1 + (1− t)y2, tz1 + (1− t)z2, tξ1 + (1− t)ξ2)} dt
=
ˆ 1
0

Qy(x, ty1 + (1− t)y2, tz1 + (1− t)z2, tξ1 + (1− t)ξ2)(y1 − y2)
+ 〈Qz(x, ty1 + (1− t)y2, tz1 + (1− t)z2, tξ1 + (1− t)ξ2); z1 − z2〉
+ 〈Qξ(x, ty1 + (1− t)y2, tz1 + (1− t)z2, tξ1 + (1− t)ξ2); ξ1 − ξ2〉
 dt,
31
nous avons, en particulier,
Q[u](x)−Q[v](x) =
ˆ 1
0

Qy[tu+ (1− t)v](x)(u(x)− v(x))
+ 〈Qz[tu+ (1− t)v](x);∇u(x)−∇v(x)〉
+
〈Qξ[tu+ (1− t)v](x);∇2u(x)−∇2v(x)〉
 dt.
En appliquant successivement le théorème A.7 et l’inégalité (4.12),
‖Q[u]−Q[v]‖C0,β ≤ γ1
ˆ 1
0

‖Qy[tu+ (1− t)v]‖C0,β ‖u− v‖C0,β
+ ‖Qz[tu+ (1− t)v]‖C0,β ‖∇u−∇v‖C0,β
+ ‖Qξ[tu+ (1− t)v]‖C0,β
∥∥∇2u−∇2v∥∥
C0,β
 dt
≤ γ2
ˆ 1
0
‖tu+ (1− t)v‖1−βC2 ‖u− v‖C2,β dt
≤ γ3(‖u‖C2,β + ‖v‖C2,β )1−β ‖u− v‖C2,β
ce qui nous donne bien (4.8), avec
C1(a1, a2) := γ3(a1 + a2)
1−β , ∀ a1, a2 ≥ 0.
Etape 2.2. Montrons (4.9) pour r = 0. Par l’hypothèse (4.7), nous pouvons écrire
Q[u](x) = Q[u](x)−Q[0](x) =
ˆ 1
0
{ Qy[tu](x)u(x) + 〈Qz[tu](x);∇u(x)〉
+
〈Qξ[tu](x);∇2u(x)〉
}
dt
d’où, en appliquant successivement le théorème A.7 et les inégalités (4.10) et (4.11),
‖Q[u]‖C0,α ≤ γ4
ˆ 1
0

‖Qy[tu]‖C0 ‖u‖C0,α + ‖Qy[tu]‖C0,α ‖u‖C0
+ ‖Qz[tu]‖C0 ‖∇u‖C0,α + ‖Qz[tu]‖C0,α ‖∇u‖C0
+ ‖Qξ[tu]‖C0
∥∥∇2u∥∥
C0,α
+ ‖Qξ[tu]‖C0,α
∥∥∇2u∥∥
C0
 dt
≤ γ5
(
C0(‖u‖C2) ‖u‖C2,α + ‖u‖1−αC2 ‖u‖C0
)
≤ γ6
(
C0(‖u‖C2,β ) + ‖u‖1−αC2,β
)
‖u‖C2,α
ce qui nous donne bien (4.9), avec
C2(a) := γ6(C0(a) + a
1−α), ∀ a ≥ 0.
Etape 3.1. Montrons (4.8) pour r ≥ 1. Pour alléger l’écriture, nous supposons que
Q = Q(x, y), car, contrairement au cas r = 0, la présence de dérivées secondes de u dans
Q[u] ne change pas les hypothèses de régularité et les inégalités (4.13), (4.14) restent
vraies.
En écrivant, pour tout x ∈ Ω et |y1|, |y2| ≤M ,
Q(x, y1)−Q(x, y2) =
ˆ 1
0
Qy(x, ty1 + (1− t)y2)(y1 − y2) dt,
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nous avons, en particulier,
Q(x, u(x))−Q(x, v(x)) =
ˆ 1
0
Qy(x, tu(x) + (1− t)v(x))(u(x)− v(x)) dt.
En appliquant successivement le théorème A.7 et l’ inégalité (4.13),
‖Q[u]−Q[v]‖C0,β ≤ γ1
ˆ 1
0
‖Qy(tu+ (1− t)v)‖C0,β ‖u− v‖C0,β dt
≤ γ2
ˆ 1
0
(
‖tu+ (1− t)v)‖p−βC0 + ‖tu+ (1− t)v)‖C0,β
)
‖u− v‖C0,β
≤ γ3(‖u‖C2,β + ‖v‖C2,β )p−β ‖u− v‖C2,β ,
ce qui nous donne bien (4.8), avec
C1(a1, a2) := γ3(a1 + a2)
p−β , ∀ a1, a2 ≥ 0.
Etape 3.2. Montrons (4.9). En écrivant
Q(x, u(x)) = Q(x, u(x))−Q(x, 0) =
ˆ 1
0
Qy(x, tu(x))u(x) dt,
nous avons, en appliquant successivement le théorème A.7 et les inégalités (4.10) et (4.13),
‖Q[u]‖Cr,α ≤ γ4
ˆ 1
0
(‖Qy[tu]‖C0 ‖u‖Cr,α + ‖Qy[tu]‖Cr,α ‖u‖C0) dt
≤ γ5
(
C0(‖u‖0 , ‖u0‖) ‖u‖Cr,α +
(
‖u‖p−αC0 + ‖u‖Cr,α
)
‖u‖C0
)
≤ γ6
(
C0(‖u‖C2,β , ‖u‖C2,β ) + ‖u‖p−αC2,β
)
‖u‖Cr+2,α ,
ce qui nous donne bien (4.9), avec
C2(a) := γ6(C0(a, a) + a
p−α), ∀ a ≥ 0.
4.3 Cas particulier : le problème semi-linéaire
Le problème semi-linéaire{
Lu(x) +Q(x, u(x)) = 0 dans Ω
u = ϕ sur ∂Ω.
est un cas particulier de l’équation (4.1), pour lequel les hypothèses sont ici plus faibles
que dans le théorème 4.3.
Hypothèse 4.10. Soient
– un entier r ≥ 0 et 0 < β ≤ α < 1 ;
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– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– un opérateur
Lu = Lu(x) :=
〈
A(x);∇2u(x)〉+ 〈b(x);∇u(x)〉+ c(x)u(x), ∀ x ∈ Ω
tel que A ∈ Cr,α(Ω;Rn×n) et est définie strictement positive sur Ω, b ∈ Cr,α(Ω;Rn),
c ∈ Cr,α(Ω) et c ≤ 0 ;
– un scalaire M > 0 et une application Q = Q(x, y) ∈ Cr,α(Ω× [−M,M ]) telle que
y 7→ Q(x, y) ∈ C1([−M,M ]), ∀ x ∈ Ω, si r = 0,
Qy :=
∂Q
∂y
∈ Cr,p(Ω× [−M,M ])
pour un certain p ∈ ]α, 1]. De plus, Q satisfait l’inégalité
|Q(x, y1)−Q(x, y2)| ≤ C0(|y1|, |y2|)|y1 − y2|, ∀ x ∈ Ω, |yi| ≤M (4.15)
avec C0 ∈ C0(R2+;R+) séparément croissante et C0(0, 0) = 0 ;
– Une constante λ > 0 telle que
‖Qy‖Cr,p ≤ λ.
Remarque 4.11. Les hypothèses de régularité sur Q sont, dans le cas r = 0, légèrement
plus faibles que celles des hypothèses 4.1, à cause de l’absence de dérivées secondes de u
dans Q.
Théorème 4.12. Sous les hypothèses 4.10, il existe
ε = ε (r, α, β, p,Ω,M, λ) > 0,
tel que pour tout ϕ ∈ Cr+2,α(Ω) satisfaisant l’inégalité
‖Q(., 0)‖C0,β + ‖ϕ‖C2,β ≤ ε,
le problème de Dirichlet {
Lu(x) +Q(x, u(x)) = 0 dans Ω
u = ϕ sur ∂Ω,
(4.16)
admet une solution u ∈ Cr+2,α(Ω). De plus, il existe une constante
K = K (r, α, β, p,Ω,M, λ) > 0
telle que
‖u‖C2,β ≤ K (‖Q(., 0)‖C0,β + ‖ϕ‖C2,β ) ,
‖u‖Cr+2,α ≤ K (‖Q(., 0)‖Cr,α + ‖ϕ‖Cr+2,α) ,
Démonstration. La preuve est identique à celle du théorème 4.3, à la seule différence que
l’hypothèse (H ′Q) se vérifie, pour le cas r = 0, par un lemme technique similaire au lemme
4.9.
34
Hypothèse 4.13.
– un entier r ≥ 0, 0 < β ≤ α < 1 ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– M > 0, p ∈ ]α, 1] et q ∈ Cr+1,p[−M,M ] satisfaisant q(0) = 0 et
|q(y1)− q(y2)| ≤ C0(|y1|, |y2|)|y1 − y2|, ∀ |y1|, |y2| ≤M
avec C0 ∈ C0(R2+;R+) séparément croissante et C0(0, 0) = 0 ;
– Une constante λ > 0 telle que
‖q‖Cr+1,p ≤ λ.
Corollaire 4.14. Sous les hypothèses 4.13, il existe
ε = ε (r, α, β, p,Ω,M, λ) > 0
tel que le problème {
Lu+ q(u) = f dans Ω
u = ϕ sur ∂Ω,
admet une solution u ∈ Cr+2,α(Ω) pour tout (f, ϕ) ∈ Cr,α(Ω)× Cr+2,α(Ω) tels que
‖f‖C0,β + ‖ϕ‖C2,β ≤ ε.
De plus, il existe une constante
K = K (r, α, β, p,Ω,M, λ) > 0
telle que
‖u‖C2,β ≤ K (‖f‖C0,β + ‖ϕ‖C2,β ) ,
‖u‖Cr+2,α ≤ K (‖f‖Cr,α + ‖ϕ‖Cr+2,α) ,
Démonstration. Il suffit d’appliquer le théorème 4.12 avec
Q = Q(x, y) := q(y)− f(x).
Exemple 4.15. Soient p ≥ 1 et l’application q(u) := u|u|p ∈ C1,1loc (Rn). Pour tout
|u|, |v| ≤ 1, nous avons
|q(u)− q(v)| ≤ |u|u|p − v|v|p|
≤ |u− v| |u|p + |v| ||u|p − |v|p|
≤ (|u|p + p|v|) |u− v|
≤ p (|u|p + |v|)|u− v|.
Ainsi, pour 0 < β ≤ α < 1 et Ω ⊂ Rn un ouvert de classe C2,α, par le corollaire 4.14, il
existe ε > 0 tel que si
‖f‖C0,β + ‖ϕ‖C2,β ≤ ε,
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le problème {
∆u+ u|u|p = f dans Ω
u = ϕ sur ∂Ω,
admet une solution u ∈ C2,α(Ω) telle que
‖u‖C2,α ≤ K (‖f‖C0,α + ‖ϕ‖C2,α) ,
où K > 0 est une constante.
4.4 Exemple : l’équation des surfaces minimales
Soit Ω ⊂ Rn ouvert, borné et connexe. Pour tout u ∈ C2(Ω), soit l’opérateur
Mu := div
(
∇u√
1 + |∇u|2
)
=
(
1 + |∇u|2)∆u−ni,j=1 uxiuxjuxixj .
Nous considérons ici le problème de dirichlet associé à l’équation des surfaces minimales{
Mu = 0 dans Ω
u = ϕ sur ∂Ω.
(4.17)
Un résultat classique d’existence est donné par Jenkins-Serrin [39].
Théorème 4.16 (Jenkins-Serrin). Soient r ≥ 0 entier, 0 < α < 1. Soit Ω ⊂ Rn ouvert,
borné, connexe et de classe Cr+2,α. Alors le problème (4.17) admet une solution dans
Cr+2,α pour tout ϕ ∈ Cr+2,α(Ω) si et seulement si la courbure moyenne de Ω est positive
sur ∂Ω.
Démonstration. Voir Gilbarg-Trudinger [34], théorème 14.14.
L’application de la méthode du point fixe donne le résultat suivant.
Théorème 4.17. Sous les mêmes hypothèses que précédement, soit également 0 < β ≤
α < 1. Alors il existe ε = ε(r, α, β,Ω) > 0 tel que pour tout ϕ ∈ Cr+2,α(Ω) satisfaisant
‖ϕ‖C2,β ≤ ε,
le problème (4.17) admet une solution u ∈ Cr+2,α. De plus, il existe une constante K =
K(r, α, β,Ω) > 0 telle que
‖u‖C2,β ≤ K ‖ϕ‖C2,β .
‖u‖Cr+2,α ≤ K ‖ϕ‖Cr+2,α .
Remarque 4.18.
1. Ce résultat est un léger raffinement du théorème de Korn-Müntz (voir [11], théorème
5.30), qui impose l’hypothèse
‖ϕ‖Cr+2,α ≤ ε.
2. Il est intéressant de comparer ce résultat avec le théorème de Jenkins-Serrin : nous
n’imposons aucune condition géométrique sur Ω, mais nous exigeons que la norme
C2,β de la donnée ϕ soit petite.
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Démonstration. Nous remarquons d’abord que
Mu = 0 ⇔ ∆u =ni,j=1 uxiuxjuxixj − |∇u|2∆u,
d’où le problème équivalent {
∆u = Q(u,∇u) dans Ω
u = ϕ sur ∂Ω,
(4.18)
avec
Q(z, ξ) :=ni,j=1 zi zj ξ
j
i − |z|2tr(ξ), ∀ (z, ξ) ∈ Rn × Rn×n.
La résolution de (4.18) par la méthode du point fixe et donnée par le théorème 4.3, pour
lequel il suffit de vérifier l’inégalité (4.15), ce qui est trivial, puisque Q est uniquement
constitué de monômes de degré trois.
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CHAPITRE 5
EQUATIONS ELLIPTIQUES
FORTEMENT NON-LINÉAIRES :
LE PROBLÈME DE DIRICHLET
Dans ce chapitre, nous traitons le problème de Dirichlet pour une équation non-linéaire
générale de la forme {
F (x, u(x),∇u(x),∇2u(x)) = 0 dans Ω
u = ϕ sur ∂Ω
(5.1)
pour lequel nous montrerons un théorème d’existence grâce aux résultats du chapitre
précédent. Nous appliquerons ce résultat à deux cas particuliers importants : l’équation
de Monge-Ampère
det
(∇2u) = f
et les équations hessiennes
Sk(∇2u) = f, 1 ≤ k ≤ n.
Les équations non-linéaire du type (5.1) ont reçu une attention considérable depuis le
début du 20e siècle pour leurs applications en géométrie, notamment par Aleksandrov,
Bakel’man, Bernstein, Caffarelli, Calabi, Delanoë, Evans, Guan, Krylov, Kutev, Lewy,
Lions, Minkowski, Miranda, Nirenberg, Pogorelov, Safonov, Spruck, Trudinger, Urbas et
Wang. Voir Krylov [44] pour un historique complet sur ce problème.
5.1 Le résultat principal
Nous commençons par fixer des notations qui seront utilisées tout au long du chapitre.
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Notation 5.1. Soient Ω ⊂ Rn ouvert et F : Ω× R× Rn × Rn×n → R, F = F (x, y, z, ξ).
Alors pour tout u ∈ C2(Ω), nous notons
F [u] = F [u](x) := F (x, u(x),∇u(x),∇2u(x)), ∀ x ∈ Ω.
Hypothèse 5.2. Soient
– un entier r ≥ 0 et 0 < β ≤ α < 1 ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– un scalaire M > 0, l’ensemble PM défini par
PM := {(y, z, ξ) ∈ R× Rn × Rn×n : |y|, |z|, |ξ| ≤M},
et une application F = F (x, y, z, ξ) ∈ Cr,α(Ω× PM ) ∩ C0,1(Ω× PM ) telle que
(y, z, ξ) 7→ F (x, y, z, ξ) ∈ C1(PM ), ∀ x ∈ Ω, si r = 0, (5.2)
Fy :=
∂F
∂y
∈ Cr,p(Ω× PM ) ∩ C0,1(Ω× PM ),
Fz :=
(
∂F
∂zi
)n
i=1
∈ Cr,p(Ω× PM ;Rn) ∩ C0,1(Ω× PM ;Rn),
Fξ :=
(
∂F
∂ξij
)n
i,j=1
∈ Cr,p(Ω× PM ;Rn×n) ∩ C0,1(Ω× PM ;Rn×n),
pour un certain p ∈ ]α, 1] ;
– un scalaire λ > 0 tel que
‖Fy‖Cr,p , ‖Fz‖Cr,p , ‖Fξ‖Cr,p ≤ λ
ou, si r = 0,
‖Fy‖C0,1 , ‖Fz‖C0,1 , ‖Fξ‖C0,1 ≤ λ;
– une fonction ϕ ∈ Cr+2,α(Ω) tel que
ϕ(Ω)×∇ϕ(Ω)×∇2ϕ(Ω) ⊂ PM/2.
Voici le résultat principal du chapitre.
Théorème 5.3. Sous la notation 5.1 et les hypothèses 5.2, supposons de plus qu’il existe
une constante d’ellipticité Λ > 0 telle que
〈Fξ[ϕ](x)p ; p〉 ≥ Λ|p|2, ∀ (x, p) ∈ Ω× Rn, (5.3)
et
Fy[ϕ](x) ≤ 0, ∀ x ∈ Ω. (5.4)
Alors il existe ε = ε (r, α, β,Ω,M, λ,Λ) > 0, tel que si F satisfait l’inégalité
‖F [ϕ]‖C0,β(Ω) ≤ ε
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alors le problème de Dirichlet {
F [u] = 0 dans Ω
u = ϕ sur ∂Ω.
(5.5)
admet une solution u ∈ Cr+2,α (Ω). De plus, il existe des constantes
Ki = Ki (r, α, β,Ω,M, λ,Λ) > 0, i = 1, 2,
telles que
‖u− ϕ‖Cr+2,α ≤ K1 ‖F [ϕ]‖Cr,α(Ω) , (5.6)
‖u− ϕ‖C2,β ≤ K1 ‖F [ϕ]‖C0,β(Ω) , (5.7)
〈Fξ[u](x)p ; p〉 ≥ K2|p|2, ∀ (x, p) ∈ Ω× Rn. (5.8)
Remarque 5.4.
(i) Il est intéressant de constater que nous n’imposons aucune contrainte sur la géomé-
trie du domaine Ω, contrairement à ce qu’on trouve dans la literature classique (voir
Gilbarg-Trudinger [34], théorème 17.17). En contrepartie, nous exigeons l’hypothèse
de petitesse des données
‖F [ϕ]‖C0,β(Ω) ≤ ε.
Nous ferons une comparaison plus précise dans le cas de l’équation de Monge-Ampère
(section 5.3).
(ii) Comme pour la remarque 4.2, il est possible de réduire les hypothèses de régularité
si F possède une structure particulière. Par exemple, si Fy et Fz ne dépendent pas
de ξ, alors, dans le cas r = 0, il suffit que Fy et Fz soient de classe C0,p. Ceci sera
le cas pour l’équation de Monge-Ampère (théorème 5.16).
(iii) L’énoncé et la preuve du théorème 5.3 se base sur la linéarisation de l’opérateur F
autour de la donnée de bord ϕ. De manière plus générale, en suivant exactement la
même démarche, il est possible de linéariser F autour de n’importe quelle fonction
ω ∈ Cr+2,α(Ω), et, après ajustement des hypothèses autour de ω, nous obtenons
l’existence d’une solution u ∈ Cr+2,α(Ω) telle que
‖u− ω‖Cr+2,α ≤ K (‖F [ω]‖Cr,α + ‖ϕ− ω‖Cr+2,α)
si
‖F [ω]‖C0,β + ‖ϕ− ω‖C2,β ≤ ε.
Démonstration. Nous allons transformer le problème (5.5) afin de pouvoir lui appliquer
le théorème 4.3. La preuve de déroule en trois étapes.
Etape 1. Soit u une solution de (5.5), et posons v := u− ϕ ∈ Cr+2,α(Ω). L’hypothèse
5.2 nous permet d’écrire
F [u] = F [v + ϕ] = F [ϕ] + Lv +Q[v]
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avec, pour tout v ∈ C2(Ω),
Lv :=
〈
Fξ[ϕ] ;∇2v
〉
+ 〈Fz[ϕ] ;∇v〉+ Fy[ϕ]v,
et
Q[v] = Q(x, v(x),∇v(x),∇2v(x))
:= F [ϕ+ v]− F [ϕ]− Fy[ϕ]v − 〈Fz[ϕ] ;∇v〉 −
〈
Fξ[ϕ] ;∇2v
〉
.
Par conséquent, le problème (5.5) est équivalent à{
Lv = −F [ϕ] +Q[v] dans Ω
v = 0 sur ∂Ω,
(5.9)
Etape 2. Par le lemme 5.5, F [ϕ] ∈ Cr,α(Ω). Ensuite, les hypothèses (5.3) et (5.4) et
le théorème B.4 impliquent que L est un opérateur linéaire elliptique inversible à droite.
Enfin, Q(x, 0, 0, 0) = Q[0] = 0 et le lemme 5.6 nous montre que Q satisfait les hypothèses
4.1.
Nous pouvons ainsi appliquer le théorème 4.3 qui nous donne l’existence d’une solution
pour (5.9) si
‖F [ϕ]‖C0,β =
∥∥F (id, ϕ,∇ϕ,∇2ϕ)∥∥
C0,β
≤ ε,
ainsi que les inégalités (5.6) et (5.7).
Etape 3. Il reste encore à montrer l’inégalité (5.8). Puisque Fξ ∈ C0,1(Ω× PM ), alors,
utilisant (5.7),
‖Fξ[u]− Fξ[ϕ]‖C0 ≤ ‖Fξ‖C0,1 ‖u− ϕ‖C2 ≤ K1λε,
et donc, pour tout x ∈ Ω et p ∈ Rn,
〈Fξ[u](x)p ; p〉 = 〈Fξ[ϕ](x)p ; p〉+ 〈[Fξ[u](x)− Fξ[ϕ](x)] p ; p〉
≥ (Λ− 2K1λ2ε)|p|2.
Ainsi, quitte à choisir ε <
Λ
2Kλ2
, nous avons bien (5.8), ce qui termine la preuve.
5.2 Lemmes techniques
Lemme 5.5. Sous les hypothèses 5.2, pour tout u ∈ Cr+2,α(Ω) tel que
u(Ω)×∇u(Ω)×∇2u(Ω) ⊂ PM ,
alors
F [u] ∈ Cr,α(Ω).
Démonstration. Si r = 0 et α = 0, alors F est continue car composition de fonctions
continues. Le cas r ≥ 1 découle du théorème A.8. Le cas r = 0 et 0 < α < 1 étant
plus délicat, nous le démontrons entièrement. Posons U := (u,∇u,∇2u) ∈ C0,α(Ω;PM ).
Puisque F ∈ C0,1(Ω× PM ), alors
|F (x, p1)− F (x, p2)| ≤ [F ]C0,1 |p1 − p2|, ∀ x ∈ Ω, p1, p2 ∈ PM ,
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d’où, pour tout x1, x2 ∈ Ω, x1 6= x2,
|F (x1, U(x1))− F (x2, U(x2))| ≤ |F (x1, U(x1))− F (x2, U(x1))|
+ |F (x2, U(x1))− F (x2, U(x2))|
≤ [F ]C0,α |x1 − x2|α + [F ]C0,1 |U(x1)− U(x2)|
≤ ([F ]C0,α + [F ]C0,1 [U ]C0,α) |x1 − x2|α
≤ ([F ]C0,α + [F ]C0,1 [u]C2,α) |x1 − x2|α,
d’où la conclusion.
Lemme 5.6. Sous la notation 5.1 et les hypothèses 5.2, soit l’application Q : Ω× PM/2 →
R définie par
Q(x, y, z, ξ) := F
(
x, ϕ(x) + y,∇ϕ(x) + z,∇2ϕ(x) + ξ)
− F (x, ϕ(x),∇ϕ(x),∇2ϕ(x)) − Fy (x, ϕ(x),∇ϕ(x),∇2ϕ(x)) y
− 〈Fz (x, ϕ(x),∇ϕ(x),∇2ϕ(x)) ; z〉
− 〈Fξ (x, ϕ(x),∇ϕ(x),∇2ϕ(x)) ; ξ〉 .
Alors pour tout x ∈ Ω et (yi, zi, ξi) ∈ PM/2, il existe une constante K > 0 nous avons
l’inégalité
|Q(x, y1, z1, ξ1)−Q(x, y2, z2, ξ2)| ≤ K(|yi|, |zi|, |ξi|)|(y1 − y2, z1 − z2, ξ1 − ξ2)| (5.10)
pour tout (xi, yi, zi) ∈ PM/2.
Démonstration. Par les hypothèses 5.2, il est évident que Q ∈ Cr,α(Ω×PM/2) et, vu que
Qy(x, y, z, ξ) = Fy(x, ϕ(x) + y,∇ϕ(x) + z,∇2ϕ(x) + ξ)− Fy(x, ϕ(x),∇ϕ(x),∇2ϕ(x)),
nous avons également Qy ∈ Cr,p(Ω× PM/2) ∩ C0,1(Ω× PM/2). De même pour Qz et Qξ.
Montrons l’inégalité (5.10). Pour alléger l’écriture, nous supposons sans perte de géné-
ralité que ϕ ≡ 0, quitte à remplacer F (x, y, z, ξ) par F (x, ϕ(x)+y,∇ϕ(x)+z,∇2ϕ(x)+ξ).
Soient x ∈ Ω et pi := (yi, zi, ξi) ∈ PM/2, i = 1, 2. Alors
Q(x, y1, z1, ξ1)−Q(x, y2, z2, ξ2)
= F (x, p1)− F (x, p2)− Fy(x, 0)(y1 − y2)− 〈Fz(x, 0); z1 − z2〉 − 〈Fξ(x, 0); ξ1 − ξ2〉
=
ˆ 1
0

[Fy(x, tp1 + (1− t)p2)− Fy(x, 0)] (y1 − y2)
+ 〈Fz(x, tp1 + (1− t)p2)− Fz(x, 0); z1 − z2〉
+ 〈Fξ(x, tp1 + (1− t)p2)− Fξ(x, 0); ξ1 − ξ2〉
 dt.
Puisque Fy, Fz et Fξ sont de classe C0,1 et
‖Fy‖C0,1 , ‖Fz‖C0,1 , ‖Fξ‖C0,1 ≤ λ;
nous avons donc
|Q(x, y1, z1, ξ1)−Q(x, y2, z2, ξ2)| ≤ λ
ˆ 1
0
|tp1 + (1− t)p2||p1 − p2| dt
≤ λ(|p1|+ |p2|)|p1 − p2|,
ce qui termine la preuve.
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5.3 L’équation de Monge-Ampère
L’équation de Monge-Ampère, qui s’exprime
det
(∇2u) = f dans Ω
est une des équations non-linéaire du second ordre les plus étudiées, ayant d’importantes
applications en géométrie et en théorie du transport optimal. Citons Caffarelli-Nirenberg-
Spruck [5], Guan [36], Kutev [45], Trudinger-Wang [60], Urbas [67] et Wang [72]. Voir
également Trudinger-Wang [61] pour un historique complet.
Définition 5.7. Soit Ω ⊂ Rn ouvert. Une fonction ϕ ∈ C2(Ω) est dite uniformément
convexe si et seulement si sa matrice hessienne est uniformément définie positive sur Ω ;
c’est-à-dire il existe une constante Λ > 0 telle que〈∇2ϕ(x)p; p〉 ≥ Λ|p|2, ∀ x ∈ Ω, p ∈ Rn.
Pour abréger l’écriture, nous noterons
∇2ϕ ≥ Λ > 0.
De manière équivalente, les valeurs propres de ∇2ϕ sont strictement positives, uniformé-
ment en x ∈ Ω.
Remarque 5.8. Si Ω est borné et ϕ ∈ C2(Ω), alors la définition précédente est équivalente
à strictement convexe, c’est-à-dire〈∇2ϕ(x)p; p〉 > 0, ∀ x ∈ Ω, p ∈ Rn.
De manière équivalente, les valeurs propres de ∇2ϕ sont strictement positives sur Ω.
Nous commençons par un lemme élémentaire.
Lemme 5.9. Soit une matrice A ∈ Rn symétrique. Alors
A > 0 ⇔
{
adjn−1(A) > 0
det(A) > 0,
Démonstration. Le lemme découle immédiatement du fait que si A est définie positive,
alors det(A) > 0 et de
A · adjn−1(A) = det(A) In.
Hypothèse 5.10. Soient
– r ∈ N et 0 < β ≤ α ≤ 1 ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– une fonction ϕ ∈ Cr+2,α(Ω) uniformément convexe et une constante λ > 0 telle que
‖ϕ‖Cr+2,α ≤ λ.
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Théorème 5.11. Sous les hypothèses 5.10, il existe ε = ε(α, β, r,Ω, λ) > 0 tel que pour
tout f ∈ Cr,α(Ω) satisfaisant f > 0 et∥∥f − det(∇2ϕ)∥∥
C0,β
≤ ε,
le problème {
det(∇2u) = f dans Ω
u = ϕ sur ∂Ω
(5.11)
admet une solution u ∈ Cr+2,α(Ω) uniformément convexe et satisfaisant
‖u− ϕ‖C2,β ≤ K
∥∥f − det(∇2ϕ)∥∥
C0,β
, (5.12)
‖u− ϕ‖Cr+2,α ≤ K
∥∥f − det(∇2ϕ)∥∥
Cr,α
. (5.13)
où K = K(α, β, r,Ω, λ) > 0 est une constante.
Remarque 5.12. Il est intéressant de comparer ce théorème avec Trudinger-Wang [60] :
le problème (5.11) est résoluble dans C2,α sous les hypothèses
– Ω ⊂ Rn ouvert, borné, uniformément convexe et de classe C3 ;
– f ∈ C0,α(Ω), avec 0 < α < 1, f > 0 ;
– ϕ ∈ C3(Ω), fortement convexe.
En fixant la convexité uniforme de Ω, Wang [72] a montré que les hypothèses de
régularité sont optimales (voir exemples 5.13 et 5.14) ; il n’est donc pas possible d’améliorer
globalement la régularité des données. Il est par contre possible d’améliorer « localement »
les données ; le théorème 5.11 permet la résolution du problème avec les améliorations
suivantes :
– généralisation de la géométrie de Ω (non-nécessairement convexe),
– gain de régularité sur Ω et ϕ (C2,α au lieu de C3).
Par contre on exige que les données f et ϕ soient « proches » ; plus précisément∥∥f − det(∇2ϕ)∥∥
C0,β
≤ ε,
où ε > 0, dont l’existence est donnée par le théorème 5.11, ne dépend pas de f . Cette
restriction ne peut être enlevée, car cela contredirait la non-existence de solutions montrée
par Wang.
Démonstration. Posons
F (x, ξ) := det(ξ)− f(x) ∈ Cr,αloc (Ω× Rn×n),
d’où
Fy ≡ Fz ≡ 0, Fξ(x, ξ) = Fξ(ξ) = adjn−1(ξ) ∈ C∞(Rn×n;Rn×n).
Etape 1. Pour appliquer le théorème 5.3, il suffit de vérifier l’hypothèse d’ellipticité
(5.3), c’est-à-dire 〈
adjn−1(∇2ϕ(x))p; p
〉 ≥ Λ|p|2, ∀ x ∈ Ω, p ∈ Rn,
où, de manière équavalente, puisque Ω est borné (voir remarque 5.8),
adjn−1(∇2ϕ(x)) > 0, ∀ x ∈ Ω.
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Ceci est une conséquence immédiate de la convexité uniforme de ϕ et du lemme 5.9.
Enfin, vu que Fy ≡ 0, l’hypothèse (5.4) n’est pas à vérifier, ce qui nous donne l’existence
d’un ε > 0 tel que si f ∈ Cr+2,α(Ω) satisfait∥∥F (id,∇2ϕ)∥∥
C0,β
=
∥∥f − det(∇2ϕ)∥∥
C0,β
≤ ε,
alors (5.11) admet une solution u ∈ Cr+2,α(Ω) satisfaisant les inégalités (5.12) et (5.13).
Etape 2. Montrons que u est uniformément convexe. Le théorème 5.3 implique qu’une
solution u obtenue par l’étape 1 satisfait (voir remarque 5.8)
adjn−1(∇2u) > 0.
Puisque f est continue sur Ω, il existe un certain M > 0 tel que
det(∇2u(x)) = f(x) ≥M, ∀ x ∈ Ω.
Par le lemme 5.9, nous avons directement
∇2u > 0 sur Ω,
ce qui prouve que u est uniformément convexe.
Les deux exemples suivants, donnés par Wang [72], montrent que le résultat d’existence
de Trudinger-Wang [60] est optimal. Nous noterons Br(c) ⊂ R2 la boule de rayon r > 0
et de centre c ∈ R2.
Exemple 5.13. Soient c1 := (0, 1) ∈ R2, Ω := B1(c1) ⊂ R2 et ϕ(x, y) := |x|3 + y2 ∈
C2,1(Ω). Alors il existe ε > 0 suffisamment petit tel que toute solution u au problème{
det∇2u(x) = ε dans Ω
u = ϕ sur ∂Ω,
est telle que
u /∈W 2,p(Ω), ∀ p ≥ 3.
En particulier, u /∈ C2(Ω).
Exemple 5.14. Soient c1 := (0, 1), c2 := (0, 2) ∈ R2, Ω ⊂ R2 un domaine strictement
convexe de classe C2,1 tel que
B1(c1) ⊂ Ω ⊂ B2(c2)
et dont le bord est représenté autour de l’origine par la fonction
y = ρ(x) =
1
2
x2 − |x|3.
Soit ϕ(x, y) := y4 + 12x
2 + y2 − y. Alors il existe ε > 0 suffisamment petit tel que toute
solution u au problème {
det∇2u(x) = ε sur Ω
u = ϕ sur ∂Ω,
est telle que
u /∈W 2,p(Ω), ∀ p ≥ 3.
En particulier, u /∈ C2(Ω).
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Le résultat suivant est une généralisation du théorème 5.11 pour une donnée f dépen-
dant des dérivées d’ordre inférieur de u.
Hypothèse 5.15. Soient
– r ∈ N et 0 < β ≤ α ≤ 1 ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– un scalaire M > 0 et l’ensemble P˜M défini par
P˜M := {(y, z) ∈ R× Rn : |y|, |z| ≤M};
– une application f = f(x, y, z) ∈ Cr,α(Ω× P˜M ), f > 0, telle que
(y, z) 7→ f(x, y, z) ∈ C1(P˜M ), ∀ x ∈ Ω, si r = 0,
fy ∈ Cr,p(Ω× P˜M ), fz ∈ Cr,p(Ω× P˜M ;Rn)
pour un certain p ∈ ]α, 1] ;
– une fonction ϕ ∈ Cr+2,α(Ω) uniformément convexe telle que
ϕ(Ω)×∇ϕ(Ω) ⊂ P˜M/2
et
fy(x, ϕ(x),∇ϕ(x)) > 0, ∀ x ∈ Ω; (5.14)
– un scalaire λ > 0 tel que
‖fy‖Cr,p , ‖fz‖Cr,p , ‖ϕ‖Cr+2,α ≤ λ
Théorème 5.16. Sous la notation 5.1 et les hypothèses 5.15, il existe
ε = ε(α, β, r,Ω,M, λ) > 0
tel que si f et ϕ satisfont l’inégalité∥∥f [ϕ]− det(∇2ϕ)∥∥
C0,β
≤ ε,
le problème {
det(∇2u) = f [u] dans Ω
u = ϕ sur ∂Ω
admet une solution u ∈ Cr+2,α(Ω) uniformément convexe et satisfaisant
‖u− ϕ‖C2,β ≤ K
∥∥f [ϕ]− det(∇2ϕ)∥∥
C0,β
,
‖u− ϕ‖Cr+2,α ≤ K
∥∥f [ϕ]− det(∇2ϕ)∥∥
Cr,α
,
où K = K(α, β, r,Ω,M, λ) > 0 est une constante.
Remarque 5.17. Les hypothèses de régularité sur f sont, dans le cas r = 0, plus faible
que celle demandées dans le théorème 5.3, qui sera invoqué dans la preuve, car f ne
dépend pas de ∇2u (voir remarque 5.4).
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Démonstration. Posons
F (x, y, z, ξ) := det(ξ)− f(x, y, z) ∈ Cr,αloc (Ω× P˜M × Rn×n),
d’où
Fy = −fy(x, y, z) ∈ Cr,p(Ω× P˜M ), Fz = −fz(x, y, z) ∈ Cr,p(Ω× P˜M ;Rn),
Fξ = Fξ(ξ) = adjn−1(ξ) ∈ C∞(Rn×n;Rn×n).
L’ellipticité (5.3) découle du fait que ϕ est uniformément convexe et l’inégalité (5.4)
découle de (5.14). Le reste de la preuve est identique à celle du théorème 5.11.
5.4 Equations hessiennes
Les équations hessiennes sont des équations différentielles faisant intervenir les valeurs
propres de la matrice hessienne ∇2u =
(
∂2u(x)
∂xi∂xj
)
1≤i,j≤n
:
Sk(∇2u) = f, k = 1, . . . , n.
En particulier,
S1(∇2u) = tr(∇2u) = ∆u et Sn(∇2u) = det(∇2u),
correspondent respectivement l’équation de Poisson et l’équation de Monge-Ampère. Les
premiers résultats importants concernant les équations hessiennes (et de manière géné-
rale, les équations elliptiques dépendant des valeurs propres de ∇2u) ont été obtenus par
Caffarelli-Nirenberg-Spruck [6], qui montrent l’existence de solutions régulières pour le
problème de Dirichlet, sous la condition que le domaine soit k-convexe. Voir également
Jiang-Trudinger-Yang [40], Trudinger [58], Urbas [68], [70] et Wang [73].
Définition 5.18 (k-trace). Pour toute matrice A ∈ Rn×n symétrique, nous notons
{λi(A)}ni=1 les n valeurs propres réelles de A, et définissons, pour tout 1 ≤ k ≤ n, la
k-trace de A ou le k-èmepolynôme symétrique élémentaire des valeurs propres de A :
Sk(A) := σk(λi1(A), . . . , λin(A)) =
∑
1≤i1<···<ik≤n
λi1(A) . . . λik(A).
Définition 5.19 (k-convexité). Soient 1 ≤ k ≤ n − 1, Ω ⊂ Rn ouvert et borné et
u ∈ C2(Ω). Soient χ1, . . . , χn−1 les courbures principales du bord ∂Ω.
(i) Ω est uniformément k-convexe si
σj(χ1, . . . , χn−1) =
∑
1≤i1<···<ij≤n−2
χi1 . . . χij > 0, ∀ 1 ≤ j ≤ k.
En particulier, si k = n− 1, alors Ω est uniformément convexe
(ii) u est uniformément k-convexe si
Sj(∇2u(x)) > 0, ∀ x ∈ Ω, 1 ≤ j ≤ k.
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Le résultat suivant est l’application du théorème 5.3 pour les équations hessiennes.
Théorème 5.20. Soient
– r ∈ N, 0 < β ≤ α < 1 et 2 ≤ k ≤ n ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– ϕ ∈ Cr+2,α(Ω) satisfaisant〈∇Sk(∇2ϕ(x))p; p〉 > 0, ∀ x ∈ Ω, p ∈ Rn;
– une constante λ > 0 telle que
‖ϕ‖Cr+2,α ≤ λ. (5.15)
Alors il existe ε = ε(α, β, r,Ω, λ) > 0 tel que pour tout f ∈ Cr,α(Ω) satisfaisant f > 0 et
l’inégalité ∥∥f − Sk(∇2ϕ)∥∥C0,β ≤ ε, (5.16)
alors le problème de Dirichlet {
Sk(∇2u) = f dans Ω
u = ϕ sur ∂Ω
admet une unique solution u ∈ Cr+2,α(Ω) satisfaisant
‖u− ϕ‖C2,β ≤ K1
∥∥f − Sk(∇2ϕ)∥∥C0,β ,
‖u− ϕ‖Cr+2,α ≤ K1
∥∥f − Sk(∇2ϕ)∥∥Cr,α ,
et 〈∇Sk(∇2u(x))p; p〉 > 0, ∀ x ∈ Ω, p ∈ Rn.
où Ki = Ki(α, β, r,Ω, λ) > 0.
Remarque 5.21. Comme pour l’équation de Monge-Ampère, la méthode du point fixe
n’impose aucune restriction sur la géométrie du domaine Ω et réduit les hypothèses de
régularité sur les données (comparer avec Trudinger [58]). La contre-partie reste encore
la petitesse des données (5.16).
Démonstration. En vue de l’application du théorème 5.3, posons
F (x, y, z, ξ) := Sk(ξ)− f(x) ∈ Cr,αloc (Ω× Rn×n).
Alors
Fy ≡ Fz ≡ 0, Fξ (x, y, z, ξ) = ∇Sk(ξ) ∈ C∞(Rn×n).
L’ellipticité (5.3) est donnée par l’hypothèse (5.15). Enfin, vu que Fy ≡ 0, l’hypothèse
(5.4) n’est pas à vérifier.
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CHAPITRE 6
EQUATIONS ELLIPTIQUES
FORTEMENT NON-LINÉAIRES :
LE PROBLÈME OBLIQUE
Nous allons traiter le problème non-linéaire avec une donnée au bord générale{
F (x, u(x),∇u(x),∇2u(x)) = 0 dans Ω
G(x, u(x),∇u(x)) = 0 sur ∂Ω.
Suivant le même schéma que pour le problème de Dirichlet, nous allons linéariser les deux
équations du problème, de sorte à obtenir une composante linéaire correspondant à un
problème elliptique à dérivée oblique, puis appliquer la méthode du point fixe. Pour le
résolution classique du problème, voir Ishii [37], Lieberman [46]-[47], Lieberman-Trudinger
[48], Safonov [54] et Urbas [63]-[66].
6.1 Le résultat principal
Nous fixons des notations utilisées tout au long du chapitre.
Notation 6.1. Soient Ω ⊂ Rn ouvert et F : Ω× R× Rn × Rn×n → R, F = F (x, y, z, ξ).
Alors pour tout u ∈ C2(Ω), nous notons
F [u] = F [u](x) := F (x, u(x),∇u(x),∇2u(x)), ∀ x ∈ Ω.
De même, pour G : Ω× R× Rn → R, nous notons
G[u] = G[u](x) := G(x, u(x),∇u(x)), ∀ x ∈ Ω.
Hypothèse 6.2. Soient
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– un entier r ≥ 0 et 0 < β ≤ α < 1 ;
– Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– un scalaire M > 0 et les ensembles PM et P˜M définis par
PM := {(y, z, ξ) ∈ R× Rn × Rn×n : |y|, |z|, |ξ| ≤M},
P˜M := {(y, z) ∈ R× Rn : |y|, |z| ≤M};
– une application F = F (x, y, z, ξ) ∈ Cr,α(Ω× PM ) ∩ C0,1(Ω× PM ) telle que
(y, z, ξ) 7→ F (x, y, z, ξ) ∈ C1(PM ), ∀ x ∈ Ω, si r = 0,
Fy :=
∂F
∂y
∈ Cr,p(Ω× PM ) ∩ C0,1(Ω× PM ),
Fz :=
(
∂F
∂zi
)n
i=1
∈ Cr,p(Ω× PM ;Rn) ∩ C0,1(Ω× PM ;Rn),
Fξ :=
(
∂F
∂ξij
)n
i,j=1
∈ Cr,p(Ω× PM ;Rn×n) ∩ C0,1(Ω× PM ;Rn×n),
pour un certain p ∈ ]α, 1] ;
– une application G = G(x, y, z) ∈ Cr+1,α(Ω× P˜M ) telle que
Gy :=
∂G
∂y
∈ Cr+1,p(Ω× P˜M ),
Gz :=
(
∂G
∂zi
)n
i=1
∈ Cr+1,p(Ω× P˜M ;Rn);
– un scalaire λ > 0 tel que
‖Fy‖Cr,p , ‖Fz‖Cr,p , ‖Fξ‖Cr,p , ‖Gy‖Cr+1,p , ‖Gz‖Cr+1,p ≤ λ
ou, si r = 0,
‖Fy‖C0,1 , ‖Fz‖C0,1 , ‖Fξ‖C0,1 , ‖Gy‖C1,p , ‖Gz‖C1,p ≤ λ;
– une fonction ϕ ∈ Cr+2,α(Ω) tel que
ϕ(Ω)×∇ϕ(Ω)×∇2ϕ(Ω) ⊂ PM/2.
Théorème 6.3. Sous la notation 6.1 et les hypothèses 6.2, soient une constante d’ellip-
ticité Λ1 > 0 et une constante d’oblicité Λ2 > 0 telles que
〈Fξ[ϕ](x)p ; p〉 ≥ Λ1|p|2, ∀ (x, p) ∈ Ω× Rn, (6.1)
Fy[ϕ](x) ≤ 0, ∀ x ∈ Ω, (6.2)
Gy[ϕ](x) 〈Gz[ϕ](x) ; ν〉 ≥ Λ2, ∀ x ∈ ∂Ω, (6.3)
où ν est la normale extérieur unité sur ∂Ω. Alors il existe ε = ε(r, α, β, p,M, λ,Λi,Ω) > 0
52
tel que si F,G, ϕ satisfont l’inégalité
‖F [ϕ]‖C0,β + ‖G[ϕ]‖C1,β ≤ ε,
le problème {
F [u] = 0 dans Ω
G[u] = 0 sur ∂Ω,
(6.4)
admet une solution u ∈ Cr+2,α (Ω) telle que
‖u− ϕ‖Cr+2,α ≤ K1 (‖F [ϕ]‖Cr,α + ‖G[ϕ]‖Cr+1,α) , (6.5)
‖u− ϕ‖C2,β ≤ K1 (‖F [ϕ]‖C0,β + ‖G[ϕ]‖C1,β ) , (6.6)
〈Fξ[u](x)p ; p〉 ≥ K2|p|2, ∀ (x, p) ∈ Ω× Rn (6.7)
où Ki = Ki(r, α, β, p,M, λ,Λi,Ω) > 0, i = 1, 2, sont des constantes.
Démonstration. Nous allons transformer le problème (5.5) afin de pouvoir lui appliquer
le théorème 2.4. La preuve se déroule en trois étapes.
Etape 1 : linéarisation. Soit u une solution de (6.4), et posons v := u−ϕ ∈ Cr+2,α(Ω).
Il est alors facile de voir que (6.4) est équivalent au problème linéarisé{
Lv = −F [ϕ] +R[v] dans Ω
Nv = −G[ϕ] + S[v] sur ∂Ω, (6.8)
où, pour tout v ∈ C2(Ω)
Lv :=
〈
Fξ[ϕ] ;∇2v
〉
+ 〈Fz[ϕ] ;∇v〉+ Fy[ϕ]v, (6.9)
Nv := 〈Gz[ϕ] ;∇v〉+Gy[ϕ]v, (6.10)
R[v] := F [ϕ+ v]− F [ϕ]− Lv, (6.11)
S[v] := G[ϕ+ v]−G[ϕ]−Nv. (6.12)
Etape 2 : point fixe. Nous voulons appliquer le théorème 2.4 au problème (6.8). Fixons
le cadre fonctionnel et vérifions les hypothèses (HXY ), (HL) et (H ′Q).
Etape 2.1. Nous posons les espaces de fonction
X1 := C
2,β(Ω), X2 := C
r+2,α(Ω)
Y1 := C
0,β(Ω)× C1,β(Ω), Y2 := Cr,α(Ω)× Cr+1,α(Ω),
et munissons les espaces Yi des normes produits
‖.‖Y1 := ‖.‖C0,β + ‖.‖C1,β , ‖.‖Y2 := ‖.‖Cr,α + ‖.‖Cr+1,α .
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L’hypothèse (HXY ) est satisfaite grâce à la proposition A.5.
Etape 2.2 Soit l’opérateur linéaire L : X2 → Y2 défini par
Lu := (Lu ;Nu), ∀ u ∈ X2,
avec L et N donnés par (6.9) et (6.10). Il correspond à un problème elliptique à dérivée
oblique. Les hypothèses (6.1)-(6.3) permettent d’invoquer le théorème B.5 : pour tout
f ∈ Y2, il existe un unique u ∈ X2 tel que
Lu = f.
De plus, il existe une constante K = K(r, α, β,M, λ,Λi) > 0 telle que∥∥L−1f∥∥
Xi
≤ K ‖f‖Yi , ∀ f ∈ Y2, i = 1, 2.
Par conséquent, l’hypothèse (HL) est vérifiée.
Etape 2.3 Soit l’opérateur Q : X2 → Y2 défini par
Q[u] := (R[u] ;S[u]), ∀ u ∈ X2,
avec R et S donnés par (6.11) et (6.12). Par les lemmes 4.9, 5.6 et 6.5, pour tout v, w ∈ X2
satisfaisant
‖u‖Cr+2,α , ‖v‖Cr+2,α ≤M/2,
nous avons les inégalités
‖Q[v]−Q[w]‖Y1 ≤ c1(‖v‖C2,β , ‖w‖C2,β ) ‖v − w‖C2,β ,
‖Q[v]‖Y2 ≤ c2 (‖v‖C2,β ) ‖v‖Cr+2,α ,
où c1 ∈ C0(R+ × R+;R+), c2 ∈ C0(R+;R+) sont des fonctions séparément croissantes
indépendantes de u et v, et c1(0, 0) = c2(0) = 0, ce qui correspond à l’hypothèse (H ′Q).
Etape 2.4. Toutes les hypothèses du théorème 2.4 ont été vérifiées. Ainsi, il existe ε > 0
tel que pour toute fonction f ∈ Y2 satisfaisant
‖f‖Y1 ≤ ε,
il existe une solution v ∈ X2 au problème
Lv = f +Q[v], (6.13)
et
‖v‖Xi ≤ 2K ‖f‖Yi .
Par construction, le problème (6.13) est équivalent à (6.8). Donc, par ce qui précède,
(6.8) admet une solution v ∈ Cr+2,α(Ω) si
‖(F [ϕ], G[ϕ])‖Y1 = ‖F [ϕ]‖C0,β + ‖G[ϕ]‖C1,β ≤ ε.
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En posant u := v + ϕ, nous avons ainsi une solution pour le problème initial (6.4), qui
satisfait de plus les inégalités (6.5) et
‖u− ϕ‖C2,β ≤ 2Kε.
Etape 3. Il reste encore à montrer l’inégalité (6.7). Par le théorème A.9.ii, par l’hypo-
thèse Fξ ∈ C0,1(Ω× PM ) et l’inégalité précédente,
‖Fξ[u]− Fξ[ϕ]‖C0 ≤ ‖Fξ‖C1 ‖u− ϕ‖C2 ≤ 2Kλε,
et donc, pour tout x ∈ Ω et p ∈ Rn,
〈Fξ[u](x))p ; p〉 = 〈Fξ[ϕ](x)p ; p〉+ 〈[Fξ[u](x)− Fξ[ϕ](x)] p ; p〉
≥ (Λ1 − 2Kλε)|p|2.
Ainsi, quitte à choisir ε <
Λ1
2Kλ
, nous avons bien (6.7), ce qui termine la preuve.
6.2 Lemmes techniques
Lemme 6.4. Sous la notation 6.1 et les hypothèses 6.2, pour tout u ∈ Cr+2,α(Ω) tel que
u(Ω)×∇u(Ω) ⊂ P˜M ,
alors
G[u] ∈ Cr+1,α(Ω).
Démonstration. Il s’agit d’une conséquence directe du théorème A.8.
Lemme 6.5. Sous la notation 6.1 et les hypothèses 6.2, soit l’application S : Ω× P˜M/2 →
R définie par
S (x, y, z) := G (x, ϕ (x) + y,∇ϕ (x) + z)−G(x, ϕ(x),∇ϕ(x))
−Gy(x, ϕ(x),∇ϕ(x))y − 〈Gz(x, ϕ(x),∇ϕ(x)); z〉 .
Alors pour tout u, v ∈ Cr+2,α (Ω), tels que
‖u‖Cr+2,α , ‖v‖Cr+2,α ≤M/2,
nous avons l’inégalité
‖S[u]− S[v]‖C1,β ≤ C1(‖v‖C2,β , ‖w‖C2,β ) ‖v − w‖C2,β , (6.14)
‖S[u]‖Cr+1,α ≤ C2 (‖u‖C2,β ) ‖u‖Cr+2,α , (6.15)
où C1 ∈ C0(R+ × R+;R+), C2 ∈ C0(R+;R+) sont des fonctions séparément croissantes
indépendantes de u et v, et C1(0, 0) = C2(0) = 0.
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Démonstration. Soient v, w ∈ Cr+2,α tels que
‖v‖C2,β , ‖w‖C2,β ≤M/2.
Nous constatons que S[u] est bien défini, car, par hypothèse,
(ϕ(x) + u(x),∇ϕ(x) +∇u(x)) ∈ P˜M/2 + P˜M/2 ⊂ P˜M .
Nous supposons également, sans perte de généralité, que ϕ ≡ 0, quitte à remplacer
G(x, y, z) par G(x, ϕ(x) + y,∇ϕ(x) + z). Par la suite, nous dénoterons par
γi = γi (r, α, β, p, λ,M,Ω) > 0
des constantes indépendantes de u, v.
Etape 1. Montrons (6.14). Pour tout x ∈ Ω et (y1, z1), (y2, z2) ∈ P˜M/2, nous écrivons
S(x, y1, z1)− S(x, y2, z2)
= G(x, y1, z1)−G(x, y2, z2)−Gy[0](x)(y1 − y2)− 〈Gz[0](x); z1 − z2〉
=
ˆ 1
0
{
[Gy(x, ty1 + (1− t)y2, tz1 + (1− t)z2)−Gy[0](x)] (y1 − y2)
+ 〈Gz(x, ty1 + (1− t)y2, tz1 + (1− t)z2)−Gz[0](x); z1 − z2〉
}
dt,
d’où
S[u]− S[v] =
ˆ 1
0
{
(Gy[tu+ (1− t)v]−Gy[0]) (u− v)
+ 〈Gz[tu+ (1− t)v]−Gz[0];∇u−∇v〉
}
dt.
En passant à la norme C1,β , nous appliquons successivement les théorème A.7 et A.9.iii :
‖S[u]− S[v]‖C1,β ≤ γ1
ˆ 1
0
{
‖Gy[tu+ (1− t)v]−Gy[0]‖C1,β ‖u− v‖C1,β
+ ‖Gz[tu+ (1− t)v]−Gz[0]‖C1,β ‖∇u−∇v‖C1,β
}
dt
≤ γ2
ˆ 1
0
(‖Gy‖C1,p + ‖Gz‖C1,p) ‖tu+ (1− t)v‖p−βC2,β ‖u− v‖C2,β dt
≤ γ3 (‖u‖C2,β + ‖v‖C2,β )p−β ‖u− v‖C2,β
et on a ainsi obtenu (6.14), avec
C1(a1, a2) := γ3 (a1 + a2)
p−β
.
Etape 3. Montrons ensuite l’inégalité (6.15). En écrivant
S(x, y, z) =
ˆ 1
0
{
[Gy(x, ty, tz)−Gy[0](x)] (y1 − y2)
+ 〈Gz(x, ty, tz1)−Gz[0](x); z1 − z2〉
}
dt,
alors
S[u] =
ˆ 1
0
{(Gy[tu]−Gy[0])u+ 〈Gz[tu]−Gz[0];∇u〉} dt.
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En passant à la norme Cr+1,α, nous appliquons successivement les théorèmes A.7 et A.9.iii,
‖S[v]‖Cr+1,α
≤ γ4
ˆ 1
0
{
‖Gy[tv]−Gy[0]‖C0 ‖u‖Cr+1,α + ‖Gy[tv]−Gy[0]‖Cr+1,α ‖u‖C0
+ ‖Gz[tv]−Gz[0]‖C0 ‖∇u‖Cr+1,α + ‖Gy[tv]−Gy[0]‖Cr+1,α ‖∇u‖C0
}
dt
≤ γ5
ˆ 1
0

(‖Gy‖C0,1 + ‖Gz‖C0,1) ‖tu‖C2 ‖u‖Cr+2,α
+
(‖Gy‖Cr+1,p + ‖Gz‖Cr+1,p) (‖tu‖p−αC2 + ‖tu‖Cr+2,α) ‖u‖C2
 dt
≤ γ6 ‖u‖p−αC2,β ‖u‖Cr+2,α
ce qui donne (6.14), avec
C2(a) := γ6 a
p−α.
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CHAPITRE 7
PROBLÈMES DE TRANSPORT
Dans ce chapitre, nous allons étudier quelques problèmes différentiels de type Monge-
Ampère issus de la théorie du transport optimal. Il s’agit d’une équation d’ordre deux
ayant une condition globale sur son domaine. Plus précisément, nous allons étudier le
problème {
det(∇2u) = f dans Ω
∇u(Ω) = Ω, (7.1)
sous les conditions ˆ
Ω
(f − 1) = 0, f > 0,
et plus généralement {
g(∇u) det(∇2u) = f dans Ω
∇u(Ω) = Ω∗, (7.2)
sous les conditions ˆ
Ω
f =
ˆ
Ω∗
g, f, g > 0.
Les problèmes (7.1) et (7.2) ont d’abord été étudiés par Pogorelov [53], qui parle
de « second problème aux conditions de bord » (second boundary value problem) - le
problème de Dirichlet et le problème de Neumann étant respectivement le « premier » et
le « troisième » problème. Ces dernières décennies, ce problème a été intensément étudié
pour ses applications en théorie du transport optimal (voir Brenier [1], Caffarelli [3], [4],
Evans-Gangbo [30], Gangbo [32], Trudinger-Wang [62]) et en géométrie (voir Wolfson
[74]).
L’existence de solutions régulières globales furent montrés pour la dimension deux
par Delanoë [28], puis par Caffarelli [4] et Urbas [65], pour des domaines uniformément
convexes. Voir également Urbas [63]-[71] et Trudinger [59] pour l’étude de problèmes plus
généraux.
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7.1 Lemmes techniques
Nous montrons ici quelques lemmes techniques qui seront utilisés dans les preuves des
résultats d’existence, dans les sections suivantes. Nous commençons par une définition qui
nous permettra de mieux manipuler la condition globale
∇u(Ω) = Ω.
Définition 7.1. Soit Ω ⊂ Rn non-vide, ouvert, borné, connexe et de classe C1. Une
fonction définissante pour Ω est une application ρ ∈ Cr(Rn), r ≥ 1 telle que
Ω = {x ∈ Rn : ρ(x) < 1} et ∇ρ(x) 6= 0, ∀ x ∈ ∂Ω.
En particulier, ∇ρ est un vecteur normal extérieur à ∂Ω.
Le résultat suivant montre que la notion de fonction définissante est équivalente à la
régularité du domaine considéré.
Théorème 7.2. Soient r ≥ 1 et 0 ≤ α ≤ 1. Un domaine Ω ⊂ Rn est de classe Cr,α si et
seulement si Ω admet une fonction définissante ρ ∈ Cr,α(Rn). De plus, si r ≥ 2, alors ρ
peut être choisi de sorte que
|∇ρ(x)| = 1, ∀ x ∈ ∂Ω.
Démonstration. Voir Krantz-Parks [43], théorème 1.2.6.
A partir de maintenant, vu que les domaines que nous considérerons seront au moins
de classe C2, nous associerons systématiquement à tout ouvert borné Ω ⊂ Rn une fonction
ρ ∈ C2(Rn) telle que
Ω = {x ∈ Rn : 0 ≤ ρ(x) < 1} , ∂Ω = {x ∈ Rn : ρ(x) = 1} , Ω = {x ∈ Rn : ρ(x) > 1} ,
et
|∇ρ(x)| = 1, ∀ x ∈ ∂Ω.
Le lemme suivant est une résolution par point fixe d’un problème de Dirichlet ayant
une condition globale sur son domaine.
Lemme 7.3. Soient 0 < α < γ ≤ 1 et r ≥ 1 entier. Soient des ensembles Ω,Ω∗ ⊂
Rn ouverts, bornés, de classe Cr+1,γ , connexes et dont le complémentaire est connexe,
respectivement définis par les fonctions ρ, ρ∗ ∈ Cr+1,γ(Rn). Alors il existe une constante
ε = ε(r, α, γ,Ω,Ω∗) > 0 telle que pour tout ρ∗ satisfaisant l’inégalité
‖ρ− ρ∗‖Cr+1,α(∂Ω) ≤ ε,
il existe une fonction u ∈ Cr+1,α(Ω) telle que
∇u ∈ Diff(Ω; Ω∗) et u = ϕ0 sur ∂Ω, (7.3)
avec ϕ0(x) := 12 |x|2. De plus, il existe une constante K = K(r, α, γ,Ω,Ω∗) > 0 telle que
‖u− ϕ0‖Cr+1,α(Ω) ≤ K ‖ρ∗ − ρ‖Cr,α(∂Ω) .
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Démonstration. En deux étapes.
Etape 1. Linéarisation. Soit u une solution de (7.3). En utilsant le lemme 7.17 et le
fait que ∇u est un difféomorphisme, nous avons les équivalences
∇u(Ω) = Ω∗ ⇔ ∂∇u(Ω) = ∇u(∂Ω) ⊂ ∂Ω∗
⇔ ρ∗(∇u(x)) = 1 = ρ(x), ∀ x ∈ ∂Ω.
En posant v := u− ϕ0 ∈ Cr+1,α(Ω), alors pour tout x ∈ ∂Ω,
ρ(x) = ρ∗(∇v(x) + x) = ρ∗(x) + 〈∇ρ∗(x);∇v(x)〉+Q(x,∇v(x)),
où
Q(x, z) := ρ∗(x+ z)− ρ∗(x)− 〈∇ρ∗(x); z〉 , ∀ (x, z) ∈ Ω× Rn.
Par le théorème 7.2, nous savons que∇ρ est un vecteur normal unité à ∂Ω, par conséquent,
en ajoutant ∂v∂ν des deux côtés de l’égalité, nous obtenons le problème équivalent
∂v
∂ν
= ρ− ρ∗ + 〈∇ρ−∇ρ∗;∇v〉+Q[v] et v ≡ 0 sur ∂Ω (7.4)
Etape 2 : point fixe. Nous voulons appliquer le corollaire 2.7 sur (7.4). Soient les espaces
de fonctions
X :=
{
v ∈ Cr+1,α(Ω) : v|∂Ω ≡ 0
}
et Y := Cr,α(∂Ω),
munis de leur norme usuelle. Ensuite, soient les opérateurs L,M,Q : X → Y définis par
Lv := ∂v
∂ν
, Mv := 〈∇ρ−∇ρ∗;∇v〉 , Q[v] := Q(x,∇v).
Vérifions les hypothèses (hXY ), (hL) et (hMQ).
1. X est un espace de Banach et Y est un espace normé, ce qui correspond à l’hypo-
thèses (hXY ).
2. Par le théorème B.13, L est inversible à droite et il existe une constante K1 =
K1(r, α,Ω) telle que ∥∥L−1f∥∥
X
≤ K1 ‖f‖Y , ∀ f ∈ Y.
3. Il est évident que
‖Mv‖Y ≤ K2 ‖ρ− ρ∗‖Cr+1,α(∂Ω) ‖v‖X ,
avec K2 = K2(r, α,Ω). Montrons l’estimation
‖Q[v]−Q[w]‖Y ≤ c(‖v‖X , ‖w‖X) ‖v − w‖X
pour tout ‖v‖X , ‖w‖X ≤ 1. En écrivant
Q[v]−Q[w] =
ˆ 1
0
〈∇ρ∗(id +t∇v + (1− t)∇w)−∇ρ∗;∇v −∇w〉 ,
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nous obtenons, en appliquant successivement les théorèmes A.7 et A.9.iii,
‖Q[v]−Q[w]‖Cr,α(∂Ω)
≤
ˆ 1
0
[
‖∇ρ∗(id +t∇v + (1− t)∇w)−∇ρ∗‖Cr,α(∂Ω) ‖∇v −∇w‖Cr,α(∂Ω)
]
dt
≤ ‖∇ρ∗‖Cr,γ ‖∇v +∇w‖γ−αCr,α(∂Ω) ‖v − w‖Cr+1,α(Ω)
≤ c (‖v‖X , ‖w‖X) ‖v − w‖X
avec
c(a, b) := ‖ρ∗‖Cr+1,γ (a+ b)γ−α , ∀ a, b ≥ 0,
et la norme de ρ∗ est prise sur un ensemble compact suffisemment grand pour
contenir
(id +t∇v + (1− t)∇w)(∂Ω), ∀ 0 ≤ t ≤ 1.
Par le corollaire 2.7, le problème (7.4) admet une solution v ∈ Cr+1,α(Ω) pour tout
ρ, ρ∗ ∈ Cr+1,γ(Rn) satisfaisant
‖ρ− ρ∗‖Y ≤
1
2K1
, K2 ‖ρ− ρ∗‖Cr+1,α(∂Ω) ≤
1
4K1
,
c(2 ‖ρ− ρ∗‖Y , 2 ‖ρ− ρ∗‖Y ) ≤
1
4K1
,
c’est-à-dire
2K1 ‖ρ− ρ∗‖Cr+1,α(∂Ω) ≤ min
1, 12K2 , 12 ‖ρ∗‖1/(γ−α)Cr+1,γ(∂Ω)
 . (7.5)
De plus, cette solution satisfait l’estimation
‖v‖Cr+1,α(Ω) ≤ 2K1 ‖ρ− ρ∗‖Cr,α(∂Ω) .
En posant u := v + ϕ0, nous avons le lemme.
Remarque 7.4.
(i) Dans la preuve, nous avons utilisé le corollaire 2.7 (qui ne fait invervenir qu’une paire
d’espaces X,Y ) plutôt que le théorème 2.6 (faisant intervenir deux paires d’espaces
Xi, Yi), car le terme linéaireMu doit être rendu petit dans les deux normes ‖.‖Yi ,
ce qui annule l’avantage que procure l’utilisation de deux paires d’espaces, comme
nous l’avons fait dans les chapitres précédents.
(ii) La condition de petitesse (7.5) n’est pas forcément vérifiée par un ρ∗ puisque cette
fonction se trouve des deux côtés de l’inégalité.
Le lemme suivant donne des estimations en norme hölderiennes d’opérateurs non-
linéaire du même type que ceux des chapitres précédents.
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Lemme 7.5. Soient Ω,Ω∗ ⊂ Rn ouverts, bornés et lipschitziens. Soit r ≥ 0, 0 < β ≤ α <
γ ≤ 1. Soient des fonctions g ∈ Cr+1,γ(Ω∗), ϕ ∈ Cr+2,α(Ω), u, v ∈ Cr+2,α(Ω) tels que
‖u‖C2,β , ‖v‖C2,β ≤ 1.
(∇ϕ+ t∇u)(Ω), (∇ϕ+ t∇v)(Ω) ⊂ Ω∗, ∀ t ∈ [0, 1],
Posons
Q[u] :=
〈∇2u; adjn−1∇2ϕ〉 [g(∇ϕ)− g(∇ϕ+∇u)]
−det(∇2ϕ) [g(∇ϕ+∇u)− g(∇ϕ)− 〈∇g(∇ϕ);∇u〉]
−g(∇ϕ+∇u) [det(∇2ϕ+∇2u)− det(∇2ϕ)− 〈∇2u; adjn−1∇2ϕ〉] .
Alors les inégalités suivantes sont vraies
‖Q[u]−Q[v]‖C0,β ≤ c1(‖u‖C2,β , ‖v‖C2,β ) ‖u− v‖C2,β
‖Q[u]‖Cr,α ≤ c2(‖u‖C2,β ) ‖u‖Cr+2,α ,
où c1 ∈ C0(R+ × R+;R+), c2 ∈ C0(R+;R+) sont des fonctions séparément croissantes
telles que c1(0, 0) = c2(0) = 0, dépendantes de ‖g‖Cr+2,α ‖ϕ‖Cr+2,α et indépendantes de u
et v.
Démonstration. La preuve est identique à celle des lemmes 4.9 et 6.5. Voir également le
lemme 14.8 dans [9].
7.2 Premier résultat
Nous montrons ici un premier résultat d’existence en employant la méthode du point
fixe.
Théorème 7.6. Soient 0 < β ≤ α < γ ≤ 1, r ∈ N et Ω ⊂ Rn ouvert, borné, de
classe Cr+2,γ , connexe et dont le complémentaire est connexe, et défini par la fonction
ρ ∈ Cr+2,γ(Rn). Alors il existe ε = ε(r, α, β, γ,Ω) > 0 tel que pour tout f ∈ Cr,α(Ω)
satisfaisant ˆ
Ω
(f − 1) = 0 et ‖f − 1‖C0,β ≤ ε,
le problème (7.1) admet une solution strictement convexe u ∈ Cr+2,α(Ω) telle que
∇u ∈ Diff(Ω,Ω).
De plus, il existe une constante K = K(r, α, β, γ,Ω) > 0 telle que
‖u− ϕ0‖C2,β ≤ K ‖f − 1‖C0,β ,
‖u− ϕ0‖Cr+2,α ≤ K ‖f − 1‖Cr,α ,
où ϕ0(x) := 12 |x|2.
Remarque 7.7.
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(i) Contrairement aux résultats d’existence classiques nous n’imposons aucune restric-
tion sur la géométrie du domaine (voir par exemple Urbas [65] qui demande que
Ω soit uniformément convexe). Le principal inconvénient de notre méthode est la
petitesse des données
‖f − 1‖C0,β ≤ ε.
(ii) L’hypothèse sur la connexité du complémentaire de Ω sert à l’application de la
proposition 7.17. Cette hypothèse n’est certainement pas nécessaire.
Démonstration. La preuve est similaire à celle des théorèmes d’existence pour les équa-
tions elliptiques : nous allons d’abord linéariser le déterminant, puis appliquer la méthode
du point fixe.
Etape 1 : linéarisation. Soit u une solution de (7.12), et posons v := u−ϕ0. Par (7.13),
la première équation de (7.12) devient
f = det(∇2v + In) = 1 + div(∇v)−Q1[v],
où
Q1(x, y, z, ξ) := 1 + div(z)− det(ξ), Q1[v] = Q1[v](x) := Q1(x, v(x),∇v(x),∇2v(x)).
Ensuite, soit ρ ∈ Cr+2,γ(Rn) une fonction définissante pour Ω. Puisque Ω est ou-
vert, borné, connexe, de complémentaire connexe et de classe au moins C2 et ∇u est un
difféomorphisme, la proposition 7.17 nous donne l’équivalence
∇u(Ω) = Ω ⇔ ∇u(∂Ω) ⊂ ∂Ω
⇔ 1 = ρ(∇v + x) = ρ(x) + 〈∇ρ(x);∇v〉 −Q2[v] sur ∂Ω
⇔ 1 = 1 + 〈ν;∇v〉 −Q2[v] sur ∂Ω
où nous avons utilisé, par le théorème 7.2, ρ(x) = 1 et ∇ρ = ν sur ∂Ω, et noté
Q2(x, y, z) := ρ(x) + 〈∇ρ(x); z〉 − ρ(x+ z),
Q2[v] = Q2[v](x) := Q2(x, v(x),∇v(x).
Ainsi, nous obtenons le problème équivalent{
div(∇v) = f − 1 +Q1[v] dans Ω
∂v
∂ν = Q2[v] sur ∂Ω.
(7.6)
Etape 2 : problème bien posé. Pour que le problème (7.6) soit bien posé, il est nécessaire
que ˆ
Ω
(f − 1 +Q1[v]) =
ˆ
∂Ω
Q2[v]
pour toute solution admissible v ∈ Cr+2,α(Ω). Si
ˆ
Ω
(f − 1) = 0,
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il suffit d’avoir ˆ
Ω
Q1[v] =
ˆ
∂Ω
Q2[v]. (7.7)
Cette égalité n’étant généralement pas vraie pour tout v ∈ C2(Ω), nous allons « forcer »
la condition de compatibilité en considérant le problème auxiliaire{
div(∇v) = f − 1 +Q1[v] dans Ω
∂v
∂ν = Q2[v] + T [v] sur ∂Ω.
(7.8)
où T : C2(Ω)→ R est définie par
T [v] :=
1
|∂Ω|
[ˆ
Ω
Q1(v)−
ˆ
∂Ω
Q2(v)
]
avec |∂Ω| :=
ˆ
∂Ω
1
Ainsi, pour tout v ∈ C2(Ω), on a trivialement
ˆ
Ω
Q1(v) =
ˆ
∂Ω
(Q2(v) + T (v)) ,
et donc le problème (7.8) est bien posé.
Etape 3 : point fixe. Nous voulons appliquer le théorème 2.4 au problème (7.8). Soient
les espaces de solutions
X1 :=
{
v ∈ C2,β(Ω) :
ˆ
Ω
v = 0
}
, X2 :=
{
v ∈ Cr+2,α(Ω) :
ˆ
Ω
v = 0
}
et les espaces de données
Y1 :=
{
(f, g) ∈ C0,β(Ω)× C1,β(Ω) :
ˆ
Ω
f =
ˆ
∂Ω
g
}
,
Y2 :=
{
(f, g) ∈ Cr,α(Ω)× Cr+1,α(Ω) :
ˆ
Ω
f =
ˆ
∂Ω
g
}
munis des normes
‖(f, g)‖Y1 := max{‖f‖C0,β , ‖g‖C1,β}, ‖(f, g)‖Y2 := max{‖f‖Cr,α , ‖g‖Cr+1,α}.
Ensuite, pour v ∈ X2, posons les opérateurs
Lv :=
(
div(∇v), ∂v
∂ν
)
,
et
Q[v] := (Q1[v];Q2[v] + T [v]) . (7.9)
Le problème (7.8) se reformule donc
Lv = (f − 1, 0) +Q[v]. (7.10)
Vérfions les hypothèses (HXY ), (HL) et (H ′Q) du théorème 2.4.
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1. Grace à la proposition A.5, les espaces Xi, Yi satisfont l’hypothèse (HXY ).
2. Par le théorème de la divergence, l’opérateur L : X2 → Y2 est bien défini. Le corol-
laire B.10 affirme que pour tout (f, g) ∈ Y2, il existe un unique v ∈ X2 satisfaisant
Lv = (f, g) ; de plus, il existe une constante K = K(r, α, β,Ω) > 0 telle que∥∥L−1f∥∥
Xi
≤ K ‖f‖Yi , ∀ f ∈ Y2, i = 1, 2. (7.11)
Par conséquent, l’hypothèse (HL) est satisfaite.
3. L’opérateur non-linéaire Q : X2 → Y2 donné par (7.9) est bien défini, par construc-
tion (étape 1.2). Nous voulons montrer les estimations
‖Q[v]−Q[w]‖Y1 ≤ c1(‖v‖X1 , ‖w‖X1) ‖v − w‖X1 ,
‖Q[v]‖Y2 ≤ c2(‖v‖X1) ‖v‖X2
pour tout ‖v‖X1 , ‖w‖X1 ≤ 1, où ci > 0 sont des fonctions continues, séparément
croissantes et dépendant de r, α, β, γ,Ω, λ. Par définition de Q, nous voyons ces
estimations pour les trois opérateurs Q1, Q2 et T .
– L’estimation de Q1[v] nous provient directement des propriétés du déterminant
(voir la démonstration du lemme 3.3) :
‖Q1[v]−Q1[w]‖C0,β ≤ c1(‖u‖C2,β , ‖v‖C2,β ) ‖u− v‖C2,β ,
‖Q1[v]‖Cr,α ≤ c2(‖v‖C2,β ) ‖v‖Cr+2,α .
– L’estimation de Q2[v] se fait exactement de la même manière que dans le lemme
4.9, en utilisant le fait que ρ ∈ Cr+2,γ , ce qui donne
‖Q2[v]−Q2[w]‖C1,β ≤ c1 (‖u‖C2,β , ‖v‖C2,β ) ‖u− v‖C2,β ,
‖Q2[v]‖Cr+1,α ≤ c2(‖v‖C2,β ) ‖v‖Cr+2,α .
– Enfin, le terme T [v] est un scalaire (c’est-à-dire une fonction constante), donc, en
utilisant ce qui précède,
‖T [v]‖Cr+1,α = |T [v]| ≤
|Ω|
|∂Ω| ‖Q1[v]‖C0 + ‖Q2[v]‖C0 ≤ c2(‖v‖C2,β ) ‖v‖Cr+2,α .
De même,
|T (v)− T (w)| ≤ c1(‖v‖C2,β , ‖w‖C2,β ) ‖v − w‖C2,β ,
Toutes les hypothèses du théorème 2.4 sont vérifiés ; il existe donc une constante ε =
ε(r, α, β, γ,Ω, λ) > 0 telle que pour tout (f − 1, 0) ∈ Y2 satisfaisant l’inégalité
‖(f − 1, 0)‖Y1 = ‖f − 1‖C0,β ≤ ε,
le problème (7.10) admet une unique solution v ∈ X2 satisfaisant
‖v‖C2,β ≤ K ‖f − 1‖C0,β ,
‖v‖Cr+2,α ≤ K ‖f − 1‖Cr,α ,
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où K = K(r, α, β,Ω, λ) > 0.
Etape 3 : difféomorphisme. Par ce qui précède, il existe une solution v ∈ Cr+2,α(Ω) au
problème (7.8), si
‖f − 1‖C0,β ≤ ε.
Alors u := ϕ0 + v est une solution de{
det(∇2u) = f dans Ω
ρ(∇u) = 1 + T [u− ϕ0] sur ∂Ω.
De plus, par l’étape 2, nous avons les estimations
‖u− ϕ0‖C2,β ≤ K ‖f − 1‖C0,β ≤ Kε,
‖u− ϕ0‖Cr+2,α ≤ K ‖f − 1‖Cr,α .
En particulier, puisque ϕ0(x) = 12 |x|2, le lemme 7.19 implique que pour ε suffisamment
petit,
∇u ∈ Diff(Ω;∇u(Ω))
Etape 4. Enfin, il nous reste à montrer que
∇u(Ω) = Ω.
Posons
ΩT := {x ∈ Rn : ρ(x) < 1 + T [u− ϕ]} ,
qui est un ensemble ouvert, borné et de classe Cr+2,α. Alors, par définition de ρ,
ρ(∇u) = 1 + T [u− ϕ0] ⇔ (∇u)(∂Ω) ⊂ ∂ΩT
Or, par définition de T ,
‖u− ϕ‖C2,β ≤ Kε ⇒ |T [u− ϕ0]| ≤ K˜ε
avec K˜ > 0. En choisissant ε suffisament petit, nous pouvons nous assurer que ΩT et
(ΩT )
c ont la même connexité que Ω et (Ω)c (autrement, il existerait un point x0 ∈ Ω
tel que ρ(x0) = 0, ce qui contredit le théorème 7.2). Par conséquent, puisque ∇u est un
difféomorphisme, par le lemme 7.17,
∇u(∂Ω) = ∂∇u(Ω) ⊂ ∂ΩT ⇒ ∇u(Ω) = ΩT .
Pour finir, montrons Ω = ΩT . Puisque ρ est continue sur Rn, alors on a par définition{
Ω ⊂ ΩT si T > 0
Ω ⊃ ΩT si T < 0,
Puisque ∇u ∈ Diff(Ω; ΩT ), det(∇2u) = f et
´
Ω
f = mes(Ω), alors la formule classique du
changement de variables nous donne
mes(Ω) =
ˆ
Ω
f =
ˆ
Ω
det(∇2u) =
ˆ
∇u(Ω)
dy
=
ˆ
ΩT
dy = mes(ΩT ).
En appliquant la proposition 7.18, nous avons Ω = ΩT = ∇u(Ω).
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Remarque 7.8.
(i) Le résultat peut se généraliser pour le problème{
det(∇2u+∇(hu)) = f dans Ω
∇u+ hu ∈ Diff(Ω,Ω), (7.12)
où h ∈ Cr+1,α(Ω;Rn) admet des fonctions H ∈ Cr+2,α(Ω) et ϕ0 ∈ Cr+2,α(Ω) telles
que
h = ∇H et ∇ϕ0 + hϕ0 = id sur Ω. (7.13)
Ce problème est cependant moins intéressant, car la condition (7.13) est très rigide,
et il est notamment nécessaire que
xih
j(x) = xjh
i(x), ∀ 1 ≤ i < j ≤ n, x = (x1, . . . , xn) ∈ Ω.
(ii) Par une démarche de linéarisation similaire à celle du chapitre 5, il est possible de
résoudre par la méthode du point fixe des problèmes de la forme{
F (x, u(x),∇u(x),∇2u(x)) dans Ω
∇u ∈ Diff(Ω; Ω).
7.3 Second résultat
Nous travaillons maintenant un problème plus général{
g(∇u) det(∇2u) = f dans Ω
∇u(Ω) = Ω∗, (7.14)
où Ω,Ω∗ sont ouverts, bornés et connexes, f, g > 0 et
ˆ
Ω
f =
ˆ
Ω∗
g.
Nous voulons résoudre ce problème en appliquant la méthode du point fixe. La démarche
est essentiellement la même que pour le problème précédent, cependant, la présence du
facteur g va demander une version plus forte du théorème 2.4.
Hypothèse 7.9. Soient
– 0 < β ≤ α < γ ≤ 1, r ∈ N,
– Ω,Ω∗ ⊂ Rn ouverts, bornés, connexes, de classe Cr+2,γ et dont le complémentaire
est connexe, définis par les fonctions ρ, ρ∗ ∈ Cr+2,γ(Rn)
– f ∈ Cr,α(Ω) et g ∈ Cr+1,γ(Rn) tels que f, g > 0,
ˆ
Ω
f =
ˆ
Ω∗
g, (7.15)
– des constantes λ1, λ2 > 0 telles que
‖ρ‖Cr+2,γ(∂Ω) , ‖ρ∗‖Cr+2,γ(∂Ω) , ‖g‖Cr+1,γ(Ω∗) ≤ λ1, |g| ≥ λ2 sur ∂Ω∗.
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Théorème 7.10. Sous les hypothèses 7.9, il existe une constante ε = ε(r, α, β, λ1, λ2) > 0
telle que pour tout f, g, ρ, ρ∗ satisfaisant
‖f − g‖C0,β(Ω) , ‖ρ− ρ∗‖Cr+2,α(∂Ω) ≤ ε, (7.16)
le problème (7.14) admet une solution strictement convexe u ∈ Cr+2,α(Ω) telle que
∇u ∈ Diff(Ω; Ω∗).
De plus, il existe une constante K = K(r, α, β, λ1, λ2) > 0 telle que
‖u− ϕ0‖C2,β ≤ K
(
‖f − g‖C0,β(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
‖u− ϕ0‖Cr+2,α(Ω) ≤ K
(
‖f − g‖Cr,α(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
,
avec ϕ0(x) = 12 |x|2.
Remarque 7.11.
(i) Comme pour le théorème 7.6, la comparaison de ce résultat avec celui d’Urbas [65]
montre que nos hypothèses sur f , g, Ω et Ω∗ sont plus générales, en particulier Ω
et Ω∗ n’ont pas besoin d’être uniformément convexes. En contrepartie, nous avons
besoin de données petites (inégalité 7.16).
(ii) Il n’est pas nécessaire que ∇r+1g et ∇r+2ρ aient la même Hölder-régularité (c’est-
à-dire soient de classe C0,γ), par contre il faut que leur coefficient de Hölder soit
strictement supérieur à α.
Démonstration. La démonstration se déroule en 4 étapes.
Etape 1 : linéarisation. Par le lemme 7.3, il existe des constantes C = C(r, α, λ1) et
ε1 = ε1(r, α, λ1) > 0 tels que si ρ, ρ∗ satisfont
‖ρ− ρ∗‖Cr+2,α(∂Ω) ≤ ε1,
alors il existe une fonction ϕ ∈ Cr+2,α(Ω) satisfaisant ∇ϕ ∈ Diff(Ω,Ω∗),
ρ∗(∇ϕ) = ρ et ϕ = ϕ0 sur ∂Ω
et l’inégalité
‖ϕ− ϕ0‖Cr+2,α(Ω) ≤ C ‖ρ− ρ∗‖Cr+1,α(∂Ω) . (7.17)
Supposons que u soit une solution de (7.14) et posons v := u− ϕ.
Etape 1.1. La première équation de (7.14) devient
f = g(∇v +∇ϕ) det(∇2v +∇2ϕ)
= [g(∇ϕ) + 〈∇g(∇ϕ);∇v〉+G(x,∇v)]
· [det(∇2ϕ) + 〈adjn−1∇2ϕ;∇2v〉+R(x,∇2v)]
= g(∇ϕ) det(∇2ϕ) + div(g(∇ϕ)∇v)−Mv −Q1[v],
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où G et R sont des termes non-linéaires issus de la linéarisation de g et det respectivement,
et, pour tout (x, z, ξ) ∈ Ω× Rn × Rn×n,
M(x, z, ξ) := div(g(∇ϕ)z)− g(∇ϕ) 〈adjn−1∇2ϕ; ξ〉− 〈∇g(∇ϕ); z〉det(∇2ϕ), (7.18)
Q1(x, z, ξ) :=
〈
adjn−1∇2ϕ; ξ
〉
[g(∇ϕ)− g(∇ϕ+ z)]
−det(∇2ϕ) [g(∇ϕ+ z)− g(∇ϕ)− 〈∇g(∇ϕ); z〉]
−g(∇ϕ+ z) [det(∇2ϕ+ ξ)− det(∇2ϕ)− 〈adjn−1∇2ϕ; ξ〉] ,
Mv(x) := M(x,∇v(x),∇2v(x)), Q1[v] = Q1[v](x) := Q1(x,∇v(x),∇2v(x)).
Nous obtenons ainsi l’équation linéarisée
div(g(∇ϕ)∇v) = f − g(∇ϕ) det(∇2ϕ) +Mv +Q1[v] dans Ω. (7.19)
Etape 1.2. En supposant que ∇u soit un difféomorphisme, par les hypothèses sur Ω et
Ω∗, nous pouvons appliquer la proposition 7.17 qui nous donne l’équivalence
∇u(Ω) = Ω∗ ⇔ ∇u(∂Ω) = ∂∇u(Ω) ⊂ ∂Ω∗ ⇔ ρ∗(∇u(x)) = 1, ∀ x ∈ ∂Ω.
On a donc
1 = ρ∗(∇v +∇ϕ) = ρ∗(∇ϕ) + 〈∇ρ∗(∇ϕ);∇v〉 −Q2[v]. (7.20)
où, pour tout (x, z) ∈ ∂Ω× Rn,
Q2(x, z) := −ρ∗(∇ϕ+ z) + ρ∗(∇ϕ) + 〈∇ρ∗(∇ϕ); z〉 ,
Q2[v] = Q2[v](x) := Q2(x,∇v(x)).
Puisque ∇ϕ ∈ Diff(Ω; Ω∗) et Ω∗ est de classe au moins C2, alors
∇ϕ(∂Ω) = ∂Ω∗
d’où, par le théorème 7.2,
ρ∗(∇ϕ) = 1, ∇ρ∗(∇ϕ) = ν sur ∂Ω,
où v est la normale extérieure à Ω. Ainsi, 7.20 devient simplement
∂v
∂ν
= Q2[v]. (7.21)
En regroupant les équations (7.19) et (7.21), nous reformulons (7.14) sous la forme
d’un problème de Neumann.{
div(g(∇ϕ)∇v) = f − g(∇ϕ) det(∇2ϕ) +Mv +Q1[v] dans Ω
∂v
∂ν = Q2[v] sur ∂Ω.
(7.22)
Etape 2 : problème bien posé. Pour que le problème (7.22) soit bien posé, il faut qu’il
vérifie la condition de compatibilité
ˆ
Ω
div(g(∇ϕ)∇v) =
ˆ
∂Ω
g(∇ϕ)∂v
∂ν
.
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Par l’hypothèse (7.15), nous avons
ˆ
Ω
[
f − g(∇ϕ) det(∇2ϕ)] = ˆ
Ω
f −
ˆ
Ω∗
g = 0.
Cependant, nous n’avons généralement pas
ˆ
Ω
Mv +Q1[v] =
ˆ
∂Ω
g(∇ϕ)Q2[v].
Posons TM (v), TQ(v) ∈ R les quantités
TM (v) :=
(ˆ
∂Ω
g(∇ϕ)
)−1 ˆ
Ω
Mv,
TQ(v) :=
(ˆ
∂Ω
g(∇ϕ)
)−1 [ˆ
Ω
Q1[v]−
ˆ
∂Ω
g(∇ϕ)Q2[v]
]
qui sont bien définies, car g > 0. Alors le problème de Neumann suivant est bien posé :{
div(g(∇ϕ)∇v) = f − g(∇ϕ) det(∇2ϕ) +Mv +Q1[v] dans Ω
∂v
∂ν = TM (v) +Q2[v] + TQ(v) sur ∂Ω.
(7.23)
Etape 3 : point fixe. Nous voulons appliquer le théorème 2.6 sur le problème (7.23).
Soient les espaces de fonctions
X1 :=
{
v ∈ C2,β(Ω) :
ˆ
Ω
v = 0
}
, X2 :=
{
v ∈ Cr+2,α(Ω) :
ˆ
Ω
v = 0
}
,
Y1 :=
{
(f1, f2) ∈ C0,β(Ω)× C1,β(Ω) :
ˆ
Ω
f1 =
ˆ
∂Ω
g(∇ϕ)f2
}
,
Y2 :=
{
(f1, f2) ∈ Cr,α(Ω)× Cr+1,α(Ω) :
ˆ
Ω
f1 =
ˆ
∂Ω
g(∇ϕ)f2
}
,
munis de leur norme usuelle. Soit l’opérateur linéaire L : X2 → Y2 défini par
Lv :=
(
div(g(∇ϕ)∇v), ∂v
∂ν
)
.
Soient les opérateursM,Q : X2 → Y2 définis par
Mv := (Mv, TM (v)), Q[v] := (Q1[v], Q2[v] + TQ(v)).
Par construction, le problème (7.23) est équivalent à résoudre dans X2
Lv = (f − g(∇ϕ) det(∇2ϕ); 0) +Mv +Q[v]. (7.24)
Vérifions les hypothèses (HXY ), (HL) et (HMQ)
1. La proposition A.5 assure que l’hypothèse (HXY ) est satisfaite.
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2. L’opérateur L correspond à un problème de Neumann. Par le théorème B.9, L est
inversible à droite et il existe une constante K1 = K1(r, α, λ1,Ω) telle que∥∥L−1(f1, f2)∥∥Xi ≤ K1 ‖(f1, f2)‖Yi , ∀ (f1, f2) ∈ Y2, i = 1, 2.
L’hypothèse (HL) est donc satisfaite.
3. Par définition de TM et TQ, les opérateursM, Q etM+Q sont bien définis. Nous
voulons montrer l’hypothèse (HMQ), c’est-à-dire
‖Q[v]−Q[w]‖Y1 ≤ c1(‖v‖X1 , ‖w‖X1) ‖v − w‖X1 , (7.25)
‖Q[v]‖Y2 ≤ c2(‖v‖X1) ‖v‖X2 . (7.26)
‖Mv‖Yi ≤ K2 ‖ϕ− ϕ0‖Xi ‖v‖Xi , ∀ v ∈ Y2, i = 1, 2, (7.27)
avec K2 = K2(r, α, β, λ1, λ2) > 0 et ci > 0 des fonctions continues, séparément
croissantes et dépendantes de r, α, β, λ1, λ2. Nous noterons γi = γi(r, α, β, λ1, λ2) >
0 des constantes indépendantes de u, v ∈ X2.
– D’abord, par le lemme 7.5, pour tout v, w ∈ X2 satisfaisant
‖v‖C2,β , ‖w‖C2,β ≤ 1,
(∇ϕ+ t∇v)(Ω), (∇ϕ+ t∇w)(Ω) ⊂ Ω∗, ∀ t ∈ [0, 1],
nous avons
‖Q1[v]−Q1[w]‖C0,β ≤ γ1(‖v‖C2,β + ‖w‖C2,β ) ‖v − w‖C2,β ,
‖Q1[v]‖Cr,α ≤ γ1 ‖v‖Cr+2,α ‖v‖C2,β .
– Les estimations
‖Q2[v]−Q2[w]‖C1,β ≤ c1(‖v‖C2,β , ‖w‖C2,β ) ‖v − w‖C2,β ,
‖Q2[v]‖Cr+1,α ≤ c2(‖v‖Cr+2,α) ‖v‖C2,β .
sont obtenues de la même façon que le lemme 4.9, en écrivant, par exemple,
Q2[v] =
ˆ 1
0
〈∇ρ∗(∇ϕ)−∇ρ∗(∇ϕ+ tz); z〉 dt
et en utilisant le fait que ρ∗ ∈ Cr+2,γ(Rn).
– Enfin, puisque
TQ(v) =
(ˆ
∂Ω
g(∇ϕ)
)−1 [ˆ
Ω
Q1(v)−
ˆ
∂Ω
gQ2(v)
]
,
et, par hypothèse, |g| ≥ λ2 > 0, alors nous avons directement, par ce qui précède,
|TQ(v)− TQ(w)| ≤ c1(‖v‖C2,β , ‖w‖C2,β ) ‖v − w‖C2,β ,
|TQ(v)| ≤ c2(‖v‖Cr+2,α) ‖v‖C2,β ,
ce qui montre les inégalités (7.25) et (7.26).
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– Nous montrons (7.27) pour la norme Y2, l’autre étant identique. Nous réécrivons
(7.18) comme
Mv = M1v +M2v +M3v,
avec
M1 := g(∇ϕ)
〈∇2v; In − adjn−1∇2ϕ〉 ,
M2 :=
〈∇v; (∇2ϕ− In)∇ (g(∇ϕ))〉 ,
M3 := 〈∇v;∇g ◦ ∇ϕ〉 (1− det(∇2ϕ)).
Puisque ϕ0(x) = |x|2/2, il suffit de voir que∥∥adjn−1∇2ϕ0 − adjn−1∇2ϕ∥∥Cr,α∥∥∇2ϕ0 −∇2ϕ∥∥Cr,α∥∥det(∇2ϕ0)− det(∇2ϕ)∥∥Cr,α
 ≤ γ2 ‖ϕ− ϕ0‖Cr+2,α ,
d’où, par le théorème A.7 et le fait que ‖g‖Cr+2,α ≤ Λ,
‖Mv‖Cr,α ≤ γ3 ‖ϕ− ϕ0‖Cr+2,α ‖v‖Cr+2,α .
Ensuite, puisque
TM (v) =
(ˆ
∂Ω
g(∇ϕ)
)−1 ˆ
Ω
Mv
et |g| ≥ λ2 > 0, alors nous avons directement
‖TM (v)‖Cr+1,α = |TM (v)| ≤ γ4 ‖M(v)‖C0 ≤ γ5 ‖ϕ− ϕ0‖Cr+2,α ‖v‖Cr+2,α ,
ce qui achève de montrer (7.27).
Etape 3.4. Toutes les hypothèses étant vérifiées, nous appliquons le théorème 2.6 sur
(7.23) : il existe ε2 > 0 tel que si les données satisfont
‖ϕ− ϕ0‖Cr+2,α(Ω) ≤ ε2, (7.28)∥∥f − g(∇ϕ) det(∇2ϕ)∥∥
C0,β(Ω)
≤ ε2, (7.29)
alors (7.24) admet une solution v ∈ X2 telle que
‖v‖C2,β ≤ k1
∥∥f − g(∇ϕ) det(∇2ϕ)∥∥
C0,β
,
‖v‖Cr+2,α ≤ k1
∥∥f − g(∇ϕ) det(∇2ϕ)∥∥
Cr,α
.
Nous voulons définir une constante ε > 0 telle que pour tout f, g, ρ, ρ∗ satisfaisant
‖f − g‖C0,β(Ω) , ‖ρ− ρ∗‖Cr+2,α(∂Ω) ≤ ε, (7.30)
les inégalités (7.28) et (7.29) soient vérifiées. D’abord, par l’inégalité du triangle, nous
avons∥∥f − g(∇ϕ) det(∇2ϕ)∥∥
C0,β(Ω)
≤ ‖f − g‖C0,β(Ω)
+
∥∥g − g(∇ϕ) det(∇2ϕ)∥∥
C0,β(Ω)
≤ ‖f − g‖C0,β(Ω) + γ6 ‖g‖C1,β(Ω∗) ‖ϕ− ϕ0‖C2,β(Ω)
≤ γ7
(
‖f − g‖C0,β(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
,
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où nous avons utilisé (7.17) dans la dernière inégalité. Posons
ε := min
{
ε1,
ε1
C
,
ε2
C
,
ε2
2γ7
}
,
où ε1, C > 0 ont été introduits dans l’étape 1. Ainsi, pour tout f, g, ρ, ρ∗ satisfaisant
‖f − g‖C0,β(Ω) , ‖ρ− ρ∗‖Cr+2,α(∂Ω) ≤ ε,
nous avons, d’une part, par ce qui précède,∥∥f − g(∇ϕ) det(∇2ϕ)∥∥
C0,β(Ω)
≤ 2γ7ε ≤ ε2.
D’autre part, par (7.17),
‖ρ− ρ∗‖Cr+2,α(∂Ω) ≤ ε1 ⇒ ‖ϕ− ϕ0‖Cr+2,α(Ω) ≤ Cε1,
d’où
‖ρ− ρ∗‖Cr+2,α(∂Ω) ≤ ε ≤ min
{
ε1,
ε1
C
, fracε2C
}
⇒ ‖ϕ− ϕ0‖Cr+2,α(Ω) ≤ C min
{
ε1,
ε1
C
, fracε2C
}
≤ ε2.
Ainsi, sous la condition (7.30), les inégalités (7.28) et (7.29) sont bien vérifiées, et donc le
problème (7.23) admet une solution v ∈ Cr+2,α(Ω) satisfaisant les estimations
‖v‖Cr+2,α ≤ γ8
∥∥f − g(∇ϕ) det(∇2ϕ)∥∥
Cr,α(Ω)
≤ K
(
‖f − g‖Cr,α(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
et
‖v‖C2,β ≤ K
(
‖f − g‖C0,β(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
.
Etape 4. Pour conclure, on vérifie que la fonction u := v + ϕ ∈ Cr+2,α(Ω) est solution
de (7.14). Nous savons que u satisfait les équations{
g(∇u) det(∇2u) = f dans Ω
∇u(∂Ω) ⊂ ∂Ω∗T ,
(7.31)
où
Ω∗T = {x ∈ Rn : ρ∗(x) ≤ 1 + T (u)} , T (u) = TM (u− ϕ) + TQ(u− ϕ) ∈ R,
et les estimations
‖u− ϕ‖Cr+2,α ≤ K
(
‖f − g‖Cr,α(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
,
‖u− ϕ‖C2,β ≤ K
(
‖f − g‖C0,β(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
≤ 2Kε.
En particulier,
‖u− ϕ0‖C2 ≤ ‖u− ϕ‖C2 + ‖ϕ− ϕ0‖C2 ≤ ε(1 + 2K).
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Puisque ϕ0(x) = 12 |x|2, en choisissant ε suffisamment petit, le lemme 7.19 nous assure que
∇u ∈ Diff(Ω,∇u(Ω)).
De plus, comme T (ϕ) = 0 et ρ∗ est continue, on peut également s’assurer que T (u) soit
suffisamment petit pour que Ω∗T et son complémentaire soient connexes. Par conséquent,
la proposition 7.17 implique que
∇u(∂Ω) = ∂∇u(Ω) ⊂ ∂Ω∗T ⇒ ∇u(Ω) = Ω∗T .
Ensuite, par l’hypothèse (7.15) et le fait que u soit solution de (7.31),
ˆ
Ω∗
g =
ˆ
Ω
f =
ˆ
Ω
g(∇u) det(∇2u) =
ˆ
∇u(Ω)
g.
par conséquent ˆ
Ω∗
g =
ˆ
Ω∗T
g.
Puique g > 0 et
Ω∗ ⊂ Ω∗T ou Ω∗ ⊃ Ω∗T ,
alors nous avons nécessairement mes(Ω∗) = mes(Ω∗T ), et donc, par la proposition 7.18,
Ω∗ = Ω∗T , d’où
∇u(Ω) = Ω∗.
Pour finir, nous pouvons substituer ϕ0 à ϕ en utilisant l’inéaglité triangulaire et le lemme
7.3, ce qui nous donne les estimations finales
‖u− ϕ0‖Cr+2,α(Ω)) ≤ K
(
‖f − g‖Cr,α(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
,
‖u− ϕ0‖C2,β(Ω) ≤ K
(
‖f − g‖C0,β(Ω) + ‖ρ− ρ∗‖Cr+2,α(∂Ω)
)
.
7.4 Annexe : Régularité, connexité et convexité
Dans cette section, nous montrons quelques résultats de topologies utilisés significati-
vement dans les preuves des principaux résultats du chapitre.
Définition 7.12 (Domaine régulier). Soit Ω ⊂ Rn ouvert et borné. On pose
Q := {x ∈ Rn : |xi| < 1, ∀ 1 ≤ i ≤ n} ,
Q+ := {x ∈ Q : xn > 0} , Q− := {x ∈ Q : xn < 0} , Q0 := {x ∈ Q : xn = 0} .
Nous dirons que Ω est régulier s’il satisfait au moins une des propriétés suivantes.
(i) Pour tout r ≥ 1, on dit que Ω est de classe Cr si, pour tout x ∈ ∂Ω, il existe un
ouvert U ⊂ Rn contenant x et une application bijective H : U → Q satisfaisant
H ∈ Cr(U ;Q), H−1 ∈ Cr(Q;U),
H(U ∩ Ω) = Q+, H(U ∩ Ωc) = Q−, H(U ∩ ∂Ω) = Q0.
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(ii) Si H et H−1 sont de classe Cr,α, avec 0 < α ≤ 1, alors Ω est dit de classe Cr,α.
(iii) Si H et H−1 sont de classe C0,1, alors Ω est dit lipschitzien.
Remarque 7.13. Une conséquence élémentaire de cette définition est que le voisinage U
peut être choisi arbitrairement petit.
Proposition 7.14. Soient Ω ⊂ Rn ouvert, borné et régulier. Alors
Ω = int(Ω).
Démonstration. L’inclusion Ω ⊂ int(Ω) est triviale, car int(Ω) est par définition le plus
grand ouvert contenu dans Ω. Supposons par l’absurde que cette inclusion soit stricte et
soit
x ∈ int(Ω) \ Ω = int(Ω) ∩ ∂Ω 6= ∅.
Par régularité de Ω, il existe un voisinage ouvert U 3 x tel que
U ∩ Ωc 6= ∅. (7.32)
Par la remarque 7.13, puisque int(Ω) est ouvert, U peut être choisi suffisamment petit
pour que
U ⊂ int(Ω),
ce qui contredit (7.32).
Remarque 7.15. Le résultat est faux si Ω n’est pas régulier. Par exemple, soit B ⊂ Rn
la boule unité et
Ω := B \ {0}.
Alors Ω n’est pas régulier en 0 ∈ ∂Ω, au sens de la définition 7.12 et
Ω = B, int(Ω) = B.
Corollaire 7.16. Soient Ω, A,B ⊂ Rn ouverts, bornés et réguliers. Alors les trois pro-
priétés suivantes sont vraies :
∂Ω = ∂(Ω), (Ω)c = Ωc, A ⊂ B ⇒ A ⊂ B.
Proposition 7.17. Soient A,B ⊂ Rn ouverts, non-vide, bornés, connexes, réguliers et
tels que les complémentaires (A)c et (B)c soient connexes. Alors
∂A ⊂ ∂B ⇒ A = B.
Démonstration. Par passage au complémentaire, nous avons
A ∪ (A)c ⊃ B ∪ (B)c. (7.33)
Puisque (A)c et (B)c sont non-bornés et connexes, on a nécessairement
(B)c ⊂ (A)c,
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ce qui implique, encore une fois par passage au complémentaire et par le corollaire 7.16,
A ⊂ B. (7.34)
Revenant à l’inclusion (7.33), par connexité, nous avons
B ⊂ A ou B ⊂ (A)c.
Si on avait B ⊂ (A)c, alors par (7.34), nous aurions
A ⊂ B ⊂ (A)c,
ce qui est absurde, d’où, nécessairement
B ⊂ A,
et donc A = B.
Proposition 7.18. Soient A,B ⊂ Rn ouverts, bornés. Alors
A ⊂ B
mes(A) = mes(B)
int(A) = A
⇒ A = B.
Démonstration. Etape 1. Nous commençons par montrer que
B \A ⊂ ∂A.
Soit x ∈ B\A = B∩Ac et supposons par l’absurde que x /∈ ∂A. Puisque x ∈ Ac\∂A = Ac,
il existe un voisinage ouvert U ⊂ (A)c contenant x. Or, B étant ouvert et x ∈ B, on peut
prendre U suffisamment petit pour avoir
x ∈ U ⊂ B ∩ (A)c.
Ceci est absurde, car, par hypothèse
0 < mes(U) ≤ mes (B ∩ (A)c) = mes(B)−mes(A) = 0.
Etape 2. De ce qui précède, nous avons
B = (B \A) ∪A ⊂ ∂A ∪A = A,
d’où, par définition de l’intérieur d’un ensemble et par hypothèse,
B ⊂ int(A) = A,
ce qui conclut la preuve.
Lemme 7.19. Soit Ω ⊂ Rn ouvert, borné et lipschizien et une application U ∈ C1(Ω;Rn).
Alors il existe ε > 0 tel que si
‖U − id‖C1 ≤ ε,
alors U ∈ Diff(Ω;U(Ω)).
77
Démonstration. Il suffit de vérifier que U est injective. La preuve se déroule en trois
étapes.
Etape 1. Nous montrons d’abord que l’on peut, sans perte de généralité, se restreindre
à Ω convexe. Soit BR ⊂ Rn la boule centrée à l’origine et de rayon R > 0 suffisamment
grand pour que Ω ⊂ BR. Puisque Ω est lipschitzien, il existe une application
E : C1(Ω;Rn)→ C1(BR;Rn)
telle que (voir [9], théorème 16.11)
E(U)|Ω = U et ‖E(U)‖C1(BR;Rn) ≤ K ‖U‖C1(Ω;Rn) ,
où K > 0 ne dépend pas de U . En particulier,
‖E(U)− id‖C1 ≤ K ‖U − id‖C1 ≤ Kε
et si E(U) est injective sur BR, alors U est injective sur Ω.
Etape 2. Montrons que ∇U est définie positive pour ε assez petit. Par hypothèse,
|∇U(x)− In| ≤ ε, ∀x ∈ Ω,
d’où, pour tout p ∈ Rn et x ∈ Ω,
〈∇U(x) p ; p〉 = 〈(∇U(x)− In) p ; p〉+ |p|2
≥ (1− ε)︸ ︷︷ ︸
=: Λ> 0
|p|2.
Etape 3. Par l’étape 1, nous supposons que Ω est convexe. Soient x1, x2 ∈ Ω tels que
x1 6= x2. Par convexité de Ω, nous pouvons écrire
〈U(x1)− U(x2);x1 − x2〉 =
ˆ 1
0
d
dt
〈[U(x2 + t(x1 − x2))] ;x1 − x2〉 dt
=
ˆ 1
0
〈[∇U(x2 + t(x1 − x2))(x1 − x2)] ;x1 − x2〉 dt
≥ Λ|x1 − x2|2 > 0,
où nous avons utilisé l’étape 2 dans l’avant-dernière inégalité, d’où U(x1) 6= U(x2), ce qui
termine la preuve.
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CHAPITRE 8
L’ÉQUATION DES ONDES
SEMI-LINÉAIRE
Dans ce chapitre, nous appliquerons la méthode du point fixe sur l’équation des ondes
semi-linéaires{
utt(x, t)− c2∆u(x, t) +Q(x, t, u(x, t)) = 0 : (x, t) ∈ Rn × (0, T )
u(x, 0) = g(x), ut(x, 0) = h(x) : x ∈ Rn.
Ce problème est classique dans la théorie des équations hyperboliques non-linéaires. Voir
John [42], Sogge [55] et Strauss [56].
8.1 Le résultat principal
Sans perte de généralité, nous supposons c = 1, quitte à effectuer un changement de
variable. Commençons par fixer des notations qui seront utilisées tout au long du chapitre.
Notation 8.1. Pour tout T > 0 nous écrivons
RnT := Rn × (0, T ) et RnT := Rn × [0, T ].
Soit Q ∈ Ck(RnT × R), Q = Q(x, t, y). Soit un multi-indice a = (a1, a2) avec a1 ∈ Nn et
a2 ∈ N, et b ∈ N tels que 0 ≤ |a|, b ≤ k. Alors nous notons les dérivées partielles
Dax,tQ :=
∂|a|Q
∂xa1∂ta2
et DbyQ :=
∂bQ
∂yb
.
De plus, pour tout u ∈ C0(RnT ), nous notons
Q[u] = Q[u](x, t) := Q(x, t, u(x, t)), ∀ (x, t) ∈ RnT .
Hypothèse 8.2. Soient
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– n = 1, 2, 3, m :=
[
n+2
2
]
, r ∈ N et T > 0 ;
– g ∈ Cr+m+1(Rn) et h ∈ Cr+m(Rn) ;
– une constante M > 0 et une application Q ∈ Cr+m(RnT × [−M,M ]), Q = Q(x, t, y)
telle que, pour tout (x, t) ∈ RnT et |y1|, |y2| ≤M , nous avons les inégalités
|Dax,tQ(x, t, y1)−Dax,tQ(x, t, y2)| ≤ γ1(|y1|+ |y2|)|y1 − y2|, (8.1)
|Dbx,tDcuQ(x, t, y1)−Dbx,tDcuQ(x, t, y2)| ≤ γ2|y1 − y2|, (8.2)
avec 0 ≤ |a|, |b|+ c ≤ r+m, c ≥ 1 et γi > 0 des constantes indépendantes de (x, t) ;
– une constante λ > 0 telle que
‖Q‖Cr+m ≤ λ.
Remarque 8.3. Les espaces de fonctions Cr(Rn) sont compris au sens de la définition
A.1, c’est-à-dire que si u ∈ Cr(Rn), alors u est ses dérivées jusqu’à l’ordre r sont bornées
dans Rn.
Théorème 8.4. Sous les hypothèses 8.2, il existe ε = ε(r, T,M, λ, γi) > 0 tel que si Q, g
et h satisfont
‖Q[0]‖Cr+m + ‖g‖Cr+1+m + ‖h‖Cr+m ≤ ε, (8.3)
alors le problème {
utt −∆u+Q[u] = 0 dans RnT
u(x, 0) = g(x), ut(x, 0) = h(x) dans Rn.
(8.4)
admet une unique solution u ∈ Cr+2(RnT ). De plus, il existe une constante
K = K(r, T,M, λ, γi) > 0
telle qu’on ait l’inégalité
‖u‖Cr+2 ≤ K (‖Q[0]‖Cr+m + ‖g‖Cr+1+m + ‖h‖Cr+m) .
Démonstration. Fixons le cadre fonctionnel. Soient les espaces de fonction
X := Cr+2(RnT ), Y := C
r+m(RnT )× Cr+1+m(Rn)× Cr+m(Rn)
Z := Cr(RnT )× Cr(Rn)× Cr(Rn).
Soient les applications L : X → Z et Q : X → Y définies par
Lu = Lu(x, t) := (utt(x, t)− uxx(x, t), u(x, 0), ut(x, 0)),
Q[u] = Q[u](x, t) := (Q(x, t, u(x, t))−Q(x, t, 0), 0, 0), Q[0] = 0.
Soit F ∈ Y défini par
F (x, t) := (Q(x, t, 0), g(x), h(x)).
Nous avons alors l’équation équivalente
Lu+Q[u] = F.
Vérifions les trois hypothèses du théorème 2.8. Puisque X est un espace de Banach (voir
remarque A.3) et Y ⊂ Z, alors l’hypothèse (hXY ) est vérifiée. Les hypothèses (hL) et (hQ)
sont respectivement vérifiées par le théorème B.11 et par le lemme 8.9, ce qui termine la
preuve.
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Remarque 8.5.
(i) Si n > 3, alors on a nécessairement besoin que f ∈ Cm(RnT ), avec m ≥ 3. Puisque
la solution de l’équation des ondes ne peut pas gagner en régularité, il n’est plus
possible de trouver une application non-lineaire Q ∈ Cm(RnT × R) telle que
(x, t) 7→ Q(x, t, u(x, t)) ∈ Cm(RnT ) si u ∈ C2(RnT ).
(ii) Nous pouvons généraliser le résultat avec un terme semi-linéaire Q(u, ut,∇xu) dé-
pendant des dérivées premières, mais seulement pour n = 1. En effet, pour la même
raison que dans la remarque précédente, l’absence de gain de régularité ne nous
laisse, au mieux, que la possibilité d’avoir
Q(u, ut,∇xu) ∈ C1(RnT ),
alors que la régularité minimale requise pour n ≥ 2 est de classe C2.
(iii) Nous ne sommes pas en mesure d’améliorer le résultat avec des paires espaces de
fonctions ayant un ordre de dérivation différent, c’est-à-dire utiliser
X1 := C
2(RnT ), X2 := C
r+2(RnT ),
Y1 := C
m(RnT )× Cm+1(Rn)× Cm(Rn),
Y2 := C
r+m(RnT )× Cr+m+1(Rn)× Cr+m(Rn).
avec r > 0 entier, car la proposition A.5 n’est pas applicable ici.
Le corollaire suivant traite du cas particulier où la composante non-linéaire Q à ses
variables (x, t) et u séparées par un produit.
Hypothèse 8.6. Soient
– n = 1, 2, 3, m :=
[
n+2
2
]
, r ∈ N et T > 0 ;
– des fonctions f, p ∈ Cr+m(RnT ), g ∈ Cr+m+1(Rn) et h ∈ Cr+m(Rn) ;
– une application q = q(y) ∈ Cr+m,1[−M,M ] telle que q(0) = 0 et
|q(u)− q(v)| ≤ K0(|u|+ |v|)|u− v|, ∀ (x, t) ∈ RnT (8.5)
où K0 > 0 est une constante ;
– une constante λ > 0 telle que
‖p‖Cr+m , ‖q‖Cr+m,1 ≤ λ.
Corollaire 8.7. Sous les hypothèses 8.6, il existe ε = ε(r, T,M, λ) > 0 tel que si f , g et
h satisfont
‖f‖Cr+m + ‖g‖Cr+m+1 + ‖h‖Cr+m ≤ ε,
Alors le problème semi-linéaire{
utt −∆u+ p q(u) = f dans RnT
u(x, 0) = g(x), ut(x, 0) = h(x) dans Rn.
admet une solution u ∈ Cr+2(RnT ). De plus, il existe une constante K = K(r, T,M, λ) > 0
telle qu’on ait l’inégalité
‖u‖Cr+2 ≤ K (‖f‖Cr+m + ‖g‖Cr+m+1 + ‖h‖Cr+m) .
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Démonstration. Il suffit d’appliquer le théorème 8.4 à
Q(x, t, y) := p(x, t)q(y)− f(x, t)
qui satisfait l’inégalité (8.1) grâce à l’hypothèse (8.5), et qui satisfait (8.2) grace au fait
que les dérivées de q sont lipschitziennes, par hypothèse.
Exemple 8.8. Soient n = 1, 2, 3, p ≥ m := [n+22 ] et l’application q(u) := u|u|p. Alors
q ∈ Cm,1loc (R) et, en procédant comme dans l’exemple 4.15, nous avons
|q(u)− q(v)| ≤ C(|u|+ |v|)|u− v| ∀ |u|, |v| ≤ 1,
où C = C(p) > 0 est une constante. Ainsi, en appliquant le corollaire 8.7 au problème{
utt −∆u+ u|u|p = f dans RnT
u(x, 0) = g(x), ut(x, 0) = h(x) dans Rn,
(8.6)
il existe ε = ε(T, p) > 0 tel que si
‖f‖Cm + ‖g‖Cm+1 + ‖h‖Cm ≤ ε,
alors le problème 8.6 admet une solution u ∈ C2(Rn × [0, T ]) telle que
‖u‖C2 ≤ K (‖f‖Cm + ‖g‖Cm+1 + ‖h‖Cm) ,
où K = K(T, p) > 0 est une constante.
8.2 Un lemme technique
Nous allons montrer un lemme technique utilisé dans la preuve du théorème 8.4.
Lemme 8.9. Sous les hypothèses 8.2, supposons de plus que
Q(x, t, 0) = 0, ∀ (x, t) ∈ RnT . (8.7)
Soient u, v ∈ Cr+2(RnT ) tels que ‖u‖Cr+2 , ‖v‖Cr+2 ≤M . Alors
Q[u] ∈ Cr+m(RnT ) (8.8)
et nous avons les inégalités
‖Q[u]−Q[v]‖Cr+m ≤ K (‖u‖Cr+2 + ‖v‖Cr+2) ‖u− v‖Cr+2 ,
où K > 0 est une constante indépendante de u, v.
Démonstration. L’assertion (8.8) est évidente, car m ≤ 2 pour 1 ≤ n ≤ 3. Nous démon-
trons le lemme pour le cas n = 3, m = 2 et r = 0, les autres cas étant très similaires.
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Etape 1. Dans cette étape préliminaire, nous montrons quelques inégalités qui seront
utilisées dans la suite de la preuve. Nous désignerons par Ki > 0 des constantes indé-
pendantes des variables x, t et y. Les inégalités (8.1) et (8.7) impliquent que pour tout
(x, t) ∈ RnT ,
|Qy(x, t, 0)| =
∣∣∣∣ limh→0 Q(x, t, h)−Q(x, t, 0)h
∣∣∣∣ ≤ limh→0K0|h| = 0.
Combiné avec l’inégalité (8.2), nous obtenons également
|Qy(x, t, y)| ≤ K1|y|, ∀ (x, t, y) ∈ RnT × [−M,M ].
De plus, puisque les applications considérées sont uniformément bornées, nous avons
|Qyy(x, t, y)| ≤ K2, ∀ (x, t, y) ∈ RnT × [−M,M ].
En appliquant les mêmes raisonnements sur les dérivées de Q par rapport à x et t, nous
avons, pour tout opérateur différentiel Dax,t avec 0 ≤ |a| ≤ 2, les inégalités
|Dax,tQy(x, t, y)| ≤ K1|y|, ∀ (x, t, y) ∈ RnT × [−M,M ], (8.9)
|Dax,tQyy(x, t, y)| ≤ K2, ∀ (x, t, y) ∈ RnT × [−M,M ]. (8.10)
Etape 2. Montrons l’inégalité
‖Q[u]−Q[v]‖C2 ≤ K (‖u‖C2 + ‖v‖C2) ‖u− v‖C2 , (8.11)
avec u, v ∈ C2(RnT ) tels que ‖u‖C2 , ‖v‖C2 ≤M . Soient (x, t) ∈ RnT .
1. Par (8.1), nous avons directement
|Q[u](x, t)−Q[v](x, t)| ≤ K0(|u|+ |v|) |u− v|
≤ K0 (‖u‖C2 + ‖v‖C2) ‖u− v‖C2 ,
2. L’estimation des dérivées partielles d’ordre 1 étant identique pour chaque variable,
nous effectuons uniquement celle en t. Puisque
∂Q(x, t, u(x, t))
∂t
= Qt(x, t, u(x, t)) +Qy(x, t, u(x, t))ut(x, t),
alors ∣∣∣∣ ∂∂t [Q[u](x, t)−Q[v](x, t)]
∣∣∣∣ = |Qt[u] +Qy[u]ut −Qt[v] +Qy[v] vt|
≤ |Qt[u]−Qt[v]|+ |Qy[u]||ut − vt|
+ |Qy[u]−Qy[v]||vt|.
Les inégalités (8.1), (8.2) et (8.9) impliquent que
|Qt[u]−Qt[v]| ≤ K0(|u|+ |v|)|u− v|,
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|Qy[u]−Qy[v]| ≤ K1|u− v|, |Qy[u]| ≤ K1|u|,
d’où ∣∣∣∣ ∂∂t [Q[u](x, t)−Q[v](x, t)]
∣∣∣∣ ≤ K0(|u|+ |v|)|u− v| + K1|u||ut − vt|
+ K1|u− v||vt|
≤ K3 (‖u‖C2 + ‖v‖C2) ‖u− v‖C2 .
3. Pour l’estimation des dérivées partielles d’ordre 2, nous en effectuons également une
seule. Puisque
∂2Q(x, t, u(x, t))
∂xi∂xj
= Qxixj [u] +Qxiy[u]uxj +Qxjy[u]uxi
+ Qyy[u]uxiuxj + Qy[u]uxixj ,
alors∣∣∣∣ ∂2∂xi∂xj [Q[u](x, t)−Q[v](x, t)]
∣∣∣∣ ≤ |Qxixj [u]−Qxixj [v]|+ |Qxiy[v]||uxi − vxi |
+ |Qxjy[u]−Qxjy[v]||uxj |+ |Qxiy[u]−Qxiy[v]||uxi |+ |Qxjy[v]||uxj − vxj |
+ |Qyy[u]−Qyy[v]||uxi ||uxj |+ |Qyy[v]||uxi − vxi ||uxj |
+ |Qyy[v]||vxi ||uxj − vxj |+ |Qy[u]−Qy[v]||uxixj |+ |Qy[v]||uxixj − vxixj |
≤ K0(|u|+ |v|)|u− v|+K1|u− v|(|uxi |+ |uxj |) +K1|u− v||uxi ||uxj |
+ K1|v|(|uxi − vxi |+ |uxj − vxj |) +K2|uxi − vxi ||uxj |
+ K2|vxi ||uxj − vxj |+ K1|u− v||uxixj |+K1|v||uxixj − vxixj |
≤ K3 (‖u‖C2 + ‖v‖C2) ‖u− v‖C2
où nous avons utilisé les inégalités (8.1), (8.2), (8.9) et (8.10), ce qui termine de
montrer (8.11).
Remarque 8.10. Par le fait que x 7→ Q(x, t, u(x, t)) n’est pas défini sur un ensemble
borné, nous ne pouvons pas utiliser les propriétés des compositions de fonctions (théorème
A.9) pour obtenir les estimations voulues.
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Deuxième partie
Le problème des deux puits
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CHAPITRE 9
LE CAS NON-DÉGÉNÉRÉ
DET(A),DET(B) 6= 0
Nous allons étudier dans les prochains chapitres un problème d’inclusion différentielle
appellé le problème des deux puits, dont la formulation est la suivante. Etant donnés
deux matrices A,B ∈ R2×2, un domaine Ω ⊂ R2 ouvert et borné, et une application
u0 : Ω→ R2 affine, trouver une application u ∈ W 1,∞(Ω,R2) satisfaisant le problème de
Dirichlet { ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω,
(9.1)
où, pour toute matrice M ∈ R2×2, on a noté
SM := SO(2)M =
{
RϕM : Rϕ =
(
cos(ϕ) − sin(ϕ)
sin(ϕ) cos(ϕ)
)}
.
Les « deux puits » sont les ensembles SA et SB . Dans ce chapitre, nous allons traiter
le problème des deux puits (9.1) pour le cas non-dégénéré où les matrices A,B sont
inversibles, c’est-à-dire
det(A),det(B) 6= 0.
Dans ce cas, l’existence de solutions lipschitziennes a été montrée notamment par
Dacorogna-Marcellini [12]-[14], suivant une méthode basée sur le théorème des catégories
de Baire, et par Müller-Sverak [49], suivant la méthode dite d’intégration convexe de
Gromov [35].
Nous allons nous poser la question de savoir s’il est possible de trouver des solutions
un peu plus régulières que lipschitziennes, disons de classe C1morc. Nous verrons qu’il est
nécessaire de considérer des matrices A,B dont les valeurs singulières satisfont
0 < λ1(BA
−1) ≤ 1 ≤ λ2(BA−1).
Il y a essentiellement deux cas.
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Le cas orthogonal : λ1(BA−1) = λ2(BA−1) = 1, det(BA−1) = −1. Ce cas a longue-
ment été étudié par Dacorogna-Marcellini-Paolini [16]-[21] qui ont montré l’existence de
solutions localement affine par morceaux et qu’il est possible de construire explicitement
de telles solutions dans un domaine borné, de manière fractale près du bord.
Le cas non-orthogonal : 0 < λ1(BA−1) ≤ 1 ≤ λ2(BA−1), λ1(BA−1) 6= λ2(BA−1).
Dans ce cas, Dacorogna-Marcellini-Paolini [21] ont montré qu’il n’existe pas de solution
localement affine par morceaux non-triviale (c’est à dire identique à sa condition de bord).
Ainsi, l’orthogonalité de A,B est, dans un certain sens, nécessaire à l’existence de so-
lutions non-triviales C1morc pour le problème de Dirichlet. Cependant, leur preuve requiert
l’hypothèse que le bord du domaine considéré soit constitué d’au plus sept composantes
lisses. Le résultat principal de ce chapitre (théorème 9.13) propose une preuve éliminant
cette hypothèse et généralisant ce résultat à des domaines convexes.
Dans la section 9.3, nous allons analyser l’existence de solutions affines par morceaux
au problème des deux puits pour des domaines n’entrant pas dans le cadre du théorème
9.13 et nous ferons le lien avec l’enveloppe rang-un convexe Rco(SA ∪SB) des deux puits,
qui joue un rôle central dans l’existence de solutions pour des inclusions différentielles.
Les sections 9.4 et 9.5 regroupent les principaux résultats connus concernant le cas
orthogonal et l’existence de solutions lipschitziennes.
9.1 Notations et résultats préliminaires
Nous commençons par établir des conditions nécessaires pour l’existence de solutions
pour le problème des deux puits. La principale est la rang-1 connexité entre les puits SA
et SB , c’est-à-dire l’existence d’une matrice de rotation Rϕ ∈ SO(2) telle que
det(A−RϕB) = 0.
Cette condition est explicitée dans le lemme suivant.
Lemme 9.1. Soient A,B ∈ R2×2 telles que A 6= B et det(A),det(B) 6= 0. Alors les deux
assertions suivantes sont vraies.
(i) Le puits SA n’admet aucune rang-1-connexion non-triviale avec lui-même, c’est-à-
dire
det(A−RϕA) = 0 ⇔ ϕ = 0.
(ii) Les puits SA et SB sont rang-1-connectés si et seulement
0 < λ1(BA
−1) ≤ 1 ≤ λ2(BA−1).
De plus, si on note
λ := λ1(BA
−1) sign(det(BA−1)) et µ := λ2(BA−1),
alors
det(A−RϕB) = 0 ⇔ cos(ϕ)(λ+ µ) = 1 + λµ.
En particulier, si |λ| 6= µ, alors A est rang-un connecté aux matrices
R±ΘB avec cos(Θ) =
1 + λµ
λ+ µ
, Θ ∈ [0, pi].
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Autrement, si BA−1 = I−2 := diag(−1, 1), alors SA et SB sont totalement rang-un
connectés, c’est-à-dire
det(RψA−RϕB) = 0, ∀ Rϕ, Rψ ∈ SO(2).
Remarque 9.2.
(i) Le cas où BA−1 = I−2 correspond au cas orthogonal, que nous ne traiterons pas ici.
(ii) Sans perte de généralité, nous pouvons réduire notre analyse aux matrices
A = I2 =
(
1 0
0 1
)
B = Λ :=
(
λ 0
0 µ
)
.
En effet, puisque A,B sont inversibles, on peut utiliser la décomposition en valeurs
singulières de la manière suivante : il existe des rotations Rϕ, Rψ ∈ SO(2) telles que
BA−1 = RϕΛRψ.
Posons
v(x) := u(A−1R−ψ), x ∈ RψA(Ω),
qui satisfait
∇v(x) = ∇u(A−1R−ψx)A−1R−ψ.
Par conséquent,
∇u ∈ SA ∪ SB ⇔ ∇v ∈ SI2 ∪ SΛ.
Démonstration.
(i) Soit Rϕ ∈ SO(2). Alors
det(A−RϕA) = det(A) det(I −Rϕ) = 2 det(A)(1− cos(ϕ)).
Ainsi
det(A−RϕA) = 0 ⇔ cos(ϕ) = 1 ⇔ ϕ = 0.
(ii) Sans perte de généralité, nous pouvons choisir
A =
(
1 0
0 1
)
et B =
(
λ 0
0 µ
)
, 0 < |λ| ≤ µ.
On calcule
det(A−RϕB) = det
(
1− λ cos(ϕ) µ sin(ϕ)
−λ sin(ϕ) 1− µ cos(ϕ)
)
= 1 + λµ− (λ+ µ) cos(ϕ).
Ainsi
det(A−RϕB) = 0 ⇔ cos(ϕ)(λ+ µ) = 1 + λµ
⇔ −(λ+ µ) ≤ 1 + λµ ≤ λ+ µ
⇔ (1 + λ)(1 + µ) ≥ 0, (1− λ)(µ− 1) ≥ 0
⇔ 0 < |λ| ≤ 1 ≤ µ.
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En particulier, si λ 6= −1 6= −µ, alors
det(A−RϕB) = 0 ⇔ cos(ϕ) = 1 + λµ
λ+ µ
.
Enfin, si λ = −1 = µ, alors
det(A−RϕB) = 0, ∀ ϕ ∈ ]− pi, pi].
Ainsi, on ne peut pas avoir de rang-1 connexion dans le même puits. C’est à dire, entre
deux morceaux adjacents d’une solution affine par morceaux u, le gradient ∇u passe d’une
valeur dans le puits SA à une valeur dans le puits SB , et vice-versa, mais ne reste jamais
dans le même puits.
Voici deux lemmes élémentaires.
Lemme 9.3. Soit l’équation linéaire
Ax = b (9.2)
avec A ∈ R2×2\0 telle que det(A) = 0 et b ∈ R2. Alors soit (9.2) n’admet aucune solution,
soit l’ensemble des solutions forme une droite affine dans R2.
Lemme 9.4. Soient a, b, c, d ∈ R2 \ {0}. Alors
det(a⊗ b− c⊗ d) = 0 ⇔ a||c ou b||d,
et
a⊗ b = c⊗ d ⇔ a||c et b||d,
où on a noté
a⊗ b :=
(
a1b1 a1b2
a2b1 a2b2
)
.
Démonstration. La première affirmation découle de
det(a⊗ b− c⊗ d) = (a1c2 − a2c1)(b2d1 − b1d2).
La seconde affirmation découle de la première et du fait que les vecteurs sont non-nuls.
Les résultats suivants, établis par Dacorogna-Marcellini-Paolini [21], donnent explici-
tement la forme de la solution lorsque son gradient change de puits.
Lemme 9.5. Soient Λ := diag(λ, µ) 6= I2 avec
0 < |λ| ≤ µ,
des angles ϕ,ψ ∈]− pi, pi], un vecteur ν ∈ R2 \ {0} et un scalaire α ∈ R. Soit l’application
u définie par
u(x) :=
{
Rϕx : 〈x; ν〉 > α,
Rϕ+ψΛx : 〈x; ν〉 < α.
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Alors u peut être prolongée par continuité sur la ligne 〈x, ν〉 si et seulement si les deux
cas suivants se produisent.
Cas orthogonal. λ = −1, µ = 1 et ν est parallèle au vecteur (1 + cos(ψ), sin(ψ)).
Cas non-orthogonal. 0 < λ ≤ 1 ≤ µ avec au moins une inégalité stricte, ψ = ±Θ et ν
est parallèle au vecteur ν±, où Θ ∈ [0, pi] est défini par
cos(Θ) =
1 + λµ
λ+ µ
, sin(Θ) =
√
µ2 − 1√1− λ2
λ+ µ
,
et
ν± :=
(
±
√
1− λ2,
√
µ2 − 1
)
.
De plus, nous pouvons écrire
R±ΘΛ = I + α± ⊗ ν± =
 1− µ(1−λ2)µ+λ ∓µ√µ2−1√1−λ2λ+µ
±λ
√
µ2−1√1−λ2
λ+µ 1− λ(µ
2−1)
µ+λ
 ,
où
α± =
(
∓µ
√
1− λ2
µ+ λ
,
λ
√
µ2 − 1
µ+ λ
)
.
Démonstration. Voir [21], lemme 19.
Remarque 9.6.
(i) Le lemme nous dit qu’une solution affine par morceaux ne peut changer de valeurs
entre les puits SI2 et SΛ qu’en « passant à travers » des lignes orthogonales aux deux
vecteurs de l’énoncé.
(ii) Par le lemme 9.1, Θ est bien défini si 0 < |λ| ≤ 1 ≤ µ et |λ| 6= 1. En particulier,
Θ = 0 ⇔ λ = 1 ou µ = 1,
Θ = pi/2 ⇔ λµ = −1,
Θ = pi ⇔ λ = −1.
(iii) Si |λ| = 1 ou µ = 1, alors ν+ et ν− sont collinéaire et ν doit être parallèle soit à
e1 = (1, 0) (si mu = 1) ou à e2 = (0, 1) (si |λ| = 1).
Le prochain lemme concerne le cas où deux de ces lignes s’intersectent.
Lemme 9.7. Soient Λ := diag(λ, µ) avec
0 < |λ| < 1 < µ,
des angles ϕ, χ, χ′, ψ ∈ ]− pi, pi] et des scalaires α, β ∈ R. Soit l’application u définie par
u(x) :=

Rϕx : 〈x; ν+〉 > α, 〈x; ν−〉 > β
Rϕ+χΛx : 〈x; ν+〉 > α, 〈x; ν−〉 < β
Rϕ+ψx : 〈x; ν+〉 < α, 〈x; ν−〉 < β
Rϕ+χ′Λx : 〈x; ν+〉 < α, 〈x; ν−〉 > β.
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Alors u peut être prolongée par continuité sur les lignes 〈x; ν+〉 = α et 〈x; ν−〉 = β si et
seulement si
λµ = −1, χ = −χ′ = pi/2 et ψ = pi.
Démonstration. Voir [21], lemme 21.
Remarque 9.8. La seule possibilité d’avoir, sous les hypothèses du lemme, une fonction
continue, est que
R−ϕu(x) =

x : 〈x; ν+〉 > α, 〈x; ν−〉 > β
Rpi/2Λx : 〈x; ν+〉 > α, 〈x; ν−〉 < β
−x : 〈x; ν+〉 < α, 〈x; ν−〉 < β
−Rpi/2Λx : 〈x; ν+〉 < α, 〈x; ν−〉 > β
pour un certain ϕ ∈ ]− pi, pi[.
Avant d’énoncer le dernier résultat préliminaire, nous introduisons la définition sui-
vante.
Définition 9.9. Soient A,B ∈ R2×2 inversibles telles que
0 < λ1(BA
−1) ≤ 1 ≤ λ2(BA−1),
avec au moins une inégalité stricte. Soient les matrices Q,R permettant la décomposition
en valeurs singulières BA−1 = QΛR, où Λ = diag(λ1, λ2). Soient un ouvert Ω ⊂ R2 et
un ensemble Σ ⊂ Ω. Alors on dit que Σ satisfait la condition de lamination (par rapport
à A et B dans Ω) si l’ensemble Σ′ := RA(Σ) ⊂ RA(Ω) est constitué de segments qui
s’étendent jusqu’au bord de RA(Ω) et qui sont orthogonaux aux vecteurs
ν± :=
(
±
√
1− λ21,
√
λ22 − 1
)
.
Remarque 9.10.
(i) Si λ1(BA−1) = 1 ou λ2(BA−1) = 1, alors ν+ et ν− sont parallèles. On parle dans
ce cas de lamination simple. Autrement nous avons une lamination double.
(ii) En cas de lamination double, une intersection entre deux segment de Σ dans Ω est
un sommet interne.
Le résultat suivant caractérise les lignes de discontinuités d’une solution affine par
morceaux du problème des deux puits.
Théorème 9.11. Soit Ω ⊂ R2 ouvert et A,B ⊂ R2×2 inversibles telles que
0 < λ1(BA
−1) ≤ 1 ≤ λ2(BA−1),
avec au moins une inégalité stricte. Soit u ∈ C1morc(Ω;R2) satisfaisant l’inclusion différen-
tielle
∇u ∈ SA ∪ SB presque partout dans Ω.
Alors u les trois assertions suivantes sont vraies.
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1. u est affine par morceaux.
2. L’ensemble singulier
Σu := {x ∈ Ω : u n’est pas différentiable en x}
satisfait la contition de lamination (par rapport à A et B dans Ω).
3. Un sommet interne ne peut exister que si
λµ = −1.
Démonstration. Voir [21], théorème 25.
Remarque 9.12.
(i) La première affirmation est une conséquence du théorème de Liouville ([21], théo-
rème 4).
(ii) Une conséquence importante de ce théorème est que toute solution régulière sur Ω
est « globalement » affine, et s’étend continuement jusqu’au bord. En particulier, il
ne peut pas y avoir une accumulation de morceaux jusqu’au bord, contrairement au
cas orthogonal, où cette accumulation est nécessaire.
(iii) Si A = I2 et B = diag(λ, µ), la condition de lamination implique que les lignes
de discontinuité de u sont des segments qui se prolongent jusqu’au bord de Ω et
prependiculaires aux vecteurs
ν± :=
(
±
√
1− λ2,
√
µ2 − 1
)
.
9.2 Non-existence de solutions affines par morceaux
Nous montrons maintenant le résultat principal de ce chapitre. Il s’agit d’un théorème
de non-existence de solutions C1morc pour le problème des deux puits, dans le cas non-
orthogonal.
Théorème 9.13. Soit Ω ⊂ R2 ouvert et de classe C1morc. Soient A,B ∈ R2×2 des matrices
inversibles telles que
0 < λ1(BA
−1) ≤ 1 ≤ λ2(BA−1),
avec au moins une des inégalités stricte. Soit C ∈ R2×2 tel que C /∈ SA ∪ SB . Alors le
problème de Dirichlet { ∇u ∈ SA ∪ SB presque partout dans Ω
u(x) = Cx sur ∂Ω,
(9.3)
n’admet pas de solution u ∈ C1morc(Ω;R2) si l’une des conditions suivantes est vérifiée.
1. Ω est borné,
2. Ω est convexe et la normale extérieure au bord possède au moins trois valeurs
distinctes.
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Remarque 9.14.
(i) Ce théorème est une généralisation d’un résultat de Dacorogna-Marcellini-Paolini
([21], théorème 28), qui ont établi la non-existence pour des domaines bornés dont
le bord possède au plus sept morceaux C1.
(ii) Si ∂Ω est constitué de cotés ayant une ou deux directions distinctes (par exemple
un demi-plan ou un angle de plan), alors il est possible de construire des solutions
non-triviales au problème des deux puits (voir section 9.3).
Démonstration. Supposons par l’absurde qu’il existe une solution u ∈ C1morc(Ω;R2) au
problème (9.3). Sans perte de généralité, on peut supposer que A = I2, B = diag(λ, µ),
avec
0 < |λ| ≤ 1 ≤ µ, |λ| 6= µ.
On peut de plus supposer que Ω est connexe, quitte à traiter chaque composante connexe
séparément.
La preuve se déroule en cinq étapes : dans l’étape 1, nous appliquons le théorème 9.11
pour expliciter la structure de l’ensemble singulier Σu. Dans l’étape 2, nous montrons
plusieurs affirmations préliminaires. Dans l’étape 3, nous traitons le cas où |λ| = 1 ou
µ = 1 (lamination simple). Dans les étapes 4 et 5, nous montrons le théorème pour les
cas respectivement borné et non-borné.
Etape 1. Par le théorème 9.11, l’ensemble singulier Σu satisfait la condition de lamina-
tion, c’est-à-dire Σu est non-vide et est constitué de segments fermés entièrement contenus
dans Ω, dont les extrémités atteignent ∂Ω. Ces segments sont tous orthogonaux, soit par
rapport aux vecteur ν+, soit par rapport au vecteur ν−, définis par
ν± :=
(
±
√
1− λ2,
√
µ2 − 1
)
.
Si |λ| = 1 ou µ = 1, alors tous les segments de la lamination sont parallèles, car
orthogonaux à un unique vecteur (dans ce cas, on a une lamination simple, autrement on
a une lamination double).
De plus, u est affine par morceaux et le gradient ∇u est constant sur chaque compo-
sante connexe de Ω \ Σu. Chaque fois que u traverse un segment de la lamination, alors
la valeur de ∇u passe du puits SA au puits SB et vice-versa, suivant les schémas, à une
rotation près,
A
ν+→ RΘB ν+→ A et A ν−→ R−ΘB ν−→ A,
où 0 ≤ Θ ≤ pi est défini par
cos(Θ) =
1 + λµ
λ+ µ
et sin(Θ) =
√
µ2 − 1√1− λ2
λ+ µ
.
De plus, nous pouvons exprimer
R±ΘB = A+ α± ⊗ ν±,
avec
α± =
(
∓µ
√
1− λ2
λ+ µ
,
λ
√
µ2 − 1
µ+ λ
)
.
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S’il existe un sommet intérieur, c’est-à-dire une intersection entre deux segments de la
lamination (nécessairement double), alors on a nécessairement
λ =
−1
µ
6= −1.
Ceci implique que
cos(Θ) = 0 et sin(Θ) = 1,
d’où Θ = pi/2. De plus, vu qu’un sommet intérieur est une intersection de segments
orthogonaux aux vecteurs ν+ et ν−, un tel sommet est une solution de l’équation{ 〈x; ν+〉 = α
〈x; ν−〉 = β,
pour certains α, β ∈ R. Par le lemme 9.7 la seule solution u affine par morceaux qui soit
continue autour de ce sommet est nécessairement de la forme
R−ϕu(x) =

x : 〈x; ν+〉 > α, 〈x; ν−〉 > β
Rpi/2Bx : 〈x; ν+〉 > α, 〈x; ν−〉 < β
−x : 〈x; ν+〉 < α, 〈x; ν−〉 < β
−Rpi/2Bx : 〈x; ν+〉 < α, 〈x; ν−〉 > β,
(9.4)
où ϕ ∈ (−pi, pi] et
Rpi/2B =
(
0 −µ
−1/µ 0
)
.
De plus, nous pouvons exprimer
±Rpi/2B = A+ α± ⊗ ν±,
avec
ν± =
(
± 1
µ
,−1
)
, α± = (∓µ, 1) .
ν+
ν+
ν−
ν−
RΘB
R−ΘB
Rpi/2B R−pi/2BA A
A
−A
Figure 9.1 – Lamination double et sommet intérieur.
Etape 2. Nous énonçons six affirmations préliminaires, mais ne montrons que les trois
dernières. Les trois premières ont été montré par Dacorogna-Marcellini-Paolini [21] (théo-
rème 28 et remarque 30).
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Affirmation 1. Les parties lisses de ∂Ω sont droites. Donc, pour qu’une solution affine
existe, il faut nécessairement que Ω soit un polygône.
Affirmation 2. Les segments de Σu ont leurs extrémités seulement sur les points de
discontinuité (i.e. les sommets) de ∂Ω et, réciproquement, chaque sommet de ∂Ω est atteint
par des segments de lamination via l’intérieur de Ω. On dira qu’un sommet est simple s’il
n’est atteint que par un seul segment, et double s’il est atteint par deux segments. Si la
lamination est simple, alors tous les sommets sont simples.
Affirmation 3. Si Ω est borné, alors chaque normale à la lamination (les vecteurs ν±)
admet au moins un sommet simple. Plus précisément, il existe au moins un sommet sur ∂Ω
qui soit un point extrême par rapport au vecteur ν+ (resp. ν−) et qui est donc l’extrémité
d’une seule ligne de discontinuité arrivant depuis l’intérieur de Ω orthogonale à ν− (resp
ν+).
Affirmation 4. Chaque valeur distincte de ∇u dans une cellule au bord de Ω induit
une unique direction normale à l’interface ∂Ω (voir figure 9.2). En effet, supposons que
∇u = A sur au moins deux cellules à l’interface et posons γ1, γ2 ∈ R2 \ {0} des vecteurs
normaux à ∂Ω sur ces deux cellules. Vu que ∇u = C sur ∂Ω et C /∈ SA, alors il existe
c1, c2 ∈ R2 \ {0} tels que
C = A+ c1 ⊗ γ1 = A+ c2 ⊗ γ2,
ce qui implique, par le lemme 9.4, que γ1 et γ2 sont parallèles.
A
Ω
γ
C = A+ c ⊗ γ
A
γ
C = A+ c ⊗ γ
Figure 9.2 – Les cotés de ∂Ω sur lesquels ∇u = A sont parallèles.
Affirmation 5. En cas de lamination double (i.e. ν+ ∦ ν− et RΘ 6= R−Θ), si ∇u prend
au moins les trois valeurs (à une multiplication par une matrice près) RΘB, A et R−ΘB
sur des segments de ∂Ω, alors le segment sur lequel ∇u = A est normal à ν+ ou ν−. En
effet, puisque ∇u = C à l’extérieur de Ω et C /∈ SA, il existe des vecteurs c, γ ∈ R2 \ {0}
tels que
C = A+ c⊗ γ.
De plus, par l’étape 1, nous avons
R±ΘB = A+ α± ⊗ ν±.
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Par conséquent, puisque ∇u vaut R±ΘB sur des morceaux de ∂Ω, la continuité de u à
l’interface impliquent
det(C −R±ΘB) = det(c⊗ γ − α± ⊗ ν±) = 0,
d’où, par le lemme 9.4 {
γ ‖ ν+ ou α+ ‖ c,
γ ‖ ν− ou α− ‖ c.
On ne peut avoir ni α+ ‖ α−, ni ν+ ‖ ν−, car sinon on aurait une lamination simple. Par
conséquent, on a nécessairement
γ ‖ ν+ ou γ ‖ ν−.
Par l’affirmation 4, on a donc que pour chaque cellule de Ω \ Σu telle que ∇u = A, la
normale avec l’interface de ∂Ω est parallèle à ν+ ou à ν−.
Affirmation 6. Si Ω est convexe, alors aucun côté borné de ∂Ω n’est normal aux vecteurs
ν±. En effet, s’il existe un segment D ⊂ ∂Ω normal à, disons, ν+, alors, par l’affirmation 2,
les deux extrémités de D sont des sommets simples atteints par une ligne de discontinuité
nécessairement normale à ν− (autrement les segments adjacents à D seraient parallèle à
D). En conséquence, par l’étape 1, ∇u prend la même valeur sur les deux morceaux de
∂Ω adjacents à D. Or, par l’affirmation 4, ces deux côtés doivent être parallèle, ce qui est
impossible, car les deux cas de figures possibles contredisent soit la convexité de Ω, soit
le fait que chaque sommet est joint par une ligne de discontinuité depuis l’intérieur de Ω
(voir figure 9.3).
ν−
ν−
ν+
D
ν−
D
ν+
o
Figure 9.3 – Un segment D ⊂ ∂Ω ne peut être orthogonal à la lamination, car cela
contredit soit la convexité (à gauche) ou le fait les deux extrémités du segment sont des
sommets simples (à droite).
Etape 3. Nous montrons que l’on peut exclure le cas de la lamination simple où |λ| = 1
ou µ = 1 (on notera ν la normale à la lamination). Si Ω est borné, alors par l’affirmation 3,
il existe un sommet a du polygône ∂Ω qui est un point extrême par rapport au vecteur ν,
et qui n’est donc atteint par aucune ligne de discontinuité, ce qui contredit l’affirmation
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2. Dans le cas non-borné, la lamination simple implique que ∇u ne peut prendre que
deux valeurs distinctes (une rotation de A et une rotation de B), ce qui est exclu par
l’hypothèse des trois directions distinctes des normales à ∂Ω et l’affirmation 4.
Etape 4. A partir de maintenant, nous supposons que la lamination de Σu est double.
Dans cette étape, nous montrons le théorème dans le cas où Ω est borné. Nous distinguons
les deux cas où la lamination Σu admet, ou n’admet pas de sommet intérieur.
Etape 4.1. Supposons qu’il existe un sommet intérieur, c’est-à-dire une intersection
entre au moins deux segments de la lamination Σu. Par l’étape 1, on a nécessairement
une lamination double, avec λµ = −1, Θ = pi/2, et, par connexité de Ω, le gradient
ne peut prendre que quatre valeurs sur Ω \ Σu ; plus précisément, il existe une rotation
Rϕ ∈ SO(2) telle que
Rϕ∇u ∈
{±A, ±Rpi/2B} presque partout dans Ω.
De plus, le gradient (à une rotation près) passe respectivement des valeurs A et −A aux
valeurs Rpi/2B et −Rpi/2B si le segment de lamination est orthogonal à ν+, et aux valeur
−Rpi/2B et Rpi/2B si le segment de lamination est orthogonal à ν−, comme résumé par le
schéma suivant
A
ν+→ Rpi/2B ν+→ A et A ν−→ −Rpi/2B ν−→ A.
On peut illustrer cette situation par la figure 9.4.
A A
A
A Rpi/2BRpi/2B
Rpi/2B Rpi/2B
−Rpi/2B −Rpi/2B−A−A
A
ν+
ν−
Ω
Figure 9.4 – Le gradient ne peut prendre que les quatre valeurs ±A, ±Rpi/2B.
Par l’affirmation 3, vu que nous sommes dans le cas où Ω est borné, nous savons que
les directions de la lamination ν± admettent chacune au moins un sommet simple, que
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nous notons a+ et a− respectivement. Dans les deux cellules autour de a+, le gradient ne
peut prendre que les deux paires de valeurs admissibles(
A,Rpi/2B
)
ou
(−A,−Rpi/2B) .
De même, autour de a−, le gradient ne peut valoir que(
A,−Rpi/2B
)
ou
(−A,Rpi/2B) .
Ainsi, ∇u prend au moins trois valeurs distinctes à l’interface ∂Ω, disons Rpi/2B, A et
−Rpi/2B (les autres cas se traitent de la même manière). Comme précédemment, nous
notons la condition de bord C = A+ c ⊗ γ (voir figure 9.5).
A
R2/piB = A+ α+ ⊗ ν+
ν+
γ
C = A+ c ⊗ γ
a+
a−
A
−R2/piB = A+ α− ⊗ ν−
ν−
γ
C = A+ c ⊗ γ
Figure 9.5 – Les sommets simples a±, respectivement associés aux laminations orthogo-
nales à v±.
Par l’affirmation 5, nous avons
γ ‖ ν+ ou γ ‖ ν−.
Disons que γ est parallèle à ν+. Seuls deux cas de figure sont possibles : soit la lami-
nation orthogonale à ν+ coincide avec un côté de ∂Ω, ce qui est impossible, car le sommet
simple a+, ne serait atteint par aucun segment de la lamination via l’intérieur de Ω ; soit
cette lamination est un prolongement à l’intérieur de Ω d’un segment de ∂Ω (illustré par
la figure 9.6), ce qui est également impossible, car a+ est un point extrême de ∂Ω par
rapport à ν−. En conclusion, une solution u ne peut pas admettre de sommet intérieur.
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Aa+γ || ν+
Figure 9.6 – Le fait qu’un ligne de discontinuité normale à ν+ est un prolongement de
∂Ω contredit le fait que a+ est un point extrême pour ν+.
Etape 4.2. Supposons qu’il n’y ait aucune intersection entre les segments de Σu. Par
l’affirmation 3, il existe un sommet simple a associé au vecteur ν+. Notons S ⊂ Σu le
segment de la lamination orthogonal à ν+ d’extrémité a, et b l’autre extrémité. Puisque
les segments de Σu ne peuvent pas s’interrompre dans Ω et que Ω est borné, alors b ∈ ∂Ω.
Cette situation est illustrée par la figure 9.7 (notons que b est nécessairement sur une
composante connexe de ∂Ω différente de celle contenant a, autrement il y aurait des
intersections entre segments de Σu ; voir la preuve de la proposition 9.46).
u(x) = Ax+ d
C
Cx = Ax+ d
∇u ∈ SB
ν+a
b
S
OA
D
Figure 9.7 – Le segment D et le point b sont des solutions de Cx = Ax+ d.
Dans les deux cellules adjacentes à S, qui sont chacune une composante connexe de
Ω \Σu, le gradient ∇u prend ses valeurs dans SA pour l’une, SB pour l’autre. Disons que
∇u = A dans une de ces cellules, que nous notons OA. L’ensemble OA ∩ ∂Ω est constitué
d’un segment D faisant l’interface entre la cellule OA et le bord ∂Ω. De plus, OA ∩ ∂Ω
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contient également le point b, car, si ce n’était pas le cas, b serait séparé de OA par une
intersection de segments de Σu, ce qui est exclu.
Puisque u est affine sur OA, alors u(x) = Ax+ d pour tout x ∈ OA et pour un certain
d ∈ R2. Par continuité de u, la condition de bord de (9.3) implique que
Cx = Ax+ d, ∀ x ∈ OA ∩ ∂Ω et det(C −A) = 0,
Par le lemme 9.3, l’ensemble des solutions de l’équation (A − C)x = d forme une droite
affine dans R2, contenant OA ∩ ∂Ω. Or b ∈ OA ∩ ∂Ω ; par conséquent, b et D doivent
être allignés, ce qui implique que le segment S, reliant b et D, est parallèle à D. Or S
est un segment de lamination orthogonal à ν+, par définition, donc le côté D ⊂ ∂Ω est
orthogonal à ν+, ce qui est impossible pour les mêmes raisons que dans l’étape 4.1. Par
conséquent, il ne peut pas exister de solution à (9.3) si les sommets intérieurs ne sont pas
admits, ce qui achève la preuve pour le cas borné.
Etape 5. Nous traitons maintenant le cas où Ω est non-borné, convexe et dont les
segments constituant le bord peuvent prendre trois directions différentes. Vu que Ω est
un polygône, il existe trois morceaux consécutifs de ∂Ω, notés S1, S2 et S3, ayant un
vecteur normal distinct. Notons également a, b les deux sommets intermédiaires à ces
trois morceaux, et O1, O2 et O3 les composantes connexes (cellules) de Ω \ Σu telles que
Si ⊂ ∂Oi. Par convexité, ces sommets peuvent être soit simple, soit double (c’est-à-dire
ils ne peuvent être atteint que par une ou deux lignes de discontinuité, mais pas plus).
Nous énumérons les quatre seuls cas possibles, et montrons que chacun aboutit à une
contradiction.
Cas 1. Si les deux sommets sont simples et que la direction des lamination est la même,
alors ∇u prend la même valeur sur S1 et S3, et donc, par l’affirmation 1, ces segments
sont parallèles, ce qui contredit l’hypothèse de départ des trois directions distinctes.
Cas 2. Si les deux sommets sont simples et leur lamination respective est de direction
différente, alors ∇u prend, à multiplication près, les trois valeurs R−ΘB, A et RΘB, ce
qui implique, par l’affirmation 5 de l’étape 2 que S2 est normal à ν±, mais ceci est exclu,
par l’affirmation 6.
Cas 3. Si les deux laminations sont doubles, alors par convexité, les quatre lignes de
discontinuité atteignant les sommets a et b sont entièrement inclus dans un demi-plan
délimité par le segment [a, b]. Vu que ces lignes de discontinuité sont constituées de deux
paires de demi-droites (ou segments) parallèles, il existe une intersection entre deux de
ces lignes sur le demi-plan les contenant.
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ν+ ν+ν− ν−
a
b
a b
ν+
ν−
ν+
ν−
Figure 9.8 – Dans un domaine convexe, les laminations issues de deux sommets doubles
successifs soit s’intersectent dans Ω (en haut), soit intersectent ∂Ω (en bas).
Deux cas sont possibles : premièrement, cette intersection est un sommet intérieur situé
dans Ω (voir figure 9.8, en haut), et donc, comme dans l’étape 4.1, ∇u ne peut prendre
que les quatre valeurs (à une rotation près) ±A,±Rpi/2B. Cependant, les segments S1, S2
et S3 étant séparés par une lamination double, les valeurs de ∇u restent dans le même
puits sur ces segments, d’où S1 et S3 sont parallèles (affirmation 4), ce qui est absurde.
Deuxièmement, si l’intersection est située à l’extérieur de Ω, alors celà signifie qu’au
moins une des lignes de discontinuité atteignant a et b est bornée dans Ω. Vu qu’elle ne
peut pas s’interrompre à l’intérieur de Ω, elle atteint nécessairement un autre sommet de
∂Ω (voir figure 9.8, en bas). Par la même démarche qu’à l’étape 4.2, ceci aboutit également
à une contradiction.
Cas 4. Si l’un des sommet est simple et le second est double, alors il y a également
deux cas de figure. D’une part, si les deux lignes de discontinuité bordant la cellule O2 sont
orthogonales à deux vecteurs différents (ν+ et ν−), alors nous nous retrouvons exactement
dans la même situation que le cas des sommets doubles : ces deux lignes s’intersectent
dans le demi-plan délimité par le segment [a, b] et contenant Ω. Un raisonnement identique
à celui de l’étape 4 mêne à une contradiction.
D’autre part, supposons que les deux lignes de discontinuité bordant O2 sont parallèles,
disons à ν+ (voir figure 9.9, en haut). Supposons sans perte de généralité que a est le
sommet simple, sa lamination est orthogonale à ν+, b est le sommet double et ∇u = A
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sur S1 (tous les autres cas se traitent de la même façon). Par l’étape 1, en traversant les
trois lignes de discontinuité depuis S1, les valeurs de ∇u varient de la manière suivante :
A
ν+→ RΘB ν+→ A ν−→ R−ΘB.
Alors les valeurs de ∇u sur les trois segments Si sont, à une rotation près, RΘB, A et
R−ΘB.
ν+ ν+ ν−
O1
O2
O3
S1
S2
S3
a
b
∇u = A
∇u = RΘB
A R−ΘB
Figure 9.9 – Une sommet simple suivi d’un sommet double.
Par l’affirmation 5, le segment S1, sur lequel ∇u = A, est orthogonal à ν−. Ceci est
impossible, car les deux seules directions orthogonales à ν− contrediraient soit la convexité
de Ω, soit le fait que a est un sommet simple (voir figure 9.10).
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ν+ ν−
S1
S2
S3
a
b
∇u = RΘB
A
R−ΘB
ν−
ν+
ν+ ν−
S1
S2
S3
a
b
∇u = A
∇u = RΘB
A R−ΘB
ν−
Figure 9.10 – Le fait que S1 est orthogonal à ν− contredit soit le fait que a est un sommet
simple (en haut), soit la convexité de Ω (en bas).
On a ainsi définitivement prouvé qu’admettre l’existence d’une solution de (9.3) est
absurde.
Remarque 9.15. Le résultat est probablement vrai pour les domaines non-bornés et
non-convexes, cependant la preuve deviendrait beaucoup plus difficile, car il faudrait ad-
mettre la possibilité que les sommets de ∂Ω soient atteints par au plus quatre lignes de
discontinuité.
9.3 Cas particuliers
Nous étudions ici l’existence de solutions affines par morceaux au problème des deux-
puits dans des domaines dont la géométrie particulière n’entre pas dans le cadre du théo-
rème 9.13, c’est-à-dire des domaines non-bornés dont le bord n’est constitué que de mor-
ceaux ayant au plus deux directions distinctes.
9.3.1 Analyse dans un demi-plan
Il est trivialement possible de construire une solution affine sur un demi-plan. Il est
également possible de construire une solution affine par morceaux, pour peu que les lignes
de discontinuité (formant nécessairement une lamination simple) soient parallèles au bord
du demi-plan et, dans ce cas, le gradient reste dans le même puits tout le long de ∂Ω.
Il est intéressant de faire ici un lien entre le problème de Dirichlet dans un demi-plan et
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l’enveloppe rang-1 convexe des deux puits (voir définition 9.39), qui joue un rôle central
dans l’existence de solutions pour des inclusions différentielles (voir [10], chapitre 10 et
[15]). Plus précisément, nous allons construire une condition de bord C ∈ intR co(SA∪SB)
pour laquelle le problème de Dirichlet admet une solution affine sur un demi-plan. Pour
a ∈ R, nous notons les droites
Da := {t(1, a) ∈ R2 : t ∈ R}, D∞ := {0} × R = {t(0, 1) ∈ R2 : t ∈ R}.
Théorème 9.16. Soient A,B ∈ R2×2 tels que det(A) · det(B) > 0, det(A) 6= det(B),
0 < λ1(BA
−1) < 1 < λ2(BA−1) et λ1(BA−1) · λ2(BA−1) 6= 1.
Soit E := SA ∪ SB . Alors pour tout M ∈ E, il existe une matrice C ∈ intR co(E) et une
pente a > 0 telles que
Mx = Cx sur Da.
Remarque 9.17.
(i) Le théorème est faux pour le cas orthogonal A = I2, B = I−2 = diag(−1, 1) (voir
section 9.4).
(ii) Il faut faire attention au fait que le théorème 9.16 ne garantit pas l’existence de
données de bord admissible C ∈ intR co(E) pour n’importe quelle droite a. En
particulier, les droites horizontales et verticales ne donnent aucune matrice C, quelles
que soient les valeurs 0 < λ < 1 < µ (voir exemples 9.20 et 9.21)
Démonstration. En quatre étapes.
Etape 1. Sans perte de généralité, nous pouvons nous réduire à A = I2, B = diag(λ, µ)
avec
λ = sgn(det(BA−1))λ1(BA−1), µ = λ2(BA−1).
Par hypothèse, nous avons les inégalités
0 < λ < 1 < µ et λµ 6= 1. (9.5)
De plus, puisque intR co(E) est invariant par rotation à gauche, il suffit de traiter M ∈
{A,B}.
Etape 2. Rappelons la formule de Sverak (théorème 9.41) pour l’enveloppe rang-1
convexe de E :
intR co(E) =
{
C = σRϕA+ τRψB : 0 < σ <
λµ− det(C)
λµ− 1 , 0 < τ <
det(C)− 1
λµ− 1
}
.
Nous voulons pouvoir exprimer une matrice quelconque comme une combinaison linéaire
de rotations de A et B. Pour tout C ∈ R2×2,
C =
(
c1 c3
c2 c4
)
,
nous pouvons écrire C = σRϕA+ τRψB. En effet, si on pose
c1 = σ cos(ϕ) + τλ cos(ψ), c2 = σ sin(ϕ) + τλ sin(ψ),
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c3 = −(σ sin(ϕ) + τµ sin(ψ)), c4 = σ cos(ϕ) + τµ cos(ψ),
nous obtenons facilement
σ =
√
(µc1 − λc4)2 + (µc2 + λc3)2
µ− λ , τ =
√
(c1 − c4)2 + (c2 + c3)2
µ− λ . (9.6)
Etape 3. Montrons le théorème pour M = A = I2. L’équation Ax = Cx sur la droite
Da s’écrit
t(1, a) = A
(
t
ta
)
= C
(
t
ta
)
= t(c1 + ac3, c2 + ac4), ∀ t ∈ R,
autrement dit
c1 + ac3 = 1, c2 + ac4 = a.
Par conséquent, C est nécessairement de la forme
C =
(
1− ac c
a(1− d) d
)
, det(C) = d− ac,
où c, d ∈ R sont variables. Choisissons la valeur
d := ac+
1 + λµ
2
,
ce qui donne
C =
(
1− ac c
a
(
1−λµ
2 − ac
)
ac+ 1+λµ2
)
, det(C) =
1 + λµ
2
,
d’où, par l’étape 2, nous avons
σ(µ− λ) =
√(
λc+ aµ
(
1− λµ
2
− ac
))2
+
(
µ(1− ac)− λ
(
1 + λµ
2
+ ac
))2
,
τ(µ− λ) =
√(
1− λµ
2
− 2ac
)2
+
(
a
1− λµ
2
+ c(1− a2)
)2
.
Par définition, pour avoir C ∈ intR co(E), il faut trouver a = a(λ, µ), c = c(λ, µ) ∈ R tels
que
σ <
λµ− det(C)
λµ− 1 = 1/2, τ <
det(C)− 1
λµ− 1 = 1/2.
Choisissons ensuite
a :=
2(λ+ µ)
3λ+ µ
√
1− λ2
µ2 − 1
et, pour t ∈ R,
c = c(t) :=
a(1− λµ) + t√(1− λ2)(µ2 − 1)
2(1 + a2)
.
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Commençons par vérifier que τ < 1/2. En plongeant les valeurs choisies de a et c, nous
trouvons
τ =
√
(1− λµ)2 + t2(µ2 − 1)(1− λ2)
2(µ− λ)
=
√
(µ− λ)2 + (t2 − 1)(µ2 − 1)(1− λ2)
2(µ− λ) .
Puisque τ > 0 et 0 < λ < 1 < µ, nous avons la suite d’équivalences
0 < τ < 1/2 ⇔ τ2 < 1/4
⇔ (µ− λ)2 + (t2 − 1)(µ2 − 1)(1− λ2) < (µ− λ)2
⇔ (t2 − 1)(µ2 − 1)(1− λ2) < 0
⇔ t2 < 1
⇔ |t| < 1.
Et donc,
τ(a, c(t)) < 1/2, ∀ |t| < 1. (9.7)
Vérifions maintenant σ < 1/2, avec t = 1. Nous obtenons
σ =
1
2
√
8λ+ λ3 + 4µ+ 11λ2µ+ 4λµ2 + 3λ3µ2 + λ2µ3
5λ+ 4λ3 + 3µ+ 12λ2µ+ 7λµ2 + µ3
.
Puisque σ > 0 et 0 < λ < 1 < µ, nous avons la suite d’équivalences
0 < σ < 1/2 ⇔ σ2 < 1/4
⇔ 8λ+ λ
3 + 4µ+ 11λ2µ+ 4λµ2 + 3λ3µ2 + λ2µ3
5λ+ 4λ3 + 3µ+ 12λ2µ+ 7λµ2 + µ3
< 1
⇔ (λ2 − 1) (3λ+ µ)(µ
2 − 1)
5λ+ 4λ3 + 3µ+ 12λ2µ+ 7λµ2 + µ3︸ ︷︷ ︸
>0
< 0
⇔ λ2 − 1 < 0
⇔ 0 < λ < 1.
Et donc,
σ(a, c(t)) < 1/2, si t = 1.
Il est évident que l’application t 7→ σ(a, c(t)) est continue dans un voisinage de t = 1. Par
conséquent, il existe ε > 0 tel que
σ(a, c(t)) < 1/2, si 1− ε < t ≤ 1. (9.8)
Grace aux inégalités (9.7) et (9.8) nous avons la conclusion.
Etape 4. Montrons le résultat pour M = B = diag(λ, µ). La démarche est identique à
celle de l’étape 3, mais nous la montrons en détail ici. L’équation Bx = Cx sur Da s’écrit
t(λ, aµ) = B
(
t
ta
)
= C
(
t
ta
)
= t(c1 + ac3, c2 + ac4), ∀ t ∈ R,
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autrement dit
c1 + ac3 = λ, c2 + ac4 = aµ.
Par conséquent, C est nécessairement de la forme
C =
(
λ− ac c
a(µ− d) d
)
, det(C) = λd− aµc,
où c, d ∈ R sont variables. Nous choisissons d’abord
d :=
2acµ+ λµ+ 1
2λ
,
ce qui donne
C =
(
λ− ac c
a(λµ−1−2acµ)
2λ
2acµ+λµ+1
2λ
)
, det(C) =
1 + λµ
2
.
Par définition, pour avoir C ∈ intR co(E), il faut trouver a = a(λ, µ), c = c(λ, µ) ∈ R tels
que
σ <
λµ− det(C)
λµ− 1 = 1/2, τ <
det(C)− 1
λµ− 1 = 1/2.
Choisissons ensuite
a :=
2(λ+ µ)
3λ+ µ
√
1− λ2
µ2 − 1
et, pour t ∈ R,
c = c(t) :=
aµ(λµ− 1)− tλ√(1− λ2)(µ2 − 1)
2(λ2 + a2µ2)
.
Par l’étape 2, nous obtenons, en plongeant les valeurs précédentes, nous obtenons, d’une
part,
σ =
√
(µ− λ)2 + (t2 − 1)(µ2 − 1)(1− λ2)
2(µ− λ) .
On remarque que σ est ici le même que le τ de l’étape 3, ce qui nous donne directement
σ(a, c(t)) < 1/2, ∀ |t| < 1. (9.9)
Vérifions maintenant τ < 1/2, avec t = 1. Nous obtenons
τ =
1
2
√
λ+ 11λµ2 + 4λ3µ2 + µ(3 + µ2) + 4λ2(µ+ 2µ3)
12λµ2 + 4µ3 + λ3(1 + 3µ2) + λ2µ(7 + 5µ2)
Puisque τ > 0 et 0 < λ < 1 < µ, nous avons la suite d’équivalences
0 < τ < 1/2 ⇔ τ2 < 1/4
⇔ λ+ 11λµ
2 + 4λ3µ2 + µ(3 + µ2) + 4λ2(µ+ 2µ3)
12λµ2 + 4µ3 + λ3(1 + 3µ2) + λ2µ(7 + 5µ2)
< 1
⇔ (λ2 − 1) (λ+ 3µ)(µ
2 − 1)
12λµ2 + 4µ3 + λ3(1 + 3µ2) + λ2µ(7 + 5µ2)︸ ︷︷ ︸
>0
< 0
⇔ λ2 − 1 < 0
⇔ 0 < λ < 1.
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Et donc,
τ(a, c(t)) < 1/2, si t = 1.
Il est évident que l’application t 7→ τ(a, c(t)) est continue dans un voisinage de t = 1. Par
conséquent, il existe ε > 0 tel que
τ(a, c(t)) < 1/2, si 1− ε < t ≤ 1. (9.10)
Grace aux inégalités (9.9) et (9.10) nous avons la conclusion.
Voici quelques exemples numériques du théorème précédent. Nous utiliserons constam-
ment les matrices A = I2, B = diag(λ, µ).
Exemple 9.18. Soient λ = 1/2 et µ = 4. Choisissons également a = 1/2. Une matrice
C ∈ intR co(E) satisfaisant x = Cx sur Da est donnée par
C =
(
9/20 11/10
−21/40 41/20
)
, det(C) =
3
2
.
En effet, nous avons par (9.6)
σ =
31
28
√
5
≈ 0.495 < 1
2
=
λµ− det(C)
λµ− 1 , τ =
√
185
28
≈ 0.485 < 1
2
=
det(C)− 1
λµ− 1 .
Exemple 9.19. Soient λ = 1/2 et µ = 4. Choisissons également a = 1/5. Une matrice
C ∈ intR co(E) satisfaisant Bx = Cx sur Da est donnée par
C =
(
59/100 −9/20
43/125 57/25
)
, det(C) =
3
2
.
En effet, nous avons par (9.6)
σ =
√
2813201
3500
≈ 0.48 < 1
2
=
λµ− det(C)
λµ− 1 , τ =
√
358417√
2875
≈ 0.48 < 1
2
=
det(C)− 1
λµ− 1 .
Exemple 9.20. Montrons qu’il n’existe pas de matrice C ∈ intR co(E) telle que
I2x = Cx sur D0 = R× {0}.
Dans ce cas, on a nécessairement
C =
(
1 c
0 d
)
, det(C) = d.
Supposons par l’absurde que C ∈ intR co(E) pour certains c, d ∈ R. Alors on doit avoir
les inégalités
0 < σ =
√
(µ− λd)2 + λc2
µ− λ <
λµ− d
λµ− 1 , (9.11)
0 < τ =
√
(1− d)2 + c2
µ− λ <
d− 1
λµ− 1 . (9.12)
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En partant de la première inégalité, nous obtenons la suite d’implications
µ− λd
µ− λ <
λµ− d
λµ− 1 ⇒
(µ− λd)(λµ− 1)− (λµ− d)(µ− λ)
(µ− λ)(λµ− 1) < 0
⇒ µd− µ+ λ
2µ− λ2µd
(µ− λ)(λµ− 1) < 0
⇒ µ(1− λ
2)
µ− λ
d− 1
λµ− 1 < 0.
Or, cette dernière inégalité est contredite par (9.5) et (9.12), qui impliquent que
µ(1− λ2)
µ− λ > 0 et
d− 1
λµ− 1 > 0.
Par conséquent, il n’existe pas de C ∈ intR co(E).
Exemple 9.21. Montrons qu’il n’existe pas de matrice C ∈ intR co(E) telle que
I2x = Cx sur D∞ = {0} × R.
Dans ce cas, on a nécessairement
C =
(
c 0
d 1
)
, det(C) = c.
Supposons par l’absurde que C ∈ intR co(E) pour certains c, d ∈ R. Alors on doit avoir
les inégalités
0 < σ =
√
(µc− λ)2 + λd2
µ− λ <
λµ− c
λµ− 1 , (9.13)
0 < τ =
√
(c− 1)2 + d2
µ− λ <
c− 1
λµ− 1 . (9.14)
En partant de la première inégalité, nous obtenons la suite d’implications
µc− λ
µ− λ <
c− λµ
1− λµ ⇒
(µc− λ)(1− λµ)− (c− λµ)(µ− λ)
(µ− λ)(1− λµ) < 0
⇒ λc− λ+ λµ
2 − λµ2c
(µ− λ)(λµ− 1) < 0
⇒ λ(µ
2 − 1)
µ− λ
c− 1
λµ− 1 < 0.
Or, cette dernière inégalité est contredite par (9.5) et (9.14), qui impliquent que
λ(µ2 − 1)
µ− λ > 0 et
c− 1
λµ− 1 > 0.
9.3.2 Analyse dans un angle de plan
Dans un angle de plan, c’est-à-dire un domaine délimité par deux demi-droites, la
situation est un peu plus riche, car, hormis les cas triviaux où l’angle est dégénéré ou plat,
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il est possible de construire plusieurs solutions affines par morceaux satisfaisant l’inclusion
différentielle
∇u ∈ SA ∪ SB
selon le nombre de lignes de discontinuité pouvant atteindre le sommet de l’angle (au plus
quatre). Le résultat suivant montre qu’une solution affine quelconque sur un angle de plan
ne peut admettre qu’une unique condition de bord. Pour a ∈ R, nous notons les droites
Da := {t(1, a) ∈ R2 : t ∈ R}, D∞ := {0} × R = {t(0, 1) ∈ R2 : t ∈ R}.
Proposition 9.22. Soient A,B ∈ R2×2 et α, β ∈ R∪ {∞} tels que α 6= β. Alors il existe
une unique matrice C ∈ R2×2 telle que{
Ax = Cx sur Dα,
Bx = Cx sur Dβ .
Démonstration. Notons
A =
(
a1 a3
a2 a4
)
, B =
(
b1 b3
b2 b4
)
, C =
(
c1 c3
c2 c4
)
.
En développant les équations {
Ax = Cx sur Dα,
Bx = Cx sur Dβ ,
nous allons montrer que C est uniquement déterminé par A,B, α et β. Il y a deux cas à
voir
Cas 1. Supposons que α, β ∈ R. Alors
A
(
1
α
)
= C
(
1
α
)
, B
(
1
β
)
= C
(
1
β
)
,
d’où
a1 + αa3 = c1 + αc3, a2 + αa4 = c2 + αc4,
b1 + βb3 = c1 + βc3, b2 + βb4 = c2 + βc4,
ce qui donne
(α− β)c1 = αb1 − βa1 + αβ(b3 − a3),
(α− β)c2 = αb2 − βa2 + αβ(b4 − a4),
(α− β)c3 = a1 − b1 + αa3 − βb3,
(α− β)c4 = a2 − b2 + αa4 − βb4,
c’est-à-dire
C =
1
α− β
(
αb1 − βa1 + αβ(b3 − a3) a1 − b1 + αa3 − βb3
αb2 − βa2 + αβ(b4 − a4) a2 − b2 + αa4 − βb4
)
.
Cas 2. Si α =∞, β ∈ R , alors
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A(
0
1
)
= C
(
0
1
)
, B
(
1
β
)
= C
(
1
β
)
,
d’où
a3 = c3, a4 = c4,
b1 + βb3 = c1 + βc3, b2 + βb4 = c2 + βc4,
ce qui donne directement
C =
(
b1 + β(b3 − a3) a3
b2 + β(b4 − a4) a4
)
.
Un corollaire immédiat est l’existence d’une unique condition de bord admissible pour
le problème de Dirichlet dans un angle de plan.
Théorème 9.23. Soient A,B ∈ R2×2 inversibles et Ω ⊂ R2 un angle de plan ouvert non
dégénéré. Soit u ∈ Affmorc(Ω;Rn) satisfaisant l’inclusion différentielle
∇u ∈ SA ∪ SB presque partout dans Ω.
Alors il existe une unique matrice C ∈ R2×2 telle que
u(x) = Cx sur ∂Ω.
Exemple 9.24. Soient A = I2 et B = diag(λ, µ) avec 0 < |λ| < 1 < µ. Soit
p :=
√
1− λ2√
µ2 − 1 .
On rappelle que det(A−R±ΘB) = 0, avec
cos(Θ) =
1 + λµ
λ+ µ
, sin(Θ) =
√
1− λ2
√
µ2 − 1
λ+ µ
,
et
Ax = R±ΘBx, ∀ x ∈ D∓p.
Soient α, β ∈ R tels que α < −p et p < β. Soit l’angle de plan
Ωα,β := {(x1, x2) ∈ R2×2 : βx1 < x2 < αx1}.
Soient les applications u1, u2 ∈ Affmorc(Ωα,β ;R2) définies par
u1(x) :=
{
Ax : αx1 < x2 < −px1
RΘBx : −px1 < x2 < βx1,
u2(x) :=

Ax : αx1 < x2 < −px1
RΘBx : −px1 < x2 < px1
R2ΘAx : px1 < x2 < βx1.
.
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Alors ces applications sont solutions du problème de Dirichlet{ ∇ui ∈ SA ∪ SB presque partout dans Ωα,β
ui(x) = Cix sur ∂Ωα,β ,
où
C1 =
1
α− β
(
αλ cos(Θ)− β − αβµ sin(Θ) 1− λ cos(Θ) + βµ sin(Θ)
αλ sin(Θ) + αβ(µ cos(Θ)− 1) −λ sin(Θ) + α− βµ cos(Θ)
)
,
et
C2 =
1
α− β
(
α cos(2Θ)− β(α sin(2Θ) + 1) 1− cos(2Θ) + β sin(2Θ)
α(β(cos(2Θ)− 1) + sin(Θ)) − sin(2Θ) + α− β cos(2Θ)
)
.
ν+
∇u1 = A
∇u1 = RΘB
C1
β
α
−p
R2ΘA
p
ν−
ν+
∇u2 = A
∇u2 = RΘB
C2
β
α
−p
∇u2 = R2ΘA
p
ν−
Figure 9.11 – Deux solutions affines par morceaux sur le même angle de plan avec une
lamination simple (à gauche) et une lamination double (à droite).
Remarque 9.25. On peut faire un développement similaire pour le cas orthogonal A =
I2, B = I−2 = diag(−1, 1). Il suffit de remarquer que pour tout ϕ ∈]− pi, pi],
det(A−RϕB) = 0
et
Ax = RϕBx ⇔ (1 + cos(ϕ))x1 + sin(ϕ)x2 = 0.
9.3.3 Un domaine non-convexe
Nous présentons un exemple de domaine polygonal non-borné et non-convexe admet-
tant une solution affine par morceaux non triviale.
Exemple 9.26. Pour tout k ∈ Z, soit l’ensemble Ω ⊂ R2 défini par (voir figure 9.12)
Ω2k := {(x1, x2) ∈ R2 : 2k ≤ x1 ≤ 2k + 1, x2 > k/4},
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Ω2k−1 := {(x1, x2) ∈ R2 : 2k − 1 ≤ x1 ≤ 2k, x2 > (x1 − k)/4},
Ω :=
⋃
k∈Z
Ωk.
Ω0
Ω1
Ω2
Ω−1
Figure 9.12 – Un domaine polygonal non-borné, non-convexe et dont les côtés n’ont que
deux directions distinctes.
Soient A := I2, B := diag(−1/2, 2) et
Rpi/2B =
(
0 −2
−1/2 0
)
.
Soit
C :=
(
1 −8
0 −1
)
.
Alors le problème de Dirichlet{ ∇u(x) ∈ {±A,±Rpi/2B} ⊂ SA ∪ SB presque partout dans Ω
u(x) = Cx sur ∂Ω,
admet une solution affine par morceaux représentée sur la figure 9.13. En effet, le choix
de λ = −1/2 et µ = 2 implique que la lamination est double, admet des sommets internes
(car λµ = −1) et des lignes de discontinuités orthogonales aux vecteurs
ν± =
(
±
√
1− λ2,
√
µ2 − 1
)
=
√
3 (±1/2, 1)
partant des sommets de ∂Ω et partitionnant Ω en cellules. En choisissant ∇u(x) ∈
{±A,±Rpi/2B} sur une des ces cellules, alors u peut être étendue continuement sur les
autres cellules de Ω, comme dans le lemme 9.7.
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AA
A
A
A
−A
−A
−A
−A
−A
Rpi/2B
Rpi/2B
Rpi/2B
Rpi/2B
Rpi/2B
−Rpi/2B
−Rpi/2B
−Rpi/2B
−A
Ω
C
ν+
ν−
Figure 9.13 – Une solution affine par morceaux dans un domaine non-borné et non-
convexe
Vérifions la condition de Dirichlet. Nous avons ∂Ω =
⋃
k∈ZDk, avec
D2k := {(x1, k/4) ∈ R2 : 2k ≤ x1 ≤ 2k + 1} ⊂ ∂Ω2k,
D2k−1 := {(x1, (x1 − k)/4) ∈ R2 : 2k − 1 ≤ x1 ≤ 2k} ⊂ ∂Ω2k−1.
En particulier, notre construction de u implique
u(x) =

x− k
(
2
1/2
)
: x ∈ D2k,
−x+ k
(
2
0
)
: x ∈ D2k+1.
D’une part, pour x = (x1, k/4) ∈ D2k,
Cx =
(
1 −8
0 −1
)(
x1
k/4
)
=
(
x1 − 2k
−k/4
)
,
u(x) = −
(
x1
k/4
)
− k
(
2
1/2
)
=
(
x1 − 2k
−k/4
)
.
D’autre part, pour x = (x1, (x1 − k)/4) ∈ D2k+1,
Cx =
(
1 −8
0 −1
)(
x1
(x1 − k)/4
)
=
(
2k − x1
(k − x1)/4
)
,
u(x) =
(
x1
(x1 − k)/4
)
+ k
(
2
0
)
=
(
2k − x1
(k − x1)/4
)
,
d’où u(x) = C(x) sur ∂Ω.
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9.4 Le cas orthogonal
Dans cette section, nous discutons du cas orthogonal, où A = I2 et B = I−2 =
diag(1,−1). Dans ce cas, les deux puits forment le groupe des matrices othogonales
O(2) := {C ∈ Rn×n : CCT = CTC = I2}
= {C ∈ Rn×n : λ1(C) = λ2(C) = 1}.
L’inclusion différentielle{ ∇u ∈ O(2) presque partout dans Ω
u = u0 sur ∂Ω,
(9.15)
a d’abord été étudié pour la dimension 3 par Cellina-Perrotta [8] qui ont construit une
solution localement affines par morceaux si u0 ≡ 0, puis par Dacorogna-Marcellini-Paolini
qui ont également donné des solutions explicites pour les dimensions 2 et 3 ([16], [17]),
puis pour la dimension n ≥ 2 ([18]). Citons également Iwaniec-Verchota-Vogel [38].
Exemple 9.27. Voici un argument pour le cas n = 2 et u0 ≡ 0, montrant par l’absurde
qu’il est impossible d’avoir une solutions régulière jusqu’au bord. Soit u ∈ C1(O,R2), où
O est un voisinage de ∂Ω, telle que
∇u ∈ O(2) dans O,
ce qui est équavalent à
λ1(∇u) = λ2(∇u) = 1.
Or,
λ21 + λ
2
2 = |∇u|2 et λ1λ2 = |det(∇u)|,
d’où
|∇u|2 = 2 |det(∇u)| = 2.
En notant u(x) = (u1(x), u2(x)), x = (x1, x2) et
∇u =
(
u1x1 u
1
x2
u2x1 u
2
x2
)
,
nous avons le système 
u1x1 − u2x2 = 0
u2x1 + u
1
x2 = 0 dans O
|∇u1| = |∇u2| = 1.0
En particulier, dans O ∩ ∂Ω, nous avons{〈∇u1; τ〉 = 〈∇u2; ν〉〈∇u2; τ〉 = 〈∇u1; ν〉 ,
où τ et ν sont, à un signe près, respectivement le vecteur tangent et normal à ∂Ω. Puisque
u1 = u2 = 0 sur ∂Ω, nous devons alors avoir ∇u1 = ∇u2 = 0 sur O∩ ∂Ω, ce qui contredit
le fait que |∇u1| = |∇u2| = 1 dans O. Ainsi, une solution lipschitzienne de (9.15) ne peut
être régulière jusqu’au bord. En particulier, elle ne peut pas être affine avec un nombre
fini de morceaux.
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Le résultat suivant montre l’existence de solutions pour des conditions de bord affines
non-nulles dans un rectangle.
Théorème 9.28. Soient Ω := ]− a, a[ × ]− b, b[ et u0(x1, x2) := (αx1, βx2) où a, b > 0,
0 < α, β < 1 satisfont
b2
a2
=
1− α2
1− β2 .
Alors il existe une solution locAffmorc(Ω;R2) au problème de Dirichlet{ ∇u ∈ O(2) presque partout dans Ω
u = u0 sur ∂Ω.
Démonstration. Voir Dacorogna-Marcellini-Paolini [17], théorème 5.3.
Evidemment, il est possible de trouver des solutions du problème de Dirichlet dans
un demi-plan ou un angle de plan en faisant une analyse similaire à la section précédente
pour obtenir des conditions de bord admissibles. Nous allons cependant montrer que,
contrairement au cas non-orthogonal, il n’existe pas de solution affine pour laquelle une
condition de bord appartient à l’intérieur de l’enveloppe rang-1 convexe. Pour a ∈ R, nous
notons les droites
Da := {t(1, a) ∈ R2 : t ∈ R}, D∞ := {0} × R = {t(0, 1) ∈ R2 : t ∈ R}.
Proposition 9.29. Pour tout a ∈ R ∪ {∞} et pour tout M ∈ O(2), il n’existe aucune
matrice C ∈ intR co(E) telle que Mx = Cx sur Da.
Démonstration. Sans perte de généralité, puisque tout les ensembles impliqués sont inva-
riant par rotation, nous pouvons choisirM = diag(1, s), s = ±1. Par l’absurde, supposons
qu’il existe C ∈ intR co(E) tel que Mx = Cx sur Da, pour un certain a ∈ R ∪ {∞}.
Etape 1. Par le théorème 9.42,
intR co(E) =
{
C ∈ R2×2 : λi(C) < 1, i = 1, 2
}
.
Par conséquent,
λ2(C) =
1
2
(√
|C|2 + 2| det(C)|+
√
|C|2 − 2| det(C)|
)
< 1,
ce qui implique, après avoir élevé cette inégalité au carré et arrangé les termes,√
|C|4 − 4 det(C)2 < 2− |C|2.
En élevant encore une fois au carré, nous avons la condition nécessaire
|C|2 − det(C)2 − 1 < 0. (9.16)
Etape 2. Il y a deux cas à voir.
Cas 1. Si a 6=∞, et x = t(1, a) ∈ Da. Alors l’égalité Mx = Cx s’écrit
t(1, sa) = M
(
t
at
)
= C
(
t
at
)
= t(c1 + ac2, c3 + ac4), ∀ t ∈ R,
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autrement dit
c1 + ac2 = 1, c3 + ac4 = sa.
Ainsi C est de la forme
C =
(
1− aα1 α1
a(s− α2) α2
)
,
avec
det(C) = α2 − saα1, |C|2 = (1 + a2)(1 + α21 + α22)− 2aα1 − 2saα2,
d’où
|C|2 − det(C)2 − 1 = (1 + a2)(1 + α21 + α22)− 2aα1 − 2sa2α2
−(α22 + a2α21 − 2saα1α2)
= α21 + a
2α22 + a
2 − 2sa2α2 − 2saα1α2
= (α1 + saα2 − a)2 ≥ 0,
ce qui contredit (9.16).
Cas 2. Si a = ∞, c’est-à-dire D∞ est la droite verticale {(0, t) ∈ R2}, alors l’égalité
Mx = Cx s’écrit
t(0, s) = M
(
0
t
)
= C
(
0
t
)
= t(c2, c4), ∀ t ∈ R,
autrement dit
c2 = 0, c4 = s.
Ainsi C est de la forme
C =
(
α1 0
α2 s
)
,det(C) = sα1
d’où
|C|2 − det(C)2 − 1 = α21 + α22 + s2 − s2α21 − 1 = α22 ≥ 0,
ce qui contredit également (9.16).
Un corollaire immédiat de ce résultat est la non-existence de solution affine par mor-
ceaux pour des conditions de bord apartenant à intR co(E), dans le cas orthogonal.
Théorème 9.30. Soient Ω ⊂ R2 ouvert et C ∈ intR co(O(2)). Alors il n’existe pas de
solution u ∈ Affmorc(Ω;R2) au problème de Dirichlet{ ∇u ∈ O(2) presque partout dans Ω
u(x) = Cx sur ∂Ω,
9.5 Solutions lipschitziennes
Dans cette section, nous énonçons les principaux résultats connus concernant l’exis-
tence de solutions lipschitziennes au problème des deux puits. Nous commençons par
énoncer un résultat général d’inclusion différentielle pour le cas scalaire (u : Rn → R) qui
donne une condition nécessaire et suffisante.
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Théorème 9.31 (Le cas scalaire). Soit Ω ⊂ Rn ouvert et borné, E ⊂ Rn, u0 ∈ Aff(Ω).
Alors le problème { ∇u ∈ E presque partout dans Ω
u = u0 sur ∂Ω
admet une solution u ∈W 1,∞(Ω) si et seulement si
∇u0 ∈ E ∩ int co(E),
où int co est l’intérieur de l’enveloppe convexe de E.
Démonstration. Voir [10], théorèmes 10.18 et 10.24.
Remarque 9.32. (i) Ce résultat est obtenu via une construction « pyramidale » ex-
plicite de la solution u (voir Cellina [7] et Friesecke [31]). Cette construction sera
rediscutée dans le chapitre 11.
(ii) Ce résultat a été établi par de nombreux auteurs, avec différents niveaux de géné-
ralité sur la condition de bord u0, en particulier, si u0 est seulement lipschitzienne.
Citons Bressan-Flores [2], Cellina [7], Dacorogna-Marcellini [12], [14], [15], De Blasi-
Pigiani [27] et Friesecke [31].
Dans le cas vectoriel (u : Rn → RN , avec N,n ≥ 2), le problème est considérablement
plus difficile et aucune condition suffisante et nécessaire n’a été trouvée pour l’existence.
Une condition suffisante, impliquant l’enveloppe rang-1 convexe (voir section 9.6), a été
établie par Dacorogna-Marcellini [12]-[15] suivant une méthode basée sur le théorème
des catégories de Baire, et par Müller-Sverak [49], suivant la méthode dite d’intégration
convexe de Gromov [35]. Nous énonçons ici le résultat spécifiquement appliqué au pro-
blème des deux puits.
Théorème 9.33. Soient Ω ⊂ R2 ouvert et A,B ∈ R2×2 inversibles tels que det(A−B) =
0. Soit C ∈ R2×2 tel que
C = αRaA+ βRbB,
où Ra, Rb ∈ SO(2) et 0 < α, β, α + β < 1. Alors il existe une solution u ∈ W 1,∞(Ω;R2)
au problème de Dirichlet{ ∇u ∈ SA ∪ SB presque partout dans Ω
u(x) = Cx sur ∂Ω
si l’une des deux conditions suivantes est vérifiée :
1. det(B) > det(A) > 0 et
0 < α <
det(B)− det(C)
det(B)− det(A) , 0 < β <
det(C)− det(A)
det(B)− det(A) .
2. det(A) = det(B) = det(C).
Remarque 9.34.
(i) La caractérisation de l’enveloppe rang-1 convexe de SA ∪ SB est due à Sverak [57]
(voir aussi Dacorogna [10], théorème 7.44).
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(ii) Le premier cas a été montré par Dacorogna-Marcellini [13], [15] et Müller-Sverak
[49], et le second cas a été montré par Dacorogna-Tanteri [26] et Müller-Sverak [50].
Enfin, voici le résultat d’existence pour le cas orthogonal.
Théorème 9.35. Soient Ω ⊂ Rn ouvert et u0 ∈ Affmorc(Ω;Rn) tel que pour tout i =
1, . . . , n,
λi(∇u0) < 1, presque partout dans Ω.
Alors il existe une solution u ∈W 1,∞(Ω;R2) au problème de Dirichlet{ ∇u ∈ O(n) presque partout dans Ω
u = u0 sur ∂Ω.
Remarque 9.36. Ce résultat peut se généraliser pour des inclusions différentielles de la
forme
∇u ∈ {ξ ∈ Rn×n : λi(ξ) = γi, i = 1, . . . , n} ,
avec 0 < γ1 ≤ · · · ≤ γn (dans le cas orthogonal, γi = 1). Voir Dacorogna-Ribeiro [24] et
Dacorogna-Tanteri [25], [26].
9.6 Annexe : connexions de rang-1 et enveloppe rang-1
convexe
Nous montrons un résultat concernant les possibilités de rang-1 connexion entre les
puits de deux matrices quelconques.
Proposition 9.37. Soient A ∈ R2×2 telle que det(A) 6= 0. Soit C ∈ R2×2 \ {A} rang-1
connecté à SA. Alors un seul des trois cas suivant est possible.
(a) C est rang-1 connecté à un seul élément de SA ;
(b) C est rang-1 connecté à exactement deux éléments de SA ;
(c) C est rang-1 connecté à tous les éléments de SA.
Ce dernier cas se produit si et seulement si C ∈ SI−2 A−1 .
Démonstration. On peut supposer sans perte de généralité que A = I2, quitte à remplacer
C par CA−1, et nous noterons
C =
(
c1 c2
c3 c4
)
Etape 1. Nous établissons le résultat préliminaire suivant : pour tout v = (v1, v2) ∈
R2 \ {0} et α ∈ R, alors l’équation
α = F (θ) := v1 cos(θ) + v2 sin(θ)
admet au plus deux solutions dans ]− pi, pi]. En effet, si on pose
cos(λ) :=
v1
|v| et sin(λ) :=
v2
|v| ,
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alors nous avons l’équation
cos(λ− θ) = α|v|
qui admet au plus deux solutions dans ]− pi, pi].
Etape 2. Soit Rϕ ∈ SA telle que det(C−Rϕ) = 0. Par conséquent, ϕ satisfait l’équation
(c1 + c4) cos(ϕ) + (c3 − c2) sin(ϕ) = 1 + det(C). (9.17)
Il y a deux cas à voir.
Cas 1. Si c1 + c4 6= 0 ou si c3 − c2 6= 0, alors par l’étape 1, l’équation (9.17) admet au
plus deux solutions ϕ1, ϕ2 ∈ ]− pi, pi], ce qui correspond aux cas (a) et (b).
Cas 2. Si c1 + c4 = c3 − c2 = 0, alors (9.17) ne dépend plus de ϕ ∈ ] − pi, pi] et est
équivalente à l’égalité
det(C) = −(c21 + c22) = −1
qui est vraie si et seulement si C ∈ SI−2 , ce qui correspond au cas (c).
Exemple 9.38. Soit A = I2. Nous donnons trois exemples de matrices C pour chacun
des trois cas possibles donnée par la proposition précédente :
C1 =
(
2 0
0 1
)
, C2 =
(
1 1
0 −1
)
, C3 = I
−
2 =
(
1 0
0 −1
)
.
En explicitant det(Ci −RϕA), pour chacune des trois matrices, nous obtenons d’abord
det(C1 −RϕA) = 3(1− cos(ϕ)),
d’où
det(C1 −RϕA) = 0 ⇔ ϕ = 0.
Ensuite,
det(C2 −RϕA) = sin(ϕ),
d’où
det(C2 −RϕA) = 0 ⇔ ϕ ∈ {0, pi}.
Enfin, pour tout ϕ ∈ ]− pi, pi],
det(C3 −RϕA) = (1− cos(ϕ))(−1− cos(ϕ)) + sin(ϕ)2 = −1 + cos(ϕ)2 + sin(ϕ)2 = 0.
Nous définissons ici l’enveloppe rang-1 convexe d’un ensemble. Cette notion joue un
rôle centrale dans l’existence de solutions lipschitziennes pour le problème des deux puits.
Définition 9.39 (Ensemble et enveloppe rang-1 convexe).
1. Un ensemble E ⊂ RN×n est rang-1 convexe si pour tout λ ∈ [0, 1] et ξ, η ∈ E tels
que rg(η − ξ) = 1, alors
λξ + (1− λ)η ∈ E.
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2. Soit E ⊂ RN×n. Soit la suite d’ensemble définie récursivement par
R0 co(E) := E,
Rν+1 co(E) := {λξ1 + (1− λ)ξ2 : 0 ≤ λ ≤ 1, ξ1, ξ2 ∈ Rν co(E), det(ξ1 − ξ2) = 0} ,
pour tout ν ≥ 1 entier. Alors l’enveloppe rang-1 convexe de E est l’ensemble
R co(E) :=
⋃
ν≥0
Rν co(E)
Remarque 9.40. Il ne s’agit pas de la définition habituelle (mais équivalente) de l’en-
veloppe rang-1 convexe, mais c’est celle qui est la plus pratique pour notre travail. Voir
[10], section 7.3 pour plus de détails.
Le résultat suivant, dû à Sverak [57], donne une caractérisation implicite de l’enveloppe
rang-1 convexe des deux puits, dans le cas où les déterminants sont de même signe.
Théorème 9.41. Soient A,B ∈ R2×2 tels que det(A),det(B) > 0 et E := SA ∪ SB .
Cas 1. Si det(A) = det(B) > 0, alors
R co(E) =
{
ξ ∈ R2×2 : ξ = αRaA+ βRbB, Ra, Rb ∈ SO(2)
0 ≤ α, β, α+ β ≤ 1, det(ξ) = det(A) = det(B)
}
.
Cas 2. Si det(B) > det(A) > 0, alors
R co(E) =
{
ξ ∈ R2×2 : ξ = αRaA+ βRbB, Ra, Rb ∈ SO(2)
0 ≤ α ≤ det(B)−det(ξ)det(B)−det(A) , 0 ≤ β ≤ det(ξ)−det(A)det(B)−det(A)
}
.
De plus, dans le second cas, l’intérieur de R co(E) est donné par la même formule, mais
avec des inégalités strictes à droite.
Démonstration. Voir Dacorogna [10], théorème 7.44.
Enfin, voici la caractérisation de l’enveloppe rang-1 convexe des deux puits pour le cas
othogonal.
Théorème 9.42. Soit
E := O(n) = {C ∈ Rn×n : CCT = CTC = In}
= {C ∈ Rn×n : λi(C) = 1, i = 1, . . . , n}.
Alors
R co(E) =
{
C ∈ R2×2 : λi(C) ≤ 1, i = 1, . . . , n
}
,
et
intR co(E) =
{
C ∈ R2×2 : λi(C) < 1, i = 1, . . . , n
}
.
Démonstration. Voir Dacorogna [10], théorème 7.43.
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9.7 Annexe : polygônes
Nous finissons ce chapitre par quelques considérations sur les polygônes qui ont été
développées dans le cadre de la preuve du théorème 9.13.
Définition 9.43 (Polygône). Soit n ≥ 3.
1. Un ensemble borné P ⊂ R2 est un polygône (simple) s’il existe une suite finie de
points distincts a1, . . . , an ∈ R2 satisfaisant, si nous désignons a0 = an, les trois
propriétés suivantes.
– P est constitué des segments [ak, ak+1], c’est-à-dire
P =
n⋃
k=1
[ak−1; ak].
– Les segments ne s’intersectent jamais en dehors des extrémités, c’est-à-dire pour
tout i 6= j,
]ai, ai+1[∩ ]aj , aj+1[ = ∅.
– Chaque ak ne peut appartenir qu’au segments [ak−1; ak] et [ak; ak+1], c’est-à-dire
ak ∈ [aj , aj+1] ⇔ k ∈ {j, j + 1} .
Les points {a1, . . . , an} sont les sommets de P et les segments {[ak−1; ak]}nk=1 sont
les côtés de P .
2. Une diagonale d’un polygone est un segment joignant deux sommets non-consécutifs.
Remarque 9.44. Par abus de langage, nous appelons également polygône tout sous-
ensemble borné Ω ⊂ R tel que ∂Ω est un polygône au sens de la définition précédente.
Notation 9.45. Soit Ω ⊂ R2 un polygône. Alors nous noterons
S(Ω) := {sommets de Ω} , E(Ω) := {côtés de Ω}.
Nous noterons également |S(Ω)| la cardinalité de S(Ω), c’est-à-dire le nombre de sommets
de Ω.
Proposition 9.46. Soit Ω ⊂ R2 un polygône tel que |S(Ω)| ≥ 4. Soit Σ ⊂ R2 un ensemble
de segments fermés satisfaisant les hypothèses suivantes.
(H1) Chaque segment de Σ est une diagonale de Ω entièrement contenue dans Ω, sauf
aux extrémités.
(H2) Chaque sommet de Ω est relié à au moins un autre sommet non-consécutif de Ω par
un segment de Σ.
Alors il existe une intersection entre deux segments de Σ à l’intérieur de Ω.
Démonstration. Nous procédons par l’absurde : supposons qu’aucun segment de Σ ne
s’intersecte dans Ω. Nous allons montrer que c’est impossible sous les hypothèses (H1) et
(H2). La démonstration se déroule en quatre étapes.
Etape 1. Notons Ω = Ω0 et choisissons un sommet a0 ∈ S(Ω0). Par hypothèses,
il existe un sommet b0 ∈ S(Ω0) non-adjacent à a0 et une diagonale D0 ⊂ Σ tels que
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D0 = [a0, b0] ⊂ Ω. Puisque Ω0 est un polygône simple, alors D0 partage Ω0 en deux
polgônes simples notés Ω1 et Ω′1, chacun constitué de l’un des deux chemins sur ∂Ω0
reliant a0 et b0, et de D0 (figure 9.14). De plus, ils satisfont les propriétés élémentaires
suivantes :
∂Ω1 ∪ ∂Ω′1 = ∂Ω0 ∪D0, ∂Ω1 ∩ ∂Ω′1 = D0 = [a0, b0],
S(Ω1) ∪ S(Ω′1) = S(Ω0), S(Ω1) ∩ S(Ω′1) = {a0, b0} ,
3 ≤ |S(Ω1)|, |S(Ω′1)| ≤ |S(Ω0)| − 1.
Ω1
Ω′1
∂Ω0
a0
b0
D0
Figure 9.14 – Ω0 est partagé en deux sous-polygônes Ω1 et Ω′1.
Justifions la première inégalité : si nous avions |S(Ω1)| = 2, alors cela impliquerait que a0
et b0 sont des sommets adjacent dans Ω0, et donc D0 coinciderait avec un côté de Ω, ce
qui est exclu par (H1). Nous avons deux cas qui se présentent :
min {|S(Ω1)|, |S(Ω′1)|} = 3 ou min {|S(Ω1)|, |S(Ω′1)|} > 3
Le cas où l’un des polygones est un triangle est traité à l’étape 2 et le second cas, à l’étape
3.
Etape 2. Si l’un des polygones, disons Ω1, possède exactement 3 sommets, c’est à dire
S(Ω1) = {a0, b0, c} ,
alors on a une contradiction. En effet, par (H2), il existe d ∈ S(Ω0) et D1 ∈ Σ tels que
D1 = [c, d] ⊂ Ω0. Or, d n’étant pas adjacent à c, nous avons nécessairement d ∈ S(Ω′1).
Puisque D1 est entièrement contenu dans Ω0 et que Ω1 et Ω′1 ne sont séparés que par
D0, alors D1 doit nécessairement intersecter D0, ce qui contredit l’hypothèse de non-
intersection (figure 9.15).
124
a0
b0
c
Ω1
D0
Ω′1
d
D1
Figure 9.15 – Si Ω1 est un triangle, alors il y a nécessairement une intersection entre
diagonales.
Etape 3. Supposons que Ω1 et Ω′1 possèdent chacun plus de 3 sommets. Choisissons
l’un des deux, disons Ω1. Pour les mêmes raisons que dans l’étape 2, les sommets de Ω1
ne peuvent être reliés qu’à d’autres sommets de Ω1. En effet toute diagonale dans Σ qui
relie un sommet de Ω1 à un sommet de Ω′1 intersecte D0, ce qui est exclu (figure 9.16).
Ω1
Ω′1
∂Ω0
a0
b0
D0
Figure 9.16 – Les diagonales partant de sommets dans Ω1 restent dans Ω1, autrement il
y aurait une intersection.
Nous appliquons la procédure de dichotomie suivante.
1. Choisissons un sommet a1 ∈ S(Ω1) \ {a0, b0}. Alors il existe un sommet b1 ∈ S(Ω1)
(éventuellement a0 ou b0) et un segment D1 ⊂ Σ tels que D1 = [a1, b1] ⊂ Ω1.
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2. Le segment D1 partage Ω1 en deux polygones simples Ω2 et Ω′2 satisfaisant
∂Ω2 ∪ ∂Ω′2 = ∂Ω1 ∪D1, ∂Ω2 ∩ ∂Ω′2 = D1 = [a1, b1],
S(Ω2) ∪ S(Ω′2) = S(Ω1), S(Ω2) ∩ S(Ω′2) = {a1, b1} ,
3 ≤ |S(Ω2)|, |S(Ω′2)| ≤ |S(Ω1)| − 1 ≤ |S(Ω0)| − 2.
3. Un seul de ces polygônes a pour côté le segment D0. Choisissons l’autre, disons Ω2
(9.17).
Ω2
Ω′1
∂Ω0
a0
b0
D0
a1
b1
D1
Ω′2
Figure 9.17 – Ω1 est partagé en deux sous-polygônes Ω2 et Ω′2.
4. Il y a deux cas possible. D’une part, si |S(Ω2)| = 3, alors on obtient une contradiction
identique à celle de l’étape 2. D’autre part, si |S(Ω2)| > 3, alors on re-applique la
même procédure à Ω2.
Etape 4. On réitère la procédure de dichotomie précédente de manière à obtenir une
suite de polygônes Ωn, avec
3 ≤ |S(Ωn)| ≤ |S(Ωn−1)| − 1 ≤ |S(Ω0)| − n, n ≥ 1,
jusqu’à finalement avoir un polygône ΩN qui soit un triangle. Puisque 4 ≤ |S(Ω0)| <∞,
alors
1 ≤ N ≤ |S(Ω0)| − 3
Le triangle ΩN nous donne une contradiction identique à celle de l’étape 2, ce qui termine
la preuve.
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CHAPITRE 10
LE CAS SEMI-DÉGÉNÉRÉ
DET(A) 6= 0, DET(B) = 0
Nous allons maintenant traiter le cas dit semi-dégénéré du problème des deux puits,
où l’une des matrices est inversible, et la seconde singulière, c’est-à-dire
det(A) 6= 0 et det(B) = 0.
Ce cas a été traité par Dacorogna-Marcellini-Paolini [22] qui ont établi des conditions
nécessaires pour l’existence de solutions affines par morceaux pour le problème de Dirichlet{ ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω,
(10.1)
où u0 est une fonction affine.
Dans ce chapitre, nous commencerons par montrer une caractérisation de l’enveloppe
rang-1 convexe des deux puits, en se basant sur la preuve de Sverak [57] pour le cas non-
dégénéré, puis appliquerons la méthode des catégories de Baire (cf Dacorogna-Marcellini
[12]-[14]) pour prouver l’existence de solutions lipschitziennes pour (10.1).
Ensuite, nous montrerons un résultat d’existence de solutions localement affines par
morceaux pour une certaine classe de données au bord affines u0 telles que
∇u0 ∈ ∂Rco(E).
Pour finir, nous entamerons une analyse du problème (10.1) sur des demi-plans et des
angles de plan avec des données de bord appartenant à l’intérieur de l’enveloppe rang-1
convexe des deux puits.
10.1 L’enveloppe rang-1 convexe
Dans cette section, nous montrons une caractérisation de l’enveloppe rang-1 convexe
des deux puits (voir définition 9.39). Nous commençons par déterminer les connexions de
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rang-1 qui peuvent survenir dans les deux puits (comparer avec le lemme 9.1).
Lemme 10.1. Soient A,B ∈ R2×2 tels que det(A) 6= 0 et det(B) = 0, et notons
λ1(BA
−1) = 0, λ2(BA−1) > 0 les valeurs singulières de la matrice BA−1. Alors les
trois assertions suivantes sont vraies.
(i) Le puits SA n’admet aucune rang-1-connexion non-triviale avec lui-même, c’est-à-
dire
det(A−RϕA) = 0 ⇔ ϕ = 0.
(ii) Le puits SB est totalement rang-1 connecté avec lui-même, c’est-à-dire
det(B −RϕB) = 0, ∀ ϕ ∈ ]− pi, pi].
(iii) Les puits SA et SB sont rang-1-connectés si et seulement
1 ≤ λ2(BA−1).
De plus,
det(A−RΘB) = 0 ⇔ cos(Θ) = 1
λ2(BA−1)
.
En particulier, si λ2(BA−1) = 1, alors det(A−B) = 0.
Remarque 10.2.
(i) Contrairement au cas non dégénéré, il existe des connexions de rang-1 à l’intérieur
d’un même puits, celui qui est dégénéré.
(ii) De la même manière que dans le chapitre 9, nous pouvons, sans perte de généralité,
restreindre notre analyse aux matrices
A = I2 =
(
1 0
0 1
)
, B =
(
0 0
0 µ
)
où µ ≥ 0 est la seconde valeur singulière de la matrice BA−1 (la première étant 0).
En particulier, I2 est rang-1 connecté aux matrices
B± :=
(
0 ±
√
µ2 − 1
0 1
)
∈ SB .
Démonstration. Le point (i) a déja été montré dans le lemme 9.1, et le point (ii) est trivial.
Montrons le point (iii) avec A = I2 et B = diag(0, µ), µ ≥ 0. Pour tout Rϕ ∈ SO(2), nous
avons
RϕB =
(
0 sin(ϕ)µ
0 cos(ϕ)µ
)
,
d’où
det(A−RϕB) = 1− cos(ϕ)µ = 0 ⇔ cos(ϕ) = 1/µ ⇔ µ ≥ 1.
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Lemme 10.3. Soient s, t ∈ R, Rθ, Rϕ ∈ SO(2). Alors il existe 0 ≤ r ≤ |s| + |t|, Rψ ∈
SO(2) tels que
sRθ + tRϕ = rRψ. (10.2)
En particulier, l’enveloppe convexe de SO(2), notée co(SO(2)), est caractérisée par
co(SO(2)) = [0, 1]SO(2) = {rRϕ : 0 ≤ r ≤ 1, Rϕ ∈ SO(2)} . (10.3)
Démonstration. Sans perte de généralité on peut supposer que s, t ≥ 0, quitte à les rem-
placer par leur valeur absolue et ajouter pi à θ et/ou ϕ. Pour avoir (10.2), il suffit de
choisir r et ψ tels que
r2 = (s cos(θ) + t cos(ϕ))
2
+ (s sin(θ) + t sin(ϕ))
2
,
cos(ψ) =
s cos(θ) + t cos(ϕ)
r
, sin(ψ) =
s sin(θ) + t sin(ϕ)
r
.
Posons
X := [0, 1]SO(2).
L’égalité (10.3) découle directement du fait que X est connexe (par ce qui précède), et
que tout élément ξ = rRψ ∈ X se décompose
ξ =
r + 1
2
Rψ +
1− r
2
Rψ+pi ∈ co(SO(2)).
Lemme 10.4. Soit E ⊂ Rn×n un ensemble rang-1 convexe et K ⊂ Rn×n compact. Alors
∂K ⊂ E ⇒ K ⊂ E.
Démonstration. Il suffit de montrer que tout élément de K peut s’écrire comme une
combinaision rang-1 convexe d’éléments de ∂K. Soit donc ξ ∈ K. Si ξ ∈ ∂K, il n’y a rien
à montrer ; nous supposons donc que ξ ∈ int(K). Soit η ∈ Rn×n une matrice de rang-1 et
posons
ξt := ξ + ηt, t ∈ R.
Puisque K est compact, il existe t1 < 0 < t2 tels que ξt1 , ξt2 ∈ ∂K ⊂ E. Ecrivant
ξ =
t2
t2 − t1 ξt1 +
−t1
t2 − t1 ξt2 ,
puisque E est rang-1 connexe, ξt1 , ξt2 ∈ E et
rg(ξt1 − ξt2) = (t1 − t2)rg(η) ≤ 1,
alors on a bien ξ ∈ E.
Nous commençons par donner une caractérisation de l’enveloppe rang-1 convexe des
deux puits dans le cas trivial où il n’y a aucune connexion de rang un entre les deux puits.
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Théorème 10.5. Soient A,B ∈ R2×2 tels que
det(A) > 0, det(B) = 0 et 0 ≤ λ2(BA−1) < 1.
Posons E := SA ∪ SB . Alors l’enveloppe rang-1 convexe de E est caractérisée par
R co(E) =
{
E = SA ∪ {0} : λ2(BA−1) = 0 ,
SA ∪ [0, 1]SB : 0 < λ2(BA−1) < 1.
En particulier,
intR co(E) = ∅.
Démonstration. Sans perte de généralité nous supposons que A = I2, B = diag(0, µ), avec
0 ≤ µ < 1. Par le lemme 10.1, les seules connexions de rang 1 non-triviales possibles sont
dans le puits SB , dans lequel tout les éléments sont rang-1 connectés. Par conséquent,
invoquant le lemme 10.3,
R co(E) = SA ∪ co(SB) = SA ∪ [0, 1]SB .
Si µ = 0, alors SB = {0}, et donc R co(E) = E = SA ∪ {0}.
Voici le résultat principal de cette section.
Théorème 10.6. Soient A,B ∈ R2×2 tels que
det(A) > 0, det(B) = 0 et λ2(BA−1) ≥ 1.
Posons E := SA ∪ SB . Alors les enveloppes convexe et rang-1 convexe de E sont caracté-
risées par
co(E) = SO(2) {sA+ tRϕB : 0 ≤ s, t, s+ t ≤ 1, Rϕ ∈ SO(2)} ,
Rco(E) = SO(2)
{
ξ ∈ R2×2 : ξ = sA+ tRϕB, Rϕ ∈ SO(2)
0 ≤ s ≤ det(ξ)det(A) , 0 ≤ t ≤ 1− det(ξ)det(A)
}
. (10.4)
Si, de plus, λ2(BA−1) > 1, alors l’intérieur de R co(E) est non-vide et est donné par la
même formule, mais avec des inégalités strictes partout.
Remarque 10.7.
(i) La formule (10.4) est exactement celle que Sverak [57] a établi pour le cas det(A) ≥
det(B) > 0, mais avec det(B) = 0. La preuve, essentiellement adaptée de Dacorogna-
Marcellini [15], sera montrée en détail. Le fait que l’un des puits soit dégénéré permet
quelques simplifications au niveau du calcul de l’enveloppe rang-1 convexe (étapes
2 et 4.2 dans la preuve).
(ii) Si λ2(BA−1) = 1, alors la caractérisation de R co(E) peut explicitement s’écrire
(voir étape 5 de la preuve)
R co(E) = SO(2)[A,B] ∪ SO(2)[0, B]
où [A,B] = {tA+ (1− t)B : t ∈ [0, 1]} et, en particulier,
intR co(E) = ∅.
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Démonstration. La formule pour l’enveloppe convexe est montrée dans [10] (théorème
7.44) pour tout A,B ∈ R2×2. Sans perte de généralité nous supposons que A = I2, B =
diag(0, µ). On rappelle que A n’est rang-1 connecté qu’aux matrices
B± :=
(
0 ±
√
µ2 − 1
0 1
)
∈ SB , si µ ≥ 1.
La démonstration se déroule en cinq étapes. Dans l’étape 1, nous calculons explicitement
R1 co(E). Dans les étapes 2 et 3, nous établissons la formule (10.4). Dans l’étape 4,
nous montrons la caractérisation de l’intérieur de R co(E). Enfin, dans l’étape 5, nous
appliquons (10.4) pour le cas λ2(BA−1) = 1.
Etape 1. Posons
X := SO(2) {λA+ (1− λ)B± : λ ∈ [0, 1]} ∪ [0, 1]SB .
Montrons que X = R1 co(E).
(⊇) Montrons que pour tout λ ∈ [0, 1] et ξ1, ξ2 ∈ E tels que det(ξ1 − ξ2) = 0, alors
ξ := λξ1 + (1− λ)ξ2 ∈ X.
Il y a trois cas, qui font chacun appel au lemme 10.1.
1. Si ξ1, ξ2 ∈ SA, alors puisque A est inversible,
det(ξ1 − ξ2) = 0 ⇔ ξ1 = ξ2,
d’où ξ = ξ1 ∈ X, puisque SA ⊂ X.
2. Si ξ1, ξ2 ∈ SB , alors puisque B est singulière,
det(ξ1 − ξ2) = 0, ∀ ξ1, ξ2 ∈ SB ,
d’où ξ ∈ co(SB) = [0, 1]SB ⊂ X.
3. Si ξ1 = RϕA ∈ SA, ξ2 ∈ SB . Alors
det(RϕA− ξ2) = 0 ⇔ ξ2 = RϕB±,
d’où
ξ = Rϕ(λA+ (1− λ)B±) ∈ X.
(⊆) Puisque det(A−B±) = 0, on a trivialement
SO(2) {λA+ (1− λ)B± : λ ∈ [0, 1]} ⊂ R1 co(E).
Enfin, tout ξ ∈ [0, 1]SB admet une décomposition rang-1 convexe donnée par
ξ = rRϕB =
r + 1
2
RϕB +
1− r
2
Rϕ+piB ∈ R1 co(E).
Etape 2. Posons
Y := SO(2) {ξ = sA+ tRϕB : 0 ≤ s ≤ det(ξ), 0 ≤ t ≤ 1− det(ξ)}
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et montrons l’inclusion R co(E) ⊂ Y . Etant évident que E ⊂ Y , il suffit de voir que Y est
polyconvexe (donc rang-1 convexe) pour avoir l’inclusion. Une condition suffisante (voir
[10], théorème 7.4) pour la polyconvexité est que pour tout ξi ∈ Y et t ∈ Λ6 tels que
ξ :=
6∑
i=1
tiξi et det(ξ) =
6∑
i=1
ti det(ξi),
alors ξ ∈ Y , où
Λ6 :=
{
t = (t1, . . . , t6) ∈ R6+ :
6∑
i=1
ti = 1
}
.
Soit un tel ξ ∈ R2×2. Par le lemme 10.3,
ξ =
6∑
i=1
ti(σiRψi + τiRϕiB) = σRψ + τRϕB,
avec
σ ≤
6∑
i=1
tiσi ≤
6∑
i=1
ti det(ξi) = det(ξ)
et
τ ≤
6∑
i=1
tiτi ≤
6∑
i=1
ti(1− det(ξi)) = 1− det(ξ),
d’où ξ ∈ Y .
Etape 3. Pour montrer Y ⊂ Rco(E), il suffit, par le lemme 10.4 de montrer que
∂Y ⊂ Rco(E), Y étant clairement compact. Remarquant que ∂Y = Y1 ∪ Y2, avec
Y1 := {ξ = sRθA+ tRϕB : 0 ≤ s ≤ det(ξ), t = 1− det(ξ)} ,
Y2 := {ξ = sRθA+ tRϕB : s = det(ξ), 0 ≤ t ≤ 1− det(ξ)} ,
nous allons montrer Y1, Y2 ⊂ Rco(E),
Etape 3.1. Fixons 0 ≤ τ ≤ 1 et posons
Y τ1 := {ξ = sRθA+ τRϕB : 0 ≤ s ≤ det(ξ), det(ξ) = 1− τ} ,
de sorte que Y1 =
⋃
0≤τ≤1 Y
τ
1 . Posons également
M := {ξ ∈ R2×2 : det(ξ) = 1− τ}.
Alors M est une variété de dimension 3, Y τ1 est compact dans M et le bord de Y τ1
(relativement à la variétéM) est donné par
∂Y τ1 = {ξ = (1− τ)RθA+ τRϕB : det(ξ) = 1− τ} .
On constate que pour tout ξ ∈ ∂Y τ1 ,
det(ξ) = (1− τ)2 + τ(1− τ)µ cos(ϕ− θ) = det(ξ)2 + det(ξ)(1− det(ξ))µ cos(ϕ− θ),
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ce qui est équivalent à
0 = det(ξ)(1− det(ξ))(1− µ cos(ϕ− θ)).
Si det(ξ) ∈ {0, 1}, alors ξ ∈ SA ∪ SB ⊂ Rco(E). Autrement, on a nécessairement
µ cos(ϕ− θ) = 1
et donc R−θξ = (1− τ)A+ τB± ∈ R1 co(E) par l’étape 1, d’où
∂Y τ1 ⊂ Rco(E).
Soit maintenant ξ = sA+ τRϕB ∈ int(Y τ1 ) (où l’intérieur est relatif àM). Montrons
d’abord que l’on peut écrire
ξ =
√
det(ξ)Rψ + s
(
sin(ψ)− 1 cos(ψ)
− cos(ψ) sin(ψ) + 1
)
, (10.5)
où s > 0. Nous devons résoudre
σ cos(ϕ) =
√
det(ξ) cos(ψ) + s(sin(ψ)− 1)
σ cos(ϕ) + τµ =
√
det(ξ) cos(ψ) + s(sin(ψ) + 1)
σ sin(ϕ) =
√
det(ξ) sin(ψ)− s cos(ψ).
Alors nécessairement s = τµ2 , ce qui donne le système{ √
det(ξ) cos(ψ) + s sin(ψ) = σ cos(ϕ) + s
−s cos(ψ) +√det(ξ) sin(ψ) = σ sin(ϕ). (10.6)
Vérifions la compatibilité de ces équations : en élevant au carré et en sommant, nous
obtenons
det(ξ) + s2 = σ2 + 2σs cos(ϕ),
c’est-à-dire
det(ξ) = σ(σ + τµ cos(ϕ)).
Cette égalité étant vraie, le système (10.6) est résoluble. Multipliant la première équation
par
√
det(ξ), la seconde par −s et sommant, nous avons
(det(ξ) + s2) cos(ψ) = σ
√
det(ξ) cos(ϕ)− σs sin(ϕ) + s
√
det(ξ).
De même, nous avons également
(det(ξ) + s2) sin(ψ) = σs cos(ϕ) + σ
√
det(ξ) sin(ϕ) + s2,
ce qui achève de montrer la décomposition (10.5).
Posons ensuite
ξt :=
√
det(ξ)Rψ + t
(
sin(ψ)− 1 cos(ψ)
− cos(ψ) sin(ψ) + 1
)
, t ∈ R,
133
qui satisfait
ξs = ξ, det(ξt) = det(ξ) = 1− τ, ∀ t ∈ R.
Autrement dit, l’ensemble {ξt} est une ligne de rang-1 contenue dansM. Puisque Y τ1 est
compact et ξ ∈ int(Y τ1 ), alors il existe t1 < s < t2 tels que ξt1 , ξt2 ∈ ∂Y τ1 ⊂ R1 co(E), et
donc on peut écrire
ξ = ξs =
(
t2 − s
t2 − t1
)
ξt1 +
(
s− t1
t2 − t1
)
ξt2 ,
det(ξt1 − ξt2) = 0, ξt1 , ξt2 ∈ R1 co(E),
d’où ξ ∈ R2 co(E).
Etape 3.2. L’ensemble Y2 peut se traiter exactement de la même façon que pour Y1,
cependant, nous proposons ici une décomposition rang-1 convexe explicite qui montre que
Y2 ⊂ R2 co(E). Soit ξ ∈ Y2. Si σ = 0, alors ξ = τRϕB ∈ [0, 1]SB ⊂ R1 co(E). Si σ 6= 0,
alors
σ = det(ξ) = σ(σ + τµ cos(ϕ)),
d’où σ + τµ cos(ϕ) = 1 et
ξ =
(
σ τµ sin(ϕ)
0 1
)
.
De plus, puisque σ + τ ≤ 1, alors
σ + τµ cos(ϕ) = 1 ⇒ cos(ϕ) ≥ 1/µ ≥ 0
⇒ | sin(ϕ)| ≤
√
1− 1/µ2,
d’où
µ| sin(ϕ)| ≤
√
µ2 − 1. (10.7)
En posant
2a = 1− σ + τµ
2 sin(ϕ)√
µ2 − 1 , 2b = 1− σ −
τµ sin(ϕ)√
µ2 − 1 .
nous avons
ξ = σA+ aB+ + bB−, σ + a+ b = 1,
et, par (10.7),
a ≤ 1
2
(1− σ + τ) ≤ 1− σ ≤ 1,
a ≥ 1
2
(1− σ − τ) ≥ 0,
d’où 0 ≤ a ≤ 1, et de même 0 ≤ b ≤ 1. Enfin, on écrit
ξ = (1− b)
[(
1− a− b
1− b
)
A+
(
a
1− b
)
B+
]
︸ ︷︷ ︸
=:ξ1
+ b B−︸︷︷︸
=:ξ2
.
Nous avons évidemment ξ2 ∈ E ⊂ R1 co(E) et, par l’étape 1, ξ1 ∈ R1 co(E). De plus,
det(ξ1 − ξ2) = det
(
1− a1−b 1 + a1−b
√
µ2 − 1
0 0
)
= 0,
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d’où ξ ∈ R2 co(E), ce qui achève de montrer l’inclusion Y ⊂ Rco(E).
Etape 4. Pour finir, posons
Y o := SO(2) {ξ = σA+ τRϕB : 0 < s < det(ξ), 0 < t < 1− det(ξ)}
et montrons que intR co(E) = Y o.
La continuité de la fonction det : R2×2 → R implique que Y o est ouvert, ce qui donne
directement Y o ⊂ intR co(E), puisque par l’étape précédente, Y o ⊂ Y ⊂ Rco(E).
Nous montrons la seconde inclusion par l’absurde, en supposant que l’une des inégalités
stricte dans la caractérisation de Y o est en fait une égalité. Il y a trois étapes.
Etape 4.1. Soit ξ = σA+ τRϕB ∈ intR co(E) avec
σ ≤ det(ξ) et τ = 1− det(ξ).
Puisque ξ ∈ intR co(E), il existe t0 > 0 tel que
ξt,η := ξ + tRη = (tRη + σI)A+ τRϕB ∈ Rco(E), ∀ |t| ≤ t0, Rη ∈ SO(2).
Par la caractérisation de R co(E), nous avons que
1− det(ξ) = τ ≤ 1− det(ξt,η),
c’est-à-dire
det(ξ) ≥ det(ξt,η) = det(ξ) + t 〈ξ;Rη〉+ t2,
d’où
t(t+ 〈ξ;Rη〉) ≤ 0, ∀ |t| ≤ t0, Rη ∈ SO(2),
ce qui n’est possible pour aucun ξ ∈ R2×2.
Etape 4.2. Soit ξ = σI + τRϕB ∈ intR co(E) avec
σ = det(ξ) et 0 ≤ τ < 1− det(ξ).
Puisque ξ ∈ intR co(E), il existe t0 > 0 tel que
ξt,η := ξ + tRηB = σA+ (τRϕ + tRχ)B ∈ Rco(E), ∀ |t| ≤ t0, Rη ∈ SO(2).
Par la caractérisation de R co(E), nous avons que
det(ξ) = σ ≤ det(ξt,η) = det(ξ) + σtµ cos(η),
d’où
0 ≤ σtµ cos(η), ∀ |t| ≤ t0, Rη ∈ SO(2),
ce qui n’est possible que si σ = 0, c’est-à-dire ξ = τRϕB, avec τ ∈ [0, 1[. Montrons que
ceci mène à une contradiction.
Pour la même raison que précédemment, il existe ε0 > 0 tel que
ξε,χ := ξ + εRχ = εRχ + τRϕB ∈ Rco(E), ∀ |ε| ≤ ε0, Rχ ∈ SO(2).
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Et donc
ε ≤ det(ξε,χ) = ε(ε+ τµ cos(ϕ− χ)). (10.8)
En choisissant 0 < ε < min{τ, ε0} et χ = ϕ+ Θ + pi, nous avons
ε+ τµ cos(ϕ− χ) = ε+ τµ cos(Θ + pi) = ε− τ < 0.
Enfin, par (10.8),
ε ≤ ε(ε− τ) < 0,
ce qui est absurde, et donc on doit avoir σ < det(ξ).
Etape 4.3. Pour finir, montrons que les cas σ, τ = 0 ne sont pas admissibles dans
intR co(E). D’une part, les étapes 4.1 et 4.2 impliquent que si ξ = σA + τRψB ∈
intR co(E), alors 0 ≤ σ + τ < 1. En particulier, si τ = 0, alors σ < 1 et σ < det(ξ) = σ2,
d’où 1 < σ, ce qui est absurde.
D’autre part, si σ = 0, alors nous avons
det(ξ) = det(τRψB) = τ
2 det(B) = 0 = σ,
ce qui est exclu par l’étape 4.2. Nous avons ainsi montré que intR co(E) ⊂ Y o.
Etape 5. Supposons que µ = 1, c’est-à-dire B = diag(0, 1) et Θ = arccos(1/µ) = 0.
Montrons que
R co(E) = SO(2)[A,B] ∪ SO(2)[0, B] =: Z.
Par le lemme 10.1, les seules connexions de rang 1 possibles dans E sont (à une rotation
près) entre A et B, et à l’intérieur de SB , ce qui nous donne immédiatement
Z = R1 co(E) ⊂ Rco(E).
Montrons l’inculsion inverse. Soit
ξ = sA+ tRϕB =
(
s −t sin(ϕ)
0 s+ t cos(ϕ)
)
∈ Rco(E), det(ξ) = s(s+ t cos(ϕ)),
avec
0 ≤ s ≤ det(ξ) et 0 ≤ t ≤ 1− det(ξ), (10.9)
ce qui implique
0 ≤ s+ t ≤ 1. (10.10)
Il y a deux cas à voir. D’une part, si s = 0, alors
ξ = tRϕB, avec 0 ≤ t ≤ 1 et Rϕ ∈ SO(2),
d’où ξ ∈ SO(2)[0, B] ⊂ Z. D’autre part, si s > 0, alors nous avons, par (10.9) et (10.10),
s ≤ det(ξ) ⇒ 1 ≤ s+ t cos(ϕ) ≤ s+ t ≤ 1,
d’où t = 1− s et ϕ = 0, et donc
ξ = sA+ (1− s)B ∈ SO(2)[A,B] ⊂ Z,
ce qui termine la preuve.
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La caractérisation de intR co(E) donnée par le théorème précédent nous permet d’y
trouver des éléments simples, comme des segments.
Exemple 10.8. Soit A := I2, B = diag(0, µ), µ > 1 et 0 < σ < 1. Posons
ξt := σA+ tB, t ∈ R.
Alors
ξt ∈ intR co(E) si 1− σ
µ
< t <
1− σ2
1 + σµ
.
En effet, par le théorème 10.6, ξt ∈ intR co(E) si et seulement si σ et t satisfont{
0 < σ < det(ξt) = σ(σ + µt),
0 < t < 1− det(ξt) = 1− σ(σ + µt),
ce qui est équivalent à 1−σµ < t <
1−σ2
1+σµ , et le fait que µ > 1 assure que le membre de
gauche est plus petit que le membre de droite.
Le lemme suivant donne deux autres segments de matrices contenu dans intR co(E),
qui seront importants pour la suite.
Lemme 10.9. Soient µ > 1 et les matrices
Aδ :=
(
1− δ 0
0 1 + Tδ
)
, Bδ :=
(
δ 0
0 µ− Sδ
)
,
avec 0 < T < µ−1µ+1 , S > µ
2 − 1. Alors Aδ, Bδ ∈ intR co(E) pour tout δ > 0 suffisamment
petit.
Démonstration. Posons A := I2 et B := diag(0, µ) et écrivons
Aδ = (1− δ)A+ δ T + 1
µ
B, Bδ = δA+
(
1− δS + 1
µ
)
B.
Par le théorème 10.6, nous avons
Aδ, Bδ ∈ intR co(E) ⇔

0 < (1− δ) < det(Aδ),
0 < δ T+1µ < 1− det(Aδ),
0 < δ < det(Bδ),
0 < 1− δ S+1µ < 1− det(Bδ).
La partie gauche de ces inégalités est vraie pour tout S, T > 0 et 0 < δ < min{1, µ/(S+1)}.
Puisque
det(Aδ) = (1− δ)(1 + Tδ), det(Bδ) = δ(µ− Sδ),
alors les inégalités de droite donnent, pour ces mêmes δ > 0,
0 < Tδ, T <
µ− 1
1 + µ− δµ,
Sδ < µ− 1, S > µ
2 − 1
1 + δµ
.
Ainsi, puisque µ > 1 par hypothèse, en choisissant 0 < T < µ−1µ+1 et S > µ
2 − 1, il
existe δ0 > 0 tel que ces inégalités soient vraies pour tout 0 < δ ≤ δ0, et donc Aδ, Bδ ∈
intR co(E).
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10.2 Théorèmes d’existence
Dans cette section, nous montrons deux résultats d’existence de solutions au problème
de Dirichlet : l’un pour des solutions lipschitziennes, l’autre pour des solutions affines par
morceaux. Le premier résultat se base sur la méthode des catégories de Baire, employée
par Dacorogna-Marcellini [15] pour le cas non-dégénéré.
Théorème 10.10 (Solutions lipschitziennes). Soit Ω ⊂ R2 ouvert et borné. Soient A,B ∈
R2×2 tels que det(A) > 0, det(B) = 0 et λ2(BA−1) > 1. Soit E := SA ∪ SB . Soit
u0 ∈ Affmorc(Ω;R2) tel que
∇u0 ∈ E ∪ intR co(E) presque partout dans Ω. (10.11)
Alors il existe (un ensemble dense de solutions) u ∈W 1,∞(Ω;R2) satisfaisant le problème
de Dirichlet { ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω,
Démonstration. Sans perte de généralité, nous choisissons A := I2 et B := diag{0, µ},
avec µ = λ2(BA−1) > 1. Posons, pour tout δ > 0,
Aδ :=
(
1− δ 0
0 1 + Tδ
)
, Bδ :=
(
δ 0
0 µ− Sδ
)
, Eδ := SAδ ∪ SBδ ,
Avec 0 < T < µ−1µ+1 et S > µ
2−1. Puisque det(Aδ) > det(Bδ) > 0 pour δ > 0 suffisamment
petit, l’enveloppe rang-1 convexe de Eδ est donnée par{
ξ ∈ R2×2 :
ξ = αRϕAδ + βRψB, Rϕ, Rψ ∈ SO(2)
0 ≤ α ≤ det(Bδ)−det(ξ)det(Bδ)−det(Aδ) , 0 ≤ β ≤
det(ξ)−det(Aδ)
det(Bδ)−det(Aδ)
}
.
Le résultat est une conséquence directe du corollaire 10.31, dont il suffit de vérifier les
trois hypothèses.
1. Puisque µ > 1, le lemme 10.9 implique que Eδ ⊂ intR co(E) pour tout δ > 0
suffisamment petit et pour S, T > 0 bien choisis. Puisque intR co(E) est rang-1
convexe et R co(Eδ) est compact, alors on a directement
R co(Eδ) ⊂ intR co(E).
2. En écrivant
Aδ = (1− δ)A+ δ T + 1
µ
B, Bδ = δA+
(
1− δS + 1
µ
)
B,
nous avons directement
dist(Aδ;E) ≤ |Aδ −A| ≤ δK1 → 0 quand δ → 0,
dist(Bδ;E) ≤ |Bδ −B| ≤ δK2 → 0 quand δ → 0,
où K1,K2 > 0 sont des constantes indépendantes de δ.
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3. Soit ξ = σA + RϕB ∈ intR co(E), et montrons que ξ ∈ Rco(Eδ) pour tout δ > 0
suffisamment petit. Pour commencer, nous voulons exprimer A et B en terme de Aδ
et Bδ. En partant de
Aδ = (1− δ)A+ δ T + 1
µ
B, Bδ = δA+
(
1− δS + 1
µ
)
B,
et substituant, on obtient
A = a1δAδ + b
1
δBδ, B = a
2
δAδ + b
2
δBδ,
avec
a1δ =
µ− δ(S + 1)
δ2(S − T )− δ(µ+ 1) + µ, b
1
δ =
δ(T + 1)
δ2(T − S) + δ(µ+ 1)− µ,
a2δ =
δµ
δ2(T − S) + δ(µ+ 1)− µ, b
2
δ =
(1− δ)µ
δ2(S − T )− δ(µ+ 1) + µ.
Remarquons que
a1δ , b
2
δ → 1, a2δ , b1δ → 0 quand δ → 0.
Ainsi,
ξ = (σa1δI + τa
2
δRϕ)Aδ + (σb
1
δI + τb
2
δRϕ)Bδ
= σδRψδAδ + τδRχδBδ,
où nous avons appliqué le lemme 10.3 pour la seconde egalité. On sait que
σδRψδ → σI, τδRχδ → τRϕ quand δ → 0,
ce qui implique
|σδ| → σ, |τδ| → τ.
Sans perte de généralité, quitte à ajouter pi à ψδ et χδ, on peut supposer que σδ, τδ ≥
0. Posons les fonctions
F1(δ) :=
det(ξ)− det(Bδ)
det(Aδ)− det(Bδ) − σδ,
F2(δ) :=
det(Aδ)− det(ξ)
det(Aδ)− det(Bδ) − τδ.
Par continuité du déterminant et par construction de Aδ, Bδ, σδ et τδ, nous avons
lim
δ→0
F1(δ) = det(ξ)− σ > 0,
lim
δ→0
F2(δ) = 1− det(ξ)− τ > 0,
où les inégalités strictes proviennent du fait que ξ ∈ intR co(E). Par conséquent, il
existe δ0 > 0 tel que
F1(δ), F2(δ) ≥ 0, ∀ 0 < δ ≤ δ0,
ce qui correspond exactement à ξ ∈ Rco(Eδ) pour tout δ > 0 suffisamment petit.
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Voici notre second résultat d’existence, basé sur une réduction au cas scalaire.
Théorème 10.11. Soient Ω ⊂ R2 ouvert, A,B ⊂ R2 avec det(A) 6= 0, det(B) = 0 et
λ2(BA
−1) > 1. Soient E := SA ∪ SB et le sous-ensemble D ⊂ ∂Rco(E) défini par
D :=
{
ξ = sRϕA+ tRθB : 0 < s =
det(ξ)
det(A)
, 0 < t < 1− s, Rϕ, Rθ ∈ SO(2)
}
.
Alors pour tout u0 ∈ Aff(Ω;R2) tel que
∇u0 ∈ E ∪D,
il existe une solution u ∈ locAffmorc(Ω;R2) au problème de Dirichlet{ ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω.
(10.12)
Remarque 10.12. Il est intéressant de comparer le théorème 10.11 avec le cas non-
dégénéré, sur deux points.
– Il n’est plus nécessaire que ∇u0 ∈ intR co(E) pour obtenir des solutions non-
triviales. Cependant, la condition ∇u0 ∈ E ∪D n’est pas nécessaire non-plus. Nous
construirons notamment des solutions affines par morceaux admettant une donnée
de bord satisfaisant ∇u0 ∈ intR co(E).
– Dans le cas non-dégénéré, des solutions localement affines par morceaux ne sur-
viennent que dans le cas orthogonal (A = I2, B = I−2 ), alors que dans le cas
semi-dégénéré, aucune restriction sur les matrices n’est imposée.
Démonstration. Si ∇u0 ∈ E, alors u = u0 est une solution triviale. Nous supposons que
A = I2 et B = diag(0, µ), avec µ > 1. On rappelle que A est rang-1 connectée aux matrices
B± := R∓ΘB =
(
0 ±m
0 1
)
,
où m :=
√
µ2 − 1 > 0, Θ ∈ [0, pi], cos(Θ) = 1/µ.
Etape 1. Posons
D˜ := SO(2)
{(
σ τm
0 1
)
: −1 < τ < 1, 0 < σ, σ + |τ | < 1
}
= SO(2) [int co{(1, 0), ±(0,m)} × {(0, 1)}]
et montrons que D = D˜.
(⊆) Soit ξ = sA+ tRθB ∈ D. Alors par définition de D, comme s > 0,
s = det(ξ) = s(s+ tµ cos(θ)) ⇒ s+ tµ cos(θ) = 1
⇒ cos(θ) = 1− s
µt
> 1/µ = cos(Θ), 0 < Θ < pi/2
⇒ | sin(θ)| < sin(Θ) = m/µ
⇒ −m < tµ sin(θ) < m,
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d’où
ξ =
(
s tµ sin(θ)
0 s+ tµ cos(θ)
)
=
(
σ τm
0 1
)
,
avec σ := s ∈ (0, 1) et τ := tµ sin(θ)/m ∈ (−1, 1) et
σ + |τ | = s+ tµ| sin(θ)|
m
< s+ t < 1,
ce qui montre que ξ ∈ D˜.
(⊆) Soit
ξ =
(
σ τm
0 1
)
∈ D˜.
En posant s := σ = det(ξ), θ := arctan(τm/(1 − σ)) et t := √(τm)2 + (1− σ)2/µ, nous
avons
ξ = sA+ tRθB ∈ D.
En effet, puisque −1 < τ < 1, 0 < σ, σ + |τ | < 1, alors on a directement s ∈ ]0, 1[ et
0 < t <
√
(1− σ)2(m2 + 1)/µ = |1− σ|
√
µ2/µ = 1− σ < 1,
d’où D = D˜.
Etape 2. Soit u0 ∈ Aff(Ω;R2) avec ∇u0 ∈ D. Sans perte de généralité, quitte à mul-
tiplier la solution par une rotation et par l’étape 1, nous pouvons prendre u0(x) = Cx,
avec
C =
(
σ τm
0 1
)
∈ D, 0 < σ, |τ |, σ + |τ | < 1
d’où
u0(x) = (u
(1)
0 (x1, x2), u
(2)
0 (x1, x2)) = (σx1 + τmx2, x2).
Une solution u = (u1, u2) est directement donnée par u2(x1, x2) := x2 = u
(2)
0 (x) et par le
théorème 9.31 appliqué à E = {(1, 0), ±(0,m)} et u(1)0 ∈ Aff(Ω) qui satsisfait
∇
(
u
(1)
0
)
= (σ, τm) ∈ int co(E).
Remarque 10.13.
(i) En posant τ = 0, dans la définition de D˜, on constate que les matrices de la forme
C = diag(σ, 1) sont admissibles. Ceci revient à choisir θ = 0 et t = 1−sµ dans la
définition de D.
(ii) Par contre, la matrice nulle C = 0 n’est pas admissible, car σ = det(C) = 0.
L’exemple suivant présente une solution globalement affine par morceaux, obtenue par
construction pyramiale.
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Exemple 10.14. Soient A = I2, B = diag(0, µ), µ > 1. Soient m :=
√
µ2 − 1 > 0 et
Ω ⊂ R2 le triangle de sommets (−1, 0), (1, 1/m) et (1,−1/m). Soit l’application
u0(x1, x2) :=
(
x1 − 1
2
, x2
)
.
Alors
∇u0 =
(
1/2 0
0 1
)
∈ ∂Rco(E) \ E
et le problème { ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω
(10.13)
admet une solution u ∈ Affmorc(Ω;R2). En effet, le problème scalaire{
∇u1 ∈ {(1, 0), (0,±m)} presque partout dans Ω
u1 = u
(1)
0 sur ∂Ω
admet une solution « pyramidale » u1 ∈ Affmorc(Ω) définie par (voir figure 10.1)
u1(x1, x2) := max {x1, m|x2|} − 1.
En posant u2(x1, x2) := x2 et u := (u1, u2), nous avons bien
∇u =
( ∇u1
∇u2
)
∈
{(
1 0
0 1
)
,
(
0 ±m
0 1
)}
= {A,RΘB,R−ΘB} ⊂ SA ∪ SB
presque partout dans Ω et
u = u0 sur ∂Ω.
1/m
−1/m
∇u1 = (1, 0)
∇u1 = (0,m)
∇u1 = (0,−m)
−1 1
Figure 10.1 – Une solution « pyramidale ».
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10.3 Exemples de solutions affines par morceaux
Nous avons vu dans le chapitre 9 que dans le cas non-dégénéré, toute solution régulière
est nécessairement affine par morceaux et qu’il peut exister des solutions localement ou
globalement affines par morceaux selon le fait que les matrices A et B soient orthogonales
ou non. En particulier, il n’existe généralement pas de solutions affines par morceaux, sauf
sur des domaines Ω ayant une géométrie relativement simple.
Dans le cas semi-dégénéré, la situation est beaucoup plus riche, car la rang-1 connexion
des éléments du puits dégénéré permet beaucoup plus de marge de manœuvre dans la
construction de solutions affines par morceaux.
Dans cette section, nous donnons quelques exemples explicites de solutions non-trivia-
les pour un problème n’entrant pas dans le cadre du théorème 10.11 ; plus précisément,
quand la donnée au bord u0 ∈ Aff(Ω;R2) est telle que
∇u0 ∈ intR co(E),
10.3.1 Conditions nécessaires
Nous commençons par énoncer le résultat suivant, dû à Dacorogna-Marcellini-Paolini
[22], qui donne des conditions nécessaires analogues à celles du théorème 9.11 pour le cas
non-dégénéré.
Théorème 10.15. Soit Ω ⊂ R2 ouvert. Soient A,B ∈ R2×2 tels que det(A) 6= 0 et
det(B) = 0 et µ := λ2(BA−1) > 0. Soit u ∈ Affmorc(Ω;R2) telle que
∇u ∈ SA ∪ SB presque partout dans Ω,
et posons
Σu := {x ∈ Ω : u n’est pas différentiable en x}.
Soient
ν± :=
(
±1,
√
µ2 − 1
)
, si µ ≥ 1
et ν ∈ R2 \ {0} tel que
Im(B) := {Bx : x ∈ R2} = {tν : t ∈ R}.
Cas 1 : µ > 1. Les propriétés suivantes sont vraies :
– chaque segment de Σu est perpendiculaire à l’un des trois vecteurs ν+, ν− et ν ;
– à chaque fois qu’un segment perpendiculaire à ν± est traversé, le gradient ∇u passe
d’une valeur dans SA à une valeur dans SB et vice-versa, suivant les schémas, à une
rotation près,
A
ν+→ RΘB ν+→ A et A ν−→ R−ΘB ν−→ A,
où 0 ≤ Θ ≤ pi est défini par
cos(Θ) =
1
µ
, sin(Θ) =
√
µ2 − 1
µ
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– à chaque fois qu’un segment perpendiculaire à ν est traversé, alors ∇u change entre
deux rotations quelconques de B (voir figure 10.2) ;
– les segments de Σ ne peuvent s’intersecter qu’en sommets d’ordre 3,4,5 ou 6, selon
les treize possibilités indiquée sur la figure 10.3.
ν+ ν−
RΘB
R−ΘB
A
A
ν
B
RϕB
Figure 10.2 – Les trois directions de segments qui constituent Σu.
R−ΘB
R−ΘB
R−ΘB
R−ΘB
R−ΘB
RΘB
RΘB
RΘB
RΘB RΘB
RϕB
A
A
A
A A
R−2ΘA
R−3ΘB Rω−ΘBRω+ΘB
RωA
(3a)
(3b)
(4)
(5) (6)
Figure 10.3 – Les seuls sommets internes possibles d’ordre 3,4,5 et 6.
Cas 2 : µ = 1. Les propriétés suivantes sont vraies :
– ν+ et ν− sont parallèles, chaque segment de Σu est perpendiculaire à l’un des deux
vecteurs ν± et ν ;
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– à chaque fois qu’un segment perpendiculaire à ν± est traversé, le gradient ∇u passe
d’une valeur dans SA à une valeur dans SB et vice-versa, suivant le schémas, à une
rotation près,
A
ν±→ B ν±→ A.
– à chaque fois qu’un segment perpendiculaire à ν est traversé, alors ∇u change entre
deux rotations quelconques de B ;
– les segments de Σ ne peuvent pas s’intersecter.
Cas 3 : 0 < µ < 1. Il n’existe aucune interface entre les puits SA et SB . Σu est soit
vide, soit constitué de segments perpendiculaires à ν et ∇u ∈ SB presque partout dans Ω.
Remarque 10.16.
(i) Contrairement au cas non-dégénéré, nous ne pouvons pas passer des fonctions C1morc
aux fonctions affines par morceaux, parce que ∇u n’est plus nécessairement constant
sur les morceaux où ∇u ∈ SB . Ceci est dû au fait que le théorème de Liouville est
faux pour les matrices singulières. Par exemple, si
u(x1, x2) = (sin(x1),− cos(x1)) et B = diag(1, 0),
alors le gradient
∇u(x1, x2) =
(
cos(x1) 0
sin(x1) 0
)
∈ SB
mais n’est pas constant.
(ii) Si µ ≤ 1, alors nous pouvons obtenir un résultat de non-existence de solutions affines
par morceaux non-triviales pour le problème de Dirichlet de la même manière que
pour le théorème 9.13.
Le théorème 10.15 donne une marge de manœuvre considérablement plus large que
dans le cas non-dégénéré. Par exemple, les lignes de discontinuité peuvent ici changer de
direction dans Ω (intersection d’ordre 3). Cette souplesse permet l’existence de solutions
affines par morceaux non-triviales là où il n’y en avait pas dans le cas non-dégénére,
comme montré dans l’exemple 10.14.
D’un autre côté, les solutions obtenues par le théorème 10.11 et l’exemple 10.14 sont
relativement triviales, car obtenues via une reduction au cas scalaire. Peut-on établir
des résultats d’existence pour des données de bord plus intéressantes, comme ∇u0 ∈
intR co(E) ? Le problème devient alors beaucoup plus compliqué et nous ne sommes pas
en mesure de statuer de l’existence générale ou de la non-existence de solutions non-
triviales affines par morceaux pour cette classe de conditions de bord.
Pour tenter de répondre à cette problématique, nous allons entamer une analyse sur
des domaines à géométrie simple, comme des demi-plans et des angles de plans. Cette
analyse est similaire à celle effectuée dans le cas non-dégénéré (voir section 9.3).
10.3.2 Analyse dans un demi-plan
Dans la proposition suivante, nous considérons une droite Da. Le but est de trouver
des matrices C ∈ intR co(E) telles que Ax = Cx ou Bx = Cx sur Da. Le résultat suivant
donne une construction explicite pour de telles matrices.
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Proposition 10.17. Soient A,B ∈ R2×2 tels que det(A) 6= 0, det(B) = 0 et
1 < λ2(BA
−1).
Soit E := SA ∪ SB . Alors pour tout M ∈ E, il existe une matrice C ∈ intR co(E) et une
pente a > 0 telles que
Mx = Cx sur Da,
avec Da := {t(1, a) ∈ R2 : t ∈ R}.
Démonstration. Sans perte de généralité, nous pouvons nous réduire à A = I2, B =
diag(0, µ) avec, par hypothèse
µ = λ2(BA
−1) > 1. (10.14)
De plus, puisque E et intR co(E) sont invariants par rotation à gauche, il suffit de traiter
M ∈ {A,B}. La preuve se déroule en trois étapes.
Etape 1. Par le théorème 10.6, l’intérieur de l’enveloppe rang-1 convexe de E est non-
vide et est donnée par
intR co(E) = SO(2) {C = σA+ τRϕB : 0 < σ < det(C), 0 < τ < 1− det(C)} .
Nous voulons exprimer une matrice quelconque comme une combinaison linéaire de rota-
tions de A et B. Pour tout C ∈ R2×2,
C =
(
c1 c2
c3 c4
)
,
nous pouvons écrire C = σRϕA+ τRψB. En effet, si on pose
c1 = σ cos(ϕ), c2 = −(σ sin(ϕ) + τµ sin(ψ)),
c3 = σ sin(ϕ), c4 = σ cos(ϕ) + τµ cos(ψ),
nous obtenons facilement
σ =
√
c21 + c
2
3, τµ =
√
(c2 + c3)
2
+ (c1 − c4)2. (10.15)
Etape 2. Montrons le théorème pour M = A = I2. Choisissons
a :=
3√
µ2 − 1 , C :=
1
2(µ2 + 8)
(
9 (7 + 2µ2)
√
µ2 − 1/3
−3
√
µ2 − 1 3(µ2 + 5)
)
.
Par calcul, nous pouvons constater que
Cx = x surDa.
Ensuite, pour avoir C ∈ intR co(E), nous devons vérifier que
σ < det(C) = 1/2 et τ < 1− det(C) = 1/2.
Par les égalités (10.15) et le fait que µ > 1, nous avons
σ =
3
2
√
µ2 + 8
=
1
2
· 3√
µ2 + 8
< 1/2,
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τ =
√
4µ2 + 5
6µ
=
1
2
·
√
4µ2 + 5
9µ2
< 1/2,
et donc a et C satisfont bien la conclusion du théorème.
Etape 3. Montrons le théorème pour M = B = diag(0, µ). Choisissons
a :=
1
2
√
µ2 − 1 , C = C(t) :=
1
3µ
(
1 −2
√
µ2 − 1
t
√
µ2 − 1 3µ2 − 2t(µ2 − 1)
)
, det(C) = 1/3,
où t ∈ R est un paramètre. Par calcul, nous pouvons constater que Cx = Bx sur Da,
pour tout t ∈ R. Pour avoir C ∈ intR co(E), nous devons vérifier que
σ < det(C) = 1/3 et τ < 1− det(C) = 2/3.
D’une part, après calcul,
σ = σ(t) =
√
1 + t2(µ2 − 1)
3µ
.
Puisque µ > 1, nous avons la suite d’équivalences
0 < σ < 1/3 ⇔
√
1 + t2(µ2 − 1)
µ
< 1
⇔ 1 + t
2(µ2 − 1)
µ2
< 1
⇔ t2 < 1
⇔ |t| < 1,
et donc,
σ(t) < 1/3, ∀ |t| < 1. (10.16)
Ensuite, pour t = 1, un calcul nous donne
τ(1) =
√
µ2 + 3
3µ
.
Puisque µ > 1, nous avons la suite d’équivalences
0 < τ < 2/3 ⇔
√
µ2 + 3 < 2µ
⇔ µ2 + 3 < 4µ2
⇔ 1 < µ2
⇔ 1 < µ,
et donc,
τ(t) < 2/3, si t = 1.
Il est évident que l’application t 7→ τ(t) est continue dans un voisinage de t = 1. Par
conséquent, il existe ε > 0 tel que
τ(t) < 2/3, si 1− ε < t ≤ 1. (10.17)
Grace aux inégalités (10.16) et (10.17), nous avons la conclusion.
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Remarque 10.18.
(i) La preuve est beaucoup plus directe que celle du cas non-dégénéré (théorème 9.16),
du fait de l’absence du paramètre λ (qui est ici égal à zéro).
(ii) Le résultat est faux pour λ2(BA−1) = 1, car intR co(E) = ∅.
Exemple 10.19. Soit µ = 2. Alors par l’étape 2 de la preuve précédente, nous pouvons
choisir
a =
√
3, C =
1
8
(
3 5/
√
3
−√3 9
)
∈ intR co(SA ∪ SB),
avec A = I2, B = diag(0, 2), pour avoir Ax = Cx sur la droite Da.
En utilisant les conditions nécessaires données par le théorème 10.15, nous pouvons
construire une solution affine par morceaux au problème de Dirichlet{ ∇u ∈ {A,R±ΘB} ⊂ SA ∪ SB presque partout dans Ω
u(x) = Cx sur ∂Ω,
(10.18)
où Ω ⊂ R2 est un demi-plan dont le bord est la droite de pente a = √3,
cos(Θ) =
1
µ
, sin(Θ) =
√
µ2 − 1
µ
.
RΘB =
(
0 −
√
µ2 − 1
0 1
)
=
(
0 −√3
0 1
)
Cette solution est illustrée sur la figure 10.4.
u(x) = R−Θx
u(x) = Ax
u(x) = RΘx
ν− = (1,−
√
3)
ν+ = (1,
√
3)
ν = (0, 1)
∂Ω = {x2 = ax1}
u(x) = Ax
0
C
D
Figure 10.4 – Une solution non-triviale sur un demi-plan.
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Exemple 10.20. Soient B = diag(0, µ), µ = 2, a = 1/2 et
C =
(
1/3 −2/3
10/19 18/19
)
, det(C) = 2/3
Alors pour tout x = t(1, a) ∈ Da,
Cx = (0, 1) = Bx.
De plus,
σ =
√
c21 + c
2
2 =
√
1261
57
<
√
1444
57
= 2/3 = det(C),
et
τ =
√
(c1 − c4)2 + (c2 + c3)2/µ =
√
1289
114
<
√
1444
114
= 1/3 = 1− det(C),
d’où C ∈ intR co(E). Une solution affine par morceaux au problème (10.18) sur un demi-
plan dont le bord est Da est illustrée sur la figure 10.5, avec
Rθ =
1
2
(
1 −√3√
3 1
)
, R2θB =
1
µ
(
0 −2
√
µ2 − 1
0 2− µ2
)
=
(
0 −√3
0 −1
)
u(x) = Bx
u(x) = RΘx
u(x) = R2ΘBx
ν−
ν+
ν
∂Ω = {x2 = ax1}
u(x) = Bx
0
Figure 10.5 – Une solution affine par morceaux sur un demi-plan.
Le résultat suivant généralise la proposition 10.17 en donnant une condition nécessaire
et suffisante sur la pente de la droite sur laquelle nous voulons que Ax = Cx.
Proposition 10.21. Soient A = I2, B = diag(0, µ), avec µ > 1 et E := SA ∪ SB . Alors
il existe des matrices C ∈ intR co(E) satisfaisant Ax = Cx sur Da si et seulement si
|a| > 1/
√
µ2 − 1 et |a| 6=∞.
Démonstration. On rappelle que
intR co(E) = SO(2) {C = σA+ τRϕB : 0 < σ < det(C), 0 < τ < 1− det(C)} .
De plus, si nous notons
C =
(
c1 c2
c3 c4
)
,
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alors on peut écrire
C = σRϕ + tRψB,
avec
σ =
√
c21 + c
2
3, τµ =
√
(c2 + c3)
2
+ (c1 − c4)2, (10.19)
ϕ = arctan(c3/c1), ψ = arctan
(
c2 + c3
c1 − c4
)
. (10.20)
Soit x = t(1, a) ∈ Da, avec |a| 6=∞. Alors l’égalité Ax = Cx s’écrit
t(1, a) = A
(
t
ta
)
= C
(
t
ta
)
= t(c1 + ac2, c3 + ac4), ∀ t ∈ R,
d’où
c1 + ac2 = 1, c3 + ac4 = a. (10.21)
Il y a cinq cas à traiter.
Cas 1 : a = 0. Si Da est une droite horizontale, alors C est nécessairement de la forme
C =
(
1 c2
0 c4
)
.
En écrivant C = σRϕ + τRψB, nous avons par (10.19) que σ = 1, ce qui implique que
C /∈ intR co(E), car sinon, on aurait det(C) > σ = 1 et 0 < τ < 1 − det(C) < 0, ce qui
est absurde.
Cas 2 : 0 < |a| ≤ 1/
√
µ2 − 1. Alors (10.21) implique que
C =
(
c1 (1− c1)/a
c3 1− c3/a
)
, det(C) = c1 − c3/a.
Par l’absurde, supposons qu’il existe C ∈ intR co(E) admissible. Alors c1, c3 doivent
satisfaire les trois inégalités 0 < det(C) < 1, 0 < σ < det(C) et 0 < τ < 1 − det(C),
autrement dit
0 < c1 − c3/a < 1, (10.22)√
c21 + c
2
3 < c1 − c3/a, (10.23)
1
|a|µ
√
(a2 + 1) [(c1 − 1)2 + c23] < 1− c1 + c3/a. (10.24)
Nécessairement, c3 6= 0, car sinon l’inégalité (10.23) serait fausse. Supposons que ac3 > 0.
En élevant l’inégalité (10.23) au carré, nous avons la suite d’implications
c21 + c
2
3 < (c1 − c3/a)2 ⇒ c1 <
c3(1− a2)
2a
(inégalité (10.22)) ⇒ c3/a < c3(1− a
2)
2a
(ac3 > 0) ⇒ 1 < 1− a
2
2
⇒ a2 < −1,
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ce qui est absurde. Montrons que la seule possibilité restante, ac3 < 0, est également
absurde. D’abord, puisqu’on est dans le cas où |a| ≤ 1/
√
µ2 − 1, alors
1 ≤ a
2 + 1
a2µ2
. (10.25)
De plus, l’inégalité (10.22) combinée avec ac3 < 0 implique
−(c1 − 1)c3/a < −(c3/a)2 (10.26)
Ensuite, si on élève l’inégalité (10.24) au carré, alors
a2 + 1
a2µ2
[
(c1 − 1)2 + c23
]
< (1− c1)2 + (c3/a)2 + 2(c1 − 1)(−c3/a). (10.27)
En combinant les inégalités (10.25)-(10.27), on obtient
(c1 − 1)2 + c23 ≤
a2 + 1
a2µ2
[
(c1 − 1)2 + c23
]
< (1− c1)2 + (c3/a)2 + 2(c1 − 1)(−c3/a)
< (1− c1)2 + (c3/a)2 − 2(c3/a)2
= (1− c1)2 − (c3/a)2,
ce qui aboutit à la contradiction c23(1 + 1/a2) < 0.
Cas 3 : 1/
√
µ2 − 1 < |a| ≤ 3/
√
µ2 − 1. Posons m :=
√
µ2 − 1 > 0 et
c1 :=
2a2 − |a|m+ 3
4(a2 + 1)
, c3 :=
a(1− |a|m)
4(a2 + 1)
6= 0.
Combinant avec (10.21), nous avons
C =
1
4(a2 + 1)
(
2a2 − |a|m+ 3 2a2+|a|m+1a
a(1− |a|m) 4a2 + |a|m+ 3
)
, det(C) = 1/2.
Par (10.19), nous calculons, sachant que c3 6= 0,
0 < σ =
√
c21 + c
2
3
=
√
(2a2 − |a|m+ 3)2 + a2(1− |a|m)2
4(a2 + 1)
=
√
(a2 + 1)2[a2(m2 + 4)− 6|a|m+ 9]
4(a2 + 1)
=
1
4
√
a2(m2 + 4)− 6|a|m+ 9
a2 + 1
,
et, après un calcul similaire,
τ =
1
µ
√
(c2 + c3)
2
+ (c1 − c4)2 = 1
4|a|µ
√
a2(m+ 4) + 2|a|m+ 1 > 0.
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Montrons que C ∈ intR co(E), c’est-à-dire vérifions les deux inégalités
σ < 1/2, τ < 1/2.
En comparant les carrés de ces inégalités, nous avons
σ2 − 1
4
=
1
16(a2 + 1)
(a2(m2 + 4)− 6|a|m+ 9− 4a2 − 4)
=
1
16(a2 + 1)
(a2m2 − 6|a|m+ 5)
=
1
16(a2 + 1)
(|a|m− 1)(|a|m− 5)
< 0
puisque 1 < |a|m ≤ 3, ce qui nous donne la première inégalité. D’autre part,
1
4
− τ2 = 1
16a2µ2
(4a2(m2 + 1)− (a2(m2 + 4) + 2|a|m+ 1))
=
1
16a2µ2)
(3a2m2 − 2|a|m− 1)
=
1
16a2µ2)
(3|a|m+ 1)(|a|m− 1)
> 0,
puisque |a|m > 1, ce qui nous donne la seconde inégalité et donc C ∈ intR co(E).
Cas 4 : 3/
√
µ2 − 1 ≤ |a|. Posons
c1 :=
a2
2(a2 + 1)
, c3 :=
−a
2(a2 + 1)
−
Combinant avec (10.21), nous avons
C =
1
2(a2 + 1)
(
a2 2+a
2
a
−a 2a2 + 3
)
, det(C) = 1/2.
Montrons que C ∈ intR co(E). D’une part,
σ =
√
c21 + c
2
2 =
|a|
2
√
a2 + 1
> 0,
et
1
2
− σ =
√
a2 + 1− |a|
2
√
a2 + 1
> 0,
d’où la première inégalité
0 < σ < det(C).
D’autre part,
τ =
√
a2 + 4
2µ|a| > 0,
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et
1
4
− τ2 = a
2(µ2 − 1)− 4
4a2µ2
=
(am)2 − 4
4a2µ2
> 0,
puisque |a|m ≥ 3, ce qui nous donne la seconde inégalité
0 < τ < 1− det(C),
et donc C ∈ intR co(E).
Cas 5 : a =∞. Si Ax = Cx sur la droite verticale D∞ = {(0, t) : t ∈ R}, alors
(0, 1)t = A
(
0
t
)
= C
(
0
t
)
= (c2, c4)t, ∀ t ∈ R,
d’où
C =
(
c1 0
c2 1
)
.
Si on avait C ∈ intR co(E), on aurait√
c21 + c
2
3 = σ < det(C) = c1 ≤
√
c21 + c
2
3,
ce qui est absurde.
Remarque 10.22. Des tests numériques suggèrent un résultat similaire pour la matrice
B = diag(0, µ) : pour tout µ > 1, il existe des matrices C ∈ intR co(E) satisfaisant
Bx = Cx sur Da si et seulement si 0 < |a| < 1/
√
µ2 − 1. Ceci est beaucoup plus difficile
à montrer, car la présence du paramètre µ dans l’expression de σ et τ rend les inégalités
σ < det(C) et τ < 1− det(C) très compliquées à réduire.
10.3.3 Analyse dans un angle de plan
L’étape suivante consiste à étudier les solutions du problème de Dirichlet dans un
angle de plan. Plus précisément, nous voulons établir si une solution affine par morceaux
peut admettre des conditions de bord non-triviales autour du sommet d’un angle.
Par le théorème 10.15, il existe au plus trois directions possibles pour les lignes de dis-
continuité d’une solution u, ce qui peut produire des sommet d’ordre au plus 6 (lorsque le
sommets de l’angle se situe sur une intersection de trois lignes). Tous les cas de figure pos-
sibles étant beaucoup trop nombreux, nous nous contentons de montrer deux cas donnant
chacun une conclusion différente.
Dans le premier exemple, nous traitons le cas où le sommet est atteint par une seule
ligne de discontinuité. Comme d’habitude, nous fixons A = I2 et B = diag(0, µ).
Exemple 10.23. Soit Ω ⊂ R2 un angle de plan ouvret défini par deux semi-droites de
pente −∞ < b < a <∞. Soit une application u ∈ Affmorc(Ω;R2) satisfaisant le problème
de Dirichlet { ∇u ∈ SA ∪ SB presque partout dans Ω
u(x) = Cx sur ∂Ω,
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pour une certaine matrice C ∈ R2×2. Supposons que le sommet de Ω soit atteint par
une unique ligne de discontinuité, perpendiculaire à ν− = (−1,
√
µ2 − 1) (figure 10.6). La
solution u est alors constituée de deux morceaux tels que ∇u ∈ SA sur l’un et ∇u ∈ SB
sur l’autre. En fixant ∇u = A, alors, par le théorème 10.15, ∇u = R−ΘB sur la seconde
composante connexe, avec
R−ΘB =
(
0 m
0 1
)
, m :=
√
µ2 − 1.
A
R−ΘB
C
Da
Db
ν−
Figure 10.6 – Une solution sur un quart de plan dont la condition de bord ne peut pas
appartenir à intR co(E).
La condition de bord u(x) = Cx implique{
Ax = Cx ∀ x ∈ Da,
R−ΘBx = Cx ∀ x ∈ Db
La seule matrice C vérifiant ces équations est
C =
(
c1 c2
0 1
)
, c1 = 1− a(bm− 1)/(bm− 1), c2 = 1/(b− a)
Alors C /∈ intR co(E) pour aucun a, b, µ. En effet, nous avons
σ2 = c21 = det(C)
2,
ce qui contredit l’inégalité σ < det(C) dans la caractérisation de intR co(E) (théoreme
10.6).
Dans le second exemple, nous traitons le cas d’un sommet atteint par deux lignes de
discontinuité.
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Exemple 10.24. Avec les mêmes notations que dans l’exemple précédent, nous supposons
que le sommet de Ω est atteint par une ligne de discontinuité perpendiculaire ν− et une
ligne perpendiculaire à ν = (0, 1). Dans ce cas, par le théorème 10.15, ∇u appartient au
puits SA sur l’une des composantes, et à SB sur les deux autres. En fixant ∇u = A, alors
∇u = R−ΘB derrière la ligne de discontinuité perpendiculaire à ν−, puis ∇u = RϕB,
pour un certain Rϕ ∈ SO(2), derrière la ligne perpendiculaire à ν (figure 10.7).
A
R−ΘB
C
ν−
RϕB
ν
Ω
Da
Db
Figure 10.7 – Une solution sur un quart de plan admettant une condition de bord
appartenant à intR co(E).
Soient ϕ = 0, a = 1, b = −1/4 et µ = 2. Alors la condition de bord u(x) = Cx
implique que {
Ax = Cx ∀ x ∈ Da,
Bx = Cx ∀ x ∈ Db
Alors la seule matrice C vérifiant ces équations est
C =
1
5
(
1 4
−1 6
)
, det(C) = 2/5.
Nous avons alors
0 < σ =
√
c21 + c
2
3 =
√
2
5
<
2
5
= det(C)
et
0 < τ =
√
(c2 + c3)
2
+ (c1 − c4)2/µ =
√
17
5
√
2
<
√
18
5
√
2
=
3
5
= 1− det(C),
d’où C ∈ intR co(E) (théoreme 10.6).
10.4 Annexe : propriété de relaxation
Les notions et résultats suivants ont été établis par Dacorogna-Marcellini [12], [13], [14]
dans le cadre de la résolution de problèmes de Dirichlet pour des inclusions différentielles
par la méthode des catégories de Baire.
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Définition 10.25 (Propriété de relaxation). Soient E,K ⊂ RN×n. L’ensemble K a la
propriété de relaxation par rapport à E si pour tout ensemble Ω ⊂ Rn ouvert et borné,
et pour toute fonction affine u0 telle que
∇u0 ∈ K, dans Ω,
il existe une suite {uν} ⊂ Affmorc(Ω;RN ) satisfaisant
uν ∈ u0 +W 1,∞0 (Ω;RN ), ∇uν(x) ∈ E ∪K, presque partout dans Ω,
uν
∗
⇀ u0 dans W 1,∞(Ω;RN ), lim
ν→0
ˆ
Ω
dist(∇uν(x);E)dx = 0.
Remarque 10.26.
(i) Dans le cas scalaire n = 1 ou N = 1, l’ensemble K = int co(E) satisfait la propriété
de relaxation par rapport à E.
(ii) Dans le cas vectoriel, si K est borné et satisfait la propriété de relaxation, alors K
appartient nécessairement à l’enveloppe quasi-convexe finie de E.
Théorème 10.27 (Existence de solutions). Soit Ω ⊂ Rn ouvert et borné. Soient E ⊂
RN×n compact et K ⊂ RN×n borné et satisfaisant la propriété de relaxation par rapport
à E. Soit u0 ∈ Affmorc(Ω;Rn) tel que
∇u0 ∈ E ∪K, presque partout dans Ω.
Alors il existe un ensemble dense de fonctions u ⊂W 1,∞(Ω;RN ) telles que{ ∇u ∈ E presque partout dans Ω
u = u0 sur ∂Ω.
Remarque 10.28.
(i) Dans le cas scalaire, le plus grand K possible est
K = E ∪ int co(E).
Voir Dacorogna [10], section 10.3.1.
(ii) Moyennant quelques hypothèses supplémentaires, il est possible de généraliser la
donnée au bord u0. Voir Dacorogna-Marcellini, chapitre 10.
– Dans le cas scalaire, si K est ouvert, alors on peut prendre u0 ∈ W 1,∞(Ω;RN ).
Par la remarque précédente, on a nécessairement
∇u0 ∈ E ∪ int co(E), presque partout dans Ω.
– Dans le cas vectoriel, si K est ouvert, alors on peut prendre u0 ∈ C1morc(Ω;RN ).
Si, de plus, K est ouvert et convexe, alors on peut prendre u0 ∈ W 1,∞(Ω;RN )
satisfaisant
∇u0 ∈ C, presque partout dans Ω
avec C ⊂ K compact.
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Dans la pratique, la propriété de relaxation est difficile à vérifier. Nous allons donner
une condition suffisante beaucoup plus simple à vérifier.
Définition 10.29 (Propriété d’approximation). Soient d ∈ N et
E ⊂ K ⊂M ⊂ Rd.
Le triple (E,K,M) (siM = Rd, on note simplement (E,K)) satisfait la propriété d’ap-
proximation s’il existe une collection d’ensembles Eδ et Kδ, avec δ > 0 telle que
1. Eδ ⊂ Kδ ⊂⊂ intM(K) pour tout δ > 0 suffisamment petit (où on note intM
l’intérieur relatif àM) ;
2. pour tout ε > 0, il existe δ0 = δ0(ε) > 0 tel que
0 < δ ≤ δ0, ξ ∈ Eδ ⇒ dist(ξ;E) ≤ ε;
3. si ξ ∈ intM(K), alors ξ ∈ Kδ pour tout δ > 0 suffisamment petit.
Théorème 10.30. Soient n,N ∈ N et
E ⊂M = RN×n,K := intR co(E),
avec E compact. Si (E,K) satisfait la propriété d’approximation avec des ensembles Eδ
et Kδ = Rco(E), alors K satisfait la propriété de relaxation par rapport à E.
Nous combinons les deux théorèmes précédents pour obtenir le corollaire suivant, uti-
lisé dans la preuve du théorème 10.10.
Corollaire 10.31. Soit Ω ⊂ Rn ouvert et borné et E ⊂ RN×n compact. Supposons qu’il
existe une collection {Eδ}δ>0 ⊂ RN×n, telle que
1. R co(Eδ) ⊂⊂ intR co(E) pour tout δ > 0 suffisamment petit ;
2. pour tout ε > 0, il existe δ0 = δ0(ε) > 0 tel que
0 < δ ≤ δ0, η ∈ Eδ ⇒ dist(η;E) ≤ ε;
3. si η ∈ intR co(E), alors η ∈ Rco(Eδ) pour tout δ > 0 suffisamment petit.
Soit u0 ∈ Affmorc(Ω;Rn) tel que
∇u0 ∈ E ∪ intR co(E), presque partout dans Ω.
Alors il existe un ensemble dense de fonctions u ⊂W 1,∞(Ω;RN ) telles que{ ∇u ∈ E presque partout dans Ω
u = u0 sur ∂Ω,
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CHAPITRE 11
LE CAS DÉGÉNÉRÉ
DET(A) = DET(B) = 0
Nous traitons maintenant le problème des deux puits dans le cas dégénéré, c’est-à-dire
det(A) = det(B) = 0.
Ce cas est beaucoup plus riche que les deux précédents, car, les matrices étant singulières,
les connexions de rang-1 sont autorisées à l’intérieur de chacun des deux puits. Ceci
implique que le gradient d’une solution affine par morceaux peut voir ses valeurs sur deux
morceaux adjacents rester dans le même puits. Nous allons montrer (théorème 11.8) une
condition suffisante sur la donnée de bord pour que le problème de Dirichlet admette une
solution localement affine par morceaux. Plus précisément, le problème{ ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω,
(11.1)
admet une solution u ∈ LocAffmorc(Ω;R2) si u0 ∈ Aff(Ω;R2) et
∇u0 ∈ SO(2)e1 ⊗ int co({±α,±β}),
où
A = e1 ⊗ α, B = e1 ⊗ β.
Nous verrons également (théorème 11.4) que cet ensemble coïncide avec l’intérieur de
l’enveloppe rang-1 connexe de SA ∪ SB .
11.1 L’enveloppe rang-1 convexe
Dans cette section, nous donnons une caractérisation de l’enveloppe rang-1 convexe
des deux puits dégénérés. Cette caractérisation sera beaucoup plus facile à montrer que
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pour les cas précédent. Nous commençons par énoncer un résultat élémentaire donnant
une caractérisation utile des matrices 2× 2 singulières.
Lemme 11.1. Soit A ∈ R2×2. Alors det(A) = 0 si et seulement si il existe des vecteurs
v = (v1, v2) et w = (w1, w2) dans R2, tels que |v| = 1 et
A = v ⊗ w =
(
v1w1 v1w2
v2w1 v2w2
)
.
En particulier, si det(A) = 0, il existe α = (α1, α2) ∈ R2 tel que
SA = SO(2)e1 ⊗ α.
Remarque 11.2. Si A,B ∈ R2×2 avec det(A) = det(B) = 0, alors il existe α, β ∈ R2
tels que
SA ∪ SB = SO(2)e1 ⊗ {α, β}.
Ainsi, sans perte de généralité, nous allons considérer des matrices
A = e1 ⊗ α =
(
α1 α2
0 0
)
, B = e1 ⊗ β =
(
β1 β2
0 0
)
, α, β ∈ R2.
Cette forme a l’avantage de pouvoir directement caractériser la rang-1 connexité entre les
éléments des deux puits.
Lemme 11.3. Soient A = e1 ⊗ α et B = e1 ⊗ β. Alors
det(A−RϕB) = 0 ⇔ ϕ ∈ {0, pi} ou α1β2 − α2β1 = 0.
Démonstration. Par un calcul, on a immédiatement
det(A−RϕB) = (α2β1 − α1β2) sin(ϕ).
Voici un résultat caractérisant l’enveloppe rang-un convexe des deux puits dans le cas
dégénéré.
Théorème 11.4. Soient A,B ∈ R2×2, det(A) = det(B) = 0. Soient α, β ∈ R2 tels que
E := SA ∪ SB = SO(2)e1 ⊗ {α, β} .
Alors
co(E) = SO(2) {sA+ tRϕB : 0 ≤ s, t, t+ s ≤ 1, ϕ ∈ ]− pi, pi]} ,
Rco(E) = SO(2)e1 ⊗ {sα+ tβ : −1 ≤ s, t, t+ s ≤ 1} ,
= SO(2)e1 ⊗ co({±α,±β}).
Si, de plus, α1β2 − α2β1 6= 0, alors
intR co(E) = SO(2)e1 ⊗ int co({±α,±β}) 6= ∅,
où, dans le membre de gauche, l’intérieur est relatif à la variété des matrices singulières.
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Remarque 11.5. En particulier (voir étape 1 de la preuve ci-dessous), si β = kα avec
k ∈ R alors
co(E) = Rco(E) = SO(2) {rA : 0 ≤ r ≤ max{1, |k|}}
= SO(2)e1 ⊗ {rα : 0 ≤ r ≤ max{1, |k|}} .
Démonstration. La formule pour l’enveloppe convexe co(E) est démontrée dans [10] (théo-
rème 7.44) ; nous ne montrerons donc le résultat que pour R co(E). La preuve est partagée
en trois étapes.
Etape 1. Nous montrons d’abord le cas particulier β = kα, avec k ∈ R. Sans perte de
généralité, nous supposons que k ≤ 1 (quitte à travailler avec α = k−1β). Posons
X := SO(2) {rA : 0 ≤ r ≤ 1} .
Puisque nous avons toujours les inclusions
R co(E) ⊂ co(E),
il suffit de vérifier
co(E) ⊂ X ⊂ Rco(E).
Il est évident que E ⊂ X et la convexité de X découle du lemme 10.3, ce qui donne la
première inclusion. Pour la seconde inclusion, il suffit de remarquer que tout ξ := rRθA ∈
X admet la décomposition convexe
ξ =
1 + r
2
RθA+
1− r
2
Rθ+piA,
avec RθA,Rθ+piA ∈ E et
det(RθA−Rθ+piA) = det(Rθ −Rθ+pi) det(A) = 0,
d’où X ⊂ R1 co(E) ⊂ Rco(E).
Etape 2. Pour le reste de la preuve, nous supposons cette fois que α et β ne sont pas
parallèles, c’est-à-dire
α1β2 − α2β1 6= 0. (11.2)
Fixons la notation
Eθ := Rθe1 = (cos(θ), sin(θ)), ∀ θ ∈ ]− pi, pi]
et posons
Y := SO(2)e1 ⊗ co({±α,±β}).
Nous allons montrer que Y = R2 co(E).
(⊆) Soit ξ := Eθ ⊗ (sα + tβ) ∈ Y . Alors on peut décomposer ξ en une « double
combinaison convexe »
ξ = (s+ t)
[
s
s+ t
Eθ ⊗ α+ t
s+ t
Eθ ⊗ β
]
︸ ︷︷ ︸
=: ξ1
+(1− s− t)
[
1
2
Eθ ⊗ α+ 1
2
Eθ+pi ⊗ α
]
︸ ︷︷ ︸
=: ξ2(=0)
.
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Montrons d’abord que ξ1, ξ2 ∈ R1 co(E). Il est évident que
Eθ ⊗ α, Eθ ⊗ β, Eθ+pi ⊗ α ∈ E,
det(Eθ ⊗ α− Eθ ⊗ β) = det(Eθ ⊗ α− Eθ+pi ⊗ α) = 0,
d’où ξ1, ξ2 ∈ R1 co(E). Enfin,
det(ξ1 − ξ2) = det(ξ1) = 0,
d’où ξ ∈ R2 co(E) ⊂ Rco(E).
(⊇) Il est clair que E ⊂ Y . Il suffit donc de voir que Y est rang-1 convexe, c’est-à-dire
λξ1 + (1− λ)ξ2 ∈ Y, ∀ λ ∈ [0, 1], ∀ ξ1, ξ2 ∈ Y, det(ξ1 − ξ2) = 0.
Soient donc
ξ1 := Eθ ⊗ (s1α+ t1β), ξ2 := Eϕ ⊗ (s2α+ t2β), ξ := λξ1 + (1− λ)ξ2.
Alors
det(ξ1 − ξ2) = sin(θ − ϕ)(s1t2 − s2t1)(α1β2 − α2β1).
Par (11.2), cette égalité est nulle si et seulement si θ−ϕ ∈ {−pi, 0, pi} ou (t1, t2) = k(s1, s2),
avec |k| ≤ 1. Nous traitons ces deux cas séparément.
Cas 1. Si θ = ϕ, alors
ξ = Eθ ⊗ [λ(s1α+ t1β) + (1− λ)(s2α+ t2β)]
= Eθ ⊗ [(λs1 + (1− λ)s2)α+ (λt1 + (1− λ)t2)β]
= Eθ ⊗ (r1α+ r2β).
Puisque si, ti, si+ ti ∈ [−1, 1], alors on a également r1, r2, r1 + r2 ∈ [−1, 1], et donc ξ ∈ Y .
De même, si θ = ϕ± pi, alors on pose s˜2 := −s2, t˜2 := −t2 et on a
ξ = Eθ ⊗ [λ(s1α+ t1β)− (1− λ)(s2α+ t2β)]
= Eθ ⊗ [(λs1 − (1− λ)s2)α+ (λt1 − (1− λ)t2)β]
= Eθ ⊗
[
(λs1 + (1− λ)s˜2)α+ (λt1 + (1− λ)t˜2)β
]
= Eθ ⊗ (r1α+ r2β)
qui appartient à Y, utilisant le fait que s˜2, t˜2 ∈ [−1, 1].
Cas 2. Si (t1, t2) = k(s1, s2), avec |k| ≤ 1 (si |k| > 1, alors il suffit de considérer
(s1, s2) = k
−1(t1, t2)), nous avons
ξ = λEθ ⊗ (s1α+ ks1β) + (1− λ)Eϕ ⊗ (s2α+ ks2β)
= (λs1Eθ + (1− λ)s2Eϕ)⊗ (α+ kβ)
= rEψ ⊗ (α+ kβ)
= Eψ ⊗ (rα+ rkβ) ∈ Y,
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où nous avons utilisé le lemme 10.3, −1 ≤ k ≤ 1 et
0 ≤ r ≤ λ|s1|+ (1− λ)|s2| ≤ 1.
Etape 3. Il est évident que
intR co(E) = SO(2)e1 ⊗ int co({±α,±β}.
En particulier, si α1β2 − α2β1 6= 0, alors
int co({±α,±β} 6= ∅,
d’où
intR co(E) 6= ∅.
Corollaire 11.6. Sous les mêmes hypothèses que précédemment,
R co(E) = SO(2) {ξ = sA+ tRψB : ψ ∈ ]− pi, pi], 0 ≤ s, t, t+ s ≤ 1, det(ξ) = 0} .
Remarque 11.7. Cette caractérisation est exactement celle de Sverak pour le cas
det(A) = det(B) > 0.
Voir [10], théorème 7.44.
Démonstration. Soient A = e1 ⊗ α, B = e1 ⊗ β. Posons
Y := SO(2) {ξ = sA+ tRψB : ψ ∈ ]− pi, pi], 0 ≤ s, t, t+ s ≤ 1, det(ξ) = 0}
= SO(2) {ξ = se1 ⊗ α+ tEψ ⊗ β : ψ ∈ ]− pi, pi], 0 ≤ s, t, t+ s ≤ 1, det(ξ) = 0} .
Soit ξ = Rθ (se1 ⊗ α+ tEψ ⊗ β) ∈ Y . Alors
det(ξ) = st(α1β2 − α2β1) sin(ψ).
On a donc
det(ξ) = 0 ⇔

s = 0 ou t = 0,
ψ ∈ {0, pi},
α1β2 − α2β1 = 0.
A partir de ces propriétés et avec le théorème 11.4, on vérifie facilement que Y = Rco(E).
11.2 Le problème de Dirichlet
Nous allons maintenant discuter de l’existence de solutions pour le problème de Diri-
chlet (11.1). Par les résultats de la section précédente, il suffit de considérer des matrices
de la forme
A = e1 ⊗ α, B = e1 ⊗ β, α, β ∈ R2.
Nous allons montrer qu’il existe des solutions affines par morceaux non-triviales si les
vecteurs α, β ne sont pas colinéaires. La preuve est dans le même esprit que celle du
théorème 10.11, qui consiste à se réduire au cas scalaire.
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Théorème 11.8. Soient Ω ⊂ R2 ouvert et borné, et A,B ⊂ R2×2 deux matrices non-
triviales rang-1-connectées, avec
A = e1 ⊗ α, B = e1 ⊗ β, α1β2 − α2β1 6= 0.
Soit u0 ∈ Aff(Ω,R2) telle que
∇u0 ∈ SA ∪ SB ∪ SO(2)e1 ⊗ int co({±α,±β}).
Alors le problème de Dirichlet{ ∇u ∈ SA ∪ SB presque partout dans Ω
u = u0 sur ∂Ω,
(11.3)
admet une solution u = (u1, u2) ∈ LocAffmorc(Ω;R2).
Remarque 11.9. Il n’est pas sûr que la condition
∇u0 ∈ SA ∪ SB ∪ SO(2)e1 ⊗ int co({±α,±β}).
soit nécessaire.
Démonstration. Notons u0 = (u
(1)
0 , u
(2)
0 ). Si ∇u0 ∈ SA ∪ SB , on a trivialement u = u0 sur
Ω. Supposons donc que
∇u0 = Rθe1 ⊗ c ∈ SO(2)e1 ⊗ int co({±α,±β}),
avec c = sα + tβ, −1 < s, t, s + t < 1. Sans perte de généralité, quitte à effectuer une
rotation sur la solution, on peut supposer que θ = 0, d’où
∇u0 = e1 ⊗ c, ∇u(1)0 = c ∈ int, co ({±α,±β}) 6= ∅.
Considérons le problème scalaire{
∇u1 ∈ {±α,±β} presque partout dans Ω
u1 = u
(1)
0 sur ∂Ω,
(11.4)
Puisque c ∈ int co ({±α,±β}), le problème (11.4) admet une solution
u1 ∈ LocAffmorc(Ω)
par le théorème 9.31, avec E = {±α,±β}. Posant u2(x) := u(2)0 (x) et u := (u1, u2), nous
avons bien que u ∈ LocAffmorc(Ω,R2),
∇u ∈
{
±
(
α1 α2
0 0
)
, ±
(
β1 β2
0 0
)}
= {±A,±B} ⊂ SA ∪ SB
et u = u0 sur ∂Ω.
Pour illustrer le résultat d’existence ci-dessus, nous donnons ici une preuve entièrement
constructive du cas scalaire (théorème 9.31) en dimension 2, pour une donnée de bord
nulle.
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Notation 11.10. Soient α, β ∈ R2 non-parallèles, c’est-à-dire
α1β2 − α2β1 6= 0.
Posons
P1 :=
1
α1β2 − α2β1 (α2 − β2,−α1 + β1), P2 :=
1
α1β2 − α2β1 (α2 + β2,−α1 − β1)
et P ⊂ R2 le parallélogramme ayant pour sommets ±P1 et ±P2. Pour tout c = (c1, c2) ∈
R2, r > 0, on pose également
G(c, r) := r P + c.
Notons que
diamG(c, r) = 2rmax{|P1|, |P2|}, ∀ c ∈ R2, r > 0.
Lemme 11.11. Soient c ∈ R2, r > 0 et α, β ∈ R2 tels que
α1β2 − α2β1 6= 0.
Alors la fonction définie sur R2 par
vrc (x) := r −max {| 〈α, x− c〉 |, | 〈β, x− c〉 |}
est solution du problème de Dirichlet{ ∇v ∈ {±α, ±β} presque partout dans G(c, r)
v = 0 sur ∂G(c, r).
(11.5)
Remarque 11.12.
(i) Le lemme peut facilement se généraliser pour des données de bord affines u0 telles
que
∇u0 ∈ int co{±α, ±β},
moyennant quelques modifications sur les objets construits dans la preuve. Le choix
u0 ≡ 0 permet d’alléger les équations.
(ii) En choisissant α = e1, β = e2, nous avons par exemple la solution
v10(x) = 1−max{|x1|, |x2|}
sur G(0, 1) le parallélogramme ayant pour sommets ±(1, 1) et ±(1,−1).
Démonstration. Il est évident que ∇vrc ∈ {±α, ±β} partout sur R2 sauf sur les deux
droites 〈α± β, x− c〉 = 0. Ensuite, par construction, on a vrc (x) = 0 si et seulement si
〈α, x− c〉 = r quand 〈α− β, x− c〉 ≥ 0, 〈α+ β, x− c〉 ≥ 0,
〈α, x− c〉 = −r quand 〈α− β, x− c〉 ≤ 0, 〈α+ β, x− c〉 ≤ 0,
〈β, x− c〉 = r quand 〈α− β, x− c〉 ≤ 0, 〈α+ β, x− c〉 ≥ 0,
〈β, x− c〉 = −r quand 〈α− β, x− c〉 ≥ 0, 〈α+ β, x− c〉 ≤ 0.
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Comme α, β ne sont pas colinéaires, alors les droites{
x ∈ R2 : 〈α, x− c〉 = r} et {x ∈ R2 : 〈β, x− c〉 = r}
s’intersectent en quatre points satisfaisant les quatre équations(
α1 α2
β1 β2
)
(x− c) = ±
(
r
r
)
,
(
α1 α2
β1 β2
)
(x− c) = ±
( −r
r
)
,
dont les solutions sont exactement ±(rP1 + c), ±(rP2 + c), ce qui correspond bien au
parallélogramme G(c, r) = rP + c.
La généralisation de ce lemme à un domaine borné s’obtient grâce au théorème de
recouvrement de Vitali (voir [15], théorème 10.3 et corollaire 10.6).
Théorème 11.13 (Théorème de recouvrement de Vitali). Soit Ω ⊂ Rn ouvert et borné,
et G ⊂ Rn compact et de mesure non-nulle. Soit
G := {c+ rG : c ∈ Rn, r > 0}
tel que pour presque tout x ∈ Ω et pour tout ε > 0, il existe G˜ ∈ G tel que x ∈ G˜ ⊂ B(x, ε).
Alors Ω peut être recouvert, à un sous-ensemble de mesure nulle près, par une collection au
plus dénombrable d’éléments disjoints de G ; plus précisément, il existe une suite Gk ⊂ G,
k ∈ N telle que 
Gk ⊂ Ω, ∀ k ∈ N,
Gk ∩Gl = ∅, ∀ k, l ∈ N, k 6= l,
mes
(
Ω \⋃k∈NGk) = 0.
Théorème 11.14. Soient Ω ⊂ R2 ouvert et borné, α, β ∈ R2 tels que
α1β2 − α2β1 6= 0.
Alors le problème de Dirichlet{ ∇v ∈ {±α, ±β} presque partout dans Ω
v = 0 sur ∂Ω
(11.6)
admet une solution v ∈ locAffmorc(Ω).
Démonstration. En utilisant les notations 11.10, on pose
G := {G(c, r) : c ∈ R2, r > 0} .
Montrons que l’on peut recouvrir Ω par des éléments de G, à un sous-ensemble de mesure
nulle près. Puisque
diamG(c, r) = 2rmax{|P1|, |P2|}, ∀ c ∈ R2, r > 0.
Ainsi, pour tout x ∈ Ω et ε > 0, il existe r > 0 suffisamment petit pour que
x ∈ G(x, r) ⊂ B(x, ε) ⊂ Ω.
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Ainsi, par le théorème de recouvrement de Vitalli, il existe deux suites {ck}k∈N ⊂ R2 et
{rk}k∈N ⊂ R∗+ tels que
G(ck, rk) ⊂ Ω, ∀ k ∈ N,
G(ck, rk) ∩G(cl, rl) = ∅, ∀ k, l ∈ N, k 6= l,
mes
(
Ω \⋃k∈NG(ck, rk)) = 0.
Ensuite, par le lemme 11.11, pour tout G(ck, rk), il existe une solution
vk ∈ Affmorc(G(ck, rk))
au problème { ∇v ∈ {±α, ±β} presque partout dans G(ck, rk)
v = 0 sur ∂G(ck, rk).
(11.7)
Posons
v(x) :=
{
vk(x) : x ∈ G(ck, rk), k ∈ N,
0 : x ∈ Ω \⋃k∈NG(ck, rk).
Par construction, v ∈ locAffmorc(Ω) et est solution de (11.6).
Nous finissons ce chapitre avec l’énoncé d’un résultat de Dacorogna-Marcellini-Paolini
[22] donnant des conditions nécessaires sur les lignes de discontinuité d’une solution affine
par morceaux dans un domaine. Il s’agit de l’analogue dégénéré des théorèmes 9.11 et
10.15.
Théorème 11.15. Soient Ω ⊂ R2 ouvert et A,B ∈ R2×2 tels que det(A) = det(B) = 0
et
A = e1 ⊗ α, B = e1 ⊗ β.
Soit u ∈ Affmorc(Ω;R2) telle que
∇u ∈ SA ∪ SB presque partout dans Ω.
Alors les lignes de discontinuité de u sont des segments se comportant suivant l’un des
trois cas suivants.
Cas 1. Si α et β ne sont pas collinéaires, alors les lignes de discontinuité sont perpen-
diculaires au quatre vecteurs α, β, α+β et α−β. Plus précisément, le gradient change de
valeurs dans le même puits SA ou SB si u traverse respectivement les lignes perpendicu-
laires à α ou β. Si les deux autres lignes sont traversées, alors le gradient passe du puits
SA à SB et vice-versa.
Cas 2. Si α et β sont collinéaires et α 6= 0 (ou β 6= 0), alors il n’y a qu’une ligne de
discontinuité possible, perpendiculaire à α (ou β).
Cas 3. Si α = β = 0, alors u est constant sur chaque composante connexe de Ω.
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ANNEXE A
ESPACES DE HÖLDER
Dans ce chapitre, nous donnons la définition des espaces de fonctions de Hölder et
énonçons plusieurs propriétés importantes utilisées dans ce travail. Notre référence est
Csato-Dacorogna-Kneuss [9], chapitre 16.
A.1 Définitions
Nous commençons par rappeler la définition des espaces Cr.
Définition A.1 (Espaces Cr). Soit r ≥ 0 un entier et Ω ⊂ Rn ouvert.
(i) C0(Ω) est l’ensemble des fonctions f : Ω→ R continues.
(ii) Cr(Ω) est l’ensemble des fonctions f : Ω → R ayant toutes leurs dérivées partielles
jusqu’à l’ordre r continues ; c’est-à-dire Daf ∈ C0(Ω) pour tout a ∈ Am, 0 ≤ m ≤ r,
où Am est l’ensemble des multi-indices d’ordre m. Nous posons également ∇mf =
{Daf}a∈Am .
(iii) C0(Ω) est l’ensemble des fonctions f : Ω→ R continues et bornées. Nous munissons
cet espace de la norme
‖f‖C0(Ω) := sup
x∈Ω
{|f(x)|} .
(iv) Cr(Ω) est l’ensemble des fonctions bornées de Cr(Ω) dont les dérivées jusqu’à l’ordre
r peuvent être étendues continuement sur Ω et bornées. Nous munissons cet espace
de la norme
‖f‖Cr(Ω) :=
r∑
m=0
‖∇mf‖C0(Ω) .
S’il n’y a pas d’ambiguïté, nous omettons la dépendance en Ω et écrivons simplement
‖f‖Cr =
r∑
m=0
‖∇mf‖C0 .
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(v) Crloc(Ω) est l’ensemble des fonctions C
r(K) pour tout sous-ensemble compact K ⊂
Ω.
Nous donnons maintenant la définition des espaces de Hölder.
Définition A.2 (Espaces Cr,α). Soient un sous-ensemble D ⊂ Rn, une fonction f : D →
R et un réel 0 < α ≤ 1. On définit la quantité
[f ]C0,α(D) := sup
x,y∈D
x6=y
{ |f(x)− f(y)|
|x− y|α
}
.
Soient un ouvert Ω ⊂ Rn, et un entier r ≥ 0. Nous définissons les espaces de Hölder
comme étant les espaces de fonctions suivants.
(i) C0,α(Ω) est l’ensemble des fonctions f ∈ C0(Ω) telles que
[f ]C0,α(K) <∞,
pour tout sous-ensemble compact K ⊂ Ω.
(ii) C0,α(Ω) est l’ensemble des fonctions f ∈ C0(Ω) telles que
‖f‖C0,α(Ω) := ‖f‖C0(Ω) + [f ]C0,α(Ω) <∞.
S’il n’y a pas d’ambiguïté, nous omettons la dépendante en Ω et écrivons simplement
‖f‖C0,α := ‖f‖C0 + [f ]C0,α .
(iii) Cr,α(Ω) est l’ensemble des fonctions f ∈ Cr(Ω) telles que
[Daf ]C0,α(K) <∞,
pour tout sous-ensemble compact K ⊂ Ω et pour tout multi-indice a ∈ Ar.
(iv) Cr,α(Ω) est l’ensemble des fonctions f ∈ Cr(Ω) telles que
[Daf ]C0,α(Ω) <∞,
pour tout multi-indice a ∈ Ar. Nous munissons cet espace de la norme
‖f‖Cr,α(Ω) := ‖f‖Cr(Ω) + maxa∈Ar[D
af ]C0,α(Ω).
La plupart du temps, nous écrirons
[∇rf ]C0,α = max
a∈Ar
[Daf ]C0,α(Ω),
d’où la notation
‖f‖Cr,α = ‖f‖Cr + [∇rf ]C0,α .
(v) Cr,αloc (Ω) est l’ensemble des fonctions C
r,α(K) pour tout sous-ensemble compact K ⊂
Ω.
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Les fonctions de classe C0,α sont dites continues au sens de Hölder (ou simplement Hölder-
continues ou encore hölderiennes).
Remarque A.3.
(i) L’espace Cr,α(Ω), muni de la norme ‖f‖Cr,α , est un espace de Banach.
(ii) Pour α = 0, on notera Cr,0(Ω) = Cr(Ω), c’est à dire que les fonctions hölderiennes
de paramètre 0 sont identifiées avec les fonctions continues usuelles. Dans ce cas,
nous convenons que
[f ]C0,0 = 0 et ‖f‖C0,0 = ‖f‖C0
et, pour r ≥ 1,
‖f‖Cr,0 = ‖f‖Cr .
(iii) Pour α = 1, l’ensemble C0,1(Ω) correspond à l’espace des fonctions lipschitziennes,
c’est-à-dire l’ensemble des fonctions u pour lesquelles il existe une constante L > 0
telle que
|u(x)− u(y)| ≤ L|x− y|, ∀x, y ∈ Ω.
(iv) Quand Ω = Rn, nous convenons que l’espace Cr,α(Rn) doit être compris comme
Cr,α(Rn), ce qui implique que toutes les dérivées de f sont bornées dans Rn.
A.2 Propriétés
Théorème A.4 (Inclusions). Soient Ω ⊂ Rn ouvert, borné et lipschitzien, r ≥ 0 un entier
et 0 ≤ α ≤ β ≤ 1. Alors les inclusions suivantes sont vraies :
Cr(Ω) ⊃ Cr,α(Ω) ⊃ Cr,β(Ω) ⊃ Cr,1(Ω) ⊃ Cr+1(Ω).
Démonstration. Voir [9], corollaire 16.13.
Les deux résultats suivants donnent une propriété de semi-continuité inférieure pour
les normes hölderiennes.
Proposition A.5. Soient Ω ⊂ Rn ouvert, borné et lipschitzien, r ∈ N et 0 < α ≤ 1.
Soient R > 0 et
BR :=
{
f ∈ Cr,α(Ω) : ‖f‖Cr,α(Ω) ≤ R
}
.
Pour toute suite de fonctions {fν} ⊂ BR telle que
fν → f dans C0(Ω) quand ν →∞,
alors
f ∈ BR et ‖f‖Cr,α ≤ lim infν→∞ ‖fν‖Cr,α .
Démonstration. Voir [9], proposition 16.23.
Remarque A.6. Si Ω est non-borné ou α = 0, la proposition A.5 est fausse.
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Théorème A.7 (Produit). Soient Ω ⊂ Rn ouvert, borné et lipschitzien, r ≥ 0 un entier
et 0 ≤ α ≤ 1. Alors il existe une constante C = C(r,Ω) telle que tout f, g ∈ Cr,α(Ω)
satisfont l’inégalité
‖fg‖Cr,α ≤ C (‖f‖Cr,α ‖g‖C0 + ‖f‖C0 ‖g‖Cr,α) .
Démonstration. [9], théorème 16.28.
Théorème A.8 (Composition). Soient Ω ⊂ Rn, O ⊂ Rm ouverts, borné et lipschitziens,
r ≥ 0 un entier et 0 ≤ α, β ≤ 1.
(i) Si r = 0, alors tout g ∈ C0,α(O) et f ∈ C0,β(Ω;O) satisfont l’inégalité
‖g ◦ f‖C0,αβ(Ω) ≤ ‖g‖C0,α(O) ‖f‖αC0,β(Ω) + ‖g‖C0(O) .
En particulier, si
‖f‖C0,β ≤ c,
alors
‖g ◦ f‖C0,αβ(Ω) ≤ C ‖g‖C0,α(O) ,
avec C = C(c,Ω, O) > 0.
(ii) Si r ≥ 1, alors il existe une constante C = C(r,Ω, O) > 0 telle que tout g ∈ Cr,α(O)
et f ∈ Cr,α(Ω;O) satisfont l’inégalité
‖g ◦ f‖Cr,α(Ω) ≤ C
[
‖g‖Cr,α(O) ‖f‖r+αC1(Ω) + ‖g‖C1(O) ‖f‖Cr,α(Ω) + ‖g‖C0(O)
]
.
Démonstration. [9], théorème 16.31.
Théorème A.9 (Différence de composition). Soient Ω ⊂ Rn et O ⊂ Rm ouverts, bornés
et lipschitziens. Soient r ≥ 0 un entier, 0 ≤ α < β ≤ 1. Soit c > 0 une constante
(i) Si r = 0, g ∈ C0,β(O) et u, v ∈ C1(Ω;O) avec
‖u‖C1 , ‖v‖C1 ≤ c,
alors il existe une constante C = C(c,Ω, O) > 0 telle que
‖g ◦ u− g ◦ v‖C0,α(Ω) ≤ C ‖g‖C0,β(O) ‖u− v‖β−αC0(Ω) .
(ii) Si r = 0, g ∈ C0,1(O) et u, v ∈ C0,α(Ω;O) avec
‖u‖C0,α , ‖v‖C0,α ≤ c,
alors il existe une constante C = C(c,Ω, O) > 0 telle que
‖g ◦ u− g ◦ v‖C0,α(Ω) ≤ C ‖g‖C0,1(O) ‖u− v‖1−αC0(Ω) .
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(iii) Si r ≥ 1, g ∈ Cr,β(O) et u, v ∈ Cr,α(Ω;O) avec
‖u‖C0,1 , ‖v‖C0,1 ≤ c,
alors il existe une constante C = C(r, α, β, c,Ω, O) > 0 telle que
‖g ◦ u− g ◦ v‖Cr,α(Ω) ≤ C ‖g‖Cr,β(O)
(
‖u− v‖β−α
C0(Ω)
+ ‖u− v‖Cr,α(Ω)
)
≤ C ‖g‖Cr,β(O)
(
‖u− v‖β−α
Cr,α(Ω)
)
.
Démonstration. [9], théorème 16.39.
175
176
ANNEXE B
EQUATIONS LINÉAIRES
Nous regroupons ici plusieurs résultats classiques d’existence de solutions pour des
équations linéaires.
B.1 L’équation de la divergence
Théorème B.1. Soient 0 < α ≤ 1 et r ∈ N. Soient Ω ⊂ Rn ouvert, connexe, borné et de
classe Cr+2,α et une fonction f ∈ Cr,α(Ω). Alors les assertions suivantes sont équivalentes.
(a) La fonction f satisfait ˆ
Ω
f(x) dx = 0.
(b) Le problème de Dirichlet {
divU = f dans Ω
U = 0 sur ∂Ω
(B.1)
admet une solution U ∈ Cr+1,α(Ω;Rn) De plus, il existe une correspondance linéaire
f → U et une constante K = K(r, α,Ω) > 0 telle que
‖U‖Cr+1,α ≤ K ‖f‖Cr,α .
Démonstration. Voir Csato-Dacorogna-Kneuss [9], théorème 9.2.
Remarque B.2. Plus précisément, la correspondance linéaire évoquée au théorème B.1
signifie que si
X :=
{
U ∈ Cr+1,α(Ω;Rn) : U |∂Ω = 0
}
,
Y :=
{
f ∈ Cr,α :
ˆ
Ω
f(x) dx = 0
}
,
alors il existe un opérateur linéaire L : X → Y , tel que pour tout f ∈ Y , il existe un
unique U = L−1f ∈ X satisfaisant l’équation B.1 et∥∥L−1f∥∥
X
≤ K ‖f‖Y .
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B.2 Equations elliptiques du deuxième ordre
Définition B.3. Soient Ω ⊂ Rn ouvert et borné et L un opérateur différentiel linéaire
de second ordre défini pour tout u ∈ C2(Ω) par
Lu = Lu(x) :=
〈
A(x);∇2u(x)〉+ 〈b(x);∇u(x)〉+ c(x)u(x), ∀ x ∈ Ω
où A ∈ C0(Ω;Rn×n), b ∈ C0(Ω;Rn), c ∈ C0(Ω) sont des coefficients donnés.
(i) L est dit (uniformément) elliptique s’il existe une constante λ > 0, dite constante
d’ellipticité de L telle que ∣∣∣∣∣∣
∑
1≤i,j≤n
Aij(x)yiyj
∣∣∣∣∣∣ ≥ λ|y|2
pour tout y = (y1, . . . , yn) ∈ Rn et pour tout x ∈ Ω. Autrement dit, le champ
matriciel A(x) est uniformément défini positif sur Ω.
(ii) Soient r ∈ N et 0 ≤ α ≤ 1 tels que A, b, c ∈ Cr,α(Ω) et une constante Λ > 0 telle
que
‖A‖Cr,α , ‖b‖Cr,α , ‖c‖Cr,α ≤ Λ.
On appelle Λ la borne uniforme(supérieure) de L.
Le problème de Dirichlet
Théorème B.4. Soient
– 0 < α < 1, r ∈ N et Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– des fonctions f ∈ Cr,α(Ω) et ϕ ∈ Cr+2,α(Ω) ;
– un opérateur elliptique du deuxième ordre L, dont les coefficients A, b, c sont de
classe Cr,α sur Ω et les constantes λ,Λ > 0 associées.
Soit le problème de Dirichlet {
Lu = f dans Ω
u = ϕ sur ∂Ω.
(B.2)
(i) Estimation. Toute solution u ∈ Cr+2,α(Ω) du problème (B.2) satisfait l’estimation
‖u‖Cr+2,α ≤ K (‖u‖C0 + ‖f‖Cr,α + ‖ϕ‖Cr+2,α) ,
où K = K(r, α,Ω, λ,Λ) > 0 est une constante.
(ii) Existence. Si c ≤ 0, alors il existe une unique solution u ∈ Cr+2,α(Ω) au problème
(B.2). De plus,
‖u‖Cr+2,α ≤ K (‖ϕ‖Cr+2,α + ‖f‖Cr,α) .
(iii) Alternative. Si c > 0, alors exactement une seule des deux assertions suivante est
vraie :
(a) Le problème (B.2) admet une unique solution dans Cr+2,α(Ω).
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(b) Le problème homogène {
Lu = 0 dans Ω
u = 0 sur ∂Ω.
admet des solutions non-triviales qui forment un sous-espace de Cr+2,α(Ω) de
dimension finie.
Démonstration. Voir Gilbarg-Trudinger [34], théorèmes 6.6, 6.14, 6.15 et 6.19.
Le problème de la dérivée oblique
Théorème B.5. Soient
– 0 < α < 1, r ∈ N et Ω ⊂ Rn ouvert, borné et de classe Cr+2,α ;
– des fonctions f ∈ Cr,α(Ω) et ϕ ∈ Cr+1,α(Ω) ;
– un opérateur elliptique de second ordre L, dont les coefficients A, b, c appartiennent
à Cr,α sur Ω et les constantes λ,Λ > 0 associées,
– un opérateur de premier ordre N défini pour tout u ∈ C2(Ω) par
Nu := 〈β;∇u〉+ γu,
avec β ∈ Cr+1,α(Ω;Rn), γ ∈ Cr+1(Ω) satisfaisant
‖β‖Cr+1,α , ‖γ‖Cr+1,α ≤ Λ, | 〈β; ν〉 | ≥ κ > 0 sur ∂Ω.
Soit le problème de la dérivée oblique{
Lu = f dans Ω
Nu = ϕ sur ∂Ω.
(B.3)
(i) Estimation. Toute solution u ∈ Cr+2,α(Ω) du problème (B.3) satisfait l’estimation
‖u‖Cr+2,α ≤ K (‖u‖C0 + ‖f‖Cr,α + ‖ϕ‖Cr+1,α) ,
où K = K(r, α,Ω, λ,Λ, κ) > 0 est une constante.
(ii) Existence. Si c et γ satisfont{
c 6≡ 0 ou γ|∂Ω 6≡ 0,
c ≤ 0 et γ|∂Ω ≥ 0,
(B.4)
alors le problème (B.3) admet une unique solution u ∈ Cr+2,α(Ω). De plus,
‖u‖Cr+2,α ≤ K (‖f‖Cr,α + ‖ϕ‖Cr+1,α) .
(iii) Alternative. Si c et γ ne satisfont pas (B.4), alors exactement une seule des deux
assertions suivante est vraie :
(a) Le problème (B.3) admet une unique solution dans Cr+2,α(Ω).
(b) Le problème homogène {
Lu = 0 dans Ω
Nu = 0 sur ∂Ω.
admet des solutions non-triviales qui forment un sous-espace de Cr+2,α(Ω) de
dimention finie.
Démonstration. Voir Gilbarg-Trudinger [34], théorèmes 6.30 et 6.31.
179
Le problème de Neumann
Rappelons d’abord le concept d’alternative de Fredholm (voir [34], section 5.3).
Définition B.6. Soient V1, V2 deux espaces normés. Une application T : V1 → V2 est
dite compacte si pour toute suite {xi}i∈I ⊂ V1 bornée, la suite {Txi}i∈I ⊂ V2 admet une
sous-suite convergente.
Théorème B.7 (Alternative de Fredholm). Soient V un espace normé et T : V → V une
application linéaire compacte. Alors exactement une seule des deux assertions suivantes
est vraie :
(a) L’équation homogène
x− Tx = 0
admet une solution x ∈ V \ {0} ;
(b) Pour tout y ∈ V , l’équation
x− Tx = y
admet une unique solution x ∈ V . De plus, l’opéateur (id−T )−1 est borné.
Remarque B.8.
(i) Il est facile de voir que les deux assertions s’excluent mutuellement (prendre y = 0
dans (b)).
(ii) L’alternative de Fredholm est notament appliquées aux EDP dont l’existence d’une
solution unique n’est pas assurée pour des raisons de signe des coefficients.
Théorème B.9. Soient
– un entier r ≥ 0 et 0 < α < 1 ;
– Ω ⊂ Rn ouvert, borné, connexe et de classe Cr+2,α ;
– des fonction f ∈ Cr,α(Ω) et g, ϕ ∈ Cr+1,α(Ω), avec g > 0, telles que
ˆ
Ω
f =
ˆ
∂Ω
gϕ ; (B.5)
– une constante λ > 0 telle que
‖g‖Cr+1,α ≤ λ.
Alors le problème  div(g∇u) = f dans Ω∂u
∂ν
= ϕ dans ∂Ω
(B.6)
admet une solution u ∈ Cr+2,α(Ω), unique à une constante près. De plus, toute solution
satisfait l’estimation ∥∥∥∥u−  
Ω
u
∥∥∥∥
Cr+2,α
≤ K(‖f‖Cr,α + ‖ϕ‖Cr+1,α), (B.7)
où K = K(r, α,Ω, λ) > 0 et  
Ω
u :=
1
mes(Ω)
ˆ
Ω
u.
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Démonstration. Cette preuve reprend la démarche effectuée par G. Nardi concernant le
problème de Neumann pour l’équation de Poisson (voir [51], [52]).
Partie 1 : existence.
Si u ∈ Cr+2,α(Ω) est solution de (B.6), il est évident que u+ k est aussi une solution,
pour tout k ∈ R. Nous allons donc montrer l’existence et l’unicité dans l’espace des
solutions à moyenne nulle
X :=
{
u ∈ Cr+2,α(Ω) :
ˆ
Ω
u = 0
}
,
via la méthode de l’alternative de Fredholm. La démonstration se déroule en 5 étapes.
Etape 1 : unicité. Montrons d’abord que le problème homogène{
div(g∇u) = 0 dans Ω
∂u
∂ν = 0 dans ∂Ω,
(B.8)
n’admet que des solutions constantes dans C2(Ω) (et donc dans X). Par le théorème de
la divergence, nous avons, pour tout u ∈ C2(Ω),
ˆ
Ω
div(g∇u)u =
ˆ
∂Ω
gu
∂u
∂ν
−
ˆ
Ω
g|∇u|2.
Si u est solution du problème (B.8), alors il reste
ˆ
Ω
g|∇u|2 = 0.
Par hypothèse, g > 0. Par conséquent on a nécessairement
∇u(x) = 0, ∀ x ∈ Ω,
d’où u constante. Par conséquent, comme Ω est connexe, la solution triviale u ≡ 0 est
l’unique solution dans X.
Etape 2. Considérons le problème modifié{
div(g∇u)− u = f dans Ω
∂u
∂ν = ϕ dans ∂Ω.
(B.9)
Fixons g et posons l’espace de données
Y :=
{
(f, ϕ) ∈ Cr,α(Ω)× Cr+1,α(Ω) :
ˆ
Ω
f =
ˆ
∂Ω
gϕ
}
.
Puisque g > 0 sur Ω, le problème (B.9) est elliptique est satisfait les conditions du théo-
rème B.5 : pour tout (f, ϕ) ∈ Y il existe une unique solution u ∈ Cr+2,α(Ω) telle que
‖u‖Cr+2,α ≤ K (‖f‖Cr,α + ‖ϕ‖Cr+1,α) .
De plus, cette solution satisfait
ˆ
Ω
u =
ˆ
Ω
div(g∇u)−
ˆ
Ω
f =
ˆ
∂Ω
g
∂u
∂ν
−
ˆ
∂Ω
gϕ = 0,
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c’est-à-dire u ∈ X.
On peut reformuler ce qui précède de manière fonctionnelle : il existe un opérateur
linéaire L(f, ϕ) : Y → X bijectif tel que
L−1(u) =
(
div(g∇u− u), ∂u
∂ν
)
, ∀ u ∈ X (B.10)
et
‖L(f, ϕ)‖Cr+2,α ≤ K(‖f‖Cr,α + ‖ϕ‖Cr+1,α), ∀ (f, ϕ) ∈ Y. (B.11)
Etape 3. Soit v = L(f, ϕ) ∈ X et considérons maintenant l’équation fonctionnelle
u+ L(u, 0) = v (B.12)
avec u ∈ X. Alors (B.12) est équivalent au problème initial (B.6). En effet, en appliquant
l’inverse L−1 sur les deux membres de (B.12),
L−1(u+ L(u, 0)) = L−1(u) + (u, 0) =
(
div(g∇u), ∂u
∂ν
)
= (f, ϕ) = L−1(v),
où nous avons utilisé la linéarité de L−1 et (B.10). En particulier, le problème u+L(u, 0) =
0 est équivalent au problème de Neumann homogène.
Il est donc suffisant de montrer que pour tout v ∈ X, il existe une unique solution
u ∈ X pour (B.12).
Etape 4. On définit l’espace de fonctions
F :=
{
f ∈ Cr,α(Ω) :
ˆ
f = 0
}
,
et l’opérateur T : F → F défini par
Tf = L(−f, 0).
On remarque que
T (F ) ⊂ X ⊂ F.
Montrons que T est un opérateur compact. Soit une suite {fk}k≥1 ⊂ F telle que
‖fk‖Cr,α ≤M, ∀ k ≥ 1,
et posons uk := Tfk = L(−fk, 0). Alors par (B.11), nous avons pour tout k ≥ 1
‖uk‖Cr+2,α ≤ K ‖fk‖Cr,α ≤ KM,
et donc {uk} est une suite bornée dans Cr+2,α. Par injection compacte des espaces de
Hölder (voir [9], théorème 16.22), la suite {uk} admet une sous-suite convergeant vers une
limite u ∈ Cr,α(Ω). Il est facile de voir que ´
Ω
u = 0, d’où u ∈ F , et donc T est compact.
Etape 5. Nous reécrivons l’équation (B.12) ainsi :
u− Tu = v.
Puisque T est un opérateur compact, nous pouvons appliquer l’alternative de Fredholm
(théorème B.7) :
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(a) soit le problème u− Tu = 0 admet au moins une solution u ∈ F \ {0} ;
(b) soit, pour tout v ∈ F , le problème u− Tu = v admet une unique solution u ∈ F .
L’équation u− Tu = 0 est équivalente au problème de Neumann homogène (B.8), qui
n’admet que la solution triviale dans F (étape 1). Par conséquent, le choix (a) est à rejeter
et le choix (b) est vrai. En particulier, pour tout v ∈ X ⊂ F , l’unique solution appartient
à X ; en effet,
u = Tu+ v ∈ T (F ) +X ⊂ X +X = X,
ce qui achève la preuve de l’existence.
Partie 2 : estimation.
Il est suffisant de montrer l’estimation (B.7) pour une solution à moyenne nulle
u ∈ X =
{
u ∈ Cr+2,α(Ω) :
ˆ
Ω
u = 0
}
.
En effet, si u ∈ Cr+2,α(Ω) est solution de (B.6) et
 
Ω
u = 0,
alors toutes les autres solutions uC = u+ C, C ∈ R, satisfont 
Ω
uC = C et uC −
 
Ω
uC = u.
Nous allons donc montrer l’inégalité
‖u‖Cr+2,α ≤ K(‖f‖Cr,α + ‖ϕ‖Cr+1,α). (B.13)
pour tout f et ϕ satisfaisant la condition (B.5). Supposons ab absurdo que (B.13) est
fausse ; alors, pour tout entier k ≥ 1, il existe des fonctions uk ∈ X, fk ∈ Cr,α(Ω) et
ϕk ∈ Cr+1,α(Ω) satisfaisant {
div(guk) = fk dans Ω
∂uk
∂ν = ϕk sur ∂Ω,
et
‖uk‖Cr+2,α > k(‖fk‖Cr,α + ‖ϕk‖Cr+1,α).
Sans perte de généralité, on peut supposer que ‖uk‖Cr+2,α = 1, pour tout k, quitte à
diviser ‖fk‖Cr,α et ‖ϕk‖Cr+1,α par ‖uk‖Cr+2,α , d’où
k(‖fk‖Cr,α + ‖ϕk‖Cr+1,α) < 1, ∀k ≥ 1.
Ceci n’est possible que si fk → 0 dans Cr,α et ϕk → 0 dans Cr+1,α. De plus, la suite
{uk} est équibornée, et, par le théorème A.4, équicontinue dans C2(Ω). Par le théorème
d’Ascoli-Arzéla, {uk} converge (à une sous-suite près) dans C2(Ω) vers une limite u0 qui
satisfait 
div(gu0) = limk→∞ div(guk) = limk→∞ fk = 0 dans Ω
∂u0
∂ν = limk→∞
∂uk
∂ν = limk→∞ ϕk = 0 sur ∂Ω´
Ω
u0 = 0.
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Par l’étape 1 de la partie 1 de la preuve, on a nécessairement u0 ≡ 0, or, par l’estimation
donnée par le théorème B.5, nous avons
1 = ‖uk‖Cr+2,α ≤ K(‖uk‖C0 + ‖fk‖Cr,α + ‖ϕk‖Cr+1,α)→ 0,
ce qui est absurde.
Corollaire B.10. Soient
– un entier r ≥ 0 et 0 < α < 1 ;
– Ω ⊂ Rn ouvert, borné, connexe et de classe C2,α et ν sa normale extérieur unité ;
– f ∈ Cr,α(Ω) et ϕ ∈ Cr+1,α(Ω) tels que
ˆ
Ω
f =
ˆ
∂Ω
ϕ ;
– h ∈ Cr+1,α(Ω;Rn) et H ∈ Cr+2,α(Ω) tels que
h = ∇H dans Ω ;
– une constante λ > 0 telle que
‖h‖Cr+1,α ≤ λ.
Alors le problème {
div(∇u+ hu) = f dans Ω
∂v
∂ν + 〈h; ν〉u = ϕ sur ∂Ω
admet une unique solution u ∈ Cr+2,α(Ω) telle que
ˆ
Ω
v = 0.
De plus, il existe une constante K = K(r, α,Ω, λ) > 0 telle que
‖u‖Cr+2,α ≤ K(‖f‖Cr,α + ‖ϕ‖Cr+1,α).
Démonstration. En effectuant le changement de variable v = e−Hw, nous obtenons le
problème équivalent {
div(e−H∇w) = f dans Ω
∂w
∂ν = e
Hϕ sur ∂Ω.
Puisque nous avons la condition de compatibilité
ˆ
Ω
f =
ˆ
Ω
div(e−H∇w) =
ˆ
∂Ω
e−HeHϕ =
ˆ
∂Ω
ϕ,
et e−H > 0, il suffit donc d’appliquer le théorème B.9 pour avoir la conclusion.
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B.3 L’équation des ondes
Théorème B.11. Soient des entiers 1 ≤ n ≤ 3 et m := [n+22 ], un scalaire T > 0 et des
fonctions f ∈ Cm(Rn× [0, T ]), g ∈ Cm+1(Rn) et h ∈ Cm(Rn). Alors l’équation des ondes{
utt −∆u = f(x, t) : (x, t) ∈ Rn × [0, T ]
u(x, 0) = g(x), ut(x, 0) = h(x) : x ∈ Rn.
admet une unique solution u ∈ C2(Rn × [0, T ]) donnée par :
si n = 1, la formule de d’Alembert
u(x, t) =
1
2
(g(x+ t) + g(x− t)) + 1
2
ˆ x+t
x−t
h(y) dy
+
1
2
ˆ t
0
ds
ˆ x+t−s
x−t+s
f(y, s) dy ;
si n = 2, la formule de Poisson
u(x, t) =
1
2pit
ˆ
Bt(x)
t h(y) + g(y) + 〈∇g(y); y − x〉√
t2 − |y − x|2 dy
+
1
2pi
ˆ t
0
ds
ˆ
Bs(x)
f(y, s− t)√
s2 − |y − x|2 dy ;
si n = 3, la formule de Kirchhoff
u(x, t) :=
 
∂Bt(x)
[t h(y) + g(y) + 〈∇g(y); y − x〉] dσ(y)
+
1
4pi
ˆ
Bt(x)
f(y, t− |x− y|)
|y − x| dy,
où
Bt(x) := {y ∈ Rn : |x− y| < t} , x ∈ Rn, t > 0.
En particulier, il existe une constante K = K(T ) > 0 telle que
‖u‖C2 ≤ K (‖f‖Cm + ‖g‖Cm+1 + ‖h‖Cm) . (B.14)
Démonstration. Ces résultats sont classiques. Voir par exemple Evans [29], section 2.4 ou
John [41], sections 2.4 et 5.1.
Remarque B.12.
(i) Quand n > 3, nous disposons de formules similaires (voir [29]), par contre, la régu-
larité minimale requise des données f, g, h croît avec n.
(ii) Quand les données sont plus régulières, alors la solution est plus régulière. Autrement
dit, pour r > 0 entier, si f ∈ Cr+m(Rn × [0, T ]), g ∈ Cr+m+1(Rn) et h ∈ Cr+m(Rn),
alors u ∈ Cr+2(Rn × [0, T ])
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B.4 Un problème sur le bord
Voici un résultat d’existence pour une équation constituée uniquement de conditions
au bord.
Théorème B.13. Soient un entier r ≥ 0, 0 ≤ α ≤ 1 et Ω ⊂ Rn ouvert, borné et de classe
Cr+1,α. Alors pour tout ϕ ∈ Cr,α(∂Ω), il existe une fonction u ∈ Cr+1,α(Ω) satisfaisant
∂u
∂ν
= ϕ et u ≡ 0 sur ∂Ω. (B.15)
De plus, il existe une constante C = C(r,Ω) > 0 telle que
‖u‖Cr+1,α(Ω) ≤ C ‖ϕ‖Cr,α(∂Ω) .
Démonstration. Voir [9], lemme 8.8.
Remarque B.14. La construction ϕ→ u est linéaire, dans le sens que si
X = {u ∈ Cr+1,α(Ω) : u|∂Ω ≡ 0}, Y = Cr,α(∂Ω),
alors il existe un opérateur linéaire L : X → Y tel que pour tout ϕ ∈ Y , il existe un
unique u = L−1ϕ ∈ X satisfaisant (B.15) et∥∥L−1ϕ∥∥
Y
≤ C ‖ϕ‖Y .
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