Abstract. We propose geometric models for performing various computations with formal power series over a commutative ring, including reciprocation, substitution, reversion, and Lagrange inversion. The models are based on a family of complex Bott-Samelson varieties which may be realized as manifolds of ags satisfying appropriate restrictions. We discuss the relationship of the geometric computations with multiple complex cobordism theory, focussing on the dual of the Landweber-Novikov algebra and raising delicate issues concerning the construction of explicit cobordisms. We outline extensions of the calculus to Hurwitz series, appealing to the Fa a di Bruno algebra of algebraic combinatorics.
Introduction
The methods of formal power series have permeated algebraic topology since the work of Hirzebruch in the 1950s, and have often centered around cobordism theory. The applications became more speci c following the work of Novikov and Quillen on the relationship between formal group laws and complex cobordism theory in the 1960s, and have motivated many recent developments in stable homotopy theory 14] . At their heart lies the interpretation of Landweber-Novikov operations in terms of automorphisms of the universal formal group law.
Our purpose here is to develop geometrical aspects of the dual of the LandweberNovikov algebra in this context. With the help of certain Bott-Samelson varieties, interpreted as bounded ag manifolds in 4], we introduce geometrical models which codify the substitution of one formal power series in another, as well as the computation of the substitutional inverse (or reversion) whenever it exists. One component of the models plays a corresponding rôle for products and reciprocals. Several of the underlying ideas are rooted in algebraic combinatorics, especially the coalgebraic framework of 16] , and have been applied in 4] to the study of quantum doubling constructions 13] in algebraic topology.
Our project has been stimulated by growing interest amongst combinatorialists and theoretical physicists 12] in the Landweber-Novikov algebra, and by positive feedback to the author's recent lectures on the subject. The audience at the University of Wales 1996 Summer School in Gregynog deserve special mention in this regard, particularly Francis Clarke and Peter Johnson; the topologists at Northwestern o ered similar encouragement, crucially augmented by conversations with Andr e Joyal. Much of the material here extends joint work with Victor Buchstaber 4] and William Schmitt 16] , to whom the author o ers his sincerest thanks for Date: 12 august 97. 1991 Mathematics Subject Classi cation. 05,55,57. . 1 the pleasure of their collaboration, the depth of their insight, and the permission to include certain ideas.
We have attempted to make our presentation reasonably self-contained by summarizing relevant results from 4] in xx3 and 4. For readers who seek background information in algebra, combinatorics, and geometry, we recommend the classic books by Kassel 11] , Aigner 2] , and Gri ths and Harris 8] respectively.
2. Formal power series We begin by establishing notation and conventions for formal power series, basing our treatment on that of Henrici 9] .
We assume given a commutative ring K with identity, kown as the scalars, and consider the ring of formal power series K T]] in the variable T over K. Any such power series (T ) consists of a sequence of scalars ( 0 ; 1 ; : : : ), presented as the in nite sum 0 + 1 T + + k T k + : ( 
2.1)
We emphasise that the coe cients k may well be algebraically related in K, and that issues of convergence do not arise. Addition is taken termwise, and the product (T ) (T ) is given by the Cauchy product of the corresponding sequences. In the context of (2.1) this amounts to multiplying the appropriate sums and collecting We may represent each series (T ) by a matrix C( ), whose (j; k) entry consists of k?j whenever j k, and 0 otherwise, for all j; k 0. Any matrix of this form is known as semicirculant, and the set of all such matrices forms a subring SC(K) of the ring UT(K) of upper triangular matrices, with respect to matrix multiplication.
The matrix C( ) of a product of power series is given by the product of matrices C( )C( ), so the function (T ) 7 ! C( ) de nes an isomorphism K T]] ! SC(K) of K-algebras.
Every diagonal element of C( ) is 0 , so that the matrix is invertible when and only when 0 is invertible in K. In consequence, (T ) admits a multiplicative inverse, or reciprocal, when and only when its constant term is invertible. The reciprocal 1= (T ) may therefore be obtained by the same recursive procedure as is used for inverting matrices.
We may choose K to be a polynomial algebra Z ; ], generated by two sequences of indeterminates ( 0 ; 1 ; : : : ) and ( 0 ; 1 ; : : : ), where 0 and 0 are both invertible and usually taken to be 1. We write (T ) = P n 0 n T n and (T ) = P n 0 n T n , noting that the coe cients n and n are algebraically independent by construction. Then Z ; ] becomes the universal example of a ring equipped with the product of two invertible formal power series, since computations with (T ) and (T ) over Z ; ] may be mapped to computations with (T ) and (T ) over K under the ring homomorphism de ned by n 7 ! n and n 7 ! n , irrespective of any relations which hold amongst the n and n . If we are interested only in reciprocation, it su ces to consider (T ) over Z ].
We now concentrate on those power series which lie in the principal ideal (T ), and therefore have 0 zero; we denote such series generically by s(T). For each p 1 we observe that the pth power again lies in the ideal, and write it as s(T) p = X q s p;q T q ; (2.2) observing that the s p;q are polynomial expressions in s 1 , : : : , s q?p (closely related to the partial Bell polynomials 6]); in particular, s p;q is zero for all q < p, and s p;p = s p 1 . We may combine two such series by the operation of substitution, which we denote by r(s(T)), or r s(T). This is evaluated using the K-algebra operations in K T]], and is not generally commutative. Clearly r(s(T)) is again divisible by T, which itself acts as a two sided compositional identity.
We represent each s(T) by a matrix M(s), whose (p; q) entry is s p;q for all p; q 1. Of course M(s) is upper triangular, and has increasing powers of s 1 down the diagonal. Straightforward computation reveals that M(r s) is the matrix product M(r)M(s), so that the function s(T) 7 ! M(s) gives a faithful representation of the semigroup (T ) in UT(K); this representation seems to be due to Jabotinski 10] . It immediately implies that substitution is associative, which is an awkward calculation from rst principles, and that s(T) admits a substitutional inverse when and only when s 1 is invertible in K. We describe such a series as reversible, and refer to its inverse as the reversion of s(T), written s h?1i (T ). The set of reversible formal power series over K therefore forms a nonabelian subgroup of UT(K), in which M(s h?1i ) is given by M(s) ?1 . To be consistent, we write the p-fold substitution of s(T) as s hpi (T ), for all integers p.
We shall focus our attention on the subgbroup SR(K) of special reversible series, for which s 1 is always 1. In any such series we reindex s n+1 as s n for all n 0, so that s(T) assumes the form T + s 1 T 2 + + s n T n+1 + . The Lagrange inversion formula originated in analytic function theory, and describes s h?1i (T ) in terms of the reciprocal of s(T)=T and its powers. It has spawned an enormous literature over the last 35 years, and been rediscovered many times.
Following our lead above, we may choose K to be a polynomial algebra Z a; b] generated by two sequences of indeterminates (a 0 ; a 1 ; : : : ) and (b 0 ; b 1 ; : : : ), with identity a 0 = b 0 = 1; we write a(T) = P n 0 a n T n+1 and b(T) = P n 0 b n T n+1 . The indeterminates a n and b n are algebraically independent by construction, and We work in an ambient complex inner product space Z n+1 , which we assume to be invested with a preferred orthonormal basis z 1 , : : : , z n+1 , and write Z E for the subspace spanned by the vectors fz e : e 2 Eg, given any E n+1]. We abbreviate Z w] to Z w for each 1 w n + 1, and write CP(Z E ) for the projective space of lines in Z E . We let U ? T denote the orthogonal complement of T in U for any subspaces T < U of Z n+1 , and abuse notation by writing 0 for the subspace which consists only of the zero vector. A bounded ag U in Z n+1 is a sequence of proper subspaces 0 = U 0 < U 1 < < U i < < U n < U n+1 = Z n+1 ; in which U i contains the subspace Z i?1 , for every 1 i n + 1. The standard ag Z 0 < < Z i < < Z n+1 is therefore bounded.
We de ne the bounded ag manifold B(Z n+1 ) to consist of all bounded ags in Z n+1 , for each n 0; it is a nonsingular complex projective algebraic variety, and an n-dimensional subvariety of the usual ag manifold F(Z n+1 ). We refer to 4] for further details, remarking that B(Z n+1 ) was originally introduced by Bott and Samelson 3] as a homogeneous space, and subsequently described in 15] as an iterated sphere bundle. By way of example we note that B(Z 1 ) consists solely of the trivial ag, whilst B(Z 2 ) is isomorphic to the projective line CP(Z 2 ) with standard complex structure.
To each bounded ag U in Z n+1 we assign the support S(U), given by fj 2 n] : U j 6 = Z j g, and consider the subspace e Q = fU 2 B(Z n+1 ) : S(U) = Qg for all 0 i n.
As described in 15], the tangent bundle of B(Z n+1 ) satis es R = ( n+1 i=2 i ) R, so that (3.3) leads to isomorphisms
for the stable normal bundle . We follow 4] in referring to the resulting U-structure on B(Z n+1 ) as basic. We emphasise that these isomorphisms are of real bundles only, and therefore that the basic U-structure does not arise from the underlying complex algebraic variety. On B(Z 2 ), for example, the basic U-structure is that of a 2-sphere S 2 , rather than CP 1 . Up to di eomorphism, we may identify B(Z n+1 ) with the total space of the sphere bundle of 1 R over B(Z 2;n+1] ), and the basic U-structure then extends over the associated 3-disc bundle for all values of n; as a result, B(Z n+1 ) represents zero in the complex cobordism ring U , and all Chern numbers of the basic U-structure vanish.
Algebraic constructions
In this section we perform various key algebraic constructions with the posets X(n); the crucial information is captured by an in nite matrix M B , whose properties we explore in detail.
We begin by considering the free abelian group ZX , generated by the isomorphism classes of the varieties X Q as Q ranges over all nite subsets of 1]. To avoid elaborate notation we shall not distinguish between a variety and its isomor- represents the monomial B ! in ZX . By assigning the dimension j!j = 2 P j! j to each monomial B ! , we invest ZX with the structure of a graded ring, and in this parlance j!j is the dimension of X Q(!) as a smooth manifold.
In order to record salient features of the Boolean algebras X(n), we introduce the in nite matrix M B over the polynomial algebra ZX . For all p; q 0, the (p; q) entry consists of the formal sum of isomorphism classes P X Q , taken over those subsets Q p] of cardinality p ? q. When expressed in terms of the B n we obtain a homogeneous polynomial of dimension 2(p ? q), con rming that M B is lower triangular, and lies in the group LT(ZX ). For example, when p = 3 and q = 1, the subsets in question are f1; 2g, f1; 3g, and f2; 3g, yielding isomorphism classes Readers may enjoy comparing this matrix with M(b) in (2.3). The next step is to consider pairs of nite subsets P Q n], and to let X(P; Q) denote the subvariety X QnP of B(Z n+1]nP ). With the assistance of the bijection P we may identify X QnP with X P (QnP) in B(Z n+1?jPj ), and deduce that the isomorphism class of X(P; Q) is independant of n, for n su ciently large. In this notation X(?; Q) is X Q , whilst X(Q; n]) is isomorphic to B(Z n+1?jQj ).
In similar spirit we consider the free abelian group generated by pairs of isomor- where P ranges over subsets of p] of cardinality p ?k and R ranges over subsets of k] of cardinality k?q. But every variety W(?; P) appearing in (4.2) may be paired bijectively with W P in (4.4), and every variety X(P; Q) may be paired with X R , where R = P (Q nP); the latter pairing is also bijective, by setting Q = P P (R).
The varieties so paired are isomorphic, making the sums (4.2) and (4.4) equal.
We refer to a sequence of subvarieties X Q0 X Q1 X Q`i n X(n) as a chain of length`from X Q0 to X Q`; every such chain corresponds uniquely to the chain Q 0 Q 1 Q`in 2 n] , written as : Q 0 Q`. By analogy with M B , we construct an in nite matrix N B which displays information concerning chains in the X(n). For each p; q 0, the (p; q) entry consists of the formal sum of monomials Proof. To demonstrate that N B M B is the identity matrix, we need only check that its (p; q) entry is 0 whenever p > q > 0. The terms contributing to this entry consist of a chain from X ? to X Q , where Q p] has cardinality p ? k, together with a subvariety X R , where R k] has cardinality k ? q, for some p k q.
We partition these pairs into subsets ? 0 and ? 1 , where all the former have k = 0 (and therefore X R = ), and all the latter have k > 0. Each pair in ? 0 is therefore determined solely by a chain of the form X ?
X Q`? 1 X Q`i n X(p), to which we associate the pair in ? 1 consisting of the chain X ? X Q`? 1 in X(p), and the subvariety X P in X(p ? jQ`? 1 j), where P = Q`? 1 (Q`n Q`? 1 ). This association is bijective, since an inverse may be constructed by judicious application of Q`? 1 .
Since X(Q`? 1 ; Q`) and X P are isomorphic, we deduce that Proposition 5.6. The polynomial algebra Z B] is a Hopf algebra with respect to coproduct , antipode , and counit . Proof. We rst we show that and are ring homomorphisms. As usual, we assume the decomposition of Q into maximal subintervals I(j) for 1 j t, and write P(j) for P \ I(j), given any subset P Q. Then we have To check that is indeed an antipode, we observe that
X(P i?1 ; P i ) X(P; Q) in Z B], where denotes the polynomial product. As in the proof of Theorem 4.6, and so long as Q 6 = ?, the contribution to this sum of each chain ?
P`? 1 Q with P = Q cancels that of ?
P`? 1 with P = P`? 1 . We deduce that 1 (X Q ) is 0 when Q 6 = ?, and is 1 when Q = ?, as required. 6. Complex cobordism In this section we enrich our algebraic and geometric constructions, explaining how the correspondence between formal power series and the geometry of the varieties X Q extends to the context of multiple complex cobordism theory.
Complex cobordism is, of course, based on the Thom spectrum MU . We refer to 4] for details of the double complex cobordism functor 2U ( ), based on 2U = MU^MU, and (by extrapolation) of treble complex cobordism 3U ( ), based on 3U = MU^MU^MU. The corresponding coe cient rings are 2U and 3U , de ned by cobordism classes of manifolds whose stable normal bundles split as = 1 2 and = 1 2 3 respectively; we refer to the ordered pair ( 1 ; 2 ) as a 2U -structure and the ordered triple ( 1 ; 2 ; 3 ) as a 3U -structure on the underlying manifold.
In x3 we invested each bounded ag manifold B(Z n+1 ) with the basic, and bounding, U-structure = ?( n+1 i=2 i ). So B(Z n+1 ) also admits the basic 2U -structure ( ; 1 ), where = ?( n+1 i=1 i ), and the basic 3U -structures ( ; 1 ; 0); ( ; 0; 1 ) and (0; ; 1 ); which we distinguish by the respective labels (1; 2), (1; 3), and (2; 3). Applying Proposition 3.2, we extend these structures to each subvariety X Q by cartesian product, writing Q for the t-plane bundle 1 1 over X Q . We continue to refer to the resulting structures as basic; although the U-cobordism class of each X Q is 0, the same is emphatically false in 2U -and 3U -cobordism, as we shall see.
It follows from the de nitions that there are complex orientation classes x 2U 1 , x 2U 2 in 2 2U (CP 1 ) and x 3U 1 , x 3U 2 , x 3U 3 in 2 3U (CP 1 ), and therefore expansions of .7), we conclude that the isomorphism also preserves and .
Theorem 6.5 provides a new perspective on our geometric calculus. The isomorphism relation de ning ZX is extremely strict, and we have little freedom to vary the representative of each equivalence class X Q (although that freedom makes a crucial contribution to our initial description of and ). The cobordism relation is much weaker and provides a rich supply of representatives for each equivalence class, leading to immediate simpli cations such as (6.4). Moreover, addition and subtraction of cobordism classes may be described with equal ease in terms of connected sums and negated orientations, o ering straightforward geometrical interpretation in terms of basic 3U -and 2U -structures on appropriate X Q for the polynomials M p (A; B) and N p (B) of x3. We are therefore presented with the delicate problem of reconciling the two geometric viewpoints, which we pose in terms of the following corollary to Theorem 6.5.
Corollary 6.5. There is a 3U -cobordism between the ag manifold B(Z n+1 ) with 3U -structure ( ; 0; 1 ) and the polynomial M n (A; B), where the As and Bs are invested with the 3U -structures (1; 2) and (2; 3) respectively. Similarly, there is a 2U -cobordism between B(Z n+1 ) with 2U -structure ( 1 ; ) and the polynomial N n (B) with basic 2U -structure.
Proof. Combine Theorem 6.5 with the structure maps for ZX as described in (5.8), and for S as described in (6.4).
We refer to the cobordisms of Corollary 6.6 as the substitution cobordism and the reversion cobordism respectively. We have succeeded in making them explicit only in the case n = 1 (an instructive exercise for readers), and it is a fascinating challenge to do better. A result of 4] asserts that the (p; q) entry of M B may be represented in 2U 2(p?q) by the cobordism class of (X q;p?1] ; ? (q ? 1) 1 ; q 1 ) for any p q 1, reducing M p (A; B) to a quadratic polynomial and simplifying the substitution cobordism. Both cobordisms represent a deeper layer of geometric structure in our calculus; they are invisible in ZX , which o ers little more than a novel framework for the traditional procedures of substitution and reversion.
Products and the Grassmannian
Although we began the study of formal power series with the straightforward commutative product, we have yet to discuss its geometric interpretation. We now make good this omission, drawing parallels with all aspects of our treatment of substitution and reversion, and employing the in nite complex Grassmannian BU .
For each poset X(n) we focus on a subset C(n), consisting of the elements of the chain X ? X 1] X n] of length n; the support map de nes an isomorphism of C(n) with the chain ? 1] n] in 2 n] . We develop the theory of these chains by analogy with that of the X(n) in earlier sections, allowing familiarity to breed substantial compression. We note that the direct system of inclusions n] m] induces compatible embeddings C(n) C(m), and let : j 0 ] j`] denote a generic chain of the form j 0 ] j 1 ] j`] in some suitably large 2 m] . The isomorphism class of each X j] is B j , and the X j therefore yield a set of polynomial generators for ZX as j] ranges over all C(n). If we wish to obtain additive generators for ZX in similar fashion, we have to enlarge our pool of posets to include products of the form C(n 1 ) C(n k ) X(n 1 + + n k ). We record the elements of the C(n) by Proof. Since , , and are extended to monomials by multiplicativity, it remains only to establish that is an antipode. This parallels the proof for in Proposition 5.6.
We denote this Hopf algebra by Z X or Z B], whenever we wish to contrast it with Z X or Z B] of Proposition 5.6; as algebras they are, of course, the same.
Appealing to (7.4) and Corollary 7.3, the structure maps of Proposition 7.6 may be encoded in terms of generating functions by We now relate the Hopf algebra Z B] to cobordism theory. The Whitney sum map : BU BU ! BU turns U (BU + ) into an U -algebra, which is a polynomial algebra Comparing with (7.7), we conclude that the isomorphism also maps to and to ? . We may reverse the argument of Proposition 7.11, and prove the Lagrange inversion formula by exhibiting a suitable Lagrange cobordism; this is simple when n = 1, but becomes more problematic as n increases. Nevertheless, manipulations with Chern classes con rm that such a cobordism does exist, and so provide some sort of hybrid proof. In the spirit of our calculus, we would prefer to probe the underlying geometry by making the Lagrange cobordism explicit. We note in passing that the Chern class calculations have purely algebraic rami cations, allowing Lagrange inversion to be reformulated in the cohomology ring of B(Z n+1 ); we discuss these matters elsewhere, together with more general forms of Lagrange inversion.
8. Fa a di Bruno algebra We conclude by summarizing modi cations to the theory which deal with formal divided power series, otherwise known as Hurwitz series 5].
We assume (for notational convenience) that our ring of scalars K is free of additive torsion, and consider the K-algebra KffTgg of Hurwitz series over K, writing a typical element (T ) as P k 0 k T k =k!, and assuming henceforth that 0 = 1. We emphasize that no scalar k need be divisible by k! in K. Addition is taken termwise, and the product "(T) (T ) is de ned by the Cauchy product of the corresponding sequences, taking account of the extra factorials which arise from the denominators k!; clearly K T]] is a subalgebra, and the reciprocal 1= (t) is again a Hurwitz series.
We concentrate on special reversible Hurwitz series which lie in the principal ideal (T ) < KffTgg, and therefore have 0 zero; we denote such series generically by f(T) = T + f 1 T 2 =2! + + f n T n+1 =(n + 1)! + . For each p 1 we observe that the pth divided power is again in (T ), and write it as f(T) p =p! = X p f p;q T q =q!; (8.1) where the f p;q are partial Bell polynomials in f 1 , : : : , f q?p . Given two such series e(T) and f(T), we obtain a third by substitution, written as e(f(T)) or e f(T). g n 7 ! (n + 1)!a n and h n 7 ! (n + 1)!b n .
To extend our geometric calculus to Hurwitz series, we construct a family of algebraic varieties H(U), indexed by nite subsets U of 1]. Given U = fu(1); : : : ; u(c)g of cardinality c, we consider a c-fold cartesian product (CP 1 ) c , where the factors are indexed by the elements of U, and write u(j) for the Hopf line bundle on the u(j) factor, where 1 j c. Then H(U) is the Milnor hypersurface of degree (1; 1; : : :; 1), dual to the tensor product n+1 j=1 u(j) ; to algebraic geometers, it is a hyperplane section and a nonsingular complex algebraic variety of dimension c ? 1.
We continue to write the restriction of each Hopf bundle to H(U) as u(j) , and abbreviate H( n + 1]) to H n in order to emphasize its dimension. Clearly H 1 is a singleton.
For each nonnegative integer n we consider the poset (n) of partitions of the set n], ordered by re nement 2]; for each n < m there is an inclusion (n) (m), obtained by adjoining singleton blocks fn+1g, : : : , fmg to all partitions of n]. For every in (n+1) we de ne a further subvariety P of (CP 1 ) (n+1) as follows. We list the blocks of as (j) for 1 j b( ), where each (j) is a subset of n + 1] and b( ) is the number of blocks, and construct P by successively restricting and dualizing the tensor products (j) u , for 1 j b( ). The result is independent of the order of dualization and has complex dimension n + 1 ? b( ); its structure is immediate. Proposition 8.2. For any partition of n + 1], the subvariety P is nonsingular and isomorphic to the cartesian product j H( (j)).
Singleton blocks contribute trivial cartesian factors to this decomposition, and the isomorphism type of P is therefore independent of large n.
We obtain posets P(n + 1) of subvarieties of (CP 1 ) n+1 , ordered by P < P whenever < in (n + 1), and forming a direct system with respect to n 0.
The type of is the monomial Q j 0 w(j) j , where w(j) is the number of blocks of cardinality j + 1 and 0 = 1; by Proposition 8.2, it may be read o from the poset isomorphism (n + 1) = P(n + 1).
We now consider the free abelian group ZP generated by the isomorphism classes of all varieties P . Cartesian product invests ZP with the structure of commutative ring, and Proposition 8.2 implies that the class of P is the monomial Q b( ) j=1 H j (j)j?1 . Thus ZP is a polynomial algebra Z H], generated by the sequence of isomorphism classes (H 0 ; H 1 ; : : : ), with identity H 0 = 1; it admits the Hurwitz series H(T) = P q 0 H q T q+1 =(q+1)!. We extend to the product ZP ZP by considering pairs of isomorphism classes (O ; P ). The result is isomorphic to Z G; H], and admits Hurwitz series G(T) and H(T) which may be taken as universal examples.
By analogy with (5.5) we turn ZP into a Hopf algebra, whose structure maps encode the combinatorics of the posets P(n). In turn, we may mimic (5.7) and (5.8) by describing , , and in terms of exponential generating functions or in terms of matrices; the former relates explicitly to computations with Hurwitz series, and yields (n + 1)!B n , and embeds the Fa a di Bruno algebra as a sub-Hopf algebra of the dual of the Landweber-Novikov algebra; sadly, we have no geometric interpretation for this map. Worse, there can be no 2U -structure on H n which renders it cobordant to (n + 1)! copies of B n with basic 2U -structure, since a simple calculation reveals that H n can never be a U-boundary (except when n = 1 or 2). On the other hand, if we collapse 2U to H (MU ) under the Thom map (which is an isomorphism on S ), then H n and (n+1)!B n may at least be made homologous, giving some degree of credence to the model. Nevertheless, our calculus for Hurwitz series remains at a rudimentary stage, and it is a stimulating challenge to nd alternative realizations which lead to a full integration with the theory of xx5, 6 and 7. Usually, it is a problem to nd natural representatives for a divided cobordism class; in this case, we are working with multiples.
