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Abstract
Gro¨bner bases as a means of studying ideals in polynomial rings have been generalized to other algebraic
structures. The purpose of this paper is to present a general setting for Gro¨bner bases developed by the
author in her habilitation thesis. This thesis was co-refereed by Volker Weispfenning who has contributed
to the field of Gro¨bner bases in various publications.
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1. Introduction
In 1965 Bruno Buchberger introduced the theory of Gro¨bner bases for polynomial rings
(see e.g. Buchberger (1965)). Since this method allows us to solve many problems related to
polynomial ideals in an algorithmic fashion, it has been generalized to other algebraic structures
including non-commutative polynomial rings, skew polynomial rings, Lie algebras, monoid
and group rings and many more. Volker Weispfenning has been very active in this field (see
e.g. Weispfenning (1987a,b), Kandri-Rody and Weispfenning (1990), Becker and Weispfenning
(1992)).
One approach for generalizing Gro¨bner bases in terms of grading structures was developed
by Joachim Apel in his habilitation thesis (Apel, 1998), but this setting cannot describe Gro¨bner
bases in group rings. In the author’s habilitation thesis (Reinert, 2004), which was co-refereed
by Volker Weispfenning, we provide another generalization which also includes these rings.
The aim of the author’s thesis was to work out what conditions are necessary at what point
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in order to give more insight into the ideas behind algebraic characterizations such as specialized
standard representations for ideal elements as well as into the idea of using rewriting techniques
for achieving confluent reduction relations describing the ideal congruence. We developed and
studied the theory of Gro¨bner bases for one- and two-sided ideals in function rings over fields,
function rings over rings and the special case of function rings over the integers. Some well-
known applications of Gro¨bner bases for polynomial rings were specialized for function rings.
In this paper we present our results for characterizations of Gro¨bner bases of right ideals in
function rings over fields as this gives a nice introduction to our work following the well-known
approaches known for Gro¨bner bases in polynomial rings over fields as can be found e.g. in
Becker and Weispfenning (1992). The results extend immediately to function rings over skew-
fields, since for studying one-sided ideals we do not need commutativity. Readers interested in
two-sided ideals or function rings over rings are referred to Reinert (2004) for more details.
The paper is organized as follows. In Section 2 we present the setting of our generalization–
function rings with finite support over fields. Section 3 defines the classical concepts of standard
representations and standard bases for right ideals, as well as reduction relations and Gro¨bner
bases in function rings over fields and outlines how they are connected in our special case.
A characterization of Gro¨bner bases in terms of s-polynomials and saturated sets is given.
Section 4 then applies the presented setting to some well-known examples—polynomial rings,
solvable polynomial rings, non-commutative polynomial rings and monoid- and group rings. The
conclusions summarize the results presented here. For completeness the proofs of the theorems
and lemmas are added in the Appendix.
2. The general setting
Let T be a set and let K = (K,+, ·, 0, 1) be a field.1 By FTK we will denote the set of
all functions f : T −→ K with finite support supp( f ) = {t | t ∈ T , f (t) 6= 0}. We will
simply write F if the context is clear. By o we will denote the function with empty support, i.e.,
supp(o) = ∅. This function will be called the zero function. Two elements of F are equal if they
are equal as functions, i.e., they have the same support and coincide in their respective values.
We require the set T to be independent in the sense that a function f has unique support.
F can be viewed as a group with respect to a binary operation
⊕ : F × F −→ F
called addition by associating to f, g in F the function in F , denoted by f ⊕ g, which has
support supp( f ⊕ g) ⊆ supp( f ) ∪ supp(g) and values ( f ⊕ g)(t) = f (t) + g(t) for
t ∈ supp( f ) ∪ supp(g). The zero function o fulfills o ⊕ f = f ⊕ o = f , hence is neutral
with respect to⊕. For an element f ∈ F we define the element− f with supp(− f ) = supp( f )
and for all t ∈ supp( f ) the value of (− f )(t) is the inverse of the element f (t) with respect to+
inK denoted by− f (t). Notice that since inK every element has such an inverse the inverse of an
element in F\{o} is always defined. Then− f is the (left and right) inverse of f , since f ⊕ (− f )
as well as (− f ) ⊕ f equals o, i.e., has empty support. This follows as for all t ∈ supp( f ) we
have ( f ⊕(− f ))(t) = f (t)+(− f )(t) = f (t)− f (t) = 0 = − f (t)+ f (t) = (− f )(t)+ f (t) =
((− f )⊕ f )(t). We will write f −g to abbreviate f ⊕(−g) for f, g inF . If the context is clear we
will also write f + g instead of f ⊕ g. Notice that (F,⊕, o) is an Abelian group since (K,+, 0)
1 As one referee pointed out the results are also valid for skew fields, as commutativity is not really required in this
paper. The situation becomes different when studying two-sided ideals.
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is Abelian. Sums of functions f1, . . . , fm will be abbreviated by f1 ⊕ · · · ⊕ fm = ∑mi=1 fi as
usual. Now if K is a computable field,2 then (F,⊕) is a computable group.
In the next lemma we provide a syntactical representation for elements of the function ring.
Lemma 2.1. Every f ∈ F\{o} has a finite representation of the form
f =
∑
t∈supp( f )
mt
where mt ∈ F such that supp(mt ) = {t} and f (t) = mt (t). The representation of o is the empty
sum.
This presentation is unique up to permutations. We will call such a representation of an element
as a formal sum of special functions a polynomial representation or a polynomial to stress the
similarity with the objects known as polynomials in other fields of mathematics. Polynomial
representations in terms of these functions are unique up to permutations of the respective
elements of their support. Since these special functions are of interest we define the following
subsets of F :
M(F) = { f ∈ F | |supp( f )| = 1}
which will be called the set of monomial functions or monomials in F . Monomials will often be
denoted by mt where the suffix t is the element of the support, i.e., supp(mt ) = {t}. A subset of
this set, namely
T(F) = {mt ∈ M(F) | mt (t) = 1}
will be called the set of term functions or terms of F . Notice that this set can be viewed as an
embedding of T in F via the mapping t 7−→ f with supp( f ) = {t} and f (t) = 1.
Further we assume the existence of a second binary operation called multiplication
? : F × F −→ F
such that (F,⊕, ?, o) is a ring. In particular we have o ? f = f ? o = o for all f in F . This ring
is called a function ring.3 In the case ? is a computable operation, F is a computable function
ring.
We will not specify our ring multiplication ? further at the moment except for giving some
examples.
Our first example outlines the situation for multiplying two elements by multiplying the
respective values of the support. This is the definition of multiplication normally associated to
function rings in the mathematical literature.
Example 2.2. Let us specify our multiplication ? by associating to f, g in F the function in
F , denoted by f ? g, which has support supp( f ? g) ⊆ supp( f ) ∩ supp(g) and values
( f ? g)(t) := f (t) · g(t) for t ∈ supp( f ) ∩ supp(g).
2 A field K is called computable, if the operations + and · are computable, i.e. for α, β ∈ K we can compute α + β
and α · β.
3 Notice that in the literature the term function ring is usually restricted to those rings where the multiplication is
defined pointwise as in Example 2.2. Here we want to allow more interpretations for ?.
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Remember that by Lemma 2.1 polynomials have representations of the form f =∑t∈supp( f ) mt
and g =∑s∈supp(g) ns yielding
f ? g =
 ∑
t∈supp( f )
mt
 ?
 ∑
s∈supp(g)
ns
 = ∑
t∈supp( f ),s∈supp(g)
mt ? ns
since the multiplication ? must satisfy the distributivity law of the ring axioms. Hence knowing
the behaviour of the multiplication for monomials, i.e. ? : M(F) ×M(F) −→ F , is enough to
characterize the multiplication ?.
For all examples from the literature mentioned in this work, we can even state that the
multiplication can be defined by specifying ? : T × T −→ F , and then lifting it to M(F)
and F . This is done by defining mt ?ns := (mt (t) ·ns(s)) · (t ? s) and extending this to the formal
sums of monomials.4
A well-known example for the special instance ? : T ×T −→ T are the ordinary polynomial
rings.
Example 2.3. For a set of variables X1, . . . , Xn let us define the set of commutative terms
T = {X i11 . . . X inn | i1, . . . , in ∈ N} and let FTQ be the set of all functions f : T −→ Q with
finite support, where Q are the rational numbers. Multiplication ? : T × T −→ T is specified as
X i11 . . . X
in
n ? X
j1
1 . . . X
jn
n = X i1+ j11 . . . X in+ jnn . Hence here we have an example where the set T
is a monoid. Then F can be interpreted as the ordinary polynomial ring Q[X1, . . . , Xn] with the
usual multiplication (α · t) ? (β · s) = (α · β) · (t ? s) where α, β ∈ Q, s, t ∈ T .
Example 2.4. Let us fix a finite set T = {e11, e12, e21, e22} and let FTQ be the set of all functions
f : T −→ Q, where Q are the rational numbers. We specify the multiplication ? on FTQ by the
action on T as follows: ei j ? ekl = o in the case j 6= k and ei j ? e jl = eil for i, j, l, k ∈ {1, 2}.
Then multiplication is not Abelian since e11 ? e12 = e12 whereas e12 ? e11 = o. (FTQ ,⊕, ?, o) is
a ring, in fact isomorphic to the ring of 2× 2 rational matrices.
The multiplication here arises from the instance ? : T × T −→ T ∪ {o}. The next example even
allows multiplications of terms to result in polynomials, i.e., ? : T × T −→ F .
Example 2.5. For a set of variables X1, X2, X3 let us define the set of commutative terms
T = {X i11 X i22 X i33 | i1, i2, i3 ∈ N} and let FTQ be the set of all functions f : T −→ Q with
finite support, where Q are the rational numbers. Multiplication ? : T × T −→ F is lifted
from the following multiplication of the variables: X2 ? X1 = X2 + X3, X3 ? X1 = X1X3,
X3 ? X2 = X2X3 and X i ? X j = X i X j for i < j . Then F can be interpreted as a skew-
polynomial ring Q[X1, X2, X3].
Finally, many examples for function rings will be taken from monoid rings and hence we close
this subsection by giving an example of a monoid ring.
Example 2.6. Let T = {ai , bi , 1 | i ∈ N+}, where 1 is the empty word in {a, b}∗, and let the
multiplication ? be defined by the following multiplication table:
4 Notice that this lifting requires that when writing a monomial mt as mt (t) · t we have mt (t) · t = t · mt (t).
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| 1 | a j | b j
1 | 1 | a j | b j
ai | ai | ai+ j | ai monus jb j monus i
bi | bi | a j monus ibi monus j | bi+ j
where i, j ∈ N+ and i monus j = i − j if i ≥ j and 0 else. In fact T is the free group on one
generator which can be presented as a monoid by ({a, b}; {ab = ba = 1}). Let FTQ be the set of
all functions f : T −→ Q with finite support. Then FTQ is a ring and is known as a special case
of the free group ring.
Since F is a ring, we can define right, left or two-sided ideals. In this paper we will restrict our
attention to right ideals. The two-sided case can be found in Reinert (2004).
A subset i ⊆ F is called a right ideal, if
(1) o ∈ i,
(2) for f, g ∈ i we have f ⊕ g ∈ i, and
(3) for f ∈ i, g ∈ F we have f ? g ∈ i.
Right ideals can also be specified in terms of generating sets. For F ⊆ F\{o} let idealr (F) =
{∑ni=1 fi ? gi | fi ∈ F, gi ∈ F, n ∈ N} = {∑ni=1 fi ? mi | fi ∈ F,mi ∈ M(F), n ∈ N}. These
sets are subsets of F since for f, g ∈ F , f ? g as well as f ⊕ g are again elements of F , and it
is easily checked that they are in fact right ideals:
(1) o ∈ idealr (F) since o can be written as the empty sum.
(2) For two elements
∑n
i=1 fi ? gi and
∑m
j=1 f j ? h j in idealr (F), the resulting sum
∑n
i=1 fi ?
gi ⊕∑mj=1 f j ? h j is again an element in idealr (F).
(3) For an element
∑n
i=1 fi ? gi in idealr (F) and a polynomial h in F , the product (
∑n
i=1 fi ?
gi ) ? h =∑ni=1 fi ? (gi ? h) is again an element in idealr (F).
Given a right ideal i ⊆ F we call a set F ⊆ F\{o} a basis or a generating set of i if i = idealr (F).
Then every element g ∈ idealr (F)\{o} has different representations of the form
g =
n∑
i=1
fi ? hi , fi ∈ F, hi ∈ F, n ∈ N.
Of course the distributivity law in F then allows us to convert any such representation into one
of the form
g =
m∑
j=1
fi ? mi , fi ∈ F,mi ∈ M(F),m ∈ N.
As we know for polynomial rings, it is not obvious whether some polynomial belongs to an ideal.
Let f1 = X21+ X2 and f2 = X21+ X3 be two polynomials in the polynomial ringQ[X1, X2, X3]
and i = { f1 ∗ g1+ f2 ∗ g2 | g1, g2 ∈ Q[X1, X2, X3]} the (right) ideal generated by them. It is not
hard to see that the polynomial X2− X3 belongs to i since X2− X3 = f1− f2 is a representation
of X2 − X3 in terms of f1 and f2. The same is true for the polynomial X22 − X2X3 where now
we have to use multiples of f1 and f2, namely X22 − X2X3 = f1 ? X2 − f2 ? X2. However,
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when looking at the polynomial X33 + X1 + X3 we find that there is no obvious algorithm to
find such appropriate multiples. The problem is that for an arbitrary generating set of an ideal we
have to look at arbitrary polynomial multiples with no boundary. One first improvement of the
situation can be achieved if we can represent ideal elements by special representations in terms
of the given generating set. In polynomial rings such representations are studied as variations of
the term standard representations in the literature. They will also be introduced in this setting.
Since standard representations are in general distinguished by conditions involving an ordering
on the set of polynomials, we will start by introducing the notion of an ordering to F .
Let  be a total well-founded ordering on the set T . This enables us to make our polynomial
representations of functions unique by using the ordering  to arrange the elements of the
support:
f =
k∑
i=1
mti , where supp( f ) = {t1, . . . , tk}, t1  · · ·  tk .
Using the ordering  on T we are now able to give some notions for polynomials which
are essential in introducing standard representations, standard bases and Gro¨bner bases in the
classical approach. We call the monomial with the largest term according to the head monomial
of f denoted by HM( f ), consisting of the head term denoted by HT( f ) and the head coefficient
denoted by HC( f ) = f (HT( f )). f − HM( f ) is called the reductum of f denoted by RED( f ).
Note that HM( f ) ∈ M(F), HT( f ) ∈ T and HC( f ) ∈ K. These notions can be extended to sets
of functions F ⊆ F\{o} by setting HM(F) = {HM( f )| f ∈ F}, HT(F) = {HT( f ) | f ∈ F}
and HC(F) = {HC( f ) | f ∈ F}.
Notice that for some polynomial f = ∑ki=1 mti ∈ F , and some term t ∈ T we cannot
conclude that for the terms occurring in the multiple f ? t =∑ki=1 mti ? t we have t1 ? t  · · · 
tk ?t (in the case the multiplication of terms again results in terms) orHT(t1?t)  · · ·  HT(tk ?t)
as the ordering need not be compatible with multiplication in F .
Example 2.7. Let T = {x, 1} and ? induced by the following multiplication on T : x ? x =
1 ? 1 = 1, x ? 1 = 1 ? x = x . Then assuming x  1, after multiplying both sides of the equation
with x , we get x ? x = 1 ≺ 1 ? x = x . On the other hand, assuming the precedence 1  x
similarly we get x = 1 ? x ≺ 1 = x ? x . Hence the ordering is not compatible with multiplication
using elements in T .
We will later on see that this lack of compatibility leads to additional requirements when
defining standard representations, standard bases and Gro¨bner bases. Since the elements of T
can be identified with the terms in T(F), the ordering can be extended as a total well-founded5
ordering on T(F). Additionally we can provide orderings on M(F) and F as follows. For our
field K we have the trivial ordering >K where α >K 0 for all α ∈ K\{0} and no other
elements are comparable. Then we can define an ordering on M(F) by mt1  mt2 if t1  t2.
For two elements f, g in F we define f  g iff HM( f )  HM(g) or (HM( f ) = HM(g) and
RED( f )  RED(g)). We further define f  o for all f ∈ F\{o}.
Lemma 2.8. The ordering  on F is well-founded.
5 An ordering  on a setM will be called well-founded if its strict part  is well-founded, i.e., does not allow infinite
descending chains of the form m1  m2  . . ..
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3. Characterizations of right ideal bases
Let F be a function ring over a field K. Remember that for a set F of polynomials in F every
polynomial g ∈ idealr (F) has a representation of the form g =
∑n
i=1 fi ? hi , fi ∈ F, hi ∈
F, n ∈ N. However, such an arbitrary representation can contain monomials larger than HM(g)
which are cancelled in the sum. A first idea of standard representations known from the literature
now is to represent g as a sum of polynomial multiples fi ? hi such that no cancellation of
monomials larger than HM(g) takes place, i.e. HM(g)  HM( fi ? hi ). Hence in a first step we
look at the following analogon of a definition of standard representations (compare Becker and
Weispfenning (1992), Definition 5.59 on page 218):
Definition 3.1. Let F be a set of polynomials in F and g a non-zero polynomial in idealr (F). A
representation of the form
g =
n∑
i=1
fi ? hi , fi ∈ F, hi ∈ F, n ∈ N (3.1)
where additionally HT(g)  HT( fi ? hi ) holds for 1 ≤ i ≤ n is called a (general) right standard
representation of g in terms of F . If every g ∈ idealr (F)\{o} has such a representation in terms
of F , then F is called a (general) right standard basis of idealr (F).
What distinguishes an arbitrary representation from a (general) right standard representation is
the fact that the former may contain polynomial multiples fi ? hi with head terms HT( fi ? hi )
larger than the head term of the represented polynomial g. Therefore, in order to change an
arbitrary representation into one fulfilling our additional condition (3.1) we have to deal with
special sums of polynomials.
Definition 3.2. Let F be a set of polynomials in F and t an element in T . Then we define
the critical set Cgr (t, F) to contain all tuples of the form (t, f1, . . . , fk, h1, . . . , hk), k ∈ N,
f1, . . . , fk ∈ F ,6 h1, . . . , hk ∈ F such that
(1) HT( fi ? hi ) = t , 1 ≤ i ≤ k, and
(2)
∑k
i=1 HM( fi ? hi ) = o.
We set Cgr (F) =⋃t∈T Cgr (t, F).
Notice that for the sums of polynomial multiples in this definition we get HT(
∑k
i=1 fi ? hi ) ≺ t .
This definition is motivated by the definition of syzygies of polynomials in commutative
polynomial rings over rings. However, it differs from the original definition insofar as we need
not have HT( f ? h) = HT(HT( f ) ? HT(h)), i.e., we cannot localize the definition to the head
monomials of the polynomials in F . Still we can characterize (general) right standard bases using
this concept.
Theorem 3.3. Let F be a set of polynomials inF\{o}. Then F is a (general) right standard basis
of idealr (F) if and only if for every tuple (t, f1, . . . , fk, h1, . . . , hk) in Cgr (F) the polynomial∑k
i=1 fi ? hi (i.e., the element in F corresponding to this sum) has a (general) right standard
representation with respect to F.
6 As in the case of commutative polynomials, f1, . . . , fk are not necessarily different polynomials from F .
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Remember that by the distributivity law in F any representation of a polynomial g of the
form g = ∑ni=1 fi ? hi , fi ∈ F, hi ∈ F, n ∈ N can be converted into one of the form
g = ∑mj=1 f j ? m j , f j ∈ F,m j ∈ M(F),m ∈ N. Now for polynomial rings the conversion
of a (general right) standard representation from a sum of polynomial multiples into a sum of
monomial multiples again results in a standard representation. This is due to the fact that the
orderings used for the polynomial rings are compatible with multiplication. Now let us look at a
second analogon to this kind of standard representations in our setting.
Definition 3.4. Let F be a set of polynomials in F and g a non-zero polynomial in idealr (F). A
representation of the form
g =
n∑
i=1
fi ? mi , fi ∈ F,mi ∈ M(F), n ∈ N (3.2)
where additionally HT(g)  HT( fi ? mi ) holds for 1 ≤ i ≤ n is called a right standard
representation of g in terms of F . If every g ∈ idealr (F)\{o} has such a representation in
terms of F , then F is called a right standard basis of idealr (F).
If our ordering  on F is compatible with ? we can conclude that the conversion of a general
right standard representation into a sum involving only monomial multiples again results in a
right standard representation as defined in Definition 3.4. But since in general the ordering and
the multiplication are not compatible (see review Example 2.7) a polynomial multiple f ? h can
contain monomials m,m′ ∈ M( f ? m j ) where h =∑nj=1 m j such that m and m′ are larger than
HM( f ? h) and m = m′. Hence just applying the distributivity to a sum of polynomial multiples
no longer changes a generalized right standard representation as defined in Definition 3.1 into
one as defined in Definition 3.4. Remember that this was true for polynomial rings over fields
where both definitions are equivalent. Let us look at the monoid ring Q[M] where M is the
monoid presented by ({a, b, c}; ab = a). Moreover, let  be the length-lexicographical ordering
induced by the precedence c  b  a. Then for the polynomials f = ca+1, h = b2−b ∈ Q[M]
we get HT( f ? b2) = HT(ca+ b2) = ca and HT( f ? b) = HT(ca+ b) = ca. On the other hand
HT( f ?h) = HT(ca+b2−ca−b) = HT(b2−b) = b2. Hence for the polynomial g = b2−b the
polynomial multiple f ? h is a general right standard representation as defined in Definition 3.1
while the sum of monomial multiples f ?b2− f ?b is no right standard representation as defined
in Definition 3.4. We can even state that g has no right standard representation in terms of the
polynomial f .
Now as our aim is to link standard representations of polynomials to reduction relations,
a closer inspection of the concept of general right standard representations shows that a
reduction relation related to them has to involve polynomial multiples for defining the reduction
steps. Right standard representations can also be linked to special instances of such reduction
relations but are traditionally linked to reduction relations involving monomial multiples.
There is no example known from the literature where reduction relations involving polynomial
multiples gain real advantages over reduction relations involving monomial multiples only.
Therefore we will restrict our attention to right standard representations as presented in
Definition 3.4.
Again, in order to change an arbitrary representation into one fulfilling our additional
condition (3.2) of Definition 3.4 we have to deal with special sums of polynomials.
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Definition 3.5. Let F be a set of polynomials in F and t an element in T . Then we define
the critical set Cr (t, F) to contain all tuples of the form (t, f1, . . . , fk,m1, . . . ,mk), k ∈ N,
f1, . . . , fk ∈ F ,7 m1, . . . ,mk ∈ M(F) such that
(1) HT( fi ? mi ) = t , 1 ≤ i ≤ k, and
(2)
∑k
i=1 HM( fi ? mi ) = o.
We set Cr (F) =⋃t∈T Cr (t, F).
As before, we can characterize right standard bases using this concept.
Theorem 3.6. Let F be a set of polynomials in F\{o}. Then F is a right standard basis of
idealr (F) if and only if for every tuple (t, f1, . . . , fk,m1, . . . ,mk) in Cr (F) the polynomial∑k
i=1 fi ? mi (i.e., the element in F corresponding to this sum) has a right standard
representation with respect to F.
For commutative polynomial rings over fields standard bases are in fact Gro¨bner bases.
Remember that in algebraic terms a set F is a Gro¨bner basis of ideal(F) if and only if
HT(ideal(F)) = {t ? w | t ∈ HT(F), w a term} (remember the classical case of polynomial
rings). The localization to the set of head terms only is possible as the ordering and multiplication
are compatible, i.e. HT( f ? w) = HT( f ) ? w for any f ∈ F and any term w. Then of course
if every g ∈ ideal(F) has a standard representation in terms of F we immediately get that
HT(g) = HT( f ? w) = HT( f ) ? w for some f ∈ F and some term w. Moreover, for any
reduction relation based on divisibility of terms we get that g is reducible at its head monomial
by this polynomial f . This of course corresponds to the second definition of Gro¨bner bases in
rewriting terms—a set F is a Gro¨bner basis of the ideal it generates if and only if the reduction
relation −→bF associated to the polynomials in F is confluent. Central in both definitions of
Gro¨bner bases is the idea of “dividing” terms. Important in this context is the fact that divisors
are smaller than the terms they divide with respect to term orderings and moreover the ordering
on the terms is stable under multiplication with monomials. The algebraic definition states that
every head term of a polynomial in ideal(G) has a head term of a polynomial in G as a divisor.8
Similarly the reduction relation is based on divisibility of terms. The stability of the ordering
under multiplication is important for the correctness of these characterizations of Gro¨bner bases
since it allows finite localizations for the test sets to s-polynomials.
In our context now the ordering and the multiplication ? onF in general are not compatible.
Hence, a possible algebraic definition of Gro¨bner bases and a definition of a reduction relation
related to right standard representations must involve the whole polynomial and not only their
head terms.
Definition 3.7. A subset F of F\{o} is called a weak right Gro¨bner basis of idealr (F) if
HT(idealr (F)\{o}) = HT({ f ? m | f ∈ F,m ∈ M(F)}\{o}).
Instead of considering multiples of head terms of the generating set F we look at head terms of
monomial multiples of polynomials in F .
7 As in the case of commutative polynomials, f1, . . . , fk are not necessarily different polynomials from F .
8 When generalizing this definition to our setting of function rings we have to be very careful as in fact this implies
that every polynomial in the ideal is reducible to zero which is the definition of a weak Gro¨bner basis. Gro¨bner bases and
weak Gro¨bner bases coincide in polynomial rings over fields due to the Translation Lemma.
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In the setting of function rings over fields, in order to localize the definitions of standard
representations and weak Gro¨bner bases to head terms instead of head monomials and show
their equivalence we have to view F as a vector space with scalars from K. We define a natural
left scalar multiplication · : K×F −→ F by associating to α ∈ K and f =∑t∈supp( f ) mt ∈ F
the function in F , denoted by α · f = ∑t∈supp( f )(α · mt ). Hence we have to define α · mt .
One possible definition is α · mt = m ∈ M(F) with supp(m) = t and m(t) = α · mt (t) in
case α · mt (t) 6= 0 and o elsewhere. Then monomials can be represented as m = β · t where
supp(m) = {t} and m(t) = β. Since this is true for most examples from the literature, we will
restrict our attention to this case.9 Similarly, we can define a natural right scalar multiplication
· : F×K −→ F by associating to α ∈ K and f =∑t∈supp( f ) mt ∈ F the function inF , denoted
by f · α = ∑t∈supp( f )(mt · α). Notice that supp(α · f ) ⊆ supp( f ) and (α · f )(t) = α · f (t)
respectively supp( f · α) ⊆ supp( f ) and ( f · α)(t) = f (t) · α for t ∈ supp( f ). Since K is
associative we have
((α · f ) · β)(t) = (α · f )(t) · β
= (α · f (t)) · β
= α · ( f (t) · β)
= α · (( f · β)(t))
= (α · ( f · β))(t)
and we can write α · f · β.
Additionally we have to state how scalar multiplication and ring multiplication are compatible.
Remember that we have introduced the elements of our function ring as formal sums of
monomials. We want to treat these objects similar to those occurring in the examples known
from the literature. In particular we want to achieve that multiplication in F can be specified by
defining a multiplication on the terms and lifting it to monomials. Hence we require (α · f ) ? g =
α · ( f ? g) and f ? (g · α) = ( f ? g) · α to hold.10 This is true for all examples we know from the
literature. The condition of course then implies that multiplication in F can indeed be specified
by knowing ? : T × T −→ F . This follows as for α, β ∈ K and t, s ∈ T we have
(α · t) ? (β · s) = α · (t ? (β · s))
= α · (t ? (s · β))
= α · (t ? s) · β
= (α · β) · (t ? s).
In the next lemma we show that in fact both characterizations of special bases, right standard
bases and weak Gro¨bner bases, coincide as in the case of polynomial rings over fields.
Lemma 3.8. Let F be a subset of F\{o}. Then F is a right standard basis if and only if it is a
weak right Gro¨bner basis.
9 Another possibility is to allow α · mt ∈ F . Then we have to require HM(α · mt ) = t and HC(α · mt ) = α · mt (t).
Notice that in this case we can no longer represent monomials as products m = β · t and the definition of the ring
multiplication ? can no longer be lifted from T(F) to M(F). As one referee pointed out, this allows the study of such
algebraic structures as presented e.g. in Pesch (1997), where multiplication of a field element and a term results in a
polynomial. In case we want to study two-sided ideals for m ∈ M(F) and α, β ∈ K we have to additionally require
(α · m) · β = α · (m · β) = α · m · β.
10 Then of course if K is Abelian we have (α · f ) ? g = α · ( f ? g) = f ? (α · g) = f ? (g · α) = ( f ? g) · α.
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Inspecting the proof of this lemma closer we get the following corollary.
Corollary 3.9. Let a subset F of F\{o} be a weak right Gro¨bner basis. Then every g ∈
idealr (F) has a right standard representation in terms of F of the form g =
∑n
i=1 fi ? mi , fi ∈
F,mi ∈ M(F), n ∈ N such that HM(g) = HM( f1 ? m1) and HT( f1 ? m1)  HT( f2 ? m2) 
· · ·  HT( fn ? mn).
Notice that we hence get stronger representations as specified in Definition 3.4 for the case that
the set F is a weak right Gro¨bner basis or a right standard basis.
In the literature Gro¨bner bases are linked to reduction relations. These reduction relations
in general then correspond to the respective standard representations as follows: if g
∗−→F o,
then the monomial multiples involved in the respective reduction steps add up to a standard
representation of g in terms of F . One possible reduction relation related to right standard
representations as defined in Definition 3.4 is called strong reduction11 where a monomial m1 is
reducible by some polynomial f , if there exists some monomialm2 such thatm1 = HM( f ?m2).
Notice that such a reduction step eliminates the occurrence of the term HT(m1) in the resulting
reductum m1 − f ? m2. When generalizing this reduction relation to function rings we can no
longer localize the reduction step to checking whether HM( f ) divides m1, as now the whole
polynomial is involved in the reduction step. We can no longer conclude that HM( f ) divides m1
but only that m1 = HM( f ? m2).
Our definition of weak right Gro¨bner bases using the conditionHT(idealr (F)\{o})= HT({ f ?
m | f ∈ F,m ∈ M(F)}\{o}) in Definition 3.7 corresponds to this problem—in many cases
orderings on T are not compatible with the multiplication ?. Let us review Example 2.7 where
the ordering induced by x  1 on terms respectively monomials is well-founded but in general
not compatible with multiplication, due to the algebraic structure of T . There for the polynomial
f = x + 1 and the term x we get HM( f ? x) = x while HM( f ) ? x = 1.
Behind this phenomenon lies the fact that the definition of “divisors” arising from the
algebraic characterization of weak Gro¨bner bases in the context of function rings does not have
the same properties as divisors in polynomial rings. One such important property is that divisors
are smaller with respect to the ordering on terms and that this ordering is transitive. Hence if t1 is
a divisor of t2 and t2 is a divisor of t3 then t1 is also a divisor of t3. This is the basis of localizations
when checking for the Gro¨bner basis property in polynomial rings over fields. Unfortunately this
is no longer true for function rings in general. Now m1 ∈ HM(idealr (G)) implies the existence
of m2 ∈ M(F) such that HM( f ? m2) = m1. Reviewing the previous example we see that for
f = x + 1, m2 = x and m1 = HM( f ) = x we get HM( f ? m2) = HM((x + 1) ? x) = x ,
i.e. HM( f ? m2) divides m1. On the other hand m1 = x divides 1 as x ? x = 1. But
HM(HM( f ? m2) ? x) = 1 while HM( f ? m2 ? x) = x , i.e. the head monomial of the multiple
involving the polynomial f ? m2 does not divide 1.
Notice that even if we restrict the concept of right divisors to monomials only we do not
get transitivity. We are interested when for some monomials m1,m2,m3 ∈ M(F) the facts that
m1 divides m2 and m2 divides m3 imply that m1 divides m3. Let m,m′ ∈ M(F) such that
HM(m1 ?m) = m2 and HM(m2 ?m′) = m3. Then m3 = HM(m2 ?m′) = HM(HM(m1 ?m)?m′).
When do we have m3 = HM(m1 ? m ? m′) or even m3 = HM(m1 ? HM(m ? m′))? Obviously
if we have ? : M(F) × M(F) 7→ M(F), which is true for the Examples 2.2–2.4, this is
true. However if multiplication of monomials results in polynomials we are in trouble. Let us
11 Strong reduction has been studied extensively for monoid rings in Reinert (1995).
B. Reinert / Journal of Symbolic Computation 41 (2006) 1264–1294 1275
look at the skew-polynomial ring Q[X1, X2, X3], X1  X2  X3, defined in Example 2.5,
i.e. X2 ? X1 = X2 + X3, X3 ? X1 = X1X3, X3 ? X2 = X2X3 and X i ? X j = X i X j for
i < j . Then from the fact that X2 divides X2 we get HM(X2 ? X1) = X2 and since again
X2 divides X2, HM(HM(X2 ? X1) ? X1) = HM(X2 ? X1) = X2. But HM(X2 ? X1 ? X1) =
HM(X1X3 + X2 + X3) = X1X3. Next we will show how using a restricted set of divisors only
will enable some sort of transitivity.
To establish a certain kind of compatibility for the ordering  and the multiplication ?,
additional requirements can be added. One way to do this is by giving an additional ordering on
T which is in some sense weaker than  but adds more information on compatibility with right
multiplication. Examples from the literature, where this technique is successfully applied, include
special monoid and group rings (see e.g. Reinert (1995), Madlener and Reinert (1998a,b)). There
restrictions of the respective orderings on the monoid or group elements are of syntactical nature
involving the presentation of the monoid or group (e.g. prefix orderings of various kinds for
commutative monoids and groups, free groups and polycyclic groups).
Definition 3.10. We will call an ordering ≥ on T a right reductive restriction of the ordering 
or simply right reductive, if the following hold:
(1) t ≥ s implies t  s for t, s ∈ T .
(2) ≥ is a partial ordering on T which is compatible with multiplication ? from the right in the
following sense: if for t, t1, t2, w ∈ T , t2 ≥ t1, t1  t and t2 = HT(t1 ? w) hold, then
t2  t ? w.
Notice that if  is a partial well-founded ordering on T so is ≥.
We can now distinguish special “divisors” of monomials. For m1,m2 ∈ M(F) we call m1 a
stable left divisor of m2 if and only if HT(m2) ≥ HT(m1) and there exists m ∈ M(F) such that
m2 = HM(m1 ? m). Then m is called a stable right multiplier of m1.
If T contains a unit element12 1 and 1  t for all terms t ∈ T this immediately13 implies
1 ≤ t and hence 1 is a stable divisor of any monomialm. It remains to show that stable division is
also transitive. For three monomials m1,m2,m3 ∈ M(F) let m1 be a stable divisor of m2 and m2
a stable divisor of m3. Then there exist monomials m,m′ ∈ M(F) such that m2 = HM(m1 ? m)
with HT(m2) ≥ HT(m1) and m3 = HM(m2 ? m′) with HT(m3) ≥ HT(m2). Let us have a look
at the monomial HM(HM(m1 ? m) ? m′). Remember how on Section 3 we have seen that the
case m1 ? m ∈ M(F) is not critical as then we immediately have that this monomial equals
HM(m1 ?m ?m′) = HM(m1 ?HM(m ?m′)). Hence let us assume that m1 ?m 6∈ M(F). Then for
all terms s ∈ T(m1?m)\HT(m1?m)we know s ≺ HT(m1?m) = HT(m2). MoreoverHT(m3) ≥
HT(m2) and HT(m3) = HT(HT(m2) ? HT(m′)) then implies HT(m3)  HT(s ? HT(m′)) and
hence HM(HM(m1 ? m) ? m′) = HM(m1 ? m ? m′). In both cases now HT(m3) ≥ HT(m1).
However, we cannot conclude that HM(m1 ? m ? m′) = HM(m1 ? HM(m ? m′)). Still m1 is a
stable right divisor of m3 as in case m ?m′ is a polynomial there exists some monomial m˜ in this
polynomial such that HM(m1 ? m ? m′) = HM(m1 ? m˜).
The intention of restricting the ordering is that now, if HT(m2) ≥ HT(m1) and m2 = m1 ?m,
then for all terms t with HT(m1)  t we then can conclude HT(m2)  HT(t ? m), which will
be used to localize the multiple HT(m1 ?m) to HT(m1) achieving an equivalent to the properties
of “divisors” in the case of commutative polynomial rings. Under certain conditions reduction
12 I.e. 1 ? t = t ? 1 = t for all t ∈ T .
13 As there are no terms smaller than 1 the second condition of Definition 3.10 trivially holds.
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relations based on this divisibility property for terms will have the stability properties we desire.
On the other hand, restricting the choice of divisors in this way will lead to reduction relations
which in general no longer capture the respective right ideal congruences.14
Example 3.11. In Example 2.3 of a commutative polynomial ring we can state a reductive
restriction of any term ordering by t ≥ s for two terms t and s if and only if s divides t as a
term, i.e. for t = X i11 . . . X inn , s = X j11 . . . X jnn we have jl ≤ il , 1 ≤ l ≤ n. The same is true for
skew-polynomial rings as defined by Kredel in his Ph.D. Thesis (Kredel, 1993). The situation
changes if for the defining equations of skew-polynomial rings, X j ? X i = ci j · X i X j + pi j
where i < j , pi j ≺ X i X j , we allow ci j = 0. Then other restrictions of the ordinary term
orderings have to be considered due to the possible vanishing of head terms. Let X2 ? X1 =
X1, X3 ? X1 = X1X3, X3 ? X2 = X2X3 and  a term ordering with precedence X3  X2  X1.
Then, although X2  X1, as X2 ? (X1X2) = X1X2 and X1 ? (X1X2) = X21X2  X1X2, we
get X2 ? (X1X2) ≺ X1 ? (X1X2). Hence, since X2 is a divisor of X1X2 as a term, the classical
restriction for polynomial rings no longer holds as X2 is no stable divisor of X1X2. For these
cases the restriction to u < v if and only if u is a prefix of v as a word will work. Then we know
that for the respective term w with u ? w = v multiplication is just concatenation of u and w as
words and hence for all t ≺ u the result of t ? w is again smaller than u ? w.
Let us continue with algebraic consequences related to the right reductive restriction of
our ordering by distinguishing special standard representations. Notice that for standard
representations in commutative polynomial rings we already have that HT(g) = HT( fi ? mi )
implies HT(g) = HT( fi ) ? HT(mi ) and for all t ≺ HT( fi ) we have t ? w ≺ HT( fi ) ? w for any
term w. In the setting of function rings an analogon to the latter property now can be achieved
by restricting the monomial multiples in the representation to stable ones. Therefore we have
different possibilities to incorporate these restrictions into the condition HT(g)  HT( fi ?mi ) of
Definition 3.4. The most general one is to require HT(g) = HT( f1 ?m1) = HT(HT( f1) ?m1) ≥
HT( f1) and HT(g)  HT( fi ? mi ) for all 2 ≤ i ≤ n. Then a representation of g can contain
further monomial multiples f j ? m j , 2 ≤ j ≤ n with HT(g) = HT( f j ? m j ) not fulfilling the
restriction on the first multiple of f1. Hence when defining critical situations we have to look at
the same set as in Definition 3.5. Another generalization is to demand HT(g) = HT( f1 ? m1) =
HT(HT( f1) ? m1) ≥ HT( f1) and HT(g)  HT( fi ? mi ) = HT(HT( fi ) ? mi ) ≥ HT( fi ) for all
2 ≤ i ≤ n. Then critical situations can be localized to stable multipliers. But we can also give a
weaker analogon as follows:
Definition 3.12. Let F be a set of polynomials in F and g a non-zero polynomial in idealr (F).
A representation of the form
g =
n∑
i=1
fi ? mi , fi ∈ F,mi ∈ M(F), n ∈ N
such that HT(g) = HT( fi ? mi ) = HT(HT( fi ) ? mi ) ≥ HT( fi ) for 1 ≤ i ≤ k, for some k ≥ 1,
and HT(g)  HT( fi ? mi ) for k < i ≤ n is called a right reductive standard representation in
terms of F .
14 Prefix reduction for monoid rings is an example where the right ideal congruence is lost. See e.g. Madlener and
Reinert (1998b) for more on this topic.
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Notice that we restrict the possible multipliers to stable ones if the monomial multiple has the
same head term as g, i.e. contributes to the head term of g. For definitions’ sake we will let the
empty sum be the right reductive standard representation of o. The idea behind right reductive
standard representations is that for an appropriate definition of a reduction relation based now
on stable divisors such representations will again allow a reduction step to take place at the head
monomial.
In the case we have ? : T × T −→ T we can rephrase the condition in Definition 3.12 to
HT(g) = HT( fi ? mi ) = HT( fi ) ? HT(mi ) ≥ HT( fi ), 1 ≤ i ≤ k.
Definition 3.13. A set F ⊆ F\{o} is called a right reductive standard basis (with respect to
the reductive ordering ≥) of idealr (F) if every polynomial f ∈ idealr (F) has a right reductive
standard representation in terms of F .
Again, in order to change an arbitrary representation into one fulfilling our additional condition
of Definition 3.12 we have to deal with special sums of polynomials.
Definition 3.14. Let F be a set of polynomials in F and t an element in T . Then we define
the critical set Crr (t, F) to contain all tuples of the form (t, f1, . . . , fk,m1, . . . ,mk), k ∈ N,
f1, . . . , fk ∈ F ,15 m1, . . . ,mk ∈ M(F) such that
(1) HT( fi ? mi ) = HT(HT( fi ) ? mi ) = t , 1 ≤ i ≤ k,
(2) HT( fi ? mi ) ≥ HT( fi ), 1 ≤ i ≤ k, and
(3)
∑k
i=1 HM( fi ? mi ) = o.
We set Crr (F) =⋃t∈T Crr (t, F).
Unfortunately, contrary to the characterization of right standard bases in Theorem 3.6, these
critical situations will not be sufficient to characterize right reductive standard bases. To see this
let us consider the following example:
Example 3.15. Let us recall the description of the free group ring in Example 2.6 with T =
{ai , bi , 1 | i ∈ N+} and let  be the ordering induced by the length-lexicographical ordering on
T resulting from the precedence a  b.
Then the set consisting of the polynomial a+1 does not give rise to non-trivial critical situations,
but still is no right reductive standard basis as the polynomial b + 1 ∈ idealr ({a + 1}) has no
right reductive standard representation with respect to a + 1.
However, the failing situation b + 1 = (a + 1) ? b described in Example 3.15 describes the
only kind of additional critical situations which have to be resolved in order to characterize right
reductive standard bases.
Theorem 3.16. Let F be a set of polynomials in F\{o}. Then F is a right reductive standard
basis of idealr (F) if and only if
(1) for every f ∈ F and every m ∈ M(F) the multiple f ? m has a right reductive standard
representation in terms of F,
(2) for every tuple (t, f1, . . . , fk,m1, . . . ,mk) in Crr (F) the polynomial
∑k
i=1 fi ? mi (i.e., the
element in F corresponding to this sum) has a right reductive standard representation with
respect to F.
15 As in the case of commutative polynomials, f1, . . . , fk are not necessarily different polynomials from F .
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We can similarly refine Definition 3.7 with respect to a reductive restriction ≥ of the
ordering .
Definition 3.17. A set F ⊆ F\{o} is called a weak right reductive Gro¨bner basis (with respect
to the reductive ordering ≥) of idealr (F) if HT(idealr (F)\{o}) = HT({ f ? m | f ∈ F,m ∈
M(F),HT( f ? m) = HT(HT( f ) ? m) ≥ HT( f )}\{o}).
This definition now localizes the characterization of the Gro¨bner basis to the head terms of the
generating set of polynomials.
The next lemma states that in fact both characterizations of special bases, right reductive
standard bases and weak right reductive Gro¨bner bases, coincide as in the case of polynomial
rings over fields.
Lemma 3.18. Let F be a subset of F\{o}. Then F is a right reductive standard basis if and only
if it is a weak right reductive Gro¨bner basis.
An inspection of the proof shows that in fact we can require a stronger condition for the head
terms of the monomial multiples involved in right reductive standard representations in terms of
weak right reductive Gro¨bner bases.
Corollary 3.19. Let a subset F of F\{o} be a weak right reductive Gro¨bner basis. Then
every g ∈ idealr (F) has a right reductive standard representation in terms of F of the form
g =∑ni=1 fi ?mi , fi ∈ F,mi ∈ M(F), n ∈ N such thatHT(g) = HT( f1?m1)  HT( f2?m2) · · ·  HT( fn ? mn), and HT( fi ? mi ) = HT(HT( fi ) ? mi ) ≥ HT( fi ) for all 1 ≤ i ≤ n.
The importance of Gro¨bner bases in commutative polynomial rings stems from the fact that they
can be characterized by special polynomials, the so-called s-polynomials, and that only finitely
many such polynomials have to be checked in order to decide whether a set is a Gro¨bner basis.
This test can be combined with adding ideal elements to the generating set leading to an algorithm
which computes finite Gro¨bner bases by means of completion. These finite sets then can be used
to solve many problems related to the ideals they generate.
Given a field as coefficient domain the critical situations for function rings now lead to
s-polynomials as in the original case and can be identified by studying term multiples of
polynomials. Let p and q be two non-zero polynomials in F . We are interested in terms t, u1, u2
such that HT(p ? u1) = HT(HT(p) ? u1) = t = HT(q ? u2) = HT(HT(q) ? u2) and
HT(p) ≤ t , HT(q) ≤ t . Let Cs(p, q) (this is a specialization of Definition 3.14) be the critical set
containing all such tuples (t, u1, u2) (as a short hand for (t, p, q, u1, u2)). We call the polynomial
HC(p ? u1)−1 · p ? u1 − HC(q ? u2)−1 · q ? u2 = spolr (p, q, t, u1, u2) the right s-polynomial
of p and q related to the tuple (t, u1, u2).
Theorem 3.20. Let F be a set of polynomials in F\{o}. Then F is a weak right reductive
Gro¨bner basis of idealr (F) if and only if
(1) for all f in F and for m ∈ M(F) the multiple f ? m has a right reductive standard
representation in terms of F, and
(2) for all p and q in F and every tuple (t, u1, u2) in Cs(p, q) the respective right s-polynomial
spolr (p, q, t, u1, u2) has a right reductive standard representation in terms of F.
Notice that both test sets in this characterization in general are not finite.
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Remember that in commutative polynomial rings over fields we can restrict these critical
situations to one s-polynomial arising from the least common multiple of the head terms HT(p)
and HT(q). Here we can introduce a similar concept of least common multiples, but now two
terms can have no, one, finitely many and even infinitely many such multiples.
Given two non-zero polynomials p and q in F let S(p, q) = {t | there exist u1, u2 ∈
T such that HT(p ? u1) = HT(HT(p) ? u1) = t = HT(q ? u2) = HT(HT(q) ? u2) and HT(p) ≤
t,HT(q) ≤ t}. A subset LCM(p, q) of S(p, q) is called a set of least common multiples for
p and q if for any t ∈ S(p, q) there exists t ′ ∈ LCM(p, q) such that t ′ ≤ t and all other
s ∈ LCM(p, q) are not comparable with t ′ with respect to the reductive ordering ≤.
For polynomial rings over fields a term t is smaller than another term s with respect to the
reductive ordering if t is a divisor of s and LCM(p, q) consists of the least common multiple of
the head terms HT(p) and HT(q). But for function rings in general other situations are possible.
Two polynomials do not have to give rise to any right s-polynomial. Just take T to be the free
monoid on {a, b} and K = Q. Then for the two polynomials p = a + 1 and q = b + 1 we have
S(p, q) = ∅ as there are no terms u1, u2 in T such that a ? u1 = b ? u2.
Next we give an example where the set LCM(p, q) is finite but larger than one element.
Example 3.21. Let our set of terms T be presented as a monoid by ({a, b, c, d1, d2, x1, x2};
{axi = cxi , bxi = cxi , d j xi = xid j | i, j ∈ {1, 2}}),  is the length-lexicographical ordering
induced by the precedence x2  x1  a  b  c  d1  d2 and the reductive ordering ≥ is the
prefix ordering. Then for the two polynomials p = a + d1 and q = b + d2 we get the respective
sets S(p, q) = {cx1w, cx2w | w ∈ T } and LCM(p, q) = {cx1, cx2} with resulting right s-
polynomials spolr (p, q, cx1, x1, x1) = x1d1− x1d2 and spolr (p, q, cx2, x2, x2) = x2d1− x2d2.
It is also possible to have infinitely many least common multiples.
Example 3.22. Let our set of terms T be presented as a monoid by ({a, b, c, d1, d2, xi |i ∈
N}; {axi = cxi , bxi = cxi , d j xi = xid j | i ∈ N, j ∈ {1, 2}}),  is the length-lexicographical
ordering induced by the precedence · · ·  xn  · · ·  x1  a  b  c  d1  d2 and
the reductive ordering ≥ is the prefix ordering. Then for the two polynomials p = a + d1
and q = b + d2 we get the respective set S(p, q) = {cxiw | i ∈ N, w ∈ T } and the
infinite set LCM(p, q) = {cxi |i ∈ N} with infinitely many resulting right s-polynomials
spolr (p, q, cxi , xi , xi ) = xid1 − xid2.
However, we have to show that we can restrict the set Cs(p, q) to those tuples corresponding to
terms in LCM(p, q).
Remember that one problem which is related to the fact that the ordering  and the
multiplication ? in general are not compatible is that an important property fulfilled for
representations of polynomials in commutative polynomial rings over fields no longer holds.
This property in fact is essential in Buchberger’s characterization of Gro¨bner bases in polynomial
rings: p
∗−→bF 0 implies p ? m
∗−→bF 0 for any monomial m. Notice that p
∗−→bF 0 implies that p
has a standard representation with respect to F , say
∑n
i=1 fi ? mi , and it is easy to see that then∑n
i=1 fi ?mi ?m is a standard representation of p ?m with respect to F . This lemma is central in
localizing all the critical situations related to two polynomials to the one s-polynomial resulting
from the least common multiple of the respective head terms.
Unfortunately, neither the lemma nor its implication for the existence of the respective
standard representations holds in our more general setting. There, if g ∈ idealr (F) has a right
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reductive standard representation g =∑ni=1 fi ?mi , then the sum∑ni=1 fi ?mi ?m in general is
no right reductive standard representation not even a right standard representation of the multiple
g ? m for m ∈ M(F). Even while g ∈ idealr ({g}) has the trivial right reductive standard
representation g = g, the multiple g ? m is in general no right reductive standard representation
of the function g ? m for m ∈ M(F). Recall the example on Section 3 where for g = x + 1
we have HM(g ? x) = x while HM(g) ? x = 1 as x ? x = 1. Similarly, while g−→g 0 must
hold for any reduction relation, this no longer will imply g ? m
∗−→g 0. To see this let us review
Example 3.15: For g = a + 1 and m = b we get the multiple g ? m = (a + 1) ? b = 1 + b,
but HT(g ? m) = b 6= 1 = HT(HT(g) ? m). Moreover, b + 1 is not reducible by a + 1 for any
reduction relation based on head monomial divisibility.
In order to give localizations of the test sets from Theorem 3.20 it is important to study
under which conditions the stability of right reductive standard representations with respect to
multiplication by monomials can be restored. The next lemma provides a sufficient condition.
Lemma 3.23. Let F ⊆ F\{o} and p a non-zero polynomial in F . Moreover, we assume that
p has a right reductive standard representation in terms of F and m is a monomial such that
HT(p ? m) = HT(HT(p) ? m) ≥ HT(p). Then p ? m again has a right reductive standard
representation in terms of F.
Notice that these observations are no longer true in case we only require HT(p ? m) =
HT(HT(p) ? m)  HT(p), as then HT(p)  s no longer implies that HT(p ? m)  HT(s ? m)
will hold.
Of course this lemma now implies that if for two polynomials p and q in F all s-polynomials
related to the set LCM(p, q) have right reductive standard representations so have all s-
polynomials related to any tuple in Cs(p, q).
So far we have characterized weak right reductive Gro¨bner bases as special right ideal bases
providing right reductive standard representations for the right ideal elements. In the literature
the existence of such representations is normally established by means of reduction relations.
The special representations presented here can be related to a reduction relation based on the
divisibility of terms as defined in the context of right reductive restrictions of our ordering
following Definition 3.10. Let ≥ be such a right reductive restriction of the ordering .
Definition 3.24. Let f, p be two non-zero polynomials in F . We say f right reduces p to q at a
monomial α · t in one step, denoted by p−→rf q , if there exists m ∈ M(F) such that
(1) t ∈ supp(p) and p(t) = α,
(2) HT( f ? m) = HT(HT( f ) ? m) = t ≥ HT( f ),
(3) HM( f ? m) = α · t , and
(4) q = p − f ? m.
We write p−→rf if there is a polynomial q as defined above and p is then called right reducible
by f . Further, we can define
∗−→r , +−→r and n−→r as usual. Right reduction by a set F ⊆ F is
denoted by p−→rF q and abbreviates p−→rf q for some f ∈ F .
Notice that if f right reduces p to q at α · t then t 6∈ supp(q). If for some w ∈ T we have
HT( f ? w) = HT(HT( f ) ? w) = t ≥ HT( f ) we can always reduce α · t in p by f using the
monomial m = (α · HC( f ? w)−1) · w. Other definitions of reduction relations are possible,
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e.g. substituting item 2 by the condition HT(HT( f ) ?m) = HT( f ?m) (called right reduction in
the context of monoid rings in Reinert (1995); such a reduction relation would be connected to
standard representations as defined in Definition 3.4) or by the condition HT( f ? m) = t (called
strong reduction in the context of monoid rings in Reinert (1995) and for function rings in the
sequel of Corollary 3.9). We have chosen this particular reduction relation as it provides the
necessary information to apply Lemma 3.23 to give localizations for the test sets in Theorem 3.20
later on. Let us continue by studying some of the properties of our reduction relation.
Lemma 3.25. Let F be a set of polynomials in F\{o}.
(1) For p, q ∈ F , p−→rf ∈F q implies p  q, in particular HT(p)  HT(q).
(2) −→rF is Noetherian.
The next lemma shows how reduction sequences and right reductive standard representations are
related.
Lemma 3.26. Let F ⊆ F\{o} and p ∈ F\{o}. Then p ∗−→rF o implies that p has a right
reductive standard representation in terms of F.
If p
∗−→rF q , then p has a right reductive standard representation in terms of F∪{q}, respectively
p − q has a right reductive standard representation in terms of F . On the other hand, if a
polynomial g has a right reductive standard representation in terms of some set F it is reducible
by a polynomial in F . To see this let g = ∑ni=1 fi ? mi , fi ∈ F,mi ∈ M(F), n ∈ N be
a right reductive standard representation of g in terms of F . Then HT(g) = HT( f1 ? m1) =
HT(HT( f1)?m1) ≥ HT( f1) and by Definition 3.24 this implies that g−→rf1 g−α · f1 ?m1 = g′
where α ∈ K such that α · HC( f1 ? m1) = HC(g).
So far we have given an algebraic characterization of weak right reductive Gro¨bner bases in
Definition 3.17 and a characterization of them as right reductive standard bases in Lemma 3.18.
Another characterization known from the literature is that for a Gro¨bner basis in a polynomial
ring every element of the ideal it generates reduces to zero using the Gro¨bner basis. In fact this
is only the definition of a weak Gro¨bner basis. However in polynomial rings over fields and
many other structures in the literature the definitions of weak Gro¨bner bases and Gro¨bner bases
coincide as the Translation Lemma holds. This is also true for function rings over fields.
The first part of the following lemma is only needed for the proof of the second part which is
an analogon of the Translation Lemma for function rings over fields.
Lemma 3.27. Let F be a set of polynomials in F and p, q, h polynomials in F .
(1) Let p − q −→rF h. Then there exist p′, q ′ ∈ F such that p
∗−→rF p′ and q
∗−→rF q ′ and
h = p′ − q ′.
(2) Let o be a normal form of p−q with respect to F. Then there exists g ∈ F such that p ∗−→rF g
and q
∗−→rF g.
The essential part of the proof is that right reducibility is connected to stable divisors of terms.
For function rings over arbitrary reduction rings, when the coefficient is also involved in the
reduction step, this lemma no longer holds (Reinert, 2004).
1282 B. Reinert / Journal of Symbolic Computation 41 (2006) 1264–1294
Definition 3.28. A subset G of F is called a right Gro¨bner basis (with respect to the reduction
relation −→r ) of the right ideal i = idealr (G) it generates, if ∗←→rG = ≡i and −→rG is
confluent.
Recall the free group ring in Example 3.15. There the polynomial b + 1 lies in the right ideal
generated by the polynomial a + 1. Unlike in the case of polynomial rings over fields where for
any set of polynomials F we have
∗←→bF = ≡ideal(F), here we have b + 1 ≡idealr ({a+1}) o but
b+1 6 ∗←→ra+1 o. Hence the first condition of Definition 3.28 now becomes necessary while it can
be omitted in the definition of Gro¨bner bases for ordinary polynomial rings.
Now since an analogon of the Translation Lemma holds weak right reductive Gro¨bner bases
are right Gro¨bner bases and can be characterized as follows:
Corollary 3.29. Let G be a set of polynomials in F\{o}. G is a right Gro¨bner basis if and only
if for every g ∈ idealr (G) we have g ∗−→rG o.
Finally we can characterize right Gro¨bner bases similar to the theorem for the classical case for
polynomial rings.
Theorem 3.30. Let F be a set of polynomials in F\{o}. Then F is a right Gro¨bner basis if and
only if
(1) for all f in F and for all m ∈ M(F) we have f ? m ∗−→rF o, and
(2) for all p and q in F and every tuple (t, u1, u2) in Cs(p, q) and the respective right s-
polynomial spolr (p, q, t, u1, u2) we have spolr (p, q, t, u1, u2)
∗−→rF o.
However, the importance of Gro¨bner bases in the classical case stems from the fact that we only
have to check a finite set of s-polynomials for F in order to decide whether F is a Gro¨bner basis.
Hence, we are interested in localizing the test sets in Theorem 3.30—if possible to finite ones.
Definition 3.31. A set of polynomials F ⊆ F\{o} is called weakly saturated, if for every
monomial m ∈ M(F) and every polynomial f in F we have f ? m ∗−→rF o.
Then for a weakly saturated set F and any monomial m ∈ M(F), f ∈ F , the multiple f ?m has
a right reductive standard representation in terms of F . Notice that since the coefficient domain
is a field and F a vector space we can even restrict ourselves to multiples with elements of T .
However, for reduction rings as coefficient domains, we will need monomial multiples and hence
we give the more general definition. For the free group ring in Example 3.15 the set {a+1, b+1}
is weakly saturated.
Definition 3.32. Let F be a set of polynomials in F\{0}. A set SAT(F) ⊆ { f ?m | f ∈ F,m ∈
M(F)} is called a stable saturator for F if for any f ∈ F , m ∈ M(F) there exist s ∈ SAT(F),
m′ ∈ M(F) such that f ? m = s ? m′ and HT( f ? m) = HT(HT(s) ? m′) ≥ HT(s).
Notice that a stable saturator need not be weakly saturated. Let s ∈ SAT(F) ⊆ { f ? m | f ∈
F,m ∈ M(F)} andm′ ∈ M(F). For SAT(F) to be weakly saturated then s?m′ ∗−→SAT(F) omust
hold. We know that s = f ? m for some f ∈ F,m ∈ M(F). In the case m ? m′ ∈ M(F) we are
done. But this is no longer true if the monomial multiple results in a polynomial. Let our set of
terms consist of words on the alphabet {a, b, c} with multiplication ? deduced from the equations
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a?b = a, b?a = b2−b, a?a = o. As ordering on T we take the length-lexicographical ordering
with precedence a  b  c and as reductive restriction the prefix ordering. For the polynomial
f = ca + 1 we get a stable saturator SAT({ f }) = {ca + 1, ca + b, ca + b2, b3 + ca, a}. Then
the polynomial multiple ( f ? b) ? a = f ? (b ? a) = f ? (b2− b) = ca+ b2− (ca+ b) = b2− b
is not reducible by SAT({ f }) while f ? b = ca + b ∈ SAT({ f }). Stable saturators are related to
the first condition in Theorem 3.30.
Corollary 3.33. Let SAT(F) be a stable saturator of a set F ⊆ F . Then for any f ∈ F,
m ∈ M(F) there exists s ∈ SAT(F) such that f ? m−→rs o.
Lemma 3.34. Let F be a set of polynomials in F\{0}. If for all s in a stable saturator SAT(F)
we have s
∗−→rF o, then for every m in M(F) and every polynomial f in F the right multiple
f ? m has a right reductive standard representation in terms of F.
Next we look for a localization of the second condition of Theorem 3.30.
Definition 3.35. Let p and q be two non-zero polynomials in F . Then a subset C ⊆
{spolr (p, q, t, u1, u2) | (t, u1, u2) ∈ Cs(p, q)} is called a stable localization for the critical
situations if for every right s-polynomial spolr (p, q, t, u1, u2) related to a tuple (t, u1, u2) in
Cs(p, q) there exists a polynomial h ∈ C and a monomial m ∈ M(F) such that
(1) HT(h) ≤ HT(spolr (p, q, t, u1, u2)),
(2) HT(h ? m) = HT(HT(h) ? m) = HT(spolr (p, q, t, u1, u2)),
(3) spolr (p, q, t, u1, u2) = h ? m.
The set LCM(p, q) (see Section 2) allows a stable localization as follows: C =
{spolr (p, q, t, u1, u2) | t ∈ LCM(p, q), (t, u1, u2) ∈ Cs(p, q)}.
Corollary 3.36. Let C ⊆ {spolr (p, q, t, u1, u2) | (t, u1, u2) ∈ Cs(p, q)} be a stable localization
for two polynomials p, q ∈ F . Then for any right s-polynomial spolr (p, q, t, u1, u2) there exists
h ∈ C such that spolr (p, q, t, u1, u2)−→rh o.
Lemma 3.37. Let F be a set of polynomials in F\{0}. If for all h in a stable localization
C ⊆ {spolr (p, q, t, u1, u2) | (t, u1, u2) ∈ Cs(p, q)}, we have h ∗−→rF o, then for every
(t, u1, u2) in Cs(p, q) the right s-polynomial spolr (p, q, t, u1, u2) has a right reductive standard
representation in terms of F.
So far we have seen that basically the theory for right Gro¨bner bases and the refined notion
of right reductive standard bases (for right ideals of course) carries over similar from the case
of polynomial rings over fields. Now Lemmas 3.23 and 3.26 allow a localization of the test
situations from Theorem 3.30.
Theorem 3.38. Let F be a set of polynomials in F\{0}. Then F is a right Gro¨bner basis if and
only if
(1) for all s in a stable saturator SAT(F) we have s
∗−→rF o, and
(2) for all p and q in F, and every polynomial h in a stable localization C ⊆
{spolr (p, q, t, u1, u2) | (t, u1, u2) ∈ Cs(p, q)}, we have h ∗−→rF o.
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Obviously we now have criteria for when a set is a right Gro¨bner basis. As in the case
of completion procedures such as the Knuth–Bendix procedure or the Buchberger algorithm,
elements from these test sets which do not reduce to zero can be added to the set being tested,
to gradually describe a not necessarily finite right Gro¨bner basis. Of course in order to get a
computable completion procedure certain assumptions on the test sets have to be made, e.g. they
should themselves be recursively enumerable, and normal forms with respect to finite sets have
to be computable. Then provided such enumeration procedures for stable saturators and critical
situations, an enumeration procedure for a respective right Gro¨bner basis has to ensure that all
necessary candidates are enumerated and tested for reducibility to o. If this is not the case they
are added to the right Gro¨bner basis, have to be added to the enumeration of the stable saturator
candidates and the new arising critical situations have to be added to the respective enumeration
process.
4. Examples
We close this paper by outlining how different structures known to allow finite Gro¨bner bases
can be interpreted as function rings.
4.1. Polynomial rings
A commutative polynomial ring K[x1, . . . , xn] is a function ring according to the following
interpretation:
T is the set of terms {x i11 . . . x inn | i1, . . . , in ∈ N}. can be any admissible term ordering on T . For the reductive ordering ≥ we have t ≥ s if s
divides t as a term.16
? is specified by the action on terms, i.e. ? : T × T −→ T where x i11 . . . x inn ? x j11 . . . x jnn =
x i1+ j11 . . . x
in+ jn
n .
We do not need the concept of weak saturation. A stable localization of Cs(p, q) is already
provided by the tuple corresponding to the least commonmultiple of the termsHT(p) andHT(q).
Since this structure is Abelian, one-sided and two-sided ideals coincide. Buchberger’s
Algorithm provides an effective procedure to compute finite Gro¨bner bases.
4.2. Solvable polynomial rings
According to Kandri-Rody and Weispfenning (1990) and Kredel (1993), a solvable
polynomial ring K{x1, . . . , xn; pi j ; ci j } with 1 ≤ j < i ≤ n, pi j ∈ K[x1, . . . , xn], ci j ∈ K∗ is a
function ring according to the following interpretation:
T is the set of terms {x i11 . . . x inn | i1, . . . , in ∈ N}. can be any admissible term ordering on T for which x j xi  pi j , j < i , must hold. For the
reductive ordering ≥ we have t ≥ s if s divides t as a term.
? is specified by lifting the following action on the variables: xi ? x j = xi x j if i ≤ j and
xi ? x j = ci j · x j xi + pi j if i > j .
16 Apel has studied another possible reductive ordering ≥ where we have t ≥ s if s is a prefix of t . This ordering gives
rise to Janet bases.
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We do not need the concept of weak saturation except in the case we also allow ci j = 0. Then
appropriate term multiples which “delete” head terms have to be taken into account. This critical
set can be described in a finitary manner. For the reductive ordering ≥ then we can chose t ≥ s
if s is a prefix of t (compare Example 3.11).
The set Cs(p, q) again contains as a stable localization the tuple corresponding to the least
common multiple of the terms HT(p) and HT(q).
This structure is no longer Abelian, but finite Gro¨bner bases can be computed for one- and
two-sided ideals (see Kandri-Rody and Weispfenning (1990), Kredel (1993)). The case ci j = 0
was studied in Apel (1988, 1992) for one-sided ideals and in Mora (1989) for two-sided ideals.
4.3. Non-commutative polynomial rings
A non-commutative polynomial ring K[{x1, . . . , xn}∗] is a function ring according to the
following interpretation:
T is the set of words on {x1, . . . , xn}.
 can be any admissible ordering on T . For the reductive ordering ≥ we can chose t ≥ s if s is
a subword of t .
? is specified by the action on words which is just concatenation.
We do not need the concept of weak saturation. A stable localization of Cs(p, q) is
already provided by the tuples corresponding to word overlaps resulting from the equations
u1HT(p)v1 = HT(q), u2HT(q)v2 = HT(p), u3HT(p) = HT(q)v3 respectively u4HT(q) =
HT(p)v4 with the restriction that |u3| < |HT(q)| and |u4| < |HT(p)|, ui , vi ∈ T .
This structure is not Abelian. For the case of one-sided ideals finite Gro¨bner bases can be
computed (see e.g. Mora (1994)). The case of two-sided ideals only allows an enumerating
procedure. This is not surprising as the word problem for monoids can be reduced to the
problem of computing the respective Gro¨bner bases (see e.g. Mora (1987), Madlener and Reinert
(1998b)).
4.4. Monoid and group rings
A monoid or group ring K[M] is a function ring according to the following interpretation:
T is the monoid or groupM. In the cases studied by us as well as in Rosenmann (1993) and
Lo (1998), it is assumed that the elements of the monoid or group have a certain form. This
presentation is essential in the approach. We will assume that the given monoid or group is
presented by a convergent semi-Thue system.
 will be the completion ordering induced from the presentation ofM toM and hence to T .
The reductive ordering ≥ depends on the choice of the presentation.
? is specified by lifting the monoid or group operation.
The concept of weak saturation and the choice of stable localizations of Cs(p, q) again depend
on the choice of the presentation. We will close this section by listing monoids and groups which
allow finite Gro¨bner bases for the respective monoid or group ring and pointers to the literature
where the appropriate solutions can be found.
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Structure Ideals Quote
Finite monoid one- and two-sided (Reinert, 1996),
(Ma and Reinert, 1997a)
Free monoid one-sided (Mora, 1994),
(Ma and Reinert, 1997a)
Finite group one- and two-sided (Reinert, 1995),
(Ma and Reinert, 1997a)
Free group one-sided (Madlener and Reinert, 1993),
(Rosenmann, 1993),
(Reinert, 1995),
(Ma and Reinert, 1997a)
Plain group one-sided (Madlener and Reinert, 1993),
(Reinert, 1995),
(Ma and Reinert, 1997a)
Context-free group one-sided (Reinert, 1995),
(Ma and Reinert, 1997a)
Nilpotent group one- and two-sided (Reinert, 1995),
(Ma and Reinert, 1997a)
Polycyclic group one- and two-sided (Lo, 1998),
(Reinert, 1996)
5. Conclusions
In this paper we have presented a generalization of Gro¨bner bases for function rings over
fields as described in the author’s habilitation thesis (Reinert, 2004). The generalization is based
on function rings with finite support. For such rings we have introduced the familiar concepts
of polynomials, (right) ideals, standard representations, standard bases, reduction relations and
Gro¨bner bases. We have also worked out the connections between the different concepts. A
general characterization of Gro¨bner bases was provided using special polynomials comparable
to s-polynomials and an additional technique called saturation. In fact polynomial rings, solvable
polynomial rings, free respectively finite monoid rings, and free, finite, plain, respectively
polycyclic group rings are examples of our generalization where finite Gro¨bner bases can be
computed. In Reinert (2004) these ideas are generalized to function rings over reduction rings.
There Lemma 3.27 no longer holds and we get weaker results. Still characterizations of Gro¨bner
bases are possible, now involving more critical situations related to g- and m-polynomials as
known for the special case of polynomial rings over reduction rings. The case of the integers is
studied as an example of a reduction ring. The results found for right ideals are then generalized
to ideals. Finally we have studied possible applications known for Gro¨bner bases in polynomial
rings in our generalized setting of function rings. These applications include problems related to
the (right) ideal problem, problems from quotient rings, elimination theory, polynomial mappings
and systems of one-sided linear equations.
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Appendix
Proof (Lemma 2.1). This can be shown by induction on n = |supp( f )|. For n = 0 we have
the empty sum which is the zero function o and are done. Hence let supp( f ) = {t1, . . . , tn} and
n > 0. Furthermore let f (t1) = α ∈ R and m ∈ F be the unique function with supp(m) = {t1}
and m(t1) = α. Then there exists an inverse function −m and a function (−m) ⊕ f ∈ F such
that
f = (m ⊕ (−m))⊕ f = m ⊕ ((−m)⊕ f )
and supp((−m)⊕ f ) = {t2, . . . , tn}. Hence by our induction hypothesis supp((−m)⊕ f ) has
a representation
∑
t∈{t2,...,tn} mt yielding
f = m ⊕ ((−m)⊕ f ) = m ⊕
∑
t∈{t2,...tn}
mt =
∑
t∈supp( f )
mt
with mt1 = m. 
Proof (Lemma 2.8). The proof of this lemma will use a method known as Cantor’s second
diagonal argument (compare e.g. Becker and Weispfenning (1992) Chapter 4). Let us assume
that  is not well-founded on F . We will show that this gives us a contradiction to the fact
that the ordering  on T inducing  is well-founded. Hence, let us suppose f0  f1 
· · ·  fk  · · · , k ∈ N is a strictly descending chain in F . Then we can construct a
sequence of sets of pairs {{tk, gkn) | n ∈ N} | k ∈ N} recursively as follows. For k = 0 let
t0 = min{HT( fi ) | i ∈ N} which is well-defined since  is well-founded on T . Now let j ∈ N
be the least index such that we have t0 = HT( f j ). Then t0 = HT( f j+n) holds for all n ∈ N
and we can set g0n = f j+n − HM( f j+n), i.e., t0  HM(g0n) for all n ∈ N. For k + 1 we let
tk+1 = min{HT(gki ) | i ∈ N} and again let j ∈ N be the least index such thatmtk+1 = HM(gk j )
holds, i.e., tk+1 = HT(gk( j+n)) for all n ∈ N. Again we set g(k+1)n = gk( j+n) − HM(gk( j+n)).
Then the following statements hold for every k ∈ N:
(1) For all monomials m occurring in the polynomials gkn , n ∈ N, we have tk  m.
(2) gk0  gk1  . . . is a strictly descending chain in F .
Hence we get that t0  t1  . . . is a strictly descending chain in T contradicting the fact that 
is supposed to be well-founded on this set. 
Proof (Theorem 3.3). In the case F is a (general) right standard basis, since these polynomials
are all elements of idealr (F), they must have (general) right standard representations with
respect to F .
To prove the converse, it remains to show that every element in idealr (F) has a (general)
right standard representation with respect to F . Hence, let g = ∑mj=1 f j ? h j be an arbitrary
representation of a non-zero polynomial g ∈ idealr (F) such that f j ∈ F , h j ∈ F , m ∈ N.
Depending on this representation of g and the well-founded total ordering  on T we define
t = max{HT( f j ? h j ) | 1 ≤ j ≤ m} and K as the number of polynomials f j ? h j with
head term t . Then t  HT(g) and in the case HT(g) = t this immediately implies that this
representation is already a (general) right standard one. Else we proceed by induction on t .
Without loss of generality let f1, . . . , fK be the polynomials in the corresponding representation
such that t = HT( fi ? hi ), 1 ≤ i ≤ K . Then the tuple (t, f1, . . . , fK , h1, . . . , hK ) is in Cgr (F)
and let h = ∑Ki=1 fi ? hi . We will now change our representation of g in such a way that for
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the new representation of g we have a smaller maximal term. Let us assume h is not o.17 By our
assumption, h has a (general) right standard representation with respect to F , say
∑n
j=1 p j ? q j ,
where p j ∈ F , q j ∈ F , n ∈ N and all terms occurring in the sum are bounded by t  HT(h) as∑K
i=1 HM( fi ? hi ) = o. This gives us:
g =
K∑
i=1
fi ? hi +
m∑
i=K+1
fi ? hi
=
n∑
j=1
p j ? q j +
m∑
i=K+1
fi ? hi
which is a representation of g where the maximal term of the involved polynomial multiples is
smaller than t . 
Proof (Theorem 3.6). In the case F is a right standard basis, since these polynomials are all
elements of idealr (F), they must have right standard representations with respect to F .
To prove the converse, it remains to show that every element in idealr (F) has a right standard
representation with respect to F . Hence, let g = ∑mj=1 f j ? m j be an arbitrary representation
of a non-zero polynomial g ∈ idealr (F) such that f j ∈ F , m j ∈ M(F), m ∈ N.
Depending on this representation of g and the well-founded total ordering  on T we define
t = max{HT( f j ? m j ) | 1 ≤ j ≤ m} and K as the number of polynomials f j ? m j with
head term t . Then t  HT(g) and in the case HT(g) = t this immediately implies that this
representation is already a right standard one. Else we proceed by induction on t . Without loss
of generality let f1, . . . , fK be the polynomials in the corresponding representation such that
t = HT( fi ? mi ), 1 ≤ i ≤ K . Then the tuple (t, f1, . . . , fK ,m1, . . . ,mK ) is in Cr (F) and
let h = ∑Ki=1 fi ? mi . We will now change our representation of g in such a way that for the
new representation of g we have a smaller maximal term. Let us assume h is not o.18 By our
assumption, h has a right standard representation with respect to F , say
∑n
j=1 h j ? l j , where
h j ∈ F , l j ∈ M(F), n ∈ N and all terms occurring in the sum are bounded by t  HT(h) as∑K
i=1 HM( fi ? mi ) = o. This gives us:
g =
K∑
i=1
fi ? mi +
m∑
i=K+1
fi ? mi
=
n∑
j=1
h j ? l j +
m∑
i=K+1
fi ? mi
which is a representation of g where the maximal term of the involved monomial multiples is
smaller than t . 
Proof (Lemma 3.8). Let us first assume that F is a right standard basis, i.e., every polynomial
g in idealr (F) has a right standard representation with respect to F . In the case g 6= o
this implies the existence of a polynomial f ∈ F and a monomial m ∈ M(F) such that
HT(g) = HT( f ? m). Hence HT(g) ∈ HT({ f ? m | m ∈ M(F), f ∈ F}\{o}). As the converse,
namely HT({ f ? m | m ∈ M(F), f ∈ F}\{o}) ⊆ HT(idealr (F)\{o}) trivially holds, F then is a
weak right Gro¨bner basis.
17 In the case h = o, just substitute the empty sum for the representation of h in the equations below.
18 In the case h = o, just substitute the empty sum for the representation of h in the equations below.
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Now suppose that F is a weak right Gro¨bner basis and again let g ∈ idealr (F). We have to show
that g has a right standard representation with respect to F . This will be done by induction on
HT(g). In the case g = o the empty sum is our required right standard representation. Hence
let us assume g 6= o. Since then HT(g) ∈ HT(idealr (F)\{o}) by the definition of weak right
Gro¨bner bases we know there exists a polynomial f ∈ F and a monomial m ∈ M(F) such that
HT(g) = HT( f ?m). Then there exists a monomial m˜ ∈ M(F) such that HM(g) = HM( f ? m˜),
namely19 m˜ = (HC(g) ·HC( f ?m)−1) ·m. Let g1 = g− f ? m˜. Then HT(g)  HT(g1) implies
the existence of a right standard representation for g1 which can be added to the multiple f ? m˜
to give the desired right standard representation of g. 
Proof (Theorem 3.16). In the case F is a right reductive standard basis, since these polynomials
are all elements of idealr (F), they must have right reductive standard representations with
respect to F .
To prove the converse, it remains to show that every element in idealr (F) has a right reductive
standard representation with respect to F . Hence, let g = ∑mj=1 f j ? m j be an arbitrary
representation of a non-zero polynomial g ∈ idealr (F) such that f j ∈ F , and m j ∈ M(F).
By our first statement every such monomial multiple f j ? m j has a right reductive standard
representation in terms of F and we can assume that all multiples are replaced by them.
Depending on this representation of g and the well-founded total ordering  on T we define
t = max{HT( f j ? m j ) | 1 ≤ j ≤ m} and K as the number of polynomials f j ? m j
with head term t . Then for each multiple f j ? m j with HT( f j ? m j ) = t we know that
HT( f j ? m j ) = HT(HT( f j ) ? m j ) ≥ HT( f j ) holds. Then t  HT(g) and in case HT(g) = t
this immediately implies that this representation is already a right reductive standard one. Else
we proceed by induction on t . Without loss of generality let f1, . . . , fK be the polynomials
in the corresponding representation such that t = HT( fi ? mi ), 1 ≤ i ≤ K . Then the tuple
(t, f1, . . . , fK ,m1, . . . ,mK ) is in Crr (F) and let h = ∑Ki=1 fi ? mi . We will now change
our representation of g in such a way that for the new representation of g we have a smaller
maximal term. Let us assume h is not o.20 By our assumption, h has a right reductive standard
representation with respect to F , say
∑n
j=1 h j ? l j , where h j ∈ F , and l j ∈ M(F) and all terms
occurring in the sum are bounded by t  HT(h) as∑Ki=1 HM( fi ? mi ) = o. This gives us:
g =
K∑
i=1
fi ? mi +
m∑
i=K+1
fi ? mi
=
n∑
j=1
h j ? l j +
m∑
i=K+1
fi ? mi
which is a representation of g where the maximal term is smaller than t . 
Proof (Lemma 3.18). Let us first assume that F is a right reductive standard basis, i.e., every
polynomial g in idealr (F) has a right reductive standard representation with respect to F . In
19 Notice that this step requires that we can view F as a vector space. In order to get a similar result without
introducing vector spaces we would have to use a different definition of weak right Gro¨bner bases. E.g. requiring that
HM(idealr (F)\{o}) = HM({ f ? m | f ∈ F,m ∈ M(F)}\{o}) would be a possibility. However, then no localization of
critical situations to head terms is possible, which is the advantage of having a field as coefficient domain.
20 In the case h = o, just substitute the empty sum for the representation of h in the equations below.
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the case g 6= o this implies the existence of a polynomial f ∈ F and a monomial m ∈ M(F)
such that HT(g) = HT( f ? m) = HT(HT( f ) ? m) ≥ HT( f ). Hence HT(g) ∈ HT({ f ? m |
m ∈ M(F), f ∈ F,HT( f ? m) = HT(HT( f ) ? m) ≥ HT( f )}\{o}). As the converse, namely
HT({ f ? m | m ∈ M(F), f ∈ F,HT( f ? m) = HT(HT( f ) ? m) ≥ HT( f )}\{o}) ⊆
HT(idealr (F)\{o}) trivially holds, F is then a weak right reductive Gro¨bner basis.
Now suppose that F is a weak right reductive Gro¨bner basis and again let g ∈ idealr (F). We
have to show that g has a right reductive standard representation with respect to F . This will be
done by induction on HT(g). In the case g = o the empty sum is our required right reductive
standard representation. Hence let us assume g 6= o. Since then HT(g) ∈ HT(idealr (F)\{o}) by
the definition of weak right reductive Gro¨bner bases we know there exists a polynomial f ∈ F
and a monomial m ∈ M(F) such that HT(g) = HT( f ? m) = HT(HT( f ) ? m) ≥ HT( f ).
Then there exists a monomial m˜ ∈ M(F) such that HM(g) = HM( f ? m˜), namely21 m˜ =
(HC(g) · HC( f ? m)−1) · m. Let g1 = g − f ? m˜. Then HT(g)  HT(g1) implies the existence
of a right reductive standard representation for g1 which can be added to the multiple f ? m˜ to
give the desired right reductive standard representation of g. 
Proof (Theorem 3.20). In the case F is a weak right reductive Gro¨bner basis it is also a right
reductive standard basis, and since all multiples f ? m and s-polynomials spolr (p, q, t, u1, u2)
stated above are elements of idealr (F), they must have right reductive standard representations
in terms of F .
The converse will be proven by showing that every element in idealr (F) has a right reductive
standard representation in terms of F . Now, let g =∑mj=1 f j ?m j be an arbitrary representation
of a non-zero polynomial g ∈ idealr (F) such that f j ∈ F , m j ∈ M(F), m ∈ N. By our first
assumption every multiple f j ?m j in this sum has a right reductive representation. Hence without
loss of generality we can assume that HT(HT( f j ) ? m j ) = HT( f j ? m j ) ≥ HT( f j ) holds.
Depending on this representation of g and the well-founded total ordering  on T we define
t = max{HT( f j ? m j ) | 1 ≤ j ≤ m} and K as the number of polynomials f j ? m j with head
term t . Without loss of generality we can assume that the multiples with head term t are just
f1 ? m1, . . . , fK ? mK . We proceed by induction on (t, K ), where (t ′, K ′) < (t, K ) if and only
if t ′ ≺ t or (t ′ = t and K ′ < K ).22
Obviously, t  HT(g) holds. If K = 1 this gives us t = HT(g) and by our assumptions our
representation is already of the required form. Hence let us assume K > 1, then there are
two not necessarily different polynomials f1, f2 and corresponding monomials m1 = α1 · w1,
m2 = α2 · w2 with α1, α2 ∈ K, w1, w2 ∈ T in the corresponding representation such
that t = HT(HT( f1) ? w1) = HT( f1 ? w1) = HT( f2 ? w2) = HT(HT( f2) ? w2) and
t ≥ HT( f1), t ≥ HT( f2). Then the tuple (t, w1, w2) is in Cs( f1, f2) and we have an s-polynomial
h = HC( f1 ? w1)−1 · f1 ? w1 − HC( f2 ? w2)−1 · f2 ? w2 corresponding to this tuple. We will
now change our representation of g by using the additional information on this s-polynomial in
such a way that for the new representation of g we either have a smaller maximal term or the
occurrences of the term t are decreased by at least 1. Let us assume the s-polynomial is not o.23
By our assumption, h has a right reductive standard representation in terms of F , say
∑n
i=1 hi ?li ,
where hi ∈ F , and li ∈ M(F) and all terms occurring in the sum are bounded by t  HT(h).
21 Notice that this step again requires that we can view F as a vector space.
22 Note that this ordering is well-founded since  is well-founded on T and K ∈ N.
23 In the case h = o, just substitute the empty sum for the right reductive representation of h in the equations below.
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This gives us:
f1 ? m1 + f2 ? m2
= α1 · f1 ? w1 + α2 · f2 ? w2
= α1 · f1 ? w1 + α′2 · β1 · f1 ? w1 − α′2 · β1 · f1 ? w1︸ ︷︷ ︸
= 0
+α′2 · β2︸ ︷︷ ︸
=α2
· f2 ? w2
= (α1 + α′2 · β1) · f1 ? w1 − α′2 · (β1 · f1 ? w1 − β2 · f2 ? w2)︸ ︷︷ ︸
= h
= (α1 + α′2 · β1) · f1 ? w1 − α′2 ·
(
n∑
i=1
hi ? li
)
(5.1)
where β1 = HC( f1 ? w1)−1, β2 = HC( f2 ? w2)−1 and α′2 · β2 = α2. By substituting (5.1) in our
representation of g it becomes smaller. 
Proof (Lemma 3.23). Let p =∑ni=1 fi ?mi with n ∈ N, fi ∈ F ,mi ∈ M(F) be a right reductive
standard representation of p in terms of F , i.e., HT(p) = HT( fi ? mi ) = HT(HT( fi ) ? mi ) ≥
HT( fi ), 1 ≤ i ≤ k and HT(p)  HT( fi ? mi ) for all k + 1 ≤ i ≤ n.
Let us first analyze f j ? m j ? m for 1 ≤ j ≤ k:
Let T( f j ? m j ) = {s1, . . . , sl} with s1  si , 2 ≤ i ≤ l, i.e. s1 = HT( f j ? m j ) = HT(HT( f j ) ?
m j ) = HT(p). Hence HT(HT(p) ? m) = HT(s1 ? m) ≥ HT(p) = s1 and as s1  si , 2 ≤ i ≤ l,
by Definition 3.10 we can conclude HT(HT(p) ? m) = HT(s1 ? m)  si ? m  HT(si ? m) for
2 ≤ i ≤ l. This implies HT(HT( f j ? m j ) ? m) = HT( f j ? m j ? m). Hence we get
HT(p ? m) = HT(HT(p) ? m)
= HT(HT( f j ? m j ) ? m), as HT(p) = HT( f j ? m j )
= HT( f j ? m j ? m)
and sinceHT(p?m) ≥ HT(p) ≥ HT( f j )we can concludeHT( f j ?m j ?m) ≥ HT( f j ). It remains
to show that f j ?m j ?m has a right reductive standard representation in terms of F . First we show
thatHT(HT( f j )?m j ?m) ≥ HT( f j ): We knowHT( f j )?m j  HT(HT( f j )?m j ) = HT( f j ?m j )
and hence HT(HT( f j ) ? m j ? m) = HT(HT( f j ? m j ) ? m) = HT( f j ? m j ? m) ≥ HT( f j ).
Now in the case m j ?m ∈ M(F) we are done as then f j ? (m j ?m) is a right reductive standard
representation in terms of F .
Hence let us assume m j ? m = ∑ki=1 m˜i , m˜i ∈ M(F). Let T( f j ) = {t1, . . . , ts} with t1  tp,
2 ≤ p ≤ s, i.e. t1 = HT( f j ). As HT(HT( f j ) ? m j ) ≥ HT( f j )  tp,2 ≤ p ≤ s, again
by Definition 3.10 we can conclude HT(HT( f j ) ? m j )  tp ? m j  HT(tp ? m j ), and
HT( f j ) ? m j  ∑sp=2 tp ? m1. Then for each si , 2 ≤ i ≤ l there exists tp ∈ T( f j ) such
that si ∈ supp(tp ? m j ). Since HT(p)  si and even24 HT(p)  tp ? m j we find that either
HT(p ?m)  HT((tp ?m j ) ?m) = HT(tp ? (m j ?m)) in the case HT(tp ?m j ) = HT( f j ?m j ) or
HT(p?m)  HT((tp?m j )?m) = HT(tp?(m j ?m)). Hence we can conclude f j ?m˜i  HT(p?m),
1 ≤ i ≤ l and for at least one m˜i we get HT( f j ? m˜i ) = HT( f j ? m j ? m) ≥ HT( f j ).
24 HT(p)  tp ? m j if HT( f j ? m j ) 6∈ supp(tp ? m j ).
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It remains to analyze the situation for the function (
∑n
i=k+1 fi ? mi ) ? m. Again we find that for
all terms s in the fi ?mi , k+1 ≤ i ≤ n, we have HT(p)  s and we get HT(p ?m)  HT(s ?m).
Hence all polynomial multiples of the fi in the representation
∑n
i=k+1
∑ki
j=1 fi ? m˜
i
j , where
mi ? m =∑kij=1 m˜ij , are bounded by HT(p ? m). 
Proof (Lemma 3.25). (1) Assuming that the reduction step takes place at a monomial α · t ,
by Definition 3.24 we know HM( f ? m) = α · t which yields p  p − f ? m since
HM( f ? m)  RED( f ? m).
(2) This follows directly from (1) as the ordering  on T is well-founded (compare
Lemma 2.8). 
Proof (Lemma 3.26). This follows directly by adding up the polynomials used in the reduction
steps occurring in the reduction sequence p
∗−→rF o, say p−→rf1 p1−→rf2 · · · −→rfn o. If the
reduction steps take place at the respective head monomials only, we can additionally state
that p = ∑ni=1 fi ? mi , HT( fi ? mi ) = HT(HT( fi ) ? mi ) ≥ HT( fi ), 1 ≤ i ≤ n, and even
HT( f1 ? m1)  HT( f2 ? m2)  · · ·HT( fn ? mn). 
Proof (Lemma 3.27). (1) Let p − q −→rF h at the monomial α · t , i.e., h = p − q − f ? m
for some f ∈ F,m ∈ M(F) such that HT(HT( f ) ? m) = HT( f ? m) = t ≥ HT( f ) and
HM( f ?m) = α · t , i.e., α is the coefficient of t in p−q. We have to distinguish three cases:
(a) t ∈ supp(p) and t ∈ supp(q): Then we can eliminate the occurrence of t in the
respective polynomials by right reduction and get p−→rf p − α1 · f ? m = p′,
q −→rf q−α2 · f ?m = q ′, where α1 ·HC( f ?m) and α2 ·HC( f ?m) are the coefficients
of t in p respectively q . Moreover, α1 · HC( f ? m) − α2 · HC( f ? m) = α and hence
α1−α2 = 1, as HC( f ?m) = α. This gives us p′−q ′ = p−α1 · f ?m−q+α2 · f ?m =
p − q − (α1 − α2) · f ? m = p − q − f ? m = h.
(b) t ∈ supp(p) and t 6∈ supp(q): Then we can eliminate the term t in the polynomial
p by right reduction and get p−→rf p − f ? m = p′, q = q ′, and, therefore,
p′ − q ′ = p − f ? m − q = h.
(c) t ∈ supp(q) and t 6∈ supp(p): Then we can eliminate the term t in the polynomial
q by right reduction and get q −→rf q + f ? m = q ′, p = p′, and, therefore,
p′ − q ′ = p − (q + f ? m) = h.
(2) We show our claim by induction on k, where p − q k−→rF o. In the base case k = 0 there
is nothing to show as then p = q . Hence, let p − q −→rF h
k−→rF o. Then by 1. there are
polynomials p′, q ′ ∈ F such that p ∗−→rF p′ and q
∗−→rF q ′ and h = p′ − q ′. Now the
induction hypothesis for p′−q ′ k−→rF o yields the existence of a polynomial g ∈ F such that
p
∗−→rF g and q
∗−→rF g. 
Proof (Lemma 3.34). This follows immediately from Lemmas 3.23 and 3.26. 
Proof (Lemma 3.37). This follows immediately from Lemmas 3.23 and 3.26. 
Proof (Theorem 3.38). In the case F is a right Gro¨bner basis by Corollary 3.29 all elements of
idealr (F) must right reduce to zero by F . Since the polynomials in question all belong to the
right ideal generated by F we are done.
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The converse will be proven by showing that every element in idealr (F) has a right reductive
representation in terms of F . Now, let g = ∑mj=1 f j ? m j be an arbitrary representation of a
non-zero polynomial g ∈ idealr (F) such that f j ∈ F , and m j ∈ M(F).
By our first assumption for every multiple f j ? m j in this sum we have some s ∈ SAT(F),
m ∈ M(F) such that f j ?m j = s ?m and HT( f j ?m j ) = HT(s ?m) = HT(HT(s)?m) ≥ HT(s).
Since we have s
∗−→rF o, by Lemma 3.23 we can conclude that each f j ?m j has a right reductive
standard representation in terms of F . Therefore, we can assume that HT(HT( f j ) ? m j ) =
HT( f j ? m j ) ≥ HT( f j ) holds.
Depending on this representation of g and the well-founded total ordering  on T we define t =
max{HT( f j ?m j ) | 1 ≤ j ≤ m} and K as the number of polynomials f j ?m j with head term t .
Without loss of generality we can assume that the polynomial multiples with head term t are just
f1 ? m1, . . . , fK ? mK . We proceed by induction on (t, K ), where (t ′, K ′) < (t, K ) if and only
if t ′ ≺ t or (t ′ = t and K ′ < K ).25 Obviously, t  HT(g) must hold. If K = 1 this gives us
t = HT(g) and by our assumption our representation is already of the required form.
Hence let us assume K > 1, then for the two not necessarily different polynomials f1, f2 and
corresponding monomials m1 = α1 · w1, m2 = α2 · w2, α1, α2 ∈ K, w1, w2 ∈ T , in the
corresponding representation we have t = HT(HT( f1) ? w1) = HT( f1 ? w1) = HT( f2 ? w2) =
HT(HT( f2) ? w2) and t ≥ HT( f1), t ≥ HT( f2). Then the tuple (t, w1, w2) is in Cs( f1, f2) and
we have a polynomial h in a stable localization C ⊆ {spolr ( f1, f2, t, w1, w2) | (t, w1, w2) ∈
Cs( f1, f2)} andm ∈ M(F) such that spolr ( f1, f2, t, w1, w2) = HC( f1?w1)−1· f1?w1−HC( f2?
w2)
−1 · f2 ? w2 = h ? m and HT(spolr ( f1, f2, t, w1, w2)) = HT(h ? m) = HT(HT(h) ? m) ≥
HT(h).
We will now change our representation of g by using the additional information on this situation
in such a way that for the new representation of g we either have a smaller maximal term or
the occurrences of the term t are decreased by at least 1. Let us assume the s-polynomial is not
o.26 By our assumption, h
∗−→rF o and by Lemma 3.26 h then has a right reductive standard
representation in terms of F . Then by Lemma 3.23 the multiple h ?m again has a right reductive
standard representation in terms of F , say
∑n
i=1 hi ? li , where hi ∈ F , and li ∈ M(F) and all
terms occurring in this sum are bounded by t  HT(h ? m). This gives us:
α1 · f1 ? w1 + α2 · f2 ? w2
= α1 · f1 ? w1 + α′2 · β1 · f1 ? w1 − α′2 · β1 · f1 ? w1︸ ︷︷ ︸
= 0
+α′2 · β2︸ ︷︷ ︸
=α2
· f2 ? w2
= (α1 + α′2 · β1) · f1 ? w1 − α′2 · (β1 · f1 ? w1 − β2 · f2 ? w2)︸ ︷︷ ︸
= h?m
= (α1 + α′2 · β1) · f1 ? w1 − α′2 ·
(
n∑
i=1
hi ? li
)
(5.2)
where β1 = HC( f1 ? w1)−1, β2 = HC( f2 ? w2)−1 and α′2 · β2 = α2. By substituting (5.2) our
representation of g becomes smaller. 
25 Note that this ordering is well-founded since  is well-founded on T and K ∈ N.
26 In the case h = o, just substitute the empty sum for the right reductive representation of h in the equations below.
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