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We propose methods for computing semantic relat-
edness between words or texts by using knowledge
from hypertext encyclopedias such as Wikipedia.
A network of concepts is built by filtering the en-
cyclopedia’s articles, each concept corresponding
to an article. A random walk model based on the
notion of Visiting Probability (VP) is employed to
compute the distance between nodes, and then be-
tween sets of nodes. To transfer learning from the
network of concepts to text analysis tasks, we de-
velop two common representation approaches. In
the first approach, the shared representation space
is the set of concepts in the network and every text
is represented in this space. In the second approach,
a latent space is used as the shared representation,
and a transformation from words to the latent space
is trained over VP scores. We applied our meth-
ods to four important tasks in natural language pro-
cessing: word similarity, document similarity, doc-
ument clustering and classification, and ranking in
information retrieval. The performance is state-of-
the-art or close to it for each task, thus demonstrat-
ing the generality of the proposed knowledge re-
source and the associated methods.
1 Introduction
Estimating the semantic relatedness of two text fragments
– such as words, sentences, or entire documents – is im-
portant for many natural language processing or informa-
tion retrieval applications, such as word sense disambigua-
tion, coreference resolution, information extraction patterns,
or semantic indexing. Existing measures of semantic relat-
edness based on lexical overlap, though widely used, are of
little help when text similarity is not based on identical words,
while statistically-based topic models, such as PLSA or LDA,
do not make use of structured knowledge, now available on a
large scale, to go beyond word distribution properties.
In this extended abstract of our paper published in Artifi-
cial Intelligence [Yazdani and Popescu-Belis, 2013], we show
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how to compute semantic relatedness between sets of words
using the knowledge enclosed in a large hypertext encyclope-
dia (e.g., the English Wikipedia). We first build a network of
concepts from encyclopedic articles, with two types of links
between them (Section 2). Then, we define a proximity mea-
sure between sets of concepts (Section 3) and present two
ways to build a shared representation space for texts (Sec-
tion 4). Finally, we briefly review (in Section 5) some results
obtained on four tasks from natural language processing and
information retrieval – all discussed in detail in the journal
paper. The results demonstrate that our method brings a uni-
fied and robust solution to measuring semantic relatedness.
2 Wikipedia as a Network of Concepts
We built our concept network from Wikipedia by
using the Freebase Wikipedia Extraction (WEX)
dataset [Metaweb Technologies, 2010] (version dated
2009-06-16). Not all Wikipedia articles were considered
appropriate to include in the network of concepts, for
reasons related to their nature and reliability, but also to
the tractability of the overall method, given the very large
number of pages in the English Wikipedia. Therefore, we
removed all Wikipedia articles that belonged to the following
name spaces: Talk, File, Image, Template, Category, Portal,
and List, because these articles do not describe concepts, but
contain auxiliary media and information that do not belong
into the concept network. Also, disambiguation pages were
removed as well, as they only point to different meanings of
the title or of its variants. Moreover, articles with less than
100 non-stop words are removed from the final set yielding a
resulting set of 1,264,611 concepts.
We consider two types of links between concepts derived
from the hyperlinks and content of articles in Wikipedia – for
more types, see [Yazdani and Popescu-Belis, 2010]. The first
type of links are the hyperlinks between articles. The use of
hyperlinks embodies the somewhat evident observation that
every hyperlink from the content of an article towards an-
other one indicates a certain relation between the two articles.
These are encyclopedic or pragmatic relations, i.e. between
concepts in the world, and subsume semantic relatedness. In
other words, if article A contains a hyperlink towards article
B, then B helps to understand A, and B is considered to be
related to A.
The second type of links is based on similarity of lexical
content between articles of Wikipedia, computed from word
co-occurrence. If two articles have many words in common,
then a topic-similarity relation holds between them. To cap-
ture content similarity, we computed the lexical similarity be-
tween articles as the cosine similarity between the vectors
derived from the articles’ texts, after stopword removal and
stemming. We then linked every article to its k most simi-
lar articles, with a weight according to the normalized lexical
similarity score. As the Wikipedia articles are scattered in
the space of words, tuning k does not seem to bring crucial
changes. If k is very small then the neighborhood contains
little information, whereas a large k makes computation time-
consuming. Typically, k = 10 in our experiments.
3 Aggregated Proximity Measure
Our goal is first to estimate a distance between two nodes
in a network by taking into account the global connectivity
of the network, and without being biased by local properties.
Indeed, the use of individual links and paths, e.g. when es-
timating proximity as the length of shortest path, does not
take into account their relative importance with respect to the
overall properties of the network, such as the number and
length of all possible paths between two nodes. Moreover,
the length of the shortest path is quite sensitive to spurious
links. Therefore, a number of aggregated proximity measures
based on random walk have been proposed in the literature,
such as PageRank (including Personalized PageRank) and
hitting time. Previous studied showed that these aggregated
measures are more effective than individual links and paths
[Brand, 2005], [Sarkar and Moore, 2007], [Liben-Nowell and
Kleinberg, 2003].
Following a similar motivation, and using a random walk
approach, we define the proximity of two nodes as the Visiting
Probability (VP) of a random walker going from one node to
the other one. If Al is the weighted adjacency matrix of link
type l (1 ≤ l ≤ L), then the terms of the transition matrix
Cl that gives the probability of a direct (one step) transition
between nodes i and j using only links of type l can be written
as Cl(i, j) = Al(i, j)/
∑n
k=1Al(i, k). In the random walk
process using all link types (1 ≤ l ≤ L), if the weight wl
(
∑
l wl = 1) is the importance of link type l, then the overall
transition matrixC which gives the transition probabilityCi,j
between any nodes i and j is C =
∑L
l=1 wlCl.
Given the nodes i and j in the network, VPij is the prob-
ability of visiting j for the first time when a random walker
starts from i in the network. We introduce C ′ as being equal
to the transition matrix C, except that in row j, C ′(j, k) = 0
for all k. This indicates the fact that when the random walker
visits j for the first time, it can not exit from it and its prob-
ability mass drops to zero in the next step. This modified
transition matrix was defined to account for the definition
of VP as the probability of the first visit of j. Finally, the
VP from i to j can be formulated recursively as follows:
VPtij = α ×
∑
k C
′(i, k)VPt−1kj with VP
0
ij = 0, VP
t
jj = 1
and α is a dampening parameter.
In the journal paper [Yazdani and Popescu-Belis, 2013],
we showed that VP reduces the effect of spurious links and of
popular pages in a network. Moreover, the definition of VP
allowed us to design fast approximation algorithms applica-
ble to large networks.
4 Common Representation Space for
Transfer Learning
In order to transfer human knowledge embodied in the
Wikipedia network of concepts towards a measure of text
similarity in various text analysis tasks, we need to build a
shared representation for text fragments. We propose two
shared representation models (i.e. spaces), which we explain
in the following sections below.
The network of concepts built from Wikipedia consists of
many concepts from human knowledge. Therefore, the set of
concepts in the network is rich enough so that it can represent
the content of any text fragment. The first shared representa-
tion we develop is the set of concepts in the network: a given
text is simply mapped to the corresponding concepts in this
network. Then, to compute similarity between two texts, VP
similarity is applied to compute the distance between the two
sets of nodes (concepts).
The second method uses the latent space model that we
explain in Section 4.2 as the shared representation. In this ap-
proach, we assume that there is a latent space in which seman-
tically similar texts are placed in close positions and semanti-
cally unrelated texts are placed farther away from each other.
We showed that each concept in the network (corresponding
to a Wikipedia article) has a text body which explains the con-
cept. We learn a transformation from words in the title and
body to the latent space so that two similar concepts in terms
of VP are in close distance. Therefore, to transfer knowledge
from the network to any processing method that uses feature
vectors, texts are transformed using the learned transforma-
tion into the latent space.
4.1 Mapping Text Fragments to Concepts in the
Network
For mapping, two cases must be considered, according to
whether the text matches exactly the title of a Wikipedia page
or not. Exact matching is likely to occur with individual
words or short phrases, but not with entire sentences or longer
texts.
If a text fragment consists of a single word or a phrase
that matches exactly the title of a Wikipedia page, then it
is simply mapped to that concept. In the case of words or
phrases that may refer to several concepts in Wikipedia, we
simply assign to them the same page as the one assigned by
the Wikipedia contributors as the most salient or preferred
sense or denotation. For instance, ‘mouse’ directs to the
page about the animal, which contains an indication that the
‘mouse (computing)’ page describes the pointing device, and
that other senses are listed on the ‘mouse (disambiguation)’
page. So, here, we simply map ‘mouse’ to the animal con-
cept. However, for other words, no sense or denotation is
preferred by the Wikipedia contributors, e.g. for the word
‘plate’. In such cases, a disambiguation page is associated
to that word or phrase. We chose not to include such pages
in our network, as they do not correspond to individual con-
cepts. So, in order to select the referent page for such words,
we simply use the lexical similarity approach we will now
describe.
When a fragment (a word, phrase, sentence, or text) does
not match exactly the Wikipedia title of a vertex in our net-
work, it is mapped to the network by computing its lexical
similarity with the text content of the vertices in the network,
using cosine distance over stemmed words, stopwords being
removed. The text fragment is mapped to the k most similar
articles according to this similarity score, resulting in a set of
at most k weighted concepts. The weights are normalized,
summing up to one, therefore the text representation in the
network is a probability distribution over at most k concepts.
This mapping algorithm has an important role in the per-
formance of the final system, in combination with the net-
work distance (VP). It must however be noted that the effects
of wrong mappings at this stage are countered later on. For
instance, when large sets of concepts related to two text frag-
ments are compared, a few individual mistakes are not likely
to alter the overall relatedness scores. Alternatively, when
comparing individual words, wrong mappings are less likely
to occur because the test sets for word similarity described
in [Rubenstein and Goodenough, 1965], [Miller and Charles,
1991], and by [Finkelstein et al., 2002] also consider implic-
itly the most salient sense of each word, just as described
above for Wikipedia.
4.2 Learning Embeddings to Latent Space
The second method we propose to measure text similarity us-
ing VP is to learn an embedding (transformation) from words
to a latent space using as a criterion the VP scores on the
Wikipedia concept network. Learning latent space model
over preference data have been studied previously in [Grang-
ier and Bengio, 2008; Weston et al., 2011; Bai et al., 2010],
we follow the same main direction here.
At training time, given a series of samples – that is, pairs of
texts with VP values from the first text to the second one – the
goal is to learn a transformation from the space of words to a
latent space, so that the similarity between the latent represen-
tation of the texts is as close as possible to the VP similarity.
In other words, the goal is to approximate VP between two
texts i and j by the matrix product xiAB′x′j , where xi and
xj are the TF-IDF vectors of the two texts constructed from
their words using a fixed dictionary. The size of matrices A
and B is n×m, with n being the size of the dictionary (num-
ber of words) and m the size of the latent space (akin to the
number of topics in topic models). Two different matrices A
and B are needed because VP values are not symmetric in i
and j.
In principle, all pairs of Wikipedia articles (i.e., texts) cor-
responding to nodes in our network can be used for training,
but this set is extremely large (ca. 1.4 × 1012) and more-
over, we showed that the most values are close to zero and
are not valuable for training. Therefore, we formulate the fol-
lowing constraints for training: (1) training should focus on
neighboring articles (articles with high VP values), and (2)
the exact values of VP are replaced with the ranking of pairs
of articles by decreasing VP. We show here that under these
constraints valuable embeddings can be learned.
Let VPtok(i) be the set of the k closest articles to the article
i according to VP similarity. We define a hinge loss function
L as follows, so that the similarity between i and its k closest
articles is larger than the similarity to all other articles by a









We optimizeLwith stochastic gradient descent: in each itera-
tion we randomly choose one article i, then randomly choose
one of the k closest articles to i (noted j) and one other article
from the rest of documents (noted z).
Moreover, to perform regularization over matrices A and
B when optimizing L, we impose the constraint thatA andB
are orthonormal. In order to apply this constraint, we project
at every 1000 iterations bothA andB to their nearest orthogo-
nal matrix found by using SVD decomposition. The rationale
for the constraint is the following: if we assume that each la-
tent dimension corresponds to a possible topic or theme, then
these should be as orthogonal as possible.
The two main findings from training the embeddings are:
First, VP over the hyperlinks graph is harder to learn, which
may be due to the fact that hyperlinks are defined by users in a
manner that is not totally predictable. Second, regularization
decreases the prediction ability. However, if regularization
traded prediction power for more generality, in other words if
it reduced overfitting to this problem and made the distance
more general, then it would still constitute a useful operation.
This is checked in the experiments in [Yazdani and Popescu-
Belis, 2013].
Learning embeddings in comparison to mapping to the
concept network has some advantages. The main one is that
it can be applied with a much lower cost at run time and make
it independent of graph size. Moreover, it can be more easily
integrated as prior knowledge to other learning algorithms for
NLP, and it can be applied to very large scale problems.
4.3 Properties of the Resulting Network
The processing of the English Wikipedia resulted in a very
large network of concepts. The network has more than 1.2
million nodes (i.e. vertices), with an average of 28 outgoing
hyperlinks per node and 10 outgoing content links per node.
A natural question arising at this point is: how can the
structure of the network be characterized, apart from putting
it to work? A number of quantitative parameters have been
proposed in graph theory and social network analysis, and
some have for instance been used to analyze WordNet (and
an enhanced version of it) by [Navigli and Lapata, 2010].
We compute below some well-known parameters for our net-
work, and add a new, more informative characterization.
A first characteristic of graphs is their degree distribution,
which for the original Wikipedia with hyperlinks seems to
follow a power law. A more relevant property here is the net-
work clustering coefficient, which is the average of clustering
coefficients per node, defined as the size of the immediate
neighborhood of the node divided by the maximum number
of links that could connect all pairs of neighbors [Watts and
Strogatz, 1998]. For our hyperlink graph, the value of this
coefficient is 0.16, while for the content link graph it is 0.26.
These values show that the hyperlink graph is less clustered
than the content link one, i.e. the distribution of nodes and
links is more homogeneous, and that overall the two graphs
are rather weakly clustered. The observed values, together
with the power law degree distribution, suggest that our graph
is a scale-free network – characterized by the presence of
“hub” nodes – or a small-world network [Watts and Strogatz,
1998].
Moreover, an ad-hoc measure offers an even better illustra-
tion of the network’s topology. Its goal is to measure how
much the graph is clustered, i.e. whether communities of
nodes based on neighborhoods have a preferred size, or are
uniformly distributed. We consider a sample of 1000 nodes,
and for each node of the sample, the Personalized PageRank
algorithm [Haveliwala, 2003] is initialized from it. This re-
sults in a proximity coefficient for each node in the graph to
the initial node. The community size for the initial node is
computed by sorting all nodes with respect to their proxim-
ity and counting how many nodes contribute to 99% of the
mass. A barplot of these values, sorted by community size,
is shown respectively for hyperlinks and for content links in
Figures 1 (a) and (b).
The values shown in Figure 1 show that the distribution is
neither flat nor uniformly decreasing, but has a peak, which
provides an indication of the average size of clusters. This
size is around 150–400 nodes for the hyperlink graph, with-
out a sharp maximum, showing less clustering than for con-
tent links, for which this average is around 7–14 nodes. The
use of hyperlinks thus avoids local clusters and extends con-
siderably the connectivity of the network in comparison to
content similarity ones.
5 Overview of Experimental Results
To evaluate the proposed distance, we applied our method
to four important tasks in natural language processing: word
similarity, document similarity, document clustering, and
document classification, along with unsupervised information
retrieval and learning to rank [Yazdani and Popescu-Belis,
2013]. The performance of our method is state-of-the-art or
close to it for all the tasks, thus demonstrating the generality
of the method and the utility of the accompanying knowledge
resource. Moreover, we show that using both hyperlinks and
lexical similarity links improves the scores with respect to
a method using only one of them, because hyperlinks bring
additional real-world knowledge not captured by lexical sim-
ilarity.
Moreover, the embeddings learned on VP similarities
achieve competitive results on the data sets, while requiring
a much shorter computation time at the query stage (testing).
The regularization imposed on the embeddings reduced their
predictive power for the VP similarities, but we showed that
it improved the performance on the text similarity tasks.
A distance-based classifier and ranker was designed and
trained using the embeddings as the initial state of the dis-
tance metric. The resulting classifier was tested on text clas-
sification and information retrieval tasks. The main obser-
vation was that, when the training set is small, the distance
learning algorithm initialized with the embeddings from VP
similarities over Wikipedia graphs outperformed the baseline
(a) Hyperlink graph
(b) Content link graph
Figure 1: Distribution of community sizes for a sample of
1000 nodes. For each community size (x-axis) the graphs
show the number of nodes (y-axis) having a community of
that size. Both graphs have a tendency towards clustering,
but with different average sizes.
algorithm significantly. By adding more and more labeled
data, the importance of prior knowledge appears to decrease,
because the distance learning algorithm can infer reliable de-
cisions based only on the training data.
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