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COMPLEX HYPERBOLIC HYPERPLANE COMPLEMENTS
IGOR BELEGRADEK
Abstract. We study spaces obtained from a complete finite volume com-
plex hyperbolic n -manifold M by removing a compact totally geodesic com-
plex (n−1)-submanifold S . The main result is that the fundamental group
of M \S is relatively hyperbolic, relative to fundamental groups of the ends
of M \S , and M \S admits a complete finite volume A -regular Riemannian
metric of negative sectional curvature.
It follows that for n > 1 the fundamental group of M \ S satisfies
Mostow-type Rigidity, has solvable word and conjugacy problems, has finite
asymptotic dimension and rapid decay property, satisfies Borel and Baum-
Connes conjectures, is co-Hopf and residually hyperbolic, has no nontrivial
subgroups with property (T), and has finite outer automorphism group.
Furthermore, if M is compact, then the fundamental group of M \ S is
biautomatic and satisfies Strong Tits Alternative.
1. Introduction
Let M be a (connected) complete finite volume complex hyperbolic n-manifold,
and let S be a (possibly disconnected) compact totally geodesic complex sub-
manifold of dimension (n−1); so the pair (M,S) is modelled on (CHn,CHn−1)
where CHn denotes the complex hyperbolic symmetric space of dimension n .
This paper is a systematic study of M \S , the manifold obtained by “drilling”
S in M . Clearly M \ S can be identified with the interior of a compact
manifold N that is obtained from M by removing a tubular neighborhood of
S and chopping off all cusps (in case M is noncompact). There are two kinds of
components of ∂N : compact infranil manifolds appearing as cusp cross-sections
of M , and circle bundles over components of S .
It is known that N is an aspherical manifold with pi1 -incompressible bound-
ary [Bel, Lemma B.1]. As noted after Corollary 1.4, the group pi1(N) shares
various rigidity properties with lattices in Iso(CHn), and this alone makes
pi1(N) worth studying. A key to understanding pi1(N) lies in proving that the
group is relatively hyperbolic. The main technical result of this paper is
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Theorem 1.1. If M is a complete finite volume complex hyperbolic n-manifold,
and S is a compact totally geodesic complex (n− 1)-submanifold, then
(i) M \ S admits a complete finite volume metric of sec ≤ −1;
(ii) the group pi1(N) is non-elementary (strongly) relatively hyperbolic, where
the peripheral subgroups are fundamental groups of the components of ∂N .
(iii) M \ S admits a complete finite volume A-regular metric of sec < 0.
The proof of Part (i) involves a delicate warped product computation which
occupies most of this paper, and is sketched in Section 2. Using a special form
of the metric constructed in (i), we prove, following [Bel, Section 4], that pi1(N)
satisfies Gromov’s definition of relative hyperbolicity elaborated in [Bow]. It
seems that (i) by itself yields no information about pi1(N) beyond the obvious
fact that pi1(N) surjects onto pi1(M).
By contrast, (iii) has substantial topological implications, namely, Farrell-Jones
[FJ98, Addendum 0.5] proved that the fundamental group of any complete man-
ifold with A-regular metric of nonpositive curvature satisfies Borel’s conjecture,
while Lafforgue [Laf02, Corollary 0.0.4] proved Baum-Connes conjecture for the
fundamental groups of complete A-regular nonpositively curved manifolds that
satisfy Rapid Decay property (cf. Corollary 1.4(10) below).
Recall that a Riemannian metric is called A-regular if there exists a sequence
of positive numbers A = {Ak} such that for each k ≥ 0, the k -th covariant
derivative of the curvature tensor satisfies ||∇kR||C0 < Ak ; for k = 0 this yields
a two-sided bound on sectional curvature. Any metric on a compact manifold
is A-regular, and similarly, this is true e.g. for an open manifold which is
isometric outside a compact subset to the product of a closed manifold and a
ray. A locally symmetric metric is A-regular. A complete Riemannian metric
with a ≤ sec ≤ b admits a C1 -nearby complete A-regular metric with almost
the same curvature bounds (see [Kap05]), in particular, if a, b are negative,
then the A-regular metric is negatively pinched; however, if b = 0, then the A-
regular metric of [Kap05] need not be nonpositively curved. In general, proving
that a complete nonpositively curved manifold admits a complete A-regular
nonpositively curved metric is quite difficult, and in Theorem 1.1(i) this is done
by modifying the metric constructed in (i), and proving A-regularity by a brute
force computation. Part (13) of Corollary 1.4 below implies that M \S admits
no complete A-regular metric of sec ≤ −1.
The following Mostow-type rigidity result is implied by part (ii) of Theorem 1.1
combined with the classical Mostow-Prasad Rigidity.
Corollary 1.2. For n > 1 and i = 1, 2, suppose that Mi is a complete finite
volume complex hyperbolic n-manifold, and Si is a compact totally geodesic
complex (n − 1)-submanifold. Then any homotopy equivalence f : M1 \ S1 →
M2 \ S2 give rise to an isometry ιf : M1 →M2 taking S1 to S2 such that the
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restriction ιf : M1 \S1 →M2 \S2 is homotopic to f . Moreover, ιf is uniquely
determined by the homotopy class of f .
Corollary 1.3. For n > 1, if M is a complete finite volume complex hyperbolic
n-manifold, and S is a compact totally geodesic complex (n− 1)-submanifold,
then the correspondence f → ιf induces an isomorphism of the outer automor-
phism group of pi1(M \ S) onto the group of isometries of M that map S to
itself. In particular, the outer automorphism group of pi1(M \ S) is finite.
Other corollaries of Theorem 1.1 are summarized below.
Corollary 1.4. If M is a complete finite volume complex hyperbolic n-manifold,
and S is a compact totally geodesic complex (n − 1)-submanifold with n > 1,
then
(1) the relatively hyperbolic boundary of pi1(N) is the (n− 1)-sphere.
(2) pi1(N) does not split as an amalgamated product or an HNN-extension over
subgroups of peripheral subgroups of pi1(N), or over Z .
(3) pi1(N) is co-Hopf.
(4) for any finite subset F ⊂ pi1(N) there is a homomorphism of pi1(N) onto
a non-elementary hyperbolic group that is injective on F .
(5) pi1(N) satisfies Strong Tits Alternative iff M is compact.
(6) pi1(N) is biautomatic iff M is compact.
(7) No nontrivial subgroup of pi1(N) has Kazhdan property (T).
(8) pi1(N) is not a CAT (0) group.
(9) pi1(N) has finite asymptotic dimension.
(10) pi1(N) has Rapid Decay property.
(11) pi1(N) satisfies the Baum-Connes conjecture.
(12) pi1(N) satisfies the Borel Conjecture, and in particular, if n > 2, then any
homotopy equivalence of compact manifolds L→ N that restricts to a homeo-
morphism of the boundaries ∂L → ∂N is homotopic to a homeomorphism rel
boundary.
(13) pi1(N) is not isomorphic to the fundamental group of a complete negatively
pinched Riemannian manifold.
(14) if pi1(N) is isomorphic to a lattice Λ in a real Lie group G, then the
identity component G0 of G is compact, Λ∩G0 is trivial, and Λ projects iso-
morphically onto a finite index subgroup of G/G0 .
(15) pi1(N) has solvable word and conjugacy problems.
It is instructive to see that with exception of (8), (13), (14) of Corollary 1.4,
all conclusions of Theorem 1.1 and Corollaries 1.2–1.4, are valid when S = ∅:
indeed, Corollaries 1.2–1.4 still follow from Theorem 1.1, which becomes obvious
for S = ∅. Thus M \ S with nonempty S shares many properties of complete
finite volume complex hyperbolic manifolds.
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Corollaries 1.2–1.4 follow by combining Theorem 1.1 with various works avail-
able in the literature, and with a few exceptions, their proofs are identical to the
proofs of the corresponding results in the real hyperbolic case studied in [Bel];
the cases where the proofs are different from those in [Bel] are dealt with in
Section 13.
The only previous results on the topology and geometry of M \S are as follows.
Toledo showed that the group pi1(M \ S) is not Ka¨hler when n = 2 [ABC+96,
page 112], and is sometimes Ka¨hler when n > 2 [Tol93, pages 107-110] (neither
of these references treats the case of M \ S directly, but the proofs still work
with minor modifications). Allcock-Carlson-Toledo [ACT02] studied a more
general (and much more complicated) case when hyperplanes in S are allowed
to intersect orthogonally; they write down an explicit infinite presentation for
the kernel of the homomorphism pi1(M \S)→ pi1(M) induced by the inclusion,
and prove that pi1(M \S) is not isomorphic to a lattice in a virtually connected
real Lie group.
I refer to [Bel] for some open problems about M \S , and focus on the following
tantalizing question due to Toledo.
Question 1.5. Is pi1(M \ S) residually finite?
Toledo [Tol93] showed that the answer is generally no in the similar case
when (M,S) is modelled on (Xn,Xn−1) where Xn is the symmetric space
for SO(n, 2). It is instructive to recall his argument. Fix an arbitrary compo-
nent B of the boundary of a small tubular neighborhood of S in M . Toledo
proves that the inclusion B → M \ S is pi1 -injective and pi1(B) is a lattice in
the universal cover of Spin(n− 1, 2). The proof in [Tol93] is written under the
simplifying assumptions that n ≥ 4 and n is even, in which case Raghunathan’s
work [Rag84] implies that pi1(B) is not residually finite. Since residual finiteness
of a group is inherited by subgroups, it followed that pi1(M \S) is not residually
finite. Toledo comments that the above proof also works when (M,S) is mod-
elled on (CHn,CHn−1) except that [Rag84] is not available. Raghunathan’s
work is intimately related with solution of the congruence subgroup problem
for SO(n− 1, 2), which is wide open for lattices in SU(n− 1, 1).
If (M,S) is modelled on (CHn,CHn−1), then there is a strong motivation
for trying to show that pi1(M \ S) need not be residually finite. Indeed, by
Part (5) of Corollary 1.4, which is based on Dehn Surgery theorem in relatively
hyperbolic groups due to [Osi07, GM08], pi1(M \ S) is residually hyperbolic,
and therefore, if pi1(M \ S) is not residually finite for some (M,S), then there
exists a hyperbolic group that is not residually finite. Of course, there are many
residually hyperbolic groups that do not look residually finite, and the main
reason I single out pi1(M \ S) as a candidate for disproving residual finiteness
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of hyperbolic groups is that pi1(M \S) is not far from being a lattice so perhaps
its finite index subgroups could be sometimes understood via arithmetic means.
Another promising candidate is pi1(B), where as before B is the boundary of
a tubular neighborhood of a component of S . Indeed, pi1(B) is a lattice in the
universal cover of SU(n− 1, 1), which is a nonlinear semisimple Lie group (see
e.g. [ABC+96, page 115]). As noted in Lemma 13.1, B is a circle bundle over
a component of S whose first Chern class is the − 14pi -multiple of the Ka¨hler
form of S , and therefore, pi1(B) is an extension with infinite cyclic kernel
and hyperbolic quotient, which does not virtually split. By a straightforward
argument, any extension with infinite cyclic kernel and hyperbolic quotient is
residually hyperbolic, yet it is unclear whether pi1(B) is always residually finite.
2. Outline of the curvature computation
In the context of this paper, a multiply-warped product is a metric of the form
dr2 + gr where r varies in an open interval and gr is a family of Riemannian
metrics on a smooth manifold F constructed by fixing a Riemannian metric
f on F , considering an orthogonal splitting of the tangent bundle TF into
(possibly nonintegrable) subbundles Hi , and scaling the metric on each Hi by
a warping function hi = hi(r). The key issues in constructing multiply-warped
metrics with prescribed curvature bounds are
(1) to come up with curvature formulas such that the bounds on curvature
translate into simple differential inequalities on warping functions hi ,
(2) to construct warping functions hi that satisfy the inequalities.
Part (1) depends on the specifics of the geometry of (F, f) and on interaction
between Hi ’s, e.g. the curvature formulas for (F, gr) typically involve brackets
of vector fields from different Hi ’s, and if each Hi is integrable, the formu-
las simplify considerably. Part (2) is driven by the shape of the differential
inequalities obtained in Part (1). The methods used in Part (2) are usually
those of single variable calculus and elementary ODE, yet making them work
is a specialized craft involving a number of tricks, and the intuition behind the
tricks is intimately related to the geometry of the desired curvature bound, be
that negative, almost nonnegative, or Ricci positive curvature.
In Section 3 we write the complex hyperbolic metric on the ends of M \ S in
cylindrical coordinates about S as
dr2 + sinh2(r)dθ2 + cosh2
(r
2
)
kn−1
where r is the distance to S , and θ is the parameter on the unit circle about
S , and kn−1 is the complex hyperbolic metric S . The “+” refers to the or-
thogonal splitting of the tangent bundle to M \ S into the sum of integrable
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subbundles spanned by ∂r and
∂
∂θ , and their orthogonal complement H , which
is nonintegrable. We then modify the metric on the ends of M \ S to be
λv,h := dr
2 + v2dθ2 + h2kn−1
and compute its curvature tensor in terms of v , h , where v, h are positive
functions of r , which varies from −∞ to the normal injectivity radius of S .
Formulas of Appendix B reduce the problem to computing curvatures of the r -
tubes about S . In Section 4 we set up a convenient frame in which the curvature
tensor components are to be computed. The “structure constants” of brackets
in the frame are computed in Section 5 by specializing to the complex hyperbolic
space where all curvatures are known. Each r -tube about S comes with the
Riemannian submersion metric v2dθ2+h2kn−1 which has totally geodesic circle
fibers, so we use O’Neill’s formulas to compute the curvature tensor of the tube.
This is done in Sections 7–8 where we also arrange for several computational
simplifications, notably, we shall never need to know 〈R(Xi,Xj),Xk,X1〉 where
X1 is vertical and Xi,Xj ,Xk are linearly independent horizontal vector fields.
Putting all this together in Section 9, we obtain a reasonably simple formulas
for the sectional curvature.
In Section 10 we choose v, h so that M \S becomes complete, finite volume, and
of sectional curvature bounded above by a negative constant, and furthermore
the metric is complex hyperbolic away from a small tubular neighborhood of
S . This is the heart of the proof, and to help digesting it we outline what we
shall do, and why we do it.
First of all, we assume that v, h are positive so that the metric is nondegenerate.
After glancing over the curvature formulas (9.2)–(9.5) it is apparent that we
need h′′ , v′′ to be positive, and furthermore, h′ , v′ may not vanish for if
h′v′ = 0, then K(Y2, Y1) > 0. This means that v, h are increasing everywhere
as they are equal to increasing functions sinh(r), cosh(r/2) for sufficiently large
r . As a starting point, we let h(r) = er/2 and v(r) = εer on a neighborhood of
−∞ , where 0 < ε≪ 1 is a parameter, and for these h, v it is easy to compute
that sec(λv,h) < − 110 . The main issue is to interpolate v, h in between while
keeping curvature negative.
The graphs of sinh(r) and εer intersect at a point rε ≈ ε , and v is obtained
from the (strictly convex) function max{sinh(r), εer} by smoothing it near rε so
that v(r) = εer for r ≤ rε−2ε4 and v(r) = sinh(r) for for r ≥ rε+2ε4 . While
smoothing we need to be able to estimate v
′
v , and also need to keep a definite
lower bound on v
′′
v . This is accomplished by making v satisfy (ln(v))
′′ > 0
over the smoothing interval, so that v
′′
v >
(
v′
v
)2
, and v
′
v is increasing, which
allows us to estimate v
′
v by its values at the endpoints.
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Then we construct h by bending down the graph of cosh(r/2) near r = ε/2 so
that it eventually agrees with er/2 . The tangent line to the graph of cosh(r/2)
near ε/2 is almost horizontal, and it intersects the graph of er/2 near r = −8ε ,
and thus we bend cosh( r2) over the interval [−8ε , ε2 ] ; note that on this interval
v = εer . Bending h is done in two stages, which helps to control h
′
h ; during the
first stage h almost coincides with the tangent line to cosh(r/2) at ε/2, and
during the second stage we bend h upwards, so that (ln(h))′′ > 0. At either
stage we manage to estimate h
′′
h ,
h′
h .
In fact, for technical reasons we build v, h by first producing “easy-to-visualize”
C1 functions v,h , which we then smooth via convolutions to get good lower
bounds on the second derivatives of v, h using Appendix A.
Finally, we estimate the curvature of λv,h over two disjoint intervals, one where
v is bent, and the other where h is bent. The main difficulty is to control
the “mixed” term (9.5), and it turns out that the terms K(Y3, Y2), K(∂r, Y1),
K(∂r, Y2) in formulas (9.2)–(9.4) carry enough negative curvature to compen-
sate the positivity of the “mixed” term. Over the interval where h is bent, h
′
h ,
v′
v are kept bounded and v = εe
r , so if ε is small, then v
h2
becomes small when
ε→ 0, and hence the “mixed” term is negligible. On the other hand, over the
interval where v is bent, the “mixed” term does not become small, and instead
it is compensated by K(∂r, Y1) and K(Y3, Y2), and the estimate hinges on how
c23 enters in K(Y3, Y2) and in the “mixed” term.
The proof takes several pages of tedious curvature estimates, which seems hard
to shorten. Linear algebra arguments throughout this proof in repetitive, and it
is conceivable that they could be simplified by doing the computation in a differ-
ent frame, e.g. the one that diagonalizes the curvature operator. Unfortunately,
it seems that this would make the formulas for the sectional curvature of the
coordinate planes much more complicated than those in formulas (9.2)–(9.5),
so at the end we would gain nothing.
After proving that sectional curvature is bounded above by a negative constant,
we apply a result in [Bel] to check that pi1(M \S)-action on the universal cover
of M \ S satisfies Gromov’s definition of relative hyperbolicity, which proves
Part (i) of Theorem 1.1.
Part (ii) is proved in Section 11. We keep v = εer , and bend the function h
constructed above near −∞ so that there it becomes equal to τε+ er/2 , where
τε is a carefully chosen positive constant. By formulas (9.2)–(9.5), this choice
of h ensures that the sectional curvature is bounded, and following the pattern
of Part (i) we prove that the curvature is negative (but not bounded away from
zero, which would be impossible by Part (13) of Corollary 1.4). Furthermore,
using formulas (9.2)–(9.5), and the fact that v = εer , h = τε + e
r/2 near −∞ ,
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we are able to show that all the derivatives of the curvature tensor have bounded
components, so the metric is A-regular.
3. Complex hyperbolic space in cylindrical coordinates
We follow [Gol99] for conventions and background on complex hyperbolic geom-
etry. In particular, the complex hyperbolic space CHn is normalized to have
holomorphic sectional curvature −1, and we denote the complex hyperbolic
metric by kn , or simply by k for brevity.
The purpose of this section is to describe “cylindrical coordinates” on CHn
about a complex hyperplane CHn−1 . The boundary of the r -neighborhood
of CHn−1 is a real hypersurface, which is denoted by F (r), and is referred to
as an r -tube. Thus the metric on CHn can then be written as k = dr2 + kr
where kr is the induced Riemannian metric on F (r), and we need to describe
kr . This computation seems to be unknown to experts, so we give full details.
The orthogonal projection pi : CHn → CHn−1 is a fiber bundle whose fibers
are complex geodesics, i.e. totally geodesic complex submanifolds isometric to
the real hyperbolic plane of curvature −1 [Gol99, Theorem 3.1.9]. Restricting pi
to F (r) gives a circle bundle pir : F (r)→ CHn−1 whose fiber over w ∈ CHn−1
is the circle of radius r in the complex geodesic pi−1(w). The tangent bundle
TF (r) splits orthogonally as V(r) ⊕H(r), where V(r) is tangent to the circle
pi−1(w) ∩ F (r), and H(r) is the orthogonal complement of V(r). Thus any
vector in TF (r) can be uniquely decomposed as V +H , where V ∈ V(r) and
H ∈ H(r), and
kr(V +H,V +H) = kr(V, V ) + kr(H,H).
As we explain below under suitable identifications, the restriction of kr to V(r)
is sinh2(r)dθ2 , and the restriction of kr to H(r) is cosh2( r2 )kn−1 , where dθ2
is the standard metric on the unit circle S1 .
As CHn has nonpositive sectional curvature, and CHn−1 is totally geodesic,
the hyperplane CHn−1 has infinite normal injectivity radius, and the map
r : CHn \CHn−1 → (0,∞) is a (smooth) Riemannian submersion with fibers
F (r). The geodesic flow along radial (i.e. orthogonal to CHn−1 ) geodesics
induces a diffeomorphism between different tubes φsr : F (s)→ F (r), s, r > 0,
and also preserves every complex geodesic orthogonal to CHn−1 . We are to
prove later in this section that the differential dφsr maps H(s) to H(r), and
V (s) to V (r). Fix an arbitrary radial unit speed geodesic γ(r) with γ(0) =
w ∈ CHn−1 .
That dφsr takes V(s) to V(r) is obvious because V(r) is tangent both to F (r)
and the complex geodesic pi−1(w), thus φsr restricted to pi
−1(w) simply maps
the s-circle centered at w to the concentric r -circle, whose tangent bundles
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are V(s), V(r), respectively. Since pi−1(w) is a hyperbolic plane of curvature
−1, its metric can be written as dr2 + sinh2(r)dθ2 where dθ2 is the standard
metric on the unit circle, so that the metric on V(r) equals to sinh2(r)dθ2 . In
the (r, θ)-coordinates the map φsr becomes (s, θ) → (r, θ) because the lines
θ = constant are geodesics, and therefore, the vector field ∂∂θ is dφsr -invariant.
Let δ be a unit speed geodesic in CHn−1 with σ(0) = w . By [Gol99, Lemma
3.2.13] the exponential map takes the plane span(γ′, δ′) ⊂ TwCHn−1 to a totally
real (and hence totally geodesic) 2-plane Rδ in CH
n which intersects CHn−1
along δ and intersects the complex geodesic pi−1(w) along γ . If t denotes
the arclength parameter on δ , then the metric on Rδ can be written in the
(r, t)-coordinates as dr2 + q2(r, t)dt2 where r, t ∈ R , and in fact q(r, t) is
independent of t because the isometric R-action on Rδ by translations along δ
extends to an isometric R-action on CHn . Since the sectional curvature of any
totally real plane is −1/4 [Gol99, page 80], and since the sectional curvature
of dr2 + q2(r)dt2 is − q′′q , we conclude that q(r) = cosh( r2).
Being totally geodesic, Rδ is preserved by the geodesic flow, and in the (r, t)-
coordinates φsr maps (s, t) to (r, t) for s, r ≥ 0. In particular, the vector field
∂
∂t is dφsr -invariant, i.e. dφsr(
∂
∂t) =
∂
∂t . It follows that dφsr(
∂
∂t) ∈ H ; indeed
∂
∂t is clearly orthogonal to ∂r , and
∂
∂t is orthogonal to
∂
∂θ = J∂r because the
span of ∂∂t , ∂r is totally real.
Since every vector in TwCH
n−1 is proportional to some σ′(0) = ∂∂t , and
∂
∂t is
dφsr -invariant, the linear maps dφ0r : TwCH
n−1 → H(r) and dφsr : H(s) →
H(r), are injective, and hence they must be isomorphisms by dimension reasons.
The length of ∂∂t ∈ TRδ ⊂ H(r) is cosh( r2 ), so the metric on H(r) can be
written as cosh2( r2)k
n−1 , or more explicitly, for H ∈ H(r)
kr(H,H) = cosh
2
(r
2
)
kn−1(dφ−10r (H), dφ
−1
0r (H)).
Thus the metric qr on TF (r) = V(r) ⊕H(r) can be written as sinh2(r)dθ2 +
cosh2( r2 )k
n−1 . It is clear that sinh2(r)dθ2 + cosh2( r2 )k
n−1 is a Riemannian
submersion metric whose base is the cosh( r2) multiple of CH
n−1 , and fibers
are standard circles of radius sinh(r).
Finally, fix an arbitrary tube, denote it by F , and use the diffeomorphisms
φsr to pull back V(r), H(r), kr to F . Since the pullbacks of V(r), H(r) are
independent of r , we just denote the corresponding subbundles of TF by H ,
V . As pi◦φsr = pi , the projections pir : F (r)→ CHn−1 all get identified via φsr
to a circle bundle projection F → CHn−1 whose differential takes V to zero,
and maps H onto TCHn−1 . In summary, the complex hyperbolic manifold
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CHn \CHn−1 is now written as (0,∞) × F equipped with the metric
dr2 + sinh2(r)dθ2 + cosh2
(r
2
)
kn−1.
4. Basis and brackets
We borrow the notations F,H,V, kn from Section 3, and fix an open interval
I . Given positive smooth functions v , h on I , let λv,h,r be the Riemannian
submersion metric on TF = V ⊕H with base hCHn−1 and fiber vS1 ; we also
write
λv,h,r := v
2dθ2 + h2kn−1.
This gives rise to the metric λv,h = dr
2 + λv,h,r on I × F . For brevity we
sometimes suppress v, h and label tensors associated with λv,h , λv,h,r by λ ,
λr , respectively.
Example 4.1. If I = (0,∞), v = sinh(r) and h = cosh( r2 ), then λv,h,r = kr
so that λv,h = dr
2 + kr = k
n is the complex hyperbolic metric.
The purpose of this section is to introduce a convenient local orthonormal frame
on I × F in which the curvature of λv,h will be computed. To this end denote
∂
∂r by ∂r , and
∂
∂θ by X1 . Fix z ∈ I × F and let w ∈ CHn−1 be the image of
z under the map p : I ×F → CHn−1 obtained by composing the projection to
the second factor I × F → F with the circle bundle F → CHn−1 .
Let {Xˇi}, with 1 < i < 2n , be an arbitrary orthonormal frame defined on
a neighborhood of w in CHn−1 such that [Xˇi, Xˇj ] vanishes at w . (By a
standard argument any orthonormal basis in TwCH
n−1 can be extended to
some {Xˇi} as above). Let Xi be the vector field obtained by lifting Xˇi to a
horizontal vector field in H ⊂ TF , and then pulling it back via the projection
I × F → F . Then ∂r,X1, . . . ,X2n−1 is an orthogonal frame near z such that
for all i, j = 1, . . . , 2n − 1 we have:
(1) 〈X1,X1〉λ = v2 , and 〈Xi,Xi〉λ = h2 for i > 1.
(2) [Xi,Xj ] is tangent to level surfaces of r ,
(3) [Xi, ∂r] = 0 because Xi is invariant under the flow of ∂r ,
(4) [Xi,X1] = 0 because Xi is invariant under the flow of X1 on F that
corresponds to rotation about CHn−1 in CHn .
(5) [Xi,Xj ] is vertical at z because [Xˇi, Xˇj ] vanishes at w .
By (4)-(5) there are “structure constants” cij ∈ R with [Xi,Xj ] = cijX1 at z .
Note that cij = −cji and c1j = 0 for all i, j , yet cij generally depend on z
and {Xi}. In Section 5 below we derive some estimates and identities involving
cij ’s.
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The corresponding orthonormal frame ∂r , Y1 =
1
vX1 , Yi =
1
hXi , i > 1 enjoys
the following properties:
(i) [Yi, Yj ] =
1
h2 [Xi,Xj ] = cij
v
h2Y1 for i, j > 1,
(ii) [Yi, Y1] =
1
hv [Xi,X1] = 0,
(iii) [Y1, ∂r] =
v′
v Yi , and [Yi, ∂r] =
h′
h Yi for i > 1,
where the first equalities in (i), (ii) hold because any function of r has zero
derivative in the direction of Xi , and (iii) follows from [Xi, ∂r] = 0.
5. A curvature formula in the complex hyperbolic space
In Appendix B we explain, following [BW04, Bel], how to relate the compo-
nents of the curvature tensors of λv,h and λv,h,r in the basis {∂r, Y1, . . . , Y2n−1},
but more work is needed to compute these components in terms of v, h only,
and this section provides one of the main steps in the computation. Specifi-
cally, we compute the components of the curvature tensor of kn in the basis
{∂r, Y1, . . . , Y2n−1}, and establish some useful identities on the structure con-
stants cij .
Convention: In this section 〈·, ·〉, R , J denote the metric, the curvature ten-
sor, and the complex structure on CHn , respectively; in other words, we sup-
press the subscript k for all tensors throughout the section.
In the complex hyperbolic space one has the following explicit formula for the
(4, 0)-curvature tensor R in terms of k and J (see [KN96, Proposition IX.7.3]):
for any tangent vectors X , Y , Z , W
4〈R(X,Y )Z,W 〉 = 〈X,Z〉〈Y,W 〉 − 〈X,W 〉〈Y,Z〉 +
〈X,JZ〉〈Y, JW 〉 − 〈X,JW 〉〈Y, JZ〉 + 2〈X,JY 〉〈Z, JW 〉.
If X , Y , Z , W are vector fields in the k-orthonormal basis {∂r, Y1, . . . Y2n−1}
with X1 = Y1 sinh(r) and Xi = Yi cosh(
r
2 ) for i > 1, then
〈R(∂r, Y1)Yi, Yj〉 = 12〈∂r, JY1〉〈Yi, JYj〉 = −12〈Yi, JYj〉 if i, j > 1,(5.1)
〈R(Yi, Yj)Yj , Yk〉 = 0 if i, j, k are distinct and 1 ∈ {i, j, k},(5.2)
〈R(Yi, Yj)Yj , Yi〉 = −14 − 34〈Yi, JYj〉2 if i 6= j.(5.3)
In computing (5.1) the first two summands of 4〈R(X,Y )Z,W 〉 vanish be-
cause {∂r, Y1, . . . Y2n−1} is orthonormal, and the next two summands vanish
because 〈∂r, JYk〉 = 0 unless k = 1. The last equality in (5.1) is true because
〈∂r, JY1〉 = −1 with respect to the standard complex structure.
In computing (5.2), the first two summands vanish as i, j, k are distinct and {Yi}
is orthonormal. The fourth summand vanishes because Yj , JYj are orthogonal.
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Finally, 〈Yi, JYj〉〈Yj , JYk〉 = 0 because H is J -invariant and orthogonal to V ,
and 1 ∈ {i, j, k}.
In computing (5.3), the first summand vanishes and the second summand is
−1 because {Yi} is orthonormal. The fourth summand vanishes as 〈Yi, JYi〉 =
0, and the other two summands may survive and add up to the promised
expression since 〈Yi, JYj〉 = −〈JYi, Yj〉 .
Lemma 5.4. 〈Yi, JYj〉 = 2cij .
Proof. The result follows by combining (5.1) with
〈R(∂r, Y1)Yi, Yj〉 = 〈[Yj , Yi], Y1〉
(
ln vh
)′
= −cij vh2
(
ln vh
)′
= −cij ,(5.5)
where the first equality comes from Appendix B and [Yi, Y1] = 0, the second
equality follows from [Yi, Yj ] = cij
v
h2
Y1 , and the last equality holds by explicit
computation with v = sinh(r) and h = cosh( r2). 
Remark 5.6. As |〈Yi, JYj〉| ≤ 1, Lemma 5.4, and formulas (5.1), (5.3) imply
|〈R(∂r, Y1)Yi, Yj〉| = |cij | ≤ 12 ,(5.7)
〈R(Yi, Yj)Yj , Yi〉 = −14 − 3c2ij ∈ [−1,−14 ] for i 6= j.(5.8)
Lemma 5.9. 〈R(Xˇi, Xˇj)Xˇj , Xˇi〉 = −14 − 3c2ij .
Proof. For i > 1, the vector field Xi is the horizontal lift of Xˇi under the
orthogonal projection of CHn → CHn−1 , so on CHn−1 we have Xˇi = Xi = Yi
as cosh(0) = 1. By continuity the formula (5.8) still holds for r = 0 giving the
promised result. 
Remark 5.10. Since H is J -invariant, JYi ∈ H for i > 1, so writing Yi in
the orthonormal basis {Yj}, j > 1 of H , we get
JYi =
∑
j>1
〈JYi, Yj〉Yj = −2
∑
j>1
cijYj,
and since |JYi| = 1, we obtain the identity∑
j>1
c2ij =
1
4
.(5.11)
The following lemma and subsequent examples are not used elsewhere in the
paper, yet they may help understand cij ’s via complex hyperbolic geometry.
Lemma 5.12. If i 6= j , then cij = 0 iff Yi, Yj span a totally real plane.
Proof. A plane is called totally real if it is orthogonal to its J -image. Since Yi
is always orthogonal to JYi , the span of Yi, Yj is orthogonal to its image iff Yi
and JYj are orthogonal, which by Lemma 5.4 is equivalent to cij = 0. 
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Example 5.13. By (ii) of Section 4, ci1 = 0; alternatively 〈Yi, JY1〉 = 0 as H
is J -invariant, and 〈Y1, JY1〉 = 0. So (5.3) implies that 〈R(Yi, Y1)Y1, Yi〉 = −14
for i > 1, which by [Gol99, Lemma 3.2.13] also follows from the fact that
{Y1, Yi} spans a totally real plane.
Example 5.14. By Lemma 5.4, |cij | = 12 iff Yi = ±JYj , which in turn is
equivalent to saying that {Yi, Yj} spans a complex geodesic, i.e. a totally
geodesic complex line. Note that complex geodesics have sectional curvature
−1. If n = 2, then H has complex dimension one, which forces Y3 = ±JY2 so
that c23 = ±12 .
6. Computing A and T tensors
In this section we compute the A and T tensors of the metric
qv,h,r :=
1
h2
λv,h,r =
v2
h2
dθ2 + kn−1,
which is a Riemannian submersion metric with base CHn−1 and fiber vhS
1 .
We often suppress v, h and denote qv,h,r by qr , and the associated norm by
| · |qr .
First show that the fibers of the Riemannian submersion are totally geodesic
i.e. T = 0. Indeed, rescaling takes geodesics to geodesics, so it suffices to give
a proof for λv,h,r . Then we need to show that ∇Y1Y1 is proportional to ∂r ,
which is obvious because ∇Y1Y1 is tangent to the complex geodesic orthogonal
to CHn−1 , and ∇Y1Y1 is orthogonal to Y1 because Y1 has λr -length one.
Next compute the A tensor of qr at the point z in the basis {Xi} chosen
in Section 4. If i, j > 1, then AXiXj is the qr -orthogonal projection of
1
2 [Xi,Xj ] =
1
2cijX1 to V , hence AXiXj =
cij
2 X1 . Since |X1|qr = vh , we get for
i, j > 1 that |AXiXj |qr = |cij |2 vh , and in particular, |AXiXj |qr ≤ v4h . By [Bes87,
9.21d] for i > 1 we have
〈AXiX1,Xj〉qr = −〈AXiXj ,X1〉qr = −
v2
h2
cij
2
,
so since {Xi} is a qr -orthonormal basis in H and AXiX1 is horizontal, we get
AXiX1 = −
v2
2h2
∑
j>1
cijXj , so that |AXiX1|qr =
v2
2h2
√∑
j>1
c2ij =
v2
4h2
where the second equality in the latter formula follows from (5.11). With the
A tensor is computed, O’Neill’s formulas [Bes87, Theorem 9.28] allow us to
calculate the sectional curvature: for distinct i, j > 1 we get
〈Rqr(X1,Xi)Xi,X1〉qr = |AXiX1|2qr = v
4
16h4
(6.1)
〈Rqr(Xi,Xj)Xj ,Xi〉qr = −14 − 3c2ij − 3c2ij v
2
4h2
(6.2)
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where (6.2) depends on Lemma 5.9.
7. Sectional curvatures of coordinate planes
Since the (4, 0)-curvature tensor scales like the metric, we get for i > 1
〈Rλr(Y1, Yi)Yi, Y1〉λr = h
2
v2h2
〈Rqr(X1,Xi)Xi,X1〉qr
and hence formulas (6.1), (B.1) imply
〈Rλ(Y1, Yi)Yi, Y1〉λ = v216h4 − v
′
v
h′
h .(7.1)
Similarly, for distinct i, j > 1
〈Rλr (Yi, Yj)Yj, Yi〉λr = h
2
h4
〈Rqr(Xi,Xj)Xj ,Xi〉qr
so formulas (6.2), (B.1) imply
〈Rλ(Yi, Yj)Yj , Yi〉λ = − 14h2 − 3h2 c2ij − 3c2ij v
2
4h4
−
(
h′
h
)2
.(7.2)
and also by (B.1)
〈Rλ(Yi, ∂r)∂r), Yi〉λ = −h′′h , 〈Rλ(Y1, ∂r)∂r), Y1〉λ = − v
′′
v .(7.3)
Remark 7.4. A wary reader may wish to play with trigonometric identities
to verify the formulas (7.1), (7.2), (7.3) in the complex hyperbolic case, where
for i > j ≥ 1 the planes spanned by {Yi, ∂r}, or by {Yi, Yj} with cij = 0 are
always totally real, and hence their sectional curvature is −14 , while {Y1, ∂r},
or {Yi, Yj} with cij = ±12 span complex geodesics of curvature −1.
8. Mixed components of the curvature tensor
As we show in Section 9, in order to compute the sectional curvatures of λ ,
one only needs to know the components of Rλ involving ∂r, Y1, Y2, Y3 . In this
section we show that all the mixed components involving ∂r, Y1, Y2, Y3 vanish
except for those listed (up to symmetries of the curvature tensor) in (8.1), (8.2)
below. A component is called mixed if it involves > 2 distinct basis vectors.
First, note that by Appendix B we have 〈Rg(Yi, ∂r)∂r), Yj〉 = 0 if i 6= j ,
and since [Yi, Yj ] = cij
v
h2
Y1 and ci1 = 0 = c1j , the only terms of the form
〈Rλ(∂r, Yi)Yj , Yk〉λ that could be nonzero at z are as follows (up to symmetries
of the curvature tensor):
〈Rλ(∂r, Y1)Yi, Yj〉λ = 〈[Yj , Yi], Y1〉λ
(
ln vh
)′
= −cij vh2
(
ln vh
)′
,(8.1)
2〈Rλ(∂r, Yi)Yj, Y1〉λ = 〈[Yi, Yj ], Y1〉λ
(
ln vh
)′
= cij
v
h2
(
ln vh
)′
,(8.2)
where i, j > 1 and i 6= j . The remaining mixed components involving Y1, Y2, Y3
vanish by the following.
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Lemma 8.3. 〈Rλ(Yi, Yj)Yj , Yk〉 = 0 if i, j, k are distinct and 1 ∈ {i, j, k}.
Proof. The idea of the proof is to show that 〈Rλ(Yi, Yj)Yj , Yk〉λ is proportional
to 〈Rk(Yi, Yj)Yj, Yk〉k which is zero by (5.2). By the formula (B.1) and the fact
that the curvature tensor scales like the metric we have
〈Rλ(Yi, Yj)Yj, Yk〉λ = 〈Rλr (Yi, Yj)Yj, Yk〉λr =
1
h2
〈Rqr(Yi, Yj)Yj , Yk〉.
As shown in Section 6, qr is a Riemannian submersion metric with base CH
n−1
and totally geodesic fiber vhS
1 . If v = sinh(r) and h = cosh( r2 ), we denote qr
by qscr . Fix an arbitrary r > 0, and let t be the positive number satisfying
√
t
sinh(r)
cosh( r2)
=
v
h
,
so that qr is obtained from the Riemannian submersion metric q
sc
r by rescaling
the fiber by t . The curvature tensors of qr , q
sc
r are related by O’Neill’s for-
mulas [Bes87, Theorem 9.28ce and Lemma 9.69ac] via T and A tensors of the
submersion, and as we show below qr , q
sc
r have proportional ijjk -components
of the curvature tensor, which finishes the proof.
It remains to show proportionality of ijjk -components. The Riemannian sub-
mersion metric qr satisfies T = 0, as the fibers are totally geodesic. Also
〈(∇Y1A)YjYk, Y1〉qr = 0 for distinct j, k > 1, as follows e.g. from the last
identity in [Bes87, 9.32]; in essence this term vanishes because the fiber is one-
dimensional and T = 0.
So by [Bes87, Theorem 9.28c]
〈Rqr(Yi, Y1)Y1, Yk〉qr = −〈AYiY1, AYkY1〉qr
where by [Bes87, Lemma 9.69a] the right hand side is the t2 -multiple of the
same quantity for qsc , which equals to 〈Rqscr (Yi, Y1)Y1, Yk〉qscr = 0.
Similarly, by [Bes87, Theorem 9.28e],
〈Rqr(Yi, Yj)Yj, Y1〉qr = 〈(∇YjA)YiYj, Y1〉qr
where by [Bes87, Lemma 9.69c] the right hand side is the t-multiple of the same
quantity for qscr , which equals to 〈Rqscr (Yi, Yj)Yj, Y1〉qscr = 0. The case when
Y1 occupies the first slot, instead of the last, follows from the symmetry of the
curvature tensor. 
9. Sectional curvature
In this section we compute the sectional curvature of λv,h in terms of v, h . Fix
an arbitrary 2-plane σ that is tangent to I × F at the point z ∈ {r} × F .
16 IGOR BELEGRADEK
As in Section 4, we denote the projection I × F → CHn−1 by p , and let
w = p(z) ∈ CHn−1 .
We first focus on the “generic” case when the subspace dp(σ) ⊂ TwCHn−1 is
2-dimensional, and treat the case of dim(dp(σ)) < 2 in Remark 9.7.
To simplify the computation we choose a frame {Yi} depending on the posi-
tion of σ . Since {r} × F ⊂ I × F has codimension one, σ contains a unit
vector D that is tangent to {r} × F . Let H2 ∈ dp(σ) be a unit vector pro-
portional to dp(D), and let H3 ∈ dp(σ) be a vector such that {H2,H3} is an
orthonormal basis of dp(σ). As in Section 4, we extend {H2,H3} to the frame
{Xˇ2, . . . , Xˇ2n−1} in CHn−1 satisfying Xˇ2 = H2 , Xˇ3 = H3 at w , and then lift
each Xˇi to a horizontal vector field Xi , so that Yi = Xi/h is the corresponding
unit vector field. Thus ∂r, Y1, Y2, . . . , Y2n−1 is a local frame near z .
Since D , Y2 are tangent to {r} × F , and dp(D) is proportional to dp(Y2), we
conclude that D lies in the span of Y1, Y2 . Let C ∈ σ be a unit vector which
is orthogonal to D . By construction dp(C) ⊂ dp(σ) lies in the span of dp(Y2),
dp(Y3), so C lies in the span of ∂r , Y1 , Y2 , Y3 . Thus {C,D} is an orthonormal
basis in σ such that
C = c0∂r + c1Y1 + c2Y2 + c3Y3, D = d1Y1 + d2Y2,
for some ci, dj ∈ R .
For brevity, in this section we suppress the subscript λ in the metric and cur-
vature tensors of λ , and also denote by K the sectional curvature of λ . Sym-
metries of the curvature tensor, and Section 8 imply the following.
K(C,D) = d21〈R(C, Y1)Y1, C〉+ d22〈R(C, Y2)Y2, C〉+ 2d1d2〈R(C, Y1)Y2, C〉
〈R(C, Y1)Y1, C〉 = c22K(Y2, Y1) + c23K(Y3, Y1) + c20K(∂r, Y1),
〈R(C, Y2)Y2, C〉 = c21K(Y2, Y1) + c23K(Y3, Y2) + c20K(∂r, Y2),
〈R(C, Y1)Y2, C〉 = −c1c2K(Y2, Y1) + 32c0c3〈R(∂r, Y1)Y2, Y3〉,
where by Section 8 all but two mixed terms vanish, and the nonzero mixed
terms add up to 32c0c3〈R(∂r, Y1)Y2, Y3〉 . Thus K(C,D) equals to
(d1c2 − d2c1)2K(Y2, Y1) + d21c23K(Y3, Y1) + d21c20K(∂r, Y1) +(9.1)
d22c
2
0K(∂r, Y2) + d
2
2c
2
3K(Y3, Y2) + 3d1d2c0c3〈R(∂r, Y1)Y2, Y3〉.
It follows from (7.1)–(7.3) and (8.1)–(8.2) that
K(Y2, Y1) = K(Y3, Y1) =
v2
16h4 − v
′
v
h′
h ,(9.2)
K(Y3, Y2) = − 14h2 − 3h2 c223 − 3c223 v
2
4h4 −
(
h′
h
)2
,(9.3)
K(∂r, Y1) = − v′′v , K(∂r, Y2) = −h
′′
h ,(9.4)
〈R(∂r, Y1)Y2, Y3〉 = −c23 vh2
(
ln vh
)′
= −c23 vh2
(
v′
v − h
′
h
)
.(9.5)
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where |c23| ≤ 12 by (5.7).
Remark 9.6. Since C,D are orthonormal, d1c1 + d2c2 = 0 so
(d1c2 − d2c1)2 = (d1c2 − d2c1)2 + (d1c1 + d2c2)2 = (d21 + d22)(c21 + c22) = c21 + c22.
In particular, if the mixed term vanishes and the sectional curvatures of coordi-
nate planes are bounded above by a negative constant, then K(σ) is bounded
above by the same constant as the coefficients add up to 1:
c21 + c
2
2 + d
2
1c
2
3 + d
2
1c
2
0 + d
2
2c
2
3 + d
2
2c
2
0 = c
2
1 + c
2
2 + (d
2
1 + d
2
2)(c
2
0 + c
2
3) = 1.
Remark 9.7. If dp(σ) is zero-dimensional, then σ is the Y1∂r -plane, whose
sectional curvature is given by (9.4). If dp(σ) is one-dimensional, then σ in-
tersects the Y1∂r -plane in a line, and we let D be a unit vector that spans
the line, so D = d0∂r + d1Y1 with d0, d1 ∈ R . Let C be a unit vector in σ
that is orthogonal to D . Then dp(σ) is a nonzero subspace spanned by dp(C),
and we let H2 be a unit vector that is proportional to dp(C). Extending H2
to a frame {Xˇ2, . . . , Xˇ2n−1} in CHn−1 satisfying Xˇ2 = H2 , we get a frame
∂r, Y1, . . . , Y2n−1 near z in which C = c0∂r + c1Y1 + c2Y2 with c0, c1, c2 ∈ R .
Repeating the above arguments, we easily compute K(C,D), and in fact all
the mixed terms now vanish so that
K(C,D) = (d0c1 − d1c0)2K(∂r, Y1) + d20c22K(∂r, Y2) + d21c22K(Y1, Y2),(9.8)
where again d0c0 + d1c1 = 0 implies that (d0c1 − d1c0)2 = c21 + c22 , so that if
the sectional curvatures of coordinate planes are bounded above by a negative
constant, then K(σ) is bounded above by the same constant.
10. Construction of the metric and curvature estimates
In this section we construct the functions v, h such that the metric λv,h is
complete, sec(λv,h) is bounded above by a negative number, and λv,h agrees
with the complex hyperbolic metric, i.e. v = sinh(r), h = cosh(r/2), when r
is at least half of the normal injectivity radius of S . The domain of v, h will
be the interval from −∞ to the normal injectivity radius of S .
Let ε be a small positive parameter such that 8ε is less than the normal injec-
tivity radius of S in M . When precise estimates are unimportant we use the
“big O” notation, and rely on smallness of ε without further mention.
Defining v by bending sinh(r) to εer . Let rε be the unique solution of the
equation sinh(r) = εer ; thus −2rε = ln(1 − 2ε) so that rε = ε + O(ε2) ≈ ε .
Let r−ε := rε − ε4 .
Proposition 10.1. There is a C1 function v and r+ε ∈ (rε, rε + ε4] such that
(1) v is positive and increasing,
(2) v(r) = sinh(r) for r ≥ r+ε ,
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(3) v(r) = εer for r ≤ r−ε ,
(4) if r ∈ [r−ε , r+ε ], then v is C∞ , v′′(r) > v(r), and (ln(v))′′ > 0.
Proof. The slope of ln(sinh(r)) at rε is coth(rε)≫ 1, so the graphs of ln(sinh(r))
and r + ln(ε) intersects transversely at rε .
Since ln(sinh(r))′′ = − 1
sinh2(r)
< 0, the function ln(sinh(r)) is (strictly) con-
cave, so given r+ε ∈ (rε, rε + ε4) the tangent line l+ε to ln(sinh(r)) at r+ε
intersects the line l−ε (r) = r + ln(ε) at r
0
ε < rε . (This becomes obvious after
drawing graphs of ln(sinh(r)), l−ε near rε . Alternatively, the lines l
+
ε , l
−
ε in-
tersect transversely, and they cannot intersect at a point r ≥ rε because r ≥ rε
implies l+ε (r) ≥ ln(sinh(r)) ≥ l−ε (r), where the first inequality follows from con-
cavity of ln(sinh(r)), and the inequalities become equalities at different points
r+ε , rε ).
Since r0ε → rε as r+ε → rε , we may assume that r0ε ∈ (r−ε , rε). Note that r0ε is
the only nonsmooth point of the piecewise-linear function l(r) := max{l−(r),
l+(r)}. The slope of l− is 1, and the slope of l+ is coth(r+ε ) > 1, so l is
convex. Restricting l to [r−ε , r
+
ε ] , we let wl be the smoothing of l given by
Proposition A.4 for some small δ . Thus wl is a C
∞ increasing function defined
on [r−ε , r
+
ε ] and such that w
′′
l > 0, and the graphs of l , wl touch at the points
r−ε , r
+
ε .
Let w be the function equal to r+ln(ε) for r ≤ r−ε , equal to wl for r ∈ [r−ε , r+ε ] ,
and equal to ln(sinh(r)) for r ≥ r+ε . Then w is an increasing C1 function,
and the function v := ew is positive, increasing, and C1 , and furthermore, the
restrictions of v to (−∞, r−ε ] , [r−ε , r+ε ] , [r+ε ,∞) are C∞ .
Finally, assume r ∈ [r−ε , r+ε ] , and consider the function ewl , i.e. the restriction
of v to [r−ε , r
+
ε ] . Certainly, (ln(v))
′′ = w′′l > 0. Since
v′
v
= w′l is increasing,
0 < (v
′
v
)′ = v
′′
v
− (v′
v
)2 . Hence v
′′
v
> (v
′
v
)2 ≥ 1, where the last inequality holds
because v
′
v
is bounded below by its value at r−ε which is equal to 1, because it
can be computed using v = εer . 
Proposition 10.2. For each small positive ε there exists δ0 > 0, and a C
∞
function v = v(r) depending on the parameter δ ∈ (0, δ0) such that
• v is positive and increasing,
• v(r) = v(r) if r is outside the ε8 -neighborhood of {r−ε , r+ε },
• if r is in the ε8 -neighborhood of {r−ε , r+ε }, then v
′′
v > 1 +O(ε),
• if ε is fixed, then v converges to v in uniform C1 topology as δ → 0.
Proof. We define v := vδ,σ to be the smoothing of v at r
−
ε , r
+
ε , given by
Lemma A.1. In particular, v is positive and increasing, v = v outside the
σ -neighborhood of {r−ε , r+ε }, and v converges to v uniformly in C1 topology
COMPLEX HYPERBOLIC HYPERPLANE COMPLEMENTS 19
as δ → 0. If r is in the σ -neighborhood of [r−ε , r+ε ] , then v(r) < v(r+ε + 2σ),
so if δ is small enough, then v(r) < v(r+ε + 2σ).
By Proposition 10.1, if r ∈ [r−ε , r+ε ] then v′′(r) > v(r) > v(r−ε − 2σ), where by
v′′(r) at r−ε , r
+
ε , we mean one-sided derivatives. If r ∈ [r−ε −σ, r+ε +σ]\(r−ε , r+ε ),
then v equals to εer or sinh(r), so v′′(r) = v(r) > v(r−ε − 2σ). Therefore,
Lemma A.1 implies that v′′ > v(r−ε − 2σ).
Therefore, for small δ and σ = ε8
v′′
v
>
v(r−ε − 2σ)
v(r−ε + 2σ)
=
εer
−
ε −2σ
sinh(r−ε + 2σ)
= 1 +O(ε).
provided r lies in the ε8 -neighborhood of {r−ε , r+ε }. 
Defining h by bending from cosh(r/2) to er/2 . Let ρε =
r−ε
2 so that
ρε < r
−
ε = rε − ε4 ≈ ε , and ρε = ε2 +O(ε2) ≈ ε2 . The tangent line to the graph
of cosh( r2) at ρε is
l(r) = cosh
(ρε
2
)
+
1
2
sinh
(ρε
2
)
(r − ρε).(10.3)
Let q(r) := l(r) + ε6(r − ρε)2 , so that the graphs of q and l touch at ρε .
Proposition 10.4. There is a C1 function h and nε < mε < ρε such that
(1) h is positive and increasing,
(2) h(r) = cosh( r2 ) for r ≥ ρε ,
(3) h(r) = q(r) for r ∈ [mε, ρε],
(4) if r ∈ [nε,mε], then h is C∞ , h′′(r) > h(r)/4, and (ln(h))′′ > 0, and
h′
h
∈ [12 , 34 ].
(5) if r ≤ nε , then h(r) = er/2 .
Proof. One verifies that q is increasing on [− 1
ε2
, ρε] , and q(− 1ε2 ) < 0 while
q(0) > 0 so the parabola q has exactly one zero zε in (− 1ε2 , 0). Therefore,
on the interval (zε, ρε] the slope
q′
q of the function ln(q) varies from +∞ to
1
2 tanh(
ρε
2 ) = O(ε). So (zε, ρε] contains a point mε where
q′
q =
3
4 . Let L
+ be
the tangent line to the graph of ln(q) at mε , and let L
−(r) = r/2.
Lemma 10.5. L+(mε) > L
−(mε).
Proof of Lemma 10.5. Since L+(mε) = ln(q(mε)) and L
−(r) = r/2, we need
to show that q(mε) > e
mε/2 . As q ≥ l , it suffices to show that l(mε) > emε/2 .
Using q′ = 3q/4 at the point mε , and q(r) = l(r) + ε
6(r − ρε)2 we derive
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that l′ = 3l/4 + O(ε2) at mε . Denote 2l
′(mε) = sinh(
ρε
2 ) by x ; note that
x = ε/4 +O(ε2). Then
l(mε) =
4l′(mε)
3
+O(ε2) =
2x
3
+O(ε2),
while (10.3) implies l(mε) = 1+mε
x
2+O(ε
2). Thus mε =
4
3− 2x+O(ε) < 2− 2x ,
so emε/2 ≤ e1− 1x . On the other hand, l(mε) = 2x3 +O(ε2) > x2 . So it remains to
show that x2 > e
1− 1
x , or equivalently xe
1
x > 2e . One verifies that xe
1
x decreases
if x ∈ (0, 1) and so for 0 < x < 15 , we get xe
1
x > e
5
5 > 2e , and Lemma 10.5 is
proved. 
Combining Lemma 10.5 with the fact that the slope of L+ is q
′
q (mε) =
3
4 ,
and the slope of L− is 12 , we get that L
+(r) = L−(r) for some r < mε ,
which is the only nonsmooth point of the convex piecewise-linear function L :=
max{L−, L+}. Let us fix an arbitrary nε < r . Restricting L to [nε,mε] , we
let ωL be the smoothing of L given by Proposition A.4 for some small δ . Thus
ωL is a C
∞ increasing function defined on [nε,mε] and such that ω
′′
L > 0, and
the graphs of L , ωL touch at the points nε , mε .
Let ω be the function equal to r2 for r ≤ nε , equal to ωL for r ∈ [nε,mε] ,
equal to ln(q) for r ∈ [me, ρε] , and equal to ln(cosh( r2)) for r ≥ ρε . Then ω is
an increasing C1 function, and the function h = eω is positive, increasing, C1 ,
and furthermore the restrictions of h to (−∞, nε] , [nε,mε] , [mε, ρε] , [ρε,+∞)
are C∞ , and furthermore, h(r) = er/2 if r ≤ nε , and h = q if r ∈ [mε, ρε] ,
and h = cosh( r2 ) if r ≥ ρε .
Finally, assume r ∈ [nε,mε] , and consider the function eωL , i.e. the restriction
of h to [r−ε , r
+
ε ] . Certainly, (ln(h))
′′ = w′′L > 0. Since
h′
h
= w′L is increasing,
0 < (h
′
h
)′ = h
′′
h
− (h′
h
)2 . Hence h
′′
h
> (h
′
h
)2 ≥ 14 , where the last inequality holds
because h
′
h
is bounded below by its value at nε which equals to
1
2 , because it
can be computed using h(r) = er/2 . Since h
′
h
= ω′L is increasing,
h′
h
varies
on [nε,mε] between its values at endpoints, where h equals to e
r/2 and q ,
respectively, hence h
′
h
∈ [12 , 34 ] when r ∈ [nε,mε] . 
Proposition 10.6. For each small ε and each σ ∈ (0, ε8) there is δ0 > 0, and
there exists a C∞ function h = h(r) depending on the parameters ε, σ , and
δ ∈ (0, δ0) such that
• h is positive and increasing,
• h(r) = h(r) if r is outside the σ -neighborhood of {nε,mε, ρε},
• if r is in the σ -neighborhood of {mε, ρε}, then h′′h > ε6 .
• if r is in the σ -neighborhood of nε , then h′′h > 19 ,
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• if ε, σ are fixed, then h converges to h in uniform C1 topology as
δ → 0.
Proof. Let h := hδ,σ be the smoothing of h at nε , mε , ρε , given by Lemma A.1.
In particular, h is positive and increasing, h = h outside the σ -neighborhood
of {nε,mε, ρε}, and h converges to h uniformly in C1 topology as δ → 0.
To establish the desired lower bounds on h
′′
h we need to look at one-sided second
derivatives h′′ and then apply Lemma A.1 to derive a lower bound on h′′ . In
the σ -neighborhood of ρε the one-sided second derivatives satisfy
h′′ ≥ min{2ε6, 1
4
cosh
(ρε
2
)
} = 2ε6,
so Lemma A.1 implies that h′′ > 3ε
6
2 for small δ . As h(r) < h(ρε + 2σ) for
small δ , we conclude that h
′′
h >
3ε6
2 cosh( ρε+2σ2 )
> ε6 where the last inequality
holds if, say, σ < ε8 .
By Proposition 10.4, if r ∈ [nε,mε] , then h′′(r) > h(r)4 . So if r ∈ [nε, nε + σ] ,
then h′′(r) > h(r)4 >
h(nε−2σ)
4 , while if r ∈ [nε−σ, nε] , then h′′ = h4 > h(nε−2σ)4 .
So if r is in the σ -neighborhood of nε , and δ is small, then Lemma A.1 implies
h′′(r) > h(nε−2σ)4 and h(r) < h(nε + 2σ), and thus
h′′
h
>
h(nε − 2σ)
4h(nε + 2σ)
>
1
9
,
where the last inequality holds provided σ is made small while ε is kept fixed.
Similarly, if r ∈ [mε − σ,mε] , then h′′(r) > h(r)4 > h(mε−2σ)4 , while if r ∈
[mε,mε + σ] , then h
′′(r) = 2ε6 . As σ → 0 we have
h(mε − σ)→ h(mε) = q(mε) > l(mε) = ε
6
+O(ε2).
So for small σ we get h′′(r) > 2ε6 and h(r) ≤ q(mε + σ) < 2 on the σ -
neighborhood of mε . Thus if δ is small,
h′′
h > ε
6 on the σ -neighborhood of
mε . 
Theorem 10.7. For any sufficiently small positive ε there are small positive
σ , δ , and a negative constant Mε,σ,δ such that K(λv,h) ≤Mε,σ,δ .
Remark 10.8. More precisely, there are ranges of ε , σ , δ for which Theo-
rem 10.7 holds, namely, ε ∈ (0, ε0), σ ∈ (0, σ0(ε)), and δ ∈ (0, δ0(ε, σ)), i.e.
the range of σ depends on ε and the range on δ depends on ε, σ .
Proof. It is enough to give a proof for 2-planes that project isomorphically to
CHn−1 , because they form a dense subset in every tangent space. The points
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r+ε , r
−
ε , ρε , mε , nε divide the real line into six intervals, and we estimate the
curvature on each interval separately.
Step 0. Suppose r ≥ r+ε . Then v = sinh(r) and h = h = cosh( r2 ), and v
converges to v in C1 topology as δ → 0, and v′′v > 1 +O(ε). If v were equal
to v , then the metric would be complex hyperbolic giving K(C,D) ≤ −14 . In
general, the formulas (9.1)–(9.5) immediately imply that the upper curvature
bound for K(C,D) converges to −14 +O(ε), as δ → 0, so that K(C,D) ≤ −15
for all sufficiently small ε , δ .
Step 1. Suppose r ∈ [r−ε , r+ε ] . Then h = h = cosh( r2 ), and v is positive,
increasing and (ln(v))′′ > 0. Furthermore, v converges to v in C1 topology
as δ → 0, and v′′v > 1 +O(ε).
Since v is increasing, v(r) ≤ v(rε+ε4) = sinh(rε+ε4), and since h is increasing,
we have h(r) ≥ cosh( rε−ε42 ) so
v
h2
≤ sinh(rε + ε
4)
cosh( rε−ε
4
2 )
= ε+O(ε2) < 2ε.
Also since v
′
v
is increasing, it can be estimated at endpoints where v is equal
to εer , sinh(r). Thus
1 ≤ v
′
v
≤ coth(rε + ε4).
On the other hand, h
′
h =
1
2 tanh(
r
2 ) =
ε
4 + O(ε
2) is small and positive, in
particular,
0 <
v′
v
− h
′
h
≤ coth(rε + ε4) and h
′
h
v′
v
≥ ε
4
+O(ε2) >
ε
5
.
Also
v
h2
(
v′
v
− h
′
h
)
≤ sinh(rε + ε
4)
cosh( rε−ε
4
2 )
coth(rε + ε
4) = 1 +O(ε2).
If v were equal to v , as happens for r ∈ [r−ε + ε8, r+ε − ε8] , then the above
estimates would imply the following
|〈R(∂r, Y1)Y2, Y3〉| ≤ |c23|+O(ε2) < |c23|+ ε,(10.9)
K(Y2, Y1) = K(Y3, Y1) =
v2
16h4
− v′
v
h′
h < − ε5 < 0,(10.10)
K(Y3, Y2) < − 1h2
(
1
4 + 3c
2
23
)
< − 1
cosh2(r+ε )
(
1
4 + 3c
2
23
)
< − (15 + 3c223) ,(10.11)
and since the inequalities are strict, they hold for v in place of v provided δ
is made small while ε is kept fixed, so from now on we switch to v . Since
v′′
v > 1 +O(ε) and h = cosh(
r
2 ), we get
K(∂r, Y1) < −1−O(ε) and K(∂r, Y2) = −1
4
.
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From the formula (9.1) we get
K(C,D) ≤ m(C,D, ε) := − ε5
(
(d1c2 − d2c1)2 + d21c23
)−(10.12)
(1 +O(ε))d21c
2
0 − d22c23
(
1
5 + 3c
2
23
)− 14d22c20 + 3 (|c23|+ ε) |d1d2c0c3| =
− ε5
(
(d1c2 − d2c1)2 + d21c23
)− (|d1c0|√1 +O(ε)− |d2c3|√15 + 3c223)2 −
1
4d
2
2c
2
0 + |d1d2c0c3|
(
3|c23|+ 3ε− 2
√
1 +O(ε)
√
1
5 + 3c
2
23
)
,
where 3|c23| < 2
√
1 +O(ε)
√
1
5 + 3c
2
23 so every summand in m(C,D, ε) is
nonpositive for small ε . In fact, if ε is sufficiently small and positive, then
m(C,D, ε) < 0. (Otherwise, every summand would have to vanish. In partic-
ular, |d1c0| = |d2c3|
√
1
5 + 3c
2
23 , and d2c0 = 0. The equation d2c0 = 0 would
imply that either d2 or c0 vanishes. If d2 = 0, then |d1| = 1 and c0 = 0, so
that (d1c2 − d2c1)2 + d21c23 = c21 + c22 + c23 = 1. If d2 6= 0, then c0 = 0, and
hence c3 = 0, so (d1c2 − d2c1)2 + d21c23 = c21 + c22 = 1. So in either case we get
a contradiction with the fact that every summand vanishes).
Let M1(ε) be the maximum of m(C,D, ε) over all orthonormal C,D ; by com-
pactness the maximum is attained, i.e. M1(ε) = m(C
∗,D∗, ε) for some C∗ , D∗ ,
and by the previous paragraph, m(C∗,D∗, ε) < 0, so K(C,D) ≤ M1(ε) < 0
for all C,D and all small positive ε .
Step 2. Suppose r ∈ [ρε, r−ε ] . If r is not in the σ -neighborhood of {ρε, r−ε },
then v(r) = εer and h(r) = cosh( r2), and in general v, h converge to εe
r ,
cosh( r2) in C
1 -topology as δ → 0, and furthermore by Propositions 10.2, 10.6
v′′
v ≥ 1 + O(ε) > 14 and h
′′
h > ε
6 . Then one verifies that v
h2
< 2ε and h
′
h >
ε
9
for small ε, δ . The formulas (9.2)–(9.5) give the following.
K(Y2, Y1) = K(Y3, Y1) < − ε10 ,
K(Y3, Y2) < − 14h2 < −19 ,
K(∂r, Y1) < −14 , K(∂r, Y2) < −ε6,
|〈R(∂r, Y1)Y2, Y3〉| = |c23|(2ε +O(ε2)) ≤ ε+O(ε2) < 2ε.
Thus K(C,D) is bounded above by
− ε10
(
(d1c2 − d2c1)2 + d21c23
)− 14d21c20 − ε6d22c20 − 19d22c23 + 6ε|d1d2c0c3| =
− ε10
(
(d1c2 − d2c1)2 + d21c23
)− ε6d22c20 − (12 |d1c0| − 13 |d2c3|)2 + |d1d2c0c3|(6ε − 13),
in which every summand is nonpositive. Then the argument of Step 1 gives
a function M2(ε) such that K(C,D) ≤ M2(ε) < 0 for all C,D and all small
positive ε .
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Step 3. Suppose r ∈ [mε, ρε] so that v(r) = v = εer , h = q , and h′′h > ε6 .
If r is outside the σ -neighborhood of {mε, ρε} then h = q , and on the whole
interval h converges to q in C1 -topology as δ → 0.
On the interval [mε, ρε] one computes that q
′ = ε8 + O(ε
2) and hence q′ > 0,
so that q(r) < q(ρε) = cosh(
ρε
2 ) = 1 + O(ε
2), while q′′ = 2ε6 , and therefore(
q′
q
)′
= qq
′′−(q′)2
q2 < 0, i.e.
q′
q decreases on [mε, ρε] from
3
4 to
1
2 tanh(
ρε
2 ) =
ε
8+O(ε
3), the values of q
′
q at the endpoints of [mε, ρε] . Thus if δ is small, then
h′
h ∈ ( ε9 , 45) on [mε, ρε] .
Furthermore, one computes that v
h2
= εe
r
q2 satisfies(
εer
q2
)′
= 2
εer
q2
(
1
2
− q
′
q
)
and
(
εer
q2
)′′
= 2
εer
q2
(
2
(
1
2
− q
′
q
)2
−
(
q′
q
)′)
> 0.
So the point where q
′
q =
1
2 is the global minimum of
er
q2
, and the maximum is
attained at the endpoints. We conclude that
v
h2
≤ ε ·max
{
eme
q(mε)2
,
eρε
cosh2(ρε2 )
}
= ε
eρε
cosh2(ρε2 )
< 2ε.
where the equality in the middle holds because eme < q(mε)
2 by Lemma 10.5.
Hence for small δ we have v
h2
< 2ε . In summary, for small ε, δ the above
estimates combined with formulas (9.2)–(9.5) imply the following.
K(Y2, Y1) = K(Y3, Y1) ≤ ε24 − ε9 < − ε10 ,
K(Y3, Y2) < − 14h2 < − 14 cosh2(ρε) < −
1
9 ,
K(∂r, Y1) = −1, K(∂r, Y2) ≤ −ε6,
|〈R(∂r, Y1)Y2, Y3〉| ≤ |c23|2ε(1 − ε9 ) < ε.
From the formula (9.1) we conclude that K(C,D) is bounded above by
− ε10
(
(d1c2 − d2c1)2 + d21c23
)− d21c20 − ε6d22c20 − 19d22c23 + 3ε|d1d2c0c3| =
− ε10
(
(d1c2 − d2c1)2 + d21c23
)− ε6d22c20 − (|d1c0| − 13 |d2c3|)2 + |d1d2c0c3|(3ε− 13 ),
in which every summand is nonpositive. Then the argument as in Step 1 gives
a function M3(ε) such that K(C,D) ≤ M3(ε) < 0 for all C,D and all small
positive ε .
Step 4. Suppose r ∈ [nε,mε] so that v(r) = εer , the function h′h is increasing,
h converges to h in C1 -topology as δ → 0, and furthermore, h′′h > ε6 .
The values of h
′
h
at endpoints nε,mε are
1
2 ,
3
4 , respectively. So
v′
v − h
′
h
≤ 12 .
Hence v′v − h
′
h < 1 and
h′
h >
1
3 for small δ .
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Since ln(h) is convex, the graph of ln(h) is above its tangent line at nε , i.e.
ln(h(r)) ≥ r/2, so that h(r) ≥ er/2 . It follows that v
h2
≤ εerer = ε so that
v
h2
< 2ε for small δ . The above estimates combined with formulas (9.2)–(9.5)
imply the following.
K(Y2, Y1) = K(Y3, Y1) <
ε2
4 − 13 < −14 ,
K(Y3, Y2) < −
(
h′
h
)2 ≤ −19 ,
K(∂r, Y1) = −1, K(∂r, Y2) < −ε6,
|〈R(∂r, Y1)Y2, Y3〉| ≤ |c23|2ε ≤ ε.
From the formula (9.1) we conclude that K(C,D) is bounded above by
−14
(
(d1c2 − d2c1)2 + d21c23
)− d21c20 − ε6d22c20 − 19d22c23 + 3ε|d1d2c0c3| =
−14
(
(d1c2 − d2c1)2 + d21c23
)− ε6d22c20 − (|d1c0| − 13 |d2c3|)2 + |d1d2c0c3|(3ε− 13),
in which every summand is nonpositive. Then the argument as in Step 1 gives
a function M4(ε) such that K(C,D) ≤ M4(ε) < 0 for all C,D and all small
positive ε .
Step 5. Suppose r ≤ nε so that v(r) = εer , h(r) = er/2 , the function h
converges to h in C1 -topology as δ → 0, and furthermore, h′′h > 19 . Hence
h′
h
= 12 and
v
h2
= ε implying h
′
h >
1
3 and
v
h2
< 2ε .
Plugging into formulas (9.2)–(9.5) we get the following.
K(Y2, Y1) = K(Y3, Y1) <
ε2
4 − 13 < −14 ,
K(Y3, Y2) < −
(
h′
h
)2 ≤ −19 ,
K(∂r, Y1) = −1, K(∂r, Y2) < −19 ,
|〈R(∂r, Y1)Y2, Y3〉| ≤ |c23|2ε(1 − 13 ) < ε.
From the formula (9.1) we conclude that K(C,D) is bounded above by
−14
(
(d1c2 − d2c1)2 + d21c23
)− d21c20 − 19d22c20 − 19d22c23 + 3ε|d1d2c0c3|
which is bounded above by −19 + 3ε < − 110 because |d1d2c0c3| ≤ 1 and
(d1c2 − d2c1)2 + d21c23 + d21c20 + d22c23 + d22c20 = 1,(10.13)
which completes the proof. 
Remark 10.14. By a standard argument, recorded in Section 12, the metric
λv,h constructed in Theorem 10.7 is complete.
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11. A-regular metrics of negative curvature
The metric λv,h constructed in Theorem 10.7 is not A-regular because by
definition any A-regular metric has a two-sided sectional curvature bound, so if
λv,h were A-regular, it would be negatively pinched, which is ruled out by part
(13) of Corollary 1.4. In this section we modify λv,h outside a large compact
set so that the new metric is A-regular and has negative sectional curvature,
which as we just explained cannot be bounded away from zero.
Let τε := εe
nε ; note that 0 < τε < 2ε because nε < ρε < ε . Therefore, the
parameters oε := ln(τε) and pε := 2 ln(τε) are negative, and go to −∞ as
ε→ 0, and moreover, pε < oε = ln(ε) + nε ≪ nε . Let F (r) := 12 e
r/2
τε+er/2
; this is
the derivative of ln(τε + e
r/2). Note that F ′ > 0, F ∈ (0, 12 ), and F (pε) = 14 .
Proposition 11.1. For each small ε > 0 there is a C1 function g such that
• g is positive and increasing,
• if r ≥ oε , then g coincides with the function h of Proposition 10.6, and
in particular, g(r) = er/2 for r ∈ [oε, oε + 1],
• g(r) = τε + er/2 for r ∈ (−∞, pε],
• if r ∈ [pε, oε], then g is C∞ , and g′g is increasing, and g
′
g
∈ [14 , 12 ], and
g′′
g
>
(
g′
g
)2 ≥ 116 ,
Proof. The function g is defined outside of (pε, oε) so we just need to interpolate
on this interval. Since ln(g) equals to r/2 on [oε, oε + 1], it coincides with its
tangent line l+(r) = r/2 at oε . Let l
−(r) = ln(2τε) +
1
4 (r− 2 ln(τε)), i.e. l− is
the tangent line to the graph of ln(τε + e
r/2) at the point pε = 2 ln(τε). Then
l−(pε) = l
−(2 ln(τε)) = ln(2τε) > ln(τε) = l
+(pε).
On the other hand,
l−(oε) = l
−(ln(τε)) = ln 2 +
3
4
ln(τε) <
1
2
ln(τε) = l
+(oe),
hence the lines l−, l+ intersect on the interval (pε, oε). The slope of l
− is 14
which is smaller that the slope of l+ , thus the function l := max{l−, l+} is
convex and increasing. Restricting l to [pε, oε] , we let wl be the smoothing
of l given by Proposition A.4 for some small δ . Thus wl is a C
∞ increasing
function defined on [pε, oε] and such that w
′′
l > 0, and the graphs of l , wl
touch at the points pε , oε .
Let w be the function equal to ln(τε + e
r/2) for r ≤ pε , equal to wl for
r ∈ [pε, oε] , and equal to ln(h) for r ≥ oε , where h is the function of Propo-
sition 10.6. Then w is an increasing C1 function, and the function g := ew
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is positive, increasing, C1 , and furthermore, the restrictions of g to (−∞, pε] ,
[pε, oε] , [oε,∞) are C∞ .
Finally, assume r ∈ [pε, oε] , and consider the function ewl , i.e. the restriction
of g to [pε, oε] . Certainly, (ln(g))
′′ = w′′l > 0, in other words,
g′
g
= w′l is
increasing, hence it can be estimated at the endpoints pε , oε where g equals
to τε+ e
r/2 , er/2 so that the slopes of g
′
g
at pε , oε are
1
4 ,
1
2 , respectively. Also
0 < (g
′
g
)′ = g
′′
g
− (g′
g
)2 . Hence g
′′
g
> (g
′
g
)2 ≥ F (pε)2 = 116 . 
Proposition 11.2. For each small ε > 0 and each σ ∈ (0, ε8) there is δ0 > 0,
and a C∞ function g = g(r) depending on parameters ε, σ , and δ ∈ (0, δ0)
such that
• g is positive and increasing,
• g(r) = g(r) if r is outside the σ -neighborhood of {pε, oε},
• if r is in the σ -neighborhood of [pε, oε], then g
′′
g >
1
25 ,
• if ε, σ are fixed, then g converges to g in uniform C1 topology as
δ → 0.
Proof. We let g := gδ,σ be the smoothing of g at pε , oε , given by Lemma A.1.
In particular, g is positive and increasing, g = g is outside the σ -neighborhood
of {pε, oε}, and g converges to g uniformly in C1 topology as δ → 0. Suppose
r ∈ [pε − σ, pε] . Since
(
g′
g
)′
= F ′ > 0, we get
g′′
g
>
(
g′
g
)2
= F 2 > F 2(pε − 2σ) > 1
25
for small σ . By Proposition 11.1 the same lower bound holds on [pε, oε] , i.e.
g′′
g
> F 2(pε − 2σ) > 125 for small σ . Finally, if r ∈ [on, on + σ] , then g
′′
g
= 14 >
F 2(pε − 2σ) for small σ . Thus by Lemma A.1 we have g
′′
g >
1
25 all small σ, δ ,
and r in the σ -neighborhood of [pε, oε] . 
Theorem 11.3. For any sufficiently small positive ε the metric λv,g is A-
regular, and there are positive σ, δ such that sec(λv,g) < 0.
Proof. Since the metric λv,g is smooth, it is A-regular on any compact subset,
hence we can assume that r ≤ pn − σ so that v = εer and g = τε + er/2 .
Denote Y0 := ∂r . Arguing by induction on k , we shall show that for each
integer k ≥ 0 the components of ∇kR in the frame {Y0, Y1, . . . , Y2n−1} are
bounded functions of r that have bounded derivatives with respect to r .
Assume first that k = 0. The components of (4, 0)-curvature tensor R are sums
of sectional curvatures [Jos02, Lemma 3.3.3], while by (9.1), (9.8) the sectional
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curvature of any plane is a linear combination with constant coefficients of
terms in (9.2)–(9.5). Furthermore, and this is really the key point, the terms in
(9.2)–(9.5) as well as their derivatives by r are obtained from the bounded (!)
functions 1g and F by taking products, sums, and multiplying by real numbers;
indeed we have:
v′
v
= 1 =
v′′
v
and
g′
g
= F and F ′ =
F
2
− F 2
g′′
g
=
F
2
and
v
g2
= 4εF 2 and
(
1
g2
)′
= −2 F
g2
.
It follows that the components of R and their derivatives are linear combi-
nations of terms that are products of the functions 1g and F , and hence are
constant on any r -tube and bounded in r .
For the induction step, we fix k and let S := ∇kR . The components of the
tensor ∇S are
Yi0(S(Yi1 , . . . , Yil))−
l∑
k=1
S(Yi1 , . . . , Yik+1 ,∇Yi0Yik , Yik+1 . . . , Yil)(11.4)
As discussed in [Bel, Appendix C], it follows from [BW04, Section 6] that
∇∂r∂r = 0 = ∇∂rYk for k ≥ 1,
∇Yi∂r = g
′
g Yi = FYi for i > 1,
∇Y1∂r = v
′
v Y1 = Y1
By Section 4 one has [Yi, Yj ] = cij
v
h2
Y1 for i, j > 1, and [Yi, Y1] = 0 (at
the point z where we compute the curvature). Plugging this into Koszul’s
formula [Bel, Appendix C] we compute ∇YkYl as follows:
∇Y1Y1 = − v
′
v ∂r = −∂r, and ∇YiYi = − g
′
g ∂r if i > 1,
∇YiYj = cij v2g2Y1 if i, j > 1 are distinct.
So if Yi0 = ∂r , then the induction hypothesis implies that the component
(11.4) is bounded, being a linear combination with bounded coefficients of terms
S(Yi1 , . . . , Yil) or their derivatives.
If Yi0 6= ∂r , then by induction hypothesis S(Yi1 , . . . , Yil) is constant on r -tubes,
so Yi0(S(Yi1 , . . . , Yil)) = 0, and again the remaining terms are bounded by the
induction hypothesis.
Thus the metric λv,g is A-regular. Next we show that sec(λv,g) < 0 following
the pattern of the proof of Theorem 10.7. We only consider the generic case
with the curvature given by (9.1); the non-generic case is even easier because
the mixed term in not present in (9.8).
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Step 1. Suppose r ∈ [oε, oε + σ] so that v(r) = εer and g(r) = er/2 and g
converges to g in C1 -topology as δ → 0, and furthermore, g′′g > 125 for small
σ . Hence g
′
g
= 12 and
v
g2
= ε implying g
′
g >
1
3 and
v
g2
< 2ε .
Plugging into formulas (9.2)–(9.5) we get the following:
K(Y2, Y1) = K(Y3, Y1) <
ε2
4 − 13 < −14 ,
K(Y3, Y2) < −
(
g′
g
)2
≤ −19 ,
K(∂r, Y1) = −1, K(∂r, Y2) < − 125 ,
|〈R(∂r, Y1)Y2, Y3〉| ≤ |c23|2ε(1 − 13 ) < ε,
and we finish as in Step 5 of Theorem 10.7.
Step 2. Suppose r ∈ [pε − σ, oε] so that v(r) = εer and g′g in increasing, and
g converges to g in C1 -topology as δ → 0, and also g′′g > 125 for small δ . As
g′
g
> F (pn − σ) > 15 for small σ , we get g
′
g >
1
5 and
v′
v − g
′
g <
4
5 for small δ, σ .
Since (ln(g))′′ > 0 on [−∞, pε] and [pε, oε] , Lemma A.2, implies that ln(g) is
strictly convex on [pε−σ, oε] , hence the graph of ln(g) is above its tangent line
at oε , i.e. ln(g(r)) ≥ r/2, so that g(r) ≥ er/2 . It follows that vg2 ≤ εe
r
er = ε
so that vg2 < 2ε for small δ . The above estimates combined with formulas
(9.2)–(9.5) imply the following:
K(Y2, Y1) = K(Y3, Y1) <
ε2
4 − 15 < −16 ,
K(Y3, Y2) < −
(
g′
g
)2
< − 125 ,
K(∂r, Y1) = −1, K(∂r, Y2) < − 125 ,
|〈R(∂r, Y1)Y2, Y3〉| ≤ |c23|2ε45 < ε,
and we finish as in Step 5 of Theorem 10.7.
Step 3. Suppose r ≤ pε−σ so that v(r) = εer and g = τε+er/2 . We compute
that g
′
g = F , and
v
g2
= 4εF 2 , and g
′′
g = F/2, and deduce the following:
K(Y2, Y1) = K(Y3, Y1) = ε
2F 4 − F < F (ε2 − 1) < −F2 ,
K(Y3, Y2) < −
(
g′
g
)
= −F 2
K(∂r, Y1) = −1, K(∂r, Y2) = −F2 ,
|〈R(∂r, Y1)Y2, Y3〉| < |c23|4εF 2 ≤ 2εF 2.
Thus K(C,D) + F2
(
(d1c2 − d2c1)2 + d21c23
)
+ F2 d
2
2c
2
0 is bounded above by
−d21c20 − F 2d22c23 + 6εF 2|d1d2c0c3| =
−(|d1c0| − F |d2c3|)2 + |d1d2c0c3|F (6εF − 2),
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in which every summand is nonpositive. Then the argument of Step 5 of
Theorem 10.7 gives a function M(ε, r) with K(C,D) ≤ M(ε, r) < 0 for all
C,D , where M(ε, r) → 0 as r → −∞ because e.g. K(∂r, Y2) = −F2 → 0 as
r→ −∞ . 
12. Proof of Theorem 1.1
Let U be the intersection of M \ S and a small tubular neighborhood of S
To prove (iii), equip each component of U with the negatively curved A-regular
metric given by Theorem 11.3. By construction the metric extends the complex
hyperbolic metric on M \U , and it is clearly negatively curved and A-regular,
because so is the complex hyperbolic metric. The metric has finite volume
by [Bel, Remark 3.3], and is complete because outside some compact set it has
the form (I × F, dr2 + gr), where I = [a,∞), and F is compact, namely a
circle bundle over a closed complex hyperbolic manifold. Completeness can be
checked outside a compact set, and (I × F, dr2 + gr) is complete as the total
space of Riemannian submersion with compact fiber and complete base.
To prove (i), equip each component of U with the negatively curved metric given
by Theorem 10.7. By construction the metric extends the complex hyperbolic
metric on M \ U , and its sectional curvature is clearly bounded above by a
negative constant. The metric has finite volume by [Bel, Remark 3.3], and is
complete by the previous paragraph.
This metric will be used in proving (ii). Each end of M \ S has a cusp neigh-
borhood E which by definition means that E admits a Riemannian submersion
onto (−∞, 0], and there exists a constant K such that the “holonomy” diffeo-
morphism ht from the fiber over {0} to the fiber over {t} is K -Lipschitz for
each t . (Indeed, each end of M \S corresponding to a cusp of M has a neigh-
borhood with warped product metric dr2+fr where fr is an almost flat metric
on the cusp cross-section, and the “holonomy” diffeomorphism ht is 1-Lipschitz
by exponential convergence of geodesics. Each end of M \ S that approaches
S has a neighborhood with metric dr2 + v2dθ2 + h2kn−1 . In either case the
r -coordinate projection is a Riemannian submersion with compact fibers, and
ht is 1-Lipschitz as v, h are increasing.) Then by [Bel, Theorem 4.2] the group
pi1(M \S) is hyperbolic relative to the fundamental groups of the ends of M \S .
13. Proof of Corollary 1.4
Most of the assertions are proved verbatim as in [Bel, Theorem 1.1] with the
following exceptions.
(4) The claim follows from Theorem 1.1 and the Dehn Surgery Theorem for rel-
atively hyperbolic groups [Osi07] (cf. [GM08]) provided all peripheral subgroups
COMPLEX HYPERBOLIC HYPERPLANE COMPLEMENTS 31
are fully residually hyperbolic, i.e. if H is peripheral, then for any finite subset
F ⊂ H there is a homomorphism of H onto a non-elementary hyperbolic group
that is injective on F . Finitely virtually nilpotent subgroups are residually fi-
nite, hence fully residually hyperbolic. Thus we can assume that H maps onto
a non-elementary hyperbolic group with infinite cyclic kernel. Let z generate
the kernel. It suffices to check that any finite subset F is mapped injectively
into H/〈zn〉 for some n , because the latter group is finite-by-hyperbolic, and
hence hyperbolic. If not, then for any n there exist distinct sn, s
′
n ∈ S that
get identified in Qn . Since 〈zn〉 is the kernel, sn, s′n we have s′n = snznkn for
some integer kn 6= 0. But S is finite, so only finitely many elements of 〈zn〉
are obtained this way, i.e. nkn is a bounded sequence, which forces kn = 0 for
large n and gives a contradiction.
(5) A group satisfies the Strong Tits Alternative if any subgroup either contains
a nonabelian free group or is virtually abelian. Tukia [Tuk94] proved the fol-
lowing Tits Alternative for relatively hyperbolic groups: a subgroup that does
not contain a non-abelian free subgroup is either finite, or virtually-Z , or lies
in a peripheral subgroup. Thus it suffices to check the Strong Tits alternative
for the peripheral subgroups. If M is compact, this is proved in [Bel, Theo-
rem 1.1(6)], while if M is noncompact, then there exists a virtually nilpotent
peripheral subgroup that is not virtually abelian.
(6) According to [Reb01] a relatively hyperbolic group is biautomatic provided
its peripheral subgroups are biautomatic. Virtually central extensions of hy-
perbolic groups are biautomatic [NR97]. Polycyclic subgroups of a biautomatic
group is virtually abelian [GS91b], and in particular this applies to finitely
generated nilpotent groups, so we have to assume M is compact.
(8) pi1(N) is not CAT (0) even when M is compact because centralizers need
not virtually split (and for the same reason pi1(N) does not act by semisimple
isometries on a CAT (0) space) [BH99, Theorem 1.1 (iv), page 439]. Indeed,
consider any peripheral subgroup H that is an extension with hyperbolic quo-
tient and infinite cyclic kernel generated by z . Since H is peripheral, the
centralizer of z in pi1(N) lies in H , and hence coincides with H . If the exten-
sion virtually splits, then the circle bundle would have the zero real first Chern
class because if it were nonzero it would not vanish in a finite cover, so this
possibility is ruled out by the following.
Lemma 13.1. If S is a compact totally geodesic complex (n− 1)-submanifold
of a complete complex hyperbolic n-manifold M , then the first Chern class of
the normal bundle ν of S in M is nontrivial in real cohomology.
Proof. To see that the circle bundle has nonzero real first Chern class, look at
the normal bundle ν of S in M and note that by Whitney sum formula c1(ν)
is the difference between first Chern classes of i#TM and TS where i : S →M
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is the inclusion. But 2pic1 is represented by the Ricci form [Bes87, 2.75], which
equals to −n+12 -multiple of the Ka¨hler form [KN96, Remark after Theorem
IX.7.5] of the complex hyperbolic metric. Since S , M are complex hyperbolic,
the Ka¨hler form of M restricts to the Ka¨hler form of S . One then computes
that 2pic1(ν) is represented by −12 -multiple of the Ka¨hler form of S . Since S
is compact, the Ka¨hler class is nontrivial. 
(15) Farb [Far98] (see also [Osi06]) proved that a relatively hyperbolic group
has solvable word problem, provided each peripheral subgroup has solvable
word problem. Bumagin [Bum04] proved the same for the conjugacy prob-
lem. Virtually central extensions of hyperbolic groups are biautomatic [NR97],
in particular, they have solvable word problem, and also solvable conjugacy
problem [GS91a]. Finitely generated virtually nilpotent groups are polycyclic-
by-finite, and hence they are conjugacy separable [Rem69, For76], which implies
that they have solvable conjugacy problem [Mos66]. Finally, polycyclic-by-finite
groups have solvable word problem because the property of having solvable
word problem is preserved under extensions of finitely presented groups [Mil92,
Lemma 4.7].
Appendix A. Bending and smoothing convex functions
This paper relies on delicate warped product constructions, and I find it worth-
while to summarize some elementary results on bending and smoothing convex
functions.
To avoid confusion we note that in this paper a function f is called strictly
convex if f(tx+(1− t)y) < tf(x)+ (1− t)f(y) for all x 6= y and t ∈ (0, 1). For
example, if f ′′ > 0 everywhere, then f is strictly convex, while the converse is
not true: near x = 0 the function f(x) = x + x4 is increasing strictly convex,
yet f ′′(0) = 0. Similarly, f is called strictly concave if −f is strictly convex.
Lemma A.1 modifies an argument of Ghomi [Gho02] by keeping track of the
first and second derivative of the smoothing.
Lemma A.1. Suppose that f : [a, b] → R is a positive continuous function
such that for some c ∈ (a, b) the restrictions of f to [a, c], [c, b] are C2 with
f ′′ > k , and f ′(c−) ≤ f ′(c+). Then
(1) for each small δ, σ > 0 there is a C2 function fδ,σ : [a, b]→ R that coincides
with f outside the σ -neighborhood of c, and satisfies f ′′δ,σ > k on [a, b].
(2) if f is C l with 0 ≤ l ≤ ∞ near x ∈ [a, b], then fδ,σ is C l near x, and fδ,σ
converges to f in the uniform C l -topology near x as δ → 0. If f is C∞ away
from c, then fδ,σ is C
∞ on [a, b].
(3) If f is increasing and δ is small enough, then f ′δ,σ > 0.
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Proof. Let φδ : R → [0, 1] be a smooth (bump) function with support within
(−δ, δ), and such that φδ = 1 on [−δ/2, δ/2]. We use the following notations:
θδ :=
φδ∫
R
φδ
and gθδ (x) :=
∫
R
g(x − y)θδ(y)dy =
∫
R
θδ(x− y)g(y)dy.
It is well known (see e.g. [Hir94, Theorem 2.3]) that gθδ is C
∞ , and if g is
Cm with 0 ≤ m ≤ ∞ , then gθδ converges to g in the uniform Cm -topology on
[a, b] as δ → 0; also if m ≥ 2, then convolution and differentiation commute,
so the m-th derivative of gθδ satisfies (gθδ )
(m) = (g(m))θδ .
Consider
fδ,σ(x) := fθδθδ(x)φσ(c− x) + f(x)(1− φσ(c− x)),
where fθδθδ is the convolution of f , θδ , and θδ . Note that the order in which
we convolve is irrelevant because the operation is commutative and associative.
Thus if f is C l with 0 ≤ l ≤ ∞ near x ∈ [a, b] , then fδ,σ is C l near x , and
fδ,σ converges to f in the uniform C
l -topology near x as δ → 0. Note that
fδ,σ = f when |x− c| > σ , and fδ,σ = fθδθδ when |x− c| < σ/2, in particular,
if f is C∞ away from c , then fδ,σ is C
∞ everywhere, which proves (2).
Convolution with any nonnegative function preserves increasing functions, hence
if f is increasing, then so are fθδ , fθδθδ . Thus f
′
δ,σ either equals to f
′
θδθδ
> 0,
or converges to f ′ > 0 in C1 topology as δ → 0, hence (3) is proved.
Since fδ,σ(x) converges to f in C
2 topology outside the σ/4-neighborhood
of c , as δ → 0, we know that f ′′δ (x) > k for small δ and |x − c| > σ/4.
Since fδ,σ = fθδθδ for |x − c| < σ/2, it remains to show that f ′′θδθδ > k .
To this end, let q(x) := f(x) − k (x−c)22 . Since f ′′ > k on [a, c] , [c, b] , re-
spectively, the restrictions of q to [a, c] and [c, b] satisfies q′′ > 0. Also
q′(c−) = f
′(c−) ≤ f ′(c+) = q′(c+), so by Lemma A.2, q is strictly convex
on [a, b] , hence Lemma A.3 implies that q′′θδθδ > 0 on [a, b] , but
q′′θδθδ = f
′′
θδθδ
−
(
k
(x− c)2
2
)′′
θδθδ
= f ′′θδθδ − k,
proving (1). 
Lemma A.2. If a1 < c < a2 , and if f1, f2 are two strictly convex C
1 functions
defined on [a1, c], [c, a2] respectively such that f1(c) = f2(c), and f
′
1(c−) ≤
f ′2(c+), then the function f : [a1, a2] → R that equals to f1 on [a1, c], and to
f2 on [c, a2] is strictly convex.
Proof. Take b1 ∈ [a1, c), b2 ∈ (c, a2] , and show that the line segment [b1, b2]
lies above the graph of f . Let λi be the line through f(bi), f(c), and Li be the
tangent line to the graph of fi at c . Since f1 is strictly convex, λ1 > f1 > L1
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on [a1, c) so the slope of λ1 is less than the slope of L1 , which equals to f
′
1(c−).
Similarly, strict convexity of f2 implies that λ2 > f2 > L2 on (c, a2] , so the
slope of λ2 is greater than the slope of L2 which equals to f
′
2(c+). Since
f ′1(c−) ≤ f ′2(c+), the slope of λ1 is less than the slope of λ2 , and hence the
function λ = max{λ1, λ2} is strictly convex. Hence [b1, b2] lies above the graph
of λ but strict convexity of f1, f2 implies that f ≤ λ , so [b1, b2] lies above the
graph of f . 
Lemma A.3. If f is strictly convex, then f ′′θδθτ > 0.
Proof. Convolution with any nonnegative function preserves strict convexity, so
fθδ , fθδθτ are strictly convex. Differentiating under the integral sign, we get
that f ′′θδθτ is the convolution of nonnegative smooth functions f
′′
θδ
and θτ . So if
f ′′θδθδ(x) = 0, then f
′′
θδ
(x−y) must vanish wherever θδ(y) is nonzero, so f ′′θδ = 0
on a neighborhood of x . It follows that fθδ is affine near x , which contradicts
the strict convexity of fθδ . 
The following modification of Lemma A.1 is useful.
Proposition A.4. Given real numbers k, a1, c, a2 with a1 < c < a2 , let
f1 : [a1, c] → R and f2 : [c, a2] → R be C2 functions satisfying f ′′i ≥ k ,
f1(c) = f2(c) and f
′
1(c) < f
′
2(c). If f : [a1, a2] → R denotes the (continu-
ous) function satisfying f = f1 on [a1, c] and f = f2 on [c, a2], then for any
small δ > 0 there exists a C2 function fδ : [a1, a2]→ R such that
(1) f ′′δ > k
(2) fδ = f and f
′
δ = f
′ at the points a1, a2 ,
(3) if f is increasing, then f ′δ > 0
(4) If f is C l on [a1, a2] for some integer l ∈ [0,∞], then fδ is C l on [a1, a2],
and fδ converges to f in the C
l -topology on [a1, a2] as δ → 0.
Proof. Consider the functions
F1,δ(r) = f1(r) + δ(r − a1)2, F2,δ(r) = f2(r) + δ(r − a2)2 (c− a1)
2
(c− a2)2
defined on domains of f1, f2 , respectively. For each i the function Fi,δ(r)
converges to fi in uniform C
1 topology on the domain of fi , as δ → 0, and
furthermore, F ′′i,δ > k for small δ , and Fi,δ−fi and F ′i,δ−f ′i vanish at ai . Also
F1,δ(c) = F2,δ(c), and F
′
1,δ(c) < F
′
2,δ(c) for small δ . Let Fδ be the (continuous)
function satisfying Fδ = Fi,δ on the domain of fi . Applying Lemma A.1 to
smooth Fδ near c , we get a function fδ with required properties. 
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Appendix B. Curvature of warped product metrics
In this appendix we review some formulas for the curvature tensor of a multiply-
warped product metric dr2 + gr on I × F that were worked out in [BW04,
Section 6], and corrected in [Bel].
The computation in [BW04, Section 6]) works provided at each point w of
F there is a basis of vector fields {Xi} on a neighborhood Uw ⊂ F that is
gr -orthogonal for each r . We fix one such a basis for each w . Let hi(r) =√
gr(Xi,Xi) so that Yi = Xi/hi form a gr -orthonormal basis on Uw for any
r > 0. Since Xi 6= 0 and gr is nondegenerate, hi > 0
To simplify some of the formulas below we denote g(X,Y ) by 〈X,Y 〉 , denote
the vector field ∂∂r by ∂r , and reserve the notation
∂
∂rT for the partial derivative
of the function T with respect to r .
A straightforward tedious computation (done e.g. in [BW04, Section 6]) yields
the following.
〈Rg(Yi, Yj)Yj, Yi〉 = 〈Rgr(Yi, Yj)Yj , Yi〉 −
h′ih
′
j
hihj
,(B.1)
〈Rg(Yi, Yj)Yl, Ym〉 = 〈Rgr(Yi, Yj)Yl, Ym〉 if {i, j} 6= {l,m},(B.2)
〈Rg(Yi, ∂r)∂r), Yi〉 = −h
′′
i
hi
, 〈Rg(Yi, ∂r)∂r), Yj〉 = 0 if i 6= j.(B.3)
The following mixed term is by far the most complicated and is usually the
hardest to control: by [Bel, Appendix C] 2〈Rg(∂r, Yi)Yj , Yk〉 equals to
〈[Yi, Yj], Yk〉
(
ln
hk
hj
)′
+ 〈[Yk, Yi], Yj〉
(
ln
hj
hk
)′
+ 〈[Yk, Yj ], Yi〉
(
ln
h2i
hjhk
)′
.
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