To promote Bio-Energy with Carbon dioxide Capture and Storage (BECCS), which aims to replace fossil fuels with bio energy and store carbon underground, and Reducing Emissions from Deforestation and forest Degradation (REDD+), which aims to reduce the carbon emissions produced by forest degradation, it is important to build forest management plans based on the scientific prediction of forest dynamics. For Measurement, Reporting and Verification (MRV) at an individual tree level, it is expected that techniques will be developed to support forest management via the effective monitoring of changes to individual trees. In this study, an end-to-end process was developed: (1) detecting individual trees from Unmanned Aerial Vehicle (UAV) derived digital images; (2) estimating the stand structure from crown images; (3) visualizing future carbon dynamics using a forest ecosystem process model. This process could detect 93.4% of individual trees, successfully classified two species using Convolutional Neural Network (CNN) with 83.6% accuracy and evaluated future ecosystem carbon dynamics and the source-sink balance using individual based model FORMIND. Further ideas for improving the sub-process of the end to end process were discussed. This process is expected to contribute to activities concerned with carbon management such as designing smart utilization for biomass resources and projecting scenarios for the sustainable use of ecosystem services.
Introduction

Forest Carbon Management
The Paris agreement adopted in 2015 decided to limit the temperature increase to 2 degrees Celsius above pre-industrial levels as the long-term target [1] . However, the special report in 2018 demonstrated the possibility of 1.5 • C temperature increases of by 2030, which suggests that extreme measures are required to reduce the greenhouse gas produced globally [2] . Both the effort in reducing GHG emissions, the expansion of activities to enhance the number of carbon sinks such as controlling the amount absorbed by forests and farmland soils, and the promotion of urban greening are mentioned as critical issues in achieving the targets for reduction. Sustainable forest management is therefore a global issue [1] . For example, Reduced Emissions from Deforestation and forest Degradation (REDD+) agreed with the United Nations Framework Convention on Climate Change and evaluates efforts to avoid forest degradation and deforestation and to increase forest carbon stocks by comparison with the reference level estimated from past trends in emissions [3] . Carbon emissions from deforestation and forest degradation in the tropics amounts to 2.9 PgC y −1 , which corresponds to 38% of the carbon emissions produced by burning fossil fuels during the period 1990-2007. The carbon sink made up of tropical forest accounts for 1.6 PgC and 1.3 PgC y −1 of emissions from the viewpoint of carbon balance [4] . Conversely, most of the forests in Europe are managed and the temperate forests in Europe sequester 6.6 t of carbon annually, namely 363 TgC/a −1 of forest per year, corresponding to approximately 20% of the carbon emissions produced in 1995. Thus, methods for vegetation observation that respond to short-term changes in the use of land are required worldwide [5, 6] .
Since woody biomass is thought to be carbon neutral, using energy derived from woody biomass as a substitute for fossil fuel can reduce the amount of carbon dioxide emissions produced by fossil fuels. Bio-Energy with Carbon Capture and Sequestration (BECCS) is a technology that was developed for removing carbon from the atmosphere by fixing carbon generated by the burning of woody biomass in the ground and 20 BECCS projects have been conducted globally, predominantly in North America and Europe [7, 8] . BECCS is a very hopeful technology for achieving Negative Net Emissions. Sustainable forest management is an important global issue from two perspectives: Control of the sources of carbon emissions and carbon sinks, and substitution for fossil fuels by utilization of the energy produced using woody biomass [9] .
Forest Monitoring
For the sustainable management of forests, the use of Measurement, Reporting and Verification (MRV) for the observation of changes in land use and forest dynamics such as forest structure and tree type are important elements. In recent years much attention has been given to using MRV methods together with remote sensing technology [10] [11] [12] [13] [14] [15] [16] . Satellite images from Moderate Resolution Imaging Spectroradiometer (MODIS) aboard the Terra and Aqua satellites [17] , Landsat images [18] and Advanced Very High Resolution Radiometer (AVHRR) from the NOAA [19] have been used to investigate the forest inventory at the country/region level with a 20 m −1 km resolution for many years on a global scale. However, while this level of resolution can be used to estimate forest biomass and study vegetation classification (types of biome) and changes in forest coverage rate on a global level, the spatial resolution is too coarse to detect changes in the state of a forest using single trees as a unit for forest management at the field level [20] [21] [22] [23] .
However, there are high resolution methods using optical sensors, aerial photography, and active sensors such as Light Detection and Ranging (LiDAR) [24, 25] . It is currently possible to rapidly acquire high-resolution three-dimensional point cloud data by using LiDAR and Unmanned Aerial Vehicles (UAVs). This method is an effective technology for the evaluation and management of forests since the airborne LiDAR can acquire a wide range of high resolution data [26] . In addition, the use of the information acquired by LiDAR for forest surveys is expanding because many datasets concerning forests have been collected and the technology for analyzing point cloud data is advanced [27] [28] [29] [30] . With the increase in the use of UAVs and the improvement in data processing technology, it is now possible to investigate the forest structure in several hectares [30] . The use of UAVs is now relatively inexpensive compared to the use of manned aircraft, and frequent surveys are therefore easily possible. UAVs can fly on pre-programmed routes and it is possible to obtain very high resolution forest data without cloud cover by flying at a lower altitude [31] .
Forest Structure Estimation
Vegetation surveys uses vegetation indices (mainly Normalized Difference Vegetation Index; NDVI) calculated based on two-dimensional spectral information with a 20-60 m resolution acquired by satellites. Seasonal changes of vegetation and tree species composition can be estimated using the vegetation indices [32, 33] . It became possible to estimate the structural characteristics of forests such as tree height from 3D point cloud data restored from digital images and laser reflection using LiDAR and digital images. Tree height models such as the Canopy Height Model (CHM) are widely used to analyze 3D point cloud data. Much research has been carried out concerning forest structure, such as the classification of tree species using tree top and crown shape detected by CHM analysis, tree volume estimation using tree properties such as Diameter at Breast Height (DBH), and tree height. [34] [35] [36] [37] . Machine learning is the current mainstream classification method for application to the identification of tree species. When using conventional machine learning methods such as Support Vector Machine (SVM) and Random Forest (RF), it is necessary to empirically design the features concerning the target spectrum information and the shape of the object. However, Deep Learning (DL) technology, which has been rapidly developed over recent years, does not require the design of feature selection, so it can be used for classification without reducing the amount of information contained in an image that is caused by human heuristics. Applications using DL technology are therefore increasing, and high classification rates are expected, even for classification from digital images [38] .
Forest Ecosystem Simulation
In forest management, predicting and managing the dynamics of the above-ground biomass in the future is an important issue. The use of ecosystem models that combine ground surveys and remote sensing is promising for use in forest management [10] . Dynamic Global Vegetation Models (DGVMs) can simulate the temporal variations in biome and biomass at a regional scale and can estimate changes in biomass corresponding to the input of climatic variables [39] . However, DGVMs have a resolution greater than 10 km, so higher-resolution stand-level volume estimation is required to support forestry on a scale that can protect growing forests. Ecosystem models with a high spatial resolution in the order of meters, such as FORMIND, SEIB-DGVM, and SILVA [40] [41] [42] , are used for single-tree scale simulations that are useful for decision-making in the management of forest sites. However, since these models have a high temp-spatial resolution, it is necessary to collect and input both tree species and the DBH of a single tree unit and detailed physiological parameters for each tree species, meaning that information at a resolution greater than that provided by satellite data is needed for running models. When collecting information on the scale of single trees over an entire forest area by ground measurement, the cost becomes extremely high. In order to complement detailed ground level surveys, high resolution 3D point cloud data based on LiDAR are considered to be effective for surveying a wide range of forests [39, 43] .
Objectives of This Study
It is therefore highly desirable to develop an analytical process that seamlessly connects the understanding of high-resolution forest structure and the future forecasts of forest dynamics to support forest management in the field. Therefore, the purpose of this research is to develop an end-to-end process that enables the connection of the three processes seamlessly by combining digital images acquired by UAV and limited data from ground surveys: (1) The detection of individual trees via 3D point cloud data processing, (2) the estimation of forest structure via the use of empirical models and deep learning technology, (3) the prediction of future carbon dynamics. Figure 1 shows location of study sites. Two study sites were selected for the purpose of checking the applicability of the proposed end-to-end processes without depending on regional characteristics. Two study sites were located in Gifu prefecture, in the center of Japan (Figure 1a ,b). The first study site (Site 1, 36.01 • N, 137.37 • E) is an artificial forest composed of conifers, which covers 0.81 ha, has an altitude of approximately 1000 m, and belongs to Takayama city in the northern part of Gifu prefecture (Figure 1c ). The second study site (Site 2, 35.64 • N, 137.48 • E) is a 0.96 ha coniferous plantation at approximately 680 m above sea level which belongs to Nakatsugawa city in the southern part of Gifu prefecture (Figure 1d ). The two sites are primarily composed of two species of tree; cypress (Japanese cypress, Chamaecyparis obtusa (Sieb. et Zucc.) Endl.) and cedar (Japanese cedar, Cryptomeria japonica (L. f.) D. Don). The dominant tree species is cypress at Site 1, and cedar at Site 2. The average age of the stands is 103 years in Site 1 and 47 years in Site 2. These study sites were selected because the forests that include these sites have been intensively thinned, rendering it feasible to accurately analyze the performance of the end to end process for this study. The climate in the two study areas is humid subtropical, and hot and rainy in summer. The average rainfall is 1699.5 mm at Site 1 and 1746.8 mm at Site 2. The average temperature is −1.4 • C (Site 1), and 1.0 • C (Site 2) in January which is the coldest month; and 24.1 • C (Site 1), and 25.3 • C (Site 2) in August, the warmest month in the region. When taking the elevations of the two study areas into consideration, it is estimated that the temperature in the coldest month at Site 1 and Site 2 are −7.4 • C and −3.1 • C, and the temperature of the warmest month is approximately 18.1 • C (Site 1), and 21.2 • C (Site 2) respectively. For this study, aerial photography using an UAV was performed at Site 1 on 21 September 2016, and at Site 2 on 31 August 2017. Figure 2 shows an overview of the end-to-end process developed in this study. The numbers in the flowchart correspond to the section numbers described in the text, and the details of each compartment are shown below. 
Methodology
Data Collection
3D Point Cloud Data Generation
From the aerial photography of the two target sites by UAV, 129 images of Site 1 and 152 images of Site 2 were acquired. 3D point cloud data was created for these images using the Structure from Motion (SfM) processing software (Photoscan Professional ver. 1.2.6, developed by Agisoft [44] ). Table 1 shows the settings for taking and processing the data with the Photoscan software.
A DJI Phantom 3 Professional camera with 12 M pixels and a lens with a focal length of 20 mm (35 mm format equivalent) were used on the UAV for the survey of Site 1, and a DJI Phantom 4 Pro camera with 20 M pixels and a lens with a focal length of 24 mm (35 mm format equivalent) was used for the survey of Site 2. We used the Map Pilot for DJI software (developed by Drones Made Easy [45] ) for the UAV auto-pilot. 
Data Collection
3D Point Cloud Data Generation
From the aerial photography of the two target sites by UAV, 129 images of Site 1 and 152 images of Site 2 were acquired. 3D point cloud data was created for these images using the Structure from Motion (SfM) processing software (Photoscan Professional ver. 1.2.6, developed by Agisoft [44] ). Table 1 shows the settings for taking and processing the data with the Photoscan software. [45] ) for the UAV auto-pilot.
Tuning and Validation Data Sampling
The DBH, coordinates, tree species, and tree height were measured for trees with a DBH of 0.05 m or more to collect data for the tuning and validation of the processes in Sections 2.2 and 2.3 as described later in the text. The diameter (ACE) was used to measure the DBH, and a tree height pole (Senshin Kogyo, SK reverse scale inspection pole, AT-15) and laser ranging equipment (Nikon, Laser 550AS) were used for measurement of the tree height. The field survey was conducted at Site 1 on 1 November 2016, and at Site 2 from 31 October to 1 November 2017.
Procedure of Individual Tree Detection
CHM Estimation
Estimations of the tree and canopy heights were frequently performed for the creation of 3D point cloud data (Section 2.1.1) to ascertain the structure of the forest [46] [47] [48] [49] [50] . Tree height and canopy height are the basic properties that indicate the structure of a forest, and are important variables used for the estimation of other properties of forest structure such as the volume of timber and biomass [51] . Since this study estimates the height of single trees situated in coniferous forests on sloping mountains, it is necessary to estimate the CHM from the difference between the Digital Surface Model (DSM) and the Digital Terrain Model (DTM), as demonstrated in Equation (1):
where, i represents the index of the grid cell. The CHM was estimated from 3D point cloud data using the point cloud processing software FUSION (USDA Forest Service) [52] and ArcGIS ver.10.4.1 (ESRI) [53] . The detailed procedure was described with the applied software functions. First, the points that were candidates for designation as ground surface points were extracted from the 3D point cloud data, and were re-gridded onto grid cells with a resolution of 1.0 m. The height of the lowest point in each grid cell was extracted as the ground surface height for the grid cell (FUSION: ground filter function). However, it is well known that these points often contain errors and the surfaces of tree-crowns are often mistaken for the ground surface during the process of creating the 3D point cloud data. Therefore, grid cells with a resolution of 1.0 m were re-gridded onto grid cells with a resolution of 0.5 m, the height of each grid cell was estimated by extrapolation, and outliers were removed by spike processing. A smoothing function was then applied using the median filter to estimate the DTM (FUSION: GridSurfaceCreate function). Since the accuracy in the estimation of the DTM depends on the size of the median filter the size of the filter was determined via exploration. Finally, the DTM was re-gridded onto a grid cell with a 0.1 m resolution by extrapolation and the highest point within the grid cell, i, was set as the DSM of the grid cell i. The tree height model CHM in grid cell i was then determined from the difference between the DSM and the DTM (FUSION: CanopyModel function).
Tree Top Detection
The CHM created in Section 2.2.1 is usually used for various purposes such as tree top detection, crown shape visualization, and the estimation of tree volume [34] [35] [36] [37] . Many other methods have been applied to tree top and crown extraction using CHM. Examples include local maxima detection algorithms for tree top extraction, the valley following method, the region growing method, the concave hull method, and the watershed method for tree canopy segmentation and drawing [31, [54] [55] [56] [57] . The method detecting the maximum value is thought to be suitable for this study because conifers such as cedar and cypress have a conelike shape and the difference between the apex height and height of the periphery part is clear. rLiDAR ver. 0.0.1 [58] was used to analyze and visualize the LiDAR datasets in this study. The detailed operations are described below, together with the software functions that were used.
Tree tops were automatically detected using the CHM and the Local maxima method (rLiDAR: FindTreesCHM function). This function is based on the local maximum search method and detects treetops by sequentially searching the moving window in the CHM by using a fixed tree top window size, the Fixed Window Size (FWS) in the CHM. In order to find the optimal number of treetops, the number of treetops was searched for after smoothing the CHM with a Gaussian filter (rLiDAR: FindTrees CHM function, CHMs smoothing function). The optimal FWS was then determined by changing the FWS from 3 × 3 to 33 × 33 in 2 pixel steps and detecting the elbow points.
Tree Crown Segmentation
Next, a new crown segmentation function based on the watershed method was introduced. The crown segmentation function that was originally implemented in rLiDAR was based on a centroid Voronoi approach (rLiDAR: ForestCAS function). Gravity Voronoi segmentation is a method based on the distance between target points and the target points in this research was the treetops. When Gravity Voronoi segmentation is used, it is possible to separate tree crowns by taking into consideration the positional relationship of the treetops, but it is not possible to determine the size of a tree crown by considering different tree heights according to tree growth stage. The watershed method was therefore used in this study to consider the difference in the height of each tree in addition to the distance between treetops. The threshold for the lowest tree height was set at 8.0 m in order to avoid the misdetection of forest undergrowth and rocks as trees. In addition, the threshold for maximum crown radius was set at 5.0 m, according to the empirical information collected during the field survey, and the CHM was divided into individual crowns by the function using the watershed method (cf. rLiDAR: ForestCAS function).
Tree Structure Estimation
Using the information concerning the individual crowns segmented in Section 2.2.3, a method for the identification of tree species was developed by extracting the features of a 3D tree-crown shape and leaf foliation.
Crown Images Generation
A classification method for the identification of tree species was constructed by focusing on the difference in the 3D shapes of the separated crowns as in Section 2.2.3, which depends on the tree species. From the results of the segmentation into individual tree crowns, planar images representing the 3D shape of the crowns were created with a resolution of 10 cm. First, a pixel representing a treetop was set at the center of an image. All pixel values in each image were then scaled in 256 steps so that the pixel value of the tree was 255 and the ground surface was zero. Finally, gray scale images of 161 × 161 pixels (one pixel is 10 × 10 cm) were produced which could represent a crown radius of 8.0 m, which was the maximum crown radius detected at the target site. Data from the trees surrounding Site 2 were added to increase the amount of data used for the development of the tree species classification system. The individual tree was detected using the UAV aerial image of the neighboring stands according to the method described in Section 2.2, and the tree species was determined visually using the point cloud visualization software Bentley Pointools View ver. 02.00 [59] .
Tree Species Classifier Construction
The total dataset of the crown images was divided into 90% and 10% for the training and verification data set, respectively, and the performance was evaluated with 10-fold cross validation. ResNet-200 [60] , which is a convolutional neural network architecture with high accuracy but high calculation cost, was selected as the framework for deep learning because of the prioritization of identification accuracy within the system. The parameters for the model training are given in Table 2 . Mxnet [61] was used as the framework for the implementation of the deep learning-based identifier. Fine-tuning was performed by setting the network weights pre-trained in the 1000 classification task of ImageNet [62, 63] as the initial values. Data augmentation was applied to the crown images for the model training process. The purpose of data augmentation is to increase the number of crown images and to construct a robust classification system corresponding to the various shape of the crowns [64, 65] . The five types of data augmentation applied in this research were: (1) Rotation, (2) Flipping, (3) Cutout, (4) Random Erase, and (5) Salt and Pepper. In the (1) Rotation process, a crown image was rotated clockwise by 15 degrees, ranging from 15 to 330 degrees around the treetop. For (2) Flipping, crown images were flipped horizontally and rotated in the same way as above. These augmentations can contribute to an increase in the general performance due to the different directions of the trees. The (3) Cutout [66] and (4) Random Erasing [65] methods are used for cropping a part of the image. In the (3) Cutout process, a crown image was cropped using a square mask and the cropped pixels were padded with an average value over the entire image. In (4) Random Erasing, a crown image was cropped by masks with various aspect ratios and the values of the cropped pixels were padded with a random value. These techniques can improve the performance of the identification of the crown images which was partially lacking in the crown segmentation process. In the (5) Salt and Pepper process, 1.0% of the pixels of a crown image were randomly selected and each pixel was filled with random values from 0 to 255. This was expected to mitigate the errors and outliers often included in 3d point cloud data. Using these augmentation processes, 192 crown images were generated from a single crown image. Finally, all the crown images were resized to 224 × 224 pixels and the pixel values were copied to three channels.
DBH Estimation
In addition to tree height, the DBH has often been used as an important parameter to estimate elements of the forest structure such as volume and biomass [67, 68] . However, DBH cannot be obtained directly from the 3D point cloud data acquired by LiDAR or UAV, so a new method is needed to estimate the forest structure. Since highly accurate tree height and crown dimensions can be obtained, an estimation of DBH was often attempted using these parameters. The method for DBH estimation using tree height and crown diameter has a particularly high accuracy [67, 69] . In our study, the tree height and crown diameter were estimated from the individual crowns segmented by the process described in Section 2.2.3. and Equation (2) was applied to estimate the DBH [67] .
where D is DBH in meter unit, H is tree height in meter unit, cr is crown radius in meter unit, and α is a correction term for the tree species in Equation (2). The H and cr were computed using the heights and ground-projected canopy area (rLiDAR: ForestCAS method), respectively. Although Equation ( 2) had been proposed as a general allometric model by analyzing global database of more than a hundred thousand trees [67] , the correction term α was derived from the sample data acquired in the field survey of Section 2.1.2, to consider systematic errors included in the 3D point cloud data. We calculated root mean squared error (RMSE) between observed DBH and calculated DBH which includes the α parameter and minimized the RMSE by optimizing the α parameter.
Carbon Dynamics Simulation
The process for the future simulation of the carbon dynamics of single tree units using tree crowns as detected in Section 2.2, tree species, and estimated crown parameters identified in Section 2.3 is described below.
Forest Model Selection
We used an individual and process-based forest gap model, FORMIND v3.2 [40] . This version of FORMIND is suitable for our process because (1) an initial state derived by UAV observation can be input into the model, (2) the model can simulate carbon dynamics at an individual tree level which provides useful information for forest management, and (3) the model can simulate forest management options and accurately visualize the effects. Figure 3 illustrates an overview of the FORMIND model. The FORMIND model can be applied at a local scale (several hectares), on forests which consist of multiple species of tree at different stages of growth [70, 71] . The model has four main processes: (1) Recruitment and establishment, (2) mortality, (3) competition and environmental limitations, and (4) the growth of a tree. The growth of a tree is computed by considering photosynthesis, respiration, and geometry such as stem diameter, height, crown diameter, crown length, and the crown projection area. The photosynthetic production is computed using the availability of light. Study sites are divided into patches of 20 m resolution. A tree species competes with the other trees on the same patch. The FORMIND model can simulate above-and belowground carbon stock and flux by considering forest management, and the model can be utilized for scenario analysis in forestry practices [72, 73] . 
Spatial Tree Distribution Settings and Plant Parameters Tuning
The FORMIND model requires (1) coordinate data, (2) species name, and (3) the DBH for each tree. The coordinate data for all tree species at a resolution of 0.1 m was used, as identified in Section 2.2 (see Section 2.2.1, and Section 2.2.2). The species of the individual trees was identified according to class, with a higher probability of cedar and cypress using the classification system for tree species constructed in Section 2.3.2. The DBH of the individual trees was estimated using the allometric equations developed in Section 2.3.3.
The FORMIND model represents tree species as plant functional types (PFT). Parameters for DBH growth and shade tolerance should be calibrated for each PFT. The model has been applied to tropical rain forests in Africa and South America [39, 71, 74] . However, there are few applications recorded in temperate coniferous forests and the growth parameters for cedar and cypress have not been reported [75, 76] . Therefore, we calibrated the curve for the maximum growth diameter, the gross photosynthetic rate, the height-stem diameter relationship, and the aboveground biomass-stem diameter relationship by using empirical relationships between forest age and tree heights, DBH, basal area, and stem volume [77] . The calibrated parameters are given in Appendix A.
Carbon Dynamics Simulation and Visualization
We visualized plausible future carbon dynamics from the following three viewpoints by simulating changes in the carbon stocks of the forest ecosystem and for each tree from 2018 to 2100. (1) In terms of growth management and the plans for harvesting individual trees, we tracked the spatial distributions of the stem volume and tree height and monitored the competition within the stands. (2) From the viewpoint of supporting a sustainable and efficient plan for the harvesting of the trees, we estimated the changes to the aboveground biomass and the expected yields. (3) In the light of supporting the MRV of carbon dynamics in REDD+ [78] , we visualized the changes in the carbon in the above-and belowground biomass, soil, and dead wood. The patch size and time steps were set at 20 m and one year, respectively. Thinning was not simulated because any thinning based on the regional standard forestry plan for operation has already been completed at both of the target stands. Natural regeneration was also excluded because we assumed the regular cutting of underwood.
Results
Data Collection
3D Point Cloud Data
The orthographic images and 3D point cloud data were created via UAV-SfM using Photoscan by inputting an aerial image taken by the UAV are shown in Figure 1c ,d and Figure 4 . The areas bounded by red lines were the target sites. The camera position and the overlaps are shown in Figure 5 . The overlap in photo coverage area was 90% in a forward direction and 85% in the cross direction at both sites. Photos were taken in DNG format and were processed using PhotoScan [44] . 
Tuning and Validation Data
In the field survey, 115 cypresses and 22 cedar trees were observed at Site 1, and 27 cypresses and 182 cedar trees were observed at Site 2. The details of tree type, DBH, and tree height are shown in Table 3 for each site. In both target areas, there were some areas that could not be accessed due to topographical conditions, but approximately 60% and 80% of the trees were observed in Site 1 and Site 2, respectively. The numbers of DBH and tree height were different due to the limitation of field survey resources. Figure 6 shows the DTM for each site estimated from the 3D point cloud data created in Section 3.1.1. In the southeastern part of Site 1, Figure 6a crown height was mistakenly estimated as the same as the height of the ground surface in the south east region of the original DTM, but the overestimation of the DTM was modified by smoothing using spike treatment and median filter as demonstrated in Figure 6b . In the southwest part of Site 2, many local pitfalls that were not actually present were generated in Figure 6c ; these local holes were removed by applying the same smoothing as shown in Figure 6d . The window sizes of the median filter were tuned to 2.1 m at Site 1 and 1.5 m at Site 2 by comparing the measured and estimated maximum tree heights at each site. Figure 7 shows the estimated CHM produced by calculating the difference between the DSM and DTM according to Equation (1) and based on the 3D point cloud data created in Section 3.2.1. At both sites, the crown boundary was clearly detected in areas of low stand density, but the crown boundary tended to be unclear in high density areas. In the western part of Site 1 in Figure 7a , the forest density was high because thinning had not been performed due to topographical constraints. Therefore, the DTM could not be accurately estimated, and this affected the accuracy of the estimation of CHM. At Site 2 in Figure 7b , tree height was also overestimated in the southwest region compared to that actually measured despite the smoothing of the DTM. This error may have occurred because the model estimated a shallow DTM slope in this area, while the actual slope in the southwest observed in the field survey was very steep. Figure 8 shows the relationship between the size of the tree top search window (FWS) and the number of treetops detected from the CHM. The number of detected treetops depended on the FWS, and elbow points were observed for both Site 1 and Site 2. While the small projections in the individual crowns are erroneously recognized as treetops with small FWS, large FWS tend to regard multiple peaks as a single tree crown. Segmented regression [79] was applied by using segmented regression package [80] on R ver. 3.5.3 [81] to determine the elbow points which could decide the suitable FWS and the number of treetops detected. 15 pixels (1.5 m) at Site 1 and 13 pixels (1.3 m) at Site 2 were selected as representatives for the FWS. The size of the Gaussian filter was tuned to 11 × 11 at Site 1 and 13 × 13 at Site 2 by comparing the observed number of trees and the estimated number of treetops. Figure 9 shows the images of the detected treetops after smoothing the CHM with a Gaussian filter, and Table 4 summarizes the accuracy of the results for individual tree extraction with the optimized tree top search filter. The percentage of individual trees detected using this model was 94.4% cypress and 90.7% cedar, thereby achieving an average overall detection rate of 92.3%. However, there were some errors. At Site 1, strong thinning was carried out in 2015 except for in the western area where the topography is steep. Since the ground was hidden by density of tree crowns in this area, it was difficult to observe the ground surface from the aerial image taken by the UAV. As a result, the GridSurfaceCreate function mistakenly regarded the crown surface as the ground surface in the DTM estimation process, meaning that the CHM was extremely small and the tree could not be detected. Errors also occurred at Site 2 in constructing the 3D point cloud data from the aerial data taken by UAV for unknown reasons. Compared with the field survey, the 3D point cloud for the northwestern part was partially missing and the number of points was insufficient. The height of the 3D point cloud near the ground surface in the southwestern area was created underground in part of the point cloud, showing an abnormally low height in the DTM, and over splitting occurred. These errors caused the generation of numerous very small crowns and unusually large crowns at Site 2. FN) , Proportion of actual positives was identified correctly. Examples of augmented crown images for training data are shown in Figure 11 . Figure 11a is an original crown image. By horizontally flipping the original image of Figure 11a , as shown in Figure 11b , the number of images was doubled. Each image was rotated by 15 degrees as shown in Figure 11c , resulting in 48 images. Each augmentation method- Figure 11d cut out, Figure 11e random erasing, and Figure 11f salt and pepper-was also applied to each image. An original crown image was thereby augmented to 192 images. As a result, 102,124 training images and 59 validation images became available for each cross validation process. Figure 11 . Augmented crown images. The pixel value of each image is normalized from zero to one using minimum and maximum pixel value of each image. The size of each image is 224 × 224 pixels. Cut out randomly selects a square region in an image and erases its pixels with the mean value of the image. Random Erasing randomly selects a rectangle region in an image and erases its pixels using random values. Salt and pepper refers to the addition of white and black dots in the image. Table 5 shows the confusion matrix for the results of the 10-fold cross validation. The overall accuracy was 83.6%. F-values were over 80% and slightly better for cypress than cedar. Since cypresses were the predominant inhabitants of Site 1 where the stand density is low due to thinning, the classification system could be learned using well segmented crown images. It is further thought that the division accuracy of the crown image influenced the classification accuracy because Japanese cedar inhabited site 2 with a high stand density, which made it difficult to identify individual trees. Figure 12 is the comparison of the DBH estimated using Equation (2) and the observed DBH obtained in the field survey, using the estimated tree height as in Section 3.2.2 and the estimated crown diameter from Section 3.2.2. The correction term α of Equation (2) was set at 0.070 for Japanese cypress and 0.092 for Japanese cedar due to the minimization of the RMSE compared with the field survey results. A good estimation was obtained for the cypress at both Site 1 and Site 2. In contrast, there were relatively large errors at Site 2, which is dominated by Japanese cedar. The cause of this could be that the crown diameter was obtained from over-division and the abnormally shaped crowns of Site 2. One of the ecological characteristics of cedar is that it avoids contact with adjacent trees, branches, and leaves [82] . As the average crown sizes were 3.82 m at Site 1 and 3.07 m at Site 2, the growth of the crown may be limited at Site 2 due to the high stand density. Figure 13 and Table 6 show the spatial distributions of individual trees in 2019 and 2100 and the stand structure, respectively. The inter-tree competition reduced the tree densities at each site by 19% and 48%, respectively. The mean DBH increased by 2.2 and 2.5, the mean tree heights increased by 1.8 and 2.0, and the mean stem volume increased by 5.4 and 8.5 times, respectively. This result shows that both target sites have the capacity to grow in terms of biomass by 2100. This information at an individual scale enables us by helping to decide which trees should be cut at high resolution. Figures 14 and 15 show the changes in aboveground biomass by DBH size class, and carbon stock by components, respectively. The AGB at site 1 was still increasing in 2100, while the AGB at site 2 indicated a state of equilibrium by 2090 ( Figure 14 ). In 2019, site 1 was dominated by trees with a DBH class of 0.2-0.4 m. The DBH size of the dominant trees increased over the duration of the simulation. Site 2 was mainly occupied by trees with a DBH class of 0.2-0.3 m in 2019. However, the DBH size increased rapidly compared with site 1 and the biomass reached equilibrium. In terms of the carbon stocks, at site 1, the carbon in above-and below-ground biomass was still increasing in 2100 ( Figure 15 ). However, all the components at site 2 had reached a state of equilibrium by 2090. Therefore, site 1 can still absorb CO 2 after 2100, even though site 2 has limited ability. The results of the simulation of AGB by DBH class and carbon stocks by components enables us to consider the usage of timber. Therefore, our simulation results can be used for planning forest management, taking into consideration the demands for timber or biomass energy and the effects of carbon sequestration. 
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Discussion
How to Improve the Accuracy of 3D Point Cloud Data
For the process of image data acquisition, basic improvements can be made, such as using the latest drones with high resolution cameras, optimizing the flight path and altitude, improvements to dpi and the fps of images, and selecting the best conditions for weather and insolation. The accuracy of the data can also be improved by setting an additional Ground Control Point (GCP). The use of a drone carrying Real Time Kinematic (RTK) to upgrade the quality of the images and point measurement would improve the images. Another consideration here is whether images should be taken from a constant altitude above ground level.
The quality of 3D point cloud data at Site 2 was found to be low when carrying out the process of generating 3D Point cloud data. This was because Site 2 was located on a steep slope, meaning that the number of reference points was limited due to the difficultly of the GCP setting. The detailed reason is not yet clear, but possible reasons were that Site 2 is located on the steep valley, or that the forest is young and thinned. We could not undertake RTK measurement in the forest due to the multi-path, but the accuracy might be improved by measuring the GCP directly by a surveying technology, such as, total station.
Finally, in the validation data sampling process, we validated the estimation for the location and the DBH of individual trees in the field survey. However, the results are thought to have uncertainties due to the measurement of large trees in extremely dense forests. Errors in the GPS coordinates for both the UAV and digital camera could also have affected the accuracy of the evaluation. This might be mitigated by introducing the latest high-resolution devices such as drones with Post Processed Kinematic [83] or the Quasi-Zenith Satellite-1 "MICHIBIKI" [84] , which have fine resolution at the centimeter level.
Individual Tree Detection and Issues
In the process of estimating the CHM from 3D point cloud data (in Section 2.2.1), 3D point cloud data was repeatedly re-gridded and filtered using processes such as the ground-filter function of FUSION or the gridsurfacecreate function [52] to remove spikes and outliners and to estimate the DTM. The conversion processes rendered the original 3D point cloud dataset in centimeter resolution upscale to meter resolutions. This upscaling may lose useful information for the detection of trees and the identification of species. Grid cell size was empirically decided. The cell size may affect the performance, so a systematic parameter tuning process using grid search or Bayes optimization should be implemented.
In the process for the detection and separation of the treetops (in Section 2.2.2), an overall detection rate of 92.3% was achieved for the tree crowns. This performance was good compared to the 85% rate of detection in previous studies using UAVs [57] . Good detection rates were achieved for cypress at both sites, but Japanese cedar had a low rate of detection, particularly at Site 1. The first plausible reason was that the cedar trees were young and of lesser average height than the cypress. It has been reported that small trees were not detected as they were surrounded by adjacent tall trees [85] . Research using LiDAR data and the Watershed method reported that that the higher density of crowns, the lower the detection performance, even in the same forest [86] . One solution may therefore be to evaluate the crown density in the searching process and vary the window size according to the density, for example by using a window of small size where a stand of high density is investigated. In addition, the search range for the window size was determined empirically by trial and error during the segmented-regression process used to determine the window size for the detection of treetops in this research. One of the plans for improvement is to use techniques such as data assimilation to determine the size of the window by referring to and reproducing the number of trees observed in the field survey.
How to Improve the Accuracy of Species Classification
Among the crown images used for the development of the classification system, particularly at Site 2 which includes the steep slope area, images with an abnormal shape such as that shown in Figure 16 were confirmed in the generation of the crown image generation (in Section 2.3.1). Figure 16a has a crown radius of 2 pixels (20 cm) and showed an abnormality in the allometry with DBH. The tree crown was only partially detected in Figure 16b . Figure 16c was divided by a straight line at the boundary with the adjacent crown, and there was no part where the crown vertically overlapped. Figure 16d was a candidate for a tree that was found on a steep slope and the ground surface and the canopy were combined by mistake. Since mixing these with learning data might affect the learning and validation performance, it is necessary to establish rules for exclusions from the learning data. Although the height distribution of the crown shape was expressed by a 2D image in this study, several image creation methods exist to express the features of a tree crown. For example, [87] achieved 86.1% accuracy with 10 different tree species in the Deep Boltzmann Machine using the cross-section images of the road tree acquired by Mobile LiDAR. Thus, the identification of tree species using the height distribution of a tree crown is considered to be effective. [88] used spectral information to classify four types of tree species in addition to the structural features of tree crowns acquired by UAV using multi-layer perceptron. This achieved an accuracy of 95.2% and the infrared spectrum was found to be effective for the classification of conifers such as Birch. Furthermore, [38] identified tree species such as evergreen broad-leaved trees, deciduous coniferous trees, and pine using only color information from ortho images acquired by UAV. Augmentations such as rotation, scaling, shear strain were applied to the crown images and achieved a performance of 89.0%. The classification accuracy can be expected to be improved by suppling multimodal information.
Application for Carbon Dynamics Simulation
This study developed an end-to-end process to simulate the future state of stand volume, carbon stock in the forest ecosystem, and forest attributes by coupling the current forest conditions derived by UAV with an individual-based gap model. Scenario analysis and a multidimensional evaluation of forestry practice is required.
Scenario analysis considering climate change is essential for forest management to support climate change mitigation and adaptation. The Ministry of Agriculture, Forestry and Fisheries in Japan is planning to implement eco-friendly management options under conditions of depopulation such as long rotation forestry or the conversion from conifer plantation to broadleaf forests [89] . The simulation results of the FORMIND model can be translated into the amount of timber produced. Thus, forest managers can test the feasibility of management scenarios. This information can support forest management in terms of the appropriate use of biomass resources and the management of biosphere carbon stock.
The simulated information for forest attributes can be used to evaluate not only carbon dynamics but also biodiversity and ecosystem services. For example, forest landscape modelers are trying to visualize the future forest landscape under climate change scenarios by coupling simulation results for forest succession with immersive virtual reality techniques [90] . Visualizing the future landscape helps us understand the recreational and cultural ecosystem services which affect decision making in forest management. Other ecosystem services can be evaluated via changes in land cover and ecosystem functions simulated by the FORMIND model, as in the case of research covering large areas [91, 92] . In addition, outputs form simulation models can be used to estimate the extent of habitats available for wildlife [93] . In Japan, the conservation of rare wildlife species and the management of harmful animals are key concerns. Our process is also capable of connecting to existing habitat suitability index models and expert knowledge which requires detailed information concerning forest attributes.
Conclusions
In this study, we proposed a novel end-to-end process coupling UAV-derived 3D point cloud data with limited ground survey data, which included (1) individual tree detection, (2) tree species classification and (3) carbon dynamics simulation using deep learning technology and a process-based simulation model. We targeted two coniferous forests, mainly consisting of Japanese cypress and cedar. First, to detect individual treetops, we used a local maxima algorithm and achieved an overall accuracy of 92.3%. Second, to classify the two species, we generated images of each tree crown which contained structural information and achieved an overall accuracy of 83.6%. Finally, from the results of the individual tree detection and species classification, we used the process-based forest model FORMIND to simulate the carbon dynamics of individual trees in the target areas in the future. As a result, we succeeded in visualizing the dynamics in the volume of each tree, the amount of above ground biomass by DBH class, and carbon stock from accumulation sources. We believe our process will contribute to carbon management activities such as designing the efficient utilization of biomass resources and projecting scenarios for the sustainable use of ecosystem services. We also plan to continue to modify our process, with the goal of improving the detection and classification accuracies for the support of forest management. Acknowledgments: The authors thank Chubu Forest Co. for giving us the opportunity to study the site. We received great support from the FORMIND development community in the forest model tuning process. The FORMIND forest model (www.formind.org) is continuously developed at the Helmholtz Centre for Environmental Research-UFZ in Leipzig, Germany. Numerous scientists helped us to develop and refine the forest model as well as to improve its applicability. We sincerely appreciate their support and contribution.
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