In the absence of strict complementarity, Monteiro and Wright 7] proved that the convergence rate for a class of Newton interior-point methods for linear complementarity problems is at best linear. They also established an upper bound of 1=4 for the Q 1 -factor of the duality gap sequence when the steplengths converge to one. In the current paper, we prove that the Q 1 factor of the duality gap sequence is exactly 1=4. In addition, the convergence of the Tapia indicators is also discussed.
Introduction
In this paper we consider the monotone linear complementarity problem: nd (x; y) 2 IR where X = diag(x), Y = diag(y) and e is the vector of all ones in IR n . Let S denote the solution set of problem (1.1). We are interested in the following three subsets of the index set f1; : : : ; ng B = fi : x i > 0 for at least one (x ; y ) 2 Sg; N = fi : y i > 0 for at least one (x ; y ) 2 Sg; J = fi : x i = y i = 0 for all (x ; y ) 2 Sg:
It is well known that B, N, and J form a partition of f1; : : : ; ng. A solution pair (x; y) is said to satisfy strict complementarity if in addition to complementarity XY e = 0, it satis es x + y > 0.
In this case, J = ; and problem (1.1) is said to be nondegenerate. Otherwise, it is said to be a degenerate monotone complementarity problem. Primal-dual Newton interior-point methods have proved to be very e ective methods for linear programming problems. This success led researchers to extend the primal-dual interior-point algorithmic framework to more general problems. One of the key ingredients that contribute to the success of primal-dual methods is their superlinear convergence rate. This topic was rst studied, for these methods, by Zhang, Tapia, and Dennis 10]. To prove Q-superlinear convergence, strict complementarity is assumed in most theoretical results that followed the work of Zhang, Tapia and Dennis. For linear programming problems, the existence of a strict complementary solution was established by Goldman and Tucker 3] . However, for monotone linear complementarity problems such solutions may not exist.
The question as to whether the assumption of strict complementarity is necessary for superlinear convergence was answered in the a rmative by Monteiro and Wright 7] for a generic class of interiorpoint algorithms that will be de ned in the next section. They considered the degenerate monotone linear complementarity problem (1.1) and proved that for this class of methods the convergence rate of the duality gap (x T y) is at best linear with Q 1 -factor less than or equal to 1=4. This result requires that the steplengths converge to one, which seems to be rather di cult to enforce for degenerate problems. The question arises whether fast linear convergence with Q 1 -factor less than 1=4 is attainable.
In this paper, we prove that the Q 1 -factor of the duality gap sequence is exactly 1=4. This result implies that for the considered class of algorithms fast linear convergence cannot be attained. It lends support to the recent activity in designing algorithms that achieve superlinear convergence in the absence of strict complementarity, see Mizuno 6] and Potra and Sheng 9]. We will also brie y discuss the convergence of the Tapia indicators in the absence of strict complementarity. This paper is organized as follows. In Section 2 we introduce a generic interior-point algorithmic framework. In Section 3 we establish our main result concerning the Q 1 -factor of the duality gap sequence. In Section 4, we discuss questions concerning the convergence and convergence rate of the Tapia indicators in the absence of strict complementarity. In Section 5 we give a numerical example. We conclude the paper in Section 6.
A Generic Interior-Point Method
The generic interior-point method under consideration in this paper is essentially a damped and perturbed Newton method applied to the system of equations and inequalities (1.2). It is a feasible interior-point method with the following structure. Recall that by a feasible point we mean a point which satis es the linear relationships in (1.2) and by a strictly feasible point we mean the linear inequality is strictly satis ed. In this section, we present some preliminary numerical experiments using the generic interior-point algorithm. These experiments were performed on a Sun SPARCstation 10 Model 41 workstation running SunOS 4.1.3. Our code was written in MATLAB.
In our implementation, we used the following parameter choices This is a convex quadratic programming problem and thus a special case of (1.1). The solution to this problem does not satisfy strict complementarity. Indeed the solution to this problem is 1. In the top plot, the centrality condition C2 is imposed with = 10 ?6 . This caused the algorithm to take very small steps and severely slowed down the convergence. In this case, the steplength sequence f k g did not approach one and both quotients appeared to approach one, indicating possible sublinear convergence. Indeed, we had to take 100 iterations to reduce the residual to 1:769 10 ?6 . In our numerical experiments, we found out that it is rather di cult to design algorithms that enforce the centrality condition C2 and force the steplength sequence to converge to one at the same time.
2. In the bottom plot, the centrality condition is not enforced. The steplength sequence e ectively approaches one and the algorithm demonstrates linear convergence with a Q 1 -factor of 1=4.
This can be seen from the plot where both quotients approach 1=4. 
Conclusion
In the absence of strict complementarity, we established that, for a certain class of interior-point methods, the Q 1 factor of the duality gap is exactly 1/4 when the steplength sequence converges to one. This result demonstrates that faster convergence cannot be attained by algorithms in the framework of the generic algorithm 2.1. It also lends support to the recent activity in designing fast 
