In addition, L and H are dual, in the sense that H is given in terms of L by
(1.5)
The Legendre-Fenchel duality allows us to characterize the critical subsolutions in a variational way. 
Proposition 1.4. A function u : M → R is a critical subsolution if and only if

L γ(s),γ(s) dt + c[H] (b − a).
⇐) First of all, if u satisfies (1.6) then it is easy to show that it is Lipschitz. (Given x, y ∈ M , choose γ to be a constant speed geodesic from x to y parameterized over [0, d(x, y) 
].)
Now, fix x a differentiability point for u, and let γ be a curve satisfying (γ(0),γ(0)) = (x, v). Then, by taking the limit as t → 0 + in the inequality
L γ(s),γ(s) ds + c[H]
we get
du(x), v − L(x, v) ≤ c[H],
and we conclude by (1.5) and the arbitrariness of v.
Lax-Oleinik semigroup and Weak KAM Theorem
The Lax-Oleinik semigroup {T t } t≥0 : C 0 (M ; R) −→ C 0 (M ; R) associated with L is defined as where the infimum is taken over the set of Lipschitz curves γ : [0, t] → M which satisfy γ(0) = z and γ(t) = x, then T t u can also be written as
T t u(x)
Under our assumptions it is possible to show that the infimum in the definition of h t is always attained, and that h t is Lipschitz on M × M for any t > 0 (see for instance [30, Appendix A] ). In particular, one can show that T t is well-defined for all t ≥ 0 and the infimum in (2.1) is always attained.
Using the above definitions it is easy to check that a function u : M → R is a critical subsolution if and only if u(x) − u(z) ≤ h t (z, x) + c[H] t ∀ x, z ∈ M, t > 0. (2.4)
In fact, {T t } t≥0 enjoys the following properties [15, 30] :
Proposition 2.1. The following properties hold:
(i) T 0 = Id, and T t+t = T t • T t for any t, t ≥ 0.
(ii) For every t ≥ 0, T t u − T t v ∞ ≤ u − v ∞ for any u, v ∈ C 0 (M ; R).
(iii) For every u ∈ C 0 (M ; R), the map t ∈ [0, ∞) → T t u ∈ C 0 (M ; R) is continuous.
(iv) The set SS[H] is invariant with respect to {T t }.
As shown in [15] ,
if u ∈ SS(H) then the functions u t := T t u + c[H] t converge uniformly as t → +∞ to a function u ∞ satisfying T t u ∞ = u ∞ − c[H] t for all t ≥ 0.
The following proposition shows that u ∞ is a viscosity solution of the Hamilton-Jacobi equation (ii) u ∈ SS(H) and, for every x ∈ M , there exists a Lipschitz curve
SS(H) and for every smooth function
If any of this properties holds, then we say that u is a weak KAM solution.
Roughly speaking, in the classical KAM theory, weak KAM solutions are smooth and the graphs of their differentials are invariant tori, see [4] . 
Moreover, by the equivalence between (i) and (ii) in Proposition 2.2, it follows that for every
Applying Proposition 1.4 with γ = α x and u an arbitrary critical subsolution, for any t > 0 we get
so we conclude by letting t → +∞.
Example 2.4 (Mechanical and Mañé Lagrangians).
• Consider a Tonelli Hamiltonian H :
where
It is easy to check that
The Hamiltonian H X associated to L X by Legendre-Fenchel duality is given by
It is not difficult to see that c[H] = 0.
We notice that, in both cases, constant functions are weak KAM solution (see [30, Examples 3.9 and 3.10] for more details).
Peierls barrier and Aubry set
The Peierls barrier h :
It is easily checked that, for any x, y, z ∈ M and t > 0,
In addition, one can show that h(x, y) is finite for any x, y ∈ M , and satisfies the triangle inequality
Recalling (2.4), we also notice that, for any u ∈ SS(H), we have
which gives in particular
The following results relate the Peierls barrier to weak KAM solutions (see for instance [ 
The fact that A(H) is nonempty follows from Proposition 3.1, while the compactness is a consequence of the Lipschitz regularity of h. Proposition 3.1 shows that A(H) plays the role of a "boundary at infinity" for the Hamilton Jacobi equation (2.5) .
In the next proposition we see that the projected Aubry set can be characterized as the set where all critical subsolutions are differentiable, and their gradient is uniquely identified there. 
and such that, for any u ∈ SS(H),
(ii) Any u ∈ SS(H) is differentiable at x, and it holds
On the other hand, for every x / ∈ A(H) there is a critical subsolution u which is smooth (say
By (i) and (iii) in the proposition above we see that the curve γ x is unique, while (ii) shows that the gradient of a critical subsolution at a point x ∈ A(H) is uniquely identified. In particular, for any x ∈ A(H) we can define a covector P (x) ∈ T * x M as
This allows us to introduce the Aubry set:
Definition 3.5. We call Aubry set the subset of T * M defined bỹ
The following result is due to Mather [23, 24] :
. The setÃ(H) is a nonempty compact subset of T * M which is invariant under the Hamiltonian flow. Moreover it is a Lipschitz graph over A(H).
Example 3.7 (Mechanical and Mañé Lagrangians).
• Consider a mechanical Hamiltonian as in (2.9) . Then the Aubry set consists of the set of unstable equilibria:
• Let H X : T * M → R be a Mañé Hamiltonian as in (2.11) . Then the projected Aubry set contains the set of recurrent points of the flow of X, and the Aubry set is given bỹ
The Hamiltonian orbits onÃ(H) are lifting of orbits of
Let us fix u ∈ SS(H). By Proposition 3.4 the set of critical subsolutions which coincide with u on A(H) is convex, compact, and is invariant with respect to the Lax-Oleinik semigroup. Then the same argument used to prove the existence of weak KAM solutions gives:
This result shows that it is possible to use critical subsolution to prescribe "boundary conditions" on A(H). In addition, Fathi proved in [15] that there is a comparison theory for weak KAM solutions:
Hence A(H) is a "set of uniqueness" for (2.5).
The uniqueness issue
Of course, if a given function u is a weak KAM solution for H, then for every constant a ∈ R the function u + a is weak KAM solution. Hence we shall say that (2.5) has a unique solution if weak KAM solutions are unique up to an additive constant.
The next theorem proves that the connectedness of A(H) is strongly related to the uniqueness of weak KAM solutions (see [30, Theorem 6 .1] for a proof of (i), and [16] for (ii)):
, and n ≤ 3, then (2.5) has a unique solution.
Although uniqueness does not hold in general, as shown by Mañé [22] it is a generic property: more precisely, given a Tonelli Hamiltonian H :
Denote by C k (M ) the set of C k potentials on M equipped with the C k topology. Then, generically on the potential, uniqueness holds:
. Then there is a residual subset (i.e., a countable intersection of open dense sets)
G in C k (M ) such that, for every V ∈ G, the critical Hamilton-Jacobi equation (2.5) associated to H V has a unique solution.
Example 4.3 (Mechanical and Mañé Lagrangians).
• In [25] Mather provides examples of potentials V : M → R of class C k such that the projected Aubry set of the Hamiltonian (2.9) is connected but uniqueness fails. However, if k ≥ 2n − 2, then connectedness of A(H) (with H given by (2.9)) does imply uniqueness [16, 32] .
• In [16, Theorem 6] it is proved that, if n ≤ 3, then the uniqueness property for Mañé Lagrangians (2.10) is related to chain-recurrent properties of the flow of X.
Regularity of critical subsolutions and weak KAM solutions
Fathi and Siconolfi [17] proved that there exist critical subsolutions of class C 1 , and Bernard improved this result to C 1,1 [3] :
which is strict outside A(H), that is H(x, du(x)) < c[H] on M \ A(H).
In particular, by this result, Proposition 3.4, and Definition 3.5, the Aubry set can also be defined asÃ (H) :=
where S 1 (H) denotes the set of critical subsolutions of class C 1 . Indeed, on A(H) the differential of all critical subsolutions coincide. On the other hand, given x ∈ A(H) and u a critical subsolution such that H(x, du(x)) < c [H] , then, for any smooth function ϕ supported in a small neighborhood of x, the function u + ϕ is still a critical subsolution for sufficiently small. In particular, by choosing ϕ such that dϕ(x) = 0, one can construct two critical subsolutions u 1 and u 2 such that du 1 (x) = du 2 (x).
As shown by Bernard [3] , Theorem 5.1 is optimal: there exists H smooth which admits no critical subsolutions of class C 2 . Concerning the regularity of solutions, the following result is proven in [29] (see [5, 29, 31] for the definition of semiconcave functions and their properties): Another result on the regularity of viscosity (sub)solutions is the following theorem of Fathi [14] (see also [29] 
is always a nonempty compact subset of T * x M . In [29] , the second author proved that there is a one-to-one correspondence between the set of limiting differentials at x and the set of curves
In addition u can be shown to be C 1 at every point γ x (−t) with t > 0 (compare with Proposition 3.4(i)-(ii)). Since γ x (−t) tends to the projected Aubry set as t → +∞ (Proposition 3.1), regularity properties for weak KAM solutions in a neighborhood of A(H) imply more regularity for u globally (in the spirit of classical results for Dirichlet-type problems [6, 20, 29] ). Furthermore, as shown for instance by the following result of Bernard [2] , some properties on the behavior of the Hamiltonian flow in a neighborhood ofÃ(H) can also bring regularity properties:
whose Aubry set is a hyperbolic periodic orbit. Then there is a unique weak KAM solution, and such solution is of class C k in a neighborhood of A(H). In particular, there exists a critical subsolution which is of class
Proof. The key observation of Bernard is that every limiting differential has to be in the unstable manifold of the periodic orbit, and such a manifold is of class C k−1 . We refer the reader to [2] for more details.
The Mañé conjecture
We recall the notation H V for the Hamiltonian H + V (see (4.1)). The Mañé conjecture in C k topology, k ≥ 2, can be stated as follows: A natural way to attack the Mañé Conjecture in any dimension would be to prove first a density result, then a stability result. Namely, given a Hamiltonian of class C k satisfying (H1) and (H2), first one could show that the set of potentials V ∈ C k (M ) such thatÃ(H V ) is either a equilibrium point or a periodic orbit is dense, and then prove that one can make them hyperbolic by adding a second small potential, and that the latter property is open in C k topology. The stability part is indeed contained in results obtained by Contreras and Iturriaga in [9] , so we can consider that the Mañé Conjecture reduces to the density part. In a series of recent papers [18, 19] we made several progress toward a proof of the Mañé Conjecture in C 2 topology. Our approach is based on a combination of techniques coming from finite dimensional control theory and Hamilton-Jacobi theory, together with some of the ideas which were used to prove C 1 -closing lemmas for dynamical systems. In the next section we will give a more detailed description of the results in [18, 19] . Here we mention just a weak form of some of the results obtained there: 
Conjecture 6.2 (Mañé density Conjecture). For every Tonelli Hamiltonian
H : T * M → R of class C k , k ≥ 2, there exists a dense set D in C k (M ) suchTheorem 6.3. Let H : T * M → R be a
Some results on the Mañé conjecture
The starting point of [18, 19] is the following remark: Let H : T * M → R be a Tonelli Hamiltonian of class C k with k ≥ 2, and fix ∈ (0, 1). Without loss of generality, up to adding a constant to H (which does not change the dynamics), we can assume that c[H] = 0. Let L denote the Lagrangian associated to H. Then, in order to prove the conjecture in C k topology, we claim that it is sufficient to find a potential V : Let us remark that, by the discussion above, if A(H) already contains a fixed point or a periodic orbit then the proof is trivial, since it suffices to add to H a smooth potential which vanishes either on the point or on the orbit, and it is strictly negative outside.
From now on, we assume that the Aubry set A(H) does not contain an equilibrium point or a periodic orbit, and we choose a recurrent pointx ∈ A(H), i.e., there exists a sequence of times t k → +∞ such that lim We denote by O + (x) the positive orbit ofx in the projected Aubry set, that is,
where u : M → R is again an arbitrary critical viscosity subsolution. (As before, the above definition does not depend on u.)
The rough idea is now the following: Sincex is recurrent, the curve t → π * φ There are many points to address here:
(a) If we add a potential V small in C k topology, it means that the Hamiltonian vector field associated to H V is close in C k−1 topology to the Hamiltonian vector field of H. Hence this can been seen as a more involved version of the classical closing lemma: fixed j ≥ 0, one asks whether, given a vector field X with a recurrent pointx, one can find a vector field Y close to X in C j topology which has a periodic orbit. The "cheap strategy" of closing the trajectory in one step allows to prove the validity of the closing lemma when j = 0. Indeed, this is due to the fact that, when connecting a trajectory to another which is close to it, one needs to perform a modification of X which is compactly supported near the trajectory, otherwise that would destroy all the dynamics.
To give an idea, if X = e 1 and we want to move a trajectory up by in the direction e 2 over an interval of time of length 1, then we would like to use e 1 + e 2 . However, as just explained, in order not to destroy the dynamics we need to add a cut-off function both in x 1 and x 2 . While in the direction of the flow x 1 we have some space to introduce our cut-off, even if the points we want to connect were chosen as the "closest ones" (see Figure 2 below) we need to put a cut-off function of the form ϕ(x 1 , x 2 / ) in order not to touch the other trajectories nearby (see Hence, this solves the problem only for j = 0. For j = 1 new deep ideas have been introduced to solve the problem [26, 27, 28, 21] , while for j ≥ 2 the problem is still open, though many results suggest that the result may be false when j is sufficiently large.
In our case the analog of the closing lemma is the following: If we hope to close the orbit in only one step, then V can be small only in C 1 topology. If we want to be able to close the trajectory with a potential V small in C 2 topology, we may try to adapt the strategy used to solve the closing lemma in C 1 topology: roughly speaking, fixed an error size > 0 and a small radius r which "ideally" represents the distance between
, the idea is to close the trajectory in 1/ steps where at each step we "move"x T in the direction ofx by a size r. However, when doing this, we need to make sure that the modification done at every "approaching step" does not influence any of the modifications performed before, and in addition that it does not "destroy" the property of x of being recurrent.
As we will see, under some suitable assumptions on u this can be done, and actually we can choose our connecting points so that we have a neighborhood of size r where we can make the modification. In order words, if we reconsider the case of vector fields (we use the same notation as above), to move one point up by r we would use the vector field
In this way X − Y C 1 . Of course, being the C 2 closing lemma an open problem, the case k ≥ 3 is at the moment out of reach (at least with this approach).
In order to perform the above strategy, we need to be able to go from one point to another by adding a small potential. To this aim we employ techniques and results from control theory which allow us to connect points by Hamiltonian trajectories.
(b) Point (a) above deals with the "closing part" of our statement, that is, finding a closed orbit for H V . Now we need to ensure that (P2) is satisfied, and for this we use again delicate techniques from control theory.
(c) The construction of a critical subsolution is different in the case k = 1 and k = 2. When k = 1, it is very delicate to construct the subsolution near the trajectory: indeed, the fact that the potential constructed in steps (a) and (b) is small only in C 1 (and not in C 2 ) topology may create conjugate points along the closed trajectory, and this creates problem when trying to construct solutions of (2.5) using the method of characteristics (since, as we will see later, we need to ensure that the solution is at least C 1,1 near the new trajectory). On the other hand, once this problem is taken care of, then it is easy to extend this subsolution from a neighborhood of the trajectory to the whole M by an interpolation procedure.
When k = 2, the situation is completely reversed: while it is easy to construct the subsolution near the trajectory, extending it to the whole M is much more delicate and needs some additional assumptions.
Let us start to describe more in detail our results.
The case k = 1
As explained above, the rough idea of choosing a time T 1 such that π * φ H T x, du(x) is sufficiently close tox, and then "closing" the trajectory in one step, does work if one wants to use a potential which is small in C 1 topology. However, we need to close the trajectory making sure that (P2) holds. Hence, we do the following: First we wait enough time so that there are many points as close as we want tox, and among them we choose two points z Then, we add a first potential to connect the orbit passing through z 0 1 to the one passing through z 0 2 , and, while doing this, we make sure that the support of the potential does not intersect any other point on the trajectory t → π * φ H t x, du(x) for 0 ≤ t ≤ t 1 : in this way, since t 1 > t 2 , this ensures that the orbit is now closed.
The connection of the trajectory can be done in two ways: either by using techniques of control theory to show that we can go from a point to a close one with a small potential [18, Proposition 3.1], or by doing a construction "by hand" of the potential where we explicitly define our connecting trajectory (by taking a convex combination of the original trajectories and a suitable time rescaling) and the potential [19, Proposition 2.1]. With respect to the "control theory approach" used in [18, Proposition 3.1], this second construction has the advantage of forcing the connecting trajectory to be "almost tangent" to the Aubry set, and this is crucial for the proof of Theorem 7.5 below. However, as a counterpart, the second approach requires more regularity assumptions on the Hamiltonian. We also mention that, in either cases, we still need to use control theory techniques to add a second potential in order to ensure that (P2) is satisfied [19, Lemma 5.4 ], see the potentialV 0 in Figure 3 . As mentioned before, since now we do not control the C 2 norm of the potentialV 0 , the Hamilton-Jacobi equation associated to H +V 0 may have conjugate points along the connecting trajectory.
This has the following issue: in order to construct a critical solution in a neighborhood of the trajectory we would like to take a C 1,1 critical subsolution for H (whose existence is provided by Theorem 5.1) as boundary datum on the hyperplane Π 0 in a neighborhood of z 0 1 (see Figure  3) , and then use the theory of characteristics to construct a solution for some positive time.
To make this strategy work, we add to H +V 0 a smooth nonpositive potentialV 1 which satisfiesV 1 = ∇V 1 = 0 along the connecting curve, and which is very "concave" in the transversal directions. This has the feature of making the "curvature" of the Hamiltonian system sufficiently negative near the connecting curve, so that the characteristics associated to H +V 0 +V 1 will not cross there, see Figure 3 (we refer to [19, Section C.3] for more details on this delicate construction).
Finally, a simple interpolation argument allows to make the subsolution global, see Figure  4 . Hence, we obtain the following result [19, 
The case k = 2
In this situation, as explained before, we cannot simply choose a time T 1 such that π * φ H T x, du(x) is sufficiently close tox and then close the trajectory in one step. Instead, we exploit some techniques introduced by Mai to prove the closing lemma in C 1 topology.
The Mai Lemma
The Mai Lemma was introduced in [21] to give a new and simpler proof of the closing lemma in C 1 topology, first proved by Pugh [26, 27] , and Pugh and Robinson [28] . Let {E i } i∈N be a countable family of ellipsoids in R k , that is, a countable family of compact sets in R k associated with invertible linear maps
For every y ∈ R k , r > 0 and i ∈ N, we call E i -ellipsoid centered at y with radius r the set defined by
We note that such an ellipsoid contains the open ball B(y, r). The Mai Lemma can be stated as follows (see also Figure 5 Figure 5 : An illustration of The Mai Lemma: there exist two points wj, w l , which can be connected using a sequence of η − 1 small ellipsoids Ei ŵi,ri/N , so that none of the points w k (k = j, l) belongs to Ei ŵi,ri for i = 1, . . . , η − 1 (in the figure above, we just drew two of the ellipsoids Ei ŵi,ri ).
We refer the reader to [21] or the monograph [1] for a proof of the above result.
How to close a trajectory in C 1 topology
Here we denote by u a viscosity solution to (2.5). In order to perform the argument below, we will need to make some assumptions on u, but at the moment we try to be informal. Given > 0 small, we fix a small neighborhood Ux ⊂ M ofx, and a smooth diffeomorphism θx : Ux → B n (0, 1), such that θx(x) = 0 n and dθx(x) γ (0) = e 1 .
Then, we choose a pointȳ =γ(t) ∈ A(H), witht > 0, such that, after a smooth diffeomorphism θȳ : Uȳ → B n (0, 2), θȳ(ȳ) = (τ , 0 n−1 ) (the pointȳ is chosen in such a way that some controllability assumptions on the Hamiltonian system in a neighborhood ofȳ holds 1 , see [18, Section 5.2] for more details). We denote byū :
n (0, 2), and byH : B n (0, 2) × R n → R the Hamiltonian associated with the H through θȳ. Finally, we denote by Π 0 the hyperplane passing through the origin which is orthogonal to the vector e 1 in R n , Π 0 r := Π 0 ∩ B n (0, r) for every r > 0, and Πτ := Π 0 +τ e 1 , whereτ ∈ (0, 1) is small but fixed, see Figure 6 . corresponding to the i-th intersection of
) (see [18, Equation (5.14)] and thereafter). If we assume that u is C 2 at the pointx (we will properly explain later what this means), then all the maps Φ i are C 1 . Hence, we define the ellipsoids E i associated to P i = DΦ i (0 n−1 ), and we apply Lemma 7.2 to Y = W with N 1/ . In this way we get a sequence of pointŝ w 1 , . . . ,ŵ η in Π 0 ρr connecting w j to w l , whereρ ≥ 3 is fixed and depends on but not onr. Then, we use the flow map to send the points θ where conv denotes the convex hull, and the limit is taken in the fiber bundle of symmetric bilinear forms on the fibers of T M . By construction, Hess g v(x) is a nonempty compact convex set of symmetric bilinear forms on T x M for any x ∈ M . Then, the informal sentence "v is C Recall that, by Theorem 5.3, C 1 viscosity solutions are C 1,1 . So it make sense to talk about their generalized Hessian. The strategy described in the previous section allows to prove the following result [18, 
