Decision forests (DF), in particular random forests and gradient boosting trees, have demonstrated state-of-the-art accuracy compared to other methods in many supervised learning scenarios. In particular, DFs dominate other methods in tabular data, that is, when the feature space is unstructured, so that the signal is invariant to permuting feature indices. However, in structured data lying on a manifold-such as images, text, and speech-neural nets (NN) tend to outperform DFs. We conjecture that at least part of the reason for this is that the input to NN is not simply the feature magnitudes, but also their indices (for example, the convolution operation uses "feature locality"). In contrast, naïve DF implementations fail to explicitly consider feature indices. A recently proposed DF approach demonstrates that DFs, for each node, implicitly sample a random matrix from some specific distribution. Here, we build on that to show that one can choose distributions in a manifold aware fashion. For example, for image classification, rather than randomly selecting pixels, one can randomly select contiguous patches. We demonstrate the empirical performance of data living on three different manifolds: images, time-series, and a torus. In all three cases, our Manifold Forest (Morf) algorithm empirically dominates other state-of-the-art approaches that ignore feature space structure, achieving a lower classification error on all sample sizes. This dominance extends to the MNIST data set as well. Moreover, both training and test time is significantly faster for manifold forests as compared to deep nets. This approach, therefore, has promise to enable DFs and other machine learning methods to close the gap with deep nets on manifold-valued data.
Introduction
Decision forests, including random forests and gradient boosting trees, have solidified themselves in the past couple decades as a powerful ensemble learning method in supervised settings [1, 2] , including both classification and regression [3] . In classification, each forest is a collection of decision trees whose individual classifications of a data point are aggregated together using majority vote. One of the strengths of this approach is that each decision tree need only perform better than chance for the forest to be a strong learner, given a few assumptions [4, 5] . Additionally, decision trees are relatively interpretable because they can provide an understanding of which features are most important for correct classification [6] . Breiman originally proposed decision trees that partition the data set using hyperplanes aligned to feature axes [6] . Yet, this limits the flexibility of the forest and requires deep trees to classify some data sets, leading to overfitting. He also suggested that algorithms which partition based on sparse linear combinations of the coordinate axes can improve performance [6] . More recently, Sparse Projection Oblique Randomer Forest (Sporf), partitions a random projection of the data and has shown impressive improvement over other methods [7] .
Yet random forests and other machine learning algorithms frequently operate in a tabular setting, viewing an observation x = (x 1 , . . . , x p ) T ∈ R p as an unstructured feature vector. In doing so, they neglect the indices in settings where the indices encode additional information. For structured data, e.g. images or time series, traditional decision forests are not able to incorporate known continuity between features to learn new features. For decision forests to utilize known local structure in data, new features encoding this information must be manually constructed. Prior research has extended random forests to a variety of computer vision tasks [8] [9] [10] [11] and augmented random forests with structured pixel label information [12] . Yet these methods either generate features a priori from individual pixels, and thus do not take advantage of the local topology, or lack the flexibility to learn relevant patches. Decision forests have been used to learn distance metrics on unknown manifolds [13] , but such manifold forest algorithms are unsupervised and aim to learn a low dimensional representation of the data.
Inspired by Sporf, we propose a projection distribution that takes into account continuity between neighboring features while incorporating enough randomness to learn relevant projections. At each node in the decision tree, sets of random spatially contiguous features are randomly selected using knowledge of the underlying manifold. Summing the intensities of the sampled features yields a set of projections which can then be evaluated to partition the observations. We describe this proposed classification algorithm, Manifold Forests (Morf) in detail and show its effectiveness in three simulation settings as compared to common classification algorithms. Furthermore, the optimized and parallelizable open source implementation of Morf in R and Python is available 1 . This addition makes for an effective and flexible learner across a wide range of manifold structures.
Background and Related Work

Classification
In the two-class classification setting, there is a data set
Our goal is to train a classifier h(x; D n ) : X × (X × Y) n → Y based on our observations that generalizes to correctly predict the class of an observed x. The performance of this classifier is evaluated via the 0-1 Loss function L(h(x), y) = I[h(x) = y] to find the optimal classifier h * = argmin h E[L(h(x), y)], which minimizes the probability of an incorrect classification.
Random Forests
Originally popularized by Breiman, the random forest (RF) classifier is empirically very effective [1] while maintaining strong theoretical guarantees [6] . A random forest is an ensemble of decision trees whose individual classifications of a data point are aggregated together using majority vote. Each decision tree consists of split nodes and leaf nodes. A split node is associated with a subset of the data S = {(x i , y i )} ⊆ D and splits into two child nodes, each associated with a binary partition of S. Let e j ∈ R p denote a unit vector in the standard basis (that is, a vector with a single one and the rest of the entries are zero) and τ a threshold value. Then S is partitioned into two subsets given the pair θ j = {e j , τ }.
To choose the partition, the optimal θ * = (e * j , τ * ) pair is selected via a greedy search from among a set of d randomly selected standard basis vectors e j . The selected partition is that which maximizes some measure of information gain. A typical measure is a decrease in impurity, calculated by the Gini impurity score I(S), of the resulting partitions [3] . Letp k = 1 |S| y i ∈S I[y i = k] be the fraction of elements of class k in partition S, then the optimal split is found as
A leaf node is created once the partition reaches a stopping criterion, typically either falling below an impurity score threshold or a minimum number of observations [3] . The leaf nodes of the tree form a disjoint partition of the feature space in which each partition of observations S k is assigned a class label c * k corresponding to the class majority.
A decision tree classifies a new observation by assigning it the class of the partition into which the observation falls. The forest averages the classifications over all decision trees to make the final classification [3] . For good performance of the ensemble and strong theoretical guarantees, the individual decision trees must be relatively uncorrelated from one another. Breiman's random forest algorithm does this in two ways:
1. At every node in the decision tree, the optimal split is determined over a random subset d of the total collection of features p.
2. Each tree is trained on a randomly bootstrapped sample of data points D ⊂ D from the full training data set.
Applying these techniques means that random forests do not overfit and lowers the upper bound of the generalization error [6].
Sparse Projection Oblique Randomer Forests
Sporf is a recent modification to random forest that has shown improvement over other versions [7, 14] .
Recall that RF split nodes partition data along the coordinate axes by comparing the projection e T j x i of observation x i on standard basis e j to a threshold value τ . Sporf generalizes the set of possible projections, allowing for the data to be partitioned along axes specified by any sparse vector a.
Rather than partitioning the data solely along the coordinate axes (i.e. the standard basis), Sporf creates partitions along axes specified by sparse vectors. In other words, let the dictionary A be the set of atoms {a}, each atom a p-dimensional vector defining a possible projection a T x i . In axis-aligned forests, A is the set of standard basis vectors {e j }. In Sporf, the dictionary D can be much larger, because it includes, for example, all 2-sparse vectors. At each split node, Sporf samples d atoms from D according to a specified distribution. By default, each of the d atoms are randomly generated with a sparsity level drawn from a Poisson distribution with a specified rate λ. Then, each of the non-zero elements are uniformly randomly assigned either +1 or −1. Note that the size of the dictionary for Sporf is 3 p (because each of the p elements could be −1, 0, or +1), although the atoms are sampled from a distribution heavily skewed towards sparsity.
Methods
Random Projection Forests on Manifolds
In the structured setting, the dictionary of projection vectors A = {a} is modified to take advantage of the underlying manifold on which the data lies. We term this method the Manifold Forest (Morf).
Each atom a projects an observation to a real number and is designed with respect to prior knowledge of the data manifold. Nonzero elements of a effectively select and weight features. Since the feature space is structured, each element of a maps to a location on the underlying manifold. Thus, patterns of contiguous points on the manifold define the atoms of A; the distribution of those patterns yields a distribution over the atoms. At each node in the decision tree, Morf samples d atoms, yielding d new features per observation. Morf proceeds just like Sporf by optimizing the best split according to the Gini index. Algorithm pseudocode, essentially equivalent to that of Sporf , can be found in the Appendix.
In the case of two-dimensional arrays, such as images, an observation 
The vectorized atom a yields a projection of the data a T x i , effectively selecting and summing pixel intensities in the sampled rectangular patch. ) By constructing features in this way, Morf learns low-level features in the structured data, such as edges or corners in images. The forest can therefore learn the features that best distinguish a class. The structure of these atoms is flexible and task dependent. In the case of data lying on a cyclic manifold, the atoms can wrap-around borders to capture the added continuity. Atoms can also be used in one-dimensional arrays, such as univariate time-series data, in which case h min = h max = 1
Feature Importance
One of the benefits to decision trees is that their results are fairly interpretable in that they allow for estimation of the relative importance of each feature. Many approaches have been suggested [6, 15] and here a projection forest specific metric is used in which the number of times a given feature was used in projections across the ensemble of decision trees is counted. A decision tree T is composed of many nodes k, each one associated with an atom a * k and threshold that partition the feature space according to the projection a * k · x i . Thus, the indices corresponding to nonzero elements of a * k indicate important features used in the projection. For each feature j, the number of times π j it is used in a projection, across all split nodes and decision trees, is counted.
These normalized counts represent the relative importance of each feature in making a correct classification. Such a method applies to both Sporf and Morf , although different results between them would be expected due to different projection distributions yielding different hyperplanes.
Simulation Results
To test Morf , we evaluate its performance in three simulation settings as compared to logistic regression (Log. Reg), linear support vector machine (Lin. SVM), support vector machine with a radial basis function kernel (SVM), k-nearest neighbors (kNN), random forest (RF), Multi-layer Perceptron (MLP), and Sporf (SPORF). For each experiment, we used our open source implementation of Morf and that of Sporf . All decision forest algorithms used 100 decision trees on the simulations. Each of the other classifiers were run from the Scikit-learn Python package [16] with default parameters. Additionally, we tested against a Convolutional Neural Network (CNN) built using PyTorch [17] with two convolution layers, ReLU activations, and maxpooling, followed by dropout and two densely connected layers. The CNN results were averaged over 5 runs for the simulations and training was stopped early if the loss plateaued.
Simulation Settings
Experiment (A) is a non-Euclidean example inspired by Younes [18] . x (0)
Projection patches were 1D with a width between one and five timesteps. Each split node of Sporf and Morf considered the default number of random projections, the square root of the number of features. 
Classification Accuracy
In all three simulation settings, Morf outperforms all other classifiers, doing especially better at low sample sizes, except the CNN for which there is no clear winner. The performance of Morf is particularly good in the discretized circle simulation for which most other classifiers perform at chance levels. Morf also performs well in the signal classification problem although all the classifiers are close in performance. This may be because the exponential signal is prevalent throughout most of the time-steps and so perfect continuity is less relevant.
Run Time
All experiments were run on a single core CPU. Morf has train and test times on par with those of Sporf and RF and so is not particularly more computationally intensive to run. The CNN, however, took noticeably longer to run-especially in terms of training, but also in testing-in two of the three simulations. Thus its strong performance in those settings comes at an added computational cost, a typical issue for deep learning methods [19] . 
Real Data Results
Classification Accuracy
Morf's performance was evaluated on the MNIST dataset, a collection of handwritten digits stored in 28 by 28 square images [20] , and compared to the algorithms used in the simulations. 10,000 images were held out for testing and a subset of the remaining images were used for training. The results are displayed in Figure 3 . All three forest algorithms were composed of 500 decision trees and Morf was restricted to use patches up to only 3 pixels in height and width. Morf showed an improvement over the other algorithms, especially for smaller sample sizes. Thus, even this trivial modification can improve performance by several percentage points. Specifically, Morf achieved a better (lower) classification error than all other algorithms besides CNNs for all sample sizes on this real data problem.
Feature Importance
To evaluate the capability of Morf to identify importance features in manifold-valued data as compared to Sporf and RF. All methods were run on a subset of the MNIST dataset: we only used threes and fives, 100 images from each class.
The feature importance of each pixel is shown in Figure 4 . Morf visibly results in a smoother pixel importance, a result most likely from the continuity of neighboring pixels in selected projections. Although Tomita et al. [7] demonstrated empirical improvement of Sporf over RF on the MNIST data, its projection distribution yields scattered importance of unimportant background pixels as compared to RF. Since projections in Sporf have no continuity constraint, those that select high importance pixels will also select pixels of low importance by chance. This may be a nonissue asymptotically, but is a relevant problem in low sample size settings. Morf , however, shows little or no importance of these background pixels by virtue of the modified projection distribution.
Discussion
The success of sparse oblique projections in decision forests has opened up many possible ways to improve axis-aligned decision forests (including random forests and gradient boosting trees) by way of specialized projection distributions. Traditional decision forests have already been applied to structured data, using predefined features to classify images or pixels. Decision forest algorithms like that implemented in the Microsoft Kinect showed great success but ignore pixel continuity and specialize for a specific data modality, namely images [11] .
We expanded upon sparse oblique projections and introduced a structural projection distribution that uses prior knowledge of the topology of a feature space. The open source implementation of Sporf 2 has allowed for a relatively easy implementation of Morf, creating a flexible classification method for a variety of data modalities. We showed in various simulated settings that appropriate domain knowledge can improve the projection distribution to yield impressive results that challenge the strength of deep learning techniques on manifold-valued data. On the MNIST data set Morfshowed modest improvements over the other algorithms besides CNNs and smoother importance plots than the other decision forest algorithms. This is in spite of the the data set's low resolution images which are harder for the modified projection distributions to take advantage of. Research into other, task-specific convolution kernels may lead to improved results in real-world computer vision tasks. Such structured projection distributions, while incorporated into Sporf here, may also be incorporated into other state of the art algorithms such as XgBoost [21] . if Θ satisfied then do we split this node?
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