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Detailed theoretical study of the magneto-optical properties of weakly confining GaAs/AlGaAs
quantum dots is provided. We focus on the diamagnetic coefficient and the g-factor of the neutral and
the charged excitonic states, respectively, and their evolution with various dot sizes for the magnetic
fields applied along [001] direction. For the calculations we utilize the combination of k · p and the
configuration interaction methods. We decompose the theory into four levels of precision, i.e.,
(i) single-particle electron and hole states, (ii) single-particle excitons, (iii) multi-particle excitons
without correlation, and (iv) that including the effect of correlation. The aforementioned approach
allows us to pinpoint the dominant influence of various single- and multi-particle effects on the
studied magneto-optical properties, allowing the characterization of experiments using models which
are as simple as possible, yet retaining the detailed physical picture.
I. INTRODUCTION
Semiconductor III-V quantum dots (QDs) have been
extensively studied in the past, owing to their properties
stemming from the zero-dimensional nature of the quan-
tum confinement. Those are, e.g., an almost δ-function-
like emission spectra, which lead to a number of ap-
pealing applications in semiconductor opto-electronics.
Hence, such QDs are crucial for classical telecommunica-
tion devices as low threshold/high bandwidth semicon-
ductor lasers and amplifiers1–5, as sources of single and
entangled photon pairs that might be used for the quan-
tum communication6–17, or other quantum information
technologies18–27. However, the aforementioned applica-
tions are mostly based on the In(Ga)As QDs embedded in
GaAs matrix. In that material system, the QDs are com-
pressively strained due to the lattice mismatch between
InAs and GaAs of ∼ 7 %28. That in conjunction with the
lack of inversion symmetry in the zincblende semicon-
ductors, leads to considerable shear strain in and around
the dots, causing among others the non-negligible fine-
structure-splitting (FSS) of the QD ground-state exciton
doublet15–17. As a result, the emitted photons are dis-
tinguishable, hampering their use, e.g., as sources of sin-
gle entangled states for quantum key distribution (QKD)
protocols29,30.
To overcome that drawback, recently GaAs QDs em-
bedded in Al0.4Ga0.6As matrix were fabricated by the
droplet-etching method31–33. Since the lattice mis-
match in that material system is only ∼ 0.06%, they
show very small FSS as was recently confirmed in
Refs.34,35. Hence, because of their favorable proper-
ties, the GaAs/Al0.4Ga0.6As QDs emerged as a promis-
ing source of non-classical states of light, such as sin-
gle photons with a strongly suppressed multi-photon
emission probability36, highly indistinguishable photon
states37–40, and single polarization entangled photon-
pairs with an almost near unity degree of entangle-
ment37,41–43.
Because of their well defined shape and size, the
almost negligible built-in strain and alloy disorder,
GaAs/Al0.4Ga0.6As QDs are excellent system for test-
ing the current quantum mechanical theory of nanostruc-
tures. A preferred way of doing so is the comparison
between the experimentally measured and theoretically
predicted properties (emission energy, oscillator strength,
polarization) for QDs under externally applied pertur-
bations. Those might be strain, electric, or magnetic
fields and we have recently shown44 the inadequacy of
the single-particle model45,46 for the description of the
latter. Further studies47 recently demonstrated the QD
size dependence of the applied magnetic field response
for excitons and charged trions. However, the detailed
theoretical description of that is still missing and we fill
that gap in this paper.
The paper is organized as follows: We start with
the description of the theory model in section II, con-
tinue with discussion of the theory of the response of
GaAs/AlGaAs QDs to externally applied magnetic field
with particular emphasis on the diamagnetic shift and g-
factor, and in section III we further compare our results
with available experiments. Thereafter in section IV we
focus on the magnetic field response of charged trions
and we conclude in section V.
II. THEORY MODEL AND STUDIED
QUANTUM DOT
We theoretically study the excitonic structure of the
GaAs/Al0.4Ga0.6As QDs using the following methodol-
ogy. It starts with the implementation of the 3D QD
model structure (size, shape, chemical composition), see
Fig. 1 (a), and carries on with the calculation of the strain
and the piezoelectricity. The resulting strain and polar-
ization fields then enter the eight-band k · p Hamilto-
nian48. Thereafter, for the QD with applied magnetic
field, the Hamiltonian introduced in Ref.49 with added
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FIG. 1. (a) Side view of computed GaAs QD (black object) embedded in Al0.4Ga0.6As matrix. Horizontal and vertical lines
mark the grid of the simulation space and the scale for (x) and (z) direction is given in units of nm; h and d label the height
and the base diameter of QD, respectively. The shape of QD was inspired by Ref.44, where it was chosen to fit the AFM
measurements and optimized to match the emission energy and magneto-optical properties of X0. (b) The isosurfaces of 90 %
of total probability density of X0, X−, and X+ ground states for Bz = 0 T, respectively. The upper row in (b) shows the side,
while the bottom row the top view of the density, respectively. The insets in (b) indicate the crystallographic orientation of
the cuts. Notice the larger volume of the probability densities for X− and X+ in comparison with that for X0.
Pauli term describing the interaction between the mag-
netic field and the spin is solved50 using the Nextnano
suite51 yielding the electron and hole single-particle (SP)
states. For the full list of material parameters used in this
work see Ref.52 (see, also, references49,53–57 therein). The
Coulomb interaction between the quasiparticles and the
correlation is accounted for by employing the configura-
tion interaction (CI) method48,58. Using the theory tool-
box described thus far, we obtain the eigenenergies and
eigenfunctions of various complexes like the neutral (X0),
the positively (X+), and the negatively (X−) charged ex-
citon, see Fig. 1 (b). See also Appendix I and Appendix
II for details about the CI computation method and the
evaluation of the corresponding results. Note, that since
our theoretical description is supposed to be applicable
for explanation of experiments, we simulate the structure
for finite temperature of T = 8 K.
The magnetic flux density (B) induces circulating cur-
rent which leads to the magnetic momentum (µ) op-
posed to B. The interaction between B and µ causes,
among others, the energy shift (∆E) of the spin degen-
erate state59. In the first approximation one obtains
∆E = γB2, (1)
where γ is the diamagnetic coefficient which is propor-
tional to the spatial expansion of the wave function in
the direction perpendicular to B. Hence, γ for a carrier
in a semiconductor satisfies59
γ ∝
〈
r2
〉
m∗
, (2)
where
〈
r2
〉
is the average expansion of the wave function
in the direction perpendicular to B andm∗ is the effective
mass of the charged carrier. Thus, e.g., by inspection of
Fig. 1 (b) one can anticipate larger γ for X+ and X−
states compared to those of X0.
The other dominant process which is observed is the
Zeeman effect, which is due to the interaction of B with
the projection of the spin momentum (S) to the direction
parallel to B. In the case of B applied in the direction of
QD growth (Bz), spin degeneracy of states is lifted. How-
ever, B applied in the plane of QD (Bx) also breaks the
symmetry of the system and, thus, the coupling between
different states is involved in that case, like, e.g. that be-
tween the dark with total angular momentum |±2〉 and
the bright with total angular momentum |±1〉 states of
X0, respectively44,45,59. The splitting of the energy levels
3depends on B linearly in the first approximation, and the
slope of that is commonly called the g-factor. We note,
that in the following text we focus only on B applied in
the growth direction, i.e., we study the response to Bz.
The aforementioned effects are observable for a vari-
ety of quasiparticles like the holes, the excitons, or other
complexes. To extract γ and g-factor of computed (multi-
)particle complexes we use the following model which is
suitable also for evaluation of the experiments44,
E↑/↓ = E0 + γB2 ± 1
2
√
E2FSS + g
2
0µ
2
BB
2, (3)
where ↑ / ↓ labels the spin of the energy levels, E0 and
∆EFSS are the emission and FSS energies, respectively,
of the corresponding state for B = 0 T; g0 denotes the
g-factor, and µB is the Bohr magneton. Note, that since
the splitting is strongly linear in our calculations, we take
into account only the zeroth term g0 of g-factor and ne-
glect the second order perturbation term g2 introduced
in Ref.59.
III. SIZE DEPENDENCE OF
MAGNETO-OPTICAL PROPERTIES OF
NEUTRAL EXCITON
In this section we study the size dependencies of the
magneto-optical properties of X0 ground state of the QDs
shown in Fig. 1. We mark the height and the diameter
of QD base h and d, respectively, see Fig. 1 (a), and we
track γ, g0, and the light-hole (LH) content for (i) QD
with fixed h and varying d, (ii) fixed d and varying h, and
(iii) for fixed h/d ratio, thus, we track the variation of
QD volume (V ) in the latter case. The dependencies of
γ and g-factor are shown in Fig. 2. We plot the results of
CI calculation for the CI basis of 12 SP electron and 12
SP hole states marked as 12×12 (blue) and for the basis
of 2 SP electron and 2 SP hole states marked as 2 × 2
(green). The comparison between those bases allows us
to study the effects of correlation. To see the effect of the
Coulomb and the exchange interaction, the dependencies
of SP excitonic (red), electron (pink) and hole (orange)
states are included in Fig. 2 as well.
The emission energy (EX0) of X
0 calculated in the
12 × 12 basis changes for all kinds of the studied size
variations in the range of ≈ 1 eV. To be able to quanti-
tatively compare the computed dependencies, we define
the parameter b as
b =
∣∣∣∣∣f(EfX0)− f(EiX0)EfX0 − EiX0
∣∣∣∣∣ , (4)
where f(EfX0) {f(EiX0)} is the studied quantity
(e.g. magneto-optical properties) for the final {initial}
value of the size dependence of EX0 . Note, that since the
studied dependencies are not always linear and EX0 is
not the quantity describing SP hole and electron states,
b provides only an estimation of the slope of the corre-
sponding dependency.
A. Diamagnetic coefficients
First, we study the size dependence of γ. From Eq. (2)
we expect the sensitivity of γ to variation of d. This
is confirmed by the numerical calculation in Fig. 2 (a).
We see that the absolute value of γ for electrons (γe)
is much larger than that for holes (|γh|). Since elec-
trons have smaller effective mass, their states are much
more sensitive to the change of QD shape or size than
considerably heavier holes, which have in our calculation
predominantly heavy-hole character. It follows, that γe
(b = 117) is more sensitive to variation of QD size and
also its magnitude is larger than that of |γh| (b = 18).
On the other hand, the lateral confinement does not
change in the case of the variation of h for fixed d, see
Fig. 2 (b). However, despite that, γ grows slightly. First,
we describe the height dependence for electrons and note
that the value of γ also depends on the effective mass,
cf. Eq. (2). It was shown previously for InAs/GaAs QDs
that the effective mass of electron and hole depends on
QD height and base diameter60. The effective mass of the
electron decreases with increasing h, what also explains
the increase of γe (b = 34) in our calculations. The case
of the height dependence of |γh| (b = 7) is, however, more
complex. The effective mass of heavy-holes (HH) grows
with increasing h60. On the other hand, increasing h
leads to admixture of |LH〉 states due to larger amount
of |pz〉 Bloch waves, the contribution of which increases
for higher QDs which might even consist of purely |LH〉
states35. Moreover, |γh| varies very slowly, hence, we
might assume that the two aforementioned effects nearly
cancel each other.
Lastly, we fix the aspect ratio of QD and change both
d and h, h/d = 3/13. We observe the steepest change
of γe (b = 176). Here, both the reduction of the elec-
tron effective mass and the reduction of lateral confine-
ment contribute to the increase of γe. In the case of |γh|
(b = 10) we can see combination of two opposing trends,
discussed before. The reduction of lateral confinement
caused by increasing d leads to the increase of |γh| while
larger h slightly reduces that. This results in a slower
growing trend of |γh| as we can see in Fig. 2 (c).
Using the SP approach we can write that γ of X0 is59
γSP = |γe|+ |γh|. (5)
The parameter γSP is mostly influenced by the electronic
part of e− − h+ pair SP transition which we mark as
X 0, since we omit the effect of the Coulomb interac-
tion. As we can see from Fig. 2, the presence of the
direct and the exchange Coulomb interaction slightly re-
duces the values of γCI computed by CI. The effect of
correlations influences the excitonic γCI rather weakly.
In Figs. 2 (a) and (c) we observe that the deviation be-
tween γSP and γCI increases with growing size of QD.
This means that the SP approximation describes rather
well the response of small QDs with larger quantum con-
finement but fails for larger, weakly confined QDs, for
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FIG. 2. Dependencies of γ, g-factor, and LH contribution in X0 ground state, respectively, for Bz = 0 T on the emission energy
for (a) fixed height of h = 9 nm, (b) fixed base diameter of d = 40 nm, and (c) fixed aspect ratio of h/d = 3/13, where V is the
volume of QD. The upper horizontal axis shows the emission energy of X0 calculated in 12 × 12 basis. The insets in the first
column of (a), (b), and (c) sketch the corresponding change of QD size and shape. Note, that the blue and green circles, and
curves overlap in the rightmost column of graphs.
which it is necessary to include also the multiparticle
corrections.
B. g-factors
We divide this section into three parts. Firstly, we dis-
cuss the electronic g-factor (ge), we follow by the hole g-
factor (gh), and finally, the excitonic g-factor, computed
both using SP approach (gSP) and CI (gCI), respectively,
is considered.
The value of ge is +2 in the limit of infinite confine-
ment, which is the result of the quenching of the angu-
lar momentum61. The observed size dependence of ge is
caused by the admixture of Bloch states from the valence
bands (VB), i.e heavy-hole (|HH〉), light-hole (|LH〉), and
splitt-off (|SO〉) Bloch states, into the ground state of
electron and we proceed by discussing the reasons for
that (see also Ref.59). In the eight-band k · p calcula-
tions we express each quantum state as a superposition
of |S〉, |HH〉, |LH〉, and |SO〉 bulk Bloch components.
The wave functions consist of the Bloch and the enve-
lope parts with (total) angular orbital momenta J and
LE , respectively, which are coupled due to the spin-orbit
interaction. Since the |S〉 Bloch component has LE = 0,
it does not influence ge at all. However, the Bloch func-
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FIG. 3. Dependencies of the amount of |HH〉 (circles), |LH〉
(squares), and |SO〉 (triangles) components, that for |px〉 and
|py〉 (cross), and |pz〉 (diamonds) Bloch waves, and the total
VB contribution, i.e. N (HH) + N (LH) + N (SO) (stars) in
the electron ground state for Bz = 0 T, respectively. The
calculations are shown as a function of QD size for (a) fixed
height of h = 9 nm, (b) fixed base diameter of d = 40 nm, and
(c) fixed aspect ratio of h/d = 3/13, where V is the volume
of QD. Note, that px + py in the inset of (a) indicates that
contents of |px〉 and |py〉 states were added, not the actual
Bloch waves.
tions in VB have envelope angular momenta LE = 1 and,
thus, LEz = {0,±1}. Hence, the deviation of ge from the
value of +2 is caused by the admixture of the VB Bloch
functions, which have LEz = ±1, into electron envelopes.
Since the coupling between the states from conduction
band (CB) and states from VB with LEz = ±1 is pro-
portional to the crystal momentum vector components kx
and ky
59, we get the content of states having LEz = ±1
by taking into account |px〉 and |py〉 Bloch waves, mixed
in the ground state of the electron. Furthermore, the
coupling with the components which have LEz = 0 is
proportional to kz
59, hence, we get these states as |pz〉
Bloch waves.
In contrast with ge for cylindrical InAs/InP QDs stud-
ied in Ref.59, g-factors of our QDs depend on their
size rather weakly. Bulk GaAs has band-gap of Eg =
1.43 eV62 (for temperature of 300 K), which is nearly
four times larger than that for bulk InAs, resulting in
weaker mixing of CB and VB states in the case of GaAs
QDs. The size dependence of the sum of amounts of |px〉
and |py〉 Bloch waves (states with LEz = ±1) in electron
ground state for Bz = 0 T is shown in Fig. 3 (right col-
umn). Note, that for the sake of completeness, we also
show in Fig. 3 the size dependencies of |HH〉, |LH〉, and
|SO〉 components (left column). In all cases of the studied
size variations, the content of states from VB decreases
with increasing size by ∼ 2 %. The sum of all LEz = ±1
components decreases with increasing d {Fig. 3 (a)} by
∼ 10-times smaller rate compared to that for InAs/InP
QDs59. Interestingly, in the case of the variation of h
(Fig. 3 (b)) we observe even ∼ 24-times reduced rate.
Since the admixture of the VB components, which affect
ge, depends on the structural properties of QDs rather
weakly we do not observe strong size dependence of ge.
For the completeness we also show the size dependence
for the studied parameters in the case of fixed aspect ra-
tio {Fig. 3 (c)}, even though we cannot compare to any
similar study for InAs/InP QDs.
In the case of gh we observe a rather strong size depen-
dence of that. Since in the case of holes, the analysis of
LE is more complicated, we do not apply the approach
which we discussed above for electrons59. However, there
exists a connection between the value of gh and HH-LH
mixing in the hole ground state63. The approach intro-
duced in Ref.63 utilizes 2D effective model and can be
expressed as45,63
gh = 6κ+
27
2
q − 2γlh, (6)
where κ and q are the Luttinger parameters in the stan-
dard notation49, which are for GaAs summarized in Ta-
ble I, and γlh is given by the overlap of |HH〉 and |LH〉
states of the hole. It follows from the Eq. (6) that gh
strongly depends on the bulk properties of the QD ma-
terial and, furthermore, that the content of |LH〉 states
in the hole reduces the magnitude of gh, since γlh attains
positive values63. The validity condition for the discussed
2D model is that h/d 1, which is fulfilled for our QDs.
Furthermore, it is assumed in the model that the mixing
of |SO〉 states can be neglected since
E  ∆HH−LH  ∆SO, (7)
where E is the energy measured far-away from the edge of
the top-most subband, ∆SO is the spin-orbit energy, and
∆HH−LH is the energy splitting of |HH〉 and |LH〉 states,
caused by the confinement and/or the biaxial strain. As
one can see in Fig. 4, the contribution of |SO〉 Bloch
waves in the hole ground state is minuscule in comparison
with the other two components. The reason of small
admixture of |SO〉 Bloch waves into the hole ground state
is the large bulk value of ∆SO (for GaAs ∆SO = 0.34 eV
for the temperature of 300 K55). On the other hand, since
GaAs and Al0.4Ga0.6As are nearly lattice matched, the
biaxial strain in QD is rather small, which results in small
value of ∆HH−LH35. Hence, the condition in Eq. (7) is
fulfilled for our dots.
In the case of our calculations, the HH-LH coupling is
caused by the variation of QD size. The admixture of
|LH〉 Bloch waves to the hole state depends on the con-
tent of |pz〉 Bloch waves. That content increases with h.
On the other hand, when d is increased, the content of
6|px〉 and |py〉 Bloch waves, which have predominantly HH
character64, increases as well. Consequently, the reduc-
tion of the amount of |LH〉 is observed.
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FIG. 4. Dependencies of |HH〉 (circles), |LH〉 (squares), and
|SO〉 (triangles) components, that for |px〉 and |py〉 (cross),
and |pz〉 (diamonds) Bloch waves in hole ground state for
Bz = 0 T, respectively. The calculations are shown as a func-
tion of QD size for (a) fixed height of h = 9 nm, (b) fixed
base diameter of d = 40 nm, and (c) fixed aspect ratio of
h/d = 3/13, where V is the volume of QD. Note, that px +py
in the inset of (a) indicates that contents of |px〉 and |py〉
states were added, not the actual Bloch waves.
The aforementioned model in Eq. (6) provides a rea-
sonably good qualitative prediction of the trend of gh
for increasing h. As expected, with increasing h the
contribution of |LH〉 Bloch waves grows {see Fig. 4(b)},
which leads to the reduction of gh {see Fig. 2 (b)}. For
h = 17.5 nm gh changes its sign. Since mathematically
g0 corresponds to the slope of E↑(Bz) − E↓(Bz), the
change of the sign of gh indicates that the order of the
levels in the corresponding Kramers doublet reverses in
energy, which we also confirmed by inspecting the com-
puted states. If it would be experimentally meaningful to
give the calculations for the temperature of 0 K, the mag-
netization and the magnetic susceptibility of the system
in a certain state would lead to the change of the sign of
the susceptibility with increasing h48,65. However, since
we want our results to be reproducible by experiment, we
strictly performed our calculation for finite temperatures.
TABLE I. Luttinger parameters for GaAs and AlAs66–68.
γ1 γ2 γ3 κ q
GaAs 6.98 2.06 2.93 1.2 0.04
AlAs 3.76 0.82 1.42 0.12 0.03
Interestingly, even though the content of |LH〉 Bloch
waves decreases with growing d {see Fig. 4 (a)}, we ob-
serve a slow decrease of gh as well. Similar trend was pre-
viously observed for InAs pyramidal QDs in Ref.69. We
assume that also other effect causes the reduction of gh,
apart of those previously discussed. Since the decrease
of gh is the weakest of all the discussed cases, we as-
sume that the effect which reduces gh is similarly strong,
when d grows, as the decrease of the content of |LH〉
components. The parameter gh also depends on the bulk
material parameters, see Eq. (6). As the lateral quantum
confinement becomes weaker with increasing d, the hole
wave function moves towards the top of the QD. If hole
wave function would partially leak out of the QD mate-
rial, the change in gh might have been affected also by the
properties of the surrounding Al0.4Ga0.6As. In Table I we
summarize the values of κ for GaAs and AlAs. Using the
linear interpolation we can estimate κ of Al0.4Ga0.6As as
κ = 1.08. While the smaller value of κ would lead to the
reduction of gh, an inspection of the probability density
of hole ground state shows leakage of hole out of QD only
for QDs with d > 30 nm. Since, we observe the reduction
of gh also for smaller d we conclude that this effect is not
strong enough to cause the decreasing trend of gh.
We observe strong dependence of gh on V of QD for
fixed QD aspect ratio. That effect is caused by the ad-
mixture of |LH〉 Bloch waves, see Fig. 4 (c), similarly as
in the previous case. Also EX0 for which gh crosses zero
is similar for the cases of fixed aspect ratio and fixed h.
We further fitted the Bz dependence of the difference
of non-interacting SP neutral exciton (X 0) by Eq. (2) and
obtained the slope of that which we mark as gSP. From
the SP approach we find that gSP = ge + gh of the bright
state, similarly as in Refs.45,46. Resulting from that and
already discussed properties of gh and ge, it follows that
the trend of gSP is dominated by the hole part of X 0.
Since the value of ge remains nearly constant with QD
size change, it only causes the increase of the mean value
of g-factor, leading to the zero-crossing of gSP for smaller
emission energies. To see how the HH-LH coupling affects
gSP, we show in the last column of Fig. 2 the content of
|LH〉 Bloch wave in the exciton. The calculations were
done for X 0 and for X0 computed by CI with basis of
2×2 and 12×12 electron and hole SP states, respectively
(see also Appendix II). Clearly, the HH-LH coupling is
not influenced by the effect of correlation, however, it is
weakly affected by the direct and the exchange Coulomb
interactions. The connection between band mixing and
gSP is the same as that already discussed for holes.
The inclusion of the direct and the exchange Coulomb
interaction (2×2 basis) causes the overall increase of the
g-factor. Note, that the difference between gSP and gCI
computed in 2 × 2 basis grows with the size of QD. As
a result of the exchange and the direct Coulomb interac-
tion, gCI does not cross zero for the range of considered
sizes.
On the other hand, the effect of correlation causes the
reduction of gCI. Hence, there are multi-particle effects
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FIG. 5. The contribution of SP states, used as the basis of the CI calculations, in X0 without the application of external fields
for InAs/GaAs pyramidal-shaped QD with base width of 20 nm and height of 3 nm (left) and GaAs/AlGaAs QD shown in
Fig. 1 with d = 68 nm and h = 16 nm (right). The CI calculations were performed with the basis of 12 SP electron (green) and
12 SP hole (red) states and were carried out exactly the in the same manner. Note that the CI states are ordered from 1 to 29
according to their energy from lowest to highest.
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FIG. 6. Dependencies of EFSS. The calculations are shown
as a function of QD size for (a) fixed height of h = 9 nm, (b)
fixed base diameter of d = 40 nm, and (c) fixed aspect ratio of
h/d = 3/13, where V is the volume of QD. (d) Sketch of the
effect of the direct and the exchange Coulomb interactions,
respectively, and the correlation on the energy splitting of
levels due to Bz.
which affect the Zeeman splitting and g-factor in oppo-
site ways. The exchange Coulomb interaction amplifies
the Zeeman splitting, increasing gCI, yet the correlations
cause the reduction of that. The effect of multi-particle
effects on the Zeeman splitting is sketched in Fig. 6 (d).
To view the size dependence of the exchange interac-
tion, we plot the direct consequence of that, EFSS for
12 × 12 basis, in Fig. 6 (a)–(c). Note, that gCI calcu-
lated in 12×12 basis shows similar trends as that for the
exchange interaction.
Note, that for increasing h of QD the difference be-
tween CI calculation without and with the effect of cor-
relation grows. Surprisingly, for the calculations where
only d is varied, the deviation is not systematic, thus,
it seems that the lateral size of QD does not influence
the effect of correlation on gCI . This observation is un-
expected since the trend of increasing difference between
calculations with and without the effect of correlation
is stronger for varying V with fixed aspect, what is the
consequence of the faster decrease of the quantum con-
finement due to increasing of both h and d.
To further visualize the importance of the correlation
for the spin-resolved description of X0 we show in Fig. 5
the content of hole and electron SP states in those of
CI for a prototypical pyramidal-shaped InAs/GaAs QD
with the base width of 20 nm and height of 3 nm and
GaAs/Al0.4Ga0.6As dot, shown in Fig. 1, with the base
diameter 68 nm and height 16 nm. Here, the level of
darkness identifies the content of each SP state, i.e., the
darker the larger content. On the vertical axis the num-
ber of the CI eigenstate is shown. The states are ordered
by energy, e.g. 1, 2 is the ground state doublet. The
numbers on the horizontal axis represent the numbers
of the SP electron (green) or hole (red) states computed
by Nextnano software70. Here, numbers 11, 12 {13, 14}
mark hole {electron} ground states. In the former case
(InAs/GaAs QD), the first four CI ground states of X0
(CI states 1–4 in Fig. 5) clearly show the dominant contri-
bution of particular hole or electron SP state to a given CI
state. That is smeared out for GaAs/Al0.4Ga0.6As QD.
In the latter case, the correlation causes via the exchange
interaction the mixing of the almost energy degenerate
hole SP states, competing, thus, with the Zeeman inter-
action, as sketched in Fig. 6 (d). The details about the
8evaluation of the contents of SP states in the CI states
are discussed in Appendix II.
C. Comparison with the experimental data
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FIG. 7. Dependencies of X0 ground state magneto-optical
properties on the emission energy EX0 (blue). The experi-
mental measurements were reprinted from Ref.47 (grey).
Finally, we compare our calculations with the mea-
surements performed by M. C. Lo¨bl and colleagues47, see
Fig. 7. The samples were grown by MBE on the (001)
substrate. The measured QDs were, as well as those dis-
cussed in the previous sections, cone shaped and had also
the same composition, i.e. pure GaAs QDs embedded in
Al0.4Ga0.6As. The authors further assumed that all the
Al droplets which etched the substrate had the same as-
pect ratio. Since the relation between Al droplet height
hd and QD height h is given by the phenomenological
relation h ∝ hβd 71, we assume that the aspect ratio of
measured QDs was the same for all QDs and, thus, we
compare with that our calculations where the aspect ra-
tio of QDs is fixed as well. However, we show in our
comparison all the size dependencies in order to indicate
whether the aforementioned assumption is correct. For
further details about the growth and measurements we
refer the reader to Ref.47.
For the comparison we use the magneto-optical prop-
erties of multi-particle X0 where the effect of correlation
is included. As we can see, the calculated trends reason-
ably fit the measurements. However, we observe larger
disagreement with the size dependence of the measured
magneto-optical properties for larger emission energies
EX0 , i.e. smaller QDs. The deviation between theory and
experiment might be, e.g., attributed to the fact that we
did not optimize the QD shape to fit the measurements
more precisely and, thus, the aspect ratio or shape of the
base of the calculated QDs can be slightly different than
that for experiment.
Let us first compare theoretically and experimentally
obtained γ. As we can see, almost all the calculated de-
pendencies have similar non-linear trends. They decrease
fast for smaller EX0 and from certain value the decreases
is approximately linear. The calculated dependencies re-
semble a combination of two linear trends with different
slopes or a single exponential decrease. The linear trend
shows also γ determined from the experiment. Generally,
by comparing the steepness of the experimentally deter-
mined data and calculations, we deduce that measured
QDs were slightly larger than those calculated.
In the case of g-factors we observe larger differences
between calculations and experiment. Here, the slopes of
calculated dependencies are unfortunately significantly
larger than that of the measured data for smaller values
of EX0 . However, we note that a more favorable corre-
spondence of the theoretical slope with that of the ex-
periment might be observed for variation of d with fixed
h and at the same time smaller values of EX0 . However,
to match the experiment, one would clearly need also the
dot to have larger V .
IV. SIZE DEPENDENCE OF
MAGNETO-OPTICAL PROPERTIES OF TRION
STATES IN MAGNETIC FIELD
In this section we expand our analysis of the size depen-
dence of magneto-optical properties to incorporate also
the positively charged ground X+ and excited X+∗3 and
X+∗4 trions, respectively, and that for excitons with sur-
plus electron, i.e., X−. The calculations are performed for
QD shown in Fig. 1 with fixed aspect ratio of h/d = 3/13,
similarly as that in section III. The B is again applied in
the [001] growth direction, i.e. Bz, and the energies of the
excitonic complexes are calculated by CI with the basis
of 12 SP electron and 12 SP hole states. Studied size
dependencies of magneto-optical properties are shown in
Fig. 8.
The particular choice of X+∗3 and X
+∗
4 is motivated by
their experimental observation in Ref.44 and the larger
contribution in the respective CI complexes which we
show along with the contribution of SP states in CI com-
plexes of X− in Appendix III.
As expected, γ of X− and X+ have very similar trend
as that for X0 {cf. Fig. 2 (c)}. To see the differences
among γ of the excitonic complexes we discuss again the
parameter b defined in Eq. (4). Due to the dominant
content of h+, which has larger effective mass than e−,
we observe the smallest value of b for X+ (b = 150). In-
terestingly, γ grows slightly more for X0 (b = 168) than
for X− (b = 160). That results from previous investi-
gation of size dependence of γ for X0, since direct and
exchange Coulomb interaction reduce the values of γ for
larger QDs, what leads to the reduction of the parame-
ter b. Moreover, in the case of X− {X+} the Coulomb
interaction between the electron and the hole is doubled
compared to X0 and also that between electrons {holes}
is included what also contributes to the reduction of b.
Due to the coupling of singlet (X+∗4 ) and triplet (X
+∗
3 )
states of the excited trions we observe the anomalous
diamagnetic shift of X+∗3 transition
44. The parameter γ
of X+∗3 is negative for all considered QDs and its absolute
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FIG. 8. Size dependence of (a) γ and (b) g-factor of X− (light blue), X+ (blue), X+∗4 (red), and X
+∗
3 (green), respectively.
value increases with size until it reaches the minimum
for V ≈ 20 · 103 nm3. On the other hand, γ of X+∗4
grows monotonically with increasing V . Interestingly,
we observe smaller absolute values of γ(X+∗3 ) and γ(X
+∗
4 )
for QDs with h = 17 nm and d = 75 nm (or h = 18 nm
and d = 78 nm) considered in this section, than for QDs
with h = 15 nm and d = 70 nm, see Tab. 2 in Ref.44.
We assume that this might be caused by different aspect
ratio of QDs under consideration.
We now discuss the g-factors of X−, X+, X+∗3 , and
X+∗4 . Since g0 of trions is given by the SP state the
energy of which is subtracted during the recombination,
we observe significantly faster decrease for X+ (b = 19)
than for X− (b = 9). The size dependence of subtracted
SP e− (pink curve) and h+ (orange curve) states are
shown in the second column in Fig. 2 (c). In the contrast
with X0, the g-factor of X+ monotonically decreases to-
wards negative values. The reason of smaller g0 of X
+
is the larger content of |LH〉 Bloch states. At the same
time, the g-factors of the excited trions increase with in-
creasing volume and for V = 11.7 · 103 nm3 we observe
a sudden decrease of those. In order to understand the
aforementioned trends, we show in Fig. 9 the QD volume
dependence of g-factors of non-recombined positive trion
states, the final SP hole state, and the final emitted single
photon state. The colours identify the non-recombined
trion states and the markers the final SP hole states.
As expected, we observe similar trends for final SP hole
state and the emitted photons. On the other hand, the g-
factors of non-recombined trion states have positive val-
ues and decrease in the whole considered range of QD
volumes V .
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FIG. 9. The QD volume dependence of the g-factor for (a)
non-recombined positive trion states, (b) final SP hole states,
and (c) emitted final single photon states. The colours iden-
tify the non-recombined trion states and the markers the final
SP hole states.
10
V. CONCLUSIONS
We have studied the size dependencies of the diamag-
netic coefficient and g-factor of X0, X−, and X+ ground
states, and X+∗3 and X
+∗
4 excited positive trion states, re-
spectively, of GaAs/AlGaAs cone shaped quantum dots.
The magnetic field was applied in the [001] growth direc-
tion. The sizes of quantum dots were changed in three
ways, i.e, for fixed height (and variable base diameter),
for fixed base diameter (and variable height), and for
fixed aspect ratio (and variable volume). To find the
origin of the observed trends, we decompose the calcu-
lations into four levels of precision: dependencies for (i)
single-particle electron and hole, (ii) single-particle exci-
ton, (iii) multi-particle exciton without the effect of cor-
relation and (iv) that with the inclusion of the effect of
correlation. The calculated dependencies have reason-
ably well reproduced the experimental trends observed
in Ref.47.
The diamagnetic coefficients of the correlated X0 are
found to be described sufficiently well by the single-
particle approach for small dots. The increase of that
with QD size is found to be mostly due to the single-
particle electron states. The case of excitonic g-factor is
more complex. Here, we find a decrease of that with size
which is due to holes. However, the multi-particle effects
for both, diamagnetic coefficient and g-factor, are found
to be non-negligible in the case of large, weakly confined
quantum dots. The exchange and direct Coulomb in-
teractions increase the absolute value of the excitonic g-
factor. At the same time, the effect of correlation de-
creases that. Furthermore, we find that also the slope of
the dependencies is smaller when the exchange and direct
Coulomb interactions are included.
We have also studied size dependencies of magneto-
optical parameters for charged trions. Here, the depen-
dencies of the diamagnetic shifts and g-factors of ground
states of those complexes were found to have similar evo-
lution with QD size as that for ground state X0. Only
for the latter (g-factor) we found the dependencies to be
shifted in magnitude which we identified to be the re-
sult of the subtraction of the final single-particle state,
electron for X− or hole for X+. Strikingly, the excited
positively charged exciton states, X+∗3 and X
+∗
4 , show
noticeably different behavior. Namely, the anomalous
(enormous) diamagnetic shift in the case of the former
(latter). Moreover, in both of the aforementioned com-
plexes the g-factor has non-monotonic dependence with
size. We interpret the former (diamagnetic shift) obser-
vation to be due to singlet-triplet mixing in large weakly
confining GaAs dots. On the other hand, the latter phe-
nomenon (g-factor) is again explained as a result of the
subtraction of the final single-particle hole state.
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APPENDIX I.
Here we give the description of the CI method. Let us
consider the excitonic complex |M〉 consisting of Ne elec-
trons and Nh holes. The CI method uses as a basis the
Slater determinants (SDs) consisting of ne SP electron
and nh SP hole states which are determined using the
envelope function method based on k · p approximation.
Obtained SP states read
Ψai(r) =
∑
ν∈{s,x,y,z}⊗↑,↓
χai,ν(r)u
Γ
ν , (8)
where uΓν is the Bloch wave-function of s-like conduction
band or p-like valence band at the center of the Bril-
louin zone, ↑/↓ mark the spin and χai,ν is the envelope
function, where ai ∈ {ei, hi}.
The trial function of considered excitonic complex
reads
|M〉 =
nSD∑
m=1
ηm |DMm〉 , (9)
where nSD is the number of SDs |DMm〉 and ηm is the
constant which is looked for using the variational method.
The m-th SD is58
|DMm〉 =
1√
N !
∑
τ∈SN
sgn(τ)φτ{i1}(r1)φτ{i2}(r2) . . . φτ{iN}(rN).
(10)
Here, we sum over all permutations of N := Ne +
Nh elements over the symmetric group SN . For
the sake of notation convenience, we joined the elec-
tron and hole wave functions from which the SD is
composed of, in the unique set {φ1, . . . , φN}m :=
{Ψej , . . . ,Ψej+Ne−1 ; Ψhk , . . . ,Ψhk+Nh−1}, where j ∈
{1, . . . , ne} and k ∈ {1, . . . , nh}. In similar fashion
we join the positional vectors of electrons and holes
{r1, . . . , rN} := {re1 , . . . , reNe ; rh1 , . . . , rhNh }
Further, we solve the Schro¨edinger equation
HM |M〉 = EM |M〉 , (11)
where EM is the eigenenergy of excitonic state |M〉 and
HM is the CI Hamiltonian which reads
HM = HM0 +
ne+nh∑
k 6=l
ekel
4pi0(rk, rl)|rk − rl| , (12)
where HM0 represents SP Hamiltonian and the second
term on the right-hand side is the Coulomb interaction
between SP states. Here el and ek label the elementary
charge |e| of either electron, i.e. −e, or hole i.e. e, and
(rk, rl) is spatially dependent dielectric function. Note,
that the Coulomb interaction is treated as a perturba-
tion.
APPENDIX II.
To visualize the contents of SP states computed in
multi-particle complexes calculated by CI, we need to
transform the results of CI calculations to the basis of
SP states instead of that of SDs. In this appendix we
describe that method.
During the set-up of SDs, we create the matrix Aˆ with
rank nSD×N , where m-th row consists of SP states used
in the corresponding SD
Am =
(
Ψej , . . . ,Ψej+Ne−1 ; Ψhk , . . . ,Ψhk+Nh−1
)
. (13)
As a result of CI calculation we get nSD eigenvectors
(CI states) with nSD components
|Ml〉 = (ηl1, . . . , ηlnSD)T , (14)
where index l identifies the eigenvector. Now let us con-
sider a particular SP state Ψej {Ψhk}. We choose those
values of ηlm which corresponds to the Am consisting of
Ψej {Ψhk}, sum the squares of the absolute values
cej =
∑
m
∑
j′
|ηlm (j′)|2δjj′ , (15)
chk =
∑
m
∑
k′
|ηlm (k′)|2δkk′ , (16)
and obtain the vector(
cle1 , . . . , c
l
ene
; clh1 , . . . , c
l
hnh
)T
. (17)
The values cej and chk are then normalized by imposing
that
∑
j c
l
ej +
∑
k c
l
ek
= 1. Since |ηlm|2 describes the
weight of the corresponding SD in CI eigenvector, we
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look for the weights of individual SP electron or hole
states. The example of the result is shown for X0 in
InAs/GaAs and GaAs/AlGaAs QD in Fig. 5 or for X+
in GaAs/AlGaAs QD in Fig. 10.
The procedure described thus far allows us to study
also other excitonic properties, such as the influence of
multi-particle effects on band mixing or visualising the
probability density of the studied excitonic complexes.
In the case of band mixing we multiply the contents
of {|S〉 , |HH〉 , |LH〉 , |SO〉} of the particular SP state by
the corresponding coefficient from Eq. (17). Hence, we
get the matrix with rank (ne + nh)× 4 for each l and we
sum separately all |S〉, |HH〉, |LH〉 and |SO〉 contents in
that matrix to get the four corresponding values for each
CI state. Finally, we normalize the contents in the same
fashion as for Eq. (17).
On the other hand, for visualizing the probability den-
sity of an eigenstate of the complex |Ml〉 with wave-
function ΦlM(r), we calculate
|ΦlM(r)|2 =
∑
j
|clejΨej (r)|2 +
∑
k
|clhkΨhk(r)|2. (18)
Similarly as before, the probability density is finally nor-
malized, i.e., 〈Ml |Ml〉 = 1. The example of the calcu-
lated probability density of X0, X+, and X− is shown in
Figs. 1 (b).
APPENDIX III.
Now we briefly describe the construction of the ex-
cited positive trion states. First, we introduce the single-
particle approach considering the complex consisting of
the electron in the ground state (↑s/↓s), the heavy hole in
the ground state (⇑s/⇓s) and the heavy hole in the first
excited state (⇑p/⇓p), where the total angular momen-
tum of electron is J = ±1/2 and that of hole is J = ±3/2.
Due to the exchange interaction, holes in the complex
split into singlet and triplet states and, thus, the excited
positive trions read44,72
|X+∗4 〉 =
{
↑s (⇑s⇓p − ⇓s⇑p) Jz = +1/2
↓s (⇑s⇓p − ⇓s⇑p) Jz = −1/2 , (19)
|X+∗3 〉 =
{
↑s (⇑s⇓p + ⇓s⇑p) Jz = +1/2
↓s (⇑s⇓p + ⇓s⇑p) Jz = −1/2 , (20)
|X+∗2 〉 =
{
↓s⇑s⇑p Jz = +5/2
↑s⇓s⇓p Jz = −5/2 , (21)
|X+∗1 〉 =
{
↑s⇑s⇑p Jz = +7/2
↓s⇓s⇓p Jz = −7/2 , (22)
where Jz marks the projection of total angular momen-
tum of the excited trions into the direction of Bz. The
singlet (X+∗4 ) and the triplet (X
+∗
2 and X
+∗
3 ) states emit
single photon when s-shell electron and s-shell hole re-
combines. Hence, we get the energy of the emitted single
photon when we subtract the energy of SP p-shell hole
corresponding to the three SP electron and SP hole states
where the s-shell e−–h+ pair recombines. Note, that X+∗1
is the dark state due to the dipole selection rules.
Since each excitonic state calculated by CI consists of
different amount of ne SP electron and nh SP hole states,
we subtract the energy of the excited SP hole state which
has the largest contribution in the considered CI state.
That procedure allows us to reproduce the measured re-
sults44. In Fig. 10 we show SP hole states, the energies of
which were subtracted in our investigation of X+, X+∗3 ,
and X+∗4 transitions. As can be seen, the largest contribu-
tion in the first and the second excited trion eigenstates
(corresponding to numbers 3, 4 and 5, 6, and we mark
them as X+b and X
+
c , respectively) relates to the fourth
excited SP hole state (that corresponds to the numbers
3, 4 and we mark that as h4). Hence, the energies of the
emitted single photons E which are the results of such
transitions are
E4
(
X+∗4
)
=
{
EX
+
c {u} − E4 {⇑}
EX
+
c {d} − E4 {⇓}
, (23)
E4
(
X+∗3
)
=
{
EX
+
b {u} − E4 {⇑}
EX
+
b {d} − E4 {⇓}
, (24)
E0
(
X+
)
=
{
EX
+
a {u} − E0 {⇑}
EX
+
a {d} − E0 {⇓}
, (25)
where subscripts a, b, c mark the Kramers doublet of the
trion state before recombination (a identifies the low-
est energy). Furthermore, subscripts 0 and 4 label the
Kramers doublet of the final SP hole state (0 identifies
the energy of the ground state), and u {d} denotes the
higher {lower} energy of considered trion doublet. For
further details see also Ref.44.
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FIG. 10. The contribution of SP states used for the basis of the CI calculations of QD with d = 68 nm and h = 16 nm, in the
non-recombined X+ (left) and X− (right) trion states for B = 0 T. The CI calculations were performed with the basis of 12
SP electron (green) and 12 SP hole (red) states. The states in blue, green, and red rectangles in the left panel were used as
the final SP states in constructing the studied emission energies of X+, X+∗3 , and X
+∗
4 , respectively, and that in light blue for
the right panel corresponds to the final SP state of X−. The colors correspond to those in Fig. 8. Note that the CI states are
ordered from 1 to 8 by their energy from lowest to highest.
