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A Comparison of Uncertainty Evaluation Methods
for On-Wafer S-Parameter Measurements
Valeria Teppati, Senior Member, IEEE, and Andrea Ferrero, Fellow, IEEE
Abstract— An experimental analysis of on-wafer S-parameter
uncertainties is presented. Recently, two different approaches,
based either on differential numerical programming or on a fully
analytical solution, have been introduced. In order to establish
their suitability, a careful comparison is given for on-wafer
measurements. Through this comparison, possible limitations and
causes of errors are also highlighted. Finally, the uncertainty
evaluation of the 16-term error model is presented for the first
time.
Index Terms— Calibration, measurement techniques,
measurement uncertainty, millimeter wave devices, millimeter
wave technology.
I. INTRODUCTION
THE TREATMENT of uncertainties in S-parameter mea-surements is a topic of long-standing interest. Several
issues remain open or under continuous development, e.g.,
the improvement of coaxial or waveguide interfaces and their
repeatability [1], [2], or the traceability of the calibration
standards to physical dimension measurements [3]–[5]. This
is especially true as the frequency increases [6].
In a general case, S-parameter uncertainty evaluation is a
fairly complex statistical problem, since the final result is a
function of measurement noise, connection repeatability, and
standard uncertainty. As is well known from experience, these
contributions weigh differently on the device under test (DUT)
uncertainty, depending on the chosen calibration algorithm.
Modern measurement software play a fundamental role in
the overall measurement capabilities, and until the introduction
of the two software tools here examined, a general approach
for uncertainty evaluation was not available. This calls for a
careful scientific evaluation of the performances of the two
applications. In fact, the reported solutions are limited to
specific calibration algorithms [7]–[11] or use time-consuming
Monte Carlo methods [12]–[15]. Other techniques are based
on redundant measurements [16], [17] but do not give infor-
mation on the amount and origin of the calibration residual
uncertainty.
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The two software tools have substantial differences in the
approach and implementation, and, due to the complexity of
the problem, apparently correct choices of the input quantities
can lead to errors that are difficult to identify without a
benchmark. Since they are the only currently available tools
and have never been applied on-wafer, a careful comparison
and investigation is required.
The purposes of this paper are as follows:
1) to demonstrate the applicability of these software tools
in on-wafer environment;
2) to provide general guidelines for the choice of the input
parameters that describe the main uncertainty contribu-
tions, i.e., vector network analyzer (VNA) noise, probe
repeatability, and standard uncertainty, by an extensive
comparison of the results, highlighting also the possible
errors, limitations, and strong points of both approaches;
3) to present an application of these software tools to the
propagation of uncertainties in a 16-term error model,
showing the differences in sensitivity of the various
calibration standard sequences.
This paper is structured as follows. Section II describes
in details the two software tools used for the uncertainty
evaluation.
Sections III compares the measurement noise, connection
repeatability, and standard uncertainty contributions to the final
uncertainty, providing guidelines for using them successfully
in on-wafer test systems. Examples highlighting the amount of
error that can arise from a poor choice of the input quantities
are given.
In Section IV, a new application to a 16-term calibration
model is described. Suggestions for the choice of the best
standard sequence are presented. Finally, Section V draws the
conclusions of this paper.
II. AVAILABLE SOFTWARE TOOLS
We consider the following applications.
1) SW1: VNA Tools II [18], provided free of charge by
the Swiss Metrological Institute (METAS) and available
at [19].
2) SW2: MMS4, a commercial software application
recently developed by HFE [20].
SW1, implemented in C#, is based on linear uncer-
tainty propagation algorithms developed within a C# library
(also available from METAS) called Metas.UncLib [21], [22].
The library exploits automatic differentiation techniques [23]
to keep track of and update the sensitivities of the parameters
to the various input quantities, throughout the mathematical
0018-9456 © 2013 IEEE
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operations needed to obtain the final calibrated S-parameters.
SW2, developed in C++, implements the S-parameter uncer-
tainty computation in a sophisticated and fully analytical way,
described in [24].
Both software tools take into account the following contri-
butions:
1) VNA noise;
2) cable and connection repeatability;
3) standard definition uncertainty.
In addition, SW1 considers the drift and the linearity of the
VNA as uncertainty contributions.
The covariance information between S-parameters at differ-
ent frequencies is available only with SW1, while both tools
provide covariance estimates of S-parameters frequency by
frequency.
With SW1, the uncertainty computation can be carried out
only in a second step after measurements, by postprocessing
all the collected data. SW2 computes and stores the data
that characterizes the system and performs automatically the
uncertainty evaluation each time a new measurement is trig-
gered. The analytical approach of SW2 guarantees a substan-
tial reduction of computational time, which is important for
multiport S-parameter measurements.
In conclusion, the two applications use such different
approaches that they can lead to very different uncertainty
estimates if the input parameters are not properly chosen, as
shown in the next section.
III. UNCERTAINTY COMPARISON AND GUIDELINES FOR
THE CHOICE OF INPUT QUANTITIES
All comparisons are performed on-wafer by measuring a
set of calibration standard devices, verification standards, and
DUTs with the two uncertainty packages and with WinCalXE
software by CascadeMicrotech [25] (as additional check) in
close sequence, by maintaining the probe contact constant
throughout the measurements. These measurements can be
thus considered equal but for the VNA noise: drift and probe
repeatability do not perturb the data since measurements are
performed close in time and without reconnection.
As will be shown in the following, measurement noise is
not an issue, since we have verified that its contribution is
typically negligible.
Experiments have been performed with an HP8510 VNA
in the frequency range between 0.5 and 40 GHz, and with
an HP8510-XF VNA in the frequency range between 0.5 and
110 GHz.
A. VNA Noise
The two uncertainty applications treat the measurement
noise contribution in different ways. SW1 allows specification
of a noise floor and a trace noise (magnitude and phase), while
SW2 implements the methodology described in [24] for the
calculations of high- and low-level noise.
When a suitable number of averages (or a sufficiently
narrow IF bandwidth) is chosen, the VNA noise is typically
very small with respect to other contributions. In a first
approximation, then, the noise floor of SW1 can be set equal
Fig. 1. High- and low-level noise contributions with the HP8510-XF VNA,
with 101 average factor (data from SW2).
to the low-level noise in SW2, while the trace noise of SW1
can be set equal to the high-level noise of SW2. This leads to
minimal differences between the final uncertainties obtained
with the two applications.
Since it is mainly devoted to metrological applications,
SW1 takes into account also the additional contributions of
linearity and drift. In the typical testing environment, linearity
is not an issue as long as measurements are performed keeping
the power level constant. Moreover, if the measurements are
performed after a warming-up time of some hours and the
VNA is calibrated periodically, also the drift is negligible. This
is why in this paper these contributions to uncertainty will not
be considered.
The system noise was characterized for the 40- and
110-GHz setups, with SW2. The 40-GHz system’s low-level
noise is always below −90 dB over the entire frequency range,
while the high-level noise ranges from −70 dB at 1 GHz to
−50 dB at 40 GHz. The 110-GHz system’s low- and high-level
noise contributions are plotted in Fig. 1. It can be clearly seen
how the low-level noise depends on the band of operation,
but never exceeds −60 dB, thus being negligible for on-wafer
applications. The high-level noise contribution is higher, but
does not appreciably affect the final uncertainty budget.
B. Connection and Cable Repeatability
The contribution to the final S-parameter uncertainty of
the connections is particularly important on-wafer and as the
frequency increases to millimeter waves. The two applications
use different approaches since SW1 is optimized for coaxial
measurements.
SW1 uses two different models for cable and connector
repeatability [19]. Calling aC and bC the waves at the reference
plane where the DUT or the standard is defined, and a and b
the waves affected by the cable repeatability, as shown in
Fig. 2, SW1 imposes the following relationships:
b = CP bC
a = 1
CP
aC (1)
where CP is a transmission only term random variable with
mean value equal to 1 and variance vCP .
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Fig. 2. Wave definitions for (a) cable and (b) connector repeatability.
The connector repeatability is treated with the following
model:
b = RPa + bP
aP = a + RP bP (2)
where a and b are, as before, the waves affected by the
repeatability, and aP and bP are the waves at the reference
plane where the DUT or the standard is defined. RP is a
reflection only term random variable, with mean value equal
to zero and variance vRP .
When both repeatability models are cascaded, waves a and b
in (2) become, respectively, equal to aC and bC of (1).
Thus, (2) can be rewritten as
bC = RP(aP − RPbP) + bP
aC = aP − RP bP . (3)
By neglecting the second-order terms and substituting (1)
in (3), we get
b ≈ CP bP + CP RP aP
a ≈ − RP
CP
bP + 1CP aP (4)
and finally
b ≈ CPbP + RP aP
a ≈ −RPbP + 1CP aP . (5)
This model for the repeatability is now formally the same
as the model proposed in [24] and implemented in SW2,
which takes into account cable and connector transmission
and reflection repeatability terms and is defined as follows
[24, (48)]:
b = (1 + δT )bP + δRaP
a = −δRbP + (1 − δT )aP . (6)
Here, δT and δR are two correlated random variables, with
zero mean values and variances vR and vT and covariance
vT R .
A comparison is still possible by neglecting the covariance
and setting the same variances in both models, i.e., vCP = vT
and vRP = vR .
The results of a repeatability characterization performed
as described in [24], with 20 contacts of an on-wafer
GSG-40A-150-P (Picoprobe) probe, are shown in Fig. 3. From
this figure and the next considerations, it will be evident that
the vT contribution to the repeatability cannot be neglected
for a typical on-wafer setup.
The measurement of a “thru” device was used to compare
the repeatability contributions.
Fig. 3. Measured repeatability of an on-wafer GSG-40A-150-P (picoprobe)
probe, according to the model presented in [24].
The applied calibration algorithm was the short open load
reciprocal (SOLR) [26] and the same standard definitions were
used in the three software applications, leading to the same
nominal value of the measurement (thus confirming that the
VNA noise contribution is negligible for our purposes).
Other calibration algorithms such as line reflect match
(LRM) and “Thru” reflect line (TRL) were compared, but
in the following we will focus on the SOLR calibration,
since its greater number of required standards increases both
the probe repeatability and the standard definition uncertainty
contributions.
In a first experiment, since small movements of the on-wafer
probes are involved, the cable effect is negligible, thus only the
on-wafer probe repeatability term RP is considered, while CP
is set to zero. As shown in Fig. 4, the uncertainties of a “thru”
transmission parameter (in magnitude and phase) significantly
differ if computed with SW1 and SW2. In particular, SW1
underestimates the computation of S12 (and S21) phase uncer-
tainty because only the connector reflection repeatability term
is taken into account (with variance vRP = vR). However, once
the cable repeatability contribution is included (with variance
vCP = vT ), SW1 leads to the same uncertainty levels as
SW2, as is evident from Fig. 5. The small differences can
be attributed to the lack of covariance information in the
repeatability model of SW1.
In a typical on-wafer application, the movements of the
cables are actually negligible, but when characterizing the
probe repeatability as described in [24], the term vCP cannot be
neglected. Indeed, SW1 was specifically designed for coaxial
measurements, but still the on-wafer repeatability can be
easily modeled by adding this “dummy” cable repeatability
contribution.
C. Standard Definition Uncertainty
In both software tools it is possible to import a standard def-
inition from a file (a data-based standard), with its associated
user-defined covariance matrices. In this way, both applications
can avoid mistakes due, for example, to polynomial fitting, and
uncertainties can be completely customized.
Concerning lumped element standard models, the two
software tools use different methods to take into account
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Fig. 4. Effect of repeatability uncertainty alone on the (a) magnitude
and (b) phase of the transmission of a “thru” (1σ uncertainty is plotted).
Measurements were calibrated with a SOLR method, using the same standard
definition in all the software packages. For SW1 (VNA Tools II) the connector
repeatability was set equal to SW2 (MMS4) and the cable repeatability
contribution was neglected.
uncertainty on the standard’s definition. In particular, in SW1
it is not possible to take into account the uncertainties on
the “thru” and on the load definitions, while for the reflective
standards (opens and shorts) it allows specification of only a
“phase deviation”; for example, a phase deviation of 1◦ results
in a (1σ ) standard uncertainty of ±0.5◦ on the phase and a
standard uncertainty of ±0.0087 on the magnitude, while with
a phase deviation of 10◦, the standard uncertainties on phase
and magnitude become, respectively, ±5◦ and ±0.087.
In other words, with this uncertainty model, the real and
imaginary parts of the standard uncertainty are 100% corre-
lated.
SW2 has, instead, a more complex model for the standard
uncertainty, which takes into account the following contribu-
tions [24].
1) “Thru”:
a) u(τ ), uncertainty of delay line length τ ;
b) u(ZC), uncertainty of the line characteristic
impedance ZC ;
c) u(L), uncertainty of losses (G/s).
2) Load:
a) u(τ );
b) u(ZC);
c) u(L);
Fig. 5. Effect of repeatability uncertainty on the same “thru” measurement
of Fig. 4 (1σ uncertainty is plotted). This time, SW1 (VNA Tools II) includes
the cable repeatability effect, set equal to the SW2 contribution (vCP = vT ).
d) u(R), uncertainty of parasitic series resistance;
e) u(L0), uncertainty of parasitic series inductance.
3) Reflects:
a) u(τ );
b) u(ZC);
c) u(L);
d) u(L0),. . .,u(L3), u(C0),. . .,u(C3), uncertainties of
parasitic inductances for shorts and capacitances
for opens;
e) u(Rseries), u(Rshunt), uncertainties of parasitic
resistances of shorts and opens, respectively.
A comparison has been made by applying the SOLR
algorithm (more sensitive to standard definitions) to calibrate
the measurements performed with both applications. For this
comparison, the noise and repeatability contributions were
completely neglected.
The definition of the standard uncertainties were set to
keep the phase uncertainties of the reflects equal for the two
applications. For example, in SW1 the short was specified to
have a phase deviation of 3◦ at 110 GHz, which led to ±0.027
uncertainty on magnitude and ±1.5◦ on phase, while in SW2
the same standard was specified to have uncertainty u(L0) =
1.3 pH at 110 GHz, thus obtaining ±0.0008 uncertainty on
magnitude and ±1.5◦ on phase.
The obtained differences are in some cases very small, as
shown in Figs. 6 and 7, where the measurements of a line and
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Fig. 6. Comparison of the effect of the uncertainty (1σ ) on the standard
definition on a line measurement, calibrated with a SOLR algorithm.
Fig. 7. Comparison of the effect of the uncertainty (1σ ) on the standard
definition on a short measurement (not used during calibration) and on an
offset open measurements, calibrated with a SOLR algorithm.
Fig. 8. Comparison of the effect of the uncertainty (1σ ) on the standard
definition on a short and on a open measurement (not used during calibration),
calibrated with a SOLR algorithm, where the definitions of opens and shorts
are exactly the same for both applications (loaded from file).
of two different reflective DUTs are reported. The short mea-
surement, reported on the left of Fig. 7, highlights some dis-
crepancies between the two software tools: the uncertainty on
the short definition is transferred directly on the final measure-
ment, thus the two applications provide different magnitude
uncertainties.
TABLE I
TYPICAL PERCENTAGE OF STANDARD DEFINITION UNCERTAINTY
WITH SW1 AND SW2, AT 110 GHZ, FOR
ACTIVE DEVICES S-PARAMETERS
In this case, neglecting the correlation between the real and
imaginary part gives a physically incorrect evaluation of the
uncertainty.
To avoid these types of problems with both software tools,
it is possible to load a standard definition from a file, along
with its covariance matrix. When this is done, results are
exactly the same. Fig. 8 reports the results for the SOLR
calibration where opens and shorts were defined from files
having different formats, but based on the same data. The
extremely small differences (always less than 0.3%) are due
to measurement noise and thus unavoidable in our comparison.
As a further example, we have considered the S-parameter
measurements of different transistors biased in different con-
ditions. We measured an InP heterojunction bipolar transistor
with VCE = 1.2 V and IB ranging from 400 to 700 μA
and two GaN high electron mobility transistors (HEMTs) with
different sizes, biased at VDS = 5 and 10 V, with VGS ranging
between −0.5 V and −3 V. Data were calibrated with the
SOLR technique, using the standard uncertainty definitions of
the previous example. In all cases, the results highlighted that
the amount of standard definition uncertainty differs signifi-
cantly when using different standard uncertainty models; in
particular, SW1 always overestimates the standard uncertainty
contribution for all S-parameters. As already pointed out, this
is due to the absence of correlation between the real and
imaginary part in the reflective standard uncertainty model.
Table I summarizes the results obtained at 110 GHz.
D. Frequency Correlation
Frequency correlation does not affect the S-parameter uncer-
tainty, but is important when different frequency points are
used to compute a final output quantity [27]. Here, is a
nonexhaustive list of examples:
1) extraction of a transistor (or of a diode) electrical
model parameters from its S-parameter measurements
[28]–[30];
2) power meter calibration at metrological level [31];
3) computation of the “synthetic” time-domain response of
a network (i.e., time-domain reflectometry);
4) computation of time-domain waveforms in instru-
ments/systems such as electrooptic measurement
systems, high-frequency sampling oscilloscopes, large-
signal network analyzers, time-domain waveform
load-pull systems [27];
5) extraction of the maximum oscillation frequency
( fMAX) or cut-off frequency ( fT) of a transistor.
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TABLE II
fMAX RELATIVE UNCERTAINTY (1σ ) VERSUS THE NUMBER OF
POINTS FOR THE EXTRACTION, WITH AND WITHOUT
COVARIANCE INFORMATION
In order to show the effects of frequency correlation, we
focus here on the computation of the maximum oscillation
frequency fMAX of a transistor. In this case, a chosen gain
parameter needs to be extrapolated—in the simplest case with
a −20 dB/dec slope. This involves a mean operation on n
points, and it is well known that, if n variables have all
the same absolute uncertainty and are uncorrelated, the mean
operation reduces the absolute uncertainty by a factor 1/
√
n,
while if they are perfectly correlated the mean operation does
not change the absolute uncertainty.
Now, SW1 takes into account frequency correlation, typi-
cally introduced by the standard definition, while SW2 com-
pletely neglects it. As an example of how this can affect
uncertainty, Table II summarizes some results obtained for
a GaN HEMT having fMAX = 110 GHz, with and without
frequency correlation. When a larger number of points are
included in the extrapolation, and the covariance matrices
between the different frequency points are neglected, the
uncertainty (1σ ) drops from 4.7% to 1%. On the other hand,
when correlation is considered, the uncertainty shows a small
increase.
IV. UNCERTAINTY PROPAGATION FOR THE FULL-LEAKY
TWO-PORT ERROR MODEL
Along with SW1, a specific MATLAB library (Metas.
UncLib) is also available to create and propagate uncertain-
ties [22].
A useful application of the combination of both software
tools and the Metas.UncLib is the possibility to have infor-
mation on the uncertainty of calibration algorithms and error
models not implemented in the described tools. An interesting
example consists in calibrating a two-port VNA affected
by leakage between ports with a 16-term error model and
computing its uncertainty.
According to [32], up to 36 different combinations of 5 two-
port standards exist to calibrate a two-port leaky VNA. Other
combinations are possible [33] but are redundant, meaning
that they are obtained using the same standards in a different
order. The two-port standards that avoid changing the probe
separation and that are typically available on commercial
calibration substrates are the following:
1) “thru” (T);
2) short at port 1—short at port 2 (SS);
3) matched load at port 1—matched load at port 2 (MM);
4) open at port 1—open at port 2 (OO);
5) short at port 1—open at port 2 (SO) or vice versa (OS);
Fig. 9. Comparison of an LRM calibration and the implemented 16-term
calibrations. Two shorts not used during calibration are corrected with LRM
of SW2 and leaky alg. 2) and 4). 1σ uncertainty is plotted.
6) matched load at port 1—open at port 2 (MO) or vice
versa (OM).
The reason for avoiding changes of probe separation during
calibration and measurements is that it heavily affects the
amount of leakage between the probes, thus invalidating the
calibration results.
This cuts down the nonsingular and nonredundant combi-
nations described in [32] as follows:
1) T, MM, SS, OO, SO (Algorithm 1);
2) T, MM, SS, SO, OS (Algorithm 2);
3) T, MM, SS, SO, MO (Algorithm 3);
4) T, MM, SS, OM, MO (Algorithm 4).
Some experiments have been performed to analyze the
uncertainty of these four calibration sequences.
Attention was paid to the standard definition. In particular,
the delay of the “thru” standard was computed by applying
the SOLR algorithm and resulted in 0.95 ps, while the reflect
standard definitions were taken to be equal to those obtained
with the nonleaky LRM algorithm. This is acceptable, as
the leakage below −20 dB is negligible for high reflection
coefficient measurements and this is the case for our setup up
to 110 GHz.
Some of the results of the various comparisons are shown
in Fig. 9, where the measurements of two shorts not used
during calibration are plotted. It is evident how the traditional
8-term LRM algorithm fails to correct the leakage between
ports (S21 and S12). The uncertainty on probe positioning,
noise, and standards cannot take into account this systematic
error, which is however corrected by the 16-term model.
Moreover, the results of the comparison of the four 16-term
algorithms evidenced that, on average, Algorithms 3 and 4
showed a slightly higher uncertainty than Algorithms 1 and 2,
as can be seen in Fig. 9, where the uncertainty of Algorithms 2
and 4 can be directly compared. An explanation for this can
be found in Fig. 10, which shows the condition number of
the four calibration systems as a function of frequency and
confirms that Algorithms 1 and 2 are better conditioned than
Algorithms 3 and 4.
Finally, Fig. 11 shows an example where the 16-term
calibration is applied to a transistor. The device is a GaN
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Fig. 10. Condition number of the systems solved (by matrix inversion) during
calibrations 1)–4).
Fig. 11. GaN HEMT, biased at VDS = 5 V and VGS = −0.75 V, calibrated
with a nonleaky LRM and two different 16-term algorithms. 1σ uncertainty
is plotted.
HEMT biased at VDS = 5 and VGS = −0.75 V. The main
difference with respect to a nonleaky calibration is typically
seen in the S12 parameter, in both magnitude and phase. Such
a difference can have a nonnegligible effect when computing
the fMAX of the transistor extrapolating the unilateral gain U .
This is clear by looking at its definition
U = 1
2
∣
∣
∣
S21
S12 − 1
∣
∣
∣
2
k
∣
∣
∣
S21
S12
∣
∣
∣ − Re
(
S21
S12
) (7)
where k is the stability factor given by
k = 1 − |S11|
2 − |S22|2 + ||2
2|S12S21| (8)
and
 = S11S22 − S12S21. (9)
The typically small S12 parameter appears at the denomina-
tor of (7), thus making U extremely sensitive to its variations.
In the specific case, fMAX = 130 GHz for the nonleaky
calibration and 138 GHz with the 16-term one, corresponding
to an error of more than 6%. Also in this case, the direct
comparison of the uncertainty of Algorithms 2 and 3 shows
that the former brings a lower uncertainty. The reason lies
again in the condition number of the calibration system, as
shown in Fig. 10.
V. CONCLUSION
In this paper, two recently available software tools for
S-parameters uncertainty computation have been carefully
compared. Although profoundly different in the implementa-
tion, it has been possible to obtain compatible results, thus
proving and validating their reliability.
The comparison has shown that the input quantities for
the final computation of the uncertainty, i.e., VNA noise,
probe repeatability, and standard uncertainty, must be properly
chosen, and some hints on how to perform the choice were
given. In particular, VNA noise is typically negligible on-
wafer; concerning repeatability, the difference in the two
approaches suggests that the cable repeatability contribution
of SW1 must actually be taken into account on wafer; for the
standard definition, the approach of SW1 for shorts and opens
has some limitations due to the absence of real and imaginary
part correlation. Several examples on how these contributions
can affect final measurements were given, in addition to an
example of the effect of frequency correlation on the extraction
of parameters from n measurement points.
We finally remark that the possible applications of these
tools, at both the metrological level and in the testing envi-
ronment, are practically limitless. Being able to quantify
uncertainties and perform sensitivity studies (such as the
leaky-calibration uncertainty evaluation presented here) can be
crucial when calibration standards have higher uncertainties,
for example, when they are designed on the same substrate
of an active DUT or of an monolithic microwave integrated
circuit.
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