We draw a parallel between hashtag time series and neuron spike trains. In each case, the process presents complex dynamic patterns including temporal correlations, burstiness, and all other types of nonstationarity. We propose the adoption of the so-called local variation in order to uncover salient dynamics, while properly detrending for the time-dependent features of a signal. The methodology is tested on both real and randomized hashtag spike trains, and identifies that popular hashtags present regular and so less bursty behavior, suggesting its potential use for predicting online popularity in social media.
I. INTRODUCTION
The statistical properties of Twitter and, more generally, of human activity, are characterized by a strong heterogeneity in different dimensions. First, human behavior is known to generate bursty temporal patterns, significantly deviating from independent Poisson processes, as a majority of events take place over short time scales while a few events take place over very large times. This property translates into fat-tailed distributions for the timings ∆τ between occurrences of a certain type of events, e.g. between two phone calls or two emails emitted by an individual. For instance, the inter-event time distribution P (∆τ ) for the timings between two tweets of a user, or the use of a hashtag is well fitted by a power law such as P (∆τ ) ≈ ∆τ α [1] . The deviation from an exponential (uncorrelated) distribution may be either driven by complex decision-making and cascading mechanisms [2] [3] [4] or by the time dependency of the underlying process, partly because of its intrinsic circadian and weekly rhythms [5, 6] , or by a combination of these factors [7] [8] [9] [10] . Importantly, the nonstationarity of the signal is known to broaden P (∆τ ) and therefore to artificially increase the value of standard metrics, such the variance or the Fano factor, originally defined for stationary processes. * cedaysan@gmail.com(permanent); ceyda.sanli@unamur.be † renaud.lambiotte@unamur.be 00:00 12:00 00:00 12:00 00:00 12:00 00:00 12:00 00:00 12:00 00:00 12:00 00:00 
FIG. 1. (Color online)
Circadian pattern of tweeting activity, with increasing amount of tweets from midday (12:00) to midnight (00:00) shown in the yellow shaded regions. Significant decays of activity are observed during nights. Activity increases during mornings as shown in purple shaded rectangles. In the inset, we show the temporal evolution at a finer scale, where fluctuations are visible. The data exhibits two peaks of activity in the evening of a political debate, on May 2 2012 (first peak) and on election day, May 6 2012 (second peak).
In addition to temporal heterogeneity in ∆τ , online human activity often generates a heterogeneity in popularity [11] . In the following, we focus on the popularity of hashtags in Twitter. Hashtags play a significant role in information diffusion by enhancing information and rumor spreading and consequently increase the impact of news. Discussions on protests [12, 13] and political elections, advertisement of new products in marketing, announcements of scientific innovations [1] , panic events such as earthquakes [14] , and comments on TV shows are some examples where hashtags are widely used. Additionally, hashtags can be even used to track and locate crisis [15] . The popularity p of a hashtag is measured by the number of times that it appears in an observation time window. While a majority of hashtags attracts no attention only very few of them propagate heavily [3, 16] .
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Understanding the mechanisms by which certain hashtags or messages gain attention is a central topic of research in the study of online social media [17] . Potential mechanisms for the emergence of this heterogeneity include forms of preferential attachment and competitioninduced forces [18] [19] [20] [21] driven by the limited amount of attention of users.
Our main purpose is to explore connections between temporal and popularity heterogeneity. As a first contribution, we introduce a temporal measure for online human dynamics, suited for the analysis of nonstationary time series to quantify bursts, regularity, and temporal correlations. Originally defined for the study of inter-spike intervals of neurons [22] [23] [24] [25] [26] , the so-called local variation L V is shown to identify and characterize deviations from Poisson (uncorrelated) processes, and to help predict successful hashtags. This paper is organized as follows. Section II introduces the data set and basic statistical properties. In Section III, we define hashtag spike trains and uncorrelated (randomized) versions of them serving as a null model. Section IV introduces the local variation L V , its key properties, and its measure in hashtag spike trains. Finally, we discuss the results and present some conclusions in Section V.
II. DATA MINING AND BASIC ANALYSIS

A. Data collection and basic overview
The data set has been collected via the publicly open Twitter API between April 30, 2012, 10 pm and May 10, 2012, 10 pm. The actions of all Twitter users located in France have been considered in order to avoid the existence of time differences between countries and regions, and no language filtering has been applied. The time resolution is 1 second and multiple activity can be recorded in the same second. During this time period, two major public events took place: An important political debate held on May 2 and the French election-2012 held on May 6. These events are not the topic of this work, but they are clearly visible in the time series, as shown in Fig. 1 .
The total number of tweets, including retweets, captured during the data collection is 9,747,351. The total number of tweets including at least one hashtag is 2,942,239. Around 30% of the tweets therefore contain a hashtag. A total number of 473,243 individual users has been identified. Among those, 228,525 users published at least one hashtag, e.g. almost half of the social network is associated with hashtag diffusion. In order to further characterize the importance of hashtags in Twitter activity, we compare the total number of seconds when any action is performed in the data set, 763,262 s ≈ 8.8 days and thus 88% of the total duration, to the number of seconds when at least one hashtag is published, 667,996 s ≈ 7.7 days, that is 77% of the total duration. In any case, the hashtag data cover a majority of the time window, even during off-peak hours. These numbers confirm the importance of hashtags in the Twitter ecosystem, and their prevalence in a variety of contexts.
Any type of human activity is influenced by circadian and weekly cycles. This observation has been verified in recent years in a variety of social data sets, going from mobile phone [7] to online social media [8] [9] [10] . In addition, deviations from these cycles can help at detecting atypical events such as responses to catastrophes [1, 14, 15] . Fig. 1 in the introduction shows the total number of tweets per minute over a sub-period of 6 days and confirms these findings, with clear circadian patterns and two peaks during major public events related to the French election-2012. Besides this smooth periodic behavior, the data also exhibits a noisy signal at a finer time scale, as shown in the inset of Fig. 1 . In the following, we will analyze the properties of this complex time series, by decomposing it into groups of hashtags depending on their popularity, and uncover temporal statistical differences between these groups.
B. Heterogeneity in popularity of hashtags
The success of a hashtag can be measured by its popularity p, defined as its number of occurrences, and equivalent to its frequency. Fig. 2 presents the Zipf-plot and the probability density function (PDF) of p, for the 295,697 unique hashtags observed in the data set. The Zipf-plot [ Fig. 2(a) ] indicates that more than half of the hashtags (≈ 60%) appear just once in the data set, with p = 1. Moreover, around 83% of the hashtags have p < 5, in the pink-colored region in the last (right) rectangle of Fig. 2(a) . For moderate values of p, if we set a threshold of p to 1000 with an upper-bound to 25000, only 0.15% of the hashtags fit in the yellow-colored rectangle. Finally, top hashtags with p > 25000, in the red-colored rectangle, are very rare (≈ 0.0001%), but more frequent than would be expected for values so large as compared to the median. These observations are confirmed in Fig. 2(b) , where we show the probability distribution of p, P (p) in a log-log plot. P (p) is a clear example of a fat-tailed distribution associated with a strong heterogeneity in the system.
The heterogeneity in p has been already observed [3, 6, 11, 16] . A mechanism proposed for its emergence is the competition between information overload and the limited capacity of each user [18] [19] [20] [21] , sometimes coupled with cooperative effects [3, 4] . It has been also shown that hashtags having unique textual features become more popular than hashtags presenting common textual features [27] . In this paper, we are not interested in the origin of the heterogeneity, but in its relation with temporal characteristics of hashtags. 
III. HASHTAG SPIKE TRAINS A. Temporal heterogeneity
In this Section, we will draw an analogy between hashtag dynamics and neuron spike trains. To this end, we introduce standard methods from spike train analysis into the field of semantic dynamics. The statistical description of neuron spike sequences is essential for extracting underlying information about the brain [28] . It was originally believed that in vivo cortical neurons behave as time-dependent Poisson random spike generators, where successive inter-spike intervals are independently chosen from an exponential distribution with a time-dependent firing rate [29] . However, more recent observations have shown that the inter-spike interval distribution exhibits significant deviations from the exponential distribution, which has led to the construction of appropriate tools to describe neuron signals [22] [23] [24] [25] [26] .
Similarly, a hashtag spike train is defined as the sequence of timings at which a hashtag is observed in Twitter. In this framework, we are not interested in hashtag diffusion among members of the social network, but only in the timings. Each hashtag thus generates a unique hashtag spike train with a characteristic popularity p. As a first basic indicator, in Fig. 3 we show the inter-hashtag spike interval distribution P (∆τ ). In order to avoid artificially deforming the distribution because of popularity heterogeneity, we classify P (∆τ ) in classes depending on p, illustrated by different colors in Fig. 2 . We observe similar behavior across the classes, as P (∆τ ) deviates strongly from an exponential distribution (Poisson), P (∆τ ) = ξe −ξ∆τ , where ξ is a firing rate (frequency and so p in our concept) at which hashtags appear. Instead, we observe fat-tailed distributions [1, 2, 7, 11, [30] [31] [32] as shown in Fig. 3 for high and moderate p. As mentioned in the introduction, this deviation may either originate from temporal correlations or non-stationary patterns, making the system different from a stationary, uncorrelated random signal. 
B. Real and randomized data sets
In this Section, we will analyze two sets of data, which we now describe: The empirical data set, directly coming from the data, and a randomized data set, serving as a null model in our analysis.
The real data set contains one spike train per hashtag, as illustrated in Fig. 4(a) . The time resolution of the spikes is the same as that of the data set, that is 1 second. In situations when multiple spikes of the same hashtag take place at the same time, only one event is considered. In each spike train, the appearance time of the spikes is ordered from the earliest time to the latest time. The random data set is randomized version of the real data set, where each spike train of size p generates a spike train of the same size with random times. In practice, we first combine all hashtag spike trains and obtain one merged hashtag spike train as illustrated in Fig. 4(b) . This train carries the full history of all hashtags and, importantly, reproduces the nonstationary features of the original data in the presence of temporal correlations, burstiness, and the cyclic rhythm. As before, if two or more spikes generated in the same time, only one spike is shown in that time in the merged spike train, e.g. see the black spikes in Fig. 4(b) .
Randomization is performed by permuting elements, as shown in Fig. 4(c) , for instance by using randperm(T, p) in Matlab. Here, T represents the full matrix of times in the merged spike train and p is the desired popularity, number of total spikes in a train. The permutation procedure generates p times uniformly distributed unique numbers out of T and these numbers define the artificial spike train, e.g. . . . , τ Fig. 4(c) . In our data set, p T is always verified, as the maximum p is 180,900 and the length of T is 667,996. This procedure is applied to each spike train of size p [ Fig. 4(d) ]. Generating independent, yet time-dependent events, the procedure is expected to create time-dependent Poisson random processes, P (∆τ, t) = ξ(t)e −ξ(t)∆τ , where the firing rate ξ(t) in this case explicitly depends on the time of the day and of the week.
IV. LOCAL VARIATION
The time series of spike trains are inherently nonstationary, as shown in Fig. 1 in Section I. For this reason, metrics defined for stationary processes are inadequate and might lead to incorrect conclusions. For instance, the non-exponential shapes of the inter-event time distribution P (∆τ ) in Fig. 3 might originate either from correlated and collective dynamics, or from the nonstationarity of the hashtag propagation. Similarly, statistical indicators based on this distribution, such as its variance or Fano factor, might be affected in a similar way. For this reason, we consider here the so-called local variation L V , originally defined to determine intrinsic temporal dynamics of neuron spike trains [22] [23] [24] [25] [26] .
Unlike quantities such as P (∆τ ), L V compares temporal variations with their local rates and is specifically defined for nonstationary processes [26] 
Here, N is the total number of spikes and . . . , τ i−1 , τ i , τ i+1 , . . . represents successive time sequence of a single hashtag spike train. Eq. 1 also takes the form [26] 
where ∆τ i+1 = τ i+1 −τ i and ∆τ i = τ i −τ i−1 . ∆τ i+1 quantifies forward delay and ∆τ i represents backward waiting time for an event at τ i . Importantly, the denominator normalizes the quantity such as to account for local variations of the rate at which events take place. By definition, L V takes values in the interval [0 : 3].
The local variation L V presents properties making it an interesting candidate for the analysis of hashtag spike trains [22] [23] [24] [25] [26] . In particular, L V is on average equal to 1 when the random process is either a stationary or a non-stationary Poisson process [22] , with the only condition that the time scale over which the firing rate ξ(t) fluctuates is slower than the typical time between spikes. Deviations from 1 originate from local correlations in the underlying signal, either under the form of pairwise correlations between successive inter-event time intervals, e.g. ∆τ i+1 and ∆τ i which tend to decrease L V , or because the inter-event time distribution is non-exponential. An interesting case is given by Gamma processes [22, 24] P (∆τ, t; ξ, κ) = (ξκ)
where κ is called a shape parameter and determines the shape of the distribution and Γ is the Gamma function.
Here, ξ and κ are the two parameters of the Gamma process. While ξ determines the speed of the dynamics, κ controls for the burstiness (irregularity) of the spike trains. Assuming that events are independently drawn, the shape factor is related to L V as follows [22, 24] 
Here, the brackets describe the average taken over the given distribution [22] . When κ = 1, an exponential is recovered, and one finds L V = 1 as expected. Smaller values of κ increase the variance in ∆τ and therefore its burstiness, making L V larger than 1. On the other hand, larger values of κ decrease the variance of ∆τ and the burstiness of the process, making L V ≈ 0 smaller than 1.
We measure L V of hashtag spike trains and group the values depending on the popularity p of their hashtag as was done in Figs. 2 and 3 . Fig. 5 shows scatter plots of L V for the real data set (a), the empirical sequence . . . , τ i−1 , τ i , τ i+1 , . . ., and the random data set (b), the random sequence . . . , τ The results clearly show that L V fluctuates around 1 in the random data set, as expected for a time-dependent Poisson process. On the other hand, L V systematically deviates from 1 in the original data set, where temporal correlations are present. This observation is confirmed in Fig. 7 , where we plot the mean µ(L V ) of L V , with error bars, as a function of p. Furthermore, L V of the original data indicates that high impact hashtags (high p) are associated with lower values of L V suggesting more homogeneous (regular) time distributions. These results confirm the potential use of L V as a metric to capture deviations from time-dependent Poisson processes, but also to identify distinct statistical properties generated specifically in high p.
V. DISCUSSION
The main purpose of this paper is to introduce a statistical measure suitable for the analysis of nonstationary time series, as they often take place in online social media and communications in social systems. As a test case, we have focused on the dynamics of hashtags in Twitter. However, the same methodology could be also applied to the other types of correlated, bursty, and nonstationary signals, for instance the dynamics of cascades in Twitter and Facebook or phone call activity.
Instead of measuring standard statistical properties of noisy hashtag signals such as the inter-event time distribution, its variance or the Fano factor, conventionally applied to characterize the burstiness of a signal, we have focused on the local variation L V , a metric capturing the fluctuations of the signal as compared to a local characteristic time. This measure, previously defined for neuron spike train analysis, nicely uncovers the regularity and the firing rate of the trains [22] [23] [24] [25] [26] and so helps to identify local temporal correlations.
The empirical analysis also reveals an interesting pattern observed in the data, as more popular hashtags tend to present a more regular temporal behavior. This lack of burstiness ensures that hashtags do not disappear from The real hashtag propagation is described in blue circles, whereas red squares represent randomly selected hashtag activity from the real data set. The arrow indicates the decay of µ(LV ) when p increases, which shows that popular hashtags propagate regularly on the contrary to moderately popular hashtags presenting bursty time sequences. The bar indicates the corresponding variances.
the social network for very long periods of time, thereby allowing for a regular activation of the interest of Twitter users. These findings are reminiscent of recent observation in numerical simulations showing that burstiness hinders the size of cascades [33] , and should be incorporated into the modeling of theoretical information diffusion models, in particular threshold [34] and stochastic [35] models, on temporal networks but also into the ranking models capturing online heterogeneity in the empirical data [11] .
