Abstract. A formal definition of the graded algebra R of modular linear differential operators is given and its properties are studied. An algebraic structure of the solutions to modular linear differential equations (MLDEs) is shown. It is also proved that any quasimodular form of weight k and depth s becomes a solution to a monic MLDE of weight k − s. By using the algebraic properties of R, linear differential operators which map the solution space of a monic MLDE to that of another are determined for sufficiently low weights and orders. Furthermore, a lower bound of the order of monic MLDEs satisfied by E 4 m E 6 n is found.
Introduction
A modular linear differential equation (MLDE) is a linear ordinary differential equation written in terms of the Ramanujan-Serre differential operators and modular forms on SL(2, Z). One of the characteristic properties of MLDE is that the solution space of an MLDE is invariant under the modular transformations of SL(2, Z). The most well-known example of MLDEs is the Kaneko-Zagier equation, which is derived from the study of elliptic curves ( [KZ98] ). The solutions and the solution spaces of the Kaneko-Zagier equation are studied in many papers ([KK03] , [KNS17] etc.).
Since an MLDE is a linear differential equation, the solution space is the kernel of the differential operator. Therefore, its properties are important for studying MLDEs. Although some papers mention such differential operators, they have not been the subject of research and the algebraic properties remain unknown.
In this paper, we introduce modular linear differential operators (MLDOs). They correspond to MLDE's differential operators and MLDEs can be expressed by using MLDOs. They constitute a graded C-algebra, which we denote by R. We then investigate algebraic properties of MLDOs. In particular, we determine a C-basis of R (Theorem 3.3 and 3.4), prove that R is isomorphic to a graded skew polynomial ring (Theorem 3.6) and establish a division with remainder for MLDOs (Theorems 3.9 and 3.10). The division properties are used in the subsequent sections many times.
Utilizing the results mentioned above, we show that the solutions to MLDEs have some algebraic structure (Theorems 4.3, 4.4 and 4.10). We also prove that a quasimodular form of weight k and depth s satisfies a monic MLDE of weight k − s (Theorem 4.5).
We next study linear differential operators acting on the solution spaces of monic MLDEs. The algebraic properties of MLDOs enable us to give a condition under which an MLDO maps the solution space of a monic MLDE to that of another (Corollary 5.10). Note that the idea of such a linear differential operator is utilized in the study of lower order monic MLDEs (see, for example, Proposition 1 and the following Lemma in [KK03] ) although it has not been systematically studied.
As applications of Corollary 5.10, we introduce a family of third order monic MLDEs φ p f = 0 (Proposition 5.13), where p ∈ R is a parameter and f is the unknown function. The solutions to the MLDE φ p f = 0 are related to the theta functions of the D n lattices (p = 2n, Proposition 5.15). Then we determine the linear differential operators of low order and weight which map the solution space of the MLDE φ p f = 0 to the solution space of a third order monic MLDE (Example 5.16).
Moreover, we apply the algebraic properties of MLDOs to the monic MLDEs satisfied by the modular forms E 4 m E 6 n , where E k is the Eisenstein series of weight k. Although it is known that E 4 m E 6 n satisfies some monic MLDE, the order of such a monic MLDE is not clear. Using the division properties of MLDOs, we give a lower bound of the order of monic MLDEs satisfied by E 4 m E 6 n (Theorem 6.2). The paper is organized as follows. In Section 2, we review the theory of modular forms and MLDEs. At the end of the section, we slightly generalize the setting of Mason's theorem (Theorem 2.4). In Section 3, we give the formal definition of MLDOs, and then study their algebraic properties. In Section 4, we show an algebraic structure of the solutions to MLDEs and prove that every quasimodular form satisfies a monic MLDE. In Section 5, we apply the results of Section 3 to the linear differential operators which map the solution space of a monic MLDE to that of another. In Section 6, we give a lower bound of the order of monic MLDEs satisfied by E 4 m E 6 n . In Section 7, we show some properties of left ideals of R. We also give C-algebras containing R and determine their endomorphisms.
2. Preliminaries 2.1. Modular forms. Hereafter, the term modular form will refer to a vector-valued modular form.
Recall that the modular group SL(2, Z) = {A ∈ M(2, Z) | det(A) = 1} is generated by S = ( 0 −1 1 0 ) and T = ( 1 1 0 1 ). We will denote by Hol (resp. Mer) the space of all holomorphic (resp. meromorphic) functions on the upper half plane H = {z ∈ C | ℑ(z) > 0}, where ℑ(z) is the imaginary part of z.
For z ∈ H and α ∈ C, we set e(α) = e 2πiα , q = e 2πiz , q α = e 2πiαz and log q = 2πiz. In this paper, we use z (resp. w) as a variable in H (resp. C). For w 0, arg(w) ∈ (−π, π] is the argument of w. Unless otherwise specified, the logarithm and the power of w are calculated by using arg(w).
For A = ( a b c d ) ∈ SL(2, Z), we set Az = az+b cz+d and j(A, z) = cz + d. For f ∈ Hol and k ∈ R, we set ( f | k A)(z) = j(A, z) −k f (Az) and for F = ( f 1 , . . . , f n ) T ∈ Hol n , F| k A = ( f 1 | k A, . . . , f n | k A)
T . We say that f has at most exponential growth around infinity if there exists C > 0 and M > 0 such that | f (z)| < e Cℑ(z) for all z with ℑ(z) > M. We say that f is bounded around infinity if there exists ǫ > 0 and M > 0 such that | f (z)| < ǫ for all z with ℑ(z) > M. We say that f vanishes around infinity if for all ǫ > 0 there exists an M > 0 such that | f (z)| < ǫ for all z with ℑ(z) > M.
Let Γ be a subgroup of SL(2, Z), v a multiplier of weight k ∈ R on Γ, and R a representation of Γ of dimension n ∈ Z >0 . Then F ∈ Hol n is called a weakly holomorphic modular form (resp. holomorphic modular form, resp. cusp form) of weight k on Γ with respect to v and R if (1) for all B ∈ Γ, F| k B = v(B)R(B)F and (2) for all A ∈ SL(2, Z), each component of F| k A has at most exponential growth (resp. is bounded, resp. vanishes) around infinity. We will denote the spaces of weakly holomorphic modular forms, holomorphic modular forms and cusp forms by
where triv is the trivial one-dimensional representation of SL(2, Z).
Let f (z) = q λ ∞ n=0 a n q mn be a convergent q-series with λ ∈ C, a n ∈ C, a 0 0 and m ∈ R >0 . Then λ is called the leading exponent and 1/m is called the width. Suppose f (z) 0 for ℑ(z) > N. Then for p ∈ R, the p-th power of f (z) is defined by f p (z) = q pλ a 0
. For an even integer k ≥ 2, the weight k Eisenstein series E k (z) = 1 + O(q) is defined as usual. For k ≥ 4, E k ∈ M(k) holds, but E 2 M(2) and we have
The Dedekind eta function η(z) = q 1/24 + O(q 25/24 ) ∈ S(1/2, χ) never vanishes on H, where χ is a multiplier of weight 1/2. The Ramanujan delta function is ∆ = 1 1728 (E 4 3 − E 6 2 ) = η 24 ∈ S(12).
In this paper, we denote f
The following identities are called the
This operator was originally introduced by Ramanujan [R16] . It also appears in the theory of p-adic modular forms [S73] . We set D (0)
will be used later. A modular linear differential equation (MLDE) of weight k and order n is an ordinary differential equation of the form
where g i ∈ M(l + 2i) for some l ∈ Z ≥0 , g 0 0 and f is the unknown (holomorphic or meromorphic) function (see [M07] ). An MLDE is called monic if l = 0 and g 0 = 1. The solutions to a monic MLDE are defined on entire H since it is simply connected. The following result is in Theorem 4.1 in [M07] . Proof. Let A ∈ SL(2, Z). By the modular invariance of g i and the compatibility (2.3), we have ((g 0 D (n)
Note that g i are holomorphic functions of q and f
. Therefore, a monic MLDE has a singularity only at q = 0, which turns out to be a regular singularity, hence the solutions are given by the Frobenius method. If the indicial roots are all simple, each solution is a finite sum of q-series of the form q (1) S(0, v) = {0}.
Proof. Since the case v = 1 is clear, assume v 1. Choose i = 2, 4, . . . , 10 so that v = χ 2i .
Lemma 2.3. Let u : SL(2, Z) → C be a function and k ∈ R a real number. Suppose that there exists f ∈ Hol\{0} such that f | k A = u(A) f for all A ∈ SL(2, Z). Then u is a weight k multiplier on SL(2, Z).
(n = 0, 1, . . . , 11) and |u(A)| = 1 for all A ∈ SL(2, Z). The other conditions for a multiplier are clear.
The following theorem generalizes Theorem 4.3 in [M07] .
Theorem 2.4. Let v be a weight k ∈ R multiplier on SL(2, Z), R an n-dimensional representation and
Suppose that each f i has the q-expansion q λ i ∞ n=0 a in q mn with m > 0 and a i0 0, and that λ 1 , . . . , λ n ∈ R are distinct.
(
(2) f 1 , . . . , f n are solutions to an MLDE of order n and weight k.
(3) The following conditions are equivalent:
. . , f n are solutions to a monic MLDE of order n and weight k.
is a nonzero q-series with the leading exponent λ and the width 1/m since λ 1 , . . . , λ n are distinct (cf. Proof of Lemma 3.6 in [M07] ). Moreover,
n det(R(A))W(F) for all A ∈ SL(2, Z) (cf. Lemma 3.1 and 3.4 in [M07] ). By Lemma 2.3, v n det(R) is a weight l multiplier on SL(2, Z). Therefore, u :=
is a weight 0 multiplier on SL(2, Z) and so
The proof of (b)⇒(a) is similar to that of Theorem 4.3 in [M07] . We prove (a)⇒(b). Since λ − l 12 = 0, we have
where
The leading exponent of W j (F) is equal to or greater than λ, and
By dividing the both sides of Eq. (2.6) by η 2l , we obtain
(2) We have . Then η
Multiplying the both sides of Eq. (2.6) by
Modular linear differential operators
In this section, we define modular linear differential operators (Subsection 3.1) and show their algebraic properties (Subsections 3.2 and 3.3). The division properties shown in Subsection 3.3 will be utilized for the proofs in the subsequent sections.
3.1. Definition of MLDO. In this paper, an algebra or a ring is associative and unital, but not necessarily commutative. For any graded abelian group A, we denote by A k the degree k homogeneous subgroup of A and by A * the set of all homogeneous elements of A.
We
] is a graded polynomial ring and S = ∆M is a prime ideal of M.
We set H n = Hol and H = n∈R H n . For f ∈ H n , we define the weight of f by wt( f ) = n. If necessary, we denote an element of H n as ( f, n), where f ∈ Hol. The space H becomes a graded C-algebra with the identity (1, 0) by ( f, n)(g, m) = ( f g, m + n).
We denote by End i (H) the C-vector space {φ ∈ End C (H) | φ(H n ) ⊂ H n+i for all n ∈ R} and set End(H) = i∈R End i (H), which is a graded C-algebra. For a ∈ End i (H), we define the weight of a by wt(a) = i.
Consider the following three homogeneous elements in End(H):
e 6 ∈ End 6 (H), e 6 ( f, n) = (E 6 f, n + 6). where [x, y] = xy − yx is the commutator. By R = i∈Z R i , we denote the graded C-subalgebra of End(H) generated by δ, e 4 and e 6 and call it the algebra of modular linear differential operators or the MLDO algebra. An element of R is called a modular linear differential operator (MLDO). We remark that H is a left R-module and M ⊂ H is a graded C-subalgebra and a graded left R-submodule.
, we denote the graded C-subalgebra of End(H) generated by e 4 and e 6 . We define the C-algebra homomorphism ι : M → M ′ by ι(E 4 ) = e 4 and ι(E 6 ) = e 6 . We identify M with M ′ since ι is a grade-preserving isomorphism. Note that an MLDE can be expressed by an MLDO as follows:
Proposition 3.1. Let f, g ∈ H, a ∈ R and A, B ∈ SL(2, Z).
(2) e 4 ( f g) = (e 4 f )g = f (e 4 g) and e 6 ( f g) = (e 6 f )g = f (e 6 g).
Proof. The results follow from the definitions.
3.2. Basis of the MLDO algebra. In this subsection, we prove that e 4 i e 6 j δ k form a Cbasis of R (Theorem 3.3) and show that R is isomorphic to a graded skew polynomial ring (Theorem 3.6).
For a ∈ R, we set
Proof. The proof is straightforward.
For z 0 ∈ H, consider the following operator
Since δI z 0 = 1, δ is surjective and I z 0 is injective. The 3-tuple (H, δ, I z 0 ) is an integrodifferential algebra since R = I z 0 δ satisfies the Rota-Baxter relation
Proof. By Eq. (3.4), e 4 i e 6 j δ k span R. In order to show their linear independence, assume i, j,k≥0 C i jk e 4 i e 6 j δ k = 0. We prove C i jk = 0 by induction on k.
(1) The case k = 0. Since 0 = ( i, j,k≥0 C i jk e 4 i e 6 j δ k )(1, 0) = i, j≥0 C i j0 e 4 i e 6 j (1, 0) = i, j≥0 (C i j0 E 4 i E 6 j , 4i + 6 j), we have 4i+6 j=d C i j0 E 4 i E 6 j = 0 for all d ≥ 0. Since E 4 and E 6 are algebraically independent, C i j0 = 0 for all i, j ≥ 0.
(2) The case k > 0. Assume
By Theorem 3.3, we have, for example,
Theorem 3.4. The set {δ k e 4 i e 6 j | i, j, k ∈ Z ≥0 } forms a C-basis of R.
Proof. The result follows from Lemma 3.2 (3) and Theorem 3.3.
Let x, y, d be formal symbols and set V = Cx ⊕ Cy ⊕ Cd. Let I be the two-sided ideal of the tensor algebra T (V) generated by [ x ⊗ x. Let J be the left R-submodule of R ⊗ C C generated by D ⊗ 1 and
Let A 2 (C) denote the Weyl algebra generated by x, y, ∂/∂x and ∂/∂y.
Theorem 3.5.
(1) As C-algebras, T (V)/I is isomorphic to R.
(2) As left R-modules, (R ⊗ C C)/J is isomorphic to M.
(4) There is a C-algebra embedding of R in A 2 (C).
Proof.
(1) The surjective C-algebra homomorphism
is injective by Theorem 3.3.
(2) The homomorphism
is clearly surjective. To show the injectivity, let a = i, j,k≥0 C i jk (e 4 i e 6 j δ k ) ⊗ 1 + J ∈ ker(ψ). Then ψ(a) = i, j,k≥0 C i jk (e 4 i e 6 j δ k )1 = i, j≥0 C i j0 E 4 i E 6 j = 0 and C i j0 = 0 for all i, j ≥ 0, so that a = 0.
(3) The proof is similar to that of (2).
is a C-algebra embedding.
Recall the properties of skew polynomial ring (cf. Chapter 1, Section 2 in [MR01] ). Let R be a ring, s : R → R a ring homomorphism and
For a variable ξ, the skew polynomial ring R[ξ; s, d] satisfies the following properties: (1) every element of R[ξ; s; d] is uniquely expressed as a finite sum of rξ i with r ∈ R and (2) ξr = (sr)ξ + dr for r ∈ R. When R = n R n is a graded ring, s preserves the grade and d elevates the grade by m, we can equip R[ξ; s, d] with a natural grading by wt(ξ) = m and wt(a) = n for a ∈ R n (called a graded skew polynomial ring). Theorem 3.6. As C-algebras, M[ξ; 1, δ] is isomorphic to R.
is a C-linear isomorphism. Since the commutation relation of E 4 , E 6 , ξ is the same as that of e 4 , e 6 , δ, we have a C-algebra isomorphism.
Corollary 3.7. The C-algebra R is right and left Noetherian and a right and left Ore domain. 3.3. Division of MLDO. In this subsection, we show some properties of division of two MLDOs (Theorems 3.9 and 3.10). By Theorem 3.3, every a ∈ R\{0} can be uniquely expressed as a n δ n + · · · + a 1 δ + a 0 , where a i ∈ M and a n 0. We define the top of a by top(a) = a n and the order of a by ord(a) = n. When a = 0, we set top(a) = 0 and ord(a) = −∞. The conditions a = 0, top(a) = 0 and ord(a) = −∞ are equivalent to one another. We call an MLDO a ∈ R monic when top(a) = 1 and quasimonic when top(a)(∞) = 1. We set M R = {a ∈ R | a is monic} and QM R = {a ∈ R | a is quasimonic}. For i ∈ [−∞, ∞], we set
Proof. The result follows from Lemma 3.2 (3). 
(1) Note that d, a ′ and b ′ cannot be 0. We prove (1) by induction on i. 
Proof. Trace the proof of the inhomogeneous version. Note that in (II-ii), wt(e)
Corollary 3.11. Let a ∈ R and b ∈ R j with top(b) = 1.
(1) a = cb + c ′ for some c ∈ R and c ′ ∈ R < j .
(2) a = bc + c ′ for some c ∈ R and c ′ ∈ R < j .
Proof. We only prove (1). Set a = i a i + iãi , where
Corollary 3.12. Let a ∈ R k and b ∈ R j 2 j with top(b) = 1.
(1) a = cb + c ′ for some c ∈ R k−2 j and c ′ ∈ R < j k .
(2) a = bc + c ′ for some c ∈ R k−2 j and c ′ ∈ R < j k .
Proof. The proof is similar to that of Corollary 3.11.
Let a ∈ R and b ∈ R\{0}. If a = cb (resp. a = bc) for some c ∈ R, we say that a is divisible by b from the right (resp. left). Such c is unique since R is an integral domain. We denote it by a/b (resp. b\a).
Remark 3.13. All the results in this subsection hold for a graded skew polynomial ring S = R[x; 1, d], where R is a graded commutative integral domain and d is a graded derivation of R.
Algebraic structure of the solutions to MLDEs
In this section, we study an algebraic structure of the solutions to MLDEs. We also show that every quasimodular form satisfies a monic MLDE of some weight. Subsection 4.1 is devoted to the monic case and 4.2 to the non-monic case.
4.1. Monic case. We set:
Proof. By Lemma 1.2 in [J72] or Proposition 2.2 in [RSS82] , M R is a left Ore set in R.
Lemma 4.2. For φ ∈ H k , the following conditions are equivalent.
(1) φ ∈ S k .
(2) The M-module Rφ = ∞ i=0 Mδ i φ is finitely generated.
(3) There exists n ∈ Z ≥0 such that φ, δφ, . . . , δ n φ generate Rφ over M.
Proof. The equivalence of (1) and (2) is easy (see Lemma 2.1 in [RSS82] ) and it is clear that (3) implies (2). Assume (1). Then aφ = 0 for some a ∈ M R n . Therefore, φ, δφ, . . . , δ n−1 φ generate Rφ over M.
Theorem 4.3.
Therefore, k∈R S k ⊂ H is a C-subalgebra and a left R-submodule.
Proof. Let φ ∈ S k and ψ ∈ S l . Choose m, n ≥ 0 such that φ, δφ, . . . , δ m φ (resp. ψ, δψ, . . . , δ n ψ) generate Rφ (resp. Rψ) over M.
(1) Assume l = k. We have R(φ + ψ) ⊂ Rφ + Rψ, where the latter is generated by φ, δφ, . . . , δ m φ and ψ, δψ, . . . , δ n ψ. Since M is Noetherian, R(φ + ψ) is finitely generated.
(4) Since (1, 0) ∈ S 0 and M k ⊂ R k , the result follows from (3). We can also prove (1) and (3) by utilizing Lemma 4.1.
We apply Theorem 4.3 to the theory of monic MLDEs. We set
Proof. 
Recall that a quasimodular form is a homogeneous element of QM and its depth is the maximum degree in E 2 . For example, E 2 2 E 4 +3E 2 E 6 − 2E 4 2 is a quasimodular form of weight 8 and depth 2. We denote by QM ≤s k the set of quasimodular forms of weight k and depth at most s. We formally set QM ≤s
For f ∈ Hol, we denote by dwt( f ) ∈ Z ∪ {∞} the largest k ∈ Z such that f ∈ Σ k . When f does not satisfy a monic MLDE of any integral weight, we set dwt( f ) = −∞.
Theorem 4.5.
(1) dwt( f g) ≥ dwt(g) + dwt(g), where we formally set ∞ + (−∞) := −∞.
(4) If f is a nonzero quasimodular form of weight k and depth s, then dwt( (1 − 4x + 24y)E 2 3 + 1 288
(1 − 6x)E 6 )E 2 = 0 for every x, y ∈ C.
Non-monic case. We set
Mer and M = { f /g ∈ Mer | f ∈ M, g ∈ M * \{0}}, where the latter is the set of meromorphic modular forms and has a natural grading by wt( f /g) = wt( f ) − wt(g) for f, g ∈ M * and g 0. It is obvious that M ⊂ M are graded fields, that is, they are nonzero graded commutative rings and every nonzero homogeneous element is invertible (cf. [GO81] and [NO04] , for example). Note that a graded field is not necessarily a field although a graded ring is always a ring.
We denote by R = k∈Z R k the graded subring of End(M) generated by δ and M, and call an element of R a meromorphic MLDO or a merMLDO for short. Every merMLDO can be uniquely expressed as a finite sum of f δ i with f ∈ M. The order, top and monicness of a merMLDO are defined as with those of an MLDO. We also define R n , R n k etc. in the same way as Eqs. 3.12 through 3.14. We have R ≃ M[ξ; 1, δ].
Note that all the results in [O33] are applicable to R. For example, R is a left (resp. right) graded-PID, that is, R is an integral domain and every left (resp. right) graded ideal of R is generated by one homogeneous element.
For a, b ∈ R * \{0}, we denote by gcrd(a, b) (called the greatest common right divisor) the monic c ∈ R * such that c divides a, b from the right and if c ′ ∈ R * divides a, b from the right, then c ′ divides c from the right. We also denote by lclm(a, b) (called the least common left multiple) the monic c ∈ R * such that c is divided by a, b from the right and if c ′ ∈ R * is divided by a, b from the right, then c ′ is divided by c from the right. By Chapter I, Sections 2 and 3 in [O33] , gcrd(a, b) and lclm(a, b) always exist uniquely, ord(gcrd(a, b)) + ord(lclm(a, b)) = ord(a) + ord(b) and a
The proof of the following proposition is straightforward.
Proposition 4.8. Let φ ∈ M * and a, b ∈ R * \{0}.
(1) gcrd(a, b)φ = 0 if and only if aφ = bφ = 0.
(2) lclm(a, b)φ = 0 if aφ = 0 or bφ = 0.
For n ∈ Z ≥0 we set: Lemma 4.9. For φ ∈ M k , the following conditions are equivalent.
(1) φ ∈ S n k .
(2) φ, δφ, . . . , δ n−1 φ generate Rφ over M.
Proof. It is straightforward to prove (1) ⇔ (2) ⇒ (3). Assume (3). Then φ, . . . , δ n φ are linearly dependent over M. Therefore, φ ∈ S m k for some m ≤ n, so φ ∈ S n k and (1) holds. (2) Since R(φψ) is generated by (δ i φ)δ j ψ over M with 0 ≤ i ≤ n − 1 and 0
, but the equality does not hold. Let g = q l + · · · ∈ M 12m with m ∈ Z >0 and l < m (for example, g = E 4 3 = 1 + · · · ∈ M 12 ) and
Since f has an essential singularity at q = 0, it cannot be constructed by the Frobenius method and f
Operators on solution spaces of monic MLDEs
We define the monic and quasimonic MLDOs (Subsection 5.1) and give a condition under which an MLDO maps the solution space of a monic MLDE to that of another (Subsection 5.2, Corollary 5.10). We then introduce a family of third order monic MLDEs and apply the results to the solution spaces (Subsections 5.3 and 5.4, Example 5.16).
Monic and quasimonic MLDOs.
Recall that an MLDO a ∈ R is called monic when top(a) = 1 and quasimonic when top(a)(∞) = 1.
Let a ∈ R and k ∈ Z. We define the C-linear map
For each a ∈ R, there exists a unique c such that
. We denote such c by F(k, a, λ) . It is a polynomial in λ and linear in a.
, where P 0 (λ) = 1 and
Proof. The proof is easy.
The equality
It is straightforward to show Z ∩ R l = ∆R l−12 and ∆R ⊂ Z.
Proposition 5.2. For k, n ∈ Z ≥0 , the following hold.
( Proof. The proof is straightforward.
Lemma 5.4. For a ∈ R k and b ∈ R, F(l, ba, λ) = F(l + k, b, λ)F(l, a, λ).
Theorem 5.5. Let a ∈ M R n 2n , b ∈ R and k ∈ Z ≥0 . Then the following conditions are equivalent:
(2) b is divisible by a from the right.
Assume (1). By Corollary 3.11, b = ca + c ′ for some c ∈ R and c Proof.
Proof. Set a = δ n + n−1 i=0 a i δ i with a i ∈ M 2n−2i . We have a n−1 = 0 since M 2 = {0}.
Lemma 5.8. Let k ∈ Z ≥0 and n ∈ Z >0 . Then the following hold.
(1) For λ 1 , . . . , λ n ∈ C and l ∈ Z such that l ≥ 2n + 4, there exists a ∈ QM R n l such that ch(k, a) = {λ 1 , . . . , λ n }.
(2) For λ 1 , . . . , λ n ∈ C such that λ 1 + · · · + λ n = n 12 (k + n − 1), there exists a ∈ M R n 2n
such that ch(k, a) = {λ 1 , . . . , λ n }.
Proof. Set P 0 (λ) = 1 and
) for i > 0. (1) Choose x 0 , . . . , x n−1 ∈ C so that the roots of P n (λ) + n−1 i=0 x i P i (λ) = 0 are λ = λ 1 , . . . , λ n . If N ∈ Z ≥4 , then f (∞) = 1 for some f ∈ M N . Therefore, for 0 ≤ i ≤ n, we can choose a i ∈ M l−2i such that a i (∞) = 1. Set a = a n δ n + n−1
(k + n − 1), there exist x 0 , . . . , x n−2 ∈ C so that the roots of
Then the following hold. ch(0, a) = {λ 1 , . . . , λ n } and ch(0, b) = {µ 1 , . . . , µ m } so that λ 1 = µ 1 , . . . , λ N 
and ch(0, cb) = ch(0, da), we have cb − da ∈ Z ∩ R 2m+2n−2N+2 . By the assumption, 2m + 2n − 2N + 2 ≤ 10. Therefore, Z ∩ R 2m+2n−2N+2 = {0} and so cb = da. The following corollary gives a condition under which a quasimonic MLDO maps the solution space of a monic MLDE to another solution space.
Then the following hold.
(1) If N ≤ n and there exists c
, the results follow from Theorem 5.9.
Remark 5.11. Let a ∈ M R n 2n and b ∈ R l . By Lemma 4.1, there exist homogeneous a ′ ∈ R and c ∈ M R such that a Lemma 5.12.
)η(2z) and
).
(2) η(
) and η(
)η(
(1), (2) and the first part of (3) can be proved by the relations η(z + 1) = e(
)η(z) and η(− 1 z ) = √ −izη(z). We prove the second part of (3). Since η(
), we have η(
). In order to calculate χ(( 1 −1 2 −1 )), we have used Theorem 2 in Chapter 4 in [K70] .
(4) The equality is proved by the definition η(z) = q 1/24 (1 − q)(1 − q 2 ) · · · . 
E 6 . Then the following hold.
) and η p (
) are independent solutions to φ p f = 0.
(2) If p = 0, then 1, E
2 (z)dz and ∆
4 (z)dz are independent solutions, where E 
) are independent solutions to D (4)
For an even lattice L ⊂ R n and a point p ∈ R n , the theta function θ p+L is given by θ p+L (z) = x∈L q (x+p,x+p)/2 , where (•, •) is the standard inner product on R n . We denote by L * the dual lattice of L. Then the C-vector space spanned by θ p+L with p ∈ L * /L is invariant under the weight , . . . ,
). We formally set D 2 = √ 2Z ⊕ √ 2Z and D 1 = 2Z.
Proposition 5.15. For n ≥ 1 and p ∈ D * n /D n , θ p+D n satisfies
Equivalently, it satisfies φ 2n (η n θ p+D n ) = 0.
(1) The case n ≥ 3. Since θ 2 (z) = 2
, the result follows from the formulae θ D n = 1 2 (θ 3 n + θ 4 n ), θ s+D n = 1 2 (θ 3 n − θ 4 n ) and θ t+D n = θ s+t+D n = 1 2 θ 2 n (cf. Chapter 4, Section 7.1 in [CS99] ). However, we give an alternative proof without using the formulae. We have
so the C-vector space spanned by θ D n , θ s+D n and θ t+D n is invariant under the weight n 2 modular transformations. The leading terms are θ D n = 1 + · · · , θ s+D n = 2nq 1/2 + · · · and θ s+t+D n = 2 n−1 q n/8 + · · · . (1-i) The case n ≥ 3 and n 4. The result follows from Mason's theorem.
(1-ii) The case n = 4. By Theorem 3.2 in [E13] , we have θ s+D n , θ t+D n ∈ M(2, Γ(2), 1, triv) and the valence formula shows θ s+D n = θ t+D n . Therefore, θ D n and θ s+D n satisfy (D 
(2) The case n = 1. The proof is the same as (1).
, 0) and
). We have 6. Eisenstein series and monic MLDE Utilizing the properties of R established in the preceding sections, we give a lower bound of the order of monic MLDEs of weight 4m + 6n satisfied by E 4 m E 6 n . By Theorem 1 in [KK03] , the Eisenstein series E k for k ∈ {4, 6, 10} satisfies the second order monic MLDE (D E 4 ) f = 0 are E k and F k , where F k is a q-series whose leading exponent is (k+1) 6
. Proposition 6.1. Let n ∈ Z ≥0 and k ∈ {4, 6, 10}. Then E k n satisfies a monic MLDE of weight nk and order n + 1.
Proof. The case n = 0 is trivial. Assume n > 0. Since the C-vector space spanned by E k and F k is invariant under the weight k modular transformations, the C-vector space spanned by E k i F k n−i (i = 0, . . . , n) is invariant under the weight nk modular transformations. The leading exponents of E k i F k n−i are (n−i)(k+1) 6
, so the result follows from Mason's theorem. By Mason's theorem, E 4 m E 6 n satisfies a (possibly non-monic) MLDE of weight 4m + 6n and order 1. By Theorem 4.3 (4), it satisfies a monic MLDE of weight 4m + 6n and some order. The following theorem gives a lower bound for such orders. Note that E 10 = E 4 E 6 .
Theorem 6.2. Let m, n ∈ Z ≥0 and N ∈ Z >0 . Suppose that E 4 m E 6 n satisfies a monic MLDE of weight 4m + 6n and order N. Then N ≥ max{m, n} + 1. e 6 2 ) is For φ ∈ H = n∈R H n , we denote by mord(φ) the least nonnegative integer n such that some element of M R n annihilates φ. If there is no such n, we formally set mord(φ) = ∞. We call mord(φ) the modular order of φ.
By Proposition 6.1 and Theorem 6.2, mord(E 4 m E 6 n ) ≥ max{m, n}+1 and mord(E 4 n ) = mord(E 6 n ) = mord(E 4 n E 6 n ) = n + 1. We conjecture the following.
Conjecture 6.3. mord(E 4 m E 6 n ) = max{m, n} + 1 for all m, n ≥ 0.
Miscellaneous results
In this section, we show some properties of R which are not relevant to the preceding sections.
7.1. Ideals of R. In this subsection, we study some ideals of R.
Lemma 7.1. The center Z(R) is equal to ∆ (the C-subalgebra of R generated by ∆).
, where a i ∈ M(l − 2i) for some l ∈ Z and a n 0. By comparing the coefficients of δ n−1 in ae 4 = e 4 a, we have a n−1 e 4 + na n D[e 4 ] = e 4 a n−1 , so n = 0 and a = a 0 ∈ M(l). Since δa = aδ, we have 0 = D[a] = D l a, so that the leading coefficient of a is l 12 . Since the leading coefficient of an element of M(l) is a nonnegative integer, a ∆ l/12 ∈ M(0) = C, which means a ∈ ∆ . Proposition 7.2. ∆R is a completely prime two-sided ideal of R.
Proof. Since ∆ ∈ Z(R), ∆R is a two-sided ideal. Note that ∆R = { n i=0 a i δ i | a i ∈ S, n ≥ 0}. Let a, b ∈ R\{0} such that ab ∈ ∆R and a ∆R. Set a = Since R admits the division with remainder, it has a PID-like property. For a ∈ R, let [a] denote {b ∈ R | there exists f ∈ M\{0} such that f b ∈ Ra}. Theorem 7.3.
(1) For any a ∈ R, [a] is a left ideal of R.
(2) For any left ideal I of R, there exists a ∈ I such that Ra ⊂ I ⊂ [a].
(3) For any φ ∈ H, there exists a ∈ R such that ann
(1) It is clear that [a] is an abelian group. Let b ∈ [a] and c ∈ R. Then f b = pa for some f ∈ M\{0} and p ∈ R. By the division, gc = q f for some g ∈ M\{0} and q ∈ R. Therefore, g(cb) = q f b = qpa ∈ Ra and cb ∈ [a].
(2) If I {0}, choose an element a ∈ I of the lowest order.
(3) If ann R (φ) {0}, choose an element a ∈ ann R (φ) of the lowest order.
Remark 7.4. Just like the division properties, Theorem 7.3 holds for a skew polynomial ring S = R[x; 1, d], where R is a commutative integral domain and d is a derivation of R, and for a left S -module M such that f m = 0 implies m = 0 for f ∈ R\{0} and m ∈ M.
7.2. C-algebras containing R and their endomorphisms.
Lemma 7.5. Suppose i, j,k,l≥0, 2i+2 j+4k+6l=n C i jkl z −i E 2 j E 4 k E 6 l = 0, (7.1)
where C i jkl ∈ C and n ≥ 0. Then C i jkl = 0 for all i, j, k, l ≥ 0 with 2i + 2 j + 4k + 6l = n.
Proof. For p ∈ Z, set A p = ( 1 p 1 p+1 ) ∈ SL(2, Z). By replacing z with A p z and dividing the both sides of Eq. (7.1) by (z + p + 1) n , we have 2i+2 j+4k+6l=n
Letting p → ∞, we obtain 2 j+4k+6l=n C 0 jkl E 2 j E 4 k E 6 l = 0 and C 0 jkl = 0 for all j, k, l ≥ 0 with 2 j + 4k + 6l = n. The result is proved by induction on i.
Consider the following three homogeneous elements of End(H):
e 1 ∈ End 1 (H), ( f, k) → ( f, k + 1), (7.3) e 2 ∈ End 2 (H), ( f, k) → (E 2 f, k + 2), (7.4) f 2 ∈ End 2 (H), ( f, k) → f log q , k + 2 . f 2 e 2 . Consider the following three graded C-subalgebra of End(H):
QR = e 2 , e 4 , e 6 , δ , (7.6) QR e 1 = e 1 , e 2 , e 4 , e 6 , δ , (7.7) QR f 2 = f 2 , e 2 , e 4 , e 6 , δ .
(7.8) Theorem 7.6.
(1) The set {e 2 j e 4 k e 6 l δ m | j, k, l, m ≥ 0} forms a C-basis of QR.
(2) The set {e 1 i e 2 j e 4 k e 6 l δ m | i, j, k, l, m ≥ 0} forms a C-basis of QR e 1 .
(3) The set { f 2 i e 2 j e 4 k e 6 l δ m | i, j, k, l, m ≥ 0} forms a C-basis of QR f 2 .
Proof. The proof is similar to that of Theorem 3.3. Utilize Lemma 7.5 for (3).
Theorem 7.7.
(1) As graded C-algebras, QR is isomorphic to T (E 2 ⊕ E 4 ⊕ E 6 ⊕ δ)/I 1 , where I 1 is the two-sided ideal generated by [ (E 2 2 + E 4 ).
Theorem 7.8.
(1) As C-algebras, QR is isomorphic to QM[ξ; 1, δ].
(2) As C-algebras, QR e 1 is isomorphic to C[E 1 , E 2 , E 4 , E 6 ][ξ; 1, δ].
(3) As C-algebras, QR f 2 is isomorphic to C[F 2 , E 2 , E 4 , E 6 ][ξ; 1, δ].
Proof. The proof is similar to that of Theorem 3.6.
The grade-preserving endomorphisms of R, QR, QR e 1 and QR f 2 can be directly calculated by Theorem 7.7. Let X be either R, QR, QR e 1 or QR f 2 . Then the monoid of grade-preserving endomorphisms of X consists of the following: For X = R, (e 4 , e 6 , δ) → (a 2 e 4 , a 3 e 6 , aδ).
(7.9)
For X = QR, (e 2 , e 4 , e 6 , δ) → (ae 2 , a 2 e 4 , a 3 e 6 , aδ + be 2 ), (7.10) → (0, 0, 0, aδ + be 2 ).
(7.11)
For X = QR e 1 , (e 1 , e 2 , e 4 , e 6 , δ) → (ae 1 , be 2 , b 2 e 4 , b 3 e 6 , bδ + ce 1 2 + de 2 ), (7.12) → (0, 0, 0, 0, bδ + ce 1 2 + de 2 ). (7.13) For X = QR f 2 , ( f 2 , e 2 , e 4 , e 6 , δ) → (a f 2 , ae 2 , a 2 e 4 , a 3 e 6 , aδ + b f 2 + ce 2 ), (7.14)
→ (−a f 2 , 12a f 2 + ae 2 , a 2 e 4 , a 3 e 6 , aδ + b f 2 + ce 2 ), (7.15) → (0, 12a f 2 + ae 2 , a 2 e 4 , a 3 e 6 , aδ + b f 2 + ce 2 ), (7.16) → (0, ae 2 , a 2 e 4 , a 3 e 6 , aδ + b f 2 + ce 2 ), (7.17) → (0, 0, 0, 0, aδ + b f 2 + ce 2 ), (7.18) where a, b, c, d ∈ C are arbitrary.
As an application of the endomorphisms above, we prove Proposition 7.9. Note that (δ − ae 1 2 )(q a , 0) = 0 and (δ − a f 2 )((log q) a , 0) = 0 for a ∈ C.
Proposition 7.9. Let F i (x, y, z), G(x, y, z) ∈ C[x, y, z] be polynomials for 1 ≤ i ≤ n. Suppose that wt(F i (e 2 , e 4 , e 6 )) + 2i = l is constant for 0 ≤ i ≤ n, and wt(G(e 2 , e 4 , e 6 )) = k. If n i=0 F i (E 2 , E 4 , E 6 )D (i) k G(E 2 , E 4 , E 6 ) = 0, then n i=0 F i 12 log q + E 2 , E 4 , E 6 D k − a log q (i) (log q) a G 12 log q + E 2 , E 4 , E 6 = 0 (7. 19) for a ∈ C, where (D k − a log q
Proof. Since n i=0 F i (e 2 , e 4 , e 6 )δ i G(e 2 , e 4 , e 6 )(1, 0) = 0, n i=0 F i (e 2 , e 4 , e 6 )δ i G(e 2 , e 4 , e 6 ) = xδ for some x ∈ QR. By applying the endomorphism (7.15) with a = 1 and c = 0, we obtain n i=0 F i (12 f 2 + e 2 , e 4 , e 6 )(δ + b f 2 ) i G(12 f 2 + e 2 , e 4 , e 6 ) = x ′ (δ + b f 2 ) for some x ′ ∈ QR f 2 . Replace b with −a. Then 0 = n i=0 F i (12 f 2 + e 2 , e 4 , e 6 )(δ − a f 2 ) i G(12 f 2 + e 2 , e 4 , e 6 )((log q) a , 0) = ( n i=0 F i ( 12 log q +E 2 , E 4 , E 6 )(D k − a log q ) (i) ((log q) a G( 12 log q +E 2 , E 4 , E 6 )), k + l).
