The multivariate analogue of the one sided test derived in Kudô 1963 is considered. A handy method of computing the test statistic and its signi cance probability is given. The method is based on applying sweep out operations on a certain matrix in a systematic manner and applying the Fortran subroutine of Sun 1988.
INTRODUCTION
The problem of this paper is as follows. Given a p-variate normal distribution: N p ; , we consider the testing problem: H 0 : = 0 versus H 1 , H 0 : 0, where is assumed to be known and = 1 ; ; p 0 0 means Max i 0, Min i 0 , t h us the space of the alternative h ypothesis is a cone. The MLE of in the space of H 0 H 1 is often called "the projection into the cone" because of the very nature of the alternative h ypothesis. In this paper we also set the hypothesis H 2 : 6 = 0, and consider a testing problem : H 1 versus H 2 , H 1 .
More than 3 decades have passed since the paper "Multivariate Analogue of the Onesided Test" was published in Biometrika where the above problem was treated and the likelihood ratio test was derived. This paper has been criticized in two aspects. Di culties in computing i the test statistic and ii the signi cance probability. See for instance Tang et al. 1989 . See also Barlow et al. 1972 and Robertson et al. 1988 .
Our purpose is to demonstrate methods to compute these two. In Section 2 we quickly review the outline of the problem, and Section 3 i s d e v oted to the method for computing the MLE, which will nd its application in computing an optimum linear test given in Shi et al. 1987 , and Section 4 to a numerical example. In Section 5 an application of Sun's subroutine is demonstrated and its accuracy examined, and the nal Section is for concluding discussions.
The rst of two distribution functions given in Section 2 was given by Kudô 1963 and the second can be derived from Theorem 2.3.1. of Robertson et al. 1988 . The second distribution was treated in Robertson and Wegman 1978 and we documented the same in the present paper's form.
A BRIEF REVIEW
As the variance matrix is assumed to be known, we can assume there is only one observation x. Let P be the set of integers P = f1; ; p g and M = fi 1 ; ; i m g be a subset of P. It was shown that there exists uniquely a set satisfying the condition stated below. see Beale 1959 Without loss of generality, w e state the condition in the case when the set is the rst m natural numbers: M = f1; ; m g where m p.
Let the observation vector x 0 = x 1 ; ; x p be partitioned into m and p,m components and the mean vector and the variance matrix be partitioned accordingly: 
A METHOD FOR COMPUTING MLE AND THE VALUE OF THE TEST STATISTICS
In order to demonstrate how to compute MLE, we need to give some considerations to sweep 11 1 111 11 The numbers represent the subsets of P = f1; pg. For instance the rst and the second number represents the subsets consisting of 1 and 2 only, and the third the subsets f1; 2g, and so on. Finally the last one represents the total set P.
We call 11 the pivotal matrix. The right hand side is the result of the sweeping out with 11 as the pivot, and to arrive at this result there are as many a s m! di erent paths to it, namely the result is independent of in what order diagonal elements are used as the pivotal element. This fact is important in devising our method.
Now w e describe how the test statistic can be found out. First generate an increasing sequence of binary numbers as shown in Table 1 Here we start a sequence of sweep out operations, given as follows. First look at the rst row of the sequence of binary numbers. Only the last digit on the rst row i s 1 . This directs us to sweep out the matrix in S 0 making its 1; 1 element as the pivot and put the outcome into S 1 .
Similarly look at the second row, and sweep out the matrix in S 0 making its 2; 2 element as the pivot and put the outcome into S 1 . Then we come to the third row. The only di erence lies in the last digit, which is 1 instead of 0. Thus we s w eep out the matrix in S 1 making its 1; 1 element as the pivot and put the outcome into S 2 .
We proceed in this manner until we arrive at the last row, and when we complete the operations corresponding to the last row w e will have completed all possible types of sweep out operations. If we h a ve space for keeping records of a certain parts of the outcomes we are ready to compute the signi cance probability. A n umerical example is demonstrated in the next section.
If The notations in the left hand sides are new and those in the right hand sides are currently used ones. The notation M is used intentionally to emphasize that subset M varies all possible subsets.
The rst numerical example in Kudô 1963
In his paper an example is given as the mean of ten observations. The observed mean vector :
x 0 = x 1 ; x 2 ; x 3 ; x 4 and its variance matrix : are the following. M or the components used as pivots, and N is the components of x M which are negative.
In the last column the value of 2 M is listed. In the rst row the vector x is listed and in the subsequent r o ws results of the sweep out operations are listed.
In the tenth row i n T able 2, the set M coincides with N, indicating that the MLE is given by this sweep out operation. The gures in Table 2 
The second numerical example in Kudô 1963
His second example is taken from the study on four anthropometric measurements, where the estimated regression vector is and its estimated variance are given bŷ By changing the arrangement of components it is possible to arrive at the MLE earlier or later, but all of the steps of sweep out operations are needed for calculating the signi cance probability. The rst and the second factor in the sum in 2 involve the variance matrices of different dimensions, and they can be found in 5 in the form of 22:1 and ,1 11 . About the computation of the orthant probabilities, a powerful Fortran subroutine is available, which can compute the probabilities up to nine dimensions Sun 1988b. We have c hecked its accuracy. In addition to the trivial identity that the sum of the weights should be equal to one, we h a ve another one given by McMullen1975. , which contains tables of the sums of squares and cross products based on some hundreds of observations. This enables us to perform multivariate multiple regression analysis of anthropometric measurements of 10 dimension with 3 independent v ariables. We selected 9 measurements and performed regression analysis.
Based on this analysis we computed the signi cance probability of the multivariate analogue of the one sided test. In Table 3 we tabulated the weights. From the table we h a ve 
CONCLUDING DISCUSSION
The variance matrix was assumed to be known, but this can be relaxed to the case = 2 0 with 0 known and unknown. This is true when we have an estimate of statistically independent of the observation x distributed in chi-square distribution with some degrees of freedom.
The method described in Section 3. is essentially the same as the one described in Tarumi and Kudô 1974.
The method of computing the projection described in Section 3 can be applied in computing a kind of linear optimal test given in Kudô 1987 and Shi 1987 . This optimum test statistic is nothing but the projection into a cone determined by a v ariance matrix in a certain way.
In some cases the algorithm for computing MLE is simple and straightforward, and repeated sweep out operations are not needed. Simple order is the typical case and, when weights are equal, the level probabilities can be computed recursively see Corollary B to Choi 1976 treated the case when the matrix 3 is positive de nite with non-positive o -diagonal elements, which is the matrix version of the case with straightforward algorithm. Even in this case the level probability is not easily computed except for the case of simple order with the same weights. Dr. Ning-Zhong Shi kindly communicated this fact to the authors and indeed mentioned it in Shi 1991, and this ampli es the merit of this paper.
