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Abstract
Research has shown that introductory statistics students hold many misconceptions, and that
many of these are also present among practicing scientists. But statistics is becoming important
to many new fields, and understanding how students learn statistics is more important than ever,
if it is to be effectively taught. We describe an education research method intended to reveal how
students think and to provide practical ways of measuring their understanding: a combination of
think-aloud interviews and concept inventories. Think-aloud interviews give unprecedented
insight into student thinking, while concept inventories can be administered to entire classes to
measure learning.
We demonstrate the method through insights gained from 42 think-aloud interviews with
introductory students, plus large-scale concept inventory data from over 50 questions given as
pre- and post-tests to hundreds of introductory statistics students at two institutions. Think-aloud
interviews revealed previously under-reported misconceptions about sampling distributions and
causation, while helping us refine conceptual questions to measure their prevalence at large
scale. These insights, and the final questions, may help educators develop improved lessons,
while suggesting directions for future statistics education research and providing practical tools
for researchers to improve our understanding of student learning.
1 Introduction
Statistics instructors face important challenges as they teach fundamental statistics concepts to
undergraduate students. First, students often hold fundamental misconceptions; for example, they
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often prefer to think deterministically instead of probabilistically, impeding their understanding of key
concepts (Pfannkuch and Brown, 1996; Konold, 1995). They also struggle to correctly understand
important concepts like sampling distributions and p values (Chance et al., 2004; Aquilonius and
Brenner, 2015). A great deal of research has been done on these misconceptions (Castro Sotos et al.,
2007), but it is still not clear what teaching strategies can resolve them and how to improve student
learning.
Second, statistics is only becoming more important to a wider variety of fields, so courses must
reach more diverse students with different interests and levels of preparation. This has put pressure
on instructors to modernize their curricula with modern statistical methods and computational tools,
like computer simulations and data analysis platforms, and to adopt pedagogical techniques like
active learning (GAISE College Report ASA Revision Committee, 2016; National Academies of
Sciences, Engineering, and Medicine, 2018). And it is not just the fields newly adopting statistics that
can benefit—extensive research shows that even practicing scientists in fields historically dependent
on statistics can struggle to understand important concepts like sampling distributions and confidence
intervals (Cumming et al., 2004; Belia et al., 2005; Zaidan et al., 2012). Everyone, it seems, could
benefit from improved statistics instruction, leaving instructors and statistics education researchers
the difficult task of designing new teaching strategies to fix misconceptions and reach new audiences.
In this paper, we present a research strategy designed to give direct access to student thinking,
so researchers can both discover misconceptions and develop assessment tools to measure their
prevalence. The strategy combines two existing research methods: think-aloud interviews and
concept inventories. In think-aloud interviews, participants narrate their entire thought process
aloud as they answer questions; the method was developed in cognitive science and is widely used
in studies of cognition and reasoning. Concept inventories are written tests designed to measure
mastery of specific concepts, and are frequently used in education research to diagnose problems and
measure the effects of new teaching strategies. By using these methods in tandem, we can learn in
great depth how students understand statistics, while also developing practical assessment questions
that measure precisely the concepts we intend to measure. An education researcher interested in
a specific topic can hence gain insights that can be applied by instructors in the classroom, while
simultaneously developing questions that can be easily administered to entire classes to measure the
new strategy’s success.
To demonstrate this research strategy, we present results from a project that has conducted more
than 40 think-aloud interviews, developed over 50 conceptual questions, and collected large-scale
data on how students at several institutions answer these questions at the beginning and end of their
introductory courses. The combination of rich qualitative data and extensive quantitative data has
given us new insights into how students understand statistical concepts, suggesting new directions
for statistics education research.
Our contribution is hence threefold. In Section 2, we describe our research methods in detail,
providing a template other education researchers could use to examine topics of interest. In Section 3,
we describe the conceptual questions we have developed; these are available in the Supplemental
Materials for researchers and instructors to use for their own purposes. And in Section 4, we present
the results of our interviews and assessments, including previously under-explored misconceptions
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that may affect large numbers of introductory students. We plan to pursue some of these in future
work.
We should also note what we do not contribute. There are many existing concept inventories
for introductory statistics; the most prominent is the Comprehensive Assessment of Outcomes in
Statistics (CAOS) (DelMas et al., 2007), but there are many others on specific topics, such as the SCI
(Allen, 2006), AIRS (Park, 2012), BLIS (Ziegler, 2014), LOCUS (Jacobbe et al., 2014), RPASS-10
(Lane-Getaz, 2017), and most recently REALI (Sabbag et al., 2018). Many of these were validated
psychometrically, meaning that data from hundreds or thousands of students was used to establish
that test items are correlated with each other and measure a single latent construct. This validation,
and the expert construction of the concept inventories to cover the desired topics, helps justify their
use as diagnostics and research tools.
But we do not present any psychometric analysis here. Nor do we present a single set of questions
selected to cover the topics of a particular introductory course. Our method instead addresses
another kind of validity: that our questions measure the concepts and thinking they are intended
to (Jorion et al., 2015; Bandalos, 2018, ch. 11). Experience has shown that when content experts
write questions, students can understand and answer them in ways very different than intended or
expected (Adams and Wieman, 2011). Students can obtain the correct answer without using correct
reasoning, or may interpret the questions in entirely different ways and use reasoning completely
unrelated to the intended topic. This makes it difficult to rely on an expert-written concept inventory
to measure specific misconceptions.
Our combination of think-aloud interviews and concept inventories can address this problem.
Think-aloud interviews allow us to see exactly how students approach questions, revealing their
reasoning but also showing whether the questions are interpreted as intended. While others have
used a small number of think-aloud interviews to detect confusing wording in statistics concept
inventories (Ziegler, 2014; Sabbag et al., 2018), our approach goes much further, using the interviews
to guide question-writing from the beginning. This combination of dozens of think-aloud interviews
with pre- and post-test assessments has (1) revealed questions that measured very different reasoning
than we intended, (2) revealed questions that were answerable using only test-taking heuristics, and
(3) revealed several unexpected statistical misconceptions that we could not have detected otherwise.
The result is a set of revised questions we can confidently administer to students to assess their
reasoning—a practical conceptual test instead of resource-intensive interviews conducted with every
student. Further research could use the pre- and post-test data we have collected to psychometrically
validate concept inventories that use a selection of our interview-validated questions to assess a
chosen topic.
2 Methods
The two key components of our research method, think-aloud interviews and concept inventories,
are not new to education research. Think-aloud interviews have been widely used in education
research and cognitive science for decades, as we describe below in Section 2.2. Concept inventories
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are simply written tests designed to measure understanding of specific concepts, and have been
developed widely in many fields. But only recently have the two methods been widely used together.
Adams and Wieman (2011) saw think-aloud interviews as a way to enrich concept inventories:
by having students answer draft questions while thinking aloud, interviewers could improve the
questions, making sure they are clearly worded and adjusting them to measure precisely the reasoning
of interest. This could lead to concept inventories that are better able to measure how students think,
rather than simply whether they can perform certain tasks.
However, this method has had only limited use in statistics education research. We describe
here an adaptation that uses think-aloud interviews to detect misconceptions, suggest new questions,
and improve existing questions, while using data from administration of questions to entire classes
to further improve. But our goal is not simply the development of concept inventories; we see the
think-aloud interviews and concept inventories as working in concert to provide qualitative and
quantitative evidence of student thinking, giving us unprecedented insight into student thinking.
We present our methods in detail here in the hope they will be adopted more widely in statistics
education research.
2.1 Question drafting
Research group members drafted questions either from scratch or by adaptation from introductory
textbooks, prior course materials, and prior statistics education research suggesting common
misconceptions held by introductory students. The research group conducted its first round of editing
through regular meetings in which new questions were reviewed by the group and collaboratively
edited to ensure they were clear, concise, and relevant to the goals of our introductory courses.
Drafting proceeded by topic, roughly following the course, so that questions were tested in think-aloud
interviews soon after being written and edited. Each question was multiple choice.
Each item was assigned a unique alphanumeric name for use in data analysis and to make it
easier to track items as the assessment was revised. In this paper, we will refer to question names
such as vitamin-c and sum-box-bets using a monospaced font. Each question resided in a
separate LATEX file, and the revision history of the questions was tracked using Git to keep a complete
record of the reasons for each change as we conducted interviews and improved the questions.
The latest revised versions of each question are given in the Supplemental Materials.
2.2 Think-aloud interviews
Think-aloud interviews (Ericsson and Simon, 1993; van Someren et al., 1994) have been used for
many purposes across a range of fields, including education research (Bowen, 1994; Adams and
Wieman, 2011) and software usability studies (Nørgaard and Hornbæk, 2006). In a think-aloud
interview, conducted privately with the student and interviewer in an office or conference room, the
interviewer asks the student to answer assessment questions but requests that the student think aloud
while doing so, starting by reading the question aloud and narrating their entire thought process up
to selecting the answer. As the student answers the question, the interviewer stays silent, neither
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giving the student feedback nor offering any clarification, only interrupting to remind the student to
keep thinking aloud if they stop speaking. The interview is either recorded for later analysis or an
observer writes down notes of the interview, including quotes from the student, interesting methods
used, any parts of the question the student found confusing, and misleading wording, for later use as
the draft questions are revised or replaced.
The think-aloud process differs from a more traditional interview or tutoring session, where an
interviewer might interrupt to ask the student to clarify their reasoning or ask why they chose a
particular approach, because the purpose is to understand how the student interprets the question
and thinks about the problem on their own. Past research suggests that student thought processes
while thinking aloud differ from their reasoning when asked to explain their thinking after the
fact; Ericsson and Simon (1998) suggest that asking for explanations “biased participants to adopt
more orderly and rigorous strategies to the problems that were easier to communicate in a coherent
fashion, but in turn altered the sequence of thoughts,” while “the course of the thought process
can be inferred in considerable detail from thinking-aloud protocols.” Because of this, Adams and
Wieman (2011) suggest that interviewers only ask follow-up questions at the end of the interview,
after the student has answered all the questions they can. Interviewers must realize that answers to
follow-up questions may not perfectly represent how students think about problems on their own,
but may instead reflect different patterns of thinking.
We used think-aloud interviews to explore student reasoning about the concepts in the questions.
They also allowed us to verify that students understand the questions as written, obtain the correct
answers only through correct reasoning, obtain incorrect answers only through incorrect reasoning,
and do not select incorrect answers because the choices are unclear or the question is misleading. Our
experience showed this access to student thinking is invaluable; further analysis of the think-aloud
results is given in Section 4.1.
Each session, held in a private conference room, was attended by the student, an interviewer, and
a notetaker. Adams and Wieman (2011) suggest that think-aloud interviews should be recorded, but
as this would require additional equipment, transcription services, and other logistics, we chose to
simply take notes instead. Our think-aloud interview sessions were structured to include ten minutes
for introduction and instructions, about thirty minutes for questions, and a twenty-minute period at
the end for the interviewer to review the questions with the student, asking follow-up questions to
clarify the student’s reasoning as needed, and finally explaining the answers to the student if they
should ask. Participants received $20 compensation.
Students were recruited from the Spring 2018 and Summer 2019 sessions of 36-200 “Reasoning
with Data,” Carnegie Mellon University’s introductory statistics course taken by all students in the
Dietrich College of Humanities and Social Sciences. (The Department of Statistics & Data Science
is part of Dietrich College, so this includes statistics majors. The course is also taken by a wide
variety of students in other fields, including computer science, fine arts, and engineering.) The
course covers some traditional introductory topics, but also emphasizes hands-on data analysis and
computing, including writing reports using statistical graphics and results. Some students were
also recruited from the Summer 2018 session of 36-202 “Methods for Statistical Data Science,” a
second-semester course in statistics for which Reasoning with Data (or AP Statistics credit) is a
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prerequisite. Interviews were scheduled throughout the semester, with the questions tested in each
session corresponding roughly to the topics recently covered in the course.
The interview procedure was approved by the Carnegie Mellon Institutional Review Board.
2.3 Revision and extension
To analyze the think-aloud interview results, we developed a coding system for each response to
each question. (This is included in the Supplemental Materials along with the other procedures we
used for conducting interviews.) Along with recording the student’s answer choice and confidence
in that choice, the observer recorded any methods the student used to solve the problem from a fixed
list of choices (such as elimination, wording of answer choices, or incorrect statistical reasoning)
and indicated whether the student appeared to misunderstand the question and whether they used
any mathematical calculations to reach it. Observers recorded this data in a spreadsheet along with
subjective comments for each question, indicating any unusual methods used by students or any
revealing comments made during the think-aloud.
After completing each round of think-aloud interviews, we reviewed the results in depth. Some
interviews revealed unexpected student thinking leading us to draft new questions to explore it, while
others revealed wording flaws or poor answer choices that caused the questions to confuse students
and not reveal the intended thinking. This led to many revisions, even in questions extensively
reviewed and edited by the research group. Examples of these revisions will be presented in
Section 4.1, while Section 4.3 discusses interesting student reasoning exposed by the think-aloud
interviews.
2.4 Class administration
After a round of revision and refinement guided by think-aloud interviews, we administered the draft
questions to students at two institutions: Carnegie Mellon University, a private research university,
and Colby College, a small private liberal arts college. At Carnegie Mellon, we gave the assessment
to the two courses we recruited think-aloud participants from: 36-200 “Reasoning with Data,” and
36-202 “Methods for Statistical Data Science.” Students in 36-202 should, in theory, be familiar
with introductory concepts when they enter 36-202, so we administered the assessment to this class
early in the semester in Fall 2018 and Spring 2019. At Colby College, students in course SC212
“Introduction to Statistics and Data Science” took the assessment.
Starting in Spring 2019, we were able to give the assessment as both pre- and post-tests, providing
matched data for students over the course of the semester; this continued in Fall 2019. Students
in 36-200 also took the pre- and post-tests during the Summer 2019 session. The exact periods of
administration in all courses are provided in the Supplemental Materials.
From Spring 2019 onward, all administration was done as a homework assignment using the
Integrated Statistics Learning Environment (ISLE),1 which is designed to deliver interactive statistics
lessons and is used by all students in Carnegie Mellon’s introductory courses to complete data
1See http://www.stat.cmu.edu/isle/
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analysis lab and homework assignments (Burckhardt et al., 2018). ISLE allows students to complete
the multiple-choice assessment questions online. Participation counted for homework credit, though
students could confidentially opt out of having their data included in the research. ISLE presented
questions to the students in random order, and ended the assessment after 30 minutes or after the
student completed 30 questions, whichever came first.
After each question, ISLE also asked students “How confident are you in your answer?”, offering
the choices “Guessed”, “Somewhat sure”, and “Confident”. This data was recorded along with the
question responses and is used in Section 4.3 to examine changes from the beginning of the semester
to the end, and to detect questions that students confidently answer incorrectly (or tentatively answer
correctly), which may reflect interesting misconceptions or problems in the assessment.
The administration procedure was approved by the Carnegie Mellon and Colby College
Institutional Review Boards.
3 Overview of the interview questions
We drafted 58 questions covering a range of topics: 13 on graphics and exploratory data analysis, 23
on probability, and 22 on inference. (As noted in Section 2.4, each student answers a maximum
of 30 questions, in random order, when taking the assessment through ISLE.) All questions were
tagged by the authors to indicate the concepts covered. Table 1 displays the number of questions
with the respective tags for each of the three main topics of the assessment.
The questions were administered to the students in a multiple-choice format, with only a few
questions deviating from this question type and instead requiring students to match elements from
two sets. The assessment is available both in a paper-based format as well as through ISLE. Different
bundles of the assessment allow instructors who only wish to use questions from one of the main
topics (EDA, Probability, and Inference) to do so. Alternatively, questions can be adapted to
open-ended format for students to answer as they wish.
4 Results
4.1 Analysis of think-aloud interview results
We conducted 42 hour-long think-aloud interviews with 31 students, giving us extensive information
on how students answered our questions. This information is interesting on its own, and led to
the results presented below in Section 4.3, but the interviews work well only if the questions
are well-posed. Qualitative analysis of the interviews revealed problems that led to revisions of
roughly 20 questions and the introduction of several new questions. They demonstrate that student
understanding of a topic often can’t be assessed with just one or two questions, and that the input
from think-aloud interviews is essential to write good questions. Fixing these problems gave us a
clearer picture of student understanding in subsequent interviews and improved the validity of our
written questions. The problems can be grouped into three themes, discussed below.
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Tag \ Topic EDA Probability Inference
Choose an appropriate graph 3 - -
Interpret or estimate correlation coefficient 1 - 2
Use graphs to estimate relationships between variables 2 - 1
See how much variation is in a sample 5 - -
Interpret the meaning of graphs 8 3 3
Determine if events are independent 1 5 -
Interpret conditional probability - 4 1
Understand probability densities - 3 -
Interpret expected values - 1 -
Use probability formulas - 6 -
Interpret relationship between samples and the population 1 2 -
Understand how sample size affects sample statistics - 6 -
Interpret and use confidence intervals - - 1
Determine when causation can be concluded from data - - 8
Draw conclusions from hypothesis tests and confidence intervals - - 6
Choose an appropriate test or statistic - 1 4
Interpret the meaning of the null distribution - - 1
Table 1: The number of draft questions involving each skill, as determined by the research team, and
broken down into three broad categories of topic. Some questions involve multiple skills.
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4.1.1 Irrelevant details
Minor details in questions sometimes distracted students or caused irrelevant misunderstandings,
leading us to edit the questions for clarity and demonstrating how difficult it is to write effective
questions without feedback from students. For example, the horse-races2 question asked:
You have 25 ducks. You want to know which duck is the lightest and which is the
heaviest, so you begin to weigh the ducks in a random order. However, after you have
weighed five ducks, your scale breaks.
Which of the following events is most likely?
The goal was to assess student’s understanding of the relative probability of events, but during
think-alouds, a student reasoned that the scale breaking was evidence that the fifth duck was the
heaviest. This meant the student’s answer choice reflected their common sense, not whether they
actually understood the relative probabilities of the events. We therefore changed the question to say
that “...after you have weighed five ducks, all the ducks fly away.”
Similarly, a question on independence, lost-draw, asked:
Two draws are made at random from the box containing [tickets numbered 1 through 4].
After taking out the first draw, you lose it, and nobody knows what was written on it.
You draw a second time. In this case, are the two draws independent? Explain.
Our intent was to see if students rely on phrases like “drawn without replacement” to tell if events
are independent, or whether they can recognize dependence regardless.
Think-aloud interviews with eleven students revealed that the wording of the question was not as
clear as intended: four students were confused about the ordering of the events, and weren’t sure
whether the first draw went back into the box, because its fate was not clearly stated. This was
unexpected, but it was easy to clarify by adding a duck: “After taking out the first draw, a duck eats
it, and nobody knows what was written on it. You draw a second time...”. This version makes it
clear that the draw is gone for good, and while we were only able to test it in two interviews, both
students understood its meaning. One student reasoned that “it’s the same as taking one thing out
and not replacing it,” demonstrating that they did not need the phrase “without replacement” written
in the question to recognize dependence.
Matching the anecdote given by Smith et al. (2008), we also saw several questions in which
students eliminated any answer choice containing “always,” “never,” or similar definitive-sounding
language—one student claimed “I always get suspicious when there is an absolute-type answer.”
The answer choices were edited to avoid students drawing conclusions from their wording.
4.1.2 Multiple misconceptions
Sometimes, a single question revealed multiple distinct misconceptions held by different students.
To make it possible to use the written questions to diagnose misconceptions, and to give us a better
2An even earlier version of the question involved horses; we avoided changing question names even when they were
revised, so question identifiers could be used consistently.
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Figure 1: Histograms shown to students in the study-time question. The intended answer is that
histogram B is the population distribution, histogram A the sampling distribution of X¯ with n = 5,
and histogram C the sampling distribution with n = 50.
understanding of each misconception in later interviews, we wrote new questions to cover each
misconception. For example, the study-time question, intended to test understanding of sampling
distributions, asked students
Pictured [in Figure 1] (in scrambled order) are three histograms: One of them represents
the population distribution of number of hours studied; the other two are sampling
distributions of the average number of hours studied X , one for sample size n = 5, and
one for sample size n = 50.
[...]
Circle the most likely distribution for each description.
This question had already been used by one of the authors in an introductory statistics course,
and was reviewed and edited by the research team before its use. To our surprise, all nine students
who answered this question during think-aloud interviews got it wrong, claiming that the sampling
distribution of the mean with n = 5 should be graph C in Figure 1. Several interpreted graph C,
which has few visible bars because the sampling distribution has small variance, to mean there were
fewer samples displayed in the histogram; one student commented that “small n means few bars.”
They then concluded that a sampling distribution with n = 5 contains only 5 samples and hence
matches graph C; one student admitted to not thinking about the average at all, just the distribution
of the data. Additionally, two of the nine students commented that the population should be normally
distributed and hence selected graph A as the population distribution.
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While all nine students got the question wrong by using genuinely incorrect reasoning, we could
not interpret their answers to mean that they do not understand the variance of the mean—their
mistakes were in the interpretation of histograms, and possibly in their belief that populations must
be normally distributed. Reasoning about sampling distributions largely did not enter into their
answers.
We hence took two steps. First, we revised the question to prevent students from interpreting
n = 5 to mean there were only five data points in the histogram. Second, we drafted additional
questions to cover the newly discovered misconceptions. The revision used mechanistic language,
with descriptions such as this:
Cosma talks to two hundred groups of 50 students. After asking each group of 50
students how much they study, Cosma takes the group’s average and adds it to his
histogram.
Because the number of points in each histogram—two hundred—was explicitly stated in each
case, the histogram misinterpretation was ruled out. This version also does not rely on students
remembering the term “sampling distribution.” In twelve new think-aloud interviews, eight students
used reasoning about the normality or spread of the distribution of means, saying things like
“taking the average of a larger group should lead to the means being all bunched up in one place.”
Unfortunately, five students still showed confusion about sample sizes in the histograms that
influenced their answers, believing that the rightmost graph contains less data because it has fewer
bars.
We next drafted a new question to isolate the misconception that populations are always normally
distributed. The reasoning this question revealed will be discussed further in Section 4.3.2. While
various misinterpretations of histograms have been previously reported in the literature (Kaplan
et al., 2014; Cooper, 2018; Cooper and Shore, 2008), we are not aware of previous research showing
that students confuse the sample size with the number of bars in a histogram. We plan to draft new
questions to explore this misconception in future think-alouds.
4.1.3 Accidental correctness
Sometimes students happened to get the correct answer even though their reasoning was wrong.
Depending on the question, that meant that we needed to change some of the context of the problem,
or change the answer choices to make them less easy to eliminate.
A key example is vitamin-c, where we asked:
A clinical trial randomly assigned subjects to receive either vitamin C or a placebo as
a treatment for a cold. The trial found a statistically significant negative correlation
between vitamin C dose and the duration of cold symptoms.
Which of the following can we conclude?
Because the study described in this question is a randomized experiment, the correct answer
choice is that vitamin C causes faster recovery from colds. In think-aloud interviews, several students
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strongly believed that “correlation does not equal causation,” but still picked the correct answer
because it made sense to them that vitamin C actually would cause subjects to recover faster from a
cold. One student said you “usually can’t assume causation,” then picked the causal answer despite
hesitating and stating that it is just correlation.
To correct this issue, we changed the treatment from vitamin C to mindfulness meditation, so
that the treatment’s efficacy is less intuitive. We are now more confident that students who answer
correctly do so because they know something about randomized experiments, rather than because
they believe the causal relationship is true. Results from this version of the question are discussed in
Section 4.3.1.
We recognize that students might pick the “wrong” answer for a good reason—that one should
not blindly follow significance tests and draw causal conclusions without additional evidence and
experiments. For example, one student rejected the causal conclusions because the experiment was
not repeated several times. This further highlights a larger conclusion from our experience writing
questions: no single question can capture the nuances in ways that students might misunderstand a
broad subject. Instead, sets of questions should be used in conjunction to draw conclusions about
student understanding of a topic. We’ll discuss this further in Section 4.3.
4.2 Assessment data analysis
We administered a pilot version of the assessment at Colby College during Fall 2018, given on paper
instead of online. Analysis of the pilot version’s results helped guide revisions to some questions.
For example, the investment-success question, adapted from Mosteller et al. (1983), is a simple
probability problem asking for the probability that at least one of several independent events occurs:
Some potentially lucrative, but very uncertain, investments can be made independently.
Each has the probability of 0.1 of being a success. As an investment program, a firm
invests in 10 of these. Find the probability that the firm gets at least one success.
Think-aloud interviews at Carnegie Mellon did not show any obvious problems with this question.
However, students at Colby College do not learn any probability calculations in their introductory
course, and so we were surprised that 40% of students got this question right, twice the rate expected
by guessing. This suggested that students were able to eliminate some of the five answer choices,
such as 1 (intended to catch students who calculated 10 × 0.1) and 0. We hence altered the problem
to have only 8 investment opportunities and added more plausible distractors, such as 8 × 0.1. This
change showed dramatic effects in the later post-test data: only 13% of Colby students correctly
answered the question, with most selecting the new distractor, 8 × 0.1.
In 2019, 638 students completed a total of 892 pre- and post-tests. Summary results are shown
in Table 2. As mentioned in Section 2.2, students in Carnegie Mellon’s 36-200 course are typically
freshmen from a wide variety of majors in the Dietrich College of Humanities and Social Sciences,
as well as other majors across the university, such as engineering and computer science. On the
other hand, students in Colby College’s “Introduction to Statistics and Data Science” course must
be in their sophomore year or above, and most are majoring in STEM disciplines or Economics.
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Pre-test Post-test
Section Mean score N Qs/student Mean score N Qs/student
CMU 200 46.5% 265 29.2 53.0% 221 28.8
Colby SC 212 51.1% 173 31.9 59.9% 112 34.0
CMU 202 - - - 57.0% 121 28.8
Table 2: Summary statistics for pre- and post-test administrations to students in three different
classes. (Students in CMU’s 202 do not take a pre-test; they take the assessment only once at the
beginning of the semester, but it covers material from the prerequisite course, 200.) Note that some
assessment questions had multiple parts, allowing students to submit more than 30 total responses.
The observed differences in pre- or post-test results might be due to differences in the academic
backgrounds of students in the two courses, not necessarily the teaching styles employed in the
courses or the abilities of the students.
Two features are apparent from the summary results. First, response rates are not consistent:
because the assessment was given as part of a homework assignment, worth a small number of
points, students did not consistently complete it, particularly at the end of the semester. This
limits our ability to draw aggregate conclusions. Second, the overall change in mean score, though
biased by non-response, is only about 5–8 percentage points. Though small, this is consistent with
prior concept inventories in introductory statistics, which have found average gains of less than 10
percentage points (DelMas et al., 2007; Chance et al., 2016).
It is important to note, however, that these scores do not yet represent a comprehensive and
psychometrically validated measurement of the intended skills and concepts. As discussed in
Section 1, psychometric validation is planned but outside the current scope of this work, and
additionally our current assessment contains several questions that are known to have unusual
response features—for example, the dice-bet and win-half questions are perhaps outside the
scope of an introductory class, and students are more likely to get them wrong at the end of the
semester than at the beginning. Such questions would likely be removed in a validated concept
inventory, but for our purposes provide valuable insights that may guide future education research.
Detailed pre- and post-test results for each question are given in the Supplemental Materials.
4.3 Conceptual themes
We found that think-aloud interviews frequently led us to write new or modified questions to
explore misconceptions from different angles, giving us a more complete understanding of each
misconception. In several cases, questions that appeared to test the same concepts were answered
very differently by students, suggesting deeper underlying conceptual problems than individual
questions would have revealed, and showing that it may not be possible to completely assess some
concepts using only a single question. In this section we explore several of these complementary
question sets and suggest directions for future research based on the results we have seen so far.
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Figure 2: xkcd comic discussing correlation and causation. If Cueball only learned that correlation
does not imply causation, but not when it can imply causation, he is right—the class may not have
helped. Accessed 8/15/19, https://xkcd.com/552/
4.3.1 Correlation, causation, and experiments
The difference between correlation and causation is an important one, and is sometimes summarized
by statements like “correlation does not imply causation” (Figure 2). This statement misses the
nuance that in certain cases, particularly randomized experiments, correlation can imply causation.
We wrote several questions about correlation and causation. One question, books, asked:
A survey of Californians found a statistically significant positive correlation between
number of books read and nearsightedness.
Which of the following can we conclude about Californians?
The intended correct answer was “We cannot determine which factor causes the other, because
correlation does not imply causation.” In our assessment data, we found that 78% of students
correctly answered this question on the pre-test and 85% did on the post-test, suggesting many
students entered the course with a firm grasp on causality and others gained understanding during
the semester.
However, this conclusion would be premature. The vitamin-c question posed the opposite
situation: a randomized controlled trial was conducted, so the correlation indeed suggests causation.
After the revisions discussed in Section 4.1.3, only 34% of students correctly answered this question
on the pre-test, rising to only 41% on the post-test; more than half of students chose choice C, “We
cannot draw any conclusions because correlation does not imply causation,” despite the random
treatment assignment.
To resolve this contradiction, we wrote new assessment questions intended to distinguish between
several possible types of student reasoning:
• Ignorance that correlation may not imply causation
• Belief that correlation does not imply causation even in circumstances when causal conclusions
actually can be drawn
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• Knowledge of the phrase “correlation does not imply causation,” but inability to recognize
causal language that doesn’t use keywords like “causation”
• Incomplete understanding of why randomization is useful (or incomplete distinction between
random sampling and random assignment)
The new assessment questions (coffee-headlines, pools, and candy-test) targeted these
possibilities; for example, the pools question asked about a causal conclusion without using words
like “correlation” or “causation”, testing if students could recognize causal language.
The new questions were tested in think-aloud interviews, along with further testing on two existing
questions, diet-pills and fixitol-solvix. (All questions are available in the Supplemental
Materials.) The results for these questions are illuminating, and support the hypothesis that students
often prefer not to draw causal conclusions even when they are justifiable. Some students gave
reasoning suggesting that they are unwilling to ever infer causation:
• “Correlation does not imply causation is a universal rule” (books)
• “When can we ever say something causes something else?” (candy-test)
• “I think the word ‘causes’ is too strong... my friend who’s a stats major always tells me you
can’t say this causes that—there’s always other factors” (vitamin-c)
• “Usually [you] can’t assume causation” (vitamin-c)
The new questions were added to the pre- and post-tests in Fall 2019, and the post-test data
corroborates the think-aloud results. The majority of students get the correct answer when causal
conclusions cannot be drawn (85% for books, 80% for coffee-headlines, 78% for pools, 66%
for fixitol-solvix). Conversely, fewer students correctly answer questions that permit some
causal conclusions (50% for diet-pills, 52% for candy-test, 41% for vitamin-c).
Previous research has addressed students and researchers being too willing to draw causal
conclusions. For example, Antonakis et al. (2010) found that in 110 articles on the topic of leadership
published in top-tier journals over 10 years, researchers didn’t address the conditions that would
make their causal claims invalid in at least 66% and up to 90% of the cases. Einhorn and Hogarth
(1986) discuss systematic rules people use for assessing causality, which do not always align with
statistically valid approaches. On the other hand, our think-aloud analysis suggests an opposite
misconception: that students have learned well (either formally through a statistics course or by
osmosis from media such as Figure 2) to be cautious when drawing conclusions, but some do not yet
feel confident drawing conclusions at all. This is an important statistical misconception to address,
as the benefit of statistical thinking is not just to add caution to research conclusions, but also to help
design situations and analyses in which strong causal conclusions can confidently be drawn.
4.3.2 Populations and sampling distributions
Section 4.1.2 discussed the study-time question, intended to test whether students understand
the behavior of sampling distributions with different sample sizes, and described an unexpected
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Figure 3: Two incorrect answer choices from the question farm-areas, intended to detect if
students believe populations or large samples should always be normally distributed.
misconception detected during interviews: that populations are always normally distributed. The
farm-areas question, introduced because of this discovery, describes a situation in which the
entire population is surveyed, and a histogram of the results prepared, along with histograms of
samples—not sampling distributions—of sizes n = 20 and n = 1000. Three possible sets of
histograms are provided, and students are asked to select the most plausible set based on their
shapes. The correct answer shows a skewed population distribution and two skewed samples; the
two distractor answer choices are shown in Figure 3. Each represents a different version of the
misconception: the first shows a normally distributed population with skewed samples, the second a
skewed population from which normally distributed samples were obtained.
Nine students answered this question during think-aloud interviews, of whom only three selected
the correct answer. The remaining six split evenly between the two distractor answers. Among those
selecting the first distractor, one explained that with a larger sample size, “there is less of a chance for
data to vary,” and the distractor had the most “centralized” population distribution. Among students
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Pre-test Post-test
Section Correct N Correct N
CMU 200 40.2% 132 22.6% 106
Colby SC 212 37.4% 91 29.4% 68
CMU 202 - - 35.7% 56
Table 3: Assessment results for the farm-areas question, which detects the misconception that all
populations, or all large samples, should be normally distributed.
Pre-test Post-test
Section Correct N Correct N
CMU 200 62.5% 120 50.0% 112
Colby SC 212 73.4% 94 70.0% 60
CMU 202 - - 57.9% 76
Table 4: Assessment results for the study-time question, which detects misconceptions about
sampling distributions of the mean.
selecting the second distractor, one noted “I’m assuming it’s looking for a normal distribution, the
greater the sample size” and saw that the choice had a more normal histogram for n = 1000.
This suggests that students may conflate sampling distributions and sample distributions, and
may falsely believe that any large sample or any population must be normal, because of the emphasis
on normality in the introductory course. This is related to misconceptions found in previous research
(Castro Sotos et al., 2007; Chance et al., 2004).
The assessment results from farm-areas and study-time are shown in Tables 3 and 4.
(Note the difference between the number of people who answered this question during the pre-test
versus the post-test, suggesting there may be biases in the results.) The results suggest that the
misconception tested by farm-areas, that large samples or populations should always be normally
distributed, is prevalent among students at both the pre- and post-tests. The results also show that
study-time, which tests students’ understanding of sampling distributions, appears to get more
difficult during the semester; this average score may be affected by the response bias on the post-test,
particularly as students in the subsequent course, 202, performed better.
On the post-test, of the 139 students in all classes who answered both study-time and
farm-areas, 76 correctly answered study-time. But among them, 51 incorrectly answered
farm-areas. The most common incorrect answer to farm-areas was choice B, the first distractor
shown in Figure 3. This observation suggests that a correct answer to study-time does not
mean a student fully understands sampling distributions—they may be over-applying a rule that
“distributions look more normal with more samples” without understanding. The responses to these
questions demonstrate how difficult it is to assess conceptual understanding with a single question,
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and why developing a set of related questions may provide a much more complete view of student
learning.
5 Conclusion
In this paper, we have shown how the combination of think-aloud interviews and written concept
inventory questions can serve as a powerful research tool, by revealing student reasoning while
giving us precise ways to measure it. We described our methods in depth in the hopes that they will
be widely adopted in statistics education research to improve our understanding of student reasoning
and ultimately improve student learning.
We first showed that think-aloud interviews are valuable by showing that written questions—even
those drafted by statistical experts with teaching experience—frequently do not measure the reasoning
we intend them to measure. Students have used reasoning unrelated to statistical concepts (e.g.
that the scale breaking meant the fifth duck was heaviest), have gotten questions correct despite
incorrect statistical reasoning (e.g. because they already believe vitamin C can cure colds), and have
revealed new misconceptions (e.g. refusing to draw causal conclusions, even when justified). For
other questions, the interviews did not reveal any misunderstanding or misconceptions, and instead
provided evidence that the questions are appropriate and are understood as intended.
We then showed how the conceptual questions, administered as online pre- and post-tests, can
quantify the misconceptions we discovered and augment the interviews. We were able to understand
the causality and sampling distribution misconceptions discussed in Section 4.3 only because the
interviews helped us draft the right questions and the class data could be confidently interpreted.
While we used think-aloud interviews as a research tool to develop conceptual questions in
introductory courses, they could be used for many other research or classroom purposes. For
example, an instructor could use a few think-aloud interviews to identify problematic thinking on
exam questions. The method is also almost certainly applicable to courses beyond the introductory
course—for example, one project we are currently pursuing explores the ways more advanced
undergraduates explore mathematical statistics problems. For educators and researchers interested in
using think-aloud interviews for their own purposes, the Supplemental Materials include a template
of the procedures we used to conduct and analyze interviews.
5.1 Ongoing work
We continue to conduct think-aloud interviews as we draft questions and explore new statistical
topics. We also continue to collect pre- and post-test data at several institutions.
While our initial results are promising and suggest a number of topics for future statistics
education research, our current data is not representative of the general introductory statistics student
population. We are actively searching for additional partners to collect data, particularly at public
and two-year institutions.
Additional data will also facilitate psychometric modeling of our questions, using methods like
Item Response Theory and Cognitive Diagnosis Modeling. This will allow us to select questions
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on specific topics to produce a psychometrically validated concept inventory, allowing more direct
comparisons to the many existing statistical concept inventories. While the think-aloud interviews
give great insight into student learning, psychometric modeling would also allow us to estimate
student proficiency from pre- and post-test results. This would give a more robust measure of
learning than raw scores and a metric that can be used to measure differences in student learning
across different pedagogical “treatments.”
5.2 Future directions
While much of this research is ongoing, there are also further directions to explore that could have
far-reaching implications.
First, as statistics education moves to a data-first approach with a focus on hands-on data cleaning,
visualization, and analysis, in-class assessments are also becoming increasingly open-ended. Students
may be expected to explore a dataset, create relevant visualizations, and choose an appropriate
statistical analysis to answer substantive questions. Little is known about how students (or experts!)
think while performing these open-ended data analysis tasks, so we are considering conducting
think-aloud interviews as students conduct a simple analysis (as in Lovett, 2001). The results could
guide pedagogy for courses that increasingly demand open-ended hands-on data analysis from
students.
Second, future work could build on our question bank and psychometric modeling. Most
importantly, it could seek to adapt to the wide variability in introductory statistics courses. Many
introductory courses are in flux, with specialty courses being developed for specific majors (e.g.
psychology or economics) or with a focus on data science. The topics that instructors choose to
cover often vary drastically based on the target audience. A one-size-fits-all concept inventory is
unrealistic for these kinds of courses. Instead, as our question bank grows, questions could be tagged
with the skills or concepts they address, so instructors can select questions relevant to the specific
course they are teaching. Psychometric data would ensure the selected questions can adequately
measure student proficiency on the chosen topics.
Finally, we believe that think-aloud interviews and concept inventories will be important tools in
developing new pedagogy that improves student learning beyond the 5–8 percentage points found
in our data and in previous studies (see Section 4.2). Results from other scientific fields suggest
that improved understanding of student learning can lead to dramatically improved teaching. In
introductory physics courses, for example, decades of work have found that students arrive with
numerous intuitive beliefs that are incompatible with Newtonian mechanics (Halloun and Hestenes,
1985; Clement, 1982; McDermott, 1984), and that many of these persist despite being contradicted
by the course content. Once instructors better understood the misconceptions held by students, and
had tools to measure student learning, they began to design new interactive engagement techniques
that “yield immediate feedback through discussion with peers and/or instructors,” thus confronting
students with their misconceptions in the class and dramatically increasing student learning (Hake,
1998; Crouch and Mazur, 2001). Think-aloud interviews and concept inventories can provide the
data needed to design similar instructional strategies for statistics.
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