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xABSTRACT
Bioprosthetic heart valves (BHVs) are prostheses fabricated from xenograft biomaterials using for treat-
ing valvular disease. While these devices have mechanical and blood flow characteristics similar to native
valves, their durability remains limited to 10–15 years before device failure usually resulting from leaflet
structural deterioration mediated by fatigue and tissue mineralization. Improving BHV design remains an
important clinical goal and represents a unique cardiovascular engineering challenge.
Transcatheter heart valves (THVs) have emerged as a minimally invasive alternative to surgical biopros-
thetic heart valve therapy. THVs offer advantages such as less postoperative pain, faster rehabilitation, and
better pressure gradients. However, issues such as paravalvular leakage, leaflet fatigue, and valve migration
limit the widespread use of THV in the younger population of patients, especially due to the lack of data
concerning its long-term performance and durability. The friction force and the radial force between THV
frames and the surrounding anatomy are important indicators for safe anchoring. Thus, in vitro measure-
ment of these forces is vital for pre-operative planning of transcatheter aortic valve replacement (TAVR)
procedures.
There is a profound need to develop a general understanding of the heart valve mechanism through novel
simulation technologies that take advantage of fluid–structure interactions (FSI). In this work, a framework
for modeling BHVs using a recently proposed isogeometric analysis–based parametric design platform and
immersogeometric FSI analysis is presented. Due to the complex motion of the heart valve leaflets, the
blood flow domain undergoes large deformations, including changes of topology. The FSI simulations are
carried out using our hybrid arbitrary Lagrangian–Eulerian/immersogeometric methodology, which allows
us to efficiently perform a computation that combines a boundary-fitted, deforming-mesh treatment of the
artery with a non-boundary-fitted treatment of the leaflets.
The development of modeling and simulation of full THVs is integrated with the immersogeometric FSI
analysis. With an effective material model that considers the collagen fiber network of heart valve leaflet,
xi
and a novel method for the THV frame isogeometric design and simulation, a biomechanically rigorous and
physiologically realistic computational FSI framework is carried out to study the interaction between THVs
and aortic wall. From the computed friction force analysis, the anchoring ability of THVs is estimated,
which is a valuable information for clinical planning and decision making for TAVR.
1CHAPTER 1. INTRODUCTION
Demand for valve replacement has grown in recent years with the increased prevalence of valvular
dysfunction. Valve replacement surgery is the main treatment for patients suffering from heart valve dis-
ease [1, 2]. The most popular type of replacement valve continues to be bioprosthetic heart valves (BHV),
which are fabricated from xenograft biomaterials. These are used for both established surgical and more
novel percutaneous valve designs [3–6]. However, the durability of BHVs remains limited, mostly due to
structural deterioration caused by fatigue and tissue mineralization [7–10]. Due to the limited lifetime of
BHVs, patients may require multiple replacement surgeries, which can cause an increased rate of complica-
tions, particularly in elderly patients with comorbidities.
Improved durability remains an important clinical goal and represents a unique cardiovascular engineer-
ing challenge because of the extreme valvular mechanical demands. Yet, current BHV assessment relies
exclusively on device-level evaluations, which are confounded by simultaneous and highly coupled bioma-
terial mechanical fatigue, valve design, hemodynamics, and calcification. Thus, despite decades of clinical
BHV usage and growing popularity, there exists no acceptable method for simulating BHV durability in any
design context. There is thus a profound need for the development of novel simulation technologies that
combine state-of-the-art fluid–structure interaction (FSI) analysis with novel constitutive models of BHV
biomaterial responses, to simulate long-term cyclic loading [9, 11].
Computational modeling of continuum mechanics has proven tremendously beneficial to the design
process of many other products, but BHVs present unique challenges for computational analysis, and cannot
yet be conveniently simulated using “off-the-shelf” software. The effect of hydrostatic forcing on a closed
BHV may be modeled as a prescribed pressure load and simulated using standard finite element method
(FEM) (see, e.g., [12–14]), but such models cannot capture the transient response of an opening valve or the
so-called “water hammer effect” in a closing valve. Both of these phenomena likely contribute to long-term
2structural fatigue, but neither can be modeled without accounting for the surrounding hemodynamics. A
complete mechanical model of a BHV must therefore include FSI.
A technology that has recently shown great promise for valve simulation is isogeometric analysis (IGA)
[15]. IGA is a paradigm for computational mechanics that unifies design and analysis of engineered devices
by approximating unknown fields (e.g. displacement) using the same spline spaces in which design geome-
tries are specified. In addition to simplifying translation of designs into analysis models, IGA can improve
the quality of solutions, due to the mathematical properties of the spline spaces used. Morganti et al. [16]
directly compared IGA and traditional finite element analysis (FEA) of heart valve closure and found IGA
to be overwhelmingly more accurate and efficient in that context, outperforming FEA by several orders of
magnitude.
Isogeometric thin shell analysis began with the work of Kiendl et al. [17], who employed geometrically
nonlinear kinematics but assumed a linear strain–stress relation (i.e., St. Venant–Kirchhoff material model).
This work was later generalized to include arbitrary hyperelastic constitutive models [18, 19]. These de-
velopments were applied to BHV structural analysis in [18], and in BHV fluid–structure interaction (FSI)
analysis [20]. Because the space through which blood flows around the BHV leaflets is not explicitly part
of the BHV’s design, IGA cannot be directly applied to the combined fluid–structure system.
Kamensky et al. [21] and Hsu et al. [22] developed a numerical method that, in the tradition of immersed
boundary methods [23–26], allows the structure discretization to move independently of the background
fluid mesh. The technique of directly capturing design geometries in the unfitted analysis mesh is identified
with the concept of immersogeometric analysis. The methods developed by Kamensky et al. [21] and Hsu
et al. [22] made beneficial use of isogeometric analysis (IGA) [15, 27] to discretize both the structural and
fluid mechanics subproblems involved in the FSI analysis of BHVs. FSI for BHV was further enhanced
the realism by extending the isogeometric Kirchhoff–Love thin shell formulation [17, 28] to include the
soft-tissue constitutive modeling framework developed in Kiendl et al. [18]. An important feature of the
framework in Kiendl et al. [18] is that it can accommodate arbitrary hyperelastic constitutive models, which
adds a great deal of flexibility to the BHV FSI methodology developed in this work.
3Despite recent progress, several challenges remain in the effective use of IGA to improve the engineering
design process. One major difficulty remains the automatic (or semi-automatic) construction of analysis-
suitable IGA models. In many cases, intimate familiarity with computer-aided design (CAD) technology
and advanced programming skills are required to create high-quality IGA geometries and meshes. In a
recent work [29], Hsu et al. introduced an interactive geometry modeling and parametric design platform
that streamlines the engineering design process by hiding the complex CAD functions in the background
through generative algorithms, and letting the user control the design through key parameters. This design-
through-analysis framework is applied in this work to BHV analysis.
The primary load-bearing component of tissue in most BHV leaflets is a network of collagen fibers.
These fibers are preferentially arranged, providing greater stiffness along a preferred direction. Further,
fibers are embedded in the material at varying levels of tortuosity, causing an increasing fraction of them to
be pulled taut at higher strains, producing a highly nonlinear stress–strain curve [30]. Current high-fidelity
models (e.g., [31, 32]) for BHV tissues also account for interactions between fibers, inelastic changes to the
material’s local stress-free configuration, and other phenomena. An important part of this work is to study
anisotropy and nonlinearity, and to phenomenologically model these characteristics in a computationally-
efficient way with a limited number of parameters.
This work models BHV leaflets with a transversely isotropic constitutive relation originally introduced
for mitral valve simulations by Lee et al. [33]. We call it the Lee–Sacks model, after the first and correspond-
ing authors of the cited reference. The model’s strain-energy functional contains a neo-Hookean term and a
convex combination of fully-isotropic and transversely-isotropic exponential terms. This permits tuning of
the nonlinear stress–strain response by managing the ratio of neo-Hookean and exponential contributions to
the strain-energy functional, and also allows for fine tuning of anisotropy within the exponential contribu-
tions. In the present work, this model is formulated within the framework of Kiendl et al. [18] and obtain
the material parameters with an automatic data-fitting algorithm. With the right parameters, the Lee–Sacks
model is able to closely approximate the biaxial stress–strain data collected by Sun and Sacks [34] from
exogenously cross-linked pericardium. This is not a trivial result, as other widely-used soft tissue models
are not able to match the same data set as closely (e.g., [35, 36]).
4Percutaneous interventions, such as transcatheter aortic valve replacement (TAVR), have emerged as
minimally invasive alternatives to surgical treatment of various valvular diseases [37]. A prosthetic aortic
valve is deployed through a catheter and anchored to the aortic annulus over the calcified leaflets, displacing
the diseased valve and assuming its role. Percutaneous aortic valve implantation provides an attractive
alternative to standard open-heart surgery in elderly patients that are considered to be of high or prohibitive
surgical risk. TAVR offers many advantages, including less postoperative pain and faster rehabilitation, and
demonstrates better performance in terms of pressure gradients and orifice areas.
The safe anchoring of the prosthesis in the patient’s anatomy is a key to a successful TAVR procedure.
The fully expanded frame of most transcatheter heart valves (THV) is designed to be oversized with respect
to the diameter of the aortic annulus. Excessive undersizing, however, may lead to poor device fixation,
valve migration, paravalvular aortic regurgitation, and prosthesis embolism [38–45]. Excessive oversizing
may increase the risk for coronary obstruction, conduction disturbances, atrioventricular block, periaortic
hematoma, and annular rupture [46–50]. Valve migration, which most frequently occurs during implan-
tation [51, 52], and atrioventricular block, which requires a permanent pacemaker [47, 53], are identified
as serious complications [54, 55]. Thus, selection of an appropriately sized THV is the one of the most
significant tasks in TAVR procedures.
The oversizing degree after a TAVR procedure depends on the stiffness and elasticity of the surrounding
anatomy and the mechanical properties of the THV. To estimate the oversizing degree prior the implantation
and to obtain permission to market, in vitro measurement of the radial outward force is the current standard
to evaluate THV stents [56]. To assess the effectiveness of a stent, the interaction between artery and stent
should be considered [57]. The interaction is associated with the properties of the host tissue and may differ
with age [58] and species [59]. For the purpose of pre-operative planning, computational simulations of
TAVR provide an effective way to predict the interaction between the THV and the host tissue.
The BHV and THV systems have been intensively studying using structural dynamics simulations or
FSI simulations. Mao et al. [60], and Luraghi et al. [61] studied the leaflets behavior using both structural
dynamics simulations or FSI simulations, and observed that more realistic results can be obtained using
FSI simulation. Mao et al. [60] applied FSI simulations to study different material models for leaflets and
5showed that the strain distributions are different between using isotropic and anisotropic material models,
especially in the fully closed configuration. Kandail et al. [62] studied the impact of deployment location
for the CoreValve (Medtronic Inc, Minneapolis, MN, USA) using FSI simulations. They found that the
supra-annular position significantly elevated wall shear stress. Wu et al. [63] performed FSI simulations to
study TAVR with a silicone compartment representing the aortic root and with a patient-specific root model.
They found that considering a patient-specific root is necessary in order to obtain realistic hemodymanics.
Finotello et al. [64] attempted to identify the trade-off between model complexity and clinical reliability
of the numerical results. They found that simulation outcomes are sensitive to the aortic root constitutive
model. A rigid wall leads to very unrealistic results of an overdeformed stent.
Numerical simulations have also been used to study radial outward force of the stent. Tzamtzis et
al. [65] analyzed the radial force produced by the 26 mm CoreValve and the 26 mm Edward-SAPIEN after
TAVR. They found that the radial force may vary considerably within the recommended functional range
for the valve implantation. Egron et al. [66] studied radial force of five commercialized valves and provided
recommended size windows. Cabrera et al. [67] computed the radial force produced by the self-expandable
stents. They found that stent radial forces that exceed 16 N may induce medial damage and the forces of
approximately 17.5 N can damage the adventitial layer. They hypothesized that 16 N could be indicative of
stent-induced vascular growth and remodeling.
In addition to studying BHV leaflets, a comprehensive THV system, the 26 mm CoreValve, was studied
here using immersogeometric analysis to compute the radial outward force and the friction force between
the aortic wall and the THV frame. To the author’s knowledge, simultaneous analysis of the radial outward
force and the friction force has never been performed using FSI simulations. With the information of both
types of forces, the coefficient of friction, which is necessary for THV anchoring, can be evaluated over
a cyclic period. By comparing the coefficient of friction with the patient-specific conditions of the aortic
root, the possibility of migration of specific sizes of THVs can be estimated. This THV FSI framework with
patient-specific information provides a valuable information for clinical planning and decision.
This dissertation is organized as follows. In Chapter 2, the formulation for the immersogeometric FSI
framework is presented. In Chapter 3, this framework is adopted in the modeling and simulation of surgical
6BHVs. In Chapter 4, we develop an effective anisotropic material model for BHVs. In Chapter 5, the
proposed simulation framework is utilized for the modeling and simulation of a THV. Chapter 6 presents
the conclusions and possible directions for future research.
7CHAPTER 2. SIMULATION FRAMEWORK
2.1 Fluid–structure interaction problem
The BHV and ascending aorta at time t are modeled as elastic structures occupying region (Ωs)t, coupled
to blood flow through (Ωf)t by kinematic and traction compatibility conditions at the fluid–structure interface
(ΓI)t. The blood flow within (Ωf)t is assumed to be incompressible and Newtonian. The subscript t may
be omitted in some formulas below, when there is no risk of confusion. This coupled partial differential
equation (PDE) system can be expressed in weak form as: Find a fluid velocity uf ∈ Su, fluid pressure
p ∈ Sp, structure displacement y ∈ Sy, and a fluid–solid interface traction λ ∈ S` such that for all wf ∈ Vu,
q ∈ Vq, ws ∈ Vy, and δλ ∈ V`,
Bf({wf, q}, {uf, p}) − Ff({wf, q}) + Bs(ws, y) − Fs(ws)
+
∫
ΓI
(wf − ws) · λ dΓ +
∫
ΓI
δλ · (uf − us) dΓ
+
∫
ΓI
(wf − ws) · β(uf − us) dΓ (2.1)
where S(·) and V(·) are trial solution and test function spaces and Bf, Bs, Ff, and Fs are variational forms
defining the fluid and structure subproblems, us is the material time derivative of y, and β is a penalty
parameter. The additional terms integrated over ΓI enforce and fluid–structure coupling conditions on the
fluid–structure interface. The presence of the last term facilitates the development of certain numerical
schemes based on the ”augmented Lagrangian” concept, as elaborated in [68].
2.2 Fluid formulation
The fluid subproblem in (2.1) is given in the ALE description [69] as follows:
Bf({wf, q}, {uf, p}) − Ff({wf, q})
=
∫
(Ωf)t
wf · ρf
(
∂uf
∂t
∣∣∣∣∣xˆ + (uf − uˆ) · ∇uf
)
dΩ
8+
∫
(Ωf)t
ε(wf) : σ dΩ +
∫
(Ωf)t
q∇ · uf dΩ
− γ
∫
(Γhf )t
wf · ρf{(uf − uˆ) · uf} uf dΓ
−
∫
(Ωf)t
wf · ρfff dΩ +
∫
(Γhf )t
wf · hf dΓ (2.2)
where ρf is the fluid mass density, ε is the symmetric gradient operator,σ = −pI+2µfε(uf) is the fluid Cauchy
stress, µf is the dynamics viscosity, γ ≥ 0 is a dimensionless parameter that improves the well-posedness
of the problem when there is significant inflow through the Neumann boundary Γhf , uf is the outward-facing
normal vector to the fluid domain, {·} isolates the negative part of its argument, ff is a prescribed body
force, and hf is a prescribed flux on Γhf . This flux is defined as a traction on the outflow portions of the
boundary (where (uf − uˆ) · uf > 0) and some γ-dependent combination of traction and advective flux on the
inflow portion of the boundary [70]. The introduction of the γ term serves to reduce the effects of artificial
domain truncation on the fluid subproblem. This approach was proposed in [71] and found to be the most
effective out of several alternatives in [72]. The vector field uˆ is the (arbitrary) velocity with which the fluid
subproblem domain (Ωf)t deforms and xˆ is a point in the reference fluid subproblem domain (Ωf)0.
2.3 Structural formulations
This section includes all the formulations to simulate the artery wall and the THV, which is mainly
composed by the skirt and the stent. The artery wall is substantially thicker than the valve leaflets and the
skirt. We model the artery wall as an elastic solid and the valve leaflet and the skirt are modeled as thin
shell structure. The stent is fabricated with long, thin wires which are modeled as a Bernoulli beam. This
distinction can be formalized by introducing superscripts ”so”, ”sh”, and ”be” to denote the solid, shell, and
beam, respectively and expressingSy = Ssoy ×Sshy ×Sbey andVy = Vsoy ×Vshy ×Vbey , such that y =
{
yso, ysh, ybe
}
and w =
{
wsos ,wshs ,wbes
}
. We can then write
Bs(ws, y) = Bsos (w
so
s , y
so) + Bshs (w
sh
s , y
sh) + Bbes (w
be
s , y
be) , (2.3)
and likewise for Fs.
9The suturing between the leaflets and the skirt is modeled as shell–shell coupling using a penalty
method [73]. The skirt to stent suturing is modeled as shell–beam coupling. Contact among leaflets, contact
between leaflets and stent, and contact between stent and artery wall are modeled using a contact formulation
based on volumetric potential [74].
2.3.1 Artery wall modeling
The artery wall is modeled as a hyperelastic solid, subject to damping forces. We define
Bsos (ws, y) − Fsos (ws)
=
∫
(Ωsos )0
ws · ρs ∂
2y
∂t2
∣∣∣∣∣∣x˚ dΩ +
∫
(Ωsos )0
∇x˚ws : F(S + S0) dΩ
−
∫
(Ωsos )0
ws · ρsfs dΩ −
∫
(Γso,hs )t
ws · hs dΓ , (2.4)
where Ωsos is the portion of Ωs corresponding to the artery wall, ρs is the solid mass density, the derivative
∂(·)/∂t|x˚ holds reference configuration x˚ fixed, F is the deformation gradient associated with displacement
y, S is the hyperelastic contribution to the second Piola–Kirchhoff stress tensor, S0 is a prescribed prestress
in the reference configuration (Ωsos )0
1, fs is a prescribed body force, and hs is a prescribed traction on the
Neumann boundary Γso,hs . The elastic contribution to the second Piola–Kirchhoff stress in (2.4) derives from
a compressible neo-Hookean model with dilational penalty [75]:
ψ =
µ
2
(
J−2/3I1 − 3
)
+
κ
2
(
1
2
(
J2 − 1
)
− ln J
)
, (2.5)
S = 2
∂ψ
∂C
= µJ−2/3
(
I − 1
3
I1C−1
)
+
κ
2
(
J2 − 1
)
C−1 , (2.6)
where J = det F, C = FTF is the right Cauchy–Green deformation tensor, I1 = trC, µ is the shear modulus,
and κ is the bulk modulus. The stress–strain behavior of model (2.6) was analytically studied on simple
cases of uniaxial stral strain [76] and pure shear [77]. It is shown in [78] that this model is appropriate for
arterial wall modeling in FSI simulations; while the level of elastic strain in arterial FSI problems is large
enough to preclude the use of linearized strain measures, it is small enough that any model with the correct
tangent stiffness at small strains, relative to the reference configuration, is sufficient to capture the effects
1(·)0 is a specific time instance of (·)t, for t = 0.
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of arterial deformation on hemodynamics. We discretize the subproblem in space by using multi-patch
trivariate quadratic NURBS to approximate each Cartesian component of the displacement.
The additional pressure S0 in (2.4) is needed because the aorta configuration at the peak systole is
subject to blood pressure and viscous traction, and is therefore not stress-free. We determine S0 by setting
the displacement from the imaged configuration to zero in (2.4) and assume that external forces on the solid
subproblem are due to interaction with the fluid. This leaves us with the problem: Find the symmetric tensor
S0 such that for all ws ∈ Vsoy , ∫
(Ωsos )0
∇x˚ws : S0 dΩ +
∫
(ΓsoI )0
ws · h˜f dΓ = 0 , (2.7)
where (ΓsoI )0 = (ΓI)0∩(Ωsos )0 2 and h˜f is a prescribed fluid traction. h˜f may be obtained from a separete rigid-
wall blood flow simulation on the reference domain with constant inflow pressure and resistance outflow
boundary conditions.
2.3.2 Thin shell formulations for the leaflets and the skirt
The leaflets and the skirt are modeled as hyperelastic Kirchhoff–Love thin shells and discretized isoge-
ometrically, as in [18]. In summary, this amounts to defining
Bshs (ws, y) − Fshs (ws)
=
∫
(Ssh)0
ws · ρshhth ∂
2y
∂t2
∣∣∣∣∣∣x˚ dS +
∫
(Ssh)0
∫ hth
2
−hth
2
δE : S dξ3dS (2.8)
−
∫
(Ssh)0
ws · ρshhthfs dS −
∫
(Ssh)t
ws · hnets dS , (2.9)
where y is the midsurface displacement, ρsh is the shell density, S is the second Piola–Kirchhoff stress, δE
is the variation of the Green–Lagrange strain corresponding to displacement variation ws, fs is a prescribed
body force, hnets is the total traction from the two sides of the shell, and (Ssh)0 and (Ssh)t are the shell
midsurfaces in the reference and deformed configurations.
Due to the Kirchhoff hypothesis of straight and normal cross sections, the shell continuum can be de-
scribed by the midsurface and the normal vector field. Given a point r on the midsurface, the tangent base
2The notation A indicates the topological closure of a set A.
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vectors of the midsurface are obtained by aα = r,α. The metric coefficients of the midsurface are obtained
by the first fundamental form:
aαβ = aα · aβ . (2.10)
Curvature coefficients of the midsurface are obtained by the second fundamental form:
bαβ = −aα · a3,β = −aβ · a3,α = aα,β · a3 , (2.11)
where a3 denotes the unit normal vector:
a3 =
a1 × a2
|a1 × a2| . (2.12)
A point x in the shell continuum can be described by a point on the midsurface r and a fiber director, which
is identified as a3 due to the Kirchhoff hypothesis:
x = r + ξ3 a3 , (2.13)
with −hth/2 ≤ ξ3 ≤ hth/2, hth being the shell thickness. The base vectors at a point in the shell continuum
are denoted by gi = x,i and can be expressed by those of the midsurface ai as follows:
gα = aα + ξ3 a3,α , (2.14)
g3 = a3 . (2.15)
The metric coefficients at a point in the shell continuum are then obtained as:
gαβ = aαβ − 2θ3bαβ +
(
ξ3
)2
a3,α · a3,β , (2.16)
gα3 = g3α = aα · a3 + ξ3a3,α · a3 = 0 , (2.17)
g33 = a33 = 1 . (2.18)
Corresponding to the classical assumption of a linear strain distribution through the thickness, the quadratic
term in Eq. (2.16) is neglected:
gαβ = aαβ − 2ξ3bαβ . (2.19)
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The metric coefficients can be gathered in matrix form as follows:
gi j =

g11 g12 0
g21 g22 0
0 0 1
 . (2.20)
The contravariant metric coefficients are obtained by the inverse matrix of the covariant coefficients, [gi j] =
[gi j]−1. According to Eq. (2.20), we obtain:
gi j =

g11 g12 0
g21 g22 0
0 0 1
 with [g
αβ] = [gαβ]−1 . (2.21)
The contravariant metric coefficients can be used to compute the contravariant base vectors gi, defined by
the Kronecker delta property gi · g j = δij, as follows:
gα = gαβgβ , (2.22)
g3 = g3 . (2.23)
Eqs. (2.10)–(2.23) hold analogously for the undeformed configuration (a˚αβ, b˚αβ, etc.). For a tensor expressed
in the contravariant basis of the undeformed configuration, A = Ai jg˚i ⊗ g˚ j, as it is typically the case for the
deformation and strain tensors in a Lagrangrian description, the trace and determinant are obtained as:
tr(A) = Ai j g˚i j = Aαβ g˚αβ + A33 , (2.24)
det(A) =
|Ai j|
|g˚i j| =
|Ai j|
|g˚αβ| . (2.25)
The displacement vector y describes the deformation of a point on the midsurface from the undeformed
to the deformed configuration r = r˚+y. For a point in the shell continuum we can write x = r˚+y+ξ3a3(r˚+y).
We remark that in the following, kinematic variables are not expressed as functions of the displacements y
but in terms of geometric quantities in the deformed and undeformed configurations. Strain and stress
variables are expressed in terms of the right Cauchy-Green deformation tensor C = FT F, where F is the
deformation gradient:
F =
dx
dx˚
= gi ⊗ g˚i , (2.26)
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C = FT F = gi · g j g˚i ⊗ g˚ j = gi j g˚i ⊗ g˚ j . (2.27)
According to Eq. (2.27), which is valid for a general 3D continuum, the covariant coefficients of the defor-
mation tensor are identical to the metric coefficients of the deformed configuration, i.e., Ci j = gi j. In the
shell model, this relation does not hold for the transverse normal direction, i.e., C33 , g33, since g33 ≡ 1 due
to the definition in Eq. (2.15), while C33 needs to describe the actual thickness deformation. Accordingly,
we represent the deformation tensor C = Ci j g˚i ⊗ g˚ j by:
Ci j =

g11 g12 0
g21 g22 0
0 0 C33
 . (2.28)
C33 can be computed from the in-plane components gαβ using the plane stress condition. The inverse of the
deformation tensor, C−1 = C¯i j g˚i ⊗ g˚ j, is obtained as:
C¯i j =

g11 g12 0
g21 g22 0
0 0 C−133
 . (2.29)
The trace of C is obtained according to Eq. (2.24):
tr(C) = gαβ g˚αβ + C33 , (2.30)
and the determinant is obtained according to Eq. (2.25):
det(C) =
|gαβ|C33
|g˚αβ| = J
2
o C33 , (2.31)
where we defined the in-plane Jacobian determinant Jo as:
Jo =
√
|gαβ|
|g˚αβ| , (2.32)
which is related to the Jacobian determinant J = det(F) by:
J = Jo
√
C33 . (2.33)
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The invariants of the deformation tensor, I1, I2, I3, and their relation to the principal stretches λ1, λ2, λ3, are
given in the following equations:
I1 = tr(C) = λ21 + λ
2
2 + λ
2
3 , (2.34)
I2 =
1
2
(
tr(C)2 − tr(C2)
)
= λ21λ
2
2 + λ
2
1λ
2
3 + λ
2
2λ
2
3 , (2.35)
I3 = det(C) = λ21λ
2
2λ
2
3 . (2.36)
In the shell model, λ3 is the thickness stretch and λ3 =
√
C33.
As strain measure, we use the Green–Lagrange strain E = Ei j g˚i ⊗ g˚ j, with:
Ei j =
1
2
(Ci j − g˚i j) . (2.37)
Transverse shear strains vanish, Eα3 = 0, while the transverse normal strain, E33 , 0. Accordingly, only
in-plane strain components are considered for the shell kinematics:
Eαβ =
1
2
(gαβ − g˚αβ) . (2.38)
Using Eq. (2.19), the strains can be expressed in terms of the metric and curvature coefficients of the mid-
surface:
Eαβ =
1
2
(
(aαβ − a˚αβ) − 2θ3(bαβ − b˚αβ)
)
. (2.39)
Introducing membrane strains εαβ and curvature changes καβ, obtained by the metric and curvature coeffi-
cients of the midsurface as:
εαβ =
1
2
(aαβ − a˚αβ) , (2.40)
καβ = b˚αβ − bαβ , (2.41)
the strains in the shell continuum can be expressed as:
Eαβ = εαβ + θ3καβ , (2.42)
where the first term is related to membrane deformation and the second one to bending. Accordingly, καβ is
also called bending (pseudo-)strain.
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An arbitrary isotropic hyperelastic constitutive model, described by a strain energy function ψ(C), is
considered. In the following, we present a consistent and general derivation from the 3D continuum to the
shell model for both compressible and incompressible materials.
In the variational formulation we use the second Piola–Kirchhoff stress tensor, S = S i j g˚i ⊗ g˚ j, which is
energetically conjugate to the Green–Lagrange strain tensor:
S i j =
∂ψ
∂Ei j
= 2
∂ψ
∂Ci j
. (2.43)
Since the second Piola–Kirchhoff stress tensor does not represent physical stresses, the Cauchy stress tensor,
σ = J−1F S FT , also called “true stress”, is used for stress recovery.
The total differential dS i j is obtained by the following linearization:
dS i j =
∂S i j
∂Ekl
dEkl = Ci jkl dEkl , (2.44)
where C = Ci jklg˚i ⊗ g˚ j ⊗ g˚k ⊗ g˚l is the tangent material tensor:
Ci jkl =
∂2ψ
∂Ei j∂Ekl
= 4
∂2ψ
∂Ci j∂Ckl
. (2.45)
Eqs. (2.43) and (2.45) are the general formulas from hyperelastic continuum theory. If C33 = g33 = 1 is used
for the shell model, the plane stress conditions is, in general, violated, since S 33 = 2 ∂ψ∂C33 , 0. Accordingly,
the transverse normal deformation C33 needs to be determined such that S 33 = 0 is satisfied. This can be
done analytically for incompressible materials using the incompressibility condition J = 1, or iteratively for
compressible materials. Both approaches are shown in detail in the following subsections.
Once the plane stress condition is enforced, it can be used to eliminate the transverse normal strain E33
by static condensation of the material tensor:
S 33 = C33αβEαβ + C3333E33 = 0 , (2.46)
implying:
E33 = −C
33αβ
C3333
Eαβ . (2.47)
The coefficients of the statically condensed material tensor are indicated by Cˆαβγδ and are obtained as:
Cˆαβγδ = Cαβγδ − C
αβ33C33γδ
C3333
. (2.48)
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To properly deal with incompressibility, the elastic strain energy function ψel(C) is classically aug-
mented by a constraint term enforcing incompressibility (J = 1) via a Lagrange multiplier p, which can be
identified as the hydrostatic pressure [79]:
ψ = ψel(C) − p(J − 1) . (2.49)
For the shell model, the additional unknown p can be determined and statically condensed using the plane
stress condition as shown in the following.
First, the 3D tensors S i j and Ci jkl are formally derived according to Eqs. (2.43) and (2.45), considering
also p as a function of Ci j:
S i j = 2
∂ψel
∂Ci j
− 2 ∂p
∂Ci j
(J − 1) − 2p ∂J
∂Ci j
, (2.50)
Ci jkl = 4
∂2ψel
∂Ci j∂Ckl
− 4 ∂
2 p
∂Ci j∂Ckl
(J − 1) − 4 ∂p
∂Ci j
∂J
∂Ckl
− 4 ∂J
∂Ci j
∂p
∂Ckl
− 4p ∂
2J
∂Ci j∂Ckl
, (2.51)
where the derivatives of the Jacobian determinant are obtained as:
∂J
∂Ci j
=
1
2
JC¯i j , (2.52)
∂2J
∂Ci j∂Ckl
=
1
4
J(C¯i jC¯kl − C¯ikC¯ jl − C¯ilC¯ jk) . (2.53)
Substituting Eq. (2.52) and J = 1 into Eq. (2.50) we can rewrite the plane stress condition as follows:
S 33 = 2
∂ψel
∂C33
− pC¯33 = 0 , (2.54)
which can be solved for p:
p = 2
∂ψel
∂C33
C33 . (2.55)
Accordingly, the derivative of p is obtained as:
∂p
∂Ci j
= 2
(
∂2ψel
∂C33∂Ci j
C33 +
∂ψel
∂C33
δi3δ j3
)
, (2.56)
where δi j is the Kronecker delta. Substituting Eqs. (2.55)–(2.56) together with Eqs. (2.52)–(2.53) and J = 1
into Eqs. (2.50)–(2.51), we obtain:
S i j =2
∂ψel
∂Ci j
− 2 ∂ψel
∂C33
C33C¯i j , (2.57)
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Ci jkl = 4
∂2ψel
∂Ci j∂Ckl
− 2 ∂ψel
∂C33
C33(C¯i jC¯kl − C¯ikC¯ jl − C¯ilC¯ jk)
− 4
(
∂2ψel
∂C33∂Ci j
C33 +
∂ψel
∂C33
δi3δ j3
)
C¯kl − 4C¯i j
(
∂2ψel
∂C33∂Ckl
C33 +
∂ψel
∂C33
δk3δl3
)
. (2.58)
Eqs. (2.57)–(2.58) represent the 3D stress and material tensor for a general incompressible material with
J = 1 and S 33 = 0 incorporated and p eliminated. For the shell model, only the in-plane components
S αβ and Cαβγδ are considered, where C¯αβ = gαβ is used and C33 = J−2o is obtained by Eq. (2.33). In the
incompressible case, the static condensation of E33 (see Eq. (2.48)) can also be performed analytically. The
statically condensed material tensor coefficients Cˆαβγδ are generally obtained according to Eq. (2.48):
Cˆαβγδ = Cαβγδ − C
αβ33C33γδ
C3333
. (2.59)
With Ci jkl as defined in (2.58) and repeated here for convenience:
Ci jkl = 4
∂2ψel
∂Ci j∂Ckl
− 2 ∂ψel
∂C33
C33(C¯i jC¯kl − C¯ikC¯ jl − C¯ilC¯ jk)
− 4
(
∂2ψel
∂C33∂Ci j
C33 +
∂ψel
∂C33
δi3δ j3
)
C¯kl − 4C¯i j
(
∂2ψel
∂C33∂Ckl
C33 +
∂ψel
∂C33
δk3δl3
)
, (2.60)
we compute explicitly the single terms of (2.59):
Cαβγδ = 4
∂2ψel
∂Cαβ∂Cγδ
− 2 ∂ψel
∂C33
C33(C¯αβC¯γδ − C¯αγC¯βδ − C¯αδC¯βγ)
− 4 ∂
2ψel
∂C33∂Cαβ
C33C¯γδ − 4C¯αβ ∂
2ψel
∂C33∂Cγδ
C33 , (2.61)
and:
Cαβ33 = 4
∂2ψel
∂Cαβ∂C33
− 2 ∂ψel
∂C33
C33(C¯αβC¯33) − 4
(
∂2ψel
∂C33∂Cαβ
C33
)
C¯33 − 4C¯αβ
∂2ψel
∂C233
C33 +
∂ψel
∂C33

= −C¯αβ
6 ∂ψel∂C33 + 4∂
2ψel
∂C233
C33
 . (2.62)
Due to symmetry, C33γδ is obtained directly from (2.62):
C33γδ = −C¯γδ
6 ∂ψel∂C33 + 4∂
2ψel
∂C233
C33
 . (2.63)
Furthermore, we compute:
C3333 = 4
∂2ψel
∂C233
+ 2
∂ψel
∂C33
C33(C¯33)2 − 4
∂2ψel
∂C233
C33 +
∂ψel
∂C33
 C¯33 − 4C¯33 ∂2ψel
∂C233
C33 +
∂ψel
∂C33

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= −C¯33
6 ∂ψel∂C33 + 4∂
2ψel
∂C233
C33
 . (2.64)
With (2.62)–(2.64) we obtain:
Cαβ33C33γδ
C3333
= −C¯αβC¯γδ
6 ∂ψel∂C33 C33 + 4∂
2ψel
∂C233
C233
 . (2.65)
Substituting (2.61) and (2.65) into (2.59) yields:
Cˆαβγδ = 4
∂2ψel
∂Cαβ∂Cγδ
+ 4
∂2ψel
∂C233
C233C¯
αβC¯γδ − 4 ∂
2ψel
∂C33∂Cαβ
C33C¯γδ − 4C¯αβ ∂
2ψel
∂C33∂Cγδ
C33
+ 2
∂ψel
∂C33
C33(2C¯αβC¯γδ + C¯αγC¯βδ + C¯αδC¯βγ) . (2.66)
Finally, we substitute C¯αβ = gαβ and C33 = J−2o into (2.66) and obtain:
Cˆαβγδ = 4
∂2ψel
∂Cαβ∂Cγδ
+ 4
∂2ψel
∂C233
J−4o gαβgγδ − 4
∂2ψel
∂C33∂Cαβ
J−2o gγδ − 4
∂2ψel
∂C33∂Cγδ
J−2o gαβ
+ 2
∂ψel
∂C33
J−2o (2gαβgγδ + gαγgβδ + gαδgβγ) . (2.67)
Eventually, the stress tensor and the statically condensed material tensor for the shell with incompress-
ible materials are obtained as follows:
S αβ =2
∂ψel
∂Cαβ
− 2 ∂ψel
∂C33
J−2o gαβ , (2.68)
Cˆαβγδ = 4
∂2ψel
∂Cαβ∂Cγδ
+ 4
∂2ψel
∂C233
J−4o gαβgγδ − 4
∂2ψel
∂C33∂Cαβ
J−2o gγδ − 4
∂2ψel
∂C33∂Cγδ
J−2o gαβ
+ 2
∂ψel
∂C33
J−2o (2gαβgγδ + gαγgβδ + gαδgβγ) . (2.69)
With Eqs. (2.68)–(2.69), 3D solid material libraries providing
∂ψel
∂Ci j
and
∂2ψel
∂Ci j∂Ckl
can be directly used for
the shell formulation. In case that the components obtained from a material library are provided in cartesian
coordinates rather than curvilinear coordinates, they can be converted to the curvilinear ones by the following
formulas, where indices i, j, k, l refer to the curvilinear frame while a, b, c, d refer to cartesian coordinates,
and where ea indicate the global cartesian base vectors:
∂ψel
∂Ci j
=
∂ψel
∂Cab
(g˚i · ea)(g˚ j · eb) , (2.70)
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∂2ψel
∂Ci j∂Ckl
=
∂2ψel
∂Cab∂Ccd
(g˚i · ea)(g˚ j · eb)(g˚k · ec)(g˚l · ed) . (2.71)
For the shell model, we use stress resultants, obtained by integration through the thickness:
nαβ =
∫ hth/2
−hth/2
S αβdξ3 , (2.72)
mαβ =
∫ hth/2
−hth/2
S αβξ3dξ3 , (2.73)
where nαβ are normal forces and mαβ are bending moments. For their total differentials, we obtain according
to Eqs. (2.44) and (2.42):
dnαβ =
(∫ hth/2
−hth/2
Cˆαβγδdξ3
)
dεγδ +
(∫ hth/2
−hth/2
Cˆαβγδ ξ3dξ3
)
dκγδ , (2.74)
dmαβ =
(∫ hth/2
−hth/2
Cˆαβγδξ3dξ3
)
dεγδ +
(∫ hth/2
−hth/2
Cˆαβγδ(ξ3)2 dξ3
)
dκγδ . (2.75)
It should be noted that in Eqs. (2.74)–(2.75) only Cˆαβγδ need to be integrated through the thickness, while
strain variables are expressed by the midsurface variables dεγδ and dκγδ.
2.3.3 Bernoulli beam formulations for the transcatheter stent
The frame is fabricated with thin, long wires which are modeled as isogeometric Bernoulli beams pro-
posed by [80]. The beam subproblem in (2.3) is as follows:
Bbes (ws, y) − Fbes (ws)
=
∫
(Lbe)0
ws · ρbeA ∂
2y
∂t2
∣∣∣∣∣∣
x˚
dL +
∫
(Lbe)0
∫
A
δE : S dAdL
−
∫
(Lbe)0
ws · ρbeAfs dL −
∫
(Lbe)t
ws · hnets dL , (2.76)
where (Lbe)t and (Lbe)0 are the center line of the beam in current and reference configuration, respectively,
ρbe is the beam density, and A is the cross sectional area of the beam. In this section, we adopt the convention
that Latin indices take on values {1, 2, 3} while Greek indices take on values {2, 3}. The continuum of the
beam is described by a center line and a moving local coordinate system, which is used to determine the
cross section profile:
x(ξ1, ξ2, ξ3) = xc(ξ1) + ξ2 a2(ξ1) + ξ3 a3(ξ1) , (2.77)
20
where xc is the position vector of the center line. In this section, ai are redefined as the base vectors aligned to
the moving local coordinate system. The cross sections are assumed to be warping free for the development
of the element formulation. The two components of base vectors, aα, which are defined as unit vectors that
are orthogonal to the center line, are described by
a˚α = R(t˚, θ˚)Λ(A1, t˚)Aα , (2.78)
where the three vectors A1 and Aα define a reference local coordinate system, Λ(A1, t) is the mapping
matrix, which is defined as
Λ(A1, t) = (A1 · t)I + (A1 × t) × I + 11 + A1 · t (A1 × t) ⊗ (A1 × t) , (2.79)
t is the normalized tangent of the center line, which is computed as
t =
1
‖a1‖a1 , (2.80)
R(t, θ), the rotation matrix, is defined as
R(t, θ) = I cos θ + sin θ t × I , (2.81)
and θ describes the rotation along the beam, i.e. θ = θ(ξ1). The same two steps of mapping and rotation can
be adapted for describing the alignment of the moving local coordinate system from the undeformed to the
deformed configuration.
aα = R(t, θ)Λ(t˚, t)a˚α , (2.82)
The covariant basis vectors are
g1(ξ1, ξ2, ξ3) = x,1(ξ1, ξ2, ξ3) = a1(ξ1) + ξ2 a2,1(ξ1) + ξ3 a3,1(ξ1) , (2.83)
gα(ξ1) = x,α(ξ1, ξ2, ξ3) = aα(ξ1) . (2.84)
According to Bauer [80], the first component of the Green–Lagrange strain E11 is expressed as:
E11 =
1
2
(
g1 · g1 − g˚1 · g˚1) =  + ξ2κ21 + ξ3κ31 , (2.85)
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where
 =
1
2
(
a1 · a1 − a˚1 · a˚1) , (2.86)
κα1 = aα,1 · a1 − a˚α,1 · a˚1 . (2.87)
Since Bernoulli theory is applied, no change of the cross section is allowed. Thus,
‖gα‖ = ‖g˚α‖ = 1 . (2.88)
This yields the following for E22 and E33:
Eαα =
1
2
(
gα · gα − g˚α · g˚α) = 0 . (2.89)
The torsional shear strain is computed with the Bernoulli assumption as follows:
E12 =
1
2
(
g1 · g2 − g˚1 · g˚2) = 12ξ3κ32 , (2.90)
E13 =
1
2
(
g1 · g3 − g˚1 · g˚3) = 12ξ2κ23 , (2.91)
where
κ32 =
(
a3,1 · a2 − a˚3,1 · a˚2) , (2.92)
κ23 =
(
a2,1 · a3 − a˚2,1 · a˚3) . (2.93)
In this work, the St. Venant–Kirchhoff material model is applied. The components of the second Piola–
Kirchhoff stress are
S 11 =
E
‖g˚1‖2 ‖g˚1‖2
E11 , (2.94)
S 1α =
G
‖g˚1‖2 ‖g˚α‖2
E1α =
G
‖g˚1‖2
E1α , (2.95)
where
G =
E
2(1 + ν)
, (2.96)
with Young’s modulus, E, and Poisson’s ratio, ν.
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2.3.4 Shell–shell coupling
A penalty approach for coupling adjacent patches having either matching or non-matching discretiza-
tion and either smooth or non-smooth interfaces is proposed in [73] and presented here. Consider a patch
interface between two surface patches SA and SB. Note that the two patches may not have conforming dis-
cretization. In order to eliminate displacements and rotations at the coupled patch interfaces, two separate
penalty energies are defined. The displacement penalty term added to Bshs (ws, y) is given as,
+
∫
LAB
αd
(
wAs − wBs
)
·
(
yA − yB
)
dL . (2.97)
LAB denotes the patch interface, yA and yB are the displacements of the corresponding points on surface
patches SA and SB, respectively, and αd is a penalty parameter of large magnitude. For the rotational
continuity between the two surfaces, the rotational penalty virtual work [81] is added to Bshs (ws, y) and is
given as,
+
∫
LAB
αr
((
δ cos φ − δ cos φ˚
) (
cos φ − cos φ˚
)
+
(
δ sin φ − δ sin φ˚
) (
sin φ − sin φ˚
))
dL , (2.98)
where φ˚ and φ are the angles between the surfaces before and after deformation, respectively. For uniform
isotropic configurations, the penalty parameters are
αd = α
E hth
h (1 − ν2) , (2.99)
αr = α
E h3th
12 h (1 − ν2) , (2.100)
where α is an adjustable penalty parameter, h =
(
hA + hB
)
/2, hA and hB are the lengths of the local elements
in the direction most parallel to the penalty curve.
2.3.5 Shell–beam coupling
For coupling between shell and beam, we apply the concept of displacement penalty motioned in sec-
tion 2.3.4. Specifically, the displacement penalty term is added to Bs(ws, y):
+
∫
Lbe
αsb
(
wshs − wbes
)
·
(
ysh − ybe
)
dL , (2.101)
23
where αsb is an adjustable penalty parameter.
In addition to displacement penalty, penalizing the current physical location is also necessary in the skirt
geometry modeling describing in section 5.2.2. By applying the equation (2.101), the initial gap between
the skirt and the frame will be maintained during the simulation. Therefore, instead of penalizing the
displacements, ysh and ybe, we penalize the current locations, xsh and xbe. In other words, to force the
skirt to follow the geometry of the frame, the alternative penalty term in added to Bs(ws, y):
+
∫
Lbe
αsb
(
wshs − wbes
)
·
(
xsh − xbe
)
dL , (2.102)
2.3.6 Volumetric potential contacts
A frictionless contact algorithm developed by Kamensky et al. [74] is applied in this work. The contact
potential energy of two bodies with reference configurations ΩA0 and Ω
B
0 is given by
Ec =
∫
ΩB0
∫
ΩA0
β(rAB)dx˚Adx˚B , (2.103)
where
rAB = ‖rAB‖ = ‖(x˚B + yB) − (x˚A + yA)‖ . (2.104)
The potential energy needs β(rAB)→ ∞ as rAB → 0. The force field proposed in [74] is
−β′(rAB) =

kc
(rAB)pc − cp rAB < rin
cq(rAB − rout)2 rin < rAB < rout
0 otherwise
, (2.105)
where rin and rout are length scales governing the support of the potential function, and kc is a dimensional
constant. The scalars cp and cq are uniquely determined by smoothness and continuity constraints:
cq =
pcKc
2(rout − rin)rpc+1in
, (2.106)
and
cp =
kc
rpcin
− cq(rout − rin)2 . (2.107)
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For shell–shell contact, the penalty term is added to Bs(ws, y):
+
∫
S
rAB β′(rAB) δrABdS , (2.108)
where
rAB = xsh,B − xsh,A . (2.109)
For shell–beam contact, the penalty term is added to Bs(ws, y):
+
∫
L
rAB β′(rAB) δrABdL , (2.110)
where
rAB = xsh,B − xbe,A . (2.111)
For solid–beam contact, the penalty term is added to Bs(ws, y):
+
∫
L
rAB β′(rAB) δrABdL , (2.112)
where
rAB = xso,B − xbe,A . (2.113)
2.4 Immersogeometric discretization of the FSI model
Obtaining exact solutions to the mathematical problem stated in Section 2.1 is practically impossible
for all but the most contrived instances. We therefore compute approximate solutions in finite-dimensional
trial solutions spaces. The principal disadvantage of this immersogeometric approach is that unfitted anal-
ysis meshes do not take advantage of a priori knowledge about the precise locations of sharp gradients or
discontinuities in solution variables and their derivatives, such as those typically occurring at fluid–structure
interfaces. The per-degree-of-freedom approximation power of immersogeometric discretizations is there-
fore severely limited relative to that of carefully designed meshes that are fitted to interfaces of reduced
solution regularity and judiciously refined in anticipation of steep solution gradients. Obtaining immer-
sogeometric solutions of comparable accuracy to solutions computed using well-designed boundary-fitted
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meshes is therefore more computationally costly [82]. However, in many situations, the achievable accuracy
using unfitted meshes with practically-accessible resolutions may be sufficient for engineering purposes, so
the advantage of convenience outweighs the disadvantage of reduced accuracy.
2.4.1 Fluid and solid subproblem
This ALE Navier–Stokes subproblem is discretized using the variational multiscale (VMS) approach,
with some modifications to the stabilization parameters to improve mass conservation, as decribed in [21]
and the references cited therein. The ALE–VMS formulation my be interpreted both as a stabilized formu-
lation and large-eddy simulation (LES) turbulence model [83–87]. The stabilization due to the ALE–VMS
formulation permits us to use arbitrary spaces to discretize the pressure and velocity fields; it does not re-
quire special inf–sub-stable combinations. We therefore take advantage of the possibility of using a single
scalar trivariate NURBS space to represent the pressure and each Cartesian component of the fluid velocity
(ie. ”equal-order interpolation”). The deformation velocity, uˆ, of the fluid domain is determined solving a
fictious elastostatic problem for the displacement of the domain from each time step to the next, with local
changes in stiffness to improve robustness, as detailed in [88].
To robustly discretize the fluid subproblem in space without needing to resolve small-scale turbulent
flow features, we replace Bf and Ff with mesh-dependent functionals BVMSf and F
VMS
f , derived from varia-
tional multiscale (VMS) analysis. In short, VMS analysis substitutes an ansatz for fine scale velocities and
pressures into the weak fluid subproblem [83, 85, 89–91]. This ansatz is consistent with the strong form of
the Navier–Stokes equations, so the resulting discretization transitions seamlessly from turbulence modeling
to direct numerical simulation as it is refined.
To define the mesh-dependent VMS functionals, we introduce a collection of disjoint fluid elements
{Ωe} such that Ω = ∪eΩe. Let Vhu and Vhp be discrete velocity and pressure spaces defined over {Ωe}. The
semidiscrete VMS fluid subproblem is: Find uh1 ∈ Vhu and ph ∈ Vhp such that, for all wh1 ∈ Vhu and qh ∈ Vhp,
BVMSf
(
{wh1, qh}, {uh1, ph}
)
− FVMSf
(
{wh1, qh}
)
+
∫
Γt
wh1 · λ dΓ +
∫
Γt
wh1 · β(uh1 − u2) dΓ = 0 , (2.114)
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where
BVMSf ({w, q}, {u, p}) = Bf ({w, q}, {u, p}) −
∑
e
∫
Ωe
(
u · ∇w + ∇q
ρ1
)
· u′ dΩ −
∑
e
∫
Ωe
p′∇ · w dΩ
+
∑
e
∫
Ωe
w · (u′ · ∇u) dΩ −
∑
e
∫
Ωe
∇w
ρ1
:
(
u′ ⊗ u′) dΩ
+
∑
e
∫
Ωe
(
u′ · ∇w) τ · (u′ · ∇u) dΩ , (2.115)
and
FVMSf ({w, q}) = Ff({w, q}) . (2.116)
The forms BVMSf and F
VMS
f are the VMS semidiscrete counterparts of Bf and Ff; u
′ is the fine-scale velocity
ansatz,
u′ = −τM
(
ρ1
(
∂u
∂t
+ u · ∇u − ff
)
−∇ ·σ1
)
, (2.117)
and p′ is the fine scale pressure,
p′ = −ρ1τC∇ · u . (2.118)
These fine scale solution components are clearly proportional to the residuals of the strong momentum and
continuity equations forming the incompressible Navier–Stokes system. The stabilization parameters τM,
τC, and τ are defined as
τM =
s  4
∆t2
+ (u − uˆ) ·G(u − uˆ) + CI
(
µ
ρ1
)2
G : G
−1/2 , (2.119)
τC = (τMtrG)−1 , (2.120)
τ =
(
u′ ·Gu′)−1/2 , (2.121)
where ∆t is a timescale associated with the as-yet-unspecified temporal discretization, CI is a dimension-
less positive constant derived from element-wise inverse estimates [92, 93], and G generalizes the element
diameter “h” to physical elements mapped through x(ξ) from a parametric parent element:
Gi j =
d∑
k=1
∂ξk
∂xi
∂ξk
∂x j
. (2.122)
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The scaling factor s in the definition of τM is a dimensionless quantity that is allowed to vary in space. In
most of Ω, s = 1, but, in an O(h) neighborhood of Γt, s = sshell ≥ 1. This scaling was introduced by
Kamensky et al. [21] to improve mass conservation near thin immersed structures.
The VMS formulation maintains discrete stability over broad classes of velocity and pressure finite
element spaces. We are not restricted to special inf–sup stable combinations. For computations in this
paper, we use an “equal order” discretization scheme: the same scalar discrete space is used to represent the
pressure and each Cartesian component of velocity. In particular, we use piecewise linear functions defined
over tetrahedral elements. The discretization of the solid arterial wall makes use of trivariate NURBS-based
IGA.
2.4.2 Isogeometric thin-shell analysis
We derive the variational formulation from the equilibrium of internal and external virtual work, δW =
δW int − δWext = 0, which must hold for any variation (virtual displacement) δy, i.e.:
δW(y, δy) = DδyW(y) = 0 , (2.123)
where Dδy denotes the Gaˆteaux derivative. For the Kirchhoff–Love shell, internal and external virtual work
are defined as:
δW int =
∫
A
(n : δε + m : δκ + ρ hth u¨ · δu) dA , (2.124)
δWext =
∫
A
f · δy dA , (2.125)
where f denotes the external load, δy is a virtual displacement, δε and δκ are the corresponding virtual
membrane strain and change in curvature, respectively, ρ is the mass density, and y¨ =
∂2y
∂t2
denotes the
acceleration. A denotes the midsurface and dA =
√|a˚αβ|dθ1dθ2 the differential area, both in the reference
configuration. This formulation includes the assumption that a differential volume element dV can be ap-
proximated by dV ≈ hth dA, which is acceptable for thin shells. For static analysis, the acceleration term in
Eq. (2.124) vanishes. We perform the linearization of Eqs. (2.124)–(2.125) considering a discretized model,
such that the Gaˆteaux derivative in Eq. (2.123) can be replaced by simple partial derivatives in terms of
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discrete displacement parameters. The discretized displacement is expressed as:
y =
nsh∑
a
Naya , (2.126)
where Na are the shape functions, with nsh as the total number of shape functions, and ya are the nodal
displacement vectors with the components yai (i = 1, 2, 3) referring to the global x−, y−, z−components. The
global degree of freedom number r of a nodal displacement is defined by r = 3(a − 1) + i, such that yr = uai .
The variation with respect to yr is obtained by the partial derivative ∂/∂yr:
∂y
∂yr
= Naei . (2.127)
Similar to Eq. (2.127), the variations of derived variables, such as strains can be obtained, with respect to ur.
The variations of δW int and δWext with respect to yr yield the vectors of internal and external nodal
forces, Fint and Fext, and Eq. (2.123) becomes:
R = Fint − Fext = 0 , (2.128)
with R as the residual vector and with:
Fintr =
∫
A
(
n :
∂ε
∂yr
+ m :
∂κ
∂yr
)
dA , (2.129)
Fextr =
∫
A
f · ∂y
∂yr
dA . (2.130)
Note that Fext is the standard load vector obtained by integrating the product of load and shape functions. For
the linearization of Eq. (2.128), we compute the tangential stiffness matrix K, obtained as Krs = Kintrs −Kextrs :
Kintrs =
∫
A
(
∂n
∂ys
:
∂ε
∂yr
+ n :
∂2ε
∂yr∂ys
+
∂m
∂ys
:
∂κ
∂yr
+ m :
∂2κ
∂yr∂ys
)
dA , (2.131)
Kextrs =
∫
A
∂f
∂ys
· ∂y
∂yr
dA , (2.132)
where Kextrs is to be considered only for displacement-dependent loads f = f(y). Note that in cases where
Kext is difficult to compute, it is also possible to neglect its contribution, which means that the tangential
stiffness matrix is only approximated. Nevertheless, the method converges to the correct solution as long as
the residual R is computed correctly. Finally, we get the linearized equation system which is solved for the
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incremental displacement vector ∆y:
K ∆u = −R . (2.133)
Note that with a slight abuse of notation, we use u for also for the vector of discrete nodal displacements.
Eqs. (2.129)–(2.133) represent a general displacement-based formulation for hyperelastic Kirchhoff–
Love shells. Due to the second derivatives contained in the curvatures, C1 continuity or higher is required for
the shape functions, which makes IGA an ideal discretization approach for this formulation. The basics of
IGA have been presented in detail in numerous papers [94,95] for an introduction to NURBS, to [27,96] for
details on IGA, and to [17, 97] for its application to geometrically nonlinear Kirchhoff–Love shell analysis.
In the present paper, we employ both NURBS and T-splines discretizations. Analysis with T-splines is
based on Be´zier extraction [98], such that the integration at element level is performed in the same way
as for classical finite elements while the T-spline structure is recovered during assembly into the global
matrices.
The continuity properties of the isogeometric basis functions allow a straightforward implementation
of the presented theory without the need for rotational degrees of freedom and with curvatures computed
exactly. Rotational boundary conditions, such as clamped boundaries or symmetry conditions are imposed
via the displacements of the second row of control points from the boundary, as described in [17]. The
same approach is also used for imposing C1 continuity between patches in the case of multipatch structures,
see [17]. We emphasize that this approach of patch coupling works perfectly well also for large deformations
and rigid body rotations, but it is restricted to smooth patch connections. For coupling arbitrary patch
connections, including also kinks and folds, the bending strip method [28] can be employed. Alternatively,
penalty formulations as in [99, 100] or a Nitsche formulation as in [101] may be used for patch coupling.
For an efficient implementation, we express all relevant vectors and tensors in Voigt notation:
n =

n11
n22
n12
 , m =

m11
m22
m12
 , ε =

ε11
ε22
2 ε12
 , κ =

κ11
κ22
2 κ12
 , (2.134)
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with the material tensor represented as a 3 × 3 material matrix:
D =

Cˆ1111 Cˆ1122 Cˆ1112
Cˆ2222 Cˆ2212
symm. Cˆ1212
 . (2.135)
Furthermore, we introduce the following “thickness-integrated” material matrices:
D
0
=
∫ hth/2
−hth/2
D dθ3 , D
1
=
∫ hth/2
−hth/2
θ3D dθ3 , D
2
=
∫ hth/2
−hth/2
(
θ3
)2
D dθ3 , (2.136)
such that we can rewrite Eqs. (2.74)–(2.75) as:
dn = D
0
dε + D
1
dκ , (2.137)
dm = D
1
dε + D
2
dκ . (2.138)
Now we can express the internal forces (2.129) and stiffness matrix (2.131) as:
Fintr =
∫
A
(
nT
∂ε
∂ur
+ mT
∂κ
∂ur
)
dA , (2.139)
Krs =
∫
A
(D0 ∂ε∂us + D1 ∂κ∂us
)T
∂ε
∂ur
+ nT
∂2ε
∂ur∂us
+
(
D
1 ∂ε
∂us
+ D
2 ∂κ
∂us
)T
∂κ
∂ur
+ mT
∂2κ
∂ur∂us
 dA . (2.140)
This formulation is computationally efficient since the thickness integration is performed only for the stress
and material variables, while the linearization of the strains, which represents the large part of the computa-
tional load, is performed only on the midsurface. We compute the partial derivatives with respect to discrete
nodal displacements ur, which is denoted by (·),r for a compact notation in the following. We obtain the
variation of the displacement vector by (2.127):
u,r =
∂u
∂ur
= Naei ,
where r is the global degree of freedom number corresponding to the i-th displacement component (i =
1, 2, 3 referring x, y, z) of control point a, Na is the corresponding shape function, and ei the global cartesian
base vector. For the second derivatives we obtain:
u,rs =
∂2u
∂ur∂us
= 0 . (2.141)
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Since variations with respect to ur vanish for all quantities of the undeformed configuration, ˚(·),r = 0, we
obtain for the variation of the position vector r = r˚ + u:
r,r = u,r = Naei , (2.142)
r,rs = u,rs = 0 . (2.143)
Accordingly, we get the variations of the base vectors aα as:
aα,r = N,aα ei , (2.144)
aα,rs = 0 , (2.145)
and for aα,β:
aα,β,r = N,aαβ ei , (2.146)
aα,β,rs = 0 . (2.147)
With (2.144)–(2.145) and us = ubj , s = 3(b − 1) + j, we can express the variations of the metric coefficients
aαβ = aα · aβ as:
aαβ,r = N,aα ei · aβ + N,aβ ei · aα , (2.148)
aαβ,rs = (N,aα N,
b
β +N,
a
β N,
b
α )δi j . (2.149)
The variations of the unit normal vector a3 are more involved and, therefore, we introduce the auxiliary
variables a˜3 and a¯3:
a˜3 = a1 × a2 , (2.150)
a¯3 =
√
a˜3 · a˜3 , (2.151)
such that a3 can be written as:
a3 =
a˜3
a¯3
. (2.152)
In the following, we first compute the variations of the auxiliary variables which are then used for further
derivations. It is convenient to follow this approach also in the implementation since these intermediate
results are needed several times. We first derive the variations of a˜3 using also (2.145):
a˜3,r = a1,r × a2 + a1 × a2,r , (2.153)
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a˜3,rs = a1,r × a2,s +a1,s ×a2,r , (2.154)
which are used for the variations of a¯3:
a¯3,r = a3 · a˜3,r , (2.155)
a¯3,rs = a¯−13 (a˜3,rs ·a˜3 + a˜3,r ·a˜3,s −(a˜3,r ·a3)(a˜3,s ·a3)) , (2.156)
and finally for the variations of a3:
a3,r = a¯−13 (a˜3,r −a¯3,r a3) , (2.157)
a3,rs = a¯−13 (a˜3,rs −a¯3,rs a3) + a¯−23 (2 a¯3,r a¯3,s a3 − a¯3,r a˜3,s −a¯3,s a˜3,r ) . (2.158)
With (2.146)–(2.147) and (2.157)–(2.158), we can compute the variations of the curvatures bαβ = aα,β · a3:
bαβ,r = aα,β,r ·a3 + aα,β · a3,r , (2.159)
bαβ,rs = aα,β,r ·a3,s +aα,β,s ·a3,r +aα,β · a3,rs . (2.160)
With Eqs. (2.146)–(2.147) and (2.159)–(2.160) we finally obtain the variations of the strain variables:
εαβ,r =
1
2
(aαβ − Aαβ),r = 12aαβ,r , (2.161)
εαβ,rs =
1
2
aαβ,rs , (2.162)
καβ,r = (Bαβ − bαβ),r = −bαβ,r , (2.163)
καβ,rs = −bαβ,rs . (2.164)
2.4.3 Discretization of the fluid–structure kinematic constraint
As when using a Lagrange multiplier (pressure) to enforce incompressibility of the fluid velocity field,
we must be careful when discretizing the Lagrangian of the fluid–structure kinematic constraint. We must
either choose an inf–sup stable combination of spaces for λ, uf, and us, or adjust our numerical formulation
to be stable for arbitrary choices of discrete spaces. Because Γt cuts through fluid elements in a different
arbitrary way every time step, there is no obvious construction of stable discrete spaces, so we opt instead
to develop a stable formulation.
33
For reasons explained in Kamensky et al. [21], we formally eliminate the tangential component of the
Lagrange multiplier λ, leaving only the penalty method to enforce the no-slip condition,
u1 − (u1 · n2) n2 = u2 − (u2 · n2) n2 , (2.165)
on Γt. Following Kamensky et al. [102], we regularize the no-penetration condition, enforced by the scalar
normal component λ of the interface traction λ, as follows:
(u1 − u2) · n2 → (u1 − u2) · n2 − r
β
λ , (2.166)
where r ≥ 0 is a dimensionless constant, typically 1. In the cited references, we elaborate on how these
regularizations of FSI kinematics can be viewed as thin-structure degenerations of Nitsche’s method [103]
and Barbosa–Hughes stabilization [104], respectively. The regularized problem that we proceed with may
be written: Find u1 ∈ Su, p ∈ Sp, y ∈ Sd, and λ ∈ S` such that, for all test functions w1 ∈ Vu, q ∈ Vp,
w2 ∈ Vd, and δλ ∈ V`
Bf({wf, q}, {uf, p}) − Ff({wf, q}) + Bs(ws, y) − Fs(ws)
+
∫
Γt
(wf − ws) · λns dΓ
+
∫
Γt
(wf − ws) · τBNOR ((uf − us) · ns) ns dΓ
+
∫
Γt
(wf − ws) · τBTAN ((uf − us) − ((uf − us) · ns) ns) dΓ
+
∫
Γt
δλ
(
(uf − us) · ns − rλ
β
)
dΓ = 0 , (2.167)
where we have split the penalty term into normal and tangential components.
2.4.4 Discrete representation of immersed boundaries
A critical question of discretization is how to perform numerical quadrature of the integrals over Γt.
Following Du¨ster et al. [105], we define a Gaussian quadrature rule with respect to a parameterization
of the reference configuration Γ0 of the immersed boundary and weight it by the Jacobian determinant
of the mapping from Γ0 to Γt. For a quasi-uniform fluid mesh with elements diameters asymptotically
bounded above and below by h, this quadrature scheme suggests that surface quadrature elements should be
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of diameter O(h), but we do not enforce this condition strictly. Studies from the finite cell literature [106–
108] suggest that the impact of quadrature errors on (d − 1)-dimensional boundaries is small relative to the
effects of errors in volume quadrature. Techniques for evaluating functions defined on the tetrahedral fluid
mesh at quadrature points on Γt are discussed in Xu et al. [109, Section 3.3].
The quadrature rule on Γt determines the discrete representation of the fluid–structure interface Lagrange
multiplier, λ. We consider λ at time t to be a scalar function defined over Γ0, i.e. λ(t) : Γ0 → R. λ(t) is
evaluated on Γt by composing it with the inverse motion of the structure midsurface. We represent λ in
computations as a set of scalar values stored at the quadrature points of Γ0. This can be viewed either
as leaving S` and V` undiscretized and incurring a quadrature error, or as collocating the fluid–structure
kinematic constraint at quadrature points.
2.5 Semi-implicit time integration
This section completes the FSI discretization by specifying a semi-implicit time-marching procedure:
we integrate the fluid–structure penalty coupling implicitly, while updating the Lagrange multiplier for the
no-penetration constraint explicitly. Summarizing [102, Section 3], we compute approximate solutions at a
countable set of time levels, indexed by n and separated by time steps of size ∆t. At time level n, the discrete
fluid velocity is defined by a vector of coefficients Un, the fluid acceleration by U˙n, the fluid pressure by Pn,
and the structure displacement, velocity, and acceleration by Yn, Y˙n, and Y¨n, respectively. We refer to the
multiplier at time level n as λn : Γ0 → R. Considering the solution variables at time level n known, we first
construct a system of equations for all (n + 1)-level unknowns, excluding λn+1, which we initially set equal
to λn:
Res
(
Un+α f , U˙n+αm ,Yn+α f , Y˙n+α f , Y¨n+αm ,Pn+1
)
= 0 , (2.168)
where n +αm and n +α f are intermediate time levels of the generalized-α time integration scheme [87,110]
that interpolate between levels n and n + 1. This integration scheme is defined more precisely by Bazilevs et
al. [88], in the context of FSI time integration and using the same notation. Following Bazilevs et al. [88],
we consider a subset of generalized-α methods, parameterized by a single scalar, ρ∞ ∈ [0, 1], which controls
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numerical damping. Following [85], all computations in this paper use ρ∞ = 0.5. Res(. . .) is the nonlinear
residual corresponding to the discretization of Eq. (2.167) with δλ ≡ 0 and λ held fixed at λn. We solve
the nonlinear penalty-coupled problem (2.168) using block iteration [21, Section 4.6], then compute the
Lagrange multiplier at time level n + 1 explicitly:
λn+1 =
1
1 + r
(
λn + β
((
uhf
)n+α f − (uhs )n+α f ) · nn+α fs ) , (2.169)
In Eq. (2.169),
(
uhf
)n+α f is the fluid velocity defined by coefficients Un+α f , (uhs )n+α f is the structure velocity
defined by coefficients Y˙n+α f , and nn+α fs is the normal to Γt+α f , as determined by the displacement coef-
ficients Yn+α f . Kamensky et al. studied the energetic stability of this algorithm using a linearized model
problem in [21] and analyzed convergence for linear parabolic problems with immersed boundaries in [111],
showing unconditional stability for the case of β = τBNOR.
Partial derivatives with respect to time in the fluid and structure subproblem formulations are discretized
using the generalized-α method [87]. The discrete spaces for the fluid and solid structure velocities are
selected so as to conform to the FSI kinematic constraint; thus wf and wsos are equal on the interface between
artery wall and blood flow and the Lagrange multiplier and penalty terms of Eq. (2.1) are zero. This is not
true on Ssh; we therefore need to approximate the Lagrange multiplier field on Ssh
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CHAPTER 3. FLUID–STRUCTURE INTERACTION AND DYNAMIC SIMULATIONS
OF SURGICAL BIOPROSTHETIC VALVES
3.1 Parametric modeling of heart valve geometry
In Hsu et al. [29], an interactive geometry modeling and parametric design platform was proposed to
help design engineers and analysts make effective use of IGA. Several Rhinoceros (Rhino) [112] “plug-ins”,
with a user-friendly interface, were created to take input design parameters, generate parameterized surface
and/or volumetric models, perform computations, and visualize the solution fields, all within the same CAD
program. An important aspect of the proposed platform is the use of generative algorithms for IGA model
creation and visualization. In this work, we make use of the developed platform to automate the geometry
design of BHV models for use in FSI analysis.
The developments in Hsu et al. [29] were based on Rhino CAD software, which gives designers a vari-
ety of functions that are required to build complex, multi-patch NURBS surfaces [94]. Recently, additional
functionality was added in Rhino to create and manipulate T-spline surfaces [113,114]. This is an important
enhancement that allows one to move away from a fairly restrictive NURBS patch–based geometry design
to a completely unstructured, watertight surface definition respecting all the constraints imposed by analy-
sis [115, 116]. Rhino also features a graphic programming interface called Grasshopper [117] suitable for
parametric design, and utilizes open-source software development kits (SDK) [118] for plug-in develop-
ment. Furthermore, Rhino is relatively transparent as compared to other CAD software in that it provides
the user with the ability to interact with the system through the plug-in commands. All of these features are
well aligned with the needs of analysis-suitable geometry design for BHVs, and are employed in the present
work.
Fig. 3.1 shows a snapshot of the Rhino CAD modeling software interface, with the T-spline BHV model
used in the computations of the present thesis. This BHV leaflet geometry is based on a 23-mm design
by Edwards Lifesciences [12, 119]. The NURBS version of this model was analyzed earlier in Kamensky
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Figure 3.1: The trileaflet T-spline BHV model in Rhino. The T-spline surfaces were generated using the
in-house parametric modeling platform and the Autodesk T-Splines Plug-in for Rhino [113].
et al. [21] and Hsu et al. [22]. In the present case, the leaflets of the BHV are modeled using three cubic
T-spline surfaces, as shown in Fig. 3.1. The use of unstructured T-splines enables local refinement and
coarsening [120] and avoids the small, degenerated NURBS elements near the commissure points used
in [21,22]. To improve the realism of the simulation, we include the metal stent in the BHV model. Although
this complicates the geometry, it presents no difficulty for the design platform employed in this work to
generate a single watertight surface.
Using Grasshopper as a visual programming tool, the program that creates an analysis-suitable geom-
etry design is written in terms of “components” with pre-defined or user-defined functionalities, and “wire
connections” between the components that serve as conduits of input and output data. As a result, using an
intuitive arrangement of components and connections one can rapidly generate an analysis model and estab-
lish parametric control over the design. The visual program executes the following geometry construction
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Figure 3.2: Parametric BHV leaflet geometry modeling flowchart.
steps (see Fig. 3.2 for a visual illustration): Parametric input is used to construct NURBS curves, which are
the bounding curves for the NURBS surface patches that define the valve leaflet geometry. The resulting
multi-patch NURBS geometry is then re-parameterized to create a single T-spline surface geometry. Follow-
ing this workflow, new analysis-suitable geometries can be easily and efficiently generated using different
sets of input design parameters.
To discretize the shell equations, we use IGA based on T-splines, which have the necessary continuity
properties. The details of constructing smooth T-spline basis functions can be hidden from the analysis code
through the use of Be´zier extraction [98]. The extraction operators specifying the relationship between the T-
spline basis functions and Bernstein polynomial basis on each Be´zier element can be generated automatically
by the Autodesk T-Splines Plug-in for Rhino [113,114]. The mesh of Be´zier elements for our T-spline BHV
model is shown in Fig. 3.3.
3.2 BHV constitutive model and boundary conditions
Biological tissues are favored in the construction of BHVs due to their unique mechanical properties.
The most important of these is that they remain compliant at low strains but stiffen dramatically when
stretched, allowing for ease of motion without sacrificing durability. The underlying structural mechanism
is the presence of collagen fibers, which are highly undulated in unloaded tissue. These fibers provide only
small bending stiffnesses in unloaded tissue, but their relatively larger tensile stiffness can be recruited when
they are straightened under strain. One of the earliest and most widely used models uses an exponential
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Figure 3.3: The Be´zier elements defining the T-spline surface used in the shell analysis. The clamped
boundary condition is applied to the leaflet attachment edge by fixing two rows of T-spline control points
highlighted in the figure. (The points in the second row away from the edge are also called tangency handles.)
function of strain to describe the stiffening of tissues under tensile loading [121–123]. It is widely referred
to as Fung models. For smaller bending strains, such as those in an open aortic BHV during systole, the
dominant contribution to material stiffness is the extracellular matrix (ECM), which supports the network of
collagen fibers. Fan and Sacks [30] advocates modeling ECM as an incompressible neo-Hookean contribu-
tion to the strain-energy density functional. In this work, we combine an isotropic Fung model of collagen
fiber stiffness with a neo-Hookean model of cross-linked ground matrix stiffness to obtain the following
strain-energy density functional:
ψel =
c0
2
(I1 − 3) + c12
(
ec2(I1−3)
2 − 1
)
, (3.1)
where c0, c1, and c2 are material parameters. This model is combined with the incompressibility constraint
as in Eq. (2.49). Note that while Eq. (3.1) is a simplified isotropic approximation to true anisotropic leaflet
behaviors, it captures the important exponential nature of the BHV soft tissue behavior.
The mass density of the leaflets is set to 1.0 g/cm3. The material parameters are set to c0 = 1.0 × 106
dyn/cm2, c1 = 2.0 × 105 dyn/cm2, and c2 = 100. The values of c1 and c2 provide tensile stiffnesses
that are generally comparable to those of the more complicated pericardial BHV leaflet model considered
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in [12]. The ECM modulus c0 is selected to provide a small-strain bending stiffness similar to that of
glutaraldehyde-treated bovine pericardium, as measured by the three-point bending tests reported in [124].
The hyperelastic thin shell analysis framework of Section 2.3.2 requires the following derivatives of the
strain energy functional in Eqs. (2.50) and (2.51):
∂ψel
∂Ci j
=
1
2
(
c0 + 2c1c2(I1 − 3)ec2(I1−3)2
)
g˚i j , (3.2)
∂2ψel
∂Ci j∂Ckl
= c1c2ec2(I1−3)
2 (
1 + 2c2(I1 − 3)2
)
g˚i jg˚kl . (3.3)
The BHV model employs the T-spline geometry constructed in Section 3.1. The T-spline mesh com-
prises 484 and 882 Be´zier elements for each leaflet and the stent, respectively, and a total of 2,301 T-spline
control points. The stent is assumed rigid, and leaflet control points highlighted in Fig. 3.3 are restrained
from moving. This clamps the attached edges of the leaflets to the rigid stent. (The stent is, for all practical
purposes, rigid since it is supported by a metal frame, which is orders of magnitude stiffer than the soft tissue
of the BHV leaflets.) The leaflet thickness is set to a uniform value of 0.0386 cm.
Remark 1. The use of pinned rather than clamped boundary conditions is common in the structural analysis
of BHVs reported previously [13,119,125–127]. However, the leaflets are, in fact, physically clamped at the
attachment edge in most stented BHVs (see, e.g., [128, 129]). As shown later in the paper, using clamped
boundary conditions, the computed fully-open configuration of the leaflets is closer to the experimental
measurements of pericardial BHV deformations [130–132] than results computed using pinned boundary
conditions in [21, 22].
To elucidate the physical significance of the Fung-type material model given by Eq. (3.1) in the context
of BHV design, we compare its behavior to that of the classical St. Venant–Kirchhoff material, which
assumes a linear stress–strain relationship and cannot capture the exponential stiffening behavior of soft
tissues. Fig. 3.4 compares MIPE1 in pressure-loaded, fully-closed configurations of a valve modeled using
the Fung-type material described above and a valve of the same geometry modeled using an isotropic St.
Venant–Kirchhoff material with Young’s modulus E = 1.1×107 dyn/cm2 and Poisson’s ratio ν = 0.495. The
value of E is chosen such that the overall deformations are visually similar. The results show that the peak
1Maximum in-plane principal Green-Lagrange strain, the largest eigenvalue of E.
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Figure 3.4: Comparison between different isotropic material models. The valve is loaded with a spatially-
uniform pressure of 100 mmHg. The maximum values of MIPE are 0.490 and 0.319 for St. Venant–
Kirchhoff and Fung-type cases, respectively.
strain in the St. Venant–Kirchhoff material is much larger. The exponential term in the Fung-type energy
functional ensures that regions of concentrated strain are energetically unfavorable, which has the effect of
distributing strains more evenly through the leaflets.
3.3 Model of the artery and lumen
We model the artery as a 16 cm long elastic cylindrical tube with a three-lobed dilation near the BHV, as
shown in Fig. 3.5. This dilation corresponds to the aortic sinus, which is known to play an important role in
heart valve dynamics [133]. The cylindrical portion of the artery has an inside diameter of 2.6 cm and a wall
thickness of 0.15 cm. The outflow boundary is 11 cm downstream of the valve, located at the right end of
the channel, based on the orientation of Fig. 3.5. The inflow is located 5 cm upstream, at the left end of the
channel. The designations of inflow and outflow are based on the prevailing flow direction during systole.
In general, fluid may move in both directions and there is typically some regurgitation during diastole.
The arterial geometry is constructed using trivariate quadratic NURBS, allowing us to represent the
circular portions exactly. We use a multi-patch design to avoid having a singularity at the center of the
cylindrical sections (see Fig. 3.6). Basis functions are made C0-continuous by repeated knot insertion at the
fluid–solid interface, to capture the continuous but non-smooth velocity field across this jump in material
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Figure 3.5: A view of the arterial wall and lumen into which the valve is immersed.
Figure 3.6: Cross-sections of the fluid and solid meshes, taken from the cylindrical portion and the sinus.
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Figure 3.7: The sinus, magnified and shown in relation to the valve leaflets and rigid stent. The suture ring
of the stent intersects with the arterial wall.
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Figure 3.8: Transvalvular pressure applied to the leaflets as a function of time. The profile was reproduced
based on Kim et al. [119]. The original data used a cardiac cycle of 0.76 s. It is scaled to 0.86 s in our study
to match the single cardiac cycle duration of our FSI simulation.
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Figure 3.9: Physiological left ventricular (LV) pressure profile applied at the inlet of the fluid domain. The
duration of a single cardiac cycle is 0.86 s. The data were obtained from Yap et al. [134].
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type. The solid subdomain corresponds to the elastic aortic wall, while the fluid subdomain is the enclosed
lumen. The mesh of the lumen and aortic wall consists of 102,960 and 12,480 elements, respectively. Mesh
refinement is focused near the valve and sinus, as shown in Fig. 3.5. Fig. 3.6 shows that the mesh is clustered
toward the wall to better capture the boundary layer solution in those regions.
The arterial wall is modeled as a neo-Hookean material with dilatational penalty (see, e.g. [75, 88]),
where the shear and bulk modulii of the model are selected to produce a Young’s modulus of 1.0 × 107
dyn/cm2 and Poisson’s ratio of 0.45 in the small-strain limit. The density of the arterial wall is 1.0 g/cm3.
Mass-proportional damping is added to model the interaction of the artery with surrounding tissue and
interstitial fluid, with the damping coefficient set to 1.0 × 104 s−1. The fluid density and viscosity in the
lumen are set to ρ1 = 1.0 g/cm3 and µ = 3.0 × 10−2 g/(cm s), respectively, which model the physical
properties of human blood [135, 136].
The inlet and outlet of the artery are free to slide in their cut planes, but constrained not to move in
the orthogonal direction (see [78] for details). The outer wall of the artery has a zero-traction boundary
condition. The BHV stent is surgically sutured to the aortic annulus at the suture ring. Since the stent
is assumed not to move in this work, we apply homogeneous Dirichlet conditions to any control point of
the solid portion of the artery mesh whose corresponding basis function’s support intersects the stationary
stent. Fig. 3.7 shows geometrically how the base ring intersects with the solid wall. The size of the ring can
influence the potential space for blood flow and thus is important to be included in the FSI simulation. The
stent also properly seals the gap in the fluid domain between the attached edges of the leaflets and the aortic
wall.
3.4 Computations and results
This section sets up and compares the results of simulations of BHV function that are based on stan-
dalone structural dynamics and FSI.
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3.4.1 Details of the structural dynamics simulation
In the structural dynamics computation, we model the transvalvular pressure (i.e., pressure difference
between left ventricle and aorta) with the traction, −P(t)n, where P(t) is the pressure difference at time t
shown in Fig. 3.8, and n is the surface normal pointing from the aortic to the ventricular side of each leaflet.
The transvalvular pressure signal is periodic with a period of 0.86 s. As in the computations of [21,119], we
use damping to model the viscous and inertial resistance of the surrounding fluid. We apply this damping
as a traction −cdu, where u is the velocity of the shell midsurface and cd = 80 g/(cm2 s). This value of cd
ensures that the valve opens at a physiologically reasonable time scale when the given pressure is applied.
The time step size for the dynamic simulation is ∆t = 1.0 × 10−4 s.
t = 0.0 (t = 0.86) s t = 0.02 s t = 0.04 s
t = 0.07 s t = 0.225 s t = 0.235 s
t = 0.27 s t = 0.35 s t = 0.85 s
Figure 3.11: Deformations of the valve from the structural dynamics computation, colored by the MIPE
evaluated on the aortic side of the leaflet. Note the different scale for each time. The time t is synchronized
with Fig. 3.8 for the current cycle.
3.4.2 Details of the FSI simulation
In the FSI simulation, we apply the physiologically-realistic left ventricular pressure time history from
Yap et al. [134] (also plotted in Fig. 3.9) as a traction boundary condition at the inflow. The applied pressure
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t = 0.0 (t = 0.86) s t = 0.02 s t = 0.06 s
t = 0.24 s t = 0.33 s t = 0.335 s
t = 0.34 s t = 0.53 s t = 0.78 s
Figure 3.13: Deformations of the valve from the FSI computation, colored by the MIPE evaluated on the
aortic side of the leaflet. Note the different scale for each time. The time t is synchronized with Fig. 3.9 for
the current cycle.
signal is periodic with a period 0.86 s. The traction, −(p0 + RQ)n, is applied at the outflow, where p0
is a constant physiological pressure level, n is the outward-facing normal of the fluid domain, R > 0 is
a resistance constant, and Q is the volumetric flow rate through the outflow. In the present computation,
we set p0 = 80 mmHg and R = 70 (dyn s)/cm5. These values ensure a realistic transvalvular pressure
difference of 80 mmHg across a closed valve when Q = 0, while permitting a reasonable flow rate during
systole. We use backflow stabilization from Esmaily-Moghadam et al. [72], with β = 0.5, at both inlet and
outlet surfaces. The normal and tangential velocity penalization parameters used in our FSI formulation are
τBTAN = 2.0 × 103 g/(cm2 s) and τBNOR = 2.0 × 102 g/(cm2 s). As in earlier studies of Kamensky et al. [21]
and Hsu et al. [22], we set the τM scaling factor to sshell = 106 to obtain acceptable mass conservation near
the immersed structure. As in the structural dynamics simulation, the time step size is ∆t = 1.0 × 10−4
s. The stabilization parameter of the semi-implicit time integration scheme is r = 10−5. This follows our
recommendation from [102] to select r  1.
Remark 2. As r → 0, the semi-implicit time integration of the Lagrange multiplier field may be in-
terpreted as a fully-implicit fluid–structure displacement penalization (cf. [21, Section 4.2.1]), with stiff-
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t = 0.0 (t = 0.86) s t = 0.02 s t = 0.06 s t = 0.24 s t = 0.33 s
t = 0.335 s t = 0.34 s t = 0.38 s t = 0.53 s t = 0.78 s
Figure 3.15: Volume rendering of the velocity field at several points during a cardiac cycle. The time t is
synchronized with Fig. 3.9 for the current cycle.
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Figure 3.16: Computed volumetric flow rate through the top of the fluid domain, during a full cardiac cycle
of 0.86 s.
ness τBNOR/∆t = 2.0 × 107 dyn/cm3. We may roughly estimate the physical significance of the time step
splitting error incurred through semi-implicit integration by considering the fluid displacement through
the valve in static equilibrium. The fluid would penetrate through the closed valve by a distance of only
∆P/(τNOR/∆t) = 0.005 cm for diastolic pressure differences on the order of ∆P = 105 dyn/cm2. This is
effectively within modeling error, considering that the penetration is nearly an order of magnitude smaller
than the thickness of the leaflets.
3.4.2.1 Results and discussion
Fig. 3.11 illustrates the deformations and strain distributions of the BHV model throughout a period
of the prescribed pressure loading. Fig. 3.13 shows the deformations and strains from a period of the FSI
simulation, while Fig. 3.15 depicts the corresponding flow fields in the artery lumen. The volumetric flow
rate through the top of the artery throughout the cardiac cycle is shown in Fig. 3.16.
Several important qualitative differences between the valve deformations in the dynamic and FSI com-
putations are observed. Firstly, the opening process is very different. We can see from the snapshots at
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t = 0.02 s from Figs. 3.11 and 3.13 that the follower load in the dynamic computation drives the free edges
of the leaflets apart immediately, while, in the FSI computation, the opening deformation initiates near the
attached edge, then spreads toward the free edge. The opening of the leaflets in the FSI computation closely
resembles the sequence of pericardial BHV leaflet deformations measured in vitro in Iyengar et al. [132],
while the dynamic simulation exhibits unrealistic features. It is clear from the deformation cross-sections in
Fig. 3.18 that a portion of the leaflet near the free edge ends up with the top (aortic) side of the leaflet facing
downward. The follower load then pushes the free edge downward, exaggerating this feature. A similar
artifact is apparent in the earlier dynamic computations of Kim et al. [119] and Burriesci et al. [127].
During the closing phase, the coaptation of the free edges of the leaflets is significantly delayed in
the FSI computation; the free edges lean outward throughout the closing process, as is clear in Fig. 3.18.
The follower load of the dynamic simulation drives the leaflets closed in a more uniform manner. This
delayed closing of the free edge occurs in some pericardial bioprosthetic valve leaflets, and is evident in the
photographic images taken and reported in Gao et al. [130]. This deformation is not observed in all valve
leaflets, however (cf. [132]), and we therefore suspect that it is highly sensitive to valve geometry, leaflet
material properties, and flow conditions. It seems unlikely that a uniform pressure follower load would
cause this closing behavior, and it is not seen in earlier structural dynamics computations [13, 119, 127].
For the fully closed configuration, the structural dynamics and FSI simulation results are quite similar,
as can be seen in Fig. 3.18. Also, Fig. 3.15 shows that at this configuration, the flow is nearly hydrostatic.
The BHV in the FSI computation is under hydrostatic pressure, which is at a similar level to the prescribed
pressure load applied in the structural dynamics simulation. This result shows the applicability of the com-
mon modeling practice of approximating the influence of the fluid on the fully closed valve as a pressure
follower load, even though at other phases, clear discrepancies were observed between dynamic and FSI
computations.
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Figure 3.18: Cross-sections of the time-dependent leaflet profile.
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CHAPTER 4. AN ANISOTROPIC CONSTITUTIVE MODEL FOR BIOPROSTHETIC
HEART VALVES
4.1 Lee–Sacks constitutive model
We model the constitutive behavior of BHV leaflets using a transversely isotropic model introduced
in Lee et al. [33], which we term the Lee–Sacks model. This model’s strain-energy functional uses a neo-
Hookean term to model the extracellular matrix and a convex combination of fully isotropic and transversely
isotropic exponential-type terms to model the network of collagen fibers. The model is given by
ψel(I1, I4) =
c0
2
(I1 − 3) + c12
(
δec2(I1−3)
2
+ (1 − δ)ec3(I4−1)2 − 1
)
, (4.1)
where c0, c1, c2, c3 are material parameters and δ ∈ [0, 1] is a parameter that determines the level of
anisotropy, and I1 = tr C and I4 = m · C m, where m is a unit vector defining the collagen fiber direction
in the reference configuration. Based on the structure of the bovine pericardium used in BHVs, we assume
that collagen fibers lie primarily in the plane of the tissue.
Note that the exponential anisotropic term asymptotically dominates the isotropic term with increasing
strain; exponential functions grow faster than polynomials. Therefore, for any ε > 0, if δ = 1 − ε, there
exists a strain level beyond which the anisotropic term dominates. In view of this, δ should be interpreted as
a measure of when anisotropy dominates, rather than whether.
For the Lee–Sacks model of Eq. (4.1), I1 and I4 are given by
I1 = tr C = gαβg˚αβ + C33 , (4.2)
I4 = m · C m = mim jgi j , (4.3)
where m = mig˚i is a unit vector defining the collagen fiber direction in the reference configuration at a
material point x˚, written in local covariant basis g˚i. For the choice of ψel in the Lee–Sacks model, the strain
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energy derivatives required in Eqs. (2.50) and (2.51) are
∂ψel
∂Ci j
=
1
2
(
c0 + 2δc1c2(I1 − 3)ec2(I1−3)2
)
g˚i j + (1 − δ)c1c3(I4 − 1)ec3(I4−1)2mim j , (4.4)
∂2ψel
∂Ci j∂Ckl
= δ
(
1 + 2c2(I1 − 3)2
)
c1c2ec2(I1−3)
2
g˚i jg˚kl
+ (1 − δ)
(
1 + 2c3(I4 − 1)2
)
c1c3ec3(I4−1)
2
mim jmkml , (4.5)
where we have used
∂ψel(I1, I4)
∂Ci j
=
∂ψel
∂I1
∂I1
∂Ci j
+
∂ψel
∂I4
∂I4
∂Ci j
, (4.6)
∂2ψel(I1, I4)
∂Ci j∂Ckl
=
∂2ψel
∂I1∂I1
∂I1
∂Ci j
∂I1
∂Ckl
+
∂2ψel
∂I4∂I4
∂I4
∂Ci j
∂I4
∂Ckl
+
∂2ψel
∂I1∂I4
(
∂I1
∂Ci j
∂I4
∂Ckl
+
∂I4
∂Ci j
∂I1
∂Ckl
)
, (4.7)
(4.8)
where
∂ψel
∂I1
=
1
2
(
c0 + 2δc1c2(I1 − 3)ec2(I1−3)2
)
, (4.9)
∂ψel
∂I4
= (1 − δ)c1c3(I4 − 1)ec3(I4−1)2 , (4.10)
∂2ψel
∂I1∂I1
= δ(1 + 2c2(I1 − 3)2)c1c2ec2(I1−3)2 , (4.11)
∂2ψel
∂I4∂I4
= (1 − δ)(1 + 2c3(I4 − 1)2)c1c3ec3(I4−1)2 , (4.12)
∂2ψel
∂I1∂I4
= 0 , (4.13)
∂I1
∂Ci j
= g˚i j , (4.14)
∂I4
∂Ci j
= mim j . (4.15)
The identities
∂2I1
∂Ci j∂Ckl
=
∂2I4
∂Ci j∂Ckl
= 0 were used to simplify Eq. (4.7).
Remark 3. Often the components of m are provided in a coordinate system, for example, defined by base
vectors e˚a, that is different from the curvilinear system defined by g˚i. The components of m in e˚a can be
converted to contravariant components by mi = ma(e˚a · g˚i).
55
4.2 Implementation verification
To verify the Lee–Sacks model implementation, we perform IGA simulations of biaxial tensile tests and
compare the results with theoretical solutions. We adopt the static, stress-controlled equibiaxial testing setup
of Sacks and Sun [138], in which the magnitude of nominal stress imposed on each side of the specimen
is identical (Fig. 4.1). The Cartesian material coordinates X1 and X2 are oriented at a 45◦ angle relative to
the Cartesian specimen coordinates X′1 and X
′
2. The fiber direction m is aligned with X1. We simulate the
equibiaxial tests using one cubic B-spline element. The material parameters from [33] (with some changes in
notation) are used: c0 = 0.2 MPa, c1 = 2.8351 MPa, c2 = 0.4252, c3 = 0.4316, and δ = 0.4231. The nominal
stress imposed on each side of the specimen varies from 0 MPa to 100 MPa. Following Sun and Sacks [34],
computed strains from the IGA simulations are used (in Eq. (2.50)) to calculate the theoretical stresses.
Fig. 4.2 shows the components of E and S reported based on X1 and X2; the stress–strain relationships are
in perfect agreement between IGA and theoretical solutions.
Remark 4. While the stress values considered here exceed those used in comparable experiments, the
goal of this section is not to compare these values with experimental data, but to verify that the numerical
method correctly approximates the Lee–Sacks constitutive model, which imposes no limits on stress levels.
The stress range selected more clearly illustrates the exponential behavior of the stress–strain relation than
smaller ranges.
4.3 Parameterization of the Lee–Sacks material model
The material parameters of the Lee–Sacks model for BHV simulations are determined based on a set of
biaxial mechanical experimental data reported by Sun and Sacks [34], in which the stress–strain relationship
of a 25 mm × 25 mm square glutaraldehyde-treated bovine pericardium (GLBP) specimen is probed by
performing stress-controlled equibiaxial tests as shown in Fig. 4.1. The stress–strain experimental data
sets of S 11–E11 and S 22–E22, shown in Fig. 4.4, are reported based on the material axes X1 and X2. The
experimental data for 11 and 22 components of stress and strain were not collated into pairs of the form
((S 11, S 22), (E11, E22)), so tensor-valued experimental strains are not available to plug into the function S(E)
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Figure 4.1: Stress-controlled equibiaxial testing setup from Sun and Sacks [34]. Black arrows on edges rep-
resent nominal stresses, which are identical in magnitude on each side of the specimen. Red lines represent
fiber orientation.
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Figure 4.2: Verification of the Lee–Sacks model implementation using the equibiaxial tests.
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given by the material model. We simulate the equibiaxial tests using IGA with one cubic B-spline element.
The nominal stress imposed on each side of the specimen varies from 0 to 1 MPa, and 20 simulations are
performed within this range. The stress–strain data points generated using IGA simulations are interpolated
using cubic B-spline curves for comparison with experimental data points.
The material parameters, c0, c1, c2, c3, and δ, in Eq. (4.1) are determined by fitting the predicted stress–
strain curves to the corresponding experimental data set. For the fitting process, we used the function
fminsearch in the Optimization Toolbox of MATLAB, with the Nelder–Mead simplex direct search al-
gorithm [139, 140] and the default termination criterion, to maximize the coefficient of determination, R2,
defined by
R2 = 1 −
∑N
i=1(S
exp
i − S IGAi )2∑N
i=1(S
exp
i − S¯ exp)2
, (4.16)
where S expi and S
IGA
i are the S aa in the experimental data set and from the IGA simulations, respectively,
S¯ exp is the mean of S aa in the experimental data set, and N is the number of data points.
There are two stages in the fitting process: fitting based on the low-strain data and fitting based on the
complete data. The neo-Hookean component in Eq. (4.1) is mainly responsible for low strain response, so c0,
the shear modulus, is determined first by experimental data in the low Green–Lagrange strain (Eaa < 0.08)
region. The low-strain cutoff is selected by visually estimating the region of stress–strain data in which
points from the 11 and 22 curves in Fig. 4.4 are clustered around a single line passing through the origin.
While determining c0, the next material parameter c1 is set to zero so only the neo-Hookean term is active.
After c0 is determined, the rest of material parameters, c1, c2, c3, and δ, are determined using the complete
experimental data, while holding c0 fixed.
Because the simplex algorithm only finds a local minimum, we apply it several times using different
initial conditions, to examine its sensitivity and select the best result. For the initial optimization of c0 using
low-strain data, ten independent optimization procedures are performed with initial values chosen uniformly
from 1 kPa to 103 kPa. For all initial values, the optimized value for c0 is 67.6080 kPa. In the second
optimization for the remaining parameters, ten starting points are generated via Latin hypercube sampling,
performed within the hyper-rectangle 0 ≤ c1 ≤ 103 kPa, 0 ≤ c2 ≤ 100, 0 ≤ c3 ≤ 100, and 0 ≤ δ ≤ 1. Unlike
the optimization for c0, there is slight (< 1%) variability in the resulting parameters, and the case with the
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Table 4.1: Parameters of the Lee–Sacks material model (Eq. (4.1)) for anisotropic and isotropic cases deter-
mined by fitting equibiaxial experimental data reported in Sun and Sacks [34]. Note that for the isotropic
case, c3 does not play a role since δ is determined to be 1.
c0 (kPa) c1 (kPa) c2 c3 δ
Anisotropic 67.6080 8.8559 42.4229 72.9215 0.9983
Isotropic 67.6080 13.2848 38.1878 – 1.0000
best R2 value is selected. The material model in Eq. (4.1) can also represent isotropic materials; in that case,
the second step of the optimization is modified by restricting to δ = 1, which eliminates c3 entirely. The
ranges of the initial values chosen above are based on the numerical experience of the material model used
in Chapter 3.
The parameters resulting from this fitting procedure are listed in Table 4.1. The corresponding stress–
strain curves are shown in Fig. 4.4. For the anisotropic case, the value of R2 is 0.9758. These curves match
the experimental data more closely, over a wider range of strains, than other soft tissue models found in the
literature, e.g., a Fung-type model of [35, Fig. 3] or a May-Newmann–Yin model [36, Fig. 5].
4.4 FSI simulation setup
For the simulation of BHV with anisotropic leaflets, the immersogeometric FSI techniques developed in
Kamensky et al. [21,102] and Hsu et al. [22] are utilized. The computational setup used in this work is shown
in Fig. 4.5. We consider an aortic configuration and model the artery as a 16 cm-long elastic cylindrical tube
with a three-lobed dilation near the BHV region modeling the aortic sinus (Fig. 4.5). The cylindrical portion
of the artery has an inside diameter of 2.6 cm and a wall thickness of 0.15 cm. The discretizations of the
blood flow domain and the solid arterial wall make use of trivariate quadratic NURBS and are assumed to
be conforming at the fluid–solid interface. The BHV leaflet geometry is modeled based on a 23-mm design
in [12] and parametrically generated using the method proposed in Chapter 3. The leaflets are discretized
by T-splines using Be´zier elements [98]. The mesh resolutions are shown in Fig. 4.5 and Fig. 4.6a and are
identical to those reported in Chapter 3. The resolution is similar to that used in the computations of [20].
Appendix A of the cited study documents a systematic convergence testing, and shows the effects of spatial
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Figure 4.4: Fitting results for experimental data reported in Sun and Sacks [34] using the Lee–Sacks material
model. Above: The anisotropic case. Below: The isotropic case.
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and temporal refinement on clinically-important quantities of interest relating to leaflet kinematics, namely
coaptation area and effective orifice area. The results of this testing indicate that those quantities of interest
are resolved to within a few percent at the resolution used.
The inflow and outflow boundaries are located at the ventricular and aortic ends of the channel shown
in Fig. 4.5. The designations of inflow and outflow are based on the prevailing flow direction during
systole. We apply a physiologically-realistic left ventricular pressure waveform (Fig. 4.5) as a traction
boundary condition at the inflow. The applied pressure signal is periodic with a period of 0.86 s. The
traction −(p0 + RQ)n is applied at the outflow for the resistance boundary condition [141], where p0 is
a constant physiological pressure level, n is the outward-facing normal of the fluid domain, R > 0 is a
resistance coefficient, and Q is the volumetric flow rate through the outflow. In the present computation, we
set p0 = 80 mmHg and R = 70 (dyn s)/cm5. These values ensure a realistic transvalvular pressure difference
of 80 mmHg across a closed valve while permitting a reasonable flow rate during systole.
The inlet and outlet cross sections are free to slide in their tangential planes and deform radially, but
constrained not to move in the orthogonal directions [78]. The outer wall of the artery has a zero-traction
boundary condition. The metal frame and suture ring of the BHV are assumed to be rigid and fixed in space;
homogeneous Dirichlet conditions are applied to any control point of the solid portion of the artery mesh
whose corresponding basis function’s support intersects the stationary metal frame and suture ring. The
edges of the BHV leaflets are clamped to the rigid frame.
The blood flow in the deforming artery is governed by the Navier–Stokes equations of incompressible
flow posed on a moving domain. The domain motion is handled using the Arbitrary Lagrangian–Eulerian
(ALE) formulation [142] and follows the motion of the deformable arterial wall, which is governed by
equations of large-deformation elastodynamics written in the Lagrangian frame [88]. The ALE Navier–
Stokes subproblem is discretized using the variational multiscale approach [85].
BHV leaflets are modeled as rotation-free hyperelastic Kirchhoff–Love shells presented in Section 2.3.2.
The BHV is immersed into the moving blood-flow domain; the immersed FSI problem is formulated using
an augmented Lagrangian approach and solved using a semi-implicit time integration procedure [21, 102].
Contact between leaflets is handled by a penalty-based approach and imposed at quadrature points of the
61
0 0.2 0.4 0.6 0.8
Time (s)
0
50
100
150
 p t
 (m
mH
g)
hf = − p0 + RQ( )n
y ⋅n = 0
hf = − ptn
hs = 0
5 cm 11 cm
Left ventricle Ascending aorta
Figure 4.5: A view of the arterial wall and lumen into which the valve is immersed. The suture ring of
the BHV intersects with the arterial wall. The left ventricular pressure waveform is obtained from Yap et
al. [134] and has a duration of 0.86 s.
shell structure [21]. A combination of the quasi-direct and block-iterative FSI coupling strategies [143] is
adopted for solving the coupled FSI problem [22].
The arterial wall is modeled as a neo-Hookean material with dilatational penalty [88], where the shear
and bulk moduli of the model are selected to produce a Young’s modulus of 1.0×107 dyn/cm2 and Poisson’s
ratio of 0.45 in the small-strain limit. The density of the arterial wall is set to 1.0 g/cm3. Mass-proportional
damping is added to model the interaction of the artery with surrounding tissue and interstitial fluid, with
the damping coefficient set to 1.0 × 104 s−1. The density and dynamic viscosity of blood flow are set to 1.0
g/cm3 and 3.0 × 10−2 g/(cm s), respectively. The BHV leaflet density and thickness are set to 1.0 g/cm3 and
0.0386 cm, respectively.
To study the effect of anisotropy due to the fiber orientation, we perform FSI simulations of four cases:
one case of isotropic leaflets and three cases of anisotropic leaflets with fiber orientations of 0◦, 45◦, and
90◦ as shown in Fig. 4.7. Fiber orientation of 0◦ is defined by m =
z × a3
||z × a3|| , where z is a unit vector that is
perpendicular to both circumferential and radial directions of the leaflets, as shown in Fig. 4.6a, and a3 is the
normal vector of shell midsurface defined in Section 2.3.2. Vectors, m, z, and a3, are illustrated in Fig. 4.6b.
With 0◦ defined, fiber orientations of 45◦ and 90◦ are obtained by rotating m about a3. Fiber orientation of
0◦ approximates the fiber alignment along the circumferential direction of native aortic valve leaflets [144].
Fiber orientation of 45◦ approximates the fiber alignment of typical pericardial BHVs [12]. Simulations are
performed using material parameters listed in Table 4.1 obtained for the Lee–Sacks constitutive model. The
time step size for the FSI simulation is ∆t = 1.0 × 10−4 s.
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Figure 4.7: (a) The Be´zier elements defining the T-spline surface used in the shell analysis. Circumferential
and radial directions of the leaflets are represented by “cir” and “rad”, respectively. z is a unit vector that
is perpendicular to both circumferential and radial directions. (b) Fiber orientation of 0◦. a3 is the surface
normal vector and m is the normalized cross product of z and a3. (c) Fiber orientation of 45◦. (d) Fiber
orientation of 90◦.
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4.5 Simulation results and discussion
The simulated BHV opens and closes at roughly the same times with all four fiber architectures; we
define the fully opened stage at t = 0.25 s and the fully closed stage at t = 0.53 s. Fig. 4.8 depicts the
flow fields in the artery lumen from a period of the FSI simulation for the case of 45◦ fiber orientation. The
valve opens with the rising left ventricular pressure at the beginning stage of systole (0.0–0.06 s) and stays
fully open near the peak systole (0.25 s), allowing sufficient blood flow to enter the ascending aorta. A very
quick valve closure, which minimizes the reverse flow into the left ventricle, is observed at the beginning
of diastole (0.34–0.38 s). Finally, the valve properly seals and the flow reaches a near-hydrostatic state
(0.53–0.78 s).
Fig. 4.9 illustrates the deformations and strain distributions of the BHV and Fig. 4.10 shows the dis-
placement of cross-sections of the leaflet in the fully closed and full opened stages, for different fiber archi-
tectures. Fig. 4.11 illustrates the ratio of the I4 contribution to the strain-energy density functional ψel for
the anisotropic cases, viz.
∆φAI
ψel(I1, I4)
, (4.17)
where
∆φAI =
c1
2
(1 − δ)
(
ec3(I4−1)
2 − e0
)
. (4.18)
Fig. 4.9 and Fig. 4.10 show that, at the fully opened stage, the 0◦ case has strains slightly lower than
other cases. However, its valve opening size (geometric orifice area) is noticeably smaller than all other
cases. This effect is explained by Fig. 4.11: the anisotropic contribution ∆φAI for the 0◦ case is pronounced
on almost the entire leaflet at the fully-opened stage, whereas the contribution of ∆φAI is relatively small in
both 45◦ and 90◦ cases.
Based on the results shown in Figs. 4.9–4.11, the overall behavior of the 90◦ fiber orientation case is
very close to that of the isotropic case. This is expected, given that leaflets are only tethered at one end along
the radial direction, and thus fibers oriented radially are unable to support significant tension. Leaflets are
constrained at both ends in the circumferential direction, and we see an accordingly greater proportion of
strain energy stored by fibers oriented circumferentially, in the 0◦ and 45◦ cases, as illustrated in Fig. 4.11.
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Figure 4.8: Volume rendering of the velocity field at several points during a cardiac cycle for the 45◦ fiber
orientation case. The time t is synchronized with the pressure profile in Fig. 4.5.
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Figure 4.9: Deformations of the valve from the FSI simulations, colored by the maximum in-plane principal
Green–Lagrange strain (MIPE) evaluated on the aortic side of the leaflet. Note the different color scales
used for fully-opened and fully-closed results.
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Figure 4.10: Cross-sectional profiles of the fully-opened and fully-closed leaflets.
67
0◦ fiber
ΔφAI
ψ
el I1, I4( )
90◦ fiber45◦ fiber
0.40
0.30
0.20
0.10
0.00
Figure 4.11: The ratio of I4 contribution to the strain-energy density functional for different fiber orientation
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This is most noticeable in the 45◦ case, where fibers near one commissure point of each leaflet are nearly
parallel to the direction of tension during diastole. This affects the kinematics of the leaflets during closure,
by reducing strain at that commissure point, as seen in Fig. 4.9, and minimizing the belly region’s distension
during diastole, as seen in Fig. 4.10.
The fact that this asymmetrical configuration utilizes the load-bearing capabilities of the fibers most ef-
fectively is perhaps surprising, as one might hypothesize that the symmetrical 0◦ orientation is more similar
to the fiber architecture of a native valve, and therefore optimal. However, fibers in native valves converge
toward the commissure points, which is a configuration that cannot be reproduced by cutting tissue samples
out from sheets of bovine pericardium. Pericardial leaflets will typically have a global preferred fiber direc-
tion, as approximated by the parameterization of the present study, allowing reinforcement of at most one
commissure point per leaflet. This is in agreement with the earlier experimental and computational work
of [12] on pericardial BHVs.
This work combines the isogeometric hyperelastic Kirchhoff–Love thin shell framework with the Lee–
Sacks constitutive model and immersogeometric FSI methodology to perform high-fidelity BHV FSI sim-
ulations with studies of different fiber orientations and effects of anisotropy. An important finding is that
the Lee–Sacks model, while originally proposed for simulating native mitral valve tissue, is also well-suited
for reproducing the anisotropic stress–strain behavior of cross-linked bovine pericardium. With an appro-
priate parameter set, it matches the data of [34] more closely, over a wider range of strains, than other soft
tissue models found in the literature. The relative simplicity of the Lee–Sacks model makes it an attractive
alternative to more complex high-fidelity structural models (e.g. [30–32]) in computationally demanding
applications such as FSI analysis. Our simulation results demonstrate how the presence and direction of
anisotropy affect the FSI dynamics of BHV leaflets.
The parameterization of preferred collagen fiber orientation in Section 4.4 suggests a straightforward
way to incorporate material anisotropy into parametric design frameworks for prosthetic heart valves (e.g., [20]).
This will allow systematic exploration of the combined effects of anisotropy and other geometrical parame-
ters on quantities of interest such as coaptation area and effective orifice area. If joined to a derivative-free
69
optimization algorithm as in Wu et al. [145], such a framework even opens the door for automatic determi-
nation of the best choice of fiber orientation in BHVs using FSI analysis.
While appealing from a computational perspective, the simplicity of the Lee–Sacks model leads to
several limitations that may be useful to address in future work. First, the assumption of hyperelasticity
rules out inelastic behavior, such as permanent set, which is critical to understanding long-term changes
in BHV mechanics after implantation. Second, the assumption of a single fiber family, oriented along
one direction, only approximates the angular distribution of collagen fibers in planar soft tissues. These
limitations of the Lee–Sacks model could be addressed without sacrificing computational efficiency in FSI
simulations by coupling the FSI analysis with oﬄine solid mechanics computations using higher-fidelity
models, such as those discussed by Sacks et al. [31] and Zhang and Sacks [32]. Another limitation of
the FSI computations from this work is that they do not account for variability in aortic geometry; this
limitation could be addressed by a more comprehensive study considering material anisotropy within the
patient-specific FSI analysis framework of Xu et al. [20].
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CHAPTER 5. FLUID–STRUCTURE INTERACTION SIMULATION OF
TRANSCATHETER HEART VALVES
This chapter details for FSI simulation of THV. The complete FSI system includes aortic root, blood
flow, and THV. The aortic root and blood flow are modeled as a single conforming mesh, described in
Section 5.1. The geometry modeling of THV is reported in Section 5.2. Section 5.3 shows the validation
of the THV frame modeled with isogeometric Bernoulli beam. The detailed FSI setup and the simulation
results are described in Section 5.4 and in Section 5.5, respectively.
5.1 Aorta geometry modeling
The aorta geometry is constructed based on the statistics regarding adult aorta sizes obtained from 2D
echocardiographic images [147–149]. The same parameterization method described in [147] is used for
modeling the sinus as shown in Figure 5.1a. Four key cross-sections are used to characterize the sinus, as
shown in the upper figure of Figure 5.1a. The dimensions of the three-petal-shaped cross-section, which is
constructed by three circular arcs, is further illustrated in the lower part of Figure 5.1a. All of the α angles
are chosen to be 60◦ in this paper. The details of the length scales are listed in Table 5.1. These four cross-
sections are interpolated using cubic B-spline functions to construct the sinus surface. A circular cylinder
with a radius DA is attached to the bottom of the sinus, to model the connection between the sinus and the
left ventricle. The ascending aorta is a tubular section with radius of DT AA and with a center-line extracted
from patient data. Note that the tangent of the sinus and the ascending aorta is constrained to be continuous
at their junction.
The workflow of constructing the patient-specific aorta computational mesh in Xu et al. [20] is employed
in this paper to model the blood flow domain and the artery wall. Quadratic trivariate non-uniform rational
B-spline (NURBS) elements are used to ensure an accurate reproduction of the artery wall surfaces in the
solid model. Artery wall thicknesses are defined as 14% of the local lumen radii. Fig. 5.1b illustrates the
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computational mesh, with 88,560 elements in the fluid domain, and 8,640 elements in the artery wall. The
stented BHV is modeled using cubic B-spline surfaces. The stent, which is held fixed in the simulation,
consists of 1,380 B-spline elements, and the leaflets, whose attachment edges are clamped to the stent,
consist of 351 B-spline elements in each cusp. The BHV is immersed into the sinus section of the aorta and
a cut into the interior of the fluid and artery domain is shown in Fig. 5.1b to illustrate the configuration of
the immersogeometric analysis setup. Note that the solid elements in the artery wall that are intersected by
the stent are also fixed in space and time.
Table 5.1: Aortic root dimensions.
All Adults
(12 patients) [147]
Male Adults
(68 patients) [148]
Male Adults
(310 patients) [149]
Selected
Parameters
DA (mm) 20.5 26 ± 3 21.9 ± 2.2 23
DS V (mm) 32.6 34 ± 3 33.6 ± 3.9 34
DS T J (mm) 29.8 29 ± 3 28.7 ± 3.2 29
DT AA (mm) 31.4 30 ± 4 29.9 ± 3.8 30
dRC , dLC , dNC (mm) 18.8 – – 20
dRL, dLN , dNR (mm) 13.8 – – 14
HS V (mm) 10.9 – – 11
HS T J (mm) 24.4 – – 24
HT AA (mm) 34.2 – – 34
5.2 THV geometry modeling
In this work, a self-expandable 26 mm CoreValve (CV26) (Medtronic, Minnesota) as shown in Fig. 5.3a
is modeled and studied with the FSI simulation. The CV26 consists three main components, a Nitinal-based
frame, bioprosthetic leaflets, and a skirt. The leafets and skirt are sutured on the frame. The geometry
modeling strategy is described as follows. The frame geometry is first constructed. Second, the skirt is
built, which follows the frame profile, and then finally three leaflets are designed based on the geometry of
frame and the attachment edges between leaflets and the skirt. Detailed procedures are reported in following
sections to obtain the final CV26 IGA model as shown in Fig. 5.3b.
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reconstructions from MDCT angiographic scan in 12 pathological
cases. The MDCT scan was performed using a SOMATOM Deﬁni-
tion Dual Energy scanner (Siemens Medical Solution, Forchheim,
Germany) with retrospective ECG gating and collimation 32!
0.6 mm. Telediastolic images with less motion-artifacts (70–85% of
the R–R interval) were transferred to a workstation for three-
dimensional reconstruction (Volume Rendering) using a post-
processing software provided by the CT-machine company.
From 3D VR images, both long-axis and short-axis views were
reproduced with the aim of comparing the measures with those
obtained in the 3D model generated by our software. In particular,
ratios between parameters were computed to highlight the
morphologic characteristics of the echo-based model and com-
pared with those obtained from CT reconstructions. The consid-
ered ratios are detailed in the following (Table 2).
From long-axis view:
- Hv/Dmax to characterize the shape of the sinuses.
- Dmax/Dstj to characterize loss of sinotubular junction.
- Htr/Hv to characterize the height of the interleaﬂet triangles in
relation to the valve height.
From short-axis view:
- b/a, c/a, c/b to highlight the asymmetry of the Valsalva sinuses.
- d/e, d/f, e/f to measure the asymmetry of each sinus starting
from the depth of the interleaﬂet commissures.
2.2.2.2. Statistical analysis. All continuous descriptive data are
expressed in median and IQR. The Pearson correlation coefﬁcient
(r) and the Spearman correlation coefﬁcient (rho) were
determined for linear correlation analysis. Bland and Altman
plots [15] were calculated to establish the degree of concordance
and agreement between the morphological parameters. Statistical
analysis was performed with MedCalc (version 9.3.0.0, MedCalc
Software, Mariakerke, Belgium). A p-valuer0.05 was considered
for statistical signiﬁcance.
3. Results
Based on the measures obtained with 2D echo in 12 patients
diagnosed with aortic root dilatation with and without aortic valve
regurgitation we obtained the following data:
Qualitative assessment (see Fig. 5)
The proﬁles obtained with MDCT and with the 3D echo-based
model showed similar morphology with the model representing
faithfully, in a qualitative sense, the shape of the aortic root
reconstruct by the MDCT.
Correlation study and Bland–Altman analysis (Table 3, Fig. 6)
Comparing the measures obtained in the 3D echo-based model
with those obtained with MDCT, the linear correlations (para-
metric and not parametric) between ratios were high (r and
rho40.65) and statistically signiﬁcant (po0.05) in both long axis
and short axis measures. This documents a good adaptability of
Fig. 4. 3D geometrical model design. (a) Da¼Diameter at the level of the ventriculo-aortic junction (VAj); Dstj¼Diameter at the level of the sinotubular junction (STj);
Hsin¼distance between VAj and the height of the maximal expansion of the Valsalva sinuses (Smax); Hv¼distance between VAj and STj (height of the valve); Haa¼distance
between VAj and the considered/measured cross-section of the ascending aorta; Daa¼Diameter of the ascending aorta at the considered level Haa; a.b.c.d.e.f¼main measures
of the aortic valve structure. (b) Aortic root cross-section at the level of Smax,: angles▯ α, β, γ, δ, ε and lengths a,b,c,d,e,f are highlighted. (c) Boundary functions considered to
model the aortic root surface. (d) Dimensions measured by means of echocardiography adopted to reconstruct the interleaﬂet triangles: Hs¼estimated height of coaptation
at the level of the commissures; Hv¼total valve height; Htr¼estimated height of the interleaﬂet triangle (Hv#Hs). (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
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DTAA: Ascending tubular aorta diameter. 
DSTJ: Sinotubular junction diameter. 
DSV: Valsalva sinuses diameter. 
DA: Ventriculo-aortic junction diameter. 
 
HSV: Distance between the plane of maximal 
expansion of the Valsalva sinuses and the 
ventriculo-aortic junction. 
HSTJ: Distance between the sinotubular 
junction and the ventriculo-aortic junction. 
HTAA: Distance between the arbitrary cross-
section of the ascending aorta and the 
ventriculo-aortic junction. 
 
dRC, dLC, dNC: Distance between the central 
coaptation point and the maximal expansion 
of right, left and non-coronary Valsalva sinus. 
dRL, dLN, dNR: Distance between the central 
coaptation point and each commissural line. 
αR1, αR2, αL1, αL2, αN1, αN2: Characteristic 
angles of the three sinuses. 
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Figure 5.2: Geometry m dels and meshes used in the FSI simulation of THV
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Skirt 
(a) (b)
Figure 5.4: Self-expandable CV26 (a). Photo of CV26 (Image retrieved from [150]) (b). CV26 modeled by
cubic NURBS curves and cubic NURBS surfaces.
5.2.1 Frame
The CV26 frame is laser-cut from a solid tube into 30 individual wires, with total 165 connection points.
In this work, due to unavailability of the exact design document, the geometry of the frame is estimated
according to Fig. 5.3a and the bottom diameter, 26 mm, of CV26. With the given bottom diameter, the
diameter profile over the height can be estimated using Fig. 5.3a. In addition, the frame is assumed to be
perfectly radially symmetric. Therefore, two of the 30 wires are generated first using the diameter profile,
and then the rest of wires can be radially cloned to construct a complete frame as depicted in Fig. 5.5.
The wires are modeled by Bernoulli beams as described in Section 2.3.3 with cubic NURBS curve
(weights are set to 1). Thus, there are primarily two steps in the design procedure, definition of the NURBS
curve and definition of the cross-section profile along the curve. Since the frame is assumed to be perfectly
radially symmetric, it is appropriate to use cylindrical coordinates, ρc, φc and zc, to define the control points
of the NURBS curve. The connection points shown in Fig. 5.3a are collected to be treated as turning points
for the NURBS curve. With a single wire represented by a NURBS curve, 11 turning points are collected
and denoted as P1 to P11. In Fig. 5.6, P1 to P11 points are applied as control points for a NURBS curve;
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Figure 5.5: Geometry of a perfectly radially symmetric CV26. Two green wires are designed first. Then,
the rest of wires can be radially cloned.
P1
P2
P8
P7
P6
P5
P4
P3 P9
P10
P11
Figure 5.6: Control points of two NURBS curves defining two wires. Black dashed lines depict the control
point polygon. Solid markers represent the locations of P1 to P11 defined by connection points on CV26.
Hollow markers represent the rest of control points which are subjects to be adjusted.
75
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Parametric coordinate
0
0.2
0.4
0.6
0.8
1
Ba
sis
 fu
nc
tio
n 1 32 64 5 7
13
2
6
4
5 7
Figure 5.7: Above: Two NURBS curves with three overlapping control points. Below: The corresponding
basis functions for the two NURBS curves.
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Table 5.2: List of cylindrical coordinates of P1 to P11.
ρc (mm) φc (◦) zc (mm)
P1 20.37 0 54.92
P2 20.50 12 44.83
P3 15.78 0 35.67
P4 12.33 12 30.80
P5 10.60 0 26.33
P6 10.30 12 22.34
P7 10.65 0 18.26
P8 11.14 12 14.08
P9 11.60 0 10.30
P10 12.33 12 5.15
P11 13.00 0 0.00
the corresponding cylindrical coordinates are shown in Table 5.2. The rest of the control points shown
in Fig. 5.6 are empirically adjusted until the curve visually matches the geometry of the wire shown in
Fig. 5.3a. After the first NURBS curve, the red curve shown in Fig. 5.6, is defined, the second NURBS curve,
the blue curve in Fig. 5.6, can be determined by symmetrical cloning. According to the property of cubic
NURBS, overlapping three consecutive control points of two independent NURBS curves would ensure one
overlapping physical point between these two curves. Therefore, to properly model the connection points
between the two wires, a total of 16 control points shown in Fig. 5.6 are overlapped, including P1, P3, P5,
P7, P9, and P11.
According to the formulation of the Bernoulli beam, as described in Section 2.3.3, defining the cross-
section profile it is equivalent to define two local unit vectors, a2, and ,a3, over the NURBS curve. As shown
in Fig. 5.3a, one of the vectors is simultaneously perpendicular to the tangent of the curve, a1, and to the
radial unit vector,
φˆc =

− sin φc
cos φc
0
 . (5.1)
Hence, these two unit vectors representing the cross-section profile can be defined as
a2 = a1 × φˆc, and (5.2)
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a3 = a1 × a2. (5.3)
According to the CT scan images from Hopf et al. [151], the average width along a2 is 0.48 mm and the
average width along a3 is 0.2 mm. Finally, the mesh refinement by knot insertion is performed. There are
48 elements per wire, and there are in total 1440 elements for the entire frame.
5.2.2 Skirt
As shown in Fig. 5.9, a skirt consists of three identical NURBS surfaces (weights are set to 1) following
the geometry of the frame, conforming via three C0 vertical lines. It is not straightforward to design NURBS
surfaces that perfectly match the geometry of the frame in the first place. Thus, a raw design of the skirt
is first generated to roughly match the frame as shown in Fig. 5.8a. It is clear that some part of the surface
does not follow the frame geometry. The second step is to employ the concept of penalty based coupling
between the shell and the beam, as mentioned in Section 2.3.5, to force the skirt to adhere to the frame
geometry as shown in Fig. 5.8b. Instead of penalizing the displacements, ysh and ybe, shown in Eq. (2.101),
we penalize the current locations, xsh and xbe. In addition, the frame is assumed to be undeformed, which
indicates xbe = x˚be. For the final skirt geometry, there are total 360 cubic NURBS elements and 621 control
points.
5.2.3 Leaflets
According to the general approach of leaflet design reported in Xu et al. [20], the leaflet deign is based
on the given attachment edge, the free edge, and the curvature of the leaflet. Here, the attachment edge of
the leaflets is determined by the structure of the frame and the skirt. The free edge and the curvature of the
leaflet is designed empirically to visually match Fig. 5.3a and Fig. 5.10c, due to the lack of leaflet design
information. It is not straightforward to design the closed shape of leaflet as shown in Fig. 5.10c. Therefore,
a raw design is first generated in Fig. 5.10a. Then, a 80mm Hg pressure is applied on the leaflet surface
to deform the leaflets until the geometry is visually similar to the Fig. 5.10c. Fig. 5.10b shows the final
geometry of the leaflets. There are total 1080 elements and 1449 control points for all three leaflets.
78
(a) (b)
Figure 5.9: Model of the skirt. (a). The raw design that roughly follows the frame geometry. (b). The final
design after force the leaflet to be adhered on the frame geometry.
79
For CV26, there are three enlarged lateral end regions to form commissural joints as shown in Fig. 5.10c.
In this work, the structures are modeled with 6 NURBS surfaces, which roughly follow the frame geometry.
Then the penalty technique mentioned in Section 5.2.2 is applied to force the surfaces to match the frame
geometry. There are total 36 elements and 135 control points for all the commissural joints.
5.3 Frame validation
To ensure the correct implementation of the Bernoulli beam proposed in Bauer et al. [80], we validate
it using a well-established benchmark, nonlinear analysis of a 45◦-bending beam [153–156]. The beam is a
segment of a circular arch with a radius, R, of 100 m and the cross-section profile is a square, for which the
cross-sectional area is 1 m2. A clamped boundary condition is applied at one end. At the other end, a point
load is applied out-of-plane. The Young’s modulus, E, is set to 107 kN/m2, Poisson’s ratio, ν, is 0.0, the
load parameter is defined as k = FR
2
EI , where I is the moment of inertia of the cross-section for the beam, and
non-dimensional deflections are defined as − yxR , −
yy
R , and
yz
R . The simulation with a cubic NURBS curve and
16 elements is shown in Fig. 5.12a. In Fig. 5.12b, the non-dimensional tip displacements are compared to
the results in Bathe and Balourchi [153]. In this validation, the simulated deflection matches the reference
solution.
As validation of the CV26 frame modeled with the Bernoulli beam and the technology to simulate the
connection points, the tension test of the frame is studied, and then the computed result is compared to the
experimental result and simulation result performed in [157]. For the experiment, two points on the frame are
attached to thin steel wires, which are fixed to the clamp of the MTS biaxial machine (MTS Systems, Eden
Praire, USA) as shown in Fig. 5.14a. For simulation, two opposite forces are applied to two opposite points
on the frame as shown in Fig. 5.14b and the deflection of the distance between these two points is collected.
St. Venant–Kirchhoff material model is applied with Young’s modulus, 58,000 MPa, and Poisson’s ratio,
0.33, reported in Hopf [157]. The comparison of result is plotted in Fig. 5.16. The deflection computed
with the Bernoulli beam in this work matches the simulation result reported in Hopf. It also confirms the
statement in Hopf that St. Venant–Kirchhoff material model provides a very good approximation for the
superelastic
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(c)
Figure 5.11: Leaflet design. (a). The raw design of the leaflets. (b). The final design of the leaflets after
applying a pressure on the leaflets. (c). Photo of CV26 (Image retrieved from [152])
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Figure 5.13: The 45◦-bending beam setup and result: (a). The red curve shows the undeformed geometry
and the blue curve indicates the deformed geometry. (b). Comparison of the computed result to Bathe and
Bolourchi [153].
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Figure 5.15: Tensile test of the frame (a). Experimental setup [157] with MTS biaxial machine. (b). Frame
deformation under the tensile forces modeled as the IGA Bernoulli beam
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Figure 5.16: Frame validation.
5.4 FSI simulation setup
The THV model is immersed into a pressure-driven incompressible flow through a deformable artery.
The fluid density and viscosity are ρ f = 1.0 g/cm3, and ν = 3.0 × 10−2 g/(cms), respectively, which model
the physical properties of human blood. A physiologically-realistic left ventricular pressure profile from
Yap et al. [134] and shown in Fig. 3.9 is applied as a traction boundary condition at the inflow. The duration
of a single cardiac cycle is 0.86 s. The traction, −(p0 +RQ)n, is applied at the outflow, where p0 is a constant
physiological pressure level, Q is the volumetric flow rate through the outflow, R > 0 is a resistance constant,
and n is the outward facing normal of the fluid domain as shown in Fig. 5.1b. In this work, p0 = 80 mmHg
and R = 70 (dyn s)/cm5. At both inflow and outflow boundaries, we apply backflow stabilization [72] with
γ = 0.5. The time setup-size is set to ∆t = 1.0 × 10−4 s. For the immerse parameters, τTAN and τNOR are
set to 2.0 × 102 g/(cm2 s) and 2.0 × 103 g/(cm2 s), respectively. The leaflets are modeled by the Lee–Sacks
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Figure 5.17: Left: Top view of CV26 with radial inward force applying on the frame. Right: Side view of
crimped configuration of CV26.
material model [33] and the formulation and material parameters are discussed in detail in Section 4.1 and
Section 4.3. Material parameters for the frame are mentioned in Section 5.3.
The diameter of the CV26 is larger than the diameter of the aorta. Hence, before deployment, the CV26
must be crimped to be able to fit the interior of the aorta. To crimp the CV26, radial inward forces are applied
on the frame as shown in Fig. 5.17. Then, the applied forces are gradually released to have the CV26 be
deployed at the annular location as shown in Fig. 5.19. The FSI simulation begins after the deployment.
5.5 Result and discussion
Several cardiac cycles are computed until a time-periodic solution is achieved. Fig. 5.21 shows several
snapshots of the details of the fluid solution fields and the top view of CV26 solution. During systole, staring
at t = 0.0 s, the inlet pressure is larger then the constant outlet pressure, 80 mmHg (see Fig. 3.9), so the
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Figure 5.19: (a). The crimped CV26 inside the artery wall. (b). Deployed CV26 at the annular location.
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valve starts to open. At t = 0.06 s, the leaflets hit the frame and then rebound. After rebounding, the valve
reaches the fully open stage at t = 0.25 s. Then, the valve starts to close until the fully closed configuration
at t = 0.52 s.
The radial force and friction force are plotted over a cardiac cycle in Fig. 5.23. The change of the radial
force on CV26 is mainly due to the interaction between the CV26 frame and the artery wall, whose diameter
changes during systole and diastole. As depicted in the Fig. 5.22a, the radial force drops during systole
(approximately from t = 0.0 s to t = 0.3 s) because the artery wall expands by the pressure of blood flow.
While the blood flow slows down during diastole (from approximately t = 0.3 s to t = 0.86 s), the artery
wall shrinks, which makes the radial force on CV26 increase. The friction force is presented in Fig. 5.22b.
The function of the friction force is to keep the CV26 in place while the force from the blood flow is acting
on the CV26. The positive direction of the friction force, shown by the blue curve, is defined to be the inflow
direction, so during systole, the friction force is negative while the blood flow provides the positive force.
During diastole, the blood flow provides the negative force so the friction force is positive. The red curve
shown in Fig. 5.22b indicates the friction force normal to the inflow direction, which may be negligible
compared to the friction force in the inflow direction. Fig. 5.24 shows the coefficient of static friction, which
is a dimensionless value defined by the ratio of the friction force to the radial force. It is clear that the
coefficient of static friction required to anchor the CV26 is larger during diastole. The maximum value of
the coefficient over a cycle is about 0.18. The friction magnitude distribution is shown in Fig. 5.25. While
the fully opened configuration, the CV26 is supported by the friction both from the annulus and from the
ascending aorta. During the fully closed configuration, the CV26 is anchored mainly by the friction force
from the annulus.
87
t = 0.0 (t = 0.86) s t = 0.04 s t = 0.06 s t = 0.09 s
t = 0.32 s t = 0.33 s t = 0.52 st = 0.25 s
Figure 5.21: Volume rendering of the velocity field at several points during a cardiac cycle. The time t is
synchronized with Fig. 3.9 for the current cycle.
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Figure 5.23: The radial force and friction force of CV26 over a cardiac cycle.
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Figure 5.25: Left: Friction magnitude distribution at the fully-opened configuration. Right: The fully-closed
configuration.
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK
In this dissertation, an immersogeometric framework for the simulation of BHVs is developed. The re-
lated formulation is introduced and proposed in Chapter 2. To demonstrate the importance of FSI in relation
to BHVs, a comparison study is carried out in which FSI is compared to a structural dynamics approach
in Chapter 3. Due to a for a realistic constitutive material model for BHV leaflets, an anisotropic model
is introduced and parameterized based on given experimental biaxial tensile tests in Chapter 4. Finally, in
Chapter 5, FSI simulation of THV using immersogeometric framework is performed.
The need of FSI for BHV simulations is studied by comparing the FSI results with the results of a
standalone structural dynamics simulation driven by prescribed transvalvular pressure. Structural dynamics
simulation cannot capture the transient response of an opening valve or the so-called “water hammer effect”
in a closing valve. The result in terms of the of dynamical properties of BHVs is significantly different from
FSIs. Thus, we concluded that the structural dynamics simulation cannot completely represent the results
using an FSI simulation.
The primary load-bearing component of tissue in BHV leaflets is a network of collagen fibers. These
fibers are preferentially arranged in one direction, providing greater stiffness along this preferred direction.
Therefore, realistic BHV leaflets cannot be modeled without considering anisotropy and nonlinearity. To
model these characteristics in a computationally efficient way with a limited number of parameters, the Lee–
Sacks constitutive material model is introduced and further parameterizated with equibiaxial experimental
data. Additionally, a straightforward way to incorporate material anisotropy into a parametric design is
proposed in Section 4.4. This will allow systematic exploration of the combined effects of anisotropy and
other geometrical parameters on quantities of interest such as coaptation area and effective orifice area.
To extend the immersogeometric framework used in [21] from simulating surgical BHVs to simulating
THVs, an isogeometric Bernoulli beam and all associated couplings and contacts are integrated into the
framework. With a simple and effective method proposed in Section 5.2.1, the THV frame is parametrically
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modeled and validated. Based on the geometry of the THV frame, a parameterized design of entire THV is
simulated and analyzed using the extended immersogeometric framework. By the evaluation of radial force
and friction force on the THV frame simultaneously, the required friction coefficient, which is an important
term for indicating the risk of anchoring of the THV, is estimated.
In this dissertation, an immersogeometric framework for the simulation of BHVs including THVs is
successfully developed. Parametric isogeometric design of THVs is proposed and the anchoring ability of
THVs is analyzed. This THV FSI framework with patient-specific information provides valuable informa-
tion for clinical planning and decision making. If joined to a derivative-free optimization algorithm as in Wu
et al. [145], such a framework even opens the door for automatic determination of the best choice of THVs
using FSI analysis.
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