Many-body quantum metrology with scalar bosons in a single potential
  well by Fraïsse, Julien M. E. et al.
ar
X
iv
:1
80
9.
08
09
3v
3 
 [q
ua
nt-
ph
]  
17
 A
pr
 20
19
Many-body quantum metrology with scalar bosons in a single potential well
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Seoul National University, Department of Physics and Astronomy,
Center for Theoretical Physics, Seoul 08826, Korea
We theoretically investigate the possibility of performing high precision estimation of an externally
imposed acceleration using scalar bosons in a single-well trap. We work at the level of a two-mode
truncation, valid for weak to intermediate two-body interaction couplings. The splitting process
into two modes is in our model entirely caused by the interaction between the constituent bosons
and is hence neither due to an externally imposed double-well potential nor due to populating
a spinor degree of freedom. The precision enhancement gained by using various initial quantum
states using a two-mode bosonic system is well established. Here we therefore instead focus on the
effect of the intrinsic dynamics on the precision, where, in a single well, the Hamiltonian assumes
a form different from that of the typical double-well case. We demonstrate how interactions can
significantly increase the quantum Fisher information maximized over initial states as well as the
quantum Fisher information for a fragmented or a coherent state, the two many-body states that
can commonly represent the ground state of our system.
I. INTRODUCTION
Within quantum theory, it has been possible to ap-
ply — and extend — results from classical statistics to
what is now known as quantum parameter estimation
theory, whose aim is to investigate questions related to
the estimation of a deterministic parameter — say λ —
using a quantum system [1]. The main paradigm is, hav-
ing ν copies of a λ-dependent quantum state ρλ at our
disposal, to find what the best possible precision is, ac-
cording to quantum mechanics, for the estimation of λ.
The quantum Cramér-Rao bound answers this question
by relating the variance of any unbiased estimator λest
to the quantum Fisher information (QFI) [2–4]:
Var[λest] ≥ 1
ν Iλ
. (1)
Crucially, this bound can always be saturated in the limit
of large ν, therefore making the QFI Iλ a proper figure of
merit for the precision which can in principle be attained.
In general, a dynamical protocol for quantum metrol-
ogy is four-step: The preparation of an initial state, the
imprinting of the parameter during the evolution, the
measurement of the final state, and eventually — after
repeating these three steps ν times — the estimation of
the parameter from the measurement results [5]. An im-
portant class of quantum protocols are based on inter-
ferometry, and many interferometers can be modeled as
a Mach-Zehnder interferometer (MZI), which is a two-
mode interferometer. In the optical case — the original
one — the two modes correspond to the two arms of the
interferometer. Light is sent to one or both input ports,
goes through a first beam splitter, accumulates a phase
in one arm, and goes through a second beam splitter.
Eventually a measurement at the output of the arms is
made to collect the data from which the parameter is in-
ferred. Using a classical state at the input the QFI is at
most equal to Nt2, the shot noise limit, while by using
properly designed states one can reach a QFI equal to
N2t2, known as the Heisenberg limit [6–8].
In this optical scenario, the parameter λ is imprinted
by a phase-shift Hamiltonian, i.e. a Hamiltonian λGˆ in
which the parameter λ is an overall multiplicative factor,
and where Gˆ is the generator of the transformation. For
a long time the study of quantum metrology has been
focusing on such Hamiltonians. Recently, a lot of atten-
tion has been devoted in quantum metrology to Hamil-
tonians which, having a more complex dependency on
the parameter, are not phase-shift Hamiltonians [9–21].
For example, while λ(Jˆz + χJˆx) and λJˆ
2
z are phase-shift
Hamiltonians with respect to λ, cos(λ)Jˆx + sin(λ)Jˆy and
λJˆz+Jˆx are not phase-shift Hamiltonians. Notice, in par-
ticular, that nonlinear Hamiltonians can be phase-shift
Hamiltonians (see, e.g., [22–24]). It turns out that when
considering complex Hamiltonians, not all of them allow
the same precision in quantum metrology. Also the ques-
tion of the time behavior (which is trivial for a phase-shift
Hamiltonian) becomes more intricate here. Such studies
show the importance of the dynamics, and demonstrate
that it is insufficient to only discuss the influence of the
initial state to assess the precision attainable.
Beyond the optical case, quantum metrology can be
based on atomic systems as well [25–30], and in particular
on cold quantum gases [31–35]. For example, using two-
mode bosonic atomic systems it is also possible to design
an MZI, where the beam splitting process depends on the
particular system. These systems can be represented by
an assembly of qubits in a symmetric state, the internal
states of spinor gases, or cold gases in a double-well trap,
see for a selection of the extensive literature [21, 36–46].
We notice that metrology with cold atoms has already
been implemented experimentally, e.g., in Refs. [47–50].
Formally, all these two-mode systems can be mapped to a
spin system using the SU(2) representation. Then, a pri-
ori, results obtained for a specific system can be directly
applied to another system, in particular regarding the en-
hancement offered by a given initial state. Nevertheless
this is true only as long as the dynamics governing the
2systems are identical. Hence we focus in our study below
on the role of the dynamics for the estimation precision.
In this paper we investigate how scalar bosons in a
single-well trap can be used for estimating an external
force (an acceleration) applied to the bosons (the estima-
tion of the intrinsic coupling parameters of the Hamilto-
nian has been considered in [51]), and in particular to
assess the effect of interaction. We work in a regime
of weak to intermediate interaction couplings, for which
the two-mode truncation approximately applies. Con-
trary to the double-well case where the splitting into two
modes corresponds to a spatial splitting, in our scenario
the splitting is purely coming from interactions. It is
also distinct from a spinor gas in a single trap where the
“splitting” is performed internally, and the particles oc-
cupy two hyperfine states (with the usual approximation
that they share the same spatial mode). For a double
well, the natural description by two modes is established
by a sufficiently large barrier, and the dynamics is rep-
resented by the competition of the single-particle tun-
neling between these modes and the interactions in each
well. The single-well geometry imparts definite parity
to the modes, thus the system has pair-tunneling dom-
inating over the negligible single-particle tunneling. In
addition, there occurs a term involving the product of
occupation numbers in the modes; both of the latter two
terms are exponentially small in the double-well geome-
try. Therefore the dynamics of our system in particular
as regards the crucial interplay between the mode occu-
pations, is fundamentally different from the one obtained
in the double-well scenario.
Our paper is organized as follows. In section II we in-
troduce the physcial system, its Hamiltonian, discuss the
main differences between single and double well geome-
tries and present the different scenarios for metrology. In
section III we first introduce the tools to study quantum
metrology in presence of a nontrivial dynamics, in par-
ticular the maximal QFI and an upper bound to it. We
then use these tools to analyze the effect of the interaction
on the precision of the estimation of the external force,
and show how, in the most realistic (within our model)
regime of parameter (small accelerations), interactions
are needed to reach a high QFI. In section IV, to explore
more realistic scenarios, we look at the performance of
a fragmented and a coherent states on a protocol resem-
bling an MZI. The analysis shows again how interaction
couplings can enhance the estimation precision of the ac-
celeration.
II. SCALAR BOSONS IN A SINGLE WELL
A. System Hamiltonian and ground states
We consider a harmonically trapped ultracold 1D
bosonic gas with short-ranged two-body interactions of
coupling strength g1D. Introducing a rescaled coupling
constant
g = Ng1D, (2)
the Hamiltonian can be written
Hˆsys =
1
2
N∑
α=1
[
− ∂
2
∂x2α
+ x2α
]
+
g
2N
∑
α,β
δ(xα − xβ) , (3)
setting ~ and atomic mass m both to unity, and where
the coordinates of atoms are denoted by xα. For nota-
tional convenience, we rescale energies by l−2 and lengths
by l, which represents the harmonic oscillator length.
All quantities in what follows are thus dimensionless
(given in units of powers of l). Introducing the bosonic
field operator ψˆ(x) that satisfies the commutation re-
lations [ψˆ(x), ψˆ†(x′)] = δ(x − x′) and [ψˆ(x), ψˆ(x′)] =
[ψˆ†(x), ψˆ†(x′)] = 0 gives the field-quantized form of Hˆsys:
Hˆsys =
1
2
∫
dx ψˆ†(x)
[
− ∂
2
∂x2
+ x2
]
ψˆ(x)
+
g
2N
∫
dx ψˆ†(x)ψˆ†(x)ψˆ(x)ψˆ(x) . (4)
We work at the level of a two-mode truncation. Writ-
ing the two-mode truncated field operator as ψˆ(x) =
ψ0(x)aˆ0 + ψ1(x)aˆ1 with annihilation operators aˆ0 and
aˆ1, we obtain [52]
Hˆsys =
1∑
i=0
ǫiaˆ
†
i aˆi +
A1
2
aˆ†0aˆ
†
0aˆ0aˆ0 +
A2
2
aˆ†1aˆ
†
1aˆ1aˆ1
+
[
A3
2
aˆ†0aˆ
†
0aˆ1aˆ1 + h.c.
]
+
A4
2
aˆ†0aˆ0aˆ
†
1aˆ1 , (5)
where the single-particle energies are given by ǫi =
1
2
∫
dxψ∗i (x)
[− ∂2∂x2 + x2]ψi(x), and the interaction cou-
plings read A1 = V0000, A2 = V1111, A3 = V0011,
and A4 = V0101 + V1010 + V1001 + V0110, where Vijkl =
(g/N)
∫
dxψ∗i (x)ψ
∗
j (x)ψk(x)ψl(x). A1 (resp. A2) is the
interaction energy of atoms in ψ0(x) [resp. ψ1(x)], A3
is the amplitude for pair tunneling, and A4 is the in-
termode density-density interaction coupling. We stress
again that both A3 and A4 are exponentially smaller than
A1 and A2 in a double well. The orbitals ψ0(x) and ψ1(x)
are assumed to be real for the simplicity of our discussion,
which in turn renders all Ai also real. Due to the sym-
metry of the trap potential (e.g. of the above specified
harmonic type) ψ0(x) and ψ1(x) have a spatial parity:
ψ0(x) is even while ψ1(x) is odd. Then, terms corre-
sponding to particle exchange (e.g. ∝ aˆ†0aˆ1) or occupa-
tion number-weighed particle exchange (e.g.∝ aˆ†0aˆ†0aˆ0aˆ1)
do not contribute to the Hamiltonian.
For scalar bosons in a single-well trap, the justification
of the two-mode truncation is not as straightforward as
for bosons in a double well, where it is the spatial separa-
tion that at least suggests the use of a two-mode trunca-
3tion, by simply using the respective ground-state orbitals
of left and right well [53]. A more refined variant of the
two-mode approximation uses properly chosen effective
modes, see [54] for a detailed analysis and further ref-
erences .However, one should realize that the two-mode
truncation has its limits of validity also in a double well,
cf. the self-consistent analysis of [55]. In a harmonic trap,
for very weak interaction — the single-condensate regime
— the system is well described using a single mode (that
is, by single-orbital mean-field theory), while for very
strong interaction — the Tonks-Girardeau regime — the
system is fermionized and its description requires a very
large number of modes [56]. In this context, the two-
mode truncation is the first step to take into account the
effect of interaction beyond the mean-field regime. To ob-
tain an estimate regarding the regime of validity of our
model we use some existing results concerning our model.
In [57] the authors characterize the single-condensate and
the Tonks-Girardeau regimes. A Lieb-Liniger-type pa-
rameter γ = g1D/n may be introduced to identify and
discriminate both regimes. Here, n represents the central
density. With our choice of units the Lieb–Liniger type
parameter approximately reads γ ≃ 1.5× g4/31D N−2/3. In
the single-condensate regime the parameter γ ≪ 1 while
in the Tonks-Girardeau regime γ ≫ 1. Here we consider
the two-mode truncation to be valid in the intermediate
regime, that is for values of γ of the order (or below) one,
so that g
4/3
1D . N
2/3, which translates as g . N3/2. We
emphasize that this simple analysis does not thoroughly
justify the two-mode truncation of the field operator ex-
pansion. A more complete analysis determining in par-
ticular the energy level occupation statistics must involve
self-consistent many-body calculations cf., e.g., the mul-
ticonfigurational Hartree approach utilized in [56, 58].
B. SU(2) representation and parameter regimes
There exists an important connection between a spin
system and a two-mode bosonic system. Namely, the lat-
ter is formally equivalent to a spin of size J = N/2. In
the Schwinger representation, we define the SU(2) oper-
ators as Jˆx = (aˆ
†
0aˆ1 + aˆ
†
1aˆ0)/2, Jˆy = (aˆ
†
0aˆ1 − aˆ†1aˆ0)/2i ,
Jˆz = (aˆ
†
0aˆ0 − aˆ†1aˆ1)/2, and Jˆ0 = (aˆ†0aˆ0 + aˆ†1aˆ1)/2 = Nˆ/2.
Then, the Hamiltonian of the bosons in a single trap
within the two-mode truncation is recast as
Hˆsys = −δǫJˆz + g
[
N − 1
2N
δA˜Jˆz +
η
N
(Jˆ2x + ξJˆ
2
y )
]
. (6)
In terms of the parameters introduced in Eq. (5), we have
δǫ = ǫ1 − ǫ0 , (7)
δA˜ = A˜1 − A˜2 , (8)
η =
A˜4 + 2A˜3 − σA˜
2
, (9)
ξ =
σA˜ + 2A˜3 − A˜4
σA˜ − (2A˜3 + A˜4)
, (10)
with σA˜ = A˜1 + A˜2, A˜i = Ai/g1D, and where δǫ cor-
responds to the energy difference between the single-
particle modes while η, ξ, and δA˜ characterize the interac-
tion terms. We see that the interaction Hamiltonian has
two contributions: a nonlinear term and a renormaliza-
tion of the single-particle term. To make this last point
more apparent we write the Hamiltonian as
Hˆsys = qJˆz + η
g
N
(Jˆ2x + ξJˆ
2
y ) . (11)
with
q = g
(N − 1)
N
δA˜
2
− δǫ (12)
the renormalized energy difference.
The assumed reality of the mode functions implies that
A˜i ≥ 0, A˜4 = 4A˜3, and σA˜ ≥ 2A˜3. Further, these rela-
tions imply that
(i) η and ξ have opposite signs,
sgn(η) = −sgn(ξ) , (13)
(ii) ξ is negative or larger than unity,
ξ ≤ 0 or ξ ≥ 1 , (14)
where ξ = 0 is achieved for ψ0(x) = ψ1(x) and ξ = 1
is achieved for ψ0(x)ψ1(x) = 0. No restrictions apply a
priori to δA˜. Note that in a double well, to exponential
accuracy in the overlap of the two modes in the left/right
wells, we always have ξ = 1 and η < 0.
While the value of g is restricted by physical consid-
erations (see introduction) on the regime of validity of
our model (g . N3/2), the situation is less transparent
for the parameters η, ξ, and δA˜. They purely depend on
the spatial integral of the mode functions. As we need
to be specific in order to perform numerical calculations,
we choose the values of these parameters in agreement
with the values obtained when using the ground and first
excited state mode functions of a single particle in a har-
monic oscillator potential. In particular this choice of
mode function implies that A˜2 =
3
4 A˜1, A˜3 =
1
2 A˜1, and
A˜4 = 2A˜1 [52]. With A˜1 = 1 we obtain η = 0.625,
δA˜ = 0.25, and ξ = −0.6, which are the values we use in
the rest of the paper if not specified otherwise. As ob-
served above, these η and ξ have signs opposite to those
4of a double well and |ξ| 6= 1. Because we later on use the
fact that the ground state of the system is fragmented,
we restrict our analysis to a small number of particles
(N = 50), because the two-mode fragmentation degree
approximately decreases as N−1/2, all other parameters
fixed [59].
C. Two-mode metrology with a Bose gas
Our metrological protocol is designed to estimate the
value of an externally imposed acceleration which gener-
ates the Stark-type potential χ
∑N
α=1 xα in the Hamilto-
nian, where χ is the force. Its field-quantized form is
Hˆacc = χκ(aˆ
†
0aˆ1 + aˆ
†
1aˆ0), (15)
with κ = 〈0|xˆ|1〉 = 〈1|xˆ|0〉 = ∫ dxψ∗0(x)xψ1(x). Also,
the SU(2) representation of Hˆacc is
Hˆacc(λ) = λJˆx , (16)
with λ = 2χκ. In the following λ will be the parameter
we want to estimate and is referred to as the acceleration.
To estimate the value of the acceleration, one starts by
preparing an initial state |ψ0〉, lets it evolve unitarily with
Hamiltonian Hˆsys + Hˆacc(λ), and eventually performs a
measurement on the final state in order to infer the value
of λ from the measurement results. To quantify the pre-
cision of the protocol, we base our analysis on the QFI
and therefore do not consider the question of the mea-
surement itself.
It is important at this point to discuss the differences
between our system and the more frequently studied
double-well system. The typical Hamiltonian studied in
the double-well case is [14–16, 45]
Hˆdw = δǫJˆz +ΩJˆx + uJˆ
2
z , (17)
where δǫ is also the level difference, Ω is the tunneling
rate, and u is the interaction strength. In the double-
well Hamiltonian, the terms A3 and A4 present in the
single-well Hamiltonian [see equation (4)] are negligible
and A1 = A2 which means that no renormalization of the
single-particle term occurs (δA˜ = 0). On the other hand,
in the single-well Hamiltonian, there is no tunneling Ω
due the definite parity of the modes. In the absence
of interaction, the double-well Hamiltonian has exactly
the same form as our Hamiltonian in presence of the ac-
celeration. Formally the metrological analysis would go
through identically. The crucial differences appear in the
presence of interaction. While in the double-well sys-
tem interaction produces only a nonlinear term of fixed
form, in our system we obtain a renormalization of the
single-particle term plus a nonlinear term, whose form
depends on the mode functions. Notice also that many
authors [14–16, 45] have been focusing on the estimation
of δǫ in the Hamiltonian (17). Then the generator Jˆz
commutes with the interaction Jˆ2z . In our system the sit-
uation is more complex as in general the interaction term
(Jˆ2x + ξJˆ
2
y ) does not commute with the generator (Jˆx).
In terms of protocol, different situations have been
considered within the double-well scenario. In what we
call the ideal protocol (or ideal interferometer), which re-
quires a full control of the parameter δǫ and Ω, no inter-
actions are present, and the beam splitting is performed
by applying only the Jˆx operator, while the phase accu-
mulation is performed by applying only the Jˆz operator
(for the estimation of δǫ) [42]. This is formally the exact
equivalent of the optical MZI. One can also consider a
more complex dynamics, still assuming no interactions.
Then the relevant Hamiltonian for phase accumulation is
δǫJˆz + ΩJˆx [45]. In general, Jˆx has a detrimental effect
in terms of precision. Finally one can consider the full
dynamics using the Hamiltonian (17) to assess the effect
of interactions [15].
Can these three different scenarios be reproduced
within our model for the estimation of an acceleration?
The ideal scenario is not actually realistic since we cannot
set δǫ = 0 in a single potential well. It is neither realistic
to consider the regime δǫ ≪ λ which would effectively
realize an ideal interferometer. It is more appropriate to
consider the regime λ . δǫ when we take into account
that the value of λ plays also a role when discussing the
regime of validity of the two-mode truncation: For large
λ comparative to δǫ, we may expect a third mode to get
populated.
The noninteracting scenario is a priori accessible.
There one would prepare an initial state in the presence
of interaction and later on turn off the interaction using a
Feshbach resonance. However, the interacting scenario is
the most realistic, as it is the natural configuration of the
system. Furthermore, even when using a Feshbach res-
onance to reduce interactions, it is not guaranteed that
there is no residual interaction remaining between the
bosons.
III. CHANNEL QFI
We start the analysis by using the channel QFI (cQFI),
which is nothing else than the QFI optimized over the
set of initial states — that is why we also call it maxi-
mal QFI. The interest of this figure of merit is to keep
the focus on the dynamics, on the Hamiltonian, as the
explicit state dependency of QFI is cleared out. Indeed,
the cQFI is an upper bound to the QFI: If the cQFI is
low, then, independent from the initial state, the QFI will
be low. When considering the cQFI the main problem
for achieving high quantum metrological precision lies in
the dynamics and not in the initial state. Consequently,
for an increase of the QFI the dynamics must be mod-
ified. This makes the cQFI a figure of merit that suits
our purpose particularly well, as we want to investigate
how the dynamics affects the quantum enhancement in
5the precision of the estimation of the force.
A. Hamiltonian parameter estimation
Consider a generic Hamiltonian H(λ) depending on
a parameter λ that we want to estimate. We define the
cQFI as the QFI maximized over all possible initial states
[60]:
Cλ = max|ψ0〉
Iλ(e
−i tHˆ(λ) |ψ0〉) , (18)
where Iλ(e
−i tHˆ(λ) |ψ0〉) is the QFI for the state
e−i tHˆ(λ) |ψ0〉. The cQFI can be expressed conveniently
introducing the dynamical generator Hˆ [5, 18] defined
as
Hˆ = i Uˆ †∂λUˆ , (19)
where Uˆ is the evolution operator Uˆ = e−i tHˆ(λ). The
dynamical generator has also been introduced in the con-
text of double-well metrology [15], and a closed form of
it depending on the spectral decomposition of the Hamil-
tonian has been found [18], allowing to infer some prop-
erties especially in terms of time scaling (see for a de-
tailed discussion below). Using the dynamical generator
we have
Cλ = ‖Hˆ ‖2SN , (20)
with the semi-norm ‖ • ‖SN defined as the difference be-
tween the maximal and the minimal eigenvalues of the
operator [9, 20].
It is important to notice that the cQFI is upper
bounded as follow:
Cλ ≤ t2‖∂λHˆ(λ)‖2SN . (21)
Such an upper bound can be generalized to time-
dependent Hamiltonians [19]. The exact conditions for
the saturation of the bound have been given in [20]. In
particular, these conditions are fulfilled when the Hamil-
tonian commutes with its first derivative, which is the
case for a phase-shift Hamiltonian.
B. Noninteracting system
In our model, the relevant Hamiltonian during the
phase accumulation stage is Hˆ(λ) = Hˆsys+ Hˆacc(λ), and
its derivative is simply Jˆx. Therefore the upper bound
of the cQFI takes the form Cλ ≤ t2N2, which is the
Heisenberg limit. This upper bound is nothing else than
the cQFI for an ideal interferometer. Therefore with re-
spect to the cQFI the ideal interferometer has an optimal
dynamics.
But as we discussed in the above, the ideal protocol
FIG. 1. Maximal QFI (cQFI) [equation (22)] for a noninter-
acting system (the left plot has t = 1 and the right plot has
λ = 1). The dynamics is λJˆx − δǫJˆz and the parameter to be
estimated is λ. The plots illustrate the detrimental effect of
the presence of the δǫJˆz term during the phase accumulation
(for large δǫ the cQFI becomes very small).
cannot be realized using scalar bosons in a single-well
trap. There is always the single-particle term remain-
ing, and in the absence of interaction the Hamiltonian
is Hˆ(λ)|g=0 = λJˆx − δǫJˆz, with δǫ the energy difference.
This configuration was thoroughly studied in the context
of the double well [45]. As it is possible to diagonalize the
Hamiltonian, we can explicitly write down the dynamical
generator Hˆ |g=0 and calculate its semi-norm to obtain
the maximal QFI:
Cλ = N
2
{ t2λ2
λ2 + δ2ǫ
+
(
2δǫ
λ2 + δ2ǫ
)2
sin2
(
t
2
√
λ2 + δ2ǫ )
)}
.
(22)
We can check in equation (22) that by taking δǫ = 0 we
retrieve the result for the ideal protocol (the Heisenberg
limit). For small δǫ (keeping in mind that for too low
values of δǫ the two-mode approximation in our model
becomes unrealistic) the cQFI is equal to N2(t2−µδ2ǫ )+
O(δ4ǫ ) with µ ≥ 0, demonstrating the detrimental effect
of the Jˆz operator. This is illustrated by the left-hand
plot in the figure 1, where we see how near the origin the
cQFI decreases for increasing δǫ. For larger δǫ values the
cQFI is not a monotonous function of δǫ anymore (see
the black straight line corresponding to λ = 1). Such
a nonmonotonic behavior — meaning that far from the
limiting point, we do not know if it is better to increase
or reduce the detrimental term in the Hamiltonian — has
been observed previously in [17, 20].
Finally an interesting point as regards the cQFI is its
time scaling. The time scaling of the cQFI is well un-
derstood in the context of Hamiltonian parameter es-
timation. It is composed by a quadratic term and an
oscillating one [18]. The quadratic term finds its origin
in the parameter dependence of the eigenvalues of the
Hamiltonian while the oscillating term has its origin in
the parameter dependence of the eigenvectors. In par-
ticular a phase-shift Hamiltonian has only a parameter
dependence on its eigenvalues, and its QFI scales as t2. In
the nonideal interferometer, the presence of the Jˆz term
in the Hamiltonian results in an oscillating time behavior
of the cQFI, as illustrated in the right-hand plot of the
6FIG. 2. Maximal QFI (cQFI) in the presence of interaction.
The magenta dotted line displays the upper bound N2t2 (ob-
tained by using an ideal interferometer). We see in the upper
left plot (λ = 1 and t = 1) how a large enough interaction
strength helps to achieve a high cQFI, almost reaching its
upper bound. On the upper right plot (λ = 1, t = 1, and
δǫ = 10) we illustrate how for larger values of δA˜ only near
q = 0 the cQFI saturates its upper bound. On the bottom
plots we investigate how the behavior as a function of δǫ (left
plot, t = 1 and g = 20) and t (right plot, λ = 1 and δǫ = 10) is
modified by the presence of interactions (compare with figure
1).
figure 1.
Overall, we have thus found that the presence of the
Jˆz term in the dynamics has a detrimental effect on the
precision. As we commented above, within the two-mode
truncation one should keep δǫ larger than λ, and equation
(22) demonstrates that under this condition the cQFI is
highly suppressed. The cQFI being an upper bound to
the QFI, it follows that in this parameter regime it is
not possible to fully exploit the quantum enhancement,
irrespective of the choice of the initial state. To restore
quantum enhancement, it is necessary to modify the dy-
namics, for example by including the two-body interac-
tion between the bosons.
C. Effect of interactions on the channel QFI
We will now study the effect of the interactions on the
channel QFI. Such a study has previously also been real-
ized in a double well for an estimation of δǫ [15]. Notice
that then the interaction term commutes with the gen-
erator (Jˆ2z and Jˆz respectively). In the limit of large
interaction the authors of [15] showed that the cQFI sat-
urates its upper bound. In our case the situation is more
complex as the interaction introduces a renormalization
of the single-particle energy as well as a nonlinear term
which does not commute with the generator. As we men-
tioned in the section II B, we use the values obtained for
harmonic oscillator mode functions for our parameters η,
ξ, and δA˜, and keep g as a free parameter.
In the upper left-hand plot on figure 2 we represented
the cQFI as a function of g for different values of δǫ.
For δǫ = 1 the cQFI is already high without interac-
tions, grows somewhat for low values of g and then de-
creases slightly. The most interesting results are found
with higher δǫ values which, importantly, corresponds to
the most realistic regime — in terms of the acceleration
— for the validity of the two-mode truncation. Then
we already know that in the absence of interaction the
cQFI is very low. Here we see that interaction helps to
tremendously increase the cQFI, and to almost saturate
the upper bound (dotted magenta line). This result is
similar to the one obtained for the double well, although
our situation is a priori less favorable (as the nonlinear
term does not commute with the generator).
In our model, the ratio η/δA˜ is important as it controls
[assuming that |ξ| ≃ O(1)] the relative weight between
single-particle and nonlinear term. With our choice of
mode function we have η/δA˜ = 2.5, so the nonlinear term
dominates. To get an idea of the effect of a deviation
from this ratio we plotted in the top right of the figure
2 the cQFI as a function of g again for different values
of δA˜. For large values of δA˜, the cQFI reaches its upper
bound for lower values of g, but then decreases (and the
larger is δA˜, the faster it decreases). The point were
the cQFI reaches its maximum corresponds to the point
were the single-particle term vanishes, q = 0, which is
achieved roughly at g equal to 2δǫ/δA˜. As we see from
this formula, the higher δA˜, the lower is the optimal g.
Finally, in the bottom row of the figure 2 we plotted
the cQFI as a function of δǫ (left) and t (right) to directly
compare with the noninteracting case (see figure 1). Re-
garding δǫ, we again see how, near the point q = 0, the
cQFI almost saturates its upper bound (here at δǫ ≃ 2.5).
We also observe in which way the dynamics can produce
some nontrivial result, as for low values of δǫ, increas-
ing λ does not necessarily lead to a higher cQFI (e.g. at
δǫ = 5). Regarding the t dependence, we witness how the
presence of interaction reduces the oscillating behavior,
and increases the quadratic part.
IV. METROLOGY WITH GROUND STATES
We now turn our attention to a more realistic (that
is, practically realizable) scenario, and look at the per-
formance of the ground state of the system for the esti-
mation of the acceleration λ. In the spin language, the
ground state |ψg(θ)〉 of the scalar bosons in a single trap
is a superposition, for sufficiently large N , of two spin
coherent states:
|ψg(θ)〉 = 1√
2
(
|θ, π
2
〉+ i |θ, 3π
2
〉
)
, (23)
7FIG. 3. QFI for a fragmented (left) and coherent (right) ini-
tial state as a function of the interactions strength (λ = 1,
t = 1). The magenta dotted line corresponds to the QFI for a
multiplicative Hamiltonian λJˆx (ideal protocol regarding the
maximal QFI), and helps to visualize how the natural dynam-
ics of the system improves the estimation of the acceleration.
with |θ, φ〉 a spin coherent state where θ is the azimuthal
angle and φ the polar angle [52, 61, 62]. In terms
of bosonic algebra we have |θ, φ〉 = 1√
N !
[
cos(θ/2)aˆ†0 +
eiφ sin(θ/2)aˆ†1
]N |0, 0〉 with |0, 0〉 the vacuum state. Su-
perposition of spin coherent states has already been stud-
ied in the context of quantum metrology (see for example
[63]), but not for the particular dynamics of interacting
scalar bosons in a single trap we consider here.
Physically, the angle θ parametrizes the degree of frag-
mentation according to F = 2 sin2(θ/2) for 0 ≤ θ ≤ π/2
or F = 2 − 2 sin2(θ/2) for π/2 ≤ θ ≤ π. The degree of
fragmentation F is defined as F = 1−|λ0−λ1|/N where
λ0 and λ1 are the two eigenvalues of the single-particle
density matrix [64]. In [52, 61] the exact form of θ de-
pending on the parameters of the Hamiltonian (6) was
calculated. However, the values of θ obtained only using
the Hamiltonian parameters and the harmonic oscillator
ground and first excited states as orbitals are unrealis-
tically high (cf. the fully self-consistent results of [59]).
Therefore we assume an arbitrary value of θ that corre-
sponds to a low degree of fragmentation, namely θ = 0.5
(F ≃ 0.12). We also consider a coherent state obtained
by setting θ = 0 (and F = 0 as well) as a representative
of an almost vanishing degree of fragmentation.
The full protocol would thus be represented by the
following sequence:
a) Prepare the system in its ground state.
b) Turn off the interaction during a time π/(2δǫ) (beam
splitting).
c) Apply the acceleration and tune the interaction to the
value g, during a time t.
d) Apply the beam splitter again and perform the mea-
surement.
As we use the QFI, the last step is not relevant in our
analysis. Formally we are interested in the calculation
of the QFI of the state e−i t(Hˆsys+Hˆacc(λ)) e−i
pi
2
Jˆz |ψg(θ)〉.
The QFI can be calculated using the dynamical genera-
tor:
Iλ = 4(〈ψ˜g(θ)|Hˆ 2|ψ˜g(θ)〉 − 〈ψ˜g(θ)|Hˆ |ψ˜g(θ)〉2) , (24)
with |ψ˜g(θ)〉 = e−i pi2 Jˆz |ψg(θ)〉.
We represented in the figure 3 the QFI for both initial
states as a function of the interaction strength. Regard-
ing the fragmented state (left plot) the global behavior is
similar to the behavior of the cQFI (compare plot on the
top left in figure 2). Still we see that the maximum QFI
achieved here is only half of the maximal cQFI. Moreover
the QFI reaches high values only for relatively large in-
teraction strength: For δǫ = 10 we need g & 100 to reach
the same order of magnitude as the maximal cQFI. No-
tice that at g = 200 we are still in the expected regime of
validity of the two-mode approximation, see section IIA.
In this plot, we also represented the QFI for an ideal in-
terferometer (dotted magenta line). We see that owing
to the presence of interaction in the dynamics the QFI
can reach values roughly two times higher than the one
obtained for an ideal interferometer with the same state.
On the right-hand plot we represented the QFI for the
coherent state. There the behavior is much more erratic,
especially for δǫ = 1 and δǫ = 5. For δǫ = 10, we retrieve
a behavior similar to what we already observed, meaning
that at a given threshold the QFI increases steeply and
then reaches what resembles a plateau. Importantly, we
see that at its maximum the QFI is still one order of mag-
nitude lower than the one obtained for the fragmented
state. However, if we compare with the QFI obtained
in an ideal interferometer (magenta dotted line), we see
that the relative gain is high, reaching a factor six for
values of g & 100.
V. CONCLUSION
We have investigated the possibility of estimating an
external force applied to scalar bosons in a single po-
tential well. Our analysis, using the model assumption
of a two-mode truncation which is expected to be valid
for weak to intermediate interaction strength, suggests
a novel way to use cold atoms to perform quantum-
enhanced metrology. For scalar bosons in a single trap
the splitting process into two modes is solely due to the
interaction between the elementary constituents of the
scalar Bose gas, and not due to external splitting (dou-
ble well) nor due to internal splitting (spinor gas).
In terms of metrology, the crucial difference to other
two-mode models lies in the dynamics. In particular, the
presence of interactions in our system leads in the Hamil-
tonian to both a renormalization of the single-particle
term as well as to a nonlinearity whose detailed form de-
pends on the mode functions. Therefore, we have started
by using the QFI maximized over initial state (cQFI) to
characterize the system. We showed analytically that in
the absence of interaction and in the regime where the
two-mode truncation is expected to work (small accel-
erations), the cQFI — and therefore the QFI based on
any initial state — is very far from its optimal value.
We then verified numerically that the presence of inter-
action helps to increase the QFI to a large degree. This
8demonstrates, independently from the initial many-body
state, the necessity of finite interactions to benefit from
a substantial quantum enhancement within our setup.
In a second part, we focused on realistic quantum
many-body ground states. Namely we considered a frag-
mented state [a superposition of two spin-coherent states
in SU(2) language] and a coherent state, two states that
can in principle be obtained as ground states of our sys-
tem. For both states, increasing the QFI requires a larger
value of interaction strength, which is however still weak
enough such that the two-mode truncation is expected to
approximate the ground state. With the coherent state,
the highest QFI observed is roughly equal to half the
cQFI, while for the coherent state the ratio is closer to
one tenth.
The present results, which should be complemented
by a fully self-consistent many-body approach, make
a significant step towards exploring the possibility of
quantum-enhanced estimation of an external force using
scalar bosons in a single potential well.
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