We briefly survey some recent improvements of Hua's fundamental theorem of the geometry of rectangular matrices. Then we discuss possible further generalizations as well as some related open problems in the theory of preservers. We solve one such open problem using Ovchinnikov's characterization of automorphisms of the poset of idempotent matrices. Using Ovchinnikov's result we obtain a short proof of the fundamental theorem of the geometry of square matrices.
Introduction
For any two matrices A and B of the same size we define the arithmetic distance between A and B by d(A, B) = rank(A − B). It is easy to see that d fulfills the requirements for the distance function in a metric space. Two matrices are said to be adjacent (coherent) if d(A, B) = 1. Studying the arithmetic distance on matrices naturally leads to the study of the corresponding isometry group and the adjacent matrix pairs.
We will use the terminology from geometry. The points of the space are a certain kind of matrices of a given size (rectangular matrices, symmetric matrices, skewsymmetric matrices, hermitian matrices, etc.). With such a space of matrices we ୋ Supported in part by a grant from the Ministry of Science of Slovenia. associate in a natural way a group of motions. For example, in the case of rectangular matrices this group consists of all equivalence transformations followed by translations and in the case of hermitian matrices the group of motions consists of all congruence transformations followed by translations. Clearly, every motion is an isometry with respect to the arithmetic distance. The same is true for the map [a ij ] → [f (a ij )], where f is an automorphism of the underlying field. In the case of square matrices the transposition is also an isometry with respect to d. In particular, all these maps preserve the adjacent pairs of matrices. Are there any other bijective maps having this property? The study of this kind of problems was initiated by Hua in mid-1940s [7] [8] [9] [10] [11] [12] [13] [14] .
Roughly speaking, the fundamental theorems of the geometry of matrices state that a bijective map preserves the adjacent matrix pairs in both directions if and only if it is a composition of the above-mentioned maps. Thus, bijective isometries with respect to d are precisely those bijective maps that preserve the adjacent matrix pairs.
The following section will be devoted to the precise statement of these results and to an attempt to explain their deep nature. Because of many applications it seems natural to ask whether it is possible to improve these theorems. Some recent results and examples related to this question will be briefly surveyed and some open problems will be presented.
Hua's fundamental theorems of the geometry of matrices can be considered as generalizations of the characterizations of bijective linear preservers of rank one matrices. In Section 3 we will discuss the possibility of extending other linear preserver results in a similar way. In particular, we will solve the problem of characterization of idempotent preserves using Ovchinnikov's characterization of automorphisms of the poset of idempotent matrices. We will conclude the paper by presenting a short proof of the fundamental theorem of the geometry of square matrices based on Ovchinnikov's result.
Hua's fundamental theorems of the geometry of matrices
For any field F we denote by M m×n (F) the space of all m × n matrices over F. When m = n, we write simply M n (F) for M n×n (F) . For A ∈ M m×n (F) we denote by A t the transpose of A. Note that for nonzero vectors x ∈ F m and y ∈ F n the matrix xy t has rank 1 and every matrix of rank 1 can be written in this form. Here we have identified F m with M m×1 (F) .
We will first consider the geometry of rectangular matrices. With the space M m×n (F) we associate naturally a group of motions which consists of transformations of the form
where P and Q are invertible matrices of dimension m × m and n × n, respectively, and R is any m × n matrix. Obviously, this group acts transitively on M m×n (F).
Let us now formulate the fundamental theorem of the geometry of rectangular matrices. 
In fact, the same result (with f being an antiautomorphism in (3)) holds in the more general case that F is any division ring. For the sake of simplicity we will restrict ourselves in this paper to matrices over fields. Hua proved the above theorem under the additional assumptions that φ is bijective and F is not the field with two elements. This particular case was proved later by Wan and Wang [25] (see also [24] ). Finally, in [22] it was proved that every map on the space of rectangular matrices preserving the adjacency in both directions is automatically injective.
Recently, one of the most active research areas in linear algebra has been the problem of characterizing linear preserves on matrix spaces. The systematic study of such maps started four decades ago (see [16, 21] ). In the study of linear preserver problems, a frequently used approach is reducing the original problem to the problem of rank 1 preserves. Let φ : M m×n (F) → M m×n (F) be a bijective linear map preserving rank one matrices, that is rank A = 1 implies rank φ(A) = 1. It follows then from [3, Lemma 1] that rank A = 1 if and only if rank φ(A) = 1. Hence, bijective linear rank one preservers obviously satisfy the assumption of Hua's theorem. So, many results on nonsingular linear preserves are the consequences of Hua's result. Moreover, when applying Hua's result we do not need the assumption that the maps under the consideration are linear. Therefore Hua's result might be useful when studying preserves that are not assumed to be linear. An interested reader can find results on such maps in [1, 2, 4, 18, 19] as well as in Section 3 of this paper.
It is well known that every automorphism φ of the matrix algebra M n (F) is inner, that is, of the form φ(A) = T AT −1 , A ∈ M n (F), for some invertible matrix T . It is then an easy consequence, that every antiautomorphism φ of M n (F) , that is, bijective linear map satisfying φ(AB) = φ(B)φ(A), is of the form φ(A) = T A t T −1 , A ∈ M n (F), for some invertible matrix T . Assume that the underlying field is not of characteristic 2. Then we can introduce a Jordan product (F) , and hence for every A, B ∈ M n (F) we have
Hence,
It is easy to verify that a nonzero T ∈ M n (F) is of rank 1 if and only if T XT ∈ span{T } for every X ∈ M n (F). Hence, if φ is a Jordan automorphism then it preserves rank 1 matrices. It is now an almost direct consequence of Hua's result that φ has to be an inner automorphism or an inner antiautomorphism. Here, we have mentioned two applications but there are other applications in the theory of local automorphisms [20] and in geometry [24] . Because of all these applications we think that Hua's theorem deserves further investigation. We have already mentioned that in [22] the original bijectivity assumption was replaced by a weaker surjectivity assumption. This generalization was rather trivial. More interesting question is whether we can go a step further by omitting also the surjectivity assumption and still get the same conclusion with the only difference that f is not an automorphism but just an endomorphism of the underlying field F? It turns out that the answer depends on the underlying field F. In [22] it was proved that the answer to this question is in the affirmative when the underlying field F is finite or the field of real numbers, while it is negative in the complex case. The main reason for this difference between the space of real m × n matrices and the space of complex m × n matrices is the existence of a lot of nonsurjective endomorphisms of the complex field [15] . Contrary to the complex case there are only two endomorphisms of the real field: the zero map and the identity. So, the above-mentioned improvement of Hua's theorem for real matrices reads as follows. 
Perhaps even more interesting question is whether we can replace the assumption of preserving the adjacency in both directions in Theorem 2.1 by a weaker assumption of preserving the adjacency in one direction only. We say that φ preserves the Let us conclude the discussion of the geometry of rectangular matrices by two results recently obtained by Petek and this author [20] . In the real case we know that the fundamental theorem holds true without the surjectivity assumption and it is tempting to conjecture that it also holds true under the assumption of surjectivity and the weaker assumption of preserving the adjacency in one direction only. One can go even one step further and ask whether the sole assumption of preserving the adjacency in one direction is enough to guarantee that φ is of the form (4) or (5). It is easy to see that the answer to this question is negative [20] . For let f : M m×n (R) → R be any injective function and T ∈ M m×n (R) any rank 1 matrix. Then the map φ :
T obviously maps adjacent pairs of matrices into adjacent pairs of matrices and is injective. There are more complicated examples of injective adjacency preserving maps on M m×n (R) that are not of the form (4) or (5) [20] . So, if we want to have a reasonable result we need some additional assumptions beside the assumptions of injectivity and preserving the adjacency in one direction. Our goal is to characterize the group of motions and having in mind Theorem 2.1 and the fact that there are a lot of noncontinuous automorphisms of the complex field one natural choice for the additional assumption in the real and the complex case is the continuity assumption. Petek and Šemrl [20] proved that under this additional assumption we get the following expected result.
Theorem 2.3. Let F = R or C. Suppose m and n are integers 2 and φ an injective continuous map from M m×n (F) into itself. Assume that φ(A) and φ(B) are adjacent whenever A and B are adjacent, A, B ∈ M m×n (F). Then there exist R ∈ M m×n (F)
and invertible matrices P ∈ M m (F) and Q ∈ M n (F) such that one of the following holds:
The proof of this theorem is completely different from the proof of Theorem 2.1. In the presence of the continuity the main tools used in the proof are the invariance of domain theorem and Borsuk-Ulam theorem.
Similar to the case of rectangular matrices we associate with the space H n of all complex n × n hermitian matrices the group of motions which consists of all transformations of the form A → P * AP + K, where P is any invertible complex n × n matrix and K any hermitian matrix. Clearly, every such motion is a bijective mapping preserving the adjacency in both directions. As before we will see that the invariance of adjacent pairs of matrices is almost sufficient to characterize the motions among all bijective maps on H n . Namely, we have the following fundamental theorem of the geometry of hermitian matrices.
Theorem 2.4. Let n be an integer 2, and φ a surjective map from H n onto itself. Assume that for every A, B ∈ H n , A and B are adjacent if and only if φ(A) and φ(B) are adjacent. Then φ is either of the form
or of the form
where c is a nonzero real constant, P an invertible n × n complex matrix, and K a hermitian n × n matrix.
A related linear preserver result can be found in [6] . For the sake of simplicity we restricted ourselves to the case that the underlying field is the field of complex numbers although the same statement holds for more general division rings with an involution [24] . On the other hand, the above result is a slight improvement of the result from Wan's book since there the theorem was proved under the stronger assumption of bijectivity. Our improvement is rather trivial since all we have to do is to show that every surjective map φ : H n → H n preserving the adjacency in both directions is automatically injective.
Proof of Theorem 2.4. Assume that φ(A) = φ(B) and denote
. Then clearly, ψ maps both 0 and C into 0 and preserves the adjacency in both directions. In particular, it maps rank 1 hermitian matrices into rank 1 hermitian matrices. If C / = 0 then there exists an invertible n × n complex matrix T such that
where D is a diagonal matrix with all diagonal entries ∈ {−1, 1}. It is now easy to see that there exists a rank 1 hermitian matrix F with rank(F − C) / = 1. But then 1 / = rank(ψ(F ) − ψ(C)) = rank ψ(F ), contradicting the fact that ψ maps rank 1 hermitian matrices into rank 1 matrices. This completes the proof.
Similarly as in the case of rectangular matrices we can pose several natural questions concerning Theorem 2.4. Namely, we can ask whether we can get the same conclusion without the surjectivity assumption or under the weaker assumption of preserving the adjacency in one direction only? It is also tempting to believe that the same conclusion holds under the assumption that φ is a continuous injective mapping preserving the adjacency in one direction only. To the best of our knowledge all of these problems are open.
Let us conclude this section by mentioning that we have similar results and similar open problems for the spaces of symmetric matrices and skew-symmetric matrices. For known results on the geometry of these spaces we refer to [24] .
Related results
A basic result in the theory of linear preservers is the characterization of bijective linear maps on M m×n (F) preserving matrices of rank 1. We already know that such maps preserve matrices of rank 1 in both directions. Hua's fundamental theorem of the geometry of rectangular matrices is a far reaching generalization of this result. Namely, the two assumptions in the above-mentioned linear preserver result, that is, the assumption of linearity and the assumption of preserving matrices of rank 1 in both directions, are replaced in Hua's theorem by a single weaker assumption that rank(A − B) = 1 if and only if rank(φ(A) − φ(B)) = 1. It seems natural to ask if we can improve other linear preserver results in a similar way. We can replace rank by other scalar functions f and then study the corresponding preservers, that is, the mappings φ satisfying f (φ(A) − φ(B)) = f (A − B). There are two such recent results. In [2] the following result was proved. 
The first result on linear preservers is due to Frobenius [5] who characterized bijective linear determinant preserving maps on matrix algebras. Recently, Dolinar and the author [4] replaced the two assumptions in this result, that is, the assumption of linearity and the assumption of preserving the determinant by a single weaker assumption and obtained the following generalization of this classical result. 
Then there exist M, N ∈ M n (C) with det(MN) = 1 such that either
It would be interesting to know whether we get the same conclusion under the weaker assumption that det(
Following this line of thinking we may try to extend the results on linear preservers of matrix subsets. Given a set of matrices S one may ask what is the general form of maps φ satisfying φ(A) − φ(B) ∈ S if and only if A − B ∈ S. When trying to obtain such generalizations interesting things can happen. We will illustrate this by considering idempotent preservers. Our main tool in these considerations will be the result of Ovchinnikov on automorphisms of the poset of idempotents. Assume from now on that the characteristic of F is not equal to 2. We denote by P n (F) the set of all idempotents in M n (F). The set P n (F) is known to be a poset with P Q if P Q = QP = P for P , Q ∈ P n (F). A map φ : P n (F) → P n (F) is order-preserving (also called monotone or isotone) if for every pair P , Q ∈ P n (F) the relation P Q implies φ(P ) φ(Q). When φ is bijective and preserves the order in both directions, that is, P Q if and only if φ(P ) φ(Q) for every pair P , Q ∈ P n (F), we say that φ is an automorphism of the poset P n (F). We are now ready to formulate the result from [23] . 
In the special case that F is the field of real or complex numbers the above result has been proved under the stronger assumption of preserving the order in both directions in [17] where also the infinite-dimensional case was treated. Now we are ready to start our investigation of idempotent preservers. It is well known that every nonzero linear map on M n (C) which preserves idempotents is either an inner automorphism or an inner antiautomorphism. Having in mind the above results it would be tempting to conjecture that if φ : M n (C) → M n (C) is a bijective continuous map with the property that A − B ∈ P n (C) if and only if φ(A) − φ(B) ∈ P n (C), A, B ∈ M n (C), then φ must be either an inner automorphism or an inner antiautomorphism possibly composed by the entrywise complex conjugation. However, this conjecture turns out to be false as the following example shows. Let g be any continuous map from the complex field into sl n (C), the space of all trace zero matrices, satisfying g(λ + 1) = g(λ) for every λ ∈ C. Define φ, ψ :
(C) by φ(A) = A + g(tr A) and ψ(A) = A − g(tr A), A ∈ M n (C). Clearly, φ(ψ(A)) = A and ψ(φ(A)) = A for every A ∈ M n (C). Thus, φ is bijective and continuous. If A − B is an idempotent then tr(A − B) is a nonnegative integer, and therefore, g(tr A) = g(tr B). Consequently, φ(A) − φ(B) = A − B is an idempotent. Repeating the same argument for ψ we conclude that φ is a bijective continuous map satisfying A − B ∈ P n (C) if and only if φ(A) − φ(B) ∈ P n (C), A, B ∈ M n (C).
However, in general it is far from being an automorphism or an antiautomorphism of M n (C) possibly composed by the entrywise complex conjugation. So, in order to have a reasonable result we need stronger assumptions. And it turns out that the desired result follows from just slightly stronger assumptions.
Theorem 3.4. Let n 3 and let φ : M n (C) → M n (C) be a bijective continuous map. Assume that

A − λB ∈ P n (C) if and only if φ(A) − λφ(B) ∈ P n (C) (8) for every A, B ∈ M n (C), λ ∈ C. Then there exits an invertible T ∈ M n (C) such that either φ(A) = T AT −1 , A ∈ M n (C), or φ(A) = T A t T −1 , A ∈ M n (C).
For the proof of this result we will need the following two lemmas.
Lemma 3.5. Let
with A 1 ∈ M r (C) and A 4 ∈ M n−r (C) for some integer r, 1 r n − 1. Assume that
for every Z ∈ M r×(n−r) (C), and
for every W ∈ M (n−r)×r (C). Then either
where I r stands for the r × r identity matrix.
Proof. Comparing the upper left corners of both sides of the equation
we see that A 2 1 + A 2 A 3 + ZA 3 = A 1 for every Z ∈ M r×(n−r) (C), and consequently, A 3 = 0. It follows then from (9) (9) and (10) we get in the first case that A 4 = I n−r while in the second case we obtain A 1 = I r . This completes the proof.
Lemma 3.6. Let
where A 5 is an idempotent.
Proof. Comparing the (1, 2) and after that the (1, 1) block entries of the both sides of the equation 
Proof of Theorem 3.4.
Let us first prove that φ maps P n (C) bijectively onto itself. Indeed, if P ∈ P n (C) then P − λ0 is an idempotent for every complex number λ, and
It follows easily that φ(P ) is an idempotent. Similarly, φ −1 maps idempotents into idempotents, and consequently, φ(P n (C)) = P n (C). It is easy to show that for any two idempotents P and Q we have P Q if and only if Q − P is an idempotent. Hence, the restriction of φ to P n (C) preserves the order and we can apply Theorem 3.3 together with the continuity assumption and the well-known fact that the identity and the conjugation are the only continuous automorphisms of the complex field to conclude that there is an invert-
After composing φ by a similarity transformation and the transposition, if necessary, we may assume
In the second case we compose φ by the entrywise complex conjugation. So, we may assume from now on that φ : M n (C) → M n (C) is a bijective continuous map satisfying φ(P ) = P , P ∈ P n (C), and either (8), or A − λB ∈ P n (C) if and only if φ(A) −λφ(B) ∈ P n (C) for every A, B ∈ M n (C), λ ∈ C. In order to complete the proof we have to show that φ(A) = A for every A ∈ P n (C) in the first case and that the second case cannot occur.
In the next step we will show that in the first case we have φ(λP ) = λP , P ∈ P n (C)\{I }, λ ∈ C, while in the second case we have φ(λP ) =λP , P ∈ P n (C)\{I }, λ ∈ C. We will consider only the first case as the proof in the second case goes through in almost the same way. There is nothing to prove if P = 0. So, choose and fix a nonzero P and a scalar λ / = 0, 1. There is no loss of generality in assuming that
For every idempotent Q of one of the following two forms:
we have λP − (λ − 1)Q ∈ P n (C), and consequently, φ(λP ) − (λ − 1)Q ∈ P n (C). We denote
and
are idempotents for every Z and W of the appropriate size. By Lemma 3.5 we have either φ(λP ) = λP , or
where, of course, the symbol I stands for the identity matrix of any appropriate size.
In the first case we are done and it remains to show that the second case cannot occur. So, assume that we have (11) . Let µ / = 0, 1, 1 − λ. We will show that
Indeed, if this was not true then by the previous step we would have φ(µP ) = µP . Since
we have
which would further imply that (1 − µ)/λ ∈ {0, 1}, a contradiction. Thus, we have proved (12) for µ / = 0, 1, 1 − λ. For any scalars α and β, α / ∈ {0, 1, 1 − λ}, β / ∈ {0, 1, 1 − λ}, we have
Applying (12) we see that 1 − (α − 1)/β belongs to {0, 1} whenever α / ∈ {0, 1, 1 − λ} and β / ∈ {0, 1, 1 − λ}, a contradiction. Thus, we have proved that under the assumption (8) we have φ(λP ) = λP , P ∈ P n (C)\{I }, λ ∈ C, while in our second case we have φ(λP ) =λP , P ∈ P n (C)\{I }, λ ∈ C. Now, let A be a diagonalizable matrix with exactly two eigenvalues, A = αP + β(I − P ), α / = β. Here P is an idempotent, P / = 0, I . We will show that in our first case we have φ(A) = A, while in the second case we have φ(A) =ᾱP +β(I − P ). If one of α or β is zero, then we have the desired conclusion by the previous step.
So, assume that they are both nonzero. As before we will consider just the first case when assumption (8) is satisfied since the proof in the second case is almost the same. Without loss of generality we may assume that A = αI 0 0 βI and we denote
Every matrix Q of the form
is mapped into itself. Applying the fact that for every such Q the matrix Q − (−1/β) A belongs to P n (C), assumption (8), and Lemma 3.4 we conclude that A is mapped into itself or into
The second possibility cannot occur since we know that φ −1 (B) = B. Now we are ready to show that the second possibility, that is, A − λB ∈ P n (C) if and only if φ(A) −λφ(B) ∈ P n (C) for every A, B ∈ M n (C), λ ∈ C, cannot occur. Assume on the contrary that this is the case. Then for α / = β the matrix 
Hence, by the continuity of φ the matrix I + E 12 is mapped into
but this limit does not exist. This contradiction shows that the second possibility cannot occur. Thus, we have to consider from now on only the case that φ is a bijective continuous map satisfying (8) and φ(A) = A for any diagonalizable matrix A with exactly two eigenvalues.
In the next step we will show that φ(λI ) = λI for every scalar λ. Since
for any choice of X and Y we get as before that φ(λI ) = λI or
Because φ −1 maps every diagonal matrix with exactly two eigenvalues into itself, the second possibility cannot occur. Since φ is continuous and since the set of all diagonalizable matrices is dense in M n (C) it is enough to show that φ(A) = A for every diagonalizable matrix in order to complete the proof. We will prove this fact by induction on m, the number of eigenvalues of a diagonalizable matrix A. We have already proved that φ(A) = A whenever m = 1 or m = 2. So, assume that 3 m n and that φ(B) = B for every diagonalizable matrix B with at most m − 1 eigenvalues. Let A be a diagonalizable matrix with m eigenvalues. With no loss of generality we may assume that
as well as any matrix of the form 
is an idempotent. As before this yields that either
for some matrix T , or
for some matrix S. Now we repeat the same argument with α 1 and α 2 replaced by α 1 and α 3 . Once again we obtain two possibilities for φ(A) and comparing them with the above two possibilities we conclude that φ(A) = A. This completes the proof.
A short proof of the fundamental theorem of the geometry of square matrices
We started the paper with the fundamental theorem of the geometry of matrices and then studying some related problems we came to Ovchinnikov's theorem. We will conclude the paper by showing that these two results are indeed closely related. Namely, it turns out that the fundamental theorem of the geometry of square matrices can be deduced from Ovchinnikov's result. The existence of such proof of the fundamental theorem has been already announced in [23] . It should be mentioned here that also the fundamental theorem of the geometry of rectangular matrices can be proved using a similar approach and we will briefly describe how to do it at the end of the paper. (A, B) . Since φ −1 is also a contraction with respect to the arithmetic distance φ preserves the arithmetic distance.
In particular, φ preserves invertible matrices and after replacing φ by A → φ(I ) −1 φ(A) we may assume that φ(I ) = I . Let P , Q ∈ P n (F) and assume that P Q. Then we can find a string of idempotents 0 = P 0 P 1 · · · P n = I such that this string contains P and Q and P k and P k+1 are adjacent, k = 0, 1, . . . , n − 1. Consequently, φ(P n−1 ) and φ(I ) = I are adjacent. Thus, I = φ(P n−1 ) + R for some R of rank 1. We also know that rank φ(P n−1 ) = n − 1. Hence, the identity is a rank additive sum of φ(P n−1 ) and R and it is well known that then φ(P n−1 ) has to be an idempotent. Similarly, φ(P n−1 ) is a rank additive sum of φ(P n−2 ) and some rank 1 matrix which yields that φ(P n−2 ) is an idempotent with φ(P n−2 ) φ(P n−1 ). Repeating this procedure we conclude that 0 = φ(P 0 ) φ(P 1 ) · · · φ(P n ) = I is a string of idempotents. So, φ maps idempotents into idempotents and preserves the order. The same is true for φ −1 . Hence, we can apply Theorem 3.3 to see that the restriction of φ to P n (F) has one of the forms (6) or (7). After composing φ by a similarity transformation, the map [a ij ] → [f −1 (a ij )], and the transposition, if necessary, we may assume that φ(P ) = P for every idempotent matrix. In order to complete the proof we have to show that φ(A) = A for every A ∈ M n (F).
Let xy t be any rank 1 matrix. Then we can find vectors u and v such that y, u, v are linearly independent and xu t and xv t are idempotents. For any nonzero scalar λ the matrix λxy t is adjacent to both xu t and xv t . So, the rank 1 matrix φ(λxy t ) is adjacent to both xu t and xv t . It follows that φ(λxy t ) = xz t for some vector z. Similarly we see that φ(λxy t ) = wy t for some vector w. Hence, φ(λxy t ) ∈ span{xy t } span{φ(xy t )}, λ ∈ F.
Let A and B be any rank 1 matrices. The map ψ(X) = φ(X + B) − φ(B) is a bijective map on M n (F) preserving the adjacency in both directions. Moreover, φ(0) = 0. As above we see that after composing ψ by an equivalence transformation, the entrywise application of an automorphism of the underlying field and the transposition, if necessary, we obtain a map ϕ which maps the linear span of A onto the linear span of ϕ(A). But then also ψ has this property, that is, for every scalar λ we have φ(λA + B) = φ(B) + µ(φ(A + B) − φ(B)) for some µ ∈ F.
Let x be any nonzero vector and denote L x = {xy t : y ∈ F n }. This is a maximal set of matrices of rank at most 1 with the property that any two different matrices from this set are adjacent. We also know that φ(xy t ) = xy t whenever y t x = 1 since in this case xy t is an idempotent. Because φ is a bijective map preserving the adjacency in both directions it maps L x onto itself. The previous two paragraphs show that φ maps lines onto lines. Using the fundamental theorem of the affine geometry together with φ(xy t ) = xy t whenever y t x = 1 we see that the restriction of φ to L x is the identity map.
Hence, we have proved that φ(A) = A for every rank 1 matrix. We will now prove inductively that φ(A) = A for every A of rank r = 2, 3, . . . , n. Take any two matrices A and B of rank 2. It is not difficult to see that if the set of all rank 1 matrices adjacent to A is the same as the set of all rank 1 matrices adjacent to B, then A = B. Now, a rank 1 matrix R is adjacent to A if and only if φ(R) = R is adjacent to φ(A). Thus, φ(A) = A. Repeating this procedure we complete the proof.
A similar approach can be used to prove the fundamental theorem of the geometry of rectangular matrices. Namely, let φ be a bijective map on M m×n (F) satisfying φ(0) = 0 and preserving the adjacency in both directions. Assume that m < n. Then matrices of rank m are mapped into matrices of rank m. 
