Galactic cosmic rays (GCRs) entering the heliosphere are disturbed by the magnetic field of the Sun, which varies the shape and intensity of their local interstellar spectrum. The force-field approximation is a popular way of dealing with solar modulation, especially for studies focused on galactic transport of cosmic rays. The validity of this approach to reproduce the modulated GCR fluxes at Earth is tested using monthly proton fluxes measured by PAMELA
Introduction
Galactic cosmic rays (GCRs) provide key information about some of the most energetic phenomena in our galaxy. Upon entering the heliosphere, GCRs interact with the magnetic field embedded in the solar wind plasma [11, 12] and, as a consequence, their spectrum measured at Earth is significantly different from the spectrum in interstellar space. The heliospheric magnetic field (HMF) changes in time according to the level of solar activity, which varies with a period of nearly 11 years, and the resulting time dependence of the GCR spectrum is called solar modulation [13] . Parker, in 1965 , derived the equation of transport of GCRs in the heliosphere [12] :
where f (r, R) is the omni-directional GCR distribution function at position r and rigidity R, V sw is the solar wind speed, K is the diffusion tensor, containing both the diffusion and drift coefficients. The full three-dimensional Parker equation can not be solved analytically, and so many sophisticated numerical models have been developed. However, these models are usually too complex to be used in the study of galactic acceleration and propagation of GCRs, and thus a much simpler description of the solar modulation process, based on the force-field approximation (FFA) [7] , is routinely adopted instead. Assuming that the convective and diffusive fluxes cancel out (i.e. zero streaming), Gleeson & Axford derived an analytical solution of the one-dimensional steady-state Parker equation, which relates the GCR spectrum measured at Earth, J, with the one in interstellar space, called local interstellar spectrum (LIS), J LIS :
where T is the kinetic energy, M is the particle mass, and the subscripts E and HP refer, respectively, to the Earth and the heliopause, which is considered the modulation boundary. Positing that the radial and rigidity dependence of the diffusion coefficient can be separated, k(r, R) = β k 1 (r)k 2 (R), R E and R HP are related by the condition:
where β = v/c, and φ is called the modulation potential. If k 2 (R) ∝ R, then the integral above yields T HP = T E + Zφ , where Z is the particle charge number and φ in theory can be computed directly from the radial dependence of the solar wind speed and diffusion coefficient. In practice, φ is considered a free nuisance parameter while deriving the LIS from modulated GCR data. However, it is well known that the best-fitted value of φ depends on the shape of the LIS [8] , which means that fitting directly GCR data to Equation 1.2 is equivalent to testing the combined hypothesis of the shape of the LIS and the assumptions of the FFA.
In this work, we derived a method to remove the dependence on the LIS, so that the validity of only the assumptions of the FFA can be checked. We performed the test using the monthly proton fluxes measured by PAMELA between July 2006 and February 2014 [1, 10] , and the monthly proton and helium fluxes collected by AMS-02 between May 2011 and May 2017 [2] . These datasets cover the period from the descending phase of solar cycle 23, with its unusual and long minimum occurred in 2009 and 2010, to the descending phase of solar cycle 24.
LIS-independent test of the force-field approximation
Let's consider two fluxes measured at times t 1 and t 2 . We can invert Equation 1.2 applied at t 1 to express the LIS as function of J(T,t 1 ):
and plug it back in Equation 1.2 applied at t 2 :
Essentially, the modulated flux at t 2 is related to the modulated flux at t 1 with the same formula of the FFA, but where the modulation potential is replaced by ∆φ , while J(T, t 1 ) acts as the LIS. This way, by choosing a given period, we can use the corresponding flux as reference flux and use it to calculate the modulated flux at different periods according to the FFA, without any assumption on the shape of the LIS.
Methodology and results
Our strategy is to perform a least-square fit of PAMELA and AMS-02 data with Equation 2.2, where ∆φ is the only free parameter. We are not interested in the best-fit value of ∆φ , but in the goodness of fit as defined by the χ 2 , so that we can count how many times the fit fails. Under the assumption that the FFA is valid, the probability for the fit to not be consistent with the data at a confidence level s is p = 1 − erf(s/ √ 2), where s is the number of standard deviations (σ ) containing the probability corresponding to the confidence level. Given n fits, the probability of observing k failed fits is distributed as a binomial with n trials and event probability p, i.e. we expect pn ± p(1 − p)n fits.
For each dataset, we chose as reference the period with the highest flux: January 2 -23, 2010 for PAMELA (corresponding to the solar minimum of solar cycle 23/24), and February 12 -March 16, 2017 for AMS-02 (corresponding to the descending phase of solar cycle 24). In order to reduce the statistical fluctuations and to be able to evaluate Equation 2.2 at any kinetic energy, the reference flux was parametrized with a 6-knot cubic spline, extrapolated with a power-law below and above the energy range of the measured fluxes. During the descending phase of solar cycle 23, the modulation is underestimated (i.e the fits are higher than the data) by more than 10% below 0.5 GV and overestimated (i.e. the fits are lower than the data) by 5% between 1 and 5 GV with respect to the minimum of solar cycle 23/24. During the maximum of solar cycle 24, the modulation is underestimated by more than 15% below 0.5 GV and overestimated by more than 20% between 2 and 20 GV with respect to the minimum of solar cycle 23/24. Nevertheless, most of the fits are within one standard deviation from the data in all the rigidity range measured by PAMELA, except after 2013, when the discrepancies at 5 GV start to increase, reaching three standard deviations in 2014, which corresponds to the solar maximum. Going from low to high solar activity, there is a clear trend for the modulated fluxes by the FFA becoming worse at describing the observations. Figure 1 middle. Here, the two vertical magenta dashed lines delimit the period of the solar magnetic field polarity reversal. The middle part shows an example of fit with the corresponding residuals for protons (left) and helium (right).
PAMELA protons

AMS-02 protons and helium
During the maximum of solar cycle 24, the modulation of protons is underestimated by more than 20% below 2 GV and overestimated by more than 5% between 5 and 20 GV with respect to the descending phase of solar cycle 24. Due to the smaller uncertainties of AMS-02 protons, most of the fits are not consistent with data within the error bars, with the largest discrepancies, over six standard deviations, occurring in 2014, below 2 GV and around 7 GV. For helium, during the maximum of solar cycle 24, the modulation is underestimated by more than 12% below 2 GV and overestimated by more than 5% between 5 and 20 GV with respect to the descending phase of solar cycle 24. Also in this case, the majority of the fits are not consistent with data, with discrepancies larger than four standard deviations during the maximum, in the same rigidity ranges as protons. Analyzing more carefully the time dependence of the residuals, we can identify three periods during which the match with the reference flux is worst: August 2012 -February 2013, May 2013 -September 2014, and April -July 2015. These dates corresponds to periods in which the GCR flux decreased suddenly and remained suppressed for months, suggesting a more global reshaping of the heliospheric conditions instead of a local solar wind transient.
Statistical significance of FFA validity tests
To quantify the statistical significance of the non-validity of the FFA, we can compute the pvalue of the χ 2 test. For each dataset and confidence level s, given n fluxes, n − 1 have been fitted, so we expect p(n − 1) failed fits, while we observed k. The significance is defined as the number of standard deviations associated to the p-value, ∑ n−1 m=k B (m|n − 1, p) , where B is the binomial probability density function. Table 1 report the number of expected and observed failed fits for various confidence levels (s from 1σ to 5σ ), together with the significance of the non-validity of the FFA, separately for the three datasets used. For AMS-02, the significance is always greater than 5σ at all confidence levels. For PAMELA, although the residuals seemed to indicate an overall good agreement between the fits and the data, the number of fluxes not consistent with data within three or more standard deviations is too large, and the significance of rejecting the modulation predicted from the FFA is more than 5σ . The uncertainty reported by experiments is usually understood representing the standard deviation of a normal distribution centered on the observed quantity, but we acknowledge that extrapolating this assumption to the tails of the uncertainty distribution is probably not correct, so that the significance obtained for s 3 is most probably overestimated. Even so, the significance for s = 2 is almost 3σ . Furthermore, the failed fits on the PAMELA dataset are all clustered after 2013, during the ascending phase and solar maximum of solar cycle 24, consistent with the AMS-02 results.
Conclusions
In this work, we devised a method to test the validity of the FFA, independently from any LIS. Using monthly GCR fluxes measured by PAMELA and AMS-02 between July 2006 and May 2017 we found that the solar modulation behaves differently between periods with low and high solar activity. The modulated fluxes predicted by the FFA are not consistent with the observations with a significance over 5σ . In particular, the largest discrepancies are observed below 2 GV, where the modulation can be underestimated by up to 20%, and around 5 ÷ 10 GV, where the modulation can be overestimated by more than 10%.
The key assumptions used in the FFA derivation are: a steady-state system, spherical symmetry, zero streaming, and a diffusion coefficient proportional to R. The steady-state approximation is obviously less valid during periods of high solar activity, when the heliosphere is constantly changing. Nevertheless, two-and three-dimensional steady-state numerical models have been able to reproduce AMS-02 data during the solar maximum [14, 5] . The spherical symmetry approximation removes any effect of particle drifts, as the drift velocity field, particularly along the current sheet, is inherently a three-dimensional process. AMS-02 collected data during the polarity reversal of the solar magnetic field, observing a clear charge-sign dependence in the modulation of electrons and positrons [3] , but the proton and helium data used here are not sufficient to draw any conclusion about the effect of neglecting drifts on the validity of the FFA. The zero streaming hypothesis is valid in the inner heliosphere only above 400 MeV/n [7] , so this could explain the discrepancies below 1 GV observed by PAMELA. On the other hand, turbulence theory shows that assuming k 2 ∝ R is a crude approximation, as the rigidity dependence of the diffusion coefficient is expected to flatten below few GV due to the transition from the energy-injection to the inertial range in the HMF power spectrum [9] . Indeed, Corti et al. [4] and Gieseler et al. [6] proposed to modify the FFA by introducing a rigidity-dependent modulation potential which effectively reproduce the effect of a change in the rigidity dependence of the diffusion coefficient.
