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ABSTRACT
The Kelvin-Helmholtz instability is a ubiquitous physical process in ordinary fluids and plasmas,
frequently observed also in space environments. In this paper, kinetic effects at proton scales in the
nonlinear and turbulent stage of the Kelvin-Helmholtz instability have been studied in magnetized
collisionless plasmas by means of Hybrid Vlasov-Maxwell simulations. The main goal of this work is to
point out the back reaction on particles triggered by the evolution of such instability, as energy reaches
kinetic scales along the turbulent cascade. Interestingly, turbulence is inhibited when Kelvin-Helmholtz
instability develops over an initial state which is not an exact equilibrium state. On the other hand,
when an initial equilibrium condition is considered, energy can be efficiently transferred towards short
scales, reaches the typical proton wavelengths and drives the dynamics of particles. As a consequence
of the interaction of particles with the turbulent fluctuating fields, the proton velocity distribution
deviates significantly from the local thermodynamic equilibrium, the degree of deviation increasing
with the level of turbulence in the system and being located near regions of strong magnetic stresses.
These numerical results support recent space observations from the Magnetospheric MultiScale mission
of ion kinetic effects driven by the turbulent dynamics at the Earth’s magnetosheath (Perri et al., 2020,
JPlPh, 86, 905860108) and by the Kelvin-Helmholtz instability in the Earth’s magnetosphere (Sorriso-
Valvo et al., 2019, PhRvL, 122, 035102).
1. INTRODUCTION
The Kelvin-Helmholtz instability (KHI) is a phe-
nomenon that can develop in both fluids and plasmas, in
configurations where velocity shears are present. Dur-
ing KHI, perturbations are generated in form of a chain
of vortices, located along the shear layer, which grow
in time starting from infinitesimal fluctuations. In the
case of a magnetized plasma, the magnetic field has a
stabilizing effect with respect to KHI. Typically, a con-
figuration is unstable when the jump in the bulk velocity
across the shear layer is larger than a threshold, which
is of the order of the component of the Alfve´n veloc-
ity parallel to the bulk velocity (Chandrasekhar 1961).
When unstable modes reach a sufficiently large ampli-
tude, they start interacting among them, fragmenting
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and generating structures at increasingly smaller scales.
Moreover, vortices tend to merge forming larger coher-
ent structures, moving part of the fluctuating energy to
larger scales. These phenomena lead to a final turbu-
lent state where part of the kinetic energy associated
with the velocity shear is dissipated. Therefore, KHI
represents a way for a fluid or a plasma to give rise to
a turbulent scenario and to convert large-scale motion
energy into heat.
KHI has been considered in many natural systems,
such as in terrestrial, heliospheric and astrophysi-
cal contexts. For instance, (i) KHI has been ob-
served at planetary magnetospheres (Kivelson & Chen
1995; Seon et al. 1995; Fairfield et al. 2000, 2003;
Hasegawa et al. 2004, 2006; Nykyri et al. 2006); (ii)
it has been invoked to explain the penetration of solar
wind into cometary ionospheres (Ershkovich & Mendis
1983); (iii) it has been considered in turbulence mod-
els at the interface between fast and slow solar wind
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streams (Roberts et al. 1991, 1992); and (iv) it has
been observed in the solar corona at the surface of
coronal mass ejections (Foullon et al. 2011). Moreover,
the role of KHI has been also studied in the gener-
ation of astrophysical jets in relativistic magnetized
plasmas (Hamlin & Newman 2013) or at the interface
between the accretion disk and the magnetosphere of a
slowly rotating magnetized star (Lovelace et al 2010), as
well as in black holes and neutron stars (Li & Narayan
2004). KHI is thought to be responsible for the plasma
transport across the Earth’s magnetopause, during pe-
riods of both northward and southward orientation of
the interplanetary magnetic field (Foullon et al. 2008;
Kavosi & Raeder 2015).
The unprecedented high-resolution observations con-
ducted by the NASAMagnetospheric MultiScale (MMS)
mission, launched in March 2015, have allowed to in-
spect KHI onset at kinetic scales (Stawarz et al. 2016;
Hwang et al. 2020). In-situ measurements, supported
also by numerical simulations, suggest that magnetic
reconnection induced by KHI breaks the frozen-in
condition, thus favoring the solar-wind plasma entry
into the Earth’s magnetosphere (Nakamura et al. 2017;
Eriksson et al. 2016; Sisti et al. 2019). Moreover, pri-
mary and secondary KHI have been associated to the
generation and shaping of flux ropes (Hwang et al. 2020;
Zhong et al. 2018). The interconnection between turbu-
lence development and KHI at the non-linear stage
has been recently studied by comparing MMS ob-
servations with both magnetohydrodynamics (MHD)
(Hasegawa et al. 2020; Nakamura et al. 2020) and hy-
brid kinetic simulations (Franci et al. 2019). Finally,
KHI is supposed to be dawn-dusk asymmetric owing
to the different vorticity at the two flanks. This mid-
latitude asymmetry has been investigated by means of
simultaneous in-situ observations of THEMIS and MMS
satellites (Lu et al. 2019).
KHI in magnetized plasmas has been widely studied in
various configurations. Several theoretical studies have
been carried out within the MHD framework. The lin-
ear stage of the instability, when unstable modes grow
exponentially in time, has been investigated for differ-
ent spatial profiles of the bulk velocity u and density,
and different orientations of the magnetic field B with
respect to u (see e.g. Axford 1960; Walker 1981; Miura
1982; Contin et al. 2003). Moreover, the interplay with
tearing instability has been also considered for inhomo-
geneous magnetic field profiles (Wesson 1990). Disper-
sive or kinetic effects come into play when the shear
layer thickness is of the order of ion length scales (ion
inertial length and/or Larmor radius). These phenom-
ena affect the growth rate of unstable modes, which in
this regime depends on the relative orientation between
magnetic field and vorticity (Nagano 1979; Huba 1996;
Cerri et al. 2013).
The nonlinear evolution of KHI has been numerically
studied in a large number of investigations, using both
fluids (MHD, Hall-MHD and two-fluid) and kinetic ap-
proaches. In fluid simulations, it has been shown that
viscosity generates momentum transfer between flows on
the two sides of the shear layer (Miura 1982). Moreover,
in the case of perpendicular magnetic field, if the sim-
ulation box is larger than the vortex length, an inverse
cascade takes place where KHI-generated vortices merge
forming structures at larger scales (i.e., vortex pairing)
(Miura 1997, 1999a). This effect has been proposed
as a way to follow the time evolution of KHI in non-
periodic configurations (Mills et al. 2000; Wright et al.
2000), such as at the Earth’s magnetopause (Miura
1999b). In the fully nonlinear regime, secondary in-
stabilities can develop, such as Rayleigh-Taylor, sec-
ondary KH, or kink-like instabilities, which can com-
pete with the pairing process leading to the disruption of
vortices (Matsumoto & Hoshino 2004; Nakamura et al.
2004; Faganello et al. 2008). Furthermore, in config-
urations where the in-plane magnetic field component
changes sign across the shear layer, magnetic reconnec-
tion can couple with KHI, thus creating a magnetic
connection between the two sides of the shear layer,
with consequences on the transport properties. How-
ever, even when the in-plane magnetic component keeps
the same sign, reconnection takes place during the non-
linear stage, leading to the formation of complex mag-
netic topologies (for a detailed discussion see the review
by Faganello & Califano (2017) and references therein).
These phenomena take part to the more general prob-
lem of reconnection in small-scale structures generated
by turbulence (Servidio et al. 2011a,b, 2012).
In cases when KHI develops in collisionless plasmas at
scales of the order of ion scales, such as in the Earth’s
magnetosphere, kinetic simulations appear to be more
suitable than fluid approaches (Pritchett & Coroniti
1984; Matsumoto & Hoshino 2006; Cowee et al. 2009;
Matsumoto & Seki 2010; Nakamura 2010, 2011, 2013;
Henri et al. 2013; Karimabadi et al. 2013). The in-
terplay of KHI with other kind of instabilities, such
as lower-hybrid drift instability, has been very re-
cently considered by Dargent et al. (2019). Further-
more, kinetic effects can be important during the
nonlinear stage of the instability, when vortices mix
and a turbulent state develops. Indeed, kinetic sim-
ulations of turbulence at ion scales have highlighted
the formation of small-scale structures in the phys-
ical space closely related to the generation of out-
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of-equilibrium features in the particle velocity space,
such as temperature anisotropy, agyrotropy of the
ion velocity distribution, and/or beams of suprather-
mal particles (Servidio et al. 2012; Greco et al. 2012;
Perrone et al. 2013; Servidio et al. 2014; Valentini et al
2014; Servidio et al. 2015; Rossi et al. 2015; Valentini et al.
2016; Pezzi et al. 2017a,b,c). In this perspective, the
development of an enstrophy phase-space cascade, due
to turbulent fluctuations, has been also proposed in
several works (Schekochihin et al. 2016; Servidio et al.
2017; Eyink 2018) and recently observed in the ter-
restrial magnetosheath (Servidio et al. 2017) as well
as in kinetic numerical simulations (Pezzi et al. 2018;
Cerri, Kunz & Califano 2018). Moreover, evidences
of the existence of turbulence-driven ion beams in
the KHI has been reported in the Earth’s magne-
tosphere (Sorriso-Valvo et al. 2019; Perri et al. 2020).
These phenomena are related to the general problem of
understanding cross-scale energy transfer and dissipa-
tion in collisionless plasmas (Servidio et al. 2015), such
as, for instance, in the solar wind or magnetosphere
(Sorriso-Valvo et al. 2018, 2019).
Within the kinetic description of KHI, setting up the
unperturbed state is a non-trivial issue, that has con-
sequences on the instability onset. Indeed, when a
plasma displays inhomogeneities, such as bulk velocity
and/or magnetic shears, the simplest way to give a ki-
netic representation of those configurations is to adopt
shifted-Maxwellian (SM) distribution functions (DFs),
where parameters like density, bulk velocity and/or tem-
perature vary in space (Umeda et al. 2014). However,
in general SMs are not stationary solutions and this
could affect the development of the KHI. Typically, this
kind of DFs tends to relax generating undamped oscil-
lations with periods of the order of the ion gyroperiod
(Nakamura 2010; Cerri et al. 2013; Henri et al. 2013),
which can lead to a modification of the DF, mainly
in situations where the vorticity is anti-parallel to the
magnetic field. This has an effect on the dispersion
relation: for instance, in the perspective of studying
the Dawn-Dusk asymmetry of the KHI in the magneto-
sphere, where the relative vorticity-magnetic field align-
ment is opposite on the two sides of magnetosphere, us-
ing a SM could lead to not completely reliable results.
Of course, these phenomena are more relevant when the
velocity shear width is of the order of ion scales. These
effects could be avoided if an exact kinetic stationary
DF is employed instead of a SM. Within the framework
of fully kinetic theory, this kind of solutions has been
proposed in the case of a uniform perpendicular mag-
netic field (Ganguli et al. 1988; Nishikawa et al. 1988;
Cai et al. 1990), for a nonuniform magnetic configura-
tions (Mahajan & Hazeltine 2000) and for parallel mag-
netic field (Roytershteyn & Daughton 2008), where the
SM is enough manageable and easy to be implemented.
However, despite of the above-described problems, this
kind of solutions has been rarely employed to study the
KHI.
In order to describe phenomena at scales compara-
ble with ion scales, a successful numerical approach
is represented by the hybrid Vlasov-Maxwell (HVM)
model, where ions are kinetically described by the
Vlasov equation, while electrons are treated as a mass-
less fluid (Valentini et al. 2007). In the last decade,
this model has been adopted for describing several
phenomena occurring at scales where the kinetic ion
physics starts to play a significant role into the plasma
dynamics (Servidio et al. 2012; Matthaeus et al. 2014;
Franci et al. 2015; Servidio et al. 2015; Valentini et al.
2016; Cerri et al. 2016, 2017; Valentini et al. 2017).
Within the HVM framework, Cerri et al. (2013) has pre-
sented a method to derive approximately stationary ion
DFs, based on the evaluation of finite Larmor radius ef-
fects in the ion pressure tensor. This approach has been
used to describe temperature anisotropy in the presence
of shear flows (Cerri et al. 2014; Del Sarto et al. 2016).
However, the solution proposed by Cerri et al. (2013) is
not exactly stationary, since small amplitude oscillations
develop, even if definitely weaker than those found for
a SM. Recently, Malara et al. (2018) have found exact
stationary solutions of the HVM equations, describing
a magnetized shear flow, in the cases of both parallel
and perpendicular uniform magnetic field. These solu-
tions, recently adopted to investigate the production of
kinetic Alfve´n waves in a velocity shear (Maiorano et al.
2020), differ from the SM close to the shear layer, where
temperature anisotropies and agyrotropies are observed
in the exact equilibrium. Moreover, in the case of per-
pendicular magnetic field some moments of the DF are
different according to the relative vorticity-magnetic
field orientation.
In the present paper we use the HVM model to study
the development of the KHI in a configuration with a
uniform magnetic field perpendicular to the shear flow.
Such a configuration can be representative of the region
across the Earth’s magnetopause. One of the aims of
this study is to establish to what extent adopting the
exact stationary solution (EE) instead of the SM distri-
bution function can affect the linear and the nonlinear
stages of the KHI. For such a purpose we will compare
the time evolution obtained using both the EE found
by Malara et al. (2018) and a SM DF, corresponding to
the same shear flow. Our results show that using the
exact solution affects the values of growth rates, and,
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to a larger extent, the nonlinear development of the in-
stability, giving origin to a more developed turbulence
and larger values for the current density. These results
are relevant in the perspective of correctly evaluating
the spectral energy transfer and dissipation generated
by the KHI.
The plan of the paper is the following: in Section 2 we
describe the initial setup of the simulations with a focus
on the equations of the model, the characteristics of the
DFs and the perturbations introduced. An insight into
the derivation of the EE solution is also provided. In
Section 3 we discuss simulations results, directly com-
paring the EE and SM data. Finally, we give the con-
clusions in Section 4.
2. SIMULATION SETUP AND INITIAL
CONDITIONS
To perform the numerical analysis of the KHI, retain-
ing kinetic effects at proton scales, we employed the
HVM numerical code (Valentini et al. 2007). The HVM
algorithm solves numerically the Vlasov equation for
the proton DF, self-consistently coupled to the Maxwell
equations for electromagnetic fields, while electrons are
treated as a massless fluid. We considered two shared-
flow initial conditions, with two different initial proton
DFs: the exact shared-flow HVM equilibrium distribu-
tion, f
(EE)
0 , derived in Malara et al. (2018) and a SM dis-
tribution, f
(SM)
0 . Results obtained starting from these
two initial conditions will be discussed and compared in
Section 3.
The HVM equations are numerically solved in a 2.5D-
3V phase-space domain, that is, fully three-dimensional
in velocity space while, in physical space, all vectors
have three components depending only on two variables
(x, y). Quasi-neutrality condition is assumed and the
displacement current is neglected in the Ampe`re equa-
tion, in such a way to discard light waves.
In dimensionless units, HVM equations are:
∂f
∂t
+ v · ∇f + (E+ v ×B) · ∇vf = 0 (1)
E = −u×B+ 1
n
j×B− 1
n
∇Pe (2)
∂B
∂t
= −∇×E; ∇×B = j (3)
being f = f(x, y, vx, vy, vz) the proton DF, ∇ =
(∂x, ∂y), ∇v = (∂vx , ∂vy , ∂vz), E and B respectively
the electric and magnetic fields, n and u respectively
the proton density and bulk velocity, computed as the
first two velocity moments of f , and j the total cur-
rent density. For the electron pressure, we assume an
isothermal equation of state, Pe = nTe, in the case of
SM initial condition, where ne = np = n for the quasi-
neutrality assumption and Te = T¯ , being T¯ the proton
temperature far from the shear. On the other hand,
for the EE initial condition, as extensively discussed
in Malara et al. (2018), we need to relax the electron
closure in order to maintain the equilibrium, by treat-
ing the electron pressure, Pe, as a further independent
quantity determined by the following equation:[
∂
∂t
+ (ue · ∇)
](
Pe
nγe
)
= 0 (4)
where γe = 5/3 is the electron adiabatic index and ue =
u− j/n is the electron bulk velocity.
In Eqs. (1)-(4), time is scaled by the inverse proton
cyclotron frequency, Ωcp, velocities by the Alfve´n speed,
vA = B0/
√
4πn¯mp (where B0 is the background mag-
netic field, n¯ the proton density away from the shear
regions and mp the proton mass), lengths by the proton
skin depth, dp = vA/Ωcp, the magnetic field by B0, the
electric field by vAB0/c, the density by n¯, and the elec-
tron pressure by n¯mpv
2
A. The development that follows
will be expressed in terms of the above dimensionless
quantities.
Spatial domain D = [0, Lx] × [0, Ly] (Lx = Ly =
L = 100) is discretized on a uniformly spaced grid with
Nx = Ny = 256 grid points; periodic boundary con-
ditions have been implemented in the spatial domain.
Velocity-space domain is discretized on a uniform grid
with Nvj = 71 (j = x, y, z) grid points in each direction.
Vanishing boundary conditions have been implemented:
f(|vj | > vmax) = 0, being vmax = 7vth and vth = (T¯ )1/2
the proton thermal speed; the proton plasma beta is
β = 2v2th/v
2
A = 2.
The unperturbed configuration is characterized by: (i)
a sheared bulk velocity field u = u(x)ey , that is directed
along y and varies in the x direction; (ii) a perpendicu-
lar uniform magnetic field B = B0ez, with B0 = 1; and
(iii) an electric field E = E(x)ex, whose profile E(x) is
related to the bulk velocity u(x). In the above expres-
sions ex, ey and ez are the unit vectors in the directions
of the three Cartesian axes.
In the case of SM configuration the bulk velocity has
the form u = Uy(x)ey, where the function Uy(x) de-
scribes the double shear profile:
Uy(x) = U0
[
tanh
(
x− x1
∆x
)
− tanh
(
x− x2
∆x
)
− 1
]
(5)
Here, x1 = Lx/4 and x2 = 3Lx/4 are the positions of the
shears, ∆x = 2.5 is the shear width and 2U0 = 2vA is the
velocity jump. We point out that the velocity shear has
been replicated along the x direction to satisfy periodic
boundary conditions.
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The profile of the y component of the proton bulk
velocity, uy, as a function of x for the SM distribution
function is reported as red dots in Fig. 1, where the
presence of the two shear layers is clearly visible.
Figure 1. The y component of the proton bulk velocity as
a function of x for the distribution f
(EE)
0 (black curve) and
f
(SM)
0 (red dots).
2.1. Exact solution
Beside the SM DF, we considered the stationary so-
lution found by Malara et al. (2018) for the system of
HVM equations. In the following, we briefly revisit the
derivation and properties of such solution, while more
details can be found in Malara et al. (2018). An exact
stationary solution of the Vlasov equation, Eq. (1), can
be written as a function of constants of single particle
motion. Therefore, we consider the motion of a proton
in the above electric and magnetic fields. The following
relation between the x-position and the y-component of
the particle velocity is found (in dimensionless units):
vy(t) =W0 − x (6)
whereW0 is a constant determined by initial conditions.
The particle motion in the x-direction corresponds to
that of a nonlinear oscillator, whose effective potential
energy has the form:
Ueff(x) = Φ(x;x0) +
1
2
(x−W0)2 + 1
2
v20y (7)
where Φ(x;x0) = −
∫ x
x0
E(x′)dx′ is the electrostatic
potential which vanishes at a given position x0, and
vy0 = W0 − x0. In Eq. (7) energies are normalized
to mpv
2
A. Assuming that the bulk velocity profile is uni-
form away from the shear layers, which corresponds to
a uniform electric field, from Eq. (7) it follows that
the particle motion along x is periodic within a poten-
tial well. Therefore, we can define the guiding cen-
ter position xc and velocity vyc as the average x po-
sition and average vy velocity, respectively: xc = 〈x〉t,
vyc = 〈vy〉t =W0−xc. In particular, the point x0 where
Φ(x;x0) is null is chosen as xc. The reduced energy is
defined as:
E0(x, vx, vy, vz) =
1
2
(
v2x + v
2
y + v
2
z
)
+Φ(x;xc)− 1
2
v2yc
(8)
The total energy (kinetic + potential) and vyc are both
constants of motion. Therefore, E0 is another constant
of motion, equal to the total energy minus the kinetic
energy associated with the drift motion. We define a
distribution function
f
(EE)
0 (x, vx, vy, vz) = C exp
[
−E0(x, vx, vy, vz)
v2th
]
(9)
with C and vth constants. Since f
(EE)
0 is a combination
of constants of motions, it is an exact stationary solution
of the Vlasov equation. It can be shown that far from the
shear layer f
(EE)
0 reduces to a shifted Maxwellian cen-
tered around the drift velocity (−E/B0)ey. The den-
sity n0 associated to f
(EE)
0 is spatially uniform every-
where except in the regions corresponding to the veloc-
ity shears (see, for details, Malara et al. 2018).
In the general case, the explicit form of f
(EE)
0 is nu-
merically calculated on the grid in the 4D phase space
{x, vx, vy, vz}. For each grid point the particle trajec-
tory is integrated until it closes in the vxvy plane, cal-
culating the corresponding values for the constants of
motion: the guiding center position xc = 〈x〉t and ve-
locity vyc = 〈vy〉t; the kinetic energy; and the potential
Φ(x;xc). Those values are used to calculate f
(EE)
0 at the
given grid point. Results show that the bulk velocity is
directed along y, i.e. u = u(x)ey, and hence the term
−u×B in Eq. (2) is directed along x. Choosing a form
for the electric field, Eq. (2) is exploited to determine
the electron pressure Pe. In particular, we adopted the
expression E(x) = −B0Uy(x), where Uy(x) is the bulk
velocity associated with the SM distribution function in
Eq. (5).
In Fig. 1 the corresponding profile of uy(x) from the
exact equilibrium solution is plotted (black curve). It
can be seen that the bulk velocity profiles correspond-
ing to the exact solution and to the shifted Maxwellian
are very close to each other. Nevertheless, we will show
that the time evolution of the KHI is different in the two
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cases. Larger differences are found in the density profile,
which is uniform in the case of the shifted Maxwellian,
while in the case of the exact solution it has a maxi-
mum and a minimum, respectively localized at the two
shears. Moreover, f
(EE)
0 exhibits a clear temperature
anisotropy in regions close to the shears, being elongated
in a direction transverse to the background magnetic
field, while reduces to a shifted Maxwellian far from the
shears (Malara et al. 2018).
2.2. Initial perturbation
At t = 0, we perturbed the initial configuration
through a broadband spectrum of bulk velocity fluctu-
ations. Such perturbations have only y spatial depen-
dence and are generated in the form of random noise.
We excited the first 32 modes in the spectrum with
random phases. For both EE and SM simulations, we
summed to the unperturbed function (f
(EE)
0 or f
(SM)
0 ,
respectively) the perturbation, shaped as a Maxwellian
function shifted in the vx and vy directions; that is
f
(EE)
= f
(EE)
0 + f1 or f
(SM)
= f
(SM)
0 + f1, where f1
is defined (in scaled units) as follows:
f1(y,v) =
n1
(πβ)3/2
exp
{
− [vx − u1x(y)]
2
β
+
− [vy − u1y(y)]
2
β
− v
2
z
β
}
; (10)
here, n1 = 0.01 is the amplitude of the perturbation, and
u1x =
∑32
i=1 cos(ky,iy+ψi), u1y =
∑32
i=1 sin(ky,iy+ φi),
where ky,i = i2π/L and ψi and φi random phases. For
both the initial perturbed EE and SM distributions, the
proton density n and the bulk velocity u can be written
as:
n = n0 + n1; u =
n0u0 + n1u1
n0 + n1
(11)
where n0 and u0 are the density and the bulk velocity
of f0, respectively. For small amplitude perturbations,
the above equation for the bulk velocity can be Taylor
expanded in series of n1/n0 leading to:
u = u0 +
n1
n0
u1 (12)
Since n1 is constant and n0 is uniform (except in the
shear regions for f
(EE)
0 ), the perturbed part of the bulk
velocity is largely shaped by u1, for both EE and SM
cases.
3. NUMERICAL RESULTS
During the linear phase of the instability, the exponen-
tial growth of the energyEky of the velocity Fourier com-
ponents perturbed at t = 0 is observed. In Fig. 2, we
report the time evolution of Eky = 〈|uky (x, t)|2〉x, where
uky (x, t) is obtained by Fourier transforming u(x, y, t)
along the y direction and 〈· · · 〉x indicates average over
x ∈ [0, L/2), for the EE (top panel) and the SM (bottom
panel) simulations. After the initial exponential growth,
nonlinear saturation is reached for both simulations and
no significant differences between EE and SM cases are
recovered.
Figure 2. Time evolution of the first 5 Fourier components
of the spectral kinetic energy Eky for the EE (top panel) and
SM (bottom panel) simulations.
Growth rates γ estimated during the early exponen-
tial phase are plotted in Fig. 3 for both EE (black dots)
and SM (red triangles) simulations, as functions of ky.
Left and right panels report the growth rates of the first
eight Fourier components of the energy Eky averaged
over x ∈ [0, L/2) and x ∈ [L/2, L), respectively. As it
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Figure 3. Growth rate γ of the first 8 Fourier components of Eky , as a function of ky for the EE (black dots) and SM (red
triangles) simulations. In the left (right) panel Eky has been averaged over x ∈ [0, L/2) (x ∈ [L/2, L)).
can be appreciated from the two panels in Fig. 3, the
development of the instability is not symmetric on the
two shears: in particular, the fastest growing mode is
not the same at the two shears, as first and second most
unstable Fourier components are switched from left to
right panel. Such asymmetry can be reasonably due to
differences in the sign of ω · B0 (the proton vorticity
being ω = ∇ × u) at the two shears (positive in cor-
respondence of the left shear and negative at the right
one) (Henri et al. 2013).
In the time evolution of the system, the initial expo-
nential growth is followed by nonlinear saturation and
later by a transition to turbulence. This can be appreci-
ated in Fig. 4, which shows the contour plot of |j| for the
EE simulation at three different times. The left panel
of this figure corresponds to the time of the late linear
phase of the instability and displays the formation of
vortical structures in the shear regions (here the asym-
metry between left and right shear is remarkable); in
the middle panel, corresponding to the nonlinear satura-
tion phase, vortices in both shears start merging and fi-
nally collapse in two distinct large-scale structures (right
panel), in which short-scale filaments, whose size is few
proton skin depth, are generated.
In order to quantify the level of turbulence in the
system, in Fig. 5 we report the time evolution of the
mean squared current density 〈|j|2〉 (〈· · · 〉 meaning av-
erage over the whole spatial domainD) for the EE (black
curve) and SM (red curve) simulations. Here, significant
differences are recovered between EE and SM cases: in
fact, generation of turbulence seems to be inhibited in
the case of the SM initial condition, for which the sat-
uration value of 〈|j|2〉 is about one order of magnitude
lower than in the EE case. To better point out this ef-
fect, in Fig. 6 we show the omni-directional spectra of
magnetic (top panel) and kinetic (bottom panel) energy,
evaluated at the time in correspondence of the vertical
black (red)-dashed line in Fig. 5 for the EE (SM) sim-
ulation. These spectra (Kolmogorov expectation k−5/3
is indicated by a blue dashed line as a reference) clearly
show a larger energy content (about an order of magni-
tude in the inertial range) for the EE case (black lines)
as compared to the SM case (red lines). Moreover, al-
though in both EE and SM cases the spectral energy
is peaked at low wavenumbers, a Kolmogorov-like spec-
trum is observed for about a wavenumber decade.
The inhibition of turbulence generation occurring in
the simulation with the SM initial condition may be due
to the fact that f
(SM)
0 is not an exact equilibrium DF
for the HVM equations in presence of a velocity shear.
Indeed, as discussed in previous works (see, for exam-
ple, Cerri et al. (2013) and Malara et al. (2018)), this
feature naturally induces large-scale oscillations in the
proton density, bulk speed, and also higher order mo-
ments; these oscillations may lock the energy at low
wave numbers, preventing it from efficiently cascading
towards smaller scales.
As the HVM code retains kinetic effects on protons,
the question arises whether the development of turbu-
lence across dp produces deformations of the proton
DF. In the following, we seek for local deviations from
Maxwellianity and for the generation of sharp gradients
in the proton velocity distribution. We recall that, at
t = 0, f
(EE)
0 departs from a Maxwellian in the shear
regions, while the perturbed SM initial condition, be-
ing setup as a sum of two distinct Maxwellians, is not
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Figure 4. Contour plot of |j| at three different times in the EE simulation. Left panel corresponds at time t = 80, in the
linear phase of the evolution of the instability, middle panel corresponds to t = 180, when vortical structures start merging and,
finally, right panel is at the end of the simulation, where vortices have collapsed in two large-scale structures and thin current
filaments have been generated.
Figure 5. Time evolution of the mean squared current den-
sity 〈|j|2〉 for the EE (black curve) and SM (red curve) simu-
lation; vertical black (red) dashed line indicates the time at
which the maximum level of turbulence is reached in the EE
(SM) simulation.
a Maxwellian. Then, we investigate: (i) if distortions
from the Maxwellian shape increase as turbulence de-
velops, and (ii) if these distortions remain confined in
the shear regions. In order to quantify deviations from
a Maxwellian, we employ the non-Maxwellianity indi-
cator introduced in Greco et al. (2012) and defined as:
ǫ(x, y, t) =
1
n
√∫
(f − g)2d3v (13)
where g is the Maxwellian DF associated with f , i.e.,
which has the same velocity moments (density, bulk ve-
locity and temperature) as f .
In the left panel of Fig. 7 we show the time evolu-
tion of 〈ǫ〉 (〈· · · 〉 meaning average over the whole spa-
tial domain D), for both EE and SM simulations. At
t = 0 〈ǫ〉 starts from a non-zero value for both EE
and SM simulations, as anticipated above. Both quan-
tities then grow in time, indicating efficient generation
of non-Maxwellian features during the EE simulation,
while saturating after the initial growth in the case of
the SM simulation. However, the saturation level of 〈ǫ〉
is larger for the EE case with respect to the SM one,
this suggesting that the generation of non-Maxwellian
features in the DF is much more efficient in the former
case. In the right panel of the same figure, we present
the scatter plot of 〈ǫ〉 versus 〈|j|2〉, showing that the in-
crease of the non-Maxwellianity indicator appears to be
well correlated in time with the increase of the level of
turbulence in the system (time Pearson correlation coef-
ficient is Ct ≃ 0.99) for the EE simulation (black dots).
On the other hand, for the SM case (red dots) the cor-
relation between the two quantities is not as high as in
the previous case (Ct ≃ 0.48), resulting in an almost flat
trend in the figure. This last evidence provides clear in-
dication that, as turbulence brings energy towards small
wavelengths, the proton DF departs more and more from
local thermodynamic equilibrium, in the case of the EE
simulation.
From now on, we will limit our discussion to the case
of the EE simulation and investigate in more detail the
role of kinetic effects in shaping the proton velocity dis-
tribution. We then looked at the spatial patterns of ǫ
and |j| at a fixed instant of time. In Fig. 8, we report
the contour plot of ǫ (left panel) and |j| (middle panel)
at the time of the maximum level of turbulence in the
system (vertical black-dashed line in Fig. 5). The spa-
tial features of the two quantities are very similar, with
peaks of ǫ concentrated inside the vortical structures of
|j|; the horizontal cuts (right panel) of ǫ (red) and |j|
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Figure 6. Omnidirectional magnetic (top panel) and kinetic
(bottom panel) energy spectra for the EE (black curve) and
SM (red curve) simulation, taken at the time corresponding
to the peak of 〈|j|2〉 (see Fig. 5). Kolmogorov expectation
k−5/3 is indicated in both panels by a blue-dashed line as a
reference.
(black), taken along the horizontal white-dashed lines
in the left and middle panels of this figure, confirm that
the peaks in the non-Maxwellianity indicator thicken in-
side the vortical current structures.
In Fig. 9 we show how the proton DF looks like at the
time of the maximum level of turbulence in the system
and at the spatial point where ǫ is maximum (black dot
in the left panel of Fig. 8). Here, the 2D contour plots of
f are shown in the (vy, vz) plane for vx = 0 (left panel),
in the (vx, vz) plane for vy = 0 (middle panel) and in the
(vx, vy) plane for vz = 0 (right panel). Left and mid-
dle panels of this figure display generation of significant
temperature anisotropy, while the right panel shows pe-
culiar deformations, with the generation of modulations
and sharp velocity gradients, driven by the interaction
of particles with the field fluctuations.
A deep analysis of both anisotropy and agyrotropy of
the proton DF allows to provide quantitative informa-
tion on the features observed in the contour plots of Fig.
9. In the left panel of Fig. 10, we plot the spatial varia-
tion of the anisotropy index A(x, y) = 1−T⊥/T‖, where
T⊥ and T‖ are the temperatures in the direction trans-
verse and parallel to the local magnetic field, respec-
tively. This plot is calculated at the time correspond-
ing to the maximum level of turbulence in the system.
Negative (positive) values of A correspond to T⊥ > T‖
(T⊥ < T‖). In the right panel of the same figure, we show
the agyrotropy parameter
√
Q, linked to the off-diagonal
terms of the pressure tensor , where Q is defined as:
Q =
P 2xy + P
2
xz + P
2
yz
P 2⊥ + 2P⊥P‖
; (14)
here, Pij are the components of the pressure tensor in
the reference frame in which one of the axes is along the
local magnetic field (see Swisdak 2016, for more details).
The agyrotropy parameter ranges from 0 to 1, where√
Q = 0 and
√
Q = 1 correspond to fully gyrotropic
configurations and maximum agyrotropy, respectively.
It can be easily noticed that iso-contours of A and
√
Q
exhibit a pattern similar to those visible in the contour
plots of ǫ and |j| (left and middle panels in Fig. 8), re-
spectively. Indeed, A reaches its highest values in the
center of each vortex (same as ǫ), while
√
Q achieves
its highest value at the edges of the vortices (similar to
|j|). Moreover, in correspondence of the maximum value
of ǫ,
√
Q displays highly non gyrotropic features of the
proton DF and A > 0 suggests a significant elongation
of the DF in the direction parallel to the local magnetic
field. Incidentally, we notice that within the shear lay-
ers the EE DF is also anisotropic, but with T⊥ > T||
(Malara et al. 2018).
Finally, it is interesting to look at the shape of the
velocity DF in correspondence of three different values
of A, corresponding to A > 0, A = 0 and A < 0. In Fig.
11, we report the three-dimensional velocity iso-surface
of the proton DF at spatial point (x, y) = (53.9, 66.4) for
A > 0 (left panel), (x, y) = (53.9, 73.04) for A = 0 (mid-
dle panel) and at the coordinate (x, y) = (53.9, 3.91)
for A < 0 (right panel). These plots show that depar-
tures from Maxwellianity are not only simply related to
temperature anisotropy, but the DF displays a highly
irregular shape. This is particularly visible in the case
A = 0 (middle panel), where complex structures in the
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Figure 7. Left: time evolution of the non-Maxwellian indicator averaged over the whole spatial domain 〈ǫ〉 for the EE (black
curve) and the SM (red curve) simulation. Right: scatter plot of 〈ǫ〉 as a function of 〈|j|2〉 for the EE (black dots) and SM (red
dots) simulation.
Figure 8. Contour plot of ǫ (left panel) and of |j| (middle panel) at the time of the maximum level of turbulence in the EE
simulation. In the right panel, cuts of |j| (black curve) and of ǫ (red curve), taken along the horizontal white-dashed paths in
left and middle panels.
velocity space are visible, in spite of the temperature
isotropy.
4. SUMMARY AND CONCLUSIONS
In this paper we have studied the nonlinear and turbu-
lent stage of the KHI and the related kinetic effects pro-
duced on particles, by means of Hybrid Vlasov-Maxwell
simulations at proton scales. In particular, we have con-
sidered an unperturbed configuration where the back-
ground magnetic field is perpendicular to the shear flow.
This configuration is Kelvin-Helmholtz unstable regard-
less of the value of velocity jump across the shear layer,
at least in the MHD case.
In kinetic descriptions of KHI, the unperturbed con-
figuration has been often represented by means of a SM
DF, though this is not a stationary solution. We have
shown that, when an exact equilibrium solution is cho-
sen to initialize the system, relevant effects on the dy-
namics of KHI appear. To highlight this point, we have
compared KHI simulations with two different onsets for
the DF, namely (i) the EE solution and (ii) a SM DF,
which is not a stationary solution. Due to spurious fluc-
tuations, the non-stationary solution tends to inhibit
turbulence that develops during the nonlinear phase of
KHI. The enhancement of turbulent activity in the EE
simulation can be observed in the spectra, where the
magnetic and kinetic energy in the inertial range of the
EE simulation are roughly one order of magnitude larger
than in the SM case. Moreover, considering the mean
square current density, which is mainly determined by
small scales, we found that 〈|j|2〉 reaches a much higher
level in the EE simulation when compared with the SM
case. This is a further indication of an enhanced turbu-
lent activity in the EE case.
Differences between the two cases have also been found
during the linear stage of KHI. Growth rates of unstable
modes have different values in the EE and SM cases, also
according to the relative vorticity-magnetic field orienta-
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Figure 9. Two-dimensional contour plots of the proton DF for the EE simulation at the time of the maximum level of turbulence
(black dashed line in Fig. 5 ) and at the spatial point of the maximum of ǫ (black dot in Fig. 8). (vy , vz) plane is reported in
the left panel, (vx, vz) plane in the middle panel and (vx, vy) plane in the right panel.
Figure 10. Two-dimensional contour plots of the temperature anisotropy index A (left) and agyrotropy parameter
√
Q (right)
evaluated at the time of maximum activity for the EE simulation.
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Figure 11. Iso-surface plots of three proton DFs for the EE simulation at the same time of Fig. 9. From left to right the DFs
have been evaluated at the spatial points corresponding to A > 0, A = 0, A < 0, respectively. The blue arrow indicates the
direction of the background magnetic field.
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tion. In particular, in the shear layer where ω is parallel
to B the most unstable mode has wavelength λy = L/2
in the EE case and λy = L/3 in the SM case, while the
reverse holds in the shear layer where ω is antiparallel
to B.
As a consequence of the efficient energy transfer to-
wards shorter scales in the EE simulation, the proton
velocity distribution significantly departs from the local
thermodynamic equilibrium. In particular, the enhance-
ment of the turbulent activity leads to stronger devia-
tions from the Maxwellian configuration, mainly located
near regions of high magnetic stress, i.e. strong current
sheets, and not in correspondence of the shears (as one
would expect). A similar behavior has been observed
in recent space observations by MMS data in both KHI
in the Earths magnetosphere (Sorriso-Valvo et al. 2019)
and in the turbulent dynamics of the Earths magne-
tosheath (Perri et al. 2020).
A detailed analysis of the proton DF has shown
the presence of significant temperature anisotropies and
agyrotropies. We have observed that the DFs display
strong deformations where T‖ is higher than or close
to T⊥, these corresponding to spatial position where
ǫ reaches large values. In the other regions (where
T⊥ > T‖), instead, the non-maxwellianity parameter is
close to zero, thus indicating a slightly distorted distri-
bution. Indeed, there, the VDF is quite smooth and it
only shows an elongation in the perpendicular direction
with respect to the local magnetic field. At such points,
the field seems to not play a significant role in shaping
the proton DF.
Our numerical results support the general MMS in
situ observations of KH events at the boundary of the
Earth’s magnetosphere and magnetosheath, contribut-
ing to a better understanding of the proton kinetic dy-
namics and energy transfer mechanism towards small
scales, with a main focus on the turbulence enhance-
ment due to the instability. In the future, we plan to
compare in detail our numerical results with a chosen
KH event observed by MMS, with the same conditions
as the one imposed in the simulations. Moreover, fur-
ther studies concerning the onset of KHI in a collisionless
plasma will be conducted in a fully 3D physical space,
i.e. in the full 6D phase space, where we expect a much
more complex and rich dynamics.
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