Profiling of mRNA expression is an important method to identify biomarkers but complicated by limited correlations between mRNA expression and protein abundance. We hypothesised that these correlations could be improved by mathematical models based on measuring splice variants and time delay in protein translation.
Introduction
A key problem in genome medicine is to find reliable disease biomarkers and therapeutical
targets. An important reason is that common diseases involve thousands of proteins across multiple cell types. Proteins are regarded as optimal biomarkers as they are the main drivers of the crucial functions necessary for life, and thus directly connected to patho-physiological processes [1] . Furthermore, many proteins can be readily measured in biological fluids.
However, proteome-wide analyses are difficult to perform in clinical studies due to the large quantities of material needed. On the other hand, gene expression profiling can be performed using a range of techniques, such as microarrays or RNA-sequencing. Another advantage of using mRNA expression as a core vehicle for biomarker discovery is that mRNA profiling can be performed even if only samples of limited amount, like biopsies, are available.
Combinations of mRNAs can have high diagnostic efficacy in multiple diseases [2, 3] . An ideal solution could therefore be to perform mRNA profiling to identify protein biomarkers that are needed for diagnosing and subtyping of diseases, as well for the personalisation and monitoring of treatments. However, this approach is complicated by the low correlation between mRNA and protein expression [4] [5] [6] [7] , which can be tackled with different strategies [8, 9] . The discrepancy between mRNA and protein abundance is due to several factors, including but not limited to differences in the rates of translation and degradation between proteins and cell-types [10] . Moreover, the data resolution of mRNA splice variants and protein isoforms further complicates such analyses, as in the cases of unequal contribution of individual splice variants to the production of a given protein [11] , and cell-type specific differences in splice variant use [12] .
Thus, the inability to predict protein abundance from mRNA abundance represents a major limitation in biomarker discovery. To this end, we developed a novel method to infer protein levels from mRNA expression data. Our procedure was derived by experimentally analysing early human T helper 1 (T H 1) differentiation and constructing a machine learning modelling approach for time-series RNA-Seq and proteomics data from a dynamical perturbation of the cell-type of interest. T H differentiation is an optimal model system to dissect the relationship between mRNA and protein as (i) primary human naïve T H (NT H ) cells can be isolated in high purity and large quantity from human blood (ii), all NT H cells are synchronised in the G 1 phase of the cell cycle, further reducing inter-cell heterogeneity [13] and (iii) easy access to large quantities of material allows changes in mRNA and associated protein abundance to be assayed over time [14] . Moreover, T H cells are important regulators of immunity and thereby associated with many complex diseases, and T H 1 differentiation itself is pathogenetically relevant in several diseases [15] . The utilised models were based on a time-delayed linear model between mRNA splice-variants of the same gene and protein levels. We generalised the model by applying it onto recent data from human regulatory T (T reg ) cell and murine B cell differentiation. By combining the strength of time-series analysis and RNA-sequencing, we were able to increase median mRNA-protein correlations significantly from the initial 0.21 to 0.86. Next, we showed the potential clinical usefulness of our derived models by detecting potential biomarkers in five complex diseases. This application revealed significantly more predicted biomarkers than by using off-the-shelf methods for RNA-Seq data analysis only.
Analysis of these predicted proteins in asthma and MS supported their biological relevance.
Finally, we validated one of the predicted biomarkers using two independent multiple sclerosis cohorts, which showed a remarkably better stratification between patients and controls than any of our previously reported protein biomarkers. The application of our approach to multiple different cell types, species and diseases shows its general applicability to increase the power of RNA-Seq based studies for biomarker discovery.
Results

A significant portion of T-cell genes showed diverse correlations between RNA splice variants and proteins
In order to generate accurate mRNA and protein models, taking into account the major factors of time-delay and splice variant usage, we first developed a model analysing early T-helper type 1 (T H 1) differentiation. This was done by performing time-series RNA-sequencing and mass-spectrometry proteomics of primary human NT H cells (Figure 1A , S1, S2). RNA-seq (> 40x 10 6 reads per sample) and proteome profiling was performed to detect differentially expressed mRNA splice variants and proteins at six time points from 30 minutes to five days of T H 1 differentiation (Figure 1A , S1, S2). This approach detected 6909 proteins, of which 4920 could be mapped to genes expressed in the RNA-Seq data. As expected, a significant fraction of the genes showed a significant positive correlation between mRNA and protein levels (n=407, expected 123 out of 4920 proteins, binomial test P<10 -93 ) during T H 1 cell differentiation. Interestingly, a significant fraction of negatively correlated genes was also observed (n=205, expected 123, P<10 -11 ) ( Figure 1B , Table S1 ). Remarkably, the overall median Pearson correlation (rho) between mRNA and protein was only 0.21. We hypothesised that this could depend on variable correlations between mRNA splice variants of each gene and the protein it encoded. Indeed, we found both positive and negative correlations between splice variants and their corresponding proteins (binomial test for enrichment of significant negative correlation P<1.3 x 10 -3 , odds ratio= 1.48). For example, the known T H cell associated genes, IL7R and STX12 [16] contained multiple splice variants, of which several were positively or negatively correlated to their corresponding protein levels ( Figure 1C) . Given the large variation in correlation between different splice-variants of a given gene and its corresponding protein, we proceeded to construct predictive splice-variant models of protein abundance.
A linear model combining the expressions of multiple splice variant transcripts showed substantially stronger correlations with protein abundance than individual transcripts
In order to construct generally applicable and predictive mRNA-to-protein models, we applied a simple linear relation between the protein abundance of a gene and its associated mRNA splice-variants. Furthermore, we allowed for different translation times for each gene.
Firstly, we used a cross-validated L1 penalised linear regression model to favour simple models using single splices without any time-delays (Methods, Figure 1D ). The rationale for the L1 penalty was to effectively remove splice variants that carry little or no predictive power over protein abundance. This simple model resulted in a median gene-protein correlation of rho TH1 = 0.86 (Figure 2A) , far in excess of previously reported gene-protein prediction models in mammals [5, 7, 10, 11] . Likewise, we also trained similar models for two existing mRNA-protein time-series datasets with similar results, that is from human T REG cells [14] (rho TREG = 0.79) and mouse B cells (GSE75417) (rho Bcell = 0.94) (Figure 2A) . In order to test whether the increase in correlation was due to the incorporation of negatively correlating splice variants, multiple transcripts, or time-delay we also constructed such models without each of these effects. Importantly, our model out-performed models with one splice variant for each gene (rho TH1 = 0.71, rho TREG = 0.44, rho Bcell = 0.52), and models using multiple transcripts but without a time delay (rho TH1 = 0.74, rho TREG = 0.69, rho Bcell = 0.45) ( Figure 2B-C) , thus demonstrating that both multiple dynamical splice variants and time delay are needed for optimal performance. In order to define the optimal time-delays between splice-variants and proteins, we analysed the time delay distributions and found it to have a mean of 8h 17 min, 6h 18 min and 8h 49 min for T H 1, T REG and murine B cells, respectively.
The detailed parameters of our models are fully displayed in Table S1 .Next, by using crossvalidation we confirmed that our models could do out-of-sample prediction significantly better than gene expression-based models of protein abundance (binomial test; P TH1 = 10 -152 , P TREG = 10 -247 , P mice B = 10 -59 ), and better than static splice-variant models which did not include time-delays (P TH1 =10 -1459 , P TREG = 10 -8 , P mice B = 5x 10 -4 , Fig. 2B ). To evaluate mRNAprotein associations in steady state across tissues, we used mRNA expression data from the human protein atlas [17] . We found only marginal improvements by using splicing information in the multi-tissue models with respect to what had previously reported in the literature [5] (rho ProtAtlas = 0.27, see Figure S3 ). This lack of correlation may be explained by the lack of dynamic data, and by the presence of different cell types, and we speculate that differences in splice variant specificity between tissues effectively hinders this type of models. In further support of cell type specificity, we found only marginal correlations (rho = 0.09) when comparing the correlation coefficients of our two T-cell datasets of T H 1and T REG cells. Thus, a common unifying model for many cell-types remains a challenge (Table S1 ). In summary, we have revealed that by using a simple linear model of mRNA splice variants and time delay, we could predict protein abundances accurately.
Applying the model to clinical datasets revealed potential biomarkers which were validated in multiple sclerosis and asthma
Lastly, we aimed to test the potential usefulness of our derived models for the identification of protein biomarkers by applying them on available RNA-Seq datasets from human total CD4 + T cells. We found data-sets for five different diseases [18] [19] [20] [21] ; asthma, allergic rhinitis, obesity-induced asthma, pro-lymphocytic leukaemia, and multiple sclerosis (MS), as well as corresponding controls. Because our models correlated well to protein abundances, we hypothesised that differential expression tests using the predicted proteins between patients and controls to be more sensitive than testing directly on the mRNA expression for all splice variants individually. Indeed, we observed that the fraction of nominally differentially expressed genes was higher than using an individual differential expression analysis for all ten comparisons (binomial P< 9.8 x 10 -4 ) (Figure 3A) . Moreover, we consistently observed a higher enrichment for the T H 1 model compared to the T REG model (P<0.03), with the highest enrichments in MS and asthma. We therefore proceeded to use our T H 1 model on MS and asthma.
For MS, we found 20 genes with FDR<0.05, of which none could be found by testing for differential expression on the mRNA expression data directly (Table S2) . Interestingly, eight of the 20 proteins had previously been associated with MS (Figure 4)[22-31] . In order to further justify the relevance of the added proteins as potential biomarkers, we proceeded to study three secreted proteins that our model predicted to be differentially expressed in the MS dataset (Annexin A1, sCD40L and sCD27). Notably, these proteins have been associated with MS previously [22, 23, 25] . We analysed if cerebrospinal fluid (CSF) levels of these proteins related to clinical outcome and immunomodulatory treatment in two independent cohorts, namely newly diagnosed MS patients (clinically isolated syndrome (CIS) and relapsing/remitting MS, n=41) vs healthy controls (HC, n=23), and response to Natalizumab treatment in relapsing remitting MS patients (see supplementary notes, n=16). In both cohorts, only sCD27 was present at a detectable level, while Annexin A1 and sCD40L were not.
Analysis of all patients (n=57) vs HC (n=23) showed high separation (AUC=0.88, nonparametric P=3.0 x 10 -8 , Figure 3B ), and treatment with Natalizumab reduced the sCD27 levels by 34% (P=4.9 x 10 -4 ). Notably, sCD27 levels at baseline of newly diagnosed MS patients were able to predict disease activity after four years follow up (AUC= 0.87, P=1.2 x 10 -3 , Figure 3B ), which was a stronger prediction than that of all our previously reported 14
biomarkers [32] . Taken together, using the splice variants-to-protein model we were able to uniquely identify and validate biomarkers of MS in an independent patient cohort, while these genes could not be discovered using previous state-of-the-art test for differential gene expression.
For asthma we found six of the top 20 genes that were differentially expressed to previously be reported for the disease (Table S3 ). Next, we analysed asthma genes uniquely identified by our model and found seven genes that had previously also been reported to be associated with disease [33] [34] [35] [36] [37] [38] and are currently being evaluated as potential therapeutic targets (Figure 4 ; Table S4 ). Examples of those genes include NDRG1, which regulates Th2 differentiation, a key driver in asthmatic disease, downstream of the mTORC2 complex [39, 40] , ADAM17, a metalloproteinase involved in lung inflammation [35] , PIEZO1, a mechanosensor regulating T cell activation [41] and pulmonary inflammatory responses [42] , and the P-selectin ligand encoding gene SELPLG, important for recruitment of lymphocytes to the airways [43, 44] .
Furthermore, the immunomodulatory genes TNFAIP8 and ARHGAP15 were identified in GWAS studies as shared risk variants for several IgE-mediated diseases including asthma, allergic rhinitis and atopic eczema [34] . Thus, we have validated that our model can identify important biomarkers and therapeutical targets also in the context of another immunemediated disease, i.e. asthma.
Discussion
In the present study we have shown that simple mRNA-protein models, in which the protein expression is defined as a linear combination of the splice variants of a gene with a time-delay accounting for the dynamical effect induced by post-transcriptional processes and protein synthesis, can profoundly improve our ability to predict protein abundance from mRNA
abundance. Furthermore, we demonstrated the impact that this finding can have within genome medicine by predicting and validating biomarkers for MS and asthma.
Despite being part of the central dogma and of uttermost importance in biology and medicine, the prediction of protein levels from mRNA levels has long been associated with low precision, which has been a matter of debate [4] . Due to the complex process of mRNA-toprotein translation, there are several aspects that need to be considered [8] . In this paper we thoroughly addressed two presumed main aspects; (1) how to incorporate splice variants into the prediction protein expression, and (2) how to deal with the time-delay of the translation between mRNA and protein expression. Interestingly, both aspects were found to impact prediction of protein abundance, as shown in our combined model, although the incorporation of splice variants influenced the protein abundance prediction the most. Herein, we report splice variants to have a wider correlation profile, both positive and negative, than what would be expected, and our novel approach takes advantage of this anti-correlation between splice variants and proteins. In previous work, the impact of incorporating splice variants into protein predictions has been analysed. These studies have focused on mechanistic cell-type independent factors such as splice variant-specific degradation rates [45] . Instead, we found that the correlations were cell-type specific and we constructed data-driven predictive models.
In order to construct those models, we performed activation of NT H cells followed by timeseries analysis, which enabled us to infer the system based on its dynamics. These models were simplistic linear and time-delayed and validated through low out-of-sample prediction error. We found that usage of these models in complex disease enabled identification of more differentially expressed genes, which we therefore predicted as potential biomarkers. One such protein was validated as a biomarker for the MS disease prognosis. Thus, a main biological message is that intra-gene splice variant expressions influence translation, but the multifaceted nature of this mechanism remains too complex to capture with linear regression models.
Although incorporating splice variant information into the model was the main influential factor on the correlation, time delay also had an impact. The kinetics in translation of mRNA to protein is of general interest given its crucial importance in the design of experiments, for example in verifying relevance of mRNA expression to protein expression. Given that timeseries experiments are time-and labor intensive, as well as expensive, a database that provides the relevant time delay between mRNA expression and the expression of its corresponding protein would be immensely valuable. Here, we present such an atlas, comprising almost 5000 gene expression-to-protein translation kinetics (Table S1) .
A limitation with the paper is that we investigated few cell types, namely T H 1 cells, T REG cells and B cells. We also only performed wet lab experiments in one of these cell types, but were able to transfer the approach to two other cell types in silico, showing the robustness of the model assumptions. Furthermore, the chosen cell types are central in regulation of immune responses, and the T H cells indeed are involved in many complex and common illnesses, like infectious, allergic, autoimmune and cardiovascular diseases and cancer.
In conclusion, we have constructed data-driven linear models incorporating splice variant information and time delay to with high accuracy predict protein expression from mRNA expression. We have shown the general applicability of our approach by developing models for datasets from several cell types and shown the robustness of our approach. In addition, the general principle of the model should be applicable to other cell types and can be used when that data becomes available. However, our data show that the model should be applied in a cell-specific manner given the low correlation in mixed tissue samples. We expect this modelling strategy to be generally applicable to other cellular differentiation systems, such as embryonic stem cell differentiation, and to be increasingly useful for understanding basic biology and identification of new biomarkers as more RNA-Seq and proteomic data sets become publicly available. Finally, we have shown that approach is of clinical relevance through applying it to predict validated biomarkers. 
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