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We construct families of front-like entire solutions for prob-
lems with convection, both for bistable and monostable reaction–
diffusion–convection equations, and, via vanishing-viscosity argu-
ments, for bistable and monostable balance laws. The uniﬁed ap-
proach employed is inspired by ideas of Chen and Guo and based
on a robust method using front-dependent sub and supersolu-
tions. Unlike convectionless problems, the equations studied here
lack symmetry between increasing and decreasing travelling waves,
which affects the choice of sub and supersolutions used. Our entire
solutions include both those that behave like two fronts com-
ing together and annihilating as time increases, and, for bistable
equations, those that behave like two fronts merging to propagate
like a single front. We also characterise the long-time behaviour
of each family of entire solutions, which in the case of solu-
tions constructed from a monostable front merging with a bistable
front answers a question that was open even for reaction–diffusion
equations without convection.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
This article centres on families of entire solutions, that is, solutions deﬁned for all (x, t) ∈ R2, of
reaction–diffusion–convection equations of the form
ut + g(u)x = εuxx + f (u), (x, t) ∈R×R, 0 u(x, t) 1, (1.1)
where the diffusion coeﬃcient ε > 0, the ﬂux g and reaction term f are such that
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{s ∈ (0,1): g′′(s) = 0} is a ﬁnite union of disjoint open intervals;
(f) f ∈ C3(R), f (0) = f (1) = 0, f ′(0) < 0,
and f additionally satisﬁes one of the well-known sets of conditions,
(i) (bistable case): f ′(1) < 0 and {s ∈ [0,1]: f (s) = 0} = {0,α,1} with f ′(α) > 0;
(ii) (monostable case): f ′(1) > 0 and f (s) < 0 for all s ∈ (0,1),
which are familiar in the setting of travelling-wave theory for (1.1).
Our interest is in the construction and properties of entire solutions when (1.1) includes the con-
vection term g(u)x . Such terms arise widely in applications, due, for instance, to convection effects
in chemical reactions, ﬂow of solvent in chromatography, and, in population dynamics, movement
of insects in wind and predator–prey interaction where the prey tries to evade the predator. Entire
solutions for the convectionless equation, with g ≡ 0, have been studied by a number of authors;
see, in particular, [16,17,34,14,3,27], some of the ideas from which are exploited here, and also note
[22,23,28,33], among others, for some generalisations including insertion of linear advection terms,
nonlocal terms, and extensions to cylinderical domains and reaction–diffusion systems. See also [31]
for an alternative approach to entire solutions for systems, and [35] for interesting related work from
a dynamical-systems perspective.
The importance of entire solutions lies in their rôle in fully characterising the possible dynamics
and global attractors of (1.1). As will be seen in the following, the presence of the convection term
introduces an asymmetry in (1.1) between x and −x which impacts on the construction of entire
solutions, and is signiﬁcant particularly when we address the natural additional question, arising from
the inclusion of the ﬂux in (1.1), of whether one can construct entire solutions of the corresponding
hyperbolic equation,
ut + g(u)x = f (u), (x, t) ∈R×R, (1.2)
where in this context the term entire solution is understood to mean an L∞-entropy solution of (1.2)
deﬁned on all of R2 (see Section 2.4 for details).
Prototype examples of entire solutions of (1.1) are travelling fronts; that is, solutions u of the form
u(x, t) = φ(x− ct), (1.3)
where φ ∈ C2(R) is a ﬁxed monotone (either increasing or decreasing) proﬁle that propagates through
space at speed c, satisﬁes
εφ′′ + (c − g′(φ))φ′ + f (φ) = 0, ξ ∈R, (1.4)
and there exist φ− = φ+ such that
φ(ξ) → φ− as ξ → −∞, φ(ξ) → φ+ as ξ → ∞. (1.5)
Clearly φ− and φ+ must satisfy f (φ−) = f (φ+) = 0. Under conditions (f) and (g), Eq. (1.1) admits
increasing travelling fronts connecting the equilibria φ− = 0 and φ+ = 1 in both the bistable case (i)
and the monostable case (ii): more precisely,
(i) (bistable case): there exists a unique speed cε for which an increasing front φ exists [9,13] (see
also [10,32] and the references therein for the case g ≡ 0);
(ii) (monostable case): there exists a critical wavespeed c∗ε such that an increasing front φ of speed c
exists if and only if c  c∗ε [6,13] (see also the seminal paper [20], [32] and the references therein
for the case g ≡ 0).
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φˆ of speed −c from an increasing front φ of speed c, since
uˆ(x, t) := φˆ(x− (−c)t), φˆ(ξ) := φ(−ξ), ξ ∈R, (1.6)
solves (1.1) whenever u(x, t) := φ(x − ct) does. When the convection term is present, however, (1.6)
no longer gives a solution of (1.1). But decreasing fronts φˆ connecting φˆ− = 1 to φˆ+ = 0 do still exist
in this case because the function uˆ(x, t) = u(−x, t) is a solution of
uˆt − g′(uˆ)uˆx = εuˆxx + f (uˆ), (x, t) ∈R×R, (1.7)
whenever u is a solution of (1.1). Thus known existence results on increasing front solutions of (1.7)
from φ− = 0 to φ+ = 1 immediately yield existence results for decreasing front solutions of (1.1) from
φˆ− = 1 to φˆ+ = 0, namely
(i) (bistable case): there exists a unique speed cˆε for which a decreasing front φˆ exists;
(ii) (monostable case): there exists a critical wavespeed cˆ∗ε such that a decreasing front φˆ of speed c
exists if and only if c  cˆ∗ε .
Clearly, in the bistable case, the speed cˆε of the decreasing front is not, in general, −cε , the negative
of the speed of the increasing front, and likewise, in the monostable case, the critical speed cˆ∗ε is not
in general −c∗ε . Moreover, the corresponding proﬁles are not symmetry related.
For the reaction–diffusion equation with g ≡ 0, several authors have investigated interesting fami-
lies of entire solutions that behave like a combination of travelling fronts as t → −∞ [16,17,3,14,27].
Such ‘front-like’ entire solutions are characterised by various different asymptotic behaviours as
t → −∞, inherited from the different combinations of travelling fronts used in their construction.
We identify three main classes, labelled here as “type A”, “type B” and “type C”. In “type A” entire
solutions of the reaction–diffusion equation [16,17,3,14], two fronts move towards one another and
annihilate as time increases. There are also two families of so-called “merging-front” entire solutions
if the reaction term f is bistable [27], namely “type B” entire solutions, characterised by two monos-
table fronts merging and converging to a single front of the bistable equation, and “type C” entire
solutions, that are constructed from a monostable front merging with a bistable front.
The basic idea underlying the construction of the ‘front-like’ entire solutions in the articles
[3,14,27] is to use travelling fronts to build sub and supersolutions of (1.1) with g ≡ 0 and then de-
duce the existence of entire solutions trapped between these sub and supersolutions. Unfortunately,
the lack of symmetry between increasing and decreasing fronts in the presence of convection (g ≡ 0)
leads to failure of subtle cancellation and matching arguments that are used in [14,27] to build sub
and supersolutions. But the framework used to construct entire solutions in Chen and Guo [3] turns
out to be robust enough to be adapted, with some modiﬁcations, to our convection case. The key to
the method of [3] is the construction of two functions, Φ : R×R→ R and δ : R→ (0,∞), with the
property that there exists T ∈R such that for all t  T ,
Φt(x, t) < 0 for all x ∈R, (1.8)∣∣Φt − εΦxx − f (Φ) + g(Φ)x∣∣−δ(t)Φt for all x ∈R, (1.9)
0 δ(t) 1
2
, (1.10)
t∫
δ(s)ds < ∞. (1.11)−∞
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t = τ −
τ∫
−∞
δ(s)
1+ δ(s) ds, t = τ +
τ∫
−∞
δ(s)
1− δ(s) ds, (1.12)
with
τ˙ (t) = 1+ δ(τ (t)), τ˙ (t) = 1− δ(τ (t)), (1.13)
which then can be combined with the function Φ to deﬁne
u(x, t) = Φ(x, τ (t)), u(x, t) = Φ(x, τ (t)). (1.14)
Estimates (1.9), (1.8) and the fact that τ (t)  t  τ (t) together ensure that u and u are sub and
supersolutions of (1.1) respectively, which yields a solution u of (1.1) on R× (−∞, Tˆ ) for some Tˆ < T
with the property that for all (x, t) ∈R× (−∞, Tˆ ),
Φ
(
x, τ (t)
)
 u(x, t)Φ
(
x, τ (t)
)
. (1.15)
Since the differences τ (t) − t and τ (t) − t can be shown to tend to zero as t → −∞, (1.15) traps the
constructed solution u close to Φ as t → −∞. We refer to [3] and the outline construction given in
the proof of Theorem 2.5 below for more details.
In this paper, we use a uniﬁed approach based on this method to prove the existence of entire
solutions of types A, B and C for the reaction–diffusion–convection equation (1.1).
We also exploit existing knowledge of entropy-front solutions of (1.2) and their relationship to
fronts of (1.1) to construct entire solutions for the balance law (1.2). Note that the ﬂux g is only
assumed to satisfy (g), and in particular, might not be convex. As a result, front solutions of (1.2) will
not be smooth in general: the proﬁles may have discontinuities at which jump conditions hold. Fronts
for (1.2) were studied in [25] when g is convex and f is either bistable or monostable, and in [26]
for general ﬂux g and monostable reaction f . Vanishing-viscosity convergence of fronts of (1.1) to
(entropy) fronts of (1.2) was addressed in [18,19] when g is convex or, in some sense, nearly convex,
and in [7,8,12] for general, possibly non-convex, ﬂuxes g and monostable reaction f . In particular,
[26] implies that if (f) and (g) hold and f is monostable, then (1.2) admits increasing entropy front
solutions connecting 0 to 1 for all speeds
c  c∗ := sup
s∈(0,1)
g(s) − g(1)
s − 1 ,
which are smooth if
c > sup
s∈(0,1)
g′(s),
and, likewise, decreasing entropy front solutions connecting 1 to 0 for all speeds c  c∗ :=
infs∈(0,1) g(s)−g(1)s−1 , that are smooth if c < infs∈(0,1) g
′(s). Further, [7,12] show that as ε → 0, c∗ε → c∗
and cˆ∗ε → c∗ , and [7] establishes convergence of the corresponding proﬁles in L1(R), and also in
C1loc(R) if c > sups∈(0,1) g
′(s) for increasing fronts, or c < infs∈(0,1) g′(s) for decreasing fronts. So if f is
monostable, (1.2) has “fast” increasing and decreasing fronts which are smooth and smoothly approx-
imated by front solutions of (1.1). This fact enables us to exploit [7], together with some estimates
from [18], to establish uniform-in-ε a priori bounds for “fast” fronts of (1.1) when f is monostable,
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between combinations of front-solutions of (1.2).
Note that when f is bistable, we do not know of conditions on f and g under which both smooth
increasing and smooth decreasing fronts of (1.2) exist; see [25] and [18] for a summary of some
known results on the regularity of fronts that exist in the bistable case. Thus our approach yields
entire solutions of (1.2) when we can exploit vanishing-viscosity convergence of fronts for monostable
problems. In fact, this enables construction of “type A” entire solutions of (1.2) when f is monostable
and “type B” solutions when f is bistable, since the bistable function f is “comprised” of two monos-
table functions f |[0,α] and f |[α,1] and it is fronts of these restricted problems that are the building
blocks of the sub and supersolutions used for the “type B” family.
The article is organised as follows. In Section 2, we prove the existence of “annihilating-front”
entire solutions of (1.1) that decay to 0 as |x| → ∞ for each t ∈ R, when f is both bistable and
monostable, using increasing and decreasing fronts between 0 and 1 to construct Φ and δ as above.
The increasing front is supposed to have a speed greater than that of the decreasing front, so that, in
a sense, they move towards one another and “annihilate” as t increases – see Theorem 2.5. We label
these as “type A” entire solutions. Suﬃcient conditions on f , g and ε to guarantee the existence of
the fronts used in the construction are discussed in Lemma 2.1. As in [3], the function Φ is built as
a product of fronts; see deﬁnition (2.15). But unlike [3], we use exponential functions, that can be
chosen independently of the diffusion coeﬃcient ε in some cases, to deﬁne the function δ. Such a
choice of δ enables us to show in Section 2.4 that if f is monostable and the speeds of the fronts
used in the construction are suﬃciently large (more precisely, satisfy (2.22)), we can pass to the limit
as ε → 0 to obtain “type A” entropy solutions of (1.2) that are deﬁned for all t ∈ R. It is shown in
Section 3 that in the bistable case, the entire solution constructed in Section 2 is unique within a
certain class U that contains, but is much larger than, solutions that are trapped between the sub and
supersolutions of (1.1) used in Section 2.
Section 4 is devoted to marrying an idea of [27] with the approach of [3] to show the existence
of a type of ‘merging-front’ entire solution of (1.1) when f is bistable. Here the function Φ is con-
structed from two increasing travelling fronts known to exist for the monostable problems given by
f |[0,α] and f |[α,1]; see deﬁnition (4.8). These entire solutions, which we label as “type B”, converge to
0 as x → −∞ and to 1 as x→ ∞ for each t ∈R. In this case, the front connecting 0 to α is assumed
to have greater speed than that connecting α to 1, so that the two fronts “merge” as t increases, and
converge as t → ∞ to the unique (up to translation) increasing front connecting 0 to 1 – see Theo-
rem 4.3. The function δ is again built from exponential functions that can be chosen independently of
ε provided certain conditions on the speeds of the fronts used to construct Φ are satisﬁed. This yields
“type B” entropy solutions of (1.2) when f is bistable, using the ε → 0 limit arguments detailed in
Section 2.4.
In Section 5, we ﬁnish the article by constructing a second type of ‘merging’ front entire solu-
tion when f is bistable, labelled as “type C” entire solutions, for which we combine a modiﬁcation
of the method of [3] with a further construction of [27]. In this case, the ingredients of the func-
tion Φ are a decreasing front connecting α to 0 and an increasing front connecting 0 to 1 (see
(5.6)), and the entire solutions constructed converge to α as x → −∞ and 1 as x → ∞ for each
t ∈R. We again call these “merging-front” entire solutions because the speed of the decreasing front
is assumed greater than the speed of the increasing front, and as t → ∞, the minimum value of
the entire solution converges to α, and the quantity x(t)/t tends to the maximal speed of increas-
ing fronts connecting α to 1. Here x(t) is deﬁned as a value of x for which the entire solution has
a particular value between α and 1 at time t – see Remark (b) following Theorem 5.3, and The-
orem 5.4, for details. Note that, as in [27] in the case g ≡ 0, the issue of convergence (in some
sense) of the entire solution to the front of maximal speed connecting α to 1 is an interesting open
question. Note also that it is not straightforward to give simple suﬃcient conditions on f , g and ε
to guarantee the existence of the fronts required for the construction of “type C” entire solutions,
and Section 5 concludes instead with some examples to illustrate that such solutions can in fact
exist.
In the following, we will always use the notation φ to denote an increasing front and φˆ to denote
a decreasing front, with the limits at inﬁnity dependent on the context.
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2.1. Preliminaries
Following [3], consider products of travelling fronts of the form
φˆ(x− cˆt)φ(x− ct), (x, t) ∈R×R, (2.1)
where φ is an increasing front of (1.1) connecting 0 to 1 of speed c, φˆ is a decreasing front of (1.1)
connecting 1 to 0 of speed cˆ, and
c > cˆ. (2.2)
In the rest of Sections 2 and 3, we assume without loss of generality that
φ(0) = φˆ(0) = 1
2
, (2.3)
and also that the speeds c and cˆ in fact satisfy
cˆ < 0< c, (2.4)
rather than (2.2), which is possible because given c˜ ∈R, the transformation
u(x, t) = v(x+ c˜t, t), x, t ∈R, (2.5)
gives a one-to-one correspondence between solutions u of (1.1) and v of
vt +
(
c˜ + g′(v))vx = εvxx + f (v), (2.6)
and a travelling-wave solution of (1.1) of speed c0 corresponds to a travelling-wave solution of (2.6)
of speed c0 + c˜, so taking c˜ = − 12 (c + cˆ) yields an increasing front of (2.6) of speed c + c˜ > 0 and a
decreasing front of (2.6) of speed cˆ + c˜ < 0.
Fronts φ and φˆ with speeds c and cˆ satisfying (2.2) clearly exist if f is monostable, since increasing
fronts exist for all speeds larger than a critical value c∗ε and decreasing fronts exist for all speeds less
than some value cˆ∗ε . In the bistable case, however, all that we know is that there exists an increasing
front of some speed cε and a decreasing speed of some speed cˆε , with no relationship between cε
and cˆε a priori, due to the convection term. Of course, with no convection, it is well known that
multiplication of (1.4) by φ′ and integration over R yields
c
∫
R
(
φ′
)2
dξ = −
1∫
0
f (φ)dφ, (2.7)
and hence the right-hand side being positive implies that c > 0 and so cˆ = −c < 0. This argument can
be easily generalised to the case with convection to give an elementary suﬃcient condition for (2.2) to
hold. Lemma 2.1 applies both when f is bistable and monostable, so also gives a suﬃcient condition
for (2.2) to be true for all increasing fronts φ and decreasing fronts φˆ of (1.1) in the monostable case.
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∫ 1
0 f (s)ds < 0. Then there exists γ > 0, dependent on ε and f but independent
of g, such that (2.2) holds if
osc
(
g′
) := sup{∣∣g′(s) − g′(t)∣∣: s, t ∈ (0,1)}< γ . (2.8)
Proof. Note ﬁrst that multiplication of (1.4) by φ′ and integration over R yields
c
∫
R
(
φ′
)2
dξ = −
1∫
0
f (φ)dφ +
∫
R
g′(φ)
(
φ′
)2
dξ, (2.9)
and similarly,
cˆ
∫
R
(
φˆ′
)2
dξ =
1∫
0
f (φˆ)dφˆ +
∫
R
g′(φˆ)
(
φˆ′
)2
dξ. (2.10)
Now the maximum of φ′ is attained at a point ξ0 at which c = g′(φ(ξ0)) − f (φ(ξ0))φ′(ξ0) , and hence
εφ′′ + (g′(φ(ξ0))− g′(φ))φ′ + f (φ) − f (φ(ξ0))φ′
φ′(ξ0)
= 0,
so that
∥∥φ′′∥∥L∞(R)  ε−1{osc(g′)∥∥φ′∥∥L∞(R) + 2 sup
s∈(0,1)
∣∣ f (s)∣∣},
which, together with the inequality
∥∥φ′∥∥2L∞(R)  4‖φ‖L∞(R)∥∥φ′′∥∥L∞(R), (2.11)
implies that there exists a continuous function h : [0,∞) → [0,∞), dependent on ε and f but inde-
pendent of g , such that
∥∥φ′∥∥L∞(R)  h(osc(g′)), and also, ∥∥φˆ′∥∥L∞(R)  h(osc(g′)), (2.12)
since the maximum of φ′ can be replaced by the minimum of φˆ′ in the above argument. Now φ′  0
and φ(ξ) → 0,1 as ξ → −∞,∞, so
∣∣∣∣
∫
R
g′(φ)
(
φ′
)2
dξ
∣∣∣∣ sup
s∈(0,1)
∣∣g′(s)∣∣ ∫
R
(
φ′
)2
dξ  sup
s∈(0,1)
∣∣g′(s)∣∣∥∥φ′∥∥L∞(R), (2.13)
and similarly
∣∣∣∣
∫
g′(φˆ)
(
φˆ′
)2
dξ
∣∣∣∣ sup
s∈(0,1)
∣∣g′(s)∣∣∥∥φˆ′∥∥L∞(R). (2.14)
R
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such that
sup
s∈(0,1)
∣∣g′(s)∣∣< γ ⇒ c > 0> cˆ.
And osc(g′) < γ implies that sups∈(0,1) |c˜ + g′(s)| γ2 if c˜ := − 12 [sups∈(0,1) g′(s) + infs∈(0,1) g′(s)]. So
combining the reasoning above with the transformation (2.5) for this choice of c˜ gives that c + c˜ >
0> cˆ + c˜, and hence c > cˆ, as required. 
2.2. Estimates
Let
Φ A(x, t) := φˆ(x− cˆt)φ(x− ct), x ∈R, t ∈R, (2.15)
where φ, φˆ are as in (2.1), and (2.4) holds. Note ﬁrst that for all x, t ∈R,
Φ At (x, t) = −cˆφˆ′(x− cˆt)φ(x− ct) − cφ′(x− ct)φˆ(x− cˆt) < 0, (2.16)
and that the asymptotic behaviour of φ and φˆ imply that for each ﬁxed t ∈R,
Φ A(x, t) → 0 as |x| → ∞. (2.17)
Now, as in [3], for all x, t ∈R, deﬁne
RA(x, t) := −Φ At + εΦ Axx + f
(
Φ A
)− g(Φ A)x. (2.18)
Lemma 2.2. Let φ , φˆ be as in (2.1), (2.4) and constants K1, K2, η1, η2 > 0 as in Lemma 2.3. Then there exists
a constant C > 0 such that
∣∣RA(x, t)∣∣ C [K1eη1 ct + K2e−η2 cˆt](−Φ At (x, t)) (2.19)
for all x ∈R and t  0.
Our proof of Lemma 2.2 needs some a priori estimates about the behaviour of φ and φˆ that we
ﬁrst establish in Lemma 2.3. With a view to constructing entropy solutions of (1.1) with ε = 0, we
will also prove that in the monostable case, these estimates are independent of ε suﬃciently small
provided cˆ and c satisfy condition (2.22), which is more restrictive than (2.2).
Lemma 2.3. Let φ , φˆ be as in (2.1), (2.4). Then there exist M > 0, K1, K2, η1, η2 > 0 such that
φ(1− φ) M∣∣φ′∣∣ and φˆ(1− φˆ) M∣∣φˆ′∣∣ for all ξ ∈R, (2.20)∣∣φ′(ξ)∣∣ K1e−η1|ξ | and ∣∣φˆ′(ξ)∣∣ K2e−η2|ξ | for all ξ ∈R. (2.21)
Moreover, if (1.1) is monostable and the speeds c and cˆ in (2.1) satisfy
cˆ < inf
s∈(0,1) g
′(s) sup
s∈(0,1)
g′(s) < c (2.22)
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independently of ε ∈ (0, ε0).
Proof. We treat mainly φ and remark on the condition (2.22) for cˆ; the results for φˆ follow similarly.
For a given trajectory φ, (2.20) can be proved by phase–plane methods exactly analogously to the
proof of [3, Lemma 3.1], re-writing Eq. (1.4) as the system
φ′ = p, εp′ = − f (φ) + (g′(φ) − c)p, (2.23)
and analysing the behaviour of trajectories close to the equilibria (0,0) and (1,0), and we omit the
details here.
To show that M can be chosen independently of ε suﬃciently small if (2.22) holds, we use an
invariant region in the Liénard plane introduced by Härterich in [18]. Again focus on φ and suppose
that
c > sup
s∈(0,1)
g′(s). (2.24)
Following [18], write the second-order equation (1.4) as the ﬁrst-order system
εφ′ = ψ + g(φ) − cφ,
ψ ′ = − f (φ). (2.25)
Then since (2.24) holds, there exist δ0 > 0 and D0 > 0, independent of ε and φ, such that
D0  c − g′
(
φ(ξ)
)
 δ0 > 0 for all ξ ∈R, (2.26)
and it then follows easily, as argued in [18, Section 3], that there exists (large) positive k such that
for all ε > 0 suﬃciently small, the region
P :=
{
(φ,ψ): 0 φ  1, kε2 f (φ)ψ + g(φ) − cφ − ε f (φ)
g′(φ) − c −kε
2 f (φ)
}
, (2.27)
is positively invariant and contains a heteroclinic orbit connecting (0,0) to (1,0). By uniqueness of
the increasing front solution of (1.4) of speed c, the heteroclinic orbit must be (up to translation) this
front, and it then follows from (2.25) that and the deﬁnition of P that
kε f (φ) φ′ − f (φ)
g′(φ) − c −kε f (φ) for all φ ∈ (0,1),
which implies that
φ′  kε f (φ) + f (φ)
g′(φ) − c
= − f (φ)
(
1
c − g′(φ) − kε
)
− f (φ)
(
1
D
− kε
)
by (2.26)0
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2D0
if ε is suﬃciently small
 M−1φ(1− φ), (2.28)
where M > 0, independent of ε, is chosen so that
2D0M
−1φ(1− φ)− f (φ) for all φ ∈ (0,1),
which is possible because f ′(0) < 0, f ′(1) > 0 and f (φ) < 0 for φ ∈ (0,1). Since a decreasing front of
(1.1) of speed cˆ corresponds to an increasing front of (1.7) of speed −cˆ, it follows similarly that
cˆ < inf
s∈(0,1) g
′(s) (2.29)
is enough to ensure uniformity of the estimate (2.20) in φˆ for ε suﬃciently small. (Of course, how
small ε has to be chosen depends on the exact choice of c, cˆ satisfying (2.24) and (2.29).)
That (2.21) holds for a given front φ in either the bistable case for any c or the monostable case
for c > c∗ε follows from the fact that
e−λξ
(
φ(ξ)
φ′(ξ)
)
→ A1
(
1
λ
)
as ξ → −∞, (2.30)
eμξ
(
1− φ(ξ)
φ′(ξ)
)
→ A2
(
1
μ
)
as ξ → ∞, (2.31)
where A1, A2 are positive constants, λ > 0 is a positive root of εσ 2 + (c − g′(0))σ + f ′(0) = 0 and μ
is the absolute value of a negative root of εσ 2 + (c− g′(1))σ + f ′(1) = 0. See, for example, [4, p. 388].
When c equals the minimal speed c∗ε in the monostable case, then
φ′(ξ) = A3ξe−μξ +O
(
e−μξ
)
, ξ  0,
for some constants A3 > 0, μ > 0, since μ may be a repeated root of εσ 2 + (c∗ε − g′(1))σ + f ′(1) = 0,
which still yields (2.21); the corresponding estimate for ξ  0 follows as in (2.30).
It remains to show that (2.21) holds with the constants Ki , ηi independent of ε suﬃciently small
if (1.1) is monostable and (2.22) holds. Note ﬁrst that it follows from the proof of [7, Theorem 4.1]
that (2.24) implies that ‖φ′′‖L∞(R) is bounded independently of ε > 0, and from [7, Lemmas 3.2, 3.3]
that given ε0 > 0, there exist α > 0 and M˜ > 0 such that
0 φ(ξ) M˜eαξ for all ξ  0,
1− Me−αξ  φ(ξ) 1 for all ξ  0.
So the fact that (2.21) holds with Ki , ηi independent of ε ∈ (0, ε0) follows from inequality (2.11). 
Armed with Lemma 2.3, we can now prove Lemma 2.2.
Proof of Lemma 2.2. For all x, t ∈ R, the equations εφ′′ + (c − g′(φ))φ′ + f (φ) = 0 and εφˆ′′ + (cˆ −
g′(φˆ))φˆ′ + f (φˆ) = 0, give that
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= φ{εφˆ′′ + cˆφˆ′}+ φˆ{εφ′′ + cφ′}+ f (φφˆ) − (g(φφˆ))x + 2εφˆ′φ′
= φ{g′(φˆ)φˆ′ − f (φˆ)}+ φˆ{g′(φ)φ′ − f (φ)}+ f (φφˆ) − (g(φφˆ))x + 2εφˆ′φ′
=: I + II
where
I := f (φφˆ) − φ f (φˆ) − φˆ f (φ) + 2εφˆ′φ′ and II := g′(φˆ)φˆ′φ + g′(φ)φ′φˆ − g′(φφˆ)[φφˆ′ + φˆφ′].
It then follows exactly as in the proof of [3, Lemma 3.2] that
I =O(1)φ′(x− ct)φˆ′(x− cˆt). (2.32)
Now restrict attention to t  0 and recall that φ(0) = φˆ(0) = 12 , φ is increasing, and φˆ is decreasing.
If x 0, Lemma 2.3 gives that
∣∣φ′(x− ct)∣∣ K1e−η1(x−ct)  K1eη1 ct,
so since ct  0,
∣∣φ′(x− ct)φˆ′(x− cˆt)∣∣ K1eη1 ct∣∣φˆ′(x− cˆt)∣∣ 2K1eη1 ctφ(x− ct)∣∣φˆ′(x− cˆt)∣∣.
If x 0, Lemma 2.3 gives that
∣∣φˆ′(x− cˆt)∣∣ K2eη2(x−cˆt)  K2e−η2 cˆt,
so since cˆt  0,
∣∣φ′(x− ct)φˆ′(x− cˆt)∣∣ K2e−η2 cˆtφ′(x− ct) 2K2e−η2 cˆt φˆ(x− cˆt)φ′(x− ct).
Hence, using (2.32), it follows that for all x ∈R and t  0,
|I| C[K1eη1 ct + K2e−η2 cˆt](−Φ At (x, t)), (2.33)
where C is a constant depending only on c and cˆ. To estimate II, note that
II = g′(φˆ)φˆ′φ + g′(φ)φ′φˆ − g′(φφˆ)[φφˆ′ + φˆφ′]
= φˆ′φ{g′(φˆ) − g′(φφˆ)}+ φ′φˆ{g′(φ) − g′(φφˆ)}
= φˆ′φφˆ(1− φ)g′′() + φ′φˆφ(1− φˆ)g′′() for some ,  ∈ (0,1),
and so
|II| C1
{∣∣φˆ′∣∣φ(1− φ) + φ′φˆ(1− φˆ)} for some constant C1 > 0
 C1M
∣∣φˆ′∣∣φ′ by Lemma 2.3 (2.20),
from which it follows, exactly as argued for I , that II also satisﬁes an estimate of form (2.33). 
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constants C , K1 , K2 , η1 and η2 in Lemma 2.2 can be chosen independently of ε ∈ (0, ε0).
Proof. This is immediate from the second part of Lemma 2.3 and the proof of Lemma 2.2. 
2.3. Construction of type A entire solutions of (1.1)
The approach in this section closely follows that in [3] and we outline the key ideas here. Note
ﬁrst that for Φ A as in (2.15), Lemma 2.2 gives that
∣∣Φ At − εΦ Axx − f (Φ A)+ g(Φ A)x∣∣= ∣∣RA(x, t)∣∣
 C
[
K1e
η1 ct + K2e−η2 cˆt
](−Φ At )
−δ(t)Φ At , (2.34)
where
δ(t) := C [K1eη1 ct + K2e−η2 cˆt], t ∈R. (2.35)
Clearly, δ  0, and since δ(t) → 0 as t → −∞, there exist T ∈R and K , η > 0 such that for each t  T ,
0 δ(t) 1
2
, (2.36)
and
t∫
−∞
δ(s)ds C
t∫
−∞
[
K1e
η1cs + K2e−η2 cˆs
]
ds
= C
[
K1
η1c
eη1ct + K2
(−η2cˆ)e
−η2 cˆt
]
 1
2
Keηt . (2.37)
Now with δ as given in (2.35), let τ (·), τ (·) be as deﬁned in (1.12) and u and u be given by (1.14)
with Φ = Φ A . Our main existence result for type A entire solutions of (1.1) is the following.
Theorem 2.5. Given ε > 0, an increasing front φ of (1.1) connecting 0 to 1 with speed c > 0 and a decreasing
front φˆ of (1.1) connecting 1 to 0 with speed cˆ < 0, let K , η > 0 and T ∈R be as in (2.36)–(2.37) above. Then
Eq. (1.1) admits a unique solution u that satisﬁes, for all x ∈R and t  T − KeηT ,
u
(
x, t + Keηt) φˆ(x− cˆt)φ(x− ct) u(x, t − Keηt), (2.38)
and which can be extended uniquely to give an entire solution u of (1.1) with the property that
ut(x, t) < 0 for all (x, t) ∈R2. (2.39)
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lim
t→−∞
{
sup
x (c+cˆ)t2
∣∣u(x, t) − φ(x− ct)∣∣+ sup
x (c+cˆ)t2
∣∣u(x, t) − φˆ(x− cˆt)∣∣}= 0, (2.40)
and
lim
t→∞
∥∥u(·, t)∥∥L∞(R) = 0. (2.41)
Proof. This closely follows the proofs of [3, Lemmas 2.1, 2.3] and we give a brief sketch here to
orientate the reader. First deﬁne
ρ1(t) :=
t∫
−∞
δ(s)
1+ δ(s) ds, ρ2(t) :=
t∫
−∞
δ(s)
1− δ(s) ds, t  T , (2.42)
and note both that τ and τ respectively map (−∞, T −ρ1(T )) and (−∞, T +ρ2(T )) to (−∞, T ), and
that
0 ρ1(t) ρ2(t) 2
t∫
−∞
δ(s)ds Keηt for all t  T . (2.43)
Then u and u deﬁned in (1.14) satisfy u  u, since τ (t)  t  τ (t) and Φ At < 0 for all t , and (2.34)
gives that
ut − εuxx − f (u) + g(u)x  0 if t  T + ρ2(T ),
ut − εuxx − f (u) + g(u)x  0 if t  T − ρ1(T ),
which implies that (u,u) is a sub/supersolution pair for t  T − KeηT . Straightforward calculation
yields
u
(·, t − ρ1(t))= Φ A(·, t) = u(·, t + ρ2(t)) for all t  T − KeηT , (2.44)
which implies that
u(x, t) = Φ A(x, t + ρ1(t))= u(x, t + ρ1(t) + ρ2(t)) for all t  T − KeηT . (2.45)
Since ρ1(t) + ρ2(t) → 0 as t → −∞, uniqueness of solutions sandwiched between u and u then
follows from (2.45). Now we follow the proof of [3, Lemma 2.1] to construct a solution u between
u and u. Since the ideas here are important for the following section, we give the details of this
argument. Given τ < T − KeηT , let w(τ ; ·,·) denote the solution of the initial-value problem
wt = εwxx + f (w) − g(w)x in R×
(
τ , T − KeηT ], (2.46)
w(τ ; ·, τ ) = u(·, τ ) on R× {τ },
which satisﬁes u  w  u on R× [τ , T − KeηT ]. Now consider the family {w(τ ; ·,·)}τ<T−KeηT , which
is bounded above by u, and is monotone in τ , since w(τ2; ·, τ2) = u(·, τ2)  w(τ1; ·, τ2) if τ1 < τ2,
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follows that the limit
u(x, t) := lim
τ→−∞ w(τ ; x, t) for all (x, t) ∈R×
(−∞, T − KeηT ]
exists, and by parabolic regularity theory, u is a classical solution of (1.1) that satisﬁes u  u  u
on R × (−∞, T − KeηT ]. Since 0  u(·, T − KeηT )  1 and f (0) = f (1) = 0, (1.1) with the initial
condition u(·, T − KeηT ) can be solved uniquely on R×[T − KeηT ,∞). The inequality (2.39) can then
be deduced as in [3, Lemma 2.1]. Then (2.44) implies that for all (x, t) ∈R× (−∞, T − KeηT ],
u
(
x, t + ρ2(t)
)
 u
(
x, t + ρ2(t)
)= Φ A(x, t) = u(x, t − ρ1(t)) u(x, t − ρ1(t)), (2.47)
which, in light of (2.43) and (2.39), gives (2.38), and it follows from (2.38) and the argument in
[3, p. 81] that
u(x, t) <min
{
φ(x− ct), φˆ(x− cˆt)} for all (x, t) ∈R2, (2.48)
which implies (2.41). Finally, (2.40) is an immediate consequence of (2.38), because
∣∣Φ A(x, t) − φ(x− ct)∣∣ ∣∣1− φˆ(x− cˆt)∣∣ ∣∣∣∣1− φˆ
((
c − cˆ
2
)
t
)∣∣∣∣ if x
(
c + cˆ
2
)
t, (2.49)
and
∣∣Φ A(x, t) − φˆ(x− cˆt)∣∣ ∣∣1− φ(x− ct)∣∣ ∣∣∣∣1− φ
(
−
(
c − cˆ
2
)
t
)∣∣∣∣ if x
(
c + cˆ
2
)
t.  (2.50)
2.4. Construction of type A entropy solutions of (1.2) when f is monostable
We exploit the uniform-in-ε estimates in Lemma 2.3 and Corollary 2.4 to construct entropy solu-
tions of (1.2) that are deﬁned for all t ∈R. We are concerned with entropy solutions u :R×R→R of
(1.2), in the sense that there is a function u ∈ L∞(R×R) such that for all non-negative ψ ∈ C∞0 (R×R)
and all k ∈R,
∫
R×R
[
|u − k|∂ψ
∂t
+ sgn(u − k)(g(u) − g(k))∂ψ
∂x
+ sgn(u − k) f (u)ψ
]
dxdt  0. (2.51)
This deﬁnition follows from the concept of entropy solution introduced by Kružkov [21]. It is shown
in [21] that given a bounded time interval [0, T ] and a bounded measurable function u0 : R → R,
there is a unique entropy solution of (1.2) in [0, T ] with initial data u0, in the sense that there is a
unique u ∈ L∞(R× (0, T )) that satisﬁes (2.51) for all non-negative ψ ∈ C∞0 (R× (0, T )) and all k ∈R,
and
esslimt→0+
b∫
a
∣∣u(x, t) − u0(x)∣∣dx = 0 for all − ∞ < a < b < ∞. (2.52)
Note that the condition in (g) that g has a ﬁnite number of points of inﬂection is assumed to ensure
the equivalence of the fundamental deﬁnition of entropy travelling front, via (2.51), with the simpler
notion of piecewise C1-entropy travelling front – see [8, Prop. 2.2].
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such that the speed condition (2.22) holds. Then Lemma 2.3 and Corollary 2.4 imply the existence
of ε0 such that the constants in Lemmas 2.3 and 2.2 can be chosen independently of ε ∈ (0, ε0).
Note that the use of the invariant region P deﬁned in (2.27) and its analogue for the decreasing
front ensures that given c, cˆ satisfying (2.22), there do exist an increasing front φε of speed c and
a decreasing front φˆε of speed cˆ of (1.1) for ε ∈ (0, ε0); this also follows from known results on
convergence of the critical speed c∗ε as ε → 0; see [8] and [12]. Clearly, δ, T , K , η, τ , τ and ρ ,
deﬁned in (2.35), (2.36), (2.37), (1.12) and (1.14) respectively, can also be chosen independently of
ε ∈ (0, ε0).
Assume that φε and φˆε satisfy the normalisation condition (2.3). Then since (2.22) holds, [7, The-
orem 4.1] yields that for each compact interval [−N,N] ⊂R,
φε → φ0 and φˆε → φˆ0 in C1
([−N,N]) as ε → 0, (2.53)
where φ0, φˆ0 ∈ C1(R) are increasing/decreasing proﬁles with φ0(ξ) → 0,1 and φˆ0(ξ) → 1,0 as ξ →
−∞,∞, such that (x, t) 	→ φ0(x − ct) and (x, t) 	→ φˆ0(x − cˆt) are solutions of the hyperbolic limit
equation (1.2).
The following lemma follows exactly as in the proof of Theorem 2.5, using the deﬁnition (2.15) of
Φ A and recalling that the fronts φε and φˆε are ε-dependent.
Lemma 2.6. Let (1.1) be monostable and c, cˆ satisfy (2.22). Suppose that ε0 , δ, T , τ , τ and ρ (all independent
of ε ∈ (0, ε0)) be as in the paragraph above, and for each ε ∈ (0, ε0), that φε is an increasing front of speed c
and φˆε is a decreasing front of speed cˆ. Then for each ε ∈ (0, ε0), the functions
uε(x, t) := φˆε
(
x− cˆτ (t))φε(x− cτ (t)), uε(x, t) := φˆε(x− cˆτ (t))φε(x− cτ (t)), (2.54)
form a sub/supersolution pair on the set R× (−∞, T − ρ(T )].
Now [3, Lemma 2.1] can be adapted to construct a “type A” entropy solution of (1.2) deﬁned for
all t ∈R.
Theorem 2.7. Let the hypotheses of Lemma 2.6 be satisﬁed, K , η be chosen so that (2.37) holds for all ε ∈
(0, ε0), and φ0 and φˆ0 be as in (2.53). Then there exists an entropy solution w ∈ L∞(R×R) of (1.2) such that
for all x ∈R and t  T − ρ(T ),
w
(
x, t + Keηt) φˆ0(x− cˆt)φ0(x− ct) w(x, t − Keηt). (2.55)
Proof. Let τ < T − ρ(T ) and wε(τ ; ·,·) be the solution of the initial-value problem
wt = εwxx + f (w) − g(w)x in R×
(
τ , T − ρ(T )], (2.56)
w(τ ; ·, τ ) = uε(·, τ ) on R× {τ }. (2.57)
Such a solution exists and satisﬁes
uε(x, t) wε(x, t) uε(x, t), (x, t) ∈R×
[
τ , T − ρ(T )]. (2.58)
Moreover, it follows as argued in the proof of [3, Lemma 2.3] that
(wε)t(x, t) 0, (x, t) ∈R×
[
τ , T − ρ(T )]. (2.59)
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(uε)x(x, t) = φˆ′ε
(
x− cˆτ (t))φˆε(x− cτ (t))+ φˆε(x− cˆτ (t))φ′ε(x− cτ (t)), (2.60)
and it follows from the uniformity in ε ∈ (0, ε0) of estimate (2.21) in Lemma 2.3 that ‖(uε)x(·, t)‖L∞(R)
is bounded independently of ε ∈ (0, ε0). Hence for each −∞ < a < b < ∞ and t ∈R,
b∫
a
∣∣uε(x+ x, t) − uε(x, t)∣∣dx L|x|, (2.61)
for some L > 0 independent of ε ∈ (0, ε0) and t ∈ R. So for ﬁxed τ , the initial functions uε(·, τ )
are both uniformly bounded, since 0  uε(·, τ )  1, and equicontinuous in L1 on any compact set,
by (2.61). Standard estimates of space and time translates (see [21, §4 and remark 3 of §5]) then
yield that the family {wε(·,·)}ε∈(0,ε0) is compact in the L1-norm of any cylinder [a,b]× [τ , T −ρ(T )],−∞ < a < b < ∞, and so a diagonalisation argument gives a sequence wεk that converges as εk → 0
almost everywhere in R× [τ , T − ρ(T )] to a bounded measurable function wτ . Moreover, it follows
from (2.53) and (2.58) that
u0(x, t) wτ (x, t) u0(x, t), (x, t) ∈R×
[
τ , T − ρ(T )], (2.62)
where for all (x, t) ∈R×R,
u0(x, t) := φˆ0
(
x− cˆτ (t))φ0(x− cτ (t)), u0(x, t) := φˆ0(x− cˆτ (t))φ0(x− cτ (t)), (2.63)
and (2.59) yields that wτ (x, t) is a non-decreasing function of t for each x ∈ R. Further, standard
arguments (see [21, (4.23)]) show that
∫
R×(τ ,T−ρ(T ))
[
|wε − k|∂ψ
∂t
+ sgn(wε − k)
(
g(wε) − g(k)
)∂ψ
∂x
+ sgn(wε − k) f (wε)ψ
]
dxdt
−ε
∫
R×(τ ,T−ρ(T ))
|wε − k|∂
2ψ
∂x2
dxdt,
for each k ∈R and each non-negative ψ ∈ C∞0 (R× [τ , T − ρ(T )]), and passing to the limit as εk → 0
in (2.64) then gives that
∫
R×(τ ,T−ρ(T ))
[∣∣wτ − k∣∣∂ψ
∂t
+ sgn(wτ − k)(g(wτ )− g(k))∂ψ
∂x
+ sgn(wτ − k) f (wτ )ψ]dxdt  0, (2.64)
for each k ∈R and each non-negative ψ ∈ C∞0 (R× [τ , T − ρ(T )]).
This process can be repeated for each τ < T − ρ(T ). It follows as in the proof of Theorem 2.5 that
for each ε ∈ (0, ε0),
wε(τ2; ·, τ2) wε(τ1; ·, τ2) if τ1  τ2,
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wε(τ2; ·,·) wε(τ1; ·,·) on R×
[
τ2, T − ρ(T )
]
, (2.65)
from which it follows that
wτ2(·,·) wτ1(·,·) on R× [τ2, T − ρ(T )],
and hence the limit
w(x, t) := lim
τ→−∞ w
τ (x, t) for all (x, t) ∈R× (−∞, T − ρ(T )] (2.66)
exists. Moreover, (2.62) implies that
u0(x, t) w(x, t) u0(x, t), (x, t) ∈R×
(−∞, T − ρ(T )], (2.67)
from which it follows, by similar arguments to those used in the proof of Theorem 2.5, that for all
(x, t) ∈R× (−∞, T − ρ(T )],
w
(
x, t + ρ2(t)
)
 u0
(
x, t + ρ2(t)
)= φˆ0(x− cˆt)φ0(x− ct) = u0(x, t − ρ1(t))
 w
(
x, t − ρ1(t)
)
, (2.68)
where ρ1 and ρ2 are as deﬁned in (2.42). Inequality (2.55) then follows from (2.68), (2.43) and the
fact that each wτ (x, t), and hence w(x, t), is a non-decreasing function of t for each x ∈ R. Finally,
since (2.64) is satisﬁed for each τ < T − ρ(T ), it follows that
∫
R×(−∞,T−ρ(T ))
[
|w − k|∂ψ
∂t
+ sgn(w − k)(g(w) − g(k))∂ψ
∂x
+ sgn(w − k) f (wτ )ψ
]
dxdt  0, (2.69)
for each k ∈ R and each non-negative ψ ∈ C∞0 (R × [τ , T − ρ(T )]). So w is an entropy solution of
(1.2) on (−∞, T −ρ(T )]. Then choose t0 < T −ρ(T ) such that w(·, t0) is deﬁned on a set of full one-
dimensional measure, so that w(·, t0) is a bounded, measurable function, and thus it follows from [21,
Theorem 5] that there exists a (unique) entropy solution of (1.2) on (t0,∞) such that
esslimt→t0
b∫
a
∣∣w(x, t) − w(x, t0)∣∣dx = 0 whenever −∞ < a < b < ∞. 
3. Uniqueness of type A entire solutions when f is bistable
In this section, we will show that in the bistable case, the entire solution of (1.1) constructed
in Section 2 is in fact unique within a much larger class than that given in Theorem 2.5, which
established uniqueness within the set of solutions trapped between the sub and supersolutions used
in the construction of the entire solution.
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where a function u :R2 →R belongs to the class U if
(i) u is of class C2,1(R2) and 0 u  1 on R2 , and
(ii) there exist constants d > 0, T0 ∈ R, α0 ∈ (0,α) and β0 ∈ (α,1), and functions l˜(·) and r˜(·) deﬁned on
(−∞, T0] such that for all t  T0 ,
{
u(x, t) α0 for all x ∈
(−∞, l˜(t)]∪ [r˜(t),+∞),
u(x, t) β0 for all x ∈
[
min
{
l˜(t) + d, r˜(t) − d},max{l˜(t) + d, r˜(t) − d}].
To prove Theorem 3.1, we let Ψ be the entire solution constructed in Section 2, and assume that
Ψ˜ ∈ U is another entire solution of (1.1). We will employ the method of Chen and Guo [3, Section 4]
and modify their techniques to establish the uniqueness of entire solutions. This method consists of
three steps. First, we show that for t  −1, the proﬁle of Ψ˜ (·, t) vaguely resembles that of φ(· −
ct)φˆ(· − cˆt). Second, we prove that as t → −∞, Ψ˜ can be viewed as a translate of Ψ . Third, we
use the entire solution Ψ to construct sub/supersolutions of (1.1). Then with the aid of this pair of
sub/supersolutions and the results derived in step 2, the uniqueness will follow from the squeezing
argument [2,30].
3.1. The vague resemblance between the proﬁle of Ψ˜ (·, t) and that of φ(· − ct)φˆ(· − cˆt) for t  −1
To begin, we ﬁrst use the argument of [3, Lemma 4.1] to derive the following lemma. Note that
the proof of this lemma relies on a construction of supersolutions which is only based on the reaction
term f , and so the additional convection term does not make any difference to the argument.
Lemma 3.2. There is a real number T1 < T0 such that
sup
x∈R
Ψ˜ (x, t) > α0
for all t  T1 .
From this lemma we can conclude that the following functions are well deﬁned for t  T1.
l(t) := min{x ∈R ∣∣ Ψ˜ (x, t) = α0}, r(t) := max{x ∈R ∣∣ Ψ˜ (x, t) = α0},
p(t) := (r(t) − l(t))/2, m(t) = (r(t) + l(t))/2.
Further, we have l˜(t) l(t) r(t) r˜(t), and
Ψ˜
(
x+m(t), t) α0 for |x| p(t),
Ψ˜
(
x+m(t), t) β0 for |x| p(t) − d.
Therefore, for t  −1 there are two interfacial regions for Ψ˜ (·+m(t), t): one is near x= p(t), and the
other is near x = −p(t). To see that the proﬁle of Ψ˜ (·, t) vaguely resembles that of φ(· − ct)φˆ(· − cˆt)
for t  −1, we need to show that the length of the plateau p(t) → ∞ as t → −∞.
To prove this, we need an auxiliary lemma which concerns the uniform exponential stability of
travelling waves. For this, we deﬁne the following two sets:
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{
h ∈ C(R, [0,1]) ∣∣ h α0 on (−∞,0), h > β0 on [d,+∞)},
Cˆ[0,1](d) :=
{
h ∈ C(R, [0,1]) ∣∣ h > β0 on (−∞,0), h α0 on [d,+∞)}.
Lemma 3.3.
(i) There exist positive constants ν and K such that if h ∈ C[0,1](d), then the solution u(x, t;h) of (1.1) with
the initial value h satisﬁes
∣∣u(x, t;h) − φ(x− ξ − ct)∣∣ Ke−νt
for all x ∈R and t  0, where ξ is a constant which depends on the initial condition h and satisﬁes |ξ | K .
(ii) There exist positive constants νˆ and Kˆ such that if h ∈ Cˆ[0,1](d), then the solution u(x, t;h) of (1.1) with
the initial value h satisﬁes
∣∣u(x, t;h) − φˆ(x− ξ − cˆt)∣∣ Kˆ e−νˆt
for all x ∈R and t  0, where ξˆ is a constant which depends on the initial condition h and satisﬁes |ξˆ | Kˆ .
Proof. We only show part (i) of the assertions since the other case can be proved in a similar way.
To do this, we ﬁrst note that the global exponential stability of travelling waves of (1.1) has been
established by Crooks [5], which can also be shown via the squeezing method [2,30]. Now from the
assumption, we can choose a constant δ0 which depends only on α0 and β0, and suﬃciently large
constants ξ1 and ξ2 which are dependent on d but independent of the choice of h ∈ C[0,1](d), such
that
φ(x− ξ1) − δ0  h(x) φ(x+ ξ2) + δ0
for all x ∈ R and h ∈ C[0,1](d). Using this inequality, we can follow the argument in [5] (also see [2])
to conclude that there exist constants Kˆ and ξˆ which depend only on α0, β0 and d, and constants
K (h) and ξ(h) which may depend on the initial condition h, such that |ξ(h)| ξˆ and K (h) Kˆ for all
h ∈ C[0,1](d), and
∣∣u(x, t;h) − φ(x− ξ(h) − ct)∣∣ K (h)e−νt
for all x ∈ R and t  0. Here ν is a constant which is independent of the initial condition h. Finally,
we set K = max{ξˆ , Kˆ }. Then the assertion follows from the deﬁnition of K and the above inequality.
This completes the proof. 
Now we are in a position to show that p(t) → ∞ as t → −∞.
Lemma 3.4.
lim
t→−∞ p(t) = +∞.
Proof. For each L > 0, we deﬁne the function hL :R→ [0,1] which is of class C(R), and satisﬁes
hL(x) =
{1 if |x| L,
α0 if |x| 2L,
any number between α0 and 1 if x ∈ (−2L,−L) ∪ (L,2L).
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lim
t→∞
∥∥u(·, t;hL)∥∥L∞(R) = 0.
Note that this claim has already been proved for (1.1) without the convection term (see [3]). Here we
use a different argument to show this claim. To see this, we ﬁx an arbitrary small number  . Deﬁne
the function h˜L :R→ [0,1] as follows:
h˜L(x) =
{
1 if x−L,
hL(x) if x−L.
By part (i) of Lemma 3.3, u(x, t; h˜L) converges to a translate of a (rightward) travelling wave of (1.1),
say φ(x − ct + ξ). Together with the fact that c > 0, it yields that for some suﬃciently large t1, we
have u(x, t; h˜L)  for all x 0 and t  t1. On the other hand, by the comparison principle, we have
u(x, t; h˜L)  u(x, t;hL) for all x ∈ R and t  0. Hence it follows that u(x, t;hL)   for all x  0 and
t  t1. Similarly, we can use part (ii) of Lemma 3.3 and the fact that cˆ < 0 to ﬁnd a large t2 such that
u(x, t;hL)   for all x  0 and t  t2. Hence for t  t0 := max{t1, t2}, we have u(x, t;hL)   for all
x ∈R. This establishes the assertion of this claim.
With the aid of this claim, we can follow the argument in [3, p. 79] to complete the proof. For
the reader’s convenience, we give this argument here. Indeed, for contradiction, we assume that there
exist a positive number L and a sequence of {tn} with the property that limn→−∞ tn = −∞ and
r(tn)− l(tn) ∈ (0, L) for all n ∈N. Note that for each n ∈N, Ψ˜ (· +m(tn), tn) hL(·) on R. Hence by the
comparison principle, we have
Ψ˜
(
x+m(tn), t + tn
)
 u(x, t;hL)
for all (x, t) ∈R× [0,∞) and n ∈N. From the claim it follows that there exists a large Tˆ = Tˆ (L) such
that u(·, t;hL) < α0 on R for all t  Tˆ . Since tn → −∞ as n → ∞, we can choose an n0 ∈ N such
that tn + Tˆ  T1 for all n n0 where T1 is deﬁned in Lemma 3.2. Hence from the above inequality it
follows that Ψ˜ (· +m(tn), Tˆ + tn) < α0 on R for all n  n0. This is a contradiction to Lemma 3.2. The
proof is thus complete. 
3.2. The resemblance between the proﬁle of Ψ (·, t) and that of Ψ˜ (·, t) as t → −∞
In this subsection, we proceed to show that as t → −∞, Ψ˜ can be viewed as a translate of Ψ . We
ﬁrst establish an auxiliary lemma concerning the continuous dependence on the initial condition of
solutions of (1.1).
Lemma 3.5. For each positive  and H, there exists l = l(, H) > 0 such that, if h1 and h2 are two functions of
class C1+γ (R) with the property that γ ∈ (0,1), and
0 h1,h2  1 on R, and h1 ≡ h2 on (−∞, l],
then we have
∣∣u(x, t;h1) − u(x, t;h2)∣∣ 
for all x 0 and t ∈ [0, H].
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value problem
vt = εvxx + A(x, t)vx + B(x, t)v,
v|t=0 = u(·,0;h1) − u(·,0;h2) = h1 − h2, (3.1)
where
A(x, t) = −g′(u(x, t;h1)),
B(x, t) = −ux(x, t;h2)
1∫
0
g′′
(
θu(x, t;h1) + (1− θ)u(x, t;h2)
)
dθ
+
1∫
0
f ′
(
θu(x, t;h1) + (1− θ)u(x, t;h2)
)
dθ.
Let the fundamental solution of (3.1) be Γ (x, t, y, τ ). Then v can be represented by the following
integral:
v(x, t) =
∫
R
Γ (x, t, y,0)v(y,0)dy. (3.2)
To obtain the estimate for v , we need the upper bound for Γ . For this, we note that A(x, t) and
B(x, t) are Hölder continuous in x. Then it follows from [11, p. 24] that there are positive constants
M and λ, depending on the coeﬃcients ε, A(x, t), and B(x, t), such that
0< Γ (x, t, y,0) M√
t
exp
[
−λ
t
|x− y|2
]
(3.3)
for all x, y ∈R, and t > 0, and (3.2) and (3.3) give that for x 0,
∣∣v(x, t)∣∣=
∣∣∣∣∣
∞∫
l
Γ (x, t, y,0)v(y,0)dy
∣∣∣∣∣ (since v(·,0) ≡ 0 on (−∞, l])
 M
∞∫
l
1√
t
exp
[
−λ
t
|x− y|2
]∣∣v(y,0)∣∣dy
 2M
∞∫
l
1√
t
exp
[
−λ
t
|x− y|2
]
dy (since 0 h1,h2  1 on R)
 2M
∞∫
l
1√
t
exp
[
−λ
t
· z2
]
dz =: 2M
∞∫
l
χ(z, t)dz
(let z = y − x and use the fact that l − x l for x 0).
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z ∈ [1,∞). Then the above estimate for v(x, t) gives that for t ∈ (0, t0) and l 1,
∣∣v(x, t)∣∣ 2M
∞∫
l
exp
[−λz2
2t
]
dz 2M
√
2t0
λ
∞∫
√
λ
2t0
l
exp
(−s2)ds → 0 as l → ∞,
whereas for t ∈ [t0, H] and l 1,
∣∣v(x, t)∣∣ 2M
∞∫
l
1√
t
exp
[−λz2
t
]
dz 2M√
t0
√
H
λ
∞∫
√
λ
H l
exp
(−s2)ds → 0 as l → ∞.
So we can choose a suﬃciently large number l = l(, H) such that |v(x, t)|   for all x  0 and
t ∈ [0, H]. The proof is thus complete. 
Now we show that as t → −∞, Ψ˜ can be viewed as a translate of Ψ .
Lemma 3.6.
lim
t→−∞ infz∈R,τ∈R
∥∥Ψ˜ (· + z, t) − Ψ (·, τ )∥∥L∞(R) = 0.
Proof. Fix a suﬃciently small positive number  . Let K and Kˆ be deﬁned as in Lemma 3.3 and set
K1 = max{K , Kˆ }. Choose an H > 0 such that max{Ke−νH , Kˆ e−νˆH }  . Let l = l(, H) be the positive
number deﬁned in Lemma 3.5, and T1 be deﬁned as in Lemma 3.2. With the use of Lemmas 3.4
and 3.5 and the fact that cˆ < 0 < c, we can choose a Tˆ < T1 such that the following hold for all
t < Tˆ :
p(t) − d > l, (3.4a)
φ
(
p(t) − cH − K1
)
> 1− , (3.4b)
φˆ
(−p(t) − cˆH + K1)> 1− , (3.4c)
H + [(−2p(t) + 2K1)/(c − cˆ)]< 0. (3.4d)
Now ﬁx a τ < Tˆ . Deﬁne the function h :R→ [0,1] which is of class C2(R), and satisﬁes
h(x) =
{
Ψ˜ (x+m(τ ), τ ) if x p(τ ) − d,
1 if x> p(τ ),
and h(x)  max{β0, Ψ˜ (x + m(τ ), τ )} for x ∈ [p(τ ) − d, p(τ )]. Then from (3.4a) and Lemma 3.5, we
have
∣∣u(x, H;h) − Ψ˜ (x+m(τ ), τ + H)∣∣  for all x 0.
On the other hand, we note that h(x)  α0 for all x  −p(τ ) and h(x)  β0 for all x  −p(τ ) + d.
Hence from Lemma 3.3, we can choose a ξ ∈ [−K1, K1] such that
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for all x ∈R. The above two inequalities imply that
∣∣Ψ˜ (x+m(τ ), τ + H)− φ(x+ p(τ ) − cH − ξ)∣∣ 2 for all x 0. (3.5)
With a similar argument as above, we can also choose a ξˆ ∈ [−K1, K1] such that
∣∣Ψ˜ (x+m(τ ), τ + H)− φˆ(x− p(τ ) − cˆH − ξˆ)∣∣ 2 for all x 0. (3.6)
Now we need some auxiliary quantities. Speciﬁcally, we deﬁne
z0 = p(τ ) − ξ + c
c − cˆ
(−2p(τ ) + (ξ − ξˆ )) and t0 := H + 1
c − cˆ
(−2p(τ ) + (ξ − ξˆ )). (3.7)
Note that t0 < 0 by (3.4d). It is easy to see that z0 and t0 satisfy the following equations:
z0 − ct0 = p(τ ) − cH − ξ and z0 − cˆt0 = −p(τ ) − cˆH − ξˆ . (3.8)
Hence we have
φ
(
x+ p(τ ) − cH − ξ)= φ((x+ z0) − ct0), (3.9a)
φˆ
(
x− p(τ ) − cˆH − ξˆ)= φˆ((x+ z0) − cˆt0). (3.9b)
Then from (3.5) and (3.9a), and (3.6) and (3.9b), it follows that
∣∣Ψ˜ (x− z0 +m(τ ), τ + H)− φ(x− ct0)∣∣ 2 for all x z0, (3.10a)∣∣Ψ˜ (x− z0 +m(τ ), τ + H)− φˆ(x− cˆt0)∣∣ 2 for all x z0. (3.10b)
Now by (3.4b)–(3.4c) and (3.8), we have
1− φˆ(x− cˆt0) <  for x z0, (3.11a)
1− φ(x− ct0) <  for x z0. (3.11b)
Then with the use of (3.10a) and (3.11a), we can deduce that for all x z0, it holds
∣∣Ψ˜ (x− z0 +m(τ ), τ + H)− φ(x− ct0)φˆ(x− cˆt0)∣∣

∣∣Ψ˜ (x− z0 +m(τ ), τ + H)− φ(x− ct0)∣∣+ φ(x− ct0)∣∣1− φˆ(x− cˆt0)∣∣
 3. (3.12)
Similarly, we can use (3.10b) and (3.11b) to see that (3.12) also holds for x z0. Hence for each τ < Tˆ ,
there exist z ∈R and t0 < 0, depending on τ , such that
∥∥Ψ˜ (· + z, τ + H) − φ(· − ct0)φˆ(· − cˆt0)∥∥L∞(R)  3,
and moreover, by the deﬁnition of t0 in (3.7) and Lemma 3.4, t0 → −∞ as τ → −∞. So if τ is chosen
suﬃciently negative that (2.38) holds with t = t0, we have
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
∥∥Ψ˜ (· + z, τ + H) − φ(· − ct0)φˆ(· − cˆt0)∥∥L∞(R) + ∥∥Ψ (·, t0) − φ(· − ct0)φˆ(· − cˆt0)∥∥L∞(R)
 3 + 2Keηt0∥∥Φ At ∥∥L∞(R),
where Φ A is as deﬁned in (2.15). Thus τ can be chosen more negative if necessary to ensure that
∥∥Ψ˜ (· + z, τ + H) − Ψ (·, t0)∥∥L∞(R)  4,
and hence there exists T˜ < Tˆ + H such that
sup
t<T˜
inf
z∈R, t0<0
∥∥Ψ˜ (· + z, t) − Ψ (·, t0)∥∥L∞(R)  4.
The proof is thus complete. 
3.3. Construction of sub/supersolution based on Ψ
In this subsection, we use the entire solution Ψ to construct sub/supersolutions of (1.1). We will
frequently use the interpolation inequality
‖ · ‖C1(Ω)  2
√
‖ · ‖C(Ω) · ‖ · ‖C2(Ω) (3.13)
(see, for instance, [24, Proposition 1.1.2]).
Lemma 3.7. Set ν = 14 min{− f ′(0),− f ′(1)}. There exists a positive constant σ such that there holds
−σΨt + 1
ν
g′′(Ψ ) · Ψx − 1
ν
f ′(Ψ ) 2 on R2.
Proof. First we let Φ A(x, t) = φ(x − ct)φˆ(x − cˆt). Then we can choose a suﬃciently large number σ1
such that
−σ1Φ At +
1
ν
g′′
(
Φ A
) · Φ Ax − 1ν f ′
(
Φ A
)
 3 on R2. (3.14)
From Theorem 2.5, we have ‖Ψ − Φ A‖C(R×(−∞,t]) → 0 as t → −∞, which, together with inequality
(3.13), yields limt→−∞ ‖Ψ − Φ A‖C1(R×(−∞,t]) = 0. Hence this observation and (3.14) together imply
that there exists a T3  −1 such that
−σ1Ψt + 1
ν
g′′(Ψ ) · Ψx − 1
ν
f ′(Ψ ) 2 on R× (−∞, T3]. (3.15)
Now recall from (2.48) in Section 2 that
Ψ (x, t) <min
{
φ(x− ct), φˆ(x− cˆt)} for all (x, t) ∈R2, (3.16)
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this yields that limt→+∞ ‖Ψ ‖C1(R×[t,∞)) = 0. Note that − f ′(Ψ ) > 7ν/2 if Ψ is close to 0 or 1. There-
fore, with the aid of the deﬁnition of ν and the fact that Ψ ∈ (0,1) on R2, we can choose a suﬃciently
large T4 such that
−σ1Ψt + 1
ν
g′′(Ψ ) · Ψx − 1
ν
f ′(Ψ ) 3 on R× [T4,∞). (3.17)
Now we focus on the interval (T3, T4). To begin with, we use (3.16) and the fact that cˆ < 0 < c to
deduce that
lim|X |→+∞‖Ψ ‖C(((−∞,−X]∪[X,∞))×[T3,T4]) = 0.
Then we can follow the argument in the previous paragraph to choose a suﬃciently large number X
such that
−σ1Ψt + 1
ν
g′′(Ψ ) · Ψx − 1
ν
f ′(Ψ ) 3 on
(
(−∞,−X) ∪ (X,∞))× [T3, T4]. (3.18)
Finally, since the set [−X, X] × [T3, T4] is compact and Ψt < 0 on R2, by (2.39), we can choose a
suﬃciently large number σ2 > σ1 such that
−σ2Ψt + 1
ν
g′′(Ψ ) · Ψx − 1
ν
f ′(Ψ ) 3 on [−X, X] × [T3, T4].
This, together with (3.15), (3.17), and (3.18), implies that the assertion of this lemma holds for σ = σ2.
The proof is thus complete. 
Lemma 3.8. Let σ > 0 be as given by Lemma 3.7 and ﬁx a suﬃciently small δ0 such that for all u ∈ [0,1] and
δ ∈ (−δ0, δ0),
∣∣ f ′(u + δ) − f ′(u)∣∣ ν,∣∣g′′(u + δ) − g′′(u)∣∣ · ‖Ψx‖L∞(R2)  ν. (3.19)
Then for each τ ∈R and δ ∈ (0, δ0), the functions
Ψ ±(x, t) = Ψ (x, τ + t ∓ σδ[1− e−νt])± δe−νt
are a supersolution and subsolution of (1.1), respectively.
Proof. We only show that Ψ + is a supersolution of (1.1) since the other case can be handled similarly.
With the use of (1.1) and the mean-value theorem, we can ﬁnd θ1, θ2 ∈ (0,1) such that the following
holds:
Ψ +t +
(
g
(
Ψ +
))
x − Ψ +xx − f
(
Ψ +
)= (1− σνδe−νt)Ψt − νδe−νt + g′(Ψ + δe−νt)Ψx
− εΨxx − f
(
Ψ + δe−νt)
= νδe−νt
{
−σΨt + f (Ψ ) − f (Ψ + δe
−νt)
νδe−νt
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′(Ψ + δe−νt) − g′(Ψ )]Ψx
νδe−νt
− 1
} (
by (1.1)
)
= νδe−νt
{
−σΨt − f
′(Ψ + θ1δe−νt)
ν
+ g
′′(Ψ + θ2δe−νt)Ψx
ν
− 1
}
(by the mean-value theorem)
 νδe−νt
{
−σΨt − f
′(Ψ )
ν
+ g
′′(Ψ )Ψx
ν
− 3
}
 0
(
by (3.19) and Lemma 3.7
)
.
Thus Ψ + is a supersolution of (1.1). The proof is complete. 
3.4. Final proof of uniqueness
Now we have every necessary tool at hand to establish the uniqueness. The argument is the same
as that in [3, pp. 82–83]. We give a sketch of this argument here for the sake of completeness and
the reader’s convenience.
To begin with, let δ ∈ (0, δ0) be ﬁxed. Now ﬁx an s ∈R and set
(s) := inf
z∈R, τ∈R
∥∥Ψ˜ (z + ·, s) − Ψ (·, τ )∥∥L∞(R).
Then from Lemma 3.6, we can conclude that there exist t1 < s, z ∈R, and τ ∈R such that
∥∥Ψ˜ (z + ·, t1) − Ψ (·, τ )∥∥L∞(R) < δ.
This, together with Lemma 3.8 and comparison principle, implies that
Ψ
(
x, τ + t + σδ[1− e−νt])− δe−νt  Ψ˜ (z + x, t1 + t) Ψ (x, τ + t − σδ[1− e−νt])+ δe−νt
for all x ∈ R and t  0. Now we set t = s − t1 and τˆ = τ + t − σδ[1 − e−νt]. Then from the above
inequality we deduce that
Ψ
(
x, τˆ + 2σδ[1− e−νt])− δe−νt  Ψ˜ (z + x, s) Ψ (x, τˆ ) + δe−νt,
which, together with the mean-value theorem, yields
∣∣Ψ˜ (z + x, s) − Ψ (x, τˆ )∣∣ ∣∣Ψ (x, τˆ + 2σδ[1− e−νt])− Ψ (x, τˆ )∣∣+ δ

(
1+ 2σ‖Ψt‖L∞(R2)
)
δ
for all x ∈ R. This in turn implies that (s) (1 + 2σ‖Ψt‖L∞(R2))δ for all δ ∈ (0, δ0). Hence we have
(s) = 0 for each s ∈R. Hence Ψ˜ is a translation of Ψ , thereby completing the proof of Theorem 3.1.
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In this section, we restrict attention to reaction terms f that are bistable. The building blocks of
the function Φ here, labelled as ΦB , are an increasing front φ1 of (1.1), with speed c1 and such that
φ1(ξ) → 0,α as ξ → −∞,∞, (4.1)
that is, a front connecting 0 to α, the intermediate equilibrium of f , of the monostable equation
obtained by restricting f |[0,α] , together with an increasing front φ2 of (1.1), with speed c2 and such
that
φ2(ξ) → α,1 as ξ → −∞,∞, (4.2)
that is, a front connecting the intermediate equilibrium α to 1 of the monostable equation obtained
by restricting f |[α,1] . Assume without loss of generality that
φ1(0) = α
2
, φ2(0) = 1+ α
2
, (4.3)
and suppose that
c1 > c2 > 0. (4.4)
Note that the hypothesis that the speeds c1 and c2 are both positive is made for technical conve-
nience, to ensure that (1.8) holds for Φ = ΦB deﬁned in (4.8) below, and it is, in fact, enough to
suppose that
c1 > c2, (4.5)
since applying the transformation (2.5) for suitable c˜ allows us to assume that c2 > 0 without loss
of generality. Observe also that it follows from appropriate application of the known existence results
for travelling fronts of monostable equations quoted in the Introduction, taking into account which
of the asymptotic equilibria is stable and which is unstable, that there exists an increasing front φ1
of speed c1 connecting 0 to α if and only if c1  c∗1,ε for a critical wavespeed c∗1,ε , and there exists
an increasing front φ2 of speed c2 connecting α to 1 if and only if c2  c∗2,ε for a second critical
wavespeed c∗2,ε . Furthermore, it follows from [8, Lemmas 3.4, 3.5] and elementary calculus that
c∗2,ε  inf
s∈(α,1)
g(α) − g(s)
α − s  g
′(α) sup
s∈(0,α)
g(α) − g(s)
α − s  c
∗
1,ε, (4.6)
and thus the speeds c1 and c2 of fronts φ1 and φ2 always satisfy c1  c2. Condition (4.5) only excludes
the case c1 = c2 and therefore is not very restrictive.
Now let
c := c1 − c2
2
and c := c1 + c2
2
, (4.7)
and motivated by [27, Section 4], deﬁne
ΦB(x, t) := (1− α)φ1(x− c1t)φ2(x− c2t) , x ∈R, t ∈R. (4.8)
φ1(x− c1t)[φ2(x− c2t) − α] + α[1− φ2(x− c2t)]
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ΦBt (x, t) = −
α(1− α)
{φ1[φ2 − α] + α[1− φ2]}2
(
c1φ2(1− φ2)φ′1 + c2φ1(1− φ1)φ′2
)
< 0, (4.9)
and, for each t ∈R,
ΦB(x, t) → 0 as x → −∞ and ΦB(x, t) → 1 as x → ∞, (4.10)
in contrast to the limiting behaviour (2.17) of Φ A . Analogously to (2.18), deﬁne
RB(x, t) := −ΦBt + εΦBxx + f
(
ΦB
)− g(ΦB)x. (4.11)
The key ingredient needed to establish the existence of type B entire solutions is a counterpart of
Lemma 2.2 above. For this, we need the following estimates, the proof of which is a straightforward
adaptation of the proof of Lemma 2.3 and is omitted.
Lemma 4.1. Let φ1 , φ2 be as in (4.1), (4.2)with speeds c1 and c2 respectively that satisfy (4.4). Then there exist
M˜ > 0, K˜1, K˜2, η˜1, η˜2 > 0 such that
φ1(α − φ1) M˜
∣∣φ′1∣∣ and (φ2 − α)(1− φ2) M˜∣∣φ′2∣∣ for all ξ ∈R, (4.12)∣∣φ′1(ξ)∣∣ K˜1e−η˜1|ξ | and ∣∣φ′2(ξ)∣∣ K˜2e−η˜2|ξ | for all ξ ∈R. (4.13)
Moreover, if the speeds c1 and c2 satisfy the additional condition that
c2 < inf
s∈(α,1) g
′(s) g′(α) sup
s∈(0,α)
g′(s) < c1, (4.14)
then there exists ε0 > 0, depending on c1 and c2 , such that M˜, K˜ i, η˜i , i = 1,2, can be chosen independently of
ε ∈ (0, ε0).
Note, similarly to the remark before Lemma 2.6, that the fact that c1 and c2 satisfy (4.14) ensures
that the corresponding fronts φ1 and φ2 of (1.1) do exist for all ε suﬃciently small, both by the
invariant-region argument used in the proof of Lemma 2.3, and by results of [8] and [12] that imply
that as ε → 0, the critical speeds c∗2,ε and c∗1,ε converge to infs∈(α,1) g(α)−g(s)α−s and sups∈(0,α) g(α)−g(s)α−s
respectively. Here we understand that φ1 and φ2 depend on ε but suppress the ε-dependence in
our notation to minimise clutter. Moreover, [7, Theorem 4.1] implies that for each compact interval
[−N,N] ⊂R,
φ1 → φ1,0 and φ2 → φ2,0 in C1
([−N,N]) as ε → 0, (4.15)
where φ1,0, φ2,0 ∈ C1(R) are increasing proﬁles with φ1,0(ξ) → 0,α and φ2,0 → α,1 as ξ → −∞,∞,
such that (x, t) 	→ φ1,0(x− c1t) and (x, t) 	→ φ2,0(x− c2t) are solutions of the hyperbolic limit equation
(1.2). These limiting proﬁles arise in the characterisation of our type B entropy solutions of (1.2) in
Theorem 4.4.
We can now prove the following crucial lemma.
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K˜1, K˜2, η˜1, η˜2 > 0 as in Lemma 4.1. Then there exists a constant C˜ > 0 such that
∣∣RB(x, t)∣∣ C˜ [K˜1eη˜1(c)t + K˜2eη˜2(c)t](−ΦBt (x, t)) (4.16)
for all x ∈R and t  0. If the speeds c1 and c2 additionally satisfy (4.14), then the constants C˜ , K˜1 , K˜2 , η˜1 and
η˜2 can be chosen independently of ε ∈ (0, ε0) for some ε0 > 0.
Proof. In the interests of conciseness, we abuse notation slightly to write
ΦBφ1 =
α(1− α)φ2(1− φ2)
{φ1[φ2 − α] + α[1− φ2]}2 , Φ
B
φ2
= α(1− α)φ1(1− φ1){φ1[φ2 − α] + α[1− φ2]}2 ,
ΦBφ1φ1 =
2α(1− α)φ2(φ2 − α)(φ2 − 1)
{φ1[φ2 − α] + α[1− φ2]}3 , Φ
B
φ2φ2
= 2α(1− α)φ1(φ1 − α)(φ1 − 1){φ1[φ2 − α] + α[1− φ2]}3 , and
ΦBφ1φ2 =
α(1− α){(2α − 1)φ1φ2 + α(1− φ1 − φ2)}
{φ1[φ2 − α] + α[1− φ2]}3 .
Then for all x, t ∈R,
RB(x, t) = I + II + III,
where
I := f (ΦB)− ΦBφ1 f (φ1) − ΦBφ2 f (φ2),
II := ΦBφ1 g′(φ1)φ′1 + ΦBφ2 g′(φ2)φ′2 − g′
(
ΦB
)[
ΦBφ1φ
′
1 + ΦBφ2φ′2
]
,
III := ε{ΦBφ1φ1(φ′1)2 + 2ΦBφ1φ2φ′1φ′2 + ΦBφ2φ2(φ′2)2}.
For the following, it is convenient to introduce the new, temporary variables
x = x− ct and q := −(c)t, x, t ∈R. (4.17)
Then φ1(x− c1t) = φ1(x+ q) and φ2(x− c2t) = φ2(x− q), and q  0 whenever t  0. Our ﬁrst step in
proving (4.16) is to show that the denominator of ΦB is bounded away from zero whenever t  0;
that is, that there exist positive constants κ, κ˜ > 0 such that
κ  φ1(x+ q)
[
φ2(x− q) − α
]+ α[1− φ2(x− q)] κ˜, for all x ∈R, q 0. (4.18)
The right-hand inequality in (4.18) is immediate. To see the left-hand inequality, recall (4.3) and that
both φ1 and φ2 are increasing. So 1−φ2(x−q) 1−α2 if x q, and φ1(x+q)[φ2(x−q)−α] α(1−α)4 if
x |q|, because φ1(x+q) α2 if x−q and φ2(x−q)−α  1−α2 if x q. Thus the left-hand inequality
in (4.18) follows since q 0.
Now note that in light of (4.18), (4.9), and the fact that 0 φ1(x + q) α and α  φ2(x − q) 1
for all x, q, it suﬃces to establish (4.16) to prove that there exists C˜ such that for all x ∈R and t  0,
∣∣RB(x, t)∣∣ C˜[K˜1e−η˜1q + K˜2e−η˜2q]{[1− φ2(x− q)]φ′1(x+ q) + φ1(x+ q)φ′2(x− q)}, (4.19)
where x, t , x and q are related by (4.17).
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and III deﬁned above. To estimate II, begin by noting that
|II| = ∣∣ΦBφ1[g′(φ1) − g′(ΦB)]φ′1 + ΦBφ2[g′(φ2) − g′(ΦB)]φ′2∣∣
= ∣∣g′′()ΦBφ1(φ1 − ΦB)φ′1 + g′′()ΦBφ2(φ2 − ΦB)φ′2∣∣ for some ,  ∈ (0,1)
=
∣∣∣∣ α(1− α)φ2(φ1 − 1){φ1[φ2 − α] + α[1− φ2]}3
[
g′′()φ1(1− φ2)(φ2 − α)φ′1
+ g′′()φ1(φ2 − 1)(α − φ1)φ′2
]∣∣∣∣
 C1φ1(1− φ2)(φ2 − α)φ′1 + C2φ1(α − φ1)(1− φ2)φ′2 (4.20)
for some positive constants C1 and C2. Now if x 0,
φ1(x+ q)
(
φ2(x− q) − α
)
 φ2(x− q) − α  2
1− α M˜ K˜2e
(x−q)η˜2  2
1− α M˜ K˜2e
−qη˜2 , (4.21)
so that
φ1(1− φ2)(φ2 − α)φ′1 
2
1− α M˜ K˜2e
−qη˜2(1− φ2)φ′1, (4.22)
and if x 0,
(
φ2(x− q) − α
)(
1− φ2(x− q)
)
φ′1(x+ q) M˜ K˜1φ′2(x− q)e−η˜1(x+q)
 M˜ K˜1φ′2(x− q)e−η˜1q, (4.23)
so that
φ1(1− φ2)(φ2 − α)φ′1  M˜ K˜1e−η˜1qφ1φ′2, (4.24)
and estimates (4.22) and (4.24) together give that the ﬁrst term in (4.20) satisﬁes an inequality of
form (4.19). To treat the second term in (4.20), note that if x 0, then
φ1(x+ q)
(
α − φ1(x+ q)
)
φ′2(x− q) M˜ K˜2φ′1(x+ q)eη˜2(x−q)  M˜ K˜2φ′1(x+ q)e−η˜2q, (4.25)
so that
φ1(α − φ1)(1− φ2)φ′2  M˜ K˜2e−η˜2q(1− φ2)φ′1, (4.26)
and if x 0, then
(
1− φ2(x− q)
)(
α − φ1(x+ q)
)
 α − φ1(x+ q) 2
α
M˜ K˜1e
−η˜1(x+q)  2
α
M˜ K˜1e
−η˜1q (4.27)
so that
φ1(α − φ1)(1− φ2)φ′2 
2
M˜ K˜1e
−η˜1qφ1φ′2. (4.28)α
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required inequality is thus established for term II.
To treat term III, note that it follows from the forms of ΦBφ1φ1 , Φ
B
φ1φ2
and ΦBφ2φ2 , (4.12) in
Lemma 4.1, and (4.18), that for some constant C > 0
|III| Cφ′1(x+ q)φ′2(x− q) for all x ∈R, q 0. (4.29)
Now if x 0, we have
φ′2(x− q) K˜2eη˜2(x−q) 
2
1− α K˜2e
−η˜2q(1− φ2(x− q)), (4.30)
since 1− φ2(x− q) (1− α)/2 for such x, and hence
φ′1φ′2 
2
1− α K˜2e
−η˜2q(1− φ2)φ′1. (4.31)
On the other hand, if x 0, then
φ′1(x+ q) K˜1e−η˜1(x+q) 
2
α
K˜1e
−η˜1qφ1(x+ q), (4.32)
since φ1(x+ q) α2 for such x, and hence
φ′1φ′2 
2
α
K˜1e
−η˜1qφ1φ′2. (4.33)
Then (4.31) and (4.33) together yield that term III too satisﬁes an estimate of form (4.19).
We will show that term I also satisﬁes an inequality of form (4.29), from which it will follow
exactly as above that an inequality of type (4.19) holds for I . Some of our arguments here are inspired
by those used in the proof of [3, Lemma 3.2]. For brevity, we use the compact notation
d := φ1[φ2 − α] + α[1− φ2].
First note that
I = −(ΦBφ1 f (φ1) + ΦBφ2 f (φ2) − f (ΦB))
= −α(1− α)
d2
[
φ2(1− φ2) f (φ1) + φ1(1− φ1) f (φ2) − d
2
α(1− α) f
(
ΦB
)]
.
Now
φ2(1− φ2) f (φ1) = φ2(1− φ2)φ1
1∫
0
f ′(sφ1)ds
= −φ1(1− φ1)φ2(1− φ2)
1∫
0
s
1∫
0
f ′′
(
s
[
tφ1 + (1− t)
])
dt ds,
and likewise,
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1∫
0
s
1∫
0
f ′′
(
s
[
tφ2 + (1− t)
])
dt ds,
d2
α(1− α) f
(
ΦB
)= −φ1(1− φ1)φ2(1− φ2)
1∫
0
s
1∫
0
f ′′
(
s
[
tΦB + (1− t)])dt ds.
Hence
I = α(1− α)
d2
φ1(1− φ1)φ2(1− φ2)
1∫
0
s
1∫
0
{
f ′′
(
s
[
tφ1 + (1− t)
])− f ′′(s[tΦB + (1− t)])
+ f ′′(s[tφ2 + (1− t)])− f ′′(s[tα + (1− t)])}dt ds,
since the fact that f (α) = 0 implies that ∫ 10 s ∫ 10 f ′′(s[tα + (1− t)])dt ds = 0. Then
f ′′
(
s
[
tφ1 + (1− t)
])− f ′′(s[tΦB + (1− t)])
= −stφ1(1− φ1)(φ2 − α)
d
1∫
0
f ′′′
(
st
[
wφ1 + (1− w)ΦB
]+ s(1− t))dw,
and
f ′′
(
s
[
tφ2 + (1− t)
])− f ′′(s[tα + (1− t)])
= st(φ2 − α)
1∫
0
f ′′′
(
st
[
wφ2 + (1− w)α
]+ s(1− t))dw,
so that
I = α(1− α)
d2
φ1(1− φ1)φ2(1− φ2)(φ2 − α)
1∫
0
s2
1∫
0
th(s, t, φ1, φ2)dt ds,
where the function h : [0,1] × [0,1] × [0,α] × [α,1] →R is deﬁned by
h(s, t, φ1, φ2) :=
1∫
0
f ′′′
(
st
[
wφ2 + (1− w)α
]+ s(1− t))
− φ1(1− φ1)
d
f ′′′
(
st
[
wφ1 + (1− w)ΦB
]+ s(1− t))dw.
Now h(s, t,α,φ2) = 0 for all s, t , φ2, since d = α(1 − α) and ΦB = φ2 if φ1 = α. So it follows, by
Taylor’s Theorem, that
h(s, t, φ1, φ2) = (α − φ1)b(s, t, φ1, φ2), (4.34)
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I = α(1− α)
d2
φ1(1− φ1)(α − φ1)φ2(1− φ2)(φ2 − α)
1∫
0
s2
1∫
0
tb(s, t, φ1, φ2)dt ds,
from which it follows immediately, using (4.12) in Lemma 4.1, that I satisﬁes an estimate of form
(4.29), as claimed. 
Lemma 4.2 enables the following result on the existence of type B entire solutions to be proved us-
ing similar arguments to those used in Section 2.3, and we omit details of the proof. Note that (4.36)
follows by reasoning analogous to that used in (2.49) and (2.50) to obtain (2.40), taking (4.18) into
account. The long-time convergence (4.37) is a consequence of the well-known convergence to travel-
ling fronts for bistable equations [10,5,30] and the fact that for t suﬃciently negative, the solution u
satisfying (4.35) is such that 0 u(·, t) 1 and u(x, t) → 0,1 as x → −∞,∞, since 0ΦB(·, t) 1
and (4.10) holds for each t .
Theorem 4.3. Given ε > 0, an increasing front φ1 of (1.1) connecting 0 to α with speed c1 > 0 and an in-
creasing front φ2 of (1.1) connecting α to 1 with speed c2 ∈ (0, c1), there exist K˜ , η˜ > 0 and T˜ ∈ R such that
Eq. (1.1) admits a unique solution u that satisﬁes, for all x ∈R and t  T˜ − K˜ eη˜T˜ ,
u
(
x, t + K˜ eη˜t) (1− α)φ1(x− c1t)φ2(x− c2t)
φ1(x− c1t)[φ2(x− c2t) − α] + α[1− φ2(x− c2t)]  u
(
x, t − K˜ eη˜t), (4.35)
and which can be extended uniquely to give an entire solution u of (1.1) with the property that
ut(x, t) < 0 for all (x, t) ∈R2.
Moreover,
lim
t→−∞
{
sup
x (c1+c2)t2
∣∣u(x, t) − φ1(x− c1t)∣∣+ sup
x (c1+c2)t2
∣∣u(x, t) − φ2(x− c2t)∣∣}= 0, (4.36)
and there exists θ ∈R such that
lim
t→∞ supx∈R
∣∣u(x, t) − φ(x− ct + θ)∣∣= 0, (4.37)
where φ(x− ct) is the unique (up to translation) increasing travelling-front solution of (1.1) connecting 0 to 1.
We can also prove an analogue of Theorem 2.7 using the arguments in Section 2.4, together with
the convergence (4.15). Note the essential point that for each τ < T˜ − K˜ eη˜T˜ < 0, the x-derivative of
uε(x, τ ) := ΦB(x, τ (τ )) is bounded in L∞(R) independently of ε ∈ (0, ε0), by (4.18) and the uniformity
of (4.12) in ε ∈ (0, ε0). This is important for establishing the necessary compactness properties. Again,
we omit the details of the proof, since it closely follows that of Theorem 2.7.
Theorem 4.4. Let the hypotheses of Theorem 4.3 be satisﬁed, K˜ , η˜ and T˜ be as given by Theorem 4.3, and
φ1,0 and φ2,0 be as in (4.15). Suppose in addition that the speeds c1 and c2 satisfy (4.14). Then there exists an
entropy solution w ∈ L∞(R×R) of (1.1) such that for all x ∈R and t  T˜ − K˜ eη˜T˜ ,
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(
x, t + K˜ eη˜t) (1− α)φ1,0(x− c1t)φ2,0(x− c2t)
φ1,0(x− c1t)[φ2,0(x− c2t) − α] + α[1− φ2,0(x− c2t)]
 w
(
x, t − K˜ eη˜t). (4.38)
5. Existence of type C entire solutions when f is bistable
In this section, we again restrict attention to reaction terms f that are bistable. The ingredients of
the function Φ here, now labelled as ΦC , are a decreasing front φˆ1 of (1.1), with speed cˆ1 and such
that
φˆ1(ξ) → α,0 as ξ → −∞,∞, (5.1)
that is, a front connecting α to 0 of the monostable equation obtained by restricting f |[0,α] , together
with an increasing front φ of (1.1), with speed c and such that
φ(ξ) → 0,1 as ξ → −∞,∞, (5.2)
that is, a front connecting 0 to 1. Assume without loss of generality that
φˆ1(0) = α
2
, φ(0) = α, (5.3)
and suppose that
c < 0< cˆ1. (5.4)
We observe that it follows from the known existence results for travelling fronts of monostable
equations quoted in the Introduction, that there exists a decreasing front φˆ1 of speed cˆ1 connecting
α to 0 if and only if cˆ1  cˆ∗1,ε for a critical wavespeed cˆ∗1,ε , and, by the known existence results for
fronts of bistable equations, that c is unique. By assuming
∫ 1
0 f (u)du > 0 and imposing appropriate
conditions on g , we can employ a similar argument to that in Lemma 2.1 to ensure that c < 0.
But suﬃcient conditions on f and g to guarantee the existence of fronts φˆ1 and φ satisfying both
inequalities in (5.4) are not clear. At the end of this section, we will give two families of examples
with g ≡ 0 for which condition (5.4) does hold.
Now let
s := cˆ1 + c
2
and s := cˆ1 − c
2
> 0, (5.5)
and motivated by [27, Section 4], deﬁne
ΦC (x, t) := α(φˆ1(x− cˆ1t) + φ(x− ct)) − (1+ α)φˆ1(x− cˆ1t)φ(x− ct)
α − φˆ1(x− cˆ1t)φ(x− ct)
, x ∈R, t ∈R. (5.6)
Then for all x, t ∈R,
ΦCt (x, t) =
α
ˆ 2
(
cˆ1(α − φ)(1− φ)
(−φˆ′1)+ (−c)(α − φˆ1)(1− φˆ1)φ′), (5.7)
(α − φ1φ)
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and (4.9), we will show below that there exists a T1 < 0 such that ΦCt (x, t) > 0 for all x ∈ R and
t  T1 – see (5.14) and (5.15). Note also that, for each t ∈R,
ΦC (x, t) → α as x → −∞ and ΦC (x, t) → 1 as x → ∞, (5.8)
and analogously to (2.18), deﬁne
RC (x, t) := −ΦCt + εΦCxx + f
(
ΦC
)− g(ΦC )x. (5.9)
The following estimates, proof omitted, are needed for the key Lemma 5.2 below, which is our
counterpart here of Lemma 2.2 in Section 2.
Lemma 5.1. Let φˆ1 , φ be as in (5.1), (5.2) with speeds cˆ1 and c respectively that satisfy (5.4). Then there exist
Mˆ > 0, Kˆ1, Kˆ2, ηˆ1, ηˆ2 > 0 such that
φˆ1(α − φˆ1) Mˆ
∣∣φˆ′1∣∣ and φ(1− φ) Mˆ∣∣φ′∣∣ for all ξ ∈R, (5.10)∣∣φˆ′1(ξ)∣∣ Kˆ1e−ηˆ1|ξ | and ∣∣φ′(ξ)∣∣ Kˆ2e−ηˆ2|ξ | for all ξ ∈R. (5.11)
Lemma 5.2. Let φˆ1 , φ be as in (5.1), (5.2) with speeds cˆ1 and c respectively that satisfy (5.4) and constants
Kˆ1, Kˆ2, ηˆ1, ηˆ2 > 0 as in Lemma 5.1. Then there exist a constant Cˆ > 0 and a negative number T such that
∣∣RC (x, t)∣∣ Cˆ [Kˆ1eηˆ1(s)t + Kˆ2eηˆ2(s)t]ΦCt (x, t) (5.12)
for all x ∈R and t  T .
Proof. In the interests of conciseness, we again abuse notation slightly to write
ΦC
φˆ1
:= α(α − φ)(1− φ)
(α − φˆ1φ)2
, ΦCφ :=
α(α − φˆ1)(1− φˆ1)
(α − φˆ1φ)2
> 0, ΦC
φˆ1φˆ1
:= 2α(φ − α)φ(φ − 1)
(α − φˆ1φ)3
,
ΦCφφ :=
2α(φˆ1 − α)φˆ1(φˆ1 − 1)
(α − φˆ1φ)3
, ΦC
φˆ1φ
:= −α{(φˆ1 − α)(φ − α) + α(φˆ1 − 1)(φ − 1)}
(α − φˆ1φ)3
.
Then for all x, t ∈R,
RC (x, t) = I + II + III,
where
I := f (ΦC )− ΦC
φˆ1
f (φˆ1) − ΦCφ f (φ),
II := ΦC
φˆ1
g′(φˆ1)φˆ′1 + ΦCφ g′(φ)φ′ − g′
(
ΦC
)[
ΦC
φˆ1
φˆ′1 + ΦCφ φ′
]
,
III := ε{ΦC
φˆ1φˆ1
(
φˆ′1
)2 + 2ΦC
φˆ1φ
φˆ′1φ′ + ΦCφφ
(
φ′
)2}
.
As before, it is convenient to introduce the new, temporary variables
x = x− st, x, t ∈R. (5.13)
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Following a similar argument to that in [27, p. 859], we can choose a negative T1 with |T1|  1
such that
ΦCt (x, t)
⎧⎪⎨
⎪⎩
cˆ1(−φˆ′1)ΦCφˆ1 for x 0,
(−c)φ′ΦCφ for 0 x−(s)t,
−c
2 φ
′ΦCφ for x−(s)t
(5.14)
holds for all x ∈R and t  T1. Note that this implies in particular that
ΦCt (x, t) > 0 for all x ∈R, t  T1. (5.15)
We claim that there exists a negative T2 with |T2|  1 such that
α
2
 α − φˆ1
(
x− (s)t)φ(x+ (s)t) α, for all x ∈R, t  T2. (5.16)
The right-hand inequality in (5.16) is obvious. To see the left-hand inequality, we consider two disjoint
cases: x 0 and x 0. For x 0, we use (5.10), (5.11), and the fact that 1−φ(ξ) 1−α for ξ  0 to
deduce that
α − φˆ1
(
x− (s)t)φ(x+ (s)t) α − φ(x+ (s)t)
 α − Mˆ Kˆ2
1− α e
ηˆ2(x+(s)t)  α − Mˆ Kˆ2
1− α e
ηˆ2(s)t >
α
2
holds for x 0, t  T 1, and for some negative T 1 with |T 1|  1. For x 0, we use (5.10), (5.11), and
the fact that α − φˆ1(ξ) α2 for ξ  0 to deduce that
α − φˆ1
(
x− (s)t)φ(x+ (s)t) α − φˆ1(x− (s)t) α
2
holds for x  0, t  T 2, and for some negative T 2 with |T 2|  1. Set T2 = inf{T 1, T 2}. Then the
assertion of the claim follows from the above two inequalities.
Now choose T <min{T1, T2} such that
Mˆ Kˆ2
1− α e
ηˆ2(s)T <
α
2
. (5.17)
Note that in light of (5.7), (5.14), and (5.16), and the fact that 0 φˆ1(ξ) α and 0 φ(ξ) 1 for all
ξ ∈ R, it suﬃces to establish (5.12) to prove that there exists a positive number Cˆ1 such that for all
x ∈R and t  T ,
∣∣RC (x, t)∣∣ Cˆ1[Kˆ1eηˆ1(s)t + Kˆ2eηˆ2(s)t]A(x, t), (5.18)
where
A(x, t) =
⎧⎨
⎩
(α − φ(x+ (s)t))(1− φ(x+ (s)t))(−φˆ′1(x− (s)t)), x 0,
(α − φˆ1(x− (s)t))φ′(x+ (s)t), 0 x−(s)t,
1 (α − φˆ (x− (s)t))φ′(x+ (s)t), x−(s)t.2 1
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and III deﬁned above. To estimate II, begin by noting that
|II| = ∣∣ΦC
φˆ1
[
g′(φˆ1) − g′
(
ΦC
)]
φˆ′1 + ΦCφ
[
g′(φ) − g′(ΦC )]φ′∣∣
= ∣∣g′′()ΦC
φˆ1
(
φˆ1 − ΦC
)
φˆ′1 + g′′()ΦCφ
(
φ − ΦC )φ′∣∣ for some ,  ∈ (0,1)
=
∣∣∣∣ α(1− φˆ1)
(α − φˆ1φ)3
[
g′′()(α − φˆ1)φ(φ − α)(1− φ)φˆ′1 + g′′()φˆ1(α − φˆ1)(φ − α)(1− φ)φ′
]∣∣∣∣
 C1(α − φˆ1)φ(1− φ)|φ − α|
(−φˆ′1)+ C2φˆ1(α − φˆ1)(1− φ)|φ − α|φ′, (5.19)
for some positive constants C1 and C2.
Now we treat the ﬁrst term in (5.19). For x 0 and t  T , we have φ  α. Then we use (5.10) and
(5.11) to deduce that
φ(α − φˆ1)(1− φ)|φ − α|
(−φˆ′1)
(
Mˆ Kˆ2
1− α e
ηˆ2(x+(s)t)
)
α(1− φ)(α − φ)(−φˆ′1)

(
αMˆ Kˆ2
1− α e
ηˆ2(s)t
)
(α − φ)(1− φ)(−φˆ′1) (5.20)
for all x 0 and t  T . If x 0 and t  T , then, in view of (5.10) and (5.11), we have
φ(α − φˆ1)(1− φ)|φ − α|
(−φˆ′1) Mˆφ′(α − φˆ1)(Kˆ1e−ηˆ1(x−(s)t))

(
Mˆ Kˆ1e
ηˆ1(s)t
)
(α − φˆ1)φ′ (5.21)
for all x  0 and t  T . Thus estimates (5.20) and (5.21) together give that the ﬁrst term in (5.19)
satisﬁes an inequality of form (5.18).
Next we treat the second term in (5.19). For x 0 and t  T , we have φ  α. Then we use (5.10)
and (5.11) to deduce that
φˆ1(α − φˆ1)(1− φ)|φ − α|φ′ 
(−Mˆφˆ′1)(1− φ)(α − φ)(Kˆ2eηˆ2(x+(s)t))

(
Mˆ Kˆ2e
ηˆ2(s)t
)
(α − φ)(1− φ)(−φˆ′1) (5.22)
for all x 0 and t  T . If x 0 and t  T , then φˆ1  α2 , and so
2
α (α − φˆ1) 1. Together with (5.10)
and (5.11), we have
φˆ1(α − φˆ1)(1− φ)|φ − α|φ′ 
(
Mˆ Kˆ1e
−ηˆ1(x−(s)t))( 2
α
(α − φˆ1)
)
φ′

(
2Mˆ Kˆ1
α
eηˆ1(s)t
)
(α − φˆ1)φ′ (5.23)
for all x 0 and t  T . Thus by (5.22) and (5.23), an estimate of form (5.18) also holds for the second
term in (5.19). The required inequality is thus established for term II.
Now we deal with term III. Note that it follows from the forms of ΦC
φˆ1φˆ1
, ΦC
φˆ1φ
and ΦCφφ ,
Lemma 5.1, and (5.16), that for some constant C > 0
|III| C(−φˆ′1(x− (s)t))φ′(x+ (s)t) for all x ∈R, t  0. (5.24)
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choice of T in (5.17), we have
φ  Mˆ
1− φ φ
′  Mˆ Kˆ2
1− α e
ηˆ2(s)t <
α
2
for all x 0 and t  T . This implies (α −φ)(1−φ) α(1−α)2 for x 0 and t  T . Together with (5.11),
this yields that
(−φˆ′1)φ′  (−φˆ′1)(Kˆ2eηˆ2(x+(s)t))
(
2
α(1− α)(α − φ)(1− φ)
)

(
2Kˆ2
α(1− α)e
ηˆ2(s)t
)
(α − φ)(1− φ)(−φˆ′1) (5.25)
for all x 0 and t  T .
On the other hand, if x 0 and t  T , then we have α − φˆ1  α2 , and so 2α (α − φˆ1) 1. Together
with (5.11), we can deduce that
(−φˆ′1)φ′  (Kˆ1e−ηˆ1(x−(s)t))φ′
(
2
α
(α − φˆ1)
)

(
2Kˆ1
α
eηˆ1(s)t
)
(α − φˆ1)φ′ (5.26)
holds for all x 0 and t  T . Then (5.25) and (5.26) together yield that term III satisﬁes an estimate
of form (5.18).
Finally consider term I . We claim that |I| C φˆ1(α − φˆ1)φ(1 − φ) for all x ∈ R and t  T , and for
some positive constant C , which, together with (5.10), yields that term I also satisﬁes an inequality
of form (5.24), from which it will follow exactly as above that an inequality of type (5.18) holds for I .
To establish this claim, deﬁne
G(φˆ1, φ) := f
(
Ψ (φˆ1, φ)
)− ΦC
φˆ1
f (φˆ1) − ΦCφ f (φ) for φˆ1, φ ∈ [0,1].
Note that term I satisﬁes I = G(φˆ1(x− (s)t),φ(x+ (s)t)). From [27, p. 850], one can see that
G(y,0) = G(α, z) = G(y,1) = G(0, z) = 0 for y, z ∈ [0,1].
Hence we can ﬁnd continuous functions Gi , i = 1,2,3, deﬁned on [0,1] × [0,1], such that
G(y, z) = (α − y)zG1(y, z) = yzG2(y, z) = y(1− z)G3(y, z) (5.27)
for all y, z ∈ [0,1].
Now consider three cases: x (s)t , x ∈ [(s)t,−(s)t], and x−(s)t . First, for x (s)t and
t  T , we have φˆ1  α2 and 1− φ  1− α. This, together with (5.27), implies that
|I| = (α − φˆ1)φ
∣∣G1(φˆ1, φ)∣∣ 2(supy,z∈[0,1] |G1(y, z)|)
α(1− α) φˆ1(α − φˆ1)φ(1− φ) (5.28)
holds for x (s)t and t  T .
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(5.27), we have that
|I| = φˆ1φ
∣∣G2(φˆ1, φ)∣∣ 2(supy,z∈[0,1] |G2(y, z)|)
α(1− α) φˆ1(α − φˆ1)φ(1− φ) (5.29)
holds for x ∈ [(s)t,−(s)t] and t  T .
Third, for x−(s)t and t  T , we have α− φˆ1  α2 and φ  α. Then in light of (5.27), we deduce
that
|I| = φˆ1(1− φ)
∣∣G3(φˆ1, φ)∣∣ 2(supy,z∈[0,1] |G3(y, z)|)
α2
φˆ1(α − φˆ1)φ(1− φ) (5.30)
holds for x−(s)t and t  T . Therefore, (5.28)–(5.30) implies that the assertion of the claim holds,
and hence that I satisﬁes an estimate of form (5.18). This completes the proof of the lemma. 
Lemma 5.2 allows us to prove the following theorem on the existence of type C entire solu-
tions using a similar approach to that in Section 2.3, taking into account the fact that here we have
ΦCt (·, t) > 0 for t suﬃciently negative, instead of Φ At ,ΦBt < 0 as in the previous sections, as a result
of which it can be shown the natural modiﬁed deﬁnitions
uC (x, t) := ΦC
(
x, τ (t)
)
, uC (x, t) := ΦC
(
x, τ (t)
)
, x ∈R, τ , τ as in (1.12), (5.31)
yield sub and supersolutions of (1.1) when t is suﬃciently negative. We leave the details to the reader.
Theorem 5.3. Given ε > 0, a decreasing front φˆ1 of (1.1) connecting α to 0 with speed cˆ1 > 0 and an increas-
ing front φ of (1.1) connecting 0 to 1 with speed c < 0, there exist Kˆ , ηˆ > 0 and Tˆ ∈ R such that Eq. (1.1)
admits a unique solution u that satisﬁes, for all x ∈R and t  Tˆ − Kˆ eηˆTˆ ,
u
(
x, t − Kˆ eηˆt) α(φˆ1(x− cˆ1t) + φ(x− ct)) − (1+ α)φˆ1(x− cˆ1t)φ(x− ct)
α − φˆ1(x− cˆ1t)φ(x− ct)
 u
(
x, t + Kˆ eηˆt), (5.32)
and which can be extended uniquely to give an entire solution u of (1.1) with the property that
ut(x, t) > 0 for all (x, t) ∈R2.
Moreover,
lim
t→−∞
{
sup
x (cˆ1+c)t2
∣∣u(x, t) − φˆ1(x− cˆ1t)∣∣+ sup
x (cˆ1+c)t2
∣∣u(x, t) − φ(x− ct)∣∣}= 0. (5.33)
Remarks. (a) We do not establish the existence of type C entire solutions for the balance law (1.2).
This is due to the fact that one of the building blocks in the construction of type C entire solutions is
a bistable front connecting 0 to 1, and we do not know of results on the ε → 0 convergence of such
fronts suﬃcient to prove an analogue of Theorems 2.7 and 4.4 in this case.
(b) As noted in [27, p. 846] for the case g ≡ 0, one might expect that u converges to a travelling
front connecting α to 1 as t → ∞, but known results on convergence to such travelling fronts require
initial data to lie in the interval [α,1]. But here we observe, using an approach suggested to us by
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tions of (1.1) connecting α to 1 exist for all speeds c  ccrit for some critical speed ccrit . Given the
delicate results known for convergence to the front of speed ccrit when initial data lies in [α,1], it
would be very interesting to explore whether, and if so in what way, u does in fact converge to the
critical-speed front connecting α to 1.
Theorem 5.4. Let u be the entire solution of (1.1) constructed in Theorem 5.3, and for each t ∈ R, choose
x(t) ∈R such that u(x(t), t) = 1+α2 . Then
lim
t→∞
x(t)
t
= ccrit. (5.34)
Note that we do not insist (or claim) that there is a unique x(t) ∈R satisfying u(x(t), t) = 1+α2 , and
the fact that at least one such x(t) exists for each t ∈ R follows from Lemma 5.6(iii) below. To prove
Theorem 5.4, ﬁrst observe that the following properties of ΦC are straightforward consequences of
the deﬁnition of ΦC and the estimate (5.16).
Lemma 5.5. The function ΦC satisﬁes the properties
(i) for all (x, t) ∈R2 , 0ΦC  1, ΦC > φˆ1 , ΦC < α if φ < α, and ΦC < φ if φ > α;
(ii) there exist T < 0 and constants C1,C2 > 0 such that for all (x, t) ∈R× (−∞, T ),
C1(1− φ) 1− ΦC  C2(1− φ);
(iii) there exists x0 ∈R such that for T as in (ii) and all (x, t) ∈R× (−∞, T ),
ΦC (x, t)max
{
φˆ1(x− cˆ1t),φ(x− x0 − ct)
}
. (5.35)
This, together with (5.32) and the comparison theorem, yields the following.
Lemma 5.6. The entire solution u of (1.1) constructed in Theorem 5.3 satisﬁes the properties
(i) 0 u(x, t) 1 for all (x, t) ∈R2;
(ii) there exist x˜ ∈R and t˜ < 0 such that u(x, t) < α whenever x x˜ and t  t˜;
(iii) for each t ∈R, u(x, t) → α,1 as x→ −∞,∞;
(iv) limt→∞ infx∈R u(x, t) = α.
Proof. Part (i) is an easy consequence of (5.32) and the comparison theorem, which also, together
with Lemma 5.5(i), give (ii). Choosing t˜ smaller if necessary, the fact that (iii) holds for t  t˜ is imme-
diate from (5.32). Now for each speed c˜ < ccrit , there exists an increasing front φc˜(x− c˜t) connecting α
to 1. Moreover, by [6], the initial-value problem for (1.1) with smooth, increasing initial data ρc˜ , such
that ρc˜(x) converges to α at the same exponential rate as φc˜ as x→ −∞ and ρc˜ ≡ 1 for x suﬃciently
large, will converge to φc˜ as t → ∞ in a weighted norm of type ‖y‖ := supx∈R |y(x)(1 + e−σ x)| for
some σ > 0. Then (ii) implies that for each c˜ < ccrit , there is a translate ρc˜(· − xc˜), xc˜ ∈ R, such that
ρc˜(· − xc˜) u(·, t˜), from which it follows, via the comparison theorem and the convergence of ρc˜ to
φc˜ , that u(x, t) → α as x→ −∞ for each t  t˜ . Finally, it follows from (5.32) that there exist constants
β1 and β such that u(x, t˜)max{φˆ1(x − β1 − cˆ1t˜),φ(x − β − ct˜)} for all x ∈ R, which, together with
the comparison theorem, implies that
u(x, t)max
{
φˆ1(x− β1 − cˆ1t),φ(x− β − ct)
}
for all (x, t) ∈R× (t˜,∞). (5.36)
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(iv). 
Proof of Theorem 5.4. Note ﬁrst that it follows from the proof of Lemma 5.6 that
lim inf
t→∞
x(t)
t
 c˜ for each c˜  ccrit,
and hence ccrit  lim inft→∞ x(t)t . Now following an approach used in [1, Section 8], we introduce a
family of functions fμ : [0,1] →R, μ ∈ (0,μ0) for some suﬃciently small μ0, satisfying
(i) fμ ∈ C1((α − 2μ,1−μ)) ∩ C([0,1]) and ‖ fμ‖C1((α−2μ,1−μ)) is bounded independently of μ;
(ii) fμ(s) = f (s) for s ∈ [α −μ,1− 2μ] and fμ(s) = 0 for s ∈ [0,α − 2μ] ∪ [1−μ,1];
(iii) f ′μ(α − 2μ) < 0 and f ′μ(1−μ) < 0;
(iv) fμ1 (s) fμ2 (s) for all s ∈ [0,1] if μ1 μ2;
(v) fμ(s) f (s) for all s ∈ [α,1].
Then for each μ ∈ (0,μ0), there exists an increasing front solution v(x, t) := φμ(x− cμt) of
vt + g(v)x = εvxx + fμ(v), (x, t) ∈R× [0,∞), (5.37)
such that φμ(ξ) → α − 2μ,1 − μ as ξ → −∞,∞. If μ1  μ2, property (iv) of fμ yields that
u1(x, t) := φμ1 (x − cμ1t) is a subsolution of (5.37) with μ = μ2, and, by translating φμ if necessary,
we can ensure that φμ1 (ξ) φμ2 (ξ) for all ξ ∈R. So the comparison theorem implies that cμ1  cμ2 .
Moreover, it follows from properties (ii) and (v) of fμ that any solution of (1.1) that takes its val-
ues only in the range [α − μ,1] is a supersolution of (5.37). Hence cμ  ccrit for each μ, and thus
there exists c∗  ccrit such that cμ ↓ c∗ as μ → 0. Furthermore, since Lemma 5.6(iv) implies that for
a given μ > 0, u(·, t)  α − μ for t suﬃciently large, we can again choose a translate of φμ so that
u(x, t0)  φμ(x − cμt0) for some t0, and hence have that u(x, t)  φμ(x − cμt) for all t suﬃciently
large. Thus limsupt→∞ x(t)t  cμ for each μ, and so limsupt→∞
x(t)
t  c∗ .
It remains to prove that c∗  ccrit . To see this, translate φμ if necessary so that φμ(0) = 1+α2 ,
and note that it is straightforward to prove using (5.37) that ‖φμ‖C3(R) is bounded independently
of μ ∈ (0,μ0). Thus the Arzela–Ascoli Theorem yields the existence of a sequence μi → 0 such that
φμi converges in C
2
loc(R) to an increasing front solution φ0(x− c∗t) of (1.1) such that φ0(ξ) → α,1 as
ξ → −∞,∞. But since such front solutions only exist for speeds c˜  ccrit , this implies that c∗  ccrit ,
as required. 
5.1. An example of type C entire solutions
Finally, we study an example to illustrate the existence of type C entire solutions. Consider the
equation
ut + (a0 + ku)ux = uxx + f (u), (5.38)
where a0 ∈R and
f (u) = u(u − α)(1− u).
Eq. (5.38) is a single-species model of population dynamics allowing for migrations and the Allee
effect which has been studied by Petrovskii and Li [29]. We restrict attention to α ∈ (0, 12 ).
We will derive two sets of conditions on the parameters in (5.38) that ensure the existence of front
solutions of (5.38) satisfying (5.4), and hence of type C entire solutions. Note ﬁrst that it is known
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to 1. Here c(k,a0) is the wave speed. Thus φ satisﬁes the following boundary value problem
φ′′ + (c(k,a0) − a0 − kφ)φ′ + f (φ) = 0,
φ(−∞) = 0, φ(∞) = 1. (5.39)
Further, with a straightforward computation, one can verify that for a0 = 0, (φ, c(k,a0)) satisﬁes
φ′(ξ) = A2φ(1− φ), c(k,0) := α
A2
− A2, A2 = −k +
√
k2 + 8
4
. (5.40)
Hence c(k,0) is continuous and increasing in k, and c(0,0) = √2(α − 12 ) < 0.
It is also known that there exists a cmax = cmax(k,a0) such that (5.38) admits a unique (up to
translation) decreasing front solution φˆ1(ξ) with ξ = x − cˆ1t connecting α to 0 if and only if cˆ1 
cmax(k,a0). Hence such a (φˆ1, cˆ1) satisﬁes the following boundary value problem
φˆ′′1 + (cˆ1 − kφˆ1)φˆ′1 + f (φˆ1) = 0,
φˆ1(−∞) = α, φˆ1(∞) = 0. (5.41)
Now we will give the variational characterisation of the maximal wave speed cmax(k,a0). For this, we
deﬁne the set K of admissible functions
K := {ρ ∈ C2(R) ∣∣ ρ ′ < 0 on R, and ρ(ξ) → α (resp. 0) as ξ → −∞ (resp. +∞)},
and the functionals
Θ
(
ρ(ξ)
) := ρ ′′(ξ) − (a0 + kρ(ξ))ρ ′(ξ) + f (ρ(ξ))−ρ ′(ξ)
for ρ ∈ K. Then we have the following minimax representation for the maximal wave speed
cmax(k,a0) of the problem (see [6]).
cmax(k,a0) = inf
ρ∈K supξ∈R
Θ
(
ρ(ξ)
)
.
From this expression, we can conclude that cmax(k,a0) is continuous in (k,a0). Note that when k = 0
and a0 = 0, Eq. (5.38) is a standard monostable equation provided that it is restricted to the interval
[0,α]. Together with the fact that α is unstable, this gives that cmax(0,0) = −2
√
f ′(α) = −2√α − α2.
Now via a simple computation, we have
c(0,0) < cmax(0,0) < 0 for α ∈
(
0,
3− √6
6
)
.
This, together with the continuity of c(k,0) and cmax(k,0) in k, yields that c(k,0) < cmax(k,0) < 0
for when |k| is small but non-zero. Then by applying the transformation (2.5) with c˜ = − 12 (c(k,0) +
cmax(k,0)) and setting a0 = − 12 (c(k,0) + cmax(k,0)), we can conclude that c(k,a0) < 0 < cmax(k,a0)
for |k| suﬃciently small. Hence if a0 = − 12 (c(k,0) + cmax(k,0)), α ∈ (0, 3−
√
6
6 ) and |k| is small, there
do exist front solutions of (5.38) that satisfy condition (5.4).
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α to 0 is bounded above by the largest value of c for which the travelling wave problem linearised
about the unstable equilibrium α has a positive eigenvalue. In terms of the functions f and g , an
elementary calculation shows that this implies that
cmax  g′(α) − 2
√
ε f ′(α), (5.42)
which, for the choice of f and g in (5.38), ε = 1 and a0 = 0, says that cmax  kα − 2
√
α − α2. Now it
is well known [15] that for g ≡ 0, a suﬃcient condition for equality to hold in (5.42) is that the graph
of f between 0 and α lies above the tangent to f at α; i.e. f (φ)  f ′(α)(φ − α) for all φ ∈ (0,α),
and a straightforward adaptation of the arguments in [15] shows that when g ≡ 0, equality holds in
(5.42) provided
g′(φ) g′(α) and f (φ) f ′(α)(φ − α) for all φ ∈ (0,α).
Hence for our example (5.38),
cmax = kα − 2
√
α − α2 whenever k 0.
This yields an alternative set of criteria guaranteeing the existence of type C entire solutions of (5.38),
since (5.4) is satisﬁed for some a0 whenever α ∈ (0, 12 ) and
c(k,0) < kα − 2
√
α − α2, (5.43)
where c(k,0) is deﬁned in (5.40). In particular, one can easily see that (5.43) holds whenever k is
suﬃciently negative.
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