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Abstract 
This thesis presents a number of methods which can be employed, together with 
ab initio quantum chemistry, to construct molecular potential energy surfaces for use in 
dynamical calculations of polyatomic reactions. 
Specifically, the results of this work are : 
(i) The characterisation of the electronic ground-state surf aces of some polyatomic cations, 
containing identical atoms, by determining the stationary points and the minimum energy 
paths linking them, using ab initio methods. 
(ii) Methods for accurate and computationally efficient calculation of reaction path 
potentials which approximately describe the relevant parts of a potential energy surface for 
chemical reaction dynamics. 
(iii) A method for construction of symmetry invariant reaction path potentials for reaction 
dynamics calculations. Symmetry invariant reaction path potentials contain multiple 
symmetry related reaction paths. These potentials represent a logical and practical step 
away from the restrictions of single path potentials towards global potentials for 
polyatomic systems with permutation symmetry. 
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Chapter 1. Introduction 
The Born-Oppenheimer potential energy surfaces (PES) of molecules are 
fundamental to the theory of chemical reaction dynamics. The interpretation and calculation 
of physical observables for chemical reactions start with an accurate determination of the 
PES for the atoms and molecules involved in the reactions. The simplest dynamical 
theories require only the knowledge of small regions of the PES, like the minima and 
maxima and their immediate neighbourhood. Other theories, which provide more insight 
into the reaction process, require the knowledge of larger domains if not global surfaces. 
The theoretical study of electronically adiabatic reactions require only single valued 
surfaces, whereas for electronically non-adiabatic reactions, multivalued surfaces are 
needed. For polyatomic systems containing N atoms (N > 3) the construction of the PES 
of either sort is a formidable task, because a description in 3N-6 dimensions is required. 
The PES of polyatomic molecules are either empirically determined from 
experimental data, or by ab initio methods or by a combination of both approaches. The 
deduction of (semi)empirical potential energy functions from experiments becomes more 
ambiguous with increasing number of the atoms involved. On the other hand, ab initio 
methods do not require any experimentally inferred parameters, as the name suggests. 
Therefore ab initio methods for calculating the PES are regarded as the least biased 
methods. However, the chemical accuracy requirements for such quantum-chemical 
calculations of the electronic energy of a molecule form a considerable theoretical and 
computational task. 
The PES of molecules containing two or more identical atoms have symmetry 
properties arising from the invariance of the nuclear Hamiltonian with respect to any 
symmetry operation on these atoms. These symmetry operations are the permutations of 
the indistinguishable, but "labelled" atoms. Moreover, the PES must be invariant to 
inversion of the molecular coordinates. This symmetry of the surfaces results in physical 
observables. A well known example is the inversion tunneling splittings in the vibrational 
spectrum of NH3. We show below how the symmetry of the PES may be used to obtain 
surfaces which describe competing reactions of polyatomic molecules. 
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This thesis presents a number of methods which can be employed, together with ab 
initio quantum chemistry, to construct PES for use in dynamical calculations of polyatomic 
reactions. 
Specifically, the results of this work are: 
(i) The characterisation of the electronic ground-state surfaces of some polyatomic cations, 
containing identical atoms by determining the stationary points and of the minimum energy 
paths linking them using ab initio methods. All the stationary points (here minima and first 
order saddle points) and the minimum energy paths linking them are related to "partners" 
by permutation symmetry. The energy separation of these symmetry related minima and 
reaction paths is studied. This investigation provides an initial picture of the global 
potential energy surfaces. 
(ii) Methods for accurate and computationally efficient calculation of reaction path 
potentials which may describe approximately the relevant parts of a PES for chemical 
reactions and which are suitable for the study of reaction dynamics. 
(iii) A method for construction of symmetry invariant reaction path potentials for reaction 
dynamics calculations, which obey the symmetry requirements of the general theory of 
invariants. Symmetry invariant reaction path potentials contain multiple symmetry related 
reaction paths. These potentials represent a logical and practical step away from the 
restrictions of single path potentials to more global potentials for polyatomic systems with 
permutation symmetry. 
Chapter 2 contains ab initio molecular orbital calculations on the electronic ground 
state PES for the systems XH2·+, where X = He, Ne, Ar and Kr, HF and HCl; H20 and 
H2S; NH3 and PH3. The triatomic systems are considered here as benchmark systems for 
the accuracy of the quantum-chemical calculations and because they have some similarities 
with the polyatomic systems considered here. The accuracy of the quantum-chemical 
calculations may be assessed using the experimental thermochemical data available for all 
these systems. The energetics of ion-molecule reactions associated with the electronic 
ground-states of the XH2 ·+ systems are examined in detail. The relative stabilities of 
complexes [XH2f+, and the minimum energy pathways linking complexes of different 
3 
chemical nature, and transition structures for interchanging identical hydrogen atoms within 
the [XHi] · +complexes, are determined. 
Chapter 3 describes an accurate and computationally efficient method for 
determining the Intrinsic Reaction Coordinate (IRC) for a reaction. The IRC is associated 
with a path of steepest descent through a PES, calculated in massweighted Cartesian atomic 
position coordinates. A path potential may be described as a harmonic Taylor expansion 
about this path. These path potentials may be used for dynamical calculations in the 
reaction path Hamiltonian and in statistical reaction rate theories. Specifically, the IRC path 
potential for the H-abstraction of NH3 ·+ with H2 
(1.1) 
is calculated. 
In Chapter 4 a method is developed to improve a path potential, determined at low 
level of ab initio theory, by scaling the potential coefficients to be in agreement with an 
energy profile along the path, calculated with more sophisticated quantum-chemical 
methods. This method is designed to better describe the reaction heats and barriers 
associated with the path potentials. 
In Chapter 5 the theoretical framework of the theory of invariants is applied to 
potential functions of molecules with permutation and inversion symmetry. As a first 
approximation to global symmetry invariant PES, a method is presented to construct 
symmetry invariant path potentials describing multiple symmetry related reaction paths. An 
approximate symmetry invariant path potential for the NH5 • + system containing two 
symmetry related reaction paths for reaction (1.1) is calculated. Using classical trajectories 
it is shown that the HID exchange process 
(1.2) 
takes place on this surface and competes at low energies with the abstraction reaction (1.1). 
Chapter 6 summarises this work . 
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Chapter 2. Potential Energy Surfaces of Ion Complexes 
containing Molecular Hydrogen 
2.1 Introduction 
In this chapter, the electronic ground-state surfaces of the systems XH2 .+, for X = He, 
Ne, Ar, Kr, HF, HCl, H20, H2S, NH3 and PH3 are examined by ab initio methods. The 
equilibrium structures and stabilities of [XH2] .+ complexes and the minimum energy paths 
associated with ion-molecule reactions are determined. These reactions are proton-transfer 
reactions of the type: 
XH+ + H" 
hydrogen-transfer or hydrogen-abstraction reactions of the type: 
exchange reactions, in the case of hydrides X (=YHn), of the type: 
YH .+ + D 
n 2 YH o·+ + HD n-1 
and exchange reactions, within the XH+ ions, of the type: 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
Such reactions are of some practical interest due to the widespread occurrence of molecular 
hydrogen in flames, discharges, high-energy plasmas, planetary atmospheres and interstellar 
molecular clouds 1. Some reactions are observed to be very fast, others very slow 2-11 . There 
is experimental evidence that some reactions proceed via intermediate complex formation 4•5. 
High level ab initio calculations have been reported so far only for the HeH2 .+, NeH2 .+ and 
NH5 .+ systems 
2j,)h,lOc,e. The aims of the calculations presented here are to determine the 
possibly important regions of the PES for the reactions above and to describe the stabilities of, 
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and pathways for unimolecular rearrangements of, ion complexes. Because these systems 
contain two or more identical hydrogen atoms, the unimolecular rearrangement pathways 
describe the interconversion of distinct but energetically equivalent minima 
In the next section the successive steps are described for obtaining relative energies by 
ab initio methods to an accuracy close to that of the available experiments. Experimental 
thermochemical data are available for the reactions (2.1) and (2.2) for all the systems considered 
here and are used to assess the accuracy of the quantum-chemical methods. In the third section 
the PES of the individual systems are described, and in the fourth section the relationship of 
some experiments on the above reactions to the surfaces is discussed. 
2.2 Ab initio Methods and Thermochemistry 
Ab initio molecular orbital calculations 12 were carried out using modified versions 13 of 
the GAUSSIAN 86 14, GAUSSIAN 88 15 and GAUSSIAN 90 16 series of programs. A 
variety of basis sets were used for hydrogen, helium and the first- and second-row elements. 
These included 6-31G(d), 6-31G(d,p), 6-311G(d,p) and 6-311G(MC)(d,p) 17, and basis sets 
formed from the last two by addition of diffuse functions (e.g. 6-311 +G(d,p )) and by addition 
of further p, d or f type polarisation functions (e.g. 6-311 +G(3df,2pd)). The polarization and 
diffuse function exponents are as summarised in ref. 17. A general description of the basis sets 
and ab initio methods is given in ref. 12. For Krypton, the DL-7 basis set 18, supplemented by 
d-type polarisation functions as appropriate (DL-7(d) with d-exponent of 0.44, and DL-7(2d) 
with ct-exponents of 0.88 and 0.22), was used. The DL-7 set is double-zeta-valence in s and 
triple-zeta-valence in p, together with a set of sp diffuse functions, i.e. it is roughly comparable 
to 6-311 +G. For the sake of simplicity, the description 6-31 lG in this chapter will imply 6-
311 G for hydrogen and frrst-row atoms, 6-311G(MC) for helium and second-row atoms, and 
DL-7 for Krypton. For Krypton-containing molecules, the DL-7 basis, which as noted above 
already contains a set of sp diffuse functions, is also used in parallel with 6-311 +G for the frrst-
and second-row systems. 
Calculations were carried out at the Hartree-Fock (HF) level, and with electron 
correlation incorporated using a variety of procedures. These included various orders of 
M¢11er-Plesset perturbation theory CMP2, MP3, MP4) 12, configuration interaction including all 
single and double excitations (CISD), CISD calculations with the addition of the Davidson size-
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consistency correction for quadruple excitations (CISD(Q)) 12, and quadratic configuration 
interaction including single, double and triple excitations (QCISD(T)) 19. The spin-unrestricted 
procedure (UHF, UMP, UCI) was used for all open-shell systems. The degree of spin 
contamination, as reflected in the expectation value of the S2 operator, was small. <S2> is less 
than 0.77 for the minima and between 0.77 and 0.80 for saddle points, unless noted otherwise; 
while for an unperturbed doublet state <S2> = 0.75. Deviations from this value indicate a 
perturbation of the doublet state, for a particular geometrical configuration, by quartet and 
higher spin states. 
For reasons described below, ionisation energies (including zero-point vibrational 
energy corrections) for the component monomer molecules (X) were calculated at the MP4/6-
31 l+G(2d,2p) level using geometries optimised at the MP2/6-311G(d,p) level (such mixed 
levels are henceforth referred to as MP4/6-311+G(2d,2p)//MP2/6-311G(d,p), for example). 
These are compared with experimental values 20 in Table 2.1. In an initial evaluation of the 
variation in geometries of the [XH2] .+ complexes calculated at different levels of ab initio 
theory, equilibrium structures were determined for a selection of the levels described above; the 
results of such calculations are given in Table 2.2. The threshold for the gradients to vanish 
was generally chosen to be 0.0003 au bohr-1. The results of a parallel series of calculations of 
relative energies are presented in Tables 2.3 and 2.4, corresponding total energies being listed 
in Tables Al and A2 of Appendix A. 
On the basis of these calculations (discussed in detail later in this section), the standard 
levels of theory chosen to be applied uniformly to all the systems in this study involved firstly, 
geometry optimisations and frequency calculations at the HF/6-31 lG(d,p) level. The calculated 
frequencies served to characterise stationary points as minima (representing equilibrium 
structures), fust order saddle points (representing transition structures (TS)), or higher order 
saddle points on the surface. They also allowed the evaluation of zero-point vibrational energy 
(ZPVE) and temperature corrections to relative energies, a scale factor of 0.9 being used to 
allow for overestimation of the frequencies at this level of theory. Improved geometries of the 
equilibrium and transition structures were then obtained at the MP2/6-311G(d,p) level and these 
are displayed in Fig.2.1. Unless otherwise noted, these are the geometries referred to within 
the text. Finally, improved relative energies were obtained through calculations at the MP4/6-
311 +G(2d,2p) level at the MP2/6-311G(d,p) optimised geometries. 
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Table 2.5 lists relative energies at the HF/6-31 lG(d,p) and MP2/6-3 l 1G(d,p) levels for 
HF/6-31 lG(d,p) and MP2/6-311G(d,p) optimised structures, respectively, and at the MP2, 
MP3 and MP4 levels with the 6-311 +G(2d,2 p) basis set for the MP2/6-311 G( d,p) optimised 
geometries, and finally the ZPVE-corrected MP4/6-31 l +G(2d,2p)//MP2/6-311 G(d,p) values. 
Corresponding total energies are given in Table A3 of Appendix A. Our best relative energies 
in Table 2.5 correspond to the MP4/6-311 +G(2d,2p)//MP2/6-311G(d,p) values, corrected for 
zero-point vibrational energies. Unless otherwise noted, energy comparisons in the text refer to 
these values. 
The minimum energy paths linking the various stationary points on the PES were 
generally determined at HF and MP2 levels in internal coordinates of the molecule, by 
following the path downhill starting from a small displacement from the saddle points. The 
stepsizes along these paths were generally chosen sufficiently small for the energy to decrease 
monotonically. The dissociation paths for single minimum reaction path potentials were 
determined by following a path from the minimum in internal coordinates uphill towards the 
asymptotic regions of the surface using the mountaineering algorithm of Baker13b. In some 
cases energies have been calculated at successive points on symmetry-constrained paths. 
However, in the vicinity of avoided crossings of the HF (or MP2) ground-state surfaces with 
excited-state surfaces, these paths are not smooth. These uncertainties in the reaction path 
determination generally, but not only, arise for paths from saddle points, whose wave functions 
are strongly spin-contaminated. 
Finally, Table A4 of Appendix A summarises the experimental heats of formation20 
used to derive all the experimental thermochemical information on reactions (2.1 )and (2.2) 
quoted in this work. Table A5 contains the structures of the fragment molecules and ions as 
used for the calculations of the reaction heats. 
Because the (theoretical and experimental 2°) ionisation energies of the groups X in 
the XH2 .+ systems follow the ordering (Table 2.1): 
(2.5) 
the energies of X + H2 .+ are lower than those of x·+ + H2 in the case of X = He, Ne, HF and 
Ar, while the reverse is true for X = Kr, HCl, H20, H2S, NH3 and PH3. 
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Table 2.1 Calculated and experimental acliabatic ionisation energies (kJ mo1-l) 
X Experimental b 
He 2360 2372 
Ne 2063 2081 
HF 1533 1548 
Ar 1496 1521 
H2 1481 1488 
Kr 1341 1351 
HCl 1206 1230 
H20 1214 1217 
H2S 984 1009 
NH3 966 980 
PH3 932 953 
a MP4/6-31 l+G(2d,2p)//MP2/6-311G(d,p) level with zero-point vibrational 
correction, unless otherwise noted. 
b From Ref. 20. 
For the first group, the ground-state potential energy surface corresponds to the proton-
transfer reaction (2.1), while for the second group the ground-state potential-energy surface 
corresponds to the hydrogen-transfer reaction (2.2). The potential energy profiles for these 
reactions are characterised by single minima for the systems HeH2.+, NeH2.+, ArH2.+, 
KrH2 .+, FH3 .+ and OH4 .+ whereas double-minimum potentials are found for ClH3 .+, SH4 .+, 
NH5 .+ and PH5 .+. The complexes to which these minima correspond have structures which 
vary between the extremes [X • · • H-H]"+ and [X-H · · · H].+. In evaluating the accuracy of the 
ab initio calculations, the calculated thermochemical data may be compared with the 
experimentally determined ones. A first comparison is provided by the ionisation energies 
calculated at MP4/6-311 +G(2d,2p)//MP2/6-311G(d,p) with ZPVE corrections. The results in 
Table 2.1 show reasonable agreement between calculated and experimental ionisation energies. 
The calculated values are uniformly too low with a mean error of 16 kJ mor1 (but a maximum 
Table 2.2. Dependence on level of theory of optimised geometrical parameters for 
ion complexes [XH2f+ 
Level •+ a [He ... H2] (1) •+ [Ne ... H2] (3) •+ [Ar ... H2] (5) 
r(He-H) r(H-H) r(Ne-H) r(H-H) r(Ar-H) r(H-H) 
HF/6-3 lG(d,p) 1.103 1.059 1.272 1.065 1.377 1.235 
MP2/6-31G(d,p) 1.034 1.073 1.222 1.079 1.390 1.165 
MP3/6-31G(d,p) 1.034 1.073 1.215 1.079 1.394 1.145 
MP4/6-31G(d,p) 1.029 1.072 1.220 1.077 1.403 1.128 
HF/6-31 lG(d,p) 1.069 1.083 1.284 1.074 1.413 1.188 
MP2/6-311G(d,p) 1.017 1.094 1.197 1.093 1.421 1.142 
MP2/6-3 l l+G(d,p) 1.017 1.094 1.213 1.095 1.421 1.142 
MP2/6-311 ++G(d,p) 1.017 1.094 1.212 1.096 1.419 1.146 
Level •+ [HFH ... H] (9) 
r(H-F)b r(F-H) r(H-H) <HFH <PHH 
HF/6-3 lG(d,p) 0.941 0.958 1.695 116.0 175.9 
MP2/6-31G(d,p) 0.962 0.993 1.517 112.9 175.4 
MP3/6-31G(d,p) 0.957 0.987 1.519 113.3 175.4 
MP4/6-31G(d,p) 0.961 0.991 1.526 113.0 175.4 
HF/6-3 llG(d,p) 0.936 0.966 1.516 115.9 175.6 
MP2/6-311G(d,p) 0.953 0.997 1.404 112.4 175 .6 
HF/6-311 +G(d,p) 0.937 0.966 1.538 116.1 175.6 
MP2/6-311 +G(d,p) 0.955 1.000 1.409 112.6 175.5 
HF/6-3 ll++G(d,p) 0.936 0.966 1.537 116.1 175.5 
MP2/6-31 l++G(d,p) 0.954 1.000 1.409 112.7 174.9 
a Bold numbers refer to geometries shown in Fig.2.1; bondlenghts are given in A and angles in degrees. 
b Terminal H-F bond, see 9, Fig. 1. 
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error of just 25 kJ mor1). The underestimation of the ionisation energies is consistent with 
incomplete incorporation of electron correlation, resulting in a poorer description of the neutral 
systems (with one more electron pair) than the ions. The errors for the four second-row 
molecules PH3, H2S, HCl and Ar are larger than for the other molecules but all lie within a 
narrow range: 23 + 2 kJ mar 1. We find that these errors are reduced to values comparable to 
those for the first-row systems when f functions are included in the basis set (e.g. to 17 + 2 kJ 
mor
1 
at the zero-point-corrected MP4/6-31 l+G(2df,p)//MP2/6-311G(d,p) level). These results 
are consistent with results obtained by G 1 theory 21 where close agreement is found between 
theoretical and experimental ionisation energies after including an additional correction of 16 kJ 
mor
1 to take into account the change in the number of electron pairs accompanying the 
ionisation process. 
Next, the dependence on basis set and correlation treatment of the geometrical 
parameters is examined for the ion complexes XH2 .+ with X = He, Ne, Ar and HF, as 
summarised in Table 2.2. The geometrical parameters are defined in Fig.2.1 (structures 1, 3, S 
and 9). It can be seen that improving the basis set from double-zeta-valence (6-31G(d,p)) to 
triple-zeta-valence (6-31 lG(d,p)) is important. Diffuse functions on heavy atoms have only a 
small effect on the calculated bond lengths and the effect of diffuse functions on hydrogen is 
negligible. Inclusion of electron correlation leads to a shortening of the X · · · H bonds and a 
lengthening of the H · • · H bonds for HeH2 .+ and NeH2 .+ whereas the reverse is true for ArH2 .+ 
and FH3 .+. Most of the effect of electron correlation on the bond lengths appears to be 
reflected in the MP2 results. The only significant change in going from MP2 to MP4 is found 
for the H···H bondlength of ArH2.+ which decreases by 0.037 A (with the 6-31G(d,p) basis 
set). On the basis of these results, we consider that structures optimised at the MP2/6-
311 G( d,p) level are suitable for our subsequent studies of the potential surface. The structures 
calculated at this level are displayed in Fig.2.1. 
Nex1 pages: 
Figure 2.1: Structures of minima and saddle points on the XH 2·+ surfaces calcu lated at MP2/6-
311 G(d,p) level (with HF/6-311 G(d,p) structural parameters in parentheses). Bondlengths are 
• given in A and angles in degrees. 
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(159.0) ,F f ':Ha 
, , 
, , , 
, , 
, ,' 
,' ,,,' 1.776 
Hb' Cl.783) 
12 (C2v, TS) 
2.270 -i-+ 
88 .6 (2.767) , Ha I 
(77.6) ,,, .... ' : 
~ _, ~ ", I , , ' ff =; _3
09 
&-----1.9()1--W 
(1.309) 90.7 (2,7 13) 0 .793 
(93 .1) (0.741) 
15 (C1, TS) 
('<) 
r-C 
1.309 H~ (1.301) / ............ 2.953 
l ._1-
/\ , ·--. (3.143) 
Cl ) 94.4 .......... .. 
'\
(96.3) ........ b ,.H 
- , - #' 
_,, 
_,, 
- , .. 
Ha .. 
16 (C2v, TS) 
•+ 174.7 l 
d (174.9) 
H 110 2 I 1.525 
0.992 \ (112:3) <~:~~~tH" 
(0.977) :'\ 9. I ~ 
01.026~-;~iii·Hb \ 
(0.999) I 0 :65 1) 0.152 
168.2 (0.745) ( 168.8) 
19 (Cs) 
He 1 ·+ 
I ' 
I ' 
1.521 : \, 
(1.554)! ', 
I ' 
GI \ I ' 181.4 Cl ·Ha (181.6) : 1.303 ,' 
: (I . 2 9 5 ), , ' 
' 
,' 1.992 
I I 
11 (2 ,018) 
I , 
f-1b 
17 (C2 v, TS) 
L H30Ii = 105.5 1 ·+ 
(108.6) He 
105.1 ,' 
d (100.1)/ 1.269 
l--1 .... C,' ( 1.333) 1,, I 
............. ''
111 ') 149 7 Ha• 0 . 
0.996 : (159.8) 
(0.966) : 1.269 
: (1.333) 
I 
Hb 
20 (Cs, TS) 
L IldOif = 111.9 
(114. 1) 
He 132.s 1-+ 
Hd··· ... \ (139.1) 1.763 
, ·.~ a (1.967) 0915"'() ' \ H ;----------Hb (0.960) 0.985 "--/ 
(0.964) 177 .0 
(177.2) 
18 (Cs) 
L BdOHC = 111.9 
(114 .0) 
143.5 HC 2.819 
(148.0) ,/ .................... (2.955) 
1-+ 
~ ...... d - .... H • 0 ·).. .... .. .... Hb 
0.976 ~ 111.8 _ .... ---, _ .. 
(0.960) ',,. (114.0) .......... 
o.977 ··Ha........... 2.820 
(0.960) (2.955) 
L HdOH1 = 112.2 
( 114.0) 
21 (C1, TS) 
,q-
~ 
HC 1-+ 
\ 0.980 1.757 
l 19.6 (o (0 .961)Ha ___ <!~:~~~--Hb 
c119.8) I 
0.970 
Hd (0.956) 
22 (C2v, TS) 
L HCOX = 2.6 
(2.4) 
110
· 1 1 531 1-+ 
c112.2) (1:658) __ Ha 
Hd ~ ......... H~~~::~:: ___ *~ 
o.992 1.026 ---- -Hb 
(0.977) (0.998) 
25 (C5, TS) 
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(0.745) 
1.863 1 ·+ 
(l.945) ........ 1-Ic 
Hd •• --·· ·. 0.869 
--- o.: .. ) 27.4 '._ (0.862) 
(0.957) ---Y6·0> ~· 
..... ... ,' 
.. .. ' 
"Hb 
23 (C2 v, TS) 
1-+ d HC 
H~\ ! 70.J 3.038 -H" 
\~ (65 .0) (3~~~~) ____ I ] 3
57 ~I --- ~ 
. ~ \ ---· b ( 1.351) . ..-- -----------H s - -----
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26 (Cs) 
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(110.7) - --.r-rHa 
d--------::::--- I 
····H-- .. __ --- ~ lll!'''' - · .... ___ _ 
c-- - ........ _ O o.98;" H ------;~5-Q1 _____ ,_ Hb 
(0.980) (2.626) 0.738 
1-+ 
(0.738) 
24 (C2v, TS) 
HdSHC = 94.8 
L (96.6) 
H~dljc 
\ j 97.1 
354 \~ (100.0) 
I. ·- b 
(1.346) " H" ---------------H $ I 357 u 2.248 
(1 :347) 177.9 (2.555) 
1-+ 
(178 .9) 
27 (Cs) 
l.r) 
....... 
L IJCSI Id = 94 .3 
(95 .9) 
L HcSH 8 = 5.1 (5 .9) d 1 •+ 
L HCSHb = 8.1 (5.9) J-IC : ~ 1.354 H~ 1-+ 
93 .6 1-+ ~: i ( 178 . 1 ( 1.34"6) ........ (95.6) 2.078 I 353 : = 95.3 (187.5) 94 .8 .......... 3.743 (2.350) ----Ha · ~h== (96 .9) 0 c96 6) 79.2 ........ (3 .901) J-Id . ~ ---------- I (1.345) == b ·~  " (77.7) .......... S He- --- ~ S Ha. -----H I ... s· l ...... 
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L HdSHa = 98.2 (96.8) ( . ) ( 1.346) ( 1.346) (3 .228) 
28 (C 1) 
L H8SHc = 131.8 (132.1) 
L HbSHd = 131.8 (132.1) 
1.423 1.423 1-+ 
(1.428) S ( 1.428) 
1.838 ~ ,,,,\\\\\ ,,,,,,,,, 
I 84 6 ... .. ,,,, ''•, ..... . ( . )Hd ---~-·---- ·------Ha \: -.. -.. Ji c-----, \ ... . , 
1.838 '. -- :-~: .. ' 1.838 
(1.846) He:_ 1~8-3-7- _.._.._Hb(t.846) 
1.423 ( 1.846) 1.423 
( 1.428) (1.428) 
31a (C 1, TS) 
29 (Cs, TS) 30 (C 1, TS) 
I-I 1 ·+ 
89 3 1.342 (89:6) ( 1.337) 
H --... C. ~ 97. 1 
... ,,,,,, 95 2 
... .. ....... ..... . . 111111 s ( . ) 
H > ~H 1.540 1.486 
( 1.526) ( 1.627) 
2.285 1-+ 
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-- . 
-- .. 
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,........ 
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109.4 -..... ;:,:c:;,p~ }- --- , , 
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1 ·+ 
45 (C1, TS) 
He 
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In order to examine the dependence of the energetics of the potential surf aces on level of 
theory, we have carried out extensive calculations on the HeH2 .+, NeH2 .+, ArH2 .+, FH3 .+ and 
NH5 .+ systems. These are representative of XH2 .+ systems involving, respectively, a noble-
gas atom of the zero-, first- and second-rows, a hydride for which the ground-state surface is 
associated with proton-transfer, and a hydride for which the ground-state surface is associated 
with hydrogen transfer. A selection of results is presented in Tables 2.3 and 2.4. 
Corresponding total energies are given in Appendix A. 
The results for the HeH2 .+, NeH2 .+, ArH2 .+ and FH3 .+ systems (Table 2.3) show 
that the effect of electron correlation is large in all cases. Most of the correlation effect is picked 
up at the MP2 level in the case of the HeH2 .+, NeH2 .+and FH3·\ for ArH2 .+ there is a 
somewhat larger change in going from MP2 to MP4. In all cases, however, the QCISD(T) and 
MP4 results are very similar. As far as basis sets are concerned, large effects are observed in 
going from double-zeta-valence to triple-zeta-valence [6-31G(d,p) ~ 6-31 lG(d,p)], and with 
the incorporation of diffuse functions on atoms other than hydrogen and helium [6-31 lG(d,p) 
~ 6-311 +G(d,p )]. Diffuse functions on hydrogen and helium do not appear to be important. 
Doubling the polarisation set [6-31 l+G(d,p) ~ 6-31 l+G(2d,2p)] leads to significant changes 
in some cases (particularly ArH2 .+) as does incorporation of second-order polarisation 
functions [6-311+G(2d,2p) ~ 6-311+G(2df,2pd)] (particularly for NeH2.+). For both the 
NeH2 .+ and ArH2 .+ systems, the increase by 6-9 kJ mor
1 in the energy of X + H2 .+ relative 
to XH+ + H" accompanying this last change in basis set leads to apparent poorer agreement 
with experiment. It appears that this reflects incomplete convergence of the theoretical 
treatment, indicating that the results will change further for higher levels of theory and larger 
basis sets. 
In the NH5 .+ system (Table 2.4), the relative energies vary only slightly with basis set. 
However, the effect of electron correlation is significant, particularly for the transition 
structures. There are quite large changes in going from MP2 to MP4 and moderate additional 
changes in going from MP4 to QCISD(T). The surface of NH5 .+ has very shallow minima for 
complexes of the type [NH3 • • • H2] .+ and [NH4 • • • H] .+. DeFrees et al. 10e have calculated basis 
set superposition errors for the equilibrium structures and saddle point of NH5 .+ linking these 
minima. Their error estimates are 0.8 kJ mor 1 for [NH3 • • • H 2]" + and 0.4 kJ mor 
1 for 
[NH4 ···H]"+, which lie in wells of depth 6 and 2 kJ mor1, respectively, and 2.4 kJ mor 1 for 
20 
the saddle point. 
On the basis of these results, we have chosen MP4/6-3 l 1G(2d,2p)//MP2/6-311G(d,p), 
corrected by zero-point vibrational energy, as our standard level of theory for the remaining 
sections of this chapter. Comparison of the reaction heats calculated at MP4/6-
3 l l G(2d,2p )//MP2/6-3 l l G( d,p) with available experimental data (adjusted for zero-point 
vibrations) for the systems examined in Tables 2.3 and 2.4 shows a mean absolute deviation of 
5 kl mor 1 and a maximum deviation of 8 kJ mor 1. For weak complexes, the basis set 
superposition errors and the correlation errors may contribute to significant uncertainties in the 
calculations presented below. 
........ 
0l 
Table 2.3. Dependence on level of theory of calculated relative energies (kJ moI-1) on the HeH2·+, NeH2·+, ArH2·+ and FH3·+ potential 
energy surfaces. a 
Levelb 
HF/6-31G(d,p)C 
MP2/6-31G(d,p)d 
MP3/6-31G(d,pf 
MP4/6-3 l G( d,p f 
CISD(Q)/6-3 lG(d,p)d 
QCISD(I)/6-31G(d,p)d 
HF/6-31 lG(d,p)& 
MP2/6-3 l 1G(d,p) 
MP3/6-3 I 1G(d,p) 
MP4/6-311G(d,p) 
HeH2•+ NeH2·+ 
He+ H2·+ [He•••H2J-+ Ne+ H2•+ [Ne•••H2]-+ 
-70 
-84 
-39 
-76 
-61 
-86 
-15 
-81 
-60 
-86 
-17 
-80 
-59 
-87 
-12 
-82 
-59 
-87 
-14 
-82 
-59 
-87 
-13 
-82 
-82 
-97 
-91 
-113 
-72 
-100 
-41 
-92 
-70 
-100 
-42 
-90 
-70 
-100 
-37 
-92 
ArH2•+ 
Ar+ H2 •+ [Ar•••Hi]-+ 
104 
133 
138 
138 
141 
142 
98 
124 
130 
133 
-22 
-30 
-29 
-30 
-31 
-31 
-28 
-39 
-39 
-40 
HFH2·+ 
HF+ H2·+ [HFH•••H]•+ 
282 
292 
293 
295 
293 
293 
252 
267 
267 
269 
-11 
-16 
-16 
-16 
-19 
-18 
-16 
-24 
-23 
-24 
0 
N 
N 
Table 2.3. (Continued) 
Levetb 
CISD(Q)/6-31 lG(d,p) 
QCISD(f)/6-31 lG(d,p) 
MP2/6-311 +G(d,p)h 
MP2/6-31 l++G(d,p)1 
MP2/6-311G(2d,p) 
MP2/6-3 l 1G(2d,2p) 
MP2/6-3 l 1 +G(2d,2p) 
MP3/6-31 l+G(2d,2p) 
MP4/6-31 l+G(2d,2p) 
HeH2•+ NeH2·+ 
He+ H2•+ [He•••H2r+ Ne+ H2•+ [Ne•••H2r+ 
-69 -100 -39 -92 
-69 -100 -38 -92 
-73 -100 -55 -95 
-72 -100 -55 -95 
-76 -102 -44 -96 
-75 -102 -37 -93 
. 
-75 -102 -53 -96 
-74 -103 -52 -94 
-72 -103 -50 -97 
ArHf+ 
Ar+ H2•+ [Ar•••H2r+ 
133 
134 
121 
123 
114 
114 
113 
118 
122 
-41 
-41 
-40 
-41 
-41 
-45 
-45 
-45 
-46 
HFH2·+ 
HF+ H2•+ [HFH•••Hr+ 
268 
269 
240 
240 
258 
257 
235 
242 
240 
-24 
-24 
-26 
-26 
-25 
-28 
-29 
-28 
-30 
('<") 
N 
Table 2.3. (Continued) 
Levelb 
C1SD(Q)/6-3 l l+G(2d,2p) 
QCISD(1)/6-3l l+G(2d,2p) 
MP2/6-31 l +G(2df ,2pd) 
MP3/6-3 11 +G(2df ,2pd) 
MP4/6-3 l l +G(2df ,2pd) 
CISD(Q)/6-311 +G(2df ,2pd) 
QCISD(I)/6-311 +G(2df,2pd) 
HeHf+ NeH2·+ 
He+ H2•+ [He•••Hi]-+ Ne+ H2·+ [Ne•••Hi]-+ 
-73 -103 -50 -97 
-73 -103 -50 -97 
-75 -104 -45 -97 
-74 -104 -44 -94 
-73 -105 -42 -97 
-73 -105 -42 -97 
-73 -105 -41 -97 
ArH2•+ 
Ar+ H2·+ [Ar•••H2]-+ 
122 
123 
121 
126 
128 
129 
129 
-47 
-47 
-44 
-44 
-46 
-46 
-47 
HFH2·+ 
HF+ H2·+ [HFI-l•••H]•+ 
241 
240 
239 
246 
242 
245 
244 
-30 
-30 
-30 
-29 
-31 
-31 
-31 
~ 
N 
Table 2.3. (Continued) 
Levelb HeHf+ 
He+ Hf+ [He•••H2r+ 
Experimental 
(0 K, no ZPVE)k,l 
-77 
Experimental 
(zero Kelvin) k 
-81 
Experimental 
(298 Kelvin) k -82 
a 
C 
e 
Energies calculated relative to XH+ + H•. 
HF/6-31G(d,p) structures. 
MP3/6-3 IG(d,p) structures. 
g HF/6-31 IG(d,p) structures. 
MP'l/6-31 l++G(d,p) structures. 
NeH2•+ ArH2•+ HFHf+ 
Ne+ H2·+ [Ne•••H2r+ Ar+ H2·+ [Ar•••H2r+ HF + H2 •+ [HFH••• HJ-+ 
-55 114 
-58 112 
-59 111 
b MP2/6-311 G( d,p) structures used unless otherwise noted. 
d MP2/6-31G(d,p) structures. 
f MP4/6-31 G(d,p) structures. 
h MP'l/6-311 +G(d,p) structures. 
242 
230 
231 
k 
I 
Calculated using experimental heats of formation (~H(293) from Ref. 20 and theoretical zero-point vibrational and temperature corrections. 
These are the values with which the theoretical relative energies should be compared. 
V) 
N 
Table 2.4 . Dependence on level of theory of calculated relative energies (kJ mo1- l) on the NH5•+ potential energy surface.a 
Levelb NHf+ + H2 [Nl-I3•••H2r+ TS(36)C TS(39)d ENH4···H1-+ TS(38{ 
HF/6-3 IG(ct,pl 72 67 132 352 -2 319 
MP2/6-31G(d,p)g 121 1 13 139 377 -3 297 
MP3/6-3 IG(d,p)g 99 91 124 358 -3 295 
MP4/6-3 l G(d,p)g 98 90 119 356 -3 286 
CISD(Q)/6-31 G(d,p)g 92 84 111 351 -4 277 
QCISD(D/6-31 G(d,p)g 95 87 112 353 -3 274 
HF/6-311 G(d,p)h 74 67 132 345 -1 317 
MP2/6-31 IG(d,p) 121 11 I 138 367 -2 290 
MP3/6-311 G(d,p) 98 88 120 348 -2 288 
MP4/6-3 l 1 G(d,p) 99 89 116 347 -3 278 
CISD(Q)/6-31 lG(d,p) 90 81 107 341 -4 268 
QCISD(D/6-31 IG(d,p) 95 85 108 343 -3 265 
NH3 + H2•+ 
666 
668 
672 
671 
672 
671 
649 
644 
648 
647 
649 
648 
\0 
N 
Table 2.4. (Continued) 
Levetb 
MP2/6-3 l l+G(2d,2p) 
MP3/6-3 l l+G(2d,2p) 
MP4/6-3 l l+G(2d,2p) 
C1SD(Q)/6-3l l+G(2d,2p) 
QC1SD(f)/6-3l l+G(2d,2p) 
MP2/6-3 l l +G(2df ,2pd) 
MP3/6-3 l l +G(2df,2pd) 
MP4/6-3 l l+G(2df,2pd) 
NHf+ + H2 
121 
98 
100 
90 
95 
124 
102 
104 
[NH3•••H2r+ 
108 
86 
87 
79 
83 
111 
89 
91 
TS(36f 
134 
116 
112 
103 
104 
135 
118 
114 
TS(39)d 
358 
340 
338 
333 
335 
359 
341 
340 
[NJ-Li ••• H1 •+ TS(38{ NH3 + H2·+ 
-4 288 617 
-4 286 625 
-5 275 621 
-5 266 625 
-4 263 622 
-4 283 616 
-4 280 624 
-5 269 620 
c-
N 
Table 2.4. (Continued) 
Levelb 
Experimental (0 K, no ZPVE)1,J 
Experimental (0 K)• 
Experimental (298 K)• 
NHf+ + H2 
101 
84 
86 
[NH3•••H2r+ TS(36{ TS(39)d 
a 
b 
C 
d 
Energies calculated relative to NH4 + + H" ; bold numbers refer to structures defined in Fig. 2.1. 
MP2/6-3 l l G(d,p) structures used unless otherwise noted. 
e 
f 
g 
h 
J 
Transition structure (36) for the hydrogen-transfer reaction (2.2). 
Transition structure (39) for hydrogen-exchange reaction (2.3). 
Transition structure (38) for the hydrogen-exchange reaction (2.4). 
HF/6-31 G(d,p) structures. 
MP2/6-3 l G(d,p) structures. 
HF/6-31 IG(d,p) structures. 
Calculated using experimental heats of formation (tiHf°298) from Ref. 20 
and theoretical zero-point vibrational and temperature corrections. 
These are the values with which the theoretical relative energies should be compared. 
[Nl--4 ••• H1 •+ TS(38{ NH3 + Hf+ 
617 
593 
592 
00 
N 
Table 2.5. Calculated relative energies (kJ moI- 1) for [X···H2]9+ syste1ns.a 
HeH+ + H. 
He+ H2•+ 
He•++ H2 
[He•••H2r+ 1 
HeH2•+ 2 
NeH+ + H• 
Ne+ H2·+ 
Ne·++ H2 
[Ne•••H2r+ 3 
NeH2·+ 4 
ArH+ +H· 
HF/ 
6-311 G(d,p)b 
0 
-82 
786 
-97 
-82 
0 
-91 
419 
-113 
-95 
0 
MP2/ 
6-311 G(d,p) 
0 
-72 
795 
-100 
-73 
0 
-41 
543 
-92 
-49 
0 
MP2/ 
6-311 +G(2d,2p) 
0 
-75 
796 
-102 
-77 
0 
-53 
555 
-96 
-60 
0 
MP3/ 
6-311 +G(2d,2p) 
0 
-74 
796 
-103 
-76 
0 
-51 
514 
-94 
-58 
0 
MP4/ MP4/ Exptd 
6-311 +G(2d,2p) 6-31 l+G(2d,2p)C 
0 0 0 
-72 -78 -81 
796 802 802 
-103 -97 
-75 -79 
0 0 0 
-50 -53 -58 
521 530 534 
-97 -91 
-60 -60 
0 0 0 
0\ 
N 
Table 2.5. (Continued) 
Ar+ H2·+ 
Ar·+ +J-12 
[Ar•••H2r+ 5 
ArH2·+ 6 
KrH+ + H• 
Kr+ H2•+ 
Kr·++ H2 
[Kr•••H2r+ 7 
KrH2·+ 
FH2+ + H. 
FH + H2·+ 
8 
HF/ 
6-311 G(d,p)b 
98 
117 
-28 
31 
0 
147 
21 
-24 
-8 
0 
252 
MP2/ 
6-311 G(d,p) 
124 
145 
-39 
16 
0 
170 
42 
-37 
-17 
0 
267 
MP2/ 
6-31 l+G(2d,2p) 
113 
149 
-45 
4 
0 
166 
43 
-43 
-23 
0 
235 
MP3/ 
6-311 +G(2d,2p) 
l 18 
129 
-45 
-2 
0 
188 
41 
-31 
-19 
0 
242 
MP4/ 
6-3 l l+G(2d,2p) 
122 
126 
-46 
-4 
0 
177 
26 
-48 
-36 
0 
240 
MP4/ 
6-311 +G(2d,2p)C 
120 
136 
-40 
2 
0 
176 
36 
-42 
-25 
0 
227 
Exptd 
111 
144 
0 
166 
28 
230 
0 
("(") 
Table 2.5. (Continued) 
HF/ 
6-311 G(d,p)b 
FH•+ + H2 225 
[HFH•••Hr+ 9 -16 
FH3•+ 10 135 
FH3•+ 11 -2 
FH3•+ 12 280 
CIH2+ + H• 0 
CIH + H2•+ 300 
CIH•+ + H2 19 
[HCl•••H2r+ 13 13 
[HCIH•••H]•+ 14 
-4 
CIH3·+ 15 14 
CIH3•+ 16 -1 
MP2/ 
6-31 lG(d,p) 
311 
-24 
107 
-3 
234 
0 
315 
41 
17 
-9 
18 
-1 
MP2/ 
6-311 +G(2d,2p) 
319 
-29 
97 
-7 
228 
0 
302 
45 
11 
-13 
12 
6 
MP3/ MP4/ MP4/ Exptd 
6-311 +G(2d,2p) 6-311 +G(2d,2p) 6-31 l+G(2d,2p)C 
278 285 280 290 
-28 -30 -24 
100 90 90 
-8 -8 -6 
232 219 222 
0 0 0 0 
309 312 303 310 
29 27 28 51 
-1 -5 1 
-13 -13 -10 
0 -4 2 
6 6 7 
~ 
rri 
Table 2.5. (Continued) 
HF/ 
6-311 G(d,p)h 
CIH3•+ 17 127 
OH3+ + H. 0 
OH2 + H2·+ 482 
OH2·+ + H2 129 
[H20H•••H]•+ 18 -4 
[H20••• H2r+ 19 110 
OH4•+ 20 308 
OH4•+ 21 -1 
OH4•+ 22 0 
OH4•+ 23 235 
OH4•+ 24 110 
OH4•+ 25 123 
MP2/ 
6-311G(d,p) 
104 
0 
481 
194 
-7 
166 
253 
-1 
1 
291 
166 
186 
MP2/ 
6-31 l+G(2d,2p) 
95 
0 
446 
194 
-11 
164 
248 
-4 
-1 
282 
164 
183 
MP3/ MP4/ MP4/ Exptd 
6-311 +G(2d,2p) 6-31 l+G(2d,2p) 6-31 l+G(2d,2p)C 
91 85 96 
0 0 0 0 
455 449 430 435 
161 164 150 163 
-11 -12 -8 
132 135 130 0 
251 237 232 
-3 -4 -3 
-2 -1 -2 
254 256 250 
132 135 130 
150 153 143 
N 
("() 
Table 2.5. (Continued) 
HF/ 
6-31 lG(d,p)b 
SH3+ +H· 0 
SH2 +Hf+ 468 
SHf+ +H2 -39 
[H2S•••H2r+ 26 -42 
[H2SH•••Hr+ 27 -1 
SH4•+ 28 -43 
SH4•+ 29 35 
SH4•+ 30 0 
SH4•+ 31a 204 
SH4•+ 31b 260 
SH4•+ 32 198 
SH4•+ 33 
-41 
MP2/ 
6-311 G(d,p) 
0 
473 
-29 
-33 
-2 
-35 
15 
-1 
164 
207 
203 
-32 
MP2/ 
6-311 +G(2d,2p) 
0 
460 
-27 
-34 
-4 
-35 
13 
-2 
151 
199 
194 
-32 
MP3/ MP4/ MP4/ Exptd 
6-311 +G(2d,2p) 6-311 +G(2d,2p) 6-31 l+G(2d,2p)C 
0 0 0 0 
465 466 452 451 
-39 -41 -45 -29 
-47 -48 -49 
-4 -4 -2 
-48 -49 -49 
9 6 2 
-2 -2 -1 
145 139 136 
195 199 183 
186 186 190 
-44 -46 -47 
("<) 
("<) 
Table 2.5. (Continued) 
HF/ 
6-311 G(d,p)b 
NH4+ + H• 
NH3 + H2•+ 
NH3•+ + H2 
[H3N•••H2r+ 34 
[H3NH•••H]·+ 35 
NH5•+ 36 
NH5•+ 37 
NH5•+ 38 
NH5•+ 39 
NH5•+ 40 
NH5•+ 41 
PH4+ + H. 
PII3 + H2•+ 
0 
648 
74 
67 
-1 
132 
-1 
317 
345 
67 
70 
0 
566 
MP2/ 
6-31 lG(d,p) 
0 
644 
121 
111 
-2 
138 
-1 
290 
367 
111 
116 
0 
568 
MP2/ 
6-311 +G(2d,2p) 
0 
617 
121 
108 
-4 
134 
-2 
288 
358 
108 
114 
0 
547 
MP3/ 
6-31 l+G(2d,2p) 
0 
625 
98 
86 
-4 
116 
-2 
286 
340 
86 
92 
0 
544 
MP4/ 
6-311 +G(2d,2p) 
0 
621 
100 
87 
-5 
112 
-2 
275 
338 
87 
93 
0 
543 
MP4/ 
6-311 +G(2d,2p )C 
0 
596 
81 
75 
-2 
100 
-1 
268 
326 
75 
79 
0 
527 
Exptd 
0 
592 
84 
0 
529 
"rj" 
~ 
Table 2.5. (Continued) 
HF/ 
6-311 G(d,p)b 
PH3•+ + H2 -2 
[H3P•••H2r+ 42 -5 
[H3PH•••H]•+ 43 -1 
PH5•+ 44 60 
PH5•+ 45 0 
PH5•+ 46 135 
PH5•+ 47 14 
PH5•+ 48 243 
MP2/ 
6-31 lG(d,p) 
-8 
-12 
-1 
36 
-1 
93 
2 
216 
MP2/ MP3/ MP4/ 
6-311 +G(2d,2p) 6-311 +G(2d,2p) 6-3 l l+G(2d,2p) 
-7 -15 -17 
-13 -21 -23 
-2 -2 -2 
34 29 25 
-1 -1 -1 
87 80 75 
2 -7 -9 
206 197 194 
a 
b 
MP2/6-311G(d,p) optimised structures, unless otherwise noted; bold numbers refer to structures defined in Fig. 2.1. 
HF/6-311 G(d,p) optimised structures. 
C Including zero-point vibrational correction. 
MP4/ 
6-31 l+G(2d,2p)C 
-22 
-23 
-1 
19 
-1 
74 
-14 
198 
d Calculated using experimental heats of format.ion (~H(293) from Ref. 20 and theoretical temperature correct.ion to zero Kelvin. 
Exptd 
-7 
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2.3 Potential Energy Surfaces 
There are a variety of possible minimum energy pathways for interchange of hydrogen 
atoms within the [X-H · • · H] .+ and [X · · · H-Hr+ complexes. Several of these pathways which 
are examined herein may be of relevance to the exchange reactions (2.3) and (2.4 ). It is useful 
to categorise the various scrambling processes according to the types of equilibrium structures 
involved. 
(i) Within the triatomic [X ···Ha··· Hbr+ complexes for X = He, Ne, Ar and Kr, the only 
relevant scrambling pathway interchanges internal Ha and external Hb hydrogen atoms, i.e. 
(2.6) 
(ii) For the polyatomic systems FH3 .+, CIH3 .+, OH4 .+, SH4 .+, NH5 .+ and PH5 .+, complexes 
of the type [Hn Y-Ha···Hbr+ (n = 1 for Y = F, Cl, n = 2 for Y = 0, Sand n = 3 for Y = N, P) 
and [Hn-1YHC···Ha-Hbr+ (n = 1 for Y = Cl, n = 2 for Y = 0, Sand n = 3 for Y = N, P) are 
found. In the cases of the [Hn Y-Ha· · · Hb] .+ complexes, scrambling processes are possible for 
the groups of energetically non-equivalent hydrogen atoms: 
(a) interchange of the internal (Ha) and external (Hb) atoms within the (formal) H2 moiety 
(analogous to (2.6)), that is 
(2.7) 
(b) interchange of the atoms Ha and I-f within the Y n+ 1 + moiety, that is 
(2.8) 
and 
(c) interchange of the external hydrogen Hb with the non-hydrogen-bonded I-f, that is 
(2.9) 
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For the five and six atom systems OH4 .+, SH4 .+, NH5.+ and PH5°+, there are in addition the 
possibilities of interchange of the non-hydrogen-bonded H atoms in the YHn+l moiety, e.g. 
(iii) Finally, for the [Hn_1YHc···Ha-Hb]"+ complexes ofCIH3·+, OH4.+, SH4 "+, NH5°+ and 
PH5 .+ possible scrambling pathways include 
(a) interchange of one H-atom of the H2 moiety with the directly connected ff atom of the YHn 
moiety, that is 
(2.11) 
and (in the case that Ha and Hb are not energetically equivalent) 
(2.12) 
(b) interchange of the hydrogens of the H2 moiety, that is 
(2.13) 
and 
(c) interchange of the directly hydrogen-bonded ff with a non-hydrogen-bonded H atom of the 
YHn moiety, that is 
(d) interchange of the non-hydrogen-bonded H atoms with in the YHn moiety, that is 
Dependent on the spatial symmetry of the complexes, some of these processes are identical. 
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2.3.1 HeH2·+, NeH2·+, ArH2·+ and KrH2·+ 
The minimum energy paths for the proton-transfer reactions (2.1) and hydrogen-transfer 
reactions (2.2) are schematically shown in Fig.2.2. All the paths proceed without a barrier via 
minima corresponding to XH2 .+ complexes. The complexes are linear and vary between the 
extremes [X-H···H]"+ and [X···H-H]"+ (structures 1, 3, Sand 7 in Fig.2.1). The 
[He··· H · · · H]"+ complex is bound by 20 kJ mor 1, while larger binding energies (measured 
relative to the more stable reactants or products) of 38, 40 and 42 kJ mor1 are found for 
[Ne··· H • · · H]"+, [Ar··· H · · · H]"+ and [Kr··· H · · · H]"+, respectively, suggesting that the last three 
at least are potentially observable. 
For X = He, Ne and Ar, the ground-state surface corresponds to proton transfer (2.1), 
i.e. X + H2 .+ lies lower in energy than x·+ + H2. For X = Kr, because Kr.++ H2 lies lower in 
energy than Kr+ H2 .+, the ground-state surface corresponds to hydrogen transfer (2.2). These 
results do not support earlier calculations 2d which indicated a barrier 
of 0.44 to 1.2 e V for the reaction of Kr.+ with H2. The minimum energy path for this process 
does not involve a barrier, which is more consistent with the experimental data Sa-d. 
In section 2.2 the performance of the theory in predicting relative energies was 
discussed. The data in Table 2.5 allow additional comparisons of theoretical and experimental 
energies. At the standard level of theory chosen in this study, there are eight comparisons 
available for the He, Ne, Ar and Kr systems and the mean error is 6 kJ mor1 with the largest 
error being 10 kJ mor 1. 
Within the linear [X · · • H · · · H] .+ complexes, interchange of the internal Ha and external 
Hb hydrogen atoms (process (2.6)) can take place via transition structures of C2v symmetry, 
shown as 2, 4, 6 and 8 in Fig.2.1. These have long X · · · H bonds but H · · · H distances shorter 
than in the corresponding stable complexes. For the He, Ne and Ar systems, the energies of 
the transition structures (18, 31 and 42 kJ mor 1, respectively, above the corresponding 
complexes) are comparable to those of the lowest energy dissociation products, suggesting that 
scrambling of this type is likely to be associated also with dissociation in these cases. For the 
[Kr-·· H · · · H]"+ complex, the barrier to scrambling (17 kJ mor 1) is lower and significantly 
below the dissociation limit. 
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Figure.2.2 : Schematic energy profiles for the reactions (2.1) and (2.2) for X = He, Ne, Ar, Kr and HF. 
The relative energies are calculated at the MP4/6-311 +G(2d,2p)//MP2/6-311 G(d,p) level including 
ZPVE corrections. 
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2.3.2 FH3·+ and CIH3·+ 
The electronic ground state for FH3 .+ is associated with the proton-transfer reaction 
(2.1 ). The energy profile of the minimum energy path, included for convenience in Fig.2.2, 
shows a single minimum corresponding to a complex of the type [HFH · · · H] .+ (9, Fig.2.1) in a 
well of depth 24 kJ mor1. A similar structure was found with small basis set Hartree-Fock 
calculations by Bugaets and Zhogolev 6 in the only previous ab initio study reported to date for 
the FH3 .+ system. The structure of 9, which resembles a complex of H2F+ and H· with an 
H · · · H bond about twice as long as that in the free H2 molecule, is consistent with the fact that 
H2F+ + H· lies substantially lower in energy (by 227 kJ mor 1) than HF+ H2 .+. This large 
energy difference also manifests itself in the low binding energy for the complex 9. As found 
for the noble-gas systems, the calculated relative energies for the fluorine systems compare well 
with available experimental data (Table 2.5). 
Three transition structures have been identified for interchange of hydrogen atoms in the 
complex 9. First, there is the transition structure 10 for the interchange of the internal Ha and 
external Hb hydrogen atoms of 9 (process (2.7)). This structure lies high in energy, 114 kJ 
mor
1 
above 9, probably due to the strength of the short F· ··Ha bond which needs to be 
partially broken to achieve the interchange. A second transition structure 11 allows the 
interchange of the two hydrogens of the H2F+ moiety (process (2.8)). Because H2F+ is bound 
relatively weakly to H· in 9, this a low energy process, requiring just 18 kJ mor1. Interchange 
of Hb and He can take place via transition structure 12 (process (2.9)). This is a very high 
energy process, requiring 246 kJ mor1. Indeed, a lower energy pathway for the interchange of 
Hb and He could be achieved via initial interchange of Ha and Hb (via TS 10 and requiring 114 
kJ mor1) followed by interchange of Hb and He (via TS 11 and requiring 18 kJ mor1). The 
wavefunction for 12 is heavily spin-contaminated (the value of <S2> is 0.81) so that the MP 
energy is probably somewhat overestimated. Both transition structures 10 and 12 may be 
important for the exchange reaction (2.4). 
In contrast to the FH3 .+ surface, the electronic ground-state surface of ClH3 .+ is 
associated with the hydrogen-transfer reaction (2.2) of Her+ with H2. This arises because the 
ionisation energy of HCl is less (by 275 kJ mor 1) than that of H2 (Table 2.1). The reaction is 
exothermic by 28 kJ mor 1. The minimum energy path for this reaction involves two minima 
corresponding to weak complexes of the type [HCl · · · H2] .+ (13) and [HClH · · · H] .+ (14). The 
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complex 13 is bound by 27 kJ mor1 (with respect to HCl.+ + H2) and complex 14 is bound by 
10 kJ mor 1 (with respect to H2Cl+ + H"). However, the barrier separating these minima is 
less than 1 kJ mor1 above the energy of complex 13 (see Fig.2.3a). The transition structure 
linking these minima is given by 15. The energy of HCl .+ + H2 relative to H2Cl+ + H" 
differs from the experimental value by 23 kJ mor 1, somewhat larger than normal, and this may 
reflect in part the errors in ionisation energies noted in section 2.2 for second-row molecules. 
This large difference however suggests that the nature of the surface may change significantly 
with improvement of the ab initio methods used here. No definite conclusion on the existence 
of complex 13 can therefore be made in this framework. 
Because of the possible instability of complex 13, the pathways for hydrogen 
interchange have not been examined. 
Some transition structures for the interchange of hydrogens within the complex 14 are 
analogous to those found for the FH3 .+ complex 9. The barriers in each case are lower than 
those for 9, sometimes substantially. A direct pathway for interchange of Ha and Hb (process 
(2.7)) has not been found. Structures similar to 10 are very high in energy and have very spin-
contaminated wave functions ( <S2> > 0.9). An indirect pathway to interchange of the internal 
and external hydrogens, Ha and Hb, can occur via transition structure 15 at a cost of just 12 kJ 
mor
1
. The complex 13 linked to 14 via this pathway, may rearrange to 14 having 
interchanged Ha and Hb. Interchange of Ha and If in 14 via transition structure 16 (process 
(2.8)) requires 17 kJ mor1, almost the same as in the fluorine analogue. Interchange of Hb and 
He (process (2.9)) via transition structure 17 requires 106 kJ mor 1, substantially less than the 
corresponding rearrangement in 9. The value of <S2> in 17 is 0.81 (as in 12) which again 
indicates that the MP energy is probably somewhat overestimated. Analogous to the FH3 .+ 
system, the transition structures 15 and 17 may be important for the exchange reaction (2.4 ). 
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2.3.3 OH4·+ and SH4·+ 
The only previously reported calculations on OH4 .+ relevant to the present study are 
small basis set Hartree-Fock calculations, carried out by Bugaets and Zhogolev 6, in which a 
number of possible structures were examined. The electronic ground-state of this system is 
again associated with the hydrogen-transfer reaction (2.2), which is exothermic by 150 kJ mor 
1
. Two different minima on the surface have been found. First there is a weak complex of the 
type [H20H · · · H]"+(l8), which has Cs symmetry. This complex is bound with respect to 
reactants OH3 .+ and H· by 8 kJ mor
1
. The path in Cs symmetry (as for structure 18), 
calculated at MP2/6-311G(d,p) level, from this minimum to the asymptotic region of reactants 
H2o·+ + H2 does not have a barrier. A schematic energy profile of the minimum energy path is 
shown in Fig.2.3a However there is a second minimum for a complex [H20· · • H2r+, which 
lies 138 kJ mor1 above 18. The structure for this complex is given by 19. At Hartree-Fock/6-
311 G( d,p) level, but not at MP2/6-311 G( d,p) level, there exists a first order saddle point 
linking these minima, which lies 25 kJ mor1 above the energy of H2o·+ and H2. 
Several transition structures for interchange of hydrogen atoms within 18 and 19 have 
been identified. First is the process (2.9) which interchanges Hb and if (or Hd) (and which 
may be accompanied by interchange of Ha and Hd) within the complex 18. This proceeds via 
transition structure 20 and requires 240 kJ mor1. The magnitude of this barrier is comparable 
to that (246 kJ mor 1) found for the corresponding process in the FH 3 • + system ( via transition 
structure 12). Structure 20 would be a possible transition structure for the exchange reaction 
(2.4). Next is the process (2.8) which interchanges hydrogens within the H30+ moiety of 18. 
The barrier in this case, via 21, is just 5 kJ mor1, and involves simply a rotation of the H30+ 
group relative to the external hydrogen atom. Finally, inversion in 18, which formally 
interchanges He and If (process (2.10)) occurs via transition structure 22 and requires 6 kJ 
mor
1
. 
Several hydrogen interchange pathways within 19 have been examined. The barrier for 
interchange of Ha and if (process (2.11)) is 120 kJ mor 1 and occurs via transition structure 
23. This would be a possible transition structure for an exchange reaction of type (2.3). A 
transition structure for interchange of Ha and Hb is given by 25 (process (2.13)).The barrier 
for this process is less than 1 kJ mor 1. Interchange of Hb and He (process (2.12)) may 
proceed first via interchanging Ha and Hb (process (2.13)) and then interchanging of He and Ha 
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(process (2.11 )). Interchange of He and Hd ( process (2.14 )) can take place via transition 
structure 24. This requires just 12 kJ mor 1, the bonds being broken in this process being 
relatively weak I-f ···Ha and He··. If links. 
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Figure 2.3: (a) Schematic energy profiles for reaction (2.2) (as in Fig.2.2), for X = HCI and H20. 
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Figure 2.3: (b) Schematic energy profiles for reaction (2.2) (as in Fig.2.2), for X = H2S. 
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The minimum energy path for the hydrogen-transfer reaction of SH2 .+ with H2 
proceeds via two complexes, the first (26) resembling a complex of SH2"+ with H2 while the 
second (27) resembles a complex of SH3 + with H·. 
In keeping with the endothermic nature of this reaction, the reactant-like complex 26 is 
lower in energy than the product-like complex 27 by 47 kJ mor 1. The binding energies of 26 
and 27 are very low: 4 kJ mor1 and 2 kJ mor 1, respectively. These complexes are separated 
by a transition structure 29 in which the Ha··· Hb bond is quite stretched, again reflecting the 
endothermic nature of the reaction. A plane of symmetry is maintained along this path. The 
barrier separating 26 from 27 is very small (2 kJ mor 1 relative to the energy of the reactants). 
The calculated value of the reaction heat differs by about 16 kJ mar 1 from the experimentally 
detennined value. 
A third minimum on the surface was found corresponding to another weak complex of 
the type [SH2···H2r+ (28). This complex lies in a well of depth 4 kJ mor 1; it is approximately 
equal in energy to complex 26. Although the gradients of the potential energy at Hartree-Fock 
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and MP2/6-311G(d,p) levels are very small (less than 0.0003 au. bohr- 1) and the structure at 
the HF/6-311G(d,p) level has no imaginary frequency, there is a very low frequency mode (10 
cm-
1): the H2 moiety is very weakly bound to the H2s·+ moiety, such that relatively large 
changes in the intermolecular bonds and in the relative orientation of ff to the H2 moiety do not 
cause significant change in energy. Hence the potential around that geometrical configuration 
is, in these dimensions, extremely flat. Because for both complexes 26 and 28 the H2 
molecule is only very weakly bound to the H2s·+ moiety, it is reasonable to expect that 
interconversion of both complexes is possible without a significant barrier. The same must then 
hold for the H-interchange pathways for these complexes in the asymptotic regions of 
[SH2 • • • H2r+. A first-order saddle point linking these two minima was not found. However 
the accuracy of the ab initio methods used here may not be good enough, to establish the 
complexes 26 and 28 as distinct complexes. 
The barrier for interchange of Ha and He within the complex 27 (process (2.8)) via 
transition structure 30 is just 1 kJ mor 1. The transition structure 31a for the interchange of 
Hb and if within the complex 27 (process (2.9)) is 138 kJ mor1 higher than the complex 27. 
The <S2> value for this structure is 0.81. This would be a possible transition structure for the 
exchange reaction (2.4). We cannot exclude the possibility that structures very close to 31a 
may lead to exchange of Ha and Hb (process (2.7)). A structure analogous to 20 of OH4.+ 
with C5 symmetry, given by 31b, has two imaginary frequencies. 
The barrier for interchange of Hb and He within the complex 28 (process (2.9)) via 
transition structure 32 is 239 kJ mor 1. Analogous to transition structure 23 in the OH4 .+ 
system, this would be a transition structure for the exchange reaction (2.3 ). The barrier for 
interchange of He and Hd within this complex (process (2.14)) is just 2 kJ mor1 via structure 
33. For comparison, the analogous process for OH4 .+ ·via transition structure 24 in the 
complex 19 involves 12 kJ mor1. This again supports the conclusion that interconversion of 
26 and 28 should be possible without significant hindrance. 
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2.3.4 NH5·+ and PH5·+ 
The reaction of NH3 .+ with H2 is of some importance in connection with the possible 
interstellar synthesis of ammonia IOeJ,23 , and has also attracted considerable experimental 
attention because of its unusual kinetic characteristics 11 . 
Two minima have been found on the NH5 .+ surface, corresponding to the complexes 
[NH3 · · · H2]"+ (34) and [NH4 • • • H]"+ (35), respectively. The latter lies lower in energy by 77 
kJ mor1. The minimum energy path IOc,e for the hydrogen-transfer reaction (2.2) involves 
both complexes, and a barrier of 19 kJ mar 1. This reaction is exothermic by 81 kJ mor 1. The 
[NH3···H2J"+complex lies in a well of depth 6 kJ mor1 while the [NH4 ···H]"+ complex lies in 
a well of depth 2 kJ mor 1. The path from the transition structure 36 (which has C3v 
symmetry) to the complex 34 (which has C2v symmetry) is trifurcated. The branching point 
occurs at very long internuclear separation, i.e. for an N •· · H separation of about 2.975 A (at the 
HF/6-31 G(d,p) level), where nearly free internal rotation of the NH3 .+ moiety relative to H2 is 
possible. The path from transition structure 36 to the other complex 35 maintains C3v 
symmetry. The Ha··· Hb bondlength in 36 of 0.782 A shows that the barrier lies early in the 
reaction path. 
There have been a number of previous studies on the NH5.+ surface 
10
. The hydrogen-
transfer reaction path was examined some time ago by Eisele et al. IOa with a C3v constraint. 
Very recently, DeFrees et al. IOe,f carried out high-level ab initio calculations and obtained 
results very similar to this study. 
Interchange of the internal hydrogen Ha with He (process (2 .8)) in 35 is a facile 
process. It occurs via transition structure 37 and requires only 1 kJ mor 1• This interchange 
corresponds to the nearly free internal rotation of the NH4 + moiety in the [NH4 • • • H] .+ 
complex. Because if, If and If are all equivalent in 35, this process mixes all the hydrogens 
of the NH4 + group. Interchange of the external Hb in 35 with if (process (2.9)) can take place 
via the trigonal bipyramidal (D3h) transition structure 38. The barrier for this process is 270 kJ 
mor 
1
. This would be a possible transition structure for the exchange reaction (2.4 ). Structures 
of the type 38 have been examined previously by Bugaets and Zhogolev IOb and Kassab et al. 
IOd. We have not found the first-order saddle points for processes (2.7). The interchange of 
the directly connected Ha and Hb (process (2.7)) in 35 may be possible via a reverse abstraction 
process to the minimum 34, interchanging Ha and Hb there and backwards over the abstraction 
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saddle point, thus requiring not more than the energy to surmount the reverse abstraction 
barrier. This would be a low energy pathway for the reaction (2.4 ). The process (2.10) 
(interchange of the energetically equivalent He and Hd, or He and He, or Hd and He), which 
involves inversion at the nitrogen, is not considered here. 
Within the complex 34, the barrier to interchange Ha and if (process (2.11)) is 
calculated to be 251 kJ mar 1. In this case a strong N • · · I-f needs to be broken. The transition 
structure 39 has C2v symmetry and resembles 23 and 32. This would be a possible transition 
structure for the exchange reaction (2.3 ). The transition structure for the interchange of Ha and 
Hb (process (2.13)) in complex 34 is given by 40. The barrier is less than 1 kJ mol-1 above 
34. The barrier for interchange of the hydrogen atoms of the NH3 .+ moiety (process (2.14)) is 
very small, 4 kJ mor1. This simply requires rotation of the NH3 group and only the weak 
He··· Ha and He··· Hb bonds are disrupted in this process. The transition structure 41 has C2v 
symmetry. 
The calculated energies for NH3 + H2.+ and NH3 .+ + H2 (relative to NH4 + + H-, 
Table 2.5) are in close agreement with the available experimental data 20: 596 vs 592 kJ mar 1, 
and 81 vs 84 kJ mor1, respectively. In addition, the experimentally determined lla,b threshold 
energy for the abstraction process (2.2) of approximately 9 kJ mor1 may be compared with the 
value calculated at our standard level of theory (MP4/6-311 +G(2d,2p)//MP2/6-311G(d,p) value 
with ZPVE correction) of 19 kJ mor1. 
At the ZPVE-corrected QCISD(T)/6-311 +G(2d,2p )//MP2/6-311 G( d,p) level, the barrier 
is lowered to 15 kJ mor1. The best estimate for the barrier obtained by DeFrees et al. lOe was 
20 kJ mor1. Barlow and Dunn l li have noted that if tunnelling is important at and above 300 
K, the 9 kJ mor1 experimental estimate of the barrier, derived from an Arrhenius fit, will be too 
low. 
In a recent electron impact study, Garvey and Bernstein (GB) l lj observed ammoniated 
NH5.+ clusters of the type NH5(NH3\.+. On the basis of older ab initio calculations lOb' they 
suggested a trigonal bi pyramid D3h structure for the NH5 .+ moiety. Our calculations of isolated 
NH5.+ show that the D3h structure 38 has a very high energy, 270 kJ mor
1 
above 35, as 
found in another recent calculation lOd. Although the isolated NH5.+ ion does not have the D3h 
structure 38, such a structure might be stabilised by NH3 molecules in a cluster ion. Thus the 
present calculations do not on their own provide a definitive answer to the structure of GB's 
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NH5(NH3)n.+ clusters. 
Two minima have been found on the PH5 .+ surface, corresponding to the complexes 
[PH3 · · · H2r+ ( 42) and [PH4 ···Hr+ ( 43), respectively. The former lies lower in energy by 22 
kJ mor 1. The minimum energy path for the hydrogen-transfer reaction (2.2) involves both 
these complexes, with a barrier at transition structure 44 of 41 kJ mor 1. The calculated 
endothermicity of 21 kJ mor 1 is somewhat greater than the experimental value of 7 kJ mor 1, 
probably due to the underestimation of the ionisation energy of PH3, as found also for HCl and 
H2S. The [PH3 • .. H2r+ and [PH4 ···Hr+ complexes both lie in very shallow wells of depth 
about 1 kJ mor1. The transition structure 44 has C3v symmetry whereas the complex 42 has 
C5 symmetry. As in the NH5 .+ case, the path from the saddle point to the complex breaks 
symmetry and trifurcates. The path from the transition structure 44 to the minimum 43 
maintains C3v symmetry. The extended Ha .. · Hb bond of 1.012 A in 44 reflects the fact that the 
transition structure for the hydrogen-transfer reaction occurs later along the pathway than in the 
NH5 .+ case, and is consistent with the endothermicity of this reaction. 
Within the complex 43, interchange of Ha with the other hydrogen atoms of the PH4 + 
group (process (2.8)) can occur quite readily via transition structure 45. The calculated barrier 
is less than 1 kJ mor 1 before the inclusion of ZPVE corrections and vanishes after the ZPVE 
corrections are included. Interchange of the external hydrogen Hb with the other hydrogen 
atoms of the PH4 + group (process (2.9)) can take place via the trigonal bipyramidal transition 
structure 46 and requires 75 kJ mor1. This would be a possible transition structure for an 
exchange reaction of type (2.4). The barrier for this process is substantially lower than that in 
the NH5 .+ case. 
Within the complex 42, interchange of Ha and Hb (process (2.13)) can be achieved by rotation 
via transition structure 47 at a cost of 9 kJ mor 1. The barrier for interchange of Hb and tf 
(process (2.11) ), relevant to the exchange reaction (2.3 ), is much higher, the calculated value 
being 221 kJ mor1. The transition structure 48 has C2v symmetry and the path maintains a 
plane of symmetry. 
2.4 Potential Energy Surfaces and Experimental Observations 
Our calculated well-depths suggest that the [XH2] .+ complexes with X = Ne, Ar, Kr 
and HF offer the greatest prospect for experimental observation. Of these, the [ArH2] .+ 
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complex has indeed been observed recently by Bedford and Smith 4j. Our calculated potential 
energy surfaces also have implications regarding experimental studies of the ion-molecule 
reactions (2.1)-(2.4) associated with the systems considered here and we comment briefly on 
some of these. 
For the [noble-gas· H2]"+ systems, Kuntz and Roach2d have already shown that the 
differences in the rates of the proton-transfer (2.1) and hydrogen-transfer (2.2) reactions can be 
explained in terms of the different energetics in the potential energy surfaces. For the proton-
transfer reactions (2.1 ), it is found experimentally that for X = He and Ne, energetic reactants, 
preferably vibrationally excited H2 .+ ions, are required whereas for Ar and Kr the reactions 
with H2 .+ proceed very easily
2b. This is consistent with the fact that the proton-transfer 
reactions of He and Ne with H2 .+ are endothermic, whereas those of Ar and Kr are exothermic. 
On the other hand, the hydrogen-transfer reaction (2.2) is exothermic for all four of the noble-
gas ions, particularly for X = He and Ne. The experimental rates for hydrogen transfer are very 
fast for X = Ar, considerably slower for X = Kr, and extremely slow for X = He and Ne, 
despite the large exothermicity in the last two cases. These results have been explained 2d in 
terms of surface crossing models: the energy gap between the x·+ + H2 and X + H2 .+ pairs 
is much greater for X = He and Ne than for X = Ar and Kr. It is not clear from the 
experimental results on the reactions of He with HD"+ 2m, Ar.+ with HD 4b and Kr"+ with HD 
5a-f h th . di 1 . I d . th . 
, w e er or not mterme ate comp exes are mvo ve m ese reacuons. 
The experimentally measured reaction rates for the hydrogen-transfer reactions of HCI .+ 
7 d H o·+ Sa-d .th H f ( be o-9 d o-lO 3 -l) an 2 w1 2 are very ast rate constants tween about 1 an 1 cm sec 
respectively, whereas for the reaction of NH3 .+ lOa.ll and H2s·+ 
9 with H2 the rate constants 
are smaller than 10-12 cm3 sec-1. These large differences can readily be understood from the 
calculated potential energy surfaces. For the former cases, the reactions are exothermic and 
there exist barrier-free reaction paths, whereas the latter reactions, although exothermic in some 
cases, involve intermediate complexes and there are barriers to be surmounted which 
additionally impose tight geometrical constraints. For similar reasons, one might expect a slow 
rate for the hydrogen-transfer reaction of PH3 .+ with H2. 
Looking in more detail at the NH5 .+ system, we note initially that the measured rate 
coefficient for the hydrogen-transfer process is quite low at about 3 x 10-13 cm3 sec-1 at room 
temperature I la. This may reflect l lh the geometrical constraints of the hydrogen-transfer 
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pathway in which the molecular symmetry changes from C2v (34) to C3v (36). The fact that 
relative translation promotes the reaction suggests I lb that the barrier lies early in the entrance 
channel of the reaction potential energy surface, which is consistent with our findings. 
Additionally, whereas the reaction rate shows a normal (positive) dependence on temperature 
for T > 300 K, the rate is observed I Ic,d,e,i to level out at lower temperatures and to have a 
negative temperature dependence below 100 K. This has been interpreted I Id,e,i as arising from 
an intermediate complex formed during this reaction at low temperatures and tunnelling from 
such a metastable complex through the abstraction barrier. Our study provides support for such 
a hypothesis since our explicit calculations, including those of the intrinsic reaction coordinate 
pathway (Chapter 3), indicate that the pathway does indeed involve a weak complex of the form 
[NH3···H2]"+ (34)which lies in a well of depth 6 kJ mor1. Very similar results were obtained 
independently by DeFrees et al. 10e. We have also calculated the intermolecular potential 
between NH3 .+ and H2 in the vicinity of 34 as a function of the distance between N and the 
centre of mass of the H2 molecule under a C2v symmetry constraint (as in 34) at the MP2/6-
311G(d,p) level. This potential has five bound vibrational states as well as one to two quasi-
bound states for high total angular momenta. This suggests that intermediate complex 
formation is possible at very low energies if the reactants approach one another in a favourable 
orientation. 
For X = H20, H2S, NH3 and PH3, we have identified direct pathways for WD 
exchange reactions of the type (2.3) and (2.4) but these all have high energy requirements. 
Reactions which follow these pathways are thus unlikely to compete at low energies with the 
hydrogen-transfer reactions of type (2.2) or the reverse reactions. How can this be reconciled 
with experimental observations? 
Detailed experimental information concerning the exchange reaction (2.3) is available for 
the particular case of the reactions of NH3 .+ with H2fl):ifHD IOa. I Ic,f,g,h. It has been found that 
the HID exchange reaction competes at low energies with the hydrogen-transfer reaction, in 
apparent conflict with the high barrier of 239 kJ mar 1 predicted here for the exchange reaction 
via transition structure 39. Thus, whereas the experimental observations on the hydrogen-
transfer reaction in the NH5 .+ system can be readily understood in terms of the minimum 
energy path determined here, this does not appear to be the case for the exchange reaction. 
A rationalization of this apparent discrepancy comes by recognising that internal rotation 
51 
can occur very readily within the [NH4 ···Hr+ complex 35 formed in the hydrogen-transfer 
reaction, and that this offers an alternative pathway for exchange. As noted in the section 
above, the barrier for this rotation, which proceeds via transition structure 37, is just 1 kJ mor 
1
, and results in the interchange of Ha and If. Thus hydrogen transfer, followed by internal 
rotation, followed by the reverse of the hydrogen-transfer reaction leads to exchange with a 
barrier equal to that of the hydrogen-transfer process. Of course, such a pathway might not be 
very probable from a dynamics point of view. However, the internal rotation need not take 
place so far along the hydrogen-transfer pathway and the likelihood of exchange would then be 
greater. This is explored in greater detail in Chapter 5. 
2.5 Conclusions 
Several points emerge from this study of the ground-state potential energy surfaces of 
the XH2 .+ systems. 
i) The complexes [Ne···H···Hr+, [Ar···H···Hr+, [Kr···H···Hr+ and [FH2···Hr+ are 
predicted to be relatively stable and should be experimentally observable. 
ii) The potential surfaces for the other polyatomic systems include shallow to very shallow 
minima, corresponding to complexes of the type [X • · · H2] .+ and/or [XH · · · H] .+; however more 
accurate ab initio calculations are necessary to establish the physical significance of these 
minima and of the pathways connecting them. 
iii) The potential energy profiles of the minimum energy paths for proton-transfer reactions 
(2.1) and hydrogen-transfer reactions (2.2) are consistent with available experimental data; 
iv) Calculated barriers for exchange reactions of the type (2.3) for the OH4.+, SH4.+, NH5.+ 
and PH5 .+ systems are very high, making processes following such direct routes unlikely to be 
competitive with hydrogen-transfer reactions of the type (2.2); 
v) The experimental observation of the exchange reaction (2.3) for the NH5 .+ system can be 
rationalised in terms of a pathway which corresponds to (partial) hydrogen transfer followed by 
internal rotation and reverse transfer, at an energy cost no greater than the hydrogen-transfer 
process itself. Such a pathway is also potentially available for the other polyatomic systems 
examined here. 
In the following Chapters, methods are developed for accurate calculations of reaction 
path potentials and of symmetry-invariant path potentials, and are applied to the H-abstraction 
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and HID-exchange reactions (1.1) and (1.2). 
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Chapter 3. Reaction Path Potentials for Reactions of 
Polyatomic Molecules 
3.1 Introduction 
Experimental studies of bimolecular reactions include the measurement of cross 
sections for collisions of particles in cross-beam experiments 1, and the measurement of 
thermal rate constants in bulk phase experiments 2. An important objective of theoretical 
reaction dynamics is to relate the dominant characteristics of a given model potential 
function to these experimental observables. Thus for the theoretical study of the dynamics 
of chemical reactions in the adiabatic approximation, the (3N-6) dimensional hypersurface 
of the potential energy of the N-atom system must be known. The molecular scattering 
process in the Born-Oppenheimer approximation is exactly described by the solution of the 
Schrodinger equation, in which the kinetic energy and the potential energy of all the 
colliding partners is used. The practical approach to theoretical reaction dynamics is limited 
firstly by the accuracy of the potential energy hypersurface and secondly by the tractability 
of quantum mechanical effects and the completeness of the description of the kinetic terms 
in the Hamiltonian. The accuracy of both terms in the nuclear Hamiltonian, the potential 
hypersurface and the kinetic energy term, forms a considerable problem for polyatomic 
molecules (N > 3). 
Ab initio methods are clearly the least biased methods for calculating the potential 
energy surface. For the smaller triatomic systems, very sophisticated quantum mechanical 
calculations of the electronic energy, including electron correlation effects (MCSCF, CI, 
MP), have been used to fit global potential hypersurf aces 3. However for polyatomic 
systems with N > 3, the number of energy calculations required for a global surface is 
very large. In practice, global surfaces for polyatomic systems cannot be calculated by ab 
initio methods. A few semiempirical global surfaces have been calculated, which describe 
several open reaction channels 4. For most polyatomic systems, the theoretical studies of 
the reaction dynamics assume that only one particular reaction channel is open 5. These 
studies use reaction path potentials, which describe the potential in the vicinity of a 
minimum energy path linking the reactants with products. These potentials are generally 
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expressed as Taylor series to second order in (3N-7) dimensions orthogonal to the reaction 
path; forming harmonic valleys along this path. The data necessary for this potential, that 
is the energy, energy gradients and force constants, can be efficiently calculated by ab initio 
methods at Hartree-Fock (HF) levels. The distance along this minimum energy path 
defines a reaction coordinate, which describes the bond breaking and bond forming or 
rearrangements of atoms during the reaction. The reaction path approach relies upon the 
chemical picture that during a bimolecular reaction or molecular rearrangement process of a 
polyatomic system only part of the system takes part; that is, a specific bond is broken, or 
one particular atom or group of atoms is replaced by another one, whereas there are other 
parts of the molecule which remain spectators during the reaction. 
This is the chemical basis for the reaction path Hamiltonian approach 6 and the 
variatioMl transition state theory 7, which assume that the reaction process is dominated by 
the properties of the potential surface near a reaction path linking reactants with products. 
On the other hand accurate classical dynamics (trajectories) 4 provides a means to study the 
dynamics on all pathways contributing to the reaction and all reactions competing with each 
other. The potential hypersurfaces for polyatomic systems are therefore designed in 
accordance with the types of dynamical calculations desired 3•5. In this chapter a method is 
developed for computationally efficient and accurate calculation of the Intrinsic Reaction 
Coordinate (IRC) path potentials which can be used in reaction dynamics calculations. 
Specifically the IRC path potential is calculated in the harmonic approximation for the H-
abstraction reaction of NH3"+ with H2 (reaction (1.1). 
3.2 Determination of the Intrinsic Reaction Coordinate 
A reaction path could be defined as any path leading from reactants to prcxlucts 
which is energetically feasible 8. Clearly reaction path potentials around different paths 
will have different properties and therefore result in different physical observables. A 
reaction path calculated in internal coordinates for one particular system is as physically 
meaningful as a path calculated in massweighted Cartesian coordinates (MWC). In these 
coordinates, however, the kinetic energy talces a very simple form 6(a). Moreover, MWC 
are a set of coordinates common to all molecules. The path calculated in MWC is called the 
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Intrinsic Reaction Coordinate (IRC) path 9. This IRC path is the steepest descent path of a 
potential hypersurface from a saddle point in the space of MWC, given by the solution of 
Eq. (3.1). 
dx(s) VV 
ds IVVI 
(3.1) 
where x(s) is a vector of massweighted Cartesian atomic position coordinates, given by 
(3.2) 
(for i = 1, ... , 3N; a = 1, ... , N and k = 1, ... , 3), where ma is the mass, Xa,k are the 
Cartesian position coordinates of atom a, and Vis the molecular potential energy. The IRC 
is the arclength s of this reaction path, that is s is the integral over the displacement ds 
defined by 
1 
ds = +(f (dxJ2 ) 2 
1:z::l 
(3.3) 
where the - sign is conventionally used for the path from the saddle point to reactants, and 
the + sign for the path from the saddle point to products, and the point s = 0 is located at 
the saddle point. The unit of sis one (amu)1/2 bohr. 
Eq. (3.1) defines a minimum energy path through a potential hypersurface 
calculated in MWC leading on both sides from the saddle point to reactants and products, 
respectively. At the saddle point, where VV = 0, this path is not defined. However, from 
an infinitesimal displacement away from the saddlepoint in the positive and negative 
direction of the eigenvector corresponding to the imaginary eigenvalue, this path is well 
defined. The reaction path potential may be expressed as a quadratic Taylor series in 
displacements around points on the path 
V(x) = V(a)+G·~+.!.~T ·K·~ 
2 
(3.4) 
where a denotes the vector of MWC position coordinates on the path, ~ denotes the 
displacement vector (x-a), G denotes the derivative vector of the potential energy with 
respect to MWC position coordinates at a, and K denotes the MWC force constant matrix 
evaluated at a, whose elements are given by 
a2 v K .. =---
lJ ax. ax . 
1 J 
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(3.5) 
The exact integration of Eq. (3.1) by infinitesimal ds is computationally inefficient 
if each value of VY along s has to be calculated using ab initio molecular orbital theory. 
The balance of accuracy and efficiency is the criterion for choosing one or the other 
approximate integration scheme. Gradient methods to integrate Eq. (3.1) essentially follow 
the negative normalised gradient vector for a finite step ~s downhill on both sides of the 
saddle point 10. The different methods vary in the way they correct this finite displacement 
step: the Euler-one-step method (ES) does not correct this step, whereas the Euler-two-
step method (ES2) uses a corrector step, or stabilization, similar to predictor-corrector 
methods according to the algorithm of Schmidt, Gordon and Dupuis lOb. The ES2 method 
finds an energy minimum along a vector, which bisects the negative gradient vectors at 
successively determined points (corrector step). Generally these gradient methods or a 
combination of them are able to determine the IRC path correctly and economically. For 
the reaction path CH5(saddle point) to CH3 + H2 Garrett et al. lOc showed that the ES2 
method determines the path correctly with larger stepsizes than the ES method near the 
saddle point, whereas the situation is reversed in the asymptotic region of the path (we refer 
to the combination of the use of these methods whenever this is appropriate as the ES/ES2 
method). A major conclusion of this work was that, for the reactions studied, the lowest 
order ES method was overall the most efficient. 
However the ES/ES2 method fails in the case of multidimensional potential surf aces 
of bimolecular reactions, where the potential is very stiff in the intramolecular coordinates 
and very flat in the intermolecular coordinates. A good example of this problem is the IRC 
path of the reaction 
NH3"+ + H2 -t ~+ + H" . (1.1) 
Unlike the reactions whose IRC paths have previously been fully determined 11 , this path 
proceeds over an intermediate complex, formed at very long intermolecular separation, 
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Table 3.1 : Geometrical parameters of NH5 .+ (i): 
-------------------------------------------------------------------------
Energy (ii) intennol. 
bond (iii) 
N-Ha 
intramolecular bonds (iii) 
ab initio(iv) 
-------------------------------------------------------------------------
Saddle point -56.99333 1.422 0.843 1.009 1.009 (1) 
(C3v) (i) 
Saddle point -57.22176 1.614 0.782 1.021 1.021 (2) 
(C3v) (i) 
branching -57.01646 2.976 0.733 1.012 1.012 (1) 
point (C3v) 
branching (2) 
point (C3v) 
[NH3 ... H2]+ 
-57.01828 3.186 0.736 1.013 1.011 (1) 
(C2y) (i) 
[NH3 ... H2]+ 
-57.23207 2.913 0.745 1.029 1.022 (2) 
(C2y) (i) 
+ NH3 + H2 
-57.01622 0.732 1.012 1.012 (1) 
+ NH3 + H2 
-57.22824 0.738 1.022 1.022 (2) 
(i) defined in Fig. 2.1; 
(ii) in hartree· 
' 
(iii) . A 
m ; 
(iv) (1) denotes the geometries of the HF/6-3 lG(d,p) IRC path, (2) denotes MP2/6-3 l 1G(d,p) optimised 
geometries of the stationary points as given in chapter 2. The values for (2) are given for comparison. 
where the intramolecular coordinates are nearly unchanged from those of the reactants (see 
Table 3.1). 
The IRC path of reaction (1.1) from the saddlepoint to the intermediate minimum of 
[NH3 ···H2r+ has C3v symmetry up to a branching point, where the path trifurcates (see 
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chapter 2, section 2.4.3). The ES/ES2-IRC at UHF/6-3 lG(d,p) level was calculated in the 
standard manner lOc,d_ The calculation was initialised at the saddle point, SO, by displacing 
in the positive and negative direction of the eigenvector corresponding to the imaginary 
eigenvalue. The IRC path is determined by the ES method whenever an energy minimum 
along the bisecting vector is not found. To avoid numerical instability, the integration 
requires a variable stepsize of about ~s = 0.1 in the region s = [0,-1.8] and then smaller 
steps of ~s < 0.05 for s < -1.8, which results in about 60 points in the range s = [0,-2.8]. 
For s < -2.8, the ES/ES2 solution becomes unstable. The energy rises (Fig.3.1), the 
intramolecular bonds oscillate around a mean value by about 0.005 A (Fig.3.2), and the 
gradients with respect to these bonds oscillate strongly. As a result of these oscillations, 
the motion along the intermolecular bond, which contributes most to the IRC on this part of 
the path, reduces dramatically (Fig.3.2). Using a Gear integration of sixth order, with ~s 
< 0.005 (over a short section of the path), these oscillations vanish and the energy 
decreases monotonically, which shows that the oscillations are caused by a failure of the 
ES/ES2 method. A further reduction of the stepsize in the ES/ES2 method becomes 
prohibitive because of the cost of the calculations. The ES/ES2 method fails in a region 
where the intermolecular bond is still 0.527 A shorter than at the branching point. 
A more efficient and accurate integration scheme for Eq.(3.1) is given by the Local 
Quadratic Approximation (LQA) method which was independently developed by Page and 
Mclver 11 and Ischtwan and Collins 12. 
The Local Quadratic Approximation 
Eq. (3.1) can be written as 
dx(t) = -VV(x) 
dt 
(3.6) 
where t is a parameter, x(t) is the vector of MWC and V(x) is the molecular potential 
energy. 
In Eq. (3.6) the potential can be expanded to quadratic order: 
(3.7) 
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Figure 3.1 : The energy of NH5·+ (in atomic units) as a function of the IRC on the path from the 
saddle point to the complex minimum of [NH3· .. H2].+. The energy is given relative to the energy 
of the saddle point and the unit of the IRC is one (amu) 112 bohr. LJ denotes the energy of the 
path calculated with ES/ES2 method and ( ... ) calculated with LOA method: (a} for IRC = [ 0,-
8.0] and (b) for IRC = [-2.0,-8.0]. The arrow indicates the approximate position of the branching 
point. 
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Figure 3.2: Some coordinates of NH5·+ as a function of the IRC on the path from the saddle point 
to the complex minimum of [NH3 ···H2]'+ (as in Fig.3.1 ). (a) intermolecular (N-Ha) bond length (in 
A) and (b) intramolecular (N-Hc) (upper curve) and (Ha-Hb) (lower curve) bondlengths (in A). 
[The coordinates are defined in Fig.2.1, structure 36.] LJ denotes he bondlengths on the path 
calculated with ES/ES2 method and ( ... ) calculated with LOA method. The arrow indicates the 
approximate position of the branching point. 
r 
6 1 
and 
(3.8) 
where xo and x denote the MWC column vectors at t and to respectively, K(xo) is the 
massweighted Cartesian second derivative matrix at xo (defined in Eq. (3.5)) and I x-xo I 
=~sis sufficiently small. In this approximation, Eq.(3.6) can be written as 
(3.9) 
The exact solution of Eq. (3.9) is 
3N 
x(t) - X 0 - L,U!·VV(x0 )[(exp(An(t-t0 ))-1)/An)un (3.10) 
n=l 
where 
(-K)U = )., U n n n (3.11) 
Un is the eigenvector corresponding to the eigenvalue An, and Un T represents the transpose 
of Un- The solution is exact because 
(3.12) 
(where 1 is the 3Nx3N unit matrix): the {Un} form a complete set. The solution, Eq. 
(3.10), shows clearly that the motion along the reaction path for finite ~t = t-to represents a 
balance between the direction of the force, -VV(xo), and the stiffness or curvature of the 
surface. 
From this analysis it becomes clear too, why the ES/ES2 solution fails . For small 
~t the solution of Eq. (3.6) can be expressed as a Taylor-series 
-
L 
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(t-t0 )2d2x(t) + .... 
2 dt2 0 
dx 
x(t) = X 0 + (t - t0)-(t0 ) + dt 
(t - to)2 K(x ) · VV(x ) 
2 0 0 + ... 
- Xo -
(3.13) 
which shows that for very small ~t the eigenvalues are irrelevant, misleadingly so because 
a truncated expansion of exp(A,i~t) is not equally accurate for large and small An· (Indeed, 
any integration scheme based on Eq. (3.13), must converge only as rapidly as the largest 
eigenvalue allows.) Widely different eigenvalues are likely to be found in bimolecular 
surfaces. 
3.3 Comparison of LQA and Euler Integration Methods 
The LQA-IRC for NH5.+ was initiated in the same way as the ES/ES2-IRC. 
Again a variable stepsize was chosen of about ~s = 0.015 near the saddle point, being 
increased subsequently to ~s > 0.1 for s = T-1.8,-8.0], which covers the region where the 
ES/ES2 method fails. The stepsize in that region is generally a factor 3-4 higher than the 
inadequate ES/ES2-stepsize and approximately 30 times larger than that required for the 
convergence of the Gear method. As shown in Fig. 3.1, the energy decreases 
monotonically till the branching point is reached and then falls more rapidly into the valley 
of the intermediate complex. The intermolecular (N-Ha) bondlength increases dramatically 
in that region and converges, after passing the branching point, to its value in the rotated 
complex (Fig. 3.2a). The intramolecular bonds are now smooth functions of s (Fig. 
3.2b). The calculated path converges rapidly when ~s is decreased from 0.3 to 0.1; 
which shows that LQA calculates the IRC correctly and efficiently. 
In order to compare the LQA and ES/ES2 methods in a "well-behaved" system, the 
HCN isomerisation path 
HCN ~ CNH (3.14) 
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was calculated. The path was calculated at RHF/ST0-30 level. For all IRC's, the first 
point was obtained in the standard manner as described for the NH5"+ path in the section 
above. The ES/ES2-IRC was determined using variable stepsize, with smaller stepsize 
near the stationary points of about 0.01 and with a maximum stepsize in the range s = 
[0.5,3.0] of about 0.14, which resulted in 80 points. Three LQA-IRC's were calculated 
with variable stepsizes, the first using ~Smin = 0.01 and ~Smax = 0.14 (Fl) (80 points), 
the second with ~smin = 0.01 and ~Smax = 0.20 (F2) (55 points) and the third with ~smin 
= 0.015 and ~Smax = 0.25 (F3) (25 points). All three LQA-IRC's are virtually identical 
with the ES/ES2-IRC and with the calculations of Garrett et al. lOc ( for that reason only the 
ES/ES2- and F3-IRC, which have the largest differences, are shown in Fig. 3.3). The 
CH-bondlength and CNH-angle are invariant to stepsize variation on the whole IRC. The 
deviations of the CN-bondlength of Fl-, F2- and F3-IRC's from that of the ES/ES2-IRC 
have at s = 1.4 a maximum of -0.003 A, -0.004 A and -0.006 A, respectively. This 
demonstrates that the LQA method is able to determine the IRC of a simply behaved 
unimolecular potential swface with an efficiency equal to that of the ES/ES2 method. 
In addition to the correct calculation of the IRC in the asymptotic region of the 
potential surface for reaction (1.1), the economics of generating this IRC favour using the 
LQA method. Table 3.2 lists the average CPU-times, for the ES/ES2 and LQA methods, 
for determining one point on this path. The ES/ES2 method needs at least two energy and 
two gradient calculations for one point on the IRC. For unproblematic surfaces like the 
HCN-surface these calculations probably suffice. For the more complicated surface of 
NH5"+ additional energy calculations are required. 
For dynamical calculations or for variational transition state theory rate calculations, 
one needs the force constant matrix at a sequence of points along the reaction path. In 
general, if the distance ~s between these points is as small as that needed in evaluating the 
path, the LQA method is the most convenient strategy when using ab initio methods for 
evaluating the potential energy and its derivatives along this reaction path. 
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Table 3.2 : CPU-time a used for calculation of 1 point on the IRC: 
HCN (RHF/ST0-3G) 
NH5.+ (UHF/6-31 G(d,p)) 
ES/ES2 
so 
1350 
a average value on a FACOM M360 in seconds. 
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Figure 3.3: The !RC of the path HCN (saddle point) ~ CNH determined by ES/ES2 LJ (80 
points) and LOA ( .... ) (25 points) methods. The X and Y coordinates are defined by X = RcH· 
cos(a)-(RcN)/2 and Y = RcH· sin(a), where a is he HCN ang le. For clarity the IRC's are 
shown as continuous curves. 
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Table 3.3 : Relative energies a of NH5"+: 
IRC path b MP2 c MP4 d QCISD(T) e [4] 
[4] + ZPVE f 
+ [NH3 .. H2] 
-5 -10 -12 -12 
SP 60 17 12 9 
+ [NH4 .. H] 
-74 -123 -104 -100 
+ NH4 +H -72 -121 -99 -95 
a relative to the energy of the reactants NH3.+ + H2 in kJ mo(\ 
b at HF/6-31 G(d,p) level; 
c at :MP2/6-311 G( d,p) level at :MP2/6-311 G( d,p) geometries; 
d at 111'4/6-311 +G(2d,2p) level at :MP2/6-311 G( d,p) geometries; 
e at QCISD(T)/6-311 +G(2d,2p) level at :MP2/6-311G(<Lp) geometries; 
f ZPVE calculated at HF/6-31 lG(d,p) level (see chapter 2, Table 2.5); 
g threshold energy ( ref. 14 ); 
h extrapolated to zero Kelvin and theoretical ZPVE subtracted; 
i extrapolated to zero Kelvin. 
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Experimental 
-101 h -84 1 
The IRC path potential for the ff-abstraction reaction of NH3 .+ with H2 
In Fig.3.4 the energy profile of the IRC path for the H-abstraction reaction of 
NH3"+ with H2 is shown, as calculated in the LQA//HF/6-31G(d,p) approximation 
together with schematic representations of geometries on this path. The saddle point has 
C3v symmetry, as shown in chapter 2, which lies late in the reaction channel : the Ha-Hb 
bond is slightly extended, namely 0.843 A, compared to the H-H bond of a free H2 
molecule in this approximation of 0.733 A (Table 3.1). The IRC of the path downhill to 
[NJ-4 ... H]"+ mainly involves the stretching of the Ha-Hb bond while the angles describing 
the H3N-Ha moiety approach the values for a Tetrahedron. The path from the saddle point 
to the [NH3 ···Hi].+ minimum consists, till the branching point, mainly in stretching of the 
N-Ha bond from 1.422 A to 2.976 A and in decreasing the if,d,~a angles from 109 to 
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Figure 3.4: (a) Energy profile for the reaction (1 .1) as a function of the I RC. The I RC path is 
calculated by the LOA method at HF/6-31 G(d,p) level. The unit of the IRC is one (amu) 112 bohr. 
BR denotes the location of the branching point. (b) Geometries of the intermediate complex 
minimum of [NH3-H~· +, of the branching point, of the saddle point and of the product complex 
minimum of [NH4-H]'+. 
r 
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90 degrees, the values for a planar NH3 .+. At the branching point, the path trifurcates into 
paths leading to three equivalent minima. One of these paths is shown in Fig. 3.4. The 
first order saddle points linking the [NH3 • • • H2] .+ complex minima are described in 
chapter 2, section 2.3.4. 
Table 3.3 summarises the energetics of this path, that is, the exothermicity, well-
depths and the barrier height, compared with the values calculated MP2/6-311G(d,p) 
geometries (see chapter 2, section 2.3.4). The exothermicity and the barrier height vary 
strongly with improvement of the electron-correlation treatment; the HF/6-3 lG(d,p) IRC 
path underestimates the exothermicity and overestimates the barrier height. The 
experimentally observed threshold energy 13 is approximately 9 kJ mor 1. From Table 3.1, 
one can see that the Hartree-Fock barrier lies more on the [NH4 • • • H] .+ side of the surf ace, 
whereas the MP2/6-311G(d,p) barrier lies more on the [NH3···H2r+ side. 
Reaction dynamics calculations using the Hartree-Fock surface must therefore 
underestimate the reaction rate. Additionally, the final energy distributions in the products, 
and the kinetic energy released, depend on the location of the barrier in the path. Hence 
significant corrections to this path potential are required. However analytical or numerical 
calculation of derivatives of the electronic energy including electron correlation are currently 
impracticable for a polyatomic system of this size. By comparison, the calculation of the 
electronic energy alone is feasible at very high levels of ab initio theory. In the next section 
therefore, a method is described for scaling a reaction path potential (energy, energy 
gradients and force constants) according to an energy profile calculated at higher level of ab 
initio theory . 
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Chapter 4. Scaling the Reaction Path Potential 
4.1 Introduction 
The accuracy of a reaction path potential is limited by the level of ab initio theory 
used to calculate the coefficients in the Taylor expansion (3.4). The calculation of energy 
gradients and more particularly of second derivatives is computationally expensive. 
Calculations beyond Hartree-Fock (HF) level may well be prohibitively time consuming. 
By comparison, the calculation of the electronic energy alone may well be feasible at very 
high levels of ab initio theory. The energy profile along the reaction path is often 
significantly different for different levels of ab initio theory. The effect of correlation 
treatments on the energy profile of the path for reaction (1.1) was shown in Tables 3.1 and 
3.3 of the previous section. In Fig. 4.1, the energy profile of the HF/6-3 lG(d,p) IRC path 
is compared with the energy profiles calculated at MP2/6-31G and MP2/6-311G(d,p) levels 
on geometries of the HF/6-31G(d,p) IRC path. Firstly one sees that the exothermicity and 
the barrier height clearly vary strongly with the improvement of correlation treatment and 
basis sets. Additionally the saddle point is shifted towards reactants by going from HF ~ 
MP2, thus causing a variation in the change of the energy profile along the path and hence a 
change of the force in the direction of the path. Secondly one has to be aware of the fact 
that the changes of the potential going from HF ~ MP2 in the dimensions orthogonal to 
the reaction coordinate are not uniform. Uniform scaling of energy, energy gradients and 
second derivatives, using only the higher level energy profile along the path, would 
introduce a number of assumptions and result in distortion of the potential in the 
dimensions orthogonal to the reaction path coordinate. 
The purpose of this chapter is to present a method for minimal scaling of the 
energy, energy gradients and second derivatives of a reaction path potential obtained at one 
level of ab initio theory in such a way as to ensure these potential parameters are consistent 
with an energy profile at a higher level of ab initio theory. 
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Figure 4.1: Energy profiles of the IRC path for reaction (1.1 ): 
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311 G(d,p) levels. 
4.2 The Method 
The scaling method is first derived using energy derivatives in internal coordinates 
as this is the most straightforward case. The modifications required when only Cartesian 
derivatives are available are described in the later part of this section. 
We assume that the following information is available at some level of ab initio theory for a 
system of N atoms : 
(i) the energy E(n) of the system at n = 1, ... , NRP successive geomerries along a reaction 
path, where n = 1 corresponds to reactants (say) and n = NRP corresponds to products. 
Each geometry is denoted by a vector of 3N-6 internal coordinates, x(n); 
(ii) the 3N-6 energy gradients, G(n), with respect to the internal coordinates, x(n); 
(iii) the (3N-6)x(3N-6) symmetric matrix F (n) of second derivatives of the energy, with 
respect to the internal coordinates, x(n); 
.. 
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(iv) a set of energies EH(m), m = 1, ... , NH, calculated at a higher level of ab initio theory 
at a subset of the NRP geometries. 
The aim of the method is to scale the first three sets of data to be consistent with the 
fourth. There is no unique way to achieve this aim. The method derived here is loosely 
based on Occam's Razor: given that the information above is the only data available and 
that the data in (iv) is the most reliable, any corrections to the data in (i), (ii) and (iii) should 
be as small as possible, subject to the constraint that the potential energy surface is 
consistent with (iv). The method produces a corrected set of data EcorrCn), GcorrCn), and 
F corrCn). 
A. Scaling the energy 
If the number of more accurate energies, NH, is sufficiently large and the 
corresponding geometries x(m) are sufficiently evenly distributed along the reaction path, 
the corrected energies are simply obtained by interpolation. Each geometry on the reaction 
path has an associated reaction coordinate, denoted by s. If the reaction path is the IRC 
path, the reaction coordinate is the distance along the path in massweighted Cartesian 
coordinates. In general, s is approximated by 
n 
s(n) = I,.lx(i) - x(i-1)1 ( 4.1) 
i=l 
The energy profile EH[s(m)] is easily interpolated as a function of s, to give 
EcorrCn) = EH{x[s(n)]}, n = 1, ... ,NRP (4.2) 
This is the procedure demonstrated in the example of section 3, using a standard spline 
interpolation algorithm 1. The fact that the EH are calculated at a subset of the NRP reaction 
path geometries, ensures that the coordinate s is common to all the data, (i) to (iv). The 
accuracy of this procedure can be estimated by evaluating the change in EcorrCn) with 
increasing number of data values, NH. It may be that very few values of EH are available 
(perhaps only at stationary points). An alternative procedure to that used here would 
involve assuming an analytic functional form for Ecorr[s(n)], containing as many adjustable 
parameters as there are values of EH available. These parameters would then be determined 
'L 
by least squares fitting Ecorr to the EH values. 
B. Scaling the gradients 
7 1 
Having scaled the energy at each geometry to Ecorr, the gradients, G(n), are no 
longer consistent with the energy difference between neighbouring geometries. That is, 
(4.3) 
The crux of the scaling method is the requirement that the gradients are to be scaled to give 
an accurate description of the energy difference in Eq. (4.3). A more accurate formulation 
would require that the corrected gradients obey 
E corr ( n + 1) - E corr ( n) = G ~ ( n) · [ X ( n + 1) - X ( n)] + .!_[ X ( n + 1) - x ( n)] T 
2 
· Fcorr(n) · [ x(n + 1)- x(n)] + 0(8x)3 (4.4) 
Eq. (4.4) is inconvenient as it couples the corrected energies to both Gcorr and Fcorr· This 
complication can be avoided, while retaining the accuracy of Eq. (4.4), by using a central 
difference formula. A centred geometry x(n+ 1/2) is defined by 
1 
x(n + -) = [ x(n + 1) + x(n)] / 2 
2 
One can then perform Taylor expansions about this geometry to write 
and 
1 1 
E 00rr(n + 1) = Ec0 rr(n +-) + G!m(n +-) · [ x(n + 1)- x(n)] / 2 2 2 
+ [ x ( n + 1) - X ( n) Y · F corr ( n + .!_) · [ x ( n + 1) - x ( n)] / 8 + 0( 8 x )3 
2 
1 1 
E corr ( n) = E corr ( Il + - ) - G !orr ( n + - ) · [ X ( n + 1) - X ( n)] / 2 
2 2 
+ [ x(n + 1)- x(n) Y · F corr(n + .!_) · [ x(n + 1) - x(n)] / 8 + 0( 8x)3 
2 
Whence 
1 
Ecorr (n + 1) - Ecorr(n) = G:rr(n +-) · [ x(n + 1)- x(n)] + 0(8x)3 
2 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
-
f 
.. 
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Eq. (4.8) is valid to the same order in the change of geometry as is Eq. (4.4), but now only 
relates the corrected energies to corrected gradients. In Eq. (4.8) we have defined the 
corrected gradient at the central point. At any value of n, the corrected gradient is related to 
G(n) by defining a correction oG(n) 
Gcxxr(n) = G(n) + c5G(n) (4.9) 
Furthermore, it is easy to show that the centred gradient in Eq. (4.8) is given in terms of 
the available data by 
1 1 
Gcorr(n +-) = [G(n + 1) +G(n)] / 2+ c5G(n +-)+ O(c5x)2 
2 2 
Finally, Eq. (4.8) can be written as 
E 00u(n + 1) - E00rr(n) = [G(n + 1) + G(n)r · [ x(n + 1)- x(n)] / 2 
1 
+c5GT (n +-) · [x(n + 1)- x(n)] + O(c5x)3 
2 
( 4.10) 
( 4.11) 
Eq. (4.11) is a constraint on the corrections which must be made to the gradients at each 
centred point in order that the corrected gradients are consistent with the corrected energies 
to order (8x)3. While Eq. ( 4.11) is not exact if the tenns of 0(8x)3 are neglected, it does 
provide a reasonably accurate and feasible method of scaling gradients. 
To scale the gradients, we require that oG(n+ 1/2) be the vector of minimal length 
or norm which satisfies Eq. (4.11), thereby ensuring that oG is the smallest possible 
correction to G. We adopt the method of undetermined multipliers and require that 8G 
minimises the function Y(oG): 
Y[ 8 G(n + ~) J = ~ 8GT (n + ~) · 8G(n + ~) + y{ E00.,(n + 1)- E""'(n) 
- [ G(n + 1) + G(n) r · [ x(n + 1) - x(n)] / 2 
1 
-c5GT(n+-)·[x(n+l)-x(n)]} 
2 
( 4.12) 
subject to the constraint that the coefficient of the undetermined multiplier y vanishes. 
Minimising Y with respect to oG gives 
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1 
8G(n+-)= r[x(n+l)-x(n)] 
2 
( 4.13) 
Substituting Eq. (4.13) in Eq. (4.11) gives the minimal correction as 
{
Eoorr (n + 1) - E00rr (n) - } [x(n + 1)-x(n)] T 
s:G 1 [G(n+l)+G(n)] ·[x(n+l)-x(n)]/2 
u (n +-) = -----------------
2 lx(n + 1) - x(n)l2 
( 4.14) 
2 
where the terms of order (8x) are neglected. To this order we can also write, as in Eq. 
( 4.10), 
and so obtain the corrections to the gradients at the original geometries. 
C. Scaling the second derivatives 
( 4.15) 
The method for correcting the second derivative matrix F proceeds in similar 
fashion. The original F matrices are now inconsistent with the corrected gradients. Again 
using centred differences it is easy to to show that the corrected matrix F corr must obey 
1 
Gcorr(n + l)-G 00rr(n) = FC<XT(n +-) · [x(n + 1)-x(n)] + 0(8x)3 2 
Defining 
1 1 1 
F00rr(n +-) = F(n +-) + 8F(n +-) 2 2 2 
and using 
1 
F(n +-) = [F(n + 1) + F(n)] / 2 + 0(8x)2 
2 
leads to the vector constraint equation 
( 4.16) 
( 4.17) 
( 4.18) 
r 
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Gcorr(n + 1)-Gcorr(n)-[F(n + 1) + F(n)] · [ x(n + 1)- x(n)] / 2 
1 1 
-8F(n +-) · [ x(n + 1)- x(n)] + 0(8x)3 = C(n +-) = 0 
2 2 
( 4.19) 
The minimal correction 8F is found by minimising Z(8F) : 
(4.20) 
subject to the constraint, Eq. ( 4.19); where A. is a vector of 3N-6 undetermined multipliers, 
and we have implicitly assumed that 8F is a symmetric matrix. A little algebra gives 
[ 8 F ( n + ~) J = A,,[ x ( n + 1) - x( n)]. , if i = j; 
lj 
= Ajx(n + 1)- x(n)]j + AJ x(n + 1)- x(n)]i , if i -:t j , (4.21) 
where 
l = 0 -1 { Gcorr(n + 1)- Gcorr(n)-[F(n + 1) + F(n)] · [ x(n + 1)- x(n)] / 2} (4.22) 
and where 
Di j = Ix ( n + 1) - x ( n )j 2 , if i = j ; 
= [ x(n + 1) - x(n) l · [ x(n + 1)- x(n) ]j , if i -:t j. (4.23) 
Eq. (4.21) gives the correction to F at the central points with terms of order (8x)2 
neglected. To the same order we finally obtain the corrections to the second derivatives at 
the original geometries 
(4.24) 
D. Cartesian coordinates 
It may be that the available data (i) to (iv) are expressed in terms of Cartesian 
coordinates. Indeed, quantum chemistry programs such as GAUSSIAN 86 2, normally do 
not provide second derivatives of the energy in terms of internal coordinates at 
nonstationary geometries. An obvious way to scale the potential data in this case is to 
choose a convenient set of internal coordinates, transform the data to these variables, and 
then follow the procedure described above. If for some reason the potential data is actually 
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required in Cartesian coordinates, then the reverse coordinate transformation can be used 
after scaling. However it may well be difficult to find a priori a set of internal coordinates 
that is complete over the whole reaction path. If for this or some other reason, scaling in 
Cartesian coordinates is prefered, then modification of the above method is required. 
Scaling the energy is accomplished above. The derivation of the constraint, Eq. 
(4.11), on the gradients is valid if we consider x to represent the 3N Cartesian coordinates 
and if G and oG are vectors of 3N Cartesian gradients. However, to scale the Cartesian 
gradients requires additional constraints. A molecular energy surface should not give rise 
to external forces or torques. That is 
(4.25) 
and 
N dE Lr X corr = 0 
nsl n a rn 
(4.26) 
where r0 = (x0 ,y0 ,z0 ) is the Cartesian coordinate vector of the nth atom. Equations (4.11), 
( 4.25) and ( 4.26) provide seven constraint equations on the 3N Cartesian gradients, or 
more particularly on oG(n+ 1/2), if the Cartesian coordinates are taken at x(n+ 1/2). We 
require the solution of oG of these seven equations which has the minimal form. There are 
standard routines available3 to evaluate the solution directly. 
Corrections to the matrix of Cartesian second derivatives are also constrained by 
Eq. (4.19), if oF is taken to be the corresponding 3Nx3N Cartesian matrix. Equations 
( 4.25) and ( 4.26) imply additional constraints on the corrected second derivatives. Partial 
differentiation of these six equations with respect to each Cartesian coordinate yields 18N 
constraint equations 
f a2 E corr = 0 /3 L.J , a= x,y,z; = x,y,z; m = 1, ... , N 
nml a am a /3n 
(4.27) 
and 
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0 [±rn x oECOIT] = 0 , a= x,y,z; m = 1, ... ,N. 
dam n:al orn 
(4.28) 
Equations (4.19), (4.27) and (4.28) yield 21N constraint equations on the 3Nx(3N+l)/2 
independent variables in 8F(n+ 1/2). It is easy to see that not all of the 18N equations in 
( 4.27) and ( 4.28) are independent, so that the number of constraints is slightly less than 
2 lN. However, the computational advantage of reducing the number of constraints is 
small, and Eqs ( 4.19), ( 4.27) and ( 4.28) are easily programmed to obtain, by standard 
routines 3, 8F(n+ 1/2) as the solution of minimal norm. 
E. Symmetry constraints 
By inspection of Eqs. (4.13) and (4.21), it is clear that the corrections to the energy 
gradients and second derivatives are determined by the changes in the coordinates along the 
reaction path. If the molecular geometry has some spatial symmetry along all or part of the 
reaction coordinate, the gradient G and matrix F will reflect this symmetry; for example, 
the eigenvalues of F will show degeneracies determined by the point group. This 
symmetry will be broken in Gcorr and F corr if the geometry changes, 8x, do not also reflect 
this symmetry. For example, an ab initio program such as GAUSSIAN 86, rotates the 
Cartesian coordinates to give gradients and second derivatives in a standard molecular 
orientation at each geometry on the reaction path: hence 8x does not reflect the molecular 
symmetry. The proper symmetry could be retained in the scaled surface by the addition of 
symmetry constraints to the constraint equations above 4. A much simpler procedure, used 
in the example below, applies when the scaling is followed in internal coordinates. The 
symmetry of G and F is retained if one employs a set of internal coordinates which reflect 
the molecular symmetry. 
In the next section, an example is presented to assess the numerical stability of the 
method. 
4.3 Example: NHs·+ 
In this section the numerical stability of the method developed above is 
demonstrated for the reaction path potential of reaction (1.1). Along the section5of the 
reaction path shown in Fig. 4.1 we use the internal coordinates of Table 4.1; this choice of 
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Table 4.1 : Internal Coordinates a : 
Coordinate Definition 
1 r(c,d) 
2 r(c,e) 
3 r(d,e) 
4 r(a,c) 
5 r(a,d) 
6 r(a,e) 
7 r(b,c) 
8 r(b,d) 
9 r(b,e) 
10 (r(N,c) + r(N,a) + r(N,b))/3 
11 (r(N,d) + r(N,a) + r(N,b))/3 
12 (r(N,e) + r(N,a) + r(N,b))/3 
a r(ij) is the distance from atom i to atom j (see Fig. 3.4). 
coordinates is complete at all geometries on this section of the reaction path and reflects the 
molecular symmetry. The numbering of the atoms is defined in Fig. 3.4. 
A. Stability and error estimates 
The scaling methcxi developed above is not exact, as higher order terms in the 
geometry change, 8x, have been neglected at a number of steps in the algorithm. The first 
task is to evaluate the convergence of the method as a function of 8x. Some algorithms, 
investigated and subsequently discarded, are not stable, in the sense that errors accumulate 
as scaling is carried out progressively along the reaction path. A stable algorithm will yield 
scaled values of gradients and second derivatives at each point on the reaction path for 
which the errors are inversely proportional to the local density of the original data. 
It is worthwhile to note that the pursuit of higher accuracy in scaling conflicts with 
the aim of most algorithms used to obtain the reaction path. Due to the computational cost 
of calculating energy derivatives, most algorithms attempt to minimise the density of points 
on the path at which calculations are performed. The need to accurately scale the potential 
data provides a limitation on the sparsity of points which would be acceptable. 
r 
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The reaction profile, of Fig. 4.1, is obtained from a set of 227 calculations of the 
energy (and gradients and second derivatives) at the lower level of ab initio theory. These 
points are not uniformly distributed in s. To investigate the dependence of the scaled 
potential data on data density, the energies, gradients and second derivatives are initially 
interpolated 1 at a number, Ndata, of geometries which are uniformly spaced along s. By 
increasing Ndata, the effect of decreasing 8x can be observed. 
The accuracy of the scaling procedure can be evaluated using a numerical control 
experiment. If the higher level energies required in data type (iv) of section 4.2 are 
replaced by the lower level energies of data type (i), the scaling method should give Ecorr, 
G corr and F corr identical to E, G and F. The neglect of terms of order (8x)2 in the 
constraint equations leads to discrepancies between the original and scaled data. These 
errors, resulting from the finite difference approach, are indicated by 
£grad (n) = G(n) · G 00rr(n)/IG(n)j 2 -1 (4.29) 
and 
eF(n) = trace[F00rr(n)]/trace[F(n)]-l ( 4. 30) 
Figure 4.2 shows the results of Eqs. (4.29) and (4.30) for the NH5"+ system. The internal 
gradients and second derivative data corresponding to the 227 geometries for Fig. 4.1 have 
been interpolated onto 130 and 390 and 1170 geometries equidistant in s, and the "higher 
level" energies have been interpolated from the original 227 energies. The higher errors 
apparent at the start of the reaction coordinate in Fig. 4.2 are due to approximations in 
initialising the scaling procedure. The average (rms) error in the scaled gradient is 0.49%, 
0.080% and 0.085% for NRP = 130 and 390 and 1170, respectively; the corresponding 
average errors in the trace, Ep, are 0.054%, 0.0070% and 0.0088%. Increasing the 
density of data (and hence decreasing 18xl ) does initially reduce the observed error. 
However, the interpolation of the original data is not exact so that interpolation to higher 
and higher Ndata cannot indefinitely improve the accuracy of the procedure. While the 
average errors are small, Fig. 4.2 shows that at some values of s, Egrad rises for a few 
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Figure 4.3: EG and EF of Eqs. (4.29) and (4.30) as functions of the reaction coordinate for NRP = 
390 and the number of "higher level" energies reduced to NH= 114 ( o), and NH = 57 (. ). 
i1 
8 1 
percent and Ep to a few tenths of a percent. These cases are informative. The larger values 
of Egrad occur near the stationary points where IGI is very small and even small absolute 
errors, of order 8x2 , represent large relative errors. The larger values of Ep , near s = 1, 
occur where the gradients are large on the product side of the saddle point and the original 
data density is low. As one might expect, significant inhomogeneity in the density of the 
data leads to errors both in interpolation and in the accuracy of the local Taylor expansions 
used in the scaling procedure. Finally, it is clear that the relative error in the gradient is 
larger than that in the trace. This is due to the small magnitude of the gradients on this 
reaction path. 
Figure 4.1 shows that the energy gradient is small over most of the path. The norm 
of G is often less than 5x104 a.u .. At this magnitude, many components of G have few if 
any significant figures, as a result of the numerical approximations in the ab initio 
procedures used to calculate them. Thus, while the relative error in G is as large as a few 
percent, the magnitude of the error is usually very small indeed, of the order 10-6 a.u .. 
Figure 4.3 presents the corresponding results to Fig. 4.2, for Nctata = 390, showing 
the effect of decreasing the number of "higher level" energies: NH= 114 and 57, obtained 
from every second or every fourth point in the original data set. The nns average of Egract 
increases from 0.057% to 0.98%, while therms average of Ep increases from 0.023% to 
0.16%. Again, the largest errors are found in regions of s where the original data (ii) and 
(iii) are least homogeneously distributed. 
B. Comparison of scaled and exact surfaces 
Having established the accuracy and stability of the scaling procedure for this set of 
data, the method can be employed with energy data (iv) obtained at a higher level of ab 
initio theory. To allow comparison of the scaled data with direct calculation of gradients 
and second derivatives at a higher level, we have used a modest level of theory, MP2 with 
a small basis set 6-310, to obtain the energy data (iv) represented by the middle curve in 
Fig. 4.1 from a set of 64 geometries. 
Evaluation of Ecorr by interpolation gives a smooth energy profile, shown in Fig. 
4.1. To compare the scaling of gradients and second derivatives with exact calculation, a 
geometry has been selected at s = 0.33, where the errors in Gcorr and F corr are expected to 
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Table 4.2 : Comparison of Energy Gradients a : 
Coordinate Scaled b Low level c Scaled d High level e 
1 3.2001 -3.368 -3.360 -3.141 -1.220 
2 3.2001 -3.370 -3.362 -3.143 -1.220 
3 3.2002 -3.367 -3.359 -3.140 -1.220 
4 3.4372 7.167 7.248 9.423 6.397 
5 3.4373 7.176 7.256 9.432 6.409 
6 3.4373 7.180 7.260 9.436 6.412 
7 5.1193 -14.96 -15.00 -15.95 -19.32 
8 5.1194 -14.96 -15.00 -15.95 -19.32 
9 5.1195 -14.96 -15.00 -15.95 -19.32 
10 2.8765 29.33 29.36 30.19 36.87 
11 2.8765 29.31 29.34 30.17 36.84 
12 2.8765 29.30 29.34 30.17 36.84 
a Atomic units throughout x 10+3; 
b Scaled using Hartree-Fock energies at the geometries only at the geometries where MP2 energies are 
available (see Fig. 4.1). The numerical error in the scaling procedure is indicated by the differences between 
this and the next column. 
c Hartree-Fock calculations, see text; 
d Scaled as described in section 4.2, using the MP2 energy data described in the text; 
e Calculated at 11?2/6-3 IG level, and finite difference (see ref. 6). 
be greatest, and there G and F have been calculated by numerical difference of energies at 
the !v1P2/6-31G level. The results are shown in Tables 4.2 and 4.3. Table 4.2 compares 
the gradient vector (in the coordinates of table 4.1) calculated at the lower level of ab initio 
theory, with the scaled gradient and the calculated higher level gradient. Table 4.3 
compares the eigenvalues for the FG (Wilson G matrix 7) matrix product where F is 
determined at the lower and higher levels of ab initio theory and by scaling. To indicate the 
numerical error in the scaling procedure, each table also presents the result of scaling when 
the energy data (iv) is taken to be lower level energies at the subset of geometries where 
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higher level energies are calculated. 
The HF and MP2 gradients 1n Table 4.2 differ by about 24% in that 
GHFGMnflGMn12 = 0.76, while the scaled gradient and MP2 gradient differ by about 
20%. Clearly minimal scaling of the Hartree-Fock gradient to consistency with the MP2 
energy profile does not reproduce the corresponding gradient. There are 3N-6 components 
of the gradient and only one scaling constraint, so that only one component of the gradient 
is scaled : the component parallel to ox. Similarly, in Table 4.3 we see that the smallest 
eigenvalue has been scaled to a value close to that for the MP2 force constant matrix, while 
most other eigenvalues are little changed. Again, the scaling can only apply to the 
components of F associated with second order geometry changes involving the direction of 
the reaction path. 
It is also clear that such scaling does not imply that all eigenvalues of the scaled 
matrix must lie nearer the corresponding MP2 values than do the Hartree-Fock eigenvalues. 
It is important to note that scaling is dependent on the internal coordinates. Tables 4.2 and 
4.3 show that the degeneracy of gradient components and eigenvalues, required by the C3v 
symmetry of the molecule are retained because the choice of internal coordinates preserves 
the symmetry of the three hydrogens in the NH3 .+ fragment. Internal coordinates which 
violate this symmetry have been found to break the symmetry in the scaled gradients and 
eigenvalues. Two sets of internal coordinates which both preserve the symmetry do not 
necessarily produce the same scaled gradients and eigenvalues. For example, the small 
increase in the Hartree-Fock eigenvalue at 0.4918 a.u. is very likely due to the particular 
choice of internal coordinates 10, 11 and 12. 
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Table 4.3 : Comparison of Eigenvalues a : 
Scaled b Low level c Scaled ct High level e 
-184.0 -182.5 -107.0 -98.31 
3.121 3.114 2.545 1.544 
3.122 3.115 2.547 1.544 
61.45 61.60 64.83 64.33 
70.10 70.00 64.55 72.14 
70.10 70.00 64.56 72.14 
75.56 75.61 85.15 75.39 
110.2 110.2 109.7 107.3 
110.2 110.2· 109.7 107.3 
491.4 491.8 514.6 491.1 
539.0 539.0 535.7 542.9 
539.1 539.0 535.7 542.9 
a Atomic units throughout x 10 + 3; 
b Scaled using Hartree-Fock energies at the geometries only at the geometries where MP2 energies are 
available (see Fig. 4.1). The numerical error in the scaling procedure is indicated by the differences between 
this and the next column. 
c Hartree-Fock calculations, see text; 
d Scaled as described in section 4.2, using the MP2 energy data described in the text; 
e Calculated at MP2/6-31G level, and finite difference (see ref. 6). 
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Figure 4.4: The two lowest eigenvalues of the FG matrix product as functions of the reaction 
coordinate; calculated from Hartree-Fock data (o), and by the scaling method (. ) using the 64 
MP2 energies of Fig. 4.1 . 
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Finally, Fig. 4.4 presents two of the smallest scaled eigenvalues as functions of the 
reaction coordinate. The important point to note is that the eigenvalues are smooth 
functions of the reaction coordinate, which shows that the scaling procedure produces a 
smooth, differentiable, potential energy surface; suitable for use in dynamical studies. A 
small amount of noise in the scaled eigenvalues is apparent near s = 1, due to an uneven 
distribution of geometries at which MP2 energies were calculated (see Fig. 4.1). This 
noise is easily removed by a more even distribution, but is shown here to indicate that 
reasonable care must be taken to calculate the more accurate energies at an even distribution 
of geometries along the reaction coordinate. 
4.4 Summary and Discussion 
This scaling method provides a numerically stable procedure for correcting 
energies, energy gradients and second derivatives along a reaction path. The reaction path 
potential obtained is not unique, being dependent on the choice of internal coordinates 
employed. However, the scaled potential is superior to the original ab initio potential in 
that (a) the energy profile along the reaction path is that of a higher level of ab initio theory, 
(b) the energy gradients are consistent with this more accurate energy profile, and (c) the 
energy second derivatives are consistent with this more accurate energy profile. Finally, 
the procedure yield a smooth differentiable reaction path potential; suitable for use in 
dynamical studies. 
It is worth noting that if the original surf ace is that of the Intrinsic Reaction 
Coordinate (IRC) path (see previous Chapter), the corrected potential is not. Nor would 
one expect that the IRC path at one level of ab initio theory would also be an IRC path at a 
higher level of theory. One could not simply backtransform the potential from internal 
coordinates to MWC and directly implement dynamics using the reaction path Hamiltonian. 
However, since one now has a tabulated potential in internal coordinates, it should be a 
relatively straightforward matter to obtain a new IRC path for this potential by solving the 
steepest descent equation (see Chapter 3). Since no quantum chemistry calculations are 
required, one can solve this equation as accurately as one likes, subject only to the accuracy 
of interpolating the energy gradient from a tabulated potential. 
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The computational requirements of the scaling procedure are minimal. Interpolation 
of the energy and the scaling of the energy gradients and second derivatives at a few 
hundred geometries requires a few minutes time on a Micro Vax. 
This scaling procedure may easily be systematically improved by the addition of 
further constraints, if more accurate data on some components of the energy gradients or 
second derivatives is available. 
I 
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Chapter 5. Symmetry Invariant Reaction Path Potentials 
5.1 Introduction 
In Chapter 2 we saw that the minimum energy paths for the 
reaction 
and HID-exchange reaction 
abstraction 
(1.1) 
(1.2) 
are energetically very different. The barrier for the exchange reaction is 231 kJ mor 1 
higher than the barrier for the abstraction reaction. Exchange via a path through this first 
order saddle point is inconsistent with the observation of exchange at low energy 1. 
However exchange might occur via the multiple symmetry-related abstraction paths of 
Fig.3.4. Suppose a molecule crosses the saddle point of Fig. 3.4 towards products. 
Shortly after the saddle point, an NH3D+ molecule is formed with a D atom nearby, with 
overall C3v symmetry. Imagine the NH3D+ molecule rotates so that another H atom lies on 
the C3v axis adjacent to the nonbonded D atom. The barrier for this rotation will 
presumably decrease from the saddle point to vanish for the separated abstraction prcx:iucts. 
This rotation brings the molecule to another of the equivalent abstraction reaction paths. If 
the molecule were now to pass back over the abstraction saddle point to reactants, the 
exchange reaction (1.2) would have been achieved. That is, exchange can occur via two 
abstraction paths. 
In Chapter 3, the harmonic IRC path potential 2•3 was calculated for the H-
abstraction reaction at Hartree-Fock (HF)/6-31 G(d,p) level. This path potential has the 
energy profile of Fig.3.4 along the reaction path in the 18 dimensional space of 
massweighted Cartesian coordinates, no gradients in directions corresponding to overall 
translation or rotation, and harmonic walls in 11 directions perpendicular to the reaction 
fl 
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coordinate. The surface looks like a valley floor which rises up to a saddle point and falls 
down to products; all the while surrounded by infinitely high harmonic walls. There is no 
"escape" from this valley, and no possibility of the competing exchange reaction. 
Clearly, a reaction path potential is not a global potential. Rather, it is only valid 
near the valley floor where a harmonic expansion in orthogonal directions is accurate. Of 
course, by evaluating higher order energy derivatives at points along the path one could 
begin to construct a globally accurate potential surface. However, such higher order 
derivatives are computationally very expensive to evaluate by ab initio methods, and quite 
high order derivatives would be required to ensure an accurate and well behaved potential. 
Moreover, the reaction path potential does not possess the correct symmetry 
properties. The nuclear Hamiltonian should commute with any operator for permutation 
and inversion of the coordinates of indistinguishable nuclei 4. These operations form the 
Complete Nuclear Permutation and Inversion (CNPI) group 5. 
For the NH5 · + system, any arbitrary geometry is one of a set of 2 x 5! 
energetically equivalent geometries, which correspond to different labelings of the 
hydrogens (hydrogens and deuteriums are indistinguishable in the Born Oppenheimer 
energy surface) with or without inversion of Cartesian coordinates. Thus, the reaction path 
of Fig. 3.4 is just one of 240 such paths on the global potential energy surface. The 
reaction path potential with its harmonic walls is equally valid along all 240 paths, with 
appropriate relabeling of the coordinates. Clearly, the Born-Oppenheimer surf ace must 
have a pattern of "mountain ridges" linking these 240 reaction valleys in place of the infinite 
harmonic walls of the reaction path potential. 
Thus, if one constructs a potential which is based on a reaction path but which is 
totally symmetric to permutation of indistinguishable particles and inversion, other channels 
are opened. 
Another example of dynamics involving indistinguishable particles is unimolecular 
dissociation where one of a number of indistinguishable particles is ejected. A reaction path 
potential, which describes the ejection of one atom, would, if totally symmetric with 
respect to permutations, allow any one of the indistinguishable atoms to dissociate 6. 
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This Chapter sets out a method for constructing a reaction path potential which is 
totally symmetric with respect to the CNPI group. The procedure is illustrated with a 
number of examples, and in particular an approximate potential for the NH5"+ system is 
presented. 
Section 5.2 briefly recalls Molien's theorem of invariants applied to the 
construction of a general totally symmetric function of internal molecular coordinates. Here 
we concentrate on the general functional form that a properly symmetrised potential must 
have. Section 5.3 is concerned with elements of the theory of representations of groups for 
constructing the symmetry invariants from which the potential surface is formed. A 
detailed procedure for the construction of these invariants is given. These sections draw in 
part on earlier work of Murrell and coworkers 7-9. Section 5.4 presents the methodology 
for constructing a symmetrised potential surface based on a reaction path. The approach is 
illustrated with an approximate treatment of the NH5"+ system that results in a potential 
surface on which both abstraction and exchange can occur. The final section contains a 
brief summary. 
5.2 Molien's Theorem concerning Invariants 
In order to construct a potential energy surface that is an invariant of the CNPI 
group, we make use of some earlier applications of Molien's theorem 7•10•11 . A brief 
description of Molien's theorem and of elementary group theory 12 as it applies to finite 
groups is useful. 
Let { ~n, n=l, .... ,N} be a set of algebraically independent internal molecular 
coordinates. We require that this set forms a basis for an N dimensional representation of 
the CNPI group. G is a finite group of real and nonsingular N x N matrices, { Dm; 
m=l , ... ,No}, which represent the CNPI operations on the coordinate vector~ (No is the 
order of the group). In general, this is a reducible representation. If Om is a CNPI group 
operation then (note the index order) 
N 
Om~i = L,Dji (Om )~j (5.2.1) 
j=l 
9 1 
An invariant of G is a polynomial p(l;) which is unchanged by every operation of G: 
p[D(Om) l;] = p(l;) ; m = 1, ...... , No (5.2.2) 
Molien's theorem states that there exists a set of N algebraically independent 
invariants of G, { T n; n= 1, ... , N}. Since any set of more than N invariants cannot be 
algebraically independent, any invariant of G (including the molecular potential energy) can 
be expressed algebraically in terms of the {Tn}. This does not mean that any invariant can 
be expressed as an analytic function of the {T n}. However, Molien's theorem states that 
any invariant, here the potential energy V(l;), can be written as a finite series of the form 
Na 
V(l;) = f0 (T) + L,amfm (T) (5.2.3) 
m=l 
where fm(T) is a polynomial (analytic) function of the {Tn} and am is one of Na auxiliary 
invariants which are algebraically dependent on the { T n}. Note that the dependent 
functions, am, may only appear linearly in the expression for any invariant. The number 
and polynomial order of the T n and am are given by Molien's series q>(A): 
(5.2.4) 
where I is the N x N unit matrix. This sum can be expressed in the form 
(5.2.5) 
which in many cases (but not all 11 ) implies that the N algebraically independent invariants, 
T n , have polynomial orders 'tn, respectively; and that there are Na auxiliary invariants, 
am, whose polynomial orders are am, respectively. 
A simple example clarifies the formalism. Suppose we have two indistinguishable 
particles with coordinates, (ri, 8 1) and (r2, 82). For simplicity we assume that these 
coordinates are invariant to inversion, so that the CNPI group can be replaced by the 
symmetric group S2. There are just two group elements, the identity and simple 
permutation (12). Clearly, a basis of symmetry coordinates, in which the matrices D of G 
are block diagonal (here actually diagonal) is given by the vector ( r1 +r2, r1-r2, 81 +82, 81-
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82,). The determinants in Eq. (5.2.4) are (1 - A)4 and (1 - A.)2(1 + A)2. The Molien series is 
then 
l+A2 
-
------(1-A)2(1-A2)2 (5.2.6) 
This implies that there are four algebraically independent invariants: two of order one and 
two of order two; and one auxiliary invariant of order two. In this simple example, the 
form of these invariants is obvious: 
(5.2.7) 
Note that the T n are independent, and that while a 1 is dependent on the T n by 
(5.2.8) 
a 1 is not an analytic function of the T n· 
Thus Molien's theorem implies that any analytic function of these four coordinates, 
which is invariant to permutation, can be written as V(r1, r2, 81, 82): 
V( ri, r2, 8i, 82) = f0 [(r1 + r2),(01 + 02),(r1 - r2)2,(01 -82)2]+ 
Cr1 - r2)C81 -02)f1[Cr1 + r2),(81 + 82),(r1 - r2)2,(81 -02)2] 
where fo and f1 are analytic functions of their arguments. 
(5.2.9) 
It is important to stress that Molien's theorem ensures that the Molien series takes 
the form of Eq. (5.2.5), and that for one such form there exists a good polynomial basis 
(integrity basis) of T n and am for which any invariant takes the form of Eq. (5.2.3). The 
form of Eq. (5.2.5), is not unique 11 , so that rearranging Eq. (5.2.4) to Eq. (5.2.5) does 
not necessarily identify the number and orders of the T n and am. One should take a 
derived expression of the type in Eq. (5.2.5) as an indication only of the actual type of 
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integrity basis. Established methods can be used to derive N polynomials T n, and the 
auxiliary invariants, am. The algebraic independence of the T n may be subsequently 
verified. 
5.3 General Derivation of the Integrity Basis 
The general approach adopted follows that given for the X4 molecule by 
Schmelzer and Murrell 7. However, larger groups than that considered by these authors 
are not isomorphic to any point group. Hence we adopt a more general group notation than 
that of Ref. 7, and assume only that the character table for the relevant CNPI group is 
available. 
A. Construction of the invariants 
The process of constructing the invariants T n and am can be broken up into a 
series of steps: 
(i) Decompose the reducible representation into its irreducible components, r y. This 
means block diagonalising the D matrices. Independent invariants of degree one in the 
internal coordinates are given by the basis functions of totally symmetric irreducible 
representations. 
(ii) Consider each nontotally symmetric r v separately. Form Kronecker (inner) product 
representations from r y, by talcing r y X r y, r y X r y X r y, and SO on. Independent 
invariants are given by the basis functions for the totally symmetric representations 
contained in these products. 
(iii) Form Kronecker products between irreducible representations which arise in (ii) from 
different r v in (i). Auxiliary invariants are given by the basis functions for the totally 
symmetric representations contained in these products. 
Knowing the Molien series is of considerable assistance in steps (ii) and (iii). At 
the risk of repeating some elementary group theory, we consider each of these steps in 
tum. 
r 
L 
94 
(i) Irreducible Representations 
If the internal molecular coordinates, ~i, are taken to be independent, the D 
matrices representing the CNPI group operations can be taken as orthogonal. 
This internal coordinate representation, rred, is reducible (all the matrices can be 
simultaneously made block diagonal by a change of coordinates), and can be decomposed 
into irreducible representations r v (separate blocks) as 
(5.3.1) 
where Cy is evaluated from the character table (all the characters are real) as 
(5.3.2) 
where Xred(Om) and XvCOm) are the characters of group element Om in the reducible and 
irreducible representations, respectively, and nc is the number of elements in each similarity 
class. That is, we know prior to block diagonalising the D matrices which types of block 
are present. The linear combinations of ~i which block diagonalise the matrices are 
symmetry coordinates. A symmetry coordinate or basis function of r v symmetry, 'V 1 (v), 
is obtained by applying the projection operator Pv to an internal coordinate ~f 
(5.3.3) 
where 
(5.3.4) 
and nv is the dimension of r y. The remaining (ny - 1) basis functions can be obtained by 
applying this projection to other coordinates, ~j· This basis is made orthonormal by Gram-
Schmidt orthonormalisation of the coefficient vectors. Denoting the resultant orthonormal 
vectors by Uk (V), and letting Uy be the matrix whose k th column is Uk (Y), an orthonormal 
basis for r vis given by the vector v(V\ 
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(5.3.5) 
The matrices which represent the operations of the Om on these ~v) vectors are the ny x 
ny matrices Uv TD T Uv. These are the irreducible matrix representations of the r v, and 
are denoted by D(V)(Om). 
Example 
For example, consider the 10 bond lengths rij connecting the five atoms in an x5 
molecule as a basis for the representation of the CNPI group. Since bondlengths are 
invariant to inversion, we may replace the CNPI group by the symmetric group S 5. We 
denote the group of 10 x 10 matrices which represent the operations of S5 on these bond 
lengths by 0105. Eq. (5.3.2) and the character table 13 for S5 yields 
(5.3. 6) 
where r 1 is the one-dimensional totally symmetric representation, r 3 is four dimensional 
and r 5 is five dimensional. Proceeding as above gives 
u(l) 
-
(l,1,1,l,1,1,1,l,1,1)//"I'o" 1 
u'3) 
-
(6, 1, 1,1, 1, 1, 1,-4,-4,-4 )/3/"I'o" 1 
u'3) 
-
(0,7, 1, 1, 1,-5,-5,2,2,-4)/3/14 2 
u'3) 
-
(0,0,-3,-3,4,1,1,1,1,-2)// 42 3 
u'3) 
-
(0,0, 1,-1,0, 1,-1, 1,-1,0)/./6 4 
u'5) 
-
( 3, -1, -1, -1, -1, -1, -1, 1, 1 , 1 ) /312 1 
u'5) 
-
(0,4,-2,-2,-2, 1, 1,-1,-1,2)/6 2 
u'5) 
-
(0,0,0,0,2,-1,-1,-1,-1,2)/2./3 3 
u'5) 
-
(0,0,-1, 1,0,2,-2,-1, 1,0)/2./3 4 
u'5) 
5 - (0,0,1,-1,0,0,0,-1,1,0)/2 
(5.3.7) 
Eqs (5.3.5) and (5.3.7) yield the symmetry coordinates 'V(v) and by the similarity 
transformation one obtains the D (v) matrices. 
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In general, those invariants T n which are linear in the internal coordinates have 
now already been determined. For a basis of internal coordinates, fred normally contains 
the totally symmetric irreducible representation r 1 once for each type of internal coordinate. 
The corresponding symmetry coordinate, 'V 1 (l), is an invariant of polynomial order one (in 
the example 'V 1 (1) is just the sum over bond lengths). 
(ii) Independent invariants from Kronecker (self)products 
It is useful to know what polynomial orders we expect the T n to have. The Mo lien 
series provides this information. Since the D matrices have been block diagonalised, the 
determinants in the series, Eq.(5.2.4), are easier to evaluate at this stage. 
A very simple example of a Molien series was presented in the previous section. A 
more complicated case is provided by the example above. Using the algebraic computer 
program REDUCE 14 and Eq.(5.2.4), the Molien series for G 1o5 is 
(5. 3. 8) 
where 
C(A) 3 4 5 6 7 8 9 10 - 1 + 2A + 5A + 8A + 15A + 23A + 33A + 46A + 61A 
11 12 13 14 15 16 17 
+ 72A + 83A + 86A + 79A + 72A + 54A + 36A 
+ 22A 18 + 13A 19 + 6A w + 2A 21 + A 22 (5.3.9) 
This Molien series suggests that there are 10 algebraically independent invariants, 
one each of order one and six, and two of orders two, three, four and five; and a host of 
auxiliary invariants. 
Independent invariants of second and higher order are given by totally symmetric 
components of Kronecker product representations. 
Kronecker products 
The products between basis functions of irreducible representations r v and r µ, 
'V/v)'V}µ), form the basis of a new reducible representation called the Kronecker product 
of r V with r µ, or r V X r µ• This reducible representation (call it r V X µ) can be 
decomposed into its irreducible components: 
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(5.3.10) 
The coefficients ccrvµ can be found, using Eq.(5.3.2), if the characters for r v x µ are 
known. These characters are given by 15 (with obvious notation) 
Xv X µ ( om ) = Xv ( om ) Xµ ( om ) (5.3.11) 
if the basis functions of r v and r µ are independent. In this case, Eq.(5.3.2) becomes 
Ca µ v = ~ L nc Xcr Xµ Xv 
G classes (5.3.12) 
However, if we form the product of r v with itself, the basis functions are not independent, 
and 16 
l [ 2 2 J Xv x v C om ) = 2 Xv < om ) + Xv < om ) (5.3.13) 
More generally' K th powers of r V, given by r V X r V X r V .... to K factors, give rise to 
reducible representations with characters given by Xy (K)(see Appendix B): 
K 
X(vK ) ( Om ) 1 " ( On ) ( K - n ) ( 0 ) 
- K L..J Xv m Xv m 
n = 1 (5.3.14) 
where Xv (O) = 1. 
Computation of cavv is achieved using Eq.(5.3.2), though the classes of powers 
of the Om need to be determined. Such a calculation for the G 1o
5 group shows that rred 
of Eq.(5.3.6) leads to the Kronecker products : 
r 3 x r 3 - r 1 + r 3 + r 5 
r 5 x r 5 - r 1 + r 3 + r 5 + r 6 
(5.3.15) 
(5.3.16) 
A Table of the irreducible representations contained in up to six powers of r3 and rs is 
contained in Appendix C. 
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Second and higher order independent invariants 
From the Orthogonality Theorem of irreducible representations it follows 17 that 
r 1 is contained in r y X r µ if and only if V =µ(and then C1µµ = 1). Therefore, each r V 
contained in r red gives rise to a second order invariant, given by the basis function for r 1 
contained in the square r v x r y. These basis functions are given by the projection 
operator P1 [from Eq.(5.3.4) with all characters equal to one] operating on say 'V 1 (v)2. It 
can be shown 18 that the resultant second order invariant, T(2) is simply 
nu 
_1_ L 'V~)2 
.f"rCu m = 1 (5.3.17) 
In the example above, the two second order invariants are 
T(l) (3x3) - [ 'Vi) 2 + 'V~) 2 + 'Vf) 2 + 'Vf) 2 ]/2 
T(l) (5x5) - [ 'Vi5) 2 + 'Vf) 2 + 'V~5) 2 + 'V:5) 2 + 'V~ ]!'15 (5.3.18) 
Higher order invariants can also be obtained in such simple form in the following 
way. 
Suppose that for those r V contained in r red, r V X r V also contains r V· Then the 
cube rv x (rv x rv) must also contain r1. Basis functions for a r v which is second 
order in the ~i, can be found which give a matrix representation identical to (rather than 
equivalent to within a similarity transformation) those given by the first order basis 
functions. For r v, one basis function which is second order in the ~i is given by 19 
(5.3.19) 
If for some choice of 'Vk(V)'lf h (v), 'V 1 (Y)(2) vanishes, one simply takes another choice. 
The remaining (ny - 1) basis functions are given by 20 'Vp (v\2): 
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D _(v) (0 ) D _(v) (0 ) (v) (v) 
s 1 n t J n 'Vs 'Vt 
(5.3.20) 
for p = 2, .. ,ny. By this construction, the D(v) matrices also represent the operation of the 
Om on the second order basis functions, 'Vk (v)(2). 
A third order invariant must be contained in the inner product of the first and 
second order r v representations: 
(3) _ _fl) (2) 
f red - l ~ x fv (5.3.21) 
Because the basis functions correspond to the same matrix representation, this invariant has 
the simple form [like that of Eq.(5.3.17)]: 
(3) I\, 
T (v x v) = - 1- L 'Vi) 'Vi) (2) 
Inv i=l (5.3.22) 
For the X5 example, two invariants of third order can be found from r 3 (1) x r 3 <2) and 
f 5(l) x f 5(2). Clearly, this process can be continued until ny invariants have been found 
from each r v· Higher invariants may be found, but only ny of them can be algebraically 
independent as they are all functions of the first order symmetry coordinates, 
'V /v) , ... ,'V ny (v). In this way all 10 algebraically independent invariants may be found 
for the bond lengths in X5: one of order one, four with orders two, three, four and five 
from f3, and five with orders two, three, four, five, and six from f 5, as indicated by the 
Molien series. 
We assumed above that r v was contained in r v x r v· This is not always so. If 
not, one evaluates r v x (f v x r v) or even higher powers, until the same irreducible 
representations recur, when invariants may be determined as in Eq.(5.3.22); continuing 
until ny independent invariants are found. If invariants can be formed from inner products 
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r ax r a, where r a was not contained in r red but arises from inner products, the 
irreducible matrices for r a may be needed. If so, the process of finding basis functions 
for r a begins in the same way with Eq.(5.3.3). 
Using Eq.(5.3.14), successive powers of each r v can be decomposed into 
irreducible components, as shown in Appendix C for the x5 example. Besides indicating 
the location of totally symmetric components, this reveals the symmetries possible at each 
polynomial order. This information is used below to construct the auxiliary invariants. 
(iii) Auxiliary invariants 
Suppose that the first order basis, found in step (i) above, contains both r v and 
rµ. If the product rv x rv also contains rµ [call it rµ(v xv)] then a third order 
invariant is contained in r µ(v xv) x r µ· Since this invariant consists of products of 
basis functions between the irreducible representations contained in r red, it is linearly 
independent of the third order invariants found above, but must be algebraically dependent 
on the T n as we have already determined as many independent invariants as there are 
internal coordinates. 
Appendix C presents all the irreducible representations in the first six powers of 
r 3 and r 5 for the X5 example. Higher order auxiliary invariants can be formed by talcing 
the Kronecker product of any r a contained in a power of one r v from r red with another 
r a contained in a power of another r µ originally contained in r red- Clearly, one can 
construct a series of auxiliary invariants from inner products of equivalent irreducible 
representations of different provenance. The Molien series provides a guide as to how 
many auxiliary invariants arise in each polynomial order. 
As higher order auxiliary invariants are determined, one must discard those that 
can be expressed as the product of a lower order invariant and an analytic function of the 
independent invariants, as they would not correspond to a unique term in Eq.(5.2.3). 
B. The physical significance of the auxiliary invariants 
In Eq.(5.2.3), the potential energy is expressed as a sum of analytic functions of 
the {T nl multiplied by the auxiliary invariants. The {T nl are a set of N polynomials of the 
internal coordinates. Consider the x5 example. There, the ten polynomials have orders 
1,2,2,3,3,4,4,5,5,and 6, respectively. If the values of these ten invariants are given, the 
1 0 1 
geometry of the molecule is not uniquely determined. Let us assume the general situation 
where the molecular geometry has no spatial symmetry. Specifying a value for T 10 (of 
order 6) can be regarded as a sixth order polynomial equation for one internal coordinate, 
say r12· This equation generally has six roots for r12. Specifying a value for T 9 provides 
six fifth order equations for say r13 (one for each value of r 12). Clearly, there are 
6.5.5.4.4.3.3.2.2.1 possible sets of internal coordinates (molecular geometries) consistent 
with the given values for T 1, ... , T 10. However, these geometries come in sets of 5! 
permutationally equivalent geometries: 120 geometries which are the same except for 
labelling of the atoms. There remain 6.5.5.4.4.3.3.2.2.1/5! = 720 physically distinct 
geometries all of which have the same set of values for T 1, ... ,T 10. Each distinct geometry 
generally has a different potential energy. However, each analytic function in Eq.(5.2.3), 
fm, takes the same value at any of the 720 geometries. These geometries only have 
different energies if there are 720 different terms in Eq.(5.2.3); that is if Na= 719. Indeed, 
adding up the number of auxiliary invariants implied by Eqs (5.3.8) and(5.3.9) gives 
precisely 719. One can follow this process explicitly for the simple example of Eq.(5.2.7). 
From these and other examples, one can deduce that the role of the auxiliary 
invariants is to distinguish between different geometries whose totally symmetric 
coordinates have the same values, and that there are precisely as many auxiliary invariants 
of the form necessary to achieve this. Usually auxiliary invariants arise for the groups for 
molecules with more than three atoms, for example ABX2 6 , AXn (n > 2) and AnXm 
(n,m >1). 
C. Redundant coordinates 
An important point that we have neglected thus far, is that the number of internal 
coordinates N which form a basis for a representation of the CNP! group, may exceed the 
number of physically independent internal coordinates 3Natom - 6. In the X5 example, 
there are 10 bond lengths in the basis, but only nine of these are independent in three 
dimensional space. We are faced with the familiar problem of removing redundant 
coordinates. 
This redundancy could be expressed in the form of symmetry invariant equations 
of the form 
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i = 1, .. , N - (3N atom - 6) (5.3.23) 
Differentiating each equation with respect to the Cartesian coordinates, yields linear 
equations relating the Cartesian gradient vectors VT n: 
N d F. 
LaTl VTn = 0, i=l, ... ,N-(3Natom-6) 
n = 1 n 
(5.3.24) 
Gram-Schmidt orthogonalisation of these vectors evaluated at some arbitrary geometry (one 
with no spatial symmetry) could be used to identify which T n are redundant. 
If some redundant T n are eliminated, the argument above concerning the physical 
meaning of the auxiliary invariants, implies that some of the auxiliary invariants are also 
redundant. In the X5 example, if TIO were eliminated, there must be only 720/6 distinct 
geometries which share the same values of T 1, ... , T 9. 
The elimination of such redundant terms is as yet an unsolved problem. 
Redundant coordinates do not arise in the examples considered below and elsewhere 6. 
5.4 The Path Potential 
In this Section, a method is presented for developing a symmetry invariant energy 
surface based on the reaction path. The approach is demonstrated with reference to the 
NH5"+ system, and an approximate surface for this case is presented. However, the 
approach is quite general and straightforward. Briefly, a path based potential is obtained as 
a Taylor expansion of the analytic f m functions in Eq.(5.2.3), about points on the reaction 
path. The potential energy is then known at any geometry, once a reaction coordinate is 
defined which associates any geometry with some point on the reaction path. 
The general derivation and examples above show that a totally symmetric potential 
surface may be extremely complicated, due to the presence of many auxiliary functions and 
the problem of redundant coordinates. In many instances, there will be physical reasons 
why such a potential is unnecessarily complicated. This comes about because many of the 
I ' 
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CNPI group operations are socalled "unfeasible" operations 21 . That is, at the energy 
considered, these permutations/inversions cannot take place dynamically without 
tunnelling. For example, an operation may correspond to inversion of a stable molecular 
geometry to an optical isomer of the labelled form. Discarding such operations from the 
CNPI group leads to a smaller group, the Molecular Symmetry Group. This group has 
been studied extensively in analysing the symmetry of equilibrium structures of molecules 
and their spectroscopy 5. 
Constructing a totally symmetric surface ensures that all possible reaction channels 
can be described by the surface, even though many of them may be closed channels at 
relevant energies. If the purpose of constructing a surface is to allow dynamics to take 
place on a surface which describes all open channels, then approximate treatments are 
sensible. 
A. Molien's theorem for two hydrogens in NH5"+ 
In the reaction of NH3 ·+ with D2, there are two open channels observed in 
experiments at low energy: abstraction and exchange [Eqs (1.1) and (1.2)]. For the 
purpose of discussion, let us label the reactants as [NHcHdHe]"+ and HaHb. The 
abstraction channel is open on the unsymmetrised surface of Chapter 3: [NHcHdHe]·+ + 
HaHb ~ [NHcHdH~ar+ + Hb (Fig.3.4). If we construct a surface which is totally 
symmetric with respect to permutation of Ha and Hb only, the channel [NHcHdHe]"+ + 
HaHb ~ [NHcHdHeHb]"+ + Ha, would also be open. These two products would be 
distinct if the reactants were NH3 ·+ and HD. However, to allow for the exchange channel, 
the surface must treat Ha as indistinguishable from He or Hd or He, or treat Hb as 
indistinguishable from He or if1 or He, or both. The minimum symmetry for exchange 
requires just one of these cases, say Ha and He as indistinguishable. This is the case 
examined herein, to obtain a relatively simple model potential which describes both 
abstraction and exchange. 
If we treat just two hydrogens in NH5 ·+ as indistinguishable, the CNPI group is 
simply the direct product of the inversion group with the symmetric group S2. A set of 
Table 5.1. Internal symmetry coordinates for [NHcHdif r+ + HaHb 
Symmetry Coordinate 
'V 1 
'V2 
'V3 
'V4 
'Vs 
'V6 
'V1 
'Vs 
'V9 
'V 1 0 
'V 1 1 
'V 12 
RNx denotes the distance between Nitrogen and atom Hx. 
Rxy denotes the distance between atoms Hx and HY. 
QxNy denotes the bond angle HxNHy. 
fxNyz denotes the dihedral angle H~yHz. 
Definition 
~ 
RNe 
cos(Sd.Ne) 
( RNc + RNa )/~2 
( Rbc + Rab )/~2 
[ cos(ScNd) + cos(SaNd) ]/~2 
<PcNde + <?aNde 
( RNc - RNa )/~2 
( Rbc - Rab )/~2 
[ cos(ScNd) - cos(SaNd) ]~2 
<?cNde - <?aNde 
<?bace 
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Table 5.2. Character table a of the CNPI group for two indistinguishable nuclei in NH5"+. 
E (12) E* (12)* Symmetry coordinatesb 
x(I) 1 1 1 1 'V1, 'V2, 'V3, 'V4, 'Vs, 'V6 
x<2) 1 1 -1 -1 
'V7 
x<3) 1 -1 -1 1 
'V11> 'V12 
x<4) 1 -1 1 -1 'Vs, 'V9, 'V 1 o 
a b 
ref. 12, page 384; see Table 5.1. 
Table 5.3 Independent and auxiliary invariants of the CNPI group 
for two indistinguishable hydrogens in NH5 • + 
Independent 
Invariant 
T1 
T2 
T3 
T4 
T5 
T6 
T7 
Tg 
T9 
Tio 
T11 
T12 
Definition 
'V1 
'V2 
"o/3 
'V4 
'V5 
'V6 
'V72 
'Vs2 
'V92 
'V102 
'V112 
'V122 
'V1,--,'V12 are defined in Table 5.1. 
Auxiliary 
Invariant 
a1 
a2 
a3 
a4 
a5 
a6 
a7 
ag 
a10 
a11 
a12 
a13 
a14 
a15 
Definition 
'VB'V9 
'Vs'V10 
'V9'V10 
'V11'V12 
'V1'Vs'V11 
'V7'V9'V 11 
'V1'V 1o'V 11 
'V1'Vs'V12 
\V7\V9\V12 
'V1'V1o'V12 
'V8'V9'V11'V12 
'Vs'V1o'V11'V12 
'V 9'V 1o'V 11 'V 12 
'V1'Vs'V9'V1o'V11 
'V1'Vs'V9'V 1o'V 12 
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internal symmetry coordinates, {'Vk}, for NH5 "+ which forms a basis for the 
representation of this group is defined in Table 5.1. This particular choice of coordinates is 
complete in that region of the path where the molecular geometry has C3v symmetry. The 
symmetry of these coordinates is given in Table 5.2, together with the character table for 
the CNPI group. Molien's series, Eq.(5.2.4), for this representation, denoted GcNPr, is 
easily determined, as the matrices are diagonal: 
(5.4.1) 
It is easy to identify appropriate sets of {Tn} and {am} invariants as those given in 
Table 5.3, by forming Kronecker products between the one dimensional irreducible 
representations. Since there are 15 auxiliary invariants, the potential energy surface is given 
as a sum [see Eq.(5.2.3)] of 16 terms, involving 16 analytic functions, fm, of the (T nl· 
B. Isopaths 
Since the fm are analytic functions of the {T n}, they have well defined Taylor 
expansions. How can the partial derivatives of the fm be determined? For simplicity, 
consider only the first two terms in the formula for the potential energy V: 
(5.4.2) 
where a1= 'Vg'V9 in the model for NH5"+. Let us also suppose that we know the energy, 
energy gradients and energy second derivatives with respect to the symmetry coordinates 
'Vk at some geometry on the abstraction reaction path. This is only half the number of data 
necessary to determine the values and partial derivatives of both fo and f 1 with respect to 
the {Tn} to second order. Suppose now that we also know the energy, energy gradients 
and second derivatives at a different geometry for which all 'Vk are unchanged except that 
the sign of 'V 9 is reversed (or that of 'V 8, but not both). The values of the {T n} at both 
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geometries are equal (T 9 = 'V 9 2), so that the same Taylor expansion of fo and f 1 applies 
equally to both geometries. However, the auxiliary invariant, a 1 = 'V 8 'V 9, differs for the 
two geometries. The Taylor expansions of fo and f1 may be determined to second order in 
the T n by solving the following equations, evaluated at both geometries: 
(5.4.3) 
where N is the number of atoms, ao = 1, and in the simple example, Na = 1, a 1 = 'V 8 'V 9· 
In total, Eq.(5.4.3) represents a set of (Na+ 1)(1 + (3N-6) + (3N-6)(3N-5)/2] equations 
for the same number of unknowns (fo, c)fo,lc)Ti, and so on). However, these equations 
may be separated in sets of (Na + 1) equations, so that no large matrix inversion is 
required. 
In the model potential for NH5·+, the determination of all 16 fm functions to 
second order in a Taylor expansion requires that the energy, energy gradients and second 
derivatives with respect to the 'Vk are known at 16 geometries which all share the same 
values for the {T nl. The values of the symmetry coordinates at these 16 geometries are 
easily calculated. From Table 5.3, each of 'V7 , ... ,'V 12 may change sign without altering 
T, which results in 26 geometries; sixteen distinct geometries each with two possible 
hydrogen label permutations each of which may be inverted through the origin. 
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Clearly, there are 15 other paths associated with the reaction path. All these paths 
have equal values for the independent invariants and are hereafter referred to as isopaths. 
The molecular geometries on all isopaths are known in terms of symmetry coordinates 
{'Vk}. However, it may be necessary in practice to detennine these geometries in Cartesian 
coordinates, in order to provide suitable input information for standard ab initio programs. 
A general method for achieving this transformation is presented in Appendix D. 
C. The reaction coordinate 
The geometries on each isopath can be associated with a reaction coordinate. The 
Intrinsic Reaction Coordinate 2 (IRC) of Fig. 3.4 is a displacement in massweighted 
Cartesian coordinates. Such a coordinate is not an invariant with respect to operations of 
the CNPI group. However, all isopaths are equivalent to a single path in the space of the 
{Tn} invariants, and one can define a reaction coordinate at the kth point along this path as 
the distance, s(k), in totally symmetric variables: 
1 
k {3N-6 }2 
s(k) = ~ ~ w![T.(i)-Tn (i-1)]2 (5.4.4) 
where s(l) = 0 and wn is a weighting factor for each variable. In the limit of infinitesimal 
displacements, 
1 
{
3N-6 }2 
ds = L, w!dT; 
n•l 
(5.4.5) 
and s is given by the integral of ds along the path. The reaction coordinate is given by 
weighting each T n differently in Eq.(5.4.5) (one may choose the wn so that s is 
dimensionless) because the T n may have different dimensions, some molecular motions 
have larger amplitudes than others, and some motions have little relation to the progress of 
the reaction. Whatever weighting scheme is adopted, as long as the reaction coordinate is 
defined in terms of the T n, all isopaths ( 16 in this case) share the same coordinate vector 
T(s). Thus, one can take the Taylor coefficients in the expansion of the fm as implicit 
functions of this one variable, s. 
-'L 
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Any point in T space can be described by the reaction coordinate s and by a vector 
oT': 
~·== T'-T'(s) (5.4.6) 
(the elements T n' and T n'(s) of the vectors T' and T'(s) are the weighted Wn T n and 
wn T n(s), respectively). In order to associate any point T with a unique point on the path, 
OT' must obey some condition. An intuitively appealing condition requires that OT' be 
orthogonal to the tangent of the path at s. That is, aT' obeys the condition 
oT'· dT'(s) == 0 
ds 
(5.4.7) 
This definition of a moving coordinate system is analogous to the natural collision 
coordinates 23. As long as T does not lie beyond the radius of curvature on the concave 
side of the path T(s), Eq. (5.4.7) uniquely defines the value of s associated with T. As T 
changes (say during a classical trajectory) s changes according to the partial derivatives 
a
as. == {1- OT'. a2T,2(s)}-1 dT~ (s) , k = 1, ... , 3N - 6 . 
T1c as ds 
(5.4.8) 
Since any geometry has assigned to it a value of s, the potential energy at that geometry is 
given by Eq.(5.2.3), where the Taylor expansion of the fm is performed at that value of s. 
In this way, a totally symmetric reaction path potential energy surface is obtained. 
It should be noted that the choice of reaction coordinate is central to the accuracy of 
the potential surface as long as a finite Taylor expansion of the fm is employed. This 
choice is somewhat arbitrary. Moreover, the choice of a reaction path coordinate as a 
distance along the reaction path in T space via Eqs (5.4.5) to (5.4.7), gives rise to 
singularities in Eq. (5.4.8) in some part of T space. One criterion that could be used in 
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Figure 5.1: Interpolated energy profiles24 of paths used in Eq.(5.4.3) : (dots) IRC path displaced 
in 'V10; (dashes) isopath with 'V10 ~ -'V10; (dash dot) isopath with 'V12 ~ -'V12 . The energy 
profile of the IRC path (solid line) is shown for comparison. 
choosing a particular form for s is that the curvature of the path be as small as possible. 
This would ensure that sis uniquely assigned over as much of T space as possible. 
However, any function of T space which is monotonic along the reaction path is 
also a feasible reaction coordinate. Such a reaction coordinate has no "curvature" and 
always uniquely assigns a value of s to any point in T space. The limitation of this type of 
reaction coordinate is that s may be insensitive to variation of some T n whose values do 
change significantly during the reaction. The Taylor expansion of the f m in these 
dimensions is then likely to be inaccurate. 
1 1 1 
D. An approximate potential for NH5·+ 
In addition to the symmetry requirements, a potential energy surface must only 
depend on trigonometric functions of any bond or dihedral angle so that the energy is 
independent of the angle domain. To achieve this, 'V 7, 'V 11 and 'V 12 of Table 5.1 are 
replaced by the sines of these angle combinations in the auxiliary invariants of Table 5.3, 
while T 7 , T 11 and T 12 are replaced by the cosines of the corresponding angle 
combinations. 
We expect that some of the 16 isopath geometries correspond to very high energy 
configurations, irrelevant to dynamics near the threshold for the abstraction and exchange 
reactions. Here we report an approximate surf ace for the NH5 • + system which 
incorporates potential data from just three paths. Moreover, when solving Eq. (5.4.3), a 
complication arises because of the spatial symmetries of these paths. Eq. (5.4.3) is 
underdetermined when one or more of the auxiliary functions vanish. In the NH5 · + mcxiel 
considered here, this occurs if one or more of the symmetry coordinates, 'V7 to 'V 12, is zero 
at the chosen geometry. Clearly, there is no distinct geometry corresponding to reversing 
the sign of this symmetry coordinate, so that less than 16 distinct geometries exist. When 
an auxiliary function vanishes, the linear equation system cannot be solved exactly and 
some coefficients cannot be determined. For example, if in Table 1, 'V 8 = 0, then 
expanding fm about this geometry, To gives: 
(5.4.9) 
Clearly, a2f m/aT 8 2 is related to a4v ;a'V 8 
4
, and cannot be determined from second 
derivatives of the energy with respect to Cartesian or internal coordinates. In practice, if an 
auxiliary coordinate is not exactly zero, but only sufficiently small (the case here), accurate 
solution of Eq.(5.4.3) becomes difficult. Auxiliary invariants vanish when the molecule 
has some spatial symmetry; at which point less than (3N-6)(3N-3)/2 + 1 independent 
Taylor coefficients are needed to describe the local energy surface to second order in the 
displacement of symmetry coordinates. 
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Figure 5.2: Potential energy as a function of 'Va (see Table 5.1 ). The energy is given in a.u. and 
'V 8 is given in bohr. (a) for 'V 8 displaced from the saddle point geometry; (b) for 'V 8 displaced 
from a geometry in the product region [ IRC = 0.54 in Fig. 5.1 ]. Open circles are ab initio values 
and the solid line is given by Eq. (5.4.10). 
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The first path used in Eq. (5.4.3) is the reaction path of Fig.3.4 except that the 
value of 'V lO is reduced by 0.2 radians to ensure that 'V 10 is never close to zero at any point 
on the path. The other two paths are identical to the first except that the sign of 'V 10 is 
reversed on one and that of 'V l2 on the other. The energy profiles of these three paths 24 
are compared in Fig. 5.1 with that of the IRC path. As we approach the product end of 
these paths, 'Vg and 'V7 ~ 0, so that second order derivatives of the fm functions involving 
T 8 and T 7 cannot be accurately determined. Moreover, as only three of the 16 possible 
paths have been evaluated, the choice of auxiliary functions included in the potential form is 
somewhat arbitrary. We have adopted the following CNPI symmetric form for V: 
V = fo +'lf9'V10f1 +'lf11'V12f2 +'Vs['V9f3 +'lf9'V11'V12f4 +'lf1ofs] 
+'V1[ 'V1o'V1/6 + 'lf 9'V12f1 + 'l/9'V1/s] 
+ 'lf 7 'lf 8 [ 'lf 1 /9 + 'lf 12 flO + 'lf 9 'lf 10 'lf 1 /11] (5.4.10) 
where fo, f 1, and f 2 contain no second order terms involving T 8 and T 7, f 3 to f 8 are only 
expanded to first order in the other T n and do not depend on T 8 and T 7 at all, and f 9, f 10 
and f11 are independent of the Tn. In this form, V contains 3 x 91 parameters which are 
uniquely determined by the energies, gradients and second derivatives at the corresponding 
geometries on the three paths. This Taylor expansion provides an approximation to the 
potential in the vicinity of each point on each path. 
A suitable reaction coordinate is provided by simply defining 
(5.4.11) 
which is monotonic along the reaction path. 
Figures 5.2, 5.3 and 5.4 present comparisons of the approximate potential of 
Eq.(5.4.10) with ab initio calculations 24 for variation of 'V8, 'V10 and 'V 12. Note that the 
isopaths correspond to the extreme values of 'V 10 and 'V 12 in Figs. 5.3 and 5.4. The 
approximate surface is quite accurate in these domains. Conversely, Fig. 5.2 shows that 
the potential becomes inaccurate in a region of 'V 8 values where no isopath has been 
incorporated. 
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Figure 5.6: Potential energy along a path linking two symmetry related reaction path valleys, 
with (a) and (b) as in Fig. 5.2. This path is given by a simultaneous linear displacement in 'V7, 
'Va, 'Vg, 'V10 and 'V12 from their values on the displaced IRC path to values with opposite sign. In 
(a) and (b):( ..___)the potential of Eq. (5.4.10); (o) ab initio values; (-. - .) Eq. (5.4.10) scaled 
using Eq. (5.4.12), as described in the text. (c) The geometries at the endpoints and at the 
midpoint Vo ['V7='V8='Vg='V10='V12=0] on the path for (a). Labels 2 - 6 denote atoms Ha - He in 
the text. 
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The permutationally invariant form of Eq.(5.4.10) does indeed yield a surface with 
multiple abstraction paths. Not surprisingly, the barrier height separating these two valleys 
is not accurately described by the low order Taylor series, since very large displacements 
are involved. In particular, 'V9 changes by more than four bohr from one abstraction path 
to the other (Fig. 5.5). Eq.(5.4.10) considerably overestimates the energy at 'V9 = 0. Due 
substantially to this large displacement in 'V9, the energy at a geometry reached from the 
reaction path by displacing simultaneously in the direction of 'V7 = 'Vg = 'V9 = 'V 10 = 'V 12 
= 0 [denoted V0(s)] is overestimated (Fig. 5.6). This path describes an internal rotation of 
the NH4 + moiety relative to Hb, linking geometries on both symmetry related abstraction 
paths, which are energetically inequivalent. The T n for these geometries have the same 
values and their energies are distinguished via the auxiliary terms involving 'V l2· The ab 
initio calculated 24 barrier for this process at V0 (Fig.5.7) falls very rapidly in the vicinity 
of the abstraction saddle point This barrier to exchange falls below the abstraction barrier, 
when Hb is quite close to the NH4 + moiety; r(N ... Hb) z 2.3 A. 
Since the major source of error in the exchange barrier given by Eq. (5.4.10) 
appears to be associated with the large displacement in 'V 9 , the potential has been modified 
by a simple scaling of gradients and second derivatives in T9. All such terms have been 
multiplied by W9 : 
(5. 4.12) 
where A(s) was determined along s by least square fittings of the potential to ab initio 24 
values at the first path of Fig. 5.1, and at geometries displaced in 'V9 by -0.05 and -0.1 
bohr, at 'V9 = 0, and at 'V0(s). The resulting potential is illustrated in Figs. 5.5 and 5.6. 
Figure 5.8 presents a three dimensional representation of the potential energy as a 
function of two variables: the IRC evaluated along the original abstraction path and an 
"exchange coordinate". The reaction coordinate spans the range (-1.5,3.2) of Fig. 3.4. 
For the exchange coordinate, 'V7, 'V8, 'V9 and 'V10 only are changed from their values on 
the abstraction path: each of these coordinates varies linearly in this direction, vanishing at 
the midpoint. There Hb is symmetrical with respect to atoms He and Ha. The two 
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Figure 5.7: Ab initio calculated 24 energy profile for the geometry 'V0 of Fig.5.6, as a function of 
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Figure 5.8: 30 representation of the potential energy (Eqs. (5.4.1 O) and (5.4.12)] as a function of 
the IRC for the abstraction reaction and an "exchange coordinate" (see text). 
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, a b C b 
apparent react1on valleys correspond to the exchanged reactants H H and H H , and the 
exchange coordinate links geometries on both valleys which have the same energy. 
E. Exchange Trajectories 
For classical trajectory calculations, the potential of Eq .(5.4.10), scaled using 
Eq.(5.4.12), was interpolated on 125 points on a equidistant grid in s (defined by Eq. 
5.4.11). The energy and forces were calculated at each instantaneous geometry using cubic 
spline interpolation on this table. Using deuterium masses for Ha and Hb, most trajectories 
initialised at the saddle point with momentum in the direction of the abstraction products 
lead directly to this product [reaction (1.1)]. A small percentage of trajectories initialised 
with internal excitation in the lowest frequency, doubly degenerate vibrational mode lead to 
recrossing the saddle point on the same path. In addition, a little less than one percent of 
trajectories lead to exchange [reaction (1.2)]. The lowest total energy for which exchange 
is observed lies about 0.006 a.u. above the energy of the saddle point (including the zero-
point vibrational energy) 24. For such a trajectory, the coordinates changing most during 
the exchange process are shown in Fig.5.9, together with schematic representations of the 
molecular motion. In terms of the 3D representation of the path potential (Fig.5.8), this 
process may be envisaged as a particle starting from one abstraction saddle point and 
moving into the product valley, where virtually no barrier in the exchange coordinate 
exists, and travelling back over the saddle point of the other abstraction path. 
The potential energy appears to be physically well behaved for several thousand 
trajectories evaluated, though there are configurations sampled by trajectories where the 
potential is inaccurate by as much as 0.01-0.02 a.u. 
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Figure 5.9: (a) Selected internal coordinates (as defined in Table 5.1, in A) of NH3 ~ + as a 
function of time (1 time unit = 1.04 fsec} for a single trajectory which leads to exchange (at a 
total energy of approximately 0.08 a.u.): (..____,) RNc; (- - - -) RNa; l __ ) Rcb and l . _ . J 
Rab· (b) Schematic representation of the molecular geometry for this trajectory at selected time 
intervals (labels 2 - 6 denote atoms Ha - He). 
122 
5.5 Summary and Discussion 
The potential energy is an invariant of the representation of the molecular CNPI 
group. The algebraic form of such an invariant is found by applying Molien's Theorem. A 
general way to construct the required integrity basis for this form of potential function has 
been presented. The role of the auxiliary terms in this function is to distinguish between 
different geometrical configurations of the molecule which have equal totally symmetric 
coordinates, T. 
The starting point for constructing a symmetry invariant path potential is the 
reaction path potential describing one open reaction channel. Because of the auxiliary 
invariants in the potential function, there exist isopaths to the reaction path which have 
different energies, though their independent totally symmetric coordinates have the same 
values. A symmetry invariant path potential may be expressed as a Taylor series in the 
totally symmetric coordinates around these paths. The (an)harmonic reaction path potential 
and (an)hannonic potentials of isopaths can be used to determine the coefficients in the 
Taylor expansion of the symmetry invariant potential. 
This approach provides a means of incorporating a number of separate evaluations 
of the energy, energy gradients and second derivatives into an expression for the energy 
surface. This takes advantage of the relative ease with which ab initio programs can 
calculate derivatives to this order, in comparison with higher derivatives. Such a potential 
has two or more symmetry related reaction paths, dependent on the symmetry group 
considered. 
An approximate CNPI invariant potential for the NH5.+ system has been presented 
which has two symmetry related reaction paths for the hydrogen abstraction reaction (1.1). 
This surface allows trajectories starting in one of the abstraction reaction paths to travel to 
the symmetry related abstraction path and recross the abstraction saddle point thus 
exchanging HID atoms [reaction (1.2)]. However, it is a crude approximation in four 
respects: (i) The potential is not expressed in the complete integrity basis of the group 
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under consideration. Hence, there are distinct geometries whose energies this function 
cannot distinguish. (ii) It is a path potential which is not uniformly accurate in all 
dimensions: the dimensions in which it is accurately described, are associated with small 
changes in the intramolecular coordinates between the isopaths. In some other dimensions, 
which are associated with large displacements, the low order Taylor series do not 
converge. (iii) This approximate potential does not symmetrise the whole path for reaction 
(1.1), as shown in Fig.3.4. (iv) The potential information used to determine the symmetry 
invariant form was calculated at Hartree-Fock level, which provides a crude approximation 
to the barrier heights and exothermicity of reaction (1.1). 
A systematic improvement of the potential would include higher level ab initio 
calculations (as described in Chapter 4), potential data at all isopaths, and higher order 
derivatives. A symmetrisation of the whole path of Fig. 3.4 would require a set of internal 
coordinates which remains complete over that path and the corresponding isopaths. 
Nevertheless, it has been demonstrated that the symmetry of the surf ace allows the 
competition of D abstraction and HID exchange reactions at low energies. 
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Chapter 6. Concluding Remarks 
This thesis presented a number of methods for use in constructing potential energy 
surfaces for polyatomic molecules. In particular we have considered the problem of 
constructing surfaces which allow multiple competing reactions for molecules containing 
indistinguishable atoms. The reason for studying the PES of molecules containing 
indistinguishable atoms is that by examining one part of the surface, other parts of the 
surface are known by symmetry. Thus a more "global" characterisation of the PES may be 
achieved than is usually possible for polyatomic systems which do not contain 
indistinguishable atoms. 
Because the number of degrees of freedom is large, and because the shape of these 
surfaces is complicated, one has to deal with the most relevant parts of the surface only. 
The determination of which parts of the surface are relevant represents the first step. We 
have used energy considerations and the symmetry of the molecules to do this in Chapter 2. 
This approach starts with a consideration of the stationary points of the surface (minima 
and first order saddle points) and the minimum energy paths connecting them. When 
indistinguishable particles are involved, the structure of the surface is characterised by the 
presence of multiple symmetry related minima and symmetry related paths. Exchange 
reactions may occur via direct pathways connecting equivalent minima. One finds, 
however, that some of these paths are not relevant at low energy for some reactions. For 
the HID exchange reaction of NH3.+ with D2 the available experimental data support such a 
conclusion. 
For dynamical calculations, one needs a continuous energy surface, not just a 
knowledge of the stationary points. In Chapter 3, we considered how to construct such as 
surface as a path potential. This path has been determined as the Intrinsic Reaction Path. 
However, as we showed in Chapter 3, . the determination of this path is not al ways 
straightforward. For bimolecular reactions, the traditional gradient methods may fail, in the 
sense that the path and the path potential may not be determined accurately and 
computationally efficiently. Then the LQA method provides an efficient and accurate 
solution. This has been demonstrated for the IRC path potential for the abstraction reaction 
n 
125 
of NH3.+ with H2, One can now consider the determination of the reaction path to be a 
solved problem, at least when low levels of ab initio theory are employed for moderately 
sized molecules. 
However, the path potential at low levels of theory may be inaccurate. Barrier 
heights, well depths and reaction heats may be in significant error. Chapter 4 addressed 
this problem. There we developed a procedure to scale the energy and energy derivatives 
of a path using energies obtained at a higher level of ab initio theory. This achieved two 
objectives: a more accurate energy profile along the path, and a path potential which is 
consistent with such a profile. As yet, such an "improved" surface has not been tested in 
dynamical calculations. 
The major theoretical development in this thesis is contained in Chapter 5. There 
we addressed the problem of how to use the symmetry of a molecule, which contains 
indistinguishable particles, in developing the potential energy surface. The algebraic form 
of a potential function which is an invariant of the representation of the CNPI group in the 
space of the internal coordinates is given by the Molien's Theorem. We have given a 
general procedure for constructing the integrity basis in which this invariant may be 
expressed. The complete numerical evaluation of such a symmetry invariant potential is not 
economically feasible by ab initio methods. Symmetry invariant reaction path potentials 
provide a first step towards evaluating this potential, because they describe the potential 
around multiple symmetry related reaction paths. A general procedure for determining the 
coefficients in this potential function has been given. 
The internal coordinates must be chosen to be complete over the configuration space 
spanned by this potential, and to form a basis for the representation of the CNPI group. 
This may require a physically overcomplete basis, and the removal of redundant terms in 
the totally symmetric potential function is still an unresolved problem 
Because the accessible configuration space for this potential is larger than that for 
single path potentials, additional problems may arise in the quantum-chemistry. The ab 
initio methods, which can be applied for polyatomic systems, do not provide energy data 
which are uniformely accurate all over this space. However, if the accuracy of the potential 
L 
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information is reasonable, it may be further improved by the scaling method presented in 
Chapter 4. 
A symmetry invariant reaction path potential inherits some of the deficiencies of a 
single path potential. Some dimensions are better described than others. It is a case by 
case problem to find in which dimensions the potential is inaccurately described and must 
be improved. Futher ab initio calculations can be used to investigate the accuracy of the 
potential. In addition, classical trajectories provide a useful means of scanning the 
accessible configuration space. An iterative process of refinement can be employed. 
Keeping these restrictions in mind, we have constructed a symmetry invariant path 
potential for the NH5 .+ system, which describes the potential around two symmetry related 
paths for the abstraction reaction of NH3 .+ with H2. On this surface we observed classical 
trajectories for the half reaction of NH3 .+ with D2 to exchange H with D as well as to 
abstract one D atom. Concerning the symmetry of this system, this surf ace represents one 
of the smallest subgroups of the CNPI group for NH5·+. There are other regions of the 
hypersurface, which are energetically feasible, but which cannot be described as an 
invariant of this subgroup. A selection of the important regions and a judgement of the 
approximation employed may be based on the type of study presented in Chapter 2. In this 
sense, this thesis provides a logical progression of steps towards obtaining surfaces with 
multiple reaction paths for polyatomic systems for use in chemical reaction dynamics. 
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Appendix A. 
Tables A 1 to A5 referred to in Chapter 2. Tables A 1, A2, A3 and A5 contain the 
total electronic energies from which the relative energies in Tables 2.3, 2.4, and 2.5 are 
calculated. Table A4 contains the experimental heats of formations for the fragment 
molecules and ions from which the experimental relative energies are derived. 
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Table A 1. Calculated total energies (hartrees).a 
Levelb H. Hz·+ 
HF/6-31 G(d,p)C -0.49823 -0.59449 
MP2/6-31 G(d,p)d 
MP3/6-31 G(d,p)C 
fvfP4/6-3 lG(ct,pl 
CISD(Q)/6-31 G(d,p)d 
QCISD(T)/6-31 G(d,p)d 
HF/6-311 G(d,p)g -0.49981 -0.601 l 7 
MP2/6-3 l l G(d,p) 
MP3/6-311G(d,p) 
MP4/6-31 l G(d,p) 
CISD(Q)/6-31 JG(d,p) 
QCISD(T)/6-31 IG(d,p) 
He 
-2.85516 
-2.88063 
-2.88607 
-2.88714 
-2.88736 
-2.88736 
-2.85990 
-2.88741 
-2.89247 
-2.89337 
-2.89355 
-2.89355 
HeH+ [Hc···H2]"+ Ne NeJ-1+ [Ne···H2J"+ 
-2.92472 -3.45496 -128.47440 -128.55588 -129.08321 
-2.95350 -3.48450 -128.62618 -128.71672 -129.24590 
-2.95943 -3.49063 -128.62476 -128.71449 -129.24334 
-2.96077 -3.49205 -128.62921 -128.72074 -129.25013 
-2.96120 -3.49254 -128.62633 -128.71724 -129.24677 
-2.96120 -3.49253 -128.62870 -128.71995 -129.24938 
-2.93009 -3.46686 -128.52255 -128.58915 -129.13190 
-2.96126 -3.49904 -128.75049 -128.83633 -129.37109 
-2.96700 -3.50492 -128.73132 -128.81685 -129.35101 
-2.96822 -3.50619 -128.73561 -128.82274 -129.35754 
-2.96860 -3.50665 -128.73259 -128.81903 -129.35392 
-2.96861 -3.50665 -128.73537 -128.82237 -129.35729 
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Table A 1. (Continued) 
Levelb 
MP2/6-31 l+G(d,p)h 
MP2/6-31 l++G(d,p)• 
MP2/6-311G(2d,p) 
MP2/6-311 G(2d,2p) 
MP2/6-31 l+G(2d,2p) 
MP3/6-31 l+G(2d,2p) 
MP4/6-3 l l+G(2d,2p) 
C1SD(Q)/6-311+G(2d,2p) 
QCISD(l)/6-311 +G{2d,2p) 
MP2/6-311 +G(2df,2pd) 
MP3/6-3 l 1 +G(2df,2pd) 
MP4/6-3 l l +G(2df,2pd) 
C1SD(Q)/6-3l l+G(2df,2pd) 
QC1SD(T)/6-311+G(2df,2pd) 
H. 
-0.49982 
-0.49981 
-0.49981 
H2·+ He HeH+ 
-2.88756 -2.96127 
-0.60118 -2.88756 -2.96136 
-2.89083 -2.96324 
-0.60184 -2.89083 -2.96436 
-2.89096 -2.96439 
-2.89630 -2.97004 
-2.89723 -2.97121 
-2.89742 -2.97157 
-2.89742 -2.97158 
-0.60222 -2.89314 -2.96698 
-2.89806 -2.97234 
-2.89887 -2.97343 
-2.89905 -2.97378 
-2.89905 -2.97378 
[He···H2]"+ Ne NeH+ [Ne•••Hi]"+ 
-3.49914 -128.75817 -128.83865 -129.37462 
-3.49925 -128.75816 -128.83869 -129.37476 
-3.50198 -128.75634 -128.84094 -129.37737 
-3.50288 -128.75634 -128.84435 -129.37974 
-3.50300 -128.76386 -128.84572 -129.38227 
-3.50900 -128.76258 -128.84506 -129.38076 
-3.51029 -128.76906 -128.85217 -129.38900 
-3.51076 -128.76431 -128.84722 -129.38382 
-3.51075 -128.76830 -128.85151 -129.38832 
-3.50625 -128.78715 -128.87245 -129.40905 
-3.51186 -128.78782 -128.87364 -129.40945 
-3.51306 -128.79439 -128.88096 -129.41788 
-3.51350 -128.78927 -128.87552 -129.41222 
-3.51351 -128.79361 -128.88024 -129.41715 
0 
~ 
~ 
Table A 1. (Continued) 
Levelb 
HF/6-31G(d,p)C 
MP2/6-3 l G(d,p)d 
MP3/6-3 l G(d,pf 
MP4/6-31G(d,p/ 
C1SD(Q)/6-31G(d,p)d 
QCISD(T)/6-31G(d,p)d 
HF/6-31 lG(d,pf 
MP2/6-311G(d,p) 
MP3/6-3 l 1G(d,p) 
MP4/6-3 l 1G(d,p) 
CISD(Q)/6-31 lG(d,p) 
QCISD(f)/6-31 lG(d,p) 
Ar ArH+ 
-526.77374 -526.90961 
-526.91999 -527.06687 
-526.92306 -527.07187 
-526.92444 -527.07432 
-526.92362 -527.07355 
-526.92459 -527.07482 
-526.80663 -526.94524 
-527.00929 -527.15780 
-526.96864 -527.11932 
-526.96954 -527.12157 
-526.96885 -527.12073 
-526.96960 -527.12199 
[Ar···H2r+ HF FH2+ [HFH•••H] .... 
-527.41604 -100.01169 -100.21518 -100.71773 
-527.57637 -100.19670 -100.40429 -100.90872 
-527.58125 -100.19639 -100.40425 -100.90840 
-527.58391 -100.20142 -100.41025 -100.91463 
-527.58341 -100.19874 -100.40642 -100.9174 
-527.58476 -100.20127 -100.40921 -100.91445 
-527.45586 -100.04690 -100.24407 -100.75002 
-527.67265 -100.28607 -100.48833 -100.99710 
-527.63404 -100.26729 -100.47044 -100.97887 
-527.63656 -100.27421 -100.47786 -100.98675 
-527.63609 -100.26992 -100.47336 -100.98232 
-527.63745 -100.27394 -100.47765 -100.98657 
., 
....... 
~ 
....... 
Table A 1. (Continued) 
Levelb Ar ArH+ [Ar•••H2r+ HF FH2+ [HFH···HJ·+ 
MP2/6-3 l l+G(d,p/ -527.01002 -527.15806 -527.67306 -100.29783 -100.49043 -101.00008 
MP2/6-3 l l++G(d,p)& -527.01002 -527.15818 -527.67409 -100.29793 -100.49058 -101.00032 
MP2/6-3 l 1G(2d,p) -526.97732 -527.12201 -527.63751 -100.28808 -100.48756 -100.99680 
MP2/6-3 l 1G(2d,p) -526.97732 -527.12249 -527.63928 -100.29291 -100.49303 -101.00337 
MP2/6-3 l l+G(2d,2p) -526.97788 -427.12268 -527.63955 -100.30295 -100.49456 -101.00337 
MP3/6-31 l +G(2d,2p) -526.99175 -527.13881 -527.65565 -100.30077 -100.49492 -101.00536 
MP4/6-31 l+G(2d,2p) -526.99435 -527.14283 -527.66008 -100.31100 -100.50386 -101.01495 
C1SD(Q)/6-31 l+G(2d,2p) -526.99198 -527.14042 -527.65797 -100.30401 -100.49783 -101.00892 
QCISD(1)/6-3 l 1+G(2d,2p) -526.99449 -527.14329 -527.66103 -100.30981 -100.50327 -101.01438 
MP2/6-3 l 1 +G(2df,2pd) -527.00906 -527.15756 -527.67425 -100.32738 -100.52079 -101.03197 
MP3/6-3 l 1 +G(2df,2pd) -527.02763 -527.17785 -527.69448 -100.32685 -100.52279 -101.03364 
MP4/6-3 l l+G(2df,2pd) -527.03294 -527.18417 -527.70133 -100.33726 -100.53179 -101.04348 
C1SD{Q)/6-311+G(2df,2pd) -527.02842 -527.17978 -527.69714 -100.32967 -100.52528 -101.03679 
QCISD(T)/6-311 +G(2df,2pd) -527.03307 -527.18459 -527.70219 -100.33599 -100.53127 -101.04280 
I ------=3 
~ 
('-t") 
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Table A 1. (Continued) 
a 
b 
C 
d 
e 
f 
g 
h 
Leading to the relative energies in Table 2.3. 
MP2/6-311G(d,p) structures used unless otherwise noted. 
HF /6-31 G( d ,p) sLructures. 
MP2/6-31G(d,p) structures. 
MP3/6-31G(d,p) structures. 
MP4/6-31G(d,p) structures. 
HF/6-31 lG(d,p) structures. 
MP2/6-31 l+G(d,p) structures. 
MP2/6-3 ll++G(d,p) structures. 
~ 
~ 
~ 
Table A2. Calculated total energies (hartrees).a 
Levelb NH/+ NH3·+ 
HF/6-31 G(d,p)d -56.54553 -55.88489 
MP2/6-31G(d,p)C -56.73765 -56.03232 
MP3/6-31G(d,p)C -56.74810 -56.04536 
MP4/6-3 l G(d,p)C -56.75333 -56.04951 
CISD(Q)/6-3 lG(d,p)C -56.75130 -56.04948 
QCISD(l)/6-3 lG(d,p)C -56.75420 -56.05106 
HF/6-31 lG(d,p)f -56.55877 -56.89800 
MP2/6-311G(d,p) -56.77442 -56.06797 
MP3/6-311G(d,p) -56.76889 -56.06521 
MP4/6-311G(d,p) -56.77581 -56.07025 
CISD(Q)/6-31 lG(d,p) -56.77251 -56.06955 
Q('ISD(D/6-31 lG(d,p) -56.77646 -56.07183 
H2 
-1.13133 
-1.15766 
-1.16316 
-1.16457 
-1.16515 
-1.16515 
-1.13249 
-1.16027 
-1.16623 
-1.16772 
-1.16832 
-1.16832 
][NH3···H2r+ TS(36) c TS(39) [Nlit···Hr+ TS(38) NH3 
-57.01828 -56.99334 -56.90963 -57.04449 -56.92213 -56.19554 
-57.19269 -57.18282 -57.09245 -57.23691 -57.12278 -56.38692 
-57.22150 -57.19912 -57.10997 -57.24734 -57.13383 -56.39599 
-57.21707 -57.20636 -57.11592 -57.25261 -57.14249 -56.40141 
-57.21744 -57.20714 -57.11574 -57.25090 -57.14418 -56.39904 
-57.21914 -57.20982 -57.11788 -57.25347 -57.14801 -56.40213 
-57.03306 -57.00813 -56.92724 -57.05913 -56.93772 -56.21040 . 
-57.23208 -57.22176 -57.13457 -57.27518 -56.16367 -56.42788 
-57.23529 -57.22312 -57.13631 -57.26965 -57.15918 -56.42056 
-57.24187 -57.23160 -57.14361 -57.27660 -57.16982 -56.42803 
-57.24153 -57.23148 -57.14244 -57.27366 -57.17008 -56.42397 
-57.24399 -57.23505 -57.14563 -57.27726 -57.17522 -56.42842 
'tj" 
('-t') 
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Table A2. (Continued) 
Levelb 
MP2/6-3 l l+G(2d,2p) 
MP3/6-3 l l+G(2d,2p) 
MP4/6-31 l+G(2d,2p) 
C1SD(Q)/6-31 l+G(2d,2p) 
QCISD(l)/6-311 +G(2d,2p) 
MP2/6-3 l l +G(2df ,2pd) 
MP3/6-3 l l+G(2df,2pd) 
MP4/6-31 l +G(2df,2pd) 
NH/+ NH3·+ H2 
-56.77042 -56.06153 -1.16276 
-56.78357 -56.07731 -1.16871 
-56.79117 -56.08287 -1.17022 
-56.78692 -56.08151 -1.17081 
-56.79164 -56.08439 -1.17081 
-56.79114 -56.07916 -1.16462 
-56.80487 -56.09562 -1.17023 
-56.81286 -56.10143 -1.17169 
a 
b 
C 
d 
e 
f 
Leading to the relative energies in Table 2.4. 
MP2/6-3 l 1G(d,p) structures used unless otherwise noted. 
bold numbers refer to the structures defined in Fig. 2.1 
HF/6-3 lG(d,p) structures. 
MP2/6-31 G(d,p) structures. 
HF/6-31 lG(d,p) structures. 
[NH3···H2J-+ TS(36) C TS(39) [NH4···HJ-+ TS(38) NH3 
-57.22895 -57.21915 -57.13376 -57.27183 -57.16038 -56.43332 
-57.25068 -57.23924 -57.15394 -57.28502 -57.17461 -56.44361 
-57.25780 -57.24843 -57.16210 -57.29269 -57.18614 -56.45271 · 
-57.25674 -57.24750 -57.15991 -57.28881 -57.18524 -56.44689 
-57.25987 -57.25187 -57.16405 -57.29317 -57.19131 -56.45275 
-57.24863 -57.23939 -57.15400 -57.29261 -57.18322 -56.45401 
-57.27074 -57.25983 -57.17477 -57.30638 -57.19806 -56.46482 
-57.27807 -57.26934 -57.18317 -57.31443 -57.21012 -56.47429 
tn 
('r') 
- Table A3. Calculated total energies (hartrees)3,b 
HF/6-31 lG(d,p)C MP2/6-3 l 1G(d,p) MP2/6-3 l 1 +G(2d,2p) 
H• 
-0.49981 -0.49981 
H2·+ -0.60117 -0.60184 
H2 -1.13249 -1.16027 -1.16276 
He•+ 
-1.99814 -1.99822 
He -2.85990 -2.88741 -2.89096 
HeH+ 
-2.93009 -2.96126 -2.96439 
[He•••H2r+ 1 -3.46680 -3.49903 -3.50300 
HeH2•+ 2 -3.46129 -3.48886 -3.49340 
Ne•+ 
-127.79674 -127.96916 -127.97156 
Ne -128.52255 -128.75049 -128.76386 
NeH+ 
-128.58915 -128.83633 -128.84572 
[Ne•••H2r+ 3 -129.13190 -129.37109 -129.38227 
NeH2•+ 4 -129.12521 -129.35496 -129.36828 
MP3/6-31 l+G(2d,2p) MP4/6-3 l l +G(2d,2p) ZPVE<l 
0.00493 
-1.16871 -1.17022 0.00941 
-2.89630 -2.89723 
-2.97004 -2.97121 0.00663 
-3.50900 -3.51029 0.00878 
-3.49875 -3.49970 0.00513 
-127.98053 -127.98332 
-128.76258 -128.76906 
-128.84506 -128.85217 0.00616 
-129.38076 -129.38900 0.00868 
-129.36683 -129.37405 0.00548 
\0 
rr) 
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Table A3. (Continued) 
HF/6-31 lG(d,p)C MP2/6-3 l 1G(d,p) 
Ar•+ 
-526.26815 -526.44217 
Ar -526.80663 -527.00929 
ArH+ 
-526.94524 -527.15781 
[Ar•••H2r+ 5 -527.45586 -527.67265 
ArH2•+ 6 -527.43305 -527.65140 
1v·+ 
-2751.37454 -2751.49506 
Kr -2751.85792 -2752.00552 
KrH+ 
-2752.01507 -2752.17169 
[Kr•••H2r+ 7 -2752.52400 -2752.68568 
KrH2•+ 8 -2752.51791 -2752.67810 
FH•+ 
-99.52566 -99.70924 
FH 
-100.04690 -100.28608 
FH2+ -100.24408 -100.48833 
MP2/6-31 l+G(2d,2p) MP3/6-31 l+G(2d,2p) MP4/6-31 l+G(2d,2p) ZPVEd 
-526.40304 -526.42086 -526.42437 
-526.97788 -526.99176 -526.99436 
-527.12269 -527.13881 -527.14283 0.00574 
-527.63956 -527.65566 -527.66008 0.00789 
-527.62084 -527.63921 -527.64413 0.00810 
-2751.52757 -2751.53714 -2751.54184 
-27 52.04158 -2752.04783 -2752.05246 
-2752.20689 -2752.22159 -2752.22198 0.00531 
-2752.72299 -2752.73304 -2752.73992 0.00735 
-2752.71535 -2752.72851 -2752.73534 0.00944 
-99.71022 -99.72005 -99.72483 0.00686 
-100.30296 -100.30078 -100.31100 0.00925 
-100.49450 -100.49493 -100.50386 0.01862 
t= 
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Table A3. (Continued) 
HF/6-31 IG(d,p)C MP2/6-311G(d,p) 
[HFH .. ·H]·+ 9 
-100.75002 -101.99710 
FH3•+ 10 -100.69257 -100.94744 
FH3•+ 11 -100.74467 -100.98932 
FH3•+ 12 -100.63740 -100.89905 
CtH•+ 
-459.67204 -459.84275 
CIH -460.09639 -460.29722 
CIH2+ -460.31186 -460.51875 
[HCl••• H2r+ 13 -460.80647 -461.01190 
[HCIH•••H]•+ 14 
-460.81314 -461.02204 
CIH3•+ 15 -460.80647 -461.01168 
CIH3•+ 16 -460.81193 -461.01899 
CIH3•+ 17 -460.76348 -460.97884 
OH2•+ 
-75.65003 -75.83343 
OH2 -76.04701 -76.28290 
., 
MP2/6-31 l+G(2d,2p) MP3/6-3 l l+G(2d,2p) MP4/6-3 l l +G(2d,2p) ZPVEd 
-101.00530 -101.00537 -101.01496 0.02086 
-100.95747 -100.95673 -100.96933 0.01833 
-100.99721 -100.99763 -101.00666 0.01927 
-100.90745 -100.90640 -100.92007 0.01593 
-459.80781 -459.82733 -459.83242 0.00576 
-460.27058 -460.28742 -460.29226 0.00639 
-460.48777 -460.50709 -460.51295 0.01453 
-460.98321 -461 .00746 -461.01467 0.01714 
-460.99242 -461.01176 -461 .01786 0.01585 
-460.98296 -461.00695 -461.01426 0.01665 
-460.98544 -461.00476 -461.01048 0.01486 
-460.95130 -460.97209 -460.98025 0.01479 
-75.83101 -75.84347 -75.84916 0.01820 
-76.29602 -76.29807 -76.30894 0.02076 
- ---:-:i 
00 
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Table A3. (Continued) 
HF/6-31 IG(d,p)C MP2/6-311G(d,p) 
OH3+ -76.33184 -76.56760 
[H30•••H]•+ 18 -76.83323 -77.07013 
[H20•••H2r+ 19 -76.78987 -77.00408 
OH4•+ 20 -76.71444 -76.97094 
OH4•+ 21 -76.83204 -77.06797 
OH4•+ 22 -76.83157 -77.06711 
OH4•+ 23 -76.74226 -76.95637 
OH4•+ 24 -76.78975 -77.00389 
OH4•+ 25 -76.78471 -76.99638 
SH2•+ 
-398.36307 -398.52844 
SH2 -398.70151 -398.89640 
SH3+ 
-398.98097 -399.17798 
[H2S•••H2r+ 26 -399.49661 -399.69045 
MP2/6-311 +G(2d,2p) MP3/6-31 l+G(2d,2p) MP4/6-31 l+G(2d,2p) ZPVEd 
-76.56778 -76.57353 -76.58211 0.03316 
-77.07175 -77.07748 -77.08630 0.03456 
-77.00494 -77.02308 -77.03047 0.03144 
-76.97310 -76.97786 -76.99146 0.03121 
-77.06895 -77.07472 -77.08335 0.03355 
-77.06814 -77.07398 -77.08245 0.03296 
-76.96023 -76.97653 -76.98436 0.03096 
-77.00486 -77.02301 -77.03039 0.03123 
-76.99797 -77.01639 -77.02361 0.02926 
-398.49482 -398.51621 -398.52263 0.01392 
-398.87039 -398.89125 -398.89782 0.01439 
-399.14748 -399.17024 -399.17745 0.02494 
-399.66044 -399.68775 -399.69573 0.02475 
0\ 
("1"') 
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Table A3. (Continued) 
HF/6-31 IG(d,p)C MP2/6-311G(d,p) 
[H2SH• .. H]•+ 27 
-399.48117 
-399.67859 
[H2S•••H2r+ 28 
-399.49703 
-399.69109 
SH4•+ 29 -399.46745 
-399.67193 
SH4•+ 30 -399.48092 
-399.67805 
SH4•+ 31a 
-399.40323 
-399.61551 
SH4•+ 31b 
-399.38177 
-399.59916 
SH4•+ 32 
-399.40545 
-399.60056 
SH4•+ 33 
-399.49647 
-399.68995 
NHf+ 
-55.89800 
-56.06797 
NH3 -56.21040 
-56.42788 
NH4+ 
-56.55877 
-56.7742 
[H3N• .. H2r+ 34 
-57.03306 
-57.23208 
[H3NH•••H]•+ 35 
-57.05913 
-57.27518 
NH5+ 36 -57.00813 
-57.22176 
MP2/6-3 l l +G(2d,2p) MP3/6-3 l l+G(2d,2p) MP4/6-3 l l +G(2d,2p) ZPVEd 
-399.64870 
-399.67151 
-399.67877 0.02556 
-399.66084 
-399.68815 
-399.69608 0.02495 
-399.64239 
-399.66666 
-399.67510 0.02362 
-399.64795 
-399.67074 
-399.67795 0.02516 
-399.58988 
-399.61464 
-399.62377 0.02324 
-399.57153 
-399.59558 
-399.60510 0.02174 
-399.57361 
-399.59916 
-399.60653 0.02648 
-399.65941 
-399.68675 
-399.69468 0.02439 
-56.06153 
-56.07731 
-56.08287 0.03111 
-56.43331 
-56.44361 
-56.45271 0.03291 
-56.77042 
-56.78357 
-56.79117 0.04747 
-57.22895 
-57.25068 
-57.25780 0.04296 
-57.27183 
-57.28502 
-57.29269 0.04824 
-57.21915 
-57.23924 
-57.24843 0.04308 
0 
'tj-
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Table A3. (Continued) 
HF/6-311 G(d,p)C MP2/6-3 l l G(d,p) 
NH5+ 37 -57.05878 
-57.27452 
NH5+ 38 -56.93772 
-57.16367 
NH5+ 39 -56.92724 
-57.13457 
NH5+ 40 -57.03299 
-57.23199 
NH5+ 41 -57.03175 
-57.22987 
PH3•+ 
-342.16242 
-342.31461 
PH3 -342.47737 
-342.65997 
PH4+ 
-342.79422 
-342.97223 
[H3P•••H2r+ 42 
-343.29590 
-343.47644 
[H3PH•••H]•+43 
-343.29419 
-343.47237 
PH5+ 44 
-343.27105 
-343.45825 
PH5+ 45 -343.29414 
-343.47226 
MP2/6-3 l l+G(2d,2p) MP3/6-3 l l+G(2d,2p) MP4/6-3 1 l+G(2d,2p) ZPVEd 
-57.27095 
-57.28411 
-57.29173 0.04770 
-57.16038 
-57.17461 
-57.18614 0.04470 
-57.13376 
-57.15394 
-57.16210 0.04271 
-57.22888 
-57.25061 
-57.25772 0.04280 
-57.22669 
-57.24844 
-57.25551 0.04193 
-342.28048 
-342.30147 
-342.30772 0.02277 
-342.63102 
-342.65537 
-342.66290 0.02295 
-342.94074 
-342.96466 
-342.97170 0.03375 
-343.44541 
-343.47237 
-343.48013 0.03355 
-343.44116 
-343.46513 
-343.47219 0.03408 
-343.42742 
-343.45359 
-343.46205 0.03172 
-343.44104 
-343.46499 
-343.47205 0.03393 
~ 
'tj-
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Table A3. (Continued) 
PH5+ 
PH5+ 
PH5+ 
a 
b 
C 
d 
HF/6-31 lG(d,p)C MP2/6-311G(d,p) MP2/6-3 l 1 +G(2d,2p) 
46 -343.24259 
-343.43664 
-343.40744 
4 7 -343.28883 
-343.47093 
-343.43958 
48 -343.20135 
-343.38987 
-343.36188 
Leading to the relative energies in Table 2.5. 
MP2/6-3 l 1G(d,p) optimised structures, unless otherwise noted. 
HF/6-311G(d,p) optimised structures. 
2'.ero-point vibrational energy, calculated at the HF/6-31 lG(d,p) level. 
MP3/6-31 l+G(2d,2p) 
-343.43399 
-343.46686 
-343.38920 
MP4/6-3 l l +G(2d,2p) 
-343.44281 
-343.47472 
-343.39746 
ZPVEd 
0.03336 
0.03168 
0.03518 
142 
Table A4. Experimental heats of formation (kJ moI-1 ).a 
X X x·+ XH+ 
298 298 Ob 298 
He 0 0 2372 2372 1354 1352 
Ne 0 0 2080.7 2080.7 1331 1329 
Ar 0 0 1520.6 1520.6 1161 1159 
Kr 0 0 1350.8 1350.8 1107 1105 
HF -272.5 -272.5 1275.5 1275.5 770 767 
HCl -92.1 -92.3 1137.7 1137.6 870 867 
H20 -238.9 -241.8 977.9 975.0 598 591 
H2S -17.6 -20.5 991 988 804 797 
NH3 -38.3 -45.9 941.0 934.0 641 630 
PH3 13 5.4 966 957 757 746 
H· 216.0 218.0 1528.0 1530.0 1488.3 1488.3 
a From ref. 20 unless otherwise noted. 
b Temperature correction derived using theoretical vibrational frequencies. 
Table A5. Structures of fragment ions XHn + and molecules XHn a 
molecule 
/ion 
1. diatomics 
HF+ 
HF 
HCt 
HCI 
HeH+ 
NeH+ 
ArH+ 
KrH+ 
H2 
H2+ 
2. C2v structures 
H2F+ 
H2Cl+ 
H20 
H20+ 
H2S 
H2S+ 
r(X-H) <HXH 
MP2 c MP2c 
1.007 0.993 
0.920 0.912 
1.311 1.319 
1.274 1.280 
0.774 0.776 
0.971 0.986 
1.280 1.285 
1.420 1.425 
0.735 0.738 
1.050 
0.965 0.958 112.7 111.8 
1.301 1.309 96.4 94.7 
0.941 0.957 105.5 102.5 
0.980 0.996 111.6 109.2 
1.335 1.339 96.3 92.5 
1.351 1.354 95.2 93.6 
143 
L 
Table A5 continued 
3. C3v structures 
H30+ 
H3S+ 
NH3 
NH3+ 
PH3 
PH3+ 
4. T d structures 
0.960 
1.346 
1.001 
1.012 
1.412 
1.394 
1.012 
1.392 
0.976 
1.351 
1.013 
1.022 
1.414 
1.396 
1.024 
1.394 
104.1 
120.5 
111.4 
120.0 
121.2 
105.8 
109.5 
109.5 
106.6 
121.8 
112.7 
120.0 
122.3 
105.4 
109.5 
109.5 
a 
calculated with 6-31 lG(d,p) basis set; corresponding total energies are given in 
Table A3. 
b Hartree-Fock. 
C MP2. 
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Appendix n* 
Special cases of Eq.(5.3.14) are well known 25•26, including the K th powers of 
two and three dimensional r v, which are relevant to the point groups. We have been 
unable to find the general formula in the literature, though it seems likely to be available. A 
very brief derivation is given below. 
Following Heine 25, a particular basis for r v may taken for any particular element 
Om of the group, such that 
n=l 
(B.1) 
Then the character of Om in the K th power of r v is Xv (K) : 
(B.2) 
where 8(i,j) is the Kronecker delta. Writing the Kronecker delta as an integral gives 
(B.3) 
Evaluating this integral by parts gives 
(B.4) 
If we use 
f sx' -
s=O 
X ! x' + x2 ~ x' + ... + XK- I t x' + XK , 
s=O s=O s=O 
(B.5) 
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withs= Sj and x = Cj eit, then Eq.(A.4) is written as a sum of integrals: 
(K) 1 1 -it(K-1) 2 1 -i t(K -2) 
{ 
1\, 7t 1\, 7t 
Xv = K ~ ci 2 7t ! dt e . .. . + ~ ci 2 7t ! dt e ... }· 
(B.6) 
Since these integrals give rise to delta functions, it is clear that no exponent Sh in Eq.(B.4) 
can exceed K-1, K-2, .. , and so on, in the successive integrals in Eq.(B.6). Thus, 
successive integrals in Eq.(B.6) are equal to Xv(K-1), Xv(K-2\ and so on, which result, 
with Eq.(B.1), gives Eq.(5.3.14). 
* References are given in the references for Chapter 5. 
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Appendix C 
The character table for the S5 group is reproduced, for convenience in Table Cl. 
The irreducible representations contained in the K th power of any r v of Table Cl, can be 
determined from Eq.(5.3.2), where Xred is the character Xv(K) of Eq.(5.3.14). This 
requires the class of any power (up to K) of an element. Table C2 gives the classes of the 
first six powers of elements from each class in the S5 group. Using Tables Cl and C2, 
Eq.(5.3.2) gives the decomposition of the first six powers of r3 and rs which are 
contained in the bond length representation for the Xs example. This decomposition is 
shown in Table C3. 
Table C 1. Character table for S5. 
x< 1) 
x<2) 
x<3) 
x<4) 
x(S) 
x< 6) 
'X. (7) 
E 
(1) 
1 
1 
4 
4 
5 
5 
6 
(ij) 
(10) 
1 
-1 
2 
-2 
1 
-1 
0 
(ij)(kl) 
(15) 
1 
1 
0 
0 
1 
1 
-2 
(ijk) 
(20) 
1 
1 
1 
1 
-1 
-1 
0 
(ijk)(lm) 
(20) 
1 
-1 
-1 
1 
1 
-1 
0 
(ijkl) 
(30) 
1 
-1 
0 
0 
-1 
1 
0 
(ijklm) 
(24) 
1 
1 
-1 
-1 
0 
0 
1 
Table C2 Similarity classes of powers of operators in S5. 
Power 1 
1 
2 
3 
4 
5 
6 
E 
1 
1 
1 
1 
1 
1 
2 
(ij) 
2 
1 
2 
1 
2 
1 
3 
(ij)(kl) 
3 
1 
3 
1 
3 
1 
Class 
4 
(ijk) 
4 
4 
1 
4 
4 
1 
5 6 
(ijk)(lm) (ijkl) 
5 
4 
2 
4 
5 
1 
6 
3 
6 
1 
6 
3 
7 
(ijklm) 
7 
7 
7 
7 
1 
7 
Table C3. Irreducible Representations in Kronecker Products 
Power 
1 r3 rs 
2 r1 + r3 + rs r1 + r3 + rs + r6 
3 r1 + 2r3 + rs + r1 r1 + r2 + 2r3 + r 4 + 2rs + r6 + r1 
4 2r1 + 3r3 + 2rs + r6 + r1 2r1 + 3r3 + r 4 + 4rs + 4r6 + 2r1 
5 2r1 + 4r3 + 3rs + r6 + 3r1 2r1 + 2r2 + 5r3 + 3r 4 + 7rs + 5r6 +5r1 
6 3r1 + 6r3 + r4 + 5rs + 2r6 + 3r1 5r1 + 2r2 + 9r3 + 6r4 + 1ors + 9r6 + 8r1 
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Appendix D 
The geometries on the isopaths in Cartesian coordinates might be found by solving 
transcendental equations relating the Cartesian coordinates {Xk} with the symmetry 
coordinates Wiso = f { Xk, k= l , ... ,3N}. A simpler way of finding these geometries is 
given by defining 
(D. l) 
. . 
such that yso is given by a displacement from the geometry on the IRC path, ~c. yso 
can be reached in successive small steps ow= ~W/NSTEPS. ow is related to a change in 
Cartesian coordinates oX by 
ow - B.ox (D.2) 
where 
B (D.3) 
is an invertible (3N)x(3N) matrix of partial derivatives of the symmetry coordinates 
(including three coordinates for translation and three coordinates for rotation of the system) 
with respect to the Cartesian coordinates evaluated at the point X. The Cartesian coordinate 
displacement oX can be obtained by inverting Eq. (D.2), and the symmetry coordinates 
recalculated at the new point X + oX. This process is repeated until V = Vtso, to some 
specified accuracy, at which point the Cartesian coordinates on the isopath have been 
determined. 
... 
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