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SUMMARY
This thesis studies two topics in sequence analysis. In the first part, we
investigate the large deviations of the shape of the random RSK Young diagrams,
associated with a random word of size n whose letters are independently drawn from
an alphabet of size m = m(n). When the letters are drawn uniformly and when both
n and m converge together to infinity, m not growing too fast with respect to n, the
large deviations of the shape of the Young diagrams are shown to be the same as
that of the spectrum of the traceless GUE. Since the length of the top row of the
Young diagrams is the length of the longest (weakly) increasing subsequence of the
random word, the corresponding large deviations follow. When the letters are drawn
with non-uniform probability, a control of both highest probabilities will ensure that
the length of the top row of the diagrams satisfies a large deviation principle. In
either case, both speeds and rate functions are identified. To complete our study,
non-asymptotic concentration bounds for the length of the top row of the diagrams,
are obtained for both models.
In the second part, we investigate the order of the r-th, 1 ≤ r < +∞, central
moment of the length of the longest common subsequence of two independent random
words of size n whose letters are identically distributed and independently drawn from
a finite alphabet. When all but one of the letters are drawn with small probabilities,
which depend on the size of the alphabet, the r-th central moment is shown to be of




SIMULTANEOUS LARGE DEVIATIONS FOR THE
SHAPE OF YOUNG DIAGRAMS ASSOCIATED WITH
RANDOM WORDS
1.1 Introduction and results
Let Am = {α1 < α2 < · · · < αm} be an ordered alphabet of size m, and let a word be
made of the random letters Xm1 , X
m
2 , · · · , Xmn , independently drawn from Am. The
Robinson-Schensted-Knuth (RSK) correspondence associates to this random word
a pair of Young diagrams, of the same shape, having at most m rows. Now for
i = 1, 2, · · · ,m, let Ri(n,m) denote the length of the ith row of the Young diagrams,
and recall that R1(n,m), the length of the top row, coincides with the length of the
longest increasing subsequence of the random word Xm1 X
m
2 · · ·Xmn . Let us take the
sequence (4,1,3,4,2) as example, the RSK correspondence is shown in Figure 1, with
the shape of the Young diagrams is (R1, R2, R3) = (3, 1, 1).
Appropriately renormalized and for uniform draws, the shape (Ri(n,m))
m
i=1 of
the Young diagrams converges, in law, to the spectrum of an m × m element of
the traceless GUE ([25], [39]). In turn, any fixed size subset of this spectrum, also



















Figure 1: RSK correspondence for the sequence (4,1,3,4,2).
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converges with m, and after proper renormalization, to a multidimensional Tracy-
Widom distribution ([38], [40]). These asymptotics have further led (see [11]) to
the study of the limiting shape of these Young diagrams when the word length and
alphabet size simultaneously grow to infinity. This is briefly recalled next.
Let the random matrix X = (Xij)1≤i,j≤m be an element of the m × m GUE
with rescaling such that Re(Xij) ∼ N(0, 1/2) and Im(Xij) ∼ N(0, 1/2), for i ̸= j;
and Xii ∼ N(0, 1) (see [5] and [32] for background on random matrices). Let
(λm1 , λ
m




2 , · · · , λm,0m )
be the corresponding ordered spectrum of an element of the traceless GUE (that is
of X− tr(X)/m). An important fact (e.g. [8], [18], [20]) asserts that(
λm,01 , λ
m,0





















where Θm : Rm → Rm is defined via (Θm(x))j =
∑j
i=1 xi, 1 ≤ j ≤ k, and where
(B̃j)1≤j≤m is a driftless m-dimensional Brownian Motion with covariance matrix
t

1 ρ · · · ρ





ρ ρ · · · 1

, (1.1.2)
with ρ = −1/(m− 1), and where for 1 ≤ k ≤ m,
Ik,m = {t = (tj,l : 1 ≤ j ≤ k, 0 ≤ l ≤ m) : tj,j−1 = 0, tj,m−k+j = 1, 1 ≤ j ≤ k,
tj,l−1 ≤ tj,l, 1 ≤ j ≤ k, 1 ≤ l ≤ m− 1; tj,l ≤ tj−1,l−1, 2 ≤ j ≤ k, 2 ≤ l ≤ m}.
By comparing the Brownian functionals in (1.1.1) with discrete functionals repre-
senting the shape of the Young diagrams, and via a KMT approximation, the simul-
taneous asymptotic convergence of the shape of the random RSK Young diagrams is
obtained in [11].
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A related strategy is pursued here in order to investigate the large deviations of
the shape of the RSK Young diagrams. More precisely, we obtain a large deviation
principle for the length of the first r rows of the Young diagrams, when n and m
simultaneously converge to infinity and when the sizem of the alphabet does not grow
too fast. To achieve our goals, we also rely on the techniques and results developed in
[9] (see also [4]), where large deviations are obtained for the largest (or the rth largest)
eigenvalue of the GOE. These methodologies further give the multidimensional large
deviations for the first r eigenvalues of the ordered spectrum of the traceless GUE.
In turn, combined with a KMT approximation, these lead to large deviations for the
shape of the diagrams.
Let us put our work into context. For random permutations, the large deviations
of the length of the longest increasing subsequence are described in [17] and [36],
while, moderate deviations are given in [30] and [31]. Closer to our framework, in
[23], following the comparison method of [7] and [12], large deviations for the last-
passage directed percolation model close to the x-axis are established for iid Gaussian
or bounded weights. The length of the top row of the diagrams also corresponds to
a last-passage percolation, but with dependent (exchangeable in the uniform case)
Bernoulli weights (see (1.2.3)). In our framework, we also take care of the other rows
of the diagrams.
Now recall that for a Polish space X , the function I : X → R+ ∪ {+∞} is called
a rate function, if it is lower semi-continuous, i.e. if its level sets {x ∈ X : I(x) ≤ M}
are closed for any M ≥ 0, and is called a good rate function if its level sets {x ∈
X : I(x) ≤ M} are compact for any M ≥ 0. Recall also that a sequence (µn)n∈N of
probability measures on X satisfies a large deviation principle with speed (or in the
scale) an (going to infinity with n) and rate function I if and only if for any closed














log µn(O) ≥ − inf
O
I. (1.1.4)
Here is one of the main results of our work,
Theorem 1.1.1 In the uniform case, let m and n simultaneously converge to infinity
in such a way that m(n) = o(n1/4). Then, for any r ≥ 1,(
R1(n,m(n))− n/m(n)√
n
, · · · , Rr(n,m(n))− n/m(n)√
n
)
satisfies a large deviation principle with speed m(n) and good rate function Ir on the
space Lr := {(x1, x2, · · · , xr) ∈ Rr : x1 ≥ x2 ≥ · · · ≥ xr}, where








(z/2)2 − 1dz, if x1 ≥ x2 · · · ≥ xr ≥ 2,
+∞, otherwise.
(1.1.5)




















(z/2)2 − 1dz, (1.1.6)












Remark 1.1.1 The rate function Ir in (1.1.5) is a good rate function. Moreover it
is continuous and increasing with respect to each individual variable on its effective
domain DIr = {(x1, x2, · · · , xr) ∈ Rr : x1 ≥ x2 ≥ · · · ≥ xr ≥ 2}, given that the
other variables are fixed. Thus, when proving the large deviation principle (LDP) as
in Theorem 1.1.1, instead of proving both the usual upper and lower bounds, i.e., that

























it is enough to prove a limiting equality on rectangular subsets as in (1.1.6) and
(1.1.7). The proof of this argument can be stated in this way:
Recall that a cube in Rr is a Cartesian product of r closed intervals whose side
lengths are all equal. For k ∈ Z+, let Qk be the collection of cubes whose side length
is 2−k and whose vertices are in the lattice (2−kZ)r. (That is,
∏r
1[aj, bj] ∈ Qk iff
2kaj and 2
kbj are integers and bj − aj = 2−k for all j.) Note that any two cubes in
Qk have disjoint interiors, and that the cubs in Qk+1 are obtained from the cubes in
Qk by bisecting the sides. For any Borel set E ⊂ Rr, we define the inner and outer
approximations to E by the grid of cubes Qk to be
A(E, k) =
∪
{Q ∈ Qk : Q ⊂ E}, A(E, k) =
∪
{Q ∈ Qk : Q ∩ E ̸= ϕ}.
Notice that for any cube Q ∈ Qk and Q ⊂ DIr , let (v1, · · · , vr) be the vertex of Q





logP (Xnr ∈ Q) = −Ir(v1, · · · , vr). (1.1.10)
Fixing any open subset O of Lr, for any ϵ > 0, we may find one point v ∈ O
such that infO Ir ≤ Ir(v) ≤ infO Ir + ϵ. Since the rate function is infinity outside the
rectangular effective domain DIr , so without loss of generality, we may assume that
this point v belongs to the interior of DIr . Given this, we can find a large enough









logP (Xnr ∈ Q)




Letting ϵ go to zero, we get (1.1.9).









logP (Xnr ∈ F ∩ DIr) ,



















Xnr ∈ A(F, k) ∩ DIr
)
.
Since for fixed k the number of the cubes (or the intersection parts of the cubes with







Xnr ∈ A(F, k) ∩ DIr
)
= −Ir(vF,k)
where vF,k is the point in A(F, k)∩DIr where the rate function achieves its infimum.
However, from the definition of A(F, k), in F we can find some point wF,k which lies
in the same cube with vF,k, in other words, the distance between wF,k and vF,k is at
most 2−k
√
r. As a consequence, since F is compact, so Ir is uniformly continuous on





logP (Xnr ∈ F ) ≤ −Ir(vF,k) ≤ −Ir(wF,k) + ϵ ≤ − inf
F
Ir + ϵ.
Again, by letting ϵ go to 0, we can prove (1.1.8) for compact set F . For the general
closed set F , we just choose some large cube, say Q0 = {x = (x1, · · · , xr) : max |xj| ≤
2M , 1 ≤ i ≤ r}, then consider F ∩Q0 and F\Q0 separately, we may get (1.1.8) holds
for any closed set F .
In Theorem 1.1.1, if at least one of the renormalized variables is on the left of its
simultaneous asymptotic mean, by changing the convergence speed from m to m2,
a more accurate form of (1.1.7) is valid. The closed form expression obtained for
K below was found after Satya Majumdar kindly suggested that the methodology
developed in [33] would apply to our traceless GUE framework.
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Theorem 1.1.2 In the uniform case, let m and n simultaneously converge to infinity
in such a way that m(n) = o(n1/6). Then, for any r ≥ 1,(
R1(n,m(n))− n/m(n)√
n
, · · · , Rr(n,m(n))− n/m(n)√
n
)
satisfies a large deviation principle with speed (m(n))2 and good rate function K(xr)
on the space Lr := {(x1, x2, · · · , xr) ∈ Rr : x1 ≥ x2 ≥ · · · ≥ xr}, where K is the rate
function of the largest eigenvalue of the m×m traceless GUE, when on the left of its




where I (see (1.5.5)) is the rate function for the LDP of the spectral measure of the
GUE, and M0((−∞, x]) is the set of zero mean probability measures supported on


































































81x2 + 12− 9x
)2/3)
+
60 + 32 log 6
)
. (1.1.12)































The LDP for the longest increasing subsequence is now a simple consequence:
Corollary 1.1.1 Let m and n simultaneously converge to infinity in such a way that




























Remark 1.1.2 The methodologies developed in this paper also allow to derive LDPs
in related problems. Such is the case for last-passage directed percolation close to
the x-axis, or for the departure time from many queues in series when the number
of customers is a fractional power of the number of servers. In these two problems,
similar discrete functional representations are available but with iid weights, so the
large deviations rate functions should be the corresponding rate functions of the largest
eigenvalue of the GUE.
When the independent random letters are no longer uniformly drawn, let the
Xmi , 1 ≤ i ≤ n, be independently and identically distributed with P(Xm1 = αj) = pmj ,
1 ≤ j ≤ m. Moreover, let pmmax = max1≤j≤m pmj , let pm2nd = max{pmj < pmmax : 1 ≤ j ≤
m}, and let also J(m) = {j : pmj = pmmax}, with k(m) = card(J(m)), i.e., k(m) is the
multiplicity of pmmax.
Theorem 1.1.3 In the nonuniform case, let k(m(n)) and n simultaneously converge









satisfies a LDP on R with speed k(m(n)) and good rate function I1.















(z/2)2 − 1dz, (1.1.16)












Above, the conditions on pmmax match exactly those of Theorem 1.1.1.
When the renormalized variable is on the left of its simultaneous asymptotic mean,
again we get a more accurate form of (1.1.17). Before presenting this result, let us
first recall a few facts. For the alphabet Am with corresponding probability set
P = {pm1 , pm2 , · · · , pmm}, let p(1) > p(2) > · · · > p(l), 1 ≤ l ≤ m, be the distinct elements
in P , and let d1, · · · , dl be the corresponding multiplicities, with
∑l
i=1 di = m. Then
p(1) = pmmax and d1 = k(m) as in the previous notations. Let Gm(d1, · · · , dl) be the set
of m×m random matrices X which are direct sums of mutually independent elements
of the di × di GUE, 1 ≤ i ≤ l. Moreover, let p(1) ≥ p(2) ≥ · · · ≥ p(m) be the non-
increasing rearrangement of P . The ”generalized” m ×m traceless GUE associated










p(h)Xh,h, if i = j,
Xi,j, otherwise,
(1.1.18)
where X ∈ Gm(d1, · · · , dl). Let λ̃01 be the largest eigenvalue of the diagonal block
corresponding to p(1) = pmmax in X
0.
Theorem 1.1.4 Let k(m(n)) and n simultaneously converge to infinity in such a way




= o(exp(−k(m(n))α)), for some α > 2, (1.1.19)
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and assume that for some 0 ≤ η ≤ 1,
lim
n→∞




satisfies a LDP on R with speed (k(m(n)))2 and good rate function Kη, where Kη is
the rate function of λ̃01 when on the left of its asymptotic mean.

































where J is the rate function (with speed m2) of the largest eigenvalue of the m ×m
GUE, and for each y ≤ 0, S(y) is the unique solution to J ′(t) = y with t ≤ 2. For








−72x+ x3 + 30
√














In particular, K0 = J and K1 = K. In fact the relationship between the spectrum of










where ∗ denotes the Legendre transform. For any 0 ≤ η ≤ 1, Kη(x) = 0, when x ≥ 2.









as x → −∞. For η = 1, when 0 < x < 2, K1(x) = K(x) is positive and finite.
As x → 0, K(x) ∼ − log x, while as x → 2, K(x) ∼ C(2 − x)3, for some positive
constant C.
To complement the previous results, we provide corresponding concentration re-
sults. These rely in part on the concentration results for the largest eigenvalue of the
m×m GUE matrix, obtained respectively in [3] and [27]. Comparing the forthcoming
result with Corollary 1.1.1, we see that the deviation rates match the fluctuation re-
sults in this case. In turn these rates match the order of the tails of the Tracy-Widom
distribution.
Theorem 1.1.5 In the uniform model, let 0 < α < 1/4, and let m ≤ Anα, for some

























for some absolute constant C > 0.
Likewise, let 0 < α < 1/6, and let m ≤ Anα, for some A > 0. Then for any

























for some absolute constant C > 0.
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Again, in the non-uniform case, we have similar results but under a further control
of the second highest probability.
Theorem 1.1.6 In the non-uniform model, let α > 3, and let k(m(n))α/pmmax ≤ An,




≤ B exp(−k(m(n))), (1.1.26)





≥ 2(1 + ϵ)
)


















for some absolute constant C > 0.




≤ B exp(−k(m(n))2), (1.1.28)

























for some absolute constant C > 0.
1.2 Proof of Theorem 1.1.1 and Theorem 1.1.2
As in [11], let
Xmi,j =





be Bernoulli random variables with parameter 1/m. For a fixed 1 ≤ j ≤ m, the
Xmi,js are iid while for j ̸= j′, (Xm1,j, · · · , Xmn,j) and (Xm1,j′ , · · · , Xmn,j′) are identically





i,j be the number of occurences of αj among (X
m
i )1≤i≤k. Since













with the convention that Sm,j0 = 0.
Moreover, letting Vk(n,m) =
∑k
i=1 Ri(n,m), combinatorial arguments yield (see












, 1 ≤ k ≤ m, (1.2.2)
where
Ik,m(n) = {t = (tj,l : 1 ≤ j ≤ k, 0 ≤ l ≤ m) :
tj,j−1 = 0, tj,m−k+j = n, 1 ≤ j ≤ k; tj,l−1 ≤ tj,l, 1 ≤ j ≤ k, 1 ≤ l ≤ m− 1;
tj,l ≤ tj−1,l−1, 2 ≤ j ≤ k, 2 ≤ l ≤ m}.
Let X̃mi,j = (X
m







Similarly define Ṽk(n,m), 1 ≤ k ≤ m and let R̃k(n,m) = Ṽk(n,m) − Ṽk−1(n,m),
































and ρ = −1/(m− 1).












, 1 ≤ k ≤ m, (1.2.5)
where (B̃j)1≤j≤m is a driftlessm-dimensional Brownian Motion with covariance matrix






More precisely, inspired by [12],







Y m,ln = max
1≤i≤n















for any ϵ > 0, and from (1.2.6),
P































































for 1 ≤ k ≤ m, and with the convention that L̃0(n,m) = 0.
From Sakhanenko’s version of the KMT inequality as stated, for example, in



















where, as m → +∞, c1(m) ∼ C1/
√
m and c2(m) ∼ C2/
√
m, for absolute constants





























Combining (1.2.8) and (1.2.9), under the condition m(n) = o(n1/4),
P





for 1 ≤ k ≤ r, and where C3 is a positive constant depending on k, which for r fixed,
can be chosen only depending on r.


















≥ x1 − ϵ, · · · ,
L̃r(n,m)− L̃r−1(n,m)√
mn






























≥ x1 + ϵ, · · · ,
L̃r(n,m)− L̃r−1(n,m)√
mn












with again the convention that L̃0(n,m) = 0.
Combining (1.1.1) with Theorem 1.5.2 of the Appendix, when m and n simulta-
neously converge to infinity in such a way that m(n) = o(n1/4), the large deviations
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(z/2)2 − 1dz, (1.2.13)





≥ x1 ± ϵ, · · · ,
L̃r(n,m(n))− L̃r−1(n,m(n))√
m(n)n
≥ xr ± ϵ
)
= exp {−m(n) (Ir(x1 ± ϵ, · · · , xr ± ϵ) + o(1))} ,
where o(1) goes to 0 as n converges to infinity. Combining this fact with (1.2.10), for
any 1 ≤ k ≤ r
P































(Ir(x1 ± ϵ, · · · , xr ± ϵ) + o(1))
)}
→ 0 as m,n → ∞, m = o(n1/4). (1.2.14)
























≥ x1 − ϵ, · · · ,
L̃r(n,m(n))− L̃r(n,m(n))√
m(n)n
≥ xr − ϵ
)
= −Ir(x1 − ϵ, · · · , xr − ϵ).
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≥ x1 + ϵ, · · · ,
L̃r(n,m(n))− L̃r(n,m(n))√
m(n)n
≥ xr + ϵ
)
= −Ir(x1 + ϵ, · · · , xr + ϵ).





















for any x1 ≥ x2 · · · ≥ xr > 2. Next, assume that x1 ≥ x2 · · · ≥ xk > xk+1 = · · · =
xr = 2, 1 ≤ k ≤ r, with the convention that k = r corresponds to x1 ≥ x2 · · · ≥ xr >


















































































(z/2)2 − 1dz. (1.2.18)
Combining (1.2.17) and (1.2.18), (1.1.6) is proved.




















for any 1 ≤ k ≤ r. From (1.2.24), the first term on the right of (1.2.19) is exponen-
tially negligible with speed m. For the second term, from (1.2.10), for any T > 0,
P














→ 0 as m,n → ∞, m = o(n1/4).












which proves (1.1.7) in Theorem 1.1.1.
Proof of Theorem 1.1.2
First, (1.1.14) is just a direct consequence of (1.1.6). Next, we prove (1.1.13). Fix
y1 ≥ y2 ≥ · · · ≥ yr, with yr < 2. If K(yr) < +∞, then there exists δ > 0 such that
18















≤ y1 + ϵ, · · · ,
L̃r(n,m)− L̃r−1(n,m)√
mn



























≤ y1 − ϵ, · · · ,
L̃r(n,m)− L̃r−1(n,m)√
mn












with once more the convention that L̃0(n,m) = 0.
Combining (1.1.1) with Corollary 1.5.1, when m and n simultaneously converge




















≤ y1 ± ϵ, · · · ,
L̃r(n,m(n))− L̃r−1(n,m(n))√
m(n)n




−m(n)2 (K(yr ± ϵ) + o(1))
}
,
where o(1) is meant for an expression converging to zero as n converges to infinity.
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Combining this last fact with (1.2.10), for any 1 ≤ k ≤ r
P





















(K(yr ± ϵ) + o(1))
)}
→ 0 as m,n → ∞, m = o(n1/6).















for yr ≤ yr−1 ≤ · · · ≤ y1, with yr < 2 and K(yr) < +∞.






























and when m and n simultaneously converge to infinity with m = o(n1/6), the second
term on the right of (1.2.27) is exponentially negligible with speed m2, while the
first term is, from (1.2.24), dominated by e−m(n)
2K(yr+ϵ). Thus (1.2.26), in this case,
follows by letting ϵ go to 0.



























= −K(2− ϵ). (1.2.28)
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which proves the case yr = 2, and finishes the proof of the first part of Theorem 1.1.2.
From Lemma 1.5.2 of the Appendix, we can prove (1.1.11).
When x ≤ 0, M0((−∞, x]) is empty so K(x) = +∞ and when x ≥ 2, the
semicircular probability measure belongs to M0((−∞, x]), thus K(x) = 0. When
0 < x < 2, the closed form expression of K given by (1.1.12) can be derived using
the techniques developed in [33]. Denote by µ0 the zero mean probability measure







log |t− y|dµ(t)dµ(y)− 3
4
, (1.2.29)
(the existence and uniqueness of µ0 follows from Theorem 1.3 in Chapter 1 of [35].
Moreover, in view of Theorem 2.5 in Chapter IV of [35], µ0 is absolutely continuous
with continuous density ρ0, while from Theorem 1.10 and Theorem 1.11 of Chapter
IV in [35], its support is a finite interval). Let us now proceed to explicitly find ρ0.
To do so, consider the Lagrange function







where the Lagrange multipliers c1 and c2 correspond to the constraints that µ is a zero
mean probability measure. Let [L′, x] be the support of ρ0, and for any continuous
21
function h supported on [L′, x] such that h(y) ≥ −ρ0(y) let




y2 (ρ0(y) + ϵh(y)) dy
−
∫∫





















log |t− y|ρ0(t)dt+ c1 + c2y
)
h(y)dy = 0, (1.2.31)






log |t− y|ρ0(t)dt+ c1 + c2y,
which is a continuous function on [L′, x]. Let h(y) = g+(y), then (1.2.31) yields that∫
g(y)≥0
g(y)2dy = 0,
thus g(y) ≤ 0 for y ∈ [L′, x]. Likewise, letting
h(y) =

0, if g(y) > 0,
g(y), if −ρ0(y) ≤ g(y) ≤ 0,
−ρ0(y), if g(y) < −ρ0(y),
(1.2.32)





log |t− y|ρ0(t)dt+ c1 + c2y = 0, (1.2.33)
for any y ∈ [L′, x]. In turn, differentiating (1.2.33) with respect to y further gives,




dt+ c2 = 0, (1.2.34)
where p.v. is the Cauchy principal value.
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x+ y + c2
2π
,

































4c2(L− 2y) + L2 + 4L(x+ y)− 8y(x+ y)
)
. (1.2.36)









and plugging this into (1.2.35) yields
fx(y) =
√
y(L− y)(2c2 + L+ 2(x+ y))
4πy
.
Now from the two constraints
∫
dµ0(y) = 1 and
∫
ydµ0(y) = 0 we get∫ 0
L








81x2 + 12− 9x
)2/3 − 4 61/3
32/3
(√































Integrating (1.2.33) with respect to µ0 gives,∫∫










































Plugging L and c2 into (1.2.39) gives the closed form expression for K.
1.3 Proof of Theorem 1.1.3 and Theorem 1.1.4
Recall that











1 (n,m) = sup
0=l0≤l1≤···≤lm=n







where from Lemma 9 of [11],
E
(∣∣∣V1(n,m)− V ′1 (n,m)∣∣∣) ≤ Cnpm2nd, (1.3.1)
with C > 0 some absolute constant.
To prove Theorem 1.1.3, let us first prove a lemma,
24
Lemma 1.3.1 Let k(m(n)) converge to infinity with n in such a way that

















(z/2)2 − 1dz, (1.3.2)















As in the proof of Theorem 1.1.1, for any j ∈ J(m), set X̃mi,j = (Xmi,j − pmmax)/σm,
where σ2m = p
m



















with the obvious notation for Ṽ
′
1 (n,m). Since k(m(n))p
m
max ≤ 1, as n → ∞, pmmax → 0,














for any x ≥ 2.


















1 (n,m) = sup
0=l0≤l1≤···≤lm=n
















where ρ1 = −pmmax/(1 − pmmax), it can be approximated via KMT by the Brownian
functional F (n, k)









where (B̃(r))1≤r≤k is a k-dimensional Brownian motion with covariance matrix
t

1 ρ1 · · · ρ1













nF (1, k), (1.3.9)
while from Corollary 3.2 and Corollary 3.3 in [19],
√
1− pmmaxF (1, k)
L
= (1.3.10)√











where (Bj)1≤j≤k is a standard k-dimensional Brownian motion. Looking at the right
hand side of (1.3.10), the first sum is a Gaussian random variable with variance at










where λk1 is the largest eigenvalue of a k×k element of the GUE (see the Introduction).
For the large deviation of F (1, k) when it is on the left of its asymptotic mean, since
λk1/
√
k satisfies a LDP with rate function I1 and since the contribution of the Gaussian





logP(F (1, k) ≥
√
kx) = −I1(x). (1.3.12)
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Next, as in the proof of Theorem 1.1.1,
P






















where l is any element of J(m) and




































pmmax and c2(m) ∼ C2
√


















for some positive constant C3. Combining (1.3.14) and (1.3.15), under the condition
k(m(n))3/pmmax = o(n), we have
P






for some positive constant C4. From (1.3.12), for any x > 2 and 0 < ϵ < (x− 2),
P(F (n, k) ≥
√
nk(x± ϵ)) = exp{−k(I1(x± ϵ) + o(1))}. (1.3.17)
Hence,
P
(∣∣∣Ṽ ′1 (n,m)− F (n, k)∣∣∣ ≥ √nkϵ)
















(I1(x± ϵ) + o(1))
]}
→ 0, as n → ∞, k(m(n))3/pmmax = o(n),
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and as in the proof of Theorem 1.1.1, this leads to (1.3.4) for any x > 2. Applying the
same arguments at the end of the proof of Theorem 1.1.1 we can prove that (1.3.4)
is valid for any x ≥ 2.
The proof of (1.3.5) is similar to the uniform case. First, from (1.3.10) and (1.3.11),





logP(F (1, k) ≤
√
kx) = −∞. (1.3.18)

















(∣∣∣Ṽ ′1 (n,m)− F (n, k)∣∣∣ ≥ √nkϵ) , (1.3.19)
while P
(∣∣∣Ṽ ′1 (n,m)− F (n, k)∣∣∣ ≥ √nkϵ) can be further controlled by e−k(m)T , with
T > 0, arbitrarily large. Hence (1.3.5) holds true under the condition
k(m(n))3/pmmax = o(n).
Proof of Theorem 1.1.3
Set X = (V1(n,m) − npmmax)/
√









nkpmmax. For any x > 2 and 0 < ϵ < x− 2,
P(X ≥ x) ≤ P(Z ≥ x− ϵ) + P(|Y | ≥ ϵ), (1.3.20)
and
P(X ≥ x) ≥ P(Z ≥ x+ ϵ)− P(|Y | ≥ ϵ). (1.3.21)
Moreover, from (1.3.1)









and from Lemma 2.3.2,
P(Z ≥ x± ϵ) = exp{−k[I1(x± ϵ) + o(1)]}.
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Under the condition (1.1.15), we have
P(|Y | ≥ ϵ)









exp{k[I1(x± ϵ) + o(1)]} → 0, as n → ∞. (1.3.23)
Letting ϵ go to 0, and repeating the same arguments as in the proof of Theorem 1.1.1,
proves (1.1.16), for any x ≥ 2, under the conditions given in Theorem 1.1.3.
For (1.1.17), for any x < 2 and 0 < ϵ < 2− x,
P(X ≤ x) ≤ P(Z ≤ x+ ϵ) + P(|Y | ≥ ϵ).
From (1.3.3), P(Z ≤ x + ϵ) is exponentially negligible with speed k(m), and from
arguments as in (1.3.23), P(|Y | ≥ ϵ) is bounded by e−k(m)T , T > 0, as n → ∞.
Hence, letting T → ∞, P(|Y | ≥ ϵ) is also exponentially negligible with speed k(m),
which proves (1.1.17).
Proof of Theorem 1.1.4 and Remark 1.1.3
First, (1.1.22) is a direct consequence of (1.1.16). Next, we prove (1.1.21). As in
the proof of Lemma 2.3.2, when V
′
1 (n,m), is on the left of its simultaneous asymptotic
mean, it can be approximated by F (n, k) (see (1.3.8)). Hence the rate function Kη
should be the corresponding rate function of the Brownian functional F (1, k) (see
(1.3.9)) when it is on the left of its asymptotic mean, with convergence rate k(m)2.
From the right hand side of (1.3.10) we know that this new rate function Kη will
depend on η, which is the limit of kpmmax. Moreover, for F (1, k), and from [22],
√
1− pmmaxF (1, k)
L
= λ̃01,




and where X0 is an element of G0(pm1 , pm2 , · · · , pmm). So the rate function Kη should
also be the corresponding rate function of λ̃01 when it is on the left of its asymptotic








where λk1 is the largest eigenvalue of the k × k GUE and g is a standard normal




infµ∈M((−∞,x]) I(µ), if x ∈ (−∞, 2],






, if x ∈ (−∞, 0],
0, if x ∈ [0,+∞),
(1.3.26)
where J is the rate function for λk1 with speed k
2, I(µ) is given in (1.5.5), and Gη is







−72x+ x3 + 30
√































Notice that 0 < J ′′(x) < 1 for x ∈ (−∞, 2). Moreover, by Taylor expansions for J




+ log(−x) + 3
4
+ e1(x), (1.3.30)




with |e1(x)| ≤ 2/x2 and |e2(x)| ≤ 4/|x|3.
From (1.3.24), it is well known (see [16], [34]) that,
J(x) = Kη2Gη(x) := inf
y∈R
{Kη(y) +Gη(x− y)}, (1.3.32)
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, if y ≤ 0,










Hence for η = 0, K0 = J , for η = 1, K1 = K, while for 0 < η < 1, Kη interpolates
between J and K. From the very definition of the Legendre transform,
J∗(y) = sup
x∈R
(xy − J(x)) ,
for each y ≤ 0, there exists a unique solution to J ′(x) = y on x ∈ (−∞, 2], and we
denote this solution by S(y). S is an increasing function on (−∞, 0] with S(0) = 2,





for y < 0. Thus for y ≤ 2,
J∗(y) = yS(y)− J(S(y)).









For y ≤ 0, let










so H ′′x,η(y) < 0 for y ∈ (−∞, 0), x ∈ R and 0 ≤ η ≤ 1. When x ≥ 2, for any 0 ≤ η ≤ 1,
H ′x,η(y) > 0 for y < 0 with H
′
x,η(0) ≥ 0, thus Kη(x) = supy≤0Hx,η(y) = Hx,η(0) = 0.
Now we consider the case when x < 2. First, from (1.3.31), it can be shown that
for y < −6,
y < S(y) < y + 1,
and thus since x− J ′(x) is increasing on (−∞, 2],




y < S(y) < y − 2
y + 1
.
Moreover, when y < −6,∣∣∣∣Hx,η(y)− (xy − y2 + J(y) + ηy22
)∣∣∣∣ ≤ |y| |S(y)− y|+ |J(S(y))− J(y)|
≤ 2
∣∣∣∣ yy + 1
∣∣∣∣+ |J ′(y)| |S(y)− y|
≤ 3 + 3 = 6. (1.3.34)
Combining (1.3.34) with (1.3.30), we get that for y < −6,∣∣∣∣Hx,η(y)− (xy + log(−y)− 1− η2 y2
)∣∣∣∣ ≤ 7. (1.3.35)




For 0 < x < 2, since S(y) − y is increasing on (−∞, 0] with a range of (0, 2], there
exists a unique solution to H ′x,1(y) = x − S(y) + y = 0, and we denote it by T1(x).
Note that y = T1(x) is the maximizer for Hx,1(y) and as x → 0, T1(x) → −∞, thus





Since for x < 1/6,
sup
y≤−6
(xy + log(−y)) = −1− log x,
combining this with (1.3.35) gives for x close enough to 0,
|K1(x)− (− log x)| ≤ 8.
When 0 < η < 1, for any x < 2, there exists a unique solution to H ′x,η(y) =
x− S(y) + ηy = 0, which is denoted by Tη(x). Note that y = Tη(x) is the maximizer
of Hx,η(y) and as x → −∞, Tη(x) → −∞. By repeating arguments as in the case










which is consistent with J(x) when η = 0.
The rest of the proof follows exactly the proof of Lemma 2.3.2 and of Theorem
1.1.3.
1.4 Proof of Theorem 1.1.5 and Theorem 1.1.6
Left and right concentration inequalities for the largest eigenvalue λm1 of an element
of the m×m GUE are respectively given in [3] and [27]. More precisely:




m(1 + ϵ)) ≤ C0e−mϵ
3/2/C0 . (1.4.1)
Likewise, for some absolute positive constant C̄0, and all m ≥ 1 and 0 < ϵ ≤ 1,
P(λm1 ≤ 2
√
m(1− ϵ)) ≤ C̄0e−m
2ϵ3/C̄0 . (1.4.2)
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= λm,01 + Zm,
where Zm is a centered Gaussian random variable with variance 1/m, which is inde-
































for some positive constant C1. Now from (1.2.7), (1.2.8) and (1.2.9), the second term
















In order to reach (1.1.24), we need to show that there exists a positive constant














First, since mϵ3/2 ≥ 1, (1.4.4) can be satisfied by choosing C(A,α) ≥ C1. Now taking












































− 1 + α
2
log n.






− 1 + α
2
























But from our choice of α, (1 + α)/(1− 4α) > 1, so by choosing








for some large enough absolute constant C, (1.4.8) and (1.4.5) are satisfied.
























3 − (1 + α) log n. (1.4.11)
Now repeating the previous arguments, taking the minimum on the right hand side
















Again, for 0 < α < 1/4, 1 < (1 + α)/(1− 7α/3) < 3, so as long as we choose








for some large enough absolute constant C, C(A,α) will satisfy (1.4.12) and hence
also satisfy (1.4.6).
Combining (1.4.9) and (1.4.13), if mϵ3/2 ≥ 1, and m ≤ Anα, with α < 1/4, we
can find a positive constant








so that (1.1.24) holds for all 0 < ϵ < 1. When mϵ3/2 < 1,
C(A,α)e−mϵ
3/2/C(A,α) ≥ Ce−1/C ≥ 1,
as C is large enough, and (1.1.24) follows naturally. So combining these two cases,
we can find a positive C(A,α) as in (1.4.14), with C large enough, such that (1.1.24)
holds.








































Repeating previous arguments, we get that, as long as m ≤ Anα, with α < 1/6, we
can find some positive constant








so that (1.1.25) is satisfied. Again, by taking C̄ large enough, the case m2ϵ3 < 1
follows, and (1.1.25) is proved.
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The proof for the non-uniform case is similar to the uniform one. For (1.1.27), we





































≥ 1 + ϵ
3
)
= A1 + A2 + A3.
























































In order to reach (1.1.27), we need to show that there exists a positive C(A,B, α),



























































































so if α > 3, then we can choose a constant C(A,B, α), satisfying (1.4.18). Actually
























for a large enough absolute constant C.















From (1.1.26) and the assumption kϵ3/2 ≥ 1, in order for (1.4.16) to hold true,














C(A,B, α) ≥ Cmax{
√
B, 1}, (1.4.21)
with the absolute constant C large enough.
For (1.4.17), as we did in (1.4.6), and under the condition kα/pmmax ≤ An with
α > 3, we need to choose








with the absolute constant C large enough. Finally, (1.4.19) is easy to satisfy since
kϵ3/2 ≥ 1. Moreover, when kϵ3/2 < 1, then (1.1.27) holds naturally given C large
enough.
Combining (1.4.20), (1.4.21) and (1.4.22), choosing










with C some large enough absolute constant, (1.1.27) holds under the given condi-
tions. Likewise, we can prove (1.1.29).
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1.5 Large deviations for the spectrum of the traceless GUE
For any integer m ≥ 2, let the random matrix X be an element of the m×m GUE.
Let (λ1, λ2, · · · , λm) be the spectrum of X, and let
(ξ1, ξ2, · · · , ξm) =
1√
m
(λ1, λ2, · · · , λm).
The joint probability density of (ξ1, ξ2, · · · , ξm) is given by






















see Theorem 2.5.2 in [5] and also Theorem 3.3.1 in [32].
Let (λ01, λ
0
2, · · · , λ0m) be the spectrum of X − tr(X)/m, an element of the m ×m
traceless GUE, and again, let
(ξ01 , ξ
0





2, · · · , λ0m).
The joint distribution function of (ξ01 , ξ
0
2 , · · · , ξ0m) is given by
P
(








ϕm(x1, x2, · · · , xm)dx1 · · · dxm−1,
where
L(s1, · · · , sm) :=
{
x = (x1, · · · , xm) ∈ Rm :
m∑
i=1
xi = 0, and xi < sj,
for each i = 1, · · · ,m
}
.
Let (ξm1 , ξ
m
2 , · · · , ξmm) be the nonincreasing rearrangement of (ξ1, ξ2, · · · , ξm), and
let (ξm,01 , ξ
m,0
2 , · · · , ξm,0m ) be the nonincreasing rearrangement of
(ξ01 , ξ
0
2 , · · · , ξ0m), then, e.g., see [22],
(ξm1 , ξ
m
2 , · · · , ξmm)
L
= (ξm,01 , ξ
m,0
2 , · · · , ξm,0m ) + gmem, (1.5.4)
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where gm is a centered Gaussian random variable with variance 1/m
2, independent
of the vector (ξm,01 , ξ
m,0
2 , · · · , ξm,0m ), and where em = (1, 1, · · · , 1).
As shown in [10], the law of the spectral measure µ̂m = 1
m
∑m
i=1 δξi satisfies a large
deviation principle on the set P(R) of probability measures on R, and with good rate







log |x− y|dµ(x)dµ(y)− 3
4
, (1.5.5)







Based on this LDP for µ̂m, the LDP for the largest (or rth largest) eigenvalue of
the GOE with an explicit rate function is obtained in [9] and [4] (see also [24] for
generalizations). Following the approach and the techniques developed there, we can
prove the multidimensional LDP for the first r eigenvalues of the GUE:
Theorem 1.5.1 Let r ∈ N, on Lr := {(x1, x2, · · · , xr) ∈ Rr : x1 ≥ x2 ≥ · · · ≥ xr},
(ξm1 , ξ
m
2 , · · · , ξmr ) satisfies a LDP with speed m and a good rate function








(z/2)2 − 1dz, if x1 ≥ x2 · · · ≥ xr ≥ 2,
+∞, otherwise.
Proof. First, for the convenience of the future proof, we may denote the joint density
of the spectrum of the m×m GUE as
















To prove this theorem, we need the lemma:










Proof of Lemma 1.5.1:
Observe that since L is large enough, for any |x| ≥ L and ξi ∈ R,
|x− ξi|2e−ξ
2
i /2 ≤ 2(|x|2 + |ξi|2)e−ξ
2
i /2 ≤ 4|x|2 ≤ ex2/4
So we have:
























Further, the explicit formula for Zm shows that Zm−1/Zm ≤ eC
′m for some finite C ′















and the lemma follows since C < ∞ is independent of L.








r ≤ x) = −∞ for all x < 2, (1.5.6)














for all x1 ≥ x2 · · · ≥ xr ≥ 2 (1.5.7)
First, suppose that ξmr ≤ x for some x < 2, then we have µ̂m((x, 2]) ≤ (r − 1)/m.
Since σ((x, 2]) > 0, we may find a bounded and continuous function h(y) such that
h(y) = 0 for all y ≤ x and
∫
hdσ > 0. Choose some number r such that 0 < r <
∫
hdσ
and define a closed set of P(R) as F := {ν ∈ P(R) :
∫
hdν ≤ r}, then σ /∈ F but for




some c > 0, so (1.5.6) follows consequently.
We now prove the upper bound for (1.5.7). Writing
Qm (ξ
m















by Lemma 1.5.1, the upper bound follows easily provided we show that for all L ≥













≤ −Ir(x1, x2, · · · , xr) (1.5.8)
To prove (1.5.8), let Qmm−r be a measure on Rm−r given by














and for x ∈ R and µ ∈ P(R) we define
Φ(z, µ) = 2
∫
log |z − y|µ(dy)− z
2
2
It was shown in [9] that Φ(z, µ) is upper semi-continuous on [−L,L]×P([−L,L]) and
continuous on [x, y]× P([−L,L]) for all L, x, y ∈ R such that y > x > L > 2. Using
(1.5.1), we can write
Qm
(




































Let B(σ, δ) denote the open ball in P(R) of radius δ > 0 and center σ. We write
BL(σ, δ) = B(σ, δ)∩P([−L,L]). On the domain of the integration (ξi − ξj)2 ≤ (2L)2
and e(m−r)Φ(ξi,µ̂
m−r












m /∈ B(σ, δ))
}
(1.5.10)





∣∣∣∣∣ ≤ cm−1 mmaxi=r+1 |ξi|
for some c ∈ R+. It follows from Lemma 1 that µ̂m−rm under Qm−r and Qmm−r are
exponentially equivalent as m → ∞, so µ̂m−rm under Qmm−r satisfies the same LDP as
µ̂m−rm under Qm−r. Hence the second term of (1.5.10) is exponentially negligible for































(z/2)2 − 1dz − r.
From the explicit expression of Crm it is easy to obtain
limm→∞m
−1 logCrm = r. Combining these two claims we may complete the proof of
the upper bound of (1.5.7).
To prove the lower bound, we fix x1 ≥ x2 ≥ · · · ≥ xr > t > 2. For 1 ≤ i ≤ r, fix
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yi > xi, then for any δ > 0
Qm (ξ
m
1 ≥ x1, · · · , ξmr ≥ xr)
≥ Qm
(









































m ∈ Bt(σ, δ))








m /∈ B(σ, δ)) → 0, as m → ∞
By the symmetry of Qmm−r and by the upper bound of (1.5.7), we have
Qmm−r(µ̂
m−r
m /∈ P((−t, t))) ≤ 2Qm−r(ξm−r1 ≥ t) → 0, as m → ∞
















letting yi ↓ xi, we may get the lower bound of (1.5.7).
From Theorem 1.5.1, and taking into account (1.5.4), we get a multidimensional
LDP for the first r eigenvalues of the traceless GUE:
Theorem 1.5.2 Let r ∈ N, on Lr := {(x1, x2, · · · , xr) ∈ Rr : x1 ≥ x2 ≥ · · · ≥ xr},
(ξm,01 , ξ
m,0
2 , · · · , ξm,0r ) satisfies a LDP with speed m and a good rate function








(z/2)2 − 1dz, if x1 ≥ x2 · · · ≥ xr ≥ 2,
+∞, otherwise.
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Proof. From [9], (ξm1 , ξ
m
2 , · · · , ξmr ) satisfies a LDP with speed m and rate function Ir
on Lr. To prove the validity of the same results for (ξm,01 , ξ
m,0








r ≤ x) = −∞, (1.5.13)
for any x < 2, and since Ir(x1, x2, · · · , xr) is continuous, increasing for any individual















(z/2)2 − 1dz, (1.5.14)
for all x1 ≥ x2 · · · ≥ xr ≥ 2.
First, for x < 2, let δ = 2− x, so
Qm(ξ
m,0
r ≤ x) ≤ Qm(ξm,0r + gm ≤ x+ δ/2) + P(gm ≥ δ/2)
= Qm(ξ
m
r ≤ x+ δ/2) + P(gm ≥ δ/2).
Since,




2δ2/2, as m → ∞, (1.5.15)
(1.5.13) follows.



















1 ≥ x1 − ϵ, · · · , ξmr ≥ xr − ϵ) = exp{−m(Ir(x1 − ϵ, x2 − ϵ, · · · , xr − ϵ) + o(1))},
where o(1) goes to 0 as m goes to infinity. So for fixed 0 < ϵ < xr,
P(gm ≥ ϵ)
Qm (ξm1 ≥ x1 − ϵ, · · · , ξmr ≥ xr − ϵ)









ξm,01 ≥ x1, · · · , ξm,0r ≥ xr
)








ξm,01 ≥ x1, · · · , ξm,0r ≥ xr
)
≥ −Ir(x1 + ϵ, x2 − ϵ, · · · , xr + ϵ).
Letting ϵ go to 0, the continuity of the rate function leads to (1.5.14).
For any µ ∈ P(R), construct a discrete approximation of µ by setting
xmi = inf
{
x ∈ R : µ((−∞, x]) ≥ i
m+ 1
}
, 1 ≤ i ≤ m, (1.5.16)
and µm = 1
m
∑m
i=1 δxmi (note that the choice of the length 1/(m + 1) of the intervals
rather that 1/m is only made in order to insure that xmm is finite).
Using these discrete constructions, set:
X =
{















It is easy to see that X is a proper subset of P0(R) since the condition in X
implies that the mean of the measure is 0. With the help of this definition, following
the proof in [10], we can get the large deviation principle for the spectral measure of
the traceless GUE:




i=1 δξ0i satisfies a large deviation
principle on X in the scale m2 and with the good rate function I.
Proof. Since this proof closely follows [10], it is just sketched here. Write the























2 dξ01 · · · ξ0m−1,
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(x2 + y2)− log |x− y|.



















so if under Q̄m, µ̂
m




then combined with (1.5.19), this will lead to the statement of the theorem.

















Moreover, from arguments as in [10], we get that (µ̂m0 )m∈N are exponentially tight
under Q̄m on X . So we just need to prove (µ̂m0 )m∈N satisfies a weak large deviation
principle with rate function J(µ) under the measure Q̄m. The upper bound is obvious,
since µ →
∫∫
f(x, y) ∧ Ndµ(x)dµ(y) is continuous for any µ ∈ X , so (1.5.21) shows
















where B(µ, δ) is an open ball of center µ and radius δ in X , with the distance between
two probability measures µ1 and µ2 in X is given by,
d(µ1, µ2) = sup
g∈Lipb(1)
∣∣∣∣∫ gdµ1 − ∫ gdµ2∣∣∣∣ ,
and where for some fixed b ≥ 0,


















which finishes the proof of the upper bound.
To prove the lower bound, let ν ∈ X . Since I(ν) = +∞ if ν has an atom, we can
assume without loss of generality here that it does not. Use the discrete construction
(1.5.16) for ν with νm = 1
m
∑m
i=1 δxmi . Since ν
m converges towards ν weakly with
probability 1 as m goes to infinity, for any δ > 0 and m large enough, if we set
∆m := {ξ01 ≤ ξ02 ≤ · · · ≤ ξ0m}, then
Q̄m(µ̂
m



































|xmi − xmj |2 ×
m−1∏
i=1
















































The last term in the right hand side of (1.5.24) can be bounded from below by
changing variables ξ1 = x1 and ξi − ξi−1 = xi, 2 ≤ i ≤ m− 1. Set












, and 0 ≤ xi ≤ −
δ
4m2








































0 ∈ B(ν, δ)) ≥
∏
i+1<j
|xmi − xmj |2
m−1∏
i=1




























|xmi | − δ2
}
. (1.5.26)
















Combining (1.5.22) and (1.5.27), the weak large deviation principle is proved, finishing
the whole proof.
We are now ready to give the large deviation for ξm,01 when it is on the left of its
mean. Let M((−∞, x]) be the set of all probability measures on (−∞, x], x ∈ R, let
MX ((−∞, x]) = M((−∞, x]) ∩ X , and let M0((−∞, x]) = M((−∞, x]) ∩ P0(R).
















When x ≥ 2, the semicircular law σ is both in MX ((−∞, x]) and M0((−∞, x]), and
so infµ∈MX ((−∞,x]) I(µ) = K(x) = I(σ) = 0. Moreover, when x ≤ 0, and since both
MX ((−∞, x]) and M0((−∞, x]) are empty, it follows that infµ∈MX ((−∞,x]) I(µ) =
K(x) = I(σ) = +∞.
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When 0 < x ≤ 2, and from arguments as in [23], it is next shown that K is











log |u− t|dµ(u)dµ(t)− 3
4
, (1.5.30)
and let νx be the minimizer of I(µ) on M0((−∞, x]), then for any 0 < ϵ < x, we have
K(x) ≤ K(x− ϵ) ≤ Jνx(yϵ, x− ϵ)
ν2x([yϵ, x− ϵ])
, (1.5.31)
where yϵ is the value which satisfies∫ x−ϵ
yϵ
tdνx(t) = 0.
Since the right hand side of (1.5.31) converges to K(x), as ϵ converges to 0, the left
continuity of K is proved.























thus by letting ϵ go to 0, the right continuity of K follows. Likewise, it can be proved
that infµ∈MX ((−∞,x]) I(µ) is right continuous with respect to x.










for any x ≤ 2.
Our next lemma and its proof benefited from Ionel Popescu input.
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Lemma 1.5.2 For any x ∈ R,
inf
µ∈MX ((−∞,x])
I(µ) = K(x). (1.5.33)
Proof. For x ≥ 2, both sides in (1.5.33) are equal to zero, we thus just need to








From Theorem 1.10 and Theorem 1.11 of Chapter IV in [35], we know that there is a
unique probability measure, call it µ0, which minimizes I(µ) for all µ ∈ M0((−∞, x]),
and the support of µ0 is an interval, denoted as [a, b] (with b ≤ x). Since µ0 is
atomless, its distribution function F is continuous, increasing with F (a) = 0 and
F (b) = 1. Moreover, since µ0 has zero mean,
∫ 1
0
F−1(x)dx = 0, where F−1, the
inverse of F , is continuous and increasing on [0, 1], with F−1(0) = a and F−1(1) = b.
Now for any integer n ≥ 2, construct an approximation to F−1 as follows: for




















, if 0 ≤ i ≤ n− 2,
b+ x− i
n





















, if 1 ≤ i ≤ n− 1,
a+ x− i+1
n




G+n (x)dx > 0 and
∫ 1
0



































and since Gn is piecewisely linear, it is Lipschitz continuous. Let µn be the probabil-
ity measure whose distribution function is the inverse function of Gn, the Lipschitz
continuity of Gn yields that µn ∈ X , for any n ≥ 2. From its construction, we know








For the second term on the right side of (1.5.5),∫∫
log |x− y|dµ(x)dµ(y) = 2
∫∫
x<y







































































be Riemann sum approximations of
∫∫
x<y






















































































log(y − x)dµ0(x)dµ0(y) = −∞, (1.5.35) is trivially true, so assume this












log |x− y|dµ0(x)dµ0(y), (1.5.42)




Since µn is supported on [a− 1/n, b+1/n] and from the right continuity with respect




which finishes the proof.
To finish, we obtain the large deviations for the first r eigenvalues of the traceless
GUE when at least one of them is on the left of the asymptotic mean:







ξm,01 ≤ x1, · · · , ξm,0r ≤ xr
)
= −K(xr),
Proof. Since (ξm,01 , ξ
m,0














B ≤ A ≤ m!
(m− r + 1)!(r − 1)!












ξ0i − (xi − xr) = ηi, for 1 ≤ i ≤ r − 1,
ξ0i = ηi, for r ≤ i ≤ m,
we then have:
B = P (ηi ≤ xr, 1 ≤ i ≤ m) .









i=1 ηi, for any bounded and Lips-























i=1 ηi are exponentially equivalent, and Theorem 1.5.3 also






and (1.5.44) finishes the proof.
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CHAPTER II
ON THE ORDER OF THE CENTRAL MOMENTS OF
THE LENGTH OF THE LONGEST COMMON
SUBSEQUENCE
2.1 Introduction and results
Let X = (Xi)i≥1 and Y = (Yi)i≥1 be two independent sequences of iid random
variables taking values in a finite alphabet Am = {α1, α2, · · · , αm}, with P(X1 =
αk) = P(Y1 = αk) = pk, k = 1, 2, · · · ,m. Let LCn be the length of the longest
common subsequence of X1 · · ·Xn and Y1 · · ·Yn, i.e., LCn is the largest k such that
there exist 1 ≤ i1 < i2 < · · · < ik ≤ n and 1 ≤ j1 < j2 < · · · < jk ≤ n, such that
Xi1 = Yj1 , Xi2 = Yj2 , · · · , Xik = Yjk .
The study of the asymptotic behavior of LCn has a long history starting with the






However, the exact value of γ∗, which depends on the distribution of X1 and on
the size of the alphabet is still unknown, even in ”simple cases” such as for uniform
Bernoulli random variables. This first asymptotic result was sharpened by Alexander
in [1] and [2] where the speed of convergence to γ∗ in (2.1.1) is investigated, and
where it is shown that,
γ∗n− C
√
n log n ≤ ELCn ≤ γ∗n, (2.1.2)
where C > 0 is a constant depending neither on n nor on the distribution of X1.
Next, as far as the order of the variance is concerned, Steele [37] first proved that
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V arLCn ≤ n, but finding the order of the lower bound is more illusive. In various
instances, where there is some ”bias” such as for an asymmetric scoring function or
highly asymmetric Bernoulli random variables, the lower bound is shown to be of
order n ([13], [21], [30]). This is also the case if the sequences are iid uniform and
contain sparse long blocks, which is in some sense a situation as close as we want to
the iid uniform one (see [6]).
We investigate below the r-th central moment of LCn, when all but one of the
letters are drawn with small probabilities, and prove:
Theorem 2.1.1 Let 1 ≤ r < +∞, and let (Xi)i≥1 and (Yi)i≥1 be two independent
sequences of iid random variables with values in Am = {α1, α2, · · · , αm}, and with
P(X1 = αk) = pk, k = 1, 2, · · · ,m. Let pj0 > 1/2, for some j0 ∈ {1, · · · ,m} and
let maxj ̸=j0 pj ≤ K/m, where K = 2−610−1e−21. Then there exists a constant C > 0
depending on pj0 and maxj ̸=j0 pj, but independent of n ∈ N, such that,
Mr(LCn) := E |LCn − ELCn|r ≥ Cn
r
2 . (2.1.3)
The above result provides yet another instance where the variance is linear in the
length of the sequences since, using the upper bound of [37], the lower bound (2.1.3)
can clearly be complemented by





0 < r ≤ 2.
As far as the content of the paper is concerned, in Section 2.2 we give a proof of
Theorem 2.1.1, which relies on the key preliminary result Theorem 2.2.1, whose proof
is given in Section 2.3.
2.2 Proof of Theorem 2.1.1
Throughout the paper, by finite sequences X and Y of length n, and when this does
not cause confusion, it is meant that X = (Xi)1≤i≤n and Y = (Yi)1≤i≤n.
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The strategy of proof to obtain our lower bound is to first represent LCn as a
random function of the number of αj0 in the sequences. This random function satisfies
a local reversed Lipschitz condition, as n goes to infinity, which ultimately gives the
lower bound in Theorem 2.1.1. To do so, pick a letter equiprobably at random from
all the non-αj0 letters in either one of the two finite sequences, of length n, X and Y ,
then change it to the most likely letter αj0 , and call the two new finite sequences X̃
and Ỹ . Then, the length of the longest common subsequence of X̃ and Ỹ , denoted
by L̃Cn, tends, on an event of high probability, to be larger than LCn. This fact is
given in the following theorem.
Theorem 2.2.1 Let the hypothesis of Theorem 2.1.1 hold. Then, there exists a set
Bn ⊂ Anm ×Anm, such that for all n ≥ 1,







and such that for all (x, y) ∈ Bn,
P(L̃Cn − LCn = 1|X = x, Y = y) ≥ K2, (2.2.2)




where K2 = K1/m, with K1 = 2
−410−1e−16.
The proof of Theorem 2.2.1 is given in the next section, but we indicate next how
it leads to the lower bound on Mr(LCn) obtained in Theorem 2.1.1.
From now on, assume without loss of generality that p1 > 1/2 and that p2 =
max2≤j≤m pj.
We start with a few definitions. For the two finite random sequences X =
(Xi)1≤i≤n and Y = (Yi)1≤i≤n, let N1 be the total number of letters α1 present in
them. By induction, define next a finite collection of pairs of random sequences
(Xk, Y k)0≤k≤2n as follows: First, let X
0 = (X0i )1≤i≤n and Y
0 = (Y 0i )1≤i≤n be indepen-
dent, with X0i and Y
0
i , i = 1, · · · , n, iid random variables with values in {α2, · · · , αm}
57
and such that P(X01 = αk) = P(Y 01 = αk) = pk/(1− p1), 2 ≤ k ≤ m. In other words,
X0, Y 0 are two independent finite sequences of iid random variables with common
law L(X, Y |N1 = 0). Once (Xk, Y k) is defined, let (Xk+1, Y k+1) be the pair of fi-
nite random sequences obtained by taking one letter with equal probability from all
the letters α2, α3, · · · , αm in the pair (Xk, Y k) and replacing it with α1. Then, let
LCn(k) denote the length of the longest common subsequence of X
k and Y k. Our first
lemma shows that the law of (Xk, Y k) is the same as the law of (X, Y ) conditional on
N1 = k, and therefore the law of LCn(k) is the same as the conditional law of LCn
given N1 = k.
Lemma 2.2.1 For k = 0, 1, · · · , 2n,
L(Xk, Y k) = L(X,Y |N1 = k). (2.2.4)
Proof. The proof is by induction on k. By definition, (X0, Y 0) has the same law
as (X, Y ) conditional on N1 = 0. Now assume (2.2.4) is true for k, i.e., for any
(αj1 , · · · , αj2n) ∈ Anm ×Anm, with J1 = k,
P
(













where Jℓ = |{1 ≤ i ≤ 2n : αji = αℓ}|, for any 1 ≤ ℓ ≤ m. Then, for k + 1, for any
(αj1 , · · · , αj2n) ∈ Anm ×Anm, with J1 = k + 1,
P
(







(Xk+11 , · · · , Xk+1n , Y k+11 , · · · , Y k+1n ) = (αj1 , · · · , αj2n)|Bk+1i
)
P(Bk+1i ), (2.2.6)
where Bk+1i is the event that the i-th α1 in (αj1 , · · · , αj2n) is changed from a non-α1
letter when passing from (Xk, Y k) to (Xk+1, Y k+1), for 1 ≤ i ≤ k+1. Conditional on
Bk+1i , the i-th α1 in (αj1 , · · · , αj2n) can be changed from any letter in {α2, α3, · · · , αm},













2 ≤ ȷ ≤ m. Thus,
P
(




















plugging this into (2.2.6), gives
P
(













and this finishes the proof.
Since the pairs {(Xk, Y k)}0≤k≤2n are independent of the random variable N1,
(XN1 , Y N1) has the same law as (X, Y ). Therefore, LCn(N1), the length of the longest
common subsequence of (XN1 , Y N1), has the same law as LCn, and thus,
Mr(LCn(N1)) = Mr(LCn). (2.2.8)
To prove Theorem 2.1.1, we also need the following simple inequality valid for
locally reversed Lipschitz functions.
Lemma 2.2.2 Let f : D → Z satisfies a local reversed Lipschitz condition, i.e., let
f be such that for any i, j ∈ D with j ≥ i+ ℓ,
f(j)− f(i) ≥ c(j − i),
where c and ℓ are two positive constants, and let T be a D-valued random variable





(Mr(T )− ℓr) . (2.2.9)
Proof. By convexity, if T̂ is an independent copy of T , then for any r ≥ 1,
Mr(T ) ≤ E(|T − T̂ |r) ≤ 2rMr(T ), (2.2.10)
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(Mr(T )− ℓr) .
For any random variable U and random vector V with finite r-th moment, r ≥ 1,
let
Mr(U |V ) := E
(
|U − E (U |V ) |r
∣∣V ) ,
then,
E (Mr(U |V )) = E (|U − E(U) + E(U)− E(U |V )|r)
≤ 2r−1 (E (|U − E(U)|r) + E (|E(U |V )− E(U)|r))






E(Mr(U |V )), (2.2.11)









Mr(LCn(N1)|(LCn(k))0≤k≤2n, N1 ∈ I)P(N1 ∈ I), (2.2.13)
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Mr(LCn(N1)|(LCn(k))0≤k≤2n, N1 ∈ I)
≥ 1
2r
Mr(LCn(N1)|(LCn(k))0≤k≤2n, N1 ∈ I ∩On)P(On), (2.2.15)





where K2 is given in Theorem 2.2.1 and where ℓ(n) is to be chosen later. In other
words, on the event On the random function LCn(·) has a slope of at least K2/4 on
the interval I, when i and j are at least ℓ(n) away from each other.




E(Mr(LCn(N1)|(LCn(k))0≤k≤2n, N1 ∈ I ∩On))P(N1 ∈ I)P(On), (2.2.17)
and it remains to estimate the three terms on the right hand side of (2.2.17). For the
first one, from the very definition of the event On, applying Lemma 2.2.2, and since
N1 is independent of (LCn(k))0≤k≤2n,






(Mr(N1|N1 ∈ I)− ℓ(n)r) . (2.2.18)






∣∣∣∣ ≤ 1√2np1(1− p1) , (2.2.19)
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and thus




















Choosing 33 log n/K22 ≤ ℓ(n) = o(
√
n), combining (2.2.17)-(2.2.20) and the estimate
on P(On), proved in the next lemma, will finish the proof of the lower bound in (2.1.3)
provided that ℓ(n) ≥ 33 log n/K22 and that Theorem 2.2.1 holds true.










































By stirling’s formula, for all k ∈ I and n ≥ 1,






















2n(1− p1)p1, n, p1), η(2np1 +
√



























Next, for each n ≥ 1, let
∆k+1 =

LCn(k + 1)− LCn(k), when Akn holds,
1, otherwise,
(2.2.25)
then from Theorem 2.2.1,




For k = 0, 1, · · · , 2n, let Fk := σ(X0, Y 0, · · · , Xk, Y k), and let Vk := ∆k−E(∆k|Fk−1),
k ≥ 1. Then (Vk)1≤k≤2n forms a martingale differences with respect to (Fk)0≤k≤2n−1,
and since −1 ≤ ∆k ≤ 1, it follows from Hoeffding’s martingale inequality that, for



























































































From the very definition of ∆k in (2.2.25),∩
k∈I
Akn ∩O∆n ⊂ On,
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which implies that


























and this finishes the proof.
2.3 Proof of Theorem 2.2.1
2.3.1 Description of alignments
Let us begin with an example. Let A3 = {1, 2, 3} and, say, let
X = 1213131112, Y = 1113121112. (2.3.1)
One optimal alignment corresponding to the longest common subsequence (LCS) of
X and Y is
1 2 1 3 1 3 1 1 1 2
1 1 1 3 1 2 1 1 1 2
(2.3.2)
while another possible optimal alignment is
1 2 1 3 1 3 1 1 1 2
1 1 1 3 1 2 1 1 1 2
(2.3.3)
Comparing these two alignments, it is seen that the way the letters α1, between
aligned non-α1 letters, are aligned is not important as long as a maximal number
of such letters α1 are aligned. Hence in general we will only describe which non-α1
letters are aligned and assume that between pairs of aligned non-α1 letters a maximal
number of letters α1 are aligned. In other words, we can take the two alignments
(2.3.2) and (2.3.3) as the same alignment.
Call cells, the parts of the alignment between pairs of aligned non-α1 letters. For
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example, the alignment (2.3.2) can be decomposed into two cells C(1) and C(2) as
C(1), v1=−1︷ ︸︸ ︷
1 2 1 3
1 1 1 3
C(2), v2=0︷ ︸︸ ︷
1 3 1 1 1 2
1 2 1 1 1 2
(2.3.4)
where moreover, vi denotes the difference between the number of letters α1 in the
X-part and the Y -part of the cell C(i). Note that any alignment can be represented
as a finite sequence of differences of the number of α1 of its cells. For the alignment
(2.3.2), this gives the representation (v1, v2) = (−1, 0). The same X and Y might
have different optimal alignments thus different representations. Above, for example,
another optimal representation is via (v1, v2) = (0,−1):
C(1), v1=0︷ ︸︸ ︷
1 2 1 3 1 3
1 1 1 3
C(2), v2=−1︷ ︸︸ ︷
1 1 1 2
1 2 1 1 1 2
(2.3.5)
Let X = X1X2 · · ·Xn and Y = Y1Y2 · · ·Yn be given. As just explained, to every
optimal alignment, corresponds a vector representation v := (v1, · · · , vk) showing the
number of cells (k, here) in the alignment and the difference between the number of
letters α1 in the cells. In every cell, the maximum amount of letters α1 is aligned.
On the other hand, for every v = (v1, · · · , vk) ∈ Zk corresponds a (possible empty)
family of alignments. All of these alignments have the same pairs of aligned non-α1
letters and between consecutive pairs of aligned non-α1 letters, a maximal number
of letters α1 are aligned. Since the alignments corresponding to the same v can only
differ in the way the letters α1 are aligned inside the cells, we identify the alignments
in the family associated with v as a single alignment. In other words, we identify
each vector v with an alignment and vice-versa.
Writing |v| for the number of coordinates of v, i.e., |v| = k if v ∈ Zk, then we can
define the alignment associated with v = (v1, · · · , vk) ∈ Zk rigorously.
65
Definition 2.3.1 Let k ∈ N and let v = (v1, · · · , vk) ∈ Zk. Define πv(i), νv(i) by
induction on i: starting with πv(0) = νv(0) = 0, for 0 ≤ i < k, once πv(i), νv(i) is
defined, let (πv(i+ 1), νv(i+ 1)) be the smallest (s, t) (where (s1, t1) ≤ (s2, t2) means
s1 ≤ s2 and t1 ≤ t2) such that the following three conditions are satisfied.
1. πv(i) < s and νv(i) < t;
2. Xs = Yt ∈ {α2, · · · , αm};
3. The difference between the number of letters α1 in the interval [πv(i), s] and
[νv(i), t] is equal to vi+1.
If no such (s, t) exists, then πv(i + 1) = · · · = πv(k) = ∞ and νv(i + 1) = · · · =
νv(k) = ∞. In other words, πv(i), νv(i) are the indices corresponding to the i-th
non-α1 aligned pair in v. The i-th cell Cv(i) is the pair of sequences is
Cv(i) :=
((




Yνv(i−1)+1, · · · , Yνv(i)
))
,
and we call the cell Cv(i) a vi-cell.
We can then let the alignment v be any alignment (provided that there exists at
least one) such that the following three conditions hold:
1. Xπv(i) is aligned with Yνv(i), for every i = 1, 2, · · · , k;
2. the number of aligned letters α1 in the cell Cv(i), denoted by Sv(i), is the mini-
mum number of letters α1 present in eitherXπv(i−1)+1, · · · , Xπv(i) or Yνv(i−1)+1, · · · , Yνv(i);
3. after aligning Xπv(k) with Yνv(k), align as many α1 as possible, and let that
number be rv.
From these definitions, for any v ∈ Zk, if an alignment corresponding to v exists,
then πv(k) ≤ n and νv(k) ≤ n, and such a vector v is called admissible. Let V denote
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Zk : πv(|v|), νv(|v|) ≤ n
}
. (2.3.6)





Sv(i) + rv. (2.3.7)





and an admissible alignment is optimal if and only if ℓCv = LCn.
In our example (2.3.1), v = (−1, 0) and (0,−1) are two optimal alignments, while
the alignment v = (−3, 2) is not optimal:
C(1), v1=−3︷ ︸︸ ︷
1 2
1 1 1 3 1 2
C(2), v2=2︷ ︸︸ ︷
1 3 1 3 1 1 1 2
1 1 1 2
(2.3.9)
2.3.2 The effect of changing a non-α1 letter to α1
Again, the main idea behind Theorem 2.2.1 is that, by changing a randomly picked
non-α1 letter into α1, the length of the longest common subsequence LCn is more
likely to increase by one than to decrease by one. More precisely, conditional on the
event An = {(X,Y ) ∈ Bn}, the probability of an increase of LCn is at least K2 while
the probability of a decrease is at most K2/2. Let us illustrate this fact with an
example. Let X and Y be given by,
X = 112113112131, Y = 131111111131, (2.3.10)
67
with optimal alignment:
C(1), v1=−2︷ ︸︸ ︷
1 1 2 1 1 3 1 1 2 1 3




Above, there are 6 non-α1 letters, X3, X6, X9, X11, Y2, Y11, each one of them has a
probability of 1/6 to be picked and replaced by α1. X3, X6, X9 and Y2 are not aligned,
and moreover, since X3, X6, X9 are on the top strand which contains a lesser number
of α1, picking one of them and replacing it, leads to an increase of one in the length of
the LCS. On the other hand, since X11 and Y11 are aligned in this optimal alignment,
picking one of them could potentially (but not necessarily) decrease the length of the
LCS by one. Picking Y2 does not reduce the length of the LCS, but may potentially
increase the LCS by modifying the optimal alignment. In conclusion, in this example,
by switching a randomly chosen non-α1 letter into α1, the probability to get an
increase of the LCS is at least 1/2 while the probability to get a decrease of the LCS
is at most 1/3.
To prove Theorem 2.2.1, we just need to prove that typically there exists an
optimal alignment v such that:
1. Among all the non-α1 letters in X and Y , the proportion which are on the
cell-strand with smaller number of letters α1, is at least K2.
2. Among all the non-α1 letters in X and Y , the proportion which are aligned is
at most K2/2.
Rigorously, let v = (v1, · · · , vk) ∈ Zk be admissible, and let N−v (i) be the number
of non-α1 letters on the cell-strand of Cv(i) with less α1:
N−v (i) =

0, if vi = 0,∑πv(i)−1
j=πv(i−1)+1 1Xj∈{α2,··· ,αm}, if vi < 0,∑νv(i)−1
j=νv(i−1)+1 1Yj∈{α2,··· ,αm}, if vi > 0.
(2.3.12)
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then the set Bn can be defined as the set of pairs of sequences (x, y) ∈ Anm×Anm such
that there exists an optimal alignment v satisfyingN−v ≥ K2N>1 and 2|v| ≤ K2N>1/2.
Clearly, Bn depends on K2. Recall that An = {(X, Y ) ∈ Bn}, and our next job is to
prove that there exists K2 > 0, such that
P (An) ≥ 1− e−C1n,
for some C1 > 0, independent of n.
In this argument, we need an optimal alignment with enough ones in the cell-
strands with less number of letters α1, the problem is that many optimal alignments
can have most cells are 0-cells, i.e., with the same number of letters α1 on both
strands. To solve this problem, for an optimal alignment with most cells are 0-cells,
we would break up some of the 0-cells to create enough nonzero-cells. Meanwhile, we
will maintain the alignment after the operation to be an optimal alignment. Let us
first look at an example. Take two sequences
X = 1121131123, Y = 112131113,
one of their optimal alignment is
C(1), v1=0︷ ︸︸ ︷
1 1 2
1 1 2
C(2), v2=0︷ ︸︸ ︷
1 1 3 1 1 2 3
1 3 1 1 1 3
(2.3.15)
with both cells C(1) and C(2) are 0-cells. Now if we look at X6 and Y5 in cell C(2),
they are only one position away from being aligned. Thus if we align them, instead
69
of the pair of X5 and Y6, we would break the cell C(2) into two new cells C̃(2) and
C̃(3), with ṽ2 = 1 and ṽ3 = −1. The new alignment after the operation:
C̃(1), ṽ1=0︷ ︸︸ ︷
1 1 2
1 1 2
C̃(2), ṽ2=1︷ ︸︸ ︷
1 1 3
1 3
C̃(3), ṽ3=−1︷ ︸︸ ︷
1 1 2 3
1 1 1 3
(2.3.16)
The advantage of breaking up a cell is that the new cells will have different number
of letters α1 on each strand, thus N
−
v tends to increase in this process while the score
remains the same. Once we apply this operation and get enough cells with different
number of letters α1 on two strands, we would have a high probability to find enough
non-α1 letters on strands with smaller number of letters α1.
The previous example leads to our next definition.
Definition 2.3.2 Let k ∈ N, v ∈ Zk ∩ V , 1 ≤ i ≤ k and vi = 0. The cell Cv(i) is
said to be breakable if there exists j and j′ such that:
1. Xj = Yj′ ∈ {α2, · · · , αm};
2. πv(i− 1) < j < πv(i) and νv(i− 1) < j′ < νv(i);
3. The difference between the number of letters α1 in
Xπv(i−1)+1Xπv(i−1)+2 · · ·Xj−1 and Yνv(i−1)+1Yνv(i−1)+2 · · ·Yj′−1
is plus or minus one.
2.3.3 Probabilistic developments
After the combinational analysis of the previous sections, let us now bring in the
picture some probabilistic tools. We start by introducing a useful way of constructing
alignments corresponding a given vector v = (v1, · · · , vk) ∈ Rk. For 1 ≤ i ≤ n and 2 ≤
j ≤ m, let ξji be the number of αj’s between the (i−1)-th α1 and the i-th α1, with the
convention that ξj1 is the number of αj’s before the first α1. For example, when m = 3
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6 , ) =
(0, 1, 1, 0, 0, 0) correspond to X = 1231311121. Similarly, we define the corresponding
random variables (ηji )
m
j=2 for Y .




min{i = 1, 2, · · · : ξji ̸= 0, η
j
i ̸= 0}. (2.3.17)
Likewise, to get a −u-cell (u > 0), we use the stopping time
T−u = min
2≤j≤m
min{i = 1, 2, · · · : ξji ̸= 0, η
j
i+u ̸= 0}, (2.3.18)
and for the u-cell,
Tu = min
2≤j≤m
min{i = 1, 2, · · · : ξji+u ̸= 0, η
j
i ̸= 0}. (2.3.19)
In other words, a cell with vi = u can be constructed in the following way: first set u
letters α1 on the X strand, then align consecutive pairs of α1, until meeting the first
pair of non-α1 letters.





be the total number of non-α1 letter between the (i − 1)-th α1 and i-th α1. Then,
ξ>1i has a geometric distribution:
P(ξ>1i = k) = (1− p1)kp1,
for k = 0, 1, 2, · · · , where (1 − p1) = p2 + p3 + · · · + pm. Moreover, since conditional




j=2 has a multinomial distribution,
P(ξji = k) =
∞∑
l=k

























for k = 0, 1, 2, · · · . Thus,






where G(p) denotes the geometric distribution with parameter p.
We start with providing a rough lower bound for the length of the LCS. First,
aligning as many letters α1 as possible in X and Y , would get approximately a
common subsequence of length np1, then aligning as many letters α2 as possible
without disturbing the already aligned α1, would give an additional
np1∑
i=1
min{ξ2i , η2i },




i are independent geometric random variables,















np22 ≥ (1− p2)np22.
This heuristic idea leads to the following rigorous lemma:
Lemma 2.3.1 Let p1 > 1/2, and let E1 := {LCn ≥ np1 + ((1− p2)3 − p2)np22}.
Then,
P(E1) ≥ 1− 4 exp(−2np62)− exp
(
n(p32 + log(1− p32))(p1 − p32)
)
.
























Therefore on E2(δ), at least n1(δ) := n(p1 − δ) letters α1 can be aligned.
Let ζi := min{ξ2i , η2i }, from (2.3.21) ζi + 1 has a geometric distribution. Now, if
Q1, · · · , Qn are iid geometric distributed random variables with parameter p, then for










≤ exp (−(β − 1− log β)n) . (2.3.22)










 ≤ e−C(β)n1(δ), (2.3.23)


































(p1 + p2)2 − p22







(1− p2)3 − p2
)
np22.
By Hoeffding’s inequality, for any δ > 0,
P ((Ex2 (δ))c) ≤ 2e−2nδ
2





2) ∩ E3(1− p32, p32) ⊂ E1,
P((E1)c) ≤ 4 exp(−2np62) + exp
(




Let Nx1 be the number of α1 in X, let N
y





1 is the number of α1 in X and Y . From the proof of the previous
lemma, we see that when E2(p
3
2) holds, N1 is upper bounded by 2n(p1+p
3
2), therefore































|vi| ≤ 2k and np22 ≤ 2k.
In other words, for any optimal alignment v,








(v1, v2, · · · , vk) ∈ Zk : |v1|+ · · ·+ |vk| ≤ 2k
}
, (2.3.25)
and where V is the set of admissible alignments (see (2.3.6)). This leads to the fact
that proving a property of the optimal alignment just requires proving it for every
alignment in Vn. In conclusion, we have
Corollary 2.3.1 Let E = {v ∈ Vn : v encodes an optimal alignment}, and let p2 ≤
1/10, then









Recall from Definition 2.3.1 that to a vector v ∈ Zk is associated an alignment which
has |v| cells Cv(1), · · · , Cv(|v|). Such a cell is called a nonzero-cell if it contains a
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different number of α1 on the X strand and Y strand. Let V1 be the subset of Vn,





∣∣∣|{i ∈ [1, k]|vi ̸= 0}| ≥ θk} ,
and let
W c := Vn −W.
Recall also that from (2.3.13) and (2.3.14), N−v is the number of non-α1 letters on
the cell strands with less α1, and that N>1 is the total number of non-α1 letters in X
and Y . Next we will define some events.
• LetD be the event that for all v ∈ W c, the proportion of the breakable zero-cells





where Dv is the event that, among the zero-cells in Cv(1), · · · , Cv(|v|), the









in other words, F is the event that for every v ∈ W , among all the non-α1
letters, the proportion which are on the cell-strands with smaller number of α1











in other words, H is the event that for every v ∈ W , among all the non-α1
letters, the proportion which are aligned is at most K2/2.
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Recall from Section 2.3.2 that An = {(X, Y ) ∈ Bn} is the event that there exists
an optimal alignment v such that N−v ≥ K2N>1 and 2|v| ≤ K2N>1/2, thus
E ∩D ∩ F ∩H ⊂ An, (2.3.26)
thus our next job is to prove that there exists K2 > 0 such that the events D,F,H
hold with high probability.




















Proof. For any v ∈ W c, let us calculate the probability that a 0-cell in the alignment
associated with v is breakable. Recall from the definition of T0 in (2.3.17), and for
2 ≤ j ≤ m, let Mj be the event this cell ends with a pair of αj’s. Define
T j0 := min{i = 1, 2, · · · : ξ
j
i ̸= 0, η
j
i ̸= 0}, (2.3.28)
thus T0 = min2≤j≤m T
j
0 and when Mj holds T0 = T
j
0 .
For 2 ≤ j ≤ m, let
U j1 := min{i = 2, · · · : ξ
j
i−1 ̸= 0, η
j
i−1 = 0, ξ
j
i = 0, η
j
i ̸= 0},
U j2 := min{i = 2, · · · : ξ
j
i−1 = 0, η
j
i−1 ̸= 0, ξ
j
i ̸= 0, η
j
i = 0},
U j := min{U j1 , U
j
2}.
With the above constructions, conditional on the event Mj, U
j < T j0 implies that
this 0-cell is breakable, thus we need estimate P(U j < T j0 ) from below. To do this,










Ũ j = min{i = 1, 2, · · · : Zji ∈ A1 ∪ A2},
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T̃ j0 = min{i = 1, 2, · · · : Z
j
i ∈ B1 ∪B2},
where
A1 := N∗ × {0} × {0} × N∗, A2 = {0} × N∗ × N∗ × {0},
B1 := N∗ × N∗ × N× N, B2 := N× N× N∗ × N∗,
and where as usual N is the set of nonnegative integers while N∗ = N\{0}. Clearly,




P(U j < T j0 ) ≥ P(2Ũ j < 2T̃
j
0 − 1) = P(Ũ j < T̃
j
0 ).
Since the random variables (Zji )i∈N+ are iid, and since A1 ∪ A2 and B1 ∪ B2 are
pairwise disjoint,
P(Ũ j < T̃ j0 ) =
P(Zji ∈ A1 ∪ A2)
P(Zji ∈ A1 ∪ A2) + P(Z
j
i ∈ B1 ∪B2)
=
2p21





















Let J be the index set of 0-cells in the alignment associated with v ∈ W c, thus
|J | ≥ (1 − θ)|v|. For every i ∈ J , let Ii be the Bernoulli variable that is one if and
only if the cell Cv(i) is breakable. Recall that Dv is the event that the proportion of
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Recall the definition of V (k) in (2.3.25), and let W c(k) := W c ∩ V (k), proceeding
















































Let u be a nonnegative integer. For any −u-cell ending with an aligned pair of αj
(i.e. Kj holds for this cell), let τ
j
x(l) be the index of l-th ξ
j
i such that ξ
j
i ̸= 0, in other
words,
τ jx(1) = min{i ≥ 1 : ξ
j
i ̸= 0},




ρj,− := min{l = 1, 2, · · · : ηj
u+τjx(l)
̸= 0}.
Hence ρj,− is the number of nonzero ξji ’s in the cell (including the last one correspond-
ing to the aligned pair of αj). Since X and Y are independent, ρ
j,− has a geometric
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distribution
P(ρj,− = k) = P(ηj
u+τjx(1)













for k = 1, 2, · · · . Let p̃j = pj/(p1 + pj), then ρj,− ∼ G(p̃j), for 2 ≤ j ≤ m. When
−u < 0, the number of letters αj on the X-strand (strand with smaller α1) is at least
ρj,− − 1, and this gives a lower bound for N−v (the number of non-α1 letters on the
cell-strand with less number of letters α1) in this −u-cell.
Lemma 2.3.3 Let K2 = K1/m, where K1 = 2
−410−1e−16 and where m is the alphabet
size, then for any p1 ≥ 1− 2−3e−16,
P(F ) ≥ 1− 15 exp(−np22/20).
Proof. For any v ∈ W , let now J be the index set of nonzero cells of the alignment
















where j(i) is the index of the last aligned pair αj in cell Cv(i), and ρ
j(i),−
i is the number
of ξj(i)(l) (or ηj(i)(l), depending on which cell strand has less number of letters α1) in
the cell Cv(i), where ξ
j(i)(l) is the l-th nonzero ξj(i) in the X-strand of Cv(i). From
(2.3.29), ρ
j(i),−




























































Since for i ∈ J , the geometric random variables ρj(i),−i are independent with parame-









































since from [30], |V (k)| ≤ 16k, thus
P(F1(k)c) ≤ 16k exp (− (−1− log(γ/θ + 2p2)) θk)
= exp (k log 16− (−1− log(γ/θ + 2p2)) θk) . (2.3.33)
Since we need have P(F1(k)c) going to 0 as k → ∞, thus we need
log 16− (−1− log(γ/θ + 2p2)) θ < 0. (2.3.34)











Combining (2.3.34) and (2.3.35), by choosing θ = 19/100, γ = 10−1e−16, then for any
p1 ≥ 1− 2−3e−16,
P(F1(k)c) ≤ e−k/10,
and so
P(F c1 ) ≤
∑
2k≥np22
P(F1(k)c) ≤ 11 exp(−np22/20).
Recall from the proof of Lemma 2.3.1 that, when E2((1 − p1)) holds, the total
number of non-α1 letters in X and Y is at most 4n(1− p1). Thus N>1 ≤ 4n(1− p1),














which implies F . Therefore,
P(F c) ≤ P(F c1 ) + P((E2(1− p1))c) ≤ 11 exp(−np22/20) + 4 exp(−2n(1− p1)2)
≤ 15 exp(−np22/20).
Lemma 2.3.4 Let K2 = K1/m, then for any p2 ≤ 2−2e−5K2
P(H) ≥ 1− 4 exp(−np22/2).
Proof. For any v ∈ W , let Cv(1), · · · , Cv(|v|) be the corresponding cells. For the cell
Cv(i), if it is ending with a pair of aligned αj, 2 ≤ j ≤ m, then let ρji (i) be the number
of nonzero ξj(l)’s in Cv(i). If vi ≤ 0, from the same argument as in (2.3.29), ρji (i)
has a geometric distribution with parameter p̃j(i). If vi > 0, there exists a geometric
random variable ρ
j(i),−






i + vi. Let
Nx>1 be the number of non-α1 letters in X and N
y
>1 be the number of non-α1 letters




























thus when p2 ≤ 2−2e−5K2,






































where the Gi are iid geometric random variable with parameter p̃2. Likewise we prove
that
P ((Hyv )c) ≤ exp(−4|v|),
and thus














P((H(k))c) ≤ 4 exp(−np22/2).
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Combining Corollary 2.3.1, Lemma 2.3.2, 2.3.3, 2.3.4, using (2.3.26), letting K2 =
K1/m, and θ = 19/100, it follows that for p2 ≤ 2−2e−5K2 = K/m,






















In this thesis, we have tackled two sets of problems in sequence analysis. In the first
set, for the uniform model, we first investigate the large deviations of the eigenvalues
of the traceless GUE. When the eigenvalues are on the right of the asymptotic mean,
since the distribution of the spectrum of the GUE and of the traceless GUE only
differ by a normal random vector, which becomes negligible in this case, they share
the same large deviations principle. This is shown in Section 1.5.
When the eigenvalues are on the left of the asymptotic mean, the situation is
different, and the normal vector is no longer negligible. The LDP has a different
speed in this case, which is essentially due to the asymmetry of the Tracy-Widom
distribution. Then, to get the rate function of the eigenvalues of the traceless GUE,
two different approaches are used. The first approach observes that the empirical
mean measure of the spectrum satisfies a LDP on the space of zero mean probability
measures. This leads to a closed form expression for the rate function, using a calculus
of variation argument. The second approach, coming from the relationship between
the Legendre transform of the rate functions of the eigenvalues of the GUE and the
traceless GUE, is also applicable to the non-uniform model.
When the large deviations of the eigenvalues of the traceless GUE are available,
we use the KMT approximation to derive the large deviations for the shape of the
random RSK Young diagrams. Indeed, this shape is sharing the same functional
structure as the spectrum of the traceless GUE. This argument requires a control of
the size of the alphabet when compared to the length of the random word, and it is
contained in Section 1.2.
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The non-uniform model is similar to the uniform model, but then the shape of
the Young diagrams is related to the eigenvalues of the ”generalized” traceless GUE,
which depends on the probability distribution of the alphabet set.
In Section 1.4, non-asymptotic concentration bounds for the length of the top row
of the diagrams are given, as a complement to the LDP results. In both the uniform
and non-uniform model, the orders of the exponential decay in the concentrations are
compatible with that in the LDP.
In the longest common subsequence part of the thesis, we proved a lower bound
on the order of the central moment of the LCS, when all but one of the letters are
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[6] S. Amsalu, C. Houdré, H. Matzinger. Sparse long blocks and the variance of the
LCS. Preprint arXiv:1204.1009v1, 2012.
[7] J. Baik, T. Suidan. A GUE central limit theorem and universality of directed first
and last passage percolation site. Int. Math. Res. Not. no. 6, pp. 325-337, 2005.
[8] Y. Baryshnikov. GUEs and Queues. Probab. Theor. and Relat. Fields, vol. 119,
pp. 256-274, 2001.
[9] G. Ben Arous, A. Dembo and A. Guionnet. Aging of spherical spin glasses.
Probab. Theory Related Fields 120, no. 1, 1-67, 2001.
[10] G. Ben Arous, A. Guionnet. Large deviations for Wigner’s law and Voiculescu’s
non-commutative entropy. Probab. Theory Relat. Fields, 108, 517-542, 1997.
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[22] C. Houdré, H. Xu. On the limiting shape of random Young tableaux associated
to inhomogeneous words. To appear on: High Dimensional Probability VI: The
Banff Volume, Springer, 2013.
[23] J-P. Ibrahim. Large deviations for directed percolation on a thin rectangle. Ac-
cepted at ESAIM P&S.
[24] K. Johansson. Shape fluctuation and random matrices. Comm. Math. Phys. 209,
437-476, 2000.
[25] K. Johansson. Discrete polynomials ensembles and the Plancherel measure. Ann.
Math. vol. 153, pp. 259-296, 2001.
[26] J. Lember, H. Matzinger. Standard deviation of the longest common subsequence.
Ann. Probab. 37, no. 3, 1192-1235, 2009.
[27] M. Ledoux, B. Rider. Small deviations for beta ensembles. Electron. J. Probab.
15, no. 41, 1319-1343, 2010.
[28] M. Lifshits. Lecture notes on strong approximation. Pub. IRMA Lille 53 13, 2000.
[29] M. Lifshits. Gaussian Random Functions. Kluwer Academic Publishers, 1995.
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[36] T. Seppäläinen. Large deviations for increasing sequences on the plane. Probab.
Theory Related Fields 112(2), 221-244, 1998.
[37] J. M. Steele. An Efron-Stein inequality for nonsymmetric statistics. Ann. Statist.
14, 753-758, 1986.
[38] C. Tracy, H. Widom. Level-spacing distributions and the Airy kernel. Commun.
Math. Phys., vol. 159, pp. 151-174, 1994.
[39] C. Tracy, H. Widom. On the distributions of the lengths of the longest monotone
subsequences in random words. Probab. Theory Relat. Fields, vol. 119, pp. 350-
380, 2001.
[40] C. Tracy, H. Widom. Matrix kernels for the Gaussian orthogonal and symplectic
ensembles. Annales de l’institut Fourier, 55 no. 6, p. 2197-2207, 2005.
[41] F. G. Tricomi. Integral equations. Pure Appl. Math., vol. V. Interscience, London,
1957.
[42] M. S. Waterman. Estimating statistical significance of sequence alignments. Phi-
los. Trans. R. Soc. Lond. Ser. B 344, 383-390, 1994.
88
VITA
Jinyong Ma was born in Weifang of Shandong Province, China on February 10, 1985.
He went to University of Science and Technology of China in Hefei in 2003 and gradu-
ated with a Bachelor degree of Science in mathematics in June of 2007. Following the
completion of his Bachelor degree, he came to Atlanta in August and joined the Geor-
gia Institute of Technology to work in Probability Theory with Professor Christian
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