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1
2Abstract. For n ≥ 2, the open and closed symmetrized polydisc
(or, symmetrized n-disc) are the following subsets of Cn:
Gn =

 ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj , . . . ,
n∏
i=1
zi
 : |zi| < 1, i = 1, . . . , n
 ,
Γn =

 ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj , . . . ,
n∏
i=1
zi
 : |zi| ≤ 1, i = 1, . . . , n
 .
We prove that every distinguished variety in the symmetrized poly-
disc Gn has complex dimension 1 and can be represented as
Λ ={(s1, . . . , sn−1, p) ∈ Gn :
(s1, . . . , sn−1) ∈ σT (F
∗
1 + pFn−1 , F
∗
2 + pFn−2 , . . . , F
∗
n−1 + pF1)},
(0.1)
where F1, . . . , Fn−1 are commuting square matrices of same order
satisfying
(i) [F ∗i , Fn−j ] = [F
∗
j , Fn−i] for 1 ≤ i < j ≤ n− 1,
(ii) σT (F1, . . . , Fn−1) ⊆ Gn−1.
The converse also holds, i.e, a set of the form (0.1) is always a
distinguished variety inGn. We show that for a tuple of commuting
operators Σ = (S1, . . . , Sn−1, P ) having Γn as a spectral set, there
is a distinguished variety ΛΣ in Gn such that the von-Neumann’s
inequality holds on ΛΣ, i.e,
‖f(S1, . . . , Sn−1, P )‖ ≤ sup
(s1,...,sn−1,p)∈ΛΣ
|f(s1, . . . , sn−1, p)|,
for any holomorphic polynomial f in n variables, provided that
Pn → 0 strongly as n → ∞. The variety ΛΣ has been shown to
have representation like (0.1), where Fi is the unique solutions of
the operator equation
Si − S
∗
n−iP = (I − P
∗P )
1
2Xi(I − P
∗P )
1
2 , i = 1, . . . , n− 1.
We provide some operator theory on Γn. We produce an ex-
plicit dilation and a concrete functional model for such a triple
(S1, . . . , Sn−1, P ) and the unique operators F1, . . . , Fn−1 play cen-
tral role in this model. Also we describe a connection between
distinguished varieties in G2 and G3.
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1. Introduction
Throughout the paper all operators are bounded linear operators de-
fined on complex Hilbert spaces unless and otherwise specified. A con-
traction is an operator with norm not greater than one. We shall define
Taylor joint spectrum and spectral set for a tuple of commuting opera-
tors and distinguished boundary of a compact subset in Cn in Section
2.
1.1. Motivation. In 2005, Agler and McCarthy published a very in-
fluential paper [2], where they established the fact that for any pair
of commuting contractive matrices (T1, T2), there is a one-dimensional
complex algebraic variety V inside the unit bidisc D2 such that for any
holomorphic polynomial p in two complex-variables, the von-Neumann’s
inequality
‖p(T1, T2)‖ ≤ sup
(z1,z2)∈V
|p(z1, z2)|,
holds, provided that none of T1, T2 have eigenvalues of unit modulus.
The variety V exits the bidisc D2 through its distinguished boundary,
the torus T2, without intersecting any other part of the topological
boundary of D2. Such an algebraic variety V is called a distinguished
variety in D2 and has the following determinantal representation
V = {(z, w) ∈ D2 : det(Ψ(z)− wI) = 0}
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for some analytic matrix-valued function Ψ on the unit disc D that is
unitary on the unit circle T. Few decades back Ando described a pair
of commuting contractions (T1, T2) as a pair of commuting operators
for which D2 is a spectral set [7], that is,
‖p(T1, T2)‖ ≤ sup
(z1,z2)∈D2
|p(z1, z2)|.
So, in the language of complex geometry, a pair of commuting contrac-
tions is described as a pair of commuting operators that lives inside
the closed bidisc. Therefore, the obvious reason one should single out
distinguished varieties from other bordered varieties is that when T1, T2
are commuting matrices, the pair (T1, T2) lives inside a distinguished
variety which is a one-dimensional algebraic curve lying within the
two-dimensional bidisc. Also a distinguished variety exits the domain
through the distinguished boundary which is the smallest boundary in
the sense that it is the smallest closed subset of the closure of the do-
main on which every complex-valued rational function (defined on the
domain) attains its supremum. In [31], the author and Shalit found an
analogue of this result for the symmetrized bidisc
G2 = {(z1 + z2, z1z2) : , |zi| < 1, i = 1, 2}.
The aim of this paper is to generalize the results for the symmetrized
polydisc
Gn =
{( ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj , . . . ,
n∏
i=1
zi
)
: |zi| < 1, i = 1, . . . , n
}
.
An algebraic variety VS in C
n, where S is a set of polynomials in
complex n-variables z1, . . . , zn, is a subset of C
n defined by
VS = {(z1, . . . , zn) ∈ C
n : p(z1, . . . , zn) = 0, ∀ p ∈ S}.
A variety W in a domain G ⊆ Cn is the part of a variety lies inside
G, i.e, W = VS ∩ G for some set S of polynomials in n-variables. A
distinguished variety in a domain G ⊆ Cn is a variety that intersects the
topological boundary of G at its distinguished boundary. Therefore, in
particular a distinguished variety in the symmetrized tridisc is defined
in the following way.
Definition 1.1. A set Λ ⊆ Gn is said to be a distinguished variety in
the symmetrized polydisc if Λ is an algebraic variety in Gn such that
Λ ∩ ∂Γn = Λ ∩ bΓn , (1.1)
where ∂Γn and bΓn are respectively the topological and distinguished
boundary of Γn (= Gn).
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We denote by ∂Λ the set described in (1.1). It is evident from the
definition that a distinguished variety in Gn has complex dimension
less than n.
1.2. Literature and brief description of main results. For n ≥ 2,
the symmetrization map in n-complex variables z = (z1, . . . , zn) is the
following proper holomorphic map
pin(z) = (s1(z), . . . , sn−1(z), p(z))
where
si(z) =
∑
1≤k1≤k2···≤ki≤n
zk1 . . . zki , i = 1, . . . , n−1 and p(z) =
n∏
i=1
zi .
The closed symmetrized n-disk (or simply closed symmetrized polydisc)
is the image of the closed unit n-disc Dn under the symmetrization map
pin, that is, Γn := pin(Dn). Similarly the open symmetrized polydisc Gn
is defined as the image of the open unit polydisc Dn under pin. For our
convenience we write down explicitly the set Γn for n = 2 and 3.
Γ2 = {(z1 + z2, z1z2) : |zi| ≤ 1, i = 1, 2}
Γ3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : |zi| ≤ 1, i = 1, 2, 3}.
The set Γn is polynomially convex but not convex (see [14]). We ob-
tain from the literature [20, 14] that the distinguished boundary of
the symmetrized polydisc is the symmetrization of the distinguished
boundary of the n-dimensional polydisc, which is n-torus Tn. Hence
the distinguished boundary for Γn is the set
bΓn =
{( ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj , . . . ,
n∏
i=1
zi
)
: |zi| = 1, i = 1, . . . , n
}
The symmetrized polydisc in several dimensions have attracted con-
siderable attention in past two decades because of its rich function
theory [15, 26, 27, 32], complex geometry [5, 20], associated opera-
tor theory [3, 4, 12, 13, 14, 29, 31] and its connection with the most
appealing and difficult problem of µ-synthesis (e.g, see [1]).
Definition 1.2. A commuting triple of operators (S1, . . . , Sn−1, P )
that has Γn as a spectral set is called a Γn-contraction, i.e, a Γn-
contraction is a commuting triple (S1, . . . , Sn−1, P ) such that σT (S1, . . . , Sn−1, P ) ⊆
Γn and that for every polynomial f in n-variables
‖f(S1, . . . , Sn−1, P )‖ ≤ sup
(s1,...,sn−1,p)∈Γn
|f(s1, . . . , sn−1, p)| = ‖f‖∞,Γn.
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It is evident from the definition that if (S1, . . . , Sn−1, P ) is a Γn-
contraction then so is the adjoint (S∗1 , . . . , S
∗
n−1, P
∗) and P is a con-
traction. A Γn-contraction (S1, . . . , Sn−1, P ) is said to be pure, if P
is a pure contraction, that is, P ∗n → 0 strongly as n → ∞. Uni-
taries, isometries and co-isometries are special types of contractions.
There are natural analogues of these classes for Γn-contractions in the
literature.
Definition 1.3. Let S1, . . . , Sn−1, P be commuting operators on a
Hilbert space H. We say that (S1, . . . , Sn−1, P ) is
(i) a Γn-unitary if S1, . . . , Sn−1, P are normal operators and the
Taylor joint spectrum σT (S1, . . . , Sn−1, P ) is contained in bΓn ;
(ii) a Γn-isometry if there exists a Hilbert space K containing H and
a Γn-unitary (S˜1, . . . , ˜Sn−1, P˜ ) on K such that H is a common
invariant subspace for S˜1, . . . , ˜Sn−1, P˜ and that Si = S˜i|H for
i = 1, . . . , n− 1 and P˜ |H = P ;
(iii) a Γn-co-isometry if (S
∗
1 , . . . , S
∗
n−1, P
∗) is a Γn-isometry;
(iv) a completely non-unitary Γn-contraction if P is a completely
non-unitary contraction.
Definition 1.4. A Γ3-isometry (S1, S2, P ) is said to be pure if P is a
pure isometry, i.e, equivalent to a shift operator.
Definition 1.5. Let (S1, . . . , Sn−1, P ) be a Γn-contraction on H. A
commuting triple (Q1, . . . , Qn−1, V ) on K is said to be a Γn-isometric di-
lation of (S1, . . . , Sn−1, P ) if H ⊆ K, (Q1, . . . , Qn−1, V ) is a Γn-isometry
and
PH(Q
m1
1 . . . Q
mn−1
n−1 V
n)|H = S
m1
1 . . . S
mn−1
n−1 P
n, m1, . . . , mn−1, n ∈ N∪{0}.
Here PH : K → H is the orthogonal projection of K onto H. Moreover,
the dilation is called minimal if
K = span{Qm11 . . . , Q
mn−1
n−1 V
nh : h ∈ H and m1, . . . , mn−1, n ∈ N∪{0}}.
In [30], the author of this article has shown that to every Γn-contraction
(S1, . . . , Sn−1, P ), there are unique operators F1, . . . , Fn−1 on DP such
that
Si − S
∗
n−iP = DPFiDP for i = 1, . . . , n− 1.
For a contraction T , denote by DT the positive operator (I−T
∗T )
1
2 and
DT = RanDT . These two unique operators F1, F2 play central role in
determining the failure of rational dilation on the symmetrized tridisc
and also in the construct dilation in special cases [30]. For such pivotal
role in operator theory, the operator tuple (F1, . . . , Fn−1) is called the
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fundamental operator tuple of (S1, . . . , Sn−1, P ).
In our first main result Theorem 5.6, we show that every distin-
guished variety in Gn has complex dimension one and can be repre-
sented as
{(s1, . . . , sn−1, p) ∈ Gn : (s1, . . . , sn−1)
∈ σT (F
∗
1 + pFn−1, F
∗
2 + pFn−2, . . . , F
∗
n−1 + pF1)},
where (F1, . . . , Fn−1) is a tuple of commuting matrices such that
(i) [F ∗i , Fn−j] = [F
∗
j , Fn−i] and
(ii) σT (F
∗
1 + pFn−1, F
∗
2 + pFn−2 . . . , F
∗
1 + pF
∗
n−1) ⊆ Gn−1.
Here [A,B] = AB − BA for any two operators defined on the same
space and σT (S1, . . . , Sn) is the Taylor joint spectrum of a commuting
n-tuple of operators (S1, · · · , Sn) which consists of joint eigenvalues
of S1, · · · , Sn when they are matrices. Note that condition-(ii) in the
representation of a distinguished variety in Gn is a refinement of our
earlier corresponding result for G2. There the condition was given in
terms of numerical radius of F and needless to mention that our present
n-variable generalization provides a sharper condition which is neces-
sary and sufficient for the representation. Further, we show that every
distinguished variety in Gn is polynomially convex. Thus the study of
complex geometry of Gn leads us to the matrix theory.
Our second main result Theorem 7.1 shows that for a Γn-contraction
Σ = (S1, . . . , Sn−1, P ) with fundamental operator pair (F1, . . . , Fn−1),
if (S∗1 , . . . , S
∗
n−1, P
∗) is pure, dimDP <∞ and if (F1, . . . , Fn−1) satisfies
the following:
(1)
(
n− 1
n
(F ∗1 + Fn−1z), . . . ,
1
n
(F ∗n−1 + F1z)
)
is a Γn−1-contraction for all z ∈ D ,
(2) σT (F
∗
1 , . . . , F
∗
n−1) ⊆ G = Γn−1 , (1.2)
then (S1, . . . , Sn−1, P ) lives on the closure following distinguished vari-
ety in Gn−1:
ΛΣ = {(s1, . . . , sn−1, p) ∈ Gn : (s1, . . . , sn−1) ∈ σT (F
∗
1+pFn−1, . . . , F
∗
n−1+pF1)}.
Actually, we construct a Γn-co-isometric extension of (S1, . . . , Sn−1, P )
that naturally lives on Λ. So, operator theory on Γn forces us to go
back to the complex geometry of Γn.
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In Theorem 4.2, another main result of this paper, we construct a Γn-
isometric dilation to a pure Γn-contraction (S1, . . . , Sn−1, P ) such that
the fundamental operator pair (F1∗, . . . , Fn−1∗) of the adjoint (S
∗
1 , . . . , S
∗
n−1, P
∗)
satisfies (1.2). We show further that the dilation is minimal. As a con-
sequence of thie dilation, we obtain a functional model in Theorem 4.3
for such pure Γn-contractions in terms of commuting Toeplitz opera-
tors on the vectorial Hardy space H2(DP ∗). Also in Corollary 2.14, we
show that a pair of operators (F1, . . . , Fn−1 on a Hilbert space E that
satisfies (1.2), is the fundamental operator tuple of a Γn-contraction
defined on the vectorial Hardy space H2(E). This can be treated as
a partial converse to the existence-uniqueness theorem of fundamen-
tal operator pair of a Γn-contraction. Therefore, Theorem 5.6 can be
rephrased in the following way: every distinguished variety in Gn can
be represented as
{(s1, . . . , sn−1, p) ∈ Gn : (s1, . . . , sn−1) ∈ σT (F
∗
1+pFn−1, . . . , F
∗
n−1+pF1)}
where (F1, . . . , Fn−1) is the fundamental operator tuple of a Γn-contraction.
We also provide some more operator theory in the same section.
In section 5, we describe a connection between the distinguished va-
rieties in the symmetrized tridisc with that in the bidisc D2 and in the
symmetrized bidisc G. Indeed, in Theorem 6.7, we show that every
distinguished variety in G3 gives rise to a distinguished variety in G2
and also a distinguished variety in D2.
In Section 2, we provide preliminaries and recall from the literature
some results about Γn-contractions which will be used in sequel.
2. Preliminaries and few results from the literature
2.1. Taylor joint spectrum. Here we briefly describe the Taylor joint
spectrum of a commuting tuple of operators and show how in case of
commuting matrices it becomes just the set of joint eigenvalues.
Let Λ be the exterior algebra on n generators e1, ...en, with identity
e0 ≡ 1. Λ is the algebra of forms in e1, ...en with complex coefficients,
subject to the collapsing property eiej + ejei = 0 (1 ≤ i, j ≤ n).
Let Ei : Λ → Λ denote the creation operator, given by Eiξ = eiξ
(ξ ∈ Λ, 1 ≤ i ≤ n). If we declare {ei1 ...eik : 1 ≤ i1 < ... < ik ≤ n} to be
an orthonormal basis, the exterior algebra Λ becomes a Hilbert space,
admitting an orthogonal decomposition Λ = ⊕nk=1Λ
k where dimΛk =(
n
k
)
. Thus, each ξ ∈ Λ admits a unique orthogonal decomposition ξ =
eiξ
′ + ξ′′, where ξ′ and ξ′′ have no ei contribution. It then follows that
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that E∗i ξ = ξ
′, and we have that each Ei is a partial isometry, satisfying
E∗iEj+EjE
∗
i = δi,j . Let X be a normed space, let T = (T1, ..., Tn) be a
commuting n-tuple of bounded operators on X and set Λ(X ) = X⊗CΛ.
We define DT : Λ(X )→ Λ(X ) by
DT =
n∑
i=1
Ti ⊗ Ei.
Then it is easy to see D2T = 0, so RanDT ⊂ KerDT . The commuting
n-tuple is said to be non-singular on X if RanDT = KerDT .
Definition 2.1. The Taylor joint spectrum of T on X is the set
σT (T ,X ) = {λ = (λ1, ..., λn) ∈ C
n : T − λ is singular}.
Remark 2.2. The decomposition Λ = ⊕nk=1Λ
k gives rise to a cochain
complex K(T ,X ), known as the Koszul complex associated to T on X ,
as follows:
K(T ,X ) : 0→ Λ0(X )
D0
T
−−→ ...
Dn−1
T
−−−→ Λn(X )→ 0,
where DkT denotes the restriction of DT to the subspace Λ
k(X ). Thus,
σT (T ,X ) = {λ ∈ C
n : K(T − λ,X ) is not exact}.
For a further reading on Taylor joint spectrum an interested reader is
referred to Taylor’s works, [33, 34].
2.2. Spectral and complete spectral set. We shall follow Arveson’s
terminologies about the spectral and complete spectral sets. Let X be
a compact subset of Cn and let R(X) denote the algebra of all rational
functions on X , that is, all quotients p/q of polynomials p, q for which
q has no zeros in X . The norm of an element f in R(X) is defined as
‖f‖∞,X = sup{|f(ξ)| : ξ ∈ X}.
Also for each k ≥ 1, let Rk(X) denote the algebra of all k× k matrices
over R(X). Obviously each element in Rk(X) is a k × k matrix of
rational functions F = (fi,j) and we can define a norm on Rk(X) in
the canonical way
‖F‖ = sup{‖F (ξ)‖ : ξ ∈ X},
thereby making Rk(X) into a non-commutative normed algebra. Let
T = (T1, · · · , Tn) be an n-tuple of commuting operators on a Hilbert
space H. The set X is said to be a spectral set for T if the Taylor joint
spectrum σT (T ) of T is a subset of X and
‖f(T )‖ ≤ ‖f‖∞,X , for every f ∈ R(X). (2.1)
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Here f(T ) can be interpreted as p(T )q(T )−1 when f = p/q. Moreover,
X is said to be a complete spectral set if ‖F (T )‖ ≤ ‖F‖ for every F in
Rk(X), k = 1, 2, · · · .
2.3. The the Sˇilov boundary and the distinguished boundary.
Let A(X) be an algebra of continuous complex-valued functions on X
which separates the points of X . A boundary for A(X) is a closed
subset δX of X such that every function in A(X) attains its maximum
modulus on δX . It follows from the theory of uniform algebras that
the intersection of all the boundaries of X is also a boundary for A(X)
(see Theorem 9.1 in [6]). This smallest boundary is called the Sˇilov
boundary for A(X). When A(X) is the algebra of rational functions
which are continuous on X , the Sˇilov boundary for A(X) is called the
distinguished boundary of X and is denoted by bX .
We now show that σT (T1, . . . , Tn) is just the set of joint eigenvalues
of (T1, . . . , Tn) when T1, . . . , Tn are commuting matrices. We need the
following results before that.
Lemma 2.3. Let X1, X2 are Banach spaces and A,D are bounded op-
erators on X1 and X2. Let B ∈ B(X2, X1). Then
σ
([
A B
0 D
])
⊆ σ(A) ∪ σ(D) .
See Lemma 1 in [25] for a proof of this result.
Lemma 2.4. Let T = (T1, . . . , Tn) be a commuting pair of matrices on
an N-dimensional vector space X. Then there exists N + 1 subspaces
L0, L1, . . . , LN satisfying:
(1) {0} = L0 ⊆ L1 ⊆ · · · ⊆ LN = X ,
(2) Lk is k-dimensional for k = 1, . . . , N ,
(3) each Lk is a joint invariant subspace of T1, . . . , Tn.
Proof. It is merely mentioned that for a tuple (T1, . . . , Tn) of commuting
matrices, the set of joint eigenvalues is non-empty. Therefore, there
exists a vector x1 ∈ X such that x1 is a joint eigenvector of T1, . . . , Tn.
Let L1 be the one-dimensional subspace spanned by x1. Then L1 is
invariant under T1, . . . , Tn. Next consider the vector space Y = X/L1
and the linear transformations T˜1, . . . , T˜n on Y defined by T˜i(x+L1) =
Tix+L1. Then T˜1, . . . , T˜n are commuting matrices and again they have
a joint eigenvalue, say (µ1, . . . , µn) and consequently a joint eigenvector,
say x2+L1. Thus T˜i(x2+L1) = µix2+L1 for i = 1, . . . , n which means
that Tix2 = µix2 + z for some z ∈ L1. Hence the subspace spanned
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by x1, x2 is invariant under T1, . . . , Tn. We call this subspace L2 and
it is two-dimensional with L1 ⊆ L2. Now applying the same reasoning
to X/L2 and so on, we get for each i = 1, . . . , N − 1 the subspace Li
spanned by x1, . . . , xi. These subspaces satisfy the conditions of the
theorem. Finally, to complete the proof we define LN = X .
Let us choose an arbitrary xN ∈ LN \ LN−1. Then {x1, . . . , xN} is a
basis for X and with respect to this basis the matrices T1, . . . , Tn are
upper-triangular, i.e., of the form
λ11 ∗ ∗ ∗
0 λ12 ∗ ∗
...
...
. . .
...
0 0 · · · λ1N
 , . . . ,

λn1 ∗ ∗ ∗
0 λn2 ∗ ∗
...
...
. . .
...
0 0 · · · λnN
 ,
where each (λ1k, . . . , λnk) is called a joint diagonal co-efficient of (T1, . . . , Tn)
for k = 1, . . . , N . Let us denote σdc(T1, . . . , Tn) = {(λ1k, . . . , λnk) : k =
1, · · · , N}.
The following result is well known and an interested reader can see
[16] for further details. We present here a simple and straight forward
proof to this.
Theorem 2.5. Let (T1, . . . , Tn) be a tuple of commuting matrices of or-
der N and σpt(T1, . . . , Tn) be the set of joint eigenvalues of (T1, . . . , Tn).
Then
σT (T1, . . . , Tn) = σpt(T1, . . . , Tn) = σdc(T1, . . . , Tn).
Proof. We prove this Theorem by repeated application of Lemma 2.3 to
the simultaneous upper-triangularization of Lemma 2.4. It is evident
that each (λ1k, . . . , λnk) is a joint eigenvalue of (T1, . . . , Tn) and for each
(λ1k, . . . , λnk), Ker(T1−λ1k)∩· · ·∩Ker(Tn−λnk) 6= ∅ which means that
the Koszul complex of (T1 − λ1k, . . . , Tn − λnk) is not exact at the first
stage and consequently (T1 − λ1k, . . . , Tn − λnk) is not Taylor-regular.
Therefore, (λ1k, . . . , λnk) ∈ σT (T1, . . . , Tn). Therefore,
σdc(T1, . . . , , Tn) ⊆ σpt(T1, . . . , Tn) ⊆ σT (T1, . . . , Tn).
Now let X2 be the subspace spanned by x2, · · · , xN . Then X2 is N − 1
dimensional and X = L1⊕X2. For i = 1, . . . , n we define Di on X2 by
the (N − 1)× (N − 1) matrices
Di =

λi2 ∗ ∗ ∗
0 λi3 ∗ ∗
...
...
. . .
...
0 0 · · · λiN
 .
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Then (D1, . . . , Dn) is a commuting tuple as (T1, . . . , Tn) is a com-
muting tuple. Now we apply Lemma 2.3 and get σT (T1, . . . , Tn) ⊆
{(λ11, . . . , λn1)} ∪ σT (D1, . . . , Dn). Repeating this argument N times
we obtain σT (T1, . . . , Tn) ⊆ σdc(T1, . . . , Tn). Hence we are done.
2.4. Background material and preparatory results. In this sub-
section, we recall from [15], [14] and [30] a few results that characterize
the sets Gn,Γn and the distinguished boundary bΓn. These results will
be frequently used in the coming sections.
Theorem 2.6 ([15], Theorem 3.6, Theorem 3.7). For x = (s1, . . . , sn−1, p) ∈
Cn the following are equivalent
(1) x ∈ Γn( respectively ∈ Gn) ;
(2) |p| ≤ 1, ( respectively, < 1) and there exists (c1, . . . , cn−1) ∈
Γn−1 (respectively (c1, . . . , cn−1) ∈ Gn−1) such that
si = ci + c¯n−ip , for i = 1, . . . , n− 1.
The next theorem from [14] provides a set of characterizations for
the points of the distinguished boundary of Γn.
Theorem 2.7 ([14], Theorem 2.4). For (s1, . . . , sn−1, p) ∈ C
n the fol-
lowing are equivalent:
(1) (s1, . . . , sn−1, p) ∈ bΓn ;
(2) (s1, . . . , sn−1, p) ∈ Γn and |p| = 1 ;
(3) |p| = 1, si = s¯n−ip for i = 1, . . . , n− 1 and(
n− 1
n
s1,
n− 2
n
s2, . . . ,
n− (n− 1)
n
sn−1
)
∈ Γn−1 ;
(4) |p| = 1 and there exist (c1, . . . , cn−1) ∈ Γn−1 such that
si = ci + c¯n−ip for i = 1, . . . , n− 1.
For a Γn-contraction (S1, . . . , Sn−1, P ), let us define n − 1 operator
pencils Φ1, . . . ,Φn−1 in the following way. These operator functions will
play central role in the canonical decomposition of (S1, . . . , Sn−1, P ).
Φi(S1, . . . , Sn−1, P ) = (n− Si)
∗(n− Si)− (nP − Sn−i)
∗(nP − Sn−i)
= n2(I − P ∗P ) + (S∗i Si − S
∗
n−iSn−i)− k(Si − S
∗
n−iP )
− k(S∗i − P
∗Sn−i). (2.2)
So in particular when S1, . . . , Sn−1, P are scalars, i.e, points in Γ3, the
above operator pencils take the following form for i = 1, . . . , n− 1:
Φi(s1, . . . , sn−1, p) = n
2(1−|p|2)+(|si|
2−|sn−i|
2)−n(si−s¯n−ip)−n(s¯i−p¯sn−i).
(2.3)
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Proposition 2.8. Let (s1, . . . , sn−1, p) ∈ C
n. Then in the following
(1)⇒ (2)⇔ (3).
(1) (s1, . . . , sn−1, p) ∈ Γn;
(2) for i = 1, . . . , n − 1, Φi(αs1, . . . , α
n−1sn−1, α
np) ≥ 0 for all
α ∈ D;
(3) for i = 1, . . . , n−1, |nαnp−αn−isn−i| ≤ |n−α
isi| for all α ∈ D.
Proposition 2.9. Let (S1, . . . , Sn−1, P ) be a Γn-contraction. Then for
i = 1, . . . , n− 1 Φi(αS1, . . . , α
n−1Sn−1, α
nP ) ≥ 0 for all α ∈ D.
Proof. Since (S1, . . . , Sn−1, P ) is a Γn-contraction, σT (S1, . . . , Sn−1, P ) ⊆
Γn. Let f be a holomorphic function in a neighbourhood of Γn. Since
Γn is polynomially convex, by Oka-Weil Theorem (see [22], Theorem
5.1) there is a sequence of polynomials {pk} in n-variables such that
pk → f uniformly over Γn. Therefore, by Theorem 9.9 of CH-III in
[35],
pk(S1, . . . , Sn−1, P )→ f(S1, . . . , Sn−1, P )
which by the virtue of (S1, . . . , Sn−1, P ) being a Γn-contraction implies
that
‖f(S1, . . . , Sn−1, P )‖ = lim
k→∞
‖pk(S1, . . . , Sn−1, P )‖ ≤ lim
k→∞
‖pk‖∞,Γn = ‖f‖∞,Γn.
We fix α ∈ D and choose
f(s1, . . . , sn−1, p) =
nαnp− αn−isn−i
n− αisi
.
It is evident that f is well-defined and is holomorphic in a neighborhood
of Γn and has norm not greater than 1, by part-(3) of Proposition 2.8.
So we get
‖(nαnP − αn−iSn−i)(n− α
iSi)
−1‖ ≤ ‖f‖∞,Γn ≤ 1.
Thus
(n− αiSi)
∗−1(nαnP − αn−iSn−i)
∗(nαnP − αn−iSn−i)(n− α
iSi)
−1 ≤ I
which is equivalent to
(n− αiSi)
∗(n− αiSi) ≥ (nα
nP − αn−iSn−i)
∗(nαnP − αn−iSn−i).
By the definition of Φi, this is same as saying that
Φi(αS1, . . . , α
n−1Sn−1, α
nP ) ≥ 0 for all α ∈ D.
By continuity we have that
Φi(αS1, . . . , α
n−1Sn−1, α
nP ) ≥ 0 for all α ∈ D.
Here is a set of characterizations for the Γn-unitaries.
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Theorem 2.10 (Theorem 4.2, [14]). Let (S1, . . . , Sn−1, P ) be a com-
muting tuple of bounded operators. Then the following are equivalent.
(1) (S1, . . . , Sn−1, P ) is a Γn-unitary,
(2) P is a unitary and (S1, . . . , Sn−1, P ) is a Γn-contraction,
(3) P is a unitary, (n−1
n
S1,
n−2
n
S2, . . . ,
1
n
Sn−1) is a Γn−1-contraction
and Si = S
∗
n−iP for i = 1, . . . , n− 1.
We recall from [30], the existence-uniqueness theorem for the funda-
mental operator pair of a Γ3-contraction.
Theorem 2.11. Let (S1, . . . , Sn−1, P ) be a Γn-contraction. Then there
are unique operators F1, . . . , Fn−1 in B(DP ) such that
Si − S
∗
n−iP = DPFiDP for i = 1, . . . , n− 1. (2.4)
The following result is a structure theorem for Γn-isometries.
Theorem 2.12 ([14], Theorem 4.12). Let S1, . . . , Sn−1, P be commut-
ing operators on a Hilbert space H. Then the following are equivalent:
(1) (S1, . . . , Sn−1, P ) is a Γn-isometry ;
(2) P is isometry, Si = S
∗
n−iP for each i = 1, . . . , n− 1 and
(
n− 1
n
S1,
n− 2
n
S2, . . . ,
1
n
Sn−1)
is a Γn−1-contraction ;
(3) ( Wold-Decomposition ): there is an orthogonal decomposition
H = H1⊕H2 into common invariant subspaces of S1, . . . , Sn−1, P
such that (Si|H1 , . . . , Sn−1|H1 , P |H1) is a Γn-unitary and
(S1|H2 , . . . , Sn−1|H2 , P |H2)
is a pure Γn-isometry ;
(4) (S1, . . . , Sn−1, P ) is a Γn-contraction and P is an isometry;
(5)
(
n− 1
n
S1,
n− 2
n
S2, . . . ,
1
n
Sn−1)
is a Γn−1-contraction and
Φk(ωS1, . . . , ω
n−1Sn−1, ω
3P ) = 0, ∀ ω ∈ T and ∀ k = 1, . . . , n− 1.
The following theorem, which appeared in [14], gives an explicit
model for pure Γn-isometries.
Theorem 2.13 ([14], Theorem 4.10). Let (Sˆ1, . . . , ˆSn−1, Pˆ ) be a com-
muting triple of operators on a Hilbert space H. If (Sˆ1, . . . , ˆSn−1, Pˆ ) is
a pure Γn-isometry then there is a unitary operator U : H → H
2(DPˆ ∗)
such that
Sˆi = U
∗TϕiU, for i = 1, . . . , n− 1 and Pˆ = U
∗TzU .
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Here each Tϕi is the Toeplitz operator on the vectorial Hardy space
H2(DPˆ ∗) with the symbol ϕi(z) = F
∗
i + Fn−iz, where (F1, . . . , Fn−1) is
the fundamental operator tuple of (Sˆ1
∗
, . . . , ˆSn−1
∗
, Pˆ ∗) such that(
n− 1
n
(F ∗1 + Fn−1z),
n− 2
n
(F ∗2 + Fn−2z), . . . ,
1
n
(F ∗n−1 + F1z)
)
is a Γn−1-contraction for every z ∈ D.
Conversely, if F1, . . . , Fn−1 are two bounded operators on a Hilbert
space E such that(
n− 1
n
(F ∗1 + Fn−1z),
n− 2
n
(F ∗2 + Fn−2z), . . . ,
1
n
(F ∗n−1 + F1z)
)
is a Γn−1-contraction for every z ∈ D, then (TF ∗
1
+Fn−1z, . . . , TF ∗n−1+F1z, Tz)
on H2(E) is a pure Γn-isometry.
Corollary 2.14. Let (F1, . . . , Fn−1) be a tuple of operators on a Hilbert
space E such that(
n− 1
n
(F ∗1 + Fn−1z),
n− 2
n
(F ∗2 + Fn−2z), . . . ,
1
n
(F ∗n−1 + F1z)
)
is a Γn−1-contraction for every z ∈ D. Then (F1, . . . , Fn−1) is the
fundamental operator tuple of a Γn-contraction on H
2(E).
Proof. It is evident from the previous theorem that such a tuple (F1, . . . , Fn−1)
is the fundamental operator tuple of (T ∗F ∗
1
+Fn−1z
, . . . , T ∗F ∗
n−1
+F1z
, T ∗z ) on
H2(E).
3. Operator theory on the symmetrized polydisc
In this section we shall show that corresponding to every Γn-contraction
(S1, . . . , Sn−1, P ) there are n−1 unique operators A1, . . . , An−1 defined
on the closure of the range of (I − P ∗P )
1
2 such that
Si − S
∗
n−iP = DPAiDP for all i = 1, . . . , n− 1. (3.1)
Here Dp = (I − P
∗P )
1
2 .
Let us recall that the numerical radius of an operator A on a Hilbert
space H is defined by
ω(A) = sup{|〈Ax, x〉| : ‖x‖H = 1}.
It is well known that
r(A) ≤ ω(A) ≤ ‖A‖ and
1
2
‖A‖ ≤ ω(A) ≤ ‖A‖, (3.2)
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where r(A) is the spectral radius of A. We state a basic lemma on
numerical radius whose proof is a routine exercise. We shall use this
lemma in sequel.
Lemma 3.1. The numerical radius of an operator A is not greater than
n if and only if Re αA ≤ nI for all complex numbers α of modulus 1.
Theorem 3.2. (Existence and Uniqueness). Let (S1, . . . , Sn−1, P )
be a Γn-contraction on a Hilbert space H. Then there are unique op-
erators F1, . . . , Fn−1 ∈ B(DP ) such that Si − S
∗
n−iP = DPFiDP for all
i = 1, . . . , n− 1. Moreover, ω(Fi + Fn−iz) ≤ n for all z ∈ T.
Remark 3.3. We shall see in the next section a partial converse to
the existence-uniqueness of FOT. If an almost normal operator pair
(F1, . . . , Fn−1) satisfies ω(Fi+Fn−iz) ≤ n for all z ∈ T, then there exists
a Γ3-contraction for which (F1, . . . , Fn−1) is the FOT (see Theorem 3.8).
We mention here that not every FOT is almost normal.
Remark 3.4. Since the FOT is defined on the space DP , it is evident
that Si − S
∗
n−iP is equal to 0 on the orthogonal complement of DP in
H.
Note 3.5. The FOT of a Γn-isometry or a Γn-unitary (S1, . . . , Sn−1, P )
is defined to be (0, . . . , 0) because the FOT is defined on the space DP
and in such cases DP = {0}.
Proposition 3.6. If two Γn-contractions are unitarily equivalent then
so are their FOTs.
Proof. Let (S11, . . . , S1(n−1), P1) and (S21, . . . , S2(n−1), P2) be two uni-
tarily equivalent Γn-contractions on Hilbert spaces H1 and H2 respec-
tively with FOTs (F1, . . . , Fn−1) and (G1, . . . , Gn−1). Then there is a
unitary U from H1 to H2 such that
US11 = S21U , . . . , US1(n−1) = S2(n−1)U and UP1 = P2U .
Obviously UP ∗1 = P
∗
2U and consequently
UD2P1 = U(I − P
∗
1P1) = U − P
∗
2P2U = D
2
P2U .
Therefore, UDP1 = DP2U . Let V = U |DP1 . Then V ∈ L(DP1,DP2)
and V DP1 = DP2V . Thus, using the fact that S1i − S
∗
1(n−i)P1 and
S2i − S
∗
2(n−i)P2 are equal to 0 on the orthogonal complement of DP1
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and DP2 respectively we have
DP2V FiV
∗DP2 = V DP1FiDP1V
∗
= V (S1i − S
∗
1(n−i)P1)V
∗
= S2i − S
∗
2n−iP2
= DP2GiDP2 .
So, Fi and Gi are unitarily equivalent for i = 1, . . . , n− 1.
Remark 3.7. The converse to the above result does not hold, i.e, two
non-unitarily equivalent Γn-contractions can have unitarily equivalent
FOTs. For example if we consider a Γn-isometry on a Hilbert space
which is not a Γn-unitary, then its FOT is (0, 0) which is same as the
FOP of any Γn-unitary on the same Hilbert space.
3.1. A partial converse to the Existence-Uniqueness Theorem
of Fundamental operator tuple. The existence and uniqueness of
FOT is in the centre of all results of this article (Theorem 3.2). Here
we provide a partial converse to the existence-uniqueness theorem for
FOT.
Theorem 3.8. Let F1, . . . , Fn−1 be operators defined on a Hilbert space
E such that (F1, . . . , Fn−1) is almost normal and(
n− 1
n
(F ∗1 + Fn−1z),
n− 2
n
(F ∗2 + Fn−2z), . . . ,
1
n
(F ∗n−1 + F1z)
)
is a Γn−1-contraction for any z ∈ T. Then there is a Γn-contraction
for which (F1, . . . , Fn−1) is the FOT.
Proof. Let us consider the Hilbert space H2(E) and the commuting op-
erator tuple (TF ∗
1
+Fn−1z, . . . , TF ∗n−1+F1z, Tz) acting on it. We shall show
that
(T ∗F ∗
1
+Fn−1z
, . . . , T ∗F ∗
n−1
+F1z
, T ∗z )
is a Γn-co-isometry and (F1, . . . , Fn−1) is the FOT of it. Since the
pair (F1, . . . , Fn−1) is almost normal, (TF ∗
1
+Fn−1z, . . . , TF ∗n−1+F1z, Tz) is a
commuting tuple and F ∗n−i + Fiz is normal for all z of unit modulus.
Clearly for each i we have that
TFi∗+Fn−iz = T
∗
Fn−i
∗+Fiz
Tz
and Tz is an isometry. Again since(
n− 1
n
(F ∗1 + Fn−1z),
n− 1
n
(F ∗2 + Fn−2z), . . . ,
1
n
(F ∗n−1 + F1z)
)
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is a Γn−1-contraction, so is(
n− 1
n
MF ∗
1
+Fn−1z,
n− 1
n
MF ∗
2
+Fn−2z, . . . ,
1
n
MF ∗
n−1
+F1z
)
,
where the multiplication operators are defined on L2(E). Also it is
obvious that the restriction of(
n− 1
n
MF ∗
1
+Fn−1z,
n− 1
n
MF ∗
2
+Fn−2z, . . . ,
1
n
MF ∗
n−1
+F1z
)
to the common invariant subspace H2(E) is(
n− 1
n
TF ∗
1
+Fn−1z,
n− 1
n
TF ∗
2
+Fn−2z, . . . ,
1
n
TF ∗
n−1
+F1z
)
.
Therefore,(
n− 1
n
TF ∗
1
+Fn−1z,
n− 1
n
TF ∗
2
+Fn−2z, . . . ,
1
n
TF ∗
n−1
+F1z
)
.
is a Γn−1-contraction. Hence, by part-(2) of Theorem 2.12,(
TF ∗
1
+Fn−1z, . . . , TF ∗n−1+F1z, Tz
)
is a Γn-isometry and consequently(
T ∗F ∗
1
+Fn−1z, . . . , T
∗
F ∗
n−1
+F1z, T
∗
z
)
is a Γn-co-isometry. We now compute the FOT of(
TF ∗
1
+Fn−1z, . . . , TF ∗n−1+F1z, Tz
)
.
Clearly I − TzT
∗
z is the projection onto the space DT ∗z . Now for each
i = 1, . . . , n− 1,
T ∗F ∗
i
+Fn−iz
−TF ∗
n−i
+FizT
∗
z = TFi+F ∗n−iz¯−TF ∗n−i+FizTz¯ = TFi = (I−TzT
∗
z )F1(I−TzT
∗
z ).
Therefore, (F1, . . . , Fn−1) is the FOT of (T
∗
F ∗
1
+Fn−1z
, . . . , T ∗F ∗
n−1
+F1z
, T ∗z ).
In this section we describe few important properties of the funda-
mental operator pair and also find a necessary and sufficient condi-
tion under which two pairs of operators become fundamental operator
pair of a Γn-contraction and its adjoint. Also we shall see in the next
section that the fundamental operator pair plays central role in deter-
mining a functional model and a complete unitary invariant for pure
Γn-contractions.
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3.2. Properties of the fundamental operator tuple.
Theorem 3.9. A tuple of operators (A1, . . . , An−1) defined on DP is
the fundamental operator pair of a Γn-contraction (S1, . . . , Sn−1, P ) if
and only if (A1, . . . , An−1) satisfy the following operator equations in
X1, . . . , Xn−1:
DPSi = XiDP +X
∗
n−iDPP , i = 1, . . . , n− 1.
Proof. First let (A1, . . . , An−1) be the fundamental operator pair of
(S1, . . . , Sn−1, P ). Then
Si − S
∗
n−iP = DPAiDP for i = 1, . . . , n− 1.
Now
DP (AiDP + A
∗
n−iDPP ) = (Si − S
∗
n−iP ) + (S
∗
n−i − P
∗Si)P
= (I − P ∗P )Si
= D2PSi.
Therefore, if J = DPSi − AiDP − A
∗
n−iDPP then J : H → DP and
DPJ = 0. Now
〈Jh,DPh
′〉 = 〈DPJh, h
′〉 = 0 for all h, h′ ∈ H.
This shows that J = 0 and hence AiDP + A
∗
n−iDPP = DPSi.
Conversely, let (X1, . . . , Xn−1) be a tuple of operators on DP such
that
DPSi = XiDP +X
∗
n−iDPP for i = 1, . . . , n− 1 .
Also suppose that (F1, . . . , Fn−1) is the fundamental operator tuple of
(S1, . . . , Sn−1, P ). We need to show that (X1, . . . , Xn−1) = (F1, . . . , Fn−1).
Since we just proved that (F1, . . . , Fn−1) satisfies the above mentioned
operator equations, we have
FiDP + F
∗
n−iDPP = DPSi = XiDP +X
∗
n−iDPP.
and consequently
(Xi−Fi)DP+(Xn−i−Fn−i)
∗DPP = (Xn−i−Fn−i)DP+(Xi−Fi)
∗DPP = 0.
Let for each i
Yi = Xi − Fi , Yn−i = Xn−i − Fn−i.
Then for each i
YiDP + Y
∗
n−iDPP = Yn−iDP + Y
∗
i DPP = 0. (3.3)
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To complete the proof, we need to show that Y1 = · · · = Yn−1 = 0. We
have
YiDP + Y
∗
n−iDPP = 0
or YiDP = −Y
∗
n−iDPP
or DPYiDP = −DPY
∗
n−iDPP
or DPY
∗
i DP = P
∗DPY
∗
i DPP = P
∗2DPY
∗
i DPP
2 = · · ·
We obtained the equalities in the last line by applying (3.3). Thus we
have
DPY
∗
i DP = P
∗nDPY
∗
i DPP
n (3.4)
for all n = 1, 2, . . .. Now consider the series
∞∑
n=0
‖DPP
nh‖2 =
∞∑
n=0
〈DPP
nh,DPP
nh〉
=
∞∑
n=0
〈P ∗nD2PP
nh, h〉
=
∞∑
n=0
〈P ∗n(I − P ∗P )P nh, h〉
=
∞∑
n=0
〈(P ∗nP n − P ∗n+1P n+1h, h〉
=
∞∑
n=0
(‖P nh‖2 − ‖P n+1h‖2)
= ‖h‖2 − lim
n→∞
‖P nh‖2.
‖h‖ ≥ ‖Ph‖ ≥ ‖P 2h‖ ≥ · · · ≥ ‖P nh‖ ≥ · · · ≥ 0.
So limn→∞ ‖P
nh‖2 exists. Therefore, the series is convergent and so
limn→∞ ‖DPP
nh‖2 = 0. So
‖DPY
∗
i DPh‖ = ‖P
∗nDPY
∗
i DPP
nh‖ by (3.4)
≤ ‖P ∗n‖‖DpY
∗
i ‖‖DPP
nh‖
≤ ‖DpY
∗
i ‖‖DPP
nh‖ → 0.
So DPY
∗
i DP = 0 and hence Yi = 0 for each i = 1, . . . , n− 1.
The next few results will provide some beautiful algebra of Γn-
contractions and their fundamental operator tuples.
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Lemma 3.10. Let (S1, . . . , Sn−1, P ) be a Γn-contraction with commut-
ing fundamental operator tuple (A1, . . . , An−1). Then for each i =
1, . . . , n− 1 we have
S∗i Si − S
∗
n−iSn−i = DP (A
∗
iAi −A
∗
n−iAn−i)DP .
Proof. We have that (A1, . . . , An−1) is a commuting tuple satisfying
Si − S
∗
n−iP = DPAiDP for i = 1, . . . , n− 1. (3.5)
By the commutativity of S1, . . . , Sn−1 we have S
∗
i S
∗
n−iP = S
∗
n−iS
∗
i P .
Using (3.5) we see that
S∗i (Si −DPAiDP ) = S
∗
n−i(Sn−i −DPAn−iDP ) ,
which further implies that for each i = 1, . . . , n− 1,
S∗i Si − S
∗
n−iSn−i = S
∗
iDPAiDP − S
∗
n−iDPAn−iDP
= (DPA
∗
i + P
∗DPAn−i)AiDP − (DPA
∗
n−i + P
∗DPAi)An−iDP
= DP (A
∗
iAi − A
∗
n−iAn−i)DP .
To obtain the last two equalities we have used the commutativity of
A1, . . . , An−i and the two identities
DPSi = AiDP + A
∗
n−iDPP for i = 1, . . . , n− 1,
from the previous theorem. Hence the proof is complete.
Lemma 3.11. Let (S1, . . . , Sn−1, P ) be a Γn-contraction on a Hilbert
space H and (A1, . . . , An−1) and (B1, . . . , Bn−1) be respectively the fun-
damental operator tuples of (S1, . . . , Sn−1, P ) and (S
∗
1 , . . . , S
∗
n−1, P
∗) re-
spectively. Then
DPAi = (SiDP −DP ∗Bn−iP )|DP for i = 1, . . . , n− 1.
Proof. For h ∈ H, we have
(SiDP −DP ∗Bn−iP )DPh = Si(I − P
∗P )h− (DP ∗Bn−iDP ∗)Ph
= Sih− SiP
∗Ph− (S∗n−i − SiP
∗)Ph
= Sih− SiP
∗Ph− S∗n−iPh+ SiP
∗Ph
= (Si − S
∗
n−iP )h = (DPAi)DPh.
Hence,
DPAi = (SiDP −DP ∗Bn−iP )|DP .
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Lemma 3.12. Let (S1, . . . , Sn−i, P ) be a Γn-contraction on a Hilbert
space H and (A1, . . . , An−1) and (B1, . . . , Bn−1) be respectively the fun-
damental operator tuples of (S1, . . . , S2, P ) and (S
∗
1 , . . . , S
∗
2 , P )
∗ respec-
tively. Then
PAi = B
∗
i P |DP , for i = 1, . . . , n− 1.
Proof. We observe here that the operators on both sides are defined
from DP to DP ∗ . Let h, h
′ ∈ H be any two elements. Then
〈(PAi − B
∗
i P )DPh,DP ∗h
′〉
= 〈DP ∗PAiDPh, h
′〉 − 〈DP ∗B
∗
i PDPh, h
′〉
= 〈P (DPAiDP )h, h
′〉 − 〈(DP ∗B
∗
iDP ∗)Ph, h
′〉
= 〈P (Si − S
∗
n−iP )h, h
′〉 − 〈(Si − PS
∗
n−i)Ph, h
′〉
= 〈(PSi − PS
∗
n−iP − SiP + PS
∗
n−iP )h, h
′〉 = 0.
Hence PAi = B
∗
i P |DP for i = 1, . . . , n− 1 and the proof is complete.
Lemma 3.13. Let (S1, . . . , Sn−1, P ) be a Γn-contraction on a Hilbert
space H and (A1, . . . , An−1) and (B1, . . . , Bn−1) be the fundamental op-
erator tuples of (S1, . . . , Sn−1, P ) and (S
∗
1 , . . . , S
∗
n−1, P
∗) respectively.
Then
(A∗iDPDP ∗ −An−iP
∗)|DP∗ = DPDP ∗Bi − P
∗B∗n−i and
(A∗n−iDPDP ∗ − AiP
∗)|DP∗ = DPDP ∗Bn−i − P
∗B∗i .
Proof. For h ∈ H, we have
(A∗iDPDP ∗ −An−iP
∗)DP ∗h
= A∗iDP (I − PP
∗)h− An−iP
∗DP ∗h
= A∗iDPh− A
∗
iDPPP
∗h−An−iDPP
∗h
= A∗iDPh− (A
∗
iDPP + An−iDP )P
∗h
= A∗iDPh−DPSn−iP
∗h [ by Lemma (3.9)]
= (SiDP −DP ∗Bn−iP )
∗h−DPSn−iP
∗h [by Lemma 3.11]
= DPS
∗
i h− P
∗B∗n−iDP ∗h−DPSn−iP
∗h
= DP (S
∗
i − Sn−iP
∗)h− P ∗B∗n−iDP ∗h
= DPDP ∗BiDP ∗h− P
∗B∗n−iDP ∗h
= (DPDP ∗Bi − P
∗B∗n−i)DP ∗h.
One can similarly prove the other relation.
Now we present the main result of this section.
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Theorem 3.14. Let (A1, . . . , An−1) and (B1, . . . , Bn−1) be the funda-
mental operator tuples of a Γn-contraction (S1, . . . , Sn−1, P ) and its
adjoint (S∗1 , . . . , S
∗
n−1, P
∗) respectively. If [Ai, An−i] = 0 for each i =
1, . . . , n−1 and if P has dense range, then the following identities hold
for i = 1, . . . , n− 1:
(1) [A∗i , Ai] = [A
∗
n−i, An−i]
(2) [Bi, Bn−i] = 0
(3) [B∗i , Bi] = [B
∗
n−i, Bn−i].
Proof. Let the operators S1, . . . , Sn−1, P be defined on a Hilbert space
H. We shall prove the operator identities one by one.
(1) By Theorem 3.9, we have for each i = 1, . . . , n−1 that DPSi =
AiDP + A
∗
n−iDPP . Multiplying by DPAn−i from the left we
get
DPAn−iDPSi = DPAn−iAiDP +DPAn−iA
∗
n−iDPP
⇒ (Sn−i − S
∗
i P )Si = DPAn−iAiDP +DPAn−iA
∗
n−iDPP
⇒ Sn−iSi − S
∗
i SiP = DPAn−iAiDP +DPAn−iA
∗
n−iDPP.
Similarly, multiplying DPSn−i = An−iDP + A
∗
iDPP by DPAi
from the left we get
SiSn−i − S
∗
n−iSn−iP = DPAiAn−iDP +DPAiA
∗
iDPP.
On subtraction we get
(S∗i Si − S
∗
n−iSn−i)P = DP [Ai, An−i]DP +DP (AiA
∗
i − An−iA
∗
n−i)DPP
⇒ DP (A
∗
iAi − A
∗
n−iAn−i)DPP = DP [Ai, An−i]DP +DP (AiA
∗
i − An−iA
∗
n−i)DPP
⇒ DP ([A
∗
i , Ai]− [A
∗
n−i, An−i])DPP = 0 [ since for each i , [Ai, An−i] = 0.]
⇒ DP ([A
∗
i , Ai]− [A
∗
n−i, An−i])DP = 0; [ since RanP is dense in H.]
⇒ [A∗i , Ai] = [A
∗
n−i, An−i]
Thus the proof of part-(i) of the theorem is complete.
(2) From Lemma 3.12, we have that PAi = B
∗
i P |DP for i = 1, . . . , n−
1. Therefore,
PAiAn−iDP = B
∗
i PAn−iDP
⇒ PAn−iAiDP = B
∗
i PAn−iDP
⇒ B∗n−iB
∗
i PDP = B
∗
iB
∗
n−iPDP
⇒ [B∗i , B
∗
n−i]DP ∗P = 0
⇒ [Bi, Bn−i] = 0
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Here we have used the commutativity of Ai, An−i, the density
of range of P in H and Lemma 3.12.
(3) From Lemma 3.11, we have DPAi = (SiDP − DP ∗Bn−iP )|DP .
On multiplication by An−iDP from right we get
DPAiAn−iDP = SiDPAn−iDP −DP ∗Bn−iPAn−iDP
⇒ DPAiAn−iDP = Si(Sn−i − S
∗
i P )−DP ∗Bn−iB
∗
n−iPDP [ by Lemma 3.12.]
⇒ DPAiAn−iDP = SiSn−i − SiS
∗
i P −DP ∗Bn−iB
∗
n−iPDP .
Similarly, multiplying DPAn−i = (Sn−iDP − DP ∗BiP )|DP by
AiDP from right we get
DPAn−iAiDP = Sn−iSi − Sn−iS
∗
n−iP −DP ∗BiB
∗
i PDP .
Subtracting those two equations we get
DP [Ai, An−i]DP = DP ∗(BiB
∗
i −Bn−iB
∗
n−i)DP ∗P − (SiS
∗
i − Sn−iS
∗
n−i)P
⇒ DP [Ai, An−i]DP = DP ∗([Bi, B
∗
i ]− [Bn−i, B
∗
n−i])DP ∗P
⇒ DP ∗([B
∗
i , Bi]− [B
∗
n−i, Bn−i])DP ∗P = 0
⇒ [B∗i , Bi] = [B
∗
n−i, Bn−i].
This holds for i = 1, . . . , n − 1. We obtained the implications by the
density of the range of P in H and Lemma 3.10. Hence the proof is
complete.
Corollary 3.15. Let (S1, . . . , Sn−1, P ) be a Γn-contraction on a Hilbert
spaceH such that P is invertible. Let (A1, . . . , An−1) and (B1, . . . , Bn−1)
be as in Theorem 3.14. Then [Ai, An−i] = 0 for i = 1, . . . , n− 1 if and
only if [Bi, Bn−i] = 0 for i = 1, . . . , n− 1.
Proof. Suppose that [Ai, An−i] = 0 for i = 1, . . . , n − 1. Since P has
dense range, by part (ii) of Theorem 3.14, we get [Bi, Bn−i] = 0 for
i = 1, . . . , n − 1. Conversely, let [Bi, Bn−i] = 0 for i = 1, . . . , n − 1.
Since P is invertible, P ∗ has dense range too. So applying Theorem
3.14 for the Γn-contraction (S
∗
1 , . . . , S
∗
n−1, P
∗), we get [Ai, An−i] = 0 for
i = 1, . . . , n− 1.
3.3. Admissibility of fundamental operator tuple. For two tuples
of operators (A1, . . . , An−1) and (B1, . . . , Bn−1) defined on some certain
Hilbert spaces, it is natural to ask when there exists a Γn-contraction
(S1, . . . , Sn−1, P ) such that (A1, . . . , An−1) is the fundamental operator
tuple of (S1, . . . , Sn−1, P ) and (B1, . . . , Bn−1) is the fundamental oper-
ator pair of its adjoint (S∗1 , . . . , S
∗
n−1, P
∗). In this subsection, we shall
answer this question.
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We recall from [11] the famous notion of characteristic function of a
contraction introduced by Sz.-Nagy and Foias. For a contraction P de-
fined on a Hilbert space H, let ΛP be the set of all complex numbers for
which the operator I−zP ∗ is invertible. For z ∈ ΛP , the characteristic
function of P is defined as
ΘP (z) = [−P + zDP ∗(I − zP
∗)−1DP ]|DP . (3.6)
Here the operators DP and DP ∗ are the defect operators (I − P
∗P )1/2
and (I −PP ∗)1/2 respectively. By virtue of the relation PDP = DP ∗P
(section I.3 of [11]), ΘP (z) maps DP = RanDP into DP ∗ = RanDP ∗
for every z in ΛP . Since for each z ∈ D, ΘP (z) maps DP into DP ∗, ΘP
induces a multiplication operator MΘP from H
2(D)⊗DP into H
2(D)⊗
DP ∗, defined by
MΘP f(z) = ΘP (z)f(z), for all f ∈ H
2(D)⊗DP and z ∈ D.
Note that MΘP (Mz ⊗ IDP ) = (Mz ⊗ IDP∗ )MΘP .
Lemma 3.16. Let (A1, . . . , An−1) and (B1, . . . , Bn−1) be the fundamen-
tal operator tuples of a Γn-contraction (S1, . . . , Sn−1, P ) and its adjoint
(S∗1 , . . . , S
∗
n−1, P
∗) respectively. Then for each i = 1, . . . , n− 1,
(A∗i + An−iz)ΘP ∗(z) = ΘP ∗(z)(Bi +B
∗
n−iz) for all z ∈ D. (3.7)
Proof. We have that
(A∗i + An−iz)ΘP ∗(z)
= (A∗i + An−iz)(−P
∗ +
∞∑
n=0
zn+1DPP
nDP ∗)
= (−A∗iP
∗ +
∞∑
n=1
znA∗iDPP
n−1DP ∗)
+(−zAn−iP
∗ +
∞∑
n=2
znAn−iDPP
n−2DP ∗)
= −A∗iP
∗ + z(A∗iDPDP ∗ − An−iP
∗)
+
∞∑
n=2
zn(A∗iDPP
n−1DP ∗ + An−iDPP
n−2DP ∗)
= −A∗iP
∗ + z(A∗iDPDP ∗ − An−iP
∗) +
∞∑
n=2
zn(A∗iDPP + An−iDP )P
n−2DP ∗
= −P ∗Bi + z(DPDP ∗Bi − P
∗B∗n−i) +
∞∑
n=2
znDPS2P
n−2DP ∗ .
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The last equality follows by using Theorem 3.9, Lemma 3.12 and Lemma
3.13. Also we have
ΘP ∗(z)(Bi +B
∗
n−iz)
= (−P ∗ +
∞∑
n=0
zn+1DPP
nDP ∗)(Bi +B
∗
n−iz)
= (−P ∗Bi +
∞∑
n=1
znDPP
n−1DP ∗Bi) + (−zP
∗B∗n−i +
∞∑
n=2
znDPP
n−2DP ∗B
∗
n−i)
= −P ∗Bi + z(DPDP ∗Bi − P
∗B∗n−i)
+
∞∑
n=2
zn(DPP
n−1DP ∗Bi +DPP
n−2DP ∗B
∗
n−i)
= −P ∗Bi + z(DPDP ∗Bi − P
∗B∗n−i) +
∞∑
n=2
znDPP
n−2(PDP ∗Bi +DPB
∗
n−i)
= −P ∗Bi + z(DPDP ∗Bi − P
∗B∗n−i) +
∞∑
n=2
znDPP
n−2Sn−iDP ∗
= −P ∗Bi + z(DPDP ∗Bi − P
∗B∗n−i) +
∞∑
n=2
znDPSn−iP
n−2DP ∗.
Hence for i = 1, . . . , n− 1 we have (A∗i +An−iz)ΘP ∗(z) = ΘP ∗(z)(Bi +
B∗n−iz) for all z ∈ D and the proof is complete.
We are now in a position to answer the question asked in the begin-
ning of this subsection.
Theorem 3.17. Let (A1, . . . , An−1) and (B1, . . . , Bn−1) be respectively
the fundamental operator pairs of a Γn-contraction (S1, . . . , Sn−1, P )
and its adjoint (S∗1 , . . . , S
∗
n−1, P
∗). Then for each i = 1, . . . , n− 1,
(B∗i +Bn−iz)ΘP (z) = ΘP (z)(Ai + A
∗
n−iz) for all z ∈ D. (3.8)
Conversely, let P be a pure contraction on a Hilbert space H. Let
A1, . . . , An−1 ∈ B(DP ) and B1, . . . , Bn−1 ∈ B(DP ∗) be such that(
n− 1
n
(A∗1 + An−1z),
n− 2
n
(A∗2 + An−2z), . . . ,
1
n
(A∗n−1 + A1z)
)
and(
n− 1
n
(B∗1 +Bn−1z),
n− 2
n
(B∗2 +Bn−2z), . . . ,
1
n
(B∗n−1 +B1z)
)
are Γn−1-contractions for all z ∈ D. If A1, . . . , An−1 and B1, . . . , Bn−1
satisfy the equations (3.8), then there exists a Γn-contraction (S1, . . . , Sn−1, P )
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such that (A1, . . . , An−1) is the fundamental operator tuple of (S1, . . . , Sn−1, P )
and (B1, . . . , Bn−1) is the fundamental operator tuple of (S
∗
1 , . . . , S
∗
n−1, P
∗).
Proof. We apply Lemma 3.16 to the Γn-contraction (S
∗
1 , . . . , S
∗
n−1, P
∗)
to obtain the forward implication.
For the converse, let us define W : H → H2(D)⊗DP ∗ by
W (h) =
∞∑
n=0
zn ⊗DP ∗P
∗nh for all h ∈ H.
It is evident that
||Wh||2 =
∞∑
n=0
||DP ∗P
∗nh||2 =
∞∑
n=0
(
||P ∗nh||2 − ||P ∗n+1h||2
)
= ||h||2 − lim
n→∞
||P ∗nh||2.
Therefore W is an isometry if P is a pure contraction. It is obvious
that
W ∗(zn ⊗ ξ) = P nDP ∗ξ for all ξ ∈ DP ∗ and n ≥ 0.
Also if Mz is the multiplication operator on H
2(D) and if M = Mz ⊗ I
on H2(D)⊗DP ∗, then we have
M∗Wh = T ∗z
(
∞∑
n=0
znDP ∗P
∗nh
)
=
∞∑
n=0
znDP ∗P
∗n+1h = WP ∗h.
Therefore M∗W =WP ∗. Since(
n− 1
n
(B∗1 +Bn−1z),
n− 2
n
(B∗2 +Bn−2z), . . . ,
1
n
(B∗n−1 +B1z)
)
is a Γn−1-contraction for all z ∈ D, it follows from Theorem 2.13 that
the Toeplitz operator tuple (TB∗
1
+Bn−1z, . . . , TB∗n−1+B1z, Tz) is a pure Γn-
isometry on the vectorial Hardy space H2(DP ∗). Again since H
2(DP ∗)
and H2(D)×DP ∗ are isomorphic, the replica of the triple
(TB∗
1
+Bn−1z, . . . , TB∗n−1+B1z, Tz) for the space H
2(D)×DP ∗
is
(I ⊗ B∗1 +Mz ⊗Bn−1, . . . , I ⊗ B
∗
n−1 +Mz ⊗ B1,Mz ⊗ I),
which is also a pure Γn-isometry on H
2(D)⊗DP ∗ . Let us define
Si =W
∗MiW for i = 1, . . . , n− 1 ,
where
Mi = I ⊗B
∗
i +Mz ⊗ Bn−i for i = 1, . . . , n− 1.
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Equations (3.8) tell us that RanMΘP is invariant under Mi for i =
1, . . . , n− 1 which is same as saying that RanW = (RanMΘP )
⊥ is in-
variant under M∗i for i = 1, . . . , n− 1.
Since (M1, . . . ,Mn−1,M) is a pure Γn-isometry, so is (S1, . . . , Sn−1, P )
being unitarily equivalent to (M1, . . . ,Mn−1,M). We now show that
(B1, . . . , Bn−1) is the fundamental operator pair of (S
∗
1 , . . . , S
∗
n−1, P
∗).
For each i = 1, . . . , n− 1 we have that
S∗i − Sn−iP
∗ = W ∗M∗i W −W
∗Mn−iWW
∗M∗W
= W ∗M∗i W −W
∗Mn−iM
∗W
= W ∗[(I ⊗Bi)
+ (M∗z ⊗ B
∗
n−i)− (M
∗
z ⊗ B
∗
n−i)− (MzM
∗
z ⊗Bi)]W
= DP ∗BiDP ∗.
To obtain the equalities above, we used the fact that RanW is invariant
under M∗z and that I−MzM
∗
z is a rank one projection. By the unique-
ness of fundamental operator tuple of a Γn-contraction, we conclude
that (B1, . . . , Bn−1) is the fundamental operator tuple of (S
∗
1 , . . . , S
∗
n−1, P
∗).
Let (Y1, . . . , Yn−1) be the fundamental operator tuple of (S1, . . . , Sn−1, P ).
Then we have, by first part of this theorem, we have for each i =
1, . . . , n− 1 that
(B∗i +Bn−iz)ΘP (z) = ΘP (z)(Yi + Y
∗
n−iz) for all z ∈ D.
By this and the fact that all Bi satisfy equations (3.8), for some oper-
ators A1, . . . , An−1 ∈ B(DP ), we have that
Ai + A
∗
n−iz = Yi + Y
∗
n−iz for all i = 1, . . . , n− 1
and for all z ∈ D. Therefore, Yi = Ai for each i and consequently
(A1, . . . , An−1) is the fundamental operator tuple of (S1, . . . , Sn−1, P )
and the proof is complete.
3.4. A non-commutative model for pure Γn-contractions. We
recall from previous section that the characteristic function ΘP of a
contraction P on a Hilbert space H is defined by
ΘP (z) = [−P + zDP ∗(IH − zP
∗)−1DP ]|DP , z ∈ D.
Let us define
HP = (H
2(D)⊗DP ∗)⊖MΘP (H
2(D)⊗DP ).
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In [11], Sz.-Nagy and Foias showed that every pure contraction P
defined on a Hilbert space H is unitarily equivalent to the operator
PHP (Mz ⊗ IDP∗ )HP on the Hilbert space HP defined above, where PHP
is the projection of H2(D)⊗DP ∗ onto HP .
Before going to the main result we state and prove a lemma.
Lemma 3.18. For every contraction P , the identity
WW ∗ +MΘPM
∗
ΘP
= IH2(D)⊗DP∗ (3.9)
holds, whereW is the isometry mentioned in the proof of Theorem 3.17.
Proof. The operator W ∗ satisfies the identity
W ∗(kz ⊗ ξ) = (I − z¯P )
−1DP ∗ξ for z ∈ D and ξ ∈ DP ∗,
where kz(w) := (1 − 〈w, z〉)
−1 for all w ∈ D. For a proof one can see
Theorem 1.2 in [8]. Therefore we have
〈(WW ∗ +MΘPM
∗
ΘP
)(kz ⊗ ξ), (kw ⊗ η)〉
= 〈W ∗(kz ⊗ ξ),W
∗(kw ⊗ η)〉+ 〈M
∗
ΘP
(kz ⊗ ξ),M
∗
ΘP
(kw ⊗ η)〉
= 〈(I − z¯P )−1DP ∗ξ, (I − w¯P )
−1DP ∗η〉+ 〈kz ⊗ΘP (z)
∗ξ, kw ⊗ΘP (w)
∗η〉
= 〈DP ∗(I − wP
∗)−1(I − z¯P )−1DP ∗ξ, η〉+ 〈kz, kw〉〈ΘP (w)ΘP (z)
∗ξ, η〉
= 〈kz ⊗ ξ, kw ⊗ η〉 for all z, w ∈ D and ξ, η ∈ DP ∗.
Where the last equality follows from the following well-known identity
I −ΘP (w)ΘP (z)
∗ = (1− wz¯)DP ∗(I − wP
∗)−1(I − z¯P )−1DP ∗ .
Now using the fact that {kz : z ∈ D} forms a total set of H
2(D), the
assertion follows.
No we come to the main result of this section.
Theorem 3.19. Let (S1, . . . , Sn−1, P ) be a pure Γn-contraction on a
Hilbert spaceH. Then the operators Si and P are unitarily equivalent to
PHP (I⊗B
∗
i +Mz⊗Bn−i)|HP , PHP (I⊗B
∗
n−i+Mz⊗Bi)|HP and PHP (Mz⊗
IDP∗)|HP respectively, where (B1, . . . , Bn−1) is the fundamental operator
tuple of
(S∗1 , . . . , S
∗
n−1, P
∗).
Proof. SinceW is an isometry, WW ∗ is the projection onto RanW and
since P is pure, MΘP is also an isometry. So by Lemma 3.18, we have
that
W (HP ) = (H
2(D)⊗DP ∗)⊖MΘP (H
2(D)⊗DP ).
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Now
W ∗(I ⊗B∗i +Mz ⊗ Bn−i)(z
n ⊗ ξ)
= W ∗(zn ⊗B∗i ξ) +W
∗(zn+1 ⊗ Bn−iξ)
= P nDP ∗B
∗
i ξ + P
n+1DP ∗Bn−iξ
= P n(DP ∗B
∗
i + PDP ∗Bn−i)ξ
= P nSiDP ∗ξ [ by Theorem 3.9]
= SiP
nDP ∗ξ = SiW
∗(zn ⊗ ξ).
So for each i, we have W ∗(I⊗B∗i +Mz⊗Bn−i) = SiW
∗ for the vectors
of the form zn⊗ξ, for all n ≥ 0 and ξ ∈ DP ∗ , which span H
2(D)⊗DP ∗.
Hence we have W ∗(I ⊗ B∗i +Mz ⊗ Bn−i) = SiW
∗, which implies that
W ∗(I ⊗B∗i +Mz ⊗Bn−i)W = Si. Therefore, Si is unitarily equivalent
to PHP (I ⊗ B
∗
i +Mz ⊗Bn−i)|HP . Again
W ∗(Mz ⊗ I)(z
n ⊗ ξ) =W ∗(zn+1 ⊗ ξ) = P n+1DP ∗ξ = PW
∗(zn ⊗ ξ).
Therefore by the same argument as above, P is unitarily equivalent to
PHP (Mz ⊗ IDP∗)|HP .
3.5. A complete unitary invariant for pure Γn-contractions. A
complete unitary invariant for a class of operator tuples, defined on a
Hilbert space H, is nothing but a set of necessary and sufficient con-
ditions under which two such tuples are unitarily equivalent in the
sense that there is a unitary on H that intertwines corresponding com-
ponents of the two operator tuples. For two contractions P and P ′
defined on Hilbert spaces H and H′ respectively, we say that the char-
acteristic functions of P and P ′ coincide if there are unitary operators
u : DP → DP ′ and u∗ : DP ∗ → DP ′∗ such that the following diagram
commutes for all z ∈ D,
DP
ΘP (z)
−−−→ DP ∗
u
y yu∗
DP ′ −−−−→
Θ
P ′
(z)
DP ′∗
.
Before few decades, Sz.-Nagy and Foias proved that the characteristic
function is a complete unitary invariant for completely non-unitary
contractions.
Theorem 3.20 (Nagy-Foias, [11]). Two completely non-unitary con-
tractions are unitarily equivalent if and only if their characteristic func-
tions coincide.
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The following theorem provides a complete unitary invariant for pure
Γ3-contractions.
Theorem 3.21. Let (S1, . . . , Sn−1, P ) and (S
′
1, . . . , S
′
n−1, P
′) be two
pure Γn-contractions defined onH andH
′ respectively. Suppose (B1, . . . , Bn−1)
and (B′1, . . . , B
′
n−1) are fundamental operator tuples of (S
∗
1 , . . . , S
∗
n−1, P
∗)
and (S ′∗1 , . . . , S
′∗
n−1, P
′∗) respectively. Then (S1, . . . , Sn−1, P ) is unitar-
ily equivalent to (S ′1, . . . , S
′
n−1, P
′) if and only if the characteristic func-
tions of P and P ′ coincide and (B1, . . . , Bn−1) is unitarily equivalent to
(B′1, . . . , B
′
n−1) by the same unitary that is involved in the coincidence
of the characteristic functions of P and P ′.
Proof. First let us assume that (S1, . . . , Sn−1, P ) and (S
′
1, . . . , S
′
n−1, P
′)
be unitarily equivalent and let U : H → H′ be a unitary such that
USi = S
′
iU for each i and UP = P
′U . Since P is a pure contraction,
it is a completely non-unitary contraction and hence by Theorem 3.20,
the characteristic functions of P and P ′ coincides. The unitary that is
involved in the coincidence of the characteristic functions ΘP and ΘP ′
is nothing but the restriction of U to DP that takes DP to DP ′. An
interested reader can see Chapter-VI of [11] for a proof of this fact. We
now prove that the same unitary intertwines the fundamental operator
pairs of (S∗1 , . . . , S
∗
n−1, P
∗) and (S ′1
∗, . . . , S ′n−1
∗, P ′∗). We have
UD2P = U(I − P
∗P ) = U − P ′
∗
PU = D2P ′U,
which gives UDP = DP ′U . Let U˜ = U |DP . Then note that U˜ ∈
B(DP ,DP ′) and U˜DP = DP ′U˜ . Let (A1, . . . , An−1) and (A
′
1, . . . , A
′
n−1)
be respectively the fundamental operator tuples of (S1, . . . , Sn−1, P )
and (S ′1, . . . , S
′
n−1, P
′). Then for each i,
DP ′U˜AiU˜
∗DP ′ = U˜DPAiDP U˜
∗ = U˜(Si − S
∗
n−iP )DP U˜
∗
= S ′i − S
′∗
n−iP
′ = DP ′A
′
iDP ′.
Therefore we have U˜AiU˜
∗ = A′i for each i = 1, . . . , n− 1.
We prove the converse part. Let u : DP → DP ′ and u∗ : DP ∗ → DP ′∗
be unitary operators such that for each i
u∗Bi = B
′
iu∗ and u∗ΘP (z) = ΘP ′(z)u for all z ∈ D.
The unitary operator u∗ : DP ∗ → DP ′∗ induces the following unitary
operator
U∗ : H
2(D)⊗DP ∗ → H
2(D)⊗DP ′∗
(zn ⊗ ξ) 7→ (zn ⊗ u∗ξ)ξ ∈ DP ∗ , n ≥ 0.
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We note here that
U∗(MΘP f(z)) = u∗ΘP (z)f(z) = ΘP ′(z)uf(z) =MΘP ′ (uf(z)),
for all f ∈ H2(D) ⊗ DP and z ∈ D. Hence U∗ takes RanMΘP onto
RanMΘ
P ′
. Since U∗ is unitary, we have
U∗(HP ) = U∗((RanMΘP )
⊥) = (U∗RanMΘP )
⊥ = (RanMΘ
P ′
)⊥ = HP ′.
Again from the definition of U∗ we have that
U∗(I ⊗ B
∗
i +Mz ⊗ Bn−i)
∗ = (I ⊗ u∗)(I ⊗ Bi +M
∗
z ⊗B
∗
n−i)
= I ⊗ u∗Bi +M
∗
z ⊗ u∗B
∗
n−i
= I ⊗B′iu∗ +M
∗
z ⊗ B
′∗
n−iu∗
= (I ⊗B′i +M
∗
z ⊗ B
′∗
n−i)(I ⊗ u∗)
= (I ⊗B′∗i +Mz ⊗B
′
n−i)
∗U∗.
Similar calculation gives us
U∗(I ⊗ B
∗
n−i +Mz ⊗ Bi)
∗ = (I ⊗ B′∗n−i +Mz ⊗ B
′
i)
∗U∗.
Therefore, HP ′ = U∗(HP ) is a joint co-invariant subspace of (I ⊗B
′∗
i +
Mz ⊗ B
′
n−i) for i = 1, . . . , n− 1. Hence PHP (I ⊗ B
∗
i +Mz ⊗ Bn−i)|HP
and PH
P ′
(I ⊗ B′∗i +Mz ⊗ B
′
n−i)|HP ′ are unitarily equivalent for each
i. It is evident that the unitary operator that intertwines them is
U∗|HP : HP →HP ′ .
Also we have
U∗(Mz⊗IDP∗ ) = (I⊗u∗)(Mz⊗IDP∗ ) = (Mz⊗IDP ′∗ )(I⊗u∗) = (Mz⊗IDP ′∗ )U∗.
So PHP (Mz ⊗ IDP∗)|HP and PHP ′ (Mz ⊗ IDP ′∗ )|HP ′ are unitarily equiv-
alent by the same unitary U∗|HP . Therefore (S1, . . . , Sn−1, P ) and
(S ′1, . . . , S
′
n−1, P
′) are unitarily equivalent and the proof is complete.
4. Dilation and a commutative functional model for a
subclass of pure Γn-contractions
Proposition 4.1. Let (T1, . . . , Tn−1, V ) on K be a Γn-isometric dila-
tion of a Γn-contraction (S1, . . . , Sn−1, P ) on H. If (T1, . . . , Tn−1, V )
is minimal, then (T ∗1 , . . . , T
∗
n−1, V
∗) is a Γn-co-isometric extension of
(S∗1 , . . . , S
∗
n−1, P
∗). Conversely, the adjoint of a Γn-co-isometric exten-
sion of (S1, . . . , Sn−1, P ) is a Γn-isometric dilation of (S1, . . . , Sn−1, P ).
Proof. We first prove that S1PH = PHT1, . . . , Sn−1PH = PHTn−1 and
PPH = PHV . Clearly
K = span{Tm11 . . . T
mn−1
n−1 V
nh : h ∈ H and m1, . . . , mn−1, n ∈ N∪{0}}.
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Now for h ∈ H we have that
S1PH(T
m1
1 . . . T
mn−1
n−1 V
nh) = S1(S
m1
1 . . . S
mn−1
n−1 P
nh)
= Sm1+11 . . . S
mn−1
n−1 P
nh
= PH(T
m1+1
1 . . . T
mn−1
n−1 V
nh)
= PHT1(T
m1
1 . . . T
mn−1
n−1 V
nh).
Thus, S1PH = PHT1. Similarly we can prove that SiPH = PHTi for any
i and that PPH = PHV . Also for h ∈ H and k ∈ K we have that
〈S∗1h, k〉 = 〈PHS
∗
1h, k〉 = 〈S
∗
1h, PHk〉 = 〈h, S1PHk〉 = 〈h, PHT1k〉
= 〈T ∗1 h, k〉.
Hence S∗1 = T
∗
1 |H and similarly S
∗
i = T
∗
i |H for any i and P
∗ = V ∗|H.
Therefore, (T ∗1 , . . . , T
∗
n−1, V
∗) is a Γn-co-isometric extension of (S
∗
1 , . . . , S
∗
n−1, P
∗).
The converse part is obvious.
Theorem 4.2. Let (S1, . . . , Sn−1, P ) be a pure Γn-contraction on a
Hilbert space H and let the fundamental operator tuple (F1∗, . . . , Fn−1∗)
of
(S∗1 , . . . , S
∗
n−1, P
∗) be such that(
n− 1
n
(F ∗1∗ + Fn−1∗z), . . . ,
1
n
(F ∗n−1∗ + F1∗z)
)
is a Γn−1-contraction for all z ∈ D. Consider the operators T1, . . . , Tn−1, V
on K = H2(D)⊗DP ∗ defined by
Ti = I ⊗ F
∗
i∗ +Mz ⊗ Fn−i∗, for i = 1, . . . , n− 1 and V = Mz ⊗ I.
Then (T1, . . . , Tn−1, V ) is a minimal pure Γn-isometric dilation of
(S1, . . . , Sn−1, P ).
Proof. We have from Sz.-Nagy-Foias theory for pure contraction [11]
that K is the minimal isometric dilation space and the operator V
is the minimal isometric dilation of P . So, it suffices if we prove
that (T1, . . . , Tn−1, V ) is a Γn-isometric dilation of (S1, . . . , Sn−1, P ),
because, then the minimality will follow trivially. By virtue of Lemma
4.1, it suffices if we show that (T ∗1 , . . . , T
∗
n−1, V
∗) is a Γn-co-isometric
extension of (S∗1 , . . . , S
∗
n−1, P
∗). Since(
n− 1
n
(F ∗1∗ + Fn−1∗z), . . . ,
1
n
(F ∗n−1∗ + F1∗z)
)
is a Γn−1− contraction for all z ∈ D, it follows from Theorem 2.13 and
Corollary 2.14 that (TF ∗
1∗
+Fn−1∗z, . . . , TF ∗n−1∗+F1∗z, Tz) on H
2(DP ∗) is a
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pure Γn-isometry with (F1∗, . . . , Fn−1∗) being the fundamental operator
tuple of its adjoint. Again since the tuple (TF ∗
1∗
+Fn−1∗z, . . . , TF ∗n−1∗+F1∗z, Tz)
on H2(DP ∗) is unitarily equivalent to (T1, . . . , T2, V ), that is, (I⊗F
∗
1∗+
Mz⊗Fn−1∗, I⊗F
∗
n−1∗+Mz⊗F1∗,Mz⊗I) on K = H
2(D)⊗DP ∗ , therefore,
(T1, . . . , Tn−1, V ) is a pure Γn-isometry. All we have to prove now is that
(T ∗1 , . . . , T
∗
n−1, V
∗) is a Γn-co-isometric extension of (S
∗
1 , . . . , S
∗
n−1, P
∗).
Let us define
W :H → K
h 7→
∞∑
n=0
zn ⊗DP ∗P
∗nh.
Now
‖Wh‖2 = ‖
∞∑
n=0
zn ⊗DP ∗P
∗nh‖2
= 〈
∞∑
n=0
zn ⊗DP ∗P
∗nh ,
∞∑
m=0
zm ⊗DP ∗P
∗mh〉
=
∞∑
m,n=0
〈zn, zm〉〈DP ∗P
∗nh , DP ∗P
∗mh〉
=
∞∑
n=1
〈P nD2P ∗P
∗nh, h〉
=
∞∑
n=0
〈P n(I − PP ∗)P ∗nh, h〉
=
∞∑
n=0
{〈P nP ∗nh, h〉 − 〈P n+1P ∗n+1h, h〉}
= ‖h‖2 − lim
n→∞
‖P ∗nh‖2.
Since P is a pure contraction, lim
n→∞
‖P ∗nh‖2 = 0 and thus ‖Wh‖ = ‖h‖.
Therefore W is an isometry.
For a basis vector zn ⊗ η of K we have that
〈W ∗(zn ⊗ η), h〉 = 〈zn ⊗ η,
∞∑
k=0
zk ⊗DP ∗P
∗kh〉 = 〈η,DP ∗P
∗nh〉
= 〈P nDP ∗ξ, h〉.
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Therefore,
W ∗(zn ⊗ η) = P nDP ∗η, for n = 0, 1, 2, 3, . . . (4.1)
and hence
PW ∗(zn ⊗ η) = P n+1DP ∗η, for n = 0, 1, 2, 3, . . . .
Again by (4.1),
W ∗V (zn ⊗ η) = W ∗(Mz ⊗ I)(z
n ⊗ η) = W ∗(zn+1 ⊗ η) = P n+1DP ∗η
= PW ∗(zn ⊗ η).
Consequently, W ∗V = PW ∗, i.e, V ∗W = WP ∗ and hence V ∗|W (H) =
WP ∗W ∗|W (H).
We now show that W ∗Ti = SiW
∗ for each i = 1, . . . , n− 1.
W ∗Ti(z
n ⊗ η) =W ∗(I ⊗ F ∗i∗ +Mz ⊗ Fn−i∗)(z
n ⊗ η)
=W ∗(zn ⊗ F ∗i∗η) +W
∗(zn+1 ⊗ Fn−i∗η)
= P nDP ∗F
∗
i∗η + P
n+1DP ∗Fn−1∗η.
Also for each i,
SiW
∗(zn ⊗ η) = SiP
nDP ∗η = P
nSiDP ∗η. (4.2)
Claim. SiDP ∗ = DP ∗F
∗
i∗ + PDP ∗Fn−i∗.
Proof of Claim. Since (F1∗, . . . , Fn−1∗) is the fundamental operator pair
of (S∗1 , . . . , S
∗
n−1, P
∗), we have
(DP ∗F
∗
i∗+PDP ∗Fn−i∗)DP ∗ = (Si−PS
∗
n−i)+P (S
∗
n−i−SiP
∗) = SiD
2
P ∗.
Now if G = SiDP ∗ −DP ∗F
∗
i∗−PDP ∗Fn−i∗, then G is defined from DP ∗
to H and GDP ∗h = 0 for every h ∈ DP ∗. Hence the claim follows.
So from (4.2) we have,
SiW
∗(zn ⊗ η) = P n(DP ∗F
∗
i∗ + PDP ∗Fn−i∗).
Therefore, W ∗Ti = SiW
∗ and hence T ∗i |W (H) = WS
∗
iW
∗|W (H) for each
i. Hence the proof is complete.
We recall from [11], the notion of the characteristic function of a
contraction T . For a contraction T defined on a Hilbert space H, let
ΛT be the set of all complex numbers for which the operator I − zT
∗
is invertible. For z ∈ ΛT , the characteristic function of T is defined as
ΘT (z) = [−T + zDT ∗(I − zT
∗)−1DT ]|DT . (4.3)
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Here the operators DT and DT ∗ are the defect operators (I − T
∗T )1/2
and (I − TT ∗)1/2 respectively. By virtue of the relation TDT = DT ∗P
(section I.3 of [11]), ΘT (z) maps DT = RanDT into DT ∗ = RanDT ∗ for
every z in ΛT .
Let us recall that a pure contraction T is a contraction such that
T ∗n → 0 strongly as n → ∞. It was shown in [11] that every pure
contraction T defined on a Hilbert space H is unitarily equivalent to
the operator T = PHT (Mz⊗I)|HT on the Hilbert space HT = (H
2(D)⊗
DT ∗)⊖MΘT (H
2(D)⊗DT ), where Mz is the multiplication operator on
H2(D) and MΘT is the multiplication operator from H
2(D)⊗DT into
H2(D)⊗DT ∗ corresponding to the multiplier ΘT . Here, in an analogous
way, we produce a model for a class of pure Γ3-contractions.
Theorem 4.3. Let (S1, . . . , Sn−1, P ) be a pure Γn-contraction on a
Hilbert space H and let the fundamental operator tuple (F1∗, . . . , Fn−1∗)
of
(S∗1 , . . . , S
∗
n−1, P
∗) be such that(
n− 1
n
(F ∗1∗ + Fn−1∗z), . . . ,
1
n
(F ∗n−1∗ + F1∗z)
)
is a Γn−1-contraction for all z ∈ D. Then (S1, . . . , Sn−1, P ) is unitarily
equivalent to the tuple (R1, . . . , Rn−1, R) on the Hilbert space HP =
(H2(D)⊗DP ∗)⊖MΘP (H
2(D)⊗DP ) defined by
Ri = PHP (I ⊗ F
∗
i∗ +Mz ⊗ Fn−i∗)|HP , for i = 1, . . . , n− 1
and R = PHP (Mz ⊗ I)|HP .
Proof. It suffices if we show that W (H) = HP . For this, it is enough if
we can prove
WW ∗ +MΘPM
∗
ΘP
= IH2(D)⊗DP∗ .
Since the vectors zn ⊗ ξ forms a basis for H2(D) ⊗ DP ∗, it is obvious
from equation (4.2) that
W ∗(f ⊗ ξ) = f(P )DP ∗ξ, for all f ∈ C[z], and ξ ∈ DP ∗.
It was shown in the proof of Theorem 1.2 of [9] by Arveson that the
operator W ∗ satisfies the identity
W ∗(kz ⊗ ξ) = (I − z¯P )
−1DP ∗ξ for z ∈ D, ξ ∈ DP ∗,
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where kz(w) = (1− 〈w, z〉)
−1. Therefore, for z, w in D and ξ, η in DP ∗,
we obtain
〈(WW ∗ +MΘPM
∗
ΘP
)kz ⊗ ξ, kw ⊗ η〉
= 〈W ∗(kz ⊗ ξ),W
∗(kw ⊗ η)〉+ 〈M
∗
ΘP
(kz ⊗ ξ),M
∗
ΘP
(kw ⊗ η)〉
= 〈(I − z¯P )−1DP ∗ξ, (I − w¯P )
−1DP ∗η〉+ 〈kz ⊗ΘP (z)
∗ξ, kw ⊗ΘP (w)
∗η〉
= 〈DP ∗(I − wP
∗)−1(I − z¯P )−1D∗P ξ, η〉+ 〈kz, kw〉〈ΘP (w)ΘP (z)
∗ξ, η〉
= 〈kz ⊗ ξ, kw ⊗ η〉.
The last equality follows from the following identity (see page 244 in
[11]),
1−ΘP (w)ΘP (z)
∗ = (1− wz¯)DP ∗(1− wP
∗)−1(1− z¯P )−1DP ∗,
where ΘP is the characteristic function of P . Using the fact that the
vectors kz form a total set in H
2(D), the assertion follows.
Remark 4.4. It is interesting to notice that the model space HT and
model operator R are same as the model space and model operator of
the pure contraction P described in [11].
5. Representing distinguished varieties in the
symmetrized tridisc
Here we shall use the same notations and terminologies introduced
by Agler and McCarthy in [2]. We say that a function f is holomorphic
on a distinguished variety Λ in G3, if for every point of Λ, there is an
open ball B in C3 containing the point and a holomorphic function F
of three variables on B such that F |B∩Λ = f |B∩Λ. We shall denote
by A(Λ) the Banach algebra of functions that are holomorphic on Λ
and continuous on Λ. This is a closed unital subalgebra of C(∂Λ) that
separates points. The maximal ideal space of A(Λ) is Λ.
For a finite measure µ on Λ, let H2(µ) be the closure of polynomials
in L2(∂Ω, µ). If G is an open subset of a Riemann surface S and ν
is a finite measure on G, let A2(ν) denote the closure in L2(∂G, ν) of
A(G). A point λ is said to be a bounded point evaluation for H2(µ)
or A2(ν) if evaluation at λ, a priori defined on a dense set of analytic
functions, extends continuously to the whole Hilbert space H2(µ) or
A2(ν) respectively. If λ is a bounded point evaluation, then the function
defined by
f(λ) = 〈f, kλ〉
is called the evaluation functional at λ. The following result is due to
Agler and McCarthy (see Lemma 1.1 in [2]).
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Lemma 5.1. Let S be a compact Riemann surface. Let G ⊆ S be a
domain whose boundary is a finite union of piecewise smooth Jordan
curves. Then there exists a measure ν on ∂G such that every point λ
in G is a bounded point evaluation for A2(ν) and such that the linear
span of the evaluation functional is dense in A2(ν).
Lemma 5.2. Let Λ be a one-dimensional distinguished variety in G3.
Then there exists a measure µ on ∂Λ such that every point in Λ is
a bounded point evaluation for H2(µ) and such that the span of the
bounded evaluation functionals is dense in H2(µ).
Proof. Agler and McCarthy proved a similar result for distinguished
varieties in the bidisc (see Lemma 1.2 in [2]); we imitate their proof
here for the symmetrized tridisc. Let f, g be minimal polynomials such
that
Ω = {(s1, s2, p) ∈ G3 : f(s1, s2, p) = g(s1, s2, p) = 0}.
Let Zfg be the intersection of the zero sets of f and g, i.e, Zfg = Zf∩Zg.
Let C(Zfg) be the closure of Zfg in the projective space CP
3. Let S be
the desingularization of C(Zfg). See, e.g., [21], [23] and [24] for details
of desingularization. Therefore, S is a compact Riemann surface and
there is a holomorphic map τ : S → C(Zfg) that is biholomorphic from
S ′ onto C(Zfg)
′ and finite-to-one from S \ S ′ onto C(Zfg) \ C(Zfg)
′.
Here C(Zfg)
′ is the set of non-singular points in C(Zfg) and S
′ is the
pre-image of C(Zfg)
′ under τ .
Let G = τ−1(Λ). Then ∂G is a finite union of disjoint curves, each
of which is analytic except possibly at a finite number of cusps and G
satisfies the conditions of Lemma 5.1. So there exists a measure ν on
∂G such that every point in G is a bounded point evaluation for A2(ν).
Let us define our desired measure µ by
µ(E) = ν(τ−1(E)), for a Borel subset E of ∂Λ.
Clearly, if λ is in G and τ(η) = λ, let kην be a representing measure for
η in A(G). Then the function kη ◦ τ
−1 is defined µ-almost everywhere
and satisfies∫
∂Λ
f(kη ◦ τ
−1)dµ =
∫
∂G
(f ◦ τ)kηdν = f ◦ τ(η) = f(λ) and∫
∂Ω
g(kη ◦ τ
−1)dµ =
∫
∂G
(g ◦ τ)kηdν = g ◦ τ(η) = g(λ).
Lemma 5.3. Let Λ be a one-dimensional distinguished variety in Gn,
and let µ be the measure on ∂Λ given as in Lemma 5.2. A point
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(y1, . . . , yn) ∈ Gn is in Λ if and only if (y¯1, . . . , y¯n) is a joint eigen-
value for M∗s1 , . . . ,M
∗
sn−1
and M∗p .
Proof. It is a well known fact in the theory of reproducing kernel Hilbert
spaces thatM∗f kx = f(x)kx for every multiplier f and every kernel func-
tion kx; in particular every point (y¯1, . . . , y¯n) ∈ Λ is a joint eigenvalue
for M∗s1, . . . ,M
∗
sn−1 and M
∗
p .
Conversely, if (y¯1, . . . , y¯n) is a joint eigenvalue and v is a unit eigen-
vector, then f(y1, . . . , yn) = 〈v,M
∗
f v〉 for every polynomial f . There-
fore,
|f(y1, . . . , yn)| ≤ ‖Mf‖ = sup
(s1,...,sn−1,p)∈Λ
|f(s1, . . . , sn−1, p)|.
So (y1, . . . , yn) is in the polynomial convex hull of Λ (relative to Gn),
which is Λ.
Lemma 5.4. Let Λ be a one-dimensional distinguished variety in Gn,
and let µ be the measure on ∂Λ given as in Lemma 5.2. The mul-
tiplication operator tuple (Ms1 , . . . ,Msn−1,Mp) on H
2(µ), defined as
multiplication by the co-ordinate functions, is a pure Gn-isometry.
Proof. Let us consider the pair of operators (M̂s1, . . . , M̂sn−1 , M̂p), mul-
tiplication by co-ordinate functions, on L2(∂Λ, µ). They are commuting
normal operators and the Taylor joint spectrum σT (M̂s1, . . . , M̂sn−1 , M̂p)
is contained in ∂Λ ⊆ bΓn. Therefore, (M̂s1 , . . . , M̂sn−1 , M̂p) is a Γn-
unitary and (Ms1, . . . ,Msn−1 ,Mp), being the restriction of (M̂s1 , . . . , M̂sn−1 , M̂p)
to the common invariant subspace H2(µ), is a Γn-isometry. By a stan-
dard computation, for every y = (y1, . . . , yn) ∈ Λ, the kernel function
ky¯ is an eigenfunction ofM
∗
p corresponding to the eigenvalue yn. There-
fore,
(M∗p )
iky = yn
iky → 0 as i→∞,
because |yn| < 1 by Theorem 2.6. Since the evaluation functionals ky
are dense in H2(µ), this shows that Mp is pure. Hence Mp is a pure
isometry and consequently (Ms1 , . . . ,Msn−1 ,Mp) is a pure Γn-isometry
on H2(µ).
Lemma 5.5. Let ϕ1, . . . , ϕn be functions inH
∞(B(E)) for some Hilbert
space E and let Tϕ1 , . . . , Tϕn be corresponding Toeplitz operators on
H2(E). Then (Tϕ1 , . . . , Tϕn) is a Γn-contraction if and only if (ϕ1(z), . . . , ϕn(z))
is a Γn-contraction for all z ∈ D.
Proof. It is obvious that ‖Tϕ‖ = ‖ϕ‖∞ for any ϕ ∈ H
∞(B(E)). For
any polynomial p(z1, . . . , zn),
p(Tϕ1 , . . . , Tϕn) = Tp(ϕ1,...,ϕn).
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Now (Tϕ1 , . . . , Tϕn) is a Γn-contraction if and only if for any polynomial
p(z1, . . . , zn),
p(Tϕ1 , . . . , Tϕn)‖ ≤ ‖p‖∞,Γn
⇔ ‖Tp(ϕ1,...,ϕn)‖ ≤ ‖p‖∞,Γn
⇔ ‖p(ϕ1, . . . , ϕn)‖ ≤ ‖p‖∞,Γn
⇔ (ϕ1, . . . , ϕn) is a Γn-contraction.
We now present the main result of this section that gives a rep-
resentation of a distinguished variety in Gn in terms of the natural
coordinates of Gn.
Theorem 5.6. Let
Λ ={(s1, . . . , sn−1, p) ∈ Gn :
(s1, . . . , sn−1) ∈ σT (F
∗
1 + pFn−1 , F
∗
2 + pFn−2 , . . . , F
∗
n−1 + pF1)},
(5.1)
where F1, . . . , Fn−1 are commuting square matrices of same order sat-
isfying
(i) [F ∗i , Fn−j] = [F
∗
j , Fn−i] for 1 ≤ i < j ≤ n− 1,
(ii) σT (F1, . . . , Fn−1) ⊆ Gn−1.
Then Λ is a distinguished variety in Gn and has complex dimension 1.
Conversely, every distinguished variety in Gn is one-dimensional and
can be represented as (5.1) for a pair of commuting square matrices
F1, F2 of same order satisfying the above two conditions.
Proof. Suppose that
Λ ={(s1, . . . , sn−1, p) ∈ Gn :
(s1, . . . , sn−1) ∈ σT (F
∗
1 + pFn−1 , F
∗
2 + pFn−2 , . . . , F
∗
n−1 + pF1)},
where F1, . . . , Fn−1 are commuting square matrices of same order, de-
fined on a finite dimensional Hilbert space E, satisfies the given condi-
tions. For any i, j ∈ {1, . . . , n−1}, F ∗i +pFn−i and F
∗
j +pFn−j commute
for any p ∈ C by given condition-(1) and consequently
σT (F
∗
1 + pFn−1 , F
∗
2 + pFn−2 , . . . , F
∗
n−1 + pF1) 6= ∅.
We now show that if |p| < 1 and if (s1, . . . , sn−1) ∈ σT (F
∗
1+pFn−1 , F
∗
2+
pFn−2 , . . . , F
∗
n−1+pF1) then (s1, . . . , sn−1, p) ∈ Gn which will establish
that Λ is non-empty and that it exits through the distinguished bound-
ary bΓn. This is because proving the fact that Λ exits through bΓn is
same as proving that Λ ∩ (∂Γn \ bΓn) = ∅, i.e, if (s1, . . . , sn−1, p) ∈ Λ
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and |p| < 1 then (s1, . . . , sn−1, p) ∈ Gn (by Theorem 2.6).
Let |p| < 1 and (s1, . . . , sn−1) be a joint eigenvalue of F
∗
1+pF2, . . . , Fn−1+
pF1. Then there exists a unit joint eigenvector ν such that
(F ∗i + pFn−i)ν = siν for i = 1, . . . , n− 1.
Taking inner product with respect to ν we get
ci + c¯n−ip = si for i = 1, . . . , n− 1 ,
where ci = 〈F
∗
i ν, ν〉 for each i. Since σT (F
∗
1 , . . . , F
∗
n−1) ∈ Gn−1, (c1, . . . , cn−1) ∈
Gn−1. Therefore, by Theorem 2.6, (s1, . . . , sn−1, p) ∈ Gn. Thus, Λ is
non-empty and it exits through the distinguished boundary bΓn.
For any p, there is a unitary matrix Up of order n (see Lemma 2.4)
such that U∗p (F
∗
1 + pFn−1)Up, . . . , U
∗
p (F
∗
n−1+ pF1)Up, have the following
upper triangular form:
U∗p (F
∗
1 + pFn−1)Up =

c11 + c¯(n−1)1p ∗ ∗ ∗
0 c12 + c¯(n−1)2p ∗ ∗
...
...
. . .
...
0 0 · · · c1n + c¯(n−1)np
 ,
U∗p (F
∗
2 + pFn−2)Up =

c21 + c¯(n−2)1p ∗ ∗ ∗
0 c22 + c¯(n−2)2p ∗ ∗
...
...
. . .
...
0 0 · · · c2n + c¯(n−2)np
 ,
...
...
U∗p (F
∗
n−1 + pF1)Up =

c(n−1)1 + c¯11p ∗ ∗ ∗
0 c(n−1)2 + c¯12p ∗ ∗
...
...
. . .
...
0 0 · · · c(n−1)n + c¯1np
 .
and the joint spectrum σT (F
∗
1 + pFn−1, . . . , F
∗
n−1+ pF1) can be read off
the diagonal of the common triangular form. Needless to mention that
for each k,
σ(F ∗k ) = {ck1, . . . , ckn}.
It is evident from definition that Λ has dimension one. Thus it
remains to show that Λ is an algebraic variety in Gn. We show that
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Λ is a variety in Gn determined by the ideal generated by the set of
polynomials
G = {det[z1(F
∗
1 + pFn−1 − s1I) + · · ·+ zn−1(F
∗
n−1 + pF1 − sn−1I)] = 0 :
z1, . . . , zn−1 ∈ D}.
This is same as showing that Gn ∩ Z(G) = Λ, Z(G) being the variety
determined by the ideal generated by G. Let (s1, . . . , sn−1, p) ∈ Λ.
Then
s1 = c1k + c¯(n−1)kp , s2 = c2k + c¯(n−2)kp , . . . , sn−1 = c(n−1)k + c¯1kp.
for some k between 1 and n. Therefore,
z1(c1k + c¯(n−1)kp− s1) + . . . ,+zn−1(c(n−1)k + c¯1kp− sn−1) = 0
for any z1, . . . , zn−1 in D and consequently (s1, . . . , sn−1, p) ∈ Z(G).
Also since σT (F1, . . . , Fn−1) ⊆ Gn−1, (s1, . . . , sn−1, p) ∈ Gn. Hence
(s1, . . . , sn−1, p) ∈ Z(G) ∩ Gn. Again let (s1, s2, p) ∈ Z(G) ∩ G3. Then
det[z1(F
∗
1 + pF2 − s1I) + z2(F
∗
2 + pF1 − s2I)] = 0 for all z1, z2 ∈ D
which implies that the two matrices F ∗1 + pF2− s1I and F
∗
2 + pF1− s2I
have 0 at a common position in their diagonals. Thus (s1, s2) is a
joint eigenvalue of F ∗1 + pF2 and F
∗
2 + pF1 and (s1, s2, p) ∈ Λ. Hence
Λ = Z(G)∩G3. Therefore, Λ is a one-dimensional distinguished variety
in G.
Conversely, let Λ be a distinguished variety in Gn. We first show
that Λ has complex dimension 1. Let if possible Λ be two-dimensional
and determined by a single polynomials g1, . . . , gn−1 in n-variables, i.e,
Λ = {(s1, . . . , sn−1, p) ∈ Gn : gi(s1, . . . , sn−1, p) = 0 , i = 1, . . . , n− 2}.
We show that Λ has intersection with ∂Γn\bΓn which proves that Λ does
not exit through the distinguished boundary. Let (t1, . . . , tn−1, q) ∈ Λ.
Therefore, |q| < 1. Let
Sq = {(s1, . . . , sn−1, p) ∈ Λ : p = q}.
Clearly Sq is nonempty as (t1, . . . , tn−1, q) ∈ Λ. Such (s1, . . . , sn−1) are
the zeros of the polynomial gi(z1, . . . , z2, q) for i = 1, . . . , n− 2. Since
each (s1, . . . , sn−1, q) in Sq is a point in Gn, by Theorem 2.6, there
exists (β1, . . . , βn−1) ∈ Gn−1 such that
si = βi + β¯n−iq , i = 1, . . . , n− 1 .
Let us consider the map
Ψ : Cn−1 → Cn−1
(β1, . . . , βn−1) 7→ (β1 + β¯n−1q, β2 + β¯n−2q, . . . , βn−1 + β¯1q).
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It is evident that the points (s1, . . . , sn−1) for which (s1, . . . , sn−1, p) ∈
Sq lie inside Ψ(Gn−1). Also it is clear that Ψ maps Gn−1 into nD
n−1.
This map Ψ is real-linear and invertible when considered a map from
R2(n−1) to R2(n−1), in fact a homeomorphism of R2(n−1). Therefore, Ψ
is open and it maps the topological boundary ∂Gn−1 of G onto the
topological boundary of Ψ(Gn−1). Therefore, the zero-set of the ideal
generated by the polynomials gi(s1, . . . , sn−1, p) , i = 1, . . . , n − 2 each
in (n − 1)variables (q being a constant) is a one-dimensional variety
a part of which lies inside Ψ(Gn−1). Therefore, this variety intersects
the topological boundary of the domain Ψ(Gn−1). Since Ψ is an open
map, the topological boundary of Ψ(Gn−1) is precisely the image of
the topological boundary of Gn−1 under Ψ, that is, Ψ(Γn−1 \ Gn−1).
Take one such point say (λ1, . . . , λn−1) from the intersection of the
zero-set of the ideal generated by the polynomials gi(z1, . . . , zn−1, q)
and Ψ(Γn−1 \Gn−1). Therefore,
λi = αi + α¯n−iq , for some (α1, . . . , αn−1) ∈ Γn−1 \Gn−1.
Since (α1, . . . , αn−1) ∈ Γn−1\Gn−1, by Theorem 2.6, (λ1, . . . , λn−1, q) ∈
Γn \ Gn = ∂Γn−1. Thus (λ1, . . . , λn−1, q) ∈ Λ ∩ ∂Γn−1. Again since
|q| < 1, (λ1, . . . , λn−1, q) can not lie on the distinguished boundary bΓn
(by Theorem 2.7) and hence (λ1, . . . , λn−1, q) ∈ ∂Γn\bΓn. Thus, Λ does
not exit through the distinguished boundary of Γn and consequently
Λ is not a distinguished variety, a contradiction. Thus, there is no
two-dimensional distinguished variety in Gn. In a similar fashion we
can show that for any k ∈ {3, . . . , n − 1}, there is no k-dimensional
distinguished variety in Gn. Hence Λ is one-dimensional.
Let f1, . . . , fN , (N ≥ n− 1) be polynomials in n-variables such that
Λ = {(s1, . . . , sn−1, p) ∈ Gn : f1(s1, . . . , sn−1, p) = . . . = fN(s1, s2, p) = 0}.
We claim that all fi cannot be divisible by p. Indeed, if fi is di-
visible by p for all i then f1 = · · · = fN = 0 when p = 0. The
point (2, 1, 0, . . . , 0) ∈ Γn by being the symmetrization of the points
1, 1, 0, . . . , 0 and if p divides each fi clearly fi(2, 1, 0, . . . , 0) = 0 for
each i as p = 0. But (2, 1, 0, . . . , 0) /∈ bΓn although (2, 1, 0, . . . , 0) ∈
Γn \ Gn = ∂Γn. This leads to the conclusion that Λ does not exit
through the distinguished boundary of Γn, a contradiction. Therefore,
all of f1, . . . , fN are not divisible by p. Let f1 be not divisible by p and
f1(s1, . . . , sn−1, p) =
∑
0≤ik≤mk
k=1,...,n−1
ai1i2...in−1s
i1
1 . . . s
in−1
n−1 + pr(s1, . . . , sn−1, p) ,
(5.2)
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for some polynomial r and ai1i2...in−1 6= 0. Let (Ms1 , . . . ,Msn−1 ,Mp)
be the tuple of operators on H2(µ) given by the multiplication by co-
ordinate functions, where µ is the measure as in Lemma 5.2. Then
by Lemma 5.4, (Ms1 , . . . ,Msn−1 ,Mp) is a pure Γn-isometry on H
2(µ).
Now MpM
∗
p is a projection onto RanMp and
RanMp ⊇ {pf(s1, . . . , sn−1, p) : f is a polynomial in s1, . . . , sn−1, p}.
It is evident from (5.2) that
al1...ln−1s
l1
1 . . . s
ln−1
n−1 ∈ RanMp ⊕ span{s
i1
1 . . . s
in−1
n−1 : 1 ≤ ik ≤ mk , ik 6= lk ,
k = 1, . . . , n− 1}.
Hence
H2(µ) = RanMp ⊕ span{s
i1
1 . . . s
in−1
n−1 : 1 ≤ i ≤ m1, 1 ≤ j ≤ m2}.
Therefore, Ran (I −MpM
∗
p ) has finite dimension, say d. By Theorem
2.13, (Ms1, . . . ,Msn−1 ,Mp) can be identified with (Tϕ1, . . . , Tϕn−1 , Tz) on
H2(DM∗
P
), where ϕi(z) = F
∗
i + Fn−iz for each i, (F1, . . . , Fn−1) being
the fundamental operator tuple of (T ∗F ∗
1
+Fn−1z
, . . . , T ∗F ∗
n−1
+F1z
, T ∗z ). By
Lemma 5.3, a point (t1, . . . , tn−1, q) is in Λ if and only if (t¯1, . . . , t¯n−1, q¯)
is a joint eigenvalue of T ∗ϕ1 , . . . , T
∗
ϕn−1
and T ∗z . This can happen if and
only if (t¯1, . . . , t¯n−1) is a joint eigenvalue of ϕ1(q)
∗ , . . . , ϕn−1(q)
∗. This
leads to
Λ = {(s1, . . . , sn−1, p) ∈ Gn : (s1, . . . , sn−1) ∈ σT (F
∗
1+pFn−1, . . . , F
∗
n−1+pF1)}.
Since (Tϕ1 , . . . , Tϕn−1 , Tz) on H
2(DM∗
P
) is a pure Γn-isometry, by the
commutativity of ϕ1 , . . . , ϕn−1 we have that Fi, Fj commute for each
i, j and that [F ∗i , Fn−j] = [F
∗
j , Fn−i]. Let (α1, . . . , αn−1) ∈ σT (F
∗
1 , . . . , F
∗
n−1).
Then there is a unit joint eigenvector say v such that
F ∗i v = αiv for i = 1, . . . , n− 1 .
Then αi = 〈F
∗
i v, v〉 for each i. For p ∈ D, let
si = αi + α¯n−ip , i = 1, . . . , n− 1.
Since (Tϕ1 , . . . , Tϕn−1 , Tz) is a Γn-contraction, so is (ϕ1 , . . . , ϕn−1, z)
by Lemma 5.5 for any z ∈ D. Therefore, (s1, . . . , sn−1, p) ∈ Γn as
(F ∗1 +pFn−1, . . . , F
∗
n−1+pF1, pI) is a Γn-contraction. If (α1, . . . , αn−1) ∈
Γn−1 \Gn−1, then by Theorem 2.6 and Theorem 2.7, (s1, . . . , sn−1, p) ∈
∂Γn \ bΓn as |P | < 1. This is a contradiction to the fact that Λ exits
through the distinguished boundary bΓn. Therefore, (α1, . . . , αn−1) ∈
Gn−1 and consequently σT (F
∗
1 , . . . , F
∗
n−1) ⊆ Gn−1. Therefore, σT (F1, . . . , Fn−1) ⊆
Gn−1 and the proof is complete.
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The closed symmetrized polydisc Γn is polynomially convex. The
following results show that the closure of every distinguished variety in
the symmetrized polydisc is also polynomially convex.
Proposition 5.7. Every distinguished variety in Gn is polynomially
convex.
Proof. Suppose
Λ ={(s1, . . . , sn−1, p) ∈ Gn :
(s1, . . . , sn−1) ∈ σT (F
∗
1 + pFn−1 , F
∗
2 + pFn−2 , . . . , F
∗
n−1 + pF1)},
is a distinguished variety in Gn. Then for any (s1, . . . , sn−1, p) ∈ Λ, we
have
det(F ∗i + pFn−i − siI) = 0 , i = 1, . . . , n− 1.
We show that Λ is polynomially convex. Evidently Λ = Λ ∪ ∂Λ ⊆ Γn,
where ∂Λ = Z(f1, . . . , fn−1) ∪ bΓn, where fi = det(F
∗
i + pFn−i − siI)
(see (1.1)). Let z = (z1, . . . , zn) ∈ C
n \ Γn. Since Γn is polynomially
convex, there is a polynomial say f such that
|f(z)| > sup
y∈Γn
|f(y)| = ‖f‖∞,Γn.
Therefore, |f(z)| > ‖f‖∞,Λ. Now let x = (s1, . . . , sn−1, p) be a point in
Γn\Λ. Then det(F
∗
i +pFn−i−siI) , i = 1, . . . , n−1, are not all zero. Let
det(F ∗k + pFn−k − skI) = α 6= 0. We choose g = det(F
∗
k + pFn−k − skI)
and see that
|g(x)| = |α| > 0 = ‖g‖∞,Λ.
So, we conclude that Λ is polynomially convex.
6. Interplay between Γ2 and Γ3
In this section, we shall show how a distinguished variety in Gn gives
rise to a distinguished variety in Gn−1. We recall that the symmetrized
bidisc G, its closure Γ and the distinguished boundary bΓ are the fol-
lowing sets:
G = {(z1 + z2, z1z2) : |z1| < 1, |z2| < 1} ⊆ C
2;
Γ = {(z1 + z2, z1z2) : |z1| ≤ 1, |z2| ≤ 1};
bΓ = {(z1 + z2, z1z2) : |z1| = 1, |z2| = 1}
= {(s, p) ∈ Γ2 : |p| = 1}.
A pair of commuting operators (S, P ) defined on a Hilbert space H
that has Γ as a spectral set, is called a Γ-contraction. The symmetrized
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bidisc enjoys rich operator theory [3, 4, 12, 13, 29].
The following result may be well-known but since we could not find
a proper reference, we provide a proof to this.
Lemma 6.1. If X ⊆ Cn is a polynomially convex set, then X is a
spectral set for a commuting tuple (T1, . . . , Tn) if and only if
‖f(T1, . . . , Tn)‖ ≤ ‖f‖∞,X , (6.1)
for all holomorphic polynomials f in n-variables.
Proof. If X is a spectral set for (T1, . . . , Tn), then ‖f(T1, . . . , Tn)‖ ≤
‖f‖∞,X follows from definition.
Conversely, if the Taylor joint spectrum σT (T1, . . . , Tn) is not con-
tained in X , then there is a point (α1, . . . , αn) in σT (T1, . . . , Tn) that
is not in X . By polynomial convexity of X , there is a polynomial g in
n-variables such that |g(α1, . . . , αn)| > ‖g‖∞,X. By spectral mapping
theorem,
σT (g(T1, . . . , Tn)) = {g(z1, . . . , zn) : (z1, . . . , zn) ∈ σT (T1, . . . , Tn)}
and hence the spectral radius of g(T1, . . . , Tn) is bigger than ‖g‖∞,X.
But then ‖g(T1, . . . , Tn)‖ > ‖g‖∞,X, contradicting the fact that X is a
spectral set for (T1, . . . , Tn).
By polynomial convexity ofX , a tuple satisfying (6.1) will also satisfy
‖f(T1, . . . , Tn)‖ ≤ ‖f‖∞,X
for any function holomorphic in a neighbourhood of X . Indeed, Oka-
Weil theorem (Theorem 5.1 in [22]) allows us to approximate f uni-
formly by polynomials. The rest of the proof follows by an application
of Theorem 9.9 of Chapter III of [35] which deals with functional cal-
culus in several commuting operators.
Lemma 6.2. If (s1, s2, p) ∈ C is in Γ3 (or, respectively in G3) then
(
s1
3
+ ω
s2
3
, ωp) ∈ Γ (or, respectively in G) for every ω ∈ T.
Proof. We prove for Γ3 and Γ because the proof for G3 and G is similar.
Let (s1, s2, p) ∈ Γ3. Let sω =
s1
3
+ ω
s2
3
and pω = ωp. We prove that
(sω, pω) ∈ Γ by using Theorem 1.1 in [4] which states that a point
(s, p) ∈ C2 is in Γ2 if and only if
|s| ≤ 2 and |s− s¯p| ≤ 1− |p|2 . (6.2)
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Now |sω| ≤ 2 is obvious because we have |si| ≤ 3 for i = 1, 2. Also by
Theorem 2.6, there exists (c1, c2) ∈ Γ such that
s1 = c1 + c¯2p and s2 = c2 + c¯1p .
It is evident that
c1 =
s1 − s¯2p
1− |p|2
, c2 =
s2 − s¯1p
1− |p|2
and that |c1|+ |c2| ≤ 3.
Now
|sω − s¯ωpω| =
1
3
|(s1 + ωs2)− (s¯1 + ω¯s¯2)ωp)| ≤
1
3
(|s1 − s¯2p|+ |s2 − s¯1p|)
=
1
3
(|c1|+ |c2|)(1− |p|
2)
=
1
3
(|c1|+ |c2|)(1− |pω|
2)
≤ (1− |pω|
2).
Thus (sω, pω) ∈ Γ2.
Note 6.3. The converse of the above result does not hold. Let us
choose s1, s2, p in the following way:
p =
1
2
, s1 = 1 + 2×
1
2
= 2 , s2 = 2 +
1
2
=
5
2
.
It is evident here that (c1, c2) = (1, 2) /∈ Γ and by Theorem 2.6,
(s1, s2, p) /∈ Γ3. If we follow the same technique as in the proof of
the previous lemma, it is easy to show that
(s1
3
+ ω
s2
3
, ωp
)
is in Γ for
every ω ∈ T.
An application of the previous lemma immediately provides the fol-
lowing operator version of the same result.
Theorem 6.4. If (S1, S2, P ) is a Γ3-contraction then
(
S1
3
+ ω
S2
3
, ωP
)
is a Γ2-contraction for every ω ∈ T.
Proof. Let gω be the map from Γ3 to Γ2 that maps (s1, s2, p) to (s1 +
ωs2, ωp). Let (Sω, Pω) =
(
S1
3
+ ω
S2
3
, ωP
)
. Then for any holomorphic
polynomial f in two variables we have
‖f(Sω, Pω)‖ = ‖f◦gω(S1, S2, P )‖ ≤ ‖f◦gω‖∞,Γ3 = ‖f‖∞,gω(Γ3) ≤ ‖f‖∞,Γ2.
Thus by Lemma 6.1, (Sω, Pω) is a Γ2-contraction.
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A distinguished variety in the bidisc D2 or in the symmetrized bidisc
G is defined to be the zero set of a polynomial in one complex-variable
that lies within D2 or G and exits the concerned domain through its
distinguished boundary. The distinguished boundary for D2 is the torus
T2 and for G is the symmetrization of the torus, that is bΓ. The
notion of distinguished varieties was introduced for the bidisc by Agler
and McCarthy in the seminal paper [2]. The distinguished varieties
in the symmetrized bidisc, their representations and relations with the
operator theory have been described beautifully in [31]. We recall from
[31] two results which will be used in the proof of the main result of
this section, Theorem 6.7.
Lemma 6.5 (Lemma 3.1, [31]). Let W ⊆ G. Then W is a distin-
guished variety in G if and only if there is a distinguished variety V in
D2 such that W = pi(V ), where pi is the symmetrization map from C2
to C2 that maps (z1, z2) to (z1 + z2, z1z2).
Theorem 6.6 (Theorem 3.5, [31]). Let A be a square matrix A with
numerical radius ω(A) < 1, and let W be the subset of G defined by
W = {(s, p) ∈ G : det(A+ pA∗ − sI) = 0}.
Then W is a distinguished variety. Conversely, every distinguished
variety in G2 has the form {(s, p) ∈ G2 : det(A+ pA
∗ − sI) = 0}, for
some matrix A with ω(A) ≤ 1.
Let us consider the holomorphic map:
φ : Γ3 −→ Γ2
(s1, s2, p) 7→ (
s1
3
+
s2
3
, p).
Theorem 6.7. Let
Λ = {(s1, s2, p) ∈ G3 : (s1, s2) ∈ σT (F
∗
1 + F2p, F
∗
2 + F1p)}
be a distinguished variety in G3 with σT (F
∗
1 , F
∗
2 ) ⊆ G. Then W = φ(Λ)
is a distinguished variety in G. Moreover, Λ gives rise to a distinguished
variety in D2.
Proof. Clearly
W = {(
s1 + s2
3
, p) : (s1, s2, p) ∈ Ω}.
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Since (s1, s2) ∈ σT (F
∗
1 + F2p, F
∗
2 + F1p),
s1 + s2
3
is an eigenvalue of
(F1 + F2)
∗
3
+ p
(F1 + F2)
3
. Therefore,
W = {(
s1 + s2
3
, p) ∈ G2 : det
[
(F1 + F2)
∗
3
+ p
(F1 + F2)
3
−
(s1 + s2)
3
I
]
= 0}
= {(s, p) ∈ G2 : det
[
(F1 + F2)
∗
3
+ p
(F1 + F2)
3
− sI
]
= 0}.
Now to prove that W is a distinguished variety in G, by Theorem 6.6
it is enough to show that ω
(
F1 + F2
3
)
< 1. Since σT (F
∗
1 , F
∗
2 ) ⊆ G,
for (s, p) ∈ σT (F
∗
1 , F
∗
2 ) there is a unit joint eigenvector v such that
F ∗1 v = sv , F
∗
2 v = pv.
Taking inner product with v we get
s¯ = 〈F1v, v〉 , p¯ = 〈F2v, v〉.
Since (s¯, p¯) ∈ G, we have that |s¯|+ |p¯| < 3. Therefore,
ω(F1 + F2) = sup
‖v‖=1
{|〈(F1 + F2)v, v〉|}
≤ sup
‖v‖=1
{|〈F1v, v〉|+ |〈F2v, v〉|}
< 3.
This implies that ω
(
F1 + F2
3
)
< 1. Therefore, W is a distinguished
variety in G. Also, the existence of a distinguished variety V in D2
with pi(V ) =W is guaranteed by Lemma 6.5.
7. A von-Neumann type inequality for a class of
Γn-contractions
Theorem 7.1. Let Σ = (S1, . . . , Sn−1, P ) be a Γn-contraction on a
Hilbert space H such that (S∗1 , . . . , S
∗
n−1, P
∗) is a pure Γn-contraction
and that dimDP < ∞. Suppose that the fundamental operator pair
(F1, . . . , Fn−1) of (S1, . . . , Sn−1, P ) satisfies the following:
(1)
(
n− 1
n
(F ∗1 + Fn−1z),
n− 2
n
(F ∗2 + Fn−2z), . . . ,
1
n
(F ∗n−1 + F1z)
)
is
a Γn−1-contraction for all z ∈ D ,
(2) σT (F1, . . . , Fn−1) ⊆ Gn−1.
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If
ΛΣ = {(s1, . . . , sn−1, p) ∈ Gn : (s1, . . . , sn−1) ∈ σT (F
∗
1+pFn−1, . . . , F
∗
n−1+pF1)},
then ΛΣ is a distinguished variety in Gn and for every scalar or matrix-
valued polynomial f in three variables,
‖f(S1, . . . , Sn−1, P )‖ ≤ max
(s1,...,sn−1,p)∈Λ¯Σ
‖f(s1, . . . , sn−1, p)‖.
Proof. It is evident from the hypothesis that DP is finite dimensional.
Suppose that dimDP = n. By the commutativity of the operators in
the tuple(
n− 1
n
(F ∗1 + Fn−1z),
n− 2
n
(F ∗2 + Fn−2z), . . . ,
1
n
(F ∗n−1 + F1z)
)
for all z ∈ D, we have that F1, . . . , Fn−1 are commuting matrices of
order n and that
[F ∗i , Fn−j] = [F
∗
j , Fn−i] , 1 ≤ i < j ≤ n .
Therefore, ΛΣ is a distinguished variety in Gn by Theorem 5.6. We
apply Theorem 4.2 to the pure Γn-contraction (S
∗
1 , . . . , S
∗
n−1, P
∗) to get
a Γn-co-isometric extension on H
2(DP ) of (S1, . . . , Sn−1, P ). Therefore,
T ∗F ∗
1
+Fn−1z|H = S1, . . . , T
∗
F ∗
n−1
+F1z|H = Sn−1, and T
∗
z |H = P.
Let ϕi denote the B(DP ) valued functions ϕi(z) = F
∗
i + Fn−iz for
i = 1, . . . , n−1. Then by Theorem 2.13, (Tϕ1 , . . . , Tϕn−1 , Tz) onH
2(DP )
is a Γn-isometry. Needless to say that the multiplication operator tuple
(Mϕ1 , . . . ,Mϕn−1 ,Mz)
on L2(DP ) is a Γn-unitary whose restriction to the joint invariant
subspace H2(DP ) is the Γn-isometry (Tϕ1 , . . . , Tϕn−1 , Tz). Let f be a
matrix-valued polynomial in n-variables where the coefficient matrices
are of order d and let f∗ be the polynomial satisfying f∗(A1, . . . , An) =
f(A∗1, . . . , A
∗
n)
∗ for any n commuting operators A1, . . . , An. Then
‖f(S1, . . . , Sn−1, P )‖ ≤ ‖f(T
∗
ϕ1
, . . . , T ∗ϕn−1 , T
∗
z )‖H2(DP )⊗Cd
= ‖f∗(Tϕ1 , . . . , Tϕn−1 , Tz)
∗‖H2(DP )⊗Cd
= ‖f∗(Tϕ1 , . . . , Tϕn−1 , Tz)‖H2(DP )⊗Cd
≤ ‖f∗(Mϕ1 , . . . ,Mϕn−1 ,Mz)‖L2(DP )⊗Cd
= max
θ∈[0,2pi]
‖f∗(ϕ1(e
iθ), . . . , ϕn−1(e
iθ), eiθI)‖.
Except for the last equality, the norms appeared in the inequalities and
equalities above are actually operator norms, where in the notations of
DISTINGUISHED VARIETIES 51
the norms the mentioned Hilbert spaces H2(DP )⊗C
d and L2(DP )⊗C
d
are the spaces where the corresponding operators are defined. Since
(Mϕ1 , . . . ,Mϕn−1 ,Mz)
on L2(DP ) is a Γn-unitary, Mϕ1 , . . . ,Mϕn−1 ,Mz are commuting nor-
mal operators and hence so are ϕ1(z), . . . , ϕn−1(z) for every z of unit
modulus. Therefore,
‖f∗(ϕ1(e
iθ), . . . , ϕn−1(e
iθ), eiθI)‖
= max
θ
{|f∗(λ1, . . . , λn−1, e
iθ)| : (λ1, . . . , λn−1) ∈ σT (ϕ(e
iθ), . . . , ϕn−1(e
iθ)}.
Let us define
Λ∗Σ = {(s1, . . . , sn−1, p) ∈ Γn : (s1, . . . , sn−1) ∈ σT (F1+pF
∗
n−1, . . . , Fn−1+pF
∗
1 )}.
Since F ∗1 , . . . , F
∗
n−1 also satisfy the given conditions of this theorem, we
can conclude that Λ∗Σ is also a distinguished variety in Gn. We now
show that if (λ1, . . . , λn−1) ∈ σT (ϕ1(e
iθ), ϕn−1(e
iθ)) then (λ1, . . . , λn−1, e
iθ)
is in bΓn. There exists a unit vector ν such that
(F ∗i + e
iθFn−i)ν = λiν , i = 1, . . . , n− 1.
Taking inner product with ν we get βi + β¯n−ie
iθ = λi, where βi =
〈F ∗i ν, ν〉 for each i. Since σT (F1, . . . , Fn−1) ⊆ Γn−1, (β1, . . . , βn−1) ∈
Γn−1. So by Theorem 2.7, (λ1, . . . , λn−1, e
iθ) ∈ bΓn. Therefore, we have
that
‖f(S1, . . . , Sn−1, P )‖ ≤ max
(s1,...,sn−1,p)∈Λ∗Σ∩bΓn
‖f∗(s1, . . . , sn−1, p)‖
= max
(s1,...,sn−1,p)∈Λ∗Σ∩bΓn
‖f(s¯1, . . . , s¯2, p¯)‖
= max
(s1,...,sn−1,p)∈Λ∗Σ∩bΓn
‖f(s¯1, . . . , s¯2, p¯)‖
= max
(s1,...,sn−1,p)∈ΛΣ∩bΓn
‖f(s1, . . . , sn−1, p)‖
≤ max
(s1,...,sn−1,p)∈ΛΣ
‖f(s1, . . . , sn−1, p)‖.
The previous theorem actually announces the success of rational di-
lation on the closure of the corresponding distinguished variety ΛΣ
of a Γn-contraction Σ that satisfies the conditions of Theorem 7.1.
The obvious reason is that the von-Neumann’s inequality holds for any
matrix-polynomial. So, a Γn-contraction Σ if satisfies the conditions
of Theorem 7.1, not only lives in ΛΣ but also dilates to its bound-
ary. We now provide here an example of a Γn-contraction that does
not live on any distinguished variety in the symmetrized polydisc in
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the sense that neither its Taylor joint spectrum lies on the variety
nor the von-Neumann’s inequality holds. Simply choose a point from
∂Γn\bΓn, say x
◦ = (s◦1, . . . , s
◦
n−1, p
◦). Clearly x◦ is a Γn-contraction and
it cannot belong to any distinguished variety. Also the von-Neumann’s
inequality cannot hold for this Γn-contraction on any distinguished va-
riety. Because if von-Neumann’s inequality holds on the closure of
any distinguished variety Λ in Gn, then by polynomial convexity of
Λ (see Proposition 5.7), Λ becomes a spectral set for x◦ by Lemma
6.1 and consequently x◦ becomes a point in Λ, a contradiction. In
fact we can form n-tuple of diagonal complex-matrices (A1, . . . , An) of
any order with A = ((A1)ii, . . . , (An)ii) comes from ∂Γn \ bΓn for each
i = 1, . . . , n. Such a tuple is always a Γn-contraction which does not
live on any distinguished variety. If one investigates which among the
hypotheses of Theorem 7.1 is being violated by A, the mere conclusion
is that the fundamental operator tuple (F1, . . . , Fn−1) of T does not
satisfy σT (F1, . . . , Fn−1) ⊆ Gn.
Remark 7.2. To make the class of Γn-contractions that satisfy the
hypotheses of Theorem 7.1 to become the largest class for which The-
orem 7.1 holds, we need to prove that if a Γn-contraction Σ satisfies
the conclusion of Theorem 7.1, then the hypotheses also have to be
satisfied by Σ.
Remark 7.3. Needless to mention that the previous theorem holds for
any Γ3-contraction (S1, S2, P ), where S1, S2, P are matrices and P
∗ is
a pure contraction.
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