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We analyze an optimal trade execution problem in a financial market with
stochastic liquidity. To this end we set up a limit order book model in
continuous time. Both order book depth and resilience are allowed to evolve
randomly in time. We allow for trading in both directions and for càdlàg
semimartingales as execution strategies. We derive a quadratic BSDE that
under appropriate assumptions characterizes minimal execution costs and
identify conditions under which an optimal execution strategy exists. We also
investigate qualitative aspects of optimal strategies such as, e.g., appearance
of strategies with infinite variation or existence of block trades and discuss
connections with the discrete-time formulation of the problem. Our findings
are illustrated in several examples.
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Introduction
Liquidity in financial markets is not constant but evolves randomly in time. To better
understand the effects of stochastic liquidity on trade execution strategies the recent
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research articles [4, 29, 7, 12, 8, 16, 22, 18, 15, 10, 17, 19, 26, 6] extend the market
impact models of Almgren and Chriss [5] and Bertsimas and Lo [11] by allowing for
stochastic liquidity parameters. In this article we take a different route and introduce a
variant of the limit order book models of Alfonsi, Fruth and Schied [3], Obizhaeva and
Wang [24] and Predoiu, Shaikhet and Shreve [27], where both order book depth and
resilience are allowed to evolve randomly in time. To this end we fix a time horizon
T ∈ (0,∞) and consider a filtered probability space (Ω,F , (Ft)t∈[0,T ], P ) which satisfies
the usual conditions. Let M = (Mt)t∈[0,T ] be a continuous local martingale. The price
impact process γ = (γt)t∈[0,T ] evolves according to the stochastic dynamics
dγt = γt (µt d[M ]t + σtdMt) , t ∈ [0, T ], γ0 > 0, (1)
with progressively measurable coefficient processes µ = (µt)t∈[0,T ] and σ = (σt)t∈[0,T ]
satisfying appropriate integrability assumptions. Given an open position x ∈ R of
a certain asset at time t ∈ [0, T ), an execution strategy is a càdlàg semimartingale
X = (Xs)s∈[t,T ] satisfying Xt− = x ∈ R and XT = 0. For every s ∈ [t, T ] the quantity
Xs− reflects the remaining position to be closed during [s, T ]. A positive initial position
x > 0 means the trader has to sell an amount of |x| shares, whereas x < 0 requires to
buy an amount of |x| shares. The terminal condition XT = 0 describes the liquidation
constraint that at time T the position has to be closed. Market illiquidity implies
that trading according to a strategy X impacts the asset price and induces a price
deviation. We model this deviation by associating to each strategy X a deviation process
D = (Ds)s∈[t,T ] which evolves according to
dDs = −ρsDs d[M ]s + γs dXs + d[γ,X]s, s ∈ [t, T ], Dt− = d, (2)
where the progressively measurable coefficient process ρ = (ρs)s∈[0,T ] is called the re-
silience process. Typically, the initial price deviation d ∈ R is assumed to be zero but we
allow for arbitrary values in our formulation and analysis. Given an initial price devia-
tion d ∈ R we denote by At(x, d) the set of all execution strategies for closing an initial
position x ∈ R during [t, T ] which in addition satisfy suitable integrability conditions
(see (A1)–(A3) below). The expected execution costs for a strategy X ∈ At(x, d) are
given by
Jt(x, d,X) = Et
[∫
[t,T ]
Ds−dXs +
∫
[t,T ]
γs
2
d[X]s
]
, (3)
where Et[·] is a shorthand notation for E[·|Ft]. In this article we provide a purely
probabilistic solution to the stochastic control problem of minimizing J over At(x, d).
More precisely, under appropriate assumptions we characterize the value function
Vt(x, d) = ess inf
X∈At(x,d)
Jt(x, d,X), x, d ∈ R, t ∈ [0, T ], (4)
of the control problem in terms of a quadratic backward stochastic differential equation
(BSDE). Let Y = (Ys)s∈[0,T ] denote the first solution component of BSDE (13), then we
show in Theorem 2.3 that the minimal expected costs amount to
Vt(x, d) =
Yt
γt
(d− γtx)2 − d
2
2γt
.
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Moreover, we identify conditions under which an optimal strategy exists and give an
explicit representation in terms of the solution of the BSDE.
Observe that the class of execution strategies At(x, d) over which we optimize in (4) is
a subclass of all càdlàg semimartingales and in particular contains processes of infinite
variation. To the best of our knowledge, the literature on optimal trade execution so
far only analyzes problems, where strategies have finite variation. By allowing strategies
of infinite variation we encounter several interesting new effects, which we now discuss
in more detail. In particular, this extension of the set of admissible controls requires
an adjustment of conventional dynamics of the price deviation process and the cost
functional as presented, e.g., in [2], [9], [13], [14], [24], [27] (see also the references
therein). In these papers, the trading is either constrained in one direction or the
execution strategies X are assumed to be of finite variation, which de facto translates
into the dynamics
dD˜s = −ρsD˜s d[M ]s + γs dXs (5)
for the deviation process and into the cost functional of the form
J˜t(x, d,X) = Et
[∫
[t,T ]
(
D˜s− +
γs
2
∆Xs
)
dXs
]
. (6)
Tildes in (5) and (6) are to distinguish these from our setting. Notice that if, in our
setting, an execution strategy X is monotone or, more generally, of finite variation, then
(2) reduces to (5), while (3) reduces to (6). In general, i.e., when X is a càdlàg semi-
martingale, we have additional terms in the dynamics of the deviation process (9) and
in the cost functional (11) in comparison with the conventional setting of the problem.
To explain these additional terms, we now make the following comments:
• Preserving the conventional dynamics (5) and the cost functional (6) can result in
an ill-posed optimization problem in our setting.
• Specifically, using cost functional (6) for strategies X of infinite variation can lead
to arbitrarily big negative costs even with constant in time deterministic price
impact γ (in which case, (2) and (5) are the same), see Section 3.1. With the right
cost functional (3) we recover a well-posed problem, see Section 3.2.
• Furthermore, even with the right cost functional (3), the dynamics (5) for the
deviation process can lead to arbitrarily big negative costs, see Section 4.1. With
the right dynamics (2) we again recover a well-posed problem, see Section 4.2.
• It is worth noting that the specific form of the corrections to (5) and (6) when
allowing strategies X to have infinite variation can be justified by a heuristic
limiting procedure from the discrete-time situation, see Appendix A.
The preceding discussion raises the question of whether it is really so necessary to try
to include strategies X of infinite variation into the picture. The answer is affirmative:
as we do not constrain the trading in one direction and allow for stochastic price impact
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and resilience processes γ and ρ, which, moreover, can have infinite variation, it is quite
natural to expect that strategies of infinite variation come out. But, as a result, we
actually discover a more surprizing effect: even in the situation when the resilience ρ is
a deterministic constant and the price impact process γ has C∞ paths, it can happen
that the optimal strategy in our problem (4) has infinite variation. This and several
other interesting qualitative effects are presented in Section 5. We, finally, remark that
we study a discrete-time version of the problem in [1], but that study is concentrated
on different questions, as the mentioned effects, being purely continuous-time features,
cannot be discussed in the framework of [1].
The remainder of this article is organized as follows. In Section 1 we formally introduce
the trade execution problem as a stochastic optimization problem over semimartingales
and postulate the assumptions that we require in the subsequent analysis. Section 2
presents the main results of this article. In Section 3 resp. Section 4 we explain why the
cost functional in (6) has to be adjusted to (3) resp. why the dynamics in (5) have to
be adjusted to (2) to obtain a well-posed optimization problem when minimizing over
semimartingales. We present several examples and describe qualitative effects of optimal
strategies in Section 5. Section 6 establishes existence results for BSDE (13). Section 7
is devoted to the proofs of the results in Section 2. Appendices A and B additionally
justify the form of the cost functional in (3), the dynamics in (2) and BSDE (13) by
deriving these objects as continuous-time limits from the corresponding discrete-time
problem formulation.
1. Problem formulation
Let T ∈ (0,∞) and let (Ω,F , (Ft)t∈[0,T ], P ) be a filtered probability space satisfying the
usual conditions. Throughout we consider a continuous local martingaleM = (Mt)t∈[0,T ]
and denote by DM the Doléans measure associated to M on (Ω× [0, T ],F ⊗ B ([0, T ])),
i.e., DM(C) = E
[∫ T
0
1C(ω, s)d[M ]s
]
for C ∈ F ⊗ B ([0, T ]).
For now let us fix x ∈ R and t ∈ [0, T ], where x is interpreted as the initial position
in shares of a stock, which needs to be closed by time T (x < 0 means the aim is to buy
−x shares, while x > 0 to sell x shares), and t is the time when we start the execution,
i.e., we have the time interval [t, T ] at our disposal for trading. As execution strategies
we consider càdlàg semimartingales X = (Xs)s∈[t,T ] satisfying Xt− = x and XT = 0. For
any s ∈ [t, T ], Xs− is interpreted as the remaining position to be closed during [s, T ]; a
jump at time s (notation: ∆Xs := Xs − Xs−) is interpreted as a block trade at s. In
particular, in order to allow block trades, we make a convention that execution strategies
X = (Xs)s∈[t,T ] are furnished with the initial position Xt−, which can be different from
Xt (but, by the sense of the problem, Xt− = x).
To model illiquidity, we need to specify three progressively measurable processes µ =
(µs)s∈[0,T ], σ = (σs)s∈[0,T ] and ρ = (ρs)s∈[0,T ] such that
∫ T
0
(|ρs| + |µs| + σ2s) d[M ]s < ∞
a.s. The first two inputs µ and σ define the price impact process γ = (γs)s∈[0,T ], which
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is a positive continuous adapted process satisfying
dγs = γs (µs d[M ]s + σsdMs) , s ∈ [0, T ], (7)
or, equivalently,
γs = γ0 exp
{∫ s
0
(
µu − σ
2
u
2
)
d[M ]u +
∫ s
0
σu dMu
}
, s ∈ [0, T ],
where γ0 > 0 is a positive F0-measurable random variable. It turns out to be useful also
to introduce the process αs = 1γs , s ∈ [0, T ], which then satisfies
dαs = αs
(−(µs − σ2s) d[M ]s − σs dMs) , s ∈ [0, T ]. (8)
The third input ρ = (ρs)s∈[0,T ] above is called the resilience process and is, together with
the price impact process γ, involved in the following dynamics.
Given x ∈ R and t ∈ [0, T ], for any d ∈ R and any execution strategy X = (Xs)s∈[t,T ],
we define the deviation process D = (Ds)s∈[t,T ] associated to X as the unique solution
to the linear SDE
dDs = −ρsDs d[M ]s + γs dXs + d[γ,X]s, s ∈ [t, T ], Dt− = d. (9)
Notice that we allow D to have a jump at the initial time t, which corresponds to a jump
of X, hence the initial condition on Dt−. Equivalently, D is given by the expression
Ds = e
− ∫ st ρud[M ]u
(
d+
∫
[t,s]
e
∫ r
t ρud[M ]uγrdXr +
∫
[t,s]
e
∫ r
t ρud[M ]ud[γ,X]r
)
, s ∈ [t, T ],
Dt− = d.
(10)
The meaning of the process D is that it models the deviation of the actual price of a
share from the unaffected price, which is the price of a share in absence of trading.
For each t ∈ [0, T ], we formulate the conditions
(A1) Et
[
sups∈[t,T ] (γ
2
s (Xs − αsDs)4)
]
<∞ a.s.,
(A2) Et
[(∫ T
t
γ2s (Xs − αsDs)4σ2sd[M ]s
) 1
2
]
<∞ a.s.,
(A3) Et
[(∫ T
t
D4sα
2
sσ
2
sd[M ]s
) 1
2
]
<∞ a.s.,
where Et[·] is a shorthand notation for E[·|Ft]. Note that if Et
[∫ T
t
σ2sd[M ]s
]
<∞ a.s.,
then (A2) follows from (A1).
For x, d ∈ R and t ∈ [0, T ], let At(x, d) be the set of all càdlàg semimartingales
X = (Xs)s∈[t,T ] with Xt− = x, XT = 0 (i.e., execution strategies) satisfying conditions
(A1), (A2) and (A3).
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For every x, d ∈ R, t ∈ [0, T ] and X ∈ At(x, d), we define the cost functional by
Jt(x, d,X) = Et
[∫
[t,T ]
Ds−dXs +
∫
[t,T ]
γs
2
d[X]s
]
. (11)
Conditions under which the cost functional is well-defined for all x, d ∈ R, t ∈ [0, T ] and
X ∈ At(x, d) are provided in Theorem 2.1 below. The control problem considered in
this paper is to minimize the cost functional over the execution strategies X ∈ At(x, d).
The value function of the control problem is thus defined as
Vt(x, d) = ess inf
X∈At(x,d)
Jt(x, d,X), x, d ∈ R, t ∈ [0, T ]. (12)
If, for x, d ∈ R, t ∈ [0, T ], there exists an execution strategy X∗ = (X∗s )s∈[t,T ] ∈ At(x, d)
such that Vt(x, d) = Jt(x, d,X∗), we call this process X∗ an optimal execution strategy.
Remark 1.1. (i) An important special case of our setting is the situation where the
continuous local martingale M is an (Fs)-Brownian motion W = (Ws)s∈[0,T ], in which
case we have d[M ]s = ds and DW = P × µL (µL denotes the Lebesgue measure).
(ii) More generally, let M be a continuous local martingale satisfying ds  d[M ]s
a.s. Consider the situation when the dynamics of the price impact process γ is given by
dγs = γs (µ˜sds+ σsdMs), s ∈ [0, T ], and, for x, d ∈ R, t ∈ [0, T ] and X ∈ At(x, d), the
dynamics of the deviation process D is specified by dDs = −ρ˜sDs−ds+γsdXs+d[γ,X]s,
s ∈ [t, T ], Dt− = d. Then, the identifications µ˜λ = µ and ρ˜λ = ρ with λs = dsd[M ]s ,
s ∈ [0, T ], reduce this situation to our formulation (cf. (7) and (9)).
2. Main results
We now present the main results, which include an alternative representation of the
cost functional, a representation of the value function in terms of solutions to a certain
BSDE, a characterization of existence of an optimal strategy and an explicit expression
for the optimal strategy (when it exists). The proofs are deferred to Section 7.
We often make use of the following assumption:
(C>0) 2ρ+ µ− σ2 > 0 DM -a.e.
In the case when (C>0) is satisfied, we introduce the BSDE
Yt =
1
2
+
∫ T
t
f(s, Ys, Zs)d[M ]s −
∫ T
t
ZsdMs −
(
M⊥T −M⊥t
)
, t ∈ [0, T ], (13)
with the driver
f(s, Ys, Zs) = − ((ρs + µs)Ys + σsZs)
2
σ2sYs +
1
2
(2ρs + µs − σ2s)
+ µsYs + σsZs (14)
and terminal condition 1
2
. A solution of BSDE (13) is a triple (Y, Z,M⊥) of processes
where
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• M⊥ is a càdlàg local martingale with M⊥0 = 0 and [M⊥,M ] = 0,
• Z is a progressively measurable process such that ∫ T
0
Z2sd[M ]s <∞ a.s.,
• Y is an adapted càdlàg process,
such that (13) is satisfied a.s. Notice that Y is necessarily a special semimartingale (see
Section I.4c in [20]). We now introduce the assumption
(CBSDE) There exists a solution (Y, Z,M⊥) of BSDE (13) such that Y is [0, 1/2]-valued,
E
[
[M⊥]T
]
<∞ and E
[∫ T
0
Z2sd[M ]s
]
<∞.
To explain the role of condition (C>0) for BSDE (13) and in (CBSDE) it is worth not-
ing that, under (C>0), the denominator in the first term in (14) stays strictly positive
whenever Y is nonnegative. Furthermore, we make the following comments:
• In many situations below (Proposition 2.6, Sections 3.2, 4.2 and 5) (CBSDE) is
satisfied.
• Two broad subsettings of our general setting where (CBSDE) is satisfied are de-
scribed in Section 6.
• In our general setting (CBSDE) is motivated by the discrete-time version of the
stochastic control problem (12) (see Appendix B).
• We finally remark that a uniqueness result for BSDE (13) is presented at the end
of this section (Proposition 2.7).
In Remark 2.5 below we present an interpretation of the solution component Y of (13)
as a saving factor describing the benefits of using an optimal execution strategy compared
to an immediate position closure.
If (C>0) and (CBSDE) hold we define the process β˜ = (β˜s)s∈[0,T ] by
β˜s =
(ρs + µs)Ys + σsZs
σ2sYs +
1
2
(2ρs + µs − σ2s)
, s ∈ [0, T ]. (15)
Theorem 2.1. Let (C>0) and (CBSDE) be satisfied. For all x, d ∈ R, t ∈ [0, T ] and
X ∈ At(x, d) it holds that the cost functional (11) is well-defined and admits the repre-
sentation
Jt(x, d,X) =
Yt
γt
(d− γtx)2 − d
2
2γt
+ Et
[∫ T
t
1
γs
(
β˜s(γsXs −Ds) +Ds
)2(
σ2sYs +
1
2
(2ρs + µs − σ2s)
)
d[M ]s
]
a.s.
(16)
In particular, for all x, d ∈ R and t ∈ [0, T ] it holds
Vt(x, d) ≥ Yt
γt
(d− γtx)2 − d
2
2γt
a.s. (17)
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For t ∈ [0, T ] we use the notation DM |[t,T ] for the restriction of the Doléans measure
DM to (Ω× [t, T ],F ⊗ B ([t, T ])).
We proceed with describing the solution to our optimization problem (12). The case
x = d
γt
is easy, and we treat it first:
Lemma 2.2. Let (C>0) and (CBSDE) be satisfied. Suppose that t ∈ [0, T ] and x, d ∈ R
with x = d
γt
. Then, the value function is Vt(x, d) = − d22γt , and the strategy X∗ =
(X∗s )s∈[t,T ] defined by X∗t− = x, X∗s = 0, s ∈ [t, T ], which closes the position immediately,
is optimal in At(x, d). Moreover, this optimal strategy is unique up to DM |[t,T ]-null sets.
In order to describe the solution beyond the case x = d
γt
, we introduce the condition(
C[M ]
)
for all c ∈ (0,∞) : E [exp(c [M ]T )] <∞ .
Note that if M = W is an (Fs)-Brownian motion, then
(
C[M ]
)
is trivially satisfied.
For a continuous semimartingale Q = (Qs)s∈[0,T ] we denote by E(Q) = (E(Q)s)s∈[0,T ]
its stochastic exponential, i.e., E(Q)s = exp
(
Qs −Q0 − 12 [Q]s
)
, s ∈ [0, T ]. For t ≤ s in
[0, T ] we also use the notation E(Q)t,s = E(Q)sE(Q)t = exp
(
Qs −Qt − 12 ([Q]s − [Q]t)
)
.
Theorem 2.3. Let (C>0), (CBSDE) and
(
C[M ]
)
be satisfied. Suppose furthermore that ρ,
µ and β˜ (defined by (15)) are DM -a.e. bounded.
(i) (Representation of the value function)
For all x, d ∈ R and t ∈ [0, T ] it holds
Vt(x, d) =
Yt
γt
(d− γtx)2 − d
2
2γt
a.s.
(ii) (Characterization for the existence of the optimizer)
Let x, d ∈ R and assume x 6= d
γ0
. Then there exists an optimal strategy X∗ =
(X∗s )s∈[0,T ] ∈ A0(x, d) if and only if there exists a càdlàg semimartingale β =
(βs)s∈[0,T ] such that β˜ = β DM -a.e.
In this case, the optimal strategy is unique up to DM -null sets.
(iii) (Representations for the optimal strategy and deviation process when the optimizer
exists)
Consider the case that there exists a càdlàg semimartingale β = (βs)s∈[0,T ] such
that β˜ = β DM -a.e. Define
Qs = −
∫ s
0
βrσrdMr −
∫ s
0
βr(µr + ρr − σ2r)d[M ]r, s ∈ [0, T ]. (18)
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Let x, d ∈ R and t ∈ [0, T ]. Then the optimal strategy (X∗s )s∈[t,T ] ∈ At(x, d) and
the associated deviation process (D∗s)s∈[t,T ] (both unique up to DM |[t,T ]-null sets)
are given by the formulas X∗t− = x, D∗t− = d,
X∗s =
(
x− d
γt
)
E(Q)t,s (1− βs), s ∈ [t, T ), (19)
D∗s =
(
x− d
γt
)
E(Q)t,s (−γsβs), s ∈ [t, T ), (20)
and X∗T = 0, D∗T =
(
x− d
γt
)
E(Q)t,T (−γT ).
We also observe that the optimal strategy and the optimal deviation process are
dynamically consistent.
Corollary 2.4 (Dynamic consistency when the optimizer exists). Under the assumptions
of Theorem 2.3 consider the case that there exists a càdlàg semimartingale β = (βs)s∈[0,T ]
such that β˜ = β DM -a.e. Define the process Q as in (18). Let x, d ∈ R and t ∈ [0, T ].
Then, for the optimal strategy and deviation process given in (19)–(20) and for any
u ∈ (t, T ), we have
X∗s =
(
X∗u− −
D∗u−
γu
)
E(Q)u,s (1− βs), s ∈ [u, T ),
D∗s =
(
X∗u− −
D∗u−
γu
)
E(Q)u,s (−γsβs), s ∈ [u, T ),
and X∗T = 0, D∗T =
(
X∗u− − D
∗
u−
γu
)
E(Q)u,T (−γT ).
Remark 2.5. Given a unit open position x = 1 and a deviation d = 0 at time t ∈ [0, T ],
a possible strategy is to close the position immediately at time t and keep it closed in
the remaining period (i.e., Xs = 0 for all s ∈ [t, T ]). The cost associated to this strategy
is given by Jt(1, 0, X) = γt/2. Theorem 2.3 shows that under appropriate assumptions
the minimal costs in this situation are given by Vt(1, 0) = γtYt. Therefore, we obtain for
all t ∈ [0, T ] that 2Yt = Vt(1, 0)/Jt(1, 0, X) and thus the random variable 2Yt : Ω→ [0, 1]
describes to which percentage the costs of selling one unit immediately at time t can be
reduced by executing the position optimally.
In the case of vanishing resilience it turns out that it is always optimal to close the
position immediately and then stay inactive. We formally state this as
Proposition 2.6. Assume (C>0) and ρ ≡ 0. Then, for all t ∈ [0, T ] and x, d ∈ R, we
have Vt(x, d) = −x
(
d− γt
2
x
)
and there exists a unique (up to DM |[t,T ]-null sets) optimal
strategy (X∗s )s∈[t,T ] ∈ At(x, d) and it is given by X∗t− = x, X∗s = 0, s ∈ [t, T ].
It is worth noting that we need not assume (CBSDE) and
(
C[M ]
)
in Proposition 2.6.
We will see, however, that (CBSDE) is always satisfied in this case.
We close the section with a uniqueness result for BSDE (13).
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Proposition 2.7. Assume (C>0),
(
C[M ]
)
and that ρ, µ and β˜ are DM -a.e. bounded. Let(
Y (i), Z(i),M⊥,(i)
)
, i = 1, 2, be solutions of BSDE (13) such that Y (i) are [0, 1/2]-valued,
E
[
[M
⊥,(i)
T ]
]
<∞ and E
[∫ T
0
(
Z
(i)
s
)2
d[M ]s
]
<∞, i = 1, 2 (cf. (CBSDE)). Then:
• Y (1) and Y (2) are indistinguishable,
• Z(1) = Z(2) DM -a.e.,
• M⊥,(1) and M⊥,(2) are indistinguishable.
3. Reason for adjusting the cost functional
3.1. Counterexample
In this subsection we show that minimizing the cost functional
J˜t(x, d,X) = Et
[∫
[t,T ]
(
Ds− +
γs
2
∆Xs
)
dXs
]
, x, d ∈ R, t ∈ [0, T ], X ∈ At(x, d),
(21)
(cf. (6) above or formula (5) in [14]) over At(x, d) might constitute an ill-posed problem.
More precisely, we construct an example, where ess infX∈At(x,d) J˜t(x, d,X) = −∞.
Consider the setting, whereM = W is an (Fs)-Brownian motion and the price impact
γ > 0 and the resilience ρ > 0 are positive deterministic constants (that is, µ = σ ≡ 0
in terms of our model parameters).
We consider the starting time t = 0 and assume (for simplicity) that the σ-field F0 is
trivial. As γ is constant, for all X ∈ A0(x, d) the associated deviation process D satisfies
dDs = −ρsDs ds+ γs dXs + d[γ,X]s = −ρDs ds+ γ dXs, s ∈ [0, T ].
In particular, in this setting the dynamics of D is of type (5) (cf. formula (2) in [14]).
Fix the initial position x = 0 and the initial deviation d = 0. For ν ∈ R consider the
execution strategy X(ν) = (X(ν)s )s∈[0,T ] defined by X
(ν)
0− = 0, X
(ν)
s = νWs for s ∈ [0, T )
and X(ν)T = 0, i.e., the strategy follows a scaled Brownian motion on [0, T ) and has a
block trade at time T . For each ν ∈ R, let D(ν) = (D(ν)s )s∈[0,T ] be the deviation process
associated to X(ν), i.e., dD(ν)s = −ρD(ν)s ds+γν dWs, s ∈ [0, T ], and D(ν)0− = 0. Note that
D(ν) is an Ornstein-Uhlenbeck process. One can therefore show that (A1) is satisfied,
and due to σ ≡ 0, (A2) and (A3) are satisfied as well, thus X(ν) ∈ A0(0, 0) for all ν ∈ R.
Since
∫ ·
0
D
(ν)
s dWs is a martingale and X(ν) is continuous on (0, T ) and ∆X
(ν)
T = −X(ν)T−,
it holds for all ν ∈ R that
J˜0(0, 0, X
(ν)) = E
[∫
[0,T )
D
(ν)
s−dX
(ν)
s +D
(ν)
T−∆X
(ν)
T +
γ
2
(
∆X
(ν)
T
)2]
= E
[
ν
∫ T
0
D(ν)s dWs −D(ν)T−X(ν)T− +
γ
2
ν2W 2T
]
= −E
[
D
(ν)
T−X
(ν)
T−
]
+
γ
2
ν2T.
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We have that
d(D(ν)X(ν))s = νD
(ν)
s dWs − ρX(ν)s D(ν)s ds+ γν2WsdWs + γν2ds, s ∈ [0, T ),
and hence
E
[
X(ν)s D
(ν)
s
]
= −ρ
∫ s
0
E
[
X(ν)u D
(ν)
u
]
du+ γν2s, s ∈ [0, T ).
It follows that
E
[
X(ν)s D
(ν)
s
]
=
γν2
ρ
(
1− e−ρs) , s ∈ [0, T ).
Therefore, we obtain for all ν ∈ R
J˜0(0, 0, X
(ν)) = −γν
2
ρ
(
1− e−ρT )+ γ
2
ν2T =
γν2
ρ
(
e−ρT − 1 + ρT
2
)
.
Now we see that, if ρ > 0 is chosen in the way that e−ρT − 1 + ρT
2
< 0 (it is enough to
take ρ ∈ (0, 1/T )), then
J˜0(0, 0, X
(ν))→ −∞ as |ν| → ∞.
Thus, the cost functional J˜ leads to an ill-posed optimization problem.
3.2. Solution in our framework
In the setting above (see the second paragraph in Section 3.1), we recover a well-posed
optimization problem when we use the cost functional (11). Let us verify that Theo-
rem 2.3 applies and present an explicit formula for the optimal strategy in At(x, d), for
any t ∈ [0, T ], x, d ∈ R.
In this setting, (C>0) and
(
C[M ]
)
are trivially satisfied. BSDE (13) takes the form
dYs = ρY
2
s ds+ ZsdWs + dM
⊥
s , s ∈ [0, T ], YT =
1
2
. (22)
The solution of (22) is
Z ≡ 0, M⊥ ≡ 0, Ys = 1
2 + (T − s)ρ, s ∈ [0, T ]. (23)
Observe that β˜ = Y (see (15) for the definition of β˜) in this setting and that Y is
deterministic, increasing, continuous and (0, 1/2]-valued. In particular, β˜ is bounded,
and it is a semimartingale. Hence, Theorem 2.3 applies, and there exists a unique
optimal strategy X∗ = (X∗s )s∈[t,T ] ∈ At(x, d), which is given by the formulas
X∗t− = x, X
∗
T = 0,
X∗s =
(
x− d
γ
)
exp
{
−
∫ s
t
ρ
2 + (T − r)ρ dr
}
1 + (T − s)ρ
2 + (T − s)ρ
=
(
x− d
γ
)
1 + (T − s)ρ
2 + (T − t)ρ , s ∈ [t, T ).
(24)
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In the context of optimal trade execution in a limit order book model, this setting is
considered in the pioneering work [24], and the optimal strategy X∗ of (24) (for d = 0)
appears in Proposition 3 of [24], where the cost functional J˜ of (21) is minimized over
the strategies of finite variation. We stress again that we obtain optimality of (24) in
this setting as a result of a different optimization problem (minimization of the cost
functional J of (11) over càdlàg semimartingales).
Notice that the optimal strategy X∗ of (24) is deterministic, can have jumps at times
t and T (i.e., block trades in the beginning and in the end) and is continuous on (t, T ).
It is worth noting that the associated deviation process D∗ is constant on (t, T ) (but,
clearly, has jumps at times t and T ). In the case d = 0 the strategy X∗ is monotone. In
general, the strategy is monotone only on (t, T ]. Global monotonicity can fail because
of the block trade in the beginning (the size of the block trade depends not only on x
but also on d).
4. Reason for adjusting the dynamics of the
deviation process
4.1. Counterexample
In this subsection we illustrate that the covariation term [γ,X] in the definition of
the deviation process D (see (9)) can be necessary to obtain a well-posed optimization
problem. More precisely, we construct an example, where ess infX∈At(x,d) Jt(x, d,X) =
−∞ when the deviation process D associated to X ∈ At(x, d) follows the dynamics
dDs = −ρsDs d[M ]s + γs dXs, s ∈ [t, T ] (25)
(cf. (5) above or formula (2) in [14]).
Consider the setting, where M = W is an (Fs)-Brownian motion, µ ≡ 0, σ > 0 and
ρ > 0 are positive deterministic constants such that 2ρ − σ2 > 0, i.e., (C>0) holds. In
particular, in our current setting the price impact process γ is a geometric Brownian
motion γs = γ0 exp{σWs − σ22 s}, s ∈ [0, T ].
We consider the starting time t = 0 and assume (for simplicity) that the σ-field F0 is
trivial. We further fix some initial position x ∈ R \ {0} and the initial deviation d = 0.
For ν ∈ R define the execution strategy (X(ν)s )s∈[0,T ] by X(ν)0− = x, dX(ν)s = νX(ν)s dWs
for s ∈ [0, T ) and X(ν)T = 0, i.e., the strategy follows a geometric Brownian motion on
[0, T ) and has a block trade at time T . For each ν ∈ R, let D(ν) = (D(ν)s )s∈[0,T ] be the
deviation process associated to X(ν) according to dynamics (25), which is
dD(ν)s = −ρsD(ν)s ds+ γsdX(ν)s = −ρD(ν)s ds+ νγsX(ν)s dWs, s ∈ [0, T ], D(ν)0− = 0.
In particular, D(ν)s =
∫ s
0
νe−ρ(s−r)γrX
(ν)
r dWr for s ∈ [0, T ).
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We first verify that X(ν) ∈ A0(x, 0) for all ν ∈ R. Notice that in the current setting
we have for all p ∈ [1,∞) and ν ∈ R
E
[
sup
s∈[0,T ]
γps
]
<∞, E
[
sup
s∈[0,T ]
αps
]
<∞, and E
[
sup
s∈[0,T ]
|X(ν)s |p
]
<∞. (26)
(see, e.g., Lemma 7.3). This, the Burkholder-Davis-Gundy inequality and the Hölder
inequality imply that it holds for all p ∈ [2,∞) and ν ∈ R that there exists c ∈ [1,∞)
such that
E
[
sup
s∈[0,T )
|D(ν)s |p
]
≤ cE
[(∫ T
0
ν2e−2ρ(T−r)γ2r
(
X(ν)r
)2
dr
)p/2 ]
≤ c|ν|pT p/2E
[
sup
r∈[0,T ]
γpr |X(ν)r |p
]
<∞.
Furthermore, as D(ν)T = D
(ν)
T− + γT∆X
(ν)
T = D
(ν)
T− − γTX(ν)T−, we also get D(ν)T ∈ Lp, hence
E
[
sup
s∈[0,T ]
|D(ν)s |p
]
<∞ (27)
for all p ∈ [1,∞) and ν ∈ R. It now follows from the Hölder inequality, the Minkowski
inequality, (26) and (27) that (A1) is satisfied. Since σ2 is a deterministic constant, (A2)
then also holds true. Furthermore, the Hölder inequality, (26) and (27) prove that (A3)
is satisfied. Hence, it holds X(ν) ∈ A0(x, 0) for all ν ∈ R.
We next consider the cost functional J defined by (11) and obtain, for any ν ∈ R,
J0(x, 0, X
(ν)) = E
[∫
[0,T )
D
(ν)
s−dX
(ν)
s +D
(ν)
T−∆X
(ν)
T +
∫
[0,T )
γs
2
ν2(X(ν)s )
2ds+
γT
2
(
∆X
(ν)
T
)2]
= νE
[∫ T
0
D(ν)s X
(ν)
s dWs
]
− E
[
D
(ν)
T−X
(ν)
T−
]
+
ν2
2
∫ T
0
E
[
γs(X
(ν)
s )
2
]
ds+
1
2
E
[
γT−(X
(ν)
T−)
2
]
.
(28)
By the Burkholder-Davis-Gundy inequality, the Hölder inequality, (26) and (27), the
stochastic integral
∫ ·
0
D
(ν)
s X
(ν)
s dWs is a martingale, hence its expectation vanishes. Fur-
ther, it holds that d(X(ν)s )2 = 2ν(X(ν)s )2dWs + ν2(X
(ν)
s )2ds, s ∈ [0, T ). This yields that
d
(
γs(X
(ν)
s )
2
)
= γs(X
(ν)
s )
2
(
(ν2 + 2σν)ds+ (2ν + σ)dWs
)
, s ∈ [0, T ),
and hence
E
[
γs(X
(ν)
s )
2
]
= γ0x
2e(ν
2+2σν)s, s ∈ [0, T ). (29)
Besides this, we have that for all s ∈ [0, T )
d
(
D(ν)s X
(ν)
s
)
= −ρD(ν)s X(ν)s ds+ νγs(X(ν)s )2dWs + νD(ν)s X(ν)s dWs + ν2γs(X(ν)s )2ds. (30)
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Again by the Burkholder-Davis-Gundy inequality, the Hölder inequality, (26) and (27),
one can show that
∫ ·
0
γs(X
(ν)
s )2dWs is a martingale. Therefore, it follows from (29)
and (30) that for all ν ∈ R \ {0} and s ∈ [0, T )
E
[
D(ν)s X
(ν)
s
]
= −ρ
∫ s
0
E
[
D(ν)u X
(ν)
u
]
du+ ν2
∫ s
0
E
[
γu(X
(ν)
u )
2
]
du
= −ρ
∫ s
0
E
[
D(ν)u X
(ν)
u
]
du+
ν2γ0x
2
ν2 + 2σν
(
e(ν
2+2σν)s − 1
)
.
(31)
We thus obtain that
E
[
D(ν)s X
(ν)
s
]
= e−ρs
ν2γ0x
2
ρ+ ν2 + 2σν
(
e(ρ+ν
2+2σν)s − 1
)
, s ∈ [0, T ).
Together with (29) the cost functional (28) becomes
J0(x, 0, X
(ν))
= −e−ρT ν
2γ0x
2
ρ+ ν2 + 2σν
(
e(ρ+ν
2+2σν)T − 1
)
+
ν2
2
∫ T
0
γ0x2e
(ν2+2σν)sds+
γ0x
2
2
e(ν
2+2σν)T
=
γ0x
2
2
(
e(ν
2+2σν)T
(
ν2
ν2 + 2σν
− 2ν
2
ρ+ ν2 + 2σν
+ 1
)
−
(
ν2
ν2 + 2σν
− 2ν
2e−ρT
ρ+ ν2 + 2σν
))
=
γ0x
2
2
(I1(ν)− I2(ν)) ,
where I1(ν) = e(ν
2+2σν)T
(
ν2
ν2+2σν
− 2ν2
ρ+ν2+2σν
+ 1
)
and I2(ν) = ν
2
ν2+2σν
− 2ν2e−ρT
ρ+ν2+2σν
. Observe
that
ν2
ν2 + 2σν
− 2ν
2
ρ+ ν2 + 2σν
+ 1 =
1
1 + 2σ
ν
− 2ρ
ν2
+ 1 + 2σ
ν
+ 1
=
2
ν
σ + ρ
ν
+ ρσ
ν2
+ 2σ
2
ν(
1 + 2σ
ν
) (
ρ
ν2
+ 1 + 2σ
ν
) , (32)
i.e., this term behaves as 2σ
ν
in the limit ν → −∞ (in particular, this term is strictly
negative provided ν < 0 and |ν| is sufficiently large). It follows that I1(ν) → −∞ as
ν → −∞, whereas, clearly, I2(ν)→ 1− 2e−ρT as ν → −∞, hence
J0(x, 0, X
(ν))→ −∞ as ν → −∞.
Thus, dynamics (25) leads to an ill-posed optimization problem.
4.2. Solution in our framework
In the setting above (see the second paragraph in Section 4.1), we recover a well-posed
optimization problem when we use dynamics (9) instead of (25) for the deviation process
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D. Let us verify that Theorem 2.3 applies and present explicit formulas for the optimal
strategy X∗ in At(x, d) and the associated deviation process D∗, for any t ∈ [0, T ],
x, d ∈ R.
In this setting,
(
C[M ]
)
is trivially satisfied, while (C>0) holds true due to our assump-
tion 2ρ− σ2 > 0. BSDE (13) takes the form
dYs =
ρ2Y 2s
σ2Ys + ρ− σ22
ds+ ZsdWs + dM
⊥
s , s ∈ [0, T ], YT =
1
2
, (33)
and has a deterministic solution
Z ≡ 0, M⊥ ≡ 0, Ys =
ρ− σ2
2
σ2
W
(
ρ− σ2
2
σ2
eκ−
ρ2
σ2
s
)−1
, s ∈ [0, T ], (34)
where W denotes the Lambert W function and κ = log(2) + 1
σ2
(2ρ−σ2 + ρ2T ). Observe
that in this setting
β˜s =
ρYs
σ2Ys + ρ− σ22
, s ∈ [0, T ],
and that both Y and β˜ are deterministic increasing continuous (0, 1/2]-valued functions.
In particular, β˜ is bounded and it is a semimartingale. Hence, Theorem 2.3 applies,
and, for all t ∈ [0, T ], x, d ∈ R, the unique optimal strategy X∗ = (X∗s )s∈[t,T ] ∈ At(x, d)
and its associated deviation process D∗ = (D∗s)s∈[t,T ] are given by the formulas X∗t− = x,
D∗t− = d,
X∗s =
(
x− d
γt
)
E(Q)t,s (1− β˜s), s ∈ [t, T ),
D∗s =
(
x− d
γt
)
E(Q)t,s (−γsβ˜s), s ∈ [t, T ),
and X∗T = 0, D∗T =
(
x− d
γt
)
E(Q)t,T (−γT ), where
Qs = −σ
∫ s
0
β˜rdWr − (ρ− σ2)
∫ s
0
β˜rdr, s ∈ [0, T ].
We, finally, discuss some properties of the optimal strategy in the case x 6= d
γt
(there
is nothing to discuss in the remaining case x = d
γt
). Like in the situation of Section 3.2,
X∗ can have jumps at times t and T and is continuous on (t, T ). As 1 − β˜ is positive,
here, again, X∗ has the same sign as x − d
γt
on (t, T ]. Now in contrast to Section 3.2,
the associated deviation process D∗ is no longer constant on (t, T ). Further, as 1− β˜ is
nonvanishing and has finite variation on [t, T ], while E(Q)t,·, almost surely, has infinite
variation on all subintervals of [t, T ], we get that, in contrast to Section 3.2, X∗, almost
surely, has infinite variation on all subintervals of [t, T ] (in particular, X∗ is in no way
monotone on any subinterval). See Figure 1 for an illustration.
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Figure 1: Left: A simulation of the optimal strategy X∗ (black) and the price impact γ
(red) in the setting of Section 4.2 for T = 10, x = 100, d = 0, γ0 = 1, ρ = 0.5
and σ = 0.8. Note the difference in scales. Right: The associated deviation
process D∗ (black) and the price impact γ (red) for the same situation.
5. Examples
In this section, we present several interesting qualitative effects that can arise in our
framework. To do this, we consider several subsettings of the following common set-up:
LetM = W be a Brownian motion and Fs = FWs for all s ∈ [0, T ]. Let t = 0, x, d ∈ R
with x 6= d
γ0
(for the case x = d
γ0
, see Lemma 2.2). The resilience here is taken to be a
deterministic constant ρ ∈ R\{0} (for the case ρ = 0, see Proposition 2.6). We consider
the price impact γ from (7) with σ ≡ 0, i.e.,
γs = γ0 exp
(∫ s
0
µrdr
)
, s ∈ [0, T ].
In particular, γ is continuous and of finite variation. We assume that there exist deter-
ministic constants ε, µ ∈ (0,∞) such that
2ρ+ µ ≥ ε DW -a.e. and µ ≤ µ DW -a.e. (35)
(in particular, (C>0) is satisfied). Our current set-up is a special case of the settings
considered in Sections 6.1 and 6.2 below. Therefore, it follows from Proposition 6.1
(alternatively, from Proposition 6.3) that (CBSDE) is satisfied.
As before, (Y, Z,M⊥) denotes a solution to BSDE (13) satisfying the requirements in
(CBSDE). We notice that M⊥ ≡ 0 in our current set-up because, due to the martingale
representation theorem (Theorem V.3.4 in [28]), on the Brownian filtration any local
martingale M⊥ with M⊥0 = 0 and [M⊥,W ] = 0 is indistinguishable from zero. For the
process β˜ defined in (15) we obtain
β˜s =
ρ+ µs
2ρ+ µs
2Ys =
(
1− ρ
2ρ+ µs
)
2Ys, s ∈ [0, T ]. (36)
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Notice that, by (35), β˜ is bounded. That is, in our current set-up, including (35), the
assumptions of Theorem 2.3 are satisfied.
What varies between the examples in this section is the choice of µ, i.e., the price
impact process γ. In the examples below, we distinguish between the following two
situations.
Situation 1: There exists a càdlàg semimartingale β = (βs)s∈[0,T ] such that
β˜ = β DW -a.e. (37)
Situation 2: There is no càdlàg semimartingale β such that (37) is satisfied.
As we know from Theorem 2.3, in Situation 1 there exists a unique (up to DW -null sets)
optimal strategy X∗ = (X∗s )s∈[0,T ] ∈ A0(x, d), and it is given by the formulas X∗0− = x,
X∗T = 0 and
X∗s =
(
x− d
γ0
)
exp
{
−
∫ s
0
βr(µr + ρ) dr
}
(1− βs), s ∈ [0, T ), (38)
while in Situation 2 there does not exist an optimal strategy.
Before turning to specific examples we notice that the multiplier(
x− d
γ0
)
exp
{
−
∫ s
0
βr(µr + ρ) dr
}
, s ∈ [0, T ],
in (38) is a nonvanishing continuous process of finite variation. Therefore, if, in Situa-
tion 1, we want to obtain the optimal strategy X∗ of infinite variation on [0, T ] and/or
with jumps inside (0, T ), it is enough to construct β (see (36) and (37)) of infinite
variation on [0, T ] and/or with jumps inside (0, T ).
Example 5.1. Let µ be a continuous process of finite variation satisfying (35) such that
a.s. the function s 7→ ρ+ µs is nonvanishing on [0, T ]. (39)
Observe that for a fixed ω ∈ Ω, the unique solution to the Bernoulli ODE
dY s(ω) =
(
2 (ρ+ µs(ω))
2 Y s(ω)
2
2ρ+ µs(ω)
− µs(ω)Y s(ω)
)
ds, s ∈ [0, T ], Y T (ω) = 1
2
,
which is BSDE (13) without the martingale part, is given by the formula
Y s(ω) = e
∫ T
s µr(ω)dr
(∫ T
s
2 (ρ+ µr(ω))
2
2ρ+ µr(ω)
e
∫ T
r µu(ω)dudr + 2
)−1
, s ∈ [0, T ]. (40)
It follows that it is possible to choose µ such that Y is not adapted. Choosing µ in such a
way we conclude that the solution (Y, Z,M⊥ ≡ 0) of BSDE (13) satisfiesDW (Z 6= 0) > 0.
This yields that, with positive probability, Y has infinite variation on [0, T ]. Define
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ϕs =
2(ρ+µs)
2ρ+µs
, s ∈ [0, T ], which is a nonvanishing (recall (39)) continuous process of finite
variation. Hence, β˜ = ϕY is a continuous semimartingale that, with positive probability,
has infinite variation on [0, T ]. Thus, we are in Situation 1 with β ≡ β˜, and the optimal
strategy X∗, which is given by (38), has, with positive probability, infinite variation on
[0, T ].
In contrast to the situation in Section 4.2, where the infinite variation in X∗ was
caused by the infinite variation in γ (this is an “economic intuition” for the effect in
Section 4.2), in this example γ has smooth paths (as easily seen, even C∞ paths are
possible). The effect that X∗ has infinite variation in such a smooth situation might
be called “the value of information” because it is only the incoming information (that
arrives, in particular, via the process Y ) that makes the trader use such an oscillating
strategy.
Example 5.2. Optimal strategies we have seen so far have jumps (block trades) at
times 0 and T only. In order to construct an optimal strategy with jumps inside (0, T )
it is enough to take
a càdlàg semimartingale µ satisfying (35) that exhibits jumps in (0, T ),
i.e., with positive probability, {s ∈ (0, T ) : ∆µs 6= 0} 6= ∅, such that
the corresponding process Y is nonvanishing. (41)
Indeed, in this case, β˜ is a càdlàg semimartingale, so we are in Situation 1 with β ≡ β˜.
Moreover, as Y is continuous and nonvanishing, we readily see from (36) that
∆µs 6= 0 ⇐⇒ ∆β˜s 6= 0,
hence the optimal strategyX∗, which is given by (38), contains block trades inside (0, T ).
To show a specific example of this kind, we consider, for some t0 ∈ (0, T ), a deter-
ministic µ given by the formula µs = 1[t0,T ](s), s ∈ [0, T ]. Observe that (35) is satisfied
whenever ρ > 0, so we take some ρ > 0 in this example. BSDE (13) here takes the form
dYs = ρY
2
s ds+ ZsdWs + dM
⊥
s , s ∈ [0, t0],
dYs =
(
2(ρ+ 1)2Y 2s
2ρ+ 1
− Ys
)
ds+ ZsdWs + dM
⊥
s , s ∈ [t0, T ], YT =
1
2
,
and has a deterministic solution (Y, Z ≡ 0,M⊥ ≡ 0) given by
Ys = (2ρ+ 1)
(
2(ρ+ 1)2 − 2ρ2es−T )−1 , s ∈ [t0, T ],
Ys =
1
Y −1t0 + (t0 − s)ρ
, s ∈ [0, t0).
(42)
Notice that Y is continuous, strictly increasing and (0, 1/2]-valued. In particular, (41)
is satisfied, and what is stated after (41) applies. Observe that, in this specific example,
βs =
{
Ys, s ∈ [0, t0),
Ys
(
1 + 1
2ρ+1
)
, s ∈ [t0, T ],
(43)
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which is a deterministic strictly increasing (0, 1)-valued càdlàg function with the only
jump at time t0: ∆βt0 =
Yt0
2ρ+1
> 0. From (42) and (43) we compute that
exp
{
−
∫ s
0
βr(µr + ρ) dr
}
=
{
Y0Y
−1
s , s ∈ [0, t0),
et0−sY0Y −1s , s ∈ [t0, T ],
(44)
which, together with (42) and (43), provides the optimal strategy in closed form (see (38)).
However, the qualitative structure of the optimal strategy X∗, in fact, follows from (38)
even without calculating (44): X∗ is deterministic, strictly monotone on (0, T ] can have
a block trade in the beginning and has block trades in the end and at time t0. In general,
monotonicity on [0, T ] can fail (necessarily, for d 6= 0) because of the initial block trade.
On the contrary, the block trades at times t0 and T are always in the “right” direction
(their signs are opposite to the sign of x− d
γ0
).
Between the block trades the associated deviation process D∗ is constant: It fol-
lows from (20), (43) and (44) that D∗s = (d − γ0x)Y0, s ∈ [0, t0), and D∗s = (d −
γ0x)Y0
(
1 + 1
2ρ+1
)
, s ∈ [t0, T ).
Figure 2 is an illustration for specific parameter values.
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Figure 2: Left: The optimal strategy X∗ (black) and the price impact γ (red) in the
setting of Example 5.2 with µs = 1[t0,T ](s), s ∈ [0, T ], and for T = 5, x = 100,
d = 0, γ0 = 1, ρ = 0.3 and t0 = 4. Note the difference in scales. Right: The
associated deviation process D∗ (black) and the price impact γ (red) for the
same situation.
Observe that the reaction of the optimal strategy to changes in the price impact is
rather sensitive: here only µ jumps at time t0 (not the price impact γ itself), but this
already causes a jump in X∗ at time t0. Finally, it is worth noting that a model with
deterministically time-varying price impact and resilience was considered in Section 8
of [13], but examples of such type are not possible in their framework because the
smoothness assumption in Section 8 of [13] excludes the possibility of block trades inside
(0, T ) (cf. Theorem 8.4 in [13]).
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Example 5.3. In models of price impact that include resilience it is commonly assumed
that the resilience is positive. As we do not impose this restriction, it is reasonable to
discuss the effect of negative resilience, which we do in this example.
To this end, we consider some ρ < 0 and take a deterministic constant µ > −2ρ (>
0), which ensures (35). Here, again, BSDE (13) has a deterministic solution (Y, Z ≡
0,M⊥ ≡ 0), which is given by
Ys =
1
2
µ(2ρ+ µ)
(
(ρ+ µ)2 − ρ2eµ(s−T ))−1 , s ∈ [0, T ].
It follows that
β˜s = µ(ρ+ µ)
(
(ρ+ µ)2 − ρ2eµ(s−T ))−1 , s ∈ [0, T ],
which is a deterministic positive continuous increasing function, in particular, a semi-
martingale. Thus, we are in Situation 1 with β ≡ β˜. Notice that
βs >
µ(ρ+ µ)
(ρ+ µ)2
=
µ
ρ+ µ
> 1, s ∈ [0, T ],
i.e., in contrast to Example 5.2, β is now (1,∞)-valued, which makes the factor 1 − β
in (38) negative and means that the optimal strategy X∗ is not monotone on [0, T ] even
for d = 0 because of the block trade at time 0 (cf. Example 5.2 and Section 3.2). Indeed,
let, for the moment, d = 0 and, say, x > 0 (the objective to sell shares). Then, in
the first block trade, more than x shares are sold and the sell-program is thus changed
into the buy-program. This is done to profit from the negative resilience that drives the
deviation process D∗ associated to X∗ down also after the initial block trade and allows
to profit from the subsequent buy-program.
To conclude the discussion in this example, we, finally, verify that, for all x and d, the
optimal strategy X∗ is monotone on (0, T ] and that the trading is performed in the way
that D∗ ≡ const on (0, T ). To this end, we set
λs =
(
x− d
γ0
)
exp
{
−(ρ+ µ)
∫ s
0
βr dr
}
, s ∈ [0, T ],
and notice that, by (19)–(20),
X∗s = λs(1− βs) and D∗s = −λsγsβs, s ∈ [0, T ). (45)
For the final block trade, we have ∆X∗T = −X∗T− = λT (βT − 1), which has the same sign
as x− d
γ0
. Further, BSDE (13) for Y (just a Bernoulli ODE in this case) and (36) imply
that β satisfies the (Bernoulli) ODE
β˙s = (ρ+ µ)β
2
s − µβs, s ∈ [0, T ].
Also observe that γ˙s = µγs and λ˙s = −(ρ + µ)λsβs for all s ∈ [0, T ]. It now follows
from (45) that
X˙∗s = λs
(−(ρ+ µ)βs(1− βs)− (ρ+ µ)β2s + µβs) = −ρλsβs, s ∈ (0, T ),
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which has the same sign as x− d
γ0
, and
D˙∗s = λs
(
(ρ+ µ)γsβ
2
s − µγsβs − γs
(
(ρ+ µ)β2s − µβs
))
= 0, s ∈ (0, T ),
which yields the claim and concludes our discussion.
The optimal strategy and deviation process for specific parameter values are shown
in Figure 3.
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Figure 3: Left: The optimal strategy X∗ in the setting of Example 5.3 for T = 10,
x = 100, d = 0, γ0 = 1, ρ = −0.1 and µ = 0.5. To plot X∗ we compute that
λs = (x−d/γ0)e−µsY −1s Y0, s ∈ [0, T ]. Right: The associated deviation process
D∗ for the same situation.
Example 5.4. Finally, in order to construct an example of Situation 2 it suffices to take
any deterministic càdlàg function µ that has infinite variation on [0, T ]. E.g., one could
take µ to be the Weierstrass function or the function s 7→ (s sin 1
s
)1(0,T ](s), s ∈ [0, T ].
We also take ρ ∈ R \ {0} such that (35) is satisfied.
Notice that, in this deterministic framework, the process Y is a deterministic continu-
ous function of finite variation explicitly given by (40). In particular, Y is nonvanishing.
To formally prove that we are in Situation 2, assume by contradiction that there exists
a càdlàg semimartingale β = (βs)s∈[0,T ] such that β˜ = β DW -a.e. (β can be stochastic).
Then it follows from (36) and the fact that Y is nonvanishing that
ρ
2ρ+ µ
= 1− β
2Y
DW -a.e. (46)
Set S = 1− β
2Y
and notice that it is a càdlàg semimartingale. As both sides in (46) are
càdlàg, they are even indistinguishable, i.e., almost surely, it holds
ρ
2ρ+ µs
= Ss, s ∈ [0, T ], (47)
hence S 6= 0 and S− 6= 0, which implies that 1S is also a semimartingale. Now (47) yields
that, almost surely,
µs =
ρ
Ss
− 2ρ, s ∈ [0, T ].
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Thus, µ is itself a semimartingale on [0, T ]. As µ is deterministic, this means that µ has
finite variation on [0, T ]. The obtained contradiction proves that we are in Situation 2.
This example thus shows that an optimal strategy can fail to exist even when the
value function is finite.
6. Existence for the BSDE in two subsettings
In this section we establish, in two subsettings, existence of a solution (Y, Z,M⊥) of
BSDE (13) with driver (14) such that (CBSDE) holds.
We suppose in both subsettings that the following two conditions are satisfied:
(C≥ε) there exists ε ∈ (0,∞): 2ρ+ µ− σ2 ≥ ε DM -a.e.,
(Cbdd) there exist ρ, µ ∈ (0,∞): |ρ| ≤ ρ, |µ| ≤ µ DM -a.e.
In the first setting we do not impose restrictions on the filtration but assume σ ≡ 0
in order to meet the Lipschitz condition in some place.
Subsequently, we consider a setting with a general σ, where we assume that (Ft)t∈[0,T ]
is a continuous filtration in the sense that any (Ft)t∈[0,T ]-martingale is continuous. This
condition is for example satisfied for a Brownian filtration.
6.1. General filtration and σ ≡ 0
Proposition 6.1. Let σ ≡ 0 and assume that (C≥ε), (Cbdd) and
(
C[M ]
)
are satisfied.
Then (CBSDE) holds.
Proof. We define the truncation function L : R→ [0, 1/2] by L(y) = (y ∨ 0) ∧ 1
2
, y ∈ R,
and consider BSDE (13) with the truncated driver
f : Ω× [0, T ]× R→ R, f(s, y) = −2(ρs + µs)
2L(y)2
2ρs + µs
+ µsL(y), s ∈ [0, T ], y ∈ R,
instead of f defined in (14). Our aim is to first obtain a solution (Y, Z,M⊥) of the BSDE
with truncated driver via [25, Theorem 3.5] and then show that Y is [0, 1/2]-valued, i.e.,
(Y, Z,M⊥) is also a solution of BSDE (13) with driver (14).
Due to (C≥ε), (Cbdd) and the definition of L it holds true that for all y, y′ ∈ R
|f(s, y)−f(s, y′)| ≤
(
2(ρs + µs)
2
2ρs + µs
+ |µs|
)
|y−y′| ≤
(
6(ρ2 + µ2)
ε
+ µ
)
|y−y′| DM -a.e.
Therefore, assumption (F3) in [25] is satisfied. It further follows from
(
C[M ]
)
that (F2)
holds true. The fact that f(s, 0) = 0 for all s ∈ [0, T ] yields (F5). SinceM is continuous,
(F4) is satisfied for all Φ > 0. Thus, by [25, Theorem 3.5] (see also Corollary 3.6 therein)
there exists a solution (Y, Z,M⊥) of BSDE (13) with driver f . In particular, the norm in
[25, Theorem 3.5] being finite implies that E
[
[M⊥]T
]
<∞ and E
[∫ T
0
Z2sd[M ]s
]
<∞.
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In order to show that Y is [0, 1/2]-valued, observe that (Y˜ , Z˜, M˜⊥) =
(
1
2
, 0, 0
)
(resp.
(Y˜ , Z˜, M˜⊥) = (0, 0, 0)) solves the BSDE
dY˜s = Z˜sdMs + dM˜
⊥
s , s ∈ [0, T ], Y˜T =
1
2
(resp. Y˜T = 0),
with vanishing driver and that
f
(
s,
1
2
)
=
−ρ2s
2 (2ρs + µs)
≤ 0 (resp. f(s, 0) = 0), s ∈ [0, T ].
It is straightforward to verify that a comparison principle holds, which yields that Y ≤ 1
2
(resp. Y ≥ 0).
Remark 6.2. Note that the setting in [25] is much more general than ours. Amongst
others, the BSDE may include jumps and the Lipschitz continuity of the driver is allowed
to be stochastic. E.g., we could replace our conditions (C≥ε), (Cbdd) and
(
C[M ]
)
by (C>0)
together with the more abstract assumption that there exists a predictable stochastic
process R such that for all y, y′ ∈ R, |f(ω, s, y)−f(ω, s, y′)| ≤ Rs(ω)|y−y′| DM -a.e. and
for all c ∈ (0,∞), E
[
exp
(
c
∫ T
0
Rsd[M ]s
)]
< ∞. Notice however that we always make
use of σ ≡ 0 to obtain, possibly stochastic, Lipschitz continuity. Observe furthermore
that the assumptions (C≥ε), (Cbdd) and
(
C[M ]
)
in Proposition 6.1 seem reasonable in
light of the requirements in our main Theorem 2.3.
6.2. General σ and continuous filtration
Proposition 6.3. Assume that (Ft)t∈[0,T ] is continuous in the sense that any (Ft)t∈[0,T ]-
martingale is continuous and that [M ]T ≤ c1 a.s. for some deterministic c1 ∈ (0,∞).
Suppose (C≥ε) and (Cbdd). Then (CBSDE) holds.
Proof. We first consider BSDE (13) with the truncated driver
f : Ω× [0, T ]× R× R→ R,
f(s, y, z) = − ((ρs + µs)L(y) + σsz)
2
σ2sL(y) +
1
2
(2ρs + µs − σ2s)
+ µsL(y) + σsz, s ∈ [0, T ], y, z ∈ R,
where L : R→ [0, 1/2], L(y) = (y ∨ 0) ∧ 1
2
, y ∈ R.
Note that (C≥ε) and (Cbdd) imply that σ2 ≤ 2ρ + µ − ε. Moreover, by (C≥ε) and
L ≥ 0 we have σ2L(y) + 1
2
(2ρ+ µ− σ2) ≥ ε
2
for all y ∈ R. Together with 0 ≤ L ≤ 1
2
and
the boundedness of ρ, µ and σ it is thus possible to show that there exist deterministic
constants c2, c3 ∈ (0,∞) such that for all y, z ∈ R
|f(s, y, z)| ≤ 1
2
µ+
2
ε
∣∣∣(ρs + µs)2L(y)2 + 2(ρs + µs)L(y)σsz + σ2sz2 + σ3sL(y)z
+
1
2
(2ρs + µs − σ2s)σsz
∣∣∣
≤ c2 + c3
2
z2 DM -a.e.
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Furthermore, it holds that
∫ T
0
c2d[M ]s ≤ c1c2. Hence, assumption (H ′1) in [23] is satisfied.
Observe moreover that f is continuous in (y, z). Step 3 and 4 in the proof of [23,
Theorem 2.5] show that there exists a solution (Y, Z,M⊥) of BSDE (13) with driver f
and it satisfies E
[∫ T
0
Z2sd[M ]s
]
<∞, E [[M⊥]T ] <∞ and that Y is bounded.
In the remainder we prove that Y is [0, 1/2]-valued, which implies that (Y, Z,M⊥) is
also a solution of BSDE (13) with driver f .
For the upper bound, let Ŷ = 1
2
− Y , Ẑ = −Z and M̂⊥ = −M⊥. Then it holds that
dŶt = −f̂(t, Ŷt, Ẑt)d[M ]t + ẐtdMt + dM̂⊥t , t ∈ [0, T ], ŶT = 0,
where
f̂(t, Ŷt, Ẑt) =
((ρt + µt)L(Yt) + σtZt)
2
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
− 1
2
µt + Ŷtµt
L(Yt)− 12
Yt − 12
+ σtẐt
=
Ŷt
L(Yt)− 12
Yt− 12
(
σ2t µt
2
− (2ρt + µt)µt(L(Yt) + 12)
)
− 2Ẑtσt(ρt + µt)L(Yt) + ρ2tL(Yt)2 + σ2tZ2t
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
+ Ŷtµt
L(Yt)− 12
Yt − 12
+ σtẐt
= Ŷt
L(Yt)− 12
Yt − 12
(
σ2t µt
2
− (2ρt + µt)µt(L(Yt) + 12)
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
+ µt
)
+ Ẑt
( −2σt(ρt + µt)L(Yt)
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
+ σt
)
+
ρ2tL(Yt)
2 + σ2tZ
2
t
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
, t ∈ [0, T ],
with the convention that 0/0 := 0. Denote f̂(t, y, z) = yψt+zηt+ϕt, t ∈ [0, T ], y, z ∈ R,
and observe that ψ and η are bounded. Since it holds that ρ2L(Y )2 + σ2Z2 ≥ 0 and
σ2L(Y ) + 1
2
(2ρ + µ − σ2) ≥ ε
2
> 0, we have that ϕ ≥ 0 DM -a.e. Define the process
Γ = (Γt)t∈[0,T ] by dΓt = Γtψtd[M ]t + ΓtηtdMt, t ∈ [0, T ], Γ0 = 1. One can then show
that Ŷ has the representation
Ŷt = Γ
−1
t Et
[∫ T
t
Γsϕsd[M ]s
]
, t ∈ [0, T ],
and hence Ŷ ≥ 0, i.e., Y ≤ 1
2
.
Next, we show that Y is nonnegative. To this end we first choose δ ∈ (0,∞) such
that δ
2
≥ 2σ2
2ρ+µ−σ2 DM -a.e. Let h : R → R be the function h(y) = 1 − e−δy, y ∈ R, and
let Y˜ = (Y˜t)t∈[0,T ] be the process Y˜t = h(Yt), t ∈ [0, T ]. Then it holds for all t ∈ [0, T ]
dY˜t = h
′(Yt)dYt +
1
2
h′′(Yt)d[Y ]t = −
{
f(t, Yt, Zt)h
′(Yt)− Z
2
t h
′′(Yt)
2
}
d[M ]t
+
1
2
h′′(Yt)d[M⊥]t + h′(Yt)ZtdMt + h′(Yt)dM⊥t .
(48)
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Let Z˜ = (Z˜t)t∈[0,T ], M˜⊥ = (M˜⊥t )t∈[0,T ] and A = (At)t∈[0,T ] be the processes Z˜t = h′(Yt)Zt,
M˜⊥t =
∫ t
0
h′(Ys)dM⊥s and At = −12
∫ t
0
h′′(Ys)d[M⊥]s, t ∈ [0, T ]. Observe that it holds
h′(y) = δe−δy = δ(1−h(Yt)) and h′′(y) = −δ2e−δy = −δh′(y) for all y ∈ R. In particular,
the process A is nondecreasing. We obtain from (48) that for all t ∈ [0, T ]
dY˜t = −
{
− δ(ρt + µt)
2L(Yt)
2(1− Y˜t) + 2σt(ρt + µt)L(Yt)Z˜t
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
+ δµtL(Yt)(1− Y˜t) + σtZ˜t
+ Z2t h
′(Yt)
(
δ
2
− σ
2
t
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
)}
d[M ]t − dAt + Z˜tdMt + dM˜⊥t
= −
{
Y˜t
δL(Yt)(1− Y˜t)
Y˜t
(
µt − (ρt + µt)
2L(Yt)
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
)
+ σtZ˜t
(
1− 2(ρt + µt)L(Yt)
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
)
+ Z2t h
′(Yt)
(
δ
2
− σ
2
t
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
)}
d[M ]t − dAt + Z˜tdMt + dM˜⊥t .
Denote the coefficients of Y˜ resp. Z˜ by
ψ˜t =
δL(Yt)(1− Y˜t)
Y˜t
(
µt − (ρt + µt)
2L(Yt)
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
)
, t ∈ [0, T ],
η˜t = σt
(
1− 2(ρt + µt)L(Yt)
σ2tL(Yt) +
1
2
(2ρt + µt − σ2t )
)
, t ∈ [0, T ],
an define Γ˜ by dΓ˜t = Γ˜tψ˜td[M ]t + Γ˜tη˜tdMt, t ∈ [0, T ], Γ˜0 = 1. Note that the process
δL(Yt)(1−Y˜t)
Y˜t
= δL(Yt)e
−δYt
1−e−δYt , t ∈ [0, T ], is bounded. Together with (C≥ε), (Cbdd) and 0 ≤
L ≤ 1
2
it follows that ψ˜ and η˜ are bounded. One can then show that
Y˜tΓ˜t = Et
[
Y˜T Γ˜T +
∫ T
t
Γ˜sZ
2
sh
′(Ys)
(
δ
2
− σ
2
s
σ2sL(Ys) +
1
2
(2ρs + µs − σ2s)
)
d[M ]s
+
∫ T
t
Γ˜sdAs
]
, t ∈ [0, T ].
(49)
Due to the choice of δ we have that Z2h′(Y )
(
δ
2
− σ2
σ2L(Y )+ 1
2
(2ρ+µ−σ2)
)
≥ 0 DM -a.e. Since
furthermore A is nondecreasing and Y˜ has nonnegative terminal value 1−e− δ2 , it follows
from (49) that Y˜ ≥ 0 and hence Y ≥ 0.
7. Proofs of results from Section 2
We first need a technical lemma.
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Lemma 7.1. Let
(
Y, Z,M⊥
)
be a solution of BSDE (13) as described in (CBSDE). Then
YT− = 12 a.s., i.e., Y does not jump at terminal time.
Proof. We have, with f defined in (14), that
Yt =
1
2
+ Et
[∫ T
t
f(s, Ys, Zs)d[M ]s
]
=
1
2
+ Et[AT ]− At, t ∈ [0, T ], (50)
where At =
∫ t
0
f(s, Ys, Zs)d[M ]s, t ∈ [0, T ]. As A = (At)t∈[0,T ] is a continuous process, it
holds limt↑T At = AT , hence AT is FT−-measurable. Therefore,
lim
t↑T
Et[AT ] = E [AT |FT−] = AT a.s.
The result now follows from (50).
Proof of Theorem 2.1. We fix x, d ∈ R, t ∈ [0, T ] and X ∈ At(x, d) throughout the
proof. First observe that it follows from (9) and the fact that γ = 1/α that for all
s ∈ [t, T ] it holds d[α,D]s = −αsd[γ,X]s and d[D]s = 1α2s d[X]s. This shows that
αTD
2
T− = αtd
2 +
∫
[t,T )
αsdD
2
s +
∫
[t,T )
D2sdαs +
∫
[t,T )
d[α,D2]s
= αtd
2 + 2
∫
[t,T )
αsDs−dDs +
∫
[t,T )
αsd[D]s +
∫
[t,T )
D2sdαs + 2
∫
[t,T )
Ds−d[α,D]s
= αtd
2 − 2
∫
[t,T )
ρsαsD
2
s−d[M ]s + 2
∫
[t,T )
Ds−dXs + 2
∫
[t,T )
αsDs−d[γ,X]s
+
∫
[t,T )
1
αs
d[X]s +
∫
[t,T )
D2sdαs − 2
∫
[t,T )
αsDs−d[γ,X]s
= αtd
2 −
∫ T
t
αsD
2
s
(
2ρs + µs − σ2s
)
d[M ]s + 2
∫
[t,T )
Ds−dXs +
∫
[t,T )
γsd[X]s
−
∫ T
t
αsD
2
sσsdMs.
(51)
Integration by parts proves for all s ∈ [t, T ] that
d (Xs − αsDs) = dXs −Ds−dαs − αsdDs − d[α,D]s = −Ds−dαs + αsρsDs−d[M ]s
= αsDs−(ρs + µs − σ2s)d[M ]s + σsαsDs−dMs.
In particular, the process X−αD has continuous sample paths. Moreover, it follows for
all s ∈ [t, T ] that
d (Xs − αsDs)2 = 2 (Xs − αsDs) d (Xs − αsDs) + d [X − αD]s
= 2 (Xs − αsDs)
(
αsDs−(ρs + µs − σ2s)d[M ]s + σsαsDs−dMs
)
+ σ2sα
2
sD
2
s−d[M ]s
= αsDs−
[
2 (Xs − αsDs) (ρs + µs − σ2s) + σ2sαsDs−
]
d[M ]s + 2σsαsDs− (Xs − αsDs) dMs.
(52)
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Next observe that (7) and (13) imply for all s ∈ [t, T ] that
d(γsYs) = γsYs(µsd[M ]s + σsdMs) + γs
[
((ρs + µs)Ys + σsZs)
2
σ2sYs +
1
2
(2ρs + µs − σ2s)
− µsYs − σsZs
]
d[M ]s
+ γsZsdMs + γsdM
⊥
s + γsσsZsd[M ]s
=
γs((ρs + µs)Ys + σsZs)
2
σ2sYs +
1
2
(2ρs + µs − σ2s)
d[M ]s + γs(σsYs + Zs)dMs + γsdM
⊥
s .
This and (52) prove that
γTYT− (XT− − αTDT−)2
= γtYt (x− αtd)2 +
∫
(t,T )
γsYs−d(Xs − αsDs)2 +
∫
(t,T )
(Xs − αsDs)2 d(γsYs)
+ [γY, (X − αD)2]T−
= γtYt(x− αtd)2 +
∫ T
t
(
DsYs
(
2(Xs − αsDs)(ρs + µs − σ2s) + σ2sαsDs
)
+ (Xs − αsDs)2γs ((ρs + µs)Ys + σsZs)
2
σ2sYs +
1
2
(2ρs + µs − σ2s)
+ 2σs(σsYs + Zs)Ds(Xs − αsDs)
)
d[M ]s
+
∫ T
t
(
2σsDsYs(Xs − αsDs) + γs(Xs − αsDs)2(σsYs + Zs)
)
dMs
+
∫
(t,T )
γs(Xs − αsDs)2dM⊥s .
(53)
Since YT− = 12 by Lemma 7.1, it holds that
−
(
DT− − 1
2αT
XT−
)
XT− = γTYT− (XT− − αTDT−)2 − αTD
2
T−
2
.
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This, (51), (53) and the fact that XT = 0 show that∫
[t,T ]
Ds−dXs +
∫
[t,T ]
γs
2
d[X]s
=
∫
[t,T )
Ds−dXs +
∫
[t,T )
γs
2
d[X]s + γTYT− (XT− − αTDT−)2 − αTD
2
T−
2
= γtYt (x− αtd)2 − αtd
2
2
+
∫ T
t
(
DsYs
(
2(Xs − αsDs)(ρs + µs − σ2s) + σ2sαsDs
)
+ (Xs − αsDs)2γs ((ρs + µs)Ys + σsZs)
2
σ2sYs +
1
2
(2ρs + µs − σ2s)
+ 2σs(σsYs + Zs)Ds(Xs − αsDs)
+ αsD
2
s
2ρs + µs − σ2s
2
)
d[M ]s +
∫ T
t
(
2σsDsYs(Xs − αsDs) + γs(Xs − αsDs)2
· (σsYs + Zs) + αsD2s
σs
2
)
dMs +
∫
(t,T )
γs(Xs − αsDs)2dM⊥s .
We thus have, with β˜ defined by (15) and J given by (11), that
Jt(x, d,X) =
Yt
γt
(d− γtx)2 − d
2
2γt
+ Et
[∫ T
t
1
γs
(
β˜s(γsXs −Ds) +Ds
)2(
σ2sYs +
1
2
(2ρs + µs − σ2s)
)
d[M ]s
+
∫ T
t
(
2σsDsYs(Xs − αsDs) + γs(Xs − αsDs)2(σsYs + Zs) + αsD2s
σs
2
)
dMs
+
∫
(t,T )
γs(Xs − αsDs)2dM⊥s
]
.
It therefore remains to show that
Et
[∫ T
t
(
2σsDsYs(Xs − αsDs) + γs(Xs − αsDs)2(σsYs + Zs) + αsD2s
σs
2
)
dMs
]
= 0
(54)
and
Et
[∫
(t,T )
γs(Xs − αsDs)2dM⊥s
]
= 0. (55)
Consider first the stochastic integral
∫ T
t
γs(Xs − αsDs)2ZsdMs. By the Burkholder-
Davis-Gundy inequality it holds that for some constant c ∈ (0,∞),
Et
[
sup
r∈[t,T ]
∣∣∣∣∫ r
t
γs(Xs − αsDs)2ZsdMs
∣∣∣∣
]
≤ cEt
[(∫ T
t
γ2s (Xs − αsDs)4Z2sd[M ]s
)1/2]
.
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Since Et
[∫ T
t
Z2sd[M ]s
]
< ∞ and (A1) hold true, it follows from the Cauchy-Schwarz
inequality that
Et
[
sup
r∈[t,T ]
∣∣∣∣∫ r
t
γs(Xs − αsDs)2ZsdMs
∣∣∣∣
]
≤ cEt
[
sup
s∈[t,T ]
(
γs(Xs − αsDs)2
) · (∫ T
t
Z2sd[M ]s
)1/2]
≤ c
(
Et
[
sup
s∈[t,T ]
(
γ2s (Xs − αsDs)4
)])1/2(
Et
[∫ T
t
Z2sd[M ]s
])1/2
<∞.
Therefore,
∫ ·
t
γs(Xs−αsDs)2ZsdMs is a true martingale, and Et
[∫ T
t
γs(Xs − αsDs)2ZsdMs
]
= 0. Similarly, Et
[
[M⊥]T
]
<∞ and (A1) imply (55). Furthermore, we obtain from (A2)
and the fact that Y is bounded that Et
[(∫ T
t
γ2s (Xs − αsDs)4σ2sY 2s d[M ]s
)1/2]
<∞ and
hence Et
[∫ T
t
γs(Xs − αsDs)2σsYsdMs
]
= 0. To showEt
[∫ T
t
2σsDsYs(Xs − αsDs)dMs
]
=
0 observe that by Young’s inequality D2s(Xs − αsDs)2 ≤ 12 (D4sα2s + γ2s (Xs − αsDs)4),
s ∈ [t, T ]. This together with 0 ≤ Y ≤ 1
2
, (A3) and (A2) yields
Et
[(∫ T
t
4σ2sD
2
sY
2
s (Xs − αsDs)2d[M ]s
)1/2]
≤ 1√
2
Et
[(∫ T
t
σ2sD
4
sα
2
sd[M ]s
)1/2]
+
1√
2
Et
[(∫ T
t
σ2sγ
2
s (Xs − αsDs)4d[M ]s
)1/2]
<∞.
Moreover, it follows from (A3) that also Et
[∫ T
t
αsD
2
sσsdMs
]
= 0. We thus have estab-
lished (54) and (55), which completes the proof.
Lemma 7.2. Suppose (C>0) and (CBSDE). Let x, d ∈ R and t ∈ [0, T ]. Assume that
Vt(x, d) =
Yt
γt
(d− γtx)2− d22γt and that there exists an optimal strategy in At(x, d). Then:
The optimal strategy is unique up to DM |[t,T ]-null sets.
Proof. Let X∗, X ∈ At(x, d) be two optimal strategies with associated deviation pro-
cesses D∗ and D, respectively. Combine the assumption Vt(x, d) = Ytγt (d− γtx)
2 − d2
2γt
with Theorem 2.1 to obtain that
Et
[∫ T
t
1
γs
(
β˜s(γsX
∗
s −D∗s) +D∗s
)2(
σ2sYs +
1
2
(2ρs + µs − σ2s)
)
d[M ]s
]
= 0 a.s.
By taking expectations, it follows that
E
[∫ T
t
1
γs
(
β˜s(γsX
∗
s −D∗s) +D∗s
)2(
σ2sYs +
1
2
(2ρs + µs − σ2s)
)
d[M ]s
]
= 0.
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This implies
β˜(γX∗ −D∗) +D∗ = 0 DM |[t,T ]-a.e. (56)
This further yields for the process A∗ = (A∗s)s∈[t,T ] defined by A∗s = X∗s −αsD∗s , s ∈ [t, T ],
that
dA∗s = dX
∗
s −D∗sdαs − αsdD∗s − d[α,D∗]s = −D∗sdαs + αsρsD∗sd[M ]s
= β˜sA
∗
s
(
dαs
αs
− ρsd[M ]s
)
, s ∈ [t, T ]. (57)
For X, D and A = X − αD we analogously obtain (56) and (57). Hence, A and
A∗ satisfy the same dynamics and have the same starting point At = x − αtd = A∗t .
It follows that A and A∗ are indistinguishable. Together with (56) this yields that
D = −β˜γA = −β˜γA∗ = D∗ DM |[t,T ]-a.e. Finally, it follows from the definition of A and
A∗ that X = X∗ DM |[t,T ]-a.e.
Proof of Lemma 2.2. Suppose that x = d
γt
. Let X∗ = (X∗s )s∈[t,T ] be defined by X∗t− = x,
X∗s = 0, s ∈ [t, T ]. Then, X∗ is a càdlàg semimartingale with X∗t− = x and X∗T = 0. The
associated deviation process D∗ = (D∗s)s∈[t,T ] satisfies D∗t = d + ∆D∗t = d + γt∆X∗t =
d−γtx = 0 and hence D∗s = 0 for all s ∈ [t, T ]. It follows that X∗s −αsD∗s = 0, s ∈ [t, T ],
and thus conditions (A1), (A2) and (A3) are satisfied, i.e., X∗ ∈ At(x, d). Since D∗s = 0
and γsX∗s − D∗s = 0 for all s ∈ [t, T ], Theorem 2.1 yields that X∗ is optimal and that
Vt(x, d) =
Yt
γt
(d− γtx)2 − d22γt = − d
2
2γt
. Uniqueness up to DM |[t,T ]-null sets follows from
Lemma 7.2.
Lemma 7.3. Suppose that
(
C[M ]
)
is satisfied. Let η = (ηs)s∈[0,T ] and ν = (νs)s∈[0,T ] be
progressively measurable processes such that |η| ≤ cη and |ν| ≤ cν DM -a.e. for some
constants cη, cν ∈ (0,∞). Let t ∈ [0, T ] and define N = (Ns)s∈[t,T ] by
Ns = exp
(∫ s
t
ηrdMr +
∫ s
t
νrd[M ]r
)
, s ∈ [t, T ].
It then holds that
Et
[
sup
s∈[t,T ]
Ns
]
≤ 2
(
Et
[
e6c
2
η([M ]T−[M ]t)
])1/4 (
Et
[
e(2cν+c
2
η)([M ]T−[M ]t)
])1/2
<∞ a.s.
Proof. We introduce the process L = (Ls)s∈[t,T ] defined by
Ls = exp
(∫ s
t
ηrdMr − 1
2
∫ s
t
η2rd[M ]r
)
, s ∈ [t, T ].
We then have
Ns = Ls exp
(∫ s
t
(
νr +
η2r
2
)
d[M ]r
)
, s ∈ [t, T ],
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and thus by the Cauchy-Schwarz inequality
Et
[
sup
s∈[t,T ]
Ns
]
≤
(
Et
[
sup
s∈[t,T ]
L2s
])1/2(
Et
[
sup
s∈[t,T ]
exp
(∫ s
t
(
2νr + η
2
r
)
d[M ]r
)])1/2
.
(58)
Since 2ν + η2 is bounded by 2cν + c2η, it holds that
Et
[
sup
s∈[t,T ]
exp
(∫ s
t
(
2νr + η
2
r
)
d[M ]r
)]
≤ Et
[
e(2cν+c
2
η)([M ]T−[M ]t)
]
. (59)
Next, observe that
Et
[
exp
(
1
2
∫ T
t
η2rd[M ]r
)]
<∞ a.s.
because η2 is bounded and
(
C[M ]
)
is assumed to hold. Therefore, we obtain by Novikov’s
criterion that L is a true martingale. Thus, it follows from Doob’s maximal inequality
that (
Et
[
sup
s∈[t,T ]
L2s
])1/2
≤ 2 (Et [L2T ])1/2 . (60)
We define L˜ =
(
L˜s
)
s∈[t,T ]
by
L˜s = exp
(∫ s
t
4ηrdMr − 1
2
∫ s
t
(4ηr)
2 d[M ]r
)
, s ∈ [t, T ],
and observe that by the Cauchy-Schwarz inequality it holds
Et
[
L2T
]
= Et
[
exp
(∫ T
t
2ηrdMr −
∫ T
t
4η2rd[M ]r
)
exp
(∫ T
t
3η2rd[M ]r
)]
≤
(
Et
[
L˜T
])1/2(
Et
[
exp
(∫ T
t
6η2rd[M ]r
)])1/2
.
(61)
For the first factor, we again use Novikov’s criterion to see that L˜ is a martingale, and
it then follows that Et[L˜T ] = 1. Together with the fact that η2 is bounded by c2η, we
obtain from (61) that
Et
[
L2T
] ≤ (Et [e6c2η([M ]T−[M ]t)])1/2 . (62)
It follows from (58), (59), (60) and (62) that
Et
[
sup
s∈[t,T ]
Ns
]
≤ 2
(
Et
[
e6c
2
η([M ]T−[M ]t)
])1/4 (
Et
[
e(2cν+c
2
η)([M ]T−[M ]t)
])1/2
.
This is a.s. finite due to
(
C[M ]
)
.
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Lemma 7.4. Suppose that (C>0), (CBSDE) and
(
C[M ]
)
are satisfied. Assume that ρ
and µ are DM -a.e. bounded. Let (βn)n∈N be a sequence of càdlàg semimartingales βn =
(βns )s∈[0,T ] that are DM -a.e. bounded uniformly in n. Let t ∈ [0, T ] and x, d ∈ R. Define
for each n ∈ N the process Xn = (Xns )s∈[t,T ] by Xnt− = x,
Xns =
(
x− d
γt
)
E(Qn)t,s (1− βns ), s ∈ [t, T ), (63)
and XnT = 0, where
Qns = −
∫ s
0
βnr σrdMr −
∫ s
0
βnr (µr + ρr − σ2r)d[M ]r, s ∈ [0, T ].
Then:
1. Xn ∈ At(x, d) for all n ∈ N;
2. For all n ∈ N the associated deviation process Dn (i.e., the one satisfying (9) with
X replaced by Xn) a.s. has the representations
Dns = −βns (γsXns −Dns ), s ∈ [t, T ), (64)
and
Dns =
(
x− d
γt
)
E(Qn)t,s (−γsβns ), s ∈ [t, T ), (65)
and, for the terminal value DnT , we have DnT =
(
x− d
γt
)
E(Qn)t,T (−γT ).
3. It holds
sup
n∈N
Et
[
sup
s∈[t,T ]
(
γ4s (X
n
s − αsDns )8
)]
<∞ a.s. (66)
Proof. Denote the constants that bound |ρ| and |µ| DM -a.e. by cρ and cµ respectively.
Note that, due to (C>0), σ is DM -a.e. bounded by cσ =
√
2cρ + cµ. Let b ∈ (0,∞) such
that for all n ∈ N it holds |βn| ≤ b DM -a.e. Now, fix n ∈ N. Since βn is a càdlàg
semimartingale, it holds that Xn defined by (63) is also a càdlàg semimartingale. Note
that moreover Xnt− = x and XnT = 0. We denote by Dn = (Dns )s∈[t,T ] the associated
deviation process. Let Ân = (Âns )s∈[t,T ] be the process defined by
Âns =
(
x− d
γt
)
E(Qn)t,s, s ∈ [t, T ].
Observe that for all s ∈ [t, T ) it holds Xns = Âns (1 − βns ). Together with (8) it follows
that
dÂns = β
n
s Â
n
s
(
dαs
αs
− ρsd[M ]s
)
= (Xns − Âns )
(
−dαs
αs
+ ρsd[M ]s
)
, s ∈ [t, T ].
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Let An = (Ans )s∈[t,T ] be the process defined by Ans = Xns − D
n
s
γs
, s ∈ [t, T ]. Then it holds
that
dAns = dX
n
s −Dns dαs − αsdDns − d[α,Dn]s = −Dns dαs + αsρsDns d[M ]s
= (Xns − Ans )
(
−dαs
αs
+ ρsd[M ]s
)
, s ∈ [t, T ].
Hence Ân and An satisfy the same dynamics and start in the same point Ânt = x− dγt = Ant
at time t. Consequently, they are indistinguishable, i.e., almost surely, for all s ∈ [t, T ],
it holds Ans = Âns . This implies that
Dns = γs(X
n
s − Ans ) = γs(Xns − Âns ) = −βns γsÂns , s ∈ [t, T ), (67)
and, proceeding further,
Dns = −βns γsAns = −βns (γsXns −Dns ), s ∈ [t, T ).
We thus establish (64), while (65) follows from (67). For the terminal value DnT , we have
DnT = D
n
T− + γT∆X
n
T = D
n
T− − γTXnT−
=
(
x− d
γt
)
E(Qn)t,T
[−γTβnT− − γT (1− βnT−)] = (x− dγt
)
E(Qn)t,T (−γT ).
Furthermore, it follows from Ans = Âns , s ∈ [t, T ], that
γ4s (X
n
s − αsDns )8 = γ4s (x− αtd)8 (E(Qn)t,s)8 , s ∈ [t, T ].
Note that
γs = γt exp
(∫ s
t
µrd[M ]r +
∫ s
t
σrdMr − 1
2
∫ s
t
σ2rd[M ]r
)
, s ∈ [t, T ].
Therefore, we have
Et
[
sup
s∈[t,T ]
(γ4s (X
n
s − αsDns )8)
]
= γ4t (x− αtd)8Et
[
sup
s∈[t,T ]
exp
(∫ s
t
(4σr − 8βnr σr)dMr
+
∫ s
t
(−8βnr (µr + ρr − σ2r)− 4(βnr )2σ2r + 4µr − 2σ2r) d[M ]r
)]
.
Define ηn = 4σ− 8βnσ and νn = −8βn(µ+ ρ− σ2)− 4(βn)2σ2 + 4µ− 2σ2. Since (C[M ])
holds and we have |ηn| ≤ 4cσ + 8bcσ and |νn| ≤ 8b(cµ + cρ + c2σ) + 4b2c2σ + 4cµ + 2c2σ, we
obtain (66) from Lemma 7.3. Observe furthermore that by Jensen’s inequality it follows
that (A1) holds true. In order to show (A2), note that
(
C[M ]
)
and |σ| ≤ cσ DM -a.e.
imply that Et
[∫ T
t
σ2sd[M ]s
]
< ∞ a.s. This, (A1) and the Cauchy-Schwarz inequality
prove that (A2) is satisfied. It follows from (64) that α2s(Dns )4 = (βns )4γ2s (Xns − αsDns )4,
s ∈ [t, T ). Since βn is DM -a.e. bounded, the fact that (A2) is satisfied hence already
implies that (A3) holds true as well. We have thus shown that Xn ∈ At(x, d).
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Lemma 7.5. Assume that E [[M ]T ] < ∞ and suppose that β = (βs)s∈[0,T ] is a progres-
sively measurable process that is bounded DM -a.e.
Then there exists a sequence (βn)n∈N of càdlàg semimartingales βn = (βns )s∈[0,T ]
that are DM -a.e. bounded uniformly in n and such that for all p ∈ [1,∞) it holds
E
[∫ T
0
|βs − βns |pd[M ]s
]
→ 0 as n→∞.
Proof. It follows from Lemma 2.7 in Section 3.2 of [21] that there exists a sequence
(β̂n)n∈N of (càglàd) simple processes β̂n = (β̂ns )s∈[0,T ] such that E
[∫ T
0
|βs − β̂ns |2d[M ]s
]
→
0 as n → ∞. Define β˚ns (ω) = limr↓s β̂nr (ω), s ∈ [0, T ], ω ∈ Ω, n ∈ N. Let b ∈ (0,∞) be
such that |β| ≤ b DM -a.e. and define, for each n ∈ N, βn by βns (ω) =
(
β˚ns (ω) ∧ b
)
∨(−b),
s ∈ [0, T ], ω ∈ Ω. Since |βns (ω)| ≤ b for all s ∈ [0, T ], ω ∈ Ω, n ∈ N, and β˚n is càdlàg
for all n ∈ N, it follows that (βn)n∈N is a sequence of càdlàg semimartingales that are
DM -a.e. bounded uniformly in n. Furthermore, since |β − βn| ≤ |β − β˚n| and β˚n = β̂n
DM -a.e., we have that
E
[∫ T
0
|βs − βns |2d[M ]s
]
≤ E
[∫ T
0
|βs − β˚ns |2d[M ]s
]
= E
[∫ T
0
|βs − β̂ns |2d[M ]s
]
→ 0
as n→∞. For p ∈ [1, 2), the convergence E
[∫ T
0
|βs − βns |pd[M ]s
]
−−−→
n→∞
0 follows from
Jensen’s inequality, and for p ∈ (2,∞), the convergence holds due to |β − βn| ≤ 2b
DM -a.e.
Proof of Theorem 2.3. (i) We first prove the representation of the value function.
Let t ∈ [0, T ] and x, d ∈ R. Since β˜ is DM -a.e. bounded and we assume
(
C[M ]
)
, it
follows from Lemma 7.5 that there exists a sequence (βn)n∈N of càdlàg semimartingales
βn = (βns )s∈[0,T ] that are DM -a.e. bounded uniformly in n and such that for all p ∈ [1,∞)
it holds
Et
[∫ T
t
|β˜s − βns |pd[M ]s
]
→ 0 in L1(P ) as n→∞. (68)
In particular, by passing to a suitable subsequence, we can obtain the almost sure
convergence in (68). We further obtain from Lemma 7.4 that for each n ∈ N there
exists Xn ∈ At(x, d) such that Dns = −βns (γsXns −Dns ), s ∈ [t, T ), where Dn denotes the
deviation process associated to Xn, and that
sup
n∈N
Et
[
sup
s∈[t,T ]
(
γ4s (X
n
s − αsDns )8
)]
<∞ a.s. (69)
It then holds β˜s(γsXns −Dns ) + Dns = (β˜s − βns )(γsXns −Dns ), s ∈ [t, T ). Together with
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Theorem 2.1 and Xn ∈ At(x, d) this implies that for all n ∈ N
Vt(x, d) ≤ Jt(x, d,Xn) = Yt
γt
(d− γtx)2 − d
2
2γt
+ Et
[∫ T
t
1
γs
(β˜s − βns )2(γsXns −Dns )2
·
(
σ2sYs +
1
2
(2ρs + µs − σ2s)
)
d[M ]s
]
a.s.
(70)
By the Cauchy-Schwarz inequality we have that for all n ∈ N
Et
[∫ T
t
1
γs
(β˜s − βns )2(γsXns −Dns )2d[M ]s
]
= Et
[∫ T
t
γs(β˜s − βns )2(Xns − αsDns )2d[M ]s
]
≤
(
Et
[∫ T
t
γ2s (X
n
s − αsDns )4d[M ]s
])1/2(
Et
[∫ T
t
(β˜s − βns )4d[M ]s
])1/2
.
(71)
Moreover, we have that for all n ∈ N
Et
[∫ T
t
γ2s (X
n
s − αsDns )4d[M ]s
]
≤ Et
[
sup
s∈[t,T ]
(
γ2s (X
n
s − αsDns )4
)
([M ]T − [M ]t)
]
≤
(
Et
[
sup
s∈[t,T ]
(
γ4s (X
n
s − αsDns )8
)])1/2 (
Et
[
([M ]T − [M ]t)2
])1/2
.
(72)
Since ρ, µ, σ and Y are bounded, it follows from
(
C[M ]
)
, (69), (72), (68) and (71) that,
along a suitable subsequence, the right-hand side of (70) tends to Yt
γt
(d− γtx)2 − d22γt
a.s., as n→∞. We obtain the inequality Vt(x, d) ≤ Ytγt (d− γtx)
2 − d2
2γt
a.s. The reverse
inequality is provided in Theorem 2.1.
(ii) Let x 6= d
γ0
. In this step, we prove that if there exists an optimal strategy, then
there is a càdlàg semimartingale β = (βs)s∈[0,T ] such that β˜ = β DM -a.e. For the other
implication and for the uniqueness statement consider t = 0 in step (iii) below.
Assume that there exists an optimal strategy X∗ = (X∗s )s∈[0,T ] ∈ A0(x, d). It then
follows from V0(x, d) = Y0γ0 (d− γ0x)
2 − d2
2γ0
and Theorem 2.1 that
β˜ (γX∗ −D∗) +D∗ = 0 DM -a.e., (73)
where D∗ = (D∗s)s∈[0,T ] denotes the associated to X∗ deviation process (see (9)). This
yields for the process A∗ = (A∗s)s∈[0,T ] defined by A∗s = X∗s − αsD∗s , s ∈ [0, T ], that
dA∗s = dX
∗
s −D∗sdαs − αsdD∗s − d[α,D∗]s = −D∗sdαs + αsρsD∗sd[M ]s
= β˜sA
∗
s
(
dαs
αs
− ρsd[M ]s
)
, s ∈ [0, T ],
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and A∗0 = x− dγ0 . It follows that
A∗s =
(
x− d
γ0
)
E
(∫ ·
0
β˜r
αr
dαr −
∫ ·
0
ρrβ˜rd[M ]r
)
s
=
(
x− d
γ0
)
E(Q˜)s, s ∈ [0, T ],
where Q˜s =
∫ s
0
β˜r
αr
dαr −
∫ s
0
ρrβ˜rd[M ]r, s ∈ [0, T ]. Since Q˜ = (Q˜s)s∈[0,T ] is a continuous
semimartingale, its stochastic exponential E(Q˜) is strictly positive. Together with the
assumption x 6= d
γ0
it follows that A∗ is nonvanishing. Consequently, β = − D∗
γA∗ is a
càdlàg semimartingale, whereas (73) proves that β˜ = β DM -a.e.
(iii) Suppose that there exists a càdlàg semimartingale β = (βs)s∈[0,T ] such that β˜ =
β DM -a.e., and let t ∈ [0, T ]. It then follows from Lemma 7.4 that (19) defines a
strategy X∗ ∈ At(x, d) such that, for the associated deviation process D∗, we have
representation (20) and, moreover, D∗ = −β(γX∗ −D∗) = −β˜(γX∗ −D∗) DM |[t,T ]-a.e.
Then Theorem 2.1 implies that Jt(x, d,X∗) = Yt−γt (d − γtx)2 − d
2
2γt
, and since Vt(x, d) =
Yt−
γt
(d− γtx)2 − d22γt , the strategy X∗ is optimal. The uniqueness up to DM |[t,T ]-null sets
follows from Lemma 7.2.
Proof of Corollary 2.4. The assumptions allow to apply Theorem 2.3. First notice that,
for any strategy X, the associated process X− D
γ
is continuous (although both X and D
can have jumps), which follows from (9). Together with (19) and (20) this yields that,
for any u ∈ (t, T ), we have
Xu− − Du−
γu
= Xu − Du
γu
=
(
x− d
γt
)
E(Q)t,u. (74)
All statements of the corollary now follow from (74) and the trivial fact that, for all
s ∈ [u, T ], we have E(Q)t,u E(Q)u,s = E(Q)t,s.
Proof of Proposition 2.6. In the case ρ ≡ 0, the driver (14) of BSDE (13) equals 0 for
(Y, Z) =
(
1
2
, 0
)
. Hence,
(
Y, Z,M⊥
)
=
(
1
2
, 0, 0
)
solves BSDE (13) and (CBSDE) is clearly
satisfied. We then obtain that β˜s = 1 for all s ∈ [0, T ]. By Theorem 2.1 it holds for all
x, d ∈ R, t ∈ [0, T ] and X ∈ At(x, d) that
Jt(x, d,X) =
1
2γt
(d− γtx)2 − d
2
2γt
+ Et
[∫ T
t
1
2
γsµsX
2
sd[M ]s
]
. (75)
Notice that, due to (C>0) and ρ ≡ 0, the process µ is positive. The optimality of closing
the position immediately and the formula for the value function now follow from (75).
The uniqueness up to DM |[t,T ]-null sets follows from Lemma 7.2.
Proof of Proposition 2.7. By Theorem 2.3 we have γtY
(1)
t = Vt(1, 0) = γtY
(2)
t , t ∈ [0, T ].
Therefore, Y (1) and Y (2) are indistinguishable. Compare the following canonical decom-
positions (see Section I.4c in [20]) of the special semimartingale Y = Y (1) = Y (2), where
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f denotes driver (14) of BSDE (13):
Yt = Y0 −
∫ t
0
f
(
s, Ys, Z
(1)
s
)
d[M ]s +
∫ t
0
Z(1)s dMs +M
⊥,(1)
t
= Y0 −
∫ t
0
f
(
s, Ys, Z
(2)
s
)
d[M ]s +
∫ t
0
Z(2)s dMs +M
⊥,(2)
t , t ∈ [0, T ].
For the local martingale parts we have∫ ·
0
Z(1)s dMs +M
⊥,(1)
· =
∫ ·
0
Z(2)s dMs +M
⊥,(2)
· . (76)
This implies that[
M⊥,(1) −M⊥,(2)]
t
=
[
M⊥,(1) −M⊥,(2),
∫ ·
0
(
Z(2)s − Z(1)s
)
dMs
]
t
=
∫ t
0
(
Z(2)s − Z(1)s
)
d
[
M⊥,(1) −M⊥,(2),M]
s
= 0, t ∈ [0, T ].
Thus M⊥,(1) −M⊥,(2) is a local martingale starting in 0 with [M⊥,(1) −M⊥,(2)] = 0. It
follows from the Burkholder-Davis-Gundy inequality that M⊥,(1) and M⊥,(2) are indis-
tinguishable. Then, (76) implies further that
∫ ·
0
(
Z
(2)
s − Z(1)s
)
dMs = 0 and hence∫ ·
0
(
Z(2)s − Z(1)s
)2
d[M ]s =
[∫ ·
0
(
Z(2)s − Z(1)s
)
dMs
]
= 0.
It follows that Z(1) = Z(2) DM -a.e.
A. Once again to the cost functional and the
dynamics of the deviation process
Here we motivate dynamics (9) of the deviation process and cost functional (11) via a
limiting procedure from the discrete-time setting.
Without loss of generality we consider the starting time t = 0. We fix an initial
position x ∈ R and an initial deviation d ∈ R and consider a continuous-time execution
strategy X ∈ A0(x, d). For any (large) N ∈ N, we set h = TN and consider discrete-time
trading at points of the grid {kh : k = 0, . . . , N}. More precisely, the continuous-time
strategy X is approximated by the discrete-time strategy that consists of trades ξkh,
k ∈ {0, . . . , N}, at the grid points, where
ξ0 = X0 − x, ξkh = Xkh −X(k−1)h, k ∈ {1, . . . , N}.
Notice that ξkh is Fkh-measurable, k = 0, . . . , N . Further, for k ∈ {1, . . . , N}, we define
βkh = exp
(
− ∫ kh
(k−1)h ρsd[M ]s
)
and introduce the notations ηr = exp
(− ∫ r
0
ρsd[M ]s
)
and
νr = γr exp
(∫ r
0
ρsd[M ]s
)
, r ∈ [0, T ].
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In the discrete-time setting of [1], the deviation process (now denoted by D˜(h)) is
defined by
D˜
(h)
0− = d, D˜
(h)
(kh)− =
(
D˜
(h)
((k−1)h)− + γ(k−1)hξ(k−1)h
)
βkh, k ∈ {1, . . . , N}.
The minus in the subscript of D˜(h)(kh)− is purely notational (this is a discrete-time process),
the meaning of D˜(h)(kh)− is that this is the deviation at time kh directly prior to the trade
ξkh at time kh, and we preserve the minus sign in order to make the notation consistent
with [1]. A straightforward calculation shows that
D˜
(h)
(kh)− = d
k∏
l=1
βlh +
k∑
i=1
γ(i−1)hξ(i−1)h
k∏
l=i
βlh, k ∈ {1, . . . , N}.
Substituting the definition of βkh, we obtain that, for all k ∈ {1, . . . , N},
D˜
(h)
(kh)− = exp
(
−
∫ kh
0
ρsd[M ]s
)
d+
k∑
i=1
γ(i−1)hξ(i−1)h exp
(
−
∫ kh
(i−1)h
ρsd[M ]s
)
= ηkh
(
d+
k∑
i=1
ν(i−1)hξ(i−1)h
)
= ηkhL
(h)
(k−1)h,
(77)
where, for k ∈ {0, . . . , N}, we set
L
(h)
kh = d+
k∑
j=0
νjhξjh = d+ γ0(X0 − x) +
k∑
j=1
νjh
(
Xjh −X(j−1)h
)
= d+ γ0(X0 − x) +
k∑
j=1
ν(j−1)h
(
Xjh −X(j−1)h
)
+
k∑
j=1
(
νjh − ν(j−1)h
) (
Xjh −X(j−1)h
)
.
The last expression shows that the continuous-time limit of the processes (L(h)kh )k∈{0,...,N},
as N →∞ (and h = T
N
→ 0), is the process (Ls)s∈[0,T ] given by
Ls = d+
∫
[0,s]
νr dXr +
∫
[0,s]
d[ν,X]r, s ∈ [0, T ]
(apply Proposition I.4.44 and Theorem I.4.47 in [20]). Combining this with (77) and
the definition of νr, r ∈ [0, T ], recovers that the continuous-time limit of the processes
(D˜
(h)
(kh)−)k∈{0,...,N} is the process (Ds)s∈[0,T ] given by
Ds = ηsLs, s ∈ [0, T ]
(and D0− = d), which is nothing else but (10) or, equivalently, (9).
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We now turn to the cost functional. In the discrete-time setting the cost is
∑N
j=0
(
D˜
(h)
(jh)− +
γjh
2
ξjh
)
ξjh.
Set X−h = X0− (= x). Then it holds
N∑
j=0
(
D˜
(h)
(jh)− +
γjh
2
ξjh
)
ξjh =
N∑
j=0
D˜
(h)
(jh)−
(
Xjh −X(j−1)h
)
+
N∑
j=0
γ(j−1)h
2
(
Xjh −X(j−1)h
)2
+
N∑
j=0
1
2
(
γjh − γ(j−1)h
) (
Xjh −X(j−1)h
)2
.
(78)
For the first term on the right-hand side of (78), we have
N∑
j=0
D˜
(h)
(jh)−
(
Xjh −X(j−1)h
)
=
N∑
j=0
ηjhL
(h)
(j−1)h
(
Xjh −X(j−1)h
)
=
N∑
j=0
η(j−1)hL
(h)
(j−1)h
(
Xjh −X(j−1)h
)
+
N∑
j=0
L
(h)
(j−1)h
(
ηjh − η(j−1)h
) (
Xjh −X(j−1)h
)
,
which has the continuous-time limit∫
[0,T ]
ηsLs− dXs +
∫
[0,T ]
Ls− d[η,X]s =
∫
[0,T ]
Ds− dXs,
as η is a continuous process of finite variation. Further, the second term on the right-
hand side of (78) tends to
∫
[0,T ]
γs
2
d[X]s and the third term to 12 [γ, [X]]T = 0 because γ
is continuous. As the continuous-time limit of the discrete-time cost we thus obtain∫
[0,T ]
Ds− dXs +
∫
[0,T ]
γs
2
d[X]s,
which motivates our form of the cost functional in continuous time.
B. Heuristic derivation of the BSDE
Finally, to motivate (CBSDE) also beyond the subsettings discussed in Section 6, we
heuristically derive BSDE (13) in general, i.e., assuming only (C>0) (cf. the beginning
of Section 2).
To this end we consider a discrete-time version of the stochastic control problem (12).
For h > 0 such that h = T
N
for some N ∈ N, t ∈ [0, T ] and x, d ∈ R let Aht (x, d) be
the subset of all X = (Xs)s∈[t,T ] ∈ At(x, d) with Xs =
∑N
k=0X(kh)∨t1[kh,(k+1)h)(s) for all
s ∈ [t, T ]. Moreover, let V ht (x, d) = ess infX∈Aht (x,d) Jt(x, d,X) for all x, d ∈ R, t ∈ [0, T ],
h > 0 with h = T
N
for some N ∈ N. Then it follows from [1] that for each h > 0
with h = T
N
for some N ∈ N there exists a process Y h = (Y ht )t∈{0,h,...,T} such that
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V ht (x, d) =
Y ht
γt
(d− γtx)2− d22γt , x, d ∈ R, t ∈ {0, h, . . . , T}. The discrete-time process Y h
is given by the backward recursion Y hT =
1
2
and, for t ∈ {0, h, . . . , T − h},
Y ht = Et
[
γt+h
γt
Y ht+h
]
−
(
Et
[
Y ht+h
(
e−
∫ t+h
t ρsd[M ]s − γt+h
γt
)])2
Et
[
Y ht+h
γt
γt+h
(
e−
∫ t+h
t ρsd[M ]s − γt+h
γt
)2
+ 1
2
(
1− γt
γt+h
e−2
∫ t+h
t ρsd[M ]s
)] .
(79)
We aim at deriving — at least heuristically — the dynamics of the continuous-time limit
Y = (Yt)t∈[0,T ] of Y h. To this end, we suppose that Y can be decomposed as follows
dYt = atd[M ]t + ZtdMt + dM
⊥
t , t ∈ [0, T ], (80)
where (at)t∈[0,T ], (Zt)t∈[0,T ] are progressively measurable processes ((at)t∈[0,T ] is to be
determined) and M⊥ = (M⊥t )t∈[0,T ] is a local martingale orthogonal to M . From (79)
and (80) we deduce that (at)t∈[0,T ] should be identified as the limit
at = lim
h→0
1
Et [[M ]t+h]− [M ]t
 Et [Yt+h]− Et
[
γt+h
γt
Yt+h
]
+
(
Et
[
Yt+h
(
e−
∫ t+h
t ρsd[M ]s − γt+h
γt
)])2
Et
[
Yt+h
γt
γt+h
(
e−
∫ t+h
t ρsd[M ]s − γt+h
γt
)2
+ 1
2
(
1− γt
γt+h
e−2
∫ t+h
t ρsd[M ]s
)]
 , t ∈ [0, T ].
(81)
For the remainder of this section we fix t ∈ [0, T ] and we assume that all stochastic
integrals with respect to dM and dM⊥ that appear are true martingales. We define the
process Γ = (Γs)s∈[t,T ] by Γs = γsγt for s ∈ [t, T ]. Since
d(ΓsYs) = (YsΓsµs + Γsas + ΓsσsZs) d[M ]s + (YsΓsσs + ΓsZs) dMs + ΓsdM
⊥
s , s ∈ [t, T ],
it holds that for all h ∈ (0, T − t),
Et [Γt+hYt+h] = Yt + Et
[∫ t+h
t
(YsΓsµs + Γsas + ΓsσsZs) d[M ]s
]
. (82)
Together with
Et [Yt+h] = Yt + Et
[∫ t+h
t
asd[M ]s
]
, h ∈ (0, T − t),
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we obtain heuristically that
Et [Yt+h]− Et [Γt+hYt+h]
Et [[M ]t+h]− [M ]t =
Et
[∫ t+h
t
(as(1− Γs)− YsΓsµs − ΓsσsZs) d[M ]s
]
Et
[∫ t+h
t
d[M ]s
]
−−→
h→0
−Ytµt − σtZt.
(83)
Furthermore, it holds for all h ∈ (0, T − t) that
Yt+he
− ∫ t+ht ρsd[M ]s = Yt +
∫ t+h
t
(as − ρsYs) e−
∫ s
t ρrd[M ]rd[M ]s +
∫ t+h
t
Zse
− ∫ st ρrd[M ]rdMs
+
∫ t+h
t
e−
∫ s
t ρrd[M ]rdM⊥s .
(84)
From (82) and (84) we derive heuristically that
Et
[
Yt+h
(
e−
∫ t+h
t ρsd[M ]s − Γt+h
)]
Et [[M ]t+h]− [M ]t
=
Et
[∫ t+h
t
(
(as − ρsYs)e−
∫ s
t ρrd[M ]r − (YsΓsµs + Γsas + ΓsσsZs)
)
d[M ]s
]
Et
[∫ t+h
t
d[M ]s
]
−−→
h→0
−ρtYt − Ytµt − σtZt.
(85)
Recall that Γ−1s =
αs
αt
, s ∈ [t, T ], with
dΓ−1s = Γ
−1
s
(− (µs − σ2s) d[M ]s − σsdMs) , s ∈ [t, T ].
Therefore, it holds that
d
(
YsΓ
−1
s
)
=
(−YsΓ−1s (µs − σ2s)+ Γ−1s as − ZsΓ−1s σs) d[M ]s
+
(
Γ−1s Zs − YsΓ−1s σs
)
dMs + Γ
−1
s dM
⊥
s , s ∈ [t, T ].
(86)
Moreover, we have that for all h ∈ (0, T − t),(
e−
∫ t+h
t ρsd[M ]s − Γt+h
)2
=
∫ t+h
t
(
Γ2sσ
2
s − 2
(
e−
∫ s
t ρrd[M ]r − Γs
)
·
(
ρse
− ∫ st ρrd[M ]r + Γsµs
))
d[M ]s − 2
∫ t+h
t
(
e−
∫ s
t ρrd[M ]r − Γs
)
ΓsσsdMs.
(87)
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It follows from (86) and (87) that
Yt+hΓ
−1
t+h
(
e−
∫ t+h
t ρsd[M ]s − Γt+h
)2
=
∫ t+h
t
(
YsΓ
−1
s
(
Γ2sσ
2
s − 2
(
e−
∫ s
t ρrd[M ]r − Γs
)(
ρse
− ∫ st ρrd[M ]r + Γsµs
))
+
(
e−
∫ s
t ρrd[M ]r − Γs
)2
Γ−1s
(−Ys (µs − σ2s)+ as − Zsσs)
− 2σs (Zs − Ysσs)
(
e−
∫ s
t ρrd[M ]r − Γs
))
d[M ]s
+
∫ t+h
t
(
Γ−1s
(
e−
∫ s
t ρrd[M ]r − Γs
)2
(Zs − Ysσs)− 2Ys
(
e−
∫ s
t ρrd[M ]r − Γs
)
σs
)
dMs
+
∫ t+h
t
(
e−
∫ s
t ρrd[M ]r − Γs
)2
Γ−1s dM
⊥
s , h ∈ (0, T − t),
and hence
Et
[
Yt+hΓ
−1
t+h
(
e−
∫ t+h
t ρsd[M ]s − Γt+h
)2 ]
= Et
[∫ t+h
t
(
YsΓ
−1
s
(
Γ2sσ
2
s − 2
(
e−
∫ s
t ρrd[M ]r − Γs
)
·
(
ρse
− ∫ st ρrd[M ]r + Γsµs
))
+
(
e−
∫ s
t ρrd[M ]r − Γs
)2
Γ−1s
(−Ys (µs − σ2s)+ as − Zsσs)
− 2σs (Zs − Ysσs)
(
e−
∫ s
t ρrd[M ]r − Γs
))
d[M ]s
]
, h ∈ (0, T − t).
Therefore, we obtain heuristically that
Et
[
Yt+hΓ
−1
t+h
(
e−
∫ t+h
t ρsd[M ]s − Γt+h
)2]
Et [[M ]t+h]− [M ]t −−→h→0 Ytσ
2
t . (88)
From
Γ−1t+he
−2 ∫ t+ht ρsd[M ]s = 1−
∫ t+h
t
Γ−1s e
−2 ∫ st ρrd[M ]r (2ρs + µs − σ2s) d[M ]s
−
∫ t+h
t
e−2
∫ s
t ρrd[M ]rΓ−1s σsdMs, h ∈ (0, T − t),
we derive heuristically that
Et
[
1
2
(
1− Γ−1t+he−2
∫ t+h
t ρsd[M ]s
)]
Et [[M ]t+h]− [M ]t =
Et
[∫ t+h
t
1
2
(
Γ−1s e
−2 ∫ st ρrd[M ]r (2ρs + µs − σ2s)) d[M ]s]
Et
[∫ t+h
t
d[M ]s
]
−−→
h→0
1
2
(
2ρt + µt − σ2t
)
.
(89)
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We conclude from (81), (83), (85), (88) and (89) that
at = −Ytµt − σtZt + (−ρtYt − Ytµt − σtZt)
2
Ytσ2t +
1
2
(2ρt + µt − σ2t )
= −f(t, Yt, Zt)
with f given in (14). Finally, the fact that the discrete-time processes Y h, h ∈ (0, T − t),
are (0, 1/2]-valued, which is proved in [1], explains the requirement in (CBSDE) that Y
is [0, 1/2]-valued.
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