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Abstract
Robust point cloud registration in real-time is an important prerequisite for many
mapping and localization algorithms. Traditional methods like ICP and its deriva-
tives tend to fail without good initialization, insufficient overlap or in the presence
of dynamic objects. We overcome these drawbacks by introducing StickyPillars,
an end-to-end trained 3D feature matching approach based on a graph neural net-
work. We perform context aggregation with the aid of transformer based multi-head
self and cross attention. The network output is used as the cost for an optimal trans-
port problem whose solution yields the final matching probabilities. In contrast to
state-of-the-art matching methods, our system does not rely on hand crafted feature
descriptors or heuristic matching strategies. Our method outperforms state-of-the
art matching algorithms like ICP while being suitable for real-time robotics appli-
cations. In particular we demonstrate this capability by comparing the translational
and rotational error of reconstructed relative poses between two point clouds.
1 Introduction
Point cloud registration, the process of finding a spatial transformation assigning two point clouds,
is an essential computer vision problem and a precondition for a wide range of tasks in the domain
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Figure 1: Registration using StickyPillars and ICP. Results of a challenging registration (KITTI
odometry) of two point clouds (green and blue) with a time delta of ten LiDAR frames computed with
StickyPillars (a) and the state-of-the-art ICP [51] (b). StickyPillars qualitatively outperforms ICP,
while ICP or similar derivatives are previously matching algorithms in leading real-time odometry
and mapping approaches, e.g. LOAM. [19]
of real-time scene understanding or applied robotics, such as odometry, mapping, re-localization or
SLAM. New generations of 3D sensors, like depth cameras or LiDARs (light detection and ranging),
as well as multi-sensor setups provide substantially more fine-grained and reliable data enabling
dense range perception at a large field of view. These sensors substantially increase the expectations
on point cloud registration and an exact matching of feature correspondences.
State-of-the-art 3D point cloud registration employs locally describable features in a global optimiza-
tion step [39, 50, 19]. Most methods do not rely on modern machine learning algorithms, although
they are part of the best performing approaches on odometry challenges like KITTI [13]. In contrast,
recent research for point cloud processing, e.g. classification and segmentation [31, 32, 16, 52],
relies on neural networks and promises substantial improvements for registration, mapping and
odometry [11, 18]. The limitation of all none neural network-based odometry and mapping methods
is that they perform odometry estimation using a global rigid body operation. Those approaches
assume many static objects within the environment and proper viewpoints. However, real world
measurements are generally unstable under challenging situations, e.g. many dynamic objects or
widely varying viewpoints and small overlapping areas. Hence, the mapping quality itself is suffering
from artifacts (blurring) and is often not evaluated qualitatively. To overcome these limitations, we
propose StickyPillars a novel registration approach for point clouds utilizing graph neural networks.
Inspired by [8, 47], our approach computes feature correspondence rather than direct odometry
estimations. We demonstrate StickyPillars’s robust real-time registration capabilities (see Fig. 2) and
its confidence under challenging conditions, such as dynamic environments, challenging viewpoints
and small overlapping areas. We evaluate our technique on the odometry KITTI benchmark [13]
and significantly outperforming state-of-the-art approaches like LOAM. Those improvements enable
more precise odometry estimation and mapping for applied robotics (example in Fig. 1).
2 Related Work
Point cloud registration was fundamentally investigated by [3, 51, 35]. Besl and McKay’s iterative
closest point (ICP) algorithm is a fundamental yet powerful approach for calculating the displacement
between two point sets and is still the most commonly used approach in a wide range of applications
[43, 39, 50, 19]. The algorithm iteratively revises a combination of translation and rotation to
minimize an error metric, usually a distance from the source to the reference point cloud, such as the
sum of squared differences. ICP’s convergence and run-time depends on the matching accuracy itself.
Assuming optimal data associations, e.g. similar viewpoints, large overlap, etc., a transformation can
be computed efficiently. However, it has also been demonstrated its error susceptibility in challenging
tasks with small overlapping regions or varying viewpoints [35].
Local feature correspondence was more widely used in the domain of image processing with
prominent approaches, such as FLANN [26] and SIFT [22]. The fundamental approach consists of
several steps, point detection, feature calculation and matching. On top of these steps, a geometric
transformation is being calculated. Such models based on neighborhood consensus were evaluated by
[4, 38, 44, 5] or in a more robust way combined with a solver called RANSAC [12, 33]. Recently,
deep learning based approaches, i.e. convolutional neural networks (CNNs), were proposed to learn
local descriptors and sparse correspondences [10, 28, 34, 49]. However, these approaches operate on
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Figure 2: StickyPillars Architecture is composed by three layers: 1. Pillar Layer, 2. Graph Neural
Network layer and 3. Optimal Transport layer. With the aid of 1, we learn 3D features (pillar
encoder) and spatial clues (positional encoder) directly. In 2 Self- and Cross Multi-Head Attention is
performed in a graph architecture for contextual aggregation. The resulting matching scores are used
in 3 to generate an assignment matrix for key-point correspondences via numerical optimal transport.
sets of matches and ignore the assignment structure. In contrast, [37] focuses on bundling aggregation,
matching and filtering based on novel Graph Neural Networks.
Deep Learning on point clouds utilizing CNNs is a rather novel field of research [6, 40, 41].
However, points are typically not ordered, influenced by the interaction amongst each other and
viewpoint invariance, a specific CNN architecture is required and has first been investigated for
segmentation and classification by [31] and demonstrated the capability of handling large point sets
[32]. For registration, recent studies proposed deep learning on 3D point clouds to approximate ICP
[23, 48, 1, 17] or image generation [24], where the former focuses on rigid transformations and the
latter on the key-point descriptor itself. However, those approaches lack of accuracy and robustness,
when real-time capability is required.
Scene Flow on point clouds estimates point-wise translational motion vectors between a pair of
point-sets. Initially, [9] used energy minimization for creating smooth motion fields. [45] constructs
occupancy grids, background filters and also energy minimization interatively. Recently, [20] used
neural networks utilizing PointNet++ [32] in combination with a flow embedding layer to mix two
point clouds and [14] operates on discrete and sparse permutohedral lattice points to restore structural
information from unstructured point clouds using convolutions. [21] constructs spatiotemporal
neighborhoods for each point and aggregates them to learn 3D features. So far, all existing methods
cannot directly be used for real-time mapping, odometry or SLAM, because they suffer from heavy
architectures and very dense flow fields. In contrast, our approach is designed to find global matches
instead. Therefore, only a sparse subset of key points is used to ensure run-time. Contrary to
scene-flow evaluations, our method is evaluated for large temporal frame distances (see Fig. 1).
Optimal transport problem is generally related to the graph matching problem and therefore utilized
in this work. It describes a transportation plan between two probability distributions. Numerically,
this could be solved with the Sinkhorn algorithm [42, 7, 30] and its derivatives. We approximate
graph matching using optimal transport based on multi-head [47] attention (self and cross-wise) to
learn a robust registration, not related to handcrafted features or specific costs, but approximated by
the network itself.
3
3 The StickyPillars Architecture
The idea beyond StickyPillars is the development of a robust-point cloud registration and matching
algorithm to replace standard methods (e.g. ICP) as most common matcher in applied robotics and
computer vision algorithms like odometry, mapping or SLAM. The 3D point cloud features (pillars)
are flexible and fully composed by learnable parameters. [16] and [52] have proposed a 3D feature
learning mechanism for perception tasks. We transform the concept to feature learning within a
matching pipeline, but only using sparse sets of key points to ensure real-time capability and leanness.
We propose an architecture using graph neural networks to learn geometrical context aggregation
of two point sets in an end-to-end manner. The overall architecture is composed by three important
layers: 1. Pillar Layer, 2. Graph Neural Network layer and 3. Optimal Transport layer (see Fig. 2).
Problem description Let PK and PL be two point clouds to be registered. The key-points of those
point clouds will be denoted as piKi and pi
L
j with {piK0 , . . . ,piKn } ⊂ PK and {piL0 , . . . ,piLm} ⊂ PL,
while other points will be defined as xKk ∈ PK and xLl ∈ PL. Each key-point with index i is
associated to a point pillar, which can be pictured as a cylinder with an endless height, having a
centroid position piKi and a center of gravity pˆi
K
i . All points (PKi ) within a pillar i are associated with
a pillar feature stack fKi ∈ RD, with D as pillar encoder input depth. The same applies for piLj . ci,j
and fi,j compose the input for the graph. The overall goal is to find partial assignments 〈piKi ,piLj 〉 for
the optimal re-projection P¯ with P¯ := fpiLj→piKi (PL) ≈ PK.
3.1 Pillar Layer
Key-Point Selection is the initial part of the pillar layer with the aim to describe a dense point set
with a sparse significant subset of key-points to ensure real-time capability. Most common 3D sensors
deliver dense point clouds having more than 120k points. Similar to [50], we place the centroid pillar
coordinates on sharp edges and planar surface patches as areas of interest. A smoothness term c
identifies smooth or sharp areas. For a point cloud PK the smoothness term cK is defined by:
cK =
1
|S| ·∥∥xKk ∥∥ ·
∥∥∥∥∥∥
∑
k′∈S,k′ 6=k
(
xKk − xKk′
)∥∥∥∥∥∥ (1)
where k and k′ being point indices within the point cloud PK having coordinates xKk ,xKk′ ∈ R3. S is
a set of neighboring points of k and|S| is the cardinality of S . With the aid of the sorted smoothness
factors in PK, we define two thresholds cKmin and cKmax to pick a fixed number n of key-points piKi in
sharp cKk > c
K
max and planar regions c
K
k < c
K
min. This is also repeated for the target point-set with c
L
on PL selecting m points with index j.
Pillar Encoder is designed to learn features in 3D inspired by [31, 16]. Any selected key-point, piKi
and piLj , is associated with a point pillar i and j describing a set of specific points PKi and PLj . We
sample points into a pillar using an 2D euclidean distance function (x,y plane) assuming a pillar
alignment along the z coordinate (vertical direction) using a projection function g → [x, y, z] = [x, y]:
PKi := {xK0 ,xKΩ , ...,xKz }
∥∥∥g(piKi )− g(xKΩ)∥∥∥ < d (2)
Similar equations apply for PLj . Due to a fixed input size of the pillar encoder, we draw a maximum
of z points per pillar, where z = 100 is used in our experiments. d is the distance threshold defining
the pillar radius (e.g. 50 cm). To enable efficient computation, we organized point clouds within a
k-d tree [2]. Based on piKi the z closest samples x
K
Ω are drawn into the pillar PKi , whereas points
with a projection distance greater d were rejected.
To compose a sufficient feature input stack for the pillar encoder fKi ∈ RD, we stack for each
sampled point xKΩ with Ω ∈ {1, . . . , z} in the style of [16]:
fKi =
{[
xKΩ , i
K
Ω , (x
K
Ω − pˆiKi ), ‖xKΩ‖2, (xKΩ − piKi )
]
, . . .
}
(3)
4
xKΩ ∈ R3 denotes sample points’ coordinates (x, y, z)T. iKΩ ∈ R is a scalar and represents the
intensity value (e.g. LiDAR reflectance), (xKΩ − pˆiKi ) ∈ R3 being the difference to the pillar’s center
of gravity and (xKΩ −piKi ) ∈ R3 is the difference to the pillar’s key-point. ‖xKΩ‖2 ∈ R is the L2 norm
of the point itself. This leads to an overall input depth D = z × 11. The pillar encoder is a single
linear projection layer with shared weights across all pillars and frames followed by a batchnorm and
a ReLU layer with an output depth of D′ (e.g. 32 in our experiments) and f ′Kj , f
′K
i ∈ RD
′
:
f ′Ki = Wf · fKi ∀i ∈ {1, . . . , n} f ′Lj = Wf · fLj ∀j ∈ {1, . . . ,m} (4)
The aim of the Positional Encoder is learning geometrical aggregation using a context without
applying pooling operations. The positional encoder is inspired by [31] and utilizes a single multi-
layer-perceptron (MLP) shared across PL and PK such as all pillars including batchnorm and ReLU.
From the centroid coordinates piKi ,pi
L
j ∈ R3 we an output depth of D′ and pi′iK ,pi′jL ∈ RD
′
:
pi′iK = MLPpi(pi
K
i ) ∀i ∈ {1, . . . , n} pi′jL = MLPpi(piLj ) ∀j ∈ {1, . . . ,m} (5)
3.2 Graph Neural Network Layer
The Graph Architecture relies on two complete graphs GL and GK, whose nodes are related and
equivalent to the pillars quantity. The initial (0)nKi ,
(0) nLj node conditions are denoted as:
(0)nKi = pi
′K
i + f
′K
i
(0)nLj = pi
′L
j + f
′L
j
(0)nKi ,
(0) nLj ∈ RD
′
(6)
The overall composed graph (GL,GK) is a multiplex graph inspired by [25, 27]. It is composed by
intra-frame edges, i.e. self edges connecting each key-point within GL and each key-point within GK
respectively. Additionally, to perform global matching using context aggregation inter-frame edges
are introduced, i.e. cross edges that connect all nodes of GK with GL and vice versa.
Multi-Head Self- and Cross-Attention allows us to integrate contextual cues intuitively and increase
its distinctiveness considering its spatial and 3D relationship with other co-visible pillars, such as
those that are salient, self-similar or statistically co-occurring [37]. An attention function A [47] is
a mapping function of a query and a set of key-point pairs to an output, with query q, keys k, and
values v being vectors. We define attention as:
A(q,k,v) = softmax
(
qT · k√
D′
)
· v (7)
where D′ describes the feature depth analogous to the depth of every node. We apply the multi-head
attention function to each node lnKi ,
lnLj at state l calculating its next condition l + 1. The node’s
conditions l ∈ {0, l, ..., lmax} are represented as network layers to propagate information to the graph:
(l+1)nKi =
(l)nKi +
(l)MK(qKi ,vΩα ,kΩα ) (l+1)nLj = (l)nLj + (l)ML(qLj ,vΩβ ,kΩβ ) (8)
We alternate the indices for α and β to perform self and cross attention alternately with increasing
depth of l through the network, where the following applies Ω ∈ {K,L}:
α, β :=
{
i, j if l ≡ even
j, i if l ≡ odd (9)
The multi-head attention function is defined as:
(l)MK(qKi ,vΩα ,kΩα ) = (l)W0 · (l)(headK1 ‖...‖headKh ) (10)
with ‖ being the concatenation operator. A single head is composed by the attention function:
(l)headKh =
(l)A(qKi ,vΩα ,kΩα ) = (l)A(W1h · nKi ,W2h · nΩα ,W3h · nΩα) (11)
The multi-head attention function is also defined for (l)ML. All weights (l)W0, (l)W11..(l)W3h are
shared throughout all pillars and both graphs (GL,GK) within a single layer l.
Final predictions are computed by the last layer within the Graph Neural Network and designed as
single linear projection with shared weights across both graphs (GL,GK) and pillars:
mKi = Wm · (lmax)nKi mLj = Wm · (lmax)nLj mLj ,mKi ∈ RD
′
(12)
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Figure 3: The StickyPillars Tensor Graph identifies the data flow throughout the network architec-
ture especially during self- and cross attention, where b describes the batch-size, n and m the number
of pillars, h is the number of heads and lmax the maximum layer depth. D′ is the feature depth per
node. The result is an assignment matrix P with an extra column and row for invisible pillars.
3.3 Optimal Transport Layer
Following the approach by [37] the final matching is performed in two steps. First a score matrix
M ∈ Rn×m is constructed by computing the unnormalized cosine similarity between each pair of
features:
M = (mK)T ·mL, mK = [mK1 , . . . ,mKn ], mL = [mL1 , . . . ,mLm] (13)
In the second step a soft-assignment matrix P ∈ R(n+1)×(m+1) is computed that contains matching
probabilities for each pair of features. Each row and column of P corresponds to a key-point in
PK and PL respectively. The last column and the last row represent an auxiliary dustbin point to
account for unmatched features. Accordingly M is extended to a matrix M¯ ∈ R(n+1)×(m+1) with
all new elements initialized using a learnable parameter Wv. Finding the optimal assignment then
corresponds to maximizing the sum
∑
i,j M¯i,jPi,j subject to the following constraints:
n+1∑
i=1
Pi,j =
{
1 for 1 ≤ j ≤ m
n for j = m
,
m+1∑
j=1
Pi,j =
{
1 for 1 ≤ i ≤ n
m for i = n
(14)
This represents an optimal transport problem [42, 46, 7] which can be solved in a fast and differentiable
way using a slightly modified version of the Sinkhorn algorithm [42, 7]. Let ri and cj denote the ith
row and jth column of M¯ respectively. A single iteration of the algorithm consists of 2 steps:
1. (t+1)ri ← (t)ri − log
∑
j e
rij−α, with α = logm for i = n and α = 0 otherwise
2. (t+1)cj ← (t)cj − log
∑
i e
cji−β , with β = log n for j = m and β = 0 otherwise
After T = 100 iterations we obtain P = exp
(
(T )M¯
)
. The overall tensor graph is shown in Fig 3
including architectural details from the pillar layer to the optimal transport layer.
3.4 Loss
The overall architecture with its three layer types: Pillar Layer, Graph Neural Network Layer and
Optimal Transport Layer is fully differentiable. Hence, the network is trained in a supervised manner.
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The ground truth being the set GT including all index tuples (i, j) with pillar correspondences in
our datasets accompanied by unmatched labels (n¯, j) and (i, m¯), with (n¯, m¯) being redundant. We
consider a negative log-likelihood loss LNLL = −
∑
i,j∈GT log Pij .
4 Experiments
Model configuration: For key-point extraction, we used variable cmin and cmax to achieve n = m =
100 key-points pii as inputs for the pillar layer. Each point pillar is sampled with up to z = 100
points xΩ using an Euclidean distance threshold of d = 0.5 m. Our implemented feature depth is
D′ = 32. The key-point encoder has five layers with the dimensions set to 32, 64, 128, 256 channels
respectively. The graph is composed of lmax = 6 self and cross attention layers with h = 8 heads
each. Overall, this results in 33 linear layers. Our model is implemented in PyTorch [29] v1.4 with
Python 3.7. A forward pass through the model configured as above, takes for one pair of point clouds
an average of 27 ms (i.e. 37 fps) on a Nvidia RTX 2080 Ti respectively (cp. Fig. 4)
Training procedure: We process all of KITTI’s [13] odometry sequences 00 to 10, using our key-
point selection strategy (cp. Sec. 3.1) by computing the proposed smoothness function (Eq. 1).
Ground truth correspondences and unmatched sets are generated using KITTI’s odometry ground
truth. Ground truth correspondences are either key-point pairs with a nearest neighbor distance
smaller than 0.1 m or invisible matches, i.e. all pairs with distances greater 0.5 m remain unmatched.
We ignore all associations with a distance in range 0.1 m to 0.5 m ensuring variances in resulting
features. The entire pre-processing was repeated three times with temporal distances of 1, 5 and 10
consecutive frames resulting in three training T1, T5, T10 and three evaluation datasets V1,V5,V10
allowing us to study varying temporal distance pairs. We trained each model for 300 epochs using
Adam [15] with a constant learning rate of 10−4 and a batch size of 16. We repeated the training and
validation process 10 times with the same parameter- and data-setup to be invariant of effects like
random weight initialization and chose the best results for presentation. For the depicted experiments
we chose sequence 03 for training and sequence 08 for evaluation each with temporal distances of
1, 5 and 10 to demonstrate our networks immense ability for generalization.
Validation metrics: The performance of our feature-matching network is validated against three
state-of-the-art methods for correspondence search and transformation estimation on LiDAR point
clouds. For validation, we compute a matching score Ms = (
∑
N PF )/N measuring the mean
percentage of correct predicted matches PF in relation to a test sequence’s total amount of correct
matches N . Furthermore, translational and rotational transformation errors were computed by
comparing KITTI’s ground truth odometry poses TGT ∈ R4x4 with the predicted transformation
estimations Tpred ∈ R4x4: T = T−1pred · TGT. This demonstrates how StickyPillars can be utilized
to replace the common feature matching solutions used for odometry and mapping on point cloud
features. Thereby, T refers to the transformation difference between ground truth and the estimation
for two related frames. We derive the mean translational errors Tδ =
∥∥(T41, T42, T43)T∥∥ and mean
rotational errors Tθ = arccos
(
fθ
(
0.5 · (T11 + T22 + T33 − 1)
))
for the respective sequence. Being
fθ(x) = 1 for x > 1, fθ(x) = x for −1 ≤ x ≤ 1 and fθ(x) = −1 for x < −1.
Compared methods: Based on all possible valid matches for the transformation error we compute a
baseline in case all correspondences are matched and correct. Furthermore, we are estimating the
transformation using four different methods. First, we are using Nearest Neighbor search (NN) [26]
for 3D coordinates of key-points based on a k-d tree [2] which is widely used as starting point for
point cloud feature matching methods. Second, we employ Point Feature Histograms (PFH) [36]
to find a high dimensional representation of key-points and corresponding key-points in the associated
frame based on a high dimensional k-d tree search. Based on these predicted correspondences of
NN and PFH, it is possible to deduce a transform estimation using Singular Value Decomposition
(SVD). Third, we compute Iterative Closest Point (ICP) [51] applied to source and target key-points
that iteratively refines the intermediate rigid transformation. Fourth, we apply our StickyPillars
methods as described above.
Results and discussion: Table 1 shows results for the three introduced validation metrics and three
frame distances 1, 5 and 10 (V1, V5 and V10) for all evaluated methods. Based on StickyPillars’s
robust feature matching the results show that our method can be used to estimate ego motion based
on features extracted from LiDAR point cloud scans of two consecutive frames. The method allows
finding corresponding features with a high matching score even from far apart scans. Therefore,
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StickyPillars reaches the highest matching score across all experiments and yields the lowest in
all translational and almost all rotational errors. For temporal distances of 1 and 5 frames,
StickyPillars almost reaches the baseline, which utilizes all and only valid correspondences of the
ground truth to estimate a transformation. Using nearest neighbor correspondences with SVD
outperforms ICP in V1 since we solely use valid matches to perform transformation estimation.
However, for higher distances it fails. In comparison to validation metrics proposed by [13] which take
into account the transformations along the whole sequence we are demonstrating our performance
in single frame to frame matching and how StickyPillars can be deployed in state-of-the-art
odometry and mapping frameworks like [50] to replace the simple feature matching based on nearest
neighbour search and modified ICP.
TEMPORAL DISTANCE
METHOD 1 5 10
MATCHING SCORE Ms
NN SEARCH 0.485 0.106 0.048
PFH 0.143 0.056 0.014
STICKYPILLARS 0.909 0.722 0.559
MEAN TRANSL. ERROR Tδ
BASELINE 0.025 0.049 0.169
NN SEARCH 0.039 0.717 4.451
PFH 0.298 1.376 5.879
ICP 0.073 0.393 3.264
STICKYPILLARS 0.025 0.056 0.548
MEAN ROT. ERROR Tθ
BASELINE 0.002 0.003 0.009
NN SEARCH 0.003 0.086 0.366
PFH 0.048 0.099 0.674
ICP 0.012 0.014 0.068
STICKYPILLARS 0.002 0.004 0.091
Table 1: Transformation results on KITTI
odometry (sequence: 08).
V1 V5 V10
P A P A P A
T1 86.9 76.8 64.0 47.1 46.8 30.5
T5 85.1 74.1 72.0 56.3 53.7 36.7
T10 82.9 70.9 71.0 55.0 55.8 38.7
Table 2: Loss comparison using a confusion
matrix reporting precision P and accuracy A for
our training and validation subsets.
10 50 100 150 200
35
40
n
fps
Figure 4: Run-time performance for varying
number n of key-points on Nvidia RTX 2080 Ti.
Ablation Study: Table 2 shows a confusion matrix with precision and accuracy results of our model
trained on the subsets T1, T5, T10 and validated on V1,V5,V10. Considering the training on solely
one sequence and validating on a completely different scene we observe an exceptional matching
performance for StickyPillars and hence indicating very good generalization. Furthermore the
network is also capable of finding a decent number of feature matches in frames of different temporal
distances it was not originally trained for.
5 Conclusion
We present a novel model for point-cloud registration in real-time using deep learning. Thereby,
we introduce a three stage model composed of a point cloud encoder, an attention-based graph and
an optimal transport algorithm. Our model performs local and global feature matching at once
using contextual aggregation. Evaluating our method on the KITTI odometry dataset, we observe
significantly more accurate and very robust results compared to state-of-the-art methods for frame to
frame feature matching and transformation estimation.
Broader Impact
Point clouds, typically produced by 3D scanners, measure points on the surface of objects and their
surroundings. Point clouds are used for a multitude of applications in visualization and computer
vision. Thereby, a key problem in computer vision and a precondition for applications in robotics,
medical imaging, and self-driving cars is point cloud registration. Point cloud registration refers to
aligning two point clouds and deriving a rigid transformation between them. Traditional approaches,
such as Iterative Closest Point (ICP) and its variants, are the de-facto standard for real-time applica-
tions today and easily implementable, but may converge to spurious local optima especially without
good initialization, insufficient scene overlap or in the presence of many dynamic objects. Inspired
by recent advances in natural language processing, we propose StickyPillars facilitating point cloud
registration with a deep neural architecture trainable end-to-end. We benchmark StickyPillars in
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Figure 5: Qualitative Results from two point clouds with increasing temporal distance, i.e., increas-
ing difficulty, of 1 (blue - top row), 5 (red - middle row), and 10 (purple - bottom row) frames. The
ground truth as well as the model were computed as described in the experiments section. The figure
shows samples of the validation sets (V1,V5,V10) unseen during training from a different sequence.
Green lines highlight correct matches, while red lines highlight incorrect ones.
contrast to state-of-the-art registration methods using Kitti’s odometry dataset known for its complex
and dynamic scenes. Based on our experimental results, we argue that we are proposing a state-
of-the-art registration technique that performs substantially more accurate, especially in dynamic
and occluded scenes, than previous approaches while being computationally efficient. Given these
attributes, StickyPillars qualifies itself for ambitious applications, e.g. robust real-time odometry,
mapping or SLAM in autonomous cars and robotics. These applications may have positive, such
as more efficient and shared use of resources, as well as negative, such as destroying jobs related
previously manual work, future societal consequences.
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