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Abstract
We study the ordinary and stochastic differential equations whose coefficients satisfy certain non-
Lipschitz conditions, namely, we study the behaviors of small subsets under the flows generated by these
equations.
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1. Introduction
A celebrated result due to DiPerna and Lions [6] says that if A0 ∈ W 1,1loc (Rd ,Rd) and div(A0)
is bounded, then under some other suitable conditions, the ordinary differential equation (abbre-
viated as ODE)
dXt = A0(Xt ) dt, X0 = x (1)
defines a flow of measurable maps Xt(x) on Rd , which leave the Lebesgue measure quasi-
invariant, i.e. the push-forward λt = λ ◦ X−1t of the Lebesgue measure λ on Rd is absolutely
continuous with respect to λ. Similar results are proved in Cipriano and Cruzeiro [5] under the
assumptions that the vector fields together with their gradient (in the distributional sense) and
the exponential of the divergence satisfy Lp(σ)-type conditions. Here σ denotes the standard
Gaussian measure on Rd . The latter results apply to a large class of vector fields, but they don’t
cover that of [6] completely: we can just set A0 = ((x − y)2, (x − y)2)t , then div(A0) = 0 but
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258 D. Luo / Bull. Sci. math. 132 (2008) 257–271divσ (A0) (the divergence with respect to σ on R2) is not exponentially integrable with respect
to σ , see Example 3.2.3 in Section 3 for more details. Both the proofs in [6] and [5] are based on
studies of the corresponding transport equations. We refer to [2,3] for recent progresses on trans-
port equations, continuity equations and Cauchy problem with BV vector fields. On the other
hand, the vector fields satisfying the log-Lipschitz condition play a particular role in the book of
J.Y. Chemin [4] concerning the 2D Euler equation.
Recently motivated by a work of Maliavin [13], there are intensive studies on the stochastic
differential equation (SDE for short)
dYt =
N∑
i=1
Ai(Yt ) dw
i
t +A0(Yt ) dt, Y0 = x (2)
with non-Lipschitz coefficients, where A0, . . . ,AN are vector fields on Rd and wt = (w1t , . . . ,
wNt ) is the canonical realization of the Brownian motion on RN , e.g. see [9], [11] and [14]. In
this work, we assume that the vector fields satisfy the following non-Lipschitz conditions: for
any R > 0, for all x, y ∈ B(R) with |x − y| cR ,
N∑
i=1
∣∣Ai(x)−Ai(y)∣∣2 CR|x − y|2
(
log
1
|x − y|
)β
, (i)
∣∣A0(x)−A0(y)∣∣CR|x − y|
(
log
1
|x − y|
)β
, (ii)
where B(R) = {x ∈ Rd : |x|  R}, CR > 0 and β ∈ (0,1] are constants, cR ∈ (0,1) is small
enough so that s → s(log 1
s
)β is increasing and concave. We suppose also that the vector fields
have linear growth:
N∑
i=1
∣∣Ai(x)∣∣2  C0(1 + |x|2), ∣∣A0(x)∣∣ C0(1 + |x|), (3)
where C0 > 0 is a constant. It is proved in [11] that under the conditions (i), (ii) with β = 1 and
(3), Eq. (2) has a unique strong solution Yt (x) which defines a continuous map on [0,∞) × Rd
(see Theorem D in [11]. There the result is proved with the assumption that CR and cR are
constants independent of R, but the proofs can easily be generalized to our situation). Under
slightly stronger conditions, Yt is a stochastic flow of homeomorphisms (see [14]).
We are interested in the regularity properties of the maps Xt :Rd → Rd , i.e. to which extent
they are continuously dependent on the initial value x. For the case of SDE (2) with β < 1, we
will prove that almost surely, for all t  0, Yt is α-Hölder continuous for any α ∈ (0,1) (cf.
Theorem 4.2). Recall that the classical theory of SDE tells us even though the coefficients are
globally Lipschitz continuous, using Kolmogorov’s modification theorem, we can only prove
that Yt is Hölder continuous of any order α ∈ (0,1). From this point of view we may say that if
β ∈ (0,1), (i) and (ii) plus the linear-growth condition (3) are ‘equivalent’ to the global Lipschitz
condition. This fact is different from that of ODE (1), since if A0 :Rd → Rd is globally Lipschitz
continuous, then so is its solution Xt ; while if A0 satisfies (ii) with β ∈ (0,1), accordingly we
have Xt ∈ Cα(Rd ,Rd) for any α ∈ (0,1) (see Proposition 3.1.1). Note that as long as β ∈ (0,1],
a generalization of the proofs in Section 2 of [11] gives us that under conditions (ii) and (3),
the solution Xt(x) of (1) still defines a flow of homeomorphisms on Rd and its inverse X−1t has
exactly the same properties. Consequently, the Hausdorff dimension of any subset E ⊂ Rd is
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radically different: the order of Hölder continuity decreases exponentially fast along the time, see
[1,8,13]. In this case, we suppose that div(A0) exists in the sense of distribution, i.e. for every
ψ ∈ C∞0 (Rd),∫
Rd
〈A0,∇ψ〉dλ = −
∫
Rd
div(A0)ψ dλ. (4)
We will prove the
Main Theorem. Assume (ii) with β = 1, (3) and div(A0) ∈ L1loc(Rd) exists in the sense of (4).
If in addition there is γ ∈ (0,1) so that for all R > 0, there exists CR > 0 such that for any
connected open sets O ⊂ B(R) whose diameter is sufficiently small, we have∣∣∣∣
∫
O
div(A0)(x) dλ
∣∣∣∣ CRλ(O)
(
log
1
λ(O)
)γ
, (5)
then for all t  0 and all subset E ⊂ Rd with dimH (E) < d , λt (E) = 0.
Note that we do not require A0 ∈ W 1,1loc (Rd,Rd). As in [6] and [5], we will employ the tool of
transport equation in the proof of the Main Theorem.
This paper is organized as follows. In Section 2, we assume that the divergence div(A0) of
the vector field A0 exists in the sense of (4), and we will give a simple estimate of the form (5)
with O being replaced by small regular sets, such as balls and d-dimensional cubes. We also
give a brief account of the definition of Hausdorff dimension and its properties which will be
used later. By considering respectively the cases β ∈ (0,1) and β = 1, we will study in Section 3
the regularity properties of the solution Xt to the ODE (1). An example is given to compare our
conditions with that of [6] and [5]. Finally in Section 4, we deal with the SDE (2) for the case
β < 1, proving Theorem 4.2.
2. An estimate of div(A0)
In this section, we assume that the divergence div(A0) ∈ L1loc(Rd) of A0 exists in the sense
of distribution. We present an estimate of the integrals of div(A0) on small balls B(x, r) = {y ∈
R
d : |y − x| r}. This result will be used to prove the Main Theorem but in a slightly stronger
form.
Proposition 2.1. Suppose (ii) and that div(A0) ∈ L1loc(Rd) exists in the sense of (4), then for
every R > 0, there is a constant CR,d such that for any ball B(x, r) contained in the interior of
B(R) and r < cR , we have∣∣∣∣
∫
B(x,r)
div(A0) dλ
∣∣∣∣ CR,dλ(B(x, r))
(
log
1
λ(B(x, r))
)β
. (6)
Proof. We can find a sequence of compactly supported smooth functions {ψn: n  1} which
satisfy:
0ψn  1, ψn|B(x,r) ≡ 1, supp(ψn) ⊂ B(x, r + 1/n) and ‖∇ψn‖∞ C′n,
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convolution: ψn = φn ∗ ϕn, where φn(y) = (3n)dφ(3ny), φ ∈ C∞0 (Rd ,R+) such that
φ is radial: φ(y) = φ(|y|), ∫
Rd
φ(y) dy = 1 and supp(φ) ⊂ B(1),
and
ϕn(y) = 1 − 3n
(
1
3n
∧ dist(y,B(x, r + 1/3n))),
where dist(·,B(x, r + 1/3n)) is the distance function to the ball B(x, r + 1/3n).
For n 1, using the integration by parts formula (4) and the fact ∫
Rd
∇ψn dλ = 0, we obtain∫
Rd
ψn div(A0) dλ = −
∫
Rd
〈∇ψn(y),A0(y)〉dλ
= −
∫
Rd
〈∇ψn(y),A0(y)−A0(x)〉dλ
= −
∫
B(x,r+1/n)\B(x,r)
〈∇ψn(y),A0(y)−A0(x)〉dλ.
Denote by Vd the volume of the unit ball in Rd . For all n big enough, B(x, r+1/n) ⊂ B(R). Thus
by (ii), the choice of ψn and the monotone increasing property of s → s(log 1s )β for s ∈ (0, cR],
we have∣∣∣∣
∫
Rd
ψn div(A0) dλ
∣∣∣∣
∫
B(x,r+1/n)\B(x,r)
|∇ψn| ·
∣∣A0(y)−A0(x)∣∣dλ
 C′nCR
∫
B(x,r+1/n)\B(x,r)
|y − x|
(
log
1
|y − x|
)β
dλ
 C′nCR(r + 1/n)
(
log
1
r + 1/n
)β(
Vd(r + 1/n)d − Vd rd
)
= C′CRVd(r + 1/n)
(
log
1
r + 1/n
)β( d−1∑
i=0
(r + 1/n)d−1−i ri
)
 C′CRVd d(r + 1/n)d
(
log
1
r + 1/n
)β
= C′CR d1−βλ
(
B(x, r + 1/n))(log Vd
λ
(
B(x, r + 1/n))
)β
 CR,dλ
(
B(x, r + 1/n))(log 1
λ(B(x, r + 1/n))
)β
,
where CR,d is another constant depending on R and d . Letting n → ∞, we get the result by
Lebesgue’s dominated convergence theorem. 
D. Luo / Bull. Sci. math. 132 (2008) 257–271 261Remark 2.2. From the proof of Proposition 2.1, it is clear that (6) also holds with a change of
the constant CR,d if B(x, r) is replaced by d-dimensional small cubes.
Remark 2.3. Since div(A0) is locally integrable, we have by Lebesgue’s density theorem,
div(A0)(x) = lim
r↓0
1
λ(B(x, r))
∫
B(x,r)
div(A0) dλ, λ-a.e. x ∈ Rd .
Although div(A0) may be unbounded in any neighborhood of a certain point x ∈ Rd , Proposi-
tion 2.1 implies that its average value on every small ball B(x, r) is dominated by a constant
multiple of (log 1
λ(B(x,r))
)β . This means that as y → x, the growth speed of div(A0)(y) does not
exceed that of (log 1|y−x| )
β
.
The Hausdorff measure and Hausdorff dimension are very useful in the study of fractal sets.
Here is a short description of their definitions, see [7] for details. For E ⊂ Rd and δ > 0, a se-
quence of balls {Un: n 1} is called a δ-covering of E, if E ⊂⋃∞n=1 Un and diam(Un) δ for
every n  1, where diam(Un) = sup{|x − y|: x, y ∈ Un} is the diameter of Un. For r  0, we
define
Hrδ (E) = inf
{ ∞∑
n=1
(
diam(Un)
)r
: {Un: n 1} is a δ-covering of E
}
.
It is obvious that Hrδ (E) is a decreasing function of δ. The r-dimensional Hausdorff measure of
E is defined by
Hr(E) = lim
δ↓0 H
r
δ (E).
Hr(E) is a metric outer measure. If s > r , then for any δ > 0, Hsδ (E)  δs−rH rδ (E). Hence if
Hr(E) < ∞, we have Hs(E) = 0. It follows that there exists a critical value r at which Hr(E)
changes from ∞ to 0. This critical value, denoted by dimH (E), is called the Hausdorff dimension
of E. Here we state two properties of Hausdorff dimension and omit their proofs.
Proposition 2.4. (a) dimH (
⋃∞
i=1 Ei) = supi1 dimH (Ei).
(b) If ϕ :Rd → Rd is Hölder continuous of order α ∈ (0,1) on the ball B(R) for some R > 0,
then for any E ⊂ B(R), dimH (ϕ(E)) 1α dimH (E).
3. The case of ODE (1)
In this section, we consider the ODE (1) in two cases: β ∈ (0,1) and β = 1.
3.1. β ∈ (0,1)
In the present situation, we can prove
Proposition 3.1.1. Assume (ii) with β ∈ (0,1) and (3). We have for all t > 0 and R > 0,
Xt :R
d → Rd is α-Hölder continuous on B(R) for any α ∈ (0,1). More precisely, for any t > 0,
R > 0 and α ∈ (0,1),∣∣Xt(x)−Xt(y)∣∣ |x − y|α, for all x, y ∈ B(R) with |x − y| δt ,
262 D. Luo / Bull. Sci. math. 132 (2008) 257–271where
δt = exp
[
−
(
CRt (1 − β)t
1 − α1−β
) 1
1−β ]∧ exp[−((log 1
cRt
)1−β
+CRt (1 − β)t
) 1
1−β ]
and Rt = (1 +R)etC0 . The same result holds for its inverse X−1t .
Proof. Fix arbitrary t > 0, R > 0 and α ∈ (0,1). For any x ∈ B(R), by the linear growth condi-
tion (3), the Gronwall inequality and the ODE (1), we have for all s  0, |Xs(x)| (1+|x|)esC0 ,
hence
sup
0st
sup
|x|R
∣∣Xs(x)∣∣ (1 +R)etC0 = Rt . (7)
Therefore Xs(x) ∈ B(Rt ) for all (s, x) ∈ [0, t] ×B(R). From this and (1), (3), it is easy to show
that for every pair of x, y ∈ B(R), the function s → |Xs(x)−Xs(y)| is Lipschitz continuous on
[0, t]. Now for given x, y ∈ B(R) with |x − y| δt , let
τt (x, y) = inf
{
s ∈ [0, t]: ∣∣Xs(x)−Xs(y)∣∣> cRt }> 0,
where we use the convention inf∅ = t . We have sup0sτt (x,y) |Xs(x)−Xs(y)| cRt , then for
any s ∈ [0, τt (x, y)) and h > 0 such that s + h τt (x, y), by Eq. (1) and (ii),
∣∣Xs+h(x)−Xs+h(y)∣∣ ∣∣Xs(x)−Xs(y)∣∣+
s+h∫
s
∣∣A0(Xu(x))−A0(Xu(y))∣∣du

∣∣Xs(x)−Xs(y)∣∣
+CRt
s+h∫
s
∣∣Xu(x)−Xu(y)∣∣
(
log
1
|Xu(x)−Xu(y)|
)β
du.
Taking right derivative with respect to s, we get
(∣∣Xs(x)−Xs(y)∣∣)′  CRt ∣∣Xs(x)−Xs(y)∣∣
(
log
1
|Xs(x)−Xs(y)|
)β
.
Hence for any s < τt (x, y),
∣∣Xs(x)−Xs(y)∣∣ exp
[
−
((
log
1
|x − y|
)1−β
−CRt (1 − β)s
) 1
1−β ]
. (8)
If τt (x, y) < t , since both sides of (8) are continuous with respect to s, letting s ↑ τt (x, y) and
using the definition of τt (x, y), we get
cRt  exp
[
−
((
log
1
|x − y|
)1−β
−CRt (1 − β)τt (x, y)
) 1
1−β ]
,
which is equivalent to
τt (x, y)
1
[(
log
1
)1−β
−
(
log
1
)1−β]
. (9)
CRt (1 − β) |x − y| cRt
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1−β +CRt (1 − β)t)
1
1−β ), we have
(
log
1
|x − y|
)1−β
−
(
log
1
cRt
)1−β
 CRt (1 − β)t. (10)
Combining (9) and (10) we get τt (x, y)  t , which is a contradiction with the assumption
τt (x, y) < t . Hence we have τt (x, y)  t uniformly for |x − y|  δt . This means for any
x, y ∈ B(R), as long as |x − y|  δt , then sup0st |Xs(x) − Xs(y)|  cRt . In particular, (8)
holds for all s  t .
Furthermore, from |x − y| δt  exp(−(CRt (1−β)t1−α1−β )1/(1−β)) we obtain
(
1 − α1−β)(log 1|x − y|
)1−β
 CRt (1 − β)t,
which implies
((
log
1
|x − y|
)1−β
−CRt (1 − β)t
) 1
1−β
 α log 1|x − y| . (11)
Replacing s by t in (8) and using (11), we get
∣∣Xt(x)−Xt(y)∣∣ exp
(
−α log 1|x − y|
)
= |x − y|α.
As to the second assertion, it is sufficient to note that X−1t (x) is the solution of the ODE
dX−1t = −A0
(
X−1t
)
dt, X−10 = x
and that the vector field −A0 has exactly the same properties as that of A0. 
Corollary 3.1.2. Under the same conditions of Proposition 3.1.1, for any E ⊂ Rd and any t  0,
we have
dimH
(
Xt(E)
)= dimH (E).
Proof. Fix arbitrary t  0. Let {En: n  1} be a partition of E (i.e. E = ⋃n1 En and En ∩
Em = ∅ if n = m) satisfying diam(En) 1. By (a) of Proposition 2.4, we have dimH (Xt(E)) =
supn1 dimH (Xt (En)) and dimH (E) = supn1 dimH (En). Hence we only need to prove that for
any n 1, dimH (Xt(En)) = dimH (En).
For any given n 1, we can find R > 0, such that En ⊂ B(R). For any α ∈ (0,1), by Propo-
sition 3.1.1 and (b) of Proposition 2.4, dimH (Xt(En))  1α dimH (En). Letting α ↑ 1, we get
dimH (Xt(En))  dimH (En). We also have dimH
(
X−1t (En)
)
 dimH (En). Changing En into
Xt(En), we obtain dimH (En)  dimH (Xt(En)). Summing up the inequalities above, we con-
clude the proof. 
3.2. β = 1
The following result is classical (see for example [4], Section 5). For the convenience of our
exposition, we include it here.
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Xt(x) is Hölder continuous on B(R):∣∣Xt(x)−Xt(y)∣∣ |x − y|e−tCRt , for any x, y ∈ B(R) and |x − y| cexp(tCRt )Rt , (12)
where Rt = (1 +R)etC0 . The same result holds for X−1t .
Proof. The proof is similar to that of Proposition 3.1.1 and simpler. Fix any t > 0 and R > 0.
The estimate (7) also holds. For any x, y ∈ B(R) with |x − y| cexp(tCRt )Rt , let τt (x, y) = inf{s ∈[0, t]: |Xs(x)−Xs(y)| > cRt } > 0. We have sup0sτt (x,y) |Xs(x)−Xs(y)| cRt , then for any
s  τt (x, y), by (1) and (ii),
∣∣Xs(x)−Xs(y)∣∣ |x − y| +
s∫
0
∣∣A0(Xu(x))−A0(Xu(y))∣∣du
 |x − y| +CRt
s∫
0
∣∣Xu(x)−Xu(y)∣∣ log 1|Xu(x)−Xu(y)| du.
This implies∣∣Xs(x)−Xs(y)∣∣ |x − y|e−sCRt , s  τt (x, y). (13)
If τt (x, y) < t , since both sides of the inequality (13) are continuous functions of s, letting s ↑
τt (x, y) and using the definition of τt (x, y), we obtain cRt  |x − y|exp(−τt (x,y)CRt ). Solving it
we have
τt (x, y)
1
CRt
log
log |x − y|
log cRt
 1
CRt
log
log cexp(tCRt )Rt
log cRt
= t.
This contradicts with our assumption τt (x, y) < t . Therefore for all |x − y| cexp(tCRt )Rt , we have
τt (x, y) t . Hence for any s  t , |Xs(x)−Xs(y)| cRt . Moreover, replacing s by t in (13), we
get the desired result. 
From Proposition 3.2.1 we know that the maps Xt,X−1t :Rd → Rd are only Hölder con-
tinuous of order e−tCRt . Unless additional conditions are given (as in [6] and [5]), the Lebesgue
measure λ will not be quasi-invariant under the flow. On the other hand, by (b) of Proposition 2.4,
if E ⊂ B(R), then dimH
(
X−1t (E)
)
 etCRt dimH (E) for any t  0. Let
T0 = 1
CRt
log
d
dimH (E)
, (14)
then for every t < T0, we have dimH (X−1t (E)) < d and this implies λt (E) = λ(X−1t (E)) = 0.
However, it is difficult to estimate accurately dimH (X−1t (E)) for any t > 0.
We now turn to prove the Main Theorem stated in Section 1. We will need the tool of transport
equation. Let ρ ∈ C∞0 (Rd) and define ρt (x) = ρ(Xt (x)), then by Theorem 5.1 in [9] (notice
that its proof can be restricted on a sufficiently large ball B(R), so the result still holds under
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for any ψ ∈ C∞0 (Rd),
∫
Rd
ρt (x)ψ(x)dx =
∫
Rd
ρ(x)ψ(x)dx −
t∫
0
∫
Rd
ρs(x)div(ψA0)(x) dx ds. (15)
Fix any T > 0 and ρ ∈ C∞0 (Rd). Then there exists R0 > 0 such that
⋃
0tT X
−1
t (supp(ρ)) ⊂
B(R0). Choose ψ ∈ C∞0 (Rd) with supp(ψ) ⊃ B(R0) and ψ |B(R0) ≡ 1, then (15) becomes
∫
Rd
ρt (x) dx =
∫
Rd
ρ(x) dx −
t∫
0
∫
Rd
ρs(x)div(A0)(x) dx ds, t  T ,
which is equivalent to
∫
Rd
ρ dλt =
∫
Rd
ρ dλ−
t∫
0
∫
Rd
ρ div(A0)
(
X−1s (x)
)
dλs ds.
If U ⊂ Rd is an open ball, then we can choose a sequence {ρn: n 1} ⊂ C∞0 (Rd) such that for
every x ∈ Rd , ρn(x) → 1U(x) as n → ∞, where 1U is the indicator function. Substituting ρ by
ρn in the equality above and using Lebesgue’s dominated convergence theorem, we get
λt (U) = λ(U)−
t∫
0
∫
U
div(A0)
(
X−1s (x)
)
dλs(x) ds
= λ(U)−
t∫
0
∫
X−1s (U)
div(A0)(x) dλds. (16)
Proof of the Main Theorem. Firstly, we show that for every t  0, R > 0 and α ∈ (0,1), it
holds that for any ball U ⊂ B(R) small enough, λt (U)  (λ(U))α . In fact, for any T > 0, let
RT = (1 + R)eTC0 , then B(RT ) ⊃⋃0sT X−1s (B(R)). From (16) and that div(A0) is locally
integrable we know that λt (U) is Lipschitz continuous with respect to t ∈ [0, T ]. By (16) and (5)
with R being replaced by RT , for 0 t  s  T ,
λs(U) λt (U)+
s∫
t
∣∣∣∣
∫
X−1r (U)
div(A0)(x) dλ
∣∣∣∣dr
 λt (U)+CRT
s∫
t
λ
(
X−1r (U)
)(
log
1
λ(X−1r (U))
)γ
dr (17)
= λt (U)+CRT
s∫
λr(U)
(
log
1
λr(U)
)γ
dr.t
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λ′t (U) CRT λt (U)
(
log
1
λt (U)
)γ
.
This yields
λt (U) exp
[
−
((
log
1
λ(U)
)1−γ
−CRT (1 − γ )t
) 1
1−γ ]
.
Obviously we can find δ = δ(t,CRT , γ,α) > 0, such that for any ball U whose diameter
diam(U) δ, we have
(
1 − α1−γ )(log 1
λ(U)
)1−γ
 CRT (1 − γ )t,
that is to say(
log
1
λ(U)
)1−γ
−CRT (1 − γ )t 
(
α log
1
λ(U)
)1−γ
.
Hence
λt (U) exp
[
−
((
α log
1
λ(U)
)1−γ) 11−γ ]= λ(U)α.
Now assume dimH (E) < d . Then there is α ∈ (0,1) such that dα > dimH (E). Let {En: n
1} be a partition of E with diam(En) 1. By (a) of Proposition 2.4, for each n 1, dimH (En) <
dα so Hdα(En) = 0. Fix arbitrary ε > 0. For every n 1, choose R > 0 so that En ⊂ B(R − 1).
By the result which we have proved just now, we can find a constant δR > 0 small enough, such
that for any ball U ⊂ B(R) with diam(U)  δR , we have λt (U) (λ(U))α . Since Hdα(En) =
0, there exists a δR-covering {B(xni , rni ): i  1} of En satisfying
∑∞
i=1(2rni )dα < ε/2n and⋃
i1 B(x
n
i , r
n
i ) ⊂ B(R). Then
λt (En)
∞∑
i=1
λt
(
B
(
xni , r
n
i
))

∞∑
i=1
(
λ
(
B
(
xni , r
n
i
)))α = V αd
∞∑
i=1
(
rni
)dα  ε
2n
V αd 2
−dα,
where Vd still represents the volume of the unit ball in Rd . Therefore
λt (E)
∞∑
n=1
λt (En) εV αd 2−dα.
Since ε can be arbitrarily small, we obtain λt (E) = 0. 
Remark 3.2.2. Note that in the proof of the Main Theorem, we have used the condition (5) in
the inequality (17). For any fixed T > 0, when the diameter of the ball U (centered at a fixed
point x) decreases to 0, X−1t (U) converges to a singleton {X−1t (x)} for every t  T . Although
the maps X−1t are only Hölder continuous, when the diameter of the ball U is sufficiently small,
there aren’t very big differences between the sets X−1t (U) and standard balls.
Example 3.2.3. We would like to point out that in [5] the condition of exponential integrability
allows the divergence divσ (A0) (with respect to the standard Gaussian measure σ ) to explode at
infinity, while under our condition (5), div(A0) may be locally unbounded, see Remark 2.3.
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and [5] are not satisfied. For this purpose, choose a bounded function a :R1 → [−1,1] such
that a ∈ L1loc(R1) \ W 1,1loc (R1) and a satisfies the condition (ii) with β = 1. Let A1(x, y) =
(a(x − y), a(x − y))t . Then A1 does not belong to W 1,1loc (R2,R2) and a simple calculation im-
plies that the vector field A1 also satisfies (ii). We claim that the divergence of A1 exists in the
distributional sense (4). In fact, set An1 = (an(x − y), an(x − y))t , where an = a ∗ φn and φn
is defined at the beginning of the proof of Proposition 2.1. Then An1 ∈ C∞(R2,R2), An1 con-
verges in L1loc(R
2,R2) to A1 and div(An1) = 0 in the classical sense. Hence for all ψ ∈ C∞0 (R2),∫
R2〈An1,∇ψ〉dx dy = 0. Letting n → ∞ and using Lebesgue’s dominated convergence theorem,
we obtain
∫
R2〈A1,∇ψ〉dx dy = 0. So div(A1) exists and equals to 0. Next define vector fields
A2(x, y) = ((x − y)2, (x − y)2)t and A3(x, y) = (b(x),0)t , where
b(x) = 1(0,e−γ ](x) x
(
log
1
x
)γ
+ 1(e−γ ,∞)(x)
(
γ
e
)γ
, γ ∈ (0,1).
It is easy to see that b|(0,∞) ∈ C1 and is concave. Furthermore, b′(x) tends to +∞ as x ↓ 0.
Now set A0 = A1 + A2 + A3. Since A2 is locally Lipschitz continuous, we know that A0
satisfies the condition (ii) with β = 1. In addition, as A3 satisfies (ii) with β = γ < 1, by Propo-
sition 2.1, (5) holds for div(A0) = div(A3) with O being replaced by small regular sets, such as
discs and squares. Moreover, A0 does not belong to W 1,1loc (R
2,R2) and its divergence div(A0) =
div(A3) is unbounded, thus the conditions in DiPerna and Lions [6] are not satisfied. Next by [5],
divσ (A0)(x, y) = −div(A0)(x, y)+
〈
(x, y)t ,A0(x, y)
〉
= a(x − y)(x + y)+ (x − y)2(x + y)+ xb(x), x > 1.
For any δ ∈ (0,1), let
Γδ =
{
(x, y) ∈ R2: x > 1/δ, x > y + √2 and x > (4 + √15)y > 0}.
Since the functions a and b are bounded, for (x, y) ∈ Γδ ,
δ
∣∣divσ (A0)(x, y)∣∣ δ((x − y)2|x + y| − |x + y| − |x|)
 δ(x + y)((x − y)2 − 2) (x − y)2 − 2
 3
4
(
x2 + y2)− 2.
Therefore∫
R2
eδ|divσ (A0)| dσ 
∫
Γδ
e
3
4 (x
2+y2)−2 dσ(x, y) = 1
2πe2
∫
Γδ
e
1
4 (x
2+y2) dx dy = ∞.
So the exponential integrable condition in [5] is also dissatisfied. 
4. The case of SDE (2)
Now lets study the SDE (2) with the conditions (i), (ii) and (3). In the following, we focus on
the case β ∈ (0,1).
Proposition 4.1. Suppose (i), (ii) hold with β ∈ (0,1) and that Ai are compactly supported: there
is R > 0 such that supp(Ai) ⊂ B(R), 0  i  N . Then the solution Yt of (2) has a version Y˜t
such that almost surely, for all t  0, Y˜t is α-Hölder continuous on B(R) for any α ∈ (0,1).
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any x ∈ B(R) and t  0, Yt (x) ∈ B(R). Set MR = (2R + 1)/cR . By Lemma 3.6 in [9], we have
for all x, y ∈ B(R),
N∑
i=1
∣∣Ai(x)−Ai(y)∣∣2 CR|x − y|2
(
log
MR
|x − y|
)β
, (18)
∣∣A0(x)−A0(y)∣∣ CR|x − y|
(
log
MR
|x − y|
)β
. (19)
Let x, y ∈ B(R) and ξt = |Yt (x)− Yt (y)|2, as in Proposition 1.6 of [10], by Itô formula,
dξt = 2
N∑
i=1
〈
Yt (x)− Yt (y),Ai
(
Yt (x)
)−Ai(Yt (y))〉 dwit
+ 2〈Yt (x)− Yt (y),A0(Yt (x))−A0(Yt (y))〉 dt
+
N∑
i=1
∣∣Ai(Yt (x))−Ai(Yt (y))∣∣2 dt. (20)
By (18), the Itô stochastic contraction term
dξt · dξt = 4
N∑
i=1
〈
Yt (x)− Yt (y),Ai
(
Yt (x)
)−Ai(Yt (y))〉2 dt
 4
∣∣Yt (x)− Yt (y)∣∣2 N∑
i=1
∣∣Ai(Yt (x))−Ai(Yt (y))∣∣2 dt
 4ξt ·CRξt
(
log
MR√
ξt
)β
dt = 4CRξ2t
(
log
MR√
ξt
)β
dt.
Using (18), (19), (20) and Itô formula again, for any p > 2,
d
(
ξ
p
t
)= pξp−1t dξt + p(p − 1)2 ξp−2t dξt · dξt
 dηt + 2pCRξpt
(
log
MR√
ξt
)β
dt + pCRξpt
(
log
MR√
ξt
)β
dt
+ 2p(p − 1)CRξpt
(
log
MR√
ξt
)β
dt
 dηt + 2p(p + 1)CRξpt
(
log
MR√
ξt
)β
dt,
where dηt = 2pξp−1t
∑N
i=1〈Yt (x) − Yt (y),Ai(Yt (x)) − Ai(Yt (y))〉dwit is a square integrable
martingale. Hence,
ξ
p
t  ξ
p
0 + ηt +CR(2p)1−β(p + 1)
t∫
ξ
p
s
(
log
M
2p
R
ξ
p
s
)β
ds.0
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to t . The inequality above and the concavity of s → s(log 1
s
)β lead to
ϕ(t) ϕ(0)+Cp,R
t∫
0
ϕ(s)
(
log
1
ϕ(s)
)β
ds.
From this we get
ϕ(t) exp
[
−
((
log
1
ϕ(0)
)1−β
−Cp,R(1 − β)t
) 1
1−β ]
= exp
[
−
((
log
M
2p
R
|x − y|2p
)1−β
−Cp,R(1 − β)t
) 1
1−β ]
.
Fix any T  0 and γ ∈ (0,1), let
δT = δT (R,CR, cR,p,β, γ ) = MR exp
[
−
(
CR(p + 1)(1 − β)T
1 − γ 1−β
) 1
1−β ]
.
Then for all |x − y| δT and t  T ,(
log
M
2p
R
|x − y|2p
)1−β
−Cp,R(1 − β)t  γ 1−β
(
log
M
2p
R
|x − y|2p
)1−β
.
Therefore
E
(∣∣Yt (x)− Yt (y)∣∣2p)M2p(1−γ )R |x − y|2pγ , for all x, y ∈ B(R), |x − y| δT
and t  T .
We can extend easily the estimate above, such that for all x, y ∈ B(R) and t  T ,
E
(∣∣Yt (x)− Yt (y)∣∣2p)Cp,R,T |x − y|2pγ ,
where Cp,R,T is a positive constant. On the other hand, it is obvious that there exists another
constant C′p,R,T such that
E
(∣∣Yt (x)− Ys(x)∣∣2p)C′p,R,T |t − s|p, for all x ∈ B(R), 0 s, t  T .
Combining the two estimates above, we get that for all x, y ∈ B(R) and s, t  T ,
E
(∣∣Yt (x)− Ys(y)∣∣2p) C˜p,R,T (|x − y|2pγ + |t − s|p),
where C˜p,R,T is a constant. For any α ∈ (0,1) and α′ ∈ (0,1/2), we can choose γ ∈ (α,1) and
p big enough, such that γ − d2p > α. By the Kolmogorov modification theorem, there exists a
random variable Fα,α′ ∈ L2p and a version Y˜t of Yt , such that for all x, y ∈ B(R) and s, t  T ,∣∣Y˜t (x)− Y˜s(y)∣∣ Fα,α′(|x − y|α + |t − s|α′).
In particular,∣∣Y˜t (x)− Y˜t (y)∣∣ Fα,α′ |x − y|α, for all x, y ∈ B(R) and 0 t  T .
This concludes the proposition. 
Now we are in the position to prove
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strictly conservative. Then Yt has a version Y˜t such that almost surely, for all t  0 and α ∈ (0,1),
Y˜t is α-Hölder continuous on B(R) for any R > 0.
Proof. For all n 1, let ρn ∈ C∞0 (Rd , [0,1]) satisfy
ρn|B(n) ≡ 1, supp(ρn) ⊂ B(n+ 1), ‖∇ρn‖∞  2.
Set An,i = ρnAi , n 1, 0 i N . Then it is easy to check that there are constants C˜n > 0 and
c˜n ∈ (0,1), such that for all |x − y| c˜n,
N∑
i=1
∣∣An,i(x)−An,i(y)∣∣2  C˜n|x − y|2
(
log
1
|x − y|
)β
,
∣∣An,0(x)−An,0(y)∣∣ C˜n|x − y|
(
log
1
|x − y|
)β
.
Denote by Ynt (x) the solution to the SDE
dYnt =
N∑
i=1
An,i
(
Ynt
)
dwit +An,0
(
Ynt
)
dt, Y n0 = x.
By Proposition 4.1, we know that there exist a full set Ωn (P(Ωn) = 1) and a modification Y˜ nt
of Ynt such that, for all w ∈ Ωn and any t  0, Y˜ nt is α-Hölder continuous on B(n + 1) for any
α ∈ (0,1). For K > 0, define
τnK(x) = inf
{
t > 0:
∣∣Y˜ nt (x,w)∣∣K}, τK(x) = inf{t > 0: ∣∣Yt (x,w)∣∣K}.
By the pathwise uniqueness (see Theorem C in [11]),
Yt (x,w) = Y˜ nt (x,w), for all n >K + 1 and t < τnK+1.
In other words
τK+1(x) = τnK+1(x) for all n >K + 1.
For |x|K , over the set [0, τK+2K+1 (x)) define Y˜t (x,w) = Y˜ K+2t (x,w). Then Y˜t (x,w) is a version
of Yt (x,w). Next we prove Y˜t (x,w) is what we are looking for.
Let Ω =⋂n1 Ωn, then P(Ω) = 1. Since Ai, 0 i N , have linear growth, we have for all
w ∈ Ω , for any t > 0,
sup
x∈B(R)
sup
1st
∣∣Y˜s(x,w)∣∣< ∞.
Choose n ∈ N such that supx∈B(R) sup1st |Y˜s(x,w)| < n. By the definition of Y˜t , we have
Y˜s(x,w) = Y˜ ns (x,w), for all x ∈ B(R) and s ∈ [0, t].
Hence for any α ∈ (0,1), Y˜t (·,w) is also α-Hölder continuous on B(R). 
Corollary 4.3. Under the same conditions as in Theorem 4.2, almost surely, for all t  0 and any
E ⊂ Rd , dimH (Yt (E)) dimH (E).
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sition 2.4, it suffices to prove that for every n  1, dimH (Yt (En,w))  dimH (En). For any
α ∈ (0,1), by Theorem 4.2 and (b) of Proposition 2.4, we have dimH (Yt (En,w)) 1α dimH (En).
Letting α ↑ 1 and we obtain the desired result. 
Remark 4.4. Although the stochastic flow of homeomorphisms does exist under slightly stronger
conditions (see [14]), there is no expression for its inverse flow Y−1t . So we cannot conclude any
results on Y−1t and λt = λ ◦ Y−1t . This differs from that of ODE, see Proposition 3.1.1 and
Corollary 3.1.2 above.
Remark 4.5. The existence and uniqueness for weak solutions to SDE from PDE were studied
recently in [12].
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