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We consider the problem of comparing two Poisson parameters from the Bayesian
perspective. Kawasaki and Miyaoka (2012b) proposed the Bayesian index P (λ1 <
λ2 |X1, X2) and expressed it using the hypergeometric series. In this paper, under
some conditions, we give four other expressions of the Bayesian index in terms of
the cumulative distribution functions of beta, F , binomial, and negative binomial
distribution. Next, we investigate the relationship between the Bayesian index and
the p-value of the conditional test with the null hypothesis H0 : λ1 ≥ λ2 versus an
alternative hypothesis H1 : λ1 < λ2. Additionally, we investigate the generalized
relationship between P (λ1/λ2 < c |X1, X2) and the p-value of the conditional test
with the null hypothesis H0 : λ1/λ2 ≥ c versus the alternative H1 : λ1/λ2 < c. We
illustrate the utility of the Bayesian index using analyses of real data. Our finding
suggests that θ can potentially be useful in an epidemiology and in a clinical trial.
Key words and phrases: Bayesian index, beta distribution, binomial distribution,
conditional power prior, conditional test, non-informative prior, Poisson parameters.
1. Introduction
Comparing two groups is one of the most popular topics in statistics. For compar-
ison, the frequentist methods are often applied in medical statistics and epidemiology.
However, in recent years, Bayesian methods have gained increasing attention because
prior information can be used to improve the efficiency of inference. Particularly for
categorical data analysis, to evaluate the superiority of one group to another from the
Bayesian perspective, Kawasaki and Miyaoka (2012a; 2012b; 2014), Kawasaki et al.
(2013; 2014), Altham (1969), and Howard (1998) investigated the posterior probabil-
ity P (θ1 > θ2 |X1, X2) where X1, X2 are data and θ1, θ2 are parameters of interest in
each group. For binomial distributions with proportions pi1, pi2, Kawasaki and Miyaoka
(2012a) named θ = P (pi1 > pi2 |X1, X2) a Bayesian index and expressed it by the hy-
pergeometric series. Moreover, Kawasaki et al. (2014) showed that θ and the one sided
p-value of Fisher’s exact test are equivalent under certain conditions. A similar relation-
ship is investigated by Altham (1969) and Howard (1998).
For Poisson distributions with parameters λ1, λ2, Kawasaki and Miyaoka (2012b)
proposed a Bayesian index θ = P (λ1 < λ2 |X1, X2), expressed it using the hypergeomet-
ric series, and inferred the relationship between θ and the one-sided p-value of the z-type
Wald test. However, hypergeometric series are, in general, difficult to calculate, and the
exact relationship between θ and p-value was not established. In this paper, we give
other expressions of the Bayesian index, which can be easily calculated, and show the
exact relationship between θ with non-informative prior and the one-sided p-value of the
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conditional test. Additionally, we investigate the relationship between the generalized
version of the Bayesian index and the p-value of the conditional test with more general
hypotheses.
The remainder of this paper is structured as follows. In section 2, we give four
expressions of the Bayesian index P (λ1 < λ2 |X1, X2) other than hypergeometric series
under some conditions. In section 3, we investigate the relationship between the Bayesian
index and the p-value of the conditional test with the null hypothesis H0 : λ1 ≥ λ2 versus
the alternative hypothesis H1 : λ1 < λ2. In section 4, as a generalization, we investigate
the relationship between P (λ1/λ2 < c) and the p-value of the conditional test with the
null hypothesis H0 : λ1/λ2 ≥ c versus the alternative H1 : λ1/λ2 < c. In section 5,
we illustrate the Bayesian index using analyses of real data. Finally, we provide some
concluding remarks in section 6.
2. Bayesian index for the Poisson parameters and its expressions
2.1. Bayesian index with the gamma prior
We consider two situations. First, for i = 1, 2 and j = 1, . . . , ni, let Xij be the
outcome of jth subject in the ith group and independently follow the Poisson distribution
P (λi), and let Xi =
∑ni
j=1Xij . Second, for i = 1, 2, let Xi be the independent Poisson
process with Poisson rate λi and let ni be the person-years at risk. For both cases,
Xi
ind∼ Po(niλi). In the following, let n1, n2 be the fixed integers for simplicity.
For the Bayesian analysis, let the prior distributions of λi be Ga(αi, βi) with αi, βi >
0 for i = 1, 2, whose probability density function is f(λi |αi, βi) = βαii /Γ(αi)·λαi−1i exp(−βiλi).
Let Xi = ki, ai := αi + ki, and bi := βi + ni, then the posterior distributions of λi is
Ga(ai, bi). Here, if αi ∈ N, then ai ∈ N for i = 1, 2. However, in the following, we
suppose that α1, α2, β1, β2 > 0 and k1, k2 ∈ N ∪ {0}.
When the posterior of λi is Ga(ai, bi) for i = 1, 2, Kawasaki and Miyaoka (2012b)
proposed the Bayesian index θ = P (λ1 < λ2 |X1, X2) and derived the following expres-
sion:
θ = 1− 1
a2B(a1, a2)
(
b2
b1 + b2
)a2
· 2F1
(
a2, 1− a1; 1 + a2; b2
b1 + b2
)
(2.1)
where
2F1(a, b; c; z) =
∞∑
t=0
(a)t(b)t
(c)t
· z
t
t!
(|z| < 1)
is the hypergeometric series and (k)t is the Pochhammer symbol, that is, (k)0 = 1 and
(k)t = k(k + 1) · (k + t − 1) for t ∈ N. Let Fν1,ν2(x) be the cumulative distribution
function of F distribution with degrees of freedom (ν1, ν2), that is,
Fν1,ν2(x) =
∫ x
0
1
zB (ν1/2, ν2/2)
(
ν1z
ν1z + ν2
)ν1/2( ν2
ν1z + ν2
)ν2/2
dz(2.2)
where B(a, b) =
∫∞
0
xa−1(1 − x)b−1dx is the beta function. Then, we can obtain the
following expressions of θ.
Theorem 1. If the posterior distribution of λi is Ga(ai, bi) with ai, bi > 0 for i =
1, 2, then the Bayesian index θ = P (λ1 < λ2 |X1, X2) has the following two expressions:
θ = I b1
b1+b2
(a1, a2)(2.3)
= F2a1,2a2
(
b1/a1
b2/a2
)
(2.4)
2
where
Ix(a, b) =
1
B(a, b)
∫ x
0
ta−1(1− t)b−1dt
is the cumulative distribution function of the beta distribution, also known as the regu-
larized incomplete beta function. Moreover, if both a1and a2 are natural numbers, then
θ has the following two additional expressions:
θ =
a2−1∑
r=0
(
a1 + a2 − 1
r
)(
b2
b1 + b2
)r (
b1
b1 + b2
)a1+a2−1−r
(2.5)
=
a2−1∑
r=0
(
a1 + r − 1
a1 − 1
)(
b1
b1 + b2
)a1 ( b2
b1 + b2
)r
.(2.6)
(2.5) and (2.6) are the cumulative distribution functions of the binomial and negative
binomial distributions, respectively.
Proof. First, (2.3) can be shown by modifying (2.1) using Ix(a, b) =
1
B(a,b) ·
xa
a · 2F1(a, 1 − b; 1 + a;x) and Iz(a, b) = 1 − I1−z(b, a), which are 26.5.23 and 26.5.2
of Abramowitz and Stegun (1964), respectively. Next, (2.4) can be shown by changing
variable t = ν1z/(ν1z + ν2) for (2.2) with ν1 = 2a1, ν2 = 2a2 and x = (b1/a1)/(b2/a2).
In the following, suppose that a1, a2 ∈ N. (2.5) can be shown by (2.3), 26.5.2 of
Abramowitz and Stegun (1964) above, and 26.5.4 of Abramowitz and Stegun (1964):
n∑
r=a
(
n
r
)
pr(1− p)n−r = Ip(a, n− a+ 1) as follows
θ = I b1
b1+b2
(a1, a2) (∵ (2.3))
= 1− I b2
b1+b2
(a2, a1) (∵ 26.5.2 of Abramowitz and Stegun (1964))
= 1−
a1+a2−1∑
r=a2
(
a1 + a2 − 1
r
)(
b2
b1 + b2
)r (
b1
b1 + b2
)a1+a2−1−r
(∵ 26.5.4 of Abramowitz and Stegun (1964))
=
a2−1∑
r=0
(
a1 + a2 − 1
r
)(
b2
b1 + b2
)r (
b1
b1 + b2
)a1+a2−1−r
.
Finally, (2.6) can be shown by 8.352-2 of Zwillinger (2014) :∫ ∞
x
e−ttndt = n! · e−x
n∑
m=0
xm
m!
(n ∈ N, x ∈ R)(2.7)
as follows
θ = P (λ1 < λ2 |X1, X2)
=
∫ ∞
0
(∫ ∞
λ1
ba22
Γ(a2)
λa2−12 exp(−b2λ2)dλ2
)
ba11
Γ(a1)
λa1−11 exp(−b1λ1)dλ1.
=
∫ ∞
0
(∫ ∞
b2λ1
ba22
Γ(a2)
(
pi2
b2
)a2−1
exp(−pi2)dpi2
b2
)
ba11
Γ(a1)
λa1−11 exp(−b1λ1)dλ1
3
(∵ pi2 = b2λ2)
=
∫ ∞
0
(
a2−1∑
r=0
(b2λ1)
r
r!
exp(−b2λ1)
)
ba11
Γ(a1)
λa1−11 exp(−b1λ1)dλ1 (∵ (2.7))
=
a2−1∑
r=0
ba11 b
r
2
Γ(a1)r!
∫ ∞
0
λa1+r−11 exp(−(b1 + b2)λ1)dλ1
=
a2−1∑
r=0
ba11 b
r
2
Γ(a1)r!
∫ ∞
0
(
pi1
b1 + b2
)a1+r−1
exp(−pi1) · dpi1
b1 + b2
(∵ pi1 = (b1 + b2)λ1)
=
a2−1∑
r=0
Γ(a1 + r)
Γ(a1)r!
(
b1
b1 + b2
)a1 ( b2
b1 + b2
)r
=
a2−1∑
r=0
(
a1 + r − 1
a1 − 1
)(
b1
b1 + b2
)a1 ( b2
b1 + b2
)r
.
We have completed the proof of theorem 1.
Kawasaki and Miyaoka (2012b) expressed θ using the hypergeometric series and
computed it by summing the series. However, in general, it is difficult to calculate the
hypergeometric series. Additionally, it is also difficult to understand the relationship
between θ and other distributions. On the other hand, our expressions above have two
advantages. First, we can calculate θ easily using the cumulative distribution functions of
well-known distributions. Second, we can find the relationship between θ and some values
represented by these cumulative distribution functions. Particularly, from expression
(2.3), we can easily show the relationship between θ and the p-value of the conditional
test in section 3.
Here, we note an assumption for theorem 1. At the beginning of this section, we
supposed the priors to be gamma distributions. However, for theorem 1, we only need
the posteriors to be gamma. Therefore, as long as the posteriors are gamma, we need
not assume the priors to be gamma.
2.2. Examples of the prior distribution
In this section, we consider several examples of the prior of λi. All of the following
examples are gamma distribution or the limit of the gamma distribution, and all the
posteriors are gamma.
Example 1. Non-informative prior;
The non-informative prior distribution is f1(λi) ∝ λ−1i . This is an improper prior
but can be considered the limit of Ga(αi, βi) when (αi, βi) → (0, 0). Here, for ki > 0,
the posterior is Ga(ki, ni). Therefore, when k1, k2 > 0, that is, k1, k2 ∈ N, theorem 1
states
θ = I n1
n1+n2
(k1, k2)
= F2k1,2k2
(
n1/k1
n2/k2
)
=
k2−1∑
r=0
(
k1 + k2 − 1
r
)(
n2
n1 + n2
)r (
n1
n1 + n2
)k1+k2−1−r
4
=k2−1∑
r=0
(
k1 + r − 1
k1 − 1
)(
n1
n1 + n2
)k1 ( n2
n1 + n2
)r
.
When ki = 0, the probability density function of the posterior is
f(λi |Xi) ∝ λ−1i ·
λ0i
0!
exp(−λi) = λ−1i exp(−λi).
Hence, the posterior is improper and not a gamma distribution. Therefore, theorem 1
cannot be applied.
Example 2. Jeffrey’s prior;
The Jeffrey’s prior distribution (Jeffrey, 1946) is f2(λi) ∝ λ−1/2i . This is also an
improper prior but can be considered the limit of Ga(1/2, βi) when βi → 0. Here, the
posterior is Ga(ki + 1/2, ni) for ki ≥ 0. Therefore, theorem 1 states
θ = I n1
n1+n2
(
k1 +
1
2
, k2 +
1
2
)
= F2k1+1,2k2+1
(
n1/(k1 +
1
2 )
n2/(k2 +
1
2 )
)
.
Because ki + 1/2 6∈ N for any ki ∈ N ∪ {0}, we cannot have expression (2.5) and (2.6).
Example 3. Conditional power prior;
Let the historical data x0i ∼ Po(miλi). Then the likelihood for λi is
L(λi |x0i ) =
(miλi)
x0i
x0i !
exp(−miλi).
Here, an example of the conditional power prior distribution (Ibrahim and Chen, 2000)
is given as
f3(λi) ∝ L(λi |x0i )ai · f1(λi)
where ai is the fixed parameter such that 0 < ai ≤ 1 and f1(λi) ∝ λ−1i . Thus
f3(λi) ∝
(
λ
x0i
i exp(−miλi)
)ai · λ−1i
= λ
aix
0
i−1
i exp(−aimiλi).
Hence, the prior of λi is Ga(aix
0
i , aimi) when x
0
i > 0. The posterior is Ga(aix
0
i +
ki, aimi + ni). Therefore, theorem 1 states
θ = I a1m1+n1
(a1m1+n1)+(a2m2+n2)
(a1x
0
1 + k1, a2x
0
2 + k2)
= F2(a1x01+k1),2(a2x02+k2)
(
(a1m1 + n1)/(a1x
0
1 + k1)
(a2m2 + n2)/(a2x02 + k2)
)
.
Here, because a1x
0
1, a2x
0
2 6∈ N in general, we cannot have expression (2.5) and (2.6) in
general. On the other hand, when a1x
0
1, a2x
0
2 ∈ N, we have expression (2.5) and (2.6) as
follows
θ =
a2x
0
2+k2−1∑
r=0
(
a1x
0
1 + k1 + a2x
0
2 + k2 − 1
r
)
5
×
(
a2m2 + n2
a1m1 + n1 + a2m2 + n2
)r (
a1m1 + n1
a1m1 + n1 + a2m2 + n2
)a1x01+k1+a2x02+k2−1−r
=
a2x
0
2+k2−1∑
r=0
(
a1x
0
1 + k1 + r − 1
a1x01 + k1 − 1
)
×
(
a1m1 + n1
a1m1 + n1 + a2m2 + n2
)a1x01+k1 ( a2m2 + n2
a1m1 + n1 + a2m2 + n2
)r
.
3. The relationship between the Bayesian index and the p-value of the con-
ditional test
For binomial proportions, Kawasaki et al. (2014) and Altham (1969) showed the
relationship between the Bayesian index and the one-sided p-value of the Fisher’s ex-
act test under certain conditions. For Poisson parameters, a similar relationship holds
between the Bayesian index and the one-sided p-value of the conditional test.
3.1. Conditional test
From the frequentist perspective, we consider the conditional test based on the
conditional distribution of X1 given X1 + X2 = k1 + k2 (Przyborowski and Wilenski,
1940; Krishnamoorthy and Thomson, 2004). The probability function is
f(X1 = k1 |X1 +X2 = k1 + k2)
=
(
k1 + k2
k1
)(
n1λ1
n1λ1 + n2λ2
)k1 ( n2λ2
n1λ1 + n2λ2
)(k1+k2)−k1
.
To test the null hypothesis H0 : λ1 ≥ λ2 versus the alternative H1 : λ1 < λ2, the p-value
is
p = P (X1 ≤ k1 |X1 +X2 = k1 + k2, λ1 = λ2)
=
k1∑
r=0
(
k1 + k2
r
)(
n1
n1 + n2
)r (
n2
n1 + n2
)k1+k2−r
.(3.1)
Lemma 1. If k2 > 0, then the one-sided p-value of the conditional test with
H0 : λ1 ≥ λ2 vs. H1 : λ1 < λ2 has the following expressions:
p = I n2
n1+n2
(k2, k1 + 1)
= F2k2,2(k1+1)
(
n2/k2
n1/(k1 + 1)
)
=
k1∑
r=0
(
k2 + r − 1
k2 − 1
)(
n2
n1 + n2
)k2 ( n1
n1 + n2
)r
=
1
k2B(k2, k1 + 1)
(
n2
n1 + n2
)k2
· 2F1
(
k2,−k1; 1 + k2; n2
n1 + n2
)
.
If k2 = 0, then p = 1.
Proof. For k2 > 0, the proof is similar to that of theorem 1 with α1, α2 ∈ N. For
k2 = 0, from (3.1),
p =
k1∑
r=0
(
k1
r
)(
n1
n1 + n2
)r (
n2
n1 + n2
)k1−r
= 1.
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3.2. The relationship between the Bayesian index and the p-value of the
conditional test
Theorem 2. If k2 > 0, then between θ = P (λ1 < λ2 |X1, X2) given X1 = k1 +1,
X2 = k2 and the one-sided p-value of the conditional test with H0 : λ1 ≥ λ2 vs. H1 :
λ1 < λ2 given X1 = k,X2 = k2, the following relation holds
lim
(α1,α2,β1,β2)→(0,0,0,0)
θ = 1− p.
Proof. From lemma 1, the p-value given X1 = k1, X2 = k1 is
p = I n2
n1+n2
(k2, k1 + 1).
Therefore, from the relation Iz(a, b) = 1− I1−z(b, a),
1− p = I n1
n1+n2
(k1 + 1, k2).(3.2)
Given X1 = k1 + 1, X2 = k2, on the other hand, a1 = α1 + k1 + 1, a2 = α2 + k2, b1 =
β1 + n1, b2 = β2 + n2. Therefore, the Bayesian index is
θ = I b1
b1+b2
(a1, a2)
= I β1+n1
β1+n1+β2+n2
(α1 + k1 + 1, α2 + k2).(3.3)
From (3.2) and (3.3),
lim
(α1,α2,β1,β2)→(0,0,0,0)
θ = 1− p
holds. We have just completed the proof of theorem 2.
Here, lim
(α1,α2,β1,β2)→(0,0,0,0)
θ equals the Bayesian index with non-informative priors
when k1, k2 > 0.
3.3. Plot of θ and p-value
In this section, we plot and compare the Bayesian index θ = P (λ1 < λ2 |X1, X2)
with the non-informative prior and 1−p of the conditional test. First, we calculate θ and
the one-sided p-value for all pairs of (X1, X2) satisfying 1 ≤ X1 ≤ 2n1 and 1 ≤ X2 ≤ 2n2,
for n1 = n2 = 10, 20, 50, and 100, respectively. In Figure 1, the horizontal axis shows the
difference between sample rates λ̂1 − λ̂2 where λ̂i = Xi/ni, and the vertical axis shows
the difference θ − (1 − p). We can see that θ is always greater than 1 − p. Moreover,
θ− (1− p) tends to be greater when |λ̂1 − λ̂2| is small, and θ− (1− p) tends to decrease
as n1, n2 increases.
In Figure 2, the horizontal axis shows 1− p, and the vertical axis shows θ.
In Figure 3, the horizontal axis shows 1−p given X1 = k1, X2 = k2, and the vertical
axis shows θ given X1 = k1 + 1, X2 = k2. As theorem 2 states, θ always equals 1− p.
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Figure 1. The comparison of θ − (1− p) and λ̂1 − λ̂2 (vertical axis:
θ − (1− p). horizontal axis: λ̂1 − λ̂2 )
4. Generalization
As a generalization for theorems 1 and 2, we consider the generalized version of the
Bayesian index θ = P (λ1/λ2 < c | X1, X2), and investigate the relationship between θ
and the one-sided p-value of the conditional test with the null hypothesis H0 : λ1/λ2 ≥ c
versus the alternative H1 : λ1/λ2 < c. Let pi := λ1/λ2. We consider the posterior of
pi when the posterior of λi is Ga(ai, bi) for i = 1, 2. First, the joint density function of
(λ1, λ2) is
f(λ1 | a1, b1) · f(λ2 | a2, b2) = b
a1
1 b
a2
2
Γ(a1)Γ(a2)
λa1−11 λ
a2−1
2 exp(−(b1λ1 + b2λ2)).
Next, let pi1 = λ2. Then, λ1 = pi · pi1, λ2 = pi1. Finally, the probability density function
of the posterior distribution of pi is
f(pi) =
∫ ∞
0
f(pi · pi1 | a1, b1) · f(pi1 | a2, b2) ·
∣∣∣∣∣∣∣
∂λ1
∂pi
∂λ1
∂pi1
∂λ2
∂pi
∂λ2
∂pi1
∣∣∣∣∣∣∣ dpi1
=
∫ ∞
0
ba11 b
a2
2
Γ(a1)Γ(a2)
(pi · pi1)a1−1pia2−11 exp(−(b1pi · pi1 + b2pi1)) · pi1dpi1
=
ba11 b
a2
2 pi
a1−1
Γ(a1)Γ(a2)
∫ ∞
0
pia1+a2−11 exp(−pi1(b1pi + b2))dpi1
=
ba11 b
a2
2 pi
a1−1
Γ(a1)Γ(a2)
· Γ(a1 + a2)
(b1pi + b2)a1+a2
8
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
(a) n1 = n2 = 10
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
(b) n1 = n2 = 20
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
(c) n1 = n2 = 50
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
(d) n1 = n2 = 100
Figure 2. The comparison of θ given X1 = k1, X2 = k2 and 1 − p
given X1 = k1, X2 = k2 (vertical axis: 1− p. horizontal axis: θ)
=
1
piB(a1, a2)
(
b1pi
b1pi + b2
)a1 ( b2
b1pi + b2
)a2
.
Hence, the cumulative distribution function is
F (x) =
∫ x
0
1
piB(a1, a2)
(
b1pi
b1pi + b2
)a1 ( b2
b1pi + b2
)a2
dpi(4.1)
=
B b1x
b1x+b2
(a1, a2)
B(a1, a2)
= I b1x
b1x+b2
(a1, a2).
From this, we can obtain the expressions of the generalized version of the Bayesian index.
Theorem 3. If the posterior distribution of λi is Ga(ai, bi) with ai, bi > 0 for
i = 1, 2, then, the Bayesian index θ = P (λ1/λ2 < c |X1, X2) has the following three
expressions:
θ = I b1c
b1c+b2
(a1, a2)(4.2)
= F2a1,2a2
(
b1c/a1
b2/a2
)
= 1− 1
a2B(a1, a2)
(
b2
b1c+ b2
)a2
· 2F1
(
a2, 1− a1; 1 + a2; b2
b1c+ b2
)
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Figure 3. The comparison of θ given X1 = k1+1, X2 = k2 and 1−p
given X1 = k1, X2 = k2 (vertical axis: 1− p. horizontal axis: θ)
Additionally, if both a1and a2 are natural numbers, then, θ has the following two addi-
tional expressions:
θ =
a2−1∑
r=0
(
a1 + a2 − 1
r
)(
b2
b1c+ b2
)r (
b1c
b1c+ b2
)a1+a2−1−r
=
a2−1∑
r=0
(
a1 + r − 1
a1 − 1
)(
b1c
b1c+ b2
)a1 ( b2
b1c+ b2
)r
.
Proof. (4.2) can be shown as follows
θ = P
(
λ1
λ2
< c
∣∣∣∣ X1, X2)
= P (pi < c | X1, X2)
= F (c)
= I b1c
b1c+b2
(a1, a2) (∵ (4.2)).
The remainder of the proof is almost the same as that of theorem 1.
On the other hand, the one-sided p-value of the conditional test with H0 : λ1/λ2 ≥ c
versus H1 : λ1/λ2 < c (Przyborowski and Wilenski, 1940; Krishnamoorthy and Thom-
son, 2004) is defined as
p = P (X1 ≤ k1 |X1 +X2 = k1 + k2, λ1/λ2 = c)
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=k1∑
r=0
(
k1 + k2
r
)(
n1c
n1c+ n2
)r (
n2
n1c+ n2
)k1+k2−r
.
Then, we can obtain the following lemma.
Lemma 2. If k2 > 0, then the one-sided p-value of the conditional test with H0 :
λ1/λ2 ≥ c vs. H1 : λ1/λ2 < c has the following expressions:
p = I n2
n1c+n2
(k2, k1 + 1)
= F2k2,2(k1+1)
(
n2/k2
n1c/(k1 + 1)
)
=
1
k2B(k2, k1 + 1)
(
n2
n1c+ n2
)k2
· 2F1
(
k2,−k1; 1 + k2; n2
n1c+ n2
)
.
If k2 = 0, then p = 1.
Proof. The proof is almost the same as lemma 1.
Finally, we can obtain the generalization of theorem 2.
Theorem 4. If k2 > 0, then between θ = P (λ1/λ2 < c |X1, X2) given X1 =
k1 + 1, X2 = k2 and the one-sided p-value of the conditional test with H0 : λ1/λ2 ≥ c vs.
H1 : λ1/λ2 < c given X1 = k1, X2 = k2, the following relation holds
lim
(α1,α2,β1,β2)→(0,0,0,0)
θ = 1− p.
Proof. From lemma 2, the p-value given X1 = k1, X2 = k2 is
p = I n2
n1c+n2
(k2, k1 + 1).
Therefore, from the relation Iz(a, b) = 1− I1−z(b, a),
1− p = I n1c
n1c+n2
(k1 + 1, k2).(4.3)
On the other hand, from (4.2), the Bayesian index given X1 = k1+, X2 = k2 can be
expressed as
θ = I b1c
b1c+b2
(a1, a2)
= I (β1+n1)c
(β1+n1)c+(β2+n2)
(α1 + k1 + 1, α2 + k2).(4.4)
(∵ a1 = α1 + k1 + 1, a2 = α2 + k2, b1 = β1 + n1, b2 = β2 + n2)
Finally, from (4.4) and (4.3),
lim
(α1,α2,β1,β2)→(0,0,0,0)
θ = 1− p.
holds. We have completed the proof of theorem 4.
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5. Application
In this section, we apply the Bayesian index to real epidemiology and clinical trial
data and compare it to the one-sided p-value of the conditional test.
Example 4. Breast cancer study;
Table 1 shows the result of a breast cancer study reported in Rothman and Green-
land (2008). The rates of breast cancer between two groups of women are compared.
One group is composed of the women with tuberculosis who are repeatedly exposed to
multiple x-ray fluoroscopies and the other group is composed of unexposed women with
tuberculosis.
Table 1. Breast cancer study data
cases of breast cancer (Xi) person-years at risk (ni)
Received x-ray fluoroscopy (i = 1) 41 28,010
Control (i = 2) 15 19,017
Let X1, X2 be the independent Poisson processes indicating the numbers of cases
of breast cancer, and n1, n2 be person-years at risk. Here, we suppose Xi
ind∼ Po(niλi)
for i = 1, 2. From Table 1, X1 = 41, n1 = 28, 010 and X2 = 15, n2 = 19, 017. First,
we consider the conditional test with the null hypothesis H0 : λ1 ≤ λ2 versus the
alternative H1 : λ1 > λ2 and the Bayesian index θ = P (λ1 > λ2 |X1, X2, n1, n2) with
the non-informative and Jeffrey’s priors. Table 2 shows the results. Here, 1− p = 0.976.
Hence, θ − (1 − p) = 0.009 and 0.007 with the non-informative and Jeffrey’s priors,
respectively.
Table 2. p-value with H0 : λ1 ≤ λ2 vs. H1 : λ1 > λ2 and Bayesian index P (λ1 > λ2 |X1, X2)
for the breast cancer study data
p-value with Bayesian index P (λ1 > λ2 |X1, X2)
H0 : λ1 ≤ λ2 vs. H1 : λ1 > λ2 non-informative prior Jeffrey’s prior
0.024 0.985 0.983
Next, as in Gu et al. (2008), we consider the test with the null hypothesis H0 :
λ1/λ2 ≤ 1.5 versus the alternative H1 : λ1/λ2 > 1.5 and the Bayesian index P (λ1/λ2 >
1.5 |X1, X2) with the non-informative and Jeffrey’s priors. Table 3 shows the results. In
this case, 1− p = 0.709. Hence, θ − (1− p) = 0.067 and 0.048 with the non-informative
and Jeffrey’s priors, respectively.
Table 3. p-value with H0 : λ1/λ2 ≤ 1.5 vs. H1 : λ1/λ2 > 1.5 and Bayesian index
P (λ1/λ2 > 1.5 |X1, X2) for the breast cancer study data
p-value with Bayesian index P (λ1/λ2 > 1.5 |X1, X2)
H0 : λ1/λ2 ≤ 1.5 vs. H1 : λ1/λ2 > 1.5 non-informative prior Jeffrey’s prior
0.291 0.776 0.757
Example 5. Hypertension trials;
Table 4 shows the result of the two selected hypertension clinical trials in Table II
in Arends et al. (2000). We assume that the trial 1 is of interest and we utilize the
trial 2 data to specify the conditional power priors described in section 2.2. Let X1, X2
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be the independent Poisson process indicating the number of deaths, and n1, n2 be the
number of the person-year in trial 1, and let x01, x
0
2 be the independent Poisson process
indicating the number of deaths, and m1,m2 be the number of the person-year in trial
2. Here we suppose Xi ∼ Po(niλi), x0i ∼ Po(miλi), and X1, X2, x01, x02 are independent.
From Table 4, X1 = 54, n1 = 5, 635, X2 = 70, n2 = 5, 600, x
0
1 = 47,m1 = 5, 135, x
0
2 =
63,m2 = 4, 960.
Table 4. Hypertension trials data
Treatment group Control group
death number of person-year death number of person-year
Trial 1 54 5,635 70 5,600
Trial 2 47 5,135 63 4,960
We consider the test with the null hypothesis H0 : λ1 ≥ λ2 versus the alternative
H1 : λ1 < λ2 and the Bayesian index θ = P (λ1 < λ2 |X1, X2) with the non-informative
prior and the conditional power priors. For the conditional power prior, we assume
a1 = a2(=: a) and take a = 0.1, 0.5, and 1.0. Table 5 shows the result. Here 1−p = 0.917
and θ with the non-informative prior is 0.930. Additionally, θ with the conditional power
priors are greater than that with the non-informative prior. Moreover, when a increases,
θ also increases.
Table 5. p-value and Bayesian index for the hypertension trials data (a = a1 = a2)
p-value with Bayesian index P (λ1 < λ2 |X1, X2)
H0 : λ1 ≥ λ2 vs. H1 : λ1 < λ2 non-informative prior conditional power prior
a = 0.1 a = 0.5 a = 1.0
0.083 0.930 0.942 0.971 0.988
Here, suppose that θ ≥ 0.95 is effective. Then, with the non-informative prior,
effectiveness is similar to p < 0.05 because θ is similar to 1 − p. On the other hand,
with the conditional power prior with suitable historical data, effectiveness is more easily
satisfied than p < 0.05.
6. Conclusion
In this paper, we provided the cumulative distribution function expressions of the
Bayesian index θ = P (λ1 < λ2 |X1, X2) for the Poisson parameters, which can be more
easily calculated than the hypergeometric series expression in Kawasaki and Miyaoka
(2012b). Next, we showed the relationship between the Bayesian index with the non-
informative prior and the one-sided p-value of the conditional test with H0 : λ1 ≥ λ2
versus H1 : λ1 < λ2. This relationship can be considered as the Poisson distribution
counterpart of the relationship between the Bayesian index for binomial proportions and
the one-sided p-value of the Fisher’s exact test in Kawasaki et al. (2014). Additionally,
we generalized the Bayesian index to θ = P (λ1/λ2 < c |X1, X2), expressed it using the
cumulative distribution functions and hypergeometric series, and investigated the rela-
tionship between θ and the one-sided p-value of the conditional test with H0 : λ1/λ2 ≥ c
versus H1 : λ1/λ2 < c. By the analysis of real data, we showed that the Bayesian index
with the non-informative prior is similar to 1−p of the conditional test and the Bayesian
index with the conditional power prior with suitable historical data can potentially im-
prove the efficiency of inference.
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