We address for the first time the issue of motion blur in light field images captured from plenoptic cameras (instead of camera arrays), where the spatial sampling in each view is decimated. We propose a solution to the estimation of a sharp light field given a blurry one, when the motion blur point spread function is unknown, i.e., the so-called blind deconvolution problem. Unfortunately, the (decimated) spatial sampling of each light field view does not allow the use of current blind deconvolution approaches for traditional cameras. Also, due to the complexity of the imaging model, we investigate first the case of uniform (shift-invariant) blur of Lambertian objects, i.e., when objects are sufficiently far away from the camera to be approximately invariant to depth changes and their reflectance does not vary with the viewing direction. We introduce a highly parallelizable model for light field motion blur that is computationally and memory efficient. We then adapt a regularized blind deconvolution approach to our model and demonstrate its performance on both synthetic and real light field data.
I. INTRODUCTION With Lytro and Raytrix [1] , [2] , plenoptic cameras have entered into the realm of consumer photography by demonstrating capabilities, such as digital refocusing, not possible in traditional devices. This has led to an increased interest in the scientific community in high-quality light field reconstruction. As these commercial cameras are portable, camera shake is sometimes unavoidable and may result in blurry light fields. Similarly, due to the finite exposure of the sensor, pictures of moving objects might also appear blurry.
Until now, software for these imaging systems has not been designed to handle motion blur (see Fig. 1 for an example of a real motion blurred light field). In contrast, motion blur in conventional cameras has been widely studied and current methods achieve remarkable results (see, for instance, [9] , [26] , [36] , [11] , [22] ). Unfortunately, conventional images and light field (LF) images undergo a quite different process when motion blurred and therefore current methods cannot be adapted in a straightforward manner. For instance, motion blur is never shift-invariant in a blurred light field. This behavior is due to the additional microlens array between the main lens and the sensors in the LF camera [25] .
When a LF camera moves relative to an object the measured light field will be a combination of out of focus blur (due to the microlenses) and motion-blur. All these effects can be captured in a model, but its complexity leads to a very computationally intensive and memory inefficient mapping. Because of these challenges, most of recent work ignores blur when dealing with light fields. However, we show that, when imaging scenes at infinity or fronto parallel, it is possible to describe a motion blurred light field as a linear combination of parallel convolutions (see sec. III-A). As a result, the model is extremely computationally and memory efficient. This model is then used to solve the problem of recovering the motion blur and a sharp image of the scene via an alternating minimization technique. As a regularizer for the sharp image, we use total variation.
II. RELATED WORK
There is no prior work that deals with motion blurred light field reconstruction. However, since our work relates to both light field reconstruction and motion deblurring, we provide a brief overview of some methods developed in both areas.
Single image motion deblurring. Motion deblurring involves the joint estimation of a sharp image and a blur kernel [38] . Because of its ill-posedness, motion deblurring is typically addressed by enforcing prior information on the sharp image and on the blur kernel [9] , [11] , [26] , [36] , [20] . Commonly used image priors enforce a heavy-tail distribution on the image gradients, as suggested by recent findings in natural image statistics [28] . A popular choice is the Laplace distribution [22] , total variation (TV) regularization [39] , [7] or L 0 regularization [37] . Some other methods encourage sharp edges by using a shock filter [9] , [36] or a dictionary of sharp edges [29] . For the blur function some methods use a Gaussian distribution [36] , [9] , others a sparsity-inducing distribution [11] , [27] or a uniform distribution [22] . The aforementioned recent methods assume uniform blur across the image plane. With the introduction of a novel blur formation model many algorithms can be adapted to include also rotational camera shake blur [30] , [35] , [13] , [15] , [16] . Nonetheless, the increase in the dimension of the blurring function could results in more computational load which may not lead to significant improvement over the space-invariant deblurring schemes [19] . Other methods attempt to solve general space-varying motion deblurring by estimating locally uniform blur and carefully interpolate them to cope with regions with poor texture [17] , or by iteratively employing a uniform deblurring and segmentation algorithms [18] .
Plenoptic cameras, camera arrays and calibration. The first plenoptic camera was developed by Adelson and Wang for inferring scene depth from a single snapshot [3] . The portable design by Ng et al. with the use of microlens arrays triggered the development of handheld light field cameras [25] . The main drawback of the first image reconstruction methods for plenoptic cameras was their limited spatial resolution. To overcome this problem, techniques for super-resolving the data up to sensor resolution have since then been proposed [4] , [24] . Danserau et al. propose a decoding, calibration and rectifying procedure for lenselet-based plenoptic cameras [10] . They present a 15 parameter plenoptic camera model that relates pixels to rays in 3D space. Cho et al. [8] develop a method for camera calibration as well as for rendering the light field at a higher resolution. Both [10] and [8] demonstrate their method on the Lytro camera. Light field data can also be obtained by using camera arrays or a gantry-based moving camera [23] , [31] . A camera array-based design for practical mobile devices which can synthesize high resolution images and depth maps is proposed in [32] . An important difference between camera arrays and plenoptic cameras is that the spatial and angular sampling resolutions are different. In the case of the plenoptic cameras the spatial sampling is low while the angular sampling is high. The opposite is true in the case of camera arrays. We also found out that recent work of Broxton et al. [6] might suggest a fast computational scheme similar to the one proposed here (a very short explanation is given in a paragraph in sec.3.4 of [6] ). However, our and this scheme were developed simultaneously. Moreover, our scheme includes the case of motion blur.
Light field reconstruction methods. Wanner and Goldlücke [34] propose a technique to super-resolve 4D light fields in both spatial and angular direction. In related work, Goldlücke et al. [12] propose also a super-resolution framework to increase the texture quality obtained from a camera array system. Other recent work is that of Heber et al. [14] where the optimization is solved via a Primal-Dual method. Georgiev et al. [5] incorporate demosaicing as part of the reconstruction process, claiming the theoretical possibility for rendering natural images at full sensor resolution.
Contributions. Our focus is on lenselet-based plenoptic cameras and we consider only uniform motion blur and Lambertian scenes. The contributions of our work can be summarized as: i) This work is the first solution to motion deblurring of light field images from a plenoptic camera. ii) We propose a computationally and memory efficient imaging model for motion blurred LF images. iii) We solve a joint blind deconvolution and super resolution problem as the light field is recovered at a resolution much higher than that of a single view.
III. IMAGING MODEL
In this section we introduce notation and the complete model for a light field image. The model relates the light field image captured by a plenoptic camera with the scene radiance via an explicit PSF. We choose the microlens array plane to be the domain of the scene texture g. The light field image f is defined on the image sensor plane. Let p denote the coordinates of a point on the microlens array and x denote a pixel location on the sensor plane. We have p = [p 1 p 2 ] T , and
In general, the PSF h depends on the scene depth map and the parameters of the plenoptic camera. An explicit formula is available in [6] , [4] . As discussed in the Introduction, we consider the case where objects are at infinity or when the depth map is constant and known. A relative motion between the camera and the scene during the exposure interval causes the light field image to be motion blurred.
The observed motion blurred LF image can be written as a weighted sum of multiple light field images corresponding to shifted scene texture. The weights define the motion blur PSF h m . We then have the motion blurred light field f m as
where g m (p) . = q h m (q)g(p − q). The model (2) is made very inefficient because of the highly dimensional PSF h. In the next section we explain how to drastically reduce its complexity by exploiting its highly parallelizable structure.
A. Convolution-based LF image generation
A direct implementation of eq. (1) is practically not feasible due to the memory and computation requirements. For instance, if the scene radiance and the light field image were 1 mega pixels, the number of elements necessary to store h would be of the order of 10 12 . Although h is sparse, performing the sum and product calculation in eq. (1) would still be computationally intensive. We address these shortcomings by exploiting the structure of LF PSFs. As a result we obtain an exact and efficient implementation of LF image generation that is highly parallelizable.
We first provide an intuitive explanation of the key idea that we exploit. Then, we present it formally. Consider two LF images that are generated with the same texture g, but differ by a small shift of g along the X axis. If the shift in the texture g matches the distance between two microlenses, the two LF images will turn out to be exact copies of each another up to a shift equal to the number of pixels under a microlens. To illustrate this fact, we captured a few real light field images by shifting a poster from left to right while keeping our LF camera still. In the first row of Fig. 2 , we show the same region cropped from three light field images. We can observe the shift of the edge pattern in these images as the poster is shifted. Now compare the first with the third image. They are (almost) identical up to a shift of 1 microlens. To better see such match, we then show in the second row of Fig. 2 zoomed-in patches. While the red and green patches are almost similar, the yellow patch has a shift corresponding to one microlens (with respect to the red patch). The blue patch corresponds to a texture with an intermediate shift. Thus, we can see that there is a periodic structure in the light field. The artifact at the edge of a microlens visible in the zoomed-in patches is due to dust on CCD sensor.
To formalize this periodicity, we need to introduce some basic notation. Suppose there are J×J pixels under each microlens in the sensor plane. A pixel location x can be written as x = kJ + j, where j = [j 1 j 2 ], j 1 , j 2 ∈ [0, . . . , J − 1], and k = [k 1 k 2 ] with k 1 , k 2 ∈ Z. It should be noted that while all those pixels with the same j correspond to a view (like one image from a camera array), those with the same k correspond to the image within a single microlens. We decompose the coordinates p on the microlens plane in a similar fashion. If two microlenses are D units apart, then we write p = bD + t,
Now consider two points p and q located in different microlenses in such a way that their relative position with respect to the microlens center is the same (i.e., both have the same value of t). Then, the PSFs h(x, p) and h(x, q) will be shifted versions of each another. Technically, this is because the PSF of the light field image is given by the intersection of the main lens blur disc and the microlens array. A shift of a point light source will cause the main lens blur disc onto the microlens array to shift in the opposite direction. If this shift corresponds exactly to the microlens diameter, then the intersection will be identical up to a shift to the intersection with the initial point light source. This exploits the regularity of the microlens array. Thus, we can write
for any y, where y = [y 1 y 2 ], y 1 , y 2 ∈ Z. The first observation is that we only need to store J 2 × D 2 blur kernels, as the others can be obtained by using eq. (3). Secondly, the extent of the blur will be limited (for example, see Fig. 3 ) so that in practice it is sufficient to use fewer than J × J microlenses. Thus, we have obtained a memory efficient representation of the PSF h. h(x − bJ, t)g m (bD + t).
Then, by expressing x as x = kJ + j, we get
= h (kJ + j, t) (i.e., just a rearrangement 6 of the same pixels). Then, for every value of j, we havê
and finallyf
where * denotes the convolution operation. Eq. (6) indicates that we can arrive at the LF image by performing convolutions for every possible value of t and j. Note that these convolutions are completely independent and therefore can be executed in parallel. In Fig. 3 we illustrate a light field PSF. As can be observed, for each t the extent of the blur is limited. These small kernels are then used to calculate the convolutions in eq. (7).
IV. LIGHT FIELD MOTION DEBLURRING Given a motion blurred LF image, our objective is to estimate the sharp scene texture. By using the camera calibration parameters we compute an explicit PSFĥ. Then, to solve for both the motion blur PSF and the latent sharp texture from a single blurred LF image, we jointly estimate the motion blur PSF and latent texture by using an alternating minimization procedure.
Based on the model (7) for f m discussed in sec. III, the objective function can be written as
where g BV . = ||∇g(p)|| 2 dp, with ∇g . = [g x g y ] T , is the total variation of g, and λ > 0 regulates the amount of total variation. The norm · 1 corresponds to the L 1 norm.
To solve the above problem, we use the Total Variation blind deconvolution algorithm of [7] . The optimization is solved via an iterative procedure, where at each iteration n the current estimate of the sharp texture is given byḡ
for some step > 0 and where h m (q) = h m (−q). For the blur kernel h m the iteration iš
The last updatedĥ n−2/3 m is used to set h n m by using the following sequential projections 
Notice that all steps can be computed very efficiently via convolutions as presented in sec. III-A. Furthermore, in our implementation we also use a pyramid-based scheme which facilitates faster convergence. 
V. EXPERIMENTAL RESULTS
We evaluate our light field blind deconvolution algorithm on several synthetic and real experiments. For synthetic experiments, we artificially generate motion blurred light fields by assuming scene texture, depth, camera parameters, and motion blur kernel. We perform real experiments using images of motion-blurred scenes captured with a plenoptic camera prototype developed in [4] .
We generate 8 motion blurred light fields (from the dataset of Levin et al. [21] ) with 0% and 2.5% additive zero mean Gaussian noise, and we compare our proposed method (we call it one-step in the figures and tables) to two additional cases: 1) Recover the texture from the light field by ignoring motion blur (we call it Initial); 2) Apply a standard blind deconvolution method to the texture recovered in Initial (we call it two-step). For the noise-free experiments we set the parameters λ = 4 · 10 −4 for both methods, while for the experiment with noisy images we set λ = 10 −3 (all input light fields are rescaled between 0 and 1). In our comparison we used the Peak Signal-to-Noise Ratio (PSNR) and the Structural Similarity Index (SSIM) [33] metrics. Since between the blur function and the sharp image there is a translational ambiguity, for each image we take the maximum PSNR and SSIM among all the possible shifts between the estimate and ground truth image. In Table I we show the mean and standard deviation PSNR and SSIM for the one-step, two-step, and for the Initial method results. Both one-step and two-step methods show an improvement over the Initial image, with the one-step method outperforming the two-step method for both metrics. The two-step method has also a larger standard deviation due to some failures for particularly difficult blurry images. On the contrary, the one-step has a small standard deviation and therefore is more consistent and robust. In Fig. 4 we show a more detailed statistical analysis of the results shown in Table I . The use of the median and of the Median Absolute Deviation (MAD) allows a comparison between the two different methods without excessively considering outliers. Nonetheless, the one-step method still results in a better overall performance. The benefits of our one-step deblurring approach become clearer when the input images are noisy. In Table I and in Fig. 4 we show how the one-step method is able to cope with noisy images without a significant loss of accuracy. Conversely, the two-step approach has an unacceptable drop in both average PSNR and SSIM. Fig. 5 reveals the main reason for the poor performance of the two-step method: the motion deblurring step enhances both the sharpness of the noise and the sharpness of the true image texture, and therefore results in a worse overall performance. By taking advantage of the redundancy given by the light field image the one-step method reduces both the noise and the motion blur effects.
In Fig. 6 to 9 we show additional synthetic results. Fig. 6 and 8 use noise-free LFs. Fig. 7 and 9 use noisy LFs with 2.5% additive Gaussian noise. Notice how the one-step approach can achieve better robustness to outliers and noise than the two-step approach. SSIM statistics for 2.5% noisy images. Fig. 4 . Statistics on synthetic deblurring experiments (it is recommended that images are viewed in color). We show with a blue star the mean PSNR and SSIM and with blue brackets the standard deviation from the mean. A red dot denotes the median and the red brackets the median absolute deviation (MAD) from the median. We denote outliers with a black dot.
Detail of Initial estimated image with a noisy input image.
Detail of two-step estimated image with a noisy input image.
Detail of one-step estimated image with a noisy input image. VI. CONCLUSIONS We have presented the first motion deblurring method for plenoptic cameras. Our method extends classical blind deconvolution methods to light field cameras by modeling the interaction of motion blur and defocus point spread functions. Moreover, our model is highly parallelizable and memory efficient. To solve blind deconvolution we propose an alternating minimization procedure that estimates a sharp and super resolved image and the unknown motion blur given a blurry light field. In this paper we have studied the case of uniform blur. In future work we also plan to extend this model to the case of space-varying blur, so that depth variations can be handled. This case, however, will introduce formidable computational challenges as the fast model in sec. III-A will not longer hold. 
