The robust stability of uncertain discrete-time recurrent neural networks with time-varying delay is investigated. By decomposing some connection weight matrices, new Lyapunov-Krasovskii functionals are constructed, and serial new improved stability criteria are derived. These criteria are formulated in the forms of linear matrix inequalities LMIs . Compared with some previous results, the new results are less conservative. Three numerical examples are provided to demonstrate the less conservatism and effectiveness of the proposed method.
Introductionn
In recent years, recurrent neural networks see 1-7 , such as Hopfield neural networks, cellular neural networks, and other networks have been widely investigated and successfully applied in all kinds of science areas such as pattern recognition, image processing, and fixed-point computation. However, because of the finite switching speed of neurons and amplifiers, time delay is unavoidable in nature and technology. It can make important effects on the stability of dynamic systems. Thus, the studies on stability are of great significance. There has been a growing research interest on the stability analysis problems for delayed neural networks, and many excellent papers and monographs have been available. On the other hand, during the design of neural network and its hardware implementation, the convergence of a neural network may often be destroyed by its unavoidable uncertainty due 2 Discrete Dynamics in Nature and Society to the existence of modeling error, the deviation of vital data, and so on. Therefore, the studies on robust convergence of delayed neural network have been a hot research direction. Up to now, many sufficient conditions, either delay-dependent or delay-independent, have been proposed to guarantee the global robust asymptotic or exponential stability for different class of delayed neural networks see 8-13 . It is worth pointing out that most neural networks have been assumed to be in continuous time, but few in discrete time. In practice, the discrete-time neural networks are more applicable to problems that are inherently temporal in nature or related to biological realities. And they can ideally keep the dynamic characteristics, functional similarity, and even the physical or biological reality of the continuous-time networks under mild restriction. Thus, the stability analysis problems for discrete-time neural networks have received more and more interest, and some stability criteria have been proposed in literature see [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . In 14 , Liu et al. researched a class of discrete-time RNNs with time-varying delay, and proposed a delay-dependent condition guaranteeing the global exponential stability. By using a similar technique to that in 21 , the result obtained in 14 has been improved by Song In this paper, the connection weight matrix C is decomposed, and some new Lyapunov-Krasovskii functionals are constructed. Combined with linear matrix inequality LMI technique, serial new improved stability criteria are derived. Numerical examples show that these new criteria are less conservative than those obtained in 14-17 .
Notation 1.
The notations are used in our paper except where otherwise specified. · denotes a vector or a matrix norm; R, R n are real and n-dimension real number sets, respectively; N is nonnegative integer set. I is identity matrix; * represents the elements below the main diagonal of a symmetric block matrix; Real matrix P > 0 < 0 denotes that P is a positive definite negative definite matrix; N a, b {a, a 1, . . . , b}; λ min λ max denotes the minimum and maximum eigenvalue of a real matrix.
Preliminaries
Consider a discrete-time recurrent neural network with time-varying delays 17 described by 
. . , c n with |c i | < 1 describes the rate with which the ith neuron will reset its potential to the resting state in isolation when disconnected from the networks and external inputs; C, A, B ∈ R n×n represent the weighting matrices; ΔC k , ΔA k , ΔB k denote the Discrete Dynamics in Nature and Society 3 time-varying structured uncertainties which are of the following form:
where K, E c , E a , E b are known real constant matrices with appropriate dimensions, F k is unknown time-varying matrix function satisfying F T k F k ≤ I, for all k ∈ N . The nominal Σ 0 of Σ can be defined as
To obtain our main results, we need to introduce the following assumption, definition and lemmas.
where σ − i , σ i are known constant scalars. As pointed out in 16 under Assumption 1, system 2.3 has equilibrium points.
T is an equilibrium point of 2.3 and let y i k
Then, system 2.3 , can be transformed into the following form:
where y k Definition 2.2. The delayed discrete-time recurrent neural network in 2.5 is said to be globally exponentially stable if there exist two positive scalars α > 0 and 0 < β < 1 such that
where
3.3
Proof. Construct a new augmented Lyapunov-Krasovskii functional candidate as follows:
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0 is zero matrix with appropriate dimensions:
Then along the solution of system 2.5 we have
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3.8
On the other hand, 
3.11
12
From Lemma 2.3 we can obtain
3.14
ΔV 5 k k 1−τ m j k 2−τ M k i j y T i Q 1 y i − k−τ m j k 1−τ M k−1 i j y T i Q 1 y i k−τ m j k 1−τ M k i j 1 y T i Q 1 y i − k−τ m j k 1−τ M k−1 i j y T i Q 1 y i k−τ m j k 1−τ M y T k Q 4 y k − y T j Q 1 y j τ M − τ m y T k Q 1 y k − k j k 1−τ M y T j Q 1 y j .
3.15
11
Similarly,
3.16
From Lemma 2.5, for any positive diagonal matrix D 1 , D 2 , it follows that
3.17
Combining 3.7 -3.17 , we get
If the LMI 3.2 holds, it follows that there exists a sufficient small scalar ε > 0 such that
On the other hand, it can easily to get that
12
Then by 3.19 and 3.20 , we get
where ε 1 −εθ 2λ max P θ − 1 , ε 2 λ θ − 1 . Therefore, for arbitrary positive integer N ≥ τ M 1, summing up both sides of 3.21 from 0 to N − 1, we can obtain
3.22
Noting that , i 2, 3 , . . . , 21 are introduced so as to reduce the conservatism of the delaydependent result. Moreover, the decomposition of matrix C C 1 C 2 makes the conservatism of the stability criterion reduce further, since the elements of matrices C 1 , C 2 are not restricted to −1, 1 any more. Remark 3.3. Since Theorem 3.1 holds for arbitrary matrices C 1 , C 2 satisfying C 1 C 2 C, then, when C 1 0 or C 2 0, respectively, we can easily obtains the following simplified useful corollaries. 
Corollary 3.4. For any given positive scalars
where 
3.27
Remark 3.6. It is worth pointing out that Theorem 3.1 and Corollary 3.4 can be easily extended to robust exponential stability conditions. As for the stability of system 2.1 , according to Lemma 2.4, we can obtain the following robust stability results. 
3.31
Proof. Replacing A, B, C in system 2.5 with A KF t E a , B KF t E b and C KF t E c , respectively. Then, system 2.5 can be transformed into the following equivalent form:
3.33
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Constructing a new augmented Lyapunov-Krasovskii functional candidate as follows:
. . , V 6 k are the same as in Theorem 3.1.
Define ΔV k V k 1 − V k . Then along the solution of system 3.32 we have
18
Noting that
3.40
Combining 3.12 -3.17 , 3.36 -3.40 , similar to the proof of Theorem 3.1, one can easily obtain this result, which completes the proof. 
Numerical Examples
In this section, three numerical examples will be presented to show the validity of the main results derived above. Table 1 shows that our results are less conservative than these previous results.
20
4.3
The activation functions are given by f 1 x tanh 0.55x sin 0.45x , f 2 x tanh 0.65x sin 0. Set 50, by using the MATLAB toolbox, the allowable upper bounds τ M for given τ m are showed in Table 2 . Obviously, our results are less conservative than these previous results. Set 50, by using the MATLAB toolbox, the allowable upper bounds τ M for given τ m are showed in Table 3 .
The free-weighting matrices are obtained as follows when τ m 2, τ M 60: 
