In this paper, we will prove a zero comparison theorem of Sturm-Liouville type for linearized harmonic heat flow in form of
Introduction
A first zero comparison theorem was investigated by Nickel [8] in 1962, and revived by Matano [6] in 1982 and later by [5] , [1] , [2] for one dimensional parabolic equation where I is an finite or infinite open interval in R, where they showed that the counting number Z(u(·, t)) of the zero set is monotone nonincreasing in time, together with some other properties. Properties of these types were later developed by Filippas-Kohn [4] , Chen-Poláčik [3] and Matano-merle [7] to (1.2) u t = u rr + n − 1 r u r + c(r, t)u, ∀r ∈ I, t ∈ (T 1 , T 2 ) in studying of semilinear heat equation
of Fujita type.
In this paper, we will study the solution to
in case v(0, t) ≡ 0, ∀t ∈ (t 1 , t 2 ). Furthermore, the following boundary condition (1.5) v(r, t) ≡ 0 or v(r, t) 0, ∀r = 0, R, t ∈ (t 1 , t 2 )
is imposed. The following main theorem will be proven in Section 2, 3.
Let v be a classical solution of (1.4) on [0, R] × (t 1 , t 2 ) which is not identical to zero and satisfies (1.5) for some 0 < R < +∞. We define
to be the zero number of v(·, t) counting multiplicity. Then
Equation in form of (1.4) comes from the linearization equation of
where g is the induced metric of S m and A u :
Crucial lemmas
Comparing to equation in form of (1.1) or (1.2) , there is an extra singular term b(r,t)
So, we surely can prove a similar zero comparison theorem of Sturm-Liouville type. To prove the main result, we need several crucial lemmas. The first one is the following.
If v is not identical to zero, then (i) for any t 0 ∈ (t 1 , t 2 ), there exist nonnegative interger k and a solution ψ(r) of
such that ε −k v(εr, t 0 −ε 2 ) tends to ψ(r) local uniformly in C 2+α loc ([0, +∞)), α ∈ (0, 1) as ε ↓ 0, and (ii) for any t 0 ∈ (t 1 , t 2 ) and r 0 0, there exist nonnegative interger k and a solution ψ(r) of
Proof. Away from origin, b(r,t) r 2 is a bounded function. So, part (ii) is inferred from part (ii) of Lemma 2.5 in [3] . We remain to show that part (i) holds. In fat, by Lemma ?? below, there exists a nonnegative integer k, such that for some nonnegative integers α 0 and β 0 satisfying α 0 + 2β 0 = k, the following condition
When we denote
for any β ≥ 0, as long as R ≥ 1. Moreover,
In order to show that V ∞ (r, s) equals to a solution ψ of (2.1), we need the following decaying estimation:
after integration by parts. Using (2.6) and
Noting that
and thus V ∞ is a steady state of (2.5). Because of
to show that V ∞ fulfils (2.1), we need only to verify that
So,
for all r > 0. Integrating again over [0, R], we obtain
Therefore, one can conclude that V ∞ (r) ≡ 0 in 0, m m+k−1 . And thus V ∞ must be identical to zero on [0, +∞) by uniqueness of ordinary differential equation, which is contradicting with the non-triviality of V ∞ mentioned above. So, (2.9) holds and the lemma was now proven.
We can now complete the proof of Lemma 2.1 by showing:
Under assumptions of Lemma 2.1, the solution to (1.4) can not vanish at (0, t 0 ) with infinitely many order.
Proof. At first, after replacing v by r v, (1.4) changes to
Suppose that v is not identical to zero, then there exist δ 0 > 0 and
Taking a cut-off function ζ ∈ C ∞ ([0, +∞)) such that
, we have w satisfies that 
it's not hard to show that the gaps of consecutive eigenvalues are bounded from below by 1/2 (see for example [10] ). Noting also that B(·, s) → 0 as s → +∞, the result in [1] (Lemma 5, Page 435) guarantees the decaying rate of w can not be faster than exponential, and hence the conclusion of the lemma holds true.
Considering the linear parabolic equation
with bounded coefficients, and imposing the boundary condition
Angenent has proven in [2] (see also Lemma 2.3 in [3] ) the following lemma:
Letting v be a classical solution to (2.14) and (2.15), Z(v(·, t)) is finite and monotone non-increasing for any t ∈ (t 0 , t 1 ). Moreover, if v x (x 0 , t * ) = 0 at (x 0 , t * ) ∈ (a, b) × (t 0 , t 1 ), we have
As a corollary of Lemam 2.1 and 2.3, we obtain a parallel version to Lemma 2.6 in [3] : Lemma 2.4. Under the assumptions in Theorem 1.1. For any t 1 < t 0 < t 2 , there exists a small ε 0 > 0 such that
Proof. By Lemma 2.1, v(·, t) has only simple zero at origin for t ∈ (t 0 − ε 0 , t 0 ) as long as ε 0 is chosen to be small. Being away from the origin, ( ·, t) ).
Then the followings hold true:
(i) There are m + 1 continuous functions
(iv) v(·, t 0 ) has only simple zeros if and only if 0 = ζ 0 (t 0 ) < ζ 1 (t 0 ) < · · · < ζ m (t 0 ).
Proof. Part (i) is clear a consequence of Lemma 2.4 and implicit function theorem. Suppose that (ii) is not true for some 0 < i ≤ m, then
Taking some r 0 ∈ (r − , r + ), by part (ii) of Lemma 2.1, there exist nonnegative integer k and a solution ψ(r) of (2.3), such that ε −k v(r 0 + εr, t 0 − ε 2 ) tends to ψ(r) local uniformly as ε ↓ 0. Now, letting r 1 > 0 such that ψ(r 1 ) 0, we have v(r, t) 0 for any r = r 0 + r 1 √ t 0 − t, t ∈ (t 0 − ε 0 , t 0 ) and small positive number ε 0 . However, by definition of r − and r + , the nodal set of v intersects with the curve r = r 0 + r 1 √ t 0 − t, t ∈ (t 0 − ε 0 , t 0 ) infinitely many times. Contradiction holds and thus gives the proof of part (ii).
To show the part (iii) we claim that if ζ i (t 0 ) < ζ i+1 (t 0 ) for some 0 ≤ i ≤ m − 1, then v(r, t 0 ) 0 for ζ i (t 0 ) < rζ i+1 (t 0 ). In fact, noting that v(r, t) = 0 for r = ζ i (t), ζ i+1 (t) and t ∈ (t 0 − ε 0 , t 0 ], the claim follows from the strong maximum principle of parabolic equation. So part (iii) holds true.
Finally, the only if part of (iv) is a corollary of differential intermediate value theorem, while the if part follows from Hopf's boundary lemma for parabolic equation. The proof of Lemma 2.5 is completed.
Finally, a minor change of Lemma 2.8 in [3] yields the following lemma.
Lemma 2.6. Under the assumptions of Theorem 1.1 and let t 1 
then there also exist m
If v(·, T 2 ) has only simple zeros and Z(v(·, T 2 )) = m + 1, then there are
Proof.
Letting Ω ⊂ [0, R] × (t 1 , t 2 ) be a connected component of support of v containing ( r i +r i+1 2 , T 2 ), we claim first that for any t ∈ (t 1 , T 2 ), the line [0, R] × {t} intersects with Ω. If not, then there exists t * ∈ (t 1 , T 2 ), such that Ω lies above the line ( r i +r i+1 2 , t * ). Then, Ω forms a paraboloid type domain and v vanishes on its boundary. By strong maximum principle, we conclude that v ≡ 0 inside Ω, which contradicts with the non-triviality of v. So, part (i) holds and part (ii) follows from intermediate value theorem.
Complete the proof of main theorem
Now, we can complete the proof of Theorem 1.1 as follows. Proof of Theorem 1.1: In case v(0, t) 0, ∀t ∈ (t 1 , t 2 ), all zeros of v located away from r = 0, and hence conclusion follows from a slightly variant version of Lemma 2.2 in [1] (or Lemma 2.3 in [3] ) since no singular term presence for r ≥ r 0 > 0. In case v(0, t) ≡ 0, ∀t ∈ (t 1 , t 2 ), if v r (0, t 0 ) is also vanishing, it yields from Lemma 2.1 that there exists ε 0 > 0, such that r = 0 is only simple root of v(·, t) for t ∈ (t 0 − ε 0 , t 0 ). So, part (i) of theorem 1.1 was shown in Lemma 2.5 (iii). To show parti (ii), fixing any t 1 < T 1 < T 2 < t 2 , one has Z(v(·, s)) ≥ Z(v(·, T 2 )) and the zeros of v(·, s) are all simple for s closing sufficiently to T 2 from below by Lemma 2.4 and 2.7'. Combining with Lemma 2.6, we conclude that Z(v(·, T 1 )) ≥ Z(v(·, s)) and obtain part (ii) of Theorem 1.1. Finally, for arbitrary t 1 < T 1 < T 0 < T 2 < t 2 , we want to show that v(·, T 0 ) has only simple zeros provided Z(v(·, T 1 )) = Z(v(·, T 2 )) = m + 1. Actually, by Lemma 2.6', if one takes s to be closing sufficiently to T 2 from below, the zeros of v(·, s) are all simple. Moreover, Z(v(·, s)) = m + 1 by part (ii) of Theorem 1.1. Thus, it's inferred from Lemma 2.6 (ii) that there exist
So, all zeros of v(·, T 0 ) are simple and the proofs of Theorem 1.1 were completed.
It's notable to remark that when the end point r = R is replaced by a moving free boundary r = R(t), conclusion of Theorem 1.1 still holds true. One need only using the transformation v(r, t) = v(R −1 (t)r, t).
As a consequence of the theorem, we also have the following corollary: Corollary 3.1. Let v be a classical solution of (1.4) on [0, R] × (t 1 , t 2 ) or on [0, +∞) × (t 1 , t 2 ), which satisfies (1.5) when 0 < R < +∞. Suppose that for some t 1 < t * < t * < t 2 and r * ∈ [0, R] (or r * ∈ [0, +∞) respectively), there holds
then v(r, t) ≡ 0.
Proof. If v satisfies (1.5) for 0 < R < +∞, conclusion follows from Lemma 2.1 since when v not identical to zero, z(v(·, t)) can drop only finitely many zeros and hence contradict with (3.1). In case v is a solution of (1.4) on [0, +∞) × (t 1 , t 2 ), a same reason can be applied to exclude the possibility of |v|(r, t) > 0 when (r, t) lies near some (r 0 , t 0 ) ∈ (r * , +∞) × (t * , t * ). In fact, if not, then v must be identical to zero in [0, r 0 ) × (t * , t * ) by Theorem 1.1. This contradicts with our assumption |v|(r, t) > 0 near (r 0 , t 0 ). Therefore, v(r, t) ≡ 0 for r ≥ 0, t ∈ (t * , t * ). Hence, it must be also identical to zero by Lemma 2.2, since v vanishes at some point (0, t 0 ) with infinitely order. The proof was done.
