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Abstract. Liouville (super)integrability of a Hamiltonian system of differential equations is based
on the existence of globally well-defined constants of the motion, while Lie point symmetries pro-
vide a local approach to conserved integrals. Therefore, it seems natural to investigate in which
sense Lie point symmetries can be used to provide information concerning the superintegrability
of a given Hamiltonian system. The two-dimensional oscillator and the central force problem are
used as benchmark examples to show that the relationship between standard Lie point symmetries
and superintegrability is neither straightforward nor universal. In general, it turns out that super-
integrability is not related to either the size or the structure of the algebra of variational dynamical
symmetries. Nevertheless, all of the first integrals for a given Hamiltonian system can be obtained
through an extension of the standard point symmetry method, which is applied to a superintegrable
nonlinear oscillator describing the motion of a particle on a space with non-constant curvature and
spherical symmetry.
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1. Introduction
Hamiltonian systems of differential equations are of widespread importance in physics and math-
ematics. There is particular interest in systems that are superintegrable in the sense of Liouville
by possessing the maximal number of globally well-defined first integrals which are functionally
independent.
Noether’s theorem provides an obvious connection between first integrals and local symmetries
of a given Hamiltonian system, whether or not the system is (super)integrable. Specifically, using
the Lagrangian formulation of the system, each first integral corresponds to a variational local
symmetry, which can be either a point symmetry or a dynamical symmetry [1, 2]. Point symmetries
are distinguished by involving only the canonical variables and the time variable; most importantly,
all point symmetries can be obtained systematically for any Hamiltonian system through the use
of Lie’s method [1, 2].
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A natural first question is: To what extent can (super)integrability of a Hamiltonian system be
detected just by looking at its point symmetries? The answer is, in general, that variational point
symmetries do not always provide a sufficient number of first integrals.
A widely studied example is central force motion in the Newtonian case of an inverse-square
force law (see e.g. [3]). The variational point symmetries of this Hamiltonian system consist of
rotations and time-translation, which yield the components of the angular momentum vector and
the energy as first integrals. There are additional first integrals given by the components of the
well-known Laplace-Runge-Lenz (LRL) vector. Recall that this vector lies in the plane orthogonal
to the angular momentum vector and is oriented in the direction of the apsis line from the center
of mass to the apsis point on any non-circular orbit. The first integrals corresponding to the angle
determined by the LRL vector arise from “hidden” dynamical symmetries [4, 5, 6] rather than point
symmetries of the equations of motion.
A second question then is: Can (super)integrability of a Hamiltonian system be detected by
knowing its dynamical symmetries? The answer, surprisingly, is neither simple nor universal.
Because variational dynamical symmetries correspond to first integrals by Noether’s theorem,
these local symmetries do contain some information about the first integrals. In some situations,
the global form of the symmetry group transformations acting on solutions may indicate if the
first integrals are globally single-valued and non-singular. But, in general, this global question
about first integrals is distinct from the properties of the variational symmetry group, because the
existence and nature of local symmetries depends solely on the local structure of the equations of
motion.
The example of central force motion with a general radial potential is a nice illustration of the
subtleties. It has been known for several decades that an analog of the LRL vector exists for any
radial potential [4, 5, 6], but the resulting first integrals given by the components of this generalized
vector are globally single-valued and non-singular only for the Kepler-Coulomb potential and the
isotropic oscillator potential [4]. Namely, those are the only two central force systems that are
superintegrable in Euclidean space. (For the situation in curved spaces with radial symmetry,
see [7].) When any other central force system is considered in Euclidean space, the generalized
LRL vector instead is multi-valued and jumps each time the apsis point on a non-circular orbit
is reached [8, 9]. Moreover, the “hidden” dynamical symmetries that correspond to these first
integrals have the same symmetry algebra [4, 5] for all radial potentials, whether the central force
system is superintegrable or not. As a consequence, superintegrability is not related to either the
size or the algebra structure of the variational dynamical symmetries.
Of course, if all variational dynamical symmetries of a given Hamiltonian system are known,
then the first integrals can be obtained in an explicit form through Noether’s theorem, so that
their global properties then can be studied. But a priori it is not possible to find all variational
dynamical symmetries without in essence integrating the equations of motion of the Hamiltonian
system, and this task involves the same level of difficulty as directly finding all first integrals [1].
More specifically, it is no easier to find all variational dynamical symmetries than it is to find all
first integrals. Nevertheless, there is an extended symmetry method developed in Ref. [6] that can
be used to obtain all first integrals systematically for many Hamiltonian systems.
The purpose of the present paper is to get a deeper insight into the connection between first
integrals and local symmetries by studying a superintegrable Hamiltonian system introduced in
Ref. [11]. This system describes a radially symmetric nonlinear oscillator which is physically inter-
esting both from dynamical and geometrical viewpoints, since it can be identified both with the
motion of a particle on a space having non-constant curvature, and also with an oscillator whose
mass is position dependent.
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The main results in the paper will be to show how to go systematically from the Hamiltonian
system to local symmetries and then to first integrals, and reciprocally, from the Hamiltonian
system directly to first integrals and then to local symmetries. This will be accomplished without
the need for ansatzes or guess-work by adapting the extended symmetry method from [6]. As will
be seen, superintegrability of the system is not related in any straightforward or universal way to
either its point symmetries or its variational symmetry algebra.
These results will reinforce the preceding discussion. In particular, on one hand, point symmetries
are generally insufficient to characterize when a Hamiltonian system is superintegrable, and on the
other hand, the size and structure of the variational symmetry algebra of a given Hamiltonian
system is not enough to detect if the system is superintegrable.
2. Lie point symmetries and (super)integrability
In this section, the basic Hamiltonian systems for two uncoupled oscillators and for central
force planar motion are studied as benchmark models to discuss and clarify the questions raised in
section 1. Recall that the first system is superintegrable provided that the two oscillator frequencies
are commensurate, and that the second system is superintegrable only for the Kepler-Coulomb
potential and the isotropic oscillator potential. This situation is ideal for analyzing the difficulties
in detecting superintegrability through point symmetries, since the superintegrable systems are
specific cases belonging to the respective family of oscillator and central force potentials.
2.1. Uncoupled oscillators. The Hamiltonian system describing two uncoupled oscillators is
given by the equations of motion
q¨1 + ω1
2q1 = 0, q¨2 + ω2
2q2 = 0,
for (q1(t), q2(t)), where ω1 and ω2 are the frequencies. The Lagrangian is  L =
1
2 (q˙
2
1 + q˙
2
2 − ω12q21 −
ω2
2q22).
First integrals: All constants of motion (c.o.m.) I(q1, q2, q˙1, q˙2) arise from the determining equa-
tion
0 = I˙ = Iq1 q˙1 + Iq2 q˙2 − ω12q1Iq˙1 − ω22q2Iq˙2 ,
which can be solved easily by the method of characteristics. A maximal set of three functionally-
independent c.o.m. is given by the energies of the two oscillators
E1 =
1
2(q˙
2
1 + ω1
2q21), E2 =
1
2(q˙
2
2 + ω2
2q22), (1)
and a phase quantity
Φ = (1 + ω2
ω1
) arctan(ω1q1/q˙1)− (1 + ω1ω2 ) arctan(ω2q2/q˙2) mod π. (2)
This quantity can be shown to describe the difference in the relative phase shifts ∆φ1 and ∆φ2
between the two oscillators measured at the times t1 and t2 when each one of oscillators passes
through zero, namely Φ = ∆φ2 − ∆φ1. It undergoes a jump each time one of the oscillators
changes direction. Thus, in general the c.o.m. Φ is multi-valued. In contrast, the c.o.m. E1, E2,
and E = E1 + E2 (total energy of the oscillators) are single-valued.
The oscillator system is superintegrable iff the frequencies of two oscillators are commensurate:
ω1/ω2 ∈ Q. In the superintegrable case, the set of values of the c.o.m. Φ is finite, whereas for
incommensurate frequencies, this set of values is infinite. In both cases, Φ is always non-singular.
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In addition to the three functionally-independent c.o.m. E1, E2, Φ, there is a first integral that
depends explicitly on t:
T = t−
(
1
2ω1
arctan(ω1q1/q˙1) +
1
2ω2
arctan(ω2q2/q˙2)
)
(3)
This first integral yields the average of the times at which the respective oscillators pass through
zero.
Variational symmetries: According to Noether’s theorem, each of the first integrals E1, E2, Φ,
T corresponds to a variational symmetry. The evolutionary form of these symmetries, acting on
(q1(t), q2(t)), is given by the generators
XˆE1 = q˙1∂/∂q1, XˆE2 = q˙2∂/∂q2,
XˆΦ =
ω1+ω2
2 (
1
E2
q2∂/∂q2 − 1E1 q1∂/∂q1), XˆT = 12E1 q1∂/∂q1 + 12E2 q2∂/∂q2.
By comparison, an infinitesimal point symmetry t→ t+ǫτ(t, q1, q2)+O(ǫ2), q1 → q1+ǫη1(t, q1, q2)+
O(ǫ2), q2 → q2+ ǫη2(t, q1, q2)+O(ǫ2) in evolutionary form has the generator Xˆ = (η1− τ q˙1)∂/∂q1 +
(η2 − τ q˙2)∂/∂q2 . It is straightforward to see that none of the four symmetries XˆE1 , XˆE2 , XˆΦ,
XˆT represent point symmetries, due to the form of their dependence on q˙1 and q˙2 through the
expressions (1)–(2) for E1, E2,Φ. Therefore, they are dynamical symmetries.
On solutions of the equations of motion, the symmetry generators are mutually commuting,
namely the symmetry algebra is abelian. Moreover, none of the symmetries contain information
about superintegrability of the equations of motion. In particular, the components of each symme-
try generator are single-valued and non-singular for arbitrary frequencies ω1 6= 0, ω2 6= 0.
Point symmetries: The point symmetries of the uncoupled oscillator system for general frequen-
cies ω1 and ω2 are generated by a time translation Xtrans = ∂/∂t and two scalings Xscal1 = q1∂/∂q1
and Xscal2 = q2∂/∂q2, along with elementary symmetries X = f1(t)∂/∂q1 + f2(t)∂/∂q2 , where
fj = aj cos(ωjt+ φj), j = 1, 2, are arbitrary solutions of the equations of motion. Note that time
translation is a variational symmetry whose evolutionary form is given by Xˆtrans = XˆE1 + XˆE2 =
XˆE .
Additional point symmetries arise only when the two frequencies are equal, ω1 = ω2 = ω. In this
special case, there are four additional point symmetries, which are generated by
Xrot = q2∂/∂q1 − q1∂/∂q2,
X1 = e
±iωt(q1∂/∂q1 + q2∂/∂q2 ∓ iω∂/∂t),
X2 = e
±iωtq1(q1∂/∂q1 + q2∂/∂q2 ∓ iω∂/∂t),
X3 = e
±iωtq2(q1∂/∂q1 + q2∂/∂q2 ∓ iω∂/∂t).
Hence, because ω1 = ω2 = ω belongs to the case of commensurate frequencies, this special
superintegrable case has a larger point symmetry group. However, in all other superintegrable
cases, for which ω1/ω2 ∈ Q with ω1 6= ω2, the point symmetry group of the system has the same
size as in the general non-superintegrable case.
2.2. Central force motion. For any central force, motion in the plane orthogonal to the conserved
angular momentum vector is given by the Hamiltonian system
r¨ = θ˙2r − U ′(r), θ¨ = −2θ˙r˙/r
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in polar coordinates (r(t), θ(t)), where U(r) is the potential and  L = 12(r˙
2 + θ˙2r2) − U(r) is the
Lagrangian.
First integrals: All c.o.m. I(r, θ, r˙, θ˙) arise from the determining equation
0 = I˙ = Ir r˙ + Iθθ˙ + (θ˙
2r − U ′(r))Ir˙ − 2θ˙r−1r˙Iθ˙.
This is a first-order linear PDE for I, which can be explicitly solved by the method of characteristics
and yields a maximal set of three functionally-independent c.o.m.:
L = θ˙r2, E = 12(r˙
2 + L2/r2) + U(r), (4)
Θ = θ − L
∫ r
r0
sgn(r˙)
r
√
2(E + U(requil)− U(r))r2 − L2
dr mod 2π, (5)
where requil is any equilibrium point, U
′(requil) = 0. For any solution (r(t), θ(t)) of the equations
of motion, L is the planar angular momentum; E is the energy (Hamiltonian); and Θ is the angle
reached at some point r = r0. As shown in [6], a natural intrinsic choice of r0 is any turning point
r∗ or any inertial point r∗, which are given by Ueff(r∗) = E or U ′eff(r∗) = 0 in terms of the effective
potential Ueff(r) = U(r) +
1
2L
2/r2 − U(requil).
In addition to the three functionally-independent c.o.m. L, E, Θ, there is a first integral that
depends explicitly on t:
T = t−
∫ r
r0
sgn(r˙)√
2(E + U(requil)− U(r))− L2/r2
dr. (6)
It is well known that the central force system is superintegrable iff U(r) = −k/r is the Coulomb
potential or U(r) = kr2 is the isotropic oscillator potential. Thus, Θ is single-valued and non-
singular in these two cases. In particular, if r0 = r
∗ is a turning point at which r(t) reaches a
local maximum, then as shown in [6], Θ is the angle of the LRL vector, which is a c.o.m. for the
Coulomb potential and the isotropic oscillator potential. In these two cases, T is the time at which
θ(t) coincides with the LRL angle, modulo the period of the solution (r(t), θ(t)). As a consequence,
all bounded orbits for both of these potentials do not precess. For any other central force system,
we can infer that Θ is multi-valued and possibly singular. In particular, the angle Θ defining the
generalized LRL vector undergoes a jump each time t = T when r reaches a turning point. An
example is the perturbed Coulomb potential U(r) = −k/r − K/r2, where bounded non-circular
orbits exhibit precession [3], and thus this central force system is not superintegrable.
Variational symmetries: By Noether’s theorem, each of the c.o.m. L, E, Θ corresponds to a
variational symmetry. In evolutionary form, acting on (r(t), θ(t)), these symmetries are given by
the generators [6]
XˆL = −∂/∂θ, XˆE = −r˙∂/∂r − θ˙∂/∂θ,
XˆΘ = −(r˙∂EΘ)∂/∂r − (∂LΘ+ θ˙∂EΘ)∂/∂θ, XˆT = −(r˙∂ET )∂/∂r − (∂LT + θ˙∂ET )∂/∂θ.
Both XˆL and XˆE represent infinitesimal point symmetries, as can be easily seen by comparison
with Xˆ = (ηr − τ r˙)∂/∂r + (ηθ − τ θ˙)∂/∂θ which is general evolutionary form for an infinitesimal
point symmetry t→ t+ ǫτ(t, r, θ) +O(ǫ2), r → r+ ǫηr(t, r, θ) +O(ǫ2), θ → θ + ǫηθ(t, r, θ) +O(ǫ2).
In contrast, XˆΦ and XˆT do not represent point symmetries but instead are dynamical symmetries,
because of their nonlinear dependence on r˙ and θ˙ through the expressions (4) for L,E.
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A straightforward computation shows that, on solutions of the equations of motion, the symmetry
algebra is abelian, namely, the four generators XˆL, XˆE , XˆΦ, XˆT are mutually commuting.
Clearly, the point symmetries XL and XE contain no information about superintegrability of
the equations of motion, since they are admitted for an arbitrary central force potential U(r).
An interesting question is whether the dynamical symmetry XΘ contains any information about
superintegrability. To answer this, we need to examine the components
∂EΘ = L
∫ r
r0
sgn(r˙)r√
2(E + U(requil)− U(r))r2 − L23
dr,
∂LΘ =
∫ r
r0
sgn(r˙)2(U(r) − U(requil)− E)r√
2(E + U(requil)− U(r))r2 − L23
dr.
(7)
In the cases of the Coulomb potential U(r) = −k/r and the isotropic oscillator potential U(r) = kr2,
we find that both components (7) are single-valued but become singular at turning points. For the
case of the perturbed Coulomb potential U(r) = −k/r − K/r2, we find that the component ∂LΘ
is not single-valued. Consequently, in these three examples, the form of the dynamical symmetry
XΘ detects if the central force system is superintegrable.
Point symmetries: The point symmetries of the central force equations of motion are generated
by XL = −∂/∂θ and XE = ∂/∂t for a general potential U(r). Additional point symmetries are
admitted only for [6] two special potentials: U(r) = krp, which admits X1 = t∂/∂t − 2pr∂/∂r;
U(r) = kr +K/r3, which admits X2 = e
2
√
kt(∂/∂t+
√
kr∂/∂r).
Notice that the point symmetry group is not larger in the superintegrable cases.
3. Connections among first integrals, symmetries, and superintegrability
We will study the N = 2 version of the dynamical system given by the Hamiltonian
H(q,p) = 12 (1 + λq
2)−1(p2 + ω2q2) (8)
where λ > 0 and ω > 0 are real parameters, and (q,p) are 2N canonical coordinates. This system
was proven in Ref. [11] to be maximally superintegrable, namely it possesses the maximum number
(2N − 1) of c.o.m., which are functionally independent and globally well-defined for a general
solution (q(t),p(t)). These c.o.m. are explicitly given by
C(m) =
∑
1≤i<j≤m
(qipj − qjpi)2, C(m) =
∑
N−m<i<j≤N
(qipj − qjpi)2, m = 2, . . . , N,
Ei = p
2
i −
(
2λH(q,p) − ω2)q2i , i = 1, . . . , N.
(9)
Some non-local symmetries for the N = 1 case were found in [12].
When λ → 0, this system (8) reduces to the N -dimensional Euclidean isotropic oscillator with
frequency ω, which is indeed a maximally superintegrable system. Thus, λ can be viewed as a
deformation parameter, and the system (8) can be thought of as a maximally superintegrable
deformation of the Euclidean isotropic oscillator. Geometrically, the term 12 (1 + λq
2)−1p2 in the
Hamiltonian H(q,p) can be interpreted as the kinetic energy defined by the geodesic motion of a
particle with unit mass on a conformally flat space whose metric is given by ds2 = (1 + λq2)dq2
(see also [13]–[15]). The scalar curvature of this space is negative and asymptotically vanishes for
large |q|. Further discussion on the geometrical interpretation of the system and its quantization
can be found in [7] and [16]–[19]. From a physical viewpoint, the system describes a particle with
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position-dependent mass of the form m(q) = 1 + λq2. We recall that the quantum version of
such systems (see for instance [20]–[27] and references therein) is relevant for the description of
semiconductor heterostructures and nanostructures and, in particular, models constructed in terms
of quadratic mass functions have been considered in [28, 29].
Our main result will be to show systematically how to derive the local symmetry group underlying
the c.o.m. (9) of this system in the case N = 2. We do this derivation in two different ways.
First, we directly integrate the determining equation for first integrals, and then we apply
Noether’s theorem (in reverse) to obtain the corresponding variational symmetries. This process
can be summarized as Hamiltonian system ⇒ first integrals ⇒ local symmetries.
Next, and most importantly, we show how to use the symmetry method outlined in Ref.[6] to
do the reverse process: Hamiltonian system ⇒ local symmetries ⇒ first integrals. This method is
systematic and explicit, and no ansatzes are needed.
3.1. From symmetries to first integrals. The Hamiltonian (8) in the planar case N = 2 is
given by
H =
p21 + p
2
2 + ω
2(q21 + q
2
2)
2(1 + λ(q21 + q
2
2))
. (10)
Note, when the deformation parameter λ is taken to be λ = 0, this Hamiltonian reduces to the one
for the planar isotropic oscillator, which is given by oscillator system discussed in Section 2.1 in
the case ω1 = ω2 = ω.
Hereafter it will be useful to change from planar coordinates to polar coordinates
q1 = r sin θ, q2 = r sin θ, p1 = p
r cos θ + pθr−1 sin θ, p2 = pr sin θ − pθr−1 cos θ. (11)
The Hamiltonian (10) becomes
H =
(pr)2 + (pθ/r)2 + ω2r2
2(1 + λr2)
, (12)
which yields the second-order ODE system
r¨ = f r(r, θ, r˙, θ˙) =
((2λr2 + 1)θ˙2 + λr˙2)r
λr2 + 1
− ω
2r
(λr2 + 1)3
, θ¨ = f θ(r, θ, r˙, θ˙) = −2θ˙r˙(2λr
2 + 1)
(λr2 + 1)r
. (13)
This system is superintegrable. Hereafter, the set of solutions (r(t), θ(t)) of the equations of motion
will be denoted E .
3.2. From first integrals to symmetries. A first integral is a function I of t, r, θ, r˙, θ˙ that is
time-independent, I˙ = 0, when it is evaluated on the solution space E of the equations of motion.
If I does not depend explicitly on t, then it is a c.o.m..
All first integrals can be found by solving the determining equation
0 = I˙(t, r, θ, r˙, θ˙)
∣∣
E = It + Ir r˙ + Iθθ˙ + f
rIr˙ + f
θIθ˙, (14)
which is a linear first-order PDE for I(t, r, θ, r˙, θ˙). Solving this PDE amounts to integrating the
equations of motion (13). This can be done by applying the method of characteristics, yielding
the ODE system dt/1 = dr/r˙ = dθ/θ˙ = dr˙/f r = dθ˙/f θ. Integration of the system gives four
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functionally-independent first integrals:
L = r2(1 + λr2)θ˙ = pθ, (15)
E = 12
(
(1 + λr2)r˙2 + (ω2r2 + L2/r2)(1 + λr2)−1
)
= H, (16)
Θ = θ − 12 arctan
( sgn(r˙)(Er2 − L2)
L
√
2Er2(1 + λr2)− L2 − ω2r4
)∣∣∣r
r0
mod 2π, (17)
T = t− 12
w2 − λE√
w2 − 2λE3
(
arctan
( sgn(r˙)((2λr2 + 1)E − ω2r2)√
w2 − 2λE
√
2Er2(1 + λr2)− L2 − ω2r4
)∣∣∣r
r0
)
+ 12
λ
w2 − 2λE
(
sgn(r˙)
√
2Er2(1 + λr2)− L2 − ω2r4
)∣∣∣r
r0
.
(18)
Here L is the planar angular momentum and E is the energy, which respectively arise from solving
dr/r˙ = dθ˙/f θ and dr/r˙ = dr˙/f r; Θ is an angular quantity given by solving dr/r˙ = dθ/θ˙ and
involves an arbitrary constant of integration r0 = r(t0). These quantities are c.o.m., while T is a
temporal first integral arising from dt/1 = dr/r˙. The physical meaning of Θ and T is similar to the
analogous quantities that appear in the superintegrable cases of central force motion discussed in
Section 2.2. Notice that L, E, Θ, T are functionally independent because they each have different
physical units.
A natural physical choice of r0 is any turning point r
∗ or any inertial point r∗, which are
respectively given by Ueff(r
∗) = E or U ′eff(r∗) = 0 in terms of the effective potential
Ueff(r) =
ω2r2 + L2/r2
1 + λr2
. (19)
On the orbit of a solution (r(t), θ(t)), a turning point is thus a point r = r∗ at which the radial
velocity r˙ = 0, and an inertial point is a point r = r∗ at which the radial acceleration r¨ = 0. These
points are determined intrinsically by the dynamics of each solution (r(t), θ(t)). With such a choice
of r0, the angular quantity Θ physically represents the angle θ on the orbit of a solution (r(t), θ(t))
at the point r = r0 given by either a turning point r0 = r
∗ or an inertial point r0 = r∗. Likewise,
the temporal quantity T physically represents the time t at which this point is reached on the orbit.
Superintegrability of the system (13) is distinguished by the feature that both Θ and T are single-
valued and non-singular for a general solution (r(t), θ(t)). Consequently, Θ provides an analog of
the LRL angle.
All first integrals I(t, r, θ, r˙, θ˙) are associated to multiplier pairs (Qr(r, θ, r˙, θ˙), Qθ(r, θ, r˙, θ˙)) given
by expressing the conservation property I˙|E = 0 as an identity
I˙ = (r¨ − f r)Qr + (θ¨ − f θ)Qθ, Qr = ∂r˙I, Qθ = ∂θ˙I
holding off of the solution space E . Multiplier pairs are directly related to variational symmetries
through Noether’s theorem using the Lagrangian formulation of the system (13) as follows.
The Lagrangian is given by  L = 12(1 + λr
2)(r˙2 + θ˙2r2)− 12w2r2/(1 + λr2), which yields
r¨ − f r = −(1 + λr2)−1 δ L
δr
, θ¨ − f θ = −(r2(1 + λr2))−1 δ L
δθ
.
Now consider any vector field Xˆ = P r(t, r, θ, r˙, θ˙)∂r + P
θ(t, r, θ, r˙, θ˙)∂θ in evolutionary form which
acts only on the coordinates (r, θ). This vector field induces a variation of the Lagrangian, yielding
Noether’s identity
pr(1)Xˆ( L) =
δ L
δr
P r +
δ L
δθ
P θ +
d
dt
(P r∂r˙  L + P
θ∂
θ˙
 L),
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where pr(1)Xˆ = P r∂r+P
θ∂θ+P˙
r∂r˙+P˙
θ∂
θ˙
is the prolongation of Xˆ to the coordinate space (r, θ, r˙, θ˙).
The condition for the vector field to be a variational symmetry is that the induced variation of the
Lagrangian is a total time derivative, pr(1)Xˆ( L) = R˙, for some function R(t, r, θ, r˙, θ˙). This implies
(r¨ − f r)((1 + λr2)P r)+ (θ¨ − f θ)(r2(1 + λr2)P θ) = d
dt
(
P r∂r˙  L + P
θ∂
θ˙
 L−R).
When this equation is evaluated on solutions (r(t), θ(t)) of the equations of motion, it yields a first
integral
I = R− P r∂r˙  L− P θ∂θ˙  L (20)
which has the multiplier pair
Qr = −(1 + λr2)P r, Qθ = −r2(1 + λr2)P θ. (21)
This relation establishes a one-to-one correspondence between multiplier pairs (Qr, Qθ) and compo-
nents P r, P θ of variation symmetries. Specifically, any variational symmetry yields a first integral
whose corresponding multiplier is determined by equation (21) in terms of the components of the
symmetry generator; conversely, any first integral yields a variational symmetry whose generator
has components determined in terms of the multiplier through inverting equation (21) to get
P r =
−Qr
1 + λr2
, P θ =
−Qθ
r2(1 + λr2)
. (22)
These correspondences (21)–(22), along with the first integral expression (20), constitute the state-
ment of Noether’s theorem.
The multiplier pairs for the four first integrals (15)–(18) are given by
(Qr, Qθ)L =
(
0, r2(λr2 + 1)
)
, (Qr, Qθ)E =
(
(λr2 + 1)r˙, r2(λr2 + 1)θ˙
)
, (23)
(Qr, Qθ)Θ =
(
(λr2 + 1)r˙∂EΘ, r
2(λr2 + 1)(θ˙∂EΘ+ ∂LΘ)
)
, (24)
(Qr, Qθ)T =
(
(λr2 + 1)r˙∂ET, r
2(λr2 + 1)(θ˙∂ET + ∂LT )
)
, (25)
where
∂LΘ =
1
E2 + (2Eλ − ω2)L2
(
sgn(r˙)
(2(λr2 + 1)E − ω2r2)E + (2λE − ω2)L2
2
√
2Er2(λr2 + 1)− L2 − ω2r4
)∣∣∣∣
r
r0
, (26)
∂EΘ = −∂LT = L
E2 + (2Eλ− ω2)L2
(
sgn(r˙)
ω2r2 − (λr2 + 1)E − λL2
2
√
2Er2(λr2 + 1)− L2 − ω2r4
)∣∣∣∣
r
r0
, (27)
∂ET =
λ(2w2 − λE)
2
√
w2 − 2λE5
arctan
( sgn(r˙)((2λr2 + 1)E − ω2r2)√
2Er2(λr2 + 1)− L2 − ω2r4√w2 − 2λE
)∣∣∣r
r0
+
1
2(w2 − 2λE)
(
(λr2 + 1)
(
λr2 +
(ω2 − λE)(Er2 − L2)
E2 + (2Eλ− ω2)L2
))∣∣∣r
r0
,
+
λ
2(w2 − 2λE)2
(
2λ+
E(ω2 − λE)
E2 + (2Eλ− ω2)L2
)(
sgn(r˙)
√
2Er2(λr2 + 1)− L2 − ω2r4
)∣∣∣r
r0
.
(28)
Applying the Noether correspondence (22) to each multiplier pair, we obtain the corresponding
variational symmetries
XˆL = −∂/∂θ, XˆE = −r˙∂/∂r − θ˙∂/∂θ, (29)
XˆΘ = −(r˙∂EΘ)∂/∂r − (∂LΘ+ θ˙∂EΘ)∂/∂θ, (30)
XˆT = −(r˙∂ET )∂/∂r − (∂LT + θ˙∂ET )∂/∂θ. (31)
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These symmetries can be understood as acting on solutions (r(t), θ(t)) of the equations of motion.
Equivalently, the symmetries can be formulated as acting on the variables (t, r, θ) by means of a
standard transformation [1, 2] which has the general form ηr = P r + τ r˙, ηθ = P θ + τ θ˙, yielding
X = τ∂/∂t + η
r∂/∂r + η
θ∂/∂θ
where τ can be chosen freely as a function of t, r, θ, r˙, θ˙. We take τ = 0 for XˆL, τ = 1 for XˆE ,
giving
XL = −∂/∂θ, XE = ∂/∂t. (32)
In this form, these generators represent point symmetries, consisting of rotations and time-translations.
For XˆΘ we take τ = ∂EΘ, which yields
XΘ = ∂EΘ∂/∂t − ∂LΘ∂/∂θ. (33)
Similarly, for XˆT we take τ = ∂ET , giving
XT = ∂ET∂/∂t − ∂LT∂/∂θ. (34)
Both of these generators XΘ and XT represent dynamical symmetries. Moreover, there is no choice
of τ that can transform them into point symmetries, because the components of the generators XˆL
and XˆT have a nonlinear dependence on r˙ and θ˙ through the expressions for L,E.
The commutators of the variational symmetries (32), (33), (34) turn out to vanish, as shown
later, whereby the variational symmetries comprise a four-dimensional abelian algebra.
In summary, we have shown how to go Hamiltonian system ⇒ first integrals ⇒ local symmetries
in a systematic way by using the determining equation (14) for first integrals and the reverse version
(22) of Noether’s theorem.
3.3. From symmetries to first integrals. We will now show how to go Hamiltonian system
⇒ local symmetries ⇒ first integrals in a systematic way without having to use any ansatzes or
guess-work, by following the extended symmetry method outlined in Ref. [6].
Step 1 : Compute all variational point symmetries of the Hamiltonian system (13).
Point symmetries are given by generators (vector fields) of the form X = τ(t, r, θ)∂/∂t +
ηr(t, r, θ)∂/∂r + ηθ(t, r, θ)∂/∂θ under which the system (13) is infinitesimally invariant,
pr(2)X(r¨ − f r)|E = 0, pr(2)X(θ¨ − f θ)|E = 0. (35)
Here pr(2)X is the second prolongation of X, acting on the coordinate space (t, r, θ, r˙, θ˙, r¨, θ¨). The
prolongation formula is somewhat complicated. It can be avoided by working with the generator
X in evolutionary form
Xˆ = P r∂/∂r + P θ∂/∂θ, P r = ηr − τ r˙, P θ = ηθ − τ θ˙, (36)
acting on solutions (r(t), θ(t)). Then the invariance condition (35) becomes simply
0 = pr(1)Xˆ(r¨ − f r)|E =
(
P¨ r − P r∂rf r − P θ∂θf r − P˙ r∂r˙f r − P˙ θ∂θ˙f r
)∣∣
E ,
0 = pr(1)Xˆ(θ¨ − f θ)|E =
(
P¨ θ − P r∂rf θ − P θ∂θf θ − P˙ r∂r˙f θ − P˙ θ∂θ˙f θ
)∣∣
E .
(37)
This pair of determining equations splits with respect to r˙, θ˙, and thereby yields an overdetermined
linear system of equations for τ , ηr, ηθ. After simplification, the linear system reduces to ∂tτ =
∂rτ = ∂θτ = 0, η
r = 0, ∂tη
θ = ∂rη
θ = ∂θη
θ = 0, whose solution is given by τ = C1, η
r = 0, ηθ = C2,
where C1, C2 are constants. Hence, we obtain the two point symmetries (32), consisting of rotations
(C1 = 0, C2 = −1) and time-translations (C1 = 1, C2 = 0). Both of these point symmetries are
10
variational. In particular, in evolutionary form (29), their action on the Lagrangian is a total time
derivative given by
pr(1)XˆL( L) = R˙ = 0, pr
(1)XˆE( L) = R˙ = −  ˙L. (38)
Step 2 : Use Noether’s theorem to obtain first integrals from the variational point symmetries.
The action (38) of the variational point symmetries (29) on  L gives R = 0 and R = − L respec-
tively. Then, through the Noether correspondence (20), this yields the first integrals I = L and
I = E, which are given by the angular momentum (15) and the energy (16).
Step 3 : Re-write the Hamiltonian system (13) in first-order form using the previous first integrals.
First, expressions (15) and (16) for the first integrals directly yield
r˙ =
sgn(r˙)
√
2E(λr2 + 1)− L2/r2 − ω2r2
λr2 + 1
= F r, θ˙ =
L
r2(λr2 + 1)
= F θ. (39)
Next, since the first integrals are time-independent, they satisfy
L˙ = 0, E˙ = 0. (40)
These four equations constitute a first-order form for the Hamiltonian system (13).
Step 4 : Find all point symmetries of the first-order system such that every joint invariant of the
variational point symmetries is preserved.
An invariant of a point symmetry X is a function χ of t, r, θ that is annihilated by the symmetry
generator, X(χ) = 0. The joint invariants of the two variational point symmetries (32) clearly
consist of only χ = r. To preserve this invariant, we search for point symmetries on (t, r, θ, E,L)
of the infinitesimal form
Y = τ(r, L,E)∂/∂t + ηθ(r, L,E)∂/∂θ + ηL(r, L,E)∂/∂L + ηE(r, L,E)∂/∂E. (41)
The condition for the first-order system (39)–(40) to be infinitesimally invariant is given by
0 = pr(1)Yˆ(L˙)|E = F r∂rηL, 0 = pr(1)Yˆ(E˙)|E = F r∂rηE ,
0 = pr(1)Yˆ(θ˙ − F θ)|E =
(
F r(∂rη
θ − F θ∂rτ)− ηE∂EF θ − ηL∂LF θ
)
,
0 = pr(1)Yˆ(r˙ − F r)|E = −
(
(F r)2∂rτ + η
E∂EF
r + ηL∂LF
r
)
,
using the symmetry generator in evolutionary form Yˆ = (ηθ − τF θ)∂/∂θ − τF r∂/∂r + ηL∂/∂L +
ηE∂/∂E. These determining equations yield the linear system
∂rη
L = 0, ∂rη
E = 0, (42)
∂rτ = −(ηE∂EF r + ηL∂LF r)/(F r)2, ∂rηθ = −(ηE∂E(F rF θ) + ηL∂L(F rF θ))/(F r)2, (43)
which can be straightforwardly solved. Up to arbitrary functions of L and E, the general solution
is given by τ = C1∂EΘ + C2∂ET + C3, η
θ = −C1∂LΘ − C2∂LT − C4, ηL = C1, ηE = C2, where
C1, C2, C3, C4 are constants. Hence we obtain four point symmetries
YL = −∂/∂θ = XL, YE = ∂/∂t = XE, (44)
YΘ = ∂EΘ∂/∂t− ∂LΘ∂/∂θ + ∂/∂L, YT = −∂ET∂/∂t+ ∂LT∂/∂θ − ∂/∂E. (45)
Step 5 : Convert the additional point symmetries into dynamical symmetries of the Hamiltonian
system (13).
The two symmetriesYL andYE are clearly inherited from the rotation and time-translation sym-
metries (32) of the Hamiltonian system (13). Since these symmetries are the only point symmetries
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admitted by this system, the two additional symmetries YΘ and YT must therefore yield dynami-
cal symmetries when they are transformed to act on solutions (r(t), θ(t)). Their action is obtained
simply by first expressing the symmetries in evolutionary form and then projecting the generators
onto the coordinate space (r, θ). This yields YˆΘ = −(∂LΘ + θ˙∂EΘ)∂/∂θ − r˙∂EΘ∂/∂r = XˆΘ and
YˆT = (∂LT + θ˙∂ET )∂/∂θ + r˙∂ET∂/∂r = −XˆT , which are the two dynamical symmetries (30) and
(31) obtained previously.
Step 6 : Apply Noether’s theorem to obtain first integrals by using the dynamical symmetries
that are variational.
There are two methods to verify a priori that the two dynamical symmetries YˆΘ and YˆT are
variational, and to derive the corresponding first integrals. A direct method [1, 2] consists of showing
that the action of the symmetries on the Lagrangian is a total time derivative, pr(1)Yˆ( L) = R˙. This
also yields R so that the first integral (20) can be obtained. However, it is somewhat complicated to
find R explicitly. An alternative method which by-passes this complication uses only the dynamical
symmetries themselves [1, 10]. First, a dynamical symmetry Yˆ = P r∂/∂r + P θ∂/∂θ is variational
iff the pair (Qr, Qθ) given by the Noether correspondence (21) is a multiplier, satisfying
δ
δr
(
(r¨ − f r)Qr + (θ¨ − f θ)Qθ
)
= 0,
δ
δθ
(
(r¨ − f r)Qr + (θ¨ − f θ)Qθ
)
= 0. (46)
Then, the resulting first integral (20) can be obtained by a line integral formula
I =
∫
C
(
(1 + λr2)−1P˙ r dr + (r2(1 + λr2))−1P˙ θ dθ − (1 + λr2)P r dr˙ − r2(1 + λr2)P θ dθ˙
)∣∣
E (47)
where C is any curve from (t0, r0, θ0, r˙0, θ˙0) to (t, r, θ, r˙, θ˙). It is straightforward to verify that the
multiplier equations (46) hold for both of the dynamical symmetries YˆΘ and YˆT , using the pairs
(24) and (25). The corresponding first integrals from formula (47) (up to an additive constant) are
I = Θ and I = T , given by expressions (17) and (18), respectively.
Altogether, the two first integrals arising from the dynamical symmetries, plus the two first inte-
grals arising from the point symmetries, comprise the complete set of four functionally-independent
first integrals (15)–(18) for the Hamiltonian system (13).
3.4. Variational symmetry algebra. The commutator structure of the four variational sym-
metries (29)–(31) can be derived in several different ways. A direct method is to express the
commutators in terms of the action of the prolonged symmetries on the components of the sym-
metry generators. However, the prolongations can be avoided by instead using the representation
of the symmetries in the form (44)–(45) given by point symmetries acting on the coordinate space
(t, r, θ, E,L). The commutators are then simple to compute, and we find that every commuta-
tor vanishes. Hence the four point symmetries (44)–(45) comprise an abelian algebra. The same
algebra structure then holds for the four variational symmetries (29)–(31).
We remark that this result provides an alternative way to obtain the corresponding first integrals,
by utilizing the canonical coordinates of the four symmetries (44)–(45) as follows. The canonical
form of a symmetry (41) is given by Y = ∂/∂ζ where ζ(t, r, θ, L,E) is a canonical coordinate
satisfying Y(ζ) = τ∂tζ + η
θ∂θζ + η
L∂Lζ + η
E∂Eζ = 1. Since the four symmetries (44)–(45) are
mutually commuting, there exists a point transformation from (t, r, θ, E,L) to the coordinate space
(r, ζL, ζE, ζΘ, ζT ) consisting of the four canonical coordinates and the joint invariant of all four
symmetries. It is straightforward to see that ζL = −Θ, ζE = T , ζΘ = L, ζT = −E.
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4. Concluding remarks
Finally, we stress that the approach presented in this paper is widely applicable to many other
Hamiltonian systems and will be helpful for unveiling the connections between local and global
aspects of their integrability and symmetry properties. In particular, we plan to study first inte-
grals and local symmetries of more general central force systems with Hamiltonians of the form
H = m(r)−1((pr)2 + (pθ/r)2) + U(r) having a position-dependent mass, as well as generic (for in-
stance, He´non-Heiles type) nonlinearly coupled systems of oscillators. Indeed, from a more general
perspective, an important open problem is how to detect global regularity of first integrals.
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