Let G be a simple undirected graph with n > 2 vertices and let Q(G) > . , tl+ I (G) be the eigenvalues of the adjacency matrix of G. It is shown by Cao and Yuen (1995) that if C(I (G) = -1 then G is a complete graph, and therefore Q(G) = n -1 and cc,(G) = -1 for 1 <i <n -1. We obtain similar results for graphs whose complement is bipartite. We show in particular, that if the complement of G is bipartite and there exists an integer k such that 1 <k <(n -1)/2 and Q(G) = -1 then cc,(G) = -1 for k < i < n -k + 1. We also compare and discuss the relation between some properties of the Laplacian and the adjacency spectra of graphs.
Introduction
We consider undirected graphs having no loops or parallel edges. All notions on graphs that are not defined here can be found in [l] .
Let V(G)={ul,..., v,} be the set of vertices of a graph G. Let &(U) denote the degree of a vertex v in G. We assume that V(G) # 0 and E(G) # 0 (and so n > 0). The matrices A(G) and L(G) are called the adjacency matrix and the Laplacian matrix of G, respectively.
Many papers are devoted to study the characteristic polynomials and spectra of the adjacency and Laplacian matrices of a graph and their possible relations with various properties of the graph (see, for example, .
In Section 2 we compare and discuss the relation between some properties of the Laplacian and the adjacency spectra of graphs.
In Section 3 we use some facts described in Section 2 to prove some new results concerning the distribution of the adjacency eigenvalues of graphs. Therefore many results on the Laplacian spectrum of graphs can be translated into the adjacency spectrum language and vice versa. For non-regular graphs the situation turns out to be quite different. This theorem is an important result establishing a connection between the structure and adjacency spectra of graphs. It is known in chemistry as the 'paring theorem' [5] .
From Theorem 2.1 we have for regular graphs: Theorem 2.2. An r-regular graph G is bipartite if and only if Ai(G)+&-i-~(G)=2r for iE{O,...,n-1).
Let G be a graph with n vertices, G denote the graph complement to G. 
and IQ(G) > 1 for k l {n -d(G),. ,n -l}, (L2) if G is not a complete graph then A,,,(G) 6 6(G), and therefore for r-regular graph G we have:
(Al) max{r -n,-r} < cc,-,(G) d -1, (A2) 17 G is not a complete graph, then al(G) 3 0, (A3) if G is a complete graph with at least 2 vertices, then al(G) = -1 (and therefore there is no regular graph with ccl(G) E (-1,O)). and (A4) xk(G)<r-lfork~{n-A(G),...,n-1). 12] ). Let G be a non-complete graph. Then &n(G)=o(G) tf and only tf G satisjies condition (c) in Theorem 2.8.
From Theorem 2.9 we have for the adjacency spectrum: Theorem 2.10 (Kelmans [12] ). Let G be a r-regular graph with n 3 2 vertices. Then i,(G) = r (or equivalently, al(G) = 0) zf and only tf G is a complete k-partite graph with k <n.
It turns out that Theorems 2.6(A2) and 2.10 hold not only for regular graphs. If G is regular then the above statement follows immediately from Theorem 2.3(A). Therefore Theorem 2.13 can be interpreted as an analogue of Theorem 2.3(L) and an extension of Theorem 2.3(A) for the adjacency spectrum of graphs. Theorem 2.14 (Cao and Yuen [3] ). Let G be a graph with n vertices. Then (Al) if Q(G) < -1 then G is isomorphic to a path with 3 vertices, (A2) if G has at least 4 vertices then al(G) 3 -1, (A3) [f x2(G) = -1 then G is a complete bipartite graph plus possible isolated vertices, (A4) if or?(G) < 0 then G is a bipartite graph, and (A5) there is no graph G with CQ(G)E(--l,--(a -l/2).
From Theorems 2.6 and 2.14 we have for the Laplacian spectrum:
Theorem 2.15. Let G be an r-regular graph with n vertices. Then (Ll) r + 1 < I.,,-l(
12(G) d r + 1, (L4) AZ(G) = r + 1 if and only if G has exactly two components each isomorphic to a complete graph with r + 1 vertices, (L5) if r < ,Iz(G) then G is r-regular bipartite graph, (L6) there is no r-regular graph G with AZ(G) E (r + (a -1)/2, r + 1). (L7) tf G is not a complete graph, then AI(G) d r, and
(LS) tf G is a complete graph with at least 2 vertices, then I.l(G)=r + 1 (and therefore there is no r-regular graph with i,(G) E (r, r + 1)). Since G is a bipartite graph, we have by Theorem 2.1(A), for 1 6 i < n. From (3.6) and (3.7) with i= k we have ak(c') d bk.
Suppose that k d (n-1)/2. Then n-k-l d k and therefore
From (3.6), (3.8), and (3.9) we obtain Now (3.1) in Theorem 3.1 follows from (3.14) and (3.18) and (3.2) in Theorem 3.1 follows from (3.11), (3.15), and (3.16).
(~2) Now let us prove (a2). Suppose on the contrary that x~(G) =-1 + 0 for some 6~0and(n+1)/2~kdn-l.Since(n+1)/2dk~n-l,clearlyn-kdk-l,and therefore EL&@) d x,,+2(C). (3.19) Now by 3.15, 3.16, and 3.19, 6 d q-,(G) < q-n(G) 6-6. This contradicts the fact that 6>0. Therefore ax(G) G-1 if (n + 1)/2 <k < n-l. Cl
Now assume that &(G) for some k E {2,.. , [(n + 1)/2]} is known with a certain accuracy. Then the following modification of Theorem 3.1 (a3) describes the corresponding localization results, and can be proved by using similar arguments. Theorem 3.5. Let G be a graph with n > 6 vertices. Then Q(G) =-1 implies that Q(G) =-1 for i E (2,. . ,n-3). Theorem 3.6. Suppose that G is a disconnected graph with n vertices and @z(G) < 0. Then G has exactly two components and each of these components is a complete graph, and therefore if G has no isolated vertices then ai =-1 for i E (2,. . . , n-l}.
Proof. Since az~(G) <O, by Theorem 2.14, 6 is bipartite. Since G is a disconnected graph and C? is bipartite, clearly G has exactly two components and each of these components is a complete graph. It is also easy to see that if s 3 2 then a~(&) = s-1 and ai =-1 for i E { 1,. . . , s-1). Therefore if G has no isolated vertices then &i(G) =-1 for iE{2,...,n-1). 
