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Silver (Ag) is an ideal low-loss platform for plasmonic applications, but
from a materials standpoint it presents challenges. Development of plasmonic
devices based on Ag thin film has been hindered both by the difficulty of fab-
ricating such film and by its fragility out of vacuum. Silver is non-wetting on
semiconducting and insulating substrates, but on certain semiconductors and
insulators can adopt a metastable atomically flat epitaxial film morphology if
it is deposited using the “two-step” growth method. This method consists of
deposition at low temperature and annealing to room temperature. However,
epitaxial Ag is metastable, and dewets out of vacuum. The mechanisms of
dewetting in this system remain little understood. The fragility of Ag film
presents a particular problem for the engineering of plasmonic devices, which
are predicted to have important industrial applications if robust low-loss plat-
forms can be developed.
viii
This dissertation presents two sets of experiments. In the first set, scan-
ning probe techniques and low energy electron microscopy have been used to
characterize Ag(111) growth and dewetting on two orientations of silicon (Si),
Si(111) and Si(100). These studies reveal that multiple mechanisms contribute
to Ag film dewetting. Film stability is observed to increase with thickness, and
thickness to play a decisive role in determining dewetting processes. A method
has been developed to cap Ag film with germanium (Ge) to stabilize it against
dewetting.
The second set of experiments consists of optical studies that focus on
the plasmonic properties of epitaxial Ag film. Because of the problems posed
until now by epitaxial Ag growth and stabilization, research and development
in the area of plasmonics has been limited to devices based on rough, ther-
mally evaporated Ag film, which is robust and simple to produce. However,
plasmonic damping in such film is higher than in epitaxial film. The optical
studies presented here establish that Ag film can now be stabilized sufficiently
to allow optical probing and device applications out of vacuum. Furthermore,
they demonstrate the superiority of epitaxial Ag film relative to thermally
evaporated film as a low-loss platform for plasmonic devices spanning the vis-
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1.1 Introduction and Historical Overview
“Epitaxy,” in the most general sense of the term, refers to any pro-
cess that builds structures (typically ranging in dimensions from Å to µm)
which exhibit (a) crystallinity (or pseudo-crystallinity), and (b) a definite order
with respect to an underlying crystalline substrate. In recent years a variety
of advances in vacuum techniques, fabrication methods, and characterization
tools have led to a wealth of diverse techniques which can, broadly speaking,
be termed “epitaxial,” and which open the door to complex and even exotic
nanostructures with controlled crystallinity. Many of these have already been,
or promise to be, of critical importance to both fundamental research and
technological application. Examples of such structures include nanowires,[1, 2]
quantum dots,[3–10] and complex multi-layer structures [11–13].
However, use of the term “epitaxy” originated with much simpler film
growth techniques, still important today, which evolved after the invention of
the transistor in 1947 created a sudden demand for high-purity semiconductor
crystals. It was found that when a film was deposited on a semiconductor
1
seed crystal of the same material it could exhibit electrical properties superior
to those of the original seed if the film grew with a well-defined crystallinity
relative to that of the seed. Such film growth was described as “epitaxial.”[14]
Epitaxy of this original type, in which seed and film are of the same substance,
is described as “homoepitaxial,” whereas techniques developed later to grow
films on substrates of dissimilar materials are known as “heteroepitaxial.”
Molecular beam epitaxy (MBE) was among the earliest-used approaches
to epitaxy and remains heavily used today in both fundamental research and
industry. Under vacuum conditions, a source material (which can be either ele-
mental or molecular) is vaporized, and because of the very long mean free path
inside a vacuum chamber the vaporized material forms an effusive beam. A
substrate is placed in the path of the beam, and the atoms or molecules adsorb
to the substrate surface. With proper choice of substrate material and control
of the substrate temperature the adsorbed material can crystallize. A shutter
allows the beam to be turned off and on. Since the growth time for a single
atomic or molecular layer (i.e., a monolayer (ML)) is typically much longer
than the time needed to close the shutter, one can (if the growth rate has been
well calibrated) control film thickness with precision of a single ML. Moreover,
when the substrate has been properly cleaned and prepared before growth, and
when vacuum pressure is good, the interface between the substrate and the
epitaxial film can—depending on substrate and film materials—be atomically
clean and sharp.1 Modern MBE systems operate under ultra-high vacuum
1This method must be distinguished from vapor phase epitaxy (VPE), in which source
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(UHV) conditions (10−9–10−11 Torr), which minimize sample contamination
and lengthen the mean free path for the atomic or molecular beam.
Researchers in the 1950s and 1960s focused on developing MBE for
III-V compound semiconductor films, but progress was limited by a paucity of
analytical techniques for assessing stoichiometry and surface structure. As late
as 1965, clean crystalline surfaces remained difficult or impossible to prepare
for most materials and their structures remained in doubt.[15, 16] Progress
accelerated in the late 1960s and the 1970s with the development of tech-
niques that allowed continued improvement in vacuum conditions,[17] as well
as more sensitive analysis of stoichiometry (especially through Auger electron
spectroscopy (AES)[18, 19] and x-ray photoelectron spectroscopy (XPS)[19]),
crystalline structure, and surface morphology (especially by electron diffrac-
tion techniques[16]). Some of these methods will be discussed in Chapter 4.
1.2 Basic Theory of Epitaxy; the Ag Growth Mode
A combination of parameters controls the morphology of an epitaxially
grown structure. These include the mobility on the substrate of the atoms or
molecules of the growth species; lattice matching; and interplay between bulk,
surface, and interface energies.
material reacts chemically with a substrate or other seed that is heated to high temperature.
VPE is a swift method of film growth, and therefore useful in industry. However, the high
temperatures needed for the reaction tend to cause diffusion of reactants into the bulk of the
substrate. Liquid phase epitaxy (LPE) is another well-established method. In LPE, a liquid
is saturated with a substance to be deposited; the liquid is then cooled, and a high purity
film forms. LPE films, however, are not necessarily smooth or uniform in thickness.[14]
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The mobility of an adsorbate species on a substrate is determined by
atomic-scale interactions between the adsorbate and the substrate lattice and
also by temperature. Many common epitaxial methods use substrate heating
to increase atomic mobility during deposition: thus, atoms or molecules arriv-
ing at random locations on the sample surface can move freely and find vacant
positions in the growth front of the crystal lattice. Sample heating is used, for
example, in growth of III-V and II-VI semiconductor films on Si. The time for
an atom or molecule’s diffusion and incorporation into the lattice must be less
than the time for the deposition of one complete ML. Alternatively, substrate
temperature can be lowered to quench mobility. This latter method will be
discussed in Section 1.3.
Lattice matching (also known as “registry”) is one of the most impor-
tant factors that determine whether a particular epitaxial structure can be
grown on a given substrate. If the two-dimensional (2D) surface of a substrate
crystal is characterized by lattice constants a1 and a2 in the directions of basis
vectors ~a1 and ~a2, respectively, and if the surface of a particular crystalline
film can be characterized by lattice constants ~a′1 and
~a′2 in the directions of
the same basis vectors ~a1 and ~a2, then the simplest model of lattice matching
is a1 = n1a
′
1 and a2 = n2a
′
2, or n1a1 = a
′
1 and n2a2 = a
′
2, where n1 and n2 are
integers. (In homoepitaxy, the lattice-matching requirement is trivially met.)
Lattice matching determines the rotation of a film relative to its substrate,
since registry is only possible at well-defined angles of the two crystalline sur-
faces. Slight lattice mismatch—for example, on the order of a percent or
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less—results in lattice strain which can in some films be tolerated. Strain tol-
erance varies in different material systems. In some systems modestly strained
films can grow with single crystallinity and smooth surface morphology, al-
though strain tends to induce strain-relieving defects and can have complex
consequences for electronic structure. Since the total strain energy of a film
increases with film thickness, many thin-film systems exhibit a critical thick-
ness beyond which smooth film growth becomes energetically impossible. The
degree of lattice strain is dependent partly on temperature. Intentional lattice
mismatching can lead to the spontaneous formation of many interesting struc-
tures. For example, in systems such as CdSe/ZnSe and InP/InGaP a strained
but flat film grows for a few ML, with strain energy increasing with deposition
thickness, and then the film separates into islands. This is the well-known
growth mode for semiconductor quantum dots.[3–10]
Another important issue in epitaxy is the interplay between bulk en-
ergy, surface energy, and interface energy. Systems with high ratios of surface
to bulk energy tend to form islands, clusters, or other structures (for example,
corrugated or wavy morphologies) that reduce free energy.[20, 21] By contrast,
systems in which this same ratio is low are more likely to form morpholo-
gies (such as flat film) where surface-to-volume ratio is larger. Growth mor-
phologies that minimize interfacial area are favored in systems where interface
energy is high.
Most epitaxial film growth exhibits one of three growth modes: Frank-
Van der Merwe, Volmer-Weber, or Stranski-Krastanov.[22, 23] In Frank-Van
5
der Merwe (FV, or FM) growth, flat films grow layer by layer and are usually
lattice-matched to their substrates. This mode—which generally requires that
epitaxially deposited atoms bind more strongly to the substrate than to each
other, so that a complete monolayer can form when growth is first initiated—
is observed in some semiconductor-on-semiconductor and metal-on-metal sys-
tems, and in certain cases of gas adsorption.[23]
Volmer-Weber (VW) growth mode is the opposite of FV growth: de-
posited material forms clusters rather than a smooth film. This mode can
occur if deposited atoms bond more strongly to each other than to the sub-
strate, and if they therefore cluster together rather than spreading out as a film
over the substrate. Volmer-Weber mode often characterizes metal epitaxy on
semiconductors or insulators, where weak interaction between substrate and
metal has been attributed in part to the different physics underlying the co-
valent bonding in the substrate and the metallic bonding in the metal.[24]
A high ratio of surface to bulk energy can also promote VW growth, lead-
ing deposited material to assume a rounded, clustered morphology with small
surface-to-volume ratio. Ag deposited at room temperature on a semiconduc-
tor or insulator assumes a morphology of this type: as an example, Fig. 1.1
shows Ag deposited on GaAs(110) at room temperature.
Stranski-Krastanov (SK) mode is often described as a hybrid of FV
and VW modes (e.g., ref. [23]). This is a phenomenologically reasonable
description, though the physics driving SK growth morphology can be very
different from that of either the FV or VW modes. In SK mode, initial flat
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film growth yields to island growth above a thickness of a few MLs. There
are many possible causes. For example, as mentioned above, a slight lattice
mismatch which does not prohibit a few MLs’ strained but flat film growth can
nevertheless make flat film morphology unstable after several MLs’ thickness
and cause islands or clusters to form. Barriers to interlayer diffusion also lead
to SK growth. The Ehrlich-Schwoebel (ES) interlayer diffusion barrier[25] ex-
ists because atoms incorporated at step edges have smaller numbers of nearest
neighbors than atoms incorporated in terraces[26]: thus, descending step edges
can present energy barriers to atoms diffusing on terraces and prevent diffusing
atoms from descending to next-lower terraces. Systems in which the ES barrier
is important exhibit “wedding cake”-shaped islands in which each atomic layer
has a smaller radius than the one below it. Ag-on-Ag homoepitaxial growth
is characterized by a wedding cake growth mode.
In order to describe the role of surface and interfacial energy in each of
the three growth modes, E. Bauer’s classic approach to this problem defines a
quantity ∆ ≡ σf + σi − σs where σi is the film-substrate interface energy per
unit area, σf is the film-vacuum surface energy per unit area, and σs is the
substrate surface energy per unit area.[27] We consider a film that is n MLs
thick: if ∆ > 0 for all n then the model predicts rough VW-type growth. If,
on the other hand, ∆ ≤ 0 for n-ML-thick film and also for n + 1-ML-thick
film for all n, then the model predicts flat FV-type growth. If ∆ ≤ 0 for some
n-ML-thick film but ∆ > 0 for n + 1-ML-thick film, then n-ML thickness is
the threshold to SK-type growth. This model is qualitatively informative, but
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difficult to use in a quantitative or predictive way: the interfacial energy σi is
not precisely defined, and the film-vacuum surface energy is often difficult to
determine because published values for surface energy can be different from
the surface energies of very thin films.[28]
1.3 “Electronic Growth” Mode
In the late 1980s and the 1990s it was found that some types of flat
metal films could be grown on certain semiconducting and insulating substrates
by means of a new epitaxial procedure that was dubbed “two-step” growth.[24,
29] The substrate is held at low temperature (typically no more than 135
K) during deposition. This quenches atomic diffusivity at the growth front.
After deposition, the sample is annealed at room temperature and the system
evolves into a uniform flat film with atomic smoothness. Much early work
focused on using this technique to prepare Ag(111) films on GaAs(110),[24,
30, 31] but the same technique has since been used for many systems including
Ag(111) on Si(111)[32–34], Ag(111) on Si(100)[32], Ag(111) on glass[35], Au
on Si(111)[29], Pb on Si(111),[36], Al on Si(111),[2, 37], Ag on a variety of
III-V semiconducting substrates in the (110) orientation,[38] and many more.
In the case of Ag, quenched atomic mobility during deposition at low
temperature causes the Ag to form clusters that are smaller than those which
would otherwise form during room-temperature deposition. An example is
shown in the left panel of Fig. 1.2. Notice that the scale is the same in Fig.
1.1 as in Fig. 1.2. A post-annealing film, in which the small Ag clusters have
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coalesced into atomically flat Ag(111) film, is in the right panel of Fig. 1.2.[24]
The major theoretical contribution underlying the development of the
two-step growth procedure was the discovery that itinerant electrons can play a
key role in stabilizing or destabilizing metal films—this is the essence of the so-
called ”electronic growth” model.[39] The model is based on a thermodynamic
analysis of metal growth on GaAs(110). The energy of a metal film is assumed
to be dominated by three energy contributions: ETot = EQWS+EC+EF . Here,
EQWS is the energy due to quantum confinement of conduction electrons in
the film, EC results from charge spilling at the boundary between the metal
and the substrate, and EF is an energy contribution resulting from Friedel
oscillations.
Quantum confinement energy arises in very thin films from the con-
finement of itinerant electrons—treated here as a free electron gas—in one di-
mension. For conduction electrons the film constitutes a one-dimensional (1D)
potential well which can be treated (for the sake of simplicity) as a square well
potential. This “quantum size effect” (QSE) in thin metal film was investi-
gated in the 1970s by F. Schulte for its effect on the work function,[40] and
additional key work was done by P. Feibelman in the 1980s.[41, 42] However,
Feibelman concluded in 1984 that the QSE was “unlikely to be observed in the
laboratory”[41] because the confinement of itinerant electrons would presum-
ably require that a metal film (if not freestanding) be grown on an insulating
or semiconducting substrate, and at the time no method was known for this
type of growth.
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Subsequent work in the 1990s showed that the QSE can in certain cases
play a decisive role in stabilizing films of particular thicknesses on semicon-
ducting and insulating substrates. The width of the potential well is the film
thickness L = Nd, where d is the thickness of a single ML and n is the number
of MLs. The boundaries of the well are the two surfaces of the film: on one
side, the interface with the substrate, and on the other, the vacuum interface.
The substrate interface is taken to be an infinitely high potential barrier. The
vacuum interface is a finite potential barrier whose height is the sum of the
work function of the metal and the Fermi energy relative to the bottom of the
conduction band. Taking the z direction to be the direction of confinement of a
conduction electron and Φv, Φs to be the phases accumulated by an electron’s
reflection at the vacuum and substrate interfaces, respectively (accounting for
wave function leakage beyond the boundaries of the potential well), then the
Sommerfeld-Bohr quantization rule states that 2kzL+ Φv + Φs = 2πn, where
n takes integer values. This gives quantized, discrete allowed values for kz as
a function of film thickness. (Notice that for a free-standing film suspended
in vacuum, where we can assume a phase shift of Φ = π at each interface, we




In computing the energy due to quantum confinement, conduction elec-
trons are strictly forbidden from crossing the boundary between the metal
and substrate. However, in the calculation of the second energy contribution,
charge spilling is explicitly accounted for. Since the Fermi energies of the metal
and substrate must align (and it should be observed that the Fermi energy in
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the metal is raised by the QSE), a region of charge develops on either side
of the interface. The resulting positively and negatively charged regions can
be modeled as the plates of a parallel-plate capacitor. The thicknesses of the
charged regions are equal to the screening lengths in the metal and substrate
(e.g., 0.59 Å in Ag and 2.8 Å in GaAs[39]), and the centroids of these re-
gions are treated as the effective locations of the plates of the capacitor. This




The final energy contribution EF comes from Friedel oscillations in
the density of the free electron gas. The metal-substrate boundary is, for
the calculation of this energy contribution, ignored, so the electron gas can
be treated as semi-infinite and the Friedel oscillations as arising only from
confinement at the film-vacuum interface. The electron density within the







.[39] Here, u = 2kF z, with z the
distance from the surface-vacuum interface (we are only interested in those
values of z which are less than the film thickness: z < L) and kF the Fermi
wave vector in the metal film. The electron density in the film therefore
depends on both the intrinsic material properties of the metal film and on the
film thickness. The effect of the Friedel oscillations on the system’s energy is
to amplify the effect of quantum confinement: the total quantum confinement
energy of the system is large if there is a high electron density within the
quantum well.
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1.4 Electronic Growth of Ag(111) on Si
Early development of the two-step method for Ag film growth was car-
ried out mainly on III-V semiconducting substrates. However, the importance
of Si—especially Si(100)—for industrial applications and the ease with which
atomically clean Si surfaces can be prepared have motivated extension of the
method to this substrate. Growth of Ag(111) on Si was investigated by Mat-
suda et al. in 2001 and Jiang et al. in 2002.[32, 44] In both sets of studies,
substrates were flashed to obtain either the clean 7x7 reconstruction, in the
case of Si(111), or the 2x1/1x2 reconstruction, in the case of Si(100). The
growth procedure was the same “two-step” procedure already described for
GaAs(110). The growth mode manifested significant differences relative to
the growth mode on GaAs. Deposition on GaAs of thicknesses less than the
critical thickness yields only flat-topped mesas interspersed with bare sub-
strate. Deposition at or above the critical thickness leads to the emergence of
a uniform flat film fully covering the substrate. By contrast, deposition on Si
leads first to the formation of an irregular wetting layer. At thicker deposi-
tion, three thickness regimes emerge: at very low coverage below the so-called
“sub-critical thickness” L1 there is cluster formation. Above L1 the morphol-
ogy consists of flat-topped terraces. No flat continuous film emerges until the
nominal thickness reaches an “upper critical thickness” L2. Jiang et al. found
L1 = 2 ML and L2 = 6 ML for Ag on Si(111), and L1 = 5 M and L2 = 9
ML for Ag on Si(100). Matsuda and colleagues observed similar behavior, but
reported lower values for the upper critical thicknesses on Si(100): at L2 = 5
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ML deposition they already saw a flat film emerging, and consequently defined
the upper critical thickness as 6 ML.[44] The reason for these discrepancies
remains unresolved. Qualitatively, the trends Matsuda et al. observed were
otherwise similar to those observed by Jiang et al. The flat film which emerges
at the upper critical thickness has a different morphology from that observed
on GaAs(110). Close to L2 the film exhibits voids that extend down to the
wetting layer.[32]
At larger thicknesses the film exhibits ±1 ML pits and islands dis-
tributed evenly over the terraces. As Fig. 1.2(b) shows, Ag on GaAs(110)
forms an atomically flat film over large areas. Fig. 1.3 shows a low-temperature
scanning tunneling microscopy (LT-STM) image of typical morphology for a
relatively thick, 10-ML Ag film on Si(111) after annealing. A noticeable differ-
ence is the presence of steps in Fig. 1.3; however, these steps are not a property
of the film itself but rather are steps in the underlying Si(111) substrate that
the Ag film simply follows. GaAs(110) cleaved in situ is characterized by ex-
tremely wide flat terraces, as in Fig. 1.2(b). More importantly, however, the
pits and holes that characterize the film grown on Si(111) are entirely absent
in film grown on GaAs(110). It is noteworthy that the crystalline orientation
of the Ag film on GaAs(110), on Si(111), and on Si(100) is always Ag(111).
This fact is indicated by electron diffraction studies and will be discussed in
Chapter 5.
The differences between growth on Si(111) and Si(100) with respect to
the values of L1, L2 have been suggested by Jiang et al. to arise from different
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pinning positions of the Fermi energy at the interfaces of the two types of
substrate. For the Ag(111)/Si(111) 7x7 interface the pinning position is 0.7
eV above the valence band maximum, whereas for Ag(111)/Si(100) 1x2/2x1 it
is only 0.3 eV above the valence band maximum. This in turn means that the
quantum confinement barrier is 0.4 eV higher at the Si(100) interface than at
the Si(111) interface, and so the energy due to quantum confinement is higher.
The higher quantum confinement energy in Ag(111)/Si(100) perhaps accounts
for the larger critical thicknesses observed.
Jiang et al. attribute the differences between growth on GaAs and
Si to the fact that both Si(111) and Si(100) have surface states in the band
gap, whereas GaAs(110) has none. The presence of surface states presumably
enhances charge spilling.
As a final important point, both Ag(111)/GaAs(110) and Ag(111)/Si(100)
exhibit subtle superstructures: in Ag on GaAs(110) there is a 1/5-ML high,
quasi-periodic striped corrugation with stripe separations of 1.2 and 1.7 nm
that can be seen in Fig. 1.2(b),[24, 31] while in Ag on Si(100) there is a 1/3-
ML-high striped corrugation with average stripe separation of 14 nm. The
corrugation of the film on Si(100) is interpreted by both Jiang and Matsuda
as being due to stress effects in the film. The cause of the corrugation of the
film on GaAs remains unknown, but defects in its periodicity are attributed
to stress arising from lattice mismatch.[31] These issues will be discussed in
Chapters 2 and 6. Here it is important only to note that, as Jiang et al.
suggest, the persistence of voids in Ag(111)/Si(100) close to the upper critical
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thickness might have the effect of relieving strain in those films, and this strain
relief might make an additional contribution to the differences observed in Ag
growth on the three types of substrates.
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Figure 1.1: From [24]. Scanning tunneling microscopy (STM) topographic
image of Ag grown and scanned at room temperature on GaAs(110). The Ag
forms irregular clusters with sizes on the order of 100–200 Å. The anisotropy of
the Ag clusters is particular to their interaction with the underlying GaAs(110)
substrate, whose orientation is as shown to the left of the image. Reproduced
with permission from AAAS.
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Figure 1.2: From [24]. Left: STM topographic image of as-deposited Ag clus-
ters on GaAs(110) at 135 K, before annealing. Right: STM topographic image
showing flat, atomically smooth Ag(111) film on GaAs(110) after annealing
to room temperature. The square shapes in the right panel are voids that
penetrate to the substrate. The QSE dictates a minimum stable thickness for
Ag on GaAs(110), and this flat film is precisely at the minimum thickness.
Regions of lesser coverage evolve into holes. Reproduced with permission from
AAAS.
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Figure 1.3: STM image acquired at 78 K. 10 ML Ag(111) film on Si(111),
post-annealing. Film follows underlying substrate steps. Features on terraces
are 1-ML islands and 1-ML pits in the Ag film.
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Chapter 2
Silver Film Metastability and Dewetting:
Background and Theory
Because the flat film morphology is, for Ag on semiconducting or in-
sulting substrates, a metastable state, it will eventually give way to a lower
energy state consisting of clusters if the kinetic pathway to such a state can be
accessed. Thus, flat Ag film tends to exhibit surface roughening and dewetting
(characterized by hole and island formation) on a time scale that depends on
numerous factors. These factors remain little studied, but presumably include
temperature, pressure, choice of substrate, substrate coverage, film thickness,
and chemical composition of the environment. Although Ag film instability
on semiconducting substrates has been a major obstacle to technological ap-
plications, and although a competition between stabilizing and destabilizing
energetics underlies the physics of Ag film growth, little research has been done
in this area. This chapter surveys the existing literature on relevant topics.
2.1 Ag(111) Film Dewetting on GaAs(110)
The stability of the Ag(111)/GaAs(110) system was investigated in
2001 by H. Yu et al. [45] The authors used the two-step method to grow
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atomically smooth Ag film on GaAs(110), and low-temperature scanning tun-
neling microscopy (LT-STM) to characterize changing film morphology. The
films were annealed at room temperature for different lengths of time and then
scanned at liquid nitrogen temperature. Two distinct types of evolution were
observed, depending on whether pinholes were present or not.
For a study of film with pinholes, thin film close to the critical thickness
was prepared. As in Fig. 1.2, this film was atomically flat except for voids to
the substrate. Furthermore, the density of voids was enhanced by annealing
the film to room temperature unusually quickly, within only 10 min. after
deposition. These films with pinholes were seen to begin dewetting at room
temperature under UHV within a few hours. Fig. 2.1, reproduced from H. Yu
et al.,[45] shows a film of 6.4 ML after it remained at room temperature (in
UHV) for 162 min. Panel 2.1(a) shows the film topography after 2.7 hours.
Panels 2.1(c)–(f) show the progression of dewetting up to 4.5 days. Hole size
increases and islands appear, as atoms are transferred upward from the edges
of the pits to the top of the film.
By contrast, H. Yu et al. observed that when deposition was thick
enough to evolve into a film with no voids, the film was robust with respect
to annealing, and film quality improved with time. Furthermore, annealing
to temperatures above room temperature made film smoothness even better.
This is illustrated in Fig. 2.2, where a 25-ML-thick film with five exposed
atomic layers in panel 2.2(a) evolves after 13 hours at room temperature into
a smoother film showing only three atomic layers in panel 2.2(b). The same
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film was then annealed to 112◦C for 20 min., after which further smoothing
was observed, with two atomic layers dominant and only minor presence of a
third.
It is not difficult to see why holes do not readily form in films in which
there are initially no voids: the instability of all thicknesses less than 6 ML
means that for a new hole to appear, at least 6-MLs’ thickness of material
must be transferred to the surface of the surrounding film.[46] There can be
no formation of an intermediate state consisting of a shallow hole where the
underlying thickness is less than 6 ML, since such thicknesses are forbidden. A
large and sudden mass transfer therefore needs to occur for a pinhole to form
to the substrate, and the energy barrier to such an event is high. For thicker
films like the 25-ML-thick film studied by H. Yu et al., the kinetic barrier is
still higher.
In a film with voids, like the one in Fig. 2.1, the total number of
holes does not increase during annealing, presumably for the reason just ex-
plained.[45, 46] However, the sizes of the holes increase, because atoms from
the void edges can be transferred to the top of the film. The edges of the holes
consist, presumably, of steeply stepped walls. Because 6 ML is the minimum
stable thickness, the lower steps are intrinsically unstable (see Fig. 2.3), and
the system’s free energy is reduced if the atoms at the lower steps move up-
wards to locally thicker film regions. Because this upward motion of atoms
from the bottoms of the void walls thickens the film it also lowers local quan-
tum confinement energy. The process leads to increasingly rough film. As
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can be seen in Fig. 2.1, mass transfer from the holes to the islands on top of
the film is strongly anisotropic: both holes and islands have long thin shapes
oriented along the (11̄0) direction of both the Ag(111) film and the GaAs(110)
substrate. During prolonged annealing at room temperature, holes and islands
grow along that direction, but scarcely at all in the GaAs(001̄) direction. H.
Evans et al. examined this phenomenon in detail.[46] Fig. 3 shows a schematic
of a hole: alternating step heights are colored dark and light. The sides of the
hole that exhibit (100) microfacets are labeled “A,” and the sides of the hole
that exhibit (111) microfacets are labeled “B.” The atoms incorporated along
these facets all have four in-plane nearest neighbors. By contrast, microfacets
on the short sides of the holes are characterized by (1̄1̄2) orientation, with
smaller linear density along the (11̄0) direction and only three nearest neigh-
bors. Thus, the energy barrier for an atom on a lower step to leave the lattice
and migrate out of the hole is lowest on the (1̄1̄2)-oriented sides of the hole,
and the collective movement of atoms up the stepped wall of these sides is
more rapid than at any other wall. Subtleties of this model are discussed by
Evans et al. [46]
2.2 Stress Effects in Ag(111) Film
The degree and mechanism of strain in epitaxial Ag(111) film on Si(111),
Si(100), and GaAs(110) remain open to debate. On one hand, there is evidence
that strain does exist in such systems. Ag(111) has a strong Shockley-type
surface state in the band gap that exists along its Γ−L direction: in bulk Ag,
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the energy of this state is about 50 meV below the Fermi energy (at 130 K),
but in Ag film on Si(111) this surface state shifts to above the Fermi energy.
G. Neuhold et al. show that this shift can be accounted for by lattice strain
as small as 0.95%.[47] Moreover, as discussed in Chapter 1, Jiang et al. have
identified a striped superstructure that arises in Ag film grown on Si(100). The
stripes run parallel to the underlying Si(001) direction, rotating on alternating
Si steps, and exhibit an average separation of about 14 nm.[32] They attribute
this to strain effects due to lattice mismatch.
On the other hand, the lattice constant of Ag film on both Si(111) and
Si(100) is reported to be very close to that of bulk Ag,[47–49] which would
seem to suggest that strain effects do not play a large role in such systems.
Furthermore, strain energy typically increases with film thickness, tending to
destabilize thick films. This has not been seen in Ag: as will be discussed
in Chapter 6, our own data shows that Ag film stability increases with film
thickness.
2.3 Adatom and Vacancy Diffusion on the Ag(111) Sur-
face
Because the surface morphology of epitaxial Ag(111) film on Si is dom-
inated by 1-ML islands and pits, it is important to consider how these features
evolve. G. Comsa and colleagues studied the evolution of 1-ML pits and holes
on bulk Ag(111). Although care should be taken in applying their results to
thin films, where surface energy and stress effects may be different, the findings
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are relevant to the observations that will be described in Chapter 6.
The evolution of 1-ML islands on Ag(111) is an Ostwald ripening pro-
cess: atoms evaporate from the step edges of small islands and diffuse to larger
islands.[50, 51] The process is driven by the tendency of the system to min-
imize the free energy of surface steps. First, island coarsening reduces total
step length. Second, the step edges of small islands are more energetically
costly, due to their small radii of curvature, than straight or large-radius step
edges. (Stated differently, the vapor pressure of small islands is larger than
the vapor pressure of large islands.[52]) Ultimately, migration of all adatoms
to straight steps is energetically favored. Ag adatom diffusion is dominated
by hopping to nearest-neighbor sites, with an energy barrier of approximately
70 meV.[53] Adatoms cannot diffuse over step edges or down into pits because
of the ES barrier (see Chapter 1): an adatom must remain on its original
terrace. The rate at which Ostwald ripening occurs in this system is found
to be diffusion-limited (i.e., limited by the speed of mass transport between
clusters, as opposed to rate-limited, in which case the rate of attachment and
detachment at step edges would control the speed of the process).[51]
Evolution of 1-ML pits proceeds by different mechanisms than does the
evolution of islands. Pits do not evaporate: rather, they migrate by Brown-
ian motion across individual terraces, maintaining constant area.[52, 54] The
motion of the pits is produced by random edge diffusion of step atoms at the
boundaries of the pits.[52] If two pits happen to meet they coalesce to form a
new pit whose area is the sum of the areas of the two original pits.
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Thus, a terrace consisting of 1-ML pits and islands evolves gradually
toward a morphology in which adatom islands have evaporated and coalesced
at the ascending side of straight steps, and pits have migrated by random walk
trajectories—hence, rather slowly—to descending step edges.
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Figure 2.1: Reprinted figure with permission from [45]. Original caption: STM
images taken (a) 162, (b) 292, (c) 422, (d) 1387, (e) 4577, and (f) 6363 min.
after warm-up to room temperature. Images (a) to (c) show the completion
of the 7th layer by transferring Ag atoms from the voids. In image (d), the
8th layer starts to grow on top of the 7th layer, and images (e) and (f) show
the formation of the 9th and 10th layers, respectively. Copyright 2001 by the
American Physical Society.
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Figure 2.2: Reprinted figure with permission from [45]. Original caption:
STM images (left) and the respective height distributions (right) of a 25 ML
thick film. (a) and (b) show that at room temperature the initially exposed
five layers of film evolve after 13 h. into a morphology with three exposed
layers. (c) is obtained after annealing the film to 385 K for 20 min. A further
evolution toward a film with two exposed layers is visible. Copyright 2001 by
the American Physical Society.
27
Figure 2.3: Reprinted from [46]. Original caption: Model of void B showing six
layers of Ag(111) with six A- and B-type steps with maximum linear density
and 〈011〉 orientations. The two top and bottom boundaries are perpendicular
to GaAs. The angles formed by the A- and B-type steps are 26◦, as determined
by cross-sectional scans. This indicates that the terraces are two atoms in
width. Note that imaging to provide the detail of the model was not possible
and that Ag atoms at the steps are dynamic at 300 K. The base of the void
reveals zigzag rows of GaAs. Reproduced with permission from Elsevier.
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Chapter 3
Silver as Plasmonics Device Platform:
Background and Theory
When an electromagnetic (EM) wave is incident on the interface be-
tween a conductor and an insulator, it can couple with collective oscillations
of conduction electrons at the conductor’s surface. The hybrid oscillation
that results is known as a surface plasmon polariton (SPP) and in the past
two decades has been found to have a wide array of potentially important
technological applications. Areas of active research and development focus
on the design of both nanostructure- and thin-film-based devices. Many ap-
plications have been demonstrated or proposed, including superlensing (i.e.,
imaging with metamaterial-based lenses capable of surpassing the diffraction
limit),[55–58] cancer detection and treatment,[59–61] chemical and biological
sensing,[62] optical invisibility cloaking,[63–67] and others.
Plasmonic propagation in conductive thin films is of particular inter-
est for applications in ultrafast circuitry. While modern electronic circuitry
features length scales down to the few-nm regime, electronic devices are in-
trinsically limited with respect to signal speed: resistive and capacitive (RC)
delays and dissipative losses make speeds of higher than tens of GHz difficult to
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achieve.[68] By contrast, photonic devices operate readily in the THz regime,
but are limited with respect to their size scale, requiring dimensions at least
on the order of the wavelength of light at the regime in which they operate.
A new generation of circuitry based on SPPs could combine the bandwidth of
photonic devices with a size scale closer to that of electronic devices.[68, 69]
Plasmonic wavelengths are shorter than those of the EM fields that
excite them. Additionally, SPPs are confined tightly to the interfaces where
they propagate, leading to high EM energy density. Thus, characteristic SPP
length scales are extremely small. It is therefore predicted that plasmonic
devices can be fabricated at small enough length scales to allow for on-chip
integration of photonic and electronic circuitry. Plasmonic circuit elements
analogous to electronic circuit elements have already been demonstrated. SPP
waveguides[70, 71] and reflectors[72] together constitute a plasmonic equivalent
to the wires used in traditional circuits. In addition, switches, modulators, fil-
ters, transistors, and logic elements have all been realized.[73–82] Importantly,
these devices can be fabricated on thin films using standard nanopatterning
techniques. Until now, however, it has not been possible to fabricate the films
themselves in a scalable, industrializable manner.
3.1 Historical Background
Preliminary studies of SPPs date to the turn of the twentieth century.
Early work was done by A. Sommerfeld on EM propagation on single metal
wires[83] and by J. Zenneck on EM propagation over flat metal surfaces.[84]
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However, major work began in the mid-twentieth century, with efforts to ex-
plain observed energy losses in fast electrons passing through thin metallic
films. Experimental work by G. Ruthemann[85] and W. Lang[86] informed a
detailed four-part treatment by Pines and Bohm of oscillations by conduction
electrons within the bulk of a metal.[87–90] These are the oscillations now
known as “bulk plasmons.” Pines and Bohm identified the resonant frequency




, now referred to as the “plasma frequency;”
~ωp is approximately 10 eV for many metals. The findings of Pines and Bohm
led to now classic work by R. Ritchie that coined the term “plasmon” and
expanded upon Pines and Bohm’s theory. This work opened the door to the
study of SPPs, predicting an additional “lowered plasma frequency” surface
mode at ωp√
2
. Experimental findings by C. Powell and J. Swan[91, 92] sup-
ported Ritchie’s predictions. Since that time, the study of SPPs and efforts
to harness them for device applications have become a major research focus
worldwide. An important landmark was the observation in 1998 by T. W.
Ebbesen et al. of SPP-mediated extraordinary optical transmission (EOT)
through metal films patterned with arrays of sub-wavelength holes: this study
gave significant impetus to the field and raised interest in the engineering of
novel plasmonic devices.[93]
3.2 Basic Theory of Plasmonics
Surface plasmon polaritons are propagating longitudinal charge density
oscillations confined to the interface between a conductor and a dielectric and
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coupled to an incident electromagnetic field. The charge density oscillation at
the interface creates a fluctuating elecric field directed out of the interfacial
plane. This oscillating ~ESPP field induces an ~HSPP field in the plane of the
interface—see Fig. 3.1(a). The electric field decays exponentially on either
side of the interface, as illustrated in Fig. 3.1(b) where the decay lengths in
the conductor and dielectric are labeled δm and δd, respectively.
The basic relationships defining this system are as follows:
1. The SPP wave vector depends on εm and εd, the relative dielectric func-








2. The evanescent field decays exponentially on either side of the interface.
The decay length is characterized by wave vectors ~kmz and ~kdz perpen-






Thus, the decay lengths of the electric field in the conductor and dielec-






, respectively. See 3.1(b).
The derivation of these equations is based on a Drude-like approach and
is fully explained in many texts—for example, see reference [95]. It involves
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a great deal of algebra and will not be examined in detail here. In brief,
the derivation starts with the assumption of a semi-infinite, non-magnetic
conductor, which we treat as a free-electron gas moving relative to a fixed
ionic background. Details of the band structure are mostly ignored, although
it enters the model via the electrons’ effective optical mass m. The electrons’
equation of motion is then
m~̈x+mγ~̇x = −e ~E, (3-3)
where γ is a characteristic collision frequency—essentially, damping—and ~E
is the electric field of the incident EM wave that excites the SPP. The time
dependence of ~E is assumed to be harmonic. From these assumptions it is
straightforward to show, using Maxwell’s equations, that the complex dielectric
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Here, n represents the number of conduction electrons per unit volume and τ
is electronic relaxation time. In many cases, γ  ω for the frequency range of






As is well known, (see, e.g., [96]) conductors become transparent above
the plasma frequency. Thus, inspection of Equation 3-4 reveals an important
requirement on the dielectric function. In the transparency regime, ω > ωp,
so εm(ω) > 0. Obviously, SPP propagation is not supported at frequencies for
which the conductor supports freely propagating EM modes. (This is evident
if we recall that confinement at the interface requires that the SPP electric
field ~ESPP decays exponentially into the bulk of the conductor.) Below the
transparency regime, by contrast, ω < ωp, and εm(ω) < 0. Negative εm(ω) is
a necessary (but not sufficient) requirement for SPP propagation.
Figure 3.3 compares the model derived in Equation 3-5 to experimental
data for Ag. The figure is taken from reference [97], and uses the symbol ε1
in place of the symbol εm used elsewhere here. The dielectric function is
plotted against the freely propagating wavelength λ = 2πc
ω
. As can be seen,
the free-electron model (dash-dotted line) correctly predicts the trend of the
real part of the dielectric function. The most important observation to be
made from this figure is that the negative real part of the dielectric function
becomes extremely large at long wavelengths. Notice also that the complex
part of the dielectric function, signifying damping, maintains a relatively small
value across the range of wavelengths shown here. Ag manifests unusually low
damping, as will be discussed below.
Figure 3.2 qualitatively shows the SPP dispersion relation (red solid
line) from Equation 3-1. In the limits of large and small kx, the SPP dispersion
asymptotically approaches the linear functions indicated by dashed lines in
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the figure. The limiting behavior in each of these cases needs to be examined
separately.
Consider first the small-kx limit, with reference to Equation 3-1. We
recall that εm in this equation is wavelength-dependent. Since ε
′
m(ω) is large
at small kx (i.e., large λ), Equation 3-1 approaches kx ≈ ωc
√
εd. εd is typically
on the order of 1 ∼ 10, so kx in this limit is close to its value for a freely
propagating EM wave. The significance of this fact becomes clear if we consider
Equation 3-2: large − εm
εd
implies kmz  kdz. Thus, the decay length δm = 1kmz




can be relatively long. It is clear that in the limit of small kx the SPP mode
increasingly resembles an uncoupled EM mode propagating parallel to the
interface, with the speed of propagation approaching c.
Now consider the other limiting case, the large-kx (small λ) limit. By
examination of Figure 3.2, we can see that the magnitude of −εm is of the same
order as εd in this regime. Turning again to Equation 3-1, kx becomes very
large when −εm is close to εd. To explore the consequences of this fact, take
the limiting case where −εm = εd, and substitute this into Equation 3-5. We
immediately find that ω = ωp√
1+εd
. Since εd is on the order of 1, the literature





ωsp is referred to as the “surface plasmon frequency,” and is the asymptotic
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Another important consequence of large kx, where −εm ≈ εd, is that
Equation 3-2 gives kmz ≈ kdz. Thus, the decay length on each of the two sides
of the interface is approximately equal. Assuming that optical losses in the
dielectric are low, most SPP damping takes place in the conductor. Therefore,
significant penetration depth into the conductor causes high losses. For this
reason, large-kx SPPs are characterized by shorter propagation lengths than
SPPs with smaller values of kx.
The large-kx divergence of the SPP dispersion from the dispersion of
freely propagating light (i.e., the “light line”) explains a fact already men-
tioned, that the wavelength of SPPs can be much shorter than that of freely
propagating EM waves at the same frequency. As can be seen in Figure 3.3,
the SPP wavevector becomes extremely large as the frequency ω approaches
ωsp, while the wave vector for freely propagating light increases only linearly
in ω.
There is another important fact that stems from the divergence of the
SPP dispersion from the light line. We observe that for every ω, with the ex-
ception of ω = 0, the light line is characterized by a smaller wave vector—and
hence a larger momentum—than the SPP at the same frequency. Therefore,
direct coupling between freely propagating modes and SPP modes is forbidden
by conservation of momentum. However, there are means of mediating such
coupling for device applications. For example, if a prism situated close to the
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conducting interface is illuminated at an angle such that total internal reflec-
tion occurs at the surface adjacent to the conductor, the evanescent field at
the surface of the prism can couple to SPP modes. In this case, the SPP wave
vector is related to the wave vector inside the prism by kx = kprism
√
εd cos θ,
where θ is the angle that the EM field in the prism makes with the normal
to the surface of the conductor.[95] Alternatively, if the conducting surface is
patterned with a periodic structure—suppose, for simplicity, a 1D structure
with period a—the plasmon dispersion line folds over the first Brillouin zone
π
a




sin θ ± n2π
a
. (3-7)
θ is the angle that the incident EM field makes with the normal to the con-
ducting surface. This “grating coupling scheme” will be described in Chap-
ter 7. Freely propagating EM modes can also couple to SPPs by scattering
from surface roughness or intentionally fabricated individual structures. In




sin θ ±∆kx.[95, 101]
3.3 Plasmonic Damping
In the preceding discussion the effects of plasmonic damping were, for
the most part, assumed to be negligible. This allowed us to establish a simple
intuitive picture of plasmonic coupling to freely propagating EM fields. How-
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ever, there are many systems of interest where damping can be considerable.
Furthermore, the realization of device applications requires a full understand-
ing of plasmonic damping. Therefore, the basic theoretical picture already
developed should be supplemented with a brief overview of damping mecha-
nisms.
Plasmonic damping has a number of causes. Chief among these is
Ohmic loss in the conductor. This is primarily due to scattering of conduction
electrons by ions in the crystal lattice, although electron-electron scattering
and electron-phonon scattering also contribute.[68, 102] Ohmic losses are de-
scribed by the non-zero (positive) imaginary part of the dielectric function.
Another source of loss is radiation leakage. This occurs when SPPs
propagate at the surface of a film whose thickness is similar to, or less than,
the penetration depth of the electric field into the conductor (e.g., about 25
nm for Ag in the visible and infrared regimes[97]). For such thin films, the
electric field of the SPP extends (leaks)through the film and into the substrate.
The SPP wave vector ~kx is different from the wave vector of the associated EM
field in the substrate. If at a particular frequency ~kx, ~ksub, and ~kvac represent
the wave vectors corresponding to that frequency in the SPP, substrate, and
vacuum, respectively, then Re(ksub) = nsubkvac. nsub is the index of refraction
of the substrate at frequency ω. Then phase matching dictates a particular
angle α, relative to the normal with the interface, at which radiation leakage
propagates: kx = nsubkvac sinα. Figure 3.4 is a schematic illustrating the
relationship between ~kx and ~ksub.
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Three-dimensional features on a conductor’s surface—either random
roughness or individual features—can also constitute loss channels. Just as
inelastic scattering of incident light can provide the momentum contribution
∆kx needed for a freely propagating mode to couple to SPPs, inelastic scat-
tering of SPPs can mediate coupling of SPPs back into freely propagating EM
modes.[95] This loss mechanism will be discussed in detail in Chapter 7.
Finally, interband transitions have been entirely excluded from the fore-
going discussion but are important sources of loss in real systems. They will
be treated in the next section.
3.4 Materials for Plasmonic Applications
Not every conductor is a suitable platform for SPP-based devices. A
number of factors influence the plasmonic lossiness of a material and the depen-
dence of loss on wavelength. Furthermore, it is necessary to consider whether
a material is safe for research and practical for device applications.
For example, consider a subset of metals known for their high conduc-
tivity: Ag, Au, Cu, and Al. All exhibit low Ohmic losses and are safe for
use. If we define Γ as the total damping rate due to electron-electron scat-
tering, electron-ion scattering, and inelastic scattering from defects and grain
boundaries, Ag has the lowest value of Γ and is thus the best conductor.[68]
Another consideration, however, is the real part of the dielectric func-





. Also, we saw that
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kmz  kdz implies that δd  δm. Therefore, ε′m of large magnitude means
that there is low confinement in the conductor, resulting in reduced losses.
Because ε′m(ω) ≈ 1−
ω2p
ω2
, maximizing the magnitude of ε′m requires that ωp be
maximized: in short, large ωp implies that losses are low. Of the four metals
considered here, Al has the highest plasma frequency with ~ωp = 12.7eV , and
Ag has the second highest, with ~ωp = 9.2eV .
Another important consideration is the energy at which loss due to
interband transitions starts to occur. In Au and Cu interband transitions
become important at 2.3 and 2.1 eV, respectively, meaning that Au and Cu
can support low-loss SPP propagation only in the infrared (IR) regime. The
interband transition energy for Al is even lower, at 1.41 eV.
These considerations are summarized in Table 3.1, adapted from West
et al. [68] Aside from the issues just described, an additional disadvantage of
Cu and Al is that both oxidize quickly. Because of its low damping, high inter-
band transition energy, high plasma frequency, and relative chemical inertness,
Ag is generally considered to be the optimal metal for plasmonic applications,
although applications in the IR frequently make use of Au as well.
Among the alkali metals, Na and K exhibit low losses comparable with
those of Ag. However, the challenges of probing these materials in vacuum
and the impossibility of out-of-vacuum device applications have limited the
research that has been done in this area. Figure 3.5 shows a side-by-side
comparison of the real and imaginary parts of the dielectric function for Ag,
Au, Al, Na, and K. In Fig. 3.5(b) the properties of Na and K are comparable
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Metal ~ωp (eV) Γ (eV) Onset of Interband Transition (eV)
Silver (Ag)[100, 103, 104] 9.2 0.02 3.9
Gold (Au)[100, 104] 8.9 0.07 2.3
Copper (Cu)[100, 103, 104] 8.7 0.07 2.1
Aluminum (Al) 12.7 0.13 1.41
Table 3.1: Comparison of onset energy for three sources of loss in SPPs prop-
agating in highly conductive metals. Γ is the total damping rate due to
electron-ion scattering, electron-electron scattering, and inelastic scattering
from defects and grain boundaries. Interband transitions prevent all but Ag
from being useful for SPP devices in the visible range. Adapted from [68].
with those of Ag, but in Fig. 3.5(a) Ag is clearly superior.
Additional materials aside from elemental metals have been investi-
gated. Attempts have been made to tune the band structure of Au with
transition metals and alkali metals. Despite promising preliminary results and
intriguing theoretical proposals, film growth remains challenging; moreover,
the alloying can lead to additional and undesirable effects on the electron
band structure.[68, 105, 106] Semiconductors have also been studied. For a
semiconductor to act as a low-loss plasmonics platform, it needs to have a
bandgap larger than the energy range of interest, and it also needs to be very
highly doped. Such high doping has been a challenge: for example, InGaAs
was reportedly doped as high 7×1018 cm−3 and supported SPP coupling in the
9–12 µm range, but to extend the range of operation into the visible regime,
doping of 3 × 1020 cm−3 would be required. What fraction of dopants would
be active at such a concentration, and what the carrier mobility might be, are
important unanswered questions.[68, 107] At present, the two best candidates
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for non-metallic low-loss SPP platforms appear to be indium tin oxide (ITO),
which supports low-loss propagation comparable to Ag in both the visible and
near-infrared (NIR) regimes,[108–111] and graphene, which is predicted to ex-
hibit excellent low-loss characteristics in the THz regime and intriguing SPP
modes not observed in metals.[68, 112, 113] However, the field of graphene
plasmonics remains in its infancy, with many theoretical predictions as yet
untested.
With metallic SPP platforms, one of the primary issues has been pro-
ducing and probing flat, smooth films. This is particularly true of Ag films,
and was discussed in detail in Chapter 1. Because of the challenges of Ag film
growth and stabilization, most plasmonics studies to date have used thermally
evaporated polycrystalline films rather than smooth epitaxial films. However,
as explained above (Section 3.3), inelastic scattering from surface features
allows SPPs to couple into freely propagating light, and can constitute a sig-
nificant loss mechanism in rough films. Both poor film quality and lack of
robustness in Ag film are widely recognized as a major hindrances to the de-
velopment of low-loss plasmonic devices (e.g., [68]). As an illustration, Fig. 3.6
shows atomic force microscopy (AFM) data from typical epitaxial (left) and
polycrystalline (right) films. The polycrystalline film was produced by thermal
evaporation onto the native oxide layer of a Si(111) wafer at a base pressure
in the low 10−6 Torr range. No attempt was made to control the substrate
temperature during deposition of the polycrystalline film. The differences in
roughness and surface morphology are obvious; the false-color scale has been
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adjusted in each case to allow surface features to be seen. The epitaxial film
follows the underlying Si steps, and the pale patches on each terrace are 1-
ML-high islands. The polycrystalline film exhibits rough morphology: there
are deep holes and rounded clumps with diameters on the order of tens of nm.
Thus, losses due to inelastic scattering can be high on film of this type.
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Figure 3.1: Reprinted by permission from Macmillan Publishers Ltd.: Nature
[94], copyright 2003. Original caption: (a) Surface plasmons at the interface
between a metal and a dielectric material have a combined electromagnetic
wave and surface charge character. They are transverse magnetic in character
( ~H is in the y direction), and the generation of surface charge requires an
electric field normal to the surface. (b) This combined character also leads
to the field component perpendicular to the surface being enhanced near the
surface and decaying exponentially with distance away from it. The field in
this perpendicular direction is said to be evanescent, reflecting the bound,
non-radiative nature of surface plasmons.... In the dielectric medium above
the metal...the decay length of the field [is] δd, whereas the decay length into
the metal, δm, is determined by the skin depth.
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Figure 3.2: Reprinted figure with permission from [97]. Copyright 2005 by
the American Physical Society. Original caption: The real and imaginary




1) using a free-electron
model (dash-dot line type), data from Johnson and Christy (dashed) and the
Palik Handbook (solid). For reference, the polynomial fit through Palik’s SiO2
data is also included (dotted, plotted as −ε2). The [boxed region encloses] the
region of anomalous dispersion for the Johnson and Christy and Palik data
sets.[98–100]
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, shown as a solid red line. The blue dashed line is the dispersion
relation for uncoupled light propagating freely in vacuum. The green dashed




Figure 3.4: Schematic of leakage into substrate. The index of refraction in
the substrate and the requirement for phase matching dictate the angle α of
radiation leakage.
Figure 3.5: From [68]. (a) Real part of the dielectric function for Ag, Au, Na,
K, and Al: negative values of large magnitude are associated with reduced SPP
lossiness. (b) Imaginary part of the dielectric function for the same metals:
small positive values are associated with reduced SPP lossiness. Reproduced
with permission.
47
Figure 3.6: Reprinted with permission from [114]. Copyright 2012 Ameri-
can Chemical Society. Atomic force microscopy (AFM) images showing the
contrast between atomically smooth epitaxial Ag film and rough thermally
evaporated film. Left: epitaxial Ag(111) film on Si(111). Right: thermally
evaporated Ag film on SiO2. Scattering from surface roughness is a major





4.1 Scanning Probe Microscopy
Scanning probe microscopy (SPM) allows for non-destructive, high-
resolution (up to atomic scale) interrogation of surfaces. SPM techniques are
based on the rastering of a probe across a surface of interest: therefore, data
acquisition can be slow. However, SPM has tremendous power for probing
topographic, electronic, and magnetic features with resolution as good as, or
better than, the atomic scale.
4.1.1 Scanning Tunneling Microscopy
Scanning tunneling microscopy (STM), developed and first implemented
by G. Binnig, H. Rohrer, Ch. Gerber, and E. Weibel at IBM Zurich in 1982, is
a surface science technique for probing a sample’s topography and electronic
structure with atomic or better resolution. It is typically used to interrogate
conductive, solid-state structures in ultra-high vacuum (UHV) environments.
When an atomically sharp conductive tip is brought sufficiently close to the
surface of a sample, typically to within a few Å, conduction electrons in the
tip and sample can tunnel through the potential barrier that is the vacuum
region between them. When a tip-sample voltage is applied (generally no
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Figure 4.1: Schematic of STM. Not to scale. See text for details.
more than a few volts), a net tunneling current results. The magnitude of
this current (typically on the order of 1∼100 pA) is a function of tip-sample
separation, as well as of the local electronic structure of the sample near the
tip. A schematic—not to scale—is shown in Fig. 4.1.
In the usual implementation of this technique, the tip is attached to a
quartered piezoelectric tube[115] that allows its position to be controlled in x,
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y, and z. In Fig. 4.1 yellow rectangles symbolize the electrical contacts (often
Au) that allow voltage to be applied to the four quarters of the tube to induce
it to bend in ±x and ±y and raster the tip over the sample surface. Voltage
applied along the long axis of the tube (z) causes the tube to stretch. In the
most common mode of operation, feedback electronics monitor the tunneling
current and apply voltage to extend or retract the tip so that it maintains
a constant set-point tunneling current. Data acquisition software records tip
height as a function of (x,y) position on the sample surface. This “constant
current mode”is the mode used in the experiments described here. Alterna-
tively, in “constant height mode” tip height can be maintained constant with
the data acquisition software recording tunneling current as a function of (x,y)
position on the sample surface. In order to accurately monitor and control tip
height and lateral position, vibrational isolation of the STM scan head is crit-
ical. Since tunneling current changes exponentially with the thickness of the
tunneling barrier (i.e., tip height above sample surface), a small change in
tip-sample distance results in a large change in current.
The greatest power of STM lies not so much in topographic as in spec-
troscopic analysis—i.e., scanning tunneling spectroscopy (STS). Interpretation
of STM and STS data requires on a theoretical understanding of tunneling
theory. The Bardeen approach is among the most frequently used,[116] and
is set forth clearly by C. J. Chen.[115] Following Chen’s exposition, Fig. 4.2
illustrates Bardeen’s approach, which sidesteps the difficult problem of solving
the Schrödinger equation for the complete tip-sample system by treating the
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Figure 4.2: From [115]. Original caption: The Bardeen approach to tunneling
theory. Instead of solving the Schrödinger equation for the coupled system,
(a), Bardeen (1960) makes clever use of perturbation theory. Starting with
two free subsystems, (b) and (c), the tunneling current is calculated through
the overlap of the wavefunctions of free systems using the Fermi golden rule.
Reproduced with permission.
tip and sample as two separate subsystems and solving the time-independent
Schrödinger equation for each.
Assuming the time-independent solutions can be found—for many com-
mon cases, they can—Figs. 4.2(b) and (c) show the approach schematically,
with ψ and χ representing stationary electronic states in the sample and tip,
respectively, corresponding to eigenenergies Eψ andEχ. The density of sta-
tionary states is ρS in the sample and ρT in the tip; the cartoon in Fig. 4.2(a)
shows these densities of states for a hypothetical system. Then, Bardeen ar-
gued, the probability of tunneling between any two particular states ψ and χ
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is determined by the overlap of their wave functions at a separation surface
z0 inside the barrier. The total tunneling current is found by summing these














The integral is over a separation surface at z = z0, the choice of which
does not have a large impact on the outcome of the calculation.[115] Electron
transfer obeys the Fermi golden rule, so the probability of an electron in state
ψ tunneling into state χ∗ is 2π~ |M |






[f(EF − eV + ε)− f(EF + ε)]ρS(EF − eV + ε)ρT (EF + ε)|M |2dε,
(4-2)
where f(E) is the Fermi distribution function. Making the assumptions that
kBT is small compared to the required energy resolution, and that |M | is





ρS(EF − eV + ε)ρT (EF + ε)dε. (4-3)
The tunneling current depends on the electronic density of states (DOS)
in both the tip and the sample. For a tip consisting of a free-electron-like
53
metal, ρT is approximately constant, so
∂I
∂V
∝ ρS(EF −eV ). Thus, STS, which
consists in sweeping voltage at a fixed tip height while measuring tunneling
current to determine ∂I
∂V
, directly probes the local electronic density of states
(LDOS) in the sample.
Other types of spectroscopy are also used: for example, the tip height
can be swept while voltage is held fixed. However, these methods were not
used in my experiments. Detailed treatment can be found in Refs. [115, 117].
I have made all the measurements described here on metallic or doped
semiconductor substrates in a home-built low-temperature STM (LT-STM)
system (Pan-type walker, PbZrTi (PZT) scan tube). Chamber pressures were
typically in the 10−11 Torr range during scanning. I used both electrochem-
ically etched tungsten (W) tips and platinum iridium (PtIr) tips prepared
by mechanical methods. The sample temperature during scanning was ap-
proximately 78 K. The chamber is mounted on an air table for vibrational
isolation. The system is contolled by an RHK SPM-100 controller package.
Data analysis was performed using the WSxM software package by Nanotec
Electronica.[118]
4.1.2 Atomic Force Microscopy
Like STM, atomic force microscopy (AFM) is a surface-sensitive tech-
nique capable of atomic resolution. AFM was developed by G. Binnig and
C. F. Quate in 1986 to circumvent STM’s requirements for sample conduc-
tivity.[119] AFM interrogates tip-sample force interactions (primarily van der
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Figure 4.3: Schematic of AFM. Not to scale. Purple dashed line shows tip
motion for contact mode, while yellow dashed line shows tip motion for tapping
mode. See text for details.
Waals,[117] though a variety of magnetic and electrostatic interactions can
be probed), and unlike STM does not normally provide information about
electronic structure. A schematic (not to scale) is in Fig. 4.3. Cantilever
dimensions are typically on the order of hundreds of µm, and the photodiode
commonly sits at a distance of a cm or more from the cantilever. Sample
surface roughness can be on the scale of µm to Å.
The surface is probed by the atomically sharp tip etched at the end of
the flexible cantilever. There are many possible modes of operation, and most
of these can be broadly categorized either as “contact” or “tapping.” Contact
mode entails dragging the tip over the sample while recording deflection of
the cantilever as a function of lateral position. The disadvantage of contact
55
mode for many applications is that the tip can damage the sample. In tapping
mode, which is the mode used in the studies described here, a piezoelectric
element drives the cantilever at its resonant frequency. The tip is brought
near the surface of the sample where tip-sample interactions modify the reso-
nant frequency of the cantilever without the tip actually touching the sample.
The neutral tip position—i.e., the height of the unflexed cantilever above the
sample surface—might be on the order of 1–10 nm; however, ideal tip position
varies greatly depending on the sample being probed and the specifications
of the cantilever. One does not generally want the tip to “snap to” sample
contact, and therefore one must increase or decrease the separation to take
account of cantilever elasticity and the magnitude and range of the forces act-
ing between tip and sample.[120] Because contact is minimal, tapping mode
is the mode of choice for delicate samples. The motions of the cantilever—in
particular, its frequency and amplitude of oscillation—are monitored, and the
tip height is adjusted by feedback electronics which maintain a setpoint vi-
bration amplitude chosen by the user. In this way the tip tracks the sample’s
topographical features (see Fig. 4.3), and control software records tip height
z along with a variety of other parameters including oscillation amplitude,
frequency, and phase shift as a function of lateral position (x,y). The most
common means of detecting cantilever position is optical: a laser is focused
on the back of the cantilever, which is polished to a mirror finish for this pur-
pose. The laser’s angle of incidence is adjusted so that when the cantilever
is in its neutral, unflexed position the reflected laser spot falls at the center
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of a circular photodiode detector divided into four quadrants. See Fig. 4.4.
As the cantilever moves, the laser spot moves up and down or left and right
from its neutral position at the center, thus changing the voltages detected at
each of the four photodiodes in a manner that allows the cantilever’s motion
to be determined by the control computer. If the four diodes are labeled as
in Fig. 4.4, and if diodes 1, 2, 3, and 4 generate voltages V1, V2, V3, and V4,
respectively, then vertical cantilever motion is detected as (V1 +V2)− (V3 +V4)
and horizontal motion as (V2 + V3) − (V1 + V4). Vertical cantilever motion is
cantilever flexion, the primary interest in most tapping-mode AFM measure-
ments. Horizontal motion is torsional cantilever motion. Since most AFM
setups scan in a direction perpendicular to the long axis of the cantilever,
torsion results from drag on the cantilever.[121]
AFM can be more tolerant than STM of out-of-vacuum operation.
However, if atomic resolution is to be obtained, UHV is usually necessary.
Like STM, AFM requires vibrational isolation to maximize resolution and pre-
vent tip crashes. The measurements described here were obtained in ambient
conditions (approximately standard temperature and pressure) with a Veeco
Multi-mode V commercial AFM setup and dedicated Veeco controller/software
package. A BM-4 Biscuit vibration isolation platform from Minus K Technol-
ogy served for vibrational isolation. I acquired data in tapping mode using
etched Si tips. Tips were model TESP from Brüker, with specified resonant
frequency between 306 and 350 kHz and spring constant k=20–80 N/m. Veeco
tips with matching specifications were also used. Data were analyzed in the
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Figure 4.4: Schematic of split photodiode for AFM. The quadrants have been
arbitrarily numbered for reference in the text.
WSxM software package by Nanotec Electronica.[118]
4.2 Electron Diffraction Techniques
The use of electron diffraction to investigate crystalline structure origi-
nated in the early twentieth century with the pioneering work of C. J. Davisson
and L. H. Germer on low-energy electrons, and the independent work by G. P.
Thomson on high-energy electrons. Thomson and Davisson shared the Nobel
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Prize in 1937 for the “discovery of the interference phenomena arising when
crystals are exposed to electronic beams.”[122] However, practical crystallo-
graphic analysis, especially by diffraction of low-energy electrons, remained for
a long time imperfectly realized, due to the difficulties of preparing and main-
taining a clean surface. In the 1960s, with improved vacuum conditions and
innovation in surface preparation techniques (e.g., ion bombardment and sam-
ple flashing), electron diffraction came into its own as a foundational technique
in surface science.[123]
The physics of low energy electron diffraction (LEED) and reflection
high energy electron diffraction (RHEED) are extremely similar to one an-
other, as are the applications to surface science. The geometries, however, are
different, and there are key differences in the information that can be extracted
from each technique.
4.2.1 Low Energy Electron Diffraction: Basic Setup and Operation
A typical LEED setup (not to scale) is shown in Fig. 4.5. An electron
gun—consisting of a heated cathode and a series of grids to accelerate and
focus the electrons that boil off the cathode—creates an electron beam with
relatively small energy spread, on the order of a tenth of an eV, and divergence
less than 10.[123] The beam emerges with energy on the order of tens to
hundreds of eV into a field-free region where it interacts with the sample.
Because the electrons have low energy they interact mainly with the surface
and penetrate only slightly (a few atomic layers) into the bulk.[124] At the
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Figure 4.5: Schematic of LEED. Not to scale. For clarity, only two grids are
shown: typical systems contain 3–4 grids. See text for details.
sample surface the incident beam can have a diameter on the order of mm,
but the coherence width is typically much less, potentially as small as several
hundred Å.[123, 124] After interacting with the sample surface, the electrons
scatter back to a phosphorescent screen. The resulting pattern on the screen
can be observed from either the gun side or sample side, depending on the
design of the system, and can be recorded with a simple camera setup. The
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configuration in which the screen is viewed from behind the gun is known as
“reverse-view” setup.
In front of the screen there is a set of concentric grids, shown sym-
bolically by two dashed semicircles in the schematic in Fig. 4.5. The most
important of these is the innermost grid, which is maintained at a potential
equal to that of the sample so the region in which electrons interact with the
sample is field-free, and one or two retarding grids, which apply a retarding
potential to prevent inelastically scattered electrons from reaching the screen.
At the low energies at which LEED operates, inelastic scattering can be signif-
icant. By discarding inelastically scattered electrons the retarding grid allows
for a simple LEED pattern that can be interpreted purely in terms of elastic
scattering processes. The physics of elastic scattering will be discussed below.
The phosphorescent LEED screen is at high potential, on the order of a few
kV, so electrons passing through the retarding grid are reaccelerated to a high
enough energy to efficiently excite the phosphor.
Only samples that possess long-range order exhibit LEED patterns.
High-quality samples yield sharp LEED patterns with strong contrast between
pattern and background. Defects reduce sharpness and contrast. Therefore,
LEED is generally performed in vacuum, to slow the rate of accumulation
of surface adsorbates. Since the electron beam scarcely penetrates past the
sample surface, LEED only allows for analysis of the surface structure: it gives
little to no information about the bulk.
My experiments were performed with a commercial reverse-view LEED
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Figure 4.6: Schematic of RHEED. Not to scale. See text for details.
from Princeton Research Instruments, Inc., model RVL 8-120. Data were
acquired with a point-and-shoot digital camera (Canon PowerShot G6 with
7.1 megapixels and optical zoom) mounted on a tripod outside the chamber.
All experiments took place at base pressures no higher than the low 10−10 Torr
range.
4.2.2 Reflection High Energy Electron Diffraction: Basic Setup
and Operation
A RHEED setup is shown in Fig. 4.6 (not to scale). As in the case of
LEED, an electron gun consisting of a cathode and a series of grids and focus-
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ing elements creates an electron beam with small angular divergence. Beam
divergence on the order of 0.1 mrad as adequate for most applications.[125]
There are two key differences between RHEED and LEED: first, the beam
energies—RHEED operates in the range of tens of keV, as opposed to the
tens of eV range of LEED; and second, the differing arrangements of gun,
sample, and screen. LEED features a relatively compact geometry: the gun
sits directly in front of the sample, separated from the sample by typically
only several cm. The angle of beam incidence on the sample in LEED is not
necessarily 90◦ and can in some setups be controlled, but incidence is usually
close to normal. RHEED, by contrast, has an open geometry, as Fig. 4.6
shows. The beam encounters the sample at an oblique angle (176◦ ∼ 179◦),
and the gun and screen are much farther from the sample than in LEED: the
desirable RHEED spot size is about 0.1 mm at the screen, and this can be
readily achieved by commercial systems with gun-screen distances of 40–70
cm.[125] The screen, as in the case of LEED, is phosphorescent, and can be
monitored with a camera of any sort; the screen is typically nothing more than
a standard viewport covered with phosphor (and with indium tin oxide (ITO)
to prevent charging). Since the beam interacts with the sample at a low angle,
the diffraction pattern observed on the screen is essentially a projection of the
sample reciprocal lattice along the direction of the beam. Therefore, in order
that the full surface symmetry can be seen, RHEED setups usually include a
sample holder that can rotate azimuthally. Like LEED, RHEED is operated
under vacuum to minimize accumulation of adsorbates on the sample surface.
63
Good vacuum conditions are also important in RHEED because of the long
beam path, along which defocusing could potentially become problematic if
there were significant scattering from particles.
Although the beam energy in RHEED is much higher than in LEED,
penetration of the incident beam into the sample is generally no more than
a few atomic layers.[125] This is because of the glancing angle of the beam:
beam momentum in the direction normal to the sample face is minimal.
RHEED exhibits a greater sensitivity to surface morphology than does
LEED. Sharp, well-defined diffraction spots arranged in an arc, with strong
contrast relative to the background, are the sign of a perfectly flat crystalline
surface. A very flat surface with small, out-of-phase domains smaller than the
coherence length of the electron beam (typically 100–200 nm in the longitudi-
nal direction and 30–80 nm in the transverse direction) is evidenced by elon-
gation of the diffraction spots into streaks. Streak width and length allow for
estimation of average domain size, with streak width scaling as 2π
L1
and streak
length scaling as 2π
L2tanθi
, where L1 and L2 are the average domain dimensions
in the directions perpendicular and parallel to the incident electron beam,
respectively, and θi is the glancing angle of the beam relative to the sample
face.[125] In rough growth, transmission diffraction through three-dimensional
(3D) surface features of small dimensions (≤ 10 nm thickness) produces spots
aligned along lines rather than arcs, with spot spacing inversely related to
the spacing of atomic planes in the crystal.[126, 127] Additional diffraction
patterns are possible: see e.g. Ref. [128].
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My experiments were performed with a commercial 15-keV RHEED
system from Staib Instruments. Path length from electron gun to sample is
approximately 45 cm, and 37 cm the path length from sample to screen. The
path length is slightly longer than optimal, resulting in a larger than ideal spot
size on the order of a mm. However, for the present experiments spatial reso-
lution is not critical and so beam defocusing is not limiting. The electron gun
is shielded with a homebuilt MuMetal sleeve to reduce stray electromagnetic
fields. For azimuthal sample rotation, the sample is mounted on a differen-
tially pumped commercial manipulator by Thermionics, Inc., with xyz motion
and 360◦ azimuthal rotation. Sample cooling and heating, as well as growth,
can take place on the manipulator while monitoring with RHEED. Data were
recorded with a kSA 400 imaging package from k-Space Associates, Inc. This
package consists of a charge-coupled device (CCD) camera and k-Space’s pro-
prietary software package for real-time image analysis. All experiments were
performed under UHV conditions, typically in the low- to mid-10−10 Torr
range.
4.2.3 Fundamental Principles of LEED and RHEED
The Ewald construction provides a straightforward model for the physics
of LEED and RHEED. It makes the following assumptions:
1. All inelastic scattering processes can be neglected, so | ~kf | = |~ki| = k,
where ~ki and ~kf are the incident and diffracted wave vectors, respec-
tively. At RHEED energies, elastic scattering dominates inelastic, so
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this assumption is justified. In LEED, inelastic scattering can be consid-
erable, but the retarding grid prevents inelastically scattered electrons
from contributing to the observed diffraction pattern.
2. Scattering of the incident electron beam by atoms in the sample lattice is
coherent: i.e., there is a fixed phase relationship between the incident
and the scattered wave. This follows from the assumption of elastic
scattering.
3. At the sample the incident electron beam can be approximated as plane
waves. This is a reasonable assumption (considering the small inter-
atomic dimensions upon which diffraction takes place) for many exper-
imental setups if the electron gun is at least several cm away from the
sample.
A simple case is depicted in Fig. 4.7. A plane wave, shown as originat-
ing from the upper left corner of the figure, is incident elastically with angle θi
on a 1D square lattice with lattice constant a. Constructive interference occurs
if a cos θi + a cos θf = nλ where n is an integer that indexes a discrete set of
angles θf at which constructive interference can be observed (i.e., n is the or-






is the reciprocal lattice for this structure.
Generalizing this treatment to three dimensions gives the Laue condi-
tion for constructive interference: ~kf − ~ki = ~Gn, where ~Gn is any vector in
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Figure 4.7: Plane wave incident on a 1D array of scatterers.
the reciprocal lattice of a 3D scattering structure. The Laue condition is illus-
trated in Fig. 4.8 for a square lattice (drawn in 2D for graphical simplicity).
Because of the assumption of elastic scattering, | ~kf | = |~ki|, both vectors can be
represented as radii of the same sphere (or circle, in the 2D case as in Fig. 4.8).




, where me = electron mass), we graphically orient ~ki to point to
some reciprocal lattice point. Then the condition for constructive interference
is satisfied when ~kf takes any angle at which it points to a reciprocal lattice
point: i.e., any angle at which a reciprocal lattice point sits on the boundary
of the sphere (circle). One such angle is illustrated in Fig. 4.8.
Fig. 4.9 depicts the Ewald sphere in 3D, for diffraction from a 1D
lattice. Notice that the size of the Ewald sphere relative to the lattice spacing
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is not to scale for a real atomic lattice: the planes are drawn with a large
spacing, in order to make the diagram clear. The Laue condition is satisfied
for any of the circular cross sections created by the intersection of the Ewald
sphere with one of the reciprocal lattice planes. The Laue circles formed at
the intersections of the sphere and planes constitute the distinctive arc-shaped
pattern typical of RHEED data.
If instead the lattice is 2D, the lattice planes in Fig. 4.9 are replaced
by rods periodic in two dimensions. Then the Laue condition implies that
each order of diffraction, rather than being the edge of a circle, will be a set
of periodic points along the edge of the circle. This is what is seen in RHEED
data for smooth crystalline surfaces. Notice that in Fig. 4.9 both ~ki and
~kf point to the right (into the reciprocal lattice planes). This is correct for
RHEED geometry. For LEED geometry the figure would be modified so that
one of ~ki, ~kf pointed up and the other down. The resulting LEED diffraction
pattern consists of the points formed by the reciprocal lattice rods piercing
the bottom (or top) of the Ewald sphere.
Figures 4.8 and 4.9 show idealized Ewald spheres. In reality both the
reciprocal rods and the surface of the Ewald sphere are thickened: the recip-
rocal rods are broadened by atomic steps, while the Ewald sphere is thickened
by the energy spread and angular divergence of the electron beam. Thus, the
reciprocal lattice rods and the Ewald sphere intersect not at points but in vol-
umes with a finite extent. This modifies the diffraction pattern by broadening
LEED spots and giving RHEED spots a streaky appearance. The streaking
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of the RHEED pattern is particularly pronounced where the reciprocal lattice
rods cross the Ewald sphere at oblique angles.
4.3 Low Energy Electron Microscopy
Low energy electron microscopy (LEEM) is a non-destructive surface
science technique invented by E. Bauer in 1962.[129] It is used to probe chemi-
cal, electronic, magnetic, and structural properties of surfaces, and can achieve
resolution less than 10 nm. The technique allows for real-time data acquisi-
tion in movie form and is thus well-suited to interrogation of kinetic processes.
Moreover, it has tremendous power for probing the real-space crystalline struc-
ture of ordered surfaces.
Fig. 4.10 is a simplified schematic (not drawn to scale). As the figure
shows, the LEEM chamber is shaped like a “Y” (or in some cases a “T”). An
electron beam (green dashed line in the figure), produced by the electron gun
in the upper right-hand corner of the figure, passes through a set of condenser
lenses (purple) that collimate it and accelerate it to high energy, typically 10–
20 keV. High electron energy is important for high spatial resolution, and also
minimizes the effects of stray electromagnetic fields that might otherwise defo-
cus the beam.[130] The beam passes through a magnetic field at the center of
the “Y” and is bent into a path orthogonal to the sample plane. An illumina-
tion aperture (not shown in the figure) is interposed, often inside the magnetic
field itself, to improve collimation of the beam before it passes through an ob-
jective lens (blue, solid boundary) and interacts with the sample (bottom of
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the figure). The objective lens is grounded, but the sample is floated at a
negative potential very close to that of the impinging electron beam, so that
the beam is abruptly slowed before it interacts with the sample: usually the
beam energy at the sample is less than 100 eV. The sample and objective lens
sit only a few mm apart, so the electrostatic field between objective lens and
sample is on the order of 10 kV/mm. The beam is focused not only by the
objective lens, but also by this field gradient, and so the sample constitutes
an active optical component of the system. On account of the high field gradi-
ents (in addition to the requirement that surface contamination be minimized)
LEEM is operated only under UHV conditions. Because the electron beam is
very slow when it interacts with the sample, its penetration depth is only a few
atomic layers, and so the technique is characterized by high surface sensitivity.
At the sample surface, the beam is reflected, scattered, and diffracted.
The strong electrostatic field that slows the incoming beam accelerates the
outgoing beam to high energy as it moves away from the sample. The beam
re-enters the magnetic field: now that the electrons are moving in the direction
opposite to that of their first pass, the beam is deflected away from the illu-
mination column and into the imaging column. At the back focal plane of the
objective a diffraction pattern (Fourier transform) is created. The diffraction
pattern is the LEED image of the sample; see Section 4.2.1, above, for discus-
sion of LEED. A diffraction pattern for the clean Si(111) surface exhibiting
a 7x7 surface reconstruction is shown in the figure. A contrast aperture is
inserted into the diffraction plane and can be mechanically adjusted to select
70
a part of the beam that has undergone a particular angle of diffraction or
reflection. Transfer lenses (indicated in the figure with dash-dotted borders)
are inserted as needed to shift the location of the diffraction plane to a po-
sition in the beamline that allows for the insertion of the contrast aperture.
Whichever part of the beam has been selected by the contrast aperture then
passes through the field lens and intermediate lens (pink in Fig. 4.10), which
are coupled. These together are switched into one of two modes, in order ei-
ther to (a) form a direct-space image of the sample surface (i.e., an inverse
Fourier transform) at the image (Gaussian) focal plane, behind the contrast
aperture; or (b) allow the LEED pattern to be imaged at that plane. Finally,
the projective lenses (pink in Fig. 4.10) magnify the diffraction or real-space
image and project it onto a microchannel plate (MCP) connected to a video
acquisition system. A direct-space image of a Si(111) 7x7 surface at about
600◦C is shown next to the MCP in the figure. A more detailed explanation of
the functions of the various parts of the system is contained in reference [131].
Fig. 4.11 shows all the lenses fully labeled. As this figure shows, the
geometry of LEEM can allow for an evaporative deposition source, such as a
K-cell or electron beam evaporator, to be installed at an oblique angle to the
sample. This permits studies in which growth is observed in real time.
The ability to use various diffracted parts of the beam to create real-
space images is a key feature of LEEM. If the directly reflected LEED spot is
used for imaging, the imaging mode is referred to as “bright field,” and the
resultant video image approximately resembles a scanning electron microscope
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(SEM) image. (The physical interpretation of the image, however, is quite
different from SEM, since SEM operates at beam energies on the order of keV,
whereas LEEM electron energies are typically on the order of a few eV by the
time they interact with the sample. Moreover, LEEM images are obtained by
a “true imaging” process, as opposed to the rastering process used in SEM;
LEEM data are therefore acquired in real time.) On the other hand, if a
higher-order diffraction spot is selected for imaging, the resulting image will
show illumination only in those regions of the sample surface that produced
diffraction at the chosen angle. This is “dark-field imaging mode.”
An example of dark-field mode, taken from our work, is shown in Fig.
4.12. The sample is a Si(100) substrate that has been flashed to remove the
native oxide layer. The right-hand panel of Fig. 4.12 shows the diffraction
pattern for for the same surface. It consists of two superposed diffraction
patterns from the Si(100) 1x2/2x1 reconstructed surface, each rotated at 90◦
relative to the other. The rotated domains are known to correspond to 90◦
rotations in the direction of dimer rows on alternating crystal steps. The left-
hand panel is the real-space image acquired by imaging from one of the first-
order diffraction spots: for example, possibly the one circled in yellow in the
right panel of the same figure. Bright regions are steps from which diffraction
produced the selected LEED spot. Dark regions correspond to steps where
dimer rows are oriented at 90◦ relative to those on the bright steps.
The LEEM technique does not generally yield topographic data that
are easy to interpret, and in cases where topographic data are the primary
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goal, SPM methods are usually superior. However, atomic steps are often
clearly visible in LEEM data. This is because the electron beam—which can
be treated as a plane wave field at the sample surface—interferes with itself
when it is reflected from the top and bottom edges of a single atomic step.[132]
In a similar manner, quantum size effects are observed when electron
waves reflected at a thin film/vacuum interface interfere with those reflected
from a film/substrate interface.[133] Obviously, this requires that electron pen-
etration depth into the sample be at least as long as the electron wavelength.
Therefore, whether or not this effect is seen depends on both film thickness
and beam energy.
The LEEM studies described here were performed on a commercial
Elmitec III LEEM system. The sample stage can be cooled to approximately
115 K. Ag deposition was carried out, at different times, by both electron-
beam evaporation and K-cell. Deposition and sample interrogation can take
place simultaneously. Chamber pressures were typically in the 10−10–10−9
Torr range during growth (although occasionally as high as 10−8 Torr). When
growth was not taking place, chamber pressures were generally in the 10−11–
10−10 Torr range.
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Figure 4.8: Illustration of Laue condition.
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Figure 4.9: Ewald sphere in 3D, for diffraction from a 1D lattice. From [125],
copyright 2004. Original caption: Ewald construction for a 1D row of scatter-
ers. (a) Perspective view of the construction showing Laue zones. (b) Side view
of the construction. Reprinted with the permission of Cambridge University
Press.
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Figure 4.10: Schematic of LEEM. An example of a LEED image (clean Si(111)
7x7 surface) is inset at lower left, and a real-space image (same surface, ap-
proximately 600◦) is in the upper left.
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Figure 4.11: Schematic of LEEM, with components labeled. Position of op-
tional deposition source is shown.
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Figure 4.12: Left: dark-field image of clean Si(100) surface, 1x2/2x1 recon-
struction. Right: LEED pattern for the sample shown on the left. The circle
shows which order of diffraction was used to obtain the real space image.
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Chapter 5
Studies of Ag Film Growth on Si
5.1 Construction of Home-Built System for Metal- Semi-
conductor Heteroepitaxy
For epitaxial growth of Ag films, I designed and built an MBE sys-
tem dedicated exclusively to growth of metal-semiconductor heterostructures.
Previous to the establishment of this system, we had grown metal films on
semiconductor substrates using a set of compact home-built evaporators which
were incorporated into each of our analysis chambers for small-scale growth
studies. The dedicated MBE system makes film growth more efficient, par-
ticularly the growth of thick (∼ 10s of nm) films. It has also allowed us to
implement a system of capping with dielectric materials to stabilize films for
out-of-vacuum use.
5.1.1 Preexisting Compact Evaporator Design
For systems operating under UHV, a set of simple, inexpensive, and
extremely compact home-built evaporators allows us to incorporate basic epi-
taxial growth capabilities into a wide variety of analysis chambers. The design
consists of a conical, hand-wound tungsten (W) filament basket into which
Ag shot (99.999% purity from ESPI Metals) is loaded directly without the
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use of a crucible. By flowing current through the filament, we evaporate the
Ag. This simple effusion cell is shielded from the sample by a shutter into
which a quartz crystal monitor (Maxtec, Inc. sensor crystal on Au, 6 MHz)
is incorporated. The whole design can be mounted on a single 2.75” conflat
flange. A schematic is shown in Fig. 5.1.
There are two major drawbacks to this approach to evaporation. First,
the W filament basket is necessarily small, since the evaporator is compact
by design, and since a basket containing a large volume of Ag would require
impractically large currents for evaporation. Because of the basket’s small
capacity, frequent venting and replenishing of the Ag source is necessary; this
results in major experimental delays, especially when thicker films are grown.
The second drawback is the incorporation of the crystal monitor di-
rectly into the shutter. Although this allows for a convenient, compact geome-
try, it means that the deposition rate can only be monitored when the shutter
is closed, since only when the shutter is closed is the embedded crystal in a
direct line of sight to the source. Since the temperature of the source cannot
be directly monitored, there is no straightforward way to identify fluctuations
in the evaporation rate during growth.
5.1.2 Dedicated MBE Chamber for Metal-Semiconductor Heteroepi-
taxy
In order to address these issues, I designed and built a dedicated MBE
chamber for metal-semiconductor heteroepitaxy. I made the initial drawings
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Figure 5.1: Schematic of compact evaporator. See text for details.
using SolidWorks with assistance from Dr. Jisun Kim. The machining and
welding was performed in the University of Texas Physics Department machine
shop. The chamber—which operates in the pressure range from high 10−11 to
low 10−10 Torr—is built around a four-port, water-cooled MBE flange based
on designs by former lab member Professor Arthur Smith (currently at Ohio
University) and by SVT Associates, Inc. Each of the flange’s four ports allows
for either an effusion cell or an electron-beam evaporator to be mounted on
a 2.75” CF flange, and each is shielded by its own shutter. We use commer-
cial Knudssen effusion cells (“K-cells”) purchased from SVT Associates, with
pyrolytic boron nitride (PBN) crucibles. The effusion cells include a C-type
thermocouple for temperature monitoring, and are controlled by Eurotherm
2408 programmable proportional-integral-derivative (PID) controllers that al-
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low the temperature of the source material (and, thus, the evaporation rate)
to be controlled to within approximately 1◦C. Water at 4◦C is continuously
flowed through the interior of the growth flange and through jackets around
each of the growth ports by a closed-cycle chilling system. A water-cooled
quartz crystal monitor (Maxtec, Inc. sensor crystal on Au, 6 MHz) allows for
deposition calibration. A commercial RHEED system by Staib Instruments
allows for in situ growth monitoring and can also be used for growth calibra-
tion. RHEED data is collected and analyzed using kSA400 RHEED software
by k-Space Associates, Inc. A commercial sample manipulator from Thermion-
ics, Inc., features x, y, and z motion and a differentially pumped rotational
platform so the sample can be rotated during RHEED analysis. The sample
growth stage is home-built. It allows for direct heating, and also for sample
cooling to temperatures below 100 K using a continuous flow of liquid N2. The
temperature of the sample stage is monitored by a K-type thermocouple.
Since the MBE chamber became fully functional in 2009, it has been
incorporated into a larger cluster of home-built systems that provide additional
analysis capabilities. An LT-STM system (liquid N2 or liquid He operating
temperature, Nanonis control system) built by Huan Li and a LEED analysis
chamber are connected to the MBE chamber by a UHV transfer line designed
and built by Dr. Jisun Kim and Dr. Chendong Zhang, so samples can be
transferred among the three chambers without breaking vacuum. A schematic
is in Fig. 5.2.
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Figure 5.2: Schematic of MBE chamber coupled with STM and LEED analysis
chambers.
5.2 Sample Preparation
Silicon substrates are prepared by flashing with direct current heating
to between 1100◦ and 1300◦C in UHV. This flashing removes the native oxide
layer from the Si surface, and also reconstructs the surface—to a 7x7 recon-
struction, in the case of Si(111), or 1x2/1x2, in the case of Si(100). The use
of fast direct-current heating allows for localized heating of the sample with
minimal heating of the sample holder and stage; thus, the chamber pressure
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can remain in the 10−10 Torr regime throughout the flashing process. After
flashing we confirm the surface reconstruction using STM, LEED, or RHEED.
Before growth, the sample is cooled on the sample holder to below 100
K. At low temperature, the Si(111) 7x7 surface reconstruction persists, but
the Si(100) 1x2/2x1 surface structure is modified and becomes c(4x2). Ag is
deposited at an approximate rate of 1 Å/min. The oriented nanocluster struc-
ture of the as-deposited Ag is observable by RHEED (Fig. 5.3). No more than
2–4 nm of Ag are deposited: inferior film quality results from thicker deposi-
tion. When deposition ends, the sample is annealed at room temperature for
from one to a few hours. The time of annealing is not critical. If thicker film
is needed, the sample is again cooled, and the procedure is repeated as many
times as is necessary. With careful control of growth parameters, the film can
remain atomically flat for many growth cycles: see Fig. 5.4.
5.3 Additional Data and Analysis
Fig. 5.5 shows LEED and direct imaging data for Si(100) substrate
preparation and Ag deposition. Panel (a) shows the LEED pattern from clean
Si(100) surface immediately after flashing. The pattern indicates two surface
reconstructions, 1x2 and 2x1, rotated at 90◦ relative to each other (circled
with different colors in the inset). This is due to the well-known rotating of
dimer rows on adjacent steps that was described in Chapter 4. The LEEM
dark-field image in Fig. 5.4(b) shows the corresponding real-space image of the
sample surface; here the alternating rotated surface lattices are clearly evident
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as dark and light steps. Fig. 5.4(c) shows the LEED image that emerges
during deposition of 10 ML at 115 K (before annealing): the pattern is quite
sharp, showing two co-existing Ag(111) 1x1 surface structures (circled with
different colors in the inset). Imaging in dark-field mode from either of the
two reciprocal lattices, as in panel (d), reveals that the crystalline orientation
of the Ag is rotated through 90◦ on adjacent steps, maintaining a definite
relationship to the underlying Si(100) dimer rows on each terrace. Because
the sample has not yet been annealed, the Ag morphology consists of clusters;
nevertheless, the clusters show a particular crystalline orientation with respect
to the substrate. This finding agrees with the RHEED data for Ag on Si(111)
in Fig. 5.3: the Ag(111) 1x1 pattern is already established before annealing,
with the only difference between the top and bottom panels being the clustered
versus flat film morphologies.
It is of interest that epitaxial Ag(111) preferentially adopts the (111)
orientation on a wide variety of semiconducting and insulating substrates. It
is likely that this is due to Ag(111) having lower surface energy than other
orientations; the likelihood that surface energy is an important contribution
to the total free energy of these systems is supported by the tendency of
the system to form round clusters (with low surface-to-volume ratio) during
deposition (see Figs. 1.1 and 1.2 in Chapter 1). L. Vitos et al. calculate
surface energies of 1.172, 1.200, and 1.238 J/m2 for Ag(111), (100), and (110),
respectively.[135]
It is also of interest that the Ag(111) clusters and film adopt a par-
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ticular rotational orientation with respect to the underlying Si surface. The
(111) surface of the Ag film has a hexagonal close-packed (HCP) structure.
The Si(111) 7x7 surface, too, is characterized by a hexagonal symmetry, as
is the c(4x2) surface structure assumed by Si(100) at low temperature. As
explained in Chapter 1, the Ag film and underlying semiconducting substrate
are believed not to bond chemically: the film is stabilized by a combination of
surface energy minimization, QSEs, and charge spilling, with only weak inter-
action between the film and substrate. It is therefore not clear what role, if any,
is played by lattice matching in this system. As discussed in Chapter 2, the
degree of strain in Ag film grown on Si and GaAs remains open to question, as
does its effects on morphology and electronic structure. (The lattice mismatch
between the surface lattice of the substrate and the Ag bulk lattice in the (111)
direction is 3.3% for Si(111) 7x7 and 24% for Si(100) 1x2.) However, the clear
preference for a particular rotational orientation on Si suggests that some def-
inite interaction does exist. In the case of Ag(111)/Si(111), controlled heating
to around 110◦ initiates dewetting and recovers the Si(111) 7x7 pattern (pre-
sumably, through pits extending down to the substrate: the overlayer LEED
pattern continues to dominate the image), indicating that the surface recon-
struction survives under the overlayer after growth and annealing: see Fig. 5.6.
It is therefore not unreasonable to consider that the hexagonal symmetry be-
tween the substrate surface reconstruction and the overlayer might play a role
in determining the crystalline orientation of the overlayer. On the other hand,
the low-temperature c(4x2) phase of Si(100) is typically seen at low tempera-
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ture only, leaving as an open question the details of Ag(111)/Si(100) interface
after annealing to room temperature. These intriguing questions merit further
study.
5.4 Ge Capping for Film Stabilization
Our fundamental understanding of the processes underlying dewetting
of Ag film out of vacuum remains limited, as discussed in Chapters 2 and
6, but interaction with air greatly accelerates film degradation. Therefore,
we have been motivated to use a uniform capping layer to isolate Ag film
from interaction with atmospheric species. I and Dr. Jisun Kim developed
a method, which we currently use, for capping flat Ag film with a layer of
amorphous Ge. After growing and annealing Ag film, we verify film quality
using STM or electron diffraction. We then recool the Ag film to liquid N2
temperature. Using a K-cell with PBN crucible as our Ge evaporation souce,
we deposit 1–2 nm on our Ag sample at a rate of 0.5 Å/min. During deposition
the RHEED pattern disappears, consistent with the interpretation that the
Ge overlayer is amorphous. Subsequent scanning with AFM reveals that the
overlayer is smooth, with only sub-nm roughness on individual terraces: see
Fig. 5.7.
More information is in Chapter 6.
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Figure 5.3: From [134]. Top panel: RHEED data acquired before annealing
of Ag on Si(111). The large spots indicate nanocluster morphology. Bottom
panel: RHEED data acquired after annealing. The streaks indicate flat film,
and their geometry is consistent with the Ag(111) 1x1 crystalline surface struc-
ture. The spots in the top panel follow the lines of the streaks for the Ag(111)
1x1 pattern, indicating that the 3D clusters are crystalline, and that they are
rotated in the same direction as the Ag film in the bottom panel. Reprinted
with permission from AAAS.
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Figure 5.4: STM topography of epitaxially grown Ag film on Si(111). Data
acquired by Dr. Jisun Kim. Left panel: morphology after one growth cycle.
Total thickness is 10 ML. Right panel: Morphology after three growth cycles.
Total thickness is 30 ML. After multiple growth cycles the film remains smooth,
with predominantly only 1 ML surface roughness. Scanning temperature: 78
K.
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Figure 5.5: Preparation of Si(100) substrate and deposition of Ag (carried out
at Sandia LEEM facility). (a) LEED of clean Si(100) surface after flashing.
2x1 and 1x2 patterns are indicated in the inset with red and yellow circles,
respectively. (b) Dark-field image of the clean Si(100) sample from (a). Alter-
nating bright and dark steps correspond to alternating dimer row directions
on adjacent steps. (c) LEED acquired during deposition at 115 K. The Ag
clusters already exhibit a preferred crystallinity and orientation with respect
to the substrate. LEED shows two coexisting Ag(111) 1x1 domains rotated
at 90◦ with respect to each other: in the inset, red and yellow distinguish the
two domains. (d) Dark-field image acquired from (c), confirming that the two
Ag rotational domains correspond to adjacent substrate steps.
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Figure 5.6: LEED pattern acquired after heating Ag(111)/Si(111) to initiate
dewetting. The Ag(111) 1x1 pattern remains dominant, but the Si(111) 7x7
pattern begins to reappear.
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Figure 5.7: AFM image of Ge-capped 20 ML Ag(111) film on Si(111). Capping
thickness is 2 nm. Data was obtained in ambient conditions after 29 days’
exposure to ambient conditions. Roughness on individual terraces is sub-nm.




Investigation of Dewetting Mechanisms in Ag
Films on Si
As discussed in Chapter 2, the dewetting of epitaxial Ag film on Si has
yet to receive significant attention in the literature. Fundamental issues, in-
cluding whether or not the film is strained and what might be the nature of the
interface with the substrate, remain open to doubt. Ultimately, it is important
to understand the physical and chemical processes that drive dewetting in this
system. At the present time, though, the morphological changes that take
place during dewetting have not even been identified. I have undertaken scan-
ning probe and LEEM studies to characterize the evolution of film morphology
for various film thicknesses held under vacuum at room temperature and at el-
evated temperatures. I have also investigated the morphological changes that
occur when film is exposed to ambient conditions (i.e., out of vacuum, room
temperature) and have evaluated the efficacy of using thin dielectric capping
(with Ge) to arrest dewetting under those same conditions.
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6.1 Evolution of Ag(111)/Si(111) in Ambient Condi-
tions
For this study, I prepared epitaxial Ag films on Si(111) and exposed
them to ambient conditions. I monitored the evolution of the film morphology
using AFM (tapping mode, ambient conditions—see Chapter 4 for details).
That this AFM is capable of resolving the Ag film’s initial ±1-ML roughness,
and that the ±1-ML morphology survives at least briefly after the film is
removed from vacuum, is demonstrated by Fig. 6.1. Here, a 20-ML film was
scanned by Dr. Jisun Kim within a few hours after it was removed from
vacuum. The substrate steps and the 1-ML-high islands on the terraces are
clearly visible.
I prepared 10- and 20-ML films. The first sign of film degradation in
each was the appearance, within about one day out of vacuum, of pinholes
surrounded by raised rings. Fig. 6.2 shows these pinholes on (top) 10-ML-
thick film and (bottom) 20-ML-thick film. A detail of one of the pinholes is
included for the 20-ML film. The pinholes have roughly uniform diameters of
about 100 nm. As can be seen in the detail, even after the formation of the
pinholes, the area on the terraces remains extremely smooth, with 1-ML-high
islands still the only visible features aside from the pinhole. The pinholes form
preferentially but not exclusively at step edges: in the scan of the 20-ML-
thick film both of the two pinholes are at step edges, while in the scan of the
10-ML-thick film 28 of the 36 pinholes (78%) are at step edges. The density
of pinholes is much higher on the 10-ML film than on the 20-ML film, but
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it is not possible to say whether this is because the 10-ML film is degrading
more quickly or whether it is because the substrate of the 10-ML film is much
more highly stepped than the other substrate. (The substrates have identical
specifications and are from the same batch, but the 10-ML sample was flashed
under strain due to details of the sample holder geometry. Flashing under
strain can create highly stepped surfaces like the one seen here.)
After the formation of pinholes on the first day out of vacuum, no ad-
ditional pinholes form. Thus, it seems likely that these may be a strain relief
mechanism of some sort, rather than—for example—a chemical phenomenon,
which would be expected to continue occurring with prolonged exposure. The
pinholes do, however, evolve within about a day of their appearance: a rough-
ened structure develops in the center. This can be seen in Fig. 6.3 in the third
day out of vacuum. From this point, the 10-ML film exhibited a progressive,
spreading roughening as shown in Fig. 6.3. The 20-ML film, too, degraded
progressively, but with the formation of an irregularly pitted morphology, as
seen in 6.4. The morphological evolution was not uniform, but proceeded at
different rates on different regions of the samples, as can be seen in the two
right panels of Fig. 6.4. Also, the 20-ML film evolved somewhat more slowly
than the 10-ML film: features with heights on the order of tens of nm appeared
within about 5 days and 8 days on the 10- and 20-ML films, respectively.
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6.2 Room Temperature Evolution of Ag(111)/Si(111)
under Vacuum
This study was conducted identically to the study under ambient con-
ditions, except that the film in this case was stored in UHV conditions rather
than air. Only 10-ML-thick film was investigated. The film was stored at
room temperature and scanned with LT-STM. In sharp contrast with what
was seen in air, the film in vacuum did not dewet at all over the time period of
the study (9 days). On the contrary, the film smoothed. The upper left panel
of Fig. 6.5 shows the original morphology after growth and annealing. The
upper right panel shows the film morphology after 9 days in vacuum. There
are fewer islands on the terraces, and the pits have ripened. The bottom panel
shows the cross section taken along the arrow indicated in the upper right
panel. The results agree with the model described in Section 2.3. Islands
have evaporated, with adatoms migrating to ascending steps. On a slower
time scale, pits are ripening; random walk motion eventually brings them to
descending step edges where they cease to exist. Collective atomic motion
toward the ascending step edge causes the topmost Ag layer to retreat from
the decending step edge: see the bottom panel in Fig. 6.5.
The results of this study are in good agreement with those described in
Section 2.1 for Ag film on GaAs(110), when thick film without pinholes was
annealed in vacuum. There, too, annealing in vacuum led to film smoothening.
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6.3 Dewetting at Elevated Temperatures: A LEEM Study
Dewetting in ambient conditions occurs on a relatively short time scale
and is therefore easy to observe. However, it is difficult to isolate the thermal,
kinetic, and possibly chemical processes that drive dewetting in this complex
case. Investigation of the same system in UHV conditions simplifies the prob-
lem, particularly by minimizing the contribution of surface chemistry; but the
evolution of the system at room temperature is so slow that it is difficult to
study.
An alternative is to study the evolution of the system in UHV conditions
at elevated temperatures, to speed the dewetting process and shed light on
thermal processes that contribute to dewetting. Using LEEM, we are able
to observe the evolution of the film in real time, and at the same time to
acquire data on sample crystallinity. The Sandia CINT LEEM facility allows
for heating the sample while simultaneously acquiring data.
6.3.1 Dewetting of Ag(111) on Si(111)
For this study we again examined 10- and 20-ML-thick Ag film on
Si(111). In agreement with our findings for dewetting under ambient condi-
tions, film thickness was seen to increase film stability. Moreover, 20-ML film
was found to dewet through the nucleation of pits while 10-ML film exhibited
a progressive generalized roughening, as seen in ambient conditions.
Fig. 6.6 shows the evolution of 10-ML film heated from room tem-
perature to 110◦C. Panel (a) shows the film immediately after growth and
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annealing to room temperature. The visibility of the atomic steps (marked
with black arrows in the figure) indicates that the film is smooth. When the
film is heated to about 50◦C, three domains emerge: one follows the step
edges, one is dominant on the terraces, and one appears as speckles on the
terraces. If the temperature continues to rise, these three domains exhibit a
complex interplay. In particular, the boundary of the domain near the step
edges fluctuates and moves on a time scale of minutes. The meaning of these
three domains becomes clear if we sweep the sample voltage while measur-
ing reflected intensity at each domain. This is the LEEM “I-V” technique:
because reflected intensity is high when there are few states for electrons to
tunnel into, an intensity peak corresponds to low density of states in the sam-
ple. In our case, clear oscillations are observed in the LEEM I-V spectrum at
low energies. These are the QSEs described in Section 4.3. The three distinct
quantum size oscillations seen here (panel (d)) suggest that the three domains
are thickness domains. Although it is not possible without further investi-
gation to unambiguously identify these three states with particular numbers
of atomic layers, it seems reasonable that, here again (as seen in Section 6.2
above), we are seeing the collective motion of the topmost layer of Ag atoms
toward the ascending step edge. In that case, the dark grey domain is either
a +1 ML-Ag domain at the ascending step edge or a −1 ML-Ag domain at
the descending step edge. The motion of the domain boundary would then be
explainable as due to random atomic migration along the step edge, and the
white speckles on the terrace as either 1-ML-deep pits (if the dark grey region
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is +1 ML-Ag) or 1-ML high islands (if the dark grey region is −1 ML-Ag).
As the temperature is further increased to over 100◦C, generalized roughening
takes place, with the emergence of multiple domains and holes that expose the
Si substrate.
Much greater stability against dewetting is observed in the case of 20-
ML-thick film: no morphological changes are evident at temperatures lower
than approximately 160◦C. At that temperature, random defects on the sur-
face suddenly begin to nucleate localized dewetting. An example is shown in
Fig. 6.7. The feature in Fig. 6.7(a) consists of three elements which are com-
mon to all the features produced by localized dewetting in this system: a core
region from which dewetting begins (light grey with apparent structure in this
image); a secondary region that grows outward from the initial core after the
temperature surpasses 200◦C (dark grey in this image); and a halo region that
surrounds the entire defect. For this particular sample LEED reveals three





Ag(111) 1x1. Fig. 6.8 shows dark-field LEEM data acquired from the same
sample at another region. Imaging from the Si(111) diffracted beams gives
panel (a): the bright regions here are the core regions from which dewetting
was first observed to nucleate, so the core nucleation regions are evidently pits




3 diffracted beams gives the
image in panel (b): the part of the pits that formed when the temperature
surpassed 200◦C. We can infer, then that the halo-like structure surrounding
each dewetting feature is Ag that piled on the terrace as the pit grew. This
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interpretation is confirmed by AFM (panel (c), acquired under ambient condi-
tions), which reveals not only the pit surrounded by piled Ag but also smooth
and rough regions on the bottom of the pit that presumably corresponded to




3, respectively, before the sample was
removed from vacuum.
Interestingly, the partially dewetted film shown in Fig. 6.7 is still ex-
tremely smooth, aside from the pits. This can be seen in panel (b) of the
same figure, where the LEEM focal plane has been shifted to image atomic
steps. The morphology—smooth film punctured by discrete pits—is qualita-
tively similar to the morphology in the left and center panels of Fig. 6.4 for
20-ML film dewetting out of vacuum.
6.3.2 Dewetting of Ag(111) on Si(100)
Although Ag dewetting on Si(100) was not investigated as fully by us as
was dewetting on Si(111), intriguing preliminary results have been obtained.
Film was grown to 10-MLs’ thickness and then heated in the same manner as
that which was described in the previous section. Figure 6.9(b) shows sam-
ple morphology after heating to only 136◦C: it has a “wormy” appearance.
Figure 6.9(a) shows both the rotated Ag(111) 1x1 patterns and the Si(100)
1x2/2x1 pattern, indicating that dewetting has exposed the underlying sub-
strate. Dark-field data from the Ag 1x1 diffracted beams is shown in Fig.
6.10. Surprisingly, there are four distinct domains. The dominant Ag 1x1
LEED pattern corresponds to the image on the left. It is easy to see that
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this domain indeed covers more of the sample surface than does the other
domain, which is imaged in the right panel. Why one of the two should be
dominant is not clear. More strangely, each of these domains itself consists of
two inequivalent domains. What distinguishes these two inequivalent domains
is a topic that merits additional study. The diffracted beam corresponding to
each domain is circled in the inset LEED image and color-coded to an arrow
indicating that domain in the real-space image.
6.4 Efficacy of Ge Capping as a Means to Arrest Dewet-
ting
The method of capping Ag films with amorphous Ge was discussed
in Chapter 5. We have established that this technique is highly effective for
stabilizing Ag film against dewetting. Figure 6.11 shows results. Panel (a) is
AFM topography of an epitaxial Ag film capped with 2 nm Ge and stored in
ambient conditions for 29 days. Panel (b) is AFM topography of an identical
Ag film that was not capped (see Section 6.1 and Figure 6.4 for more details
about this sample). The uncapped sample was only exposed to ambient con-
ditions for 8 days, but consists of discontinuous irregular features tens of nm
in height.
The success of Ge capping for stabilization of epitaxial Ag films will be
further discussed in Chapter 7.
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Figure 6.1: 20-ML-thick Ag film on Si(111), scanned with AFM in ambient
conditions within a few hours of removal from vacuum. Underlying substrate
steps and 1-ML islands on terraces are clearly visible. Data acquired by Dr.
Jisun Kim.
102
Figure 6.2: Within about 1 day out of vacuum, pinholes appear on the surface
of thin epitaxial Ag film. Otherwise, the film on the terraces remains flat with
±1-ML roughness. (Top) 10-ML-thick film on Si(111). (Bottom left) 20-ML-
thick film on Si(111). (Bottom right) Detail from scan at left, showing pinhole
and terrace morphology. Area of detail is as indicated in left-hand panel.
103
Figure 6.3: Continued evolution of 10-ML-thick film in ambient conditions.
Although no new pinholes appear in the film, a generalized roughening takes
place. After 5 days the film exhibits large irregular structures on the order of
tens of nm in height.
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Figure 6.4: Continued evolution of 20-ML-thick film in ambient conditions.
Although no new pinholes appear in the film, a generalized roughening takes
place. After 8 days the film exhibits large irregular structures on the order of
tens of nm in height. The middle and right panels show scans acquired on the
same day and within only a few hours of one another, from different regions
of the sample. Evidently, dewetting progresses at different rates across the
sample surface.
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Figure 6.5: Morphological evolution of 10-ML epitaxial Ag film on Si(111)
stored at room temperature in UHV for 9 days. Upper left panel: Initial film
morphology after growth and annealing to room temperature. Upper right
panel: morphology after 9 days at room temperature. Lower panel: cross
section taken along arrow shown in upper right panel. Topmost layer of Ag
atoms (2.36 Å atomic layer thickness) is retreating from the decending step
edge defined by the underlying Si substrate (3.14 Å step height).
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Figure 6.6: Dewetting of Ag on Si(111) at elevated temperature. (a) Room
temperature. The film is smooth, as evidenced by the visibility of atomic
steps (marked with black arrows). (b) Same film after heating to 70◦C. Three
domains are now visible: they appear dark grey, medium grey, and white at
this beam energy. (c) Same film after heating to 110◦C. Multiple domains
now coexist. (d) The three domains in panel (b) exhibit distinct QSEs in the
LEEM I-V curve, indicating that they correspond to three different thickness
domains.
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Figure 6.7: (a) In 20-ML-thick film, defects nucleate localized dewetting at
around 160◦C. The feature shown here developed as temperature was ramped
from 160◦ to approximately 215◦C. (b) Same feature as in (a). With the focal
plane shifted (see Chapter 4), atomic steps become visible, indicating that
most of the film’s surface remains smooth despite localized dewetting.
108
Figure 6.8: Dark-field LEEM data (top two panels) and AFM (bottom panel)
reveal the structure of dewetted pit features. (a) Regions that appear bright
in this image are bare Si(111), and are evidently the initial nucleation sites





These are the regions that emerge after the sample is heated above 200◦C. (c)
AFM confirms the morphology deduced from LEEM data (i.e., that dewetted
features are pits to Si surrounded by piled Ag).
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Figure 6.9: Ag on Si(100) after heating to 136◦C. (a) The LEED pattern shows
both Ag(111) 1x1 (with two domains rotated at 90◦ relative to one another)
and Si(100) 1x2/2x1, indicating that dewetting has exposed the bare substrate.
One of the Ag 1x1 patterns is now dominant over the other. (b) Bright-field
LEEM data shows a “wormy” morphology.
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Figure 6.10: Four separate domains emerge after heating to 136◦C: two from
each of the rotated Ag(111) 1x1 domains. What distinguishes the two in-
equivalent domains that arise from each of the Ag 1x1 domains is unclear.
The diffracted beam corresponding to each domain is circled in the inset LEED
pattern and indicated with an arrow of matching color in the real-space image.
111
Figure 6.11: (a) 20-ML-thick epitaxial Ag film capped with 2 nm amorphous
Ge. Terraces are characterized by sub-nm roughness. (b) 20-ML-thick un-
capped epitaxial Ag film on Si(111), from Fig. 6.4.
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Chapter 7
Realization of Low-Loss Plasmonic Devices
Using Ag Film on Si
By demonstrating two devices whose operating frequencies span the
wavelength range from visible to far-infrared we have established that epitaxial
Ag film is a plasmonic device platform that is superior to traditional Ag film
plasmonic platforms. The success of the first device, a continuous-wave green
semiconductor nanolaser, shows that epitaxial Ag exhibits low plasmonic losses
in the visible range and that Ge-capped Ag is robust for device applications
in ambient conditions (i.e., standard temperature and pressure (STP)). The
second device, a thick (80 nm) uncapped film patterned with an array of
holes, enabled us to use extraordinary optical transmission (EOT) to assess
the relative plasmonic lossiness of epitaxial and rough polycrystalline film in
the mid- to far-infrared regimes, and to determine that lower levels of loss
occur in epitaxial film. EOT data also demonstrate that thick epitaxial film
can be patterned and optically probed in air over a time scale as long as weeks
to months, and yield important insights into the morphological evolution of
thick epitaxial film.
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7.1 Visible Regime: Green Semiconductor Nanolaser
7.1.1 Motivations and Background
Surface plasmon amplification by stimulated emission of radiation (SPASER),
first proposed by Bergman and Stockman in 2003,[136] is conceptually anal-
ogous to light amplification by stimulated emission of radiation (LASER).
While a laser generates coherent photon emission, a SPASER emits coherent
SPPs. A SPASER cavity, analogous to a laser cavity, is formed between SPP
reflectors that act as “end mirrors.” SPPs, like photons, are bosons, so all
SPPs in a cavity can occupy an identical quantum state, and population in-
version can be achieved in a gain medium placed adjacent to the surface of a
conductor within the decay length of the evanescent field.
Interest in SPASERs has been motivated partly by their potential for
use as optical interconnects in hybrid photonic/electronic devices. In in-
tegrated circuits (ICs) and devices that employ ICs, interconnects are the
wiring that connects circuits or parts of circuits. As device sizes have shrunk,
wire diameters have shrunk as well, with resistance increasing accordingly
(as ρL
A
where ρ = material resistivity, L = wire length, and A = wire cross
sectional area). The result is unwanted heating and delays (both in signal
propagation and in signal rise time) proportional to resistance.[137] These ef-
fects can be particularly problematic for long interconnects linking circuits
that are far away from each other on separate chips. A study by N. Magen
and colleagues in 2004 found that “in a state-of-the-art high-performance mi-
croprocessor designed for power efficiency,” more than 50% of dynamic power
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consumption was interconnect power dissipation.[138] The International Tech-
nology Roadmap for Semiconductorswhich maintains a working group devoted
solely to this topic and includes in each of its reports a chapter on challenges
relating to interconnectsnoted in its 2011 report that “for the long term, ma-
terial innovation with traditional scaling will no longer satisfy performance
requirements,” and that “interconnect innovation” is necessary.[139] Optical
interconnects might offer an alternative to traditional metallic wiring, as the
ITRS Interconnect Working Group concluded in the same year, noting that
advantages would include high bandwidth operation, noise immunity, and low-
power operation. However, as the group also observed, implementation of
optical interconnect schemes has been hindered in part by the challenges of in-
tegrating optical interconnects and electronic circuitry, particularly as regards
optical/electrical conversion.[140]
SPASERs can potentially mediate the optical/electrical conversion. An
electrically pumped SPASER could, for example, be activated by a traditional
electronic circuit to inject a signal into a plasmonic waveguide that acts as
an optical interconnect. SPASERS could also be used as amplifiers, to coun-
teract damping of signals in long plasmonic interconnects or in other types of
plasmonic circuitry.
For circuitry applications, SPASER dimensions need to be small, not
only because of the fundamental engineering imperative to minimize device
size for the sake of higher device density on-chip, but also because reducing
SPASER size can reduce power consumption and decrease switching time.[102]
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From the point of view of electronics for computational applications, decreased
switching time translates into faster signal processing. The requirement for
miniaturization highlights the importance of using a SPASER, as opposed
to a traditional laser, whose cavity dimensions need to be at least on the
order of the wavelength inside the laser cavity. SPASERs, by contrast, taking
advantage of the tight confinement of SPPs at the surface of a conductor and
the shortness of the plasmonic wavelength relative to the corresponding free
space wavelength, can be characterized by mode volumes up to 100 times
smaller than the diffraction limit. This will be discussed below.
7.1.2 Background: Device Design
Our device design follows upon the work of R. F. Oulton et al. [141, 142]
In a 2008 computational study, Oulton and colleagues proposed and simulated
an SPP waveguiding scheme in which a high-permittivity dielectric cylindrical
nanowire is placed in close proximity to a conducting surface (long axis of the
nanowire parallel to the surface). The nanowire is separated from the surface
by an additional layer of low-permittivity dielectric. The authors simulated
a range of nanowire diameters (all on the order of 100s of nm) and varying
nanowire-conductor separation distances (ranging from a few nm to 100 nm),
in order to calculate electromagnetic (EM) field distributions, cross-sectional
mode areas, and propagation lengths for single-mode propagation at λ =1550
nm.
For large nanowire diameters d and separation distances h, Oulton et
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al. found that the nanowire functions as a cylindrical waveguide, with EM
energy concentrated primarily at the waveguide core. This case is illustrated
in Fig. 7.1(c) for a simulated nanowire of diameter 400 nm separated by
100 nm from a conductor. In the limit of small nanowire diameter and large
separations from the conductor, by contrast, the lowest-loss mode is an SPP
mode. For nanowires of intermediate diameter, or for large-diameter nanowires
very close to the conductor, a coupled mode emerges at a critical nanowire-
conductor separation distance. The coupled mode—shown in Fig. 7.1(d) for
a nanowire diameter of 200 nm and separation distance of 100 nm—resembles
both the uncoupled cylindrical waveguide mode and the uncoupled SPP mode,
inasmuch as the EM energy distribution extends across the nanowire and down
to the surface of the conductor. However, if the nanowire is brought still closer
to the surface of the conductor, the coupled mode evolves into a mode that
resembles neither of the uncoupled modes: the EM energy becomes primarily
confined to the small mode area in the dielectric gap between the nanowire and
the conductor. This case is illustrated in Fig. 7.1(e) and 7.1(f) for medium-
diameter (200 nm) and large-diameter (400 nm) nanowires, respectively. Of
particular interest is the fact that the propagation lengths for the coupled
modes are comparable to, or even longer than, corresponding SPP modes.
Fig. 7.1(b) shows propagation length as a function of nanowire diameter at
several separation distances. For reference, the calculated SPP propagation
length at an interface between a metal and an oxide is shown by the upper
dashed line, and the propagation length at an interface between a metal and
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a semiconductor is shown by the lower dashed line. The relatively low losses
in the gap mode are due to the fact that this mode is propagating in the low-
permittivity dielectric region rather than at the surface of the metal, where
Ohmic losses can be high. The hybrid mode is characterized by an effective
index of refraction that depends on the effective indices of refraction of both
the fundamental cylinder mode, ncyl(d), and the SPP, nSPP .
A waveguide of the design just described becomes a SPASER if the
nanowire contains a gain medium. Oulton and his colleagues reported in
2009 the demonstration of a SPASER consisting of a cadmium sulfide (CdS)
nanowire on thermally evaporated Ag film, with magnesium fluoride (MgF2)
as the few-nm-thick low-permittivity gap layer.[142] The ends of the nanowire
constitute the reflecting ends of the SPASER cavity, due to the discontinuity
there in the effective index of refraction. The authors used a Ti:sapphire
(pulsed) laser to optically pump the nanowires at a wavelength of 405 nm,
and observed lasing at close to 490 nm.
7.1.3 Experimental Procedure: Fabrication of Device
Our device geometry is similar to that of Oulton et al., [142] but with
critical differences in choice of materials. Instead of the MgF2 which Oulton
and colleagues used as a gap material, we use SiO2 (atop the thin lossy layer
of Ge that was deposited to prevent the epitaxial Ag film from dewetting).
More importantly, whereas they used a CdS nanowire, we use a core-shell
nanorod consisting of a gallium nitride (GaN) shell and an indium gallium
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nitride (InGaN) core (14% In composition). By replacing CdS with InGaN, we
increase the gain coefficient in our device by approximately 50 times (assuming
that the gain coefficient of InGaN is similar to that of GaN). Finally, and most
critically, the rough, thermally evaporated Ag film in their device was replaced
in ours by smooth epitaxial Ag film.
I grew a 40-nm-thick epitaxial Ag film on Si(111) using 4-nm deposition
cycles. The substrate temperature was approximately 90 K during growth.
Scanning the sample with STM, I found the final root mean squared (RMS)
surface roughness to be on the order of a few Å. After film growth, I and Dr.
Jisun Kim capped the film with 2 nm amorphous Ge, as described in Chapter 5.
The fact that the Ge was indeed amorphous, and that the Ag film was entirely
covered, was established by use of in situ RHEED: the Ag(111) 1x1 RHEED
pattern vanished completely during deposition and no new discernible RHEED
pattern emerged, leaving only diffuse uniform scattering to indicate that there
was no long-range order within a depth of a few ML below the sample surface.
Once the film was capped with Ge, it could safely be removed from vacuum
without risk of dewetting, and we shipped it to our collaborators in the research
group of Professor Shangjr Gwo at National Tsing Hua University (NTHU) in
Taiwan. They used electron beam evaporation in UHV to deposit an additional
5-nm-thick layer of SiO2 onto the sample.
Using an established method,[143] members of the group of Profes-
sor Gwo grew an array of vertically-aligned InGaN@GaN core-shell nanorods
(GaN shell and InGaN core) by plasma-assisted MBE on a Si(111) wafer.
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The nanorods grow along the wurtzite polar c-axis direction, with diameter
approximately 50 nm and length 33 µm. The InGaN filling factor is approx-
imately 1/3, as can be seen in Fig. 7.2. The nanorods were suspended in
isopropanol and dispersed onto the epitaxial Si/Ag/Ge/SiO2 sample. Because
of the nanorods’ hexagonal geometry and smooth facets, the nanorods lie flat
on the SiO2 spacer layer, as illustrated in Fig. 7.2(a), and the gap thick-
ness between the nanorod and film is even. Additional information about the
nanorods’ crystallinity and composition is shown in Fig. 7.2(c).
A control sample was fabricated in identical manner on 20-nm-thick
polycrystalline Ag film deposited by electron-beam evaporation onto a quartz
substrate. Deposition took place in a UHV environment. The as-grown film
was scanned with SEM and did not exhibit any discontinuities visible within
the limits of resolution (< 5 nm) of the SEM.
7.1.4 Experimental Procedure: Optical Probing
Optical probing was carried out by the Professor Gwo’s research group.
The nanorods were pumped optically with a continuous wave (CW) semicon-
ductor diode laser at 405-nm wavelength. The sample was mounted in a liquid-
He-flow tunable-temperature cryostat, and tests were carried out at both 78 K
and 8 K. Single-nanorod optical excitation and emission collection were per-
formed with a single 100× objective lens characterized by numerical aperture
NA = 0.55 in confocal geometry. Emission was measured with a spectrometer
connected to a liquid-nitrogen-cooled charge-coupled device.
120
7.1.5 Results
Figure 7.3 summarizes the optical data for the device based on smooth
epitaxial film. In Fig. 7.3(b) solid circles represent data for intensity versus
pump power density, and half-filled circles represent data for peak linewidth
versus pump power density. Blue indicates data for tests at 78 K, and red
indicates tests at 8 K. The onset of lasing can be identified by the character-
istic S-shaped kink in the relationship between pump power density and mea-
sured output intensity, and also by the simultaneous plateauing of linewidth-
narrowing as a function of pump power density. The lasing threshold can be
identified as 3.7 kW/cm2 for 78 K and 2.1 kW/cm2 for 8 K, which corre-
sponds to 100 nW and 56 nW per individual nanorod, respectively. The onset
of lasing was confirmed, additionally, with a measurement of the second-order
photon correlation function g(2)(τ) by the collaborating research group of Pro-
fessor Wen-Hao Chang. This data is contained in Fig. 7.4. Emission was
collected by a Hanbury Brown and Twiss (HBT) interferometer with 50/50
beam splitter, Si avalanche photodiodes, and time-correlated single-photon
counting electronics. Below the lasing threshold, g(2)(τ = 0) > 1, indicat-
ing spontaneous emission. Above the lasing thresholds, g(2)(τ) = 1 for all τ ,
indicating the temporal coherence of lasing.
Fig. 7.3(a) plots measured lineshape as a function of pump power, and
Fig. 7.3(c) plots lineshape as a function of sample temperature. The onset of
lasing at pump power between 3.5 kW/cm2 (green) and 4.7 kW/cm2 (purple)
is accompanied by the emergence of a sharp, narrow lineshape consisting of
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distinct peaks at 510 and 522 nm. Fig. 7.3(c) reveals the emergence of this
same lineshape at pump power 8.3 kW/cm2 when the sample temperature is
lowered below 120 K. The inset to Fig. 7.3(a) shows the far-field laser spot:
contrast fringes are clearly visible, indicating spatial coherence.
Defining the nanorod’s long axis (the wurtzite c-axis) as x, and letting
the y-axis lie in the plane of the Ag film, ratios of measured x- to y-polarization
were found to be 96% for the 510-nm mode and 60% for the 522-nm mode.
Additional details are given in [134].
By contrast, no lasing was observed in the device based on polycrys-
talline film. A side-by-side comparison of the “light-light” (L-L) curves—i.e.,
plots of pump power density versus measured output intensity—for devices
based on epitaxial and polycrystalline film is shown in Fig. 7.5. Both panels
show data acquired at 8 K, the lowest temperature at which we were able
to acquire data in this experiment. Fig. 7.5(a) shows the L-L curve for the
epitaxial device: the “kink” region of steeper slope s, indicating the onset of
lasing, is easily identifiable. In Fig. 7.5(b) there is no kink, and hence no
lasing. It is important to emphasize that the device based on smooth epitaxial
film exhibited lasing at 120 K (see Fig. 7.3) under CW pumping, whereas
the device based on rough thermally evaporated film exhibited no lasing even
when the temperature was decreased to 8 K and even under pulsed pumping.
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7.1.6 Analysis of Results: Role of Film Quality
In 2009, Oulton et al. wrote that “the technical challenge of construct-
ing...plasmonic lasers lies in ensuring good contact between the nanowire and
the planar optical film...contact is limited by film roughness [if the nanowires
themselves exhibit atomically smooth facets].”[142] In particular, the authors
emphasize that film roughness leads to gap-width variation. Using thermally
evaporated Ag films, they achieved an RMS film roughness of about 1 nm and
gap width variation less than 2 nm. The few-Å surface roughness of our device
is a significant improvement over that earlier work.
Several sources of loss can increase the lasing threshold of the SPASER:
as discussed in Chapter 3, these include Ohmic loss, radiation leakage to the
substrate, and emission to outside the cavity. It is in the last of these where
lies the most significant difference between SPASERs based on epitaxial and
on rough thermally evaporated film. On epitaxial film, SPPs couple out of
the cavity into coherent SPP emission and into freely propagating coherent
and polarized EM modes only at the two ends of the nanorods. By contrast,
on thermally evaporated film SPPs are coupled out of the cavity not only at
the nanorod’s ends but also in random directions due to scattering at rough
surface features all along the cavity’s length. A theoretical study of emission
from the cavity was undertaken by the research group of Dr. Gennady Shvets.
The nanolaser and film were simulated in 3D using finite element analysis in
the COMSOL software package: discussion can be found in reference [134]. To
characterize the effects of surface roughness on the lasing threshold, a rough
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surface was simulated with random features 10 nm in peak-to-valley height.
This surface is shown in Fig. 7.6(e). Fig. 7.6(d) shows the simulated Poynt-
ing flux (symbolized by white arrows whose size indicates magnitude) from a
nanolaser based on the surface shown in Fig. 7.6(e): as can be seen, there
is significant random scattering out of the cavity in multiple directions. For
comparison, emission from a cavity based on smooth continuous film was also
simulated, and is shown in Fig. 7.6(a). The mode volume for this simulated
rough cavity is three times that for the simulated device based on smooth film
(1.13× 10−20 m3 for the rough cavity, as opposed to 4× 10−21 m3 for smooth
film).
An additional simulation was performed for an Ag film that is granular
in addition to being rough. A morphology based on the findings of H. Wei et al.
[144] for thermally evaporated Ag films on glass was modelled: random small
grains with irregular boundaries and a characteristic length of 20 nm. The
interstices between these grains were taken to be vacuum (ε0 = 8.8541878 ×
10−12 F/m). Based on the findings of Wei and colleagues for the thickness
dependence of the filling fraction of the Ag grains, 90% was estimated as the
appropriate filling fraction for 28-nm-thick thermally evaporated film like that
used in our experiment. The results are shown in Fig. 7.6(b): comparing the
Poynting flux with that in Fig. 7.6(a) it is easy to see that random scattering
from the cavity is higher for the granular film. The simulated mode volume
1.77 × 10−20 m3 for the granular film is four times the mode volume for the
smooth continuous film, and about 1.5 times the mode volume for a rough but
124
continuous film. Such poor cavity confinement is a critical contributing factor
to the increased lasing threshold observed in our experiment for the device
based on thermally evaporated film.
7.2 Infrared Regime: Extraordinary Optical Transmis-
sion through Thin Ag Film
7.2.1 Motivations and Background
Although our SPASER provides compelling evidence that surface rough-
ness plays a primary role in damping SPPs in Ag films in the visible range,
it does not directly address the causes of SPP damping at longer wavelength
regimes. In order to study plasmonic damping in the mid- and far-infrared
regimes, we used extraordinary optical transmission (EOT) to quantitatively
compare the strengths of SPP resonances in epitaxial and rough polycrystalline
films at these longer wavelengths. T. Ebbesen and his colleagues showed in
1998 that a periodic array of holes fabricated in a metallic film can medi-
ate coupling between SPP resonances on the top and bottom surfaces of the
film.[93] They investigated the case of circular holes with diameters smaller
than the wavelength of incident light: the hole diameters were on the order
of hundreds of nm, while the incident wavelengths spanned the range 1000–
2500 nm. Theory set forth by H. A. Bethe in 1944 predicts that transmission
efficiency—defined as TransmittedIntensity
IncidentIntensity
divided by the fraction of the surface
area occupied by holes—is proportional to (a0
λ
)4. Hence, for a small hole radius
and a large incident wavelength, transmission efficiency is expected to be very
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small.[145] From an alternative point of view, if one considers the hole array to
be a grating, then zero-order transmission intensity would be expected to fall
off for large wavelengths as I ∝ λ−1. By either analysis, transmission through
an array of sub-wavelength-diameter holes is predicted to be small. Never-
theless, Ebbesen et al. observed strongly enhanced transmission at particular
long wavelengths. Their conclusion was that periodic hole arrays couple in-
cident light of particular frequencies into SPP resonant modes and mediate
coupling between SPP resonant modes on the top and bottom surfaces of a
film. The SPP modes can then recouple, again at the locations of the holes,
into radiative modes, with the result that a detector positioned behind the
film will measure strong transmission at certain wavelengths that are much
longer than the hole diameter.
To understand these results, consider a flat metallic surface patterned
with a periodic structure. We define the momentum wave vectors (i.e., recip-






, where a0x and a0y are
the periodicities in the x and y directions, respectively. Suppose that an EM
plane wave with wave vector k0 =
2π
λ
is incident upon this structure, and let θ
be the angle that the incident wave makes with the normal. Then momentum
matching dictates that an incident wave will be able to couple to a surface
plasmon resonance if
kSPP = k0 sin θ ± nGx ±mGy, (7-1)
where n and m are integers. Recalling also that ~kSPP is related to the
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only discrete plasmonic resonances will be excited, dependant on both the
incident wavelength and the angle of incidence.[69] Minimally damped (i.e.,
“strong”) plasmonic resonances are identifiable by sharp transmission peaks
of high intensity. By comparing the strength and sharpness of transmission
intensity maxima through epitaxial and rough polycrystalline films, we can
compare plasmonic damping in the two types of films.
7.2.2 Experimental Procedure: Fabrication of Device
For this study I fabricated a 79-nm-thick epitaxial Ag film on Si(111).
(Si wafer was low-doped with Ph (n-type doping), and specified by the man-
ufacturer as 1500–2500 Ω-cm. Wafer thickness was specified as 400µm.) I
deposited 4 nm in the first deposition cycle, and 5 nm in each deposition cycle
thereafter. The substrate temperature was approximately 110–130 K during
growth. I used LEED to confirm the sample crystallinity after each annealing.
Fig. 7.7 is the LEED pattern after the final growth cycle. It is the charac-
teristic one for Ag(111) 1x1, with spots that are relatively sharp and clear,
indicating the expected long-range order and a definite crystalline orientation.
A second film of polycrystalline Ag grown to the same thickness on the native
oxide layer of Si(111) was also prepared as a control. Because of the thickness
of the film used in this experiment, film dewetting was slow and Ge capping
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was not necessary (see Section 7.2.5 for more information on film dewetting).
After the films were removed from vacuum Dr. Bohong Li, of the
research group of Professor Xianggang Qiu at the Beijing National Laboratory
for Condensed Matter Physics and Institute of Physics, Chinese Academy of
Sciences, used ultraviolet photolithography and reactive ion etching (RIE) to
pattern the epitaxial and thermally evaporated films with square arrays of
circular holes. The hole diameter was 3 µm, and the array period was 6
µm. (The epitaxial film was out of vacuum for approximately 2–4 weeks for
shipping, and was thereafter stored in a clean environment at a pressure of
0.1–1 Torr.) For purposes of illustration, Figs. 7.8(a) and (b) show SEM
images of patterned polycrystalline and epitaxial Ag films, respectively. The
epitaxial film shown here is not the one used in our optical measurements,
but was prepared in a manner identical to that used to make the samples we
investigated. We did not use SEM to scan our primary sample because we did
not want to damage the sample by exposure to the electron beam. As can
be seen, the hole diameter in the SEM here is slightly smaller than the hole
diameter used in our actual study. The polycrystalline film is the film that
was actually used in our measurements, but the SEM was obtained after our
study of that film was complete.
7.2.3 Experimental Procedure: Optical Probing
The technique used to probe the samples was Fourier transform infrared
spectroscopy (FTIR). The FTIR data was obtained by Dr. Bohong Li and
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Professor Xianggang Qiu. The setup is indicated schematically in Fig. 7.9.
Taking the sample plane to be the xy plane, as in the figure, the sample
was rotated in 2◦ increments around the y axis. The incident beam—which
was focused on the Ag side of the sample (from the right, in the figure)was
limited by a 5-mm-diameter diaphragm, and passed through a linear polarizer
so that transverse electric (TE) and transverse magnetic (TM) data could be
acquired at each measurement angle. Transmission intensity was measured
with a detector on the Si side of the sample (on the left, in the figure). MIR
data was collected with a liquid-nitrogen-cooled mercury cadmium telluride
(MCT) detector, while FIR data were collected with a liquid-helium-cooled
bolometer.
Spectra were also obtained, in an identical manner, for transmission
through a bare Si(111) substrate from the same wafer, but with native ox-
ide left on the surface. The transmission spectra of the Ag/Si samples were
normalized with respect to the spectra of bare Si.
Spectra were obtained from the epitaxial sample in the mid-infrared
(MIR) range within 1–2 months of the original sample fabrication, and in the
far-infrared (FIR) within 3 months. From the polycrystalline film, spectra were
obtained within about 4 months of fabrication. Except when being patterned
and probed, the samples were stored at 0.1–1 Torr. We can roughly estimate
the total time that the samples spent in ambient conditions, from the time of
fabrication until the spectroscopic studies were complete, to be several weeks.
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7.2.4 Results
The normalized spectra of transmission intensity are shown in Fig. 7.10
(reproduced from [114]). Panels (a)–(f), on the left, show normalized trans-
mission intensity represented by false color. Resonances are identifiable as
sharp borders across which intensity changes rapidly. The false color scale
has been modified in each panel, in order to make the resonances as visible
as possible. The horizontal axis represents wavelength. The leftmost column
contains MIR data, while the second-to-left column contains FIR data. The
vertical axis represents incident angle θ relative to the sample normal (see Fig.
7.9). Panels (g)–(l), on the right side of the figure, show details of individual
spectra acquired at θ = 20◦, with the vertical axis now representing normalized
transmission intensity. In all columns the top and middle rows contain data
acquired from the polycrystalline control sample and the epitaxial sample, re-
spectively. The bottom row shows simulated transmission spectra produced
by our collaborators in the group of Dr. Gennady Shvets. The simulations
were created using the COMSOL software package, with Ag modeled as a flat
perfect electric conductor (PEC): εPEC → −∞. As explained in Chapter 3,
the magnitude of the real part of the dielectric function of Ag blows up for long
wavelengths. The real part of the relative permittivity of Ag is Re(Ag)≈ -1100
at 6 µm, and the absolute value continues to increase with wavelength.[146] By
contrast, Re(Air)≈ 1 and Re(Si)≈ 11.9 (relative permittivities), so -Re(εAg)
 Re(εDielectric) at both interfaces, and we can treat εAg as effectively infinite.
This justifies modeling Ag as a PEC in this wavelength range.
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The simulated false color spectra include black lines as guides for the
eye, showing the locations of resonances and labeled “air(m,n)” or “Si(m,n)”
depending on whether they represent plasmonic resonances at the air/Ag or
Si/Ag interface. The indices m, n refer to the momentum-matching condition
discussed above (Equation 7-1). The far-right column includes a dashed blue
line to highlight the location of the Si(1,0) mode; likewise, a dashed red line
highlights location of the air(1,0) mode in the second column from the right.
7.2.5 Analysis of Results
In addition to the predicted EOT resonances indicated by black lines
in panels (c) and (f) of Fig. 7.10, a subtle structure is observable in the trans-
mission data, including resonances that appear split or asymmetrical. These
features are due to so-called “Wood’s anomalies:” essentially, they are interfer-
ence between higher-order diffraction modes of the periodic structure.[147, 148]
The set of Wood’s anomalies constitute a band structure which can interfere
with the SPP-mediated EOT band structure, leading to abrupt changes in
transmission intensity along or across the EOT bands. This can be seen, for
example, at θ= 40◦, λ = 16.4 µm, where the Si(1, ±1) and Si(-1, 0) bands
cross, with an abrupt shift of intensity along both bands.
Since the simulated PEC represents an ideal case with minimal plas-
monic damping, the simulated transmission intensity (see false color scales) is
higher than the intensity data collected from either the epitaxial or polycrys-
talline film. Also, transmission intensity through the epitaxial film is higher
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than through the polycrystalline film. Despite the low transmission intensity
in the case of the polycrystalline film, however, the main features of the FIR
spectrum (second column from left) are preserved both there and in the epi-
taxial film, and the locations of the resonances as a function of wavelength
and angle are well predicted by simulation. In the MIR spectra, too, the lo-
cations of longer-wavelength resonances predicted by simulation are in good
agreement with the data from both the epitaxial and polycrystalline films.
The major difference between polycrystalline and epitaxial film is observed in
connection with the air(1,0) resonance. This resonance dominates the simu-
lated MIR spectrum and is extremely sharp in the spectrum acquired from
the epitaxial film. However, in the spectrum from the polycrystalline sample,
this resonance loses both its sharpness and strength, a fact that is emphasized
by the details at 20◦ that constitute the second column from the right: the
air(1,0) resonance in both the simulation and the epitaxial transmission data
is manifested by a clear peak on the long-wavelength side of a sharp cutoff and
a distinct dip, while in data from the polycrystalline film the peak is reduced
to a weak shoulder on the short-wavelength side of the much-more-distinct
Si(2,0) peak. For the sake of contrast, the far-right-hand column in the same
figure shows a detail (also at 20◦) of the Si(1,0) resonance, which is sharp and
well-defined in each case.
As discussed in Chapter 3, SPP damping has, in general, several causes.
One of these is Ohmic losses in the metal. Another takes place at features and
random roughness at the metal’s surface: here, loss due to inelastic SPP scat-
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tering occurs, as does loss due to SPP coupling into radiation.[95] Ohmic loss
and scattering due to patterned features are, presumably, similar in the epitax-
ial and polycrystalline samples. However, surface roughness is very different,
as can be seen in Fig. 3.6 in Chapter 3. The linewidth of EOT transmis-
sion intensity bands is determined by the propagation length of SPPs at a
film’s surfaces: Γ = λ
2
2πneffLSPP
where LSPP is the propagation length and Γ is
the linewidth.[149] Conversely, plasmonic damping reduces bands’ sharpness.
Thus, in the data acquired here, the sharpness of the epitaxial air(1,0) band
relative to the polycrystalline air(1,0) band is a key indication of the relative
plasmonic lossiness of that interface in the two types of films: in the polycrys-
talline film, random surface roughness leads to a significant increase in loss
due to SPP radiative coupling and inelastic scattering.
We also considered the possibility that air-side damping in the epitaxial
film was caused not by scattering but by the formation of a lossy layer on
the epitaxial film—for example, a surface oxide. In order to address this
question, we used the x-ray photoemission spectroscopy (XPS) facilities at the
University of Texas Center for Nano- and Molecular Science, with assistance
from Dr. Hugo Celio. I prepared a 10-nm-thick epitaxial Ag film and a 15-
nm-thick polycrystalline Ag film, and exposed both of them to air at room
temperature for about 36 hours. Dr. Celio and I performed XPS lineshape
analysis of the Ag 3d signal. No oxide signal (either AgO or Ag2O) was
detectable on either type of film, although sub-detection levels (e.g., 1–2 ML
oxide) might have been present. Trace amounts of carbon (C) and oxygen (O)
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were easily eliminated by a brief, 1-second sputter, pointing to the presence of
no more than a few monolayers of organic adsorbates. No other signals were
significant, aside from Si and SiO2 signals from the polycrystalline sample, due
to thickness fluctuations and possible pinholes to the substrate. In applying
these results to the interpretation of our original data, the key question is
how thick a lossy layer might have accumulated in the 2–4 weeks that our
original samples spent out of vacuum before they were probed. Assuming,
for the sake of argument, that 1.5 ML oxide or adsorbate were to accumulate
on the film every 36 hours, then after 4 weeks there would be a lossy layer
of 7 nm thickness. The evanescent SPP field in the MIR range is on the
order of 1 µm, and is still longer at longer wavelengths. Thus, a lossy layer
of 7 nm or even more would have a minimal effect on SPP damping. More
importantly, a significant lossy layer would lead to a shifting of the dispersion
relations shown in Fig. 7.10 above. No shifting is observed: the positions of
the air-side resonances are identical in the polycrystalline and epitaxial films,
and agree with the locations predicted by simulation. Thus, we can safely
conclude that the primary cause of increased damping in air-side SPPs on the
polycrystalline film is scattering and radiative losses due to surface roughness,
rather than losses due to the presence of an additional lossy layer.
Scattering and radiative losses on the air side of the polycrystalline film
are compatible with the model of film morphology shown schematically in Fig.
7.11. The model epitaxial film, depicted on the right, is flat and smooth on
both the air and Si sides of the film. The model polycrystalline film, on the
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left, consists of clusters that are rounded on top but flat and smooth on the
bottom surface where they are in contact with the Si substrate. Evidently,
the Si side of the polycrystalline film is similar in smoothness to the Si side
of the epitaxial film, with the result that SPP resonances at that interface are
sharp and similar in lineshape to those of the epitaxial film. This model of film
morphology is supported by the work of P. Nagpal et al., [150] who showed
that ultra-flat surfaces capable of supporting SPP propagation with low loss
could be obtained by “stripping” rough, thermally evaporated film from its
substrate to expose its smooth underside.
A footnote to this experiment sheds light on epitaxial Ag film dewetting.
After the data shown above was collected, the epitaxial film was held in a
drying cupboard at room temperature for about 2 years, and then the optical
measurements were repeated. The results are shown in the bottom row of Fig.
7.11. The first three rows show details, taken from the original data discussed
above, of the air(1,0) resonance. Each column represents a particular incident
angle, with the angles indicated at the heads of the columns. The horizontal
and vertical axes are wavelength and transmission intensity, respectively. The
air(1,0) band is highlighted with a region of shading. In the two-year-old
epitaxial film the sharpness of the air(1,0) resonance has degraded, and the
line shape appears to be approaching that of the polycrystalline film. This is
compatible with the interpretation that the morphology of the epitaxial films
surface is transforming to resemble that of the polycrystalline film, presumably
by roughening at the top surface, and possibly by clustering. An SEM image
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was taken of the degraded film, and is shown in Fig. 7.12(c), together with the
original SEM images of the original patterned polycrystalline (Fig. 7.12(a))
and epitaxial (Fig. 7.12(b)) films from above.
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Figure 7.1: From [141]. Original caption: propagation distance, mode area,
and field distributions of the hybrid mode. (a) [Normalized] mode area,
Am
A0
versus cylinder diameter d for different gap widths h (colored lines), com-
pared with the mode area of a pure cylinder mode (black line). [A0 is the
diffraction-limited mode area in free space, A0 =
λ2
4
. Am is the calculated
mode area of the hybrid mode.] (b) The hybrid mode’s propagation distance
(colored lines), compared with those of pure SPP modes at metal-oxide (upper
dashed black line) and metal-semiconductor (lower dashed black line) inter-
faces. (c)–(f) EM energy density distributions for [d, h] = [400, 100] nm (c),
[d, h] = [200, 100] nm (d), [d, h] = [200, 2] (e), and [d, h] = [400, 2] nm (f),
corresponding to the points indicated in panel (a). The key in the inset of (b)
applies throughout. Reprinted by permission from Macmillan Publishers Ltd:
Nature Photonics, copyright 2008.
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Figure 7.2: From [134]. Original caption: (a) Schematic of device: a sin-
gle InGaN@GaN core-shell nanorod on SiO2-covered epitaxial Ag film (28 nm
thick). The energy density distribution (right) is calculated by [the group
of Dr. Gennady Shvets using] the eigenmode method. (b) SEM images of
InGaN@GaN core-shell nanorods. The left-hand SEM image shows the ac-
tual nanorod on epitaxial Ag film that was used for all lasing measurements.
(c) Scanning transmission electron microscopy (STEM) and transmission elec-
tron microscopy (TEM) structural analyses of a single-crystalline InGaN@GaN
core-shell nanorod. The bright area inside the nanorod in the high-angle an-
gular dark-field STEM image indicates the presence of the InGaN core. The
elemental mapping images obtained by energy dispersive x-ray spectroscopy
are used to confirm the core-shell structure and to estimate the In composition
in the InGaN core (∼14%). [Data in (c) obtained by the research group of Pro-
fessor Lih-Juann Chen of National Tsing-Hua University, Taiwan.] Reprinted
with permission from AAAS.
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Figure 7.3: From [134]. Original caption: (a) Lasing spectra for pumping
by a CW 405-nm semiconductor diode laser. Inset: Far-field laser spot with
contrast fringes indicative of spatial coherence resulting from lasing.... (b)
Temperature-dependent lasing thresholds of the plasmonic cavity. The...plots
at the main lasing peak (510 nm) are shown with the corresponding linewidth-
narrowing behavior when the plasmonic laser is measured at 8 K (red) and
78 K (blue), with lasing thresholds of 2.1 and 3.7 kW/cm2, respectively. (c)
Temperature-dependent lasing behavior from 8 to 300 K. [All intensity data
are given in arbitrary units (a.u.).] Reprinted with permission from AAAS.
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Figure 7.4: From [134]. Original caption: Second-order photon correlation
function measurements [made by the research group of Dr. Wen-Hao Chang
at National Chiao-Tung University, Taiwan] at 8 K. Reprinted with permission
from AAAS.
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Figure 7.5: From [134]. Original caption: Side-by-side comparison of L-L
curves under pulsed pumping conditions for single nanorods placed on two
types of Ag films (epitaxial Ag-on-Si film vs. polycrystalline Ag-on-quartz
film). We obtained these curves at 8 K using a pulsed semiconductor diode
laser (PicoQuant) with the following characteristics: 405 nm wavelength, 70
ps pulse width, and 80 MHz repetition rate. (a) The “S”-shaped lasing curve
can be clearly observed for the case of epitaxial Ag film. (b) The L-L curve
for a single InGaN@GaN core-shell nanorod deposited on polycrystalline Ag
film. Under these pumping conditions, we cannot observe lasing on polycrys-
talline film for pumping power densities up to 9 kW/cm2 (i.e., peak pumping
power density 1.6 MW/cm2). The onset of slope s less than one (∼0.25) at
peak power densities greater than 450 kW/cm2 indicates that local, transient
heating effects start to play a significant role in output intensity. Reprinted
with permission from AAAS.
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Figure 7.6: From [134]. Original caption: Plasmonic resonances, with the
nanorod placed on top of (a) an atomically smooth Ag film, (b) a granular Ag
surface with domain walls, and (d) a roughened Ag surface with non-uniform
thickness. The color maps show the electric field, | ~E|, 10 nm above the surface,
and the arrows indicate the Poynting flux. (c) Map of the Ag permittivity
used to represent the granular surface in (b). White area represents the grain
boundaries with [relative permittivity] ε =1. (e) Illustration of the surface
deformation simulated in (d). Reprinted with permission from AAAS.
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Figure 7.7: LEED pattern acquired after final epitaxial growth cycle for EOT
device. Pattern indicates good Ag(111) crystallinity with 1x1 surface struc-
ture.
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Figure 7.8: From [114]: SEM images of patterned Ag films. (a) Thermally
evaporated polycrystalline film. (b) Epitaxially grown film. Reprinted with
permission. Copyright 2012, American Chemical Society.
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Figure 7.9: From [114]. Original caption: Schematic of the configuration for
angle-resolved EOT measurements in the infrared regime under TM-polarized
illumination. Incident light is in the x-z plane, i.e., the incident plane. The
electric field ~E also lies in the incident plane. Variation of the incident angle θ is
obtained by rotating the sample around the y-axis. Reprinted with permission.
Copyright 2012, American Chemical Society.
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Figure 7.10: From [114]. Original caption: Experimental and simulated angle-
resolved EOT transmission spectra in the infrared regime. (top and middle
rows) Experimental angle-resolved infrared transmission spectra under TM-
polarized illumination for perforated polycrystalline (top row) and epitaxial
(middle row) Ag films. (bottom row) Simulation results from the commercial
software package COMSOL, using the real geometric and material parameters
except for the substitution of a PEC film for the Ag film. Both perforated Ag
films (top and middle rows) and the PEC films (bottom row) have a thickness
of 80 nm, a lattice period of 6 µm, and a hole diameter of 3 µm. (a–f) Contour
plot with intensities indicated by false color. Theoretcial SPP bands (black
solid) are superposed on (c,f), with different SPP modes indexed by Si(m,n) or
air(m,n). (g–l) Individual transmission spectra acquired at 20◦. The dashed
lines are to guide the eye for the air(1,0) (red) and Si(1,0) (blue) modes,
respectively. Reprinted with permission. Copyright 2012, American Chemical
Society.
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Figure 7.11: Schematic of film morphology for thermally evaporated polycrys-
talline film, left, and smooth epitaxial film, right. The film-substrate interface
is relatively smooth in both cases, but the morphology at the air interface is
much different.
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Figure 7.12: From [114]. Transmission spectra showing degradation of air-side
resonance features after two years exposure to ambient conditions. Origi-
nal caption: Experimental and simulated transmission spectra for the air(1,0)
mode (shadow area). (1st row) Simulated transmission spectra. (2nd row) Ex-
perimental transmission spectra from perforated epitaxial Ag film. (3rd row)
Experimental transmission spectra from perforated polycrystalline Ag films.
(4th row) Experimental transmission spectra from the perforated epitaxial Ag
film after degradation. Reprinted with permission. Copyright 2012, American
Chemical Society.
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Figure 7.13: From [114]. Original caption: SEM images of perforated Ag
films.... (a) SEM image of the polycrystalline Ag film. (b) SEM image of
another epitaxial Ag film, one not used in EOT measurements. (c) SEM
image of the epitaxial Ag film used for EOT measurements, after exposure to
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