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Abstract: Let Ω ⊂ Rn, n ≥ 2, be a bounded domain satisfying the separation
property. We show that the following conditions are equivalent:
(i) Ω is a John domain;
(ii) for a fixed p ∈ (1,∞), the Korn inequality holds for each u ∈ W1,p(Ω,Rn)
satisfying
∫
Ω
∂ui
∂x j
− ∂u j
∂xi
dx = 0, 1 ≤ i, j ≤ n,
(Kp) ‖Du‖Lp(Ω) ≤ CK(Ω, p)‖ǫ(u)‖Lp(Ω);
(ii’) for all p ∈ (1,∞), (Kp) holds on Ω;
(iii) for a fixed p ∈ (1,∞), for each f ∈ Lp(Ω) with vanishing mean value on
Ω, there exists a solution v ∈ W1,p
0
(Ω,Rn) to the equation div v = f with
(DEp) ‖v‖W1,p(Ω,Rn) ≤ C(Ω, p)‖ f ‖Lp(Ω);
(iii’) for all p ∈ (1,∞), (DEp) holds on Ω.
For domains satisfying the separation property, in particular, for finitely con-
nected domains in the plane, our result provides a geometric characterization of
the Korn inequality, and gives positive answers to a question raised by [Costa-
bel & Dauge, Arch. Ration. Mech. Anal. 217 (2015), 873-898] and a question
raised by [Russ, Vietnam J. Math. 41 (2013), 369-381]. For the plane, our
result is best possible in the sense that, there exist infinitely connected domains
which are not John but support Korn’s inequality.
1 Introduction
Let Ω be a bounded domain in Rn, n ≥ 2. Throughout the paper, a domain is a connected,
open and proper subset of Rn, n ≥ 2. Let p ∈ (1,∞). For each vector field v = (v1, · · · , vn) ∈
W1,p(Ω,Rn), let Dv denotes its (distributional) gradient matrix, ǫ(v) denotes the symmetric part of
Dv., i.e., ǫ(v) = (ǫi, j(v))1≤i, j≤n with
ǫi, j(v) =
1
2
(
∂vi
∂x j
+
∂v j
∂xi
)
,
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and κ(v) = {κi, j(v)}1≤i, j≤n be the anti-symmetric part of Dv as 12 (Dv − DvT ).
Korn’s (second) inequality states that, if each κi, j(v) is of vanishing mean value on Ω, then there
exists CK > 0 such that
(Kp) ‖Dv‖Lp(Ω) ≤ CK‖ǫ(v)‖Lp(Ω).
The Korn inequality (Kp) is a fundamental tool in the theory of elasticity and fluid mechanics; we
refer the reader to [1, 8, 10, 12, 14, 19, 25] and the references therein.
The study of Korn inequality on domains has a long history. Friedrichs [14] proved the Korn
inequality (Kp) for p = 2 on domains with a finite number of corners or edges on ∂Ω. Necˇas [30]
proved the Korn inequality on bounded Lipschitz domains. Kondratiev and Oleinik [25] studied
the Korn inequality (K2) on star-shaped domains. Recently, Acosta, Dura´n and Muschietti [1]
proved the Korn inequality (in a different form than (Kp)) holds for all p ∈ (1,∞) on John domains
(see Definition 1.3 below). We refer the reader to [2, 3, 7, 8, 11, 21, 29, 31, 37] for more studies
on the Korn inequality. It is worth to mention that the Korn inequality (Kp) fails for p = 1 even on
a cube; see the examples from [9, 33].
Recently, there have been some studies concerning the Korn inequality for more irregular do-
mains, such as Ho¨lder domains and s-John domains with s > 1. It turns out the Korn inequality
(Kp) does not hold for any 1 < p < ∞ on these domains, and instead there are weighted versions
of the Korn inequality; see [2, 3, 21] for instance.
Then one may wonder, is John condition also necessary for domains to support the Korn in-
equality? Generally speaking, one may ask the following question.
Question 1.1. What is the geometric counterpart of the Korn inequality (Kp)? Is there a necessary
and sufficient geometric condition on the domain under consideration for the Korn inequality to
hold?
On the other hand, there are some inequalities that are known to be equivalent to the Korn
inequality, on (regular) planar domains; cf. [10, 20, 36]. In [20], Horgan and Payne proved that on
simply connected regular domains in the plane, the Korn inequality (K2), the Friedrichs inequality
and the Babusˇka-Aziz inequality are equivalent to each other with equivalence of constants.
In what follows, for each p ∈ (1,∞) the space Lp
0
(Ω) denotes the collection of all Lp-integrable
functions on Ω with vanishing mean value. Recall that, the Friedrichs inequality states that for all
conjugate harmonic functions h, g on a plane domain Ω, if h, g ∈ L2
0
(Ω), then it holds
‖h‖L2(Ω) ≤ C‖g‖L2(Ω);
cf. [10, 13, 20]. The Babusˇka-Aziz inequality (cf. [5, 10, 20]) for the divergence equation states
that, for each f ∈ L2
0
(Ω) there exists a solution v ∈ W1,p
0
(Ω,R2) to the equation div v = f with
‖v‖W1,2(Ω,R2) ≤ C‖ f ‖L2(Ω).
Recently, Costabel and Dauge [10] verified the equivalence of the Friedrichs inequality and the
Babusˇka-Aziz inequality with equality of constants on bounded domains, without requiring any
(smooth) regularity of the domain, and they asked the following question:
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Question 1.2. Is Korn’s inequality equivalent to the Babusˇka-Aziz inequality, without requiring a
priori (smooth) regularity on the domain under consideration?
The implication of Korn’s inequality from the Babusˇka-Aziz inequality is well-known (cf. [1,
10]), while the reverse part remains open.
Necˇas [30] had proved Lp-version of the Babusˇka-Aziz inequality for 1 < p < ∞ on Lipschitz
domains. Acosta, Dura´n and Muschietti [1] extended solvability of the divergence equation on
John domains in Rn, n ≥ 2, via a constructive approach. By developing a decomposition tech-
nique for John domains, Diening, Ruzˇicˇka and Schumacher [11] further obtained solvability of
the divergence equation in weighted cases, and also weighted Korn’s inequality. Russ [34] asked
if one can characterize domains for which the divergence equation with Dirichlet boundary condi-
tion is solvable. In [22], the authors with P. Koskela showed that on a bounded simply connected
domain Ω in R2, the divergence equation is solvable in W
1,p
0
(Ω,R2) (1 < p < ∞), if and only if Ω
is a John domain. This implies that, in particular, on a bounded simply connected plane domain,
the Babusˇka-Aziz inequality holds if and only if the domain is John.
Therefore, if Korn’s inequality is equivalent to the Babusˇka-Aziz inequality, then the domain in
some sense has to be a John domain, and this will also answer our Question A. The main aim of
this paper is to provide positive answers to Questions A and B, if the domain additionally satisfies
a condition known as the separation property. This condition, which is defined below, is valid on
every finitely connected plane domain.
Before moving further, let us first recall the definition of a John domain. This terminology was
introduced in [28], but these domains were studied already by F. John [23]. In what follows, for
each x ∈ Ω, we denote by ρ(x) the distance of x to the boundary of Ω, i.e., d(x, ∂Ω).
Definition 1.3 (John domain). A bounded domain Ω ⊂ Rn with a distinguished point x0 ∈ Ω
is a John domain if there exists a constant CJ > 0 such that for all x ∈ Ω, there is a curve
γ : [0, l(γ)] → Ω parametrised by arclength such that γ(0) = x, γ(l(γ)) = x0, and ρ(γ(t)) ≥ CJt.
The definition says that each point in a John domain can be joined to the center point with a
twisted cone. Clearly, the requirements for being a John domain are much weaker than that for
being Lipschitz domains. In particular, every Lipschitz domain is a John domain and John domains
may have fractal boundary (e.g., Von Koch snowflake domain).
An additional requirement on the domain, which we will rely on heavily, is the following
separation property, which was introduced by Buckley and Koskela [6], where the separation
property was used to prove the geometric counterpart of Sobolev-Poincare´ inequalities.
Definition 1.4 (Separation property). A domain Ω ⊂ Rn with a distinguished point x0 has the
separation property if there is a constant Cs ≥ 1 such that the following holds: for each x ∈ Ω
there is a curve γ : [0, 1] → Ω with γ(0) = x, γ(1) = x0, and such that for each t either γ([0, t]) ⊂
B := B(γ(t),Csρ(γ(t))) or each y ∈ γ([0, t]) \ B belongs to a different component of Ω \ ∂B than
x0. In the latter case, we call B a separating ball, and call the union of components of Ω \ B not
containing x0 as B-end and denoted by EB.
The domains satisfying this separation property cannot have a lot of boundary components, and
they may have long tentacles but one cannot have flat cusps (see Section 6).
4 R. Jiang & A. Kauranen
Notice that if a domain Ω has the separation property for someCs ≥ 1, then it has the separation
property for any constant larger than Cs. It follows from the definitions that every John domain
has the separation property. More generally, it is proved in [6] that, every domain Ω, which is
quasiconformally equivalent to a uniform domain (cf. Jones [24] or Section 6) has the separation
property. In particular, any finitely connected plane domain has the separation property; see [6, p.
583] and Corollary 6.2.
Our main result below gives positive answers to Question 1.1, Question 1.2 and [34, Question
3], if the domain additionally satisfies the separation property.
Theorem 1.5. Let Ω be a bounded domain of Rn, n ≥ 2. Suppose that Ω satisfies the separation
property. Then the following statements are equivalent:
(i) Ω is a John domain;
(ii) for a fixed p ∈ (1,∞), the Korn inequality holds for each u ∈ W1,p(Ω,Rn) satisfying∫
Ω
κi, j(u) dx = 0, 1 ≤ i, j ≤ n, as
(Kp) ‖Du‖Lp(Ω) ≤ CK‖ǫ(u)‖Lp(Ω);
(ii’) the Korn inequality (Kp) holds for each p ∈ (1,∞);
(iii) for a fixed p ∈ (1,∞), for all u ∈ W1,p(Ω,Rn) it holds that
(K̂p) ‖Du‖Lp(Ω) ≤ CK
{
‖ǫ(u)‖Lp(Ω) + ‖Du‖Lp(Q)
}
,
where Q is a fixed cube compactly supported in Ω;
(iii’) the Korn inequality (K̂p) holds for each p ∈ (1,∞);
(iv) for a fixed p ∈ (1,∞), for each f ∈ Lp
0
(Ω), there exists a solution v ∈ W1,p
0
(Ω,Rn) to the
equation div v = f with
(DEp) ‖v‖W1,p(Ω,Rn) ≤ Cd‖ f ‖Lp(Ω);
(iv’) (DEp) holds for each p ∈ (1,∞).
We want to stress that the statement of Theorem 1.5 does not hold without some additional
assumption on the domain; see Example 1.7 and Example 1.8 below.
Notice that (Kp) is equivalent to the following Korn inequality for all u ∈ W1,p(Ω,Rn),
(K˜p) inf
S=−S T
‖Du − S ‖Lp(Ω) ≤ CK‖ǫ(u)‖Lp(Ω).
The implication (Kp) ⇒ (K˜p) follows by applying (Kp) to u− S x for each u ∈ W1,p(Ω,Rn), where
the elements si, j of S are chosen as
∫
Ω
κi, j(u) dx; the converse implication follows by noticing that
for u ∈ W1,p(Ω,Rn) with
∫
Ω
κi, j(u) dx = 0, ‖κi, j(u)‖Lp(Ω) ≤ C(Ω, p)‖κi, j(u) − a‖Lp(Ω) for any a ∈ R.
By [6, Theorem 1.1], any of the above seven conditions is further equivalent to a Sobolev-
Poincare´ inequality, as(∫
Ω
|u − uΩ|np/(n−p) dx
)(n−p)/np
≤ C
(∫
Ω
|∇u|p dx
)1/p
,
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for some p ∈ [1, n), where uΩ denotes the average of integral of u on Ω.
The implication (i) =⇒ (iv) was proved in [1], where the separation property is not required.
In [22], with Koskela, the authors have proven (iv) =⇒ (i), except for p = n ≥ 2, directly by
using Poincare´ inequality and Hardy inequality. Therefore, Theorem 1.5 improves also this result
slightly.
The implication (vi) =⇒ (ii), (iii) is well-known, we include a proof for completeness in Section
2. The main achievement of this paper is that we show that (ii), (iii) =⇒ (i) is also true, if the
domain satisfies the separation property, which holds in particular on finitely connected domain Ω
in the plane by Corollary 6.2 below.
Corollary 1.6. LetΩ be a bounded finitely connected domain in R2. Then the following statements
are equivalent:
(i) Ω is a John domain;
(ii) the Korn inequality (Kp) holds for some p ∈ (1,∞);
(ii’) the Korn inequality (Kp) holds for each p ∈ (1,∞);
(iii) the Korn inequality (K̂p) holds for some p ∈ (1,∞);
(iii’) the Korn inequality (K̂p) holds for each p ∈ (1,∞);
(iv) (DEp) holds for some p ∈ (1,∞);
(iv’) (DEp) holds for each p ∈ (1,∞).
The result in dimension two is best possible in the sense that, our characterization of domains
for the Korn inequality works for any finitely connected domains, meanwhile, one has
Example 1.7. There exist infinitely connected plane domains Ω, which are not John domains, but
the Korn inequalities (Kp) and (K̂p) hold on Ω for all p ∈ (1,∞).
We remark that one cannot hope for exact analogues of Corollary 1.6 in dimensions n ≥ 3, since
the connectivity property is a much weaker condition in higher dimensions than it is in dimension
two, and Rn is highly rigid when n ≥ 3. This phenomenon happens in many areas, for instance,
the problem for Sobolev extension domains, the Schoenfliess theorem fails in R3 and there are
very few (quasi)conformal mappings in dimensions n ≥ 3; see Jones [24]. Indeed, the following
example shows even simple connectivity is not sufficient to deduce analogues of Corollary 1.6 in
higher dimensions.
Example 1.8. There exist simply connected domains Ω ⊂ Rn, n ≥ 3, which are not John domains,
but the Korn inequalities (Kp) and (K̂p) hold on Ω for all p ∈ (1,∞).
The above two examples are based on domains constructed in Buckley-Koskela [6], details will
be given in Section 6.
Corollary 1.6 together with [10, Theorem 2.1] shows
Corollary 1.9. LetΩ be a bounded finitely connected domain in R2. Then the following statements
are equivalent:
(i) Ω is a John domain;
(ii) The Korn inequality (K2) holds;
(iii) The Babusˇka-Aziz inequality holds;
(iv) The Friedrichs inequality holds.
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Recall that, in [20], Horgan and Payne verified the equivalence of (ii), (iii), (iv) on simply con-
nected regular domains in the plane, Costabel and Dauge [10] showed the equivalence of (iii), (iv)
on bounded domains without any a priori regularity assumption. Our result above requires finite
connectivity of underlying domains, and provides the extra geometric equivalence (i). However,
the advantage of [10, 20] is that they have also the equivalence of constants.
The proof of Theorem 1.5, in particular, the proof of (ii), (iii) =⇒ (i), will be divided into
two steps. In the first step, we will give a geometric characterization of the John domains via
controlling the measure of ends by separating balls. We expect such a geometric characterization
will have independent interest. In the second step, we first construct good test functions, and then
use the Korn inequalities and this characterization of John domains to conclude the claim.
The paper is organized as follows. In Section 2, we recall some known result on the divergence
equation, and provide the proofs for the implications (DEp) =⇒ (Kq), (K̂q), 1/p + 1/q = 1, for
completeness. In Section 3, we provide a geometric characterization of the John domains. In
Section 4 and Section 5, we will prove (ii), (iii) =⇒ (i) and complete the proof of Theorem 1.5.
In section 6, we will discuss the necessity of our assumption of the separation property and some
related problems, and provide details for Example 1.7 and Example 1.8.
Throughout the paper, we denote by C positive constants which are independent of the main
parameters, but which may vary from line to line. For matrices S ∈ Rn×n we use the norm
|S | := max{|si, j| : 1 ≤ i, j ≤ n}.
2 The divergence equation and Korn inequality
In this section, let us recall the known results on the divergence equation and its applications to
the Korn inequality. The following result was proved in [1]; see also [11] for a different proof.
Theorem 2.1 ([1]). Let q ∈ (1,∞) and Ω ⊂ Rn be a bounded John domain. Then for each
f ∈ Lq
0
(Ω), there exists a solution v ∈ W1,q
0
(Ω,Rn) to the equation div v = f with
(DEq) ‖v‖W1,q(Ω,Rn) ≤ C‖ f ‖Lq(Ω).
It is somehow standard to show that (DEq) implies the Korn inequalities (Kp) and (K̂p), where
1/p + 1/q = 1. We provide a proof for completeness.
Lemma 2.2. LetΩ ⊂ Rn be a bounded domain, p, q ∈ (1,∞) be a Ho¨lder conjugate pair. If (DEq)
holds on Ω, then the Korn inequalities (Kp) and (K̂p) hold on Ω.
Proof. Recall that Du = (
∂ui
∂x j
)1≤i, j≤n, 1 ≤ i, j ≤ n, and ǫ(u) = (ǫi, j(u))1≤i, j≤n with
ǫi, j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
and the identity
(2.1)
∂2ui
∂x j∂xk
=
∂ǫi,k(u)
∂x j
+
∂ǫi, j(u)
∂xk
− ∂ǫ j,k(u)
∂xi
.
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For each f ∈ Lq
0
(Ω), from assumption of (DEq), we see that there exists a solution v ∈
W
1,q
0
(Ω,Rn) to the equation div v = f with
‖v‖W1,q(Ω,Rn) ≤ C‖ f ‖Lq(Ω).
For each k ∈ {1, 2, · · · , n}, let vk be the k-th component of v. Using the identity (2.1) yields∣∣∣∣∣∣
∫
Ω
f (x)
(
∂u j
∂xi
(x) −
(
∂u j
∂xi
)
Ω
)
dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
Ω
div v(x)
(
∂u j
∂xi
(x) −
(
∂u j
∂xi
)
Ω
)
dx
∣∣∣∣∣∣
=
n∑
k=1
∣∣∣∣∣∣
∫
Ω
vk(x)
(
∂ǫ j,k(u)
∂xi
+
∂ǫ j,i(u)
∂xk
− ∂ǫk,i(u)
∂x j
)
(x) dx
∣∣∣∣∣∣
≤ C
n∑
i, j,k=1
∫
Ω
∣∣∣∣∣∣∂v
k(x)
∂xi
ǫ j,k(u)(x)
∣∣∣∣∣∣ dx
≤ C‖Dv‖Lq(Ω)‖ǫ(u)‖Lp(Ω)
≤ C‖ f ‖Lq(Ω)‖ǫ(u)‖Lp(Ω).
A duality argument gives ∥∥∥∥∥∥∂u j∂xi −
(
∂u j
∂xi
)
Ω
∥∥∥∥∥∥
Lp(Ω)
≤ C‖ǫ(u)‖Lp(Ω).(2.2)
Proof of (Kp). Suppose now
∫
Ω
κi, j(u) dx = 0 for 1 ≤ i, j ≤ n. The (2.2) implies that
∥∥∥2κi, j(u)∥∥∥Lp(Ω) ≤
∥∥∥∥∥∥ ∂ui∂x j −
(
∂ui
∂x j
)
Ω
∥∥∥∥∥∥
Lp(Ω)
+
∥∥∥∥∥∥∂u j∂xi −
(
∂u j
∂xi
)
Ω
∥∥∥∥∥∥
Lp(Ω)
≤ C‖ǫ(u)‖Lp(Ω).
Then the Korn inequality (Kp) follows since
‖Du‖Lp(Ω) ≤ ‖ǫ(u)‖Lp(Ω) + ‖κ(u)‖Lp(Ω) ≤ C‖ǫ(u)‖Lp(Ω).
Proof of (K̂p). Now for an arbitrarily fixed cube Q ⊂⊂ Ω, we choose a ψ ∈ C∞0 (Q) such that
suppψ ⊂ Q,
∫
Q
ψ dx = 1 and |∇ψ| ≤ C/ℓ(Q)n+1. Write
∂u j
∂xi
=
∂u j
∂xi
−
(
∂u j
∂xi
)
Ω
+
∫
Q
[(
∂u j
∂xi
)
Ω
− ∂u j
∂xi
]
ψ dx +
∫
Q
∂u j
∂xi
ψ dx.(2.3)
Then by the Ho¨lder inequality, we obtain∣∣∣∣∣∣
∫
Q
[(
∂u j
∂xi
)
Ω
− ∂u j
∂xi
]
ψ dx
∣∣∣∣∣∣ ≤ C(p,Q,Ω)‖ǫ(u)‖Lp(Ω),
and ∣∣∣∣∣∣
∫
Q
∂u j
∂xi
(x)ψ(x) dx
∣∣∣∣∣∣ ≤ C(a, p,Q,Ω)
∥∥∥∥∥∥∂u j∂xi
∥∥∥∥∥∥
Lp(Q)
.
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Combining (2.2), (2.3) and the above estimates, we obtain that
∥∥∥∥∥∥∂u j∂xi
∥∥∥∥∥∥
Lp(Ω)
≤ C(p,Ω,Q)
‖ǫ(u)‖Lp(Ω) +
∥∥∥∥∥∥∂u j∂xi
∥∥∥∥∥∥
Lp(Q)
 ,
which is
(K̂p) ‖Du‖Lp(Ω) ≤ C(p,Ω,Q)
{
‖ǫ(u)‖Lp(Ω) + ‖Du‖Lp(Q)
}
.
The proof is complete. 
Theorem 2.1 together with Lemma 2.2 gives the following corollary.
Corollary 2.3. Let Ω ⊂ Rn be a bounded John domain. Then for each p ∈ (1,∞), the Korn
inequalities (Kp) and (K̂p) hold on Ω.
3 A geometric characterization of John domains
In this section, assuming the separation property, we explore another characterization of the
John condition. We shall show that a domain is John if and only if the measures of ends are
controlled with measures of separating balls. Similar arguments have been previously used to
show necessity of John condition in other contexts in [17] and [6]. For the proof we need the
following lemma originally from [4, Lemma 3.1] and the well-known Whitney decomposition
(see eg. [35]).
Lemma 3.1 ([4]). Let 1 ≤ b < ∞ and let x j be a sequence of nonnegative numbers such that for
all k ∈ N
∞∑
j=k
x j ≤ bxk.
Then for every α ∈ (0, 1] there exists a constant c ≥ 1, depending only on b, α, such that for all
k ∈ N
∞∑
j=k
xαj ≤ cxαk .
Lemma 3.2. For any open proper subset Ω ⊂ Rn there exists a collection W = {Q j} j∈N of count-
ably many closed dyadic cubes such that
(i) Ω = ∪ j∈NQ j, and if k , j, then the cubes have disjoint interiors, (Q j)◦ ∩ (Qk)◦ = ∅,
(ii)
√
nℓ(Qk) ≤ dist (Qk, ∂Ω) ≤ 4
√
nℓ(Qk) and
(iii) 1
4
ℓ(Qk) ≤ ℓ(Q j) ≤ 4ℓ(Qk) whenever Qk ∩ Q j , ∅.
Remember that Whitney decompositions are not unique. The following statement holds for any
fixed W.
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Proposition 3.3. Let Ω ⊂ Rn be a domain satisfying the separation property with constant Cs ≥ 1
and a distinguished point x0. For each point x ∈ Ω, there is a curve γ connecting x to x0 that
satisfies the separation property with constant 5Cs, and for each Whitney cube Q ∈ W, the set
Q ∩ γ has at most one component.
Proof. Let x ∈ Ω be a point and let γ : [0, 1] → Ω with γ(0) = x, γ(1) = x0 be a curve
given by the separation condition. We may assume the curve γ has no self-intersecting points,
otherwise, if there exist 0 ≤ r < t ≤ 1 such that γ(r) = γ(t), then one can modify the curve γ as
γ˜ : [0, r] ∪ [t, 1] 7→ Ω, and γ˜ is a curve that connects x and x0 satisfying the separation property
with the constant Cs.
Now consider the collection Wγ of all Whitney cubes that intersect γ. Notice that since γ is
a compact set in Ω, such a collection Wγ is finite. If for each Q ∈ Wγ, Q ∩ γ has at most one
component, then we are done. Otherwise, for each cube Q for which Q ∩ γ has more than one
component, let tu = sup{t : γ(t) ∈ Q} and tl = inf{t : γ(t) ∈ Q}, and replace the curve γ([tl, tu])
by the line segment ℓγ(tl),γ(tu). In such a way, we obtain a new curve γ˜ connecting x to x0. After
reparametrisation, we denote the curve by γ˜ : [0, 1] 7→ Ω.
Claim. The curve γ˜ connecting x and x0 satisfies the separation condition with constant 5Cs.
In what follows, for convenience, denote B(γ(t),Csρ(γ(t))) and B(γ˜(t), 5Csρ(γ˜(t))) by Bγ,t and
Bγ˜,t respectively.
Let t ∈ [0, 1]. If γ˜([0, t]) ⊂ Bγ˜,t then the conclusion follows. Suppose that γ˜([0, t]) \ Bγ˜,t , ∅.
Case 1. γ˜(t) ∈ γ([0, 1]).
Let tγ ∈ [0, 1] be such that γ(tγ) = γ˜(t). Notice that by the construction of γ˜, γ˜([0, t]) \ γ([0, tγ])
only contains line segments, whose endpoints belong to γ([0, tγ]). From this we see that γ([0, tγ])\
Bγ˜,t , ∅, otherwise we have γ˜([0, t]) ⊂ Bγ˜,t.
Since Bγ˜,t ⊇ Bγ,tγ and γ([0, tγ]) \ Bγ˜,t , ∅, we have γ([0, tγ]) \ Bγ,tγ , ∅. By the separation
property, each y ∈ γ([0, tγ]) \ Bγ,tγ and x0 belong to different component of Ω \ ∂Bγ,tγ . Hence, we
see that each
y ∈ (γ([0, tγ]) ∩ γ˜([0, t])) \ Bγ˜,t ⊂ (γ([0, tγ]) ∩ γ˜([0, t])) \ Bγ,tγ ⊂ γ([0, tγ]) \ Bγ,tγ
belongs to a different component of Ω \ ∂Bγ˜,t than x0.
Now, if (γ˜([0, t]) \ γ([0, tγ])) \ Bγ˜,t , ∅, then there is a line segment ℓγ(tl),γ(tu) \ Bγ˜,t , ∅ and
ℓγ(tl),γ(tu) ⊂ (γ˜([0, t]) \ γ([0, tγ])). For each y ∈ ℓγ(tl),γ(tu) \ Bγ˜,t, there is one end-point of ℓγ(tl),γ(tu),
which we assume to be γ(tl), that also belongs to ℓγ(tl),γ(tu) \ Bγ˜,t and connects to y in the segment.
Since γ(tl) ∈ γ that belongs to a different component of Ω \ ∂Bγ˜,t than x0, we find that the set
ℓγ(tl),γ(tu) \ Bγ˜,t belong to a different component of Ω \ ∂Bγ˜,t than x0, as desired.
Case 2. γ˜(t) ∈ γ˜([0, 1]) \ γ([0, 1]).
By the construction of the curve γ˜, we see that there is a line segment ℓγ(tl),γ(tu) ⊂ γ˜([0, 1]), that
contains γ˜(t) and belongs to a Whitney cube Q. Notice that the length of ℓγ(tl),γ(tu) is no bigger than√
nℓ(Q), which is no bigger than ρ(γ˜(t)) or ρ(γ(tl)). Therefore, ℓγ(tl),γ(tu) ⊂ Bγ˜,t,
ρ(γ(tl)) ≤ d(Q, ∂Ω) +
√
nℓ(Q) ≤ 2ρ(γ˜(t))
and
Bγ,tl = B(γ(tl),Csρ(γ(tl))) ⊂ B(γ˜(t), 5Csρ(γ˜(t))) = Bγ˜,t.
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If y ∈ γ˜([0, t]) \ Bγ˜,t and y ∈ γ([0, 1]), then
y ∈ γ([0, tl]) \ Bγ˜,t ⊂ γ([0, tl]) \ Bγ,tl .
Since γ satisfies the separation property, this implies that y and x0 belong to different components
of Ω \ ∂Bγ,tl , and further y and x0 belong to different components of Ω \ ∂Bγ˜,t.
If y ∈ γ˜([0, t]) \ Bγ˜,t and y < γ([0, 1]), then by the construction of the curve γ˜ again, we see that
there is a line segment ℓγ(t˜l),γ(t˜u) ⊂ γ˜([0, t]) such that y ∈ ℓγ(t˜l),γ(t˜u). Arguing as in Case 1, we see
that there is one end-point of ℓγ(t˜l),γ(t˜u), assuming that it is γ(t˜l), that belongs to γ˜([0, t]) \ Bγ˜,t and
connects to y in the segment.
Since γ(t˜l) ∈ γ˜([0, t]) \ Bγ˜,t and γ(t˜l) ∈ γ([0, 1]), we can conclude that y and γ(t˜l) belong to the
same component of Ω \ ∂Bγ˜,t, while x0 belongs to another component, as desired. 
Theorem 3.4. Let Ω ⊂ Rn be a domain satisfying the separation property. Then Ω is a John
domain if and only if there exists a positive constant CE such that for every separating ball B, it
holds that
(3.1) |EB| ≤ CE |B|
for B−end EB.
Proof. It is quite standard to prove (3.1) assuming John condition (see [6, Theorem 2.1]). For the
converse implication we modify the ideas from [26, p. 18] and [6].
Let x ∈ Ω be a point and let γ : [0, 1] → Ω with γ(0) = x, γ(1) = x0 be a curve given by the
separation condition. From the previous proposition, we may assume that for each Whitney cube
Q the intersection Q ∩ γ has at most one component.
To prove that Ω is a John domain it suffices to show that
ρ(γ(t)) = d(γ(t), ∂Ω) ≥ C diam (γ([0, t])),
see [28, pp.385-386] or [32, pp.7-8].
If x ∈ B(x0, ρ(x0)), then one can take the line segment connecting x and x0, and the conclusion
is obvious. Suppose now x < B(x0, ρ(x0)). Consider the collection Wγ of all Whitney cubes that
intersect γ. Since for each Whitney cube Q in Wγ, there is only one component in Q ∩ γ by our
reduction above, we can order them so that they form a chain {Q j}Wxj=0 with x0 ∈ Q0 and Wx ∈ N
depends on x. Notice that each cube is only numbered once.
For each t ∈ [0, 1], let kt (0 ≤ kt ≤ Wx) be the smallest number such that γ(t) ∈ Qkt . For the point
γ(t), t ∈ [0, 1], the separation condition implies either γ([0, t]) ⊂ Bγ,t, Bγ,t := B(γ(t),Csρ(γ(t))), or
every y ∈ γ([0, t]) \ Bγ,t and x0 lie in different components of Ω \ ∂Bγ,t than x0.
Case 1. Suppose that the former case happens. Then γ([0, t]) ⊂ Bγ,t, and we have for each r < t
that
ρ(γ(r)) ≤ Csρ(γ(t)) + ρ(γ(t)),
and for each Q j ∈ Wγ that contains γ(r),
(3.2) Q j ⊂ B(γ(r),
√
nℓ(Q j)) ⊂ B(γ(r), ρ(γ(r))) ⊂ B(γ(t), (2Cs + 1)ρ(γt)) ⊂ B(γ(t), 3Csρ(γt)).
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This together with the definition of the chain {Q j}Wxj=0 implies that ∪
Wx
j=kt
Q j ⊂ B(γ(t), 3Csρ(γt)), and
hence,
(3.3)
Wx∑
j=kt
ℓ(Q j)
n ≤ C(n,Cs)ρ(γ(t))n ≤ C(n,Cs)ℓ(Qkt )n.
Case 2. Suppose that every y ∈ γ([0, t]) \ Bγ,t lies in a different component of Ω \ ∂Bγ,t than x0.
We claim that in this case
Wx⋃
j=kt
Q j ⊂ EBγ,t ∪ B(γ(t), (3 + 2
√
nCE)Csρ(γt)).
Notice that in this case we have γ([0, t]) ⊂ EBγ,t∪Bγ,t. For the cubes {Q j}Wxj=kt , if Q j∩γ([0, t])∩Bγ,t ,∅, then the same argument as in proving (3.2) gives that
Q j ⊂ B(γ(t), 3Csρ(γt)) ⊂ EBγ,t ∪ B(γ(t), (3 + 2
√
nCE)Csρ(γt)).
For each cube Q j that Q j ∩ γ([0, t]) ∩ Bγ,t = ∅, there is r ∈ [0, t] such that γ(r) ∈ Q j and
γ(r) ∈ EBγ,t . If Q j ⊂ EBγ,t , then we also have Q j ⊂ EBγ,t ∪ B(γ(t), (3 + 2
√
nCE)Csρ(γt)).
It remains to consider the case Q j \ EBγ,t , ∅. Notice that now Q j ∩ Bγ,t , ∅. From Lemma 3.2
and γ(r) ∈ Q j, we deduce that
√
nℓ(Q j) ≤ ρ(γ(r)) ≤ d(Q j, ∂Ω) +
√
nℓ(Q j) ≤ 5
√
nℓ(Q j).
This implies that B(γ(r), ℓ(Q j)) is compactly contained in Ω, further, since the center γ(r) is in
EBγ,t , we can conclude that at least half of B(γ(r), ℓ(Q j)) belongs to EBγ,t , and from the assumption
that
1
2
|B(γ(r), ℓ(Q j))| ≤ |B(γ(r), ℓ(Q j)) ∩ EBγ,t | ≤ |EBγ,t | ≤ CE |Bγ,t|,
and therefore ℓ(Q j) ≤ (2CE)1/nCsρ(γ(t)). This andQ j∩Bγ,t , ∅ giveQ j ⊂ B(γ(t), 2
√
nCECsρ(γt)),
and hence completes the proof of
Wx⋃
j=kt
Q j ⊂ EBγ,t ∪ B(γ(t), (3 + 2
√
nCE)Csρ(γt)).
Finally, by the non-overlap property of Whitney cubes, Lemma 3.2, we conclude that
∑
j≥kt
ℓ(Q j)
n
=
Wx∑
j=kt
|Q j| ≤
∣∣∣EBγ,t ∣∣∣ + ∣∣∣B(γ(t), (3 + 2√nCE)Csρ(γt))∣∣∣
≤ C(Cs, n,CE)ρ(γ(t))n ≤ C(Cs, n,CE)ℓ(Qkt )n.(3.4)
The estimates (3.3) and (3.4) with Lemma 3.1 imply that for all t ∈ [0, 1]
(3.5)
∑
j≥kt
ℓ(Q j) ≤ Cℓ(Qkt ).
Since the cubes {Qi}i≥kt cover the curve γ([0, t]), we find that diam γ([0, t]) ≤ Cρ(γ(t)) for all
t ∈ [0, 1], as desired. 
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4 Korn inequality (Kp) implies John condition
In this and the next section, we provide the proof of the main result of the paper.
Theorem 4.1. Let Ω be a bounded domain of Rn, n ≥ 2. Let 1 < p < ∞. Suppose that for all
v ∈ W1,p(Ω,Rn) satisfying
∫
Ω
κi, j(v) dx = 0, 1 ≤ i, j ≤ n, it holds that
(Kp) ‖Dv‖Lp(Ω) ≤ CK‖ǫ(v)‖Lp(Ω).
Then if Ω satisfies the separation property, Ω is a John domain.
Proof. Suppose that Ω satisfies the separation property w.r.t. x0 ∈ Ω. Let Q be the Whitney cube
such that x0 ∈ Q ⊂⊂ Ω.
By Theorem 3.4, to show that Ω is a John domain, it suffices to show that there exists an
absolute constant CE > 0 such that for each separating ball B, B = B(z, r) with z ∈ Ω, its end EB,
if exists, has the property |EB| ≤ CE |B|.
If B ∩ Q , ∅, then by B ∩ ∂Ω , ∅ we see that r ≥ √nℓ(Q)/2. In this case, it holds that
|EB| ≤ |Ω| ≤ C(Ω,Q)|B|.
Suppose now that B ∩ Q = ∅. Let EB be the B-end. If |B| ≥ |Q|/(CpK3n+2p), then it holds that
|EB| ≤ |Ω| ≤ C(Ω,Q,CK)|B|. Therefore we may assume that
|B| < |Q|
C
p
K
3n+2p
.
If EB ⊂ B(z, 4r) or |EB| ≤ 4n|B| then the conclusion is obvious. Otherwise, set
(4.1) φ(x) :=

0, ∀x ∈ Ω \ EB;
1, ∀x ∈ EB \ B(z, 2r);
d(x,B(z,r))
r
, ∀x ∈ EB ∩ (B(z, 2r) \ B(z, r)).
Then φ is a Lipschitz function, with Lipschitz constant being 1/r, that vanishes on B ∩ Ω.
For each x = (x1, · · · , xn) ∈ Ω, let v = (v1, v2, 0, · · · , 0) with
(4.2)
{
v1(x1, · · · , xn)= (x2 − z2)φ(x1, · · · , xn),
v2(x1, · · · , xn)= (z1 − x1)φ(x1, · · · , xn),
where z = (z1, · · · , zn) is the center of B. Then for each x = (x1, · · · , xn) ∈ EB \ B(z, 2r),
Dv(x) =

0 1 0 · · · 0
−1 0 0 · · · 0
0 0 0 · · · 0
· · ·
0 0 0 · · · 0

,(4.3)
Dv(x) = 0 for all x ∈ Ω \ EB and
|Dv(x)| ≤ 2r|∇φ(x)| + φ(x) ≤ 3
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for all x ∈ EB ∩ (B(z, 2r) \ B(z, r)).
Since now |EB| > 4n|B|, |EB \ B(z, 2r)| ≥ |EB| − |2B| > 3|B(z, 2r)|. Then from the construction
of v we conclude that∫
Ω
∂v1
∂x2
− ∂v2
∂x1
dx = 2
∫
EB\B(z,2r)
dx +
∫
EB∩B(z,2r)
∂v1
∂x2
− ∂v2
∂x1
dx > 0,
since
∫
EB∩B(z,2r)
∂v1
∂x2
− ∂v2
∂x1
dx > −6|B(z, 2r)|. Choose a vector field w on Ω as
w(x) = w(x1, · · · , xn) = (−C˜x2, C˜x1, 0, · · · , 0),
where C˜ satisfies
2C˜|Ω| =
∫
Ω
∂v1
∂x2
− ∂v2
∂x1
dx.
Now set u = v + w. One has that u = (u1, u2, 0, · · · ), where ui = vi + wi, i = 1, 2, is Lipschtiz
continuous on Ω and satisfies∫
Ω
∂u1
∂x2
− ∂u2
∂x1
dx =
∫
Ω
∂v1
∂x2
− ∂v2
∂x1
dx − 2C˜|Ω| = 0.
Applying the Korn inequality (Kp) to u, and noticing that ǫ(w) ≡ 0, we obtain
(4.4) ‖Du‖Lp(Ω) ≤ CK‖ǫ(u)‖Lp(Ω) = CK‖ǫ(v)‖Lp(Ω) ≤ 3CK |B(z, 2r)|1/p.
By the construction of v we have v = 0 on Ω \ EB, and therefore,
(4.5) C˜|Q|1/p ≤ C˜|Ω \ EB|1/p ≤ ‖Du‖Lp(Ω) ≤ 3CK |B(z, 2r)|1/p < 3CK
 2n|Q|
C
p
K
3n+2p
1/p .
From this, we see that C˜ < 1/3. By this, (4.4) and (4.3), we can conclude that
2p
3p
|EB \ B(z, 2r)| ≤ ‖Du‖pLp(Ω) ≤ 3pC
p
K
|B(z, 2r)|.
Hence, we find that |EB \ B(z, 2r)| ≤ 32p+nCpK |B| and hence, |EB| ≤ C(n,CK , p)|B|. Now applying
Theorem 3.4, we finally obtain that Ω is a John domain. 
5 Korn inequality (K̂p) implies John condition
In this section, we show that the Korn inequality (K̂p) also implies John condition, and therefore
complete the proof of Theorem 1.5. This requires little more work than the first implications. For
the proof we need the following lemma which is well-known for the experts but it seems that there
are no proofs published so far.
Lemma 5.1. Let Ω ⊂ Rn be a domain satisfying the separation property with constant Cs with
respect to the distinguished point x0. Let x ∈ Ω. Then Ω satisfies the separation property also with
respect to the distinguished point x.
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Proof. We claim that if the point x0 qualifies for a distinguished point in the separation property,
then every point in B(x0, ρ(x0)/1000) qualifies for a distinguished point with constant 2Cs.
By connectedness of Ω, it suffices to prove this claim. Indeed, letting E be the set of all points
qualifying as distinguished points, the claim yields that E is open. Suppose that F := Ω \ E , ∅.
Then there exists y0 ∈ ∂E ∩ F. Take y˜0 ∈ E with |y0 − y˜0| < ρ(y0)10000 . Then
|y0 − y˜0| <
ρ(y0)
10000
<
1
10000
(ρ(y˜0) + |y0 − y˜0|),
and |y0 − y˜0| < ρ(y˜0)9999 . This implies that y0 ∈ E, since y0 ∈ B(y˜0,
ρ(y˜0)
1000
). This is a contradiction with
our choice of y0, therefore, F = ∅, and E = Ω.
Let us prove the claim. Take a point x ∈ B(x0, ρ(x0)/1000). For any point y ∈ Ω there exists a
curve γ˜ joining x0 to y satisfying the condition in the definition of the separation condition. Denote
by γ the composition of γ˜ and line segment ℓx,x0 joining x and x0. After a reparametrization we
have γ(0) = y and γ(1) = x.
Take a point w = γ(t) on the curve γ. If this point lies on the line segment ℓx,x0 then we have
ρ(w) ≥ 1
2
ρ(x0) and, therefore, x, x0 ∈ B(w, 2Csρ(w)). This implies the required condition.
If the point w lies on the curve γ˜ then we have w = γ˜(t′) for some t′. Since γ˜ is the curve given
by the separation condition we have either γ˜([0, t′]) ⊂ B(w,Csρ(w)) or every point in γ˜([0, t′]) \
B(w,Csρ(w)) belongs to a different component of Ω \ ∂B(w,Csρ(w)) than x0. In the former case
we have γ˜([0, t′]) ⊂ B(w, 2Csρ(w)).
In the latter case, there is nothing to prove if x ∈ B(w, 2Csρ(w)). For the remaining case, i.e.,
x < B(w, 2Csρ(w)), let us argue by contradiction. Assume there exists z ∈ γ˜([0, t′])\B(w, 2Csρ(w))
belongs to the same component of Ω \ ∂B(w, 2Csρ(w)) as x. This implies that x and z belong
to a common component of Ω \ ∂B(w,Csρ(w)), and furthermore, x and z belong to a different
component than x0. Since the line segment ℓx,x0 is contained inΩ, it follows ℓx,x0∩∂B(w,Csρ(w)) ,
∅. Since x < B(w, 2Csρ(w)), we find that
(5.1) Csρ(w) ≤ |x − x0| < ρ(x0)/1000.
On the other hand, B(w,Csρ(w)) intersects ∂Ω and, thus, it holds ρ(x0) ≤ |x0 − w| + Csρ(w).
This with (5.1) gives |x0 − w| > 999ρ(x0)/1000.
Notice that now, B(w, 2Csρ(w))∩ B(x0, ρ(x0)/2) = ∅, since for each z˜ ∈ B(x0, ρ(x0)/2), it holds
|z˜ − w| ≥ |w − x0| − |x0 − z˜| > 999ρ(x0)/1000 − ρ(x0)/2 > 2ρ(x0)/5 > 2Csρ(w).
This is a contradiction with ℓx,x0 ∩ ∂B(w,Csρ(w)) , ∅ and ℓx,x0 ⊂ B(x0, ρ(x0)1000 ). Therefore, there
is no such z, that is, each z ∈ γ˜([0, t′]) \ B(w, 2Csρ(w)) belongs to a different component of Ω \
∂B(w, 2Csρ(w)) than x. The proof is complete. 
With the help of above lemma, we are able to complete our proof.
Theorem 5.2. Let Ω be a bounded domain of Rn, n ≥ 2. Let 1 < p < ∞ and Q ⊂⊂ Ω be a closed
cube. Suppose that for all v ∈ W1,p(Ω,Rn) it holds that
(K̂p) ‖Dv‖Lp(Ω) ≤ C
{
‖ǫ(v)‖Lp (Ω) + ‖Dv‖Lp(Q)
}
.
Then if Ω satisfies the separation property, Ω is a John domain.
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Proof. Suppose that Ω satisfies the separation property w.r.t. x0 ∈ Ω. Then by the above lemma,
Ω satisfies the separation property w.r.t. xQ ∈ Q, where xQ is the center of Q.
By Theorem 3.4, to show Ω is a John domain, it suffices to show that there exists an absolute
constant CE > 0 such that for each separating ball B, B = B(z, r) with z ∈ Ω, its end EB, if exists,
then |EB| ≤ CE |B|.
If B ∩ Q , ∅, then by B ∩ ∂Ω , ∅ we see that r ≥ dist (Q, ∂Ω)/2. In this case, it holds that
|EB| ≤ |Ω| ≤ C(Ω,Q)|B|.
Suppose now B ∩ Q = ∅. Let EB be the B-end. If EB ⊂ B(z, 4r) or |EB| ≤ 4n|B|, then the
conclusion is obvious. Otherwise, let φ and v be given as in (4.1) and (4.2), respectively.
Applying the Korn inequality (K̂p) to v, we find that
(K̂p) ‖Dv‖Lp(Ω) ≤ CK
{
‖ǫ(v)‖Lp(Ω) + ‖Dv‖Lp(Q)
}
,
and can conclude from the construction of v that
|EB \ B(z, 2r)| ≤ ‖Dv‖pLp(Ω) ≤ C
p
K
{
‖ǫ(v)‖Lp (Ω) + ‖Dv‖Lp(Q)
}p
≤ Cp
K
‖ǫ(v)‖p
Lp (B(z,2r))
≤ 3pCp
K
|B(z, 2r)|.
Hence, we find that |EB \ B(z, 2r)| ≤ C|B|. From this and applying Theorem 3.4, we finally obtain
that Ω is a John domain. 
Proof of Theorem 1.5. The implication (i) =⇒ (iv) is contained in [1] (see Theorem 2.1). The
implication (iv) =⇒ (i) can be seen as follows: if (iv) holds for some p ∈ (1,∞), then Lemma 2.2
implies (Kq) on Ω, 1/p + 1/q = 1, and therefore (i) holds by Theorem 4.1.
The implications (i) =⇒ (ii), (iii) are rather standard and are proved in Corollary 2.3. The
implications (ii), (iii) =⇒ (i) are proved in Theorem 4.1 and Theorem 5.2, respectively.
It is obvious that (ii′), (iii′), (iv′) implies (ii), (iii), (iv), respectively. Conversely, if one of con-
ditions (ii), (iii) and (iv) holds, then (i) holds, i.e., Ω must be John, Theorem 2.1 and Corollary 2.3
imply that (ii′), (iii′), (iv′) all hold. 
6 Further discussions
6.1 The separation property
In this subsection, we discuss the separation property and list several known examples of do-
mains satisfying and not satisfying this property.
It follows quite easily from the definitions that every John domain has the separation property.
On the other hand, domains with exterior cusps, e.g.,
Ωα =
{
x = (x1, · · · , xn) : 0 < xn < 1, 0 < x21 + · · · + x2n−1 < x2αn
}
,
with n ≥ 2 and α > 1 or domains of rooms-and-corridors type (cf. [21, Example 4.1]), satisfy
the separation property, but are not John domains. Domains with inward cusps such as B(0, 1) \
{(x, 0, . . . , 0) : x ≥ 0} ⊂ Rn is John and thus also satisfies separation condition.
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A domain with flat exterior cusp
Ω
′
α =
{
x = (x1, · · · , xn+1) : 0 < xn, xn+1 < 1, 0 < x21 + · · · + x2n−1 < x2αn
}
⊂ Rn+1
does not satisfy John condition nor separation property.
More generally, one has
Lemma 6.1 (Buckley-Koskela [6]). Suppose that Ω ⊂ Rn is quasiconformally equivalent to a
uniform domain G ⊂ Rn, n ≥ 2. Then Ω has the separation property.
Above, by Ω quasiconformally equivalent to G, we mean there is a homeomorphism f of
G ⊂ Rn onto Ω ⊂ Rn with f ∈ W1,n
loc
(G,Rn) for which there exists a constant K ≥ 1 such
that |D f (x)|n ≤ KJ f (x) for almost every x ∈ G, here J f is the Jacobian determinant of D f . If
K = 1 then the resulting mappings are conformal mappings. Other examples of quasiconformal
mappings are bi-Lipschitz mappings in all dimensions.
A domain G is uniform if there is a constant C > 0 such that for any pair x, y ∈ G there exists
a curve γ : [0, ℓ] 7→ G parametrised by arclength such that γ(0) = x, γ(ℓ) = y, ℓ ≤ C|x − y|, and
d(γ(t),Rn \G) ≥ 1
C
min{t, ℓ−t}; see [6, 24] for more about uniform domains. Typical examples of a
uniform domains are the balls in Rn. Therefore, all quasiconformal images of balls have separation
property. Notice that a uniform domain is always a John domain, but the converse is not true.
The following result is somehow well known, we include a proof for completeness; see [6].
Corollary 6.2. Any finitely connected plane domain satisfies the separation property.
Proof. By Koebe’s uniformization theorem, any finitely connected plane domain is conformally
equivalent to a circle domain, where a circle domain means each component of its boundary is
either a point or a circle; see [18] for instance. The above lemma together with Jones [24, Theorem
4] then gives the desired conclusion. 
This corollary together with Theorem 1.5 gives Corollary 1.6 for any finitely connected do-
mains in the plane. On the other hand, Example 1.7 shows analogues of Corollary 1.6 fails for
infinitely connected domains in the plane. Notice that an infinitely connected domain might be or
be not a John domain. For instance, on the plane, a domain obtained by removing a countable set
F from the unit ball B(0, 1), where F = ∪k∈N{(1 − 2−k, 0)}, is a John domain, while the domain Ω
from the following example is not a John domain.
We remark that the domains used in the following two examples are from Buckley-Koskela [6].
Example 1.7. Take a ball B = B(0, 1). For each k ∈ N, let Ek = {xk, j}k!j=1, where xk, j are equally
spaced on the circle S (0, 1− 2−k) ⊂ R2. Let Ω := B \ E, where E = ∪k∈NEk. We claim that Ω is an
infinitely connected plane domain, which supports the Korn inequality, but is not a John domain.
Notice that E consists of countable points, and hence is removable for Sobolev spaces W1,p;
see Koskela [27]. Since B = B(0, 1) supports the Korn inequality, E is removable, we see that
Ω supports the Korn inequality as well. However, Ω is not John. To see this, let us argue by
contradiction. Suppose that Ω is a John domain with a distinguished point x0. Then Ω is a John
domain with the distinguished point as the origin. Take an arbitrary point yk ∈ Ωwith |yk | = 1−2−k.
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Then for any curve γk linked yk to the origin, there is a point zk ∈ γk ∩ S (0, 1 − 2−k+1), then
lengh(γ([yk , zk])) ≥ 2−k, while ρ(zk) = d(zk,R2 \ Ω) ≤ d(zk , Ek) ≤ Ck! . This implies, there cannot
exist a constant CJ > 0 such that
C
k!
≥ ρ(zk) ≥ CJlengh(γ([yk , zk])) ≥ CJ2−k,
since 2k/k! → 0 as k → ∞. Therefore, Ω is not John, but supports the Korn inequality. 
Regarding higher dimensional cases, one cannot hope for exact analogues of Corollary 1.6 in
dimensions n ≥ 3 as we explained in the introduction; see [24] and [6]. We next complete the
construction of Example 1.8.
Example 1.8. Let ∆ = B(0, 1) ⊂ R2, and E = ∪k∈NEk be as in the previous proof. Let F = E×[0, 1)
and D = ∆ × (−1, 1). Consider the domain Ω := D \ F ⊂ R3. The domain Ω is then a simply
connected domain in R3. Arguing similar to the previous proof, one can see that Ω supports
the Korn inequality, but Ω is not a John domain. Similarly, one can construct examples in all
dimensions n ≥ 3. 
Example 1.8 illustrates that the connectivity is not suitable for characterization of Korn inequal-
ity in high dimensional cases. The separation property turns out to be a natural requirement in the
sense that, it allows us to get an almost complete classification of domains which supports Korn
inequality in the plane, and works well also in the higher dimensions.
Using the theory of removable sets for Sobolev functions, one can also show that for the do-
mains in Examples 1.7 and 1.8, (DEp) for the divergence equation holds for p ∈ (1,∞). It would
be interesting to know if there are domains, without the separation property, such that the Korn
inequality holds but (DEp) fails for some p ∈ (1,∞).
Notice that, in higher dimensions, there is a rich class of domains satisfying the separation
property. Besides John domains and Ho¨lder domains as we recalled before Lemma 6.1, one can
use quasiconformal mappings via Lemma 6.1 to construct sufficient many examples; see Gehring-
Va¨isa¨la¨ [16]. However, there is not a complete classification of domains under (quasi)conformal
mappings as in the two dimensional case. Indeed, it is still an important open question whether
one can characterize domains that are quasiconformally equivalent to the unit ball in Rn, n ≥ 3;
see Gehring [15].
6.2 Further questions
In this subsection, let us discuss some remaining questions related to our results.
There is a different type of Korn inequality
(K̂p,w) ‖Dv‖Lp(Ω) ≤ C
{
‖ǫ(v)‖Lp (Ω) + ‖v‖Lp(Ω)
}
.
Obviously, (K̂p,w) is weaker than (K̂p). Even on simply connected planar domain, we do not
know how to obtain the geometric counterpart of (K̂p,w). Indeed, as observed in [21], if two
disjoint domains support (K̂p,w), respectively, then their union admits a (K̂p,w), possibly with larger
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constant. However, (Kp) or (K̂p) does not have this property. Therefore, in this case it looks hard
to derive the same geometric counterpart as from (Kp) or (K̂p).
There is also an open problem regarding the relation of the constants in (K2) and the Babusˇka-
Aziz inequality, which is open even on Lipschitz domains; see [10]. Our result does not give any
information on the optimal constant in these inequalities.
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