We investigate what computational mechanisms give rise to the nonlinearity of complex cell responses in the primary visual cortex. Complex cells are characterized by their nonlinear spatial properties such as spatial phase invariance and nonlinear spatial additivity. We carried out network simulations to estimate the second-order Wiener-like kernels for several different models. Models with nonlinear spatial pooling of simple-cell-like linear subunits reproduce the second-order kernels in good agreement with physiologically estimated kernels, while models without the pooling mechanism fail to reproduce the kernel. The results support the cascade mechanism consisting of simple cells' local feature extraction followed by spatial pooling.
Introduction
Complex cells in the primary visual cortex are characterized by their nonlinear spatial properties such as invariance to spatial phase and contrast polarity, and nonlinearity in spatial summation. When a single bar is presented within the receptive field, complex cells respond equally well regardless of stimulus position and contrast polarity if the orientation and the bar width match with the preference of the cell. This indicates that the first-order response properties of complex cells are spatially homogeneous. Complex cells exhibit nonlinearity in spatial summation when pairs of bars are presented (Hubel & Wiesel, 1962; Movshon, Thompson & Tolhurst, 1978) . For instance, the response of a complex cell to the simultaneous presentation of two bars fails to follow spatial superposition, i.e. the response will be different from the simple sum of the responses to the two bars presented individually. Simple cells, on the other hand, show approximately linear response in spatial summation (Movshon et al., 1978; DeAngelis, Ohzawa & Freeman, 1993) . This nonlinearity in complex cells prevents the prediction of the cell's response by linearly convolving a composite stimulus with the cell's impulse response. The nonlinearity in spatial summation is important in natural scenes since multiple elements of objects or textures often fall onto the receptive field of a single cell.
Spatial or spatiotemporal interactions can be determined by the Gaussian white noise technique and are described by higher-order Wiener kernels (Wiener, 1958; Marmarelis & Marmarelis, 1978; Emerson, Citron, Vaughn & Klein, 1987) . The second-order kernel for spatial summation represents the nonlinear interaction in the cellular response between two stimuli presented simultaneously. Szulborski and Palmer (1990) utilized a modified white noise technique and measured the second-order Wiener-like kernels over two spatial dimensions in the cat striate cortex. The measured kernels consist of two or three parallel subregions, alternating between augmented and suppressed responses, elongated in the preferred orientation of the cell. This indicates that when two dots are presented along the preferred orientation of a cell, the response is stronger than the linear summation of the responses to the individual dots, whereas when two dots are presented at an appropriate distance perpendicular to the preferred orientation, the response is weaker than the linear summation.
The second-order spatial structure most likely represents the organization of afferent receptive fields and their interactions, however the underlying mechanisms have not been clarified. One candidate is a mechanism involving the pooling of simple cell outputs as first proposed by Hubel and Wiesel (1962) . A number of cascade models have been proposed, which consist of simple-cell-like linear receptive fields followed by a nonlinear transfer function and a mechanism to spatially pool the simple cell outputs. For example, Adelson and Bergen (1985) proposed an energy model consisting of quadrature pairs of Gabor filters followed by squaring and a pooling mechanism. Cascade models reproduce several important aspects of complex cells' spatial properties, including invariance to spatial phase and contrast polarity, and specificity to orientation and spatial frequency. Several physiological experiments using cross-correlation techniques have been performed to determine the functional connectivity from simple cells to complex cells. Although Toyama, Kimura and Tanaka (1981) have reported that there are only negative correlations between simple cells and complex cells, a recent study by Martinez (1997, 1998) has provided evidence for excitatory afferent connections. Intracellular computation is another possible mechanism for the nonlinear structure. Half-wave rectification and squaring are often utilized in cortical cell models for reproducing the transfer function of the cell. Voltage-dependent channels, such as NMDA (Nmethyl-D-aspartate) channels on dendrites, and divisive shunting inhibition distributed over dendrites are expected to act multiplicatively, which could be an origin of nonlinearity (Koch, Poggio & Torre, 1986; Koch & Poggio, 1987) . A noncascade complex-cell model has been proposed, which consists of LGN (lateral geniculate nucleus) cell-like receptive fields directly followed by a complex-cell unit which performs local nonlinear processing in a dendritic tree (Mel, Ruderman & Archie, 1997 ). The noncascade model reproduces several major aspects of complex-cell receptive fields as in the cascade models. However, it has not been determined whether these models, cascade and noncascade, capture the higher-order properties of the receptive field structure.
We investigate the computational mechanisms underlying the second-order spatial structure of complex-cell receptive fields. The investigation focuses on identifying the underlying mechanisms at a functional level, rather than at biophysical and biochemical levels. We determine what is essential for the second-order spatial structure, specifically whether intracellular computations of individual cells or pooling of simple cell responses is crucial for the nonlinear structure. We carried out network simulations to estimate the secondorder Wiener-like kernels for several different models including cascade and noncascade models, and compared the results with kernels physiologically estimated by Szulborski and Palmer (1990) . Models with spatial pooling of simple-cell-like subunits reproduce the second-order kernels regardless of their specific nonlinear transfer functions such as half-wave rectification and squaring, while models without the pooling mechanism fail to reproduce the kernel. The results suggest that a spatial pooling mechanism following Gabor-like linear filter and rectification is crucial for the second-order spatial structure.
General methods
Using simulations of the various models including cascade and noncascade models, we investigate the computational mechanisms involved in the reproduction of the second-order Wiener-like kernels estimated in physiological experiments. The basic architecture of the cascade models tested here, as illustrated in Fig. 1A , consists of three sequential stages; linear subunits, a transfer function, and a pooling mechanism. Mathematical descriptions of the cascade models are given in Appendix A. A stimulus is first convolved with a set of Gabor filters which models cortical simple-cell receptive fields (Webster & DeValois, 1985; Jones & Palmer, 1987a,b) . The output of the subunit passes through a transfer function such as squaring, half-wave rectification or selecting a maximum. All transferred signals are then pooled by a complex-cell unit. This structure is widely applicable for simulating various complex-cell models by appropriate selection of a linear filter for the subunits, a transfer function, and a pooling mechanism. For example, an energy model is realized by choosing Gabor functions with quadrature phases for subunits, squaring for a transfer function, and linear summation for pooling. We tested several types of cascade models, each of which had a unique combination of linear subunits, a transfer function and a pooling mechanism. Configuration of the models used is described in each section.
A noncascade model, receiving direct inputs from LGN-cell units, consists of three stages as illustrated in Fig. 1B . A mathematical description of the noncascade model is given in Appendix B. The first stage models LGN cells, consisting of a set of circular DOG (difference of Gaussian) filters modeling LGN receptive fields, followed by half-wave rectification. The second stage takes inputs from the LGN-cell units, aligned along the preferred orientation of the complex-cell unit. This stage models dendritic processing which computes the local multiplication and summation among the outputs Fig. 1 . The basic architecture of the cascade and noncascade models. The cascade model (A) consists of three sequential stages. The first stage consists of a set of Gabor filters. The output of the first stage passes through a transfer function such as half-wave rectification, squaring, or selecting a maximum. The third stage pools the outputs of the second stage over spatial phases and/or a spatial neighborhood. We tested several models with various linear filters, transfer functions, and pooling mechanisms with this architecture. The noncascade model (B) consists of three major stages. The first stage, modeling LGN neurons, consists of circular DOG filters followed by half-wave rectification. The second stage models local dendritic computations on the complex cell which preserves the essence of a sigma-pi neuron. The units in this stage compute the local multiplication and summation among the outputs of aligned LGN-cell units, then take the linear combination of the products and sums. The third stage pools the dendritic computations throughout the model cell.
of aligned LGN-cell units, then takes the linear combination of the product and the sum. The last stage is the global weighted summation of the local dendritic computation over the complex-cell unit. This computation preserves the essence of a sigma-pi neuron (Rumelhart, Hinton & McClelland, 1986 ). All models presented here, both cascade and noncascade, capture the essential spatial properties of complex-cell receptive fields: specificity to orientation and frequency, and invariance to contrast polarity and spatial phase. We estimated the first-order Wiener-like kernels and confirmed homogeneous distributions for all models.
Stimuli were presented to the visual field of the models, consisting of 48x48 square regions with the vertical axis aligned along the preferred orientation of the model cell. We designed the models so that one unit length in the models corresponded to 0.19°visual angle. This correspondence may be changed severalfold depending on the distance of the simulated cell from the cortical position retinotopically representing the fovea. Discarding the peripheral regions in order to exclude boundary effects, we computed the kernels of the 6× 6°( 32 ×32 regions) central area. The stimuli consist of simultaneously presented pairs of 0.37× 0.37°or 0.56 ×0.56°squares with ternary contrast, which were chosen in accordance with the corresponding physiological experiments (Szulborski and Palmer, 1990) . For economy of computation, we presented 0.56× 0.56°s quares for the cascade models whose subunits in the first stage have relatively larger receptive fields. No difference in the nonlinear interaction is observed between the two stimulus sets. The square has either positive ( + 1) or negative (−1) contrast with respect to the background (0). For each pair, a single square is always fixed at a reference point, while the location of the other is varied over the entire visual field in increments of the stimulus size. We estimated the responses for all possible pairs. We computed the second-order Wiener-like kernels from the cross-correlation between the stimuli and the model outputs. The cross-correlation expansion of Wiener-like kernels is described elsewhere (Lee & Schetzen, 1965; Marmarelis & Marmarelis, 1978; Emerson et al., 1987) . The temporal sequence of stimulus presentation is not randomized in our simulations, although an input sequence should be white noise in the formal procedure for determining Wiener kernel. Since we are interested in spatial interactions, and not temporal ones, we employ static models, thus the randomization of stimulus sequence is not required. A detailed description of our computation is given in Appendix C.
Results

Experiment 1: in6ol6ement of simple recepti6e fields
We examine whether pooling of simple-cell-like receptive fields is involved in the second-order spatial structure. It has been debated whether complex cells receive afferent excitatory inputs from simple cells. Although a recent study using crosscorrelogram shows the functional connections from simple cells to complex cells (Alonso & Martinez, 1998) , their contribution to the nonlinearity is not clear. In order to investigate the involvement of the simple receptive fields in the spatial structure of complex cells, we estimated the second-or-der Wiener-like kernels of two models; an energy model and a noncascade model. An energy model receives afferent inputs from simple-cell units, whereas a noncascade model takes direct inputs from LGN-cell units without involvement of simple receptive fields.
Models
The energy model consists of a set of Gabor filters with phases of 0 and 180°whose centers are located at different positions in the spatial neighborhood within a radius of 1.5°. Although using a variety of spatial phases is redundant for this model, a pair separated by 180°is employed in order to be consistent with the models in the following sections. All filters are aligned so that the preferred orientation of the subunits is vertical. The width of the excitatory region is 1.5°. Invariance to spatial phase arises from the variety of filter positions. The output of each filter is squared. Squaring for the transfer function has been proposed by Adelson and Bergen (1985) in an energy model, and by Emerson, Bergen and Adelson (1992a) , Emerson, Korenberg and Citron (1992b) in their cascade model, which reproduces the spatiotemporal nonlinearity of cats' complex cells. All squared signals are then summed linearly by a complex-cell unit. An illustration of the model architecture is shown in Fig. 2A together with its orientation tuning profile. A detailed description of the model is given in Appendix A.
A noncascade model receives direct inputs from LGN-cell units, which have circular ON-and OFF-center receptive fields. An illustration of the model is shown in Fig. 3A , and a detailed description of the model is given in Appendix B. The first stage is a set of circular DOG filters modeling LGN receptive fields followed by half-wave rectification. Although the halfwave rectification in LGN neurons is less evident than that in cortical neurons, the half-wave rectification is crucial for reproduction of the orientation and spatial frequency tuning of a complex cell, and is common among noncascade models (Mel et al., 1997; . The second stage takes inputs from the LGN-cell units aligned along the preferred orientation of the complexcell unit. This stage computes the local multiplication and summation among the outputs of aligned LGN-cell units, and takes the linear combination of the product and the sum. The spatial arrangement of LGN-cell units for the local computation determines the selectivity of the complex-cell unit to orientation and spatial frequency. The ratio between the multiplication and the summation, and the spatial arrangement of the connected LGN-cell units were chosen so that the model produces response properties similar to the cascade models, including invariance to contrast polarity and spatial phase, and selectivity to orientation and spatial frequency. The local multiplication corresponds to the assumptions that the axons of the aligned LGN cells terminate at nearby locations on the dendrite of a complex cell, and that voltage-dependent channels are plentiful around these axon terminals. The ratio between the multiplication and the summation corresponds to the ratio of the effectiveness between (Szulborski and Palmer, 1990) are reproduced for comparison in C. Contour lines are drawn at 10, 30, 50, 70 and 90% of the peak response. The essential properties of the kernels are apparent, such as the elongation of an augmented region along the preferred orientation of the cell, the alternation of augmented and suppressed regions in the direction perpendicular to the preferred orientation, and the invariance of kernel shape with respect to the spatial position of a reference stimulus, all of which are observed clearly in the energy model. of the model among all the stimuli presented. The second-order kernels of an actual complex cell estimated from a comparable physiological experiment (Szulborski and Palmer, 1990 ) are reproduced for comparison in Fig. 2C in which contour lines are drawn at 10, 30, 50, 70 and 90% of the peak nonlinear component of the response.
The kernels of the energy model show an augmented region elongated in the preferred orientation of the model cell around a reference point regardless of its spatial position. We will refer to this characteristic as the invariance of kernel shape to location of the reference point. The spatial alternation of augmented and suppressed regions is apparent in the orientation perpendicular to the preferred orientation. These properties are consistent with those of the physiologically estimated kernels shown in Fig. 2C . Fig. 3B shows the computed second-order kernels of the noncascade model. The noncascade model does not exhibit the nonlinearity observed in the physiological experiments regardless of the spatial position of the reference stimulus. Although the model shows augmented nonlinearity around the reference point, no suppressive response is observed. The kernels show neither the elongation of an augmented region in the preferred orientation nor the alternation of augmented and suppressed regions. Note that the kernels for the noncascade model are presented on a scale five-times greater than those for the energy model.
The results presented here suggest that the nonlinearity in spatial summation originates from spatial pooling following the rectification of simple receptive fields. Fig.  4 illustrates a process that produces major characteristics of the nonlinearity observed in the energy model. % and R 0,p % ), and the response to the simultaneous presentation of the stimuli (R p,p % ). The results of the convolution are squared, and their outputs are indicated by R p,0 , R 0,p , and R p,p in panel C. PP 0 shows the nonlinear component, which is given by R p,p − (R p,0 + R 0,p ), with a subscript for PP denoting the spatial phase of the first-stage filter. We illustrate nonlinear components for other combinations of stimulus contrast in the figure, in which PP 0 and NN 0 show positive responses, and PN 0 and NP 0 show negative responses. This nonlinearity demonstrates how an augmented second-order nonlinear interaction is produced around a voltage-dependent channels such as NMDA-type channels and voltage-independent channels such as AMPA (a-amino-3-hydroxy-5-methyl-4 isoxazole proprionic acid)-type channels. Although the simulation results were relatively insensitive to the ratio, the model used a ratio of approximately one. This ratio, together with the spatial arrangement of the LGN-cell units, realizes similar spatial frequency selectivity and orientation tuning to those of the energy model. The optimal width of the bar is 1.4°, and the orientation tuning profile is shown in Fig. 3A . No inhibitory channel is taken into account in the model. The last stage is the global weighted summation of the dendritic computation over the entire complex-cell unit. This global pooling realizes the invariance of a complex-cell unit to spatial phase.
Simulation results
The network-estimated second-order kernels of the energy model are shown as contour plots in Fig. 2B . We show five kernels with different spatial positions of fixed reference stimulus. The solid lines in the kernels represent augmented responses which predict that the cellular response exceeds the linear superposition, and dotted lines represent suppressive responses. The contour lines are drawn at every 5% of the peak response reference point. A similar augmented nonlinearity is produced for half-wave rectification instead of squaring as illustrated in panel D.
The process described above produces an elongated augmentation in the second-order kernel if the receptive fields of precursor cells are elongated, but not if the receptive fields are circular. A similar mechanism for producing suppressive nonlinearity is illustrated in Fig. 4 -2. Flanking suppressive regions in the kernels are produced if the positive and negative regions of the receptive field of precursor cells are spatially alternated such as a Gabor function. By pooling the results of all rectified filters selective to different spatial phases and positions, the cell establishes the polarity and magnitude of the nonlinearity. This pooling is crucial for the invariance of the kernel shape to the spatial position of a reference stimulus. There is no theoretical reason that the noncascade model should show augmented responses in the kernels. For example, if we consider only two consecutive subunits in a one-dimensional space perpendicular to the preferred orientation of the model cell, the response of the noncascade model will be very similar to that of the cascade models, which is easily deduced from Fig. 4 -2. However, after pooling of all the subunits in a twodimensional space, the resultant kernels are all positive because of the balance between the positive and negative responses of the subunits. The size and shape of the receptive field of precursor cells are crucial for the generation of the second-order kernel. In the following sections, we investigate in further detail the mechanisms essential for the generation of second-order structure.
Experiment 2: transfer function of the cell
The energy model, which reproduces physiologically estimated kernels, includes squaring as a nonlinear transfer function. Squaring is common in many energy models, however its functional role in the nonlinear response has not been clarified. In this section, we investigate what properties of the transfer function are crucial for the second-order structure.
Models
We tested two cascade models with different transfer functions. In addition to squaring used in the energy model, we tested half-wave rectification and selecting a maximum. Half-wave rectification is a well-known property of cortical neurons as first proposed by Hubel and Wiesel (1962) . Selecting a maximum involves a simple and biologically plausible mechanism which is easily implemented by winnertakes-all circuits (Sakai & Finkel, 1995) . The other aspects of the half-wave rectification model are identical to those of the energy model described in the previous section, including the variation in Gabor filters and a spatial pooling mechanism. Invariance to contrast polarity and spatial phase arises from the variety in filters and their positions. The spatial phase of the pair of Gabor filters is crucial for a homogeneous distribution of the first-order kernel. The model incorporating selection of a maximum has the same Gabor filters as the energy model. This model does not have a linear pooling stage since selecting the maximum response among those within the spatial neighborhood involves a pooling function. The models capture the essential spatial properties of complex cell responses, namely, specificity to orientation and frequency, and invariance to contrast polarity and spatial phase. Illustrations of the model architecture are shown in Fig. 5A ,C.
Simulation results
The network-estimated kernels of the models with half-wave rectification and selecting a maximum are shown in Fig. 5B ,D as contour plots, with the same conventions as in Fig. 2 . These two models capture the essential properties of the second-order kernel: an elongated augmented region around the reference point and flanking suppressive regions. The model with half-wave rectification shows responses almost identical to the energy model. The alternation of augmented and suppressed regions for the half-wave rectification model and the energy model extends for more than one cycle, while the alternation in the model which selects a maximum is limited to one cycle. Since only a single subunit showing the maximum response is involved in the model selecting a maximum, and is always located within a single cycle, the alternation is limited to one cycle. On the other hand, the responses of other subunits in the neighborhood are taken into account in the energy and half-wave rectification models, thus the alternation can be extended for more than one cycle.
The models with half-wave rectification and selecting a maximum show similar second-order kernels to the energy model, although odd polynomial degree should be dominant with these transfer functions by themselves. Since the models have both ON-and OFF-center Gabor filters, the combination of the filters and Fig. 5 . The second-order Wiener-like kernels estimated for the models with different transfer functions. The architecture of the model with half-wave rectification is illustrated in A, and its computed kernels are shown in B. An illustration of the architecture of the model that selects a maximum is shown in C, and its computed kernels are shown in D. The conventions used are the same as those used in Fig.  2 . The kernels for both models capture the essential properties observed in physiological experiments, namely, the elongation of an augmented region along the preferred orientation of the cell, the alternation of augmented and suppressed regions, and the invariance of kernel shape to the spatial position of a reference stimulus. half-wave rectification or selecting maximum generates even polynomial degree. The results here indicate that a specific transfer function is not required for reproducing the kernels. Since a strong component of even polynomial degree is a common property of transfer functions combined with an antagonistic set of Gabor filters, it is suggested that a crucial property for reproducing the kernels is rectification, which is a well-known even-degreed property, and is common among cortical neurons.
Experiment 3: 6ariation in spatial phase
The cascade models incorporating a pooling mechanism, summation or selecting a maximum, reproduce the major characteristics of physiologically estimated kernels, while the noncascade model does not. This result suggests that spatial pooling of simple-cell-like units is crucial for the second-order structure, while the structure is independent of specific nonlinear transfer functions. The cascade models presented in the previous sections employ a pair of Gabor filters with 0°and 180°phases, as receptive fields of simple cells. It has been reported that there are a variety of spatial phases for simple receptive fields (Jones & Palmer, 1987a) . In this section, we investigate whether a variation in spatial phase affects the second-order structure.
Models
We tested two models with spatial phase variations. The first model is an energy model with eight Gabor filters with 45°-increments of spatial phase. An illustration of the model architecture is shown in Fig. 6A . Unlike the energy model presented previously, the eight filters are all placed at the same position. The stimulus is first convolved with the filters, and their outputs are squared. The squared signals are then linearly summed. Invariance to spatial phase and contrast polarity arises from the variety of Gabor filters. The second model utilizes Gabor filters without spatial phase variation. An illustration of the model architecture is shown in Fig. 6C . The model has a set of identical Gabor filters with 0°p hase, which are placed within a spatial neighborhood (radius of 1.5°). The complex-cell unit selects the maximum response among all the connected filters. We did not test the single-phase models with half-wave rectification and squaring, since the half-wave rectification model with a single phase does not show homogeneous first-order responses, and the energy model with a single phase produces the second-order kernels identical to those obtained with two phases. Fig. 6B ,D show the network-estimated second-order kernels of the models using Gabor filters with eight spatial phases and a single phase, respectively. These kernels exhibit the major characteristics of physiologically estimated kernels, i.e. an augmented region around a reference point elongated in the preferred orientation of the cell, and the alternation of augmented and suppressed regions in the direction perpendicular to the preferred orientation. This result suggests that the type of spatial pooling is not critical for the second-order nonlinearity. An architecture for spatial pooling can involve a variation in the spatial phase, a spatial spread of the subunits, or a combination of these.
Simulation results
The kernel for the eight-phase model does not change significantly if a reference stimulus is moved along the preferred orientation of the model cell. This invariance originates from spatial pooling extended only in the direction perpendicular to the preferred orientation, realized by a variation in the spatial phase of the subunits located at the same retinotopic position. The kernels for the single-phase model, which selects a maximum, exhibit bilateral symmetry with respect to a reference point, together with the invariance of kernel shape to a reference point. These characteristics are observed also in the kernels for the two-phase model which selects a maximum. Since the subunit with the maximum response is always found within a single wavelength of the Gabor filter, no response outside the single wavelength is taken into account at the pooling stage. This leads to the symmetry and invariance to a reference point observed in the models that select a maximum. Limited pooling within a single wavelength does not occur in the models using linear summation as a pooling mechanism. These results suggest that the spatial extent for pooling is crucial for the second-order nonlinearity.
Experiment 4: simple-cell model
The above results suggest that spatial pooling of a simple-cell-like receptive field is critical for the secondorder nonlinearity. This raises the question of whether simple cells show weak nonlinearity, and whether pooling of such nonlinearity gives strong nonlinearity and invariance of a kernel shape to a reference point. We estimated the kernels of a simple-cell model consisting of a single Gabor filter with zero-degree phase followed by half-wave rectification but no pooling.
Model
An illustration of the model architecture is shown in Fig. 7A . The first stage of the model consists of a single Gabor filter with 0°phase. This filter is identical to the one used in the cascade models in the previous sections. The output of the filter passes through half-wave rectification. Unlike the complex models, no pooling stage exists in this model. The model captures the essential Fig. 7 . The second-order Wiener-like kernels estimated for the simplecell model whose architecture is illustrated in A. The panel B shows the computed kernels. The conventions used are the same as those used in Fig. 2 . The simple-cell model does not reproduce the invariance of kernel shape to a reference point which is observed in the physiologically estimated kernels. Only the magnitude including polarity varies depending on the spatial position of the reference point, while kernel shape remains constant.
Discussion
We carried out network simulations of various complex-cell models in order to estimate the second-order structure of the receptive fields. The models with spatial pooling of simple-cell-like subunits reproduce the second-order kernels in good agreement with physiologically estimated kernels. However, the models without the pooling mechanism fail to reproduce the kernels. These network simulations suggest that nonlinearity in spatial summation originates from spatial pooling following the rectification of oriented filters. This result supports the suggestion that the cascade mechanism, consisting of the local feature extraction of simple cells followed by spatial pooling, is crucial for the spatial properties of complex cells. This conclusion is consistent with a recent physiological study using cross-correlation that has suggested the existence of excitatory afferent connections from simple cells to complex cells selective for the same retinotopy and orientation (Alonso & Martinez, 1998) . However, the biological correlates of the computational process have not yet been clearly determined. The second-order kernels may be reproduced by a noncascade model with a particular dendritic mechanism that realizes a simple-cell architecture consisting of a Gabor-type linear filter followed by rectification. A comparison of the second-order kernels cannot distinguish this model from the cascade models. However, the validity of such a dendritic mechanism would be questionable, since this model requires highly specific local connections and computations on the dendrite, and there is no physiological, anatomical or computational evidence supporting local rectification on dendrites applied for selected inputs. Further investigation on such dendritic mechanisms might be interesting from both computational and physiological viewpoints. A sigma-pi neuron included in the noncascade model contains multiplication among a number of inputs. It is highly probable that the noncascade model exhibits significant nonlinearity higher than the secondorder, although no physiological experiment has suggested strong higher-order nonlinearity (Emerson et al., 1987) . Complex cells in superficial layers and deeper layers have different anatomical connections and show different response properties (Gilbert & Wiesel, 1979) . Investigation of such differences may lead to further understanding of the nonlinearity of cortical complex cells.
The strength of the nonlinear interaction can be determined by cross-correlating Gaussian white-noise stimuli and the responses. However, the strength presented here might include some degree of error because of two approximations; ternary contrast stimulus and temporal averaging. The ternary approximation enables the pair-wise presentation of stimuli with two contrasts, and is utilized in kernel estimation in physiological spatial properties of simple cell responses, namely, specificity to orientation and frequency, and variance to contrast polarity and spatial phase.
Simulation results
The network-estimated kernels of the model are shown in Fig. 7B as contour plots, with the same conventions as the previous figures. The simple-cell model shows qualitatively similar responses to the physiologically estimated kernel, if a reference stimulus is placed at the center of the receptive field. However, the simple-cell model does not reproduce the invariance of kernel shape to a reference point. The responses to the reference point at x =0.75, y =0.0 show zero magnitude. Because the response of the model cell to the reference stimulus is zero, the spatial summation is always linear regardless of the location of the second stimulus. The other kernels can be predicted readily from the mechanism discussed in experiment 1, and illustrated in Fig. 4 . The results suggest that spatial pooling of simple cells' outputs is crucial for the invariance of the kernel shape to the spatial position of a reference stimulus. The simple-cell model shows weaker nonlinearity than the complex-cell models, which seems compatible with physiological studies indicating a weak nonlinearity in directionally selective simple cells (Emerson & Citron, 1992) . experiments (Szulborski & Palmer, 1990) . In order to estimate computationally the dependence of the kernel magnitude on the approximation of white-noise stimuli, we computed the second-order kernels from ternary stimuli (0, 91) and seven-level stimuli (0, 9 0.5, 9 1, 9 2) for the energy model, the noncascade model, and the simple-cell model. The difference in the kernel magnitude between the ternary and seven-level stimuli is up to 11% for the energy model, 0.6% for the noncascade model, and 2% for the simple-cell model 1 , with respect to the maximum response of the model among all the stimuli presented. The difference for the energy model roughly agrees with the theoretically predicted difference between the ternary and pure Gaussian white-noise stimuli (Klein & Yasui, 1979) . The difference of the kernel magnitude between the energy model and the simple-cell model is 24%. It seems reasonable to state that the nonlinearity in the simplecell model is smaller than in the complex-cell model, although quantitative estimation is difficult from our results. The difference of the kernel magnitude between the energy model and the noncascade model is well over the approximation error, thus the second-order nonlinearity for the given noncascade model is smaller than that for the cascade models.
Since we are interested in spatial interactions, not temporal ones, we use static models in order to exclude the dynamics of cellular responses which will blur our focus. The steady nature of the models introduces temporal averaging for the computation of Wiener-like kernel. Temporal averaging is an approximation in the sense that the kernels estimated by Szulborski and Palmer (1990) are not averaged over time, but our simulation results are. Although there might be some degree of inaccuracy due to the approximation, there is no report suggesting a significant structural change in spatial interactions over time. Szulborski and Palmer varied the delay between 40 and 65 ms, and no significant difference was observed. The steady nature of the models gives freedom in the temporal sequence of stimulus presentation, i.e. independence of consecutive stimuli is not required. The response of the model is independent of time, thus the history does not change the response at all. This non-independent temporal sequence is not applicable to actual neurons, since cellular responses are highly dynamic in general. In physiological experiments, the background level will be increased enough to register nonlinear responses due to the randomized sequence with short stimulus duration (Citron & Emerson, 1983) . Furthermore, the random stimuli reduce the time required for the experiment, compared to separately presenting pairs at each possible combination (Emerson et al., 1987) . These features are not necessary for the simulation of static models.
Our models include higher-order nonlinearities than the second-order, except for the energy model. If we limit a model to the second-order, and utilize a superposition test (Emerson, 1997) , instead of computing Wiener-like kernel, the measured nonlinearity is of the pure second-order, and no approximation exists in the calculation of the nonlinearity. However, except for the energy model, the reproduction of complex-cell's properties is very difficult in the second-order model in general, particularly in a noncascade architecture. In this study, we have focused on investigating realistic models in terms of the spatial properties of complex cells, in return for approximations in estimating the kernel.
The models contain several free parameters, for instance, the noncascade model includes the ratio of multiplication and addition in the dendritic computation. We chose the parameter values such that the model realizes homogeneous first-order kernels, orientation and spatial frequency tuning, and invariance to contrast polarity and spatial phase. Although these constraints narrow the range of parameter choice, it is difficult to exclude the possibility of other choices. However, the difference in these values will affect the magnitude, not the shape, of the kernel. Therefore, the qualitative differences among the models will not be altered due to moderate changes in parameter values.
The models with spatial pooling mechanisms reproduce the physiologically estimated kernels independent of specific nonlinear transfer functions such as squaring, half-wave rectification, and selecting a maximum. It is noteworthy that half-wave rectification and selecting a maximum reproduce the second-order kernels which are almost identical to that of the energy model, although these two transfer functions include other than the second-order while the squaring is limited to the second-order. This result is consistent with the idea that a crucial property for reproducing the second-order kernel is rectification, which is a common even-degree property, and is generated commonly from the combination of a transfer function, such as half-wave rectification or selecting a maximum, and antiphase Gabor filters. Specific properties of transfer functions, specifically higher-order components, might be required for other characteristics of complex cells, such as contrast sensitivity, orientation selectivity, or context dependency. It has been suggested from a computational viewpoint that a winner-takes-all mechanism is important for cortical processing (Kaski & Kohonen, 1994; Sakai & Finkel, 1995) . The major advantages of the winner-takes-all mechanism include simplicity in computation, although it realizes redundancy in solving complex problems (Feldman & Ballard, 1982) . This advantage seems to be apparent in the simulations presented. The models with half-wave rectification require a pair of filters in antiphase, whereas the model with selecting a maximum needs filters with a single phase. The model with single-phase filters followed by selecting a maximum reproduces the major characteristics of the physiologically estimated kernels.
The simulations with various kinds of spatial phases for linear filters suggest that a complete set in spatial phase is not necessary for reproducing the second-order structure, if position of subunits is distributed over space, although a complete set for precursor cells is mathematically straightforward in terms of the spatial phase invariance of complex cells. Whether a complete set in spatial phase exists in the primary visual cortex (V1) has not been clarified. A psychophysical study (Malik & Perona, 1990) has suggested that odd symmetric receptive fields are not utilized for texture segmentation, which seems to be determined mostly in V1. On the other hand, recent physiological studies (Emerson, 1997; Emerson & Huang, 1997) have shown that directionally selective simple cells have at least two subunits. Jones and Palmer (1987a) have shown a wide variety of simple receptive fields in physiological experiments. However, it has not been clarified whether a complete set of simple receptive fields exists for every retinotopic position. The results presented suggest that a limited variety in spatial phase is sufficient to realize the nonlinear spatial property of complex cells. The sufficiency of an incomplete set would ease anatomical and physiological constraints on the formation of complex-cell receptive fields.
The second-order kernels exhibit context dependency of complex cell responses, i.e. the cell response is stronger if two dots are presented aligned along the preferred orientation of the cell. Similar context dependency of colinear facilitation has been reported in physiological and psychophysical experiments by Gilbert, Das, Ito, Kapadia and Westheimer (1996) . They reported that when two bars are presented along the preferred orientation of the cell, one within the receptive field and the other outside the receptive field, the cell response is stronger than when a single bar is presented within the receptive field. The models tested here reproduce the second-order kernels without taking into account connections from outside the receptive field. The augmentation in the second-order kernels originates from nonlinear pooling of oriented filters, not from influences outside the receptive field. Therefore, colinear facilitation and augmentation probably originate from different mechanisms, although their functions are similar. Studies of the functional role of colinear facilitation have been carried out, and it has been shown that a crucial function is contour determination, specifically if the gap between contour segments is relatively large, i.e. similar to or exceeds the size of the receptive field (Kovacs & Julesz, 1993; Yen & Finkel, 1998) . If the function of the colinear facilitation is in fact crucial in early visual processing, a similar mechanism might exist for a shorter contour gap. Augmentation in the second-order kernel seems to be a suitable candidate, specifically if the gap between contour segments is smaller than the receptive field extent. We plan to further investigate the functional role of the nonlinear structure including both spatial and spatiotemporal kernels.
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Appendix A. Cascade models
A mathematical description of the major stages of the cascade models is shown here. The details of each model are given in sections A1 to A6. The models here are static and deterministic. Since we are interested in spatial structure, temporal processes are not taken into account. We consider Cartesian coordinates (x,y) in two-dimensional space. The entire region to examine is divided into 48× 48 square regions. I i (x,y) represents the spatial neighborhood of (x,y) which is a sub-region of the entire image. We designed models so that one unit length in the models corresponded to a visual angle of 0.19°. The ratio may be changed severalfold depending on the eccentricity of the model cell. Fig. A1 illustrates the spatial arrangement of the cascade models. Results are relatively insensitive to moderate changes in all parameters, however the values given in each section are used for all simulations presented. The output of each stage will be represented by O i (x,y) where i denotes the stage.
The cascade models consist of three major stages: (1) convolution of the stimulus with Gabor masks, (2) a transfer function, and (3) a spatial pooling mechanism. The first stage takes the convolution of the stimulus with Gabor masks. The output of this stage is given by:
where I 0 is a sub-region of an input image within a spatial neighborhood of an arbitrary spatial position (x 0 ,y 0 ), M is the mask for convolution (*), and subscript p represents the spatial phase of a Gabor mask. The masks have a Gaussian distribution in the preferred orientation, and both cosine and Gaussian distribution in the perpendicular orientation. The distribution of spatial phase depends on the specific model. For example, the energy model here includes two Gabor masks with phases of 0°and 180°. The 
A.1. The energy model with two spatial phases
Two Gabor masks with phases of 0°and 180°are used in this energy model, both of which have the orientation and spatial frequency selectivity described above. The transfer function in the second stage is squaring. The output of this stage is given by:
The third stage spatially pools the outputs of the second stage units over a spatial neighborhood and spatial phases. The pooling function S is given by linear summation, thus the output of the third stage is given by:
I 1 is fixed to the neighborhood within a radius of 1.5°. The outputs of all second stage units within the region are uniformly sampled. This range, together with the size of the Gabor filter, realizes a receptive field within a radius of 4.5 degree. n I 1 is the number of units within the neighborhood. The orientation tuning profile of the model cell is shown in Fig. 2A .
A.2. The cascade model with two spatial phases and half-wa6e rectification
Two Gabor masks with phases of 0°and 180°are used in this model, identical to those used in the energy model described in Section A1. The transfer function in the second stage is half-wave rectification, thus the output of the second stage is given by:
where
The third stage is identical to that of the energy model describe in Section A1.
A.3. The cascade model with two spatial phases and selecting a maximum
Two Gabor masks with phases of 0°and 180°are used in this model, identical to those used in the energy model described in Section A1. In this model, the transfer function and the pooling function are computed at once by selecting a maximum. The model selects a maximum response among the outputs of the first stage over a spatial neighborhood and spatial phases:
where max represents the selection of the output of a single subunit that is the greatest over the spatial receptive field spread, | of the Gaussian, is 1.13°. The width (perpendicular to the preferred orientation) of the excitatory region of Gabor masks is 1.5°, which is 2.7 times the width of the stimulus used in the simulation. This spatial structure roughly corresponds to a typical simple-cell receptive field near the fovea (Henry, 1984) . All filters in the model are aligned so that the preferred orientation is vertical. Discarding peripheral regions, we used the 6×6°(32×32 regions) central area for the subsequent computation. The outputs of the first stage pass through a specific transfer function depending on the model:
F represents a specific nonlinear transfer function such as half-wave rectification, squaring, or selecting a maximum. Each function is described in detail in the following sections. The third stage spatially pools the outputs of the second stage units within a spatial neighborhood:
where S represents a specific function, such as linear summation, operating on the subunits within a spatial neighborhood, I 1 (x 0 ,y 0 ), and n I 1 represents the number of the units within I 1 . Each specific function is described in the following sections.
neighborhood and phases. I 1 is fixed to the neighborhood within the radius of 1.5°, which is the same range as in the energy model. A single process of selecting a maximum over a spatial neighborhood and phases accounts for both the transfer function and pooling, thus the output of the third stage is given by
A.4. The energy model with eight spatial phases
Eight Gabor masks were used in this model, all of which have the same orientation and spatial frequency selectivity, but different spatial phases of the Gabor function in increments of 45°. The second stage of this model is identical to that of the energy model described in A1. The third stage pools the outputs of the second stage by taking linear summation:
where n p is the number of phases in the model.
A.5. The cascade model with a single spatial phase and selecting a maximum
A single Gabor mask with 0°phase is used in this model, identical to one utilized in the energy model. The following computation is identical to that of the model with two spatial phases and selecting maximum described in Section A3.
A.6. The simple-cell model
A single Gabor mask with 0°phase is used in this model, which is identical to the one utilized in the energy model. The second stage is identical to that of the model with two spatial phases and half-wave rectification described in A2. No pooling process exists in this model, thus:
Appendix B. Noncascade model
The same conventions are used in this section as in Appendix A, including the spatial extent and resolution of the model complex cell. The model here is static, as is the cascade models. The noncascade model consists of three major stages: (1) model LGN neurons, (2) local dendritic computations, and (3) a global pooling mechanism. The first stage of the noncascade model takes the convolution of the image with circular DOG (difference of Gaussian) masks modeling LGN receptive fields, followed by the half-wave rectification:
where I 2 is a spatial neighborhood of an arbitrary spatial position (x 0 ,y 0 ), N is the DOG mask for convolution (*), and QLT represents quasi-linear thresholding, i.e. half-wave rectification. The variance ratio of the DOG, | on : | off , is set to about 1.6 so as to approximate physiological data (Marr & Hildreth, 1980) , and to provide a zero mean. The subscript p represents the polarity of the mask, i.e. ON-center and OFF-center masks. The half-wave rectification is crucial for the reproduction of orientation and spatial frequency tuning of complex cells, and is common among noncascade models (Mel et al., 1997; . The second stage takes inputs from the LGN-cell units aligned along the preferred orientation of the complex-cell unit. A unit in this stage has connections from two columns of ON-center LGN-cell units aligned along the preferred orientation, and OFF-center LGNcell units positioned at the outside of each column. The other unit located at the same spatial position has connections from aligned OFF-center LGN-cell units and ON-center LGN-cell units positioned at the outside. Fig. B1 shows the spatial arrangement of the LGN-cell units connected to a singe unit in this stage positioned at the center of receptive field. The twocolumn structure has been proposed by Mel et al. (1997) , and is crucial for reproducing the spatial-fre- quency and orientation tuning of complex cells. For instance, a two-column model can easily realize a range of an optimal frequency by adjusting the distance between the columns. A single-column model can be considered as a specific case of the two-column model, in which the distance between the columns is zero. We computed the second-order Wiener-like kernels for a single-column model, and confirmed a similar nonlinear structure to that of the two-column model. We designed the model so that each column consisted of three LGN-cell units, since physiological experiments have suggested that most of simple cells have a column length equivalent to several LGN receptive field centers (Bullier, Mustari & Henry, 1982) .
The second stage takes the linear combination of the local multiplication and the local summation: 
where I 3 indicates the connected LGN-cell units, and n c indicates the number of connected LGN-cell units. The ratio between c 3 and c 4 is set to approximately one, given that the maximum magnitude of O 1 is one. These values, together with the spatial arrangement of LGNcell units, are chosen so that the model reproduces response properties similar to the cascade models, specifically, orientation and spatial frequency tuning, invariance to contrast polarity and spatial phase, and homogeneous first-order kernels. The orientation tuning profile of the model is shown in Fig. 3A .
The last stage of the model takes the global summation: 
where G indicates the Gaussian function with | = 1.8°, and I 4 is the region within a radius of 3.6°. Thus the effective extent of the receptive field is about 4.0°in radius. Fig. B1 illustrates the spatial arrangement of the noncascade models.
Appendix C
We computed the nonlinear spatial interactions between two stimuli by the cross-correlation expansion of the second-order Wiener-like kernels (Wiener, 1958; Marmarelis & Marmarelis, 1978; Schetzen, 1980) . The second-order Wiener kernel is given by the cross-correlation between the white-noise stimuli s and the corresponding cellular response r as: In the simulations, we always presented the two stimuli simultaneously. In the physiological experiment, spikes are observed after a short period of time (the third row). After a number of trials, we can plot the histogram of the spike as a function of the time after the stimulus onset (the bottom row).
where a and b represent the spatial positions of stimuli (a "b), t represents time,~a and~b represent the time elapsed since the presentation of stimuli at a and b, respectively, represents time averaging, * represents cross-correlation, and q 2 is the power of stimuli. Fig.  C1 illustrates the time course of the experiment considered here. We consider a simultaneous presentation of two stimuli, thus 
corresponds to the period between the stimulus onset and the cellular response, which Szulborski and Palmer (1990) fixed between 40 and 65 ms in their physiological experiments. Since our interest is in spatial nonlinear interactions, we consider the time average of the response for an appropriate period T. This time averaging is equivalent to counting the total number of spikes between the stimuli presented in the physiological experiment. The Wiener-like kernel is then given by: 
The subscripts i and j represent the contrast of stimulus, p(+ 1) and n(−1), and k represents the number of stimulus appearances. Taking into account the steady nature of the models, we chose k = 1 for the simulations. R ij values are easily obtained from the output of our models. Note that h 2 here is a Wiener-like kernel, an approximation of the Wiener kernel. We have introduced two approximations, ternary contrast and temporal averaging. The ternary approximation enables the pair-wise presentation of stimuli with two contrasts. The steady nature of the model introduces temporal averaging. The randomization of an input sequence is not required in the simulation. Although an input sequence should be white noise in the formal procedure, the steady nature of the static models gives freedom in the temporal sequence of stimulus presentation. Since kernel strength depends on the constant parameters of the models, the comparison of kernel strength among the models is not straightforward. We normalize the kernel magnitude by the strongest response of the model among all the stimuli presented. This normalization by the strongest response, instead of stimulus power, enables intuitive comparison between the model output and kernel strength.
