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Abstract 
Image restoration applications often result in ill-posed least squares Problems involv- 
ing large, structured matrices. One approach used extensively is to restore the image in 
the frequency domain, thus providing fast algorithms using fast Fourier transforms 
(FFTs). This is equivalent to using a circulant approximation to a given matrix. Iterative 
methods may also be used effectively by exploiting the structure of the matrix. While it- 
erative schemes are more expensive than FFT-based methods, it has been demonstrated 
that they are capable of providing better restorations. As an alternative, we propose an 
approximate Singular value decomposition (SVD), which tan be used in a variety of ap- 
plications. Used as a direct method, the computed restorations are comparable to iter- 
ative methods but are computationally less expensive. In addition, the approximate 
SVD may be used with the generalized Cross Validation method to choose regularization 
Parameters. It is also demonstrated that the approximate SVD tan be an effective pre- 
conditioner for iterative methods. 0 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
In many engineering applications, matrix approximations are used to simpli- 
fy and/or improve the efficiency of numerical methods. For example, when the 
conjugate gradient algorithm (CG) is used to solve a linear System of equa- 
tions, an approximation to the coefficient matrix (called a preconditioner) 
tan be used to Speed convergence; see, for example, [15]. In Signal and image 
processing, the need for fast algorithms often results in solving Problems “in 
the Fourier domain”. Typically, this is equivalent to using a circulant approx- 
imation to the coefficient matrix (the Fourier vectors are eigenvectors of all 
circulant matrices, cf. [12]). Circulant approximations are used extensively in 
image restoration [ 1,4,16,24]. 
Image restoration is the process of removing or minimizing degradations 
(typically blur) in an observed image. A linear discrete model of image restora- 
tion is the matrix-vector equation 
g=Kf+n, (1) 
where g is the observed image, fis the true, or ideal image, n is additive noise, 
and K is a matrix that represents the blurring phenomena. Image restoration 
methods attempt to construct an approximation to f given g, K, and in some 
cases statistical information about the noise. Two aspects regarding the matrix 
K make this process non-trivial: 
?? If the observed image array has dimension n x n, then f, g, and n are vectors 
of length n2, and K is an n2 x n2 matrix. Typical values of n are 256, 512, and 
1024, so the dimensions of the matrix K tan be extremely large. 
?? The continuous model of image restoration is a first kind integral equation, 
which is well known to be very sensitive to perturbations in the data [36]. In 
the discrete form, this means the matrix K is severely ill-conditioned, with 
Singular values decaying to, and clustering at Zero. Thus, Standard tech- 
niques to solve Kf = g are likely to produce solutions that are highly cor- 
rupted with noise. 
The first Problem tan be addressed by observing that K often has structure that 
tan be easily exploited. In particular, K is often a banded block Toeplitz matrix 
with banded Toeplitz blocks (BTTB). It is well known that matrix-vector mul- 
tiplication tan be performed very efficiently with such matrices using fast Fou- 
rier transforms (FFTs) [9], and therefore, iterative methods tan be used 
effectively. Moreover, circulant approximations to K tan be used as precondi- 
tioners (see the recent Survey Paper by Chan and Ng [9] and the references 
therein), as well as to restore the image in the frequency domain. 
The second Problem of noise sensitivity in the computed Solution is more 
difficult, and is usually addressed using some form of regularization, including 
the truncated Singular value decomposition [22], Tikhonov regularization (i.e., 
damped least squares) [17], truncated iterative methods [19], as well as other 
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approaches [20]. In this work, we do not wish to advocate one regularization 
scheme over another. Instead, we focus on the structure of the Problem and 
consider an alternative to circulant approximations to K. In particular, we con- 
sider approximations involving Kronecker products. A Kronecker product is 
defined as 
allB alzB ... 
azlB az2B ... 
A@B= . . 
a,lB a,zB .. a,,,,B 
Our motivation for choosing Kronecker products is that some theoretical blur- 
ring Operators (e.g., Gaussian) are separable, and therefore K tan be factored 
as a Kronecker product of two matrices of size n x n. Efficient numerical meth- 
ods for image restoration that exploit the structure of a Kronecker decompo- 
sition have been considered; see, for example, [3,6,13]. 
In cases where K is not separable, it is shown in Section 2 that K tan be ap- 
proximated by a Kronecker product, or by a sum of only a few Kronecker 
products. Using these decompositions, it is shown how to construct an approx- 
imate Singular value decomposition (SVD). Section 3 demonstrates the effec- 
tiveness of this approximate SVD in a variety of applications, and in 
Section 4 we provide some concluding remarks. 
2. Approximation techniques in image restoration 
Recall that linear discrete image restoration is modeled by the matrix vector 
Eq. (1). If we assume that the blurring Operator is spatially invariant, then the 
matrix K is BTTB. The BTTB matrix K tan therefore be uniquely determined by 
a Single column k which contains all of the non-Zero values in K; that is, some 
central column. This vector k tan be obtained by imaging a Single Point Source 
(i.e., unit vector). Specifically, if the n x n array P represents the image of a Point 
Source, then k = vec(PT), where the vec Operator transforms matrices into vec- 
tors by stacking the columns. The Center (peak) of the Point Source image cor- 
responds to the diagonal entry. We tan therefore use the notation K = toep2(k) 
to describe the banded BTTB matrix K. For example, suppose that 
Pl1 p12 Pl3 
p= p21 p22 p23 , 
I 1 P31 P32 P33 
Fax Pij =P22. 
'J 
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Then k = vec(PT) is the fifth column of K and 
K= 
P22 IT21 0 p12 pl1 0 0 0 0 
P23 P22 P21 Pl3 Pl2 Pli 0 0 0 
0 P23 p22 0 Pl3 Pl2 0 0 0 
P32 PU 0 p22 p2l 0 Pl2 Pl1 0 
P33 P32 P3l P23 p22 P2l Pl3 Pl2 Pl1 
o P33 P32 0 P23 P22 0 Pl3 Pl2 
0 0 0 P32 P31 0 P22 P2l 0 
0 0 0 P33 P32 P3l P23 P22 P2l 
0 0 0 0 P33 p32 0 p23 p22 
In a similar manner, we use the notation X = toep(x) to represent a banded 
Point Toeplitz matrix X constructed from the vector x, with the assumption 
that the location of the diagonal entry is known. For example, suppose that 
the second component of the vector x = [ xl x2 x3 x4 1’ corresponds to the di- 
agonal element of the banded Toeplitz matrix X. Then 
x2 XI 0 0 
X = toep(x) = z: X: X1 1 1 0 x2 XI 
1 0 x4 x3 x2 J 
It is important to note that K is never formed explicitly. Efficient matrix-vec- 
tor multiplications tan be performed using FFTs by implicitly embedding K 
into a 2n x 2n block circulant matrix with 2n x 2n circulant blocks (BCCB). 
The resulting 4n2 x 4n2 BCCB matrix C is uniquely determined by its first col- 
umn, thus requiring only the storage of the 4n2 x 1 vector ci. More details on 
the structure of K and efficient implementation of matrix-vector multiplications 
tan be found in [21]. 
Iterative methods, such as CG, tan be used effectively for image restoration 
Problems [21,27], by taking advantage of the fast matrix-vector multiplication. 
Another approach used extensively is to restore the image in the frequency do- 
main [1,4,16,24]. A BTTB matrix K tan be approximated by a matrix C which 
is BCCB [7,11]. The matrix C is diagonalized by the two-dimensional Fourier 
matrix 9, 
where 9 = F @F and F denotes a unitary one-dimensional Fourier transform 
matrix [12]. The eigenvalues in LI are obtained by taking a two-dimensional 
FFT of the first column of C. Therefore, C need not be explicitly formed 
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and the least squares Problem Cf = g tan be solved using two-dimensional 
FFTs. The optimal circulant preconditioner introduced by Chan [lO] produces 
a circulant approximation C which minimizes IJC - K(I, over all circulant ma- 
trices. This approximation is extended to the block case by Chan and Olkin [l l] 
and produces a BCCB matrix C which satisfies 
rnjn]iC - K]IF = rnFl[A - FlW*[I,, 
over all diagonal matrices ii. 
As an alternative approach, we propose an approximation involving Krone- 
cker products and the SVD. Instead of approximating the matrix K directly, we 
consider the SVD K = UCVT. In applications where K is very large, it is gen- 
erally not feasible to calculate the SVD of K explicitly. If the Point Source im- 
age tan be expressed as P = auvT (i.e., has rank l), then the matrix K is 
separable. Therefore, K = A EI B, where A = toep(&ii) and B = toep(fi) 
[2,26,30,32]. Given the SVDs of A and B: 
the SVD of K tan be expressed as 
K = (UJ,&@ (WB~) 
= (u, 63 UB)(L @&)(v, @ JQT 
= UCVT. 
Regularized least squares Problems associated with g = Kf + n tan then be 
solved using the SVDs of A and B, without ever forming K or its SVD directly. 
If the matrix K is not separable, it tan be approximated as a sum of Krone- 
cker products. Van Loan and Pitsianis [33] propose a general technique for 
such an approximation where ll(A @B) - Kl$ is minimized, and Pitsianis 
[29] extends this work to approximations where 11 c(Ai @Bi) - Klli is mini- 
mized. In the context of image restoration, similar approximations tan be com- 
puted very efficiently; see Nagy [26] and Thirumalai [32]. If rank(P) = Y, then 





Ai = toep(aj), 
Bi = toep(bi), 
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where ai = &Ui and bi = JaiVi. For an n2 x n2 matrix K, P will be at most 
n x n, and, in some cases, tan be much smaller than the dimensions of the ob- 
served image. Therefore, computing the SVD of P is relatively inexpensive 
when compared to the tost of solving Systems with K. In addition, as illustrated 
in [26], a good approximation to P tan often be obtained by using only a few 
terms corresponding to the largest Singular values. 
We now describe how to construct an SVD approximation to K. Given k < r 
and 
K x 2Ai @Bi, 
i=l 
(2) 
then an SVD approximation of K tan be constructed as: 
K = UZVT, 
U= uA@u,, 
v=vA @v,, 
C = diag( UTKV) 
=diag(UT(Ai @Bi +A~@Bz+...+A~@&)V), 
where Ai = UACAVAT and BI = UßCp,VT, as before. Note that the number of 
terms k used to approximate P only affects the amount of work required to cal- 
culate C. If we choose k = 1, then it is shown in [33] that Ai and BI minimize 
IIA @ B - KL over all rank-one approximations A EI B. For k > 1, 
Z = diag(UTKV) clearly satisfies 
rnjn]lZ - UTKVII, = mjnl/UCVT - K(I,, 
over all diagonal matrices C and therefore produces an optimal SVD approx- 
imation, given a fixed U = UA 8 U, and V = VA @ VB. This is analogous to the 
circulant approximation discussed earlier, which provides an optimal eigende- 
composition given a fixed set of eigenvectors (i.e., the Fourier vectors). 
3. Applications 
In this section, we consider several applications of the SVD approximation. 
Throughout this section, we define the matrix K as 
K = UCVT = (UA @ i&)c( v, @ &)T, 
where UZVT is the optimal SVD approximation of K described in Section 2. In 
each application considered, we compare the analogous schemes obtained by 
using the optimal BCCB approximation to K, and we refer to this as the 
FFT-based method. We begin with a brief description of the test Problems used 
in our numerical experiments. 
J. Kamm, J.G. Nagy / Linear Algebra and its Applications 284 (1998) 177-192 183 
Test Problems jirom astronomical imaging. The first example is used by as- 
tronomers to test and compare image restoration algorithms for Hubble Spate 
Telescope (HST) images; see, for example the Newsletter of the STScI’s Image 
Restoration Project [18], and [25]. This data is intended to simulate a star clus- 
ter image taken by the HST before the Camera was fixed. Fig. 1 Shows the true 
star cluster, and the image as would be given by the HST. The images are 
128 x 128 and the Point spread function P, also shown in Fig. 1, is 60 x 60. 
The second data set was developed at the US Air Forte Phillips Laboratory, 
Lasers and Imaging Directorate, Kirtland Air Forte Base, New Mexico, and 
has also been used in [27,28,31,34]. The image is a Computer Simulation of a 
field experiment showing a satellite as taken from a ground based telescope. 
The true and blurred images are 256 x 256 and are shown in Fig. 2. Similarly, 
the given Point spread function is the 256 x 256 simulated image of a guide Star, 
also shown in Fig. 2. The third example, shown in Fig. 3, is a 128 x 128 
cropped Version of the satellite data. This example is used to demonstrate re- 
sults on an image which contains less of the bland background. All numerical 
tests were performed on a DEC Alpha Station 2004/233 using Matlab 4.2~. 
Tikhonov regularization and generalized Cross Validation. Since the image res- 
toration Problem is typically ill-posed, we are primarily interested in computing 
a. Original image. c. Point spread function 
Fig. 1. Original and HST simulated images. 
a. Original image. b. Blurred image. c. Point spread function. 
Fig. 2. Original and blurred satellite images. 
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Fig. 3. Original and blurred satellite subimages. 
a regularized solution. For this work, we use Tikhonov regularization to ad- 
dress the noise sensitivity of the computed Solution. In Tikhonov regulariza- 
tion, a regularized Solution freg is computed as the unique Solution to [17] 
The regularization Parameter A controls the “smoothness” of the regularized 
Solution. This minimization Problem tan be reformulated as the damped least 
squares Problem 
The choice of the regularization Parameter A is a non-trivial issue, and much 
work has been done in this area; see, for example, the Survey of regularization 
methods by Hanke and Hansen [20]. For this work, we choose one of the more 
common Parameter choice methods, generalized Cross-Validation (GCV) 
[14,35]. The regularization Parameter is Chosen to minimize the GCV function 
IWre, - 42 
VA) = [tr(l _ KK’)]2 ’
where K’ is the matrix which produces the regularized solution, i.e., f,, = K’g. 
For Tikhonov regularization, K’ = (KTK + A21)-lKT, which leads to 
V(A) = IIV - WZ 
[tr(Z - T)12 ’ 
(4) 
where T = K(KTK + A21)-‘KT 
Application 1: Estimating the regularization Parameter. An estimate of the 
regularization Parameter tan be found by evaluating- the GCV function IJ’(~) 
using the SVD of K. In particular, replacing K with K in Eq. (4) and simplify- 
ing, we obtain 
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V(l) = (5) 
where H = UTg. We then find the value of 2 that minimizes Eq. (5). We note 
that a similar approach using the BCCB approximation, C = 9* AF tan easily 
be derived. In addition to using these estimates for the regularization parame- 
ter, we also compare results obtained using the best 1 found by experimenta- 
tion. 
Application 2: Use I? in the damped least squares Problem. The large dimen- 
sions of K suggests that direct factorization schemes may not be computation- 
ally feasible. However, if we use Z? in place of K, the damped least squares 
Problem (3) tan be simplified to 
min{ [Cl y-[El )_ 
where y = VTf and z = UTg. This least squares Problem is then trivial to solve. 
Note that, for n x n images and using K in place of K, only O(n3) arithmetic 
operations are needed to solve this Tikhonov regularized least squares prob- 
lem. 
A similar approach results when using an FFT-based method. That is, K is 
replaced by the optimal circulant approximation C = 8*n9, and two-dimen- 
sional FFTs are used to form matrix-vector multiplications with 9 and 9*. 
This approach requires O(n2 logn) operations. 
Application 3: Use iterative methods, with k as a preconditioner. Finally we 
consider solving the damped least squares Problem (3), with the BTTB matrix 
K, using a variant of the conjugate gradient method known as PCGLS; see [5] 
for a description and analysis of this algorithm. The approximate SVD is used 
in two contexts: 
?? to estimate the regularization Parameter A, as described above, and 
?? to construct a preconditioner. 
The preconditioner tan be constructed as follows. First note that 
KTK+12Z= (v, @ ~)(CTC+A2Z)(~ @ QT, 
so a preconditioner P tan be taken to be 
P = (6 63 VB)(CTC + ~2z)“2(~ 63 vgT. 
This approach is similar to the one used in [8] for constructing a BCCB precon- 
ditioner. In our numerical tests, summarized below, we use no preconditioning, 
as well as K and C to construct preconditioners. The convergence tolerante 
used in the algorithm is the relative residual: ]lrk]12/llg]lz 6 10-12, where rk is 
the computed residual at the kth iteration. 
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Summary of results. As previously mentioned, two regularization Parameters 
are used in each test. In one case, 1 is selected using the GCV function, as de- 
scribed above. In the other case, 1 is Chosen experimentally by attempting to 
minimize the relative error (there are an infinite number of possibilities, so 
the optimal A with respect to the relative error would be difficult to find exact- 
ly). While the experimental value of A. typically provided a better restoration, it 
is not a practical approach for realistic Problems. Table 1 summarizes the es- 
timated values of 1 using these two approaches. Also shown in this table are 
the relative errors of the corresponding computed solutions (the PCGLS results 
were essentially the same regardless of the preconditioner). Corresponding 
computed restorations for these Problems are shown in Fig. 4 (where i is cho- 
sen by experimentation) and Fig. 5 (where the GCV function is used to esti- 
mate n). 
We note that for the satellite images, a good estimate of A. was obtained by 
using x in the GCV function J’(n). Although the results for the star cluster are 
not impressive, the computed restorations shown in Fig. 5 are comparable to 
the other schemes. The difficulty in locating the minimum in this case is prob- 
ably due to the fact that the star cluster example is not very ill-conditioned; 
V(A) is fairly flat near the (very small) optimal 1. Similar behavior has been ob- 
served by Hansen [23]. The FFT-based method had difficulty with the satellite 
subimage, which we attribute to the fact that the true image is not approximat- 
ed well by a periodic image. In this case, the optimal A selected for the FFT- 
based method provided a Solution which is reasonable, but clearly not as good 
as the PCGLS or approximate SVD solutions. The value of A. selected by GCV 
resulted in an FFT-based Solution which is not meaningful, since 1 is approx- 
imately an Order of magnitude too small. 
In addition, we observe that by using a direct method with I?, we were able 
to compute restorations that were nearly as good as those obtained from 
PCGLS. In addition, combining this direct method with the GCV scheme 
for estimating A, we obtain an O(n3) “black-box” approach that computes rel- 
atively good restorations. PCGLS is, at best, an 0(n310gn) method 193. 
Table 1 
Relative errors 
Star cluster Satellite Satellite subimage 
Exp. GCV Exp. GCV Exp. GCV 
FFT i, 0.001 0.0213 0.0125 0.01 0.0225 0.0009 
Error 0.1383 0.1689 0.3614 0.3681 0.4259 6.955 
SVD 1 0.005 0.0314 0.0125 0.0096 0.015 0.0095 
Error 0.1393 0.2323 0.3466 0.3515 0.3629 0.3689 
PCGLS A 0.001 0.0314 0.0125 0.0096 0.0125 0.0095 
Error 0.1343 0.2355 0.3484 0.3567 0.3606 0.3701 
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b. w’c-based solution. 
Example 1 
C. Approximate SVD solution. 
a. PCGL~ solution. b. FFT-ba.sed KhtiOn. 
Example 2 
c. Approximate SVD solution. 
b. FFT-baSed Solution. 
Example 3 
c. Approximate SVD solution. 
Fig. 4. Tikhonov regularization (A selected experimentally). 
Finally, we remark on the preconditioning aspects of K and C. Table 2 
shows the number of iterations for each Problem, with each of the precondi- 
tioners. Due to the stringent stopping criteria (relative residual < 10-12), these 
numbers are perhaps a bit deceiving. Therefore, in Fig. 6 we plot the relative 
errors for the first ten iterations. In the case of the star cluster, there is no ap- 
parent differente in the relative errors. That is, both K and C are equally effec- 
tive in reducing the number of iterations. However, in the satellite images, k is 
much more effective than C. The initial increase in relative errors when using 
the BCCB preconditioner indicates that it is sensitive to noise, as well as to 
the value of A. It should be noted, though, that applying the BCCB precondi- 
tioner at each iteration is only O(n2 logn), while applying Z? requires O(n3) 
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a. PCGLs solution. b. FFT-based solution. 
Example 1 
c. Approximate SVD solution. 
a. PCGLS solution. b. FFT-based solution. 
Example 2 
c. Approximate SVD solution. 
b. FFT-based solution. 
Example 3 
c. Approximate SVD solution. 
Fig. 5. Tikhonov regularization (A selected by GCV). 
Table 2 







Preconditioner 0.001 0.0314 0.0125 0.0096 0.0125 0.0095 
None 171 145 53 59 26 34 
BCCB 34 32 30 34 34 37 
Approx. SVD 18 15 4 4 4 5 
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a. Star cluster. b. Satellite. c. Satellite subimage. 
Fig. 6. Relative errors at each iteration 
operations. Table 3 shows the actual amount of work (as measured by the 
Matlab function flops) for each test case, normalized by the total amount of 
work for no preconditioning. In some instances, it is not necessary to construct 
the preconditioner for each image. One may wish to experiment with several 
values of A. or may be restoring a number of images using the same blurring 
matrix. In these Gases, the preconditioner tan be constructed once and reused 
for each restoration. Table 4 Shows the normalized amount of work for each 
test case, excluding the tost of constructing the preconditioner. In the case 
Table 3 







Preconditioner 0.001 0.0314 0.0125 0.0096 0.0125 0.0095 
None 1.0 1.0 1.0 1.0 1.0 1.0 
BCCB 0.2473 0.2782 0.7027 0.7025 1.54 1.4994 
Approx. SVD 0.2870 0.2924 0.4798 0.4248 0.6118 0.6109 
Table 4 







Preconditioner 0.001 0.0314 0.0125 0.0096 0.0125 0.0095 
None 1.0 1.0 1.0 1.0 1.0 1.0 
BCCB 0.2470 0.2779 0.7018 0.7016 1.5381 1.4976 
Approx. SVD 0.2615 0.2619 0.3084 0.2730 0.4214 0.4450 
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of the star cluster, both preconditioners were equally effective in reducing the 
total amount of work, whereas the approximate SVD preconditioner was clear- 
ly more efficient in the other test cases. However, execution time is greatly af- 
fected by the architecture and implementation used. The majority of the 
execution time is spent performing the necessary matrix multiplications and 
two-dimensional FFTs, for which we used the Matlab function fft2. It is well 
known that the execution time for the two-dimensional FFT varies greatly de- 
pending on the sequence length and whether the input sequence is real or com- 
plex. While our results using the approximate SVD are encouraging, the issues 
involved with developing the most efficient implementation have yet to be ad- 
dressed. 
4. Conclusions 
In this Paper, we have developed an approximate SVD that provides a viable 
alternative to FFT-based methods for solving large, structured least squares 
Problems in image restoration. While direct FFT-based approaches are typical- 
ly less expensive, the resulting solutions may be degraded due to the periodicity 
assumption implicit in such methods. The approximate SVD is demonstrated 
as a direct method providing Performance similar to the iterative CG method, 
but at significantly less tost. It also provides a method for choosing regulariza- 
tion Parameters, resulting in an efficient “black-box” approach to image resto- 
ration. Finally, we have shown that the approximate SVD tan be very effective 
as a preconditioner for iterative methods. 
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