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Abstract
In the present paper, we make use of the quadratic field Q(
√−3 ) to construct dense packings in the
Euclidean spaces. With the help from good error-correcting codes, we are able to produce several pack-
ings with the best-known densities. Furthermore, if we assume that the best upper bound in coding theory
developed by Aaltonen, Ben-Haim and Litsyn could be achieved, then the Minkowski bound would be
improved.
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1. Introduction
Dense packings have been investigated for many years and various constructions have been
proposed based on the subjects, such as, geometry, combinatorics, number theory and coding
theory, etc. (for instance, see [15,16]). For a survey on this topic, the reader may refer to the book
by Conway and Sloane [6] and Zong and Talbot [20].
A typical construction from number fields is to make use of integral ideals to obtain lattices.
For instance, the well-known lattice Λ24 can be realized as an ideal in certain cyclotomic field
(see [6, p. 227]). Another example is the integral ring OK of the quadratic field K = Q(
√−3 ).
It is a packing with the highest density in R2.
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Then one can concatenate q-ary codes with packings in OnK (see Section 2). Using this idea, we
can produce several packings with the best-known densities.
A packing in Rn is a set P of points in Rn such that the Euclidean distance of P
dE(P) := inf
{
dE(u,v): u,v ∈ Rn; u = v
}
is positive, where dE(u,v) denotes the Euclidean distance of two points u,v.
Denote the density of a packing P by Δ(P). We are interested in dense packings, i.e., we
want to find a packing with density close to the quantity
Δn := lim sup
P
Δ(P),
where P is extended over all packings in Rn.
To look at the asymptotic behavior of Δn as n tends to ∞, we define
λ := lim sup
n→∞
log2(Δn)
n
,
where log2 is the logarithm with base 2.
The well-known Minkowski bound says that λ−1 (see [4, p. 184], [8, p. 148], [14, p. 4]).
Litsyn and Tsfasman mentioned in their paper [9] (without detailed proof) that the Minkowski
bound can be improved to λ−0.9 if the McEliece–Rodemich–Ramsey–Welch bound in coding
theory (see Section 3 for this bound) could be achieved. In this paper, we improve the result of
Litsyn and Tsfasman by showing that if the best upper bound in coding theory developed by
Aaltonen, Ben-Haim and Litsyn (see [1,2]) could be achieved, then the Minkowski bound can be
improved further to λ−0.8471.
The paper is organized as follows. In Section 2, we introduce a concatenation rule using
quadratic field Q(
√−3 ) and codes and present several good examples. In Section 3, we derive a
lower bound on λ based on asymptotic bounds from coding theory. We show some improvements
on the Minkowski bound under the assumption that the best upper bound in coding theory could
be achieved.
2. Constructions of dense packings
From now on, we need some basic results from algebraic number theory. The reader may refer
to [18] for some background.
Throughout this paper, we fix ω = (−1 + √−3 )/2. It is a third primitive root of unity. Then
{1,ω} forms an integral basis for the imaginary quadratic field K = Q(√−3 ). We denote byOK
the integral ring of K .
We identify a vector u + ωv ∈ Rn + ωRn in Cn (u,v ∈ Rn) with a vector (u − 12 v,
√
3
2 v) in
R2n through the mapping a+bi → (a, b) (a, b ∈ R). ThusOnK can be viewed as a subset of R2n.
For a complex vector c = (a1 + b1i, . . . , an + bni) (ai, bi ∈ R), we denote by ‖c‖ its norm√∑n
i=1(a2i + b2i ). Then it is clear that ‖u +ωv‖ = ‖(u − 12 v,
√
3
2 v)‖ for any two vectors u and v
in Rn.
The following lemma contains an obvious fact from number theory, but it is useful for our
purpose. The straightforward proof is omitted.
Lemma 2.1. For any nonzero element α ∈OK , we have ‖α‖ 1.
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Furthermore, if n is even, we can define another packing as follows
P(h) := {u +ωv: u,v ∈ Rn/2, (u,v) ∈P}.
Note that P(h) is identified with a subset of Rn.
Let us first investigate the relation between the Euclidean distances of P and P +ωP .
Proposition 2.2. Let P ⊆ Zn be a lattice packing in Rn. Then the Euclidean distance
dE(P + ωP) (note that P + ωP is a subset of OnK which is identified with a subset of R2n)
is equal to the Euclidean distance dE(P).
Proof. Since P is a subset of P +ωP , it is clear that dE(P +ωP) dE(P).
Now let u1 + ωv1 and u2 + ωv2 (ui ,vj ∈ P , i = 1,2, j = 1,2) be two distinct elements in
P +ωP and put
u1 +ωv1 − (u2 +ωv2) = a +ωb.
Then a,b ∈ Zn and (a,b) = (0,0). We have to show that ‖a +ωb‖ dE(P).
If b = 0, then ‖a +ωb‖ = ‖a‖ dE(P).
Next assume that b = 0.
Case 1. b = 2a. Then
‖a +ωb‖ =
∥∥∥∥
√
3
2
b
∥∥∥∥= ‖√3a‖√3dE(P).
Case 2. b = 2a. Then
‖a +ωb‖2 =
∥∥∥∥12 (2a − b)
∥∥∥∥
2
+
∥∥∥∥
√
3
2
b
∥∥∥∥
2
 1
4
dE(P)2 + 34dE(P)
2 = dE(P)2,
i.e., ‖a +ωb‖ dE(P). 
For a rational prime p, the splitting behavior of p in K/Q is as follows [18]:
(i) 2 is inert (i.e., 2OK is a prime ideal of OK );
(ii) 3 is ramified (i.e., 3OK = ℘2 for a prime ideal ℘ of OK );
(iii) p is inert (i.e., pOK is a prime ideal of OK ) if the Legendre symbol (−3p ) is equal to −1
and p = 2,3.
(iv) p splits (i.e., pOK = ℘1℘2 for two distinct prime ideals ℘1 and ℘2 of OK ) if the Legendre
symbol (−3
p
) is equal to 1 and p = 2,3.
Let P be a prime ideal of OK . Assume that its residue class field FP is isomorphic to the
finite field Fq . Let α1 = 0, . . . , αq be q elements of OK such that α1, . . . , αq represent q distinct
elements in FP.
For a q-ary code C, we take the code alphabet set of C to be {α1 = 0, . . . , αq}.
Next we give a concatenation of packings with codes.
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(i) IfP is a prime ideal inOK with the residue class field FPisomorphic to Fq and C is a q-ary
code of length n with the Hamming distance dH (C) and size M , then the Euclidean distance
of the packing C + tPP is at least min{√dH (C),√qdE(P)}, where tP is a generator of
the prime ideal P (note that OK is a principal ideal ring). Furthermore, the density of
C+ tPP as a packing in R2n (i.e., the “dimension” of this packing is 2n) is at least Δ(P)M
if dH (C) q(dE(P))2.
(ii) If P is a lattice and C satisfies that for x,y ∈ C, the sum x + y is equal to z + tPu for some
z ∈ C and u ∈P , then C + tPP is also a lattice.
Proof. (i) Let u1 + tPv1 and u2 + tPv2 (ui ∈ C, vj ∈ P for i = 1,2, j = 1,2) be two distinct
elements in C + tPP and put
u1 + tPv1 − (u2 + tPv2) = a + tPb.
Then (a,b) = (0,0).
Case 1. a = 0. Then
‖a + tPb‖ = √q‖b‖√qdE(P).
Note that the norm of tP is
√
q .
Case 2. a = 0. Then the Hamming weight e of a is at least dH (C). We may assume that a =
(a1, . . . , ae,0) with ai = 0 for 1 i  e, thus νP(ai) = 0. Put b = (b1, . . . , bn), then ai + tPbi
are nonzero elements of OK for all 1 i  e. Hence,
‖a + tPb‖
√√√√ e∑
i=1
‖ai + tPbi‖2 
√
e
√
dH (C).
Next we look at the density of C + tPP . Denote by d the Euclidean distance of C + tPP . Then
d √qdE(P) if dH (C) q(dE(P))2. We denote by Vn the volume of a unit ball in Rn. We also
denote by Bm(b) the ball of radius b{
(a1, . . . , am) ∈ Rm:
√
a21 + · · · + a2m  b
}
.
Then, a point u belongs to P ∩ B2n(b) if and only if tPu belongs to tPP ∩ B2n(√qb). This
means that |P ∩ B2n(b)| = |tPP ∩ B2n(√qb)|. Furthermore, let s := max{‖c‖: c ∈ C}, then for
any c ∈ C and v ∈ tPP ∩ B2n(√qb), we have c + v ∈ (c + tPP)∩ B2n(√qb + s). This implies
that ∣∣(c + tPP)∩B2n(√qb + s)∣∣ ∣∣tPP ∩B2n(√qb)∣∣= ∣∣P ∩B2n(b)∣∣.
Hence, we have
Δ(C + tPP) = lim sup
b→∞
|(C + tPP)∩B2n(√qb + s)|(d/2)2nV2n
vol(B2n(√qb + s + d/2))
= lim sup
b→∞
(
∑
c∈C |(c + tPP)∩B2n(√qb + s)|)(d/2)2nV2n
vol(B2n(√qb + s + d/2))
 lim sup |C| · |P ∩B2n(b)|(
√
qdE(P)/2)2nV2n√b→∞ vol(B2n( qb + s + d/2))
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b→∞
(
M × |P ∩B2n(b)|(dE(P)/2)
2nV2n
vol(B2n(b))
× (
√
q)2n vol(B2n(b))
vol(B2n(√qb + s + d/2))
)
= Δ(P)M.
(ii) This part is obvious. 
By induction, we get the following corollary from Proposition 2.3.
Corollary 2.4. Let P ⊆OnK be a packing in R2n.
(i) Let {Ci = (n,Mi, 3m−i (dE(P))2)}m−1i=0 be a sequence of ternary codes, then the density
of C0 + (
√−3 )C1 + · · · + (
√−3 )m−1Cm−1 + (
√−3)mP as a packing in R2n is at least
Δ(P)∏m−1i=0 Mi .
(ii) If p is inert in K/Q and {Ci = (n,Mi, p2(m−i)(dE(P))2)}m−1i=0 be a sequence of p2-ary
codes, then the density of C0 + pC1 + · · · + pm−1Cm−1 + pmP as a packing in R2n is at
least Δ(P)∏m−1i=0 Mi .
(iii) Assume that p splits in K/Q. Let P be a prime ideal of K lying over p with FP  Fp and
let tP be a generator ofP. If {Ci = (n,Mi, p(m−i)(dE(P))2)}m−1i=0 is a sequence of p-ary
codes, then the density of C0 + tPC1 + · · · + tm−1P Cm−1 + tmPP as a packing in R2n is at
least Δ(P)∏m−1i=0 Mi .
Now we identify the space Cn ×Rm with R2n+m. Then Proposition 2.3 can be generalized to
the following.
Proposition 2.5. Let P ⊆OnK × Zm be a lattice packing of dimension 2n + m in R2n+m. Let P
be a prime ideal in OK with FP  Fq .
(i) If C is a q-ary code of length n+m with the Hamming distance dH (C) and size M , then the
Euclidean distance of the packing
R := C + {(tPu, qv): u ∈OnK, v ∈ Zm, (u,v) ∈ P}
(note that for a codeword of C, the first n coordinates are taken from the set {α1, . . . , αq},
while the last m coordinates are taken from the set {0,1, . . . , q−1}) is at least min{√dH (C),√
qdE(P)}, where tP is a generator of the prime ideal P. Furthermore, the density of the
packing R in R2n+m is at least Δ(P)M/qm/2 if dH (C) q(dE(P))2.
(ii) If C satisfies that for x,y ∈ C, the sum x + y is equal to z + (tPu, qv) for some z ∈ C and
(u,v) ∈P , then R is also a lattice.
Proof. By using the similar arguments as in the proof of Proposition 2.3(i), we can easily show
that the Euclidean distance of the packing R is at least min{√dH (C),√qdE(P)}.
Next we look at the density of R. Denote by d the Euclidean distance of R. Then d √
qdE(P) if dH (C) q(dE(P))2.
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Then the set {(tP(u1 + iv1), qe1), . . . , (tP(u2n+m + iv2n+m), qe2n+m)} is a basis of the lattice
T := {(tPu, qv): u ∈OnK, v ∈ Zm, (u,v) ∈ P}.
Let tP = a + ci. Then a2 + c2 = q and we get the Gram matrix of T
M : =
⎛
⎝ (au1 − cv1, cu1 + av1, qe1)...
(au2n+m − cv2n+m, cu2n+m + av2n+m,qe2n+m)
⎞
⎠
=
⎛
⎝ (u1,v1, e1)...
(u2n+m,v2n+m, e2n+m)
⎞
⎠×
(
aIn cIn O
−cIn aIn O
O O qIm
)
,
where In denotes the identity matrix of size n. Thus,
discr(T ) = det(MT M)= (a2 + c2)2nq2m discr(P) = q2n+2m discr(P).
This means that for a sufficiently large b > 0, the ball B2n+m(b) contains about vol(B2n+m(b))/√
discr(T ) = vol(B2n+m(b))/(qn+m√discr(P)) points of T , i.e.,
lim
b→∞
|B2n+m(b)∩ T |
vol(B2n+m(b)) =
1
qn+m
√
discr(P) .
Let s := max{‖c‖: c ∈ C}. Then for any c ∈ C and v ∈ T ∩ B2n+m(b), the point c + v belongs
R∩B2n+m(b + s), i.e., |R∩B2n+m(b + s)| |C| × |T ∩B2n+m(b)|.
Finally we get
Δ(R) = lim sup
b→∞
|R∩B2n+m(b + s)|(d/2)2n+mV2n+m
vol(B2n+m(b + s + d/2))
 lim sup
b→∞
|C| · |T ∩B2n+m(b)|(√qdE(P)/2)2n+mV2n+m
vol(B2n+m(b + s + d/2))
=
(
lim sup
b→∞
|T ∩B2n+m(b)|
vol(B2n+m(b)) ×
vol(B2n+m(b))
vol(B2n+m(b + s + d/2))
)
×M(√q)2n+m(dE(P)/2)2n+mV2n+m
= M(
√
q)2n+m(dE(P)/2)2n+mV2n+m
qn+m
√
discr(P)
= Δ(P)M
qm/2
.
This completes the proof of part (i). Again, part (ii) is obvious. 
From the above concatenation, we have to find codes with large Hamming distance and dense
packings P ⊆OnK . We have already some methods to construct good codes from coding theory
(for instance, see [3,5,7,10,13]). Next, we will concentrate on finding good packings P .
Proposition 2.6. Let Λ be a lattice of dimension n in Rn.
(i) The discriminant discr(Λ+ωΛ) of the lattice Λ+ωΛ ⊆ R2n is equal to ( 3 )n(discr(Λ))2.4
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(
√
3
2 )
n discr(Λ).
Proof. Let {e1, . . . , en} be a Z-basis of Λ.
(i) It is easy to see that {e1, . . . , en,ωe1, . . . ,ωen} forms a Z-basis of Λ + ωΛ, i.e.,
{(e1,0), . . . , (en,0), (−(1/2)e1, (
√
3/2)e1), . . . , (−(1/2)en, (
√
3/2)en)} is a basis of Λ + ωΛ
over Z. Hence, we get the Gram matrix of Λ+ωΛ⎛
⎜⎜⎜⎜⎜⎜⎜⎝
(e1,0)
...
(en,0)
(−(1/2)e1, (
√
3/2)e1)
...
(−(1/2)en, (
√
3/2)en)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
×
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
(e1,0)
...
(en,0)
(−(1/2)e1, (
√
3/2)e1)
...
(−(1/2)en, (
√
3/2)en)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
T
=
(
A − 12A
− 12A A
)
,
where A denotes the Gram matrix (〈ei , ej 〉)1i,jn and 〈ei , ej 〉 denotes the usual inner product.
Thus,
discr(Λ+ωΛ) = det
(
A − 12A
− 12A A
)
= det
(
A − 12A
O 34A
)
=
(
3
4
)n
det(A)2 =
(
3
4
)n(
discr(Λ)
)2
.
This finishes the proof of part (i).
(ii) Split ei into (ai ,bi ) with ai ,bi ∈ Rn/2. Then it is clear that {(a1 − 12 b1,
√
3
2 b1), . . . ,
(an − 12 bn,
√
3
2 bn)} forms a basis of Λ(h) over Z. Hence, we get the Gram matrix of Λ(h)
M :=
⎛
⎜⎝
(a1 − 12 b1,
√
3
2 b1)
...
(an − 12 bn,
√
3
2 bn)
⎞
⎟⎠=
⎛
⎝ (a1,b1)...
(an,bn)
⎞
⎠×( In/2 O− 12In/2 √32 In/2
)
,
where In/2 denotes the identity matrix of size n/2. Thus,
discr
(
Λ(h)
)= det(MT M)= (
√
3
2
)n
discr(Λ).
This finishes the proof. 
For a packing P ∈ Rn, we define the center density of P by δ(P) := Δ(P)/Vn.
Proposition 2.7. For every even n, the center density and minimum norm of the lattice T (h)n are
3−1−n/4 and
√
2, respectively, where
Tn :=
{
(a1, . . . , an) ∈ Zn:
n∑
i=1
ai ≡ 0 (mod 3)
}
.
Proof. We first prove that dE(T (h)n ) =
√
2. Let (u,v) be a nonzero point in Tn. We have to show
that ‖u +ωv‖2  2.
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‖u +ωv‖2 =
∥∥∥∥u − 12v
∥∥∥∥
2
+
∥∥∥∥
√
3
2
v
∥∥∥∥
2
 3
4
× 2 = 3
2
.
As ‖u +ωv‖2 is an integer, we get ‖u +ωv‖2  2.
Case 2. ‖v‖2 = 0. Then v = 0 and
‖u +ωv‖2 = ‖u‖2  (dE(Tn))2 = 2.
Case 3. ‖v‖2 = 1. Then ‖u‖2  1. If ‖u‖2 = 1, then we must have either, u = (0, . . . ,0,1,
0, . . . ,0) and v = (0, . . . ,0,−1,0, . . . ,0), or u = (0, . . . ,0,−1,0, . . . ,0) and v = (0, . . . ,0,1,
0, . . . ,0). It is easy to verify that ‖u +ωv‖2 = 2 or 3.
If ‖u‖2  2, then
‖u +ωv‖2 =
∥∥∥∥u − 12v
∥∥∥∥
2
+
∥∥∥∥
√
3
2
v
∥∥∥∥
2

(
1 − 1
2
)2
+ 12 + 3
4
= 2.
Thus, by Proposition 2.6(ii), the center density of T (h)n is
δ
(
T (h)n
)= 1
3
×
(√
2
2
)n
×
(√
3
2
)−n/2
= 3−1−n/4.
The proof is completed. 
Example 2.8. Let An−1 denote the lattice{
(a1, . . . , an) ∈ Zn:
n∑
i=1
ai = 0
}
.
Then, the dimension, the minimum norm and the discriminant of An−1 are n − 1, 2 and n,
respectively. Furthermore, A(h)n−1 is a subset of T
(h)
n and hence the minimum norm of the lattice
A
(h)
n−1 is at least 2 for every even number n 2. In fact, one can easily check that the minimum
norm of A(h)n−1 is 2.
Let e1 = (−1 − 2ω,−1 − 2ω,−1 − 2ω,2 + ω,2 + ω,2 + ω), e2 = (1,−1,0,0,0,0), e3 =
(0,1,−1,0,0,0), e4 = (0,0,1,−1,0,0), e5 = (0,0,0,1,−1,0), e6 = (0,0,0,0,1,−1), e7 =
(−ω,0,0,0,0,1), e8 = (ω,−ω,0,0,0,0), e9 = (0,ω,−ω,0,0,0), e10 = (0,0,ω,−ω,0,0),
e11 = (0,0,0,ω,−ω,0). Then the set {e1, . . . , e11} forms a basis of A(h)11 (note that this basis
is obtained from a basis of A11).
Consider the set
C := {(0,0,0,0,0,0), (1,1,1,ω,ω,ω), −(1,1,1,ω,ω,ω)}.
Then C is in fact a trivial ternary [6,1,6]-linear code when the coordinates of the vectors in
C are viewed as elements in the residue class field of the ideal
√−3OK of K (note that ω ≡
1 mod
√−3OK ).
From the fact that
3(1,1,1,ω,ω,ω) = √−3e1 ∈
√−3A(h)11 ,
we know that the set
C + √−3A(h)11 :=
{
c + √−3u: c ∈ C; u ∈ A(h)11
}
is a lattice with a basis {(1,1,1,ω,ω,ω),√−3e2, . . . ,
√−3e11}.
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√
6 as we have seen in the proof of Proposi-
tion 2.3(i).
As a basis of C + √−3A(h)11 is given explicitly, we can compute its discriminant and it is
equal to 316/29 (this computation was carried out using the software Mathematica). Therefore,
the center density of C + √−3A(h)11 is equal to(√
6
2
)11
× 2
4.5
38
= 1
18
√
3
.
This achieves the best-known density for lattices of dimension 11 (see [17]).
Example 2.9.
(i) n = 8. Let C be a ternary [4,2,3]-linear code. Then by Propositions 2.3(i) and 2.6(i), the
center density of C + √−3O4K is at least
|C| × δ(O4K)= 9 ×
(
1
2
)8
×
(
2√
3
)4
= 1
16
.
This achieves the best-known density for dimension 8 (see [17]). It follows from Proposi-
tion 2.3(ii) that C + √−3OK is a lattice.
(ii) n = 12. Let C be a ternary [6,1,6]-linear code. Then by Propositions 2.3(i) and 2.7, the
center density of C + √−3T (h)12 is at least |C| × 3−4 = 1/27. This achieves the best-known
density for dimension 12 (see [17]). In fact, this is a lattice packing.
Let {e1, . . . , e11} be the basis of A(h)11 defined in Example 2.8. Put e12 = (0,0,0,1,1,1), then
{e1, . . . , e11, e12} forms a basis of T (h)12 . Thus, {(1,1,1,ω,ω,ω),
√−3e2, . . . ,
√−3e12} is a
basis of C + √−3T (h)12 .
Prof. Gabi Nebe [12] showed that this lattice is in fact the Coxeter Todd lattice up to some
scaling factor.
(iii) n = 36. Let C be a quaternary [18,9,8]-linear code. Then by Propositions 2.3(i) and 2.7, the
center density of C + 2T (h)36 is at least |C| × 3−10 = 49/310. This achieves the best-known
density for dimension 36 (see [17]). Furthermore, if we let the code alphabet set of C be
{0,1,ω,1 + ω}, then it is not difficult to verify by Proposition 2.3(ii) that C + 2T (h)36 is a
lattice.
(iv) n = 60. Let C1 and C2 be a ternary [30,26,3]-linear code and a quaternary [30,15,12]-
linear code, respectively. Then by Propositions 2.3(i) and 2.6(i), the center density of C2 +
2C1 + 2
√−3O30K is
|C1| × |C2| ×
(
1
2
)60
×
(
2√
3
)30
= 311.
Note that C1 +
√−3O30K is a lattice. However, we are not sure if C2 + 2C1 + 2
√−3O30K is
a lattice since it is not easy to check the conditions in Proposition 2.3(ii) for C2.
(v) n = 62. Let C1 and C2 be a ternary [31,27,3]-linear code and a quaternary [31,15,12]-
linear code, respectively. Then by Propositions 2.3(i) and 2.6(i), the center density of C2 +
2C1 + 2
√−3O31K is
|C1| × |C2| ×
(
1
2
)62
×
(
2√
3
)31
= 3
11.5
2
.
Again, for the same reason, we are not sure if C2 + 2C1 + 2
√−3O31 is a lattice.K
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(i) n = 7. Let C be a ternary [4,2,3]-linear code and consider the lattice O3K × Z. Then by
Propositions 2.5 and 2.6(i), the center density of C + √−3O3K × 3Z is
|C| ×
(
1
2
)7
×
(
2√
3
)3
× 1√
3
= 1
16
.
This packing achieves the best-known density for dimension 7.
(ii) Consider the lattice T35 defined in Proposition 2.7. Thus, we get a lattice
Q := {(u +ωv, c): u,v ∈ Z17, c ∈ Z, (u,v, c) ∈ T35}⊂O17K × Z.
It is easy to see that the Euclidean distance of Q is √2. Similar to Proposition 2.6, we can
show that the discriminant of Q is (3/4)17 discr(T35) = 319/417. Thus, the center density of
Q is
δ(Q) =
(√
2
2
)35
× 1√
discr(Q) =
1
39
√
6
.
Let C be a quaternary [18,9,8]-linear code.
Put
R := {(2u + 2ωv,4c): (u +ωv, c) ∈Q}⊂O17K × Z.
By Proposition 2.5, the center density of C +R is
49 × δ(Q)/√4 = 2
16.5
39.5
≈ 2.719.
This is close to the best-known center density 2.828 for packings in R35.
(iii) n = 59. Let C1 and C2 be a ternary [30,26,3]-linear code and a quaternary [30,15,12]-
linear code, respectively. It is clear that C1 +
√−3O29K × 3Z is a lattice. Then by Propo-
sitions 2.5 and 2.6(i), the center density of C2 + {(2u,4v): (u, v) ∈ C1 +
√−3O29K × 3Z}
is
|C1| × |C2| ×
(
1
2
)59
×
(
2√
3
)29
× 1√
12
= 3
11
2
.
(iv) n = 61. Let C1 and C2 be a ternary [31,27,3]-linear code and a quaternary [31,15,12]-
linear code, respectively. It is clear that C1 +
√−3O30K × 3Z is a lattice. Then by Propo-
sitions 2.5 and 2.6(i), the center density of C2 + {(2u,4v): (u, v) ∈ C1 +
√−3O30K × 3Z}
is
|C1| × |C2| ×
(
1
2
)61
×
(
2√
3
)30
× 1√
12
= 3
11.5
4
.
Remark 2.11.
(i) The construction in this section does not assume that the used codes are linear. Unfortu-
nately, we cannot use nonlinear binary codes as 2 is inert in K/Q. On the other hand,
there is no much research on nonlinear nonbinary codes. One of the referees and I tried
some nonlinear nonbinary codes and no new packings were found. We could also consider
ternary/quaternary mixed codes for our construction.
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requirement for this generalization is that the discriminant of F must be as small as possible.
3. Asymptotic result
Before talking further about packings, we need to introduce some technical notations and
results from coding theory.
For a code C over Fq , we denote by n(C),M(C), and d(C) the length, the size, and the
minimum distance of C, respectively. Let Uq be the set of ordered pairs (δ,R) ∈ R2 for which
there exists a family {Ci}∞i=1 of codes over Fq with n(Ci) → ∞ and
δ = lim
i→∞
d(Ci)
n(Ci)
, R = lim
i→∞
logq M(Ci)
n(Ci)
.
The following description of Uq can be found in Section 1.3.1 of [19].
Proposition 3.1. There exists a continuous function Rq(δ), δ ∈ [0,1], such that
Uq =
{
(δ,R) ∈ R2: 0R Rq(δ), 0 δ  1
}
.
Moreover, Rq(0) = 1,Rq(δ) = 0 for δ ∈ [(q − 1)/q,1], and Rq(δ) decreases on the interval
[0, (q − 1)/q].
For 0 < δ < 1, define the q-ary entropy function
Hq(δ) := δ logq(q − 1)− δ logq δ − (1 − δ) logq(1 − δ),
and put
RGV(q, δ) := 1 −Hq(δ).
Then the Gilbert–Varshamov bound says that
Rq(δ)RGV(q, δ) for all δ ∈
(
0,
q − 1
q
)
.
The above bound follows from the finite version of the Gilbert–Varshamov bound which states
that one always has a q-ary (n, qn/
∑d−1
j=0
(
n
j
)
(q − 1)j , d)-code for any 1 d  n (see [1,19]).
On the other hand, there are several upper bounds developed by Aaltonen, Ben-Haim and
Litsyn, and McEliece, Rodemich, Rumsey and Welch (see [1,2,11]). Put
RLP1(q, δ) = Hq
(
q − 1 − (q − 2)δ − 2√(q − 1)δ(1 − δ)
q
)
.
Then the first linear programming bound (see [11]) tells us
Rq(δ)RLP1(q, δ) for all δ ∈
(
0,
q − 1
q
)
.
There are the second, third linear programming bounds and shortening bound [1,2]. It is quite
complicated to state these bounds. Since we require only some numerical results from these
bounds, we do not state these bounds in the present paper. The reader may refer to the most
recent paper of Ben-Haim and Litsyn [2] on these bounds. Define the function
RU(q, δ) := min
{
RLP2(q, δ),RLP3(q, δ),Rsho(q, δ)
}
,
1032 C. Xing / Journal of Combinatorial Theory, Series A 115 (2008) 1021–1035where RLP2(q, δ), RLP3(q, δ), Rsho(q, δ) stand for the second linear programming bound (see
Theorem 1 of [2]), the third linear programming bound (see Theorem 7 of [2]) and the shortening
bound (see Theorem 2 of [2]), respectively. Combining these three bounds, we get
Rq(δ)RU(q, δ) for all δ ∈
(
0,
q − 1
q
)
. (3.1)
Theorem 3.2. If q is a prime power such that there exists a prime ideal P of OK with FP
isomorphic to Fq , then we have
λ−1
2
− 1
4
log2 3 +
1
2
log2 πe +
1
2
log2 x
+ 1
2
log2(q)
( ∞∑
j=logq x
(
Rq
(
x
qj
)
− 1
)
− logq x
)
for any integer x  1, where e is the base for the natural logarithm.
Proof. Let p be the smallest prime such that p  x. Let {Cn} be a family of p-ary [n, kx, x]-
linear codes such that limn→∞ kx/n = 1. Then Pn := (Cn + pZn) + ω(Cn + pZn) is a lattice
in OnK . It is a packing in R2n with minimum norm at least x. The discriminant of the lattice
Cn +pZn is p2n−2kx (for determination of this discriminant, the reader may refer to [6] or com-
pute it by using the similar arguments as in the proof of Proposition 2.3(i)). By Proposition 2.6(i),
the discriminant of Pn is(
3
4
)n
× p4n−4kx .
Let {D(n)i } be a family of q-ary (n,M(n)i , x · qi)-codes for all 1 i m := logq(n/x).
Let tP be a generator of P. Then, it follows from Proposition 2.3 and induction that the
density of the packing
Dm + tPDm−1 + · · · + tm−1P D1 + tmPPn
is at least
Δ(Pn)
m∏
i=1
M
(n)
i 
(
2√
3
)n
× V2n × p2kx−2n ×
(√
x
2
)2n m∏
i=1
M
(n)
i .
Take n = qa for a positive integer a and let a tend to ∞.
Fix a sufficiently large integer  with logq x < < a. Choose the codes D(n)i such that
lim
n→∞
logq(M
(n)
i )
n
= Rq
(
x · qi
n
)
= Rq
(
x
qa−i
)
for i = a − logq x, . . . , a −  and
M
(n)
i 
qn∑xqi−1
j=0
(
n
j
)
(q − 1)j
for all i = a − − 1, . . . ,1. Hence,
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a→∞
log2(Δ(Pn)
∏m
i=1 M
(n)
i )
2n
= −1
2
− 1
4
log2 3 +
1
2
log2 x + lim
a→∞
log2(V2n
∏m
i=1 M
(n)
i )
2n
= −1
2
− 1
4
log2 3 +
1
2
log2(πe)+
1
2
log2 x
+ 1
2
log2(q) lim
a→∞
( a−logq x∑
i=a−
Rq
(
x · qi
qa
)
+
a−−1∑
i=1
logq M
(n)
i
n
− a
)
= −1
2
− 1
4
log2 3 +
1
2
log2(πe)+
1
2
log2 x
+ 1
2
log2(q) lim
a→∞
(
∑
i=logq x
Rq
(
x
qi
)
+
a−−1∑
i=1
logq M
(n)
i
n
− a
)
= −1
2
− 1
4
log2 3 +
1
2
log2 πe +
1
2
log2 x
+ 1
2
log2(q)
(
∑
j=logq x
(
Rq
(
x
qj
)
− 1
)
−
∞∑
i=+1
Hq
(
x
qi
)
− logq x
)
.
Let  tend to ∞, we obtain the desired result. 
Corollary 3.3. If q is a prime power such that there exists a prime ideal P of OK with FP
isomorphic to Fq , then for any real number z with 1/q < z < 1, we have
λ−1
2
− 1
4
log2 3 +
1
2
log2 πe +
1
2
log2 z +
1
2
log2(q)
∞∑
j=0
(
Rq
(
z
qj
)
− 1
)
. (3.2)
Proof. Let {x} be a family of integers with x → ∞ such that
logq x − logq x → logq z
as x tends to ∞. Then
lim
x→∞
x
qlogq x
= z.
Hence, by Theorem 3.2 we have
λ  −1
2
− 1
4
log2 3 +
1
2
log2 πe +
1
2
log2 x
+ 1
2
log2(q)
( ∞∑
j=logq x
(
Rq
(
x
qj
)
− 1
)
− logq x
)
→ −1
2
− 1
4
log2 3 +
1
2
log2 πe +
1
2
log2 z +
1
2
log2(q)
∞∑
j=0
(
Rq
(
z
qj
)
− 1
)
.
This finishes the proof. 
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(i) If the bound (3.1) could be achieved for ternary codes, then the Minkowski bound can be
improved to λ−0.8892.
(ii) If the bound (3.1) could be achieved for quaternary codes, then the Minkowski bound can
be improved to λ−0.8589.
(iii) If the bound (3.1) could be achieved for 7-ary codes, then the Minkowski bound can be
improved to λ−0.8471.
(iv) We have an unconditional lower bound, i.e., λ−1.2653.
Proof. Define the function
f (q, z) := −1
2
− 1
4
log2 3 +
1
2
log2 πe +
1
2
log2 z +
1
2
log2(q)
∞∑
j=0
(
RU
(
z
qj
)
− 1
)
.
By Corollary 3.3, if Fq is isomorphic to the residue class field FP for some prime ideal P in K
and the bound (3.1) could be achieved for q-ary codes, then we have
λ f (q, z) for any 1/q < z < (q − 1)/q.
The desired results follow from the facts that 2 is inert, 3 is ramified, 7 splits in K , and
f (3,0.351) ≈ −0.8892; f (4,0.352) ≈ −0.8589; f (7,0.334) ≈ −0.8471.
Put
g(q, z) := −1
2
− 1
4
log2 3 +
1
2
log2 πe +
1
2
log2 z +
1
2
log2(q)
∞∑
j=0
(
RGV
(
z
qj
)
− 1
)
.
By Corollary 3.3, we have
λ g(4,0.305) ≈ −1.2653.
This finishes the proof. 
Remark 3.5.
(i) By using the same idea with the lattice Zn, Litsyn and Tsfasman obtained an unconditional
bound λ−1.29 in [9].
(ii) From Theorem 3.4, one can conjecture that the currently known upper bounds for nonbinary
codes are far from being accurate, and most probably can be improved.
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