Abstract-An optimal, in the least squares sense, method is proposed to estimate surface normals in both stereo and multi-view cases. The proposed algorithm exploits exclusively photometric information via affine correspondences and estimates the normal for each correspondence independently. The normal is obtained as a root of a quartic polynomial. Therefore, the processing time is negligible. Eliminating the outliers, we propose a robust extension of the algorithm that combines maximum likelihood estimation and iteratively re-weighted least squares. The method has been validated on both synthetic and publicly available real-world datasets. It is superior to the state of the art in terms of accuracy and processing time. Besides, we demonstrate two possible applications: 1) using our algorithm as the seed-point generation step of patch-based multi-view stereo method, the obtained reconstruction is more accurate, and the error of the 3D points is reduced by 30% on average and 2) multiplane fitting becomes more accurate applied to the resulting oriented point cloud.
I. INTRODUCTION
E VEN though computer vision has been an intensively researched area for decades, several unsolved problems exist. The one, we aim at in this paper, is the analytic estimation of surface normals in a multi-view system exploiting solely photometric information, i.e. affine correspondences. The spatial relationship of the points is not considered thus achieving point-wise estimation without requiring dense clouds.
Several tasks, including surface reconstruction and segmentation, or object detection, require accurate surface normals. Benefiting from the higher-order information which they encode, surface reconstruction becomes more accurate and robust. For example the widely-used Poisson-reconstruction technique [1] , [2] is based on both the point coordinates and the normal. Having an oriented point cloud makes geometric primitive fitting, e.g. that of planes or cylinders, significantly easier due to the fact that less points are enough for the modelhypothesis generation. This number highly influences state-ofthe-art multi-model fitting algorithms like PEARL [3] in terms of accuracy and processing time. As an example, plane fitting needs at least one oriented or three non-oriented points.
One of the first algorithms solving the surface normal estimation problem was the photometric stereo (PS) method [4] . Requiring totally controlled light conditions, the applicability of PS is limited into the laboratory. The original PS assumes Lambertian surface, thus not dealing with shiny materials, and estimates the normal using the so-called "Bidirectional Reflectance Distribution Function" [5] with known light-source parameters. However, several modifications, see [6] , [7] , have been proposed since then, making it more accurate and applicable to various materials.
Between two calibrated views, the normal estimation problem is often approached by decomposing the homographies of corresponding image patches [8] , [9] . For calibrated views, a homography can be interpreted as the tangent plane of the surface at the observed 3D location. However, the decomposition itself is ambiguous as it was shown by several studies, e.g. in [10] , and homography estimation cannot be done for each point correspondence independently. Thus, in general, these methods are applied to corresponding image regions supposing that the underlying surface patch is planar.
Köser [11] proposed a technique using local affine transformations. In brief, a local affinity is interpreted as the partial derivative, w.r.t. the image directions, of the underlying homography at the observed location. Therefore, it encodes higher-order geometric information, i.e. the surface normal. The method in [11] was the first which made the analytical point-wise normal estimation achievable between two views since local affinities can be measured by affine-covariant feature detectors, e.g. Hessian-Affine [12] , Affine-SIFT [13] or MODS [14] , for each correspondence separately. Benefiting from this approach, the ambiguity, to which the homography decomposition leads, disappeared. Barath et al. [15] proposed a method for optimal normal estimation. This paper extends their algorithm to the multiview case.
Considering several views, an objective of several structurefrom-motion (SfM) pipelines is to estimate the surface normals accurately since they contain fundamental information for the latter surface reconstruction. The well-known algorithm, called Patch-based Multi-View Stereo (PMVS) proposed by Furukawa and Ponce [16] , [17] , solves the problem as an optimization numerically refining the plane parameters for minimizing a joint photometric cost function. The cost is based on zero-mean cross-correlation applied to patches, each transformed by the homography which the plane induces. Reference [18] approaches the problem similarly to PMVS, assuming that the surfaces can be represented by local planar patches. It proposes a unified cost function considering both geometric and photometric terms. These methods obtain accurate surface normals, however, they are sensitive to the size of the patch for which the photometric cost is computed. Being solved numerically they are relatively slow. Also, due to having no proofs of the convexity of the minimized costs, they do not guarantee global optimum and the results depend on an initial parameter setting.
The contributions of the paper are: (i) we propose an analytic multi-view normal estimation technique which is optimal in the least squares sense and uses local affine transformations (see Fig. 1 ). First, we show the relationship of affinities and surface normals considering two views, then this approach is extended. This is the first analytic solution applicable to the multi-view case. The equations are not linearized, thus, the globally optimal solution is carried out efficiently as a root of a fourth-order polynomial thus achieving fast calculation. (ii) Reflecting the fact that the estimation of local affinities is sensitive to the view angle, thus a measured set of affinities might contain outliers, we propose a robust estimation technique. It is reported both on synthesized and real world tests, that the proposed method outperforms the state-of-the-art in terms of accuracy and processing time.
(iii) Besides, we demonstrate the applicability of the method on two problems: replacing the seed-point generation step of PMVS with the proposed approach leads to more accurate reconstruction; and multi-plane fitting becomes more robust applied to the resulting oriented point cloud.
II. THEORETICAL BACKGROUND
In this section, we discuss the relationship of local affine transformations and surface normals [15] . Assume that a surface point [x y z] T is observed by two cameras. The camera model is arbitrary. The projected image points
, where i ∈ {1, 2} denotes the view. Affine transformation A, mapping the infinitesimally close neighborhood of p 1 to that of p 2 , is defined by the Jacobian of the surface projections through 1 and 1 as follows:
if the surface is written by parametric representation. As it is written in Appendix, the affine transformation A between two views can be determined if two projective functions i , i ∈ {1, 2} and surface normal n are given:
The upper index denotes the view, the lower the spatial coordinates: x, y, or z. As it is discussed in detail in the appendix, by building the Jacobians using gradient vectors ∇ i u and ∇ i v , denoting image coordinates by u and v, and multiplying them, local affine transformation A becomes
where
For the perspective camera of the i -th frame, the projection is written as 
Therefore, the gradient vectors are written as
Eq. 3 determines the relationship of surface normals and local affine transformations for the perspective camera model. We will use this relationship to define the optimal solvers for both the two-view and multi-view cases.
Note that if the projective depth s i is unknown, but the upper left 3 × 3 submatrices of the projection matrices P 1 and P 2 are known, the gradient vectors can be calculated up to an unknown scale -this scale is the multiplicative inverse of the projective depth s i . Also note that vectors w 1 , . . . , w 4 are scaled by s 1 s 2 while w 5 by s 1 s 1 . Therefore, the surface normal is independent of the translation between the two cameras since the last columns of the projection matrices are the product of the intrinsic parameters and the translation.
III. MULTI-VIEW OPTIMAL SURFACE NORMALS
Optimal solvers are proposed for the stereo and multi-view cases in this section. Then we propose a robust extension of the algorithm minimizing the effect of the outliers.
A. Stereo Case
In this section, we show that a surface normal n = [n x n y n z ] T can be estimated optimally, in the least squares sense, exploiting a local affinity. The solution for the two-view case was first presented in [15] . Suppose that an affine correspondence (p 1 , p 2 , A) obtained by e.g. an affine-covariant feature detector is given in two images. The optimization problem is written by reformulating Eq. 3 as follows:
where the only unknowns are the coordinates of n. Note that the four equations can be linearized multiplying each by n T w 5 , however, the linearization distorts the original signalnoise ratio leading to noise-sensitive estimates. Also note that the minimization of the Frobenius-norm has not merely an algebraic but a geometric interpretation as well in case of affine transformations. It is discussed by [19] in depth. Such kind of optimization problems are usually solved by Lagrange-multipliers, however, in the current case the derivatives would be difficult to solve. Therefore, we exploit another linear solution. As the basic equations are valid if non unit-length surface normals are applied, other constraints can be introduced. Due to simplicity, we fix the sum of the coordinates to be unit, i.e. n x + n y + n z = 1. Then the normal can be written as n = [n x n y 1 − n x − n y ] T . Applying this constraint to Eq. 5, we get the following equation
and
If n x + n y + n z ≈ 0, constraint n x + n y + n z = 1 is not applicable. The length of the obtained normal is near infinity and, thus, this degeneracy can be detected. Even though this case cannot be handled by the original method, the constraint is replaced by one of the following ones: n x = 1, n y = 1 or n z = 1. These cases are solved independently and the solution with the minimum cost is chosen. The modification of the cost function, defined in Eq. 6, is straightforward, only the corresponding coordinates are replaced.
The optimal solution, in the least squares sense, is where the derivative w.r.t. m is equal to zero:
Note that r k is a two-dimensional vector consisting of the expressions regarding to both coordinates of vector m. After elementary modifications, including the multiplication by the denominator, the following formula is obtained:
Replacing m with its coordinates, the equation becomes
The rows of the vector equation yield two quadratic equation written in implicit form as
The summation can be eliminated from the equation by adding up the coefficients separately, e.g.
Thus the resulting equations are as follows:
This polynomial system is straightforward to solve, thus applying a sophisticated polynomial solver, e.g. Groebner-basis [20] , is unnecessary. We express parameter n y from Eq. 8 as
Substituting the expression of n y from Eq. 9 into Eq. 7 and multiplying by the denominator leads tô
The coefficients of all the monomials (n 4 x , n 3 x , n 2 x , n 1 x , and n 0 x ) in the above equation are as follows.
This fourth-order polynomial equation can be solved by any polynomial solver toolbox, e.g. Matlab roots or OpenCV solvePoly methods. Coordinate n y is then obtained using Eq. 9 and finally, n z = 1 − n x − n y . To select the best out of the candidate real roots, we choose the one minimizing Eq. 5.
Summarizing this section, the coordinates of the surface normal can be optimally estimated in closed-form from two views as the roots of a fourth-order polynomial. Our method does not require linearizing any equations.
B. Multi-View Case
Given a sequence of points in M ≥ 2 images with local affinities between every pair -this is a realistic assumption since affine-covariant feature detectors estimate Jacobian J for each image independently, thus affinity A i j mapping from the i th to j th images is calculated as J j J −1 i . Extending Eq. 5 to more image pairs, the optimization problem becomes arg min
where each vector w i j is calculated similarly to Eq. 4 using the coordinates in the i th and j th images. It can be seen that the inner summation of the coefficients leads to two quadratic equations (Eqs. 7, 8) , and the outer two is basically the summation of these equations over the possible view pairs:
These two equations can be formulated as
Thus the solution is given as the intersection of the summed equations (Eqs. 13, 14) in a fairly similar manner to that of the two-view case. Note that the normalization of the coefficients is necessary to avoid numerical instability. Another note that the missing data problem, i.e. when information is not given for every image pair, can be resolved by introducing weight q i j into Eq. 10. Weight q i j is zero if there is no correspondence between the i th and j th views and one otherwise.
C. Robust Estimation
Reflecting the fact that the local affinities might be contaminated by noise and contain outliers, we propose a robust estimation process in this section. The proposed algorithm consists of three major steps: (a) inconsistency check, (b) outlier filtering and (c) iteratively re-weighted least squares. In the rest of this section, we consider the estimation of only one surface normal thus having a single point tracked along an image sequence. The estimation remains point-wise, therefore, the spatial relationships in the reconstructed oriented point cloud is not exploited here.
1) Inconsistency Check:
The aim of this step is to remove all view pairs for which the indicated surface normals do not satisfy geometric requirements. The proposed constraint is based on the assumption that the observed 3D point lies on a continuous surface which cannot be observed from behind. Therefore, for each camera, the surface normal must point towards a point of a hemisphere, having unit radius, around the 3D point which is the closest to the camera center (see the left plot of Fig. 3 ). For N views, the normal must be in the intersection of N hemispheres.
To remove outlier view pairs, we first estimate normal n i j for all i th and j th matched views (i, j ∈ [1, N], i = j ), i.e. the possible 2-combinations of the view matches. Then normal
As a result of this verification step, a set of view pairs are labeled as outliers and omitted from the latter steps. Note that this step considers a similar constraint to that of back-face culling which is widely-used in computer graphics.
2) Outlier Filtering: To select a set of inlier correspondences supporting the most likely normal, we applied MLESAC [21] . In each iteration, it takes a minimal sample, an affine correspondence, and estimates a surface normal. Then it selects the inlier set maximizing the likelihood of the estimated normal. As the error function, we used the squared Frobenius-norm of the matrix difference of the estimated and measured affine transformations. In the further steps we do not consider surface normals having less than two inliers.
3) Iteratively Re-Weighted Least Squares: The last part obtaining the final surface normal is an iteratively re-weighted least squares algorithm [22] (visualized in Fig. 2 ) applied to the inlier set provided by the previous steps. First, all weights are set to 1.0 and the indicated normal is computed applying the multi-view algorithm. Then, in each step of the alternation, the weights for the view pairs are re-calculated on the basis of the error of the estimated normal. Each weight q i j regarding the i th and j th views affects the indicated quadratic equations (the inner part of Eqs. 11, 12) by multiplying them as follows:
After testing most of the state-of-the-art robust estimation techniques, we found that these three steps are the the most accurate for this problem.
IV. EXPERIMENTAL RESULTS
In this section, the performance of the proposed method is evaluated both on synthesized and real world tests.
A. Synthesized Tests
In order to test the proposed method in a fully controlled environment, N cameras were generated by their projection matrices looking towards the origin, each located in a random surface point of a 5-radius sphere. Then a random 3D oriented point, at most one unit far from the origin and with random normal, was projected onto the cameras. See the right plot of Fig. 3 . The local affine transformation was calculated from the ground truth surface normal using Eq. 3. Finally, zero-mean Gaussian noise with σ standard deviation was added to both the point locations and affine parameters. The reported results are computed as the mean of 500 runs for each test case.
The competitor algorithms are the two-view optimal method proposed in this paper, the techniques of Köser [11] and Barath et al. [15] . Since they are 2-view methods and, thus, cannot be applied directly to multiple views, we applied them to every possible view pair. The final results are calculated as the means, in the spherical domain, of the obtained normals. Reflecting the fact that the normals are insensitive to the scale, e.g. to multiplier −1, they were normalized and it was made sure that they look towards the same direction.
Figs. 4(a), 4(b), 4(c) and 4(d) plot the angular error (in degrees) as a function of the noise σ for 3, 5, 10 and 25 views, respectively. It can be seen that the proposed method outperforms the competitor algorithms. Fig. 4(e) shows the angular error as a function of the view number with fixed σ = 0.5 pixel noise. It can be seen that the proposed method is consistent -the more samples are given, the lower error is achieved -, and converges to the ground truth normal faster than the other methods.
Figs. 4(g), 4(h) and 4(i) compare the robust version of the proposed algorithm to the original one with σ set to 0.1, 0.5 and 1.0 pixels, respectively. For these tests I ∈ [2, 15] views were generated, and 15 − I outliers (random point correspondences and affinities) were added. For example, if I = 10, i.e. 10 inlier and 5 outlier views are given, the outlier percentage is calculated as 1− 10 2 / 15 2 ≈ 0.57. In the figures, the horizontal axis reports the outlier ratio and the vertical one shows the mean angular error of the results. It can be seen that the robust version of the proposed algorithm is able to fully overcome at most 50 − 60% outlier ratio, and significantly reduces the error even for higher noise level.
The mean processing times of the methods are reported in Fig. 4(f) plotted as the function of the view number. Due to the pair-wise parameter calculation, the time demands of all methods show a quadratic trend, however, the proposed one is significantly faster for more views than the competitors, e.g. processing 25 views lasts ≈0.03 seconds in Matlab.
B. Real World Tests
To test the proposed method on real world data we used the publicly available benchmarking datasets of Strecha et al. [23] , Pusztai and Hajder [24] and ETH3D [25] . The dataset 1 of [23] consists of several images of size 3072 × 2048 of buildings. Both the intrinsic and extrinsic parameters are given for all images, the dense point cloud for each scene is obtained using a LiDAR sensor. The images of [24] are captured by a turn-table equipment, the cameras are calibrated and the ground truth point clouds are estimated using a structured light scanner. ETH3D 2 contains image sequences captured by both HD and mobile cameras and 3D point clouds obtained by laser scanner. For all datasets, the ground truth surface normals are estimated using the dense point clouds, fitting a paraboloid to the neighborhood of each point.
Obtaining affine correspondences, the Tree-Based Morse Regions [26] (TBMR) algorithm was applied to extract the 
RELIEF AND (12) TERRACE ARE FROM ETH3D [25] shape of the features. The relative rotation between a pair of matched regions was defined by the dominant gradient directions. In the rest of the evaluation we applied TBMR.
The competitor algorithms are FNE [15] , the method of Kevin Köser [11] , the two-view optimal method (2-Opt), the proposed multi-view algorithm (MV-Opt) and its robust variant (Robust MV-Opt). Table I reports the results of the methods on each test scene (rows). Every block, consisting of four columns, shows the average (AVG) and median (MED) angular errors, their standard deviation (σ ), and the mean processing time of the point-wise computation in milliseconds. The mean and median results on all scenes are reported in the last two rows.
It can be seen that the optimal method without robust estimation (MV-Opt) is more accurate except two cases and, on average, one order of magnitude faster than the competitor algorithms. Even though its errors are the lowest, the difference is not significant, approx. 0.3 degrees. Since the synthesized tests reported larger difference, this means that the outlier percentage is high. Overcoming this problem, the robust algorithm (Robust MV-Opt) obtains twice as accurate surface normals with similar speed as the competitor methods. In Fig. 6 , each row shows the result on a test sequence. The first column is an image from the sequence. The second and third ones show the reconstructed oriented point cloud rendered from different viewpoints.
In practice, the robust algorithm rejects ≈60% of the detected points. For the kept ones, the ratio of the view-pairs considered as inlier is ≈ 70% on average.
C. Application: Improving PMVS2
In this section, we show that combining the proposed normal estimation technique with the state-of-the-art PMVS2 [27] structure-from-motion algorithm is beneficial and leads to superior results. PMVS2 has an initial seed point generation step applied before the dense reconstruction. During this step, it detects feature points and estimates surface normals applying an iterative strategy which minimizes a photo-consistencybased cost function. To demonstrate the accuracy of the proposed method, we replaced this normal estimation step with the proposed one. Each row of Table II is a test sequence. The first block, consisting of four columns, shows the error of the original PMVS2 w.r.t. the ground truth point cloud obtained by a laser scanner. The second block reports the results of PMVS2 combined with the proposed approach. The reported properties are: the mean error of the point cloud (E p , Eucledian distance), its standard deviation (σ p ), the 
BAG ARE FROM [24] angular error of the normals (E n , in degrees) and, finally, its standard deviation (σ n ). It can be seen that combining the proposed estimation technique with PMVS2 leads to more accurate reconstructions both in terms of the quality of the dense point cloud and that of the surface normals.
D. Application: Plane Fitting
In this section, we demonstrate an application as the fitting of planes to an oriented point cloud obtained by the proposed technique. The objective of this section is to show that multimodel fitting algorithms are sensitive to the minimal method they use, e.g. fitting a plane to three points, to estimate the model hypotheses. Therefore, it is more beneficial to fit a plane to an oriented point, i.e. point with normal, than to three nonoriented ones.
We took several photos of buildings having large flat walls, then points are detected by ASIFT and the whole system is calibrated using OpenMVG [28] with a priori intrinsic camera parameters. Points are assigned manually to planes or the outlier class, i.e. points not belonging to any dominant planes, to have a ground truth clustering. The properties of each scene is written in Table IV . We chose PEARL [3] , T-linkage [29] and MFIGP [30] algorithms for multi-model fitting since they have publicly available source codes and can be considered as state-of-the-art techniques. Table III reports the clustering results of each column in Fig. 5 . The first row of the table denotes the test case. The second and third rows show the results of PEARL generating the initial model-hypotheses exploiting the surface normals (1PT) or not (3PT), respectively. The error is the misclassification error (ME), i.e. the ratio of the misclassified points: ME = #Misclassified Points #Points It can be seen that applying PEARL to oriented point clouds leads to the most accurate results in all but one case.
V. CONCLUSION
In this paper, an optimal method is proposed for two-view surface normal estimation, then it is extended to multiple views. The method estimates a normal for each affine correspondence individually, and its robust version is able to deal with approx. 60-70% outlier ratio. It is superior to the state-of-the-art both in synthesized tests and on publicly available real datasets. Comparing with other components of a structure-from-motion pipeline, the technique has negligible time demand despite the pair-wise term since the coefficient computation is efficient and only the obtained polynomial equation has to be solved. Usually limited number of views are given, at most 10−20, where a point can be tracked. Therefore, it is very rare to have problems for which the computation lasts even for a few milliseconds. In our C++ implementation the processing time of 100 views is ≈7 milliseconds. However, aiming at real time capability for thousands of point sequences, both the coefficient calculation for each view and the processing of each point sequence can be parallelized and implemented on GPU straightforwardly. Using the obtained oriented point cloud in PMVS or multi-plane fitting applications is beneficial and leads to significant improvement in accuracy as it is demonstrated experimentally.
APPENDIX LOCAL AFFINITIES FOR ARBITRARY CAMERA MODEL
Suppose that a 3D point P = x y z T lying on a continuous surface S is given by its projections in two images
For the i th image, the projected coordinates u i and v i are determined by the projective functions
T is written in parametric form
It is wellknown in differential geometry [31] that the basis of the tangent plane at point P is written by the partial derivatives of S w.r. 
Locally, around point P, the surface can be approximated by the tangent plane, therefore, the neighboring points in the i th image are written as the first-order Taylor-series as follows:
where [ v, u] T is the translation on surface S, and x, y are the coordinates of the implied translation added to p i . It can be seen that transformation J i mapping the infinitely close vicinity around point p i in the i th image is given as 
Formula a T [n] × b is called the scalar triple product, it equals to n T (b × a). Therefore, the final formula for the local affine transformation is written as
where Eq. 17 describes the relationship of surface normals and local affinities. Since the constraint is to have a projection function differentiable around the observed 3D point, the relationship holds for general camera models. 
