Abstract. For a finite group G, we define an equivariant cobordism category C G d . Objects of the category are (d−1)-dimensional closed smooth G-manifolds and morphisms are smooth d-dimensional equivariant cobordisms. We identify the homotopy type of its classifying space (i.e. geometric realization of its simplicial nerve) as the fixed points of the infinite loop space of an equivariant spectrum.
Introduction
For each finite group G we define the equivariant cobordism category C 
where BDiff G (L, ∂L) denotes the classifying space of Diff G (L, ∂L), the topological group of G-equivariant diffeomorphisms that fix the boundary pointwise, and the disjoint union is over G-manifolds L equipped with an equivariant diffeomorphism ∂L ∼ = M 0 M 1 , one in each equivariant diffeomorphism class relative ∂L.
The main result of this paper identifies the homotopy type of the classifying space (the geometric realization of the nerve):
as the fixed point space of the infinite loop space of a certain orthogonal G-spectrum M T O d . As the special case G = 1 we recover the statement of [GMTW09] determining the homotopy type of the non-equivariant cobordism category. A full description of the two spaces and the map in (1.1) is too technical for an introduction, but let us describe some aspects of it. For a manifold B with trivial action and a smooth closed G-manifold L, a smooth equivariant L-bundle is a smooth bundle E → B where E is equipped with a smooth action of G and the fibers are equivariantly diffeomorphic to L. 
is the homotopy class of (1.2). See Section 2 for details. After giving the necessary definitions in Section 2, we prove (1.1) in Section 3, Section 4 and Section 5. In Section 6, we introduce a version of (1.1) with tangential structures. The input is a space Θ with commuting actions of G and GL d (R). For a G-manifold W , an equivariant Θ-structure is a G × GL d (R)-equivariant map from the frame bundle F r(W ) → Θ. We define the category C G Θ of G-manifolds with Θ-structure, a corresponding spectrum M T Θ, and discuss a generalization of (1.1) in this setting.
Finally, we relate our result to classical notions of equivariant bordism groups in Section 8.
Definitions
First we briefly review the theory of smooth equivariant bundles. For a finite group G, we define equivariant versions ψ d (V, W ) of spaces of manifolds analogous to those in [GRW10] , then define an equivariant version C d of the cobordism category such that the fixed point category C G d recovers the G-bordism category described informally in the introduction. We also give a careful definition of M T O d as an orthogonal G-spectrum. Finally, we describe the equivariant Pontryagin-Thom map BC d → Ω ∞−1 M T O d , which, after taking fixed points becomes the equivalence (1.1).
2.1. Equivariant bundles. We recall some definitions and results about equivariant bundles. First we discuss the general theory, then focus on the case of smooth manifold bundles. The goal in this section is to identify a convenient model for the classifying space of smooth equivariant manifold bundles.
Definition 2.1. Let A be a topological group and G a finite group. We say a bundle p : E → B, with structure group A is a G-A-bundle if E and B are Gspaces, p is G-equivariant and G acts on E via A-bundle maps. This is equivalent to saying that in the associated principal bundle π : P → B, P is a G × A-space and π is G-equivariant.
We will write the action of G on P from the left and the action of A on the right. As discussed in [Las82] and [Bie73] , in order for G-A-bundles to have the right homotopical properties, they need to satisfy a G-local triviality condition. For G finite and B Hausdorff, this can be stated as follows. Note that the homomorphism ρ above is determined up to conjugacy by the action of G b on the fiber p −1 (b). A G-A-bundle being numerable is defined in [Las82, Definition 1.12.5]. For us it will suffice to know that for finite G a G-A bundle satisfying Bierstone's condition with Hausdorff and paracompact base is numerable. We say two G-A principal bundles P 1 and P 2 over B are equivalent if there is a G × A-equivariant homeomorphism P 1 → P 2 over B. Definition 2.3. A universal G-A-bundle is a numerable principal G-A-bundle π : E G A → B G A such that for any G-space B, equivalence classes of numerable principal G-A-bundles over B are in bijective correspondence with [B, B G A] G , the set of equivariant homotopy classes of equivariant maps, and the correspondence is given by pullback of π.
The following theorem gives a characterization of universal bundles (see [Las82, Theorem 2.14]).
We are mainly interested in equivariant manifold bundles, which are defined as follows.
Definition 2.5. Let M be a closed smooth manifold. A G-equivariant manifold bundle is a smooth equivariant map of G-manifolds p : E → B that is a G−Diff(M )-bundle with fiber M , satisfying Bierstone's condition.
We have an analogue of Ehresmann's fibration theorem (see [Ulr88, 1.12] for a proof).
Lemma 2.6 (Ehresmann's lemma). If p : E → B is a G-equivariant proper surjective submersion of smooth G-manifolds, then it is a G-equivariant manifold bundle.
If B G Diff(M ) is a classifying space for principal G − Diff(M ) bundles, then we can describe the homotopy type of the fixed point spaces as follows (see [May96, Theorem VII.2 
.4]).
Lemma 2.7. For any subgroup
where the disjoint union is over conjugacy classes of homomorphisms ρ : H → Diff(M ) and Diff H (M, ρ) is the group of equivariant diffeomorphisms, that is the centralizer C Diff(M) (ρ(H)) of the image under ρ.
For a finite dimensional orthogonal G-representation V and a closed smooth manifold M , let Emb(M, V ) denote the space of embeddings M ֒→ V equipped with the C ∞ topology. This space has an action of Diff(M ) × G where Diff(M ) acts on the right by precomposition and G on the left by postcomposition. Choose a universal G-representation U G , i.e. an infinite dimensional representation containing every finite dimensional representation. Let
where s(U G ) denotes the poset of finite dimensional subrepresentations.
Proposition 2.8. The G-space Emb(M, U G )/Diff(M ) is equivariantly weakly equivalent to the equivariant classifying space B G Diff(M ).
Proof sketch. Let H ≤ G be a subgroup and ρ :
H is weakly contractible by the Mostow-Palais theorem (the equivariant analogue of Whitney embedding). Using Proposition 2.4, this will suffice to finish the proof after establishing the point-set topological conditions discussed in Section 9.
2.2. Spaces of manifolds.
Definition 2.9. For any finite dimensional inner product space V let Ψ d (V ) be the set of closed subsets M ⊂ V which are smooth d-dimensional (not necessarily compact) manifolds without boundary. Consider these as spaces with the topology defined in [GRW10] , which is a C ∞ variant of the compact-open topology (see [Sch17a] for another approach to defining the topology).
The topology on Ψ d (V ) has the following property. For a submersion of manifolds π : E → B and a proper embedding ι over B
We call the map f : B → Ψ d (V ) smooth in the above case, and E is the graph of f . If ϕ : W → V is an isometric embedding of inner product spaces then we have a
, mapping M to its image under ϕ. In particular if G is a finite group and V an orthogonal G-representation, we get an action of G on Ψ d (V ) where fixed points Ψ(V )
G are sets of G-manifolds M equivariantly embedded in V as a closed subset. Now let B be a manifold with trivial action, E a G-manifold with an equivariant submersion π : E → B and V a finite dimensional orthogonal G-representation. If we have an equivariant embedding ι as above, we call the associated continuous G . Note that the topology defined this way agrees with the subspace topology
Definition 2.11. For W a subspace of V , let V − W denote the orthogonal complement, and let
Lemma 2.12. There is an equivariant homotopy equivalence
where the disjoint union is over closed smooth d-dimensional manifolds, one in each diffeomorphism class.
so by Proposition 2.8 the claim follows.
2.3. The embedded cobordism category. First we define the embedded cobordism category C d (V ) for V a finite dimensional orthogonal G-representation. This is a category with strict G-action, i.e. for any g ∈ G we have a functor
, and composition gives equal functors.
Definition 2.13. For a finite dimensional orthogonal G-representation V , the topological category C d (V ) has object space
Morphisms are pairs
where r ∈ R ≥0 (r = 0 only for the identity),
comes from the action on V . Composition is given by concatenation.
For V → W , an equivariant isometric embedding of representations, we have a continuous equivariant functor C d (V ) → C d (W ), which on objects is given by the inclusion ψ d−1 (V, 0) → ψ d−1 (W, 0) and on morphisms given by the inclusion
The precise definition of the cobordism category C G d informally introduced in Section 1 is now as follows.
Definition 2.14. Choose a universal representation U G , and let
where colim UG denotes the colimit taken over the poset of finite dimensional subrepresentations of U G .
Finally, let 
and morphisms are the Thom space
where (imϕ) ⊥ denotes the bundle (ϕ, w) with ϕ ∈ L G (V, W ) and w ∈ (imϕ) ⊥ . An orthogonal G-spectrum is a continuous equivariant functor J G → Top G . Here Top G denotes the category of pointed compactly generated G-spaces and all maps, so Top G is enriched over G-Top.
Definition 2.15. For an orthogonal G-spectrum E, and a universal representation U G of G, let s(U G ) denote the poset of finite dimensional subrepresentations of U G . Then define
where
is the G-space of pointed maps from the representation sphere. When the group and the universe is given in the context, we will write Ω ∞ instead of Ω UG .
Definition 2.16. For an orthogonal spectrum E and a G-representation V , let sh V E be the orthogonal spectrum given by
where Gr d (V ) denotes the Grassmannian of d-planes in V , and ξ ⊥ is the orthogonal complement of the tautological bundle.
To a morphism (ϕ,
. This a parametrized version of the usual PontryaginThom map, described in [Was69, §3] in the the equivariant case. For a finite group G and a universal representation U G , taking colimits we get a G-equivariant map
After taking fixed points this becomes the equivalence of (1.1).
For a smooth function ǫ : M → R >0 , we say that the ǫ-neighborhood of M in V is tubular, if the map i : 
Definition 2.20. For a space X define the path category Path(X) to have object space X and morphisms are pairs (r, p) where r ∈ R ≥0 and p ∈ X [0,r] , the endpoints of the morphism are the endpoints of p. If X has a G-action then Path(X) inherits an action, and X ≃ BPath(X) is a G-homotpy equivalence.
as follows:
where T π(x) (M ) denotes the tangent space of M at π(x), considered as a subspace of V , and x − π(x) is a vector normal to this tangent space. Similarly T π(x) (W ) is the tangent space of W at π(x), considered as a subspace of V ⊕ 1. When V is a G-representation, this functor is equivariant.
Taking classifying spaces we then get a zig-zag
As defined above, the maps are not compatible with passing to higher dimensional representations V → W , instead we get the equivalence of (1.1) as a consequence of the following lemmas, proved in Section 3 and Section 4. Proposition 2.22. There is an equivariant weak equivalence
there is an equivariant weak equivalence
Proposition 2.24. The is an equivariant weak equivalence
These propositions will be proved in Section 3, Section 4 and Section 5 respectively.
Theorem 2.25. The maps defined above result in a zig-zag of equivariant weak equivalences
Theorem 2.26. The maps above induce an equivariant equivalence
Proof. The equivalences in Theorem 2.25 are compatible under isometric embeddings V → W , and hence taking colimits we get the equivalence in our theorem.
This proves our main theorem (1.1) by taking fixed points.
The classifying space of the equivariant cobordism category
As the first step in the proof of Theorem 2.26 we show Proposition 2.22: that for any G-representation V there is an equivariant equivalence
The proof of this is very similar to the non-equivariant case ([GRW10], Section 3). We outline the steps of the proof. In Section 3.1 we introduce the posets 
where e 1 denotes the unit vector in the direction of the trivial representation 1.
3.2. Equivalence of models.
Lemma 3.4. The functor i :
induces a level-wise equivariant equivalence on the nerves.
Proof. This follows from a variant of [GRW10, Lemma 3.4].
For H ≤ G and a space X let f :
H be a continuous map, and
Then there is a homotopy
with f 0 = f , and
• The restriction to X − V is the constant homotopy • The restriction to the complement of π −1 1 (a − 2ǫ, a + 2ǫ) is the constant homotopy The construction of the homotopy in the proof of [GRW10, Lemma 3.4] preserves the property of being in the fixed point space.
We can use the above lemma to solve the lifting problem
, there is a neighborhood x ∈ V x such that the a i are regular values for π 1 : M y → R for any y ∈ V x . Choose ǫ i > 0 so that a i +2ǫ i < a j −2ǫ j whenever i < j. Then fixing a finite cover of D k by open sets U x with U x ⊂ V x and a partition of unity supported on the V x . Patching the homotopies provided by the lemma above we get the required lift. Proof. This is analoguous to the proof of [GRW10, Theorem 3.9 ]. An equivariant homotopy inverse on simplicial nerves is given by the inclusion
Lemma 3.6. The forgetful map u :
is an equivariant weak equivalence.
Proof. The proof is done by showing that for any subgroup H ≤ G and any q ∈ N, we can solve the following lifting problem.
The proof of [GRW10, Theorem 3.10] applies, since it only involves choices of regular values in the trivial summand.
Lemmas 3.4, 3.5 and 3.6 now imply that there is a zig-zag of equivariant equivalences
proving (3.1).
Delooping
The main step in showing Theorem 2.26 will be the proof of Proposition 2.23 in this section.
Definition 4.1. Let V a finite dimensional orthogonal representation of G, W and R subrepresentations of V that are orthogonal to each other. Define equivariant maps
The maps α R (M ) are continuous because of the compact-open nature of the topology on ψ d (V, W + R). These maps are compatible in the sense that if W , R and R ′ are pairwise orthogonal subrepresentations of V , then the following diagram commutes
We show that (4.1) is an equivariant equivalence in the case when R is trivial first, and then in Section 4.2 consider non-trivial R, assuming W contains enough trivial summands. 4.1. Trivial representation. First we show that (4.1) is an equivariant equivalence when R is a one dimensional trivial representation. The proof is very similar to the non-equivariant case, although more care is needed to treat connected components.
Throughout this section W is a trivial representation, dim(W ) ≥ 1 and R is a fixed trivial one dimensional subrepresentation of V orthogonal to W . Choose a unit vector e R spanning R, and let π R : V → R denote projection onto R ∼ = R (so π R (e R ) = 1).
Similarly to Section 3.1, we start by introducing topological monoid and poset models M d (V, W ) and
, and our statement will follow from a zig-zag of equivariant equivalences
be the topological monoid whose space of elements is the subspace
We have an inclusion
Proof. We can write down a homotopy inverse
where ϕ a is the linear scaling of V in the direction of R, mapping a to 1. 
and such that N is cylindrical near V × {0, 1}.
If V contains a trivial summand R, then N H d ( V ) becomes a monoid, with composition given as follows. Choose a unit vector e R . If
is a manifold, and is still H-invariant, since R is trivial. Rescaling M to be contained in D 1 ( V ) gives a representative for the composite. The usual construction (see [GRW10, Corollary 3 .11] for example) of embedding
Lemma 4.5. For any H ≤ G, there is an isomorphism of monoids
H is a group.
Proof. We prove the statement for π 0 ψ d (V, W ) H and note that composition is given by disjoint union on both sides. Define a map ϕ :
To see this is well-defined, first choose a one dimensional subspace Span(w) of W (recall that we are assuming
H , by Sard's theorem we can choose x ∈ W , a regular value of the projection π W : L → W , and consider
H with endpoints M 1 × W and M 2 × W . Up to homotopy we can assume by Lemma 2.10, that the graph Γ f ⊂ [0, 1] × V is a smooth H-invariant manifold. Then taking the preimage of a regular value w of the projection Γ f → W , gives a cobordism between M 1 and M 2 .
Corollary 4.6. The map
H is grouplike by Lemma 4.5, hence
H , which proves (4.2) is a weak equivalence on H fixed points for any subgroup H ≤ G.
Definition 4.7. Let P d (V, W ) be the topological poset with object space
Definition 4.8. Define a functor p : 
Lemma 4.9. The functor p :
induces a levelwise equivariant equivalence on the nerves.
Proof. This proof is analoguous to the proof of Lemma 3.5. An equivariant homotopy inverse is given by the inclusion
Since u is equivariant and BP d (V, W ) is G-connected, for any subgroup H ≤ G, taking fixed points we get maps Remark 4.11. In Lemma 4.10 it is important to take a component of the fixed points (rather than fixed points of a component), because the group
is not necessarily trivial.
Proof. Indeed, we can identify
where υ is the map forgetting the action. The following is an example when this kernel is non-trivial. Let G = Z/2, σ be the sign representation. For a Grepresentation V let P(V ) be the associated projective space. Then the manifold P(1 ⊕ σ) P(1 ⊕ 1) is null-bordant but not equivariantly so, giving a non-trivial element in the kernel (cf. [Sin02] ).
Corollary 4.12. The map
is an equivariant equivalence.
Proof. We need to show Ωu is a weak equivalence on H-fixed points for all H ≤ G. This is true, since Ωψ
, and so we can apply Lemma 4.10.
Thus we get (4.1) from the following sequence of equivariant equivalences:
4.2. Non-trivial representations. The main goal of this section is to prove the following.
Proposition 4.13. The map α R :
The method of the proof is originally due to Segal ([Seg87]), later refined by Shimakawa ([Shi89] ) and Blumberg ([Blu06] ). It would be interesting to see if the equivariant loops space machine of [CW85] or [MMO17] could be applied. For the purposes of this paper, we found it easier to give a direct proof using monoidal bar constructions.
The outline of this section is as follows: first, we describe the scanning map which relates spaces of manifolds to mapping spaces. Then we reduce the statement from the loop space (i.e. based maps from S R ) to a statement about unbased maps from the unit sphere S(R). This allows us to argue locally and finish our proof by an inductive statement using an equivariant triangulation of S(R). Throughout this section we repeatedly use the idea of computing homotopy fibers via identifying spaces with various bar constructions.
Let π R : V → R denote orthogonal projection. Let D r,c (V ) ⊂ V denote the open disk, in the orthogonal G-representation V , of radius r > 0 and centered at c ∈ R (or at the origin if c is omitted).
For the rest of this section, fix ǫ = 1/2. (In fact any 0 < ǫ < 1 works for the proof. When talking about scanning maps, we often think of ǫ being small, hence the notation.)
Define the scanning map
, where res denotes restriction to D ǫ,c (R) ⊂ C ǫ , and τ c denotes translation to the origin. That is t c : R → R is given by
For a subset C ⊂ R we will write C to denote the closure of C in R. Let S(R) ǫ be the open ǫ-neighborhood of the unit sphere S(R) in R, i.e. S(R) ǫ = {v ∈ R | 1 − ǫ < |v| < 1 + ǫ}. We have the following commutative diagram:
Here the top map is clearly an equivalence. Our goal for the rest of this section is to prove in Section 4.5 that the bottom map is also an equivariant equivalence, after discussing some prerequisites in Section 4.3 and Section 4.4. Finally, we show in Section 4.6 that the induced map between the homotopy fibers of the vertical maps in (4.4) can be identified up to equivariant homotopy equivalence with
, which is therefore also an equivariant equivalence. This will conclude the proof of Proposition 4.13 and thus our main theorem.
Equivariant bar constructions.
In order to prove the statements above, we use bar construction models for certain spaces of manifolds. For these to be useful, we need to discuss some general properties of topological monoids with group actions. By a G-space we shall mean a topological space with a continuous left G-action. We consider actions of topological G-monoids on G-spaces (note that in the following the group G always acts on the left, but the monoid M can act on either side). If M acts on the G-space Y from the left, we say the action is equivariant if g(my) = (gm)(gy) for any g ∈ G, m ∈ M and y ∈ Y .
Similarly if M acts on the G-space X from the right, we say the action is equivariant if g(xm) = (gx)(gm) for any g ∈ G, m ∈ M and x ∈ X.
If M is a topological G-monoid, then the fixed point space M H is a topological monoid for any H ≤ G.
Definition 4.17. We say the topological G-monoid M is grouplike if M H is grouplike (i.e. π 0 M H is a group) for all H ≤ G. Note that M being a G-monoid and the actions being equivariant guarantee that all the face and degeneracy maps are equivariant, so B(X, M, Y ) has a natural Gaction.
We can identify the fixed points B(X, M, Y ) is G-homotopy cartesian.
Proof. Taking the path space model of homotopy fiber commutes with fixed points, hence hofib(p) H = hofib(p H ). Since M H is grouplike, the map
is a quasifibration, i.e. X H → hofib(p H ) is a weak equivalence (by [Seg74, Proposition 1.6]). 4.4. Homotopy sheaves. In our proof it will be convenient to use the following special case of a "homotopy sheaf" property of the spaces Ψ 
where Q is a smooth G-manifold and R has trivial action. Assume further that δ extends to a map δ :
Then the square of restrictions
is G-homotopy cartesian.
In order to prove Proposition 4.20, we want to apply Lemma 4.19 to suitable bar construction models. Below we describe the constructions needed, using the notation from Proposition 4.20
For a ∈ R, define the shifting map sh a :
Definition 4.21. Let M be the following topological G-monoid. Elements are a 1 ) and (M 2 , a 2 ) is given by (M, a) where
Lemma 4.22. Let M be as above and assume dim( 
Then the monoid M acts on X equivariantly from the right the following way. If x = (M 1 , a 1 ) ∈ X and m = (M 2 , a 2 ) ∈ M then xm = (M, a) where 
Proof of Proposition 4.20. As described in Lemma 4.32, we can define zigzags of equivariant equivalences
such that the corresponding cube
commutes. Then by Lemma 4.19 the left hand face of the cube is homotopy cartesian, hence so is the right.
To define the zig-zag, similarly as before, we define intermediate posets to compare the bar constructions with spaces of manifolds.
Definition 4.25. Let P be the following topological poset. Objects are pairs
We have restriction functors
We'll use the classifying spaces of these posets to approximate between the bar constructions and spaces of manifolds.
Definition 4.26. Let P → M the the functor given as follows. Every object of P maps to the unique object in M.
Lemma 4.27. The functor P → M induces a levelwise equivariant equivalence on the nerves.
The homotopy to the identity can be described similarly to Lemma 4.9.
Definition 4.28. Let N • P X → N • (X, M, * ) be the simplicial map given by
Lemma 4.29. The map N • P X → N • (X, M, * ) is a levelwise equivariant equivalence.
Proof. The proof is completely analoguous to Lemma 4.27.
Analogously to Definition 4.28 we can write down simplicial maps between the nerves
which are levelwise equivariant homotopy equivalences. The maps are given by taking the slices of M ∈ N • P and shifting them to be elements of M. The levelwise inverses are given by inclusions as in Lemma 4.27.
Definition 4.30. Define the forgetful maps
Lemma 4.31. The forgetful maps in Definition 4.30 are equivariant weak equivalences.
Proof. The proof is similar to Lemma 4.10, we sketch the argument here in the case of BP. The main difference is that our goal in this case will be to find paths of manifolds that are at their endpoint disjoint from certain submanifolds π −1 R δ −1 (a i ) (describing points in BP). For each H ≤ G we consider the lifting problem
. By Sard's theorem there is a regular value
H starting from f (x) for x ∈ U i and ending in a manifold M To summarize, we have the following commuting diagram.
Lemma 4.32. The diagram below commutes and all the horizontal maps are equivariant equivalences. 
We will show by induction that Statement 4.34 holds for certain open subsets of O ⊂ S(R), including O = S(R), which then proves Lemma 4.33.
Choose a smooth equivariant triangulation of the sphere S(V ) (see [Ill78] for details). By subdividing if necessary, we can assume that the star of each simplex either coincides with or is disjoint from its translates by elements of the group G. Let Λ denote the set of all simplices. The sphere S(V ) is covered by the open stars C α = star(α) of the simplices α ∈ Λ of the triangulation, that is
This is a collection {C α } α∈Λ of contractible open subsets of S(V ), closed under intersection.
We can now build S(V ) by inductively attaching orbits of simplices, as explained in Lemma 4.35, the detailed proof of which occupies the rest of this section.
Using the notation from the proof above, we will show the following.
Lemma 4.35. Let Γ ⊂ Λ be a subset that satisfies (i) Γ is G-stable (i.e. if α ∈ Γ then gα ∈ Γ for any g ∈ G)
(ii) Γ is closed under passing to higher dimensional simplices (i.e. if α ∈ Γ and α is a face of β then β ∈ Γ)
Then Statement 4.34 holds for the open subset O Γ .
Proof. The proof is by induction on the number of simplices in Γ. First we prove Statement 4.34 when Γ is the orbit of a single simplex. In this
K is uniquely determined by its restriction to D(R). O Γ ′ ∩ O Gσ = O Θ for Θ the union of all simplices α that strictly contain gσ for some g ∈ G. Then Θ ⊂ Γ by (ii), and the induction hypothesis also applies to Θ.
We now get a commutative square of restriction maps R) ) is also G-homotopy cartesian. Since Statement 4.34 holds for the three corners with Γ ′ , Gσ and Θ, it also holds for Γ, completing the induction. To see that Proposition 4.20 applies, we can define the function
as follows. The closed star of a simplex α is the join star(α) = α * link(α), so we have a "join coordinate" t :
4.6. Finishing the proof. The right vertical map in (4.4) is a fibration with fiber Ω R ψ d (V, W + R). Our main goal in this section is to prove that the map
from Proposition 4.13 is an equivariant equivalence. We can apply Lemma 4.32 to
, we only consider the front faces of the cubes in Lemma 4.32:
For the function δ : O 1 → (−∞, +∞) from Proposition 4.20, we can take distance from the origin in R: r :
. Then in the case above X is the space of pairs (M, a) such that a ∈ (1, 1 + ǫ) and M ∈ ψ 
Composing the two diagrams above and investigating the fibers and homotopy fibers, we end up with the following diagram.
Here each column has the form fib(p) → hofib(p) → A p − → B, and the horizontal arrows are (composites of) maps defined above. This shows that scan is an equivariant equivalence.
The following lemma allows us to relate our results to the map α R , and thus finishing the proof of Proposition 4.13.
Lemma 4.36. The diagram
commutes up to equivariant homotopy.
Proof. For r ∈ R let v r = r 1+ r . Let T t,r : R → R be given by
Define ϕ t,r = T t,r ⊕ id V −R : V → V , and consider the equivariant homotopy
given by (r, M, t) → ϕ −1 t,r (M ). Taking the adjoint of this homotopy proves the claim.
Spaces of manifolds and affine Grassmanians
As the final ingredient to Theorem 2.26, we prove Proposition 2.24. That is, we construct an equivariant equivalence
between the space of unbounded manifolds in V and the affine Grassmanian of d-planes in V .
Recall that 
are all equivariant equivalences. The spaces q −1 (U 0 ) and U 0 are both equivariantly contractible. For M ∈ U H 1 , notice that the unique closest point p ∈ M must be contained in V H (since any point in the orbit of p is closest to the origin), hence the deformation retraction described in [Gal11, Lemma 6.1.] remains inside the fixed point space. The same applies to the restriction to U 01 .
Tangential structures
In this section we briefly discuss a variant of Theorem 2.26 involving tangential structures. For trivial G this is discussed in [GMTW09, Section 5].
Let M be a d-dimensional smooth manifold, G a finite group. Write Definition 6.1. Let Θ be a space with a left action of
The following is the definition of the equivariant cobordism category of manifolds with tangential structures. The homotopy type of morphism spaces may be described as
where the disjoint union is over diffeomorphism classes of smooth equivariant cobordisms L with Θ-structures between M 0 and M 1 . Let Diff G (L, ∂L) denote the topological group of equivariant diffeomorphisms that restrict to the identity in a neighborhood of ∂L, and BDiff 
The structure maps are defined analogously to Definition 2.17.
We have a version of our main theorem (1.1), generalized to include tangential structures. The special case Θ = { * } recovers the original (unoriented) statement (1.1).
Theorem 6.4. The classifying space of the equivariant cobordism category with Θ-structures is weakly equivalent to the fixed point space of the shifted infinite loop space of M T Θ:
Similarly to the unoriented case, this is the fixed point level statement of the following.
Theorem 6.5. There is an equivariant equivalence
The embedded cobordism categories C Θ (V ) are defined similarly to the unoriented case. We also have analogues of spaces of manifolds. Our proof of the main theorem generalizes to the case of tangential structures, since we can canonically carry the Θ-structures along diffeomorphisms and restrict them to submanifolds when necessary.
Examples
We discuss some special cases of Theorem 6.4 for various tangential structures.
Example 7.1. Orientation reversing action. Let G = Z/2 and Θ = {−1, +1}, where GL d acts on Θ via the determinant, and G acts on Θ by transposition. In this case Θ-manifolds are manifolds with an orientation reversing involution. The spectrum M T O 0 = S G is the G-equivariant sphere spectrum, and Theorem 6.4 specializes to the following theorem, due to Guillou and May.
Theorem 7.3 (Equivariant Barratt-Priddy-Quillen Theorem, [GM17] ). There is a weak equivalence of spaces
More generally we can consider the case of 0-manifolds for any G-space Θ, and get a weak equivalence
where Map G (A, Θ) is the space of G-equivariant maps and Map G (A, Θ) Σ A is the homotopy quotient Map G (A, Θ) × ΣA EΣ A .
Example 7.4. Action on frames. Let ρ : G → GL d be a representation of G, and let Θ = GL d where GL d acts by left multiplication and G acts via ρ. In this case Θ-manifolds are framed manifolds, with G acting via ρ on the framing of M G . Note that with this action
Example 7.5. Orientation preserving action. Let G be any finite group and let Θ = {−1, +1}, where GL d acts on Θ via the determinant, and G acts on Θ trivially. In this case Θ-manifolds are manifolds with an orientation preserving action. Write M T SO d for the resulting G-spectrum.
In joint work between GS and Bena Tshishiku, we computed the rational cohomology of the fixed points of the infinite loop space of M T SO d (from Example 7.5). 
The results of this paper can be related to equivariant bordism via the following Theorem 8.1. The G-equivariant homotopy groups of mO are related to By the equivariant Whitney embedding theorem we also have
So we recover (8.1) as a consequence of (1.1) and Theorem 8.1. 
where ξ is the tautological |V |-dimensional bundle over the Grassmanian.
Note that this is different from the spectrum M O G of [May96, XV.2] defined in terms of Thom spaces over Gr |V | (V ⊕ V ). Definition 8.3. For an orthogonal G-spectrum E and a G-representation W let the shift sh W E be the spectrum given by sh W E(V ) = E(V ⊕ W ) (in fact sh W E ≃ Σ W E). We will abbreviate sh R d as sh d .
Definition 8.4. Let p : sh d M T O d → mO be the following map of orthogonal Gspectra. The map is induced by the maps of bundles
mO. This will be a consequence of Lemma 8.7 below. In fact, we may define maps 
−⊕R
Then from Theorem 8.1 we get mO as the colimit of the filtration
We can identify the filtration quotients in (8.2) via the following lemma (cf. [GMTW09, Proposition 3.1] and [Sch17b, Theorem VI.2.16]).
Lemma 8.7. There is a cofiber sequence of orthogonal spectra
Proof. We can follow the proof of [GMTW09, Proposition 3.1]. For any two Gequivariant vector bundles E and F over the same base G-space B, there is a G-cofiber sequence
where p : S(F ) → B is the bundle projection of the sphere bundle.
Apply (8.3) to B = Gr d (V ⊕ 1), F V = ξ and E V = ξ ⊥ (the tautological bundle and its orthogonal complement), to get the cofiber sequence of G-spaces
The Thom spaces Th(p * E V ) for varying V assemble into an orthogonal spectrum Th(p * E) that is equivalent to M T O d−1 for the following reason. Consider the G-fiber sequence Lie groups) . Let G be a compact Lie group. Our definitions in Section 2, and hence both sides of our main theorem (1.1) make sense in this case as well. We have not pursued to what extent our results may generalize, but we offer the following remarks.
As discussed above the classical result on geometric equivariant bordism can be recovered by taking π 0 of both sides in (1.1). As explained in [Sch17b, 6.2.33], (8.1) fails e.g. for G = SU (2), showing that (1.1) cannot be true for SU (2).
Based on these π 0 investigations, (1.1) could be true when G is a product of a finite group and a torus. However, our methods do not generalize to this case, in particular the unstable statement Theorem 2.25 fails also for G = S 1 .
Proof. This follows from an example pointed out in [Seg87] : let G = S 1 , d = 0 and let V be R 3 with G acting by rotation around an axis. Then there is a G-cofibration sequence
and hence for any G-space X a fibration sequence
Taking X = S V this shows that
For the representation V above and taking d = 0 we have ΩBC d (V ) G ≃ Z, since G-equivariant configurations of points in V are configurations of points on V G = R. This shows failure of Theorem 2.25, since by taking loops of fixed points on both sides we get
The goal of the appendix is to fill in some point-set topological details needed in the proof of Proposition 2.8. For a topological group A and a finite group G, we will discuss some general condition under which a space is weakly equivalent to the classifying space B G A, then demonstrate how these results apply to the space Emb(M, U G )/Diff(M ).
Throughout this section we assume G acts on the left and A acts on the right, and that the two actions commute. This is equivalent to a left action of G × A via x → gxa −1 . Following [May96, VII.2], consider the sequence
Let F be the family of subgroups H ≤ G × A such that H ∩ i(A) = {e}. For any such subgroup H, q| H : H → G is injective, so we can consider H as a subgroup of G, in particular H is finite, and we have a homomorphism ρ : H → A given by the projection onto the second factor of G × A.
Recall that the universal G × A-space EF is characterized by the properties (1) For H ∈ F we have EF H ≃ * (2) For H ∈ F we have EF H = ∅. is H-equivariant and we can take
The rest of the proof in [BRF81] applies verbatim.
This means that the principal G-Diff(M ) bundle Emb(M, N ) → U (M, N ) has continuous local equivariant slices, and hence satisfies Bierstone's condition (cf. [Las82, Lemma 1.4]). Thus we can apply Proposition 9.3 to the diagram of bundles Emb(M, V ) → U (M, V ) indexed over the poset s(U G ) of finite dimensional subrepresentations of U G , and conclude that U (M, U G ) is weakly equivalent to B G Diff(M ), thus finishing the proof of Proposition 2.8.
