Abstract. It was conjectured by Escobar [J. Funct. Anal. 165 (1999), 101-116] that for an n-dimensional (n ≥ 3) smooth compact Riemannian manifold with boundary, which has nonnegative Ricci curvature and boundary principal curvatures bounded below by c > 0, the first nonzero Steklov eigenvalue is greater than or equal to c with equality holding only on isometrically Euclidean balls with radius 1/c. In this paper, we confirm this conjecture in the case of nonnegative sectional curvature. The proof is based on a combination of Qiu-Xia's weighted Reilly type formula with a special choice of the weight function depending on the distance function to the boundary, as well as a generalized Pohozaev type identity.
Introduction
Let (Ω n , g) be an n-dimensional (n ≥ 2) smooth compact connected Riemannian manifold with boundary Σ = ∂Ω. We are interested in the Steklov eigenvalue problem on Ω, introduced by Steklov in 1895 (see [17] , [31] ):
   ∆f = 0, in Ω, ∂f ∂ν = σf, on Σ,
where ∆ denotes the Laplace-Beltrami operator of Ω and ν is the outward unit normal along Σ. Equivalently, the Steklov eigenvalues constitute the spectrum of the Dirichletto-Neumann map Λ :
where Hf is the harmonic extension of f to the interior of Ω. The Dirichlet-to-Neumann map Λ is a first-order elliptic pseudo-differential operator [32, pp. 37-38] and its spectrum is nonnegative, discrete and unbounded (counted with multiplicities): 0 = σ 0 < σ 1 ≤ σ 2 ≤ · · · ր +∞.
A standard variational principle for the first nonzero Steklov eigenvalue is given by
We refer to the excellent survey [6] for an account of the Steklov eigenvalue problem.
In this paper we are mainly concerned with the sharp lower bound for the first nonzero Steklov eigenvalue σ 1 .
Sharp lower bound of the first nonzero Steklov eigenvalue.
In 1970, Payne [24] proved that for a convex planar domain Ω ⊂ R 2 whose boundary curve has its geodesic curvature ≥ c > 0, its first nonzero Steklov eigenvalue satisfies σ 1 ≥ c with equality holding only for a round disk with radius 1/c. This sharp lower bound for σ 1 has been generalized by Escobar [3] to non-negatively curved 2-dimensional manifolds. Both of Payne's and Escobar's approaches, which are based on the maximum principle, work only for the 2-dimensional case. In higher dimensions, a non-sharp lower bound σ 1 > c/2 has been established by Escobar [3] for n-dimensional manifolds with nonnegative Ricci curvature and boundary principal curvatures ≥ c by using Reilly's formula [30] . Based on the above results, Escobar raised the following conjecture in 1999.
Escobar's Conjecture [4] . Let (Ω n , g) be an n-dimensional (n ≥ 3) smooth compact connected Riemannian manifold with boundary Σ = ∂Ω. Assume that Ric g ≥ 0, and h ≥ cg Σ > 0 on Σ.
Then σ 1 ≥ c with equality holding only for a Euclidean ball of radius 1/c.
Here and throughout the paper, we denote by Ric g the Ricci curvature 2-tensor for (Ω, g) and by h the second fundamental form of Σ. For notational simplicity, we use Ric g ≥ 0, Sect g ≥ 0 and h ≥ cg Σ to indicate that (Ω, g) has nonnegative Ricci curvature, nonnegative sectional curvature and Σ has its principal curvatures ≥ c respectively.
There has been little progress since Escobar raised this conjecture. Montaño [21] showed in 2013 that the conjecture is true for rotationally symmetric metrics (see [36] for a different proof). In fact, there is not much difference in techniques between 2-dimensional general metrics and higher dimensional rotationally symmetric metrics. He also checked in [22] that Escobar's conjecture is true for Euclidean ellipsoids.
In this paper, we confirm Escobar's conjecture for manifolds with nonnegative sectional curvature. Theorem 1. Let (Ω n , g) be an n-dimensional (n ≥ 2) smooth compact connected Riemannian manifold with boundary Σ = ∂Ω. Assume that
Then the first nonzero Steklov eigenvalue σ 1 for Ω satisfies
with equality if and only if Ω is isometric to a Euclidean ball with radius 1/c.
A special case is when Ω is a bounded domain in R n . We list it below separately because of its significance.
Theorem 2.
Let Ω ⊂ R n (n ≥ 2) be a smooth bounded domain in R n . Assume that the principal curvatures of Σ = ∂Ω are bounded below by c > 0. Then the first nonzero Steklov eigenvalue σ 1 for Ω satisfies
with equality if and only if Ω is a Euclidean ball with radius 1/c.
In addition, in view of the variational characterization (2) for σ 1 , our result is equivalent to a sharp Poincaré-trace inequality. It is also worth mentioning that our result can be viewed as a sharp lower bound of the fundamental gap for the Steklov eigenvalue problem (noting σ 1 − σ 0 = σ 1 ); for the sharp lower bounds on the fundamental gaps of the Dirichlet and the Neumann eigenvalue problems, we refer to [1, 16, 25, 38] .
We use a method which is totally based on integral identities and inequalities to prove Theorem 1. In particular, the proof has two main ingredients. One is a weighted Reilly type formula proved by Qiu and the first-named author [28] , with a special choice of the weight function
where ρ = dist(·, Σ) is the distance function to Σ. The other is a generalized Pohozaev type identity proved by Provenzano-Stubbe [27] for Euclidean domains and by the second-named author [35] for general manifolds, with a special choice of the gradient vector field ∇V in the identity. Remarkably, in spite of the use of weighted Reilly type formula, after using the Hessian comparison theorem, we arrive at two key inequalities (20) and (21), establishing the relations among the interior Dirichlet integral, the boundary Dirichlet integral and the boundary L 2 norm of the normal derivative for f , which does not involve the weight function V . Our argument works for all dimensions.
Hence it also provides a new proof for the 2-dimensional case. For our purpose, the crucial property of V is the following Hessian comparison result. The curvature condition (3) implies that
holds true away from Cut(Σ), the cut locus of Σ in Ω. This follows directly from the Hessian comparison theorem for ρ = dist(·, Σ) by Heintze-Karcher [10] . Moreover, Kasue [14] proved that (5) holds true throughout Ω in the weak sense of Wu [34] . Since the weight function V is only Lipschitz continuous on Cut(Σ), in order to apply QiuXia's weighted Reilly type formula and the generalized Pohozaev type identity, we have to make a smooth approximation V ε ∈ C ∞ (Ω) of V . Fortunately, we are able to choose a Greene-Wu type smooth approximation V ε of V which is identical to V near Σ and satisfies ∇ 2 V ε ≤ −(c − ε)g for any small ε > 0. This is the main technical part in the proof.
1.2.
Relation for the spectra of two eigenvalue problems.
As a byproduct of our argument, we are able to provide some new results on the comparison between the spectrum of the Steklov eigenvalue problem on (Ω, g) and that of the Laplacian eigenvalue problem on its boundary Σ.
Let ∆ Σ denote the Laplace-Beltrami operator acting on smooth functions on Σ. The spectrum of Σ (for ∆ Σ ) consists of an increasing discrete sequence of nonnegative eigenvalues (counted with multiplicities)
There are various types of comparison between the Steklov eigenvalue σ j and the Laplacian eigenvalue λ j . See e.g. [4, 13, 27, 33, 35] and the references therein. Among them the most relevant works to our result here are Q. Wang and C. Xia's [33] and M. Karpukhin's [13] .
Q. Wang and C. Xia [33] proved that for Riemannian manifolds of dimension n ≥ 2 with Ric g ≥ 0 and boundary principal curvatures ≥ c, there holds
with equality holding only for Euclidean balls with radius 1/c. Recently, based on the previous results of Raulot-Savo [29] and Yang-Yu [37] on estimates of the Steklov eigenvalue for differential forms, M. Karpukhin [13] showed that for Riemannian manifolds of dimension n ≥ 3 with nonnegative second Weitzenböck curvature W [2] and boundary (n − 2)-curvature ≥ (n − 2)c, there holds for j ≥ 1,
See [13] for the precise definitions of the Weitzenböck curvature and the boundary (n − 2)-curvature. In this paper we add new results of the same type for Riemannian manifolds of nonnegative sectional curvature and strictly convex boundary. Precisely, we prove Theorem 3 below. Theorem 3. Let (Ω n , g) be as in Theorem 1. Then the first nonzero Steklov eigenvalue σ 1 for Ω and the first nonzero eigenvalue λ 1 for Σ satisfy
with equality if and only if Ω is isometric to a Euclidean ball with radius 1/c. Moreover, the jth Steklov eigenvalue σ j for Ω and the jth eigenvalue λ j for Σ satisfy
For 2 ≤ j ≤ n, the equality in (10) is achieved by Euclidean balls with radius 1/c.
Remark 4.
By the results in [11, 15] , any compact Riemannian manifold with nonnegative Ricci curvature and strictly mean convex boundary must have only one boundary component. So the boundary Σ of the Riemannian manifold Ω in Theorem 3 is connected, which shows that 0 is an eigenvalue for ∆ Σ of multiplicity one.
Remark 5. Let us compare Theorem 3 with Wang-Xia's (6) and Karpukhin's (7) and (8) . First, compared with Wang-Xia's (6), our estimate (9) is better; however, note that our assumption Sect g ≥ 0 is stronger than theirs, Ric g ≥ 0. Second, for n = 3, due to the duality induced by the Hodge * -operator,
So in this case our assumption Sect g ≥ 0 is stronger than Karpukhin's W [2] ≥ 0 (the boundary assumptions are the same), while our estimates (9) and (10) are better than his (8). For n ≥ 4, our (9) and (10) are the same as Karpukhin's (7). Nevertheless, in this case, to the best of our knowledge there is no direct relation between Sect g ≥ 0 and W [2] ≥ 0. For instance, when n = 4, the condition W [2] ≥ 0 is equivalent to the isotropic curvature being nonnegative. (The concept of isotropic curvature was introduced by Micallef-Moore [19] and the relation between nonnegative W [2] and nonnegative isotropic curvature was investigated by Micallef-Wang [20] and others; see e.g. Thm. 2.1 (a) in [20] , Chap. 9 in [26] , or Prop. 3.3 in [23] .) On the other hand, the conditions of nonnegative sectional curvature and nonnegative isotropic curvature are not mutually inclusive. It is well-known that the Fubini-Study metric on the complex projective space CP 2 has sectional curvature lying in [1, 4] and has nonnegative isotropic curvature but not positive isotropic curvature; see e.g. [20] . Therefore, a small perturbation of the Fubini-Study metric on CP 2 yields an example which satisfies Sect g ≥ 0 but admits negative isotropic curvature somewhere.
The proof of Theorem 3 is based on Qiu-Xia's weighted Reilly type formula [28] with the same choice of the weight function V as in Theorem 1.
The rest of the paper is structured as follows. In Section 2 we recall two integral formulas. One is the Qiu-Xia's weighted Reilly type formula, and the other is a generalized Pohozaev type identity. In Section 3, we first recall the Hessian comparison of the distance function to the boundary and then carry out a smoothing procedure on the weight function V defined in (4) . In Section 4 we present the proofs of Theorems 1 and 3.
Weighted Reilly formula and Pohozaev identity
At the beginning of this section, we fix our notations. Let (Ω n , g) be an n-dimensional compact Riemannian manifold with smooth boundary Σ. Let g Σ be the induced metric of Σ. We use ·, · to denote the inner product with respect to both g and g Σ when no confusion occurs. We denote by ∇, ∆ and ∇ 2 the gradient, the Laplacian and the Hessian on Ω respectively, while by ∇ Σ and ∆ Σ the gradient and the Laplacian on Σ respectively. Let ν be the unit outward normal of Σ. We denote by h(X, Y ) = g(∇ X ν, Y ) and H = tr g Σ h the second fundamental form and the mean curvature of Σ respectively. Let dv and da be the canonical volume element of Ω and Σ respectively. Let Ric g be the Ricci curvature tensor of Ω.
We recall the following weighted Reilly type formula proved by Qiu and the firstnamed author (See [28, Thm. 1.1] in the case K = 0).
Proposition 6 ( [28]
). For two smooth functions f and V on Ω, we have
We also need the following generalized Pohozaev type identity (see [35, Lem. 9] ).
Proposition 7 ( [27, 35] ). For a smooth vector field X and a harmonic function f on Ω, we have
3. Distance function to the boundary
In this section, we study the distance function to the boundary and its Greene-Wu type smooth approximation.
Hessian comparison of the distance function to the boundary.
Following the terminology of [34] and [14] , for any continuous function f ∈ C(Ω), we introduce an extended real number Cf (x; X) for a point x ∈ Ω and X ∈ T x Ω by
When f ∈ C 2 , we have Cf (x; X) = ∇ 2 f | x (X, X).
Define the distance function to the boundary Σ by
The distance function ρ is smooth away from the cut locus Cut(Σ) of Σ. Recall that Cut(Σ) is defined to be the set of all cut points and a cut point is the first point on a normal geodesic initiating from the boundary Σ at which this geodesic fails to minimize uniquely for the distance function ρ. In other words, for x ∈ Σ, consider the arc-length parametrized geodesic γ x (t) = exp x (−tν(x)) (t ≥ 0). Then γ x (t 0 ) ∈ Cut(Σ) for
The set Cut(Σ) is known to have zero n-dimensional Hausdorff measure; see e.g. [12, Thm. B]. In addition, under the curvature conditions (3), we have
See e.g. [18] . We recall the following Hessian comparison theorem for the distance function ρ ( [14, Thm. 2.31]).
→ Ω be a unit speed geodesic joining Σ and x such that dist(γ(t), Σ) = t for t ∈ [0, l] and γ(l) = x. Then for X ∈ T x Ω, we have
where
Here K(t) is a lower bound of the sectional curvature at γ(t) of the planes containing γ ′ (t) and c is a lower bound of the principal curvatures of Σ at γ(0).
We shall apply the above theorem to −V (ρ), where V (ρ) is given by
It is easy to see that V > 0 and −V is a non-increasing function thanks to (14) . We remark that V (ρ) should be compared with the function η defined in [27] and [35] which also depends on the distance function ρ to the boundary. First, η is defined only on a tubular neighborhood of the boundary, while V is on the whole Ω. Second, the η which can be compared, is defined for Riemannian manifolds with nonpositive sectional curvature, while V is for those with nonnegative sectional curvature. By choosing K(t) = 0 and Θ(t) = 1 − ct in Theorem 8, and noting that V ′ (ρ) = Θ(ρ), we find the following comparison for −V . Proposition 9. Let (Ω, g) be as in Theorem 1 and V be defined by (15) . Then
for any x ∈ Ω and any unit vector X ∈ T x Ω.
Smoothing of the distance function.
We shall use (11) and (12) with V involved. However, the function V (ρ) is not smooth on Cut(Σ) so that we cannot apply (11) and (12) directly to V . To overcome this problem, we construct a smooth Greene-Wu type approximation by the Riemannian convolution and a gluing procedure. More precisely, we have the following result.
Proposition 10. Fix a neighborhood C of Cut(Σ) in Ω. Then for any ε > 0, there exists a smooth nonnegative function V ε on Ω such that V ε = V on Ω \ C and
The remaining of this section is devoted to the proof of Proposition 10. For notational convenience, let us write O 2 for C and choose two other neighborhoods O 1 and O 3 of Cut(Σ) such that
where "A ⊂⊂ B" for two sets A and B means "A ⊂ B". We shall first mollify V on O 3 by the standard Riemannian convolution.
Recall that the Riemannian convolution, introduced by Greene and Wu [7] [8] [9] , is defined by
where µ x is the Lebesgue measure on T x M determined by the Riemannian metric g at x and θ is a smooth nonnegative function on R with support in [−1, 1] which is a positive constant in a neighborhood of 0 and satisfies
In the following we assume τ < dist(O 3 , Σ). So we get a smooth function V τ on O 3 . Next recall the following definition of convexity for continuous functions. 
Using this definition, we can prove the following result.
Proof. Fix a point p ∈ O 3 and η > 0. We need to prove there exist a neighborhood U of p and a positive number δ such that the function
is convex on U . Equivalently, for any q ∈ U and a unit X ∈ T q U , we need to prove ϕ(exp q (rX)) + ϕ(exp q (−rX)) − 2ϕ(q) ≥ 0 for small r > 0. First since C(−V )(y; Y ) ≥ c for any y ∈ O 3 and any unit Y ∈ T y Ω, and O 3 is compact, by the definition of (13), we conclude that when r is small enough,
Then we deduce
When Ω ⊂ R n , we know exactly A(r) = 2r 2 . Now if we choose U small enough, the metric on U is close to the Euclidean metric. So for U small, we have
for small ǫ and small r.
As a consequence, we get
provided that δ and ǫ are chosen small enough. So we finish the proof.
Next we need the approximation result [7] [8] [9] for ξ-convex functions by its Riemannian convolution. The case ξ = 0 was considered in [7, 8] . The general case follows from the same proof; see pp. 60-61 in [9] .
Proposition 12 ( [7] [8] [9] ). If f is a ξ-convex function on a Riemannian manifold M and K is a compact subset of M , then there exist a neighborhood of K and a τ 0 > 0 such that for all τ ∈ (0, τ 0 ), the Riemannian convolution of f is ξ-convex on the neighborhood.
For ε > 0, by Lemma 11 we know that −V is (c − ε)-convex on O 3 . Applying Proposition 12 to −V with K = O 2 , we have the following result.
In particular, we get
and any unit X ∈ T x Ω, provided that τ ∈ (0, τ 0 ).
Next by a gluing procedure as in [5] thanks to Ghomi, we can construct the desired function V ε in Proposition 10. More precisely, let φ be a smooth nonnegative cut-off function such that supp φ ⊂ O 2 and φ ≡ 1 on O 1 and define
which gives us a smooth function on Ω. We claim that V τ satisfies all the requirements in Proposition 10 when τ is small enough. In fact, on Ω \ O 2 we have V τ = V . On O 1 , we have V τ = V τ , and
. So for ε > 0, there exists τ (ε) > 0 such that
We write simply V ε = V τ (ε) . Finally, since V > 0 on Ω, by noting that the Riemannian convolution and the gluing procedure always keep the positivity, we see V ε ≥ 0. The proof of Proposition 10 is completed.
Proofs of Theorems 1 and 3
We shall prove the following two key inequalities for harmonic functions on Ω. Proposition 14. Let (Ω, g) be as in Theorem 1. Let f be a harmonic function, i.e., ∆f = 0 on Ω. Then we have
Proof. By our construction of V ε , we have
By the weighted Reilly type formula (11) applied to V ε and the boundary information (22), we get
On the other hand, by the Pohozaev identity (12) applied to X = ∇V ε and the boundary information (22) again, we obtain
Combining (23) and (24), we have
By the curvature condition (3) and Proposition 10, we deduce
By letting ε → 0, we get (20) .
For (21), we need only to look at (23) . Because of ∇ 2 V ε ≤ −(c − ε)g, we deduce that
It follows from (23) that
By letting ε → 0, we get (21).
Proof of Theorem 1. Let f be a Steklov eigenfunction corresponding to σ 1 . Then we have
Combining the above two identities with (20), we get
Next we consider the case σ 1 = c. First we have the following observation.
Proposition 15. If σ 1 = c, then
Proof. Recall that V ε is constructed by the Riemannian convolution and the gluing. By Lemma 3 (2) in Greene and Wu's [8] , we know
Because σ 1 = c, we see from (26) , (27) and (25) that
Letting ε → 0, we get
We get the conclusion.
By Proposition 15, the nontrivial function f satisfies
Then we may apply Theorem 19 in [29] to complete the proof of the equality part of Theorem 1. Alternatively, here we provide a different argument Proposition 16, which is of independent interest. More importantly, our Proposition 16 requires weaker assumptions. The idea of the proof of Proposition 16 is due to Ben Andrews. We are deeply grateful to him for suggesting the proof here.
Proposition 16. Let (Ω, g) be an n-dimensional compact Riemannian manifold with boundary Σ such that Ric g ≥ 0 in Ω and H ≥ (n − 1)c along Σ. Assume there exists a nontrivial smooth function f satisfying
Then Ω is isometric to a Euclidean ball with radius 1/c.
Proof. Since the result for the case n = 2 has been proved by Escobar [3] (see pages 548-549 there), we consider the case n ≥ 3 in the following. Note ∇ 2 f = 0. So |∇f | is constant on Ω. Without loss of generality, assume |∇f | = 1. Then we can check that any level set
in Ω is a totally geodesic hypersurface with unit normal ∇f . Moreover, ∇f is a global Killing vector field. Therefore, Ω is of a warped product structure. In other words, Ω is contained in a Riemannian direct product
with f = t being the coordinate for R. In particular, in the coordinate of M 0 × R, ∇f = (0, 1). Compare Brinkmann's result in 1925; see Theorem 4.3.3 in [26] . Next, since Σ f da = 0, we know f changes sign on Σ and in turn M 0 decomposes the boundary Σ of Ω into two parts, the upper part Σ + = {x ∈ Σ : f (x) ≥ 0} and the lower part Σ − = {x ∈ Σ : f (x) ≤ 0}. Moreover, by virtue of the fact ∇f = (0, 1) and the boundary condition ∂ ν f = cf , the two parts Σ ± can be written as two graphs over M 0 , i.e.,
where u ± : M 0 → R are the corresponding graph functions. Note that u + ≥ 0 and u − ≤ 0.
First let us focus on Σ + . A standard computation shows that the outer unit normal ν of Σ + reads
Then ∂ ν f = cf and ∇f = (0, 1) gives us 1
Moreover, from (30) we can prove some properties on the graph function u + . First, u + has the range [0, 1/c] with u + | ∂M 0 = 0. Second, u + is smooth away from ∂M 0 , since the boundary Σ is smooth. Third, the set {x ∈ M 0 : u + (x) = 1/c} consists of a single point, denoted by x 0 . To see this, assume that there are two distinct points x 1 and x 2 in M 0 such that u + (x 1 ) = u + (x 2 ) = 1/c. Then connect the two points (x 1 , 1/c) and (x 2 , 1/c) in M by a minimizing geodesic γ. Since the level set M 1/c is totally geodesic, the geodesic γ is contained in M 1/c . So any point in γ has the height 1/c, which is the highest height for the boundary Σ + . So γ must be contained in the boundary Σ + . This contradicts the strict convexity of the boundary Σ + . Hence {x ∈ M 0 : u + (x) = 1/c} = {x 0 } as claimed. Next we shall show that x 0 is indeed the "origin" of M 0 .
Using u + , we define
In view of the properties above on u + , we have the corresponding ones for v. 
Note that T 0 = {x 0 } and
To prove the claim, fix any τ ∈ (0, 1/c]. Let γ : [0, dist(x 0 , T τ )] → M 0 be the arc-length parametrized minimizing geodesic achieving the distance dist(x 0 , T τ ) with γ(0) = x 0 and γ(dist(x 0 , T τ )) ∈ T τ . Then we have
where we used ∇ M 0 v, γ ′ ≤ |∇ M 0 v| = 1. So we have proved the claim (32) . In particular, we have
Now we intend to use the result in [18] to conclude that M 0 is a Euclidean ball with radius 1/c. We proceed as follows.
First, we set e 1 = ∂ t and take an orthonormal basis
is an orthonormal basis for T M. Since M 0 is totally geodesic, by the Gauss equation, we know that the Riemannian curvature of M 0 satisfies
On the other hand, by the Ricci identity, we obtain
which implies R M 1ijk = 0 for 1 ≤ i, j, k ≤ n. Therefore, we can deduce
Second, we can prove that the second fundamental form of ∂M 0 in M 0 , denoted by
of Σ such that e 1 (p) = ∇f (p) = (0, 1). Since M 0 is totally geodesic with constant unit normal ∇f , we know that {e i } n−1 i=2 is an orthonormal local frame for ∂M 0 and ν is the unit outward normal of ∂M 0 in M 0 . Moreover, for any 1 ≤ i ≤ n − 1, we have
from which we get that h 11 = c and h 1i = 0 for 2 ≤ i ≤ n − 1. So e 1 is a principal direction of Σ at p corresponding to the principal curvature c. Now noting again that M 0 is totally geodesic, we have
e i e j , ν = ∇ M e i e j , ν = h(e i , e j ), 2 ≤ i, j ≤ n − 1, which is the claimed h ∂M 0 = h| ∂M 0 . Thus we get
Therefore, noting (33), we can apply Theorem 1.1 in [18] on M 0 to conclude that M 0 is an (n − 1)-dimensional Euclidean ball with radius 1/c and centered at x 0 up to isometry. Without loss of generality, we assume M 0 is exactly a Euclidean ball.
Next for τ ∈ (0, 1/c), we prove that T τ coincides with the geodesic sphere in M 0 with radius τ and centered at x 0 , which is denoted by S τ . On the one hand, by (32), we know that T τ lies outside of S τ . On the other hand, by the similar argument as in the proof of (32), we can prove c −1 − τ ≤ dist(T τ , T 1/c ). So T τ lies inside of S τ . As a consequence, T τ = S τ as desired. It follows that v(x) = |x − x 0 | and u 2 + (x) + |x − x 0 | 2 = 1/c 2 . Thus Σ + is a hemisphere.
We can apply the same argument to Σ − to conclude that Σ − is also a hemisphere. So we finish the proof of Proposition 16 as well as the proof of Theorem 1.
Remark 17. We would like to call the reader's attention to a recent paper by ChenLai-Wang [2] where Obata-type theorems for general Robin boundary conditions were investigated. In addition, we notice a remark after the proof of Theorem 19 in [29] , which claims without proof that Proposition 16 holds under the assumption that Ric g ≥ 0, h ≥ cg Σ and H is constant.
Proof of Theorem 3. First we prove (9) . Let z be an eigenfunction corresponding to the first nonzero eigenvalue λ 1 of ∆ Σ and f be its harmonic extension to the interior of Ω. Then we have
Using (21), we have
On the other hand, by using the variational characterization (2) for σ 1 , we have
Combining (34) and (35), we get the assertion
Now we consider the equality σ 1 = λ 1 /((n − 1)c). By the above deduction, we know that f is indeed a Steklov eigenfunction corresponding to σ 1 . By the similar argument as in Proposition 15, we have Next we compute for any 1 ≤ i ≤ n − 1, 0 = ∇ 2 f (e i , ν) = e i (∂ ν f ) − ∇ e i ν, ∇f = σ 1 e i (f ) − h ij e j (f ).
So we get σ 1 = c. Then the proof reduces to that of Proposition 16 and thus is complete.
Lastly we prove (10) . Recall the min-max variational characterizations of the two eigenvalue problems, i.e.,
for all j ≥ 0, and
for all j ≥ 0. Let {ϕ k } ∞ k=0 be a complete orthonormal basis of L 2 (Σ) such that ϕ k is an eigenfunction corresponding to λ k for ∆ Σ . For each ϕ k , let f k be its harmonic extension to Ω. Therefore by using (21), we obtain
The proof is completed.
