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Abstract
In this note we consider the classical extremal problem of estimating the L2-norm of the derivative of an
algebraic polynomial when its norm is given. For the supremum norm the corresponding extremal problem
was solved by A.A. Markov, but ﬁnding the exact Markov-type inequality in the L2-case turned out to be
much more difﬁcult. Some descriptions of the exact L2-Markov constant based on spectral analysis can be
found in Hille et al. [On some generalizations of a theorem of A. Markoff, Duke. Math. J. 3 (1937) 729–739]
and Rahman and Schmeisser [Analytic Theory of Polynomials, London Mathematical Society Monographs,
Clarendon Press, Oxford, 2002]. In this short note we present a simple new elementary method for treating
the L2-Markov problem which leads to a new representation of the extremal polynomials and also yields
the same equation for the best Markov constant which was found in Hille et al. [On some generalizations of
a theorem of A. Markoff, Duke. Math. J. 3 (1937) 729–739] using matrix analysis.
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In this short note we consider the following extremal problem of maximizing the Lp-norm of
the derivative of normalized polynomials
Mn,p := sup
qn∈Pn
‖qn′‖p
‖qn‖p , (1)
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where Pn denotes the space of algebraic polynomials of degree at most n and ‖.‖p stands for the
usual Lp-norm on [−1, 1] given by ‖g‖p = (
∫ 1
−1 |g(x)|p dx)1/p. The only known exact value
of Mn,p was found by A.A. Markov more than a century ago for the case p = ∞: namely he
veriﬁed that Mn,∞ = n2. For 1p < ∞ it is known that the order of magnitude of Mn,p is n2 [1],
but no exact constants are known. The special case of the L2-norm has been previously studied
using matrix analysis methods, see e.g., Shmidt [4], Hille et al. [2], and the recent monograph by
Rahman and Schmeisser [3]. In particular, in [2] using spectral analysis methods the authors show
that Mn,2 is the solution of a certain equation (which is equivalent to our Eq. (2)). In this short note
we present a new simple elementary method for ﬁnding Mn,2. Applying the variational approach
we show that the extremal polynomial is the solution of a certain second order linear differential
equation, see Eq. (5). Solving explicitly this differential equation yields a new representation (3)
for the extremal polynomials and also recovers the known equation (2) for Mn,2. (This equation
is essentially the same as the ﬁrst equation in (5.11) given in [2].)
Theorem 1. For any n ∈ N the L2-Markov constant Mn,2 coincides with the largest positive
root of the equation
[(n+1)/2]∑
k=0
(−1)kx−2k (n + 1 + 2k)!
22k(2k)!(n + 1 − 2k)! = 0. (2)
Moreover, the extremal polynomial (which is unique up to a non-zero scalar factor) is given by
Qn(x) :=
[(n+1)/2]∑
k=0
(−1)kM−2kn,2 L(2k+1)n+1 (x), (3)
where Ln+1 is the Legendre polynomial of degree n + 1.
Proof. Consider ﬁrst the case of even n. Denote by Qn an extremal polynomial for (1). It was
shown in [2] that the sequence Mn,2 is strictly increasing in n. This easily yields that Qn must be
even. Indeed, writing Qn = u + v where u and v are the even and odd parts of Qn, respectively,
yields
‖Qn‖22 = ‖u‖22 + ‖v‖22, ‖Q′n‖22 = ‖u′‖22 + ‖v′‖22.
Thus both u and v must be also extremal for (1). But the degree of v is at most n − 1, since n
is even, which contradicts the strict increase of Mn,2. Thus v must be identically 0, i.e., Qn is
an even polynomial. Let us show now that Qn does not vanish at the endpoints of the interval
[−1, 1]. Assume that to the contrary Qn(−1) = Qn(1) = 0. Set
K := max|x|2 |Q
′
n(x)|, a := min
(
1 + ‖Qn‖2
2K
, 2
)
(1 < a2), gn(x) := Qn(ax).
Then using that a > 1 yields
‖g′n‖22 = a2
∫ 1
−1
(Q′n(ax))2 dx = a
∫ a
−a
(Q′n(t))2 dt > a‖Q′n‖22.
On the other hand, taking into account that
|Qn(x)| = |Qn(|x|) − Qn(1)|K(|x| − 1)K(a − 1) ‖Qn‖22 , 1 |x|a
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we obtain the following upper bound:
‖gn‖22=
1
a
∫ a
−a
Q2n(t) dt
1
a
(∫ 1
−1
Q2n(t) dt+
(a−1)‖Qn‖22
2
)
=a+1
2a
‖Qn‖22<a‖Qn‖22,
a > 1.
But the above inequalities combined contradict the extremality of Qn. Thus Qn is an even poly-
nomial of degree n which does not vanish at −1 and 1.
Now for any qn ∈ Pn and t ∈ R consider the function
F(t) := ‖Q
′
n + tq ′n‖22
‖Qn + tqn‖22
.
Since Qn is an extremal polynomial for (1) the function F(t) has a maximum at t = 0, i.e.,
F ′(0) = 0. Thus evaluating the derivative of F(t) at 0 and integrating by parts yields
M2n,2〈Qn, qn〉 = 〈Q′n, q ′n〉 = Q′n(1)qn(1) − Q′n(−1)qn(−1) − 〈Q′′n, qn〉,
where 〈, 〉 stands for the usual L2 scalar product. Choosing qn(x) = (1−x2)q(x) we obtain from
the above relation that for any q ∈ Pn−2∫ 1
−1
(Q′′n + M2n,2Qn)(1 − x2)q(x) dx = 0. (4)
Since bothQn and n are even it is evident that orthogonality relations (4) extend for any q ∈ Pn−1.
This and the fact that the polynomialQ′′n+M2n,2Qn has degree n imply that it should coincide with
a non-zero multiple of the nth degree Jacobi polynomial corresponding to the weight (1−x2). It is
easy to see that this Jacobi polynomial is given by L′n+1, and hence neglecting the proportionality
factor we can set without loss of generality
M−2n,2Q
′′
n + Qn = L′n+1. (5)
(The Legendre polynomial Ln+1 is assumed to satisfy the usual normalization Ln+1(1) = 1.)
Solving explicitly this second order linear differential equation leads to the representation (3) for
the extremal polynomial Qn.
In order to derive Eq. (2) forMn,2 we transform the quantity ‖Qn‖22 as follows, using integration
by parts and the fact that QnQ′n is odd
‖Qn‖22 = M−2n,2‖Q′n‖22 = 2M−2n,2Qn(1)Q′n(1) − 〈M−2n,2Q′′n,Qn〉. (6)
Applying (5) in last equation yields
2M−2n,2Qn(1)Q
′
n(1) = ‖Qn‖22 + 〈L′n+1 − Qn,Qn〉 = 〈L′n+1,Qn〉. (7)
Since Qn is an even polynomial it can be written as Qn(x) = (1 − x2)Qn−2(x) + Qn(1) with
some Qn−2 ∈ Pn−2. By this representation and the orthogonality property of L′n+1 we obtain
from (7) (using also that Ln+1 is odd)
2M−2n,2Qn(1)Q
′
n(1) = Qn(1)
∫ 1
−1
L′n+1 dx = 2Qn(1)Ln+1(1) = 2Qn(1). (8)
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Now recall that we have veriﬁed above that Qn does not vanish at 1. Hence by (8) and (3)
M2n,2 = Q′n(1) =
[(n+1)/2]−1∑
k=0
(−1)kM−2kn,2 L(2k+2)n+1 (1). (9)
The last relation after an obvious rearrangement yields
[(n+1)/2]∑
k=0
(−1)kM−2kn,2 L(2k)n+1(1) = 0. (10)
Now it remains to evaluate L(2k)n+1(1) from the deﬁnition of the Legendre polynomial via the
Rodriguez formula to derive from (10) Eq. (2). This implies that Mn,2 must be a solution of (2).
On the other hand, relations (6)–(10) can be reversed in order to show that for any Qn given by
relation (3) with some Mn,2 satisfying Eq. (2) we must have ‖Qn‖2 = ‖Q′n‖2/Mn,2. Thus the
optimal choice for Mn,2 should be the largest positive root of Eq. (2).
The case of odd n is similar to the above with the only essential modiﬁcation needed when
substituting Qn into relation (7). Since now Qn is an odd polynomial it can be written as Qn(x) =
(1−x2)Qn−2 +Qn(1)x with some Qn−2 ∈ Pn−2. Hence substituting this representation into (7)
we can use again the orthogonality properties of Ln+1 and the fact that xLn+1 is odd to derive
2M−2n,2Qn(1)Q
′
n(1) = Qn(1)
∫ 1
−1
xL′n+1 dx = Qn(1)(2Ln+1(1) −
∫ 1
−1
Ln+1 dx)
= 2Qn(1)
which is the same as (8). The rest of the proof is analogous to the even case. This completes the
proof of the theorem. 
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