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Abstract
In this thesis advanced regression methods are applied to discuss and
investigate highly relevant research questions in the areas of finance
and economics. In the field of credit risk the thesis investigates a hi-
erarchical model which allows to obtain a consensus score, if several
ratings are available for each firm. Autoregressive processes and ran-
dom effects are used to model both a correlation structure between
and within the obligors in the sample. The model also allows to vali-
date the raters themselves.
The problem of model uncertainty and multicollinearity between the
explanatory variables is addressed in the other two applications. Pe-
nalized regressions, like bridge regressions, are used to handle mul-
ticollinearity while model averaging techniques allow to account for
model uncertainty. The second part of the thesis makes use of Bayesian
elastic nets and Bayesian Model Averaging (BMA) techniques to dis-
cuss long-term economic growth. It identifies variables which are
significantly related to long-term growth. Additionally, it illustrates
the superiority of this approach in terms of predictive accuracy. Fi-
nally, the third part combines ridge regressions with BMA to identify
macroeconomic variables which are significantly related to aggregated
firm failure rates. The estimated results deliver important insights for
e.g., stress-test scenarios.
Kurzfassung
Diese kumulative Dissertation umfasst drei Arbeiten in denen mithilfe
erweiterter Bayesianischer Regressionsmodelle mehrere o¨konomische
und finanzwirtschaftliche Fragestellungen diskutiert werden. Die erste
Arbeit befasst sich mit Kredit-Ratings. Hierbei wird ein dynamisches
Regressionsmodell pra¨sentiert, welches als Ziel die Scha¨tzung eines
Consensus-Ratings hat, wenn mehrere Ratings pro Firma verfu¨gbar
sind. Mithilfe autoregressiver Prozesse werden o¨konomisch gewu¨nschte
und interpretierbare Korrelationsstrukturen geschaffen, aber auch Pa-
rameter gescha¨tzt, welche basierend auf dem gescha¨tzten Consensus-
Rating eine direkte Evaluierung der einzelnen Rater zulassen.
Die zwei anderen Arbeiten die in dieser Dissertation pra¨sentiert wer-
den, widmen sich den Problemen der Modellunsicherheit und Multi-
kollinearita¨t in Regressionsmodellen. Multikollinearita¨t wird mittels
Bridge Regressionen modelliert. Diese bieten die Mo¨glichkeit mit-
tels geeigneter Strafterme die KQ-Scha¨tzung in Hinblick auf Prog-
nose und Interpretierbarkeit zu verbessern. Durch Bayesianisches
“Model Averaging” (BMA) u¨ber eine Vielzahl mo¨glicher Modelle
wird die Modellunsicherheit beru¨cksichtigt. Die zweite Arbeit ver-
wendet ein Bayesianisches “Elastic Net” und BMA, um langfristiges
Wirtschaftswachstum zu modellieren. Neben einer Selektion der am
besten geeigneten Variablen zeigt diese Arbeit auch die Superiorita¨t
dieses Ansatzes bezu¨glich der Vorhersage.
Die dritte Arbeit dieser Dissertation widmet sich der Identifizierung
von Makrovariablen welche einen Einfluss auf aggregierte Ausfallsraten
von Firmen haben. Hierbei kommen Ridge-Regressionen und BMA
zum Einsatz. Die Ergebnisse dieser Arbeit liefern wichtige Einblicke,
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This dissertation is a cumulative thesis and its “Introduction” is an
overarching presentation of the discussed areas of research. The the-
sis consists of three self-contained research papers, each of which ad-
dresses a research question from the fields of empirical economics and
finance. The applied methods and estimation techniques constitute a
common background of these papers. At the core of this work we find
advanced regression methods. Regression methods aim at describing
the relationship between a range of (potential) explanatory variables
and a dependent variable. Understanding the relationship between the
explanatory variables and the dependent variable is necessary to decide
for each explanatory variable if it has any effect and the extent of its
effect. A basic and simple model is the linear regression model. Given
i = 1, . . . , n statistical units, it assumes a linear relationship between
the dependent variable yi and the p-vector of regressors xi,1, . . . xi,p.
Using matrix notation, these n equations can be rewritten as
y = Xβ + .
 denotes an unobserved random variable, the “disturbance-term” that
adds noise to the linear relationship y = Xβ and β is the parameter
vector of interest.
Extensions of this linear regression model have been proposed (1) to
account for time-dependency of the data, (2) to perform variable se-
lection if only a subset of available explanatory variables is assumed
to have an effect or to improve estimation for correlated explanatory
variables and (3) to deal with the problem of model uncertainty.
Each paper presented in this thesis makes use of at least one of the
mentioned extensions. In chronological order, the first paper
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Bettina Gru¨n, Paul Hofmarcher, Kurt Hornik, Christoph Leitner,
and Stefan Pichler (2010). Deriving Consensus Ratings of the Big
Three Rating Agencies.
introduces a regression framework for credit rating processes. This
model aggregates ordinal response variables (i.e., ratings) stemming
from several raters to a “more informative” consensus rating. Addi-
tionally, the proposed model allows to validate the raters themselves.
To cope with the panel structure of the data autogregressive processes
and random effects are used to derive a fully probabilistic framework
which allows for the desired correlation structure both between the
firms’ creditworthiness and within the rating development of single
firms over time.
Regression methods to deal with variable selection and correlated
variables are assembled in the other two papers
Paul Hofmarcher, Jesu´s Crespo Cuaresma, Bettina Gru¨n, and Kurt
Hornik (2011). Fishing Economic Growth Determinants Using
Bayesian Elastic Nets.
and
Paul Hofmarcher, Stefan Kerbl, Bettina Gru¨n, Michael Sigmund, and
Kurt Hornik (2011). Aggregated Firm Failure Rates: New Evidence
from Austria.
When there are correlated explanatory variables in a linear regression
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model, their coefficients can become poorly determined and exhibit
high variance (see Friedman et al., 2009). Both papers use penalized
regression methods to handle the problem of correlated variables.
The immanent problem of model uncertainty is addressed by using
Bayesian Model Averaging (BMA) techniques. Data analysts typically
select a model and then proceed as if the selected model has generated
the data (see Hoeting et al., 1999). This ignores the uncertainty in
the model selection. Instead of assuming that there is one true model,
BMA acknowledges that several competing models may exist and takes
into account the full set of “good models” by averaging – proportional
to their goodness of fit – over a huge set of potential regression models
visited within the estimation procedure. In more detail, spike and slab
priors (see Mitchell and Beauchamp, 1988) are used to perform variable
selection. Recent investigations in Fru¨hwirth-Schnatter and Wagner
(2011) and Wagner and Duller (2011), for instance, demonstrate that
variable selection is quite robust with respect to the choice of the prior
in the slab of a spike-and-slab prior.
The estimation method employed also constitutes a common charac-
teristic of the papers in this thesis. In statistics two competing ap-
proaches for estimating parameters of interest, like the coefficients of a
regression, have emerged: The frequentist and the Bayesian approach.
Within this work, statistical reasoning is based on the Bayesian ap-
proach. Both Bayesian and frequentist analysis begin with a model,
e.g., linear regression model, and the data y and X. Usually sta-
tistical models contain some parameters θ, e.g., for linear regression
the coefficients β and the variance σ2 of , which are unknown and
have to be estimated. The frequentist approach assumes that the
parameters of interest are fixed, but unknown. So one aims at maxi-
mizing the so-called Likelihood function L(θ,y) = p(y|θ) and finding
those parameter values under which the data are most likely to occur.
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Maximizing L(θ,y), which is viewed as a function of θ, is called the
maximum likelihood estimate (MLE).
Instead of assuming that there exist fixed, but unknown parameters θ
as for MLE, the Bayesian approach considers the parameters of inter-
est to be random variables and we are interested in the distribution of
the parameters after having observed the data, p(θ|y). This is known
as the posterior distribution of the parameters. Bayes’ Theorem states
that
p(θ|y) ∝ p(y|θ)p(θ), (1)
i.e., the posterior distribution of the parameters after having observed
the data is proportional to the likelihood times the prior beliefs on the
parameters of interest. It is important to note that for the Bayesian
approach we get a whole posterior distribution for the parameters of
interest. Usually, statistical measures like the mean or mode are used
to characterize these distributions.
Computing the posterior distribution p(θ|y) might be challenging and
for a lot of problems it is even impossible to determine the poste-
rior distribution analytically. A variety of numerical methods, how-
ever, are available for Bayesian inference. Here we use Markov Chain
Monte Carlo Methods (MCMC). These are algorithms which attempt
to simulate directly draws from the unknown posterior distribution
by the use of iterative updating rules, generating a Markov Chain.
MCMC methods are computationally expensive and require the use of
computer software. R, a language and environment for statistical com-
puting (see R Development Core Team, 2011) is used for this purpose.
In particular the R extension package rjags (see Plummer, 2011) is
taken for drawing samples from the posterior distributions via MCMC
methods.
A short motivation for each paper is presented in the following. We
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start with the advanced regression methods for evaluating agency rat-
ings.
Deriving consensus ratings of the big three rating
agencies
Rating agencies are important producers and disseminators of financial
information. Their published credit ratings try to solve an informa-
tion problem: The issuer (obligor who is rated) might have more in-
formation about his creditworthiness than the investor. Credit ratings
should at least partially solve this information problem, by incorpo-
rating inside information into the assigned ratings without disclosing
specific details to the public at large. Signaling information about the
creditworthiness via a rating should avert market failures like adverse
selection (see Akerlof, 2008), a market stage in which only “bad prod-
ucts” are available due to asymmetric information between buyers and
sellers.
The rise of rating agencies started in the 19th century with the expan-
sion of railroads across the U.S. continent. The industry’s demand for
capital exceeded the banks’ abilities and in order to reach a broader
capital market railroad companies began to acquire capital through
the bond market. In 1860 Henry Varnum Poor published History
of Railroads and Canals in the United States, an attempt to compile
comprehensive information about the financial and operational state of
U.S. railroad companies (see Wikipedia, 2011a). In 1909 John Moody
issued the first credit rating in the U.S (see Setty and Dodd, 2003) and
John Knowles Fitch founded the Fitch Publishing Company in 1913.
According to Bank for International Settlements (2000) there are be-
tween 130 and 150 rating agencies around the world, whereby most of
them focus on niche markets and only a few of them are recognized
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by governments for regulatory purposes. Today, three rating agencies
dominate the world market of ratings: Fitch, Moody’s and Standard
& Poor’s (S&P). These agencies report their assessment about the
creditworthiness in terms of letter combinations. S&P and Fitch use
the letters AAA to BBB for investment grade creditworthiness and
BB to C for speculative grade issues. Moody’s uses Aaa to Baa to as-
sign investment grade and Ba to C for speculative grade. Nowadays,
credit ratings are used by nearly all players in the financial markets
like issuers, investors, investment banks, governments: As mentioned,
issuers rely on credit ratings as a signaling option to publish their true
credit quality. Ratings are used for regulatory purposes, like in the
case of the Basel II (see Bank for International Settlements, 2004),
which allows banks to use credit ratings when calculating their capital
reserve requirements by the use of rating implied default probabilities
(PDs; Kliger and Sarig, 2000). But also in structured finance products
credit ratings play a fundamental role when calculating the interest
rates of tranches. The ratings in structured finance were subject to
heavy criticism during the last financial crisis.
Via credit ratings, the big three rating agencies – S&P, Fitch and
Moody’s – express forward-looking opinions about the creditworthi-
ness of firms on an ordinal scale and they consider the PDs to be a
centerpiece of creditworthiness. Consistent with the goal of ordinal
ratings, the PD should be higher for firms which are placed on the
lower end of the rating scale. In other words, the PD is assumed to
follow a monotonic increasing function when scanning over the rating
scale from the best to the worst category (e.g., Cantor and Packer,
1997). But rating agencies do not always agree on the creditworthi-
ness of the single firms (e.g., Cantor and Packer, 1995; Jewell and
Livingston, 2002) and the resulting rating heterogeneity raises ques-
tions regarding the (1) nature, (2) quality and (3) interpretation of the
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ratings and the underlying PDs. Reasons for rating heterogeneity are
manifold: Rating agencies could have different sources of information
when estimating the firms’ ratings. Or, they could use different focal
points in their estimation procedure. So it might occur that one firm
is rated, e.g., with AAA by one agency but only with A by another.
But which rating should be used, e.g., by banks to estimate the capital
requirements?
The aim of the first part of this thesis is to merge several ratings of
one firm to a more informative consensus rating. The claim that the
estimated consensus rating is more informative is based on both sta-
tistical and economic arguments. Statistically, we use an information
criterion to show the superiority of our proposed model compared to
an intuitive benchmark model. In economical terms our consensus rat-
ing is more informative since it incorporates the information of several
independent ratings into one measure. The methodological approach
for estimating the consensus ratings is based on several assumptions:
Firstly, the agencies consider the PD to be a centerpiece of creditwor-
thiness. Instead of modeling the ordinal ratings we use the associated
PDs. This has the advantage that via probit or logit transformations
we can transform the 0-1 bounded PD values to the real line and this
enables us to model ratings with metric variables instead of catego-
rial variables. Secondly, extending the work of Hornik et al. (2010)
we present a dynamic probabilistic rating framework which allows for
both, a correlation between and within the single obligors in sample.
Those correlation structures are induced via latent AR(1) processes
and random effects. Finally, our framework allows to validate the
raters. This is done by estimating systematic rating biases for the
single raters. However, this is only possible under the assumption
that raters do not change their general rating technology during the
considered time horizon.
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Fishing Economic Growth Determinants Using
Bayesian Elastic Nets
The second paper, presented in this thesis has as its central theme
the identification of long-term economic growth factors. Economic
growth – the increasing capacity of the economy to satisfy the needs
of members in the society (see Wikipedia, 2012) – is measured as a
percent change in Gross Domestic Product (GDP) or Gross National
Product (GNP), and one distinguishes between short-term economic
growth and long-term growth. Short-term economic growth is reflected
by the ups and downs of the business cycle.
Long-term economic growth, as discussed in the second paper, is con-
cerned with the long-run trend in production due to basic causes such
as industrialization or an increase in health (see Wikipedia, 2012).
The modern classical concept of economic growth goes back to thinkers
like Adam Smith or David Ricardo (1817) (see Barro and Sala-I-
Martin, 2004) and much later Ramsey (1928) with his seminal work
on the treatment of household optimization. Today, following Barro
and Sala-I-Martin (2004) it is hard to discuss consumption theory,
business-cycle or growth theory without invoking the optimality condi-
tions and production functions proposed by Ramsey (1928). A further
important contribution can be found in the Solow model (see Solow,
1956), which is the neoclassical approach for modeling long-run eco-
nomic growth by looking at the factors productivity, capital accumu-
lation, population growth and technological progress (see Wikipedia,
2011b).
Neoclassical growth theory differs from endogenous growth theory in
the sense that in the latter, growth is the endogenous result of an econ-
omy and not the result of unexplained outside forces (see Romer, 1994).
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The advent of endogenous growth theory and the improved availability
of empirical datasets on economic growth had an unequivocal impact
on economic growth literature. The empirical literature is geared to-
wards determining which macro-variables have a significant impact on
growth rates. Starting with the seminal work of Barro (1991) the
empirical literature has identified a substantial set of variables which
are correlated to empirical growth rates. According to Levine and
Renelt (1992) the literature describes over 50 variables that have been
found to be significantly correlated with economic growth. Levine and
Renelt investigate the robustness of the single explanatory variables
by using extreme bound analysis (see Leamer, 1983). They conclude
that nearly all variables can be interpreted as “non-robust”. Sala-I-
Martin (1997) refutes this test and criticizes it as too conservative and
proposes to consider the distribution of the coefficient estimates. He
concludes that a substantial number of variables are robustly related
to economic growth by defining a variable as robust if its sign does
not change in 95% of the considered models. In similar vein we find
the works of Fernandez et al. (2001) or Sala-I-Martin et al. (2004).
Both use Bayesian Model Averaging (BMA) techniques to determine
the model uncertainty in economic growth regressions.
BMA offers a systematic method for analyzing model uncertainty and
checking for robustness of the results. It offers a clear interpreta-
tion and a formal statistical basis for inference on the parameters (see
Fernandez et al., 2001). Today there is a rich body of literature using
BMA methods to account for model uncertainty in econometric models
aimed at explaining long-term economic growth. To name a few, along
with Fernandez et al. (2001) and Sala-I-Martin et al. (2004) we find
Fernandez et al. (2001), Sala-I-Martin et al. (2004), Crespo Cuaresma
and Doppelhofer (2007), Ley and Steel (2007), Doppelhofer and Weeks
(2009), Ley and Steel (2009), Durlauf et al. (2008) or Eicher et al.
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(2011). But most of the mentioned literature does not account for
the obvious problem of multicollinearity among the set of potential
regressors.
The second essay presented in this thesis addresses the problem of
multicollinearity and model uncertainty within modeling long-term
economic growth by using the dataset of Sala-I-Martin et al. (2004). In
particular, we will investigate the application and performance of the
recently developed and yet hardly used models belonging to the bridge
regression class (see Fu, 1998), a general framework for penalized re-
gression, and will combine it with BMA methods. This approach
enables us to (1) identify the most influential variables (variable se-
lection) out of a huge set of possible explanatory variables, and to (2)
deal with highly correlated explanatory variables. Variable selection
is necessary if one is interested in the main drivers of the consid-
ered ratios. Dealing with correlated variables is unavoidable because
macroeconomic or socioeconomic variables are often highly correlated.
Aggregated Firm Failure Rates: New Evidence from
Austria
Finally, the last paper of this thesis discusses the relationship between
macroeconomic variables and aggregated firm failure rates. Especially
in the light of the current economic crisis the understanding of this
relationship is gaining importance.
Investigating the reasons of firm defaults on an aggregated level is
of long-standing interest in finance and economics (see e.g., Altman,
1983; Dichev, 1998; Liu and Wilson, 2002; Liu, 2004, 2009) and of-
ten such an analysis comes along with the discussion of recessions
(see Bernanke, 1981; Mishkin, 2007). The understanding of reces-
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sions or crises requires knowledge of the macroeconomics reasons why
firms fail and vice versa. Bankruptcies or firm failures impose high
social costs, especially during recessions when high failure rates are
observed. Therefore all economic agents – households, firms, banks,
financial authorities – have incentives to deepen their understanding
of how to reduce bankruptcy risk. To give an example, under the eco-
nomic assumption that the households’ lifetime consumption equals
lifetime resources a drop in income (e.g., due to employer bankruptcy)
increases the probability that households are unable to satisfy the re-
quired liquidity for outstanding financial payments and the liquidity
gap will have to be satisfied through costly means like borrowing at
unfavorable terms or selling durables (see Bernanke, 1981). Also firms
have to fulfill long-term spending plans under the constraint that they
have to be sufficiently liquid to fulfill the current obligations. Thus low
internal liquidity and high obligations increase the costs of financing
and the probability of a default. Finally banks, as financial lenders, are
interested in understanding bankruptcy risk since they are interested
in estimating the probability of repayments (see Bernanke, 1981).
Additionally, based on macroeconomic scenarios financial supervisors
may conduct stress test scenarios for banks. Such scenarios require
the translation of macroeconomic assumptions on failure rates and
subsequently on portfolio losses. The same applies to financial institu-
tions themselves which are interested in forecasting and stressing the
performance of their credit portfolios on an aggregated level.
A rich body of literature examines the relationship between firm fail-
ure, credit risk and economic ratios. For a discussion of default rates
of firms via empirical methods we refer to Liu and Wilson (2002), who
use a time-series model to show that interest rate and insolvency leg-
islation are important variables in explaining firm bankruptcy. Liu
(2009) reveals that macroeconomic variables like interest rate, infla-
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tion and firm births have different impacts on firm failure. Carling
et al. (2007) present a duration model to explain the survival time to
default by incorporating macroeconomic variables. Simons and Rol-
wes (2009) model aggregated failure rates via a macroeconomic model
including variables like GDP, interest rates, exchange rates, oil prices
or stock market volatilities. They fit their model to a Dutch and a
Austrian dataset concluding that the results are not the same and
that the models need to be developed country specific.
The contribution of the third paper is that it addresses this problem of
model uncertainty. Instead of estimating an expert prespecified model,
as it is done in the literature on aggregated failure rates, we make use
of the BMA methodology. Additionally, especially for default rates,
lagged macrovariables might be of importance. Again, to handle such
potentially highly correlated explanatory variables Ridge regressions
are used. To the best of our knowledge model uncertainty and multi-
collinearity offer a novel approach to discuss problems in this research
area.
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Abstract
This paper introduces a model framework for dynamic
credit rating processes. Our framework aggregates ordi-
nal rating information stemming from a variety of rating
sources. The dynamic of the consensus rating captures sys-
tematic as well as idiosyncratic changes. In addition, our
framework allows to validate the different rating sources
by analyzing the mean/variance structure of the rating de-
viations.
In an empirical study for the iTraxx Europe compa-
nies rated by the big three external rating agencies we use
Bayesian techniques to estimate the consensus ratings for
these companies. The advantages are illustrated by com-
paring our dynamic rating model to a benchmark model.
Keywords: Bayesian estimation, consensus information, credit rat-
ings, external rating agencies, rating validation.
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1 Introduction
The role of credit ratings provided by the big three external rating
agencies Standard&Poor’s, Moody’s and Fitch has increased because
modern credit risk pricing requires individual risk parameters, like rat-
ing implied default probabilities (PDs; Kliger and Sarig, 2000). De-
spite the fact that all three raters express forward-looking opinions
about the creditworthiness of firms on an ordinal scale, all three use
different rating systems with different granularity as well as different
labels (typically, a combination of letters, numbers and/or modifiers).
Nevertheless, the agencies consider the likelihood of default to be a
centerpiece of creditworthiness and therefore consistent with the goal
of an ordinal rating scale, where firms with a lower rating should have
a higher PD than firms with a higher rating (e.g., Cantor and Packer,
1997). Obviously, the raters do not always agree on the creditworthi-
ness of the firms (e.g., Cantor and Packer, 1995; Jewell and Livingston,
2002). This resulting rating heterogeneity raises questions regarding
the (1) nature, (2) quality and (3) interpretation of the ratings and
the corresponding PDs. Are there consistent differences in their rating
behavior? Does one agency have somewhat better information than
the others regarding the creditworthiness? Or, does the rating het-
erogeneity just evince the very subjective and probabilistic nature of
ratings (Ederington, 1986)? Along with different definitions of ratings,
do they measure different variables representing the creditworthiness?
Hence, rating heterogeneity nourishes the hypothesis that the rating
processes of the agencies are not absolute and the differences in the
published ratings may be a result of different sources of information, of
different opinions about the obligors or of discriminative focuses in the
rating process, e.g., one agency might give more weight to the balance
sheet leverage than the other. In addition, unsystematic or random
errors may occur in a rating process. Cantor and Packer (1997) assess
the problem whether observed rating heterogeneity reflects different
rating scales or is simply the result of selection bias. Morgan (2002)
analyzes the occurrence of split ratings and finds that split ratings are
more frequent in the banking and insurance industry. Lo¨ffler (2004)
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uses a structural model of default to derive rating characteristics if
ratings are meant to give through the cycle evaluations as opposed to
being based on the borrower’s current condition.
There is a growing literature on the analysis of credit ratings as well
as their providers in the context of validation, regulation and informa-
tion of the credit market (Moon and Stotsky, 1993; Cantor and Packer,
1995; Krahnen and Weber, 2001; Jewell and Livingston, 2002; Altman
and Rijken, 2004; Stolper, 2009), but to the best of our knowledge there
is no literature discussing the topic how to combine different (hetero-
geneous) ratings of a company into a common rating. Especially in
the area of financial modeling, where ratings play an inevitable role,
it is essential to be able to deal with rating heterogeneity. To give
examples, ratings serve as input parameters in industry models, e.g.,
CreditMetrics; they are used for regulatory issues, like in the Basel
II framework (see Bank for International Settlements, 2004). Treacy
and Carey (2000) present the internal rating systems in use at the
50 largest US banking organizations. They state that “US regulatory
agencies already use internal ratings in supervision” (see Treacy and
Carey, 2000, p. 168). A further example is the European Central Bank
which extends collateralized loans to European banks. The decision
whether to accept a collateral or not is mainly based on agency ratings
and – if available – reported internal ratings which have to be aggre-
gated. All these needs to validate and extend existing rating systems
require to be able to cope with rating heterogeneity. Our framework
addresses these issues.
In order to aggregate information of different raters a measure of
“consensus” might be helpful. Zarnowitz and Lamnros (1987) define
“consensus” as the degree of agreement among point predictions aimed
at the same target by different individuals. It can be computed as the
median (Su and Su, 1975) or the mean of all the predictions in the
sample (Zarnowitz and Lamnros, 1987). Alternative strategies for the
aggregation of predictions are discussed by Cook and Seiford (1982);
Schnader and Stekler (1991); Kolb and Stekler (1996). In the context
of forecasting the PD of some firms, Hornik et al. (2010) use a static
mixed-effects model (Pinheiro and Bates, 2000) to model the consensus
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PD with rater-specific fixed effects and a random effect for firms which
they refer to as latent trait model.
The aim of this paper is to solve the information problem of com-
bining different rating information stemming from different rating sources
by deriving appropriate consensus information, i.e., consensus ratings
which incorporate the information of several rating sources. Such a
consensus measure can be interpreted as more informative. The claim
that the consensus rating is more informative is based on two facts.
Firstly, in a statistical sense our model is more informative because it
is preferred over a benchmark model using an information criterion.
Secondly, the consensus rating is also more informative based on eco-
nomic arguments. Ratings solve an information problem. Each rating
agency uses certain information which might only be available to this
rating agency and derives a rating without disclosing the specific infor-
mation used to the public at large. The published rating is an estimate
about the creditworthiness of the underlying conditional on the private
information provided to the rating agency. Different raters in general
have access to different sources of private information. In estimating
a consensus rating, the ideal approach would be to pool all these sets
of private information into one information set and estimate a rating
based on the complete information. However, this is not possible be-
cause only the published ratings are available. Thus, if only ratings
but not the underlying information sets are available the best choice is
to derive a consensus measure based on the published ratings. Such a
measure incorporates the different information sets indirectly via the
published ratings and therefore is more informative.
In addition, based on the consensus ratings and the rating devia-
tions, we assess the precision and the agreement of the different rating
sources which may serve as the basis for validating different rating
systems. Finally, to justify our framework, we compare it to an intu-
itive benchmark approach, which states that the consensus rating of a
company is simply a “mean” of the company’s ratings at any consid-
ered time. In contrast to the benchmark approach our model is more
appropriate especially if one is interested in forecasting rating move-
ments of companies or if not for all companies ratings from all sources
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are available in the considered data.
The model framework presented in this paper is related to other
studies on credit rating systems (e.g., McNeil and Wendin, 2007; Hornik
et al., 2010; Stefanescu et al., 2009). In contrast to Hornik et al. (2010)
our model framework estimates the consensus rating on an ordinal
scale and in a dynamic way. In addition, we make use of a latent mar-
ket variable, describing the overall level of “creditworthiness”, which
induces a correlation structure between the estimated consensus rat-
ings. This is a well accepted strategy in the credit risk literature (e.g.,
Nickell et al., 2000; McNeil and Wendin, 2006, 2007; Stefanescu et al.,
2009). Therefore we refer to our model setup as the dynamic latent
trait model.
In order to illustrate the potential of our dynamic model frame-
work, we apply it to the iTraxx Europe (Series 10) companies rated
by the big three external rating agencies. In particular, we use all
available ordinal rating information of these companies by the three
raters over a time period from 2007-02 to 2009-01. Using these data,
we estimate the consensus ratings and analyze the three raters accord-
ing to their rating deviations and their agreement with the consensus
ratings.
The remainder of this paper is organized as follows: Section 2
describes the model specification and estimation of the consensus rat-
ings. In Section 2.1 we discuss our dynamic latent trait model and
Section 2.2 explains the benchmark approach which is used to vali-
date our dynamic model. Section 3 provides a data description of the
iTraxx Europe (Series 10) index and the agency ratings of the firms
within this index. Section 4 applies the models described in Section 2
to the data. Bayesian estimation techniques are used to estimate the
parameters of interest. The benchmark as well as the dynamic model
are fitted to the data. The appropriateness of the dynamic model is
confirmed by the deviance information criterion (DIC; Spiegelhalter
et al., 2002). The DIC indicates that the dynamic model dominates
the benchmark approach. Section 5 concludes and summarizes the
main results and the implications of our framework.
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2 Consensus modeling
In this section we develop a model framework to derive a consensus
rating for raters providing ordinal rating information, e.g., external
agency ratings. Our model is designed for a dynamic framework cap-
turing a time dependent rating process. Despite the fact that the
raters publish ordinal ratings, we assume that they estimate a numer-
ical variable – representing the creditworthiness of the firm – in an
internal rating process. Each firm is then assigned to a particular rat-
ing class if this variable lies within a certain interval (e.g., McNeil and
Wendin, 2007; Stefanescu et al., 2009). In general, the specific rating
process including both the estimation as well as the scale of the vari-
able (representing the creditworthiness) is unknown. In the literature,
modeling the creditworthiness, was first discussed by Altman (1968)
who introduces the Z-score. Z-scores are used to predict corporate
defaults and are an easy-to-calculate control measure for the financial
distress status of companies. The Z-score uses multiple corporate in-
come and balance sheet values to measure the financial health of a
company. Furthermore, Merton (1974) assumes that the creditworthi-
ness can be reflected by the distance-to-default (DD) capturing the
distance of the firm’s asset value to its default threshold on the real
line. Alternatively, the creditworthiness variable can also be the result
of an ordered probit or logit regression model (e.g., Altman and Ri-
jken, 2004). To obtain ordinal ratings, the estimated DD, the Z-score,
or any other numerical variable representing the creditworthiness –
which is in the following referred to as “rating score” – is mapped onto
an ordinal rating scale by the raters.
Let {1, . . . ,Kj} be the set of possible non-default rating classes of
rater j in descending creditworthiness. That is, 1 denotes the best
credit quality and Kj the worst non-default rating class of rater j.
Further, Sij(t) denotes the estimated rating score (e.g., negative DD,
Z-score) and rij(t) the associated observed ordinal rating of firm i by
rater j at time t. The relationship between rij(t) and Sij(t) is given
by
rij(t) = k ⇔ Sij(t) ∈ [λk−1,j , λk,j), (1)
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for a monotonically increasing sequence λk,j with k = 0, . . . ,Kj . The
class boundaries are assumed to be constant over time. The data
consists of observations for J raters, T time points and I companies.
Observing rating k for a firm by rater j means that its rating score
lies somewhere in the interval [λk−1,j , λk,j).
In general, the thresholds λk,j are not provided by the raters. One
possibility to obtain λk,j is to relate the ratings to the observable em-
pirical default rates. In particular, the thresholds can be computed by
using the empirical default rates on an appropriate scale1. Assuming
that the scores of empirical default rates, Sij(t), are defined on the real
line we have to fix the lower as well as the upper threshold (λ0,j = −∞
and λKj ,j = +∞, respectively). The length of the intervals need not
be equal and may differ from rater to rater. Nevertheless, it is ex-
pected that firms within the same interval will exhibit roughly the
same creditworthiness (Stefanescu et al., 2009).
Due to general informational asymmetry between firm owners and
raters2 which can be due to limited access to the existing information,
such as incomplete accounting information (Duffie and Lando, 2001),
or delayed observations of the driving risk factors (Guo et al., 2008)
the raters cannot estimate the “true” score (reflecting the creditworthi-
ness) of a firm. Assuming that the rating deviations can be modeled
additively3 and following Equation (1) the relationship between the
estimated rating score Sij(t) and the latent score Si(t) on the score
scale is given by
Sij(t) = Si(t) + ij(t), (2)
where ij(t) denotes the rating deviation for firm i by rater j at time
t. In the following, the latent score Si(t) is also referred to as the
1Beside this, we assume that raters do not change their rating technology during
the desired time period, i.e, they are always measuring creditworthiness on the same
scale. This assumption justifies time independent λk,j .
2The general informational asymmetry between firm owners and raters consti-
tutes the cornerstone of modern corporate finance (e.g., Leland and Pyle, 1977;
Berk and DeMarzo, 2007).
3This is in line with Duffie and Lando (2001) who build their model on a Merton-
type log normal firm value process and assume that the error in the observation of
the firm value is normal and additive to the log of the firm value.
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consensus score.
On the right hand side of Equation (2) we find two terms, which
have to be specified: (1) The latent score Si(t) which describes the
consensus creditworthiness and (2) the deviation term ij(t) which
captures the accuracy of the rating system of a specific rater. In the
following those terms are specified for both the dynamic latent trait
model and the benchmark approach.
Despite the fact that the scores Sij(t) are unknown, the latent
scores Si(t) and the bias/variance structure of the rating deviations
can be estimated in our framework by specifying the distribution of
the rating deviations and using the interval thresholds λ·,j along with
the relationship of Equation (1). The estimated consensus scores Si(t)
can then be mapped on the rater-specific ordinal scale to derive the
consensus ratings r∗ij(t) which obviously depend on the used rating
system (of rater j). Since rij(t) and r
∗
ij(t) for all i and j are on
the same rating scale one can easily compare these ratings and derive
inference about the quality of the ratings rij(t).
2.1 Dynamic latent trait model
Latent consensus score. In order to specify the latent scores Si(t),
we follow the lines of McNeil and Wendin (2007); Stefanescu et al.
(2009) and assume that the scores are driven by market-specific (sys-
tematic risk) as well as firm-specific effects (idiosyncratic risk). We de-
fine a time-dependent processmi(t) capturing the idiosyncratic changes
and a latent market factor f(t) capturing the systematic development
of the latent scores Si(t). The idiosyncratic changes mi(t) track the
firm-specific risk and can be modeled as an adequate time series pro-
cess to cope with repeated observations. The latent market f(t), mod-
eling the development of the market, implies a correlation structure
between the different firms and can also be modeled by an adequate
time-dependent process, e.g., a stationary auto-regressive process or
a random walk. Let νi be the firm specific long-term mean of firm i
which can be interpreted as the historical average creditworthiness of
the firm. The development of the latent scores Si(t) on the score scale
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is given by
Si(t) = νi +mi(t) + αf(t), (3)
where the factor loading α captures the dependence of Si(t) on f(t).
In order to estimate the consensus scores Si(t) we have to specify
the underlying processes and distributions of this framework. We spec-
ify the development of the firm-specific changes mi(t) and the latent
market factor f(t) by AR(1) processes as
mi(t) = βimi(t− 1) + ωi(t), (4)
f(t) = γf(t− 1) + ξ(t). (5)
mi(t) and f(t) are assumed to start with zero at t = 0. ωi(t) is a
normal distributed error term with mean zero and a constant variance
across time and firms, and ξ(t) is a standard normal distributed error
term. βi (|βi| < 1) and γ (|γ| < 1) reflect the dependence on period
t− 1 (inter-temporal correlation).
Rating deviation. We assume that the ij(t) are independent of
the firms and their characteristics (in particular, their creditworthiness
itself) and that the general rating process does not change over time t
(see Hornik et al., 2010). Assuming that µj and σj denote the mean
and standard deviation of the rating deviations ij(t), respectively, the
rating deviations ij(t) are given by
ij(t) = µj + σjZij(t) (6)
where Zij(t) is assumed to be independent standard normal distributed
over i, j and t. Thus, the rating deviation of each rater consists of
a systematic bias µj which captures fundamental differences in rating
methodology and σj which accounts for the variation of the rating de-
viation due to, e.g., (short-term) asymmetric information. Our model




In addition to the dynamic latent trait model, we define an intuitive
benchmark approach and compare it with our dynamic latent trait
model. Being conservative, one could consider to take the companies’
worst rating as the benchmark. This is inappropriate for two reasons.
Firstly, such an approach disregards the information contained in the
other available rating sources. Secondly, from an economic point of
view a rated company must be convinced that its credit-quality lies
somewhere between its ratings and is not represented by the worst
rating. Otherwise there would be little reason to obtain several ratings
(Hsueh and Kidwell, 1988). Hence, without accounting for any rater-
specific differences in rating deviations, the “mean” of the observed
ratings could serve as a consensus benchmark.
Latent consensus score. Our benchmark model follows the idea
that for any time t, the consensus score Si(t) of a company is simply
the mean over rating scores Sij(t). In doing so, we do not assume any
time-dependent process driving the development of Si(t), i.e., for any
time t, Si(t) is independent of Si(t− 1).
Rating deviations. For the rating deviations, we assume that there
are no rater-specific deviation terms µj and σj , but a constant standard
deviation σ of the rating deviations between the raters. This implies
that all raters are weighted equally in the estimation process. Within
our model framework the relationship between consensus score Si(t)
and the estimated scores Sij(t) for the benchmark model is given by
Sij(t) = Si(t) + σZij(t), (7)
with Zij(t) distributed as in the dynamic case.
Compared to the benchmark model, one of the main advantages of
the dynamic framework is the estimation of the rating bias µj . If for
certain obligors only, e.g., two out of three ratings are available the
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benchmark model would estimate the mean based on those two ratings.
But the dynamic model additionally pays regards to the rating biases
µj – which are estimated on the whole data. Thus missingness of
ratings affects results of the dynamic model only slightly (see Figure 1).
3 Data
Ordinal ratings of the iTraxx Europe companies. We use his-
torical long-term issuer ratings of the constituents of the iTraxx Eu-
rope index (Series 10) from February 2007 to January 2009 provided
by the big three external rating agencies Standard&Poor’s, Fitch and
Moody’s. The iTraxx Europe index series consists of the 125 most-
liquid CDS referencing European investment-grade entities and a new
series is determined by dealer liquidity poll every six months. Most of
the 125 names in the indexes are large multinationals and have traded
equity. We choose the iTraxx Europe index, because it forms a repre-
sentative contingent of the overall European credit derivative market
and its constituents have a high number of co-ratings (occurrences of
ratings of a single firm by two different raters) from the big three rat-
ing agencies. The time series is constructed using historical ordinal
rating announcements taken from Reuters Credit Views. We exclude
all companies for which we do not have rating information of at least
two agencies for the complete time period, i.e., those with withdrawn
ratings and entities which acquire a rating for the first time within the
selected time frame. This process yields a sample of 5616 monthly rat-
ings for 95 companies over 24 months (February 2007 to January 2009).
Table 1 shows the co-ratings structure of the three raters. The average
number of ratings for each firm per month is 2.46.
As described in Section 1, the three rating agencies use different
rating systems. Moody’s rating system for global corporates contains
20 non-default rating categories, ranging from Aaa to C and is so in the
near default ratings more granular than the rating systems of Fitch
and Standard&Poor’s (Emery and Ou, 2009). These two agencies
assign 17 non-default rating categories (AAA to CCC/C) to global
corporates (Needham and Verde, 2009; Vazza et al., 2009). Table 2
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Fitch Moody’s S&P
Fitch 88 44 88
Moody’s 44 51 51
S&P 88 51 95
Table 1: Co-ratings structure for 95 out of the 125 iTraxx Europe
(Series 10) companies of the big three external rating agencies Fitch,
Moody’s and Standard&Poor’s (S&P).
shows the number of ratings (per rating category and rater) of the
monthly ratings from February 2007 to January 2009 for the rating
agencies Fitch, Moody’s and Standard&Poor’s.
Fitch Moody’s S&P
label no. label no. label no.
1 AAA 6 Aaa 18 AAA 0
2 AA+ 85 Aa1 176 AA+ 45
3 AA 148 Aa2 41 AA 167
4 AA- 193 Aa3 54 AA- 233
5 A+ 226 A1 79 A+ 170
6 A 243 A2 153 A 251
7 A- 410 A3 225 A- 473
8 BBB+ 454 Baa1 231 BBB+ 576
9 BBB 315 Baa2 183 BBB 292
10 BBB- 30 Baa3 64 BBB- 72
11 BB+ 2 Ba1 0 BB+ 0
12 BB 0 Ba2 0 BB 1
13 worse 0 worse 0 worse 0
Table 2: Number of ratings (per rating category and rater) of the 95
out of the 125 iTraxx Europe companies.
According to the three rating distributions of this rating data, only
one firm is once rated as a non-investment firm (ContinentalAG) and
this only by Standard&Poor’s (see Crouhy et al., 2001, for a description
of investment grades and speculative grades). The distributions show
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also that the granularity of the three rating systems is equal in the
relevant segment of this rating data.
The rating history of 57 firms (60%) changed over the considered
time period. Fitch changed the ratings of 35 firms, where 29 firms were
downgraded and 4 firms were upgraded. The remaining two compa-
nies experienced a downgrade as well as an upgrade. Moody’s changed
the ratings of 17 firms, where 8 firms were downgraded and 8 firms
were upgraded (the remaining company experienced two upgrades as
well as two downgrades). Standard&Poor’s changed the ratings of
45 firms, where 29 firms were downgraded and 12 firms were upgraded
(the remaining four company experienced upgrade(s) as well as down-
grade(s)). Hence, a clear tendency of downgrading is observable in
this period.
According to Morgan (2002) we should find an excess of split rat-
ings within financial and insurance companies in our data. In fact,
using the same mapping to a single numeric scale as Morgan (2002)
we observe 57.7% split ratings between S&P and Moody’s, but 80.3%
when only considering financial and insurance companies. The same
pattern is true for Fitch and Moody’s with 56.9% for the whole sample
and 88.3% for financial and insurance companies. The lowest split rate
is observed between S&P and Fitch with 38.8% overall split ratings
and 55.6% for financial and insurance companies.
In order to model the consensus ratings (Equation 2), each ordi-
nal rating is identified with a numerical interval reflecting the upper
and lower bound of the creditworthiness on the real line (see Equa-
tion 1). Here, we estimate the thresholds for the ordinal ratings using
the empirical default rates (1990–2006) provided by the external raters
(Needham and Verde, 2009; Emery and Ou, 2009; Vazza et al., 2009).
A detailed description of this estimation is given in Appendix B.
Dow Jones EURO STOXX 50. By way of comparison we use the
Dow Jones EURO STOXX 50 as a representative market development
of the iTraxx Europe portfolio from February 2007 to January 2009
(see Figure 2). The Dow Jones EURO STOXX 50 is the leading stock
(price) index for the Eurozone and covers 50 stocks from 12 Eurozone
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countries: Austria, Belgium, Finland, France, Germany, Greece, Ire-
land, Italy, Luxembourg, the Netherlands, Portugal, and Spain. At
January 2009, stocks of 30 out of the 95 companies are contained in
the EURO STOXX 50.
4 Analysis of the big three rating agen-
cies using their ratings for the iTraxx
Europe companies
4.1 Model estimation
Using the available ordinal ratings rij(t) for each company i = 1, . . . , 95
(out of the 125 iTraxx Europe companies) and external rating agency
j = {F,M, SP} from t = 1, . . . , 24 (February 2007 to January 2009)
and the associated thresholds λj,k for k = 0, . . . ,Kj with KF = 17,
KM = 20, and KSP = 17 we estimate the model parameters of our
dynamic latent trait model as well as the parameters of our benchmark
model. For the estimation frequentist as well as Bayesian techniques
can be used. E.g., Hornik et al. (2010) estimated their model by
standard maximum likelihood estimation. Here, we follow McNeil and
Wendin (2007) and Stefanescu et al. (2009) and choose a Bayesian esti-
mation approach using Markov chain Monte Carlo methods (MCMC).
Such an approach requires prior distributions to be chosen for the
parameter set. In order to minimize the influence of the prior distri-
butions on the posterior distribution we have specified non-informative
priors for all our parameters.
In particular, we run four parallel Markov chains, each initialized
with a different seed and a different random number generator. The
Gibbs sampler ran for 50, 000 iterations, using a thinning of 10 whereby
the first 5, 000 were discarded as burn-in period. This yields 4, 500
draws from the posterior for each parameter for each chain. Trace
plots as well as the Geweke diagnostic and the Gelman Rubin’s con-
vergence diagnostic indicated satisfactory convergence of all chains
(e.g., Gelman and Rubin, 1992; Plummer et al., 2008).
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Model selection. To take a decision in favour of one of the con-
sidered models is no trivial choice. Beside the fit of the models, one
should also bear in mind the complexity of the single models. Intu-
itively, if two models fit the data equally well, the model with lower
model complexity should be favored. In order to compare our dynamic
latent trait model with the benchmark model we follow Stefanescu
et al. (2009) and use the deviance information criterion (DIC; accord-
ing to Spiegelhalter et al., 2002). DIC is in frequent use in Bayesian
hierarchical settings and its computation typically is an easy conse-
quence of MCMC simulations (see Claeskens and Hjort, 2008). The
DIC is a generalization of the Akaike information criterion (AIC) and
the Bayesian information criterion (BIC) for hierarchical models and
does not require nested models. In contrast to the AIC and BIC, DIC
allows to compare Bayesian hierarchical models where the effective
number of parameters is not clearly defined.
A lower DIC value indicates a better model fit. According to
Spiegelhalter et al. (2002), if the difference in DIC is greater than 10,
then the model with the larger DIC value has considerably less sup-
port than the model with the lower DIC value. For our models, the
lower DIC value of our dynamic latent trait model (DIC = 9577.49)
indicates that this model dominates in the terms of model fit as well
as model complexity the obvious benchmark model (DIC = 16399.92).
4.2 Results for the dynamic latent trait model
Rating deviations. We begin our analysis of the estimation results
with the rating deviations. Our dynamic latent trait model captures
estimates for the rating bias µj and the standard deviation σj of the
rating deviation of the big three external rating agencies on the score
scale. Table 3 shows the results for the estimated posterior distribu-
tion of the parameters µj and σj for the three raters. The posterior
distributions of the parameters are characterized by the mean values
(mean) and the standard deviations (SD) of the 18, 000 (4 × 4, 500)
posterior draws.
We infer from Table 3 that Fitch has the smallest absolute rating
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µj σj
mean SD mean SD
Fitch 0.0157 0.0018 0.0753 0.0021
Moody’s −0.0891 0.0024 0.1002 0.0028
S&P 0.0734 0.0017 0.0642 0.0018
Table 3: Estimated rating bias µj and standard deviations σj for the
rating deviations (on the score scale) of the big three external rating
agencies Fitch, Moody’s and Standard&Poor’s. The posterior distri-
butions of the parameters are characterized by the mean values (mean)
and the standard deviations (SD) of the 18, 000 (4× 4, 500) posterior
draws.
bias from the consensus on the score scale with respect to the pos-
terior mean (0.0157). Moody’s clearly seems to be too optimistic in
its credit assessment yielding a posterior mean for the rating bias µ
of −0.089 on the score scale. Note, that our model is based on the
thresholds λj,k (and therefore PD equivalents) which are clearly lower
for Moody’s than the other two raters. Despite the high average dif-
ference between the investment grades (on the score scale: 0.139) in
the PD equivalents of Moody’s and Standard&Poor’s indicated in the
Appendix (see Table 8), Moody’s is still more optimistic by rating
investment-grade firms than Standard&Poor’s. In this study, Stan-
dard&Poor’s is with a posterior mean of the rating bias of 0.073 the
most conservative rater out of the three considered rating agencies.
In addition to the rating biases, our model captures the standard
deviation (precision) of the rating deviations of the three raters (Ta-
ble 3). Whereas the posterior mean of the standard deviation σ of
the rating deviations is rather similar for Fitch and Standard&Poor’s
(0.075, 0.064), Moody’s has a higher posterior mean of the standard
deviation (0.100), indicating that its ratings deviate more strongly
from the consensus ratings.
Consensus score. In addition to the analysis of the bias/variance
structure of the rating deviations, we analyze the estimated consensus
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scores of our dynamic latent trait model. Instead of showing the con-
sensus scores of all iTraxx Europe companies, Figure 1 shows the esti-
mated consensus rating scores of four sample companies (ENELSPA,
NESTLE, GLENCORE INT. AG, ROYAL BANK OF SCOTLAND)
and compares them with the original ratings (mapped onto the score
scale) of the three raters Fitch, Moody’s and Standard&Poor’s as well

















































M M M M
S












































FS S S S
S
Figure 1: Estimated consensus score, the mean score, and the original
ratings mapped onto the score scale of the big three external rating
agencies Fitch (F), Moody’s (M) and Standard&Poor’s (S).
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Due to the fact that the companies ENELSPA and NESTLE are
rated by all three raters, the consensus score (solid line) is very similar
to the mean score (dashed line). In the case of the two other companies
GLENCORE INT. AG and ROYAL BANK OF SCOTLAND where for
each company ratings of only two raters are available, Figure 1 shows
remarkable differences between the consensus and the mean score. Due
to rater specific deviation terms, our latent consensus score is able to
incorporate the paucity of ratings.
A justification of the latent market f(t) in our framework can be
found looking at the correlation between its estimated values and an
empirical benchmark market. In fact, the correlation between f(t) and
the Dow Jones EURO STOXX 50 index is −0.947. The negative sign
is due to the estimation of f(t) on the score scale. Additionally we
can compare the trend of both markets, when looking at Figure 2 in
the paper. E.g., both markets show the calm period around 2007–07
and the massive shocks by the end of 2007. Even though the result
is not surprising, it cannot be expected. The comparison of the two
serves as a post-modeling check and the similarity between these two
enhances the face validity of our proposed model.
Consensus rating. In addition to the analysis of the consensus
scores, we can use the consensus ratings derived by mapping the scores
onto the raters’ rating scales to analyze the rating agreement of the
raters.
An intuitive way for this is the Hit-Miss-Match (HMM) matrix
which counts how many consensus ratings exactly match the ratings
provided by a rater. Appendix A presents the HMM matrix for each
rater.
Furthermore, we can compute the proportion of ratings for each
rating deviation (measured in rating notches) between the consensus
ratings and the ratings provided by the raters. Table 4 shows that
Fitch’s ratings have a very high accordance (72.5%) with the estimated
consensus ratings. According to the estimated rating biases (see Ta-
ble 3) Moody’s is rather more “optimistic” than the other raters. This
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Figure 2: Estimated latent market factor f(t) and the Dow Jones
EURO STOXX 50 index over the full time period (2007-02 to 2009-
01).
−4 −3 −2 −1 0 1 2 3
Fitch 0.000 0.000 0.008 0.154 0.725 0.108 0.004 0.000
Moody’s 0.000 0.000 0.017 0.028 0.280 0.541 0.114 0.020
S&P 0.003 0.000 0.030 0.432 0.528 0.007 0.000 0.000
Table 4: Proportion of ratings per rating class deviation between the
consensus ratings and the original ratings provided by the big three
rating agencies Fitch, Moody’s and Standard&Poor’s.
hit the consensus rating. 84.9% are within one rating notch and 67.5%
are more optimistic, i.e., are at least one rating category better than
our estimated consensus rating. For Standard&Poor’s we obtain that
96.8% are within one rating category in comparison to the consensus
rating. In contrast to Fitch, Standard&Poor’s even has a few ratings
which are 4 rating classes below the estimated consensus rating.
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5 Discussion
In this paper we investigate a new dynamic framework for aggregat-
ing credit-rating information in a multi-rater set-up, i.e., in situations
where ordinal ratings from different sources for the same firm are avail-
able. In our model we assume that the raters do not directly estimate
the ordinal ratings, but they estimate a numerical variable – repre-
senting the creditworthiness of the firm – in an internal rating process.
We treat the true unobservable numerical variable of a firm as a latent
variable and model its dynamic by using systematic as well as idiosyn-
cratic changes. In contrast to other methods, our model class allows
missingness in the data and captures the panel structure of the data.
In addition to the solution for the aggregation problem, our model
is useful in the validation of the different sources. The analysis of the
mean/variance structure of the rating deviations yields rater-specific
rating biases as well as the precision of the different rating systems.
The suggested framework for modeling consensus of a multi-rater
panel is very general and allows for a variety of possible enhancements.
We could aim at employing more flexible models for the distributions
of the rating scores and rating deviations, e.g., via suitable mixtures
of normals. We could also allow more flexibility in the specification
of the factor loading α capturing the dependence between the latent
scores and the latent market (see Equation 3) by using a firm- or
industry-specific factor loading. In addition, it would be interesting to
allow for industry-specific parameters for the rating bias, the standard
deviation of the rating deviation and the long-term mean (see Hornik
et al., 2010). We could also try to use an external market factor
(e.g., the Dow Jones EURO STOXX 50) instead of a latent market
factor to describe the systematic changes of the latent scores. The use
of Bayesian estimation techniques allows very flexible specification of
models, so that we intend to explore these possible enhancements in
our future research.
By using the ratings for the iTraxx Europe companies (Series 10)
provided by the big three rating agencies Fitch, Moody’s and Stan-
dard&Poor’s we compute a more informative rating, the consensus
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rating for each company, and show that there are remarkable differ-
ences in the rating behavior and rating systems of the three raters. In
particular, we infer from our results, that Moody’s is the most favor-
able and Standard&Poor’s the most pessimistic rater.
Computational details
All computations were carried out in the R system (version 2.14.0) for
statistical computing (R Development Core Team, 2009). In particu-
lar, the R package rjags (Plummer, 2009) was used for Gibbs sampling
and model selection, and the R package coda (Plummer et al., 2008)
was used for the output diagnostic.
A Hit-Miss-Match matrices for the raters
In Table 5 most ratings are on the main diagonal or one rating notch
below or above indicating a high agreement between Fitch’s ratings
and the consensus ratings. Table 6 shows that Moody’s ratings are
rather one or more rating notches below the consensus ratings, con-
firming the negative rating bias shown in Table 3. In contrast to
Moody’s ratings, Standard&Poor’s ratings are rather one or more rat-
ing notches above the consensus ratings (see Table 7), confirming the
positive rating bias shown in Table 3.
B Estimation of the rating thresholds
In order to map the ordinal ratings provided by the three external
rating agencies to PD ratings (PD equivalents) we follow the approach
proposed by Neagu et al. (2009). They relate empirical PDs to ratings
on an appropriate score scale. The score variable represents a rank
ordering of risk of default over some future time horizon (we use a one
year future time period). The task is to find a transformation of the
score variable into an empirical PD. In other words, this method aims
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at finding a function F such that:
PD = F (score),
which can be written by using a default indicator as:
Prob(default indicator = 1) = F (score)
and gives the base formulation for the binary response class of models.
Different types of models, utilizing different forms for the function F ,
can be fit. Neagu et al. (2009) suggest to try the three most commonly
used binary response models: logit, probit, and complementary log-log
(CLL) models. These models can be applied directly to the score data,
but in real-world applications the score data tends to exhibit a high
degree of skewness. In this case it is recommended that a transforma-
tion of the score variable is made: a Box-Cox power transformation
(Box and Cox, 1964) or a Box-Tidwell transformation (Granger and
Newbold, 1977).
In particular, we use the published historical empirical global cor-
porate default rates of the three external rating agencies from 1990 to
2006 (Needham and Verde, 2009; Emery and Ou, 2009; Vazza et al.,
2009). In order to yield one-year empirical default rates we compute
the averages over the time period. We then fit all combinations of
binary response class models (probit, logit, and CLL) and transforma-
tions (Box-Cox power and Box-Tidwell) to the average default rates. A
probit score model (as described in Section 2) with Box-Tidwell trans-
formation is selected as the best method according to the Hosmer-
Lemeshow statistic (Hosmer and Lemeshow, 2000). Table 8 shows
the estimated rating bounderies using a probit score model with Box-
Tidwell transformation for the three different rating systems of Fitch,
Moody’s, and Standard & Poor’s using the empirical default rates
from 1990 to 2006. Note, that the rating system of Moody’s is finer
on the upper side, i.e., assigning four more rating grades to the high
PD segment than the other two raters.
Whereas the empirical default rates and the PD mapping of Fitch
and Standard&Poor’s seem to be rather similar, Moody’s empirical
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default rates and mapping line is clearly below the other two. E.g.,
in average the difference on the probit scale between the investment
grades of Standard&Poor’s and Moody’s is 0.139.
In order to cleave to the ordinal structure of ratings, thresholds
for the mapping PDs derived from the empirical default rates have
to be computed. We compute the thresholds by the means of two
adjacent mapping PDs on the logit scale for each rater j. I.e., the
upper threshold λk of rating class k = 1, . . . ,Kj − 1 of rater j is given
by λk = 1/2(logit(PDk+1) + logit(PDk)) and the “lower” threshold of
the best rating class is −∞ and the “upper” threshold of the worst
rating class is +∞ (Altman and Rijken, 2004). The thresholds for
each rater are provided in Table 8.
C Summary of parameter estimates
For the factor loading α we derive a posterior mean of 0.0094. Analo-
gous, the posterior mean of the AR(1) coefficient of the latent market
factor γ is 0.8560. This indicates that the estimated latent market fac-
tor is highly persistent. Different AR(1) coefficients βi are estimated
for each single firm for the idiosyncratic changes mi(t) and the pos-
terior mean values vary between 0.070 and 0.9936. The mean of the
posterior mean values of βi is equal to 0.3169 and a standard devia-
tion of 0.3188 is observed. For the individual firms the differences in
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We propose a method to deal simultaneously with model un-
certainty and correlated regressors in linear regression models
by combining elastic net specifications with a spike and slab
prior. The estimation method nests ridge regression and the
LASSO estimator and thus allows for a more flexible modelling
framework than existing model averaging procedures. In par-
ticular, the proposed technique has clear advantages when deal-
ing with datasets of (potentially highly) correlated regressors,
a pervasive characteristic of the model averaging datasets used
hitherto in the econometric literature. We apply our method to
the dataset of economic growth determinants by Sala-i-Martin
et al. (Sala-i-Martin, X., Doppelhofer, G., and Miller, R. I.
(2004). Determinants of Long-Term Growth: A Bayesian Av-
eraging of Classical Estimates (BACE) Approach. American
Economic Review, 94: 813-835) and show that our procedure
has superior out-of-sample predictive abilities as compared to




Inference under model uncertainty is a pervasive problem of empir-
ical applications in economics. In particular, assessing empirically
the robustness of economic growth determinants under model uncer-
tainty is a subject which has spawned many econometric studies in
the last decade. Ferna´ndez et al. (2001), Sala-i-Martin et al. (2004),
Crespo Cuaresma and Doppelhofer (2007), Ley and Steel (2007), Dop-
pelhofer and Weeks (2009), Ley and Steel (2009), Durlauf et al. (2008)
or Eicher et al. (2011) are some examples of studies which apply meth-
ods based on Bayesian model averaging to account for uncertainty in
the specification of econometric models aimed at explaining differences
in long-run economic growth across countries.
Most of the existing methods used in this branch of the litera-
ture do not assess explicitly the potential problem of multicollinearity
among the set of potential explanatory variables. Although some ad
hoc dilution priors have been proposed in the literature to account
for related regressors (see for example Durlauf et al. (2008), who puts
forward the use of the correlation matrix of model-specific regressors
to adjust model priors based on the idea of dilution priors put forward
by George (2007)), a systematic assessment of the issue is hitherto
missing.1 In this paper we propose a method to deal with the prob-
lem of model uncertainty in the presence of correlated regressors. The
framework of bridge regression allows us to deal explicitly with the
problem of correlated explanatory variables by shrinking coefficients.
Prominent cases of the bridge regression class are ridge regression and
LASSO. Our method is based on Bayesian elastic net specifications,
which nest both ridge regression and the LASSO estimator as special
cases. Additionally, we propose using a spike and slab prior (see for
instance Mitchell and Beauchamp (1988) or George and McCulloch
(1993)) which allows us to perform variable selection or model averag-
ing in the framework of the Bayesian elastic net. In addition, the use
of a spike and slab prior allows us to include explicitly prior informa-
tion concerning model size or the relative importance of covariates in
1Related regressors in Bayesian model averaging have been assessed more deeply
in the framework of interaction terms and polynomial specifications (see Chipman
(1996) for a general presentation and Crespo Cuaresma (2011) for a recent appli-
cation to economic growth).
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the specification in a straightforward manner.
We evaluate our method making use of the dataset by Sala-i-Martin
et al. (2004), which comprises information on income per capita growth
for the period 1960-1996 and 67 potential growth determinants for a
broad cross-section of countries. Schneider and Wagner (2008) apply
frequentist adaptive LASSO methods to the dataset and find a sub-
stantial degree of similarity with the results in Sala-i-Martin et al.
(2004), although some variables (Population Coastal Density or Life
Expectancy, for instance) which Sala-i-Martin et al. (2004) tagged as
robust do not appear to be important according to the results using the
shrinkage method. The use of Bayesian elastic nets leads to some im-
portant changes in the results of the robustness analysis as compared
to the existing literature. As in Schneider and Wagner (2008), com-
pared to Sala-i-Martin et al. (2004) variables like Population Coastal
Density or Life Expectancy strongly reduce their importance in our
results, but variables like Malaria Prevalence and Years Open ap-
pear as more robust growth determinants. In addition, we perform
an out-of-sample prediction exercise which confirms the superiority of
the Bayesian elastic net with spike and slab priors as compared to
standard linear Bayesian model averaging methods.
The paper is structured as follows. Section 2 presents the Bayesian
elastic net, section 3 explains the approach we take to model uncer-
tainty in the framework of Bayesian elastic net models and section 4
performs the empirical analysis based on Sala-i-Martin et al. (2004).
Finally, section 5 concludes.
2 Ridge regression, LASSO and the elas-
tic net
Assume that a group of K variables {x1, . . . xK} are proposed as po-
tential determinants of y in the framework of linear regression models.
Let the specification where all K variables are included in the model
be given by
y = Xβ + u, (1)
where y is a vector containing the N observations of y, X is the N×K
design matrix of standarized explanatory variables, β = (β1 . . . βK)
′
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denotes the parameter vector of interest and it is assumed that u ∼
N(0, σ2IN ). Assuming that N > K, the standard OLS estimator of β
in (1), βˆ = (X′X)−1X′y, will have unsatisfactory features if the design
matrix is ill-conditioned, that is, if the explanatory variables are highly
correlated. In particular, notice that E((βˆ−β)′(βˆ−β)) = σ2∑Kj λ−1j ,
where {λ1, . . . , λK} are the eigenvalues of (X′X).2 If multicollinearity
among our regressors is present, at least one of the eigenvalues will be
close to zero, inflating the variance of the OLS estimator.
Bridge regression methods have been proposed in order to deal with
this problem. In a frequentist setting, the bridge regression estimate
is obtained by minimizing the residual sum of squares subject to the
constraint
∑K
j=1 |βj |γ < t for constants t and γ ≥ 1. The regression
coefficients are thus obtained as
βˆbridge = argmin
β





The Lagrangian parameter λ ≥ 0 can be interpreted as a shrinkage
weight and γ defines the differential shrinkage of parameters. Promi-
nent estimators derived from equation (2) are the ridge regression
((Hoerl and Kennard, 1970)) estimator, with γ = 2 and the least ab-
solute shrinkage and selection operator (LASSO) estimator (see Tib-
shirani, 1996), for which γ = 1. However, while the penalty in (2)
shrinks parameters for γ = 2, it does not necessarily set them to zero.
The form of the shrinkage in the LASSO estimator allows for corner
solutions with some elements of β equal to zero. In this sense, the
LASSO estimator acts at least partly as a model selection device.
When it comes to optimization, there is still some reluctance to
adopt L1 methods of estimation, although Portnoy and Koenker (1997)
demonstrate that L1 regression (γ = 1) can be made competitive with
L2 regression (γ = 2) in terms of computational speed.
From a Bayesian point of view, the ridge and LASSO estimators
appear as posterior mode estimators under particular prior settings
(see for example Hans (2009) and Park and Casella (2008)). Both
estimators can be obtained in the framework of a Bayesian hierarchical
model where the distribution of the regression coefficients is given by
2See, e.g. Poirier (1995), page 582.
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a mixture of normal distributions
β|τ 2, σ2 ∼ N(0, σ2Wτ ), (3)
with τ 2 = (τ21 . . . τ
2
K) and Wτ = diag{τ21 . . . τ2K}. The standard im-
proper prior over the error variance is used,
p(σ2) = 1/σ2, (4)
and the LASSO estimator is obtained by assigning an independent
double exponential (or Laplace) distribution for each τ2j . The ridge
regression estimator, on the other hand, is obtained by imposing the
common inverse gamma distribution as a prior over τ2.
From a frequentist perspective, the elastic net uses a convex com-
bination of the penalties implied by the ridge and LASSO regression
and therefore obtains the estimator as
βˆenet = argmin
β






The elastic net combines thus the characteristics of the ridge re-
gression and the LASSO. Li and Lin (2010) and Bornn et al. (2010)
present a Bayesian framework to estimate elastic nets. Following Li











This prior over β conditional on σ2, combined with (4) and the
fact that y ∼ N(Xβ, σ2IN ), allows for the use of a Gibbs sampler to
estimate the corresponding posterior distributions. Posterior distribu-
tions for the parameters of interest can be obtained after noting that,
as for the case of the LASSO and ridge regression, conditional on σ2,
the distribution of βj can be treated as a mixture of normals. In the
case of the Bayesian elastic net, as shown in Li and Lin (2010), the
mixing distribution is given by a truncated Gamma distribution.
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3 Model uncertainty and the Bayesian elas-
tic net
To the extent that parameter estimates in the Bayesian elastic net
framework are shrunk to zero, the model embodies to a certain de-
gree a variable selection mechanism. Given the logic behind shrink-
age models, such a mechanism takes explicitly into account the po-
tential effect of multicollinearity. The existing studies on Bayesian
elastic nets propose carrying out variable selection through ad hoc
approaches based on the posterior distribution of the individual el-
ements in β. Li and Lin (2010) propose using the credible interval
and scaled neighborhood criteria. Using the former, a variable xj is
excluded if the credible interval of its corresponding parameter covers
zero. The latter one considers the posterior probability contained in
[−√var(βj |y),√var(βj |y)] and a variable is excluded if this posterior
probability exceeds a certain ad hoc probability threshold.
In this contribution we further expand the variable selection method
by modifying the prior on the β vector. We propose a prior which
corresponds to a spike and slab mixture such as that put forward
by Mitchell and Beauchamp (1988) (see also George and McCulloch
(1993) and George and McCulloch (1997)). We assign a prior to each
single coefficient βj which is a mixture of a point mass at zero and the
prior distribution for βj described above.
3 That implies that the prior
on βj is given by
p(βj |γj , τj , σ2) ∼ (1− γj)I0 + γjpi(βj |τj , σ2) (7)
where pi(βj |τj , σ2) is the prior distribution of βj implied by (6))
after reparametrizing it as a mixture of normals and including the ad-
ditional parameter vector τ . A Bernoulli prior is assumed on γj , so
that γj ∼ Be(γ). We can elicit the prior by setting γ = k¯/K, where
k¯ can be interpreted as the expected value of the prior over model
size. The standard Bayesian elastic net specification is nested in this
setting and corresponds to imposing k¯ = K. The posterior distribu-
tion of γj , p(γj |y) can be interpreted by comparing it to the concept
of posterior inclusion probability (PIP), which is widely used in the
3The point mass at zero is also sometimes replaced by a mean zero normal
distribution with a very low variance (see e.g. George and McCulloch (1993)).
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modern literature on BMA as an indicator of robustness of covariates
to model uncertainty (see for example Ferna´ndez et al. (2001), Sala-i-
Martin et al. (2004) or Ley and Steel (2009) for empirical applications
related to economic growth).
The use of this prior has several advantages as compared to relying
exclusively on the variable selection method embodied in the shrinkage
strategy of the elastic net. By controlling the prior expected model
size through the elicitation of γ, we are able to exploit additional
prior information concerning our beliefs about the number of vari-
ables which should be included in the specification. In applications
related to model averaging and model comparison in the framework
of cross-country growth regressions, for example, models with a very
large number of covariates tend to be considered “less probable” a
priori than models with a relatively small size. In terms of model
comparison, the inclusion of such a prior over the model space implies
that, in addition to the penalty on model size embodied in the Bayes
factor, very large models may be further penalized using a prior model
probability which depends on the number of covariates included in the
specification.
Ley and Steel (2009), following Brown et al. (1998), propose to
robustify the choice of a prior variable inclusion probability (and thus,
of a prior expected model size) by imposing a hyperprior on γ, so that
γ ∼ Beta(a, b). They show that inference based on such a hyperprior
over the prior inclusion probability makes on the one hand inference
more robust to the choice of a prior expected model size and on the
other hand it improves the out-of-sample predictive ability of model-
averaging techniques. We also follow this approach in our empirical
application.
The setting presented implies that inference on the parameters of
our model is subject to two types of shrinkage mechanisms. On the one
hand, the potential multicollinearity present in the set of covariates is
explicitly taken into account by the automatic shrinkage imposed by
the elastic net. On the other hand, the relative a priori importance
of each variable as a determinant of y (or the relative prior belief that
the size of the model is “reasonable”) determines a second type of
shrinkage which is implemented through the spikes and slab structure
given by (7).
The full model can be estimated in a straightforward manner by
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integrating the Gibbs sampling procedure proposed by Li and Lin
(2010) into the structure of the Gibbs sampler used to estimate linear
models with spikes and slab priors (as described in e.g. Mitchell and
Beauchamp (1988)).
4 Empirical application: Fishing economic
growth determinants
4.1 Robust economic growth determinants using
Bayesian elastic nets
Sala-i-Martin et al. (2004) (henceforth, SDM) study the robustness of
economic growth determinants to model uncertainty using a dataset
for 88 countries comprising data on GDP per capita growth over the
period 1960-1996 as well as 67 variables which have been proposed
as potential determinants of income growth in the literature.4 The
dataset has become a workhorse to apply econometric methods related
to model uncertainty and model averaging (see Ley and Steel (2007),
Doppelhofer and Weeks (2009), Ley and Steel (2009) or Eicher et al.
(2011), just to name a few, for recent papers where new techniques
related to Bayesian model averaging are applied to these data).
We apply the model to the data using the following uninforma-
tive priors. We use a Beta(1, 1) prior on γ, and reparametrize λ1
and λ2 as αλ and (1 − α)λ, respectively, imposing the same prior
structure as for γ on α. We introduce a hyperprior on λ, so that
λ2 ∼ Gamma(0.1, 0.1).5 The precision of the error term u, 1/σ2, is
assumed to follow a Gamma(0.001, 0.001) and each τj is drawn form
a [1,∞) truncated gamma distribution with a shape value of 0.5. The
Gibbs sampler is implemented by running four parallel Markov chains,
each initialized with a different seed. One million iterations of the sam-
pler were used, whereby only every tenth value was used for posterior
4The dataset can be obtained from Gernot Doppelhofer’s homepage at
http://www.nhh.no/Default.aspx?ID=3075.
5We depart here from the proposal by Li and Lin (2010), who put forward to
use an empirical Bayes prior for λ1 and λ2. Our approach is based on Park and
Casella (2008), and is also proposed by Li and Lin (2010) as an alternative to
empirical Bayes.
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estimation. Convergence diagnostic indicated satisfactory convergence
and the results presented are based on averages over the individual
Markov chains.
Table 1 compares the results in Sala-i-Martin et al. (2004) with
those obtained from estimating the Bayesian elastic net with spike
and slab priors on the inclusion of the variables.6 The first column
presents the original ranking in terms of PIP implied by the results
of SDM. In the following three columns the PIP, as well as the mean
and standard deviation of the posterior distribution of each parameter
are shown for the results presented by SDM and those obtained using
the Bayesian elastic net. The PIP of the SDM results and those of
the elastic net have a correlation of 0.61, and strong differences can
be observed when comparing the relative importance of the variables
in the dataset. The mean of the posterior distribution of γj is 0.139,
corresponding to a mean of the posterior model size distribution of
approximately 9.3, a result which is in line with the results presented
for the same dataset by Ley and Steel (2009), who use a comparable
hyperprior on the prior inclusion probabilities of the variables, albeit
in the framework of standard linear models.
The shrinkage implied by the Bayesian elastic net has a strong
effect on the nature of the robust determinants of economic growth
implied by the results in Table 1. On the one hand, some of the vari-
ables with highest posterior inclusion probability in SDM (in particular
Investment Price, but also Population Coastal Density and Life Ex-
pectancy) strongly reduce their importance in the results obtained by
the Bayesian elastic net. On the other hand, Malaria Prevalence and
Years Open appear as very robust determinants of economic growth
in our results and improve their relative importance significantly as
compared to the original results in SDM. The high degree of correla-
tion among this group of potential regressors explains the difference in
results between the two approaches. The shrinkage embodied in the
Bayesian elastic net is precisely aimed at dealing with such situations
when related regressors are part of the model.
6All the computations within this work are done by using R, a language and
environment for statistical computing (R Development Core Team (2011)) and its
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2 Assessing out-of-sample predictive ability
The different estimation method and shrinkage philosophy can explain
the differences in results between standard linear approaches and the
Bayesian elastic net presented in Table 1. The superiority of one of the
two approaches, however, needs to be assessed in terms of predictive
accuracy. For this purpose, we perform an out-of-sample prediction
simulation based on the SDM data. We assign to each observation a
probability of 0.15 to belong to the out-of-sample group and, there-
fore, 0.85 to be part of the in-sample data. We then perform inference
based on the observations of the realized in-sample group and ob-
tain point predictions for the out-of-sample observations, which are in
turn given by the weighted average of the corresponding model-specific
conditional expectation, where the weights correspond to the posterior
model probabilities obtained using the in-sample observations.
We repeat this procedure 100 times, estimating in each replication
the Bayesian elastic net and the standard linear counterpart. For
the linear model we adopt a fully Bayesian approach, thus deviating
slightly from SDM and instead using the approach put forward by
Ferna´ndez et al. (2001) and expanded by Ley and Steel (2009). We
obtain the mean prediction error for each replication based on the best
10,000 models in terms of posterior model probability.
Table 2 and figure 1 display summary statistics of the resulting
mean squared prediction errors. Both the average of the out-of-sample
prediction error and its dispersion are smaller in the case of the Bayesian
elastic net as compared to the standard linear BMA method.
4.3 Robustness checks: LASSO and ridge specifi-
cations
We conducted some robustness checks in the framework of the Bayesian
elastic net changing priors over the parameters in the model, which left
the results presented in Table 1 qualitatively unchanged.7 We also es-
timated the models using exclusively Bayesian LASSO and ridge spec-
ifications, corresponding to the Bayesian elastic net model presented
above with λ1 = 0 or λ2 = 0 in (6) for, respectively, the LASSO









Figure 1: Boxplot of the mean
prediction errors (multiplied by
104), Bayesian elastic net (BEN)
versus standard Bayesian model
averaging (BACE) and BACE
with hyperpriors on the model-
size and the coefficients (BACE-
h2).
BEN BACE BACE-h2
Min. 0.4516 0.3336 0.2414
1st Qu. 1.1733 1.0865 1.1365
Median 1.4942 1.6053 1.5410
Mean 1.5914 1.6697 1.7220
3rd Qu. 1.7452 2.0981 2.2376
Max. 3.8911 4.2835 4.8706
Table 2: Summary statistics of
the mean
prediction errors (multiplied by
104). Bayesian elastic net (BEN)
versus standard Bayesian model
averaging (BACE) and BACE-
h2.
and ridge regression. The results from the estimation for the SDM
dataset are presented in Tables 3 and 4. The results for LASSO and
ridge regressions are qualitatively very similar to those presented for
the Bayesian elastic net, but a couple of interesting differences should
be pointed out. While the top variables in terms of PIP are left un-
changed across estimation settings, the PIP assigned to Initial Income
(Log GDP in 1960) in the ridge regression specification is much lower
than using other estimation methods. This indicates that, although
the overall results concerning the most robust growth determinants are
left unchanged when different shrinkage methods are used, the type




We propose a method to deal simultaneously with model uncertainty
and correlated regressors in linear regression model and apply it to the
cross-country growth regression dataset in Sala-i-Martin et al. (2004).
The method is a straightforward generalization of Bayesian elastic nets
using spike and slab priors to account for beliefs concerning model
size and the relative a priori importance of different potential deter-
minants. Our specification presents better out-of-sample prediction
abilities than standard model averaging methods which do not ex-
plicitly account for shrinkage in individual specifications beyond the
penalty implied by the posterior model probability when Zellner’s g-
priors are used (Zellner (1986)).
The method proposed is simple to estimate and presents a high
degree of flexibility when setting prior structures. Our results indi-
cate that explicitly assessing the correlation across covariates using
shrinkage methods can lead to improvements in modelling economic
processes which are subject to model uncertainty. Further assessment
of shrinkage methods and priors over the model space could be par-
ticularly relevant in the setting of Bayesian elastic nets.
73
References
Bornn, L., Gottardo, R., and Doucet, A. (2010). Grouping Priors and
the Bayesian Elastic Net. Technical Report # 254, The University
of British Columbia, Department of Statistics.
Brown, P., Vannucci, M., and Fearn, T. (1998). Multivariate Bayesian
Variable Selection and Prediction. Journal of the Royal Statistical
Society B, 60:627–641.
Chipman, H. (1996). Bayesian Variable Selection with Related Pre-
dictors. Canadian Journal of Statistics, 24:17–36.
Crespo Cuaresma, J. (2011). How different is Africa? A Comment on
Masanjala and Papageorgiou (2008). Journal of Applied Economet-
rics, forthcoming.
Crespo Cuaresma, J. and Doppelhofer, G. (2007). Nonlinearities
in Cross-Country Growth Regressions: A Bayesian Averaging of
Thresholds (BAT) Approach. Journal of Macroeconomics, 29:541–
554.
Doppelhofer, G. and Weeks, M. (2009). Jointness of Growth Determi-
nants. Journal of Applied Econometrics, 24(2):209–244.
Durlauf, S., Kourtellos, A., and Tan, C. (2008). Are Any Growth
Theories Robust? Economic Journal, 118:329–346.
Eicher, T. S., Papageorgiou, C., and Raftery, A. E. (2011). Default Pri-
ors and Predictive Performance in Bayesian Model Averaging, with
Application to Growth Determinants. Journal of Applied Econo-
metrics, 26(1):30–55.
Ferna´ndez, C., Ley, E., and Steel, M. F. (2001). Model Uncertainty in
Cross-Country Growth Regressions. Journal of Applied Economet-
rics, 16:563–576.
George, E. (2007). Discussion of Bayesian Model Averaging and Model
Search Strategies by M.A. Clyde. Bayesian Statistics, pages 157–77.
74
George, E. I. and McCulloch, R. E. (1993). Variable Selection Via
Gibbs Sampling. Journal of the American Statistical Association,
88:881–889.
George, E. I. and McCulloch, R. E. (1997). Approaches for Bayesian
Variable Selection. Statistica Sinica, 7:339–373.
Hans, C. (2009). Bayesian Lasso Regression. Biometrika, 96(4):835–
845.
Hoerl, A. and Kennard, R. (1970). Ridge regression: Biased Estima-
tion for Nonorthogonal Problems. Technometrics, 12:55–67.
Ley, E. and Steel, M. (2007). Jointness in Bayesian Variable Selec-
tion with Applications to Growth regression. Journal of Macroeco-
nomics, 29(3):476–493.
Ley, E. and Steel, M. F. (2009). On the Effect of Prior Assumptions
in Bayesian Model Averaging with Applications to Growth Regres-
sions. Journal of Applied Econometrics, 24:4:651–674.
Li, Q. and Lin, N. (2010). The Bayesian Elastic Net. Bayesian Anal-
ysis, 5(1):151–117.
Mitchell, T. and Beauchamp, J. (1988). Bayesian Variable Selection in
Linear Regression. Journal of the American Statistical Association,
83(404):1023–1032.
Park, T. and Casella, G. (2008). The Bayesian Lasso. Journal of the
American Statistical Association, 103:681– 686.
Poirier, D. (1995). Intermediate Statistics and Econometrics - A Com-
parative Approach. MIT Press.
Portnoy, S. and Koenker, R. (1997). The Gaussian Hare and the Lapla-
cian Tortoise: Computability of Squared-Error versus Absolute-
Error Estimators. Statistical Science, 12(4):279–300.
R Development Core Team (2011). R: A Language and Environment
for Statistical Computing. R Foundation for Statistical Computing,
Vienna, Austria. ISBN 3-900051-07-0.
75
Sala-i-Martin, X., Doppelhofer, G., and Miller, R. I. (2004). Deter-
minants of Long-Term Growth: A Bayesian Averaging of Classical
Estimates (BACE) Approach. American Economic Review, 94:813–
835.
Schneider, U. and Wagner, M. (2008). Catching Growth Determinants
with the Adaptive LASSO. Economic Series, Institute for Advanced
Studies., 232.
Tibshirani, R. (1996). Regression Shrinkage and Selection via the
Lasso. Journal of the Royal Statistical Society. Series B (Method-
ological), 58(1):267–288.
Zellner, A. (1986). Bayesian Inference and Decision Techniques: Es-
says in Honor of Bruno de Finetti, chapter On Assessing Prior Dis-









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Model Uncertainty and Aggregated Default
Probabilities: New Evidence from Austria
Paul Hofmarchera, Stefan Kerblb, Bettina Gru¨nc,
Michael Sigmundb, Kurt Hornika
January 25, 2012
a Department of Finance, Accounting and Statistics, WU Wirtschaft-
suniversita¨t Wien
b Oesterreichische Nationalbank
c Department of Applied Statistics, Johannes Kepler University Linz
Abstract
Understanding the determinants of aggregated default proba-
bilities (PDs) has attracted substantial research over the past
decades. This study addresses two major difficulties in un-
derstanding the determinants of aggregate PDs: Model uncer-
tainty and multicollinearity among the regressors. We present
Bayesian Model Averaging (BMA) as a powerful tool that over-
comes model uncertainty. Furthermore, we supplement BMA
with ridge regression to mitigate multicollinearity. We apply
our approach to an Austrian dataset. Our findings suggest that
factor prices like short term interest rates and energy prices
constitute major drivers of default rates, while firms’ profits re-
duce the expected number of failures. Finally, we show that the
results of our baseline model are fairly robust to the choice of
the prior model size.
JEL Classification: E44, C52, E37.
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1 Introduction
Understanding the driving factors of aggregated probabilities of corpo-
rate defaults is an important topic both for financial institutions and
supervisors. For example, conducting meaningful stress tests requires
the translation of macroeconomic scenarios into portfolio losses. The
same applies when financial institutions and supervisors are interested
in forecasting the credit quality of portfolios on an aggregated level.
Both in the field of macro prudential supervision and strategic risk
management a knowledge of the determinants of aggregated defaults
is crucial.
Consequently, estimating the link between macroeconomic vari-
ables and probabilities of defaults has been a long-standing topic in re-
search, as numerous papers testify (see below). However, the classical
approach of regression faces a major challenge: Due to the sparse the-
oretical framework of how firm defaults are linked to specific macroe-
conomic variables, researchers are compelled to draw on their intuition
which macro variables to include or not. Such a procedure neglects
the uncertainty in the model choice and might end up with wrong con-
clusions. This challenge, commonly known as model uncertainty, is a
problem shared with many other empirical fields of research. In what
follows we present a state-of-the-art statistical approach of dealing
with model uncertainty, a combination of Bayesian Model Averaging
and ridge regression which we then apply to Austrian data.
Motivated by the high interest in the topic from industry and su-
pervisors, there is a growing body of literature examining the relation-
ship between firm defaults and economic conditions. Altman (1983)
uses augmented distributed lags to demonstrate the effect of GNP,
money supply and corporate profits on firms’ ability to survive. Alt-
man (1984) presents a survey discussing different business failure mod-
els that have been tested and developed outside the United States. Liu
and Wilson (2002) use a time-series model to construct measures show-
ing that interest rate and insolvency legislation are important variables
in explaining firm bankruptcy. Similarly, Virolainen (2004) regresses
Finnish sector-specific default rates on macroeconomic indicators like
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GDP, interest rates and levels of corporate indebtedness. Liu (2004)
uses an error-correction model to investigate the macroeconomic deter-
minants of UK corporate failure rates. Liu (2009) extends this research
by implementing a vector error-correction model specifically account-
ing for policy-induced changes in the macroeconomy, concluding that
macro variables like the interest rate and inflation impact firm failures.
Simons and Rolwes (2009) use macroeconomic-based models for esti-
mating default probabilities using a Dutch dataset. Additionally, they
compare their results with Austrian data. They conclude that for both
countries their model delivers different results, deducing that their pro-
vided model is country specific. Further contributions are Koopman
and Lucas (2005) who analyse the co-movement of credit and macro
cycles in the US and Foglia et al. (2009) who examine Italian default
frequencies per sector.
Screening the literature reveals that authors have to rely on expert
knowledge when deciding upon the inclusion or non-inclusion of macro
variables. To the best of our knowledge, uncertainty about the cor-
rect model specification for aggregated probabilities of default has not
explicitly been addressed yet. The approach we present here refrains
from assuming that there is one“true”model but instead averages over
a huge number of potential models.
This approach is known as Bayesian Model Averaging (BMA) (see
Hoeting et al., 1999). Thereby, the researcher controls the model size
via a prior model inclusion probability for each variable1. Sampling
from the set of regressors BMA then computes a huge number of mod-
els, which are weighted by their marginal likelihood and subsequently
averaged. This simple procedure reveals important determinants of
the dependent variable and their respective coefficients.
As noted above, BMA is becoming a central tool applied in deal-
ing with model uncertainty, or in general settings with large numbers
of potential regressors and relatively limited numbers of observations
(see Ley and Steel, 2009). In the literature on growth determinants
1The approach we follow here attaches the same prior inclusion probability to
each variable (see Section 2). However, in general the researcher could attach a
higher probability to variables deemed to be of special relevance.
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Fernandez et al. (2001) and Sala-I-Martin et al. (2004) propose BMA
to identify robust drivers of countries’ average growth. Wright (2008)
and Avramov (2002) use BMA to forecast exchange rates and stock
returns respectively. Empirical results have shown that BMA might
outperform single model in prediction (see Hoeting et al., 1999).
However, at least in our case highly correlated candidate variables
(multicollinearity) constitute an issue to be accounted for. To some
extent this fact arises due to the inclusion of lagged explanatory vari-
ables, which display a particularly high correlation. To explicitly deal
with this correlation structure we supplement BMA with a shrinkage
method, ridge regression (Hoerl and Kennard, 1970a,b). Ridge re-
gression aims at avoiding the commonly observed characteristic upon
inclusion of highly correlated variables: coefficients display high abso-
lute magnitudes which are cancelled out by coefficients of correlated
cousins of comparable magnitude with reversed sign. By adding a
penalty term dependent on the size of coefficients ridge regression in-
deed overcomes this issue.
The remainder of the paper proceeds as follows. Section 2 presents
the methodological approach outlined above, i.e. BMA and ridge re-
gression. We then apply this approach in Section 3 and Section 4,
whereby the former presents the dataset and the latter the results. Fi-
nally, Section 5 concludes and provides discussion on further research.
2 Model Specification and Estimation
In the following subsections we give a brief overview of the methods we
apply. First, we highlight the advantage of ridge regression. Second,
we refine our methodology by introducing the spike and slab approach,
a specific BMA technique to account explicitly for model uncertainty.
In order to introduce the methodological approach presented in
this paper, we start with the familiar framework of linear regression.
Here, we assume that the relationship between the logit transformed
aggregated default rates, as response variable, y (N×1) and the design
matrix of the explanatory variables (here the macro variables) X (N×
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K) is given by the linear regression
y = Xβ + , (1)
where  ∼ N(0, σ2IN ). The vector β denotes the parameter vector of
interest. Assuming that the explanatories X are highly correlated the
standard OLS estimator βˆ = (X′X)−1X′y might be ill-conditioned
(multicollinearity). In particular, at least one of the eigenvalues ηk
of X′X will move towards zero, inflating the variance of the OLS
estimator E((βˆ − β)′(βˆ − β)) = σ2∑K η−1k .
2.1 Ridge Regression and Bayesian Ridge Regres-
sion
Ridge regression (see Hoerl and Kennard, 1970a) belongs to the class of
shrinkage methods in the context of linear regression models. In con-
trast to well known subset selection algorithms (e.g. Forward Stepwise
Selection) it does not retain a subset of predictors and discard the rest
but shrinks the size of predictors proportionally in accordance with
their importance (Friedman et al. 2009). To see why this is so valu-
able imagine the usual setup of highly correlated variables in the design
matrix leading to large positive and negative coefficients and thus to
unreliable results. Indeed, multicollinearity may result in poorly de-
termined parameters. One way to deal with multicollinearity is the use
of ridge regression. From a frequentist point of view, ridge regression
solves the optimization problem
βˆridge = argmin
β





The Lagrangian parameter λ defines how much the classical OLS–
βs are shrunk. If λ moves towards 0 then the constraint is not binding
and one arrives at the OLS solution.
As for OLS, it is possible to give a closed solution of the ridge
regression problem, which is given by
βˆridge = (X′X+ λI)−1X′y. (3)
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The ridge regression solution is very similar to the OLS solution
(except for the term λI) and is linear in the response variable y. The
proportional shrinkage of the ridge parameters via the L2 norm in
Equation 2 provides the ability to cope with correlated variables as
large coefficients are penalized. Clearly, a precondition of ridge re-
gression is the standardisation of regressors in order to treat variables
measured on different scales equally. An analogous approach to ridge
regression is available in a Bayesian setting. Bayesian ridge regression
was first introduced by Hsiang (1975). Keeping the assumptions of
linear regression and setting λ = σ2/τ2 one implements the following
hierarchical Bayesian model:
y|β, σ2 ∼ N(Xβ, σ2In), (4)






with proper priors2 for the variances σ2 and τ2.
The prior on β conditional on τ and the fact that y ∼ N(Xβ, σ2In)
allows for the use of Markov Chain Monte Carlo (MCMC) sampling
to estimate the posterior distribution of interest.
2.2 Model Uncertainty
As outlined in the introduction, an important task in statistical mod-
eling is the choice of an optimal model from the set of all possible
models. With K potential explanatory variables, one faces 2K pos-
sible combinations of regressors. Selecting the best model out of 2K
linear models is a challenging task. In addition, several models with
similar performance might arise which does not allow for an unambigu-
ous single best choice. Thus, the uncertainty associated with a selected
model is an important aspect, especially when it comes to forecasting
2Any inverted gamma prior for σ2 and τ2 would maintain conjugacy. Here we






(see Steel, 2011). One natural way to deal with model uncertainty is
to pool over the considered models — as BMA does. Thereby, weights
of the single models depend on how much the data support each model
via the posterior distribution. An excellent review of BMA is given
in Hoeting et al. (1999). Using BMA, one obtains the distribution of
some quantity of interest β, e.g., the effect of a macro-variable, by




P (β|Ml,Z)P (Ml|Z), (6)
where P (Mk|Z) is the posterior probability of model Mk given the
whole dataset Z (X and y combined) and is derived by
P (Mk|Z) = P (Z|Mk)P (Mk)∑
l P (Z|Ml)P (Ml)
, (7)
where P (Mk) is the prior probability of model Mk and P (Z|Mk) is the
marginal or integrated likelihood of model Mk obtained by integrating
over the parameters (see Hoeting et al., 1999). Suitable choices of prior
inclusion probabilities P (Mk) allow to control the expected model size,
i.e., the number of included parameters. In order to sample different
models Mk of varying size and average across them, we make use
of spike and slab priors (Mitchell and Beauchamp, 1988; George and
McCulloch, 1993, 1997).
2.2.1 Model Uncertainty via the Spike and Slab Approach
The central point in using spike and slab priors is to assign each coeffi-
cient a prior which is a mixture of a point mass at zero and a specified
“slab” distribution. This allows to exclude variables from the regres-
sion. In this sense spike and slab constitutes an optimal supplement
to ridge regression which alone does not provide variable selection.
Formally, we modify the prior defined in Equation 5 and use for all
considered regressions discussed in this work a coefficient prior of the
form
P (βj |cj , τ, σ2) ∼ (1− cj)I0 + cjpi(τ), (8)
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where cj is a binary random variable with success probability γ =
P (cj = 1) (which we set to the same value for all candidate regressors
j). pi(τ) is the prior distribution of βj defined by Equation 5.
The Posterior Inclusion Probability (P (cj = 1|Z) or PIP3) of each
variable j contains valuable insights about the importance of variable
j. In particular, the PIP is of high value as it displays the fraction of
models visited in which variable j was selected, P (cj = 1|Z).4 PIP can
thus be understood as a measure of “posterior importance” of a given
variable and is a widely used measure in Bayesian Model Averaging
(see Sala-I-Martin et al., 2004).
2.2.2 Model size
We have not yet discussed in detail the specification of the prior vari-
able inclusion probabilities used by the spike and slab approach in
Equation 8.
One possible approach would be to assign each variable βj an un-
informative inclusion probability of γ = 0.5, i.e. cj is drawn from a
Bernoulli distribution Be(0.5). This has the odd and troubling impli-
cation that we assume the number of included variables to be very large
(see Sala-I-Martin et al., 2004). In particular the expected model size,
E[Mj ], equals K × 0.5, where K is the number of candidate regressors.
In our case, as explained below, we have 160 candidate regressors to
choose from, K = 160, which would results in a very large prior model
size, E[Mj ] = 80. Models of this size are uncommon as researchers
and practitioners prefer smaller models. Therefore, instead of choos-
ing one value for the prior model size, we specify a range of values for
prior mean model sizes k¯, with each variable having a prior inclusion
probability of γ = k¯/K, independent of the inclusion of other vari-
ables. We estimated our models for 9 different expected prior model
sizes, k¯ ∈ {5, 7, 9, 11, 16, 22, 28, 40, 80} resulting in the prior inclusion
probabilities shown in Table 1.
We follow Sala-I-Martin et al. (2004) in assuming that most re-
searchers strongly prefer models containing a large number of vari-
3For convenience we omit subscripts to PIP throughout this paper.
4See Mitchell and Beauchamp (1988).
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k¯ 5 7 9 11 16 22 28 40 80
γ 0.031 0.044 0.056 0.069 0.1 0.14 0.18 0.25 0.5
Table 1: Prior model size and associated prior inclusion probabilities
for the single variables.
ables so we will concentrate on models with prior model sizes between
5 and 16 variables. This is also in line with the fact that most empirical
models on aggregated default rates (see Simons and Rolwes, 2009; Liu,
2009) use moderate numbers of explanatory variables. Our benchmark
model will have the prior model size of k¯ = 7. While we calculate re-
sults for large models as well, we will not focus our attention on these
cases when it comes to interpretation.
2.3 Estimation
In order to estimate our models we used Markov Chain Monte Carlo
(MCMC) methods. In particular, the Gibbs sampler ran for 200, 000
iterations, using a thinning of 10. The first 10, 000 draws were dis-
carded as burn-in period. This results in 19, 000 draws from the pos-
terior for each parameter of interest. All the computations are done
using JAGS (Just another Gibbs sampler) and its R (see R Develop-
ment Core Team, 2011) interface packages rjags (see Plummer, 2011).
MCMC diagnostic is done with the package coda (see Plummer et al.,
2010).
3 Data
We now apply the presented framework of BMA with ridge regres-
sion to analyse aggregate default probabilities in Austria. A common
approach taken in the literature (see e.g. Simons and Rolwes, 2009;
Foglia et al., 2009, among many others) is to use firm default frequen-
cies as proxy for default probabilities. We follow this line by basing
our analysis on quarterly corporate insolvency frequencies for the pe-
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riod between January 1987 and April 2011. These insolvency rates are
aggregated over all Austrian corporate sectors and are
calculated by dividing the number of quarterly defaults by the total
number of firms, which results in quarterly aggregated default rates,
pd. The number of firm defaults and the total number of firms were
obtained from the Austrian creditor association Kreditschutzverband
von 1870. As noted above, we transform default rates via the logit
function, i.e.,
y := logit(pd).
The set of potential explanatory variables contain 32 different macroe-
conomic variables which are taken from the database of Oesterreichis-
che Nationalbank (OeNB).5 These macroeconomic variables are part of
the Austrian Quarterly Forecast Model (AQM) and are used for fore-
casting by the OeNB twice a year. As this dataset reflects the variable
set of a macroeconomic forecasting model, our results can be used
to integrate the time-series of credit defaults into the macro-model,
or implement a stress testing framework building on the respective
macroeconomic forecasts.
Another advantage of using this dataset is that the list of candi-
date regressors covers multiple aspects of the economic environment.
We consider financial regressors, like interest rates, the stock index
and credit amount outstanding, private sector indicators, e.g., private
consumption and disposable income, as well as general and external
trade related variables, like GDP, exports and investment. Addition-
ally, various price indicators, like the harmonized consumer price index
or the oil price are included.
This large set is even further increased by adding lags up to 4 quar-
ters of each candidate regressor, hence resulting in a design matrix X
containing 160 explanatory variables each with 97 quarterly observa-
tions. The variable names, the applied transformation as well as two
of their autocorrelation coefficients are illustrated in Table 2. The
variables included were transformed as indicated in column 2 in Ta-
ble 2 to ensure stationarity of the time-series. “YoY-Log-Difference”
5The only exception is the ATX, Austrian Traded Index, which was taken from
Datastream.
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equals a transformation of the original time-series, Xt, by logXt −
logXt−4, “YoY-Difference” by Xt−Xt−4 and “YoY-Rel-Difference” by
(Xt/Xt−4)− 1 where t is the time indicator in quarters.6
4 Results
In this section we present the results from the combined approach of
BMA with ridge regression described in Section 2 applied to the Aus-
trian dataset. To assess variable importance we calculate the posterior
inclusion probabilities (PIP). These are a central quantity within BMA
to measure a variable’s importance (see Sala-I-Martin et al., 2004). In
line with prior research (and intuition), we focus on variables with a
higher PIP than their prior inclusion probability, i.e,. variables that
are deemed more important after consideration of the data. Addition-
ally, means and standard deviations of the coefficients — conditional
on model inclusion — are displayed.
4.1 Macroeconomic predictors of firm failure rates:
Baseline estimation
We are now ready to present the baseline estimation results with a
prior model size7 of 7. We find a posterior mean of 10.12, which is
clearly above the prior model size and suggests that the posterior puts
more importance on models with more explanatories.8
Table 3 presents the results of our analysis: The first column re-
ports the PIP of the variables within the applied BMA framework. We
6Note that this transformation is followed by a standardisation (subtraction of
mean and division by standard deviation) within the ridge regression.
7Note that as described in Section 2.2.2 a prior model size of 7 does not mean
each model includes exactly 7 variables, but that each candidate regressor has a
probability of inclusion, which yields on average a model size of 7.
8For the sake of completeness we provide here posteriors related to the shrinkage
parameter (see Section 2.1). We find for the shrinkage parameter λ = σ2/τ2 a
posterior mean of 0.72012, whereby flat (uninformative) hyperpriors on τ2 and σ2
were assumed. The posterior means of the variances σ2 and τ2 are 0.11893 and
0.16516 respectively.
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sorted the variables in decreasing order of PIP and print only those
which have a PIP greater than the prior inclusion probability.
From Table 3 we infer that the 3-month interest rate lagged by four
quarters (STI L4) has the highest PIP. Its posterior mean coefficient
(P.MEAN) is positive and in line with standard economic theory that
higher costs of funding imply higher PDs. Similarly, higher interest
rates do not only increase the cost of funding but also prevent firms
from receiving further funding due to bank lending standards, thus
triggering firm failures. This finding is in line with previous litera-
ture. Vlieghe (2001), Liu and Wilson (2002) and Liu (2009) among
many others report this strong and positive dependence between firm
defaults and interest rates.
Interestingly, the second most important variable is the unlagged
short term interest rate, STI, which has a negative posterior mean.
The fact that the unlagged short term interest rate is negatively re-
lated to firm defaults is to the authors’ knowledge a common puzzle
in empirical works on aggregate credit risk (see e.g. Ali and Daly 2010
or Divino et al. 2008). However, there is an economic interpretation
for this result. STI are usually highly correlated with central bank
fund rates and these tend to be raised in economic boom phases to
avoid overheating. Thus, higher short term interest rates are a timely
measure for economic activity. Clearly, in economic good times PDs
tend to decline.
On the third rank we find energy prices with a lag of one year,
HEG L4. Energy prices constitute an essential determinant of factor
prices and thus obviously pose a very relevant risk factor from the
perspective of firms. Its posterior mean of 0.084 indicates a positive
relationship between defaults and rising energy prices. This finding
illustrates the power of BMA. While numerous papers have identified
inflation as a determinant of aggregated default rates (see e.g. Foglia
et al., 2009; Virolainen, 2004), we find a component of inflation, energy
price rises, as one major factor. Owing to the application of BMA one
is able to include components of indicators instead of the aggregates
such as inflation or GDP yielding more precise conclusions.
The fourth most important variable according to its PIP is nominal
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import growth (MTN). To find imports among the top ranks is surpris-
ing as respective literature usually refrains to include it. However, the
positive sign of the coefficient can be supported by several arguments.
Firstly, imports by corporates are expenses. Ceteris paribus higher
expenses increase the default probability. Secondly, more imports by
private households could substitute domestic products which decrease
the average revenue of domestic corporates. Thirdly, the time-series
of imports might also catch exchange rate fluctuations to some ex-
tent, which in turn appear in papers as in Foglia et al. (2009) and
Bhattacharjee et al. (2009).
The fifth (and tenth) highest PIPs can be observed for PRO L1
(PRO), the log differences of the average labour productivity. While
the interpretation is less straight forward, it might be that an increase
in labor productivity drives those firms out of the market which can
not adopt such a productivity shock in their business strategy.
Furthermore, on the following ranks we find GON, gross operating
surplus, and WIN, total compensation to employees. Both variables
have the expected sign of the posterior mean. GON measures profits
of firms which intuitionally lower firm defaults and is also reported
in previous findings (see e.g. Liu, 2004; Liu and Wilson, 2002). WIN
is the aggregate sum of wages paid out and according to our findings
reduces the probability of a firm’s default. It is important here to
stress the difference to the variable WURYD, real compensation per
employee, which appears on rank 13 with a lag of one year and a posi-
tive coefficient. While WURYD measures compensation per employee,
WIN is the total sum across the economy. While seemingly related,
there are important distinctions which also come apparent when re-
garding their opposite signs of posterior means. First, WURYD is
measured per employee making it inversely related to the general em-
ployment level — or put differently, WIN is positively related to the
general employment level, which constitutes another important vari-
able at rank 19, LNN. Also, the finding of a positive coefficient on real
compensation per employee confirms the results presented in Vlieghe
(2001). Another difference is the time index with which both variables
enter. While WIN enters without lag, thus reflecting more contempo-
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rary conditions, WURYD enters with a lag of 4.
On the ranks 8 to 9 we find government interest payments (GEI)
and investment (ION). Both variables were selected in approximately
30% of the visited models. As the negative sign of ION indicates,
investments reduce the number of defaults in the economy as also
reported by e.g. Boss et al. (2007). Two channels may be responsible
for this fact. First, investments reduce the number of firm defaults
as they are a proxy for fresh equity induced into corporates. Second,
it may also be that in times few firms default, managers decide to
invest more, which results in a mutual dependance of both variables.
However, the fact that investment enters with a lag of 2 (compare
Table 3) speaks in favor of the first channel. The appearance of GEI is
less anticipated. The positive sign of its posterior mean (together with
a relatively small posterior standard deviation) tells us that in times of
high interest payment from the side of the government defaults tend
to increase. Potentially, this finding reflects the increased economic
uncertainty when sovereign spreads rise. Koopman and Lucas (2005)
report a positive dependence of default rates with aggregated corporate
spreads. As such a variable is missing in our dataset GEI potentially
acts as a proxy.
Beyond the “top 10”, variables already discussed like other nominal
investment, ION, and total employment, LNN, appear. In the major-
ity of cases variables as well as posterior means are plausible from an
economic perspective. However, private consumption, PCN, lagged by
4 quarters enters in most models with a positive sign. This puzzling
finding may be explained by the fact that its unlagged cousin, private
real consumption, PCR, enters with a negative sign at rank 16 (and
further on rank 21 and 22). High private consumption one year ago
might cause too optimistic turnover predictions on the side of firms,
which begin to falter once stock levels do not sell. Such an interpre-
tation is supported by the fact that contemporaneous (real) private
consumption enters with the expected negative sign.
At the same time it is not only interesting to look at variables that
were selected frequently, but also at variables that were not selected.
Among those we find for example ATX, the Austrian Traded (stock
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market) Index. As the majority of firms are small enterprises, little (or
no) dependence on stock market returns is plausible. Less anticipated
is the fact that classical macroeconomic variables, especially GDP, or
disposable income, play also a minor role. In our model setting the
data do not support their inclusion, which confirms the findings of
Simons and Rolwes (2009). However, this underlines the existence of
model uncertainty and therefore the need for averaging over sets of
possible models. Indeed, as noted above, by applying BMA we find
components of general indicators, like investment of GDP and energy
prices of inflation, as major risk drivers. BMA thus allows for a deeper
insight into the matter of firm default determinants.
4.2 Model size robustness
So far, we presented the results of our baseline estimation with a prior
model size of k¯ = 7. Although, we believe that models with 7 expected
variables are reasonable, this choice is somewhat arbitrary and the
effects of using different prior model sizes need to be explored. For the
30 most substantial variables in the baseline model, Tables 4 and 5
present the PIP and posterior means given inclusion of different prior
model sizes. The prior inclusion probabilities are simply given by the
choice of k¯ divided by the number of possible variables, K = 160.
For each prior model size, variables which appear within the 10 most
substantial variables are printed in bold. Variables that are substantial
in the baseline model but not when other priors are in use are printed
in italics.
In total we find three variables which appear within the 10 most
substantial variables for all considered model sizes. These are STI
L4, WIN and GEI. From Table 5 we can infer that the signs of the
variables are consistent across the different model sizes. Solely for
two variables, PCR L4 and WURYD we find for the prior model size
k¯ = 80 controversial signs compared to the other considered models9.
A summary of Table 4 is also displayed in Figure 1 where we show
9These variables are ranked 52 respectively 35 in the baseline model and appear























Figure 1: PIPs for top variables in the benchmark model (in black)
and less important variables (in grey) across varying prior model sizes.
The dotted line illustrates the prior inclusion probabilities γ. For the
x-axis a logarithmic scale is used.
PIPs of the top variables in the benchmark model across the range of
prior model sizes.
Variables tending to lose importance when increasing prior
model size. Four variables tend to lose importance — by dropping
out of the “top 10” — when increasing the prior model size. These
are STI, MTN, PRO L1 and GON. Moreover, PRO L1 even becomes
unsubstantial for prior model sizes above 40. This suggests that such
variables could be acting as “catching-all” for various other effects (see
Sala-I-Martin et al., 2004). That means in smaller models these vari-
ables capture several effects and mechanisms in a combined form, while
in larger models, these effects are broken up as more regressors are
added. As a matter of fact, this in turn implies that when interpret-
ing coefficients one has to focus even more on the partial character of
the coefficient, i.e., measuring the effect given the inclusion of other
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regressors.
A good example is STI, unlagged short term interest rates, which
becomes less substantial as we increase the model size (see Figure 1).
For prior model sizes k¯ = 40 respectively k¯ = 80, STI appears on the
34th respectively 44th rank, while for our benchmark model it appears
on the 2nd rank. On the other hand, variables like PCN (nominal
private consumption, lagged 4 quarters), PCR (real private consump-
tion), ION (nominal investment) and LNN (total employment) become
more important for larger prior model sizes. This nourishes the hy-
pothesis that short term interest rates might be a“catch all substitute”
for private consumption and investment. The fact that PCR, ION and
LNN enter without lag, i.e., in their contemporaneous form, also sup-
ports the interpretation mentioned before – that STI is a proxy of
economic activity in smaller models.
Variables becoming “top 10” when increasing prior model
size. Within the most substantial variables we find some variables
which do not appear within the “top 10” set of the baseline model,
but seem to become “top 10” when changing the prior model size.
Nevertheless, all these variables are substantial in the baseline model
(that is, show a higher PIP than prior inclusion probability) and are
mostly ranked between the 11th and 20th rank in the baseline model
k¯ = 7. These are nominal private consumption (PCN L4), real com-
pensation per employee (WURYD L4), both lagged by one year, total
employment (LNN), total compensation to employees (WIN L3) lagged
by 3 quarters, private consumption rate (PCR) and nominal invest-
ment (ION). Additionally, we find the variables real domestic demand
(DDR), its one year lagged values10 (DDR L4) and nominal total com-
pensation to employees (WIN L4), lagged by one year, appearing as
“top 10” variable for some considered prior model sizes.
10DDR L4 is ranked 39 for our baseline model and ranked 10 for the model
k¯ = 80 with a PIP of 0.6193.
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5 Conclusion and Discussion
In this paper we propose a fully Bayesian approach combining ridge
regression and BMA to determine which macroeconomic variables are
substantially related to aggregated probabilities of default. Compared
to the literature, which mainly focuses on one single model, our ap-
proach addresses the problem of model uncertainty. Additionally, we
propose ridge regression to deal with multicollinearity, an immanent
problem in case lagged variables are included. In our benchmark model
the most frequently selected candidate regressors indicate that firms’
factor prices play a key role in determining defaults. Energy prices
and interest rates lagged by one year are positively related to defaults.
On the other hand, indicators of economic activity like investment and
contemporaneous short term interest rates are associated with fewer
firm defaults. As expected, firms’ profits reduce the expected num-
ber of failures. Interestingly, classical macroeconomic variables, like
GDP or disposable income are less frequently selected. This finding
underlines the need for an approach capable of dealing with model
uncertainty, a feature BMA perfectly provides.
Finally, we show that the results of our baseline model are fairly
robust to the choice of the prior model size. More precisely, when in-
creasing the prior model size, variables do not change the sign of their
posterior mean (with only 2 exceptions in 54 substantial variables con-
sidered). Moreover, most of the“top 10”variables remain within the 20
most important variables for other estimated prior model sizes. How-
ever, the relative importance of some regressors does change. This
finding suggests that some variables being of high relevance in smaller
models act as proxy for multiple effects combined which can be suc-
cessively split into its components when considering models of larger
size.
Further research is needed to better understand the dynamics of
firm failures, a highly relevant time-series for regulators and banks
alike. On one hand, the application of statistical approaches robust
to model uncertainty should be applied on a dataset of wider geo-
graphical coverage. In line with the findings of Simons and Rolwes
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(2009) country specific circumstances need to be analysed. Also, our
methodological framework allows for the considerations of (even) more
candidate regressors. On the other hand, from a methodological per-
spective our approach could be revamped in a way that allows the
examination of common sets of variables. This would allow to analyze
substitutional and complementary effects between the explanatories.
That is, asking not only which variables were selected, but also which
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