In this article, we provide a method to improve the depth resolution of wide-field depth-resolved wavenumber-scanning interferometry (DRWSI), because its depth resolution is limited by the range of the wavenumber scanning and mode hopping of the light source. An optical wedge is put into the optical path to measure the series of the wavenumber on time using a 2D spatial Fourier transform (FT) of the interferograms. Those uncorrelated multiple bands of the wavenumbers due to mode hopping of the diode laser can be synthesized into one band, to enlarge the range of the wavenumber scanning. A random-sampling FT is put forward to evaluate the distribution of frequencies and phases of the multiple surfaces measured. The benefit is that the depth resolution of the DRWSI is enhanced significantly with a higher signal-to-noise ratio. Because of its simplicity and practicability, this method broadens the way to employing multiple different lasers or lasers with mode hopping as the light sources in the DRWSI.
Improvement of the depth resolution in depth-resolved wavenumber-scanning interferometry using multiple uncorrelated wavenumber bands 1. Introduction Wide-field depth-resolved wavenumber-scanning interferometry (DRWSI) or swept-source optical coherence tomography (SSOCT) is a noninvasive 3D imaging technique, using wavenumber-scanning technology to detect the 3D structure and deformation field, etc., with the advantages of a large depthresolved range and stationary components [1] [2] [3] [4] [5] . The technology can be traced back to digital phaseshifting interferometry using a directly frequencymodulated diode laser in the 1980s, when phase shifting was found by altering the current to tune its wavelength [6] . In 2003, Deck proposed a depthresolved algorithm of the phase shifting to measure the microdisplacements of the multiple surfaces in stacks [7] . In 2012, Chakraborty and Ruiz proposed a configuration to use an InGaAs camera and a diode laser in the near-IR 1.3 μm range, whose wavelength can be scanned about 100 nm free of mode hopping [8] . The advantage is that this range of wavelength scanning makes the DRWSI have the finest depth resolution, at the expense of a relatively complex bulky optical system. Ruiz and Huntley et al. provided a solution to employ a wide-field CCD camera and an external-cavity diode laser or a Ti:sapphire laser as the laser sources [2] [3] [4] [5] in the DRWSI. The advantage is that it makes full use of the mature technology so as to improve its performance Due to its low cost, compact size, and multiple wavelength bands, the single-longitude-mode FabryPerot diode laser is a very promising application of DRWSI. Altering its temperature causes a change in the refractive index. A change in the refractive index alters the wavelength of the laser output. The only obstacle to prevent its further development is mode hopping in the output of these laser sources, which breaks the whole range of the wavelength or wavenumber scanning into uncorrelated narrow bands, and results in a poor depth resolution in the DRWSI. In 2012, Davila et al. described a method to record the fringe patterns of multiple optical wedges to measure the wavenumbers on time with high resolution and immunity to the ambiguities caused by large wavenumber jumps [4, 5] . Furthermore, in order to overcome the nonlinearity or the mode hops of the laser, the series of unequal-space sampling is linearly fitted for the Fourier transform (FT). The method can be used to deal with mode hopping of the laser sources in the DRWSI.
In this paper, a low-cost and robust solution has been proposed to improve the depth resolution of the DRWSI dramatically. In Section 2, we introduce the optical system setup. In Section 3, we describe the measurement and algorithm to evaluate the series of wavenumbers using the spatial FT of the fringe patterns reflected from an optical wedge frame by frame. In Section 4, a random-sampling FT (RSFT) is put forward to evaluate the 3D distribution of frequencies and phases, as the wavenumber is scanned. In Section 5, the multiple uncorrelated wavenumberscanning bands are synthesized into one band, and the experimental results show that the depth resolution of the DRWSI is improved significantly. In Section 6, we present a discussion on the disadvantages and refinement, and we provide some conclusions. Fig. 1(a) , a Fizeau interferometer was built up and allows the DRWSI in reflection geometry. Installed on the TE-Cooled Mount TCLDM9 (Thorlabs Co), the light source was a diode laser HL7851G (Thorlabs Co) with its driving current and case temperature controlled by a diode laser controller LDC-3724C (ILX Lightwave Co). Shown in Fig. 1(b) , the output of the diode laser, centered at 780 nm, could be tuned up to the maximum range of 1.38 nm with mode hops, as its case temperature was modulated from about 20°C to 40°C or from about 40°C to 20°C; at the same time, nearly 400 fringe patterns were imaged by a CCD camera (MV-VS142FM, 1392 × 1040 pixels. In the experiment, the pixel size was binned to be 696 × 520).
Optical Setup

Shown in
Evaluation of the Series of Wavenumbers
Shown in Fig. 1(a) , the object to be measured is composed of multiple transparent surfaces 1; 2; …; M in stacks, where 1 and 2 represent the optical wedges. The reflective light intensity forms the interferometric fringe pattern on the imaging plane of the CCD camera. If the wavenumber of the light source is scanned with time as kt 2π∕λt, the fringe pattern can be denoted as [2, 3, 8] Ix; y; k
where I is the reflective light intensity; x and y are the spatial coordinates of the object to be measured; the subscripts p and q represent the surfaces p and q, respectively; Λ is the difference of the optical distance; and ϕ pq0 is the initial interferometric phase between surfaces p and q, respectively. In Eq. (1), the cosine term is equivalent to cos2πf k Φ; therefore f Λ∕π is defined as an interferometric frequency in the k space. When the object to be measured is an optical wedge (Glass K9, refractive index ∼1.51, flatness ∼λ∕10) with the thinnest optical distance Λ 120 4.68 0.001 mm and the title angle 12 0 , the fringes are straight, as shown in Fig. 2(a) . The CCD camera snapped 400 fringe images, as the wavenumber of the diode laser is scanned monotonically by the modulation of the temperature. According to Eq. (1), the fringe patterns can be described as Ix; y; n I 1 I 2 2
where n (n 1; 2; …; 400) is the index as the wavenumber is scanned, whereas kn is its corresponding wavenumber, and ΔΛ 12x and ΔΛ 12y are the differences of the optical distances per pixel along the directions of x and y, respectively. Shown in Figs. 2(b) and 2(c), the 2D spatial FT of the fringe pattern frame by frame is
where u and v are the 2D coordinates of the spatial frequency in the directions of x and y, respectively, and δu; v is the 2D delta function. Because the fringes are straight, their amplitudes Ω 12u and Ω 12v
1∕2 in the frequency-domain should be two delta functions ① and ③ symmetrical about the origin (0∕mm, 0∕mm, respectively. Ψ 12 is their corresponding actual spatial phase, which is possibly more than many 2π. If the differences of the spatial frequency and the actual spatial phase between the wavenumber indices n a and n b are defined as ΔΩ 12 a; b Ω 12 b − Ω 12 a and ΔΨ 12 a; b Ψ 12 b − Ψ 12 a, respectively, their ratio Γ should be constant:
The wavenumber kn can be expressed by the spatial frequency and the actual spatial phase, respectively:
Equation (7) reveals that the spatial frequency can be used to evaluate the wavenumber k. Its advantage is that the linear relation between the spatial frequency and the wavenumber k is constant, no matter whether the diode laser is scanned with or without mode hopping, whereas its disadvantage is a relatively low sensitivity for the range when the spatial frequency is narrow. Figure 3 (a) shows the relation between the series of wavenumbers k and its corresponding series of spatial frequencies Ω 12 , measured from the optical wedge frame by frame, as the wavenumber of the laser is scanned. Although Eq. (8) could also be used to evaluate the wavenumber k, the phase directly deduced from the 2D spatial FT is not the actual spatial phase Ψ 12 at all, but the wrapped spatial phase Ψ wrp 12 . As shown in Fig. 3(b) , Ψ wrp 12 is wrapped into −π; π, due to the range of the arctan function in the 2D spatial FT being constrained to this interval. Figure 3(b) is the series of wrapped spatial phases Ψ wrp 12 , whereas Ψ unwrp 12 in Fig. 3(c) is the series of unwrapped phases directly unwrapped from Fig. 3(b) . If the diode laser is scanned without mode hopping, the series of unwrapped spatial phases Ψ unwrp 12 is equal to the series of actual spatial phases Ψ 12 , which is linearly proportional to the series of wavenumbers k with high fidelity [9] . Once the output of the diode laser has mode hopping, the difference between the adjacent actual spatial phases would be possibly more than 2π. However, because the series of unwrapped phases Ψ unwrp 12 cannot reflect any phase jump more than 2π, it is impossible to use Ψ unwrp 12 to evaluate the series of wavenumbers as mode hopping happens. Unfortunately, mode hopping exists in many laser sources, such as diode lasers, external-cavity diode lasers, Ti:sapphire lasers, etc. [2] [3] [4] [5] . It is common in DRWSI that the depth resolution is limited by the mode hopping of the laser source.
In order to deal with the problem that the effective bandwidth of the wavenumber scanning is limited by the mode hopping of the diode laser, we propose a new method to compute the series of wavenumbers, which includes two steps:
(1) As the output of the diode laser is scanned without mode hopping, the series of unwrapped spatial phases can act as a series of actual spatial phases [9] .
(2) As the output of the diode laser is scanned with mode hopping, the spatial frequency and the unwrapped spatial phase can be jointly used to evaluate the actual spatial phase. The experimental data shown in Fig. 3 are taken for example. Figure 3(a) shows the curve of spatial frequencies Ω 12 , fitted by the third-order polynomial curve fitting function (MATLAB function "polyfit"). The advantage of the polynomial curve fitting is that the measurement error decreases n 1∕2 times [10] . As the fitting of Ω 12 1 to Ω 12 298 is composed of 298 points, the error at any point is equal to 0.058 times that without fitting. The series of actual spatial phases Ψ 12 1 to Ψ 12 298 and Ψ 12 299 to Ψ 12 400 can be directly computed by 1D unwrapping, as mentioned in step (1). Γ is a constant deduced according to Eq. (6) using the average values of Ψ 12 1 to Ψ 12 298 and Ω 12 1 to Ω 12 298, respectively. It should be noted that a mode hop happens as the wavenumber k is being scanned from 298 to 299. According to Eq. (6), the jumping of the actual spatial phases can be calculated by ΔΨ 12 298; 299 Γ ΔΩ 12 298; 299. The actual spatial phase can therefore be computed as Ψ 12 299 Ψ 12 298 Γ ΔΩ 12 298; 299, where ΔΩ 12 298; 299 is the difference of the spatial frequencies between 298 and 299 after being fitted by the spine function. In the end, the whole series of the actual spatial phase is shown in Fig. 3(c) . The series of wavenumbers deduced according to Eq. (8), using Ω 12 , ϕ 120 , and Λ 120 , is shown in Fig. 3(d) .
In the practical application, the object to be measured is composed of multiple transparent surfaces 1; 2; 3; …; M. The fringe patterns are transformed spatially to the frequency domain frame by frame. We can carefully design the optical distance between the two surfaces of the optical wedge, and the optical distance between the optical wedge and the other multiple surfaces measured to evade their spectrum mixing. As shown in Figs. 2(b) and 2(c) , at the position of the peak ① in the spatial spectrum of every fringe pattern, the series of actual spatial phases and the series of wavenumbers are evaluated according to the method above. In the following sections, the series of wavenumbers is used to decompose the maps of the frequencies and phases of the multiple surfaces using the RSFT.
Random-Sampling Fourier Transform
As the wavenumber of the diode laser is scanned, it is often accompanied by nonlinearity and mode hopping. Due to the traditional FT being based on equally spaced sampling, nonlinear or random sampling would generally lead to a large spectral error in the spectrum evaluation. Therefore, a new algorithm is proposed to solve this problem in the following. The FT of the sampled interferometric signal Ix; y; k can be written as
where wk and P N n1 δk − kn are the window function (such as the rectangular and the hanning window functions) and the sampling function, respectively; F denotes the FT; ⊗ represents convolution; kn is the value of the wavenumber as the CCD camera takes the nth image; and f is the frequency in the Fourier space k.
According to the linearity of the FT, Eq. (9) can be written as
Due to the Dirac function having the property
Eq. (10) can be written as
Ix; y; kn · wkn
Substituting Eq. (8) Ix; y; kn · wkn
In Eq. (13), the phase term 2πf Φ 120 ∕2Λ 120 , which has no influence on the amplitude, is proportional to the frequency with the ratio determined by the system geometry only. In Eq. (13), the spectrum of the interferometric light intensity is independent of how the series of the actual spatial phase Ψ 12 n is sampled and ranked; therefore, Eq. (13) is called RSFT. As the signal is sampled nonlinearly and randomly, the advantage of RSFT is that its spectrum is almost equal to the true spectrum of the original signal, while the spectrum of the traditional FT has severe distortion. The depth resolution of the RSFT in DRWSI is [2, 3] 
where γ is the coefficient of the window function, for the rectangular window γ 1.
As the wavenumber of the laser is scanned with the mode-hopping s 1; …; S, the depth range of the DRWSI is
where N is the total number of fringe patterns, and Δk is the tuning range of the wavenumber. Δk s is the difference of the wavenumbers before and after the mode-hopping s 1; …; S, respectively. As shown in Fig. 4(a) , if the interferometric intensity is simulated as Δk 5.162 × 10 3 m −1 , Δk 1 1.045 × 10 3 m −1 , and the total number of the sampling N 400 and Ik 1∕2 cos2πΛ∕πk 0.2, according to Eq. (15), the range of the depth is ΔΛ 152.0 mm . If we set the optical distance Λ 145 mm and Λ < ΔΛ, the interferometric intensity is shown in Fig. 4(b) , with respect to the wavenumber and the index of the wavenumber scanning, respectively. Shown in Fig. 4(c) , the peak in the amplitude spectrum of RSFT is located at optical path difference OPD 145 mm with the amplitude 0.484, which conforms with the preset Λ. If we set the optical distance Λ 160 mm and Λ > ΔΛ, as shown in Fig. 4(d) , the peak in the amplitude of RSFT is located at OPD 143.7 mm with the amplitude 0.486, which is far from the preset Λ. The error of the latter is caused by the signal frequency greater than the sampling rate.
In order to verify the effectiveness of RSFT, the object to be measured is composed of three optical smooth surfaces with the optical distances Λ 12 4.68 0.001 mm and Λ 23 17.18 0.05 mm, respectively. 1 and 2 represent the optical wedges. As the range of the wavenumber Δk 3.89 × 10 3 m −1 without mode hopping, the series of wavenumbers is measured on time, as shown in Fig. 5(a) . The series of reflective interferometric light intensities in (x 0 mm, y 0.0865 mm) is shown in Fig. 5(b) . After the DC component is removed and transformed by the RSFT with a rectangular window, the FT with a rectangular window, and the hanning window, respectively, their normalized amplitudes are shown in Fig. 5(c) . The interferometric peak of Λ 12 from the optical wedge separates far from the others and can be clearly distinguished. Its locations are at Λ 12 4.59 mm transformed by the FT with the hanning window, and Λ 12 4.69 mm transformed by RSFT with the rectangular window, respectively. The latter one is more accurate. The interferometric peaks of Λ 23 and Λ 13 transformed by the FT with the rectangular window are mixed up so that it is difficult to distinguish them. The peaks, located at Λ 23 16.66 mm and Λ 13 21.01 mm, respectively, transformed by the FT with the hanning window, can be distinguished, at the expense that their mainlobes are widened twice. The maximum error of the OPD at Λ 12; , Λ 23 , or Λ 13 , transformed by the FT with the hanning window, is −0.85 mm. It should be noted that Λ 13 − Λ 12 − Λ 23 should be zero in theory; however, transformed by the FT with the hanning window, Λ 13 − Λ 12 − Λ 23 is −0.24 mm. Among the three methods, those peaks, located at Λ 23 17.20 mm and Λ 13 21.91 mm, transformed by the RSFT with the rectangular window, can clearly be distinguished with the highest signal-tonoise ratio, and the narrowest mainlobe. The maximum error of OPD at Λ 12 , Λ 23 , or Λ 13 , transformed by the RSFT with the rectangular window, is 0.05 mm, and Λ 13 − Λ 12 − Λ 23 is 0.02 mm. Because the error of the RSFT with the rectangular window is much smaller than the error of the FT with the hanning window, the correctness of the RSFT in DRWSI is proved. In DRWSI, all of the performances of the RSFT with the rectangular window are the best among the three methods.
Synthesis of Multiple Uncorrelated Bands of Wavenumbers
In order to verify that the RSFT can be applied to DRWSI with mode hopping, the object to be measured is changed to be four smooth flat surfaces. 1 and 2 represent the optical wedges used in the previous section, whereas 3 and 4 represent a flat glass plate Λ 34 7.43 0.05 mm. The optical distance between 2 and 3 is the air gap with Λ 23 0.5 0.05 mm. Since the diode laser is modulated by temperature and electronic current, respectively, its wavenumber is scanned four times, as shown in Fig. 6(a) . The corresponding ranges of the wavenumber scanning are 1, Δk 5.87 × (c) Its amplitude spectrum using the RSFT with a rectangular window, the FT with a rectangular window, and the hanning window, respectively, where all the amplitudes are normalized by their own peaks at OPD Λ 12 . Fig. 6 . Series of the wavenumbers, as the diode laser is modulated by the temperature and the current, respectively; (a) 1: the temperature from 41°C to 32°C, the driving current 135 mA; 2: the temperature from 28°C to 38°C, the driving current 135 mA; 3: the temperature from 40°C to 31°C, the driving current 115 mA; 4: the temperature from 26°C to 36°C, the driving current 115 mA and (b) the synthesis series of the multiple uncorrelated bands of the wavenumbers. (1.38 nm), as shown in Fig. 6(b Fig. 7(e) , at the positions of the spectral mixing up in the single-band DRWSI, the distribution of the phase is relatively wide and smooth, meaning the phase differences between the peaks Λ 12 and Λ 13 , Λ 34 and Λ 24 disappear. As shown in Fig. 7(h) , at the corresponding positions in the synthesis-band DRWSI, the distribution of the phase is relatively narrow and varies wildly, and the phase differences between peaks Λ 12 , Λ 34 , and Λ 24 appear clearly. As shown in the mesh plots of Figs. 8(a)-8(f), all the unwrapped spatial maps at the peaks Λ 23 , Λ 12 , Λ 13 , Λ 34 , Λ 24 , and Λ 14 represent the optical differences between the smooth flat surfaces, which conform with the preset of the object to be measured.
Discussion and Conclusions
Nonlinearity and mode hopping of the coherent light sources are barriers to the improvement of the depth resolution of DRWSI. In this paper, we proposed a solution to deal with this problem. First of all, an optical wedge is put into the optical path in series. It induces straight interferometric fringes at the specific band of the spatial frequency determined by the geometry of the optical wedge itself. The peak frequency and phase within this band are measured and computed frame by frame as the wavenumber of the light source is scanned by temperature. Second, these spatial frequencies and phases of the optical wedge are jointly used to compute the wavenumber series, and these multiple uncorrelated wavenumber-scanning bands are integrated into one. Third, an RSFT to evaluate the maps of the frequencies and the wrapped phases of the smooth surfaces measured is proposed to deal with the random-sampling problem of the wavenumber series. The experimental results show that the depth resolution of the DRWSI is improved from about 1.07 to 0.44 mm. Since the multiple wavenumberscanning bands in our experiment are uncorrelated, in principle, the technology could be extended to the DRWSI, integrating many different light sources-in particular, different diode lasers. In conclusion, the synthetic-band DRWSI is practical, and likely to have a broad impact on a wide range of applications of the DRWSI The main disadvantages of this method are (1) the speed of the wavenumber scanning is relatively slow, about 80 s∕400 frames, as it is performed by temperature modulation; (2) if the mode hops are over 10% of the total range of the wavenumber scanning, parts of those small sidelobes in the amplitude spectrum become high and sharp. In some extreme cases, they are as high as those peaks from the interferometric surfaces. The details will be explored further in our future paper.
