T he past few years have witnessed rapid development and commercialization of visual content identification and search technologies. By now, major Hollywood movie studios and TV networks have adopted video content identification technology to identify, track, and manage their content at the Internet scale. Big Internet search engines, such as Google and Bing, have added content-based visualsimilarity search to supplement traditional keyword-based queries. Meanwhile, several start-up companies have brought to market some innovative products in this area. For example, Like.com, which was acquired by Google, developed a visual search tool that allows users to search for fashion products, such as women's handbags and shoes, by their visual similarities.
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Visual content identification and search
There is a considerable amount of research in visual content identification and search. Such work is often reported in different research communities, such as computer vision and multimedia signal processing, and under different terminologies. For example, in several long-standing conferences on computer vision and information retrieval, there are active sessions on image and video copy detection and duplicate detection. These themes are part of what we call visual content identification in this special issue.
In the last few years, the notion of a copy has been expanded considerably to include not only duplicates that are mildly different from the original, but also substantially changed content. A copy of video content as it stands now could be a small segment cut from the original, lasting only a few seconds, and possibly embedded in a long edit or mash-up. It could be transformed into different formats, codecs, resolutions, frame rates, and bitrates. And it could be modified and distorted by scaling, cropping, frame dropping, and overlay of text and graphics. We think it's appropriate to consider image and video copy detection and duplicate detection as part of broader research area of visual content identification.
Similarly, searching a multimedia database using an image or video as the search key has been commonly referred to as content-based image/video retrieval (CBIR or CBVR) in the multimedia research communities. However, the terms CBIR and CBVR are too narrow to describe today's visual applications. Take, for example, mobile shopping using Amazon Mobile on an iPhone. The user can snap a picture of some merchandise in a store or anywhere using an iPhone. The picture is sent to Amazon's backend servers for search. If a match is found, the link to the merchandise in Amazon's online store will be returned, and the user can proceed with purchasing on the iPhone. This way of search is now often called mobile visual search or visual search, terms that we feel are more descriptive than CBIR. So, in this special issue, visual search is used broadly to refer to search by visual similarities, which includes content-based image and video retrieval.
Visual content identification and search, particularly for image and video content, share some fundamental technologies. For example, both rely on a compact description of visual content with discriminating features and signatures, and both employ similar strategies in indexing and similarity search for identification and retrieval. They differ mostly in the ways they are applied. By and large, visual search applications are interactive. For example, in a video search and retrieval system, the search results are presented to humans who decide what to do with them. Thus, it's common for a visual system to return a list of search results ranked by similarity.
Visual content identification applications are often noninteractive, with the results of content identification being for machines to process and act upon. For example, in a content-filtering system, the identification results are fed to a machine that performs filtering on the basis of the identification and rules (matched to copyrighted content, for example, and filtered by the rule). Thus, it's not sufficient for a content-identification system to return a list of search results ranked by similarity; it must identify whether there is a match to the known content. In this special issue, several applications of visual content identification and search are presented and discussed.
The articles
This special issue contains six research articles covering a diverse range of topics in visual content identification and search. In the article titled ''Visual Reranking: From Objectives to Strategies,'' Tian and Tao present a survey of visual reranking methods in terms of reranking objectives, visual features, reranking strategies, and user interaction. The authors also discuss the pros and cons for using each method and suggest a few future research directions.
The article by Liu et al., titled ''Real-Time Video Copy-Location Detection in Large-Scale Repositories'' outlines an efficient probabilistic model for video copy location. The authors employ the k-dimensional tree-indexing structure to accelerate search efficiency and exploit the so-called multitime and multitree detection strategies to improve location accuracy.
The article ''Weighted Subspace Filtering and Ranking Algorithms for Video Concept Retrieval'' by Lin et al. proposes a new video concept retrieval framework that uses multiple correspondence analysis for feature selection and data pruning. The experiments on the Trecvid data set demonstrate the promising performance of their framework.
In the article ''Naming People in News Videos with Label Propagation,'' Pham et al. present an interesting application of labeling persons appearing in video frames. The authors propose a face-naming method that starts from a small set of seed pairs, and learns from labeled and unlabeled examples using iterative label propagation in a graph of connected faces or name-face pairs.
The article by Zhao et al., titled ''Discovering the Thematic Object in Commercial Videos,'' addresses the problem of finding the key object that is the thematic focus of a commercial video. Using a graph-based affinity model, the authors discover the thematic object by extracting spatially collocated visual features that appear together frequently in video frames.
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