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Abstract
Most of known results such as existence, uniqueness and stability for polynomial-like iterative equations
were given under the assumption that the coefficient of the first order iteration term does not vanish. The
existence with a non-zero leading coefficient was therefore raised as an open problem. It was positively
answered for local C1 solutions later. In this paper this problem is answered further by constructing C0
solutions. Moreover, we discuss the stability of those C0 solutions, which consequently implies a result of
the stability for iterative roots.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
As seen in [2,20], one of important forms of functional equation is the polynomial-like itera-
tive equation
α1f (x) + α2f 2(x) + · · · + αmfm(x) = F(x), x ∈ [a, b] ⊂ R, (1.1)
where F is a given function, αis (i = 1, . . . ,m) are real constants, f is the unknown function
and f i is the ith iterate of f (i.e., f i(x) = f (f i−1(x)) and f 0(x) = x). For non-linear F it was
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solutions were proved in [21] for general m. Later the differentiability, analyticity, equivariance,
and the problem of variable coefficients were discussed (see [1,9,14,15,22,23,25]). This equation
was also investigated in higher dimension [8,18,23] and in the sense of multifunctions [13].
More of those works require an assumption that α1 = 0 for a technical reason in the application
of fixed point theory. The known results [1] on the Hyers–Ulam stability of Eq. (1.1) also need
the condition.
As for polynomials, the most natural assumption for Eq. (1.1) is that αm = 0, under which
Eq. (1.1) includes the iterative root problem as a special case. The existence of solutions with
a non-zero leading coefficient was therefore raised as an open problem in [20,25] and simply
called the Leading Coefficient Problem. In 2004 this problem was positively answered in [24] for
local C1 solutions in some cases of coefficients by using the fixed point theory.
Under the assumption that αm = 0, Eq. (1.1) can be represented equivalently as
f m(x) = λm−1fm−1(x) + · · · + λ1f (x) + F(x), (1.2)
where m  2 and λis (i = 1, . . . ,m − 1) are real constants. In this paper we consider Eq. (1.2)
on an interval I under the hypothesis
(H) λi  0 for all i = 1, . . . ,m − 1 and λ :=∑m−1i=1 λi < 1,
proving the existence of C0 solutions of (1.2) on the whole I and giving its Hyers–Ulam stability.
Here I := |a, b|, by which it means either an open interval (a, b), a semi-closed interval [a, b)
or (a, b], or a closed interval [a, b]. One or both of the endpoints of I may be infinite.
For ξ ∈ I¯ , the closure of I , we use the notation Rξ,λ[I ], where λ is the constant given in (H),
simply for the class of functions F(x) which are continuous and strictly increasing on I and
fulfill that(
F(x) − (1 − λ)x)(ξ − x) > 0, ∀x ∈ I, x = ξ, (1.3)(
F(x) − (1 − λ)ξ)(ξ − x) < 0, ∀x ∈ I, x = ξ. (1.4)
In particular, for λ = 0 the class Rξ,0[I ] is just the one R0ξ [I ] considered in [6]. For the class
R+∞,λ condition (1.4) is superfluous and condition (1.3) is replaced by that F(x) > (1 −λ)x for
all x ∈ I . Similarly, if ξ = −∞, condition (1.3) is replaced by F(x) < (1 − λ)x for all x ∈ I .
Fig. 1. F ∈ Ra,λ[I ]. Fig. 2. F ∈ Rb,λ[I ].
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(see Figs. 1 and 2). In each case we construct all C0 solutions, answering the leading coefficient
problem with global existence of C0 solutions. Continuing the work [1] on the Hyers–Ulam
stability of this class of equations we give such a stability with a non-zero leading coefficient.
As a corollary the stability of iterative roots is followed, which is necessary in computation of
continuous iterative roots with polygonal approximation after some algorithms [5] being given
for iterative roots of polygonal functions.
2. Construction of continuous solutions
Lemma 2.1. Under hypothesis (H), for given F ∈ Ra,λ[I ] and for each x0 ∈ (a, b|, there exists
a strictly decreasing sequence (x1, . . . , xm−1) in the interval (a, x0) (i.e., a < xm−1 < xm−2 <
· · · < x1 < x0) such that xm :=∑m−1i=1 λixi + F(x0) ∈ (a, xm−1).
Proof. Choose a positive constant L such that
L > max
{
m − 2, (1 − λm−1)−1
m−2∑
i=1
iλi
}
. (2.1)
For an arbitrarily chosen x0 ∈ (a, b| we can find a positive constant ε such that
ε < min
{
x0 − a, (1 − λ)x0 − F(x0)
1 − λm−1 − L−1∑m−2i=1 iλi
}
, (2.2)
where we note that (1 − λ)x0 − F(x0) > 0 by (1.3) since F ∈ Ra,λ[I ] and that 1 − λm−1 −
L−1
∑m−2
i=1 iλi > 0 because of (2.1).
Let xi := x0 − (i/L)ε for i = 1, . . . ,m − 2 and xm−1 := x0 − ε, which obviously satisfy
a < xm−1 < xm−2 < · · · < x1 < x0. As defined in the lemma, we calculate
xm =
m−2∑
i=1
λi
(
x0 − i
L
ε
)
+ λm−1(x0 − ε) + F(x0)
= λx0 + F(x0) −
(
λm−1 +
m−2∑
i=1
iλi
L
)
ε
= x0 − ε −
(
(1 − λ)x0 − F(x0) −
(
1 − λm−1 − L−1
m−2∑
i=1
iλi
)
ε
)
< x0 − ε = xm−1,
by (2.2). On the other hand, by (1.4) we have
xm =
m−1∑
i=1
λixi + F(x0) >
m−1∑
i=1
λia + (1 − λ)a = a,
which completes the proof. 
For the other class F ∈ Rb,λ[I ] we can similarly prove the following results.
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strictly increasing sequence (x1, . . . , xm−1) in the interval (x0, b) (i.e., x0 < x1 < · · · < xm−2 <
xm−1 < b) such that xm :=∑m−1i=1 λixi + F(x0) ∈ (xm−1, b).
Using these lemmas we can prove the following theorems.
Theorem 2.1. Under hypothesis (H), for given F ∈ Ra,λ[I ] and for arbitrary fixed x0 ∈ (a, b|,
Eq. (1.2) has a solution in Ra,0[J1], where J1 := |a, x0]. Moreover, this solution depends on
m − 1 arbitrarily chosen orientation-preserving homeomorphisms fi : [xi, xi−1] → [xi+1, xi],
i = 1, . . . ,m − 1, where x1, . . . , xm are given as in Lemma 2.1.
Theorem 2.2. Under hypothesis (H), for given F ∈ Rb,λ[I ] and for arbitrary fixed x0 ∈ |a, b),
Eq. (1.2) has a solution in Rb,0[J2], where J2 := [x0, b|. Moreover, this solution depends on
m − 1 arbitrarily chosen orientation-preserving homeomorphisms fi : [xi−1, xi] → [xi, xi+1],
i = 1, . . . ,m − 1, where x1, . . . , xm are given as in Lemma 2.2.
We only give a proof to Theorem 2.1. Theorem 2.2 can be proved similarly.
Proof of Theorem 2.1. For x0 ∈ (a, b|, by Lemma 2.1 we can find m − 1 points xi , i =
1, . . . ,m − 1, such that
a < xm < xm−1 < · · · < x1 < x0, (2.3)
where xm =∑m−1i=1 λixi + F(x0). Extend the finite set of points to a sequence (xn) by the recur-
rence formula
xm+n =
m−1∑
i=1
λixi+n + F(xn), n ∈ N, (2.4)
where N denotes the set of all positive integers. We first claim that (xn) is a strictly decreasing
sequence in (a, x0]. In fact, it is trivial for n = 1, . . . ,m by (2.3). Under the assumption that this
claim holds for all positive integers n k, where k m is a certain integer, we get
xk+1 =
m−1∑
i=1
λixi+k+1−m + F(xk+1−m) <
m−1∑
i=1
λixi+k−m + F(xk−m) = xk,
xk+1 >
m−1∑
i=1
λia + (1 − λ)a = a.
Thus the claim is proved by induction.
The claimed monotonicity of (xn) implies the convergence of the sequence, i.e., α :=
limn→∞ xn  a. We actually have α = a and therefore
(a, x0] =
∞⋃
n=1
In, (2.5)
where In := [xn, xn−1]. Otherwise, if α > a, letting n → ∞ on both sides of (2.4) we get α =
λα + F(α), a contradiction to (1.3).
1164 B. Xu, W. Zhang / J. Math. Anal. Appl. 325 (2007) 1160–1170For each i = 1, . . . ,m − 1, choose an orientation-preserving homeomorphism fi : Ii → Ii+1
arbitrarily such that
fi(xi−1) = xi, fi(xi) = xi+1, i = 1, . . . ,m − 1.
Then for all nm we recursively define
fn(x) := λm−1x + λm−2f −1n−1(x) + · · · + λ1f −1n−m+2 ◦ f −1n−m+3 ◦ · · · ◦ f −1n−1(x)
+ F ◦ f −1n−m+1 ◦ f −1n−m+2 ◦ · · · ◦ f −1n−1(x), ∀x ∈ In. (2.6)
We assert that for each n ∈ N mapping fn : In → In+1 is an orientation-preserving homeomor-
phism, i.e.,
(i) fn is well defined, continuous and strictly increasing on In, and
(ii) fn(xn−1) = xn,fn(xn) = xn+1.
In fact, it is trivial for each n = 1, . . . ,m − 1. Suppose that the assertion is true for all integers
n  k, where k  m − 1 is a certain integer. Being an orientation-preserving homeomorphism,
each fk−i (i = 0, . . . ,m−2) has an inverse f −1k−i , which is also strictly increasing on Ik−i+1 such
that f −1k−i (xk−i ) = xk−i−1, f −1k−i (xk−i+1) = xk−i . Thus, by (2.6),
fk+1(x) := λm−1x + λm−2f −1k (x) + · · · + λ1f −1k−m+3 ◦ f −1k−m+4 ◦ · · · ◦ f −1k (x)
+ F ◦ f −1k−m+2 ◦ f −1k−m+3 ◦ · · · ◦ f −1k (x)
is well defined on Ik+1. By hypothesis (H), for F ∈ Ra,λ[I ], fk+1 is continuous and strictly
increasing on Ik+1. Moreover,
fk+1(xk) = λm−1xk + λm−2f −1k (xk) + · · · + λ1f −1k−m+3 ◦ f −1k−m+4 ◦ · · · ◦ f −1k (xk)
+ F ◦ f −1k−m+2 ◦ f −1k−m+3 ◦ · · · ◦ f −1k (xk)
= λm−1xk + λm−2xk−1 + · · · + λ1xk−m+2 + F(xk−m+1)
= xk+1.
Similarly, we get fk+1(xk+1) = xk+2. Thus (i) and (ii) in the assertion are both proved by induc-
tion.
Finally, for arbitrary x ∈ (a, x0] by (2.5) there exists n ∈ N such that x ∈ In. Define
f (x) := fn(x) (2.7)
and define f (a) := a complementarily if a ∈ I . Then f is well defined on J1 = |a, x0]. From
(i) and (ii) we see that f ∈ Ra,0[J1]. Furthermore, for x ∈ (a, x0] there exists n ∈ N such that
x ∈ In. Thus, by (2.6) and (2.7),
f m(x) = fn+m−1 ◦ fn+m−2 ◦ · · · ◦ fn+1 ◦ fn(x)
= λm−1fn+m−2 ◦ · · · ◦ fn+1 ◦ fn(x) + λm−2fn+m−3 ◦ · · · ◦ fn+1 ◦ fn(x)
+ · · · + λ1fn(x) + F(x)
= λm−1f m−1(x) + λm−2f m−2(x) + · · · + λ1f (x) + F(x),
implying that the function f defined by (2.7) is a solution of Eq. (1.2). 
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Rξ,λ[I ], where a < ξ < b. In fact, this problem can be discussed by restriction to the subintervals
|a, ξ | and |ξ, b| separately.
Remark 2. Theorems 2.1 and 2.2 each give infinitely many solutions since infinitely many
choices can be made not only for those initial functions fi , i = 1, . . . ,m − 1, but also for the
initial points xi, i = 1, . . . ,m − 1, in Lemmas 2.1 and 2.2.
For linear F Eq. (1.2) is discussed for existence of C0 solutions extensively. Many results can
be found from, e.g., [4,11,12,17,19]. Our Theorems 2.1 and 2.2 discuss for non-linear F .
Under hypothesis (H), for a C1 function F near its a fixed point 0, a local C1 solution f can be
obtained from Theorem 1 in [24]. Using our Theorem 2.1 or 2.2, the requirement of smoothness
can be lowered to continuity, i.e., C0 solutions can be obtained on the whole interval I = |a, b|.
3. Hyers–Ulam stability
In this section we prove the Hyers–Ulam stability of Eq. (1.2).
Theorem 3.1. Suppose that hypothesis (H) holds and F ∈ Ra,λ[I ] is given. If function fs : I → I
is Lipschitzian with a constant  > 0 such that
r :=
m−1∑
j=1
j +
m−1∑
k=1
λk
k−1∑
j=0
j < 1 (3.1)
and satisfies that
(A1) there exists x0 ∈ I such that a < fms (x0) < fm−1s (x0) < · · · < fs(x0) < x0 and f ms (x0) =∑m−1
i=1 λif is (x0) + F(x0);
(A2) fs is strictly increasing on [f m−1s (x0), x0], and
(A3) ∣∣f ms (x) − λm−1f m−1s (x) − · · · − λ1fs(x) − F(x)∣∣ δ, ∀x ∈ (a, x0], (3.2)
for a constant δ > 0, then Eq. (1.2) has a solution f in Ra,0[J1] such that∣∣fs(x) − f (x)∣∣ δ1 − r , ∀x ∈ (a, x0]. (3.3)
In (A1) we cannot assume the order only for m − 1 points fs(x0), . . . , f m−1s (x0) as in
Lemma 2.1 for x1, . . . , xm−1 because fs is a given function and the location of fms (x0) is not
flexible.
For the other class Rb,λ[I ] we have a corresponding result.
Theorem 3.2. Suppose that hypothesis (H) holds and F ∈ Rb,λ[I ] is given. If function fs : I → I
is Lipschitzian with a constant  > 0 such that inequality (3.1) holds and satisfies that
(B1) there exists x0 ∈ I such that x0 < fs(x0) < · · · < fm−1s (x0) < fms (x0) < b and f ms (x0) =∑m−1
i=1 λif is (x0) + F(x0);
(B2) fs is strictly increasing on [x0, f m−1s (x0)], and
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for a constant δ > 0, then Eq. (1.2) has a solution f in Rb,0[J2] such that∣∣fs(x) − f (x)∣∣ δ1 − r , ∀x ∈ [x0, b). (3.5)
For the similarity between the two theorems we only need to give the proof of Theorem 3.1.
Proof of Theorem 3.1. This proof is based on the construction given in Theorem 2.1. As in [3]
we call fs an approximate solution and construct a true solution f with fs as follows.
Let xi := f is (x0) for i = 1, . . . ,m − 1 and xm :=
∑m−1
i=1 λixi + F(x0). Then a < xm <
xm−1 < · · · < x1 < x0. Define a sequence (xn) as in (2.4) with these m + 1 points x0, . . . , xm.
One can check that (xn) is strictly decreasing, limn→∞ xn = a, and (a, x0] =⋃∞n=1 In, where
In = [xn, xn−1], as shown in the proof of Theorem 2.1. Furthermore, for the given fs , define
fi(x) := fs(x), ∀x ∈ Ii, i = 1, . . . ,m − 1. (3.6)
One can verify that each fi : Ii → Ii+1 is an orientation-preserving homeomorphism, i.e., fi
is strictly increasing and satisfies fi(xi−1) = xi, fi(xi) = xi+1. For all n  m we define other
fns as in (2.6). We can similarly prove that for each n ∈ N the mapping fn : In → In+1 is an
orientation-preserving homeomorphism. Define a function f : (a, x0] → (a, x0] by linking those
fns as in (2.7). One can check that f lies in the class Ra,0[J1] and is a solution of Eq. (1.2).
We further prove that for each x ∈ (a, x0] the solution f satisfies
∣∣f is (x) − f i(x)∣∣
i−1∑
j=0
j
∣∣fs(f i−1−j (x))− f (f i−1−j (x))∣∣, i ∈ N. (3.7)
In fact, it is trivial for i = 1. Suppose that (3.7) holds for i = k. Then∣∣f k+1s (x) − f k+1(x)∣∣

∣∣fs(f ks (x))− fs(f k(x))∣∣+ ∣∣fs(f k(x))− f (f k(x))∣∣
 
∣∣f ks (x) − f k(x)∣∣+ ∣∣fs(f k(x))− f (f k(x))∣∣
 
k−1∑
j=0
j
∣∣fs(f k−1−j (x))− f (f k−1−j (x))∣∣+ ∣∣fs(f k(x))− f (f k(x))∣∣
=
k∑
j=0
j
∣∣fs(f k−j (x))− f (f k−j (x))∣∣,
i.e., (3.7) is proved by induction.
In order to prove (3.3), it suffices to prove
∣∣fs(x) − f (x)∣∣ δ1 − r , ∀x ∈ In, n ∈ N. (3.8)
It is a trivial result for n = 1, . . . ,m− 1 by (3.6). For an inductive proof, suppose that (3.8) holds
for all n k, where k m − 1 is a certain integer. Consider x ∈ Ik+1. Let
x∗k−m+2 := f −1 ◦ f −1 ◦ · · · ◦ f −1(x).k−m+2 k−m+3 k
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It follows from definitions (2.6), (2.7) of fn, f and (3.7) that∣∣fs(x) − f (x)∣∣
= ∣∣fs(fk ◦ fk−1 ◦ · · · ◦ fk−m+2(x∗k−m+2))− fk+1(fk ◦ fk−1 ◦ · · · ◦ fk−m+2(x∗k−m+2))∣∣
= ∣∣fs(fk ◦ fk−1 ◦ · · · ◦ fk−m+2(x∗k−m+2))− λm−1fk ◦ fk−1 ◦ · · · ◦ fk−m+2(x∗k−m+2)
− λm−2fk−1 ◦ · · · ◦ fk−m+2
(
x∗k−m+2
)− · · · − λ1fk−m+2(x∗k−m+2)− F (x∗k−m+2)∣∣
= ∣∣fs(fk ◦ fk−1 ◦ · · · ◦ fk−m+2(x∗k−m+2))− f ms (x∗k−m+2)
− λm−1
{
fk ◦ fk−1 ◦ · · · ◦ fk−m+2
(
x∗k−m+2
)− f m−1s (x∗k−m+2)}
− λm−2
{
fk−1 ◦ · · · ◦ fk−m+2
(
x∗k−m+2
)− fm−2s (x∗k−m+2)}
− · · · − λ1
{
fk−m+2
(
x∗k−m+2
)− fs(x∗k−m+2)}
+ f ms
(
x∗k−m+2
)− λm−1f m−1s (x∗k−m+2)− λm−2f m−2s (x∗k−m+2)
− · · · − λ1fs
(
x∗k−m+2
)− F (x∗k−m+2)∣∣
 
∣∣fm−1(x∗k−m+2)− f m−1s (x∗k−m+2)∣∣+ λm−1∣∣f m−1(x∗k−m+2)− f m−1s (x∗k−m+2)∣∣
+ · · · + λ1
∣∣f (x∗k−m+2)− fs(x∗k−m+2)∣∣+ δ
 ( + λm−1)
m−2∑
j=0
j
∣∣fs(fm−2−j (x∗k−m+2))− f (fm−2−j (x∗k−m+2))∣∣
+ λm−2
m−3∑
j=0
j
∣∣fs(f m−3−j (x∗k−m+2))− f (f m−3−j (x∗k−m+2))∣∣+ · · ·
+ λ1
∣∣fs(x∗k−m+2)− f (x∗k−m+2)∣∣+ δ

(
m−1∑
j=1
j +
m−1∑
k=1
λk
k−1∑
j=0
j
)
δ
1 − r + δ
= r δ
1 − r + δ =
δ
1 − r .
Thus (3.8) holds for n = k + 1, i.e., (3.8) is proved by induction. This completes the proof of
Theorem 3.1. 
For an example, consider the equation
f 2(x) − 1
4
f (x) = x2, x ∈ I :=
∣∣∣∣0, 34
)
, (3.9)
where m = 2, λ = λ1 = 1/4 and F(x) := x2 ∈ R0,1/4[I ]. By Theorem 2.1, for arbitrary x0 ∈
(0,3/4), continuous solution f of Eq. (3.9) exists in the class R0,0[J1], where J1 := |0, x0],
and depends on an arbitrary initial function. Furthermore, in order to demonstrate the validity
of conditions in Theorem 3.1, consider the function fs(x) = 2x/3, which is Lipschitzian with
the constant  = 2/3 such that r = 11/12 < 1. For x0 = 5/18, it is obvious that 0 < f 2s (x0) <
fs(x0) < x0, f 2s (x0) = λ1fs(x0) + F(x0), fs is strictly increasing on [fs(x0), x0], and∣∣∣∣f 2s (x) − 1fs(x) − x2
∣∣∣∣
(
5
)2
, ∀x ∈
(
0,
5
]
. (3.10)4 36 18
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all x ∈ (0,5/18], where J1 = |0,5/18].
4. Application to iterative roots
In the special case that λ1 = · · · = λm−1 = 0, Eq. (1.2) leads to the problem of iterative roots
for a given function F , i.e., the equation
f m(x) = F(x). (4.1)
This equation was discussed extensively and many results can be found, e.g., in [2,7,16,20] and
references therein. The simplest case is to find all strictly increasing and continuous iterative
roots for a strictly increasing and continuous F , which is answered by Theorem 11.2.2 in [7,
pp. 424–425]. This result is also a corollary of our Theorems 2.1 and 2.2.
Without loss of generality, we only need to consider the case that F is strictly increasing,
continuous self-mapping of I and F(x) < x for all x ∈ (a, b), which fixes the two endpoints.
Corollary 4.1. Suppose that F is strictly increasing, continuous self-mapping of [a, b] such that
F(a) = a,F (b) = b and F(x) < x for all x ∈ (a, b). Then Eq. (1.2) has solutions f which
are orientation-preserving homeomorphisms on [a, b]. Moreover, those solutions depend on
m − 1 arbitrarily chosen orientation-preserving homeomorphisms fi : [xi, xi−1] → [xi+1, xi],
i = 1, . . . ,m − 1, where x0, x1, . . . , xm are given as in Lemma 2.1.
Proof. Chosen a point x0 ∈ (a, b) arbitrarily, we have F ∈ Ra,0[J1], where J1 = [a, x0]. By
Theorem 2.1, a solution fˆ in Ra,0[J1] of Eq. (4.1) is determined uniquely by those chosen initial
points x1, . . . , xm−1 and initial functions fi as shown in Lemma 2.1 and in the statement of this
corollary.
Let x′i := fˆ m−i (x0) for i = 0, . . . ,m, and put
gi(x) := fˆ −1(x), ∀x ∈ I ′i :=
[
x′i−1, x′i
]
, i = 1, . . . ,m − 1. (4.2)
Since G := F−1 ∈ Rb,0[J ′2], where J ′2 := [x′0, b], by Theorem 2.2 the equation
gm(x) = G(x)
has in Rb,0[J ′2] a unique solution g such that
g(x) = gi(x), ∀x ∈
[
x′i−1, x′i
]
, i = 1, . . . ,m − 1. (4.3)
Thus an mth iterative root of F is defined on [a, b] by
f (x) :=
{
fˆ (x), for x ∈ [a, x0],
g−1(x), for x ∈ (x0, b].
In fact, f is clearly continuous and strictly increasing on [a, x0)∪ (x0, b], and limx→x0−0 f (x) =
limx→x0−0 fˆ (x) = fˆ (x0) = f (x0). From (4.2) and (4.3),
lim
x→x0+0
f (x) = lim
x→fˆ −m(x′0)+0
g−1(x) = lim
x→G(x′0)+0
g−1(x) = g−1gm(x′0)= gm−1(x′0)
= gm−1 ◦ · · · ◦ g1
(
x′0
)= x′m−1 = fˆ (x0) = f (x0),
implying the continuity of f at x0. Thus f is a strictly increasing and continuous solution of
Eq. (4.1). 
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of simple functions, as indicated in our Introduction and [5], we are interested in the Hyers–Ulam
stability of Eq. (4.1), which actually can be given immediately from our Theorems 3.1 and 3.2.
Corollary 4.2. Suppose that F ∈ Ra,0[I ] is given. If function fs : I → I is Lipschitzian with a
constant  > 0 such that r0 :=∑m−1j=1 j < 1 and satisfies that
(A1′) there exists x0 ∈ I such that a < fms (x0) < fm−1s (x0) < · · · < fs(x0) < x0 and f ms (x0) =
F(x0);
(A2′) fs is strictly increasing on [f m−1s (x0), x0], and
(A3′) ∣∣fms (x) − F(x)∣∣ δ, ∀x ∈ (a, x0], (4.4)
for a constant δ > 0, then Eq. (4.1) has a solution f in Ra,0[J1] such that∣∣fs(x) − f (x)∣∣ δ1 − r0 , ∀x ∈ (a, x0]. (4.5)
Similarly, we have a corresponding result for the other class Rb,0[I ].
Corollary 4.3. Suppose that F ∈ Rb,0[I ] is given. If function fs : I → I is Lipschitzian with the
constant  > 0 such that r0 :=∑m−1j=1 j < 1 and satisfies that
(B1′) there exists x0 ∈ I such that x0 < fs(x0) < · · · < fm−1s (x0) < fms (x0) < b and f ms (x0) =
F(x0);
(B2′) fs is strictly increasing on [x0, f m−1s (x0)], and
(B3′) ∣∣f ms (x) − F(x)∣∣ δ, ∀x ∈ [x0, b), (4.6)
for a constant δ > 0, then Eq. (1.2) has a solution f in Rb,0[J2] such that∣∣fs(x) − f (x)∣∣ δ1 − r0 , ∀x ∈ [x0, b). (4.7)
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