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Abstract
In this paper, an information-based criterion is proposed for carrying out change point analysis and
variable selection simultaneously in linear models with a possible change point. Under some weak
conditions, this criterion is shown to be strongly consistent in the sense that with probability one, it chooses
the smallest true model for large n. Its byproducts include strongly consistent estimates of the regression
coefficients regardless if there is a change point. In case that there is a change point, its byproducts also
include a strongly consistent estimate of the change point parameter. In addition, an algorithm is given which
has significantly reduced the computation time needed by the proposed criterion for the same precision.
Results from a simulation study are also presented.
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1. Introduction
A statistical model is convenient for representing the observed phenomenon. In practice, a
linear regression model is often used to describe the data due to the fact that (a) it has been
extensively studied in the literature because of its simplicity; and (b) it frequently mimics the
real world well since it is well known that a nonlinear function can be approximated well by a
linear function locally.
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Consider the following linear regression model
yi = x′iη + εi , i = 1, . . . , n, (1)
where x1, . . . , xn are vectors of explanatory variables, η is a vector of unknown regression
parameters, and ε1, ε2, . . . , are independently distributed random variables. When the dimension
of η is not small, by the rule of parsimony and for the better prediction, there is a need to find
out those xi ’s that are extraneous to y1, y2, . . . , which is equivalent to finding those elements of
η that are zeros. A statistical analysis may be more effective if those independent variables with
zero regression coefficients are not included in the study. There is considerable literature on this
problem; see the book on model selection by McQuarrie and Tsai [6] or the review paper by Rao
and Wu [10] among others.
However there may be a change point in the model. A change point problem occurs in
many statistical applications in the areas including medical and health sciences, life science,
meteorology, engineering, financial econometrics and risk management. By the fact that the
statistical models are not homogeneous when there is a change point, to detect all change points
are of great importance in statistical applications. If there exists a change point, it is harmful to
make a statistical analysis without any consideration of the existence of this change point and the
results derived from such an analysis may be misleading. The task of change point analysis is
to find change points when they do exist. There are rich literature on change point analysis (see
Cso¨rgo˝ and Horva´th [4] and Chen and Gupta [3] among others). It is noted that many research
articles in change point analysis mainly contributed to finding change points.
To allow a possible change point in the model (1), we modify it as follows: For i =
1, . . . , n, . . . ,
yi = (µ1 + α1zi + xTi β1)I (zi ≤ ξ)+ (µ2 + α2zi + xTi β2)I (zi > ξ)+ εi , (2)
where µ1, µ2, α1, α2, β1 = (β11, . . . , β1p)T, and β2 = (β21, . . . , β2p)T are unknown regression
parameters, ξ is an unknown change point parameter, {(zi , xTi )} is a sequence of explanatory
variables with zi ∈ (κL , κU ) for any i and −∞ ≤ κL < κU ≤ ∞ are known, ε1, . . . , εn are
independently and identically distributed random variables with mean 0 and variance σ 2, and
I (·) is the indicator function. There exists a change point if there is a ξ ∈ (κL , κU ) such that
|µ1 − µ2| + |α1 − α2| + ‖β1 − β2‖ 6= 0, (3)
where ‖a‖ denotes the Euclidean norm of a vector a. When there is no change point, we put
µ1 = µ2 ≡ µ, α1 = α2 ≡ α, and β1 = β2 ≡ β. The task in this paper consists of the following
two parts:
(1) Check if there exists ξ ∈ (κL , κU ) such that (3) holds. If yes, estimate ξ ;
(2) Find out all the nonzero components of β1 and β2 or β and estimate them and other
regression coefficients.
In other words, we need to carry out change point analysis, perform variable selection and
estimate the regression coefficients simultaneously. Note that there will be 22(p+2) possible
submodels in the frame of (2) for a fixed ξ , since each component of β i , i = 1, 2, may be
zero.
One way to fulfill this task is to first carry out change point analysis on the model (2) including
all independent variables and then implement variable selection. Thus change point analysis and
variable selection can be carried out in two steps. However, by simulation study this procedure
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sometimes does not perform well. We will modify this two-step procedure in this paper. As
an alternative approach, we will also consider to carry out change point analysis and variable
selection simultaneously. An information-based criterion will be proposed, which will be shown
to perform well via simulation study. Its limiting behavior will also be studied. For convenience,
we only assume that there is at most one change point.
The paper is arranged as follows: In Section 2, we propose an information-based criterion
for carrying out change point analysis and variable selection simultaneously. There are two
subsections there. In Section 2.1, we consider the special case that the candidate models are
nested. In Section 2.2, we discuss the general case and propose a modified criterion. The limiting
behavior of the criteria are also derived there. The criteria are shown to be strongly consistent
in the sense that with probability one, they choose the smallest true model for large n. In
Section 3, we will give an algorithm for carrying out change point analysis and variable selection
simultaneously. Some simulation results are presented in Section 4. Proofs of the theorems in
Section 2 are given in the Appendix.
The following notations are used throughout the rest of this paper. Let a = (a1, . . . , a`)T be
an ` × 1 vector, B = (b1, . . . , b`)T be an ` × m matrix, and Gk = { j1, . . . , jk} with 1 ≤ j1
< . . . < jk ≤ ` be an index set. Denote the projection matrix onto the space spanned by
the column vectors of B by PB and if BT = B and ` = m, denote all the eigenvalues of
B by λ1(B) ≥ . . . ≥ λm(B). Write the number of elements in Gk by |Gk | and let a(Gk) =
(a j1 , . . . , a jk )
T and B(Gk) = (b j1 , . . . , b jk )T. In some cases Gk will be abbreviated as k for
convenience. This should not cause confusion.
2. The criterion
Let J be a subset of {1, . . . , p}, and J be the set containing all such J ’s. Denote
ϑ1,J = (µ1, α1,βT1 (J ))T, ϑ2,J = (µ2, α2,βT2 (J ))T, ϑJ = (µ, α,βT(J ))T,
Gξ, l = {i : zi ≤ ξ}, Gξ, r = {i : zi > ξ}.
Note that n has been suppressed in Gξ, l and Gξ, r .
Consider the model (2). We denote yn = (y1, . . . , yn)T, and εn and zn are defined similarly.
1n denotes an n × 1 vector of 1’s, Xn = (x1, . . . , xn)T, and Xn,J = (x1(J ), . . . , xn(J ))T. We
also denote Zn = (1n, zn, Xn), and Zn,J = (1n, zn, Xn,J ). The subscript n will be suppressed
if there is no confusion.
For κL < ξ < κU , J1 ∈ J and J2 ∈ J, we define
`
(ξ)
n,J1,J2 =
∑
i∈Gξ,l
(yi − µˆ1,J1,ξ − αˆ1,J1,ξ zi − xTi (J1)β̂1,ξ (J1))2
+
∑
i∈Gξ,r
(yi − µˆ2,J2,ξ − αˆ2,J2,ξ zi − xTi (J2)β̂2,ξ (J2))2, (4)
where ϑˆ1,J1,ξ = (µˆ1,J1,ξ , αˆ1,J1,ξ , β̂
T
1,ξ (J1))T and ϑˆ2,J2,ξ = (µˆ2,J2,ξ , αˆ2,J2,ξ , β̂
T
2,ξ (J2))T
are the least squares (LS) estimators of ϑ1,J1 and ϑ2,J2 based on (yn(Gξ,l), Zn,J1(Gξ,l)) and
(yn(Gξ,r ), Zn,J2(Gξ,r )), respectively. For J ∈ J, we also define
`n,J =
n∑
i=1
(yi − µˆJ − αˆJ zi − xTi (J )β̂ (J ))2,
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where ϑˆJ = (µˆJ , αˆJ , β̂T(J ))T is the LS estimator of ϑJ based on (yn, Zn,J ). Note that n has
been suppressed in the notations above. Hence, we have
[Zn,J1(Gξ,l)]ϑˆ1,J1,ξ = PZn,J1 (Gξ,l )yn(Gξ,l),
[Zn,J2(Gξ,r )]ϑˆ2,J2,ξ = PZn,J2 (Gξ,r )yn(Gξ,r ),
Zn,J ϑˆJ = PZn,J yn .
(5)
By Assumption (A) given later, it can be shown that ϑˆ1,J1,ξ , ϑˆ2,J2,ξ , and ϑˆJ are unique for
large n.
Motivated by Rao and Wu [9], let
SITC(ξ)n,J1,J2 = `
(ξ)
n,J1,J2 + [q(|J1| + 2)+ q(|J2| + 2)]Cn, (6)
SITCn,J = `n,J + q(|J | + 2)Cn, (7)
where q(v) is a strictly increasing function of v and Cn is a function of only n. It is noted that the
second terms in both (6) and (7) are the penalties on the use of models involving more parameters.
For carrying out change point analysis and variable selection simultaneously, we propose the
following criterion based on SITC(ξ)n,J1,J2 and SITCn,J : If
min
κL<ξ<κU , J1∈J, J2∈J
SITC(ξ)n,J1,J2 < minJ ∈J
SITCn,J ,
then we conclude there is a change point and the parameter estimates are given by
(ξˆ , Ĵ1, Ĵ2, ϑˆ1,Ĵ1,ξˆ , ϑˆ2,Ĵ2,ξˆ ) = arg minκL<ξ<κU , J1∈J, J2∈J SITC
(ξ)
n,J1,J2 ,
otherwise, there is no change point and the parameter estimates are given by
(Ĵ , ϑˆ Ĵ ) = arg minJ ∈J SITCn,J .
We name this criterion as the criterion SITC. It is noted that ITC stands for “information theoretic
criterion” in the literature. Here we add “S” to “ITC” to reflect that the criterion ITC is used to
carry out change point analysis and variable selection simultaneously.
Remark 1. Let {z(1), . . . , z(n)} be the order statistics of {z1, . . . , zn}. It is noted that if n, J1 and
J2 are fixed, SITC(ξ)n,J1,J2 remains unchanged for z( j) ≤ ξ < z( j+1).
Remark 2. When there are more than one change point, a step-wise or forward search may be
employed. One may also follow the approach in Pan and Chen [7].
For deriving the limiting behavior of Criterion SITC, we need to make the following
assumptions.
(A) For any κL ≤ ξ1 < ξ2 ≤ κU , there exist two constants c1 and c2 such that
0 < c1n ≤ λp
{
[Zn(Gξ1,r ∩ Gξ2,l)]TZn(Gξ1,r ∩ Gξ2,l)
}
≤ λ1
{
[Zn(Gξ1,r ∩ Gξ2,l)]TZn(Gξ1,r ∩ Gξ2,l)
}
≤ c2n, for large n.
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Remark 3. Assumption (A) describes essentially the behavior of the explanatory variables. It is
noted that for Assumption (A) to hold, a necessary condition is that for any subinterval (ξ1, ξ2)
of (κL , κU ), the number of zi ∈ (ξ1, ξ2) for 1 ≤ i ≤ n tends to ∞ as n → ∞. This condition
is met almost surely if z1, z2, . . . , are independently and identically distributed (iid.) such that
P(ξ1 < z1 < ξ2) > 0 for any κL ≤ ξ1 < ξ2 ≤ κU . Write x˜i = (zi , xTi )T, i = 1, 2, . . ..
Assume that in addition, x˜1, . . . , x˜n, . . . are independently and identically distributed such that
E x˜1x˜T1 > 0 (positive definite). Then these assumptions are sufficient for (A) to hold almost
surely, which can be easily verified by the strong law of large numbers. For ease of notation,
we will treat z1, . . . , zn and x1, . . . , xn as deterministic in this paper. There is no essential
complication with random zi ’s and xi ’s.
(B) ε1, . . . , εn are independently and identically distributed random variables with mean 0 and
variance σ 2.
Remark 4. The Assumption (B) can be weakened. For example, we may instead assume that ε1,
. . . , εn are independently distributed random variables with mean 0 and satisfying the moment
conditions
0 < c2 ≤ E(ε2i ), E(|εi |3) ≤ τ 3 < ∞
for all 1 ≤ i ≤ n. For convenience, the Assumption (B) will be made throughout the rest of this
paper.
(C) For κL < ξ < κU , there exists M > 0 such that
[ε(Gξ,l)]TPZξ,lε(Gξ,l) ≤ M log log(n), a.s.,
[ε(Gξ,r )]TPZξ,r ε(Gξ,r ) ≤ M log log(n), a.s.
Remark 5. If εi , i = 1, . . . , n, are normally distributed with zero mean and common variance
σ 2 > 0, then (C) holds true under Assumption (A). By applying some theorems (e.g. Theorem
5.7, Theorem 7.2) in Petrov [8], (C) holds true under some weak conditions on {εi } and Zn ,
e.g., (A) and (B) plus that E(|ε1|2+ι) < ∞ for a constant ι > 0 and that for any ξ1 < ξ2 and any
j th column vector z j,ξ1,ξ2 of Zn(Gξ1,r ∩Gξ2,l)with j ≥ 2, the elements z1j,ξ1,ξ2 , . . . , z
|Gξ1,r∩Gξ2,l |
j,ξ1,ξ2
of z j,ξ1,ξ2 satisfy the condition
|Gξ1,r∩Gξ2,l |∑
i=1
|zij,ξ1,ξ2 |2+δ = O
[
(zTj,ξ1,ξ2z j,ξ1,ξ2)
(2+δ)/2/[log(zTj,ξ1,ξ2z j,ξ1,ξ2)]1+δ
]
,
for 1 ≤ j ≤ p and some δ > 0, which can be shown by following the proofs of Lemmas 3.4–3.5
in Shao and Wu [11]
(D) Cn/n → 0 and Cn/ log log(n) →∞.
Throughout the rest of this paper, we assume that J1 = J2 = J , i.e., the i th components of
both β1 and β2 are zeros or nonzeros simultaneously for convenience. Thus, for a fixed ξ , there
are 2p+4 possible submodels in the frame of (2). For simplifying notations given previously,
“J1,J2” is replaced by “J ”, e.g., SITC(ξ)n,J1,J2 in (6) is now written as SITC
(ξ)
n,J . It is noted that
without this assumption, similar results as those obtained in the following two subsections can
be shown to still hold under the Assumptions (A)–(D).
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2.1. A special case that the candidate models are nested
In this subsection, we consider the case that the candidate models are nested, i.e., there are p
alternative modelsM = {M1, . . . ,Mp} such that under ModelMk , the last p− k components
of both β1 and β2 are zeros but β1k 6= 0 and β2k 6= 0 if there exists a change point, and the last
p − k components of β are zeros and βk 6= 0 if there is no change point.
Recall that if J = (1, . . . , k)T, J is abbreviated as k. For carrying out change point analysis
and variable selection simultaneously here, the criterion SITC is reduced to as follows: If
min
κL<ξ<κU , 1≤k≤p
SITC(ξ)n,k < min1≤k≤p SITCn,k,
then we conclude there exists a change point and the parameter estimates are given by
(ξˆ , k̂, ϑˆ1,̂k,ξˆ , ϑˆ2,̂k,ξˆ ) = arg min
κL<ξ<κU , 1≤k≤p
SITC(ξ)n,k,
otherwise, there is no change point and the parameter estimates are given by
(̂k, ϑˆ k̂) = arg min1≤k≤p SITCn,k .
Consider the following two scenarios:
(S1) There is a change point at ξ0 and hence (3) holds. For the true parameter vectors ϑ1,0 =
(µ1,0, α1,0,β
T
1,0)
T and ϑ2,0 = (µ2,0, α2,0,βT2,0)T, β1k0,0β2k0,0 6= 0 and the last p − k0
components of both β1,0 and β2,0 are zeros.
(S2) There is no change point. For the true parameter vector ϑ0 = (µ0, α0,βT0 )T, βk0,0 6= 0 and
the last p − k0 components of β0 are zeros.
The limiting behavior of Criterion SITC is given in the following two theorems:
Theorem 2.1. Suppose that the Assumptions (A)–(D) hold. Under the scenario (S1) , for any ξ1
and ξ2 such that κL < ξ1 < ξ0 and ξ0 < ξ2 < κU , we have that with probability one,
SITC(ξ0)n,k0 < minκL<ξ≤ξ1, 1≤k≤p
SITC(ξ)n,k, (8)
SITC(ξ0)n,k0 < minξ2≤ξ<κU , 1≤k≤p
SITC(ξ)n,k, (9)
SITC(ξ0)n,k0 < min1≤k≤p SITCn,k, (10)
SITC(ξ0)n,k0 < mink 6=k0
SITC(ξ0)n,k (11)
for large n.
Theorem 2.2. Suppose that the Assumptions (A)–(D) hold. Under the scenario (S2) , we have
that with probability one,
SITCn,k0 < min
κL<ξ<κU , 1≤k≤p
SITC(ξ)n,k, (12)
SITCn,k0 < mink 6=k0
SITCn,k (13)
for large n.
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Proofs of these two theorems are given in the appendix.
By Theorems 2.1 and 2.2, it can be seen that if Assumptions (A)–(D) hold, we have that
ξˆ → ξ0, a.s. and kˆ → k0, a.s., and hence βˆ1 → β1,0, a.s. and βˆ2 → β2,0, a.s. under the scenario
(S1), or that kˆ → k0, a.s., and hence βˆ → β0, a.s. under the scenario (S2).
2.2. The general case
In this section, the general case is considered, in which there are 2(p+4) candidate models
for a fixed ξ since each pair of β1 j and β2 j may be zero for j = 1, . . . , p. Hence, when SITC
is applied for performing a change point analysis and variable selection simultaneously, it is
equivalent to the following:
For true β1,0 and β2,0 (β1,0 = β2,0 if there is no change point), rearranging their
elements such that their first k0 elements are not zeros and the rest elements are zeros. The
columns of the design matrix Zn are also rearranged accordingly. It ends with an equivalent
regression model whose smallest true model is one of the submodels {M1, . . . ,Mp} given
in the above subsection, and then, the simplified Criterion SITC can be applied. Select
the model with the smallest SITC value among the SITC values computed based on all
rearrangements and then reverse the corresponding rearrangement. Since the Assumptions
(A)–(C) do not change under the rearrangement, the estimated model is still consistent
under the assumptions (A)–(D) and hence the simultaneous correct change point detection
and variable selection are eventually achieved.
However, this approach is involved with a huge amount of computation if p is large. We propose
to modify the criterion SITC by adapting the kick-one-off approach (see Rao and Wu [9]) such
that the computation amount can be reduced.
For a p-vector a = (a1, . . . , ap)T, denote
a(− j) = (a1, . . . , a j−1, a j+1, . . . , ap)T, 1 ≤ j ≤ p.
Consider the model (2). Write
Xn,− j = (x1(− j), . . . , xn(− j))T, and Zn,− j = (1n, zn, Xn,− j ), 1 ≤ j ≤ p.
Denote
ϑ1,− j = (µ1, α1,βT1 (− j))T, ϑ2,− j = (µ2, α2,βT2 (− j))T, ϑ− j = (µ, α,βT(− j))T.
For κL < ξ < κU , we define
`
(ξ)
n,− j =
∑
i∈Gξ,l
(yi − µˆ1,− j,ξ − αˆ1,− j,ξ zi − xTi (− j)β̂1,ξ (− j))2
+
∑
i∈Gξ,r
(yi − µˆ2,− j,ξ − αˆ2,− j,ξ zi − xTi (− j)β̂2,ξ (− j))2, (14)
where ϑˆ1,− j,ξ = (µˆ1,− j,ξ , αˆ1,− j,ξ , β̂T1,ξ (− j))T and ϑˆ2,− j,ξ = (µˆ2,− j,ξ , αˆ2,− j,ξ , β̂T2,ξ (− j))T
are the LS estimators of ϑ1,− j and ϑ2,− j based on (yn(Gξ,l), Zn,− j (Gξ,l)) and
(yn(Gξ,r ), Zn,− j (Gξ,r )), respectively. We also define
`n,− j =
n∑
i=1
(yi − µˆ− j − αˆ− j zi − xTi (− j)β̂ (− j))2,
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where ϑˆ− j = (µˆ− j , αˆ− j , β̂T(− j))T is the LS estimator of ϑ− j based on (yn, Zn,− j ). Note that n
has been suppressed in the notations above. Under Assumption (A), it can be shown that ϑˆ1,− j,ξ ,
ϑˆ2,− j,ξ , and ϑˆ− j are unique for large n.
In light of Rao and Wu [9], let
KSITC(ξ)n,− j = `(ξ)n,− j − `(ξ)n − 2[q(p)− q(p − 1)]Cn, (15)
KSITCn,− j = `n,− j − `n − [q(p)− q(p − 1)]Cn, (16)
and let Ĵ (n) and Ĵ (n)ξ , κL < ξ < κU , be subsets of {1, . . . , p}, which are defined respectively by
j 6∈ Ĵ (n) if KSITCn,− j ≤ 0 and j ∈ Ĵ (n) if KSITCn,− j > 0, j = 1, . . . , p,
and
j 6∈ Ĵ (n)ξ if KSITC(ξ)n,− j ≤ 0 and j ∈ Ĵ (n)ξ if KSITC(ξ)n,− j > 0, j = 1, . . . , p.
For simultaneous change point detection and variable selection, we propose the following
criterion: If
min
κL<ξ<κU
SITC(ξ)
n,Ĵ (n)ξ
< SITCn,Ĵ (n) , (17)
then we conclude there is a change point and the parameter estimates are given by
(ξˆ , Ĵ (n)
ξˆ
, ϑˆ1,Ĵ (n)
ξˆ
, ϑˆ2,Ĵ (n)
ξˆ
) = arg min
κL<ξ<κU
SITC(ξ)
n,Ĵ (n)ξ
,
otherwise, there is no change point and the parameter estimates are given by (Ĵ (n), ϑˆ Ĵ (n)). We
name this criterion as Criterion KSITC. It is noted that “K” stands for the first letter of kick-one-
off approach.
Consider the following two scenarios:
(S3) There is a change point at ξ0 and hence (3) holds. For the true parameter vectors ϑ1,0 =
(µ1,0, α1,0,β
T
1,0)
T and ϑ2,0 = (µ2,0, α2,0,βT2,0)T, β1 j,0 × β2 j,0 6= 0 for any j ∈ J0 and|β1 j,0| + |β2 j,0| = 0 for any j 6∈ J0, where J0 is an index set.
(S4) There is no change point. For the true parameter vector ϑ0 = (µ0, α0,βT0 )T, β j,0 6= 0 if
and only j ∈ J0, where J0 is an index set.
The limiting behavior of Criterion KSITC is given in the following two theorems:
Theorem 2.3. Suppose that the Assumptions (A)–(D) hold. Under the scenario (S3) , for any ξ1
and ξ2 such that κL < ξ1 < ξ0 and ξ0 < ξ2 < κU , we have that with probability one,
SITC(ξ0)n,J0 < minκL<ξ≤ξ1
SITC(ξ)
n,Ĵ (n)ξ
,
SITC(ξ0)n,J0 < minξ2≤ξ<κU
SITC(ξ)
n,Ĵ (n)ξ
,
SITC(ξ0)n,J0 < SITCn,Ĵ (n) ,
SITC(ξ0)n,J0 < minJ 6=J0
SITC(ξ0)n,J ,
when n is large.
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Theorem 2.4. Suppose that the Assumptions (A)–(D) hold. Under the scenario (S4) , we have
that with probability one,
SITCn,J0 < min
κL<ξ<κU
SITC(ξ)
n,Ĵ (n)ξ
,
SITCn,J0 ≤ SITCn,Ĵ (n) ,
when n is large.
Proofs of these two theorems are similar to the proofs of Theorems 2.1 and 2.2 and hence are
omitted.
By Theorems 2.3 and 2.4, it can be seen that if Assumptions (A)–(D) hold, we have that
ξˆ → ξ0, a.s. and Ĵ (n)
ξˆ
→ J0, a.s., and hence βˆ1 → β1,0, a.s. and βˆ2 → β2,0, a.s. under the
scenario (S3), and that Ĵ (n) → J0, a.s., and hence βˆ → β0, a.s. under the scenario (S4).
Remark 6. If J1 and J2 are allowed to be different, (15) and (16) need to be modified
accordingly. The similar theoretic results can be shown to hold under the Assumptions (A)–(D).
Remark 7. If p is large compared to n, the criteria proposed in this paper need to be modified.
One way to do it is to replace the penalty term by a function which depends on the number
of regression parameters under consideration and also their magnitudes. Some such penalty
functions can be found in Fan and Li [5] among others.
3. An algorithm for simultaneously carrying out change point analysis and variable
selection
When the sample size is large, it may not be practical to check every data point in search
of a change point. In the following, we propose an algorithm for carrying out change point
analysis and variable selection simultaneously, which takes advantage of the maximization stage
in Criterion KSITC proposed previously.
Without loss of generality, we may assume that z1 ≤ z2 ≤ · · · ≤ zn−1 ≤ zn . Otherwise, we
can replace {zi } by the order statistics {z(i)}. We then rearrange {yi }, {xi } and {εi } accordingly.
In view of Remark 1, by this assumption, we now need to find if there is an m0 < n such that
yi = µ1 + α1zi + xTi β1 + εi , i = 1, . . . ,m0,
yi = µ2 + α2zi + xTi β2 + εi , i = m0 + 1, . . . , n.
Otherwise,
yi = µ+ αzi + xTi β + εi , i = 1, . . . , n.
For convenience, we replace zi in (17) by i as follows:
SITC(zi )
n,Ĵ (n)zi
≡ SITC(i)
n,Ĵ (n)i
. (18)
The proposed algorithm consists of the following seven steps:
Step 1: Compute SITCn,Ĵ (n) in (17).
Step 2: Set l1 = 2 × (p + 2) and l2 = n − l1. Select `1 points {h1, j , j = 2, . . . , `1 + 1} from
{l1 + 1, l1 + 2, . . . , l2 − 2, l2 − 1} such that l1 < h1,2 < . . . < h1,(`1+1) < l2. Let h1,1 = l1 and
h1,(`1+2) = l2.
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Remark 8. One way to select {h1, j , j = 2, . . . , `+ 1} is as follows:
(a) Equally divide the interval (l1, l2) into `1 + 1 subintervals;
(b) h1,2, . . . , h1,(`1+1) are then set as the closest integers to the end points of these subintervals
excluding l1 and l2.
Step 3: Compute SITC(h)
n,Ĵ (n)h
in (18) for h ∈ {h1, j , j = 2, . . . , `1 + 1}. Find
m1 = arg min
2≤ j≤`1+1
SITC
(h1, j )
n,Ĵ (n)h1, j
.
Set q = 2.
Step 4: Let hq,1 = h(q−1),(mq−1−1), hq,4 = h(q−1),mq−1 , and hq,7 = h(q−1),(mq−1+1). Choose two
integers hq,2 and hq,3 from the interval (hq,1, hq,4] and choose another two integers hq,5 and
hq,6 from the interval [hq,4, hq,7). Note that hq,i , i = 2, 3, 5, 6, may be chosen by the method
given in Remark 8.
Step 5: Compute SITC(h)
n,Ĵ (n)h
in (18) for h ∈ {hq, j , j = 2, . . . , 6}. Find
mq = arg min
2≤ j≤6SITC
(hq, j )
n,Ĵ (n)hq, j
.
Step 6: If Ĵ (n)hq,mq = Ĵ
(n)
h(q−1),mq−1
and mq = mq−1, set Ĵ (n)CP = Ĵ (n)hq,mq and hˆCP = mq and then
proceed to Step 7. If only Ĵ (n)hq,mq = Ĵ
(n)
h(q−1),mq−1
, set Ĵ (n)CP = Ĵ (n)h(q−1),mq−1 and q = q + 1 and then
proceed to Step 6a and if only mq = mq−1, set hˆCP = mq−1 and q = q + 1 and then proceed to
Step 6b. Otherwise, set q = q + 1 and go back to Step 4.
Step 6a: Only change point analysis will be carried out. We repeat Steps 4–6 until mq = mq−1,
where Ĵ (n)h , Ĵ (n)h(q−1),mq−1 and Ĵ
(n)
hq, j
are all replaced by Ĵ (n)CP . Then set hˆCP = mq−1 and proceed
to Step 7.
Step 6b: Only variable selection will be implemented. We find Ĵ (n)
hˆCP
such that
j 6∈ Ĵ (n)
hˆCP
if KSITC(hˆCP)n,− j ≤ 0 and j 6∈ Ĵ (n)hˆCP if KSITC
(hˆCP)
n,− j > 0, j = 1, . . . , p.
Set Ĵ (n)CP = Ĵ (n)hˆCP and then proceed to Step 7. Note that KSITC
(ξ)
n,− j is defined in (15).
Step 7: If
SITC(hCP)
n,Ĵ (n)CP
< SITCn,Ĵ (n) ,
then there exists a change point and the parameter estimates are given by
(hˆCP, Ĵ (n)CP , ϑˆ1,Ĵ (n)
hˆCP
, ϑˆ2,Ĵ (n)
hˆCP
) or (zhˆCP , Ĵ
(n)
CP , ϑˆ1,Ĵ (n)
hˆCP
, ϑˆ2,Ĵ (n)
hˆCP
).
Otherwise, there is no change point and the parameter estimates are given by (Ĵ (n), ϑˆ Ĵ (n)). It is
noted that ϑˆ1,Ĵ (n)
hˆCP
, ϑˆ2,Ĵ (n)
hˆCP
and ϑˆ Ĵ (n) are the byproducts of the algorithm.
This algorithm is named ALG in this paper.
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Remark 9. By removing variable selection part in the algorithm above, it can also be applied in
change point analysis. It will reduce the computing time significantly when the sample size is
large.
Simulation comparison of the performances of the ALG and the KSITC will be given in the
next section. For carrying change point analysis and variable selection simultaneously, the ALG
only needs at most half of the time needed by KSITC for the same precision. The time saving is
even more significant for large sample size.
4. A simulation study
We first modify the two step procedure mentioned in the introduction section. We propose to
add one more step, i.e., change point analysis will be carried out once more based on selected
variables. It will be called the three-step procedure.
In this section, by computer simulations, we verify the small-sample performances of the
three-step procedure, the KSITC and the ALG. The regression model (2) is considered here, i.e.,
yi = (µ1 + α1zi + xTi β1)I (zi ≤ ξ)+ (µ2 + α2zi + xTi β2)I (zi > ξ)+ εi ,
i = 1, . . . , n.
In our simulation, we first generate a sequence of independent variables {zi , i = 1, . . . , n},
which are uniformly distributed on (0, 3). As mentioned in Section 3, without of loss of
generality, we order zi and still name the ordered observations as {zi }. Secondly we generate
independent random vectors xi , i = 1, . . . , n such that xi is N (0, Ip) distributed, where Ip is
the p × p identity matrix. We then generate independently and identically distributed N (0, 1)
random variables ε1, . . . , εn . We also adopt the notation m0 introduced there, i.e., for m0 < n,
yi = µ1 + α1zi + xTi β1 + εi , i = 1, . . . ,m0,
yi = µ2 + α2zi + xTi β2 + εi , i = m0 + 1, . . . , n,
and for m0 = n,
yi = µ+ αzi + xTi β + εi , i = 1, . . . , n.
The following settings are used in the simulation studies:
(1) n = 100, p = 10, ϑ1 = (1, 1, 1, 0, 0, 1, 2,−1, 0, 0, 1.2, 0)T and
ϑ2 = (1, 1.1, 1, 0, 0,−1, 1.8, 1, 0, 0, 1, 0)T,
• m0 = 30, 50, or 70;
• m0 = n and ϑ = ϑ1.
This setting is used for the results reported in the Table 1.
(2) n = 150, p = 17, ϑ1 = (1, 1, 1, 0, 0, 1, 2, − 1, 0, 0, 1.2, 0, 1, 0, − 1, 0, 1)T ∈ R17
and ϑ2 = (1, 1.1, 1, 0, 0, − 1, 1.8, 1, 0, 0, 1, 0, 1.2, 0, 1.3, 0, 1.5)T ∈ R17 [the first
12 elements of these ϑ1 and ϑ2 are the same as the ϑ1 and ϑ2 in the setting (1)],
• m0 = 45, 75, or 105;
• m0 = n and ϑ = ϑ1.
This setting is used for the results reported in the Table 2.
(3) n = 300, p = 17, ϑ1 and ϑ2 are the same as in the setting (2),
• m0 = 45, 90, 150, 210, or 255;
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Table 1
The entries are the numbers of correct variable selection with |mˆ0 − m0| ≤ 0, 1, 2, 3, and 4 respectively based on 1000
simulations
m0 Method mˆ0 = m0 |mˆ0 − m0| ≤ 1 |mˆ0 − m0| ≤ 2 |mˆ0 − m0| ≤ 3 |mˆ0 − m0| ≤ 4
(I) 435 (746) 504 (857) 549 (946) 557 (968) 564 (981)
30 = 30%n (II) 453 (782) 505 (867) 553 (958) 559 (977) 564 (986)
(III) 748 (788) 839 (881) 921 (968) 932 (979) 942 (990)
(IV) 764 (792) 855 (884) 938 (972) 943 (977) 956 (990)
(I) 244 (395) 408 (672) 490 (808) 593 (992) 594 (996)
50 = 50%n (II) 265 (439) 407 (681) 493 (822) 593 (993) 594 (996)
(III) 432 (452) 660 (693) 785 (829) 942 (994) 944 (997)
(IV) 437 (455) 655 (680) 782 (817) 951 (993) 954 (997)
(I) 472 (811) 489 (868) 497 (908) 510 (939) 514 (958)
70 = 70%n (II) 480 (852) 499 (896) 506 (925) 514 (949) 518 (968)
(III) 838 (894) 871 (931) 888 (949) 904 (967) 913 (977)
(IV) 726 (812) 742 (833) 768 (861) 768 (861) 802 (901)
(I) 843 (992) 843 (992) 843 (992) 843 (992) 843 (992)
m0 = n (II) 843 (995) 843 (995) 843 (995) 843 (995) 843 (995)
(III) 849 (1000) 849 (1000) 849 (1000) 849 (1000) 849 (1000)
(IV) 849 (1000) 849 (1000) 849 (1000) 849 (1000) 849 (1000)
For comparison, the numbers of only the correct change point detection are given in the parentheses. The sample size is
n = 100.
• m0 = n and ϑ = ϑ1.
This setting is used for the results reported in the Table 3.
Here ϑ1 = (µ1, α1,βT1 )T and ϑ2 = (µ2, α2,βT2 )T.
We then compute yi as follows:
yi = (1 zi xTi )ϑ1 I (i ≤ m0)+ (1zixTi )ϑ2 I (i > m0)+ εi , i = 1, . . . , n.
It can be seen that if m0 < n, there is a change point at m0 in the series. If m0 = n, there does
not exist a change point.
In all the simulation studies of this section, Cn = log(n). The following methods have been
used to carry out change point analysis and variable selection simultaneously:
Method I: Carry out change point analysis first and then perform variable selection. This is the
two-step procedure.
Method II: Carry out change point analysis first and then perform variable selection. Finally carry
out change point analysis based on selected variables. This is the three-step procedure.
Method III: Carry out change point analysis and variable selection simultaneously by Criterion
KSITC.
Method IV: Carry out change point analysis and variable selection simultaneously using the
algorithm ALG given in Section 3.
The simulation results are presented in the Tables 1–3. In these tables, the entries are the
numbers of correct variable selection with |mˆ0 − m0| ≤ 0, 1, 2, 3, and 4 respectively based on
1000 simulations. For comparison, the numbers of only |mˆ0−m0| ≤ 0, 1, 2, 3, and 4 are given
in the parentheses. The sample sizes are n = 100, 150 and 300, respectively.
From the simulation results reported in these three tables, it can be seen that the three-
step procedure, SITC and ALG outperform the two-step procedure. The three-step procedure
performs slightly better than the two-step procedure. Both KSITC and ALG performs much
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Table 2
The entries are the numbers of correct variable selection with |mˆ0 − m0| ≤ 0, 1, 2, 3, and 4 respectively based on 1000
simulations
m0 Method mˆ0 = m0 |mˆ0 − m0| ≤ 1 |mˆ0 − m0| ≤ 2 |mˆ0 − m0| ≤ 3 |mˆ0 − m0| ≤ 4
(I) 134 (259) 348 (671) 521 (955) 539 (998) 539 (999)
45 = 30%n (II) 147 (272) 360 (678) 523 (962) 540 (1000) 540 (1000)
(III) 251 (266) 641 (674) 921 (969) 947 (1000) 947 (1000)
(IV) 261 (277) 676 (706) 931 (970) 956 (1000) 956 (1000)
(I) 393 (701) 489 (874) 510 (918) 561 (1000) 561 (1000)
75 = 50%n (II) 398 (724) 505 (899) 526 (938) 561 (1000) 561 (1000)
(III) 686 (720) 864 (905) 901 (944) 956 (1000) 956 (1000)
(IV) 669 (724) 852 (917) 855 (920) 932 (1000) 932 (1000)
(I) 125 (244) 334 (639) 521 (983) 522 (988) 523 (992)
105 = 70%n (II) 144 (277) 344 (653) 522 (986) 522 (990) 523 (993)
(III) 261 (271) 627 (645) 954 (989) 957 (992) 959 (994)
(IV) 355 (373) 932 (978) 932 (978) 939 (985) 944 (990)
(I) 780 (946) 780 (946) 780 (946) 780 (946) 780 (946)
m0 = n (II) 784 (985) 784 (985) 784 (985) 784 (985) 784 (985)
(II) 825 (1000) 825 (1000) 825 (1000) 825 (1000) 825 (1000)
(III) 825 (1000) 825 (1000) 825 (1000) 825 (1000) 825 (1000)
For comparison, the numbers of only the correct change point detection are given in the parentheses. The sample size is
n = 150.
Table 3
The entries are the numbers of correct variable selection with |mˆ0 − m0| ≤ 0, 1, 2, 3, and 4 respectively based on 1000
simulations
m0 Method mˆ0 = m0 |mˆ0 − m0| ≤ 1 |mˆ0 − m0| ≤ 2 |mˆ0 − m0| ≤ 3 |mˆ0 − m0| ≤ 4
(I) 476 (741) 578 (935) 611 (995) 612 (997) 612 (1000)
45 = 15%n (II) 466 (737) 573 (932) 611 (998) 612 (999) 612 (1000)
(III) 726 (739) 919 (937) 980 (999) 981 (1000) 981 (1000)
(IV) 747 (758) 960 (976) 984 (1000) 984 (1000) 984 (1000)
(I) 229 (349) 550 (823) 596 (894) 663 (1000) 663 (1000)
90 = 30%n (II) 243 (368) 556 (836) 600 (900) 663 (1000) 663 (1000)
(III) 359 (370) 815 (838) 878 (904) 973 (1000) 973 (1000)
(IV) 372 (382) 847 (866) 969 (990) 979 (1000) 979 (1000)
(I) 654 (959) 684 (1000) 684 (1000) 684 (1000) 684 (1000)
150 = 50%n (II) 655 (960) 684 (1000) 684 (1000) 684 (1000) 684 (1000)
(III) 936 (960) 976 (1000) 976 (1000) 976 (1000) 976 (1000)
(IV) 941 (960) 981 (1000) 981 (1000) 981 (1000) 981 (1000)
(I) 398 (590) 623 (935) 636 (952) 649 (976) 655 (987)
210 = 70%n (II) 401 (596) 626 (941) 638 (955) 650 (977) 658 (989)
(III) 593 (606) 921 (946) 936 (961) 954 (980) 965 (991)
(IV) 603 (613) 933 (954) 954 (975) 964 (985) 972 (993)
(I) 416 (653) 616 (985) 619 (990) 620 (992) 626 (1000)
255 = 85%n (II) 436 (692) 618 (985) 620 (989) 620 (990) 626 (1000)
(III) 693 (708) 963 (986) 966 (989) 967 (990) 976 (1000)
(IV) 693 (711) 963 (988) 963 (988) 965 (990) 974 (1000)
(I) 850 (978) 850 (978) 850 (978) 850 (978) 850 (978)
m0 = n (II) 855 (997) 855 (997) 855 (997) 855 (997) 855 (997)
(III) 871 (1000) 871 (1000) 871 (1000) 871 (1000) 871 (1000)
(IV) 871 (1000) 871 (1000) 871 (1000) 871 (1000) 871 (1000)
For comparison, the numbers of only the correct change point detection are given in the parentheses. The sample size is
n = 300.
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better than the other two procedures. By considering the time saved by applying ALG for the
sample of large size, one may use ALG instead of others.
It can also be observed from Tables 1–3 that the performances of all methods have also varied
withm0 for fixed n. Their performances may be improved by also allowing penalties to vary with
the location in the series, an approach used in Chen, Gupta and Pan [2].
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Appendix
The following lemmas are needed in the proofs of Theorems 2.1 and 2.2.
Lemma A.1. If A and B are two ` × ` nonsingular matrices, then we have the following
elementary linear algebra formula
(A + B)−1 = A−1 − A−1(A−1 + B−1)−1A−1.
See Lemma 3.2 in Shao and Wu [11] for proof.
Lemma A.2. Let b1, . . . , bp be `-vectors and write G p = BTp Bp, where Bp = (b1, . . . , bp). Let
Jk = { j1, . . . , jk} be a subset of {1, . . . , p}, 1 ≤ k ≤ p and denote G p(Jk) = Bp(Jk)TBp(Jk).
If there exist constants η1 and η2 such that
0 < η1 ≤ λp(G p) ≤ λ1(G p) ≤ η2,
then
η1 ≤ λk(G p(Jk)) ≤ λ1(G p(Jk)) ≤ η2.
See Lemma A.1 in Bai, Rao and Wu [1] for proof.
Proof of Theorem 2.1. By Assumptions (A)–(D), (11) can be proved following the proof of
Theorem 3.1 in Rao and Wu [9]. To show (8)–(10) hold, it is easy to see that we only need to
show that with probability one,
SITC(ξ0)n,k0 < minκL<ξ≤ξ1
SITC(ξ)n,k, for k ≥ k0, (A.1)
SITC(ξ0)n,k0 < minκL<ξ≤ξ1
SITC(ξ)n,k, for k < k0, (A.2)
SITC(ξ0)n,k0 < minξ2≤ξ<κU
SITC(ξ)n,k, for k ≥ k0, (A.3)
SITC(ξ0)n,k0 < minξ2≤ξ<κU
SITC(ξ)n,k, for k < k0, (A.4)
SITC(ξ0)n,k0 < SITCn,k, for k ≥ k0, (A.5)
SITC(ξ0)n,k0 < SITCn,k, for k < k0, (A.6)
when n is large.
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We first show that (A.1)–(A.4) hold for large n. We split the proof into two parts as follows:
Part 1. k ≥ k0 and κL < ξ ≤ ξ1 < ξ0 or ξ0 < ξ2 ≤ ξ < κU .
We now show that (A.1) holds true. By the definition of SITC(ξ)n,k , we have
SITC(ξ)n,k − SITC(ξ0)n,k = `(ξ)n,k − `(ξ0)n,k0 + 2[q(k + 2)− q(k0 + 2)]Cn,
= `(ξ)n,k − `(ξ0)n,k + `(ξ0)n,k − `(ξ0)n,k0 + 2[q(k + 2)− q(k0 + 2)]Cn . (A.7)
Denote wi = (1, zi , xTi )T for 1 ≤ i ≤ n. By (2) and (5), we have
`
(ξ)
n,k − `(ξ0)n,k =
∑
i : zi≤ξ
(yi − wTi ϑˆ1,k,ξ )2 +
∑
i : zi>ξ
(yi − wTi ϑˆ2,k,ξ )2
−
[ ∑
i : zi≤ξ0
(yi − wTi ϑˆ1,k,ξ0)2 +
∑
i : zi>ξ0
(yi − wTi ϑˆ2,k,ξ0)2
]
= [y(Gξ,l)]T
(
I − PZn,k (Gξ,l )
)
y(Gξ,l)+ [y(Gξ,r )]T
(
I − PZn,k (Gξ,r )
)
y(Gξ,r )
−
{
[y(Gξ0,l)]T(I − PZn,k (Gξ0,l ))y(Gξ0,l)+ [y(Gξ0,r )]T
× (I − PZn,k (Gξ0,r ))y(Gξ0,r )
}
. (A.8)
For convenience, we denote Zn,k(Gξ,r ) by Zk,ξ,r , Zn,k(Gξ,l) by Zk,ξ,l , and Zn,k(Gξ,r ∩ Gξ0,l) by
Zk,ξ,ξ0 here. In view of (2), it follows that
y(Gξ,r ) = Zk,ξ,rϑ2,0 + (ZTk,ξ,ξ0 0(2+k)×|Gξ0,r |)T(ϑ1,0 − ϑ2,0)+ ε(Gξ,r ),
where 0a×b denotes an a × b matrix with zero elements. Hence by (2) and (A.8),
`
(ξ)
n,k − `(ξ0)n,k = [ε(Gξ,l)]T(I − PZk,ξ,l )ε(Gξ,l)
+ (ϑ1,0 − ϑ2,0)TZTk,ξ,ξ0 [I − Zk,ξ,ξ0(ZTξ,ξ0 Zξ,ξ0 + ZTk,ξ0,r Zk,ξ0,r )−1ZTk,ξ,ξ0 ]
× Zk,ξ,ξ0(ϑ1,0 − ϑ2,0)
+ 2(ϑ1,0 − ϑ2,0)T(ZTk,ξ,ξ0 0(2+k)×|Gξ0,r |)T(I − PZk,ξ,r )ε(Gk,ξ,r )
+ [ε(Gξ,r )]T(I − PZk,ξ,r )ε(Gξ,r )
− [ε(Gξ0,l)]T(I − PZk,ξ0,l )ε(Gξ0,l)− [ε(Gξ0,r )]T(I − PZk,ξ0,r )ε(Gξ0,r )
= (ϑ1,0 − ϑ2,0)TZTk,ξ,ξ0 [I − Zk,ξ,ξ0(ZTk,ξ,ξ0 Zk,ξ,ξ0 + ZTk,ξ0,r Zk,ξ0,r )−1ZTk,ξ,ξ0 ]
× Zk,ξ,ξ0(ϑ1,0 − ϑ2,0)
+ 2(ϑ1,0 − ϑ2,0)T(ZTk,ξ,ξ00(2+k)×|Gξ0,r |)T(I − PZk,ξ,r )ε(Gξ,r )− [ε(Gξ,l)]T
× PZk,ξ,lε(Gξ,l)− [ε(Gξ,r )]TPZk,ξ,r ε(Gξ,r )
+ [ε(Gξ0,l)]TPZk,ξ0,lε(Gξ0,l)+ [ε(Gξ0,r )]TPZk,ξ0,r ε(Gξ0,r ). (A.9)
By Assumption (C), we have for any ξ ∈ (κL , κU ),
[ε(Gξ,l)]TPZξ,lε(Gξ,l) ≤ M log log(n), a.s., [ε(Gξ,r )]TPZξ,r ε(Gξ,r ) ≤ M log log(n), a.s.,
[ε(Gξ0,l)]TPZξ0,lε(Gξ0,l) ≤ M log log(n), a.s., [ε(Gξ0,r )]TPZξ0,r ε(Gξ0,r )
≤ M log log(n), a.s..
Y. Wu / Journal of Multivariate Analysis 99 (2008) 2154–2171 2169
By Assumptions (A)–(C), Lemma A.2 and Cauchy–Schwarz inequality, it can be shown that
there exists M1 > 0 such that for any ξ and k ≥ k0,
|(ϑ1,0 − ϑ2,0)T(ZTk,ξ,ξ0 0(2+k)×|Gξ0,r |)T(I − PZξ,r )ε(Gξ,r )| ≤ M1
√
n log log(n), a.s.
Since ξ ≤ ξ1 < ξ0, in view of Assumption (A) and Lemma A.1, there exists ω1 > 0 such that
for large n and k ≥ k0,
(ϑ1,0 − ϑ2,0)TZTk,ξ,ξ0 [I − Zk,ξ,ξ0(ZTk,ξ,ξ0 Zξ,ξ0 + ZTk,ξ0,r Zk,ξ0,r )−1ZTk,ξ,ξ0 ]
Zk,ξ,ξ0(ϑ1,0 − ϑ2,0)
= (ϑ1,0 − ϑ2,0)T[(ZTk,ξ,ξ0 Zk,ξ,ξ0)−1 + (ZTk,ξ0,r Zk,ξ0,r )−1]−1(ϑ1,0 − ϑ2,0)
≥ ω1|ϑ1,0 − ϑ2,0|n.
Note that |ϑ1,0 − ϑ2,0| = |µ1 −µ2| + |α1 − α2| + ‖β1 − β2‖ 6= 0. Hence with probability one,
there exists a constant γ1 > 0 such that for any ξ ≤ ξ1 and k ≥ k0,
`
(ξ)
n,k − `(ξ0)n,k > γ1n (A.10)
for large n. In addition, by Assumption (C) and (5), we have
`
(ξ0)
n,k ≤ M log log(n), a.s., for k ≥ k0. (A.11)
Thus by Assumption (D), (A.7) and (A.10), with probability one, (A.1) holds for large n.
It can be similarly shown that with probability one, (A.3) holds for large n. The details are
omitted.
Part 2. k < k0 and κL < ξ ≤ ξ1 < ξ0 or ξ0 < ξ2 ≤ ξ < κU .
Note that
SITC(ξ)n,k − SITC(ξ0)n,k = `(ξ)n,k − `(ξ0)n,k0 + 2[q(k + 2)− q(k0 + 2)]Cn
= `(ξ)n,k − `(ξ)n,k0 + `
(ξ)
n,k0
− `(ξ0)n,k0 + 2[q(k + 2)− q(k0 + 2)]Cn . (A.12)
It is obvious that
`
(ξ)
n,k ≥ `(ξ)n,k0 .
If κL < ξ ≤ ξ1 < ξ0, by (A.10), with probability one,
`
(ξ)
n,k0
− `(ξ0)n,k0 > γ1n
for large n. Hence by Assumption (D) and (A.12), with probability one, (A.2) follows for large
n.
It can be similarly shown that with probability one, (A.4) holds for large n. The details are
omitted.
To this point, we have shown that with probability one, (A.1)–(A.4) hold for large n. Now we
show that with probability one, (A.5) and (A.6) hold for large n.
Note that
SITCn,k − SITC(ξ0)n,k0 = `n,k − `
(ξ0)
n,k0
+ q(k + 2)− 2q(k0 + 2)Cn > 0
= `n,k − `(ξ0)n,k + `(ξ0)n,k − `(ξ0)n,k0 + [q(k + 2)− 2q(k0 + 2)]Cn . (A.13)
We first show that with probability one, (A.5) holds for large n.
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Mimicking to the proof of (A.10), it can be shown that with probability one, there exists a
constant γ2 > 0 such that for k ≥ k0,
`n,k − `(ξ0)n,k0 > γ2n
for large n under Assumptions (A)–(C). Hence by Assumption (D) and (A.11), with probability
one, (A.5) follows for large n.
We now show that with probability one, (A.6) holds for large n.
It is easy to see that `n,k ≥ `(ξ0)n,k . By Rao and Wu [9], it can be shown that with probability
one, for any k < k0, there exists γ3 > 0 such that
`
(ξ0)
n,k − `(ξ0)n,k0 > γ3n,
for large n. In view of Assumption (D) and (A.13), with probability one, (A.6) holds for large
n. 
Proof of Theorem 2.2. By Assumptions (A)–(D) and Rao andWu [9], with probability one, (13)
holds for large n. We then only need to show that with probability one, for 1 ≤ k ≤ p,
SITCn,k0 < min
κL<ξ<κU
SITC(ξ)n,k (A.14)
for large n.
Consider the following two cases:
Case I. k ≥ k0.
By Rao and Wu [9] and (A.11), with probability one, there exists MI > 0 such that
|`(ξ)n,k − `n,k0 | ≤ MI log log(n)
for large n when Assumptions (A)–(C) hold. Hence, by Assumption (D) and the fact that
q(k + 2) > q(k0 + 2), it follows that with probability one, for k ≥ k0,
SITC(ξ)n,k − SITCn,k0 = `(ξ)n,k − `n,k0 + [2q(k + 2)− q(k0 + 2)]Cn,
= O(log log(n))+ [2q(k + 2)− q(k0 + 2)]Cn > 0
for large n, i.e., (A.14) holds for large n.
Case II. k < k0.
Note that
SITC(ξ)n,k − SITCn,k0 = `(ξ)n,k − `n,k0 + [2q(k + 2)− q(k0 + 2)]Cn
= `(ξ)n,k − `(ξ)n,k0 + `
(ξ)
n,k0
− `n,k0 + [2q(k + 2)− q(k0 + 2)]Cn .
By Rao and Wu [9], it can be shown that with probability one, there exists a γI > 0 such that
`
(ξ)
n,k − `(ξ)n,k0 > γIn (A.15)
for large n under Assumptions (A)–(C). In view of (5), by Assumption (C), with probability one,
there exists MI I > 0 such that
|`(ξ)n,k0 − `n,k0 | ≤ MI I log log(n) (A.16)
for large n. Hence, by Assumption (D) and (A.15) and (A.16), with probability one, for large n,
(A.14) follows when k < k0. 
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