Quantitative Density under Higher Rank Abelian Algebraic Toral Actions by Wang, Zhiren
ar
X
iv
:1
00
4.
00
35
v1
  [
ma
th.
DS
]  
1 A
pr
 20
10
Quantitative Density under Higher Rank Abelian Algebraic Toral
Actions
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Abstract
We generalize Bourgain-Lindenstrauss-Michel-Venkatesh’s recent one-dimensional quantita-
tive density result to abelian algebraic actions on higher dimensional tori. Up to finite index,
the group actions that we study are conjugate to the action of UK , the group of units of some
non-CM number field K, on a compact quotient of K ⊗Q R. In such a setting, we investigate
how fast the orbit of a generic point can become dense in the torus. This effectivizes a spe-
cial case of a theorem of Berend; and is deduced from a parallel measure-theoretical statement
which effectivizes a special case of a result by Katok-Spatzier. In addition, we specify two
numerical invariants of the group action that determine the quantitative behavior, which have
number-theoretical significance.
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1 Introduction
1.1 Background
The rigidity of higher rank abelian algebraic actions has since long been studied in various
forms. The first result of this type was achieved by Furstenberg’s disjointness theory :
Theorem 1.1. (Furstenberg [8], ’67) Any minimal closed subset of T = R/Z simultaneously in-
variant under ×2 and ×3 is either T itself or a finite set of rational points.
The measure-theorectical analogue of this theorem is the famous Furstenberg’s conjecture, which
asks whether any ergodic ×2,×3-invariant measure on T is either uniform or finitely supported on
rational points. The conjecture remains open.
There are several ways to extend Furstenberg’s theorem. One of them is achieved by Berend,
who proved an analogue on higher dimensional tori.
Theorem 1.2. (Berend [2], ’83) Let Σ < Md(Z) = End(T
d) be an abelian subsemigroup such that:
(i) for any common eigenspace V of Σ, there is an element g whose eigenvalue corresponding to
V has absolute value strictly greater than 1; (ii) rank(Σ) ≥ 2; (iii) Σ contains a totally irreducible
element. Then any minimal Σ-invariant closed set on Td is either the full torus or finite.
Here the action of a single toral endomorphism A ∈Md(Z) is irreducible if there is no non-trivial
A-invariant subtorus on Td = Rd/Zd; it is totally irreducible if An is irreducible for every positive
integer n.
Another way of extension was to go to the measure-theoretical category. Under the assumption
of positive entropy, Furstenberg’s conjecture has been proved by Rudolph and Johnson following
work of Lyons[17].
Theorem 1.3. (Rudolph[19],’90-Johnson[12],’92) Suppose a Borel probability measure µ on T is
invariant and ergodic under both ×2 and ×3. If the measure-theoretical entropy hµ(×2) of the ×2
action with respect to µ is positive, then µ is the Lebesgue measure.
It is possible to pursue these two directions of extension at the same time. Namely, under certain
conditions, for an abelian action on Td with some kind of hyperbolicity, higher rank and irreducibil-
ity, any ergodic invariant measure with positive entropy is expected to be uniform. This was first
proved by Katok and Spatzier[14] for abelian subgroups of SLd(Z) under a special assumption
called total non-symplecticity (TNS); for a detailed treatment of their result, see Kalinin-Katok[13,
§3]. Later on, such a measure rigidity statement was proved by Einsiedler-Lindenstrauss[6] for a
more general family of groups of toral automorphisms.
Further, there is a third way to extend these results: all the theorems mentioned above have
quantitative versions. Recently [3], Bourgain, Lindenstrauss, Michel and Venkatesh effectivized
Furstenberg’s theorem.
Theorem 1.4. (Bourgain-Lindenstrauss-Michel-Venkastesh [3],’08) For any pair of multiplicatively
independent positive integers a, b:
(i). If x ∈ T is diophantine generic:
|x− p
q
| ≥ q−k, ∀p, q ∈ Z, q ≥ 2,
1
then {ambnx|0 < m,n ≤ N} is (log logQ)−c-dense in T for all Q ≥ Q0, where c = c(a, b) and
Q0 = N0(k, a, b) are constants.
(ii). If x = pQ where Q is coprime with ab, then {ambnx|0 < m,n < 3 logQ} is C(log log logQ)−c-
dense in T where C = C(a, b) and c is the same as in (i).
Roughly speaking, this says the orbit of a point x is of certain quantitative density unless x is
very close to a rational number with small denominator.
1.2 Statement of main results
In this paper we generalize Bourgain-Lindenstrauss-Michel-Venkatesh’s theorems to the higher
dimensional case. We investigate a special case of the situation studied by Berend [2], namely the
action on Td by a group of toral automorphisms G < SLd(Z) that satisfies:
Condition 1.5. G is an abelian subgroup of SLd(Z) such that:
(1). rank(G) ≥ 2, where rank refers to the torsion free rank of finitely generated abelian groups.;
(2). G contains an totally irreducible toral automorphism;
(3). G is maximal in rank: there is no intermediate abelian subgroup G1 in SLd(Z) containing
G such that rank(G) < rank(G1) .
We now equips G with a norm.
Definition 1.6. (i). For a matrix A ∈ Md(R), we define the logarithmic Mahler measure of
A to be
m(A) :=
1
2π
∫ 2π
0
log |det(A− eiθid)|dθ.
An alternative definition is
m(A) =
d∑
i=1
log+ |ζ iA|, (1.1)
where ζ1A, · · · , ζdA are the eigenvalues of A and log+ x = max(0, log x).
(ii). For a subgroup G < SLd(Z) and L > 0, let B
Mah
G (L) be the ball of radius L with respect to
logarithmic Mahler measure:
BMahG (L) := {g ∈ G|m(g) ≤ L}.
For more information on Mahler measures, we refer to [7].
Here is our main result in the topological category:
Theorem 1.7. If an abelian subgroup G < SLd(Z) satisfies Condition 1.5 then there are effective
constants c1, c2, c3, and c4 depending only on G such that if a finite set E ⊂ Td is ǫ-separated
and |E| ≥ ǫ−αd for some α, ǫ > 0 with ǫ ≤ c1, α ≥ c2 log log log
1
ǫ
log log 1
ǫ
then BMahG (c3 log
1
ǫ ).E := {g.x|g ∈
BMahG (c3 log
1
ǫ ), x ∈ E} is (log 1ǫ )−c4α-dense.
The proof of Theorem 1.7 is based on the analogous effective measure-theoretical Theorem 1.9
below which studies the behaviour of a measure µ under the G-action. We assume µ has positive
entropy up to a certain scale.
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Condition 1.8. µ is a Borel measure on Td such that:
For some given pair α > 0, ǫ > 0, the entropy Hµ(P) =
∑
P∈P −µ(P ) log µ(P ) is at least
αd log 1ǫ for all measurable partitions P of Td such that diamP ≤ ǫ, where diamP is the maximal
diameter of atoms from P.
Theorem 1.9. Suppose an abelian subgroup G < SLd(Z) meets Condition 1.5. There are effective
constants c1, c3, c5, and c6 depending only on G such that if ǫ ≤ c1, δ ∈ [c5(log log 1ǫ )−1, α2 ] and a
Borel measure µ on Td satisfies the entropy condition 1.8 then there exists a measure µ′ which has
total mass |µ′| ≥ α−δ and is dominated by some element µ′′ from the convex hull of BMahG (c3 log 1ǫ ).µ
in the space of probability measures on Td (here the group G acts on µ by pushforward: g.µ = g∗µ),
so that ∀f ∈ C∞(Td), ∣∣µ′(f)− |µ′|∫
Td
f(x)dx
∣∣ ≤ c6(log 1
ǫ
)−
1
2
c5−1δ‖f‖
H˙
d+1
2
.
Theorem 1.9 actually effectivizes a special case of Katok-Spatzier’s result [14].
Another interesting corollary to Theorem 1.7 will be Theorem 1.10, regarding how fast a generic
single G-orbit can fill up Td, which is a quantitative form of the fact that any infinite G-orbit is
dense (proved by Berend [2]) and the generalization of a similar theorem in [3].
Theorem 1.10. Suppose G satisfies Condition 1.5 then there are effective constants c7, c8 depend-
ing only on G such that:
For all Q ∈ N, Q ≥ c7, if a point x ∈ Td = Rd/Zd satisfies one of the following conditions:
(i) x is diophantine generic: ∃k > 1 such that |x− vq | ≥ q−k for any coprime pair (v, q) where
q ∈ N and v ∈ Zd; OR
(ii) x = vQ where v ∈ Zd is coprime with Q, in which case we denote k = 1,
then the set BMahG
(
(k + 2) logQ
)
.x is (log log logQ)−c8-dense.
Remark 1.11. In fact, in all the theorems stated above, we are able to know on which features
of G the constants really depend and how the dependence looks like. Actually, all constants are
determined by the dimension d and two algebraic invariants Mψ and Fφ(G) of G. For the explicit
expressions, see Propositions 6.10, 7.1, 7.2, 7.6.
The exact definitions of Mψ and Fφ(G) are going to appear later in §2. However, essentially
Mψ is a measurement of how “twisted” the eigenbasis of G is (notice G is commutative so all its
elements share a common eigenbasis); and Fφ(G) is the bound on a set of generators of G (up to
finite-index) in terms of logarithmic Mahler measure.
We make an effort to track the dependence on Mψ and Fφ(G) in this paper, the reason is that
this dependence can be interesting from a number-theoretical point of view (cf. Appendix §8 for
example).
Remark 1.12. It should be remarked that if ‖ · ‖WL is the word length metric with respect to some
fixed generating set S ⊂ G, then m(g) .G,S ‖g‖WL + 1,∀g ∈ G. Therefore in all the theorems
stated above, the ball BMahG (c3 log
1
ǫ ) with respect to Mahler measure can be replaced by some ball
BWLG (c3
′ log 1ǫ ) defined in terms of word length metric, where c3
′ = c3′(G,S) is effective.
A major restricion we adopted in addition to Berend’s conditions is that G is supposed to be
maximal in rank, which guarantees that one can expand an arbitrary eigenspace while contracting
everything else. The study of the case without this assumption is also possible, though more careful
arguments are required and only weaker estimates will be obtained, and is hopefully going to appear
in another paper [16].
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1.3 Organization of paper and notations
While our proof follows the structure of that of Bourgain et. al. which uses Fourier analysis, we
also borrow several arguments from [2]. A little bit of number theory is needed as our group G turns
out to be closely linked to the full unit group of some number field. There are some new difficulties
to be treated in the higher dimensional case. The main point is that instead of the case on a one
dimensional circle, we are going to decompose a multidimensional torus into eigenspaces and work
on one of them. We will show some kind of “dense” distribution along a line in that eigenspace and
then make use of the irreduciblity of the action (so any eigenspace does not form a close subtorus).
One of the difficulties here is that when the eigenspace is complex (i.e. 2-dimensional), a line in it
may not be equidistributed in Td, this is going to be dealt with in §5.3
The organization of paper is as follows:
§2 discusses the number-theoretical implication of Condition 1.5 and proves the G-action comes
from the group of units of a certain number field and its eigenspaces correspond to the real and
complex embeddings of that field. Further, in §3 we discuss a few algebraic properties of this action,
in particular the irrationality of the eigenspaces is specified quantitatively.
In §4 we give an effective description of the fact that if a measure on Td has positive entropy
then its projection to at least one of the eigenspaces Vi has positive entropy. Since the restriction of
the group action on Vi is just a multiplication, we are able to discuss its behaviors in §5. Roughly
speaking, we are going to show that using the group action, it is possible to stretch a short vector,
to generate an approximation of a line segment (or an arithmetic progression) from a given vector,
as well as to relocate an arbitrary line to a general position if the eigenspace is a complex one.
Proof of Theorem 1.9 is given in §6. The main tool used there is Fourier analysis. And the
underlying geometric idea is that the positive entropy in Vi guarantees that the difference vector
between a random pair of nearby points taken with respect to µ is not too short, and by applying
the results obtained in §5 to this vector we can create a sufficiently long line segment placed in a
general position, which is equidistributed on the torus.
In §7 Theorem 1.7 is deduced from 1.9 by taking a test function, we then prove its corollaries.
The appendix §8 gives an application of results in §7 to a number theoretical problem, following a
strategy observed by Cerri [5].
Notation 1.13. Throughout this paper,
• log stands for the logarithm of base 2 and the natural logarithm is denoted by ln.
• For a linear map f , ‖f‖ := sup|x|=1 |f(x)| is its norm as an operator.
• If A and B are subsets of some additive group, let A − B (resp. A + B) denote the set
{a− b (resp. a+ b) |a ∈ A, b ∈ B}.
• The symbol rank refers to the torsion-free rank of a finitely generated abelian group.
• We denote constants by c1, c2, . . . and less important ones by κ1, κ2, . . . . The constants only
locally used by a proof are written as ι1, ι2, . . . . All constants in this paper are going to be
positive and effective: i.e. an explicit value for it can be deduced from the information already
known if one really want to. When a constant first appears, we may write it as a function to
signify all the variables that it depends on, for example if we write c3(N, d), it means that the
constant c3 depends only on N and d, and so forth.
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• We write A . B (or B & A) for the estimate ∃c > 0, A ≤ cB. Moreover, we always include
all factors that the implied constant c depends on within the . symbol as subscripts. For
example, if c depends on and only on d then we will always write A .d B; the inequality
A . B without any subscript means the implied constant is absolute.
Acknowledgments: This paper is part of my Ph.D. thesis work. I am grateful to my advisor
Prof. Elon Lindenstrauss for introducing me to the subject and guiding me through the research.
I also would like to thank Prof. Jean Bourgain for comments and encouragement.
2 Abelian algebraic actions on the torus
In this section, we are going to impose an alternative condition on G to replace Condition 1.5.
2.1 Preliminaries on number fields
Consider now a degree d number field K, d ≥ 3. K ⊗Q R ∼= Rd. Any element of K acts on this
space naturally by multiplication: ×s.(t ⊗ x) = st ⊗ x,∀s, t ∈ K,x ∈ R. Recall that if K has r1
real embeddings σ1, · · · , σr1 and r2 pairs of conjugate imaginary embeddings σr1+j, σr1+r2+j , j =
1, · · · , r2, then there is an isomorphism σ : K ⊗Q R 7→ Rr1 × Cr2 ∼= Rd where
σ(t⊗ x) =x · (σ1(t), · · · , σr1(t),Reσr1+1(t), · · · ,Reσr1+r2(t),
Imσr1+1(t), · · · , Imσr1+r2(t)
) (2.1)
for all x ∈ R, t ∈ K. With this identification, the action of K on Rd ∼= Rr1×Cr2 is easy to describe:
×s acts on K⊗QR via the linear mapping (×σ1(s), · · · ,×σr1 (s),×σr1+1(s), · · · ,×σr1+r2(s)), where the
first r1 multiplications are on the r1 real subspaces and the last r2 ones are on the complex ones.
Here we view the j-th copy of C as a two-dimensional real subspace. In addition, let it be spanned
by the (r1 + j)-th (real part) and the (r1 + r2 + j)-th (imaginary part) coordinates: a number z in
this copy of C is identified with (Rez)er1+j + (Imz)er1+r2+j, then the multiplicative action of s on
this embedded copy of C is given by the matrix
(
Reσr1+j(s) −Imσr1+j(s)
Imσr1+j(s) Reσr1+j(s)
)
.
Let OK be the ring of integers and UK = O∗K be the group of units of K. Dirichlet’s Unit
Theorem claims that, modulo the torsion part Tk of Uk, which is a finite set of roots of unity, the
group morphism
L : t→ ( log |σ1(t)|, log |σ2(t)|, · · · , log |σr1+r2(t)|) (2.2)
embeds UK as a lattice in the (r1 + r2 − 1)-dimensional subspace
W = {(w1, w2, · · · , wr1+r2)|
r1∑
j=1
wj + 2
r2∑
j=1
wr1+j = 0} ⊂ Rr1+r2 . (2.3)
Let r = r1 + r2 − 1 = rank(UK) and di =
{
1, 1 ≤ i ≤ r1;
2, r1 + 1 ≤ i ≤ r1 + r2. then d =
∑r1+r2
1 di.
Remark 2.1. For a given d, there are only finitely many possible values for r as d2−1 = r12 +r2−1 ≤
r = r1 + r2 − 1 ≤ r1 + 2r2 − 1 = d− 1.
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For an element in K, its logarithmic Mahler measure measures the size of its image under L.
Definition 2.2. For a non-zero element t from a number field K of degree d, the logarithmic
Mahler measure of t is
hMah(t) =
∑
ν
dν log+ |t|ν ,
where log+ x = max(log x, 0), ν runs over all finite or infinite places of K and dν = [Kν : Qν˜ ], ν|ν˜
is the local degree of ν.
h(t) =
hMah(t)
d
is the absolute logarithm height of t, it is determined by the algebraic
number t and does not depend on the field K in which t is regarded as an element.
In particular, if t ∈ UK then all its non-Archimedean absolute values are equal to 1, so the
logarithmic Mahler measure involves only Archimedean embeddings:
hMah(t) =
r1+r2∑
i=1
di log+ |σi(t)| =
1
2
r1+r2∑
i=1
di
∣∣ log |σi(t)|∣∣ = 1
2
d∑
i=1
| log σi(t)| (2.4)
because
∑r1+r2
i=1 di log |σi(t)| = log |
∏d
i=1 σi(t)| = 0.
It is easy to see
hMah(tt′) ≤ hMah(t) + hMah(t′); hMah(tn) = |n|hMah(t),∀n ∈ Z. (2.5)
Definition 2.3. Let U be a finite index subgroup in UK . Define the size of (virtually) funda-
mental units to be
FU := inf
{
F|{hMah(t) ≤ F , t ∈ U} generates a finite-index subgroup of U
}
.
Notice as U is a discrete set, FU can be achieved, i.e. there are r elements t1, · · · , tr that
virtually generate the torsion-free part of U , such that maxk h
Mah(tk) = FU .
Remark 2.4. It is known that for all algebraic numbers t of degree d, hMah(t) has an effective
positive lower bound κ1(d) depending only on d as long as t is not a root of unity (see Voutier [21]).
By definition this is also a lower bound for FU .
We are interested in lattices embedded by σ into K ⊗Q R, the covolumes and shapes of such
lattices will be important for us.
Definition 2.5. (1). The scale of a lattice Λ in a d-dimensional vector space V is SΛ = d
√
covol(Λ).
(2). The uniformity of a linear isomorphism Ψ : Rd 7→ Rd is
MΨ :=max(‖Ψ‖S−1Ψ(Zd), ‖Ψ−1‖SΨ(Zd))
=max(‖Ψ‖ · |detΨ|− 1d , ‖Ψ−1‖ · |detΨ| 1d ).
Definition 2.6. A number field K is a CM-number field if it has a proper subfield F such that
rank(UK) = rank(UF ).
Actually, it follows from Dirichlet’s Unit Theorem that a number field is CM if and only if K
is a totally complex quadratic extension of a totally real field F (see Parry [18]).
We show a property of non-CM fields that is going to be relevant later.
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Lemma 2.7. If K is not CM and has a complex embedding σr1+j , 1 ≤ j ≤ r2, let F be the proper
subfield σ−1r1+j(R). If F 6= Q then ∃k, l ∈ {1, · · · , r1 + r2}\{r1 + j} such that k 6= l but ∀t ∈ F ,|σk(t)| = |σl(t)|.
Proof. Let d′ = [K : F ] ≥ 2, then each embedding of F extends to exactly d′ different embeddings
of K. In other words, the set of embeddings {σ1, · · · , σd} of K can be divided into d′-tuples, each
corresponds to one embedding of F ; the number of these tuples is [F : Q] = dd′ .
If d′ = 2, each tuple is a pair. As σr1+j and its complex conugate σr1+r2+j has the same
restriction on the maximal real subfield F = σ−1r1+j(R), they form one of the pairs. So any other
pair does not contain σr1+j or σr1+r2+j . Suppose every other pair consists of two conjugate complex
embeddings σ and σ¯ then as they have the same restriction on F , F lies in their common real part.
So all embeddings of F is real and extends to two conjugate complex embeddings of K, which
contradicts the assumption that K is not CM. Hence there is a pair made of two embeddings which
are not complex conjugates to each other.
If d′ ≥ 3, then one of the tuple contains σr1+j and σr1+r2+j. As F 6= Q, there is at least one
other d′-tuple. As d′ ≥ 3, there are two embeddings in that tuple that are not complex conjugate
to each other.
So in any case there are two different embeddings σ and σ′ of K, which are not σr1+j or σr1+r2+j
and are not complex conjugate to each other, such that σ|F = σ′|F . If one or both of them is not
in σ1, · · · , σr1+r2 then we replace it by its complex conjugate, which does not change the absolute
value. This completes the proof.
Condition 2.8. G is an abelian subgroup of SLd(Z) such that there are:
(1). a non-CM number field K of degree d whose group of units UK has rank at least 2;
(2). an isomorphim φ from G to a finite-index subgroup of UK ;
(3). a cocompact lattice Γ in K ⊗Q R which sits in K < K ⊗Q R and is invariant under the
natural action of φ(G),
such that by identifying G with φ(G), the action of G on Td is conjugate to the natural G-action
on X = (K ⊗Q R)/Γ, i.e., there exists a linear isomorphism ψ : Rd 7→ K ⊗Q R ∼= Rd such that
ψ(Zd) = Γ and ψ−1 ◦ ×φ(g) ◦ ψ = g,∀g ∈ G.
Remark 2.9. rank(UK) = r1 + r2 − 1 ≥ 2 implies d = r1 + 2r2 ≥ 3.
A consequence to Condition 2.8 is that the logarithmic Mahler measures defined respectly by
Definition 1.6 on G and by Definition 2.2 on φ(G) are identified via φ.
Lemma 2.10. If G satisfies Condition 2.8, then ∀g ∈ G, the logarithmic Mahler measure m(g) =
hMah(φ(g)).
Proof. The eigenvalues of g are exactly those of ×φ(g), namely σ1(φ(g)), · · · , σd(φ(g)). By (1.1),
m(g) =
∑
i log+ σi(φ(g)) = h
Mah(φ(g)).
Remark 2.11. If a generating set S of G is fixed, by Dirichlet’s Unit Theorem it is not difficult to
see that the word metric ‖g‖WL of an arbitrary element g with respect to S has some upper bound
‖g‖WL .G,S hMah(φ(g)) + 1, from which Remark 1.12 follows.
It turns out Condition 2.8 is a good substitute for Condition 1.5.
Theorem 2.12. Condition 1.5 implies Condition 2.8.
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Proof. The theorem decomposes into Propositions 2.13, 2.14 and 2.16, which are proved below.
In fact, it can be shown that the two conditions are equivalent.
2.2 Construction of the number field
In the followsing three subsections we are going to prove Theorem 2.12. The following statement
is a special case of a known theorem (see for example [6, Prop. 2.1], , for a proof of the general
statement see [20]).
Proposition 2.13. Suppose an abelian subgroup G of SLd(Z) has an element whose action is
irreducible, then there exist
(i). a number field K of degree d;
(ii). an isomorphim φ from G to a subgroup of the group of units UK ;
(iii). a rank d lattice Γ in K < K ⊗Q R which is invariant under the natural action of φ(G),
such that there exists a linear isomorphism ψ : Rd 7→ K ⊗Q R ∼= Rd such that ψ(Zd) = Γ and
ψ−1 ◦ ×φ(g) ◦ ψ = g,∀g ∈ G;
Proof of Proposition. Assume g ∈ G acts irreducibly, then the characteristic polynomial of g is
irreducible over Q; otherwise the rational canonical form of g over Q has more than one block,
giving a non-trivial g-invariant rational subspace of Rd, which projects to a non-trivial g-invariant
subtorus in Td. Therefore g has d distinct eigenvalues ζ1g , · · · , ζdg which are algebraic conjugates to
each other, where ζ1g , · · · , ζr1g are real and the rest are r2 imaginary pairs, r1 + 2r2 = d. ζr1+jg =
ζr1+r2+jg ,∀j = 1, · · · , r2.
Construct number field Ki = Q(ζ
i
g), so degKi = d. Denote K = K1, then K has d embeddings:
σi(ζ
1
g ) = ζ
i
g, σi(K) = Ki,∀i = 1, · · · , d. The first r1 embeddings are real; σr1+j and σr1+r2+j are
complex conjugates for 1 ≤ j ≤ r2.
An eigenvector v1 of ζ
i
g lies in Ker(g − ζ1g id). As all entries of g − ζ1g id belongs to the field K,
we can fix an eigenvector v1 ∈ Kd.
Let vi = σi(v1) ∈ Kid, then as g ∈ SLd(Z) is fixed by σi, gvi = σi(g)σi(v1) = σi(ζ1gv1) =
σi(ζ
1
g )σi(v1) = ζ
i
gvi. So vi is an eigenvector corresponding to the eigenvalue ζ
i
g for all 1 ≤ i ≤ d and
it follows that Cn = ⊕di=1Cvi. Notice vi ∈ σi(Kd) = Kdi ⊂ Cd, in particular it is a real vector for
1 ≤ i ≤ r1.
As g is irreducible all eigenspaces are one dimensional over C, thus by commutativity the basis
{vi}di=1 diagonalizes not only g but any element h ∈ G as well: hvi = ζ ihvi,∀h ∈ G,∀i.
We claim ζ ih ∈ Ki,∀h ∈ G. This is because an arbitrary element t in the field Q(ζ ig, ζ ih) can be
written as p(ζ ig, ζ
i
h) where p is a rational polynomial. As gh = hg, p(g, h)vi = p(ζ
i
g, ζ
i
h)vi = tvi, so
t is an eigenvalue of the rational d× d matrix p(g, h), thus an algebraic number of degree at most
d. By choosing t to be a generating element of Q(ζ ig, ζ
i
h) = Ki(ζ
i
h), degKi(ζ
i
h) ≤ d = degKi. Thus
ζ ih ∈ Ki.
Furthermore, σi(ζ
1
h) = ζ
i
h for any h ∈ G. Actually, as ζ1h ∈ K, ζ1h = f(ζ1g ) for some polynomial
f ∈ Q[x]. f(g)v1 = f(ζ1g ) = ζ1hv1 = hv1. If f(g) 6= h then 0 < rank(f(g) − h) < d, Ker(f(g) − h)
is a non-trivial rational subspace of Rd. Since g commutes with f(g) − h, this rational subspace
is g-invariant, which is prohibited to happen as g acts irreducibly. So h = f(g), in particular
σi(ζ
1
h) = σi(f(ζ
1
g )) = f(σi(ζ
1
g )) = f(ζ
i
g) = ζ
i
h.
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Let φ(h) = ζ1h, which is an algebraic integer as h is an integer matrix. Moreover ζ
1
h ∈ UK because
h is invertible. Hence φ is a group morphism whose image lies in UK . φ is injective because if
φ(h) = 1 for some h 6= Id then Ker(h− Id) is a non-trivial rational subspace invariant under g since
g commutes with h, which again contradicts the irreducibility of g. Therefore φ : G 7→ φ(G) ⊂ UK
is injective.
For 1 ≤ i ≤ r1 let wi = vi ∈ Rd; for 1 ≤ j ≤ r2, denote wr1+j = 2Revr1+j = vr1+j + vr1+r2+j
and wr1+r2+j = −2Imvr1+j = i(vr1+j − vr1+r2+j). Then the real vectors w1, w2, · · · , wd are linearly
independent and thus form a basis of Rd ⊂ Cd.
Let ψ be the isomorphism from Rd ⊂ Cd to K⊕QR ∼= Rd which maps wi to ei for all 1 ≤ i ≤ d,
where ei is the i-th coordinate vector in K ⊗Q R which is represesented as in (2.1).
For any h ∈ G acting on Rd, it rescales wi by ζ ih = σi(φ(h)) when 1 ≤ i ≤ r1 and acts on the two-
dimensional subspace generated by wr1+j, wr1+r2+j as the matrix
(
Reσr1+j(φ(h)) −Imσr1+j(φ(h))
Imσr1+j(φ(h)) Reσr1+j(φ(h))
)
.
Compare this action with that of ×φ(h) on K ⊗Q R which was described earlier, we see they are
conjugate to each other via ψ.
Therefore the only fact remaining to show is that the lattice Γ = ψ(Zd) is in K ⊂ K ⊗Q R,
which is equivalent to ψ(Qd) = K as K is a d-dimensional Q-vector space in K ⊗Q R. It suffices to
prove ψ−1(t) ∈ Qd, ∀t ∈ K. Actually by description (2.1), t is identified with
r1∑
i=1
σi(t)ei +
r2∑
j=1
(Reσr1+j(t) · er1+j + Imσr1+j(t) · er1+r2+j).
Using ψ−1(ei) = wi, we obtain
ψ−1(t) =
r1∑
i=1
σi(t)wi +
r2∑
j=1
(Reσr1+j(t) · wr1+j + Imσr1+j(t) · wr1+r2+j)
=
r1∑
i=1
σi(t)vi +
r2∑
j=1
(
Reσr1+j(t)(vr1+j + vr1+r2+j)
+ Imσr1+j(t) · i(vr1+j − vr1+r2+j)
)
=
r1∑
i=1
σi(t)vi +
r2∑
j=1
(σr1+j(t)vr1+j + σr1+j(t)vr1+r2+j).
Since σr1+j is just σr1+r2+j , we see
ψ−1(t) =
d∑
i=1
σi(t)vi =
d∑
i=1
σi(t)σi(v1) =
d∑
i=1
σi(tv1).
As t ∈ K and v1 ∈ Kd, each coordinate in the vector
∑d
i=1 σi(tv1) is the trace of the corresponding
coordinate in tv1 ∈ Kd, which is rational. This completes the proof.
2.3 Maximal rank and the full group of units
Proposition 2.14. In Proposition 2.13, if there doesn’t exist any abelian subgroup G1 of SLd(Z)
containing G such that rank(G) < rank(G1), then φ(G) is a subgroup of finite index inside UK .
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Proof. Recall that in the proof of Proposition 2.13, all elements in G are diagonalized as a complex
matrix with respect to basis v1, · · · , vd. For any θ ∈ K, construct a matrix γ(θ) which can be
diagonalized in the same basis, such that γ(θ)vi = σi(θ)vi,∀i = 1, · · · , d, where σi : K 7→ Ki is the
i-th embedding of K. It is clear that γ is an injective ring homomorphism between K and Md(C).
Remark as well that ∀h ∈ G, γ(φ(h)) = h.
As K is generated by φ(g) = ζ1g where g ∈ G is an irreducible element, ∀θ ∈ K, θ can
be expressed as a rational polynomial in φ(g). Hence γ(θ) can be written as the same rational
polynomial in terms of g = γ(φ(g)). So γ(θ) ∈Md(Q) because g ∈ G < SLd(Z). Let θ1, θ2, · · · , θd
be a Z-basis of OK , the ring of integers, then there must be an integer D such that γ(θk) ∈
Md(
1
DZ),∀k = 1, · · · , d. Therefore for all θ ∈ OK , γ(θ), which is a Z-span of γ(θk)’s, lies in
Md(
1
DZ) as well.
Moreover det(γ(θ)) = N(θ) = 1 when θ ∈ UK , thus γ is an isomorphism between UK and a
subgroup in SLd(
1
DZ).
For all θ ∈ UK , consider the sequence of lattices {γ(θ)n.Zd|n = 1, 2, · · · }. For any n, γ(θ)n.Zd has
determinant 1 and is a sublattice of ( 1DZ)
d (because Zd < ( 1DZ)
d and (γ(θ))n = γ(θn) ∈Md( 1DZ)),
in other words it is a sublattice of index Dd in ( 1DZ)
d. But there are only a finite number of
sublattices of given index in a given lattice, hence there are n1 6= n2 such that γ(θ)n1 .Zd = γ(θ)n2 .Zd.
Which implies γ(θ)n.Zd = Zd for n = n1 − n2, or equivalently, γ(θ)n ∈ SLd(Z).
So we have actually proved, for any element γ(θ) in the finitely generated abelian group γ(UK) ∼=
UK , there is an exponent n such that (γ(θ))
n ∈ SLd(Z) ∩ γ(UK). It follows that rank(γ(UK) ∩
SLd(Z)) = rank(γ(UK)) = rank(UK).
By Proposition 2.13, G = γ(φ(G)) ⊂ γ(UK) ∩ SLd(Z). Moreover, by assumption rank(G) =
rank
(
γ(UK) ∩ SLd(Z)
)
, therefore rank(G) = rank(UK). Since G ∼= φ(G) < UK , this yields the
proposition.
2.4 Total irreduciblity and non-CM number fields
Now we deal with the assumption that G < SLd(Z) contains at least one totally irreducible
element.
Lemma 2.15. If g ∈ G is an irreducible toral automorphism, then φ(g) doesn’t belong to any
non-trivial proper subfield F of K.
Proof. Any subfield F , viewed as a subset in K ⊗Q R, is invariant under the multiplicative action
of UF . Assume φ(g) ∈ F , then as the g-action on Rd is identified with that of φ(g) on K ⊗Q R,
g stablizes ψ−1(F ). But in the proof of Proposition 2.13 we showed ψ−1(K) ⊂ Qd, hence ψ−1(F )
is a rational subspace in Qd of dimension between 1 and d − 1 because F is a non-trivial proper
Q-vector subspace in K. This contradicts the irreduciblity of g.
Proposition 2.16. In Proposition 2.13, if G contains a totally irreducible toral automorphism then
the number field K is not a CM-field.
Proof. Assume there is a proper subfield F in K with rank(UF ) = rank(UK) for contradiction. Let
g denote the totally irreducible element. Because the finite generated abelian groups UK and UF
have the same rank, ∃l ∈ N such that φ(gl) = φ(g)l ∈ UK lies in UF . The lemma above implies gl
is not irreducible, thus contradicts the total irreducibility.
This proves Theorem 2.12.
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3 Action of the group of units
In the rest of this paper, we will always assume G, K, Γ, X, φ and ψ are as in Condition 2.8.
In addition, two constants will play important roles in ours study: the uniformityMψ of ψ defined
by Definition 2.5 and the size of fundamental units Fφ(G) in φ(G) < UK defined by Definition 2.3.
Notation 3.1. ∀1 ≤ i ≤ d, ei denotes the i-th standard coordinate vector in Rd, and by abuse of
notation, those in the quotient X = Rd/Γ as well.
For 1 ≤ i ≤ r1 let Vi = Rei be the i-th real subspace in the product Rr1 × Cr2 ∼= Rd. And let
Vr1+j , 1 ≤ j ≤ r2 be the j-th complex subspace (notice it is spanned by er1+j and er1+r2+j). Then
Rd = ⊕r1+r2i=1 Vi.
For g ∈ G and 1 ≤ i ≤ d, let ζ ig = σi(φ(g)), the i-th embedding of φ(g) ∈ UK . It is also the i-th
eigenvalue of g, which is consistent with earlier notations.
As before, write r = r1 + r2 − 1 = rank(UK) = rank(G) and di = dimVi, 1 ≤ i ≤ r.
Recall ∀g ∈ G, if 1 ≤ i ≤ r1 then ×φ(g).ei = σi(g)ei; if 1 ≤ j ≤ r2 then{
×φ(g) .er1+j = (Reσi(g))er1+j + (Imσi(g))er1+r2+j;
×φ(g) .er1+r2+j = (−Imσi(g))er1+j + (Reσi(g))er1+r2+j.
3.1 Bounded totally irreducible units
We proved earlier K is not a CM-field from the total irreducibility. Conversely, a non-CM-field
produces total irreducibility as well. Moreover, we can even construct a totally irreducible element
with an explicit upper bound on its height.
Lemma 3.2. Given r ≥ 2, for any N ∈ N, one needs at least κ2N proper linear subspaces in Rr
to cover the discrete set IrN = {−N,−N + 1, · · · , N − 1, N}r ⊂ Zr where κ2 = κ2(r) is effective.
Proof. IrN is contained in the r-dimensional closed ball with radius
√
rN . The intersection of any
proper linear subspace with this ball is a ball of radius
√
rN in dimension r−1 or less. The number
of lattice points in such a ball is Or(N
r−1). Hence the number of proper subspaces neccessary to
cover IrN is at least
(2N+1)r
Or(Nr−1)
&r N . Thus there is a κ2 for which the lemma holds.
Proposition 3.3. If Condition 2.8 holds then there is a totally irreducible element g ∈ G such that
hMah(φ(g)) ≤ κ3Fφ(G) for some effective constant κ3(d).
Proof. By definition of Fφ(G), there are g1, · · · , gr ∈ G such that the φ(gk)’s generate a finite-index
subgroup of φ(G) and hMah(φ(gk)) ≤ Fφ(G). Let IGN = {
∏r
i=1 g
Nj
j |−N ≤ Nj ≤ N} for some N ≥ 1.
Then IWN := {L(φ(g))|g ∈ IGN} = {
∑r
i=1NjL(φ(gj))| − N ≤ Nj ≤ N} is a discrete subset in W .
It is obvious that the L(φ(gj))’s span W . So IWN is linearly isomorphic to IrN and requires at least
κ2N proper subspaces of W to cover.
It follows from Galois theory that there is an explicit constant ι1(d) such that the degree d
number field K can have at most ι1(d) proper subfields. For each subfield F , by the assumption
that K is not a CM-field, UF is an abelian subgroup in UK of rank r − 1 or less. Hence the
R-span of L(UF ) is a proper linear subspace in W . Take N = ⌊ ι1κ2 ⌋ + 1, then κ2N > ι1 and
there exists g ∈ IGN such that L(φ(g)) /∈ RL(UF ) for all proper subfields F . So ∀n ∈ N, ∀F ,
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L(φ(gn)) = nL(φ(g)) /∈ L(UF ) and thus φ(gn) /∈ F , namely φ(gn) is an irreducible element in K.
Thus all eigenvalues of gn, which are embeddings of φ(gn), are of degree d. As a matrix in SLd(Z)
is irreducible if and only if its eigenvalues are conjugate to each other and have degree d, gn is
irreducible for all n ∈ N and g is totally irreducible.
hMah(φ(g)) ≤ ∑rj=1NjhMah(φ(gj)) ≤ rNFφ(G). As N = ⌊ ι1κ2 ⌋ + 1 explicitly depends on d and
r, we may take κ3 = rN , which depends only on d and r. But by Remark 2.1 κ3 can be made
independent of r by taking maximum over all possible values of r when d is fixed.
3.2 Characters on X and irrationality of eigenspaces
X = Rd/Γ can identified with Td = Rd/Zd by ψ. Notice the determinant of ψ is exactly
covol(Γ) = vol(X) = SdΓ.
A character ξ : X 7→ R/Z is associated to the character q ∈ Zd = (Td)∗ of Td such that ξ = ψ∗q,
i.e. ∀x ∈ X, ξ(x) = 〈q, ψ−1(x)〉 where 〈·, ·〉 is the usual inner product on Rn. This association is
bijiective.
Definition 3.4. Given ψ with ψ(Zd) = Γ, for a character ξ = ψ∗q ∈ X∗, denote |ξ| = |q| where
q ∈ Zd.
For all 1 ≤ i ≤ r1 + r2, we define a vector e˜i ∈ Vi ⊗R C ⊂ Cn by:
e˜i = ei, 1 ≤ i ≤ r1;
e˜r1+j =
√
2
2
(er1+j − ier1+j), 1 ≤ j ≤ r2.
(3.1)
It is not hard to see |e˜i| = 1 and ×φ(g).e˜i = ζ ig e˜i,∀g, i.
Recall when V ∼= R or C is regarded as a real vector space and f : V 7→ R be a real linear
form on it, if V ∼= R then f(v) = f0v for some f0 ∈ R and ‖f‖ = |f0|; and if V ∼= C then
f(v) = f1Rev + f2Imv, f1, f2 ∈ R and ‖f‖ =
√
f21 + f
2
2 .
The following result characterizes quantitatively the irrationality of the Vi’s inside X.
Proposition 3.5. If Condition 2.8 holds, then for all Vi and any non-trivial character ξ ∈ X∗,∥∥ξ∣∣
Vi
∥∥ ≥ d−12− d(d−1)2 κ3Fφ(G)M−(d−1)ψ |ξ|−(d−1)S−1Γ ,
where ξ|Vi denotes the restriction of ξ to Vi ⊂ Rd and κ3 = κ3(d) is as in Proposition 3.3.
Proof. Suppose ξ = ψ∗q for some q ∈ Zd. We view ξ ∈ (Rd)∗ ⊂ (Cd)∗ ∼= Cd as a complex linear
functional as well. Then ‖ξ‖ coincide with the usual l2-norm on (Cd)∗.
By definition, if 1 ≤ i ≤ r1 then
∥∥ξ∣∣
Vi
∥∥ = |ξ(ei)| = |ξ(e˜i)| and for 1 ≤ j ≤ r2 we have
∥∥ξ∣∣
Vi
∥∥ =√ξ2(er1+j) + ξ2(er1+r2+j)
=
√
ξ2(
√
2Ree˜r1+j) + ξ
2(
√
2Ime˜r1+j)
=
√
2|ξ(e˜r1+j)|.
So it suffices to show |ξ(e˜i)| ≥ d−12−
d(d−1)
2
κ3Fφ(G)M−(d−1)ψ |ξ|−(d−1)S−1Γ ,∀i.
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Take the irreducible element g ∈ G in Proposition 3.3. Denote a = |ξ(e˜i)|, then |ζ ig|na =
|ξ((ζ ig)ne˜i)| = |ξ(×nφ(g).e˜i)| = |
(
(×Tφ(g))nξ
)
(e˜i)| for all n. This means if we write (×Tφ(g))nξ = ξ⊥n + ξn
where ξ⊥n is the projection to the complex hyperplane e˜⊥i and ξn is orthogonal to it, then ‖ξn‖ ≤
|ζig|na
|e˜i| = |ζ ig|na.
Consider the determinant det
(
(×Tφ(g))nξ
)d−1
n=0
. It can be written as
det
(
ξ⊥n
)d−1
n=0
+
d−1∑
m=0
det
(
ξ⊥0 , · · · , ξ⊥m−1, ξm, (×Tφ(g))m+1ξ, · · · , (×Tφ(g))d−1ξ
)
. (3.2)
det(ξ⊥n )
d−1
n=0 = 0 as the ξ
⊥
n ’s are all in the same hyperplane e˜
⊥
i and for every indexm, the absolute
value of the corresponding term in the sum is at most
‖ξ⊥0 ‖ · · · ‖ξ⊥m−1‖ · ‖ξm‖ · ‖(×Tφ(g))m+1ξ‖ · · · ‖(×Tφ(g))d−1ξ‖
≤‖ξ‖ · · · ‖(×Tφ(g))m−1ξ‖ · ‖ξm‖ · ‖(×Tφ(g))m+1ξ‖ · · · ‖(×Tφ(g))d−1ξ‖
≤‖ ×Tφ(g) ‖
∑
0≤j≤d−1,j 6=m j‖ξ‖d−1 · |ζ ig|ma.
≤‖ ×Tφ(g) ‖
∑d−1
j=0 j‖ξ‖d−1a.
Here we used the fact that ‖ ×Tφ(g) ‖ = max1≤j≤d ‖σj(g)‖ = max1≤j≤d ‖ζjg‖, which follows directly
from the construction of ×φ(g). Moreover,
‖ζ ig‖ ≤ ‖ ×Tφ(g) ‖ ≤ 2max1≤j≤d log ‖σj (φ(g))‖ ≤ 2h
Mah(φ(g)) ≤ 2κ3Fφ(G).
From (3.2) we obtain an upper bound
|det((×Tφ(g))nξ)d−1n=0| ≤ d2d(d−1)2 κ3Fφ(G)‖ξ‖d−1a. (3.3)
However (×Tφ(g))nξ = ψ∗
(
(gT)nq
)
, so
det
(
(×Tφ(g))nξ
)
)d−1n=0 = det(ψ
−1)det
(
(gT)nq
)d−1
n=0
= S−dΓ det
(
(gT)nq
)d−1
n=0
.
But det
(
(gT)nq
)d−1
n=0
6= 0. This is because if the determinant vanishes then the Q-span of the vectors
{(gT)nq}0≤n≤d−1 is a non-trivial proper rational subspace L ⊂ (Rd)∗. But the characteristic
polynomial of gT is rational and has degree d by irreducibility, all powers of gT are in the Q-
span of {(gT)n}0≤n≤d−1. Whence for all n ∈ Z, (gT)nq ∈ L and as a result, L is invariant
under gT. So L⊥, which is a non-trivial proper subspace, is stablized by g. This contradicts the
irreducibility of g. Therefore, the fact that (gT)nq is an integer vector for all n gives a lower bound∣∣det((gT)nq)
n=0..d−1
∣∣ ≥ 1. So ∣∣det((×Tφ(g))nξ)d−1n=0∣∣ ≥ S−dΓ .
On the other hand, ‖ξ‖ = ‖ψ∗q‖ ≤ ‖ψ−1‖ · ‖q‖ ≤ MψS−1Γ |q| =MψS−1Γ |ξ|.
Thus it follows from (3.3) that
a ≥d−12− d(d−1)2 κ3Fφ(G)‖ξ‖−(d−1)∣∣det((×Tφ(g))nξ)d−1n=0∣∣
≥d−12− d(d−1)2 κ3Fφ(G)(MψS−1Γ |ξ|)−(d−1)S−dΓ
=d−12−
d(d−1)
2
κ3Fφ(G)M−(d−1)ψ |ξ|−(d−1)S−1Γ .
Recall a = |ξ(e˜i)|, the lemma follows.
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4 Positive entropy and regularity
So far we have only discussed algebraic properties of the group action, now we bring ergodic
theory into the scene.
Notation 4.1. By abuse of notation let m be the Lebesgue measure on Rd as well as that on Td.
Denote by mX the pushforward of m from R
d to Rd ∼= Rr1 ×Cr2 by ψ. Abusing notation again, we
call the projection of mX to X by mX as well. Notice as the Lebesgue measure on T
d is G-invariant,
mX is ×φ(G)-invariant. And on X, mX is the pushforward of the Lebesgue measure m on Td by ψ,
thus the unique translation invariant probability measure.
Let π denote the projection from Rd to X = Rd/Γ.
As |det(ψ)| = Vol(ψ(Zd)) = Vol(Γ), mX = VolVol(Γ) = S−dΓ · Vol.
From now on let µ be a Borel probability measure on Td satisfying Condition 1.8, where ǫ will
be supposed later to be very small depending on α. We will always write
η =M−1ψ ǫ. (4.1)
We define the pushforward measure τ = ψ∗µ on X. Then it has similar properties.
Lemma 4.2. Assuming Condition 1.8, then the inequality Hτ (P) ≥ αd log 1η − d logMψ holds for
all measurable partitions P of X such that diamP ≤ ηSΓ.
Proof. If the diameter of a partition P on X is at most ηSΓ, then that of its pullback ψ∗P on
Td is bounded by ‖ψ−1‖ηSΓ ≤ Mψη = ǫ. By Condition 1.8, Hτ (P) = Hµ(ψ∗P) ≥ αd log 1ǫ =
αd(log 1η − logMψ) ≥ α log 1η − d logMψ
4.1 Some non-conventional entropies
We demonstrated in §3.2 the irrationality of subspace Vi in X, a fact that makes it hard to
construct measurable partitions on X that are consistent with both the projection π and the G-
action simultaneously. For this reason we need some more technical arrangements.
Definition 4.3. Let µ be a Borel probability measure on X. If a Borel set B ⊂ Rd is projected
injectively by π into X, the homogeneous entropy of B with respect to µ is
Hµ(B) =
1
mX(B)
∫
x∈X
−µ(x+B) log µ(x+B)dmX(x).
When Q is a finite measurable partition of B, the homogeneous conditional entropy of Q
with respect to µ is defined to be
Hµ(B,Q) = 1
mX(B)
∫
x∈X
∑
Q∈Q
−µ(x+Q) log µ(x+Q)
µ(x+B)
dmX(x).
By change of variable, the following fact is immediate.
Lemma 4.4. The homogeneous entropy and the homogeneous conditional entropy are translation
invariant. Namely, ∀B,Q, ∀y ∈ Rd, let y + B be the translation of B by the vector y, and
y +Q = {y +Q|Q ∈ Q} be the partition defined by translating Q by y. Then
Hµ(y +B) = Hµ(B),Hµ(y +B, y +Q) = Hµ(B,Q).
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Lemma 4.5. Denote dmµ,B(x) =
1
mX(B)
µ(x+B)dmX(x). Then mµ,B is a probability measure.
Proof. The total mass is
∫
x∈X
dmµ,B(x) =
1
mX(B)
∫
x∈X
µ(x+B)dmX(x)
=
1
mX(B)
∫
x∈X
∫
y∈X
1y−x∈Bdµ(y)dmX(x)
=
1
mX(B)
∫
y∈X
∫
x∈X
1y−x∈BdmX(x)dµ(y)
=
1
mX(B)
∫
y∈X
mX(y −B)dµ(y)
=
1
mX(B)
∫
y∈X
mX(B)dµ(y) = 1.
Remark 4.6. Hµ(B,Q) can be written as
1
mX(B)
∫
x∈X
µ(x+B)
∑
Q∈Q
(−µ(x+Q)
µ(x+B)
log
µ(x+Q)
µ(x+B)
)dmX(x)
=Emµ,B(x)H µ|x+B
µ(x+B)
(x+Q).
Where H µ|x+B
µ(x+B)
(x+Q) stands for the usual measure theoretical entropy of the partition x+Q with
respect to the renormalized probability measure
µ|x+B
µ(x+B) .
In particular, we deduce
Corollary 4.7. (i). For all B,Q and µ, Hµ(B,Q) ≤ log |Q|.
(ii). If Q and Q′ are two different partitions of B then Hµ(B,Q∨Q′) ≤ Hµ(B,Q)+Hµ(B,Q′).
.
Definition 4.8. Let µ be as above. The entropy of a finite measuable cover C of X is Hµ(C) =∑
C∈C −µ(C) log µ(C).
We are going to cope with special B’s and Q’s.
For v = (vi)
r1+r2
i=1 ,w = (wi)
r1+r2
i=1 ∈ (R+ ∪ {0}){1,··· ,r1+r2}, v > w means vi > wi,∀i. Let
1J = 1i∈J ∈ (R+ ∪ {0}){1,··· ,r1+r2} be the charateristic vector of J ⊂ {1, · · · , r1 + r2} and simply
denote 1 = 1{1,··· ,r1+r2}, 1i = 1{i}.
For w ∈ (R+ ∪ {0}){1,··· ,r1+r2}, we define a family of boxes whose sides in Vi are of length 2−wi .
Definition 4.9. For w ∈ (R+ ∪ {0}){1,··· ,r1+r2}, a set B ⊂ Rd = ⊕r1+r2i=1 Vi is a w-box if B =∏r1+r2
i=1 Bi where:
Bi = [0, 2
−wiSΓ) inside Vi, if Vi ∼= R;
Bi = {x+ iy|x, y ∈ [0, 2−wiSΓ)} ⊂ Vi, i.e. the square [0, 2−wiSΓ)× [0, 2−wiSΓ), if Vi ∼= C.
The family of all w-boxes are denoted by Πw.
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Definition 4.10. For t ∈ (N ∪ {0}){1,··· ,r1+r2}.
Given B ∈ Πw, set FtB = ft(B) where ft = ⊕r1+r2i=1 2−tiId|Vi rescales each Vi by 2−ti .
Then FtB ∈ Πw+t is a subset of B and there is a unique partition of B into 2
∑r1+r2
i=1 di·ti different
translates of Ft(B). Call this partition by QtB.
Ft maps Π
w to Πw+t. It is an immediate observation that
Ft ◦ Fs = Ft+s. (4.2)
Lemma 4.11. Any box in Πw is projected injectively by π if w ≥ log(√dMψ)1.
Proof. If B ∈ Πw, then all side of it are at most of length 2− log(
√
dMψ)SΓ. So ∀x, x′ ∈ B, |x−x′| <√
d · 2− log(
√
dMψ)SΓ = M−1ψ SΓ. Hence |ψ−1(x− x′)| ≤ ‖ψ−1‖M−1ψ SΓ ≤ 1 by Definition 2.5. Thus
unless x = x′, ψ−1(x− x′) /∈ Zd, or equivalently, x− x′ /∈ ψ(Zd) = Γ and x, x′ project to different
points in X = Rd/Γ.
Lemma 4.12. If π|B is injective, µ is a Borel probability measure on X and t1, · · · , tn ∈ (N ∪
{0}){1,··· ,r1+r2}, then
Hµ(F∑n
s=1 t
sB) = Hµ(B) +
n∑
s=1
Hµ(F∑s−1
l=1 t
lB,QtsF∑s−1
l=1 t
lB).
Proof. The statement is trivial for n = 0 by (4.2), to conclude by induction it suffices to do the n = 1
case. In this case there is only one vector t = t1. By Lemma 4.4, Hµ(FtB) = Hµ(Q),∀Q ∈ QtB,
therefore
Hµ(FtB) =
1
|QtB|
∑
Q∈QtB
Hµ(Q)
=
1
|QtB|
∑
Q∈QtB
|QtB|
mX(B)
∫
x∈X
−µ(x+Q) log µ(x+Q)dmX(x)
=
1
mX(B)
∫
x∈X
∑
Q∈QtB
−µ(x+Q) log µ(x+Q)dmX(x).
By decomposing −µ(x+Q) log µ(x +Q) into the sum of −µ(x+Q) log µ(x+ B) and −µ(x+
Q) log µ(x+Q)µ(x+B) , we obtain
Hµ(FtB)
=
1
mX(B)
∫
x∈X
−µ(x+B) log µ(x+B)dmX(x)
+
1
mX(B)
∫
x∈X
∑
Q∈QtB
−µ(x+Q) log µ(x+Q)
µ(x+B)
dmX(x)
=Hµ(B) +Hµ(B,QtB).
This establishes the lemma.
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4.2 Positive entropy in an eigenspace
In this part we will show that when both Conditions 1.8 and 2.8 are satisfied, there exists an
index i such that the measure τ = ψ∗µ has positive entropy in the direction of Vi with respect to
some scale that we will specify.
Let us start with a box B0 ∈ ΠR01 where
R0 := log
√
d
η
= log
√
dMψ
ǫ
, (4.3)
then diam(B0) =
√
d2−R0SΓ = ηSΓ. As ǫ < 1, R0 ≥ log(
√
dMψ) always holds and π|B0 is injective
by Lemma 4.11. We now try to give an estimate for the average entropy Hτ (B0).
Lemma 4.13. Assuming Conditions 1.8 and 2.8, if a constant κ4 = κ4(d) is sufficiently large then
for any δ ≥ κ4M
d
ψ
R0
and box B0 ∈ ΠR01,
Hτ (B0) ≥ (α− δ)dR0,
where τ = ψ∗µ with ψ and µ coming respectively from Conditions 1.8 and 2.8
Proof. Let bi = ψ(ei), then |bi| ≤ ‖ψ‖ ≤ MψSΓ. The parallelepiped D = {
∑d
j=1 θjbj |θj ∈ [0, 1),∀j}
spanned by the linear basis {b1, · · · , bd} for the lattice Γ is a fundamental domain of the projection
π.
The preimage ψ−1(B0) ⊂ Rd is inside a ball of radius ‖ψ−1‖diam(B0) ≤MψS−1Γ ·ηSΓ =Mψη =
ǫ. Hence ψ−1(B0 − B0) = ψ−1(B0) − ψ−1(B0) is covered by the ball of radius 2ǫ centered at the
origin. Notice ψ−1(D) = [0, 1)d ⊂ Rd, hence
ψ−1(D +B0 −B0) ⊂ (−2ǫ, 1 + 2ǫ)d, (4.4)
which can be covered by at most 5d translates of ψ−1(D) as ǫ < 1. Thus D + B0 − B − 0 is
covered by at most 5d translates of D, each of which is a fundamental domain of π. Hence ∀x ∈ X,
|π−1(x) ∩ (D +B0 −B0)| ≤ 5d.
We may tile Rd by translating B0: R
d = ⊔y∈Σ(y + B0) where Σ ⊂ Rd is a lattice. Denote
Y = {y ∈ Σ|(y +B0) ∩D 6= ∅}. Then D ⊂ D+ ⊂ D +B0 −B0 where D+ = ⊔y∈Y (y +B0).
Let C be the collection {π(y+B0)|y ∈ Y } then it is a cover of X as ∪C∈CC ⊃ ∪y∈Y π(y+B0) =
π(D+) ⊃ π(D) = X. Furthermore every point in X is covered by at most 5d pieces from C as
|{C ∈ C|x ∈ C}| = |{y ∈ Y |x ∈ π(y +B0)}| = |π−1(x) ∩D+| ≤ |π−1(x) ∩ (D +B0 −B0)| ≤ 5d.
Denote x+C = {x+C|C ∈ C} for all x ∈ X. x+C is the translate of C by x and hence remains
a cover of X whose multiplicity at any given point is at most 5d. Then∫
x∈X
Hτ (x+ C)dmX(x)
=
∫
x∈X
∑
C∈C
−τ(x+ C) log τ(x+ C)dmX(x)
=
∫
x∈X
∑
y∈Y
−τ(x+ y +B0) log τ(x+ y +B0)dmX(x).
(4.5)
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As mX(y +B0) = mX(B0) and Hτ (y +B0) = Hτ (B0) for all y ∈ Y , by definition of Hτ (y +B0),
(4.5) =
∑
y∈Y
mX(B0)Hτ (y +B0) = |C|mX(B0)Hτ (B0)
=mX(D+)Hτ (B0),
(4.6)
The cover C induces a partition PC of X:
PC = {π
(
(y +B0) ∩D
)|y ∈ Y }.
Again let x+PC = {x+P |P ∈ PC} denote its translate by x. There is a one-to-one correspondence
between C and PC : PC = π
(
(y + B0) ∩D
) ↔ C = π(y + B0) and for all C we have PC ⊂ C. As
C ∈ C is always a translate of B0 we know the diameter of PC is at most ηSΓ and so is that of
x+ PC , ∀x ∈ X. So by Lemma 4.2,
Hτ (x+ PC) ≥ αd log 1
η
− dMψ. (4.7)
On the other hand, notice
Hτ (x+ C)
=
∑
C∈C
−τ(x+ C) log τ(x+ C)
≥
∑
C∈C
−τ(x+ PC) log τ(x+ C)
=
∑
C∈C
(− τ(x+ PC) log τ(x+ PC) + τ(x+ PC) log τ(x+ PC)
τ(x+ C)
)
=Hτ (x+ PC)−
∑
C∈C
τ(x+ C)
(− τ(x+ PC)
τ(x+ C)
log
τ(x+ PC)
τ(x+ C)
)
.
(4.8)
It follows from (4.7), (4.8), the inequality −u log u ≤ 1e ln 2 ,∀u ∈ [0, 1] and the fact that the
multiplicity of the cover x+ C is at most 5d that
Hτ (x+ C) ≥αd log 1
η
− d logMψ − 1
e ln 2
∑
C∈C
τ(x+ C)
≥αdR0 − αd log
√
d− d logMψ − 1
e ln 2
· 5d,
(4.9)
which, together with (4.6), implies
Hτ (B0) ≥ 1
mX(D+)
(
αdR0 −Od(logMψ)−Od(1)
)
. (4.10)
By (4.4), the volume of ψ−1
(
(D +B0 −B0)\D
)
is bounded by (1 + 4ǫ)d − 1, hence
mX(D+)− 1
≤mX(D +B0 −B0)−mX(D) = mX
(
(D +B0 −B0)\D
)
=m
(
ψ−1
(
(D +B0 −B0)\D
))
≤(1 + 4ǫ)d − 1 = Od(ǫ),
(4.11)
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where the implied dimensional constant can be made explicit.
From (4.10) and (4.11) we conclude
Hτ (B0) ≥ 1
1 +Od(ǫ)
(
αdR0 −Od(logMψ)−Od(1)
)
, (4.12)
with effective implied constants.
So when δ ∈ [κ4M
d
ψ
R0
, α10 ], as Mψ ≥ 1,
ǫ =
1√
dMψ
2−R0 .d 2−R0 .
1
R0
≤ δ
κ4
<
δ
κ4α
;
in addition
Od(logMψ) +Od(1) = Od(Mdψ) = Od(
δR0
κ4
).
So by (4.12),
Hτ (B0) ≥ 1
1 +Od(
δ
κ4α
)
(
αdR0 −Od(δR0
κ4
)
) ≥ (α− δ)dR0,
if κ4 is sufficiently large (depending on d).
The following fact is a consequence to additivity (Lemma 4.12)
Lemma 4.14. For a sufficiently large effective constant κ4 = κ4(d), suppose δ ≥ κ4M
d
ψ
R0
and
T ≤ δR02 be an integer. Then there exist a real number R ∈ [δR0, R0 − T ] and a box B ∈ ΠR1 such
that
Hτ (B,QT1B) ≥ (α− 3δ)dT.
Proof. Write R0 = S+pT where S ∈ [δR0, δR0+T ) and p ∈ N. Note S ≥ κ4Mdψ by the assumption
about δ. We can always take κ4 = κ4(d) large to make sure κ4Mdψ ≥ log(
√
dMψ) for all Mψ ≥ 1.
Hence there is S− ∈ [log(
√
dMψ), log(
√
dMψ) + 1] such that S − S− = q ∈ N ∪ {0}.
Fix B0 ∈ ΠR01, BS− ∈ ΠS−1 and BS ∈ ΠS1 such that B0 = FpT1BS and BS = Fq1BS− . By
Lemma 4.12 and 4.13
Hτ (BS−) +Hτ (BS− ,Qq1BS−) +
p−1∑
r=0
Hτ (FrT1BS,QT1FrT1BS)
=Hτ (B0) ≥ (α− δ)dT.
(4.13)
On the other hand, using again −u log u ≤ 1e ln 2 ,
Hτ (BS−) =
1
mX(BS−)
∫
x∈X
−ν(x+BS−) log ν(x+BS−)dmX(x)
≤(2
√
d)dMdψ
e ln 2
,
(4.14)
because mX(BS−) = S−dΓ vol(BS−) = S−dΓ
(
2−S−SΓ)d = 2−dS− has lower bound 2−d
(
log(
√
dMψ)+1
)
=
(2
√
d)−dM−dψ .
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Moreover by Corollary 4.7
Hτ (BS− ,Qq1BS−) ≤ log |Qq1BS− | ≤ dq ≤ dS ≤ d(δR0 + T )
≤d(δR0 + δR0
2
).
(4.15)
Notice by taking the explicit constant κ4(d) large enough we have dδR0 ≥ dκ4Mdψ > 2·
(2
√
d)dMd
ψ
e ln 2 .
So by (4.13), (4.14) and (4.15), ∃r ∈ {0, 1, · · · , p− 1} such that
Hτ (FrT1BS,QT1FrT1BS)
≥1
p
(
(α− δ)dR0 − d(δR0 + δR0
2
)− (2
√
d)dMdψ
e ln 2
)
≥1
p
(
(α− δ)dR0 − d(δR0 + δR0
2
)− dδR0
2
)
=(α− 3δ)dR0
p
≥(α− 3δ)dT
(4.16)
FrT1BS ∈ ΠR1 where R = S + rT . As R ≥ S ≥ δR0 and R ≤ S + (p − 1)T = R0 − T , the
lemma follows.
The lemma basically claims τ has positive entropy at scale 2−RSΓ. It follows from subadditivity
(Corollary 4.7) that the projection of τ to at least one of the Vi’s has positive entropy at the same
scale, which is characterized by:
Corollary 4.15. There is an index i ∈ {1, · · · , r1 + r2} such that
Hτ (B,QT1iB) ≥ (α− 3δ)diT.
Proof. Since QT1B =
∨r1+r2
i=1 QT1iB, by Corollary 4.7
r1+r2∑
i=1
Hτ (B,QT1iB) ≥ Hτ (B,QT1B) ≥ (α− 3δ)dT.
Recall di = dimVi; as
∑r1+r2
i=1 di = d, the corollary is proved.
4.3 From entropy to L2-norm
Using the positive entropy of τ in Vi direction, we now construct a new measure dominated by
τ so that its total mass is bounded from below but a certain L2-norm in Vi direction is bounded
from above.
Let T and B be as in Lemma 4.14. For all x ∈ X such that τ(x+B) 6= 0, define a probability
measure τx =
τ |x+B
τ(x+B) , supported on x + B. Set Sx = {Q ∈ QT1iB| τ(x+Q)τ(x+B) ≤ 2−diδT } = {Q ∈
QT1iB|τx(x+Q) ≤ 2−diδT } and S ′x = Q\Sx.
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Notice τx, Sx and S ′x are defined for mτ,B-a.e. x, where mτ,B is defined as in Lemma 4.5.
Quoting Remark 4.6 and Lemma 4.14 we have
(α− 3δ)diT
≤Hτ (B,QT1iB)
=Emτ,B(x)Hτx(x+QT1iB)
=Emτ,B(x)Hτx
({ ⋃
Q∈Sx
(x+Q),
⋃
Q∈S′x
(x+Q)
})
+ Emτ,B(x)Hτx
(
x+QT1iB
∣∣{ ⋃
Q∈Sx
(x+Q),
⋃
Q∈S′x
(x+Q)
})
=Emτ,B(x)Hτx
({ ⋃
Q∈Sx
(x+Q),
⋃
Q∈S′x
(x+Q)
})
+ Emτ,B(x)
∑
Q∈Sx
τx(x+Q) ·
(− log τx(x+Q)
τx(
⋃
Q∈Sx(x+Q))
)
+ Emτ,B(x)
∑
Q∈S′x
τx(x+Q) ·
(− log τx(x+Q)
τx(
⋃
Q∈S′x(x+Q))
)
(4.17)
Observe all three terms on the right-hand side can be bounded from above:
By Corollary 4.7, Hτx
({⋃
Q∈Sx(x+Q),
⋃
Q∈S′x(x+Q)
}) ≤ ln 2;
Moreover, ∑
Q∈Sx
τx(x+Q) ·
(− log τx(x+Q)
τx(
⋃
Q∈Sx(x+Q))
)
=τx(
⋃
Q∈Sx
(x+Q))H τx|⋃
Q∈Sx
(x+Q)
τx(
⋃
Q∈Sx
(x+Q))
(Sx)
≤τx(
⋃
Q∈Sx
(x+Q)) · log |Sx|
≤τx(
⋃
Q∈Sx
(x+Q)) · log |QT1iB|
=τx(
⋃
Q∈Sx
(x+Q)) · log 2diT
=diTτx(
⋃
Q∈Sx
(x+Q)).
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Last, ∑
Q∈S′x
τx(x+Q) ·
(− log τx(x+Q)
τx(
⋃
Q∈S′x(x+Q))
)
≤
∑
Q∈S′x
τx(x+Q) ·
(− log τx(x+Q))
≤
∑
Q∈S′x
τx(x+Q) · (− log 2−diδT )
=diδT
∑
Q∈S′x
τx(x+Q)
=diδT
So (4.17) gives
(α− 3δ)diT ≤ ln 2 + diTEmτ,B(x)τx(
⋃
Q∈Sx
(x+Q)) + diδT. (4.18)
In consequence, if
δT ≥ 1 (4.19)
then diδT ≥ δT ≥ ln 2 and by (4.18), diTτx(
⋃
Q∈Sx(x+Q)) ≥ (α−3δ)diT−ln 2−diδT ≥ (α−5δ)diT ,
so we get
Emτ,B(x)τx(
⋃
Q∈Sx
(x+Q)) ≥ α− 5δ. (4.20)
For all x such that τ(x+B) 6= 0 set
νx :=
∑
Q∈Sx
τx|x+Q,
which is supported on
⋃
Q∈S′x(x+Q) ⊂ x+B. Then
|νx| ≤ 1 (4.21)
as νx is bounded by the probability measure τx.
If We define a new measure
ν := Emτ,B(x)νx,
then it follows from (4.20) that the total mass
|ν| ≥ α− 5δ. (4.22)
Moreover, observe
Emτ,B(x)τx =
1
mX(B)
∫
x∈X
τ |x+B
τ(x+B)
· τ(x+B)dmX(x)
=
1
mX(B)
∫
x∈X
τ · 1x+BdmX(x)
=
τ
mX(B)
∫
x∈X
1x+BdmX(x)
=
τ
mX(B)
·mX(B)1X = τ.
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Hence
ν = Emτ,B(x)νx ≤ Emτ,B(x)τx = τ. (4.23)
Further, remark
Emτ,B(x)
∑
Q∈QT1iB
ν2x(x+Q)
≤Emτ,B(x)
(
max
Q∈QT1iB
νx(x+Q)
)( ∑
Q∈QT1iB
νx(x+Q)
)
=Emτ,B(x)
(
max
Q∈Sx
νx(x+Q)
)
νx(x+B),
(4.24)
where the last step was because νx is supported on x+∪Q∈SxQ. Since ∀Q ∈ Sx, restricted to x+Q,
νx is identical to τx,
(4.24) =Emτ,B(x)
(
max
Q∈Sx
τx(x+Q)
)
νx(x+B)
≤Emτ,B(x)2−diδT νx(x+B)
≤2−diδT .
(4.25)
To sum up before finishing Section 4, what has been proved so far (4.21, 4.22, 4.23, 4.25) is the
following proposition.
Proposition 4.16. There is a constant κ4 depending effectively on the dimension d such that if
Conditions 2.8 and 1.8 are satisfied with δ ∈ [κ4M
d
ψ
R0
, α10 ], then ∀T ∈ [1δ , δR02 ], where
√
d2−R0 = η =
M−1ψ ǫ, there exist:
(i). A number R ∈ [δR0, R0 − T ];
(ii). A box B ∈ ΠR1;
(iii). A probability measure mτ,B on X;
(iv). A family of measures νx supported on x+B defined for mτ,B-a.e. x;
(v). An index i ∈ {1, 2, · · · , r1 + r2};
such that the measure ν given by ν = Emτ,B(x)νx satisfies:
(1). ν ≤ τ , where τ = ψ∗µ;
(2). |νx| ≤ 1, mτ,B-a.e. x ∈ X;
(3). |ν| ≥ α− 5δ;
(4). Emτ,B(x)
∑
Q∈QT1iB ν
2
x(x+Q) ≤ 2−diδT , where di = dimVi.
5 Group action on a single eigenspace
In the special direction Vi which is isomorphic to either R or C we obtained from last section,
the group G acts multiplicatively: ∀v ∈ Vi, g ∈ G, ×φ(g).v = σi(φ(g))v = ζ igv.
From now on let i be fixed. We are going to discuss several types of behavior of the G-action
on Vi that can help us.
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5.1 Expansion
This is the simplest behavior of the G-action that we study. When the j-th eigenvalue ζjg of
an element g ∈ G is of absolute value greater than 1 (resp. less than 1), we say g expands (resp.
contracts) Vi, which is equivalent to that L(φ(g)) lies in {w ∈W |wi > 0} (resp. {w ∈W |wi < 0}),
where L and W are defined as in §2.1.
Definition 5.1. In an abelian group, two elements x, y are said to be multiplicatively inden-
pendent if there doesn’t exist (p, q) ∈ Z2\{(0, 0)} such that xpyq is identity.
It follows easily from Dirichlet’s Unit Theorem that there exists an element from G that expands
Vi and contracts all Vj, j 6= i. Actually we can say more.
Proposition 5.2. Given any i ∈ {1, · · · , r1 + r2}, there is a pair of multiplicatively independent
elements u, u˜ from G such that
hMah(φ(u)), hMah(φ(u˜)) < 9d(
r
2
+ 1)Fφ(G);
|ζ iu| ≥ 2d(
r
2
+1)Fφ(G) , |ζju| < 1,∀j 6= i;
|ζ iu˜| ≥ 2
1
4
d( r
2
+1)Fφ(G) .
Here h is the logarithmic Mahler measure introduced in Definition 2.2.
Moreover, in case that Vi ∼= C it can be required that ζ iun /∈ R,∀n ∈ N and if ζ iupu˜q ∈ R and
|ζ iupu˜q | > 1 for some pair (p, q) ∈ Z2, then |ζ iupu˜q | ≥ 2
1
4
d( r
2
+1)Fφ(G) .
It should be pointed out that the proof of proposition could be much shorter if the last paragraph
was dropped from statement. However this restriction is going to be an essential ingredient in
obtaining effectiveness in §5.3.
Proof. Define a linear norm
h0(w) =
1
2
r1+r2∑
j=1
dj |wj | =
r1+r2∑
j=1
dj max(wj , 0) = −
r1+r2∑
j=1
dj min(wj , 0) (5.1)
on W and let Ω = {w ∈W |h0(w) ≤ 1}. Observe ∀w ∈W,∀j,
|wj | ≤ h0(w). (5.2)
Moreover, for a unit t ∈ UK , hMah(t) = h0(L(t)).
We also define a positive definite quadratic form Q0 on W by
Q0(w, z) =
1
2
r1+r2∑
j=1
djwjzj (5.3)
.
24
If we denote wr1+r2+j = wr1+j for 1 ≤ j ≤ r2 then
∑d
j=1wd = 0, Q0(w, z) =
1
2
∑d
j=1wjzj ,
h0(w) =
∑d
j=1max(wj , 0). So
Q0(w,w) =
1
2
d∑
j=1
w2j
=
1
2
(
∑
1≤j≤d,wj>0
w2j +
∑
1≤j≤d,wj<0
w2j )
≤1
2
(
(
∑
1≤j≤d,wj>0
wj)
2 + (
∑
1≤j≤d,wj<0
wj)
2
)
=
1
2
(
h20(w) + h
2
0(w)
)
=h20(w).
(5.4)
And by Cauchy-Schwarz inequality |Q0(w, z)| ≤ h0(w)h0(z).
If Vi ∼= C and F := σ−1i (R) is not Q, then by Lemma 2.7 there are 1 ≤ k, l ≤ r1 + r2 such that
k, l, i are distinct and for any unit t from UF , L(t) is in the hyperplane
∀t ∈ UF , L(t) ∈Wk,l := {wk = wl}. (5.5)
If Vi ∼= R or σ−1i (R) = Q, then we fix any pair (k, l) so that k, l, i are distinct, which is possible
as r1 + r2 = r + 1 ≥ 3. So in case that Vi ∼= C and F := σ−1i (R) = Q, as UF = {±1}, (5.5) still
holds.
Construct a, b ∈W by
ai =
1
di
, aj = − 1
d− di ,∀j 6= i;
bk =
1
dk
, bk = − 1
dl
, bj = 0,∀j 6= k, l.
It is easy to compute h0(a) = h0(b) = 1, moreover
Qa := Q0(a, a) =
1
2
(
1
di
+
1
d− di ) ≥
1
4
, Qb := Q0(b, b) =
1
2
(
1
dk
+
1
dl
) ≥ 1
2
and Q0(a, b) = 0.
Notice the hyperplane Wk,l is the orthogonal complement to b with respect to Q0. So ∀t ∈ UF ,
Q0(L(t), b) = 0 if Vi ∼= C, F = σ−1i (R).
φ(G), a finite-index subgroup of UK , is embedded as a full-rank lattice in W by L. Let 0 <
m1 ≤ m2 ≤ · · · ≤ mr be the successive minima of L(φ(G)) with respect to Ω then by definition
mr = Fφ(G).
By a theorem of Jarn´ık on inhomogeneous minimum (cf. [9, p99]), for any point z in W , there
is a lattice point w from L(φ(G)) such that w − z ∈ m∗Ω where m∗ =
∑r
j=1mi
2 ≤ 12rFφ(G). Set
m = m∗ +mr ≤ (r
2
+ 1)Fφ(G). (5.6)
Taking z to be Za and Zb respectively where
Z = 4d(
r
2
+ 1)Fφ(G) ≥ 4dm, (5.7)
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we see there exist a∗ ∈ (Za+m∗Ω) ∩ L(φ(G)) and b∗ ∈ (Zb+m∗Ω) ∩ L(φ(G)).
By definition of successive minima there are f1, · · · , fr ∈ mrΩ that form a basis of L(φ(G)).
Hence the r + 1 vectors a∗, a∗ + f1, · · · , a∗ + fr ∈ Za+m∗Ω+mrΩ ⊂ Za+mΩ span W . At least
one of them, denoted by a′, lies out of the hyperplane Wk,l.
Denote b′ = b∗ ∈ Za + m∗Ω ⊂ Za + mΩ. Write a′ = Za + mǫa, b′ = Zb + mǫb where
h0(ǫa), h0(ǫb) ≤ 1. Recall a′, b′ are both in the lattice L(φ(G)).
First of all, remark a′ and b′ are linearly independent. Actually |(ǫa)j | ≤ h0(ǫa) = 1,∀j, so
a′i =
Z
di
−m|(ǫa)i| ≥ Z
2
−m ≥ 2d− 1
4d
Z;
|a′j| ≤
Z
d− di +m|(ǫa)j | ≤ Z +m ≤
4d+ 1
4d
Z,∀j 6= i.
(5.8)
But similarly 
|b′i| =m|(ǫb)i| ≤ m ≤
1
4d
Z;
|b′k| ≥
Z
dk
−m|(ǫb)k| ≥ Z
2
−m ≥ 2d− 1
4d
Z.
(5.9)
Hence
|a′i|
|a′
k
| ≥ 2d−14d+1 > 12d−1 ≥
|b′i|
|b′
k
| when d ≥ 3, which implies linear independence.
Second, suppose the 2-dimensional subspace Ra′ ⊕ Rb′ has a non-empty intersection with
Wk,l = {w|Q0(w, b) = 0}, then we claim that for all w in this intersection, |wi| & h0(w). Sup-
pose w =Waa
′ +Wbb′ =WaZa+Wamǫa +WbZb+Wbmǫb. Then since Q0(a, b) = 0 and by (5.4),
|Q0(ǫa, b)|, |Q0(ǫa, a)|, |Q0(ǫb, b)| and |Q0(ǫb, b)| are all bounded by 1, so
0 =Q0(w, b) = Q0(WaZa+Wamǫa +WbZb+Wbmǫb, b)
≥|WbZQ0(b, b)| − |WamQ0(ǫa, b)| − |WbmQ0(ǫb, b)|
≥|Wb|ZQb − |Wa|m− |Wb|m,
thus |Wb|
|Wa| ≤
m
ZQb −m ≤
m
1
2Z −m
≤ m
2dm−m =
1
2d− 1 . (5.10)
So
|Q0(w, a)| =|Q0(WaZa+Wamǫa +WbZb+Wbmǫb, a)|
≥|WaZQ0(a, a)| − |WamQ0(ǫa, a)| − |WbmQ0(ǫb, a)|
≥|Wa|ZQa − |Wa|m− |Wb|m
≥1
4
|Wa|Z − |Wa| · Z
4d
− |Wa|
2d− 1 ·
Z
4d
=
2d− 3
8d− 4 |Wa|Z.
(5.11)
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But on the other hand
2Q0(w, a) =di · 1
di
wi +
∑
1≤j≤r1+r2,j 6=i
djwj(− 1
d− di )
=
d
d− diwi − diwi ·
1
d− di −
∑
1≤j≤r1+r2,j 6=i
djwj · 1
d− di
=
d
d− diwi −
1
d− di
r1+r2∑
j=1
djwj
=
d
d− diwi.
(5.12)
Furthermore by (5.7) and (5.10),
h0(w) ≤|Wa|Z + |Wb|Z + |Wa|m+ |Wb|m
≤(|Wa|+ 1
2d− 1 |Wa|)(Z +
1
4d
Z) =
4d+ 1
4d− 2 |Wa|Z.
(5.13)
As d ≥ 3 we eventually deduce from (5.11), (5.12) and (5.13) that
|wi| =2 · d− di
d
|Q0(w, a)|
≥2 · d− 2
d
· 2d− 3
8d− 4 |Wa|Z
≥2 · d− 2
d
· 2d− 3
8d− 4 ·
4d− 2
4d+ 1
h0(w)
=
(d− 2)(2d − 3)
d(4d + 1)
h0(w)
≥ 1
13
h0(w).
(5.14)
As a′, b′ are in the lattice L(φ(G)), we can choose u and u˜ as following:
First let u be such that L(φ(u)) = a′, then
hMah(φ(u)) =h0(a
′) ≤ Z +m ≤ (4d + 1)(r
2
+ 1)Fφ(G);
log |ζ iu| =a′i ≥
2d− 1
4d
Z ≥ (2d− 1)(r
2
+ 1)Fφ(G);
log |ζju| =a′j ≤ Z(−
1
d− di ) +m
≤(− 4d
d− di + 1)m
≤− 3m < 0,∀j 6= i.
(5.15)
If Vi ∼= C, then ζ iun /∈ R as L(φ(un)) = na′ /∈Wk,l because of the way a′ was chosen.
Case 1. If (Za′⊕Zb′)∩Wk,l = {0}. Choose u˜ ∈ G so that L(φ(u˜)) = a′+ b′. Then because a′ and
b′ are linearly independent, u and u˜ are multiplicatively independent.
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In this case, by remarks we made at the beginning of proof, either Vi is real or there is no non-
trivial unit of the form upu˜q, (p, q) 6= (0, 0) such that ζ iupu˜q ∈ R (because otherwise pa′+ q(a′+ b′) =
pL(φ(u)) + qL(φ(u˜)) ∈ Wk,l, but by linear independence it doesn’t vanish, thus contradictis the
assumption (Za′ ⊕ Zb′) ∩Wk,l = {0}).
Notice |b′i| = |m(ǫb))i| ≤ m ≤ ( r2 + 1)Fφ(G). Thenh
Mah(φ(u˜)) ≤(Z +m) + (Z +m) ≤ (8d+ 2)(r
2
+ 1)Fφ(G),
log |ζ iu˜| =a′i + b′i ≥ a′i − |b′i| ≥ (2d− 2)(
r
2
+ 1)Fφ(G).
(5.16)
Case 2. If (Za′ ⊕ Zb′) ∩Wk,l 6= {0} then it is isomorphic to either Z or Z2. Choose u so that
L(φ(u)) = a′. But as a′ /∈ Wk,l, (Ra′ ⊕ Rb′) ∩Wk,l has dimension 1 and (Za′ ⊕ Zb′) ∩Wk,l has to
be cyclic. Let a′′ be a generator, then by (5.14), |a′′i | > 113hMah(a′′) > 0, without loss of generality
assume a′′i > 0.
In this case, if there is ζ iupu˜q ∈ R for a non-trivial pair (p, q) then pL(φ(u)) + qL(φ(u˜)) ∈
(Za′ ⊕ Zb′) ∩Wk,l, thus has to be a multiple of a′′i .
Case 2.i. If hMah(a′′) ≥ Z then we choose u˜ so that L(φ(u˜)) = a′ + b′. Then u and u˜ are
always multiplicatively independent and the inequalities (5.16) still hold as in case 1. Moreover, if
ζ iupu˜q ∈ R and |ζ iupu˜q | > 1, then log |ζ iupu˜q | = pL(φ(u)) + qL(φ(u˜)) = na′′i for some n ∈ N, thus
log |ζ iupu˜q | ≥ a′′i ≥
1
13
hMah(a′′) ≥ 1
13
Z ≥ d
4
(
r
2
+ 1)Fφ(G). (5.17)
Case 2.ii. If hMah(a′′) < Z then there is N ∈ N such that NhMah(a′′) ∈ (Z, 2Z]. There exists
u˜ ∈ G such that L(φ(u˜)) = Na′′. Then u, u˜ are multiplicatively independent because a′ /∈Wk,l and
Na′′ ∈Wk,l are linearly independent.
In this case, if ζ iupu˜q is real with |ζ iupu˜q | ≥ 1 then log |ζ iupu˜q | = pa′ + qNa′′ ∈ Wk,l. Because
a′ /∈Wk,l and a′′ ∈Wk,l, p = 0 and q > 0. Thus
log |ζ iupu˜q | ≥ Na′′i ≥
1
13
NhMah(a′′) ≥ 1
13
Z ≥ d
4
(
r
2
+ 1)Fφ(G). (5.17’)
Further, 
hMah(φ(u˜)) =NhMah(a′′) ≤ 2Z ≤ 8d(r
2
+ 1)Fφ(G),
log |ζ iu˜| =Na′′i ≥
d
4
(
r
2
+ 1)Fφ(G).
(5.16’)
The proposition is established by combining (5.15), (5.16), (5.16’), (5.17) and (5.17’).
5.2 Approximation of an arithmetic progression
We will construct a sequence inside {ζ ig|g ∈ G} which resembles an arithmetic progression. To
achieve this the following important result from Diophantine geometry is needed:
Theorem 5.3. (Baker-Wu¨stholz[1]) Suppose αk ∈ C, k = 1, · · · , N are non-zero algebraic numbers
belonging to the same degree d number field and ϑk ∈ C is a fixed natural logarithm of αk for all k.
Let
h′k = max(h
Mah(αk), | log ϑk|, 1).
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Suppose a non-zero integer vector (p1, p2, · · · , pN ) ∈ ZN satisfies
∑N
k=1 pkϑk 6= 0, then
− log |
N∑
k=1
pkϑk| .N,d
( N∏
k=1
h′k
)
max(log |p1|, log |p2|, · · · , log |pN |, 1
d
),
where the implied constant is explicitly determined by N and d.
Observe that, if Imϑk ∈ [0, 2π], then as log ϑk = log |αk|+Imϑk, h′k . max(hMah(αk), log |αk|, 1).
However log |αk| ≤
∑d
i=1 log+ |σi(αk)| = hMah(αk). Hence (a special case of) Baker-Wu¨stholz
Theorem can be reformulated as:
Lemma 5.4. Suppose αk ∈ C, k = 1, · · · , N are non-zero algebraic numbers belonging to the same
degree d number field and ϑk ∈ C is a fixed natural logarithm of αk with Imϑk ∈ [0, 2π] for all
k = 1, · · · , N . For any non-zero integer vector (p1, p2, · · · , pN ) ∈ ZN such that
∑N
k=1 pkϑk 6= 0,
− log |
N∑
k=1
pkϑk| .N,d
( N∏
k=1
max(hMah(αk), 1)
)
log max(|p1|, |p2|, · · · , |pN |, 2),
where the implied constant is an explicit function in N and d.
Proposition 5.5. For some effective constants κ5(d) and κ6(d), for all integers s ≥ κ5Fφ(G), there
exist a0, a1, · · · , as−1 ∈ G and a number ∆ (which is either real or complex depending on whether
Vi ∼= R or C) such that:
(1). s
−κ6F2φ(G) ≤ |∆| ≤ s−3;
(2). hMah(φ(at)) ≤ s10,∀t;
(3). |ζ iat − (1 + t∆)| ≤ s−1|∆|,∀t.
Proof. Let u, u˜ be defined as in Proposition 5.2. Denote ζ iu = e
θ+2πβi, ζ iu˜ = e
θ˜+2πβ˜i, where θ, θ˜ > 0
and β, β˜ ∈ [0, 1).
Let γ = θ/θ˜. Since θ˜ln 2 = log |ζ iu˜| ≥ 14d( r2 + 1)Fφ(G) and θln 2 = log |ζ iu| ≤ hMah(φ(u)) ≤
9d( r2 + 1)Fφ(G), γ ≤ 36.
Then ∀n,m ∈ N, the i-th eigenvalue of unu˜−m is given by
ζ iunu˜−m =e
(θn−θ˜m)+2π(βn−β˜m)i
=e(γθ˜n−θ˜m)+2π(βn−γβ˜n+β˜(γn−m))i
=e(θ˜+2πβ˜i)(γn−m)+2π(β−γβ˜)ni.
(5.20)
Let ∆0 = (γ, β − γβ˜) ∈ R2. We slightly abuse notation and denote the projection of ∆0 in
T2 = (R/Z)2 by ∆0 as well. Then ∀n ∈ N, n∆0 ∈ T2 is represented by (γn, (β − γβ˜)n). For all
P ≥ 10, T2 can be covered by at most P squares of side length 1⌊√P ⌋ ≤
2√
P
. By pigeonhole principle
there exist two different n1, n2 ∈ {0, 1, · · · , P} such that n1∆0 and n2∆0 are in the same square.
Let n = |n1 − n2|, then 1 ≤ n ≤ P and n∆0 is in the neighborhood π
(
[− 2√
P
, 2√
P
]2
)
of (0, 0) ∈ T2.
Now we are going to effectively bound the distance between n∆0 and the origin using Baker-
Wu¨sholtz Theorem (Lemma 5.4). We know for some (m1,m2) ∈ Z2,
ω1 := |γn−m1| ≤ 2√
P
, ω2 := |(β − γβ˜)n−m2| ≤ 2√
P
. (5.21)
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As 2√
P
≤ 1,
|m1| ≤ |γn|+ 1 ≤ γP + 1; |m2| ≤ |(β − γβ˜)n|+ 1 ≤ |β − γβ˜|P + 1. (5.22)
Notice
|βn− β˜m1 −m2| = |β˜(γn−m1) + (β − β˜γ)n−m2| ≤ β˜ω1 + ω2.
Multiply both sides by 2π, we get
|n · 2πβi−m1 · 2πβ˜i−m2 · 2πi| ≤ 2π(˜βω1 + ω2).
On the other hand,
|nθ −m1θ˜| = |θ˜(γn −m1)| ≤ θ˜ω1.
Add these two inequalities together:
|n(θ + 2πβi)−m1(θ˜ + 2πβ˜i)−m2 · 2πi| ≤ (θ˜ + 2πβ˜)ω1 + 2πω2. (5.23)
But θ + 2πβi, θ˜ + 2πβ˜i and 2πi are respectively natural logarithms of ζ iu,ζ
i
u˜ and 1.
Moreover we claim n(θ + 2πβi) −m1(θ˜ + 2πβ˜i) −m2 · 2πi 6= 0. Actually if this is not the case
then ζ iunu˜m1 = (ζ
i
u)
n(ζ iu˜)
m1 = 1, but this would imply all of eigenvalues of unu˜m1 are equal to 1
since they are conjugate to each other. Thus unu˜m1 is identity, so n = m1 = 0 by the multiplicative
independence; but n is supposed to be positive.
Apply Lemma 5.4 to (5.23):
− log ((θ˜ + 2πβ˜)ω1 + 2πω2)
≤ − log |n(θ + 2πβi) −m1(θ˜ + 2πβ˜i)−m2 · 2πi|
.d max(h
Mah(ζ iu), 1)max(h
Mah(ζ iu˜), 1) log max(|n|, |m1|, |m2|, 2)
= max(hMah(φ(u)), 1)max(hMah(φ(u˜)), 1)
· log max(|n|, |m1|, |m2|, 2)
.d F2φ(G) log max(P, γP + 1, |β − γβ˜|P + 1, 2).
(5.24)
We used in the last inequality the fact that hMah(φ(u)), hMah(φ(u˜)) .d Fφ(G) from Proposition 5.2
(using r ≤ d− 1) and Fφ(G) ≥ κ1(d) (by Remark 2.4).
When P ≥ 1, max(P, γP + 1, |β − γβ˜|P + 1, 2) ≤ 40P as γ ≤ 36 and β, β˜ < 1, thus (5.24)
implies there is an effective constant ι1 = ι1(d) such that
(θ˜ + 2πβ˜)ω1 + 2πω2 ≥ P−ι1F
2
φ(G) . (5.25)
Define a sequence
at = (u
nu˜−m1)t ∈ G, t = 0, 1, · · · . (5.26)
By (5.20), ζ iat = e
t∆ with ∆ = (θ˜ + 2πβ˜i)(γn−m1) + 2π((β − γβ˜)n−m2)i. Equivalently{
Re∆ = θ˜(γn−m1)
Im∆ = 2πβ˜(γn−m1) + 2π((β − γβ˜)n −m2).
(5.27)
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We have two possibilities: either (θ˜ + 2πβ˜)ω1 ≥ 13((θ˜ + 2πβ˜)ω1 + 2πω2). Then |Re∆| = θ˜ω1 ≥
θ˜
θ˜+2πβ˜
· 13((θ˜ + 2πβ˜)ω1 + 2πω2). Since β˜ ∈ [0, 1), θ˜ = log |ζ iu˜| &d Fφ(G) &d 1, we conclude by (5.25)
in this case that
|Re∆| &d P−ι1F
2
φ(G) .
Or 2πω2 >
2
3 ((θ˜ + 2πβ˜)ω1 + 2πω2), then 2πβ˜ω1 ≤ 2πβ˜θ˜+2πβ˜ ·
1
3((θ˜ + 2πβ˜)ω1 + 2πω2) ≤ 13((θ˜ +
2πβ˜)ω1 + 2πω2). And
|Im∆| ≥ 2πω2 − 2πβ˜ω1 ≥ 1
3
((θ˜ + 2πβ˜)ω1 + 2πω2) ≥ 1
3
P
−ι1F2φ(G) .
So in any case, there is an effective constant ι2(d) such that
P
−ι1F2φ(G) ≤ ι2|∆|. (5.28)
On the other hand, because ω1, ω2 ≤ 2√P , β˜ < 1, and
θ˜ ≤ hMah(φ(u˜)) .d Fφ(G),
by (5.27) there is some ι3(d) such that
|∆| ≤ ι3Fφ(G)P−
1
2 . (5.29)
Let P = s8 where s is an integer such that s ≥ κ5Fφ(G) where κ5 = κ5(d) ≥ max(ι3, ι2κ1 , 1).
Now we verify all of the three claims from proposition.
(1). By (5.28) there exists an effective constant κ6 = κ6(d) such that
|∆| ≥ι2−1P−ι1F
2
φ(G) ≥ 1
κ1κ5
P
−ι1F2φ(G) ≥ s−1s−8ι1F2φ(G)
≥s−κ6F2φ(G) ,
where we used Fφ(G) ≥ κ1.
On the other hand by as s ≥ ι3Fφ(G). (5.29) implies |∆| ≤ sP−
1
2 = s−3.
(2). We take only the first s terms in the sequence {at}. For all 0 ≤ t ≤ s− 1,
hMah(φ(at)) = h
Mah(φ((unu˜−m1)t)) ≤ t(|n|hMah(φ(u)) + |m1|hMah(φ(u˜)))
.d s(|n|+ |m1|)Fφ(G).
As 1 ≤ n ≤ P , by (5.22) hMah(φ(at)) .d sPFφ(G) = s9Fφ(G). When κ5 is made sufficiently large
(but still effective), hMah(φ(at)) ≤ s10.
(3). Finally, if |∆| ≤ s−3 and t < s then |t∆| < 1. So
|ζ iat − (1 + t∆)| = |et∆ − (1 + t∆)| =
∣∣∣ ∞∑
k=2
(t∆)k
k!
∣∣∣ ≤ ( ∞∑
k=2
1
k!
)|t∆|2 ≤ |t∆|2,
which is bounded by s2|∆|2 = (s2|∆|)|∆| ≤ s−1|∆|. This completes the proof.
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5.3 Escape from a fixed line
In the last section we obtained a collection of eigenvalues of different elements from G in Vi
which approximate the arithmetic progression {1 + t∆}st=1 ⊂ C. The direction of this progression
is given by ∆ ∈ C.
When Vi ∼= C, it will turn out in a later part of this paper that in certain situations it may
appear that some directions in C are “bad” in the sense that while embeded in X = (Rr1 ×Cr2)/Γ,
they don’t have the desired equidistribution property. So we will have to find a way to move our
arithmetic progressions away from these exceptional directions, which is going to be the topic of
the following discussion.
Proposition 5.6. There exist effective constants κ7(d) and κ8(d) such that ∀l ≥ 2, there are
b1, b2, · · · , bl ∈ G satisfying
(1). ∀k = 1, · · · , l, hMah(φ(bk)) ≤ κ7F2φ(G)l;
(2). 1 ≤ |ζ ibk | ≤ l
κ8F2φ(G) , ∀k = 1, · · · , l;
(3). For any non-zero R-linear form f on Vi, the number of the bk’s such that f(ζ
i
bk
) ≤ ‖f‖ is
bounded by 100.
We need a couple of lemmas to prove this result.
Lemma 5.7. Assume V ∼= C and f is a non-zero real form on V . For λ > 0, if complex numbers
v, w satisfy |v|, |w| ≥ c > 0 and |f(v)|, |f(w)| ≤ λ‖f‖ then arg v and argw are πλc -close up to a
multiple of π, i.e. | arg v − argw −mπ| < πλc for some m ∈ Z.
Proof. Without loss of generality, it suffices to prove in the case where ‖f‖ = 1.
Suppose f(v) = f1Rev + f2Imv, then f
2
1 + f
2
2 = 1. Let z = f2 + f1i. Observe
f(v) = Im(zv) = |zv|| sin(arg z + arg v)| = |v|| sin(arg z + arg v)|.
So | sin(arg z + arg v)| ≤ λ|v| ≤ λc . Take mv ∈ Z such that arg z + arg v − mvπ ∈ [−π2 , π2 ) then
| arg z + arg v −mvπ| ≤ π2 | sin(arg z + arg v − mvπ)| = π2 | sin(arg z + arg v)| ≤ πλ2c . For the same
reason | arg z+argw−mwπ| ≤ πλ2c for some integer mw. Take the difference, we get | arg v−argw−
(mv −mw)π| ≤ πc .
Lemma 5.8. Suppose F ⊂ C is a number field of degree d which is already embedded into C and
ζ, ρ ∈ F then there is a number field F˜ ⊂ C of degree no more than 4d2 such that ζ/|ζ|, ρ/|ρ| ∈ F˜ .
Proof. ζ and ρ belong to F ⊂ C, the complex conjugate of F which has degree d as well. The
number field F ′ generated by F and F together is of degree no more than d2. Since |ζ|2 = ζζ ∈ F ′
we see |ζ| is a quadratic element over F ′, and so is |ρ|. Hence the extension F˜ := F ′(|ζ|, |ρ|) of F
is of degree at most 4. So D := |F˜ : Q| ≤ 4d2. It is clear that ζ/|ζ|, ρ/|ρ| ∈ F˜ .
Proof of Proposition 5.6. Case 1 (trivial case). When Vi ∼= R, it suffices to take a single element
u ∈ G, which was constructed in Proposition 5.2. Let bk = u,∀1 ≤ k ≤ l. Then (1) is easily verified
for sufficiently large κ7(d) since h
Mah(φ(bk)) = h
Mah(φ(u)) .d Fφ(G) and Fφ(G) &d 1. We know
1 < |ζ iu| ≤ 29d(
r
2
+1)Fφ(G) , so (2) is satisfied if κ8 = κ8(d) is large enough. Last, since any real linear
form f is actually a scalar multiplication, |f(ζ ibk)| = |f(ζ iu)| = ‖f‖ · |ζ iu| > ‖f‖ for all k, part (3)
follows.
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Case 2 (main purpose). Suppose from now on Vi ∼= C. Take u and u˜ from Proposition 5.2. As in
the proof of Proposition 5.5, set ζ iu = e
θ+2πβi, ζ iu˜ = e
θ˜+2πβ˜i, where θ, θ˜ > 0 and β, β˜ ∈ [0, 1). Let
θ = γθ˜ then γ ≤ 36 as before.
Construct a sequence of group elements
bk = u
k+J u˜−⌈γk⌉, k = 1, · · · , l, (5.30)
where
J := ⌈θ−1ι1F2φ(G) ln l⌉, (5.31)
ι1(d) being a sufficiently large effective constant to be decided later. Moreover we are going to
suppose
l
1
2
ι1F2φ(G) ≥ eθ˜; (5.32)
if ι1 is large enough and l ≥ 2, then this is always valid because θ˜ .d Fφ(G).
Since u and u˜ are multiplicatively independent, the bk’s are distinct. The action of bk on Vi is
characterized by
ζ ibk = e
(kθ+Jθ−⌈γk⌉θ˜)+2π(kβ+Jβ−⌈γk⌉β˜)i. (5.33)
Now we check Proposition 5.6 part by part.
(1). Observe hMah(φ(bk)) ≤ (k+J)hMah(φ(u))+⌈γk⌉hMah(φ(u˜)). Moreover, θ = ln |ζ iu| &d Fφ(G)
effectively, which implies J .d Fφ(G) ln l. Since hMah(φ(u)), hMah(φ(u˜)) .d Fφ(G), k ≤ l and γ ≤ 36,
we conclude
hMah(φ(bk)) .d F2φ(G)l,
with an effective implied constant κ7 = κ7(d) for all 1 ≤ k ≤ l.
(2). Because ⌈γk⌉θ˜ ∈ [γkθ˜, γkθ˜ + θ˜) = [kθ, kθ + θ˜) and
Jθ ∈ [ι1F2φ(G) ln l, ι1F2φ(G) ln l + θ),
by (5.33) ln |ζ ibk | is
kθ + Jθ − ⌈γk⌉θ˜ ∈ [ι1F2φ(G) ln l − θ˜, ι1F2φ(G) ln l + θ). (5.34)
So
log |ζ ibk | .d F2φ(G) ln l
and the second condition is satisfied by some effective κ8.
(3). Suppose there are more than one bk such that f(ζ
i
bk
) ≤ ‖f‖ (otherwise we are done). Apply
Lemma 5.7 to two such elements ζ ibk and ζ
i
bk′
, by (5.34) there is m ∈ Z such that ∣∣2π(kβ + Jβ −
⌈γk⌉β˜)− 2π(k′β + Jβ − ⌈γk′⌉β˜)−mπ∣∣ is at most
π
min(|ζ ibk |, |ζ ibk′ |)
≤ πe−(ι1F2φ(G) ln l−θ˜) = πeθ˜l−ι1F2φ(G) .
If we denote n1 = k − k′ and n2 = −⌈γk⌉+ ⌈γk′⌉, this rewrites
|n1 · 2πβi + n2 · 2πβ˜i−m · πi| ≤ πeθ˜l−ι1F
2
φ(G) . (5.35)
Assume first n1 · 2πβ + n2 · 2πβ˜ −mπ 6= 0.
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It is easy to see
|n1| ≤ l; |n2| ≤ γl + 1 ≤ 40l, (5.36)
(as γ ≤ 36). Hence by assumption (5.32),
|m| ≤π−1(2π|n1|+ 2π|n2|+ πeθ˜l−ι1F
2
φ(G))
≤π−1(2π|n1|+ 2π|n2|+ π) ≤ 100l.
(5.37)
Notice 2πβi, 2πβ˜i and πi are respectively natural logarithms of the numbers ζ iu/|ζ iu|, ζ iu˜/|ζ iu˜|
and −1.
By Lemma 5.8, ζ iu/|ζ iu| and ζ iu˜/|ζ iu˜| are algebraic numbers in a number field K˜ ⊂ C of degree
D ≤ 4d2.
Let h˜Mah be the logarithmic Mahler measure on K˜. Then for λ ∈ K, the absolute logarithmic
height h(d) = h˜
Mah(λ)
D =
hMah(λ)
d . Hence h˜
Mah(ζ iu) = h˜
Mah(ζ iu) =
D
d h
Mah(φ(u)) ≤ 4d2d · 9d( r2 +
1)Fφ(G) .d Fφ(G) and by (2.5) h˜Mah(|ζ iu|) = 12 h˜Mah(ζ iuζ iu) ≤ 12(h˜Mah(ζ iu) + h˜Mah(ζ iu)) .d Fφ(G). So
h˜Mah(ζ iu/|ζ iu|) .d Fφ(G), similarly h˜Mah(ζ iu˜/|ζ iu˜|) .d Fφ(G). All the implied constants are effective
here.
So Lemma 5.4 applies, by (5.35),
− log(πeθ˜l−ι1F2φ(G))
≤ − log |n1 · 2πβi + n2 · 2πβ˜i−m · πi|
.D max(h˜
Mah(
ζ iu
|ζ iu|
), 1)max(h˜Mah(
ζ iu˜
|ζ iu˜|
), 1)
· log max(|n1|, |n2|, |m|, 2)
.d F2φ(G) log(100l),
(5.38)
with an effective implied constant. In the last step we used the fact there there are only finitely
many choices for D ≤ 4d2 for a fixed d and estimates (5.36), (5.37).
By (5.38) and assumption (5.32), l
− 1
2
ι1F2φ(G) ≥ eθ˜l−ι1F2φ(G) ≥ 1π l
−ι2F2φ(G) , where both ι2 = ι2(d)
is an effective constant arising from (5.38). But if we pick l ≥ 2 and ι1 sufficently large with respect
to ι2 then the inequality cannot be true. Contradiction.
Therefore n1 · 2πβ + n2 · 2πβ˜ −mπ has to vanish.
Since n1 · 2πβ + n2 · 2πβ˜ is one argument of (ζ iu)n1(ζ iu˜)n2 , so this restriction actually says
ζ i
bkb
−1
k′
= ζ iun1 u˜n2 is real.
Consider the set Λ = {(p, q) ∈ Z2|(ζ iu)p(ζ iu˜)q ∈ R}, which is a subgroup of Z2. So Λ is isomorphic
to either Z or Z2 if it is not trivial. Assume Λ ∼= Z2 then it is a lattice in Z2 and there exists a number
n such that (n, 0) ∈ Λ, i.e. ζ iun = (ζ ih)n ∈ R, which contradicts Proposition 5.2. Therefore Λ has to
be infinite cyclic. Fix a generator (p, q) ∈ Z2\{(0, 0)} of Λ, then (n1, n2) is a non-trivial multiple
of (p, q). So log |ζ iun1 u˜n2 | is a non-trivial multiple of log |ζ iupu˜q |, which is at least 14d( r2 + 1)Fφ(G) by
Proposition 5.2.
But by (5.34), log |ζ i
bkb
−1
k′
| ≤ log |eθ˜eθ| = log |ζ iu|+log |ζ iu˜| ≤ hMah(φ(u))+hMah(φ(u˜)) < 18d( r2 +
1)Fφ(G). Thus there are at most 72 choices of (n1, n2) = (k − k′,−⌈γk⌉+ −⌈γk′⌉). Hence if we fix
k, there are at most 72 other indices k′ such that f(ζ ibk′ ) ≤ ‖f‖, this establishes the last part of
proposition.
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6 Measure-theoretical results
We will effectively construct some element in the convex hull of {g.τ, g ∈ G} which approxi-
mately dominates some positive multiple of the Lebesgue measure m on X.
6.1 Fourier coefficients on X
Assuming Conditions 2.8, 1.8, in this part we are going to study the behavior of the measure
ν in Proposition 4.16 under the G action. We will show in an effective way that certain averages
of measures in the orbit G.ν will approach a positive multiple of the Lebesgue measure. For this
purpose we will need the L2-bound from Proposition 4.16 as well as the phenomena described in
Section 5.
Recall ψ ∈ Md(R) is a linear conjuagtion between Td = Rd/Zd and X = Rd/Γ as described in
Proposition 2.13.
Definition 6.1. Given a measure γ on X, the Fourier coefficient of γ at frequency ξ ∈ X∗ = ψ∗(Zd)
is
γˆ(ξ) =
∫
x∈X
e(ξ(x))dγ(x)
where e(β) = e−2πβi.
When γ comes from a measure on Td, the following lemma is obvious.
Lemma 6.2. For all measures γ on Td and all q ∈ Zd, ψ̂∗γ(ψ∗q) = ψˆ(q).
Notation 6.3. Given a measure ν on X and an index i ∈ I, for n, s, l ∈ N such that s ≥ κ5Fφ(G),
l ≥ 2 where κ5 is as in Propositions 5.5, we write
νin,s,l =
1
sl
s−1∑
t=0
l∑
k=1
×φ(unatbk).ν, (6.1)
with u, at, bk ∈ G respectively defined in Propositions 5.2, 5.5 and 5.6 and ×φ(unatbk).ν denoting the
pushforward of ν by ×φ(unatbk) on X.
With ν and i constructed in Proposition 4.16, we hope to control the sizes of the Fourier
coefficients of νin,s,l when the parameters n, s, and l are carefully chosen. The first step to do this
is the following estimate:
Proposition 6.4. Assuming Conditions 2.8, 1.8, let ν and i be as in Proposition 4.16 and adopt
other notations from that proposition as well. Suppose
MψA|ζ iu|n|∆|lκ8F
2
φ(G)2−R ≤ 1
4
, (6.2)
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then |ν̂in,s,l(ξ)|2 ≤
∑5
c=1 Lc where
L1 =9 · 2−diδT (6.3a)
L2 =2π
√
dMψA2s
10+κ7F2φ(G)l−R (6.3b)
L3 =2π
√
dMψA|ζ iu|ns−1|∆|lκ8F
2
φ(G)2−R (6.3c)
L4 =
d
2
2
d(d−1)
2
κ3Fφ(G)Md−1ψ Ad−1|ζ iu|−ns−1|∆|−12R+T (6.3d)
L5 =
100
l
(6.3e)
Lemma 6.5. For β ∈ (−14 , 14) and s ∈ N, |
∑s−1
t=0 e(tβ)| ≤ (2|β|)−1.
Proof. It is an easy fact that when b ∈ (−π2 , π2 ), | sin b| ≥ 2π |b|. Therefore |
∑s−1
t=0 e(tβ)| = |1−e(sβ)1−e(β) | ≤
2
|1−exp(2πβi)| ≤ 2| sin 2πβ| ≤ 22
π
·2π|β| = (2|β|)−1.
Proof of Proposition 6.4. Recall ν = Emτ,B(x)νx where mτ,B is a probability measure on X and
each νx is supported on x+B.
For any fixed positive number A, for all ξ ∈ X∗\{0} with |ξ| ≤ A,
|ν̂in,s,l(ξ)|2 =
∣∣∣ ∫
X
e(ξ(y)) · 1
sl
d(
s−1∑
t=0
l∑
k=1
×φ(unatbk).ν)(y)
∣∣∣2
=
∣∣∣ ∫
X
1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ(×φ(unatbk).y)
)
dν(y)
∣∣∣2
=
∣∣∣Emτ,B(x) 1sl
s−1∑
t=0
l∑
k=1
∫
x+B
e
(
ξ(×φ(unatbk).y)
)
dνx(y)
∣∣∣2
By Cauchy-Schwarz,
|ν̂in,s,l(ξ)|2 ≤Emτ,B(x)
1
sl
s−1∑
t=0
l∑
k=1
∣∣∣ ∫
x+B
e
(
ξ(×φ(unatbk).y)
)
dνx(y)
∣∣∣2
=Emτ,B(x)
1
sl
s−1∑
t=0
l∑
k=1
( ∫
x+B
e
(
ξ(×φ(unatbk).y)
)
dνx(y)
)
(∫
x+B
e
(
ξ(×φ(unatbk).y)
)
dνx(y)
)
Using the simple fact that e(β) = e(−β),∀β ∈ R, we obtain
|ν̂in,s,l(ξ)|2 =Emτ,B(x)
1
sl
s−1∑
t=0
l∑
k=1∫∫
y,z∈x+B
e
(
ξ
(×φ(unatbk) .(y − z)))dνx(y)dνx(z).
(6.4)
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Next, we decompose x+B by x+QT1iB:
|ν̂in,s,l(ξ)|2
=Emτ,B(x)
∑
P,Q∈QT1iB∫∫
y∈x+P
z∈x+Q
1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ
(×φ(unatbk) .(y − z)))dνx(y)dνx(z)
=Emτ,B(x)
∑
P,Q∈QT1iB
P¯∩Q¯6=∅
IP,Q,x + Emτ,B(x)
∑
P,Q∈QT1iB
P¯∩Q¯=∅
IP,Q,x,
(6.5)
where
IP,Q,x =
∫∫
y∈x+P
z∈x+Q
1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ
(×φ(unatbk) .(y − z)))dνx(y)dνx(z) ≥ 0. (6.6)
From the construction of the partition QT1iB we know for each atom P in it there are at most
9 = 32 atoms Q such that the closures P¯ and Q¯ intersect (when Vi ∼= R, there are actually at most
3 such atoms). So each atom appear in at most 9 adjacent pairs (P,Q) as P (and as Q as well).
Since ∣∣∣ 1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ
(×φ(unatbk) .(y − z)))∣∣∣ ≤ ∣∣∣ 1sl
s−1∑
t=0
l∑
k=1
1
∣∣∣ = 1,
we have
Emτ,B(x)
∑
P,Q∈QT1iB
P¯∩Q¯6=∅
IP,Q,x
≤Emτ,B(x)
∑
P,Q∈QT1iB
P¯∩Q¯6=∅
νx(x+ P )νx(x+Q)
≤Emτ,B(x)
∑
P,Q∈QT1iB
P¯∩Q¯6=∅
ν2x(x+ P ) (Cauchy-Schwarz)
≤Emτ,B(x)9
∑
P∈QT1iB
ν2x(x+ P )
≤9 · 2−diδT = L1,
(6.7)
where the last step follows from the L2-bound in Propoperty 4.16.
From now on we suppose two points y, z ∈ X and two atoms P,Q ∈ QT1iB are such that
P¯ ∩ Q¯ = ∅, y ∈ x+ P, z ∈ x+Q. (6.8)
In this case the orthogonal projection of the distance vector y − z in subspace Vi, denoted by
(y − z)i, has size at least 2−R−TSΓ, which is the length of the sides of atoms from QT1iB in Vi-
direction. On the other hand |y − z| ≤ √d2−RSΓ because y, z belongs to the same d-dimensional
cube x+B whose sides have length 2−RSΓ.
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Thus the difference (y − z)′ def= (y − z) − (y − z)i, which is the orthogonal projection into
⊕j 6=iVj , has size at most
√
d2−RSΓ. Recall |ζ iu| ≥ 2d(
r
2
+1)Fφ(G) and |ζju| ≤ 1,∀j 6= i; log |ζjat | ≤
log hMah(φ(at)) ≤ s10 and similarly |ζjbk | ≤ κ7F2φ(G)l. Thus
| ×φ(unatbk) .(y − z)′| ≤ 2
s10+κ7F2φ(G)l ·
√
d2−R.
e : R 7→ S1 ⊂ C is Lipschitz continuous with 2π as Lipschitz constant. As ‖ξ‖ ≤ |ξ| · ‖ψ−1‖ ≤
AMψS−1Γ , e(ξ(·)) has Lipschitz constant 2πAMψS−1Γ and∣∣∣e(ξ(×φ(unatbk) .(y − z)))− e(ξ(×φ(unatbk) .(y − z)i))∣∣∣
≤2πAMψS−1Γ · | ×φ(unatbk) .(y − z)′|
≤2π
√
dMψA2s
10+κ7F2φ(G)l−R = L2.
Hence ∣∣∣ 1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ
(×φ(unatbk) .(y − z)))∣∣∣
≤
∣∣∣ 1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ
(×φ(unatbk) .(y − z)i))∣∣∣+ L2.
(6.9)
We now study
∣∣∣ 1sl∑s−1t=0∑lk=1 e(ξ(×φ(unatbk) .(y− z)i))∣∣∣. First of all observe since (y − z)i lies
in Vi, which is regarded as R or C, ×φ(unatbk).(y − z)i = ζnu ζ iatζ ibk(y − z)i.
By Proposition 5.5 |ζ iat − (1+ t∆)| ≤ s−1|∆| with s−κ6F2φ(G) ≤ |∆| ≤ s−3. And the other factor
|ζ ibk | ≤ l
κ8F2φ(G) . Once again because of Lipschitz continuity,∣∣∣e(ξ(×φ(unatbk) .(y − z)i))− e(ξ((ζ iu)n(1 + t∆)ζ ibk(y − z)i))∣∣∣
≤2πAMψS−1Γ · |ζ iu|n|ζ iat − (1 + t∆)||ζ ibk | · |(y − z)i|
≤2π
√
dMψA|ζ iu|ns−1|∆|lκ8F
2
φ(G)2−R = L3.
So
(6.9) ≤
∣∣∣ 1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ
(
(ζ iu)
n(1 + t∆)ζ ibk(y − z)i
))∣∣∣+ L2 + L3. (6.10)
Define a R-linear form f(v) := ξ
(
(ζ iu)
n∆v(y − z)i
)
on either R or C depending on whether
Vi ∼= R or C. Then ‖f‖ =
∥∥ξ∣∣
Vi
∥∥ · |ζ iu|n|∆| · |(y − z)i|. However, by Lemma 3.5, ∥∥ξ∣∣Vi∥∥ ≥
d−12−
d(d−1)
2
κ3Fφ(G)M−(d−1)ψ A−(d−1)S−1Γ . Thus by Proposition 5.6, there is a subset J ⊂ {1, · · · , l}
of cardinality at most 100 such that ∀k ∈ {1, · · · , l}\J ,
|ξ((ζ iu)n∆ζ ibk(y − z)i)|
=|f(ζ ibk)| ≥ ‖f‖
≥‖ξ|Vi‖ · |ζ iu|n|∆| · |(y − z)i|SΓ
≥d−12− d(d−1)2 κ3Fφ(G)M−(d−1)ψ A−(d−1)|ζ iu|n|∆|2−R−T
=
1
2s
L−14 .
(6.11)
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Here we used the fact |(y − z)i| ≥ 2−R−TSΓ.
On the other hand, it follows from assumption (6.2) that
|ξ((ζ iu)n∆ζ ibk(y − z)i))| ≤AMψS−1Γ |(ζ iu)n∆ζ ibk(y − z)i|
=MψA|ζ iu|n|∆|lκ8F
2
φ(G)2−R ≤ 1
4
.
(6.12)
Moreover notice that∣∣∣ 1
sl
s−1∑
t=0
l∑
k=1
e
(
ξ
(
(ζ iu)
n(1 + t∆)ζ ibk(y − z)i
))∣∣∣
≤1
l
l∑
k=1
∣∣∣1
s
s−1∑
t=0
e
(
ξ
(
(ζ iu)
n(1 + t∆)ζ ibk(y − z)i
))∣∣∣
=
1
l
l∑
k=1
∣∣∣e(ξ((ζ iu)nζ ibk(y − z)i)) · 1s
s−1∑
t=0
e
(
ξ
(
(ζ iu)
nt∆ζ ibk(y − z)i
))∣∣∣
=
1
l
l∑
k=1
∣∣∣1
s
s−1∑
t=0
e
(
tξ
(
(ζ iu)
n∆ζ ibk(y − z)i
))∣∣∣,
(6.13)
by separating the exception set J from generic indices we get
(6.13) ≤1
l
(
100 +
∑
k∈{1,··· ,l}\J
∣∣∣1
s
s−1∑
t=0
e
(
tξ
(
(ζ iu)
n∆ζ ibk(y − z)i
))∣∣∣)
≤1
l
(
100 +
∑
k∈{1,··· ,l}\J
1
s
(
2
∣∣∣ξ((ζ iu)n∆ζ ibk(y − z)i))∣∣∣)−1),
(6.14)
where Lemma 6.5 was applied in the last step in light of condition (6.12).
Making use of (6.11), we obtain from (6.14) that
(6.13) ≤ 1
l
(
100 + l · 1
s
(2 · 1
2s
L−14 )
−1) = 100
l
+ L4 = L4 + L5 (6.15)
Plug (6.15) into (6.10), we get
(6.9) ≤ L2 + L3 + L4 + L5. (6.16)
under the assumptions (6.2) and (6.8).
Plug (6.16) into (6.6), it follows from the fact |νx| ≤ 1 almost everywhere (see Proposition 4.16)
that IP,Q,x ≤ L2 + L3 + L4 + L5 for a.e. x if P¯ ∩ Q¯ = 0 thus
Emτ,B(x)
∑
P,Q∈QT1iB
P¯∩Q¯=∅
IP,Q,x ≤ L2 + L3 + L4 + L5. (6.17)
The proposition is verified by combining (6.5), (6.7) and (6.17).
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6.2 Manipulation of parameters
We want to show that if the parameters δ, T and n, s, l are properly chosen then
|ν̂in,s,l(ξ)|2 .d A−1 (6.18)
for any non-trivial frequency ξ with |ξ| ≤ A as long as A is a large number but still sufficiently
small compared to R.
Actually by Proposition 6.4 this would follow from the following collection of inequalities:
MψA|ζ iu|n|∆|lκ8F
2
φ(G)2−R ≤ 1
4
(6.2)
2−diδT . A−1 (6.19a)
MψA2s
10+κ7F2φ(G)l−R . A−1 (6.19b)
MψA|ζ iu|ns−1|∆|lκ8F
2
φ(G)2−R . A−1 (6.19c)
2
d(d−1)
2
κ3Fφ(G)Md−1ψ Ad−1|ζ iu|−ns−1|∆|−12R+T . A−1 (6.19d)
l−1 . A−1 (6.19e)
First of all, set
l = A = ⌈2diδT ⌉ (6.20)
so that (6.19a) and (6.19e) are satisfied. Multiplying (6.2) by (6.19d) gives
2
d(d−1)
2
κ3Fφ(G)MdψAds−1lκ8F
2
φ(G)2T . A−1.
So s should be such that
s &2
d(d−1)
2
κ3Fφ(G)MdψAd+1lκ8F
2
φ(G)2T
≈2d(d−1)2 κ3Fφ(G)Mdψ2
(
1+(d+1+κ8F2φ(G))diδ
)
T
.
We take the critical setting
s = ⌈2d(d−1)2 κ3Fφ(G)Mdψ2(1+(d+1+κ8F
2
φ(G)
)diδ)T ⌉. (6.21)
Now the parameter ∆ is determined by s together with the index i. Take n so that both sides of
(6.2) are almost equal up to a multiplicative error:
MψA|ζ iu|n|∆|lκ8F
2
φ(G)2−R ∈ ( 1
4|ζ iu|
,
1
4
]. (6.22)
This together with the way s was determined implies that (6.19d) holds. Notice s & A, therefore
(6.19c) actually follows from (6.2) by multiplying both sides respectively by s−1 and A−1. It only
remains to check (6.19b), which would follow if
2R &MψA22s
10+κ7F2φ(G)l ∼Mψ2s
10+κ7F2φ(G)l+2diδT . (6.23)
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It suffices to assume
R ≥ logMψ + s10 + κ7F2φ(G)l + 2diδT
∼ logMψ + 25d(d−1)κ3Fφ(G)M10dψ 2(10+10(d+1+κ8F
2
φ(G)
)diδ)T
+ κ7F2φ(G)2diδT + 2diδT
(6.24)
Remark (6.24) would also assure that MψA|∆|lκ8F
2
φ(G)2−R ≪ 1 (recall |∆| ≤ s−3 < 1), so that
the definition of the positive integer n in (6.22) makes sense.
For a sufficiently large constant κ9 = κ9(d), if T ≥ 2 and
R ≥ ·2κ9F2φ(G)(T−1)M10dψ (6.25)
then (6.24) holds and therefore so do all the inequalities (6.2) and (6.19a-e), as a consequence (6.18)
holds whenever |ξ| ≤ A, ξ 6= 0.
So far we have almost proved the following result:
Proposition 6.6. We can find effective constants κ10(d), κ11(d), κ12(d) such that:
Assuming Conditions 2.8 and 1.8; if
log
1
ǫ
> max(M30dψ , 4), (6.26)
and
δ ∈ [κ10F2φ(G)(log log
1
ǫ
)−1,
α
10
], (6.27)
then there exist:
(1) A number A ≥ (log 1ǫ )
κ10−1F−2φ(G)δ;
(2) A measure τ ′ with total mass |τ ′| ≥ α − 5δ which is dominated by some τ ′′ in the convex
hull of BMahG (κ11 log
1
ǫ ).τ := {×φ(g).τ |m(g) ≤ κ11 log 1ǫ }, where τ = ψ∗µ and m is the logarithmic
Mahler measure;
such that |τ̂ ′(ξ)|2 ≤ κ12A−1 for any non-trivial character ξ ∈ X∗ with |ξ| ≤ A, where |ξ| is defined
in Definition 3.4.
Proof. As in Proposition 4.16, put
√
d2−R0 = η =M−1ψ ǫ. Set
T = ⌈κ9−1F−2φ(G) log(M−10dψ δ log
1
ǫ
)⌉. (6.28)
We claim Proposition 4.16 applies, to see this it suffices to verify the conditions δ ≥ κ4M
d
ψ
R0
and
T ∈ [1δ , δR02 ].
Set κ10 = 3κ9. When log
1
ǫ ≥ 4, log log 1ǫ . (log 1ǫ )
1
3 ; furthermore we assumed M10dψ ≤ (log 1ǫ )
1
3
as well. Thus as Fφ(G) &d 1, when κ9 = κ9(d) is large enough we have κ10F2φ(G) ≥ 1 and
T ≥κ9−1F−2φ(G) log(κ10F2φ(G)M−10dψ
log 1ǫ
log log 1ǫ
)
≥κ9−1F−2φ(G) log
3
√
log
1
ǫ
≥κ9−1F−2φ(G) ·
1
3
(κ10
−1F−2φ(G)δ)−1
=δ−1.
(6.29)
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On the other hand as (6.27) implicitly gives
κ9
−1F−2φ(G) log log
1
ǫ
= 3
(
κ10F2φ(G)(log log
1
ǫ
)−1
)−1 ≥ 3δ−1 ≥ 3,
when κ9 is sufficiently large
T ≤κ9−1F−2φ(G) log(M−10dδ log
1
ǫ
) + 1
≤κ9−1F−2φ(G) log log
1
ǫ
+ 1
≤κ9−1F−2φ(G) · 2 log log
1
ǫ
≤ log
1
ǫ
2 log log 1ǫ
≤ δ log
1
ǫ
2
≤ δR0
2
.
(6.30)
By similar arguments, it is quite easy to deduce δ ≥ κ4M
d
ψ
R0
using R0 ≥ log 1ǫ > M30dψ and
Fφ(G) &d 1.
Thus we can obtain R, ν and i from Proposition 4.16. Notice R ≥ δR0 ≥ δ log 1ǫ , therefore
(6.25) follows from (6.28). And we may define the numbers n, s, l, A as in (6.20), (6.21) and (6.22).
Then (6.18) was already proved for all non trivial characters ξ ∈ X∗ with |ξ| ≤ A. Denote the
implied constant by κ12, which is effective.
Let τ ′ be the measure νin,s,l defined in Notation 6.3. Since τ
′ is the average of a certain collection
of pushforwards of ν, |τ ′| = |ν| ≥ α−5δ. Because ν ≤ τ , τ ′ is dominated by the probability measure
τ ′′ := 1sl
∑s−1
t=0
∑l
k=1(u
natbk).τ , which lies in the convex hull of
{g.τ, hMah(φ(g)) ≤ nhMah(φ(u)) + max
t
hMah(φ(at)) + max
k
hMah(φ(bk))
)}
inside the space of probability measures on X.
Observe hMah(φ(u)) = log |ζ iu| as Vi is the only expanding subspace under ×u. By Propositions
in §5, nhMah(φ(u)) +maxt hMah(φ(at)) +maxk hMah(φ(bk)) ≤ n log |ζ iu|+ s10 + κ7F2φ(G)l, which we
will show can be bounded by a multiple of log 1ǫ .
It follows from (6.22) that |ζ iu|n ≤ M−1ψ |∆|−12R ≤ M−1ψ sκ62R and by (6.24) s10F2φ(G)l ≤ R −
logMψ. So n log |ζ iu|+s10+κ7F2φ(G)l ≤ (κ6 log s+R−logMψ)+(R−logMψ) .d s10+R−logMψ .
R0 − logMψ = log
√
d
ǫ . Thus by Lemma 2.10 there exists an effective constant κ11(d) such that τ
′′
is in the the convex hull of BMahG (κ11 log
1
ǫ ).τ .
It only remains to obtain the lower bound for A. As we already remarked in (6.29), T ≥
κ9
−1F−2φ(G) log 3
√
log 1ǫ . Hence A ≥ 2diδT ≥ 2
δκ9−1F−2φ(G) log 3
√
log 1
ǫ = (log 1ǫ )
1
3
κ9−1F−2φ(G)δ = (log 1ǫ )
κ10−1F−2φ(G)δ.
Now we may pull everything from X back to Td. The following corollary is immediate.
Corollary 6.7. For the same constants κ10, κ11 and κ12 as in Proposition 6.6, if Conditions 2.8
and 1.8 hold and
log
1
ǫ
> max(M30dψ , 4);
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δ ∈ [5κ10F2φ(G)(log log
1
ǫ
)−1,
α
2
],
then there exist:
(1) A number A ≥ (log 1ǫ )
1
5
κ10−1F−2φ(G)δ;
(2) A measure µ′ with total mass |µ′| ≥ α− δ which is dominated by some µ′′ in the convex hull
of BMahG (κ11 log
1
ǫ ).µ;
such that |µ̂′(q)|2 ≤ κ12A−1 for all non-trivial characters q ∈ Zd with |q| ≤ A.
Proof. Apply Proposition 6.6 to δ5 instead of δ and pull back from X back to T
d by ψ.
6.3 The effective measure-theoretical theorem
In Corollary 6.7 we constructed a measure µ′ whose Fourier coefficients are small except the
trivial one. Since for the Lebesgue measure m on Td, all the Fourier coefficients at non-trivial
frequencies vanish. It is natural that we can effectively describe how close µ′ is to a multiple of m.
Definition 6.8. For a function f ∈ C∞(Td) and w > 0, ‖f‖H˙w denotes the Sobolev norm(∑
q∈Zd
∣∣|q|wfˆ(q)∣∣2) 12 .
Lemma 6.9. If a measure γ on Td satisfies |γ| ≤ 1 and |γˆ(q)| ≤ CA− 12 , ∀q ∈ Zd\{0}, |q| ≤ A for
some fixed positive number C, then there is an explicit constant κ13 = κ13(d) such that ∀f ∈ C∞(Td),∣∣γ(f)− |γ|m(f)∣∣ ≤ κ13 · (C + 1)A− 12 ‖f‖
H˙
d+1
2
.
Proof. Denote BZd(L) = {q ∈ Zd, |q| ≤ L}. If f is sufficiently differentiable then the spherical
Fourier sums
SL(f)(x) :=
∑
q∈B
Zd
(L)
fˆ(q)e(q · x), x ∈ Td
coverge uniformly to f as L→∞ (see Il’in [11]).
Hence γ(f) = limL→∞ γ(SL(f)) = limL→∞
∑
q∈B
Zd
(L) γˆ(q)fˆ(q) and∣∣γ(f)− |γ|m(f)∣∣
=|γ(f)− γˆ(0)fˆ (0)|
=| lim
L→∞
∑
q∈B
Zd
(L)\{0}
γˆ(q)fˆ (q)|
≤limL→∞
∥∥|q|− d+12 γˆ(q)∥∥
l2(B
Zd
(L)\{0})
∥∥|q| d+12 fˆ(q)∥∥
l2(B
Zd
(L)\{0})
(Cauchy-Schwarz)
≤∥∥|q|− d+12 γˆ(q)∥∥
l2(Zd\{0})
∥∥|q| d+12 fˆ(q)∥∥
l2(Zd)
≤(∥∥|q|− d+12 γˆ(q)∥∥
l2(B
Zd
(A)\{0}) +
∥∥|q|− d+12 γˆ(q)∥∥
l2(Zd\B
Zd
(A))
)‖f‖
H˙
d+1
2
.
(6.31)
However it follows from the assumption that
∥∥|q|− d+12 γˆ(q)∥∥
l2(B
Zd
(A)\{0}) ≤ CA−
1
2
∥∥|q|− d+12 ∥∥
l2(B
Zd
(A)\{0}) ≤
C
∥∥|q|− d+12 ∥∥
l2(Zd\{0}) · A−
1
2 . Remark the norm
∥∥|q|− d+12 ∥∥
l2(Zd\{0}) is a finite constant relying only
on d.
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On the other hand, as γˆ(q) ≤ |γ| ≤ 1 for any q, ∥∥|q|− d+12 γˆ(q)∥∥
l2(Zd\B
Zd
(A))
is bounded
by
∥∥|q|− d+12 ∥∥
l2(Zd\B
Zd
(A))
∼d ‖y−
d+1
2 ‖L2(Rd\BRn (A)), which has order (
∫
y∈Rd,|y|>A y
−d−1dy)
1
2 ∼d
(A−1)
1
2 = A−
1
2 where BRn(A) denotes the Euclidean ball of radius A in R
n.
By plugging these bounds into (6.31), it is clear that
∣∣γ(f)−|γ|m(f)∣∣ .d (CA− 12+A− 12 )‖f‖
H˙
d+1
2
=
(C + 1)A−
1
2‖f‖
H˙
d+1
2
.
Applying lemma to the measure µ′ from Corollary 6.7, we obtain the following:
Proposition 6.10. There exist effective constants c3(d), c6(d) and c9(d), such that:
If G and µ satisfy Condition 2.8 and 1.8 respectively, log 1ǫ ≥ max(M30dψ , 4) and δ ∈ [c9F2φ(G)(log log 1ǫ )−1, α2 ],
then there exists a measure µ′ with total mass |µ′| ≥ α − δ which is dominated by some µ′′ in the
convex hull of BMahG (c3 log
1
ǫ ).µ such that∣∣µ′(f)− |µ′|m(f)∣∣ ≤ c6(log 1
ǫ
)
− 1
2
c9−1F−2φ(G)δ‖f‖
H˙
d+1
2
,∀f ∈ C∞(Td).
Proof. Let c9 = 5κ10, c3 = κ11, c6 = κ13(d)(
√
κ12 + 1) and apply Lemma 6.9 to µ
′ from Corollary
6.7. Note all constants are effective and depend only on the dimension d.
Proposition 6.10 trivially implies the measure-theoretical form (Theorem 1.9) of our main result.
Proof of Theorem 1.9. By Theorem 2.12, Condition 2.8 is implied by Condition 1.5, so Theorem
6.10 applies.
Let c1 = 2
−max(M30d
ψ
,4), c5 = c9F2φ(G), and c3, c6 be the same as in Theorem 6.10. All these
constants depend effectively on d, Mψ and Fφ(G), therefore evenually only on the group G.
7 Topological results
We now prove the main result of this paper, as well as two corollaries which give a clearer
picture of the G-action on the torus.
7.1 Density of the orbit of a dispersed set
In parallel to the measure-theoretical Proposition 6.10, we prove first a topological result which
assumes Condition 2.8 and specifies how the constants depend on number-theoretical features of
group G.
A subset E of a metric space is said to be ǫ-separated if any pair of points in E are at least of
distance ǫ from each other.
Proposition 7.1. There are effective constants c3(d), c10(d) and c11(d) such that:
Suppose G < SLd(Z) satisfies Condition 2.8, if log
1
ǫ ≥ max(M30dψ , 4) and some ǫ-separated set
E has size |E| ≥ ǫ−αd where α ∈ [c10F2φ(G)
log log log 1
ǫ
log log 1
ǫ
, 1), then BMahG (c3 log
1
ǫ ).E is (log
1
ǫ )
−c11F−2φ(G)α-
dense.
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Proof. Let µ = 1|E|
∑
x∈E δx be the uniform probability measure on E. For any partition P of
the torus such that diamP ≤ ǫ, each atom contains at most one point from E. Thus Hµ(P) =∑
P∈P −µ(P ) log µ(P ) =
∑
x∈E − 1|E| log 1|E| = log |E| ≥ αd log 1ǫ satisfies Condition 1.8.
Fix a positive bump function θ ∈ C∞(Rd) supported on the ball B(0, 1) centered at the origin
with radius 1 such that
∫
y∈Rd θ(y)dy = 1. For any x ∈ Td and any positive number ρ < 12 , on the
ball B(x, ρ) ⊂ Td centered at x with radius ρ we define f(x+ v) = ρ−dθ(vρ ), v ∈ Rd, |v| ≤ r; on the
rest of Td let f be equal to 0. Then f is a positive function in C∞(Td) and m(f) = 1.
Remark
‖f‖
H˙
d+1
2
.d
( ∑
q∈Zd
d∑
j=1
|qj |d+1|fˆ(q)|2
) 1
2
≤
( d∑
j=1
∑
q∈Zd
(
q
⌈ d+1
2
⌉
j fˆ(q)
)2) 12
=
( d∑
j=1
‖(− ∂
∂xj
)⌈
d+1
2
⌉f‖2L2(Td)
) 1
2 .
Moreover, an easy fact is that the last expression is proportional to ρ−
d
2
−⌈ d+1
2
⌉ once θ is fixed. Thus
there is an effective dimensional constant ι1(d) such that ‖f‖
H˙
d+1
2
≤ ι1ρ− d2−⌈ d+12 ⌉.
If α ≥ c10F2φ(G)
log log log 1
ǫ
log log 1
ǫ
with c10 = max(8c9, 3c6ι1κ1
−2), which depends effectively on d, then
as log log log 1ǫ ≥ log log 4 = 1, we can apply Proposition 6.10 to µ with δ = α2 and get a measure
µ′ such that
µ′(f) ≥(α− δ)m(f)− c6(log 1
ǫ
)
− 1
2
c9−1F−2φ(G)δ · ι1ρ−
d
2
−⌈ d+1
2
⌉
=
α
2
− c6ι1(log 1
ǫ
)
− 1
4
c9−1F−2φ(G)α · ρ− d2−⌈ d+12 ⌉.
(7.1)
Take
ρ0 = (log
1
ǫ
)
− 1
8
(d
2
+⌈ d+1
2
⌉)−1c9−1F−2φ(G)α. (7.2)
Then (7.1) rewrites
µ′(f) ≥α
2
− c6ι1(log 1
ǫ
)
− 1
8
c9−1F−2φ(G)α
≥1
2
c10F2φ(G)
log log log 1ǫ
log log 1ǫ
− c6ι1(log 1
ǫ
)
− c10
8c9
· log log log
1
ǫ
log log 1ǫ
≥1
2
c10κ1
2 1
log log 1ǫ
− c6ι1(log 1
ǫ
)
− log log log
1
ǫ
log log 1ǫ
≥(1
2
c10κ1
2 − c6ι1) · 1
log log 1ǫ
.
(7.3)
So as c10 > 2c6ι1κ1
−2, µ′(f) is strictly positive. In particular, suppµ′ ∩ suppf 6= ∅. Since
suppµ = E and there is µ′′ in the convex hull of BMahF (c3 log
1
ǫ ).µ such that µ
′ ≤ µ′′, suppµ′ ⊂
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suppµ′′ ⊂ BMahF (c3 log 1ǫ ).E. Moreover f is supported on B(x, ρ0) for an arbitrary point x ∈ Td,
therefore we proved BMahF (c3 log
1
ǫ ).E is ρ0-dense. It suffices to let c3 be the same as in Proposition
6.10 and set c11 =
1
8(
d
2 + ⌈d+12 ⌉)−1c9−1 to conclude.
Proof of Theorem 1.7. By Theorem 2.12, Proposition 7.1 applies.
Let c1 = 2
−max(M30d
ψ
,4), c3 be the same as in Theorem 6.10, c2 = c10F2φ(G) and c4 = c11F−2φ(G);
all of which are effective and depend on d, Mψ and Fφ(G), thus eventually only on G itself.
7.2 Density of the orbit of a large set
In Theorems 7.1 and 1.7, we assumed the set E is sufficiently dispersed with respect to its size.
As a corollary to these theorems, the results in this subsection drop this hypothesis. We are going
to show that the full G-orbit of any sufficiently large subset E in Td is going to have some density.
If we care about a metric ball BMahG (L).E with respect to the logarithmic Mahler measure (or
the word metric) on G in the orbit instead to the full orbit, then it is still necessary to assume E
is ǫ0-separated for certain ǫ0. Nevertheless, ǫ0 is not going to rely on |E|. Moreover, ǫ0 only affects
how large the metric ball has to be but has no impact on the effective density we obtain.
Proposition 7.2. Suppose G satisifes Condition 2.8 and the image ψ(E) of a finite set E ⊂ Td
under ψ is ǫ0SΓ-separated in X = ψ(Td). If
log log |E| ≥ max (c12M30dψ ,max(Fφ(G), 2)c13F2φ(G)), (7.4)
then the set BMahG (log
1
ǫ0
+ c14 log |E|).E is (log log |E|)−c15F
2
φ(G) -dense, where c12, · · · , c15 are effec-
tive constants that depend only on d.
Remark 7.3. Here we adopt the assumption that ψ(E) is ǫ0SΓ dense in X because this would be
the more convenient formulation for later applications. However it is completely fine to replace
the assumption by a more natural one, namely E is ǫ0-separated in T
d. Actually if this holds then
ψ(E) is ‖ψ−1‖−1ǫ0-separated in X. However ‖ψ−1‖−1ǫ0 ≥ M−1ψ ǫ0SΓ. So the proposition applies
with M−1ψ ǫ0 in place of ǫ0 and concludes that the set BMahG (log 1ǫ0 + logMψ + c14 log |E|).E is
(log log |E|)−c15F2φ(G)-dense. However since log |E| ≫ log log |E| &d M30dψ ≫ logMψ, by making
c14 slightly larger the term logMψ can be absorbed into c14 log |E| and the original claim still holds.
Proof of Proposition. As the torus Td can be covered by at most |E|−1 balls of radius
√
d
⌊ d
√
|E|−1⌋ .d
|E|− 1d , there are two elements z, z′ ∈ E such that |z − z′| .d |E|− 1d , where |z − z′| denotes the
distance in Td
We select lifts z˜, z˜′ ∈ Rd of z, z′ ∈ Td such that |z˜ − z˜′| = |z − z′|. Denote y˜ = ψ(z˜ − z˜′) ∈ Rd,
then by the fact ‖ψ‖ ≤ MψSΓ, |y˜| ≤ ι1Mψ|E|− 1dSΓ, where ι1 depends effectively on d. On the
other hand y˜ is a lift of ψ(z)− ψ(z′), thus |y˜| ≥ ǫ0SΓ by assumption.
y˜ can be decomposed as
∑r1+r2
j=1 y˜j where y˜j is the orthogonal projection onto Vj . Without loss
of generality, assume |y˜i| ≥ |y˜j |,∀j 6= i; then
|y˜i| ≥ (r1 + r2)− 12 ǫ0SΓ (7.5)
but
|y˜j | ≤ |y˜i| ≤ ι1Mψ|E|−
1
dSΓ,∀j 6= i. (7.6)
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Let s be the largest positive integer such that
2s
10
ι1|E|−
1
3d ≤ 1
4
(r1 + r2)
− 1
2 , (7.7)
then by the fact Fφ(G) &d 1, for some effective constant ι2(d) under the assumption
log |E| ≥ ι2F10φ(G) (7.8)
it is guaranteed that
s ∼d (log |E|)
1
10 (7.9)
and
s ≥ max (κ5Fφ(G), 4),
where κ5 was given by Proposition 5.5.
Therefore we may apply Propositon 5.5 to construct a sequence of elements a0, · · · , as−1 ∈ G.
We are interested in the set {×φ(at).y˜}t=0,··· ,s−1. Notice the j-th coordinate of the t-th element is
ζjat y˜j.
By Propositon 5.5, |ζ iat−(1+t∆)| ≤ s−1|∆| ≤ 14 |∆|. Thus for any two distinct t, t′, |ζ iat y˜i−ζ iat′ y˜i|
is bounded from below by (|∆|−2 · 14 |∆|)yi ≥ |∆|2 |yi|, and from above by
(
(s−1)|∆|+2 · 14 |∆|
)|y˜i| ≤
s|∆| · |y˜i|, where s−κ6F
2
φ(G) ≤ |∆| ≤ s−3.
Assume in addition
|E| ≥ M3dψ , (7.10)
then Mψ|E|− 1d ≤M−1ψ |E|−
1
3d .
So as long as (7.8) holds with sufficiently large ι2, as Fφ(G) &d 1 and r1 + r2 ≤ d− 1,
s|∆| · |y˜i| ≤s · s−3 · ι1Mψ|E|−
1
dSΓ
≤ι1M−1ψ |E|−
1
3dSΓ
≤1
2
(r1 + r2)
− 1
2M−1ψ SΓ.
Let u ∈ G be given by Proposition 5.2, then |ζ iu| ≥ 2d(
r
2
+1)Fφ(G) and |ζju| < 1 for all j 6= i. By
the observation above, we may take an integer n ≥ 0 such that
|ζ iu|−1 ·
1
2
(r1 + r2)
− 1
2M−1ψ SΓ ≤ |ζ iu|ns|∆| · |y˜i| ≤
1
2
(r1 + r2)
− 1
2M−1ψ SΓ, (7.11)
which this also implies
|ζ iu|n · s|∆| · |y˜i| ≥ |ζ iu|−1 ·
1
2
(r1 + r2)
− 1
2M−1ψ SΓ. (7.12)
For any pair t 6= t′,
|ζ iunat y˜i − ζ iunat′ y˜i| =|ζ
i
u|n|ζ iat y˜i − ζ iat′ y˜i| ≤ |ζ
i
u|n · s|∆| · |y˜i|
≤1
2
(r1 + r2)
− 1
2M−1ψ SΓ.
(7.13)
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On the other hand, by Propositon 5.5, hMah(φ(at)) ≤ s10, hence |ζjat | ≤ 2s10 ,∀j. Therefore if j 6= i,
using |ζju| < 1 and (7.6), (7.7), (7.10),
|ζjunat y˜j − ζjunat′ y˜j|
≤|ζju|n(|ζjat |+ |ζjat′ |)|y˜j | ≤ 1 · (2
s10 + 2s
10
)ι1Mψ|E|−
1
dSΓ
≤2 · 2s10ι1M−1ψ |E|−
1
3dSΓ ≤ 2 · 1
4
(r1 + r2)
− 1
2M−1ψ SΓ
=
1
2
(r1 + r2)
− 1
2M−1ψ SΓ.
(7.14)
By (7.13) and(7.14), the orthogonal projection of ×φ(unat).y˜−×φ(unat′ ).y˜ is bounded by 12(r1+
r2)
− 1
2 in each Vj , 1 ≤ j ≤ r1 + r2, hence
| ×φ(unat) .y˜ −×φ(unat′).y˜| ≤
1
2
M−1ψ SΓ.
Since ×φ(unat).y˜ = ψ
(
unat.(z˜ − z˜′)
)
,∀t and ‖ψ−1‖ ≤ MψS−1Γ ,
|unat.(z˜ − z˜′)− unat′ .(z˜ − z˜′)| ≤ ‖ψ−1‖ · | ×φ(unat) .y˜ −×φ(unat′ ).y˜| ≤
1
2
.
Because unat.(z˜ − z˜′) ∈ Rd is the lift of unat.(z − z′) ∈ Td for all t, this bound implies the
distance |unat.(z − z′) − unat′ .(z − z′)| between unat.(z − z′) and unat′ .(z − z′) on Td is exactly
|unat.(z˜ − z˜′)− unat′ .(z˜ − z˜′)|. Therefore
|unat.(z − z′)− unat′ .(z − z′)|
=|unat.(z˜ − z˜′)− unat′ .(z˜ − z˜′)|
≥‖ψ‖−1| ×φ(unat) .y˜ −×φ(unat′).y˜|
≥M−1ψ S−1Γ | ×φ(unat) .y˜i −×φ(unat′ ).y˜i|
≥M−1ψ S−1Γ |ζ iu|n| ×φ(at) .y˜i −×φ(at′ ).y˜i|
≥M−1ψ S−1Γ |ζ iu|n ·
|∆|
2
|y˜i|.
(7.15)
By (7.12),
(7.15) ≥M−1ψ S−1Γ ·
1
2
s−1 · |ζ iu|−1 ·
1
2
(r1 + r2)
− 1
2M−1ψ SΓ
≥1
4
(r1 + r2)
− 1
22−h
Mah(φ(u))M−2ψ s−1
≥1
4
(d− 1)− 122−9d( r2+1)Fφ(G)M−2ψ s−1
By (7.9), s ≥ ι3(log |E|) 110 for an effective ι3 = ι3(d), so under a new assumption
log |E| ≥ max(2c14Fφ(G) ,M30ψ ) (7.16)
where a sufficiently large effective constant c14 = c14(d) is used, we have M2ψ < ι3−
2
3 s
2
3 and
4(d− 1) 12 29d( r2+1)Fφ(G) < 12 ι3
2
3 s
1
3 . Thus
(7.15) ≥ ι3
2
3 s−
2
3 · 2ι3−
2
3 s−
1
3 · s−1 ≥ 2s−2, (7.17)
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which can be interpreted as the set E1 := {unat.(z − z′)|0 ≤ t ≤ s− 1} is 2s−2-separated in Td.
Let E2 = {unat.x|0 ≤ t ≤ s− 1, x ∈ E} ⊂ Td and observe
E1 ⊂ E2 − E2 := {w − w′|w,w′ ∈ E2}.
Take a maximal s−2-separated subset E3 of E2, we claim |E3| ≥
√
s. Actually, E2 is covered by the
union of |E3| balls ∪v∈E3Bv, where Bv is centered at v with radius s−2. Then the set E1 ⊂ E2−E2
is covered by ∪v,v′∈E(Bv − Bv′). But for each pair v, v′, the set Bv − B′v is a ball of radius 2s−2
centerd at v− v′, hence contains at most one point from E1. So the number of pairs, which equals
|E3|2, is at least |E1| = s. This proves the claim.
We want to apply Proposition 7.1 to ǫ := s−2 and |E3| ≥ s 12 = ǫ− 14 = ǫ−αd where α = 14d , for
which purpose it is necessary to have log 1ǫ ≥ max(M30dψ , 4) and c10F2φ(G)
log log log 1
ǫ
log log 1
ǫ
≤ 14d . Because
1
ǫ
= s2 ≥ ι32(log |E|) 15 (7.18)
and we assumed |E| is sufficiently large with respect to d, these conditions would respectively follow
from
log log |E| ≥ c12max(M30dψ , 4); (7.19)
and
log log log |E| ≥ c13F2φ(G)max(logFφ(G), 1), (7.20)
if c12 and c13 are sufficiently large constants that depend effectively on d.
Again by Fφ(G) &d 1, if c13 is large enough with respect to c12 then (7.20) implies the c12 · 4
part in (7.19). So we can combine the two inequalities into assumption (7.4) in the statement of
theorem.
Furthermore, notice that (7.4) actually contains all the earlier assumptions (7.8), (7.10) and
(7.16) given that c12 and c13 are large with respect to all previous constants.
So eventually we can apply Proposition 7.1 to claim E3 is (log
1
ǫ )
− 1
4d
c11F2φ(G)-dense. By (7.18)
when |E| is sufficiently large as in our situation, (log 1ǫ )
− 1
4d
c11F2φ(G) ≤ (log log |E|)−c15F2φ(G) for some
effective constant c15 = c15(d).
Thus E3 is (log log |E|)−c15F
2
φ(G)-dense.
Observe
E3 ⊂ E2 = {unat|0 ≤ t ≤ s− 1}.E.
It is clear that
hMah(φ(at)) ≤ s10 ∼d
(
(log |E|) 110 )10 = log |E|. (7.21)
Now we investigate how large un can be.
By (7.5) and (7.11), |ζ iu|n ≤ ǫ−10 · s−1|∆|−1 · 12M−1ψ ≤ ǫ−10 s
κ6F2φ(G)−1 as Mψ ≥ 1 and |∆| ≥
s
−κ6F2φ(G) . Because |ζ iu| > 1 but |ζju| < 1,∀j 6= i the logarithmic Mahler measure hMah(φ(u)) equals
log |ζ iu|, so
hMah(φ(un)) =nhMah(φ(u)) ≤ n log |ζ iu| ≤ log(ǫ−10 sκ6F
2
φ(G)
−1
)
≤ log 1
ǫ0
+ κ6F2φ(G) log s.
(7.22)
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Remark log s .d log log |E| and by (7.4), log log |E| ≫ F2φ(G); thus κ6F2φ(G) log s≪ κ6(log log |E|)2.
Therefore (7.21) and (7.22) give a bound to the logarithmic Mahler measure of unat,∀t = 0, · · · , s−
1:
m(unat) = h
Mah(φ(unat)) ≤ log 1
ǫ0
+ c14 log |E|.
So E3 ⊂ BMahG (log 1ǫ0 +c14 log |E|).E for some effective constant c14(d), which proves the result.
Theorem 7.4. Suppose G satisies Condition 1.5. Then there are effective constants c14, c16,
c17, which depend only on the group G such that ∀ǫ0, for any ǫ0-separated subset E ⊂ Td of size
|E| ≥ c16, the set BMahG (log 1ǫ0 + c14 log |E|).E is (log log |E|)−c17-dense.
Proof. The theorem follows from Theorem 2.12, Proposition 7.2 (together with Remark 7.3) and
the fact that d, Mψ and Fφ(G) are determined by G.
In particular, we have the following corollary:
Corollary 7.5. If Condition 1.5, any G-invariant finite subset E ⊂ Td of size |E| ≥ c16 is
(log log |E|)−c17-dense where c16 = c16(G), c17 = c17(G).
Remark if E contains an irrational point, then it is dense in Td by Berend [2]. So the corollary
is meaningful only for rational subsets.
7.3 Density of the orbit of a single point
We now study a single orbit instead of the orbit of a set.
Proposition 7.6. Let G be as in Condition 2.8 and Q ∈ N be such that
log log logQ ≥ max (c18M30dψ ,max(Fφ(G), 2)c19F2φ(G)). (7.23)
If a point x ∈ Td satisfies either condition (i) or (ii) in Proposition 1.10, Then the set BMahG
(
(k+
2) logQ
)
.x is (log log logQ)
−c20F2φ(G)-dense. Here c18, c19, c20 are effective constants that depend
only on d .
Before proving the theorem, we construct a metric ball inside the orbit G.x which is large in
cardinality and satisfies, although quite weak, some separatedness condition.
Lemma 7.7. Assuming Condition 2.8, for the element g ∈ G and the constant κ3 = κ3(d) in
Proposition 3.3, if x ∈ Td meets one of the conditions in Proposition 1.10 then ∀m 6= m′, 0 ≤
m,m′ < F−1φ(G) log(2−dQ), the distance |ψ(gm.x) − ψ(gm
′
.x)| between ψ(gm.x) and ψ(gm′ .x) is at
least M−1ψ Q−kSΓ, where k = 1 if x satisifes condition (ii) in Theorem 1.10.
Proof. We may assumem > m′. Let x˜ ∈ Rd be a lift of x in Td. By definition of Fφ(G), we may take
a toral automorphism g from G with 0 < hMah(φ(g)) ≤ Fφ(G). The distance |ψ(gm.x)− ψ(gm′ .x)|
in Td is given by |ψ((gm − gm′).x˜− Ξ)| where Ξ is some vector from Zd.
As hMah(φ(g)) > 0, gm−m′ − id is an invertible matrix thus so is gm − gm′ . (Otherwise one of
the eigenvalues ζ ig = σi(φ(g)) of g is a root of unity, so h
Mah(φ(g)) = hMah(ζ ig) = 0.)
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Remark x˜ − (gm − gm′)−1Ξ = (gm − gm′)−1.((gm − gm′).x˜ − Ξ). Hence since (gm − gm′)−1 is
simultaneously diagonalizable with g over C,
ψ(x˜− (gm − gm′)−1Ξ) = ×
φ
(
(gm−gm′ )−1
).ψ((gm − gm′).x˜− Ξ).
Because ×
φ
(
(gm−gm′ )−1
) acts as a multiplication on each component of Rd = ⊕r1+r2i=1 Vi, we see
x˜− (gm − gm′)−1Ξ
≤‖ψ−1‖ · ∣∣ψ(x˜− (gm − gm′)−1Ξ)∣∣
≤MψS−1Γ max1≤i≤d
(∣∣(ζ ig)m − (ζ ig)m′∣∣−1)∣∣ψ((gm − gm′).x˜− Ξ)∣∣
=MψS−1Γ max1≤i≤d
(∣∣(ζ ig)m − (ζ ig)m′∣∣−1)∣∣ψ(gm.x)− ψ(gm′ .x)∣∣.
(7.24)
It follows from the inequality max(|z−1|, 1) ≤ 2max(|z|, 1),∀z ∈ C and the fact∏1≤i≤dmax(|ζ ig|, 1) =
2h
Mah(φ(g)) ≤ 2Fφ(G) that
|det(gm − gm′)|
=
∏
1≤i≤d
(|(ζ ig)m−m′ − 1| · |ζ ig|m′)
≤
∏
1≤i≤d
(
max
(|(ζ ig)m−m′ − 1|, 1) ·max(|ζ ig|m′ , 1))
≤2d
∏
1≤i≤d
(
max(|ζ ig|m−m
′
, 1) ·max(|ζ ig|m
′
, 1)
)
=2d
∏
1≤i≤d
max(|ζ ig|, 1)m ≤ 2d+mFφ(G) < Q.
(7.25)
(i) Suppose x is diophantine generic.
Since det(gm− gm′) · (gm− gm′)−1 ∈Md(Z), (gm− gm′)−1Ξ can be written in the form vq where
v ∈ Zd and q ∈ N is a factor of det(gm − gm′); in particular, q ≤ Q. Because x˜ satisfies the same
diophantine property as x, Thus by (7.24), there exists 1 ≤ j ≤ d such that
MψS−1Γ |(ζjg)m − (ζjg)m
′ |−1|ψ(gm.x)− ψ(gm′ .x)| ≥
∏
1≤i≤d
|(ζ ig)m − (ζ ig)m
′ |−k,
therefore
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|ψ(gm.x)− ψ(gm′ .x)|
≥M−1ψ SΓ|(ζjg)m − (ζjg)m
′ | ·
∏
1≤i≤d
|(ζ ig)m − (ζ ig)m
′ |−k
=M−1ψ SΓ|(ζjg)m − (ζjg)m
′ |−(k−1) ·
∏
1≤i≤d,i 6=j
|(ζ ig)m − (ζ ig)m
′ |−k
≥M−1ψ SΓ
∏
1≤i≤d
max(|(ζ ig)m − (ζ ig)m
′ |, 1)−k
≥M−1ψ SΓ
∏
1≤i≤d
(
max(|(ζ ig)m−m
′ − 1|, 1)−k ·max(|(ζ ig)|m
′
, 1)−k
)
≥M−1ψ SΓQ−k,
(7.26)
where the last step was deduced as in (7.25). This completes the proof in case (i).
(ii) If x is rational with denominator Q, then gm.x˜ − gm′ .x˜ − Ξ has denominator Q as well,
thus |gm.x˜ − gm′ .x˜− Ξ| ≥ Q−1 as long as it doesn’t vanish. Since ‖ψ−1‖ ≤ MψS−1Γ by definition,
|ψ(gm.x)− ψ(gm′ .x)| = |ψ(gm.x˜− gm′ .x˜− Ξ)| ≥M−1ψ SΓQ−1. Therefore if suffices to show gm.x˜−
gm
′
.x˜− Ξ 6= 0.
Suppose by absurd that gm.x˜−gm′ .x˜−Ξ = 0, then x˜ = (gm−gm′)−1Ξ. As we already found out
in case (i), the vector (gm−gm′)−1Ξ is rational and its denominator is at most |det(gm−gm′)| < Q.
But x˜ has denominator Q, contradiction.
Proof of Proposition 7.6. Fix g ∈ G with 0 < hMah(φ(g)) ≤ Fφ(G), which is possible by the defini-
tion of Fφ(G). By lemma, if we denote
E := {gm.x|0 ≤ m < min(F−1φ(G), 1) log(2−dQ)}, (7.27)
then the gm.x’s are all different for different m’s and ψ(E) is M−1ψ Q−kSΓ-separated.
By assumption (7.23), when c18 and c19 are sufficiently large with respect to d, we can safely
claim that min(F−1φ(G), 1) log(2−dQ) ≥ (logQ)
1
2 . Hence
log log |E| &d log log logQ ≥
(
c18M30dψ ,max(Fφ(G), 2)c19F
2
φ(G)
)
.
By choosing sufficiently large (but still effective) constants c18 and c19, this implies assumption
(7.4) (using again Fφ(G) &d 1).
Therefore, by Proposition 7.2, the set BMahG
(
log(MψQk)+c14 log |E|).E is (log log |E|)−c15F
2
φ(G)-
dense.
However, by the definition of E, it is contained in
BMahG
(F−1φ(G) log(2−dQ) · hMah(φ(g))).x.
But hMah(φ(g)) ≤ Fφ(G), so E ⊂ BMahG
(
log(2−dQ)
)
.x and
BMahG
(
log(MψQk) + c14 log |E|
)
.E
⊂BMahG
(
log(MψQk) + c14 log |E|+ log(2−dQ)
)
.x
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Notice |E| ≤ log(2−dQ) + 1 ≤ logQ and by (7.23), logMψ .d log log logQ. So 9 logMψ +
c14 log |E|+log(2−dQ) ≤ 2 logQ when Q is sufficiently large (which is true if c18 and c19 are large.)
Thus
9 log(MψQk) + c14 log |E| + log(2−dQ) ≤ log(Qk) + 2 logQ ≤ (k + 2) logQ
and BMahG
(
log(MψQk) + c14 log |E|
)
.E ⊂ BMahG
(
(k + 2) logQ
)
.x.
On the other hand, (log log |E|)−c15F2φ(G) ≤ (log log logQ)−c20F2φ(G) for c20 = 12c15 when c18, c19
are large (so that Q≫ 1) because log log |E| &d log log logQ.
Hence we finally proved BMahG
(
(k+2) logQ
)
.x is (log log logQ)
−c20F2φ(G) dense when c18, c19 and
c20 are properly chosen.
Proof of Theorem 1.10. By Theorem 2.12, Proposition 7.6 contains the theorem as d, Mψ and
Fφ(G) are all determined by the group G.
8 Appendix: A number-theoretical application
Before finishing the paper, we give an example of how our results can be applied to number
theory.
This appendix follows observations by Cerri [5] and Bourgain-Lindenstrauss [4, §0].
Let K be a number field and OK be its ring of integers. For an integral ideal I and an invertible
residue class β ∈ (OK/I)∗, define the minimal norm on β by
NI(β) := min
y∈β
|NK(y)| (8.1)
where NK is the norm in the number field K. Define
L(K, I) := max
β∈(OK/I)∗
NI(β). (8.2)
The norm of an ideal I is N(I) := |OK/I|. Recall ∀x ∈ I, N(I)|NK(x).
In [15] it was proved that
Theorem 8.1. (Konyagin-Shparlinski) L(K, p) = o(N(p)) for a sequence of prime ideals of asymp-
totic density 1 as N(p)→∞.
Konyagin and Shparlinski also asked whether the same claim is true for almost all ideals.
Recently this question was affirmatively answered by Bourgain and Chang [4]. They also improved
the result regarding prime ideals by reducing the aymptotic size of the exceptional set.
Theorem 8.2. (Bourgain-Chang) ∀ǫ > 0, ∃δ = δ(ǫ) such that limǫ→0 δ = 0 and
L(K, I) ≤ N(I)1−ǫ (8.3)
holds for all ideals outside an exceptional collection Ω of ideals of asymptotic density at most δ as
N(I)→∞.
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The proofs of both Theorem 8.1 and Theorem 8.2 are based on exponential sums on finite fields.
Bourgain and Lindenstrauss observed that, assuming K is not a CM-field and rank(UK) ≥ 2, a
bound which is weaker than (8.3), but still o(N(I)), can be achieved by ergodic-theoretical methods
for all ideals without exceptional set. Cerri made observations along the same lines in the study of
Euclidean minima of number fields.
Such observations can be implemented using Proposition 7.2.
Theorem 8.3. Suppose K is a non CM-number field of degree d with rank(UK) ≥ 2. Then
L(K, I) = o(N(I)) holds for all ideals I as N(I)→∞.
More precisely, there are effective constants c21, c22, c23 depending only on d such that
L(K, I)
N(I)
≤ ( log log logN(I))−c21F2UK (8.4)
for all ideals I with
log log logN(I) ≥ (c22D(K)15(d−1),max(FUK , 2)c23F2UK ). (8.5)
Here D(K) is the discriminant of K, and FUK is the logarithmic Mahler measure bound on some
set that generates UK up to finite index, as defined in Definition 2.3.
The group of units UK acts on OK by multiplication and preserves all ideals I. We know the
embedding σ in (2.1) identifies K ⊗Q R with Rd and embedds OK as a full rank lattice. An ideal
I is embedded as a sublattice of OK ⊂ K ⊗Q R.
Recall the i-th coordinate yi in R
d of y ∈ K is σi(y) for 1 ≤ i ≤ r1 and yr1+j + iyr1+r2+j =
σr1+j(y) for 1 ≤ j ≤ r1. Thus
|NK(y)| =
d∏
i=1
|σi(y)| =
r1∏
i=1
|yi|
r2∏
j=1
|yr1+j + iyr1+r2+j |2
≤( dmax
i=1
|yi|)r1
(
2(
d
max
i=1
|yi|)2
)r2 = 2r2( dmax
i=1
|yi|)d.
(8.6)
Identify I with the lattice σ(I) in Rd. We are going to show that I doesn’t degenerate. More
precisely, for all I, there exists an isomorphism ψ between Td and (K ⊗Q R)/I whose uniformity
Mψ is bounded in terms of D(K).
Lemma 8.4. Let C ⊂ Rd be a closed convex set that is symmetric with respect to the origin and
Λ < Rd be a full rank lattice, d ≥ 2. Denote by m1 ≤ · · · ≤ md the successive minima of C with
respect to Λ. Then there is a basis w1, · · ·wn for Λ such that wi ∈ (32)i−1miC,∀i.
Proof. By definition of successive minima, Λ contains d linearly independent vectors v1, · · · , vd such
that vi ∈ miC. They generate a finite-index sublattice of Λ.
For i = 1, · · · , d, let Li be the vector subspace spanned by v1, · · · , vi and Λi = Λ∩Li. Then Λi
is a lattice of rank i and Λd = Λ.
We claim that there exists a set of vectors w1, · · · , wd such that for all i, wi ∈ Λi ∩ (32 )i−1miC
and w1, · · · , wi form a basis of Λi. The proof is by induction.
When i = 1, L1 = Rv
1 ∼= R and Λ1 is a discrete subgroup in it. Thus Λ1 is cyclic. Supposew1 is a
generator, then v1 = nw1 for some n ∈ N up to a change of sign. Hence w1 = 1nv1 ∈ 1nmdC ⊂ mdC,
which proves the i = 1 case.
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Suppose the claim is true for i − 1. Consider the quotient group Λi/Λi−1 = Λi/(Λi ∩ Li−1),
which canonically embedds into Li/Li−1 ∼= R and hence is torsion-free. Moreover, its torsion free
rank is rank(Λi)− rank(Λi−1) = 1. Thus Λi/Λi−1 ∼= Z. Take w ∈ Λi such that the coset w + Λi−1
is a generator. Notice since vi /∈ Li−1, vi + Λi−1 is a non-trivial coset. So ∀v ∈ Λi, up to a change
of sign, ∃n ∈ N such that n(w + Λi−1) = vi + Λi−1. In other words, v = nw +
∑i−1
j=1 ljw
j for some
integers l1, · · · , li−1 or equivalently, w1, · · · , wi−1 and w generate Λi.
In particular, if we take v = vi, then vi = nw +
∑i−1
j=1 ljw
j and w = 1nv
i +
∑i−1
j=1
lj
nw
j for
some n ∈ N and l1, · · · , li−1 ∈ Z. Decompose ljn = aj + kj with aj ∈ [−12 , 12 ] and kj ∈ Z, then
w = wi +
∑i−1
j=1 kjw
j where wi = 1nv
i +
∑i−1
j=1 ajw
j . Hence w1, · · · , wi−1 and wi generate Λi. It
suffices to show wi ∈ (32 )imdC.
As vi ∈ miC and wj ∈ (32 )j−1mjC,∀j < i,
wi ∈ 1
n
miC +
i−1∑
j=1
aj(
3
2
)j−1mjC
⊂miC + 1
2
i−1∑
j=1
(
3
2
)j−1miC =
(
1 +
1
2
i−1∑
j=1
(
3
2
)j−1
)
miC
=(
3
2
)i−1miC.
Thus the claims is proved. Let i = d, the lemma follows.
Lemma 8.5. There exists an isomorphim ψ : Rd 7→ Rd such that ψ(Zd) = I, Mψ .d D(K)
d−1
2d .
Proof. Define a closed symmetric convex set C = {z ∈ Rd∣∣maxdi=1 |zi| ≤ 1} in Rd, whose volume is
2d. Suppose m1 ≤ · · · ≤ md are the succesive minima of C with respect to the lattice I. Then by
Minkowski’s Second Theorem:
md−11 md ≤ m1m2 · · ·md .d covol(I) = D(K)
1
2N(I). (8.7)
On the other hand, by the definition of successive minima, ∃y ∈ I ∩m1C, y 6= 0. Then |yi| ≤ m1,
∀i. By (8.6)
|NK(y)| .d md1. (8.8)
Notice N(I)|NK(y) and NK(y) 6= 0, thus N(I) ≤ |NK(y)|. Compare (8.7) and (8.8), we see
md .d m1
−(d−1)D(K)
1
2N(I) .d |NK(y)|−
d−1
d D(K)
1
2N(I) ≤ D(K) 12N(I) 1d . (8.9)
and for all k, ∏
i=1,··· ,d
i 6=k
mi .d m1
−1D(K)
1
2N(I) .d |NK(y)|−
1
dD(K)
1
2N(I)
≤ D(K) 12N(I) d−1d .
(8.10)
The previous lemma says that there is basis y1, · · · , yd of I such that
d
max
j=1
|yij| .d mi,∀i = 1, · · · , d, (8.11)
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where yij is the j-th coordinate of y
i.
Define a d× d matrix ψ := (yij), then ψ(Zn) = I. In particular
|detψ| = SdI = covol(I) = D(K)
1
2N(I). (8.12)
From (8.9) and (8.11) it is easy to see
‖ψ‖ .d md .d D(K)
1
2N(I)
1
d . (8.13)
Denote ψ−1 by (aji ), then each entry a
i
j =
Aji
| detψ| where A
j
i is the determinant of some (d−1)×(d−1)-
submatrix in ψ. By (8.10) and (8.11) we obtain |Aij | .d D(K)
1
2N(I)
d−1
d , so
‖ψ−1‖ .d max
i,j
|aij | .d
D(K)
1
2N(I)
d−1
d
D(K)
1
2N(I)
= N(I)−
1
d . (8.14)
Combining (8.12), (8.13) and (8.14), we obtain
Mψ = max(‖ψ‖S−1I , ‖ψ−1‖SI)
.dmax
(
D(K)
1
2N(I)
1
d
(
D(K)
1
2N(I)
)− 1
d , N(I)−
1
d
(
D(K)
1
2N(I)
) 1
d
)
= D(K)
d−1
2d .
Now we are ready to prove the theorem.
Proof of Theorem 8.3. As UK = O∗K preserves I. UK acts as an automorphism group of the twisted
torus X = (K ⊗Q R)/I, moreover UK is volume preserving as ∀u ∈ UK , |det(×u)| = |N(u)| = 1.
Thus using the isomorphism ψ constructed in Lemma 8.5 as a conjugation map, the UK action is
conjugate to the G-action on Td where G ∼= UK is an abelian subgroup in SLd(Z). In other words,
there is a group isomorphism φ : G
∼7→ UK such that g.x = ψ−1
(×u .ψ(x)),∀x ∈ Td.
So G satisfies Condition 2.8 with Γ = I as we assumed K is not CM and rank(UK) ≥ 2.
β ∈ (OK/I)∗ ⊂ OK/I is a rational point in the twisted torus X. Let us study its orbit
UK .β ⊂ X under the UK action. Denote the stabilizer in UK of β by UβK . Suppose u ∈ UβK , then
u.β = β. Because β is invertible in the ring OK/I, this implies u.(1 + I) = (1 + I) or equivalently
u ∈ 1 + I. This helps us to estimate the size of u. Notice
2h
Mah(u) =
d∏
i=1
max(|σi(u)|, 1) ≥
d∏
i=1
|σi(u)|+ 1
2
≥ 2−d
d∏
i=1
(|σi(u)− 1|)
≥2−d
d∏
i=1
(|σi(u− 1)|) = 2−d|N(u− 1)|.
However as u − 1 ∈ I, if u 6= 1 then |N(u − 1)| ≥ N(I) thus its logarithmic Mahler measure is
bounded from below: hMah(u) ≥ log(2−dN(I)).
Let FUK be defined by Definition 2.3. Then there are d multiplicatively independent elements
u1, · · · , ur ∈ UK such that hMah(ui) ≤ FUK where r = rank(UK). Consider Z = {
∏r
i=1 u
ni
i
∣∣0 ≤ ni <
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1
dF−1UK log(2−dN(I))}, then it is not hard to see that for any pair u 6= u′ inside Z, hMah(u−1u′) <
log(2−dN(I)) so u−1u′ /∈ UβK . Therefore |UK .β| = |UK/UβK | ≥ |Z| &d F−rUK
(
log(2−dN(I))
)r
, where
the last inequality relies on assumption (8.5).
Let x = ψ−1(β) ∈ Td, then its orbit is G.x = ψ−1(UK .β), thus
|G.x| &d F−rUK
(
log(2−dN(I))
)r
. (8.15)
At this point we may deduce the follow claim:
Claim There are effective constants ι1(d), ι2(d) and c23(d) such that if
log log logN(I) ≥ (ι2M30dψ ,max(FUK , 2)c23F2UK ) (8.16)
then the orbit G.x is
(
log log logN(I)
)−ι1F2UK -dense.
The claim is proved by applying Proposition 7.2 to the set E = G.x. The proof is almost
identical to that of Proposition 7.6, based on (8.15) instead of on (7.27) (notice Fφ(G) = FUK ); so
we are not going to elaborate here.
By Lemma 8.5, when c22 is large enough then assumption (8.16) follows from the condition
(8.5) in the theorem so the claims applies and UK .β = ψ(G.x) is ρ0-dense in X where ρ0 =
‖ψ‖( log log logN(I))−ι1F2UK . This implies that ∃y ∈ β and u ∈ UK such that σ(uy) ∈ Rd is within
distance ρ0 from the origin. By (8.6) and (8.13) we have
NI(β) ≤|NK(y)| = |NK(uy)|
.d ρ
d
0 = ‖ψ‖d
(
log log logN(I)
)−dι1F2UK
≤ D(K) d2N(I)( log log logN(I))−dι1F2UK .
(8.17)
As log log logN(I) &d D(K)
15(d−1) by assumption and FUK &d 1, whenever c21, c22, c23 in the
statement of the theorem are made sufficiently large, in the inequality above both D(K)
d
2 and the
implied constant can be absorbed into the last factor, which gives
NI(β) ≤ N(I)
(
log log logN(I)
)−c21F2UK .
(8.4) follows.
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