ABSTRACT. We establish an invariance principle for a one-dimensional random walk in a dynamical random environment given by a speed-change exclusion process. The jump probabilities of the walk depend on the configuration of the exclusion in a finite box around the walker. The environment starts from equilibrium. After a suitable space-time rescaling, the random walk converges to a sum of two independent processes, a Brownian motion and a Gaussian process with stationary increments.
This paper establishes an invariance principle for a family of random walks in dynamical random environments (RWDRE) on Z introduced in [3] . In [3] , the authors prove a law of large numbers for the random walk and for the environment as seen by the walker. The article [6] proves the corresponding large deviations principle. Our article completes the picture by proving an invariance principle. We define the model in Section 2. For now, a good picture to keep in mind is that of a random walk on top of a simple symmetric exclusion process. The walker moves according to the following rule: after waiting an exponentially distributed random time, it flips a coin. If the coin comes up heads, the walker jumps either to its left or its right neighbour, with the same probability; if the coin comes up tails, the walker checks if there is a particle beneath it. If there is, he jumps to its left neighbour, and if there is not he jumps to its right neighbour. We prove that, after a proper rescaling of time, space and waiting rates of the walker, its trajectory looks like the sum of a Brownian motion and an independent Gaussian process of stationary increments. For certain choices of the parameters, the limiting Gaussian process is a fractional Brownian motion of Hurst parameter 3 4 . Our article fits into two niches in the current probabilistic literature: random walks on dynamical random environments (RWDRE) and scaling limits of interacting particle systems. The symmetric exclusion in [5] was introduced as an example of dynamical random environment with slowly decaying time correlations. This followed a series of works dealing with random walks on so-called "fast mixing" environments. These are models where, in some sense, the environment refreshes itself after a finite (but maybe random) number of jumps of the walk. In this setting, one expects the walk to behave as if the environment were deterministic. That is, a law of large numbers holds, fluctuations around the limit are Gaussian and large deviation probabilities decay exponentially fast. See [8] for an overview. Fast mixing environments are opposite, in a sense, to static environments, where the (random) transition kernel for the walk at each site does not change in time. In the static scenario, the walk can get trapped for a long time in small regions, leading to a rich phenomenology. For instance, it can present subdiffusive behavior and polynomial decay of the large deviation probabilities, see [27] . In the fast mixing scenario, the traps dissolve before the walk can get stuck for too long. What happens in the middle? This question motivated the study of symmetric exclusion as a random environment, as well as of a couple of other conservative interacting particle systems, see [7] , [10] , [17] , [15] , [11] . The goal of these works is to prove laws of large numbers, central limit theorems and large deviation principles, and most results hold only in a subset of the space of parameters. Simulations reported in [7] indicate that trapping may happen when the dynamical random environment is the one-dimensional exclusion processes, indicating that the random walk should have anomalous scaling on some region of parameters.
In the same direction, we mention the recent works [4] and [2] , that analyse a new family of random environments interpolating between static and fast mixing.
The model introduced in [3] plays with the idea of slow mixing in a different way. Let n be a scaling parameter, that will be sent to ∞. When the environment is given by the symmetric exclusion process, it is reasonable to introduce a diffusive space-time scaling x → x n , t → tn 2 . Under this scaling, the evolution of the exclusion process satisfies a law of large numbers (the socalled hydrodynamic limit) and a central limit theorem. In [3] the exponential clock of the random walk is slowed down by a factor λ n , where λ > 0. Then, at least heuristically, between two jumps of the random walker the environment achieves local equilibrium in a region of size √ n around the walker, which is exactly the size at which fluctuations appear. Therefore, the walker should see a randomly evolving equilibrium of the environment process. This heuristics can be made rigorous by means of the formalism of hydrodynamic limits of interacting particle systems, which yields laws of large numbers [3] and large deviation principles [6] .
In this article we show a central limit theorem for the random walk under the scaling introduced in [3] , assuming the dynamic random environment is stationary in time. The scaling limit is then a mixture of two independent Gaussian processes: a Brownian motion and a process with stationary increments introduced in [14] as the scaling limit of the occupation time of the origin in the weakly asymmetric exclusion process. The role of the weak asymmetry in [14] is played here by the asymptotic speed of the random walk. When the asymptotic speed is zero, the additional Gaussian process corresponds to a fractional Brownian motion of Hurst exponent H = 3/4. Up to our knowledge, no previous work has been able to obtain an anomalous (superdiffusive in our case) scaling limit for a random walk in dynamical random environment.
From the hydrodynamic limits side, we compute the scaling limit of an additive functional without explicit knowledge of the invariant measures. On our way to obtain this result we prove an estimate on the relative entropy between the environment process at time t and a product measure, using a modification of Yau's Relative Entropy method, introduced in [26] . This method is nowadays a standard tool for proving hydrodynamic limits. However, the current state of the art only yields a bound of order o t n . This bound is enough to derive a law of large numbers and also a large deviations principle, but it is far from what is required in order to prove a central limit theorem. Our main technical innovation is the derivation of a bound of order O(t), obtained with a different implementation of the Relative Entropy method, which is of independent interest.
Our result can be viewed as a variation on the problem of the tagged particle. The seminal article on this problem is [22] , where a powerful method for establishing scaling limits of tagged particles was introduced. The method considers the environment as seen from the particle, ξ t (x) := η t (x + x t ) (η t is the particle system and x t is the tagged particle) and writes the position of the tagged particle as a martingale plus an additive functional. The martingale part can be handled by the Martingale Functional Central Limit Theorem (MFCLT), see Theorem 2.4. The problem reduces, therefore, to studying the scaling limit of the additive functional. The work [22] gives sufficient conditions to approximate this additive functional by a martingale, thus establishing Brownian motion as the scaling limit of the tagged particle. We point the reader to [20] for a comprehensive exposition of the martingale approximation technique, and to [1] for an application in RWRE. In our model, the additive functional does not converge to Brownian motion, but to a singular functional of the density fluctuation field associated to the environment process. This functional turns out to be identical to the scaling limit of the occupation time of the origin of a stationary, weakly asymmetric exclusion process. The problem of the asymptotic behavior of the occupation time was already considered in the 60's [23] in the case of independent particles and generalized to the case of interaction by branching, see [16] and the references therein. However, apart from dynamics which can be handled with duality techniques, the interacting case was open until [14] . In this article we follow the approach of [14] , adapted to deal with the lack of knowledge of the invariant measure of the environment process.
NOTATION AND RESULTS

2.1.
A warm-up example. Let (η t ) t≥0 be the simple symmetric exclusion process (SSEP) on Z, namely the Markov process that takes values in {0, 1} Z and is generated by the operator
where f : {0, 1} Z is a local function and η x,x+1 is obtained from η by interchanging the values of η(x) and η(x + 1). Let ρ ∈ (0, 1) and let ν ρ denote the Bernoulli product measure in {0, 1}
Z . We assume that η 0 has law ν ρ . In that case, the law of η t is ν ρ for any t ≥ 0.
The process (η t ) t≥0 will serve as a dynamical random environment for a random walk that we will define now. Let n ∈ N be a scale parameter and let η n t = η tn 2 be the SSEP with a diffusive speeding-up. Let α, β ≥ 0 be such that α + β > 0. Let (x n t ) t≥0 be the time-inhomogeneous chain with the following dynamics: the chain waits an exponential time of rate n, at the end of which it jumps to one of its two neighbors. To make its choice, it looks at the value η n t (x) of the SSEP at its current location x. If η n t (x) = 1, the chain jumps to the right with probability α α+β and to the left with probability β α+β . If η n t (x) = 0, the probabilities are reversed: the chain jumps to its right with probability β α+β and to its left with probability α α+β . The process (x n t ) t≥0 obtained in this way is called a random walk in dynamic random environment. In [3] , the authors proved that
where v = (2ρ − 1)
α+β , that is, a law of large numbers for the random walk (x n t ) t≥0 . The corresponding large deviations principle has been proved in [5] . Our main goal is to prove the corresponding central limit theorem: we will prove that
where (B t ) t≥0 is a standard Brownian motion and (Z t ) t≥0 is a Gaussian process with stationary increments, independent of (B t ) t≥0 .
Remark 2.1. The variance of the process (Z t ) t≥0 can be explicitly computed. It corresponds, modulo a proper choice of constants, to the process appearing in Theorem 6.3 of [14] .
General setting.
Let Ω = {0, 1} Z . For x ∈ Z let τ x : Ω → Ω denote the canonical shift: τ x η(y) = η(x + y) for any η ∈ Ω and any y ∈ Z. We say that the support of f is contained in a set A ⊆ Z if f (η) = f (ξ) whenever η(x) = ξ(x) for every x ∈ A. We say that f is a local function if its support is contained in some finite set. Let c : Ω → [0, ∞) satisfy i) Finite range: c(·) is a local function; ii) Ellipticity: There exists ǫ 0 > 0 such that c(η) ≥ ǫ 0 for any η ∈ Ω; iii) Reversibility: c(η) = c(ξ) whenever η(x) = ξ(x) for all x = 0, 1, that is, the support of c(·) is contained in Z \ {0, 1}.
where η x,x+1 is defined as
Since f is local, only a finite number of terms in the sum defining L b f are non-zero. The lattice gas with interaction rate c(·) is the Markov process (η t ) t≥0 defined in Ω and generated by the operator L b . Notice that the SSEP corresponds to the choice c ≡ 1.
For ρ ∈ [0, 1], let ν ρ be the Bernoulli product measure in Ω: for any
Thanks to the reversibility condition iii), these measures are invariant under the evolution of (η t ) t≥0 . From now on, we fix ρ ∈ (0, 1) and we assume that η 0 (and therefore η t for any t ≥ 0) has law ν ρ .
Let R ⊆ Z \ {0} be a finite set. For each z ∈ R, let r z : Ω → [0, ∞) be a local function. Let n ∈ N be a scaling parameter and let (η n t ) t≥0 be the lattice gas defined above, speeded up by n 2 , that is, η n t = η tn 2 . We denote by P n the law of (η n t ) t≥0 and we denote by E n the expectation with respect to P n . For x ∈ Z and z ∈ R, define r z (·,
We define the process (x n t ) t≥0 as the random walk that jumps from x to x + z with instantaneous rate n r z (η n t , x). The pair {(η n t , x n t ); t ≥ 0} turns out to be a Markov process, generated by the operator Notice that Proposition 2.5 can be interpreted as a law of large numbers for the random walk. In this article we will prove the corresponding central limit theorem:
in law with respect to the
In the above display,
and (Z t ) t≥0 is a Gaussian process of stationary increments, independent from (B t ) t≥0 .
The environment process.
A classical idea in the context of random walks in random environments is to consider the environment as seen by the random walk. Here we follow the approach of [22] . The process (ξ n t ) t≥0 with values in Ω, defined as
for any x ∈ Z and any t ≥ 0 is a Markov process generated by the operator
where
The process (x n t ) t≥0 can be recovered from (ξ n t ) t≥0 as follows: for each z ∈ R, let N z,n t be the number of shifts in direction z the process (ξ
is a martingale with respect to the filtration F t = σ{ξ n s : s ≤ t}. Its predictable quadratic variation is given by
Moreover, since the jumps of these Poisson processes are disjoint, these martingales are mutually orthogonal.
Adding the martingales (M n,z t ) t≥0 , we can write the position of the random walk as a sum of a martingale and an integral term, namely
The process (A n t ) t≥0 is an instance of what is known in the literature as an additive functional of the chain (ξ n t ) t≥0 . Theorem 2.3 is an immediate consequence of the following result:
Theorem 2.4. Consider the decomposition (3) and recall the definition of
2.4. Auxiliary results. As the reader can guess from the statement of Theorem 2.4, we will need distinct tools to tackle the convergence of the martingale part of x n t and the additive functional part of x n t . Fortunately, the machinery for the martingale part can be found in the literature.
Invariance principle for martingales.
In order to prove convergence of the processes {M n t ; t ≥ 0} n∈N , as well as the independence of the limiting objects (B t ) t≥0 , (Z t ) t≥0 , we will use the following result: ii) the size of the largest jump of (M n t ) t≥0 converges in probability to 0. Then {M n t ; t ≥ 0} n∈N converges in law to a continuous martingale of quadratic variation H. In addition, let {N n t ; t ≥ 0} n∈N be another sequence of square-integrable martingales satisfying i), ii). If (M n t ) t≥0 is orthogonal to (N n t ) t≥0 for each n, then the limiting martingales are independent. A proof of this result for the case H(t) = σt can be found in [25] . The proof for general H(t) can be found in Chapter VIII.3.a of [18] .
Density fluctuation field.
The process (A n t ) t≥0 defined as
is a particular instance of what is called an additive functional of the Markov process (ξ n t ) t≥0 . In order to prove the convergence of these additive functionals, we will follow the strategy introduced in [14] , that relates additive functionals with the density fluctuation field of the underlying particle system. In order to describe this field, we need some definitions.
Let S (R) be the Schwarz space of test functions in R. For f ∈ S (R), n ∈ N and t ≥ 0, let
By duality, this relation defines a process (X n t ) t≥0 with values in the space S ′ (R) of tempered distributions. This is the density fluctuation field associated to the process (η n t ) t≥0 . Since the topology of the space of distributions is not very strong, it is sometimes more convenient to consider the Sobolev spaces H ℓ (R) instead, defined as the closure of S (R) with respect to the norms
One can check that (X n t ) t≥0 is a well-defined process in H −2 (R). The following result was proved in [12] : Proposition 2.6. Let (η 
In this equation,Ẇ t denotes a standard, space-time white noise.
REPLACEMENT LEMMA AND ENTROPY BOUND
In this section we will establish two estimates that are fundamental to the proof of Theorem 2.4. First, we obtain a sharp bound on the entropy production for the environment process. Then, we prove the so-called replacement lemma, that allows to write A t as a function of the density of particles plus an error that vanishes in the limit.
3.1. Entropy bound. Let us recall that the processes (η n t ) t≥0 and (ξ n t ) t≥0 start from the Bernoulli product law ν ρ . We recall that ν ρ is invariant under the evolution of (η n t ) t≥0 and stress that it is not invariant under (ξ n t ) t≥0 . Let µ n t be the law of ξ n t and define H n (t) := H(µ n t |ν ρ ), where H(µ|ν) := f log f dν, f = dµ dν is the relative entropy (or Kullback-Leibler divergence) of µ with respect to ν. The main result of this section is the following bound: Theorem 3.1. There exists C depending only on ρ, {r z ; z ∈ R} and ǫ 0 such that H ′ n (t) ≤ C for any t ≥ 0. In particular, H n (t) ≤ Ct for any t ≥ 0. Remark 3.2. In [3] it is proved that H ′ n (t) ≤ Cn. As observed in [9] , a bound of this type is enough (aside from the usual model-dependent technical points) to adapt Varadhan's approach to obtain hydrodynamic limits and the associated large deviations principle. In [3] , [5] , this strategy was successfully applied for the process (ξ n t ) t≥0 . Actually, the bound H ′ n (t) ≤ Cn is not hard to prove (see Lemma 2.2 in [3] , Lemma 3.2 in [9] or Lemma 6.1 in [13] ). A bound of the form
is more difficult to obtain, and is the main point of the so-called Yau's relative entropy method in hydrodynamic limits, see [26] and Chapter 6 of [19] . Surprisingly, an adaptation of Yau's method to the model considered in this article only gives a bound of the form
which is very far from Theorem 3.1.
Proof. Let f t be the Radon-Nykodim derivative of µ n t with respect to ν ρ (we are not indexing in n in order not to overcharge the notation). By Theorem A.9.2 in [19] , we have that
In the last equation and throughout the rest of the article, ·, · denotes the inner product in
Let us introduce the Dirichlet form D(·), defined as
for any h : Ω → R. Thanks to the ellipticity condition c x ≥ ǫ 0 and to (7), we see that
Therefore, if we are able to control √ f t , L rw √ f t in terms of the Dirichlet form of √ f t , the theorem will be proved. The following lemma provides the required bound, which is going to be used several times in the remaining of the article. 
In addition, for all β > 0,
where C > 0 does not depend on n.
Proof. Combining (7) and the ellipticity assumption, we get
Using the identity
Neglecting the first term and performing the change of variables ξ → τ z ξ, we conclude
and this finishes the proof of (9). It remains to prove (11) . Let us start with the function r • τ 1 − r, where r is local. We are going to write r • τ 1 − r as a sum of terms of the form h x,x+1 − h and apply Lemma A.1.
To simplify the notation, assume that r has support in {0, . . . , k} and denote
Applying Lemma A.1, we get, for any β > 0,
Using a telescoping argument, we can obtain a similar bound for nf, r • τ z − r . Summing over z ∈ R we finish the proof. Notice that the constant C in the statement depends on ψ. It is a function of the size of R, the sizes of the supports of the r z and the numbers ||r z || ∞ .
3.2. Replacement lemma. Let ϕ : R → R + be a smooth function with compact support in (0, 1) and such that R ϕ(u) du = 1. Let ϕ ǫ (u) := ǫ −1 ϕ(u/ǫ). In this section we will prove that the additive functional A n t is asymptotically equivalent to a function of the density of particles around the origin. More precisely, we will prove that lim sup
where we use the notation
In this theorem the particular form of the function ω does not play a fundamental role. In fact, this result is a particular instance of what is known in the literature as the replacement lemma, which roughly states that any local function of ξ n t is asymptotically equivalent to a function of the density of particles around the origin. We take averages using a smooth function instead of the usual arithmetic mean for technical reasons having to do with the topology of Skorohod space. This issue shows up in Section 5, where we characterize the limiting trajectories of the random walk.
Theorem 3.4 (Replacement lemma
Proof. First we observe that for any random variable X,
Considering φ and −φ, it is enough to prove that lim sup
Before entering into the details of the proof, let us see how are we going to take advantage of Lemma A.3. For any bounded function V and any positive γ and β,
where the supremum is taken over all f ≥ 0 such that f dν ρ = 1 and where C > 0 does not depend on n. The expression above becomes easier to remember if one keeps in mind that the term −ǫ 0 D( √ f ) comes from the reversible dynamics and the term with β comes from the random walk dynamics.
Let R ⊂ Z be the support of φ. The first thing to notice is that every meanzero local function φ can be written as a linear combination of the simpler variables {ξ(A) : A ⊂ R}, where
It is enough, then, to prove inequality (14) when φ(ξ) is of the form φ(ξ) = ξ(A) for some finite set A.
We start with the simplest case, which is
Since time will not play any role in the computations that follow, we will omit it from the notation for a while. Denote ξ x := ξ(x) and ξ 0 := ξ 0 − ρ. Recall that ·, · denotes the inner product in L 2 (ν ρ ) and that D( √ f ) denotes the Dirichlet form of symmetric exclusion, as defined in (8) .
Back to the proof of (16) . In view of (15), we need to estimate the integral ξ 0 − (ξ ⋆ ϕ ǫ )(0), f in terms of D( √ f ). More precisely, we are going to prove that, for any ν ρ -density f , the following inequality holds:
where α > 0 is arbitrary and C ′ does not depend on n.
We would like to write the difference inside the inner product in (17) as a telescoping sum, in order to apply Lemma A.1. For that we need the coefficients of the ξ x − ρ to sum up to 1, what they almost do. Define
and write the telescoping sum
Since m n is a Riemman sum for ǫ 0 ϕ ǫ (u) du = 1, the first term is of order n − 1 2 . As for the second term, notice that, since ϕ ǫ has support contained in (0, ǫ), only finitely many terms of the sum over x are not null, namely those with 0 < x < ǫn.
Fix α > 0. Applying Lemma A.1, we can bound the second term by
Using that 0 ≤ ϕ ǫ ≤ ǫ −1 ϕ ∞ , we get the inequality
Therefore, expression (19) is bounded from above by
and this finishes the proof of (17) . Plugging this inequality into (15) , with the choices α = β = ǫ0 2 , we get the Replacement Lemma when the local function is φ(ξ) = ξ 0 −ρ. In an analogous manner, one can prove the lemma for φ(ξ) = ξ x −ρ for any x ∈ R.
Next, we show that the higher order monomials vanish. More precisely, we show that if A ⊂ Z is a finite set and |A| ≥ 2 then lim sup
Write the set A in the form A = {x 0 } ∪ A ′ ∪ {y 0 }, where we assume that x 0 < y 0 and A ′ ⊂ {x 0 + 1, . . . , y 0 − 1}. Denote by (ξ ⋆φ ǫ )(x 0 ) the weighted average of the centered configuration ξ in a box to the left of x 0 :
To prove assertion (21), we prove that each of the probabilities below converges to zero as first n → ∞ then ǫ → 0.
To bound the first probability, we mimic the proof of (16) . That is, first we use (15) to reduce the proof to a variational problem, then we write the differenceξ It remains to deal with the last probability. For that, recall that µ n s denotes the law of ξ n s , the environment as seen from the random walk at time s. We claim that there exists a large D = D(t) such that, for all s ≤ t,
To prove that, we start with Cauchy-Schwarz inequality and the bound |ξ(A ′ )| ≤ 1.
We can use relative entropy to replace the expectation under µ n s by an expectation under ν ρ using the following argument: for any α > 0, it holds
Under the product measure ν ρ , the random variable in the exponent is a linear combination of i.i.d. random variables, recall notation (13) . The variance of this sum is at most ϕ ∞ ǫn . By Lemma A.5, the logarithm is bounded by
whenever this quantity is smaller than 
A parallel argument shows
and this finishes the proof of (21).
TIGHTNESS
In this section we prove that the sequence of additive functionals
Since A n 0 = 0 for all n ∈ N, we only need to prove equicontinuity.
The proof is an application of the Kolmogorov-Centov criterion, see Problem 2.4.11 in [21] . holds for every t, τ ∈ [0, T ] and for every n ∈ N. In particular, we can take λ ∈ ( 4 3 , 2) and apply Proposition 4.1 to show that the sequence A n is tight in
Proposition 4.1. Assume that the sequence of stochastic processes {X
In the remaining of the section, we are going to prove Theorem 4.2. The plan is the following: first, we simplify the problem by noticing that we only need to consider additive functionals of the form
for these functionals, estimate (23) amounts to a careful reproving of the Replacement Lemma. From a technical point of view, the proofs of the Replacement Lemma and the Entropy Estimate are very similar, hinging upon the estimation of certain time integrals of the process. The estimate is always done in two steps: first one replaces local functions by their space averages and then one makes use of concentration inequalities to bound the averages.
Recall the definition of A n in (4). Each term inside the time integral is a mean-zero local function. Every such function can be written as a polynomial in the variables {ξ x − ρ} x∈R . The number of terms of this polynomial does not depend on n. Therefore, it is enough to prove
To keep notation simple, we are going to prove the special case where the local function is ξ 0 ξ 1 . The proof carries almost without modification to more complicated polynomials.
It will be more convenient to work with tail bounds instead of moments. The following lemma will help us to connect tail bounds and moment estimates. Its proof is in the Appendix. Lemma 4.3. Let X be a nonnegative random variable. Assume P(X > δ) ≤ C/δ 2 for any δ > 0. Then, for any λ ∈ (1, 2), there exists an universal constant
Step 1: Concentration For a given ℓ ∈ N, denote ξ ℓ s :
Step 2: Replacement With the same notation as in Step 1, for ℓ = ⌊n √ τ ⌋,
Proof of
Step 1: During the proof, C will denote a positive number that may change from line to line. It depends on λ and T but not on any other parameter. Since |ξ ℓ s | ≤ 1, we can prove (24) with |ξ ℓ s | in place of (ξ ℓ s ) 2 . By the entropy inequality,
Recall that, under the initial measure ν ρ , the random variables {ξ x } x∈Z are independent. By Hoeffiding's Inequality,
We have already proved in Section 3.1 that H n (s) ≤ Cs for some universal constant C. Combining this fact with (26) and (25), we can prove
We finish the proof with an application of Jensen's inequality:
Step 2: Applying Lemma 4.3, we see that it suffices to prove, for all δ > 0 and τ ≤ T ,
We are going to prove the first inequality only, because the second is analogous. The first idea that comes to mind is to adapt the proof of the Replacement Lemma. In trying that, we run intro trouble when trying to control term (12) in the variational problem. Thus we use the following trick: first, we subtract the troubling term in advance, so that it does not show up in the variational problem; then we estimate it by a separate argument, taking advantage of the entropy estimate proven in Theorem (3.1). The proof follows from the following Lemma. (10) . There exists θ 0 > 0 such that
Lemma 4.4. Recall the notation
In fact, we can take θ 0 = 2τ 3/2 /δǫ 0 . The same θ 0 satisfies
Proof of Lemma 4.4: Let θ > 0. Apply three inequalities: first, Markov's inequality, P[X > δ] ≤ e −θδ E[e θX ]; second, Feynman-Kac's inequality, Proposition A.2; finally, the bound (9). We conclude that (27) is bounded by
where the supremum is taken over the set of probability densities with respect to ν ρ . Recall that
and applying Lemma A.1, we find that, for any γ > 0,
Going back to (28), choose γ = ǫ 0 n 2 and
ǫ0 . We can choose θ = δǫ 0 /2τ 3/2 . This proves the first inequality in the statement of Lemma 4.4.
With this choice of θ 0 , the second inequality can be written as
and for that it is enough to show
The entropy inequality gives the bound
This estimate is implicit in the proof of the entropy bound. Apply four inequalities in sucession; first, the entropy bound (Theorem 3.1); second, e |a| ≤ e a +e −a ; third, Feynman-Kac's inequality (Propostion A.2); finally, Lemma 3.3.
LIMIT POINTS OF THE ADDITIVE FUNCTIONAL
In the previous section we proved that the sequence of additive functionals
is tight. In this section we identify its limit points, in Proposition 5.2. For that we will rely strongly on the results of [14] . By the Replacement Lemma 3.4 we can approximate A n t by the additive functional v ′ (ρ) √ n t 0 ξ n s ⋆ ϕ ǫ ds. Following [14] , we relate this functional to the density fluctuation field of the underlying particle system. One can write
By Theorem 2.2, the rescaled random walk 
For ǫ ∈ (0, 1), let i ǫ (u) = ǫ −1 1 (0,ǫ] and let {Z This theorem corresponds to Theorem 6.3 of [14] . The extension to general approximations of the identity ϕ ǫ is trivial, so we do not discuss it here. Now we have all the definitions needed to characterize the limit points of the additive funtional A We begin with a lemma that allows us to write Z ǫ in a more convenient way.
Lemma 5.3. Let X be the stationary solution of the Ornstein-Uhlenbeck equation (6) and v(ρ) be as in (1) . Denote τ x f (u) := f (x + u). Then the process
is a solution of the Ornstein-Uhlenbeck equation with drift (29), with drift a = v(ρ).
Proof. The proof is a simple computation. We would like to show that, for any sufficiently smooth
is a martingale with quadratic variation
Substituting the definition of Y in the formula for the martingale, we find
Since X solves the Ornstein-Uhlenbeck equation without drift (6), the expression above is a martingale with quadratic variation
as we wanted to show.
Proof of Proposition 5.2. Let X
n denote the density fluctuation field associated to the lattice-gas process, defined in (5), and X its limit. For each ǫ > 0, let ϕ ǫ be a nonnegative smooth function with support in (0, ǫ). Consider the auxiliary processes {A n,ǫ t
First, we claim that A n,ǫ converges, as first n → ∞ then ǫ → 0, to v ′ (ρ)Z, in the sense of finite-dimensional distributions. To prove this claim, we put together Proposition 2.6 (fluctuations of the lattice-gas) and Theorem 2.2 (Law of Large Numbers for the random walk) and see that A n,ǫ converges, as n → ∞, to the process
ASYMPTOTIC INDEPENDENCE
Our starting point in the study of the random walk was to write down the decomposition (3). The position of the (centered and scaled) random walk,
, is a sum of a martingale M n t and an additive functional A n t . We proved that the martingale part converges to Brownian motion and that the additive functional converges to a Gaussian process with stationary increments. In this section we show that these limiting processes are independent, or, putting it more precisely, that the sequence of random vectors (M n , A n ) converges in law to a product measure on (C([0, T ], R))
2 . First we tackle the problem of proving that M t is independent of A t for each t ∈ [0, T ]. In view of the Replacement Lemma 3.4 and the Law of Large Numbers 2.2 , we can try to approximate A t by the additive functional
The functional (31) depends only on the environment. Our strategy to prove asymptotic independence of the processes M and A is to construct a martingale (N n s,t ) s≤t such that N n t,t approximates the integral in (31). This martingale will be a function of the environment process alone, and therefore it will never jump at the same time as the walker. Besides, M n jumps only when the walker jumps, so the martingales (M Proof. Let ǫ > 0. Recall the definition of the additive functional A n,ǫ in (30). For the purposes of the present lemma, we can assume that v ′ (ρ) = 1 without loss of generality. To build a martingale that is close to A n,ǫ at time t, we write down a Dynkin martingale with the following test function: let H ǫ : [0, t] × R be the solution of
defined for s ≤ t, is a martingale with quadratic variation
Notice that the above martingale does not start at zero. By the Law of Large Numbers (2.2), the difference N n,ǫ t,t − A n,ǫ t converges to zero in probability, as n → ∞. Here is one of the points in the proof where we need the smoothness of ϕ ǫ , for this ensures smoothness of H ǫ , and therefore a O(n −1 ) error in the approximation of ∂ uu H ǫ by ∆ n . The proof of the lemma will be complete when we show that the sequence of random vectors {(M n t , N n,ǫ t,t ) : n ∈ N, ǫ > 0} converges in law, as first n → ∞ then ǫ → 0, to a random vector of independent marginals.
With this goal in mind and looking for an opportunity to apply the MFCLT, we claim that
To compute this limit, we start by setting
Using a Taylor expansion for H r and the fact that H r has compact support, it is possible to show that N n,ǫ s,t has the same limit as To replace (η n r (x + 1) − η n r (x)) 2 by its mean 2ρ(1 − ρ), one can explore the fact that if a sequence of random variables X n satisfies EX n → 0 and VarX n → 0 then X n → 0 in probability. To estimate the variance, we use Cauchy-Schwarz inequality and stationarity: f r (x − 1, n)f r (x, n) + f r (x + 1, n)f r (x, n) dr.
Recall that H ǫ r has compact support for all r ∈ [0, t], so that only a finite number of terms in the sum above are not null. From the definition of f r , (33), we see that each f r (x, n) is of order n −1 , so that the variance in (34) does indeed converge to 0 as n → ∞.
Using the Martingale FCLT, we see that {(M n s , N n,ǫ s,t ) : s ≤ t} n∈N converges to a continuous Gaussian process {(M s , N ǫ s,t ) : s ≤ t} with independent increments. Since M n is orthogonal to N n,ǫ , it follows that the limit has independent marginals, as we wanted to show.
Let 0 ≤ t 1 < · · · < t k . We finish the section by indicating how to prove that the finite-dimensional distributions (M t1 , . . . , M t k ) and (A t1 , . . . , A t k ) are independent. The proof builds upon the strategy used in Lemma 6.1. Theorem 6.2. Let (M, A) be a limit point of the sequence (M n , A n ). Let 0 < t 1 < · · · < t k ≤ T . Then (M t1 , . . . , M t k ) and (A t1 , . . . , A t k ) are independent.
Proof. To simplify the notation, let us do the case with just two times s and t, with s < t. Assume also that v ′ (ρ) = 1, without loss of generality. It is enough to show that (M s , M t ) is independent of (Z Step 1: Using characteristic functions, we see that it suffices to prove that a 1 M s + a 2 M t is independent of b 1 Z ǫ s + b 2 Z ǫ t for any a 1 , a 2 , b 1 , b 2 ∈ R.
Step 2: Define the Dynkin martingales {N n r,s : r ≤ s} and {N n r,t : r ≤ t} as in (32) (notice that the test function H ǫ in used in (32) depends on t). Notice that b 1 N n r∧s,s + b 2 N n r,t : r ≤ t is also a Dynkin martingale. One can show, repeating the proof in Lemma 6.1, that its quadratic variation converges, as n → ∞, to an increasing function of r.
Step 3: Using the Martingale FCLT, we see that the sequence {(M Proof. Since ν ρ is invariant with respect to the change of variables ξ → ξ x,x+1 , we have f, g x,x+1 − g = 1 2 f − f x,x+1 , g x,x+1 − g .
Write A = 1 2 h(g x,x+1 − g), B = f and C = f x,x+1 . We have that
and using the weighted Cauchy-Schwartz inequality we get
Notice that ( √ B + √ C) 2 ≤ 2(B + C), whence
Recall the definitions of A, B and C. We have that A 2 ≤ h 2 (g 2 + (g x,x+1 ) 2 ). Integrating (36) with respect to ν ρ we obtain the lemma. Inequality (35) will be very helpful to get bounds on the exponential moments of the additive functionals of {ξ
