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In 1964, Sarkovskii defined a certain linear ordering ~<s of the positive integers and proved 
that m ~s n if every continuous f : R ~ R having an orbit of size n also has an orbit of size m. 
This idea is extended to get a partial (but not linear) ordering in which the pattern of the orbit 
is taken into account. For example if xl<x2<xa<x4, then Xl---~x2--->xa--->x4--->Xl and 
xl--~x3--->x2--~x4--->x~ are both orbits of size 4 but are considered to have distinct patterns in 
this paper. A combinatorial gorithm which decides the status of any two patterns with respect 
to the partial ordering is derived, and examples are given for patterns of small size. 
1. Introduction 
I f f :X--->X and x eX,  then x is a point of least period n of f if fn (x)=x,  but 
fm(x) =/=X for all m < n. Sarkovskii's order (see [8]) is the order ~>s on the positive 
integers defined by: 
3 ~>s 5 >~s7 ~>s • • • ~>~ 6 ~>, 10~>s 14 ~>~. •• ~>~ 8 ~>s4 ~>~ 2 ~>s 1, 
or to be more precise: 
2'(2j + 1) ~>~ 2~(2y + 3) ~>, 2'+1(2m + 1) ~>s 2 k+l ~>~2 k, 
where j, m I> 1 and i, k i> 0 (all integers). The significance of this ordering is given 
by the following theorem due to Sarkovskii: 
Theorem 1.1. m >~ sn iff every continuous f :  R ~ R having a point of least period 
m also has a point of least period n. (This is also true if R is replaced by the unit 
interval). 
Note, however, that two points of least period n need not look alike. For 
example, in the case n = 4 there are six distinct patterns that points of least period 
4 can take on (See Fig. 1, where only the 4 points in question are shown on each 
graph.) 
(As we shall see later, the apparent symmetries between (a) and (b), and 
between (e) and (f) are valid ones, while the apparent symmetry between (c) and 
(d) is an illusion.) 
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The distinction can be formalized as follows: 
Definition 1.2. A cycle of  length n is any bijection p:{1 ,2 ,  . . .  ,n}---~ 
{1, 2 , . . . ,  n} such that 1, p(1), p2(1), . . . ,  pn-l(1) are all distinct. The set of all 
cycles of length n will be denoted by Cn. By a cycle we mean any element of 
C = I._J~l C~. If p is a cycle of length n, f :R - -~R is continuous, and X = 
{Xl, X2, . . .  , x~}c_R with XI (XE(X3( ' ' ' (Xn ,  then we say X is an orbit o f  
type p if f (x i )  = Xp(i) , 1 <<- i <~ n. 
We will use the following standard notation for pertmutation cycles: 
(il, i2, i3, • • •, i,,) is the permutation p such that p( i j )= ij+l and p(in) = il. This is 
the notation used in Fig. 1. To have a unique notation for each cycle we will 
usually let il be the smallest element of { i~ , . . . ,  in}. 
Deflnigon 1.3. Let p, q be cycles. Then define p ~ q iff for every continuous 
f :  R--~ R, if f has an orbit of type p, then f also has an orbit of type q. 
Having defined the relation ----> (as an obvious generalization of the ideas in 
Sarkovskii's theorem) the obvious question is: What does the relation ~ look 
like? The main result of this paper will be to provide an algorithm which, given 
any two cycles p and q, will decide whether or not p---> q. We will also present 
some partial results on the global structure of the relation ---~. Whenever words 
like "minimal" or "least" are used in reference to this relation, we will be 
thinking of---> as a "greater than" relation. 
Theorem 1.4. ---> is a partial ordering. 
Proof. That --. is reflexive and transitive is immediate from the definition of --+, 
so we only need to prove that --~ is antisymmetric. Thus, suppose p--~ q and 
q---~p. Let f be a polynomial having degree at least 2 which passes through all of 
the points (i, p( i ) ) ,  1 <~ i <- n (where p e Cn), so f has an orbit of type p (and 
therefore one of type q). Now, since f is a polynomial, the equation f~(x) = x can 
Generalizations ofa theorem of Sarkovskii 113 
have only finitely many solutions, so f can have only finitely many orbits of type 
p. Among all orbits of type p let X be one having least possible diameter, say 
X = {x1 , . . .  ,Xn} ,  Xl<' "  "<X n. Define f0 by 
[ f (x l ) ,  X~X1,  
fo(X) = ~f(x) ,  , X 1 ~X <Xn,  
L f (Xn) ,  X ~ X n. 
Now, f0 has an orbit of type p, namely X¢ and therefore one of type q, say 
Y = {Yl, • • •, Ym} Yl <" "" <Ym, and clearly Y~_ [Xx, x,]. Now let 
f f(Yl)  =3~(Yl), X < Yl, 
fl(X) = J r (x) ,  Yl <~ x <- yn, 
| 
Lf (ym) X >>- Ym" 
and f~ has an orbit of type q (namely Y) and therefore one of type p, say 
X'  = {x~, x~, . . . ,  x'}. But X' c_ [Yl, Y,,], so X'  is also an orbit of f of type p, 
which by minimality of the diameter of X implies that X '= X, so X = Y and 
p=q.  
The argument of this theorem can be used to give a slightly simpler proof of 
one direction of Sarkovskii's theorem than the one usually given: Once the "only 
if" direction has been proven, the " i f '  direction follows immediately by the same 
argument as Theorem 1.4, and constructing specific examples for some cases of 
the " i f '  direction becomes unnecessary. 
Theorem 1.5. ~/s  not a linear ordering. 
Proof. Let 
12, x+l ,  







3, x ~< 1, 
-2x + 5, 1<.x<.2, 
g(x)= x - l ,  2~<x~<3, 
L2, x~>3. 
It is easily seen that {1, 2, 3, 4} is an orbit of type (1234) for f and that {1, 2, 3} is 
an orbit of type (132) for g. However, f cannot have an orbit of type (132), since 
it is clear by inspection of the graph o f f  that there are no points xl < x2 < x3 such 
that f(x2)<f(x3)<f(xl) ,  certainly a necessary condition for an orbit of type 
(132). For a similar reason g cannot have an orbit of type (1234). 
From the above example we see that the relation --+ is quite a bit more 
complicated than Sarkovskii's ordering ~>s. Not only is it nonlinear, but 3 ~>s 4, 
whereas we have an example showing (132) 7~ (1234). (In fact, as we will see 
later, (1432)-+(132), (1243)-+(132), (1342)--+(132), (132)--+(1423), and both 
(1234) and (1324) are incomparable with (132)). Thus, Sarkovskii's ordering does 
not provide much information about -+, telling us only that if p ~ Cm and m ~>s n, 
then there is at least one q e Cn such that fl ~ q. 
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2. An algorithm for -~ 
Definition 2.1. A labelled digraph is an ordered triple { G, r, sgn) such that 
(a) G is a finite set of positive integers; 
(b) r is a relation on G; 
(c) sgn is a function, sgn:G---> {-1,  1}. 
G will often be identified with (G, r, sgn }. 
Definition 2.2. If p e Cn, then fp : R---> R is defined by: 
'p(1), 
fp(X) = (p(i  + 1) -p ( i ) )x  + (i + 1)p(i) - ip(i + 1), 
.p(n),  
x~<l, 
i<_x<~i+ l, l <~i<.n -1 ,  
x >~n, 
i.e., p is extended to a continuous function on the reals in the simplest way, by 
"connecting the dots". Note that fp I{1 , . . . ,  n} =p. 




G={1,2 , . . . ,n -1} ;  
irj iff [j, j + 1] ~fp[i, i + 1]; 
p(i  + 1) -p ( i )  
sgn(i) = 
]p(i + 1)-p( i ) ]  " 
Note that the function fp is merely a convenience, and that Gp can be defined 
directly from p. 
Definition 2.3. If G is a labelled digraph, a closed walk of  length k is a k-tuple 
(al, a2, . • •, ak) such that ai E G for all i <<- k, airai+l for all i < k, and akral. The 
shift operation sh on closed walks is defined by sh(al, a2 , . . . ,ak )  = 
(a2, a3, a4, .. •, ak, aO. If it = (al, • • •, ak) and/~ = (b l , . . . ,  bk) are closed walks 
of the same length define ti </~ iff 
sgn ai < sgn a~ , 
\ i=1  X i= l  
where j ~< k is least such that aj ~ bj. Note that this is a (strict) linear ordering. 
If W is any finite collection of closed walks of the same length which is dosed 
under the shift operation, then the type of W, written t (W) is the permutation p 
which is defined as follows: 
(a) let ord: W--> {1 , . . .  m} be the unique 1-1 onto order preserving function; 
(b) Define p(i)  = ordoshoord-l(i), 1 ~<i ~< m. 
In other words, sh is a permutation of the elements of W, and p is defined by 
renaming the elements of W as integers in the obvious way according to the order 
on closed walks defined above. 
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If ~ is a closed walk, then t(.~) is defined to be t(W), where W is smallest such 
that ~ • W and W is closed under sh. (Note that t(~) = t(sh(~)). 
The Main Theorem which provides the promised algorithm can now be stated. 
(It will be proven in the next section). 
/ 
Main Theorem 2.4. f f  p • C, and q • C,,, then p -o q if and only if either p = q or 
for some closed walk ~ of length m in Gp, t(~) = q. 
This gives us the following 
Algorithm. If p • (2, and q • C,,, q ~ p , to decide if p---> q: 
Step 1. Construct he graph Gp, using Definition 2.2; 
Step 2. Find all closed walks in Gp of length m; 
Step 3. For each such dosed walk ~, Use Definition 2.3 to calculate t(~). 
This gives a list of all q' • C,,, such that p -o  q'. 
Example. Find all cycles q of length 5 such that p = (123)--* q. (By Sarkovskii's 
Theorem we know there is at least one such q). 
There are two relevant dosed walks of length 5 (up to equivalence modulo sh), 
namely (1, 2, 1, 2, 2) and (1, 2, 2, 2, 2). (The closed walk (2, 2, 2, 2, 2) is not 
relevant here. See below). Since (1, 2, 2, 1, 2) < (1, 2, 1, 2, 2) < (2, 2, 1, 2, 1) < 
(2 ,1 ,2 ,1 ,2 )<(2 ,1 ,2 ,2 ,1 )  t(1,2, 1,2,2)=(13425). Similarly t (1 ,2 ,2 ,2 ,2 )= 
(13425), so (13425) is the only cycle q of length 5 such that (123)---> q. In fact, 
since (1, 2, 1, 2, 2) and (1, 2, 2, 2, 2) are not equivalent modulo Jthe shift opera- 
tion, the existence of an orbit of type (123) implies the existence of at least two 
distinct orbits of type (13425). 
We call a dosed walk ~ repetitive if there is a smaller closed walk/~ such that 
consists of/~ repeated an integer number of times. Note that if ~ is repetitive then 
the smallest W containing ~ which is closed under sh has fewer elements than the 
length of t~. Thus, in Step 2 of the algorithm we save time by considering only 
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nonrepetitive walks of length m. Also, as indicated in the example above, the fact 
that t(ti) = t(sh(ti)) saves time doing calculations on Step 3. 
There are certain cases (such as the example for Theorem 1.5) where it can be 
determed by inspection that p --~ q. 
Definition 2.5. Given p e C,, (n >I 2) define z = z(p) by: Izl = the number of i's 
such that (p(i + 1) -p ( i ) ) (p ( i ) -p ( i -  1)) < 0, 2<- i<-n -  1, 
{l_zll z if p(2) >p(1), 
z= I, ifp(2) <p(1). 
If z(p) = 1 then p is called unimodal. 
The following theorem is an easy extension of the arguments of Theorem 1.5. 
Theorem 2.6. (a) I f  z(p)z(q)  >0 and p--->q, then Iz(p)l t> [z(q)[; 
(b) I f  z(q)z(q) < 0 and p~ q, then Iz(P)l > Iz(q)l. 
Since z(p)  is much quicker to calculate than applying the algorithm, this 
theorem provides a way of ruling out p---> q which is quicker than the algorithm 
(when it applies). 
It should be noted that this method applies equally to functions on the unit 
interval, since the ordering ----> does not change when [0, 1] replaces R. 
3. Verification of the algorithm 
Lemma 3.1. I f  p ~ C, and f~ has an orbit of  type q, then either p = q or t(~) = q 
for some closed walk ~ in Gp. 
Proof. Let X= (xl, x2 , . . . ,  Xm} be an orbit of type q with x l<x2<- . .  <Xm 
and note that by definition of f, we must have 1 ~< Xl and Xm <~ n. Assume p =/= q, 
so that none of x~, . . . ,  Xm are integers. Define the closed walk ti in Gp by 
aj = i iff f~(xl) ~ [i, i + l l 
(That t~ is a closed walk in Gp is an easy consequence of the definitions). We first 
want to show that ti is nonrepetitive, so suppose/~ is a dosed walk in Gp of length 
k such that k divides m and ail =bj2 iff j~=-J2 (modk). Define intervals /j, 
0 ~<j ~< m by backwards induction from m. Let Im = [am, am + 1], and if /j has 
been defined for j t> 1, let/j-1 =f~-l(/j) f'! [aj_l, ai-1-4- 1] (where we let a0 = a,,, for 
convenience). Now aj-k = aj, SO it is easily seen by induction that /j-k ~--/j 
whenever k ~<j ~<m and that fk is a one-to-one linear function from/j onto /j+k 
( l<~j , j+k~m).  Since loC_Ik, fk:lo"->Ik has a fixed point y, and clearly 
f ' (y )  =y also, since k divides m. However Xl e I0 (since by definition f~(x l )•  
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[aj, aj+l] for all j) and fm(xl) = Xl, but X 1 :i/: y since x~ has least period m and y has 
least period k < m. Thus fm :I0--* Im is one-to-one, onto, linear, and has two fixed 
points, so Io = Im and fm is the identity function. Furthermore, since If(x)[ t> 1 
whenever f ' (x)  is defined and 1 <x  <n,  we have /j = [aj, aj + 1] for all j and 
fk:Ij--*lj+k is a linear map of slope either 1 or -1 .  Thus if xl=a,,,+½, then 
fk (X)  = am + ½ contradicting 
of [am, a m --F 1] other than 
contradicting p 4= q. Thus ti 
Let a (k )= shk(ti) with tJ(k) 
xl has least period m > k, and if xl is some element 
am +½, then it is easy to see that X has type p, 
must be nonrepetitive. We must show that t(ti)= q. 
= (a~(k), a2(k), . . . ,  am(k)) and note that aj(k) = i iff 
f~+k(xx) ~ [i, i + 1]. Suppose tJ(k~) < ti(k2). Let ] be least such that aj(k 0 4= aj(k2). 
Then if we look at fkl(xl) and fk~(xl) and follow their progress as fp is repeatedly 
applied j times, we see that they switch order if and only if sgn(aj,(kl)) is -1  an 
odd number of times. But since f~(f~(x~)) ~ [aj(ka), aj(ka) + 1] and fp(fk'(xO) 
[aj(k2), aj(k2) + 1] we see that fk~(Xl) < fk2(Xl). 
Thus we have shown that 
fkl(xl) < fk2(Xa) iff ti(k~) < ti(k2), 
from which it follows easily that t(ti) = q. [] 
As an immediate corollary we get one direction of the Main Theorem. The 
other direction involves some modifications .of methods appearing in [3]. 
Lemma 3.2. Let f :R---> R be continuous, a <b, f(a) <f(b) ,  and let {(ai:bi): 1 <- 
i <- N} be a collection of intervals having the properties that 
(i) f(a) <~f(ai) <f(bi) <~f(b); 
(ii) a <~ ai < bi <~ b; 
(iii) f(a,, bi) = (f(ai), f(bi)); 
(iv) I f  i < j, then either (aj, bj) ~_ (ai, be), or (ai, bi) fq (aj, bj) = 0; 
(v) f is strictly increasing on the set {ai: i < N} t.J {bi : i < N}. 
Suppose c < d, c, d ~ [f(a), f(b )] such that for all i either (c, d) c (f(ai), f(bi)) or 
(c ,d)N(f(a i ) , f (b i ) )=O. Then there exists aN+l, bN+l such that f(aN+l)=C, 
f(bN+l)=d, and {(ai, bi):l <-i<~N + l} satisfies (i)-(v) (with N replaced by 
N+I) .  
Proof. 
Case 1. (c, d) c_ (f(ai), f(bi)) for some i 
Assume i is largest possible, so that (f(ai),f(bi))~_(f(aj),f(bj)) or  
( f(ai) , f (bi))N(f(aj) , f (bj))=O for all ig:j (by (iv) and (v)). Let aN+l be the 
greatest element of [ai, bi] such that f(aN+~)= C and then let bN+l be the least 
element of [aN+l, bi] such that f(bN+a) = d. 
Case 2. (c, d) f"l'(f(ai),f(bi))=O for al l /  
118 S. Baldwin 
Let a'  be the greatest element of (a} U {bi:f(bi)<-c} and let b' be the least 
element of {b} U {ai :f(ai) >I d}. Let as÷~ be the greatest element of [a', b'] such 
that f(alv+~)=c and let b~+~ be the least element of [as+l, b'] such that 
= el. 
In either case it is easy to check that the appropriate choice of aN+l and bN+~ 
works. [] 
We can now prove the other direction of Theorem 2.4: 
Theorem 3.3. Let f :R ~ R be continuous having an orbit of type p ~ C~ and 
suppose (t is a closed walk in Gp. Then f has an orbit of type t(a). 
Proof. We may assume ti is nonrepetitive of length m. Let X = {Xl ,  . . . , Xn}  be 
an orbit of type p, and define aj for j=0  or m + l~<j~<2m by ao=am and 
aj = aj-m respectively. For 1 ~< i ~n-  1 let Ii be the interval [xj, Xi+l]. Define 
intervals Jj, 0 ~<j ~< 2m. Let J~  = Ia~. Suppose Jj+t, Jj+2, • • •, J~  have been 
defined with Ji ~_ I~, and that if j + 1 <~ i < k ~< 2m, then either J~ ~ Jk or Ji n Jk has 
at most one point. Assume also as part of the induction hypothesis that 
f . j i  onto  > j~+~ (j + 1 ~<i ~< 2m - 1) and that f(int(J~)) = int(Ji+l), where int stands 
for the interior. If we consider the intervals J~, j + 1 ~< i ~< 2m - 1 such that J~ c_ I~i 
and J~÷l ~-laj÷l it is easy to see that Lemma 3.2 applies (using either f or - f ,  
depending on whether f(x~)<f(Xaj+l) or  vice versa) in order to get Jj c_ I~ with 
f :jj onto > Jj+l with the other claims of the induction hypothesis holding. Thus we 
get that Jo c_ Jm and fm :J0 onto > Jm, SO fm has a fixed point y. 
Case 1. For some O<i <j<-m, Jin .O 
Now, Ji ~- Jj is impossible, since then we would have J~+k ~ Jj+k for all 0 ~< k ~ m 
which would imply ai+k = aj+k (since Jk ~--Ia,), contradicting that a is nonrepeti- 
tive. Thus J~ and Jj intersect at a single point, say J~ n Jj = {x }, so by construction 
of the Jk'S, J~+k n Jj+k is a single point for all 0<~ k ~<2m- j ,  in particular 
J~+~_j n J2~ is a single point, namely either aa~, or xa~,+x, so J~+k n Jj÷k is a point 
of X for all such k. Thus, since the induction used 2m steps and 2m- j  i> m, 
fk(xx) = x for some k <~ m, so there is a k such that J~+k n Jj+k "- {X~}, which is 
clearly impossible since J~+kUJj+kG[Xx, Xn]. ThUS Case 1 leads to a 
contradiction. 
Case2. If O < i < j <~ m, then J~NJ j=O 
Then if J~ N Jj ~ Ik for some fixed k, then by the construction of J~, Ji+l and Jj+l 
stay in the same order as Ji and Jj if f (xk)<f(xk+l)  and J/+i and Jj+~ switch order 
compared to Ji and Jj if f(Xk)>f(Xk+O. The same argument as at the end of 
Lemma 3.1 now gives that (fk(y):l<~k<~rn} is an orbit o f f  of type t(a). [] 
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4. The global structure of 
One obvious advantage that the Sarkovskii ordering >I, has over the ordering 
is it simplicity. >/, is a linear ordering whose overall structure is dear, while the 
same cannot be said for -+, particularly in view of Theorem 1.5. Another 
difference is in the complexity of the calculations involved. A specific case of ~>~ 
can be decided easily even for very large numbers by simple arithmetic (just 
calculate the largest power of 2 dividing each number), whereas the algorithm 
given in Part 2 for --~, while straightforward, can be extemely tedious. Even if p 
and m are relatively small, Gp can have a tremendously arge number of dosed 
walks of length m. 
However, some work has already been done regarding orbits of certain nice 
types (see, e.g., [5] and [7]). In this section we show some of the things that can 
be said about the global structure of the -->-relation. 
First, an obvious symmetry: 
Definition 4.1. I fp  E (7, is a cycle define p* e (7, by p*(i) = n + 1 -p (n  + 1 - i ) .  
This symmetry is essentially a 180 ° rotation. For example f(x) has an orbit of 
type p iff - f ( -x )  has an orbit of type p*, gp. is obtained by taking Gp and 
relabelling i by n - i, and 
Proposition 4.2. p ~ q iff p* ~ q* 
This appears to be the only meaningful symmetry in the -+-relation. For 
example, the apparent symmetry involving (1243) and (1342) (see Fig. 1) 
disappears when the graphs GO243 ) and G0342) are examined. 
The symmetry between p and p* suggests definingan equivalence relation 
p-q  i f fp =q or p =q* and defining [p]---> [q] iffp--->q, or p--+q*, especially 
since some cycles shown to exist below will be unique modulo - .  
The main interest in periodic orbits of a certain type that has appeared in the 
literature to date has been in what one might call "minimality properties", i.e., 
given the existence of an orbit of size n, does there exist an orbit of size n of a 
certain nice type? 
For example, in [9], Stefan provided examples for all odd n I> 3 of cycles 
Mn E (7, which were unique in the sense that if n I> 5, p E C,, and p 4: M, or M*, 
then p ~ q for some cycle q of length n - 2, so in particular [P] ~ [M,] and [M,] 
is not only minimal but least (mod- ) .  We will make the following arbitrary 
choice for M, out of the two possibilities. 
Definition 4.3. If n = 2k + 1 and k >i I define Mn E (7, by 
i + 1, M,,(i) = 2 -  i, 
+ 1 - i ,  
i=1 ,  
2~i<.k  +1, 
k+2~i<-n.  
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Since C~ is finite for any n (it has (n - 1)! elements) (C~, -~) clearly always has 
--*-minimal elements and for n odd Stefan's results show that these --~-minimal 
elements are unique modulo - and therefore are least mod- .  C1 and C2 are 
trivial, having only one element, and a routine application of the algorithm (see 
Fig. 4 at the end of this paper) to all elements of (?4 gives us that (1324) and 
(1423) = (1324)* are the only minimal dements of C4. What looks like the 
obvious conjecture fails for all even values of n greater than 4, however. C6 has 
eight --~-minimal elements, (142536) - (163524)*, (152436) - (162534)*, 
(152634)=(143625)*, and (143526)=(163425)*, and Cs has 16 -~-minimal 
elements. The number of minimal elements of C~ can get arbitrarily large (see 
Theorem 4.13). 
If we look at the cycles M~ defined above, it can be noted that each is 
unimodal. Unimodal maps of the interval have been studied extensively by a 
number of authors, and the following generalization of Sarkovskii's Theorem is a 
routine consequence of previous results. 
Theorem 4.4. ( U,---->) is a linear ordering, where U is the set of all unimodal 
permutation cycles. 
Proof. A complete proof would require reintroducing a large amount of notation 
from previous papers, so we will just outline how it follows from arguments which 
appear in [7] and [6]. Let p, q be unimodal cycles, say p e Cm, q e Cn. Then let 
PC be the intinerary of the point m in the function fn and define QC from q in the 
same way, where P and Q are finite sequences of L's and R's (see [6, p. 64]). By 
symmetry assume QC < PC (see [6, p. 66, Lemma II.1.1]), and it is easy to show 
that either A = QL or A = QR satisfies the hypothesis of [6, Theorem II.3.8 (p. 
89)], with f=fp  (or, more accurately, f=some function conjugate to fp). The 
point x guaranteed by this theorem is easily seen to generate an orbit of type q. 
Thus fp has an orbit of type q, so by Lemma 3.1 and Theorem 3.3, p---~q. [] 
For a list of the way in which all of the unimodal cycles of size ~<11 are 
ordered, see the appendix in the paper by Metropolis, Stein, and Stein [7]. 
Changing between the cycle notation given in this paper and the "L -R"  notation 
of [7] is an easy exercise. 
From Theorem 4.4 we get the following obvious generalization of Definition 
4.3. 
Dellnillion 4.5. If n I> 3 we define M~ to be the smallest element of U N C,,. For 
completeness we let M1 = (1), M2 = (12). 
Note that n ~s m iff M,,--~ Mm, so this gives a natural embedding of the 
Sarkovskii ordering into U, and therefore into (C, --~). 
Theorem 4.4 also implies that U A Cn has a largest element. By translating the 
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work of [7] into the notation of this paper we get the interesting fact that the 
largest element of U tq Cn is the cycle p defined by p(n)= 1 and p( i )= i + 1 for 
i < n. From this it follows that the cycle (1342) is an upperbound for U, for the 
dosed walk ti through 6(1342) defined by ai = 2, 1 ~< i ~< n - 1 and an = 3 is easily 
seen to have type p, where p is as in the previous sentence. 
We now wish to look at cycles which are minimal (when we say p is minimal we 
mean p is a minimal element of (C,,--~), wherep  e Cn) but not necessarily 
unimodal. 
A related property is that which has been called a 'simple' orbit (see [9, 1, 5]). 
Any -~-minimal element of C, will also be simple, but the reverse is not true. For 
the case n = 6 the definition of simple (see Definition 4.8) is easily applied to get 
12 simple elements of C6, 4 of which are not --,-minimal, ((162435) = (153426)*, 
(142635), and (153624)). For example (142635)--~ (143625), as is easily verified by 
applying the Algorithm. 
Definition 4.6. If n is an integer and k divides n, we define B(n, k, i)= 
{(i - 1)k + 1,(i - 1)k + 2 , . . . ,  ik}, i.e., if {1, 2 , . . . ,  n} is divided into blocks of 
size k in the obvious simple way, B(n, k, i) is the ith block. We write B(i) for 
B(n, k, i) if n and k are obvious. 
Let k divide n and suppose p e Cn. Then we say that p is divisible by k iff there 
is a q e Cn/k such that p(B(i)) = B(q(i)) (i.e., p sends each B(i) to some B(]) ) .  
This q is clearly unique and we will say that q =p/k.  
Lemma 4.7. I f  p e Cn is divisible by k and p--~q, then either (p /k )~ q, or the 
length of q is a multiple of n / k. I f  k =2,  then p -~ q iff (p / k ) --~ q , or p = q. 
Proof. Let A = { ik : l  ~< i < n/k} and B = Gp -A ,  where Gp = (Gp, r, sgn). The 
following three facts are routine to check: 
(i) A (as a subgraph of Gp) is isomorphic to Gp/k bythe  map ~ ~j /k ;  
(ii) Every dosed walk in B has length a multiple of n/k; in fact, if a ~ B(i), 
b e B(]), and (a, b) e r, then (p/k)(i) =j ;  
(iii) There does not exist a e A and b e B such that (b, a) e r (i.e., A acts as a 
source and B as a sink in following walks through G~,). 
Thus by Theorem 2.4 the lemma follows. For the case k = 2 we note that there 
is exactly one non-repetitive closed walk through B, and that walk has type 
p/2. [] 
We now give the definition of "simple" mentioned above. 
DeAnition 4.8. Let p e C,,. 
Case 1. n is a power of 2. the unique elements of C1 will be called simple, and if 
the statement "q is simple" has been defined for all q e (?,/2 we define p to be 
simple iff p is divisible by 2 and p /2  is simple. 
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Case 2. n is not a power of 2, say n = mk, where m is a power of 2 and k >I 3 is 
odd. Then p is simple iff: 
(a) p is divisible by k and p/k  is simple, and 
(b) For every i, 1 <- i <- m, B(i) is an orbit off~' of type either Mk or M~,. 
(Note that if k = 3, then (b) is redundant). 
The following theorem is a restatement in the notation of this paper of a 
theorem due to Block and Hart (see [5], Theorem A]). 
Theorem 4.9. I f  p is --->-minimal, then p is simple. 
As we have seen, there are cycles of size 6 that are simple but not --->-minimal, 
so the theorem cannot be reversed. However, for cycles having size a power of 
two the converse of the above theorem is true, as was shown in [1]: 
Theorem 4.10. I f  n is a power of  2, p e Cn, and p is not simple, then p ---> q for 
some q having length not a power of  two. 
Corollary 4.11. I f  p is simple and has length a power of  two, then p is -->-minimal. 
We now give a count of the number of simple elements of each size. 
Lemma 4.12. I f  q ~ Cm and k >t2, then there are exactly (k[ )m-x(k-  1)! cycles 
p ~ Cmk such thatj~/k = q. 
Proof. For each i there are (k!) functions from B(i) one-to-one onto B(q(i)),  
which gives (k!) m permutations satisfying Definition 4.5, but only one out of every 
k of those is a cycle. [] 
Theorem 4.13. There are exactly 2 2k-k-1 simple elements of  C2~. 
Proof. By induction, using Lemma 4.12. [] 
Theorem 4.14. There are exactly (22k-k-1)(2]) 2k-1 simple elements of  Cj.2k, where 
j >~ 3 is odd. 
Proof. Immediate from Theorem 4.13 and Definition 4.8. [] 
The following theorem was stated as a conjecture in the original version of this 
paper, and I would like to thank Louis Block for pointing out a theorem due to 
W.A. Coppel and himself which is equivalent to the direction which does not 
follow immediately from the algorithm. 
Theorem 4.15. Let n = k . 2 m, where k > 3 is odd and m > 1. Let p e Cn be simple 
and let B(i) = B(n, k, i), 1 < i < 2 m. Then p is minimal iff for all but exactly one i, 
p ~ B(i) is either strictly increasing or strictly decreasing. 
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Proof. (--->) Equivalent to the theorem of Block and Coppel (see [2, Theorem 
1]). (~)  Immediate from the algorithm and the argument of Lemma 4.7. [] 
Corollary 4.16. There are exactly 2 2m+'-1 --->-minimal elements of C~, where 
n = (2k + 1)2 m. 
There is one important property possessed by the Sarkovskii ordering ~>s which 
is not present in the ~-order ing,  the presence of a global maximum. For >~s, 3 
plays this role, but Lemma 4.12 implies that for every p there is at least one q 
such that p = q/2 which by Lemma 4.6 gives q--->p. In fact we can say more: 
Theorem 4.17. For each k >I 1 there is a p ~ Cak such that for all m < 2k and all 
q e Cm, p-'-> q. 
Proof. Let 
p(i) = 
" k + 2i, 
½(i -k  + 1), 
½( i -  5k), 
2i - 5k + 1, 
k+l ,  
l<~i<-k, 
k + 1 ~< i ~< 3k - 1, i - k odd, 
k + 2 <~ i <- 3k, i - k even, 
3k + l <~i<-4k- 1, 
i = 4k. 
Note that in Gp, if a l " 'am are all between k + 1 and 3k -  1 (inclusive), then 
(a t , . . .  ,am) is a dosed walk in Gp. Given q eCm with m<2k,  let 
(it, i2 , . . . ,  im)=q, written in standard cycle notation an for l<~j<~m let 
aj = ij + k. Then t (a l  " " " am)  = q ,  so p--> q. [] 
Corollary 4.18. Every finite set of  cycles has an upper bound in the --->-relation. 
Theorem 4.15 is not best possible. See Section 6. 
5. Convergence properties 
In this section we mention one result which is a simple corollary of a theorem 
due to Block and Hart [4], which states that if (fn) is a sequence of C t maps on 
the unit interval which converges to f in the C ~ metric, xn is a point of fn of least 
period k, and lim,,__,~ x, = x, then x is a point of least period either k or ½k. 
Theorem 5.1. Suppose (fn) is a sequence of C 1 maps, f~---> f in the C 1 metric, p is 
a cycle of length k, and for each n, {xn,1, x~,2 , . . . ,  X~,k} is a cycle off~ of typep.  
Suppose lim~__,~ Xni = Xi, 1 <<- i <~ k. Then X = {Xl, x2, x3, • • . ,  xk} is a cycle f of  
type either p or p/2. 
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Proof. By the Block-Hart theorem mentioned above X has either k or ½k points. 
In the former case X has type p and in the latter it has type p/2  (since xl = x2, 
x3 = x4, • • •, Xk-1 --Xk is the only way this could happen). [] 
6. Some examples and conjectures 
Although the overall picture (at least for cycles which are not unimodal) of the 
global structure of (C,--->) is still somewhat vague, we can still apply the 
Algorithm to cycles of relatively small length to get some picture of what is going 
on. It is easy to write a computer program which does the calculations of the 
Algorithm, and the calculation time required does not get annoying until we are 
dealing with cycles of length 7 or more. We have calculated the --->-ordering for all 
cyles of length ~<6 and have done calculations on various ones of larger length in 
order to test some conjectures. 
For the 34 cycles of length 5 or less the reader should refer to Fig. 4, where 
[..J {C~ :1 ~< n ~< 5} is diagrammed with ---> as a greater than relation. 
Detlnition 6.1. If n i> 1, let u(n) be the least integer such that for some p e Cuo,), 
p--* q for every q e C,,. 
Theorem 4.17 gives an upper bound for u(n). That Theorem 4.17 is far from 
being best possible is clear from examining Fig. 4, where we see that u(1)= 1, 
u(2) = 2, u(3) = 4, and u(4) = 5. After this the number of calculations needed to 
find u(n) grows rapidly, but we have calculated: 
Theorem 6.2. u(5) = 8. 
The search for a p such that p ~ q for all q e C5 is simplified by Theorem 2.6: 
Any such p must satisfy [z(p)[ t> 4, since it is easy to find elements q e C,, such 
that z (q)= +(n-  2). An exhaustive search of the 20 elements of C6 and 318 
elements of C7 such that [z(p)[ >I 4 failed to turn up such a p. Since (13267485)-~ 
q for all q e C5 it follows that u(5)= 8. How many such elements of C8 exist is 
unknown, as the search was stopped when this element was found. Except for the 
upper bound given by Theorem 4.15 nothing is known about u(n)  for n >i 6. 
Having considered minimality properties, what about the maximal elements of 
Cn ? The Algorithm is not well-suited for dealing with this problem because of the 
computer time involved. Finding all elements of a given size below a given cycle is 
much more efficient. The problem of characterizing the maximal elements of Cn 
provides a good example of the dangers of attempting to use the "Freshman 
Induction Theorem" when dealing with computations of this type. A very 
attractive conjecture that was true for n ~< 6 turned out to be false (after using a 
couple of hours of computer time) for n = 7. Well aware of the problems, I will 
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try to salvage one direction of the conjecture: 
Conjecture 6.3. Let n >I 2. I f  p ~ C, is a maximal element of ( C,,---~), then 
Iz(P)l - n - 2. (True for n <~ 7). 
The converse of Conjecture 6.3 is true for n ~<6. (1574236)---> (1457236) is a 
counterexample (not unique mod - )  for the converse of Conjecture 6.3. 
Deh i l i on  6.4. Let (p, q) ~ C. Define n(p, q) to be the least integer n >t 0 such 
that for every continuous f :  R -~ R, if f has an orbit of type p, then f has at least n 
orbits of type q. 
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Clearly p--~q iff n(p, q)>I 1, so this definition can be considered a further 
generalization of the ideas in this paper. By carefully examining the proofs in 
Section 3 it can be seen that n(p, p)= 1 (See Theorem 1.4) and that if p =/: q, 
then n(p, q) is the number of nonrepetitive closed walks of type q through Gp 
which are distinct modulo the shift operation. (There is a closed walk through Gp 
of type p if and only if p is not divisible by 2). In computing n(p, q) for some p 
and q of small length one fact immediately stood out: n(p, q) is rarely an odd 
number, and if n(p, q) is odd and p :/: q, then q is nearly always divisible by 2. 
Further, if q is divisible by 2, then n(p, q) is usually odd. However, there are 
exceptions to these rules, and although I have not looked at this in detail, this 
curious fact seems to be closely related to the period-doubling bifurcations of 
one-parameter families of maps that has been investigated so thoroughly for 
unimodal maps. A closer examination of what happens to one-parameter families 
when the maps are not unimodal seems to be called for here. 
Finally, we mention a further possible generalization of the ideas in this paper. 
If p : {1, 2 , . . . ,  n} --~ {1, 2 , . . . ,  n} is any permutation (not necessarily a cycle) 
we can define X= {xl, • . . ,  x,,} (Xl <-  • • <xn) to be a set of type p forf:R--~R 
if f(xi)=xp(i), l<-i<~n, and the--->-relation can then be extended to all 
permutations in the obvious way. For example a set of type (1356)(274) consists 
of two orbits intertwined in the indicated way. There are many problems with this 
generalization, however, starting with Theorem 1.4: The ordering ~ thus 
expanded is not antisymmetric, a trivial example being (12)--~ (13)(2)---~ (12) (A 
close look at this example will reveal why there are infinitely many such 
examples). An algorithm similar to that in Section 2 can be described, but it 
requires looking at a list of exceptions. For the reader interested in working out 
the details we include a list of the problems that need to be dealt with. 
(1) If p e C is divisible by 2, then Gp has no closed walk of type p (the reason 
for the words "either p =q or" in Theorem 2.4). If p is not a cycle, then factors 
of p can produce the same problem. 
(2) Fixed points have to be looked at carefully. 
(3) The functions fp do not suffice for the analogue of Lemma 3.1. They need 
to be adjusted on the intervals that are relevant o Problem 1. 
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