The majority of MEG imaging techniques currently in use fall into the general class of (weighted) minimum norm methods. The minimization of a norm is used as the basis for choosing one from a generally infinite set of solutions that provide an equally good fit to the data. This ambiguity in the solution arises from the inherent non-uniqueness of the continuous inverse problem and is compounded by the imbalance between the relatively small number of measurements and the large number of source voxels. Here we present a unified view of the minimum norm methods and describe how we can use Tikhonov regularization to avoid instabilities in the solutions due to noise. We then compare the performance of regularized versions of three well known linear minimum norm methods [5][7] with the non-linear iteratively reweighted minimum norm method [1] and a Bayesian approach described in our companion paper ("MEG-based Imaging of Focal Neuronal Current Sources," Phillips J.W., Leahy R.M., Mosher J.C.).
The Minimum Norm Approach to MEG Imaging
Since the forward model in MEG is linear, we may relate the N sources y (Nx1) and the M MEG measurements b (Mx1) as , where the i'th row of the MxN system matrix G is a discrete representation of the lead field (sensitivity) of the i'th sensor. The j'th column of G specifies the gain vector for the j'th constrained dipole component. The Mx1 vector n represents noise generated within the sensor and by unwanted electromagnetic sources.
Since the inverse problem is inherently ill-posed, the search for an appropriate imaging method is concerned with finding a way to choose within a set of images that produce essentially the same fit to the data. The weighted minimum l 2 -norm approach to linear inverse problems involves solving the constrained optimization problem: (1) where is an arbitrary symmetric positive definite matrix. Writing , we can form the solution as,
where denotes the pseudoinverse of . The weighted minimum norm solution can also be formed from the singular value decomposition (SVD) of :
where s i , v i , and u i are the i'th singular value and corresponding right and left singular vectors of GW, respectively. Several forms of W have been proposed for MEG imaging applications. In [6] and [7] , the weight matrix is implicitly the identity matrix (W=I). In the normalized minimum norm method [4] , , where is the Euclidean norm of the i'th column of G. This weighting is designed to compensate for the reduced sensitivity of MEG to deep sources resulting in a preference for superficial distributions when W=I. The NxN Laplacian operator B is commonly selected to smooth the reconstruction in minimum norm imaging, with . The LORETA technique [5] uses a weighting matrix . The Laplacian operator tends to select smoother reconstructions than either of the previous two weight functions. Biomagnetism, BIOMAG '96, Santa Fe, New Mexico, February 1996 .
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Exact matching of the data in (1) results in ill-conditioning and high sensitivity to noise. Regularized forms of weighted minimum norm methods lower this noise sensitivity. One popular technique is to simply truncate the summation in (3) at a threshold index. An alternative method, Tikhonov regularization [3] , replaces the original problem (1) with the unconstrained minimization of a combination of the residual error norm and weighted l 2 -norm of the solution vector:
.
For any value of the regularization parameter , the solution can be found as:
where the filter parameters . Note that the filter coefficients decrease as s i decreases. Therefore, the contributions of to the solution from the smaller s i are effectively filtered out. In our implementation of the regularized weighted minimum norm methods we use a regularization toolbox [3] which selects an optimal value for using the L-curve method.
The iteratively reweighted minimum norm approach, also known as focal underdetermined system solution (FOCUSS) [1] , is a novel inverse method which iteratively updates the weight matrix using the result of the previous iteration. The algorithm first provides an initial estimate of using (2) with as the weighting matrix. At each step thereafter, a separate weight matrix is formed. At each iteration, we update the solution using, .
For any starting point asymptotic convergence to a fixed point is guaranteed [1] . The fixed points are, however, unknown and highly dependent on the initial estimate. Also, the final error in fitting the data may be large, even for the noiseless case. In our implementation we use Tikhonov regularization and the L-curve method [3] at each iteration to avoid ill-conditioning.
The New Bayesian Approach
We have developed a new approach to MEG imaging. We use a Bayesian formulation of the inverse problem in which a Gibbs prior is constructed to reflect our specific expectations regarding the spatial distribution of sources. The reconstruction method uses this prior to resolve ambiguities that are inherent in the inverse problem. A thorough description of this Bayesian technique is given in our companion paper ("MEG-based Imaging of Focal Neuronal Current Sources," Phillips, J.W., Leahy, R.M., and Mosher, J.C.).
Basic studies of functional activation, such as somatotopic or retinotopic mapping using fMRI or PET, reveal the sparse and highly localized nature of activation in the cerebral cortex. Our Gibbs prior is therefore specifically designed to reflect the expectation that current sources tend to be sparse and focal. We combine this with a Gaussian distribution for active sources and an assumption of additive Gaussian noise to form the posterior distribution. An estimate of the primary current source distribution for a specific data set is formed by maximizing over the posterior probability.
Simulations
We have conducted extensive simulations based on a simplified 2D source model with a 1D array of 64 sensors. All sources are constrained to the annular segment of the x-y plane shown in Fig. 1 . The distance between source locations was set to 2.8 mm providing an image grid of 560 pixels. All dipoles were constrained in orientation perpendicular to the x-y plane. The source images were chosen using stochastic sampling from the prior distribution on the image. The results of one representative To appear in the Proceedings of the 10th International Conference on Biomagnetism, BIOMAG '96, Santa Fe, New Mexico, February 1996. simulation are shown in Fig. 2 for two scenarios, one noiseless, and one with added white Gaussian noise. We compared the Bayesian technique to the methods previously discussed: the standard minimum l 2 norm technique, the normalized minimum norm technique, the LORETA method, and the iteratively reweighted minimum norm technique.
Phantom Experiments
We have applied the same techniques used in the simulations to experimental phantom data collected with a Neuromag-122 system [2] using the manufacturer's 26 dipole phantom. The Neuromag-122 system employs 61 dual-channel planar first-order gradiometer units in a helmetshaped configuration at a radius of 10-11 cm, measuring the magnetic field gradient in two orthogonal tangential directions, for a total of 122 individual sensor measurements.
The phantom consists of two half circles with a 7 cm radius in the x-z plane and y-z plane, with dipoles in fixed positions in these planes oriented tangential to the outer edge. The image reconstruction grid consisted of 768 locations spaced 4 mm apart on two 180 degree annuli, with an inner radius of 3 cm and an outer radius of 7 cm. An example of the imaging surface with the surrounding sensor elements is shown in Fig. 3 . The distance between sources and sensors creates a gain matrix which is more poorly conditioned than the one in the previous simulations, which increases noise sensitivity. In all cases, the gain matrix was constructed to include gradiometer effects and non-radial sensor orientations assuming a spherical source volume [6] .
The phantom data was scaled to reflect a reasonable evoked field response. We then added data collected in the same system from a passive human subject (100 averages of a pre-stimulus interval from an evoked response paradigm). This background was added to the phantom data to obtain a specified SNR. Fig. 4 shows a comparison plot in which noise was added to obtain a SNR of 10 dB. The minimum norm and Bayesian techniques tested on phantom data performed comparably to the simulations. 
Conclusions
These results show a wide variation in the characteristics of the solution obtained using different weighting functions. All linear minimum norm methods produce results exhibiting a relatively large degree of smoothness. In comparison, both iteratively re-weighted minimum norm and the new Bayesian method produce very sparse solutions. For both simulations and the phantom experiment, all methods generally give similar residual errors in the fit to the data. In some instances, the iteratively reweighted minimum norm method gives larger errors since there is nothing inherent in the method to limit increases in the error from one iteration to the next. All results can be considered 'correct' in the sense that they are configurations that could have produced the observed data. This observation emphasizes the severely under-determined nature of this problem. Clearly, in order to select between these feasible solutions we must use additional information concerning the expected nature of the source. Our Bayesian approach specifically introduces the information that sources are sparse and focal into the reconstruction method which results in generally superior results for sources that exhibit these characteristics. 
Introduction
An array of SQUID biomagnetometers may be used to measure the spatio-temporal MEG signal produced by the brain. We wish to construct an image of neural activity which produced this signal. Physiological models for the MEG assume primary sources are constrained to the cortex with current flow oriented normal to the local surface [7] . The image can therefore be constrained to the cortical surface which can be extracted from a registered volume MR image of the subject's head. By tessellating the cortex with N disjoint regions and representing the sources in each region by an equivalent constrained current dipole oriented normal to the surface with amplitude , the MEG inverse problem can be expressed in terms of a linear model. The linear forward model relating the N sources y (Nx1) and the M MEG measurements b (Mx1) can be written, (1) where the i'th row of the MxN system matrix G specifies a discrete representation of the lead field (sensitivity) of the i'th sensor. The j'th column of G specifies the gain vector for the j'th constrained dipole component. The Mx1 vector n represents noise generated within the sensor and by unwanted electromagnetic sources (power lines, the heart, background brain activity, etc.).
The search for an appropriate imaging method is primarily concerned with finding a way to choose within a set of images that produces essentially the same fit to the data. Weighted minimum norm inverse methods [8, 9] typically find solutions which match the data while minimizing a weighted l 2 -norm on the solution vector. These techniques tend to smear sources over the entire reconstruction region and are generally unstable due to ill-conditioning of the system matrix. The instability can be overcome using Tikhonov regularization [6] but the reconstructions remain smeared. The iteratively reweighted minimum norm method [5] is a nonlinear approach to overcoming the problem of smeared sources in which the norm weighting is updated at each iteration based on the result of the previous iteration. This method uses a weighting matrix which, as the iterations proceed, reinforces strong sources and reduces weak ones. This results in very sparse solutions, but again the method is extremely sensitive to noise and highly dependent on the initial estimate.
Here we propose an alternative approach to the inverse problem based on a Bayesian formulation. Rather than use an arbitrary weighted l 2 -norm to select the solution, we introduce a prior distribution on the source which is used to resolve the ambiguities inherent in the inverse problem. This prior is constructed to favor the reconstruction of physiologically plausible solutions. Basic studies of functional activation, such as somatotopic or retinotopic map- ping using fMRI or PET, reveal the sparse and highly localized nature of activation in the cerebral cortex [1] . Our prior is therefore specifically designed to reflect the expectation that current sources tend to be sparse and focal. This prior is combined with a Gaussian likelihood model for the data which is based on the linear model (1) and an assumption of additive white Gaussian noise. Maximization over the resulting posterior probability results in a maximum a posteriori (MAP) estimate of the primary current sources.
Bayesian Technique Description
Since the primary sources of the MEG are widely accepted to be sparse and focal, we suggest that this information be used in reconstructing the image. This information can be naturally introduced into the problem using the Bayesian paradigm in which the source is modeled as a random field. Since we assume that sources are sparse, the large majority of source pixels will have zero amplitude. We therefore use a binary indicator process x to model whether each source dipole is on (x i =1) or off (x i =0). Those sites that are active are assumed to have a Gaussian amplitude, z i . We can then write the source image vector y as , where ".*" signifies the Schur product (element by element pair-wise multiplication) and . Assuming independence of the indicator and amplitude processes, we can write the posterior probability for x and z given the MEG data b as, .
We find a MAP estimate y * of y as where, .
The joint probability p(x) is chosen to reflect the expectation that the sources are sparse and focal. To achieve this goal, we use a Markov Random Field (MRF) [4] model for which sparse focal sources have a higher probability of occurring than more distributed sources. We define p(x) to be a Gibbs distribution, (4) where K is a proportionality constant and the energy function is given by,
where the parameters α i > 0 and β i > 0 determine the relative weights of the sparseness and clustering terms. The potential function is defined in terms of each pixel and its neighbors as, .
This clustering term is small if neighboring pixels are of the same magnitude. The exponential parameter Q determines the strength of the clustering. As Q increases, the size of the clusters tends to increase. In the results presented below we constrain sources to a plane and use a four nearest-neighbor interaction. Some examples of binary images, produced by sampling from this prior using a Gibbs sampler [4] , are shown in Fig. 1 . The source amplitude process, z, is assumed to be a set of independent zero mean Gaussian random variables with covariance C z . Using the definitions above and assuming the noise process in (1) is zero mean Gaussian with covariance C n , we can write, (7) where Z is the posterior partition function. The posterior energy function is given by: The MAP estimate is found by maximizing over the log-posterior, or equivalently, .
The solution to the optimization problem (9) provides our estimate of the neural current sources. The solution is clearly a function of the parameters of the likelihood function and the prior probabilities. Methods for selecting these parameters will be addressed in a future publication. However, we note that since the parameters represent the relative probabilities that each source pixel is active, it is straightforward to include pixel-wise probability weightings determined from fMRI or PET activation studies to influence the formation of these sparse images.
Mean Field Annealing
Minimization of is difficult since the optimization must be performed over a mixture of discrete and continuous variables. Since this function is quadratic in the continuous variables, z, we can derive a closed form expression for the optimal z as a function of any particular indicator process x, i.e. the vector which minimizes (8) given the binary vector x is given by, .
Substituting into results in a new energy function , a function of x only. We can therefore first find the optimal indicator process by minimizing , then substitute this result in (10) to obtain the optimal amplitude process.
Coordinate-wise optimization with respect to a collection of binary variables using, for example, iterated conditional modes (ICM) [2] , tends to produce rapid convergence to an undesirable local minimum. Here we use, instead, a continuation method based on mean field annealing(MFA) [3] . We visit each pixel in turn using the following update strategy: (11) where the conditional expectation is computed with respect to the modified joint probability, .
The temperature parameter T is slowly reduced as the iterations proceed. As the iteration will converge to a binary solution which is a local minimum of . MFA typically results in a better local minimum than is achieved using ICM. We will address the convergence behavior and the basis for the mean field approach in a future extended publication. 
Simulations and Phantom Experiments
We have conducted extensive comparisons of this technique with minimum norm based methods using simulated and experimental phantom data. Some example images of representative comparisons are shown in our sister publication in this conference proceedings ("A comparative study of minimum norm inverse methods for MEG imaging," R.M. Leahy, J.C. Mosher, and J.W. Phillips). We found that all of the linear minimum norm methods produced results exhibiting a relatively large degree of smoothness. For all additive noise scenarios tested, all methods generally gave similar residual errors in the fit to the data. All results can be considered 'correct' in the sense that they are configurations that could have produced the observed data. This observation emphasizes the severely under-determined nature of this problem. Clearly, in order to select between these feasible solutions we must use additional information concerning the expected nature of the source.
Conclusions
In the simulations and phantom studies we have conducted, our MAP solution was generally superior to those obtained using minimum norm methods. However, this is true only when the sources exhibit the sparse focal characteristics on which our method is based. We stress that all of the methods provide good fits to the data, and hence are physically (if not physiologically) plausible. This ambiguity is inherent in attempting to infer spatial information from on the order of 100 external sensor measurements. Specific prior information is essential if useful spatial information is to be extracted from the data.
In this work we have developed a Bayesian framework for image estimation from MEG data. This approach can be extended to include information from other modalities (fMRI or PET) as well as using anatomical MR images to constrain sources to the cortex. The method can also used for combined MEG/EEG data. We can also directly extend the model for dynamic imaging by simply replacing each of the amplitude processes, z i , in our model with a time series model, z i (t).
The results that we have presented assume sources are constrained to 2D planes. Future research will focus on sources constrained to a realistic cortical surface. Only then can be we begin to establish realistic limits on the ability of MEG to usefully image neural activity.
Introduction
Accurate knowledge of the location of the cortical surface is important in solving forward and inverse problems in EEG and MEG. Since the sources of event related surface potentials and magnetic fields are generally assumed to be confined to the cortex, knowledge of the shape of the cortex can be used to constrain the location of sources when solving the inverse problem [3] . Accurate knowledge of the cortical surface can also be used in solving the forward problem. By assuming that the head consists of a set of homogeneous regions of constant conductivity (e.g. brain, skull, scalp) the forward problem relating the measured EEG or MEG signal and the primary current sources can be solved using a boundary element method (BEM). The brain region for the BEM can be found using the method described here.
Our primary objective is to develop a technique that is automatic and accurate in extracting the cortical surface and which can track the major sulci. The MR images we use are T 1 -weighted where csf appears dark compared with white and gray matter. In these images the cortex is a ribbon with an outer boundary defined by the surface of the brain and an inner boundary by gray-white matter transitions. In general the outer cortical surface is clearly defined by a gray-csf border, but due to noise, finite resolution and partial volume effects, surface extraction based on thresholding or simple edge detection typically results in links between the brain and other structures. Also, cortical structure may not be apparent from any one 2-D slice through the brain. Therefore, our approach processes these images in 3-D and separates the cortex from surrounding structures. We use the following pre-processing steps: 1) anisotropic filtering, an optional step which is used to sharpen image boundaries and 2) 3-D Marr-Hildreth filtering which locates surfaces within the head volume. The filtered image is then processed using a sequence of 3-D morphological operations which extract a binary brain volume from the skull and connective tissues.
Edge Detection
In our work, anatomical boundaries in MR brain images are located by edge detection. In order to select an edge detector capable of extracting accurate detailed information of brain anatomy from the gray-scale MR images we performed a subjective comparison between detectors which have been reported in the literature as giving the best results when applied to medical images -the Canny [2] , Deriche [6] , and Marr-Hildreth [5] methods. An ideal operator for our purpose is one which has a low computational cost and accurately detects closed boundaries of important anatomical structures. Our morphological algorithm requires as input a binary image of the closed boundaries of tissues inside the head. The algorithm can deal with some degree of noise in the form of disconnected edge elements and scattered false contours. However, if too many artifacts of this type occur, then preprocessing as described in the following section is required.
The Canny and Deriche edge finding methods can both produce disconnected edge segments and require costly edge linking procedures to produce a set of closed boundaries. In contrast, the Marr-Hildreth operator always produces a set of closed contours. While the Canny and Deriche methods gave better localization of edge segments in some regions of the image, these segments are often too dense to produce accurate closed boundaries using a simple †. This work supported by NIMH, Grant No. R01-MH53213, and by the TRW Inc. Doctoral Fellowship Program.
To appear in the Proceedings of the 10th International Conference on Biomagnetism, BIOMAG '96, Santa Fe, New Mexico, February 1996.
edge linking procedure, consequently we decided to use the Marr-Hildreth operator for edge finding. While it is easy to show that this operator can produce spurious boundaries, we have found that these are removed when used in conjunction with the morphological processing step. Our experimental experience indicates that the spatial resolution of a Marr-Hildreth detector can be chosen so that it is effective in finding the outlines of different tissues. We have found that at a resolution appropriate for extracting the brain surface, this processor detects sulci boundaries corresponding to white-gray matter transitions rather than gray-csf transitions [1] . Thus the final cortical surface that we extract has a tendency to move between the outer cortical boundary on the gyri and the inner cortical surface in the sulcal folds.
Anisotropic Filtering
The accuracy of anatomical boundaries obtained by edge detection is a direct consequence of the quality of the input image. An edge enhancement preprocessor appears to be essential when dealing with low contrast MR images with a low signal to noise ratio. Conventional linear spatial filtering methods for image enhancement reduce noise at the cost of reduced resolution. This results in edge blurring and is not a good preprocessor for our purpose. Instead we have found nonlinear anisotropic diffusion filtering to be especially appropriate for enhancing MR image data because of its edge preserving properties. In this method a filtered image is viewed as the solution to the anisotropic diffusion equation [7] . In this equation, the diffusion coefficient adaptively controls the diffusion strength to smooth the image within a region and stop smoothing across a boundary. This coefficient is a monotonically decreasing function of some measure of edge strength, usually the magnitude of the gradient of the image intensity. By selectively smoothing the image while preserving edges, we generate a result which gives improved edge definition with fewer spurious edges when processed with a conventional edge detector.
To demonstrate the efficiency of anisotropic filtering in reducing noise and enhancing region boundaries in MR images, in figure(1-a) and (1-c) we show a transaxial slice of a volume MR image before and after applying 3D anisotropic filtering with an exponential diffusion coefficient. Homogenous structures in the filtered image appear smoother and their boundaries are more clearly defined. The improved differentiation between adjacent regions of similar intensity characteristics facilitates the performance of the edge detector [ figure(1 
A Morphological Algorithm for Cortex Extraction
Our morphological algorithm requires as input a binary image volume, which we generate by applying the Marr-Hildreth edge detector to the MR brain data. In the resulting edge image voxels are either black or white depending on whether or not they represent region boundaries. We represent a binary head image by a 3-D set, denoted X, which is made up of two types of voxels:
where represents the object interior voxels which are connected only to other object interior voxels, and represents object voxels that are connected to the background. In our work, "connected" is defined as 6-connectedness, i.e. voxels are connected only if they share a face, but not an edge or a corner. Set X represents other anatomical regions, not just the brain. The brain is a connected 3-D subset of X, where any two points in this subset can be joined by a 3-D path entirely contained within the brain volume. Because of noise, partial volume effects, or true anatomical connections, X may contain voxels that link brain regions to extraneous surrounding structures, such as dura mater or skin.
To sever unwanted connections and extract only the brain, we first perform an erosion, which shrinks the brain volume and eliminates all regions smaller than the structuring element. We have chosen a 3-D rhombus
To appear in the Proceedings of the 10th International Conference on Biomagnetism, BIOMAG '96, Santa Fe, New Mexico, February 1996. structuring element of discrete size one, which is a 3-D cross three voxels wide in the x, y, and z directions. This element deletes narrow connections without globally damaging or distorting an image. In particular, erosion by a rhombus will eliminate all boundary voxels from X and leave unchanged. For definitions of morphological operations and their sizes see [4] . For an isotropically sampled MR volume with 1mm 3 voxels, transforming by R1 eliminates regions which have a size of 2 mm or less in any direction and shrink a majority of the brain surface by 1 mm. After erosion we carry out a 3-D flood filling operation. This step is necessary because although erosion eliminates undesirable connections, non-brain regions, such as eyeballs or skull, still remain. We want to select only brain voxels. A 3-D flood filling routine finds all voxels connected to a seed point in the brain ( figure(2-a) ). We will denote this eroded and flood filled set of brain voxels as , where . Since erosion shrinks the brain surface and widens holes in the volume, is not a true representation of an entire brain. To expand the brain from the eroded image we first dilate it by R1 to restore some voxels eliminated by erosion and denote the result ( figure(2-b) ). Then we fill holes in by closing the set with an octagon structuring element of size two, denoted O2. This isotropic element, which is a digital approximation to a sphere in Euclidean space, has a width of 9 voxels. We choose size two because an octagon of size one is only 5 voxels wide and may not be large enough to close all holes that were widened by erosion. Besides filling image holes, a closing operation replaces portions of an object's boundary with the structuring element's boundary. Therefore, this operation will result in a brain volume in which boundaries are smooth and all holes less than 9 voxels wide are closed ( figure(2-c) ).We will denote the result of this operation . Set is a smooth image that serves as a template on which we can reintroduce fine details from the original binary volume, X. When we take the set difference we obtain a set which represents all gaps and holes in the brain which include those corresponding to the internal cavities of the brain as well those resulting from the foldings of the brain cortex. We denote this set . A difference operation between the closed brain and its set of holes yields the brain volume ( figure(2-d) ).The current contains some holes, not connected to the outer brain surface, which clearly do not contribute to the cortex. To remove these hole, we apply the 3-D flood filling process to ,which corresponds to the background of . The output, can be considered as a mold for brain, and its complement gives us the solid brain volume,
. The outer contour of is the cortical surface. Figure( 2-e) shows a slice from a brain extracted by this morphological processing. Below, we summarize the steps of our algorithm for extracting a brain from an MR head image.The symbols , ,⊕, q represent morphological erosion, dilation, and closing respectively. 
Experimental Results
We have implemented the brain extraction method described above, including edge detection and anisotropic filtering. The entire procedure is written in C and takes approximately 10 minutes on a 60MHz SPARC20 workstation to extract the brain from a typical stack of 120 images. An additional 10 minutes are required for 3 iterations of the anisotropic pre-filtering. Our implementation gives the user the option to: 1) select whether or not anisotropic filtering is desired before edge detection and 2) chose the size of the Gaussian operator used in MarrHildreth edge detection, where a larger operator smoothes the image and detects fewer fine details. With this software we have thus far processed 30 different MR data sets, and in each instance, a visual inspection of the extracted brain surface indicated that our algorithm was successful in automatically extracting the cortex from these head images. These results show that the major sulci are found using this method. We have noted in a few cases that the cerebellum is removed from the brain volume.
Shown in figure(3) is an example of a cortical surface that was automatically extracted from a T 1 -weighted volume acquisition (0.5T Picker Outlook) with a 2.5mm slice thickness. In figure(3-b) a typical slice through the brain volume is shown with its corresponding cortical boundaries superimposed on the slice. A rendering of the cortical surface is displayed in figure(4-a) . Figure(4-b) shows the smoothed brain surface obtained by applying a morphological closing operation to the high resolution cortical surface. 
Introduction
In forward head modeling, various approximations are made in order to keep the problem tractable. Simplifications can yield models ranging from simple spherical models to multi-tessellated arbitrary surfaces in a boundary element model (BEM). Spherical head models differ in the number of shells and the assumed conductivities. Other assumptions in the BEM include the choice of basis sets, such as constant, linear, or quadratic variations of the voltages across the individual areal elements, or the selection of error-weighting method, such as collocation, Galerkin, or "direct" methods. Numerical versus analytic integration can also yield numerical differences. These differences in parameters and approximations can yield models whose external fields (EEG potentials or MEG magnetic fields) differ for the same internal source configuration. Quantitative measures are needed to determine if these differences are significant.
The conventional approach is to define the source to be an arbitrarily placed single current dipole, then compare the field pattern generated. If two forward models generate similar patterns for many different placements of the dipole, then the presumption is that the two models are comparable. Several different methods of comparison between models have been proposed, such as the residual variance (RV), which we briefly review. We then propose a new method that effectively performs a multidimensional correlation between the two models, yielding their subspace angles. The method is specifically presented for head model comparisons, but we will also briefly show that the MEG-MUSIC algorithm [1] can be easily explained by these subspace angles.
Methodology
The concept of subspace angles may be explained by some examples. Let us assume first a very simple example of the comparison of two vectors (one-dimensional matrices). Vectors and may for instance be the gain vectors for a constrained dipole orientation model, each generated by a different method. The goal is to quantitatively describe how the two vectors are alike or different. For the measure of residual variance, we compare the difference between the vectors, scaled by one of the norms, (alternatively, one may take the square root of this value for the relative difference measure RDM). This gives us a measure of how different is from in an average sense. A problem with RV may arise when is simply a scaled version of , for instance . Then the RV is , indicating a significant difference between the two vectors. However, a scalar difference between two vectors may not be significant in some instances. For instance, in the EEG scalp potentials of a single shell spherical model, a scalar difference between two models may simply be due to a difference in assumed conductivities. The shape of the two vectors are otherwise identical, and a localization algorithm would perform identically for the two cases. The difference between the two models would arise in the amplitude of the assumed source, not in its localization. Similarly, one vector may simply be the negative of the other due to sign conventions, in other words with a scale factor of . We would therefore like a measure that quantifies how similar the two patterns are, i.e., the correlation between the two. The correlation is found as the inner product between and , divided by their norms, . A correlation of unity indicates perfect agreement of the two waveforms, within a scale factor. The scale factor may easily be determined by the ratios of the norms, , if so desired. A perfect negative correlation simply indicates a negative scale factor. The correlation and scale factor may be combined to generate the RV,
Thus we might view (1) as a method of partitioning the RV into two constituent components, the correlation and the scale factor. We will make one other adjustment to (1) by separating out the sign of the correlation, , such that we will use a definition of the absolute correlation ACORR and its sign separately, .
(
The (absolute) correlation between and has a geometric interpretation. Consider and to be two vectors in a multidimensional space. The correlation between and is the cosine of the angle between them, as a b
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shown in Fig. 1 . If we think of and as lines in space (i.e., allowing both positive and negative directions), then by convention we consider the angle between the two lines to be the lesser of or . The absolute correlation is the cosine of this acute angle between these two lines. This acute angle is also known in a more general sense as the subspace angle between and . Now we consider a more general case of two matrices, and , each containing two columns and two or more rows. These matrices could represent the gain matrix relating a tangentially oriented dipole to the MEG sensor measurements, with each column representing one of the two tangential dipole components. The two matrices may represent two methods of generating this forward model. We would like to compare these two matrices to understand how they are similar, again using correlation analysis. We form the vector , the linear combination of the columns of , where with magnitude and a unit-norm two-dimensional orientation represented by
. Similarly, we form , . We then calculate the absolute correlation between these two vectors, ; considerations of the magnitudes and can be disregarded in the correlation, as can and greater than . We generate a grid of values of over the range to , and for each we calculate the absolute correlation using over the same grid. A coarse grid might yield the results shown in Table 1 .
We extract from this matrix of data the two vectors of data labeled "Column Max" and "Row Max." We are interested in two quantities. The first is the overall maximum correlation. We find this quantity as the maximum of either the Column Max or the Row Max. In the table presented, we see this occurs for , degrees, for a maximum correlation of . Thus, based on this coarse table, the best way to correlate matrix with matrix is to form and . The second quantity of interest is the minimum of the Column Max or Row Max, which occurs here for , degrees, for a correlation of . This minimax correlation is the worst way to linearly combine , since it yields a maximum correlation with of only , the minimum of the maximum correlations.
Of course, the grid in Table 1 is too coarse to draw such conclusions, and we should grid more finely. However, a far more elegant method bypasses the need to search over these grids and is easily extended to arbitrary dimensional matrices. The steps are [2] (p. 585), 1) Perform a singular value decomposition (SVD) of , such that . Similarly decompose . Retain only those components of and that correspond to non-zero singular values, i.e., the number of columns in and correspond to their ranks, and the other matrices are square, with dimension equal to the ranks.
2) From
, and decompose as . Let be the minimum of the ranks of and . Let be the singular values extracted from the diagonal of , .
3) Optionally form , ,
The largest singular value is the maximum absolute correlation between and , and the smallest singular value, , is the minimax absolute correlation. The best way to arrange is found in the first column of , , which is best correlated with when it is arranged as . The first columns of and are Figure 1 . The correlation between vectors and is the cosine of the angle between them, . The absolute correlation between and is the cosine of the acute angle formed by the pair of intersecting lines. We can refer to the acute angle ( or ) in a more general sense as the subspace angle between and . 
Results
In a companion paper [5] , we generate the forward EEG or MEG model for a dipole in a sphere, but using different approaches of the boundary element method (BEM). The differences in our approaches focus on the polynomial approximation assumed across each tessellated triangle, the error weighting used to control the fit, and the inclusion of an isolated skull approach. The subspace angle was one of a couple metrics used to quantify the differences between models. In this paper, we present another use of subspace angles, for the comparison of different EEG models. In Table 2 , we present the subspace angles for four EEG head models, as compared to a fifth EEG head model.
The head model parameters were extracted from [6] and [7] , as indicated, and all were applied to a 88 mm outer spherical radius model. The number of shells ranged from 1 to 5, and 528 EEG sensors were spaced about 1 cm apart on the outer hemisphere. The de Munck head model was selected as the base model, and a dipole was placed just 1.4 mm from its innermost shell. The other models were then used in a three-dimensional Nelder-Meade Simplex minimization algorithm, with the goal of minimizing the minimax (third) subspace angle with the de Munck model, by changing the location of the dipole. The results confirm that each single dipole model has a corresponding dipole location in the other head models, and in particular in the single shell model. The minimax moment orientation was in every case z-directed, but the minimax correlation was nonetheless 99.9% or better over all five models. Although the results of Table 2 are presented for a single dipole location, other locations yielded similar results. For example, we used the Nelder-Meade Simplex algorithm to minimize the minimax subspace angle between the Single Shell model and the Cuffin & Cohen model, for 1000 dipoles spread mostly uniformly with depth. This minimization function converged well in all cases to locations 99% or better correlated.
The percentages in column 4 indicate the percentage of the radial distance to the dipole versus the true distance. The locations are almost, but not exactly on the z-axis, which is also the radial line through the true location. If the search were restricted to the radial line through the true location, then these percentages would be equivalent to the "Ary" correction factor. In general, the single dipole correction factor is a function of eccentricity and reveals how different head models may be interchanged by adjusting the dipole's depth between models. Two synchronous dipole models will in general not use the same correction factors as one dipole; see [6] , [7] for further discussions on improvements for the multiple dipole cases. In these prior works, empirical results were often generated by fixing not only the base models location, but its orientation as well. Using subspace angles, we do not have to fix the orientation; indeed, we let the subspace angles select the worst orientations.
Discussion
The measure presented is based on the subspace angles between two matrices [2] , a multi-dimensional extension of correlation analysis. A singular value decomposition is used to extract the principal angles and principal vectors between two subspaces, such as the subspaces spanned by two competing head models. If two head models are mostly similar, then we find that the largest principal angles are still small (the minimax correlations are still high), which can be interpreted to mean that no dipoles exist in one head model that cannot be adequately modeled by another dipole in the other head model, irrespective of dipole orientation. By not performing Step 3, we can rapidly calculate just the singular values in Step 2 for literally thousands of comparison points between two models. By examining the minimax correlations, we can identify those comparison points where the two models yield the poorest comparisons, then investigate just these points further to understand the differences between the two models. "Small" and "adequate" must be interpreted relative to a given noise level. Our experiences in dipole localization errors [3] [4] indicate that a minimax correlation angle of less than 18 degrees (correlation above 0.95) should indicate that two models are mostly indistinguishable, given the noise conditions we see in EEG and MEG. These principal angles emphasize the pattern of the measurements each model can make at the sensors, regardless of the actual dipole intensity or orientation. If model requires a dipole ten times stronger and at a moment angle 45 degrees rotated from that of model , then we can still obtain a principal angle of zero degrees (perfect correlation) if the shape of the measurements is identical between the two models. In other words, correlation is scale independent, and using subspace angles, we achieve a performance measure independent of dipole orientation and intensity.
In inverse modeling, with the uncertainties of the true orientation of the equivalent current dipole, and with the approximation of the gains by uncertain conductivities, the emphasis in model comparison is properly placed on this shape, which leads directly to localization. We can, however, also easily extract orientation and gain differences from this same procedure, as shown in Step 3. The principal vectors of each subspace can be directly interpreted to indicate orientation differences between head models, and the gain difference between two models is simply found as a power ratio.
The subspace angle is also useful in the inverse problem. The MEG-MUSIC algorithm [1] simply generates the subspace angle between the signal subspace extracted from the data and the subspace spanned by the desired model. As discussed in [1] , if each dipole has a time series linearly independent of the other dipolar time series, then we can decompose the spatio-temporal data matrix to extract a signal subspace. Each dipole's spatial model will be correlated with this signal subspace. We therefore form the gain matrix (forward model) for a dipole and calculate the subspace angles between the gain matrix and the signal subspace. In MEG with a spherical head model, the gain matrix is rank 2, so there are at most only two subspace angles. A MUSIC metric of 1.0 is the same as a minimum subspace angle of zero degrees, indicating that a dipole of some fixed orientation (found from Step 3) matches the data. If the second angle, corresponding to the minimax correlation, is also near 1.0, then we have indications of a "rotating" dipole, as discussed in [1] .
We therefore scan over a grid of candidate dipole locations, looking for correlations near unity with the signal subspace. Peaks near unity can be refined by further gridding, or the subspace angle metric may simply be used in a directed search, such as a Nelder-Meade Simplex algorithm. If the rank of the signal subspace is underestimated, we may destroy the correlation of the dipolar model with the data. On the other hand, if we somewhat overestimate the rank, then it is unlikely that we will falsely find a correlation between a dipole model and the extraneous subspace components, since those components are drawn from a randomly oriented noise subspace. Thus we generally recommend that the signal subspace be somewhat overestimated.
Although in [1] the source model was limited to dipoles, the MUSIC method is general for any desired parametric source model, such as pairs of dipoles or combined dipole and quadrupoles. We simply generate the subspace angles between the signal subspace and the source model.
Introduction
The forward problem in EEG and MEG is to determine the potential or magnetic field generated by neural current sources. The standard model for the head is a set of connected volumes, typically representing the brain, skull and scalp. If the conductivities within each of these regions are isotropic and constant, the volume integral equations relating the neural current sources and the external fields can be reduced to surface integrals. If these regions of constant conductivity can also be modeled as concentric spheres, then analytic solutions are known for EEG and MEG [1] , [2] . If more accurate shapes of regions can be obtained from MR or CT images, a more realistic head model can be found. For an arbitrarily shaped head model, however, no analytic solution exists, and the forward problem must be solved numerically. Here we use the boundary element method (BEM) which involves tessellating the surfaces into small areal elements (planar triangles) and approximating the surface potential with a set of basis function.
We assume the head is modeled by a piecewise homogeneous volume conductor G. Denote the surfaces between compartments with different conductivity as S 1 , S 2 ,.....,S m . Under the quasi-static approximation, the potential on the jth surface is governed by the Fredholm integral of the second kind, ,(c.f. [5] ),
where and are the conductivity inside and outside the jth surface, is a vector element of surface oriented along the outward unit normal of , and is the primary current. Once the potential is obtained on all surfaces, the magnetic field can be computed by the Geselowitz' formula (c.f. [2] 
where and are the potential or magnetic field due to in an infinite homogeneous medium. Both and are related to the primary current and therefore directly depend on the specific source model. The most widely used source model is a current dipole with strength concentrated at a point, , where and denote the dipole location and moment, respectively. The second terms in (1) and (2) are contributions from the volume or return currents, and they depend on the head geometry and conductivity profile. Only for some special cases (e.g., a spherical volume) can (1) and (2) be obtained analytically [1] , [2] ; in most cases, they need to be treated numerically. The high resistivity of the skull has been shown to lead to numerical inadequacies in calculating the potentials on the scalp, and the isolated skull approach (ISA) was devised to slightly alter (1) by assuming a perfectly insulating skull, then folding its calculation back into (1) [3] . In the following, we examine use of the method of weighted residuals [4] to numerically solve (1) and (2), with and without the ISA alteration.
Method
We can express (1) as a linear operator acting on , , where is proportional to the infinite homogeneous potential [5] . In the forward problem, the source and hence is known, and the task is to determine , such that residual is as small as possible. We distribute the residual or error function in the domain by weighting it by ,i.e., or equivalently,
where denotes the inner product of the two functions. We represent both the weighting function and the unknown potentials as combinations of linearly independent basis functions and respectively,
, and
where are arbitrary coefficients. The solution to (3) should hold for all in the space spanned by the basis functions , i.e., the coefficients are arbitrary, such that (3) leads to equations, .
The coefficients for are the nodal parameters, which are functions of the nodes or nodal points , . The basis function is chosen with the property that and zero at all other nodes, i.e., . Substituting into (5) yields a system of equations representable in matrix form as (6) Many different methods for selecting the basis functions in (4) exist (c.f. [4] ). Among these methods, we will focus on the collocation form and Galerkin form. In the collocation form, is chosen as the Dirac delta function , where is the nodal point, usually at the centroids or vertices of triangles. In other words, (5) is satisfied at certain collocation points instead of in an average sense. The obvious advantage is the inner product reduces to a function evaluation at the nodal point. The Galerkin form is a particular weighted residual method for which the weighting functions belong to the same set as the approximating functions, i.e. . We examine two widely used basis functions, constant and linear. Let , , and be three vertices of the nth triangle, and they are ordered in such a way that the permutation corresponds by the right-hand rule to the outward normal of the surface. The basis functions are defined as [3] , [6] : (7) The formulation originally derived by Lynn and Timlake [5] is effectively the Galerkin form using constant basis functions. In many other papers, the "geometry" matrix in the Galerkin form of (6) is approximated by the values at the triangular centroids (c.f. [3] ), effectively a mix between collocation and Galerkin. The methods due to de Munck [6] , Schlitt et al. [7] and Ferguson et al. [8] are collocation forms using linear basis functions. We introduce in this paper the comparison of these prior results with the linear Galerkin BEM.
Results and Discussion
A simple but illustrative example will serve to explain the differences these error weightings have on EEG and MEG. Let be a simple quadratic function to be approximated by a constant or a linear function. The weighted residual expression is therefore , which we will evaluate on the interval . For constant collocation, we approximate as a constant function, , with a nodal point at the midpoint, . Substitution into the weighted residual expression and minimization yields . Similarly, for linear collocation, the two basis functions are and with corresponding nodal points and . Minimizing this weighted residual yields and . Both the constant and linear approximations to are overlaid in Fig. 1 , and we see that both collocations effectively yield the correct values of at their nodal points. Next we consider Galerkin weightings over the same interval, (8) yielding for constant Galerkin, and , for linear Galerkin. These solutions are overlaid on Fig. 1 .
Two features distinguish the Galerkin solution from the collocation: 1) the Galerkin approximations to have larger errors at the nodal points than the collocation results (which are perfect at the nodal points in this example), and 2) both Galerkin approximations integrate to the same value as the true function over this interval,
. By comparison, the constant and linear collocation forms integrate to and respectively, where we note that linear collocation error is twice as great as the constant collocation. The integration error versus nodal evaluation error in this simple example has impacts on the evaluation of EEG and MEG. The potentials are embedded in a Fredholm integral of the second kind, such that their calculation is sensitive to integration issues. In EEG, the potential is both inside and outside the integral, while in MEG, the potential is completely contained in the integral, suggesting that MEG may be more sensitive to integration. In EEG, we are primarily interested in the evaluation of the potential at discrete sensor sites about the scalp. Thus the collocation approach implies we might actually achieve better error performance than Galerkin if we assign nodal points to the sensor sites. In MEG, however, the sensor sites are a measurement of the integral of the potential over all surfaces (the fictitious currents), and the Galerkin approach implies that we might achieve better error control over the continuum of potentials and hence better MEG approximations.
With this simple insight, we address the results of simulations with a known spherical model. We applied the constant and linear basis functions, with collocation and Galerkin methods, with and without the isolated skull approach, to a three shell spherical model. The radii of the model were 88, 85 and 81 mm, and the conductivities were 0.33, 0.0042, 0.33 for the scalp, skull and brain respectively. The test dipoles were arranged tangentially in the -direction, and 104 MEG sensors were oriented in this same direction over the upper hemisphere, 120 mm from the center. This non-radial orientation was chosen to suppress the contribution from in (2), which is analytically known, and therefore highlights the BEM calculation of the contribution from the volume currents.
The EEG electrodes were placed at the nodal points (centroids or vertices) of the triangles on the upper hemisphere. We used 492 and 1016 triangles per surface for the constant and linear BEM respectively, so that the degrees of freedom for the linear and constant cases were approximately equal. The matrices for the forward model were properly "deflated" [5] and efficiently computed into forward gain matrices, [9] , [10] . A tangential dipole, , was moved along the -axis from [0,0,3] mm to [0,0,78]mm, i.e, to within 3 mm of the vertex of a triangle tessellated on the inner most shell; represents the vertical axis in a right-handed Cartesian coordinate system. The comparison metric used was the relative difference measure [7] and defined as: (9) where and denote the analytic and numeric EEG or MEG sensor values, and " "denotes the vector transpose. In Fig. 2 , the RDM for EEG and MEG are shown. For the EEG results without ISA, we observe that constant Galerkin (effectively the original Lynn and Timlake [5] approach) and linear collocation do not generally improve the RDM over that of the relatively simpler constant collocation. This result is consistent with linear collocation yielding a worse integral than constant collocation, and with constant Galerkin yielding a worse nodal evaluation. Linear Galerkin achieves a better RDM over constant collocation, but we note in all EEG cases without ISA that the RDM is on the order of unity (100%) error as the dipole approaches the innermost surface. The EEG results with ISA show a remarkable improvement in the RDM, and we see that both the constant collocation and the linear Galerkin results are about 8% error as the dipole approaches the inner surface.
In the MEG plots, two curves are shown. The dashed line indicates the MEG solution if the potentials at the nodal points were precisely known, therefore highlighting the error we make in MEG if we apply constant and linear approximations to (2) . The solid line is the MEG RDM using the BEM calculated potentials. We observe that in general the RDM is below 10%, a significant improvement over the EEG RDM, suggesting that MEG is in general less sensitive to the BEM errors. The true potentials (dashed) curves reveal that the constant approximation is better than the linear approximation, if we fix the nodal points at the true values, which is consistent with our simple onedimensional example where linear collocation had twice the integration error of constant collocation. We note that ISA does not improve the MEG results, which suggests that although ISA improves the scalp potentials for EEG, the cost is a perturbation of the stronger innermost surface potentials that are also detected by MEG. Near the innermost surface, the constant model results show errors of only a few percent, but we see that the linear Galerkin results are dramatically superior to all others. [11] to show the effects of approximation and error weighting. The true function over the interval is , and its true integral over the interval is 1/3. The collocation forms precisely match the true function at their respective nodal points, x = 0.5, and x = 0,1. The linear collocation has twice the integration error over that of constant collocation for this interval. The Galerkin forms are in error at the nodal points, but both forms precisely integrate to the correct value, 1/3. Linear Galerkin Figure 2 . The RDM (in log scale) versus a tangential dipole along the z-axis from 3 mm to 78 mm. The radius of the innermost of the three spherical shells is 81 mm. In the MEG case, the dash-dot line denotes the RDM using the exact potentials at the nodal points for the constant or linear approximation. The EEG RDM is calculated at the nodal points on the upper hemisphere (scalp). The MEG RDM is calculated at 104 sensors spaced 120 mm from the origin about the upper hemisphere.
I. Introduction
There has recently been great interest in developing accurate forward and inverse methods for mapping between neural current sources and the scalp potentials and external magnetic fields that they produce. Evaluation of these methods requires that data are available for which the "ground truth" is known. While the other functional modalities (fMRI and PET) offer the potential for providing ground truth for clinical and volunteer studies, these methods are currently not sufficiently well understood or mature to provide reliable validation. Evaluation can be performed using computer simulation. However, the majority of published results that use computer simulations assume simplified models for the head, instrumentation and noise. Typical simulations use a spherical head with point measurements of the scalp potential or magnetic field and additive white Gaussian noise. To establish realistic limits on the performance of forward and inverse methods, more realistic models are required. While it is possible to develop more elaborate simulations, there are advantages to performing evaluation using data collected directly from a physical system. Such studies have been performed using dipolar sources implanted in epilepsy patients [1] , however the procedures required to implant these sources (e.g. temporary removal of part of the skull, and related tissue displacement and swelling) may result in severe distortion of volume currents. While such studies are important, they are not ideal for evaluation of general forward and inverse methods. Interesting studies have been performed with dipoles implanted in a cadaver head [2] and a gelatin filled skull [3] , but these studies have been restricted to at most a few dipoles. A multiple dipole phantom was used in [4] for evaluation of several MEG imaging methods. This is a dry phantom that is based on the theoretical description in [5] in which it is shown that the resulting fields are identical to those produced by a current dipole in a uniformly conducting medium. The major limitation of this phantom is that is unable to generate the volume currents associated with realistic head geometries nor is it suitable for EEG.
Motivated by the desire to produce realistic data corresponding to complex spatio-temporal current sources and to include the effects of realistic head geometries, we have designed and fabricated a multiple dipole phantom consisting of 32 independently programmable and isolated dipoles which can be inserted in either a spherical or skull mount and used to collect both EEG and MEG data. In the following section we describe the phantom. We then report on the current status of the project and briefly summarize our preliminary results. 
II. Phantom Design
The phantom design consists of three components: (i) a 32-element current dipole array, (ii) a PC-controlled dipole driver with 32 isolated channels allowing independent control of each dipole, (iii) spherical and human-skull mounts in which the dipole array is placed. We describe each of these three components below.
Dipole Array
The dipoles were constructed from semi-rigid coaxial cable (UT-034-SS-SS, Micro-Coax, UTI, Collegeville, PA) consisting of a 0.84mm outside diameter shield made from stainless steel alloy (#304) tubing, a Teflon PTFE (Polytetrafluoroethylene) insulator and an inner stainless steel conductor. The semi-rigid coax was insulated using standard 3/64 inch heat shrinkable tubing and then striped back to expose 1 mm of the shield and 1 mm of the inner conductor to the volume conducting medium, Fig. 2 . Thirty two dipoles were constructed and arranged to approximately follow a pair of sulcal folds: 16 were distributed along, and arranged normally to, a nominal central sulcus. Another 14 dipoles were arranged along a nominal calcerine fissure. The remaining dipoles were positioned to represent a pair of frontal sources. The semi-rigid nature of the cable allows us to bend the cable to individually position the dipoles for the desired locations and orientations. Once the dipoles are positioned, we can move the dipole array from the spherical to the skull mount with no significant change in the relative dipole locations.
Driver Design
The dipoles are driven by isolated current sources which in turn are controlled through a special purpose interface to a personal computer. Arbitrary waveforms can be generated simultaneously at each of the 32 dipoles. These waveforms are generated using standard MATLAB code on the PC and directed to the dipole drivers. The disk file on our PC can contain over an hour of real time data with a sampling rate of 1000 samples per second per channel. Streamer software and the PDMA-16 Digital DMA Board (Keithley Metrabyte, Taunton, MA 02780) in the PC is used to clock the data at a constant rate in 16 bit words to the external dipole driver chassis.The electronics for the 32 isolated dipole drivers is housed in a 19 inch rack mount chassis and powered by the PC's 5V power supply. A six foot 37 conductor ribbon cable carries the 16 bit data words and clock signals from the PDMA-16 board in the PC to the dipole drivers, Fig. 3 . A parallel interface and clock generator format the digital data for 32 electrically isolated Digital-to-Analog (D/A) converters. The sampling rate clock is divided by 1000 and is supplied to the EEG or MEG machine for synchronization when performing epoch-based acquisition. The 32 channels are electrically isolated from ground and each other. Each channel has optical isolators for the serial data, clock and load signals and has a transformer isolated DC-to-DC power converter, Fig. 3 . The digital data is converted to an analog signal using a 12bit D/A converter (Linear Technology, LTC1257). The signal from the D/A converter is then filtered with a second order bandpass filter with a passband of 1Hz to 200Hz and a transconductance amplifier is used to convert the voltage signal to a current in the dipole. The dipole is driven with a current source so that the resulting dipole current is independent of the impedance of the dipole. Alternatively, voltage output can be selected with a jumper change.
The Spherical and Skull Mounts
The single layer spherical phantom is constructed within a plastic sphere comprising two hemispheres that snap together to form a tight seal. The spherical single shell phantom will be used to validate the dipolar patterns of the coaxial sources and electrical isolation when running multiple dipoles.We can also compare results for identical source patterns for the spherical and skull mounts to study the effect of the non-spherical geometry on the accuracy of our inverse solutions. The plastic sphere (Mangelsen's, Omaha, NE) has an inside diameter of 136.0 mm +-0.2 mm and a wall thickness of 1.9 mm +-0.4 mm. The lower half is mounted to the base with a removable slip ring and the upper half is fitted with 34 silver silver-chloride electrodes (Neuromedical Supplies, Herndon, Va) including reference and a ground electrode. The electrodes are located in an irregular pattern over the sphere. The reference probe is positioned at the top dead center. Prior to data collection, the sphere was filled with a conductive gelatin made from water, sodium chloride (to control conductivity), Knox unflavored Gelatin (to solidify the solution), and dimethyl benzyl ammonium chloride (to prevent bacteria growth).
To model the irregular, eccentric morphology of the head, a human skull mount is currently under construction. The whole skull will be boiled in saline solution and gelatin to impregnate the bone to achieve an appropriate conductivity. The conductivity will be adjusted by changing concentrations of sodium chloride. Conductivity will be measured using samples of the prepared solution. Conductivity of the skull can be determined using calipers and resistance measurements at several places.The skull will then be filled with saline-gelatin mixture to represent the brain volume; the conductivity will be adjusted to provide an approximate 80:1 brain/skull ratio. To provide a scalp layer, the outside of the skull will be coated with rubber latex molding compound (GP 306, Gerisch Products, Inc. 20814 S. Normandy Ave. Torrance, CA90502). The latex will be mixed with sodium chloride to achieve the desired conductivity. X-ray CT images of the completed skull phantom will be collected to verify the dipole locations and to extract the skull and scalp surfaces. The spherical and skull phantoms can be interchangeably attached to a plexi-glass base containing the dipole array. The base has a fill/drain plug for filling the brain volume of the phantom. A pressurized air volume in the neck pushes on a membrane that is in contact with the conducting solution to compensate for volume loss due to the small evaporation through the skull. Without volume compensation, evaporative losses through the skull and scalp layers can cause air gaps to form that will interrupt the volume currents in the skull. All materials in the base and phantoms are nonferrous. In Fig. 4 we show the various components of the phantom. We have collected 32 channel EEG data from the spherical phantom using a Neuroscan 32 channel EEG Synamps system. Of the 32 dipoles, 27 give better than a 99.9% rms fit between the measured and theoretical data based on a least squares single dipole fit to each coaxial dipole. The fit for the remaining 5 dipoles range from 86% to 94%. We believe these errors are primarily due to disruption of the volume currents by adjacent coaxial wires and can be reduced by repositioning the dipoles.We will then fill the skull mount and collect MEG and EEG data on the completed skull phantom.
