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Abstract:
This paper derives the asymptotic normality of the nonlinear quantile regression estimator
with dependent errors. The required assumptions are weak, and it is neither assumed that
the error process is stationary nor that it is mixing. In fact, the notion of weak dependence
introduced in this paper, can be considered as a quantile specific local variant of known
concepts. The connection of the derived asymptotic results to corresponding results of least
squares estimation is obvious.
Kurzfassung:
In dieser Arbeit wird die asymptotische Normalita¨t des nichtlinearen Quantilsregressionsscha¨tzers
bei abha¨ngigen Fehlertermen bewiesen. Die Annahmen die dabei zu Grunde liegen sind
sehr schwach, wobei gezeigt wird, dass weder die Stationarita¨t noch eine Mixing-Eigenschaft
des Fehlerprozesses erforderlich sind. Von besonderer Bedeutung ist die in diesem Papier
eingefu¨hrte quantilsspezifische Form von schwacher Abha¨ngigkeit, die als lokale Variante ex-
istierender Konzepte interpretiert werden kann. Zudem zeigt sich, dass die Asymptotik starke
Parallelen zum Fall der Minimumquadratscha¨tzung aufweist.
JEL classification: C22.
1 Introduction
The concept of quantile regression, introduced in the seminal paper of Koenker
and Bassett (1978), has become a widely used and accepted technique in many areas
of theoretical and applied econometrics. Many of the numerous research frontiers in
this fast evolving field have been reviewed and summarized in recent survey articles (see
inter alia Buchinsky, 1998, and Yu et al., 2003). In addition to the more methodological
literature, there are also important, non-technical attempts to bring the key concepts
and especially the applicability of quantile estimation to a wider audience outside the
statistical profession (see for example Koenker and Hallock, 2001).
In this paper we consider the case where the dependent variable y and covariates
x1, . . . , xK satisfy a nonlinear model with additive errors. Often, the error process is
assumed to be independent and identically distributed (i.i.d.). This assumption has been
challenged in different ways in the literature. Koenker and Bassett (1982) first investigated
the case of heteroscedasticity based on regression quantiles, other authors discussed this
case for the most prominent quantile, the median (see for example Knight, 1999, Zhao,
2001, and the literature cited there). Nonlinear quantile regression models have been
discussed in Oberhofer (1982), Weiss (1991), Koenker and Park (1994), and Mukherjee
(2000), with the first two papers considering least absolute deviations (LAD), and the
second paper making a weak dependence assumption in the form of strongly mixing
errors. Quantile regression with dependent errors have been discussed for LAD estimation
by Phillips (1991), for unconditional quantiles in a parametric context by Oberhofer and
Haupt (2005), and in a nonparametric context by De Gooijer and Zerom (2003) and
Ioannides (2004). In the context of pure time series models, the nonparametric estimation
of regression quantiles under dependence has been discussed recently by Cai (2002), who
also provides a survey of the preceding literature in this context.
In this paper we allow the error process to be heteroscedastic and weakly dependent.
It is well known that in quantile regression no moments of the error process are needed
and that the density of the error process enters instead of the variance. In the case of
weak dependence, however, it is usually assumed that the random processes considered
are strong mixing (and stationary). Existing asymptotic results in this contexts often rely
— at least in an econometric approach — on concepts established in the various works
(mainly on the general class of optimization estimators) of Halbert White and co-authors
(see inter alia Gallant and White, 1988, Wooldridge and White, 1988, and White, 1994).
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We prove the asymptotic normality of the regression quantiles under weak assump-
tions, utilizing specific properties of regression quantiles under weak dependence. It be-
comes evident, that the weak dependence condition is a generic consequence of the quantile
specific modelling process and is the only condition required for an indicator process de-
pending on the sign of the error process. Similar to the case of i.i.d. disturbances, the
asymptotic distribution of the estimator is also strongly connected to the corresponding
distribution appearing in least squares estimation.
The following Section 2 introduces the model framework and derives the loss function
of conditional quantile estimation. The remainder of the paper is organized as follows:
In Section 3 we establish and discuss the required assumptions for asymptotic normality
and we derive the limiting distribution of regression quantiles under dependence for the
special case of a linear regression function. This discussion is a convenient starting point
for the discussion of the general nonlinear case which follows in Section 4. In the appendix
we prove some necessary preliminary results.
2 Regression quantiles
Let (Ω,F , P ) be a complete probability space and let {yt}t∈N be an F -measurable random
sequence with right continuous distribution function Ft(y). Then, consider the regression
model
(2.1) yt − g(xt, β0) = ut, 1 ≤ t ≤ T,
where β0 ∈ Dβ ⊂ RK is a vector of unknown parameters, the 1 × L vectors xt are
deterministic and given, the dependent variables yt are observable, and g(x, β0) is in
general a nonlinear function defined for x ∈ Dx and β ∈ Dβ from Dx ×Dβ → R, where
xt ∈ Dx for all t.
We assume that g(x, β) has the following Taylor expansion (with remainder) for all
x ∈ Dx and β in the neighborhood of β0:
g(x, β) = g(x, β0) +
∂g(x, β)
∂β′
|β=β0(β − β0) + (β − β0)′
(
1
2
∂2g(x, β)
∂β∂β′
|β=β∗
)
(β − β0),
where β∗ = β0 + ξ(β − β0) and 0 < ξ < 1. For ease of notation we introduce the row
vector
(2.2) wt ≡ ∂g(xt, β)
∂β′
|β=β0
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and the K ×K matrix
(2.3) Wt(β
∗
t ) ≡
(
1
2
∂2g(xt, β)
∂β∂β′
|β=β∗t
)
.
According to the growth of the components of wt depending on t, the components of the
estimator have to be normalized. Therefore, we introduce the K × K diagonal matrix
DT = diag(d1T , . . . , dKT ), where
(2.4) diT ≡
√√√√ 1
T
T∑
t=1
w2it, 1 ≤ i ≤ K.
It is assumed that diT is positive for 1 ≤ i ≤ K and for large enough T . For later
convenience we define
(2.5) ht ≡ g(xt, β)− g(xt, β0) = wt(β − β0) + (β − β0)′Wt(β∗t )(β − β0),
the 1×K vectors
(2.6) ztT ≡ wtD−1T ,
constituting the rows of the T ×K matrix ZT , and the K × 1 vectors
(2.7) v ≡
√
TDT (β − β0).
Note that due to (2.7), β∗t can be rewritten as β
∗
t = β0 + ξT
−1/2D−1T v. Then, due to the
definitions (2.4)-(2.7), the left hand side of the estimating equation based on (2.1) can be
transformed in the following way:
yt − g(xt, β) = g(xt, β0) + ut − g(xt, β)(2.8)
= ut − ht = ut − 1√
T
ztTv − 1
T
v′D−1T Wt(β
∗
t )D
−1
T v, 1 ≤ t ≤ T.
Note that ht depends on β in (2.5). However, due to the substitution of β by v in (2.7),
ht in (2.8) should be properly denoted as htT (v). We bear this in mind, but abstain from
the latter notation for the sake of notational simplicity.
Our aim is to derive the asymptotic distribution of the ϑ-quantile regression estimator
βˆT , i.e. β = βˆT minimizing the objective function
(2.9)
T∑
t=1
[
ϑ|yt − g(xt, β)|+ + (1− ϑ)|yt − g(xt, β)|−
]
,
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where 0 < ϑ < 1, and for w ∈ R, we define
|w|+ =
{
w if w > 0,
0 if w ≤ 0, and |w|− =
{
0 if w > 0,
−w if w ≤ 0.
For technical reasons – i.e. to avoid the need of using E(ut) – the objective function (2.9)
will be rewritten as
T∑
t=1
[
ϑ|yt − g(xt, β)|+ + (1− ϑ)|yt − g(xt, β)|− − ϑ|ut|+ − (1− ϑ)|ut|−
]
,
or, equivalently, under consideration of the derivation of (2.8)
(2.10)
T∑
t=1
[
ϑ|ut − ht|+ + (1− ϑ)|ut − ht|− − ϑ|ut|+ − (1− ϑ)|ut|−
]
.
This sum will be considered as a function of v, and will be denoted as AT (v). It defines
a scalar random variable depending on v ∈ RK , such that if vˆT is a minimand of AT (v),
the estimator βˆT of the parameter vector β0 of the ϑth regression quantile is, due to (2.7),
given by
βˆT = β0 +
1√
T
D−1T vˆT .
3 Linear regression
In this section we discuss the special case of a linear regression function. Thus, instead of
(2.1) we consider
yt − xtβ0 = ut, 1 ≤ t ≤ T,
where L = K. Then, by setting g(xt, β) = xtβ, the definitions (2.2)-(2.5) are rendered to
wt = xt, Wt = 0, and ht = xt(β − β0),
and
diT ≡
√√√√ 1
T
T∑
t=1
x2it, 1 ≤ i ≤ L,
which can be interpreted as a measure of the growth of xit and ztT ≡ xtD−1T is the
normalized regressor vector.
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3.1 Discussion of the assumptions
By Ft(z) we denote the distribution of ut and by Fs,t(z, w) the common distribution of
(us, ut) for s 6= t. In this framework, the existence of a measurable estimator βˆT usually is
ensured by Theorem 3.10 of Pfanzagl (1969), which, if β0 is an inner point of a compact
set, is valid under the assumptions stated below. The following assumptions are needed:
(A1) The 1× L vectors xt are deterministic and known, t = 1, 2, . . .
(A2) For some real number M , | ztTv| ≤M <∞ for 1 ≤ t ≤ T , and all T , where v ∈ C,
and C is any compact subset of RK.
(A3) The density ft(z) of Ft(z) exists in the near of zero, is continuous at z = 0 uniformly
in t, and limT→∞ T−3/2
∑T
t=1 ft(0) = 0.
(A4) The density fs,t(z, w) of Fs,t(z, w) exists for s 6= t in the neighborhood of (0, 0), is
continuous at (z, w) = (0, 0) uniformly in s and t, and limT→∞ T−1
∑T
| k|=1 α0(k|u) =
0, where α0(k|u) = sup | ft,t+k(0, 0)− ft(0)ft+k(0)|, and the supremum is taken over
t, t+ k ∈ N.
(A5) Ft(0) = P (ut ≤ 0) = ϑ, 0 < ϑ < 1, for all t.
(A6) T−1Z ′TΩTZT converges for T → ∞ to a K × K matrix Σ, where ΩT is a T × T
matrix with generic element
ωs,t =
{
Fs,t(0, 0)− ϑ2 for s 6= t,
ϑ− ϑ2 for s = t.
(A7) T−1Z ′TΦTZT converges for T → ∞ to a non-singular K ×K matrix V , where ΦT
is a T × T diagonal matrix with diagonal elements ϕt = ft(0), 1 ≤ t ≤ T .
(A8) The Bernoulli process
γt =
{
−ϑ if ut > 0,
1− ϑ if ut ≤ 0.
satisfies the conditions of a CLT (e.g., White, 1994, Theorem A.3.7).
It is not necessary for the regressors to be deterministic as postulated in assumption
(A1). Similar behavior can be expected of random regressors {xt} independent of the
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disturbances {ut}. For example, let {xt} be a stationary sequence with E(xtx′t) finite and
non-singular. Then, by choosing DT as the identity matrix, almost all realizations would
have the necessary limiting properties. Note that in assumption (A2) the boundedness
of the expression ztTv is equivalent to that of xiT/diT . The counterpart of (A2) in least
squares estimation is max1≤t≤T T−1/2|xit| → 0 for T → ∞. For xit = 1, assumption
(A2) leads to diT = 1 and zitT = 1. In the case of a polynomial trend, for example
xtβ = β1+β2t+β3t
2, d1T is of order O(1), d2T is of order O(T ), and d3T is of order O(T
2).
If the disturbances are i.i.d., assumptions (A3) and (A4) are implied by the existence of
f(z) in the neighborhood of z = 0, and the continuity of f(z) at z = 0. Usually, in the case
of independence, the stronger assumption is made, in which ft(0) is uniformly bounded,
implying (A3). Assumption (A5) is a common normalization in quantile regression.
Assumptions (A4), (A6), and (A8) restrict the dependence structures imposed on the
quantile regression model. Generally, the properties of the Bernoulli process {γt} defined
in (A8), and the behavior of the distribution functions and densities in the near of z = 0,
and (z, w) = (0, 0), respectively, are vital for weak dependence concepts in the quantile
estimation framework.
By virtue of assumption (A4), a too strong dependence of the errors is excluded. This
assumption can be considered as an infinitesimal weak dependence condition and it can be
interpreted as a quantile specific variant of the “dependence index sequence” introduced
by Castellana and Leadbetter (1986). In the case of independence, the sum in assumption
(A4) is equal to zero for all T .
Assumption (A6) ensures the existence of the covariance matrix in the limit, and at
the same time it reflects the dependence structure and heterogeneity of the error process.
Note, that a too strong dependence hinders convergence in (A6). If, for example, all
regressors are growing with the same order, we can assume without loss of generality that
DT is equal to the identity matrix and if in addition x1t = 1, then, according to (A6),
T−1
∑T
s,t=1 ωs,t must converge. Further, it is important to note explicitly, that it is not
necessary to assume a mixing property that requires the whole σ-algebras σ(ut
∣∣t ≤ m)
and σ(ut
∣∣t ≥ m+k), for all m = 1, 2, . . ., respectively. A peculiarity of quantile regression
lies in the fact, that the only thing that matters is a local mixing condition for the point
(0, 0). In this sense, for s 6= t, we can view ωs,t = Fs,t(0, 0) − Fs(0)Ft(0) as a local
measure of dependence (or a local mixing coefficient), and fs,t(0, 0) − fs(0)ft(0) as an
analogous infinitesimal measure. Here, an interesting peculiarity of quantile estimation
arises, which can be seen from the fact that in the assumptions no moments of the
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error process are required. As we will see, (ϑ − ϑ2)/ft(0)2 corresponds to variances and
(Fs,t(0, 0) − ϑ2)/fs(0)ft(0) to covariances. Obviously, independence of the two events
{ω|ω ∈ Ω, us(ω) ≤ 0} and {ω|ω ∈ Ω, ut(ω) ≤ 0} implies ωs,t = 0. If the limit of the matrix
Z ′TΩTZT is singular, then the limiting distribution of
√
TD−1t (βˆ − β0) is singular, too. In
least squares estimation the matrix Z ′TΩTZT corresponds to T
−1X ′TE(uu
′)XT/σ2, and
Z ′TΦTZT in assumption (A7), which controls the form of heteroscedasticity, corresponds
to T−1σ2X ′X, respectively.
It is clear from the discussion of assumption (A6), that it is neither necessary to
assume that the error process is strongly mixing, nor that is is near epoch dependent.
Thus, assumption (A8) can be formulated in different ways. It is not necessary to assume
that {γt} is strongly mixing (e.g., Oberhofer and Haupt, 2005), since it is possible to
employ simple and less abstract moment conditions as in Oberhofer (2005), which in turn
are a simple, special case of Doukhan’s and Louhichi’s (1999) notion of weak dependence.
As has been shown by Nze and Doukhan (2004), the latter notion is implied by near epoch
dependence. Thus, the use of a CLT based on near epoch dependence on an underlying
mixing process (see White, 1994) seems to be quite restrictive in the context of quantile
estimation.
3.2 Asymptotic normality
The proof of our central theorem requires three preliminary Lemmata, which will be stated
and proven in Appendix A. For the derivation and discussion of the asymptotic normality
result it is convenient to introduce some further definitions. A typical element of AT (v)
defined in (2.10), is denoted by atT (v), leading to AT (v) =
∑T
t=1 atT (v), where
(3.1) atT (v) =

−ϑht if ut > max(0, ht),
ut − ϑht if ht < ut ≤ 0,
−ut + (1− ϑ)ht if 0 < ut ≤ ht,
(1− ϑ)ht if ut ≤ min(0, ht).
Then split up atT (v) in
(3.2) atT (v) = btT (v) + htγt,
where
(3.3) htγt =
{
−ϑht for ut > 0,
(1− ϑ)ht for ut ≤ 0,
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and, consequently
(3.4) btT (v) =

0 if ut > max(0, ht),
ut − ht if ht < ut ≤ 0,
−ut + ht if 0 < ut ≤ ht,
0 if ut ≤ min(0, ht),
for 1 ≤ t ≤ T , and we define BT (v) =
∑T
t=1 btT (v). The expression htγt defined in (3.3)
has an interesting interpretation. It contains the component ht, which arises from the
deviation between the regression function and its true value, and a second component,
which arises from the error defined in equation (2.1). The decomposition of atT (v) in (3.2)
allows us to study its asymptotic behavior by studying separately that of btT (v) and htγt
in three preliminary Lemmata (given in the Appendix).
Firstly, in Lemma 1 it will be shown that E[BT (v)] converges to
lim
T→∞
1
2
1
T
v′Z ′TΦTZTv =
1
2
v′V v.
Secondly, in Lemma 2 we prove that
lim
T→∞
Var[BT (v)] = 0.
Finally, in the proof of Lemma 3 it will be shown that CT (v) =
∑T
t=1 htγt converges in
distribution to Cv, where the 1×K random vector C is normally distributed with mean
zero and covariance matrix
lim
T→∞
1
T
Z ′TΩTZT .
As a consequence, AT (v) converges in distribution to A(v) =
1
2
v′V v+Cv, with the mini-
mizing value vˆ = −V −1C ′, and, for T →∞ the limiting distribution of vˆT = T 1/2DT (βˆT−
β0) will be normal with mean zero and covariance matrix V
−1 lim
T→∞
[
1
T
Z ′TΩTZT
]
V −1. A(v)
can be interpreted as the limit of a second-order Taylor approximation of AT (v). It is
interesting, however, that – in the linear case – we do not need a Taylor approximation in
the proof. The analogy to the corresponding covariance matrix of ordinary least squares
with serially correlated disturbances is obvious.
Theorem 1: The minimizing value vˆT =
√
TDT (βˆT − β0) of AT (v) converges in
distribution to a normal distribution with mean zero and covariance matrix
(3.5) V −1 lim
T→∞
[
1
T
Z ′TΩTZT
]
V −1.
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Proof: According to Lemmata 1-3, AT (v) converges for T → ∞ in distribution to
A(v) = 1
2
v′V v + Cv, where C is normally distributed with mean zero and covariance
matrix limT→∞ T−1Z ′TΩTZT . For the convergence in distribution of the minimizing value
vˆT to vˆ, it is required, that the function AT (v) is convex and that
∑T
t=1 btT (v) converges
uniformly for v ∈ C, where C is any compact subset of RK . That the former requirement
is fulfilled has been shown by Pollard (1991) and Geyer (1996), the latter has been shown
in Lemma 1.
Q.E.D.
4 Nonlinear regression function
In the nonlinear case (2.1), in addition to assumptions (A1), (A3)-(A8) we have to assume:
(A2’) There exist real numbers M1 < ∞ and M2 < ∞ such that |wtD−1T v| ≤ M1 and
|v′D−1T Wt(β)D−1T v| ≤ M2 in the neighborhood of β = β0 for all t, T and all v ∈ L,
where L is a compact subset of RK, and Wt(β) is continuous in the near of β = β0.
(A9) limT→∞ T−2
∑T
s,t=1 |ωs,t| = 0.
Note that from defining the coefficient λ0(k) = supt |ωt,t+k|, and the requirement λ0(k) =
o(1), follows assumption (A9).
As first step we show that the three preliminary Lemmata 1-3 remain valid in the case
of a nonlinear regression function if we replace assumption (A2) by assumptions (A2’) and
(A9). From (A2’) we obtain according to (2.8)
(4.1) ht =
1√
T
[
ztTv +O(
1√
T
)
]
,
where T−1/2ztTv = O(T−1/2). Consequently, from the definition of β∗t and (2.7), if
T−1/2D−1T converges to zero, we get limT→∞ β
∗
t = β0, and
(4.2)
T∑
t=1
h2t −
1
T
T∑
t=1
(ztTv)
2 → 0,
(4.3) T
T∑
s,t=1
s6=t
h2sh
2
t −
2
T
T∑
s,t=1
s6=t
(zsTv)
2(ztTv)
2 → 0,
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(4.4) |ht|3 = O(T 3/2),
and, due to (A9),
(4.5)
T∑
s,t=1
hshtωs,t − 1
T
T∑
s,t=1
[(zsTv)(ztTv)ωs,t]→ 0.
Thus, it is straightforward to verify that the following assertions remain valid, respectively:
Lemma 1 due to (4.2), Lemma 2 due to (4.3) and (4.4), and Lemma 3 due to (4.5).
Due to the fact that in the nonlinear case the loss function AT (v) is not convex in
general, unfortunately the proof of Theorem 1 can not be extended in such a simple
manner. In Lemma 1 we consider the matrix 1
T
Z ′TΦTZT with the limit V . According to
assumption (A7), the matrix V is nonsingular and we define
v˜T ≡ −V −1ΓT ,
where ΓT is implicitly used in Lemma 3, since
CT (v) =
T∑
t=1
htγt = v
′
T∑
t=1
[
1√
T
z′tT +
1
T
D−1T Wt(β
∗
t )D
−1
T v
]
γt ≡ v′ΓT .
By virtue of Lemma 3 and assumptions (A2’) and (A9), ΓT converges in distribution to C,
and C is normally distributed. Therefore, in order to prove Theorem 1 for the nonlinear
case, we have to show plim(vˆT − v˜T ) = 0, where vˆT is defined as T 1/2DT (βˆT − β0). Due
to Lemma 1 and Lemma 2, the loss function can be written as
AT (v) = BT (v) + CT (v) = lim
T→∞
E[BT (v)] + v
′ΓT +RT (v) =
1
2
v′V v + v′ΓT +RT (v).
From Lemma 1 and Lemma 2 follows
(4.6) plim
T→∞
RT (v) = 0,
for v ∈ L, where L is defined in (A2’). Due to the definition of v˜T we obtain
(4.7) AT (v)− AT (v˜T ) = 1
2
(vT − v˜T )′V (vT − v˜T ) +RT (v)−RT (v˜T ).
Due to (4.7) and the positive definiteness of V , for v = vˆT – the minimizing value of AT (v)
– for every ² > 0, η > 0 there exists a T0 such that for T > T0
(4.8) P ((vˆT − v˜T )′(vˆT − v˜T ) > ²) ≤ η.
This implies plim(vˆT − v˜T ) = 0, and the proof is complete.
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Appendix: Proofs of the preliminary Lemmata
Lemma 1: E
[∑T
t=1 btT (v)
]
converges for T →∞ to
1
2
v′
[
lim
T→∞
1
T
Z ′TΦTZT
]
v =
1
2
v′V v.
The convergence is uniform for v ∈ C ⊂ RK, where C is any compact set.
Proof: By the definitions of ht and btT (v) given above, we get
(A.1) E
[
btT (v)
]
=

∫ ht
0
(ht − z)ft(z)dz, if ht > 0,∫ 0
ht
(z − ht)ft(z)dz, if ht < 0,
under consideration of E[btT (v)] = 0 for ht = 0. Then, for ht > 0, and under (A3)
(A.2)
1
2
h2t inf
0≤z≤ht
ft(z) ≤ E
[
btT (v)
] ≤ 1
2
h2t sup
0≤z≤ht
ft(z).
The argumentation is analogous for the case ht < 0 and is left to the reader. Due to (A2),
lim
T→∞
ht = lim
T→∞
1√
T
ztTv = 0.
Thus, due to assumptions (A3), (A7), and the definition of ht, from (A.2) follows the proof
of the assertion.
Q.E.D.
Lemma 2: For every v ∈ C ⊂ RK, where C is any compact set,
lim
T→∞
Var
[ T∑
t=1
btT (v)
]
= 0.
The convergence is uniform in C.
Proof: By definition
Var
[
T∑
t=1
btT (v)
]
=
T∑
s,t=1
{E[bs(v)bt(v)]− E[bs(v)]E[bt(v)]}.
Then, for s 6= t, hs > 0, ht > 0, and by the definition of btT (v)
E[bs(v)bt(v)]− E[bs(v)]E[bt(v)] =
∫
z≤hs
∫
w≤ht
(hs − z)(ht − w)[fs,t(z, w)− fs(z)ft(w)]dzdw
≤ 1
4
h2sh
2
t sup
z≤hs
w≤ht
| fs,t(z, w)− fs(z)ft(w)|.
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By analogous argumentation for the remaining cases (hs > 0, ht < 0 etc.), we finally get
(A.3)
T∑
s,t=1
s 6=t
Cov[bsT (v), btT (v)] ≤ 1
4
T∑
s,t=1
s 6=t
h2sh
2
t sup
0≤| z|≤|hs|
0≤|w|≤|ht|
| fs,t(z, w)− fs(z)ft(w)|,
where the expression on the right hand side of (A.3) is bounded from above by
1
4
1
T
T−1∑
| k|=0
sup
t,t+k∈N
sup
0≤| z|≤|ht|
0≤|w|≤|ht+k|
| ft,t+k(z, w)− ft(z)ft+k(w)| 1
T
T−k∑
s=1
(zsTv)
2(zs+kTv)
2.
Analogously, for s = t, we get
T∑
t=1
Var[btT (v)] ≤
T∑
t=1
[
1
3
|ht|3 sup
0≤| z|≤|ht|
| ft(z)|
]
instead of (A.3). Then, from (A2) and (A4) follows the assertion.
Q.E.D.
Lemma 3: CT (v) =
∑
htγt converges for T → ∞ in distribution to Cv, where the
1 × K random vector C is normally distributed with mean zero and covariance matrix
limT→∞ T−1Z ′TΩTZT .
Proof: Obviously, from the definitions of ht and γt, we have E(htγt) = 0 and
Var(htγt) = ϑ(1 − ϑ)h2t , and for s 6= t, the covariance between hsγs and htγt is given
by hsht
[
ϑ2P (us > 0, ut > 0) + (1 − ϑ)2P (us ≤ 0, ut ≤ 0) − ϑ(1 − ϑ)P (us > 0, ut ≤
0)− ϑ(1− ϑ)P (us ≤ 0, ut > 0)
]
= hsht{ϑ2[1− Fs,t(∞, 0)− Fs,t(0,∞) + Fs,t(0, 0)] + (1−
ϑ)2Fs,t(0, 0) − ϑ(1 − ϑ)[Fs,t(∞, 0) − Fs,t(0, 0) + Fs,t(0,∞) − Fs,t(0, 0)]}, where we define
Ft,t(0, 0) = Ft(0) = ϑ. Thus,
Cov[hsγs, htγt] = hsht
[
Fs,t(0, 0)− ϑ2
]
,
and, finally
Var[CT (v)] =
1
T
v′Z ′TΩTZTv.
Then, due to assumption (A8), the proof of the assertion follows from the CLT given in
White (1994, Theorem A.3.7) and upon application of the Crame´r-Wold device.
Q.E.D.
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