Introduction
Pairings were first used in cryptography as a cryptanalytic tool for reducing the discrete log problem on some elliptic curves to the discrete log problem in a finite field. There are two reduction types. One uses the Weil pairing and is called the MOV reduction [MOV93] , the other uses the Tate pairing and is called the FR reduction [FR94] . Positive cryptographic applications based on pairings arose from the work of Joux [J00] , who gave a simple one round tripartite Diffie-Hellman protocol on supersingular curves. Curve based pairings, such as the Weil pairing and Tate pairing, provide a good setting for the socalled bilinear Diffie-Hellman problem. Many cryptographic schemes based on the pairings have been developed recently, such as identity based encryption [BF01] , identity based signature schemes [SOK00] , [CC03] , [H02a] , [P02] , and identity based authenticated key agreement [S02] . For the practical application of those systems it is important to have efficient implementations of the pairings. According to [G01] , the Tate pairing can be computed more efficiently than the Weil pairing. The recent papers [BKLS02] , [GHS02] provide fast computations of the Tate pairing in characteristic three.
Our main result in this paper is a closed expression for the Tate pairing on the hyperelliptic curve defined by the equation C d /k : y 2 = x p − x + d, for a prime number p congruent to 3 modulo 4 (Theorem 5). We assume that k is a finite extension of degree n of the prime field F p with n coprime to 2p. The formula assigns to a pair (P, Q) of k-rational points on the curve an element {P, Q} ∈ K * , where K/k is an extension of degree 2p. By a general property of the Tate pairing the map is bilinear. Following Joux [J00] , we can use the map to construct a tripartite key agreement protocol: If A, B, C are three parties with private keys a, b, c, and public keys aP, bP, cP, respectively, they can establish a common secret key α ∈ K * via
The computation of the Tate pairing can be performed using an algorithm first presented by Miller [M86] . For a general elliptic curve in characteristic three, the computation can be improved. For the elliptic curve E b /k : y 2 = x 3 − x + b, techniques specific to the curve yield further improvements [BKLS02] , [GHS02] . We describe these algorithms and we show that the evaluation of our closed expression, for the special case p = 3, uses fewer logical and arithmetic operations.
This paper is organized as follows. In the next section, we recall the general formulation of the Tate pairing. Section 3 gives useful properties of the elliptic curve E b : y 2 = x 3 −x+b and gives Miller's algorithm in base 3. We also describe the algorithm for computing the Tate pairing due to Barreto et al. [BKLS02] . 
Tate pairing
Let X/k be an algebraic curve over a finite field k. Let Div be the group of divisors on X, Div 0 the subgroup of divisors of degree zero, Prin the subgroup of principal divisors, and Γ = Div 0 /Prin the group of divisor classes of degree zero. For m > 0 prime to char k, let
For a rational function f and a divisor E = n P P with (f ) ∩ E = ∅, let
Theorem 1 ( [FR94] , [H02b] ). The Tate pairing 
The BKLS-Algorithm
Let E + : y 2 = x 3 − x + 1 and E − : y 2 = x 3 − x − 1 be twisted elliptic curves over the field F 3 of three elements. Their cryptographic applications have been studied in [K98] , [DS98] . Let N be the number of points on E + or E − over an extension field k = F 3 n such that gcd(n, 6) = 1. Then the Tate pairing
contains the full N -torsion and the Weil pairing is also non-degenerate [MOV93] .
. Also, taking the cube of a scalar f → f 3 in characteristic three has linear complexity on a normal basis. Thus, Miller's algorithm will perform faster for these curves in a cube-and-multiply version (Algorithm 1).
Next we describe further improvements to Algorithm 1 proposed in [BKLS02] , [GHS02] . We consider the curve
We assume k is of finite degree [k : F 3 ] = n with gcd(n, 6) = 1. And we let F/k and K/k be extensions of degree [F : k] = 3 and [K : k] = 6, respectively. The following theorem and lemma are similar to Theorem 1 and Lemma 1, respectively, in [BKLS02] .
Proof. 
Algorithm 1 Miller's algorithm, cube-and-multiply [GHS02] , [BKLS02] INPUT:
Proof. We have f (R) ∈ F * . The group order N is an odd divisor of 3 3n + 1. Therefore, the group order N is coprime to 3 3n − 1. And
Combine the distortion map with Theorem 2 to obtain a pairing
The curve y 2 = x 3 − x + b has complex multiplication by −1 and the distortion map corresponds to multiplication by √ −1. Indeed, φ is an automorphism of E,
And φ 2 = −1. The following remark is used in Theorem 3 [BKLS02] to discard contributions of the form l P,O (φ(Q)) in the evaluation of the Tate pairing.
Remark 1. Let P ∈ E(k), Q ∈ F × K, and let l P,O be the vertical line through
We summarize the differences between Algorithm 1 and Algorithm 2.
The distortion map gives a non-degenerate pairing on E(k) × E(k).
2. Because of the simple ternary expansion of N , a single loop of length 2m − 1 containing an if statement for the adding can be replaced with two smaller loops each followed by an unconditional addition.
The denominators in
F , they do not affect the value of the Tate pairing. 4. The line l V,2V is written l V,−3V . Since the points V, 2V and −3V lie on a line, the expressions are the same, but −3V is easier to compute than 2V .
We give a further analysis of Algorithm 2 in the following section.
A closed formula for the BKLS-Algorithm
Let E b /k : y 2 = x 3 − x + b be an elliptic curve as in Section 3. Recall from Definition 1 in Section 3 the pairing
For the efficient evaluation of g P (φ(Q)) we use Algorithm 2.
Remark 2. We make three remarks. They all reflect that the lines that are computed by the algorithm can be precomputed.
1. After the first loop, we have, for P = (α 3 , β 3 ),
2. After the second loop V = (3 2m−1 ± 3 m )P = −P , and multiplication by l P,−P (Q) = l P,0 (Q) can be omitted. 3. Inside each loop, if we omit only the denominator l 3V,O , we find
2 has the same divisor. We claim that using h V in place of l V,V l V,−3V uses fewer operations.
Theorem 3 (Algorithm 2 in closed form). Let
P = (α 3 , β 3 ) ∈ E(k), Q = (x, y) ∈ E(k), φ(Q) = (ρ − x,
σy).
Then, for g P with
The second remark is clear. In the remainder of this section we first prove the third remark, then the first remark and finally the theorem.
Lemma 2. Let l A,B be the line through A and B. For
The lines l V,V , l 2V,V correspond to l 1 and l 1 , respectively, in [GHS02] , up to a slight difference to reduce the number of operations. For the third remark, we compare the number of operations (Multiplication, Squaring, Addition, Frobenius).
To establish the first remark we use the following lemma.
Proof. The first claim is obvious. The last claim uses
We summarize in a table.
With the value of from the table, |E(k)| = 3 n + 1 + 3 m .
Proposition 1. We apply the lemma. Let
The third point on the line l P,V is (α + mb, (−1) m β).
Proof. Write P = 3 m W, so that V = 3 n W . Then W is the third point on the line through P and V . And W can be obtained as the unique solution to 3 m W = P .
This proves the first remark. We can now prove Theorem 3.
Proof. The contribution of the first loop to g P (φ(Q)) is
The second loop starts with V = (α + mb, (−1) m β) instead of V = P = (α 3 , β 3 ) and is of length m instead of length m − 1. It gives a contribution
The contribution from l P,V follows directly from the proposition 1. This proves Theorem 3.
5 The curve
. We assume that k is of degree [k : F p ] = n, for gcd(2p, n) = 1, and we let F/k and K/k be the extensions of degree [F : k] = p and degree [K : k] = 2p, respectively. Thus C d is a direct generalization of the elliptic curve E b studied in the previous sections. Over the extension field K, the curve is the quotient of a hermitian curve, hence is Hasse-Weil maximal. And the class group over K is annihilated by p pn + 1. The last fact can be seen also from the following lemma. It shows that for
We will write V also for the divisor class V − O, so that V = −pV . In particular p pn P = −P, for P ∈ C(K) and for
Thus, the order of P − O in the divisor class group Γ is a divisor of M . The precise order N of the class group can be obtained from the zeta functions for C d in [D96] , [DS98] . We will only need the following lemma.
We include the size of the class group for p = 7. Let [k : F 7 ] = n and m = (n + 1)/2. Then
And |Γ
Main theorem
Miller's algorithm for the Tate pairing on an elliptic curve E/k uses lines as building blocks to construct other rational functions. In our version of the Tate pairing implementation, we will not rely on lines but on the functions described in Lemma 4. So that we can generalize from elliptic curves 
Proof. The argument that shows that the contribution by O can be omitted is the same as in Theorem 2.
The difference with Theorem 2 is that f P is computed with a multiple M of N instead of with N itself. The multiple M has trivial expansion in base p and this leads to Algorithm 3 which has no logical decisions (only point multiplication by p and no adding). See also Remark in Section 6 of [GHS02] . But it has pn iterations compared to n iterations in Algorithm 2 (for the case p = 3). After Theorem 5, we will reduce this to n iterations in Algorithm 4. The following generalizations of Lemma 1 and Remark 1 are straightforward.
Lemma 6. Let N = |Γ (k)|. For a F -rational function f and for a F -rational divisor E such that (f ) ∩ E = ∅,
Proof. We have f (E) ∈ F * . The group order N is an odd divisor of p pn + 1. Therefore, the group order N is coprime to p pn − 1. And
Remark 3. Let P ∈ E(F ), Q ∈ F × K, and let l P,O be the vertical line through P . Then l P,O (φ(Q)) = 1 ∈ K * /K * N .
