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Abstract
We study the orthogonal group On(V ) on a quadratic module V of rank n with an orthog-
onal basis over a commutative ring R satisfying some condition which holds for the ring of
rational integers Z.
The group On(V ) will be shown to be a finite group. Indeed we factorize On(V ) into a
semidirect product of a normal subgroup D and a subroup S, whereD = {diagonal(ε1, ε2, . . . ,
εn)|εi = ±1} and S = a direct product of a finite number of symmetric groups. Also we deter-
mine the order of On(V ).
Further we show that any element in On(V ) is a product of three elements of order 2.
Moreover, we prove that On(V ) is generated by two elements of order 2 and 2n, respectively,
also generated by three elements of order 2.
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1. Introduction
Let V be a free module over a commutative ring R of rank n with a quadratic map
q : V −→ R and the associated symmetric bilinear form f : V × V −→ R defined
by f (x, y) = q(x + y)− q(x)− q(y). To simplify notation we shall write xy for
f (x, y) throughout this paper. Also we assume that V has the fixed orthogonal basis
X = {x1, x2, . . . , xn}, so xixj = 0 = xjxi if i /= j . The orthogonal group On(V )
on V is a subgroup of the general linear group GLn(V ) on V defined as On(V ) =
{σ ∈ GLn(V )|xy = σxσy for all x, y in V }. An element σ in On(V ) is called an
isometry on V . If the order of σ is two, i.e., σ 2 = 1, σ is an involution.
In Section 2 we shall introduce L-rings and give some classes of L-rings in Theo-
rems 2.1–2.3. For example, the ring Z of rational integers and the ring Z[α1, α2, . . . ,
αr ] of polynomials in indeterminants α1, α2, . . . , αr over Z are L-rings. Also as we
see Example 2.1, Z[2 r
√
d ],Z[3 r
√
d ], . . . are all L-rings if r√d is an irrational number
for d, r ∈ N.
On the other hand Examples 2.3–2.5, and Theorems 2.4 and 2.5 produce some
infinite series of not L-rings. For instance we shall see that for d = 2, 3, 4, 5, 6, 7, 9
and 10 the rings Z[ 3√d] are all not L-rings. Also neither Z[ 2r+1√2] nor Z[ 2r√3] is an
L-ring for any r ∈ N.
We define a class of rings of LL-rings in Section 4, which are special L-rings and
still contain Z and Z[α], α indeterminate.
In Theorems 3.1 and 3.2 in Section 3, we will give some results on factorization,
generation and the order of On(V ), where V be assumed to have an orthonormal
basis. The results for On(V ) over LL-domains will be given by Theorems 4.1 and
4.2 in Section 4. Theorem 4.1 is an analogue of Theorem 3.1. Theorem 4.2 is an
isomorphism theorem of orthogonal groups.
We denote the fields of rational numbers by Q, real numbers by R, and complex
numbers by C, respectively.
2. L-rings
Let R be a commutative ring with 1. Throughout this paper we assume 1 /= 0.
Suppose R satisfies the following condition (2.1) for arbitrarily chosen elements
c1, c2, . . . , cm in R:
If c21 + c22 + · · · + c2m = 1, there exists 1  j  m such that
cj = ±1 and ci = 0 for all i /= j. (2.1)
A ring R with this property shall be called a Lattice ring, or simply an L-ring.
An L-domain is an L-ring which is an integral domain. Clearly the ring of rational
integers Z = {0,±1,±2, . . . } is an L-domain. Also any subring of an L-ring is an
L-ring. But, of course, extensions of L-rings are not so necessarily.
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For an L-ring R and any elements c1, c2, . . . , cm in R we have:
If c21 + c22 + · · · + c2m = 0 then c1 = c2 = · · · = cm = 0. (2.2)
In fact, c21 + c22 + · · · + c2m = 0 induces that c21 + c22 + · · · + c2m + 12 = 1, and our
assumption for R yields that c1 = · · · = cm = 0, hence (2.2) holds. Therefore 1 +
1 + · · · + 1 /= 0, so any L-domain can be regarded as an extension ring of Z.
Note that the converse is not true, i.e., (2.2) does not ensure R to be an L-ring.
Indeed, the field Q of rational numbers satisfies (2.2). However ( 12 )2 + ( 12 )2 + ( 12 )2 +
( 12 )
2 = 1 shows that Q is not an L-domain. So the condition (2.1) is stronger than
(2.2). LetR be anL-domain and F its quotient field. Then for any {c1, c2, . . . , cm} ⊆
F we have
c21 + c22 + · · · + c2m /= −1. (2.3)
To see this write ci = ai/bi for ai, bi ∈ R with bi /= 0. Then c21 + c22 + · · · + c2m =
−1 implies a21(d/b1)2 + a22(d/b2)2 + · · · + a2m(d/bm)2 + d2 = 0 for d = b1b2 · · ·
bm /= 0 and d/bi ∈ R, contradicts (2.2), and we have (2.3). This shows that F is a
real field.
Proposition 2.1. Let R be an L-domain contained in the complex number field C,
and F be the quotient field of R. Then
Z = R ∩ Q ⊆ Q ⊆ F ⊆ R.
Proof. We have already shown that Z ⊆ R after (2.2), so Q ⊆ F . Since (2.3) shows
that F is a real field, it is contained in the real closure R of F [6, XI, §2, Theorem 1].
Hence Z ⊆ R ∩ Q ⊆ Q ⊆ F ⊆ R. To show Z = R ∩ Q suppose that a/b ∈ R ∩ Q
and a/b /∈ Z. Canceling common divisors of a and b, we may assume that (a, b) = 1
with b /= ±1. So there exist h, k ∈ Z such that ha + kb = 1. Therefore,±1 /= 1/b =
(ha + kb)/b = h(a/b)+ k ∈ R. Hence
(1/b)2 + · · · + (1/b)2 = 1(the left-hand side is a sum of b2 terms),
a contradiction. 
We know that Z is an L-domain. Are there another classes of L-rings? To this
question the following theorems will answer with some examples of L-rings.
Theorem 2.1. If R is an L-ring and x an indeterminate then the polynominal ring
R[x] is an L-ring.
Proof. For f1, f2, . . . , fr in R[x] suppose that f 21 + f 22 + · · · + f 2r = 1. We ex-
press fi = ai + gix for some ai in R and gi in R[x], 1  i  r , and show that all
g′i s are zero. If there were at least one nonzero gi , by a renumbering we would have
s  1 and h  0 such that
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deg g1 = · · · = deg gs = h and deg gi < h or gi = 0
for i = {s + 1, . . . , r}.
Therefore, writing gi = bixh + cixh−1 + · · · , where bi, ci, . . . ∈ R with bi /= 0 for
1  i  s, we have
1 = f 21 + · · · + f 2r = (b21 + · · · + b2s )x2h+2 + dx2h+1 + · · · , d ∈ R.
This yields that b21 + · · · + b2s = 0 and (2.2) implies b1 = · · · = bs = 0, which con-
tradicts bi /= 0. Hence fi = ai and R[x] is an L-ring. 
As a corollary we have the following:
Corollary 2.1. Let R be an L-domain which is a subring of R, and α a transcen-
dental number in R. Then R[α] is an L-domain.
Example 2.1. By the corollary Z[π],Z[e], and in general Z[α] are L-domains
for π = 3.14 · · · , e = 2.7 · · · and any transendental number α in R. In particular
Z[2
√
2], more generally Z[2 r
√
d ],Z[3 r
√
d ], . . . are all L-domains for d, r ∈ N if r√d
is an irrational number [6, p. 494].
Theorem 2.2. If R is an L-domain and F the quotient field with FF [√c] for
c = 1 + 1 + · · · + 1 then R[√c] is an L-domain. Here, if R is an L-domain which
is a UFD then the assumption FF [√c] can be removed.
Proof. We know that F [√c] = F(√c), the extension field generated by √c over F .
Suppose that f 21 + f 22 + · · · + f 2r = 1 for fi in R[
√
c]. Expressing fi = ai + bi√c
for some ai, bi in R, we have
1 =
r∑
1
((a2i + b2i c)+ 2aibi
√
c) =
r∑
1
(a2i + b2i c)+
(
r∑
1
2aibi
)√
c.
Since FF [√c], this implies∑r1 2aibi = 0, and so∑r1(a2i + b2i c) = 1. Since c /= 1
and c = 1 + 1 + · · · + 1, the term b2i c is a sum of at least two b2i ’s. Hence b1, b2, . . . ,
br must be all zero. Thus, fi = ai , and R[√c] is an L-domain. To show the second
part we may assume that RR[√c]. We claim √c /∈ F . If √c were in F , setting√
c = k/h for h, k ∈ R, we would have h2c = k2. This requires that c is a product of
squares of prime elements, which would deduce that
√
c were in R, a contradiction.
Thus, FF [√c]. 
Applying successively Theorems 2.1 and 2.2, we have the following Theorem 2.3.
The proof is straightforward and shall be omitted.
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Theorem 2.3. Let R be an L-domain with the quotient field F. For each i = 1,
2, . . . , m, let either αi = xi, an indeterminate, or αi = √ci, a square root of ci =
1 + 1 + · · · + 1. When αi = √ci, assume further F [α1, α2, . . . , αi−1]
F [α1, α2, . . . , αi]. Then F [α1, α2, . . . , αm] is an L-domain.
Example 2.2. By the theorem, for i = 1, 2, . . . , m, if αi is either an indeterminate
or a square root of a positive integer in Z with Q[α1, α2, . . . , αi−1]Q[α1, α2, . . . ,
αi] then Z[α1, α2, . . . , αm] is an L-domain.
Our next purpose is to show some examples of rings which are notL-rings. Unfor-
tunately the author does not know if there exists an L-domain Z[ 3√d] which properly
contains Z, or more generally the existence of Z[ r√d] /= Z for d, r ∈ N with r  3.
Example 2.3. For d = 2, 3, 4, 5 let d = (1, 3
√
d, (
3√
d)2), and
A2 =

−2 0 11 1 0
0 −1 −1

 , A3 =

−1 −1 −1 0 21 1 1 1 0
0 0 0 −1 −1

 ,
A4 =

−2 −2 0 31 1 2 0
0 0 −1 −1

 and A5 =

 4 4 3−2 −2 2
0 0 −2

 .
Then for (x1, x2, x3, . . . ) = dAd it holds that∑i x2i = 1 with at least two xi /= 0.
Hence Z[ 3√2],Z[ 3√3],Z[ 3√4] and Z[ 3√5] are all not L-domains. The following the-
orem shows that there exist infinitely many not L-domains which is an extension of
Z by a cubic root.
Theorem 2.4. For any e ∈ N and any devisor m ∈ N of e let 1  d = e3 ± em−1.
Then Z[ 3√d] is a not L-domain.
Proof. Let  = (1, 3√d, ( 3√d)2) and
A =

me2 ± 1 0 me2−me me 0
0 −m −m

 .
Then for (x1, x2, x3) = A we have x21 + x22 + x23 = 1 with x1, x2, x3 /= ±1. 
Example 2.4. Applying the theorem to the case (e,m) = (2, 1) and (2,2), we have
d = {10, 6} and {9, 7}, respectively. Therefore Z[ 3√6],Z[ 3√7],Z[ 3√9] and Z[ 3√10]
are all not L-domains.
In the above theorem we have seen that Z[ 3√d] is a not L-domain for infinitely
many d ∈ N. Then, how about 4√d, 5√d, . . . ?
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The following theorem shows that for any 3  r ∈ N there exist rth roots r√d for
infinitely many d ∈ N for which Z[ r√d] is a not L-domain. Further it will be shown
that these real algebraic integers r
√
d can be chosen in each interval (e, e + 1) for any
e ∈ N.
Theorem 2.5. For any e ∈ N and 3  r ∈ N there exist 1 < d−e , d+e ∈ N such that
(i) e − 1 < r
√
d−e < e and e < r
√
d+e < e + 1
and
(ii) neither Z[ r
√
d−e ] nor Z[ r
√
d+e ] is an L-domain.
More precisely we can choose (d−e , d+e ) = (er − e(r−1)/2, er + e(r−1)/2) if r is
odd, and (er − 2e(r−2)/2, er + 2e(r−2)/2) if r is even.
Proof. First we treat the case r is odd. So let r = 2s + 1, s ∈ N. For any e, s ∈ N
and indeterminates x, d let δ = r√d,  = (1, δ, δ2, . . . , δs+1) and
A =


x es+1
es 0 es
−es−1 0 es−1
−es−2 0 es−2
.
.
.
.
.
.
.
.
.
0 e2
−e 0 e
−1 −1


.
Define X = (x1, x2, . . . , xs+2) by X = A. Then,
s+2∑
i=1
x2i = 1 
{
x2 − 2ed + e2s+2 = 1
2esx + 2d = 0 
{
x = −es+1 ± 1
d = e2s+1 ∓ es
Therefore, if we set
(x, d) = (−es+1 + 1, e2s+1 − es) or (−es+1 − 1, e2s+1 + es),
we have
s+2∑
i=1
x2i = 1 with xi /= ±1 for any i,
hence, setting d−e = e2s+1 − es and d+e = e2s+1 + es , (ii) holds.
To see (i) observe that for 2  e,
(e − 1)2s+1 = (e − 1)s(e − 1)s+1 < (e − 1)s(es+1 − 1) < es(es+1 − 1)
= d−e < e2s+1
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and for 1  e,
e2s+1 < d+e = es(es+1 + 1) < es(e + 1)s+1 < (e + 1)s(e + 1)s+1
= (e + 1)2s+1.
Hence (i) holds.
Next we treat the case r is even. Write r = 2s + 2 for s ∈ N. For any e, s ∈ N
and indeterminates x, d let δ = r√d, = (1, δ, δ2, . . . , δs+2) and
B =


x
0 es+1
es 0 es
−es−1 0 es−1
−es−2 0 es−2
.
.
.
.
.
.
.
.
.
−e2 0 e2
−e 0
−1


.
Define X = (x1, x2, . . . , xs+1) by X = B. Then
s+1∑
i=1
x2i = 1 
{
x2 − e2d = 1
2esx + e2s+2 + d = 0 
{
x = −es+2 ± 1
d = e2s+2 ∓ 2es.
So, if we set (x, d) = (−es+2 + 1, e2s+2 − 2es) or (−es+2 − 1, e2s+2 + 2es), we
have
∑s+1
i=1 x2i = 1 with xi /= ±1 for any i. Hence, setting d−e = e2s+2 − 2es and
d+e = e2s+2 + 2es , (ii) holds. To see (i) observe that for 2  e,
(e − 1)2s+2 = (e − 1)s(e − 1)s+2 < (e − 1)s(es+2 − 2) < es(es+2 − 2)
= d−e < e2s+2
and for 1  e,
e2s+2 < d+e = es(es+2 + 2) < es(e + 1)s+2 < (e + 1)s(e + 1)s+2
= (e + 1)2s+2.
Hence (ii) holds. 
Example 2.5. In Theorem 2.5, setting e = 1 and r = 2s + 1, we see that Z[ 2s+1√2]
is a not L-domain for any s ∈ N. Also, setting e = 1 and r = 2s + 2, Z[ 2s+2√3] is a
not L-domain for any s ∈ N.
Problem 2.1. Do there exist 3  r ∈ N and d ∈ N such that Z[ r√d] /= Z is an L-
domain?
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3. Statements and proofs of Theorems 3.1 and 3.2
In this section we assume that V has a fixed orthonormal basis X = {x1, x2, . . . ,
xn}, i.e., q(x1) = · · · = q(xn) = 1 and xixj = 0 if i /= j .
We may regard the symmetric group Sn of n-letters {1, 2, . . . , n} as a subgroup
of On(V ) by defining τxi = xj for τ = (i, j) in Sn.
Also the group Dn of diagonal matrices of which diagonal entries {ε1, ε2, . . . , εn}
are taken in {±1} is a subgroup of On(V ) if we define ρxi = εixi for ρ ∈ Dn, in fact
it is a normal subgroup of On(V ) as we see in Theorem 3.1. On(V ) is also called the
natural wreath product Z2 with respect to Sn.
Theorem 3.1. Let V be a quadratic module of rank n over an L-domain R with an
orthonormal basis X. Then,
(a) On(V ) is isomorphic to an extension of Sn by Dn,
(b) |On(V )| = 2nn!, and
(c) any σ in On(V ) is a product of three or less than three involutions in On(V ).
Proof. As we have stated previous to the theorem, Sn and Dn are regarded as
subgroups of On(V ).
Let σ be any element in On(V ). Choose any xi in X and write σxi = a1x1 +
a2x2 + · · · + anxn, ai ∈ R.
Then, by q(xi) = q(σxi) = 1 we have 1 = a21 + a22 + · · · + a2n. Since R is an L-
domain, we get aj = ±1 for some j with 1  j  n and ah = 0 for all h /= j , which
implies that σxi = ±xj for some j , 1  j  n. Therefore we can assign τ in Sn and
ρ in Dn to σ such that σ = τρ. Thus, On(V ) = DnSn.
Clearly Dn ∩ Sn = 1. Further, since for any τ in Sn and any ρ in Dn we have
τρτ−1 in Dn, Dn is a normal subgroup of On(V ). Thus On(V ) = DnSn is a semi-
direct product. This also implies that |On(V )| = 2nn!
Moreover, since any ρ in Dn is an involution and any τ in Sn is a product of two
or less than two involutions, we conclude that any σ in On(V ) is a product of three
or less than three involutions. 
If On(V ) is generated by r elements of order m1, m2, . . . , mr , respectively, then
we say that On(V ) is (m1, m2, . . . , mr)-generated.
We identify permutations with their permutation matrices. Further for each i ∈
{1, 2, . . . , n}, we write (−i) for a permutation i− i. Therefore we may write
(−i) = diag(1, . . . , 1,−1, 1, . . . , 1), where −1 is the ith coordinate. The identity
matrix may be also denoted by I for 1.
Theorem 3.2. Under the same assumption as Theorem 3.1, On(V ) is (2, 2n)-gen-
erated and (2, 2, 2)-generated.
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Proof. Set τ = (1 2), ρ = (−1)(1 2 · · · n) and G = 〈τ, ρ〉. Our purpose is to show
that G = On(V ) and that G is (2, 2n) and (2, 2, 2)-generated.
For τ , ρ above if we set σ = ρτ , an easy calculation yields that
σ = (−1)(1 3 · · · n)(2).
Therefore
σn−1 = diag(−1, 1,−1, . . . ,−1).
From this and by ρn = −I , we get
δ2 = ρnσn−1 = diag(1,−1, 1, . . . , 1)
and
δ1 = δτ2 = diag(−1, 1, . . . , 1).
Then ρ′ = δ1ρ = (1 2 · · · n) is in G, consequently
Sn = 〈(1 2), (1 2 · · · n)〉 ⊆ G
Further, since
δ1 = (−1), δ2 = δτ1 = (−2), . . . , δn = δ(ρ
′)n−1
1 = (−n)
are all in G, we get Dn ⊆ G. We now conclude that G = On(V ), for On(V ) =
〈Sn,Dn〉 by Theorem 3.1.
Finally, setting
ρ1 = (−1)(2 n)(3 n− 1) · · · and ρ2 = (1 n)(2 n− 1) · · · ,
we have
ρ = ρ1ρ2 and ρ21 = ρ22 = I.
This shows that G = 〈τ, ρ〉 = 〈τ, ρ1, ρ2〉 is (2, 2n)-generated and also (2, 2, 2)-
generated. 
4. Statement and proof of Theorem 4.1
An ordered domain is an integral domain provided with a linear order preserved
by addition and multiplication. Therefore, if a and b are positive elements, i.e., a > 0
and b > 0, then so are a + b and ab.
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A linear lattice domain, or briefly an LL-domain, is an ordered domain in which
1 is the smallest positive element.
Clearly Z is an LL-domain. Also the polynomial ring Z[α] on α over Z is an
LL-domain if we define
∑r
i=0 aiαi > 0 if and only if ar > 0.
Let R be an LL-domain and a belong to R. Since a2 = (−a)2, we have always
0  a2, so if a /= 0 then 1  a2. Therefore, for a1, a2, . . . , ar in R if 1 = a21 + a22 +
· · · + a2r then one and only one ai = ±1 and the others are all zero. In particular, an
LL-domain is an L-domain. Hence we may assume that Z is a subring of R as we
noticed in Section 2. Also there exists no element in R between r and r + 1 for
any r in Z, because if r < a < r + 1 then we get a contradiction 0 < a − r < 1.
Therefore, if a /∈ Z then a < Z or Z < a.
We have the orthogonal basis X = {x1, x2, . . . , xn} for V . Let X = X1 ∪X2 ∪
· · · ∪Xr be the classification by an equivalence relation defined by x ∼ y if and only
if q(x) = q(y) for x, y in X. Then there are two renumberings of the equivalence
classes {X1, X2, . . . , Xr}. If q(X1) < q(X2) < · · · < q(Xr), we say that X = X1 ∪
· · · ∪Xr is the q-partition of X. If |X1|  |X2|  · · ·  |Xr |, we call X = X1 ∪
· · · ∪Xr the c-partition of X, and π = {|X1|, . . . , |Xr |} the type of X(or V ). As we
see in the following lemma π is unique for V . Also X or V is said to be positive if
q(xi) > 0 for any xi ∈ X. As in the previous section, the symmetric group on a setXi
is denoted by SXi or S|Xi |. Also DXi or D|Xi | = {diagonal(-i1, . . . , -imi )|-ih = ±1}.
Lemma 4.1. Let X and Y be two orthogonal basises for V with the q-partitions
X = X1 ∪X2 ∪ · · · ∪Xr and Y = Y1 ∪ Y2 ∪ · · · ∪ Ys, respectively. Assume that X
is positive. Then r = s, for i = 1, 2, . . . r we have |Xi | = |Yi |, and there exists σi ∈
DXiSXi such that σiXi = Yi. In particular, the types of X and Y coincide with each
other.
Proof. Since X is positive, q(x) > 0 for any x ∈ V . Hence Y is positive. Write
Xi = {xi1, . . . , ximi } for 1  i  r
and
Yj = {yj1, . . . , yjnj } for 1  j  s.
For any h ∈ {1, 2, . . . , m1}, expressing x1h as a linear combination of elements in R
and Y as
x1h = a11y11 + · · · + a1n1y1n1 + a21y21 + · · · ,
we have
q(x1h) = a211q(y11)+ · · · + a21n1q(y1n1)+ a221q(y21)+ · · · . (4.1)
Therefore, regarding that q(y11) = · · · = q(y1n1) < q(y21) = · · · , we see that
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q(y1k)  q(x1h)
for any h = 1, 2, . . . , m1 and k = 1, 2, . . . , n1. Similarly expressing y1k as a linear
combination of elements in R and X, we get q(x1h)  q(y1k), and thus q(x1h) =
q(y1k) for h = 1, 2, . . . , m1, and k = 1, 2, . . . , n1.
Then (4.1) implies that one and only one a1h = ±1 and all other aih′ = 0. Conse-
quently x1h or −x1h belongs to Y1. In the same way y1k or −y1k is in X1. This shows
that there exist δ1 ∈ DX1 and τ1 ∈ SX1 such that δ1τ1X1 = Y1. Hence |X1| = |Y1|.
And by induction we have r = s, as a result the types of X and Y are the same.

Theorem 4.1. Let V be a positive quadratic module over an LL-domain R of rank
n with an orthogonal basis X of a type π = (n1, n2, . . . , nr ). Then, π is unique for
V and the following (a), (b) and (c) holds:
(a) On(V ) is isomorphic to an extension of S = Sn1 × Sn2 × · · · × Snr (a direct prod-
uct of symmetric groups Sni ) by D = {diagonal(-1, . . . , -n)|-i ∈ {±1}},
(b) |On(V )| = 2nn1!n2! . . . nr !, and
(c) any σ in On(V ) is a product of three or less than three involutions.
Proof. We have already shown in Lemma 4.1 that the type π of V is unique.
So we show (a). Let X = X1 ∪X2 ∪ · · · ∪Xr be the q-partition of X. Let Vi be
the submodule spand by Xi and let σi = σ |Vi . Then, setting Yi = σiXi in the lemma
we get σi = DXiSxi and σi is in O(Vi). Therefore if we identify σi with σi ⊥ 1 ∈
O(V ) for each i = 1, 2, . . . , r , we have the unique expression σ = σ1σ2 · · · σr with
σiσj = σjσi for any i, j . Thus O(V ) = O(V1)× · · · ×O(Vr) is a direct product.
Hence both D = DX1 × · · · ×DXr and S = SX1 × · · · × SXr are also direct prod-
ucts and O(V ) = DS is a semidirect product, i.e., O(V ) is an extension of S by
D. It is obvious to have (b) by (a). As for (c), applying (c) of Theorem 3.1 to each
O(Vi), it is clear. 
The following theorem is straightforward from Theorem 4.1.
Theorem 4.2. In the same assumption as Theorem 4.1, two orthogonal groups
O(V ) and O(W) are isomorphic if and only if V and W have the same type.
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