In this contribution, we revisit Zadeh's Extension Principle in the context of imprecise probabilities and present two simple modifications to obtain meaningful results when using possibilistic calculus to propagate credal sets of probability distributions through models. It is demonstrated how these results facilitate the possibilistic solution of two benchmark problems in uncertainty quantification.
with known possibility distribution Π Y . The minimum specific inverse possibility distribution of X is given by Π inv.
In particular, it is the best solution for the corresponding inverse problem as the following proposition suggests. The above results suggest that possibility theory is, in fact, a suitable conservative alternative for a stochastic propagation of 136 uncertainties. However, one has take into account that the propositions recapitulated above hold for joint distributions only, 137 if the multivariate case is to be considered. That is, if one wishes to consider multiple uncertain input variables X k defined 138 on D X k , respectively for k = 1, . . . , N, knowledge about their joint distribution Π X 1 ,...,X N on D X 1 ,...,
required. Yet, in most cases, only the marginal possibility (probability) distributions Π X k are known. 140 Definition 19 (Marginal Distribution) . The N marginal possibility (probability) distributions µ X k of the multivariate joint 141 distribution µ X 1 ,...,X N are given by µ X k (U k ) = µ X 1 ,...,
where k = 1, . . . , N.
143
In probability theory, random variables are either independent or they are not. This is typically expressed by means 144 of the covariance matrix which is diagonal in the case of independence. In that case, the joint probability distribu-145 tion P X 1 ,...,X N of the N independent random variables with marginal probability distributions P X k is given by the prod-146 uct P X 1 ,...,X N (U 1 × . . . ×U N ) = P X 1 (U 1 ) · . . . · P X N (U N ) for all U k ∈ S X k where k = 1, . . . , N.
147
However, the authors are not aware of any publications containing practical instructions on how to construct joint 148 possibility distributions from marginal ones in order to facilitate their consistent propagation within the framework of 149 imprecise probabilities.
150
Below, three possible aggregation operations are discussed. The first is the commonly employed non-interactive 151 aggregation from fuzzy set theory. Its deficiencies are pointed out and two alternatives covering both the general 152 aggregation and an aggregation under the assumption of stochastic independence are presented. Definition 20 (Zadeh's Aggregation). Given N marginal possibility distributions Π X k for k = 1, . . . , N, the joint pos-
Indeed, in [7] it is argued that Zadeh's aggregation yields the minimum specific joint possibility distribution whose 161 marginals coincide with the original ones. This is sometimes also called non-interactivity. corresponding Borel σ -fields S X 1 = S X 2 = B ([0, 1]), respectively. If P X 1 = P X 2 are uniform probability distributions 166 on [0, 1], it is easy to see that they belong to the credal sets of the possibility distributions Π X 1 = Π X 2 with the one-sided 167 triangular possibility densities π X 1 (x) = π X 2 (x) = 1 − x for x ∈ [0, 1]. Consequently, the cumulative probability distribution 168 function of the uncertain variable Y = X 1 + X 2 is given by P Y (Y ≤ y) = 1 2 y 2 for y ∈ [0, 1] and the cumulative possibility 169 distribution function employing Zadeh's aggregation operator Π Y (Y ≤ y) = 1 is always greater than or equal to the former.
170
However, the necessity N Y ((−∞, y]) = 1 2 y for y ∈ [0, 1] fails to bound the probability from below. Refer to Figure 1 . Below, two alternative aggregation operators are presented that aim at constructing a joint possibility distribu-176 tion Π X 1 ,...,X N that is consistent with all probability P X 1 ,...,X N distributions obtained from consistent marginal distributions. In the general case, the only requirement for the joint possibility distribution Π X 1 ,...,X N is that all joint probability distribu-179 tions P X 1 ,...,X N with marginal probabilities P X k ∈ C Π X k for k = 1, . . . , N ought to be contained in C (Π X 1 ,...,X N ).
180
Definition 22 (General Aggregation). Given N marginal possibility distributions Π X k for k = 1, . . . , N, the joint pos-181 sibility distribution Π gen.
X 1 ,...,X N = J gen. (Π X 1 , . . . , Π X N ) produced by the general aggregation operator J gen. is defined 182 by Π gen.
183
Corollary 23. The possibility density π gen.
X 1 ,...,X N of Π gen.
X 1 ,...,X N obtained from the independent aggregation operator is given 184 by π gen.
Theorem 24. The possibility distribution Π gen.
X 1 ,...,X N obtained from the general aggregation operator is consistent with all 186 multivariate probability distributions P X 1 ,...,X N whose marginal probability distributions P X k are consistent with Π X k for 187 all k = 1, . . . , N.
188
Proof. Let Π X 1 , . . . , Π X N be marginal possibility distributions, let Π gen.
X 1 ,...,X N = J gen. (Π X 1 , . . . , Π X N ) and let P X 1 ,...,X N be 189 a probability distribution with marginal probability distributions P X k ∈ C Π X k for all k = 1, . . . , N. The sublevel set 191 i.e. x k has a possibility density below α N . Hence,
and the sublevel set's probability may be bounded by
Therefore, Proposition 7 is fulfilled and P X 1 ,...,X N ∈ C Π gen. 194 Example 25. Reconsidering Example 21, the joint possibility distribution Π gen. 
Corollary 27. The possibility density π ind. X 1 ,...,X N of Π ind. X 1 ,...,X N obtained from the independent aggregation operator is given
Theorem 28. The possibility distribution Π ind. X 1 ,...,X N obtained from the independent aggregation operator is consistent 206 with all multivariate probability distributions P X 1 ,...,X N that are constructed of the independent marginal probability 207 distributions P X k which are consistent with Π X k for all k = 1, . . . , N.
and using the marginal distributions' independence the superlevel set's probability may be bounded by
Therefore, Proposition 7 is fulfilled and P X 1 ,...,X N ∈ C Π ind. X 1 ,...,X N .
214
Example 29. Reconsidering Example 21, the joint possibility distribution Π ind. 
Discussion

218
Some remarks concerning the results presented above may be given. 
in three distinct ways: From the fact that π ≤ γ ind. N (π) ≤ γ gen.
N (π) for all N ≥ 1 and π ∈ [0, 1], it follows immediately that
This shows that the amount of information required by the respective aggregation operators is decreasing from left to right 240 and is a further indicator that assumptions in the modeling process that cannot be justified will quickly yield improper 241 results by arbitrarily excluding distributions which should not be neglected. The choice of the aggregation operators is to some extent arbitrary. They have been chosen such that the order produced 248 by Zadeh's aggregation is preserved with the obvious advantage of an easy implementation. However, these are by no 249 means the only possible choices, and depending on the application, other aggregation operations are imaginable. Since the 250 aggregation operators J ∈ {J gen. , J ind. } are not associative, one could e.g. also arrive at different, yet equally valid, 251 minimally specific and consistent, joint possibility distributions 252 Π X 1 ,...,X N = J Π X 1 , J Π X 2 , J Π X 3 , . . . .
P r e p r i n t As pointed out above, the extension principle in its standard form should be applied cautiously. When using possibility 258 theory for a qualitative description of uncertainty, e.g. for the imprecision in human speech, its use is well-justified, just 259 as for the computation with intervals with fuzzy boundaries. However, when using possibility theory as a description of 260 imprecise probabilities, e.g. when the uncertainties are of ill-known aleatory nature, the presented modifications need to be 261 incorporated.
262
In the general case, the modified extension principle expressed in its usual form with possibility densities then reads
and in the case of stochastic independence, one obtains
From the authors experience, the independent aggregation operation should prove most useful as independence is often a 265 valid assumption and the general aggregation operator quickly leads to very conservative results even for relatively small 266 values of N, cf. Figure 2a . This section will present solutions to a simple as well as a more involved benchmark problem in order to demonstrate the 269 general applicability and usefulness of the theoretical results derived above. Bearing in mind that possibilistic uncertainty 270 descriptions are typically rather coarse, it is not to be expected to arrive at tight bounds for the upper and lower probabilities.
271
Instead, conservative bounds can be computed very efficiently. N (µ, σ ) .
The value of the mean, µ, and the standard deviation, σ , are given, respectively, by the closed intervals 
According to [32] , a maximum specific possibility distribution Π c whose credal set C (Π c ) is a superset of P c is e.g. found 291 by defining the possibility density
for any user-defined center pointc ∈ R ∪ {±∞}. Notice that the quality of the bounds may strongly depend on the choice 293 ofc. Here,c = 0 is chosen. According to Definition 17, the possibility density of the minimum specific inverse possibility 294 distribution of b, shown in Figure 3a , is then given by
Having found the adequate possibility distributions of a and b, one can then compute the corresponding possibility densities 296 of y, i.e.
297
π Zadeh
as shown in Figure 3b . Zadeh's solution π Zadeh y is given for reference, and π gen. y would be the correct solution if one did not 298 know about the independence of the two uncertain variables a and b. However, it is explicitly stated that they are indeed 299 independent, and consequently, π ind. y yields the appropriate solution. The unknown true cumulative probability P y (y ≤ w) 300
can then e.g. be bounded from above by the cumulative possibility shown in Figure 3c , and from below by the cumulative 301 necessity shown in Figure 3d . These instruction leave little room for uncertainty about the actual probability distributions P E and P σ y ; their probability 319 densities p E and p σ y are shown in Figures 5a and 5b . One now may assume that a possibilistic analysis is unnecessary since 320 the probabilities are known very precisely. Yet, information about their correlation is not provided. Assuming stochastic 321 independence of these two variables would certainly not be in accordance with the experience of mechanical and civil 322 engineers. Hence, a possibilistic analysis is still recommended.
323
As pointed out in [20] , the cumulative probability distribution functions are possibility densities that are consistent 324 with the original probability distributions, i.e. for 325 π E (e) = P E (E ≤ e) and π σ y (s) = P σ y (σ y ≤ s) ∀ e, s ≥ 0 (15) it holds that P E ∈ C (Π E ) and P σ y ∈ C (Π σ y ). The possibility densities are shown in Figures 5c and 5d 
