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THE KDV EQUATION ON THE HALF-LINE: THE DIRICHLET TO
NEUMANN MAP
JONATAN LENELLS
Abstract. We consider initial-boundary value problems for the KdV equation
ut+ux+6uux+uxxx = 0 on the half-line x ≥ 0. For a well-posed problem, the initial
data u(x, 0) as well as one of the three boundary values {u(0, t), ux(0, t), uxx(0, t)}
can be prescribed; the other two boundary values remain unknown. We provide a
characterization of the unknown boundary values for the Dirichlet as well as the
two Neumann problems in terms of a system of nonlinear integral equations. The
characterizations are effective in the sense that the integral equations can be solved
perturbatively to all orders in a well-defined recursive scheme.
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1. Introduction
The main difficulty when analyzing initial-boundary value (IBV) problems for in-
tegrable PDEs is that only a subset of the boundary values can be prescribed for a
well-posed problem—the remaining boundary values are initially unknown and must
be determined as part of the solution. The characterization of the unknown boundary
values in terms of the prescribed data is referred to as the (generalized) Dirichlet to
Neumann map. Here we analyze the Dirichlet to Neumann map for the Korteweg-de
Vries (KdV) equation posed on the positive half-line:
ut + ux + 6uux + uxxx = 0, x > 0, t > 0. (1.1)
For the Dirichlet problem, the initial data u(x, 0) as well as the boundary data u(0, t)
are prescribed, whereas the Neumann data ux(0, t) and uxx(0, t) are initially unknown.
Similarly, for the first (resp. second) Neumann problem, u(x, 0) and ux(0, t) (resp.
uxx(0, t)) are prescribed, whereas the boundary values u(0, t) and uxx(0, t) (resp.
ux(0, t)) are unknown. By analyzing the so-called global relation associated with the
IBV problem (1.1), we present a characterization of the unknown boundary values for
the Dirichlet as well as the two Neumann problems in terms of a system of nonlinear
integral equations. The characterizations are effective in the sense that the integral
equations can be solved perturbatively to all orders in a well-defined and constructive
recursive scheme.
The well-posedness of the IBV problem (1.1) was analyzed in [2, 4] using methods of
functional analysis. It was shown in [2] that the Dirichlet problem is locally well-posed
for initial data in Hs(R) and boundary data in H
s+1
3 (R+) provided that s > 3/4.
More recently, well-posedness results requiring even lower degrees of regularity have
been obtained in weighted Sobolev spaces [3].
Our approach is based on the integrability of (1.1) and utilizes ideas from the
unified transform methodology introduced by Fokas in [7]. Within this framework,
the problem of solving the KdV equation on the half-line was first considered in
[8], while the Dirichlet to Neumann map of (1.1) was studied in [14], where inte-
gral equations characterizing the unknown Neumann values {ux(0, t), uxx(0, t)} for
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the Dirichlet problem were derived using the so-called Gelfand-Levitan-Marchenko
(GLM) representations of the eigenfunctions of the associated Lax pair. The ap-
proach of [14] was first developed for the nonlinear Schro¨dinger (NLS) equation in [5]
and subsequently implemented also for the modified KdV and sine-Gordon equations
[9]. Recently, in [10], a more direct approach to the Dirichlet to Neumann map was
presented in which the derivation takes place entirely in the spectral space, avoiding
in particular the need for any GLM representations. This approach was implemented
for the NLS equation on an interval in [13] and for an equation with a 3 × 3 Lax
pair in [12] (an early version of the approach was implemented for the derivative NLS
equation on the half-line in [11]).
The purpose of the present paper is to employ the ideas of [10] to analyze the
IBV problem (1.1). In particular, we derive new characterizations of the Dirichlet to
Neumann map for the Dirichlet and Neumann problems for (1.1) (for the Dirichlet
problem, an alternative characterization was already obtained in [14]). Compared
with the investigations of [10–13], the analysis of (1.1) is complicated by the fact that
the Lax pair of (1.1) is singular at k = 0, and also by the fact that the dispersion
relation entering the Lax pair is not a simple power, ω(k) = kn, but has the form
ω(k) = k − 4k3. In the case of a simple power, certain formulas simplify since kn is
invariant under the rotations k → e 2piin k. The case of k − 4k3 is more involved, but
represents a more generic situation.
The KdV equation first appeared in work by Boussinesq and Korteweg and de
Vries as a model for waves of small amplitude propagating on the surface of shallow
water. In the context of wave propagation, IBV problems for the KdV equation
arise naturally, the boundary data typically being obtained from measurements of
an incoming wave shape at a fixed point in space. Examples of situations where
the IBV problem (1.1) is relevant include the modeling of near-shore wave motion
generated by waves propagating from deep water, as well as the generation of waves
in laboratory experiments where a wave maker is mounted at one end of a wave tank
[1, 2].
Finally, we mention that the KdV equation (1.1) is often brought to the form
ut + 6uux + uxxx = 0 by means of a Galilean transformation. If the ux-term is re-
moved from (1.1), the dispersion relation reduces to ω(k) = −4k3 and the analysis
below simplifies accordingly. However, we emphasize that such a Galilean transfor-
mation when applied to (1.1) turns the half-line problem into a problem with moving
boundary, which is typically not the situation relevant for applications. Therefore,
we choose to keep the ux-term in (1.1).
2. Lax pair and eigenfunctions
Let u(x, t) be a real-valued solution of the KdV equation (1.1) in the half-line
domain
Ω = {(x, t) ∈ R2 | 0 < x <∞ and 0 < t < T},
where 0 < T < ∞ denotes a given final time. Let {gj(t)}20 denote the boundary
values of u(x, t):
g0(t) = u(0, t), g1(t) = ux(0, t), g2(t) = uxx(0, t).
Equation (1.1) admits the Lax pair{
µx + ik[σ3, µ] = V1µ,
µt + i(4k
3 − k)[σ3, µ] = V2µ,
(2.1)
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Figure 1. The domains {Dj}41 in the complex k-plane with D1 = D′1 ∪ D′′1 and
D4 = D
′
4 ∪D′′4 .
where µ(x, t, k) is a 2×2-matrix valued eigenfunction, k ∈ C is the spectral parameter,
the functions V1(x, t, k) and V2(x, t, k) are defined by
V1 =
u
2k
(σ2 − iσ3),
V2 = 2kuσ2 + uxσ1 +
2u2 + u+ uxx
2k
(iσ3 − σ2),
and {σj}31 denote the standard Pauli matrices. We define three eigenfunctions {µj(x, t, k)}31
of (2.1) as the solutions of the Volterra integral equations
µj(x, t, k) = I +
∫ (x,t)
(xj ,tj)
e−ik(x−x
′)σˆ3−i(4k3−k)(t−t′)σˆ3Wj(x′, t′, k), (x, t) ∈ Ω, (2.2)
where Wj = (V1dx+ V2dt)µj , (x1, t1) = (0, T ), (x2, t2) = (0, 0), (x3, t3) = (∞, t), and
σˆ3 acts on a 2× 2 matrix A by σˆ3A = [σ3, A], i.e. eσˆ3A = eσ3Ae−σ3 . These functions
satisfy the symmetry
µj(x, t, k) = σ1µj(x, t, k¯)σ1, j = 1, 2, 3. (2.3)
We define the spectral functions a(k) and b(k) by(
a(k¯) b(k)
b(k¯) a(k)
)
= µ3(0, 0, k), (2.4)
and the open subsets {Dj}41 of the complex k-plane by
D1 = {Im k > 0 ∩ Im(4k3 − k) > 0}, D2 = {Im k > 0 ∩ Im(4k3 − k) < 0},
D3 = {Im k < 0 ∩ Im(4k3 − k) > 0}, D4 = {Im k < 0 ∩ Im(4k3 − k) < 0}.
Let D1 = D
′
1∪D′′1 where D′1 = D1∩{Re k > 0} and D′′1 = D1∩{Re k < 0}. Similarly,
let D4 = D
′
4 ∪D′′4 with D′4 = D4 ∩ {Re k > 0} and D′′4 = D4 ∩ {Re k < 0}, see Figure
1. The functions a(k) and b(k) are analytic and bounded in D1 ∪ D2 except for a
possible singularity at k = 0.
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2.1. The global relation. Let Φ1(t, k) and Φ2(t, k) denote the (12) and (22) entries
of µ2(0, t, k). Then Φ1(t, k) and Φ2(t, k) are analytic in C \ {0} and bounded as
k → ∞ in D¯2 ∪ D¯4. Moreover, the spectral functions {Φj}21 and {a(k), b(k)} satisfy
an important global relation. More precisely, define R(t, k) by
R(t, k) =
b(k)Φ2(t, k¯)
a(k)
, 0 < t < T, Im k ≥ 0.
Then the function c(t, k) defined by
c(t, k) = Φ1(t, k) +R(t, k)e
−2i(4k3−k)t, 0 < t < T, Im k ≥ 0, (2.5)
satisfies
c(t, k) =
F (t, k)
a(k)
, (2.6)
where F (t, k) is a function which is analytic in Im k > 0, continuous in {Im k ≥ 0, k 6=
0}, and F (t, k) = O(k−2) as k →∞ in Im k ≥ 0 cf. [10]. We will use these properties
of c(t, k) to characterize the Dirichlet to Neumann map.
2.2. Asymptotics as k →∞. The eigenfunctions {µj}31 admit the asymptotics
(µj(x, t, k))12 =
µ
(2)
j12(x, t)
k2
+
µ
(3)
j12(x, t)
k3
+
µ
(4)
j12(x, t)
k4
+O
( 1
k5
)
+
O
(
e−2ik(x−xj)−2i(4k
3−k)(t−tj)
k2
)
, j = 1, 2,
0, j = 3.
k →∞, (2.7a)
(µj(x, t, k))22 = 1 +
µ
(1)
j22(x, t)
k
+
µ
(2)
j22(x, t)
k2
+O
( 1
k3
)
, k →∞, (2.7b)
where
µ
(2)
j12 = −
u
4
, µ
(3)
j12 =
ux
8i
− u
4
µ
(1)
j22, µ
(4)
j12 =
u2
8
+
uxx
16
− u
4
µ
(2)
j22 +
ux
8i
µ
(1)
j22, (2.8a)
µ
(1)
j22 =
i
2
∫ (x,t)
(xj ,tj)
∆, µ
(2)
j22 = −
1
8
(∫ (x,t)
(xj ,tt)
∆
)2
, (2.8b)
the closed one-form ∆ is defined by
∆ = udx− (u+ 3u2 + uxx)dt,
and the expansions in (2.7) are valid for k approaching ∞ within the regions of
boundedness of (µj)12 and (µj)22. Indeed, integration by parts in the (12) entry
of the Volterra integral equation (2.2) yields (2.7a) with the µ
(n)
j12’s given by (2.8a).
Substitution of this expansion into the (22) entry of (2.2) shows that (2.7b) holds
with the µ
(n)
j22’s given by (2.8b).
Equations (2.7) imply that {Φj}21 admit the following asymptotics as k → ∞,
k ∈ D¯2 ∪ D¯4:
Φ1(t, k) =
Φ
(2)
1 (t)
k2
+
Φ
(3)
1 (t)
k3
+
Φ
(4)
1 (t)
k4
+O
( 1
k5
)
+O
(e−2i(4k3−k)t
k2
)
, (2.9a)
Φ2(t, k) = 1 +
Φ
(1)
2 (t)
k
+
Φ
(2)
2 (t)
k2
+O
( 1
k3
)
, (2.9b)
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where
Φ
(1)
2 =
i
2
∫ (0,t)
(0,0)
∆, Φ
(2)
2 = −
1
8
(∫ (0,t)
(0,0)
∆
)2
,
Φ
(2)
1 = −
g0
4
, Φ
(3)
1 =
g1
8i
− g0
4
Φ
(1)
2 , Φ
(4)
1 =
g20
8
+
g2
16
− g0
4
Φ
(2)
2 +
g1
8i
Φ
(1)
2 .
In particular, we find the following expressions for the boundary values:
g0 = −4Φ(2)1 , (2.10a)
g1 = 2ig0Φ
(1)
2 + 8iΦ
(3)
1 , (2.10b)
g2 = 16Φ
(4)
1 − 2g20 + 4g0Φ(2)2 + 2ig1Φ(1)2 . (2.10c)
For j = 3, the equations in (2.7) are valid for Im k ≥ 0 and evaluation at x = t = 0
gives
a(k) = 1 +
µ
(1)
322(0, 0)
k
+O
( 1
k2
)
, b(k) = O
( 1
k2
)
, k →∞, Im k ≥ 0.
We will also need the following result describing the asymptotics of the function
c(t, k) defined in (2.6).
Lemma 2.1. The global relation (2.5) implies that
c(t, k) =
Φ
(2)
1 (t)
k2
+
Φ
(3)
1 (t)
k3
+
Φ
(4)
1 (t)
k4
+O
( 1
k5
)
, k →∞, k ∈ D¯1. (2.11)
Proof. The proof is similar to the proof in Appendix B of [10]. 2
2.3. Asymptotics as k → 0. Since the functions V1, V2 have simple poles at k = 0,
the solutions of (2.1) will, in general, be singular at k = 0.
Lemma 2.2. We have(
Φ1(t, k)
Φ2(t, k)
)
=
iα(t)
k
(
1
−1
)
+O(1), k → 0, k ∈ C, (2.12)
where α(t) is a real-valued function. Moreover,(
b(k)
a(k)
)
=
iβ
k
(
1
−1
)
+O(1), k → 0, Im k ≥ 0, (2.13)
where β ∈ R is a constant.
Proof. The second column of the x-part of the Lax pair (2.1) is{
µ12x + 2ikµ12 = − iu2k (µ12 + µ22),
µ22x =
iu
2k (µ12 + µ22).
It follows that the function f = (µ3)12 + (µ3)22 satisfies
fxx + 2ikfx + uf = 0
and f ∼ 1 as x→∞, i.e. f is a Jost function. Standard Sturm-Liouville theory (see
Lemma 1 in [6]) implies that f and f˙ := df/dk are continuous in Im k ≥ 0 for any
(x, t) ∈ Ω and that
f(x, t, k) = f(x, t, 0) + f˙(x, t, 0)k +O(k2), k → 0, Im k ≥ 0. (2.14)
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The reality condition f(x, t, k) = f(x, t,−k¯) implies that f(x, t, 0) ∈ R whereas
f˙(x, t, 0) ∈ iR. Since, for Im k ≥ 0,
(µ3(x, t, k))12 =
i
2k
∫ ∞
x
e2ik(x
′−x)(uf)(x′, t, k)dx′
=
i
2k
∫ ∞
x
(uf)(x′, t, k)dx′ −
∫ ∞
x
∫ ∞
x′
(uf)(x′′, t, k)dx′′dx′
− 2ik
∫ ∞
x
e2ik(x
′−x)
(∫ ∞
x′
∫ ∞
x′′
(uf)(x′′′, t, k)dx′′′dx′′
)
dx′
and
(µ3(x, t, k))22 = − i
2k
∫ ∞
x
(uf)(x′, t, k)dx′,
equation (2.14) and the symmetry (2.3) yield
µ3(x, t, k) =
iα3(x, t)
k
(
1 1
−1 −1
)
+
(
β3(x, t) γ3(x, t)
γ3(x, t) β3(x, t)
)
+O(k),
k → 0, Im k ≥ 0, (2.15)
where α3(x, t) =
1
2
∫∞
x (uf)(x
′, t, 0)dx′ and β3, γ3 are real-valued functions. Evaluating
(2.15) at x = t = 0, we obtain (2.13). Using (2.15) in the relation
µ2 = µ3e
−i(kx+(4k3−k)t)σˆ3
(
a(k) −b(k)
−b(k¯) a(k¯)
)
evaluated at x = 0, we find (2.12). 2
3. The generalized Dirichlet to Neumann map
We can now derive an effective characterization of the generalized Dirichlet to
Neumann map for the Dirichlet (g0 prescribed), the first Neumann (g1 prescribed),
and the second Neumann (g2 prescribed) problems. The derivation relies heavily on
the invariance properties of the dispersion relation ω(k) = k − 4k3.
For each k ∈ C, let νj = νj(k), j = 1, 2, 3, denote the three roots of the following
cubic equation in ν:
4ν3 − ν − (4k3 − k) = 0.
It is not possible to choose a consistent numbering of the νj(k)’s as k varies over the
whole complex plane. Indeed, one of the νj(k)’s equals k and the two other roots are
given by −12(k ±
√
1− 3k2). Hence, as k encircles one of the points k = ±1/√3, the
other two roots are interchanged. However, it is possible to fix a numbering of the
roots {νj(k)}31 for k lying in the restricted set D¯1 ∪ D¯3. For k ∈ D¯1 ∪ D¯3, each of the
three sets D¯′1, D¯′′1 , and D¯3 contains exactly one root
1; we denote these roots by ν1(k),
ν2(k), and ν3(k) respectively. Identification of the coefficients of ν
n, n = 0, 1, 2, in
4ν3 − ν − (4k3 − k) = 4(ν − ν1(k))(ν − ν2(k))(ν − ν3(k)) (3.1)
1If ν1(k) = 1/
√
3, then
ν2(k) = ν3(k) = − 1
2
√
3
∈ D¯′′1 ∩ D¯3
is a double root, whereas if ν2(k) = −1/
√
3, then
ν1(k) = ν3(k) =
1
2
√
3
∈ D¯′1 ∩ D¯3
is a double root.
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Figure 2. The contours ∂Dˆ3 and ∂Dˇ3.
yields the identities
ν1(k)ν2(k)ν3(k) =
4k3 − k
4
, ν1(k)ν2(k) + ν2(k)ν3(k) + ν3(k)ν1(k) = −1
4
,
ν1(k) + ν2(k) + ν3(k) = 0. (3.2)
Since {Φ1,Φ2} have simple poles at k = 0, we will occasionally need to deform
the integration contours so that they pass around the points k = 0, k = ν1(0) =
1
2 ,
and k = ν2(0) = −12 . Thus, let ∂Dˆ3 and ∂Dˇ3 denote the contour ∂D3 with a small
indentation inserted at k = 0 such that the indentation lies in D2 for ∂Dˆ3 and in D3
for ∂Dˇ3, see Figure 2. More generally, if either of the points {0,±12} lies on a contour
γ, then γˆ and γˇ will denote the contour γ with small indentations inserted at the
points {0,±12} such that the indentations lie in D2 ∪D4 for γˆ and in D1 ∪D3 for γˇ.
Note that as k traverses the contour ∂D3, ν1(k) and ν2(k) traverse the contours ∂D
′
1
and ∂D′′1 respectively.
Let {χj , χˆj , χˇj , χ˜j}21 denote the following symmetric combinations formed from
{Φj}21:
χj(t, k) =
3∑
m=1
ν ′m(k)Φj(t, νm(k)), j = 1, 2,
χˆj(t, k) =
3∑
m=1
νm(k)ν
′
m(k)Φj(t, νm(k)), j = 1, 2,
χˇj(t, k) =
3∑
m=1
ν2m(k)ν
′
m(k)Φj(t, νm(k)), j = 1, 2,
χ˜j(t, k) =
3∑
m=1
ν3m(k)ν
′
m(k)Φj(t, νm(k)), j = 1, 2. (3.3)
The nonlinear integral equations presented in the following theorem characterize
the generalized Dirichlet to Neumann map for the Dirichlet as well as the two Neu-
mann problems for (1.1).
Theorem 3.1. Let 0 < T < ∞. Let q0(x), x ≥ 0, be a function of Schwartz class.
For the Dirichlet problem it is assumed that the function g0(t), 0 ≤ t < T , has
sufficient smoothness and is compatible with q0(x) at x = t = 0. Similarly, for the
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first and second Neumann problems it is assumed that the functions g1(t) and g2(t),
0 ≤ t < T , have sufficient smoothness and are compatible with q0(x) at x = t = 0,
respectively. Suppose that a(k) has a finite (possibly empty) set {kj}N1 of simple zeros
in D1 ∪D2; assume that no zeros occur on the boundaries of D1 and D2.
Then the complex-valued functions Φ1(t, k) and Φ2(t, k) satisfy the following system
of nonlinear integral equations:
Φ1(t, k) =
∫ t
0
e2i(4k
3−k)(t′−t)
[
i
2k
(g0 + 2g
2
0 + g2)Φ1
+
(
− 2ikg0 + g1 + i
2k
(g0 + 2g
2
0 + g2)
)
Φ2
]
(t′, k)dt′, (3.4a)
Φ2(t, k) = 1 +
∫ t
0
[(
2ikg0 + g1 − i
2k
(g0 + 2g
2
0 + g2)
)
Φ1
− i
2k
(g0 + 2g
2
0 + g2)Φ2
]
(t′, k)dt′, 0 < t < T, k ∈ C, k 6= 0. (3.4b)
(a) For the Dirichlet problem, the unknown Neumann boundary values g1(t) and
g2(t) are given by
g1(t) =
2g0(t)
pi
∫
∂Dˆ3
χ2(t, k)dk +
4
pi
∫
∂D3
[
kχˆ1(t, k) +
12k2 − 1
4k2 − 1
g0(t)
4
]
dk
+ 8i
∑
kj∈D1
(
kj − ν3(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
− 4
pi
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− k)ν1(k)ν ′1(k)R(t, ν1(k))
+ (ν2(k)− k)ν2(k)ν ′2(k)R(t, ν2(k))
]
dk (3.5a)
and
g2(t) =
8
pii
∫
∂D3
[
k2χˆ1(t, k) + k
12k2 − 1
4k2 − 1
g0(t)
4
]
dk
+ 16
∑
kj∈D1
(
k2j − ν23(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
− 8
pii
∫
∂D3
e−2i(4k
3−k)t[(ν21(k)− k2)ν1(k)ν ′1(k)R(t, ν1(k))
+ (ν22(k)− k2)ν2(k)ν ′2(k)R(t, ν2(k))
]
dk
− 2g20(t) +
4g0(t)
ipi
∫
∂D3
χˆ2(t, k)dk +
2g1(t)
pi
∫
∂Dˆ3
χ2(t, k)dk. (3.5b)
(b) For the first Neumann problem, the unknown boundary values g0(t) and g2(t)
are given by
g0(t) =− 2
pii
∫
∂Dˇ3
1
k
χˇ1(t, k)dk − 4
∑
kj∈D1
(
1
kj
− 1
ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
+
2
pii
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν1(k)
− 1
k
)
ν21(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν2(k)
− 1
k
)
ν22(k)ν
′
2(k)R(t, ν2(k))
]
dk (3.6a)
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and
g2(t) =
8
pii
∫
∂D3
[
kχˇ1(t, k)− 12k
2 − 1
4k2 − 1
(
g1
8i
− g0
4pii
∫
∂Dˆ3
χ2(t, k)dk
)]
dk
+ 16
∑
kj∈D1
(
kj − ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
− 8
pii
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− k)ν21(k)ν ′1(k)R(t, ν1(k))
+ (ν2(k)− k)ν22(k)ν ′2(k)R(t, ν2(k))
]
dk
− 2g20(t) +
4g0(t)
ipi
∫
∂D3
χˆ2(t, k)dk +
2g1(t)
pi
∫
∂Dˆ3
χ2(t, k)dk. (3.6b)
(c) For the second Neumann problem, the unknown boundary values g0(t) and
g1(t) are given by
g0(t) = − 2
pii
∫
∂Dˇ3
1
k2
χ˜1(t, k)dk
− 4
∑
kj∈D1
(
1
k2j
− 1
ν23(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
+
2
pii
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν21(k)
− 1
k2
)
ν31(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν22(k)
− 1
k2
)
ν32(k)ν
′
2(k)R(t, ν2(k))
]
dk (3.7a)
and
g1(t) =
2g0
pi
∫
∂Dˆ3
χ2(t, k)dk +
4
pi
∫
∂Dˇ3
1
k
χ˜1(t, k)dk
+ 8i
∑
kj∈D1
(
1
kj
− 1
ν3(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
− 4
pi
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν1(k)
− 1
k
)
ν31(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν2(k)
− 1
k
)
ν32(k)ν
′
2(k)R(t, ν2(k))
]
dk. (3.7b)
Proof. (a) In order to derive (3.5a), we note that equation (2.10b) expresses g1 in
terms of Φ
(1)
2 and Φ
(3)
1 . Furthermore, equations (2.9) and Cauchy’s theorem imply
−2ipi
3
Φ
(1)
2 (t) = 2
∫
∂Dˆ2
[Φ2(t, k)− 1]dk =
∫
∂D4
[Φ2(t, k)− 1]dk
and
−2ipi
3
Φ
(3)
1 (t) = 2
∫
∂D2
[
k2Φ1(t, k) +
g0(t)
4
]
dk =
∫
∂D4
[
k2Φ1(t, k) +
g0(t)
4
]
dk.
Thus,
ipiΦ
(1)
2 (t) = −
(∫
∂Dˆ2
+
∫
∂D4
)
[Φ2(t, k)− 1]dk =
(∫
∂D1
+
∫
∂Dˆ3
)
[Φ2(t, k)− 1]dk
=
∫
∂D3
[Φ2(t, ν1(k))− 1]ν ′1(k)dk +
∫
∂D3
[Φ2(t, ν2(k))− 1]ν ′2(k)dk
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+
∫
∂Dˆ3
[Φ2(t, k)− 1]dk =
∫
∂Dˆ3
χ2(t, k)dk. (3.8)
In order to obtain an effective construction of the Dirichlet to Neumann map for
the Dirichlet problem (see Section 4), we seek an expression for Φ
(3)
1 depending on
the eigenfunction Φ1(t, k) only via the symmetric combination χˆ1(t, k). Therefore we
write
ipiΦ
(3)
1 (t) =
(∫
∂D1
+
∫
∂D3
)[
k2Φ1(t, k) +
g0(t)
4
]
dk
=
(∫
∂D′1
ν3(k)
ν1(k)
+
∫
∂D′′1
ν3(k)
ν2(k)
+
∫
∂D3
)[
k2Φ1(t, k) +
g0(t)
4
]
dk + I(t)
=
∫
∂D3
[
kχˆ1(t, k) + k
(
ν ′1(k)
ν1(k)
+
ν ′2(k)
ν2(k)
+
ν ′3(k)
ν3(k)
)
g0(t)
4
]
dk + I(t)
=
∫
∂D3
[
kχˆ1(t, k) +
12k2 − 1
4k2 − 1
g0(t)
4
]
dk + I(t), (3.9)
where I(t) is defined by
I(t) =
(∫
∂D′1
(
1− ν3(k)
ν1(k)
)
+
∫
∂D′′1
(
1− ν3(k)
ν2(k)
))[
k2Φ1(t, k) +
g0(t)
4
]
dk
and we have used the identity
ν ′1(k)
ν1(k)
+
ν ′2(k)
ν2(k)
+
ν ′3(k)
ν3(k)
=
12k2 − 1
4k3 − k . (3.10)
The next step consists of using the global relation (2.5) to compute I(t):
I(t) =
(∫
∂D′1
(
1− ν3(k)
ν1(k)
)
+
∫
∂D′′1
(
1− ν3(k)
ν2(k)
))[
k2c(t, k) +
g0(t)
4
]
dk
−
(∫
∂D′1
(
1− ν3(k)
ν1(k)
)
+
∫
∂D′′1
(
1− ν3(k)
ν2(k)
))
k2e−2i(4k
3−k)tR(t, k)dk. (3.11)
Let α = e2pii/3. Using the asymptotics (2.11) of c(t, k), Cauchy’s theorem, and the
limits
ν3(k)
ν1(k)
= α2 +O(k−2),
ν3(k)
ν2(k)
= α+O(k−2), k →∞, (3.12)
we find that the first term on the right-hand side of (3.11) equals
− pii
3
(1− α2 + 1− α)Φ(3)1 (t) + 2pii
∑
kj∈D′1
(
1− ν3(kj)
ν1(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
+ 2pii
∑
kj∈D′′1
(
1− ν3(kj)
ν2(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k).
Thus, combining the two residue sums and using the invariance of 4k3 − k under
k → νj(k), j = 1, 2, 3, in the second term on the right-hand side of (3.11),
I(t) =− ipiΦ(3)1 (t) + 2pii
∑
kj∈D1
(
kj − ν3(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
−
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− ν3(k))ν1(k)ν ′1(k)R(t, ν1(k))
+ (ν2(k)− ν3(k))ν2(k)ν ′2(k)R(t, ν2(k))
]
dk. (3.13)
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Equations (3.9) and (3.13) imply
Φ
(3)
1 (t) =
1
2pii
∫
∂D3
[
kχˆ1(t, k) +
12k2 − 1
4k2 − 1
g0(t)
4
]
dk
+
∑
kj∈D1
(
kj − ν3(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
− 1
2pii
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− k)ν1(k)ν ′1(k)R(t, ν1(k))
+ (ν2(k)− k)ν2(k)ν ′2(k)R(t, ν2(k))
]
dk.
This equation together with (2.10b) and (3.8) yield (3.5a).
In order to derive (3.5b), we note that (2.10c) expresses g2 in terms of Φ
(4)
1 , Φ
(2)
2 ,
and Φ
(1)
2 . Furthermore, equations (2.9) and Cauchy’s theorem imply
−2ipi
3
Φ
(4)
1 (t) = 2
∫
∂D2
[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk
=
∫
∂D4
[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk
and
−2ipi
3
Φ
(2)
2 (t) = 2
∫
∂D2
[
kΦ2(t, k)− k − Φ(1)2 (t)
]
dk
=
∫
∂D4
[
kΦ2(t, k)− k − Φ(1)2 (t)
]
dk.
Thus,
ipiΦ
(2)
2 (t) = −
(∫
∂D2
+
∫
∂D4
)[
kΦ2(t, k)− k − Φ(1)2 (t)
]
dk
=
(∫
∂D1
+
∫
∂D3
)[
kΦ2(t, k)− k − Φ(1)2 (t)
]
dk
=
∫
∂D3
[
ν1(k)Φ2(t, ν1(k))− ν1(k)− Φ(1)2 (t)
]
ν ′1(k)dk
+
∫
∂D3
[
ν2(k)Φ2(t, ν2(k))− ν2(k)− Φ(1)2 (t)
]
ν ′2(k)dk
+
∫
∂D3
[
kΦ2(t, k)− k − Φ(1)2 (t)
]
dk =
∫
∂D3
χˆ2(t, k)dk. (3.14)
Similarly,
ipiΦ
(4)
1 (t) =
(∫
∂D1
+
∫
∂D3
)[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk
=
(∫
∂D′1
ν23(k)
ν21(k)
+
∫
∂D′′1
ν23(k)
ν22(k)
+
∫
∂D3
)[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk + J(t)
=
∫
∂D3
[
k2χˆ1(t, k) + k
12k2 − 1
4k2 − 1
g0(t)
4
+
12k2 − 1
(4k2 − 1)2 Φ
(3)
1 (t)
]
dk + J(t), (3.15)
where J(t) is defined by
J(t) =
(∫
∂D′1
(
1− ν
2
3(k)
ν21(k)
)
+
∫
∂D′′1
(
1− ν
2
3(k)
ν22(k)
))[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk
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and we have used (3.10) as well as the identity
ν ′1(k)
ν21(k)
+
ν ′2(k)
ν22(k)
+
ν ′3(k)
ν23(k)
= − 12k
2 − 1
k2(4k2 − 1)2 . (3.16)
The contribution from the term involving Φ
(3)
1 on the right-hand side of (3.15) vanishes
due to Cauchy’s theorem. The next step consists of using the global relation (2.5) to
compute J(t):
J(t) =
(∫
∂D′1
(
1− ν
2
3(k)
ν21(k)
)
+
∫
∂D′′1
(
1− ν
2
3(k)
ν22(k)
))[
k3c(t, k) + k
g0(t)
4
− Φ(3)1
]
dk
−
(∫
∂D′1
(
1− ν
2
3(k)
ν21(k)
)
+
∫
∂D′′1
(
1− ν
2
3(k)
ν22(k)
))
k3e−2i(4k
3−k)tR(t, k)dk. (3.17)
Using the asymptotics (2.11) of c(t, k), Cauchy’s theorem, and the limits (3.12), we
find that the first term on the right-hand side of (3.17) equals
− pii
3
(1− α+ 1− α2)Φ(4)1 (t) + 2pii
∑
kj∈D′1
(
1− ν
2
3(kj)
ν21(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
+ 2pii
∑
kj∈D′′1
(
1− ν
2
3(kj)
ν22(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k).
Thus, combining the two residue sums and using the invariance of 4k3 − k under
k → νj(k), j = 1, 2, 3, in the second term on the right-hand side of (3.17),
J(t) =− ipiΦ(4)1 (t) + 2pii
∑
kj∈D1
(
k2j − ν23(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
−
∫
∂D3
e−2i(4k
3−k)t[(ν21(k)− ν23(k))ν1(k)ν ′1(k)R(t, ν1(k))
+ (ν22(k)− ν23(k))ν2(k)ν ′2(k)R(t, ν2(k))
]
dk. (3.18)
Equations (3.15) and (3.18) imply
Φ
(4)
1 (t) =
1
2pii
∫
∂D3
[
k2χˆ1(t, k) + k
12k2 − 1
4k2 − 1
g0(t)
4
]
dk
+
∑
kj∈D1
(
k2j − ν23(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
− 1
2pii
∫
∂D3
e−2i(4k
3−k)t[(ν21(k)− k2)ν1(k)ν ′1(k)R(t, ν1(k))
+ (ν22(k)− k2)ν2(k)ν ′2(k)R(t, ν2(k))
]
dk. (3.19)
Substituting the expressions (3.8), (3.14), and (3.19) for Φ
(1)
2 , Φ
(2)
2 , Φ
(4)
1 into (2.10c)
we obtain (3.5b).
(b) In order to derive the representation (3.6a) for g0 relevant for the first Neumann
problem, we note that equation (2.10a) expresses g0 in terms of Φ
(2)
1 . Furthermore,
equations (2.9) and Cauchy’s theorem imply
−2ipi
3
Φ
(2)
1 (t) = 2
∫
∂D2
kΦ1(t, k)dk =
∫
∂D4
kΦ1(t, k)dk.
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Thus,
ipiΦ
(2)
1 (t) =−
(∫
∂D2
+
∫
∂D4
)
kΦ1(t, k)dk =
(∫
∂D1
+
∫
∂D3
)
kΦ1(t, k)dk
=
(∫
∂Dˇ′1
ν1(k)
ν3(k)
+
∫
∂Dˇ′′1
ν2(k)
ν3(k)
+
∫
∂D3
)
kΦ1(t, k)dk + I(t)
=
∫
∂Dˇ3
1
k
χˇ1(t, k)dk + I(t), (3.20)
where I(t) is defined by
I(t) =
(∫
∂Dˇ′1
(
1− ν1(k)
ν3(k)
)
+
∫
∂Dˇ′′1
(
1− ν2(k)
ν3(k)
))
kΦ1(t, k)dk.
The next step consists of using the global relation (2.5) to compute I(t):
I(t) =
(∫
∂Dˇ′1
(
1− ν1(k)
ν3(k)
)
+
∫
∂Dˇ′′1
(
1− ν2(k)
ν3(k)
))
kc(t, k)dk
−
(∫
∂Dˇ′1
(
1− ν1(k)
ν3(k)
)
+
∫
∂Dˇ′′1
(
1− ν2(k)
ν3(k)
))
ke−2i(4k
3−k)tR(t, k)dk. (3.21)
Using the asymptotics (2.11) of c(t, k), Cauchy’s theorem, and the limits (3.12), we
find that the first term on the right-hand side of (3.21) equals
− pii
3
(1− α+ 1− α2)Φ(2)1 + 2pii
∑
kj∈D′1
(
1− ν1(kj)
ν3(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
+ 2pii
∑
kj∈D′′1
(
1− ν2(kj)
ν3(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k).
Thus,
I(t) =− ipiΦ(2)1 (t) + 2pii
∑
kj∈D1
(
1
kj
− 1
ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
−
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν1(k)
− 1
ν3(k)
)
ν21(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν2(k)
− 1
ν3(k)
)
ν22(k)ν
′
2(k)R(t, ν2(k))
]
dk. (3.22)
Equations (3.20) and (3.22) imply
Φ
(2)
1 (t) =
1
2pii
∫
∂Dˇ3
1
k
χˇ1(t, k)dk +
∑
kj∈D1
(
1
kj
− 1
ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
− 1
2pii
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν1(k)
− 1
k
)
ν21(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν2(k)
− 1
k
)
ν22(k)ν
′
2(k)R(t, ν2(k))
]
dk.
In view of (2.10a), this yields (3.6a).
In order to derive (3.6b), we note that (3.15) implies
ipiΦ
(4)
1 (t) =
(∫
∂D1
+
∫
∂D3
)[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk
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=
(∫
∂D′1
ν3(k)
ν1(k)
+
∫
∂D′′1
ν3(k)
ν2(k)
+
∫
∂D3
)[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk + J(t)
=
∫
∂D3
[
kχˇ1(t, k)− k12k
2 − 1
4k3 − k Φ
(3)
1 (t)
]
dk + J(t), (3.23)
where J(t) is defined by
J(t) =
(∫
∂D′1
(
1− ν3(k)
ν1(k)
)
+
∫
∂D′′1
(
1− ν3(k)
ν2(k)
))[
k3Φ1(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk
and we have used the identity (3.10). The next step consists of using the global
relation (2.5) to compute J(t):
J(t) =
(∫
∂D′1
(
1− ν3(k)
ν1(k)
)
+
∫
∂D′′1
(
1− ν3(k)
ν2(k)
))[
k3c(t, k) + k
g0(t)
4
− Φ(3)1 (t)
]
dk
−
(∫
∂D′1
(
1− ν3(k)
ν1(k)
)
+
∫
∂D′′1
(
1− ν3(k)
ν2(k)
))
k3e−2i(4k
3−k)tR(t, k)dk. (3.24)
Using the asymptotics (2.11) of c(t, k), Cauchy’s theorem, and the limits (3.12), we
find that the first term on the right-hand side of (3.24) equals
− pii
3
(1− α2 + 1− α)Φ(4)1 (t) + 2pii
∑
kj∈D′1
(
1− ν3(kj)
ν1(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
+ 2pii
∑
kj∈D′′1
(
1− ν3(kj)
ν2(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k).
Thus,
J(t) = − ipiΦ(4)1 (t) + 2pii
∑
kj∈D1
(
kj − ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
−
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− ν3(k))ν21(k)ν ′1(k)R(t, ν1(k))
+ (ν2(k)− ν3(k))ν22(k)ν ′2(k)R(t, ν2(k))
]
dk. (3.25)
Equations (3.23) and (3.25) imply
Φ
(4)
1 (t) =
1
2pii
∫
∂D3
[
kχˇ1(t, k)− k12k
2 − 1
4k3 − k
(
g1
8i
− g0
4
Φ
(1)
2 (t)
)]
dk
+
∑
kj∈D1
(
kj − ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
− 1
2pii
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− k)ν21(k)ν ′1(k)R(t, ν1(k))
+ (ν2(k)− k)ν22(k)ν ′2(k)R(t, ν2(k))
]
dk. (3.26)
Substituting the expressions (3.8), (3.14), and (3.26) for Φ
(1)
2 , Φ
(2)
2 , Φ
(4)
1 into (2.10c)
we obtain (3.6b).
(c) In order to derive the representation (3.7a) for g0 relevant for the second Neu-
mann problem, we note that (3.20) implies
ipiΦ
(2)
1 (t) =
(∫
∂D1
+
∫
∂D3
)
kΦ1(t, k)dk
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=
(∫
∂Dˇ′1
ν21(k)
ν23(k)
+
∫
∂Dˇ′′1
ν22(k)
ν23(k)
+
∫
∂D3
)
kΦ1(t, k)dk + I(t)
=
∫
∂D3
1
k2
χ˜1(t, k)dk + I(t), (3.27)
where I(t) is defined by
I(t) =
(∫
∂Dˇ′1
(
1− ν
2
1(k)
ν23(k)
)
+
∫
∂Dˇ′′1
(
1− ν
2
2(k)
ν23(k)
))
kΦ1(t, k)dk.
The next step consists of using the global relation (2.5) to compute I(t):
I(t) =
(∫
∂Dˇ′1
(
1− ν
2
1(k)
ν23(k)
)
+
∫
∂Dˇ′′1
(
1− ν
2
2(k)
ν23(k)
))
kc(t, k)dk
−
(∫
∂Dˇ′1
(
1− ν
2
1(k)
ν23(k)
)
+
∫
∂Dˇ′′1
(
1− ν
2
2(k)
ν23(k)
))
ke−2i(4k
3−k)tR(t, k)dk. (3.28)
Using the asymptotics (2.11) of c(t, k), Cauchy’s theorem, and the limits (3.12), we
find that the first term on the right-hand side of (3.28) equals
− pii
3
(1− α2 + 1− α)Φ(2)1 (t) + 2pii
∑
kj∈D′1
(
1− ν
2
1(kj)
ν23(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k)
+ 2pii
∑
kj∈D′′1
(
1− ν
2
2(kj)
ν23(kj)
)
kje
−2i(4k3j−kj)tRes
kj
R(t, k).
Thus,
I(t) =− ipiΦ(2)1 (t) + 2pii
∑
kj∈D1
(
1
k2j
− 1
ν23(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
−
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν21(k)
− 1
ν23(k)
)
ν31(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν22(k)
− 1
ν23(k)
)
ν32(k)ν
′
2(k)R(t, ν2(k))
]
dk. (3.29)
Equations (3.27) and (3.29) imply
Φ
(2)
1 (t) =
1
2pii
∫
∂Dˇ3
1
k2
χ˜1(t, k)dk +
∑
kj∈D1
(
1
k2j
− 1
ν23(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
− 1
2pii
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν21(k)
− 1
k2
)
ν31(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν22(k)
− 1
k2
)
ν32(k)ν
′
2(k)R(t, ν2(k))
]
dk.
In view of (2.10a), this yields (3.7a).
In order to derive (3.7b), we note that (3.9) implies
ipiΦ
(3)
1 (t) =
(∫
∂D1
+
∫
∂D3
)[
k2Φ1(t, k) +
g0(t)
4
]
dk
=
(∫
∂Dˇ′1
ν1(k)
ν3(k)
+
∫
∂Dˇ′′1
ν2(k)
ν3(k)
+
∫
∂D3
)[
k2Φ1(t, k) +
g0(t)
4
]
dk + J(t)
16 JONATAN LENELLS
=
∫
∂Dˇ3
1
k
χ˜1(t, k)dk + J(t), (3.30)
where J(t) is defined by
J(t) =
(∫
∂Dˇ′1
(
1− ν1(k)
ν3(k)
)
+
∫
∂Dˇ′′1
(
1− ν2(k)
ν3(k)
))[
k2Φ1(t, k) +
g0(t)
4
]
dk.
The next step consists of using the global relation (2.5) to compute J(t):
J(t) =
(∫
∂Dˇ′1
(
1− ν1(k)
ν3(k)
)
+
∫
∂Dˇ′′1
(
1− ν2(k)
ν3(k)
))[
k2c(t, k) +
g0(t)
4
]
dk
−
(∫
∂Dˇ′1
(
1− ν1(k)
ν3(k)
)
+
∫
∂Dˇ′′1
(
1− ν2(k)
ν3(k)
))
k2e−2i(4k
3−k)tR(t, k)dk. (3.31)
Using the asymptotics (2.11) of c(t, k), Cauchy’s theorem, and the limits (3.12), we
find that the first term on the right-hand side of (3.31) equals
− pii
3
(1− α+ 1− α2)Φ(3)1 (t) + 2pii
∑
kj∈D′1
(
1− ν1(kj)
ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k)
+ 2pii
∑
kj∈D′′1
(
1− ν2(kj)
ν3(kj)
)
k2j e
−2i(4k3j−kj)tRes
kj
R(t, k).
Thus,
J(t) = − ipiΦ(3)1 (t) + 2pii
∑
kj∈D1
(
1
kj
− 1
ν3(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
−
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν1(k)
− 1
ν3(k)
)
ν31(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν2(k)
− 1
ν3(k)
)
ν32(k)ν
′
2(k)R(t, ν2(k))
]
dk. (3.32)
Equations (3.30) and (3.32) imply
Φ
(3)
1 (t) =
1
2pii
∫
∂Dˇ3
1
k
χ˜1(t, k)dk
+
∑
kj∈D1
(
1
kj
− 1
ν3(kj)
)
k3j e
−2i(4k3j−kj)tRes
kj
R(t, k)
− 1
2pii
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν1(k)
− 1
k
)
ν31(k)ν
′
1(k)R(t, ν1(k))
+
(
1
ν2(k)
− 1
k
)
ν32(k)ν
′
2(k)R(t, ν2(k))
]
dk.
This equation together with (2.10b) and (3.8) yield (3.7b). 2
4. Effective characterization
The nonlinear system for Φ1 and Φ2 obtained by substituting the expressions (3.5)
for g1 and g2 into (3.4) provides an effective characterization of the Dirichlet to
Neumann map for the Dirichlet problem for the KdV equation. Similarly, substituting
the representations (3.6) and (3.7) into (3.4) yields an effective characterization of the
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(generalized) Dirichlet to Neumann map for the first and second Neumann problems
respectively. Indeed, substituting into the system (3.4) the expansions
Φj = Φj0 + Φj1 + 
2Φj2 + · · · , j = 1, 2,
gj = gj1 + 
2gj2 + · · · , j = 0, 1, 2,
where  > 0 is a small parameter, we find that the terms of O(1) give Φ10 ≡ 0 and
Φ20 ≡ 1, while the terms of O() give
Φ11(t, k) =
∫ t
0
e2i(4k
3−k)(t′−t)
(
−2ikg01(t′) + g11(t′) + i
2k
(g01(t
′) + g21(t′))
)
dt′,
Φ21(t, k) = − i
2k
∫ t
0
(g01(t
′) + g21(t′))dt′, (4.1)
We let χj = χj1+χj2
2 + · · · denote the perturbative expansion of χj , j = 1, 2, and
adopt similar notation for the other symmetric combinations defined in (3.3). Then,
using the following identities which are a consequence of (3.2):
3∑
j=1
1
νj(k)
= − 1
4k3 − k ,
3∑
j=1
ν ′j(k)
νj(k)
=
12k2 − 1
4k3 − k ,
3∑
j=1
ν2j (k)ν
′
j(k) =
12k2 − 1
4
,
3∑
j=1
ν3j (k)ν
′
j(k) = 0,
3∑
j=1
ν4j (k)ν
′
j(k) =
12k2 − 1
16
,
we discover that
χ11(t, k) =
i
2
12k2 − 1
4k3 − k
∫ t
0
e2i(4k
3−k)(t′−t)(g01(t′) + g21(t′))dt′, (4.2a)
χˆ11(t, k) = − i
2
(12k2 − 1)
∫ t
0
e2i(4k
3−k)(t′−t)g01(t′)dt′, (4.2b)
χˇ11(t, k) =
12k2 − 1
4
∫ t
0
e2i(4k
3−k)(t′−t)g11(t′)dt′, (4.2c)
χ˜11(t, k) = i
12k2 − 1
8
∫ t
0
e2i(4k
3−k)(t′−t)g21(t′)dt′. (4.2d)
4.1. The Dirichlet problem. The Dirichlet problem can now be solved perturba-
tively as follows. Let
a = 1 + a1+ a2
2 + · · · , b = b1+ b22 + · · · , → 0,
denote the expansions of a(k) and b(k). Expanding (3.5a) and (3.5b) and assuming
that a(k) has no zeros (note that a(k) ' 1 in the linear limit), we find
g11(t) =
4
pi
∫
∂D3
[
kχˆ11(t, k) +
12k2 − 1
4k2 − 1
g01(t)
4
]
dk
− 4
pi
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− k)ν1(k)ν ′1(k)b1(ν1(k))
+ (ν2(k)− k)ν2(k)ν ′2(k)b1(ν2(k))
]
dk, (4.3a)
g21(t) =
8
pii
∫
∂D3
[
k2χˆ11(t, k) + k
12k2 − 1
4k2 − 1
g01(t)
4
]
dk
− 8
pii
∫
∂D3
e−2i(4k
3−k)t[(ν21(k)− k2)ν1(k)ν ′1(k)b1(ν1(k))
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+ (ν22(k)− k2)ν2(k)ν ′2(k)b1(ν2(k))
]
dk. (4.3b)
Using equation (4.2b) to determine χˆ11, we can determine g11, g21 from (4.3); then
Φ11 and Φ21 can be found from (4.1). These arguments can be extended to higher
orders and thus yield a constructive scheme for computing the Dirichlet to Neumann
map to all orders. Indeed, the terms of order O(n) yield
χ1n(t, k) =
i
2
12k2 − 1
4k3 − k
∫ t
0
e2i(4k
3−k)(t′−t)(g0n(t′) + g2n(t′))dt′ + lower order terms,
(4.4a)
χˆ1n(t, k) = − i
2
(12k2 − 1)
∫ t
0
e2i(4k
3−k)(t′−t)g0n(t′)dt′ + lower order terms, (4.4b)
χˇ1n(t, k) =
12k2 − 1
4
∫ t
0
e2i(4k
3−k)(t′−t)g1n(t′)dt′ + lower order terms, (4.4c)
χ˜1n(t, k) = i
12k2 − 1
8
∫ t
0
e2i(4k
3−k)(t′−t)g2n(t′)dt′ + lower order terms, (4.4d)
where ‘lower order terms’ denotes an expression involving known terms of lower order.
Moreover, (3.5) yields
g1n(t) =
4
pi
∫
∂D3
[
kχˆ1n(t, k) +
12k2 − 1
4k2 − 1
g0n(t)
4
]
dk
− 4
pi
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− k)ν1(k)ν ′1(k)bn(ν1(k))
+ (ν2(k)− k)ν2(k)ν ′2(k)bn(ν2(k))
]
dk + lower order terms,
g2n(t) =
8
pii
∫
∂D3
[
k2χˆ1n(t, k) + k
12k2 − 1
4k2 − 1
g0n(t)
4
]
dk
− 8
pii
∫
∂D3
e−2i(4k
3−k)t[(ν21(k)− k2)ν1(k)ν ′1(k)bn(ν1(k))
+ (ν22(k)− k2)ν2(k)ν ′2(k)bn(ν2(k))
]
dk + lower order terms.
Since χˆ1n and bn can be computed from the given initial and Dirichlet boundary
conditions, we can find g1n and g2n and then proceed to the next order.
4.2. The first Neumann problem. For the first Neumann problem, the terms of
O(n) of (3.6) yield
g0n(t) =− 2
pii
∫
∂Dˇ3
1
k
χˇ1n(t, k)dk
+
2
pii
∫
∂Dˇ3
e−2i(4k
3−k)t
[(
1
ν1(k)
− 1
k
)
ν21(k)ν
′
1(k)bn(ν1(k))
+
(
1
ν2(k)
− 1
k
)
ν22(k)ν
′
2(k)bn(ν2(k))
]
dk + lower order terms, (4.5a)
g2n(t) =
8
pii
∫
∂D3
[
kχˇ1n(t, k)− 12k
2 − 1
4k2 − 1
g1n
8i
]
dk
− 8
pii
∫
∂D3
e−2i(4k
3−k)t[(ν1(k)− k)ν21(k)ν ′1(k)bn(ν1(k))
+ (ν2(k)− k)ν22(k)ν ′2(k)bn(ν2(k))
]
dk + lower order terms. (4.5b)
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In this case, we use equation (4.4c) to determine χˇ1n; we then determine g0n, g2n
from (4.5); then Φ1n and Φ2n can be found from the O(
n) terms of the system (3.4).
4.3. The second Neumann problem. For the second Neumann problem, a similar
argument shows that the terms of O(n) of (3.7) yield expressions for g0n and g1n in
terms of χ˜1n and bn as well as lower order terms. Since χ˜1n can be computed from
(4.4d) in terms of the given Neumann data g2 alone, we can proceed to the next order.
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