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Abstract
Fuzzy hyperspheres SdΛ of dimension d > 2 are constructed here generalizing the proce-
dure adopted in [1, 2] for d = 1, 2. The starting point is an ordinary quantum particle
in RD, D := d+1, subject to a rotation invariant potential well V (r) with a very sharp
minimum on the sphere of radius r = 1. The subsequent imposition of a sufficiently
low energy cutoff ‘freezes’ the radial excitations, this makes only a finite-dimensional
Hilbert subspace HΛ,D accessible and on it the coordinates noncommutative a` la Sny-
der. In addition, the coordinate operators generate the whole algebra of observables
AΛ,D which turns out to be realizable through a suitable irreducible vector representa-
tion of Uso(D+1). This construction is equivariant not only under SO(D), but under
the full orthogonal group O(D), and making the cutoff and the depth of the well grow
with a natural number Λ, the result is a sequence SdΛ of fuzzy spheres converging to
Sd as Λ→∞ (where one recovers ordinary quantum mechanics on Sd).
1 Introduction
The aim of this work is to apply the general procedure used in [1, 2] to the D-dimensional
case, when D > 3; in this way the fuzzy hypersphere constructed is equivariant not only un-
der SO(D), but under the full orhogonal group O(D), obtaining then an O(D)−equivariant
fuzzy hypersphere. Furthermore, the algebra of observables AΛ,D is realized through a suit-
able irreducible vector representation of Uso (D + 1), and then there is the proof of the
convergence (in a certain sense) of this new fuzzy hypersphere to ordinary quantum mechan-
ics on the hypersphere Sd (here and on d := D − 1).
First of all, a fuzzy space is a sequence {An}n∈N of finite-dimensional and noncommutative
algebras such that An n→∞−→ A, which is the algebra of regular functions on an ordinary
manifold, with dim(An) n→∞−→ ∞.
The first and seminal fuzzy space is the Fuzzy 2-Sphere (FS) of Madore and Hoppe [3, 4],
where An 'Mn(C) is the algebra of complex n×n matrices and it is generated by coordinate
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operators {xh}3h=1 fulfilling
[xh, xj] =
2i√
n2−1ε
hjkxk and
3∑
h=1
xhxh ≡ 1, (1)
with n ∈ N \ {1}.
In fact, these operators are obtained by the rescaling
xh =
2Lh√
n2−1 , h = 1, 2, 3 (2)
of the elements Lh of the standard basis of so(3) in the irrep (pil, Vl,3) characterized by
L2 :=
∑3
h=1 LhLh ≡ l(l+1)I, or equivalently the one of dimension n = 2l+1.
The relations (1) are covariant under SO(3), but not under the whole O(3), in particular
not under parity xi 7→ −xi; this is in contrast with the O(3)-covariance of both the ordinary
sphere S2 [where the right-hand side of (1)1 is zero] and our S
2
Λ [where the right-hand
side of (1)1 depends on the angular momentum components, as in Snyder [5] commutation
relations]; in addition, the coordinate operators
{
xi
}D
i=1
of our fuzzy spaces generate also the
whole algebra of observables AΛ,D, as for the FS.
Moreover, while the Hilbert space Vl,3 of the FS carries an irreducible representation of
SO(3), that L2(Sd) of a quantum particle on Sd decomposes as the direct sum of all the
irreducible representations of SO(D):
L2(Sd) =
∞⊕
l=0
Vl,D. (3)
Furthermore, it turns out that the one HΛ,D of SdΛ decomposes as the direct sum HΛ,D =⊕Λ
l=0 Vl,D, and therefore also in this aspect S
d
Λ better approximates the configuration space
Sd in the limit Λ→∞.
The aforementioned general procedure does not strictly depend on the dimension of the
carrier space, but one has to replace all the 2-dimensional and 3-dimensional objects by the
corresponding D-dimensional ones; for instance, the D-dimensional spherical harmonics are
needed, together with the action on them of the D-dimensional angular momentum operator
components.
For this reason, let
Lh,j :=
1
i
(
xh
∂
∂xj
− xj ∂
∂xh
)
with h, j ∈ {1, 2, · · · , D} (4)
be a component of the quantum angular momentum in RD, and
Cp :=
∑
1≤h<j≤p
L2h,j with p ∈ {2, 3, · · · , D} (5)
be the realization of the quadratic Casimir of Uso(p); in particular, CD ≡ L2 is the opposite
of the Laplace-Beltrami operator ∆Sd on the sphere S
d. This and the fact that the action
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of CD˜ in S
D˜−1 coincides with the one in Sd (see section 9.1) imply that Cp is the opposite
of the Laplace-Beltrami operator ∆Sp−1 on the sphere S
p−1 in every dimension D ≥ p ≥ 2,
and its eigenvalues (see [6], p. 169, theorem 22.1) are
lp−1(lp−1 + p− 2), with l1 ∈ Z and lp−1 ∈ N0 ∀p > 2. (6)
Following [1, 2], start with a quantum particle in RD subject to a confining potential well
V (r), which has a very deep minimum in r = 1 [⇒ V ′(1) = 0, V ′(1) =: 4kD, with kD  0];
assume that, when r ≈ 1, it can be approximated with the potential of a one-dimensional
harmonic oscillator, in symbols V (r) ' V0 + 2kD(r− 1)2, where V0 := V (1) and kD plays the
role of a confining parameter.
This choice of V (r) ensures that, in the limit kD → +∞, the quantum particle is forced
to stay on the unit d-dimensional sphere Sd, and this leads to prove also the convergence of
this new fuzzy space to ordinary quantum mechanics on the sphere, in that limit.
Once introduced this V (r), one has to study the eigenvalue equation
Hψ =
[
−1
2
∆ + V (r)
]
ψ = Eψ, (7)
which is a PDE in the unknowns ψ, E and its resolution provides a basis of the Hilbert space
of quantum states HD; in addition, from
[H,Li,j] = 0 ∀1 ≤ i < j ≤ D,
[L1,2, Cp2 ] = [Cp1 , Cp2 ] = 0, ∀p1, p2 ∈ {2, 3, · · · , D}
(8)
it follows that H, L1,2 and all these Cp operators can be simultaneously diagonalized in the
resolution of (7).
In order to do this, let’s look for an eigenfunction ψ in the form
ψ = f(r)Y (θd, θd−1, · · · , θ1), (9)
where Y is a common eigenfunction of the CSCO (Complete set of commuting observables,
i.e. a set of commuting operators whose set of eigenvalues completely specify the state of a
system) L1,2, C2, · · · , Cd and L2; while r, θd, θd−1, · · · , θ1 are polar coordinates. It is obvious
that, in order to have ψ ∈ L2 (RD), it is necessary that rdf ∈ L2 (R+) and Y ∈ L2 (Sd).
The Ansatz (9) transforms the PDE Hψ = Eψ into an ODE in the unknown f , which is
solved in section 3.1; while in section 3.2 an orthonormal basis of L2 (Sd) of eigenfunctions
of L2 is determined, in particular I prove that every basis-function Y is uniquely determined
by a collection of d indices l := (ld, · · · , l2, l1), fulfilling
CpYl = lp−1(lp−1 + p− 2)Yl , ld ≥ · · · ≥ l2 ≥ |l1| and li ∈ Z ∀i.
Then, it turns out that an orthonormal basis BD of the space of quantum states HD is (here
and later on l := ld)
BD = {fn,l,D(r)Yl(θd, θd−1, · · · , θ1)|n ∈ N0, l ≥ ld−1 ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z∀i} .
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Furthermore, the consequence of the imposition of a sufficiently low energy cutoff E ≤ E
(see section 4) is that the Hilbert space of ‘admitted’ states HE,D ⊂ HD becomes finite-
dimensional and spanned by all the H-eigenstates having eigenvalues E ≤ E. I also replace
every observable A by the corresponding projected one A := PE,DAPE,D (here and later on
PE,D is the projection on HE,D) and I give to A the same physical interpretation; in this way
I have only states and operators that are ‘physical’.
The condition E < 2
√
2kD implies that the Hamiltonian operator H can be seen, in a
first approximation, as the square angular momentum operator L2 (in other words radial
excitations are ‘frozen’), while two crucial steps, necessary to obtain a fuzzy space, are the
choice of a Λ-dependent energy cutoff E := E (Λ) so that E (Λ) diverges with Λ ∈ N, and the
assumption that also kD depends on Λ in a way such that E (Λ) < 2
√
2kD (Λ). This implies
that the Hilbert space of admitted states can be definitively re-labeled as HΛ,D, and the
corresponding algebra of observables End (HΛ,D) as AΛ,D; then the sequence {AΛ,D}Λ∈N is
made of finite-dimensional algebras, which become infinite dimensional in the limit Λ→ +∞.
In order to calculate the algebraic relations between the generators of AΛ,D I need to
determine the action of every Lh,j ≡ Lh,j and xh on a basis of HΛ,D. Because of (9), it is
possible to use the knowledge of the action of Lh,j on the spherical harmonics Yl obtained
from the above CSCO, to recover the one on ψl,D; since I have not found the action of this
in the literature when D > 3, I have explicitely calculated it in 5.1, while in section 5.2 I
compute the action of coordinate operators xh.
As in [1, 2], in section 5.3 it is shown that xh, xj fulfill Snyder commutation relations, in
other words their commutator is proportional to the component Lh,j of the D-dimensional
angular momentum operator, up to a scalar operator depending on L2. Then there is a list of
all the relations involving the projectors of AΛ,D which show that the xs generate the whole
algebra of observables, for instance every component of the angular momentum operator can
be written as a ordered polynomial in the xh. The square distance from the origin operator
x2 :=
∑
h xhxh is not identically 1, but a function of L
2 such that nevertheless its spectrum
is very close to 1 and collapses to 1 in the kD →∞ limit.
Furthermore, in section 6 some tools of Lie algebra theory are used in order to realize
the algebra of observables AΛ,D through a suitable irreducible vector representation piΛ,D+1
of Uso (D + 1); this is suggested by the fact that the dimension of HΛ,D coincides with the
one of the representation space VΛ,D+1 of piΛ,D+1; then (up to isomorphisms)
HΛ,D =
Λ⊕
l=0
Vl,D = VΛ,D+1.
That realization is O(D)-equivariant and the algebra isomorphism Φ fulfills
[Φ (A)]† = Φ
(
A†
)
. (10)
The proof of the aforementioned convergence is a sort of certification of the goodness of
this approximation of quantum mechanics on the sphere Sd, and this job is done in section
7; this is inspired by the behavior of the potential V (r) in the limit kD → +∞, where it
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forces the quantum particle to stay on the unit d-dimensional sphere Sd. The ‘projected’
spherical harmonics are firstly identified as a basis of a space of all spherical harmonics, AΛ,D
as a subalgebra of B (Sd), the algebra of bounded functions on Sd [or C (Sd), the algebra
of polynomial functions on Sd], and then I prove the convergence (in a certain sense) of the
operators in AΛ,D to the corresponding ones in B
(
Sd
)
[C (Sd), respectively]; furthermore, I
use a kD(Λ) growing faster with Λ ∈ N to prove this result.
Section 8 contains final remarks, conclusions and a comparison with literature; in section
9 (appendix) there are lengthy computations and proofs.
The construction of this work is valid for any D, but an explicit exhibition of the resulting
S3Λ and S
4
Λ (see next section) may help to better understand how to move from the cases
D = 1, 2 of [1, 2] to the dimensions D > 3, and also to see analogies and differences with
other fuzzy 3- and 4-spheres.
2 Two particolar cases: D = 4 and D = 5
2.1 S3Λ
When D = 4 the choices E = E(Λ) := Λ(Λ + 2) and k4 = k4(Λ) ≥ [Λ(Λ + 2)]2 imply that
the Hilbert space of admitted states HΛ,4 is generated by all the functions (see sections 3.1
and 3.2)
ψl,l2,l1,4 = ψl,l2,l1,4(r, θ1, θ2, θ3) := fl,4(r)Yl,l2,l1(θ1, θ2, θ3), l ≤ Λ
hence
dimHΛ,4 (69)=
(
Λ + 2
Λ− 1
)
2Λ + 3
Λ
=
2Λ3 + 9Λ2 + 13Λ + 6
6
=
1
3
(Λ + 1)(Λ + 2)
(
Λ +
3
2
)
.
The angular momentum components are {Lh,j : 1 ≤ h < j ≤ 4}, L±,4 := L2,4 ∓ iL1,4 and
they act as follows (see definition 5.1 in section 5.1):
L1,2ψl,l2,l1 =l1ψl,l2,l1 ,
L1,3ψl,l2,l1 =
1
i
[
dl2,l1,3
2
ψl,l2,l1−1 −
dl2,l1+1,3
2
ψl,l2,l1+1
]
,
L2,3ψl,l2,l1 =
1
i
[
−dl2,l1,3
2i
ψl,l2,l1−1 −
dl2,l1+1,3
2i
ψl,l2,l1+1
]
,
L1,4ψl,l2,l1 =
1
i
[
dl,l2,4B(l2, l1, 2)
2
ψl,l2−1,l1+1 +
dl,l2,4D(l2, l1, 2)
2
ψl,l2−1,l1−1
−dl,l2+1,4A(l2, l1, 2)
2
ψl,l2+1,l1+1 −
dl,l2+1,4C(l2, l1, 2)
2
ψl,l2+1,l1−1
]
,
L2,4ψl,l2,l1 =
1
i
[
dl,l2,4B(l2, l1, 2)
2i
ψl,l2−1,l1+1 −
dl,l2,4D(l2, l1, 2)
2i
ψl,l2−1,l1−1
−dl,l2+1,4A(l2, l1, 2)
2i
ψl,l2+1,l1+1 +
dl,l2+1,4C(l2, l1, 2)
2i
ψl,l2+1,l1−1
]
,
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L3,4ψl,l2,l1 =
1
i
[dl,l2,4G(l2, l1, 2)ψl,l2−1,l1 − dl,l2+1,4F (l2, l1, 2)ψl,l2+1,l1 ] ,
L+,4ψl,l2,l1 =− dl,l2,4B(l2, l1, 2)ψl,l2−1,l1+1 + dl,l2+1,4A(l2, l1, 2)ψl,l2+1,l1+1,
L−,4ψl,l2,l1 =dl,l2,4D(l2, l1, 2)ψl,l2−1,l1−1 − dl,l2+1,4C(l2, l1, 2)ψl,l2+1,l1−1,
where dl,l2,4 =
√
(l − l2 + 1)(l + l2 + 1).
They fulfill
[Lh,j, Lp,s]ψl,l2,l1 = i (δh,pLj,s + δj,sLh,p − δh,sLj,p − δj,pLh,s)ψl,l2,l1 ,
L2ψl,l2,l1 = l(l + 2)ψl,l2,l1 , C3ψl,l2,l1 = l2(l2 + 1)ψl,l2,l1 and C2ψl,l2,l1 = l
2
1ψl,l2,l1 .
The coordinate operators are x1, x2, x3, x4 x± := x1 ± ix2, and they act on HΛ,4 as follows
(see section 5.2):
x1ψl,l2,l1 =
[
cl,4D(l, l2, 3)D(l2, l1, 2)
2
ψl−1,l2−1,l1−1 +
cl,4D(l, l2, 3)B(l2, l1, 2)
2
ψl−1,l2−1,l1+1
+
cl,4B(l, l2, 3)C(l2, l1, 2)
2
ψl−1,l2+1,l1−1 +
cl,4B(l, l2, 3)A(l2, l1, 2)
2
ψl−1,l2+1,l1+1
+
cl+1,4C(l, l2, 3)D(l2, l1, 2)
2
ψl+1,l2−1,l1−1 +
cl+1,4C(l, l2, 3)B(l2, l1, 2)
2
ψl+1,l2−1,l1+1
+
cl+1,4A(l, l2, 3)C(l2, l1, 2)
2
ψl+1,l2+1,l1−1 +
cl+1,4A(l, l2, 3)A(l2, l1, 2)
2
ψl+1,l2+1,l1+1
]
,
x2ψl,l2,l1 =
[
cl,4D(l, l2, 3)D(l2, l1, 2)
2i
ψl−1,l2−1,l1−1 −
cl,4D(l, l2, 3)B(l2, l1, 2)
2i
ψl−1,l2−1,l1+1
+
cl,4B(l, l2, 3)C(l2, l1, 2)
2i
ψl−1,l2+1,l1−1 −
cl,4B(l, l2, 3)A(l2, l1, 2)
2i
ψl−1,l2+1,l1+1
+
cl+1,4C(l, l2, 3)D(l2, l1, 2)
2i
ψl+1,l2−1,l1−1 −
cl+1,4C(l, l2, 3)B(l2, l1, 2)
2i
ψl+1,l2−1,l1+1
+
cl+1,4A(l, l2, 3)C(l2, l1, 2)
2i
ψl+1,l2+1,l1−1 −
cl+1,4A(l, l2, 3)A(l2, l1, 2)
2i
ψl+1,l2+1,l1+1
]
,
x3ψl,l2,l1 = [cl,4D(l, l2, 3)G(l2, l1, 2)ψl−1,l2−1,l1 + cl,4B(l, l2, 3)F (l2, l1, 2)ψl−1,l2+1,l1
+cl+1,4C(l, l2, 3)G(l2, l1, 2)ψl+1,l2−1,l1 + cl+1,4A(l, l2, 3)F (l2, l1, 2)ψl+1,l2+1,l1 ] ,
x4ψl,l2,l1 =cl,4G(l, l2, 3)ψl−1,l2,l1 + cl+1,4F (l, l2, 3)ψl+1,l2,l1 ,
x+ψl,l2,l1 = [cl,4D(l, l2, 3)B(l2, l1, 2)ψl−1,l2−1,l1+1 + cl,4B(l, l2, 3)A(l2, l1, 2)ψl−1,l2+1,l1+1
+cl+1,4C(l, l2, 3)B(l2, l1, 2)ψl+1,l2−1,l1+1 + cl+1,4A(l, l2, 3)A(l2, l1, 2)ψl+1,l2+1,l1+1] ,
x−ψl,l2,l1 = [cl,4D(l, l2, 3)D(l2, l1, 2)ψl−1,l2−1,l1−1 + cl,4B(l, l2, 3)C(l2, l1, 2)ψl−1,l2+1,l1−1
+cl+1,4C(l, l2, 3)D(l2, l1, 2)ψl+1,l2−1,l1−1 + cl+1,4A(l, l2, 3)C(l2, l1, 2)ψl+1,l2+1,l1−1] ,
where
cl,4
(37)
=
{√
1 +
l2+l+ 1
4
k4
if 1 ≤ l ≤ Λ,
0 otherwise,
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and, according to (81),
A(l, l2, 3) =
√
(l + l2 + 2)(l + l2 + 3)
(2l + 2)(2l + 4)
,
B(l, l2, 3) = −
√
(l − l2 − 1)(l − l2)
(2l + 2)(2l)
,
C(l, l2, 3) = −
√
(l − l2 + 2)(l − l2 + 1)
(2l + 2)(2l + 4)
,
D(l, l2, 3) =
√
(l + l2 + 1)(l + l2)
(2l + 2)(2l)
,
F (l, l2, 3) =
√
(l + l2 + 2)(l − l2 + 1)
(2l + 2)(2l + 4)
,
G(l, l2, 3) =
√
(l − l2)(l + l2 + 1)
(2l + 2)(2l)
.
They fulfill (see section 5.3)
[xh, xj] =
[
− I
k4
+
(
1
k4
+
(cΛ,4)
2
2Λ + 2
)
P̂Λ,4
]
Lh,j, [Lh,s, xj] =
1
i
(
δsjxh − δhj xs
)
,
x2 :=
4∑
h=1
xhxh =
{
1 +
4L2 + 9
4k4(Λ)
−
[(
1 +
4Λ2 + 12Λ + 9
4k4(Λ)
)
Λ + 2
2Λ + 2
]
P̂Λ,4
}
and
Λ∏
l=0
[
L2 − l(l + 2)I] = 0 , l∏
l2=0
[C3 − l2(l2 + 1)I] P˜1,l = 0,
l2∏
l1=−l2
[L1,2 − l1I] P˜2,l2 = 0, (x±)2Λ+1 = 0, and (Lν,±)2Λ+1 = 0,∀ν ≥ 3,
(11)
where P˜h,j is the projector on the eigenspace of C4−h corresponding to l4−h ≡ j.
According to this, the algebra of observables is generated by the coordinate operators, in
fact every projector can be written as a ordered polynomial in the xν .
Furthermore, the SO(5)-irrep piΛ,5, the one characterized by C5 ≡ Λ(Λ + 3)I with repre-
sentation space
VΛ,5 := span {YΛ,l,l2,l1(θ4, θ3, θ2, θ1) : Λ ≥ l ≥ l2 ≥ |l1|, li ∈ Z∀i} ,
can be used to identify ψl,l2,l1 ≡ YΛ,l,l2,l1 , and also the operators
Lh,j ≡ Lh,j for 1 ≤ h < j ≤ 4 and xs ≡ p4(λ)Ls,5p4(λ), (12)
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where
λ :=
−2 +√4 + 4L2
2
=
√
1 +L2 − 1,
while p4(λ) is an analytic function and the values p4(l), when l ∈ N0, can be obtained
recursively from (43) starting from p4(0) := 1.
Furthermore, in order to prove the convergence of S3Λ to ordinary quantum mechanics on
S3, it is convenient to identify ψl,l2,l1 ≡ Yl,l2,l1 and then to consider their fuzzy counterparts
Ŷl,l2,l1 [see (137)], which can be used to approximate a generic f ∈ B(S3) or f ∈ C(S3);
this is possible because the Yl,l2,l1 are an orthonormal basis of L2(S3), and also homogeneous
polynomials in the th := xh/r variables. Then,
f̂Λ :=
2Λ∑
l=0
l∑
l2=0
l2∑
l1=−l2
fl,l2,l1Ŷl,l2,l1 , where fl,l2,l1 := 〈Yl,l2,l1 , f〉 ,
is an approximation of f because of the following two theorems (see section 7)
Theorem 2.1. Every projected coordinate operator xh converges strongly to the correspond-
ing th as Λ→∞ if
k4 (Λ) ≥ Λ1
9
(Λ + 1)2(Λ + 2)2
(
Λ +
3
2
)2
4Λ(Λ + 2) + 3
4
Λ
1
9
(Λ + 1)2(Λ + 2)2
(
Λ +
3
2
)3(
Λ +
1
2
)
.
Theorem 2.2. Choosing k4 (Λ) fulfilling (49) for D = 4, then for all f, g ∈ B(S3) the
following strong limits as Λ→∞ hold: fˆΛ → f ·, (̂fg)Λ → fg· and fˆΛgˆΛ → fg·.
2.2 S4Λ
When D = 5 the choices E = E(Λ) := Λ(Λ + 3) and k5 = k5(Λ) ≥ [Λ(Λ + 3)]2 imply that
the Hilbert space of admitted states HΛ,5 is generated by all the functions
ψl,l3,l2,l1,5 = ψl,l3,l2,l1,4(r, θ1, θ2, θ3, θ4) := fl,5(r)Yl,l3,l2,l1(θ1, θ2, θ3, θ4), l ≤ Λ
hence
dimHΛ,5 =
(
Λ + 3
Λ− 1
)
2Λ + 4
Λ
=
1
12
(Λ + 1)(Λ + 2)2(Λ + 3).
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The angular momentum components are {Lh,j : 1 ≤ h < j ≤ 5}, L±,5 := L2,5 ∓ iL1,5 and
they act as follows:
L1,2ψl,l3,l2,l1 =l1ψl,l3,l2,l1 ,
L1,3ψl,l3,l2,l1 =
1
i
[
dl2,l1,3
2
ψl,l3,l2,l1−1 −
dl2,l1+1,3
2
ψl,l3,l2,l1+1
]
,
L2,3ψl,l3,l2,l1 =
1
i
[
−dl2,l1,3
2i
ψl,l3,l2,l1−1 −
dl2,l1+1,3
2i
ψl,l3,l2,l1+1
]
,
L1,4ψl,l3,l2,l1 =
1
i
[
dl3,l2,4B(l2, l1, 2)
2
ψl,l3,l2−1,l1+1 +
dl3,l2,4D(l2, l1, 2)
2
ψl,l3,l2−1,l1−1
−dl3,l2+1,4A(l2, l1, 2)
2
ψl,l3,l2+1,l1+1 −
dl3,l2+1,4C(l2, l1, 2)
2
ψl,l3,l2+1,l1−1
]
,
L2,4ψl,l3,l2,l1 =
1
i
[
dl3,l2,4B(l2, l1, 2)
2i
ψl,l3,l2−1,l1+1 −
dl3,l2,4D(l2, l1, 2)
2i
ψl,l3,l2−1,l1−1
−dl3,l2+1,4A(l2, l1, 2)
2i
ψl,l3,l2+1,l1+1 +
dl3,l2+1,4C(l2, l1, 2)
2i
ψl,l3,l2+1,l1−1
]
,
L3,4ψl,l3,l2,l1 =
1
i
[dl3,l2,4G(l2, l1, 2)ψl,l3,l2−1,l1 − dl3,l2+1,4F (l2, l1, 2)ψl,l3,l2+1,l1 ] ,
L1,5ψl,l3,l2,l1 =
1
i
[
dl,l3,5D(l3, l2, 3)D(l2, l1, 2)
2
ψl,l3−1,l2−1,l1−1
+
dl,l3,5D(l3, l2, 3)B(l2, l1, 2)
2
ψl,l3−1,l2−1,l1+1
+
dl,l3,5B(l3, l2, 3)C(l2, l1, 2)
2
ψl,l3−1,l2+1,l1−1
+
dl,l3,5B(l3, l2, 3)A(l2, l1, 2)
2
ψl,l3−1,l2+1,l1+1
− dl,l3+1,5C(l3, l2, 3)D(l2, l1, 2)
2
ψl,l3+1,l2−1,l1−1
− dl,l3+1,5C(l3, l2, 3)B(l2, l1, 2)
2
ψl,l3+1,l2−1,l1+1
− dl,l3+1,5A(l3, l2, 3)C(l2, l1, 2)
2
ψl,l3+1,l2+1,l1−1
−dl,l3+1,5A(l3, l2, 3)A(l2, l1, 2)
2
ψl,l3+1,l2+1,l1+1
]
,
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L2,5ψl,l3,l2,l1 =
1
i
[
dl,l3,5D(l3, l2, 3)D(l2, l1, 2)
2i
ψl,l3−1,l2−1,l1−1
− dl,l3,5D(l3, l2, 3)B(l2, l1, 2)
2i
ψl,l3−1,l2−1,l1+1
+
dl,l3,5B(l3, l2, 3)C(l2, l1, 2)
2i
ψl,l3−1,l2+1,l1−1
− dl,l3,5B(l3, l2, 3)A(l2, l1, 2)
2i
ψl,l3−1,l2+1,l1+1
− dl,l3+1,5C(l3, l2, 3)D(l2, l1, 2)
2i
ψl,l3+1,l2−1,l1−1
+
dl,l3+1,5C(l3, l2, 3)B(l2, l1, 2)
2i
ψl,l3+1,l2−1,l1+1
− dl,l3+1,5A(l3, l2, 3)C(l2, l1, 2)
2i
ψl,l3+1,l2+1,l1−1
+
dl,l3+1,5A(l3, l2, 3)A(l2, l1, 2)
2i
ψl,l3+1,l2+1,l1+1
]
,
L3,5ψl,l3,l2,l1 =
1
i
[dl,l3,5D(l3, l2, 3)G(l2, l1, 2)ψl,l3−1,l2−1,l1
+ dl,l3,5B(l3, l2, 3)F (l2, l1, 2)ψl,l3−1,l2+1,l1
− dl,l3+1,5C(l3, l2, 3)G(l2, l1, 2)ψl,l3+1,l2−1,l1
−dl,l3+1,5B(l3, l2, 3)A(l2, l1, 2)ψl,l3+1,l2+1,l1 ] ,
L4,5ψl,l3l2,l1 =
1
i
[dl,l3,5G(l3, l2, 3)ψl,l3−1,l2,l1 − dl,l3+1,5F (l3, l2, 3)ψl,l3+1,l2,l1 ] ,
L+,5ψl,l3,l2,l1 =dl,l3,5D(l3, l2, 3)B(l2, l1, 2)ψl,l3−1,l2−1,l1+1
+ dl,l3,5B(l3, l2, 3)A(l2, l1, 2)ψl,l3−1,l2+1,l1+1
− dl,l3+1,5C(l3, l2, 3)B(l2, l1, 2)ψl,l3+1,l2−1,l1+1
− dl,l3+1,5A(l3, l2, 3)A(l2, l1, 2)ψl,l3+1,l2+1,l1+1,
L−,5ψl,l3,l2,l1 =− dl,l3,5D(l3, l2, 3)D(l2, l1, 2)ψl,l3−1,l2−1,l1−1
− dl,l3,5B(l3, l2, 3)C(l2, l1, 2)ψl,l3−1,l2+1,l1−1
+ dl,l3+1,5C(l3, l2, 3)D(l2, l1, 2)ψl,l3+1,l2−1,l1−1
+ dl,l3+1,5A(l3, l2, 3)C(l2, l1, 2)ψl,l3+1,l2+1,l1−1,
where dl,l3,5 =
√
(l − l3 + 1)(l + l3 + 2).
They fulfill
[Lh,j, Lp,s]ψl,l3,l2,l1 = i (δh,pLj,s + δj,sLh,p − δh,sLj,p − δj,pLh,s)ψl,l3,l2,l1 ,
L2ψl,l3,l2,l1 = l(l + 3)ψl,l3,l2,l1 , C4ψl,l3,l2,l1 = l3(l3 + 2)ψl,l3,l2,l1 ,
C3ψl,l3,l2,l1 = l2(l2 + 1)ψl,l3,l2,l1 and C2ψl,l3,l2,l1 = l
2
1ψl,l3,l2,l1 .
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The coordinate operators are x1, x2, x3, x4, x5, x± := x1±ix2, and they act onHΛ,5 as follows:
x1ψl,l3,l2,l1 =
cl,5D(l, l3, 4)D(l3, l2, 3)D(l2, l1, 2)
2
ψl−1,l3−1,l2−1,l1−1
+
cl+1,5C(l, l3, 4)D(l3, l2, 3)D(l2, l1, 2)
2
ψl+1,l3−1,l2−1,l1−1
+
cl,5B(l, l3, 4)C(l3, l2, 3)D(l2, l1, 2)
2
ψl−1,l3+1,l2−1,l1−1
+
cl+1,5A(l, l3, 4)C(l3, l2, 3)D(l2, l1, 2)
2
ψl+1,l3+1,l2−1,l1−1
+
cl,5D(l, l3, 4)B(l3, l2, 3)C(l2, l1, 2)
2
ψl−1,l3−1,l2+1,l1−1
+
cl+1,5C(l, l3, 4)B(l3, l2, 3)C(l2, l1, 2)
2
ψl+1,l3−1,l2+1,l1−1
+
cl,5B(l, l3, 4)A(l3, l2, 3)C(l2, l1, 2)
2
ψl−1,l3+1,l2+1,l1−1
+
cl+1,5A(l, l3, 4)A(l3, l2, 3)C(l2, l1, 2)
2
ψl+1,l3+1,l2+1,l1−1
+
cl,5D(l, l3, 4)D(l3, l2, 3)B(l2, l1, 2)
2
ψl−1,l3−1,l2−1,l1+1
+
cl+1,5C(l, l3, 4)D(l3, l2, 3)B(l2, l1, 2)
2
ψl+1,l3−1,l2−1,l1+1
+
cl,5B(l, l3, 4)C(l3, l2, 3)B(l2, l1, 2)
2
ψl−1,l3+1,l2−1,l1+1
+
cl+1,5A(l, l3, 4)C(l3, l2, 3)B(l2, l1, 2)
2
ψl+1,l3+1,l2−1,l1+1
+
cl,5D(l, l3, 4)B(l3, l2, 3)A(l2, l1, 2)
2
ψl−1,l3−1,l2+1,l1+1
+
cl+1,5C(l, l3, 4)B(l3, l2, 3)A(l2, l1, 2)
2
ψl+1,l3−1,l2+1,l1+1
+
cl,5B(l, l3, 4)A(l3, l2, 3)A(l2, l1, 2)
2
ψl−1,l3+1,l2+1,l1+1
+
cl+1,5A(l, l3, 4)A(l3, l2, 3)A(l2, l1, 2)
2
ψl+1,l3+1,l2+1,l1+1,
x2ψl,l3,l2,l1 =
cl,5D(l, l3, 4)D(l3, l2, 3)D(l2, l1, 2)
2i
ψl−1,l3−1,l2−1,l1−1
+
cl+1,5C(l, l3, 4)D(l3, l2, 3)D(l2, l1, 2)
2i
ψl+1,l3−1,l2−1,l1−1
+
cl,5B(l, l3, 4)C(l3, l2, 3)D(l2, l1, 2)
2i
ψl−1,l3+1,l2−1,l1−1
+
cl+1,5A(l, l3, 4)C(l3, l2, 3)D(l2, l1, 2)
2i
ψl+1,l3+1,l2−1,l1−1
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+
cl,5D(l, l3, 4)B(l3, l2, 3)C(l2, l1, 2)
2i
ψl−1,l3−1,l2+1,l1−1
+
cl+1,5C(l, l3, 4)B(l3, l2, 3)C(l2, l1, 2)
2i
ψl+1,l3−1,l2+1,l1−1
+
cl,5B(l, l3, 4)A(l3, l2, 3)C(l2, l1, 2)
2i
ψl−1,l3+1,l2+1,l1−1
+
cl+1,5A(l, l3, 4)A(l3, l2, 3)C(l2, l1, 2)
2i
ψl+1,l3+1,l2+1,l1−1
− cl,5D(l, l3, 4)D(l3, l2, 3)B(l2, l1, 2)
2i
ψl−1,l3−1,l2−1,l1+1
− cl+1,5C(l, l3, 4)D(l3, l2, 3)B(l2, l1, 2)
2i
ψl+1,l3−1,l2−1,l1+1
− cl,5B(l, l3, 4)C(l3, l2, 3)B(l2, l1, 2)
2i
ψl−1,l3+1,l2−1,l1+1
− cl+1,5A(l, l3, 4)C(l3, l2, 3)B(l2, l1, 2)
2i
ψl+1,l3+1,l2−1,l1+1
− cl,5D(l, l3, 4)B(l3, l2, 3)A(l2, l1, 2)
2i
ψl−1,l3−1,l2+1,l1+1
− cl+1,5C(l, l3, 4)B(l3, l2, 3)A(l2, l1, 2)
2i
ψl+1,l3−1,l2+1,l1+1
− cl,5B(l, l3, 4)A(l3, l2, 3)A(l2, l1, 2)
2i
ψl−1,l3+1,l2+1,l1+1
− cl+1,5A(l, l3, 4)A(l3, l2, 3)A(l2, l1, 2)
2i
ψl+1,l3+1,l2+1,l1+1,
x3ψl,l3,l2,l1 =cl,5D(l, l3, 4)D(l3, l2, 3)G(l2, l1, 2)ψl−1,l3−1,l2−1,l1
+ cl+1,5C(l, l3, 4)D(l3, l2, 3)G(l2, l1, 2)ψl+1,l3−1,l2−1,l1
+ cl,5B(l, l3, 4)C(l3, l2, 3)G(l2, l1, 2)ψl−1,l3+1,l2−1,l1
+ cl+1,5A(l, l3, 4)C(l3, l2, 3)G(l2, l1, 2)ψl+1,l3+1,l2−1,l1
+ cl,5D(l, l3, 4)B(l3, l2, 3)F (l2, l1, 2)ψl−1,l3−1,l2+1,l1
+ cl+1,5C(l, l3, 4)B(l3, l2, 3)F (l2, l1, 2)ψl+1,l3−1,l2+1,l1
+ cl,5B(l, l3, 4)A(l3, l2, 3)F (l2, l1, 2)ψl−1,l3+1,l2+1,l1
+ cl+1,5A(l, l3, 4)A(l3, l2, 3)F (l2, l1, 2)ψl+1,l3+1,l2+1,l1 ,
x4ψl,l3,l2,l1 =cl,5D(l, l3, 4)G(l3, l2, 3)ψl−1,l3−1,l2,l1 + cl,5B(l, l3, 4)F (l3, l2, 3)ψl−1,l3+1,l2,l1
+cl+1,5C(l, l3, 4)G(l3, l2, 3)ψl+1,l3−1,l2,l1 + cl+1,5A(l, l3, 4)F (l3, l2, 3)ψl+1,l3+1,l2,l1 ,
x5ψl,l3,l2,l1 =cl,5G(l, l3, 4)ψl−1,l3,l2,l1 + cl+1,5F (l, l3, 4)ψl+1,l3,l2,l1 ,
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x+ψl,l3,l2,l1 =cl,5D(l, l3, 4)D(l3, l2, 3)B(l2, l1, 2)ψl−1,l3−1,l2−1,l1+1
+ cl+1,5C(l, l3, 4)D(l3, l2, 3)B(l2, l1, 2)ψl+1,l3−1,l2−1,l1+1
+ cl,5B(l, l3, 4)C(l3, l2, 3)B(l2, l1, 2)ψl−1,l3+1,l2−1,l1+1
+ cl+1,5A(l, l3, 4)C(l3, l2, 3)B(l2, l1, 2)ψl+1,l3+1,l2−1,l1+1
+ cl,5D(l, l3, 4)B(l3, l2, 3)A(l2, l1, 2)ψl−1,l3−1,l2+1,l1+1
+ cl+1,5C(l, l3, 4)B(l3, l2, 3)A(l2, l1, 2)ψl+1,l3−1,l2+1,l1+1
+ cl,5B(l, l3, 4)A(l3, l2, 3)A(l2, l1, 2)ψl−1,l3+1,l2+1,l1+1
+ cl+1,5A(l, l3, 4)A(l3, l2, 3)A(l2, l1, 2)ψl+1,l3+1,l2+1,l1+1,
x−ψl,l3,l2,l1 =cl,5D(l, l3, 4)D(l3, l2, 3)D(l2, l1, 2)ψl−1,l3−1,l2−1,l1−1
+ cl+1,5C(l, l3, 4)D(l3, l2, 3)D(l2, l1, 2)ψl+1,l3−1,l2−1,l1−1
+ cl,5B(l, l3, 4)C(l3, l2, 3)D(l2, l1, 2)ψl−1,l3+1,l2−1,l1−1
+ cl+1,5A(l, l3, 4)C(l3, l2, 3)D(l2, l1, 2)ψl+1,l3+1,l2−1,l1−1
+ cl,5D(l, l3, 4)B(l3, l2, 3)C(l2, l1, 2)ψl−1,l3−1,l2+1,l1−1
+ cl+1,5C(l, l3, 4)B(l3, l2, 3)C(l2, l1, 2)ψl+1,l3−1,l2+1,l1−1
+ cl,5B(l, l3, 4)A(l3, l2, 3)C(l2, l1, 2)ψl−1,l3+1,l2+1,l1−1
+ cl+1,5A(l, l3, 4)A(l3, l2, 3)C(l2, l1, 2)ψl+1,l3+1,l2+1,l1−1,
where
cl,5
(37)
=
{√
1 + l
2+2l+1
k5
if 1 ≤ l ≤ Λ,
0 otherwise,
and, according to (81),
A(l, l3, 4) =
√
(l + l3 + 3)(l + l3 + 4)
(2l + 3)(2l + 5)
,
B(l, l3, 4) = −
√
(l − l3 − 1)(l − l3)
(2l + 3)(2l + 1)
,
C(l, l3, 4) = −
√
(l − l3 + 2)(l − l3 + 1)
(2l + 3)(2l + 5)
,
D(l, l3, 4) =
√
(l + l3 + 2)(l + l3 + 1)
(2l + 3)(2l + 1)
,
F (l, l3, 4) =
√
(l + l3 + 3)(l − l3 + 1)
(2l + 3)(2l + 5)
,
G(l, l3, 4) =
√
(l − l3)(l + l3 + 2)
(2l + 3)(2l + 1)
.
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They fulfill (see section 5.3)
[xh, xj] =
[
− I
k5
+
(
1
k5
+
(cΛ,5)
2
2Λ + 3
)
P̂Λ,5
]
Lh,j, [Lh,s, xj] =
1
i
(
δsjxh − δhj xs
)
,
x2 :=
5∑
h=1
xhxh =
{
1 +
2L2 + 8
4k5(Λ)
−
[(
1 +
2Λ2 + 8Λ + 8
4k5(Λ)
)
Λ + 3
2Λ + 3
]
P̂Λ,4
}
and
Λ∏
l=0
[
L2 − l(l + 2)I] = 0 , l∏
l2=0
[C3 − l2(l2 + 1)I] P˜1,l = 0,
l2∏
l1=−l2
[L1,2 − l1I] P˜2,l2 = 0, (x±)2Λ+1 = 0, and (Lν,±)2Λ+1 = 0,∀ν ≥ 3,
(13)
where P˜h,j is the projector on the eigenspace of C5−h corresponding to l5−h ≡ j.
According to this, the algebra of observables is generated by the coordinate operators, in
fact every projector can be written as a ordered polynomial in the xν .
Furthermore, the SO(6)-irrep piΛ,6, the one characterized by C6 ≡ Λ(Λ + 4)I with repre-
sentation space
VΛ,6 := span {YΛ,l,l3,l2,l1(θ5, θ4, θ3, θ2, θ1) : Λ ≥ l ≥ l3 ≥ l2 ≥ |l1|, li ∈ Z∀i} ,
can be used to identify ψl,l3,l2,l1 ≡ YΛ,l,l3,l2,l1 , and also the operators
Lh,j ≡ Lh,j for 1 ≤ h < j ≤ 5 and xs ≡ p5(λ)Ls,6p5(λ), (14)
where
λ :=
−3 +√9 + 4L2
2
,
while p5(λ) is an analytic function and the values p5(l), when l ∈ N0, can be obtained
recursively from (43) starting from p5(0) := 1.
Furthermore, in order to prove the convergence of S4Λ to ordinary quantum mechanics on
S4, it is convenient to identify ψl,l3,l2,l1 ≡ Yl,l3,l2,l1 and then to consider their fuzzy counter-
parts Ŷl,l3,l2,l1 , which can be used to approximate a generic f ∈ B(S4) or f ∈ C(S4); this
is possible because the Yl,l3,l2,l1 are an orthonormal basis of L2(S4), and also homogeneous
polynomials in the th := xh/r variables. Then,
f̂Λ :=
2Λ∑
l=0
l∑
l3=0
l3∑
l2=0
l2∑
l1=−l2
fl,l3,l2,l1Ŷl,l3,l2,l1 , where fl,l3,l2,l1 := 〈Yl,l3,l2,l1 , f〉 ,
is an approximation of f because of the following two theorems (see section 7)
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Theorem 2.3. Every projected coordinate operator xh converges strongly to the correspond-
ing th as Λ→∞ if
k5 (Λ) ≥ Λ 1
144
(Λ + 1)2(Λ + 2)4(Λ + 3)2
4Λ(Λ + 3) + 8
4
=
1
144
(Λ + 1)3(Λ + 2)5(Λ + 3)2.
Theorem 2.4. Choosing k5 (Λ) fulfilling (49) for D = 5, then for all f, g ∈ B(S4) and
C(S4) the following strong limits as Λ→∞ hold: fˆΛ → f ·, (̂fg)Λ → fg· and fˆΛgˆΛ → fg·.
3 General setting
As mentioned before, consider a quantum particle in RD, with a Hamiltonian operator
H := −1
2
∆ + V (r)
such that the potential V (r) has a very sharp minimum at r = 1 with a very large kD :=
V ′(1)/4 > 0, and fix V0 := V (1) so that the ground state has zero energy, i.e. E0 = 0. In
addition, impose here that the energy cutoff E is chosen so that
V (r) ' V0 + 2kD(r − 1)2 if r fulfills V (r) ≤ E, (15)
then one can neglect terms of order higher than 2 in the Taylor expansion of V (r) around
r = 1 and approximate the potential with a harmonic one in the classical region bE ⊂ RD
compatible with the energy cutoff V (r) ≤ E. The equality L2Y (θd, θd−1, · · · , θ1) = l(l +
Figure 1: Three-dimensional plot of V (r)
D− 2)Y (θd, θd−1, · · · , θ1) and the Ansatz (9) are used to simplify the resolution of the PDE
Hψ = Eψ, in fact this problem is consequently split in two:
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1. Solve the corresponding ODE for f(r);
2. Determine all the eigenfunctions of L2, which will be also square-integrable because
S2 is compact and L2 is regular.
In addition, it is also necessary to verify if H is a self-adjoint operator on the Hilbert space
HD of pure quantum states.
3.1 Resolution of Hψ = Eψ − Step 1
The ODE for f(r) turns out to be equivalent to equation (9) in [1, 2]; this means that one
has to solve [
−∂2r − (D − 1)
1
r
∂r +
1
r2
l (l +D − 2) + V (r)
]
f(r) = Ef(r). (16)
In section 9.2 it is shown that the hypothesis r2V (r)
r→0+−→ T ∈ R+ [which is obviously
compatible with (15)] and the request that ψ ∈ D(H) ≡ D(H∗) (self-adjointness of H) imply
that f(r) is regular at r = 0, and then the same applies to the function g(r) := f(r)r
D−1
2 .
Consequently, (16) becomes
−g′′(r) + g(r) [D
2 − 4D + 3 + 4l(l +D − 2)]
4r2
+ V (r)g(r) = Eg(r). (17)
For the purposes of this thesis, the solution of this last equation is interesting only around
r = 1; this means that one can use the equalities (at leading order)
1
r2
= 1− 2(r − 1) + 3(r − 1)2, V (r) = V0 + 2kD(r − 1)2,
which lead to this 1-dimensional harmonic oscillator equation
−g′′(r) + g(r)kl,D (r − r˜l,D)2 = E˜l,Dg(r), (18)
where
b(l, D) :=
D2 − 4D + 3 + 4l(l +D − 2)
4
, kl,D := 3b(l, D) + 2kD,
r˜l,D :=
4b(l, D) + 2kD
3b(l, D) + 2kD
, E˜l,D := E − V0 − 2b(l, D) [kD + b(l, D)]
3b(l, D) + 2kD
;
(19)
so at leading order the lowest eigenvalues E are those of the 1-dimensional harmonic oscillator
approximation of (17).
The (Hermite) square-integrable solutions of (18) are (Mn,l,D is a suitable normalization
constant)
gn,l,D(r) = Mn,l,D e
−
√
kl,D
2 (r−r˜l,D)
2
·Hn
(
(r − r˜l,D) 4
√
kl,D
)
with n ∈ N0, (20)
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implying
fn,l,D(r) =
Mn,l,D
r
D−1
2
e−
√
kl,D
2 (r−r˜l,D)
2
·Hn
(
(r − r˜l,D) 4
√
kl,D
)
with n ∈ N0. (21)
The corresponding ‘eigenvalues’ in (18) are E˜n,l,D = (2n+ 1)
√
kl,D and this leads to energies
En,l,D = (2n+ 1)
√
kl,D + V0 +
2b(l, D)[kD + b(l, D)]
3b(l, D) + 2kD
. (22)
As mentioned before, V0 is fixed requiring that the lowest energy level, which corresponds
to n = l = 0, is E0,0,D = 0; this implies
V0 = −
√
k0,D − 2b(0, D) [kD + b(0, D)]
3b(0, D) + 2kD
; (23)
while the expansions of r˜l,D and En,l,D at leading order in kD are the following ones:
r˜l,D = 1 +
b(l, D)
2kD
− 3b(l, D)
2
4k2D
+O
(
k−3D
)
,
V0 = −
√
2kD − b(0, D)− 3b(0, D)
2
√
2kD
+
b(0, D)2
2kD
+
9b(0, D)2
8 (2kD)
3
2
− 3b(0, D)
3
4k2D
+O
(
k
− 5
2
D
)
,
En,l,D = (2n+ 1)
√
2kD + V0 + b(l, D) + (2n+ 1)
3b(l, D)
2
√
2kD
− b(l, D)
2
2kD
− (2n+ 1) 9b(l, D)
2
16k
√
2kD
+
3b(l, D)3
4k2D
+O
(
k
− 5
2
D
)
= 2n
√
2kD + l(l +D − 2) + 1√
2kD
[
3nb(l, D) +
3
2
l(l +D − 2)
]
+
1
2kD
[−l(l +D − 2)]
[
2D2 − 8D + 6 + 4l(l +D − 2)
4
]
+O
(
k
− 3
2
D
)
.
(24)
3.2 Resolution of Hψ = Eψ − Step 2
In section 9.3 it is shown that an orthonormal basis of L2(Sd), made up of L2-eigenfunctions,
is the collection of all the
Y = Yl(θd, · · · , θ2, θ1) = e
il1θ1
√
2pi
[
d∏
n=2
nP
ln−1
ln (θn)
]
, l = (ld, · · · , l2, l1), (25)
where
jP
M
L (θ) :=
√
2L+ j − 1
2
√
(L+M + j − 2)!
(L−M)! [sin θ]
2−j
2 P
−(M+ j−22 )
L+ j−2
2
(cos θ), (26)
17
ld ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z ∀i and Pml is the associated Legendre function of first kind (see
[7] for a summary about these special functions).
They fulfill
L1,2Yl = l1Yl ⇒ C2Yl = l21Yl, CpYl = lp−1(lp−1 + p− 2)Yl,
and
∫
Sd
YlY
∗
l′dα = δ
l′
l ,
(27)
where dα is the usual measure on Sd,
dα =
[
sind−1 (θd) sind−2 (θd−1) · · · sin (θ2)
]
dθ1dθ2 · · · dθd.
According to these last equations, every l ∈ N0 identifies a
Vl,D := span
{
Yl : l :=
(
l, ld−1, · · · , l2, l1
)
, l ≥ ld−1 ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z∀i
}
, (28)
which is the representation space of an irrep of Uso(D), and {L1,2, C2, · · · , CD} is a CSCO
of this irrep, where CSCO stands for complete set of commuting observables, i.e. a set of
commuting operators whose set of eigenvalues completely specify elements of a basis of HΛ,D.
In addition, in section 9.3.4 it is shown that
Vl,D is isomorphic to
l⊕
m=0
Vm,d if D > 3,
while Vl,3 is isomorphic to
l⊕
m=−l
Vm,2;
this decomposition can be also applied to HΛ,D, up to isomorphisms, and this job is done in
section 6.
So, the pure quantum states (the elements of an orthonormal basis of HD) are the fol-
lowing ones:
ψn,l,D(r, θd, · · · , θ2, θ1) := fn,l,D(r)Yl(θd, · · · , θ2, θ1), (29)
with n ∈ N0, l ≡ ld ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z ∀i.
4 The imposition of the cutoff
As mentioned before, a low enough energy cutoff E ≤ E is imposed in a way such that it
excludes all the states with n > 0; according to this, it must be E < 2
√
2kD, which (from the
physical point of view) means that radial oscillations are ‘frozen’ (⇒ n = 0, as wanted), so
that all corresponding classical trajectories are circles; the energies E below E will therefore
depend only on l and D, and are consequently denoted by El,D.
The Hilbert space of ‘admitted’ states is HE,D ⊂ H, it is finite-dimensional and spanned
by the states ψ fulfilling the cutoff condition; on the other hand, one has also to replace
18
Figure 2: Two-dimensional plot of V (r) including the energy-cutoff
every observable A by A := PE,DAPE,D, where PE,D is the projection on HE,D, and I give
to A the same physical interpretation.
Then, at leading orders in 1/
√
kD,
H = El,D = l(l +D − 2) +O
(
1√
kD
)
;
ψl,D(r, θD−1, · · · , θ1) = Ml,D
r
D−1
2
e−
√
kl,D
2 (r−r˜l,D)
2
Yl (θd, · · · , θ1) ,
(30)
where the normalization factor Ml,D is fixed so that Ml,D > 0 and all ψl,D have unit norm
in L2 (RD) (see section 9.5).
The choice of a Λ-dependent energy cutoff E = E (Λ) := Λ(Λ +D− 2), implies that the
condition E ≤ E becomes equivalent to the projection of the theory onto the Hilbert subspace
HΛ,D ≡ HE,D spanned by all the states ψl,D with l(l+D− 2) ≤ Λ(Λ +D− 2)⇔ l ≤ Λ. For
consistency it must be
Λ(Λ +D − 2) < 2
√
2kD, (31)
and for instance one can define kD (Λ) ≥ [Λ(Λ +D − 2)]2, while in section 9.12 a larger kD(Λ)
is used in order to prove the convergence to ordinary quantum mechanics on Sd. According
to this first choice of kD(Λ), all El,D are smaller than the energy levels corresponding to
n > 0; this is also sufficient to guarantee that kl,D  1 for all l ≤ Λ [by the way, kl,D > 0
is a necessary condition for (18) to be the eigenvalue equation of a harmonic oscillator];
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furthermore, the spectrum of H becomes the whole spectrum {l(l+D− 2)}l∈N0 of L2 in the
commutative limit, i.e. Λ→∞.
5 The algebra AΛ,D
5.1 The action of angular momentum components on Yl
In the next lines there are the R coefficients, they are determined in section 9.6 and used
in the following definition (which is given by induction) of the action of a generic Lh,j on a
spherical harmonic Yl.
Definition 5.1. For D = 2 there is only one angular momentum component, L1,2, and its
action is L1,2Yl1 = l1Yl1. For D > 2, let
dL,l,D :=
√
(L+ 1)(L+D − 3)− l(l +D − 4) =
√
(L− l + 1)(L+ l +D − 3)
and
Rh,D (l, l
′) := 〈Yl′ , thYl〉 ;
the action of the angular momentum operators is defined in this way:
Lν,DYl :=
1
i
∑
l′j :|lj−l′j |=1
for j=ν−1,··· ,d−1
{
dl,ld−1,DRν,d
(
l, l˜′ν
)
Yl˜′ν − dl,ld−1+1,DRν,d
(
l, l̂′ν
)
Yl̂′ν
}
, (32)
where
l˜′ν :=
(
l, ld−1 − 1, l′d−2, · · · , l′ν−1, lν−2, · · · , l1
)
,
l̂′ν :=
(
l, ld−1 + 1, l′d−2, · · · , l′ν−1, lν−2, · · · , l1
)
,
for ν ∈ {1, · · · , d− 2}, l0 ≡ l1 and
l˜′d−1 := (l, ld−1 − 1, ld−2, · · · , l1) , l̂′d−1 := (l, ld−1 + 1, ld−2, · · · , l1) .
Furthermore,
LD,j := −Lj,D , L±,ν := L2,ν ∓ iL1,ν√
2
∀ν ≥ 3
and the action of Lh,D˜ on a D-dimensional spherical harmonic, when h < D˜ < D, is defined
as the same of Lh,D˜ on a D˜-spherical harmonic in RD˜; then it, when acts in RD, does not
‘affect’ the indices l, ld−1, · · · lD˜−1.
Summarizing,
• In section 9.6 the action in RD of the coordinate operators tν := xνr on the D-
dimensional spherical harmonics Yl is calculated, this action essentially defines the
aforementioned Rν,D coefficients;
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• This implies that one can easily derive the action in RD−1 of coordinate operators th
on a generic (D−1)-dimensional spherical harmonic Yld−1,··· ,l1 , which consequently uses
the Rh,d coefficients;
• So, in definition 5.1 the action of Lν,D on Yl is the same, up to the dl,ld−1,Di and
−dl,ld−1+1,D
i
coefficients, of tν on Yld−1,··· ,l1 ; this is also in agreement with the Wigner-
Eckart theorem, because
〈Yl′ , Lν,DYl〉 =

1
i
dl,ld−1,DRν,d
(
l, l˜′ν
)
if l′d−1 = ld−1 − 1,
−1
i
dl,ld−1+1,DRν,d
(
l, l˜′ν
)
if l′d−1 = ld−1 + 1,
0 otherwise,
where the first factor depends only on the index ld−1, which identifies the SO(d) irrep,
while the second one is a Clebsch-Gordan coefficient.
In sections 9.7 and 9.8 the following relations are explicitly checked for the reader’s conve-
nience:
L2Yl =
∑
1≤h<j≤D
L2h,jYl = l (l +D − 2)Yl,
[Lh,j, Lp,s] = i (δh,pLj,s + δj,sLh,p − δh,sLj,p − δj,pLh,s) .
(33)
5.2 The action of ‘projected’ operators on HΛ,D
The Hilbert space of admitted states HΛ,D, constructed in section 4, is spanned by all the
states ψl,D fulfilling l ≤ Λ. In the following lines I do a complete study of the action of the
‘projected’ angular momentum operators Lh,j and of the ‘projected’ coordinate operators
xh on the pure quantum states. The definition 5.1 implies Lh,jψl,D = Lh,jψl,D, which is a
consequence of the invariance of H (and therefore PE,D) with respect to rotations (i.e. they
commute with every Lh,j); from this and the fact that the action of every Lh,j does not
‘affect’ the index l it follows that the action of Lh,j on a ψl,D essentially coincides with the
one of Yl. Then
Lν,Dψl,D :=
1
i
∑
l′j :|lj−l′j |=1
for j=ν−1,··· ,d−1
{
dl,ld−1,DRν,d
(
l, l˜′ν
)
ψl˜′ν ,D − dl,ld−1+1,DRν,d
(
l, l̂′ν
)
ψl̂′ν ,D
}
;
(34)
LD,jψl,D := −Lj,Dψl,D , L±,νψl,D := (L2,ν ∓ iL1,ν)ψl,D ∀ν ≥ 3,
and the action of Lh,D˜ on aψl,D, when D˜ < D, is essentially the same of Lh,D˜ on a D˜-spherical
harmonic in RD˜, as for (32) and (34).
On the other hand, the action of xh on a state ψl,D can be obtained from the one of the
multiplication operator th· on a D-dimensional spherical harmonic Yl (see section 9.6), while
sometimes it is useful to consider the operators
x± := x1 ± ix2.
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It is easy to see that the action of projected coordinate operators ‘affect’ the index l, for this
reason further calculations are needed, because in this case the integral∫ +∞
0
rfl,D(r)fl′,D(r)dr
is not trivial, unlike what happens for the action of Lh,j.
According to this,
xhψl,D =
∑
|lj−l′j |=1
j∈{h−1,··· ,d−1}
[
cl,DRh,D
(
l,
˜˜
l′h
)
ψ˜˜
l′h,D
+ cl+1,DRh,D
(
l,
̂̂
l′h
)
ψ̂̂
l′h,D
]
, (35)
where˜˜
l′h := (l − 1, l′d−1, · · · , l′h−1, lh−2 · · · , l1), ̂̂l′h := (l + 1, l′d−1, · · · , l′h−1, lh−2 · · · , l1) ,
cl,D :=
∫ +∞
0
rfl,D(r)fl−1,D(r)dr, cl+1,D :=
∫ +∞
0
rfl,D(r)fl+1,D(r)dr,
c−Λ,2 = cΛ+1,2 := 0 and c0,D = cΛ+1,D := 0 ∀D ≥ 3;
(36)
the explicit values of cl,D are calculated in section 9.9 and
cl,D
(125)
=
√
1 +
[b(l, D) + b(l − 1, D)]
2kD
up to terms O
(
1
(kD)
3
2
)
. (37)
5.3 The commutation relations and the action of x2
The calculations of section 9.8.1 can be used to determine the action of [xh, xj] on HΛ,D, this
because the action of xh on ψl,D is essentially the same of Lh,D+1 on YlD,l; the only difference
is the replacement of −1
i
dlD,l+1,D+1 with cl+1,D and
1
i
dlD,l,D+1 with cl,D, respectively. These
arguments and (126) are sufficient to prove that (see section 9.10.1 for explicit calculations)
[xh, xj] =
[
− I
kD
+
(
1
kD
+
(cΛ,D)
2
2Λ +D − 2
)
P̂Λ,D
]
Lh,j, (38)
where P̂Λ,D is the projector on the Λ(Λ +D − 2)-eigenspace of L2.
On the other hand, it is obvious that P̂Λ,D := P̂E,D commutes with Lh,j, for all 1 ≤ h <
j ≤ D; this and [
Lh,s, x
j
] (4)
=
1
i
(
δsjx
h − δhj xs
)
(39)
imply [
Lh,s, xj
]
= P̂Λ,DLh,sP̂Λ,DP̂Λ,DxjP̂Λ,D − P̂Λ,DxhP̂Λ,DP̂Λ,DLh,sP̂Λ,D
= P̂Λ,DLh,sxjP̂Λ,D − P̂Λ,DxjLh,sP̂Λ,D
= P̂Λ,D [Lh,s, xj] P̂Λ,D
=
1
i
(
δsjxh − δhj xs
)
.
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Furthermore, if one defines x2 :=
∑
h xhxh, then the calculations of section 9.7 can be used to
prove that [see section 9.10.2 for the explicit calculations, while here the b(l, D) coefficients
are the ones defined in (19)]
x2ψl,D =
{
1 +
b(l, D) + [b(l + 1, D)] l+D−2
2l+D−2 + [b(l − 1, D)] l2l+D−2
2kD(Λ)
−
[(
1 +
b(Λ, D) + b(Λ + 1, D)
2kD(Λ)
)
Λ +D − 2
2Λ +D − 2
]
P̂Λ,D
}
ψl,D.
(40)
In addition (here P˜h,j is the projector on the eigenspace of CD−h corresponding to lD−h ≡ j),
Λ∏
l=0
[
L2 − l(l +D − 2)I] = 0 , l∏
ld−1=0
[CD−1 − ld−1(ld−1 +D − 3)I] P˜1,l = 0,
· · · ,
l2∏
l1=−l2
[L1,2 − l1I] P˜D−2,l2 = 0, (x±)2Λ+1 = 0, and (Lν,±)2Λ+1 = 0,∀ν ≥ 3
(41)
The relations (38)-(41) imply that the coordinate operators generate the whole algebra of
observables AΛ,D, in fact every Lh,j can be written in terms of [xh, xj] and therefore every
projector P˜h,j can be written as a non-ordered polynomial in the xp.
6 Realization of AΛ,D through Uso(D + 1)
Let Λ ∈ N, piΛ,D+1 be the irreducible representation of Uso(D+1) having lD ≡ Λ and VΛ,D+1
be the corresponding representation space [see (28)]. First of all, in section 9.3.4 it is shown
that dimHΛ,D = dimVΛ,D+1, and if one identifies ψl,D ≡ YΛ,l ∈ VΛ,D+1, then the operators
on HΛ,D, in particular Lh,j and xh, are naturally realized in piΛ,D+1[Uso(D + 1)].
In fact one has [here the Lh,js are seen as basis elements of so(D + 1)]
Lh,j = Lh,j if h < j < D + 1 and xh = p
∗
D (λ)Lh,D+1pD (λ) ,
where λ :=
2−D +√(D − 2)2 + 4L2
2
.
(42)
It turns out that the function pD has to fulfill
p∗D (l + 1) pD (l) =
1
i
cl+1,D
dΛ,l+1,D+1
=
1
i
√
1 + b(l,D)+b(l+1,D)
4kD(Λ)√
(Λ− l)(Λ + l +D − 1) ,
p∗D (l − 1) pD (l) = i
cl,D
dΛ,l,D+1
= i
√
1 + b(l,D)+b(l−1,D)
4kD(Λ)√
(Λ− l + 1)(Λ + l +D − 2);
(43)
it can be determined recursively, starting from pD(0) := 1 and then using the last formulas.
This means that
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Theorem 6.1. Formulas (42), (43) and section define an O(D)-equivariant ∗-algebra iso-
morphism between the algebra AΛ = End(HΛ) of observables (endomorphisms) on HΛ and
the CD+1 = Λ [Λ + (D + 1)− 2] irreducible representation piΛ,D+1 of Uso(D + 1):
AΛ := End(HΛ) 'MN(C) ' piΛ[Uso(D + 1)],
where dimHΛ,D ≡ N :(69)=
(
Λ +D − 2
Λ− 1
)
2Λ +D − 1
Λ
.
(44)
As already recalled, the group of ∗-automorphisms of MN(C) ' AΛ is inner and isomor-
phic to SU(N), i.e. of the type
a 7→ g a g−1, a ∈ AΛ,
with g an unitary N × N matrix with unit determinant. A special role is played by the
subgroup SO(D + 1) acting in the representation piΛ, namely g = piΛ [e
iα], where α ∈
so(D+1). In particular, choosing α = αh,jLh,j (αh,j ∈ R and h < j ≤ D) the automorphism
amounts to a SO(D) ⊂ SO(D + 1) transformation (a rotation in D-dimensional space).
Parity (Lh,j, Lp,D+1) 7→ (Lh,j,−Lp,D+1), is an O(D) ⊂ SO(D + 1) transformation with
determinant −1 in the Lp,D+1 space, and therefore also in the x¯p space. This shows that (42)
is equivariant under O(D), which plays the role of isometry group of this fuzzy sphere.
7 Convergence to O(D)-equivariant quantum mechan-
ics on Sd
Here it is explained how this new fuzzy space converges to O(D)-equivariant quantum me-
chanics on the sphere Sd as Λ→∞.
The fuzzy analogs of the vector spaces B(Sd), C(Sd) are defined as [see (137) for the
explicit definition of Ŷl]
CΛ,D := spanC
{
Ŷl : 2Λ ≥ l ≡ ld ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z∀i
}
⊂ AΛ,D ⊂ B[L2(Sd)], (45)
and here the highest l is 2Λ because Ŷ2Λ,2Λ,··· ,2Λ is the ‘highest’ multiplying operator acting
nontrivially on HΛ,D (it does not annihilate ψΛ,Λ,··· ,−Λ,D).
So
CΛ,D =
2Λ⊕
l=0
Vl,D (46)
is the decomposition of CΛ,D into irreducible components under O(D); furthermore, Vl,D is
trace-free for all l > 0, i.e. its projection on the single component V0,D is zero and it is easy
to see that (140) becomes the decomposition of B(Sd), C(Sd) in the limit Λ→∞.
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In addition, the fuzzy analog of f ∈ B(Sd) is
fˆΛ :=
2Λ∑
l=0
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
flŶl ∈ AΛ,D ⊂ B[L2(S2)]; (47)
while the ψl,D ∈ HΛ,D are the fuzzy analogs of the spherical harmonics Yl considered just as
elements of an orthonormal basis of the Hilbert space L2(Sd); for this reason, consider the
O(D)-covariant embedding I : HΛ,D ↪→ L2(Sd) defined by
I

Λ∑
l=0
∑
ld−1≤l
lj−1≤lj for j=d−1,··· ,3
|l1|≤l2
φlψl,D
 =
Λ∑
l=0
∑
ld−1≤l
lj−1≤lj for j=d−1,··· ,3
|l1|≤l2
φlYl,
and below the symbol I is dropped and then simply identified ψl,D ≡ Yl.
The decomposition of HΛ,D into irreducible components under O(D) reads
HΛ,D =
Λ⊕
l=0
Vl, Vl :=

∑
ld−1≤l
lj−1≤lj for j=d−1,··· ,3
|l1|≤l2
φlψl,D : φl ∈ C

, (48)
and (48)1 becomes the decomposition of L2(Sd) in the limit Λ→∞.
For all φ ∈ L2(Sd) let
φΛ :=
Λ∑
l=0
∑
ld−1≤l
lj−1≤lj for j=d−1,··· ,3
|l1|≤l2
φlψl,D,
where φl are the coefficients of the decomposition of φ in the orthonormal basis of spherical
harmonics; clearly φΛ → φ in the L2(Sd)-norm ‖ ‖, and in this sense HΛ,D invades L2(Sd) as
Λ→∞.
Let B
[L2 (Sd)] be the algebra of bounded operators on L2 (Sd), the embedding I induces
the one J : AΛ,D ↪→ B
[L2 (Sd)] and by construction AΛ,D annihilates H⊥Λ,D; the operators
Lh,j, Lh,j coincide on HΛ,D, while one can easily check that Lh,j → Lh,j strongly as Λ→∞
on the domain D (Lh,j) ⊂ L2
(
Sd
)
1 and, similarly, f(Lh,j)→ f(Lh,j) strongly on D[f(Lh,j)]
for all measurable function f(s).
1The strict inclusion it follows from the fact that Lh,j is unbounded; for example φ ∈ D(L1,2) only if∑+∞
l=0
∑
ld−1≤l,··· |l1|2|φl|2 < +∞.
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Bounded (in particular, continuous) functions f on the sphere Sd, acting as multiplication
operators f · : φ ∈ L2(Sd) 7→ fφ ∈ L2(Sd), make up a subalgebra B(Sd) [resp. C(Sd)] of
B
[L2(Sd)]. An element of B(Sd) is actually an equivalence class [f ] of bounded functions
differing from f only on a set of zero measure, because this ensures that for any f1, f2 ∈ [f ],
and φ ∈ L2(Sd), f1φ and f2φ differ only on a set of zero measure, and therefore are two
equivalent representatives of the same element of L2(Sd). Since f belongs also to L2(Sd),
then
fN(θd, · · · , θ1) :=
N∑
l=0
∑
ld−1≤l
lj−1≤lj for j=d−1,··· ,3
|l1|≤l2
flYl (θd, · · · , θ1)
converges to f(θd, · · · , θ1) in the L2(Sd) norm as N →∞.
In section 9.12 it is shown that every projected coordinate operator xh converges strongly
to the corresponding th as Λ→∞ if
kD (Λ) ≥ Λ [dimHΛ,D]2 b(Λ, D).
Again, since for all Λ> 0 the operator xh annihilates H⊥Λ,D, xh does not converge to th in
operator norm. It is possible to prove also this more general result:
Theorem 7.1. Choosing
kD (Λ) ≥ Λ2[dimH2Λ,D]3 [(2Λ)!]D 2ΛD [(2Λ + 1)!!]2D b(Λ, D)
√
dimHΛ,D, (49)
then for all f, g ∈ B(Sd) the following strong limits as Λ → ∞ hold: fˆΛ → f ·, (̂fg)Λ → fg·
and fˆΛgˆΛ → fg·.
In other words, the product in AΛ,D between the approximations f̂Λ and ĝΛ goes to the
product in B
[L2(Sd)] between f · and g· [although (f̂ g)
Λ
6= f̂ΛĝΛ].
8 Conclusions, outlook and comparison with literature
The construction of the O(D)-equivariant fuzzy sphere in the second section has been done
through the imposition of a sufficiently low (and Λ-dependent, with Λ ∈ N) energy cutoff
E := Λ (Λ +D − 2) on the quantum mechanics of a particle subject to a rotation-invariant
potential V (r) having a very deep minimum in r = 1, and regulated by a confining parameter
k(Λ) ≥ [Λ(Λ +D − 2)]2, which expresses the sharpness of that minimum.
The output is a sequence {AΛ,D}Λ∈N of finite-dimensional algebras. Every operator A ∈
AΛ,D acts on the corresponding Hilbert space of admitted states HΛ,D, which is also finite-
dimensional and can be realized using an irreducible representation of Uso(D+ 1) (the one
having lD ≡ Λ), but also a reducible representation of Uso(D); in fact it can be decomposed
through the irreps of Uso(D) having 0 ≤ l ≤ Λ.
The algebraic relations involving Lh,j, xp are invariant under parity, as well as under any
O(D)-transformation of the coordinates, and this was expected because of the application
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of a rotation-invariant energy-cutoff to a theory having the same covariance; then, as shown,
the projected theory has inherited that symmetry. It is also important to underline that
these relations are nothing but the generalizations, to the D-dimensional case, of the ones
calculated for D = 2 and D = 3.
The focal point is the definition 5.1. It is inspired by the action of a generic coordinate
th on a spherical harmonic, and it allowed to repeat (in the generic D-dimensional case)
what was done in [1, 2]; in fact, in almost all the proof it was fundamental that the action
of Lh,D on Yl coincides, more or less, with the one of the coordinate th on Yld−1,··· ,l1 this is
also in agreement with the Wigner-Eckart theorem, and this is also in agreement with the
Wigner-Eckart theorem, because both th and Lh,D transform in the same way under SO(d).
Another crucial point of this section is the research of all the eigenfunctions of L2 (sec-
tion 9.3) on Sd, for this reason the goal was the determination of an orthonormal basis of
eigenfunctions {Yl}l for L2 in L2
(
Sd
)
; this returned an orthonormal basis of HΛ,D and then
the subsequent possibility of calculating explicitely the action of xp and Lh,j on every state
ψ (section 5.2).
On the other hand, every space (here l is a fixed number of N0)
span
{
Yl(θd, · · · , θ1) : l ≡ ld ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z∀i
}
is the representation space of an irrep of so(D), the one corresponding toL2 ≡ l (l +D − 2) I;
it is important to underline that the Cartan subalgebra is too small to be a CSCO, which
means that the sets of their eigenvalues do not univocally identify all spherical harmonics;
then, in this case, one is not able to write down explicitely an orthonormal basis of L2-
eigenfunctions in L2 (Sd) [as for (29)] and, consequently, to calculate the action of xh and
Lh,j on every quantum state ψ.
The aforementioned definition of the components Lh,j of the D-dimensional angular mo-
mentum operator was also fundamental to realize the algebra of observables AΛ,D with a
suitable irreducible representation of Uso(D+ 1). In fact, in that realization the ‘projected’
coordinate operator xh is identified with Lh,D+1 up to some scalar left and right factors.
Finally, I do the proof of the convergence of this new fuzzy hypersphere to quantum
mechanics on Sd in the commutative limit Λ → +∞, this was also expected because in
that limit the potential V (r) forces the particle to stay on the unit sphere, which (from the
mathematical point of view) is represented by cl,D → 1, and then that every operator xh
converges to the corresponding th·.
I now compare our fuzzy spheres with with other ones appeared in the literature; in [8]
the authors build their two fuzzy versions of S3:
• In the first case, from CP 3F they firstly obtain a fuzzy S4F using the fact that CP 3 is a S2
bundle over S4 and that there is a well defined matrix approximation of CP 3 ' SU(4)
U(3)
,
then they construct S3F from this S
4
F .
• In the second case, they obtain S3F starting from the orthogonal Grassmanian SO(5)SO(3)×SO(3)
and then using the existence of a well defined matrix approximation of the algebra of
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functions on this Grassmanian, in other words they consider fuzzy orthogonal Grass-
manians.
A well-known fuzzy 4-sphere is built in [9], and it essentially coincides with [10]; there
the author considers the Dirac Γ matrices, which form the 4-dimensional spin representation
of so(5), and are used in the n-fold symmetric tensor representation of Γ (here Sym means
the restriction to the completely symmetrized tensor product space)
G
(n)
i := (Γi ⊗ I⊗ · · · ⊗ I+ I⊗ Γi ⊗ · · · ⊗ I+ · · ·+ I⊗ · · · ⊗ I⊗ Γi)Sym ,
for i = 1, · · · , 5. The G(n)i defined above are N ×N matrices, with
N =
(n+ 1)(n+ 2)(n+ 3)
6
,
and they fulfill ∑
i
[
G
(n)
i
]2
= n(n+ 4)IN .
Then, from
Xi :=
r
n
G
(n)
i it follows
∑
i
X2i = r
2IN +O
(
1
n
)
.
The representations of Spin(5) [or equivalently Sp(2)] are considered in [11] in order to
build another fuzzy S4; in particular, the irrep
(
L
2
, L
2
)
contains the 5 Dirac matrices Ja,
a = 1, · · · , 5, which can be realized as the symmetrization of L copies of the Γ matrices in
the Spin(5) fundamental representation:
Ja := (Γa ⊗ I⊗ · · · ⊗ I+ I⊗ Γa ⊗ · · · ⊗ I+ · · ·+ I⊗ · · · ⊗ I⊗ Γa)Sym ,
where Sym means the projection in the totally symmetrized irreducible representation.
The Ja fulfill JaJa = L(L+ 4)I, then from Xa := R√
L(L+4)
Ja, it follows XaXA = R
2I and
that in the limit L→ +∞ the algebra becomes commutative.
In [12] the authors approximate the sphere SN ∼= SO(N+1)SO(N) starting from the carte-
sian co-coordinates Xa, the angular momentum components La,b in RN+1, with a, b ∈
{1, 2, · · · , N + 1}, and then also the LA,B in RN+2, with A,B ∈ {1, 2, · · · , N + 2}. The
definition Xa := µLa,N+2, with µ ∈ R, returns Snyder-type commutation relations[
Xa, Xb
]
= −iµ2La,b,
and also that (here CN
′
2 is the square angular momentum in RN
′
)
XaXa = µ
2
[
CN+22 − CN+12
]
,
which is central in the fundamental spinor representation of Spin(N + 2)
XaXa =
µ2(N + 1)
2
I.
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In agreement with the above construction, Sperling and Steinacker [13, 14] build their ap-
proximation S4N of S
4 with a reducible representation of Uso(5) (as for the above S4Λ) on a
Hilbert space V obtained decomposing an irreducible representation pi of Uso(6) character-
ized by a triple of highest weights (n1, n2, N); so End(V ) ' pi[Uso(6)], in analogy with our
scheme. The elements Xa := rMa6 play the role of noncommutative cartesian coordinates
and they fulfill Snyder -type commutation relations (as for the above S4Λ). As a consequence
the O(5)-scalar R2 = XaXa is no longer central, but its spectrum is still very close to 1 if
N  n1, n2 [because then the decomposition of V contains few irreducible representations
under SO(5)].
On the other hand, if n1 = n2 = 0, the representation of Uso(5) turns out to be irre-
ducible (unlike the above S4Λ) [the highest weight is (0, 0, N)], and one obtain the basic fuzzy
4-sphere S4N , which is essentially the same of [9, 12], but in the case N ≡ 4:
XaXa = R2 = 1
4
N(N + 4)I,
so the coordinates can be trivially ‘normalized’; furthermore, from su(4) ' so(6) it follows
HΛ = (0, 0, N)su(4) = (0, N)so(5).
The authors fuzzy approximate the quantum mechanics on the 4-sphere with the algebra
End (HN), and it fulfills
End (HN) = (0, 0, N)⊗ (N, 0, 0) =
N⊕
n=0
(n, 0, n),
which is its decomposition in the su(4) harmonics.
In turn, every (n, 0, n) decomposes in this way in the so(5) harmonics:
(n, 0, n) =
n⊕
m=0
(n−m, 2m).
So, in End (HN), there are
N⊕
n=0
(n, 0),
which corresponds to the algebra AN,D when D = 5, but there are also ‘further modes’,
i.e. the representations (n, 2s) with s ≥ 1, that can be seen as higher spin algebras in the
Vasiliev theory.
Their physical interpretation of End(V ) is that it represents a fuzzy approximation of
some fiber bundle on a sphere S4 (rather than of the algebra of observables of a quantum
particle on a S4).
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9 Appendix
9.1 The action of CD˜ in R
D and in RD˜, when 2 ≤ D˜ < D
Let (x1, · · · , xD) be the rectangular coordinates in RD and (r, θd, · · · , θ1) the spherical ones:
x1 = r sin θd sin θd−1 · · · sin θ2 cos θ1,
x2 = r sin θd sin θd−1 · · · sin θ2 sin θ1,
x3 = r sin θd sin θd−1 · · · cos θ2,
...
xd = r sin θd cos θd−1,
xD = r cos θd,
(50)
with r ≥ 0, θ1 ∈ [0, 2pi[ and θ2, · · · , θd ∈ [0, pi].
First of all, in both RD˜ and RD the equality
CD˜
(5)
=
∑
1≤j<h≤D˜
L2j,h
holds, but the crucial difference is that the expression of xp in polar coordinates (50) changes
when one passes from RD˜
x̂p := r
′ sin θD˜−1 · · · sin θp cos θp−1,
to RD
xp := r sin θd · · · sin θD˜ sin θD˜−1 · · · sin θp cos θp−1 =
r
r′
sin θd · · · sin θD˜x̂p,
where
r′ :=
√√√√ D˜∑
p=1
x̂2p and r :=
√√√√ D∑
p=1
x2p.
This means that, in order to understand the difference between the action of the operator
CD˜ in the two ambient spaces, one can focus the attention only on the differences between
the action (♣) of Lj,h in RD˜ and the one (♠) in RD.
According to this, if f(xD, · · · , x1) is a differentiable function on RD and r′ = r, then
x̂j
∂
∂x̂h
f(xD, · · · , x1) = x̂j sin θd · · · sin θD˜
∂f
∂xh
(xD, · · · , x1) = xj ∂f
∂xh
(xD, · · · , x1);
which implies that the action ♣ on the sphere SD˜−1r coincides with the one ♠ on Sdr , in
particular they coincide on the corresponding unit spheres.
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9.2 About the regularity of f(r) in (16)
In the case of a second order linear ODE
y′′(z) + P (z)y′(z) +Q(z)y(z) = 0, (51)
a point z0 ∈ C is singular for the equation if P (z) and Q(z) have an isolated singularity at
z = z0; z0 is a fuchsian point if P (z) has a pole of order at most 1 in z = z0 and Q(z) has a
pole of order at most 2 in z = z0.
Fuchs theorem states that in the neighborhood of a fuchsian point every solution of (51)
is a combination of the two independent ones having the following behavior:
y1(z) = (z − z0)α1w1(z) and y2(z) = (z − z0)α2w2(z),
where αi are the solutions of the algebraic equation
x2 + (p0 − 1)x+ q0 = 0,
wi(z) are holomorphic functions which do not vanish in z = z0,
p0 = lim
z→z0
(z − z0)P (z) and q0 = lim
z→z0
(z − z0)2Q(z).
From this last theorem, applied to (16) under the hypothesis
lim
r→0+
r2V (r) = T ∈ R+, (52)
it follows
p0 = D − 1 and q0 = − [l(l +D − 2) + T ] ,
then
α1 =
2−D +√(D − 2)2 + 4 [l(l +D − 2) + T ]
2
T>0≥ 2−D +
√
(D − 2)2
2
= 0,
α2 =
2−D −√(D − 2)2 + 4 [l(l +D − 2) + T ]
2
T>0
< 0.
Hence
f(r) = γrα1w1(r) + δr
α2w2(r) when r → 0;
in addition, according to the self-adjointness of H, it must be
ψ ∈ D(H) ≡ D(H∗) = {ψ ∈ L2 (RD) : ψ is twice differentiable and Hψ ∈ L2 (RD)} ,
which implies δ ≡ 0 and then f(0) = 0.
9.3 The D-dimensional spherical harmonics
In this section it is explained how to determine an orthonormal basis of L2 (Sd) made up of
eigenfunctions Y of L2 in RD.
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9.3.1 The resolution of L2Y = l(l +D − 2)Y by separation of variables
First of all, from (8) it follows that L1,2 and all these Cp operators can be simultaneously
diagonalized; in addition, in section 9.1 there is the proof that Cp coincides with the opposite
of the Laplace-Beltrami operator ∆Sp−1 on the sphere S
p−1 in every dimension D, then from
[15] p. 21, it follows
∆ =
∂2
∂r2
+ (D − 1)1
r
∂
∂r
− 1
r2
L2,
L2 =− (1− t2) ∂
2
∂t2
+ (D − 1)t ∂
∂t
+
1
1− t2Cd,
(53)
where t = cos θd.
Furthermore, when θ ∈ [0, pi],
∂
∂ cos θ
=
∂θ
∂ cos θ
∂
∂θ
= − 1
sin θ
∂
∂θ
and
∂2
∂ cos2 θ
= − 1
sin θ
∂
∂θ
(
− 1
sin θ
∂
∂θ
)
=
1
sin θ
(
− cos θ
sin2 θ
∂
∂θ
+
1
sin θ
∂2
∂θ2
)
= − cos θ
sin3 θ
∂
∂θ
+
1
sin2 θ
∂2
∂θ2
.
According to this,
CD = L
2 = −(1− t2) ∂
2
∂t2
+ (D − 1)t ∂
∂t
+
1
1− t2Cd
= − ∂
2
∂θ2d
+
cos θd
sin θd
∂
∂θd
− (D − 1)cos θd
sin θd
∂
∂θd
+
1
sin2 θd
Cd
= − ∂
2
∂θ2d
− (D − 2)cos θd
sin θd
∂
∂θd
+
1
sin2 θd
Cd
= − 1
sind−1 θd
∂
∂θd
(
sind−1 θd
∂
∂θd
)
+
1
sin2 θd
Cd.
(54)
The aforementioned proof of (53)2 and also (54) can be trivially generalized to every dimen-
sion, which means that, when n ∈ {3, · · · , D},
Cn = − 1
sinn−2 θn−1
∂
∂θn−1
(
sinn−2 θn−1
∂
∂θn−1
)
+
1
sin2 θn−1
Cn−1,
while L1,2 =
1
i
∂
∂θ1
⇒ C2 = − ∂
2
∂θ21
.
(55)
Section 9.1 and (55) suggest to apply a separation of variables in the resolution of CpY =
lp−1(lp−1 + p − 2)Y for p = 2, · · ·D; then Y = Y1(θd, · · · , θ2)g1(θ1), (6), (55)2 and C2Y =
L21,2Y = l
2
1Y with l1 ∈ Z imply g1(θ1) = Ceil1θ1 , with l1 ∈ Z.
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The constant C can be fixed by requiring that∫ 2pi
0
g1g
∗
1dθ1 = 1,
which implies C = 1√
2pi
.
Furthermore
C3 = − 1
sin θ2
∂
∂θ2
(
sin θ2
∂
∂θ2
)
+
1
sin2 θ2
C2 and C3Y
(6)
= l2(l2 + 1)Y,
while L†h,j = Lh,j and the fact that every operator B := A
†A has positive spectrum imply
〈Y,C3Y 〉 ≥ 〈Y,C2Y 〉 ⇐⇒ l22 + l2 − l21 ≥ 0 with l1, l2 ∈ Z,
and this is possible if and only if l2 ≥ |l1|.
The separation of variables
Y1(θD−1, · · · , θ2) = Y2(θD−1, · · · , θ3)g2(θ2),
returns
l2(l2 + 1)g2 = − 1
sin θ2
∂
∂θ2
(
sin θ2
∂g2
∂θ2
)
+
1
sin2 θ2
l21g2,
and setting z = cos θ2, then
∂
∂θ2
=
∂z
∂θ2
∂
∂z
= −
√
1− z2 ∂
∂z
,
so one has to solve
l2(l2 + 1)g2 =
∂
∂z
(
−(1− z2)∂g2
∂z
)
+
l21
1− z2 g2,
which is equivalent to[
(1− z2) ∂
2
∂z2
− 2z ∂
∂z
+ l2(l2 + 1)− l
2
1
1− z2
]
g2 = 0.
This last equation is the general Legendre differential equation (see [16] formula 8.1.1 p. 332)
and the solution is the associated Legendre function of first kind:
g2(z) = CP
l1
l2
(z) =⇒ g2(θ2) = CP l1l2 (cos θ2).
The constant C can be determined by requiring that
|C|2
∫ pi
0
P l1l2 (cos θ2)
[
P
l′1
l′2
(cos θ2)
]∗
sin θ2dθ2 = δ
l′2
l2
δ
l′1
l1
,
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and after the replacement z = cos θ2 it becomes
|C|2
∫ 1
−1
P l1l2 (z)
[
P
l′1
l′2
(z)
]∗
dz = δ
l′2
l2
δ
l′1
l1
.
The equalities∫ 1
−1
Pmn (x)P
m
l (x)dx = 0 (l 6= n) and
∫ 1
−1
[Pmn (x)]
2 dx =
2
2n+ 1
(n+m)!
(n−m)! (56)
from [16] formulas 8.14.11, 8.14.13 p. 338 and Pml (x) ∈ R ∀x ∈ R imply
|C| =
√
2l2 + 1
2
√
(l2 − l1)!
(l2 + l1)!
, (57)
then
g2(cos θ2) =
√
2l2 + 1
2
√
(l2 − l1)!
(l2 + l1)!
P l1l2 (cos θ2).
On the other hand, l2 ≥ |l1| and l1, l2 ∈ Z imply that the formula 8.2.5 in [16] (here Qµν is
the associated Legendre function of second kind)
P−µν (z) =
Γ(ν − µ+ 1)
Γ(ν + µ+ 1)
[
P µν (z)−
2
pi
e−iµpi sin (µpi)Qµν
]
becomes
P µν (z) =
(ν + µ)!
(ν − µ)!P
−µ
ν (z); (58)
then
g2(cos θ2) =
√
2l2 + 1
2
√
(l2 + l1)!
(l2 − l1)!P
−l1
l2
(cos θ2).
This last procedure can be repeated for the angular variables θ3, · · · , θd, because (55)1 links
every Cn with Cn−1, for this reason one can now work with a generic Cn.
From (55)1,
Cn−1Y
(6)
= ln−2(ln−2 + n− 3)Y and CnY (6)= ln−1(ln−1 + n− 2)Y
it follows ln−1 ≥ ln−2 and
ln−1(ln−1 + n− 2)gn−1 =
[
− ∂
2
∂θ2n−1
− (n− 2)cos θn−1
sin θn−1
∂
∂θn−1
+
ln−2(ln−2 + n− 3)
sin2 θn−1
]
gn−1.
The replacement z = cos θn−1 implies
∂
∂θn−1
=
∂z
∂θn−1
∂
∂z
= −
√
1− z2 ∂
∂z
,
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and then the last ODE becomes
ln−1(ln−1 + n− 2)gn−1 = ∂
∂z
[
−(1− z2)∂gn−1
∂z
]
+
ln−2(ln−2 + n− 3)
1− z2 gn−1,
which is equivalent to[
(1− z2) ∂
2
∂z2
− (n− 1)z ∂
∂z
+ ln−1(ln−1 + n− 2)− ln−2(ln−2 + n− 3)
1− z2
]
gn−1 = 0.
Assume that
gn−1(z) =
(
1− z2) 3−n4 fn−1(z) (59)
and that the function fn−1(z) (which is determined in the following lines) has a zero in z = 1
of order higher than n−3
4
(see section 9.4 for the proof of this); then
g′n−1(z) =
z(n− 3)
2
(
1− z2)− 1+n4 fn−1(z) + (1− z2) 3−n4 f ′n−1(z)
and
g′′n−1(z) =
n− 3
2
(
1− z2)− 1+n4 fn−1(z) + z(n− 3)
2
z(n+ 1)
2
(
1− z2)− 5+n4 fn−1(z)
+ z(n− 3) (1− z2)− 1+n4 f ′n−1(z) + (1− z2) 3−n4 f ′′n−1(z),
which implies
−(n− 1)zg′n−1(z) = −(n− 1)z
[
z(n− 3)
2
(
1− z2)− 1+n4 fn−1(z) + (1− z2) 3−n4 f ′n−1(z)]
=
(
1− z2) 3−n4 [−z(n2 − 4n+ 3)
2(1− z2) fn−1(z)− (n− 1)zf
′
n−1(z)
]
and, similarly,
(1− z2)g′′n−1 =
(
1− z2) 3−n4 [n− 3
2
fn−1(z) +
z2(n2 − 2n− 3)
4(1− z2) fn−1(z)
+z(n− 3)f ′n−1(z) + (1− z2)f ′′n−1(z)
]
.
Furthermore,
− ln−2(ln−2 + n− 3)
1− z2 +
z2(n2 − 2n+ 3)
4(1− z2) −
z2(n2 − 4n+ 3)
2(1− z2)
= − ln−2(ln−2 + n− 3)
1− z2 +
z2(n2 − 2n− 3− 2n2 + 8n− 6)
4(1− z2)
= − ln−2(ln−2 + n− 3)
1− z2 +
z2(−n2 + 6n− 9)
4(1− z2)
=
1
4
(n2 − 6n+ 9)− ln−2(ln−2 + n− 3) +
1
4
(n2 − 6n+ 9)
1− z2 .
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At this point, the first term of the ODE for fn−1 [after deleting the common factor (1− z2)
3−n
4 ]
is
(1− z2)f ′′n−1(z),
the second term is
z(n− 3)f ′n−1(z)− z(n− 1)f ′n−1(z) = −2zf ′n−1(z),
the third term is
ln−1(ln−1 + n− 2)fn−1(z) + n− 3
2
fn−1(z) +
n2 − 6n+ 9
4
fn−1(z)
=
(
l2n−1 + ln−1n− 2ln−1 +
n2 − 4n+ 3
4
)
fn−1(z)
=
(
ln−1 +
n− 3
2
)(
ln−1 +
n− 3
2
+ 1
)
fn−1(z)
=l′(l′ + 1)fn−1(z),
with l′ := ln−1 + n−32 , and the last term is
l2n−2 + ln−2n− 3ln−2 + n2 − 6n+ 9
1− z2 fn−1(z) =
(
ln−2 + n−32
)2
1− z2 fn−1(z) =
(m′)2
1− z2fn−1(z),
with m′ := ln−2 + n−32 .
This means that there is another associated Legendre equation:[
(1− z2) ∂
2
∂z2
− 2z ∂
∂z
+ l′(l′ + 1)− (m
′)2
1− z2
]
fn−1(z) = 0,
and then the solution is [here the constant C is fixed as done in (57)]
fn−1(cos θn−1) =
√
2l′ + 1
2
√
(l′ −m′)!
(l′ +m′)!
Pm
′
l′ (cos θn−1)
=
√
2ln−1 + n− 2
2
√
(ln−1 − ln−2)!
(ln−1 + ln−2 + n− 3)!P
ln−2+n−32
ln−1+n−32
(cos θn−1),
which implies
gn−1(cos θn−1) =
√
2ln−1 + n− 2
2
√
(ln−1 − ln−2)!
(ln−1 + ln−2 + n− 3)! [sin θn−1]
3−n
2 P
ln−2+n−32
ln−1+n−32
(cos θn−1).
It is obvious that l′ +m′, l′ −m′ ∈ N0, so
gn−1(cos θn−1)
(58)
=
√
2ln−1 + n− 2
2
√
(ln−1 + ln−2 + n− 3)!
(ln−1 − ln−2)! [sin θn−1]
3−n
2 P
−(ln−2+n−32 )
ln−1+n−32
(cos θn−1).
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Summarizing,
Yl(θd, · · · , θ2, θ1) = e
il1θ1
√
2pi
[
D−1∏
n=2
nP
ln−1
ln (θn)
]
, (60)
where
jP
M
L (θ) :=
√
2L+ j − 1
2
√
(L+M + j − 2)!
(L−M)! [sin θ]
2−j
2 P
−(M+ j−22 )
L+ j−2
2
(cos θ). (61)
9.3.2 The orthonormality of Yl
The Yl built above are eigenvectors of self-adjoint operators, so∫
Sd
YlY
∗
l′dα = 0 if l 6= l′;
in order to prove (27)3 it remains to show that∫
Sd
YlY
∗
l dα = 1,
and this is done recursively.
First of all, it is important to underline that from (60-61) it follows∫
S2
YlY
∗
l′dα =
∫ 2pi
0
ei(l1−l
′
1)θ1√
2pi
dθ1 ·
[
d∏
n=2
∫ pi
0
nP
ln−1
ln (θn)nP
l′n−1
l′n
(θn) sin
n−1 θndθn
]
.
While from ∫ 2pi
0
ei(l1−l
′
1)θ1
2pi
dθ1 = δ
l′1
l1
,
it follows that, if l1 6= l′1, then (27)3 vanishes; otherwise, if l1 = l′1 ≥ 0 (the case l1 < 0 is
essentially the same), then∫ pi
0
2P
l1
l2
(θ2)2P
l1
l′2
(θ2) sin θ2dθ2
(61)
=
√
2l2 + 1
2
(l2 + l1)!
(l2 − l1)!
√
2l′2 + 1
2
(l′2 + l1)!
(l′2 − l1)!
∫ pi
0
P−l1l2 (θ2)P
−l1
l′2
(θ2) sin θ2dθ2
(58)
=
√
2l2 + 1
2
(l2 − l1)!
(l2 + l1)!
√
2l′2 + 1
2
(l′2 − l1)!
(l′2 + l1)!
∫ pi
0
P l1l2 (θ2)P
l1
l′2
(θ2) sin θ2dθ2
x=cos θ2=
√
2l2 + 1
2
(l2 − l1)!
(l2 + l1)!
√
2l′2 + 1
2
(l′2 − l1)!
(l′2 + l1)!
∫ 1
−1
P l1l2 (x)P
l1
l′2
(x)dx
(56)
= δ
l′2
l2
and if l2 6= l′2, then (27)3 vanishes.
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In general, if li = l
′
i for i ∈ {1, · · · , n− 1},∫ pi
0
2P
ln−1
ln (θn)2P
ln−1
l′n (θn) sin θndθn
(61)
=
√
2ln + n− 1
2
(ln + ln−1 + n− 2)!
(ln − ln−1)!
√
2l′n + 1
2
(l′n + ln−1 + n− 2)!
(l′n − ln−1)!
·
∫ pi
0
P
−(ln−1+n−22 )
ln+
n−2
2
(θn)P
−(ln−1+n−22 )
l′n+
n−2
2
(θn) sin θndθn
(58)
=
√
2ln + n− 1
2
(ln − ln−1)!
(ln + ln−1 + n− 2)!
√
2l′n + 1
2
(l′n − ln−1)!
(l′n + ln−1 + n− 2)!
·
∫ pi
0
P
−(ln−1+n−22 )
ln+
n−2
2
(θn)P
−(ln−1+n−22 )
l′n+
n−2
2
(θn) sin θndθn
x=cos θn=
√
2ln + n− 1
2
(ln − ln−1)!
(ln + ln−1 + n− 2)!
√
2l′n + 1
2
(l′n − ln−1)!
(l′n + ln−1 + n− 2)!
·
∫ 1
−1
P
−(ln−1+n−22 )
ln+
n−2
2
(x)P
−(ln−1+n−22 )
l′n+
n−2
2
(x)dx
(56)
= δ
l′n
ln
;
and this proves (27)3.
9.3.3 The Yl seen as homogeneous polynomials
The next proposition uses the equality (see section 9.4 for its proof)
hP
m
l (θ) = (sin θ)
m P˜
−(m+h−22 )
l+h−2
2
(cos θ) ≡ (sin θ)m
{
[cos θ]l−m + [cos θ]l−m−2 + · · ·
}
, (62)
which is true up to any multiplicative constant before every power of cos θ and sin θ.
Proposition 9.1. Every D-dimensional spherical harmonic Yl can be written as a homoge-
neous polynomial of degree l in the th variables.
Proof. This proof is given by induction over D; if D = 3 and m ≥ 0 [the assumption m < 0
is essentially equivalent, because of (58)], then (62) implies
2P
m
l (θ2) = (sin θ2)
m
[
(cos θ2)
l−m + (cos θ2)
l−m−2 + (cos θ2)
l−m−4 + · · ·
]
,
so
Y ml (θ2, θ1) = 2P
m
l (θ2) e
imθ1
=
(
t1 + it2
)m [(
t3
)l−m
+
(
t3
)l−m−2 (
t1t1 + t2t2 + t3t3
)
+
(
t3
)l−m−4 (
t1t1 + t2t2 + t3t3
)2
+ · · ·
]
;
which means that the claim is true for D = 3.
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Let D > 3 and assume that the claim is true for D − 1, then there exists P̂ld−1,··· ,l1 , a
suitable homogeneous polynomial of degree ld−1 in the t1, · · · , td variables, such that
Yld−1,··· ,l1 =
d−1∏
h=2
hP
lh−1
lh
(θh) · eil1θ1 = P̂ld−1,··· ,l1 (t1, · · · , td) .
On the other hand, the polar system of coordinates (50) depends on the dimension of the
carrier space, and then, in RD,
d−1∏
h=2
hP
lh−1
lh
(θh) · eil1θ1 = (sin θd)ld−1 P̂ld−1,··· ,l1 (t1, · · · , td) ,
for the same P̂ .
This,
dP
ld−1
ld
(θd) = (sin θd)
ld−1
[
(cos θd)
l−ld−1 + (cos θd)
l−ld−1−2 + (cos θd)
l−ld−1−4 + · · ·
]
= (sin θd)
ld−1
[(
tD
)l−ld−1 + (tD)l−lD−1−2 (t1t1 + · · ·+ tDtD)
+
(
tD
)l−ld−1−4 (t1t1 + · · ·+ tDtD)2 + · · · ]
and (25) imply the claim.
9.3.4 The Yl are a basis of L2
(
Sd
)
Let
• PDl be the vector space of polynomials in the x1, · · · , xD variables of degree at most l;
• QDl be the vector space of homogeneous polynomials in the x1, · · · , xD variables of
degree l;
• T Dl be the vector space of homogeneous harmonic polynomials in the x1, · · · , xD vari-
ables of degree l (the q ∈ QDl fulfilling ∆q = 0);
• P˜Dl , Q˜Dl and T˜ Dl be the restriction to the sphere Sd of PDl , QDl and T Dl , respectively;
•
Ωl,D :=
l⊕
m=0
T˜ Dm , Ω̂l,D :=
l⊕
m=0
Vm,D. (63)
The goal is to show that
∀f ∈ L2 (Sd) , ∀ε > 0∃l ∈ N0,∃g ∈ Ω̂l,D such that ‖f − g‖2 < ε. (64)
The density of C0
(
Sd
)
in L2 (Sd) implies that it is sufficient to show (64) for a generic
continuous function on the unit sphere; on the other hand, from the Stone-Weierstrass
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theorem it follows that the function f can be replaced with a polynomial, without loss of
generality. According to this and
PDl =
l⊕
m=0
QDm
it remains to show that every homogeneous polynomial can be approximated by the harmonic
homogeneous ones, and then that Ωl,D ≡ Ω̂l,D ∀l, D.
In order to do this, let
L : p(x1, · · · , xD) ∈ PDl −→
(
x21 + · · ·+ x2D
)
p(x1, · · · , xD)PDl+2,
and define in this way an internal product in PDl :
〈xn11 · · ·xnDD , xm11 · · ·xmDD 〉l := (n1)! · · · (nD)! if n1 = m1, · · · , nD = mD,
0 otherwise.
L is linear and
〈L[p], q〉l+2 = 〈p,∆q〉l ∀p ∈ PDl and q ∈ PDl+2,
which means that L∗ = ∆; then
QDl+2 = L
(QDl )⊕Ker (L∗) = r2QDl ⊕ T Dl+2.
This implies (the dimension of QDl is the the number of ways to sample l elements from a
set of D elements allowing for duplicates, but disregarding different orderings)
dim
(T Dl ) = dim (QDl )− dim (QDl−2)
=
(
D + l − 1
l
)
−
(
D + l − 3
l − 2
)
=
(
D + l − 3
l − 2
)
(D + 2l − 2)(D − 1)
l(l − 1)
=
(
D + l − 3
l − 1
)
D + 2l − 2
l
,
(65)
and also that
PDl = T Dl ⊕ r2T Dl−2 ⊕ r4T Dl−4 ⊕ · · · =⇒ Q˜Dl = T˜ Dl ⊕ T˜ Dl−2 ⊕ T˜ Dl−4 ⊕ · · · ,
in other words, every homogeneous polynomial on the sphere is a linear combination of
homogeneous harmonic polynomials.
Furthermore,
h ∈ T Dl =⇒ p = rlq, ∆p = 0 and with q ∈ T˜ Dl ;
this and (53)1 imply
L2q = l(l +D − 2)q.
Then, both q ∈ T˜ Dl and Yl are eigenfunctions of L2 with eigenvalue l(l + D − 2) and
homogeneous polynomials in the th variables of degree l; this and (63) imply that Ωl,D ≡ Ω̂l,D
∀l, D is equivalent to the proof of the following
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Theorem 9.1.
T˜ D
l
= Vl,D ∀l ∈ N0,∀D ∈ N. (66)
Proof. This proof is by induction on the dimension D of the carrier space RD. When D = 3,
dim
(
T˜ 3
l
)
= dim
(T 3
l
) (65)
=
(
l
l − 1
)
2l + 1
l
= 2l + 1,
and
Vl,D
(28)
= span
{
Yl : l ≡ l ≥ ld−1 ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z∀i
}
= span
{
Y m
l
: |m| ≤ l,m ∈ Z} ,
so (66) is true when D = 3.
Assume that it is true for d, this means that
dimVld−1,d =
(
D + ld−1 − 4
ld−1 − 1
)
D + 2ld−1 − 3
ld−1
; (67)
this, the hockey stick identity (see [17] formula (2))(
n+ 1
r + 1
)
=
n∑
i=r
(
i
r
)
=
n∑
i=r
i!
(i− r)!r!
m=i−r
=
n−r∑
m=0
(m+ r)!
m!r!
=
n−r∑
m=0
(
m+ r
m
)
n=a+r
=⇒
a∑
m=0
(
m+ r
m
)
=
(
a+ r + 1
r + 1
) (68)
and (60) imply
dimVl,D =
l∑
m=0
dimVm,d
(67)
=
l∑
m=0
(
D +m− 4
m− 1
)
D + 2m− 3
m
=
l∑
m=0
(D +m− 4)!
(D − 3)!(m− 1)!
D + 2m− 3
m
=
l∑
m=0
(D +m− 4)!
(D − 4)!m! + 2
l∑
m=0
m
(D +m− 4)!
(D − 3)!m!
=
l∑
m=0
(
D − 4 +m
m
)
+ 2
l∑
m=1
(
D − 4 +m
m− 1
)
=
l∑
m=0
(
D − 4 +m
m
)
+ 2
l−1∑
n=0
(
D − 3 + n
n
)
(68)
=
(
l +D − 4 + 1
D − 4 + 1
)
+ 2
(
l − 1 +D − 3 + 1
D − 3 + 1
)
=
(
D + l − 3
D − 3
)
+ 2
(
D + l − 3
D − 2
)
=
(D + l − 3)!
(D − 3)!l! + 2
(D + l − 3)!
(D − 2)!(l − 1)! =
(
D + l − 3
l − 1
)
2l +D − 2
l
= dim T˜ D
l
,
so the proof is finished.
According to this last proof
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• The spherical harmonics Yl are the harmonic homogeneous polynomials on the unit
sphere Sd;
• The spherical harmonics are an orhonormal basis of L2 (Sd);
• The collection of operators {L1,2, C2, · · · , CD} is a CSCO for the L2-eigenfunctions in
L2 (Sd);
• The dimension of HΛ,D coincides with the one of T D+1Λ (and then also with the one of
VΛ,D+1), so
dimHΛ,D =
(
D + Λ− 2
Λ− 1
)
D + 2Λ− 1
Λ
. (69)
• Every Vl,D is the representation space of a SO(D)-irrep, the one with L2 ≡ l(l+D−2)I,
and
Vl,D is isomorphic to
l⊕
m=0
Vm,d.
9.4 The associated Legendre function of first kind
In this section L, l, h ∈ N0 and the behavior of hP lL (θ) is investigated, in order to prove the
regularity of gn−1(z) in (59).
The equations (58) and (61) imply that hP
l
L (θ) basically coincides (up to a multiplicative
constant, depending on L, l and h) with
[sin θ]
2−h
2 P
l+h−2
2
L+h−2
2
(cos θ)
where P sr is the associated Legendre function of first kind, L +
h−2
2
(and also l + h−2
2
) is
integer if and only if h is even, while it is half-integer if and only if h is odd; according to
this, one has to analyze the following two cases.
9.4.1 The case h even
When h is even, then from eq. (6) pag. 148 and eq. (17) pag. 151 in [7]
Pml (x) = (−1)m(1− x2)
m
2
dmPl(x)
dxm
, Pl(x) =
1
2ll!
dl
dxl
(x2 − 1)l (70)
it follows (in the next equations there is not any multiplicative constant, depending on the
indices of P , because they are not relevant in this case, except when that constant is 0)
P
−(l+h−2
2
)
L+h−2
2
(cos θ) = (sin θ)l+
h−2
2 P˜
l+h−2
2
L+h−2
2
(cos θ) ,
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where P˜
l+h−2
2
L+h−2
2
(cos θ) is a polynomial of degree L − l in cos θ which does not contain any
terms of degree L− l − (2n+ 1), with n ∈ N0; so,
hP
l
L (θ) = (sin θ)
l P˜
l+h−2
2
L+h−2
2
(cos θ) .
In addition, from (58) and (70) it follows that the highest coefficient multiplying a power of
cos θ in P lL (cos θ), when L ≥ |l| and L, l ∈ Z is
(2L)!
2LL!
L≤Λ≤ (2Λ)!
2ΛΛ!
< 2Λ [(2Λ + 1)!!]2 .
9.4.2 The case h odd
In [7] eq. (7) pag. 122 there is another explicit expression of the associated Legendre
function of first kind (pay attention to the different fonts P and P, while here F is the
Gauss hypergeometric function)
P lL(z) =
2l
Γ(1− l)
(
z + 1
z − 1
) l
2
F
(
1− l + L,−l − L, 1− l, 1− z
2
)
=
2l
Γ(1− l)
1
(z2 − 1) l2
F
(
1− l + L,−l − L, 1− l, 1− z
2
)
,
(71)
while in [7] eq. (5) pag. 143 there is the following definition
PlL(x) := e
1
2
ilpiP lL(x+ i0). (72)
So, putting together (71) and (72),
PlL(x) = e
1
2
ilpi 2
l
Γ(1− l)
1
(x2 − 1) l2
F
(
1− l + L,−l − L, 1− l, 1− x
2
)
=
2l
Γ(1− l)
1
(1− x2) l2
F
(
1− l + L,−l − L, 1− l, 1− x
2
)
;
(73)
in this work there the P font is always used, but this is only a stylistic choice, in fact it is
always referring to this ‘real’ function P of (73).
In addition, from [7] p. 161 (12)-(14) it follows
√
1− x2P lL(x) =
1
2L+ 1
[
(L− l + 1)(L− l + 2)P l−1L+1(x)− (L+ l − 1)(L+ l)P l−1L−1(x)
]
,
√
1− x2P lL(x) =
1
2L+ 1
[−P l+1L+1(x) + P l+1L−1(x)] ,
xP lL(x) =
1
2L+ 1
[
(L− l + 1)P lL+1(x) + (L+ l)P lL−1(x)
]
;
(74)
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so, if L = l = 1
2
, eq. (11) p. 101 in [7]
cos az = F
(
1
2
a,−1
2
a,
1
2
, (sin z)2
)
,
implies
P
1
2
1
2
(cos θ) =
√
2
Γ
(
1
2
) 1√
sin θ
F
(
1,−1, 1
2
,
1− cos θ
2
)
=
√
2
pi
1√
sin θ
F
(
1,−1, 1
2
, sin2
θ
2
)
=
√
2
pi
cos θ√
sin θ
.
(75)
If L = −l = 1
2
, then eq. (4) p. 101, eq. (18) p. 102 and eq. (3) p.105 in [7]
F (−a, b, b, z) = (1 + z)a , F (a, b, c, z) = F (b, a, c, z),
F (a, b, c, z) = (1− z)−aF
(
a, c− b, c, z
z − 1
)
,
imply
F
(
2, 0,
3
2
,
1− x
2
)
=
(
1− 1− x
2
)−2
F
(
2,
3
2
,
3
2
,
1−x
2
1−x
2
− 1
)
=
(
1 + x
2
)−2
F
[
−(−2), 3
2
,
3
2
,−
(
−
1−x
2
−1−x
2
)]
=
(
1 + x
2
)−2(
1−
1−x
2
−1−x
2
)−2
=
(
1 + x
2
)−2(
1
1+x
2
)−2
= 1;
and then
P
− 1
2
1
2
(cos θ) =
2−
1
2
Γ
(
3
2
)√sin θF (2, 0, 3
2
,
1− cos θ
2
)
=
√
2
pi
√
sin θ. (76)
Once calculated these P
± 1
2
1
2
, (74) leads to
cos θP
− 1
2
1
2
(cos θ) = P
− 1
2
3
2
(cos θ) =
√
2
pi
cos θ
√
sin θ (77)
and
sin θP
− 1
2
1
2
(cos θ) =
1
2
[2 · 3]P−
3
2
3
2
(cos θ) =
√
2
pi
sin θ
√
sin θ; (78)
for completeness, according to (58),
P
3
2
3
2
(cos θ) = 2
√
2
pi
sin θ
√
sin θ , P
1
2
3
2
(cos θ) = 2
√
2
pi
cos θ
√
sin θ. (79)
At this point, in order to conclude the proof of the regularity of gn−1(z) in (59), it is necessary
the following
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Proposition 9.2. Let L and l be half-integer and positive, 0 ≤ l ≤ L, then
P−lL (cos θ) = (sin θ)
l P˜−lL (cos θ) ,
where P˜−lL (cos θ) is a polynomial of degree L− l in cos θ which does not contain any term of
degree L− l − (2h+ 1), with h ∈ N0.
Proof. This is proved by induction over L. When L = 1
2
and L = 3
2
, (75)-(78) imply that
the claim is true in these two cases. Let L = 1
2
+ n, with 2 ≤ n ∈ N and assume that the
claim is true for n− 1, then (74)2 implies, if n > n′ + 1 ∈ N and n′ ∈ N0,
sin θP
−[ 12+(n′−1)]
1
2
+(n−1) = P
−[ 12+n′]
1
2
+n
+ P
−[ 12+n′]
1
2
+(n−2),
then, from
sin θP
−[ 12+(n′−1)]
1
2
+(n−1) (cos θ) = (sin θ)
1
2
+n′ P˜
−[ 12+(n′−1)]
1
2
+(n−1) (cos θ)
and
P
−[ 12+n′]
1
2
+(n−2) (cos θ) = (sin θ)
1
2
+n′ P˜
−[ 12+n′]
1
2
+(n−2) (cos θ) ,
it follows that also
P
−[ 12+n′]
1
2
+n
(cos θ) = (sin θ)
1
2
+n′ P˜
−[ 12+n′]
1
2
+n
(cos θ) ,
where P˜
−[ 12+n′]
1
2
+n
is a polynomial of degree n− n′ in cos θ which does not contain any term of
degree n− n′ − (2h+ 1), with h ∈ N0.
On the other hand, (74)3 implies
cos θP
−[ 12+(n−1)]
1
2
+(n−1) (cos θ) = P
−[ 12+(n−1)]
1
2
+n
(cos θ) + 0 = P
−[ 12+(n−1)]
1
2
+n
(cos θ) ;
so
P
−[ 12+(n−1)]
1
2
+n
(cos θ) = (sin θ)
1
2
+(n−1) P˜
−[ 12+(n−1)]
1
2
+n
(cos θ) ,
where P˜
−[ 12+(n−1)]
1
2
+n
(cos θ) is a polynomial in cos θ of degree 1.
Furthermore, (74)1 implies
sin θP
−[ 12+(n−1)]
1
2
+(n−1) (cos θ) = P
−[ 12+n]
1
2
+n
(cos θ) = (sin θ)
1
2
+n P˜
−[ 12+(n−1)]
1
2
+(n−1) (cos θ) ,
so the claim is true also for n, because this last equality means that
P
−[ 12+n˜]
1
2
+n
(cos θ) = [sin θ]
1
2
+n˜ P˜
−[ 12+n˜]
1
2
+n
(cos θ) ,
where P˜
−[ 12+n˜]
1
2
+n
(cos θ) is a polynomial of degree n − n˜ in cos θ which does not contain any
term of degree n− n˜− (2h+ 1), with h ∈ N0.
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It is important to underline that the hypothesis l ≥ 0 in the last proof is not stringent,
in fact the same result can be proved also when l is negative, because of (58).
In addition, from (75)-(79) it turns out that the highest coefficient multiplying a power
of cos θ in P lL (cos θ), when
3
2
≥ L ≥ |l| and L, l ∈ Z
2
is always less or equal that 2L + 1; on
the other hand, from (74) it follows
P l−1L+1(x) =
2L+ 1
(L− l + 1)(L− l + 2)
√
1− x2P lL(x) +
(L+ l − 1)(L+ l)
(L− l + 1)(L− l + 2)P
l−1
L−1(x),
P l+1L+1(x) = −
√
1− x2(2L+ 1)P lL(x) + P l+1L−1(x),
P lL+1(x) =
2L+ 1
L− l + 1xP
l
L(x)−
L+ l
L− l + 1P
l
L−1(x);
and then that the highest coefficient multiplying a power of cos θ in P l
′
L+1 (cos θ) is less
then [2(L+ 1) + 1]2 times the sum of the highest coefficient multiplying a power of cos θ in
P l
′′
L (cos θ).
According to this, by recursion one has that the highest coefficient multiplying a power
of cos θ in P lL (cos θ) is
c2L [(2L+ 1)!!]2
L≤Λ≤ 2Λ [(2Λ + 1)!!]2 .
9.5 The square-integrability of ψl,D
In this section there is the proof that that every ψl,D is square-integrable and also the explicit
calculation of Ml,D.
The integral ∫
RD
|ψl,D|2 dx
can be factorized in this way:∫
RD
|ψl,D|2 dx = |Ml,D|2
(∫ +∞
0
[g0,l,D(r)]
2
rd
rddr
)
·
[∫
Sd
|Yl|2
(
sind−1 θd sind−2 θd−1 · · · sin θ2
)
dθ1dθ2 · · · dθd
]
(27)2
= |Ml,D|2
∫ +∞
0
[g0,l,D(r)]
2 dr.
So, proceeding as in section 6.5 of [1],∫
RD
|ψl,D|2 dx = 1⇐⇒Ml,D =
8
√
kl,D
4
√
pi
. (80)
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9.6 The action of th on Yl
First of all
Definition 9.1. Let L ≥ |l| and 2 ≤ j ∈ N, then
A (L, l, j) :=
√
(L+ l + j − 1)(L+ l + j)
(2L+ j − 1)(2L+ j + 1) , B (L, l, j) := −
√
(L− l − 1)(L− l)
(2L+ j − 1)(2L+ j − 3) ,
C (L, l, j) := −
√
(L− l + 2)(L− l + 1)
(2L+ j − 1)(2L+ j + 1) , D (L, l, j) :=
√
(L+ l + j − 2)(L+ l + j − 3)
(2L+ j − 1)(2L+ j − 3) ,
F (L, l, j) :=
√
(L+ l + j − 1)(L− l + 1)
(2L+ j − 1)(2L+ j + 1) , G (L, l, j) :=
√
(L− l)(L+ l + j − 2)
(2L+ j − 1)(2L+ j − 3) .
(81)
They fulfill
A(L, l, j) = D(L+ 1, l + 1, j), B(L, l, j) = C(L− 1, l + 1, j),
F (L, l, j) = G(L+ 1, l, j), F (L, l, j)A(L+ 1, l, j) = A(L, l, j)F (L+ 1, l + 1, j),
G(L, l, j)B(L− 1, l, j) = B(L, l, j)G(L− 1, l + 1, j),
(82)
but it is also important to point out something about the generalized associated Legendre
functions P sr .
From (74) and (81), it follows
[sin θ] jP
l
L (θ) =
√
2L+ j − 1
2
√
(L+ l + j − 2)!
(L− l)! [sin θ]
2−j
2 [sin θ]P
−(l+ j−2
2
)
L+ j−2
2
(cos θ)
=
√
2L+ j − 1
2
√
(L+ l + j − 2)!
(L− l)! [sin θ]
2−j
2
1
2L+ j − 1
·
{
(L+ l + j − 1)(L+ l + j)P−[(l+1)+
j−2
2
]
[(L+1)+ j−2
2
]
(cos θ)
−(L− l)(L− l − 1)P−[(l+1)+
j−2
2
]
[(L−1)+ j−2
2
]
(cos θ)
}
=
√
2L+ j + 1
2
√
(L+ l + j)!
(L− l)! [sin θ]
2−j
2 P
−[(l+1)+ j−2
2
]
[(L+1)+ j−2
2
]
(cos θ)
√
(L+ l + j − 1)(L+ l + j)
(2L+ j − 1)(2L+ j + 1)
−
√
2L+ j − 3
2
√
(L+ l + j − 2)!
(L− l − 2)! [sin θ]
2−j
2 P
−[(l+1)+ j−2
2
]
[(L−1)+ j−2
2
]
(cos θ)
√
(L− l − 1)(L− l)
(2L+ j − 1)(2L+ j − 3)
=
√
(L+ l + j − 1)(L+ l + j)
(2L+ j − 1)(2L+ j + 1) jP
l+1
L+1(θ) +
[
−
√
(L− l − 1)(L− l)
(2L+ j − 1)(2L+ j − 3)
]
jP
l+1
L−1(θ)
= A(L, l, j)jP
l+1
L+1(θ) +B(L, l, j)jP
l+1
L−1(θ);
(83)
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[sin θ] jP
l
L (θ) =
√
2L+ j − 1
2
√
(L+ l + j − 2)!
(L− l)! [sin θ]
2−j
2 [sin θ]P
−(l+ j−2
2
)
L+ j−2
2
(cos θ)
=
√
2L+ j − 1
2
√
(L+ l + j − 2)!
(L− l)! [sin θ]
2−j
2
1
2L+ j − 1
·
{
−P−[(l−1)+
j−2
2
]
[(L+1)+ j−2
2
]
(cos θ) + P
−[(l−1)+ j−2
2
]
[(L−1)+ j−2
2
]
(cos θ)
}
= −
√
2L+ j + 1
2
√
(L+ l + j − 2)!
(L− l + 2)! [sin θ]
2−j
2 P
−[(l−1)+ j−2
2
]
[(L+1)+ j−2
2
]
(cos θ)
√
(L− l + 2)(L− l + 1)
(2L+ j − 1)(2L+ j + 1)
+
√
2L+ j − 3
2
√
(L+ l + j − 4)!
(L− l)! [sin θ]
2−j
2 P
−[(l−1)+ j−2
2
]
[(L−1)+ j−2
2
]
(cos θ)
√
(L+ l + j − 2)(L+ l + j − 3)
(2L+ j − 1)(2L+ j − 3)
=
[
−
√
(L− l + 2)(L− l + 1)
(2L+ j − 1)(2L+ j + 1)
]
jP
l−1
L+1(θ) +
√
(L+ l + j − 2)(L+ l + j − 3)
(2L+ j − 1)(2L+ j − 3) jP
l−1
L−1(θ)
= C(L, l, j)jP
l−1
L+1(θ) +D(L, l, j)jP
l−1
L−1(θ);
(84)
[cos θ] jP
l
L (θ) =
√
2L+ j − 1
2
√
(L+ l + j − 2)!
(L− l)! [sin θ]
2−j
2 [cos θ]P
−(l+ j−2
2
)
L+ j−2
2
(cos θ)
=
√
2L+ j − 1
2
√
(L+ l + j − 2)!
(L− l)! [sin θ]
2−j
2
1
2L+ j − 1{
(L+ l + j − 1)P−[(l)+
j−2
2
]
[(L+1)+ j−2
2
]
(cos θ) + (L− l)P−[(l)+
j−2
2
]
[(L−1)+ j−2
2
]
(cos θ)
}
=
[√
(L+ l + j − 1)(L− l + 1)
(2L+ j − 1)(2L+ j + 1)
]
jP
l
L+1(θ) +
[√
(L− l)(L+ l + j − 2)
(2L+ j − 1)(2L+ j − 3)
]
jP
l
L−1(θ)
= F (L, l, j)jP
l
L+1(θ) +G(L, l, j)jP
l
L−1(θ).
(85)
These last relations are fundamental, in fact they are used in order to understand the action
of a coordinate th (seen as a multiplication operator) on a D-dimensional spherical harmonic
Yl.
Remark 1. Let t± := x
1±ix2√
2r
and tν := x
ν
r
, when ν ∈ {1, 2, · · · , D}; obviously t+t− + t−t+ =
(t1)
2
+(t2)
2
, so (83)-(85) can be used to write thYl in terms of other D-dimensional spherical
harmonics, for instance
t+Yl = sin θd sin θd−1 · · · sin θ2
[
d∏
n=2
nP
ln−1
ln (θn)
]
1√
2pi
ei(l1+1)θ1 ;
then in the product sin (θ2) · 2P l1l2 (θ2) it is necessary to use (83), because t+ changes eil1θ1 to
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ei(l1+1)θ1, so
t+Yl = sin θd sin θd−1 · · · sin θ3
[
A (l2, l1, 2) 2P
l1+1
l2+1
(θ1) +B (l2, l1, 2) 2P
l1+1
l2−1 (θ1)
]
·
[
d∏
n=3
nP
ln−1
ln (θn)
]
1√
2pi
ei(l1+1)θ1
and so on with the remaining factors sin θj · jP l
′
j−1
l′j
(θj).
Of course, this last procedure can be repeated also for t− and then for every tν with
ν ∈ {3, · · · , D}, while the actions of t1 and t2 can be recovered from the ones of t+ and t−.
According to this, let
Rh,D (l; l
′) :=
〈
Yl′ , t
hYl
〉
(86)
and this definition implies that, in general
tνYl =
∑
l′j :|lj−l′j |=1
for j=ν−1,··· ,d
Rν,D (l; l
′
ν) · Yl′ν , where l′ν := (l′, l′d−1, · · · , l′ν−1, lν−2, · · · , l1) . (87)
Remark 1 and (86) suggest that every Rν,D can be written as a sum of elements, where
every addend is a product of several A,B,C,D, F,G; it is important to note that there are
some simple rules, reported in the the next lines, which help to calculate every Rν,D.
The first rule is that the generic term of a Rν,D is always written in an ‘ordered’ way, in
fact the factors appear in this ‘order’:
Rν,D(· · · ; · · · ) = · · ·+ · · ·D(lj+2, lj+1, j + 2)B(lj+1, lj, j + 1)A(lj, lj−1, j) · · ·+ · · ·
in other words a factor having third argument j + 1 is always right-multiplied by a factor
having third argument j and always left-multiplied by a factor having thirs argument j + 2.
Remark 2. The other rules are these ones:
• Every A(lj, lj−1, j) is always left-multiplied by an A(lj+1, lj, j + 1) or B(lj+1, lj, j + 1);
• Every B(lj, lj−1, j) is always left-multiplied by an C(lj+1, lj, j + 1) or D(lj+1, lj, j + 1);
• Every C(lj, lj−1, j) is always left-multiplied by an A(lj+1, lj, j + 1) or B(lj+1, lj, j + 1);
• Every D(lj, lj−1, j) is always left-multiplied by an C(lj+1, lj, j + 1) or D(lj+1, lj, j + 1);
• In R1,D the first factor (from right to left) is A(l2, l1, 2), or B(l2, l1, 2), or C(l2, l1, 2),
or D(l2, l1, 2);
• In R2,D the first factor (from right to left) is A(l2, l1, 2), or B(l2, l1, 2), or C(l2, l1, 2),
or D(l2, l1, 2);
• If ν ≥ 3, in order to calculate Rν,D, it is better to start by using (85) with θ = θν−1,
and then go ‘backward’.
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9.7 Proof of (33)1
The definition 5.1 (which uses the R coefficients) allows to take the relations among the
coordinates th (seen as multiplication operators) and obtain from them some relations among
the components Lh,j of the D-dimensional angular momentum operator.
In particular,(
t1
)2
+
(
t2
)2
+ · · ·+ (tD)2 = t+t− + t−t+ + (t3)2 + · · ·+ (tD)2 = 1
implies [(
t1
)2
+
(
t2
)2
+ · · ·+ (tD)2]Yl = Yl; (88)
but (87) implies also that [here Z (l, l′) are suitable coefficients, which can be obtained from
the Rs] [(
t1
)2
+
(
t2
)2
+ · · ·+ (tD)2]Yl = ∑
j=1,··· ,d
|lj−l′j|≤2
Z (l, l′)Yl′ ; (89)
in addition, (88) and (89) imply Z (l, l′) = 0 if there is at least one j such that lj 6= l′j. On
the other hand, it is obvious that
Z (l, l) =: Z (l) = 1; (90)
so only the Z (l) are relevant.
Remark 3. Equations (83)-(85) imply that
• if Rh,D (· · · , lj, lj−1, · · · ; · · · , l′j, l′j−1, · · · ) contains a factor A(lj, lj−1, j), then l′j =
lj + 1 and l
′
j−1 = lj−1 + 1;
• if Rh,D (· · · , lj, lj−1, · · · ; · · · , l′j, l′j−1, · · · ) contains a factor B(lj, lj−1, j), then l′j =
lj − 1 and l′j−1 = lj−1 + 1;
• if Rh,D (· · · , lj, lj−1, · · · ; · · · , l′j, l′j−1, · · · ) contains a factor C(lj, lj−1, j), then l′j =
lj + 1 and l
′
j−1 = lj−1 − 1;
• if Rh,D (· · · , lj, lj−1, · · · ; · · · , l′j, l′j−1, · · · ) contains a factor D(lj, lj−1, j), then l′j =
lj − 1 and l′j−1 = lj−1 − 1;
• if Rh,D (· · · , lj, lj−1, · · · ; · · · , l′j, l′j−1, · · · ) contains a factor F (lj, lj−1, j), then l′j =
lj + 1 and l
′
j−1 = lj−1;
• if Rh,D (· · · , lj, lj−1, · · · ; · · · , l′j, l′j−1, · · · ) contains a factor G(lj, lj−1, j), then l′j =
lj − 1 and l′j−1 = lj−1;
in other words, these A,B,C,D, F,G express that an index is raising or lowering, as in
remark 1.
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Furthermore
1 =t+t− + t−t+ +
(
t3
)2
+ · · ·+ (tD)2
= [cos θd]
2 + [sin θd]
2 {[cos θd−1]2 + [sin θd−1]2 {· · ·{[cos θ2]2 + [sin θ2]2} · · ·}} (91)
implies {
[cos θ2]
2 + [sin θ2]
2}Yl ={[F (l2, l1, 2)]2 + [A(l2, l1, 2)]2 + [C(l2, l1, 2)]2
+ [G(l2, l1, 2)]
2 + [B(l2, l1, 2)]
2 + [D(l2, l1, 2)]
2}
· Yl
=: {Z1,2 (l2) + Z2,2 (l2)}Yl;
(92)
while remark 2 implies{
[cos θ3]
2 + [sin θ3]
2 {[cos θ2]2 + [sin θ2]2}}Yl ={
[F (l3, l2, 3)]
2 + [A(l3, l2, 3)]
2 Z1,2 (l2) + [C(l3, l2, 3)]
2 Z2,2 (l2)
+ [G(l3, l2, 3)]
2 + [B(l3, l2, 3)]
2 Z1,2 (l2) + [D(l3, l2, 3)]
2 Z2,2 (l2)
}
· Yl
=: {Z1,3 (l3, l2) + Z2,3 (l3, l2)}Yl;
(93)
and so on with the other elements of (91), so{
[cos θj]
2 + [sin θj]
2 {[cos θj−1]2 + [sin θj−1]2 {· · ·{[cos θ2]2 + [sin θ2]2}}}}Yl ={
[F (lj, lj−1, j)]
2 + [A(lj, lj−1, j)]
2 Z1,j−1 (lj−1, lj−2, · · · , l2) + [C(l3, l2, 3)]2 Z2,j−1 (lj−1, lj−2, · · · , l2)
+ [G(lj, lj−1, j)]
2 + [B(lj, lj−1, j)]
2 Z1,j−1 (lj−1, lj−2, · · · , l2) + [D(l3, l2, 3)]2 Z2,j−1 (lj−1, lj−2, · · · , l2)
}
· Yl
=: {Z1,j (lj, lj−1, · · · , l2) + Z2,j (lj, lj−1, · · · , l2)}Yl.
(94)
It is important to underline that every Zh,j defined above does not depend on the di-
mension D of the ambient space, and this is a direct consequence of the factorization in
(60).
A crucial result of this section is the following
Proposition 9.3.
Z1,d (l) =
l + d− 1
2l + d− 1 , Z2,d (l) =
l
2l + d− 1 . (95)
Proof. The proof is by induction on the dimension D of the carrier space RD. If D = 3, then
t+Yl2,l1 = A(l2, l1, 2)Yl2+1,l1+1 +B(l2, l1, 2)Yl2−1,l1+1,
t−Yl2,l1 = C(l2, l1, 2)Yl2+1,l1−1 +D(l2, l1, 2)Yl2−1,l1−1,
t3Yl2,l1 = F (l2, l1, 2)Yl2+1,l1 +G(l2, l1, 2)Yl2−1,l1 ;
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and [
t+t− + t−t+ +
(
t3
)2]
Yl2,l1 =
{
1
2
[A(l2, l1, 2)]
2 +
1
2
[B(l2, l1, 2)]
2 +
1
2
[C(l2, l1, 2)]
2 +
1
2
[D(l2, l1, 2)]
2 + [F (l2, l1, 2)]
2 + [G(l2, l1, 2)]
2
}
Yl2,l1 ;
so
Z1,2 (l2) =
l2 + 3− 3
2l2 + 3− 3 =
1
2
, Z2,2 (l2) =
l2
2l2 + 3− 3 =
1
2
,
then (95) is true when D = 3. Let D > 3 and assume that (95) is true for D − 1, from (94)
it follows
Z1,d (l, ld−1, · · · , l2) = [F (l, ld−1, d)]2
+ [A(l, ld−1, d)]
2 Z1,d−1 (ld−1, ld−2, · · · , l2)
+ [C(l, ld−1, d)]
2 Z2,d−1 (ld−1, ld−2, · · · , l2)
=
(l + ld−1 + d− 1)(l − ld−1 + 1)
(2l + d− 1)(2l +D)
+
(l + ld−1 + d− 1)(l + ld−1 + d)
(2l + d− 1)(2l +D)
ld−1 + d− 2
2ld−1 + d− 2
+
(l − ld−1 + 2)(l − ld−1 + 1)
(2l + d− 1)(2l +D)
ld−1
2ld−1 + d− 2
=
l + d− 1
2l + d− 1 ,
(96)
and
Z2,d (l, ld−1, · · · , l2) = [G(l, ld−1, d)]2
+ [B(l, ld−1, d)]
2 Z1,d−1 (ld−1, ld−2, · · · , l2)
+ [D(l, ld−1, d)]
2 Z2,d−1 (ld−1, ld−2, · · · , l2)
=
(l − ld−1)(l + ld−1 + d− 2)
(2l + d− 1)(2l +D − 4)
+
(l − ld−1 − 1)(l − ld−1)
(2l + d− 1)(2l +D − 4)
ld−1 + d− 2
2ld−1 + d− 2
+
(l + ld−1 + d− 2)(l + ld−1 +D − 4)
(2l + d− 1)(2l +D − 4)
ld−1
2ld−1 + d− 2
=
l
2l + d− 1;
(97)
so the proof is finished.
It is interesting to note that, because of this last proposition,
Z1,d (l) + Z2,d (l) = 1, (98)
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which agrees with
Yl =
[
t+t− + t−t+ +
(
t3
)2
+ · · ·+ (tD)2]Yl = {Z1,d (l) + Z2,d (l)}Yl. (99)
Here comes the proof of (33)1.
Theorem 9.2. The definition 5.1 implies
L2Yl :=
∑
1≤i<j≤D
L2h,jYl = l (l +D − 2)Yl. (100)
Proof. This proof is by induction on the dimension D of the carrier space; if D = 2, then
L2Yl1 = L
2
1,2Yl1 = (l1)
2Yl1 ; so (100) is true for D = 2. Let D > 2 and assume that (100) is
true for D − 1, which means that∑
1≤i<j≤d
L2h,jYl = ld−1 (ld−1 +D − 3)Yl. (101)
From remark 3, proposition 9.3 and definition 5.1 it follows
d∑
i=1
L2h,DYl =
(
dl,ld−1,D
)2
Z2,d−1 (ld−1, · · · , l1)Yl
+
(
dl,ld−1+1,D
)2
Z1,d−1 (ld−1, · · · , l1)Yl
=
{
[(l + 1)(l +D − 3)− ld−1(ld−1 +D − 4)] ld−1
2ld−1 +D − 3
}
Yl
+
{
[(l + 1)(l +D − 3)− (ld−1 + 1)(ld−1 +D − 3)] ld−1 +D − 3
2ld−1 +D − 3
}
Yl
= [l (l +D − 2)− ld−1 (ld−1 +D − 3)]Yl.
(102)
The proof can be now completed because
L2Yl =
∑
1≤h<j≤D
L2h,jYl =
∑
1≤h<j≤d
L2h,jYl +
d∑
j=1
L2j,DYl
(101)&(102)
= l (l +D − 2)Yl. (103)
9.8 Proof of (33)2
The definition 5.1 is given by induction on the dimension D of the carrier space RD, this
means that, in order to prove (33)2, it is sufficient to show that
[Lh,D, Lj,D] = iLh,j , [Lh,j, Lj,D] =
1
i
Lh,D,
[Lh,j, Lp,D] = 0 if D 6= h, j and p 6= h, j.
(104)
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9.8.1 Proof of (104)1
Let h < j, of course [th, tj]Yl = 0 ∀h, j, but this and (87) can be used to obtain some
informations about the action of [Lh,D, Lj,D] on a spherical harmonic Yl.
It is important to point out that
Remark 4. Let 1 ≤ h < j ≤ d, then thtjYld−1,ld−2,··· ,l1 can be written as a linear combination
of (D − 1)-dimensional spherical harmonics Yl′d−1,··· ,l′1 with, in principle, |lh − l′h| ≤ 2,
∀h ≤ d− 1.
More precisely, th· on Yld−1,ld−2,··· ,l1, ‘modifies’ only the integers ld−1, · · · , lh−1, while tj·
‘modifies’ only ld−1, · · · , lj−1, then the ‘modified’ integers from the action of thtj·, as the
ones from the action of tjth· are ld−1, · · · , lh−1 and, in particular, |lp − l′p| ≤ 2 if p ∈
{d− 1, · · · , j − 1}, while |lp − l′p| = 1 if p ∈ {j − 2, · · · , h− 1}.
Then
0 =
[
th, tj
]
Y
dl =
∑
|l′p1−lp1 |≤2
p1=d−1,··· ,j−1
|l′p2−lp2 |=1
p2=j−2,··· ,h−1
QD,h,j (dl, dl
′
h)Ydl′h , (105)
where
dl := (ld−1, · · · , l1) and dl′h := (l′d−1, · · · , l′h−1, lh−2, · · · , l1) .
Anyway, the definition 5.1 implies that the action of Lh,D on Yl is similar to the action
of the coordinate th on Y
dl, the only difference is given by the presence of the d coefficients;
so
[Lh,D, Lj,D]Yl =
∑
|l′p1−lp1 |≤2
p1=d−1,··· ,j−1
|l′p2−lp2 |=1
p2=j−2,··· ,h−1
Q˜D,h,j (l, l
′
h)Yl′h ,
(106)
where
l′h := (l, l
′
d−1, · · · , l′h−1, lh−2, · · · , l1) .
It is necessary to prove the following
Proposition 9.4.
Q˜D,h,j (l, l
′
h) = 0
if there exists at least one p ∈ {d− 1, · · · , j − 1} such that |lp − l′p| = 2.
Proof. First of all, if ld−1 6= l′d−1, for example l′d−1 = ld−1 + 2 (the case l′d−1 = ld−1 − 2 is
similar), then
Q˜D,h,j (l, l
′
h) = −dl,ld−1+1,Ddl,ld−1+2,DQD,h,j (l, l′h) ,
but QD,h,j (l, l
′
h) = 0 because of (105), and this implies Q˜D,h,j (l, l
′
h) = 0.
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Furthermore, if j ≤ d− 1 and ld−1 = l′d−1, while l′d−2 = ld−2 + 2 (the case l′d−2 = ld−2 − 2
is similar), then it must be〈
Yl′h , Lh,DLj,DYl
〉
=
[
dl,ld−1,DB (ld−1, ld−2, d− 1) dl,ld−1,DA (ld−1 − 1, ld−2 + 1, d− 1)
+dl,ld−1+1,DA (ld−1, ld−2, d− 1) dl,ld−1+1,DB (ld−1 + 1, ld−2 + 1, d− 1)
]
g (l, l′h)
=:g˜ (l, ld−1, ld−2) g (l, l′h) ,
for a certain function g and, similarly,〈
Yl′h , Lj,DLh,DYl
〉
=
[
dl,ld−1,DB (ld−1, ld−2, d− 1) dl,ld−1,DA (ld−1 − 1, ld−2 + 1, d− 1)
+dl,ld−1+1,DA (ld−1, ld−2, d− 1) dl,ld−1+1,DB (ld−1 + 1, ld−2 + 1, d− 1)
]
g (l, l′h)
=:g˜ (l, ld−1, ld−2) g (l, l′h) ,
for the same function g, because QD,h,j (l, l
′
h) = 0; so, also in this case Q˜D,h,j (l, l
′
h) = 0.
In general, if there is a p ∈ {d − 1, · · · , j + 1} such that l′p−1 = lp−1 + 2 (the case
l′p−1 = lp−1 − 2 is similar), while lq = l′q ∀q ≥ p, then〈
Yl′h , Lh,DLj,DYl
〉
=g1 (l, ld−1, · · · , lp)
· [A (lp, lp−1, p)B (lp + 1, lp−1 + 1, p) +B (lp, lp−1, p)A (lp − 1, lp−1 + 1, p)]
· g2 (l, l′h) ,
and〈
Yl′h , Lj,DLh,DYl
〉
=g1 (l, ld−1, · · · , lp)
· [A (lp, lp−1, p)B (lp + 1, lp−1 + 1, p) +B (lp, lp−1, p)A (lp − 1, lp−1 + 1, p)]
· g2 (l, l′h) ,
for the same functions g1 (because lq = l
′
q ∀q ≥ p) and g2 [because QD,h,j (l, l′h) = 0]; so,
also in this case, Q˜D,h,j (l, l
′
h) = 0.
Finally, if l′j−1 = lj−1 + 2 (the case l′j−1 = lj−1− 2 is similar), l′j−2 = lj−2 + 1 (also here,
the case l′j−2 = lj−2 − 1 is similar), while lq = l′q ∀q ≥ j, then〈
Yl′h , Lh,DLj,DYl
〉
=g3 (l, ld−1, · · · , lj)
· [F (lj−1, lj−2, j − 1)A (lj−1 + 1, lj−2, j − 1)]
· g4 (l, l′h) ,〈
Yl′h , Lj,DLh,DYl
〉
=g3 (l, ld−1, · · · , lj)
· [A (lj−1, lj−2, j − 1)F (lj−1 + 1, lj−2 + 1, j − 1)]
· g4 (l, l′h) ,
for the same functions g3 (because lq = l
′
q ∀q ≥ j) and g4 [because QD,h,j (l, l′h) = 0]; so,
because of (82), Q˜D,h,j (l, l
′
h) = 0.
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The last proof implies
[Lh,D, Lj,D]Yl =
∑
|l′p−lp|=1
p=j−2,··· ,h−1
Q˜D,h,j (l, l
′
h)Yl′h , (107)
and from now on assume that l′p = lp ∀p ≥ j − 1, otherwise Q˜D,h,j (l, l′h) = 0.
It is necessary to further investigate about these
Q˜D,h,j (l, l
′
h) when |l′p − lp| = 1, p ∈ {j − 2, · · · , h− 1}.
In order to do this, let
T 11 (lp, lp−1, p) := A(lp, lp−1, p)G(lp + 1, lp−1 + 1, p)− F (lp, lp−1, p)B(lp + 1, lp−1, p),
T 12 (lp, lp−1, p) := B(lp, lp−1, p)F (lp − 1, lp−1 + 1, p)−G(lp, lp−1, p)A(lp − 1, lp−1, p),
T 13 (lp, lp−1, p) := C(lp, lp−1, p)G(lp + 1, lp−1 − 1, p)− F (lp, lp−1, p)D(lp + 1, lp−1, p),
T 14 (lp, lp−1, p) := D(lp, lp−1, p)F (lp − 1, lp−1 − 1, p)−G(lp, lp−1, p)C(lp − 1, lp−1, p);
they fulfill
T 11 (lp, lp−1, p) =
√
(lp + lp−1 + p− 1)(lp − lp−1)
2lp + p− 1 =
dlp,lp−1+1,p+1
2lp + p− 1 ,
T 12 (lp, lp−1, p) = −
√
(lp + lp−1 + p− 1)(lp − lp−1)
2lp + p− 1 = −
dlp,lp−1+1,p+1
2lp + p− 1 ,
T 13 (lp, lp−1, p) = −
√
(lp + lp−1 + p− 2)(lp − lp−1 + 1)
2lp + p− 1 = −
dlp,lp−1,p+1
2lp + p− 1 ,
T 14 (lp, lp−1, p) =
√
(lp + lp−1 + p− 2)(lp − lp−1 + 1)
2lp + p− 1 =
dlp,lp−1,p+1
2lp + p− 1 .
(108)
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Similarly, for n ≥ 2, let
T n1 (lp+n−1, lp, lp−1, p) := [A(lp+n−1, lp+n−2, p+ n− 1)]2 T n−11 (lp+n−2, lp, lp−1, p)
+ [C(lp+n−1, lp+n−2, p+ n− 1)]2 T n−12 (lp+n−2, lp, lp−1, p)
=
dlp,lp−1+1,p+1
2lp+n−1 + p+ n− 2 ,
T n2 (lp+n−1, lp, lp−1, p) := [B(lp+n−1, lp+n−2, p+ n− 1)]2 T n−11 (lp+n−2, lp, lp−1, p)
+ [D(lp+n−1, lp+n−2, p+ n− 1)]2 T n−12 (lp+n−2, lp−1, p)
=− dlp,lp−1+1,p+1
2lp+n−1 + p+ n− 2 ,
T n3 (lp+n−1, lp, lp−1, p) := [A(lp+n−1, lp+n−2, p+ n− 1)]2 T n−13 (lp+n−2, lp, lp−1, p)
+ [C(lp+n−1, lp+n−2, p+ n− 1)]2 T n−14 (lp+n−2, lp, lp−1, p)
=− dlp,lp−1,p+1
2lp+n−1 + p+ n− 2 ,
T n4 (lp+n−1, lp, lp−1, p) := [B(lp+n−1, lp+n−2, p+ n− 1)]2 T n−13 (lp+n−2, lp, lp−1, p)
+ [D(lp+n−1, lp+n−2, p+ n− 1)]2 T n−14 (lp+n−2, lp, lp−1, p)
=
dlp,lp−1,p+1
2lp+n−1 + p+ n− 2 .
(109)
Assume (witout loss of generality) that l′j−2 = lj−2 − 1, then
Q˜D,h,j (l, l
′
h) =
{(
dl,ld−1+1,D
)2 {
[A(ld−1, ld−2, d− 1)]2
{
[A(ld−2, ld−3, D − 3)]2 {· · · }
+ [C(ld−2, ld−3, D − 3)]2 {· · · }
}
+ [C(ld−1, ld−2, d− 1)]2
{
[B(ld−2, ld−3, D − 3)]2 {· · · }
+ [D(ld−2, ld−3, D − 3)]2 {· · · }
}}
+
(
dl,ld−1,D
)2 {
[B(ld−1, ld−2, d− 1)]2
{
[A(ld−2, ld−3, D − 3)]2 {· · · }
+ [C(ld−2, ld−3, D − 3)]2 {· · · }
}
+ [D(ld−1, ld−2, d− 1)]2
{
[B(ld−2, ld−3, D − 3)]2 {· · · }
+ [D(ld−2, ld−3, D − 3)]2 {· · · }
}}}
·Rh,j−1
(
l|j,h, l˜′|j,h
)
,
(110)
where
l|j,h := (lj−2, · · · , lh−1, lh−2) , l˜′|j,h := (lj−2 − 1, · · · , l′h−1, lh−2) .
Remark 5. The {· · · } in (110) is such that
• every [A(lh, lh−1, h)]2 is always left-multiplied by [A(lh+1, lh, h+ 1)]2 or [B(lh+1, lh, h+ 1)]2;
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• every [B(lh, lh−1, h)]2 is always left-multiplied by [C(lh+1, lh, h+ 1)]2 or [D(lh+1, lh, h+ 1)]2;
• every [C(lh, lh−1, h)]2 is always left-multiplied by [A(lh+1, lh, h+ 1)]2 or [B(lh+1, lh, h+ 1)]2;
• every [D(lh, lh−1, h)]2 is always left-multiplied by [C(lh+1, lh, h+ 1)]2 or [D(lh+1, lh, h+ 1)]2;
• the most ‘internal’ term of {· · · } is Tp (lj−1, lj−2, j), with p ∈ {1, 2, 3, 4};
• every T 11 (lj−1, lj−2, j) and T 12 (lj−1, lj−2, j) are always left-multiplied by [A(lj, lj−1, j)]2
or [B(lj, lj−1, j)]
2;
• every T 13 (lj−1, lj−2, j) and T 14 (lj−1, lj−2, j) are always left-multiplied by [C(lj, lj−1, b)]2
or [D(lj, lj−1, j)]
2.
This and (109) imply
Q˜D,h,j (l, l
′
h) =
{(
dl,ld−1+1,D
)2 { [A(ld−1, lD−3, D − 2)]2 TD−j−13 (lD−3, lj−1, lj−2, j − 1)
+ [C(ld−1, lD−3, D − 2)]2 TD−j−14 (lD−3, lj−1, lj−2, j − 1)
}
+
(
dl,ld−1,D
)2 { [B(ld−1, lD−3, D − 2)]2 TD−j−13 (lD−3, lj−1, lj−2, j − 1)
+ [D(ld−1, lD−3, D − 2)]2 TD−j−14 (lD−3, lj−1, lj−2, j − 1)
}}
·Rh,j−1
(
l|j,h, l˜′|j,h
)
(109)
=
[
− (dl,ld−1+1,D)2 + (dl,ld−1,D)2] dlj−1,lj−2,j2ld−1 +D − 3Rh,j−1
(
l|j,h, l˜′|j,h
)
= dlj−1,lj−2,jRh,j−1
(
l|j,h, l˜′|j,h
)
;
(111)
and this proves the following
Theorem 9.3. The equation (110), using the rules of remark 5, becomes
Q˜D,h,j (l, l
′
h) = dlj−1,lj−2,jRh,j−1
(
l|j,h, l˜′|j,h
)
. (112)
The same job can be done with the assumption l′j−2 = lj−2 + 1, in this case the result
is an equation like (110), but with T1 and T2 instead of T3 and T4, respectively; and in this
case it turns out that
Q˜D,h,j (l, l
′
h) = −dlj−1,lj−2+1,j ·Rh,j−1
(
l|j,h, l̂′|j,h
)
, (113)
where l̂′ := (lj−2 + 1, · · · , l′h−1, lh−2).
Finally, definition 5.1 and (112-113) imply
[Lh,D, Lj,D] = iLh,j. (114)
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9.8.2 Proof of (104)2 and (104)3
Let 1 ≤ h < j ≤ d, the definition 5.1 implies that the action of Lj,D in RD is the same of tj in
Rd, the only difference is given by the 1
i
dl,l′d−1,D coefficients and their signs (here l
′
d−1 = ld−1
or l′d−1 = ld−1 + 1), but anyway the action of Lh,j on a Yl does not change the indices l and
ld−1.
According to this and (39), from[
Lh,j, x
j
]
=
1
i
xh it follows [Lh,j, Lj,D] =
1
i
Lh,D,
and from
[Lh,j, x
p] = 0 if p 6= h, j it follows [Lh,j, Lp,D] = 0 if D 6= h, j and p 6= h, j.
9.9 On the action of ‘projected’ coordinate operators xh
The behavior (29)-(30) of a generic ψl,D and the expression of the integration measure dx
of RD in spherical coordinates
dx = rD−1 sind−1 (θd) sind−2 (θd−1) · · · sin (θ2)drdθ1dθ2 · · · dθd
allow to factorize the scalar product
〈
ψl′,D, x
hψl,D
〉
RD in this way:〈
ψl′,D, x
hψl,D
〉
= 〈f0,l′,D, rf0,l,D〉R+ ·
〈
Yl′ , t
hYl
〉
Sd
,
where
〈f0,l′,D, rf0,l,D〉R+ := Ml,DMl′,D
∫ +∞
0
re−
√
kl,D(r−r˜l,D)
2
e−
√
kl′,D(r−r˜l′,D)
2
dr, (115)
while the value of the ‘angular’ scalar product〈
Yl′ , t
hYl
〉
Sd
=
∫
Sd
Y ∗l′ t
hYl
[
sind−1 (θd) sind−2 (θd−1) · · · sin (θ2)
]
dθ1dθ2 · · · dθd
is 〈
Yl′ , t
hYl
〉
Sd
≡ Rh,D (l, l′) ,
according to sections 9.3 and 9.6.
On the other hand, as for section 6.6 in [1],
〈f0,l±1,D, rf0,l,D〉R+ = Ml,DMl±1,D e
−
√
kl,Dkl±1,D(r˜l,D−r˜l±1,D)
2
2(
√
kl,D+
√
kl±1,D)
√
2pi√
kl,D +
√
kl±1,D
r̂l,l±1,D;
with
r̂l,l±1,D =
√
kl,Dr˜l,D +
√
kl±1,Dr˜l±1,D√
kl,D +
√
kl±1,D
. (116)
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Then, in order to calculate 〈f0,l±1,D, rf0,l,D〉R+ at leading orders in 1/
√
k, the following steps
are needed.
First of all
r˜l,D =1 +
b(l, D)
2k
− 3[b(l, D)]
2
4k2
+ 9
[b(l, D)]3
8k3
− 27 [b(l, D)]
4
16k4
+O
(
k−5
)
; (117)
while √
kl,D =
√
2k +
3
2
√
2k
b(l, D)− 9
8
[b(l, D)]2
2k
√
2k
+
27
16
[b(l, D)]3
4k2
√
2k
− 405
128
[b(l, D)]4
8k3
√
2k
+O
(
k−4
)
,
(118)
implies
√
kl,Dkl±1,D =2k +
3
2
[b(l, D) + b(l ± 1, D)]− 9
8
[b(l, D)− b(l ± 1, D)]2
2k
+
27
16
[b(l, D)]3 + [b(l ± 1, D)]3 − [b(l, D)]2 [b(l ± 1, D)]
4k2
− [b(l ± 1, D)]
2 [b(l, D)]
4k2
+O
(
k−3
)
,
(119)
√
kl,D +
√
kl±1,D =2
√
2k +
3
2
b(l, D) + b(l ± 1, D)√
2k
− 9
8
{
[b(l, D)]2 + [b(l ± 1, D)]2}
2k
√
2k
+
27
16
{
[b(l, D)]3 + [b(l ± 1, D)]3}
4k2
√
2k
− 405
128
{
[b(l, D)]4 + [b(l ± 1, D)]4}
8k3
√
2k
+O
(
k−3
)
,
1√
kl,D +
√
kl±1,D
=
1
2
√
2k
− 3
8
[b(l, D) + b(l ± 1, D)]
(2k)
3
2
+
9
16
[b(l, D)]2 + [b(l ± 1, D)]2 + b(l, D)b(l ± 1, D)
(2k)
5
2
+O
(
k−3
)
,
(120)
√√
kl,D +
√
kl±1,D =
√
2
4
√
2k +
3
√
2
8
b(l, D) + b(l ± 1, D)
(2k)
3
4
− 45
√
2
128
[b(l, D)]2 + [b(l ± 1, D)]2 + 2
5
b(l, D)b(l ± 1, D)
(2k)
7
4
− 567
√
2
1024
[b(l, D)]3 + [b(l + 1, D)]2 + 1
3
[b(l, D)]2 b(l ± 1, D) + 1
3
b(l, D) [b(l ± 1, D)]2
(2k)
11
4
+O
(
k−3
)
,
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1√√
kl,D +
√
kl±1,D
=
1√
2 4
√
2k
− 3
√
2
16
b(l, D) + b(l ± 1, D)
(2k)
5
4
+
63
√
2
256
[b(l, D)]2 + [b(l ± 1, D)]2 + 6
7
b(l, D)b(l ± 1, D)
(2k)
9
4
+O
(
k−3
)
.
(121)
So, from (80) and (119), it follows
√
piMl,DMl±1,D = 8
√
kl,Dkl±1,D =
4
√
2k +
3
8
[b(l, D) + b(l ± 1, D)]
(2k)
3
4
− 63
128
[b(l, D)]2 + [b(l ± 1, D)]2 − 2
7
b(l, D)b(l ± 1, D)
(2k)
7
4
+
945
1024
[b(l, D)]3 + [b(l ± 1, D)]3 − 1
5
[b(l, D)]2 b(l ± 1, D)
(2k)
11
4
−
1
5
[b(l ± 1, D)]2 b(l, D)
(2k)
11
4
+O
(
k−3
)
,
and then
Ml,DMl±1,D
√
2pi√
kl,D +
√
kl±1,D
(121)
= 1− 9
64
[b(l, D)− b(l ± 1, D)]2
4k2
+O
(
k−3
)
. (122)
Furthermore, from√
kl,Dr˜l,D
(117)&(118)
=
√
2k +
5b(l, D)
2
√
2k
− 21
8
[b(l, D)]2
2k
√
2k
+
81
16
[b(l, D)]3
4k2
√
2k
+O
(
k−3
)
,
it follows√
kl,Dr˜l,D +
√
kl+1,Dr˜l+1,D =2
√
2k +
5 [b(l, D) + b(l ± 1, D)]
2
√
2k
− 21
8
{
[b(l, D)]2 + [b(l ± 1, D)]2}
2k
√
2k
+
81
16
{
[b(l, D)]3 + [b(l ± 1, D)]3}
4k2
√
2k
+O
(
k−3
)
;
then the last equalities and (116) imply
r̂l,l±1,D =1 +
1
2
b(l, D) + b(l ± 1, D)
2k
− 9
8
[b(l, D)]2 + [b(l + 1, D)]2 + 2
3
b(l, D)b(l ± 1, D)
4k2
+O
(
k−3
)
;
Similarly,
(r˜l,D − r˜l±1,D)2 (117)= [b(l, D)− b(l ± 1, D)]
2
4k2
− 6
{
[b(l, D)]3 + [b(l ± 1, D)]3 − [b(l, D)]2 b(l ± 1, D) [b(l ± 1, D)]2 b(l, D)}
8k3
+O
(
k−4
)
,
(123)
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√
kl,Dkl±1,D (r˜l,D − r˜l±1,D)2
2
(√
kl,D +
√
kl±1,D
) (119),(120)&(123)= 1
4
[b(l, D)− b(l ± 1, D)]2
(2k)
3
2
− 21
16
[b(l, D)]3 + [b(l ± 1, D)]3 − [b(l, D)]2 b(l ± 1, D)− [b(l ± 1, D)]2 b(l, D)
(2k)
5
2
+O
(
k−3
)
,
which implies
e
−
√
kl,Dkl±1,D(r˜l,D−r˜l±1,D)
2
2(
√
kl,D+
√
kl±1,D) =1− 1
4
[b(l, D)− b(l ± 1, D)]2
(2k)
3
2
+
21
16
[b(l, D)]3 + [b(l ± 1, D)]3 − [b(l, D)]2 b(l ± 1, D)− [b(l ± 1, D)]2 b(l, D)
(2k)
5
2
+O
(
k−3
)
.
(124)
So, according to the above equalities,
〈f0,l±1,D, rf0,l,D〉R+ =1 +
1
2
[b(l, D) + b(l ± 1, D)]
2k
− 1
4
[b(l, D)− b(l ± 1, D)]2
(2k)
3
2
− 81
64
[b(l, D)]2 + [b(l ± 1, D)]2 + 54
5
b(l, D)b(l ± 1, D)
4k2
+O
(
k−
5
2
)
.
(125)
Furthermore, (36) and this last equality imply
(cl+1,D)
2 − (cl,D)2 = b(l + 1, D)− b(l − 1, D)
2k
+O
(
1
k2
)
=
2l +D − 2
k
+O
(
1
k2
)
. (126)
Similarly, the scalar product
〈
ψl′,D, t
hψl,D
〉
RD can be factorized, obtaining〈
ψl′,D, t
hψl,D
〉
= 〈f0,l′,D, f0,l,D〉R+ ·
〈
Yl′ , t
hYl
〉
Sd
,
and also in this case 〈
Yl′ , t
hYl
〉
Sd
≡ Rh,D (l, l′)
does not vanish if l′ = ±1. On the other hand, as for the previous ‘radial’ scalar product,
〈f0,l±1,D, f0,l,D〉R+ =Ml,DMl±1,D
∫ +∞
0
e−
√
kl,D
2 (r−r˜l,D)
2
e−
√
kl±1,D
2 (r−r˜l±1,D)
2
dr
'Ml,DMl±1,D
∫ +∞
−∞
e−
√
kl,D
2 (r−r˜l,D)
2
e−
√
kl±1,D
2 (r−r˜l±1,D)
2
dr,
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with ∫ +∞
−∞
e−
√
kl,D
2 (r−r˜l,D)
2
e−
√
kl±1,D
2 (r−r˜l±1,D)
2
dr
=e−
√
kl,Dr˜
2
l,D+
√
kl±1,Dr˜2l±1,D
2
∫ +∞
−∞
e−r
2
√
kl,D+
√
kl±1,D
2
+2r
√
kl,Dr˜l,D+
√
kl±1,Dr˜l±1,D
2 dr
=e
−
√
kl,Dr˜
2
l,D+
√
kl±1,Dr˜2l±1,D
2
+
(
√
kl,Dr˜l,D+
√
kl±1,Dr˜l±1,D)
2
2(
√
kl,D+
√
kl±1,D)
∫ +∞
−∞
e−
√
kl,D+
√
kl±1,D
2 (r−r̂l,l±1,D)
2
dr
=e
−
√
kl,Dkl±1,D
2(
√
kl,D+
√
kl±1,D)
(r˜l,D−r˜l±1,D)
2 ∫ +∞
−∞
e−
√
kl,D+
√
kl±1,D
2 (r−r̂l,l±1,D)
2
dr
=e
−
√
kl,Dkl±1,D
2(
√
kl,D+
√
kl±1,D)
(r˜l,D−r˜l±1,D)
2√
2pi√
kl,D +
√
kl±1,D
,
then
〈f0,l±1,D, f0,l,D〉R+ =Ml,DMl±1,De
−
√
kl,Dkl±1,D
2(
√
kl,D+
√
kl±1,D)
(r˜l,D−r˜l±1,D)
2√
2pi√
kl,D +
√
kl±1,D
(122)&(124)
= 1 +O
(
1
k
3
2
)
.
(127)
9.10 The algebraic relations fulfilled by Lh,j and x
s
9.10.1 Proof of (38)
The proofs of section 9.8.1 can be used here to calculate
[
xh, xj
]
ψl,D when h < j and l < Λ;
this is possible because definition 5.1 implies that the action of Lh,D+1 in RD+1 is very similar
to the one of th (and also of xh) in RD. In fact, the only difference is the replacement of
−1
i
dlD,l+1,D+1 and
1
i
dlD,l,D+1 with cl+1,D and cl,D, respectively.
Then it must be l′p = lp ∀p ≥ j − 1 and[
xh;xj
]
ψl,D =
∑
|l′h−lh|=1
h=j−2,··· ,h−1
Q̂D,h,j (l, l
′
h)ψl′h,D. (128)
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If l′j−2 = lj−2 − 1, then
Q̂D,h,j (l, l
′
h) =
{
(cl+1,D)
2 { [A(l, ld−1, D − 1)]2 TD−j3 (ld−1, lj−1, lj−2, j − 1)
+ [C(l, ld−1, D − 1)]2 TD−j4 (ld−1, lj−1, lj−2, j − 1)
}
+ (cl,D)
2 { [B(l, ld−1, D − 1)]2 TD−j3 (ld−1, lj−1, lj−2, j − 1)
+ [D(l, ld−1, D − 1)]2 TD−j4 (ld−1, lj−1, lj−2, j − 1)
}}
·Rh,j−1
(
l|j,h, l˜′|j,h
)
.
(129)
The equations (109) and (126) imply
Q̂D,h,j (l, l
′
h) =
[− (cl+1,D)2 + (cl,D)2] dlj−1,lj−2,j
2l +D − 2Rh,j−1
(
l|j,h, l˜′|j,h
)
= −dlj−1,lj−2,j
k(Λ)
Rh,j−1
(
l|j,h, l˜′|j,h
)
;
(130)
similarly, if l′j−2 = lj−2 + 1, then
Q̂D,h,j (l, l
′
h) =
dlj−1,lj−2+1,j
k(Λ)
Rh,j−1
(
l|j,h, l̂′|j,h
)
; (131)
and then, when l < Λ, [
xh, xj
]
ψl,D = −i Lh,j
k(Λ)
ψl,D.
On the other hand, if l = Λ, the only difference is that cΛ+1,D = 0 and then (of course, the
calculations of section 9.8.1 are used also here)[
xh, xj
]
ψΛ,ld−1,··· ,l1,D = i
(cΛ,D)
2
2Λ +D − 2Lh,jψΛ,ld−1,··· ,l1,D.
According to this,
[
xh, xj
]
= i
[
− I
k(Λ)
+
(
1
k(Λ)
+
(cΛ,D)
2
2Λ +D − 2
)
P̂Λ,D
]
Lh,j.
9.10.2 Proof of (40)
The proofs of section 9.7 can be used here to calculate the value of R2ψl,D; in fact it is easy
to see that, when l < Λ,
R2ψl,D =
[
(cl+1,D)
2 Z1,d (l) + (cl,D)
2 Z2,d (l)
]
ψl,D
(98)
=
{
1 +
[b(l, D) + b(l + 1, D)]Z1,d (l)
2k(Λ)
+
[b(l, D) + b(l − 1, D)]Z2,d (l)
2k(Λ)
+O
(
1
k2
)}
ψl,D
=
{
1 +
b(l, D) + [b(l + 1, D)] l+D−2
2l+D−2 + [b(l − 1, D)] l2l+D−2
2k(Λ)
+O
(
1
k2
)}
ψl,D.
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On the other hand, if l = Λ, cΛ+1,D = 0; so
R2ψΛ,ld−1,··· ,l1,D =
[
(cΛ,D)
2 Λ
2Λ +D − 2
]
ψΛ,ld−1,··· ,l1,D.
And then, [up to O
(
1
k2
)
]
R2ψl,D =
{
1 +
b(l, D) + [b(l + 1, D)] l+D−2
2l+D−2 + [b(l − 1, D)] l2l+D−2
2k(Λ)
−
[(
1 +
b(Λ, D) + b(Λ + 1, D)
2k(Λ)
)
Λ +D − 2
2Λ +D − 2
]
P̂Λ,D
}
ψl,D.
9.11 The product of two D-dimensional spherical harmonics
First of all, it is important to summarize that in section 9.4 it has been shown that (in the
following equations there is not any multiplicative constant, depending on the indices of P ,
because they are not relevant also in this case, except when that constant is 0)
P−ml (cos θ) = (sin θ)
m P˜−ml (cos θ) ,
where 0 ≤ m ≤ l, P˜−ml (cos θ) is a polynomial of degree l−m in cos θ which does not contain
any term of degree l −m− (2n+ 1), with n ∈ N0; so, coming back to jP lL(θ),
hP
m
l (θ) = (sin θ)
m P˜
−(m+h−22 )
l+h−2
2
(cos θ) = (sin θ)m
{
[cos θ]l−m + [cos θ]l−m−2 + · · ·
}
. (132)
It is now possible to calculate the product of two spherical harmonics Yl′ and Yl; first of all,
eil
′
1θ1eil1θ1 = ei(l1+l
′
1)θ1 , then
2P
l′1
l′2 (θ2) 2P
l1
l2
(θ2) e
i(l1+l′1)θ1
(132)
= (sin θ2)
l′1
[
(cos θ)l
′
2−l′1 + (cos θ)l
′
2−l′1−2 + (cos θ)l
′
2−l′1−4 + · · ·
]
2P
l1
l2
(θ2) e
i(l1+l′1)θ1
(74)
=
[
2P
l1+l′1
l2+l′2 (θ2) + 2P
l1+l′1
l2+l′2−2 (θ2) + 2P
l1+l′1
l2+l′2−4 (θ2) + · · ·
]
ei(l1+l
′
1)θ1 .
(133)
Similarly,[
3P
l′2
l′3 (θ3) 3P
l2
l3
(θ3)
]
2P
l1+l′1
l2+l′2 (θ2)
(132)
= (sin θ3)
l′2
[
(cos θ3)
l′3−l′2 + (cos θ3)
l′3−l′2−2 + (cos θ3)
l′3−l′2−4 + · · ·
]
2P
l1+l′1
l2+l′2 (θ2)
(74)
=
[
3P
l2+l′2
l3+l′3 (θ3) + 3P
l2+l′2
l3+l′3−2 (θ3) + 3P
l2+l′2
l3+l′3−2 (θ3) + · · ·
]
2P
l1+l′1
l2+l′2 (θ2) .
(134)
Furthermore, in order to calculate
3P
l′2
l′3 (θ3) 3P
l2
l3
(θ3) 2P
l1+l′1
l2+l′2−2 (θ2) ,
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the formula (74)2 must be used l
′
2 − 1 times and then 1 time the formula (74)1 in cor-
respondence of sin θ3·, while the formula (74)3 must be used in correspondence of cos θ3·;
then
3P
l′2
l′3 (θ3) 3P
l2
l3
(θ3) 2P
l1+l′1
l2+l′2−2 (θ2)
(132)
= (sin θ3)
l′2
[
(cos θ3)
l′3−l′2 + (cos θ3)
l′3−l′2−2 + (cos θ3)
l′3−l′2−4 + · · ·
]
3P
l2
l3
(θ3) 2P
l1+l′1
l2+l′2−2 (θ2)
(74)
=
[
3P
l2+l′2−2
l3+l′3 (θ3) + 3P
l2+l′2−2
l3+l′3−2 (θ3) + 3P
l2+l′2−2
l3+l′3−4 (θ3) + · · ·
]
2P
l1+l′1
l2+l′2−2 (θ2) ,
(135)
and so on with the other angles and factors.
According to this,
Yl′Yl =
l+l′∑
l′′=0
ld−1+l′d−1∑
l′′d−1=0
· · ·
l2+l′2∑
l′′2=0
γl′′Yl′′ , where l
′′ :=
(
l′′, l′′d−1, · · · , l′′2 , l1 + l′1
)
; (136)
so, this last equation describes the action of the generic multiplication operator Yl′ · on the
Hilbert space of D-dimensional spherical harmonics.
Furthermore, from section 9.3.3 and the fact that the th commute it follows
Yl =
∑
α∈(N0)D
‖α‖1=l
cαl
(
t1
)α1 (t2)α2 · · · (tD)αD
=
∑
α∈(N0)D
‖α‖1=l
cαl
(α1)!(α2)! · · · (αD)!
l!
∑
h
N (h,α, t1, t2, · · · , tD) ,
where cαl is a suitable constant and N (h,α, t1, t2, · · · , tD) is the ordered monomial ob-
tained applying pih (the permutation with ripetition of l objects with α1 identical objects of
type 1, α2 identical objects of type 2,..., αD identical objects of type D) to the monomial
(t1)
α1 (t2)
α2 · · · (tD)αD .
Inspired by this, define the fuzzy approximations Ŷl of the spherical harmonics Yl as
Ŷl :=
∑
α∈(N0)D
‖α‖1=l
cαl
(α1)!(α2)! · · · (αD)!
l!
∑
h
N
(
h,α, x1, x2, · · · , xD) . (137)
It is also important to underline that
Remark 6. From |A|, |B|, |C|, |D|, |F |, |G| ≤ 1 it follows∣∣∣sin θjP lL (θ)∣∣∣ ≤ ∣∣∣jP l+1L+1 (θ)∣∣∣+ ∣∣∣jP l+1L−1 (θ)∣∣∣ ,∣∣∣sin θjP lL (θ)∣∣∣ ≤ ∣∣∣jP l−1L+1 (θ)∣∣∣+ ∣∣∣jP l−1L−1 (θ)∣∣∣ ,∣∣∣cos θjP lL (θ)∣∣∣ ≤ ∣∣∣jP lL+1 (θ)∣∣∣+ ∣∣∣jP lL−1 (θ)∣∣∣ .
(138)
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This, the recursive procedures of section 9.4 and the calculations of this section, imply that
the product jP
l′
L′ (θ) jP
l
L (θ) when Λ ≥ L′ ≥ l′ ≥ 0 and Λ ≥ L ≥ l ≥ 0 is the sum of (at
most) Λ2Λ terms jP
l′′
L′′ (θ), and some of them may have the same indices. Furthermore,
(138) implies that the product of jP
l
L by sin θ and cos θ returns coefficients that are bounded
by 1, while in (27) every jP
l
L(θ) contains a normalization constant which is less or equal
than (2Λ)!.
9.12 Some proofs about convergence
Let ϕ ∈ HΛ,D, with ‖ϕ‖2 = 1, and
ϕ =
∑
0≤l≤Λ
lh−1≤lh for h=d,··· ,3
|l1|≤l2
ϕlψl,D
be the decomposition of ϕ in that orthonormal basis of HΛ,D; of course, ‖ϕ‖2 = 1 implies
|ϕl| ≤ 1.
According to these statements,∥∥(xh − th)ϕ∥∥
2
≤
∑
0≤l≤Λ
lh−1≤lh for h=d,··· ,3
|l1|≤l2
|ϕl|
∥∥(xh − th)ψl,D∥∥2
|ϕl|≤1≤
∑
0≤l≤Λ
lh−1≤lh for h=d,··· ,3
|l1|≤l2
∥∥(xh − th)ψl,D∥∥2
∗≤[dimHΛ,D]2
(
b(l + 1, D) + 2b(l, D) + b(l − 1, D)
4k
)
#
≤[dimHΛ,D]2 b(Λ, D)
k
;
where the ∗ inequality follows from the fact that the sum is of dimHΛ,D elements, that both
xhψl,D and t
hψl,D can be written as the linear combination of (at most) dimHΛ,D elements,
that |A|, |B|, |C|, |D|, |F |, |G| ≤ 1 , that 〈ψl′,D, xhψl,D〉RD and 〈ψl′,D, thψl,D〉RD do not vanish
if l′ = l ± 1, and the values of the corresponding ‘radial’ scalal product are
〈f0,l±1,D, rf0,l,D〉R+
(125)
= 1 +
1
2
[b(l, D) + b(l ± 1, D)]
2k
+O
(
1
k
3
2
)
and 〈f0,l±,D, f0,l,D〉R+
(127)
= 1 +O
(
1
k
3
2
)
;
while the # inequality follows from (19)1.
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So, if
k (Λ) ≥ Λ [dimHΛ,D]2 b(Λ, D), then
∥∥(xh − th)ϕ∥∥
2
Λ→+∞−→ 0.
In section 9.11 there is the product between two generic D-dimensional spherical har-
monics and the in section 9.3.3 it is shown that every D-dimensional spherical harmonic is
a homogeneous polynomial in the th variables, this suggested the definition (137).
Those Ŷl are the fuzzy spherical harmonics, they are elements of B[L2(Sd)] and, in
particular,
Remark 7. The action of Ŷl on Yl′ can be obtained through the following replacements to
Yl · Yl′:
• replace every A (l, ld−1, D − 1) with cl+1,DA (l, ld−1, D − 1);
• replace every B (l, ld−1, D − 1) with cl,DB (l, ld−1, D − 1);
• replace every C (l, ld−1, D − 1) with cl+1,DC (l, ld−1, D − 1);
• replace every D (l, ld−1, D − 1) with cl,DD (l, ld−1, D − 1);
• replace every F (l, ld−1, D − 1) with cl+1,DF (l, ld−1, D − 1);
• replace every G (l, ld−1, D − 1) with cl,DG (l, ld−1, D − 1).
On the other hand, the fuzzy analogs of the vector space B(Sd) are defined as
CΛ,D := spanC
{
Ŷl : 2Λ ≥ l ≡ ld ≥ · · · ≥ l2 ≥ |l1|, li ∈ Z∀i
}
⊂ AΛ,D ⊂ B[L2(Sd)], (139)
and here the highest l is 2Λ because Ŷ2Λ,2Λ,··· ,2Λ is the ‘highest’ multiplying operator acting
nontrivially on HΛ,D (it does not annihilate ψΛ,Λ,··· ,−Λ,D).
So
CΛ,D =
2Λ⊕
l=0
Vl,D (140)
is the decomposition of CΛ,D into irreducible components under O(D); furthermore, Vl,D is
trace-free for all l > 0, i.e. its projection on the single component V0,D is zero and it is easy
to see that (140) becomes the decomposition of B(Sd), C(Sd) in the limit Λ→∞.
However, the fuzzy analog of f ∈ B(Sd) is
fˆΛ :=
2Λ∑
l=0
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
flŶl ∈ AΛ,D ⊂ B[L2(S2)]. (141)
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9.12.1 Proof of Proposition 7.1
Let φ, f ∈ B (Sd), then
(f − fˆΛ)φ =
Λ∑
l=0
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
Ylχl +
∑
l>Λ
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
Yl(fφ)l,
(142)
where
χl := (fφ)l − (fˆΛφ)l , (fφ)l = 〈Yl, fφ〉 and
(
fˆΛφ
)
l
= 〈Yl, fˆΛφ〉;
in particular
χl =
〈
Yl,
(
f − fˆΛ
)
φ
〉
=
〈
Yl,
2Λ∑
l′=0
∑
l′d−1≤l′
l′h−1≤l′h for h=d−1,··· ,3
|l′1|≤l′2
fl′
(
Yl′ − Ŷl′
)
φ
〉
=
2Λ∑
l′=0
∑
l′d−1≤l′
l′h−1≤l′h for h=d−1,··· ,3
|l′1|≤l′2
+∞∑
l′′=0
∑
l′′d−1≤l′′
l′′h−1≤l′′h for h=d−1,··· ,3
|l′′1 |≤l′′2
fl′φl′′
〈
Yl,
(
Yl′ − Ŷl′
)
Yl′′
〉
.
(143)
On the other hand,
‖(f − fˆΛ)φ‖2 =
Λ∑
l=0
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
|χl|2 +
∑
l>Λ
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
|(fφ)l|2,
(144)
the second sum goes to zero as Λ→∞, it remains to show that the first sum does as well.
The sum over l′ in (143) consists of at most dimH2Λ,D elements, as for the one over l′′
(because 0 ≤ l ≤ Λ),; the equality (136) can be applied in this case, and it implies that
both Yl′Yl′′ and Ŷl′Yl′′ can be written as a linear combination of, at most, dimH2Λ,D basis
elements, then the sum in (143) is made up by at most [dimH2Λ,D]3 non-vanishing addends,
while the one over l in (144) is of at most dimHΛ,D elements.
In addition, the fact that in (27) every jP
l
L(θ) contains a normalization constant which is
less or equal than (2Λ)!, that the highest coefficient multiplying a power of cos θ in P lL (cos θ)
is less or equal than
2Λ [(2Λ + 1)!!]2 ,
that |A|, |B|, |C|, |D|, |F |, |G| ≤ 1, that 〈ψl′,D, xhψl,D〉RD and 〈ψl′,D, thψl,D〉RD do not vanish
if l′ = l ± 1, and the values of the corresponding ‘radial’ scalal product are
〈f0,l±1,D, rf0,l,D〉R+
(125)
= 1 +
1
2
[b(l, D) + b(l ± 1, D)]
2k
+O
(
1
k
3
2
)
and 〈f0,l±,D, f0,l,D〉R+
(127)
= 1 +O
(
1
k
3
2
)
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imply
Λ∑
l=0
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
|χl|2 ≤ [dimHΛ,D]
{
[dimH2Λ,D]3 [(2Λ)!]D 2ΛD [(2Λ + 1)!!]2D Λb(Λ, D)
k(Λ)
}2
So, if
k (Λ) ≥ Λ2[dimH2Λ,D]3 [(2Λ)!]D 2ΛD [(2Λ + 1)!!]2D b(Λ, D)
√
dimHΛ,D,
then
‖(f − fˆΛ)φ‖2 ≤ ‖f‖2 ‖φ‖2 1
Λ2
+
∑
l>Λ
∑
ld−1≤l
lh−1≤lh for h=d−1,··· ,3
|l1|≤l2
|(fφ)l|2 Λ→∞−→ 0, (145)
i.e. f̂Λ → f · strongly for all f ∈ B
(
Sd
)
, as claimed.
The replacement f 7→ fg, implies that (̂fg)Λ → (fg)· strongly for all f, g ∈ B
(
Sd
)
, while
from (145) it follows
‖(f − fˆΛ)φ‖2 ≤ ‖f‖2 ‖φ‖2 1
Λ2
+ ‖fφ‖2 ≤
(
‖f‖2
Λ2
+ ‖f‖2∞
)
‖φ‖2 , (146)
with √
‖f‖2
Λ2
+ ‖f‖2∞ ≤
√
‖f‖2 + ‖f‖2∞ ≤ ‖f‖+ ‖f‖∞ , (147)
and then
‖fˆΛφ‖ ≤ ‖(fˆΛ−f)φ‖+ ‖fφ‖ ≤ ‖(fˆΛ−f)φ‖+ ‖f‖∞‖φ‖
(146)&(147)
≤ (‖f‖+ 2‖f‖∞) ‖φ‖, (148)
i.e. the operator norms ‖fˆΛ‖op of the fˆΛ are bounded uniformly in Λ: ‖fˆΛ‖op ≤ ‖f‖+2‖f‖∞.
Therefore, as claimed, (145) implies
‖(fg − fˆΛgˆΛ)φ‖ ≤ ‖(f − fˆΛ)gφ‖+ ‖fˆΛ(g − gˆΛ)φ‖
≤ ‖(f − fˆΛ)(gφ)‖+ ‖fˆΛ‖op ‖(g − gˆΛ)φ‖ Λ→∞−→ 0. (149)
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