There exist several works in the literature in which fitness functions based on a combination of weighted measures for the discovery of association rules have been proposed. Nevertheless, some differences in the measures used to assess the quality of association rules could be obtained according to the values of the weights of the measures included in the fitness function. Therefore, user's decision is very important in order to specify the weights of the measures involved in the optimization process. This paper presents a study of well-known quality measures with regard to the weights of the measures that appear in a fitness function. In particular, the fitness function of an existing evolutionary algorithm called QARGA has been considered with the purpose of suggesting the values that should be assigned to the weights, depending on the set of measures to be optimized. As initial step, several experiments have been carried out from 35 public datasets in order to show how the weights for confidence, support, amplitude and number of attributes measures included in the fitness function have an influence on different quality measures according to several minimum support thresholds. Second, statistical tests have been conducted for evaluating when the differences in measures of the rules obtained by QARGA are significative, and thus, to provide the best weights to be considered depending on the group of measures to be optimized. Finally, the results obtained when using the recommended weights for two real-world applications related to ozone and earthquakes are reported.
Introduction
The discovery of association rules is an effective computational technique focused on the extraction and representation of meaningful relationships among different variables. It was first defined by Agrawal et al. in [1] but the authors only considered the use of discrete variables. Nonetheless, when the domain of the variables involved in the rule extraction process is continuous, the rules obtained are called quantitative. In this case, they are called quantitative association rules and will hereinafter be referred to QAR. One of the first and most used algorithms is Apriori, which was also proposed by Agrawal et al. [2] one year later.
The mining of QAR is typically associated with the non-supervised learning, in which datasets lack a priori information about the internal structure of data or about how attributes are interrelated. Given this kind of input, the challenging task faced by QAR is to find groups of attributes that exhibit similar behavior. These groups must be formulated as comprehensive rules so that the relationships existing among the attributes can be easily interpreted.
There exist several measures to assess the quality of the QAR. All these measures are conceived to separately evaluate different properties of the rules. In this sense, it is quite common to model the rule extraction process by means of a multi-objective (MO) fitness function. This function aims at jointly maximizing a set of measures and its election depends on the type of rules searched for.
Different strategies can be found in the literature to solve MO problems. On one hand, there exist Pareto-based MO algorithms, which attempt at discovering the best trade-off among conflicting objectives. On the other hand, many fitness functions seeking for the optimization of a single objective can also be found in the literature. In them, some input parameters are required to weight, and therefore favor or penalize, the relevance of the measures. The improvement of certain measures is easily achieved by using these functions, insofar as such measures do not assess conflicting properties.
A vast majority of works focused on QAR mining only include the measures support and confidence in the fitness function. Nevertheless, there are many other measures, as gathered and reported in [17] , that are ignored in this configuration. The negative effect that might be caused in other properties is simply not taken into account. All the measures considered in this work as well as their mathematical formulation are summarized in Table 1 , where n(X) is the number of occurrences of the itemset X in the dataset and N is the total number of instances in the dataset. ND stands for negatively dependent, PD for positively dependent and I for independent.
A preliminary study about how the weights, in a fitness function based on a sum of weighted measures, have an influence on the quality measures was provided in [20] . However, this study was reduced as it was applied only for the weights associated to the support and confidence measures.
The main goal of this work is to conduct an extensive study to evaluate the effect of varying different weights for different ranges in a fitness function. Another significant goal is to provide the researcher with several guidelines to set the weights of any fitness function, according to the preset objectives that are wanted to be maximized. Additionally, multiple relationships between the weight variations and the quality measures are inferred in this work. The algorithm selected to perform such tasks, to which different experimental setups have been applied, is QARGA [16] .
The remainder of the paper is as follows. Section 2 overviews the most relevant works recently published with techniques using a weighted sum-based fitness function. The QARGA algorithm as well as the design of the experimental setup is described in Section 3. Section 4 provides a description of the datasets. It also includes the setup of the parameters involved in the process. Moreover the analysis itself is reported as well as some statistical tests. Finally, Section 5 summarizes the conclusions drawn from the analysis conducted.
Related work
This section is devoted to examine the latest and most relevant works recently published. In particular, those focused on the extraction of QAR by means of fitness functions constructed as a combination of weighted objectives.
Although the optimization of only support and confidence is a usual strategy for defining fitness functions, some works use fitness functions even simpler. Such is the case of EARMGA, an evolutionary algorithm introduced in [28] that only considered the confidence as quality measure to be maximized. It is worth mentioning that the authors did not compute the actual minimum support.
An approach called QuantMiner was introduced in [26] . It used confidence and support as metrics to evaluate its performance. This genetic algorithm was defined in order to provide satisfactory intervals for numeric attributes. The algorithm was compared to GAR [22, 23] , another algorithm with similar features, to assess the accuracy.
An approach based on an evolutionary algorithm providing an antecedent with a variable number of attributes was published in 2001 [21] . This algorithm, called GENAR, included support, confidence and number of recovered instances in the fitness function. A similar fitness function, but adding the comprehensibility and the amplitude of the intervals to the aforementioned set of attributes, was used in Pachón et al. [24] naming the algorithm GAR-Plus. A comparative analysis of the quality of EARMGA, GAR and EARMGA was presented in [5] , where all the three algorithms were applied to two different datasets than those of the original papers. The coverage and their efficiency were reported.
Another genetic algorithm was proposed in 2011 by Soto and Olaya-Benavides [27] . This algorithm included four weighted measures in the fitness function: support, confidence, comprehensibility and interest. A weighted support based on the individual weight of the items according to their importance in the dataset was calculated in [25] .
The extraction of QAR can also be found in bioinformatics. For instance, the analysis of microarray gene-expression data by means of QAR based on half-spaces was introduced in [10] . The measures selected to form the fitness function were interestingness, support, confidence and coverage.
All the algorithms mentioned so far only explored positive dependencies. However, it is well-known that negative dependencies can also provide meaningful information. In this sense, a genetic algorithm to extract QAR with positive and negative dependencies was proposed in [3] . To achieve such task, the authors formed a fitness function composed of the five quality measures: support, confidence, number of attributes, recovered records and amplitude. A multiobjective version was introduced two years later by the same authors using, this time, a Paretobased evolutionary algorithm [4] .
Recently, the study of the positive and negative dependencies by means of a multi-objective evolutionary algorithm has been proposed [19] . MOPNAR's fitness function consists of three measures to be optimized: the interestingness, the comprehensibility and what they named performance, a modification of the coverage. The performance and efficiency of MOPNAR was evaluated by comparing the algorithm to up to nine different approaches. One of the main benefits of this algorithm claimed by the authors is its low computational cost. Note that this algorithm extends MOEA/D [14] by introducing two new components into the evolutionary model: an external population and a restarting process. MOEA/D was designed to deal with especially complicated Pareto sets.
The extraction of fuzzy QAR has also been addressed. In particular, the use of Pareto-optimal fuzzy rules as candidate rules in classification problems by means of a genetic algorithm was proposed in [12] . The standard single objective genetic algorithm (SOGA) maximizes a weighted sum-based fitness function composed of the number of correctly classified training patterns, the number of fuzzy rules of such set and the total number of attributes in the antecedent of the rule. Almost the same authors examined the effect of using weighted sum-based fitness functions for parent selection and generation update [13] . That effect was tested on the performance of NSGA-II [7] for a high-dimensional space of a multi-objective problem. An interesting review of QAR learning was presented in [8] . It explores fuzzy (and also crisp) rule extraction processes by means of evolutionary algorithms. Table 2 summarizes the measures used in the works reviewed in this section. It can be noted that support and confidence present a generalized use. However, the optimization of only these measures is not usually enough since: (a) if only the support is maximized, very general QAR could be obtained since the interval amplitudes might reach the whole domain of each attribute and (b) if only the confidence is maximized, rules with few instances might be generated and negative dependencies among attributes might be missed. For this reason, other existing measures to assess the quality of QAR were introduced in Section 1 and will be jointly used for the rest of this work.
From the analysis of this section, it can be easily concluded that there exist many fitness function proposals based on a combination of weighted objectives in a single equation. However, their performance is very sensitive to the choice of the weights of the measures included within the fitness function and there is no even consensus on which measures and what weights have to be used. Therefore, there exists a need to provide some hints to create and initialize fitness functions to mine QAR. To fill such a gap is, precisely, the main goal of the work proposed here.
Methodology
This section presents a general description of the QARGA algorithm used to obtain QAR. The experimentation framework carried out in order to analyze how QAR are influenced regarding the weights of the fitness function is also described.
Description of QARGA
The QARGA algorithm is used to study the QAR obtained, according to the weights which provide more or less relevance to the measures included in the fitness function. A detailed description of the algorithm can be found in [18] .
QARGA is a real-coded genetic algorithm designed to discover existing relationships, specifically QAR, among several variables. Namely, each individual of the population constitutes a rule. These rules are then subjected to an evolutionary process, in which the mutation and crossover operators are applied and, at the end of the process, the individual that presents the best fitness is designated as the best rule.
The individuals are codified using two arrays, each of them with a number of elements equal to the number of attributes of the dataset. The first array is composed of upper and lower limits of intervals to which the attributes belong to, and the second one is composed of values 1 and 2, depending on if the attribute belongs to antecedent or consequent, respectively, or value 0 if the attribute is not in the rule.
The individuals of the initial population are randomly generated. That is, the number of attributes appearing in the rule, the values that indicate if the attribute belongs to antecedent or consequent and the intervals for each attribute are randomly generated. Several constraints are considered to assure that the individuals represent sound rules when the genes are generated. The genetic operators are briefly described as follows.
1. Selection: An elitist strategy is used to replicate the individual with the best fitness. By contrast, a roulette selection method is used for the remaining individuals rewarding the best individuals according to the fitness. 2. Crossover: Two parent individuals, chosen by means of the roulette selection, are combined to generate a new individual. First, all the attributes associated to each parent are analyzed. The attribute would belong to the antecedent in the new individual if the attribute in both parents belongs to the antecedent, and to the consequent if the attribute belongs to the consequent in both parents. Moreover, in these two cases, the interval is obtained generating two random numbers among the limits of the intervals of both parents. Thus, the lower interval is generated by means of a random number that belongs to the interval formed by both lower intervals of the parents; the upper interval is analogously calculated. Otherwise, if the attribute belongs to the antecedent in the father individual and to the consequent in the mother individual or vice versa, then the attribute would be randomly chosen between both parents. In this case, the interval of such attribute is the interval of the ancestor selected. 3. Mutation: It consists in varying one gene of the individuals. The mutation can be focused on the modification of the attribute from antecedent to consequent, from consequent to antecedent or from antecedent or consequent to null, or on the intervals, in which three different cases are possible: equiprobable mutation of the upper limit, of the lower limit or of both limits of the interval. For this aim, a random value between 0 and the maximum amplitude is generated and will be added or subtracted to the limit of the interval which is randomly selected.
The fitness of each individual in the evolutionary process allows determining which are the best candidates to remain in subsequent generations. In order to make this decision, its calculation involves several measures that provide information about the rules. The fitness function has been designed to maximize a combination of different measures of QAR. The fitness function proposed in [16] to be maximized by QARGA was
where sup is the support of the rule, conf is the confidence of the rule, recov is the ratio of instances which had already been covered, nAttrib is the number of attributes appearing in the rule and ampl is the average size of intervals of the attributes belonging to the rule. It can be appreciated that the fitness function presents a set of weights, w s ; w c ; w n ; w a and w r , to drive the process of search of rules and will vary depending on the required rules. Therefore, the user should be aware of the importance of each measure in order to specify the weights considering that significant differences in the QAR quality measures could be obtained.
Experimental design
It is well known that one of the shortcomings of a fitness function defined as a sum of weighted measures is the parametrization of such weights. A detailed study of the relative influence of each weight on the rules obtained by QARGA is provided in Section 4.
With that purpose, several experiments were designed to highlight the main differences in measures performance when the weights of the fitness function are modified according to several minimum support thresholds, namely 0, 0.05 and 0.1. Thus, QAR-GA is forced to learn QAR with an established minimum support as it penalizes the fitness function of the individuals of the population which do not satisfy the minimum support threshold.
First of all, the experimentation is based on the analysis with regard to the weights for the confidence and support measures, and second, with regard to the number of attributes and the amplitude of the intervals. In particular, two experiments, one for each pair of measures, have been carried out.
The first experiment consists in varying the weights for confidence and support measures by using a given minimum support threshold. Specifically, the weight values for support and confidence measures, w s and w c , vary from 0 to 1 with increments of 0.1 (11 different values for both weights). Hence, QARGA was run 363 (3 Â 11 Â 11) times in total for each dataset. The results are summarized in a table for each minimum support threshold as follows: the weight of confidence is fixed and the weight of support varies from 0 to 1 (or vice versa) in order to analyze how the weight of the confidence measure (or the support measure) affects on the remaining measures, independently of the weights of last ones. Note that the rest of the weights included in QARGA's fitness function have been set to 1 in order to avoid their influence in the results and to ensure that the remaining measures are present in the fitness function.
The same experiment for the weights of the amplitude and number of attributes measures is made with a minimum support threshold of 0.05. In this case, the weights considered for the remaining measures have been set to 1 for w s and 0.5 for w c . Thus, QARGA was run 121 (11 Â 11) times for each dataset.
Second, statistical tests have been conducted for all measures to evaluate if the differences in measures of the rules obtained by QARGA, reported from two previous experiments, are significative. For that, a minimum support threshold of 0.05 has been considered, for each dataset a weight, w n , w a , w s or w c , is set and the mean of each measure for the 11 different values of the weight, w a , w n , w c or w s , respectively, is computed. For example, w n is fixed and the mean of each measure for the 11 values of w a is calculated.
Finally, QARGA was executed 5 times and 20 rules were obtained in each execution to compare the measures when using a set of default weights and the recommended weights provided for the results of statistical tests for two real-world applications related to ozone and earthquakes.
Experimental study

Datasets description
This section presents the main features of the datasets used in the study carried out in this work. Several datasets have been retrieved from the public BUFA repository [11] . In particular, the thirty-five public datasets from BUFA repository used in [17] . Note that Buying, Country, College, Education, Read and Usnews College have been preprocessed using K-means Imputation method proposed in [9] (available in the KEEL tool [6] ) in order to deal with missing values. Table 3 describes the number of attributes and instances for the datasets from BUFA repository.
Likewise, two different real-world datasets have been analyzed to validate the conclusions achieved after the study performed. Specifically, datasets from a meteorological and seismological context have been used. First, the tropospheric ozone dataset is composed of climatological time series such as temperature, humidity, direction and speed of the wind, several variables such as the hour of the day and the day of the week and, finally, the tropospheric ozone. These variables have influence on the ozone concentration in the atmosphere, which is the target agent. All variables have been retrieved from the meteorological station of the city of Seville in Spain for the months from July to August during the years 2003 and 2004, generating a dataset with 7 quantitative attributes and 1488 instances. These months have been selected due to the highest concentration of ozone reported.
The earthquake dataset [15] has been retrieved from the Spanish's National Geographical Institute. This dataset consists of 4 quantitative attributes and 873 instances related to the location and the magnitude of Spanish earthquakes collected from 1981 to 2008. Table 4 summarizes the number of attributes and instances for the ozone and earthquakes datasets.
Parameters setup
As for the values for the main parameters of QARGA, it is noteworthy that these values have been used for all executions independently of the different values for the weights.
The main parameters of QARGA are 100 for the size of the population, 100 for the number of generations, 0.1 for the mutation probability p mut of the individuals and 0.2 for the mutation probability p mutgen of each gene in the individual. The maximum number of attributes which could be included in both the antecedent and consequent are 10 and 5, respectively. Note that antecedent and consequent must contain one attribute at least. QARGA has obtained 100 QAR for each public dataset and for each configuration of the weights of the fitness function.
In contrast, only 20 QAR have been found for the two realworld datasets.
Analysis of the quality measures
A detailed analysis of the QAR quality measures according to variations in the weights of the measures included in the fitness function to be optimized by QARGA is presented in this section. To this aim, QARGA has been applied following two phases.
In the first phase, the performance of several quality measures is studied according to different minimum support thresholds and variations of w s and w c . In the second phase, the behavior of the same set of quality measures is analyzed regarding variations of w n and w a . The results obtained by QARGA when optimizing the fitness function with variations in the weights of the measures are discussed. Afterwards, a non-parametric statistical analysis will be conducted to detect significant differences in the quality measures of the rules obtained by QARGA. Finally, the conclusions achieved will be applied to real-world datasets to show if better results are obtained when the best sets of weights are applied instead of using non-weighted objectives in the fitness function.
As described in Section 3.2, QARGA has been executed 363 times for each dataset, that is, a total of 12 705 executions in the first phase. In addition, QARGA has been run 121 times for each dataset, that is, 4235 executions in the second phase. In order to perform the study, the average results for the 35 datasets using the same values of the weights as much in the first as the second phase have been retrieved. Several interestingness measures have been calculated to assess the quality of the QAR obtained by QARGA for each execution. In particular, support, confidence, lift, gain, leverage, accuracy, number of attributes, amplitude of the attributes, number of the rules obtained and percentage of covered records have been computed. The equation of these measures can be found in Table 1 and are thoroughly detailed in [16] .
Analyzing the influence of w s and w c
Regarding the first phase, the average results of the 12 705 runs for each minimum support threshold are reported in Tables 5,  7 and 9, respectively. Tables 6, 8 and 10 show the studied quality measures grouped by similar behavior according to the w s and w c variations and the minimum support threshold 0, 0.05 and 0.1, respectively.
Tables 5, 7 and 9 are described as follows:
In the first rows from 0 to 10, each row represents the average values of the considered quality measures for the QAR obtained in each dataset from executions that have a fixed w s value and values for w c (11 values) that vary from 0 to 1 summing up Table 5 shows the average values in terms of covered instances, rule support, lift, confidence, accuracy, number of attributes, leverage, certainty factor and gain of the QAR obtained by QARGA with a minimum support threshold set to 0. It can be observed that the average confidence, accuracy, certainty factor and gain reach values close to 100% and 1. However, the average support obtained is around 1%, the rules found have extremely narrow intervals and a high number of attributes is obtained. In general terms, all the measures present a similar behavior regardless of w s and w c values. However, the percentage of covered instances is highly increased when increasing the w s value. This measure achieves the maximum value when w s is 1 but no dataset is completely covered due to the low support of the rules. Table 6 shows the ten studied quality measures split into six groups according to the results reported in Table 5 . It can be noted that w s is positively correlated with support, leverage, covered instances and amplitude, whereas the remaining quality measures are not affected by the variations of w s . With respect to w c , some differences can be observed from this table. For instance, although support, leverage and covered instances measures are dependent of w s , these measures are not influenced by w c . Alternatively, the lift is positively correlated with w c but the amplitude is negatively correlated. However, confidence, gain and certainty factor are only increased when w c achieves values between 0 and 0.1, contrary to the accuracy that presents an opposite behavior. A w c greater than 0.1 does not cause alterations in the performance of these last three measures.
Figs. 1-3 summarize the values obtained for each group of measures when the minimum support threshold is 0. Note that only the three most representative measures are displayed due to the similar performance among the measures of the same group. Fig. 1 represents the support, leverage and covered instances measures. It can be observed that their values form an increasing inclined plane according to w s . Fig. 2 visualizes the values obtained for the confidence, certainty factor and gain measures. These measures present an awning model reaching the highest values when w c is greater than 0.1. Finally, the accuracy measure is shown in Fig. 3 . It achieves the highest value when w c is 0. The performance of this measure can be considered as a valley model. Table 7 summarizes the average values in terms of covered instances, rule support, lift, confidence, accuracy, number of attributes, leverage, certainty factor and gain of the QAR found by QARGA when considering a minimum support threshold of 0.05.
Even though confidence, accuracy, certainty factor and gain have lesser values than those obtained for a minimum support threshold of 0, the percentage of covered records reaches values close to 100% and the support of the rules achieves values around 5%. On the other hand, the rules present a stronger dependency between the antecedent and consequent (leverage measure) when a minimum support threshold of 0.05 is considered. Furthermore, QAR have a less number of attributes and broader intervals, then the rules provided are more comprehensible for the user. Table 8 displays the ten measures under study clustered into only three groups when a minimum support threshold of 0.05 is applied. It can be appreciated that the performance of these measures is completely different when no minimum support threshold is applied. For instance, the group composed of support, confidence, certainty factor, leverage and amplitude and the group formed by lift, accuracy, gain and number of attributes are only affected by w c . These groups are positively and negatively correlated respectively according to w c . Regarding the percentage of covered instances, it is positively correlated with w s and w c .
Figs. 4 and 5 illustrate the values obtained for two groups of measures when the minimum support threshold is 0.05. Fig. 4 represents the performance of confidence, support, leverage, amplitude and certainty factor measures. These measures reach the highest values when w c is 1. Note that the confidence behaves as an increasing inclined plane with respect to w c instead of presenting an awning model as in Fig. 2. Fig. 5 shows the values obtained for the accuracy measure and summarizes the behavior of lift, gain and number of attributes. In this case, these measures get the highest values when w c is 0 and perform as a decreasing inclined plane relative to w c . The percentage of covered records does not exhibit the same behavior and it is positively correlated according to w s and w c . Table 9 presents the average values in terms of covered instances, rule support, lift, confidence, accuracy, number of attributes, leverage, certainty factor and gain of the QAR discovered by QARGA with a minimum support threshold of 0.1. It can be observed that support of the rules is above 10% and leverage measure is better than that of other minimum support thresholds, in particular, 0 and 0.05. Nevertheless, confidence, accuracy, certainty factor and gain measures present the worst values compared to the values achieved when a minimum support threshold of 0 or 0.05 is used. Specifically, confidence and accuracy are below 70% and certainty factor never reaches values above 50%. From this observation, if a minimum support threshold of 0.1 is applied, QARGA discovers rules less accurate, less interesting and reaches lesser gain of information on the rules regarding the consequent when the antecedent is also present. Table 10 summarizes the ten measures under study grouped into only two groups when a minimum support threshold of 0.1 is considered. It can be noticed that all the measures behave equally regardless of the values of w s and w c . Only the confidence and certainty factor are slightly increased when increasing w c . Fig. 6 shows the average values obtained by the group of the confidence and certainty factor. These measures reach the highest values when w c is 1. Similar to Fig. 4 , the confidence behaves as an increasing inclined plane with regard to w c .
From the first phase of the experimentation, we provide the following final remarks. First, the QAR obtained when the minimum support threshold is 0 are more specific. Therefore, the support and instances covered values are lesser and the number of attributes and accuracy are greater compared to the values obtained when the minimum support threshold is 0.05 or 0.1. Second, although the confidence, gain, accuracy, and lift are better when the minimum support threshold is 0, it is desirable to apply a minimum support threshold in order to avoid support values below 1%. Moreover, it can be observed that better results are obtained if a minimum support threshold of 0.05 is applied instead of using 0.1. Taking into account this fact, the w s setting is not important in the final results. And third, it has been observed that w c is the most influential weight. Thus, values of w c around 0.5 are desirable because not all measures are increased according to w c . Thereafter, it would be interesting to study the influence on the QAR quality measures of the rest of weights included in the fitness function of QARGA. Hence, a second phase has been carried out to analyze the influence of w n and w a over the quality measures under study.
Analyzing the influence of w n and w a
In the light of the results obtained in the first phase, a minimum support threshold of 0.05 is only considered and the remaining measures have been set to 1 for w r and w s , respectively, and 0.5 for w c .
The average results of the 4235 runs are in Table 11 in a similar  way to Tables 5, 7 and 9. Table 11 QAR obtained by QARGA with a minimum support threshold of 0.05 and variations in w n and w a . It can be observed that the percentage of covered instances is 100% and the support of the rules is around 7% regardless of w n and w a values. The lift measure achieves the maximum value when w n is fixed to 0. Regarding the confidence, accuracy and certainty factor, these measures reach values above 90%, 70% and 80%, respectively, for almost all the variations of weights. In addition, the maximum value is achieved when w n is lesser than 0.2 for the confidence, w n is 1 for the accuracy and w n is lesser than 0.5 and w a is greater than 0.8 for the certainty factor. The leverage and gain measures obtain the maximum values for high values of w n and w a . It can be appreciated that confidence and accuracy are the most influenced measures by the variations of w n and w a showing an opposite behavior when w n is increased. Table 12 summarizes the studied quality measures grouped by similar behavior according to the w a and w n variations and a minimum support threshold of 0.05. Four groups have been formed from the results reported in Table 11 . It can be noted that w n is positively correlated with gain, leverage, accuracy and number of attributes, whereas the confidence, certainty factor and the lift when w n is less than or equal to 0.1 are negatively correlated. The remaining quality measures are not affected by the variations of w n . Similar conclusions can be extended to w a . However, confidence and certainty factor are positively correlated with respect to w a as the group of the accuracy measure. Alternatively, the lift measure presents an irregular behavior in reference to w a (represented by the symbol $). Figs. 7 and 8 summarize the average values obtained for the groups represented by the confidence and accuracy, respectively.
Statistical tests analysis
Finally, a non-parametric statistical analysis [6] has been carried out for all the measures to prove if significant differences are presented in the measures of QAR obtained by QARGA from the experimentation described in Section 4.3. The statistical analysis has been performed using the results retrieved when a minimum support threshold of 0.05 is considered. For each dataset, a weight w s , w c , w n or w a is set and the average of each quality measure for the 11 values of w s , w c , w n or w a , respectively, is calculated.
First, the Friedman and Iman-Davenport tests for a level of significance equals to 0.05 have been applied for the support, confidence, leverage, accuracy, gain, certainty factor and lift measures to find the control configuration for each weight fixed and for each measure. Afterwards, a post hoc statistical analysis has been carried out since p-values lower than the level of significance considered have been obtained. Namely, Holm has been the post hoc statistical test applied to detect significant differences between the control configuration for each weight and the remaining values. Table 13 reports the conclusions reached after applying the Friedman and Iman-Davenport tests in addition to the Holm test. Note that only the results obtained for the support, confidence and accuracy measures are reported due to similar conclusions have been obtained for the remaining measures. Each column shows the control configuration for each phase of the experimentation and for each measure. To analyze the first phase, w s has been fixed and w c has been ranged from 0 to 1 and vice versa. In the case of the second phase, w n has been fixed and w a has been ranged from 0 to 1 and vice versa. Symbol √ represents if the null hypothesis is rejected, that is, if significant differences exist between the control configuration and the remaining weights. Table 14 summarizes the best configurations for each measure to be optimized and the measures grouped by similar behavior according to variations in the weights. The first column shows the groups identified, second column reports the best values found for w s , w c , w n and w a for each measure and third column details the recommended weights to maximize each group of measures. The three groups are composed of accuracy, gain and lift for the first group, confidence and certainty factor for the second group and finally support and leverage for the third group. It can be observed that, high values for w n , w a and w s and low values for w c are recommended to maximize the accuracy, gain and lift measures, henceforth named Accuracy group. Alternatively, low values for w n and w s , and high values for w a and w c are desirable to maximize the confidence and certainty factor measures, from now considered as Confidence group. Finally, values close to 1 for w n , w a , w s and w c are needed to maximize the support and leverage measures.
Application to real-world datasets
QARGA has been applied to the two real-world datasets related to ozone and earthquakes described in Section 4.1. This study aims at analyzing if better results are obtained when the recommended weights provided in Table 14 are used instead of set w n , w a , w s and w c with the value 1, hereinafter considered as Default group. Note that no group has been considered to maximize the support and leverage measures due to values close to 1 are needed, hence, these measures can be optimized with the Default group. Tables 15 and 16 summarize the results obtained after executing QARGA 5 times for the ozone and earthquake datasets, respectively. Note that the best results have been highlighted in bold.
In Table 15 , it can be observed that the lift, confidence, certainty factor and gain measures are improved with regard to the Default group when the Confidence group of weights is used. Finally, if QARGA is executed using the weight set from the Accuracy group, the lift, accuracy, leverage and gain are improved in contrast to the Default group.
Similar conclusions can be extended in the results obtained for the earthquake dataset. In Table 16 , it can be appreciated that the same set of measures is optimized using the two groups of weights except for the lift measure for the Confidence group and gain for the Accuracy group. The number of attributes and amplitude of intervals are quite similar to that of the Default group. From this observation, it can be concluded that QARGA discovers rules more accurate, more interesting and reaches higher gain of information on the rules when the set of recommended weights is used.
Some other interesting conclusions can be drawn from these results. Once the minimum support is reached according to the fixed threshold of minimum support, the weight of the support does not have an influence on the support of the rule. If all the weights are set to 1, the maximum support allowed for each dataset is reached. Although the support is never improved, recommended weights can be used to improve the confidence and accuracy in addition to the certainty factor, gain, lift and leverage.
Conclusions
An analysis of the quality measures based on the variations of the weights included in the fitness function of the QARGA algorithm has been carried out in this paper. Specifically, QARGA has been applied to several public datasets with the aim of studying how its performance is affected according to the choice of the weights. First, QARGA has been applied to 35 datasets in order to determine the values of the weights that lead to optimal QAR. Later, these assumptions have been tested on two datasets of different nature, related to ozone and earthquakes, thus confirming that the new set of weights generates better rules. Significant differences have been observed within the results of several quality measures calculated from the QAR obtained by QARGA when w s , w c , w n and w a were ranged from 0 to 1. However, w c and w n have been more influential than w s and w a over the set of quality measures studied. Furthermore, several groups of measures have been identified according to their behavior against the weight variations. The use of recommended weights outperforms the results of QARGA in real-world applications to those obtained when non-weighted objectives are optimized in the fitness function. 
