The frequencies that have been chosen to make up the scale of Western music are geometrically spaced. Thus the discrete Fourier transform (DFT), although extremely effcient in the fast Fourier transform implementation, yields components which do not map efficiently to musical frequencies. This is because the frequency components calculated with the DFT are separated by a constant frequency difference and with a constant resolution. A calculation similar to a discrete Fourier transform but with a constant ratio of center frequency to resolution has been made; this is a constant Q transform and is equivalent to a 1/24-oct filter bank. Thus there are two frequency components for each musical note so that two adjacent notes in the musical scale played simultaneously can be resolved anywhere in the musical frequency range. This transform against log (frequency) to obtain a constant pattern in the frequency domain for sounds with harmonic frequency components has been plotted. This is compared to the conventional DFT that yields a constant spacing between frequency components. In addition to advantages for resolution, representation wi•;h a constant pattern has the advantage that note identification ("note identification" rather than the term "pitch tracking," which is widely used in the signal processing community, is being used since the editor has correctly pointed out that "pitch" should be reserved for a perceptual context), instrument recognition, and signal separation can be done elegantly by a straightforward pattern recognition algorithm. 
INTRODUCTION
The present work is based on the property that, for sounds made up of harmonic frequency components, the positions of these frequency components relative to each other are the same independent of fundamental frequency if they are plotted against log frequency. An example of this property is found in Fig. 1 , which is a plot of a hypothetical spectrum with equal amplitude frequency components f, 2f, 3f,... and so on. The spacing between the first two harmonics is log (2) , that between the second and third harmonics is log(3/2), and so forth. That is, the absolute positions depend on the frequency of the fundamental, but the relative positions are constant. Thus these spectral components form a "pattern" in the frequency domain, and this pattern is the same for all sounds with harmonic frequency components. Differences will, of course, be manifested in the amplitudes of the components despite their fixed relative positions; these reflect differences in timbre of the sound analyzed.
The conventional linear frequency representation given by the discrete Fourier transform gives rise to a constant separation between components for musical sounds consisting of harmonic components. This is the dominant feature in the pattern produced, and both the separation constant and the overall position of this pattern vary with fundamental frequency. The result is that it is more difficult to pick out differences in other features of the sound, such as timbre and attack and decay.
The log frequency representation, on the other hand, gives a constant pattern for the spectral components, and thus, the problem: of instrument identification or of fundamental frequency identification becomes a straightforward problem of recognizing a previously determined pattern. In addition to its practical advantages, this idea has theoretical appeal for its similarity to modern theories of pitch perception based on pattern, recognition. i In one of these theories, the perception of the pitch of a sound with a missing fundamental is explained by the "pattern" formed by the remaining harmonics on the basilar membrane. Similarly, we have devised a computer algorithm that recognizes the pattern made by these harmonics in the log frequency domain; it can thus identify the lYequency as that of the fundamental even in those cases where there is no spectral energy at the frequency of the fundamental.
To demonstrate this "constant pattern" for a variety of musical sounds, we first tried to utilize the speed and efficiency of the fast ]Fourier transform algorithm and then plot the data against log(f). It soon became clear that the mapping of these data from the linear to the logarithmic domain gave too little infi3rmation at low frequencies (data from a few linear points mapping to a large number of logarithmic points) and too much information at high frequencies. Even more problematic: were resolution considerations. In Sec. II, we describe a particularly straightforward means of calculating a constant Q transform starting from the discrete Fourier transform. Following this section, we show results of this calculation on sounds produced by a violin, piano, and flute. These sounds consist of harmonic frequency components and demonstrate a constant pattern in the log frequency domain as predicted. The conventional discrete Fourier transform is included for comparison in two cases. In a subsequent article, we will present results for these musical instruments using a note identification system based on pattern recognition.
I. BACKGROUND FOR CALCULATION
The constant Q transform in our implementation is equivalent to a 1/24th-oct bank of filters. The constant Q filter bank and its similarity to the auditory system has been explored in two recent theses 2'3 that reference previous work The present method, described in detail in the following section, has two advantages over these other methods. The first is its simplicity; the second is that it is calculated for frequencies that are exponentially spaced with two frequency components per musical note. Thus it supplies exactly the information that is needed for musical analysis with sufficient resolution to distinguish adjacent musical notes. Further, a sound with harmonic frequency components will give rise to a constant pattern in the log frequency domain.
II. CALCULATION
For musical analysis, we would like frequency components corresponding to quarter-tone spacing of the equal tempered scale. The frequency of the k th spectral component is thus fk = (21/24)kfmin, ( I ) wheref will vary fromfmin to an upper frequency chosen to be below the Nyquist frequency. The minimum frequency fmm can be chosen to be the lowest frequency about which information is desired, e.g. a frequency just below that of the G string for calculations on sound produced by a violin. The resolution or bandwidth 6f for the discrete Fourier transform is equal to the sampling rate divided by the window size (the number of samples analyzed in the time domain). In order for the ratio of frequency to bandwidth to be a constant (constant Q), then the window size must vary inversely with frequency.
More precisely, for quarter-tone resolution, we require
where the quality factor Q is defined asf/6f. We note that the bandwidth dif = f/Q. With a sampling rate S = 1/Twhere T is the sample time, the length of the window in samples at frequencyfk, A number of initial calculations were made with frequencies correspc, nding to those of the equal tempered scales and with a Q of 17 corresponding to a resolution of a semitone. This resolution is insufficient to distinguish between adjacent frequency components particularly for the higher harmonics where ratios of frequencies of adjacent components approach 1. We then chose a Q of 34 corresponding to quarter-tone spacing as indicated in the preceding equations.
This was still insufficient to resolve very high harmonics such as those in the violin spectrum, so Q was doubled to 68 for frequencies corresponding to G6 (1568 Hz) and over. Since the time w:indows are quite short for these high frequencies, this did not add appreciably to the calculation time.
Equation ( frequencies. Second, the bandwidth is less than the frequency sampling interval for the bins where Q = 68. The latter was not considered a problem since one of the real advantages of this method is that the analysis center frequencies are "tuned" to the frequencies of the source. If computing time is an important consideration, the algorithm can be modified to low-pass filter at digital frequency •r/2 and downsample by a factor of two after each octave? If filters were chosen requiring, for example, 7 multiplies per output point, this would result in a saving in computation time of about a factor of 5. A large amount of space in RAM (random access memory) should also be gained by this method as the numbers in the storage buffer would be the same for each octave.
The number of multiplies in our method is roughly the same as for a 512-point discrete Fourier Transform yielding 256 real points in the frequency domain. This method gives much more useful information for frequencies varying over a wide range. Finally, if the current trend toward parallel processing machines is realized, the downsampled version of the algorithm can be implemented in real time with calculations for each of the center frequencies being carried out in parallel by 156 processors. and corresponding times are given in Table II as a function of center frequency. Recall that the Q was increased with a corresponding increase in window size for frequencies over that ofG 6 (1568 Hz).
III. RESULTS

All calculations were programmed in C and run on a
Most of the figures are plots of the constant Q transform on the vertical axis against logarithm of the frequency on the horizontal axis. The labels on the vertical axis correspond to the time in the sound that was sampled. The horizontal labels give the frequency with spacings corresponding to log (frequency). (Fig. 4) and constant Q {Fig. 5) transforms for the analysis of the sound from a violin. Each is the transform of a diatonic scale ranging from G 3 to G$. It is very difficult to say anything at all about spectral content for the conventional plot of Fig. 4 ; it is even difficult to determine note changes for the low-frequency notes. 
IV. SUMMARY
We have used a straightforward method of calculating a constant Q transform designed for musical representations. This has been applied to sounds generated by a violin, flute, and piano representing the string, wind, and keyboard families of instruments. Waterfall plots of these data make it possible to visualize the large amount of information present in digitized musical waveforms. As predicted for sounds with harmonic frequency components, we obtain a constant pattern in the log frequency domain.
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