Abstract. Hyperbolic systems of second-order differential equations are considered in a domain with conical points at the boundary; in particular, the equations of elastodynamics are discussed. The asymptotics of solutions near conical points is studied. The "hyperbolic character" of the asymptotics shows itself in the properties of the coefficients (stress intensity factors) depending on time. Some formulas for the coefficients are presented and sharp estimates in Soboloev's norms are proved. §1. Introduction
§1. Introduction
Let G be a domain in R n with boundary ∂G containing conical points. We consider a class of hyperbolic systems of second-order differential equations with Neumann's boundary conditions in the cylinder G × R = {(x, t) : x ∈ G, t ∈ R} (and in the semicylinder G × R + ). In particular, this class includes the dynamical equations of elasticity theory. Our main purpose is to study the asymptotics of solutions near the conical points. We investigate the solvability of the problem mentioned above in a scale of weighted spaces. This enables us to obtain and justify asymptotic formulas. For the coefficients in the asymptotics (depending on time), we give explicit formulas and sharp estimates in Sobolev's norms.
The principal part of the asymptotics near a conical point is a linear combination c j (t)u j (x) of functions u j satisfying a homogeneous elliptic problem in the "tangent" cone; the latter problem is the elliptic part of the initial problem. The hyperbolic character of the asymptotics shows itself in the coefficients c j . They admit representations of the form
where f is the right-hand side of the hyperbolic system in question (we consider the homogeneous boundary conditions), and the w j are some functions satisfying the homogeneous problem in the cylinder G × R and determined by their asymptotics near the conical point. The proof of the above formulas is the main result of the paper. The properties of coefficients are of special interest for elastodynamics (the stress intensity factors). In the theory of elliptic boundary-value problems, the corresponding formulas for the coefficients made it possible to study the asymptotics of fundamental solutions (the Green functions and the Poisson kernels) near conical points ( [26] ; see also [7] ). It can be expected that formulas (1.1) will play a similar role for the fundamental solutions to hyperbolic problems. * pq . The operator P (D x ) is subject to one of the following two conditions: a) A pq η p , η q ≥ c|η| 2 for all η p ∈ C m , where c > 0, |η| 2 = |η p | 2 , and ·, · denotes the inner product in C m ; b)P (D x ) coincides with the Lamé operator −µ∆ − (λ + µ) grad div (and then m = n = 2, 3).
In the cylinder Q = {(x, t) : x ∈ K, t ∈ R}, consider the problem
Here N (x, D x ) is the (m × m)-matrix of first-order differential operators in the Green formula , where {σ jk } is the stress tensor,
and ν = {ν 1 , ν 2 , ν 3 } is the outward normal to the boundary. Setting η p = ξ p ζ with ξ p ∈ C and ζ ∈ C m in condition a), we obtain 1≤s,p≤n
which is equivalent to the strong ellipticity of the operator P (D x ). However, for the Lamé operator (which is known to be strongly elliptic) condition a) fails; the energy form α(·, ·) is no better than nonnegative.
As an example, we also consider the Neumann problem for the scalar wave equation 
is true with a constant c independent of the parameter τ = σ − iγ, where σ ∈ R, γ > 0, and p = |τ |.
Let H 1 (K) denote the usual Sobolev space in K. We preface the proof of the proposition with the following assertion. (2.2) . Then for all u ∈ H 1 (K) we have
Lemma 2.2. Let a(·, ·; K) be the same form as in
where c is a constant independent of u.
Proof of the lemma. If P (D x ) satisfies condition a), then for the form α(·, ·) in (2.3) we have α(∇u, ∇u)
which leads to (2.7). If P (D x ) is the Lamé operator, then
where
(see, e.g., [3] ). In this case, (2.7) follows from (2.8) and "the Korn inequality"
It should be emphasized that inequality (2.9) is "nonclassical" (the domain K is unbounded and there is no summand u; L 2 (K) 2 on the left in (2.9)). Estimate (2.9) is contained in [2, Theorem 3.1].
Proof of Proposition 2.1. Put
with w lying in the Schwartz space S(R n+1 x,t ) and satisfying N (x, D x )w = 0 on ∂K. We have
Adding this identity to its complex conjugate, we obtain (2.10)
Therefore, (2.10) can be rewritten as
Using (2.2), (2.7), and the relation N (x, D x )w|∂K = 0, we arrive at the inequality (2.11)
We denote by h(t) the integrand on the right, multiply (2.11) by e −2γt , and integrate to obtain
Consequently, (2.12)
In (2.12) we put w(
Since the function ψ ∈ e −γt S(R) ∩ S(R) is arbitrary, this justifies (2.6).
A weak solution of the problem with parameter.
To simplify the notation, we rewrite (2.5) in the form
A strong solution of the problem with parameter. We view the map
This operator admits closure. From now on, A(τ ) stands for this closure with domain D(A(τ )). 
is fulfilled with a constant c independent of τ = σ − iγ, where σ ∈ R, γ > 0, and p = |τ |.
Proof. Estimate (2.6) remains valid for v ∈ D(A(τ )). Hence, the kernel of A(τ ) is trivial and the range of the operator is closed. Moreover, . We also put
Then the constant C 1 can be chosen so that the estimate
The constants c, c 1 , and C 1 are independent of τ = σ − iγ, where σ ∈ R and γ > 0.
Proof. We choose κ and ψ in
here and in what follows we denote w; M := w; L 2 (M ) . We assume that w ∈ C ∞ c (K × R) and N (x, D x )w|∂K = 0, and put , t) ). Arguing in the same way as in (2.10), we obtain (3.5)
Formulas (2.2) and (3.4) lead to the relations
Together with (3.5), this gives (3.6)
On the other hand,
Comparison of (3.6) and (3.7) yields (3.8)
We multiply (3.8) by e −2γt and integrate. As in the proof of (2.12), we obtain the inequality
and
we have (3.9)
In (3.9) we take w(
Observe that
Using the inequalities ψv; K ≤ c ∇(ψv); K , (3.10), and (3.11), we arrive at the estimate
In (3.12) we replace v by the function y → V ε (x) = u(ε −1 x), where N (x, D x )u = 0 on ∂K, and instead of τ we take τ /(εp) with ε > 0. (Since the coefficients of the differential operator N (x, D x ) only depend (linearly) on the unit normal ν(x) to ∂K, this substitution is possible.) Then (3.12) takes the form (3.13)
Making the change of variables x → η = ε −1 x and multiplying by ε 4−(n−d) , we obtain (3.14)
where 
with constant c independent of τ = σ − iγ, where σ ∈ R, γ > 0, and p = |τ |.
Now, we deduce (3.16) in the same way as (3.3) was deduced from (3.10).
Estimates near the vertex of the cone.
The boundary-value problem
is elliptic. We shall use some results about elliptic boundary-value problems in domains with conical points (see, e.g., [7] ). We introduce an operator pencil A in Ω = K ∩ S n−1 by the rule
is an isomorphism for all λ ∈ C except for the normal eigenvalues. Each strip | λ| < const contains finitely many points of the spectrum of A(λ). 
, χψ = χ, and χ = 1 near the vertex of K; the constant c is independent of θ = δ/p.
For n = 2 we shall need "nonhomogeneous" norms. Let H 
Before proceeding to problem (3.17), we prove two lemmas. The first of them is contained in [ 
, and χ = 1 in a neighborhood of the origin. We have
Lemma 3.5. Under the assumptions of Lemma 3.4, let ε ∈ (0, 1). Then
Proof. Applying (3.21) to the function y → w(y) = u(εy), we obtain
It remains to replace ε by ε 1/(1−β) . Now we are ready to obtain "nonhomogeneous" estimates of solutions of problem (3.17) in a neighborhood of the vertex of K. 
Since the line λ = β − 1 is free from the spectrum of A, we have
Therefore, (3.24) implies the estimates
Taking a sufficiently small ε, we bound |u(0)| with the help of inequality (3.22). Now we can rewrite (3.25) in the form
Transferring the term with factor ε to the left, we arrive at (3.23).
Global estimates. Proposition 3.7. Suppose the line λ = β − 2 + n/2 contains no eigenvalues of the pencil A. Then, under the condition
with constant c independent of τ = σ − iγ, where σ ∈ R and γ > 0. 
(this follows from the well-known inclusion H 1 (K) ⊂ L 2 (∂K) and estimate (2.6) with θ = (σ − iγ)/p in place of σ − iγ and γ/p in place of γ). Moreover, (3.29)
Inequalities (3.27), (3.28), and (3.29) imply
Here we put
As a result, we obtain (3.26). Now, suppose that 1/2 < β ≤ 1. Formula (3.29) is still true, whereas (3.28) must be modified. We have
Thus, we arrive at inequality (3.30) with (p/γ)
As before, passage to the variables x, χ p (x), and v(x) completes the proof.
Turning to nonhomogeneous norms, we introduce the space H 2,0 β (K; p) with the norm 
After the change of variables η → x = p −1 η, this inequality takes the form
Since p|x| ≤ const for x ∈ supp χ p , we can add the remaining terms to the left-hand side of (3.35) to get χ p v; H 2,0
The problem with parameter in a cone: A scale of weighted spaces 4.1. The operator of the problem in weighted spaces. We define scales of function spaces suggested by Propositions 3.7 and 3.8. In the case where n ≥ 3, the space DH β (K; p) is endowed with the norm
For β ≤ 1/2, we denote by RH β (K; p) the space with the norm
We introduce the (unbounded) operator
The operator (4.5) admits closure. We denote by A β (τ ) this closure and by D(A β (τ )) its domain. The next statement follows from Propositions 3.7 and 3.8. 
In order to describe im A β (τ ), we need information about solutions of the homogeneous problem (2.5) (with f ≡ 0). We present this information in the next subsection, mainly restricting ourselves to formulations. For the proofs, we refer the reader, e.g., to [7] .
On solutions of the homogeneous problem with parameter in the cone.
Let C λ → A(λ) be the pencil defined in (3.18) . Consider the function
where r = |x|, ω = x/|x|. This function is a solution of the boundary-value problem 
which follows from the Green formula (2.2). Therefore, A(λ) * = A(λ + i(n − 2)), where A(λ) * stands for the adjoint operator to A(λ) relative to the Green formula (4.9). The spectrum of the pencil A(λ) is symmetric with respect to the line λ = (n − 2)/2.
We introduce the pencil
If λ 0 is an eigenvalue of A, thenλ 0 is an eigenvalue of A * , and the geometric and algebraic multiplicities of λ 0 andλ 0 coincide. Canonical systems of Jordan chains
. . , J} corresponding to λ 0 andλ 0 can be chosen to satisfy the orthogonality and normalization condition (4.10) 
form a basis in the space of power solutions of problem (4.7) corresponding toλ 0 +i(n−2). If condition (4.10) is fulfilled, then the bases (4.8) and (4.11) are said to match. Consider the homogeneous problem
To be specific, first we assume that the line λ = (n − 2)/2 is free from the spectrum of A. (In general, this assumption may fail if n = 2. The modifications needed for handling such problems will be indicated later.) Let λ µ be an eigenvalue of the pencil A such that λ µ < (n − 2)/2. We denote by {u
µ } some matching bases of power solutions of problem (4.7) corresponding to λ µ andλ µ + i(n − 2). Substituting the functions u (k,j) µ in (4.12) and compensating the discrepancies successively (see [7] ), we construct the formal series
satisfying (4.12). Here the P (k,j) q are polynomials in log r and τ with coefficients smoothly depending on ω ∈Ω. Replacing u
, we obtain the formal series 
where Proof. We outline the proof, which proceeds in several steps.
A) We check the uniqueness of w
. Suppose there exists another functionw (k,j) µ with representation similar to (4.15),w
We choose a function for the role of ρ; later we shall verify its properties. Introduce the functions
It is clear that supp f T and supp g T are compact and that for sufficiently large T the functions f T and g T decay rapidly as y → 0. We look for a function ρ satisfying
To prove the existence of ρ, we are going to use Theorem 2.5; therefore, we must pass from (4.16) to a problem with a homogeneous boundary condition. For this, we consider the elliptic boundary-value problem
In what follows we use some known results on elliptic problems in a cone (see, e.g., [7] ). Problem (4.17) has a unique solution v in H 2 1 (K). In order that (1 − χ)v belong to H 2 β (K) for a given β, the function F must be chosen in such a way that the righthand side of problem (4.17) satisfy a finite number of orthogonality conditions; these conditions can be chosen to nullify the part of the asymptotics of v at infinity that does not belong to H 2 β (K). (As a matter of fact, the coefficients in the asymptotics are inner products that involve the right-hand side of problem (4.17) and some special solutions of the corresponding homogeneous problem.) Given β , we obtain χv ∈ H 2 β (K) under a few additional orthogonality conditions imposed on the right-hand side of (4.17) (here we assume T to be sufficiently large to ensure that χg T ∈ H 1/2 β (∂K)). For the functioñ ρ := ρ + v, we have the boundary-value problem
By Theorem 2.5, problem (4.18) admits a unique solutionρ ∈ D(A(τ )). C) We show that the function w Problem (4.18) with fixed τ is elliptic, and its right-hand side is in
we haveρ(x) = O(|x| h ). Clearly, the same is true for ρ. Finally, to prove the relation
β (K; p) for any β ∈ R, we can employ the same argument as in the case of the Dirichlet boundary condition (see [6] , Proposition 4.3). A β (τ ) . First, we recall some preliminary facts about the behavior of a strong solution of problem (2.13) near the vertex of K and near infinity. This is not a definitive result on asymptotics yet, because this information contains no remainder estimate uniform with respect to τ . For the time being, we keep the assumption that the line λ = (n − 2)/2 is free from the spectrum of A. Moreover, we assume that the same is true for the line λ = β − 2 + n/2 with some β < 1. We denote by S β the set of all eigenvalues of A in the strip β − 2 + n/2 < λ < (n − 2)/2.
Description of im

Lemma 4.4. Suppose τ is fixed and f ∈ RH β (K; p). Then the solution of the equation
A(τ )u = f admits the representation (4.19) u = S β c (k,j) µ χU (k,j) µ,T +ũ,where χũ ∈ H 2 β (K; p) and U (k,j) µ,T
is the T th partial sum of the series (4.13) with sufficiently large T . The coefficients c (k,j) µ are continuous functionals on RH β (K; p) defined by
where w Moreover, if
. By Theorem 2.5, there exists a unique solution of the equation A(τ )u = f . The representation (4.19) was obtained in the theory of elliptic boundary-value problems (see, e.g., [7] ). To prove (4.20), we can invoke Proposition 4.2 and use the same argument as in [10] (see also [7] ). The relation (1 − χ)u ∈ H 2 β (K) can be verified in the same way as in [6, Proposition 4.3] .
Proposition 4.5. Suppose that the assumptions listed at the beginning of this subsection are fulfilled. Then
defined by (4.20) . Note that χU
We prove the reverse inclusion. Given f ∈ RH β (K; p), take a sequence 
The functionals h → (h, w
. Therefore, as n → ∞, the right-hand side of (4.21) tends to
in RH β (K; p)). By Proposition 3.7, we have
so that the limit v = lim v n exists in DH β (K; p), and hence, in RH β (K; p). It follows that v ∈ D(A β (τ )) and
The modifications needed in the case where n = 2 stem from the fact that the line λ = 0 is not free from the spectrum of A. It is known (see, e.g., [11, 7] ) that this line contains one eigenvalue λ 0 = 0. Its multiplicity is equal to 2m. A canonical system of Jordan chains corresponding to λ 0 is of the form {ϕ 
(·,τ )) for j = 1, . . . , l must be added to the sum S β in (4.19) . This enables us to describe im A β (τ ) for n = 2 as well. Summarizing the results, we arrive at the following two theorems.
Let {β k } be the sequence of all numbers 1 > β 1 > β 2 > · · · such that the line λ = β k − 2 + n/2 contains an eigenvalue of the pencil A. It is known that, for n ≥ 3 and β = 1, the line λ = β − 2 + n/2 = (n − 2)/2 is free from the spectrum of A (see [7, 11] ). Theorem 4.6. Assume that n ≥ 3. If β 1 < β ≤ 1, then the equation
has a unique solution u for any f . The estimate
is valid with constant c independent of τ = σ − γ, where σ ∈ R and γ > 0.
If β q+1 < β < β q , equation (4.22) is solvable if and only if
here, as before, S β denotes the set of all eigenvalues of the pencil A in the strip β − 2 + n/2 < λ < 1. The solution is unique and satisfies (4.23).
Recall that the norms ·; RH β (K; p) for β ≤ 1/2 and for 1/2 < β ≤ 1 are given by (4.3) and (4.4), respectively. Moreover, the definitions of DH β (K; p) are different for n ≥ 3 and for n = 2 (see (4.1) and (4.2)). 
where θ = τ /p; we also putθ =τ /p. Let F ∈ RH β (K; 1) with β q+1 < β < β q . Then, as was shown in the proof of Proposition 4.5, the strong solution of (5.1) admits the representation
where V is the solution of the equation
here by S β we mean the sum of all terms corresponding to the eigenvalues of A in the strip
with a constant c independent of θ. Now, Theorems 4.6 and 4.7 yield the estimate
Obviously,
Thus, we arrive at the following assertion. 
where the coefficients
are continuous functionals on RH β (K; 1), and the remainder ρ(·, θ) satisfies
with a constant c independent of θ.
On the problem in the cylinder
Here we formulate the results concerning the problem in Q and obtained from those on the problem in the cone K with the help of the inverse Fourier transformation. We restrict ourselves to the case where
The norm in H γ (x, t) = exp(−γt)w(x, t). It can be checked (see [5] ) that the norm w; W s β (Q; γ) is equivalent to each of the following two norms: (5.13)
, whereŵ is the Fourier transform of w and W (η, τ ) =ŵ(p −1 η, τ ) (we mean that the corresponding constants in the equivalence relations do not depend on γ > 0).
Consider problem (2.1) with f ∈ V 0 0 (Q; γ), γ > 0. Letû(·, τ) be a strong solution of problem (2.5) with right-hand sidef (·, τ) = F t→τ f (·, t). The function u defined by u(x, t) = F We fix a function χ ∈ C ∞ c (K) equal to 1 near the vertex of the cone K and introduce the operator (Xu)(
τ →t pF t →τ u(x, t ). For β ∈ R and γ > 0, let DV β (Q; γ) be the space with the norm
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 
. Applying Theorem 4.6, we obtain the following result. 
with constant c independent of γ > 0. In the case where β q+1 < β < β q , the strong solution belongs to DV β (Q; γ) if and only if
for all λ µ ∈ S β and almost all τ = σ − iγ with σ ∈ R. Under these conditions, estimate (5.14) remains valid.
The asymptotics of solutions to the problem in a cylinder.
To apply Theorem 5.1 to the problem in a cylinder, we must pass to the variables x = η/p. (The further analysis of the asymptotics is similar to that given in the theory of elliptic boundary-value problems; see [23, 7] . We discuss only a simple situation.) Suppose that β, β / ∈ {β q } and that the interval (β , β) contains an element of the sequence {β q }. Also, assume that β − β < 1. Let F ∈ RH β (K; 1), and let U satisfy the equation A β (θ)U = F . We shall describe the contribution to the asymptotics for U of the eigenvalues λ ν located in the strip
Let S(β , β) be the set of all eigenvalues in this strip. Theorem 5.1 shows that
and V ; DH β (K; 1) ≤ c F ; RH β (K; 1) . Returning to the variables x = η/p, we set
We explain the role of the operator X in the asymptotic formula (5.17). The representations for c (k,j) ν and estimate (5.19) (which is sharp in the sense of smoothness) show that c (k,j) ν can be highly nonsmooth in time. Therefore, the term c
included in the asymptotics (5.17) instead of (Xč is sufficiently smooth, then we can do without X. This will be explained by the example of the wave equation. Phenomena of such kind are well studied in the theory of elliptic problems (see, e.g., [23, 7] ). §6. Example: The wave equation
The above results can be detailed and made more explicit for the wave equation. To show this, we recall some information about the spectrum of the pencil A.
Assume that P (D x ) = ∆ x is the Laplacian, n = 2, K is an angle in R 2 of opening α, N (x, D x ) = ∂ ν , and ν = (ν 1 , ν 2 ) is the unit normal to ∂K. The pencil A has simple eigenvalues λ ±k = ∓k(π/α)i for k = 1, 2, . . . , and the eigenvalue λ 0 = 0 has multiplicity 2. For k > 0, with λ ±k we associate the eigenvectors
With the eigenvalue λ 0 = 0 we associate the eigenvector Φ 0 (ω) = φ 
where δ is the Laplacian on S n−1 and ν is the unit normal to ∂Ω. The spectrum of the pencil A consists of the normal eigenvalues
is the sequence of all eigenvalues of the operator {δ, ∂ ν } counted with their multiplicities. With the eigenvalues λ ±k we associate the eigenvectors
There are no generalized eigenvectors. If n = 3, then the strip 0 ≤ λ ≤ 1/2 contains only one eigenvalue 0, and any eigenvector is a constant. For the wave equation, the formal series (4.13) and (4.14) converge, and their sums can be found explicitly (see [8, 9] ). In the case where n > 2 we shall omit the superscripts in (4.13) and (4.14). We have
with ν k = ( (n − 2) 2 + 4µ k )/2, where the I ν and K ν are modified Bessel functions of the first and the third kind, respectively. For n = 2, there are two additional solutions of the homogeneous problem (4.12); these correspond to the eigenvalue λ 0 = 0:
where α is the opening of the angle K ⊂ R 2 , as before. Relations (6.2) and (6.3) show that the solutions V k have power rate of growth near the vertex of the cone and decay exponentially at infinity. The solutions U k are of class H 1 in a neighborhood of the vertex and grow exponentially at infinity. If n = 2, then
is of logarithmic growth near the vertex and decays rapidly at infinity, while U For α > π: We turn to Theorem 5.4. We shall present full asymptotic expansions for the strong solutions. Moreover, we shall show how to get rid of the operator X occurring in (5.18). We deal with the mixed Cauchy-Neumann problem in a semicylinder and restrict ourselves to the case where
For an open cone K in R n x , we consider the problem
In order to obtain explicit formulas for the coefficients in the asymptotic expansions of solutions, we calculate the inverse Fourier transform
It is known (see, e.g., [24] ) that
with µ > −1/4, where
and F is the hypergeometric function. Assume that b = r, p = iτ , m is a positive integer,
where 5) and the Fourier transformation and differentiation are understood in the sense of distributions. Thus, we have
where r = |x|; in fact, the right-hand side of (6.6) is independent of the choice of m
In what follows we shall also need the expression
for the series U k (x, τ ), which can easily be obtained from the well-known expansion for the Bessel function. Let {β k } be the sequence of all numbers 1 > β 1 > β 2 > · · · such that every line λ = β k − 2 + n/2 contains an eigenvalue of the pencil A.
To be specific, we assume that N j is even,
with P N,k given by (6.7). Then for the strong solution u of problem (6.4) we have It can be shown that for t > 0 the solution of (6.11) coincides with that of the following problem in the cylinder K × R:
Since w vanishes for small |x|, the functions u and v coincide near the vertex of K. We put g = −(∂ Using (6.7) and integrating by parts twice, we obtain (6.14)
c j (t) = (−1) Recalling that N j = 2l j , we arrive at (6.9). for any ψ ∈ exp(−γt)S(R) ∩ S(R). This implies (7.2) for sufficiently large γ.
We introduce the operator u → L(D x , τ)u on L 2 (G) with domain
The closure of this operator will be denoted by A(τ ). A solution of the equation A(τ )u = f ∈ L 2 (G) will be called a strong solution of the problem
As in Subsection 2.4, we obtain the following result.
Theorem 7.2. Suppose the operator P (D x ) satisfies condition a) in 2.1. For any f ∈ L 2 (G) and any τ = σ − iγ with σ ∈ R and γ > 0, there exists a unique strong solution u of problem (7.6). We have Proof. We outline the proof for the wave equation. (In the general case, the argument given below fails, because ψu with a cut-off function ψ does not satisfy the boundary condition N (x, D x )(ψu)|∂G = 0, so that we cannot apply inequality (3.26) directly. To obtain the required estimate, one must argue as in the proof of Proposition 3.1.) For instance, assume that n > 2 and ψ is a cut-off function equal to 1 near the point O and supported in the neighborhood of O where G coincides with K. Also, we assume that ψ depends only on |x|. We have 
