and PoUak (1968) were among the first to study the behaviour of an economic agent whose preferences change over time. They suggested that such an agent would choose a "consistent plan", which they described as "the best plan that he would actually follow". A Markov-consistent plan has a particularly simple structure: current decisions are independent of past decisions, except insofar as past decisions affect the current values of state variables. Unfortunately, Markov-consistent plans do not generally exist. In this paper, we demonstrate that the existence problem dissappears for finite horizon problems when one introduces even a small amount of smooth uncertainty into production.
fNTRODUCTION
and Pollak (1968) were among the first to study the behaviour of an economic agent whose preferences change over time. They suggested that such an agent would choose a "consistent plan", which they describe as "the best plan that he would actually follow". In related work (see Phelps and Pollak (1968) , as well as Peleg and Yaad (1973) ) it has been observed that this situation is formally equivalent to one in which decisions are made by a sequence of heterogeneous planners. Indeed, Goldman (1980) notes that the notion of a consistent plan corresponds to that of a subgame perfect equilibrium (Selten (1965 (Selten ( , 1975 ) in the game played by such a sequence of planners.
The existence of consistent plans has proved to be difficult to establish, even in relatively simple environments. Most ofthe literature in this area concerns simple aggregative planning models where, in each period t, the t-th planner (or the t-th incarnation of the single planner) chooses to divide a given endowment between consumption and investment. The return to this investment forms the endowment of the next planner. For this class of models, Peleg and Yaari (1973) investigated the existence of what we shall refer to as "Markov-consistent plans"' (these correspond to the notion of Markovperfect equilibria). A Markov-consistent plan is a consistent plan in which the planner's current choice depends upon the history of choices only through his current endowment. Unfortunately, Markov-perfect equilibria do not generally exist, as Peleg and Yaari demonstrated through the analysis of an example.
In particular, they consider a sequence of four planners, indexed f = 0,..., 3. The problemisoneof "cake-eating"; i.e. the consumptions (Ci, / = 0,..., 3) ofthe four planners must exhaust an exogeneously given initial stock. The planners' preferences are as follows:
,, C2, C3) = (CQC.CJ)'^^-!-c,.
For this model, no Markov-consistent plan exists. Furthermore, while the utility functions described above are not strictly concave, this is not the source of non-existence: the problem is more subtle.D espite this negative result, subsequent studies have made significant progress on the existence question. One approach proceeds by restricting attention to certain subclasses of consistent planning problems. Berheim and Ray (1983) , as well as Leininger (1983) , consider models in which the preferences ofthe t-th planner depend only upon consump-' tion in period t (which he himself chooses), and consumption in period r-l-1 (which is chosen by his successor). These simplifications provide the needed structure to assure the existence of Markov-consistent plans.
A second approach looks at more general policy functions. In particular, one might allow arbitrarily complex history-dependence, rather than restricting current choices to depend only on current endowments (i.e. establish the existence of consistent plans, rather than Markov-consistent plans). In fact, Goldman (1980) has provided a very general existence result for the finite horizoti case (it subsumes the environment for Peleg and Yaari's counterexample). Recently, Harris (1985) has adopted Goldman's techniques to demonstrate existence for infinite horizon problems.
Despite these advances, the lack of a sufficiently general theorem on the existence of Marfcot)-consistent plans represents a serious lacuna in the literature. Presumably, economists study such models not only to establish existence theorems, but in order to' draw concrete conclusions about behaviour. While the existence question is certainly important, it is only a preliminary to further study. Unfortunately, it is very difficult to investigate the properties of consistent plans when one allows for complex history dependence of policy functions. In this respect, it is extremely helpful to focus attention on Markov-consistent plans, for two reasons. First, the requirement of Markovconsistency simplifies the structure of equilibria. Simple equilibria may be more likely to arise in practice, and the properties of such equilibria are certainly more amenable to study (see, for example, Bernheim and Ray (1985a) ). Second, Markov-consistent plans will undoubtedly turn out to be very useful in studying the properties of consistent plans with more complex history dependence. Consider for a moment the literature on subgame perfect equilibria in repeated games. Since such games lack a "state" variable, the set of Markov-perfect equilibria coincides exactly with the set of perfect equilibria formed by taking a sequence of solutions to the static game. The standard approach is to enforce some profile of choices by retreating to these Markov-perfect equilibria to punish deviations (we note that better punishments are often available-see Abreu (1982) ). Similariy, one might enforce choices in general dynamic games by retreating to Markov-perfect equilibria.' Thus, the study of Markov-consistent plans may well help us to understand the structure of consistent plans in general.
The primary difficulty in establishing the existence of Markov-consistent plans is that the objective function of a particular planner need not be continuous, even given reasonably well behaved utility functions, and strategies for his successors. The point of this paper is simple: a small amount of uncertainty smooths these discontinuities, thereby eliminating the primary obstacle to existence. The introduction of uncertainty has proved useful for establishing existence in other contexts (see, for example, Anderson and Sonnenschein (1982) ). However, we must emphasize that this procedure is particularly natural for the consistent planning problem, since uncertainty can be introduced through the production technology, and is likely to exist there.
We establish the existence of Markov-consistent plans for finite horizon problems under extremely general conditions. It is worth emphasizing that the proof of our main result is both short and conceptually simple. A comparison with Goldman's technique clearly suggests that the introduction of production uncertainty vastly simplifies the problem of consistent planning.
Finally, we note two points. First, the approach taken here permits a simple existence proof of consistent plans in non-Markov environments. Second, it is possible to obtain a similar result for infinite horizon economies under two additional assumptions-there is a single, aggregate good, and utility is separable in one's own consumption, and the consumption of one's descendents. Since these assumptions are significantly more restrictive than those employed here, and since the proof of our infinite horizon result nevertheless involves considerably more technical machinery, we present this partial extension elsewhere (Bernheim and Ray (1985fc) ).
THE MODEL
Consider a sequence of T-1-1 generations, labelled 0,..., T. Generation t receives an endowment vector, y, e IR", and chooses an investment, x, e R". Consumption is determined as a residual. Note that our framework allows for disaggregated commodity bundles. The well-being of generation t depends upon the sequence of choices. Specifically, we assume Assumption 1. The utility of generation t is given by some continuous function, '*^R, which we write as follows:
Remark 1. Implicitly, we assume that each generation's well being is independent of its ancestors' choices. Trivially, this assumption could be weakened to require separability between ancestors' choices and descendents' choices, where "descendents" is understood to include generation t itself. Further weakening of this assumption is clearly impossible: if ancestors' choices affect t's ordinal preferences over descendents' choices, the use of Markov policy functions will, in general, be suboptimal.
Remark 2. Note that we write utility as a function of endowments and investments. This subsumes the case where utility depends only on the stream of consumptions, but is not limited to this case. In particular, generations may also directly enjoy the possession of wealth, or the act of making transfers.
Remark 3. Note that utility is defined over possibly negative arguments. Conceptually, this is unimportant, since we rule out negative realizations below. However, it is convenient for the purposes pf our proof.
The investment vector chosen by each generation determines the endowment of its successor up to a random disturbance, w,, which is realized independently of prior disturbances from some state space, ft,." Specifically,
G,ix,,io,).
(1) It is always possible to decompose G, as follows:
where z, e R" is random, and where the distribution of z, depends upon x,. We will find it convenient to use this additive formulation, and to make assumptions directly on the distribution of z,. These correspond to more primitive assumptions on G, and the distribution of w,, but we will not pursue these implications here. Specifically, we assume Assumption 2. g, is a continuous function for all t.
Assumption 3. For each x,, the probability distribution of z, is atomless, and can be described by a continuous density functiony;(.,x,). Generation 0 is exogenously endowed with y^, taken to lie in some compact set. We will say that the sequence {y,, x,, z,),'lo is feasible if, for all t,
If x,(resp. y,, z,) appears as an element in some feasible sequence, we will say that x,(resp. y,, z,) is feasible. Denote by X,(resp. Y,) the set of feasible x,(resp. y,). E,-u,{y,, x,;...; yr, XT) where y, = gr-i(x,_,)-l-z,_,, T= <-l-1,..., T, and z'^iz,:...,ZT).
EXISTENCE
We provide a preliminary result, from which our existence theorem follows immediately. '{yo, Xo,..., y,, X,) = £,,4>'"^' (}'o. xo,..., y,, x,, g,{x,) -\-z,, K:,+,(g,(x,) -I-z,)).
Notice that generation O's problem can be written as: for each yo, choose XQ to maximizê \yo, Xo). We will argue that $° is well-defined and continuous. This is established by induction. First, 4>^ is continuous. Now suppose that <I>'^' is continuous; we will show that <I>' is well-defined and continuous. First, notice that for all h ' = {yo,Xo,...,y,,x,) , we may write
where
and /x(.) is n-dimensional Lebesgue measure. Now suppose that we have some sequence /iI"-» /i,. Write
(the last equality follows from a change of variables, taking ^, = z,-l-g,(x,)-g,(xr)). Now we use Lebesgue's dominated convergence theorem, as follows. Let 
So $' is continuous, which completes the induction step. We know that <t>° is continuous in yo and XQ . Let^o (.yo) = {arg maxosxos,.o *"(j'o. ^o)}-
By the maximum theorem, Koi'). as yo varies over its domain, is an upperhemicontinuous correspondence. Since its graph is closed, it is measurable. By von-Neumann's measurable selection theorem, there exists some measurable function KQ, with Ko(>'o) e Koiyo) for all
I I
To establish the existence of Markov-consistent plans, we employ an obvious induction step on the number of generations. Thus, we have our main result:
Proposition. Under Assumptions 1 through 5, any finite period planning game has a Markov-perfect equilibrium. First version received May 1985; final version accepted May 1986 (eds) 
