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PRIMJER PREPOZNAVANJA UZORAKA OPISANIH
NAD SKUPOM KVALITATIVNIH VARIJABLI UZ
KONZISTENTNA LI NEARNA OG RAN ICENJA
SAZETAK
Predloiena ie iedna nova klasa algoritama za prepoznavanie uzoraka koja se temelji rra linearnoi
regresijskoj proceduri, a parametri prepoznavanja procjeniuiu se metodom naimaniih kvadrata.
Algoritam vr$i prepoznavanje uzoraka opisanih nad skupovima kvalitativnih variiabli, kad su pa-
rametri prepoznavanja podvrgnuti skupu konzistentnih linearnih ogranidenja i kad parametri prepo-
znavania nisu podvrgnuti ogranidenjima.
Funkcioniranje algoritama i programa pokazano je na prepoznavanju glasova hrvatskog ili srpskog
jezika na osnovi nlihovih zvudnih i tvorbenih karakteristika. Glasovi su se klasificirali u tri klase prema
mjestu njihove tvorbe.
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UVOD
Kada uzorke svrstavamo u pojedine kla-
se na osnovi niihovih ulaznih karakteristi-
ka. onda su ti uzorci prepoznati.
Problem prepoznavania uzoraka mo2e
se promatrati kao diskriminacija ulaznih
podataka, populacija, preko traZenia za-
jednidkih svojstava ili invarijantnih atribu-
ta mealu dlanovima populacije.
Problemi prepoznavanja uzoraka mogu
se logidki podijeliti u dvije kategorile:
1. Moguinost prepoznavanja uzoraka
kod ljudskih bi6a i drugih organiza-
ma.
2. Razuoj teorije itehnike za konstruk-
ciju uretlafa sposobnih za izradu za'




Primljeno: 5. 9. 1985.
Prvu kategoriju razmatraju discipline
kao psihologija, defektologija, fiziologija'
biologija i slidne, dok se drugom kategori'
jom bave disciplina kao elektronika. radu-
narska tehnika i druge srodne znanstvene
d iscipline.
Prepoznavanie uzoraka najjednoEtavnije
se def inira kao kategorizaciia ulaznih poda-
taka u razrede koii se mogu identificirati
pomo6u izvodenia zajednidkih svojstava ili
atr ibuta.
Sistem prepoznavanja Stampanih znako-
va je sistem prepoznavania uzoraka koji
prihva6a optie ke signale kao ulazne podat-
ke i identif icira ime znaka.
Defektolo5ke dijagnoze mogu biti prob-
lem prepoznavanja uzoraka. Nadini pona-
Sanja liudi mogu biti ulazni podaci u sis-
temu prepoznavanja na osnovi kojih se
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vr5i kategorizacija ljudi prema tipu oste-
ienja. Predvidanje vremena moiemo treti-
rati kao problem prepoznavanja uzoraka.
dili su ulazni podaci u formi vremenskih
karata, a vremenska prognoza donosi se
na osnovi zakljudaka donesenih interpre-
tacijom tih karata"
U sistemu prepoznavanja govora. imena
glasova identif iciraju se na osnovi odretle-
nih akustidkih valnih oblika.
Ne postoji neka generalna teorija koja
kaZe koje sve i kakve testove treba primi-
jeniti na realnim primjerima da bi se dobi-
la zadovoljavaju6a klasif ikaciia uzoraka.
U ovom radu obraalena je jedna posebna
klasa problema za prepoznavanje uzoraka,
gdje su operatori prepoznavanja procijen-
jeni pomo6u linearne regresijske procedu-
re, pri demu je funkcifa prepoznavanja pod-
vrgnuta skupu konzistentnih linearnih
ogranidenja u jednom sludaju, a u druqom
nife.
1. CILJ ISTRAZIVANJA
U podosta istraZivanja u kojima se prim-
jenfuju elektronidka radunala za prepozna-
vanje uzoraka, posebno u medicini, radu-
narskim znanostima, defektologiii i psiho-
logiji algoritmi prepoznavanja nisu prihva-
tljivi pod modelom koji definira obiljeZja
uzoraka na skupu kvalitativnih varijabli,
ako nisu po5tovana ogranidenja definirana
internom strukturom skupa varijabli ili
nekim skupom vanjskih kriterija. Cilj ovoga
rada je pokazati kako se vr5i prepoznavanje
uzoraka ili entiteta opisanih nad skupom
kvalitativnih ili nominalnih varijabli kada
su operatori prepoznavanja podvrgnuti sku-
pu konzistentnih I inearnih ogranidenja.
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2. MODEL I PROGRAM
Parametri prepoznavanja uzoiaka pro-
cjenju ju se metodom najman jih kvadrata
bez ogranidenja i s konzistentnim linearninr
ogranidenjima kada su uzorci opisani nad
skupom nominalnih varijabli. Da bi se mog-
lo izvr5iti prepoznavanje, potrebno je naj-
prije sve nominalne varijable binarizirati.
Generalna linearna funkcija prepoznava-
nja glasi:
d (X) = Wr.x.
gdie je X = (X., , X2, ... Xn, 1)r
vektor uzorka, a
W = (Wt , w2, ... Wn+l)
* = (wr , w2, "' wn,wn*r lTu.ktor. regresij-
skih koef icijenata ili parametara prepo-
znavanja, koje treba procijeniti.
Program PARECON-N (Pattern Reco-
gnition with Constraints on a Sets of No-
minal Variables) vrSi pirocjenu parametara
prepoznavanja pod modelom najmanjih
kvadrata i prepoznaje uzorke ili entitet uz
konzistentna linearna ograni6enja i bez
njih. Program koristi dio procdura iz pro-
grama SHEYTAN (Momirovii, 1983) i
BELZEBUB (Momirovii, Prot i Bosner,
1983). a pisan fe u programskom jeziku SS
(Stabc, Momirovii i Zakraj5ek, 198,l).
Da bi se mogao koristiti program PARE-
CON-N, potrebno je sve varijable prethod-
no binarizirati.
3. ULAZNI PODACI I VARIJABLE ZA
PROGRAM PARECON-N
Da bi se pokazalo kako program pA-
RECON-N vr5i prepoznavanje uzoraka,
kao testovni podaci posluiit 6e glasovi hr-
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vatskog ili srpskog iezika odnosno neke nji-
hove akustidke i artikulacijske osobine. lz-
vr5it ie se prepoznavanje glasova u tri raz-
lidite klase, definirane kao artikulacijske
osobine glasova, na osnovi nekih akustidkih
osobina tih glasova. Za kreiranie varijabli
na osnovi kojih se vr5ilo prepoznavanje
koriStena je: ,,Prirudna gramatika hrvats-
kog knjiZevrng jezika" (Barii i sur', 1979).
Uzet je 31 glas, ito: A. B, C, e, e,O,OZ,
D, E,F, G, H, I, J, K, L, LJ, M, N, NJ, O.
P, 8u (vokalsko rJ, Rp (konsonantsko r),
S, S, T, U, V, Z, Z. Skup variiabli na osno-
vi kojih se vr5i prepoznavanie predstavljaju
akustidke osobine glasova, a varijable na
kojima se vrSi kategorizaciia ili prepozna'
vanje glasova predstavliaiu tri artikulacij'
ske osbine glasova.
Sve varijable su binarne.
Ako glas pripada nekoj od varijabli,
imat ie vrijednost 1. a ako ne pripada, do-
bit 6e vrijednost 0 .

















6. KOMPAKTNI GLASOVI {KOMPAK}
1_DA
O_NE
7. DIFUZNI GLASOVI (DIFUZ)
1_DA
O-NE
8. NEPREKIDNI GLASOVI (NEPREK)
1_DA
O_NE
9. STRIDENTNI GLASOVI (STRID}
1-DA
O_NE
10. ZVUENI GLASOVI (ZVUENI)
1-DA
O*NE




Dof€ktologiia, Vot. 21 (198S).2,91-gg, NikotiC, B. isur.: prepoznavanje uzoraka ..
Akustidke osobine glasova predstavljaju 2. NEpiANIGLASOVI (NEPCAN)
prediktorski skup varijabli
Kriterijski skup iine artikulacijske oso- 1 - DAbineglasova,ito: O_NE
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U zagradama se nalaze imena varijabli
kao u programu. Glasovi imaju u varijabla-
ma kodove navedene na str. 84.
Konzistentna linearna ogranidenja krei-
rana su ovako:
Od sedam sonantnih glasova, pet mora
biti prepoznato kao prednjonepdani glaso-
vi, dva kao nepdani, a niti jedan kao zad-
njonepdani glas.
Od 13 kompaktnih glasova niti jedan ne
smije biti prepoznat kao prednjonepdani
glas, devet ih treba biti prepoznato kao
nepdani glasovi, a detiri kao zadnjonepdani
glasovi. Od 10 gravisnih (dubokih) glasova,
pet ih se treba prepoznati kao prednjonep-
dani. pet kao zadnjonepdani, a niti jedan
ne smije biti prepoznat kao nepdani glas.






Program PARECON-N Stampa matrice
parametara prepoznavanja BETA (bez ogra-
nidenja) i GAMA (s konzistentnim linear-
nim ogranidenjima).
Prepoznavanje bez ograniienja. Aloka-
cijska matrica ESTG predstavlja matricu
prepoznavanja uzoraka bez ogranidenja. Na
osnovi akustidkih osobina izvr5eno je pre-
poznavanje glasova klasif iciranjem u tri kla-
se (pattern classesl prema mjestu tvorbe.
U klasu prednjonepdanih glasova (PRE-
DNE)svrstani su ovi glasovi:
B, C, D, F, L, M, N, P, Rv, Rk. S. T, V,
z.
Svi ovi glasovi po svojim artikulacijskim
osobinama pripadaju u prednjonepdane gla-
sove.
Kao nepdani (NEPCAN) glasovi prepo-
znati su ovi glasovi:
A, e, C. Dz, D, E, r, Lj, Nj, S, 2.
U klasu zadnjonepdanih glasova (ZAD-
NEP) svrstani su ovi glasovi:
G, H, F, K, O, U.
Vidi se da je glas A prepoznat kao nep-
dani. a stvarno je zadnjonepdani, dok je
glas I nepdani, a prepoznat je kao zadnjo-
nepdani.
Program Stampa matricu greiaka ER-
ROR kod prepoznavanja uzoraka bez ogra-
nidenja, koje nastaju uslijed procjene para-
metara prepoznavanja metodom najmanjih
kvadrata.
Sto su elementi matrice ERROR vedi,
to je losija procjena koef icljenta prepozna-
vanja.
Prepoznavanje s ograniCeniima. Aloka-







Matrica 0 sadrZi koeficijente prepozna-
vanja za pojedine klase uzoraka (u ovom
sludaju artiku lacijske osobine glasova).
F
152oc= l0 e 4
[5 0 5
85
Defektologijs, Vol. 21 (1985),2,81-88, Nikolid, B. i sur.: Prepoznavanie uzoraka...
drii vrijednosti prepoznavanja glasova, ka-
da je procjena parametara izvr5ena uz kon-
zistentna linearna ogranidenja. a interpreti-
ra se identidno matrici ESRG.
Uz navedena ogranidenja kao prednjo-
nepdani glasovi prepoznati su:
B, C, F. J, M, P, RK. V.
Kao nepdani glasovi prepoznati su:
A. e, c, D, Di, t, Lj, N, Rv, S, Z,
dok su u klasu zadnjonepdanih glasova
u5li:
G, H, K. O, U.
Glasovi: D, E. L, N, S, Z nisu u5li niti
u jednu klasu jer imaju negativne vrijed-
nosti u svim klasama uzoraka.
Vidi se da je ovim ogranidenjima postig-
nuto prepoznavanje glasa I kao nepdanog
glasa, ali je zato do5lo do prepoznavanja
glasa J. kao prednjonepdanog, a Ru kao
nepdanog glasa, iako oni nemaju te osobi-
ne.
Odito je broj jednadibi ogranidenfa bio
nedovoljan za pouzdanije prepoznavanje
glasova uz ogranidenja.
Program Stampa i matricu pogre5ki uz
ogranidenja DIST, koja ima isto znadenje
kao i matrica ERROR. Osim toga, program
raduna t'natricu kongruencije CONG para-
metara prepoznavanja bez ogranidenja i s
ogranidenjima.
Po5to je cilj ovoga rada da se pokaie ka-
ko funkcionira algoritam prepoznavanja i
kako se kreiraju konzistentna linearna ogra-
nidenja, to su dobiveni rezultati samo pot-
vrdili ispravnost ove metode za klasif ikaci-
ju ili prepoznavanje uzoraka
Za bolje prepoznavanje uzoraka bilo bi
potrebno dalje istraZivati na podrudju kon-
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EXAMPLE OF PATTERN RECOGNITION DESCRIBED ON SETS OF
OUALITATIVE VARIABLES WITH A CONSISTENT LINEAR CONSTREINTS
Summary
In the present study. a new class of algorithms for pattern recognition based upon linear regression
procedure, is suggested. In this new class, parameters of recognition are determined by the method of
the least squares. The algorithm recognizes patierns described on sets of qualitative variables when
operators.of recognition are subiected to a set of consistent linear constraints and also when operators
of recognition are not subiected to constraints, respectively. The functioning of this algorithm and the
program for in were tested on data obtained in a study of sounds of the Croation language differing in
ther plac€ of articulation and in whether they are voiced or unvoiced according to their place of articu-
lation. These sounds were classif ied into three categories.
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