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Hash functions map data of arbitrary length to data of predetermined
length. Good hash functions are hard to predict, making them useful in
cryptography. We are interested in the elliptic curve CGL hash function,
which maps a bitstring to an elliptic curve by traversing an input-
determined path through an isogeny graph. The nodes of an isogeny
graph are elliptic curves, and the edges are special maps betwixt elliptic
curves called isogenies. Knowing which hash values are most likely
informs us of potential security weaknesses in the hash function. We use
stochastic matrices to compute the expected probability distributions of
the hash values. We generalize our experimental data into a theorem that
completely describes all possible probability distributions of the CGL
hash function. We use this theorem to evaluate the collision resistance
of the CGL hash function and compare this to the collision resistance of
an “ideal” hash function.
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1 Introduction
Hash functions are a way of mapping arbitrarily long data to data of a predetermined
length in a way that preserves uniqueness. The idea is that small changes in the input
should result in much more drastic changes in the output. Functions like these are
extremely useful and have many applications in computer science and cryptography.
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For example, in computer science, hash functions are used to quickly store and access data
by mapping data to a memory address. If we want to store some information, we can
compute the hash value of the data and store the data at that memory address. Later, to
look up this data, instead of serially searching through all the memory addresses, we can
simply compute the hash value again. Thus, a good hash function is quick to compute and
has a low chance of two random pieces of data colliding at the same hash value.
Hash functions can also be used to commit to data without revealing it. For example, if
two parties are bidding for the same item, it would be nice if both parties could place bids
without revealing the amounts of the bids. This way the parties do not influence each other
in any way. Here, both parties could place their bids and only reveal the hash values of the
bid. Later, when the bids are revealed, the hash values can be recomputed and checked
against the original values, ensuring that the bids weren’t altered at any time. So, a good
hash function is difficult to reverse, and it should also be difficult to “engineer” data that
has a particular hash value.
In [CGL09], Charles, Goren, and Lauter created a hash function that maps data to a finite
set of elliptic curves by computing special maps called isogenies between elliptic curves.
In section 2, we provide background on elliptic curves, isogenies, and the mechanics of the
CGL hash function.
At a high level, the CGL hash function works by following a series of maps between elliptic
curves. To better study the hash function, we can create graphs, called isogeny graphs, il-
lustrating all possible maps. In section 3, we outline our algorithm for creating these graphs.
This algorithm has been implemented in SageMath at https://github.com/dhruvbhatia00/CGL-
Hash.git.
To evaluate its security, we analyze how difficult the CGL hash function is to predict.
In particular, we wish to find a probability distribution describing how likely it is for
a random input to have a particular hash value. In section 4, we describe a method of
computing these probability distributions using stochastic matrices. Next, we generalize
our computational results into a theorem about these probability distributions, which we
prove in section 5. Finally, in section 6, we discuss the implications of our theorem on the
collision resistance of the CGL hash function and outline potential directions of future
work.
2 Background
We begin in section 2.1 with background on elliptic curves and the maps between them
called isogenies. Then, in section 2.2, we explain Vélu’s formulae for computing isogenies.
In section 2.3, we define the dual of an isogeny and show some of its properties. Finally, in
section 2.4, we explain the algorithm used in the CGL hash function.
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2.1 Elliptic Curves and Isogenies
Elliptic curves are a special type of curve living in the plane. Elliptic curves can be
described by a class of equations called Weierstrass equations. However, not all Weierstrass
equations describe elliptic curves, as elliptic curves come with a few extra restrictions and
properties.
Definition 2.1. A Weierstrass equation defined over a field K is an equation of the form
Y2 + a1XY + a3Y = X3 + a2X2 + a4X + a6, where a1, a2, a3, a4, a6 ∈ K.
Such equations describe a broad range of curves in the plane. In order to restrict ourselves
to elliptic curves, we only look at those curves that have no cusps or self-intersections. To
do this, we look at the discriminant of such equations.
Definition 2.2. [Sil97, Sec. III.1] The discriminant of a Weierstrass equation E : Y2 + a1XY +
a3Y = X3 + a2X2 + a4X + a6 is
∆(E) = −b22b8 − 8b34 − 27b26 + 9b2b4b6
where
b2 = a21 + 4a4
b4 = 2a4 + a1a3
b6 = a23 + 4a6
b8 = a21a6 + 4a2a6 − a1a3a4 + a2a23 − a24
Definition 2.3. [Sil97, Sec. III.1] An elliptic curve defined over a field K is a collection
of points (X, Y) ∈ K2 satisfying a Weierstrass equation defined over K such that the
discriminant is non-zero. Elliptic curves also contain an additional point “at infinity”,
denoted OE.
Definition-Proposition 2.4. [Sil97, Sec. III.1] If char (K) 6= 2, 3 then a change of variables
allows us to rewrite the equation in the form y2 = x3 + ax + b. This is called the normal
form of an elliptic curve, and cubic polynomial on the right side of the equation is said to
be a depressed cubic as it lacks an x2 term.





We see that this is the same formula as the discriminant for a depressed cubic, so requiring
that an elliptic curve has non-zero discriminant is the same as asking that the cubic
x3 + ax + b has no repeated roots.
In this paper, we will only be dealing with curves defined over fields of characteristic
6= 2, 3, so we can restrict to curves written in normal form.
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Figure 1: Graph of E : y2 = x3 − 4x + 1 over R
Given an elliptic curve E over R, we can define a group operation ⊕ on the points of the
curve by setting the sum of any three co-linear points to be OE. In this way, OE becomes
the identity element of the group. More concretely, to add points P and Q on the curve
E, we first find the line through them and find where this line intersects the curve a third
time. We then reflect the third point about the x-axis to obtain P⊕Q. This is illustrated
in fig. 1. In order to add P to itself, we would use the tangent line to E at P. Finally, we
see that all vertical lines through the curve intersect E at at most two points in R2, and so
we say that such lines also intersect the curve at OE. We conclude that P and Q will be
inverse to one another if and only if the line through them is vertical.
We can write down formulae to describe this group law. Let P = (xP, yp), Q = (xQ, yQ)
be points on E : y2 = x3 + ax + b. To start, if xP = xQ and yP = −yQ, implying that P
and Q are reflections of one another about the x-axis, then we set P⊕Q = OE. We could






if P 6= Q
3x2P + a
2yP
if P = Q
where s describes the slope of the line between P and Q. We then set P⊕Q = R = (xR, yR),
where
xR = s2 − xP − xQ
yR = yP + s(xR − xP)
These formulae induce a group structure on the elliptic curve, irrespective of which field
the curve is defined over. [Sil97, Sec. III.2]
We now define the structure preserving maps between elliptic curves. But what structure
are we interested in preserving? Elliptic curves are described by polynomial equations, and
so we might ask that the maps between them can be written as polynomials, or as rational
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functions. More importantly, elliptic curves are groups, and so we might ask that our maps
are group homomorphisms. As we will see, the following definition encompasses both
these ideas.
Definition 2.5. [Sil97, Sec. III.4] An isogeny between two elliptic curves E, E′ defined over
a field K is a function φ : E→ E′ given by
(x, y) 7→ (p(x, y), q(x, y))
where p and q are rational functions over K such that φ(OE) = OE′ .
Proposition 2.6. [Sil97, Sec. III.4.8] An isogeny φ : E→ E′, with E, E′ defined over K is a group
homomorphism with finite kernel. When viewed over K, this homomorphism is surjective.
Definition 2.7. [Gal12, Sec. 9.3] An isomorphism ψ between elliptic curves E and E′ is
an invertible isogeny. That is, there exists an isogeny ψ−1 : E → E′ to E such that for all
P ∈ E, ψ−1(ψ(P)) = P and for all Q ∈ E′, ψ(ψ−1(Q)) = Q.
An isomorphism is nothing more than a change of variables, so two isomorphic curves can
be thought of as being “the same.” But how can we tell when two curves are isomorphic?
The following gives us a quick, computational method of checking when two curves are
isomorphic.
Definition 2.8. [Sil97, Sec. III.1] The j-invariant of an elliptic curve E : y2 = x3 + ax + b is




Proposition 2.9. [Sil97, Sec. III.1.4] Two elliptic curves defined over a field K are isomorphic over
the algebraic closure K if and only if their j-invariants are the same.
Definition 2.10. Isogenies from a curve E to itself are called endomorphisms. If an
endomorphism is also an isomorphism, it is called an automorphism.
Proposition 2.11. [AAM19, Sec. 2.2] Every isogeny φ : E→ E′, with E, E′ elliptic curves over K









where p1, p2, q1, q2 ∈ K[x].
















Otherwise, the isogeny is called inseparable.
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Proposition 2.13. [Sil97, Sec. III.4] Let φ : E → E′ and ψ : E′ → E′′ be isogenies. Then
deg (ψ ◦ φ) = deg (ψ) · deg (φ).
Proposition 2.14. [Gal12, Sec. 25.1] Let φ : E → E′ be an isogeny. Then |Ker (φ) | divides
deg(φ). If φ is separable, then |Ker (φ) | = deg(φ).
As we will see in section 2.4, isogenies are the building blocks of the hash function described
in [CGL09]. The following section describes how, given an elliptic curve E, we can easily
compute the separable isogenies out of E (this is especially easy when we only care about
degree 2 isogenies). However, given two elliptic curves E1 and E2, it is much harder to
tell whether there exists an isogeny between them, and even harder still to compute the
isogeny if it exists [CGL09, Sec. 5.3]. It is this property of isogenies that makes the hash
function quick and easy to compute, but very difficult to reverse.
2.2 Vélu’s Formulae
Every isogeny, being a group homomorphism, has a kernel. But can we go backwards?
Can we start with a subgroup G of a curve and find an isogeny out of that curve with
kernel G?
Proposition 2.15. [Sil97, Sec. III.4.12] Given a finite subgroup G of an elliptic curve E, there is
an elliptic curve E′ (unique up to isomorphism), along with a separable isogeny φ : E→ E′ with
kernel G (unique up to post-composition by the same isomorphism).
The above proposition implies that isogenies are uniquely defined (up to isomorphism) by
their kernels. Vélu’s formulae give us a way of taking a finite subgroup G of an elliptic
curve E : y2 = f (x), and explicitly computing an elliptic curve E′, along with a separable
isogeny φ : E→ E′ such that φ has kernel G. In this paper, we will be looking at isogenies
of degree 2, in which the kernel G contains the identity OE and an order 2 point on the
same elliptic curve. We restrict ourselves to points of order 2 because they are easy to
compute - they all have the form (x0, 0), where x0 is a root of f (x).
Let E : y2 = f (x) = x3 + ax + b be an elliptic curve defined over a field K. Viewing the
curve over the field K, let P = (xP, yP) be an order 2 point. Since P has order 2, P⊕ P = OE,
implying that the tangent line to E at P is vertical. But by the vertical symmetry of the
curve, this can only happen when yP = 0. So, P = (xP, 0), where xP is a root of f (x).
The formulae presented below have been adjusted to reflect the specific form of kernel we
are interested in, but the originals can be found in [Gal12, Sec. 25.1.1].
We can define a new elliptic curve E′ : Y2 = X3 + AX + B, where
A = −15x2P − 4a
B = 8b− 14x30
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The proof that this is in fact a separable isogeny between E and E′ with kernel {OE, P}
can be found in [Gal12, Sec. 25.1.6]
Example 2.16. Consider the curve E : y2 = f (x) = x3 − 4x defined over R. We see
that f (x) has a root −2, which we can plug into Vélu’s formulae to obtain a new curve
Ẽ : y2 = x3 + Ax + B where
A = −15 · (−2)2 − 4 · (−4) = −44
B = 8 · 0− 14 · (−2)3 = 112










To see this isogeny in action, click here: https://www.desmos.com/calculator/1eowvib3ov.
Here, the red curve is E, and the blue curve is E′. After choosing points P and Q on the red
curve, we can see how they add to P⊕Q using the group law. The graph shows where the
isogeny φ takes these three points, and we can see that indeed, φ(P⊕Q) = φ(P)⊕ φ(Q).
2.3 Dual Isogenies
Before we introduce the CGL hash function, we need to talk about one more property of
isogenies: for every isogeny φ : E → E′, there is another isogeny ψ : E′ → E, called the
dual, such that the composition ψ ◦ φ is given by P 7→ d · P, where d = deg φ. This is a
rather surprising fact, and it allows us to think of the degree of an isogeny as a measure of
how far the isogeny is from being an isomorphism — degree 1 isogenies are isomorphisms
because after composing by the dual, we get the identity map.
Proposition 2.17. [Sil97, Sec. III.4.1] Given an elliptic curve E and an integer m, the map
[m] : E→ E given by
P 7→
{
m · P when m ≥ 0
−m · (	P) when m < 0
(here multiplication refers to repeated elliptic curve addition) is an isogeny of degree m2.
Definition 2.18. [Gal12, Sec. 9.1] The m-torsion subgroup E[m] of an elliptic curve E over
a field K is the group of all points P on E such that m · P = OE. Each such point P is called
an m-torsion point of E.
We can see that the kernel of the map [m] is exactly E[m], as both contain exactly those
points sent to the identity after being multiplied by m.
Definition-Proposition 2.19. [Sil97, Sec. III.6.1] Every isogeny φ : E→ E′ has a unique (up
to post-composition by an automorphism) dual isogeny φ̂ : E′ → E with deg(φ) = deg(φ̂)
such that φ ◦ φ̂ = [deg (φ)]E and φ̂ ◦ φ = [deg (φ)]E′ .
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Proposition 2.20. Let E : y2 = f (x) be an elliptic curve, and let x1, x2, x3 be the roots of f (x).
Let φ1 : E→ E1 be the isogeny out of E with kernel {OE, (x1, 0)}. Then φ(x2, 0) = φ(x3, 0), and
φ(x2, 0) is a 2-torsion point of E1. Further, let ψ : E1 → E2 be the isogeny out of E1 with kernel{
OE1 , φ(x2, 0)
}
. Then, E2 is isomorphic to E and ψ is the dual of φ1 (up to composition by the
isomorphism).
Proof. Let Pi = (xi, 0). Then, the subgroup of 2-torsion elements is {OE, P1, P2, P3}. Since
each Pi has order 2, this subgroup is isomorphic to the Klein four-group, and so adding
any two non-zero points in the group yields the third one.
Since the kernel of φ1 is {OE, P}, we see that φ1(P1) = OE1 . But
φ1(P3) = φ1(P1)⊕ φ1(P2) = OE1 ⊕ φ1(P2) = φ1(P2)
This proves the first claim. Next, we can see that
2 · φ1(P2) = φ1(2 · P2) = φ1(OE) = OE1
showing that φ1(P2) = φ1(P3) is a 2-torsion point of E1. Now, let ψ be as defined
above. We must show that ψ ◦ φ1 = [2]E. That φ1 ◦ ψ = [2]E1 will follow a symmetrical
argument. Since isogenies are uniquely defined by their kernels, it suffices to show that
Ker (ψ ◦ φ) = Ker ([2]E).
We know that the kernel of [2]E is the set of all points such that doubling the point turns it
into the identity. In other words, Ker ([2]E) is the group of 2-torsion points {OE, P1, P2, P3}.
Working case-by-case:
ψ ◦ φ1(OE) = OE
ψ ◦ φ1(P1) = ψ(OE1) = OE
ψ ◦ φ1(P2) = OE
ψ ◦ φ1(P3) = OE
where the last two equations follow from the fact that φ1(P2) = φ1(P3) ∈ Ker (ψ) . There-
fore, Ker ([2]E) ⊆ Ker (ψ ◦ φ1).





We work in cases:
• If φ1(P) = OE1 , then P ∈ Ker (φ1) = {OE, P1} ⊆ Ker ([2]E).
• If φ1(P) = φ1(P2), then φ1(P − P2) = OE1 , implying that P − P2 ∈ Ker (φ1) =
{OE, P1}, and so P ∈ {P2, P3} ⊆ Ker ([2]E).
Therefore, Ker (ψ ◦ φ1) ⊆ Ker ([2]E). We conclude that ψ is indeed the dual of φ. Since
duals are unique up to post-composition by an isomorphism, E2 must be isomorphic to E.
This completes the proof.
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Example 2.21. Earlier, we saw the example of the curve E : y2 = f (x) = x3 − 4x defined
over R. We used the root −2 to create the isogeny φ : E→ Ẽ, where Ẽ : y2 = x3− 44x+ 112,









By the above proposition, we should be able to compute the dual φ̂ as the isogeny out of
Ẽ with kernel {OẼ, φ(x2, 0)}, where x2 6= −2 is another root of f (x). In this example, we
see that 0 is another root, and so φ(0, 0) = (4, 0). Since (4, 0) has 0 in the y-coordinate, it
is a 2-torsion point of Ẽ, as described in the proposition. So, we can plug 4 into Vélu’s
formulae, this time to go in the other direction.
Vélu’s formulae give us a new curve E′ : y2 = x3− 64x and a map ψ : Ẽ→ E′. Since E′ and
E both have j-invariant 0, they are isomorphic. Post composing ψ with this isomorphism





2 − x + 1
x− 4 , y ·
1
8 x
2 − x + 32
x2 − 8x + 16
)



















, we need to find points





x2 + 2x + 8
x + 2
= 4
x2 + 2x + 8 = 4x + 8
x(x− 2) = 0
Such points are those with x = 0 or x = 2. Plugging these into the equation describing E,





= {OE, (0, 0), (2, 0), (−2, 0)}, which is exactly the 2-torsion subgroup of E,
showing that φ̂ ◦ φ = [2].
2.4 CGL Hash Function
Definition 2.22. A hash function is a function f : B → X, where B is the set of finitely
long bitstrings, and X is any finite set.
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The idea is to have a way of taking data of arbitrary length and associating to it a value
of fixed size in a way that preserves uniqueness. As discussed in section 1, a good hash
function f has the following properties: [MOV96, Sec. 9.2.2]
• Hash values should be quick to compute.
• Given a randomly chosen bitstring, the likelihood of attaining a certain hash value
should be evenly distributed among all hash values.
• Pre-image resistance: Given a has value y, it should be hard to find a bitstring b such
that f (b) = y.
• Second pre-image resistance: Given a bitstring b1, it should be hard to find a second
bitstring b2 with f (b1) = f (b2).
• Collision resistance: Given no starting information, it should be hard to find two
bitstrings b1 and b2 such that f (b1) = f (b2).
In [CGL09], Charles, Goren and Lauter came up with a hash function which we will refer
to as the CGL hash. To define the function, we must first choose a field K, along with an
elliptic curve E : y2 = f (x), called the initial node, defined over it. We also order the three
roots of f (x) (which exist in some extension of K) and choose the first root x1. Given a
bitstring b (a string of 1s and 0s), the function repeats the following for each bit in b:
1. Let x equal x2 if the current bit is 0 and x3 if the current bit is 1.
2. Using Vélu’s formulae, use G = {O, (x, 0)} to find an isogeny φ from E to E′.
3. Let x1 = φ(x1), E = E′, let x2, x3 be the remaining two roots of E′ and repeat using
the next bit of b.
Once we have iterated through every bit of our bitstring, the j-invariant of the final elliptic
curve E will be the hash value of b.
The rest of this paper will be spent developing tools to study the probability distribution
of hash values in the CGL hash. We will also use this information to assess its collision
resistance.
3 Isogeny Graphs
At each step in the CGL hash function, a decision is made about which root to use to keep
moving forward. In this way, choosing a bitstring is like choosing a path — at each bit
we decide whether to go left or right. This path can often be quite convoluted, and can
cycle back to nodes we have already seen before. Therefore, it would be useful to look at
the collection of paths as a whole. With this in mind, we define the concept of an isogeny
graph.
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Definition 3.1. The complete l-isogeny graph for a field K is a directed pseudograph
where the vertices form the set of isomorphism classes of elliptic curves defined over K,
and there is an edge between curves E and E′ for every degree l isogeny φ : E→ E′ defined
over K.
The reason this is a pseudograph and not a graph is that it is possible for there to be more
than one edge/isogeny going from a node E to another node E′. It is also possible for
isogenies to go from a curve to another curve with the same j-invariant, resulting in the
graph having self-loops.
Proposition 3.2. [Sil97, Sec. II.2.11] Let E : y2 = x3 + ax + b be an elliptic curve defined over
a finite field K with char (K) = p. Let q = pd be some power of p. Then, the q-Frobenius map
φq : E → E(q), where E(q) : y2 = x3 + aqx + bq, given by (x, y) 7→ (xq, yq) is an inseparable
isogeny of degree q.
Definition-Proposition 3.3. [Sil97, Sec. V.3.1] Let E : y2 = f (x) be an elliptic curve defined
over a finite field K with char (K) = p. The following are equivalent:
1. There are no non-trivial p-torsion points on E over any algebraic extension of K.
2. The multiplication map [p] : E→ E is not separable.
3. The coefficient of xp−1 in f (x)
p−1
2 is 0.
4. The dual φ̂p of the p-Frobenius map is inseparable.
If E satisfies these conditions, then it is said to be supersingular. Otherwise, the curve is
called ordinary.
Proposition 3.4. Let φ : E → E′ be an isogeny of degree l defined over a finite field K with
char (K) = p such that gcd (p, l) = 1. Then, E and E′ are either both supersingular, or both
ordinary.
Proof. Suppose, for the sake of contradiction, that E is supersingular and E′ is ordinary.
This means that there exists some non-trivial point Q ∈ E′ such that [p](Q) = OE′ . In
other words, Q is a p-torsion point of E′. Now, consider the dual map φ̂.
φ ◦ φ̂(Q) = [l](Q)
Because [p](Q) = OE′ , we see that the order of Q must divide p, and is therefore either 1
or p because p is prime. But we chose Q to not be the identity, and so in fact it must have
order p. We can reduce l modulo p and write l ≡ d mod p, where d ∈ {0, 1, 2, . . . , p− 1}.
Since gcd (l, p) = 1, we see that d 6= 0. This means that we can write l = kp + d for some
integer k. Therefore,
[l](Q) = [k][p](Q)⊕ [d](Q) = [d](Q)
But [d](Q) 6= OE′ because d is smaller than the order of Q. We conclude that φ ◦ φ̂(Q) 6=
OE′ .
12
Dhruv Bhatia-Kara Fagerstrom-Max Watson Rose Hulman REU – Report
On the other hand [p](Q) = OE′ implies φ̂([p](Q)) = OE because φ̂ is a homomorphism.
Pulling out the multiplication by p, we get [p](φ̂(Q)) = OE. We conclude that φ̂(Q) is a
p-torsion point of E. But E is supersingular, and so has no non-trivial p-torsion points.
Therefore, φ̂(Q) = OE, further implying that φ ◦ φ̂(Q) = OE′ . But just one paragraph ago,
we saw that φ ◦ φ̂(Q) 6= OE′ . This is a contradiction.
To complete the proof, we must also rule out the case where E is ordinary and E′ is
supersingular. But this follows by reversing the roles of E and E′ and also those of φ and φ̂
in the above argument.
Corollary 3.5. Taking l = 1 in the above proposition, we see that supersingularity is preserved by
isomorphisms.
Definition 3.6. We say that a j-invariant is supersingular if there exists a supersingular
curve with that j-invariant.
The above proposition tells us that when gcd (l, p) = 1, the portion of the graph with
supersingular curves never touches that with ordinary curves, and so we might as well
consider the cases separately. Further, the portion of the graph that consists of ordinary
curves has very rigid, predictable structure (these graphs are often called ”volcano” graphs),
which makes for poor hash functions. For more details, see [Gal12, Sec. 25.4]. Therefore,
the rest of this paper will be concerned with supersingular isogeny graphs.
Definition 3.7. The supersingular l-isogeny graph Gl(K) of a finite field K with char (K) =
p is the subgraph of the complete l-isogeny graph containing only supersingular curves
over K.
In order to generate supersingular isogeny graphs, we need a few extra facts to help
computation go smoothly.
Proposition 3.8. Every supersingular curve over a finite field K with char (K) = p is isomorphic
to a curve that is defined over Fp2 . Further, if E : y
2 = f (x) = x3 + ax + b is supersingular with
a, b ∈ Fp2 and j(E) 6= 0, 1728, then the roots of f (x) are also in Fp2 .
Before proving this, we need a couple of lemmas.
Lemma 3.9. [Sil97, Sec. II.2.12]. Let ψ : E→ E′ be an isogeny defined over a finite field K with
char (K) = p. Then, there exists q, a power of p, and a separable isogeny λ : E(q) → E′ such that
ψ = φq ◦ λ.
Lemma 3.10. [Lan02, Sec. V.5.1] Let x ∈ Fp. Then, x ∈ Fpd if and only if xp
d
= x.
Now, we can return to the proof of proposition 3.8.
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Proof. Let E : y2 = x3 + ax + b be supersingular over a finite field K with char (K) = p. We
can look at the p-Frobenius map φp and its dual φ̂p. Since E is supersingular, we know









Here, we know that the map from E(p) to E(p
2) must be the p-Frobenius map because its
degree must divide that of φ̂p, which is p. This further implies that deg (λ) = 1, and so
λ ◦ λ̂ = [1] = id. Therefore, λ is invertible with inverse λ̂, making λ an isomorphism.
It follows that j(E(p
2)) = j(E). However,
j(E(p












because elements of Fp (in this case 1728, 4, 27) are fixed when raised to a power of p,
and because (a + b)p ≡ ap + bp mod p. We conclude that j(E) = j(E)p2 , implying that
j(E) ∈ Fp2 . We must show that this implies the existence of a curve isomorphic to E but
defined over Fp2 . Given j(E) = j ∈ Fp2 , such a curve can be constructed as
y2 = x3 +
3j
1728− j · x +
2j
1728− j
[AAM19, Sec. 2.1] To see that this curve does indeed have j-invariant j, we simply plug the
coefficients into the formula, after which simple algebraic manipulation yields the desired
result. We note that this formula does not work when j = 1728 because of a division by 0,
or when j = 0, in which case the curve given by the formula has discriminant ∆ = 0. In
such cases, we simply use curves of the form y2 = x3 + ax and y2 = x3 + b respectively,
with a, b ∈ Fp2 non-zero.
Now, suppose that E : y2 = x3 + ax + b is supersingular with a, b ∈ Fp2 and j(E) 6= 0, 1728.
Let x0 be a root of x3 + ax + b, so that (x0, 0) is a point of order 2 on E. Then,
(x0, 0) (x
p
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We consider the curve E(p









= b, implying that E(p
2) = E. Therefore, λ is actually an automorphism of E. But since
j(E) 6= 0, 1728, we have that Aut(E) = {id, [−1]}, where [−1](x, y) = (x,−y) for any point
(x, y) ∈ E [Sil97, Sec. III.10.1]. Since neither of these automorphisms affect points of the
form (x, 0), we conclude that λ(xp
2
0 , 0) = (x0, 0), implying that x
p2
0 = x0. Thus, x0 ∈ Fp2 ,
completing the proof.
Note, the proof does not work for nodes with j-invariant 0 or 1728 because such curves
have larger automorphism groups containing elements that might not all fix points of the
form (x, 0). In fact, there are many curves with these j-invariants, defined over Fp2 such
that f (x) does not have all three roots in Fp2 .
Remark 3.11. The first part of the above proposition allows us to look at isogeny graphs
over F2p instead of over FP, which greatly reduces the amount of computation required.
This is another big reason why supersingular graphs make for better hash functions —
they are much faster to compute. This also tells us that there are only finitely many vertices
in the graph, because there are only finitely many curves defined over Fp2 , and only a
subset of those are supersingular.
Remark 3.12. The second part of the proposition shows us another big advantage of using
supersingular curves. If E : y2 = f (x) = x3 + ax + b is a supersingular elliptic curve
defined over Fp2 , then we might ask whether the new curves produced as co-domains of
isogenies obtained from Vélu’s formulae are also themselves defined over Fp2 , as opposed
to just being isomorphic to curves defined over Fp2 . We note that because Vélu’s formulae
only use field operations on a, b and a root x0 of f (x), the codomain curve will be defined
over Fp2 if x0 is in Fp2 . This is exactly what the proposition gives us, at least for curves of
j-invariant 6= 0, 1728.
Theorem 3.13. [Koh96, Corollary 78] Given K, a finite field with char (K) = p, the graph Gl(K),
with l 6= p prime, is connected.
With the above facts at our disposal, we can now create an algorithm to generate the isogeny
graphs G2(K) for any finite field K. The algorithm, which can be found implemented in
SageMath at https://github.com/dhruvbhatia00/CGL-Hash.git, works as follows. Given a
prime number p, we start by finding a supersingular elliptic curve E defined over Fp2 . The
j-invariant of E will be the first node of our graph. We also create a queue Q containing E.
We repeat the following, in order, for each element N of the queue, until it is empty:
1. Write N : y2 = f (x) and compute the three roots x1, x2, x3 of f (x).
2. Use Vélu’s formulae to compute three isogenies φ1, φ2, φ3, each corresponding to the
kernels {ON , (x1, 0)}, {ON , (x2, 0)}, {ON , (x3, 0)} respectively. Let the corresponding
codomains be E1, E2, E3.
3. We compute the j-invariant for each of E1, E2, E3, and for every j-invariant we
encounter for the first time, we add a new node to the graph. We also add in
arrows representing each of the three isogenies. Among E1, E2, E3, those with new
j-invariants are added to the end of Q.
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Since there are only finitely many supersingular curves over a finite field, this algorithm
must terminate. At each step, proposition 3.8 ensures that the new curves stay defined
over Fp2 , as described in remark 3.11 and remark 3.12. The only time this might not be the
case is when j = 0 or j = 1728. Fortunately, there is an easy fix.
Let E : y2 = x3 + ax + b have j-invariant 0. So,




We conclude that a = 0, and so E : y2 = x3 + b. We can see further that irrespective of
what b is, when a = 0, j(E) = 0. This means, in particular, that the j-invariant 0 can
be represented over Fp by the curve E : y2 = x3 − 1 = (x − 1)(x2 + x + 1). Here, since
x2 + x + 1 ∈ Fp[x], its roots will necessarily exist over Fp2 .
Similarly, all curves with j-invariant 1728 can be represented by a curve of the form
E : y2 = f (x) = x3 + ax = x(x2 + a). So, as long as we choose a ∈ Fp (for example, our
algorithm chooses a = 1), all roots of f (x) will be in Fp2 .
This means that every time the current node has j-invariant 0 or 1728, we can simply
use representative curves as above, and still be sure that we never leave Fp2 . Finally,
theorem 3.13 ensures that this algorithm reaches all supersingular j-invariants over Fp2 .
In our study of supersingular isogeny graphs, it is useful to know how many vertices the
graph has. In other words, we would like to know how many curves are supersingular
over a finite field with characteristic p.







0 if p ≡ 1 (mod 12)
1 if p ≡ 5 (mod 12)
1 if p ≡ 7 (mod 12)
2 if p ≡ 11 (mod 12)
We now take a look at some examples of supersingular isogeny graphs over different fields.
Example 3.15. Let K = F61 be the field with 61 elements. Since p = 61 ≡ 1 mod 12, we
should expect to see b61/12c = 5 nodes.
16
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Figure 2: G2(F61)
All nodes above (fig. 2) are labelled with their j-invariants. Since all the curves are
supersingular, we know that all the j-invariants are elements of F612 . Here, α = 20z + 32
and β = 41z + 52, where z ∈ F612 is a root of x2 + 60x + 2 over F61. We note the graph is
completely 3-regular (each node has three edges entering and leaving it), and every arrow
has a dual, as expected.
Example 3.16. Let K = F41. This time, p = 41 ≡ 5 mod 12, and so we expect there to be
b41/12c+ 1 = 4 nodes.
Figure 3: G2(F41)
In fig. 3, all nodes exhibit 3-regular behaviour except j = 0 (highlighted in red) and its
neighbour j = 3. Somehow, there seem to be three arrows out of 0 (all going to 3), but only
one arrow into 0 from 3.
Example 3.17. Let K = F43. By the counting formula, we should expect four nodes because
p = 43 ≡ 7 mod 12.
Figure 4: G2(F43)
17
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Here, in fig. 4, α = 39z + 14 and β = 4z + 10, where z ∈ F432 is a root of x2 + 42x + 3 over
F43. This time, the problem node seems to be j = 8, which we point out is congruent to
1728 mod 43. This node has three arrows going out, but only two going in.
Example 3.18. Let K = F47. The counting formula implies that we should see five nodes
because p = 47 ≡ 11 mod 12.
Figure 5: G2(F47)
Figure 5 has two problem nodes: j = 0 and j = 36 ≡ 1728 mod 47.
Remark 3.19. In the above examples, we saw the problem nodes have more arrows to
their neighbours than there are arrows going back. For example, j = 0 always seems to
have three arrows pointing at its neighbour, but only one arrow back. This should seem
impossible because every isogeny comes with a unique dual isogeny in the other direction.
We remind the reader, however, that duals are only unique up to post-composition by
an automorphism. So, we conclude that problem nodes like j = 0 must have extra
automorphisms making all three arrows together be duals of the single arrow in the other
direction. This is discussed in more detail in section 5.
In the above examples, j = 0 and j = 1728 seemed to have strange behaviour. To better
study this, it would be useful to know when these j-invariants are supersingular.
Proposition 3.20. Let K be a finite field with char (K) = p. The j-invariant j = 0 is supersingular
if and only if p ≡ 2 mod 3.
Proof. Let E : y2 = f (x) = x3 + b be an elliptic curve with j(E) = 0. Checking whether this





2 is 0 in K.
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We can use the binomial theorem to find out what the xp−1 term looks like. Each term in
the expansion of (x3 + b)
p−1












an integer if and only if p ≡ 1 mod 3. We conclude that when p ≡ 2 mod 3, there is no
xp−1 term in f (x)
p−1
2 , and so E is supersingular.



































Since everything in both the numerator and denominator is > 0 and < p, we see that the
coefficient is not 0, proving that the curve is not supersingular, as needed.
Proposition 3.21. Let K be a finite field with char (K) = p. The j-invariant j = 1728 is
supersingular if and only if p ≡ 3 mod 4.
Proof. Let E : y2 = f (x) = x3 + ax be an elliptic curve with j(E) = 1728. Checking
whether this curve is supersingular amounts to checking whether the coefficient of xp−1 in
f (x)
p−1
2 = (x3 + ax)
p−1
2 is 0 in K.
As in the previous proposition, we can use the binomial theorem to find out what the xp−1
term looks like. This time, however, things are slightly more complicated. In order to get
an xp−1 term, there must be some integer 0 ≤ k ≤ p−12 such that
xp−1 = (x3)k · x
p−1
2 −k
We can rewrite this as:






The only solution for k is k = p−14 , which is only an integer when p ≡ 1 mod 4. When
p ≡ 3 mod 4, we see that there is no xp−1 term, making the curve supersingular.
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Since everything in both the numerator and denominator is > 0 and < p, we see that the
coefficient is not 0, proving that the curve is not supersingular, as needed.
Remark 3.22. The forward directions of the above two propositions were first proved in
[MT93].
Remark 3.23. Combining the above two propositions, we get four cases working mod 12.
When p ≡ 1 mod 3 and p ≡ 1 mod 4, implying that p ≡ 1 mod 12, we see that neither
j = 0 or j = 1728 is supersingular. Similarly, if p ≡ 5 mod 12, then j = 0 is supersingular
and j = 1728 is not. When p ≡ 7 mod 12, j = 1728 is supersingular and j = 0 is not.
Finally, when p ≡ 11 mod 12, both j = 0 and j = 1728 are supersingular.
4 Stochastic Matrices
One of the things we’d like to know about the CGL hash is how likely it is for two randomly
chosen bitstrings to collide at the same hash value. One way of computing this would
be to first compute the probability of a randomly chosen bitstring attaining a specified
hash value. In other words, we would be computing a probability distribution for all the
hash values. In this section, we describe a method of using stochastic matrices to represent
isogeny graphs from which we can compute these probability distributions.
Definition 4.1. A left stochastic matrix is a square matrix M with non-negative real entries
such that the sum of values in each column is 1.
Let G2(K) be the isogeny graph of supersingular elliptic curves over a finite field K of
characteristic p > 3. We would like to construct an n× n matrix M, where n is the number
of vertices in G2(K) such that the entry in the ith column and jth row corresponds to the
probability of moving from the ith node to the jth node in the graph. Unfortunately, this is
not so simple because the probability of moving from the ith node to the jth node depends
on where we arrived at the ith node.
20
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Recall that at each step in the hash function, we compute the three roots, get rid of the root
corresponding to the dual of isogeny we just used, and then choose one of the remaining
roots based on what the current bit is. Given a random bitstring, this bit has a 0.5 chance
of being a 0 and a 0.5 chance of being a 1, implying that both remaining roots are equally
likely to get chosen, while the first root (the one we got rid of), has 0 chance of being
chosen because we disallow backtracking. However, we cannot know which root we just
got rid of without taking into account where we came to the current node from. So, we
look at each current and previous node pair separately.
We make a matrix M with a row and column for every valid ordered pair (E, E′) of nodes
in the graph, where a pair (E, E′) is called valid if there is an arrow E′ → E in the graph.
The first element of each valid pair represents the current node, and the second element
represents the previous node. In M, we fill the spot at column (E0, E′0) and row (E1, E
′
1)
with the probability of moving from E0 (having just come from E′0) to (E1) (having just
come from E′1). Clearly, this will only be non-zero if E0 = E
′
1, so that after moving from E0
to E1, the current node is E1, and the previous node is E0.
We will go through an example when p = 23 to illustrate this. This graph has three nodes
with j-invariants 0, 19, and 1728.
Figure 6: G2(F23)
We label each column with an ordered pair (a, b), representing the current and the previous
node respectively, likewise with the rows. Starting at column (19, 0), meaning we are
currently at node with j-invariant 19, having just come from 0, we write in the respective
row the probabilities of going to that node next. As we can see in fig. 6, node 19 has three
outward edges, one going to each of the three nodes. However, since we were just at 0, we
cannot go back because the isogeny from 0 to 19 is dual to the isogeny from 19 to 0. So, we
either go to 1728 or self-loop back to 19 with equal probability. We will denote this with a
.5 in both rows (19, 19) and (1728, 19). We continue filling in the columns in this manner.
Since each column has probabilities which necessarily add up to 1, it is a left stochastic
matrix.
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
(19,0) (19,19) (19,1728) (0,19) (1728,19) (1728,1728)
(19,0) 0 0 0 1 0 0
(19,19) 0.5 0 0.5 0 0 0
(19,1728) 0 0 0 0 0.5 1
(0,19) 0 0.5 0.5 0 0 0
(1728,19) 0.5 0.5 0 0 0 0
(1728,1728) 0 0 0 0 0.5 0

Suppose that in our hash function, we decide to start at the node 19 and a root x1 that
corresponds to an isogeny to the node 0. In other words, we are starting at the pair (19, 0).
We can represent this state with a vector v with 1 in the entry corresponding to (19, 0),
and 0s everywhere else. We see then that the probabilities of being at a pair after one bit
are represented by the vector M · v. After two bits, the probabilities are represented by
M · (M · v) = M2 · v. In general, after n bits, the probabilities of being at a certain node
pair are represented by Mn · v. In this example, we notice that as we increase n, the vector









So, for a sufficiently long bitstring, the above values give a good approximation for the
probability of being at a certain (current, previous) pair. If we want to find the probability
of being at a certain node, we simply add up the entries of all pairs with that current node.
In this example, those probabilities are:

















We can see that if Mn · v converges to some vector x, then it must be the case that M · x = x,
implying that x is an eigenvector of M with eigenvalue 1. Indeed, the vector with 211 and
1
11 in the appropriate positions is such an eigenvector for this example.
Theorem 4.2. [Lay16, Chp 4.9 Thm. 18] Every left stochastic matrix M has an eigenvector
with eigenvalue 1 such that if v is a vector representing a probability distribution (its entries are
non-negative reals that add to 1), then limn→∞ Mn · v is this eigenvector.
In order to find the probability distribution of hash values for a sufficiently long bitstring,
all we need to do is compute the eigenvector with eigenvalue 1, scale it appropriately so
that its values sum to 1, and then sum entries by current node.
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5 Expected Probability Distribution
In this section, we construct the expected probability distributions based on our data
gathered from the stochastic matrices. Then, we prove the probabilities of random hash
values approach these distributions.
Theorem 5.1. Let E be a supersingular elliptic curve with j-invariant j over a field Fp2 and p > 3















if j ≡ 0 (mod p)
Remark 5.2. One might notice that the theorem makes no reference to what p is modulo
12. Since congruence modulo 12 is a big part of what determines how many curves are
in the graph, it might seem surprising that all the probabilities involved have the same
denominator, irrespective of what p is mod 12. To dispel some of these fears, we include
the following computations.
When p ≡ 1 mod 12, both j = 0 and j = 1728 are not supersingular, and so there are p−112
nodes, each with probability 6
/
p−1






When p ≡ 5 mod 12, we see that j = 0 is supersingular, in addition to p−512 other













p− 1 = 1














p− 1 = 1
Finally, when p ≡ 11 mod 12, we have that both j = 0 and j = 1728 are supersingular,



















p− 1 = 1
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These computations verify that the values described in the theorem actually do give us
probability distributions.
To prove the theorem, we start by proving some lemmas.
Lemma 5.3. Let K be a finite field with char (K) = p > 3. Suppose that p ≡ 2 mod 3 so that
j = 0 is supersingular. Then, all three isogenies out of the node j = 0 in G2(K) are equivalent up
to pre-composition of an automorphism, even though their kernels are not the same.
Proof. Consider the set {φ1, φ2, φ3} of separable degree 2 isogenies with domain E : y2 =
f (x) = x3 + b. Each φi has a kernel {OE, (xi, 0)}, where xi is a root of f (x). We wish
to show that for each pair i, j with i 6= j and i, j ∈ {1, 2, 3}, there is an automorphism
λ : E→ E such that φj and λ ◦ φi have the same kernel. Equivalently, for each pair i, j with
i 6= j and i, j ∈ {1, 2, 3}, we wish to show that there exists an automorphism λ : E → E
such that λ(xi, 0) = (xj, 0).
We observe that any automorphism takes order 2 points to order 2 points, and therefore the
automorphism group Aut(E) acts on the set {(x1, 0), (x2, 0), (x3, 0)} of order 2 elements.
Reframing the problem in the language of group actions, we wish to show that this action
is transitive.
As with any group action, there is a group homomorphism π : Aut(E) → S3 such
that given λ ∈ Aut(E) and i ∈ {1, 2, 3}, we have that λ(xi, 0) = (xπ(λ)(i), 0). In [Sil97,
Sec. III.10.1], we see that the automorphism group for a curve E over K with j(E) = 0 is
cyclic with order 6. Let λ be a generator for this group. We note that for every elliptic
curve, the map [−1] is an automorphism that fixes order 2 elements. [−1] has order 2 in
Aut(E), and so [−1] = λ3. But [−1] fixes order 2 elements of E, and so π(λ3) = id ∈ S3.
This further implies that π(λ)3 = id. We are left with two possibilities: either π(λ) = id or
π(λ) is a 3-cycle (123) or (321). In the latter case, if π(λ) is a 3-cycle, we see that we can
get from any order 2 element to another by simply applying λ or λ−1, making the action
transitive.
Therefore, we now must rule out the possibility that π(λ) = id. To do this, we look more
closely at the automorphisms involved. [Sil97, Sec. III.10.1] tells us that automorphisms of
a curve E with j(E) = 0 are of the form
x 7→ u2x
y 7→ u3y
where u6 = 1. So, without loss of generality, we can assume λ is the map that uses
u = a, where a is a primitive 6th root of unity (so that λ generates Aut(E) the same way a
generates the group of 6th roots of unity). Now, suppose that π(λ) = id. Then,
λ(xi, 0) = (a2xi, 0) = (xi, 0)
for all i. But this is impossible unless xi = 0 for all i. Since f (x) = x3 + b, where b is
non-zero, 0 cannot be a root of f .
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Lemma 5.4. Let K be a finite field with char (K) = p > 3. Suppose that p ≡ 3 mod 4 so that
j = 1728 is supersingular. Then, two of the three isogenies out of the node j = 1728 in G2(K) are
equivalent up to pre-composition of an automorphism, even though their kernels are not the same.
The third isogeny is a self-loop.
Proof. We start by setting things up as in the previous lemma. Given a curve E : y2 =
f (x) = x3 + ax (so that j(E) = 1728), each separable degree 2 isogeny φi with domain E
has kernel {OE, (xi, 0)}, where xi is a root of f (x). We see that f (x) = x(x2 + a), and so
we can relabel in order to make x1 = 0. As before, Aut(E) acts on the set of order 2 points
of E. This time, our goal is to prove that elements of Aut(E) all fix (x1, 0) = (0, 0), while
some element swaps (x2, 0) and (x3, 0).
Again, we study the homomorphism π : Aut(E) → S3 such that given λ ∈ Aut(E) and
i ∈ {1, 2, 3}, we have that λ(xi, 0) = (xπ(λ)(i), 0). In [Sil97, Sec. III.10.1], we see that the
automorphism group for a curve E over K with j(E) = 1728 is cyclic with order 4. Let λ be
a generator for this group. As before, [−1] has order 2 in Aut(E), and so λ2 = [−1]. Once
again, π(λ)2 = π(λ2) = π([−1]) = id. Since π(λ) is a 2-torsion point in S3, it must either
be id or a 2-cycle. We will show that in fact π(λ) must be the 2-cycle(23).




where u4 = 1. Without loss of generality, we can assume λ is the map that uses u = a,
where a is a primitive 4th root of unity. Then,
λ(xi, 0) = (u2xi, 0)
Since x1 = 0, we see that (x1, 0) is fixed by λ. Since E is an elliptic curve, its discriminant
is non-zero, and so f (x) has no repeated roots. This implies that x2 and x3 are non-zero,
and so are not fixed by λ, implying that they are swapped by λ.
Finally, to see that φ1 is a self-loop, we can simply plug x1 = 0 into Vélu’s formulae and
verify that the new curve produced still has j-invariant 1728. We recall the new curve is
given by Ẽ : y2 = x3 + Ax + B, where
A = −15x21 − 4a = −4a
B = 14x31 = 0
Since this new curve lacks a constant term, it too has j-invariant 1728, completing the
proof.
We now return to the proof of our theorem.
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Proof. We recall that we found the probability of landing at a node with j-invariant j by
first computing the eigenvector associated to eigenvalue 1 for the matrix M associated with
our isogeny graph and then summing up all the entries with current node j. So, the goal is
to find this eigenvector and show that its entries sum to produce the results described in
the theorem.
Let P(j1, j2) describe the probability of arriving at the node with j-invariant j1 from the
node with j-invariant j2. This corresponds to the entry of the eigenvector in the row for














if j1 or j2 6≡ 1728 (mod p) with two dual pairs in between
Here, dual pairs refer to an isogeny along with its dual isogeny. When j = 0 for example,
even though there are three arrows from it to its neighbour (as described in lemma 5.3),
they all have the same dual, and so there is only one dual pair between the nodes. A
similar statement can be said about the two isogenies from j = 1728 to its neighbour. We
also note that it is impossible for there to be three dual pairs between any two nodes. If
this were the case, these two nodes would be disconnected from the rest of the graph,
which is not possible because isogeny graphs for supersingular curves are connected. Still,
it might be the case that there are only two nodes with three dual pairs in between. By
the supersingular curve counting formula, this can only happen when p = 11, 17, 19, 25.
When p ≡ 11, 17 or 19, at least one node is of j = 0 or j = 1728, which, by lemma 5.3 and
lemma 5.4 can never have three dual pairs with a neighbour. Finally, p = 25 is not a prime
number, and so we conclude that three dual pairs is never possible.
A few quick calculations show that a vector with entries P(j1, j2) does indeed give us
probabilities as described in the theorem. If a node has j-invariant 0 then it has just one
neighbour (with j-invariant a) with just one dual pair between them. So,




Similarly, if a node has j-invariant 1728, then it has one neighbour with j-invariant b 6= 1728
and also a self-loop, and so








Finally, if a node has j-invariant c 6= 0, 1728, then it has up to three neighbours, and exactly
three dual pairs. Irrespective of how these dual pairs are distributed among the neighbours,
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To see that this is an eigenvector of M, we will assume that we are currently at each
(current, previous) pair with probabilities as described above. We will then show that
moving one more step through the graph does not change these probabilities. This is
the same as showing that the vector of these probabilities is unchanged when multiplied
by the stochastic matrix M associated to the graph, making it an eigenvector of M with
eigenvalue 1.
So, assume, at step t, that the probability Pt(j1, j2) of being at each (current, previous) pair
is P(j1, j2), as in the proposed eigenvector. We work case by case to compute Pt+1(j1, j2)
using the following formula:
Pt+1(j1, j2) = ∑
j∈Nj2
Pt(j2, j) ·M(j2,j),(j1,j2)
where Nj2 is the set of j-invariants that are neighbours of j2, and M(j2,j),(j1,j2) is the entry
of M in the (j2, j) column and (j1, j2) row. We recall that this entry of M describes the
likelihood to going to (j1, j2) from (j2, j). The cases are as follows:
1. j1, j2 6= 1728, 0, and there is one dual pair between the nodes, as seen in fig. 7.
Figure 7: Case 1: j1, j2 6= 1728, 0
For each arrow pointing at j2 we assume a probability of 2
/
p−1
2 , in accordance
with the eigenvector. We see that one arrow comes from j1, while the other two
arrows come from elsewhere. If we entered j2 via the arrow from j1, then we cannot
backtrack to go to j1. However, if we entered j2 from either of the other arrows, then



















which matches the proposed eigenvector. Note that the argument is unchanged when
j1 = j2 and the arrow in question is a self-loop.
2. j1, j2 6= 1728, 0, and there are two dual pairs between the nodes, as seen in fig. 8
Figure 8: Case 2: j1, j2 6= 1728, 0
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Here, if we entered j2 via an arrow from j1, there is a 0.5 chance of going back to
j1, this time via the other dual pair. However, if we entered j2 from its third arrow,


















· 1 = 4p−1
2
which again matches the proposed eigenvector. Once again, this also works when
j1 = j2.
3. j1 = 0 and j2 6= 0, 1728. By lemma 5.3, this looks like fig. 9:
Figure 9: Case 3: 0 and j2 6= 1728, 0
Here, if we entered j2 from any of the arrows from 0 to j2, then we cannot backtrack
to 0, because the sole arrow going backwards is dual to all three incoming arrows.




















4. j1 6= 0, 1728 and j2 = 0. By lemma 5.3, this looks like fig. 10:
Figure 10: Case 4: j1 6= 1728, 0 and 0





· 1 = 2p−1
2
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5. j1 = 1728 and j2 6= 0, 1728. By lemma 5.4, this looks like fig. 11:
Figure 11: Case 5: 1728 and j2 6= 1728, 0
If we entered j2 from either of the arrows from 1728, we cannot backtrack. However,



















6. j1 6= 0, 1728 and j2 = 1728. By lemma 5.4, this looks like fig. 12:
Figure 12: Case 6: j1 6= 1728, 0 and 1728
If we entered 1728 from j1, then there is a 0.5 chance of going back to j1 via the other
arrow pointing back. However, if we entered 1728 from 1728, then we are guaranteed











· 1 = 2p−1
2
7. j1 = 1728 and j2 = 0. Combining both lemma 5.3 and lemma 5.4, this looks like
fig. 13:
Figure 13: Case 7: 0 and 1728





· 1 = 2p−1
2
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8. j1 = 0 and j2 = 1728. Combining lemma 5.3 and lemma 5.4, we get fig. 14:
Figure 14: Case 8: 1728 and 0
If we entered 1728 from 0, we have a 0.5 chance of leaving to 0. However, if we











· 1 = 2p−1
2
We point out a small but important difference in some of the above casework. In case 3, we
saw that if we go from 0 to j2, we cannot go back to 0 next, because the sole arrow back is
dual to all three arrows from 0 to j1. But in case 4, we saw that after entering 0 from j1, we
were able to go back to j1, even though the three arrows to j1 are all dual to the one we
just came to 0 from. This is because in the CGL hash function, we disallow backtracking
not based on duals, but based on kernels.













is why we cannot backtrack. On the other hand, in case 4, the isogeny φ from j1 to 0 has
three duals, all with different kernels that are permuted transitively by the automorphism
group of j = 0. Since the kernels are different, we are allowed to backtrack. Similar issues
come up in cases 5,6 and in cases 7,8, but can be explained in the same way.
This proves that the proposed values do in fact form an eigenvector of M with eigenvalue
1, completing the proof.
6 Conclusions
6.1 Probability of Collisions
In this subsection, we use the probability distributions to describe the collision resistance of
the CGL hash function. Section 6.3 contains several interesting directions for future work.
Now that we have the probability distributions for the hash values of every supersingular
isogeny graph G2(K), we can find out how likely it is for two different bitstrings to have
a collision. Given a node with j-invariant j, the probability of two randomly chosen,
sufficiently long bitstrings having hash value j is approximately P(j)2. Therefore, the
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In a hash function where all hash values are evenly distributed, so that if n is the number
of possible hash values, and each is attained with probability 1n , we would expect the









This is exactly what happens in the CGL hash function when p ≡ 1 mod 12, so that by
theorem 5.1, all nodes are evenly distributed. Things are more interesting when p 6≡ 1
mod 12 so that at least one of j = 0 and j = 1728 is supersingular.
For example, when p ≡ 5 mod 12, we see that there are p−512 nodes with j 6= 0, 1728 that



















































































6.2 Comparing Collision Rates in the Actual and Ideal Cases
In an ideal hash function, all hash values would be equally distributed. The above
probabilities show that this is not always the case in the CGL hash function. So, we can
compare the probability of a collision in the actual case to that in the ideal case, to find
how much more likely it is for there to be a collision in the actual case than in the ideal
case. To get an idea of the size of this ”error”, we can compare that value to the likelihood
of a cosmic ray error, which is a known source of error in all computing. According to
[Hol17, Ch. 7], if the error is less than the likelihood of a cosmic ray error, we can safely
say that the error is negligible.
When p ≡ 5 mod 12, the number of nodes in the graph is p−512 + 1 =
p+7
12 . So, if the hash
function were evenly distributed, the probability of a collision would be 12p+7 .
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(12p− 44)(p + 7)− 12(p− 1)2
(p− 1)2(p + 7) =
64p− 320
p3 + 5p2 − 13p + 7








p3 + 3p2 − 9p + 5







p3 + 11p2 − 26p + 13
Even though we only care about the above values when p ≡ 5, 7, 11 mod 12 respectively,
we can plot the functions over the real numbers to get an idea of their long term behaviour.
As we can see in fig. 15, the error tends to 0 as p is increased in all three cases.







p ≡ 5 mod 12
p ≡ 7 mod 12
p ≡ 11 mod 12
Figure 15: difference in probability of a collision in the actual case and the ideal case
The above error values are only accurate when the hashed bitstring is sufficiently long. So,
we assume a standard file size of 1MB, or 8, 000, 000 bits. According to [CGL09, Sec. 4.2.1],
the hash function runs at a speed of 13.1Kbps when the prime used is 256 bits long. This
means that it takes 610.687s to hash 1MB of data. According to [Sla05, Sec. III.B], the mean
time between consecutive cosmic ray errors ranges anywhere between 1 and 500 years. 1
year contains 31536000 seconds, and so each year, one could hash 51640.202MB of data.
This means that the expected number of cosmic ray errors per MB of data ranges between
1.94 · 10−5 and 3.87 · 10−8.
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Since the cosmic ray error was computed based on a 256 bit prime, we can assume that
p ≈ 2255. Plugging this into our error functions yields
Error =

1.91 · 10−152, p ≡ 5 mod 12
1.07 · 10−152, p ≡ 7 mod 12
2.98 · 10−152, p ≡ 11 mod 12
All three values are far below the likelihood of a cosmic ray error, and so we can say that
from a practical standpoint, the theoretical imperfections of the CGL hash function are
negligible.
6.3 Future Work
This work could be continued with an investigation into the minimum bitstring length
required to reach probability distributions within e of the expected probabilities, for some
predetermined error bound e. It may be useful to find a relationship between the length of
the bitstring and the error of the probability distributions. This way, we could come up
with approximations for probability distributions based on shorter bitstrings.
Another direction could involve taking the stochastic matrix for our graph and using it as
the adjacency matrix for a new graph. This new graph could yield interesting results or
insights into the original graph.
Finally, we could also repeat the work done in this paper for higher degree isogenies. It
might be possible to generalize our formula for probability distributions based on l, the
degree of the isogenies.
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