Whole genome prediction of complex phenotypic traits using high-density genotyping arrays has attracted a lot of attention, as it is relevant to the fields of plant and animal breeding and genetic epidemiology. Since the number of genotypes is generally much bigger than the number of samples, predictive models suffer from the curse of dimensionality. The curse of dimensionality problem not only affects the computational efficiency of a particular genomic selection method, but can also lead to a poor performance, mainly due to possible overfitting, or un-informative features. In this work, we propose a novel transductive feature selection method, called MINT, which is based on the MRMR (Max-Relevance and Min-Redundancy) criterion. We apply MINT on genetic trait prediction problems and show that, in general, MINT is a better feature selection method than the state-of-the-art inductive method MRMR.
INTRODUCTION
WHOLE genome prediction of complex phenotypic traits using high-density genotyping arrays has attracted a lot of attention, as it is relevant to the fields of plant and animal breeding and genetic epidemiology [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . Given a set of biallelic molecular markers, such as SNPs, with genotype values encoded as f0; 1; 2g on a collection of plant, animal or human samples, the goal is to predict the quantitative trait values by simultaneously modeling all marker effects. Often, the more interesting and difficult traits are polygenic, i.e., many loci contribute to the trait being modeled.
One of the earliest, though still very relevant, treatments of genomic selection was given in [1] . In the article, the authors present four approaches: least-squares estimation, BayesA, BayesB, and rrBLUP (Ridge-Regression BLUP), based on a linear model of the marker effects on the trait being studied. The latter three methods are still competitive with the state-of-art techniques, and have also spawned a number of interesting variants. Specifically, rrBLUP [1] , [9] has been used widely for trait prediction where it builds a linear model by fitting all the genotypes, and the coefficient computed for each marker can be considered as a measure of the importance of the marker. The name rrBLUP stands for "ridge-regression" BLUP, where BLUP stands for the standard "best linear unbiased prediction" approach used in the field. rrBLUP can be viewed as either ridge-regression with a specific shrinkage parameter, or a particular mixed model equation with certain variance components [10] , [11] . The rrBLUP method has the benefits of the underlying hypothesis of normal distribution of the trait value and the marker effects, which is well suited for highly polygenic traits; rrBLUP is computationally efficient and robust, which makes it one of the most commonly used models in whole genome prediction. Other popular predictive models are Elastic-Net, Lasso, Ridge Regression [12] , [13] , Bayes A, Bayes B [1] , Bayes C p [14] , and Bayesian Lasso [15] , [16] , as well as other machine learning methods.
Since the number of genotypes is typically much larger than the number of samples, especially with the drastic decrease in the cost to sequence, predictive models suffer from the curse of dimensionality. The curse-of-dimensionality problem not only affects the computational efficiency of a particular genomic selection method, but can also lead to poor performance, mainly due to possible overfitting, or un-informative features.
Feature selection [17] , [18] , [19] has been considered as a successful solution for this problem, where a subset of important features are selected and the predictive models are trained only on these features. A popular criterion for feature selection is called Max-Relevance and Min-Redundancy (MRMR) [20] where the selected features are maximally relevant to the class value and simultaneously minimally dependent on each other. The mRMR method proposed by [20] greedily selects features that maximize the relevance to the predicted variable while minimizing the redundancy among the features. The mRMR method has been applied successfully in various practical problems [21] , [22] , [23] .
Transductive learning, first introduced by Vapnik et al. [24] , assumes that the test data for predictor variables (herein, markers) are available to the learning algorithms; the target variable values for test samples are, of course, not available at the training phase. Therefore, the models are built in a semi-supervised way, from both labeled training and unlabeled test samples; the availability of additional (though unlabeled) data usually improves the predictive performance. In this work, we propose a transductive featureselection method called MINT. Our method applies the MRMR criterion and integrates the test data in the feature-selection process in a natural way. An efficient algorithm is developed to speed up the selection process. Our experiments on simulated data show that MINT generally achieves similar or better results when compared to the standard mRMR which relies on training data only. To our knowledge, this is the first transductive feature selection method based on the MRMR criterion.
Finally, we couple our new MINT feature selection method with the efficient and robust rrBLUP method. We performed a range of tests on a Maize data set [7] , a Rice data set [25] and a Pine data set [26] and show that our combined genomic selection method outperforms standard rrBLUP, standard mRMR combined with rrBLUP, as well as a handful of chosen genomic selection methods. We also analyze the impact of the number of features selected by MINT prior to applying rrBLUP; we observe that, frequently, an excellent predictive performance is achieved with a surprisingly small number of features. The MINT package is available here https://github.com/leopardhe/MINT.
RELATED WORK
A popular criterion for feature selection is Max-Relevance and Min-Redundancy [20] . Max-Relevance searches for features satisfying the Equation (1), which computes the mean of mutual information values between each individual feature x i and class variable c, as follows:
where S is the selected feature set and Iðx i ; cÞ is the mutual information between x i and c. However, feature selection based solely on max-relevance tends to select highly redundant features, i.e., features that highly correlate with each other. Frequently, removing some of the redundant features would not significantly affect the respective classdiscriminative power. Therefore, Min-Redundancy criterion is added on top of max-relevance, in order to select non-redundant features:
An operator FðD; RÞ is defined to combine D and R from the above two equations where D and R are optimized at the same time:
An incremental search algorithm is proposed to effectively find the near-optimal features defined by Fð:Þ, and it works as follows. Assuming we already obtained a feature set S mÀ1 , containing m À 1 features, we select the mth feature (from the set X À S mÀ1 ) that is maximizing the following objective function:
The computational complexity of every single step in this algorithm is OðjSj Â MÞ where jSj is the size of the current target feature set, M is the total number of features. Assuming the target feature set is eventually of size N, the complexity of this algorithm is Oð P N i¼1 i Â MÞ = Oð N 2 2 Â MÞ. In mRMR, the features are selected in a greedy manner. Although in many cases the selected features are very good, it is known that the order of the features are problematic as once a feature is selected, it can not be removed, and some redundant features indeed contain important information. A couple of strategies are proposed to address this problem. Ding et al. [20] applied a wrapper based strategy to do backwards feature selection. In their strategy, mRMR is first used to select a relatively large candidate feature set. A wrapper classifier such as SVM is used to remove features according to cross-validation. The procedure terminates when there is no further improvement after removing a feature. It is well known that wrapper approaches to feature selection usually improve the predictive performance; however, these methods are generally good only in combination with specific classifiers used by the wrapper method. Therefore, the features extracted this way may not necessarily be the best features, in general.
Notice that there are many existing methods on dimensionality reduction for GWAS, such as MDR [27] , BEAM [28] , epiSNP [29] , PIA [30] etc. These methods, however, are all aimed for epistasis or gene-gene interactions. What's more, they are not feature selection methods. Thus they can not be applied to genetic trait prediction on main effects, or single locus, directly.
Transductive learning, proposed by Vapnik et al. in [24] , assumes that both the labeled training data and the unlabeled test data are used to classify or predict the labels of the test data. Transductive learning was shown to achieve better performance than the "classical" inductive learning, where only labeled training data is used to predict the labels of the test data, especially when the test data is correlated with only a portion of the training data. This improvement can be due to exploiting properties of the (unlabeled) test data relevant to the regression, which are missed by the inductive learning methods.
The concept of transductive learning has also been applied to feature selection [31] , [32] , [33] . In order to use the features of the test data points, a few imputation strategies have been developed. For example, [32] imputed the missing class values of the test data points with a model training on the training data only. Then these test data points with imputed class values are treated as input together with the training data points to train a new model. This strategy achieves good performance when the dimensionality is relatively low. With ultra-high dimensional data sets, the imputed values are usually not accurate which leads to poor performance of the newly trained model. On the other hand, [33] imputed the missing class values of the test data points with their nearest neighbors in the training data points. However, it suffers again the high dimensionality as when the dimensionality is high, it's not even clear how to define distance between data points. Therefore, how to best utilize the information from the test data points is very challenging, especially when the dimensionality of the data set is high.
METHODS
In this work, we propose a mutual information based transductive feature selection method MINT, which performs feature selection using both the training data and the unlabeled test data. Moreover, we develop an efficient hill-climbing algorithm to improve both the computational efficiency and the predictive performance of MINT.
MINT (Mutual Information Based Transductive Feature Selection)
Transductive learning is shown to be able to improve the performance of the traditional inductive learning techniques. However, modifications required in order to adapt a particular inductive method to its transductive version are method-specific, and often quite non-trivial; in general, it is not even clear whether any inductive method can be transformed into a transductive one. In our case, the criterion of maximum relevance and minimum redundancy has two independent components, one for maximum relevance and one for minimum redundancy. Since the maximum relevance part calculates the mutual information between the selected features and the class value, it cannot exploit newly added unlabeled test data, and thus will not be modified in the transductive version of the method. Minimum redundancy, on the other hand, calculates the mutual information among all the selected features and does not involve the class value. Therefore, we can include all the unlabeled test samples in this component, thus adapting it to the the transductive setting.
The objective function for MINT is thus defined as follows:
where x training j denotes the jth feature vector including only the training data, x trainingþtest j denotes the jth feature vector including both the training and the test data, c training denotes the class value vector including only the training data. With this new objective function, the greedy algorithm can be applied directly to maximize this objective function and to select the set of near-optimal features. We call the value of the objective function the MINT Score.
Mutual Information Estimation
For two given vectors X; Y , their mutual information is computed as follows:
where pðxÞ is the marginal probability pðX ¼ xÞ and pðx; yÞ is the joint probability pðX ¼ x; Y ¼ yÞ. For vectors with discreet values, we can easily compute pðxÞ; pðyÞ; pðx; yÞ by considering the frequency of the corresponding values. For continuous values, the summation in the above formula should be replaced with integral, as follows:
; yÞlog pðx; yÞ pðxÞpðyÞ dxdy:
One advantage of the mutual information based method is in out problem setting, the genotypes are integers with possible value from the set {0, 1, 2}. Therefore, we can use Equation (6) to compute the redundancies among them. We do not need any discretization and thus the estimation is accurate. The phenotypes, or genetic traits, have continuous values. When we compute the relevance between phenotype and genotype, we can approximate Equation (7) with Equation (6) by rounding the continuous phenotype values into integers. However, when the phenotype has very close values for different samples, rounding the values may introduce large error. Instead, we perform discretization of the phenotype value. We first compute the z-score of phenotype value for each sample as xÀm d 2 . Then, we assign discretized values to samples according to their z-score using the following formula:
It has been shown in [34] that the systematic error for mutual information estimation of two vectors X; Y in discrete case can be approximated as follows:
where M x is the number of histogram bins used for vector X, M x;y is the number of histogram bins used for the joint values of X and Y , and N is the number of samples. Since the genotype data is encoded into 0; 1; 2 values, we have M
Therefore, we can see that the error is monotonic with respect to the number of samples N. Thus, for larger number of samples, the error is reduced, and the estimation tends to be more accurate. However, it is not guaranteed that MINT will necessarily outperform mRMR, since the approximation in Equation (9) holds only when X and Y are from the same distribution. When there are outliers, such as genotyping errors, the above approximation does not necessarily hold, and including more samples may not necessarily improve the performance. Nevertheless, in our experiments, MINT generally performs at least as good as mRMR, and often outperforms the latter. Moreover, transductive approach used by MINT seem to outperform other non-transductive feature-selection methods.
Incremental Search Algorithm
A straightforward approach would be to compute the objective function 6 for every not-yet-selected feature, at every step. This naive algorithm has complexity Oð N 2 2 Â MÞ. It is efficient when the number of features, M, is relatively small. However, for data sets with very large number of features, e.g. up to hundreds of thousands, such as gene expression data, microarray data, text-mining data, and so on, this algorithm becomes very inefficient. Also, when the size of the target feature set, N, is relatively large, the complexity Oð N 2 2 Â MÞ becomes quite high. The greedy algorithm is not efficient since, for every candidate feature, in order to compute the new redundancy when the feature is included, the mutual information between all the previously selected features needs to be recomputed. In order to avoid this redundant computation, we propose a more efficient greedy algorithm. We note that the operation P
x i 2S mÀ1 Iðx j ; x i Þ does not need to be performed for every x j . Since the features are added in an incremental manner, the difference between S mÀ1 and S mÀ2 is just the ðm À 1Þth feature. Therefore, we do not need to recompute the sum of the mutual information between x j and x i , where 1 i m À 2, from scratch. The two sums P x i 2S mÀ2 Iðx j ; x i Þ and P x i 2S mÀ1 Iðx j ; x i Þ differ only by Iðx j ; x mÀ1 Þ. Therefore, we can save this sum P
x i 2S mÀ1 Iðx j ; x i Þ at every step, and reuse it in the next step. The algorithm is summarized below: 17: m ¼ m þ 1 18: end while 19: Return S N As we can see, this algorithm has complexity OðNMÞ, as compared to Oð N 2 2 Â MÞ complexity of our initial naive approach. Therefore, it is much faster than the naive algorithm, especially when N is relatively large.
Missing Values
Genotype data usually contains missing values. When the genotypes are missing, we conduct imputation to impute the missing values as the genotype value with the highest frequency for the given marker. For example, if we have genotype values for a marker for 6 individuals as "0 0 1 0 ? 2", where "?" indicates missing genotype, we impute the value of it as 0. This imputation strategy is greedy and is widely used to process missing genotypes.
Performance Analysis
We next show that the performance of MINT depends on the following factors:
Relevance of the features to the target variable. We call features with high relevance "good" features and the features with low relevance "bad" features. The larger the discrepancy between the relevances of good and bad features, the more effective, in general, is a feature selection method, since it is easier for the method to select the good features; the good features, in their turn, yield a better regression performance. On the other hand, when the relevances of the features are not very different, namely, there is no clear distinction between good and bad features, any feature selection method may fail. Redundancy among all the features. If there is no redundancy among the features, MINT will select the same set of features as mRMR does, and the performances of both methods will be identical. However, if the redundancy is too high, for example, in an extreme case when all features are identical, MINT will also still select the same set of features as mRMR does. Therefore, as we will show in our experiments, the redundancy among all the features need to be high enough, but not too high, for MINT to outperform mRMR. It is nontrivial to determine analytically what redundancy level would lead to a better performance of MINT. However, we will show that MINT, in general, is not worse than mRMR, and therefore, is an overall better feature selection method than mRMR. Redundancy among the test features. The advantage of MINT over mRMR comes from the redundancy of the test features. When the test data is similar to certain portion of the training data, for example, data set has population structures and the test data comes from specific population, the redundancy of the test features will be similar to that of the training features from the same population. Thus the overall redundancy of the features will be biased towards the redundancy of that population. Consequently MINT selects features specific for that population, leading to better performance. Another possibility is the redundancy of the training data is too small to affect the feature selection results. However, when combined with the test data, the redundancy increases dramatically to have a significant influence on the selection results. One advantage of MINT for the genetic trait prediction problem is that the genotypes are of integer values {0,1,2} and therefore the mutual information estimation can be conducted directly on these genotypes without discretization. Discretization generally worsens the estimation accuracy and thus avoiding the discretization leads to more accurate estimation. Therefore, genetic trait prediction is indeed an application where MINT has specific advantages.
Another observation is that by using the same number of selected features, the performance of MINT is generally better than that of mRMR but not significantly better. We investigated the reason and found that although the ranks of the features by MINT and mRMR are generally different, if we select the top-k features from both ranks, the two sets of features have significant overlaps. The training algorithms such as rrBLUP ignore the rank of the features. Therefore, even if two sets of features have different ranks, because the features in the two sets are almost the same, the prediction results have no big difference. Based on this observation, we allow the number of selected features for MINT and mRMR to be different and we use the number where they achieve the best performance. In our future work, we would like to integrate the rank information to the predictive algorithm such that MINT and mRMR can be further differentiated.
EXPERIMENTAL RESULTS
We compare the predictive performance of rrBLUP [1] , [9] on the full set of variables versus its performance on the subsets of variables of different size selected by the two variable-selection techniques discussed above: mRMR [20] and MINT. The resulting combined methods are referred to as "mRMR + rrBLUP" and "MINT + rrBLUP", respectively. Similar results, not included due to space restrictions, were obtained when applying some other predictive methods to features selected by mRMR and MINT. In all experiments, we perform 10-fold cross-validations and measure the average coefficient of determination r 2 (computed as the square of Pearson's correlation coefficient) between the true and predicted outputs; higher r 2 indicates better performance.
Simulated Data
Since our method is based on the mRMR criterion, we experiment with different levels of relevance and redundancy, and show that the performance of MINT relies on both components. We randomly simulate 10 different data sets for each parameter settings, and report average results.
We first simulate a target vector variable Y with random values in [0,1] and dimension 200, namely, we consider 200 samples. For the design matrix X, we simulated 100 "good" features by adding an error vector of the same dimension 200 as e $ Nð0; 300Þ to the Y vector. We also simulate 1,900 "bad" features by adding an error vector of dimension 200 as e 0 $ Nð0; 500Þ. Therefore, it is relatively hard to distinguish the good and bad features. The results are shown in Table 1 , Case one. In this case, the feature selection methods do not work well as it is hard to select good features.
Next, we simulate a 200-dimensional target variable vector Y following multivariate uniform distribution Y $ Uð0; 1Þ, and then we simulate the features as F ¼ Y þ e, where e $ Nð0; d 2 Þ is a 200dimensional noise vector following a multivariate normal distribution. Thus, the large-d features are noisy ("bad"), while lower-d features are less noisy ("good"). We simulate 100 "good" features with e $ Nð0; 100Þ and 1,900 "bad" features with e 0 $ Nð0; 1; 000Þ. The results are shown in Table 1 , Case two. In this case both feature selection methods work well, but since the good features are randomly simulated and they have low redundancy, the performances of mRMR+rrBLUP and MINT+rrBLUP are almost identical.
Next, we again simulate a target variable vector Y $ Uð0; 1Þ. For the design matrix X, we simulate 50 "seed" features F ¼ Y þ e with e $ Nð0; 500Þ. Then for each seed feature, we simulate 9 "duplicate" features as F 0 ¼ F þ e 0 where e 0 $ Nð0; 100Þ. We consider all these 500 features as "good" features. We also simulate 4,500 "bad" features F 00 ¼ Y þ e 00 with e 00 $ Nð0; 1; 000Þ. The results are shown in Table 1 , Case three. MINT+rrBLUP consistently outperforms mRMR+rrBLUP, due to the redundancy we introduced in the good feature set; both methods outperform rrBLUP.
In order to show the advantages of MINT as compared to mRMR, we compute the precision as the percentage of the "good" features that are selected by either method given the number of selected features. As we can see in Table 2 , for case one, where bad and good features are mixed, the precision of both methods is low. But the precision of MINT is much higher than that of mRMR. For case two, where bad and good features can be easily distinguished, the precision of both methods is high and still MINT has better precision. For case three, the precision of both methods is very low, which explains why the prediction performance in case three is worse than the performance in case one. The low precision is due to the difference of d 2 of "bad" and "good" features being relatively small. Still, MINT has better precision than mRMR. In Table 3 , we show the running time of MINT and mRMR on all three cases. We can see that the running time of MINT is slightly longer than that of mRMR, due to the transduction on the test samples. Both MINT and mRMR are very memory efficient as they consider only one feature at a time.
Real Data

Maize Data
Next, we apply the same methods to the Maize data set [7] , which consists of two maize diversity panels with 300 Flint and 300 Dent lines developed for the European CornFed program. The two panels, Flint and Dent, were genotyped using a 50k SNP array, which after removing SNPs with high rate of missing markers and high average heterozygosity, yielded 29,094 and 30,027 SNPs respectively. Both of them contain 261 samples.
We conducted 10-fold cross validation and we compare the performance of mRMR, MINT all followed by rrBLUP and other nontransductive feature selection methods, PCA+FOBA, SVR (Support Vector Regression), and the Elastic Net, in Tables 4. For MINT +rrBLUP, we showed its improvement over mRMR+rrBLUP. Notice we allow the number of selected features n to be different for MINT and mRMR, where for mRMR, n ¼ 1; 000 for both traits, for MINT, n ¼ 1; 000 for Dent and n ¼ 2; 000 for Flint. It is obvious that mRMR+rrBLUP, MINT+rrBLUP outperform rrBLUP, indicating that feature selection, in general, is able to improve the performance of the predictive model. We can also see that MINT+rrBLUP achieves the best results for both data sets. On the other hand, in both data sets, MINT outperforms mRMR significantly (for genetic trait prediction, a 5 percent improvement is considered as significant), illustrating the effectiveness of transduction.
Rice Data
We again compare the performance of MINT against other nontransductive feature selection methods. We compare the performance of rrBLUP, mRMR+rrBLUP (n ¼ 1; 000 for both traits), MINT+rrBLUP (n ¼ 1; 000 for both traits), PCA+FOBA, SVR, and the Elastic Net on the Rice data sets. We show the improvements of MINT+rrBLUP over mRMR+rrBLUP. The results are shown in Table 5 . We can clearly see that MINT+rrBLUP achieves the best results for phenotype 34 and it outperforms all other methods except for Elastic Net for phenotype 29. However, Elastic Net has a much worse performance for phenotype 34, indicating that MINT is a more robust method. We can also see that for both phenotypes, mRMR, MINT lead to better performance than rrBLUP does. The performances of mRMR and MINT are almost identical for phenotype 34, indicating that MINT does not always significantly outperforms mRMR. However, for phenotype 29, we do observe significant improvements of MINT over mRMR. This experiment indicates that transduction is not always guaranteed to improve the performance, but in general, it does not worsen the performance of its non-transductive baseline, and in many cases improves the performance dramatically.
Pine Data
Finally we test the performance of our method on the third data set, the Loblolly Pine data set [26] , which contains 17 de-regressed phenotype data types for the 926 samples, each with 4,854 samples. We randomly selected four phenotypes and we compare the performance of rrBLUP, mRMR+rrBLUP (n ¼ 2; 000 for all traits), MINT+rrBLUP (n ¼ 3; 000 for BD, n ¼ 2; 000 for BLC, CWAC, CWAL). We conducted 10-fold cross validation. We show the improvements of MINT+rrBLUP over mRMR+rrBLUP. As we can see in Table 6 , again, we observe that both MINT and mRMR outperforms rrBLUP and MINT outperforms mRMR consistently. On phenotype BD, the improvement is significant. In Table 7 , we show the running time of mRMR, MINT in cases when 500 features are selected. We can see that MINT and mRMR have similar running time, indicating that MINT is as efficient as mRMR.
In summary, we observed that MINT achieves significant improvements over mRMR on four out of eight traits and at worst the same performance on the remaining traits. Its running time is similar to that of mRMR. This indicates that in general, MINT is a better feature selection method than the state-of-the-art inductive method mRMR.
CONCLUSIONS
In this work, we proposed a method called MINT, which is the first transductive feature selection method based on the MRMR criterion. We applied MINT on genetic trait prediction problems and showed that MINT, in general, is a better feature selection method than the state-of-the-art inductive method mRMR and other nontransductive prediction methods. We also showed that the performance of MINT relies on both relevance and redundancy and genetic trait prediction is an application where MINT has specific advantages. MINT ranks all the features according to the MRMR criterion. However, the rank is not used by the predictive algorithms. In our future work, we would like to integrate the rank into the predictive algorithm such that MINT can be further differentiated from mRMR. We would also like to investigate the conditions that MINT is superior to mRMR.
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