Abstract. Chromatic number, chromatic sum and chromatic sum number are important graph coloring characteristics. The paper proves that a parallel metaheuristic like the parallel genetic algorithm (PGA) can be efficiently used for computing approximate sum colorings and finding upper bounds for chromatic sums and chromatic sum numbers for hardto-color graphs. Suboptimal sum coloring with PGA gives usually much closer upper bounds then theoretical formulas known from the literature.
Introduction
Graph Coloring Problem (GCP) and Graph Chromatic Sum problem (GCS) belong to the class of NP-hard combinatorial optimizations problems [6, 12] .
GCP is defined for an undirected graph G(V, E) as an assignment of available colors {1, . . . , k} to graph vertices providing that adjacent vertices receive different colors and the number of colors k is minimal. The resulting coloring is called conflict-free and k is called graph chromatic number χ(G).
GCS is defined for an undirected graph G(V, E) as an assignment of available colors {1, . . . , h} to graph vertices providing that sum of all color numbers in a conflict-free coloring must be minimal. The minimum number of colors h in a minimum-sum coloring is called chromatic sum number s
(G), s(G) ≥ χ(G).
A generalization of GCS is the Minimum Sum Multicoloring problem related to distributed resource allocation [1] .
Intensive research has been conducted in the area of graph coloring and resulted in a large number of exact and approximate algorithms, heuristics and metaheuristics. The Graph Coloring Problem was the subject of Second DI-MACS Implementation Challenge in 1993 and Computational Symposium on Graph Coloring and Generalizations in 2002. A collection of hard to color graph instances in DIMACS format and summary of results are available at [16, 17] .
Chromatic number and chromatic sum number are important coloring parameters that characterize graphs. While chromatic numbers for most DIMACS graphs are determined little is known about their chromatic sums. Some theoretical lower and upper bounds for general and some specific graphs are reported in the literature [14] . In addition, new lower bounds for chromatic sums are established in the present paper. However, in most cases the gap beetween bounds is still large.
The objective of this paper is to compute experimentally sum colorings, closer upper bounds for chromatic sums and evaluate their corresponding approximate chromatic sum numbers s(G) for a set of DIMACS graphs. For computations the parallel genetic algorithm (PGA) [4] is adapted which has already been found to be efficient in solving GCP problem [10, 11] . For sum coloring another definition of the fitness function is applied. As a result of conducted computations the theoretical upper bounds for chromatic sums of the selected benchmark graphs are significantly improved by our experimental data.
The rest of the paper is organized as follows. The next section presents basic definitons and theoretical bounds on the graph chromatic sum and the chromatic sum number. Next, the migration model of PGA is characterized in section 3. Some specific operators and functions used in the PGA are described in section 4. Sections 5 and 6 contain main computational results and conclusions.
Graph Coloring Sum Problem -Definitions and Bounds
Let us define formally the optimization problems GCP and GCS. For a given graph G(V, E), where : V -set of graph vertices, |V | = n, and E -set of graph edges, |E| = m, the optimization problem GCP is formulated as follows: find the minimum positive integer k, k ≤ n, and a function c :
The obtained value of k is refered to as graph chromatic number χ(G).
The cost of a vertex coloring c is the sum
The chromatic sum of graph G is
The optimization problem GCS is formulated as follows: for a given graph G(V, E) find the minimum positive integer h, χ(G) ≤ h ≤ n, and a function c : V −→ B, B = {1, . . . , h} such that (G) is minimal. The obtained value of h is refered to as graph sum chromatic number s(G).
In the above definitions the color set A = {1, . . . , k} is an interval subsets of N, i.e. A = {j ∈ N : 1 ≤ j ≤ k}. Similarly, the color set B = {1, . . . , h} is an interval subsets of N.
A conflict-free vertex coloring c is a partition of V into independent sets C i , where i is a color number in a color set. Thus, an optimal sum coloring minimizes
For any optimal sum coloring c of G the following properties hold:
and
where i, j are color values. Parameters χ(G) and s(G) are related exclusively to the given graph G(V, E) and are invariable with respect to the formulation of problems GCP and GCS.
An exemplary graph G(V, E) with ten vertices is shown in Fig.1 . In graph coloring problems k-colorings of graph vertices are encoded in chromosomes representing set partitions with exactly k blocks. There are two equivalent notations for vertex colorings that are commonly used in the algorithm design.
In assignment representation available colors are assigned to an ordered sequence of graph vertices. Thus, the vector c =< c [1] , c [2] , . . . , c[n] > represents a vertex coloring. For the graph in Fig.1 , an optimal 3-coloring is denoted by the vector c =< 1, 2, 3, 2, 3, 1, 2, 3, 2, 1 >.
In partition representation the vertex coloring is a unique sequence of partition blocks. Each block of the partition p does correspond to a single color. The elements within each partition block are ordered in the increasing lexicographic order, and all blocks are ordered increasingly according to the value of their first elements. For our graph the same optimal 3-coloring is denoted by the partition p = {1, 6, 10}{2, 4, 7, 9}{3, 5, 8}.
The cost of the above optimal 3-colorings is v∈V c(v) = 20. In some cases of non-optimal colorings the result can be improved by reordering of partition blocks according to decreasing order of their sizes and assigning them increasing color numbers according to property 4. In this way the coloring presented above can be improved to c =< 2, 1, 3, 1, 3, 2, 1, 3, 1, 2 > or p = {2, 4, 7, 9}{1, 6, 10}{3, 5, 8} and the resulting chromatic sum is v∈V c(v) = 19. The minimum chromatic sum can be obtained when the number of colors is not minimal.
A number of theoretical lower and upper bounds on chromatic sum (G) with the color set B = {1, . . . , s(G)} as well as bounds on the chromatic sum number s(G) is known from the literature [12] .
The chromatic sum (G) is bounded by:
The chromatic sum number s(G) is bounded by:
where Δ(G) denotes degree of the graph G, i.e. maximum degree of v ∈ V .
(Remark: for full graphs and odd cycles s(G) = Δ(G) + 1). We propose two new theoretical lower bounds according to the following theorem:
Theorem 1. The graph chromatic sum defined above satisfies the following two inequalities:
Proof. In order to prove 15 it is sufficient to show that the cost of optimal sum coloring with exactly h = s(G) colors is at least :
The inequality 16 follows directly from 12 and 15.
Bounds 11, 12, 13 and 16 are as hard to compute as χ(G), but for many benchmark graphs χ(G) is known.
Migration Model of Parallel Genetic Algorithms
There are many models of parallelism in evolutionary algorithms: master-slave PGA, migration based PGA, diffusion based PGA, PGA with overlaping subpopulations, population learning algorithm, hybrid models etc.
The migration model used in this paper is basically the same as the model used in [10, 11] . Migration models of PGAs consist of a finite number of disjoint subpopulations that evolve in parallel on their "islands" and exchange genetic informations under control of a migration operator. Co-evolving subpopulations are built of individuals of the same type and are ruled by one adaptation function. The selection process is decentralized.
During the migration phase every island sends its representatives to all other islands and receives the representatives from all co-evolving subpopulations. The migration process is fully characterized by migration size, distance betweeen populations and migration scheme. Migration size determines the emigrant fraction of each population. This parameter is limited by capacity of islands to accept immigrants. The distance between migrations determines how often the migration phase of the algorithm occurs. Three migration schemes are applied: no migration, migration of randomly selected individuals and migration of best individuals of the subpopulation. In our algorithm a specific model of migration is applied in which islands use two copies of genetic information: migrating individuals still remain members of their original subpopulation. In other words they receive new "membership" without losing the former one. Incoming individuals replace the chromosomes of host subpopulation at random. Then, a selection process is performed. The rationale behind such a model is as follows. Even if the best chromosomes of host subpopulation are eliminated they shall survive on other islands where their copies were sent. On the other hand any eliticist scheme or preselection applied to the replacement phase leads to premature elimination of worse individuals and lowers the overall diversity of subpopulation.
Computer experiments provide an evidence that parallel genetic algorithms can be efficiently used for a class of graph coloring problems [10, 11] .
Genetic Operators for GCS
In this section a collection of genetic crossover, mutation and selection operators is introduced that is used in our PGA. Two recombination operators: CEX, GPX and the mutation operator First Fit were initially designed for GCP (for more details see [10, 11] ). The cost function and selection operator is designed especially for GCS.
Recombination Operators
In conflict-based crossovers for GCP the assignement representation of colorings is used and the offspring tries to copy conflict-free colors from their parents. The recombination operator called Conflict Elimination Crossover (CEX) reveals some similarity to the classical crossover. Each parental chromosome p and r is partitioned into two blocks. The first block consists of conflict-free nodes while the second one is built of the remaining nodes that break the coloring rules. This second block in both chromosomes is then replaced by corresponding colors taken from the other parent. This recombination scheme provides inheritance of all good properties of one parent and gives the second parent a chance to reduce the number of existing conflicts. However, if a chomosome represents a feasible coloring the recombination mechanism will not work properly. Therefore, the recombination must be combined with an efficient mutation mechanism. As a result two chromosomes s and t are produced. The operator CEX is as simple and easy to implement as the classical crossover.
Greedy Partition Crossover
The method called Greedy Partition Crossover (GPX) was designed by Galinier and Hao for recombination of colorings or partial colorings in partition representation [5] . It is assumed that both parents are randomly selected partitions with exactly k blocks that are independent sets. The result is a single offspring (a coloring or a partial coloring) that is built successively in a greedy way. In each odd step select the maximum block from the first parent is selected. Then the block is added to the result and all its nodes from the both parents are removed. In each even step the maximum block is selected from the second parent. Then the block is added to the result and all its nodes from the both parents are removed. The procedure is repeated at most k times since in some cases the offspring has less blocks then the parents. This possibility is not considered in the original paper [5] . Finally, unassigned vertices (if they exist) are assigned at random to existing blocks of partition. The first parent is replaced by the offspring while the second parent is returned to population and can be recombined again in the same generation.
Mutation Operator
The mutation operation called First Fit (FF) is designed for colorings in partition representation and is well suited for GCS. In this mutation one block of the partition is selected at random and we try to make a conflict-free assignment of its vertices to other blocks using the heuristic First Fit. Vertices with no conflict-free assignment remain in the original block. Thus, as a result of the mutation First Fit the color assignment is partially rearranged and the number of partition blocks is often reduced by one.
Selection
Selection process maintains constant size of population selected by means of a fitness function.
The quality of a solution is measured by the following cost function:
c -is a graph coloring, (G) = v∈V c(v) -is the sum of colors used in c, q -is a penalty function for pairs of vertices connected by an edge (u, v) ∈ E:
In many cases less colors results in more conflicts. Modeling the cost function we can favour conflict-free colorings by setting values of q(u, v) and d. On the other hand conflict colorings with less colors can also be useful. Therefore, we decided to set relatively low values of q(u, v) and d. Thus, with the cost function given above, all k'-colorings with i conflicts, k ≤ (k − 2i − 2), are better then conflict-free k-colorings.
The proportional (roulette) selection is performed with the fitness function 1/f (c).
In section 5 the theoretical bounds for selected subset of DIMACS graphs are given and compared with the bounds computed experimentally.
Experimental Results
Initial experiments for graph GCS problem were conducted with greedy coloring heuristic GIS and conventional genetic algorithm.
GIS is an approximation algorithm proposed by Johnson [8] which computes valid graph coloring via computing subsequent approximate independent sets (ISs). Decreasing ordering the graph ISs according to their powers and assigning to them increasing color numbers from the color set is one of the methods of finding approximate minimal sum coloring in graphs [14] . For each selected graph the program implementing GIS heuristic was executed once.
The best sum 3-coloring of the graph G from Fig.1 computed by GIS heuristic was the partition p = {1, 2, 3, 4, 9}{5, 6, 10}{7, 8} with the coloring cost v∈V c(v) = 17. Genetic algorithms (GA) are metaheuristics often used for GCP [3, 5] . GA was applied with coloring chromosomes in assignment representation, standard 1-point crossover, 1-point mutation and proportional selection. The initial population was generated at random. We set the following parameters of GA: population size = 200 , crossover probability= 0.8, mutation probability = 0.1. All experiments were repeated several times times for each selected graph.
The best sum 3-coloring of the graph G from Further experiments were conducted with migration model of PGA described in section 3.
In this paper PGA is applied with coloring chromosomes in both assignment and partition representations, CEX and GPX crossovers, respectively, First Fit mutation and proportional selection. The initial population was generated at random. We used the following parameters of PGA: population size = 60 , number of islands = 3 or 5, crossover probability= 0.8, mutation probability = 0.1 with GPX and 0.5 with CEX, number of iterations = 5000 with GPX and 10000 with CEX. All experiments were repeated several times times for each selected graph. In some cases PGA generates colorings not satisfying property 4. Therefore, the final reordering of assigned colors was necessary for improving the value of graph chromatic sum.
Preliminary experiments on graph coloring benchmarks showed us that PGA for GCS outperforms both the GIS heuristic and the conventional GA. The comparison results are not presented in the present paper.
All our experiments with PGA were performed on a computer with Pentium 4 processor (3,06GHz, 1GB RAM). The programs generated detailed reports and basic statistics. Processing times are not reported in the present paper.
We used the graph coloring instances available in the web archive [16] . This is a collection of graphs in DIMACS format with known parameters, including graph chromatic numbers. In the preprocessing phase we converted list of edges representation into adjacency matrix representation.
The theoretical bounds and the best computational results for 16 DIMACS benchmarks with at most 200 vertices are presented in Table 1 . We used the following notations: L.B. and U.B. stand for lower and upper bound, respectively, A.B. denotes approximate upper bound for s(G) (in fact the exact value of s(G) can be lower then, equal or greater then A.B., satisfying bounds 12-14).
All theoretical bounds on (G) were improved except L.B. and U.B for queen5.5 and U.B for queen7.7. Also approximate upper bounds for s(G) are significantly lower in comparison to theoretical upper bounds. 
Conclusions
The paper shows that general heuristics like PGA can be used for finding approximate solutions to the optimization problem GCS. The theoretical and experimental results obtained in this paper provide a better insight into the chromatic sum problem by improving known lower and upper bounds on chromatic sums (G) and, simultaneously, by a closer approximation of chromatic sum numbers s(G) for selected benchmark graphs from DIMACS web archive. The authors hope that further progress in computing bounds can be obtained with the help of parallel metaheuristics [2] . The presented results can be useful reference data in future research in this area. Computing exact chromatic sums (G) for all DIMACS benchmarks remains an open question.
