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ABSTRACT
　　An　analytical　model　is　presented　to　compute　the　perfo即ance　bounds　of
acomputer　system　which　has　priority　scheduling　at　CPU，1／O　devices
and　memory．　The　performance　bounds　obtained　provide　useful　insights
into　the　global　system　behaviors　under　various．priority　schemes，　which
have　been　hard　to　analyze　by　conventional　queueing　network　models．
Three　examples　are　shown，　coupled　with　GPSS　simulations　and　measure．
ments，　to　investigate（1）priority　schemes　for　e缶cient　response　time　control；
（2）pr三〇ri亡y　schelnes　for　throughput　improvementi（3）10w－priority　batch
throughput　under　the　influence　of　high－priority　TSS．　The　developed　model
is　expected　to　aid　the　design　of　the　desirable　priority　schemes　to　achieve
high　performance．
1．　INTRODUCTION
　　There　is　a　growing　need　for　computer　system　performance　prediction，
as　an　increase　in　system　s三ze　and　compl6xity　makes　the　conven亡ional　rule
of　thumb　estimation　less　and　less　dependqble．　To　this　end，　queueing
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network　models　are　among　the　most　promising，　since　they　require　less
effort　and　lower　cost　than　detailed　simulations［13］．　Noteworthy　works
have　been　completed　by　Gordon［8】，　Buzen［3］，　Reiser［23］，　Baskett［1］，
Chandy【4］，　etc．，　to　develop　queueing　network　models　applicable　to　com－
puter　system　performance　predict圭on．
　　Despite　that，　the　use　of　queueing　network　models，　if　tremendous　com．
putational　efforts　are　to　be　avoided，　is　limited　to　the　case　where　product
プわrm　solutions［10】can　be　obtained．．The　queueing　discipIines　yielding
product　form　solutions　exclude　priority　scheduling［1，22］，　which　is　one
of　the　most　common　features　of　current　computer　systems．　It　is　virtually
impossible，　through　the　use　of　queueing　network　models，　to　predict　the
performance　of　the　current　computer　system　which　has　priority　scheduling
at　CPU，　memory，　etc．
　　Several　approximation　techniques　have　been　proposed　to　overcome　this
dimculty．　For　example，　Sauer［26］，　Reiser［24］，　and　Sevcik［28］analyzed
asystem　with　pr量ority　scheduling　at　CPU．　Analysis　of　a　system　with
priority　scheduling　at　CPU　and　I／O　devices　has　been　attempted　by　Neuse
［181．Although　Neuse’s．　method　has　wide　appl量cability，　it　has　not　yet
proven　that五ts　iterative　process　converges．　Furthermore，　these　approxima－
tion　techniques　fail　to　reflect　the　priority　scheduling　at　sec6ndary　resources
such　as　memory．　In　actual　systems，　however，　the　priority　scheduling　at
memory　often　has　signi丘cant　inHuence　on　performance［14，19］．
　　The　technique　proposed　in　this　paper　yields　performanceろottnds　of　a
computer　system　which　has　priority　scheduling　at　CPU，1／O　devices　and
memory．　The　bounds　of　performance　Ineasures，　which　are　alternatives　to
exact　values，　are　of　practical　use　when　one　needs　to　roughly　estimate
system　performance．　For　example，　a　bounding　technique　is　rightly　ap・
plicable　to　the　performance　prediction　at　the　initial　phase　of　a　design
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project，　where　inputs　are　not　known　precisely　and　only　the　limits　of
achievable　performance　are　required　［29】．　Bottleneck　analysis，　which　is
also　calied　asymptotic　bound　analysis，　is　one　such　bounding　technique．
It．gives　upper　bounds　on　throughput　and　Iower　bounds　on　mean　response
time，　based　on　the　fact　that　the　utilization　of　some　nQde　in　a　queueing
network　approaches　unity　as　customer　size（＝number　of　active　terminals
and　batch　jobs）　increases．
　　Basic　concepts　of　bottleneck　analysis　were　introduced　by　Scherr［27】，
Kleinrock［12］and　Buzen【2】．　More　detailed　arguments　were　made　by
Muntz【16，17］，　Denn三ng［7］，　etc．　However，　none　of　their　results　concerned
themselves　with　queueing　networks　with　priority　scheduling　disciplines，
and　therefore，　the　performance　bounds　of　a　priority－driven　computer
system　had　remained　unknown．
　　Bottleneck　analysis　of　a　priority－driven　computer　system　was　introduced
by　Nishlgaki［20］．　The　developed　model　enables　us　to　gain　some三ns三ghts
into　the　global　system　behaviors　under　various　priority　schemes．　However，
the　major　drawback　of　the　model　Iies　in　the　fact　that　it　assumes　fair
share　serwice　among　the　customers　with　identical　priority．　Since　these
customers　in　mQst　systems　are　serviced　on　either丘rst　come丘rst　served
（FCFS）or　round－robin　basis，　applicability　of　the　Inodel　is　quite　limited．
　　This　paper　presents　the　bottleneck　analysis　for　a　priority・driven　com－
puter　system　where　resources　are　serviced　on　FCFS　or　round－robin　basis
among　the　customers　with　identical　priority．　In　section　2，　basic　termi－
nology　and　assumptions　are　introduced、　The　bottleneck　analysis　model　is
developed　in　section　3，　presenting　equations　to　obtain　performance　bounds，
In　sec亡ion　4，　three　examples　of　bo亡tleneck．≠獅≠撃凾唐奄刀@coupled　wi亡h　model
validation　by　simulations　and　measurements　are　described．　In　these　exam－
ples，　we　discuss　such　problems　as：（1）What　priority　scheme　e伍ciently
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controls　response　time？（2）What　priority　Scheme　increases　throughput？
．（3）・’How　high・priority　TSS　transactions　affeCt　the　perf6rmance　of　low－
priority　batch　transactions？In　addition，　the　scope　of　model　applicability
is　also　discussed。
2． THE　SYSTEM　MO．DEL
　　The　computer　system　is　represented　in　our　model　by　the．finite　popte！α・
tion　model　with　limited　d｛？97”ee　of〃zultil》rogramming　as　is　illustrated　in
Fig．1．　An　individual　work　u盛t　in　this　system　is　called　a　transαction
which　corresponds　to　either　a　TSS　command　or　a　batch　lob．　Each　termi・
nal　initiates　a　transaction　at　every　think　time　expiration．　（For　a　batch「
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Fig．1．　The　system　model　　丘nite　populatibn　model　with　limited
　　　　　　degree　of　multiprogramming．
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job，　a　terminal　is　considered　as　a　job・initiator，　and　think　time　as　an
interval　between　successive　execution　of　jobs．）Terminals　are　clustered　into
several　groups　each　of　which　generates　only　one　cla∬of　transactions．　The
transactions　of　the　same　class　are　statistically　identical　and　have　the　same
resource　allocation　priorities．
　　Two　kinds　of　resources　are　de丘ned　in　our　model　　processors　and（main）．
memory．　A　processor　represents　either　a　CPU　or　I／O　device．　Apparently，
atransaction　must　be　allocated　memorOr（must　be　in　swapped一まn　status＞
while　it　uses　any　of　the　processors．
　　The　priorities　of　a　transaction　need　not　be　identical　for　all　resources．
Thisエnodeling　flexibility　is　important，　because　heterogeneous　priority
schemes　sometimes　increase　throughput［19］，　and　therefore　can　be　found
in　actual　systems．　For　instance，　as　shown　in　section　4，　an　I／O　bound
transaction　should　have　high　CPU　allocation　priority　and　low　I／O　device
allocation　prior量ty　in　order　to　ach三eve　h五gh　throughput．
　　Note　that　the　above　mentioned　model　can　be　easily　reduced　to　the　so－
called　multiprogrammed　batch　System　model。　This　is　done　by　specifying
null　think　time　for　all　terminals．
　　Major　quantities　used　in　the　model　are　de丘ned　below．
　　Nt：number　of　ter皿inals　generating　i　class　transactiQns
　　Ti：mean　response　time　of　i　class　transact三〇ns
　　R歪：mean　resident　time　of　i　class　transactions
　　w五：average　amOUnt　Of　memOry　allOCatiOn　tO　an　i　ClaSS　tranSaCtiOn
　　　　（＝mean　WOrking－Set　Size　Of　i　ClaSS　tranSaCtiOnS）
　　Z1：mean　think　time　of　i　class　transactions
　　Ri。：response　time　without　queueing　delays　of　i　class　transactions
　　tij：mean　service　time　of　processotゴfor　an　i　class　transaction
　　vij：mean　numbef　of　visits　to　processor　j　by　an　i　class』transaction
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　　　　vi皿：mean　number　of　swap・三n’s　of　an　i　class　tansaction
　　　　uj：utilization　of　processor　j
　　　　um：utilization　of　memory
　　　　M：memory　capacity
　　　　N：number　of　total　terminals（＝ΣN五）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i
　　Here　R五is　Ti　minus　the　mean　queueing　delay　for　memory　allocation，
’and　R1。　is　Ri　minus　the　mean　queueing　delays　at　all　processors．　Namely
　　Ri。　corresponds　to　the　lower　bound　of　Ti．　Usually　vim　equals　one　for
　　short　transactions，　but　it　may　be　two　or　more　for　long　transactions　when
　　they　are　under　swapping　control【14，19］．
　　　An　i　class　transaction　uses，　on　an　average，　both　processor　j　and　memory
　　for　tiJvtj　and　RI　during（Tt十Zi），respectively．　Hence，　u5　and　um　are　given
　　as
　　　　U」ニΣNit五」V五j／（Ti＋Zi）　　　　　　　　　　　　　　　　　　　　　（1）
　　　　　　　　i
　　　Um＝ΣN、Ri（Wi／M）／（T且＋Zi）．　　　　　　　　　　　　　　　　　（2）
　　　　　　　　i
　Note　that　Eqs．（1）and（2）hold　for　any　distibution　of　resource　service
　time．
　　　Below　are　the　basic　assulnpt量ons　made　in　our　model．
　　（1）Variables　wi，　Zi，　t五」，　vlj，　and　vim　are　all　ihdependent　of　Ni（i，　j＝1，
　　　2，．．．）．
　　（2）Priority　schedulings　are　all　subject　to　preemptive　resume　rule．
　The　first　assumption　holds　approximately，　except　for　the　paging　device．
　The　paging　device’s　tij　and　v五j　may　vary　with　Ni，　as　main　memory　al－
　Iotment　is　sometimes　influenced　by　multiprogramming　degree．　However，
　we　assume孟n　this　model　that　average　memory　allotment　is　independent
　of　multiprogramming　degree．　This　is　because　a　soecnd　memory　mana－
　gement　policy　tries　to　make　the　page・fault　rate　of　a　transaction　insensitive
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to　the　behaviors　of　other　transactions　in　the　multiprogramming　set［6，
211．When　the　sum　of　the　transactions’working・set　sizei［5］exceeds　the
memory　capacity，　M，　some　transactions　are　kept　in　swapPed－out　status
，and　wait　for　the　swap・in　operation（memory　allocation）．
　　The　second　assumption　does　not　hold重n　an　actual　system．　The　priority
scheduling　for　an　I／O　device　is　nonpreemptive，　although　those　for　CPU
or　memory　are　approximately　preempt三ve．　Despite　that，　the　errors　intro－
duced　by　this　assumption　are　not　prohibitive，　as　shown　in　section　4．
3．　BOTTLENECK　ANALYSIS
3．1Single・class　Model
　　We五rst　introduce，　as　a　preliminary　step，　the　performance　bounds　of　a
single　transaction　class　system　which　has　no　priorities．　The　basic　ap－
proach　of　bottleneck　analysis　is　described　in　this　section．　In　the　single－
class　model，　the　su田x　i　identifying　a　class　is　omitted　at　all　variables．
For　instance，　Eqs．（1）and（2）are　reduced　to
　　U」＝Nt」V」／（T＋Z）　　（j＝1，2，＿）　　　　　　　　　　　　　　　　　（3）
　　u皿＝NR（w／M）／（T十Z）．　　　　　　　　　　　　　　　　　　　（4）
　　Let　the　maximum　of　tjv」（j＝1，2，．．．）be　t。v。．　We　obtain　for　any　N
　　Ux≧U」　　　（j＝1，2，…　）　　　　　　　　　　　　　　　．　　　　　　　．　　　　　　　　　　　（5）
from　assumption（1）and　Eq．（3）．　This　means　that　there　is　the　pos．
sibility　that　processor　x　may　become　a　bottleneck．　As　N　increases，　ux
approaches　unity．　Since　we　are　interested　in　only　the　bounds　rather　than
exact　values　of　performance，　hereafter　T　and　R　each　represent　bounds　of
the　mean　response　time　and　mean　resident．tilne，　respectively．　They　are
ob止ained　in　the　following　way．
　　First，　compute　ux　by　ignoring　all　queueing　delays　at　processors　in　Eq．
（3）．If　the　computed　ux　is　less　than　unity，　just　neglect　the　queueing
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delays　at　processors．・Namely　　　　　　　　　　　　　　・
　　R＝R。．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6）
Otherwise
　　1ニNtxVx／（T十Z）　　　　　　　　　　　　　　　　　　　　　　　　　　（7）
must　hold，　since　ux　should　not　exceed　unity．　Likewise，　if　the　um　com．
puted　by　ignoring　the　queueing　delay　at　memory　is　less　than　unity，
　　T＝R　　　　　　　　　　　　　　　　　　　　　　　　　　（8）’
and　otherwise　　　　　　　　　　　．　圏　　　　．
　　1＝NR（w／M）／（T十Z）　　　　　　　　　　　　　　　　　　　　（g）
holds．　From　Eqs．（6）一（9），Tand　R　are　given　as　follQws：
mean
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Fig．2．　The　bounds　of　the　mean　response　time，　T，　with　lim三ted　degree
　　　　　　of　multiprogramm三ng．
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　　　　　　　　NtxvズZ，　　　　　　　・N　yielding　ux＝1
T－
oN・・w／M－Z・N…ld・・…＜・・n…一・（・・）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　Nyielding　ux＜1　and　u皿く1　　　 Ro，
　　　　　　　　txvxM／w，　　　　Nyielding　ux＝um；1
’R－oN・・v・－Z・　N…ld・・…一・and・・＜・（・・）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　Nyieldin　　　 R。，　　　　　　　　 　　　　　　　9Ux＜1．
　　The　T　as　a　function　of　N　and　M　is　depicted　in　Fig．2．（For　simplicity，
we　consider　N　as　a　nonnegative　real　number　instead　of　an　integer．）As
Nincreases，　T　behaves　in　two　ways　depending　on　memory　capacity，　M．
If　M　is　less　than　R。w／（txvx），memory　becomes　a　bottleneck　for　an　N　of
more　than　or　equal　to（R。十Z）M／（R。w），　but　processor　x　never　does．
This　is　because　from　Eqs．（3）a且d（10）we　obtain
　　u。＝txvxM／（Row）＜1，　　　　　　　、　　　　　　　　　　　　（12）
when　only　memory　is　a．bottleneck．　On　the　other　hand，　if　M　is　more
R。
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response　time　w．ithout　queueing　delays
mean　think　time
Fig．3．　The　bounds　of　the　mean　response　time，　T，
　　　　　　of　multiprogramming，
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with　unl ited’degree
than　or　equal　to　R。w／（txvx），丘rst　processor　x　becomes　a　bottleneck　when
Nexceeds（R。十Z）／（txvx）．　Subsequently，　both　processor　x　and　memory
become　bottlenecks，　as　N　increases．　This　is　because，　when　only　processor
xis　a　bottleneck，　Eqs。（4），（10）and　（11）yield
　　Um＝｛N－Z／（txVx）｝（w／M）　　　　　　　　　　　　　　　　　（13）
which　goes　to　unity　as　N　approaches［（M／w）十｛Z／（t。v。）｝】．
　　The　relation　between　T　and　N　with　M丘xed　at　a　large　enough　value
is　depicted　in　Fig．3．　This　illustrates　the　T　for　the　single－class　model
with　unlimited　degree　of　multiprogram’高奄獅〟D　In　most　c ses，　this　is　the
asym∫》tote　of　mean　response　time［15，16，17工．
3．2Multi・class　ModeI
　　The　performance　bo岨ds　of　a　priority・driven　system　vary　with　the
service　discipline　apPlied　to　the　transactions　of　identical　pr重ority．　In　this
paper，　we　develop　the　model　in　which　a　resource　is　allocated　to　the
transactions　of　identical　priority　on　a丘rst　come丘rst　served（FCFS）or
round・robin　basis．　The　model　where　fair　share　service　is　assumed　has
already　been　developed　by　Nishigaki［20】，　which　is　of　less　practical　ap・
plicability．　　　　　　　　　　・
　　Letting　the　sum　of　the　mean　queueing　delays　of　an　i　class　transaction
at　processor　k　be　cik，　its　mean　resident　time　Ri　is　given　as
　　RiニRi。十ΣClk．　　　　　　　　　　　　　　’，　　　　　　　　　（14）
　　　　　　　　　　k
Since　processor　k　is　serviced　to　all　transactions　with　identical　priority　in
the　FCFS　or　round－robin　manner，　cik　is　approximately　propoftional　to
the　mean　number　of　visits　to　processor　k　by　an　i　class　transaction，　vik．
（ln　the　calculation　of　vik，　the　time　slicing　effect　should　be　taken　into
account　when　round・robin　discipline　is　applied．）Therefore　we　obtain
　　　　　　　　　　　　　　　　　　　　　　　　　　　　－10一
　　Ri＝Ri。十ΣVikf茸k，　　　　　　　　　　　　　　　　　　　　　　　（15）
　　　　　　　　　　　k
where　fik　represents　the　mean　queueing　delay　at　processor　k　for　i　class
transactions．　Note　that　fik　is　assumed　to　coincide　with　fjk　if　j　class
transactions　have　the　same　processor　k　allocation　priority　as　i　class　trans－
actions．　Since　we　are　only　dealing　with　performanceろounds　in　this
mode1，　we　evaluate　in　Eq．（15）only　those　delays　which　yield　one－hundred
percent　resource　utilization，　as　seen　in　section　3．1．　SupPose　resource　S　is
fully　utilized　by　the　transactions　with　a　priority　of　L　or　higher．　Then
the　transactions　with　a　priority　of　L－10r　Iower　would　never　be　allocated
S，and　the三r　mean　response　times　would　become　in丘nite．　Hence，　these
low・prior量ty　transactions　do　not　affect　the　performance　bounds　of　high－
priority　transactions，　because　their　terms　disappear　in　Eqs．（1）and（2）．
We　can　assume，　therefore　without　loss　of　generality，　that　we　need　to
evaluate　the　queueing　delays　at　S　in　the　bottleneck　anaiysis　only　for　those
transactions　which　have　the　lowest　allocation　priority　of　S，
　　From　the　above　argument，　we　can　rewrite　Eq．（15）as
　　Ri＝Ri。十ΣeikVikfk，　　　　　　　　　　　　　　　　　　　　　　　（16）
　　　　　　　　　　　k
・・k－
o1：1，離t°yk　and　uk；1　　　（・7）
where　yk　denotes　the　set　of　transaction　classes　having　the　lowest　allocation
priority　of　processor　k．　Note　that　we　need　not　attach　su伍x　i　to　fk　any
more．　The　fk　is　the　only　queueing　delays　related　to　processor　k　which
should　be　evaluated　in　bottleneck　analysis．
　　Similarly，　we　evaluate　the　memory　queueing　delay　fm　and　obtain
　　T五＝R1十eimVimfm，　　　　　　　　　　　　　　　　　　　　　　　　　　　（18）
…一o1：諜lt°ym　and　umニ1　　（・9）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－11一
where　ym　represents　the　set　of　transaction　classes　having　the　Iowest
memory　allocation　priority．
　　By　using　Eqs．（1），（2），（16）一（19），the　equations　to　obtain　performance
bounds　are　given　as　follows：
1＝奄堰@t・j・・jN・／｛R・・＋署・・kv・・f・＋・・・…f・＋Z・｝　　　．（20）
　　　　　　　　　　　　　　　　　　　　　（for　j　such　that　uj＝1）
　　1ニΣ｛Ri。＋Σeikvikfk｝（wi／M）Nt　　　　　　　　　　　　　　　（21）
　　　　　五　　　　　　　　k
　　　　　　　　　　　　　　　／｛Ri。＋ΣeikVikfk＋eimV玉mfm＋Zi｝．
　　　　　　　　　　　　　　　　　　　　　　k
The　Ti’s　are　obtained　from　Eqs．（16）一（21）when　both　some　processor（s）
and　memory　are　bottlenecks．　Note　that　Eqs．（16）一（21）can　be　further
simpli丘ed　when　either　of　them　is　not　a　bottleneck．　In　other　words，　Eq．
（21）is　omitted　and　fm＝（場if　only　processor（s）is（are）abottleneck（s），
and　Eq．（20）is　omitted　and　fk＝0（k＝1，2，＿）if　only　memory　is　a　bot－
tieneck　In　case　there　are　no　bottlenecks，　the　performance　bounds　T1’s
coincide　with　Ri。’s．
　　It　is　easy　to　solve　Eqs．（20）and（21）byμsing　the　Newton・Raphson
method．　A　practical　way　to　obtain　the　relevant　solutions　is，　to　start　with
N＝1（in　this　case　Ti　is　always　Ri。）and　increase　N　one　by　one．　The
iterative　process　for　the　solution　at　N　rapidly　converges　by　taking　the
solution　at　N－1　as　an　initial　value．
4．EXAMP正ES　AND　EVALUATIONS
4．1　The　Priority　Schemes　for　Response　Time　Control
　　The　main　purpose　of　priority　scheduling　is　response　time　contro1．
（Here，　response　time　control　conceptually　includes　batch　processing　time
control．）Obviously，　a　decrease　in　response　time　of　a　transaction　can　be
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－12一
achieved　by　specifying　high　priority　at　each　resource　used　by　the　trans・
action．　Suppose，　however，　high　priority　specification　is　allowed　only　at
some　particular　resource．　Then　the　following　problem　arises：At　which
resource　should　we　specify　high　priority　to　decrease　the　response　time
most　effectively？　This　problem　is　of　practical　importance，　because　priority
scheduling　is　usually　carried　out　at　a　hmited　number　of　resources　to　avoid
excessive　overhead。　We　can　discuss　this　problem　by　using　the　performance
bounds　obtained　by　bottleneck　analysis．
　　We　assume　in　this　example　there　are　two　transaction　classes　A　and　B．
Exactly　half　of　the　terminals　initiate　A　class　transactions　and　the　rest　do
Bclass　transactions，　both　at　mean　think　time　intervals　of　20　sec：i．　e．，
NA＝NB＝N／2，　ZA＝ZBニ20sec，　In　order　to　see　clearly　the　di仔erences　in
response　time，　both　A　and　B　class　transactions　are　assumed　to　have　the
same　characterist五cs．　That　is，　a　transaction　of　either　A　class　or　B　class
uses　CPU　for　371　msec　on　the　average，　while　executing　I／O　operation　at
each　mean　CPU　service　time　of　92．75　msec：i．　e．，　vA，cpu＝vB，cpu＝4，　vA，Io
＝vB，Io＝3，　tA，cpu＝tB，cpu＝92．75msec，　tA，Io＝tB，lo＝43msec，　RAo＝RBo＝500
msec．　Therefore，　as　indicated　by　Eq．（1），　CPU　utilization　is　always
higher　than　the　utilization　of　the　I／O　device，　and　the　I／O　device　never
becomes　a　bottleneck．　On　the　other　hand，　we　assume　memory　capacity
is　fairly　limited　and　no　more　than　8　transactions　can　be　accomodated　in
memory　at　any　one　time：e．　g．，　wA＝wB＝100，000　bytes，　M＝800，000
bytes．　In　this　example，　therefore，　CPU　and／or　memorアmay　become（a）
bottleneck（s）．
　　We　investigated　three　priority　schemes　（1）P（A，　CPU）＞P（B，
CPU）＆P（A，　memory）＞P（B，　memory），（2）P（A，　CPU）＝P（B，　CPU）
＆P（A，memory）＞P（B，　memory），（3）P（A，　CPU）＞P（B，　CPU）　＆
P（A，memory）＝P（B，　memory），　where　P（圭，　j）denotes　the　priority　of　i
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Fig．4．　The　performance　bounds　under　the　priority　scheme　of　P（A，　CPU）＞
　　　　　　P（B，CPU）＆P（A，　memory）＞P（B，　memory），　validated　by　simulations．
class　transactions　for　the　allocation　of　resource　j．（Note　that　the　priority
for　the　I／O　device　allocation　does　not　affect　performance　bounds　in　this
example．）The　performance　bounds　under　schemes（1），（2），（3），　are　each
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Fig．5．　The　perfQrmance　bounds　under　the　priority　scheme　of　P（A，　CPU）＝P
　　　　　　（B，CPU）＆P（A，　memory）＞P（B，　memory），　validated　by　simulations．
illustrated　in　Figs．4，5，6，　respectively．　The　resu正ts　of　de亡ailed
simulations　are　also　illustrated　in　them．　In　the　simulation　model，
and　memory　were　allocated　to　identical　priority　transactions　on
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Fig．6．　The　perforrnance　bounds　under　the　priority　scheme　of　P（A，　CPU）＞
　　　　　　　P（B，CPU）＆P（A，　memory）＝P（B，　memory），　validated　by　simulations．
basis．　As　for　the　I／O　device，　no　priorities　were　speci丘ed　and　all　I／O
operations　were　executed　in　the　FCFS　manner．　A　disk　was　assumed　as
the　I／O　device，　and　its　operation　were　simulated　based　on　the　seek　time
distribution　of　the　HITAC　H－8589－1　disk．（Refer　to［9］for　its　seek
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tume　curve。　Random　access　was　assumed．）On　the　other　hand，　we　simul・
ated　two　distributions　　exponential　and　deterministic　　f6r　think　time
and　CPU　service　time，　because　their　distributions　are　generally　not
known．　If　the　actual　distr童bution　is　Erlangian，　the　results　should　be
between　the　above　two．
　　The　purpose　of　priority　controi　in　this　example　is　to　keep　good　re・
sponses　fo．r　A　class　transactions　at　the　sacri丘ce　of　B　class　transactions．
This　has　been　successfully　achieved　when　priority　control　is　done　at　both
CPU　and　memory　as　illustrated　in　Fig．4．　From　the　viewpoint　of　sche・
duling　overhead，　however，　priority　control　at　many　resources　is　not　pre・
ferred．　Those　jllustrated　in　Fig。5　and　Fig．6　each　correspond　to　the
cases　where　priority　control　is　executed　only　at　Inemory　and　CPU，　respec－
tively．
　　Generally　speaking，　effective　response　time　control　is　seen　in　Fig．5and
not　in　Fig。6．　In　both　cases，　CPU　is　a　bottleneck　for　an　N　between　55
and　62，　and　both　CPU　and　memory　are　bottlenecks　for　an　N　of　more
than　62．　As　N　increases，　the　TA　in　Fig．5remains　constant　as　long　as
memory　is　a　bottleneck，　although　it　increases　while　only　CPU　is　a　bot・
tleneck．　However，　the　TA　in　Fig．6increases　rapidly　once　memory　be・
comes　a　bottleneck，　indicating　noteworthy　degradation　in　the　response　of
Aclass　tran昌actions。　This　can　be　explained　by　the　fact　that　a　transaction
never　requests　CPU　service　unless　it　has　been　allocated　memory　（is　in
swapped－in　status），suggesting　us　that　the　swapping　control　is　indispensable
when　memory　is　a　critical　resource．
　　Simulation　results　also　ensure　the　above　mentioned　system　behaviors
under　three　priority　schemes．　Furthermore，　comparison　with　the　simula－
tion　results　reveals　some　tendencies　concerning　the　differences　between
exact　solutions　and　bounds．　First，　the　difference　is　considered　to　increase
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with　the　variance　of　resource　service　time．　It　is　illustrated　when　we
compare　the　cases　where　CPU　service　time　and　think　time　are　exponen．
tially　distributed　with　those　where　they　are　deterministic．　Second，　the
difference　becomes　significant　at　the　critical　point　where　performance
bounds　drastically　change．（See，　for　example，　the　difference　for　TB　at　N
＝55in　Fig．4．）
4．2　The　Priority　Schemes　for　Thro悶ghput　Improvement
　　Priority　control　is　useful　not　only　for　response　time　control，　but　also
for　throughput　improvement．　For　example，　the　well－known　dynamic
dispatching　control［25］l　which　speci丘es　high　CPU　allocat重on　priority　to
I／Obound亡ransactions，　aims　at　an　increase　in　throughput　through　an
improved　use　of　I／O　devices．　Kameda［11］proved　that　dynalnic　dispa－
tching　control　can　achieve　the皿aximum　throughput　whell　some　condi－
　　tlons　are　met－More　sophisticated　priority　controls　are　expected　to　increase
throughput　in　various　situations，　and　bottleneck　analysis　helps　investigate
into．them．
　　In　this　example，　we　make　two　modi丘cations　on　the　example　previously
studied　in　section　4．1．　First，　we　assume　B　class　transactions　have　dif－
ferent　characteristics，　although　A　class　transactions　have　exactly　the　same
characteristics　as　those　in　the　previous　example．　That　is，　a　B　class　trans－
agtion　uses　CPU　for　156　msec　on　the　average，　while　executing　I／O　opera－
tion　at　each　mean　CPU　service　time　of　17．33　msec：i．　e．，　vA，cpu＝4，　vB，
cpu＝9，　vA，lo＝3，　vB，Io＝8，　tA，cpu＝92．75msec，　tB，cpu＝17．33msec，　tA，lo＝tB，lo
ニ43msec，　RAo＝RBo＝・500msec，　NA＝NB＝N／2，　ZA＝ZB＝20sec．　Secohd，
we　assume　enough　amount　of　memory　which　can　accomodate　as　many
as　40　transactions：e．　g．，　wA＝wBニ100，000　bytes，　M＝4，000，000　bytes．
Therefore，　CPU　and／or　the　I／O　device　may　become（a）bottleneck（s）
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Fig．7．　The　performance　bounds　under　the　priority　scheme　of　P（A，　CPU）＞
　　　　　P（B，CPU）＆P（A，1／0）＜P（B，1／0），　validated　by　simulations．
in　this　example．
JTwo　priority　schemes　are　investigated　　（1）P（A，　CPU）＞P（B，　CPU）
＆P（A，1／0）〈P（B，1／0），（2）P（A，CPU）〈P（B，　CPU）＆P（A，1／0）〉
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Fig，8．　The　performance　bounds　under　the　priority　scheme　of　P（A，　CPU）＜
　　　　　　P（B，CPU）＆P（A，1／0）＞P（B，1／0），　validated　by　simulations．
P（B，1／0）．（This　time　the　priority　at　memoty　allocation　does　Ilot　affect
performance　bounds．）The　performance　bounds　under　sche！nes（1）and
（2）are　each　illustrated　in　Fig．7and　Fig．8，　respectively．　In　these丘gures，
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detailed　GPSS　simulation　results　are　also　shown．　Nonpreemptive　priority
control　at　the　I／O　device　was　executed　in　the　simulat重on　mode1．　Addi・
tionally，　memory　allocation　was　executed　on　FCFS　basis　for　all　transac・
tions．
　　The　goal　of　priority　control　in　this　example　is　obviously　throughput
improvement．　Intuitively，　priority　scheme（2）is　considered　more　prefer－
able　than（1）for　this　purpose．　The　scheme　which　gives　high　CPU　a1・
Iocation　priority　to　I／O　bound　transactions　and　high　I／O　device　alloca－
tion　priority　to　CPU　bound　transactions　is　expected　to　increase　the
throughput．
　　As　a　Inatter　of　fact，　the　superiority　of　scheme（2）over（1）is　clearly
de血onstrated　in　Fig．7and　Fig．8。　For　both　cases，　CPU　is　a　bottleneck
for　an　N　of　more　than　78．　A　sharphike　in　TB　isshown　in　Fig．7when
CPU　becomes　a　bottleneck，　because　CPU　begins　to　be　occupied　by　CPU
bound　A　class　transactions　along　with　the　increase　in　N．　The　l／O　device
never　becomes　a　bottleneck　ullder　priority　scheme（1）。　Howevet，　both
CPU　and　the　I／O　device　are　fully　util圭zed　and　become　bottlenecks　for
an　N　of　more　than　92　under　priority　scheme（2），　as　illustrated　in　Fig．
8．This　can　be　explained　as　follows：Along　with　an　increase　in　N，　CPU
first　beco皿es　a　bottleneck．　Then，1／O　bound　B　class　transactions　begin
to　be　processed　more　than　CPU　bound　A　class　transactions，　because　B
class　transactions　have　high　CPU　allocation　priority．　Thus　the　utilization．
of　the　I／O　device　increases，　and　approaches　one－hundred　percent．（Note
that　the　same　thing　happens　to　the　CPU　utilization　when　only　the　I／O
device　becomes　a　bottleneck．）In　short，　high　and　balanced　resource　utili－
zation　is　achieved　under　scheme（2），　although　some　resources　remain
poorly　utilized　under　scheme（1）．
　　The　simulation　results　indicate　that　performance　bounds　are　useful　in
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the　design　of　the　priority　schemes　for　performance　improvements．　In
this　example，　however，　the　differences　between　exact　performance　value
and　its　bound　are　greater　than　those　in　the　previous　example，　described
in　section　4．1．　This　increase　has　been　brought　about　by　the　assumption
which　neglects　the　nonpreemptiveness　of　the　I／O　device　priority　control，
　　It　is　relev賦to　n・te　the　r・bustness・f　the　bottleneck　analysis．　In
genera1，　the　exact　mean　response　time　varies　with　resource　service　time
distribution．　However，　its　bound　is　the　same　as　long　as　the　mean（丘rst
order　moment）of　the　distribution　remains　constant．　In　most　cases，　the
五rst　order　moment　is　considered　comparatively　stable，　although　higher
order　moments　of　the　distribution　may　Huctuate．　Hence，　the　bound　given
by　the　bottleneck　analysis　is　a　very　robust　performance　measure　which
reflects　structual　characteristics　of　the　system　performance．
4・3　The　Throughput　of　the工ow・priority　Batch　Transactions
　　It　is　often　of　great　concern　to　estimate　the　throughput　of　low－priority
batch　transactions　under　the　influence　of　high－priority　TSS　transactions．
This　problem　can　be　investigated　by　the　use　of　bottleneck　analysis　model．
An　actual　system．　was　studied　and　the　obtained　performance　bounds　were
compared　with　measurement　data．　The　result　is　an　exa．mple　of　modeI
validation　by　measurement，　which　is　indispensable　in　order　for　the　model
to　become　dependable．
　　The　system　studied　is　composed　of　HITAC　M－200H　with　memory
capacity　of　12　megabytes，　to　which　some　60　terminals　and　several　disks
are　gonnected．　Both　batch　and　TSS　transactions　are　processed　in　毛he
system，　where　various　Fortran　lobs　with　considerable　execution　requirements
constitute　the　former，　and　interactive　as　well　as　executive　TSS　commands
do　the　latter．　Here　interactive　and　executive　TSS　commands　each　repre・
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Table　L　The　bounds　of　TSS　mean　response　time　and　batch　mean　processing
　　　　　　　time，　validated　by　measurements．
　　　　　　　　（upper　row：predicted，　lower　row：measured）
case
no。
number
　　　of
terminalS
batch　　memo「y　　interactive
　　　　　　　capaCltyMPD　　　　　　　　　　　　　　　　　　　　TSS　　　　　　（megabytes）
executlve
　　TSS
batch
｛1） 33 4 8
｛
0．21
0．36
｛
4．70
3．36 1
｛
21．6
22．9
｛2｝ 52 4 8 ｛0．210．62 ｛5．054．53 ｛23．625．5
｛3｝ 58 5 12
｛
0．21
0．43
｛
6．40
4．99
｛
30．3
30．2
（in　seconds）
sent　the　command　which　requires　relatively　short（eg．，　editing　of　source
progralns）and　long（e．g．，　compiling　and／or　execution　of　programs）CPU
execution，　respectively．
　　Three　cases　have　been　studied，　varying　the　number　of　terminals，　batch
multiprogramming　degree（MPD），and　the　memory　capacity，　as　shown
in↑able　I．　In　all　cases，　CPU　was　a　bottleneck．　The　CPU　allocatjon
strategy　in　the　actual　system　is　fairly　comlicated．　First　of　all，　TSS
trahsactions　have　the　highest　priority．　Secondly，　the　CPU　service　rate
fo；an　executive　TSS　transaction　is　greater　than　that　for　a　batch　transac・
tion　by　some　dozens　of　percent．　（Here，　service　rate　means　the　service
amount　supplied　to　a　transaction　per　second　［14，19］．）　Since　this　CPU
allocation　strategy　is　too　complex　to　directly　analyze　in　our　model，　we
made　simpli丘cations　and　spec量丘ed　two　levels　of　CPU　priority　where
interactive　TSS　transactions　have　high　priority，　and　both　executive　TSS
　l
and　batch　transactions　have　low　priority，　Another　bottleneck　was　the
disk　for　I／O　spooling．　However，　its　allocation　has　no　priority　control，
and　its　use　by　TSS　transactions　was　negligible。　On　the　other　hand，
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memory　capacity　was　relatively　large　and　memory　was　not　a　bottleneck．
Therefore，　we　neglected　the　effect　of　memory　scheduling，　such　as　paging，
swapPing，　etc．，　in　the　analysis．
　　It　is　shown　in　Table　I　that　the　mean　processing　time　of　batch　transac．
tions（which　corresponds　to　mean　response　time　of　TSS　transactions）is
estimated　in　the　bottleneck　analysis　with　an　estimation　error　of　O－7
percent．　The　infiuence　of　high－pr玉ority　TSS　transactions　on　the　perfor・
mance　of　low－priority　batch　transactions　can　be　successfully　analyzed　by
our　model　in　this　example．　In　general，　our　model　is　expected　to　be
useful　for　this　purpose，　if　only　there　exists　at　least　one　bottleneck　resource
whose　utilization　is　approximately　one－hundred　percent．
　　However，　the　estimation　of　the　mean　response　time　of　TSS　transactions
is　not　very　satisfactory．　For　executive　TSS　transactions，　the　estimation
error　ranges　from　ll　to　40　percent．　The　estimated　values　（performance
bounds）are　generally　greater　than　the　measured　values，　because　our
model　neglects　the　actual　CPU　scheduling　effect　which　provides　more　CPU
service　rate　to　an．　executive　TSS　transaction　than　to　a　batch　transaction．
The　estimation　errors　of　interactive　TSS　transactions’mean　response　times
are　signi丘cant，　and　they　generally　increase　with　the　load．（When　comparing
case（2）and（3），　however，　the　measured　mean　response　time　for　case（2）
is　greater　than　that　for　case　（3），even　though　case（3）is　under　a　heavier
load．　This　is　because　the　expansion　of　memory　capacity　decreased　the
paging　and／or　swapping　overhead．）　Obviously，　this　indicates　a　Iimitation
on　the　applicability　of　bottleneck　analysis，　which　never　evaluates　the
probabilistic　queueing　delays　of　high－priority　transactions．　　　　　　　　’
　　As　stated　in　sections　4．1　and　4．2，　the　performance　bound　given　by
bottleneck　analysis　is　of　help　in　investigating　the　relative　and　global
bとhavi…f・y・t・m　p・・f・・m・nce．　S・il1，　i・i・n。・。lw。ys　rec。mm，nd。bl。
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to　take　it　as　the　absolute　estimate．
5．　CONCLUSION
　　Abottleneck　analysis　model　for　a　priority－driven　computer　system　was
developed．　It　is　assumed　that　priority　schemes　are　preemptive，　and　the
transactions　of　identical　priority　are　serviced　in　the　first　come丘rst　served
or　round－robin　manner．　Perforlnance　bounds　can　be　easily　computed　by
the　use　of　Newton－Raphson　method．　They　are　of　particular　help　in
invest玉gating　the　global　behaviors　of　the　system　performance，　such　as
mean　response　time，　under　various　pr五〇rity　schelnes．
　　Three　examples　were　studied．　First，　the　priority　scheme　for　response
time　control　was　investigated，　and　it　was　shown　that　memory　scheduling
is　more　effective　than　CPU　or　I／O　device　scheduling　when　memory　as
well　as　CPU　or　I／O　dev三ce　is　a　bottleneck．　Second，　the　priority　scheme
for　throughput　improvement　was　examined．　The　model　ensured　the
superiority　of　such　a　scheme　as　gives　high　CPU　allocation　priority　to
I／Obound　transactions　and　high　I／O　dev三ce　allocation　priority　to　CPU
bound　transactions．　Detailed　GPSS　silnulations　were　also　carried　out　in
these　two　examples，　and　the　results　were　compared　with　the　performance．
???
bounds．　Finally，　an　actual　computer　system　was　studied，　and　the　throu－
ghput　of！ow－priority　batch　transactions　under　the　influence　of　high－
priority　TSS　transactions　was　analyzed．　The　bounds　of　mean　response／
processing　time　were　compared　with　the　measured　data。
　　In　general，　structual　properties　of　system　performance　can　be　succes．
sfully　analyzed　by　the　developed　mode1，　although　performance　bounds
themselves　are　not　always　good　estimates　of　system　performance　values．
Further　research　is　necessary　to　investigate　the　scope　of　the　model　ap－
plicability．
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