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Abstract 
It is proved that the harmonic morphisms between two ~-harmonic 
spaces (~,U) and (~,IY) are exactly the continuous functions ~: 
X + Y which map a Ray process Zt whose excessive functions are 
U-hyperharmonic into the diffusion Yt associated to (;:f,U"). 
The branch set B of is identified as the set of points where 
~ is finely locally constant. We also obtain that for any xE J( 
either ~ is finely locally constant at x or ~ maps every fine 
neighbourhood of x onto a fine neighbourhood of ~(x). 
If B=¢, i.e. ~ is finely locally non-constant, then Zt can be 
replaced by a continuous time change of the diffusion Xt associated 
to (:X, U.). 
This allows one to use stochastic methods in the investigation of 
harmonic morphisms. For example, as an application we prove that 
if H is a polar set in Y , then -1 ~ (H)'B is a polar set in 
X. We also obtain a general boundary value result for harmonic mor-
phisms. 

A STOCHASTIC CHARACTERIZATION OF HARMONIC MORPHISMS 
Laszlo Csink and Bernt ¢ksendal 
§1. Introduction 
The main purpose of this paper is to identify the harmonic morphisms 
between two P -harmonic spaces as the path-preserving functions of 
certain associated Markov processes. This opens for the use of sto-
chastic methods in the investigation of harmonic morphisms and we 
give some examples of applications. 
Before we formulate the results more precisely, we recall briefly 
some basic results about the connection between P -harmonic spaces 
and their associated Markov processes: 
Let (X,U) be a P -harmonic space in the sense of Constantinescu 
& Cornea [7]. (3( is a locally compact Hausdorff space with a count-
able base, U a hyper-harmonic sheaf.) Assume that J( is connected 
and that 1 is superharmonic. Let p > 0 be a bounded, strict, 
continuous potential on 3( • Let * denote the specific 
multiplication (defined in [7], p. 189) wrt. the abstract carrier Sp 
=X" U , where U is the maximal open set on which p is harmonic. 
According to Theorem 10.2.1 p. 252 in [7] there exists a (unique) 
sub-Markov semigroup Pt' t~O such that 
( 1 • 1 ) 
for all 
( f*p) (X) = f ( P t f) (X) dt 
0 
t~ o, xEX all + f E CC (X), where denotes the 
non-negative continuous functions on 3( with compact support. 
- 2 ~ 
We also obtain (see Theorem 10.2.2 in [7]) 
( 1 • 2) 1 lim t(Ptf)(x) + 0 uniformly in x on compacts 
t~O 
outside supp(f), for all 
and 
( 1 • 3) 
where c0 denotes the set of continuous functions on J( which 
vanish at ~. Therefore by Theorem 9.4, p. 46 and Prop. 9.10, p. 
50 in Blumenthal & Getoor [2] there exists a standard process 
{xt}t>O with continuous paths (i.e. a diffusion) having Pt as 
its transition semigroup. (See [2], p. 45 for definition of stan-
dard processes.) We shall call Xt ~process associated to the 
.P -harmonic space (X , 'U) and the potential p. A (real) conti-
nuous function h on an open set U c ~ will then be (~,U)-
harmonic if and only if 
( 1 • 4) X E V 
for all relatively compact open sets V with V c U, where ~V = 
inf{t>O; Xt~ v} is the first exit time of Xt from V and Ex 
denotes the expectation wrt. the probability law X p 
starting at x. (See 12.18. C p.24 in Dynkin [9].) The Green 
u 
measure (wrt. Xt), G (•,•), is defined by 
u 
~u 
( 1 . 5) G (x,F) = Ex[ J Xp(Xt)dt] for x E U, F c U. 
0 
In other words, 
u 
.. u 
+ ( 1 . 6) G. (x,f) = Ex[ J f(Xt )dt], fECC(U). 
0 
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Combining ( 1 . 1 } with ( 1 . 7} we cone 1 ude that if F c U is compact 
+ 
and f E CC(U}I f = 1 on F then 
00 00 
00 
= j ( P f} (X} dt = ( f*p} (X} < .,; 
0 t 
Thus the expected length of time this process Xt stays in F 
before exiting from U is finite. In particular: 
( 1 • 7} The exit time from a compact set is finite a.s. for 
the process X • 
t 
Therefore (1.4} may be written 
( 1 • 8) h(x} ; X E V 
for all relatively compact V1 V c U1 h harmonic in u. 
Let (X1U} and (~ 1~} be P -harmonic spaces. A continuous func-
tion cj>: X+ Y is called a harmonic morphism if for any open set 
V c Y and any hyperharmonic function h on V we have that hocj> 
-1 is hyperharmonic on c1> (V}. (See e.g. Constantinescu'& Cornea 
[6] 1 Fuglede [10] and Laine [15].} 
Next we explain what we mean by path-preserving functions: 
Let X (Xt I Q I p } and be two path-continuous standard 
processes with locally compact state spaces 'X 1 Y and probability 
laws Px 1 £;Y respectively 1 x EX 1 y E '!j . A continuous function 
cj>: :( + !::\ is called !t -Yt path-preserving if for all xE 3: there 
exists a relatively compact neighbourhood D~x and a time change 
at= inf{s; ~s>t}~ where ~t(w) is a continuous non-decreasing 
additive functional Xt1 such that -up to the exit time 't'D from 
D -the process 
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coincide in law with (i.e. has the same finite-dimensional distri-
but ions as} y t . The time change is called continuous if a is con-t 
tinuous. We now explain this more precisely: Let the ~ - welding of 
't"D 
~(X and Yt be the process 
at 
1\ defined by M Q X Q + 
t 
~(X ) t " ~'t at D 
1\ 
Mt(w,w) = 1\ fr, yt-~ t .. ~'t (w, w) E Q X 
't"D D 
with probability law Ry given by (with o.;;;t1< ... <tn) 
X A- -1 ( E ) (X at ) X [ tk, tk+1 ) (~.,.D) • 
'Y k k • 
~(X ) 
1\ 't"D 
• p 
where x = ~(y), ~= ~(D) + D is a measurable right inverse of ~. 
(See Csink & ¢ksendal [8], pp. 221-222.) Then by saying that ~ is 
X -Y path-preserving we mean that for all x ElE there exists a 
t t 
neighbourhood D ~ x and an additive functional ~t such that the 
~ -welding of 
't"D 
right inverses 
~(X ) and Yt coincides in law with Yt' for all 
at 
~ of ~· 
The connection between harmonic morphisms in the classical case 
(where h harmonic means ~h=O) and Brownian path-preserving func-
tion goes back to P. Levy in the case where ~ = ~ = ~2 (see Mc-
Kean [16], where a proof is given using stochastic integrals) and 
was extended to arbitrary dimensions by Bernard, Campbell & Davie 
[1 ]. Considering the fine topology on ffin the equivalence of finely 
(classical-) harmonic morphisms and Brownian path-preserving functi 
ons was proved by ¢ksendal [17]. Csink & ¢ksendal [8] established the 
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identity between harmonic morphisms ~: ~ + 1::1 and Xt - Yt path-
preserving functions in the case where the processes Xt' Yt associ-
ated to the harmonic spaces (X,U) and (~.~) are diffusions, i.e. 
path-continuous standard processes on Euclidean spaces such that the 
domain of their characteristic operators include the c 2-functions. 
In this article we establish a similar identity in general, using a 
quite different method. More precisely, we prove that a continuous 
function ~: X + ~ is a harmonic morphism if and only if there 
exists a Ray process zt on ]( with the property that all the z -t 
excessive functions are hyperharmonic and such that ~ is Zt-Yt 
pathpreserving without time change, i.e. ~(Zt) has the same law as 
Yt. (Theorem 1} (See [13] for information about Ray processes). Then 
we prove that the branch set of Zt can be characterized as the 
set of points where ~ is finely locally constant. (Theorem 2) 
This leads to the following complete description of when a h"'lrmonic 
morphism ~ is finely open: 
For each xE X either ~ is finely locally constant at x or else 
~ maps every fine neighbourhood of x onto a fine neighbourhood of 
~(x). (Corollary 1). If B=¢, i.e. if ~ is finely locally non-
constant, then Zt can be replaced by a continuous time change of 
Xt. As an application we prove that if H is a polar set in Y, 
-1 
then ~ (H)-.. B is a polar set in ')( . We also obtain a general boun-
dary value result for harmonic morphisms. 
§2. THE MAIN RESULT 
From now on we will let X (Xt' p ), be diffusions, i.e. 
standard processes with continuous paths, associated to the two 
1>-harmonic spaces ('X,'U), (Y,1Y). More precisely, we fix two bounded, 
strict, continuous potentials p, q on')(, 'H and construct Xt, Yt 
from p, q as explained in the introduction. 
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-In the following W and w0 denote the closure and the interior 
respectively, of the set denotes the continuous functions 
on w with compact support, denotes the bounded continuous 
functions on W. If W is compact, W c V we write W c c V. Other-
wise notation will be as in [7]. A Borel set H :=. X is called fine-
ly open (wrt. Xt) if "H > 0 a.s. X P , for all x E H. A function 
f)O is called excessive (wrt. Xt) on a finely open set H if 
(see Dynkin [9], Th. 12.2) 
for all stopping times •<•H' xEH 
and 
lim Ex [f(X ) ] = f(x), for all xEH, 
k-+a> 'k 
for any sequence {•k} of stopping times such that 'tk+ 0 a.s. Px 
as k + (I). The fine topology on 'X in the potential theoretic sense 
is identical with the Xt -fine topology, and similarly for J:j and 
y . 
t 
We say that a locally bounded function f is finely harmonic (wrt. 
Xt) in a finely open set H if for any relatively compact, finely 
open set VcH on which f is bounded we have that f and M-f are 
excessive in V, where M = sup{f(x): xEV}. 
We refer to Bliedtner and Hansen [4] for more information about the 
stochastic representation of the various potential theoretic noti-
AA 
ons. For example, the balayage Rf of a non-negative hyperharmonic 
function f is given by 
( 2. 1 ) X E (f (XT ) ], 
A 
where TA = inf{t>O: XtE A} is the first hitting time of A ( [4], 
Theorem VI. 3.14). 
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In order to establish our main result we need to extend the con-
struction in [7] described in the introduction: We will show how to 
associate a stochastic process to any positive continuous superhar-
monic function, not just to a bounded continuous strict potential. 
The resulting process will not be a diffusion in general, but it 
turns out that it is always a Ray process. This is a stochastic 
process Zt which is corlol (continuous from the right, with left 
limits) with life time ~' 0 ( ~ ( oo, and whose resolvent 
a>O 
is a Ray resolvent in the sense of [13], i.e. 
( i) 
(ii) 
(iii) 
aU 1 ( 1 
a 
u = U~+ a 
for a>O 
(~-a)UaU~ 
u f E c 0 (X) for all a: 
for a,~>O. 
f E c0 (X), a>O. 
(iv) The family of functions g which are continuous and a-suEer-
median wrt. u 
a 
for some a>O (i.e. 
separates the points of ~ . 
for all ~>0) 
In [5] Boboc, Bucur and Cornea discuss Ray processes and establish a 
close connection between these and H-cones. In view of the results 
of this paper it is natural to ask for a more direct relation bet-
ween harmonic morphisms and H-cones. 
If v)O is superharmonic we define the harmonic carrier by 
Sh (v) =1'- {x: v is harmonic in a nbd. of x} 
and if v)O is excessive and locally bounded, we define the fine 
harmonic carrier of v by 
f Sh(v) =X' {x: v is finely harmonic in a fine nbd. of x}. 
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LEMMA 1. and f Sh(v) are carriers on the non-negative super-
harmonic functions and the locally bounded excessive functions, 
respectively, in the sense that 
a)h Sh(v) = ¢ <=> v is harmonic on J( 
b) v 1 ~ v2 => Sh(v1 ) c Sh(v 2 ) 
c) For any v)Q superharmonic and any two closed subsets F1 , F2 
of X such that F1 U F2 ='X there exist v 1 , v 2 ) 0 
superharmonic such that v = v1 + v 2 , Sh(vi) c Fi' i=1,2, 
and similarly for 
Proof. We give the proof for Sh, the proof for 
a) This is trivial. 
f 
sh being similar. 
b) Suppose v 1 , v2 are non-negative superharmonic functions such 
that v 1 ~ v2 , i.e. there exists a non-negative superharmonic 
function e such that 
Suppose v2 is harmonic in an open set w. Then for any open 
set V c W we have 
v 
1.1 v2 = v2 
v v 
e . and 1.1 v, ~ v, 1 1.1 e ~ Hence 
v v v 
v2 = 1.1 v2 = 1.1 v, + 1.1 e ~ v, + e = v2' 
and therefore 
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for all such v. 
It follows that is harmonic in w. This proves that 
c) Let V)O be superharmonic and F1 , F2 closed, F1 U F2 =3E. 
Consider the Riesz decomposition of v: 
There exist potentials p 1 , p 2 s~t. 
F. I 
1 
i=1,2, ( [ 7] 1 Po 1 94) 
(In the fine topology case the same result is true, as can be 
seen by modifying the proof on P· 194 i [ 7] I using (2.1).) 
Now let v1= p1, v = 2 p2 + ho. Then v = v + 1 v2 and sh(v1 ) 
s (p1) c F 1 I Sh(v2)=S(p2) c: F2. That completes the proof of 
Lenuna 1 . 
Recall that an abstract carrier S(v) in the sense of [7], p.186 
satisfies b), c) above and-instead of a)h-
a) S(v) = ~ <=> v = 0. 
f Thus Sh and Sh are not abstract carriers, but condition a) is 
not essential for our purposes. We may regard Sh and as -ex-
tensions of S to the set of non-negative superharmonic functions 
= 
and the set of excessive functions, respectively. One-can check that 
Prop. 8.1.1 - 8.1 .4. in [7] remain valid for Shand If f is 
continuous, resp. finely continuous we define a corresponding spe-
cific multiplication f*u wrt. the harmonic, resp. fine harmonic 
carriers Sh and S~ as on p. 189 in [7]. For notational conveni-
ence we will use f*u to denote the specific multiplication in 
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these cases also, since it will be clear from the context what 
carrier we have in mind. 
LEMMA 2. Let v, v• be non-negative, superharmonic functions on 'X. 
Let f be continuous on X with compact support K and assume 
that v = v• in a neighbourhood W of K. Then 
on 
-
and Sh{f*v) = Sh{f*v') c w. 
Proof. By Prop. 8.1 .4. p. 188 in [7] we can find a partition 
(w 1 ,w2 ) of v such that 
and a partition {wi, w;> of v' such that 
-
sh { w i } c w, sh ( w 2 ) c sh ( v • } " w. 
* Since taking finer partitions only improve the approximations 6 f 
and o*f to f*v, f*v', we may assume that the partitions conside-
red are finer than both (w1 ,w2 } and (w~, w;>· For such partitions 
(.;.), (w!) we have 
l. l. 
}:(sup f)w. = I (sup f)w. and 
i l. l. 
sh<wi> sh (wi )cw sh<wi> 
- -~ {sup f)w~ = I {sup f)w! l. l. l. 
sh<wi_> sh {wi_ )cw sh<wi_> 
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Taking inf over all such partitions the expressions on the right 
hand sides will approach f*(vjw) and f*(v• jw) which are identi-
cal since v=v• on w. 
LEMMA 3. Let u>O be continuous and superharrnonic on 1C . Then 
there exists a (unique) Ray resolvent {ua}a:>O' such that 
f E C (X). 
c 
( 2. 2) f ~ x E Sh(u) <=> (U0 f)(x) > 0 for all finely continuous 
f:>O s.t. f=1 in a fine neighbourhood of x. 
Proof. Let p>O be a bounded continuous potential on X. Then for 
each n the function 
p = rnin(u, np) 
n 
is a potential on ~ . Let 
W = {x; u ( x ) < np ( x) } • 
n 
Then W is open, W c W and 
n n n+1 
X= u 
n=1 
w 
n 
Let {U(n)} be the resolvent associated with the potential p 
a a:> 0 n 
( [7], Prop. 10.2.2). By Lemma 2 we have for rn>n 
f*p = f*p = u(n)(f) 
rn n 0 
So 
f E C (W ) C n 
u(rn) (f)= L (-a)k(U(rn) )k+l (f)= L (-a)k(U(n) )k+l (f) = 
a k=O O k=O O 
u(n) (f) 
a 
u (f) = u(n}(f} 
a: a: 
-
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if supp ( f} c W . 
n 
We extend U in the usual way to functions g>O on X by 
a: 
u (g} = 
a: 
We have to check that {U } is a Ray resolvent: The properties 
a: a:>O 
( 2. 3} 
and 
( 2. 4} 
a:u < 1 > ~ 1 
a: 
-u 
a: 
for all a:>O 
for all a:, ~>0 
{ ( n} } follow from the corresponding properties of U . Moreover, from 
a: 
Prop. 10.2.2 in [7] we know that U(n}f is a bounded continuous 
a: 
function, for all n and all bounded functions f on 1( . This 
gives that 
for all f E c 0 (~} 
Finally, we claim that 
(2.5) the family of functions g which are continuous and 
- -
a:-supermedian (wrt. Ua:} for some a:>O (i.e. g)~Ua:+~g 
for all ~>0} separates the points of ~ . 
To prove (2.5} note that all continuous, positive hyperharmonic 
functions v on ~ are a:-supermedian wrt. for a:=O and any 
k ( [7], p.250 the argument here does not use that the potential is 
strict) and these functions separate the points of J( ( [7], Prop. 
2.3.2}. For such functions v we then have 
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for all ~)0. 
Let vk)O be a sequence of functions such that v = v k 
~U~(v) =lim sup ~UR(vk) 
k -1-<» 1-' 
~(k) 
= limsup ~UR v ~ v, 
k-1-co 1-' 
-so these functions are also a-supermedian wrt. U for a=O. That 
a 
proves claim (2.5). It remains to prove (2.2): Choose f>O finely 
continuous such that f=l in a fine neighbourhood V of x. By 
Lemma 1 we can find superharmonic functions u 1 ,u 2 > 0 such that 
(U0 f) (x) = {f*u) (x) > {inf f) •u1 {x) = u 1 {x). 
f 
sh (u 1 ) 
If u 1 {x) = 0, then u - u 2 is a non-negative superharmonic func-
tion in a fine neighbourhood of x vanishing at x, which forces 
u-u2 to be identically zero in this neighbourhood, and hence 
f f 
x$Sh{u). Conversely, if x$Sh{u), then u is finely harmonic in a 
fine neighbourhood W of 
f 
x and then we can find a partition 
w 1 + w 2 with sh ( w 1 ) c w and u 
hence w1 - are finely harmonic in a fine neighbourhood G 
if f=O outside G we have 
That completes the proof of Lemma 3. 
u = 
DEFINITION. Let u>O be continuous superharmonic, but not harmo-
harmonic, on X . Thert the process Zt = Z~ u) with resolvent { U a} 
given by Lemma 3 is called the Ray process associated with u. 
In the following -x P will denote the probability law of star-
ting at x, while Ex[f] = jfdPx will denote the corresponding 
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expectation. The first exit time from a set H will be denoted by 
~ for any of the processes X , Z , Yt' since it will be clear H t t 
from the context what process we have in mind. We always interpret 
f(Zt) as 0 if t;>~ (the life time of Zt). 
LEMMA 4. Let be the Ray process associated to a continuous, 
superharmonic function u>O. Then we have 
(2.6) g excessive wrt. z(u) => g hyperharmonic on 3C t 
and 
(2.7) 
Proof. Let 
for all n 
Moreover, 
-
g)O hyperharmonic on X => g(x) ;> Ex[g(Zt)] 
for all xEI, t:>O. 
g:>O be excessive wrt. ( u) Put min ( g, n). zt . gn = 
au (g ) 
" 
gn and lim aUa(gn) = g . a n 
a+"" 
n 
- - -u agn = u 0 (g -au g ) = (g -au g ) * u, n a n n a n 
Then 
so that Uagn is hyperharmonic. Therefore by Prop. 10.1 .5 in [7] g 
is the limit of an increasing sequence of hyperharmonic functions 
and we conclude that g is hyperharmonic. This proves (2.6). 
To prove (2.7), let v:>O be hyperharmonic on X. 
As in the proof of Lemma 3 we let 
pn = min(u, np), w = {x; U ( X ) <n p ( X ) } n 
with associated resolvent {u(n)} . Applying Prop. 10.2.1 in [7] 
a a;>O 
to the case f=v, g = U(n)v we get 
a 
(2.8) (n) aU v < v 
a 
Let {vk} be an increasing sequence of continuous potentials with 
compact support such that 
v = lim vk 
k+oo 
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Then by applying (2.7) to we obtain 
(2.9} au v = 
a 
lim aUavk 
k.,..o.> 
where nk is chosen so large that W contains the support of 
nk 
vk. By Theorem 3.6 (iii) in [12] (2.9) is equivalent to (2.7). That 
completes the proof. 
THEOREM 1. Let q>O be a bounded continuous strict potential on ~ 
with associated process Yt, and let <I>: 'X + ~ be a continuous 
function. Then the following are equivalent: 
(1) <1> is a harmonic morphism. 
(2) There exists a Ray process Zt on 1[ with the following 
properties 
(i) 
(ii) 
and 
(iii) 
~ = 0 a.s. -x P => <I> finely locally constant at x 
g zt-excessive => g tl-hyperharmonic 
<I> is Zt-Yt pathpreserving {without time change). 
Proof. (2} => (1). Assume (2) holds. Suppose g is Yt-excessive in 
an open set G c~. Then for all open sets W c c G and yEW we 
have 
g(y)) fY[g(Y )] 
1; 
and 
"Y [ -g(y) =limE g(Yt/\'l;)J 
t+O 
for all stoppDg times 1;(1;W. 
So by (iii) we get, if y=<j>(x) and ~>o ,....)( a..s. P 
and 
- 16 -
g(Q>(x)) = lim E:X [ (go~ ) ( z ) J 
t+O tA~ 
for all stopping 
-1 
times ~~~U' U=~ (W) 
On the other hand, if y=~(x) and ~=0 a.s. -x P then by ( i) ~ 
is finely locally constant near x so clearly go~ is 
sive near x. We conclude that go~ is 
by (ii) go~ is 11- hyperharmonic in 
zt-excessive on 
-1 ~ (G) • 
Z -exces-
t 
u. Hence 
( 1) => ( 2): Assume that ~ . is a harmonic\ morphism. Then the furtc-
tion 
(2.10) u = qo~ 
is superharmonic, continuous and positive on X. 
Let be the Ray process associated with u. Then (ii) 
holds by Lemma 4. To prove the remaining part of (2) we first estab-
lish that 
(2.11) 
Consider a partition 6 = (qi)iEI of q ( [7], p. 188). Since ~ 
is a harmonic morphism, we get that ~=(qio~)iEI is a partition of 
u = qo~. Moreover, since ~ is harmonic morphism we see that 
(2.12) for all . i. 
Therefore, using the notation of [7], p.189, 
= I sup {f} • (q. o~) .;; I sup {f} • (q. o~) 
iEI ~(Sh(qio~)) 1 iEI Sqi 1 
= ( I sup { f} • q. ) o ~ 
iEI Sqi 1 
= o*(f) o ~. 
q for 
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Similarly, 
~ (fo!J>) ) 6 (f) o ~ 
*U *q 
So 
and therefore, replacing ~ by < and using the notation from 
-
[6 j 1 P· 189 
Y 6 {f)o!J> < V ~ ( fo~) __A * {2.13) < ~ (fo~) 
6Eb. *q - E b. *U - u ~Eb. q ~ u u 
where b. is the family of all partitions of q. q 
·~ 6*{f)o!J>, < 
- 6Eb. q 
q 
Since the left and right hand side of (2.13) are equal ( [7], Prop. 
8.1 .5, p. 189) we conclude that 
y 6 (f) 0 t1> = 
*q (fo!J>) * u, 6Eb. q 
which is { 2. 11 ) . 
If we introduce the operator 
and similarly for 
{2.14) 
V, then {2.11) takes the form 
u 
From this we conclude that 
for all 
where {u } {{J } are the resol vents of 
a a:>O' a a:>O zt' Yt' respecti-
vely. Therefore, if - 1\ A, A are the generators of zt' Yt' rspecti-
vely, we get for fECb(Y) 
/\ 
In other words, for all we have that if we put g=U0 (f) 
then gED(A), go~ E D(A) (where D denot~domain of definition) 
and 
(2.15) A[go~] = ~[g]o~ 
We prove that (2.15) implies that $ is Zt-Yt path-preserving 
(without time change} by adopting the argument used to prove Theorem 
1 in [8]. (See also [18]). That completes the proof of (2)(iii). 
Finally we note that (i) follows from (2.2) of Lemma 3 together with 
the following 2 statements: 
(2.16) I; = 0 -x a.s. P <=> (u0 1)(x) = o 
(2.17) f x*Sh(u) <=> $ is finely locally constant at x 
The statement (2.16) is clear from the interpretation 
00 c:o 
To prove (2.17) assume that u is finely harmonic in a relatively 
compact neighbourhood U of x. Then for all x0 E U we have 
xo 
u ( x0 ) = E [ u (X } J = 
'tu 
i.e. 
= J (qo$)(z)dA (z); 
au xo 
X 
where A (F) = E 0 [X EF] is the harmonic measure of xt w.r.t. 
xo 'tu 
u and X . In other words, with y = $(x ) and T) = ~ (A) we have 0 0 0 
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Since q is strict, this implies that ~ = 6 (the point mass at 
Yo 
y 0 ). Since this holds for all x0 E: U we conclude that <1> must be 
constant in u. That completes the proof of Theorem 1. 
Note that Zt exits from compact sets K in a finite time a.s., 
since Yt exits from the compact <P(K) in a finite time. Also the 
exit time 1: from X of Zt (i.e. the life time of Zt) need not 
m(X) has a compact closure in~ , we be infinite. For example, if 
-x know that 1: < oo a.s. P (see Prop.9). 
REMARK. It is natural to ask if it is also true that a harmonic 
morphism <P must be X - Y path-preserving, in the sense that <1> 
t t 
maps a time change of X into Y . However, the following example 
t t 
due to Cornea (described in [11 ]) shows that this need not be the 
case, at least if we require the time change to be continuous: 
Let X= ([-1,1]x{o}} U ({O}x[O,l ]) c IR2, equipped with the sheaf 
of "harmonic" functions h which are locally affine outside (0,0) 
and satisfying the condition that the sum of the 3 one-sided deri-
vatives at (0,0) is zero, i.e. h(~x,O) + h(-~x,O) + h(O,~y) = 
3h(O,O). 
Let~= [-1,1 ], equipped with the sheaf of locally affine functions. 
Then the projection <P(x,y) = x is a harmonic morphism from 'X. to 
~. The process Zt in this case will have B = {o}x(O,l] as its 
branch set, while Z behaves like Y (which is a time change of 
t t 
Brownian motion) on [-1,1 ]x{o}. The process Xt is a time change 
of (linear} Brownian motion outside (0,0}, and starting from (0,0} 
its laws on the 3 segments [-l,O]x{o}, [O,l]x{o} and {o}x[O,l] 
are identical. 
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§3. A DESCRIPTION OF THE BRANCH SET 
From now on we let $ denote a non-constant harmonic morphism from 
)( to Y and let Zt be its corresponding Ray process. Recall that 
the branch set B of Zt is defined by 
( 3. 1 ) B =l>· {x aU f(x)+f(x) as a+oo, for all fECb(~)} 
a 
B is a Borel set and B is a polar set for Zt' i.e. 
(3.2) for all xE X 
(see [13], p.9). Note that, for 
CD 
lim aU f ( x) = lim aEx[fe-atf(Zt)dt] a 
a+CD a+CD 0 
CD 
Ex [f -s -x = lim e f ( Z s) ds] = E [f(z 0 ) ], 
a+oo 0 -a 
and therefore 
( 3. 3) { P-x} B = x; z0 = x a.s. 
In view of Theorem 1 it is natural to investigate the connection 
between $, B, Zt and Xt. Some such results will now be establis-
hed. Our main result in this section is that B consists of those 
points x such that $ is finely locally constant near x (Theorem 
2). To obtain this we first prove some auxiliary results: 
LEMMA 5. Suppose $ is finely locally non-constant at x. Then x*B· 
Proof. Let G be an open neighbourhood of x. Put $ 1 = $IG· Then 
$1 is a harmonic morphism, so by (2.11) we have 
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where as before q>O is the potential on ~ from which Yt is 
constructed and u 1 = q o $ 1 • Therefore, if Ht denotes the Ray 
process associated to with probability law X Q , then 
Ht- Yt pathpreserving without time change. 
Now note that for g E c 0 (G), zEG we have 
U ~ 1 ) g ( Z ) = ( g7<: U l ) ( Z ) = ( g7<: U) ( Z ) = u 0 g ( Z ) 1 
where {u ( 1 )} {u } are the resolvents of H and 
a a:>O, a a:>O t 
respectively. Hence 
( 1 ) 
u g = u g 
a a 
in G, 
for all a:>O and all g E c 0 (G). 
$1 
z 1 
t 
is 
It follows by the construction of the processes Ht and Zt from 
{ U ( 1 ) } and { u } 
a a 
(see [1 3], p. 10) that for each compact KeG 
the processes Z are identical in law. 
tA,;K 
In particular, since $ is finely locally non-constant at x we 
have I;> 0 a.s. Qx by Theorem 1, (2)(i). Hence H0 E G a.s. and 
therefore 
Since G was an arbitrary neighbourhood of x we conclude that 
z0 = x a.s. 
and hence x * B, as claimed. 
In general the Zt-excessive functions need not constitute all the 
non-negative hyperharmonic functions on 3(. However, the next result 
shows that this is the case outside the branch set B: 
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LEMMA 6 Let v:>O be 'U.-hyperharmonic on ':X . Then v is 
excessive on X' B, in fact 
(3.6) 
and 
( 3. 7) lim Ex[v(Zt) J - v(x) 
t+O 
for all t:>O, xE X 
for all xEX-- B. 
z -
t 
Proof. We have already proved the first part in Lemma 4, (2.6). To 
prove the last part choose x EX ..... B. 
Then 
lim au f(x) = f(x) 
a 
Therefore, with vk as in Lemma 4, 
and hence 
-lim inf aUav(x) :> lim in£ aUavk(x)= vk(x) for all k, 
a+~ a+~ 
lim aU v(x) = 
a 
v( x), 
which is equivalent to (3.7). 
It is natural to ask for a connection between the Xt-finely open and 
the Zt-finely open sets. For a given Borel set H in ;( we define 
Then we have: 
LEMMA 7 
a) Suppose U is Xt-finely open. Then U'B and (U'-B) U BU are 
zt-finely open. 
b) Suppose V is zt-finely open. Then v U BV is xt-finely open. 
- 23 -
Proof. 
a) Suppose U c X is Xt -finely open. Define X f(x) = E [~uJ· Then f 
is Xt-excessive and f(x) > 0 <=> x E u. By Lemma 6 1 we get 
that 
0 < f(x) =lim Ex[f(Zt)] for xEU'-B. 
t+O 
Hence Zt stays in U'B for a positive period of time a.s. when 
starting from a point in U "' B. It follows that U ' B and so 
(U' B) u Bu, B = (U' B) u Bu is zt -finely open. 
b) Suppose v is zt-finely open. 
Define g(x) -x = E [~VJ. Then g is Zt-excessive and 
g(x) > 0 <=> x E V U BV. By Lemma 4 g is Xt-excessive, so 
VUBV = {x~ g(x)>O} is Xt-finely open. 
LEMMA 8. Suppose u c X is xt -finely open. Then u' B 
finely open and ~(U,B) is Yt-finely open. 
is z -
t 
Proof. If U is Xt-finely open, it follows from Lemma 7 that U'B 
is Zt-finely open. Hence Zt stays in U'B for a positive period 
of time a.s. when starting from a point in U,B. It follows that 
~(Zt) stays in ~(U'B) for a positive period of time a.s. when 
starting from H x) E ~ ( U' B) . By Theorem 1 Y t has the same law as 
~(Zt)' so the set ~(U'-B) must be finely open. 
Adding up these results we obtain: 
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THEOREM 2. The following are equivalent: 
1) $ is finely locally constant at x 
2) There exists a fine neighbourhood U of x such that $(xHHU)', 
where denotes Yt -fine interior. 
3) X E: B 
Proof: 1) => 2) is trivial. 
2) => 3) follows from Lemma 8: If x¢B and U is a fine 
neighbourhood of x then $(U)' ~ $(U,B)' = $(U,B)*¢· 
3) => 1) follows from Lemma 5. 
A fundamental result due to Constantine~cu & Cornea [6, Theorem 3.5] 
says that every non-constant harmonic morphism between Brelot har-
monic spaces 1( and ~ is finely open, provided that )[ is con-
nected and the points of Y are polar. Subsequently it was proved 
by Fuglede ( [11 ), Corollary p. 190) that if we put 
F = {x~ x is not finely isolated in $-1 ($(x))} 
then $ is finely open outside F. From Theorem 2 we obtain the 
following complete descripton of when (or where) a harmonic morphism 
is finely open: 
COROLLARY 1. For each xEJ( either $ is finely locally constant 
at x or else $ maps every fine neighbourhood of x onto a fine 
neighbourhood of $(x). 
Note that BcF, so Corollay 1 contains Fuglede's result. If :X,~ 
are Brelot harmonic spaces and the points yE~ are polar, then 
-1 $ (y) are polar sets in )( ([6, Theorem 3.2]) and therefore $ 
cannot be finely locally constant. Therefore Corollary 1 contains 
the result of Constantinescu'& Cornea as well. 
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Using Theorem 2 and Lerrnna 6 we can obtain the following partial 
strengthening of Theorem 1: 
THEOREM 3. Let <V: X + '1,.1 be a continuous, finely locally 
non-constant function. 
Then the following are equivalent: 
(i) <V is a harmonic morphism 
(ii) <V is X -Y pathpreserving, with a continuous time change. 
t t 
Proof. (ii)=)(i): The proof that (ii)=>(i) in Theorem 1 applies. 
(i)=>(ii): Suppose <V is a harmonic morphism and let Zt b 
the Ray process with branch set B associated to <V by Theorem 1. 
Since <V is locally non-constant we have B=¢, by Theorem 2. From 
Lemma 6 we conclude that Zt and Xt have the same excessive 
functions. Hence Zt and Xt have the same hitting distributions, 
by Theorem 8.1 in Blumenthal, Getoor and McKean [3]. (Both Xt and 
Zt satisfy Hunt's conditions (C) and (E), see [14] p.89 and p.330). 
Therefore Zt is a continuous time change of Xt' by the main 
result in [3]. 
§4. OTHER APPLICATIONS. 
We now turn to the question of polar sets. First we relate the polar 
sets of Xt to those of Zt: 
LEMMA 9. Xt and Zt have the same hitting distributions outside 
B, i.e. for any compact set K c ~ '- B and any bounded continuous 
function f on K and all x E~ ..... B we have 
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Proof. Since both Xt and Zt satisfy Hunt's conditions (C) and 
(E) ( [14], p.89 and p.330) this follows from Theorem 8.1 in Blumen-
thal, Getoor and McKean [3]. 
Fuglede ([11 ], Theorem 1.3) has proved that if ~ is locally non-
-1 
constant, then ~ (F) is polar if F is polar. Without the ass-
umption that ~ is locally non-constant we obtain the following: 
THEOREM 4. Let H be a polar set in Y . Then -1 ~ (H)' B is a 
polar set i.n 'X . 
Proof. It is clear that 
_, 
Q> (H) is polar for zt' by Theorem l . 
Since xt and zt have the same polar sets outside B (Lemma 9), 
the result follows. 
Finally we mention the following boundary value result, which fol-
lows from Theorem 1 and the fact that the paths of Yt are continu-
ous, by adopting the proof of Theorem 2, p. 232-234 in [8]: 
THEOREM 5. (Boundary value theorem for harmonic morphisms) Let VeX 
be open, V compact. Let ~: v~Y be a finely locally non-constant 
harmonic morphism 
Then 
exists a.s. 
Proof. By Theorem 3, we conclude that 
lim Q>(Ht} = 
t~•v 
X P , for all xEV. 
a. s., 
and the last limit exists a.s. because ~(V) is compact. 
If Vc X is open and f: V+ 1;:1 we say that f has an asymptotic 
value w at yEoV if there exists a curve y in V terminating 
at y such that 
lim f(z) - \v. 
z+y 
zEy 
The harmonic measure X A. = "-a, V associa·ted to the process Xt for 
the set V is defined by 
With these concepts we can formulate the following immediate conse-
J i 
quence of Theorem 5: 
THEOREM 6. (Asymptotic value theorem). Let cp andy satisfy the 
conditions of Theorem 5. Then $ has an asymptotic value at a.a. 
boundary points yEoV w.r.t. the harmonic measure for Xt. 
A problem. 
The following question is natural in view of Theorems 1-3: 
Define 
A.(x) = 
and 
Is . ·q, 
1 xtB 
0 xEB, 
t 
~t = J A.(X )ds, 
0 s 
a - inf{s>O; ~ >s}, 
t t 
- y 
t 
path-preserving? 
What is the relation between z ? 
t. 
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