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HIGHEST WEIGHT CATEGORIES AND STRICT POLYNOMIAL
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Dedicated to the memory of Professor Sandy Green.
Abstract. Highest weight categories are described in terms of standard ob-
jects and recollements of abelian categories, working over an arbitrary com-
mutative base ring. Then the highest weight structure for categories of strict
polynomial functors is explained, using the theory of Schur and Weyl functors.
A consequence is the well-known fact that Schur algebras are quasi-hereditary.
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Introduction
Highest weight categories and quasi-hereditary algebras were introduced in a
series of papers by Cline, Parshall, and Scott [7, 31, 39]. A classical example are
polynomial representations of general linear groups which are equivalent to modules
over Schur algebras [18], and these are well-known to be quasi-hereditary algebras
[9, 11]. These notes present an alternative approach to this subject, and a distinctive
feature is that we work over an arbitrary commutative base ring.
The first part is devoted to giving descriptions of highest weight categories in
terms of standard objects (Theorem 1.6) and recollements of abelian categories
(Theorem 1.7). Also, we discuss Ringel duality which is based on the notion of a
characteristic tilting object [34], and we establish a precise connection with Serre
duality (Theorem 2.15).
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2 HENNING KRAUSE
The filtration of a highest weight category via recollements of abelian categories
induces a filtration of the corresponding derived category via recollements of trian-
gulated categories (Proposition 1.9). Such filtrations of derived categories provide a
somewhat characteristic property of highest weight categories and have been stud-
ied extensively [22].
For another interesting approach towards highest weight categories via A∞-
categories and bocses we refer to recent work in [24, 28].
In the second part of these notes we explain the highest weight structure for
categories of strict polynomial functors [16], working over an arbitrary commutative
ring and using some of the principal results from the theory of Schur and Weyl
functors [1]. The essential ingredients of the highest weight structure are:
– The Weyl functors are precisely the standard objects (Theorem 5.8).
– The Cauchy decomposition provides a filtration of any projective object
whose associated graded object is a direct sum of Weyl functors (Corol-
lary 6.3).
– The exterior powers provide a characteristic tilting object and the category
of strict polynomial functors is Ringel self-dual (Theorem 8.6).
The material in the second part is elementary, based to a large extent on clas-
sical facts from multilinear algebra. The language of strict polynomial functors is
employed because of its flexibility. Evaluating strict polynomial functors at a free
module of finite rank makes it easy to transfer this work to the representation the-
ory of Schur algebras; for an explicit discussion we recommend Hashimoto’s notes
[20].
Part 1. Highest Weight categories
1. k-linear highest weight categories
Highest weight categories were introduced by Cline, Parshall, and Scott [7, 31].
The original definition is formulated in the setting of abelian length categories.
Versions for k-linear exact categories have been considered by various authors [14,
15, 35].
From now on we fix a commutative ring k. We consider additive categories that
are k-linear. This means the morphisms sets are k-modules, and the composition
maps are k-linear.
For a ring Λ, let ModΛ denote the category of (right) Λ-modules and let projΛ
denote the full subcategory of finitely generated projective Λ-modules.
k-linear exact categories. Let A be an exact category [33]. Thus A is an ad-
ditive category and the exact structure of A is given by a distinguished class of
exact sequences 0 → X → Y → Z → 0 in A which are kernel-cokernel pairs and
sometimes called admissible.
We recall from [23, Appendix A] a useful construction. Suppose that A is es-
sentially small and let Â denote the category of left exact functors Aop → Ab into
the category of abelian groups. Then Â is a Grothendieck abelian category and the
Yoneda functor
A −→ Â, X 7→ hX = HomA(−, X)
is fully faithful and exact, inducing a bijection
Ext1A(X,Y )
∼
−→ Ext1
Â
(hX , hY ).
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Note that any exact functor f : A → B extends uniquely to an exact and colimit
preserving functor Â→ B̂ (the left adjoint of the functor B̂→ Â given by precom-
position with f).
Recall that an object P in A is projective if for every exact sequence 0→ X →
Y → Z → 0 in A the induced map HomA(P, Y )→ HomA(P,Z) is surjective. The
object P is a generator if for every object X there is an exact sequence 0→ N →
P r → X → 0 for some positive integer r.
Lemma 1.1. Suppose that A admits a projective generator P and set Λ = EndA(P ).
Then evaluation at P induces an equivalence Â
∼
−→ ModΛ.
Conversely, if Â is equivalent to ModΓ for some ring Γ, then the equivalence
identifies Γ with a projective generator of A.
Proof. Sending a Λ-module M to HomΛ(HomA(P,−),M) gives a quasi-inverse
ModΛ → Â. For the converse observe that any functor in Â is the epimorphic
image of a direct sum of representable functors. Thus Γ identifies with a direct
summand of a finite direct sum of representables. 
For a k-algebra Λ we denote by mod(Λ, k) the category of Λ-modules that are
finitely generated projective over k. This is a k-linear exact category where a
sequence is by definition exact if it is split exact when restricted to the category of
k-modules. Note that Homk(−, k) induces a k-linear equivalence
mod(Λ, k)op
∼
−→ mod(Λop, k).
Suppose that A admits a projective generator P and set Λ = EndA(P ). If
HomA(P,X) is finitely generated projective over k for all X in A, then HomA(P,−)
and evaluation at P make the following diagram commutative.
A mod(Λ, k)
Â ModΛ
HomA(P,−)
∼
All functors are fully faithful and exact, but the top one need not be an equivalence.
Recollements. We recall the definition of a recollement using the standard nota-
tion [3, 1.4].
Definition 1.2. A recollement of abelian (triangulated) categories is a diagram of
functors
(1.1) A′ A A′′i∗=i!
i!
i∗
j!=j∗
j∗
j!
satisfying the following conditions:
(1) i∗ and j
∗ are exact functors of abelian (triangulated) categories.
(2) (i∗, i∗), (j
∗, j∗), (i!, i
!), and (j!, j
!) are adjoint pairs.
(3) i∗, j∗, and j! are fully faithful functors.
(4) An object in A is annihilated by j∗ iff it is in the essential image of i∗.
The recollement is called homological if the functor i∗ induces for all X,Y ∈ A
′ and
p ≥ 0 isomorphisms
Extp
A′
(X,Y )
∼
−→ Extp
A
(i∗(X), i∗(Y )).
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A diagram (1.1) without the left adjoints i∗ and j! that satisfies all the relevant
conditions of a recollement is called localisation sequence. Analogously, a diagram
(1.1) without the right adjoints i! and j∗ that satisfies all the relevant conditions of
a recollement is called colocalisation sequence.
Given a recollement (1.1) and an object X in A, we have the counit j!j
!(X)→ X
and the unit X → i∗i
∗(X). These fit into an exact sequence
j!j
!(X) −→ X −→ i∗i
∗(X) −→ 0 (A abelian)
and an exact triangle
j!j
!(X) −→ X −→ i∗i
∗(X) −→ (A triangulated).
k-linear highest weight categories. We give the definition of a highest weight
category relative to a base ring k, following closely Rouquier [35]. We assume that
the set of weights is finite and totally ordered, leaving the generalisation to locally
finite posets to the interested reader.
Definition 1.3. Let A be a k-linear exact category. Suppose that A
∼
−→ mod(Λ, k)
for some k-algebra Λ that is finitely generated projective over k. Then A is called
k-linear highest weight category if there are finitely many exact sequences
(1.2) 0 −→ Ui −→ Pi −→ ∆i −→ 0 (1 ≤ i ≤ n)
in A satisfying the following:
(1) EndA(∆i) ∼= k for all i.
(2) HomA(∆i,∆j) = 0 for all i > j.
(3) Ui belongs to Filt(∆i+1, . . . ,∆n) for all i.
(4)
⊕n
i=1 Pi is a projective generator of A.
The objects ∆1, . . . ,∆n are called standard objects.
Note that the sequence (1.2) implies
Ext1A(∆i,∆j) = 0 for all i ≥ j.
The structure of a highest weight category is determined by the ordered set of
standard objects; see Theorem 1.6. Thus an equivalence of highest weight categories
is an equivalence of categories which preserves standard objects and their ordering.
Following [8] we call a k-algebra split quasi-hereditary if it is the endomorphism
ring of a projective generator of a k-linear highest weight category. Later we will
see that the standard objects ∆1, . . . ,∆n in mod(Λ, k) give rise to a sequence of
surjective algebra homomorphisms
Λ = Λn → Λn−1 → · · · → Λ1 → Λ0 = 0
which makes it possible to define split quasi-hereditary algebras in terms of ideal
chains.
Standardisation. We give an axiomatic description of the standard objects of a
highest weight category.
LetA be an exact category and fix a sequence of objects ∆1, . . . ,∆n. We consider
the following conditions:
(∆1) HomA(∆i,∆j) = 0 for all i > j.
(∆2) Ext1A(∆i,∆j) = 0 for all i ≥ j.
(∆3) Ext1A(X,∆j) is finitely generated over EndA(∆j)
op for all X ∈ A.
For a ring Λ let freeΛ denote the category of free Λ-modules of finite rank.
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Lemma 1.4. Suppose that (∆1)–(∆2) hold and set Γt = EndA(∆t) for 1 ≤ t ≤ n.
Then the functor HomA(∆t,−) induces a colocalisation sequence
(1.3) Filt(∆1, . . . ,∆t−1) Filt(∆1, . . . ,∆t) free Γt
i∗
i∗
j!
j!
and all functors are exact. Each X in Filt(∆1, . . . ,∆t) fits into an exact sequence
0 −→ j!j
!(X) −→ X −→ i∗i
∗(X) −→ 0.
Proof. The object ∆t is projective in Filt(∆1, . . . ,∆t). An induction on the length
of a filtration of an object X in Filt(∆1, . . . ,∆t) yields some r ≥ 0 and an exact
sequence 0 → X ′′ → X → X ′ → 0 with X ′ in Filt(∆1, . . . ,∆t−1) and X
′′ ∼= ∆rt .
To see this, let 0 → Y → X → ∆j → 0 be an exact sequence in Filt(∆1, . . . ,∆t).
The assertion for X follows from that for Y . This is immediate If j < t because we
take X ′′ = Y ′′. Otherwise, X ∼= Y ⊕∆t and we can add 0 → ∆t
id
−→ ∆t → 0 → 0
to the exact sequence for Y .
Now set i∗(X) = X ′. Also, set j!(X) = HomA(∆t, X) and j!(Γ
r
t ) = ∆
r
t . This
gives i∗i
∗(X) ∼= X ′ and j!j
!(X) ∼= X ′′. The exactness is obvious for the functors
i∗, j
!, and j!. For i
∗ it follows from the snake lemma. 
Lemma 1.5. Suppose that (∆2)–(∆3) hold. Then there are exact sequences
0 −→ Ut −→ Pt −→ ∆t −→ 0 (1 ≤ t ≤ n)
in A such that Ut belongs to Filt(∆t+1, . . . ,∆n) for all t and
⊕n
t=1 Pt is a projective
generator of Filt(∆1, . . . ,∆n).
Proof. See [26, Lemma 5.8]. 
The following result characterises the standard objects of a k-linear highest
weight category and is an analogue of a result of Dlab and Ringel [10, Theorem 2].
This gives rise to an alternative definition of highest weight categories which does
not involve the choice of exact sequences.
Theorem 1.6. Let A be a k-linear exact category and assume that Ext1A(X,Y ) is
finitely generated over k for all X,Y ∈ A. Then a sequence of objects ∆1, . . . ,∆n
in A identifies with the standard objects ∆′1, . . . ,∆
′
n of a k-linear highest weight
category A′ via an exact equivalence
A ⊇ Filt(∆1, . . . ,∆n)
∼
−→ Filt(∆′1, . . . ,∆
′
n) ⊆ A
′
if and only if the following holds:
(1) EndA(∆i) ∼= k for all i.
(2) HomA(∆i,∆j) = 0 for all i > j.
(3) Ext1A(∆i,∆j) = 0 for all i ≥ j.
(4) The endomorphism ring of a projective generator of Filt(∆1, . . . ,∆n) is
finitely generated projective over k.
Proof. Clearly, the standard objects of a k-linear highest weight category satisfy
the above properties. In order to show the converse choose any projective generator
P of Filt(∆1, . . . ,∆n) which exists by Lemma 1.5. We claim that HomA(P,X) is
finitely generated projective over k for allX in Filt(∆1, . . . ,∆n). Then the assertion
of the theorem follows because we can choose A′ = mod(Λ, k) for Λ = EndA(P ),
thanks to Lemma 1.5.
The claim is shown by induction on n. We use the colocalisation sequence (1.3)
for i = n. Given X in Filt(∆1, . . . ,∆n) set X
′ = i∗i
∗(X) and X ′′ = j!j
!(X). Note
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that P ′ is a projective generator of Filt(∆1, . . . ,∆n−1). The claim follows from the
exact sequence
0→ HomA(P,X
′′)→ HomA(P,X)→ HomA(P,X
′)→ 0.
The k-module HomA(P,X
′) ∼= HomA(P
′, X ′) is finitely generated projective by
induction, and (4) implies that HomA(P,X
′′) is finitely generated projective. 
Recollements. The following result characterises k-linear highest weight cate-
gories in terms of recollements; it is the analogue of a result for abelian length
categories [26, 31]. We need to involve the completion Â of an exact category A,
because there is in general no reason for the existence of recollements on the level
of subcategories of A.
Theorem 1.7. Let A be a k-linear exact category. Suppose that A
∼
−→ mod(Λ, k)
for some k-algebra Λ that is finitely generated projective over k. Then the following
are equivalent:
(1) The category A is a k-linear highest weight category.
(2) There is a finite chain of full exact subcategories
0 = A0 ⊆ A1 ⊆ . . . ⊆ An = A
such that each inclusion Ai−1 → Ai induces a homological recollement of
abelian categories
Âi−1 Âi Mod k with Ai−1 = Âi−1 ∩Ai.
The proof of Theorem 1.7 provides for each 1 ≤ i ≤ n a k-algebra Λi such that
Ai
∼
−→ mod(Λi, k) and a surjective algebra homomorphism Λi → Λi−1.
Proof. Fix a projective generator P of A and set Λ = EndA(P ). We identify A
∼
−→
mod(Λ, k) via HomA(P,−) and Â
∼
−→ ModΛ via evaluation at P ; see Lemma 1.1.
(1) ⇒ (2): Suppose that A is a k-linear highest weight category satisfying the
conditions in Definition 1.3, and we may assume P =
⊕
i Pi. We give a recursive
construction of a chain
0 = A0 ⊆ A1 ⊆ . . . ⊆ An = A
of full subcategories satisfying the conditions in (2). To this end consider the
colocalisation sequence (1.3) for i = n. The left adjoint
Filt(∆1, . . . ,∆n) −→ Filt(∆1, . . . ,∆n−1)
takes the object P to a projective generator P¯ of Filt(∆1, . . . ,∆n−1). We set
An−1 = {X ∈ A | HomA(∆n, X) = 0} and Λn−1 = EndA(P¯ ).
Note that HomA(P¯ ,X) ∼= HomA(P,X) is finitely generated projective over k for
all X in An−1. Also, it is easily checked that P¯ is a projective generator of
An−1. Thus HomA(P¯ ,−) yields an equivalence An−1
∼
−→ mod(Λn−1, k). It fol-
lows from Theorem 1.6 that An−1 is a highest weight category with standard ob-
jects ∆1, . . . ,∆n−1. We have Ân−1
∼
−→ ModΛn−1 by Lemma 1.1, and the functor
HomΛ(∆n,−) : ModΛ→ Mod k induces the following recollement.
(1.4) ModΛn−1 ModΛ Mod k
This recollement is homological by [26, Proposition A.1], because for each projective
object X in ModΛ the counit j!j
!(X)→ X is a monomorphism by Lemma 1.4.
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(2) ⇒ (1): Fix a chain of full subcategories Ai ⊆ A satisfying the conditions in
(2). We show by induction on n that A is a highest weight category. Let ∆n denote
the image of k under the left adjoint Modk → ModΛ. Clearly, EndΛ(∆n) ∼= k and
∆n is a finitely generated projective Λ-module that belongs therefore to A. The
inclusion Ân−1 → ModΛ identifies Ân−1 with ModΛ/a for some idempotent ideal
a; see [2, Proposition 7.1]. More precisely, the left adjoint of Ân−1 → ModΛ sends
Λ to Λ/a which is a projective generator of An−1 by Lemma 1.1. In particular,
Λn−1 = Λ/a is finitely generated projective over k and An−1 = mod(Λn−1, k). The
induction hypothesis for An−1 yields a collection of exact sequences
0 −→ U¯i −→ P¯i −→ ∆i −→ 0 (1 ≤ i < n)
and we modify them as follows to obtain exact sequences (1.2). Using the fact that
extension groups of objects in A are finitely generated over k, we can form the
universal extension
0 −→ ∆rn −→ Pi −→ P¯i −→ 0
in A; that is, the induced map HomA(∆
r
n,∆n) → Ext
1
A(P¯i,∆n) is surjective. A
standard argument (as in the proof of Lemma 1.5) shows that Pi is a projective
object. Forming the pull-back diagram
0 0
∆rn ∆
r
n
0 Ui Pi ∆i 0
0 U¯i P¯i ∆i 0
0 0
we get exact sequences (1.2) with Ui in Filt(∆i+1, . . . ,∆n), where Pn := ∆n and
Un := 0. It remains to observe that
⊕
i Pi is a projective generator of A. 
Properties of k-linear highest weight categories. We formulate some con-
sequences of Theorem 1.7. To this end fix a k-linear highest weight category
A = mod(Λ, k) with chain of subcategories
0 = A0 ⊆ A1 ⊆ . . . ⊆ An = A and Ai = mod(Λi, k).
For each 1 ≤ i ≤ n we identify EndA(∆i) = k. Then the functor
Ai −→ projk, X 7→ HomΛi(∆i, X)
∼= X ⊗Λi HomΛi(∆i,Λi)
admits the left adjoint − ⊗k ∆i and the right adjoint Homk(HomΛi(∆i,Λi),−).
This yields the following diagram of exact functors
(1.5) Ai−1 Ai projk
which one may think of as an incomplete recollement.
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The standard object ∆i equals the image of k under the left adjoint projk → Ai
while the costandard object ∇i is by definition the image of k under the right adjoint
projk → Ai. In particular we have
HomA(∇j ,∇i) = 0 (i > j) and Ext
1
A(∇j ,∇i) = 0 (i ≥ j).
Proposition 1.8. Let A be a k-linear highest weight category. Then the category
Aop is a k-linear highest weight category.
Proof. We identify Aop = mod(Λop, k) and use the duality Homk(−, k). Set ∆
′
i =
Homk(∇i, k) for 1 ≤ i ≤ n. Using Theorem 1.6 it is easily checked that A
op is a
k-linear highest weight category with standard objects ∆′1, . . . ,∆
′
n. 
We observe that the duality Homk(−, k) induces an equivalence
(1.6) mod(Λ, k)op ⊇ Filt(∆1, . . . ,∆n)
op ∼−→ Filt(∇1, . . . ,∇n) ⊆ mod(Λ
op, k)
which maps each ∆i to ∇i.
For a ring Λ we write Dperf(Λ) = Db(projΛ) for the category of perfect com-
plexes over Λ.
Proposition 1.9. Let A be a k-linear highest weight category and let Λ denote
the endomorphism ring of a projective generator. Then we have a triangle equiva-
lence Dperf(Λ)
∼
−→ Db(A) and each inclusion At−1 → At induces a recollement of
triangulated categories
Db(At−1) D
b(At) D
perf(k) .
Proof. The diagram (1.5) induces the recollement of derived categories. For the
right half of the diagram, this is clear since all functors are exact. The inclusion
At−1 → At induces a fully faithful functor i∗ : D
b(At−1) → D
b(At) because the
recollement in Theorem 1.7 is homological. We obtain the left adjoint of i∗ by
completing the counit j!j
!(X)→ X to an exact triangle in Db(At), and analogously
the right adjoint by completing the unit X → j∗j
∗(X).
Using these recollements, an induction shows that each inclusion projΛt →
mod(Λt, k) = At induces a triangle equivalence D
perf(Λt)
∼
−→ Db(At). The functor
is exact and fully faithful; so we show by induction that Λt generates D
b(At) as a
triangulated category.
Each object X ∈ Db(At) fits into an exact triangle j!j
!(X)→ X → i∗i
∗(X)→,
and we claim that j!j
!(X) and i∗i
∗(X) belong toDperf(Λt). This is clear for j!j
!(X),
because it is generated by ∆t which is a finitely generated projective Λt-module.
On the other hand, we have an exact triangle ∆rt → Λt → Λt−1 → for some
r ≥ 0 by Lemma 1.4, and therefore Λt−1 is in D
perf(Λt). Thus i∗i
∗(X) belongs to
Dperf(Λt−1) ⊆ D
perf(Λt) by the induction hypothesis. 
Let Filt⊕(∆1, . . . ,∆n) denote the idempotent completion of Filt(∆1, . . . ,∆n).
Corollary 1.10. The sequence of inclusion functors
projΛ→ Filt⊕(∆1, . . . ,∆n)→ A
induces triangle equivalences
Dperf(Λ)
∼
−→ Db(Filt⊕(∆1, . . . ,∆n))
∼
−→ Db(A).
Analogously, the inclusion Filt⊕(∇1, . . . ,∇n)→ A induces a triangle equivalence
Db(Filt⊕(∇1, . . . ,∇n))
∼
−→ Db(A).
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Proof. The argument for the inclusion projΛ → Filt⊕(∆1, . . . ,∆n) is precisely
that given for projΛ → A in Proposition 1.9, using the derived version of the
colocalisation sequence (1.3). The assertion for Filt⊕(∇1 . . . ,∇n) follows from the
first part by duality since Homk(−, k) maps ∆i to ∇i. 
Remark 1.11. The triangle equivalence Dperf(Λ)
∼
−→ Db(A) implies that every ob-
ject in A has finite projective and finite injective dimension.
2. Ringel duality
There is a special class of tilting modules for any quasi-hereditary artin alge-
bra which Ringel introduced in [34]. This was later extended to highest weight
categories over more general base rings [12, 35].
Let k be a commutative ring. We fix a k-linear highest weight category A
with standard objects ∆1, . . . ,∆n and costandard objects ∇1, . . . ,∇n. To simplify
notation we set
Filt(∆) = Filt(∆1, . . . ,∆n) and Filt(∇) = Filt(∇1, . . . ,∇n).
Given any set X1, . . . , Xt of objects in A, we write Filt
⊕(X1, . . . , Xt) for the
closure of Filt(X1, . . . , Xt) under direct summands.
Ext-orthogonality. We compute the extensions groups between standard and
costandard objects. The first lemma is an immediate consequence of the definition
of a highest weight category.
Lemma 2.1. For 1 ≤ s, t ≤ n and p ≥ 0 we have
Extp
A
(∆s,∇t) ∼=
{
k if s = t and p = 0,
0 otherwise.
Proof. We use induction on n. For s, t < n the assertion follows by induction,
because ∆s,∇t ∈ An−1 and the inclusion An−1 → An = A induces a homological
recollement; see Theorem 1.7. If s = n or t = n, then we use the fact that
∆n is projective and ∇n is injective. This gives the assertion for p > 0. For
p = 0 we use the recollement (1.4). In fact, ∆n = j!(k) and ∇n = j∗(k). Thus
HomA(∆n,∇n) ∼= k by adjointness. 
Corollary 2.2. For X ∈ Filt⊕(∆) and Y ∈ Filt⊕(∇) we have Extp
A
(X,Y ) = 0 for
all p > 0 and the k-module HomA(X,Y ) is finitely generated projective. 
Proposition 2.3. Let A be a highest weight category. For X in A we have:
(1) X ∈ Filt⊕(∆) if and only if Ext1A(X,∇t) = 0 for 1 ≤ t ≤ n.
(2) X ∈ Filt⊕(∇) if and only if Ext1A(∆t, X) = 0 for 1 ≤ t ≤ n.
Proof. We prove (1) and the proof of (2) is dual. One direction is clear by Corol-
lary 2.2. Thus assume that Ext1A(X,∇t) = 0 for all t. We use induction on n
and consider the recollement (1.4). First observe that the counit j!j
!(X) → X is
a monomorphism. To see this, fix an injective cogenerator Q of A. Note that Q
belongs to Filt⊕(∇1, . . . ,∇n). Thus we have an exact sequence
0 −→ i∗i
∗(Q) −→ Q −→ j!j
!(Q) −→ 0
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which induces the following commutative diagram with exact rows.
0 HomA(X, i!i
!(Q)) HomA(X,Q) HomA(X, j∗j
∗(Q)) 0
0 HomA(j!j
!(X), i!i
!(Q)) HomA(j!j
!(X), Q) HomA(j!j
!(X), j∗j
∗(Q)) 0
We have HomA(j!j
!(X), i!i
!(Q)) = 0 and the map
HomA(X, j∗j
∗(Q)) −→ HomA(j!j
!(X), j∗j
∗(Q))
is a bijection by adjointness. Thus the map
HomA(X,Q) −→ HomA(j!j
!(X), Q)
is surjective. It follows that the sequence
0 −→ j!j
!(X) −→ X −→ i∗i
∗(X) −→ 0
given by the unit and counit for X is exact. The object X ′ = i∗i
∗(X) belongs
to An−1 and satisfies again Ext
1
A(X
′,∇t) = 0 for all t. Thus X
′ belongs to
Filt⊕(∆1, . . . ,∆n−1) by induction. It follows that X belongs to Filt
⊕(∆1, . . . ,∆n).

Remark 2.4. A consequence of Proposition 2.3 is the fact that the subcategory
Filt⊕(∆) of A is closed under taking kernels of epimorphisms.
Tilting objects. We describe the special tilting objects for a k-linear highest
weight category.
Proposition 2.5. Let A be a k-linear highest weight category with costandard
objects ∇1, . . . ,∇n. Then there are finitely many exact sequences
0 −→ Vi −→ Ti −→ ∇i −→ 0 (1 ≤ i ≤ n)
in A satisfying the following:
(1) Vi belongs to Filt(∇1, . . . ,∇i−1) for all i.
(2) T =
⊕n
i=1 Ti is a projective generator of Filt(∇1, . . . ,∇n).
(3) EndA(T ) is finitely generated projective over k.
Proof. The costandard objects satisfy Ext1A(∇j ,∇i) = 0 for all i ≥ j because of the
duality (1.6). Now apply Lemma 1.5. The object T belongs to Filt⊕(∆1, . . . ,∆n)
by Proposition 2.3. Thus EndA(T ) is finitely generated projective over k by Corol-
lary 2.2. 
We formulate some immediate consequences of Proposition 2.5.
For an object X in an additive category we denote by addX the full subcategory
whose objects are the direct summands of finite direct sums of copies of X .
Corollary 2.6. Let A be a k-linear highest weight category. For an object T in A
the following are equivalent:
(1) T is a projective generator of Filt⊕(∇).
(2) T is an injective cogenerator of Filt⊕(∆).
(3) Filt⊕(∆) ∩ Filt⊕(∇) = addT .
Proof. Combine Propositions 2.3 and 2.5. 
HIGHEST WEIGHT CATEGORIES AND STRICT POLYNOMIAL FUNCTORS 11
Corollary 2.7. Let A be a k-linear highest weight category A with costandard
objects ∇1, . . . ,∇n and fix a projective generator T of Filt(∇1, . . . ,∇n). Set Λ
′ =
EndA(T ) and ∆
′
i = HomA(T,∇n−i). Then mod(Λ
′, k) is a k-linear highest weight
category with standard objects ∆′1, . . . ,∆
′
n and HomA(T,−) induces an equivalence
(2.1) Filt(∇1, . . . ,∇n)
∼
−→ Filt(∆′1, . . . ,∆
′
n)
of exact categories. 
The highest weight category mod(Λ′, k) in Corollary 2.7 is called the Ringel dual
of A. If A
∼
−→ mod(Λ, k) for some k-split quasi-hereditary algebra Λ, then the
quasi-hereditary algebra Λ′ is called the Ringel dual of Λ; it is unique only up to
Morita equivalence.
Proposition 2.8. Let Λ be a k-split quasi-hereditary algebra. The double Ringel
dual Λ′′ = (Λ′)′ is Morita equivalent to Λ. The equivalence identifies the standard
modules over Λ′′ and Λ.
Proof. We have equivalences
Filt(∆′′)
∼
−→ Filt(∇′)
∼
−→ Filt(∆′)op
∼
−→ Filt(∇)op
∼
−→ Filt(∆)
of exact categories. Restricting this equivalence to the full subcategories of projec-
tive objects yields an equivalence projΛ′′
∼
−→ projΛ. 
Recall that an object T of an exact category A is a tilting object if Extp
A
(T, T ) =
0 for p > 0 and Db(A) admits no proper thick subcategory containing T . An
equivalent statement is thatRHomA(T,−) induces a triangle equivalenceD
b(A)
∼
−→
Dperf(EndA(T )). In that case a quasi-inverse is denoted by −⊗
L
EndA(T )
T .
Corollary 2.9. Let A be a k-linear highest weight category A. Then a projective
generator of Filt(∇) is a tilting object of A.
Proof. Fix a projective generator T and set Λ′ = EndA(T ). Then the sequence of
fully faithful exact functors
projΛ′
∼
−→ addT → Filt⊕(∇)→ A
induces a triangle equivalence
Dperf(Λ′)
∼
−→ Db(Filt⊕(∇))
∼
−→ Db(A)
which is a quasi-inverse of RHomA(T,−); this follows from Corollary 1.10. 
For a k-linear highest weight category A an object T satisfying the equivalent
conditions in Corollary 2.6 is called characteristic tilting object.
Tor-orthogonality. Ext-orthogonality for modules over a quasi-hereditary alge-
bra translates into Tor-orthogonality. To see this we need to recall some standard
isomorphisms for derived functors.
Lemma 2.10. Let Λ be a k-algebra and X,Y be complexes of Λ-modules. Then
there are natural morphisms
X ⊗LΛ RHomk(Y, k) −→ RHomk(RHomΛ(X,Y ), k)
Y ⊗LΛ RHom(X,Λ) −→ RHomΛ(X,Y )
which are isomorphisms when X is perfect. 
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Proposition 2.11. Let Λ be a k-split quasi-hereditary algebra. For
X ∈ Filt⊕(∆) ⊆ mod(Λ, k) and Y ∈ Filt⊕(∆) ⊆ mod(Λop, k)
we have
TorΛp (X,Y ) = 0 for p > 0.
Proof. This follows from Corollary 2.2 with the first isomorphism in Lemma 2.10,
since Homk(−k) induces an equivalence Filt
⊕(∇)
∼
−→ Filt⊕(∆); see (1.6). 
Serre duality. Let Λ be a k-algebra that is finitely generated projective over k.
Then the Λ-module Homk(Λ, k) is an injective cogenerator of mod(Λ, k) and plays
the role of a dualising complex.
Lemma 2.12. Suppose that the Λ-module Homk(Λ, k) has finite projective dimen-
sion. Then
F = −⊗LΛ Homk(Λ, k) : D
perf(Λ) −→ Dperf(Λ)
is a Serre functor in the sense that F is a triangle equivalence and
RHomk(RHomΛ(X,−), k) ∼= RHomΛ(−, F (X)) for X ∈ D
perf(Λ).
Proof. Using the standard isomorphisms from Lemma 2.10 we have
RHomk(RHomΛ(X,−), k) ∼= RHomk(− ⊗
L
Λ RHomΛ(X,Λ), k)
∼= RHomΛ(−,RHomk(RHomΛ(X,Λ), k))
∼= RHomΛ(−, X ⊗
L
Λ Homk(Λ, k))
and a quasi-inverse of F is given by RHomΛ(Homk(Λ, k),−). 
Proposition 2.13. Let Λ be a k-split quasi-hereditary algebra. Then
−⊗LΛ Homk(Λ, k) : D
perf(Λ) −→ Dperf(Λ)
is a Serre functor.
Proof. Combine Lemma 2.12 with the fact that Homk(Λ, k) has finite projective
dimension; see Remark 1.11. 
Serre duality and Ringel duality are closely related for a quasi-hereditary algebra.
The following proposition provides the first step for explaining this.
Proposition 2.14. Let Λ be a k-split quasi-hereditary algebra with characteristic
tilting module T and set Γ = EndΛ(T ). Then Homk(T, k) is a characteristic tilting
module over both Γ and Λop, with canonical isomorphisms
EndΓ(Homk(T, k)) ∼= Λ and EndΛop(Homk(T, k)) ∼= Γ
op.
Moreover, T is a characteristic tilting module over Γop with EndΓop(T ) ∼= Λ
op.
Proof. For an exact category A we write projA and injA to denote the full sub-
categories of projective and injective objects, respectively.
The equivalence (2.1) given by HomΛ(T,−) restricts to an equivalence
inj(Filt⊕(∇))
∼
−→ inj(Filt⊕(∆)) = addT
and sends Homk(Λ, k) to
HomΛ(T,Homk(Λ, k)) ∼= Homk(T, k).
Thus Homk(T, k) is a characteristic tilting module over Γ with
EndΓ(Homk(T, k)) ∼= EndΛ(Homk(Λ, k)) ∼= Λ.
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On the other hand, the equivalence (1.6) given by Homk(−, k) restricts to an equiv-
alence
(addT )op = inj(Filt⊕(∆))op
∼
−→ proj(Filt⊕(∇)).
Thus Homk(T, k) is a characteristic tilting module over Λ
op with
EndΛop(Homk(T, k)) ∼= EndΛ(T )
op ∼= Γop.
The assertion for the Γop-module T now follows since T ∼= Homk(Homk(T, k), k).

Theorem 2.15. Let Λ be a k-split quasi-hereditary algebra with characteristic tilt-
ing module T and set Γ = EndΛ(T ). Then
Homk(T, k)⊗Γ T ∼= Homk(T, k)⊗
L
Γ T
∼= Homk(Λ, k)
as Λ-Λ-bimodules. Therefore the composite
Dperf(Λ) Dperf(Γ) Dperf(Λ)
−⊗LΛHomk(T,k) −⊗
L
ΓT
is a Serre functor.
Proof. We apply Proposition 2.14. The modules T and Homk(T, k) over Γ are
characteristic tilting modules; this yields the first isomorphism by Proposition 2.11.
The second isomorphism follows from Lemma 2.10. The description of the Serre
functor then follows by Lemma 2.12. 
Ringel self-dual algebras. The connection between Serre duality and Ringel
duality is of particular interest for a quasi-hereditary algebra that is Ringel self-
dual.
Definition 2.16. We say that a quasi-hereditary algebra Λ is Ringel self-dual if it
satisfies one of the following equivalent conditions:
(1) The highest weight category mod(Λ, k) is equivalent to its Ringel dual.
(2) There is a characteristic tilting module T over Λ and an isomorphism Λ′ =
EndΛ(T )
∼
−→ Λ which identifies the standard modules over Λ′ and Λ.
The following description of Ringel duality as a square root of Serre duality is
inspired by a result for strict polynomial functors [25] and a similar result in the
context of the Bernstein-Gelfand-Gelfand category O [30].
Let us fix for a Ringel self-dual algebra Λ a characteristic tilting module T as in
the above definition and identify EndΛ(T ) = Λ. This turns T and Homk(T, k) into
Λ-Λ-bimodules.
Corollary 2.17. Let Λ be a k-split quasi-hereditary algebra. Suppose that Λ is
Ringel self-dual with characteristic tilting module T . Then the following are equiv-
alent:
(1) T ∼= Homk(T, k) as Λ-Λ-bimodules.
(2) T ⊗LΛ T
∼= Homk(Λ, k) as Λ-Λ-bimodules.
(3) (−⊗LΛ T )
2 is a Serre functor for Dperf(Λ).
Proof. Apply Theorem 2.15. 
Part 2. Strict polynomial functors
In the second part of these notes we explain the highest weight structure for
categories of strict polynomial functors [16], working over an arbitrary commutative
ring and using some of the principal results from the theory of Schur and Weyl
functors [1].
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3. Divided powers and strict polynomial functors
Strict polynomial functors were introduced by Friedlander and Suslin [16]. In
this section we recall the definition and some basic properties, using an equivalent
description in terms of representations of divided powers. For details and further
references, see [25, 27, 32, 37]. The material is elementary, based to a large extent on
classical facts from multilinear algebra. In particular, properties of divided powers
are used, for which we refer to [5, IV.5]. The language of strict polynomial functors
is employed because of its flexibility. Evaluating strict polynomial functors at a
free module of finite rank makes it easy to transfer this work to the representation
theory of Schur algebras.
Finitely generated projective modules. Throughout we fix a commutative ring
k. Let Pk denote the category of finitely generated projective k-modules. Given
V,W in Pk, we write V ⊗W for their tensor product over k and Hom(V,W ) for
the group of k-linear maps V → W . This provides two bifunctors
−⊗− : Pk × Pk −→ Pk
Hom(−,−) : (Pk)
op × Pk −→ Pk
and the functor sending V to V ∗ = Hom(V, k) yields a duality
(Pk)
op ∼−→ Pk.
Divided and symmetric powers. Fix a positive integer d and denote by Sd the
symmetric group permuting d elements. For each V ∈ Pk, the group Sd acts on
V ⊗d by permuting the factors of the tensor product. Denote by ΓdV the submodule
(V ⊗d)Sd of V ⊗d consisting of the elements which are invariant under the action of
Sd; it is called the module of divided powers (more correctly: symmetric tensors)
of degree d. The maximal quotient of V ⊗d on which Sd acts trivially is denoted by
SdV and is called the module of symmetric powers of degree d. Set Γ0V = k and
S0V = k.
From the definition, it follows that (ΓdV )∗ ∼= Sd(V ∗). Note that SdV is a free
k-module provided that V is free. Thus ΓdV and SdV belong to Pk for all V ∈ Pk,
and we obtain functors Γd, Sd : Pk → Pk.
The category of divided powers. We consider the category ΓdPk which is de-
fined as follows. The objects are the finitely generated projective k-modules and
for two objects V,W set
HomΓdPk(V,W ) = Γ
dHom(V,W ).
This identifies with Hom(V ⊗d,W⊗d)Sd , where Sd acts on Hom(V
⊗d,W⊗d) via
(σf)(v) = σ−1f(σv) for f : V ⊗d → W⊗d and σ ∈ Sd. Using this identification
one defines the composition of morphisms in ΓdPk. The duality for Pk induces a
duality
(ΓdPk)
op ∼−→ ΓdPk.
Example 3.1. Let n be a positive integer and set V = kn. Then EndΓdPk(V ) is
isomorphic to the Schur algebra Sk(n, d) as defined by Green [18, Theorem 2.6c].
Following [37], this example suggests for ΓdPk the term Schur category.
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Strict polynomial functors. Let Mk denote the category of k-modules. We
study the category of k-linear representations of ΓdPk. This is by definition the
category of k-linear functors ΓdPk →Mk and we write by slight abuse of notation
RepΓdk = Funk(Γ
d
Pk,Mk).
For objects X,Y in RepΓdk the set of morphisms is denoted by HomΓdk(X,Y ).
The representations of ΓdPk form an abelian category, where (co)kernels and
(co)products are computed pointwise in the category of k-modules.
The Yoneda embedding. The Yoneda embedding
(ΓdPk)
op −→ RepΓdk, V 7→ HomΓdPk(V,−)
identifies ΓdPk with the full subcategory consisting of the representable functors.
For V ∈ ΓdPk we write
Γd,V = HomΓdPk(V,−).
For X ∈ RepΓdk there is the Yoneda isomorphism
HomΓd
k
(Γd,V , X)
∼
−→ X(V )
and it follows that Γd,V is a projective object in RepΓdk.
Duality. Given a representation X ∈ RepΓdk, its dual X
◦ is defined by
X◦(V ) = X(V ∗)∗.
We have for all X,Y ∈ RepΓdk a natural isomorphism
HomΓd
k
(X,Y ◦) ∼= HomΓd
k
(Y,X◦).
The evaluation morphism X → X◦◦ is an isomorphism when X takes values in Pk.
Example 3.2. The divided power functor Γd and the symmetric power functor Sd
belong to RepΓdk. In fact
Γd = HomΓdPk(k,−) and S
d ∼= (Γd)◦.
The algebra of divided powers. Given V ∈ Pk, we set ΓV =
⊕
d≥0 Γ
dV . For
non-negative integers d, e the inclusion Sd ×Se ⊆ Sd+e induces natural maps
(3.1) Γd+eV −→ ΓdV ⊗ ΓeV and ΓdV ⊗ ΓeV −→ Γd+eV.
The first map is given by
(V ⊗d+e)Sd+e ⊆ (V ⊗d+e)Sd×Se ∼= (V ⊗d)Sd ⊗ (V ⊗e)Se .
The second map sends x⊗ y ∈ ΓdV ⊗ ΓeV to
xy =
∑
g∈Sd+e/Sd×Se
g(x⊗ y)
where g(x ⊗ y) = σ(x ⊗ y) for a coset g = σ(Sd ×Se). This multiplication gives
ΓV the structure of a commutative k-algebra.
Now suppose that V is a free k-module with basis {v1, . . . , vn}. Let Λ(n, d)
denote the set of sequences λ = (λ1, λ2, . . . , λn) of non-negative integers such that∑
λi = d. Then the elements
vλ =
n∏
i=1
v⊗λii for λ ∈ Λ(n, d)
form a k-basis of ΓdV .
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Let {v∗1 , . . . , v
∗
n} denote the dual basis of V
∗. We identify the symmetric algebra
S(V ∗) =
⊕
d≥0 S
d(V ∗) with the polynomial algebra k[v∗1 , . . . , v
∗
n]. Let {v
∗
λ}λ∈Λ(n,d)
be the basis of (ΓdV )∗ dual to {vλ}λ∈Λ(n,d). Then the canonical isomorphism
(ΓdV )∗
∼
−→ Sd(V ∗) maps each v∗λ to
∏n
i=1(v
∗
i )
λi .
Tensor products. For non-negative integers d, e there is a tensor product
−⊗− : RepΓdk × RepΓ
e
k −→ RepΓ
d+e
k .
Let X ∈ RepΓdk and Y ∈ RepΓ
e
k. The functor X ⊗ Y acts on objects via
(X ⊗ Y )(V ) = X(V )⊗ Y (V )
and on morphisms via the map
Γd+eHom(V,W ) −→ ΓdHom(V,W )⊗ ΓeHom(V,W )
given by (3.1). Note that
(X ⊗ Y )◦ ∼= X◦ ⊗ Y ◦
when X and Y take values in Pk.
For λ ∈ Λ(n, d) we set
Γλ = Γλ1 ⊗ · · · ⊗ Γλn and Sλ = Sλ1 ⊗ · · · ⊗ Sλn .
We have
(Γλ)◦ ∼= Sλ and Γ(1,...,1) ∼= ⊗n ∼= S(1,...,1).
Graded representations. It is sometimes convenient to consider the category∏
d≥0
RepΓdk
consisting of graded representations X = (X0, X1, X2, . . .). An example is for each
V ∈ Pk the representation
ΓV = (Γ0,V ,Γ1,V ,Γ2,V , . . .).
The tensor product X ⊗ Y of graded representations X,Y is defined in degree d by
(X ⊗ Y )d =
⊕
i+j=d
X i ⊗ Y j .
Decomposing divided powers. The assignment which takes V ∈ Pk to the
symmetric algebra SV =
⊕
d≥0 S
dV gives a functor from Pk to the category of
commutative k-algebras which preserves coproducts. Thus
SV ⊗ SW ∼= S(V ⊕W )
and therefore by duality
ΓV ⊗ ΓW ∼= Γ(V ⊕W ).
This yields an isomorphism of graded representations
ΓV ⊗ ΓW ∼= ΓV⊕W .
Thus for each positive integer n, one obtains in degree d a decomposition
Γd,k
n
=
d⊕
i=0
(Γd−i,k
n−1
⊗ Γi)
and using induction a canonical decomposition
(3.2) Γd,k
n
=
⊕
λ∈Λ(n,d)
Γλ.
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The decomposition of divided powers implies that the finitely generated pro-
jective objects in RepΓdk are precisely the direct summands of finite direct sums
of functors Γλ, where λ = (λ1, . . . , λn) is any sequence of non-negative integers
satisfying
∑
λi = d and n is any positive integer.
Exterior powers. Given V ∈ Pk, let ΛV =
⊕
d≥0 Λ
dV denote the exterior al-
gebra, which is obtained from the tensor algebra TV =
⊕
d≥0 V
⊗d by taking the
quotient with respect to the ideal generated by the elements v ⊗ v, v ∈ V .
For each d ≥ 0, the k-module ΛdV is free provided that V is free. Thus ΛdV
belongs to Pk for all V ∈ Pk, and this gives a functor Γ
dPk → Pk, since the ideal
generated by the elements v⊗ v is invariant under the action of Sd on V
⊗d. There
is a natural isomorphism
Λd(V ∗) ∼= (ΛdV )∗
induced by (f1 ∧ · · · ∧ fd)(v1 ∧ · · · ∧ vd) = det(fi(vj)), and therefore (Λ
d)◦ ∼= Λd.
Representations of Schur algebras. Strict polynomial functors and modules
over Schur algebras are closely related, since for any X ∈ RepΓdk the Schur algebra
Sk(n, d) acts on X(k
n); cf. Example 3.1.
Let n ≥ d. The functor
(3.3) RepΓdk −→ ModSk(n, d)
op, X 7→ X(kn)
gives an equivalence, because evaluation at kn identifies with HomΓd
k
(Γd,k
n
,−) and
Γd,k
n
is a projective generator.1
Base change. Let k→ k′ be a homomorphism of commutative rings. The functor
−⊗k k
′ : Pk → Pk′ induces for each positive integer d functors
ΓdPk −→ Γ
d
Pk′ and RepΓ
d
k −→ RepΓ
d
k′
which we denote again by −⊗kk
′. For example, Γλ⊗k k
′ = Γλ for each λ ∈ Λ(n, d).
We note that most results in this work are invariant under base change.
4. Schur and Weyl functors
Generalising the results of Schur [38] and Lascoux [29] in characteristic zero,
Schur and Weyl functors, in arbitrary characteristic, were introduced by Akin,
Buchsbaum, and Weyman [1]. We give the definition and refer to the next section
for a description in terms of (co)standard objects.
Partitions and Young diagrams. Fix a positive integer d. A partition of weight
d (or simply a partition of d) is a sequence λ = (λ1, λ2, . . .) of non-negative integers
satisfying λ1 ≥ λ2 ≥ . . . and
∑
λi = d. Its conjugate λ
′ is the partition where λ′i
equals the number of terms of λ that are greater or equal than i.
Fix a partition λ of weight d. Each integer r ∈ {1, . . . , d} can be written uniquely
as sum r = λ1 + . . . λi−1 + j with 1 ≤ j ≤ λi. The pair (i, j) describes the position
(ith row and jth column) of r in the Young diagram corresponding to λ. The
partition λ determines a permutation σλ ∈ Sd by σλ(r) = λ
′
1 + . . . λ
′
j−1 + i, where
1 ≤ i ≤ λj . Note that σλ′ = σ
−1
λ . Here is an example.
λ = (3, 2) 1 2 3
4 5
λ′ = (2, 2, 1) 1 2
3 4
5
σλ =
(
1 2 3 4 5
1 3 5 2 4
)
1Our preference is to work with the functor category RepΓd
k
, because the Schur category ΓdPk
carries useful structure (e.g. ⊕ or ⊗) which ‘disappears’ when one evaluates at a single object kn.
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Schur and Weyl modules. Fix a partition λ of weight d, and assume that λ1 +
· · · + λn = d = λ
′
1 + · · · + λ
′
m. For V ∈ Pk one defines the Schur module SλV as
image of the map
Λλ
′
1V ⊗ · · · ⊗ Λλ
′
mV
∆⊗···⊗∆
−−−−−−→ V ⊗d
sλ−→ V ⊗d
∇⊗···⊗∇
−−−−−−→ Sλ1V ⊗ · · · ⊗ SλnV.
Here, we denote for an integer r by ∆: ΛrV → V ⊗r the comultiplication given by
∆(v1 ∧ · · · ∧ vr) =
∑
σ∈Sr
sgn(σ)vσ(1) ⊗ · · · ⊗ vσ(r),
∇ : V ⊗r → SrV is the multiplication, and sλ : V
⊗d → V ⊗d is given by
sλ(v1 ⊗ · · · ⊗ vd) = vσλ(1) ⊗ · · · ⊗ vσλ(d).
The corresponding Weyl module WλV is by definition the image of the analogous
map
Γλ1V ⊗ · · · ⊗ ΓλnV
∆⊗···⊗∆
−−−−−−→ V ⊗d
sλ′−−→ V ⊗d
∇⊗···⊗∇
−−−−−−→ Λλ
′
1V ⊗ · · · ⊗ Λλ
′
mV.
Note that (WλV )
∗ ∼= Sλ(V
∗).
Young tableaux. Suppose that V is a free k-module with basis {v1, . . . , vr}. We
fix a partition λ = (λ1, . . . , λn) and describe an explicit basis for SλV and WλV .
A filling of a Young diagram is a map which assigns to each box a positive
integer. A Young tableau is a filling that is weakly increasing along each row and
strictly increasing down each column.
Each filling T with entries in {1, . . . , r} yields two elements
vT ∈ Γ
λ1V ⊗ · · · ⊗ ΓλnV and vˆT ∈ Λ
λ′1V ⊗ · · · ⊗ Λλ
′
mV
by replacing any i in a box by vi. Here is an example of a Young tableau
λ = (5, 3, 3, 2) 1 2 2 3 3
2 3 5
4 4 6
5 6
and here are the corresponding elements.
vT = (v1(v2 ⊗ v2)(v3 ⊗ v3))⊗ (v2v3v5)⊗ ((v4 ⊗ v4)v6)⊗ (v5v6)
vˆT = (v1 ∧ v2 ∧ v4 ∧ v5)⊗ (v2 ∧ v3 ∧ v4 ∧ v6)⊗ (v2 ∧ v5 ∧ v6)⊗ v3 ⊗ v3
More precisely, let T (i, j) denote the entry of the box (i, j) and define αi ∈ Λ(r, λi)
by setting αij = card{t | T (i, t) = j}. Then vT = vα1 ⊗ · · · ⊗ vαn . Note that the
elements vT form a k-basis of Γ
λV as T runs through all fillings (weakly increasing
along each row).
Proposition 4.1 ([1, Theorems II.2.16 and II.3.16]). Let λ be a partition and V a
free k-module of rank r.
(1) The canonical map Λλ
′
V → SλV sends the elements vˆT with T a Young
tableau on λ with entries in {1, . . . , r} to a k-basis of SλV .
(2) The canonical map ΓλV → WλV sends the elements vT with T a Young
tableau on λ with entries in {1, . . . , r} to a k-basis of WλV . 
For expositions on Schur and Weyl modules, see [17, §8.1] or [40, §2.1]. There
one finds proofs of Proposition 4.1 and presentations of these modules, which are
relevant for the proof of Theorem 5.8.
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Schur and Weyl functors. The definition of Schur and Weyl modules gives rise
to functors Sλ and Wλ in RepΓ
d
k for each partition λ of weight d. Note that
S◦λ
∼=Wλ and W
◦
λ
∼= Sλ.
Example 4.2. We have S(1,...,1) = Λ
d and S(d) = S
d.
5. Weight spaces and (co)standard objects
Weight space decompositions. Fix a free k-module V with basis {v1, . . . , vn}.
For any X ∈ RepΓdk we describe a decomposition of X(V ) into weight spaces; see
also [16, Corollary 2.12] for this decomposition and a different argument.
The canonical decomposition (3.2)
Γd,V =
⊕
µ∈Λ(n,d)
Γµ.
induces via the Yoneda isomorphism HomΓd
k
(Γd,V , X)
∼
−→ X(V ) a decomposition
X(V ) =
⊕
µ∈Λ(n,d)
X(V )µ with HomΓd
k
(Γµ, X)
∼
−→ X(V )µ.
For each µ ∈ Λ(n, d) this isomorphism can be written as composition of
HomΓd
k
(Γµ, X)
∼
−→ HomSk(n,d)(Γ
µ(V ), X(V )), φ 7→ φV
and
HomSk(n,d)(Γ
µ(V ), X(V ))
∼
−→ X(V )µ, ψ 7→ ψ(v
⊗µ1
1 ⊗ · · · ⊗ v
⊗µn
n ).
Here, we identify EndΓdPk(V ) = Sk(n, d) and note that v
⊗µ1
1 ⊗· · ·⊗v
⊗µn
n generates
Γµ(V ) as Sk(n, d)-module.
The following lemma summarises this discussion.
Lemma 5.1. Let µ ∈ Λ(n, d) and set V = kn. For X ∈ RepΓdk there are natural
isomorphisms
HomΓd
k
(Γµ, X)
∼
−→ HomSk(n,d)(Γ
µ(V ), X(V ))
∼
−→ X(V )µ. 
We observe that the duality preserves the weight space decomposition.
Lemma 5.2. Let µ ∈ Λ(n, d) and set V = kn. For X ∈ RepΓdk there is a natural
isomorphism
X◦(V )µ ∼= X(V
∗)∗µ.
Proof. We have
HomΓd
k
(Γd,V , X◦) ∼= X◦(V ) = X(V ∗)∗ ∼= HomΓd
k
(Γd,V
∗
, X)∗.
Now use Lemma 5.1 and the canonical decomposition
Γd,V ∼=
⊕
µ∈Λ(n,d)
Γµ ∼= Γd,V
∗
. 
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Standard morphisms. We compute the weight spaces for Γλ and Sλ.
Let λ = (λ1, λ2, . . .) and µ = (µ1, µ2, . . .) be sequences of non-negative integers
satisfying
∑
λi = d =
∑
µj . Given a matrix A = (aij)i,j≥1 of non-negative integers
with λi =
∑
j aij and µj =
∑
i aij for all i, j, there is a standard morphism
γA : Γ
µ =
⊗
j
Γµj −→
⊗
j
(⊗
i
Γaij
)
=
⊗
i
(⊗
j
Γaij
)
−→
⊗
i
Γλi = Γλ
where the first morphism is the tensor product of the natural inclusions Γµj →⊗
i Γ
aij and the second morphism is the tensor product of the natural product
maps
⊗
j Γ
aij → Γλi , as given by (3.1). Analogously, there is a morphism
σA : Γ
µ =
⊗
j
Γµj −→
⊗
j
(⊗
i
T aij
)
=
⊗
i
(⊗
j
T aij
)
−→
⊗
i
Sλi = Sλ
where T r = ⊗r for any non-negative integer r, the first morphism is the tensor
product of the natural inclusions Γµj →
⊗
i T
aij , and the second morphism is the
tensor product of the natural product maps
⊗
j T
aij → Sλi .
Lemma 5.3 ([36, p. 8]). Let λ = (λ1, λ2, . . .) and µ = (µ1, µ2, . . .) be sequences of
non-negative integers with
∑
λi = d =
∑
µi.
(1) The morphisms γA form a k-basis of HomΓd
k
(Γµ,Γλ).2
(2) The morphisms σA form a k-basis of HomΓd
k
(Γµ, Sλ).
Proof. We may assume that λ, µ ∈ Λ(n, d) and apply Lemma 5.1. Fix a free k-
module V with basis {v1, . . . , vn}. Then we have an isomorphism
HomΓd
k
(Γµ,Γλ)
∼
−→ HomSk(n,d)(Γ
µV,ΓλV )
∼
−→ (ΓλV )µ.
A standard morphism γA evaluated at V takes the element v
⊗µ1
1 ⊗ · · · ⊗ v
⊗µn
n to
vA = vα1 ⊗· · ·⊗ vαn with α
i ∈ Λ(n, λi) and α
i
j = aij . Now the assertion of part (1)
follows from the fact that the elements vA form a basis of Γ
λV as µ runs through
Λ(n, d); cf. Example 5.5.
The proof of part (2) is analogous. 
For example, let λ = (5, 3, 3, 2) and µ = (1, 3, 3, 2, 2, 2). For
A =
[
1 2 2 0 0 0
0 1 1 0 1 0
0 0 0 2 0 1
0 0 0 0 1 1
]
the morphism γA evaluated at V = k
6 takes v⊗µ11 ⊗ · · · ⊗ v
⊗µ6
6 to the element
(v1(v2 ⊗ v2)(v3 ⊗ v3))⊗ (v2v3v5)⊗ ((v4 ⊗ v4)v6)⊗ (v5v6).
Example 5.4. The special case λ = (1, . . . , 1) = µ yields the isomorphism
EndΓd
k
(Γ(1,...,1)) ∼= kSd.
Let λ be a partition and T a filling of the corresponding Young diagram. The
content of T is by definition the sequence µ = (µ1, µ2, . . .) such that µi equals the
number of times the integer i occurs in T .
Example 5.5. Let λ = (λ1, . . . , λn) be a partition and set V = k
n. For a filling T of
the corresponding Young diagram with entries in {1, . . . , n}, the element vT belongs
to (ΓλV )µ where µ equals the content of T . The standard morphism γA : Γ
µ → Γλ
given by aij = card{t | T (i, t) = j} and evaluated at V sends v
⊗µ1
1 ⊗ · · · ⊗ v
⊗µn
n to
2This yields a basis of the Schur algebra Sk(n, d) ∼=
⊕
λ,µ∈Λ(n,d) HomΓd
k
(Γµ,Γλ).
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vT . If µ = λ, then T is the unique Young tableau such that all boxes of the ith row
have entry i.
The dominance order. We consider the dominance order on the set of partitions
of weight d. Thus µ ≤ λ if
∑r
i=1 µi ≤
∑r
i=1 λi for all integers r ≥ 1.
The following simple lemma explains the relevance of Young tableaux.
Lemma 5.6. Let λ and µ be partitions. Then there exists a Young tableau of shape
λ with content µ if and only if µ ≤ λ. 
The next proposition describes the weight spaces for Schur and Weyl functors.
Proposition 5.7. Let λ and µ be partitions of weight d.
(1) HomΓd
k
(Γµ,Wλ) 6= 0 if and only if µ ≤ λ. Moreover, HomΓd
k
(Γλ,Wλ) ∼= k.
(2) HomΓd
k
(Γµ, Sλ) 6= 0 if and only if µ ≤ λ. Moreover, HomΓd
k
(Γλ, Sλ) ∼= k.
Proof. We apply Lemma 5.1. The assertion for Wλ then follows from the com-
putation in Example 5.5 and Lemma 5.6, using the basis of a Weyl module from
Proposition 4.1. For Sλ the assertion follows from the first part since Sλ ∼= W
◦
λ ,
using Lemma 5.2. 
Standard objects. Let λ be a partition of weight d. For X ∈ RepΓdk and any
partition µ of weight d we define the trace
trµX =
∑
φ : Γµ→X
Imφ.
The standard object corresponding to λ is by definition
∆(λ) = Γλ/
(∑
µ6≤λ
trµ Γ
λ
)
where µ runs though all partitions of weight d. This yields an exact sequence
(5.1) 0 −→
∑
µ6≤λ
trµ Γ
λ −→ Γλ −→ ∆(λ) −→ 0.
Theorem 5.8. Let λ be a partition of weight d. The canonical morphism Γλ →
∆(λ) induces isomorphisms
Wλ
∼
−→ ∆(λ) and HomΓd
k
(∆(λ),∆(λ))
∼
−→ HomΓd
k
(Γλ,∆(λ))
∼
−→ k.
Proof. The proof of [1, Theorem II.3.16] (which amounts to a proof of Proposi-
tion 4.1) shows that the functor Wλ admits a presentation
(5.2)
⊕
i≥1
λi+1⊕
t=1
Γλ(i,t)
α
−→ Γλ −→Wλ −→ 0
where
λ(i, t) = (λ1, . . . , λi−1, λi + t, λi+1 − t, λi+2, . . .)
and Γλ(i,t) → Γλ is the standard morphism γA given by the matrix
A = diag(λ1, λ2, . . .) + tEi+1,i − tEi+1,i+1.
On the other hand, the definition of ∆(λ) yields a presentation⊕
Γµ→Γλ
Γµ
β
−→ Γλ −→ ∆(λ) −→ 0
where Γµ → Γλ runs through all morphisms such that µ 6≤ λ.
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The morphism α factors through β, since λ(i, t) 6≤ λ for all pairs i, t. Conversely,
β factors though α, since HomΓd
k
(Γµ,Wλ) = 0 for all µ 6≤ λ by Proposition 5.7, and
each Γµ is projective. It follows that the canonical morphism Γλ → ∆(λ) induces
an isomorphism Wλ
∼
−→ ∆(λ).
For the other pair of isomorphisms apply HomΓd
k
(−,∆(λ)) to the exact sequence
(5.1) and use again Proposition 5.7. 
Costandard objects. The duality yields an analogue of Theorem 5.8 for Schur
functors. The costandard object corresponding to a partition λ is by definition
∇(λ) =
⋂
µ6≤λ
rejµ S
λ with rejµX =
⋂
φ : X→Sµ
Kerφ.
Corollary 5.9. Let λ be a partition of weight d. The canonical morphism ∇(λ)→
Sλ induces isomorphisms
∇(λ)
∼
−→ Sλ and HomΓd
k
(∇(λ),∇(λ))
∼
−→ HomΓd
k
(∇(λ), Sλ)
∼
−→ k.
Moreover, the canonical morphism Γλ → ∆(λ) induces isomorphisms
HomΓd
k
(∆(λ),∇(λ))
∼
−→ HomΓd
k
(Γλ,∇(λ))
∼
−→ k.
Proof. From the definition we have ∇(λ) ∼= ∆(λ)◦ since Sµ ∼= (Γµ)◦ for each
partition µ. Thus the first set of isomorphisms follows directly from Theorem 5.8
by applying the duality.
For the last pair of isomorphisms apply HomΓd
k
(−,∇(λ)) to the exact sequence
(5.1) and use Proposition 5.7. 
Simple objects. We describe the simple objects in RepΓdk provided that k is a
local ring. For a partition λ of weight d, consider the subobject
U(λ) =
∑
µ<λ
trµ∆(λ) +
( ∑
φ : Γλ→∆(λ)
Imφ
)
⊆ ∆(λ)
where φ runs through all morphisms corresponding to non-invertible elements in
HomΓd
k
(Γλ,∆(λ)) ∼= k, and set
L(λ) = ∆(λ)/U(λ).
Proposition 5.10. Suppose that k is a local ring and fix a partition λ of weight
d. Then the functor U(λ) is the unique maximal subobject of ∆(λ) and L(λ) is a
simple object in RepΓdk.
Proof. Let X ⊆ ∆(λ) be a subobject. If trλX = 0, then X ⊆ U(λ). If trλX 6= 0,
then there is a nonzero morphism φ : Γλ → X ֌ ∆(λ), which is an epimorphism if
and only if φ corresponds to an invertible element, by Theorem 5.8. This follows by
restricting φ to the weight space for λ. Thus U(λ) is the unique maximal subobject
of ∆(λ) and L(λ) is simple. 
The duality maps the unique simple quotient of ∆(λ) to the unique simple sub-
object of ∇(λ). Next we show that the socle of ∇(λ) is isomorphic to L(λ).
Lemma 5.11. Let S ∈ RepΓdk be simple and λ = max{µ | HomΓdk(Γ
µ, S) 6= 0}.
Then S ∼= L(λ).
Proof. Choose a nonzero morphism Γλ → S. This factors through the canonical
morphism Γλ → ∆(λ). Thus S ∼= L(λ) by Proposition 5.10. 
Proposition 5.12. Let λ be a partition. Then L(λ)◦ ∼= L(λ).
HIGHEST WEIGHT CATEGORIES AND STRICT POLYNOMIAL FUNCTORS 23
Proof. The assertion follows from Lemma 5.11 using Lemma 5.2. 
Corollary 5.13. Suppose that k is a local ring and let Λ denote the set of partitions
of weight d. Then {L(λ)}λ∈Λ is a representative set of simple objects in RepΓ
d
k. 
6. The Cauchy decomposition
The Cauchy decomposition formula for Schur functors [1, 9, 13] is the analogue
of Cauchy’s formula for symmetric functions [6]. More precisely, the term ‘Cauchy
decomposition’ refers to a filtration of symmetric powers whose associated graded
object is a direct sum of Schur functors. One obtains the formula for symmet-
ric functions by passing in characteristic zero from polynomial representations of
general linear groups to their characters.
Fix V,W ∈ Pk. For any non-negative integer r there is a unique map
ψr : ΓrV ⊗ ΓrW −→ Γr(V ⊗W )
making the following square commutative.
ΓrV ⊗ ΓrW Γr(V ⊗W )
V ⊗r ⊗W⊗r (V ⊗W )⊗r
ψr
∼
Extend this map for a partition λ = (λ1, . . . , λn) of weight d to a map
ψλ : ΓλV ⊗ ΓλW −→ Γd(V ⊗W )
which is given as composite
ΓλV ⊗ ΓλW
∼
−→ (Γλ1V ⊗ Γλ1W )⊗ · · · ⊗ (ΓλnV ⊗ ΓλnW )
ψλ1⊗···⊗ψλn
−−−−−−−−−→
Γλ1(V ⊗W )⊗ · · · ⊗ Γλn(V ⊗W ) −→ Γd(V ⊗W )
with the last map given by multiplication.
The lexicographic order. We consider the lexicographic order on the set of par-
titions of weight d. Thus µ ≤ λ if for any integer r ≥ 1 we have µr ≤ λr whenever
µi = λi for all i < r. For a partition λ let λ
− denote its immediate predecessor and
λ+ its immediate successor. Set (1, . . . , 1)− = −∞ and (d)+ = +∞.
Note that the dominance order implies the lexicographic order.
The Cauchy filtration. The Cauchy filtration is by definition the chain
(6.1) 0 = F+∞ ⊆ F(d) ⊆ F(d−1,1) ⊆ . . . ⊆ F(2,1,...,1) ⊆ F(1,...,1) = Γ
d(V ⊗W )
where Fλ =
∑
µ≥λ Imψ
µ.
The following result describes the factors of the Cauchy filtration; it is the ana-
logue of [1, Theorem III.1.4] for the Cauchy filtration of Sd(V ⊗W ).3
Theorem 6.1 ([21, Theorem III.2.9]). Let V,W ∈ Pk and fix a partition λ of
weight d. Then the morphism ψλ : ΓλV ⊗ ΓλW → Fλ induces an isomorphism
∆(λ)V ⊗∆(λ)W
∼
−→ Fλ/Fλ+
which is functorial in V and W (with respect to morphisms in ΓdPk).
3The Cauchy filtration of Sd(V ⊗ W ) is obtained from (6.1) by duality. The approach via
maps ΛλV ⊗ ΛλW → Sd(V ⊗W ) seems to be more complicated.
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Proof. From the presentation (5.2) of Wλ ∼= ∆(λ) we deduce that there is a mor-
phism ψ¯λ making the following square commutative.
ΓλV ⊗ ΓλW Fλ
∆(λ)V ⊗∆(λ)W Fλ/Fλ+
ψλ
ψ¯λ
More precisely, consider the standard morphism γA : Γ
λ(i,t) → Γλ arising in (5.2).
The composition
Γλ(i,t)V ⊗ Γλ(i,t)W
γAV⊗γAW
−−−−−−−→ ΓλV ⊗ ΓλW
ψλ
−−→ Γd(V ⊗W )
equals a multiple of ψλ(i,t), and we have Imψλ(i,t) ⊆ Fλ+ since λ(i, t) > λ. This
yields ψ¯λ. A computation of ranks (as in the proof of [1, Theorem III.1.4]) shows
that ψ¯λ is an isomorphism. 
Corollary 6.2. Let V ∈ Pk. There is a filtration
0 = X+∞ ⊆ X(d) ⊆ X(d−1,1) ⊆ . . . ⊆ X(2,1,...,1) ⊆ X(1,...,1) = Γ
dHom(V,−)
such that for each partition λ of weight d
Xλ/Xλ+ ∼= ∆(λ)(V
∗)⊗∆(λ).
Proof. The filtration of ΓdHom(V,−) ∼= Γd(V ∗⊗−) is given by the filtration (6.1),
replacing V by V ∗ and using its functoriality inW . Thus the description ofXλ/Xλ+
follows from Theorem 6.1. 
The filtration of ΓdHom(V,−) induces a filtration for each direct summand of
ΓdHom(V,−). This follows from the functoriality of the filtration (6.1) in V . The
canonical isomorphism
EndΓdPk(V )
op ∼−→ EndΓd
k
(ΓdHom(V,−))
then shows that a decomposition of ΓdHom(V,−) yields a decomposition of each
factor Xλ/Xλ+ .
Corollary 6.3. Let µ be a partition of weight d. There is a filtration
0 = Y+∞ ⊆ Y(d) ⊆ Y(d−1,1) ⊆ . . . ⊆ Yµ+ ⊆ Yµ = Γ
µ
such that for each partition λ ≥ µ
Yλ/Yλ+ ∼= ∆(λ)
Kλµ
where Kλµ equals the number of Young tableaux of shape λ and content µ.
Proof. Let µ ∈ Λ(n, d). The functor Γµ is a direct summand of ΓdHom(kn,−) and
the functoriality of the filtration (6.1) in V yields the filtration of Γµ by passing
for each partition λ from Xλ ⊆ Γ
dHom(kn,−) to the direct summand Yλ ⊆ Γ
µ
corresponding to µ. It follows from Corollary 6.2 that for each partition λ
Yλ/Yλ+ ∼= ∆(λ)(k
n)µ ⊗∆(λ),
where ∆(λ)(kn)µ is the weight space corresponding to µ. This weight space can
be computed and is nonzero if and only if λ ≥ µ with respect to the dominance
order, by Proposition 5.7. The precise description follows from the computation in
Example 5.5, using the basis of a Weyl module from Proposition 4.1. 
Remark 6.4. The number Kλµ is called Kostka number.
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The following is the analogue of Corollary 6.2 for Sd(V ⊗−).
Corollary 6.5. Let V ∈ Pk. There is a filtration
0 = Z−∞ ⊆ Z(1,...,1) ⊆ Z(2,1,...,1) ⊆ . . . ⊆ Z(d−1,1) ⊆ Z(d) = S
d(V ⊗−)
such that for each partition λ of weight d
Zλ/Zλ− ∼= ∇(λ)V ⊗∇(λ).
Proof. We modify the filtration of ΓdHom(V,−) from Corollary 6.2 as follows. Let
Zλ denote the kernel of the epimorphism
Sd(V ⊗−)
∼
−→ ΓdHom(V,−)◦ ։ X◦λ+ .
Then we have
Zλ/Zλ− ∼= (Xλ/Xλ+)
◦
which is a direct sum of copies ∆(λ)◦ ∼= ∇(λ). 
7. Highest weight structure
Highest weight categories were introduced by Cline, Parshall, and Scott [7]. For
the definition of a k-linear highest weight category over a commutative ring k, see
Definition 1.3.
We fix a commutative ring k and an integer d ≥ 0. Let repΓdk denote the category
of k-linear functors ΓdPk → Pk, where Pk denotes the category of finitely generated
projective k-modules. Note that evaluation at kn gives an equivalence repΓdk
∼
−→
mod(Sk(n, d)
op, k) for all n ≥ d, where Sk(n, d) denotes the Schur algebra; cf.
Example 3.1.
Theorem 7.1. The category rep Γdk is a k-linear highest weight category with respect
to the lexicographically ordered set of partitions of weight d. Thus there are exact
sequences
0 −→ U(λ) −→ P (λ) −→ ∆(λ) −→ 0 (λ a partition)
in repΓdk satisfying the following:
(1) EndΓd
k
(∆(λ)) ∼= k for all λ.
(2) HomΓd
k
(∆(λ),∆(µ)) = 0 for all λ > µ.
(3) U(λ) belongs to Filt{∆(µ) | µ > λ} for all λ.
(4)
⊕
λ P (λ) is a projective generator of rep Γ
d
k.
Proof. Fix a partition λ of weight d. We set P (λ) = Γλ and the canonical epimor-
phism Γλ → ∆(λ) yields the defining exact sequence, where U(λ) =
∑
µ6≤λ trµ Γ
λ
(using the dominance order). This gives (2) because every morphism ∆(λ)→ ∆(µ)
lifts to a morphism Γλ → Γµ. More precisely, λ > µ (lexicographic order) implies
λ 6≤ µ (dominance order), and therefore Γλ → Γµ factors through U(µ). (1) follows
from Theorem 5.8, and (3) follows from Corollary 6.3. The canonical decomposition
(3.2) of each representable functor into summands of the form Γλ implies (4), since
the representable functors form a set of projective generators of repΓdk. 
The module category of an algebra A is a highest weight category if and only if
the algebra A is quasi-hereditary [7, 26]. Thus the equivalence (3.3) between RepΓdk
and the category of modules over the Schur algebra Sk(n, d) for n ≥ d yields the
following (see [19, §7] for historical comments).
Corollary 7.2. The Schur algebra Sk(n, d) is quasi-hereditary for all n ≥ d. 
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8. Characteristic tilting objects and Ringel duality
Fix a commutative ring k and an integer d ≥ 0. We describe the characteristic
tilting object for the highest weight category repΓdk and show that repΓ
d
k is Ringel
self-dual. These results are due to Donkin [12] when k is a field.
We begin with some preparations and recall the following result.
Proposition 8.1 ([4, Theorem 3.7]). Let X ∈ Filt(∇) ⊆ rep Γdk and Y ∈ Filt(∇) ⊆
repΓek. Then X ⊗ Y is in Filt(∇) ⊆ rep Γ
d+e
k . 
Proposition 8.2. Let λ be a partition of weight d. Then Λλ is in Filt(∆)∩Filt(∇).
Proof. We have Λλi = S(1,...,1) ∈ Filt(∇) for all i. Thus Λ
λ ∈ Filt(∇) by Proposi-
tion 8.1. Analogously, Λλ ∼= (Λλ)◦ ∈ Filt(∇)◦ = Filt(∆). 
Next recall from [25] that there is an adjoint pair of functors
Λd ⊗Γd
k
− : RepΓdk −→ RepΓ
d
k and HomΓdk(Λ
d,−) : RepΓdk −→ RepΓ
d
k.
Proposition 8.3 ([25, Corollary 3.8]). The functor Λd ⊗Γd
k
− maps Γλ to Λλ and
induces an equivalence
add{Γλ | λ partition of d}
∼
−−→ add{Λλ | λ partition of d}. 
Proposition 8.4. Let λ be a partition of weight d and λ′ its conjugate partition.
The functor Λd ⊗Γd
k
− maps Wλ to Sλ′ .
Proof. We use the presentation (5.2) of Wλ, and the functor Λ
d ⊗Γd
k
− maps this
to the following exact sequence.⊕
i≥1
λi+1⊕
t=1
Λλ(i,t) −→ Λλ −→ Λd ⊗Γd
k
Wλ −→ 0
On the other hand, Sλ′ admits the presentation⊕
i≥1
λi+1⊕
t=1
Λλ(i,t)
β
−→ Λλ −→ Sλ −→ 0
where β is the analogue of the morphism α in (5.2) [1, Theorem II.2.16]. Thus the
assertion follows. 
Let λ be a partition of weight d and Γ(Wλ) a projective resolution of Wλ. Then
the left derived functor of Λd ⊗Γd
k
− evaluated at Wλ is given by the homology of
Λd ⊗Γd
k
Γ(Wλ).
Lemma 8.5. We have Hp(Λ
d ⊗L
Γd
k
Γ(Wλ)) = 0 for p > 0.
Proof. The objects Sµ form a set of injective cogenerators of RepΓdk. Adjointness
gives
HomΓd
k
(Λd ⊗Γd
k
Γ(Wλ), S
µ) ∼= HomΓd
k
(Γ(Wλ),HomΓd
k
(Λd, Sµ)).
We have
HomΓd
k
(Λd, Sµ) ∼= (Λd ⊗Γd
k
Γµ)◦ ∼= (Λµ)◦ ∼= Λµ
where the first isomorphism follows from [25, Lemma 2.7] and the second uses
Proposition 8.3. It remains to observe that
Hp(HomΓd
k
(Γ(Wλ),HomΓd
k
(Λd, Sµ))) ∼= Ext
p
Γd
k
(Wλ,Λ
µ)
vanishes for p > 0 by Corollary 2.2 and Proposition 8.2. 
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Theorem 8.6. The functor Λd ⊗Γd
k
− induces an equivalence
Filt{∆(λ) | λ partition of d}
∼
−−→ Filt{∇(λ) | λ partition of d}.
Therefore the highest weight category rep Γdk is Ringel self-dual with characteristic
tilting object
⊕
λ Λ
λ.
Proof. We identify ∆(λ) =Wλ and∇(λ) = Sλ for each partition λ; see Theorem 5.8
and Corollary 5.9.
The functor Λd ⊗Γd
k
− maps ∆(λ) to ∇(λ′) by Proposition 8.4, and it is exact
on Filt(∆) by Lemma 8.5. Note that each object Λλ = Λd ⊗Γd
k
Γλ is projective in
Filt(∇) by Corollary 2.2 and Proposition 8.2. Thus the functor Λd⊗Γd
k
− maps the
projective generators of Filt(∆) fully faithfully to projective generators of Filt(∇);
see Proposition 8.3. This gives the equivalence. The object
⊕
λ Λ
λ is a characteris-
tic tilting object, because it is a projective generator of Filt(∇); see Corollary 2.6.
The property of repΓdk to be Ringel self-dual follows from Corollary 2.7. 
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