Abstract. We study the uniqueness question of transcendental meromorphic functions that share three values CM in some angular domains instead of the whole complex plane. The results in this paper extend the corresponding results in Zheng [13, 14] and Yi [12] . Some examples are given to show that the results in this paper, in a sense, are the best possible.
Introduction and main results
Let f : C → C ∪ {∞} be a transcendental meromorphic function, where C is the complex plane. We assume that the readers are familiar with the Nevanlinna theory of meromorphic functions and the standard notations such as Nevanlinna deficiency δ(a, f ) of f with respect to a ∈ C and Nevanlinna characteristic T (r, f ) of f. Moreover, the lower order µ(f ), the order ρ(f ) and the hyper-order ρ 2 (f ) of f are defined as µ(f ) = lim inf r→∞ log T (r, f ) log r , ρ(f ) = lim sup r→∞ log T (r, f ) log r and ρ 2 (f ) = lim sup r→∞ log log T (r, f ) log r respectively. For the references, see, for example, Hayman [7] . Let f and g be two meromorphic functions in the complex plane, and let a ∈ C ∪ {∞} be a value. We say that f and g share a IM (ignoring multiplicities) in a domain X ⊆ C if in X, f (z) = a if and only if g(z) = a. We say that f and g share a CM (counting multiplicities), if f and g share a IM (ignoring multiplicities) in a domain X ⊆ C. In 1929, Nevanlinna [9] proved that if 468 X.-M. LI, X.-F. LIU, AND H.-X. YI two meromorphic functions f and g have five distinct IM shared values in X = C, then f = g. Later on, many mathematicians in the world treated some uniqueness questions of meromorphic functions with shared values in the whole complex plane, see, for example, Yang-Yi [10] . In this paper, we will consider the uniqueness question of meromorphic functions sharing three values in some angular X ⊂ C. Next we consider q pair of real numbers {α j , β j } such that (1.1) −π ≤ α 1 < β 1 ≤ α 2 < β 2 ≤ · · · ≤ α q < β q ≤ π, and define
, . . . , π β q − α q .
We recall the following result from Nevanlinna [9] :
Theorem A ( [9] ). Let f and g be two nonconstant meromorphic functions, and let a 1 , a 2 , a 3 , a 4 , a 5 be five distinct values in the extended complex plane. If f and g share a 1 , a 2 , a 3 , a 4 , a 5 IM, then f = g.
Yi [12] proved the following result to consider the uniqueness question of meromorphic functions sharing three values in the complex plane:
Theorem B ([12, Theorem 1]). Let f and g be two distinct nonconstant meromorphic functions such that f and g share 0, 1, ∞ CM, and let a be a finite complex number such that a = 0, 1, ∞. If
then a is a Picard exceptional value of f, and that one of the following three equations holds:
Zheng [13, 14] first took into the uniqueness question of meromorphic functions with shared values in an angular domain or some angular domains instead of the complex plane. We recall the following result from Zheng [14] :
Theorem C ([14, Theorem 1]). Let f and g be transcendental meromorphic functions. Suppose that f is of finite lower order µ and that for some a ∈ C ∪ {∞} and an integer p ≥ 0, δ = δ(a, f (p) ) > 0. Assume that q pairs of real numbers {α j , β j } satisfies (1.1) and
where σ = max{ω, µ}, ω is defined as in (1.2), and assume that f and g share 
and assume that f and g share a 1 , a 2 , a 3 , a 4 , a 5 IM in X = C \ q j=1 {z : arg z = α j }, where a 1 , a 2 , a 3 , a 4 , a 5 are five distinct values in the extended complex plane.
Regarding Theorems B-D, one may ask the following question: Question 1.1. What can be said about the relationship between f and g, if two distinct transcendental meromorphic functions f and g share 0, 1, ∞ CM in an angular domain or some angular domains instead of the complex plane ?
We will prove the following result which deals with Question 1.1, improves Theorem B and extends Theorems C and D: Theorem 1.1. Let f and g be two distinct transcendental meromorphic functions. Suppose that f is of finite lower order µ and that there exists some a ∈ C ∪ \{0, 1} such that δ = δ(a, f ) > 0. Assume that q pairs of real numbers {α j , β j } satisfies (1.1) and (1.3), where σ = max{ω, µ}, ω is defined as in (1.2), and assume that f and g share 0, 1,
We recall the following three examples:
2z + e z + 1, g(z) = e −2z + e −z + 1, let ε be any positive number and let
Then, f and g share 0, 1 and ∞ CM in X = 4 j=1 {z : α j ≤ arg z ≤ β j }. Moreover, we can verify that ρ(f ) < ω, where ρ(f ) = 1 and ω = π min 1≤j≤4 {βj −αj } = π 2ε , and that for any a ∈ C \ {0, 1} we have δ(a, f ) = 0. But f and g do not satisfy one of the three relations (i)-(iii) of Theorem B. This example shows that the assumption "δ(a, f ) > 0" in Theorem 1.1 is necessary. = a, where z = x + yi and x, y ∈ R. Then we have e −y cos x = a and e −y sin x = √ 1 − a 2 , and so e −2y = 1, which implies y = 0. Hence z = x is a real number. Similarly, if cos z = = a, where z = x + yi and x, y ∈ R, then we can deduce y = 0 and so z = x is also a real number. Therefore, for each real number a satisfying 0 ≤ a ≤ 1, sin z and cos z can take over a only on the real axis, and so all the x j -points of sin z and cos x for 1 ≤ j ≤ 3 such that sin z and cos z CM share x 1 , x 2 , x 3 in the domain C \ R, where x 1 , x 2 , x 3 are three distinct finite real numbers satisfying 0 ≤ x j ≤ 1 for 1 ≤ j ≤ 3. Obviously, ρ(sin z) = ρ(cos z) = 1, δ(∞, sin z) = δ(∞, cos z) = 1 and ρ(f ) = ω = 1. But f (z) = sin z and g(z) = cos z do not satisfy one of the relations (i)-(iii) of Theorem B. This example shows that the assumption "ρ(f ) > ω" of Theorem 1.1 is best possible.
. We will give an example to show that µ(f ) < ∞ in Theorem 1.1 can not be removed by using the theory of complex dynamics.
For the basic knowledge of complex dynamics, I suggest the readers see, for example, Bergweiler [3] . We consider the following function:
where L is the boundary of the region {z : Rez > 0, −π < Imz < π} described in a clockwise direction. Then f is an entire function with infinite lower order. From the proof of Theorem 2 in Baker [2] we can find that the Julia set J(f ) of f lies in the region {z : Rez > −a, −h < Imz < h} for suitable a and h. Since J(f ) does not contain any isolated Jordan arcs, there exists a horizontal straight line which intersects J(f ) at least three points. By a translation, we conjugate g to an entire function f (z) such that the Julia set J(f ) of f (z) contains at least three real points c j (1 ≤ j ≤ 3). Then all the roots of
It is well known that tan z = c j (1 ≤ j ≤ 3) have only real roots. Thus f and tan z share three distinct CM shared values in C \ G ∪ R, δ(∞, f ) = 1 and µ(f ) = ∞. But f (z) and g(z) = tan z do not satisfy one of the three relations (i)-(iii) of Theorem B. This example shows that the assumption "µ(f ) < ∞" in Theorem 1.1 is necessary.
If we remove the assumption "µ(f ) < ∞" in Theorem 1.1, we can get the following result: Theorem 1.2. Let f and g be two distinct transcendental meromorphic functions and let a ∈ C \ {0, 1} and an integer δ = δ(a, f ) > 0. Assume that for q radii arg z = α j (1 ≤ j ≤ q) satisfying (1.4), f and g share 0, 1 and ∞ CM in
then one of the three equations (i)-(iii) of Theorem B holds.
Preliminaries
In this section, we introduce some important lemmas to prove the main results in this paper. First we introduce Nevanlinna theory on an angular domain, which can be found, for example, in [6, p. 23-26] :
Let f be a meromorphic function on the angular domain Ω(α, β) = {z : α ≤ arg z ≤ β}, where α, β ∈ [0, 2π] and so 0 ≤ β − α < 2π. Following Nevanlinna notations (cf. [6, p. 23-26]), we define
respectively, where ω = π/(β−α), 1 ≤ r < +∞ and b m = |b m |e iθm are the poles of f on Ω(α, β) appearing often according to their multiplicities. C α,β (r, f ) is called the angular counting function of the poles of f on X(α, β) and the Nevanlinna angular characteristic function is defined as
Similarly, for any finite value a, we define A α,β (r, f a ), B α,β (r, f a ), C α,β (r, f a ) and S α,β (r, f a ), where f a = 1/(f − a). We denote by C α,β (r, f ) and C α,β (r, f a ) the reduced forms of C α,β (r, f ) and C α,β (r, f a ) respectively. For the sake of simplicity, next we omit the subscript of all the above notations and respectively use the notations A(r, f a ), B(r, f a ), C(r, f a ), C(r, f ), C(r, f a ) and
and S α,β (r, f a ) for any finite complex value a. . Let f be meromorphic on Ω(α, β). Then, for arbitrary complex number a ∈ C we have
and for an integer k ≥ 0,
and A r, f
where and in what follows, R(r, f ) is such a quantity that if . Let f be meromorphic on Ω(α, β). Then for arbitrary q distinct values a j ∈ C ∪ {∞} (1 ≤ j ≤ q) we have
The following three results play an important role in proving the main results in this paper:
Lemma 2.4 ([12, Proof of Lemma 2])
. Let f and g be two nonconstant meromorphic functions on Ω(α, β), and let c 1 , c 2 and c 3 be three nonzero constants.
Lemma 2.5 ([12, Proof of Lemma 4]).
Let f and g be two distinct nonconstant meromorphic functions that share 0, 1, ∞ CM in Ω(α, β). Then
where and in what follows, C (2 r, is a constant. Then for any a ∈ C \ {0, 1} we have
The following result was proved by Edrei [5] and Yang [11] independently:
Lemma 2.7 ( [5] or [11] ). Let f be transcendental and meromorphic in C with the lower order 0 ≤ µ < ∞ and the order 0 < ρ < ∞. Then for arbitrary positive number σ satisfying µ ≤ σ ≤ ρ and a set E with finite linear measure, there exists a sequence of positive numbers {r n } such that (i) r n ∈ E and lim
A sequence {r n } satisfying (i), (ii) and (iii) in Lemma 2.7 is called a Pólya peak of order σ outside E in this paper. For r > 0 and a ∈ C, we define (iv)
and
The following result is a special version of the main result of Baernstein [1] :
). Let f be transcendental and meromorphic in C with the finite lower order µ and the order 0 < ρ ≤ ∞, and for some a ∈ C ∪ {∞}, δ(a, f ) = δ > 0. Then for arbitrary Pólya peak {r n } of order σ > 0, µ ≤ σ ≤ ρ, we have
Remark 2.1. Lemma 2.8 was proved in [1] for the Pólya peak of order µ, the same argument of Baernstein [1] can derive Lemma 2.8 for the Pólya peak of order σ, µ ≤ σ ≤ ρ.
The following result is due to Edrei [4]:
Lemma 2.9 ([4]). Let f be a meromorphic function with δ(∞, f ) = δ > 0. Then, given ε > 0, we have
and F is a set of positive real numbers with finite logarithmic measure depending on ε.
Proof of theorems
Proof of Theorem 1.1. First of all, by the assumptions of Theorem 1.1 and Lemma 2.3 we have
2 − 1 and (3.2) S αj ,βj (r, g) + S αj,βj (r, h 1 ) + S αj,βj (r, h 2 ) = O(S αj ,βj (r, f )) + R αj,βj (r, f ) for 1 ≤ j ≤ q, where h 1 and h 2 are meromorphic functions such that h 2 ≡ 1,
We consider the following four cases: Case 1. Suppose that none of h 1 , h 2 and
1 is a constant. Then, from Lemma 2.6 we have
From (3.4) and Lemma 2.1 we have for 1 ≤ j ≤ q that
as r ∈ E and r → ∞. Now we prove
Suppose that, on the contrary, (3.6) does not hold. Then
Therefore, from (3.7) and the assumptions of Theorem 1.1 we have a contradiction. To do this, we consider the following two cases: Subcase 1.1. Suppose that ρ(f ) > µ(f ). Then, by the fact σ = max{ω, µ} we have
From (1.3) we can find some sufficiently small positive number ε such that
Applying Lemma 2.7 to f, we can find that there exists a Pólya peak of order σ + 2ε outside E. Combining this with Lemma 2.8 and
Without loss of generality, we can assume that (3.12) holds for all the positive integers n. Set (3.13)
Then, by (3.9), (3.12) and (3.13) we have
By (3.14) we can find that there exists some positive integer j 0 satisfying 1 ≤ j 0 ≤ q such that for infinitely many positive integers n, we have
Without loss of generality, we can assume that (3.15) holds for all the positive integers n. Next we set E n = D(r n , a) ∩ (α j0 + ε, β j0 − ε). Then, by (3.15) and the definition of D(r, a) in (iv) of Lemma 2.7 we have (3.16)
On the other hand, by (3.16), Lemma 2.1 and the definition of B α,β (r, f ) in (2.2) we have (3.17)
n (log r n + log T (r n , f )), where r n ∈ E and ω j0 = π βj 0 −αj 0 , K j0,ε is a positive constant depending only on j 0 and ε. By (3.16) and (3.17) we have (3.18) log T (r n , f ) ≤ log log T (r n , f ) + ω j0 log r n + 3 log log r n + O(1), where r n ∈ E and r n → ∞. Noting that {r n } is a Pólya peak of order σ + 2ε of f outside E, we can get by (3.18) that
which contradicts the assumption σ = max{ω, µ}, and so we have (3.6). By (3.6) and the assumption of Theorem 1.1 we get a contradiction. Subcase 1.2. Suppose that ρ(f ) = µ(f ). By the same argument as in Case 1 with all σ + 2ε replaced with σ = µ(f ) = ρ(f ), we can derive ρ(f ) = σ ≤ ω, which contradicts (3.7). Therefore, we have (3.6). By (3.6) and the assumption of Theorem 1.1 we get a contradiction.
Case 2. Suppose that h 2 = c, where c is a constant such that c ∈ C\{0, 1}. Then, by (3.1) we can see that h 1 is not a constant such that
and so
By (3.20) and Lemma 2.1 we have S αj ,βj (r, h 1 ) ≤ C αj ,βj (r, h 1 ) + C αj ,βj r,
as r ∈ E and r → ∞, where j is a positive integer satisfying 1 ≤ j ≤ q. Again by (3.21), (3.22) and Lemma 2.1 we have (3.5). Next, in the same manner as in Case 1 we can get a contradiction. Therefore. we have a(c − 1) + 1 = 0, and so c = (a − 1)/a. Combining this with (3.19) and (3.20), we get the conclusion (i) of Theorem B.
Case 3. Suppose that h 1 = c, where c is a constant such that c ∈ C\{0, 1}. Then, (3.1) can be rewritten as
, and so
Noting that f is a nonconstant meromorphic function, we can see by (3.23) that (a + c − 1)/a = 1. Combining this with the assumption that f and g share 0, 1,
If (a + c − 1)/a = 0, then in the same manner as in the proof of (3.22), we have by (3.25) that
for 1 ≤ j ≤ q as r ∈ E and r → ∞. By (3.26) we have (3.5). Next, in the same manner as in Case 1 we can get a contradiction. Therefore, we have (a + c − 1)/a = 0, and so c = 1 − a. Combining this with (3.23), we have the conclusion (ii) of Theorem B.
Case 4.
Suppose that
= c, where c is a constant such that c ∈ C \ {0, 1}. Then, (3.1) can be rewritten as
Suppose that a = c. Then, by (3.27) we have the conclusion (iii) of Theorem B.
Next we suppose that a = c. Then, by the assumption that f is a nonconstant meromorphic function, we can see by (3.28 ) that (a−1)/(a−c) = 1. Combining this with the assumption that f and g share 0, 1,
Next, in the same manner as in the proof of (3.22), we get (3.26) by (3.29) and the fact (a − 1)/(a − c) = 0. By (3.26) we have (3.5). Next, in the same manner as in Case 1 we can get a contradiction. This completes the proof of Theorem 1.1. 
for 1 ≤ j ≤ q, whereĥ 1 andĥ 2 are meromorphic functions such thatĥ 2 ≡ 1,
We consider the following four cases:
1 is a constant. Then, by Lemma 2.6 we have
By (3.33) and Lemmas 2.1 we have for 1 ≤ j ≤ q that
as r ∈ E and r → ∞. Next we prove
Indeed, for the exceptional set F in Lemma 2.9 and the exceptional set E in (3.34),we have log dens(F ∪ E) = 0. Applying this and Lemma 2.9 to f , we can find that there exist a sequence of positive numbers r n ∈ F ∪ E such that (3.36) measE r n , 1 f − a > 1 (T (r n , f )) ε (log r n ) 1+ε as r n → ∞. Set (3.37) ε n = 1 2q + 1 1 (T (r n , f )) ε (log r n ) 1+ε .
Then, by (3.36) and (3.37) we have
(α j − ε n , α j + ε n )   > (2q + 1)ε n − 2qε n = ε n , which implies that there exists some j 0 satisfying 1 ≤ j 0 ≤ q such that (3.38) meas E r n , 1 f − a ∩ (α j0 + ε n , α j0+1 − ε n ) ≥ ε n q .
Without loss of generality, we can assume that (3.38) holds for all the positive integers n. Next we set (3.39)Ẽ n = E r n , 1 f − a ∩ (α j0 + ε n , α j0+1 − ε n ) .
By (3.39) and the definition ofẼ r n , n log(r n T (r n , f )) =K j0,ε r ωj 0 n (log r n + log T (r n , f )) as r n ∈ F ∪ E and r n → ∞, where ω j0 = π αj 0 +1−αj 0 ,K j0,ε is a positive constant depending only on j 0 and ε. By (3.40) and (3.41) we have (3.42) δ(a, f )(T (r n , f )) 1−ε ≤ 4q(2q + 1)K j0,ε r ωj 0 n (log r n ) 1+ε (log r n + log T (r n , f )) + O (1) as r n ∈ F ∪ E and r n → ∞. By (3.42) we derive µ(f ) ≤ ω j0 ≤ ω, which implies (3.35). Next, by (3.34), (3.35) and in the same manner as in Case 1 of the proof of Theorem 1.1 we can get a contradiction.
