Consider the problem of finding a point in a metric space ({1, 2, . . . , n}, d ) with the minimum average distance to other points. We show that this problem has no deterministic o(n 1+1/(h−1) /h)-query (2h · (1 − ϵ ))approximation algorithms for any constant ϵ > 0 and any h = h(n) ∈ Z + \ {1} satisfying h = o(n 1/(h−1) ). Combining our result with existing ones, we determine the best approximation ratio achievable by deterministic O (n 1+ϵ )-query (respectively, O (n 1+ϵ )-time) algorithms to be 2 1/ϵ , for all constants ϵ ∈ (0, 1).
INTRODUCTION
The metric 1-median problem asks for a point in an n-point metric space with the minimum average distance to other points. It is a special case of metric k-median selection, an extensively studied clustering problem [3, 18, 22, 25, 32, 37] . On the real line, it degenerates to the classical median selection [24] . It has applications in bioinformatics and clustering [10] . For a metric space (M, d ) and a given finite set V ⊆ M, a variant of metric 1-median asks for a point p ∈ M minimizing v ∈V d (p, v). It is studied when (M, d ) is the standard Euclidean space [5, 9, 40] , the set of finite sets endowed with the Jaccard distance [23] and the set of strings (over a finite alphabet set) endowed with the Levenshtein distance [42] . For example, Kumar et al. [40] present a Monte Carlo O (2 poly(1/ϵ ) D)-time (1 + ϵ )-approximation algorithm for the problem of finding argmin p ∈R D v ∈V p − v 2 (breaking ties arbitrarily) given a finite set V ⊆ R D , where D ≥ 1 and ϵ > 0. They also give approximation algorithms for k-median and k-means selection in R D .
For all ϵ > 0, metric 1-median has a Monte Carlo O (n/ϵ 2 )-time (1 + ϵ )-approximation algorithm [34, 35] . Experimental results abound on 1-median selection in metric spaces and in realworld networks [2, 8, [10] [11] [12] . Streaming approximation algorithms for metric k-median selection are also extensively studied [19, 32, 33] . Unless NP ⊆ DTIME(n O (log log n) ), metric k-median selection has no polynomial-time (1 − Ω(1) + 2/e)-approximation algorithms [36] . Furthermore, it is O (1)-approximable only by Ω(nk )-time algorithms [32, 41] .
In social network analysis, the closeness centrality of a point v measures v's importance. It is defined as the reciprocal of the average distance from v to other points [4, 44, 47] . Consequently, metric 1-median asks for a point with the maximum closeness centrality. Chechik et al. [21] show how to preprocess an n-point set V in a metric space (M, d ) in O (n) time so that for any query point q ∈ M, v ∈V d (q, v) can be estimated in O ((log n)/ϵ 2 ) time to within a multiplicative factor in [1 − ϵ, 1 + ϵ] with probability 1 − 1/n Ω (1) . When V = M, estimating v ∈V d (q, v) is clearly equivalent to estimating the closeness centrality of q. Likewise, Bose et al. [5] present a preprocessing of any n-point set V ⊆ R D , allowing an efficient estimation of v ∈V q − v 2 for any query point q ∈ R D , where D ≥ 1. In undirected graphs, the closeness centralities of vertices can be estimated efficiently using distance queries [28, 31] . Freeman [30] points out two common interpretations of a point v's closeness centrality in the literature: The efficiency and the degree of independence (from others' control) of spread of information from v. The computation of other centrality measures is also extensively studied [6, 7, 27] .
Chang [14, 15, 17] and Wu [48] show that for all h = h(n) ∈ Z + \ {1} such that (1) h ≤ lg n for all sufficiently large n and (2) h and n 1/h are computable from n in O (hn 1+1/h ) time, metric 1-median has a deterministic, O (hn 1+1/h )-time, O (n 1+1/h )-query, (2h)-approximation and nonadaptive algorithm. Furthermore, Chang [16] shows the nonexistence of deterministic o(n 2 )-query (4 − Ω(1))-approximation algorithms for metric 1-median. This article generalizes his result to show that metric 1-median has no deterministic o(n 1+1/(h−1) /h)-query (2h · (1 − Ω(1)))approximation algorithms for any h = h(n) ∈ Z + \ {1} satisfying h = o(n 1/(h−1) ). Combining our result with existing upper bounds [15, 48] , min c ≥ 1 | metric 1-median has a deterministic O (n 1+ϵ )-query c-approx. alg.
= min c ≥ 1 | metric 1-median has a deterministic O (n 1+ϵ )-time c-approx. alg. = 2 1 ϵ for all constants ϵ ∈ (0, 1). Because an n-point metric space has Θ(n 2 ) nonzero distances, O (n 1+ϵ )query algorithms with a constant ϵ < 1 are "sublinear-query" algorithms, whose importance is growing because of the massiveness of today's data [26, 29, 43] . Finding a c-approximate 1-median does not imply estimating every distance to within a stretch of c ≥ 1, as required by spanners [20] . Furthermore, our lower bound is unconditional, unlike that on the sizes of spanners [20] .
High-Level Overview of Our Proof and Organization of the Article
As in the previous lower bounds for deterministic algorithms [13, 16] , we use an adversarial method. Our proof proceeds as follows:
(i) Design an adversary Adv for answering the distance queries of any deterministic algorithm A with query complexity q(n) − (n − 1), where q(n) = o(n 1+1/(h−1) /h). 1 (ii) Show that A's output, denoted z, has a large average distance to other points, according
to Adv's answers to A.
Metric 1-Median Selection 20:3 (iii) Construct a distance function with respect to which a certain pointα has a small average distance to other points. (iv) Construct the final distance function d (·, ·) similar to and bounded by that in item (iii).
(v) Show that d (·, ·) is a metric. (vi) Show the consistency of d (·, ·) with Adv's answers. (vii) Compareα in item (iii) with z in item (ii) to establish our lower bound on A's approximation ratio.
Chang [13] does item (ii) by answering the distance between two distinct points as 2 if they both involve in only a few queries and as 3 otherwise. For a stronger lower bound, he expands the range of answers from {2, 3} to {2, 3, 4} [16] . In contrast, our high-level idea for item (ii) is to answer the queries according to the distances on a graph with small degrees only (note that every vertex in such a graph has a large average distance to other points).
All our constructions and analyses are built on two graph sequences,
i=0 , in Section 3. But at a high level, we share the following paradigm for item (iii) with Chang [16] :
• Keep a small set S of points whose distances to other points are answered by Adv as large values during A's execution. • Then set a pointα ∈ S involved in only a few queries to have a small average distance to other points.
Below is the rationale of this paradigm: If Adv answers theα-v distance as a small value then for some point v with a large average distance to other points, then the average distance fromα to other points will have to be large by the triangle inequality, a bad news for item (iii). Therefore, we want Adv to answer as large values the distances fromα to other points during A's execution. The exact constructions in items (iii)-(iv) combine G (q (n)) and H (q (n)) with the planting of small α-v distances for many points v in a rather technical way. Their careful design eases the remaining items.
This article is organized as follows. Section 2 introduces the terminologies. Section 3 proves our main theorem that metric 1-median has no deterministic o(n 1+1/(h−1) /h)-query (2h · (1 − Ω(1)))approximation algorithms for any h = h(n) ∈ Z + \ {1} satisfying h = o(n 1/(h−1) ). In particular, Sections 3.1, 3.2, 3.3, and 3.4 correspond to items (ii), (iii), (iv)-(vi), and (vii) above, respectively.
DEFINITIONS
= {1, 2, . . . , n}. For deterministic algorithms A and O : {1, 2, . . . , n} 2 → R, denote by A O (1 n ) the execution of A with oracle access to O and with input 1 n , where n ∈ N. As the input to A will be 1 n throughout this article, abbreviate A O (1 n ) as A O . If A d outputs a c-approximate 1-median of ([n], d ) for each finite metric space ([n], d ), then A is said to be c-approximate for metric 1-median, where c ≥ 1. An algorithm is nonadaptive if its sequence of queries is independent from the answers to those queries. Fact 2.1 ([14, 15, 17, 48] ). Let h = h(n) ∈ Z + \ {1} be such that (1) h ≤ lg n for all sufficiently large n and (2) h and n 1/h are computable from n in O (hn 1+1/h ) time. Then metric 1-median has a deterministic, O (hn 1+1/h )-time, O (n 1+1/h )-query, (2h)-approximation and nonadaptive algorithm.
As Im(w ) ⊆ (0, ∞), a shortest s-t path must be simple, i.e., it does not repeat vertices. If w ≡ 1, then abbreviate (V , E, w ) as (V , E) and call it an unweighted graph. For a predicate P, let χ [P] = 1 if P is true and χ [P] = 0 otherwise.
QUERY COMPLEXITY VS. APPROXIMATION RATIO
Throughout this section, we are given n, h, q(n), A, and ϵ, where
A is a deterministic (q(n) − (n − 1))-query algorithm (which may be adaptive) for metric 1-median, and (F) ϵ > 0 is any constant.
Furthermore, pick
When proving our main result in Section 3.4, we will see exactly how to pick 1 , 2 , and δ . For now, we simply assume them to satisfy the following inequalities for all sufficiently large n:
By padding at most n − 1 dummy queries, assume that A will have queried for the distances between its output and all other points when halting; such padding increases the query complexity of A to at most (q(n) − (n − 1)) + (n − 1) = q(n). Again, by padding dummy queries, assume the number of queries of A to be exactly q(n). Without loss of generality, forbid to make the same query twice or to query for the distance from a point to itself (which trivially returns 0), where the queries for d (x, y) and d (y, x ) are considered to be the same for x, y ∈ [n].
Define two unweighted undirected graphs G (0) and H (0) by 
Algorithm Adv in Figure 1 answers A's queries. In particular, for all i ∈ [q(n)], the ith iteration of the loop of Adv answers the ith query of A, denoted (a i , b i ) ∈ [n] 2 . It constructs three unweighted undirected graphs,
with the minimum number of edges. By line 16 of Adv, the edges of Q (i ) are precisely the first i queries of A.
An intuitive exposition. Line 17 of Adv in Figure 1 answers the ith query of A according to H (i ) . Therefore, to make the output of A have a large average distance to other points, we want H (·) to have small degrees only. For this purpose, line 8 forms G (i ) by removing the edges having a large-degree endpoint in H (i ) . Once an edge is absent in G (i ) , it cannot be inserted into H (i+1) by lines 5 and 6 of the next iteration, thus keeping the degrees small in H (·) . Lines 5, 6, and 17 suggest that the answer to the ith query of A is just the length of P i . Consequently, Adv should "remember" P i to be able to answer the future queries consistently with its answer to the ith query. This is why line 8 preserves all the edges in E (i ) H (including those of P i by line 6) when forming G (i ) . Roughly, Adv works as follows: Answer each query by the length of a shortest path. Mark the edges of that path by adding them to H (·) . Once a vertex is incident to too many marked edges, remove its incident unmarked edges to keep its degree small in H (·) . Preserve all marked edges for consistency among answers.
The second term in min{·, ·} of line 17 bounds all answers of Adv by h or h − 1/2. The exact choice of h or h − 1/2 is rather technical but will help us plant a point with a small average distance to other points without violating the triangle inequality. Because our least nonzero distance will be 1/2 at the end (which cannot been seen at this stage), a maximum distance of h seems reasonable for proving our lower bound of approximately h/(1/2) = 2h on the approximation ratio.
Proof. By lines 6 and 11 of Adv in Figure 1 ,
. By lines 8 and 13,
To show that E
, we shall prove the stronger statement that
H , lines 6 and 11 show that e is on P i (and that the ith iteration of the loop of Adv runs line 6 rather than line 11). By line 5, each edge on P i is in
Proof. By line 4 of Adv, the ith iteration of the loop runs lines 5-9. Lines 5-7 put (the edges of) a shortest a i -b i path in G (i−1) into H (i ) ; hence,
This and Lemma 3.1 complete the proof.
Below is an easy consequence of Lemma 3.1.
The Average Distance from A's Output to Other Points
This subsection shows that the output of A Adv has a large average distance to other points, according to the answers of Adv.
Proof. If the ith iteration of the loop of Adv runs lines 11-14 but not 5-9, then H (i ) = H (i−1) , proving the lemma. So, assume otherwise. Being shortest, P i in line 5 does not repeat vertices. Therefore, v is incident to at most two edges on P i , which together with lines 6 and 7 complete the proof.
By Equations (1), (8), (9) , and (10), B 0 = ∅.
Proof. Clearly,
As
Inequalities Equations (11) and (12) imply the existence of j
Clearly,
As H (j−1) H (j ) by inequalities Equations (13) and (14), the jth iteration of the loop of Adv runs lines 5-9 but not 11-14. By inequality Equation (14) and line 8 of Adv,
By Equations (15) and (16) and Lemma 3.1,
This and inequality Equation (13) prove item Equation (2) 
Equation (17) and Lemma 3.1 imply item Equation (1).
for, otherwise, there is nothing to prove. Therefore, v ∈ B q (n) by Equation (10) 
By inequality Equation (20) and Lemma 3.4,
This and Equation (19) imply deg G (j ) (v) < 1 , which together with Lemma 3.1 completes the proof.
Finally, recall that H (q (n)) is unweighted.
Denote the output of A Adv by z. Furthermore,
Recall that A Adv will have queried for the distances between its output and all other points when halting. Therefore,
by Equation (21). The following lemma analyzes the sum of the distances, as answered by line 17 of Adv, from z to other points.
Proof. By Lemma 3.1,
As we forbid repeated queries,
By line 16 of Adv and Equation (21),
where the last inequality follows because
Inequalities Equations (4), (22), (23) , and (24) complete the proof.
Planting a Point with a Small Average Distance to Other Points
This subsection constructs a distance function with respect to which a certain point has an average distance of approximately 1/2 to other points.
for all j ∈ {0, 1, . . . , i − 1} by Equation (10) and Lemma 3.1. Hence, by lines 8 and 13 of Adv,
G for all j ∈ {0, 1, . . . , i − 1}. For each edge e on a path P, we say that the endpoints of e are consecutive on P. Proof. By the optimality of P i in line 5 of Adv, two distinct and non-consecutive vertices on P i are not connected by an edge in E (i−1) G . This and Lemma 3.9 complete the proof.
Proof. Assume that the ith iteration of the loop of Adv runs lines 5-9 but not 11-14 for, otherwise,
H and the lemma is proved. By line 6, we only need to show that e | (e is an edge on P i ) ∧ e E (i−1)
By Lemma 3.10, P i in line 5 has at most one edge in ([n] \ (B i−1 ∪ S )) 2 . To prove inequality Equation (25) , therefore, it suffices to show that each edge
H , as done below:
Case 1: {u, v} ∩ S ∅. By Equation (6) 
Equation (8) and Lemma 3.11 imply
Proof. By the handshaking lemma, the average degree in H (q (n)) is
This and the averaging argument imply
where the rightmost denominator is positive by inequality Equation (1). This and inequality Equation (26) complete the proof.
By inequality Equation (2) = argmin
breaking ties arbitrarily.
Proof. By line 16 of Adv,
By Equation (27) and the averaging argument,
where the equality follows from the handshaking lemma, line 16 of Adv and the non-repeating of queries. Finally, Inductively, let
The following lemma is not hard to see from Equations (30)- (33) .
An intuitive exposition. By Lemma 3.13, |V 1 | is small. Because we have seen that H (q (n)) has small degrees only, |V j | grows slowly as j increases from 1 to h − 1. Consequently, h−1 j=1 |V j | should be small. In fact, |V h | ≈ n. Therefore, if we connectα to each point in V h by an edge of weight 1/2, thenα will have an average distance of approximately 1/2 to other points. Technicalities complicate the exact constructions, though.
Let
By Equation (27) 
Furthermore, let
be a weighted undirected graph. It will be used in our final metric.
Proof. By Lemma 3.6 and Equation (32),
. Therefore, h−1 j=1 |V j | is bounded from above by the (h − 1)-term geometric series with the common ratio of 1 and the initial value of |V 1 |. Consequently,
By Lemma 3.13, |N Q (q (n)) (α )| ≤ 2 . This and Equation (31) imply |V 1 | ≤ 2 , which together with inequality Equation (38) completes the proof. Lemma 3. 16 .
Proof. By Lemma 3.12 and Equation (34), |B| ≤ 2q(n)/( 1 − 2). By construction, |S | = δn . Finally,
The following lemma says thatα has an average distance of approximately 1/2 to other points w.r.t. the distance function min{d G (·, ·), h}.
Proof. By Equations (35) 
where we also use min{d G (·, ·), h} ≤ h. Finally, invoke inequality Equation (5).
A Metric Consistent with Adv's Answers
This subsection constructs a metric d : [n] 2 → [ 0, ∞ ) consistent with Adv's answers in line 17. Consequently, Lemma 3.8 implies that z (which is the output of A Adv ) has an average distance (w.r.t. d) of at least approximately h to other points. Although d (·, ·) will not be exactly min{d G (·, ·), h}, Lemma 3.17 will forbid v ∈[n] d (α, v)/n to exceed 1/2 by too much. Comparing z withα yields our lower bound. Before diving into the details, we give an intuitive yet inaccurate exposition.
An intuitive exposition. Suppose that A ever queries for theα
i=0 , which, unlike G, do not have edges of weight 1/2. So for variants of min{d G (·, ·), h} to be used as the final metric, we need to prevent the edges of G with weight 1/2 from creating "shortcuts" that, together with the triangle inequality, violate Adv's answers.
By Equation (36) , min{d G (α, v 2 ), h} = 1/2. Consequently, for min{d G (·, ·), h} to be consistent with Adv's answers, theα-v 1 and v 1 -v 2 distances returned by Adv must differ by at most 1/2 in absolute value by the triangle inequality. From the choice ofα, it will be easy to show that Adv answers thê α-v 1 distance with h − 1/2. Consequently, the v 1 -v 2 distance returned by Adv should be at least (h − 1/2) − 1/2 = h − 1. As v 1 ∈ V 1 and v 2 ∈ V h , we turn to prove that every point in V 1 has a distance of at least h − 1 to every point in V h .
Again by Equation (36) , min{d G (α, v j ), h} = 1/2 for all j ∈ {2, 3}. Consequently, for min{d G (·, ·), h} to be consistent with Adv's answers, the v 2 -v 3 distance returned by Adv must not exceed 1/2 + 1/2 = 1 by the triangle inequality. For this purpose, we just need to prove the existence of a v 2 -v 3 edge or, more generally, an edge between any two distinct points in [n] \ (B ∪ S ). The above descriptions are somewhat inaccurate. For example, the final metric is not exactly min{d G (·, ·), h}.
Recall that H (i ) and G (i ) are unweighted for all i ∈ {0, 1, . . . , q(n)}. They can be treated as having the weight function w while preserving d H (i ) (·, ·) and d G (i ) (·, ·), as shown by the lemma below. 
. We now show that H (q (n)) has an edge in
Proof. Recall that in a BFS layering, the endpoints of an edge are in either the same or two adjacent layers. Therefore,
by Equations (32) and (33) . It remains to prove
By Equations (27) and (30), V 0 ⊆ S. Therefore, N G (0) (V 0 ) = ∅ by Equations (6) and (7) . Consequently, N H (q (n)) (V 0 ) = ∅ by Lemma 3. \ (B ∪ S ) ). If the first and the last vertices of P are in V h and V 1 , respectively, then w (P ) ≥ h − 1. (35) and (37) . This forces P, which is a V h -V 1 path, to visit at least one edge in V i+1 × V i for each i ∈ [h − 1] (for a total of at least h − 1 edges). Asα 
We have shown that P has at least h − 1 edges of weight (w.r.t. w) 1. We proceed to analyze shortest a i -b i paths in G, where i ∈ [q(n)]. Clearly, such paths must be simple.
Proof. Being shortest, P must be simple. Assumeα = a i for now. Because P is a simpleα-b i path in G visiting exactly one edge in {α } × (V h \ (B ∪ S )), it can be decomposed into an edge
because querying for the distance from a point to itself is forbidden andα = a i . In summary,P is a path in G,
by Lemma 3.21 (with P ←P).
As v ∈ V h , we haveα v by Equations (30) and (33) . By the construction ofP,
Inequalities Equations (40) and (41) show that w (P ) ≥ h − 1/2. The case ofα = b i is symmetric:
Reverse P and exchange all the above occurrences of "a i " with "b i ."
By Equations (10) (with i ← q(n) + 1) and (34) , B = B q (n) . Therefore, Lemma 3.9 (with i ← q(n) + 1) implies ). Now we are left only to prove thatP has exactly w (P ) edges, which, by Lemma 3.18 (with P ←P and i ← q(n)), is equivalent to proving w (P ) = w (P ).
Note thatα V h \ (B ∪ S ) by Equation (27) . By the construction ofP and recalling that u, v ∈ V h \ (B ∪ S ) and u v, Proof. By Equation (27) ,α ∈ S. Therefore,α is incident to no edges in E (q (n)) G by Equation (6) and Lemma 3.1. Consequently, the set of all edges of G incident toα is {α } × (V h \ (B ∪ S )) by Equation (35) . The lemma is now easy to see.
Proof. Assume the existence of an a i -b i path in G for, otherwise, d G (a i , b i ) = ∞ and inequality Equation (43) trivially holds. Pick any shortest a i -b i path P in G = ([n], E, w ). Clearly,
Being shortest, P must be simple. We establish inequality Equation (43) in the following exhaustive cases: \ (B ∪ S ) ). By Equation (35), all edges of P are in E (q (n)) G , i.e., P is an a i -b i path in G (q (n)) . Then by Lemma 3.18 (with i ← q(n)), w (P ) equals the length of P in the unweighted graph G (q (n)) . In summary, Equation (44),
By Equation (27),α ∈ S. Now by Lemma 3.13 and recallingα ∈ {a i , b i },
This and inequality Equation (46) force the right-hand side of inequality Equation (43) to equal h − 1/2. By Equation (47), the left-hand side of inequality Equation (43) is less than or equal to h − 1/2. We have verified inequality Equation (43) . Case 3: P visits exactly one edge in {α } × (V h \ (B ∪ S )) andα {a i , b i }. A contradiction to Lemma 3.24 occurs. Case 4: P visits exactly two edges in {α } × (V h \ (B ∪ S )). Lemma 3.23 and that G (q (n)) is unweighted imply inequality Equation (45) . Proceeding as in Case 1, Equations (44) and (45) and Lemmas 3.2-3.3 imply inequality Equation (43), whether d G (i −1) (a i , b i ) ≤ h or otherwise. Case 5: P visits at least three edges in {α } × (V h \ (B ∪ S )). Clearly, P is non-simple, a contradiction. the nonexistence of distinct i, j ∈ [q(n)] satisfying (1) a i = a j and b i = b j or (2) a i = b j and b i = a j ).
It is now clear that d (·, ·) is a well-defined function on [n] 2 , a set of unordered pairs. This leads to the following lemma. Proof. By Lemmas 3.26 and 3.27, we only need to show that
for all x, y, z ∈ [n]. It is well-known that a positively-weighted undirected graph induces a distance function obeying the triangle inequality; hence,
By Equations (48) and (49),
for all x, y ∈ [n]. Now verify inequality Equation (50) in the following exhaustive (but not mutually exclusive) cases: 
Proof. Assume the existence of an a i -b i path in H (i ) for, otherwise, d H (i ) (a i , b i ) = ∞ and there is nothing to prove. Take a shortest a i -b i path P in the unweighted graph H (i ) = ([n], E (i ) H ). Clearly, d H (i ) (a i , b i ) is the number of P's edges. By Lemma 3.18, P's number of edges equals w (P ). By Lemma 3.1, P's edges are in E (q (n)) H . Therefore, P is a path in G = ([n], E, w ) by Lemma 3.20, implying d G (a i , b i ) ≤ w (P ). Summarizing the above proves the lemma.
The following lemma says that line 17 of Adv answers queries consistently with d (·, ·). 
Proof. Lemma 3.25 and Equation (48) 
Putting Things Together
Below is our general lower bound. Lemma 3.31. If there exist 1 = 1 (n, h, ϵ ) ∈ (0, ∞), 2 = 2 (n, h, ϵ ) ∈ (0, ∞) and δ = δ (n, h, ϵ ) ∈ (0, 1) satisfying inequalities Equations (1)- (5) for all sufficiently large n, then metric 1-median has no deterministic (q(n) − (n − 1))-query (2h · (1 − ϵ ))-approximation (adaptive) algorithms. 
By Lemmas 3.8 and 3.30,
By inequalities Equations (54) and (55),
This forbids z, which is the common output of A Adv and A d , to be a (2h · (1 − ϵ ))-approximate 1-median of ([n], d ). Note that A can be any deterministic (q(n) − (n − 1))-query algorithm from the beginning of this section.
Below is the case for a constant h ∈ Z + \ {1}. Proof. Take any deterministic o(n 1+1/(h−1) /h)-query algorithm A and any constant ϵ > 0. Let q(n) be the query complexity of A plus n − 1. Trivially, A is a (q(n) − (n − 1))-query algorithm. Because A makes o(n 1+1/(h−1) /h) queries and h ∈ Z + \ {1} is a constant, q(n) = o(n 1+1/(h−1) /h). In summary, q(n), A and ϵ satisfy conditions (C), (D), (E), and (F), respectively, at the beginning of this section. Taking a sufficiently small constant δ = δ (h, ϵ ) (dependent on the constants h and ϵ but not on n) and 1 = 2 = δn 1/(h−1) , it is easy to verify inequalities Equations (1)-(5) for all sufficiently large n. Now Lemma 3.31 forbids A to be (2h · (1 − ϵ ))-approximate.
We now show that if h = h(n) ∈ Z + \ {1} satisfies h = o(n 1/(h−1) ), then metric 1-median has no deterministic o(n 1+1/(h−1) /h)-query (2h · (1 − ϵ ))-approximation algorithms, adaptive or otherwise, for any constant ϵ > 0. (h−1) ). Then metric 1-median has no deterministic o(n 1+1/(h−1) /h)-query (2h · (1 − ϵ ))-approximation algorithms for any constant ϵ > 0.
for, otherwise, the theorem follows from Lemma 3.32. Let A be any deterministic o(n 1+1/(h−1) /h)query algorithm, q(n) be A's query complexity plus n − 1 and ϵ > 0 be any constant. Trivially, A is a (q(n) − (n − 1))-query algorithm. Because A makes o(n 1+1/(h−1) /h) queries and h = o(n 1/(h−1) ),
In summary, q(n), A and ϵ satisfy conditions (C), (D), (E), and (F), respectively, at the beginning of this section. Take
Verifying inequalities Equations (1)-(5) is tedious, as follows:
• By Equation (58),
This Equation (60) imply 1 ≥ √ hn 1/(h−1) . As h = o(n 1/(h−1) ), n 1/(h−1) = ω (1). In summary, 1 = ω (1) and thus inequality Equation (1) 
where the last equality uses h = o(n 1/(h−1) ). By Equations (62) 
where the last equality also uses sup
= o(n).
• hδn (59) = hη h/8 n
where the last equality also uses sup x ≥2 xη x /8 = O (η 1/4 ) for η = o(1) from elementary calculus. Equations (64), (66), and (67) establish inequality Equation (5) for all sufficiently large n.
Having verified inequalities Equations (1)-(5) for all sufficiently large n, Lemma 3.31 forbids A to be (2h · (1 − ϵ ))-approximate.
As h = o(n 1/(h−1) ) for all constants h ∈ Z + \ {1}, Theorem 3.33 generalizes Lemma 3.32. Next, we use Lemma 3.32 and Fact 2.1 to determine the minimum value of c ≥ 1 such that metric 1median has a deterministic O (n 1+ϵ )-query (resp., O (n 1+ϵ )-time) c-approximation algorithm, for each constant ϵ ∈ (0, 1). ≥ inf c ≥ 1 | metric 1-median has a deterministic O (n 1+ϵ )-query c-approx. alg. .
Because h and ϵ are constants satisfying h ≥ 1/ϵ, hn 1+1/h = O (n 1+ϵ ). Therefore, Fact 2.1 asserts the existence of a deterministic, O (n 1+ϵ )-time, O (n 1+ϵ )-query and (2 1/ϵ )-approximation algorithm for metric 1-median. This and inequalities Equations (68) and (69) show that inequalities Equations (68) and (69) are actually equalities and are true with their occurrences of "inf" replaced by "min."
The brute-force exact algorithm for metric 1-median is well-known to run in O (n 2 ) time. Therefore, there is no need to extend Theorem 3.34 to the case of ϵ ≥ 1. On the other hand, the following corollary covers the case of ϵ ≤ 0. Corollary 3.35. Metric 1-median does not have a deterministic O (n 1+o (1) )-query (resp., O (n 1+o (1) )-time) O (1)-approximation algorithm.
Proof. Take arbitrarily large constants h ∈ Z + \ {1} in Lemma 3.32.
CONCLUSIONS
We have shown that metric 1-median has no deterministic o(n 1+1/(h−1) /h)-query (2h · (1 − ϵ ))approximation algorithms for any constant ϵ > 0 and any h = h(n) ∈ Z + \ {1} satisfying h = o(n 1/(h−1) ), matching the existing upper bound in Fact 2.1 when h is a constant.
Indyk's [34, 35] Monte Carlo O (n/ϵ 2 )-time (1 + ϵ )-approximation algorithm for metric 1median and Chang's [13, simple observations give inf c ≥ 1 | metric 1-median has a Monte Carlo O (n 1+ϵ )-query c-approx. alg.
(70)
= inf c ≥ 1 | metric 1-median has a Monte Carlo O (n 1+ϵ )-time c-approx. alg.
A major type of questions in theoretical computer science is how much randomization helps computation, e.g., the BPP vs. P problem [1] . This is answered for metric 1-median by Equations (70) and (71), Theorem 3.34, and Corollary 3.35.
In view of Indyk's [34, 35] Monte Carlo algorithm for metric 1-median, our lower bound in Theorem 3.33 says that deterministic algorithms are outperformed a lot by randomized ones. The same is true for many other problems. For example, oblivious permutation routing on an N -node hypercube is proved to have a Monte Carlo O (log N )-time algorithm [46] and later shown to require Ω( √ N / log N ) time for all deterministic algorithms [39] . Another interesting problem is polynomial identity testing (PIT), which is well-known to have a Monte Carlo polynomial-time algorithm with one-sided error. Kabanets and Impagliazzo [38] show the extreme hardness of proving that PIT has a deterministic polynomial-time algorithm.
The Aanderaa-Rosenberg conjecture says that testing any nontrivial monotone property of nvertex graphs requires a deterministic query complexity of Ω(n 2 ), where each query inspects an entry of the adjacency matrix. It is true even with Ω(n 2 ) replaced by n 2 /3 − o(n 2 ) [45] . For a tight and exact bound, the Aanderaa-Karp-Rosenberg conjecture replaces Ω(n 2 ) by n(n − 1)/2. Analogously, it would be interesting to turn our asymptotic bound (in Theorem 3.33) on the query complexity into a tight and exact one.
Chang [16] shows that metric 1-median has no deterministic o(n 2 )-query (4 − ϵ )approximation algorithms for any constant ϵ > 0. His proof adversarially constructs a metric whose greatest distance is exactly 4 times the least nonzero distance. As a result, it cannot yield a lower bound of greater than 4 on the approximation ratio. Unfortunately, increasing the ratio of the greatest distance over the least nonzero distance in any simple way violates the triangle inequality, even when we consider only deterministic O (n)-query algorithms in his proof. In contrast, our final metric in Equations (48) and (49) has the greatest and the least nonzero distances of h and 1/2, respectively. As a result, a lower bound of about h/(1/2) = 2h on the approximation ratio is at least not refuted at the first place. This and nearly all our analyses are made possible by the previously unseen graph sequences, {H (i ) } q (n) i=0 and {G (i ) } q (n) i=0 , in Section 3.
