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La Realidad Virtual tiene un enorme potencial aún por explotar. Esta tesis 
doctoral pretende ir un paso más allá en el desarrollo de sistemas de Realidad 
Virtual inmersivos. En concreto, su objetivo fundamental es diseñar, desarrollar 
y evaluar una plataforma experimental sin cables para investigación en 
Realidad Virtual inmersiva con navegación natural e interacción manual 
basada en un conjunto mínimo de sensores inerciales. Para ello se emplea 
metodología científica desde la perspectiva de la interacción persona 
computador (Human Computer Interaction, HCI).  
A partir del objetivo fundamental, se elaboran las recomendaciones de diseño 
y especificaciones del sistema a desarrollar. Tras revisar en detalle el estado del 
arte y establecer el planteamiento metodológico, comienza el desarrollo de 
herramientas en las que se basará la creación de prototipos. 
Durante la tesis doctoral se desarrollan 3 herramientas de investigación y 5 
prototipos que se evalúan a través de diversas pruebas con usuarios y  2 
experimentos. En total, participan generosamente más de 85 personas. 
El desarrollo de prototipos da lugar a técnicas específicas que resultan de 
interés por sí mismas para la comunidad científica. Por otra parte, los 
experimentos también aportan resultados susceptibles de ser divulgados. 
Uno de los experimentos realizados permite evaluar las técnicas 
desarrolladas para implementar un sistema de Realidad Virtual con navegación 
natural. El otro experimento, estudia el comportamiento del sistema de tracking 
para interacción manual desarrollado durante el proyecto de investigación. 
Además, utiliza una televisión 3D y el casco de Realidad Virtual Oculus Rift 
para realizar un estudio comparativo de diversos aspectos como el rendimiento, 
usabilidad, nivel de presencia, dificultad y preferencia. 
El proyecto de investigación asociado a esta tesis doctoral da lugar a varias 
aportaciones de distinta naturaleza como publicaciones científicas, herramientas 
de investigación, algoritmos y trazas de datos, además de la propia plataforma 
experimental que permitirá abordar nuevos estudios de Realidad Virtual 














Virtual Reality has a huge potential that has not been exploited yet. This 
thesis aims to go a step further in the development of immersive Virtual Reality 
systems. To be specific, its main objective is to design, develop and evaluate 
a wireless experimental platform to accomplish new immersive Virtual 
Reality studies using natural interaction and a minimum set of inertial 
sensors. To this end, scientific methodology is employed from the perspective of 
the Human Computer Interaction (HCI).  
Recommendations and system specifications are derived from the main 
objective of the research project. After reviewing in detail the state of the art, the 
methodological approach of the thesis is established and the development of 
research tools begins. These tools will play a key role in the development of 
prototypes.  
During the course of the project, 3 research tools and 5 prototypes are 
created. They are evaluated through several user tests and 2 experiments. 
More than 85 participants take part generously in the studies. 
The development of the prototypes leads to specific techniques that are 
interesting by themselves for the research community. On the other hand, the 
experiments also provide useful results to be published as well. 
The first experiment evaluates the developed techniques that implement real 
walking in one of the prototypes. The other experiment studies the behavior of 
the hand tracking system created during the thesis. Furthermore, it compares 
several aspects of a 3D television and the head mounted display Oculus Rift: 
Performance, usability, presence levels, difficulty and preference. 
Overall, this thesis leads to a number of outcomes as scientific publications, 
research tools, source code and data traces, aside of the experimental platform 
itself, which can be used to deploy new immersive Virtual Reality studies with 
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Hablar de Realidad Virtual es hablar sobre una historia de formidables 
experiencias, desilusión, enormes retos y esperanza en el futuro. El concepto de 
Realidad Virtual es tan fascinante que puede permitir a las personas vivir sus 
sueños. La dificultad principal aparece al intentar materializar el concepto en un 
sistema. En este punto, surgen muchos retos. La mayor parte de ellos 
relacionados con nuestros sentidos y sus excelentes prestaciones. El hecho 
clave que es necesario asumir es que la tecnología actual no es capaz de 
estimular nuestros sentidos adecuadamente. En consecuencia, las esperadas 
experiencias formidables continúan siendo esperadas y la expectación deja 
paso a la desilusión. Sin embargo, hay esperanza en el futuro, en un futuro muy 
próximo. El desarrollo tecnológico es tan rápido que parece claro que antes o 
después, la tecnología alcanzará esta meta. Y entonces al fin, será posible 
disfrutar de esas tan ansiadas, experiencias formidables. En la actualidad 
continuamos avanzando a través del camino hacia ese sistema de Realidad 
Virtual ideal que definió Ivan Sutherland en 1965 en su artículo The Ultimate 
Display. Cada vez lo hacemos más rápido y pensamos que no estamos lejos 
del punto en el que comencemos a vivir sueños a través de la Realidad Virtual. 
Con la idea de avanzar en este camino, nace el Proyecto Orión1. Este 
proyecto comienza con esta tesis doctoral y abre una nueva línea en el Grupo 
de Investigación Diana2. El objetivo principal de Orión es proporcionar 
experiencias virtuales altamente satisfactorias usando  tecnologías emergentes 
de bajo coste que permitan poner el sistema al alcance de todos. En Orión 
pensamos que es posible conseguir este objetivo integrando tecnologías 
actualmente disponibles como la visión estereoscópica, el sonido 3D, el 
realismo gráfico y la navegación e interacción natural; sin olvidar aspectos 
fundamentales como el contenido, el contexto y  el modo en que se desarrolla la 
acción durante la experiencia. Todo ello nos permitirá olvidar las carencias 
actuales de la tecnología y podremos así, 
                                                     
 
1
 Orión: One moRe step In virtual reality interactiON (http://www.diana.uma.es/orion). 
2
 Diana: Diseño de Interfaces AvaNzAdos (http://www.diana.uma.es). 
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Si algo mueve y motiva al ser humano con independencia de su raza, religión 
y procedencia es la búsqueda de la felicidad. Dejando a un lado el 
apasionante debate filosófico que este tema suscita, es posible encontrar 
también un amplio consenso, prácticamente unánime, en torno a la idea de que 
la búsqueda de la felicidad se basa en las experiencias que se viven y que se 
han vivido. Tras este hecho está el anhelo intrínseco al ser humano de vivir 
experiencias virtuales que le permitan evadirse de la realidad, disfrutar y 
aproximarse, aunque solo sea momentáneamente, a la felicidad. 
1.1. Experiencias Virtuales 
Existen distintos modos de vivir experiencias virtuales. Las alucinaciones 
constituyen un ejemplo de este tipo de experiencias. Durante una alucinación, la 
percepción de la realidad del individuo se altera y no obedece a estímulos 
sensoriales. El origen de una alucinación puede ser muy diverso. En ocasiones 
son consecuencia de acciones premeditadas que tienen el fin de alterar la 
percepción del individuo provocando la alucinación. Es el caso del consumo de 
drogas y sustancias estupefacientes que ha estado presente en toda la 
historia de la humanidad. Desde los primeros hechiceros y chamanes en tribus 
hasta la actualidad pasando por los ungüentos elaborados a partir de plantas 
alucinógenas que usaban las brujas en aquelarres para "volar" en sus escobas y 
tener visiones satánicas (Escohotado, 1994). También el ayuno prolongado al 




que se sometían de forma voluntaria eremitas y santones les llevaba a vivir 
experiencias místicas. 
De otra parte, las alucinaciones pueden producirse aún sin ser deseadas. Tal 
es el caso de enfermedades mentales como la esquizofrenia. También los 
trastornos del sueño y su privación dan lugar a alucinaciones así como 
padecer fiebre, epilepsia o alguna deficiencia sensorial  (Castilla del Pino, 
1984). La percepción de la realidad es una reconstrucción que hace el cerebro a 
partir de los estímulos sensoriales y del conocimiento acumulado a través de la 
experiencia. Así en el caso de la deficiencia sensorial, el cerebro deja de recibir 
parte de la información, por ejemplo la aparición de un área ciega en la retina y 
sin embargo sigue generando una percepción visual en esa zona. De modo 
similar, las personas que sufren la amputación de un miembro continúan 
percibiendo ocasionalmente, sensaciones del mismo. Este tipo de alucinación 
es conocido como miembro fantasma. 
Esta avidez del cerebro por la captación de estímulos también da lugar a 
alucinaciones cuando un individuo se somete a un aislamiento sensorial 
prolongado. Tan intensas y desconcertantes son estas alucinaciones que se 
usan como método de tortura (Pallitto, 2011). 
Otro tipo de alucinación son los viajes astrales o experiencias 
extracorporales. Se ha demostrado que estimulando mediante campos 
electromagnéticos ciertas zonas del cerebro se puede inducir este tipo de 
alucinación (Persinger, 1993). 
Es necesario señalar que existe un número ilimitado de causas que pueden 
llevar a un individuo a vivir una experiencia virtual. Cualquier alteración del 
funcionamiento normal del cerebro, sea cual sea su origen, podría dar lugar a 
alucinaciones. 
Los sueños constituyen otro modo de vivir experiencias virtuales. 
Habitualmente se basan en información almacenada en la memoria a corto 
plazo y permiten adquirir experiencia, aprender e incluso resolver problemas 
que quedaron pendientes durante la vigilia. 





En relación a la búsqueda de la felicidad a través de experiencias virtuales, 
tanto las alucinaciones como los sueños tienen un enorme inconveniente en 
común: La falta de control de la experiencia. Únicamente en sueños lúcidos 
(Gackenbach & LaBarge, 1988) en los que la persona es consciente de que está 
soñando, es posible controlar parcialmente la experiencia virtual. 
La Realidad Virtual tiene el objetivo de proporcionar experiencias virtuales a 
través de la estimulación de los sentidos empleando la tecnología disponible. La 
Realidad Virtual tiene la enorme ventaja frente a todos los métodos ya 
presentados, de ejercer un control total sobre la experiencia virtual. Sin embargo 
esta técnica también tiene una enorme desventaja, afrontar un tremendo reto: 
La estimulación de nuestros sentidos. Más adelante se analizará en detalle 
este desafío tecnológico que constituye un continuo pulso entre las tecnologías 
de última generación y un sistema prodigioso: El ser humano.  
La Figura 1.1 muestra los distintos modos de vivir experiencias virtuales. 
Destaca la Realidad Virtual como el único medio en el que es posible ejercer un 
control total sobre la experiencia virtual. 
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Sin embargo, algunos elementos
realismo, la inmersión y la 
1.2. Algunos Antecedentes de Realidad Virtual
Ya en el siglo V A.C. aparecen textos que describen obras de tal 
que hacían confundir la pintura con la realidad a pájaros e incluso a
Los trampantojos son obras pictóricas que utilizan el realismo, la perspectiva, el 
entorno y la iluminación 
objeto representado es real (
 El estudio de la perspectiva
ilusión visual de profundidad en las obras. 
la perspectiva cónica que se ba
sobre un plano tomando como referencia un punto común situado en la posición 
del observador (Figura 1
mismos principios para generar imágenes en tiempo real para videojuegos y 
aplicaciones de Realidad Virtual.
Figura 1.2: Realismo. 
Tranpantojo. Juan Fernández
Uso de perspectiva cónica. 
La visión estereoscópica
de la profundidad y contribuye también a mejorar el realismo. Se basa en 
reproducir las diferencias existentes entre las imágenes captadas por los ojos 
debidas a que cada uno ocupa una posición diferente. 
de profundidad más clara e intensa que la obtenida a través de la perspectiva. 
En cualquier caso, ambas técnicas 
simultáneamente. Durante el siglo XIX algunos pintores aplicaron la visión 
estereoscópica en sus creaciones y en 1838 
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 Plinio el Viejo, Historia Natural, Libro XXXV, siglo V A.C.
  
 clave de la Realidad Virtual como 
interacción aparecen mucho antes. 
para engañar a la vista creando la ilusión 
Figura 1.2). 
 contribuye a aumentar el realismo creando una 
Ya en el siglo XV se emplea 
sa en la proyección de objetos tridimensionales 
.2). Los motores gráficos aplican en la actualidad 
 
Dante Gabriel Rossetti. The Bower Meadow 1877
. Bodegón con cuatro racimos de uvas s.XVII
Piero della Francesca. La ciudad ideal 1475
 va un paso más allá en la mejora de la percepción 
Se genera así una ilusión 
son compatibles y pueden emplea

















Posteriormente se desarrollaron otras versiones del estereoscopio y se aplicó a 
la fotografía estereoscópica (
Figura 1.3: Esquema del estereoscopio de Sir Charles Wheatstone 1838 (izq)
Fotografía estereoscópica. Boston 1860 
El concepto de inmersión
aparición del término Realidad Virtual. Sin embargo ambos están estrechamente 
relacionados. Es posible distinguir entre 
inmersión mental.  
definiciones, emplearemos
más extendidas (Sherman & Craig, 2003)
Inmersión: Sensación de estar en un entorno. Puede tratarse 




Inmersión física o sensorial:
que se usa la tecnología para estimular uno o más sentidos.
El gran realismo de la pintura contribuye a aumentar la inmersión sensorial. 
Sin embargo, el hecho de que las imágenes sean estáticas supone una 
limitación para la inmersión mental. Otra limitación es el marco de las obras. 
Para evitarla, algunos artistas sustituyeron el lienzo por salas completas
Representando en paredes y techos 
efecto inmersivo. La sala de la
Villa Farnesio (Roma) es un 
(Figura 1.4). Columnas muy realistas a 
Capítulo 1: Fundamentos
representar adecuadamente este tipo 
Figura 1.3). 
(der) 
 se comienza a aplicar muchos siglos antes de la 
inmersión física o sensorial
Aunque no existe un consenso unánime entorno a sus 
 las siguientes que pueden considerarse como las 
:  
 
 Estado mental en el que se está profundamente 
 Inmersión física del cuerpo en un medio en 
 
una misma escena, se consigue un intenso 
 perspectiva (1518) de Baldassarre Peruzzi
ejemplo de ejecución espléndida 

















panorámica de Roma crean la ilusión de estar en una sala abierta con 
impresionantes vistas.  
Para mejorar el nivel de inmersión se puede añadir contexto y contenido a 
través de una historia. Además se pueden estimular otros sentidos.
caso de las iglesias y catedrales
escenas celestiales mediante frescos de gran realismo, se podía escuchar 
música sacra que junto con aromas de incienso estimulaban al devoto para 
alcanzar experiencias místicas.
es un ejemplo en el que se representa la asunción de la Virgen María.
Figura 1.4: Sala de la Perspectiva de Baldassarre Peruzzi 1518
de Parma (Italia). Frescos de 
A finales del siglo XVIII, Rober
planteamiento y presentó el 
trata de un edificio cilíndrico. En su interior se representan sobre sus paredes 
escenas panorámicas de gran realismo que dan sensación de escala real
(Figura 1.5). El público se situaba en el centro rodeado de un decorado que se 
fundía en la distancia con la pintura
si pudiese contar con imágenes en movimiento.
Figura 1.5: Primer edificio construido expresamente para albergar el panorama de Robert 
Baker. Cuenta con dos niveles para representar dos panoramas.
Mayor panorama de Europa: 
A la espera 
  
, donde además de representar en las cúpulas 
 La cúpula de la catedral de Parma (
 (izq). Cúpula de la c
Antonio da Correggio. La Asunción de la Virgen
t Baker llevó un paso más allá este 
panorama con el que amasó una gran fortuna
. Este fantástico espectáculo sería aún mejor 
 
 Londres, 1793 (izq)
Mesdag. La Haya, Holanda, 1880 (centro, 
de recibir permiso para su publicación













En 1900, tan solo dos años después de la aparición del cine,
Sanson presentó en la Exposición Universal de París el 
el panorama, simulaba 
construcción, había un globo aerostático real donde se colocaba el público
se complementaba 
proporcionar una asombrosa experiencia inmersiva. 
Figura 1.6: Interior y 
Una vez presentados algunos de los antecedentes
través de elementos clave como el realismo, la inmersión y la interacción, llega 
el momento de definirla.
1.3. Definicion
En 1989 Jaron Lanier, un antiguo investigador de la NASA populariza un 
término que cuenta con todos los ingredientes del éxito: 
trata de un término atractivo y paradójico tras el que se encuentra un concepto 
fascinante que cualquier pe
atractivo y paradójico se debe a
que teniendo significados opuestos definen a la perfección la idea que hay tras 
este término:  
Al comenzar a utilizar el sistema d
repente en otro mundo, en otra realidad. Pero se trata de una realidad que 
no existe, que es virtual.
Sin embargo la Realidad Virtual no aparece de forma espontánea. Al igual 
que otras tecnologías se basa en invencio
aplicaba el término Realidad Virtual. Un ejemplo es el primer simulador de vuelo 
que llega a comercializarse y que fue co
hecho puede ser uno de los factores que contribuy
A la esper
Capítulo 1: Fundamentos
 Raoul  Grimoin
Cineorama
un viaje en globo aerostático. En el interior de la 
con diez proyectores ubicados bajo el mismo para 
 
exterior del Cineorama. Exposición Universal de París 1900
 de la Realidad virtual a 
 
es de Realidad Virtual 
Realidad Virtual
rsona puede comprender fácilmente. Este carácter 
l hecho de que está formado por dos palabras 
e Realidad Virtual, la persona se ve de 
 
nes previas a las que no se les 
nstruido por Edwin Link en 1929
en a la existenc
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de definiciones de Realidad Virtual. A continuación se presentan algunas de 
estas definiciones: 
Definición 1.- La Realidad Virtual es una disciplina científica y técnica 
que utiliza las ciencias de la computación así como interfaces sensoriales 
y motores para simular en un mundo virtual el comportamiento de 
entidades tridimensionales que interactúan en tiempo real entre sí y con 
uno o más usuarios en una inmersión pseudo-natural basada en canales 
sensoriales y motores (Fuchs, Moreau & Guitton, 2011). 
Definición 2.- La Realidad Virtual es  un  sistema  centrado  en  las  
personas  implementado  principalmente  por ordenadores  que  permite  
la  interacción  entre  humanos  y  máquinas.  Este  sistema contiene el 
entorno virtual, una interfaz, software, hardware y el entorno físico (N. 
Zhou & Deng, 2009). 
Es posible dar una definición más elaborada al analizar los siguientes cuatro 
elementos como componentes esenciales de las experiencias virtuales 
(Sherman & Craig, 2003): 
El Mundo Virtual 
Está formado por un conjunto de datos de distinta naturaleza: Modelos 
tridimensionales, imágenes, sonidos, algoritmos, etc. A través del sistema de 
Realidad Virtual, todos estos datos se combinan para generar la percepción de 
un entorno en el que el usuario se verá inmerso. 
Inmersión 
En Realidad Virtual el objetivo final es conseguir la inmersión mental del 
usuario. Para conseguirlo se utiliza la inmersión física o sensorial que se 
complementa con el contexto, el contenido y la interacción que tienen lugar en el 
mundo virtual. 
Interacción 
Su papel es esencial y constituye un rasgo característico de la Realidad 
Virtual. No en vano es la única palabra común a todas las definiciones 





presentadas anteriormente. Implica acciones como la selección y manipulación 
de objetos virtuales así como la navegación a través del entorno. Se abordará 
en detalle más adelante. 
Estimulación Sensorial 
La estimulación sensorial también es clave en los sistemas de Realidad 
Virtual. El fin último es la inmersión mental y el medio para alcanzarlo es la 
estimulación sensorial que lleva a la inmersión física o sensorial.  
La siguiente definición de Realidad Virtual considera los componentes 
anteriores: 
Definición 3.- La Realidad Virtual es un medio compuesto por 
simulaciones interactivas basadas en computadores que registran la 
posición y las acciones del usuario, proporcionando una realimentación 
artificial a uno o más sentidos, dando la sensación de estar inmersos o 
presentes en la simulación (Sherman & Craig, 2003). 
A la vista de las tres definiciones anteriores, sorprende encontrar una falta de 
consenso incluso en lo fundamental. ¿La Realidad Virtual es un medio, un 
sistema, una disciplina o una tecnología? La interacción aparece como elemento 
común en estas tres definiciones. También figuran los computadores en todos 
los casos como parte esencial del sistema. 
Con el único objetivo de aportar nuestra perspectiva, daremos otra definición 
más de Realidad Virtual que se basa en las siguientes claves.  
 Experiencia virtual controlada: El objetivo principal es proporcionar 
experiencias virtuales ejerciendo un control total sobre el entorno 
virtual. 
 El cerebro decide qué es real: El cerebro recrea la percepción de la 
realidad a partir de la información sensorial y de los recuerdos de 
experiencias previas. 
 Independencia de la tecnología: La Realidad Virtual no depende de 





momento se debe usar la tecnología disponible que resulte más 
adecuada.  
Teniendo en cuenta las clave
Definición 4: La Realidad Virtual es una disciplina que tiene como 
objetivo proporcionar experiencias virtuales prediseñadas e interactivas 
haciendo uso de la tecnología disponible para conseguir la inmersión 
mental del usuario. 
Todos los componentes que intervienen en esta definición se muestran en el 
esquema de la Figura 1.7
Figura 1.7: Elementos clave de la definición 4 de Realidad Virtual
La falta de consenso en cuanto a la definición implica que no está 
completamente claro qué es la Realidad
complejidad de este problema, poniendo de manifiesto que la frontera entre 
sistemas de Realidad Virtual y otro
Una televisión 3D no se considera un sistema de Realidad Virt
embargo al aumentar gradualmente el tamaño de la pantalla hasta que envuelva 
por completo al usuario, se obtiene un sistema de Realidad Virtual de tipo CAVE 
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Es por tanto necesario señalar y recordar el hecho de que las fronteras de la 
Realidad Virtual son difusas. Algunos autores utilizan el término Realidad 
Mezclada para referirse a un rango en el que varía de modo continuo el carácter 
virtual de un entorno (Milgram & Kishino, 1994). La Figura 1.8 muestra un 
esquema del rango de variación del carácter virtual: 
 
Figura 1.8: Rango de variación del carácter virtual y tecnologías implicadas 
Sobre este rango de variación del carácter virtual se sitúa la Realidad 
Aumentada que enriquece imágenes reales con contenido virtual. De otro lado 
y de modo análogo, se encuentra también ubicada la Virtualidad Aumentada 
donde se añade a un entorno virtual, información proveniente del mundo real.  
Este apartado de definiciones transmite la complejidad que existe en torno a 
la concepción de la Realidad Virtual. Las experiencias virtuales tienen un 
marcado carácter holístico. Son muchos los factores que intervienen durante la 
experiencia virtual: Dispositivos, contexto, contenido, estímulos sensoriales, 
técnicas de interacción, conocimientos previos, entornos virtuales y un largo 
etcétera que explica la necesidad de equipos de trabajo con carácter 
multidisciplinar: Psicólogos, ingenieros hardware y software, diseñadores 
gráficos, etc. 
Con todo la Realidad Virtual es una disciplina tan compleja como 
apasionante. Se ha avanzado mucho y mucho queda aún por avanzar. Antes 
de analizar el futuro de la Realidad Virtual, se presentan de forma breve los 
hechos más relevantes en la historia de la Realidad Virtual. 
1.4. Hitos en la Historia de la Realidad Virtual  
A continuación se presentan por orden cronológico una muestra de las 
invenciones que han supuesto un avance significativo en la historia de la 














 1929 Edwin Link construye el primer simulador de vuelo que se 
comercializa. Se controla con un sistema neumático propulsado por un motor 
eléctrico. 
 1960 Morton Heilig patenta un dispositivo de uso individual para ver la 
televisión de modo estereoscópico. Incluye también sistemas para reproducir 
sonidos y olores. 
 1961 Comeau y Bryanl desarrollan un visor colocado en la cabeza (HMD4) 
conectado a una vídeo cámara que a través de un sistema mecánico replica los 
cambios de orientación en la cabeza del usuario.  
 1962 Morton Heilig patenta el Sensorama. Un sistema altamente inmersivo 
aunque no interactivo que recrea un paseo en moto por las calles de Nueva 
York. Utiliza vídeo estereoscópico en color, sonido estéreo, viento, olores y 
vibración. 
 1965 Ivan Sutherland presenta en el congreso de la Federación 
Internacional de Procesado de Información su concepto del simulador definitivo 
(the ultimate display). Lo que podría llamarse más tarde5, el sistema de 
Realidad Virtual Ideal (Sutherland, 1965). 
 1968 Ivan Sutherland desarrolla un HMD con visión estereoscópica basado 
en tubos de rayos catódicos. El sistema registra movimientos de la cabeza a 
través de un sistema mecánico.   
 1973 La empresa fundada por los profesores de informática  David Evans  
e Ivan  Sutherland, crean el primer sistema digital de generación de imágenes 
para simuladores de vuelo. Recrea solo escenas nocturnas con la línea del 
horizonte y un máximo de 2000 puntos que simulan luces de ciudades. 
 1987 La empresa Polhemus desarrolla el sistema Isotrack que utilizando 
campos magnéticos permite registrar en el espacio la posición y orientación de 
pequeños sensores. 
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 Empleamos el acrónimo del término inglés Head Mounted Display por estar 
ampliamente extendido en la literatura. 
5
 El término Realidad Virtual no aparece hasta 1989. 





 1988 Se desarrolla el Convolvotron. Se trata del primer sistema capaz de 
simular fuentes de sonido ubicadas en el espacio virtual en torno al usuario. 
 1989 Jaron Lainer, antiguo investigador de la NASA, populariza el término 
Realidad Virtual que representa la visión del simulador definitivo (the ultimate 
display) que expresó años antes Ivan Sutherland. 
 1990 La compañía, W-Industries lanza al mercado la primera plataforma de 
Realidad Virtual aplicada a videojuegos, Virtuality. Incorpora joysticks, un HMD 
con visión estereoscópica y permite el funcionamiento multijugador. 
 1992 Se presenta en el congreso de gráficos por computador en Chicago 
(SIGGRAPH 92) el sistema CAVE (Automatic Virtual Environment) desarrollado 
por Carolina  Cruz-Neira  del  EVL  (Electronics  Visualization  Lab)  de  la 
Universidad de Illinois (Cruz-Neira, Sandin, DeFanti, Kenyon & Hart, 1992). Se 
trata de una sala en la que se utilizan las paredes como pantallas de proyección. 
Más tarde se extendería la proyección al suelo y al techo. 
 1993 SensAble Technologies vende el primer Phantom. Se trata de un 
dispositivo de bajo coste capaz de realimentar fuerza a través de un punto de 
contacto.  
 1994 Se presenta el estándar VRML (lenguaje para modelado de Realidad 
Virtual) que evolucionará más tarde al lenguaje X3D (Extensible 3D). Ambos 
permiten describir entornos virtuales a través de ficheros de texto. 
 1995 La empresa Virtual I/0 lanza al mercado un dispositivo HMD que 
rompe la barrera de los 1000$ con el objetivo de maximizar su alcance y crear 
nuevos mercados. 
 1995 Nintendo comercializa Virtual Boy, la primera videoconsola de uso 
doméstico capaz de mostrar gráficos 3D.  
 1998 Disney abre el centro familiar DisneyQuest que cuenta con 
numerosas atracciones de Realidad Virtual que utilizan pantallas de proyección 





 1998 Se desarrolla en Suecia el sistema 
sala de tipo CAVE en la que se utilizan todas las paredes, el suelo y el techo 
como pantallas de proyección. 
 2003 Se crea el portal web 
en el que es posible interactuar con personas de todo el mundo a través de sus 
avatares y realizar multitud de actividades equivalentes a las de la vida real.
 2007 La empresa XSens
permite la captura de movimientos corporales utilizando únicamente  sensores 
inerciales. 
 2012 Oculus VR desarolla el HMD 
expectación y suscita muy buenas críticas.
 2014 Facebook compra la empresa de Realidad Virtual Oculus VR 
que trabajan en torno a 80 personas por 2000 millones de dólares.
Figura 1.9: De Izquierda a Derecha
(1962). HMD de Ivan Sutherland
Una vez definido el concepto de Realidad Virtual y tras haber 
recorrido histórico, continuamos con el análisis de su trayectoria
estudio de su estado actual
Realidad Virtual ideal, por ser el objetivo al que se tiende 
avances realizados hasta el momento.
1.5. Sistema de Realidad Virtual Ideal
Es poco frecuente encontrar en la literatur
concepto de Realidad Virtual y su implementación. Hacer esta distinción es 
fundamental y omitirla es un error de graves consecuencias. Esto se debe a
que, incluso en la actualidad
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Realidad Virtual pretende y lo que consigue. Ser consciente de este enorme 
hueco es crucial para saber dónde estamos y evitar decepciones. 
Este apartado y el siguiente tienen como objetivo poner de manifiesto esta 
inmensa diferencia entre lo que la Realidad Virtual pretende y lo que consigue. 
En otras palabras, la diferencia entre el Sistema de Realidad Virtual Ideal y lo 
que se obtiene al aplicar la tecnología actual. 
El concepto de sistema de realidad virtual ideal fue presentado por Ivan  
Sutherland  en su artículo El simulador definitivo6 (Sutherland, 1965). No deja 
de resultar curioso, el hecho de que lo hizo 25 años antes de que apareciera el 
término Realidad Virtual: 
Por supuesto, el simulador definitivo sería una sala dentro de la cual, el 
computador controlaría la existencia de materia. Una silla representada en 
dicha sala, permitiría sentarse en ella. Unas esposas representadas en 
dicha sala, atraparían las manos, y una bala representada en dicha sala 
sería fatal. Con la programación adecuada, este simulador sería 
literalmente el país de las maravillas en el que Alicia caminó7. 
Esta es una de las formas de describir el concepto de sistema de Realidad 
Virtual Ideal. Este sistema hipotético, estimularía todos los sentidos del usuario 
con total fidelidad al tiempo que el propio sistema y sus componentes, pasarían 
inadvertidos durante la experiencia virtual. 
Hasta este punto podríamos estar hablando de sueños. Pero el sistema de 
Realidad Virtual Ideal cuenta además con otro elemento esencial que lo 
caracteriza: El control de la experiencia a través de mundos virtuales 
prediseñados en los que se determina de antemano la forma y la apariencia de 
los objetos así como las animaciones y reglas de interacción entre los distintos 
elementos virtuales. 
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 El título original del artículo es The Ultimate Display. La traducción al castellano de 
display es pantalla o visor pero Ivan Sutherland en su artículo usa el término en un 
sentido amplio que se aproxima más a simulador que a pantalla o visor. 
7





Este control total de la experiencia implica un enorme potencial. Hasta tal 
punto es así, que el sistema de realidad virtual ideal también podría conocerse 
como la máquina de la experiencia 
permitiría aprender a través de cualquier situación imaginable y recrear las 
experiencias más deseadas.
Realidad Virtual ideal.  
Figura 
En este punto queda claro cuál es el sistema objetivo a implementar. Es el 
momento de aplicar la tecnología disponible 
satisfactoria como sea posible.
1.6. Usando la T
Virtual en la Actualidad
La Realidad Virtual se basa en la estimulación sensorial como medio para 
conseguir el objetivo final de inmersión mental. Para estimular los sentidos 
adecuadamente es necesario identificar cuáles son 
clasificarlos. A continuación se debe estudiar cada uno de
determinando sus límites. 
dispositivos que se encargarán de estimular cada sentido. Por otra parte 
también será necesario crear otro conjunto de dispositivos que registren las 
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estarán compuestos por un conjunto de estos dispositivos además de por 
procesadores y del entorno virtual.
Realidad Virtual, podrán ser empleados
del coste final y de sus limitaciones. La
que aparecen todas las etapas de este proceso.
Figura 1.11: Proceso simplificado de desarrollo de un sistema de Realidad Virtual
El presente apartado describe cómo se aplica la tecnología disponible para 
implementar sistemas de Realidad Virtual y sigue 
representada en el esquema anterior.
1.6.1. Estudio y 
No existe consenso en t
autores cuestionan incluso la utilidad de contarlos. Además de 
sentidos comúnmente aceptados, 
nociocepción (percepción de dolor) o el sentido del equilibrio e
este apartado se presentan las características y límites de los sentidos que 
condicionarán el diseño de dispositivos de Realidad Virtual.
Los estímulos se perciben en células receptoras que producen una reacción 
química. Estas reacciones quí
transmiten a través de las neuronas que componen el sistema nervioso hasta el 
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cerebro. Una consecuencia de este planteamiento es que un estímulo debe 
durar una cantidad mínima de tiempo para ser percibido. De modo similar, un 
estímulo que permanece constante a lo largo del tiempo da lugar, en general, a 
que desaparezca o disminuya la sensación que produce. Esto se denomina 
fenómeno de adaptación.  
Otra consecuencia más del funcionamiento basado en reacciones químicas 
es el efecto de promediado que se da para estímulos a determinadas 
frecuencias. Por ejemplo, en el cine analógico, se suceden intervalos en los que 
se ilumina la pantalla con un fotograma y en los que no se proyecta luz alguna 
sobre ésta. Debido al funcionamiento a través de reacciones químicas, en el ojo 
se produce un proceso similar a un promedio que da lugar a que finalmente, el 
cerebro perciba continuidad en la intensidad de la luz. Las televisiones y 
monitores de tubos de rayos catódicos utilizan el mismo efecto. A causa de este 
fenómeno percibimos continuidad de movimiento en vídeos para tasas de al 
menos 25 imágenes por segundo. 
Es necesario caracterizar los sentidos como sistemas capaces de captar 
información. Sólo de este modo, será posible diseñar dispositivos eficaces que 
consigan estimularlos satisfactoriamente. En general, nuestros sentidos generan 
sensaciones más intensas cuando perciben estímulos variantes. En otras 
palabras, somos más sensibles a cambios que a condiciones estáticas.   
El sentido de la visión es extraordinariamente complejo y eficiente. A pesar 
de ello, es subestimado con frecuencia (Fuchs et al., 2011). En cada ojo hay 
más de 125 millones de células receptoras sensibles a la luz. El margen de 
funcionamiento en cuanto a la intensidad de la luz ambiente abarca 7 órdenes 
de magnitud.  
La agudeza visual es máxima en torno a la zona central de la imagen 
captada por cada ojo. Esta zona tiene aproximadamente dos grados en sentido 
vertical y horizontal. Este hecho se debe a la existencia de una pequeña región 
de la retina denominada fóvea en la que existe una mayor concentración de 
terminaciones sensibles. Esta agudeza visual se estima empleando patrones de 
puntos o líneas blancos y negros. La resolución del ojo varía ligeramente en 





función del tipo de patrón presentado. La máxima resolución que se obtiene 
corresponde a un arco de 30 segundos y se da para patrones de líneas 
verticales blancas y negras. Esto supone ser capaz de discriminar entre dos 
puntos separados 0.05mm que se sitúan a 35cm de los ojos. Para garantizar 
que no se aprecian los píxeles en ningún caso, un monitor de 40 cm de ancho 
colocado a 35cm del usuario debería tener al menos, una resolución horizontal 
de 8000 píxeles.  
El campo de visión de cada ojo es aproximadamente 140º en sentido 
horizontal y de 115º en vertical. El solape horizontal se estima en torno a 100º lo 
que supone un campo de visión de aproximadamente 180º en sentido 
horizontal. Además los ojos pueden moverse 15º en cualquier dirección, lo que 
da lugar a un campo de visión efectivo de 210º en sentido horizontal y 145º en 
vertical.  
El siguiente ejemplo muestra la formidable capacidad del ojo humano. Para 
crear un dispositivo que cubra todo el campo de visión efectivo con la resolución 
asociada a la fóvea garantizando que no se perciben los píxeles en ningún caso, 
serían necesarios 25.200 x 17.400 píxeles o de modo equivalente 208 
televisiones Full HD (1920x1080 píxeles). 
 
Figura 1.12: Número de pantallas (208) Full HD (1920x1080 píxeles) necesarias para cubrir 
todo el campo de visión efectivo (210ºH, 145ºV) asociando la agudeza visual (30 segundos) 
a un píxel 
Por otra parte, el cerebro procesa diferentes indicios para generar la 
percepción de profundidad que resulta fundamental para interactuar tanto en 
la vida real como en experiencias virtuales. De un lado utiliza indicios 
monoculares como luces y sombras; dimensiones relativas de objetos 
conocidos; oclusión de objetos que se superponen; el cambio gradual en la 
textura de un objeto que se extiende y aleja como por ejemplo una carretera; 




dispersión atmosférica para imágenes en exterior de montañas y elementos 
lejanos; perspectiva y paralaje de movimiento8.  
 De otra parte, el cerebro procesa las diferencias existentes entre las 
imágenes que recibe de cada ojo. Estas diferencias se deben a que cada uno se 
ubica en una posición diferente9. De este modo se obtiene otra contribución a la 
percepción de profundidad. Finalmente el sistema propioceptivo10 también 
contribuye en el mismo sentido a través de indicios oculomotores como el 
enfoque que se produce en el cristalino (acomodación) y los movimientos de 
vergencia11. En la Figura 1.13 una clasificación de todos los factores que 












Figura 1.13: Factores que contribuyen a la percepción de la profundidad (Fuchs et al., 2011) 
                                                     
 
8
 Cuando nos desplazamos, por ejemplo en coche, a consecuencia del paralaje de 
movimiento los objetos cercanos se mueven más rápidamente en la imagen que 
percibimos que los lejanos. 
9
 La separación media de los ojos es de 65 mm en hombres adultos siendo algo inferior 
en las mujeres. En individuos adultos esta distancia oscila entre 50 y 70mm. 
10
 El sistema propioceptivo nos informa a través del estado de los músculos sobre la 
ubicación relativa de las distintas partes del cuerpo y del esfuerzo que se realiza al 
sostener un objeto o al hacer un movimiento. 
11
 Los movimientos oculares de vergencia se caracterizan por un desplazamiento de los 
ojos en direcciones opuestas. Se dividen en movimientos de convergencia en los que 
los ojos pasan de enfocar un objeto lejano a uno cercano y de divergencia que se dan 
en el caso contrario. 
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El oído es otro de los sentidos estimulados habitualmente en Realidad 
Virtual. El rango de frecuencias audibles va de 20Hz a 20 KHz. El margen de 
funcionamiento en cuanto al nivel de potencia abarca un impresionante rango de 
13 órdenes de magnitud (0 a 130dB).  
El umbral de audición es la intensidad mínima de sonido que puede 
percibirse. Su valor depende de factores como la frecuencia, de la edad y del 
sexo. La sensibilidad del oído es máxima  en torno a la frecuencia de 2.100Hz. 
La localización es un fenómeno psicoacústico a través del cual, un oyente 
puede determinar la dirección y la distancia a la que se encuentra de una fuente 
de sonido. Esto es aplicable tanto a una situación real como a una experiencia 
virtual. 
Para localizar sonidos en el espacio, el cerebro considera diversos indicios 
como las diferencias interauriculares de fase, envolvente y amplitud; el efecto 
Doppler12; la reverberación; el conocimiento del entorno; la atenuación; la visión 
y la distorsión que sufre el sonido al propagarse. La resolución para discriminar 
la dirección de fuentes sonoras ubicadas frente a la persona se estima en torno 
a un grado.  
Un efecto que resulta especialmente interesante al diseñar entornos virtuales 
es el efecto de ventriloquía, por el que tendemos a percibir los sonidos como si 
estuviesen ubicados en la posición en la que estamos viendo la fuente sonora a 
la que atribuimos el sonido. 
Antes de que una onda sonora alcance el oído interno se encuentra como 
obstáculo el cuerpo y la cabeza del oyente. Además se propaga a través del 
pabellón auricular (oreja) y del conducto auditivo externo. Todo ello contribuye a 
distorsionar ligeramente la señal percibida. Lejos de ser un inconveniente, esta 
pequeña distorsión permite al cerebro estimar la elevación de la fuente de 
sonido y si ésta se ubica frente al oyente o detrás del mismo. Esto se debe a 
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 El efecto Doppler consiste en el cambio de la frecuencia registrada en el receptor 
debido al movimiento relativo entre la fuente emisora de ondas y dicho receptor. Es 






que la distorsión depende del recorrido que efectúa la onda sonora hasta 
alcanzar el oído interno.  
El siguiente ejemplo resultará útil para poner de manifiesto 
este prodigioso mecanismo del cerebro capaz 
direcciones tridimensionales
persona. La primera se coloca frente a dicha persona a la altura de los oídos. La 
segunda se coloca encima y la tercera detrás de la cabeza también a la altura 
de los oídos. Todas las fuentes están exactamente 
dos oídos (Figura 1.14)
sufren las ondas sonoras hasta alcanzar el oído interno, las
llegan al cerebro serían idénticas y resultaría imposible determinar la dirección 
del sonido.  
Figura 1.14: Situación en la que se localiza la fuente de sonido debido a la distorsión 
El sentido háptico es la combinación del 
propioceptivo que informa 
cuerpo y del esfuerzo al que se someten las mismas. 
existen mecanoreceptores ubicados en 
ligamentos.  
El sentido del tacto está asociado con la 
diferentes de receptores que informan sobre temperatura, rugosidad, actividad 
eléctrica y presión (Fuchs et al., 2011)
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protegernos del medio exterior. Pesa en torno a 5 kg en un individuo adulto y su 
extensión estimada se sitúa entre 1,5 y 2m².  
Los receptores del sentido háptico que se utilizan con mayor frecuencia en 
sistemas de Realidad Virtual, son los que registran presión y fuerza. De forma 
análoga al efecto de continuidad que se percibe al reproducir 25 imágenes por 
segundo, a partir de 1000 Hz de frecuencia en la estimulación mecánica, deja 
de percibirse vibración. 
Para hacer un uso pleno del canal sensorial háptico sería necesario tener la 
capacidad de aplicar estímulos mecánicos, eléctricos y térmicos en toda la 
superficie del cuerpo. Esto supone un reto inabordable al considerar el diseño 
de dispositivos que estimulen el sentido háptico. Este reto es aún mayor debido 
a que, el canal háptico es el único canal bidireccional (Sherman & Craig, 2003). 
Al tocar un objeto y desplazarlo, estamos percibiendo y actuando al mismo 
tiempo.  
La estimulación del gusto y del olfato también implica importantes 
dificultades. Al contrario que en el caso de los colores, no existe una base 
primaria de elementos que combinados den lugar a cualquier olor o sabor. 
También existen dificultades para reemplazar estímulos previos por nuevos 
olores o sabores sin que se produzca una mezcla de los mismos. La síntesis de 
estímulos mediante compuestos químicos que finalmente entran en el cuerpo es 
otra de las limitaciones que dificultan del desarrollo de dispositivos. 
El sentido del equilibrio se basa en el sistema vestibular y es el responsable 
de percibir cambios en la aceleración así como de registrar la orientación del 
cuerpo respecto a la fuerza de la gravedad para mantener el equilibrio.  
1.6.2. Dispositivos de Realidad Virtual  
Los periféricos de Realidad Virtual pueden clasificarse de acuerdo a la 
función que desempeñan en dispositivos que estimulan los sentidos y 
dispositivos que registran acciones. Esta clasificación determina el sentido 
en el que fluye la información entre la persona y la máquina. 




Algunos dispositivos relacionados con el sentido háptico pertenecen a ambas 
categorías. Esto se debe al carácter bidireccional de este sentido. 
1.6.2.1. Dispositivos que Estimulan Sentidos 
En Realidad Virtual, el periférico más representativo es el Casco de 
Realidad Virtual o HMD. Se trata de un dispositivo que se coloca en la cabeza 
para mostrar el entorno simulado. Su principal ventaja consiste en crear el 
efecto de una pantalla virtual que envuelve por completo al usuario. Para 
conseguirlo se utiliza un sistema de tracking y se aprovecha el hecho de que las 
pantallas se mueven de forma solidaria con la cabeza. 
Son muchos los inconvenientes de los HMD (Havig, Goff, McIntire & Franck, 
2009). Todos están relacionados con limitaciones tecnológicas. Campo de visión 
y resolución muy pobres en relación a la capacidad del sentido de la vista; 
problemas de ergonomía debidos al peso, al cable y a la estructura; la 
acomodación es fija dando lugar a incoherencias con otros indicios como la 
convergencia13, la perspectiva o el paralaje de movimiento que sí se aplican en 
estos dispositivos. 
El desarrollo de estos periféricos supone un desafío tecnológico enorme y se 
han sucedido numerosos intentos por conseguir un dispositivo suficientemente 
bueno. La Figura 1.15 muestra algunos modelos de HMD y en el anexo A se 
presentan las características más destacadas de algunos de ellos: Su peso 
oscila entre los 220 y 1000g; el campo de visión diagonal entre 40 y 123º y la 
resolución entre 800x600 y 1680x1050 píxeles. 
La visión estereoscópica es conocida y utilizada desde hace mucho tiempo. 
Sin embargo, ha suscitado un renovado interés en los últimos años. Existen 
modelos de monitores, televisiones y proyectores estereoscópicos 
disponibles para uso doméstico a precios asequibles. La Realidad Virtual se 
beneficia de esta tendencia siendo posible usar estas tecnologías para diseñar 
sistemas inmersivos. Funcionan con gafas 3D que pueden ser activas o 
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 La convergencia es el ángulo formado por los segmentos que van del objeto 
observado a cada ojo. 
  
pasivas. Las activas se conocen también como 
pantallas de cristal líquido para dejar pasar luz a un ojo y al otro de forma 
alterna a una frecuencia de al menos 100Hz. 
Figura 1.15: Muestra de algunos modelos comerciales de dispositivos HMD
Por otra parte, las gafas pasivas 
de energía para ser utilizadas. Existen distintos tipos
utilizan filtros de colores primarios para que cada ojo reciba una imagen 
diferente. Con el mismo propósito se emplean también gafas 
polarizadores. Su polarización 
menos empleada debido 
de ser efectivos y se mezclan las imágenes de ambos ojos.
aprovechan el hecho de que la estimulación de cada color primario en el ojo, se 
puede conseguir actuando sobre cualquier
rango. Los sistemas que usan gafas Infitec
para estimular un ojo y otra parte diferente del margen para estimular el otro ojo.
En cuanto a los sistemas de sonido
o sistemas de sonido envolvente. Son 
asociados a la vista 
cubren las necesidades del canal sensorial. 
oído se estimula de un modo más satisfactorio que la vista debido a limitaciones 
tecnológicas. 
Como ya se mencionó
las fuentes de sonido en el espacio tridimensional a través 
La diferencia entre las




se caracterizan por no necesitar una fuente 
. Las gafas anáglifas
basadas en filtros 
puede ser circular ó lineal, siendo ésta última la 
a que al inclinar lateralmente la cabeza, los filtros dejan 
 Las 
 frecuencia dentro de un determinado 
 emplean una parte de este rango 
, habitualmente se emplean
mucho más económicos que los sistemas 
y resultan mucho más efectivos en relación a cómo se 
En otras palabras, el sentido del 
 anteriormente, el cerebro tiene la capacidad de ubicar 
de dos mecanismos: 
















distorsión se ha caracterizado a través de la 
Relativa a la Cabeza (Head Related Transfer Function). L
tanto la función de transferencia, dependen de la anatomía de cada persona 
pero se han determinado funciones de transferencia generales que permiten 
alcanzar resultados suficientemente buenos para la mayoría 
Dada una fuente de sonido, la Función de Transferencia Relativa a la Cabeza 
permite ubicar fuentes de sonido
transferencia están disponibles en los equipos actuales y 
al usar auriculares como al utiliza
procesado que se aplica debe adaptarse para cada caso.
Existen otros dispositivos de Realidad Virtual diseñados para estimular 
alguno de los sentidos cuyo
anteriores: Actuadores vibrotáctiles colocados en guantes o en cualquier parte 
del cuerpo14; prototipos que generan olores y sabores; 
plataformas que estimulan el sentido vestibular moviendo físicamente al usuario 
(habitualmente simuladores de co
muestra algunos ejemplos de estos dispositivos:
Figura 1.16: De Izquierda a Derecha. Simulador de conducción de Ford que 
sentido vestibular. Actuadores vibrotáctiles colocados sobre los dedos en 
Globe de Cyber Globes Systems
1.6.2.1.1. Renderizado
Los dispositivos que estimulan los sentidos 
proviene del Renderizado. Así, el renderizado es el proceso por el que se 
sintetiza en un ordenador la información que el usuario debe percibir en cada
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 Un ejemplo de un dispositivo que llegó a comercializarse, fue el chaleco 
Feedback Vest de Aura Systems que simulaba que el usuario había recibido un golpe o 
un disparo en el pecho.  
  
Función de Transferencia 
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de individuos. 
 en entornos virtuales.  Estas funciones de 
pueden aplicarse tanto 
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 uso no se ha extendido tanto como en los casos 
generación de viento, 




. Chaleco Interactor Feedback Vest de Aura Systems
simula impactos en el pecho. 
 














momento acerca del entorno virtual. Hay varios tipos de renderizado como el 
visual, el auditivo y el háptico. 
El renderizado visual o gráfico lo realizan los motores gráficos. Éstos, son 
librerías estrechamente ligadas al hardware de la tarjeta gráfica que generan 
imágenes 2D o estereoscópicas a partir de un modelo tridimensional del entorno 
virtual. Permiten implementar multitud de efectos: Como la simulación de 
reflejos; la generación de sombras; iluminación local y global; niebla; dispersión 
ambiental de la luz y un largo etc.  
Parte del renderizado gráfico se realiza mediante shaders. Los shaders son 
programas que se ejecutan dentro de la tarjeta gráfica en miles de procesadores 
simultáneamente para renderizar los escenarios virtuales. Se caracterizan por 
su versatilidad y enorme potencia de cálculo. Suponen un avance formidable en 
cuanto a la calidad gráfica de los entornos renderizados. 
El renderizado auditivo genera los estímulos sonoros necesarios para 
simular la ubicación de fuentes virtuales de sonido en el entorno 3D. Para 
realizar esta simulación pueden aplicarse modelos de propagación del sonido a 
distintos niveles, desde la propagación directa hasta fenómenos más complejos 
como el efecto Doppler, el uso de la Función de Transferencia Relativa a la 
Cabeza, la reflexión del sonido en las paredes y demás objetos virtuales 
(reverberación), la distorsión que sufren las ondas al propagarse a través de una 
pared, etc. 
El renderizado háptico es en general mucho más complejo que el 
renderizado gráfico y auditivo. Esta complejidad comienza a manifestarse a 
través del hecho de que el renderizado háptico depende del tipo de dispositivo y 
del sentido a estimular. Es posible estimular el sentido propioceptivo aplicando 
fuerza en distintas partes del cuerpo. Otra posibilidad consiste en estimular el 
sentido del tacto mediante cambios de temperatura, rugosidad, actividad 
eléctrica o presión. 
 
 




1.6.2.2. Dispositivos que Registran Acciones 
La interacción es esencial en Realidad Virtual y para que tenga lugar es 
necesario captar de algún modo las acciones del usuario. Los trackers15 son 
sensores de posición y/o de orientación que se colocan con frecuencia en los 
dispositivos de interacción o directamente en contacto con el usuario. 
Habitualmente se clasifican según su principio de funcionamiento apareciendo 
así los siguientes tipos de trackers: Mecánicos, electromagnéticos, basados en 
ultrasonidos, ópticos e inerciales. 
Los trackers mecánicos, se basan en estructuras, habitualmente 
articuladas, para registrar cambios de orientación y/o posición. Con frecuencia, 
integran actuadores mecánicos que dan lugar a dispositivos bidireccionales que 
se tratarán en el siguiente apartado. Tienen el inconveniente de no pasar 
desapercibidos llegando a ejercer una pequeña resistencia al movimiento de los 
usuarios. En ocasiones pueden incluso restringir los movimientos en 
determinadas regiones del espacio. 
Los sistemas de tracking electromagnético utilizan una estación base que 
proporciona referencias y sensores capaces de estimar la posición y orientación 
a partir del valor del campo que registran. Tienen la ventaja de no requerir visión 
directa entre el sensor y la estación base.  Por otra parte, entre sus principales 
inconvenientes están su reducido margen de acción y la distorsión que sufren 
las medidas en presencia de algunos objetos metálicos y dispositivos 
electrónicos (Glanzer & Walder, 2010). 
Los trackers basados en ultrasonidos, utilizan al menos tres emisores y un 
receptor para estimar la posición aplicando triangulación. Para registrar además 
la orientación, es necesario hacer uso de al menos tres receptores. Son 
sistemas relativamente económicos ya que solo requieren procesado de señal, 
micrófonos y altavoces. Su alcance es, en general, reducido y aunque no 
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 En castellano se traducen en ocasiones como rastreadores pero, en rigor, no rastrean 
puesto que no hay ningún rastro que seguir. En este texto emplearemos la palabra 
inglesa tracker para referirnos a los dispositivos y tracking para referirnos a la acción 
de registrar la posición y/o la orientación por ser los términos empleados habitualmente 
en la literatura. 





requieren visión directa, la interposición de objetos entre emisores y micrófonos 
puede reducir la precisión. 
Los sistemas de tracking óptico, utilizan información visual para estimar la 
posición y orientación. Existen distintas técnicas que siguen este planteamiento. 
Una de las más empleadas en Realidad Virtual consiste en aplicar procesado de 
imagen para detectar la posición de pequeñas marcas de material reflectante 
que se iluminan con luz, habitualmente infrarroja. Las marcas se colocan sobre 
los objetos con los que interactuar, sobre trajes para capturar movimientos 
corporales o incluso en la superficie de la piel para detectar expresiones 
faciales. 
Otra técnica muy empleada se basa en generar una imagen de profundidad16 
a la que se le aplican los algoritmos necesarios para obtener la posición de los 
dedos, de las distintas partes del cuerpo o del objeto con el que se interactúe. 
Existen muchas más soluciones basadas en procesado de imagen que 
permiten detectar y seguir objetos. La profundidad se estima a partir de cambios 
de tamaño aunque en ocasiones se utilizan dos cámaras para mejorar esta 
estimación aplicando triangulación a los puntos comunes de las dos imágenes. 
También se han utilizado el color de los objetos para facilitar el procesado y 
mejorar los resultados. 
El tracking óptico videométrico invierte el planteamiento común al resto de 
sistemas ópticos presentados anteriormente. Para ello se ubica la cámara sobre 
el usuario. La estimación de la posición y orientación se basa en los cambios 
que se producen en la imagen como consecuencia de los movimientos. 
Las técnicas anteriores tienen el inconveniente de requerir visión directa 
entre la cámara y las marcas u objetos procesados. Este problema no existe en 
los sistemas de tracking inercial. Se basan en sensores inerciales que 
habitualmente utilizan giroscopios, magnetómetros y acelerómetros. Estos 
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 Se trata de una imagen en la que cada pixel contiene información de la distancia entre 
la cámara y el objeto más cercano en la dirección asociada a dicho pixel. Un ejemplo es 
la cámara Kinect de Microsoft aunque existen otras tecnologías como las basadas en 
tiempo de vuelo que aplican un principio similar al rádar utilizando luz. 




sensores están especialmente indicados para medir la orientación pero están 
sujetos a importantes limitaciones cuando se emplean para estimar la posición.   
Es posible utilizar sensores aislados adosados a objetos con los que se 
interactúa. También existen trajes para captura de movimientos que utilizan un 
conjunto de estos sensores para registrar la orientación relativa de las distintas 
partes del cuerpo. 
Los sensores inerciales no necesitan una infraestructura de soporte que 
proporcione referencias para tomar medidas. Esta es la característica principal 
del tracking inercial y supone una importante ventaja frente a otros sistemas de 
tracking. Otra ventaja es que los sensores inerciales pueden tener un tamaño 
muy reducido y un bajo coste. Su mayor inconveniente son los errores de deriva 
que aparecen cuando se utilizan para estimar la posición. 
Otro tipo de tracking menos extendido es el tracking neural en el que se 
registran movimientos a partir de los impulsos eléctricos que el cerebro envía a 
los músculos a través del sistema nervioso. 
Los guantes para interacción que registran los movimientos de los dedos 
son iconos característicos de la Realidad Virtual. Sin embargo, su uso no está 
muy extendido. Uno de los motivos, es la existencia de alternativas más 
económicas basadas en tracking óptico que pueden usarse directamente con la 
mano sin cubrir.  
Un problema frecuente es la captura de movimientos corporales. Para 
resolverlo se usan algunas de las tecnologías anteriores. Se suele emplear un 
traje como soporte de los trackers utilizados. La Figura 1.17 muestra un ejemplo 
de estos sistemas implementados con trackers mecánicos, ópticos e inerciales. 
Para registrar acciones en experiencias virtuales también es posible el uso de 
reconocimiento del habla y procesado de señales psicofisiológicas así como de 
  
diversos dispositivos. Por ejemplo 
que se abordarán más ade
Figura 1.17: Sistemas de captura de movimiento corporal (d
Gypsy 5 de Metamotion (tracking mecánico).
optico). Sistema 
1.6.2.3. Dispositivos Bidireccionales
Este tipo de dispositivos está asociado al sentido háptico por su carácter 
bidireccional. Así, los dispositivos bidireccionales no solo registrarán 
movimientos sino que además, ejercerán fuer
que éstos están en contacto con
son los joysticks y volantes
videojuegos y simuladores. 
Los exoesqueletos
estructuras articuladas 
del usuario aplicando una fuerza para simular la existencia física de objetos 
virtuales. Los exoesqueletos se caracterizan por ir ados
definición portables. Por su parte, 
sitúan frente al usuario y simulan únicamente un punto de contacto con el objeto 
virtual. Entre las características de estos dispositivos está el nú
de libertad18 (degrees of freedom, 
Technologies comercializa el modelo 
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 Las plataformas de locomoción permiten al usuario andar sin desplazarse. El término 
usado en la literatura es 
durante muchos años. Es una idea que no ha alcanzado el éxito comercial aunque 
continúan los esfuerzos en este sentido y se están diseñando sistemas para 
videojuegos (http://www.virtuix.com
18
 Un grado de libertad es un modo determinado en que puede moverse un ob
espacio (Sherman, 2003)
desplazamiento a lo largo de una línea recta.
Capítulo 1: Fundamentos
ratones 3D o plataformas de 
lante. 
e Izquierda a Derecha
 Sistema Optitrack de Natural Point (tracking 
MVN Awinda de XSens (tracking inercial) 
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retroalimentadores de fuerza puntual más extendido
Desktop y Omni, ofrecen 6 DOF en trackin
aplicar la fuerza (posición)
retroalimentadores de fuerza puntuales.
Figura 1.18: De izquierda a derecha. Exoesqueleto 
Exoesqueleto XIO de Novint. Retroalimentador de fuerza puntual Phantom Omni de 
Sensable Technologies. Retroalimentador de fuerza puntual Omega de Force Dimension
1.6.3. Sistemas de Realidad Virtual
Utilizando los dispositivos presentados, se crean sistemas 
existiendo multitud de combinaciones y por tanto multitud de sistemas. Los 
tienen características comunes se agrupan en categorías o tipos de sistemas de 
Realidad Virtual. A continuación se presentan los más conocidos.
Los sistemas Fishtank
constituyen una de las soluciones más simples y económicas 
menos inmersivos que otros sistemas 
debido a la similitud del planteamiento con observar los peces de un ac
fundamental el uso de visión estereoscópica y de trackers para estimar la 
posición de la cabeza del usuario. Habitualmente se suele emplear procesado 
de imagen para este fin.
interacción puede desarrolla
3D, retroalimentadores de fuerza, etc.
A diferencia de los sistemas Fishtank, los 
proyectores hacen posible que el usuario 
reducida. Su característica 
margen más amplio del campo de visión. Existen sistemas capaces de cubrir 
por completo el entorno del usuario con imágenes proyectadas. El 
planteamiento habitual es utilizar una sala en la que una o más paredes
  
s. En sus versiones 
g (posición y orientación) y 
. La Figura 1.18 muestra ejemplos de exoesqueletos y 
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sistemas basados en 
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principal, y mayor ventaja, es que abarcan un 











pantallas de proyección. Para evitar que aparezca la sombra del usuario sobre 
las imágenes del entorno virtual se utilizan sistemas de retroproyección. 
Probablemente, en el futuro, se sustituirá la proyección por grandes paneles 
con mayor resolución que además supondrán un notable ahorro de espacio al 
evitar la necesidad de destinar una parte de las instalaciones a ubicar los 
proyectores tras las pantallas.  
Cuando tres o más paredes de la sala son pantallas de retroproyección, el 
sistema puede considerarse como CAVE19. El primer sistema de estas 
características fue desarrollado en 1992 en la Universidad de Illinois (Estados 
Unidos) por Carolina Cruz-Neira (Cruz-Neira et al., 1992). La alineación y 
sincronización de las pantallas plantea dificultades siendo éste, uno de los 
aspectos más críticos de estos sistemas20. La alta demanda computacional que 
requiere este planteamiento, es otra dificultad que habitualmente da lugar al uso 
de grupos de ordenadores (clusters) ya que es necesario generar imágenes de 
muy alta resolución para varias pantallas.  
Para mejorar la inmersión sensorial se utilizan sistemas de sonido envolvente 
aunque también es posible emplear auriculares. Con el mismo objetivo, la 
mayoría de estos sistemas utilizan visión estereoscópica basada en gafas de 
obturación ó polarizadas.  
También es habitual el uso de trackers para actualizar la posición del punto 
de vista e interactuar. El tracking del punto de vista queda limitado a una sola 
persona en la mayoría de los casos. Sin embargo hay sistemas que consiguen 
hacerlo con más de una persona simultáneamente empleando gafas de 
obturación y renderizando a alta frecuencia para repartir el tiempo en el que 
cada persona ve las pantallas. Un ejemplo es el sistema C1x6 que es capaz de 
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 El término viene de la expresión inglesa Automatic Virtual Environment. Traducido al 
castellano significa entorno virtual automático. 
20
 Para facilitar el desarrollo de aplicaciones de Realidad Virtual se crea en 1997 
vrjuggler (https://code.google.com/p/vrjuggler). Se trata de un proyecto de código abierto 
que surge como una iniciativa de la investigadora que desarrolló el primer sistema 
CAVE, Carolina Cruz-Neira.  




soportar el seguimiento del punto de vista de hasta 6 usuarios simultáneamente 
(Kulik et al., 2011). 
Los HMD pueden considerarse los periféricos más representativos  de la 
Realidad Virtual y pueden utilizarse con cualquiera de los dispositivos 
presentados exceptuando los asociados a la vista. Por ejemplo es posible 
integrarlos con exoesqueletos, sistemas de captura de movimientos, 
plataformas de locomoción, etc. 
Dan lugar por tanto a una gran variedad de sistemas de carácter 
heterogéneo. Sin embargo, todos ellos tienen en común una restricción 
importante: Es necesario minimizar el tiempo que transcurre desde el momento 
en el que el usuario mueve la cabeza hasta el instante en que se le muestra la 
imagen correspondiente al movimiento realizado. Este intervalo de tiempo se 
denomina latencia. Se trata de un requisito crítico y muy exigente desde el 
punto de vista computacional. La latencia no debe superar los 16 ms21 (Keller & 
Colucci, 1998). No satisfacer este requisito aumenta sustancialmente el riesgo 
de sufrir cibermareo22.  
Este valor límite de 16 ms para la latencia, supone un enorme desafío 
tecnológico. Incluso HMD actuales de gran éxito como el primer kit de desarrollo 
Oculus Rift de la empresa Oculus VR, están aún muy lejos de alcanzar este 
registro23. Como consecuencia de este retardo las imágenes aparecen 
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 Esta restricción implica que si, por ejemplo, la frecuencia de muestreo del tracker que 
registra los movimientos es 200Hz y el tiempo que tarda en entregarse una muestra 
capturada es 0ms, la frecuencia de renderizado debe ser mayor que 90 imágenes por 
segundo.  
22
 Los efectos del cibermareo son similares a los del mareo que provoca, en ocasiones, 
el viaje en un vehículo. Se produce durante el transcurso de experiencias virtuales ó 
inmediatamente después. Se atribuye a los conflictos que se dan entre los sistemas 
visual, propioceptivo y vestibular durante la inmersión en el mundo virtual debidos a 
limitaciones de la tecnología. 
23
 El primer kit de desarrollo de Oculus Rift utiliza tracking inercial con una frecuencia de 
muestreo de 1.000Hz y su latencia está entre 30 y 50 ms. Este valor no considera el 
tiempo de presentación de las imágenes en la pantalla por lo que el valor real de la 
latencia es aún mayor (http://www.oculusvr.com/blog/the-latent-power-of-prediction). 





desplazadas varios grados24 deteriorando la calidad de la experiencia y 
aumentando la probabilidad de sufrir cibermareo.  
Para aliviar en la medida de lo posible este exigente requisito, se suelen 
emplear técnicas de predicción en la estimación de los movimientos de la 
cabeza de hasta  50 ms aunque introducen errores en los cambios de dirección 
y de estado reposo-movimiento. 
Los sistemas presentados son herramientas que pueden ser utilizadas para 
una gran cantidad de aplicaciones diferentes. 
1.6.4. Aplicaciones de la Realidad Virtual 
Al considerar el sistema de Realidad Virtual ideal, el número de aplicaciones 
en las que sería útil es ilimitado. Tener la capacidad de experimentar cualquier 
sensación a voluntad, nos permitiría adquirir cualquier conocimiento o 
desarrollar cualquier habilidad al tiempo que nos llevaría a disfrutar sin 
límites de todo cuanto fuésemos capaces de imaginar. 
La tecnología disponible impone limitaciones sobre este planteamiento ideal y 
al mismo tiempo, limita también las aplicaciones de la Realidad Virtual. En este 
apartado se presentan sus aplicaciones actuales. Sin embargo, es necesario 
poner de manifiesto, que la tecnología evoluciona rápidamente y que las 
aplicaciones de la Realidad Virtual seguirán la misma tendencia. 
A pesar de todas las limitaciones que impone la tecnología, la Realidad 
Virtual ya resulta muy útil en multitud de áreas (Craig, Sherman & Will, 2009).  
En educación, hace posible que grupos de estudiantes empleen técnicas de 
interacción avanzadas en entornos virtuales didácticos. Las acciones de los 
estudiantes pueden ser grabadas para potenciar el aprendizaje a través del 
profesor o de modo automático. También es posible presentar contenidos 
complejos de un modo accesible facilitando la comprensión a través de la 
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 Para un giro de la cabeza a velocidad moderada (60º/seg) y un HMD como Oculus 
Rift de 90º de campo de visión horizontal con 1280 píxeles de resolución horizontal, una 
latencia de 40ms supone un error que desplaza la imagen que se muestra 2.4º o de 
forma equivalente 34 píxeles.  




interacción. Un ejemplo de aplicación en este campo es el proyecto MaxwellVU 
desarrollado en la Universidad de Valparaiso. La aplicación facilita la 
comprensión de las ecuaciones de  James Clerk Maxwell que modelan los 
fenómenos electromagnéticos. Se trata de un proyecto de código abierto que se 
utiliza en sistemas CAVE y en ordenadores personales. 
La medicina, es una de las áreas más activas en cuanto al uso de Realidad 
Virtual. Entre las aplicaciones más frecuentes se encuentran la representación 
de estructuras tridimensionales, el tratamiento de fobias y la simulación de 
intervenciones quirúrgicas que permite evitar el riesgo para los pacientes 
durante las prácticas. 
Se ha demostrado la eficacia de la Realidad Virtual en el tratamiento de 
fobias mediante la terapia de exposición, en la que los pacientes se enfrentan 
a sus miedos. Estos miedos se recrean en entornos virtuales a distintos niveles 
de intensidad. El laboratorio de Gráficos, Visualización y Usabilidad del Instituto 
Tecnológico de Georgia colaboró con instituciones médicas y fue pionero en el 
uso de entornos virtuales para el tratamiento de fobias. El miedo a las alturas 
(acrofobia) y a volar (aerofobia) que afecta al 10-25% de la población, fueron las 
primeras fobias tratadas. 
El entretenimiento es una de las áreas donde la Realidad Virtual tiene una 
aplicación más directa. Además de su uso en videojuegos, se puede emplear 
también en museos virtuales, parques temáticos, galerías, actuaciones 
interactivas en teatros, etc.  
En 1994 comenzaron a emplearse experiencias virtuales inmersivas en el 
parque temático Disney's Epcot de Orlando (Florida). Crearon una atracción de 
Realidad Virtual denominada La Aventura de Aladino, en la que un personaje, 
el loro Yago, daba instrucciones para encontrar a un ladrón que guardaba la 
mitad de un broche con forma de escarabajo. El sistema que simulaba el vuelo 
en una alfombra mágica, empleaba un HMD, sonido 3D y tres tipos de 
retroalimentación háptica: Brisa, lámparas que emiten calor al pasar junto a la 
lava y el movimiento del sistema mecánico que los participantes sostenían para 
controlar el vuelo.   





Otras áreas en las que la Realidad Virtual se aplica con éxito son:  
 Visualización Científica. El uso de entornos inmersivos e interactivos 
facilita la comprensión de ideas complejas y de estructuras 
tridimensionales de datos. 
 Simulación de Pilotaje. Practicar y desarrollar nuevas habilidades 
evitando cualquier riesgo y minimizando costes, es la aportación 
principal de la Realidad Virtual aplicada al desarrollo de simuladores 
de vuelo y conducción de vehículos. 
 Aplicaciones militares y seguridad pública. Se ha demostrado la 
efectividad del uso de Realidad Virtual para el entrenamiento de 
soldados y miembros de los cuerpos de seguridad donde se emplea 
esta tecnología desde hace décadas. 
 Diseño, fabricación de productos y construcción de edificios. 
Representar los planos de un diseño de forma inmersiva e interactiva 
supone enormes beneficios como identificar errores o introducir 
mejoras. De este modo se mejora el resultado final al tiempo que se 
reducen costes y tiempos de desarrollo. Además, los dispositivos de 
Realidad Virtual permiten acelerar los procesos de diseño y 
prototipado virtual25 al hacer posible la interacción en tres 
dimensiones de un modo natural. 
 Arte. La Realidad Virtual supone un mundo de posibilidades para 
artistas que pueden dar rienda suelta a su imaginación combinando 
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 El prototipado virtual consiste en utilizar herramientas software para crear y validar 





La Figura 1.19 muestra algunos ejemplos de aplicaciones de Realidad 
Virtual: 
Figura 1.19: De izquierda a derecha. Sistema de entrenamiento de soldados de 
Decisions. Simulador de vuelo T
Simulación de entorno urbano en 
1.6.5. Análisis de Tendencias: Realidad Virtual ¿
Fracaso? 
Una vez definida la Realidad Virtual, el concepto del sistema ideal, los 
dispositivos, los sistemas y 
evolución y tendencias. 
nombrara por primera vez y sin embargo, la Realidad Virtual no está presente 
en nuestras vidas cotidianas. Se hace así inevitable plantear esta pregunta
clave: 
¿La Realidad Virtual es un éxito 
Nuestra respuesta es otra pregunta. 
Virtual fue un fracaso documentado.
pagar cifras multimillonarias por pequeñas empresas de Realidad Virtual
pocas personas dudan que 
Este fracaso de la Realidad Virtual en los años 90 aparece con frecuencia en 
la literatura (Sherman & Craig, 2003)
Virtual, se trata de un concepto fácil de entender que por sí mismo despierta 
grandes expectativas: 
Al comenzar a utilizar un sistema de Realidad Virtual, el usuario se 
siente inmerso en otro mundo donde puede vivir todo tipo de experiencias 
y en el que puede interactuar sin las 
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 Un ejemplo es la ya comentada adquisición de Oculus VR por parte de Facebook en 
2014 por 2.000 millones de dó
  
-38C Talon en Randolph Air Force Base (Texas).
CAVE. Sistema de proyección 3D interactivo de Ford
las aplicaciones, es el momento de analizar 
Han transcurrido ya casi tres décadas desde que 
o un fracaso? 
¿Cuándo? En los años 90 
 Sin embargo, en la actualidad se llegan a 
en el futuro la Realidad Virtual será un éxito
. En 1989 se populariza el término Realidad 
limitaciones del mundo real.
lares.  

















Este hecho da lugar a una creciente expectación que llega a su punto 
máximo en torno a 1993. 
limitaciones de la tecnología que junto con el elevado coste de los equipos
lugar a una etapa de desilusión y 
Realidad Virtual en los años 90
Figura 
La empresa W-Industries
Virtual durante esta década 
varios modelos de plataformas de Realidad Virtual para videojuegos. Un total de 
1400 plataformas fueron utilizadas por 40 millones de usuarios en todo el 
mundo. Sin embargo des
en el mercado de los videojuegos
algunas de estas plataformas.
Figura 1.21: Plataformas Virtuality de W
A pesar del revés sufrido en los años 90 la Realidad Virtual no desaparece y 
20 años después, continúa activa en i
        |                    |            |          








Entonces comienzan a ponerse de manifiesto las 
son la causa determinante del fracaso de la 
 (Figura 1.20).  
1.20: Evolución del interés en Realidad Virtual 
 fue uno de los máximos exponentes de la Realidad 
y experimentó plenamente esta tendencia.
apareció en 1997 como consecuencia de una recesión 
 (Craig et al., 2009). La Figura 
 
-Industries. De izquierda a derecha, modelos 
1000SD, 2000SU y 2000SD 

























aplicaciones. Este hecho se explica a través del enorme potencial que tiene la 
Realidad Virtual:   
Experimentar cualquier sensación, adquirir cualquier conocimiento, 
desarrollar cualquier habilidad y disfrutar sin límites de todo cuanto seamos 
capaces de imaginar. 
Continúan así los esfuerzos por mejorar la tecnología haciendo tender los 
sistemas de Realidad Virtual hacia el sistema ideal, hacia el sueño que Ivan 
Sutherland presentó en 1965 (Sutherland, 1965).  
Por ello se espera la aparición de un segundo pico en la evolución del interés 
por la Realidad Virtual (Figura 1.20). En la actualidad, hay indicios de que 
podríamos estar cerca de un punto de inflexión en el que cambie la tendencia: 
 Oculus Rift: El lanzamiento del primer kit de desarrollo del HMD 
Oculus Rift ha supuesto un gran éxito. Sus prestaciones y bajo coste 
han creado una abrumadora demanda. Se esperaban cientos de 
solicitudes de compra por parte de desarrolladores y finalmente se 
recibieron más de 75.000. 
 Transmisión de vídeo en tiempo real27. Recientemente se han 
desarrollado sistemas de transmisión inalámbrica de vídeo de alta 
definición con 1 ms de latencia. 
 Captura de movimiento efectiva y asequible28. Están apareciendo 
sistemas de captura de movimiento corporal de bajo coste que 
permitirán interactuar de un modo natural con áreas de tracking de 
hasta 5.000 m². 
Compra de Oculus VR. Facebook apuesta por el futuro de la Realidad 
Virtual comprando por 2000 millones de dólares la empresa Oculus VR. 
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 Sensics ha desarrollado un transmisor de video inalámbrico con una latencia de 1ms 
capaz de operar a una tasa de 60 imágenes por segundo con una resolución de 
1920x1080 píxeles y dos horas de autonomía. Su precio en abril de 2014 es 2.000$. 
   (http://sensics.com/additional-options-2/low-latency-hd1080-wireless-video). 
28
 PrioVR está desarrollando un sistema inalámbrico de captura de movimiento corporal 
basado en sensores inerciales que reducirá en más de 100 a 1 el coste respecto a otros 
sistemas similares. El precio final estimado es 399$ (http://www.priovr.com). 





Existen muchos más indicios como el creciente interés que despierta la 
Realidad Virtual en la red o los resultados de numerosas publicaciones 
científicas. Por ejemplo Stone (2009), Boger (2008) o Cummings, Bailenson & 
Fidler (2012). Sin embargo es necesario saber en qué punto del camino 
estamos y señalar que aún hay que seguir avanzando. Así evitaremos volver a 
cometer el error de subestimar la prodigiosa capacidad de nuestros sentidos y 
crear falsas expectativas sobre las experiencias virtuales que la tecnología 
actual puede ofrecer.  
La vista es el sentido que más información aporta. El único dispositivo capaz 
de alimentarlo sin imponer restricciones de movimiento es el HMD y como 
hemos visto anteriormente, sufre importantes carencias en cuanto a latencia, 
ergonomía, campo de visión y resolución.   
Como conclusión, la Realidad Virtual es una gran idea que lleva al menos 25 
años esperando una tecnología adecuada que permita proporcionar 
experiencias virtuales satisfactorias. Se está avanzando mucho y hay indicios de 
que el éxito definitivo de la Realidad Virtual podría estar muy próximo. En 
cualquier caso, la tecnología está muy lejos aún de alimentar nuestros sentidos 
plenamente. Por tanto, queda por recorrer un camino tan largo como 
apasionante. 
1.7. Evaluación de Experiencias Virtuales: 
Presencia 
Hablamos de un largo camino por recorrer en el que la tecnología irá 
mejorando y aumentando la calidad de las experiencias virtuales hasta 
aproximarse tanto como sea posible al sistema de Realidad Virtual ideal. Se 
hace imprescindible por tanto, utilizar algún mecanismo de evaluación que 
permita determinar si las innovaciones aplicadas suponen realmente una 
mejora. El concepto de presencia es la clave de esta evaluación. 
Anteriormente se introdujo el concepto de inmersión distinguiendo entre la 
inmersión física o sensorial y la inmersión mental. La inmersión mental también 





con el término Presencia
considerar como definición mayoritariamente aceptada
2003): 
La presencia es la sensación de estar ahí, en el entorno virtual.
Así, la presencia es el indicador de calidad de una experiencia virtual y por 
extensión, de un sistema de realidad virtual
avanzar en la dirección correcta al c
una gran cantidad de estudios 
planteamiento. 
Sin embargo determinar el nivel de presencia no es una tarea sencilla. 
trata de cuantificar una sensación. 
previa de cada individuo y es por tanto subjetiva: 
No existe una forma válida de medir el nivel de presencia
Lotto, Arnold & Sanchez
La Figura 1.22 ilustra est
una reconstrucción que hace nuestro cerebro de los estímulos sensoriales y de 
los recuerdos almacenados de experiencias previas. A 
de la realidad, se generan todo tipo de sensaciones, entre ellas







. Al aplicar el concepto a la Realidad Virtual se puede 
 (Sherman & Craig, 
. Este indicador es la clave
omparar distintas configuraciones. 
científicos en los que se aplica este mismo 
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partir de esta percepción 
, la presencia
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Con todo, la presencia, depende de los recuerdos de experiencias previas de 
cada individuo. Estos recuerdos suponen referencias que condicionarán las 
sensaciones haciéndolas subjetivas. Por ejemplo, la sensación de peligro que 
se experimenta al conducir un coche por primera vez, difiere sustancialmente de 
la que siente un conductor experimentado. A pesar de la subjetividad que 
implica el concepto de presencia y de no existir una forma válida de medirla, se 
utilizan varias técnicas para estimarla: 
Estimación mediante cuestionarios. El método mayoritariamente empleado 
es el uso de cuestionarios estándar (M. Slater, Usoh & Steed, 1994; Barfield & 
Hendrix, 1995; Witmer & Singer, 1998; Lessiter, Freeman, Keogh & Davidoff, 
2001) que se aplican tras la experiencia virtual.  
El uso de cuestionarios para estimar el nivel de presencia puede llevar a 
contradicciones29 y a resultados poco razonables. Algunos estudios comparan 
situaciones reales con sus equivalentes virtuales y encuentran que los 
cuestionarios reportan pequeñas diferencias en el nivel de presencia o incluso 
mayores niveles en la experiencia virtual (Villani, Repetto, Cipresso & Riva, 
2012; M. Usoh, Catena, Arman & Slater, 2000). Algunos autores llegan a 
desaconsejar el uso de cuestionarios como herramienta principal para estimar el 
nivel de presencia en estudios científicos (M. Slater, 2004). 
Estimación mediante comportamiento: Se basa en considerar que un 
usuario alcanza altos niveles de presencia en una experiencia virtual, cuando su 
comportamiento es equivalente al que tendría en una situación análoga de la 
vida real. Así, por ejemplo, cuando un usuario esquiva un objeto virtual se 
considera que el nivel de inmersión mental que experimenta es alto.  
Además de observar el comportamiento de los participantes, es posible 
emplear señales fisiológicas como la tasa cardiaca o el nivel de sudoración de la 
piel para evaluar la respuesta a los eventos que suceden durante la experiencia 
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 Se ha observado como en ocasiones, se dan contradicciones entre el nivel de 
presencia registrado en los cuestionarios y el comportamiento de los participantes. Por 
ejemplo, personas que reportan bajos niveles de presencia, intentan apoyarse sobre un 
objeto virtual al levantarse del suelo (Sherman & Craig, 2003). 




virtual. Este enfoque tiene el inconveniente de que condiciona el desarrollo de 
esta experiencia virtual, siendo necesario introducir elementos que provoquen 
una reacción detectable en los participantes. 
Estimación mediante rupturas en la presencia: Consiste en hacer que los 
usuarios, de forma repentina, tomen conciencia de que el entorno que están 
percibiendo, es virtual. El nivel de presencia se estima a partir de los instantes 
en los que los participantes indican que han experimentado estas rupturas (M. 
Slater & Steed, 2000).    
Por otra parte, se ha encontrado una relación directa entre señales 
fisiológicas como la tasa cardiaca y el nivel de sudoración de la piel, con estas 
rupturas en la presencia. Se consigue así un modo más objetivo de estimar el 
nivel de presencia en el que los participantes no tienen que informar al 
investigador sobre sucesos o sensaciones. 
Este método también tiene el inconveniente de condicionar el diseño de la 
experiencia virtual siendo necesario introducir elementos que provoquen estas 
rupturas en la presencia. 
A pesar de las dificultades para evaluar la presencia, se han realizado una 
gran cantidad de estudios en los que se determinan los factores que contribuyen 
a aumentarla. Cummings et al. (2012) recopilan los resultados de 86 
publicaciones y ofrecen una tabla con estos factores. 
Aunque la concepción mayoritariamente aceptada del término presencia es la 
sensación de estar ahí, existen otras formas de definirla y de estimarla (M. 
Slater et al., 2009). También existen cuestionarios para evaluar la calidad de 
experiencias virtuales sin estimar el nivel de presencia (Chertoff, Goldiez & 
LaViola Jr., 2010). 
Con todo, son muchos los factores que determinan la calidad de una 
experiencia virtual. Algunos de ellos, son subjetivos y evaluar estas experiencias 
es una tarea tremendamente compleja.  
En cualquier caso, la interacción es uno de los elementos clave que 
contribuye a mejorar sustancialmente la calidad de las experiencias virtuales.  






La interacción tiene lugar cuando una acción del usuario produce un cambio 
en el mundo virtual que finalmente percibe dicho usuario. De este modo, 
interacción implica realimentación: Usuario - acción - consecuencia - usuario. 
Esta realimentación da lugar al requisito de funcionamiento en tiempo real 
que plantea importantes retos tecnológicos y dificulta el desarrollo de sistemas 
de Realidad Virtual. 
El papel de la interacción es esencial y contribuye a que los usuarios se 
involucren en la experiencia virtual incrementando sustancialmente el nivel de 
presencia. Es un campo muy extenso que da lugar a multitud de líneas de 
investigación. En general es posible interactuar moviendo cualquier parte del 
cuerpo incluyendo los ojos. También a través de la voz e incluso con señales 
psicofisiológicas como las señales cerebrales. La tasa cardiaca o el nivel de 
sudoración de la piel también pueden considerarse en Realidad Virtual para 
conseguir una respuesta del sistema a reacciones involuntarias.  
Las técnicas de interacción pueden agruparse en cuatro categorías (Craig et 
al., 2009): 
Interacción Directa: Consiste en replicar durante la experiencia virtual, el 
modo en que se actúa en la realidad. Así, por ejemplo, para abrir una puerta 
virtual, se replica el movimiento real de manos y dedos en el mundo virtual. A 
continuación, se lleva la mano hacia la puerta, se coge y gira el pomo para 
después tirar de la puerta virtual y conseguir abrirla. 
Interacción Física: Tiene lugar cuando el usuario utiliza un dispositivo real, 
con el que está en contacto físico, para interactuar en el entorno virtual. El uso 
de un joystick o de un guante de Realidad Virtual son ejemplos que 
corresponden a esta categoría. 
Interacción Virtual: Cuando se interactúa en un entorno 3D a través de un 
dispositivo que es parte del propio entorno 3D, se considera que la interacción 
es virtual. Así, una mano virtual accionando una palanca durante la experiencia, 
es un ejemplo de esta categoría. 




Interacción a través de Agente: Ocurre cuando el usuario comunica las 
acciones que desea realizar a un agente virtual. Un taxista virtual al que se le 
dice el lugar al que se quiere ir, es un ejemplo de este tipo de interacción. 
Una vez clasificadas las distintas formas de interacción, es posible establecer 
los tipos de tareas que se realizan con más frecuencia durante el transcurso de 
experiencias virtuales: Selección, manipulación y navegación. 
1.8.1. Selección 
El paso previo a la manipulación de un objeto virtual, es su selección. Se 
define como la designación de uno o más objetos para uso futuro. Existen 
multitud de técnicas que permiten realizar esta selección (Fuchs et al., 2011):  
Las técnicas más naturales y efectivas son los métodos de interacción 
manual directa, que imitan las acciones realizadas en el mundo real. Un 
ejemplo es, la técnica de la mano virtual. Ésta permite seleccionar y mover 
objetos (manipulación). Consiste en replicar los movimientos del usuario 
estableciendo una correspondencia lineal entre las posiciones de la mano real y 
la virtual. 
Los métodos de interacción directa tienen el inconveniente de restringir la 
interacción al entorno próximo al usuario que éste puede alcanzar. Para aliviar 
esta limitación, se desarrolla la técnica Go-Go que hace un mapeo lineal de las 
posiciones de la mano real y la virtual, en el entorno más próximo al usuario y a 
partir de una distancia determinada, el mapeo deja de ser lineal para aumentar 
el alcance de la mano virtual.  
También con el propósito de aumentar el alcance durante la selección 
haciendo uso de las posibilidades que ofrece la Realidad Virtual, se crea la 
técnica de intersección mediante rayo (ray casting). Permite al usuario 
seleccionar objetos orientando un rayo virtual en la dirección del objeto 
deseado. Se trata de una técnica natural que permite seleccionar objetos a 
cualquier distancia con menos esfuerzo. Tiene el inconveniente de que puede 
resultar difícil seleccionar objetos lejanos.  





Para resolver este problema se desarrolla una variante denominada técnica 
de la linterna (flashlight) en la que se sustituye el rayo por un cono cuyo 
vértice se sitúa en la mano del usuario. Aunque esta solución puede dar lugar a 
ambigüedades en la selección cuando varios objetos quedan dentro del cono. 
Para evitar este problema se desarrolla una nueva variante, la técnica de la 
abertura (aperture) en la que el ángulo del haz cónico puede ajustarse a 
voluntad durante la selección. 
Otro planteamiento propuesto para seleccionar objetos es la técnica de 
imágenes planas en la que el usuario señala sobre la proyección 2D del 
entorno virtual el objeto deseado.  
Tras seleccionar un objeto virtual comienza el proceso de manipulación. 
1.8.2. Manipulación  
La manipulación consiste en cambiar las propiedades de los objetos virtuales. 
Las propiedades más utilizadas son la posición y la orientación pero también 
pueden emplearse el tamaño, la transparencia, el color, etc. 
En el mundo real tenemos la capacidad de realizar acciones de manipulación 
complejas como coger objetos, girarlos o incluso mantenerlos en equilibrio. 
Todo ello sin que suponga una elevada carga mental. Estos procesos complejos 
están integrados en el cerebro y en ellos intervienen varios sentidos; 
fundamentalmente, la vista, el oído y el sentido háptico. En experiencias 
virtuales estos procesos se ven afectados por limitaciones de los dispositivos. 
Por ejemplo, al estimular el sentido háptico o capturar con precisión los 
movimientos del usuario. Las técnicas de manipulación tendrán que adaptarse a 
estas limitaciones. 
Todas las técnicas de selección presentadas anteriormente se emplean 
también para la manipulación a través del cambio de posición de los objetos 
virtuales. Para ello es necesario hacer uso de algún mecanismo adicional que 
indique cuándo comienza y acaba la selección como por ejemplo detectar 
cuándo se cierra y abre la mano o cuándo se pulsa y suelta un botón. 




Un problema relacionado con la manipulación que afecta a la técnica ray 
casting y a todas sus variantes, es el hecho de que la distancia del objeto 
manipulado al usuario permanece fija. Para resolver este problema se han 
utilizado dispositivos adicionales que permiten acercar o alejar el objeto 
seleccionado como controles remotos o ratones. 
El cambio de orientación de los objetos virtuales es otro modo de 
manipulación que se emplea habitualmente. Esta operación también está sujeta 
a limitaciones en cuanto a la capacidad de los dispositivos (grados de libertad) y 
a limitaciones físicas de la mano. Para evitar tener que iterar en el proceso 
seleccionar-girar-deseleccionar tras alcanzar el límite máximo de giro, se ha 
probado con éxito la aplicación de rotaciones 3D no isomórficas. Se trata de 
un mapeo no lineal entre los giros en el mundo virtual y real (Fuchs et al., 2011). 
De este modo, es posible, por ejemplo, girar 360º un objeto virtual aplicando un 
giro de 180º de la mano. 
Cada técnica tiene su ámbito de aplicación en el que resulta más adecuada. 
Por ello, en ocasiones, se permite que los usuarios cambien el método de 
selección y manipulación durante la experiencia virtual. Al llevar un paso más 
allá este planteamiento, surgen nuevas técnicas que son el resultado de 
fusionar métodos previos. Un ejemplo es la técnica HOMER (manipulación de 
objetos centrados en la mano mediante la extensión de la técnica raycasting) 
que utiliza raycasting para seleccionar. Tras la selección, la mano virtual se 
proyecta sobre el objeto señalado y a partir de entonces es posible manipular el 
objeto mediante la técnica de la mano virtual. A los desplazamientos en 
profundidad se les aplica un coeficiente que posibilita la colocación el objeto en 
cualquier punto entre el usuario y la posición original del objeto. La técnica 
HOMER permite seleccionar fácilmente los objetos y manipularlos con 6 grados 
de libertad. Los objetos se pueden desplazar en un amplio margen del espacio 
aunque alejarlos continúa siendo un problema que puede requerir varios ciclos: 
Selección-manipulación-deselección. 
El carácter versátil de la Realidad Virtual da lugar a infinidad de formas de 
interactuar. Las técnicas anteriores de selección y manipulación son solo 





algunos ejemplos pero pueden existir muchos más. Cada técnica tiene ventajas 
e inconvenientes, y dependiendo de las condiciones de uso, cada una tendrá su 
ámbito de aplicación en el que resulte más adecuada.  
En cualquier caso, la selección y manipulación de objetos en entornos 
virtuales continúa siendo un campo de investigación activo en el que queda 
mucho por hacer. 
1.8.3. Navegación   
La navegación resulta esencial para obtener el máximo partido de los 
entornos virtuales y es uno de los aspectos en los que más se ha profundizado 
durante el transcurso de esta tesis doctoral. Puede definirse como el proceso 
controlado por el usuario a través del cual cambia la posición relativa entre el 
entorno virtual y el punto de vista que se asocia a dicho usuario. 
También en la navegación se pone de manifiesto la enorme versatilidad de 
los sistemas de Realidad Virtual. Este hecho da lugar a multitud de técnicas 
diferentes. Algunas de ellas se presentarán brevemente a continuación 
siguiendo la clasificación (Figura 1.23) de Fuchs et al. (2011) según la cual, las 
técnicas de navegación se agrupan en un primer nivel, por el tipo de control: 





















Figura 1.23: Clasificación de paradigmas de navegación (Fuchs et al., 2011) 
1.8.3.1. Navegación por Control Continuo 
Empleando las técnicas englobadas en esta categoría, el usuario posee en 
todo momento la capacidad de regular el movimiento relativo del punto de vista 
en el entorno virtual. 
En función del elemento móvil pueden distinguirse a su vez tres 
subcategorías: Movimientos del usuario en el entorno virtual, movimientos 
del entorno virtual respecto al usuario y manipulación del punto de vista. 
1.8.3.1.1. Movimientos del usuario en el entorno virtual 
Bajo esta categoría se engloban la mayor parte de las técnicas. También 
incluye los métodos más naturales que reproducen la forma de navegar en el 
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Simulación de la marcha, simulación de control de vehículos, control 
instrumentado y control gestual. Las dos primeras replican paradigmas reales 
de interacción. De este modo, los usuarios pueden actuar exactamente igual 
que en el mundo real sin necesidad de conocimientos previos sobre el 
funcionamiento de la interfaz del sistema. 
La simulación de la marcha engloba a todas las técnicas que utilizan el 
movimiento real de las piernas del usuario para mover el punto de vista en el 
entorno virtual. Entre las técnicas más empleadas destacan:  
 La navegación natural (real walking) es una técnica que permite 
andar al usuario físicamente para desplazarse por el entorno virtual. 
Su principal inconveniente es la necesidad de un espacio despejado 
para que el usuario pueda andar sin riesgo de colisión. Sin embargo 
tiene importantes ventajas: Maximiza el nivel de presencia (M. Usoh 
et al., 1999), permite que el sentido propioceptivo genere las mismas 
sensaciones que en el mundo real y puede emplease sin ningún tipo 
de entrenamiento o fase de aprendizaje. La navegación natural es 
una de las líneas fundamentales de esta tesis doctoral y se tratará en 
detalle más adelante. 
 Andar en el sitio (walking in place, WIP) es el nombre de una 
técnica que consiste en mover las piernas de modo similar a cuando 
se anda pero sin avanzar. La velocidad del desplazamiento en el 
mundo virtual se determina registrando la cadencia de los 
movimientos. Implementar esta técnica resulta sencillo pero tiene el 
inconveniente de no estimular adecuadamente el sistema 
propioceptivo. 
 Las plataformas de locomoción (treadmill) pretenden solucionar los 
problemas de las dos técnicas anteriores. Habitualmente, son sistemas 
mecánicos que manipulan el suelo que pisa el usuario para que éste 
pueda andar sin llegar a desplazarse. Tienen el inconveniente de no 
pasar desapercibidas al generar sensaciones de inercia o 




propioceptivas indeseadas que degradan la calidad de la experiencia 
virtual. 
 La Ciberesfera (CyberSphere) lleva un paso más allá el concepto de 
plataforma de locomoción. Se trata de una esfera que envuelve al 
usuario y le permite andar. Sobre la superficie de esta esfera se 
proyectan imágenes desde el exterior que envuelven por completo al 
usuario. Comparten los inconvenientes de las plataformas de 
locomoción pero a pesar de ello, hay sistemas comerciales similares 
disponibles en la actualidad30 (Medina, Fruland & Weghorst, 2008). 
La simulación de control de vehículos emula los puestos de conducción  a 
través de una interfaz que puede ser real o virtual con el objetivo de pilotar el 
vehículo cuyo movimiento se simula. Ejemplos de este paradigma son los 
simuladores de vuelo, de conducción de coches, etc.  
Se agrupan bajo la categoría de control instrumentado las técnicas de 
navegación que hacen uso de algún dispositivo físico que el usuario manipula 
para navegar en el entorno virtual. La simulación de control de vehículos 
coincide con esta condición cuando los interfaces empleados son reales. 
El control gestual comprende todas las técnicas que se basan en el 
movimiento de alguna parte del cuerpo para navegar en el entorno virtual. Por 
ejemplo es posible indicar con una mano la dirección de avance. También se 
pueden utilizar las dos manos para controlar la velocidad aunque estas 
soluciones limitan la manipulación. Una alternativa para evitar este problema es 
determinar la dirección de avance a partir de la orientación de la cabeza. Otra 
solución que libera el uso de las manos para manipular y de la cabeza para 




                                                     
 
30
 Virtusphere es un sistema comercial que permite al usuario andar físicamente para 
desplazarse por entornos virtuales (http://www.virtusphere.com). 





1.8.3.1.2. Movimientos del entorno virtual respecto al usuario  
Los paradigmas pertenecientes a esta categoría se caracterizan porque el 
usuario permanece en una posición fija y es el mundo virtual el que se mueve a 
su alrededor. Existen diversas formas de implementar este planteamiento.  
La técnica coger el aire (grab the air) consiste en seleccionar un punto del 
entorno virtual que actuará como pivote y se vinculará a los movimientos de la 
mano para realizar traslaciones y rotaciones. Es compatible con otras técnicas 
de selección y manipulación como ray casting o Go-Go.   
Una variante de este método es la técnica de manipulación de objetos 
fijos. Consiste en elegir un objeto del mundo virtual al que se le aplican las 
transformaciones de rotación y traslación. El objeto y el resto del mundo virtual 
permanecen vinculados en todo momento de modo que ambos se mueven de 
forma solidaria. Tiene la ventaja de que resulta más intuitivo manipular un objeto 
que todo el entorno a través de un pivote. 
1.8.3.1.3. Manipulación del punto de vista  
En ocasiones puede resultar útil modificar la posición del punto de vista, o de 
modo equivalente, del usuario, sobre un plano o mapa del entorno virtual. Este 
plano puede aparecer como una segunda vista o integrado en el entorno, por 
ejemplo como un mapa virtual que sujeta el usuario con sus manos. 
Otra opción es utilizar una representación en miniatura del entorno virtual 
sobre la que el usuario puede ubicar el punto de vista en cualquier posición del 
espacio haciendo pleno uso de sus tres coordenadas. 
1.8.3.2. Navegación por Control Discreto 
Esta categoría engloba técnicas de navegación en las que se especifica el 
destino en lugar de la ruta a seguir para alcanzarlo. Es recomendable que el 
sistema calcule un camino hacia el punto objetivo y anime el movimiento del 
punto de vista hasta alcanzarlo. De este modo, se evita la desorientación que 
podría sufrir el usuario si éste apareciese súbitamente en el lugar seleccionado. 
 
 




1.8.3.3. Navegación por Control Programado   
Las técnicas pertenecientes a esta categoría, se emplean con menos 
frecuencia que las anteriores. Se caracterizan por prediseñar la ruta a seguir 
para que el sistema la aplique cuando el usuario se lo indique. Para especificar 
esta ruta se suele utilizar como soporte, un mapa del entorno virtual o una 
representación en miniatura del mismo. La ruta a seguir se puede trazar 
indicando la dirección sobre dicho soporte. Para ello se puede hacer uso de 
alguno de los métodos descritos de selección de objetos virtuales.  
Es necesario señalar que las técnicas y paradigmas de navegación 
presentados son solo una muestra de posibles métodos para navegar en 
entornos virtuales y al igual que ocurre con la selección y navegación, pueden 
existir muchas más soluciones. 
Al poner en práctica cualquier técnica de interacción es necesario elegir el 
tipo de representación del punto de vista. Un enfoque egocéntrico hará 
coincidir la posición de la cabeza virtual con el punto de vista. De este modo, el 
usuario podrá observar todo su cuerpo a excepción de su cabeza virtual. Por el 
contrario, en un enfoque exocéntrico, no coincidirán las posiciones del punto de 
vista y de la cabeza virtual dando lugar habitualmente, a una vista en tercera 
persona del avatar del usuario. 
La Realidad Virtual es un área multidisciplinar que resulta extensa y 
compleja. Una vez que se han tratado sus conceptos fundamentales es posible 










2. Estado de la Técnica 
 
 
La navegación es uno de los mecanismos de interacción esenciales que 
debe proporcionar un sistema de Realidad Virtual. En el caso del prototipo  ideal 
presentado anteriormente, el usuario podría andar físicamente para desplazarse 
por el entorno virtual de manera equivalente a como sucede en la realidad. Sin 
embargo, simular las condiciones y el modo en que se produce la marcha 
humana es uno de los mayores retos a los que se enfrenta la disciplina HCI 
(Steed & Bowman, 2013). 
Esta dificultad es una de las causas que justifican la existencia de una gran 
cantidad de estudios, técnicas de navegación y sistemas de locomoción para 
Realidad Virtual. 
Las técnicas de navegación pueden clasificarse atendiendo al grado de 
similitud con el que el sistema propioceptivo es estimulado con respecto a la 
marcha humana en condiciones normales. De este modo se obtiene una amplia 
gama de técnicas que abarca desde el uso del teclado o joysticks hasta la 
navegación natural pasando por WIP.  
En este capítulo, se tratarán únicamente las técnicas y sistemas relacionados 
con la navegación natural por tratarse del método empleado en la tesis doctoral. 
Durante el transcurso de la misma, se utilizan sensores inerciales colocados 
sobre los pies para implementar la citada técnica de navegación natural. Por 




ello, se abordará también con detalle el tracking inercial pedestre como parte del 
presente capítulo.  
Para finalizar se citarán brevemente algunos estudios relacionados con el 
tracking inercial para manos que corresponde a otra de las líneas de trabajo 
desarrolladas durante el proyecto de investigación.  
2.1. Ventajas de la Navegación Natural  
 Se han realizado multitud de estudios comparativos en los que se 
determinan qué técnicas dan lugar a mejores prestaciones cuando se 
consideran aspectos como: El nivel de presencia, la eficiencia en la navegación 
y en la búsqueda de objetos, el número de colisiones con el entorno virtual, la 
estimación de distancias recorridas, la generación de mapas mentales, etc.  
A continuación se presentan algunos estudios que dan idea de la importancia 
de la navegación natural respecto a las demás técnicas de navegación. 
De acuerdo a M. Usoh et al. (1999), se obtienen mayores niveles de 
presencia al utilizar navegación natural que al emplear otra técnica que permite 
volar en la dirección de la cabeza pulsando un botón. También se obtienen 
mayores niveles de presencia al emplear WIP con respecto a la técnica de 
vuelo. De las tres técnicas, la navegación natural es la que alcanza mayores 
niveles de presencia, aunque las diferencias con respecto a WIP no son 
significativas en todos los casos. 
Se establece así, la hipótesis de que al combinar los estímulos sensoriales 
que produce el sistema de Realidad Virtual con las sensaciones que genera el 
sistema propioceptivo al realizar movimientos de locomoción, aumenta la 
sensación de presencia. 
Esta hipótesis ya se aplica en un estudio previo de M. Slater, Usoh & Steed 
(1995) que contribuye a apoyar los resultados anteriores al encontrar que WIP 
da lugar a niveles de presencia mayores que otra técnica que no estimula el 
sistema propioceptivo. 





Grant & Magee (1998) también reportan beneficios de la estimulación del 
sistema propioceptivo al aumentar la eficiencia de la búsqueda de objetos en el 
entorno virtual con respecto al uso de un joystick. 
En la misma línea, Ruddle & Lessels (2009) encuentran una superioridad 
clara de la navegación natural al registrar mayor eficacia en las búsquedas y un 
menor número de colisiones con los objetos del entorno virtual. En esta ocasión 
se comparan tres configuraciones: navegación natural, navegación dirigida con 
el cuerpo al pulsar un botón y usar el teclado junto con el ratón. 
En un experimento posterior, Ruddle, Volkova & Bülthoff (2013) estudian 
cómo los participantes se adaptan a tres técnicas de navegación diferentes para 
completar un recorrido en un entorno virtual. Estas técnicas son: Navegación 
natural, navegación dirigida con la mirada al pulsar un botón y utilizar un 
joystick. De acuerdo a los resultados, la navegación natural es la técnica que 
permite completar el recorrido en menos tiempo dando lugar además a un 
menor número de colisiones. 
El estudio realizado por E. A. Suma, Babu & Hodges (2007) también sugieren 
que la navegación natural es la técnica más eficiente dando lugar a menos 
colisiones,  tiempos menores al completar las tareas y permite ubicar 
correctamente más objetos en un mapa. 
Una correcta estimación de la distancia recorrida en experiencias virtuales, 
facilita la elaboración de mapas del entorno 3D. Sin embargo, esta distancia es 
habitualmente subestimada frente a la distancia real recorrida (Interrante, 
Anderson & Ries, 2006; Thompson et al., 2004). Campos, Byrne & Sun (2010) 
destacan la importancia del sentido propioceptivo frente a la vista en relación a 
la estimación de la distancia recorrida que por otra parte, es un tema que ha 
suscitado numerosos estudios en Realidad Virtual. 
Dada la importancia de la navegación natural, Ruddle, Volkova & BüLthoff, 
(2011) descomponen la marcha en una componente de movimiento lineal que 
permite avanzar y en otra que hace posible girar para cambiar de dirección. 
Estudian así 4 modos diferentes de navegar: Andar sin restricciones con/sin 
plataforma de locomoción; andar en línea recta sobre dicha plataforma y girar 




con un joystick; girar el cuerpo físicamente y avanzar usando un botón; utilizar 
un joystick para avanzar y girar.  
Tras la experiencia virtual, se elaboran para cada técnica mapas cognitivos 
que expresan direcciones y distancias estimadas entre elementos del entorno 
virtual. El mejor resultado se obtiene para la navegación natural seguido de 
cerca por la condición en la que se anda en línea recta sobre la plataforma. Las 
otras dos técnicas dan lugar a resultados sustancialmente peores. En 
consecuencia el estudio de Ruddle et al. (2011), sugieren que se pueden 
obtener parte de los beneficios de la navegación natural andando sobre 
plataformas de locomoción lineales y utilizando un dispositivo adicional para 
girar. 
De modo similar, Riecke et al. (2010) también estudian una configuración que 
se aproxima a las prestaciones de la navegación natural en cuanto a la 
eficiencia de la búsqueda y al tiempo de finalización. En este estudio, se indica 
la dirección con el cuerpo y se avanza pulsando un botón. 
Algunos estudios reportan un incremento del cibermareo asociado al uso de 
la técnica de navegación natural. E. A. Suma, Finkelstein, Reid, Ulinski & 
Hodges (2009) comparan andar en la realidad, con navegación natural y con 
avanzar en la dirección de la cabeza y avanzar usando un joystick (gaze 
directed). De acuerdo al estudio, el nivel de cibermareo aumentaba en los 
participantes tras utilizar navegación natural mientras que permanecía 
aproximadamente constante en las otras dos condiciones experimentales. Sin 
embargo, esta limitación parece estar más relacionada con la tecnología que 
con la propia técnica de navegación natural. Con anterioridad se mencionaron 
las carencias de los dispositivos HMD en términos de latencia, campo de visión, 
resolución etc. 
E. Suma et al. (2010) comparan navegación natural en un entorno virtual y en 
otro real, con técnicas de navegación que no estimulan el sistema propioceptivo: 
Avanzar en la dirección de la cabeza al pulsar un botón y desplazarse hacia el 
lugar apuntado. De nuevo aparece una superioridad clara de la navegación 
natural en cuanto a la eficiencia de los participantes al recorrer el entorno virtual.  





Esta diferencia se reduce al adquirir conocimiento del medio a través de la 
experiencia virtual. Por ello y dados los inconvenientes en cuanto a recursos 
que supone el emplear navegación natural, los autores cuestionan su uso 
cuando el objetivo de la experiencia virtual es aprender o razonar sobre la 
información presente en el entorno. 
Aún cuando las diferencias entre la navegación natural y otras técnicas 
puedan ser reducidas en condiciones concretas, en todos los estudios 
anteriores se obtienen las máximas puntuaciones de los parámetros 
considerados para la navegación natural.  
Debido a la práctica de la experiencia cotidiana, los procesos mentales que 
tienen lugar durante la navegación natural están integrados en la actividad 
cerebral habitual y pueden desempeñarse con una carga mental mucho menor 
que la que suponen el uso de interfaces menos naturales que el usuario tiene 
que aprender a utilizar (Marsh, Putnam, Kelly, Dark & Oliver, 2012). Este hecho 
explica buena parte de los resultados anteriores ya que al emplear navegación 
natural quedan más recursos mentales disponibles para, por ejemplo, decidir la 
trayectoria a seguir, buscar objetos u orientarse en el entorno virtual. 
Con todo y a la vista de los resultados anteriores, no cabe duda de que la 
navegación natural es la técnica más adecuada para desplazarse en entornos 
virtuales. Sin embargo tiene dos desventajas muy importantes. La primera es la 
necesidad de registrar los movimientos del usuario en un área relativamente 
extensa. Esto supone un desafío para la mayor parte de los sistemas de 
tracking.  
El segundo y principal inconveniente, es la necesidad de un área despejada 
donde el usuario pueda desplazarse sin riesgo de colisión. Esto limita 
sustancialmente las posibilidades de explotación de los sistemas de Realidad 
Virtual que utilizan navegación natural. 
Para abordar esta segunda limitación, se desarrollan técnicas de navegación, 
que sin llegar a ser completamente naturales, incorporan parte de los 
movimientos realizados durante la marcha. Este planteamiento se aplica con el 
fin de generar sensaciones a través del sistema propioceptivo obteniendo así 




parte de los beneficios de la navegación natural tal y como demuestran los 
estudios presentados. La técnica WIP (Templeman, Denbrook & Sibert, 1999), 
entre otras ya mencionadas, constituyen ejemplos en los que se ponen en 
práctica esta idea. Dichas técnicas no se abordarán en el presente apartado al 
no tratarse en rigor de navegación natural, en la que se centra la tesis doctoral. 
2.2. Navegación Natural: Estrategias para Afrontar 
la Necesidad de un Espacio Amplio y 
Despejado 
Con todo, buena parte de los esfuerzos en investigación de técnicas de 
navegación natural, se centra en resolver o aliviar el problema de la necesidad 
de un espacio amplio y despejado. Para ello se crean multitud de plataformas de 
locomoción y soluciones similares, se aplican técnicas de redirección y de 
reorientación del punto de vista. También se llega a manipular el espacio virtual 
sin que el usuario lo perciba para obtener el máximo partido del área física 
disponible. 
2.2.1. Plataformas de Locomoción (Treadmill) y 
Soluciones Equivalentes  
El concepto de plataforma de locomoción ya se introdujo en el capítulo de 
fundamentos. Aquí se presentan algunas implementaciones de dicho concepto y 
varios planteamientos alternativos que se emplean en investigación. La mayor 
parte de estos dispositivos son aptos para utilizarse tanto con sistemas CAVE 
como con HMD. 
Darken, Cockayne & Carmein (1997); De Luca, Mattone, Giordano & Bulthoff 
(2009); Souman et al. (2011) proponen plataformas de locomoción 
omnidireccionales que permiten a los usuarios andar en cualquier dirección. De 
Luca et al. (2013) proponen una solución más simple basada en rodamientos 
aunque por el momento, el prototipo no tiene carácter omnidireccional. 





Con el mismo propósito se  diseñan sistemas que permiten a los usuarios 
caminar dentro de una esfera en cualquier dirección31 (Medina et al., 2008).   
Otro tipo de solución propuesta consiste en colocar cada pie sobre un 
sistema robótico capaz de realimentar fuerza y simular distintos tipos de terreno 
(H. Iwata, Yano & Nakaizumi, 2001; Yoon & Ryu, 2006). 
También se han empleado baldosas robóticas móviles sobre las que el 
usuario puede caminar sin desplazarse (H. Iwata, Yano, Fukushima & Noma, 
2005). 
Otros prototipos se centran en los zapatos de modo activo o pasivo. Un 
ejemplo de sistema activo es el propuesto por H. Iwata, Yano & Tomiyoshi 
(2007). El prototipo actúa directamente sobre los zapatos a través de hilos para 
confinar al usuario en una región reducida del espacio en torno a la posición 
inicial.  
Otro ejemplo del caso activo lo constituye el prototipo desarrollado por H. 
Iwata, Yano & Tomioka (2006). Se trata de un sistema de patines motorizados 
que desplazan al usuario en una dirección siendo necesario que este ande en la 
dirección opuesta para anular el desplazamiento. 
Del lado de los prototipos pasivos, Jiung-yao et al. (2000); Suryajaya, 
Lambert & Fowler (2009); Swapp, Williams & Steed (2010) utilizan superficies 
cóncavas con forma de disco sobre las que se deslizan los zapatos con 
facilidad. La pendiente de las mismas, junto con la fuerza de la gravedad, hace 
que los pies tiendan al centro de la plataforma tras cada paso32.  
Walther-Franks, Wenig, Smeddinck & Malaka (2013) proponen suspender 
parcialmente al usuario del techo para reducir la fuerza de fricción con el suelo 
de modo que los pies puedan deslizarse al caminar. El movimiento se registra 
mediante acelerómetros colocados en las piernas. 
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 Este planteamiento ha dado lugar a un sistema que se encuentra disponible 
comercialmente en la actualidad (http://www.virtusphere.com). 
32
 Virtuix Omni es un sistema comercial basado en el mismo principio de funcionamiento 
(http://www.virtuix.com). 




H. Iwata (2013) ofrece una revisión detallada de plataformas de locomoción. 
2.2.2. Técnicas de Redirección (Redirect Walking)  
Las técnicas de redirección permiten aliviar las restricciones en relación a la 
extensión del espacio real que sufren los sistemas de navegación natural. Su 
planteamiento consiste en girar el entorno virtual completo en torno al usuario 
sin que éste lo perciba. El giro se hará de modo que el usuario, al avanzar, se 
aproxime al centro del área física utilizada. De esta manera se reduce el riesgo 
de colisión y se mantiene el confinamiento dentro del área útil (Razzaque, Kohn 
& Whitton, 2001; Razzaque, 2005).  
Aplicando esta idea, es posible por ejemplo, caminar  en línea recta dentro 
del entorno recorriendo tanta distancia como se desee. Lo que ocurriría en esta 
situación, es que el usuario se desplazaría en el mundo real describiendo 
círculos sin percatarse de ello. 
F. Steinicke, Bruder, Jerald, Frenz & Lappe (2008); F. Steinicke, Bruder, 
Jerald, Frenz & Lappe (2010) realizan experimentos para determinar los límites 
de la percepción humana en relación a la cantidad de giro que pueden introducir 
las técnicas de redirección sin que el usuario lo perciba. De acuerdo a los 
resultados obtenidos, los usuarios pueden caminar describiendo círculos de al 
menos 23m de radio mientras perciben que caminan en línea recta en el mundo 
virtual. 
En este estudio también se determina cuánto puede manipularse la distancia 
virtual recorrida en línea recta. Ésta, puede aumentarse hasta un 26% y 
reducirse hasta el 14%. 
En la misma línea, Neth et al. (2011) estudian los límites de tolerancia en la 
percepción al manipular los giros de la trayectoria en función de la velocidad de 
la marcha. Determinan que para velocidades bajas es posible aplicar 
correcciones más intensas. Por ejemplo, para percibir un avance en línea recta 
en el entorno virtual a baja velocidad (0.75 m/s) el radio mínimo para el que no 
se percibe la redirección es 10m aproximadamente. Este valor se incrementa 
hasta 27m cuando aumenta la velocidad de la marcha por encima de 1m/s.  





A la luz de estos resultados, realizan un experimento en el que los usuarios 
caminan libremente por las calles de una ciudad y demuestran que aplicar un 
umbral de giro adaptativo dependiente de la velocidad, contribuye a reducir la 
extensión del área de tracking necesaria. 
Bruder, Steinicke & Wieland (2011) proponen un modo alternativo de 
controlar la percepción de movimiento manipulando el flujo óptico de imágenes 
que recibe el usuario durante la marcha. Para ello, utilizan cuatro técnicas que 
inducen sensación de movimiento y consiguen mejorar la estimación de la 
distancia recorrida durante la experiencia virtual. De este modo, se alivia la 
necesidad de aplicar una escala a los movimientos del entorno virtual respecto a 
los realizados en el entorno físico para que la estimación de la distancia sea 
correcta. 
Por definición, las técnicas de redirección alteran la correspondencia entre el 
mundo real y virtual. Por otra parte, la realimentación háptica pasiva consiste 
en colocar un objeto en el mundo real que se asocia a un objeto semejante en el 
mundo virtual en cuanto al tamaño y propiedades hápticas. De este modo el 
usuario puede tocar el objeto real durante la experiencia virtual percibiendo así 
sensaciones hápticas durante la misma. Este planteamiento requiere que se 
establezca una correspondencia precisa entre el espacio real y virtual. Esta 
condición es a priori incompatible con las técnicas de redirección que alteran 
esta correspondencia.  
Sin embargo, F. Steinicke et al. (2009) consiguen combinar realimentación 
háptica pasiva y técnicas de redirección. La clave está en que la 
correspondencia entre el mundo real y virtual solo debe darse cuando el usuario 
esté cerca del objeto virtual que podría tocar. De este modo cuando el usuario 
se acerca a un objeto virtual, se le guía hacia el objeto físico correspondiente sin 
que éste lo perciba. De modo análogo, cuando el usuario se esté aproximando a 
un objeto real que no tenga un elemento virtual asociado en las proximidades 
del punto de vista, se aplicará redirección para evitar que se produzcan 
colisiones. 




Hodgson, Bachmann & Waller (2011) implementan las técnicas de 
redirección en un sistema de propósito general que no impone ninguna 
restricción a la navegación. Dicho sistema funciona con independencia de las 
tareas a realizar y de la distribución espacial del entorno virtual. Las pruebas 
tienen lugar en una pista deportiva con un área de 25x44m.  
Empleando el sistema, demuestran que las técnicas de redirección no 
afectan negativamente a la memoria espacial al recordar la ubicación de puntos 
clave del entorno virtual. 
Hodgson & Bachmann (2013) comparan 4 algoritmos de redirección que 
fueron propuestos por Razzaque (2005) en este trabajo que estableció las 
bases de las técnicas de redirección. Hodgson & Bachmann (2013) consideran 
parámetros como: Distancia máxima y media al centro del área de tracking, 
número de contactos con las paredes y la tasa promedio de redirecciones. El 
algoritmo Steer-to-Center en el que se guía al usuario hacia el centro del área 
de tracking, supera a todos los demás en relación a los parámetros anteriores. 
También se desarrollan algoritmos adaptativos. Nescher, Huang & Kunz, 
(2014) consideran distintas estrategias para aplicar las técnicas de redirección y 
desarrollan un algoritmo de planificación probabilística que se adapta 
dinámicamente para maximizar el área efectiva de tracking. 
Bruder et al. (2013) publican una revisión de las técnicas de redirección. 
Además describen las limitaciones de la percepción humana que se emplean 
para manipular la velocidad y dirección del movimiento percibidas por el usuario. 
2.2.3. Técnicas de Reorientación  
Cuando a pesar de los esfuerzos por mantener al usuario alejado de los 
límites del espacio físico utilizable, éste se acerca a los mismos es necesario 
aplicar técnicas de reorientación para evitar la colisión o la pérdida del 
seguimiento del sistema de tracking. 
Nitzsche, Hanebeck & Schmidt (2003) cambian la orientación del entorno 
virtual cuando el usuario se acerca a los límites e intenta avanzar. De este modo 





se induce al usuario a cambiar su dirección física para avanzar en la dirección 
deseada en el entorno virtual. 
Williams et al. (2007) comparan tres métodos de reorientación que 
comienzan a aplicarse cuando el usuario se aproxima a los límites del espacio 
físico disponible. En el primer y segundo método se “congela” la imagen en el 
dispositivo HMD y entonces el usuario debe caminar hacia atrás (método 1) o 
girar 180º (método 2). Tras desbloquear la imagen, el sistema de tracking 
comienza a funcionar de nuevo y continúa la experiencia. 
El método 3 es similar al 2 pero cuando el usuario gira 180º no se detiene la 
imagen y se aplica una ganancia doble al giro. De este modo, se percibe un giro 
de 360º en el mundo virtual mientras que en el mundo real el giro es de tan solo 
180º. En los tres casos, el usuario recibe instrucciones auditivas durante el 
proceso de reorientación.  
Para minimizar el impacto en la experiencia que supone informar al usuario y 
obligarle a corregir su orientación, Peck, Fuchs & Whitton (2009) proponen el 
uso de distractores. Éstos, son elementos que aparecen cuando el usuario está 
cerca de los límites del espacio útil o del área de tracking y le inducen a girar sin 
necesidad de proporcionar instrucciones auditivas como en los métodos 
anteriores. 
En un estudio posterior, comparan este método con la técnica que 
proporciona los mejores resultados, la navegación natural, y demuestran que el 
rendimiento obtenido al aplicar redirección con distractores no es peor que el 
registrado con navegación natural (Peck, Fuchs & Whitton, 2010). 
Los mismos autores comparan su sistema con WIP y con el uso de un 
joystick (Peck, Fuchs & Whitton, 2011), encontrando que la técnica de 
redirección con distractores supera con claridad a WIP y al joystick: Al indicar la 
dirección de objetos ocultos, durante la navegación y elección de la ruta a 
seguir, al estimar el tamaño del entorno virtual, al ubicar objetos virtuales sobre 
un mapa, al indicar con más exactitud y rapidez la dirección de objetos ocultos, 
al recorrer distancias menores y al realizar un número menor de giros erróneos. 




Cirio, Marchal, Regia-Corte & Lécuyer (2009) proponen una metáfora de 
interacción con un doble objetivo. En primer lugar, informa de los límites del 
área de tracking de un modo natural sin producir rupturas en la presencia. En 
segundo lugar, permite navegar por todo el entorno virtual sin abandonar en 
ningún momento el área real de tracking.  
Para conseguir estos objetivos, se renderiza una valla en el entorno virtual 
que representa los límites del espacio físico. El usuario sabe que no debe 
atravesar esa valla y cuando se encuentre cerca de ella puede empujarla para 
desplazar el mundo virtual. De este modo, podría avanzar hasta el punto 
deseado y comenzar a explorar esa zona mediante navegación natural. 
Peck et al. (2011) también representan los límites del área de tracking en el 
entorno virtual. Aunque a diferencia del caso anterior, estos límites se 
representan sólo cuando el usuario está a punto de salir del área de tracking. 
Entonces, se aplican además elementos distractores para girar el entorno virtual 
sin que el usuario lo perciba pudiendo así continuar la marcha en la dirección 
virtual deseada. 
Freitag, Rausch & Kuhlen (2014) proponen otro método basado en la 
creación de portales virtuales. Cuando el usuario se aproxima a los límites del 
espacio real, aparece una cinta a modo de barrera que le impide el paso. 
Entonces el usuario, mediante un dispositivo que lleva en la mano, indica a qué 
punto del entorno virtual quiere dirigirse. En ese momento, se crea un portal que 
el usuario podrá atravesar para trasladarse hasta la posición indicada. El portal 
aparece en una posición tal, que alejará al usuario de los límites del área real 
cuando se disponga a cruzarlo. 
2.2.4. Técnicas de Manipulación del Espacio Virtual  
Para obtener el máximo provecho del espacio real disponible, (E. A. Suma, 
Clark, Finkelstein & Wartell (2010) proponen realizar cambios en el entorno 
virtual en zonas que queden fuera del campo de visión del usuario. De este 
modo se puede crear la ilusión de que el espacio virtual recorrido es mayor que 
el espacio real útil y reconducir al usuario hacia zonas seguras en las que no 
exista riesgo de colisión. Por ejemplo al entrar en una habitación virtual, se 





pueden hacer cambios en el exterior de la misma para que cuando el usuario 
salga, tome otra dirección. 
El planteamiento anterior se evalúa en un experimento y se pone en práctica 
en interiores mediante estancias contiguas que sin tener comunicación directa, 
comparten regiones comunes del espacio virtual (E. A. Suma et al., 2011). Entre 
los resultados del estudio, destaca el hecho de que sólo 1 de 77 participantes se 
percató de los cambios introducidos en el entorno virtual. La aplicación de esta 
técnica permite simular durante el experimento un área virtual 10 veces más 
extensa que el espacio real disponible. 
La evolución de este trabajo da lugar al concepto de espacios flexibles, se 
trata de habitaciones conectadas entre sí por pasillos que permiten explorar 
escenas interiores ilimitadas manteniendo al usuario confinado en una misma 
región del espacio (Vasylevska, Kaufmann, Bolas & Suma 2013a; Vasylevska, 
Kaufmann, Bolas & Suma 2013b). 
2.3. Sistemas de Tracking para Navegación Natural  
Uno de los elementos fundamentales a considerar para implementar 
navegación natural es el sistema de tracking. Su objetivo principal es determinar 
cuál es la posición y orientación de la cabeza del usuario en tiempo real. De 
modo opcional, puede permitir la captura del movimiento de otras partes del 
cuerpo para interactuar durante la experiencia virtual. 
Dado que el usuario podrá andar con libertad en un área determinada, el 
sistema de tracking debe proporcionar cobertura para una región relativamente 
amplia. Este hecho supone una dificultad a superar. 
2.3.1. Sistemas de Tracking Óptico  
La solución más extendida que se aplica en la mayor parte de los estudios 
anteriores, consiste en utilizar sistemas de tracking óptico para determinar la 
posición del usuario. Ejemplos comerciales de estos sistemas son OptiTrack de 
Natural Point (Natural Point, 2014) y TSeries de Vicon (Vicon, 2014). Ambos 
utilizan marcas que reflejan la luz infrarroja para determinar la posición de las 
mismas aplicando técnicas de triangulación. Para ello se procesan las imágenes 




captadas por un conjunto de cámaras que se colocan en torno al área útil de 
tracking.  
También existen soluciones de tracking óptico capaces de capturar 
movimientos sin necesidad de marcas reflectoras como el sistema de Organic 
Motion (Organic Motion, 2014). Se trata de un enfoque muy práctico que 
permite ahorrar tiempo y mejorar la ergonomía al evitar el uso de trajes para 
capturar los movimientos del cuerpo completo. 
Uno de los inconvenientes de los sistemas ópticos es la pérdida de 
resolución de las estimaciones de posición que se produce cuando aumenta el 
área de tracking. Por ello aparecen productos especializados en dar cobertura a 
zonas amplias. El modelo PPT E de WorldViz permite seguir la posición del 
usuario en áreas incluso mayores a 50x50m (WorldViz, 2014). 
Otros sistemas ópticos, invierten el planteamiento anterior para la 
consecución del mismo objetivo, dar cobertura en áreas amplias. Así, los 
usuarios llevan una cámara sobre la cabeza que obtiene imágenes del techo 
donde se colocan marcas empleando habitualmente diodos LED. Estas marcas 
proporcionan referencias absolutas que utiliza el sistema de tracking para 
estimar la posición y orientación de la cabeza del usuario (Maesen & Bekaert, 
2011; Maesen, Goorts & Bekaert, 2013; G. Welch et al., 2001).  
Este planteamiento permite además reducir el coste del sistema y hace 
posible que el área de tracking sea arbitrariamente extensa. 
OpenMocap es una plataforma de código abierto que ofrece una solución 
integral para la captura de movimiento en tiempo real y diferido (OpenMocap, 
2014). 
2.3.2. Sistemas de Tracking Inercial 
La tecnología inercial proporciona otra de las soluciones más adecuadas 
para registrar el movimiento de los usuarios durante experiencias virtuales. 
Colocando sensores inerciales en un traje que lleva el usuario, se registra la 
orientación relativa de las distintas partes del cuerpo.  





Para implementar navegación natural, es posible considerar cual es el pie de 
apoyo y aplicando la orientación de la cadena de sensores que conecta un pie 
con el otro, se puede determinar la longitud y dirección de cada paso.  
Algunos ejemplos de sistemas comerciales son IGS-190 de Metamotion 
(Metamotion, 2014), PrioVR de YEI Technology (YEI Technology, 2014), 3D 
Suit de Inertial Labs (Inertial Labs, 2014), MVN (XSens, 2014) y Awinda 
(XSens, 2014) de XSens. 
Una de las ventajas más importantes de los sistemas inerciales, reside en su 
capacidad para funcionar sin necesidad de una infraestructura de soporte que 
proporcione referencias absolutas. De este modo, se crean sistemas autónomos 
que pueden comenzar a utilizarse fácilmente, en cualquier lugar despejado. 
Al no utilizar referencias absolutas, tienen también un inconveniente 
importante, sufren errores de deriva. Esto se debe a que la posición actual se 
determina en base a la estimación de la posición anterior. Por tanto, los errores 
cometidos en cada estimación se acumulan dando lugar a un error que crece 
con el tiempo. 
El principio de funcionamiento de uno de estos sistemas comerciales se 
presenta en Roetenberg & Luinge, H. and Slycke, P. (2009). P. Jung, Oh, Lim & 
Kong (2014) presentan un prototipo conceptualmente equivalente. En la misma 
línea, Abbate, Basile, Brigante & Faulisi (2009) abordan con detalle los aspectos 
relacionados con los componentes hardware y con la fusión de datos. Este 
proceso de fusión de datos, permite estimar la orientación a partir de las 9 
componentes que proporcionan los 3 acelerómetros, los 3 magnetómetros y los 
3 giroscopios que se integran en cada sensor (Abyarjoo, Armando, Cofino & 
Ortega, 2014). Para ello se emplea habitualmente el filtrado de Kalman (Kalman, 
1960).  
Barrie, Komninos & Mandrychenko (2009); Smit, Barrie, Komninos & 
Mandrychenko (2011) presentan un sistema inalámbrico que permite capturar 
los movimientos de todo el cuerpo y detectar gestos. Se trata de un sistema de 
bajo coste en el que el valor de cada sensor inalámbrico se sitúa en torno a 
180€. 




2.3.3. Sistemas de Tracking Híbridos 
Todas las tecnologías de tracking tienen ventajas e inconvenientes y 
por tanto, no existe la solución perfecta para capturar los movimientos de 
los usuarios en experiencias virtuales. Con el objetivo de combinar las 
ventajas de diferentes tecnologías se utilizan en ocasiones enfoques 
mixtos.  
Un ejemplo es el sistema propuesto por Tran, Lee, Pensyl & Jernigan (2009), 
quienes colocan dos controles remotos de la consola Wii en el techo para 
estimar la posición del usuario que lleva un diodo LED consigo. Con este 
planteamiento, el usuario puede moverse con libertad en una habitación amplia. 
Además, se utiliza un dispositivo HMD sobre el que se coloca un sensor inercial. 
Con todo, la posición del punto de vista se estima utilizando un sistema de 
tracking óptico y la orientación se obtiene del sensor inercial. 
Roetenberg, Slycke & Veltink (2007) desarrollan un sistema portable en el 
que combinan sensores inerciales y trackers magnéticos con los que se controla 
en parte, la deriva de los sensores inerciales. El usuario lleva consigo las 
fuentes de campo magnético y por tanto, el área de tracking sólo queda limitada 
por la tecnología inalámbrica que envía los datos registrados al ordenador 
principal. 
Un ejemplo diferente de sistema de tracking en el que se emplean varias 
tecnologías es el propuesto por Pons-Moll et al. (2010). Combinan fotogramas 
de vídeo con un número reducido de sensores inerciales. Aplicando procesado 
de imagen a la silueta de los usuarios se obtienen estimaciones de posición 
precisas y sin errores de deriva. Los sensores inerciales, por su parte, no se ven 










2.4. Sistemas de Navegación Natural  
Empleando las tecnologías descritas y los resultados de los estudios 
presentados, se desarrollan diversos sistemas de Realidad Virtual con 
navegación natural de propósito general que resultarán de gran utilidad para 
abordar nuevos estudios en este campo.  
Waller, Bachmann, Hodgson & Beall (2007) desarrollan un sistema de 
Realidad Virtual que denominan HIVE: Entorno virtual inmersivo enorme 
(huge immersive virtual environment). Utiliza un sistema de tracking híbrido que 
emplea tecnología óptica para estimar la posición y un sensor inercial para 
determinar la orientación del punto de vista. Con este planteamiento permiten a 
los usuarios andar en un área de 572m² (28.5x20.1m) con una resolución 
promedio en la posición de 4.4mm y de 0.01º en la orientación.  
El propósito con el que los autores desarrollan este sistema, es abordar 
nuevos estudios de percepción espacial sin las restricciones que imponen las 
técnicas de navegación artificiales o el uso de un espacio de dimensiones 
reducidas. 
F. Steinicke et al. (2008) también propone un sistema de propósito general en 
el que se aplican técnicas de redirección y alteran dinámicamente las escalas de 
la longitud de los pasos y de los objetos virtuales para mantener al usuario 
confinado en el área de tracking. 
Parte de los autores del trabajo anterior, desarrollan un sistema para explorar 
de modo natural modelos arquitectónicos 3D a diferentes escalas (Bruder, 
Steinicke & Hinrichs, 2009). Aplican técnicas de redirección y el concepto de 
portal virtual que permite a los usuarios desplazarse a lugares remotos en un 
breve espacio de tiempo.  
De nuevo Steinicke y sus colegas, proponen una variante de los sistemas 
anteriores (F. Steinicke, Bruder, Hinrichs & Steed, 2009). En esta ocasión se 
enfoca a incrementar el nivel de presencia en videojuegos permitiendo a los 
usuarios andar con libertad empleando técnicas de redirección y portales para 
desplazarse a lugares distantes. Para incrementar el nivel de presencia se 




introduce el concepto de entorno de transición. Se trata de comenzar la 
experiencia virtual en una sala 3D que replica la estancia real donde el usuario 
comienza a utilizar el sistema. Se ha demostrado que aplicar este método, 
contribuye a aumentar el nivel de presencia (F. Steinicke, Bruder, Hinrichs, 
Steed & Gerlach, 2009).  
El sistema de tracking combina tracking óptico para estimar la posición con 
sensores inerciales para obtener la orientación del punto de vista. 
Xie, Lin, Wu, Narasimham, McNamara, Rieser & Bodenheimer (2010) 
diseñan, desarrollan y evalúan un sistema para recorrer entornos virtuales 
extensos a través de navegación natural. Consiguen combinar con éxito 
técnicas de reorientación y de redirección para aliviar las restricciones 
asociadas al espacio físico disponible.  
S. Jung, Choi, Choi, Koo & Lee (2013) desarrollan un acuario virtual en el que 
el usuario puede interactuar con los peces realizando gestos con las manos. 
Permite andar libremente en un laboratorio despejado siendo el área efectiva de 
tracking de 7x7m. Se utiliza el sistema de tracking óptico OptiTrack de Natural 
Point (Natural Point, 2014). La experiencia virtual se comparte con un grupo de 
personas que desde el exterior de la sala observan las acciones del usuario. 
De todos los sistemas de navegación natural considerados, el que guarda 
mayor relación con el prototipo principal creado en esta tesis doctoral, es el 
propuesto por (E. R. Bachmann et al., 2012). De acuerdo a su planteamiento, 
los usuarios se colocan sensores inerciales sobre los pies que registran sus 
movimientos. Llevan además un dispositivo HMD con auriculares que 
proporciona visión 3D y sonido 3D. Un ordenador portátil se coloca en la 
espalda a modo de mochila y permite renderizar el entorno virtual. 
El sistema utiliza técnicas de redirección para obtener el máximo partido del 
espacio físico disponible. Además incorpora un dispositivo GPS para controlar el 
error de deriva que introducen los sensores inerciales en la posición estimada. 
En interiores, donde el GPS no es efectivo, se utilizan sensores de ultrasonido 
que el usuario porta consigo, para estimar la distancia a objetos próximos. 





El resultado es un sistema completamente autónomo y de bajo coste que no 
requiere ningún tipo de infraestructura de soporte para su funcionamiento. El 
error de deriva en la posición se estima en torno al 1% de la distancia recorrida. 
2.4.1. Sistemas de Navegación Natural Multiusuario  
Entre los sistemas de Realidad Virtual immersivos y multiusuario que 
implementan navegación natural, destacan algunos simuladores de 
entrenamiento militar y policial disponibles comercialmente.  
Un ejemplo es el sistema VIRTSIM de Motion Reality (Motion Reality, 2014) 
que utiliza tracking óptico y permite a sus usuarios desplazarse con libertad en 
un área de 420m² aproximadamente.  
Un ejemplo de sistema que utiliza tracking inercial es la plataforma de 
entrenamiento para soldados de Intelligent Decisions (Intelligent Decisions, 
2014). Este sistema fue adquirido por la Armada de los Estados Unidos en 2011 
con la intención de disponer de equipos suficientes para 918 soldados (Kristin 
Quinn, Defense News, 2014). El sistema de tracking empleado es 3D Suit de 
Inertial Labs (Inertial Labs, 2014). Los sistemas que porta cada usuario son 
autónomos y el área efectiva de tracking solo queda limitada por el alcance de la 
red Wifi que se emplea para sincronizar las acciones de los usuarios. Por lo que 
esta área de tracking puede superar con facilidad los 2000m². 
Desarrollado por un grupo de estudiantes de la Universidad del Sur de 
California, el proyecto Holodeck (Holodeck, 2014), tiene como objetivo crear un 
sistema de Realidad Virtual portable y de bajo coste que permita el 
funcionamiento multiusuario empleando periféricos disponibles comercialmente. 
El sistema implementa navegación natural e interacción manual a través de 
trackers magnéticos Razer Hydra (Razer Hydra, 2014). Este proyecto reciente, 
da lugar a la creación de la compañía Survios (Survios, 2014) que trabaja para 
explotar comercialmente esta nueva plataforma de Realidad Virtual. 
Ya en el capítulo anterior se referenció el proyecto de la empresa XSens en 
el que combinan su traje de captura de movimiento MVN Awinda con Oculus Rift 
y un ordenador portátil que cada usuario lleva en una mochila (XSens, 2014).  




El resultado es una plataforma de Realidad Virtual multiusuario con 
navegación natural,  interacción manual, sonido 3D y visión estereoscópica que 
permite además, renderizar el avatar del usuario. Las posibilidades que ofrece 
para el desarrollo de simuladores y aplicaciones colaborativas son literalmente 
ilimitadas. 
Al utilizar tracking inercial exclusivamente, este sistema sufre errores de 
deriva. Vincent (2012) propone una solución a un problema equivalente. 
Colocando sensores inerciales en los pies y en la cabeza, implementa 
navegación natural estimando la posición y orientación del punto de vista. Para 
resolver el problema del error de deriva utiliza dos estaciones inalámbricas fijas 
y sensores de ultrasonido que los usuarios llevan consigo y que permiten 
detectar objetos cercanos. Estos sensores junto con las estaciones se emplean 
para correlar y corregir las posiciones estimadas de las personas que están 
utilizando el sistema simultáneamente. El error de posición promedio registrado 
durante las pruebas del sistema es 54cm. Se trata de un valor adecuado que 
permite controlar el error de deriva y habilita esta técnica para ser integrada en 
sistemas de Realidad Virtual multiusuario con navegación natural basada en 
sensores inerciales. 
Un trabajo complementario realizado en el mismo grupo de investigación 
permite predecir el movimiento de los usuarios y aplicar técnicas de redirección 
para evitar colisiones entre los mismos (Holm, 2014).  
2.5. Tracking Inercial Pedestre  
El objetivo del tracking inercial pedestre es localizar a personas 
proporcionando su posición en tiempo real tanto en interiores como en 
exteriores. En exteriores, se vienen utilizando sistemas de posicionamiento 
global (GPS) con excelentes resultados. Sin embargo, en interiores donde no es 
posible utilizar esta solución debido a la falta de cobertura de los satélites, un 
sistema de localización también resultaría de gran utilidad. A continuación se 
presentan algunos ejemplos de aplicaciones de interés:  





 Localización y guiado hacia salidas o extintores en caso de 
emergencia. 
 Ubicación en edificios para verificar que sólo el personal autorizado 
accede a las zonas restringidas. 
 Gestión y optimización de recursos en edificios inteligentes (luz, aire 
acondicionado, calefacción, etc.). 
 Guiado hacia servicios de telefonía, cafetería, aseos, oficinas, 
personas, etc. 
 Asistencia a visitantes para localizar salas de reuniones, oficinas, etc. 
Al contrario que en exteriores, en interiores no existe una solución 
mayoritariamente aceptada. Uno de los planteamientos empleados consiste en 
el uso de tecnologías inalámbricas, por ejemplo redes wifi con las que se 
consiguen típicamente, precisiones del orden de metros.  
Estas soluciones tienen el inconveniente de necesitar una infraestructura de 
soporte que proporcione referencias absolutas de posición y quedan fuera del 
alcance de este apartado que se centra en sensores inerciales. Los lectores 
interesados en el uso exclusivo de tecnologías inalámbricas para localización en 
interiores, pueden encontrar información detallada en H. Liu, Darabi, Banerjee & 
Liu (2007). 
Por otra parte, tal y como se adelantaba en este mismo capítulo, los sensores 
inerciales tienen la ventaja de no necesitar una infraestructura de soporte que 
proporcione referencias absolutas de posición. Son por tanto sistemas 
autónomos y económicos que pueden emplearse en cualquier lugar.  
Su funcionamiento se basa en estimar incrementos de posición y este hecho 
da lugar a la navegación por estima o Dead Reckoning. Ésta consiste en 
estimar la posición actual en base a la última posición estimada. Este 
planteamiento se asocia a la navegación marítima y el error que se comete al 
medir cada incremento de posición, se acumula dando lugar a un error de deriva 
que crece con el tiempo.  
Este mismo planteamiento es el que ponen en práctica los sistemas de 
navegación inercial en interiores y sufren por tanto errores de deriva.  




Dentro del uso de los sensores inerciales, existen diferentes tipos de 
soluciones en cuanto a la ubicación del sensor o al modo en que se calcula la 
distancia: Contando pasos y aplicando longitud de paso fija o variable, haciendo 
un seguimiento continuo del pie, etc. En este apartado nos centraremos en la 
solución que permite alcanzar los mejores resultados y que lleva a colocar el 
sensor inercial en el zapato.  
Harle (2013) recopila una gran cantidad de trabajos relacionados con la 
navegación inercial donde pueden encontrarse también otros enfoques como 
soluciones mixtas en las que se aplican varias tecnologías o estimación basada 
en sensores inerciales que se ubican en otras partes del cuerpo. 
Para estimar incrementos de posición utilizando sensores inerciales, se 
aplica una integral doble a la aceleración neta debida al movimiento (Woodman, 
2014). Previamente es necesario compensar la componente estática de la 
aceleración de la gravedad que también registran los acelerómetros. Para 
compensar esta componente, es necesario conocer cuál es la dirección vertical 
y por tanto hay que estimar la orientación del sensor. Este es el motivo por el 
que se usan giroscopios. El anexo B contiene una descripción detallada del 
problema. 
Al apoyarse en estimaciones anteriores, la navegación inercial da lugar a un 
error de posición creciente con el tiempo.  
Foxlin (2005) utiliza por primera vez en navegación inercial pedestre, una 
técnica que corrige parcialmente este error (Harle, 2013). Se trata de aplicar 
actualización de velocidad nula (zero velocity updates, ZUPT). Consiste en 
detectar las fases en las que el pie está en reposo. En ese momento, se puede 
considerar que la velocidad del sensor es nula y por tanto se puede corregir la 
velocidad estimada del mismo y también las posiciones calculadas previamente. 
Esta técnica resulta muy eficaz y es la responsable de que la mayor parte de 
los sistemas de navegación inercial utilicen sensores colocados en los pies. Sin 
embargo, a pesar de que al aplicar ZUPT se reducen sustancialmente los 
errores de posición, no se consigue eliminar completamente el error de deriva. 
Éste, se sitúa habitualmente en torno al 1% de la distancia recorrida. 





Además del error de posición, también existe deriva en el ángulo yaw 
(anexo B). Este es el motivo por el que se introducen habitualmente 
magnetómetros en los sensores inerciales. Sin embargo el campo magnético 
terrestre que utilizan los magnetómetros para compensar la deriva del ángulo 
yaw, es muy débil y sufre fuertes distorsiones en interiores. Tan intensa es esta 
distorsión que algunos estudios la utilizan para crear mapas magnéticos que 
posteriormente asisten al algoritmo de navegación inercial (Glanzer & Walder, 
2010). 
Estas distorsiones sufren una fuerte dependencia de la composición de los 
materiales que forman los edificios y de la actividad electromagnética asociada 
a los mismos. Algunos estudios han reportado errores en el ángulo yaw de 
hasta 100º (Afzal, Renaudin & Lachapelle, 2010), por lo que habitualmente se 
descarta su uso en interiores.  
Hasta este punto se ha descrito el planteamiento general que implementan 
los sistemas de navegación inercial que colocan el sensor en el pie. La primera 
dificultad a considerar es la detección de la fase de reposo. Se proponen una 
gran cantidad de algoritmos para determinar los límites del intervalo de tiempo 
en el que el pié permanece apoyado en el suelo. 
Los criterios más simples aplican un umbral a la aceleración (Godha, 
Lachapelle & Cannon, 2006; Godha & Lachapelle, 2008; Krach & Robertson, 
2008). También es habitual aplicar un umbral a la velocidad angular (Cavallo, 
Sabatini & Genovese, 2005; Feliz, Zalama & García-Bermejo, 2009; Ojeda & 
Borenstein, 2007). A pesar de ser sencillos estos criterios resultan muy eficaces 
y por ello se emplean con frecuencia.  
También se llegan a utilizar combinaciones de aceleración y velocidad 
angular (Foxlin, 2005), así como esquemas de detección de reposo más 
elaborados que tienen en cuenta la evolución de la varianza de las señales 
inerciales (Jiménez, Seco, Prieto & Guevara, 2009; Jirawimut, Ptasinski, Garaj, 
Cecelja & Balachandran, 2003). 
Skog, Händel, Nilsson & Rantakokko (2010) colocan sensores de presión en 
la suela del zapato y los utiliza a modo de interruptor para tener un sistema de 




referencia con el que compara varios criterios de detección de reposo. Además 
diseña y evalúa un criterio de reposo que utiliza la aceleración y la velocidad 
angular. Dicho criterio proporciona mejores resultados que otros tres que 
corresponden a los tipos citados anteriormente: uso exclusivo de aceleración, 
varianza de la aceleración y uso exclusivo de velocidad angular. 
Young & Sangkyung (2009) también utilizan sensores de presión que 
combinan con filtrado basado en el modelo oculto de Markov para detectar las 
distintas fases de la marcha. Con este método, consiguen determinar con mayor 
exactitud el periodo de reposo y mejoran la estimación de posición del algoritmo 
de tracking. 
Bebek et al. (2010) emplean la misma estrategia sustituyendo los sensores 
de presión por una membrana de alta resolución y sensibilidad capaz de medir 
con mucha precisión la fuerza que ejerce el pie sobre el suelo. Al aplicar los 
datos que genera esta membrana al algoritmo de tracking, se consigue 
determinar con una gran exactitud los límites de la fase de reposo. El estudio 
demuestra que este hecho, implica una reducción drástica del error de posición 
que se sitúa en torno a 4 metros tras andar durante 30 minutos. 
Para estimar la posición minimizando el efecto del ruido de las señales 
inerciales y el error de deriva, se utiliza habitualmente el filtrado de Kalman 
(Kalman, 1960). La implementación, el ajuste de parámetros y la depuración de 
este algoritmo no es una tarea sencilla. Por este motivo, Fischer, Sukumar & 
Hazas (2013) presentan la implementación que se puede considerar como 
estándar del filtrado de Kalman para navegación inercial pedestre con un sensor 
adosado al zapato.  
El anexo C describe el planteamiento general del filtrado de Kalman y su 
aplicación a la navegación inercial pedestre de acuerdo a la implementación 
propuesta por Fischer et al. (2013), se presenta en el anexo D. 
Al aplicar ZUPT, el filtrado de Kalman introduce cambios bruscos en la 
trayectoria. Obtener una estimación continua y estable de la misma, resultaría 
de gran interés para determinadas aplicaciones como por ejemplo el tracking en 
tiempo real para Realidad Virtual. E. de la Rubia & Diaz-Estrella (2013); Li, 





Wang & Kong (2013) desarrollan técnicas que consiguen suavizar la trayectoria 
que proporciona el filtrado de Kalman. 
El planteamiento que se realiza al integrar la aceleración neta del pie para 
estimar la posición es completamente general. Dicho planteamiento, a diferencia 
de otros métodos que por ejemplo, cuentan pasos y los aplican en la dirección 
de avance, permitirá detectar todo tipo de movimientos: Pasos laterales, hacia 
atrás, saltar correr e incluso subir y bajar escaleras (Beauregard, 2007; Feliz et 
al., 2009; Yun, Bachmann, Moore & Calusdian, 2007). 
Esta característica resulta idónea para localización de personas en interiores 
durante sus actividades cotidianas y al implementar sistemas de navegación 
natural para Realidad Virtual. 
El error de deriva en el ángulo yaw es el factor que tiene una mayor 
repercusión en el error absoluto de posición. E. Bachmann, Calusdian, Hodgson 
& Yun (2012) desarrollan un método que reduce este error al aplicar un proceso 
de calibración inicial en el que los usuarios completan un trayecto cerrado que 
comienza y acaba en el mismo punto. Además utilizan dos sensores para 
registrar el movimiento de ambos pies y mejorar las estimaciones. Al aplicar las 
dos estrategias, consiguen obtener un error de posición del 0.28% respecto a la 
distancia real recorrida. 
Para resolver el mismo problema, Schaefer (2011) también coloca un sensor 
en cada pie y compara la longitud de los pasos de ambas piernas para controlar 
la deriva en el ángulo yaw. 
Proporcionar referencias para comparar el comportamiento de los distintos 
algoritmos de tracking, resulta esencial para identificar qué modificaciones 
suponen realmente una mejora. Para facilitar esta labor, Angermann, Robertson, 
Kemptner & Khider (2010) proporcionan un conjunto de datos que asocian las 
señales inerciales del sensor colocado en el zapato, con la posición del mismo. 
Esta posición se obtiene con un sistema de tracking óptico que ofrece una 
precisión de 1mm. 




La navegación inercial proporciona muy buenos resultados a corto plazo 
siendo su principal problema el error de deriva. Por este motivo, es una 
tecnología muy adecuada para ser combinada con la navegación por satélite 
cuando la cobertura es deficiente, por ejemplo en cañones y bosques o en 
entornos urbanos cerrados donde las reflexiones pueden aumentar el error de la 
posición estimada. Se trata de una línea de investigación de interés que ha 
suscitado numerosos estudios (Cavallo et al., 2005; Godha & Lachapelle, 2008; 
Pinchin, Hide, Abdulrahim, Moore & Hill, 2011). 
Dado el reducido coste y tamaño de los sensores inerciales, un modo de 
mejorar las prestaciones de los sistemas de tracking, es considerar conjuntos de 
sensores que tomen medidas de modo independiente (Skog, Nilsson & Händel, 
2014; Tanenhaus, Geis, Carhoun & Holland, 2010) 
El problema de la localización y mapeo simultáneo (Simultaneous 
Localization And Mapping, SLAM) ha sido estudiado habitualmente con robots y 
vehículos autónomos para crear un mapa de un entorno desconocido a la vez 
que se explora. Este mapa, aún sin haber sido completado, resulta útil en la 
navegación y permite corregir errores de deriva debidos al uso de navegación 
por estima o dead reckoning.  
Este planteamiento es similar y compatible con la localización en interiores 
basada en tecnología inercial. Robertson, Angermann & Krach (2009) aplican 
SLAM con éxito al recorrer un edificio para el que obtienen errores de posición 
entre 1 y 2m partiendo de un entorno completamente desconocido para el 
sistema. 
2.6. Tracking Inercial para Manos  
En contraste con el tracking inercial pedestre, los estudios relacionados con 
el tracking inercial de manos que utilizan únicamente un sensor inercial, son 
muy escasos. 
Existen dos motivos fundamentales que contribuyen a explicar este hecho. 
En primer lugar la técnica ZUPT, aunque es aplicable al movimiento de las 
manos, no resulta tan efectiva como en el tracking pedestre. Esto se debe a que 





no es posible asegurar, en general, que tras un breve periodo de tiempo de 
duración inferior a dos segundos, las manos se vayan a detener tal y como 
ocurre con los pies. Esto implica un crecimiento cuadrático con el tiempo del 
error de deriva y tener estimaciones de posición inservibles pocos segundos 
después de comenzar el movimiento. 
En segundo lugar, existen tecnologías muy adecuadas para resolver el 
problema del tracking de manos que no se ven afectadas por errores de deriva, 
como por ejemplo sistemas de tracking ópticos o electromagnéticos. 
El gran interés que suscita el tracking inercial pedestre radica en la existencia 
de una aplicación, la navegación en interiores, para la que el funcionamiento 
autónomo de los sensores inerciales, capaces de operar sin una estructura de 
soporte que proporcione referencias, supone una ventaja decisiva frente a otras 
tecnologías.  
Sin embargo, no se dan estas circunstancias en el caso del tracking de 
manos. En esta tesis doctoral, sí resultan de máximo interés los sistemas 
completamente autónomos que permitirán introducir interacción manual en un 
sistema de Realidad Virtual con navegación natural. Este es el motivo por el que 
el presente apartado se centra exclusivamente, en sistemas inerciales, 
descartando así otras soluciones de tracking híbridas como por ejemplo: K. Liu, 
Chen, Jafari & Kehtarnavaz (2014); Lu, Shark, Hall & Zeshan (2012); S. Zhou et 
al. (2014). 
Sin duda, la línea de investigación más activa relacionada con el tracking 
inercial de manos, es el reconocimiento de gestos para interacción. El 
planteamiento habitual es mover la mano en el aire siguiendo la trayectoria que 
se asocia a un determinado gesto. 
Con frecuencia, se emplean algoritmos de alineamiento temporal dinámico 
(dynamic time warping, DTW) que determinan el grado de similitud de dos 
señales que pueden diferir en tiempo o velocidad. De este modo, es posible 
comparar las señales capturadas con los patrones asociados a los gestos 
registrados para completar el proceso de detección (Barczewska & Drozd, 2013; 
Hartmann & Link, 2010).  




También se utilizan redes neuronales (Yang et al., 2005; Zhu & Sheng, 2009) 
y modelos ocultos de Markov (Lian & Lin, 2013) para realizar el reconocimiento 
de gestos. 
El estudio realizado por Lefebvre, Berlemont, Mamalet & Garcia (2013), 
compara tres métodos que corresponden a estos tres tipos de planteamiento 
(DTW, redes neuronales y modelo oculto de Markov). 
Parte de los métodos empleados para reconocer gestos, como por ejemplo 
los basados en algoritmos DTW o en redes neuronales, no requieren que se 
calcule la trayectoria de la mano. Por ello, en ocasiones se emplean únicamente 
acelerómetros ya que al no integrarse la aceleración para obtener la posición, 
no es necesario obtener la orientación a través de los giroscopios para anular el 
efecto de la componente de la gravedad. 
  Una aplicación en la que sí resulta útil considerar y representar la trayectoria 
es el reconocimiento de caracteres “dibujados” en el aire. Siguiendo los 
movimientos de la mano, se puede trazar su trayectoria e identificar qué 
carácter se ha especificado (Amma, Georgi & Schultz, 2012; Bang et al., 2003). 
Otro de los problemas en los que se utilizan los sensores inerciales con éxito, 
es el tracking de los movimientos de los dedos para reconocimiento de gestos y 
para interacción en general (Abbate et al., 2009; Abyarjoo et al., 2014). 
Los trabajos de Farella, Benini, Riccò & Acquaviva (2005) y Neto, Pires & 
Moreira (2013) proponen ideas que están estrechamente relacionadas con el 
desarrollo de la tesis. Farella et al. (2005) desarrollan un sistema de 
reconocimiento de gestos basado en un acelerómetro para ser utilizado en 
interfaces de navegación natural. Por otra parte, Neto et al. (2013) consideran la 
aplicación de ZUPT al tracking inercial de manos para minimizar el error de 
deriva y mejorar el comportamiento de los sensores inerciales como trackers de 
posición.  
Existe cierta tolerancia a las discrepancias entre la información visual y la 
propioceptiva (Mason & Bernardin, 2009). Este hecho permitirá introducir ciertas 
alteraciones en la trayectoria de la mano, por ejemplo debidas a las 





correcciones ZUPT o a técnicas de guiado a posiciones conocidas, sin 


































La esencia de una tesis doctoral es la búsqueda de conocimiento y la 
metodología científica es el instrumento para alcanzar esta meta. 
El propósito de este capítulo es describir la metodología que se ha empleado 
durante el transcurso de esta tesis doctoral para alcanzar los objetivos de este 
proyecto de investigación. 
En primer lugar se introducirá el método científico para tratar a continuación 
metodologías específicas de la Interacción Persona Computador (Human 
Computer Interaction, HCI). Finalmente, se describe la metodología utilizada 
durante esta tesis doctoral que ha condicionado todo el trabajo realizado.  
3.1. El Método Científico 
En rigor, el denominado método científico, no existe como tal. Son muchos 
los métodos de investigación que pueden considerarse como científicos y no 
existe un consenso pleno sobre su clasificación. 
Existen varios elementos comunes a estos métodos que los caracterizan: 
Plantean experimentos que deben ser reproducibles en los que se estudian  
fenómenos empíricos susceptibles de ser medidos. Además, todos los 
principios enunciados deben admitir la posibilidad de ser refutados a 
través de la experimentación. De este modo, las teorías científicas deben ser 
claras y rigurosas, sin que quede margen alguno para sentencias imprecisas ni 
ambigüedades. 




A pesar de la falta de consenso unánime, se pueden considerar los principios 
asentados por el político y filósofo inglés Kevin Bacon (1561-1626) como las 
bases del método científico que consta de las siguientes fases: 
 Observación del fenómeno objeto de estudio. 
 Obtención del principio general mediante Inducción. 
 Elaboración de Hipótesis. 
 Contraste de hipótesis mediante la realización de  Experimentos. 
 Análisis de Resultados. 
 Enunciado de Teoría Científica. 
Cuando los experimentos verifican las hipótesis, se puede enunciar la teoría 
científica que permitirá generalizar el proceso estudiado y predecir su resultado 
en una amplia gama de condiciones análogas a las empleadas en el 
experimento. 
La Figura 3.1 muestra un esquema del método presentado en el que cabe 
destacar el carácter iterativo del proceso que permite refinar las hipótesis tras 
analizar los resultados del experimento. 
 
Figura 3.1: Etapas del método científico 
Es necesario tener presente que ninguna teoría científica puede ser 
plenamente demostrada. Únicamente es posible hablar de teorías no refutadas 
ya que un número arbitrariamente elevado de experimentos, no pueden probar 
una hipótesis y sin embargo, basta sólo uno para invalidarla. 
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En ocasiones, las conclusiones que se derivan del análisis de resultados, se 
distorsionan debido a que se tiende a observar aquello que se esperaba 
obtener. Es imprescindible por tanto, liberar la mente de ideas preconcebidas y 
mantener un punto de vista objetivo durante todas las etapas de la 
investigación. El rigor científico es la base sólida que permite ampliar las 
fronteras del conocimiento. 
La metodología utilizada en investigación es muy extensa y variada. Parte de 
ella, se basa en el método científico presentado en este apartado. La Realidad 
Virtual pertenece al área de HCI y parte de su metodología también está ligada  
al método científico que se ha descrito. 
3.2. Metodología de Investigación en HCI 
La interacción persona ordenador es una disciplina relativamente reciente 
que se ocupa del diseño, desarrollo y evaluación de sistemas interactivos que 
permiten intercambiar información entre personas y ordenadores (máquinas). Se 
trata de un campo muy extenso y complejo de carácter multidisciplinar que 
integra aportaciones de la sociología, ingeniería del software, inteligencia 
artificial, diseño, psicología, ergonomía, ingeniería electrónica y sociología 
(Figura 3.2). 
 
















Una de las consecuencias del carácter multidisciplinar de HCI es la existencia 
de metodología muy variada. A continuación se enumeran los métodos de 
investigación usados con más frecuencia (Kjeldskov & Graham, 2003). 
 Estudios de caso 
 Estudios de campo 
 Investigaciones de acción 
 Experimentos de laboratorio 
 Investigación con encuestas 
 Investigación aplicada 
 Investigación básica 
 Directrices 
A continuación se presentan brevemente los dos métodos del listado anterior 
que guardan mayor relación con la tesis doctoral. 
Los experimentos de laboratorio se caracterizan por tener lugar en un 
entorno controlado diseñado ex profeso para el estudio que no ha de ser 
necesariamente un laboratorio. Para obtener resultados relevantes se pueden 
emplear tanto datos cuantitativos susceptibles de análisis estadístico, como 
información cualitativa obtenida a partir de métodos heurísticos. Entre sus 
ventajas están la facilidad para recopilar datos y para reproducir el experimento 
así como un alto grado de control de las variables implicadas. 
La investigación aplicada parte de unos requisitos bien definidos y da como 
resultado un prototipo que puede ser validado en base a las especificaciones 
iniciales. Los medios a emplear para satisfacer estos requisitos de partida son 
habitualmente desconocidos siendo necesario aplicar el conocimiento científico 
disponible para alcanzar los objetivos propuestos. La investigación aplicada 
utiliza un enfoque iterativo basado en ensayo y error. Tiene además la ventaja, 
de estar enfocada a un propósito concreto que admite la validación objetiva de 
los resultados obtenidos. Como inconveniente, no existen garantías de que los 
requisitos iniciales puedan ser finalmente satisfechos. 
 




3.3. Metodología Empleada  
En este apartado se describe la metodología que se emplea para desarrollar 
el proyecto de investigación asociado a esta tesis doctoral. El objetivo de la 
misma, determina la metodología a seguir. Este objetivo es diseñar, desarrollar 
y evaluar una plataforma experimental sin cables para investigación en Realidad 
Virtual inmersiva con interacción natural basada en un conjunto mínimo de 
sensores inerciales. 
La Figura 3.3 muestra un esquema con la metodología a seguir y todas las 
etapas implicadas. En esta metodología se incluyen algunas de las categorías 
presentadas anteriormente para HCI como la investigación aplicada y los 
experimentos de laboratorio. 
Figura 3.3: Esquema general de las etapas (E) del desarrollo de la tesis doctoral y de los 
resultados (R) obtenidos 
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En primer lugar se estudia en profundidad el estado de la técnica (E1). 
Conocer con detalle los últimos avances en Realidad Virtual y en HCI es 
esencial y supone importantes beneficios:  
 Aporta criterios que ayudan a tomar decisiones adecuadas durante el 
desarrollo del proyecto de investigación. 
 Supone un ahorro de tiempo y esfuerzo al evitar redescubrimientos. 
 Conocer la tecnología más actual facilita el diseño del sistema y 
aumenta las probabilidades de conseguir los objetivos. 
 Proporciona técnicas y recursos de gran valor como herramientas 
software, librerías algoritmos, datos de estudios previos, etc. 
En la siguiente etapa se describen los objetivos del proyecto de 
investigación y se define la especificación del sistema (E2) a diseñar, 
desarrollar y evaluar. 
A continuación, comienza una fase en la que se inicia el desarrollo de 
herramientas (E3) que facilitarán la realización de tareas necesarias durante el 
proyecto de investigación tales como: El renderizado del entorno virtual, la 
gestión de sensores, el procesado de señal, etc. Inicialmente, estas 
herramientas permitirán realizar pruebas preliminares para evaluar distintos 
planteamientos, tecnologías y dispositivos.  
El desarrollo de las herramientas continuará durante la mayor parte del 
proyecto de investigación de modo que éstas irán evolucionando y adaptándose 
a las necesidades del proyecto en cada momento. Esta evolución las convertirá 
en eficaces instrumentos de investigación susceptibles de ser publicados 
(R1) y compartidos con la comunidad científica.   
Con todo, la finalidad principal para la que se crean estas herramientas es 
facilitar el desarrollo de prototipos (E4) del sistema de Realidad Virtual 
objetivo. Estos prototipos se someten a una evaluación preliminar (E5) que 
determina qué cambios y mejoras necesita el sistema. En algunos casos, estas 
mejoras tienen valor por sí mismas y dan lugar a publicaciones científicas 
(R2). La información que se obtiene tras la evaluación preliminar, puede llevar a 




un proceso iterativo representado en la Figura 3.3 en el que se aplican las 
mejoras tanto a las herramientas como a los prototipos desarrollados.  
Además, la evaluación preliminar determinará cuándo un prototipo es 
adecuado para pasar a la siguiente fase en la que se someterá a pruebas 
piloto con usuarios (E6). La información que se obtiene al analizar los 
resultados de estas pruebas será la base de la próxima etapa en la que se 
formulan hipótesis y se diseñan los experimentos (E7) que se realizarán 
sobre el prototipo desarrollado. 
A continuación se prepara y realiza el experimento (E8). La preparación 
implica cambios en el prototipo, diseñar entornos virtuales y desarrollar 
aplicaciones con la funcionalidad requerida. 
Una vez concluido el experimento, comienza el análisis de resultados (E9) 
que dará lugar, por una parte a la publicación de los mismos (R3) y por otra, a 
la validación del sistema (E10). Una vez validado, el prototipo puede 
considerarse una plataforma experimental (R4) con un enorme potencial para 
plantear nuevos estudios relacionados con Realidad Virtual e interacción 
natural. 
 Finalmente, todos los recursos relevantes (R5) desarrollados durante el 
proyecto de investigación serán publicados en la página web de la tesis doctoral 
(E. de la Rubia & Diaz-Estrella, 2014b). Ejemplos de estos recursos son: 
librerías, aplicaciones, herramientas, kits de desarrollo software, entornos 
virtuales, vídeos, etc. 
El siguiente capítulo describe el trabajo que se ha realizado durante esta 

















4. Descripción del Trabajo 
 
En este capítulo se describe con detalle el resultado de varios años de 
trabajo que dan lugar a la presente tesis doctoral. Se trata de un proyecto tan 
apasionante como extenso en el que se desarrollan 5 prototipos de sistemas 
de Realidad Virtual; se realizan 6 pruebas con usuarios y se crean 3 
herramientas software que demuestran su eficacia haciendo posible la 
implementación de los prototipos.  
El proyecto da como resultado una plataforma para investigación en 
Realidad Virtual inmersiva además de diversas publicaciones y recursos de 
utilidad para investigar en esta línea. 
Tras plantear las ideas que motivan este proyecto y sus objetivos, se 













4.1. Motivación y Objetivos del Trabajo  
La tesis doctoral asociada a este proyecto de investigación abre una nueva 
línea de trabajo en el Grupo Diana33 de la Universidad de Málaga. El objetivo 
de esta línea es: 
Proporcionar experiencias virtuales altamente satisfactorias usando  
tecnologías emergentes de bajo coste que permitan poner el sistema al 
alcance de todos. 
En capítulos previos se ha descrito la magnitud del desafío al que se enfrenta 
la Realidad Virtual. Los HMD son los únicos dispositivos capaces de envolver al 
usuario con una pantalla virtual sin limitar sus movimientos. Sin embargo, tienen 
serias limitaciones en cuanto a campo de visión, resolución, latencia y 
ergonomía. El resto de dispositivos y sistemas de Realidad Virtual también 
sufren importantes limitaciones. 
Pensamos que alcanzar experiencias virtuales altamente satisfactorias en la 
actualidad es posible y creemos que la clave está en integrar un compendio 
de elementos esenciales: 
 Inmersión sensorial a través de HMD con visión estereoscópica y 
auriculares para sonido 3D. 
 Diseño de la experiencia. Cuidar meticulosamente el contexto, el 
contenido y el modo en que se desarrolla la acción resultará esencial: 
o El contexto es la información relevante asociada a la situación 
que se recrea desde un punto de vista sociocultural, histórico, etc. 
o El contenido es lo que hay en la escena virtual en cada 
momento: El entorno virtual, personajes, etc. 
                                                     
 
33
 El grupo de investigación DIANA (Diseño de Interfaces AvaNzAdos) pertenece al 
departamento de Tecnología Electrónica de la Universidad de Málaga y trabaja desde 
hace más de 10 años, en el desarrollo de interfaces de última generación. Entre sus 
líneas de trabajo se encuentran: Interacción Persona Máquina; Redes y Tecnologías 
Radio, Diseño de Sistemas Electrónicos y Arte Electrónico e Interacción 
(http://www.diana.uma.es). 





o El desarrollo de la acción determina el modo en que se suceden 
los acontecimientos y cómo actúa el usuario ante los mismos. 
 Interacción corporal a través de navegación natural para 
desplazarse por el entorno e interacción manual para manipular los 
objetos virtuales. 
Todos los elementos anteriores contribuyen al objetivo principal: Maximizar 
la inmersión mental. El papel de la interacción es fundamental para suplir las 
carencias de la tecnología haciendo que el usuario se involucre en la 
experiencia virtual hasta el punto de olvidar las deficiencias del sistema en 
cuanto a ergonomía, latencia y fidelidad. 
La ergonomía es uno de los grandes problemas de la Realidad Virtual y en 
la medida de lo posible hay que minimizar el daño que causa a la presencia. 
Diseñar un sistema sin cables que ofrezca libertad de movimientos ayudará al 
usuario a olvidar el mundo real y a sentir una intensa inmersión tanto física 
como mental. 
Con todo, la presente tesis doctoral con la que comienza esta línea de 
investigación en el Grupo Diana tiene como objetivo diseñar, desarrollar y 
evaluar esta plataforma experimental sin cables para investigación en 
Realidad Virtual inmersiva con interacción natural basada en un conjunto 
mínimo de sensores inerciales. De acuerdo a este planteamiento se listan a 
continuación las especificaciones que debe satisfacer este sistema: 
 Visión estereoscópica. 
 Sonido 3D. 
 Entorno virtual envolvente. 
 Plena libertad de movimientos (sin cables). 
 Navegación natural. 
o Detectar pasos frontales, laterales y hacia atrás. 
o Replicar los movimientos oscilantes de la cabeza al andar. 
o Emitir sonido de pisadas al andar. 
 Interacción manual directa. 
 Interoperabilidad con motores gráficos de los algoritmos de tracking.  




Además se considerarán las 
 Minimizar el número de sensores para reducir el coste
 Cuidar los aspectos ergonómicos para que los usuar
olvidar que llevan parte del sistema consigo durante la experiencia.
Estas recomendaciones de diseño junto con las especificaciones del sistema 
se ilustran en el esquema de





siguientes recomendaciones durante el diseño:
 global
ios puedan 
 la Figura 4.1: 
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4.2.  Estructura  
Durante el transcurso de esta tesis doctoral, se llevan a cabo muchas tareas 
de diversa naturaleza para la consecución de los objetivos. Se trata de un 
proyecto de investigación complejo y extenso. Para facilitar su comprensión, se 



















Figura 4.2: Esquema detallado de las etapas (E) del desarrollo de la tesis doctoral y de los 
resultados (R) obtenidos 
Experimento  
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En adelante, todos los apartados de este capítulo se vinculan a las etapas del 
esquema de modo que, en todo momento, es posible ubicar fácilmente los 
contenidos en relación al desarrollo del proyecto. 
Algunos términos del esquema no se han presentado aún pero durante el 
presente capítulo se hará referencia a los mismos y se explicarán en detalle.  
El proyecto de investigación asociado a la tesis doctoral comienza con un 
estudio en profundidad del estado de la técnica (E1) que permite identificar la 
línea de investigación que motiva este trabajo: Interacción natural en Realidad 
Virtual basada en sensores inerciales. 
Este estudio del estado de la técnica se extiende durante todo el proyecto de 
investigación para obtener el máximo partido de los últimos avances publicados. 
Dado que el estado de la técnica ya ha sido tratado con anterioridad, el 
presente capítulo comienza describiendo los objetivos del proyecto de 
investigación y las especificaciones del sistema objetivo (E2). Una vez conocida 
la meta, se presenta el camino para alcanzarla a través de la estructura del 
proyecto que se aborda en el presente apartado. 
A partir de este punto, se inicia el desarrollo de diversas herramientas (E3) 
que asistirán durante las tareas de investigación: Para diseñar y animar 
entornos virtuales, para integrar estos entornos en nuevas aplicaciones, para 
analizar y procesar señales inerciales, para integrar en motores gráficos la 
técnica de navegación natural y el tracking inercial de manos desarrollados. 
Con estas herramientas comienza el desarrollo de los prototipos (E4). Se 
trata de un proceso iterativo por el que llegan a crearse hasta 5 prototipos, 4  
para navegación natural y 1 para tracking inercial de manos. La evaluación 
preliminar (E5) de los mismos hace posible identificar problemas y también 
aportaciones que mejoran el comportamiento del tracking inercial de pies.  
Tras realizar pruebas piloto con usuarios (E6), comienza la elaboración de 
hipótesis y el diseño experimental (E7) de dos experimentos en los que se 
evalúa uno de los prototipos de navegación natural (E8.1) y el sistema de 
tracking de manos (E8.2).  
  
El análisis de datos (
(E10) y por otra a la publicación de los resultados
junto con el resto de aportaciones (
4.3. Desarrollo de Herramientas de 
Investigación
En este apartado se presentan las herramientas 
doctoral para facilitar el desarrollo y
herramientas están disponibles en la página web del proyecto 
Diaz-Estrella, 2014b). 
4.3.1. VSD y VSD SDK
Esta herramienta se compone de una aplicación 
virtuales y de un kit de desa
entornos virtuales en nuevas aplicaciones
4.3.1.1. Diseñador de Escenas Virtuales (VSD)
VSD (Virtual Scene Designer
animar entornos virtuales 3D interactivos
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 Existe un video disponible en YouTube asociado a VSD. Títul
Designer (https://www.youtube.com/watch?v=nsYaZ11OziM
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) es una aplicación creada para diseñar 
. La Figura 4.3 muestra su interfaz. 
Figura 4.3: Interfaz principal de VSD
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Los elementos que componen la escena virtual se distribuyen en una 
jerarquía que se representa en la parte izquierda de la interfaz. Las propiedades 
del elemento seleccionado en esta jerarquía, se muestran en la región de la 
derecha donde pueden ser editadas. El panel situado en la parte inferior 
izquierda contiene los elementos del repositorio. Se trata de elementos que se 
comparten para optimizar el uso de memoria y facilitar la edición. La escena 
diseñada se representa en el panel central donde se aplican en tiempo real 
todos los cambios resultantes de la edición de propiedades. 
A continuación se listan las características principales de VSD: 
 Motores de partículas (fuegos artificiales, humo, explosiones, etc.). 
 Antialiasing para mejorar la calidad de las imágenes renderizadas.  
 Motion Blur deja estela y suaviza los bordes en objetos móviles.  
 Navegadores.  
o Andar (teclado, ratón, Wii Remote).  
o Volar (teclado, Wii Remote).  
 Soporte para dispositivos HMD. 
 Soporte para sensores de orientación  
 Sonido 3D con OpenAL.  
 Visión 3D con modos: Entrelazado, secuencial y dual. 
 Utilidades para cargar y renderizar Sky Boxes. 
 Generación de vídeo a partir de las escenas animadas. 
 Reproducción de vídeo como texturas.  
 Renderizado a textura. Cámaras virtuales que generan imágenes.  
 Occlusion Queries. Rendimiento optimizado para objetos ocultos.  
 Integración como texturas de vídeo generadas por cámaras web. 
 Soporte para Kinect integrando imágenes RGB y Z como texturas. 
 Entorno de desarrollo para Shaders GLSL35.  
 Generación de sombras planas.  
 Reflejos dinámicos tanto planos como 3D (cube mapping).  
                                                     
 
35
 GLSL es el lenguaje de programación de shaders asociado al motor gráfico OpenGL. 
  
 Importación de 
 Generación de relieve
 Mapas de colisión
 Billboards 
 Anclado al punto de vista
 Integración con explorador de Windows XP.
 Formato de fichero con compatibilidad hacia delante y hacia atrás.
La Figura 4.4 muestra ejemplos de entornos virtuales interactivos creados 
con VSD en los que se aplican algunas de estas características
Figura 4.4






La interacción se basa en los 
siguientes dispositivos
teclado y ratón. Los periféricos tienen una doble función. En primer lugar 
alimentan al módulo de 
Por otra parte, generan 
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Figura 4.5: Núcleo funcional de VSD 
periféricos de entrada. VSD soporta los
: Wii Remote, webcams, sensores inerciales, Kinect
navegadores para que actualicen el punto de vista
eventos de usuario que pueden ser disparados de 
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escena 3D y también pueden ser disparados periódicamente por el módulo 
timer. Este módulo timer establece una base de tiempos común al 
renderizador y al módulo de animación para mantener la sincronización en todo 
momento. Finalmente el renderizador genera las imágenes y el sonido 
correspondiente al estado actual de la escena 3D y del punto de vista. Como 
periféricos de salida VSD soporta: HMD, sonido 3D, pantallas 2D y 3D. 
VSD ha sido implementado utilizando el lenguaje de programación C++ y el 
motor gráfico OpenGL.  
Esta aplicación no ha sido desarrollada íntegramente durante el transcurso 
de esta tesis doctoral. Se parte de una versión previa a la que se ha añadido la 
funcionalidad que ha sido necesaria como por ejemplo el soporte para sensores 
inerciales y HMD, visión estereoscópica, etc. La función de mayor calado 
introducida durante el desarrollo de este proyecto de investigación, ha sido la 
creación de un SDK asociado a esta aplicación que se describe en el próximo 
apartado. 
4.3.1.2. Kit de Desarrollo Software (SDK) de VSD 
Diseñar entornos virtuales animados e interactivos resulta muy útil. Algo que 
resulta mucho más útil aún, es poder crear aplicaciones específicas en las que 
se puedan integrar estos entornos virtuales, sus animaciones y toda la 
interacción asociada como por ejemplo los módulos para navegar.  
Para conseguir este propósito, se diseña una librería de vínculos 
dinámicos (DLL) para Windows que encapsula el núcleo funcional de VSD. El 
diseñador VSD se obtiene al combinar su núcleo con un interfaz de usuario, 
mientras que una aplicación específica, compartirá este núcleo a través de la 













SDK de VSD 




los entornos virtuales 
código el comportamiento específico 
crear nuevas aplicaciones.
El SDK expone una g
desarrollado usando C++ y puede ser emplead
programación (C#, Visual Basic, Java, Python, etc.)
cambiar las propiedades de los objetos de
3D, renderizar en varios paneles simultáneamente, utilizar cualquier navegador 
así como los animadores y un largo etc. 
Buena parte de la funcionalidad del
ejemplo que tiene como objetivo facilitar el 
muestra la interfaz de esta aplicación.
Figura 4.7
VSD y su SDK funcionan bajo el sistema operativo 
obligado el uso de una tarjeta gráfica 
El SDK de VSD ha sido 
doctoral y ha resultado esencial para la misma
en el próximo apartado, 
sido fundamental para el desarrollo, depuración y evaluación 
de tracking. 
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4.3.2. Analizador de Señales Inerciales
El Analizador de Señale
representar señales provenientes de sensores inerciales. Es la herramienta 
clave de la tesis doctoral 
desarrollados. Su objetivo principal es asistir 
desarrollo y depuración de algoritmos de tracking. Concretamente se ha 
empleado para estimar la posición y orientación de pies, manos y cabeza.
La Figura 4.8 muestra la primera versión de ASI que se utilizó durante el 
desarrollo del prototipo A
Figura 4.8: Versión preliminar de 
Esta versión representa en tiempo real la
acelerómetros de dos controles Wii Remote. A continuación se procesan para 
detectar pasos y se representa el avance del punto de vista en un entorno 
virtual. 
ASI evoluciona durante la tesis doctoral 
nuevas. La Figura 4.9 muestra la interfaz de la aplicación.
Figura 4.9: Interfaz de ASI representando vectores 3D, señales 2D y trayectorias 3D
Trabajo  
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con la que se han implementado 4 de los 5 
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Esta interfaz dispone de tres paneles intercambiables donde se renderizan 
vectores 3D, señales 2D y un entorno 3D en el que se representan las 
trayectorias generadas por los algoritmos de tracking. 
A continuación se listan las características más importantes de esta 
aplicación: 
 Gráfica 2D con nivel de zoom y desplazamiento ajustable. 
 Gestión de hasta 4 sensores inerciales y captura de 44 señales.  
 Captura de 11 señales por sensor: 
o Aceleración (ax,ay,az), velocidad angular (wx,wy,wz), ángulos 
de magnetómetros (mx,my,mz), estimación de ángulo yaw a 
partir de magnetómetros y tiempo. 
 Selección de hasta 6 señales a representar simultáneamente. 
 Gestión de sensores InertiaCube 3 wireless de Intersense y 
SpacePoint de PNI Sensor Corporation. 
 Sensor genérico: Gestión de cualquier sensor que implemente la 
interfaz definida por la aplicación a través de una librería DLL.  
 La asociación entre sensores y partes del cuerpo es configurable.  
 Indicadores que muestran: Distancia recorrida, imágenes por 
segundo, número de pasos, posición en el entorno virtual, tiempo de 
simulación y frecuencia de muestreo. 
 Interoperabilidad con Matlab y Microsoft Excel : Salva y carga 
ficheros CSV (comma separated values).  
 Representación de vectores 3D:  
o Coordenadas globales: Velocidad, aceleración con y sin 
componente de la gravedad.  
o En coordenadas locales: Aceleración. 
o Ejes del sistema de coordenadas local que indican la 
orientación del sensor. 
 Representación de zapatos, manos y cabeza así como de sus 
trayectorias en un entorno 3D. 




 Navegación con teclado por entorno 3D donde se representan las 
trayectorias, zapatos, manos y cabeza.
 Implementación de 
manos. 
 Funcionamiento en 
 Control de velocidad
tiempo diferido.
 Modo de procesado muestra a muestra
algoritmos de tracking.
 Operaciones sobre señales capturadas:
o Suma, resta, 
o Suma, resta, división y multiplicación por valor constante.
o Promediado, correlación de señales y aplicación de umbral.
 Cursor espacial y temporal para asociar instantes del cronograma 
con puntos de la trayectori
 La Figura 4.10 muestra las trayectorias estimadas por ASI al subir unas 
escaleras y al realizar movimientos con las manos:
Figura 4.10: Trayectorias estimadas por ASI para un zapato subiendo por unas escaleras y 
para las manos realizando un movimiento circular y otro lineal
Para implementar el sistema de Navegación Natural objetivo es necesario 
estimar la posición de la cabeza a partir de las 
posiciones de los pies. La 
de tracking implementados en
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estimaciones previas de las 
Figura 4.11 muestra los resultados de los algoritmos 








Figura 4.11: Estimación de la posición de la cabeza y de los pies durante un giro de 90º
En cuanto a la estructura 











Figura 4.12: Esquema funcional con los módulos que componen ASI
En el primer nivel aparecen las 
gestión de datos puede recibir información desde ficheros o directamente de 
los sensores. Una vez que los recibe, los adapta para ser representados en el 
cronograma 2D y en la vista de vectores 3D. El módulo de gestión d
   Sensores
Temporizador
(muestreo)
Trayectoria, posición y orientación de pies, manos y cabeza
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también controlará el proceso de muestreo y la animación para la reproducción 
en tiempo diferido. 
La siguiente etapa está compuesta por los módulos de tracking. En función 
de la configuración especificada, se proporciona la estimación de trayectoria, 
posición y orientación de pies, manos o cabeza. Finalmente, estas trayectorias 
estimadas junto con modelos 3D de los zapatos, las manos o la cabeza se 
representan en un entorno virtual por el que es posible cambiar la posición del 
punto de vista utilizando el teclado. 
ASI no es una aplicación convencional diseñada para el público en general. 
Se trata de una herramienta de investigación y por ello, se obtiene el máximo 
partido de la misma al modificar el código fuente, por ejemplo, para diseñar 
nuevos módulos de tracking. 
4.3.3. Orión SDK  
Orión es un proyecto de investigación que se inicia con esta tesis doctoral (E. 
de la Rubia & Diaz-Estrella, 2014b). Este es el motivo por el que se da este 
nombre al SDK que da acceso a las funciones más relevantes desarrolladas 
durante el transcurso de dicha tesis doctoral. El objetivo final es maximizar la 
utilidad del trabajo realizado y permitir el uso de los algoritmos de tracking desde 
aplicaciones externas y motores gráficos como por ejemplo Unity 3D con el que 
se ha desarrollado uno de los experimentos. 
Con el objetivo de no duplicar código fuente y evitar los problemas que este 
hecho conlleva en cuanto a mantenimiento y sincronización, se plantea el SDK 






Figura 4.13: Relación entre ASI y Orión SDK 
Integración en 










Resto de Funciones 
Módulos de Tracking 
  
En esencia, el SDK de Orión permite compartir los módulos de tracking que 
se desarrollan y utilizan en ASI. Se consigue así un planteamiento muy eficiente 
y dinámico que permite por ejemplo
utilizando ASI y al mismo tiempo probarlo en un entorno virtual creado con Unity 
3D. Incluso es posible depurar 
tracking al ejecutar la aplicació
La Figura 4.14 muestra un entorno virtual desarrollado con Unity 3D por 
Oculus VR. En este entorno se ha integrado con éxito el SDK de Orión para 
evaluar uno de los prototipos.
Figura 4.14: Entorno virtual 
A continuación se lista la funcionalidad que expone el SDK de Orión:
 Creación, inicialización y liberación de sensores.
 Configurar asociación entre sensores y partes del cuerpo.
 Captura de datos en tiempo real.
 Consulta de posición y orientación de pies, manos y cabeza.
 Cargar y salvar trazas de datos.
 Identificar el momento en el qu
el suelo para emitir sonido de pisadas al andar.
 Reprocesado de datos ya capturados para animar la posición y 
orientación de cabeza, pies y manos.
Las herramientas presentadas
prototipos que se describen en el próximo apartado.
Capítulo 4: Descripción del 
, desarrollar un algoritmo de tracking 
en un entorno de programación los algoritmos de 
n de Unity 3D.  
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4.4. Prototipos Previos: Desarrollo y Evaluación 
Preliminar (E4 y E5) 
Las etapas E4 y E5 de la Figura 4.2 suponen  el grueso del trabajo realizado 
durante la tesis doctoral. Se desarrollan hasta 5 prototipos de sistemas 
interactivos para satisfacer las especificaciones y objetivos ya tratados. Los tres 
primeros se descartan para buscar soluciones más adecuadas y se describen 
en el presente apartado.  El cuarto y el quinto prototipo dan lugar a 
experimentos y se abordan en apartados posteriores. 
Los 5 prototipos desarrollados utilizan exclusivamente sensores inerciales 
para estimar la posición y la orientación. Se trata de una apuesta clara por la 
tecnología inercial que se hace desde esta tesis doctoral. Consideramos que 
resulta idónea para implementar sistemas de navegación natural de bajo coste 
debido al reducido precio, peso y tamaño de los sensores, así como por la 
posibilidad de utilizarlos de modo inalámbrico para obtener un sistema que no 
limite los movimientos en modo alguno. Esta idea se refuerza por la reciente 
creación de sistemas de captura de movimiento corporal de muy bajo coste 
basados en sensores inerciales que han alcanzado un gran éxito36. 
En los próximos subapartados se presentan brevemente los prototipos 
previos desarrollados siguiendo la misma estructura: Características, 
componentes, funcionamiento y evaluación preliminar (E5).  
4.4.1. Prototipo A: Navegación Natural (E4 y E5) 
El prototipo A se desarrolla a partir de la primera versión de ASI. Cubre 




                                                     
 
36
 En marzo de 2014, PrioVR ha conseguido cuadruplicar la financiación necesaria para 
desarrollar un sistema de captura de movimiento corporal inalámbrico de muy bajo 
coste. El precio de cada sensor se sitúa por debajo de 17€ y supone reducir en más de 








 Reproduce el 
 Considera y desacopla las direcciones del punto de vista y la 
dirección del cuerpo.
4.4.1.2. Componentes
En el siguiente listado 




 2 Wii Remote
 2 sensores inerciales 
Figura 4.15: Componentes del prototipo A que implementa navegación natural
4.4.1.3. Funcionamiento
El ordenador portátil se acopla a la mochila 
sistema autónomo y portable. Sobre el visor 3D conectado al ordenador portátil
se coloca un sensor InertiaCube 3 que 
integrado en el visor Z800. Este sensor registrará los giros de la cabeza.






sonido de pisadas al andar. 
 
 
se muestran los componentes del prototipo A que 
4.15: 
 
 de eMagin. 
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InertiaCube 3 wireless de Intersense
 
de modo que se obtiene un 













Los controles Wii Remote se colocan bajo las rodillas para detectar pasos. 
Con cada paso detectado se adelanta el punto de vista en la dirección indicada 
por el sensor inercial colocado en la cintura.
función de registrar los 
estimar la longitud de cada paso 
zancada variable es fundamental ya que ésta puede cambiar hasta un 50% 
dependiendo de la velocidad a la que se camine.
4.4.1.4. Evaluación preliminar (
Para evaluar el sistema se cre
desarrolla una aplicación específica 
cargar entornos virtuales diseñados con VSD y navegar a través de ellos 
utilizando el teclado o andando físicamente con el prototipo A. Ofrece una vista 
cenital en la que es posible 
navegación. Estas trayectorias se pueden salvar a disco para compararlas 
posteriormente con otras trazas. La 
esta herramienta.  
Figura 4.16: Herramienta desarrollada con VSD SDK para 
Una de las pruebas realizadas consiste en recorrer 
habitaciones, jardines y pasillos
imagen correspondiente a 
Trabajo  
 Este sensor tiene además la 
cambios de aceleración vertical en la cintura para 
(Weinberg, 2002). Considerar una longitud 
  
E5) 
a un entorno virtual utilizando VSD y se 
con VSD SDK. Esta aplicación permite 
representar la trayectoria descrita durante la 
Figura 4.16 muestra la interfaz principal de 
evaluar el prototipo A
la recepción








La evaluación heurística repo
alentadoras para continuar trabajando en la línea de navegación natural. No 
obstante, hay numerosos aspectos a mejorar.
Las características del sistema desde un punto de vista ergonómico no son 
aceptables. Los controles Wii Remote colocados en las piernas resultan muy 
incómodos. El peso de la mochila no 
confortable. La autonomía del ordenador portátil con la tarjeta gráfica 
funcionando a pleno rendimiento
para realizar pruebas con sujetos. 
Por otra parte, el sistema solo responde a pasos frontales. Este hecho 
supone un importante inconveniente que limita sustancialmente los movimientos 
en el entorno virtual. 
Es necesario mejorar la 
obtiene a partir de los pasos detectados y esto da lugar 
movimiento del punto de vista al comenzar y al detener la marcha.
Otra dificultad a superar es la desincronización progresiva que 
direcciones del cuerpo y de la cabeza
limitaciones de los sensores de orientación inerciales para estimar 
correctamente el ángulo yaw (ver anexo 
problema que puede dar lugar 
virtual y sin embargo se desplace lateralmente. La sensación que se 
experimenta cuando esto sucede resulta muy molesta y desconcertante.
El HMD usado en las pruebas, el Visor Z800 de eMa
importante del campo de visión sin cubrir y en consecuencia se puede ver 
Capítulo 4: Descripción del 
17: Pruebas realizadas para evaluar el prototipo A
rta buenas sensaciones al andar que resultan 
 
es adecuado para un uso prolongado y 
 está en torno a 15 minutos y 
 
precisión de la estimación de la velocidad. Ésta se 
a 
 en interiores. Esto se debe a las 
B). Esta limitación supone un 
a que el usuario intente avanzar en el entorno 
















mucha luz del exterior que degrada la experiencia. En la medida de lo posible, 
conviene tender a dispositivos que eviten este problema. 
También se desaconseja realizar las pruebas en ext
sonido ambiente se perciben con claridad
como la calidad de la experiencia virtual.
4.4.2. Prototipo B: Navegación Natural e Interacción 
Manual (E4 y 
El prototipo B es una prueba de concepto de un s
movimiento corporal basado en sensores inerciales.
4.4.2.1. Características 
El sistema se diseña para resolver las carencias detectadas en el primer 
prototipo. En concreto, los objetivos son:
 Obtener un sistema de navegación natural.
 Gestionar todo tipo de pasos: Frontales, laterales y traseros.
 Obtener una estimación precisa de la velocidad de la marcha así 
como durante los cambios de estado de reposo a movimiento y 
viceversa. 
 Permitir interacción manual directa.
4.4.2.2. Componentes
El sistema utiliza sensores inerciales inalámbricos InertiaCube 3. Además se 
confeccionan 4 cintas elásticas acabadas en velcro con soportes 
los sensores y las baterías.
que quedan los sensores colocados sobre los brazos y las piernas.
Figura 4.18: Cintas confeccionadas para colocar los sensores sobre brazos y piernas
Trabajo  
 
eriores ya que la luz y el 
, perjudicando tanto la inmersión, 
 
E5) 







a medida para 












Al registrar la orientación de cada parte de las piernas, es posible determinar 
la posición relativa de unos miembros con respecto a otros. Este planteamiento 
permite estimar la dirección de avance y la longitud de cada paso al considerar 
que en todo momento hay al menos un punto de apoyo sobre el suelo.  
Esta asunción descarta la posibilidad de correr o saltar al utilizar el sistema 
pero sin embargo, es válida para detectar todo tipo de pasos durante la 
navegación. 
Este planteamiento también asume que el cuerpo humano puede modelarse 
como una cadena de cuerpos rígidos articulados. En rigor, se trata solo de una 
primera aproximación ya que todas las articulaciones permiten cierto 
movimiento en todas las direcciones tanto desplazamientos como rotaciones 
(Roetenberg & Luinge, H. and Slycke, P., 2009). 
Aunque una de las mayores limitaciones se debe a los errores de deriva que 
afectan al sistema tanto al estimar la orientación de las distintas partes del 
cuerpo como al calcular la posición global. Controlar esta deriva en la mayor 
parte de los casos es posible utilizando las siguientes técnicas para llegar a 
obtener errores en torno al 2% de la distancia total recorrida (Roetenberg & 
Luinge, H. and Slycke, P., 2009): 
 En situaciones estáticas, se puede obtener la aceleración de la 
gravedad y evitar la deriva de orientación en los ángulos pitch y roll 
(ver anexo B).  
 Utilizar magnetómetros en exteriores permite controlar el error de 
deriva en el ángulo yaw (ver anexo B).  
 Empleando restricciones de modelos de biomecánica es posible 
controlar en parte el error de deriva de la orientación. 
 Detectar qué partes del cuerpo están en contacto con el suelo 
permite corregir estimaciones previas y reducir el error de deriva en 
la posición. 
Al implementar el prototipo B no han llegado a aplicarse todas estas técnicas 
porque dicho prototipo se descartó tras las primeras pruebas preliminares. 




4.4.2.4. Evaluación preliminar (
Para implementar y evaluar el prototipo se desarrolla una herramienta con 
VSD SDK. Su interfaz se m
Figura 4.19: Herramienta 
La aplicación permite capturar en tiempo real el movimient
brazos. Las trazas capturadas pueden salvarse a disco para ser cargadas y 
animadas posteriormente. La 
movimiento de los brazos en tiempo real.
Figura 4.20: Herramienta de evaluación capturando el movimiento de 
Este prototipo se descarta tras las primeras pruebas
fundamentalmente, a problemas relacionados con la ergonomía del sistema. Las 
cintas resultan muy incómodas al igual que los sensores y sus baterías. Al 
colocar dos cintas en cada brazo se dificulta la circulación de la sangre y tras 
varios minutos de uso puede llegar a per
manos. 
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 Existe un video disponible en YouTube asociado a
Inertial Motion Capture  (https://www.youtube.com/watch?v=c6nucgL6aTQ
Trabajo  
E5) 
uestra en la Figura 4.19.  
de evaluación capturando el movimiento de las piernas
o de piernas o 
Figura 4.20 muestra la herramienta capturando el
 
los 
cibirse sensación de hormigueo en las 














Por otra parte, colocarse el sistema sobre los brazos requiere tiempo y es 
una tarea compleja  para una sola persona. Esto se debe a que sólo queda una 
mano disponible para situar los sensores sobre los brazos y ajustar las cintas. 
Por otra parte, a pesar de ser calibrado al comienzo de cada sesión, el 
sistema sufre errores apreciables. Éstos se ponen de manifiesto con más 
claridad al poner en contacto las manos entre sí o al tocar alguna parte del 
cuerpo. 
4.4.3. Prototipo C: Navegación Natural (E4 y E5) 
El prototipo C consigue una notable mejora de los aspectos ergonómicos del 
sistema al colocar los sensores directamente sobre los zapatos. Se consigue 
también minimizar el número de sensores inerciales necesarios. 
4.4.3.1. Características  
A continuación se enumeran las características del prototipo C: 
 Navegación Natural. 
 Visión estereoscópica. 
 Sonido 3D  
 Gestión de todo tipo de pasos: Frontales, laterales y hacia atrás. 
 Considera y desacopla las direcciones del punto de vista y la 
dirección del cuerpo. 
4.4.3.2. Componentes 
El siguiente listado muestra todos los componentes del sistema: 
 HMD zSight de Sensics. 
 Mochila. 
 Sistema de transmisión de vídeo inalámbrico de baja latencia (30ms) 
de Sensics38. 
 Ordenador. 
 3 sensores InertiaCube3 de Intersense. 
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 Existe una versión posterior del sistema de transmisión de video con una latencia de 
1ms capaz de transmitir hasta 60 imágenes por segundo de alta resolución (1920x1080 
píxeles). Tiene dos horas de autonomía y su precio en abril de 2014 es 2.000$. 




 Cintas elásticas acabadas en velcro.
Todos los componentes anteriores a excepción del ordenador 
en la Figura 4.21. 
Figura 4.21: Componentes del prototipo C que implementa navegación natural
4.4.3.3. Funcionamiento
En esencia, el prototipo integra la aceleración de los sensores colocados 
sobre los zapatos para estimar los cambios de posición en cualquie
En concreto, se obtiene la orientación que proporciona el SDK de los sensores 
InertiaCube 3 y se utiliza para anular la componente de la aceleración debida a 
la fuerza de gravedad que no da lugar a movimiento (ver anexo 
integral de la aceleración neta, da como resultado una estimación para la 
velocidad de cada pie. La segunda integral 
Tanto la velocidad como la posición acumulan errores de deriva. No obstante, 
cuando se detecta que el pie está en rep
deriva en la velocidad y 
último paso (ZUPT). De este modo mejoran sustancialmente las estimaciones 
de posición y orientación del 
bruscos en la trayectoria debidos a estas correcciones.
una traza correspondiente al pie izquierdo 
describiendo un recorrido cerrado. En esta traza se aprecia claramente el efecto 





B). La primera 
permite calcular la posición.
oso es posible corregir el error de 
recalcular todas las estimaciones realizadas durante el 
sistema. Sin embargo, se introducen
 La Figura 4.











Figura 4.22: Recorrido cerrado de 
correcciones en la trayectoria 
Para suavizar estas correcciones, se aplica un 
cada pie. Se establece así un compromiso entre el retardo que introduce el 
promedio y el grado de suavizado que se aplica a las correcciones.
La posición del punto de vista se calcula a partir de las estimaciones de 
posición de los pies. Por tanto, las correcciones que se aplican al iniciar la fase 
de reposo resultan críticas y se deben reducir tanto como sea posible. La 
posición del punto de vista se estima aplicando los incrementos relativos de 
posición y orientación de cada p
El HMD utilizado incluye un sensor inercial para 
cabeza. Sin embargo, no se emplea en este prototipo porque el sistema de 
transmisión utilizado para el v
sensor de orientación 
prevista que no estaba aún disponible cuando se desarrolla el prototipo C. 
es el motivo por el que se 
HMD. 
Por otra parte, el sistema distingue la 
dirección de avance. Desacoplar estas direcciones es importante para facilitar 
las tareas de exploración durante la experiencia virtual ya que permite avanzar 
en una dirección y al mismo tiempo, dirigir la mirada hacia do
 
Capítulo 4: Descripción del 
12 pasos en el que se aprecia el efecto de las 
de un pie tras aplicar la técnica ZUPT
promedio a la trayectoria de 
ie. 
registrar la orientación de la 
ídeo no permite aún enviar la información del 
al ordenador principal. Se trata de una característica 
acopla un sensor de orientación InertiaCube 3 al 














4.4.3.4. Evaluación preliminar (
Para implementar los algoritmos de tracking asociado
un nuevo módulo en ASI 
navegación adicional. 
Tras la evaluación del prototipo A en exteriores se opta por realizar las 
pruebas en un laboratorio 
ambiente. Se utiliza un espacio despejado de 10 x 8 m
una limitación: Las dimensiones del entorno virtual deben ser menores que las 
del laboratorio. Esto imposibilita utilizar el entorno del hotel virtual empleado 
durante la evaluación del prototipo A. 
Con el objetivo de hacer la experiencia 
mental en el entorno, se explotan las posibilidades que ofrece la Realidad Virtual 
recreando espacios imposibles 
A. Suma, Lipps, Finkelstein, Krum & Bolas 
La Figura 4.23 muestra el entorno de las 4 habitaciones donde se recrea un 
museo virtual indefinido que el 
escena cada vez que vuelve a visitar una habit
efecto, se sustituyen las habitaciones ya visitadas por otras nuevas cuando el 
usuario no puede percibir el cambio.
Figura 4.23: Entorno de las 4 habitaciones en el que se recrea 
Con el mismo propósito y aplicando un planteamiento similar se diseña el 
entorno virtual del pasillo infinito que se muestra en la 
ocasión, las paredes del pasillo cambian sin que lo perciba el usuario de modo 
que éste puede avanzar indefinidamente describiendo una trayectoria con forma 
de 8 sin encontrar ningún camino alternativo.
Trabajo  
E5) 
s al prototipo C, se crea 
que más tarde se integra en VSD como un modo de 
para evitar las molestias asociadas a la luz y al sonido 
². Este hecho da lugar a
 
virtual atractiva y mejorar la 
al aplicar ideas similares a las propuestas
(2012). 
usuario puede recorrer encontrando una nueva 
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. En esta 
  
Figura 4.24: En el entorno del p
Los dos entornos anteriores así como la sustitución de las paredes y 
habitaciones se han diseñado con VSD
durante las pruebas para la evaluación preliminar del prototipo
pruebas se navega por el entorno virtual y se realiza una evaluación heurística 
cuyas principales conclusiones se presentan a continuación.
En relación a los aspectos ergonó
sobre los zapatos supone un
durante horas sin llegar a notarlo. 
El uso del sistema de transmisión de v
cuanto a ergonomía. El recepto
muy ligero. Su peso junto 
kg y supone una reducción de más de 3kg con respecto al prototipo A. En 
cuanto al impacto sobre la experiencia virtual que supo
peso, se evidencia que una mochila ligera en torno a 1 kg puede pasar 
fácilmente desapercibida
resulta incómoda y puede llegar a degradar 
El uso del transmisor de vídeo supone además un aumento en la autonomía 
del sistema con respecto al prototipo A, pasando de 15 minutos a más de 
Esta cifra habilita el prototipo para realizar pruebas con usuarios en las que 
típicamente existirá una fase de ad
tareas. 
El prototipo C utiliza el HMD zSight de 
de imagen pero su peso es aproximadamente el doble que el del HMD Z800 
utilizado en el prototipo A (ver anexo 
Capítulo 4: Descripción del 
asillo infinito es posible avanzar indefinidamente sin 
encontrar caminos alternativos 
. Ambos escenarios se han emple
. 
 
micos del sistema, ubicar los sensores 
 gran acierto. Ahora es posible llevar los sensores 
 
ídeo también supone un avance en 
r de vídeo que el usuario lleva en la mochila es 
con el de la batería que utiliza es aproximadamente 1 
ne esta diferencia de 
. Una carga pesada, como en el caso del prototipo A, 
la calidad de la experiencia virtual.
aptación seguida de la realización de varias 
Sensics. Éste ofrece una alta calidad 













más grueso y rígido, el HMD del prototipo C resulta mucho más incómodo que el 
empleado en el prototipo A. Por este motivo se utilizará otro HMD diferente en el 
prototipo D. 
En relación a las sensaciones que produce el sistema al andar, se aprecia 
una mejora en la estimación de velocidad al pasar del estado de reposo a 
movimiento y viceversa con respecto al prototipo A. Sin embargo aún se aprecia 
cierto retardo entre el movimiento real y la correspondiente actualización del 
punto de vista. Esto se debe al promediado que se introduce para suavizar las 
correcciones de la trayectoria (Figura 4.22). Otra situación en la que también se 
manifiestan las consecuencias de este promedio, es la inercia al cambio de 
dirección. Se da por ejemplo, cuando el usuario camina en línea recta, se 
detiene y comienza la marcha girando 90º a izquierda o derecha. La respuesta 
del sistema debida al promediado hace que el punto de vista continúe 
avanzando en la dirección original durante los primeros instantes del 
movimiento. Si se anulase este promedio al detener completamente la marcha, 
se dejarían de aplicar parte de las correcciones calculadas y aumentaría la 
deriva del sistema.  
Por otra parte la velocidad del punto de vista durante la marcha real oscila 
ligeramente en torno a un valor mucho mayor que la amplitud de esta oscilación. 
Por este motivo, la velocidad durante la marcha puede considerarse 
aproximadamente constante en multitud de situaciones. Sin embargo, en el 
prototipo C, se actualiza la posición del punto de vista a partir de los 
incrementos relativos de posición y de orientación de cada pie. Esto da lugar a 
una velocidad de avance con una oscilación excesiva. Este problema queda 
pendiente y se abordará con detalle en la descripción del prototipo D. 
La gestión de pasos laterales y hacia atrás funciona correctamente estando 
sujeta a las mismas limitaciones que la marcha normal. 
El prototipo C considera direcciones independientes para el punto de vista y 
para el cuerpo. Sin embargo, a consecuencia de las limitaciones de los 
sensores inerciales (ver anexo B) sufre el mismo problema que el prototipo A. 
  
En interiores aparece un error de deriva en el ángulo
sistema una vez haya transcurrido cierto tiempo
Al andar en línea recta con la vista al frente
necesidad de simular la oscilación de la posición 
situaciones reales para mejorar el comportamiento del sistema.
La Figura 4.25 muestra una imagen de las pruebas de evaluación preliminar 
realizadas en el entorno de la
Figura 4.25: Pruebas de evaluación 
4.5. Planteamiento del Sistema
A la luz de los resultados 
y C, se plantea un sistema de Realidad Virtual que verifica todas las 
especificaciones y objetivos iniciales. La 
principales del sistema propuesto.
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 Existe un video disponible en YouTube asociado al prototipo 
Four Rooms?  (https://www.youtube.com/watch?v=eENrRfT51uQ
Capítulo 4: Descripción del 
 yaw que impedirá usar el 
, típicamente 1 o 2 minutos.
 se pone de manifiesto la 
del punto de vista que se da en 
 
s 4 habitaciones. 
del prototipo C en el entorno de las 4 habitaciones
 (E4) 
obtenidos tras la evaluación de los prototipos A, B, 
Figura 4.26 muestra los componentes 
 















Figura 4.26: Componentes principales del sistema de Realidad Virtual
La implementación de este sistema se basa en la estructura de módulos que 
aparece en la Figura 4.27
Figura 4.27: Estructura de los módulo
De acuerdo a este esquema, el módulo 1 (M1) estima la posición y 
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Utilizando los resultados de estos algoritmos de tracking, se determina en M2 
el porcentaje del ciclo de la marcha40. Con este valor se obtiene un 
desplazamiento 3D que modela las oscilaciones que se producen en la 
trayectoria del punto de vista durante la marcha. 
M3 estima la posición del punto de vista cumpliendo cuatro funciones: 
 Determina la posición base del punto de vista a partir de la ubicación 
actual de los pies estimada en M1. 
 Añade a esta posición base el desplazamiento correspondiente a la 
oscilación del punto de vista calculada en M2. 
 Mantiene la sincronización de las direcciones del cuerpo y del punto 
de vista para minimizar el efecto del error de deriva que afecta al 
ángulo yaw de ambas direcciones (ver anexo B). Para ello emplea la 
información del sensor inercial colocado en el cuerpo (M4). 
 Estima y aplica la velocidad del punto de vista a partir del porcentaje 
del ciclo de la marcha calculado en M2. 
En M5 se caracteriza el movimiento del punto de vista integrando la posición 
proporcionada por M3 con la orientación obtenida de M6.  
Por otra parte M7 estima la posición y orientación de las manos a partir de los 
sensores inerciales que se colocan sobre cada una. 
El SDK de Orión expone la posición y orientación de la cabeza y de las 
manos para integrar el sistema de navegación natural e interacción manual en 
aplicaciones específicas y motores gráficos. 
En este planteamiento se identifican dos líneas claramente diferenciadas: 
Navegación natural e interacción manual. Desarrollar y evaluar ambas líneas 
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 Los movimientos que describe el ser humano al andar en línea recta definen un 
patrón que se repite cada dos pasos. Este patrón de movimientos se denomina ciclo de 
la marcha. El porcentaje del ciclo de la marcha define un punto dentro de este patrón y 
en consecuencia determina la postura de las distintas partes del cuerpo. El origen del 
ciclo de la marcha se elige arbitrariamente. En esta tesis doctoral se sigue el criterio 
empleado por Hirasaki, Moore, Raphan & Cohen (1999) donde el contacto del talón del 
pie izquierdo con el suelo define el comienzo del ciclo (0%). Así por ejemplo, el 50% del 
ciclo corresponde al contacto del talón del pie derecho con el suelo.  




por separado resulta conveniente para aislar problemas diferentes y necesario 
para poder realizar las pruebas sin adquirir nuevos sensores.  
Para poner esta idea en práctica se desarrollan los prototipos D y E que se 
describen con detalle en los próximos apartados. 
4.6. Prototipo D: Navegación Natural (E4 y E5) 
El prototipo D es la evolución natural de los prototipos anteriores y sobre él 
recae la mayor parte del trabajo realizado en la tesis doctoral. Durante su 
diseño, se aplican las conclusiones obtenidas en las evaluaciones preliminares 
de los prototipos A, B y C.  
Con el prototipo D se alcanzan los objetivos trazados en relación a la 
navegación natural. Para evaluarlo, se realiza una prueba piloto con 16 
personas y un experimento con 24 participantes que se describirán con detalle 
en apartados posteriores.  
El prototipo D se presenta siguiendo la misma estructura que los anteriores 
pero se añaden nuevos apartados en los que se abordan los detalles de 
implementación con el objetivo de posibilitar la continuación del trabajo y dar la 
opción de replicar los experimentos. 
4.6.1. Características 
A continuación se presentan las características del prototipo D: 
 Navegación Natural. 
 Visión estereoscópica. 
 Sonido 3D. 
 Gestión de todo tipo de pasos: Frontales, laterales y hacia atrás. 
 Considera y desacopla las direcciones del punto de vista y la 
dirección del cuerpo. 
 Control del efecto del error de deriva sobre las direcciones del punto 
de vista y del cuerpo. 
 Se estiman y aplican las oscilaciones del punto de vista durante la 
marcha. 
  
 Reproducción del sonido de pisadas al andar.
4.6.2. Componentes
El prototipo D hereda todos los componentes del prototipo C y sustituye el 
HMD zSight por la primera versión del kit de desarrollo 
VR (Figura 4.28). Además 
coloca en la mochila sobre uno de los hombros y auriculares inalámbricos en los 
que se acopla el sensor de orientación que registrará los giros de la cabeza. Se 
descarta el uso del sensor inercial integrado en Oculus Rift porque requiere 
conexión directa a través de un puerto USB con el ordenador principal que 




El prototipo D es una parte del sistema global presentado en el apartado 
y por ese motivo su funcionamiento 
plantear dicho sistema. 
Los próximos apartados abordarán en detalle el desarrollo de los módulos del 
sistema global relacionados con la navegación natural. Estos módulos dan lugar 









añade un cuarto sensor InertiaCube 3 que se 
torno virtual. 
 
El prototipo D utiliza el HMD Oculus Rift de Oculus VR
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Figura 4.29: Módulos del sistema global que se implementan en el prototipo D 
4.6.4. Tracking Inercial para Pies (M1) 
En el prototipo C ya se implementa un algoritmo básico para estimar la 
posición y dirección de cada pie. Sin embargo, este algoritmo introduce 
correcciones bruscas al aplicar la técnica ZUPT (Figura 4.22). Tal y como se ha 
descrito anteriormente, el promediado que se aplica para solucionar este 
problema da lugar a un retardo que aumenta la latencia del sistema y a 
direcciones de avance incorrectas cuando el usuario se para y comienza a 
andar en una dirección diferente. 
Para resolver este problema es necesario mejorar el algoritmo de tracking. El 
filtrado de Kalman es una de las técnicas más empleadas para implementar 
sistemas de tracking con sensores inerciales colocados en los pies. Por este 
motivo el prototipo D utiliza la implementación del filtrado de Kalman propuesta 
por Fischer et al. (2013).  
Para facilitar la comprensión del resto del apartado, los anexos C y D 
describen respectivamente el filtrado de Kalman multivariable y este algoritmo 
desarrollado por Fischer et al. (2013). 
Durante la tesis doctoral, se implementa dicho algoritmo utilizando C++ para 
permitir su funcionamiento en tiempo real. A partir de esta implementación, se 
desarrolla la técnica del Reseteo Selectivo de la Matriz de Error de 
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crear una modificación del algoritmo de Fischer et al. (2013). Con esta 
modificación, se consigue una mejora estadísticamente significativa de los 
siguientes aspectos: 
 Estimación de posición. 
 Estimación de la altura. 
 Estimación de la distancia recorrida. 
 Reducción de la longitud media de las correcciones debida a la 
técnica ZUPT. 
El último punto es sin duda la mejora que aporta un mayor beneficio al 
sistema de navegación natural ya que da lugar a trayectorias mucho más 
suaves. Este era precisamente el problema que se pretendía resolver y el 
motivo por el que se sustituye el algoritmo de tracking básico utilizado por el 
prototipo C.  
En la Figura 4.30 puede apreciarse cómo el filtrado de Kalman implementado 
por Fischer et al. (2013) mejora sustancialmente la trayectoria estimada por el 
algoritmo básico del prototipo C. Sin embargo la técnica CESR consigue una 
mejora aún mayor en dicha trayectoria. Esta mejora se pone de manifiesto con 
mayor claridad cuando se aplican las correcciones ZUPT al iniciar la fase de 
reposo. 
 
Figura 4.30: Trayectorias generadas por los algoritmos de tracking básico (izq), de Fischer 
et al. (2013) (centro) y CESR (der)  
El algoritmo de Fischer et al. (2013) recibe la velocidad angular y la 
aceleración del sensor inercial. Para cada muestra recibida, proporciona una 
estimación de la posición, velocidad y orientación (ver anexo D). El estado del 
algoritmo queda definido por variables que guardan la posición, la velocidad, la 
orientación y la matriz de error de covarianza  .  




Esta matriz   es la clave del algoritmo de (Fischer et al., 2013) y es la 
responsable de los excelentes resultados que consigue el filtrado de Kalman. 
Tiene dimensiones 9x9 y sus elementos son las correlaciones de las tres 
componentes de la velocidad, de la posición y de la orientación (expresión [17] 
del anexo D).  
Durante el movimiento del pie, la matriz   se actualiza aplicando las 
ecuaciones de predicción de Kalman. Cuando el pie se detiene, se considera 
que la velocidad es cero, se aplica el modelo de observación de Kalman y se 
corrigen las variables de estado del algoritmo (ZUPT): Posición, orientación, 
velocidad y  . 
El trabajo realizado al implementar y evaluar el algoritmo de tracking nos 
lleva a plantear la hipótesis de que no existe relación entre ciertos elementos de 
la matriz   entre un paso y el siguiente. En consecuencia, un reseteo selectivo 
de la matriz de covarianza (CESR) al final de la fase de reposo del pie, mejorará 
el algoritmo de tracking. La Tabla 4-1 muestra los elementos de   que se 
resetean al aplicar la técnica CESR: 
                        
  0 0 0 0 - 0 0 0 0 
  0 0 0 - 0 0 0 0 0 
  0 0 0 0 0 0 0 0 0 
   0 - 0 0 0 0 - 0 0 
   - 0 0 0 0 0 0 - 0 
   0 0 0 0 0 0 0 0 - 
   0 0 0 - 0 0 - 0 0 
   0 0 0 0 - 0 0 - 0 
   0 0 0 0 0 - 0 0 - 
Tabla 4-1: Elementos de la matriz   que se resetean (0) y mantienen (-) al final de la fase de 
reposo  al aplicar la técnica CESR 
Donde: 
  , ,  son los ángulos yaw, pitch y roll que definen la orientación del 
sensor (ver anexo B). 
   ,  ,   indican la posición del sensor. 
   ,  ,   contienen la velocidad del sensor. 





Los elementos que se resetean se determinan siguiendo un proceso 
empírico. Para ello se observa el efecto que produce en la trayectoria el reseteo 
de elementos individuales de la matriz respetando la condición de simetría de la 
misma. 
Se han desarrollado con éxito técnicas similares a CESR (Bahari, Karsaz & 
Naghibi-S, 2008) en las que se resetea por completo la matriz de error de 
covarianza para mejorar los resultados de algoritmos de tracking que utilizan el 
filtrado de Kalman adaptativo. 
El momento en el que se aplica el reseteo selectivo es un factor crítico. 
Idealmente se aplicaría al final de la fase de reposo. Sin embargo el algoritmo 
de Fischer et al. (2013) utiliza como detector de reposo un valor umbral que se 
compara con el módulo del vector que contiene las tres componentes de la 
velocidad angular. Por lo tanto, el movimiento es detectado instantes después 
de que haya comenzado. Por este motivo se aplica 50 ms (6 muestras a 120Hz) 
antes de que comience el movimiento.  
Además, en este instante la velocidad estimada es próxima a cero aunque no 
llega a alcanzar este valor. Por ello, se resetea también la velocidad para evitar 
este pequeño error. 
4.6.4.1. Pruebas Realizadas 
Para evaluar las mejoras que introduce la técnica CESR se implementan en 
ASI un módulo de tracking con el algoritmo de Fischer et al. (2013) y otro que 
aplica el reseteo selectivo CESR.  
Se coloca un sensor InertiaCube3 inalámbrico sobre el zapato en la zona del 
empeine del pie y se sujeta con cintas elásticas acabadas en velcro. Los 
sensores se muestrean a 120Hz. 
Se capturan además 32 trazas de un recorrido en el que se avanza por un 
pasillo, se baja una planta a través de dos tramos de escaleras, se avanza por 
el pasillo de la planta inferior en sentido contrario y se vuelve al punto de inicio 
subiendo de nuevo dos tramos de escaleras. La longitud aproximada del 




recorrido es 140m. La Figura 4.31 muestra la representación 3D de este 
recorrido en ASI: 
 
Figura 4.31: Representación 3D de las trazas capturadas en ASI 
Antes de capturar cada traza, se toman muestras con el pie en reposo 
durante 30 segundos aproximadamente para estimar el offset de los 
giroscopios. Este offset resulta crítico y determina la velocidad con la que crece 
el error de deriva en el ángulo yaw. 
Bajo estas condiciones se realiza un análisis estadístico aplicando la 
distribución t de Student para muestras pareadas. Los parámetros implicados 
son los citados anteriormente: Estimación de posición, de altura, de distancia 
recorrida y la longitud media de las correcciones ZUPT que es un indicio de la 
calidad del tracking. Los datos involucrados en el estudio estadístico se recogen 
en el anexo E. 
La técnica CESR reduce la longitud media de las correcciones ZUPT en 
todas las trazas. Además consigue una reducción de dichas correcciones del 
37% y supera holgadamente la significatividad estadística ([t(31)=59,1; 
p<0,001]). 
Respecto a la posición, el reseteo selectivo mejora la estimación del 
algoritmo original en 21 de las 32 trazas y alcanza la significatividad estadística 
([t(31)=2.4; p=0.024]). Por otra parte, el error de la altura calculada se reduce en 
las 32 trazas al aplicar el método CESR ([t(31)=11.4; p<0.001]). 
También se mejora la estimación de la distancia total recorrida. El algoritmo 
original da como resultado 168m y al utilizar CESR se obtienen 151.5m 
situándose la distancia correcta en torno a 140m. La diferencia también es 
significativa en este caso ([t(31)=71.1; p<0.001]).  
  




Figura 4.32: Resultados del estudio estadístico que compara la técnica CESR con el 
algoritmo original
En la Figura 4.33 
trazas al ser procesada con el algoritmo original y con la técnica CESR:
Figura 4.33: Trayectorias obtenidas con el algoritmo original (izq) y aplican
Un hecho relevante que refuerza los resultados obtenidos 
análisis de 5 trazas publicadas por los autores del algoritmo original. Estas 
trazas fueron captadas con un sensor diferente: El modelo 
aplicar la técnica CESR se obtienen resultados aún mejores que con las 32 
trazas analizadas. La longitud media de las correcciones 
todas las trazas en más de un 50%, siendo el valor promedio 53%. 
Una de estas cinco trazas corresponde a un tramo de 14
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longitud media de las correcciones 
10.36m el error de altura.
4.6.5. Obtención del Patrón de Oscilación del Punto de 
Vista (M2) 
Una vez que se obtiene un algoritmo de tracking para los pies que funciona 
en tiempo real proporcionando excelentes resultados, es el momento de 
continuar avanzando en el proyecto de investigación teniendo presente el 
objetivo final de diseñar un sistema d
Para ello es necesario establecer una relación entre 
y la de los pies durante la marcha
usuarios para capturar sus
utiliza el sistema de tracking óptico 
En la prueba, participan 11 personas (una mujer y 10 hombres) que 
entre dos marcas separadas 2.88m durante 5 minutos en los que realizan 
aproximadamente 44 trayectos. Tras cada uno
nuevo con los pies juntos. A los participantes no se les pide que comiencen con 
un determinado pie para no comprometer la naturalidad del movimiento.
instrucciones a los sujetos 
Con objeto de facilitar esta labor y evitar la necesidad de mirar las marcas del 
suelo para detenerse, se coloca una estructura de tamaño similar a una puerta 
junto a las marcas del suelo. 
velocidad "normal". Con ello, se obtendrán un conjunto de trazas con distintas 
velocidades simulando, por tanto,
pueden darse durante una experiencia virtual. 
La Figura 4.34 muestra el montaje realizado para las pruebas.
Figura 4.34: Montaje realizado para pruebas de captura de movimiento durante la marcha
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Optitrack de Natural Point. 
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para que caminen manteniendo la mirada al f
También se pide a los participantes que caminen a 











Se utiliza una configuración de 1
10x8m (Figura 4.35). La longitud de cada trayecto (2.88m) queda limitada por 
las dimensiones del laboratorio y por el número de cámaras pero es suficiente 
para dar cuatro pasos, dos con cada pie. El paso inicial y el final se descartan 
durante el estudio por emplearse para c
embargo, de los dos pasos centrales pueden extraer
marcha a velocidad normal.
minimizar el efecto del inicio y fin de la marcha. Este efecto dará
pequeñas asimetrías en la longitud de los pasos que se determinarán más 
adelante.  
Figura 4
Durante las sesiones se coloca un sensor inercial en u
sujetos del mismo modo que en las pruebas descritas en el apartado anterior
(Figura 4.36). El objetivo es establecer un marco de referencia prop
por el sistema de tracking óptico que tiene una exactitud superior a 1mm. Este 
marco de referencia permitirá comparar distintos algoritmos de tracking inercial 
para pies y desarrollar nuevas mejoras similares a la técnica CESR.
De modo análogo, l
minutos en las mismas condiciones de la anterior llevando esta vez un sensor 
inercial adosado a la gorra que forma parte del sistema de tracking óptico
(Figura 4.36). El objetivo es establecer una relación entre las aceleraciones 
registradas en la cabeza y las oscilaciones del punto de vista durante la marcha 
normal. 
Durante esta tesis doctoral se analizan únicamente los datos ópticos para 
determinar las oscilaciones del punto de vista en función del porcentaje del ciclo 
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de la marcha. El análisis de las trazas inerciales queda 
abordado posteriormente
Figura 4.36: Sensor inercial colocado en el pie derecho y sobre la gorra del sistema de 
captura de movimientos para comparar trazas inerciales y ópticas
4.6.5.1. Procesado de las trazas
Una vez capturadas las trazas de los 11 participantes, se desarrolla una 
aplicación que utiliza el SDK 
datos de los puntos de interés y generar ficheros 
values). A continuación se 
ficheros CSV. En este apartado se presentan y discuten los resultados de estos 
scripts. 
La posición de la cabeza se determina promediando la posición de dos 
marcas que se colocan en la gorra ligeramente por encima de lo
cada sujeto se descartan los pasos extremos y se procesa un ciclo completo de 
la marcha. Como ya se mencionó anteriormente, en esta tesis doctoral s
el criterio adoptado por varios autores que establece el inicio del ciclo cuando 
comienza el contacto entre 
Así el apoyo del talón derecho corresponde al 50% del ciclo de la marcha.
Se analizan todos los pasos de las 11 sesiones de 5 minutos para extraer el 
máximo número posible de cicl
centrales que se inician con el pie derecho. Se obtiene un número diferente de 
ciclos válidos para cada participante. Esto se debe a varios motivos: Distinta 
velocidad al andar, pérdidas del seguimiento de las mar
con el pie izquierdo fundamentalmente. 
seleccionar manualmente los pasos válidos se obtiene un 
individuo que se sitúa entre 41 y 89 siendo el valor promedio 66.
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El objetivo final es obtener el patrón de las oscilaciones de la cabeza en 
función del porcentaje del ciclo de la marcha. De este modo, es necesario 
comparar las gráficas y para ello resulta imprescindible normalizarlas 
previamente.  
La normalización implica varias modificaciones: 
 Se toma como punto de inicio el origen de coordenadas. 
 Se aplica un cambio de sistema de coordenadas a las trazas que 
avanzan en el sentido negativo del eje paralelo a la dirección de la 
marcha. 
 Se aplica un escalado al eje de tiempos (horizontal) para que los 
movimientos se representen en función del ciclo de la marcha. 
Para automatizar en parte este proceso de normalización, se aprovecha el 
hecho de que el valor mínimo de la oscilación vertical de la cabeza corresponde 
al apoyo de un talón en el suelo. Por tanto, detectando estos mínimos se 
pueden determinar automáticamente los puntos correspondientes al 0, 50 y 
100% del ciclo de la marcha. 
Una vez que las gráficas quedan expresadas en función del porcentaje del 
ciclo de la marcha pueden compararse y representarse sobre un mismo eje. 
La Figura 4.37 muestra la oscilación vertical y transversal de la cabeza de 
uno de los participantes en función del porcentaje del ciclo de la marcha. Las 
trazas corresponden a una sesión de 5 minutos en la que se completan 68 
ciclos andando a una velocidad media de 68 cm/s y 74 pasos por minuto. 





Figura 4.37: Oscilación vertical (verde) y transversal (rojo) de la cabeza durante el ciclo de 
la marcha (sujeto 11) 
En la gráfica anterior aparece con trazo grueso el promedio de los 68 ciclos 
representados. Para obtener una aproximación al patrón del ciclo de la marcha 
que se pretende caracterizar con estas pruebas, es posible tomar las señales 
promedio de cada participante y calcular de nuevo el valor medio de todas ellas. 
Los promedios de cada participante así como el promedio global se representan 
en la Figura 4.38. 
 
Figura 4.38: Patrón de oscilación vertical (trazo grueso verde) y transversal (trazo grueso 
rojo) del ciclo de la marcha obtenido a partir de los promedios de cada participante 





La gráfica anterior (Figura 4.38) es el resultado de procesar un promedio de 
66 ciclos de la marcha por cada participante. La velocidad media es 82.1cm/s y 
se da con una cadencia de 88.7 pasos por minuto. Se observa una asimetría 
promedio de 2.7cm en la longitud de los pasos de la pierna izquierda con 
respecto a los de la pierna derecha. Esta pequeña asimetría representa un 
1.19% de la longitud del ciclo y se debe fundamentalmente, al efecto de inicio y 
fin de la marcha. Dicho efecto se habría minimizado al considerar trayectos más 
largos en un laboratorio de mayores dimensiones. No obstante, parte de esta 
asimetría es propia de la marcha humana. Huynh, Sarmento, Roemmich & Hass 
(2013) la sitúa por debajo de 1cm. 




























1 41 1.70 81.7 87 127.5 130.1 -2.6 - 
2 68 1.76 86.5 82 117.3 114.5 2.8 + 
3 64 1.77 97.8 82 104.7 102.9 1.8 + 
4 74 1.79 93.5 83 108.3 111.3 -3 - 
5 57 1.79 100.4 104 132.7 123.1 9.6 + 
6 76 1.78 90.4 89 119.3 122.0 -2.7 - 
7 44 1.78 86.6 81 114.8 111.5 3.3 + 
8 61 1.77 84.2 68 103.1 93.3 9.8 + 
9 85 1.82 88.5 83 114.5 113.7 0.8 + 
10 89 1.67 91.6 76 108.8 94.3 14.5 + 
11 68 1.83 74.3 68 107.1 111.8 -4.7 - 
Media 66 1.76 88.7 82.1 114.4 111.7 2.7  
Tabla 4-2: Datos recopilados durante las pruebas para la obtención del patrón del ciclo de 
la marcha 
4.6.5.1.1. Oscilación Vertical 
La oscilación vertical representada con color verde en la Figura 4.38 tiene 
frecuencia doble al ciclo de la marcha. Tal y como se adelantó, los mínimos de 
la oscilación vertical corresponden al apoyo de los talones en el suelo mientras 
que los máximos se asocian al centro de la fase de balanceo del pie (Hirasaki et 




al., 1999). Así, en el 50% del ciclo de la marcha se sitúa un mínimo tal y como 
cabía esperar que corresponde al inicio del apoyo del talón derecho. 
La amplitud total del movimiento vertical es de 3.2cm para 88.7 pasos por 
minuto. De este modo, el resultado muestra un alto grado de correspondencia 
con valores reportados en la literatura. Waters, Morris & Perry (1973) registran 
una amplitud total del movimiento vertical de 2.6cm para 70 pasos por minuto y 
4.0cm para 104 pasos por minuto. Hirasaki et al. (1999) sitúan el valor de la 
amplitud en torno a 3cm para una velocidad de 0.8m/s, valor muy similar a los 
0.82m/s registrados en las pruebas de esta tesis doctoral. 
Hirasaki et al. (1999) establecen el primer máximo de la oscilación vertical en 
el 29% del ciclo de la marcha. Este resultado coincide con las gráficas obtenidas 
en las que se sitúa el máximo en el 28%.  
Este hecho pone en relieve la asimetría de la señal de oscilación vertical. 
Durante el 58% de su ciclo tiene carácter ascendente y en el 42% restante 
desciende. Por ello no puede ser modelada directamente a través de una señal 
senoidal. 
No obstante, es necesario señalar que la forma de las oscilaciones vertical, 
transversal y en el sentido de la marcha varían sensiblemente dependiendo de 
multitud de factores como por ejemplo la velocidad o la altura del individuo. 
4.6.5.1.2. Oscilación Transversal 
La frecuencia de la oscilación transversal representada en color rojo coincide 
con la del ciclo de la marcha y se asemeja a una función senoidal. Los máximos 
y mínimos corresponden aproximadamente al centro de la fase de balanceo de 
cada pie. 
Sorprende el hecho de que el desplazamiento lateral, al 50% del ciclo, puede 
ser positivo o negativo dependiendo del individuo. Estas asimetrías ya han sido 
reportadas en estudios previos (Cappozzo, 1981). Al aumentar la velocidad, las 
gráficas del desplazamiento transversal se hacen más uniformes (Waters et al., 
1973). 





No obstante, el trazo grueso con el promedio de  todos los participantes 
verifica el comportamiento  ideal. Ya se mencionó que en el 50% del ciclo de la 
marcha comienza el contacto del pie derecho con el suelo. Instantes después, el 
peso del cuerpo queda distribuido por igual sobre las dos piernas y en ese punto 
se produce el cruce por cero de la oscilación transversal. Este hecho indica que 
la cabeza se encuentra centrada sobre la línea que define la dirección de la 
marcha. Por ello, el cruce por cero de la oscilación transversal se produce 
ligeramente por encima del 50% del ciclo de la marcha. 
La amplitud total de la oscilación transversal registrada en las pruebas es  
aproximadamente 7.2cm a una velocidad de 0.82m/s. Este resultado es similar 
al obtenido por Cappozzo (1981) que estima una amplitud superior a 6cm para 
1.19m/s. 
La asimetría de la oscilación transversal en cuanto al carácter descendente o 
ascendente es mejor que en el caso del desplazamiento vertical. El máximo se 
sitúa aproximadamente en el 25% del ciclo de la marcha y el mínimo en el 75%. 
4.6.5.1.3. Desplazamiento en el Sentido de la Marcha 
En el sentido de la marcha, la cabeza también describe un movimiento 
oscilante que se superpone al avance. La Figura 4.39 muestra la evolución de la 
distancia recorrida por la cabeza de uno de los participantes en función del ciclo 
de la marcha. 
 
Figura 4.39: Distancia recorrida por uno de los participantes en función del ciclo de la 
marcha  




Para obtener esta oscilación, es necesario considerar la velocidad que se 
obtiene al derivar con respecto al tiempo la distancia recorrida. Estos cálculos se 
han realizado para todas las trazas de cada participante y se ha obtenido un 
promedio para cada uno. Todos estos promedios se representan en la Figura 
4.40 así como un promedio global de los mismos. 
 
Figura 4.40: Velocidad de la cabeza en la dirección de avance en función del porcentaje del 
ciclo de la marcha. Promedios de cada participante y promedio global 
La derivada que se aplica para obtener la velocidad acentúa el ruido del 
sistema de tracking óptico. Este ruido aún persiste en las señales promedio de 
cada participante y se reduce sustancialmente en el promedio global (trazo 
grueso). 
La oscilación de velocidad tiene frecuencia doble a la del ciclo de la marcha. 
Los máximos de la velocidad se alcanzan instantes antes de iniciar el contacto 
entre el pie y el suelo. Los mínimos se dan durante la fase de balanceo del pie. 
La variación de la amplitud reportada por Waters et al. (1973) es de 5 cm/s. 
Este resultado no coincide con las gráficas obtenidas en las que se puede medir 
una amplitud superior a 10cm/s. Esta diferencia puede deberse en parte, al 
ruido que afecta a las gráficas de velocidad, pero la atribuimos 
fundamentalmente a la compleja dependencia de los patrones de movimiento 
con diversos factores como por ejemplo la velocidad (Cappozzo, 1981). 





En general, se observa, un alto grado de variabilidad entre los distintos 
sujetos. Además de las citadas asimetrías, existen parámetros a considerar 
como la longitud y frecuencia de los pasos o la altura del individuo. El género 
también puede contribuir a aumentar la variabilidad de los resultados aunque no 
parece ser un factor determinante (Cappozzo, 1981). Por otra parte, cada 
persona tiene un modo característico de andar. Este hecho también apunta en 
el mismo sentido.  
Caracterizar el ciclo de la marcha a través de un patrón es un problema muy 
complejo. Utilizar modelos de biomecánica es otra solución que podría haberse 
planteado. Sin embargo, los modelos de biomecánica tampoco ofrecen una 
solución definitiva ya que la complejidad reside en la naturaleza del fenómeno 
en cuestión, por ejemplo un individuo determinado en las mismas condiciones 
puede dar lugar a trazas muy dispares. 
Con todo, se ha obtenido un patrón del desplazamiento de la cabeza durante 
la marcha que a pesar de las desviaciones respecto a la posición exacta, 
permitirá mejorar la simulación del movimiento del punto de vista en el sistema 
de navegación natural. 
4.6.6. Detector del porcentaje del ciclo de la Marcha (M2) 
El objetivo de las pruebas anteriores era relacionar el movimiento de los pies 
con el de la cabeza. El medio para establecer esta relación es el porcentaje del 
ciclo de la marcha. De un lado, está el patrón del movimiento de la cabeza en 
función del ciclo de la marcha obtenido en el apartado anterior. De otro lado, 
está la estimación del porcentaje del ciclo de la marcha a partir de los sensores 
inerciales colocados en los pies. Esta segunda parte es la que se trata en el 
presente apartado. 
Antes de comenzar con la implementación, se realiza una búsqueda de 
publicaciones que resuelvan el problema de la estimación del porcentaje del 
ciclo de la marcha a partir de dos sensores inerciales colocados sobre la zona 
del empeine de cada pie. Existen estudios similares que determinan puntos 
característicos del ciclo y parámetros como la velocidad o la longitud del paso 
(Sabatini, Martelloni, Scapellato & Cavallo, 2005). Sin embargo, al no encontrar 




técnicas que resuelvan el problema planteado, se aborda el desarrollo de un 
nuevo método para conseguirlo.
Tras evaluar distintas estrategias se encuentra un planteamiento que da lugar 
a resultados muy satisfactorios. Este planteamiento se basa en consider
suma de los ángulos pitch de cada pie. Estos ángulos se representan en la
señales 1 y 2 de la Figura 
Como puede observarse la señal resultante, es periódica y similar a una señal 
senoidal. El tramo recto descendiente de las señales 1 y 2 corresponde a la fase 
de balanceo de cada pie. 
El ciclo de la marcha implica un paso con cada pie. Para facilitar el algoritm
que detecta el porcentaje del ciclo de la marcha se fracciona el problema en dos 
fases. En la primera se detecta el porcentaje del ciclo de cada paso y en la 
segunda se detecta qué pie está en movimiento para asociar el porcentaje del 
ciclo del paso con la primera o la segunda mitad del ciclo de la marcha.
Las señales 4 y 5 de la 
porcentajes estimados del ciclo del paso y del c





4.41 así como la suma de los mismos en la señal 3. 
 
Figura 4.41 muestran respectivamente los 
iclo de la marcha. 












A continuación se presenta el algoritmo que estima el porcentaje del ciclo de 
cada paso en pseudocódigo y se comentan las secciones más relevantes: 
1.- Se crea la señal que contiene la suma de los ángulos pitch (señal 3 de 
Figura 4.41) y se marca el comienzo de un nuevo paso cuando se detecta un 
mínimo en esta señal: 
SumaPitchs = pitchPieIzq + PitchPieDer 
NuevoPaso = EnMinimo( SumaPitchs ) 
 
2.- Cuando se detecta un nuevo paso se actualizan las variables del 
porcentaje del paso, las que contienen los valores máximo y mínimo de la señal 
SumaPitchs y las estimaciones de la amplitud y offset de esta señal. 
 
Si NuevoPaso Entonces 
   PorcentajeDelPaso = 0 
    Min = SumaPitchs 
    AmplitudEstimada = (Max - Min) / 2.0 
    OffsetEstimado   = (Max + Min) / 2.0 
    Max = Mínimo_valor_real_negativo 
Fin Si 
 
3.- Con cada paso de simulación se comprueba si hay que actualizar la 
variable que guarda el valor máximo de la señal SumaPitchs.  
Si SumaPitchs > Max Entonces 
   Max = SumaPitchs 
Fin Si 
 
4.- Cuando comienza la pendiente negativa de SumaPitchs, se actualizan las 
estimaciones de la amplitud y del offset de esta señal. 
Si EnPendienteNegativa( SumaPitchs ) Entonces 
   AmplitudEstimada = (Max - Min) / 2.0 
   OffsetEstimado   = (Max + Min) / 2.0 
Fin Si 
 
5.- Para cada muestra procesada que no corresponda a un nuevo paso, se 
obtiene el valor actual normalizado de la señal SumaPitchs. Para ello se aplica 
la amplitud y el offset estimado. Además la señal se trunca para obtener valores 
dentro del intervalo -1 a 1. Finalmente, se utiliza la función arcocoseno para 
estimar el porcentaje del ciclo del paso y se consulta si la pendiente actual es 
negativa para resolver la ambigüedad de la función arcocoseno. 
Si No NuevoPaso Entonces 
   Oscilacion_Normalizada= -(SumaPitchs - OffsetEstimado)/AmplEstimada 
   Truncar( Oscilacion_Normalizada, -1, 1) 
 




   PorcentajeDelPaso = 50 * 
    
   Si EnPendienteNegativa( 
      PorcentajeDelPaso = 100 
   Fin Si 
Fin Si 
 
Para hacer más robusto el algoritmo frente a desviaciones del 
comportamiento ideal como giros repentinos o paradas bruscas, 
mecanismo que garantiza que 
de la marcha se mantendrá entre un rango de valores.
En este punto solo falta completar el algoritmo anterior incluyendo la lógica 
necesaria para tener en cuenta con qué pie se produce cada paso y generar 
el porcentaje del ciclo de la marcha.
La detección de un nuevo paso realizada en la primera fase del algoritmo, se 
utiliza también en el prototipo D para emitir sonidos de pisadas al andar
Con todo, se obtiene una estimación
algoritmo es la función arcocoseno que consigue independizar el porcentaje del 
ciclo de la duración de los pasos. 
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4.6.7. Estimación de la posición del Punto de Vista (M3)  
El diseño del prototipo de sistema de navegación natural requiere que se 
estime la posición del punto de vista a partir del movimiento de los pies. En el 
caso del prototipo D que se aborda en esta sección, la estimación de la posición 
del punto de vista requiere, la integración de los siguientes elementos que serán 
tratados a continuación en diferentes subapartados: 
 Estimar la posición y orientación del cuerpo a partir del movimiento de 
los pies. 
 Hacer uniforme la velocidad del punto de vista. 
 Aplicar el patrón de las oscilaciones de la cabeza durante la marcha. 
 Sincronización de ángulos yaw del cuerpo y de la cabeza. 
4.6.7.1. Estimar la Posición y Orientación del Cuerpo a partir del 
movimiento de los Pies 
Para resolver el problema de la estimación de la posición del cuerpo a partir 
del movimiento de los pies, la primera solución que cabe plantearse es 
promediar las posiciones de cada pie. Esta solución no es válida debido a los 
problemas de deriva en el ángulo yaw.  
Para entender el motivo por el que este planteamiento no es válido, se 
muestra en la Figura 4.43 el resultado de aplicar esta idea a una traza en la que 
se ha acentuado el efecto de la deriva en el ángulo yaw sobre el pie izquierdo. 
Cuando comienza la captura de datos, las direcciones de los pies estimadas con 
el filtrado de Kalman y la técnica CESR son similares. Esto da lugar a 
trayectorias rectilíneas para el cuerpo similares a las que se espera obtener. Sin 
embargo, transcurrido cierto tiempo, las direcciones de avance de cada pie 
comienzan a diferir debido a la deriva del ángulo yaw. Estas direcciones 
diferentes se manifiestan sobre la estimación de la posición del cuerpo y 
aparece una trayectoria que zigzaguea.  




Figura 4.43: Efecto de la deriva en el ángulo yaw al estimar la posición del cuerpo como 
promedio de las posiciones de los pies. Trayectoria del p
de deriva en el ángulo yaw 
Por otra parte, aplicar 
pie que se producen tras procesar las muestras de los sensores, 
mismo efecto que el promediado de posiciones anterior
gestionar las direcciones con las que se aplican estos incrementos.
La intensidad de la deriva
factores como el nivel de batería o la temperatura de los sensores. En cualquier 
caso, a modo de ejemplo
durante las pruebas: Tras completar 6 vueltas al laboratorio
recorren 156m y se dan 318 pasos
Para evitar el problema de la trayectoria zigzagueante es necesario aplicar 
incrementos de posición y de orientación relativos a la dirección de referencia de 
cada pie. Para ello, se deben considerar tres direcciones en el sistema: La 
dirección de avance del punto de vista o dirección del cuerpo, y las direcciones 
de cada pie. La Figura 4
se realiza del error de deriva en el ángulo yaw.
En primer lugar se produce un desplazamiento de longitud L1 con el pie 
izquierdo en una dirección que guarda un ángulo 
referencia de dicho pie. Tanto el desplazamiento L1 como el ángulo 
al punto de vista tomando como referencia la dirección del cuerpo. Las 
distancias de los incrementos y sus ángulos se deben dividir por dos para 
aplicar correctamente las contribuciones de cada pie. A continuación se produce 
un incremento de posición de longitud L2 en el pie derecho que forma un ángulo 
β con su dirección de referencia.
Trabajo  
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del pie derecho (der) 
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En la Figura 4.44 se ilustra cómo los pies tienen direcciones de referencias 
muy diferentes debido al error de deriva y sin embargo, la trayectoria estimada 
es coherente y no sufre el problema del zigzagueo.
Figura 4.44: Integración de 
A pesar de todo, al poner en práctica el planteamiento anterior
aparecer trayectorias con forma de zigzag. Esto se debe fundamentalmente a 
dos motivos que contribuyen en el
Por una parte, los sensores no se colocan sobre los zapatos perfectamente 
alineados con el eje longitudinal del pie
línea recta, el pie forma un ángulo con la dirección de avance 
ángulo del paso. El valor de este ángulo 
sitúa en torno a 5º (Sánchez Lacuesta et al., 2005)
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Así, para obtener una trayectoria recta libre de zigzagueo, es necesario 
determinar la suma de los ángulos del paso y de desalineación del sensor. Al 
hacerlo, quedará caracterizado para cada pie, cuál es 
proporciona el sensor cuando el usuario está avanzando en línea recta
Dado que el ángulo del paso solo se pone de manifiesto durante la marcha, 
será necesario completar una fase de calibración
caminen en línea recta cada vez que se coloque
La Figura 4.46 muestra los ángulos a determinar durante esta fase de 
calibración. En color verde aparecen las direcciones que el algoritmo de tracking 
asociará inicialmente al ángulo yaw = 0.
de avance que deben determinarse para cada pie. Estas direcciones coinciden 





Figura 4.46: Ángulos a determinar durante la calibración para obtener trayectorias sin 
Durante la calibración
línea recta. En las pruebas realizadas se han empleado 8 pasos, 4 con cada pie. 
Aunque también se obtienen buenos resultados 
menor.  
El proceso de calibración se muestra en la 
determinar la desviación 
algoritmo de tracking mientras el usuario avanza en línea recta. 
desviación       y       permitirán conocer cuál es la dirección real de avance en 
coordenadas del sensor y corregir la trayectoria para
zigzag. Se obtienen al aplicar 
posición registrados en los ejes X y Z
Trabajo  
la dirección que 
 pidiendo a los usuarios que 
n los sensores en los pies.
 En color rojo aparecen las direcciones 
lustrado en la Figura 4.44. 
zigzagueo 
, el usuario da un número de pasos determinado en 
con un número de pasos 
Figura 4.47 y consiste en 
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Figura 4.47: Proceso de calibración para determinar el ángulo de desviación respecto a la 
La Figura 4.48 muestra el efecto de la calibración en la trayectoria del punto 
de vista y el modo en que se reduce el problema del zigzag.
descrita, es posible andar indefinidamente sin que l
los sensores de los pies
Figura 4.48: Resultado que se obtiene al aplicar la calibración del ángulo de desviación 
respecto a la dirección de avance en 
Es necesario señalar que en prototipos anteriores el efecto del zigzag existe 
pero es menos acusado debido al promediado que se aplica a las posiciones 
estimadas. En el prototipo D no es necesario aplicar el promedio para evitar este 
problema. 
Con todo, la trayectoria estimada del punto de vista es muy satisfactoria y se 
aproxima mucho al resultado objetivo: Una línea que cambia de curvatura 
gradualmente sin cambios bruscos. Sobre esta línea se superpondrán 
posteriormente, los movimientos oscila
Capítulo 4: Descripción del 
 
dirección de avance en línea recta 
 Con la técnica 
a deriva en el ángulo yaw de 
, suponga problema alguno. 
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A pesar de todo, aún aparecen desviaciones del comportamiento ideal
Figura 4.49 muestra una región ampliada de una de las traza
en la que es posible observar est
una sucesión de corchetes
Figura 4.49: Detalle de la trayectoria que se estima para el punto de vista en la que se 
aprecian pequeños giros similares a una sucesión de corchetes
Para encontrar una explicación a este hecho, 
trazas del sistema de tracking óptico que se capturaron durante las pruebas 
descritas en apartados anteriores. Al hacerlo se corrobora 
antes de apoyar los pies en el suelo se produce un acercamiento de los mismos 
al eje longitudinal del cuerpo paralelo al sentido de la marcha. Al comenzar un 
nuevo paso se produce el 
La Figura 4.50 muestra una perspectiva cenital de 
describen las marcas ópticas que se colocan 
acuerdo a los datos capturados, la longitud de estos desplazamientos está en 
torno a 4.6 cm. Dado que las contribuciones del movimiento de los pies al punto
de vista se dividen por 2, estos desplazamientos indeseados supondrían una 
distorsión de aproximadamente 
Patrón de las Desviaciones
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Figura 4.50: Vista cenital de las t
tracking óptico para el pie izquierdo (rojo) y el derecho (azul) durante 5 pasos
Es necesario señalar que el algoritmo de tracking descrito hasta el momento, 
es capaz de actualizar la posición del punto de vista gestionando todo tipo de 
pasos: Frontales, laterales y hacia atrás. Sin embargo, en adelante, los pasos 
frontales se detectarán y 
optimizar la trayectoria 
pies en torno a la fase de reposo.
Para caracterizar este procesado particular que se aplica los pasos frontales 
es necesario determinar cómo se detectan 
actualiza la posición del punto de vista una vez que éstos se han detectado.
Se considera que un paso es frontal cuando forma un ángulo menor o igual 
55º con la dirección de avance. Esta dirección de avance es la que se obtiene 
tras la calibración inicial e incluye tanto el efecto del ángulo del paso como el de 
desalineación de los sensores. La








Capítulo 4: Descripción del 
rayectorias que describen las dos marcas del sistema de 
serán procesados de un modo particular 
y evitar el problema de la distorsión que introducen los 
 
estos pasos frontales y cómo se 
 Figura 4.51 muestra el criterio de detección 
4.51: Criterio para determinar pasos frontales  
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Por otra parte, para actualizar la posición del punto de vista, se determina 
incremento en el ángulo yaw que se produce en cada pie tras procesar cada 
muestra. Este incremento se divide por 2 tal y como se venía haciendo hasta 
ahora y se aplica a la dirección del punto de vista. 
A continuación se obtiene el promedio de la velocidad estimada para cada 
pie y se utiliza para avanzar el punto de vista. 
de las velocidades actuales de cada pie y por tanto no contribuye a aume
modo alguno la latencia del sistema.
la optimización de pasos frontales mejora la trayectoria reduciendo el problema 
de la distorsión que sufre el punto de vista en torno a la fase de reposo de cada 
pie. 
Figura 4.52: Mejora en la trayectoria que supone la optimización de pasos frontales (der) 
Cuando no se detecta un paso frontal, se aplica el algoritmo base para 
gestionar pasos laterales y hacia atrás.
4.6.7.2. Hacer Uniforme la Velocidad del Punto de Vista
El método CESR consigue mejorar notablemente la trayectoria que se estima 
para cada pie. De este modo
en el prototipo C para suavizar las correcciones ZUPT
problemas de los cambios bruscos de dirección y 
latencia del sistema de navegación natural. 
No obstante, al eliminar este promediado
problema. Tal y como puede observarse en la 
Trabajo  
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 En la Figura 4.52 puede observarse como 
frente al algoritmo base (izq)  
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cabeza durante la marcha es aproximadamente constante con una pequeña 
oscilación cuya amplitud no llega a alcanzar el 5% del valor medio
Sin embargo, al transmitir el movimiento de los pies al punto de vista del 
modo descrito en apartados anteriores, se obtiene 
cambios bruscos que difiere mucho del comportamiento 
sistema de tracking óptico 
modo en que se mueven los pies durante la marcha, aceleran y deceleran hasta 
pararse continuamente
pies están sobre el suelo y 
mínimo. 
Estos cambios bruscos de velocidad del punto de vista
optimización de pasos frontales, como en el algoritmo base
apartado anterior. La velocidad 
corresponde a la señal verde de la fil
señal de la Figura 
comportamiento haciéndola más uniforme.
Figura 4.53: Estimaciones de velocidad instantánea de los pies (señal verde de fila 1), 
velocidad promedio del paso (señal naranja f
Es importante resaltar que las señales de las fila
combinando las velocidades de ambos pies. Los algoritmos de estimación de 
Capítulo 4: Descripción del 
una velocidad 
registrado por el 
(Figura 4.40). El origen de este hecho, 
. Además, durante parte del ciclo de la marcha, ambos 
en estos periodos, la velocidad registra su valor 
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de la cabeza estimada por estos algoritmos,
a 1 de la Figura 4.53. Al compararla con la 
4.40, queda patente la necesidad de mejorar su 
  
ila 1) y velocidad optimizada para el punto de 
vista (señal azul de fila 2) 
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posición del punto de vista descritos anteriormente, transmiten el movimiento de 
los pies a la cabeza de forma directa. Por este modo puede decirse 
indistintamente que estas señales representan la velocidad estimada para los 
pies y también, para la cabeza. Las contribuciones de cada pie se escalan 
dividiendo por dos tal y como se ha hecho hasta ahora. 
La distancia recorrida durante un paso dividida entre el tiempo transcurrido 
desde el inicio del mismo, da como resultado la velocidad promedio del paso. 
La señal naranja de la fila 1 corresponde a sumar los promedios de velocidad 
del paso de ambos pies y dividirlos por dos. 
Esta señal resulta muy útil porque su valor al final de cada paso determina la 
velocidad de avance promedio del usuario. De este modo, al unir los valores 
máximos de esta señal, se obtiene la estimación de la velocidad de avance del 
punto de vista que es la solución buscada en este apartado. 
En la fila 2 de la Figura 4.53 se replica la señal naranja de la fila 1 para 
compararla con la señal azul que muestra la estimación de la velocidad de 
avance del punto de vista que se consigue aplicando la estrategia implementada 
en el prototipo D que se describe a continuación: 
 Durante la marcha, se calcula el promedio de la velocidad del paso 
(señal naranja de la fila 1) para cada muestra procesada. 
 Este valor promedio de la velocidad del paso se guarda en una tabla 
junto con el correspondiente porcentaje del ciclo del paso.  
 La velocidad de avance del punto de vista     se calcula como: 
    =        +      −        
 Donde: 
o        es la velocidad promedio final del paso anterior. 
Corresponde a los máximos locales de la señal naranja (fila 1). 
o       es la velocidad promedio del paso actual. 





o       es la velocidad promedio del paso anterior que corresponde 
al porcentaje del ciclo del paso actual. Se obtiene interpolando 
valores en la tabla que asocia las velocidades promedio del paso 
anterior con el ciclo del paso. 
En la fila 2 de la Figura 4.53 puede apreciarse como se obtiene un algoritmo 
robusto con un comportamiento adaptativo a cambios de ritmo en la marcha. El 
planteamiento, lleva a un ajuste perfecto de la estimación de velocidad del punto 
de vista con los máximos locales de la velocidad promedio del paso (señal azul 
de la fila 2). Este ajuste se produce de la siguiente manera: 
 Cuando comienza un nuevo paso,      y       valen cero porque 
corresponden a los instantes en los que el paso actual y el anterior 
dejan de estar en reposo. Por tanto,     =        y esto implica el 
ajuste de la velocidad estimada del punto de vista al máximo local de 
la velocidad promedio del paso anterior. 
 Cuando el paso finaliza, el porcentaje del ciclo del paso llega al 100%, 
      =       y entonces desaparece la dependencia con el paso 
anterior,     =      . Además, la velocidad de avance del punto de 
vista, coincide con el siguiente máximo local de la velocidad promedio 
del paso. 
Durante el primer paso tras un periodo de reposo, no puede utilizarse el 
historial de velocidades promedio del paso anterior. Por este motivo se aplica la 
velocidad actual de los pies (señal verde fila 1). 
Finalmente en la fila 3, se replican las señales anteriores para comparar la 
velocidad de avance estimada del punto de vista (amarillo) con la velocidad 
instantánea de cada pie. Puede apreciarse como la primera es 
aproximadamente el promedio de la segunda y éste es el comportamiento ideal 
que se esperaba conseguir. Notar que se obtiene una aproximación al promedio 
de la velocidad sin que sea necesario realizar promediado alguno y por tanto, 
sin introducir retardos en el sistema que aumenten su latencia. 




4.6.7.3. Aplicar el Patrón de las Oscilaciones de la Cabeza durante 
la Marcha 
Los algoritmos descritos hasta el momento permiten estimar la posición del 
punto de vista generando una trayectoria próxima a la ideal y libre, tanto de 
oscilaciones, como de cambios bruscos. Por tanto, es el momento de 
superponer a este movimiento las oscilaciones de la cabeza que se registraron 
con el sistema de tracking óptico.  
Estas oscilaciones fueron caracterizadas en apartados anteriores generando 
un patrón de las mismas en función del porcentaje del ciclo de la marcha. Por 
otra parte, también se ha descrito el funcionamiento del módulo M2 (Figura 
4.27) que permite estimar el porcentaje del ciclo de la marcha a partir de las 
señales inerciales captadas en los pies (apartado 4.6.6). 
Por tanto, para aplicar el patrón de las oscilaciones de la cabeza durante la 
marcha hay que seguir los siguientes pasos: 
 Cargar los datos del patrón de las oscilaciones de la cabeza en una 
tabla en la que se asocie el porcentaje del ciclo de la marcha con el 
correspondiente incremento de posición vertical y transversal, así 
como con el valor de velocidad normalizada. 
 Para cada muestra procesada, se estima el porcentaje del ciclo de la 
marcha e interpolando los valores de la tabla, se obtienen los 
incrementos de posición y velocidad que se deben aplicar al punto de 
vista. 
 Los incrementos de posición aparecen expresados en coordenadas 
locales del cuerpo. Es necesario transformarlos al sistema de 
coordenadas global empleando la dirección estimada del cuerpo. 
  Aplicar los incrementos de posición y la velocidad normalizada al 




Tras aplicar estos pasos se obtiene el resultado final que se muestra en la 
Figura 4.54 mediante una vista cenital y otra en perspectiva
Figura 4.54: Resultados de los algoritmos de tracking descritos hasta el momento (izq)
efecto en la trayectoria 
4.6.7.4. Sincronización de 
(M3 y M4) 
El sistema de navegación natural 
plantea de manera que el usuario tenga libertad para mirar en cualquier 
dirección sin que ello comprometa en modo alguno la dirección de avance. Esto 
quiere decir que el sistema tiene que contemplar dos direcciones 
independientes:  
 La dirección de
 La dirección del cuerpo o de avance.
El sistema de navegación natural utiliza únicamente sensores inerciales para 
estimar la orientación. Estos sensores tienen problema
correctamente el ángulo yaw en interiores (a
errores de deriva en este ángulo.
Este hecho da lugar a que las direcciones del punto de vista y de avance 
dejen de estar sincronizadas. Se trata de un problema que ya se introdujo al 
presentar los prototipos anteriores y que tiene consecuencias nefastas para la 
navegación. En la Figura 
que pueden encontrarse ambas direcciones.
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Figura 4.55: Direcciones de avance (verde) y del punto de vista (azul)
(izquierda y centro) y afectadas por errores de deriva (der)
Cuando comienza a utilizarse el sistema
punto de vista están sincronizadas
típicamente 1 ó 2 minutos, comenzará a manifestarse el efecto del error de 
deriva. 
La Figura 4.56 muestra
estimada para el punto de vista. También es un ejemplo de 
técnicas descritas al evitar el efecto de la trayectoria zigzagueante bajo 
condiciones de fuerte deriva.
Figura 4.56: Efecto del error de deriva en la trayectoria estimada para el punto de vista. Tras 
recorrer 190m, completar 11 vueltas y da
Se pone así de manifiesto la necesidad de contar con una referencia absoluta 
que permita sincronizar las direcciones del sistema. Los magnetómetros, a 
pesar de la distorsión que sufren en interiores, aparecen como la opción más 
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Para no introducir componentes adicionales al sistema, se intenta estimar la 
dirección del cuerpo a partir de los sensores colocados en los pies. Esta opción 
se descarta rápidamente a consecuencia de varios problemas como por 
ejemplo, la dificultad de relacionar el ángulo de los pies con el del cuerpo ya que 
existe una dependencia del tipo de movimiento.  
Sin embargo, el motivo por el que se descartan definitivamente, es la fuerte 
distorsión que pueden sufrir las lecturas de los magnetómetros por la presencia 
de elementos en el suelo que perturban el campo magnético. En una prueba de 
laboratorio llegaron a registrarse valores 81, 65 y 48º para tres fases de reposo 
consecutivas de un pie al andar en línea recta. 
 Por este motivo se decide introducir un cuarto sensor en el sistema y 
colocarlo en el hombro sobre una de las cintas de sujeción de la mochila. De 
este modo el sensor de la cabeza y el del cuerpo estarán muy próximos entre sí 
y sufrirán una distorsión similar. 
Al hacerlo, se observa como efectivamente las columnas y algunos armarios 
metálicos distorsionan las lecturas pero al alejarse entre 1 y 2 metros, esta 
distorsión se reduce considerablemente. Este hecho apoya la decisión de 
colocar el cuarto sensor en el hombro.  
De acuerdo a las pruebas realizadas, el sistema inalámbrico de transmisión 
de vídeo no parece tener una influencia significativa en el funcionamiento de los 
magnetómetros. 
El planteamiento que se implementa consiste en determinar cuándo el 
usuario está mirando hacia delante y en ese momento se sincronizan las 
direcciones del cuerpo y de la cabeza. Para hacerlo se utilizan exclusivamente 
los ángulos proporcionados por los magnetómetros. Se establece una diferencia 
máxima de 4º entre el ángulo del cuerpo y el de la cabeza para realizar la 












Figura 4.57: Margen de sincronización de las direcciones de avance y del punto de vista 
Para que el usuario no perciba el efecto de la sincronización, se actúa sobre 
el ángulo del cuerpo. El cambio se aplica de modo gradual haciendo que el 
ángulo del cuerpo tienda al ángulo que tenía el punto de vista en el momento de 
la sincronización. Dado que las correcciones son habitualmente del orden de 
pocos grados, la modificación del ángulo del cuerpo puede completarse 
típicamente en menos de dos segundos sin que lo perciba el usuario. 
Para mejorar el comportamiento del sistema y evitar los errores debidos a 
que los sensores no se colocan perfectamente alineados, se debe realizar un 
proceso de calibración cada vez que se coloque el sistema. Durante la 
calibración, el usuario debe completar una vuelta girando sobre sí mismo. Se 
tomarán muestras cada 45º aproximadamente en las que el usuario mirará al 
frente (Figura 4.58). 
 
Figura 4.58: Durante el proceso de calibración de magnetómetros se toman muestras cada 
45º alineando la dirección del cuerpo y la del punto de vista 
El planteamiento propuesto da muy buenos resultados. La detección es muy 
fiable y no se ve afectada por falsos positivos. El comportamiento para distintas 
inclinaciones del ángulo pitch del punto de vista es también muy satisfactorio. 
Un factor que contribuye a degradar el comportamiento del sistema es la 
oscilación del cuerpo durante la marcha. Ésta, puede dar lugar a pequeños 
errores en la dirección de avance. 
Margen de  
Sincronización 4º 





4.6.7.4.1. Funcionamiento con Direcciones Acopladas  (Gaze 
Directed) 
Es posible desactivar la sincronización de direcciones de modo que el 
sistema considere una única dirección, la del punto de vista. En este caso se 
obtiene una configuración de direcciones acopladas también conocida como 
navegación dirigida con la mirada (gaze directed). En estas condiciones, el 
usuario avanzará en la dirección indicada por el sensor situado en la cabeza. La 
Figura 4.59 ilustra las diferencias entre estos modos de navegación. 
 
Figura 4.59: Modos de navegación implementados en el prototipo D 
La configuración de direcciones acopladas tiene la ventaja de evitar los 
pequeños errores de la dirección de avance asociados a la configuración de 
direcciones desacopladas descrita en el apartado anterior. Utilizar el modo de 
direcciones acopladas resulta sencillo y natural aunque el usuario puede percibir 
con claridad el efecto que supone la técnica en la trayectoria del punto de vista.  
4.6.8. Otros Módulos (M5, M6, M8 y M9 ) 
Todos los módulos que componen el prototipo D ya han sido descritos a 
excepción de M5, M6, M8 y M9 (Figura 4.29). 
El módulo M5 únicamente integra la estimación de la posición del punto de 
vista que proviene de M3 con la orientación de la cabeza que proporciona el M6. 
El módulo M6 se basa en los algoritmos de fusión de datos de los sensores 
InertiaCube3 y proporciona la estimación de la orientación de la cabeza que 
utiliza el prototipo D a través del SDK de Intersense. Se aplica una configuración 
especial para dispositivos HMD que detiene la corrección de errores de deriva 
cuando el sensor está en reposo, de modo que solo se aplican cuando la 
cabeza está girando y con ello, se evita que el usuario perciba estas 
correcciones. 
Direcciones Desacopladas Direcciones Acopladas 
(Gaze Directed) 




Los magnetómetros del sensor de la cabeza se utilizan para sincronizar las 
direcciones de avance y del punto de vista tal y como se ha descrito en el 
apartado 4.6.7.4. Sin embargo, éstos no se utilizan para estimar la orientación 
de la cabeza. Con ello se evita que las distorsiones del campo magnético en 
interiores afecten al punto de vista. 
La latencia es crucial en los sistemas de Realidad Virtual. Como ya se 
adelantó, no debe superar los 16ms y a pesar de ello, sistemas actuales como 
Oculus Rift están muy lejos aún de alcanzar este registro.  
La latencia mínima del prototipo D supera los 52ms. Los componentes que 
contribuyen a este valor se listan a continuación: 
 6ms Envío y fusión de datos de sensores inerciales. 
 16ms Renderizado a 60 imágenes por segundo. 
 30ms El sistema de transmisión de vídeo inalámbrico. 
Aún falta añadir el tiempo de procesado de los algoritmos de tracking, 
retardos en el procesado que realiza la tarjeta de vídeo y el tiempo de 
presentación en las pantallas del HMD. 
Para compensar en parte, el efecto de la latencia, se configura el sensor 
asociado a la cabeza (M6) con 50ms de predicción de movimientos. Una 
desventaja de esta estrategia es la aparición de nuevos errores en el sistema 
debidos a la predicción (LaValle, 2013). 
En este punto del proyecto se desarrolla el SDK de Orión (M8) con el 
objetivo de integrar el prototipo D con motores gráficos como Unity 3D. Esto 
permitirá realizar las pruebas del prototipo con entornos virtuales existentes de 
alta calidad gráfica. La funcionalidad de M8 ya se presentó en el apartado 4.3.3. 
Por tanto, la función del módulo M9 es renderizar el entorno virtual y utilizar el 
SDK de Orión para obtener la posición y orientación del punto de vista, pies y 
manos. 





Es necesario señalar que el SDK de VSD junto con ASI constituyen una 
alternativa al uso del módulo M9. De hecho, parte de la evaluación del prototipo 
D se realiza renderizando entornos virtuales diseñados con VSD desde ASI. 
4.6.9. Evaluación Preliminar (E5) 
La evaluación preliminar del prototipo D se extiende durante todo el proceso 
de desarrollo. De este modo, se establecen iteraciones entre las etapas 4 y 5 
del esquema representado en la Figura 4.2. Estas iteraciones dan lugar a las 
técnicas desarrolladas que se han presentado en apartados anteriores y que se 
muestran por orden cronológico de implementación en la Figura 4.60.   
Los motivos que llevan a implementar cada una de las mejoras introducidas, 
provienen de la evaluación preliminar. Así por ejemplo, se detecta durante estas 
pruebas preliminares que la trayectoria del punto de vista zigzaguea, que se 
producen desplazamientos laterales inesperados en el punto de vista en torno a 
las fases de reposo (efecto de sucesión de corchetes), que la velocidad del 
punto de vista no es uniforme, etc. 
Las pruebas preliminares comienzan cuando se dispone de una primera 
versión funcional del prototipo D y los resultados obtenidos no son buenos. El 
sistema produce una intensa sensación de cibermareo tras pocos segundos de 
uso. Al incluir todas las mejoras descritas es posible utilizar el sistema durante 
15 minutos sin padecer mareo alguno. Sin embargo, es necesario determinar si 
se trata de un fenómeno de adaptación al sistema o si realmente el sistema ha 
dejado de producir cibermareo.  
 





Figura 4.60: Técnicas desarrolladas para mejorar el comportamiento del sistema de 
navegación natural (prototipo D) 
En este sentido, las pruebas piloto con usuarios resultarán esenciales para 
probar hasta qué punto el comportamiento del prototipo D es adecuado y si es 
viable plantear un experimento que valide las técnicas desarrolladas. 
Todas las pruebas se realizan utilizando escenas virtuales diseñadas con 
VSD como el entorno de las 4 habitaciones (Figura 4.23) o el pasillo infinito 
(Figura 4.24). Dichas escenas, se cargan en ASI utilizando el SDK de VSD para 
facilitar el proceso de depuración de algoritmos. 
En general, la sensación que produce el sistema al andar en entornos 
virtuales es muy satisfactoria. El sistema está optimizado para caminar a una 
velocidad moderada y bajo estas condiciones se obtienen los mejores 
resultados.  
Hacer Uniforme la Velocidad  
            del Punto de Vista    4.6.7.2 
Aplicar el Patrón de Oscilaciones                    
                  de la Cabeza       4.6.7.3 
Sincronización de Direcciones de Avance  
                                     y del Punto de Vista                         4.6.7.4 
CESR 
     Mejora tracking de pies reduciendo correcciones ZUPT      4.6.4 
Estimación de Posición y Dirección de Avance 
                      a partir del Movimiento de los Pies               4.6.7.1 
Calibración: Ángulo del Paso y Desalineación de Sensores 
                   Evita el efecto zigzag en las trayectorias             4.6.7.1 
Optimización de Pasos Frontales 
     Evita el efecto de sucesión de corchetes en trayectoria    4.6.7.1 
Obtención del Patrón de Oscilaciones de la Cabeza en  
                          función del Ciclo de la Marcha                     4.6.5 
Estimación del Ciclo de la Marcha 
               a partir de las Señales Inerciales de los Pies         4.6.6 





Estimar la posición de la cabeza al caminar a partir de las señales inerciales 
que proporcionan los sensores colocados en los pies, es un problema muy 
complejo. A pesar de todas las técnicas empleadas, la estimación de la posición 
del punto de vista, no está libre de errores. Estos errores se ponen de manifiesto 
con mayor claridad cuando el punto de vista está cerca de los objetos virtuales. 
El sistema es capaz de gestionar pasos laterales y hacia atrás pero durante 
los mismos, el movimiento del punto de vista no consigue replicar fielmente el 
comportamiento equivalente de la realidad.  
Por ejemplo, al dar un paso lateral, se mueve en primer lugar una pierna sin 
que cambie sustancialmente la posición de la cabeza. Luego el peso del cuerpo 
que descansaba sobre una pierna pasa a la que se ha movido. Es entonces 
cuando se produce el movimiento de la cabeza. Sin embargo, dado que el 
sistema transfiere el movimiento de los pies a la cabeza de forma directa, 
cuando se mueve la pierna para dar un paso lateral, se desplaza indebidamente 
el punto de vista en el entorno virtual. La posición final es aproximadamente 
correcta pero el momento en el que se produce el desplazamiento no es el 
adecuado. 
A pesar de todo, el sistema consigue gestionar estos pasos y se decide no 
optimizar su procesado por ser utilizados con poca frecuencia y para abordar 
tareas más prioritarias como la interacción manual inercial que se trata en el 
siguiente apartado. 
4.7. Prototipo E: Interacción Manual (E4 y E5) 
El trabajo realizado con los prototipos de navegación natural, lleva a colocar 
un sensor inercial en cada pie para mejorar la ergonomía y minimizar el coste 
del sistema. Este motivo, junto con los excelentes resultados obtenidos al 
combinar el filtrado de Kalman con la técnica CESR, nos lleva a explorar las 
posibilidades del tracking inercial de manos para interacción natural. 
Con este propósito, se desarrolla el prototipo E que supera la etapa de 
evaluación preliminar (E5) y da lugar a un experimento en el que lo utilizan 20 
participantes.  




El prototipo E se presenta en este apartado siguiendo una estructura similar a 
la empleada al describir los prototipos anteriores. 
4.7.1. Características y Componentes 
El prototipo E utiliza dos sensores inerciales InertiaCube3 de Intersense. 
Cada uno se coloca en una mano utilizando las cintas elásticas acabadas en 
velcro que se vienen utilizando en los sistemas ya presentados. 
Durante la implementación y evaluación del prototipo E, se han utilizado 
diversos dispositivos para visualizar el entorno virtual: 
 Monitor durante el desarrollo. 
 Sistema de proyección 3D en las pruebas piloto con usuarios. 
 Oculus Rift y televisión 3D durante el experimento realizado con el 
prototipo. 
4.7.2. Funcionamiento 
El prototipo E comprende la parte del sistema propuesto (apartado 4.5) que 
se relaciona con la interacción manual. La Figura 4.61 muestra los módulos 
implicados. En esencia, se trata de un único módulo que implementa el 
algoritmo de tracking para las manos (M7) cuya funcionalidad se expone en el 
SDK de Orión (M8) para ser utilizada desde aplicaciones externas como 
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El algoritmo de tracking es 
pies pero es necesario aplicar algunas técnicas para adaptar su 
al movimiento de las manos. 
En el caso del tracking de manos, también existe un error de deriva en la 
posición y al contrario que en el sistem
problema ineludible. El prototipo D genera como resultado un
punto de vista con errores de deriva que no 
otro elemento del sistema virtual. Sin embargo, 
posiciones para las manos y el error de deriva se apreciará al comparar la 
posición de una mano con respecto a la otra o 
punto de vista. Para superar esta dificultad, se define una 
que debe partir la mano 
movimientos. 
La Figura 4.62 muestra como ejemplo una traza en la que se pone en 
práctica este planteamiento. En ella, la mano se mueve entre las esquinas de un 
ordenador portátil completando 10 movimientos horizontales y 6 diagonales 
antes de volver a la posición inicial.
Figura 4.62: Ejemplo 
desarrollado. La secuencia se compone de 10 movimientos horizontales, 
Para conseguir este comportamiento, es necesario realizar una primera 
modificación al algoritmo base utilizado para los pies. Cuando la mano está lejos 
de la posición inicial, se aplica el filtrado de Kalman observando velocidad nula 
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en los periodos de reposo (ver anexos C y D). Sin embargo, cuando la mano se 
detiene en las proximidades de la posición inicial, se asume que el usuario ha 
finalizado la secuencia de movimientos y entonces se observa como posición, la 
inicial al aplicar el filtrado de Kalman. 
La magnitud de la aceleración es otra de las diferencias entre el tracking 
inercial de pies y el de manos. En general, la aceleración que se mide en los 
pies es más intensa que la que se registra en las manos. Este hecho también 
dificulta el desarrollo de algoritmos de tracking inercial para las manos. 
Con todo, las técnicas necesarias para adaptar el comportamiento del 
algoritmo utilizado para el tracking de pies al movimiento de las manos, se 
describen con detalle en los próximos apartados. 
4.7.3. Detección de Reposo 
El prototipo D implementa el sistema de navegación natural utilizando el 
criterio de detección de reposo adoptado por Fischer et al. (2013). Se trataba de 
comparar el módulo de la velocidad angular con un valor umbral.  
Este sencillo criterio, da muy buenos resultados cuando se aplica al 
movimiento de los pies porque la orientación de los mismos cambia 
continuamente durante la marcha. Sin embargo, el movimiento de las manos es 
más variado y con frecuencia se producen desplazamientos en los que no hay 
cambios de orientación. 
Por este motivo es necesario adoptar otra estrategia para detectar los 
periodos de reposo. Skog, Nilsson & Händel (2010) evalúan varios criterios para 
determinar cuando los pies dejan de estar en movimiento. Uno de ellos es el 
denominado Detector Óptimo de Hipótesis de Reposo (Stance Hypothesis 
Optimal Detector) y se incorpora en el prototipo E por sus excelentes resultados. 
A continuación se presenta este criterio a través de su formulación matemática: 
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   identifica la muestra en la que comienza la ventana de procesado. 
    es el tamaño de la ventana (número de muestras consideradas). 
   
  contiene la muestra de aceleración asociada al instante k. 
   
   contiene la muestra de velocidad angular asociada al instante k. 
   es la aceleración de la gravedad. 
   
  ≜  {  
 }   
       es la secuencia de muestras de aceleración 
comprendidas entre los instantes n y n+W-1. 
   
  ≜  {  
  }   
       es la secuencia de muestras de velocidad angular 
comprendidas entre los instantes n y n+W-1. 
   
   es la varianza del ruido de los acelerómetros. 
   








     es el valor medio de la aceleración en la ventana. 
El resultado de la expresión anterior  (  
 ,  
  ) debe compararse con un valor 
umbral para determinar si el sensor inercial se encuentra en reposo. En el caso 
del prototipo E este valor es 400, se aplica una ventana de 3 muestras y ruidos 
   =  .    / 
 ,    =  .      / . Estos niveles de ruido se determinan 
promediando las lecturas de los sensores inerciales en reposo a la temperatura 
de funcionamiento. 
El ajuste del valor umbral y la elección del tamaño de la ventana deben 
realizarse teniendo en cuenta las consecuencias de los errores de detección. Un 
falso positivo indicará que la mano está en reposo cuando en realidad está en 
movimiento. Esto tendrá unas consecuencias nefastas porque el filtrado de 
Kalman introducirá correcciones bruscas en la estimación de posición.  
Los falsos negativos indicarán que la mano está en movimiento cuando 
realmente está en reposo. El efecto de estos errores en el sistema es muy leve. 
De un lado, no se aplican correcciones del filtrado de Kalman durante el 




movimiento, sólo se aplican en reposo. De otro, la aceleración no tendrá valores 
elevados porque de lo contrario habría resultado positiva la estimación del 
reposo. Estos pequeños valores de aceleración, no darán lugar a grandes 
desplazamientos y por tanto, los errores de posición serán reducidos.  
En cualquier caso, no existe ningún detector basado en acelerómetros y 
giroscopios que garantice su funcionamiento sin errores. Esto se debe a una 
limitación física. El estado de reposo es indistinguible del de movimiento a 
velocidad constante. Por tanto, un acelerómetro registrará exactamente el 
mismo valor en ambas condiciones. 
Además existe otra limitación. Un acelerómetro en reposo proporciona el 
vector asociado a la fuerza de la gravedad. En caída libre registra un valor nulo 
en las tres componentes de la aceleración. En ocasiones, se producen 
movimientos en los que existen dos componentes de aceleración del tipo: 
 Componente de aceleración vertical con sentido descendente. 
 Componente de aceleración contenida en el plano horizontal. 
Cuando ambas componentes dan lugar a un valor resultante de aceleración 
con módulo igual a la constante de gravedad (9.8  /  ), los criterios de reposo 
basados en el módulo de la aceleración como el detector óptimo de hipótesis de 
reposo, fallan. La Figura 4.63 ilustra esta situación: 
 
Figura 4.63: Situación que induce a error (falso positivo) en la detección de reposo 
Para superar esta dificultad pueden emplearse detectores de reposo que 
tengan en cuenta la orientación del sensor, pero la estimación de la orientación 
también se ve afectada por errores (anexo B). 
Con todo, la variedad de movimientos a considerar en el tracking de manos, 
pone de manifiesto nuevas dificultades como la detección de reposo para la que 
no existe una solución definitiva. 
    Aceleración vertical (sentido descendente) 
   Aceleración contenida en plano horizontal 









4.7.4. Estudio de Viabilidad de la Técnica CESR en el 
Tracking de Manos 
Al aplicar la técnica CESR al filtrado de Kalman se obtienen excelentes 
resultados en el tracking de pies (apartado 4.6.4). Dicha técnica, mejora la 
estimación de la posición, de la altura y de la distancia recorrida. Además 
aumenta la precisión del tracking reduciendo en un 37% la longitud media de las 
correcciones ZUPT. 
Estos resultados motivan la realización de un estudio que determine en qué 
grado es adecuado el método CESR para el tracking de manos. A priori, se 
vislumbran tres dificultades principales, alguna de ellas ya se ha adelantado: 
 Mayor variedad de movimientos. Puede perjudicar el 
comportamiento adaptativo del filtrado de Kalman y deteriorar el 
rendimiento del sistema. 
 Menor intensidad de la aceleración. Los movimientos de las manos 
pueden ser más sutiles que los de los pies y el efecto del ruido de los 
sensores puede cobrar mayor importancia. 
 Reposos de menor claridad. El suelo evita por completo el 
movimiento durante la fase de reposo del pie. En cambio, cuando la 
mano se detiene en el aire, aún existirá un pequeño movimiento que 
también puede degradar el comportamiento del algoritmo de tracking. 
Para abordar este estudio se adapta el algoritmo de tracking utilizado para 
los pies cambiando el criterio de detección de reposo de acuerdo al apartado 
anterior. A continuación, se configura el sensor para proporcionar muestras a 
una frecuencia de 120Hz y se graban 5 trazas de datos en las que se repiten 30 
veces los siguientes tipos de movimiento: 
 Traza T1: La mano se adelanta 45cm y vuelve a la posición inicial.  
 Traza T2: La mano sube 45 cm y vuelve a la posición inicial.  
 Traza T3: Barrido circular de 45 cm de diámetro en el sentido de las 
agujas del reloj.  




 Traza T4: Barrido circular de 45 cm de diámetro en sentido 
las agujas del reloj.
 Traza T5: Simulación de la pulsación de 3 botones situados a 45cm 
de la posición inicial
frontal de -45º, 0
Los movimientos descritos se repiten 30 veces en cada traza. La 
muestra los primeros movimientos de las trazas 
Figura 4.64: Muestra de los primeros movimientos de algunas de las trazas capturadas 
el estudio. T
Utilizando las trazas capturadas se simulan más de 300 millones de 
desplazamientos en los que se emplea la técnica CESR. Aleatoriamente se 
modifica el patrón de reseteo de la matriz de error de covarianza y
más de un millón de máscaras diferentes. Estas máscaras especifican entre 1 y 
22 posiciones de un total de 45 elementos 
9x9 simétrica) que no deben resetearse
La Tabla 4-3 muestra 
(LMC) que se obtiene al aplicar el método CESR con reseteo total y empleando 
el patrón de reseteo aleatorio que ha conseguido el mejor resultado
simulaciones: 
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Tabla 4-3:  Longitud media de las correcciones (LMC) 
de Kalman, CESR con reseteo total y CESR aplicando el mejor patrón aleatorio 
Trabajo  
  
 que forman un ángulo respecto a la dirección 
º y 45º.  
T2, T3 y T5. 
2 (izq), T3 (centro) y T5 (der) 
 
de la matriz de covarianza (matriz 
. 
la mejora en la longitud media de las correcciones 
T2 T3 T4 T5 
  
 
% LMC  
(cm) 
% LMC  
(cm) 
% LMC  
(cm) 
% 
 - 14.65 - 28.13 - 9.24 - 
 33.8 11.69 20.2 18.40 34.5 6.95 24.8 
 39.1 10.22 30.2 16.72 40.6 6.40 30.7 





















Los datos obtenidos indican que la técnica CESR también mejora los 
resultados del filtrado de Kalman al emplearla en el tracking de manos. Sin 
embargo, la diferencia entre aplicar un reseteo total o selectivo con la mejor 
máscara de las simulaciones, es tan solo de un 6.2%. 
Adicionalmente, se ha hecho un estudio estadístico para caracterizar la 
influencia de cada elemento de la matriz de error de covarianza en las 
prestaciones del algoritmo. El objetivo es determinar: 
   1) Qué elementos se deben resetear siempre.  
   2) Qué elementos no se deben resetear nunca. 
Para ello se toman las mejores 100.000, 10.000, 1.000, 100 y 20 
configuraciones y se crea una matriz 9x9 en la que cada elemento contiene el 
número de veces que esa posición no ha sido reseteada. El resultado para el 
caso de 1.000 configuraciones se muestra en la Tabla 4-4. 
                         
  0 315 344 289 783 285 294 126 463 
  315 1 283 197 314 345 0 298 178 
  344 283 305 317 327 304 312 328 300 
   289 197 317 448 331 329 954 312 355 
   783 314 327 331 298 356 328 812 291 
   285 345 304 329 356 774 314 346 946 
   294 0 312 954 328 314 1 315 49 
   126 298 328 312 812 346 315 464 371 
   463 178 300 355 291 946 49 371 337 
Tabla 4-4:  Número de veces que se mantiene cada posición de la matriz de error de 
covarianza en las 1.000 mejores configuraciones simuladas 
Como resultado, aparecen algunos elementos que destacan claramente. 
Estos elementos clave que se sitúan por debajo del 15% o por encima del 85% 
del número de configuraciones, han sido marcados en la tabla anterior. Los que 
tienen un valor bajo se asocian a posiciones que se deben resetear y los que 
tienen un valor alto a posiciones que se deben mantener. 
Para que las conclusiones del estudio sean válidas, es necesario verificar 
que el proceso de generación de las máscaras aleatorias, sigue una distribución 
de probabilidad uniforme. Al contabilizar el número de veces que se ha activado 
cada elemento en la máscara, se obtiene un valor promedio de 296.892. El bajo 




valor de la desviación estándar que se obtiene al considerar todos los 
elementos, 0.0037%, permite validar los datos y verificar que las máscaras se 
han generado siguiendo una distribución de probabilidad uniforme. 
Adicionalmente, la diferencia entre los elementos de la máscara que se han 
activado un mayor y menor número de veces respectivamente es 0.015%.  
Los resultados obtenidos para los casos de las 10.000, 100 y 20 mejores 
configuraciones son similares a los mostrados en la Tabla 4-4. A la luz de estos 
datos, se elaboran máscaras de reseteo que se vuelven a aplicar a las 5 trazas 
de datos capturadas. En ningún caso se consigue mejorar el resultado de la 
mejor configuración obtenida durante la simulación con máscaras aleatorias.  
A pesar de no haberse obtenido un resultado fructífero, este estudio puede 
ser la base para avanzar en esta línea de trabajo. De este modo, se podría 
profundizar en el conocimiento de la relación que se establece entre los 
parámetros considerados en el filtrado de Kalman a través de la matriz de error 
de covarianza para mejorar las prestaciones de los algoritmos de tracking. 
Como conclusión del estudio, todos los datos procesados apoyan la eficacia 
de la técnica CESR en el tracking de manos. Sin embargo, no se ha detectado 
una diferencia sustancial entre el reseteo completo de la matriz de error de 
covarianza y el reseteo de un determinado conjunto de elementos clave.  
Atribuimos este hecho a la existencia de una mayor variedad de tipos de 
movimientos que se realizan con las manos en relación a los que se dan en los 
pies durante la marcha. En consecuencia, al estimar el movimiento de las 
manos se aplicará en adelante la técnica CESR a través de un reseteo completo 
de la matriz de error de covarianza. 
4.7.5. Procesado Retroactivo 
Tal y como se describe en 4.6.4, la técnica CESR se aplica 50ms antes de 
salir del estado de reposo (6 muestras a 120Hz). Para implementarla en el 
algoritmo de tracking para pies desarrollado en el prototipo D, se introduce un 
retardo en el procesado de 50ms. Este retardo no supone ningún problema ya 
que el inicio de la marcha, es un proceso por el que el desplazamiento de los 





pies repercute en la posición del punto de vista de modo gradual a través del 
movimiento del cuerpo. Por este motivo, no se percibe ningún retraso 
significativo en la actualización de la imagen.  
Sin embargo, los movimientos de la mano sí se perciben de forma inmediata 
y los 50ms adicionales de latencia suponen un problema que debe resolverse. 
El procesado retroactivo surge como una solución a este problema. Para 
emplear esta técnica, es necesario guardar el estado del algoritmo y los datos 
de los sensores durante las últimas N muestras. El procesado retroactivo 
permite aplicar el procesado habitual sin introducir retardo alguno. Cuando se 
detecta un evento de interés que habría requerido alguna actuación, se restaura 
el estado del algoritmo N muestras antes y se aplica el procesado correcto hasta 
la muestra actual. 
Con este planteamiento es posible, por ejemplo, detectar el final de la fase de 
reposo, restaurar el estado del algoritmo 6 muestras antes (50ms a 120Hz), 
aplicar la técnica CESR y procesar las últimas 6 muestras. Hacerlo implica una 
pequeña corrección en la posición y orientación que es típicamente 
imperceptible en el caso de la técnica CESR. Esto se debe a que estas 
muestras corresponden al final de la fase de reposo en la que el sensor no tiene 
un movimiento significativo.  
Al utilizar el procesado retroactivo bajo otras circunstancias en las que sí se 
perciba con claridad un cambio de posición u orientación, es posible aplicar este 
cambio gradualmente para que el usuario no llegue a ser consciente del mismo. 
Empleando el procesado retroactivo pueden mejorarse además otros 
aspectos del sistema sin incluir retardos adicionales como por ejemplo, la 
detección de reposos instantáneos que se abordará más adelante. 
4.7.6. Técnicas Complementarias 
El algoritmo de tracking para manos desarrollado supera las expectativas 
iniciales y se puede considerar que su comportamiento es muy satisfactorio. Sin 
embargo, debido a limitaciones de la tecnología inercial, existe un fuerte error de 
deriva que afecta a la posición y a la orientación. El efecto del mismo comienza 




a manifestarse pocos segundos después de haber iniciado el movimiento. Por 
otra parte, las correcciones que introduce el filtrado de Kalman cuando se 
detecta el estado de reposo, también se perciben claramente.  
Queda por tanto, mucho por avanzar en la línea del tracking inercial de 
manos. En este apartado se describen algunas técnicas que permiten mejorar el 
comportamiento del mismo: 
La primera técnica es el guiado de la mano a la posición inicial. Tras 
realizar una secuencia de movimientos puede detectarse que la mano vuelve a 
la posición de inicio para guiarla suavemente evitando la corrección brusca que 
introduce el filtro de Kalman cuando se detecta el reposo. 
Típicamente, en escenarios virtuales donde se produce interacción manual, 
puede considerarse un conjunto de puntos de interés donde es previsible que 
la mano se detenga. Un ejemplo son los botones de una interfaz de usuario. En 
estos casos, es posible controlar en parte el error de deriva en la posición 
guiando la mano virtual hacia el punto de interés cuando se encuentre cerca del 
mismo. 
Otra posible mejora consiste en amortiguar las correcciones. Cuando la 
mano se detiene, se aplicarán las correcciones correspondientes al filtrado de 
Kalman que introducen cambios bruscos en la posición. Las dos técnicas 
anteriores evitan este problema cuando la mano se detiene en la posición inicial 
o en un punto de interés.  Sin embargo, la mano también puede detenerse en 
cualquier otro lugar. En estos casos, las correcciones del filtrado de Kalman 
pueden retenerse para ser aplicadas progresivamente durante los 
desplazamientos de la mano. De este modo se consigue suavizar el efecto de 
las correcciones. 
Los periodos de reposo son esenciales en el tracking inercial. Permiten 
controlar el error de deriva en la velocidad y mejorar la estimación de posición. 
Es necesario que se den estados de reposo cada pocos segundos para que sea 
posible utilizar el tracking inercial. La detección de reposos instantáneos 
permite aliviar esta restricción. Puede considerarse que cuando la mano hace 
un movimiento de ida y vuelta, se detiene durante un instante al cambiar de 





sentido. Un saludo con la mano o la pulsación de un botón son ejemplos de este 
tipo de movimientos. 
En estas situaciones, es posible detectar estos reposos instantáneos para 
aplicar las correcciones del filtro de Kalman y controlar la deriva de la velocidad 
asignándole el valor cero. La detección de estos instantes debe ser muy precisa 
y abordarla en tiempo real constituye todo un reto. Sin embargo, es posible 
aplicar la técnica del procesado retroactivo presentada anteriormente para 
facilitar notablemente la detección de estos reposos instantáneos. Todo ello sin 
aumentar en modo alguno la latencia del sistema.  
Una vez detectado el reposo instantáneo, las correspondientes correcciones 
del filtrado de Kalman pueden suavizarse utilizando la técnica de amortiguación 
de correcciones descrita también con anterioridad. 
Todas las técnicas presentadas se han implementado durante el desarrollo 
del prototipo E y suponen una notable mejora en el comportamiento global del 
algoritmo de tracking. A pesar de ello, no se han utilizado durante las pruebas 
con usuarios para poder evaluar el algoritmo base y para evitar la complejidad 
adicional que introducen en el mismo. Sin embargo, estas técnicas se 
consideran idóneas como un complemento al algoritmo base para su uso fuera 
del laboratorio en aplicaciones que utilicen el tracking inercial de manos. 
4.7.7. Evaluación Preliminar (E5) 
El comportamiento del algoritmo desarrollado es en general satisfactorio y 
queda patente que es viable utilizar tracking inercial de manos basado en 
filtrado de Kalman y CESR en Realidad Virtual e interacción manual. 
No obstante, los errores de deriva en velocidad y posición limitan la utilidad 
del sistema e imponen restricciones. Entre estas restricciones se encuentra la 
necesidad de detener la mano en una posición predefinida tras cada secuencia 
de movimientos para controlar el error de deriva en la posición. Esta posición 
predefinida puede ser el punto inicial de partida u otros puntos de interés de 
acuerdo a las técnicas descritas con anterioridad. 




Otra restricción afecta a la duración de los movimientos. El tiempo que 
transcurre entre dos reposos consecutivos no debe superar los dos segundos 
para controlar el error de deriva que afecta a la velocidad. 
Por otra parte, al colocar un solo sensor en la mano, mejoran los aspectos 
ergonómicos del sistema en relación al prototipo B. Sin embargo, las cintas 
elásticas, la batería de 9 voltios y el sensor continúan resultando incómodos. No 
obstante, sin más que reemplazar el sensor por otro de reducidas dimensiones 
que incluya la batería, se conseguirá una notable mejora en ergonomía. Existe 
además la posibilidad de utilizar sensores inerciales integrados en relojes de 
pulsera. Al usarlos, se deja de registrar el giro de la mano que permite la 
muñeca pero la ergonomía del sistema mejoraría hasta el punto en que el 
usuario olvidaría con facilidad que lleva los sensores consigo. 
El sistema propuesto tiene inconvenientes importantes. Sin embargo, en los 
términos que se plantea, ofrece infinidad de opciones para interactuar de forma 
natural en entornos virtuales. Además, cuenta con la gran ventaja de no 
necesitar referencias para registrar los movimientos de las manos. Éste hecho 
hace de este planteamiento una solución idónea para integrar interacción 
manual en el sistema de navegación natural desarrollado en el prototipo D. 
Por otra parte, se espera que el avance de la tecnología dé lugar en un breve 
espacio de tiempo, a sensores más pequeños, económicos e inalámbricos que 
funcionarán a frecuencias de muestreo mucho más elevadas y con menores 
niveles de ruido. Todo ello, contribuirá a mejorar la ergonomía del sistema y a 
reducir sustancialmente los errores de deriva de velocidad y posición. Al añadir 
técnicas complementarias como las descritas en apartados anteriores, 
pensamos que se obtendrá un sistema de tracking competitivo que podrá 
utilizarse eficazmente en videojuegos, experiencias virtuales y al manipular 









4.8. Pruebas Piloto con Usuarios (E6) 
Los prototipos D y E superan la fase de evaluación preliminar (E5) y de 
acuerdo al esquema de la Figura 4.2, se deben evaluar con usuarios mediante 
una prueba piloto antes de comenzar la etapa de diseño experimental.  
El texto de este capítulo replica la estructura por etapas de la  Figura 4.2. Por 
este motivo a partir de la fase E6, discurren de forma simultánea las pruebas 
sobre los prototipos D y E. Esto implica que los apartados, al ir abordando cada 
fase, alternarán entre un prototipo y el otro. Queda a elección del lector seguir la 
estructura lineal del texto o leer los apartados correspondientes a un prototipo 
entre las fases E6 y E9 para hacer posteriormente lo mismo con el otro. 
En este apartado se describe el trabajo realizado para llevar a cabo estas 
pruebas y los resultados obtenidos. 
4.8.1. Pruebas de Navegación Natural: Prototipo D (E6.1) 
Las sensaciones que suscita el prototipo D en la evaluación preliminar son 
muy positivas. Sin embargo, se plantean dudas que cuestionan si estas 
sensaciones positivas se deben a un fenómeno de adaptación progresiva al 
sistema a través de las pruebas que se realizan durante el desarrollo, o si por el 
contrario, el comportamiento del sistema es realmente tan positivo. 
Para arrojar luz sobre este asunto y evaluar otros aspectos del prototipo, se 
organiza una prueba piloto en la que participan 16 personas (13 hombres y 3 
mujeres). 10 de ellas utilizan la configuración de direcciones desacopladas y 6 el 











Las pruebas se realizan en una nave industrial de 26x14m (
Figura 4.65: Instalaciones en las que se realiza la prueba piloto del prototipo D
Siguiendo el planteamiento descrito en la 
Orión para integrar el prototipo D en un entorno virtual creado con 
la empresa Oculus VR 
HMD Oculus Rift. Este entorno virtual recrea una villa campestre en la Toscana 
italiana. La Figura 4.66 muestra algunas imágenes de este entorno virtual.
Figura 4.66: Escena creada por Oculus VR para probar el HMD Oculus Rift. Ha sido 
diseñada con Unity 3D y recrea una villa campestre en la Toscana italiana
Durante las pruebas, los usuarios se colocan el sistema y se les pide que 
completen un recorrido tres veces. Este 
primer lugar tienen que atravesar el umbral de la puerta para entrar en la casa. 
El siguiente punto al que deben dirigirse es un escritorio que se encuentra al 
fondo y a la izquierda. Una vez alcanzan el escritorio
donde iniciaron el recorrido pasando entre las dos sillas situadas junto a la 
chimenea. La Figura 4.67
Este trayecto pone a prueba la precisión del sistema de navegación natural 
en tres ocasiones durante cada recorrido: A
atravesar la puerta.  
Trabajo  
Figura 
Figura 4.27, se utiliza el 
Unity 3D
como ejemplo de escena 3D en la que se integra su 
recorrido comienza junto a la fuente
, tienen que volver al punto 
 muestra este recorrido. 











Para adaptar los movimientos de los participantes al tamaño del entorno 
virtual se les aplica una escala de 1.3 que se determina de modo heurístico.
Figura 4.67: Recorrido que 
Antes de comenzar la prueba
magnetómetros para la sincronización de direcciones y andando en línea recta 
para determinar tanto el ángulo del paso como la desalineación de los sensores 
que se colocan en los pies (apartado 
durante 20 segundos para estimar el offset de los giroscopios.
Todos los participantes consiguen completar el recorrido (
Aunque una persona abandona por sentirse 
trayecto completo. Además
de este participante, 
(32ºC) y el hecho de que 
A pesar de ello, ninguno de los participantes se
utilizar el sistema de acuerdo al análisis de los cuestionarios de cibermareo que
se administran inmediatamente antes 
el cuestionario propuesto por 
Durante esta experiencia piloto
relacionado con el nivel de presencia y las c
Capítulo 4: Descripción del 
realizan los participantes tres veces durante la prueba 
, se calibra el sistema tomando muest
4.6.7). También se toman muestras 
 
mareada tras realizar el primer 
 de los errores del sistema, contribuye
las altas temperaturas a las que se encontraba
éste acababa de almorzar. 
 encuentra mareado tras 
y después de realizar la prueba
Kennedy, Lane, Berbaum & Lilienthal 
 se observa un hecho muy interesante 







ras de los 
Figura 4.67). 
ron al mareo 
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. Se  utiliza 
(1993).  




navegación natural. En ocasiones, debido a los errores del sistema
problemas con los sensores que se describirán posteriormente, los usuarios
sienten que van a chocar con las sillas o con el umbral de la puerta.
Las reacciones de los participantes 
que se producirían en una situación 
contrasta claramente con el comportamiento ante un choche al navegar usando 
un joystick. Además, supone u
nivel de presencia debido al uso de navegación natural. Resultados similares 
han sido reportados en la literatura 
La Figura 4.68 muestra una imagen de las pruebas realizadas:
Figura 4.
Algunas personas consiguen andar a velocidad normal. Otras en cambio, 
andan despacio y en ocasiones llegan incluso a tambalearse
sillas o a través de la puerta
 Distinto grado de
del punto de vista
cibermareo. Otras en cambio, se encuentran en el extremo opuesto. 
Existe una alta variabilidad en este sentido que debe tenerse presente 
al analizar los resultados de las pruebas piloto y de los experimentos. 
 La relación entre 
la marcha es compleja. Los algoritmos de tracking presentados 
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 Existe un video disponible en YouTube




pueden calificarse como idénticas a las 
equivalente en la realidad. Este hecho 
n claro indicio de un aumento sustancial en el 
(M. Usoh et al., 1999). 
 
68: Imagen correspondiente a las pruebas
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 al pasar entre las 
. Atribuimos este hecho a varios factores:
 tolerancia de cada individuo a las perturbaciones 
. Algunas personas son propensas a sufrir 
el movimiento de la cabeza y el de los pies durante 
 en el que se realiza el recorrido de la prueba 
tch?v=Nra8s4LLirs). 










modelan este problema aplicando simplificaciones. Este hecho implica 
limitaciones en el sistema por las que la posición del punto de vista 
que se obtiene, es una aproximación que no está libre de errores. 
 El análisis de las trazas capturadas durante la prueba piloto, revela la 
existencia de errores de implementación en los algoritmos de 
tracking que se corrigen antes del experimento que se planteará 
posteriormente. Este análisis permite también ajustar parámetros de 
los algoritmos para adaptarse al funcionamiento con personas que 
utilizan el sistema por primera vez. 
 En ocasiones la imagen del HMD se congela durante una fracción 
de segundo. El origen de este problema está en el sistema de 
transmisión de vídeo.  
 Problemas con los sensores.  
Existen dos problemas diferentes que afectan a los sensores. El primero de 
ellos es la frecuencia de muestreo irregular. De modo equivalente, el tiempo 
que transcurre entre una muestra y la siguiente varía sensiblemente. Para una 
traza de 197 segundos capturada durante las pruebas, el tiempo medio entre 
muestras es 9.5ms (105Hz) y la desviación típica 4.1ms. Esto supone una 
importante variación en la frecuencia de muestreo. 
Un segundo problema es la ausencia de muestras en intervalos 
prolongados de tiempo. En la traza anterior de 197 segundos de duración, 
pueden contabilizarse hasta 54 intervalos en los que no se recibe ninguna 
muestra durante más de 40ms. Esta cantidad de tiempo es cuatro veces 
superior al periodo de muestreo. El mismo comportamiento se puede observar 
también al utilizar exclusivamente el software del SDK distribuido con los 
sensores cuando éstos se colocan a escasos centímetros del receptor. Durante 
las pruebas, los sensores se encuentran en todo momento dentro del alcance 
especificado para los sensores (30m). 
Por otra parte, el sistema de navegación natural está optimizado para andar a 
velocidad normal. Consideramos que la inseguridad que produce pasar junto a 




la puerta y las sillas a los pocos segundos de comenzar la prueba, puede 
condicionar el resto de la experiencia. Algunos usuarios tienden a andar más 
despacio a consecuencia de esta sensación de inseguridad y esto a su vez 
degrada el comportamiento del sistema.    
Por ello, consideramos que en pruebas futuras, será recomendable comenzar 
la experiencia a través de una fase de adaptación en la que el usuario camine 
libremente por el entorno virtual. También es aconsejable mantener, en la 
medida de lo posible, una distancia mínima entre el punto de vista y los objetos 
de la escena 3D. Esto se debe a que los errores del sistema se ponen de 
manifiesto con mayor claridad cuando el punto de vista se encuentra próximo a 
los objetos virtuales. Todas estas consideraciones se tendrán en cuenta durante 
el diseño del experimento de navegación natural que se abordará más adelante. 
Existen diferencias claras entre la condición de direcciones desacopladas 
(DD) que prueban los 10 primeros participantes y la de direcciones acopladas 
(DA) que utilizan los 6 últimos sujetos.  
Al usar DD los usuarios tienen la libertad de mirar en cualquier dirección 
mientras caminan. Sin embargo, la tarea que tienen que realizar en esta prueba 
piloto consiste en navegar y para ello no necesitan hacer uso de esta 
característica.  
De otra parte, la configuración de DA permite a los participantes controlar con 
mayor precisión la dirección de avance. Esto se debe a que la sincronización de 
direcciones y la variación del ángulo del cuerpo introducen un pequeño error en 
la dirección de avance bajo la condición DD. 
En consecuencia, los participantes que utilizan la condición DA, encuentran 
más sencillo realizar la tarea y se muestran más seguros utilizando el sistema, 
especialmente, al pasar junto a las sillas y al atravesar el umbral de la puerta. 
Este hecho se refleja también en el estudio de usabilidad realizado y en la 
valoración global del sistema que realizan los participantes. 
Tras la prueba, se administra a los usuarios el cuestionario SUS (System 
Usability Scale) (Brooke, 1996). La puntuación de los 10 primeros participantes 





que utilizan la condición DD es 58.75%. La condición DA supera este valor con 
un 65%. La media global es 61% y a pesar de los problemas detectados, se 
aproxima al 68% que puede considerarse un valor promedio global para la 
evaluación de sistemas (J. Sauro, 2011). 
La calificación global que dan los participantes al sistema es 7.25 en una 
escala de 0 a 10. La valoración es mayor en la condición DA, 7.66 puntos frente 
a los 7 concedidos al sistema bajo la condición DD. 
Entre los aspectos negativos comentados en los cuestionarios, se repite en 
varias ocasiones el hecho de no ver el cuerpo durante la experiencia virtual. 
También aparece en varias ocasiones la sensación de mareo que produce el 
sistema y la falta de correspondencia puntual entre el movimiento de los pies y 
cambios en la imagen. Atribuimos este último hecho a los problemas con los 
sensores y a algunos errores de implementación de los algoritmos que se 
detectaron y corrigieron posteriormente. 
A continuación, se reproduce literalmente una selección de los comentarios 
positivos: Inmersión absoluta; es muy real la experiencia; te involucras, 
reacciona muy bien a los movimientos; el sistema es intuitivo y fácil de usar; 
pierdes la noción del tiempo. En general, las sensaciones de los participantes 
son positivas y el 100% de los mismos recomiendan la experiencia. 
Con todo, se consiguen los objetivos de la experiencia piloto aumentando el 
conocimiento sobre el sistema a través de los resultados, comportamientos y 
opiniones de los participantes. 
4.8.2.  Pruebas de Interacción Manual: Prototipo E (E6.2) 
Tras superar la evaluación preliminar, el prototipo E queda preparado para 
realizar una prueba piloto con usuarios que ayudará a diseñar el experimento 
final de tracking inercial para manos. 
En esta experiencia piloto participan 10 personas y todas utilizan la misma 
configuración del sistema. Las pruebas se realizan en una sala de 
experimentación equipada con una pantalla estereoscópica de 2.4x1.8m y un 




sistema de sonido envolvente. La 
virtual utilizado. 
Figura 4.69: Sala de experimentación equipada con pantalla 
Para evaluar el prototipo E y los algoritmos de tracking
videojuego diseñado para 
con las manos que parten desde una misma posición in
En la escena virtual, aparecen frente al usuario una pila de cajas y un panel 
de control con botones y 
cañón que el usuario puede 
El objetivo del juego es desmontar la pila de cajas y puede lograrse siguiendo 
dos estrategias diferentes. El primer enfoque consiste en apuntar el cañón hacia 
las cajas y disparar. La opción alternativa 
del punto de vista y empujar las esferas 
Para dirigir el cañón se utilizan los discos giratorios ubicados en los extremos 
del panel de control. Al colocar la mano sobre los discos se iluminan para indicar 
que se han activado y a partir de ese mom
traducirán en incrementos de ángulos yaw y pitch (ver anexo 
aplicarán directamente al cañón. 
Al pulsar el botón de la derecha se 
restaura la posición inicial de las cajas. El i
distintas velocidades. Estas velocidades serán directamente proporcionales al 
tiempo que se mantenga pulsado dicho botón.
Trabajo  
Figura 4.69 muestra esta sala y el entorno 
 
estereoscópica (2.4x1.8m)
sistema de sonido envolvente 
, se crea un 
interactuar realizando movimientos de corta duración 
icial. 
discos giratorios. También forma parte de la escena un 
dirigir y disparar utilizando los controles del panel.
es dirigir el disparo hacia la posición 
con las manos hacia las cajas.
ento, los giros de la mano se 
 
producirá un disparo. El botón central 





B) que se 
  
Para facilitar el ajuste y depuración de los algoritmos de tracking, se integra 
este videojuego en ASI a través de un nuevo módulo. 
C++, VSD SDK para el renderizado gráfico
sombras y Bullet Physics
los objetos virtuales. El cañón y el panel de 
para el juego utilizando 
El juego genera también 
detectada a través del sistema de sonido envolvente
experimentación. Las trazas de datos generadas durante
salvarse a fichero, utilizarse en ASI
desde Matlab o Microsoft
La Figura 4.70 muestra una imagen 
Figura 4.70: Imagen correspondiente al
Durante la prueba, los usuarios reciben instrucciones para derribar la pila de 
cajas siguiendo las 
participantes tendrán que usar las dos manos, adaptarse al comportamiento del 
sistema y utilizar tanto los botones como los controles giratorios.
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 Bullet Physics es una librería 
entornos virtuales. Funciona en tiempo real, se utiliza para desarrollar videojuegos y se 
integra en multitud de aplicaciones como Blender, Cinema 4D
(http://bulletphysics.org) 
43
 Blender es una herramienta de código abierto que permite diseñar entornos virtuales 
de alta calidad para generar imágenes y vídeos (
44
 Existe un vídeo disponible en YouTube
juego utilizado durante la prueba.
(https://www.youtube.com/watch?v=smIYhlWBKRQ
Capítulo 4: Descripción del 
Se implementa
, shaders para la generación de 
42 como motor de física para simular las colisiones
control se diseñan 
Blender43. 
audio 3D que se reproduce tras cada colisión 
 de la sala de 
 las pruebas, pueden 
 y exportarse al formato CSV 
 Excel. 
del videojuego desarrollado. 
 videojuego desarrollado
44
 para las pruebas
dos estrategias anteriores. Para conseguirlo, los 
 
             
de código abierto que simula colisiones de objetos en 
 o 
http://www.blender.org).
 en el que se muestra el funcionamiento del 



















Antes de comenzar la prueba, se capturan muestras con los sensores en 
reposo durante 25 segundos para estimar el offset de los giroscopios y calibrar 
el sistema. 
Todas las personas ven correctamente el efecto 3D y en ningún caso se 
produce mareo tras utilizar el sistema de acuerdo al test de cibermareo que se 
proporciona a los participantes inmediatamente antes y después de realizar la 
prueba. Se utiliza el cuestionario de Kennedy et al. (1993).  
La mayoría de los usuarios consiguen el objetivo de tirar las cajas con los dos 
métodos propuestos, aunque no resulta sencillo controlar el movimiento de las 
manos. Existen varias causas que explican las dificultades. Se utilizan los 
mismos sensores que en las pruebas piloto del prototipo D. Por tanto, la 
frecuencia de muestreo continúa siendo irregular y persisten los periodos 
prolongados de tiempo en los que no se recibe muestra alguna.  
También de modo similar a las pruebas realizadas con el sistema de 
navegación natural, las trazas capturadas permiten detectar y corregir errores 
en la implementación así como ajustar los algoritmos de tracking. 
Otro factor que dificulta la realización de las tareas son los errores en la 
detección de fases de reposo. Como ya se ha tratado anteriormente, no es 
posible distinguir con sensores inerciales el estado de reposo del de movimiento 
a velocidad constante. Por este motivo, aparecen en ocasiones falsos positivos 
en la detección de reposo que dan lugar a correcciones bruscas en el filtrado de 
Kalman. 
Las sesiones duran aproximadamente 10 minutos para cada participante en 
los que además de proporcionar las instrucciones necesarias, se coloca y 
calibra el sistema. 
Consideramos que en próximas pruebas es necesario aumentar este tiempo 
y dar la oportunidad a los usuarios de que se adapten al sistema en una fase 
previa al inicio del experimento. 
También pensamos que las tareas resultan demasiado complejas. Los 
participantes tienen que:  





 Aprender a activar, desactivar y accionar los controles giratorios. 
 Evitar movimientos demasiado lentos que el sistema interpreta como 
fases de reposo. 
 Aprender a pulsar los botones y recordar la función de cada uno. 
 Adaptarse a la velocidad y bote de las esferas para determinar el 
momento idóneo de golpeo. 
 Volver a la posición inicial tras cada movimiento. 
 Aprender a golpear y dirigir las esferas con las manos. 
Por todos estos motivos, consideramos que en pruebas futuras, será 
imprescindible simplificar las tareas.  
En conclusión, la experiencia piloto aporta información que resultará de gran 
utilidad durante el diseño y realización del experimento asociado al prototipo E 
que se abordará en próximos apartados. 
4.9. Elaboración de Hipótesis y Diseño 
Experimental (E7) 
Una vez que los prototipos han sido desarrollados y evaluados con usuarios 
en las pruebas piloto, comienza el diseño de los experimentos que permitirán 
validar los prototipos y extraer conclusiones sobre su funcionamiento. 
El diseño de los experimentos y posterior análisis de los datos, se realiza en 
colaboración con expertos en usabilidad y Realidad Virtual del Grupo de 
Investigación de Factores Humanos de la Universidad de Nottingham. 
En este apartado se presentan las claves del diseño de estos experimentos y 
los resultados que se esperan obtener. 
4.9.1. Experimento de Navegación Natural (E7.1) 
El objetivo general del experimento de navegación natural es validar el 
prototipo D y el conjunto de técnicas que implementa. Para ello se consideran 
dos elementos clave de una experiencia virtual: Navegación y exploración. 




En particular se desea probar el correcto funcionamiento de la técnica de 
sincronización de direcciones (apartado 4.6.7.4) y que los pequeños errores que 
le afectan, no suponen un problema para utilizar el sistema satisfactoriamente. 
Se plantea así el experimento considerando dos tareas y dos técnicas de 
navegación: 
 Tareas: Navegación (T1) y navegación más exploración (T2). 
 Técnicas de navegación: DD y DA. 
Los usuarios se dividirán en dos grupos y cada uno se asociará a una técnica 
de navegación diferente (diseño intersujeto). Cada participante realizará las 
dos tareas. Para cada una se realizarán tres sesiones de 90 segundos. Se 
generan por tanto cuatro condiciones experimentales. La Tabla 4-5 muestra la 
distribución de grupos, tareas y condiciones experimentales. 
 
Tarea 1  
Navegación 
Tarea 2  
Navegación + Exploración 
Grupo DD 
Direcciones Desacopladas A B 
Grupo DA 
Direcciones Acopladas  C D 
Tabla 4-5:  Distribución de tareas, grupos y condiciones experimentales  
En relación a los resultados esperados, se asume que los errores asociados 
a la técnica de sincronización de direcciones, no resultarán relevantes. Por 
tanto, se espera que el rendimiento del sistema bajo las configuraciones DD y 
DA sean similares en la tarea de navegación (T1) y que la técnica DD supere 
con claridad los resultados de DA cuando entra en juego la exploración (T2). La 
Figura 4.71 ilustra de modo cualitativo el rendimiento esperado del sistema bajo 
cada condición experimental. 
Para cuantificar el rendimiento del sistema bajo cada configuración, se 
propondrá un recorrido patrón y se contabilizará el número de veces que se 
completa durante el experimento. También se determinará el grado de control 
sobre la trayectoria a través de la desviación promedio de este recorrido patrón. 
 
  
Figura 4.71: Representación cualitativa del rendimiento esperado 
Así, las configuraciones del sistema DD y DA, constituyen las variables 
independientes del experimento 
vueltas (NV) y la desviación
Con todo, se presentan a continuación las 
el prototipo D: 
 HD1.- El número de vueltas completadas durante 
navegación y exploración (T2)
 HD2.- La desviación de la trayectoria respecto al recorrido patrón 
durante la tarea 
grupo DA. 
En relación a la tarea de navegación, no se espera encontrar diferencias 
estadísticamente significativas entre
ninguna de las dos variables dependientes.
Se aplican técnicas de 
datos. De este modo, la mitad de los participantes de cada grupo
con la tarea T1 y final
realizará las tareas en el orden inverso.
Para completar la evaluación, se proporciona a los participante




 Presencia (Witmer & Singer, 1998)
Capítulo 4: Descripción del 
  
y las variables dependientes son el 
 media respecto al recorrido patrón
hipótesis enunciadas para evaluar 
, será mayor en el grupo DD
navegación y exploración (T2), será mayor en 
 las dos técnicas de navegación DD y DA en 
 
contrabalanceo para aleatorizar las muestras de 
izarán el experimento con la T2. La otra mitad del grupo




(Kennedy et al., 1993). 
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 Usabilidad e implicación45. 
 Aspectos generales. 
Para validar el funcionamiento del prototipo D se utilizarán los cuestionarios 
de usabilidad e implicación así como las opiniones de los participantes y la 
calificación global que conceden al sistema. 
Antes de comenzar el experimento se realiza una estimación del número de 
participantes que podría ser necesario de acuerdo a las características del 
mismo. El objetivo es maximizar las probabilidades de alcanzar la 
significatividad estadística en el análisis de resultados. Para ello se realiza un 
análisis de la potencia estadística46 (Bono & Arnau Gras, 1995) aplicando las 
características del experimento (intersujeto) y asumiendo que el efecto de la 
muestra es muy influyente (f = 0.4) (Cohen, 1988). El número estimado de 
participantes que se obtiene es 24. Al ser múltiplo de 4, no es necesario 
aumentar este valor para aplicar contrabalanceo, por lo que finalmente cada 
grupo estará formado por 12 personas. 
4.9.2. Experimento de Interacción Manual (E7.2) 
El objetivo general del experimento de interacción manual es validar el 
prototipo E y las técnicas implementadas. Se plantea por tanto, como una 
prueba de concepto para tracking inercial de manos en entornos virtuales 
interactivos.  
Como objetivo específico, se pretende comparar el rendimiento de los 
participantes al usar el HMD Oculus Rift y una televisión 3D funcionando en 2 y 
3 dimensiones mientras se realiza una tarea para la que es crítica la percepción 
de profundidad. 
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 Se utiliza el cuestionario de usabilidad empleado en el proyecto europeo SATIN 
(Sound And Tangible Interfaces for Novel product design Project). En este proyecto 
participan investigadores del Grupo de Factores Humanos de la Universidad de 
Nottingham que también colaboran en la tesis doctoral. Se elige este cuestionario por 
resultar más adecuado que otros de carácter general al haber sido diseñado 
específicamente para la evaluación de sistemas de interacción y Realidad Virtual. 
46
 Para realizar los cálculos del análisis de potencia estadística se utiliza la aplicación 
G*Power (http://www.gpower.hhu.de). 





Se plantea un experimento en el que se considera una sola tarea de 
interacción manual y 4 condiciones experimentales:  
 A: Oculus Rift funcionando en modo estereoscópico. 
 B: Oculus Rift funcionando en modo 2D. 
 C: Televisión funcionando en modo estereoscópico. 
 D: Televisión funcionando en modo 2D. 
Únicamente se considera un grupo de participantes y todos utilizan las 4 
condiciones experimentales. Por tanto se plantea un diseño factorial 
intrasujeto con dos factores de dos niveles cada uno. Estos factores son el 
dispositivo (OR/TV) y el modo (3D/2D). Para cada una se realizarán tres 
sesiones de 90 segundos. La Tabla 4-6 muestra la configuración del 
experimento. 
Grupo Único 





(OR) A B 
Televisión 
(TV) C D 
Tabla 4-6:  Configuración del experimento de interacción manual  
Como escenario virtual, se utiliza el videojuego desarrollado para el estudio 
piloto y aplicando las conclusiones derivadas del mismo, se simplifica 
sustancialmente el planteamiento del experimento. En esta ocasión, los 
participantes únicamente tendrán que pulsar un botón, esperar que la esfera 
que dispara el cañón esté a su alcance y entonces empujarla hacia la pila de 
cajas con el objetivo de derribarlas (Figura 4.70). Esta es la tarea que se les 
encomienda y se espera que la visión estereoscópica suponga una clara 
diferencia al ayudar a determinar el momento, o de modo equivalente, la 
profundidad óptima, a la que golpear las esferas para darles la dirección 
correcta. 
Por otra parte, se plantean dudas sobre el rendimiento del dispositivo usado 
para representar el mundo virtual. El HMD resulta más incómodo que la 
televisión y tiene menor resolución. Sin embargo cuenta con el tracker de 




orientación y contribuye a que los participantes se concentren en la tarea al 
aumentar el aislamiento sensorial. Por ello, se espera que el rendimiento sea 
mayor bajo la condición 
rendimiento esperado bajo cada condición experimental.
Figura 4.72: Representación 
Para medir el rendimiento se contabilizará el número de aciertos al golpear 
las cajas. De modo alternativo
usuarios golpean las esferas en
el dispositivo y el uso de visión estereoscópica suponen alguna diferencia.
Con todo, estas medidas del rendimiento constituyen las variables 
dependientes mientras que el uso de OR o TV así como los modos 2D 
definen las variables independientes. S
enunciadas para evaluar el prototipo 
 HE1.- El modo 3D producirá el mayor número de aciertos.
 HE2.- El dispositivo OR producirá el mayor número de aciertos.
 HE3.- La dispersión en la coordenada de profundidad de las 
posiciones en las que se golpea
será significativamente menor 
 HE4.- La dispersión en la coordenada de profundidad de las 
posiciones en las que se golpea la
será significativamente menor el 
 HE5.- El dispositivo OR 
que la televisión.
Trabajo  
A. La Figura 4.72 ilustra de modo cualitativo el 
  
 
cualitativa del rendimiento esperado en cada condición 
experimental 
, también se considerará la posición en la que los 
 cada condición experimental para determinar si 
e presentan a continuación las hipótesis 
E: 
 
n las esferas que dan lugar a aciertos
el modo 3D. 
s esferas que dan lugar a aciertos, 
dispositivo OR. 
dará lugar a mayores niveles de presencia 
 










En esta ocasión, aplicar contrabalanceo para aleatorizar las muestras de 
datos es más complejo. En rigor, sería necesario tener en cuenta 24 formas 
diferentes de ordenar las 4 condiciones experimentales47 para contrabalancear 
los datos. Pero es posible aplicar una aproximación por la que se asegura que 
cada condición experimental se aplicará en primer lugar en un solo grupo, en 
segundo lugar en solo un grupo, etc. De este modo, sólo es necesario 
considerar 4 ordenaciones diferentes de las condiciones experimentales que se 
muestran en la Tabla 4-7 (Gravetter & Forzano, 2011).   
Subgrupo 1 A B C B 
Subgrupo 2 B D A C 
Subgrupo 3 C A D B 
Subgrupo 4 D C B A 
Tabla 4-7:  Cómo ordenar las condiciones experimentales para contrabalancear los datos  
De modo análogo al experimento de navegación natural, la evaluación se 
complementa utilizando los siguientes cuestionarios: 
 Aspectos personales. 
 Características visuales.  
 Cibermareo (Kennedy et al., 1993). 
 Presencia (Witmer & Singer, 1998). 
 Usabilidad e implicación (usado en proyecto europeo SATIN). 
 Aspectos generales. 
Las diferencias con respecto a los cuestionarios del experimento de 
navegación natural se presentan en el anexo G. 
El prototipo E se valida a partir de los cuestionarios de usabilidad e 
implicación así como por las valoraciones de los participantes que se recogen 
en el cuestionario de aspectos generales. 
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 Para determinar el número de modos diferentes en los que se pueden ordenar los 
elementos de un conjunto se calcula el factorial del número de elementos 
(permutaciones sin repetición). Así para 4 condiciones experimentales se obtienen 
4x3x2=24 posibles ordenaciones. 
 




Del mismo modo que en el experimento de navegación natural, se realiza un 
análisis de la potencia estadística para estimar el número de participantes 
necesario. Considerando el tipo de experimento
nuevo que el tamaño de la muestra es muy influ
obtiene un número mínimo
necesario ajustar este valor para aplicar contrabalanceo.
4.10. Experimentos
En este apartado se describe el trabajo que se realiza para aplicar las 
decisiones tomadas durante el d
realización del experimento.
4.10.1. Experimento de Navegación Natural
Para realizar el experimento 
virtual que se utilizó en la prueba piloto, la villa campestre de la Toscan
desarrollada por Oculus VR. Este entorno virtual se modifica eliminando la 
escalera y parte del mobiliario para obtener un área diáfana que permite 
maximizar el espacio disponible y andar sin encontrar obstáculos. La 
4.73 muestra el aspecto del interior de la villa tras la modificación realizada:
Figura 4.73: Entorno virtual adaptado para el experimento
Para adaptar los movimientos de los participantes al tamaño del entorno 
virtual, se estima la escala que se debe aplicar a dichos movimientos 
comparando los tamaños reales y virtuales de un conjunto de objetos de 
referencia: Altura de la silla, de la mesa, de un peldaño de la escalera, de la 
primera planta y el ancho de la puerta. El resultado que se obtiene al pro
cada escala obtenida es 1.27. Se trata de 
de modo heurístico en las pruebas pil
Trabajo  
 (intrasujeto) y asumiendo de 
yente (f = 0.4) (Cohen, 1988)
 de 16 participantes. Al ser múltiplo de 4, no es 
 
: Preparación y Realización 
iseño experimental a la preparación y 
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del prototipo D, se emplea el mismo entorno 
 de navegación natural












Los participantes tendrán que realizar una tarea de navegación y otra en la 
que se combine navegación con exploración. Por tanto, se debe establecer un 
recorrido patrón que los participantes puedan seguir con facilidad. Para ello se 
colocan 4 sillas junto a las paredes y se les pide que caminen de una silla a la 
siguiente. Este planteamiento da lugar a un recorrido rectangular
20.6 metros de longitud 
Figura 4.74: Recorrido patrón que los participantes seguirán en las tareas T1 y T2
Para introducir la exploración visual que requiere la tarea T2, se incluyen en 
la escena virtual dos r
Se programa una animación de los mismos para que suban y bajen
apareciendo y desapareciendo 
determina una secuencia aleatoria de ventanas por l
siempre esta misma secuencia para que todos los p
experimento en las mismas condiciones.
Figura 4.75: Globos aerostáticos animados que se utilizan en la
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que se muestra en la Figura 4.74. 
 
éplicas en miniatura de globos aerostáticos (
del campo de visión de los participantes. Se 
as que aparecen y se utiliza 
















Para realizar el experimento se añade nueva funcionalidad al proyecto de 
Unity a través de scripts C#: 
 Cambiar el modo de navegación DD/DA
 Calibrar giroscopios, magnetómetros, el ángulo del paso y la 
desalineación de los sensores.
 Salvar y cargar trazas de datos
 Animar el punto de vista al reprocesar las trazas cargadas
 Generación de sonidos para facilitar el proceso de calibración e 
indicar el comienzo y el fin de las sesiones correspondientes 
tarea.  
Las pruebas se realiza
Nottingham que por sus dimensiones
experimento. Tiene 26m de largo, 26m de 
estudio puede apreciarse en la 
los monitores en las tres imágenes.
Figura 4.76: Estudio de televisión de la Universidad de Nottingha
El estudio de televisión c
sistema de iluminación y se utiliza en el experimento para grabar en v
participantes durante la prueba.
comportamiento de los mismos
Además, se colocan marcas en el suelo para establecer una relación entre 
las posiciones reales y virtuales con el propósito de mejorar los algoritmos de 
tracking (Figura 4.77). No obstante, el análisis de estos vídeos se pospone para 







n en un estudio de televisión de la Universidad de 
, resulta idóneo para realizar el 
ancho y 8m de altura. El tamaño del 
Figura 4.76 tomando como referencia la mesa y 
 
m donde se realiza el 
experimento 
uenta con una galería elevada que da acceso al 
 Estas grabaciones permitirán estudi








El hardware utilizado es suficiente para renderizar el 
máxima calidad gráfica disponible a la mayor frecuencia que admite el HMD, 60 
imágenes por segundo. El valor aproximado de la frecuencia de muestreo es 
100 Hz para cada sensor inercial.
Figura 4.77: Marcas colocadas en el suelo para 
Como paso previo a la realización del experimento, se obtiene la aprobación 
del Comité Ético de la Facultad de Ingeniería de la Universidad de Nottingham. 
Todos los participantes son debidamente 
conlleva el uso de sistemas de Realidad Virtual y se les informa que pueden 
abandonar el experimento en cualquier momento. También se obtiene una 
autorización por escrito 
compromiso de dar un tratamiento confidencial a todos los datos recopilados.
En el experimento intervienen 
ningún tipo de compensación por su participación. 
prueba con síntomas de cibermareo. 24 completan el experimento 
consiguiéndose así igualar 
análisis de potencia estadística
De acuerdo al diseño experimental presentado, se crean dos grupos de 12 
participantes que utilizan una configuración diferente del sistema, DD o DA y 
realizan las tareas T1 y T2 en
datos. 
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entorno virtual con la 
 
 
evaluar los algoritmos de tracking
informados sobre los riesgos que 
para realizar la grabación de vídeo y se adquiere el 
generosamente 29 personas que no reciben 
5 de ellas abandonan la 
el número de participantes recomendado por el 
. 











Antes de realizar la tarea, los participantes se adaptan al comportamiento del 
sistema, al uso del HMD y a andar en u
especifica límite de tiempo para este periodo de adaptación que acaba cuando 
los participantes indican que se encuentran preparados para comenzar el 
experimento.  
Todos los participantes reciben las mismas 
tareas mientras se les muestra 
 T1 Navegación: 
posible. 
 T2 Navegación 
vueltas como sea posible y contar tantos globos como sea posible en 
"voz alta". Ambos objetivos son igualmente importantes.
Para ambas tareas se indica que hay que andar desde una silla hasta la 
siguiente y que es necesa
Se realizan 3 sesiones de 90 segundos de duración
cada sesión hay un periodo de reposo de dos minutos
participantes dejan de utilizar el sistema
La Figura 4.78 muestra una imagen que corresponde a la realización de la 
tarea T2. 
Figura 4.78: Imagen correspondiente a la realización de la tarea T2 
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 Existe un vídeo disponible en YouTube en el que se realiza la tarea T2 del 
experimento. Título: Orion Project: Inertial Real Walking. Navigation + Exploration 
(Decoupled Directions). (https://www.youtube.com/watch?v=p89TcvoPnwo
Trabajo  
n entorno virtual sin ver su cuerpo. No se 
instrucciones para realizar las 
un vídeo ilustrativo de las mismas: 
El objetivo es completar tantas vueltas como sea 
y Exploración:  Los objetivos son completar tantas 
 
rio hacerlo sin detenerse.  
 por cada tarea









El protocolo experimental completo y la planificación temporal pueden 
consultarse en el anexo 
4.10.2. Experimento de Interacción Manual
El experimento de interacción manual se plantea con el mismo entorno virtual 
que las pruebas piloto descritas en el apartado 
diseño experimental, la tarea que tienen que realizar los participantes, consiste 
en pulsar un botón y empujar las esferas que dis
pila de cajas. Con el propósito de adaptar el comportamiento del entorno virtual 
a los objetivos del experimento, s
comentan a continuación
Se evita que se derriben las cajas accide
en el panel de control 
de control utilizando shaders
interfaz holográfica semitransparente que podrán atravesar las
se anima el cañón de modo que aparece y desaparece con cada disparo.
Figura 4.79 muestra el entorno 
Figura 4.79: Videojuego creado para evaluar el prototipo E
Se introduce cierta variabilidad en los patrones de disparo para que los 
usuarios no se acostumbren a derribar las cajas r
mismo movimiento. Para ello el cañón cambia de posición tras cada disparo y 
varía el ángulo de tiro
estar al alcance del participante.
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H. 
 (E8.2)
4.8.2. Como ya se adelantó en el 
para el cañón para derribar la 
e introducen algunas modificaciones 
.  
ntalmente por rebotes indeseados 
o en el cañón. Para ello, se cambia la apariencia del panel 
 con el propósito de conseguir el aspecto de una 
 esferas
virtual tras los cambios realizados. 
 
 tras ser adaptado al experimento
epitiendo mecánicamente un 















Se implementan modos de funcionamiento para personas diestras y zurdas 
aplicando una configuración simétrica para las posiciones del cañón, botones y 
manos. 
El entorno virtual continúa ejecutándose desde ASI y para este experimento, 
es necesario implementar nuevas funciones como el uso del tracker de Oculus 
Rift. Éste no se había utilizado hasta el momento porque el prototipo de 
navegación natural utiliza sensores IC3. Por ello, se integra el SDK de Oculus 
Rift en ASI.  
Por otra parte, la percepción de la profundidad es la clave del experimento 
y por este motivo se cuida especialmente la generación de las imágenes 
estereoscópicas. En el caso de Oculus Rift, se replica en OpenGL exactamente 
el mismo sistema de proyecciones 3D descrito en su SDK49 y se integra en ASI.  
En el caso de la televisión, las imágenes 3D se crean utilizando la técnica de 
proyección en perspectiva basada en frustums50 asimétricos y ejes paralelos 
(Bourke, 2007) que proporciona excelentes resultados. El proceso completo de 
generación de las imágenes estereoscópicas y los ajustes utilizados en el 
experimento para la televisión, se describen con detalle en el anexo I.   
Con la configuración aplicada, la televisión se coloca a 2m del usuario y los 
objetos virtuales llegan a salir hasta 65cm de la pantalla. Para no distorsionar la 
percepción de profundidad, las esferas quedan siempre completamente dentro 
del campo de visión desde el disparo del cañón hasta que se golpea con la 
mano. 
Con el propósito de no condicionar a los participantes, no se les informa 
sobre el uso de 2D o 3D. Incluso realizan la condición experimental D (TV 2D) 
con las gafas puestas. De este modo se consigue además, que los participantes 
                                                     
 
49
 Se ha seguido el contenido del documento SDK Overview versión 0.2.2 de Mayo de 
2013 que se distribuye junto con el primer kit de desarrollo de Oculus Rift . 
50
 En el contexto utilizado, frustum es la región del espacio de la escena virtual que se 
proyecta durante el renderizado gráfico sobre el plano de proyección. Este proceso dará 
lugar a la imagen 2D que se proporciona como resultado tras el renderizado. 
  
completen las condiciones experimentales de la televisión en las mismas 
condiciones de luminosidad.
El experimento se realiza en el laboratorio de usabilidad del 
Investigación de Factores Humanos
4.80). 
Figura 4.80: Laboratorio de usabilidad en el que 
El hardware utilizado permite renderizar la escena a una tasa de 
imágenes por segundo
televisión y en el HMD c
1920x1080 en TV). La frecuencia de muestreo del sensor inercial colocado en la 
mano es 180Hz. 
De modo análogo al experimento de navegación natural, también se obtiene 
la aprobación del Comité É
derivados del uso de sistemas de Realidad Virtual y se les informa que pueden 
abandonar el experimento en cualquier momento.
En el experimento intervienen generosamente 2
ningún tipo de compen
experimento y se consigue así superar el número mínimo de participantes 
estimado en el análisis
Se establecen 4 grupos 
condiciones experimentales en distinto orden de acuerdo al patrón de 
contrabalanceo presentado en el diseño experimental.  
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 de la Universidad de Nottingham 
 
se realiza el experimento
. Las imágenes se generan simultáneamente en la 
on distintas resoluciones (1280x800 en HMD y 
tico, se informa a los participantes sobre
 
0 personas que no reciben 
sación por su participación. Todas completan el 
 de potencia estadística (16). 









 los riesgos 




Antes de comenzar con la primera sesión del experimento, los participantes 
reciben instrucciones sobre la tarea a realizar mientras 
televisión la animación de una traza
Al inicio de la primera sesión de cada condición experimental se dan varias 
recomendaciones: 
 Golpear la bola despacio.
 Mantener la palma de la mano vertical al empujar las bolas.
 Mantener la mano sobre la mesa hasta que la bola esté cerca
Para cada condición experimental se realizan 3 sesiones de 90 segundos de 
duración. Antes de comenzar con la primera sesión de cada condición 
experimental, los participantes practican la tarea hasta que se
preparados para comenzar.
La Figura 4.81 muestra una imagen correspondiente al experimento
se está realizando una sesión bajo la condición experimental C
Figura 4.81: Imagen del experimento correspondiente a la condición experimental C 
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4.11. Análisis de Resultados (E9) 
En este apartado se analizan todos los datos y cuestionarios recopilados 
sobre los experimentos realizados con los prototipos D y E. Para ello se sigue la 
siguiente estructura: 
 Validación de hipótesis. 
 Estudio de cibermareo. 
 Estimación del nivel de presencia. 
 Estudio de usabilidad. 
 Aspectos generales. 
 Comentarios y reflexiones.   
4.11.1. Análisis para Navegación Natural (E9.1) 
El estudio estadístico se aborda mediante comparación de medias aplicando 
la prueba t de Student para muestras independientes. En algunos casos como 
en el test de cibermareo, en los que se comparan valores del mismo grupo de 
sujetos, se aplica la variante de la prueba t para muestras relacionadas. 
En el anexo K se presentan los datos correspondientes al análisis de 
resultados del experimento que complementan la información presentada en 
este apartado. 
Validación de Hipótesis 
Al plantear el experimento, se espera que no se encuentren diferencias 
significativas entre las configuraciones DD y DA en la tarea de navegación (T1). 
Este hecho se verifica al comparar las medias de las dos variables dependientes 
consideradas: Número de vueltas completadas (NV) y desviación media 
respecto al recorrido patrón (DM). 
La Figura 4.82 muestra las medias y las desviaciones estándar de las 
variables dependientes en la tarea T1. Los valores totales de NV son 11.47 y 
11.57 para las condiciones DA y DD respectivamente (t(19)=0.12, p=0.9). Los 
valores promedio de DM son 22 y 23cm para las condiciones DA y DD 
respectivamente (t(22)=1.07, p=0.297). 




Figura 4.82: Media y desviación estándar de NV y de DM en la tarea T1
Puede apreciarse cómo la desviación es ligeramente superior en la condición 
DD. Esto se explica por los pequeños errores que introduce en la trayectoria la 
técnica de sincronización de direcciones (
estos errores, el número de vueltas 
contribuye a validar la técnica 
tareas de navegación. 
descritas por varios participantes bajo 
Figura 4.83: Trayectorias correspondiente a la tarea de navegación T1 (DD izq, DA der)
En relación a la tarea de 
hipótesis planteada en el diseño experimental HD1
esperar que se completen un mayor número de vueltas en la condición DD. 
no alcanzarse la significatividad estadística, esta hipótesis no llega a validarse 
aunque existe una relación consistente y positiva entre 
resultados obtenidos. En la 
es mayor en todas las sesiones bajo la condición DD. Los valores totales de NV 











Sesión 1 Sesión 2 Sesión 3
T1: Vueltas Completadas (NV)
Trabajo  
 
4.6.7.4). Sin embargo, a
es prácticamente el mismo. Este hecho 
de sincronización de direcciones para realizar 
La Figura 4.83 muestra ejemplos de trayectorias 
las condiciones DD y DA en la tarea T1.
navegación y exploración (T2), la primera 
 (apartado 4.9.1),
dicha hipótesis y los 
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Figura 4.84: Media y desviación estándar de
Al analizar las trayectorias que describen los participantes se encuentra una 
explicación a este hecho. El movimiento de la cabeza asociado a la exp
altera la trayectoria bajo la condición DA
vueltas más cortas. Esta alteración se debe a que los participantes buscan 
globos girando la cabeza a izquierda y derecha sin dejar de andar. Dado que 
están utilizando la configuración DA, avanzan en la dirección de la mirada con la 
consiguiente distorsión de la trayectoria. Así, al recorrer menos distancia por 
vuelta, el valor de NV 
de la Figura 4.85 muestra ejemplos de trayectorias que 
Figura 4.85: Trayectorias descritas bajo las condiciones 
pone de manifiesto el efecto 
Por otra parte, se alcanza 
analizar las diferencias 
Este hecho permite validar l
la desviación estándar de DM. Los valores medios de DM son 48 y 29cm para 
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 NV durante la tarea T2
 y los participantes tienden a hacer las 
se aproxima al obtenido bajo la condición DD. La imagen
apoyan esta conclusión.
DD (izq) y DA (der)
por el que se acortan las vueltas bajo la condición DA
holgadamente la significatividad estadística 
en DM bajo las condiciones DD y DA en la tarea 
a hipótesis HD2. La Figura 4.86 muestra la media y 
 



















Figura 4.86: Media y desviación estándar de DM 
Este resultado también se observa en la 
trayectorias de las condiciones DD y DA con el recorrido patrón que aparece 
representado con un rectángulo amarillo semitransparente.
El número de globos observados es mayor bajo la c
sesiones aunque no llega a alcanzar una diferencia significativa. La 
refleja este hecho mostrando la media y la desviación estándar del número de 
globos contados. Las medias del número total que reporta cada participante son 
34.25 y 37.67 para las condiciones 
p=0.218). 
Figura 4.87: Media y desviación estándar del número de globos contados 
Estudio de Cibermareo
La condición DD produce niveles de cibermareo may
embargo la diferencia no es estadísticamente significativa en ninguno de los tres 
momentos del experimento en los que se aplica el cuestionario. La 
muestra la media y la desviación estándar de los niveles de cibermareo 






















(m) en la tarea T2
Figura 4.85 al comparar las 
 
ondición DD en todas las 




ores que DA. Sin 
 
Sesión 1 Sesión 2 Sesión 3 Media
DA
DD





la tarea T2   
Figura 4.88 
  
Figura 4.88: Media y desviación estándar de l
También es posible anal
tarea T2 incrementa el nivel de cibermareo con respecto a T1 en ambas 
configuraciones, DD y DA. Este incremento de cibermareo no es significativo 
para la configuración DA (t(11)=0.706, p=0.495). Sin em
caso DD (t(11)=2.166, p=0.053).
En cualquier caso, los niveles de cibermareo registrados son relativamente 
bajos. El valor medio para la condición experimental que alcanza mayores 
niveles de cibermareo
la máxima puntuación del cuestionario.
Un hecho conocido e interesante que se pone de manifiesto durante el 
experimento, es la existencia de grandes diferencias entre las personas en 
relación al cibermareo. Unas personas son
las imperfecciones de los sistemas de Realidad Virtual. 
Durante el experimento algunas personas tuvieron que abandonar la prueba 
y otras sin embargo, llegaban a correr y saltar por iniciativa propia. Esta alta 
variabilidad también se manifiesta en la 
tan elevada, que llega a tener valores muy próximos a la media y por ello las 
barras que la representan 
Estimación del Nivel de 
Los niveles registrados de presencia son ligeramente superiores en la 
condición DD, aunque esta diferencia no llega a alcanzar la significatividad 
estadística (t(22)=0.906, p=0.375). La 











Capítulo 4: Descripción del 
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izar el efecto de la tarea bajo cada configuración. La 
bargo, sí lo es para el 
   
 (DD T2) es 210.30 y este valor solo representa el 10% de 
 
 mucho más tolerantes que otras a 
 
Figura 4.88. La desviación estándar 
se encuentran próximas a cero en todos los casos
Presencia 
Figura 4.89 muestra la media y la 
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Figura 4.89: Media y desviación estándar de los niveles de presencia
En relación a la máxima puntuación del cuestionario de presencia, la 
configuración DA alcanza un 
Estudio de Usabilidad
La puntuación alcanzada por la configuración DD
usabilidad supera ligerame
para alcanzar la significatividad estadística (
4.90 muestra los parámetros estadí
Figura 4.90: Media y desviación estándar de l
La configuración DA obtiene un 64
cuestionario. Por otra parte, DD llega a 66.5%. 
Aspectos Generales  
En la última sección del cuestionario, los participantes dan una puntuación al 
comportamiento del sistema para cada tarea. 
puntuaciones, no alcanzan la significatividad estadística aunque son coherentes 




65%, mientras que DD llega hasta el 68%.
 
 en el cuestionario de 
nte la de DA. Aunque la diferencia no es suficiente 
t(22)=0.671, p=0.509). La 
sticos de los valores registrados. 
 
a puntuación obtenida en el estudio de 
usabilidad (%) 
.5% de la máxima puntuación del 
 
 



























el grado de control sobre la dirección de avance es mayor. Además DA 
consigue una puntuación mayor (7.75) que
a los pequeños errores de la sincronización de direcciones.
Tras la tarea T2, la tendencia anterior se invierte y se concede más 
puntuación a la condición DD (7.08) que a DA
representan los resultados obtenidos.
Figura 4.91: Media y desviación estándar de la puntuación global del sistema tras cada 
En una de las cuestiones, los participantes justifican su 
comentarios que se dan con mayor frecuencia hacen alusión a que la tarea T2 
marea y desorienta más que T1 aunque 
resultar más divertida 
A continuación se reproduce u
clave descrita con anterioridad 
interacción y actividad en la experiencia virtual para ayudar a olvidar las 
carencias de la tecnología:
 By focusing more on my surroundings rather than walking is a straight line or 
keeping balance, the walking aspect felt more natural, as I wasn't actively 
focusing on it.
El 100% de los participantes 
comentarios como: Yes!
contribuye a validar el prototipo D y las técnicas desarrolladas. 
Los comentarios sobre los 
manifiesto los problemas de latenc
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n comentario interesante que a
en este texto sobre la necesidad de introducir 
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frecuencia las imprecisiones del sistema de tracking, baja resolución del HMD, 
el cibermareo y los problemas de deriva. 
 A continuación se reproducen literalmente algunos de estos comentarios: 
 The slight display lag caused problems balancing sometimes. 
 I felt tired of the imaged (visual fatigue). 
 The slight delay of the movements in the virtual environment. 
 Dizziness caused when moving the head too much. 
 It was really hard to keep the balance of the body. 
 Drift. Sickness (at the beginning). 
 Gaps between pixels could be seen. 
 There were delays between the movements and the visual. 
 I felt a bit dizzy. 
 The slight lag that occurred sometimes and small distortions could be very 
unbalancing. 
 Drift from walking while looking around (DA). 
 The delay in the image vs. movement made me feel sick. 
 I could see the pixels on the image but it really did not have an impact on my 
performance. 
Entre los aspectos positivos se destaca la inmersión que produce el 
sistema, la respuesta del sistema de tracking y las características del prototipo D 
en cuanto a ergonomía. Algunos comentarios de los participantes se reproducen 
a continuación literalmente: 
 The system was very responsive to my movements. 
 It is a fantastic experience. Very immersive. 
 I did feel as I was there. 
 The experience felt quite immersive and I could feel that I was starting to 
engage emotionally with the environment and having very positive feeling 
about it. 
 I found the system is really impressive.  
 Visual and audio make me feel I was in the virtual world. 
 Very (and surprisingly) realistic virtual world that was very responsive to my 
movements. 
 Good tracking ability, not noticeable when wearing. 





 Couldn't really feel the equipment I was wearing. 
 The freedom of movements I had in the virtual world. 
 I felt I was in another world. 
 In the first configuration (T1, DA), visual display and the behavior of the 
system is more of what I expected to see in the real world. 
 I liked the freedom of movements over large distances. 
A continuación se reproducen algunas de las respuestas a la última cuestión 
en la que se pregunta a los participantes si quieren realizar algún comentario 
adicional sobre cualquier aspecto del sistema o del experimento. 
 It is a very interesting experience, not at all uncomfortable. A bit more 
interaction will be fun. 
 The system is very interesting to use. I understand it is still under 
development but it seems to hold a lot of potential. 
 It would be great if the user could interact with the virtual environment more. 
 I really enjoyed using the system. 
 A natural reaction was to touch objects or just to see hands or feet for 
reassurance. This would be a great next step. 
 Really great experience and I am glad I had the chance to participate. 
 It would be great to see my hand/feet in the virtual environment.  
 A very interesting experience and lots of fun!. 
Un comentario interesante que repiten varias personas, sugiere que la 
representación de pies y manos en el entorno virtual supondría una mejora 
sustancial en la experiencia. 
Los comentarios se reproducen literalmente para no alterar su significado. No 
obstante, el anexo M contiene la traducción de los mismos. 
Las conclusiones son muy positivas. De acuerdo a los comentarios, las 
decisiones de diseño en relación a la ergonomía parecen muy acertadas y 
algunos participantes se muestran muy satisfechos con el sistema. 
Comentarios y Reflexiones  
Al recibir instrucciones y recomendaciones verbalmente durante la fase de 
adaptación, algunos participantes comentaban mientras usaban el sistema, que 
les resultaba muy extraño que les hablara alguien que "no estaba en su mundo".  




Es interesante el hecho de que los participantes se encuentren tan absortos 
explorando ese nuevo entorno en el que están, que se olviden del mundo real. 
Se trata de otro indicio más que corrobora los beneficios en el nivel de presencia 
de la navegación natural. 
En este sentido, también es interesante señalar un fenómeno sorprendente 
que también ocurrió durante la prueba piloto. Algunas personas distraídas por la 
tarea de contar globos, se vieron de repente en una situación en la que estaban 
a punto de chocar con algún objeto virtual. Sus reacciones se pueden calificar 
como idénticas a aquellas que tendrían en una situación real equivalente. 
También en varias ocasiones, algunos participantes intentaron ver sus manos 
en el entorno virtual. La representación del avatar del usuario, es sin duda un 
elemento clave que debe tenerse presente para incluirlo en el sistema a la 
mayor brevedad posible. 
Varios participantes se dan perfecta cuenta del modo de funcionamiento DA y 
comentan explícitamente la desviación que sufre la trayectoria cuando giran la 
cabeza. 
La mayoría de las personas consiguen utilizar el sistema andando a 
velocidad normal. 
Algunos participantes reportan problemas debidos a errores en la transmisión 
de vídeo por los que la imagen se congela durante fracciones de segundo. 
Algunas personas se muestran muy excitadas cuando comienzan a probar el 
sistema durante la fase de adaptación ( "This is awesome", "It's better than I 
thought"). En ocasiones piden permiso para atravesar la pared y prueban a 
andar hacia atrás, dar pasos laterales, agacharse, saltar y correr. 
En general, los resultados del experimento son altamente satisfactorios. Se 
cumplen los principales objetivos de diseño, se recibe información muy positiva 
por parte de los participantes acerca del prototipo y se extraen conclusiones 
muy valiosas para continuar mejorando el sistema. 
 
  
4.11.2. Análisis para 
Para abordar el estudio estadístico se aplica un 
(ANOVA) factorial de medidas repetidas
factor. Los cuestionarios de cibermareo y presencia se analizan mediante 
comparación de medias aplicando la prueba 
relacionadas. 
El anexo L contiene datos que se han utilizado durante el análisis y que 
complementan la información presenta
Validación de Hipótesis
Las hipótesis HE1
mayor número de aciertos bajo 
La Figura 4.92 muestra el número medio de aciertos y la desviación estándar 
para cada sesión y condición experimental.
Figura 4.92: Media y desviación están
para cada sesión y 
Puede apreciarse como 
puntuación obtenida a lo largo de las sesiones de una misma condición 
experimental no es creciente. También se observa un valor elevado de la 
desviación estándar en el resultado. 
Por este motivo al 
participante el promedio del número de aciertos bajo cada condición 
experimental. Se obtienen 
resultantes tras promediar 
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Figura 4.93: Media y desviación estándar del número de aciertos en cada condición 
La puntuación más alta es 3.37 y se alcanza
OR2D, seguida de OR3D con 3.22, TV3D con 3.13 y TV2D con 2.65. El análisis 
del factor dispositivo no alcanza la significatividad estadística aunque se 
aproxima (F(1,19)=3,21
concluyentes en el factor modo (F(1,19)=0,021, 
entre factores (F(1,19)=15,75, 
Las hipótesis HE3 y HE
profundidad de los aciertos 
respectivamente. La Figura 
de la coordenada de profundidad para los aciertos. 
Figura 4.94: Media y desviación estándar de la dispersión de la coordenada de profundidad
(m) en los aciertos para cada condición experimental
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estadística a favor del Oculus Rift en el factor dispositivo 
0,001). 
La Figura 4.95 muestra 
golpean las esferas que derriban alguna caja. Los patrones de líneas paralelas 
se deben a la existencia de distintos tipos de disparo 
Figura 4.95: Distribución espacial de los puntos 
Con todo, no se verifican las hipótesis HE1 y HE
factor modo 3D. Relacionamos este resultado con un hecho sorprendente 
observado durante el experimento. Co
informa a los participantes sobre el modo 2D/3D que están utilizando en cada 
sesión para no condicionar su juicio sobre la misma. 
Resulta sorprendente que únicamente 4 de las 20 personas que participaron 
en el experimento, identificaron el 
y 3D en otras.  
En el capítulo de fundamentos se presentan los factores que contribuyen a la 
percepción de profundidad (
experimento como variable independiente, es solo uno de los muchos factores 
que contribuyen a generar en el cerebro la estimación de la distancia a la que se 
encuentran los objetos. En todas 
presentes, otros indicios monoculares como el tamaño de las esferas, el 
paralaje de movimientos
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Aún sin verificar las hipótesis HE1 y HE3, los resultados obtenidos son 
interesantes y cuestionan la importancia de la visión estereoscópica frente a los 
indicios monoculares.  
McMahan, Gorton, Gresock, McConnell & Bowman (2006) reportan un 
resultado similar. Durante el experimento, los participantes realizan una tarea de 
manipulación con y sin visión estereoscópica. Los autores, no encontraron 
diferencia significativa en el tiempo que emplearon los participantes en 
completar la tarea. 
Podría así, plantearse un nuevo experimento similar al descrito en este 
apartado, para determinar la importancia de la visión estereoscópica en relación 
a los indicios monoculares presentes en videojuegos 3D: Paralaje de 
movimiento, tamaño, perspectiva, luces y sombras, etc.  
Por otra parte, a la luz de los resultados, consideramos que la tarea de tirar 
cajas es excesivamente compleja y que este hecho contribuye a aumentar la 
dispersión de las puntuaciones dificultando la obtención de resultados 
significativos. 
Respecto a las hipótesis HE2 y HE4 relacionadas con el factor dispositivo, 
puede considerarse clara la superioridad en cuanto a rendimiento del HMD 
Oculus Rift frente a la televisión. HE2 no llega a validarse aunque se aproxima a 
la significatividad estadística. Pensamos que sí llegaría a validarse si la 
dificultad de la tarea, no contribuyese a aumentar la dispersión de los 
resultados. El caso de HE4 sí es concluyente y la hipótesis se verifica con 
claridad. 
La hipótesis HE5, que también sugiere mejores prestaciones del dispositivo 
OR frente a la televisión, se tratará más adelante al presentar los resultados del 
estudio de presencia. 
Estudio de Cibermareo 
Todos los usuarios completan la prueba y no se acusan síntomas de 
cibermareo en ningún momento. La Figura 4.96 muestra la media y la 
desviación estándar de las puntuaciones registradas en los cuestionarios.  
  
Figura 4.96: Media y desviación estándar de los niveles de cibermareo registrados al i
del experimento y tras completar la última condición experimental 
El nivel medio de cibermareo aumenta
experimento. Sin embargo esta diferencia no es estadísticamente significativa 
(t(19)=1,61, p=0,122).
3.2% del valor máximo del cuestionario.
El experimento no incrementa el nivel de cibermareo en 
participantes (12 de 20
Estimación del Nivel de Presencia
El nivel de presencia es 
OR. Esta diferencia es estadísticamente significativa (
que se verifica la hipótesis HE5. La 
estándar de las calificaciones obtenidas.
Figura 4.97: Media y desviación estándar de los niveles de presencia para OR y TV 
Los niveles medios de pre
representan respectivamente el 62.5 y 60.2% de la puntuación máxima del 
cuestionario. 
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El dispositivo OR obtiene mejor calificación
en el estudio de usabilidad. Esta diferencia alcanza la significatividad estadística 
(t(19) = 2,177;  p = 0,042
estándar de las puntuaciones registradas.
Figura 4.98: Media y desviación estándar del
La valoración subjetiva de la 
las hipótesis HE1 y HE2 concediendo
Sin embargo no se alcanza la significatividad estadística en el factor dispositivo 
(F(1,19)=1,692, p=0,209
Tampoco se encuentra ninguna interacción entre ambos f
(F(1,19)=1,275, p=0,273).
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En la última sección del cuestionario, los participantes valoran
experimental entre 0 y 10. Dado que el 80% no es consciente de las diferencia
entre las distintas configuraciones debidas al factor modo 3D/2
que las diferencias en este factor no sean significativas.
La Figura 4.100 muestra la media y desviación estándar de las calificaciones 
concedidas a cada configuración experimental.
Figura 4.100: Media y desviación estándar de la
El 85% de los participantes prefiere el dispositivo OR frente a la televisión. 
calificación más alta es 7.55 y se alcanza bajo la condición experimental OR2D, 
seguida de OR3D con 7.3, TV3D con 5.25 y TV2D con 4.8. El análisis del factor 
dispositivo alcanza holgadamente la significatividad estadística (
p < 0.001). No se obtienen resultados concluyentes en el factor modo 
(F(1,19)=0,056, p=0,815
p=0,228).  
Los participantes también califican la 
valoración media global es 5.95 sobre 10 
sistema concediendo una media de 3 puntos. Atribuimos estas calificaciones 
negativas a los citados problemas por acumulación de deriva, periodos 
prolongados sin muestras y 
movimientos puntuales indeseados de la mano.
aprueba el sistema con una 
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Con todo, los algoritmos de tracking desarrollados para el prototipo E, 
consiguen la aprobación de los usuarios. El sistema produce muy buenas 
sensaciones y obtiene una alta puntuación para la calificación preferida, 7.55. 
Además, 19 de los 20 participantes recomiendan la experiencia con comentarios 
como: Yes it was fun!, totally o definitely yes!. 
Los comentarios sobre los aspectos negativos del sistema aluden a la 
dificultad de la tarea, limitaciones del tracking y problemas de ergonomía. A 
continuación se reproduce literalmente una muestra representativa de los 
mismos: 
 Still contained within the TV screen so very aware of edge of screen. 
 Unpredictable response from hand movement. 
 I still had some problems pressing the button. 
 Pixelated display. 
 The headset was uncomfortable. 
 The tracker was difficult to get used to. 
 Difficulty in controlling fast balls. 
 Still hard to judge how balls would respond to my hand. 
 Sometimes a time delay in the configuration. 
En relación a los aspectos positivos, los participantes destacan la 
implicación en la experiencia, diversión, inmersión y realismo. Algunos de estos 
comentarios se replican a continuación.  
 Felt immersed in the system: The movement of my hands on the screen felt 
natural.  
 Real sight environment comes from the visual system. 
 It was enjoyable. I felt more confident using the system due to practice effect. 
 Head set was much easier to use than the TV. 
 Felt part of the virtual experience, forgot what was around me. 
 I prefer the HMD because I was not aware of any display. 
 HMD was great. Ball was in a good speed + distance to me.  
 Response hitting the green buttons. Response hitting the ball. 
Immersiveness. 
I felt totally involved on the environment. The environment was full of 
possibilities that I wanted to explore. 





Para finalizar el cuestionario, se da la oportunidad a los participantes de 
realizar cualquier comentario que consideren oportuno. Parte de estos 
comentarios se reproducen a continuación: 
 I really liked the system. It was very immersive and I would definitely used it 
again. 
 I enjoyed it :) 
 Fun! 
 It was really good and I enjoyed it a lot. Thank you. 
 Headset was uncomfortable. 
 Awesome! 
 Cannot wait for this to be implemented on home gaming. 
Los comentarios se reproducen literalmente para no alterar su significado. No 
obstante, el anexo M contiene la traducción de los mismos. 
Comentarios y Reflexiones  
Llama la atención el hecho de que los participantes no se percaten en 
general, de la presencia o ausencia de visión estereoscópica a pesar de que el 
efecto 3D ha sido meticulosamente ajustado para ambos dispositivos del modo 
descrito. A juzgar por este resultado, el cerebro integra información de diverso 
tipo (Figura 1.13) para estimar la profundidad de cada objeto sin que lleguemos 
a ser plenamente conscientes de qué fuentes está considerando para realizar 
esta estimación. 
Sorprende también la superioridad de OR frente a la televisión. OR permite 
alcanzar mayores niveles de presencia, obtiene mayor puntuación en el 
cuestionario de usabilidad, da lugar a golpes más precisos al reducir la 
dispersión de la coordenada de profundidad, lo prefiere el 85% de los 
participantes frente a la televisión y aún sin llegar a la significatividad 
estadística, también registra el mayor número de aciertos y se percibe como el 
dispositivo con el que la tarea resulta más sencilla. 
Algunos participantes se implican mucho en la experiencia y se muestran 
muy competitivos a pesar de que no existe marcador ni competición alguna. 




También hay personas que tras una hora de experimento dicen que les gustaría 
seguir jugando. 
Queda claro que el prototipo, a pesar de sus limitaciones, permite disfrutar de 
experiencias virtuales. Valoramos muy positivamente los resultados del 
experimento. Las conclusiones obtenidas y los datos recopilados permitirán 
mejorar el algoritmo de tracking para interacción manual y constituirán el punto 
de partida para comenzar a plantear nuevos estudios. 
4.12. Validación del Sistema (E10) 
Al comienzo del capítulo, se presenta el objetivo que motiva esta tesis 
doctoral:  
Diseñar, desarrollar y evaluar una plataforma experimental sin cables 
para investigación en Realidad Virtual inmersiva con interacción natural 
basada en un conjunto mínimo de sensores inerciales. 
Para la consecución de este objetivo se elabora un conjunto de 
especificaciones y recomendaciones de diseño (Figura 4.1). Durante la tesis 
doctoral se llegan a crear hasta 5 prototipos de sistemas de Realidad Virtual y 
se desarrollan multitud de técnicas para verificar estas especificaciones.  
Dos de estos prototipos, superan la fase de evaluación preliminar (E5) y se 
utilizan para completar experimentos con usuarios. Estos experimentos, 
permiten realizar una validación del sistema por partes. Resulta imperativo 
hacerlo de este modo debido a problemas de disponibilidad hardware.  
A continuación se describen las razones por las que consideramos que el 
sistema global queda validado tras la realización de los experimentos. Esta 
validación implica de forma directa la consecución del objetivo principal que 
motiva esta tesis doctoral. 
En primer lugar el sistema desarrollado cumple todas las especificaciones 
de diseño: Visión estereoscópica, sonido 3D, entorno virtual envolvente, 
interacción manual, navegación natural, plena libertad de movimiento e 
interoperabilidad del sistema con motores gráficos. 





Además, de acuerdo con Whitton & Peck (2013), la plataforma verifica los 
siguientes requisitos que debe cumplir un sistema de locomoción para ser 
mayoritariamente aceptado: 
 Debe resultar sencillo usar el sistema y aprender a utilizarlo. Así, su 
uso dará lugar a una baja carga cognitiva durante la experiencia. 
 Permitir que las manos queden libres para interactuar durante la 
experiencia. 
 El sistema no debe incrementar significativamente el nivel de 
cibermareo. 
 Minimizar la infraestructura de soporte como por ejemplo, el sistema 
de tracking para obtener un prototipo portable y reducir su coste. 
 La latencia asociada al inicio y al fin de la marcha, se debe minimizar. 
 Los usuarios deben ser capaces de ajustar la velocidad de la marcha 
a voluntad en todo momento. 
 La velocidad del punto de vista debe permanecer aproximadamente 
constante desde que termina la fase de inicio del movimiento hasta 
que comienza el proceso de detención. 
 El sistema debe permitir pequeños pasos para ajustar la posición. 
 El usuario debe tener la libertad de avanzar en cualquier dirección. 
Por ello todo tipo de pasos deben ser considerados: hacia delante, 
hacia atrás, laterales y en diagonal. 
 La dirección del movimiento debe ser independiente de la dirección 
del cuerpo y de la dirección de la cabeza. 
En los cuestionarios de usabilidad se obtienen calificaciones positivas que 
superan con claridad el valor central de la escala, 66.4% y 66.5% 
Como referencia aproximada puede considerarse el 68% de otro cuestionario 
de usabilidad, SUS (Brooke, 1996). Este valor se obtiene al promediar los 
resultados de 500 estudios en los que se evalúan distintos sistemas (J. Sauro, 
2011) y es la puntuación de referencia que se asocia a un sistema válido. 
La calificación concedida al sistema desarrollado en esta tesis, se encuentra 
tan solo a 1.55% de este valor de referencia.  




Al tratarse de otro cuestionario, no puede tomarse como un resultado 
concluyente, pero dado que ambos cuestionarios son similares, sí puede 
considerarse como un indicio de que el comportamiento del sistema es 
suficientemente bueno.  
También en el cuestionario de presencia, se obtienen calificaciones 
claramente superiores al centro de la escala, 62 y 68% para cada prototipo.  
Puede considerarse que el objetivo de un sistema de Realidad Virtual es 
generar sensación de presencia y en este sentido, los resultados de los 
cuestionarios avalan la eficacia del sistema desarrollado. 
Por otra parte, es razonable suponer que la combinación de navegación 
natural e interacción manual en un mismo sistema, aumentará sustancialmente 
la implicación del usuario y dará lugar a experiencias mucho más atractivas y 
satisfactorias. Por este motivo, el potencial real del sistema puede estar muy por 
encima de los niveles de presencia registrados durante los experimentos. 
El promedio de las valoraciones globales de los prototipos para las 
condiciones experimentales asociadas al sistema propuesto (DD el prototipo D y 
OR en el prototipo E) es 7.4 en una escala de 0 a 10 puntos. 
Para finalizar, resulta extremadamente grato comprobar cómo los 
participantes disfrutan utilizando el sistema durante el experimento.  El elevado 
número de comentarios positivos sobre los prototipos y el hecho de que 43 de 
44 personas (97%) recomienden el uso de los mismos, constituye uno de los 












4.13. Resultados y Aportaciones (R1 a R7) 
El trabajo realizado durante esta tesis doctoral da lugar a diverso tipo de 
aportaciones. La Figura 4.101 replica el esquema que representa la estructura 
del presente capítulo y añade tanto las aportaciones realizadas como las 
previstas. 
 
Figura 4.101: Esquema detallado de las etapas (E) del desarrollo de la tesis doctoral y de 
los resultados (R) tanto obtenidos como previstos 
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Herramientas Software (R1) 
Los primeros frutos del trabajo realizado se materializan en la publicación de 
las herramientas desarrolladas. VSD junto con su SDK (R1.1) (E. de la Rubia & 
Diaz-Estrella, 2012b) y ASI (R1.2) (E. de la Rubia & Diaz-Estrella, 2013a) dan 
lugar a publicaciones en congresos internacionales. Además, estas 
herramientas se encuentran a disposición de la comunidad a través de la página 
web del proyecto Orión (E. de la Rubia & Diaz-Estrella, 2014b). 
El SDK de Orión (R1.3) desarrollado durante la tesis doctoral, se espera 
divulgar a través de una publicación científica. 
Publicación de Resultados Preliminares y Técnicas Desarrolladas (R2) 
También son de interés los resultados parciales y las técnicas desarrolladas 
durante el transcurso del proyecto. El trabajo realizado con el prototipo A se 
difunde en una conferencia internacional (R2.1) (de la Rubia & Diaz-Estrella, 
2012a).  
Asimismo, la técnica CESR optimizada para recorridos de 3 dimensiones 
(R2.2) ha sido divulgada a través de una revista indexada (E. de la Rubia & 
Diaz-Estrella, 2013). De acuerdo al resultado de pruebas preliminares, también 
es posible optimizar la técnica CESR para recorridos bidimensionales. Los 
algoritmos desarrollados junto con los datos recopilados con el sistema de 
tracking óptico, permitirán optimizar fácilmente la técnica CESR para el caso 2D 
y también se espera que este estudio de lugar a una aportación en la misma 
revista (R2.3).  
Por otra parte, las técnicas desarrolladas junto con el prototipo D para 
navegación natural y las análogas para interacción manual del prototipo E, se 
enviarán a revistas indexadas para solicitar su publicación (R2.4 y R2.5). 
Experimentos Realizados (R3 y R4) 
De modo similar, los resultados y conclusiones obtenidos de los 
experimentos de navegación natural e interacción manual, serán enviados a 
revistas indexadas (R3 y R4). 





Plataforma Experimental (R5) 
Uno de los resultados más obvios de la tesis doctoral, es la creación de una 
plataforma experimental (R5) que abre una nueva línea de investigación en el 
grupo Diana. El carácter genérico de esta plataforma, permitirá plantear una 
gran cantidad de estudios para realizar experimentos de Realidad Virtual 
inmersiva con navegación natural e interacción manual. 
Publicaciones Generales (R6) 
La idea que motiva esta tesis doctoral y que da comienzo al proyecto de 
investigación Orión se publica en un capítulo de libro (R6.1) (E. de la Rubia & 
Diaz-Estrella, 2013b).  
Un artículo que recoge el planteamiento de esta tesis doctoral y los primeros 
avances en la investigación ha sido aceptado recientemente para su 
presentación en un congreso internacional (R6.2) (E. de la Rubia & Diaz-
Estrella, 2014a).  
Recursos Web (R7) 
Además de las herramientas software ya mencionadas, se publican en la 
página web del proyecto de investigación (E. de la Rubia & Diaz-Estrella, 2014b) 
recursos que se consideran de interés para la comunidad científica como código 
fuente de las herramientas y prototipos, código Matlab y C++  que implementa la 
técnica CESR, datos de los experimentos, documentación gráfica y vídeos de 




















Durante el proyecto de investigación asociado a esta tesis doctoral se diseña, 
desarrolla y evalúa una plataforma experimental sin cables para investigación 
en Realidad Virtual inmersiva con interacción natural basada en un conjunto 
mínimo de sensores inerciales. Para ello se ha aplicado metodología científica 
propia del área HCI. En concreto se han realizado experimentos de laboratorio y 
se ha empleado investigación aplicada. 
Como paso previo al desarrollo de prototipos, se generan herramientas de 
investigación para diseñar entornos virtuales interactivos (VSD) , para integrar 
estos entornos virtuales en aplicaciones específicas (VSD SDK) y para 
desarrollar algoritmos de tracking inercial para pies y manos (ASI).  
Otra de las herramientas creadas, permite integrar la plataforma experimental 
en motores gráficos para utilizar navegación natural e interacción manual en 
videojuegos y entornos 3D (Orión SDK). 
A partir de las herramientas de investigación se desarrollan 5 prototipos. Los 
3 primeros implementan navegación natural y no superan la fase de evaluación 
preliminar por diversos motivos. Sin embargo, las conclusiones derivadas de su 
desarrollo, llevan a plantear el sistema que finalmente constituirá la plataforma 
experimental objetivo.  





Debido a limitaciones de disponibilidad de componentes, la plataforma 
experimental se desarrolla y evalúa a través de dos prototipos diferentes. Uno 
de ellos implementa navegación natural y el otro interacción manual. 
El desarrollo de estos prototipos da lugar a multitud de técnicas que por sí 
mismas, resultan de interés para la comunidad científica: Mejora del tracking 
inercial de pies (CESR) (E. de la Rubia & Diaz-Estrella, 2013), cómo estimar la 
posición del cuerpo a partir del movimiento de los pies, determinar el porcentaje 
del ciclo de la marcha, obtener y aplicar el patrón de movimientos oscilantes de 
la cabeza durante la marcha, hacer uniforme la velocidad del punto de vista, 
sincronización de direcciones de avance y del punto de vista, procesado 
retroactivo y detección de reposos instantáneos. 
Ambos prototipos son evaluados mediante pruebas piloto en las que se 
apoya el posterior diseño de los experimentos definitivos. Este diseño junto con 
dichos experimentos, se realiza en la Universidad de Nottingham con expertos 
en usabilidad y Realidad Virtual del Grupo de Investigación de Factores 
Humanos. 
El primer experimento permite validar el prototipo de navegación natural y la 
técnica de sincronización de direcciones. Esta técnica controla el efecto del error 
de deriva de los ángulos yaw que determinan las direcciones de avance y del 
punto de vista.  
En el segundo experimento se evalúa el sistema de tracking para interacción 
manual desarrollado durante el proyecto de investigación. Se compara además 
una televisión 3D con el HMD Oculus Rift encontrándose numerosas diferencias 
a favor del dispositivo HMD: Nivel de Presencia, usabilidad, precisión, es 
preferido por el 85% de los participantes y aún sin alcanzar una diferencia 
estadísticamente significativa, se reporta como el dispositivo con el que la tarea 
resulta más fácil y obtiene el mayor número de aciertos. El experimento, 
también pone de manifiesto la importancia de los indicios monoculares en la 
percepción de profundidad al no encontrarse diferencia entre los modos de 
funcionamiento 2D y 3D. 




El sistema desarrollado verifica las especificaciones iniciales. Adicionalmente 
los resultados de ambos experimentos avalan la validez de la plataforma 
experimental creada durante la tesis doctoral. Los participantes califican el 
sistema con un 66% en la evaluación de usabilidad, el nivel de presencia 
registrado alcanza el 65% y se concede una valoración global del sistema de 7.4 
en una escala de 0 a 10 puntos.  
Además, el 97% de los participantes recomiendan la experiencia (43 de 
44 personas) y se reciben comentarios muy positivos. Los aspectos negativos 
reportados junto con las trazas de datos recopiladas, permitirán mejorar el 
sistema en la continuación del proyecto de investigación. 
En relación a los resultados, la tesis doctoral da lugar a distintas aportaciones 
de diversa naturaleza: Publicaciones en revistas especializadas y participación 
en congresos internacionales, herramientas de investigación, código fuente, 
trazas de datos y la plataforma experimental desarrollada durante el proyecto de 
investigación. 
Líneas Futuras 
Se han desempeñado una gran cantidad de tareas durante la realización de 
esta tesis doctoral. El número de posibilidades para continuar avanzando en 
esta línea de investigación, es también muy elevado. A continuación se presenta 
una pequeña muestra de las mismas.  
Una de las primeras tareas a realizar es utilizar sensores de menor coste. Al 
disponer del número necesario de sensores, será posible integrar los prototipos 
de navegación natural e interacción manual. Esto permitiría por ejemplo, 
determinar el incremento en el nivel de presencia que supone el uso conjunto de 
ambos prototipos. 
A partir de las trazas recopiladas y de nuevas pruebas, será posible continuar 
mejorando los algoritmos de tracking desarrollados. 
Otra de las líneas de actuación prioritaria consiste en aplicar cinemática 
inversa a las posiciones de pies y manos para incluir el avatar del usuario en la 
experiencia virtual. 





También es prioritario desarrollar un paradigma de interacción natural que 
teniendo en cuenta las limitaciones del sistema de tracking, permita seleccionar, 
trasladar, rotar y deseleccionar objetos del entorno virtual. 
El sensor inercial que se coloca sobre el hombro para aplicar la técnica de 
sincronización de direcciones, puede ser empleado además para medir la 
inclinación del cuerpo mediante un vector tridimensional. Esto permitiría incluir 
dos grados de libertad adicionales al sistema de tracking del prototipo de 
navegación natural y haría posible movimientos como por ejemplo, asomarse a 
un balcón. 
Resultaría de máximo interés utilizar un sistema de tracking óptico muy 
simple que basándose en una sola cámara, permita controlar mediante 
procesado de imagen, la deriva de posición del sistema. Este planteamiento se 
podría combinar con técnicas de redirección (redirect walking) para optimizar 
el espacio físico disponible. 
La inclusión de varias personas en un mismo entorno virtual abriría un mundo 
de posibilidades en cuanto a comunicación e interacción a la vez que acercaría 
la plataforma hacia una posible etapa de explotación comercial.  
La página web del proyecto de investigación (E. de la Rubia & Diaz-Estrella, 
2014b) contiene las aportaciones citadas anteriormente y permitirá seguir la 
evolución del trabajo realizado en la tesis doctoral. 
Conclusions 
During the course of the research project associated with the thesis, a 
wireless experimental platform to accomplish new immersive Virtual Reality 
studies using natural interaction and a minimum set of inertial sensors, is 
designed, developed and evaluated. To this end, methodology from the HCI field 
has been applied. To be specific, laboratory experiment has been performed as 
well as applied research. 
As a previous step to the development of prototypes, several research tools 
are created: VSD designs interactive virtual environments, VSD SDK makes 
possible to include these interactive environments in specific applications and 




ISA assists in the development process of inertial tracking algorithms for feet 
and hands. 
Another tool is developed at the end of the thesis, to integrate the 
experimental platform into graphics engines so real waking and inertial hand 
interaction can be easily employed in videogames and 3D environments (Orion 
SDK). 
Using these research tools, 5 prototypes are developed. 3 of them 
implement real walking and do not pass the preliminary tests. However, the 
conclusions derived from their development, lead to design the system that at 
the end, will be the target platform. 
Due to the lack of inertial sensors, the experimental platform is implemented 
and evaluated through two prototypes. One of them implements real walking and 
the other one, hand interaction. 
The development of these prototypes, lead to a number of techniques that are 
of interest themselves to the research community: Improvement in inertial foot 
tracking (CESR) (E. de la Rubia & Diaz-Estrella, 2013), how to estimate the 
position of the body from the movement of the feet, to calculate the percentage 
of the gait cycle, to obtain and apply the head gait pattern while walking, to make 
uniform the velocity of the point of view, to synchronize the yaw angles for the 
head and the body, retroactive processing, detection of zero velocity instants. 
Both prototypes are evaluated through pilot tests. The design of the 
experiments is based on the results of these pilot tests. This experimental design 
as well as the experiments themselves, are performed in the University of 
Nottingham in collaboration with experts in usability and Virtual Reality from the 
Human Factors Research Group. 
The first experiment validates the real walking prototype and the technique 
that synchronizes the yaw angles for the head and the body to control the drift 
errors in these yaw angles. 
In the second experiment the hand tracking prototype that has been 
developed during the thesis is evaluated. In addition, a 3D TV is compared to the 





HMD Oculus Rift. As a result, Oculus Rift has many benefits over the 3D TV: 
Level of presence, usability, accuracy, 85% of participants prefer it and without 
achieving the statistical significance, it is reported as the device that makes the 
task easier and it obtains the higher number of successful hits. The experiment 
also draws attention on the importance of monocular cues in the depth 
perception as no differences has been found between 2D and 3D functions 
modes. 
The developed system verifies the initial specifications. In addition, the results 
from both experiments support the validity of the experimental platform created 
during the thesis. Participants give a score of 66% in the usability questionnaire, 
the reported presence achieves the 65% and the system obtains an overall 
qualification of 7.4 in a 0 to 10 points scale. 
Furthermore, 97% of participants recommend the experience (43 of 44) 
and they report very positive comments about the system. The negative aspects 
together with the inertial data traces will contribute to improve the system. 
Regarding the results, the thesis leads to a number of outcomes: Publications 
in journal and international conferences, research tools, source code, data traces 
and the experimental platform that has been developed during the course of this 
research project. 
Future Work 
A large quantity of task has been accomplished during this research project. 
The number of possibilities to keep making progress in this line is also very high. 
Some of these possibilities are summarized below. 
Among the initial tasks to address, is using low cost sensors. Once the 
number of sensors is no longer a problem, the real walking and the hand 
interaction prototypes could be integrated. It would be interesting then, to 
measure how the presence levels increase due to the inclusion of hand 
interaction in the real walking system. 
Using the collected data traces and performing new tests, the tracking 
algorithms can be improved. 




A high priority task to undertake is the representation of the user's avatar in 
the virtual experience. To this end, inverse kinematic processing can be applied 
to the estimated position of feed and hands. 
It is also essential to develop an interaction paradigm that, taking into account 
the limitations of the system, could let the user to select, translate, rotate and 
unselect virtual objects during the virtual experience. 
The inertial sensor that is placed on the shoulder to synchronize the yaw 
angles for the head and the body, can also be employed to measure the tilt of 
the body through a 3D vector. This would include 2 additional degrees of 
freedom in the tracking system of the real walking prototype and it will make 
possible movements as look out onto a balcony. 
It would be very useful to employ a simple optical tracking system, which 
using just a single camera, would track roughly the position of the users through 
image processing. This approach will avoid the drift error of the system and 
could be used together with redirect walking techniques to optimize the 
physical space available. 
Including several users in the same virtual environment, would create a world 
of new possibilities of interaction and communication. It would be also a step 
toward the commercial exploitation of the platform. 
The project website (E. de la Rubia & Diaz-Estrella, 2014b) contains the 
outcomes referred above and will report all the progresses derived from the 
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800x600 25 40 
1680x1050 20 123 
1280x1024 23 70 
1280x1024 25 64 
800x600 25 40 
1280x1024 27 60 
1280x1024 27 60 
1280x1024 35 45 
1280x720 33 45 
640×800 9 110 



















Anexo B: Sensores Inerciales. 
Componentes y Funciones  
En esta tesis doctoral se utilizan sensores inerciales para medir cambios de 
orientación y posición. Sin embargo los sensores inerciales están especialmente 
indicados para medir orientaciones. Existen diversas formas de expresar giros o, 
de modo equivalente, orientaciones: Matrices de rotación, ángulos de Euler, 
ángulos de Tait–Bryan, cuaterniones, etc.  
Los ángulos de Tait–Bryan también son conocidos con los términos yaw, 
pitch y roll que se usan habitualmente al trabajar con sensores inerciales. 
También se utilizan a lo largo de este texto. La Figura B.1 muestra estos tres 
ángulos. 
 
Figura B.1: Definición de ángulos yaw, pitch y roll 
Los sensores inerciales están compuestos, en la mayor parte de los casos, 
por tres acelerómetros, tres giroscopios y tres magnetómetros. Los 
sensores de cada trío se distribuyen de forma ortogonal entre sí. De este modo, 
el sensor inercial podrá medir giros sin restricciones con independencia de la 
orientación inicial del sensor. 
Existen distintas técnicas para fabricar acelerómetros. Sin embargo, en todos 
los casos, es posible equiparar el funcionamiento de los mismos al de un 
modelo conceptual de una masa móvil sujeta mediante muelles. La aceleración 
que experimenta la masa móvil puede calcularse a partir de la elongación que 









Aplicando este modelo es fácil comprender por qué la lectura de un 
acelerómetro en reposo no es nula. La fuerza de la gravedad elonga los muelles 
y el acelerómetro registra la aceleración de la gravedad.  
Si además, se ejerce una fuerza sobre el sensor para desplazarlo, la lectura 
del acelerómetro reflejará el efecto de ambas fuerzas: Fuerza de gravedad y 
fuerza que produce el movimiento. 
De este modo es posible considerar que las lecturas que proporciona un 
acelerómetro tienen dos componentes:  
 La aceleración de la gravedad que no da lugar a movimiento. 
 La aceleración debida a fuerzas netas que sí da lugar a movimiento. 
La Figura B.2 muestra un ejemplo en el que aparecen las fuerzas registradas 
por un acelerómetro cuando se le aplica una fuerza constante: 
 
Figura B.2: Fuerzas registradas en un acelerómetro 
Este comportamiento resulta interesante y tiene dos importantes 
consecuencias. La primera de ellas afecta al uso del sensor inercial como 
tracker de posición y es la necesidad de anular la componente de la gravedad 
para poder estimar cambios en la posición mediante una integral doble respecto 
al tiempo de la aceleración. Para anular esta componente de la gravedad es 
necesario conocer la orientación del sensor. 
La segunda consecuencia afecta al uso del acelerómetro como sensor de 
orientación. En situaciones estáticas o próximas al reposo, el acelerómetro está 
registrando únicamente la fuerza de la gravedad a través de un vector 3D. La 
dirección de este vector permite determinar los ángulos pitch y roll. El ángulo 
yaw sin embargo, no puede calcularse utilizando el acelerómetro.  
Fg Fuerza de Gravedad (no da lugar a movimiento) 
Fi Fuerza de Inercia 
Fr Fuerza Registrada (mezcla) 
 















Este es el motivo por el que se introducen los magnetómetros que actúan de 
modo similar a una brújula para determinar el ángulo yaw. Sin embargo, el 
campo magnético terrestre es muy débil y sufre fuertes distorsiones en 
presencia de algunos objetos metálicos y de dispositivos electrónicos. Por ello, 
se desaconseja el uso de magnetómetros en interiores. Esta distorsión es tan 
acusada que algunos algoritmos para localización en interiores llegan a crear 
mapas magnéticos del entorno (Glanzer & Walder, 2010). 
Con todo, en interiores, cabe esperar un error de deriva o fuertes distorsiones 
en el ángulo yaw. Se dará un caso u otro dependiendo de si se utilizan o se 
desactivan los magnetómetros. 
En situaciones dinámicas en las que el sensor se somete a otras fuerzas 
además de la gravedad, no es posible utilizar los acelerómetros para medir la 
orientación. Este es el motivo por el que se introducen los giroscopios. Éstos, 
proporcionan la velocidad angular respecto a cada eje y al integrarla con 
respecto al tiempo se obtienen incrementos de giro.  
Con todo, los giroscopios acumulan errores de deriva y se utilizan en 
situaciones dinámicas. Cuando el sensor se detiene y queda sometido 
únicamente a la fuerza de la gravedad, se utiliza el acelerómetro para corregir el 
error de deriva en los ángulos pitch y roll. El magnetómetro puede emplearse en 
exteriores para corregir el ángulo yaw. 
A continuación se recopilan a modo de resumen las principales conclusiones: 
 En situaciones dinámicas hay errores de deriva en los ángulos pitch y 
roll. 
 En situaciones estáticas se corrigen los ángulos pitch y roll. 
 En interiores se sufre una fuerte distorsión en yaw o un error de 
deriva tanto en situaciones estáticas como dinámicas. 
 Para calcular cambios de posición usando sensores inerciales hay 
que anular la fuerza de la gravedad conociendo la orientación del 







Anexo C: Filtrado de Kalman 
Vectores Aleatorios y Matriz de Covarianza 
Un vector aleatorio  ⃗ es un vector cuyas componentes (  ,  ,…,  ) son 
variables aleatorias. 
La esperanza de un vector aleatorio viene dada por la esperanza de cada 
una de sus variables. 





                                                       [1] 
La matriz de covarianza de un vector aleatorio se define como: 
     ⃗  =   [( ⃗ −  [ ⃗])( ⃗ −  [ ⃗])  ] =   [ ⃗ ⃗ ] −   [ ⃗]( [ ⃗])             [2] 
Empleando notación matricial: 





   (  )    (  ,  ) …    (  ,  )
   (  ,  )    (  ) …    (  ,  )
⋮ ⋮ ⋱ ⋮




                   [3] 
Donde : 
    ( , ) es la covarianza de las variables aleatorias a y b. 
    ( ) es la varianza de la variable aleatoria a. 
Filtrado de Kalman Multidimensional 
El filtrado de Kalman (Kalman, 1960) se ha usado profusamente en el 
procesado de señales aleatorias en todo tipo de ámbitos como por ejemplo en el 
tracking de movimientos para Realidad Virtual (G. F. Welch, 2009). Puede 
abordarse desde un enfoque unidimensional (Shoudong, 2010a) o 
multidimensional (Shoudong, 2009) para modelar procesos lineales. También es 





Kalman (Shoudong, 2010b). En este apartado se presenta el enfoque lineal 
multidimensional por ser el utilizado durante la tesis doctoral. 
Un vector aleatorio   compuesto por   componentes en el que cada 
componente es una variable aleatoria que sigue una distribución de probabilidad 
gaussiana, se denota por:   
  ~  ( , )                                                   [4] 
Donde   es la esperanza del vector aleatorio (ecuación [1]) y   es la matriz 
de covarianza del vector   (ecuación [3]). 
El filtrado de Kalman permite predecir el estado de un sistema lineal. Para 






Figura C.1: Problema de predicción del estado de un sistema lineal mediante filtrado de 
Kalman 
Así: 
            Modelo del Proceso:          =      +     +                               [5] 
            Modelo de Observación:        =        +                                  [6] 
Donde: 
   es un vector aleatorio que contiene el estado del sistema. 
o    es el estado del sistema en el instante  . 
o      es el estado del sistema en el instante   + 1. 
   es un vector aleatorio que contiene los datos observados. 
o      contiene los datos observados en el instante   + 1. 
    es la matriz de transición del sistema. 
   es la matriz de ganancia de control. 
Modelo del Proceso 
 
Modelo de Observación 
                       
             
+ F 
Matriz de Transición 
del Sistema  








    es el valor en el instante k del vector de control.   
   es un vector aleatorio denominado vector de control. 
o    valor del vector de control en el instante  . 
   es un vector aleatorio de ruido gaussiano de media cero.  
o    valor del vector de ruido gaussiano   en el instante  . 
   es la matriz de observación. 
   es un vector aleatorio de ruido gaussiano de media cero.  
o      valor del vector de ruido gaussiano   en el instante  . 
De este modo, se han definido los vectores   ,     ,    y      que se 
caracterizan por sus medias y por sus matrices de covarianza del siguiente 
modo: 
    ~ (  ,  )                                                        [7] 
      ~ (    ,    )                                                 [8] 
    ~ (0, )                                                        [9] 
     ~ (0, )                                                       [10] 
  y   son las matrices de covarianza del ruido del proceso y de observación 
respectivamente. Es frecuente que las componentes de los vectores de ruido 
sean independientes entre sí, en otras palabras, dichas componentes están 
incorreladas. Por ello, típicamente   y   son matrices diagonales que tienen 
como elementos de su diagonal principal la varianza del ruido de cada 
componente. 
El vector    y la matriz de control   permiten ampliar el alcance del 
planteamiento haciéndolo más versátil para poder aplicar el modelo a un rango 








Etapa de Predicción: Con todo, las expresiones del filtro de Kalman que 
permiten predecir el estado del sistema en el instante   +   a partir del estado 
en   son: 
 Predicción del estado del sistema en   + 1: 
 ̅    =     +                                                                           [11] 
 Predicción de la matriz de covarianza de     : 
      =     
  +                                                                         [12] 
Etapa de corrección: Una vez que se observa el valor de      a través del 
sistema de observación, se corrigen las estimaciones utilizando     : 
 Corrección del estado del sistema en   +  : 
     =   ̅    +  (     −   ̅   )                                                 [13] 
 Corrección de la matriz de Covarianza de     : 
     =       −    
                                                                    [14] 
donde   se denomina innovación de la covarianza: 
  =        
  +                                                                         [15] 
y   es la ganancia del filtro de Kalman: 
  =       
                                                                              [16] 
Es necesario señalar que el término  (     −   ̅   ) de la expresión [13] es 










Anexo D: Filtrado de Kalman para Tracking 
Inercial Pedestre  
El filtrado de Kalman se emplea con éxito en multitud de aplicaciones. Una de 
ellas es la estimación de orientación y posición de un pie a partir de las señales 
registradas por un sensor inercial que se mueve de forma solidaria con el 
mismo.  
En esta tesis doctoral se ha implementado la técnica de navegación natural 
colocando sensores inerciales sobre los zapatos y utilizando filtrado de Kalman. 
Para ello se parte del trabajo realizado por Fischer et al. (2013). En este 
apartado se presenta un resumen de este trabajo con el objetivo de facilitar la 
comprensión de algunas tareas realizadas durante la tesis doctoral.  
Para realizar el tracking de un pie se coloca un sensor inercial sobre el 
zapato en la zona del empeine. Cuando la persona camina, el algoritmo de 
tracking procesa la aceleración y la velocidad angular para estimar la 
orientación, posición y velocidad del pie. En la Figura D.1 donde se muestra 
este planteamiento, aparecen los parámetros del algoritmo así como sus datos 
de entrada y salida. 
 




 Pedestre Basado 
en  
Filtrado de Kalman 
Aceleración 
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Parámetros del Algoritmo 
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Antes de describir el núcleo del algoritmo conviene prestar atención al 
diagrama de flujo de la Figura D.2 donde se da una perspectiva de alto nivel del 














































Etapa de Predicción 
del Filtro de Kalman 
Cálculos 
Cinemáticos 
Lectura de Datos del Sensor 
Inicializar Velocidad, Orientación y 
Posición 
Estimación de la Orientación  
(Integración de Velocidad Angular) 
Conversión a Aceleración a  
Coordenadas Globales  
Anular Gravedad e Integrar Aceleración 
Integrar la Velocidad 
Estimar el Error de Covarianza 
Estimar Errores de Posición,  
Velocidad y Orientación 
Corregir Error de Covarianza 
Resultados del Algoritmo:  











Tras inicializar las variables del algoritmo, comienza un bucle. En cada 
iteración del mismo, se procesará una muestra proporcionada por el sensor. En 
primer lugar se aplican cálculos cinemáticos para obtener la posición, la 
orientación y la velocidad del pie en coordenadas globales a partir de la 
aceleración y la velocidad angular que proporciona el sensor en coordenadas 
locales (etapa A).  
En la siguiente etapa se predice y propaga el error de la matriz de covarianza 
del vector de estado del sistema (etapa B). Cuando el pie se detiene por 
completo, el sistema detecta el estado de reposo. En ese momento se "observa" 
velocidad cero y esto permite comenzar la fase de correcciones del filtro de 
Kalman donde se aplica la técnica ZUPT (etapas C y D). 
La Figura D.3 muestra un esquema que representa el modo en que se aplica 















Figura D.3: Filtrado de Kalman adaptado al algoritmo de tracking de Fischer et al. (2013)   
Modelo del Proceso 
 
Modelo de Observación 
                       
             
+ F 
Matriz de Transición 
del Sistema  
+ + H 
Matriz de 
Observación 
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     ,     ,    definen la orientación de sensor. 
   ,  ,   indican la posición del sensor. 
   ,  ,   contienen la velocidad del sensor. 
 ∆  es el tiempo transcurrido desde la muestra anterior a la actual. 
      es la aceleración en coordenadas globales (navigation frame). 
    contiene el ruido de la velocidad angular de los giroscopios. 
    contiene el ruido de la aceleración de los acelerómetros. 
    contiene el ruido de observación de la velocidad. 
El estado del sistema en el instante   se guarda en el vector aleatorio    y 
en su matriz de covarianza   . El vector de estado contiene la orientación, la 
posición y la velocidad angular mientras que la matriz    contiene la covarianza 
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  , ,  son los ángulos roll, pitch y yaw. 
  ( , ) es la covarianza de x e y. 
 Los elementos de la diagonal principal son la varianza de las 
componentes del vector de estado: Ángulos roll, pitch y yaw;  
posición y velocidad. 
Esta matriz de covarianza es la esencia del algoritmo de tracking y es la 







Mientras el pie está en movimiento se procesan las etapas A y B del 
diagrama de flujo de la Figura D.2. Cada etapa actualiza una de las dos 
variables que contienen el estado del sistema: La etapa A calcula el vector    y 
la etapa B actualiza la matriz   . 
Durante la etapa A se aplica el modelo del proceso a través de los cálculos 
cinemáticos: 
 Integración respecto al tiempo de las velocidades angulares 
(  ,  ,  ) de los giroscopios para actualizar la matriz de orientación 
del sensor   : 
   =      (2  ×  +   ∆ )(2  ×  −   ∆ )
                                   [18] 




                                                     [19] 
 Transformación de la aceleración del sensor del sistema de 
coordenadas local al global (navigation frame): 
  
    =  (   +     )  
      /2                                                     [20] 
 Anular el efecto de la fuerza de la gravedad ( ) y obtener la velocidad 
integrando la aceleración que da lugar a movimiento respecto al 
tiempo: 
   =      + (  
    +     
    − 2(0 0  ) )∆ /2                               [21] 
 Integrar la velocidad respecto al tiempo para obtener la posición: 
   =      + (   +     )∆ /2                                                     [22] 
En la etapa B, se aplica el modelo de predicción de Kalman para actualizar la 
matriz de covarianza    del vector estado del sistema   . Para ello se adapta la 
ecuación [12] a la notación del algoritmo de tracking inercial: 
   =         
  +                                                                       [23] 
Cuando el pie se detiene, además del procesado anterior, se aplican las 





En la etapa C se calcula el error cometido en las predicciones utilizando que 
la velocidad es cero en el término de error de la ecuación [13]. Así el valor del 
vector del error cometido de dimensiones  ×   es: 
   =  (  ,  ,  )
  =                                                                  [24] 
donde    es la ganancia del filtro de Kalman que se obtiene sustituyendo la 
expresión [15] en [14]: 
   =     
 (    
  +  )                                                           [25] 
Para finalizar la etapa C, se utiliza la ganancia de Kalman para corregir la 
predicción de la matriz de covarianza    que se ha calculado durante el 
movimiento del pie:   
   ← (  ×  −    )                                                                     [26] 
En la etapa D se aplican las correcciones al vector de estado del sistema   .  
Corrección de posición:        ←    −                                                 [27] 
Corrección de velocidad:     ←    −                                                  [28] 
La orientación no se guarda en un vector tridimensional como ocurre con la 
posición y la velocidad. En su lugar se utiliza una matriz de orientación para 
convertir la aceleración del sistema de coordenadas local del sensor al global 
(ecuación 20). En esta matriz de orientación se aplican las correcciones a través 
de la siguiente expresión: 
   ← (2  ×  +   , )(2  ×  −   , )
                                            [29] 
       con   ,  =  
0 −   [3]   [2]
  [3] 0 −   [1]
−   [2]   [1] 0
                                         [30] 
Una vez finalizada la etapa D, quedan disponibles para ser consultadas y 
utilizadas las estimaciones de posición, velocidad y orientación que da como 
resultado el filtrado de Kalman para la muestra actual. 
Es necesario señalar la dificultad que entraña la depuración de este 






guarda parte del estado del sistema y es la esencia del algoritmo. Esto implica 
que muestra a muestra, se actualiza una matriz 9 × 9 que contiene las 
covarianzas de los pares de elementos que pueden formarse a partir de las 
componentes de la posición, velocidad y orientación. Los valores resultantes 
son la clave de las correcciones. Puede considerarse que analizar la evolución 






Anexo E: Datos Analizados en el Estudio 
Estadístico CESR 
 
Longitud Media de las  
Correcciones ZUPT  
(cm) 
Error de Posición  
(m) 





 AO CESR  Δ % AO CESR  Δ AO CESR  Δ AO CESR 
1 20.31 13.16 + 7.15 35 7.53 11.11 - 3.58 3.36 3.09 + 0.27 168.53 152.66 
2 23.07 14.33 + 8.74 38 2.81 3.02 - 0.21 2.13 1.83 + 0.30 172.72 153.33 
3 20.57 12.80 + 7.78 38 5.12 5.88 - 0.76 4.06 3.95 + 0.11 169.52 151.87 
4 20.23 12.75 + 7.48 37 4.76 2.34 + 2.42 2.59 2.17 + 0.42 167.47 151.48 
5 17.73 11.16 + 6.56 37 7.09 6.09 + 0.99 2.45 2.19 + 0.27 165.50 149.82 
6 17.58 11.37 + 6.21 35 3.20 4.17 - 0.96 2.29 1.63 + 0.66 164.20 150.09 
7 19.72 12.36 + 7.35 37 7.34 5.92 + 1.42 2.87 2.38 + 0.49 165.86 150.58 
8 20.56 12.73 + 7.83 38 8.24 2.74 + 5.50 2.65 2.49 + 0.15 169.03 150.92 
9 18.03 11.50 + 6.53 36 5.79 4.55 + 1.24 3.74 3.54 + 0.20 166.43 150.71 
10 19.40 11.59 + 7.80 40 10.25 3.82 + 6.43 1.51 1.01 + 0.50 166.92 149.90 
11 19.95 12.06 + 7.89 40 10.25 7.46 + 2.79 1.69 1.36 + 0.33 165.31 149.05 
12 19.41 11.68 + 7.72 40 6.68 4.03 + 2.64 3.26 2.67 + 0.59 167.28 150.23 
13 20.74 13.18 + 7.56 36 7.12 4.66 + 2.46 2.41 2.08 + 0.33 168.65 152.77 
14 18.73 11.46 + 7.28 39 2.92 3.06 - 0.14 2.87 2.59 + 0.28 165.96 149.89 
15 19.72 12.17 + 7.55 38 8.00 2.51 + 5.49 1.99 1.29 + 0.69 169.94 153.60 
16 17.64 10.78 + 6.86 39 4.62 3.78 + 0.84 3.49 3.19 + 0.29 165.58 150.09 
17 22.12 14.20 + 7.92 36 12.38 14.71 - 2.33 2.02 1.32 + 0.70 172.33 154.01 
18 20.09 13.31 + 6.78 34 5.21 4.68 + 0.53 2.62 2.59 + 0.04 164.94 149.09 
19 21.18 13.25 + 7.93 37 4.01 2.39 + 1.62 1.66 1.29 + 0.37 170.39 151.82 
20 22.72 14.55 + 8.17 36 3.53 2.66 + 0.87 2.25 1.91 + 0.33 169.90 153.46 
21 22.60 14.17 + 8.43 37 5.31 9.67 - 4.37 2.05 1.81 + 0.24 173.05 154.24 
32 20.45 12.33 + 8.12 40 6.01 7.37 - 1.36 2.31 1.80 + 0.51 168.99 151.31 
23 19.55 12.48 + 7.07 36 7.05 7.33 - 0.28 3.44 2.55 + 0.89 167.95 152.37 
24 19.25 12.05 + 7.20 37 14.40 3.74 + 0.66 2.75 2.38 + 0.37 168.67 151.45 
25 21.37 14.07 + 7.31 34 10.22 8.91 + 1.31 2.68 2.35 + 0.33 170.09 153.75 
26 18.79 12.80 + 5.99 32 5.72 2.87 + 2.85 2.54 2.29 + 0.25 167.78 153.53 
27 20.93 13.43 + 7.51 36 20.37 14.67 + 5.70 2.88 2.25 + 0.63 170.92 154.09 
28 20.93 13.37 + 7.56 36 14.91 9.71 + 5.19 0.36 0.22 + 0.15 166.03 150.44 
29 22.45 13.37 + 9.08 40 2.80 8.16 - 5.35 2.20 1.64 + 0.57 167.50 150.09 
30 18.82 12.00 + 6.82 36 4.70 5.67 - 0.97 0.85 0.42 + 0.43 162.86 148.24 
31 19.19 12.77 + 6.42 33 6.40 5.06 + 1.34 1.29 0.82 + 0.47 165.25 150.45 
32 21.33 13.17 + 8.16 38 5.79 3.38 + 2.41 1.62 1.03 + 0.59 169.57 152.68 
Tabla E-1: Datos de las 32 trazas inerciales analizadas para validar la técnica CESR  






Anexo F: Cuestionarios del Experimento de 
Navegación Natural 
El experimento de navegación natural se realiza en la Universidad de 
Nottingham (Reino Unido). Participan fundamentalmente estudiantes y otros 
miembros de la comunidad universitaria. Por este motivo, los cuestionarios 
aparecen redactados en inglés. A continuación se proporciona una lista de los 
mismos:  
 1.- Demographic Information and History. 
 2.- Visual Characteristics. 
 3.- Symptom Checklist  (Kennedy et al., 1993). 
 4.- Short Symptom Checklist.  
 5.- Presence Questionnaire (Witmer & Singer, 1998). 
 6.- Post Evaluation Usability and Engagement Questionnaire. Es 
empleado en el proyecto europeo SATIN (Sound And Tangible 
Interfaces for Novel product design Project).  
 7.- General Aspects Questionnaire. 
Los cuestionarios de cibermareo (Symptom Checklist y Short Symptom 
Checklist) se rellenan inmediatamente antes y después de realizar cada tarea. 
Por ello se proporcionan por triplicado durante la prueba aunque en este anexo 
solo se reproducen una vez. 
Section 1: Demographic Information and History 
Please delete as appropriate 
1. Sex: Male / Female 
2. Age: ......... 
3. Occupation  (if student please state subject and year)...................................... 
4. Are you presently in your normal state of health?  Yes / No 
If not, please state why .......................................................................................... 
5. Are you left or right handed?     Left / Right 
6. Do you regard yourself as susceptible to motion sickness? 
   Not at all  Slightly  Moderately  Very much so 





8. Do you play video games usually? 
9. Are you able to see 3D images properly in the TV or cinema? 
Section 2: Visual Characteristics 
The following questions ask you about your eyesight.  Please delete as appropriate 
1. Do you wear glasses?                                                              Yes / No 
     If yes, please state when ........................................................................ 
2. Do you wear contact lenses?                                                   Yes / No 
     If yes, please state when ........................................................................ 
3. If you wear glasses or contact lenses, are you predominately long or short 
sighted? 
                                                                                                                  Long / Short 
4. Are you colour blind?                                                          Yes / No 
5. Have you ever had a squint?                                                   Yes / No 
     If yes, please state in which eye                                                   Left / Right 
6. Do you have any other visual impairments?                                   Yes / No 
     If yes, please give details ........................................................................ 
Section 3: Symptom Checklist  (PRE / POST 1 / POST2) 
Please circle below if any of the following symptoms apply to you right now. 
General discomfort                 None   Slight   Moderate Severe 
Fatigue                             None   Slight   Moderate Severe 
Boredom                             None   Slight   Moderate Severe 
Drowsiness                        None   Slight   Moderate Severe 
Headache                        None   Slight   Moderate Severe 
Eyestrain                             None   Slight   Moderate Severe 
Difficulty focusing                  None   Slight   Moderate Severe 
Salivation increased             None   Slight   Moderate Severe 
Salivation decreased             None   Slight   Moderate Severe 
Sweating                             None   Slight   Moderate Severe 
Nausea                             None   Slight   Moderate Severe 









Mental depression                  No Yes 
“Fullness of the head”             No Yes 
Blurred vision                   No Yes 
Dizziness eyes open             No Yes 
Dizziness eyes closed                 No Yes 
Vertigo                         No Yes 
Visual flashbacks                  No Yes 
Faintness                        No Yes 
Aware of breathing                  No Yes 
Stomach awareness             No Yes 
Loss of appetite                      No Yes 
Increase of appetite             No Yes 
Desire to move bowels            No Yes 
Confusion                        No Yes 
Burping                             No  Yes 
Vomiting                             No  Yes 
Exhilaration                        No Yes 
Other symptoms                  No Yes 
Section 4: Short Symptom Checklist (PRE / POST 1 / POST2) 
 
 
Please write down the number from the scale above corresponding to the level at 
which you are experiencing the following symptoms right now: 
Headache       ……….. 
Eyestrain            ……….. 
Blurred vision      ……….. 
Dizziness (eyes open)    ……….. 
Dizziness (eyes closed)   ……….. 






of symptom  
No symptom  
at all 





Section 5: Presence Questionnaire 
Please answer the following questions with respect to your experience in the Virtual 
Environment. 
1. How much were you able to control events? 
   totally  very  somewhat  a little  not at all 
2. How responsive was the environment to actions that you initiated (or performed)? 
   totally  very  somewhat  a little  not at all 
3. How natural did your interactions with the environment seem? 
   extremely        very    moderately  slightly  not at all 
     natural         natural     natural         natural    natural 
4. How completely were all of your senses engaged? 
   totally  very  somewhat  a little  not at all 
5. How much did the visual aspects of the environment involve you?  
   totally  very  somewhat  a little  not at all 
6. How much did the auditory aspects of the environment involve you?  
   totally  very  somewhat  a little  not at all 
7. How natural was the mechanism which controlled movement through the 
environment?  
   extremely        very    moderately  slightly  not at all 
     natural         natural     natural         natural    natural 
8. How aware were you of events occurring in the real world around you?  
   totally  very  somewhat  a little  not at all 
9. How aware were you of your display and control devices?  
   totally  very  somewhat  a little  not at all 
10. How compelling was your sense of objects moving through space?  
      extremely         very   moderately      slightly   not at all 
   compelling       compelling  compelling  compelling     compelling 
11. How inconsistent or disconnected was the information coming from your various 
senses?  
   totally  very  somewhat  a little  not at all 
12. How much did your experiences in the virtual environment seem consistent with 
your real-world experiences? 
      extremely         very   moderately      slightly      not at all 






13.  Were you able to anticipate what would happen next in response to the actions 
that you performed?  
   totally  very  somewhat  a little  not at all 
14. How completely were you able to actively surveyor search the environment using 
vision? 
   totally  very  somewhat  a little  not at all 
15. How well could you identify sounds?  
   extremely  very  moderately  slightly  not at all 
    well           well       well      well           well 
16. How well could you localize sounds?  
   extremely  very  moderately  slightly  not at all 
    well           well       well      well           well 
17. How compelling was your sense of moving around inside the virtual environment?  
      extremely         very   moderately      slightly   not at all 
   compelling       compelling  compelling  compelling     compelling 
18. How closely were you able to examine objects? 
      extremely         very   moderately      slightly   not at all 
     closely             closely      closely     closely        closely 
19. How well could you examine objects from multiple viewpoints?  
   extremely  very  moderately  slightly  not at all 
       well           well       well      well           well 
20. To what degree did you feel confused or disoriented at the beginning of breaks or 
at the end of the experimental session? 
   totally  very  somewhat  a little  not at all 
21. How involved were you in the virtual environment experience?  
   totally  very  somewhat  a little  not at all 
22. How distracting was the control mechanism?  
   totally  very  somewhat  a little  not at all 
23. How much delay did you experience between your actions and expected 
outcomes?  
      extremely         very   moderately      slightly   not at all 
     delayed             delayed      delayed     delayed        delayed 
24. How quickly did you adjust to the virtual environment experience? 
      extremely         very   moderately      slightly   not at all 







25. How proficient in moving and interacting with the virtual environment did you feel 
at the end of the experience? 
   totally  very  somewhat  a little  not at all 
26. How much did the visual display quality interfere or distract you from performing 
assigned tasks or required activities? 
   totally  very  somewhat  a little  not at all 
27. How much did the control devices interfere with the performance of assigned 
tasks or with other activities? 
   totally  very  somewhat  a little  not at all 
28. How well could you concentrate on the assigned tasks or required activities rather 
than on the mechanisms used to perform those tasks or activities? 
   extremely  very  moderately  slightly  not at all 
    well           well       well      well           well 
29. Did you learn new techniques that enabled you to improve your performance?  
   totally  very  somewhat  a little  not at all 
30. Were you involved in the experimental task to the extent that you lost track of 
time? 
   totally  very  somewhat  a little  not at all 
Section 6: Post Evaluation Usability and Engagement Questionnaire 
Please read the following questions carefully.  Most of the questions consist of 
statements and some ask for your own views.  Please indicate how much you agree with 
each of the statements by circling the appropriate point on the scale.   
1. The quality of the 3D visual display was good. 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
2. The visual representation of the objects was realistic 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
3. I felt visual discomfort 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
4. The head mounted display was comfortable to wear 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
5. There were no distortions in the virtual images 







6. I was happy with the way the head mounted display system showed the virtual 
representation 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
7. I found it difficult to learn how to use the system 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
8. Objects in the virtual environment did not move in a natural way 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
9. I think that I would feel discomfort after using this system for long periods of time 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
10. The system did not respond to my actions immediately 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
11. I thought the visual quality of the head mounted display was good 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
12. The visual quality of the head mounted display had a negative effect on my 
performance         
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
13. I felt that I performed the task well 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
Please answer the following questions about the system you have just used. 
1. I felt completely involved with the virtual representation 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
2. I was able to control the events in the system 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
3. I was always aware of the head mounted display and the devices 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
4. I was able to anticipate what would happen next in response to my actions in the 
system 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
5. I felt more confident with the system towards the end of the experiment compared 
to the beginning of the experiment 






6. The system reacted to my actions in a way that I expected  
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
7. I found that the input devices distracted me from the virtual representation 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
8. The visual display quality did not interfere or distract me from performing tasks 
using the system  
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
9. The visual quality of the virtual representation increased my sense of feeling that I 
was actually “seeing” the virtual environment 
       Strongly Agree             Agree              Neutral             Disagree       Strongly Disagree 
Section 7: General Aspects Questionnaire 
Please answer the following questions about the system you have just used. 
1. Do you prefer the first or the second configuration of the system? Please explain 
why. 
2. Overall qualification of the system 0 a 10: 
 First task: 
 Second task: 
3. Please, comment the most positive aspects of the system: 
4. Please, comment the most negatives aspects of the system: 
5. Would you recommend the experience to your family and friends? 







Anexo G: Cuestionarios del Experimento 
de Interacción Manual 
Este experimento al igual que el de navegación natural, se realiza en 
Nottingham (Reino Unido) y por este motivo los cuestionarios están redactados 
en inglés. A continuación aparece una relación de los mismos: 
 1.- Demographic Information and History. 
 2.- Visual Characteristics. 
 3.- Symptom Checklist  (Kennedy et al., 1993). 
 4.- Short Symptom Checklist.  
 5.- Task completion difficulty scale. 
 6.- Presence Questionnaire (Witmer & Singer, 1998). 
 7.- Post Evaluation Usability and Engagement Questionnaire. Es 
empleado en el proyecto europeo SATIN (Sound And Tangible 
Interfaces for Novel product design Project).  
 8.- General Aspects Questionnaire. 
Los cuestionarios 1, 2, 3, 4 y 6 son idénticos a los utilizados en el 
experimento de navegación natural y pueden consultarse en el anexo F. 
Únicamente existe una pequeña diferencia en la pregunta 26 del cuestionario de 
presencia ya que se distingue entre televisión y HMD en el experimento de 
interacción manual. 
Los cuestionarios de cibermareo (3) se proporcionan al comienzo y al 
finalizar el experimento. Tras acabar cada condición experimental exceptuando 
la última, se rellena la versión reducida del cuestionario de cibermareo (4) para 
hacer un seguimiento del estado de los participantes.  
Junto con este cuestionario, se administra también una escala para que los 








Task Completion Difficulty Scale 
Please mark the scale below according to the difficulty of the task using a horizontal 
line: 
 
Post Evaluation Usability and Engagement Questionnaire 
Please read the following questions carefully.  Most of the questions consist of 
statements and some ask for your own views.  Please indicate how much you agree with 
each of the statements by circling the appropriate point on the scale.   
1. The quality of the 3D visual display was good. 
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
HMD: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
2. The visual representation of the objects was realistic 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
3. I felt visual discomfort 
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 


















Tremendously hard to do 
Very, very hard to do 
Very hard to do 
Pretty hard to do 
Rather hard to do 
Not very hard to do 
Fairly hard to do 






4. The head mounted display was comfortable to wear 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
5. There were no distortions in the virtual images 
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
HMD: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
6. I was happy with the way the display system showed the virtual representation 
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
HMD: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
7. I found it difficult to learn how to use the system 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
8. Objects in the virtual environment did not move in a natural way 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
9. I think that I would feel discomfort after using this system for long periods of time 
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
HMD: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
10. The system did not respond to my actions immediately 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
11. I thought the visual quality of the display was good 
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
HMD: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
12. The visual quality of the display had a negative effect on my performance         
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
HMD: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
13. I felt that I performed the task well 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
Please answer the following questions about the system you have just used. 
1. I felt completely involved with the virtual representation 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
2. I was able to control the events in the system 






3. I was always aware of the display and the devices 
TV: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
HMD: Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
4. I was able to anticipate what would happen next in response to my actions in the 
system 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
5. I felt more confident with the system towards the end of the experiment compared 
to the beginning of the experiment 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
6. The system reacted to my actions in a way that I expected  
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
7. I found that the input devices distracted me from the virtual representation 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
8. The visual display quality did not interfere or distract me from performing tasks 
using the system  
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
9. The visual quality of the virtual representation increased my sense of feeling that I 
was actually “seeing” the virtual environment 
       Strongly Agree       Agree           Neutral             Disagree          Strongly Disagree 
General Aspects Questionnaire  
Please answer the following questions about the whole experience. 
1. Please sort the configurations according to your preference: 
Session (1 for the best one..., 4 for the worst) 
First session  
Second session  
Third session  








2. Please rate each configuration from 0 to 10: 
Session Score (0-10) 
First session  
Second session  
Third session  
Fourth session  
3. For your preferred configuration, comment the most positive aspects of the 
system: 
4. For your preferred configuration, comment the most negatives aspects of the 
system: 
5. How well was the system able to track your hand movements? Please give a 
score 0-10: 
6. Would you recommend the experience to your family and friends? 









1.- Pedir a los participantes que silencien el teléfono móvil y que no comenten 
la prueba con ninguna persona que pudiese participar en el experimento. 
2.- Dar hoja de información, formulario de consentimiento y cuestionarios 
indicando hasta donde debe rellenarlos para comenzar. 
3.- Cambiar la batería del sistema de transmisión de vídeo. 
4.- Iniciar la grabación de la cámara. 
5.- Colocar sensores sobre los zapatos y mochila. 
6.- Encender y calibrar el sistema. 
7.- Iniciar la adaptación al sistema andando dentro del entorno virtual. 
 Aplicar configuración asociada al grupo DD/DA. 
8.- Indicar: Se puede hablar en la fase de adaptación y no en el experimento. 
9.- Iniciar reproducción del vídeo que muestra la tarea y describir en qué 
consiste. Ésta puede ser T1 o T2 dependiendo del orden que corresponda por la 
aplicación del contrabalanceo. Todos los participantes reciben literalmente las 
mismas instrucciones mientras: 
 T1 Navegación:   
  El objetivo es completar tantas vueltas como sea posible. 
 T2 Navegación + Exploración:   
  Los objetivos son: 
   Completar tantas vueltas como sea posible  
   Contar tantos globos como sea posible en "voz alta". 






Para ambas tareas se indica que hay que andar desde una silla hasta la 
siguiente y que es necesario hacerlo sin detenerse.  
10.- Iniciar la primera sesión de 90 segundos y aplicar la configuración del 
sistema DD/DA. 
11.- Descansar 2 minutos y repetir hasta realizar las 3 sesiones de la tarea. 
12.- Rellenar cuestionario de cibermareo. 
13.- Explicar la segunda tarea. 
14.- Iniciar la primera sesión de la segunda tarea (90 segundos) y aplicar 
configuración DD/DA. 
15.- Descansar 2 minutos y repetir hasta realizar las 3 sesiones de la tarea. 
16.- Rellenar el cuestionario de cibermareo. 
17.- Quitar la mochila, los auriculares y los sensores.  
18.- Rellenar el resto de cuestionarios. 
19.- Detener grabación de vídeo. 
20.- Anotar observaciones y recordar al participante que el teléfono móvil 
está silenciado. 






Rellenar cuestionarios iniciales 5 10 
Colocar y calibrar el sistema 7 10 
Adaptación al sistema 5 10 
Realizar primera tarea (3 sesiones) 12 15 
Rellenar cuestionario de cibermareo 3 5 
Realizar segunda tarea (3 sesiones) 12 15 
Rellenar el resto de cuestionarios 10 15 
Total:  54 80 





Anexo I: Generación de Imágenes 
Estereoscópicas. Experimento de 
Interacción Manual  
Planteamiento general 
Se describe a continuación la técnica de proyección en perspectiva basada 
en frustums52 asimétricos y ejes paralelos (parallel axis asymmetric frustum 
perspective projection) aplicada con OpenGL (Bourke, 2007). Únicamente hay 
que tener en cuenta las siguientes consideraciones para generar las imágenes 
estereoscópicas. 
1.- Colocar las cámaras con direcciones paralelas separadas 6.5cm. Este 
valor se considera la distancia interpupilar promedio (Fuchs et al., 2011). Para 
ello se puede utilizar la función gluLookAt de OpenGL. 
2.- Tras colocar cada cámara, se debe definir la región del espacio 3D 
(frustum) que se proyecta sobre el plano de proyección para generar la imagen 
2D que se mostrará a uno de los ojos. Se hace utilizando la función glFrustum 
de OpenGL. La forma del frustum es diferente para cada ojo (configuración 








                                                     
 
52
 En el contexto utilizado, frustum es la región del espacio de la escena virtual que se 
proyecta durante el renderizado gráfico sobre el plano de proyección. Este proceso dará 






En el renderizado 2D, el frustum es un tronco de pirámide rectangular y 
simétrico que queda definido por los planos de corte cercano y lejano. La Figura 







Figura I.1: Planos de corte y frustum en renderizado 2D 
Para generar las imágenes estereoscópicas es necesario considerar un 
tercer plano definido por la pantalla donde coinciden los límites de los frustums 








Figura I.2: Disposición de los frustums asimétricos para generar imágenes estereoscópicas 
El frustum hay que definirlo en OpenGL a partir de las dimensiones del plano 
de proyección. Sin embargo, resulta más cómodo hacerlo utilizando las 
dimensiones de la pantalla. Por ello se aplica semejanza de triángulos para 
obtener las dimensiones del plano de proyección a partir de las dimensiones de 
la pantalla.  
Plano de Corte 
Lejano 
Plano de Corte 
Cercano o de 
Proyección 
Plano de Corte 
Lejano 
Plano de Corte 
Cercano o de 
Proyección 
Plano de Corte 
Lejano 
Plano de Corte 
Cercano o de  
Proyección 
Pantalla  








Con todo, este es el modo de definir los frustum asimétricos en OpenGL a 
partir de las dimensiones de la pantalla, la distancia a la misma y la distancia 
hasta la que  pueden emerger los objetos virtuales de la pantalla.  
 glMatrixMode( GL_PROJECTION ); 
 glLoadIdentity(); 
 
 double f = Dist_Plano_Proy / Dist_Pantalla; 
 double Mitad_Ancho_Plano_Proy = Mitad_Ancho_Pantalla  * f; 
 double Mitad_Alto_Plano_Proy  = Mitad_Alto_Pantalla   * f; 
 double Incr_X                 = Mitad_Separacion_Ojos * f; 
 if( Renderizar_Ojo_Izquierdo ) 
    Incr_X = -Incr_X; 
          glFrustum( - Mitad_Ancho_Plano_Proy + Incr_X, 
                       Mitad_Ancho_Plano_Proy + Incr_X, 
                     - Mitad_Alto_Plano_Proy, 
                       Mitad_Alto_Plano_Proy, 
                       Dist_Plano_Proy, Dist_Plano_Lejano ); 
 
 
El significado de las variables implicadas se describe a continuación 
asumiendo que una unidad OpenGL corresponde a una distancia de 1m: 
 Dist_Pantalla es la distancia en metros entre el usuario y la 
pantalla/monitor/televisión.  
 Dist_Plano_Proy es la distancia entre el usuario y el plano de 
proyección. La distancia máxima a la que pueden sobresalir los 
objetos de la pantalla es:   Dist_Pantalla - Dist_Plano_Proy. 
 Dist_Plano_Lejano distancia en metros del plano de corte lejano.  
 Mitad_Ancho_Pantalla y Mitad_Alto_Pantalla contienen el 
ancho y el alto en metros de la pantalla/monitor/televisión dividido 
entre dos. 
 Mitad_Ancho_Plano_Proy y Mitad_Alto_Plano_Proy se 
asignan a las dimensiones del plano de proyección en metros 
obtenidas por semejanza de triángulos. 
 Mitad_Separacion_Ojos contiene la separación de los ojos en 






 Renderizar_Ojo_Izquierdo contiene un valor booleano que será 
verdadero cuando haya que renderizar el ojo izquierdo y falso cuando 
haya que renderizar el ojo derecho. 
Configuración utilizada en el experimento de Interacción Manual 
Se utiliza la televisión Philips 32PFL7606H/12. Sus dimensiones son 
70x39.4cm con formato 16:9. Según el manual, es necesario colocarse al 
menos a 2m de distancia de la televisión para que el efecto 3D se aprecie 
correctamente. Utiliza gafas 3D con polarización circular y para que las 
imágenes se filtren completamente, es necesario que los ojos estén 
aproximadamente a la misma altura que el centro de la pantalla. 
Para maximizar el campo de visión durante el experimento, los participantes 
se sitúan a la distancia mínima que admite la televisión, 2m. Los parámetros de 
configuración utilizados para generar las imágenes estereoscópicas se 
muestran en la Tabla I-1. 

















1.- Pedir a los participantes que silencien el teléfono móvil y que no comenten 
la prueba con ninguna persona que pudiese participar en el experimento. 
2.- Dar hoja de información, formulario de consentimiento y cuestionarios 
indicando hasta donde debe rellenarlos para comenzar. 
3.- Encender y calibrar el sensor (reemplazar batería cada 5 participantes). 
4.- Comentar organización de la prueba: 
 Se utilizan 4 configuraciones del sistema durante la prueba. 
 Al final del experimento habrá que puntuar cada una entre 0 y 10. 
 Antes de probar cada configuración hay una fase de entrenamiento 
que finalizará cuando lo desee. 
 Podemos hablar durante la fase de entrenamiento pero no en la 
prueba. 
 Para cada configuración se realizan tres sesiones de 90 segundos. 
 Tras acabar las tres sesiones de cada configuración se rellena un 
cuestionario de cibermareo.  
5.- Verificar que los ojos están a la misma altura que el centro de la pantalla 
de la televisión (para que las imágenes de cada ojo se filtren adecuadamente). 
6.- Iniciar la animación de la traza de ejemplo y explicar en qué consiste la 
tarea. 
 El objetivo del juego es tirar la pila de cajas. Para conseguirlo hay que 
pulsar el botón verde situado frente a la mano, esperar a que la esfera que 







7.- Colocar el sensor en la mano. 
8.- Comenzar con las condiciones experimentales aplicando contrabalanceo. 
Subgrupo 1 A B C B 
Subgrupo 2 B D A C 
Subgrupo 3 C A D B 
Subgrupo 4 D C B A 
9.- Recordar las recomendaciones al inicio de cada condición experimental. 
 Golpear la bola despacio. 
 Mantener la palma de la mano vertical al empujar las bolas. 
 Mantener la mano sobre la mesa hasta que la bola esté cerca. 
10.- Completar las tres sesiones de la condición experimental actual. 
11.- Administrar cuestionario de cibermareo. 
12.- Repetir los tres pasos anteriores para cada condición experimental.  
13.- Rellenar el resto de cuestionarios comenzando por el de cibermareo. 
14.- Quitar el sensor de la mano. 
15.- Anotar observaciones y recordar al participante que el teléfono móvil 
está silenciado. 







Rellenar cuestionarios iniciales 5 10 
Dar información sobre organización y la tarea 3 3 
Colocar el sensor en la mano 2 2 
Fase de entrenamiento           1 x4               3 x4 
Realizar 3 sesiones de condición experimental           5 x4               5 x4 
Rellenar cuestionario de cibermareo           1 x4               2 x4 
Rellenar el resto de cuestionarios 10 15 
Total:  48 70 





Anexo K: Experimento de Navegación 
Natural. Datos Complementarios  




Recorrido Ideal (cm) Número de Globos 
( T2 ) 
Navegación (T1) Nav + Expl (T2) Navegación (T1) Nav + Expl (T2) 




37 H No T1 4,38 4,63 4,13 13,13 3,50 3,75 3,63 10,88 11 13 19 14 69 56 72 66 14 15 15 44 
1 53 H No T1 3,25 3,63 4,00 10,88 2,75 3,00 2,75 8,50 28 25 21 25 48 50 52 50 11 12 12 35 
2 28 M No T1 2,38 2,25 2,38 7,00 2,25 2,38 2,50 7,13 14 16 17 16 28 39 34 34 6 7 9 22 
3 36 M Si T1 2,88 3,50 3,38 9,75 3,25 3,75 3,63 10,63 20 16 22 19 58 69 74 67 10 12 11 33 
4 26 H Si T1 4,50 4,50 4,25 13,25 3,00 3,25 3,50 9,75 18 26 30 24 40 40 41 40 10 7 14 31 
5 43 H Si T1 3,25 3,38 3,13 9,75 3,00 2,88 2,88 8,75 21 26 17 21 24 39 39 34 9 14 13 36 
6 34 M Si T1 4,50 4,50 4,25 13,25 4,25 4,00 4,25 12,50 15 15 34 22 49 45 61 51 11 9 10 30 
7 23 H Si T2 3,00 3,13 3,25 9,38 2,75 2,88 2,63 8,25 28 23 21 24 39 46 43 43 17 12 13 42 
8 38 M Si T2 5,63 4,75 4,88 15,25 3,25 4,75 4,75 12,75 17 16 16 16 53 74 65 64 11 9 10 30 
9 24 H Si T2 4,13 4,38 4,50 13,00 4,00 3,00 4,88 11,88 13 16 17 16 42 80 61 61 9 13 11 33 
10 36 H No T2 3,38 3,13 3,13 9,63 2,63 2,75 2,75 8,13 28 22 29 26 38 43 52 44 11 12 12 35 
11 22 H Si T2 4,75 4,75 3,88 13,38 3,75 4,00 4,25 12,00 20 20 23 21 37 53 68 53 14 20 15 49 
12 21 H No T2 4,25 4,38 4,50 13,13 3,38 3,00 3,25 9,63 29 28 30 29 31 43 45 40 10 10 15 35 
0 
DD 
37 H No T1 4,75 4,63 5,00 14,38 4,75 4,25 4,38 13,38 18 19 13 17 34 34 25 31 16 11 15 42 
13 24 H Si T1 3,00 3,00 3,75 9,75 3,75 3,75 3,75 11,25 22 26 25 25 22 33 28 28 13 14 14 41 
14 26 M No T1 3,63 3,75 3,75 11,13 3,75 3,75 4,00 11,50 21 21 25 22 30 36 36 34 11 12 16 39 
15 21 M Si T1 3,88 4,13 4,63 12,63 3,75 3,50 3,75 11,00 18 22 22 21 28 25 23 25 14 17 19 50 
16 22 M Si T1 3,25 3,38 3,63 10,25 3,88 4,25 4,25 12,38 17 20 19 19 19 26 22 22 13 9 12 34 
17 24 H Si T1 4,38 4,75 4,63 13,75 4,25 4,38 3,63 12,25 22 19 21 20 27 33 34 31 9 16 15 40 
18 23 H Si T1 3,50 3,25 3,88 10,63 3,00 3,00 3,25 9,25 25 19 38 27 30 56 30 39 14 15 17 46 
19 47 H Si T2 3,75 3,88 3,75 11,38 2,63 2,75 2,75 8,13 29 27 33 30 26 34 28 29 10 13 13 36 
20 37 H No T2 4,63 4,25 4,13 13,00 3,75 4,25 4,50 12,50 18 21 24 21 20 16 30 22 11 6 9 26 
21 28 H Si T2 3,00 2,88 2,75 8,63 2,50 2,75 2,75 8,00 20 25 28 25 24 26 35 28 9 16 10 35 
22 22 H Si T2 4,25 4,38 4,38 13,00 3,75 3,63 4,00 11,38 22 18 23 21 29 31 43 34 8 14 19 41 
23 20 H Si T2 4,50 4,38 4,50 13,38 3,00 3,50 3,75 10,25 18 21 21 20 26 26 29 27 11 11 10 32 
24 40 H Si T2 3,75 4,00 3,63 11,38 2,50 3,38 3,38 9,25 33 30 25 29 25 38 25 29 11 12 9 32 
P.- Participante; Tec.- Técnica de navegación; DA.- Direcciones acopladas; DD.- Direcciones desacopladas; Ed.- Edad; 
S.- Sexo; H.- Hombre; M.- Mujer; V.- Usuario de videojuegos; OT.- Orden de las tareas (aparece la tarea que se realiza en 
primer lugar). S1, S2, S3.- Sesiones. M.- Media; T.- Total.  
Participante 0.- No se incluye en el estudio y aparece únicamente como referencia de un usuario experto. 














37 H No T1 28,35 0,00 0,00 77,23 87,63 10 8 85,23 
1 53 H No T1 64,03 28,35 0,00 54,93 62,33 6 8 67,04 
2 28 M No T1 0,00 223,13 251,48 54,68 62,04 8 9 69,32 
3 36 M Si T1 0,00 0,00 0,00 50,70 57,53 9 7 68,18 
4 26 H Si T1 0,00 64,03 180,12 56,19 63,76 8 7 60,23 
5 43 H Si T1 28,35 92,38 0,00 60,55 68,71 7 6 61,36 
6 34 M Si T1 0,00 0,00 0,00 71,17 80,76 9 7 75,00 
7 23 H Si T2 0,00 28,35 328,97 58,14 65,97 8 6 68,18 
8 38 M Si T2 0,00 239,51 0,00 67,62 76,73 8 9 70,45 
9 24 H Si T2 80,41 215,80 151,77 56,35 63,94 8 7 67,05 
10 36 H No T2 0,00 116,09 87,74 36,03 40,88 7 3 47,73 
11 22 H Si T2 137,11 232,18 104,12 60,39 68,52 8 6 61,36 
12 21 H No T2 0,00 151,77 0,00 59,18 67,15 7 8 57,95 
0 
DD 
37 H No T1 28,35 0,00 0,00 77,23 87,63 8 10 85,23 
13 24 H Si T1 0,00 0,00 0,00 74,25 84,25 8 8 83,95 
14 26 M No T1 0,00 159,10 159,10 52,06 59,07 7 7 61,36 
15 21 H Si T1 0,00 0,00 0,00 66,25 75,17 7 9 71,59 
16 22 M Si T1 0,00 223,13 343,86 53,79 61,03 7 8 59,09 
17 24 H Si T1 0,00 242,43 394,20 55,42 62,88 8 5 60,22 
18 23 H Si T1 0,00 324,56 260,53 59,74 67,79 7 9 65,91 
19 47 H Si T2 0,00 0,00 0,00 48,14 54,62 7 3 64,77 
20 37 H No T2 0,00 440,65 360,24 67,62 76,73 8 8 68,18 
21 28 H Si T2 144,44 180,12 144,44 55,95 63,49 8 6 56,82 
22 22 H Si T2 64,03 223,13 87,74 66,78 75,77 8 8 70,45 
23 20 H Si T2 0,00 0,00 28,35 60,55 68,71 7 8 69,32 






   Anexo L: Experimento de Interacción 
Manual. Datos Complementarios.  
 
P Ed S V Orden 
Aciertos por Sesión 
Dispersión de la coord. de Profundidad 
(m) 
A1 A2 A3 B1 B2 B3 C1 C2 C3 D1 D2 D3 A B C D 
0 36 H No A B C D 7 4 7 6 5 4 6 4 5 1 7 7 0,167 0,196 0,29 0,156 
1 37 H No A B C D 3 1 0 2 2 1 0 0 1 1 2 0 0,176 0,099 0 0,269 
2 27 M Si A B C D 3 0 1 2 4 1 4 1 4 1 2 2 0,077 0,269 0,321 0,175 
3 43 H Si A B C D 3 1 1 3 0 0 3 5 7 2 6 4 0,175 0,034 0,204 0,245 
4 27 H Si A B C D 2 2 4 1 1 2 2 2 2 1 2 4 0,123 0,143 0,204 0,186 
5 53 H No A B C D 0 2 1 1 2 6 2 4 5 2 2 3 0,054 0,235 0,121 0,232 
6 29 M Si B D A C 4 2 5 2 2 2 1 2 2 2 1 1 0,168 0,076 0,097 0,192 
7 22 M No B D A C 7 3 7 2 3 1 1 0 2 2 1 1 0,097 0,141 0,025 0,237 
8 23 H Si B D A C 4 2 6 4 0 2 4 6 1 3 2 3 0,161 0,127 0,255 0,216 
9 32 H Si B D A C 4 5 5 4 3 4 3 5 7 1 2 2 0,142 0,192 0,141 0,286 
10 29 M Si B D A C 7 4 2 6 2 2 6 3 4 0 2 0 0,148 0,206 0,264 0,119 
11 26 M No C A D B 3 1 1 4 9 8 6 2 3 1 4 6 0,23 0,117 0,225 0,165 
12 26 H Si C A D B 2 7 2 7 7 7 5 5 6 3 6 3 0,274 0,269 0,191 0,284 
13 25 H Si C A D B 4 5 5 11 6 5 3 4 6 4 6 7 0,232 0,132 0,252 0,213 
14 26 H Si C A D B 2 4 4 1 2 4 2 5 5 6 4 2 0,055 0,18 0,137 0,151 
15 37 M Si C A D B 2 3 4 3 5 3 2 0 2 3 2 1 0,189 0,193 0,164 0,192 
16 27 H No D C B A 1 3 2 2 0 1 0 1 2 1 1 2 0,309 0,136 0,183 0,358 
17 26 H Si D C B A 7 2 3 5 6 5 4 4 3 3 1 6 0,154 0,16 0,195 0,281 
18 25 H Si D C B A 7 4 8 3 5 11 7 0 8 5 8 6 0,142 0,103 0,207 0,092 
19 24 H Si D C B A 5 3 4 3 2 3 3 2 5 2 1 1 0,137 0,148 0,261 0,122 
20 22 H Si D C B A 1 1 2 3 1 3 2 0 2 3 2 2 0,132 0,269 0,266 0,269 
P.- Participante; Ed.- Edad; S.- Sexo; H.- Hombre; M.- Mujer; V.- Usuario de videojuegos; Orden.- Orden de las 
condiciones experimentales. A.- OR3D. B.- OR2D. C.- TV3D. D.- TV2D.  
Participante 0.- No se incluye en el estudio y aparece únicamente como referencia de un usuario experto. 








(0 a 10) 
PRE POST TV (%) HMD (%) 1 2 3 4 A B C D 
0 36 H No A B C D 92,38 28,35 72,02 72,04 A B C D 9 7 8 6 7 
1 37 H No A B C D 0,00 260,53 64,94 64,53 B C D A 4 7 6 5 6 
2 27 M Si A B C D 92,38 120,73 61,77 63,84 B A C D 8 9 7 6 3 
3 43 H Si A B C D 0,00 0,00 63,70 65,43 C A D B 7 5 8 6 7 
4 27 H Si A B C D 128,06 149,08 52,52 56,71 A B D C 10 8 5 7 1 
5 53 H No A B C D 35,68 28,35 62,30 61,58 B C A D 6 8 7 4 5 
6 29 M Si B D A C 0,00 0,00 68,22 69,95 A B C D 10 8 7 5 6 
7 22 M No B D A C 28,35 28,35 59,40 59,04 A B D C 7 5 2 4 9 
8 23 H Si B D A C 0,00 0,00 70,81 76,04 A B C D 9 7 5 4 9 
9 32 H Si B D A C 28,35 28,35 53,14 54,19 B A C D 8 9 6 3 4 
10 29 M Si B D A C 0,00 0,00 58,85 56,40 C A B D 7 5 8 2 3 
11 26 M No C A D B 120,73 0,00 61,89 61,54 B D A C 4 8 2 8 8 
12 26 H Si C A D B 0,00 0,00 65,27 68,41 B A C D 8 9 6 5 6 
13 25 H Si C A D B 0,00 0,00 56,99 60,18 B A C D 7 8 4 3 7 
14 26 H Si C A D B 0,00 192,09 51,03 54,88 B A D C 5 7 3 4 6 
15 37 M Si C A D B 56,70 56,70 58,40 59,78 B A D C 5 8 1 3 4 
16 27 H No D C B A 0,00 28,35 41,66 42,73 C A B D 7 7 8 6 7 
17 26 H Si D C B A 28,35 189,17 62,03 69,33 A B D C 8 7 5 4 6 
18 25 H Si D C B A 28,35 177,43 64,77 68,24 A B D C 8 8 5 6 7 
19 24 H Si D C B A 144,44 80,41 68,88 74,09 B A D C 8 9 4 6 8 





Anexo M: Traducción de Comentarios de 
los Participantes  
 
Experimento de Navegación Natural (prototipo D) 
Aspectos Negativos 
 
 El ligero retardo de la imagen causa problemas al mantener el equilibrio. 
 Sentí cansancio a causa de las imágenes (fatiga visual). 
 El ligero retardo de los movimientos en el entorno virtual. 
 Mareo que se produce al mover la cabeza demasiado. 
 Era realmente complicado mantener el equilibrio. 
 Deriva, mareo (al principio). 
 Se pueden ver los huecos entre los píxeles. 
 Había desfase entre los movimientos y las imágenes. 
 Me sentí un poco mareado. 
 El ligero retardo que aparecía en ocasiones y pequeñas distorsiones pueden 
hacer que resulte difícil mantener el equilibrio. 
 Deriva al andar y mirar alrededor (DA). 
 El desfase entre las imágenes y el movimiento me mareó. 
 Podía ver los píxeles en la imagen pero no afectó a mi rendimiento. 
Aspectos Positivos 
 
 El sistema respondía rápidamente a mis movimientos. 
 Es una experiencia fantástica. Muy inmersiva. 
 Me sentí como si estuviese allí. 
 La experiencia es bastante inmersiva y pude sentir como empezaba a 
involucrarme emocionalmente con el entorno y tenía un sentimiento muy 
positivo hacia él.  
 El sistema me ha parecido realmente impresionante.  
 Las imágenes y el sonido me hicieron sentir que estaba en el mundo virtual. 
 Muy (y sorprendentemente) realista mundo virtual que respondía 
rápidamente a mis movimientos. 
 Buen comportamiento del sistema de tracking. No se nota el sistema 
mientras se usa. 






 La libertad de movimientos que tuve en el mundo virtual. 
 Sentí que estaba en otro mundo. 
 En la primera configuración (T1, DA), los aspectos visuales y el 
comportamiento del sistema fueron mejores de lo que esperaba ver en el 
mundo real.  
 Me gustó la libertad de movimiento en un área amplia. 
Comentarios Generales 
 Es una experiencia muy interesante, en absoluto incómoda. Un poco más de 
interacción sería divertido. 
 Resulta muy interesante utilizar el sistema. Comprendo que aún está en 
desarrollo pero parece que tiene un gran potencial. 
 Sería estupendo que el usuario pudiera interactuar más con el entorno 
virtual. 
 Realmente disfruté utilizando el sistema. 
 Una reacción natural fue tocar objetos o simplemente ver las manos o pies 
para reafirmar mi presencia en el entorno virtual. Esto sería una magnífica 
mejora. 
 Experiencia realmente estupenda y me alegro de haber tenido la oportunidad 
de participar.  
 Sería estupendo ver mis manos/pies en el entorno virtual. 
 Una experiencia muy interesante y muy divertida!. 




 Confinamiento dentro de la pantalla de la televisión. Se tienen presentes los 
bordes de la pantalla durante el experimento.  
 Respuesta impredecible de los movimientos de las manos. 
 Tuve algunos problemas al pulsar el botón. 
 Pantalla pixelada. 
 El HMD resultaba incómodo. 
 Resultaba difícil acostumbrarse al comportamiento del tracker. 
 Era difícil controlar las bolas rápidas. 
 Resulta difícil anticipar cómo las bolas van a responder al movimiento de la 
mano. 






 Me sentí inmerso en el sistema: El movimiento de mis manos en la pantalla 
se percibe como muy natural. 
 Los aspectos visuales muestran un entorno virtual de apariencia muy 
realista. 
 Fue divertido. Me sentí más confiado usando el sistema tras practicar. 
 Resultaba mucho más sencillo utilizar el HMD que la televisión. 
 Me sentí parte de la experiencia, olvidé lo que había a mi alrededor. 
 Prefiero el HMD porque al usarlo no noto la pantalla. 
 El HMD fue genial. La bola tenía una velocidad y estaba a una distancia 
adecuada para mí. 
 La respuesta al pulsar los botones verdes. La respuesta al golpear la bola. 
Inmersión. 
 Me sentí totalmente involucrado en el entorno virtual. El entorno virtual 
estaba lleno de posibilidades que quería explorar. 
Comentarios Generales 
 Realmente me gusta el sistema. Fue muy inmersivo y definitivamente lo 
usaría de nuevo. 
 Me divertí :) 
 Divertido! 
 Fue muy bueno y me divertí mucho. Gracias. 
 El HMD resultaba incómodo. 
 Impresionante! 
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Listado de Siglas  
 
 CESR: Reseteo Selectivo de la Matriz de Error de Covarianza. 
 DA: Direcciones acopladas. 
 DD: Direcciones desacopladas. 
 DM: Desviación media respecto al recorrido patrón. 
 DOF: Grados de libertad (degrees of freedom). 
 DTW: Algoritmos de alineamiento temporal dinámico (dynamic time 
warping).  
 E1, E2, ··· : Etapas del esquema global (Figura 4.2). 
 HCI: Interacción persona computador. 
 HD1, HD2: Hipótesis 1 y 2 (experimento asociado al prototipo D). 
 HE1, HE2, HE3, HE4: Hipótesis 1 a 4 (experimento asociado al 
prototipo E). 
 NV: Número de vueltas. 
 R1, R2,···: Resultados del esquema global (Figura 4.2). 
 SDK: Kit de desarrollo software (software development kit). 
 T1, T2: Tareas 1 y 2. 
 VSD: Diseñador de escenas virtuales (virtual scene designer). 
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Fuentes de Figuras 
Figura Fuente 
1.1 Elaboración propia. 
1.2 a 1.5 Wikipedia 
1.6 http://tectonicablog.com/?p=42172 



































1.20 Elaboración propia. 
1.21 http://www.retro-vr.co.uk/test/vr1000sd.html 
1.22 y 1.23 Elaboración Propia. 
3.1 a 3.3 Elaboración Propia. 
4.1 a 4.13 Elaboración Propia. 
4.14 https://share.oculusvr.com/app/oculus-tuscany-demo 
4.15 a 4.27 Elaboración Propia. 
4.28 http://www.oculusvr.com 
4.29 a 4.101 Elaboración Propia. 
B.1 http://www.oculusvr.com/blog/sensor-fusion-keeping-it-simple/ 
B.2 a I.2 Elaboración Propia. 
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Virtual Reality has a huge potential that has not been exploited yet. This 
thesis aims to go a step further in the development of immersive Virtual Reality 
systems. To be specific, its main objective is to design, develop and evaluate 
a wireless experimental platform to accomplish new immersive Virtual 
Reality studies using natural interaction and a minimum set of inertial 
sensors. To this end, scientific methodology is employed from the perspective of 
the Human Computer Interaction (HCI).  
Recommendations and system specifications are derived from the main 
objective of the research project. After reviewing in detail the state of the art, the 
methodological approach of the thesis is established and the development of 
research tools begins. These tools will play a key role in the development of 
prototypes.  
During the course of the project, 3 research tools and 5 prototypes are 
created. They are evaluated through several user tests and 2 experiments. 
More than 85 participants take part generously in the studies. 
The development of the prototypes leads to specific techniques that are 
interesting by themselves for the research community. On the other hand, the 
experiments also provide useful results to be published as well. 





The first experiment evaluates the developed techniques that implement real 
walking in one of the prototypes. The other experiment studies the behavior of 
the hand tracking system created during the thesis. Furthermore, it compares 
several aspects of a 3D television and the head mounted display Oculus Rift: 
Performance, usability, presence levels, difficulty and preference. 
Overall, this thesis leads to a number of outcomes as scientific publications, 
research tools, source code and data traces, aside of the experimental platform 
itself, which can be used to deploy new immersive Virtual Reality studies with 
real walking and hand interaction. 
1. Introduction 
Talking about Virtual Reality is to tell a story of prodigious experiences, 
disillusionment, huge challenges and hope in the future. The Virtual Reality 
concept is so fascinating that can lead people to live their dreams. 
Difficulties arise while trying to turn the concept of Virtual Reality into a 
system. At this point, a large number of challenges appear. Most of them related 
to our senses and their outstanding performance. 
There is key fact that we must assume, the current technology is not able to 
feed our senses properly yet. Therefore, the expected "prodigious experiences", 
keep being expected and the great expectations are turn into disillusionment. 
However, there is hope in the future, in a very near future. The development 
of the technology is so quick that it seems clear that sooner o later, this goal will 
be achieved. And then finally, it will be possible to enjoy those so expected, 
prodigious experiences. 
Nowadays, we keep going forward through this path in which we are walking 
since 1965 when Ivan Sutherland stated the goal, the concept of the ideal 
Virtual Reality system in his paper The Ultimate Display.  
We think that we are traveling faster and faster. We could be close to the 
inflexion point at which, we will start to live our dreams through Virtual Reality. 




we will start to live our dreams. 
Aiming to go forward through this path, the Orion Project1 is created. This 
research project begins together with the thesis related to this extended abstract 
and creates a new line in the Diana Research Group2.  
The main objective of the Orion project is to provide highly satisfying Virtual 
Reality experiences using low cost emerging technologies. 
In Orion, we think that nowadays it is possible to achieve this objective by 
integrating technologies as stereoscopic vision, 3D sound, graphics realism, real 
walking and hand interaction. Furthermore, the content, the context and the way 
that the events occur during the experience will play an essential role. 
These all key elements, will work together to make us forget about the 
limitations of the technology and finally,    
2. Previous Work 
In order to develop research studies to improve Virtual Reality systems, some 
mean to establish comparisons must be employed. The feeling of being mentally 
immersed in a virtual experience is usually referred as sense of presence 
(Sherman & Craig, 2003). A number of methods that  attempt to estimate the 
level of presence has been developed and applied (Fuchs, Moreau, & Guitton, 
2011). However, presence is a concept without valid measurement  (Slater, 
Lotto, Arnold, & Sanchez-Vives, 2009) as this implies measuring a feeling. 
Even so, the estimation of the level of presence is employed profusely in 
research projects. Cummings, Bailenson, & Fidler (2012) summarize 86 studies 
in which different components of Virtual Reality systems are compared to 
determine which of them contribute to achieve higher levels of presence. 
According to Usoh et al. (1999) , real walking is the navigation technique that 
achieves higher levels of presence. Bruder, Steinicke, & Hinrichs (2009) 
connects a head mounted display (HMD) to a laptop that is carried in a 
backpack. The users can physically walk in a clear room to navigate across 
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virtual environments. The position of the head is measured by an optical tracking 
system whose accuracy and resolution is below 1mm.  
Waller, Bachmann, Hodgson, & Beall (2007) apply an equivalent approach 
and extends the tracking area to 28.5x20.1m using sport facilities. Increasing the 
tracking area relieves the movement limitations. However, it leads to a significant 
reduction of the accuracy (6.68cm) and resolution (0.44cm) of the tracking 
system.  
Bachmann et al. (2012) present the continuation of the previous work. The 
optical tracking system is replaced by two inertial sensors placed on the shoes. 
At first, they are used to estimate the position of the feet and then, the position of 
the head is derived. A third inertial sensor attached to the HMD, provides the 
orientation of the point of view. 
Full body interaction has a key role in virtual experiences (Slater et al., 2009). 
It helps the user to forget about the real world and the devices of the systems 
that are frequently uncomfortable to use. Furthermore, it increases the 
satisfaction and engagement levels of the user in the virtual experience 
None of the above systems, include hand interaction. Recently, the company 
XSens, has integrated its motion capture suit MVN Awinda that is based on 
inertial sensors, with Oculus Rift and the graphics engine Unity 3D. As a result, 
a Virtual Reality system that supports multiuser operation, real walking and direct 
manipulation is obtained (XSens, 2014). 
The necessity of a clear space to let the user walk without risk of collision, is 
the main drawback of the real walking navigation technique. This restriction can 
be relieved using redirect walking techniques (Razzaque, Kohn, & Whitton, 
2001). Another method, exploits Virtual Reality possibilities by applying an 
uneven mapping between virtual a real world (Suma, Lipps, Finkelstein, Krum, & 
Bolas, 2012). 
Further studies and related work can be found in the thesis document. 
 
 





Virtual Reality belongs to the Human Computer Interaction (HCI) field. It is a 
relatively new research area that addresses the design, development and 
evaluation of interactive systems that make possible the exchange of information 
between computers and humans. 
HCI is a very wide and multidisciplinary area related to fields like sociology, 
software engineering, artificial intelligence, psychology, ergonomics, electronic 
engineering and sociology. 
Due to the multidisciplinary nature of HCI, a large variety of methodology 
exists. The following research methods are frequently employed in HCI 
(Kjeldskov & Graham, 2003): Case studies, field studies, action research, 
laboratory experiments, survey research, applied research, basic research, 
normative writings. 
Two of these research methods are employed during the thesis, applied 
research and laboratory experiments. 
In applied research, a set of well defined requirements are used to develop a 
prototype that can be validated objectively. The means to met the requirements 
can be unknown. In these cases, scientific knowledge is applied and a trial-error 
iterative procedure is used. 
In laboratory experiments, scientific methodology is applied to collect 
qualitative or quantitative data that is processed through heuristics methods or 












The main aim of the thesis is to design, develop and evaluate a Virtual Reality 
experimental platform. To this end, the procedure summarized in Figure 1 is 
applied. 
 
Figure 1: Phases (P) and outcomes (O) of the thesis 
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4. Research Work 
This thesis is a research project as engaging as large. Within it, 5 prototypes 
of Virtual Reality system has been developed, 6 users test has been carried out 
and 3 research tools has been created. 
As a result, a research platform is developed to accomplish new immersive 
Virtual Reality studies. Furthermore, several publications and useful resources to 
keep researching in this line, are derived from the thesis. 
Overall, the main objective of the thesis is to design, develop and evaluate 
this wireless experimental platform to accomplish new immersive Virtual 
Reality studies using natural interaction and a minimum set of inertial 
sensors. 
The ultimate aim, is to provide highly satisfying virtual experiences using the 
available technology. According to the main objective of the thesis, a list of 
specifications for the system is provided below: 
 Stereoscopic vision. 
 3D sound. 
 Surrounding virtual environment. 
 Full freedom of movements (wireless operation). 
 Real walking. 
o To detect forward, backward and side steps. 
o To include oscillating movements of the head while walking. 
o To play footsteps sound while walking.  
 Direct hand interaction. 
 Interoperation with graphics engines through tracking algorithms. 
Furthermore, the following design recommendations will be considered: 
 To minimize the number of sensors. 
 To design carefully ergonomic aspects of the system so the users can 
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During the development of the thesis, a large number of tasks are 
accomplished. To make easier to understand the complex structure of these 
tasks and the relation between them, the scheme below is provided (Figure 3). 
 
Figure 3: Detailed scheme of phases (P) and outcomes (O) of the thesis 
At this point, the state of the art review is already completed and the 
specification of the system have already been presented. The sections below 
follow the same structure shown in the previous scheme.  
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4.1. Development of Research Tools (P3)
4.1.1. Virtual Scene Designer
Virtual Scene Designer 
interactive 3D virtual environments (
VSD has been created using 
been developed during the thesis. Among its main features can be found: 
Particles engines, antialiasing, motion blur, HMD support, 3D sound, 
stereoscopic vision modes
textures, playing videos as textures, 
fly, etc.), occlusion queries, Kinect support, IDE for 
shadows, dynamic reflections and billboards.
Figure 5 shows examples of virtual environments created using VSD:
Figure 
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(VSD) is a tool created to design and animate 
Figure 4).  
 
Figure 4: Virtual Scene Designer 
C++ and OpenGL. Just part of this tool has 
, orientation sensors support, skyboxes, render to 
several types of navigation modules (walk, 
GLSL shaders
 








   
 
 4.1.2. Software Development Kit (SDK) of VSD
Creating interactive virtual environments is very useful. But it is even mor
useful, to develop specific applications 
their behaviour can be integrated quickly.
A dynamic link library (DLL) is built on top of the core of VSD. This approach 
is extremely useful as virtual environments can be easily created and animated 
in a visual way through a graphics interface (VSD) and the specific 
can be modelled thro
these virtual environments will be integrated into the specific application in a very 
easy way. Figure 6 shows the rel
 
Figure 6: Relation between VSD, VSD 
Together with VSD SDK
distributed (Figure 7). Most 
examples in this application
Figure 7: Example of application created with VSD SDK that uses most of its features 
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in which these virtual environments and 
 
ugh any programming language. Using the VSD SDK, 




Core, VSD SDK and specific application
, an example application that uses the SDK 




























4.1.3. Inertial Signal Analyzer (ASI)
This tool has been developed entirely during the thesis and its
extremely important as it has contribute
created within this research project. Its main 
of design, development and debugging of inertial tracking algorithms.
shows 3 function modes of ISA.
Figure 8: Representation modes of ISA. 3D vector view (left), plot of 2D signals (middle) and 
track of movements in a 3D environment 
Some of its features 
sensors and 44 signals; interoperability with 
(comma separated values) files; shoes, hands, head and their associated tracks 
representation in a 3D environment; navigation usi
3D environment; real time and delayed processing
Some of this features are represented in 
 Figure 9: Track of a shoe while turning left 90º and going upstairs (left and middle). Track 
As the ultimate aim is to develop a real walking virtual reality system, ISA is 




d to develop 4 from the 5 prototypes 
objective is to assist in the process 
 
(right) 
are: Zoom and scroll in 2D plots; manage up to 4 
Matlab and Ms Excel through 
ng the keyboard across this 
; etc.  
Figure 9. 
of two hands movements (right) 
ng inertial sensors 
 
 role is 





Figure 11 shows the functional scheme of ISA:
4.1.4. Orion SDK
Orion is a research project that begins together with the thesis. That is the 
reason why Orion SDK exposes all the tracki
the thesis. The final aim is to include real walking and inertial hand interaction in 
any graphic engine as Unity 3D
SDK shares the inertial tracking modules with ISA (







10: Feet and head tracking using ISA 
 
 
Figure 11: Functional scheme of ISA 
 
ng functionality developed within 
 in an easy and quick way. To this end, Orion 
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CSV Data 







s, position and orientation of feet, hands and head 
3D Navigation 
(Keyboard) 














Orion SDK provides the following functions through a 
management; real time position and orientation estimation for feet, hands and 
head; save, load and animate 
footsteps sound, etc. 
Figure 13 shows an example of virtual environment developed by Oculus VR 
in which Orion SDK has been employed successfully. 
Figure 13: Virtual Environment created by Oculus 
so users can really walk across this cottage in Tuscany
The integration of Orion SDK into this Unity 3D scene, takes few lines of code 
and approximately half an hour.
cottage in Tuscany. 
4.2. Previous Prototypes: 
Preliminary 
Aiming to fulfil the initial objectives and specifications, several prototypes has 
been developed and rejected after the preliminary evaluation. They are 











12: Relation between ISA and Orion SDK 
DLL library
data traces; identify contacts foot-floor to play 
 
 
VR. It has been integrated with Orion SDK 
 
 Then users will be able to really walk across t
Development and 
















 4.2.1. A Prototype
The first prototype is developed using ISA and 
stereoscopic vision and 3D sound.
Laptop, backpack, 2 
Remote controllers and the HMD 
 
Figure 15 shows a specific application and a virtual environment developed 
using VSD and VSD SDK to evaluate the 
Figure 15: Virtual Hotel 
The prototype is rejected after the preliminary evaluation due to ergonomic 
problems. The Wii Remote controllers placed on the legs are too uncomfortable 
to wear as well as the heavy backpack. Fur
system is approximately
backward steps. Images in 
Thesis Extended Abstract
: Real Walking (P4 and P5) 
provides 
 Figure 14 shows its main components: 
IC3 wireless inertial sensors from Intersense
Z800 from eMagin. 
Figure 14: A Prototype components  
A prototype. 
 
and specific application created using VSD and VSD SDK to 
evaluate the A prototype 
thermore, the autonomy of the 
 15 minutes and it is not able to detect side and 















The B prototype attaches 4 
(Figure 17) to capture every kind of steps (
 








: Preliminary evaluation of the A prototype 
: Real Walking and Hand Interaction (P4 
inertial sensors to the legs using velcro 
Figure 18).  







 The same approach can be used to interact using the hands (
Figure 
After the preliminary evaluation this prototype is also rejected because of 
ergonomic issues. The straps must be tight enough to hold the weight of the 
sensors and batteries. So it turns too uncomfortable after few minutes of use.
4.2.3. C Prototype
The C prototype achieves a great improvement in ergonomics by placing the
sensors on the shoes. This is so comfortable, that users can even forget that 
they are wearing the sensors.
The C prototype 
stereoscopic vision, 3D sound, handle every kind of steps and 
different directions from the head and the body (forward direction). It uses 3 IC3 
inertial sensors, a backpack, the 
link system also from Sensics that is able to transfer high resolution images in 
real time with a latency of 30 ms (
The position of the head is derived from the position of the feet. On the ot
hand, the position of each foot is estimated 
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19: Arms motion capture using the B prototype
4
 
: Real Walking (P4 and P5) 
  
is developed using ISA and provides real walking, 
zSight HMD from Sensics and a wireless video 
Figure 20). 
Figure 20: C Prototype components 
by integrating twice the acceleration 
             

















signal that results after removing the gravity component. This approach leads to 
drift errors that affect position and velocity estimations. A technique known as 
Zero Velocity Update (ZUPT) 
when the foot stops on the floor
recalculated. Even so, a drift error in the 
because of these corrections, t
the estimated trajectory (
the point of view, an average is applie
Figure 21: Trajectory c
To evaluate the C prototype
virtual museum is created using VSD (
change in a way that the user cannot notice it.
Figure 22: Virtual Museum scene created to evaluate the 
After the preliminary evaluation, the 
The main reason is that the av
ZUPT method, causes delays and troubles while handling changes in the 
direction as well as during firsts and final steps.
 
can be employed to reset the velocity estimation 
. Therefore position estimations can also be 
estimated position remains.
he ZUPT technique leads to abrupt changes in 
Figure 21). To avoid the effect of these corrections in 
d to the position of the feet.  
 
orrections due to ZUPT in a 12 steps trace 
 within a laboratory where the space is limited, a 
Figure 22). It is composed by 4 rooms that 
 
C prototype
C prototype (Figure 23) is also rejected.









Taking advantage from the work carried out during the development of the 
previous prototypes, we can state the 
system that is going to fulfil the initial objectives and specification
research project. Figure 
Figure 
The user carries the video receiver in a backpack. Fou
attached to the shoes and hands using 
the straps of the backpack and 
The main features that 
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scheme and features of the ultimate 
24 shows the components of the proposed system.
24: Components of the proposed system 
r inertial sensors a
straps. Another one is placed in one of 
the sixth sensor is attached to the HMD.
the proposed system provides are listed below:
             


















 Real walking. 
 Stereoscopic vision. 
 3D sound. 
 Management of front, back and side steps. 
 Decoupled directions for the head and the body. 
 Control over the effect of drift errors from head and body yaw angles.  
 Oscillating movements of the point of view are estimated an applied. 
 Footsteps sound is played while walking. 
 Direct hand interaction. 
Figure 25 shows the modules used to implement these features. 
 
Figure 25: Modules (M) that implement the proposed system 
The whole system is split up into two prototypes. They deal with the real 
walking technique and inertial hand interaction. Both prototypes are presented in 
the sections below. 
4.4. D Prototype: Real Walking (P4 and P5) 
The D prototype implements all the modules of the system (Figure 25) except 
M7. This prototype overcomes the preliminary evaluation (P5) and is used to 
conduct an experiment with 24 participants. 
The D prototype replaces the zSight HMD by an Oculus Rift (Figure 26) 
device that has a much lower cost, a much lighter and thinner cable, a lower 
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Inertial  Hand 
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 Figure 26: The D 
 Most of the work carried out during the thesis has been applied to develop 
the D prototype. A number of techniques has been 
presented in the following sections.
4.4.1. Feet Inertial Tracki
The C prototype already includes a tracking module for each foot. 
corrections become an issue. To improve the estimations of the tracking 
algorithm and hence reduce the length of these corrections, Kalman filtering is 
used. We have adapted the implementation suggested by 
Hazas (2013) to C++ and real time operation. As a result, a significant 
improvement in the trajectory 
Furthermore, an additional improvement to this implementation of the Kalman 
filter, has been developed during th
Selective Reset (CESR) 
estimated trajectory of the foot even smoother. 
in the estimated trajectory due to these three algorithms.
Figure 27: Trajectories estimated by the basic 
CESR improves the original algorithm in several aspects:








Fischer, Sukumar & 
is obtained. 
e thesis. It is known as Covariance Error 
(E. de la Rubia & Diaz-Estrella, 2013) and
Figure 27 shows the differences 
 
algorithm (left), Fischer et al. 
and CESR (right) 
 






and they are 
The ZUPT 








 Travelled distance estimation.
All these improvements achieve statistical significance
Figure 28: Results from the statistical study t
(Fischer et al., 2013) and 
4.4.2. Point of View Gait Pattern (M2)
At this point, feet can be tracked using an 
for real time operation. It is time to go ahead 
measure the way the head moves while walking. This is getting the gait pattern 
for the point of view. Using this pattern, it will be possible to apply oscillating 
movements to the point on view in virtual environments.
To this end, a user study is conducted. The 
from Natural Point is employed 
of the head (Figure 29).  
Figure 29: Setup of the o
During the test, 11 participants walk following a 


























hat compares the original algorithm
CESR technique (E. de la Rubia & Diaz-Estrella, 2013)
 
accurate algorithm that is suitable 
in this research project and 
 
Optitrack motion capture system 
in a clear laboratory to measure the movements 
ptical motion capture system to perform the user study 
straight path between two 
































p < 0.001 
 Arena from Natural Point. The users have to wear a specific suit where optical 
marks are placed on (Figure 
Figure 30: Structures that mark the limits of the straight path (left). Employed software: 
Arena from Natural Point and ISA (middle). Motion capture suit (
During the test, inertial data is also collected. The analysis of this data
beyond the scope of the thesis but it is part of its future work as relating inertial 
estimation for the head and feet to the measures provided by Optitrack can lead 
to very useful studies. To this end, users carry inertial sensors on the right shoe 
and on the cap (Figure 
Figure 31: Inertial sensors placed on the right shoe and on the cap
According to the criteria
cycle begins when the contact of the left foot with the floor starts. In this way, 
50% of the gait cycle corresponds to the moment when the contact of the right 
foot with the floor begins.
Figure 32 shows the vertical and lateral oscillation of the head 
participant versus the 





 of Hirasaki, Moore, Raphan, & Cohen (
 









1999) the gait 
for the 11th 






Figure 32: Vertical (green) and lateral (red) oscillation of the head during gait cycle. 
Participant 11th 
Figure 33 shows the computed averages for each participant and the global 
average (thick line). This global average is the gait pattern that will be used to 
simulate the oscillating movements of the head in the virtual environment. 
 
Figure 33: Vertical (green) and lateral (red) average oscillation of the head for each 
participant during gait cycle  
These results are consistent with previous studies reported in the literature 
(Hirasaki et al., 1999; Huynh, Sarmento, Roemmich, & Hass, 2013; Waters, 
Morris, & Perry, 1973; Cappozzo, 1981). 
 4.4.3. Percentage 
To apply the gait pattern in the real walking system, it is necessary to derive 
the percentage of the 
this end, the signals plotted in 
foot (signals 1 and 2) are added. The result is the oscillating signal labeled with 
3. Applying the algorithm that is detailed in the thesis document, the percentage 
of the step (signal 4) and 
Figure 34: Estimation of the percentage of the gait cycle using ISA
The algorithm is able to adapt its 
length and rhythm. Figure 
and the estimated gait cycle (signal 5).
Figure 35: Estimation of the percentage of the gait 
Thesis Extended Abstract
Detector of the Gait Cycle (M2)
gait cycle from the inertial signals captured on the feet. To 
Figure 34 are considered. The pitch angle of 
the gait cycle (signal 5) are estimated. 
results properly to changes in the stride 
35 shows an irregular sequence of steps (signal 2) 
 














4.4.4. Point of View Position Estimation 
To derive the position of the head from the estimations of the tracking 
algorithm for the feet, is not a simple task. 
it is split up into several problems 
 To estimate the position and the orientation o
inertial data collected from the feet.
 To make uniform 
 To apply the head 
 To synchronize the yaw angles for the head and the body
4.4.4.1. To Estimate the 
Using the Inertial data 
The magnetic field of the earth is very weak and is affected by significant 
distortion indoors. Thus magnetometers measures are usually discarded in these 
cases. This fact leads to drift errors in the yaw angle.
The simplest approach to estimate the position of the body from the position 
of the feet is to compute their average. But this solution does not
as a zigzag trajectory is obtained after few minutes of operation . 
Figure 36: Trajectory of the left foot 
amplified on purpose (left). 







In order to accomplish this challenge
that are treated in the subsections below.
f the body using the 
 
the velocity of the point of view. 
gait pattern while walking. 
. 
Position and the Orientation of the 
Collected from the Feet 
 
 work properly 
 
in which the drift error in the yaw angle has been 







 To start dealing with this problem, it is necessary to apply relative increments 
of the yaw angle and positions as illustrated in 
 
 
Figure 37: How to apply relative increments of position and orientation (L1, L2) to the point 
This approach prevents the zigzag effect to grow over the time. But part of the 
zigzag effect still persists (


























Figure 40 left). This is due to a couple of factors that 
). 
 



























Therefore to compensate the 
during a calibration phase 







Figure 39: Initial calibration process to estimate toe out angles and sensor 
The differences between applying or not these compensation angles in the 
trajectory is shown in Figure 
Figure 40: Estimated trajectory without (left) and with (right) angle compensation
As a result a straight path is obtained but some deviation still remains in the 
trajectory (Figure 41). 
 
zigzag effect, these angles have to be estimated 













The deviation pattern is similar to that presented in 
confirmed by the optical traces (
Figure 42: Top view of the registered trajectories of the two marks placed on each foot (red 
To overcome this issue, 
advanced in the body direction according to the travelled distan
the feet tracking algorithms (
procedure is applied. 
Figure 43: Improvement 
Deviation Pattern
Thesis Extended Abstract
41: Detail of deviations in the trajectory 
Figure 
Figure 42). 
left foot, blue right foot) during 5 steps 
forward steps are detected and the point of view is 
ce provided by 
Figure 43). For back and side steps the general 














4.4.4.2. To Make Uniform 
According to previous studies 
the optical traces, the velocity of the head is 
oscillation added. The amplitude of this oscillation is 
mean velocity. However, 
presented in previous sections are applied, is far from being constant
signal row 1, Figure 44). This is due to the fact 
at 0, 50 and 100% of the gait cycle while at 25 and 75% one foot travels tw
faster than the head. 
Figure 44: Improvement in trajectory when forward steps are optimized
Ideally, the system should be able to compute the average of the 
(row 1) without increasing the latency of the system.
developed during the thesis, th
third row replicates the green one for comparison purposes and the yellow signal 
of the third row, is the computed estimation of this average. The techn
not increase the latency of the system at all and it 
document. 
4.4.4.3. To Apply the 
At this point, all the elements to apply the gait pattern are available: Current 
percentage of the gait cyc
pattern curves based on the percentage of the gait cycle. 
 
the Velocity of the Point of View 
(Waters et al., 1973) and also to the analysis of 
approximately constant with a small 
approximately the 5% of the 
the velocity obtained for the body when the techniques 
that both feet are nearly stopped 
green 
 Applying a technique 
is is nearly achieved. The light red signal of the 
is detailed in the 
Head Gait Pattern while Walking 










 Figure 45 shows a sample trace 
noticed.  
Figure 45: Example of rectangular path 
4.4.4.4. Synchroniz
The system considers
But due to the drift errors that affect inertial sensors indoors, after few minutes of 
operation, the user could, for instance, move to the left when he wants to go 
forward. To solve this problem an ad
shoulder (body sensor M4). The magnetometer data from this sensor together 
with that from the head, are affected by the distortion of the magnetic field of the 
earth in the same way
to synchronize the directions within a narrow range of 4 degrees (
Figure 46: 
To cope with misalignment issues from the sensors
must be carried out anytime the system is placed on the user.
look forward and complete a 360º 
are sampled (Figure 47
Thesis Extended Abstract
in which the effect of the gait pattern can be 
in which gait pattern is: Not applied (left) / applied 
(right) 
ation of Yaw Angles (Head and Body
 the direction of the body and the head independently. 
ditional inertial sensor is placed on the 
 approximately. Therefore, their values can 
Figure 
 
Synchronization range for head and body directions
, a calibration process 
 The user has to 


















Figure 47: Sensor misalignment calibration process  
All the modules from Figure 25 but M5, M6, M7, M8 and M9 has been 
presented. M5 integrates the estimated position of the head with the measured 
orientation from M6. M7 is related to hand tracking is treated later. M8 is Orion 
SDK. It exposes the tracking capabilities of the D and E prototypes. Finally, M9 
is a graphics engine that can be used to render the virtual environment. 
4.5. E Prototype: Hand Interaction (P4 and P5) 
The module M7 of the proposed system is implemented in the E prototype. As 
inertial foot tracking provides excellent results, a hand tracking prototype is 
developed as a proof of concept using the same implementation of the Kalman 
Filter (Fischer et al., 2013). 
In this case, the detection of zero-velocity periods to apply ZUPT becomes an 
issue. This is due to the fact that the foot changes continuously its orientation 
during its movement. Thus, zero-velocity periods can be derived through a 
simple threshold detection. That is the case of the original algorithm from 
(Fischer et al., 2013). 
Nevertheless, the hand can move without changing its orientation. Therefore 
another zero velocity detector must be used. To overcome this problem, the 
Stance Hypothesis Optimal Detector is applied (Skog, Nilsson, & Händel, 
2010). However, it is not possible to distinguish between zero and constant 
velocity periods. Therefore, errors can be expected from every zero velocity 
detector. 
Several kind of hands movements are considered to determine if the CESR is 
suitable for inertial hand tracking use (Figure 48).  
 Figure 48: Hand movements considered to study 
Different configurations
movements. As a result, 
improvement is not as significant as it was in the foot tracking case.
that this is due to the fact that in the 
that can be performed is much wider than in the case of the feet. 
Overall, the behaviour
observed in Figure 48
several times. 
Figure 49: Track of hand movements between the corners of a laptop
However, the tracking is affected by a significant drif
problem, movements should last less than 2 seconds and the hand has to return 
to a known position from time to time in order to control the drift error.
4.6. Pilot Studies with Users
D and E prototypes pass the preliminary evalua
for details) and as a previous 
tested through a pilot study P6.
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if CESR is suitable for hand tracking
 are applied to simulate over 300 millions of hand 
CESR improves the tracking algorithm but 
case of the hands, the variety of movements 
 
 of the tracking algorithm is good enough
. The hand is moved between the corners of a laptop 
t error. To deal with this 
 (P6) 
tion P5 (see thesis document 








 We think 








The sections below, follow the structure presented in 
treated in ascendant order. The reader is free to skip some sections to read all 
those from one experiment together. The same could be applied to the other 
experiment later. 
4.6.1. Real Walking Test: D Prototype
To evaluate the D prototype 16 participants take part in the test and use the 
system within a clear warehouse
Figure 50: Clear warehouse 
Using the Orion SDK, the D prototype is integrated in the virtual environment 
shown in Figure 51.  
Figure 51: Virtual environment used during the pilot study. It has been created by OculusVR
The users have to complete a challenging path three times
have to pass very close 
what extend the users are able to control the system.
 
Figure 3 so phases are 
 (P6.1) 
 (Figure 50). 
in which the pilot study takes place 
 (Figure 







 Figure 52: Path that th
Figure 53 shows an image that corresponds to the pilot test.
Figure 53: User is about to pass between the chairs to complete the way back to the 
During the test, some participants find difficult to keep the balance
slowly. However, others are able to walk in a normal way. 
system with 7.25 over 
Conclusions and collected data will be very useful to improve the system and 
will help to design the real walking experiment that will be presented later.
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 There is a video available on YouTube. 
using Oculus Rift and the Tuscany demo
 (https://www.youtube.com/watch?v=Nra8s4LLirs
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Participants rate the 
a 10 points scale.  
             
















4.6.2. Hand Interaction Test: E Prototype (
10 participants take part in the 
room. The dimension of its screen are 
surround audio system. Figure 
Figure 54: 3D projection room in which the pilot test takes place
To evaluate the hand tracking algorithm a videogame is developed 
55) using  C++, VSD SDK, shaders and 
Figure 55: The user is about to push the ball that the cannon has shot towards the boxes
The aim of the game is to bring down the stack of 
achieved in two different ways: Either using the hands to push the balls that the 
cannon shots or aiming the cannon directly to the boxes by turning the disc 
controls and shoot it by pressing a button.
During the test, most of the partic
using the two proposed methods. 
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pilot study that is performed in a 3D projection 
2.4x1.8m and it is equipped with a 
54 shows this room and the virtual environment.
 
 
Bullet Physics.  
boxes. This can be 
 
ipants are able to bring down the boxes 
However, it seems clear that users need time 













to learn about the way they have to move their hands. Slow movements are 
either considered zero velocity periods or distorted due to the weakness of the 
acceleration signal. Furthermore, it seems difficult to the participants to keep the 
hand still while a ball is coming. 
Results and collected data from the pilot study are valuable resources to 
improve the E prototype and design the experiment that will be treated later.    
4.7. Hypothesis Statement and Experimental 
Design (P7) 
4.7.1. Real Walking Experiment (P7.1) 
The overall aim of the real walking experiment is to validate the D prototype 
and the developed techniques that it includes. Specifically, the synchronization 
of Yaw Angles (4.4.4.4) is evaluated. To this end, two different navigation 
techniques are considered (Figure 56): 
 Decoupled Directions (DD): The system considers the direction of 
the head and the direction of the body independently. 
 Coupled Directions or Gaze Directed (GD): The system considers 
just one direction. Thus gaze direction is also the forward direction. 
 
 
Figure 56: Navigation techniques compared in the experiment 
Two groups of users are considered. Each group uses only one navigation 
technique (between subjects design). Each participant perform a navigation 















Table 1: Experimental conditions of the real
It is expected that the additional degree of freedom of DD makes a difference 
in performance for the navigation 
 
Figure 57: Expected performance for each task
To perform the experiment, a path will be defined and the users will have to 
complete laps in T1 and T2. Furthermore they will have to look for some objects 
during T2.  
Overall, the hypothesis to be studied are:
 HD1.-  DD group will complete more laps during task 
 HD2.- Deviation from ideal path will be hig
T2.  
The order of the task will be
collection. 
Several questionnaires will be employed: 
history, visual characteristics
 
Task 1  
Navigation 
Task 2  
Navigation + Exploration
 A B 
C D 
 walking experiment
and exploration task (Figure 57). 
 
 and navigation technique
 
T2. 
her in the GD group during 
 properly applied to counterbalance the data 
Demographic information and 
, cybersickness (Kennedy, Lane, Berbaum, & 












Lilienthal, 1993), presence (Witmer & Singer, 1998), usability and engagement8, 
general aspects. 
According to the power analysis (large effect sizes is assumed 0.4) (Cohen, 
1988) the minimum number of participant for to perform the experiment is 24. 
4.7.2. Hand Interaction Experiment (P7.2) 
The general purpose of the hand tracking experiment is to validate the 
prototype E and the techniques that it includes. It is also a proof of concept for 
inertial hand tracking.  
As specific objectives of the experiment, two devices and 2D/3D modes are 
compared. To this end a 2x2 within subjects factorial design is applied:  
 Device factor: Oculus Rift (OR) or 3D TV (TV).  
 Mode factor: 3D or 2D. 
The experimental design is summarized in Table 2.  
Single Group 





(OR) A B 
Television 
(TV) C D 
Table 2: Factors and experimental conditions of the hand interaction experiment 
The same videogame created to test the E prototype in the pilot study will be 
used during the experiment. Participants will press a button, wait until the ball 
that the cannon shots is close enough and then, push the ball towards the 
boxes. The aim is to bring down the stack of boxes as many times as possible. 
It is expected to obtain higher performance levels under 3D mode and OR 
conditions (Figure 58). 
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 The employed usability questionnaire is that used in the European project SATIN 
(Sound And Tangible Interfaces for Novel product design Project). In this project take 
part researches from the Human Factors Research Group of the University of 
Nottingham who also collaborate in the thesis. This questionnaire is selected because it 





Figure 58: Expected performance for each 
Experimental hypothesis are summarized below:
 HE1.- The number of 
conditions. 
 HE2.- The number of 
conditions. 
 HE3.- The dispersion of the depth coordinate of the positions where 
the balls are pushed
 HE4.- The dispersion of the depth coordinate of the positions where 
the balls are pushed in successful hits
 HE5.- Higher levels of presence will be achieved under OR conditions. 
The order of the experimental conditions 
counterbalance the data collection (
Forzano, 2011). 
The questionnaires from the real walking experiment are adapted and 
provided to the participants: 
characteristics, cybersickness 
Singer, 1998), usability and engagement, general aspects.
A power analysis is also applied (large 
1988) and the minimum number of participant required






successful hits will be higher 
successful hits will be higher under 
 in successful hits, will be lower in 3D conditions.
, will be lower in OR conditions.
will be properly applied to 
ABCB, BDAC, CADB, DCBA) (Gravetter & 
Demographic information and history
(Kennedy et al., 1993), presence 
 
effect sizes is assumed 0.4) 
 to perform












 4.8. Experiments (P8)
4.8.1. Real Walking Experiment (
The virtual environment created by Oculus VR is modified to perform the 
experiment. The stairs and some furniture are removed to obtain a clear space 
that maximizes the available 
Figure 59: Virtual scene created by Oculus VR after being modified to 
The path that the participants must follow is defined by four chairs. They must 
go straight from one chai
Figure 60
To include exploration in T2, 
look for balloons that can appear through any window




area (Figure 59). 
perform
experiment 
r to ne next (Figure 60). 
 
: Path that the users follow during the experiment
participants have to walk without stopping and  
 (Figure 61). 













The experiment is performed in a TV studio from the University of Nottingham 
(Figure 62). 
Figure 62: TV studio in the University of Nottingham where the experiment is performed
Some marks are placed on the floor and the sessions of the experiment are 
recorded in video to study the accuracy 
participants (Figure 63). 
Figure 63: Marks placed on the floor to study the accuracy of the tracking system
Ethics approval is obtained from 
of Nottingham before starting the experiment. 
generously in the experiment. 5 left because they 
cybersickness symptoms and 24 complete the experiment. Thus the number o
participants suggested by the power analysis is matched.
Figure 64 correspond to the task T2.
 
of the system and the behavior of the 
 
the Faculty of Engineering of the University 
29 participants take part 
were affected by 







 Figure 64: 
Three trials are completed per task and each one lasts 90 seconds.
4.8.2. Hand Interaction Experiment (
The videogame developed to test the E prototype in the pilot study is also 
employed to perform the hand interact
to adapt the environment to the experiment (
holographic appearance so balls will not bounce on it; can
ways and it hides after shooting. 
Figure 65: Video game developed to test the E prototype after being adapted to the 
The experiment is performed in facilities of the Human Factors Research 
Group from the University of Nottingham (
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 There is a video available on YouTube. 
Navigation + Exploration (Decoupled Directions)
 (https://www.youtube.com/watch?v=p89TcvoPnwo
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Performing the navigation and exploration task (T2
P8.2) 
ion experiment. Few changes are applied 
Figure 65): Panel has an 





             















Figure 66: Laboratory in which the experiment takes place (Human Factors Research 
Ethics approval is also obtained from the Faculty of Engineering of the 
University of Nottingham before starting the experiment. 
20 participants take part 
participants suggested by the power analysis i
The Images shown in 
Figure 67: Performing
Three trials are completed per experimental condition and each one lasts 90 
seconds. 
4.9. Analysis of Results
4.9.1. Analysis of Results
Collected data is analyzed using a
mean values. As expected, there are no significant differences between DD and 
GD groups in the navigation task (
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generously in the experiment. Thus the 
s exceeded by 4. 
Figure 67 correspond to the experimental condition C.
 the task under the C experimental condition (3DTV) 
 (P9) 
: Real Walking (P9.1) 
n independent samples t-test to 
Figure 68). 









 Figure 68: Number of completed laps and deviation from ideal path during the navigation 
Deviation from ideal path is slightly higher in DD condition due to 
synchronization errors 
laps is completed in both cases.
The trajectories from DD and GD gro
Figure 69. 
Figure 69: Example of trajectories during the navigation task T1: DD (left), GD (right)
Regarding the task T2
expected, but the difference 
The total numbers of completed laps are
respectively (t(22)=0.83, p=0.41
On the other hand, the deviation from ideal path is higher in the GD group as 
expected, and the difference achieves statistical significance (
mean deviations are 














of yaw angles (4.4.4.4). Even so, the same number of 
 
ups during T1 can be compared in 
, the number of laps is higher in the DD group as 
does not achieve statistical significance (
 10 and 10.59 in GD and DD groups 
). Thus, the hypothesis HD1 is not verified.
Figure 
48 and 29cm in GD and DD groups respectively 












Trial 1 Trial 2 Trial 3

















Figure 70: Number of completed laps and deviation from ideal path during the navigation 
The analysis of the trajectories provides an explanation for
result related to HD1. Due to the way that the 
participants tend to complete shorter laps (
laps is higher in the DD group but statistical significance is not achieved.
Figure 71: Example of trajectories during the navigation 
Cybersickness levels are higher under DD 
DD and GD does not achieve statistical significance in any of the three 
in which they are measured during the experiment (























and exploration task (T2) 
 the unexpected 
GD directed behaves, some 
Figure 71). Even so, the number of 
and exploration task: 
(right) 















Trial 1 Trial 2 Trial 3 Mean
T2: Deviation from Ideal Path (m)












 In any case, the experimental condition that achieves the highest 
cybersickness level is T2 DD. Its mean value is 
the maximum score of the questionnaire
The mean values of the reported 
65 and 68% of the questionnaire
does not achieve statistical significance 
Figure 73: Reported levels of presence from GD and DD groups
The mean values of the 
66.5% of the questionnaire range respectively (
not achieve statistical 
Figure 
Regarding the general aspects questionnaire, 
score of 7.3 in a 0-10 points scale. 
100% of the participants 
expressions like: Yes!,
Thesis Extended Abstract
210.3 that represents the 10% of 
. 
presence levels for GD and DD groups are 
 range respectively (Figure 73). This difference 
(t(22)=0.906, p=0.375). 
   
usability records for GD and DD groups are 64.5 and 
Figure 74). This difference does 
significance (t(22)=0.671, p=0.509). 
 
74: Usability scores from GD and DD groups (%) 
the system obtain
 
recommend the experience. Some of them use 


























s an global 





Among the negative aspects can be found latency problems of the D 
prototype, inaccuracy of the tracking system, low resolution of the HMD, 
cybersickness and drift errors. Some of this comments are reproduced literally 
below. 
 The slight display lag caused problems balancing sometimes. 
 I felt tired of the imaged (visual fatigue). 
 The slight delay of the movements in the virtual environment. 
 Dizziness caused when moving the head too much. 
 It was really hard to keep the balance of the body. 
 Drift. Sickness (at the beginning). 
 Gaps between pixels could be seen. 
 There were delays between the movements and the visual. 
 I felt a bit dizzy. 
 The slight lag that occurred sometimes and small distortions could be very 
unbalancing. 
 Drift from walking while looking around (GD). 
 The delay in the image vs. movement made me feel sick. 
 I could see the pixels on the image but it really did not have an impact on my 
performance. 
The reported positives aspects are related to the high levels of immersion 
achieved, the behavior of the tracking system and ergonomic characteristics of 
the D prototype. Some of these comments are literally replicated below. 
 The system was very responsive to my movements. 
 It is a fantastic experience. Very immersive. 
 I did feel as I was there. 
 The experience felt quite immersive and I could feel that I was starting to 
engage emotionally with the environment and having very positive feeling 
about it. 
 I found the system is really impressive.  
 Visual and audio make me feel I was in the virtual world. 
 Very (and surprisingly) realistic virtual world that was very responsive to my 
movements. 
 Good tracking ability, not noticeable when wearing. 
 Couldn't really feel the equipment I was wearing. 




 The freedom of movements I had in the virtual world. 
 I felt I was in another world. 
 In the first configuration (T1, GD), visual display and the behavior of the 
system is more of what I expected to see in the real world. 
 I liked the freedom of movements over large distances. 
Some of the additional comments about the experience or the system are 
copied below. 
 It is a very interesting experience, not at all uncomfortable. A bit more 
interaction will be fun. 
 The system is very interesting to use. I understand it is still under 
development but it seems to hold a lot of potential. 
 It would be great if the user could interact with the virtual environment more. 
 I really enjoyed using the system. 
 A natural reaction was to touch objects or just to see hands or feet for 
reassurance. This would be a great next step. 
 Really great experience and I am glad I had the chance to participate. 
 It would be great to see my hand/feet in the virtual environment.  
 A very interesting experience and lots of fun!. 
Several participants suggest that the experience would be much better if the 
virtual hands and feet were present in the virtual environment. 
Some participants seem very excited when they start to use the system in the 
adaptation phase ("This is awesome", "It's better than I thought"). Some of them 
ask permission to walk through the virtual wall. Others try to make back and side 
steps, run and even jump. 
We highly value results of the experiment. The initial specification and 
objectives of the system are met. Very positive feedback is obtained for the D 
prototype. Furthermore, the derived conclusions and the collected data are 








4.9.2. Analysis of Results
The collected data is processed applying a f
repeated measures. Paired
cybersickness and reported presence.
Figure 75 shows the mean number of 
experimental condition. No statistical significance is found in the device factor 
(F(1,19)=3,21, p=0,089) 
Interaction between factors is not conclusive either (F(1,19)=15,75, p=0,225).
Figure 75
Thus, the hypothesis HE1 and HE2 are not verified 
from achieving statistical significance.
Figure 76 shows the dispersion of the depth coordinate of the positions where 
the balls are pushed in successful hits.
mode factor (F(1,19)=0,985, p=0,333
(F(1,19)=0,441, p=0,515
(F(1,19)=23,092, p < 0,001)









: Hand Interaction (P9.2) 
actorial ANOVA analysis for 
 samples t-test is used to compare the mean levels of 
 
successful hits per
neither in the mode one (F(1,19)=0,021, p=0,887).
 
: Number of hits per experimental condition  
although, HE2 is not far 
 
 No statistical significance is found in the 
) neither in the interaction between factors 
). But it is clearly achieved in the device factor 
. Thus, HE4 is verified although HE3 is not.
 
(m) of the positions where the balls are 
pushed in successful hits 
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 Figure 77 shows the spatial distribution of the 
(hand-ball) that bring down the stack of boxes. Parallel patterns are due to the 
use of 4 different types of shots from the can
Figure 77: 
Overall, the hypothesis 
or are not far from being verified while 
(HE1 and HE3) are not verified.
We think that this fact could be related with an interesting observation
the experiment. Just 4 from 20 participant
difference of 2D-3D conditions.
clues that the brain uses to 
al., 2011).  
There are monocular clues present in all the experimental conditions, 
example parallax movement, size of the ball, the shadows. These clues are also 
present in most videogames and 
good enough depth estimations under similar conditions to those employed in 
this experiment. 
Cybersickness levels are higher 
the difference does not achieve statistical significance (
The mean value reported after the experiment is 67 
the maximum score of the questionnaire.
                  OR3D                                  
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successful contact points 
non. 
 
Contact points that bring down the stack of boxes
related to the device factor (HE2 and HE4) are verified 
hypothesis related to the mode factor 
 
s were able to realize about the 
 In fact, stereoscopic vision is just one of the 
create the depth perception for an object 
according with the results, they could lead to 
at the end of the experiment (
t(19)=1,61, p=0,122,
that represents the 3.2% of 
 







 (Fuchs et 
for 
Figure 78) but 
). 





Figure 78: Reported cybersickness levels 
The reported presence
statistically significant (t(19)=4,1, p<0,001)
(Figure 79). 
Figure 79: Reported presence under TV and OR experimental conditions (%)
The OR device obtains 
usability questionnaire 
significance (t(19) = 2,177;  p = 0,04
Figure 80: Scores of the usability questionnaire 
 
 
at the beginning and end of the experiment
 is higher under OR conditions and this difference is 
. Thus hypothesis HE5 is verified 
 
higher score (66.4%) than the TV (63.9%) 
(Figure 80). This difference achieves statistical 
2). 
 







































 The reported difficulty
condition is reported as the easiest configuration as suggested by hypothesis 
HE1 and HE2. However, statistical significance is not achieved in either the 
device factor (F(1,19)=1,692, p=0,209)
Interaction between factor is not 
Figure 81
Figure 82 shows the 
under each experimental condition. 85% of them, prefer the OR.
value is obtained by the OR2D (7.55). It is followed by OR3D 
and TV2D (4.8). Statistical significance is clearly achieved in the device factor 
(F(1,19) = 49.41, p < 0.001). No 
factor (F(1,19)=0,056, p=0,815) 
(F(1,19)=15,49, p=0,228).
Figure 82: Overal
The hand tracking quality
value is 5.95 over a 10 points scale. The 75% of the participants approve the 
hand tracking behavior with a mean of 6.94 points.
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 is shown in Figure 81. The OR3D experimental 
 or the mode (F(1,19) = 0,958, p = 0,340)
significant either (F(1,19)=1,275, p=0,273).
 
: Reported difficulty per experimental condition 
overall qualification that the participants give to
(7.3
significant results are obtained for the mode 
neither the interaction between factors 
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19 from 20 participants recommends the experience. Some of them use 
expressions like: It was fun!, totally or definitely yes!. 
As the negative aspects are reported the difficulty of the task, the behavior of 
the tracking and ergonomic issues. Some of these comments are literally 
reproduced below 
 Still contained within the TV screen so very aware of edge of screen. 
 Unpredictable response from hand movement. 
 I still had some problems pressing the button. 
 Pixelated display. 
 The headset was uncomfortable. 
 The tracker was difficult to get used to. 
 Difficulty in controlling fast balls. 
 Still hard to judge how balls would respond to my hand. 
 Sometimes a time delay in the configuration. 
As positive aspects are highlighted the levels of engagement, enjoyment, 
immersion and realism. Some of these comments are literally replicated below. 
 Felt immersed in the system: The movement of my hands on the screen felt 
natural.  
 Real sight environment comes from the visual system. 
 It was enjoyable. I felt more confident using the system due to practice effect. 
 Head set was much easier to use than the TV. 
 Felt part of the virtual experience, forgot what was around me. 
 I prefer the HMD because I was not aware of any display. 
 HMD was great. Ball was in a good speed + distance to me.  
 Response hitting the green buttons. Response hitting the ball. 
Immersiveness. 
 I felt totally involved on the environment. The environment was full of 
possibilities that I wanted to explore. 
 
Some of the additional comments about the experience or the system are 
copied below. 
 I really liked the system. It was very immersive and I would definitely used it 
again. 




 I enjoyed it :) 
 Fun! 
 It was really good and I enjoyed it a lot. Thank you. 
 Headset was uncomfortable. 
 Awesome! 
 Cannot wait for this to be implemented on home gaming. 
It is worth highlighting that OR clearly overcomes the TV conditions. OR 
achieves higher levels of presence, obtains better score in the usability 
questionnaire, leads to more accurate hits as it reduces the dispersion of the 
depth coordinate, is the preferred by the 85% of the participants and without 
achieving statistical significance, is reported as the device that makes the task 
easier and obtains the higher number of successful hits.  
The experiment demonstrates that despite its limitations, the tracking system 
developed in the E prototype is able to provide engaging experiences. We highly 
value the obtained results. The derived conclusions and the collected data will 
make possible to improve the inertial hand tracking and will be the starting point 
to arrange new studies. 
4.10. System Validation (P10) 
The objective that motivates the thesis was stated early in this document:  
To design, develop and evaluate a experimental platform to accomplish 
new immersive Virtual Reality studies using natural interaction and a 
minimum set of inertial sensors. 
To overcome this challenge, a set of specifications and design 
recommendations are considered (Figure 2). After creating several prototypes, a 
system to achieve this challenge is proposed and due to the limited availability of 
inertial sensors, it is split up into two prototypes that are evaluated through user 
experiments. 
According to the results of these experiments, we consider that both 
prototypes and hence the system, are validated. Some reasons to support this 
idea are stated below. 





At first, the developed system fulfill all the initial specifications. The 
usability scores are positives and clearly above the middle value of the scale 
(66.4% and 66.5%). As an approximate reference, the 68% of the SUS (System 
Usability Scale) (Brooke, 1996) can be considered. This value comes from the 
mean of scores obtained in 500 studies (Sauro, 2011) and it is considered as the 
score of an average system. 
The score obtained by the D and E prototypes is just 1.55% below this value. 
As we are comparing two different questionnaires, no conclusions can be 
derived from this fact but on the other hand, both questionnaires are similar and 
this is can be considered as a hint that the proposed system is good enough. 
Furthermore, the presence level achieved by the prototypes (62 and 68%) 
are also above the middle point of the scale. In addition, integrating real walking 
and hand interaction in a single system, could lead to much better virtual 
experiences and therefore, a significant increase in presence levels could be 
expected. These results give an idea about the real potential of the system. 
Finally, it is extremely pleasant to observe the reactions of participants as 
they enjoy the system during the experiments. Their positive feedback together 
with the fact that 43 from 44 participants recommend the experience, are 
among the main reasons that contribute to validate the system. 
4.11. Thesis Outcomes 
A number of outcomes are derived from the thesis. They all are summarized 
in Figure 3.  
Software Tools (O1) 
The initial outcomes from the thesis are the research tools. VSD together with 
its SDK (O1.1) (E. de la Rubia & Diaz-Estrella, 2012b) and ISA (O1.2) (E. de la 
Rubia & Diaz-Estrella, 2013a) are presented in conferences. In addition, these 
tools are available through the web site of the Orion Project (E. de la Rubia & 
Diaz-Estrella, 2014b). 




Furthermore, Orion SDK (O1.3) is expected to lead to a scientific publication 
soon. 
Publication of Preliminary Results and Developed Techniques (O2) 
Partial results and developed techniques are also of interest for the research 
community. The work carried out with the A prototype is presented in an 
international conference (O2.1) (E. de la Rubia & Diaz-Estrella, 2012a). The 
CESR technique optimized to estimate 3D trajectories (O2.2) is published in a 
scientific journal (E. de la Rubia & Diaz-Estrella, 2013). 
According to the preliminary results, it is also expected to publish a 2D variant 
of the CESR method (O2.3) as well as the techniques implemented in D and E 
prototypes (O2.4 and O2.5).  
Experiments (O3 and O4) 
In a similar way, the results and conclusions derived from the real walking and 
inertial hand tracking experiments, are expected to be published in scientific 
journals (O3 and O4). 
Experimental Platform (O5) 
An obvious outcome from the thesis is the experimental platform itself (O5). 
This platform is a general purpose virtual reality system that can lead to a large 
number of real walking and hand interaction studies. 
General Publications (O6) 
The idea that motivates the thesis and the Orion project is published in a book 
chapter (O6.1) (E. de la Rubia & Diaz-Estrella, 2013b). 
A paper that reflects the approach of the thesis and the initial outcomes has 
recently been accepted to be presented in a conference (O6.2) (E. de la Rubia & 
Diaz-Estrella, 2014a). 
Web Resources (O7) 
Aside of the tools mentioned above, in the website of the Orion project (E. de 
la Rubia & Diaz-Estrella, 2014b) can be found useful resources for the research 





community as, source code, C++ and Matlab code of the CESR technique, data 
traces, graphic documentation and videos from the developed prototypes. 
5. Conclusions  
During the course of the research project associated with the thesis, a 
wireless experimental platform to accomplish new immersive Virtual Reality 
studies using natural interaction and a minimum set of inertial sensors, is 
designed, developed and evaluated. To this end, methodology from the HCI field 
has been applied. To be specific, laboratory experiment has been performed as 
well as applied research. 
As a previous step to the development of prototypes, several research tools 
are created: VSD designs interactive virtual environments, VSD SDK makes 
possible to include these interactive environments in specific applications and 
ISA assists in the development process of inertial tracking algorithms for feet 
and hands. 
Another tool is developed at the end of the thesis, to integrate the 
experimental platform into graphics engines so real waking and inertial hand 
interaction can be easily employed in videogames and 3D environments (Orion 
SDK). 
Using these research tools, 5 prototypes are developed. 3 of them 
implement real walking and do not pass the preliminary tests. However, the 
conclusions derived from their development, lead to design the system that at 
the end, will be the target platform. 
Due to the lack of inertial sensors, the experimental platform is implemented 
and evaluated through two prototypes. One of them implements real walking and 
the other one, hand interaction. 
The development of these prototypes, lead to a number of techniques that are 
of interest themselves to the research community: Improvement in inertial foot 
tracking (CESR) (E. de la Rubia & Diaz-Estrella, 2013), how to estimate the 
position of the body from the movement of the feet, to calculate the percentage 




of the gait cycle, to obtain and apply the head gait pattern while walking, to make 
uniform the velocity of the point of view, to synchronize the yaw angles for the 
head and the body, retroactive processing, detection of zero velocity instants. 
Both prototypes are evaluated through pilot tests. The design of the 
experiments is based on the results of these pilot tests. This experimental design 
as well as the experiments themselves, are performed in the University of 
Nottingham in collaboration with experts in usability and Virtual Reality from the 
Human Factors Research Group. 
The first experiment validates the real walking prototype and the technique 
that synchronizes the yaw angles for the head and the body to control the drift 
errors in these yaw angles. 
In the second experiment the hand tracking prototype that has been 
developed during the thesis is evaluated. In addition, a 3D TV is compared to the 
HMD Oculus Rift. As a result, Oculus Rift has many benefits over the 3D TV: 
Level of presence, usability, accuracy, 85% of participants prefer it and without 
achieving the statistical significance, it is reported as the device that makes the 
task easier and it obtains the higher number of successful hits. The experiment 
also draws attention on the importance of monocular cues in the depth 
perception as no differences has been found between 2D and 3D functions 
modes. 
The developed system verifies the initial specifications. In addition, the results 
from both experiments support the validity of the experimental platform created 
during the thesis. Participants give a score of 66% in the usability questionnaire, 
the reported presence achieves the 65% and the system obtains an overall 
qualification of 7.4 in a 0 to 10 points scale. 
Furthermore, 97% of participants recommend the experience (43 of 44) 
and they report very positive comments about the system. The negative aspects 
together with the inertial data traces will contribute to improve the system. 
Regarding the results, the thesis leads to a number of outcomes: Publications 
in journal and international conferences, research tools, source code, data traces 





and the experimental platform that has been developed during the course of this 
research project. 
6. Future Work 
A large quantity of task has been accomplished during this research project. 
The number of possibilities to keep making progress in this line is also very high. 
Some of these possibilities are summarized below. 
Among the initial tasks to address, is using low cost sensors. Once the 
number of sensors is no longer a problem, the real walking and the hand 
interaction prototypes could be integrated. It would be interesting then, to 
measure how the presence levels increase due to the inclusion of hand 
interaction in the real walking system. 
Using the collected data traces and performing new tests, the tracking 
algorithms can be improved. 
A high priority task to undertake is the representation of the user's avatar in 
the virtual experience. To this end, inverse kinematic processing can be applied 
to the estimated position of feed and hands. 
It is also essential to develop an interaction paradigm that, taking into account 
the limitations of the system, could let the user to select, translate, rotate and 
unselect virtual objects during the virtual experience. 
The inertial sensor that is placed on the shoulder to synchronize the yaw 
angles for the head and the body, can also be employed to measure the tilt of 
the body through a 3D vector. This would include 2 additional degrees of 
freedom in the tracking system of the real walking prototype and it will make 
possible movements as look out onto a balcony. 
It would be very useful to employ a simple optical tracking system, which 
using just a single camera, would track roughly the position of the users through 
image processing. This approach will avoid the drift error of the system and 
could be used together with redirect walking techniques to optimize the 
physical space available. 




Including several users in the same virtual environment, would create a world 
of new possibilities of interaction and communication. It would be also a step 
toward the commercial exploitation of the platform. 
The project website (E. de la Rubia & Diaz-Estrella, 2014b) contains the 
outcomes referred above and will report all the progresses derived from the 
evolution of this thesis. 
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