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Topological phases of matter are considered the bedrock of novel quantum materials as well as ideal candi-
dates for quantum computers that possess robustness at the physical level. The robustness of the topological
phase at finite temperature or away from equilibrium is therefore a very desirable feature. Disorder can improve
the lifetime of the encoded topological qubits. Here we tackle the problem of the survival of the topological
phase as detected by topological entropy, after a sudden quantum quench. We introduce a method to study
analytically the time evolution of the system after a quantum quench and show that disorder in the couplings
of the Hamiltonian of the toric code and the resulting Anderson localization can make the topological entropy
resilient.
PACS numbers: 03.65.Ud, 03.67.Lx, 05.30.-d, 64.60.Cn
Introduction.— Novel quantum phases in many-body
systems that feature topological order are of extreme
importance in both condensed matter physics [1] and
in quantum information [2]. They possess gapped en-
ergy spectrum and robust ground-state degeneracy, which
is supposed to be a promising candidate of the self-
correcting quantum memory [3]. These novel quantum
phases can not be described by the Landau paradigm of
symmetry breaking and are not characterized by local
order parameters. Instead, they are characterized by a
long-range pattern of entanglement dubbed topological
entropy (TE) [4–7] that serves as nonlocal order parame-
ter [8].
In order to exploit topological order for realistic appli-
cations such as the robust quantum memory, the system
needs to be robust not only in the ground state degen-
eracy but must also feature robustness at both the dy-
namical level and at finite temperature [9–11]. Topo-
logically ordered systems in two and three dimensions
based on local Hamiltonians with commuting operators
are not stable both at finite temperature [11–14] or when
cast away from equilibrium [15, 16]. On the other hand,
both the topological phase and its self correcting quantum
memory are robust in four or greater spatial dimensions,
which, unfortunately, is not realistic for implementation
[3, 12, 17, 18]. The depletion of both topological entropy
and topological quantum memory is due to the diffusion
of defects that ultimately destroy both features, as they
are intimately connected, although not exactly the same
thing[11, 17, 19]. Several schemes have been proposed
to overcome these shortcomings, from the introduction
of long-range interactions between the excitations [20–
22], to models that feature membrane condensation [23]
together with the absence of string-like excitations [24],
and the introduction of localization through disordered
couplings [25–27], the latter showing that disorder can
increase the lifetime of quantum memory, also see [12]
for extended references.
In this paper, we study how disorder can improve the
resilience of topological order after a quantum quench.
To this end, we study the time evolution of TE in the toric
code with randomized couplings. While for the clean sys-
tem the TE will self-thermalize after the quantum quench
[16], we show that we can obtain a stable TE with a error
that can be made arbitrarily small by a disorder increas-
ing nearly with the square root of the system size.
Quantum quench and time evolution of TE.— We con-
sider the two-dimensional toric code model (TCM) intro-
duced by Kitaev [28] defined on a periodic M ×N rect-
angular lattice, with spins 1/2 on the bonds. The TCM
Hamiltonian is given by
HTC = −∑
s
As −∑
p
Bp (1)
where the star operators As ≡ ∏i∈s σxi and the plaque-
tte operators Bp ≡∏i∈p σzi are stabilizer operators which
belong to stars(s) and plaquettes (p) on the lattice con-
taining four spins each (see Fig. 1). The Hamiltonian is
exactly solvable since any two stabilizer operators com-
mute. So the ground space of the Hamiltonian is made
of simultaneous eigenstates of all stabilizer operators
with eigenvalue +1. Considering the global constrains∏sAs = ∏pBp = 1, one can see that the ground-state
manifoldL is fourfold degenerate. The logical operators
encoding the topological qubits are given by (W x1 ,W
z
1 )
and (W x2 ,W
z
2 ) where W
α
a is defined as W
α
a = ∏j∈γαa σαa
(α = x, z and a = 1,2) with each γαa a non-contractible
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FIG. 1. (Color online) Illustration of the square lattice with
physical spins living on the bonds in odd rows (black dots) and
even rows (white dots). The Examples of star (s), plaquete (p),
and the non-contractible path γαa (α = x, z and a = 1,2) are
shown.
string winding around the torus (see Fig. 1). By defining
the reference state ∣0⟩ = 1/√2NM−1∏s(1+As)∣ ⇑⟩, with∣ ⇑⟩ being the all spin-up state in the σz basis, a generic
state in the ground state manifold can be expressed as∣ξ⟩ = ∑1i,j=0 aij(W x1 )i(W x2 )j ∣0⟩ with ∑1i,j=0 a2ij = 1.
As the TCM system is gapped, the bipartite entangle-
ment in the ground state satisfies the area law for the
entanglement [30, 31]. However, there is a O(1) cor-
rection of topological origin [5] that can be extracted by
a clever linear combination of different entropies corre-
sponding to different subsystems [6, 7]. This topological
correction is a stable feature of the topological quantum
phase [8, 32]. Remarkably, the same linear combination
obtained by the Re´nyi entropies also serves as order pa-
rameter for the topological phase [33, 34] and it is eas-
ier to compute and experimentally accessible in principle
[35, 36], especially for the case of 2-Re´nyi entropy [37]:
SR2 = − log2 Tr[ρ2R], where P = Tr[ρ2R] is the purity of
the state reduced to the subsystem R, namely ρR.
One can directly calculate the von Neumann
entropy[4] and the 2-Re´nyi entropy [32, 34] for a simply
connected region R of an arbitrary state in ground-state
manifold of TCM to obtain SRvon = SR2 = LR − 1.
Here LR is the boundary length of the region R
while the sub-leading constant is topological en-
tropy characterizing the topological phase. Following
Ref.[7, 34], the topological Re´nyi entropy is defined as
STα = SABα + SBCα − SBα − SABCα , where the subsystem
A, B and C are illustrated in Fig.2. In the ground state of
TCM, we have ST2 = 2.
In order to explore the non-equilibrium time evolu-
tion of ST2 at zero temperature, we study the scenario
of the sudden quantum quench. We prepare the ini-
tial quantum memory as one ground state of TCM at
t=0: ∣Ψ(0)⟩ = 1/√2(1 +W x1 )∣0⟩ [38], then we suddenly
A
C
B B
R
r
rm
FIG. 2. (Color online) Illustration of the subsystems A,B and
C with extension R and thickness r. The number of lattice
points in horizontal direction is N = 200 in the evaluation of
the analytic result. The distance betweenA andC is rm and can
scale with the number of lattice points in the vertical direction,
M , while r = 2,R = 8 .
change the Hamiltonian to
H(J,λ)=−∑
s
JsAs−∑
p
JpBp−∑
i∈odd
rows
λzi σ
z
i −∑
j∈even
rows
λxj σ
x
j . (2)
Js and Jp are the stabilizer strengths depending on their
space positions, which is random in general. The exter-
nal fields are arranged in a special fashion (see Fig. 1).
Superimposing together the original lattice and the dual
lattice, we place the field in the z direction with magni-
tude of λzi on the odd rows (black dots) and the field in
the x direction with λxj on the even rows (white dots).
The wave function will undergo a unitary time evolution∣Ψ(t)⟩ = e−itH(J,λ)∣Ψ(0)⟩. Note that ∣Ψ(t)⟩ is always
in the sector of W x1 = 1 and W z2 = 1 [38]. The time-
dependent topological 2-Re´nyi entropy is given by
ST2 (t, J, λ) = log2 (PABC(t, J, λ)PB(t, J, λ)PAB(t, J, λ)PBC(t, J, λ)) (3)
and therefore the behavior of ST2 (t) is determined
by the purity for each subsystem, namely, PR(t) =
TrR [TrR¯ (e−iHt∣Ψ(0)⟩⟨Ψ(0)∣eiHt)]2.
The Hamiltonian Eq.(2) can be divided into two
mutual commutative parts H =H1 +H2, where H1 =−∑s JsAs − ∑i∈odd rows λzi σzi and H2 = −∑p JpBp −∑j∈even rows λxj σxj . We can map the stabilizer operators
to the effective spins living on the lattice and dual-lattice
sites, which means As ↦ τzs and Bp ↦ τzp . In this
spin ‘τ -picture’, the external fields σzi and σ
x
j flip their
two neighbour effective spins, thus σzi ↦ τxs τxs′ and
σxj ↦ τxp τxp′ , where i labels the bond between two neigh-
boring sites ⟨s, s′⟩ on the lattice while j labels the bond
3between ⟨p, p′⟩ on the dual-lattice. The corresponding
Hamiltonian of Eq.(2) in the ‘τ -picture’ is the sum of to-
tal 2M independent Ising chains with periodic boundary
conditions in either odd or even rows:
H˜(J,λ) = ∑
s∈odd
rows
(−Jsτzs − λz⟨s,s′⟩τxs τxs′)
+ ∑
s∈even
rows
(−Jpτzp − λz⟨p,p′⟩τxs τxs′) , (4)
In presence of random couplings Js, Jp, this model fea-
tures Anderson localization for the τ degrees of freedom,
which correspond to the anyonic excitations of the toric
code [28, 29]. Mapping into the ‘τ -picture’, the initial
state ∣Ψ(0)⟩↦ ∣Ψ˜(0)⟩ turns out to be the all spin-up state
and the time-evolution state ∣Ψ(t)⟩ ↦ ∣Ψ˜(t)⟩ results in
the tensor-product state of each rows.
Although in the τ -picture the state can be expressed as
the tensor product of the 2M rows, that does not imply
that the system is not entangled in two dimensions in the
original spin degrees of freedom, namely the σ-picture.
We employ the τ -picture as a tool to compute correlation
functions that enter in the computation of ST2 , as it was
shown in [16]. In the τ -picture, the formula for the purity
of any subsystem R reads as
P (t)=CP ∑
∂g˜∈∂G′
R
∑
g˜∈G′R
z˜∈ZR
∣⟨g˜∂g˜z˜⟩Φ1(t)∣2 ∑
h˜∈H′R
x˜∈X′R
∣⟨x˜∂x˜(∂g˜)h˜⟩Φ2(t)∣2
× ∑
∂g¯∈∂G′¯
R
(−1)∂g¯∂x¯(∂g¯)∩z˜h˜ (5)
In the above formula, Φ1(t) and Φ2(t) describe the
time evolution of the system in odd rows and even
rows respectively. The operators g˜, z˜, h˜, x˜, ∂g˜∂x˜(∂g˜)
and ∂g¯∂x¯(∂g¯) represent string operators in ‘τ -picture’
operating with the Pauli algebra in either subsystem A
or its complement. The definition of these operators is
detailed in the supplemental material. The phase factor
takes into account whether the two operators commute or
anti-commute. The constant CP is irrelevant when we
compute the ST2 by Substituting Eq.(5) into Eq.(3). As
one can see, the calculation requires all the knowledge of
the many-spin correlation functions in the summation. In
the supplemental material, one can find the details for the
calculation of all these correlation functions, even for the
disordered system. Through mapping to free fermions,
the calculation of correlation functions is mapped onto
the evaluation of a Pfaffian, which can be reduced to a
determinant whose maximal dimension is 2(R + 1) [39].
Only the evaluation of the Pfaffian has to be performed by
a computer. The complexity of the problem only resides
on the fact that Eq.(5) contains a number of correlation
functions that is exponential in (R+r), but each of these
correlation functions can be evaluated very efficiently.
Main result.— After this effort, one can obtain the
value of the purity Eq.(5) and the topological 2-Re´nyi en-
tropy Eq.(3). For the clean case, that is Js = Jp = 1 and
λs = λp ≠ 0, the system is integrable, and ST2 (t) vanishes
in long time evolution after a quantum quench therefore
reaching the value of thermal equilibrium [16]. At long
times, the encoded logical qubit will be lost. Moreover,
the Loschmidt echo ∣⟨Ψ(t)∣Ψ(0)⟩∣2 decays [16] together
with the effective magnetization in TCM [40].
We have mentioned that previous results [12] indicated
an improvement of the lifetime for the topological en-
coded qubit. Now we set out to show our main result,
that the dynamical localization of the anyons due to the
disorder in the couplings makes the TE resilient. As we
shall see, it is very important to see how disorder must
scale with the system size and with the amount of protec-
tion desired.
The coupling strengths Js = 1 + δJs and Jp = 1 + δJp
are randomized as δJs and δJp are uniformly distributed
in [−WJ ,WJ]. The external-field strengths are set to be
fixed λs = λp = 0.6. We set the system size as N = 200,
and the subsystem with extension R = 8 and thickness
r = 2. On the other hand, rm is made to scale and M
can be any number proportional to rm. Given a disor-
der strength WJ , the resulting TE as a function of time
ST2 (t) were averaged over 100 realizations of the disor-
der. A simplification (without loss of generality) is used
here, that each row has the same arrangement of stabilizer
strengths in every single realization, so to reduce the total
number of correlation functions to compute.
The results are displayed in Fig. 3, where we show
the time evolution of ST2 (2) for rm = 9, and different
disorder strengths WJ from 0 to 50 in interval of 5. We
can see that after a very short time the average ST2 (t)
tends to equilibrate with small fluctuations. As the disor-
der strengthWJ increases, the equilibrium value ST2 (t) is
closer to the initial value. The main message of the result
is that Anderson localization induced by the disordered
stabilizer strength makes the topological order resilient
after a quantum quench.
One here needs to be careful with the scaling of these
quantities with the system size. It turns out that the de-
pendence is on the size of the ‘hole’ rm in the way the
subsystem is partitioned. We define the quantity
∆ST2 ≡ ST2 (0) − lim
t→∞ST2 (t). (6)
indicating the drop of TE after infinite time. As rm in-
creases, this drop also increases, as it is shown in Fig.
4. However, we can see that as the disorder is increased,
one can make this drop arbitrarily small. To determine
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FIG. 3. (Color online) Illustration of ST2 (t) after a quantum
quench with different disorder strengths. The distance between
subsystem A and C is rm = 9. The 11 distinct curves from
bottom to to correspond to WJ equal to 0 (red curve), 5, 10, ⋯,
45, 50.
the behavior of ∆ST2 with large rm and disorder strength
WJ , we perform a scaling collapse with a scaling func-
tion taking the form
∆ST2 (rm,WJ) = g(rm)f(WJr−bm ), (7)
where b is the scaling parameters, and f is an undeter-
mined function. We choose g(rm) = 12∆ST2 (rm,WJ =
0). Numerical fitting shows that g(rm) satisfies a ex-
ponential function: g(rm) = 12(q0e−p0rm + a0), where
q0 = −2.73, p0 = 0.91, and a0 = 2. The inset to Fig.
3 shows the collapsed data and the obtained scaling pa-
rameter, where xrm = WJr−bm and yrm = ∆ST2 /g(rm).
The collapsed data shows that in order to keep TE un-
changed when rm increases, one needs to increase dis-
order strength grows as WJ ∼ rbm, where b = 0.48.
For xrm ≫ 1, the fitted function f takes the form
f(xrm) = 16.9/(x1.23rm + 7.23), which shows that one can
obtain an arbitrarily good protection of the TE by setting
∆ST2 (rm,WJ) <  and then scaling the disorder strength
with rbmh(), where h() = (16.9/− 7.23)0.81 from the
fitted funtion.
Conclusions and Outlook.— In this paper, we investi-
gated the resilience of the topological phase after a quan-
tum quench by means of dynamical localization induced
by disorder in the couplings of the Hamiltonian. We
use the topological entropy as a order parameter for the
phase. In the toric code with random couplings and a
special arrangement of the external fields, the system can
be cast in the form of free fermions, and disorder will in-
duce Anderson localization for the anyonic excitations of
the system. We have shown that the phase can be pro-
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FIG. 4. (Color online) ∆ST2 as a function of disorder strength
WJ with distinct rm. The inset gives the scaling collapse of the
data.
tected arbitrarily well at arbitrarily long times by scaling
the disorder strength with the square root of the system
size.
If we let the external fields in Eq.(2) take a more
general form, an interacting terms for the fermions ap-
pears. Thus strong disorder should give rise to many-
body localization (MBL) [41–45]. MBL features a very
slow dynamic and absence of thermalization at reason-
able times [46–48] and preserves initial information to
some extent. With low disorder, the system is supposed
to thermalize. However, if the interaction strength corre-
sponding to the external field is small enough, the local-
ization still trumps the propagation [49]. So it is possi-
ble that the protection of topological phase will hold for
small enough general external field. The competition of
the disorder strength in the stabilizer couplings and in-
teraction strength from external field leads to the MBL
phase transition. The crossover study on topological or-
der and MBL phase transition will be the scope of future
research.
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SUPPLEMENTAL MATERIAL
Definition of the operators in the purity formula
In this section we provide the definition of the groups
of string operators in the purity formula Eq.(5) in the
main text, namely ∂G′R, G′R, ZR, H ′R, X ′R and ∂G′¯R.
Considering the mapping from the physical spins, namely
‘σ-picture’, to the ‘τ -picture’ is isotropic in the Hilbert
space we concern, we will not distinguish the notations
in the two pictures. We first define the operators in the
‘σ-picture’, then map them to the ‘τ -picture’ for further
calculation [16].
Given a subsystem R, X ′R is the group generated by
the σx operators on the lattice bonds belonging to R (on
the even rows). G′R is formed by the products of star
operators, such that every element of the group acts only
on the subsystem R. For a compact lattice, One can also
define X ′¯
R
and G′¯
R
for the complement subsystem of R
in the same fashion. H ′R is formed by all the products
of plaquette operators which commute with any element
in group X ′¯
R
. ZR is generated by the σz operators on the
FIG. 5. (Color online) σx(σz) operators on the white (black)
dots generate the group X ′R (ZR) for subsystem R = AB
showed by the blue segments.
odd rows which commute with any element inG′¯
R
. As an
example, we show the generators of X ′R and ZR in Fig.
5 for the subsystem being AB, where each white (black)
dot represents a σx (σz) operator. So far, as the element
in each group, z˜ ∈ ZR, x˜ ∈ X ′R, g˜ ∈ G′R and h˜ ∈ H ′R are
well defined.
The definitions of ∂g˜∂x˜(∂g˜) and ∂g¯∂x¯(∂g¯) are more
complicated, so let us do it step by step. First, we denote
by ∂g˜ a product of star operators that does not belong to
either G′R or G′¯R. This means that ∂g˜ acts on both R and
R¯. Second, ∂x˜ is defined as an element ofX ′¯
R
. Third, ∂x˜
is a function of ∂g˜, such that ∂g˜∂x˜(∂g˜) acts only on the
subsystem R. And finally, ∂g˜∂x˜(∂g˜) can not belong to
the groupG′R×X ′R. The set of the ∂g˜∂x˜(∂g˜)’s satisfying
all the above four conditions forms a group. Because ∂x˜
is a function of ∂g˜, This group is mapped to ∂G′R by
∂g˜∂x˜(∂g˜) ↦ ∂g˜. We can get ∂g¯∂x¯(∂g¯) and ∂G′¯
R
by
changing R to R¯.
Calculation of the correlation functions
In this section, we show the details of the calculation
of the correlation functions necessary for the evaluation
of the purity Eq.(5). The time evolved state after the
quantum quench is expressed as a tensor-product over
all the rows in the τ -picture. Now we show how to find
the state for every row, by mapping each Ising chain into
free fermions through Jordan-Wigner transformation. We
consider an arbitrary row and label the ‘τ ’ spins with l
from 1 to N . The corresponding Ising Hamiltonian with
7random couplings [50] is
H˜ = − N∑
l=1 (Jlτzl + λlτxl τxl+1) . (8)
The Jordan-Wigner transformation maps the spin oper-
ators into the fermion operators by τzl = 1 − 2c†l cl and
τ+l = (τ−l )† = ∏l−1j=1(1 − 2c†jcj)cl. We can rewrite the
above Hamiltonian as
H˜ =− N∑
l=1Jl(c†l +cl)(c†l −cl)−
N−1∑
l=1λl(c†l −cl)(c†l+1+cl+1)
+λNexp(ipi N∑
l=1 c
†
l cl)(c†N − cN)(c†1 + c1). (9)
Note that in the fermion representation the all spin-up
state is mapped to the vacuum state denoted as ∣ψ˜(0)⟩,
which correspond to the initial state. The state evolves
as ∣ψ˜(t)⟩ = e−itH˜ ∣ψ˜(0)⟩, and the parity of the number
of fermions is conserved in the sector we consider, so
exp(ipi∑Nl=1 c†l cl) = 1. This quadratic fermion Hamilto-
nian can be diagonalized by the canonical transformation.
We write Eq.(9) in matrix form as H˜ = 1
2
C†MC, where
C† = (c†1, c†2,⋯, c†N , c1, c2,⋯, cN), and
M = ( A B−B −A ) (10)
where A and B are N × N matrix with elements given
by Ai,i = 2Ji, Ai,i+1 = −λi, Ai+1,i = −λi, Bi,i+1 = λi,
Bi+1,i = −λi. It is worth noting that the sign of bound-
ary terms needs to be changed caused by the even parity
of particle numbers. The matrix M can be diagonalized
numerically after the orthogonal transformation
( A B−B −A ) = ( gT hThT gT )( ω 00 −ω )( g hh g ) .(11)
The spectrum of diagonal matrix ω consists of the ele-
mentary excitations of H˜ .
To calculate the many-spin correlation function in
Eq.(5), we can define ‘majorana like’ operators aj =
c†j + cj and bj = c†j − cj with a2j = 1 and
b2j = −1. Then we represent the spin operators as
τzj = ajbj and τxj τxj+1 = bjaj+1. It is revealed
that the modula square of the correlation function
has the form of ∣⟨ψ˜(t)∣⋯al⋯as⋯bu⋯bv⋯∣ψ˜(t)⟩∣2, or∣⟨ψ˜(0)∣⋯aHl (t)⋯aHs (t)⋯bHu (t)⋯bHv (t)⋯∣ψ˜(0)⟩∣2 writ-
ten in Heisenberg picture. Owing to Wick’s theorem, this
many-fermion correlation function can be expressed as a
Pfaffian [39]. So All we need to know, in the end, are
three types of two-point correlation function:
Gij(t) = ⟨ψ˜(0)∣aHi (t)bHj (t)∣ψ˜(0)⟩,
GAij(t) = ⟨ψ˜(0)∣aHi (t)aHj (t)∣ψ˜(0)⟩,
GBij(t) = ⟨ψ˜(0)∣bHi (t)bHj (t)∣ψ˜(0)⟩. (12)
As mentioned before, ∣ψ˜(0)⟩ is the vacuum state,
namely cj ∣ψ˜(0)⟩ = 0 for any j. So we can expand aHi (t),
bHi (t) by
aHi (t) =∑
j
φ∗ij(t)c†j + φij(t)cj ,
bHi (t) =∑
j
ψ∗ij(t)c†j − ψij(t)cj . (13)
Substitute the above equations in to Eq.(12), we get
Gij(t) =∑
l
φil(t)ψ∗jl(t) = [φ(t)ψ†(t)]ij ,
GAij(t) =∑
l
φil(t)φ∗jl(t) = [φ(t)φ†(t)]ij ,
GBij(t) = −∑
l
ψil(t)ψ∗jl(t) = − [ψ(t)ψ†(t)]ij . (14)
The matrixes φ(t) and ψ(t) can be evaluated by solv-
ing the Heisenberg equation i d
dt
cHi (t) = [cHi (t), H˜ ] =∑j AijcHj (t) +BijcHj (t)†. Together with the expansion
cHi (t) = ∑j gij(t)cj + h∗ij(t)c†j , we get the matrix equa-
tion
i
d
dt
( g(t) h∗(t)
h(t) g∗(t)) = ( A B−B −A)( g(t) h∗(t)h(t) g∗(t)) . (15)
We can solve the above equation by substituting Eq.(11)
into it and combining with the initial condition g(t) = I
and h(t) = 0. The solution is
(g(t) h∗(t)
h(t) g∗(t))=( gT hThT gT )( e−iωt 00 eiωt )( g hh g ) .
(16)
Applying φ(t) = g(t) + h(t) and ψ(t) = g(t) − h(t), we
have
φ(t) = φT cosωtφ − iφT sinωtψ
ψ(t) = ψT cosωtψ − iψT sinωtφ, (17)
where φ = g + h and ψ = g − h. Combining with Eq.(17)
and Eq.(14) we can compute the pfaffian of each may-
spin correlation function by reducing it to a determinant.
