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Abstract
For a conditional process of the form (φ|Ai 6⊂ φ) where φ is a deter-
minantal process we obtain a new negative correlation inequalities. Our
approach relies upon the underlying geometric structure of the elemen-
tary discrete determinantal processes which is exhibited by the classical
CS decomposition .
1 Introduction.
For properties of discrete determinantal processes we refer to [5] and [6]. The
CS decomposition (going back to Camille Jordan in 1875) is described in [7],
see also [1]. In [4] we have shown that there is a close link between the classical
CS decomposition and the discrete basic determinantal processes associated
to subspaces of RN . We pursue this study in the same setting. Namely, let
Z = {z1, ..., zp}, 1 < p < N , be a set of orthonormal vectors in RN . Denote
zi = (zi1, . . . , z
i
N)
t, i = 1, . . . , p,
zi = (z
1
i , . . . , z
p
i ), i = 1, . . . , N.
and consider φ = φ(Z) the associated determinantal process defined by formulas
P ({i1, . . . , ik} ⊂ φ) =‖
k∧
j=1
zij ‖2
or equivalently
P ({i1, . . . , ip} = φ) =| (
p∧
i=1
zi){i1,...,ip} |2= [det(zkij )k,j=1,...,p]2.
Recall that the process φ depends only of the vector space E = E(Z) ⊂ RN
spanned by Z. That is if Z˜ = {z˜1, ..., z˜p} is another orthonormal basis of
1
E = E(Z) then φ(Z) = φ(Z˜).
In [5] R.Lyons proved that a determinantal processes have negative association
property that is satisfy the inequality
P (φ ∈ A ∩B ≤ P (φ ∈ A)× P (φ ∈ B) (1)
for every pair of increasing events which are measurable wih complementary sub-
sets. Inequality (1) is a non-trivial strengthening of the elementary correlation
inequality
P {A ⊂ φ,B ⊂ φ} ≤ P {A ⊂ φ} × P {B ⊂ φ} (2)
where A and B are disjoint sets included in N = {1, . . . , N}. As it was noted
in [5] formula (2) follows immediately from the fact that
‖
∧
i∈A
zi ‖2 × ‖
∧
i∈B
zi ‖2 − ‖
∧
i∈A∪B
zi ‖2
= 〈
∧
i∈A
zij ,
∧
i∈B
zi〉2
(3)
Inequalities (1) and (2) are still valid when in place of φ we take the conditional
processes (φ|A ⊂ φ)\A, (φ|A′∩φ = ∅) or more generally (φ|A ⊂ φ,A′∩φ = ∅)\A.
The obvious raison for this relies on the fact that these conditionnal processes
are determinantal too. But, what can be say about the process
(φ|Ai 6⊂ φ, i = 1 . . . n)
where Ai are disjoint sets such that
P {Ai 6⊂ φ, i = 1 . . . n] > 0 ?
In this case the answer seems not be so obvious. Indeed, the proces (φ|Ai 6⊂ φ)
can be not determinantal. The goal of this work is to prove that some elementary
inegalities occur for this special class of conditional processes. We obtain
Theorem 1 For n=1,2 we have
0 ≤ P{B1 ⊂ φ|Ai 6⊂ φ, i = 1 . . . n} × P{B2 ⊂ φ|Ai 6⊂ φ, i = 1 . . . n}
− P{B1 ⊂ φ,B2 ⊂ φ|Ai 6⊂ φ, i = 1 . . . n}
(4)
pour every choice of disjoint sets B1, B2, Ai, i = 1 . . . n such that P{Ai 6⊂ φ, i =
1 . . . n} > 0.
In addition, when the subsets B1, B2 are reduced to be single points then it is
possible to manage for n = 2 an exact "geometric" evaluation of the right side
of (4) which involves the Jordan angles between the euclidean subspaces related
to subsets Ai (see section 4).
The starting point in order to obtain (4) is the observation that in the case
when all subsets in consideration are single points then we have the following
2
exact evaluation (see [4] for sketch of proof)〈z1, zn 〉+ n−1∑
k=1
(−1)k
∑
2≤i1<···<ik≤n−1
〈z1 ∧ (
k∧
j=1
zij), zn ∧ (
k∧
j=1
zij ) 〉
2
=
[
P{x1 ∈ ψ} × P{xn ∈ ψ} − P{x1 ∈ ψ, xn ∈ ψ}
]
× P{xi 6∈ φ, i = 2, . . . , n− 1}2
(5)
where ψ = (φ|xi 6∈ φ, i = 2, . . . , n − 1), xi = i, i = 1, . . . , n, 1 ≤ n ≤ p,
P{xi 6∈ φ, i = 2, . . . , n − 1} > 0. We prove, in section 4, that similar relations
occur for subsets, which allows us to derive (4).
In the following example we shown that the process (φ|A 6⊂ φ) can be not
determinantal.
Example 1 Let Z = {z1, z2} be orthonormal vectors in R4 and φ = φ(Z) the
associated determinantal process. We suppose that
1. 0 < P{φ 6= {1, 2}} = κ < 1
2. P{φ = {1, 4}} > 0
3. P{φ = {2, 3}} > 0,
then the proces ψ = (φ|{1, 2} 6⊂ φ) , |ψ| = 2 satisfy
4 P{ψ = {1, i}} = P{φ = {1, i}}/κ i = 3, 4
5 P{ψ = {2, i}} = P{φ = {2, i}}/κ i = 3, 4
It follows from 2-3 that P{i ∈ ψ} > 0, i = 1, 2, 3, 4. Now suppose that ψ is
determinantal. Then there exist orthonormal vectors Z˜ = {z˜1, z˜2} in R4 such
that ψ = ψ(Z˜).
But ‖ z˜1 ∧ z˜2 ‖2= P{ψ = {1, 2}} = 0 and ‖ z˜i ‖2= P{i ∈ ψ} > 0, i = 1, 2,
therefore there exist α 6= 0 such that z˜1 = αz˜2 which implies that
P{ψ = {1, i}} =‖ z˜1 ∧ z˜i ‖2= α ‖ z˜2 ∧ z˜i ‖2= αP{ψ = {2, i}}, i = 3, 4
and from 4-5
P{φ = {1, i}} = αP{φ = {2, i}}, i = 3, 4. (6)
In general this is not possible. It suffices to take z1 = (1/
√
2, 0, 1/
√
2)t and
z2 = (0, 1/
√
2, 0, 1/
√
2)t to see that the associated process does not fulfil (6),
besides it is not strongly Rayleigh (see [2] for this notion).
2 Preliminary.
The result below shown that in order to prove (4) it suffices to consider the case
when the sets A and B are single points.
Notation 1 We will note
(φ|Ai 6⊂ φ, i = 1 . . . n) = ψ. (7)
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Theorem 2 (reduction principle) Suppose that inequality
P{x ∈ ψ, x′ ∈ ψ} ≤ P{x ∈ ψ} × P{x′ ∈ ψ} (8)
is satisfied for every choice of disjoint {x}, {x′}, Ai, i = 1 . . . n and every
discrete determinantal process φ, associated to a subspace of RN , such that
P{Ai 6⊂ φ, i = 1 . . . n} > 0. Then we have:
P{B1 ⊂ ψ,B2 ⊂ ψ} ≤ P{B1 ⊂ ψ} × P{B2 ⊂ ψ} (9)
for every choice of disjoint sets B1, B2, Ai, i = 1 . . . n and every discrete deter-
minantal process φ such that P{Ai 6⊂ φ, i = 1 . . . n} > 0.
Proof.– By induction and the following lemma.
Lemma 1 Suppose that inequality (9) is satisfied with the additional hypothesis
|B1| ≤ k, then (9) is equally satisfied under the condition |B1| ≤ k + 1
Proof.– Suppose that |B1| = k and let y /∈ B1
⋃
B2
⋃n
i=1 Ai. We have to shown
that
P{B1 ∪ {y} ⊂ ψ,B2 ⊂ ψ} ≤ P{B1 ∪ {y} ⊂ ψ} × P{B2 ⊂ ψ}. (10)
We may suppose that P{B1 ∪ {y} ⊂ φ,B2 ⊂ φ,Ai 6⊂ φ, i = 1 . . . n} > 0
(otherwise there in noting to prove) which implies that P{y ∈ φ} > 0 and
P{y ∈ φ,Ai 6⊂ φ, i = 1 . . . n} > 0. Consequently for φy = (φ|y ∈ φ)\{y} we
have
P{Ai 6⊂ φy, i = 1 . . . n} > 0.
Induction hypothesis implies that
P{B1 ⊂ φy, B2 ⊂ φy|Ai 6⊂ φy, i = 1 . . . n}
≤ P{B1 ⊂ φy |Ai 6⊂ φy , i = 1 . . . n} × P{B2 ⊂ φy |Ai 6⊂ φy , i = 1 . . . n}.
(11)
Therefore
P{y ∈ φ,B1 ⊂ φ,B2 ⊂ φ,Ai 6⊂ φ, i = 1 . . . n}
≤ P{y ∈ φ,B1 ⊂ φ,Ai 6⊂ φ, i = 1 . . . n} × P{y ∈ φ,B2 ⊂ φ,Ai 6⊂ φ, i = 1 . . . n}
P{y ∈ φ,Ai 6⊂ φ, i = 1 . . . n}
(12)
⇐⇒
P{y ∈ ψ,B1 ⊂ ψ,B2 ⊂ ψ} ≤ P{y ∈ ψ,B1 ⊂ ψ} × P{y ∈ ψ,B2 ⊂ ψ}
P{y ∈ ψ} . (13)
Induction hypothesis implies also
P{y ∈ ψ,B2 ⊂ ψ} ≤ P{y ∈ ψ} × P{B2 ⊂ ψ}. (14)
By formulas (13) and (14) we obtain (10) as desired.
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Remark 1 For n = 1 and |A1| = p = |φ| such that P{A1 6⊂ φ}) > 0 the
inequality (8) is satisfied. Indeed, for i, j ∈ N we have
P{i ∈ φ|A1 6⊂ φ} × P{j ∈ φ|A1 6⊂ φ} − P{i ∈ φ, j ∈ φ|A1 6⊂ φ}
=
P{i ∈ φ} × P{j ∈ φ} − P{A1 6⊂ φ}P{i ∈ φ, j ∈ φ}
P{A1 6⊂ φ}2
=
P{A1 6⊂ φ}〈zi, zj〉2+ ‖ zi ‖2 × ‖ zj ‖2 ×P{A1 ⊂ φ}
P{A1 6⊂ φ})2 ≥ 0.
(15)
3 The case n = 1.
Without loss of generality we can take A1 = {1, . . . , k}, x = k+1, x′ = k+2. By
remark 1 we have to prove (8) for k < p. From [4] we get that the determinantal
process φ is associated to a set of orthonormal vectors Z = {z1, ..., zp} such that
1. zi = (vi, e(p− k), i = 1, . . . , k with vi = (u1i cos θ1, . . . , uki cos θk).
2. zk+1 = (v˜1, w1) with v˜1 = (V
1
1 sin θ1, . . . V
k
1 sin θk), w1 = (W
1
1 , . . . ,W
p−k
1 ).
3. zk+2 = (v˜2, w2) with v˜2 = (V
1
2 sin θ1, . . . V
k
1 sin θk), w2 = (W
1
2 , . . . ,W
p−k
2 ).
We refer to [4] for the precise meaning of the description given above. Denote
κ = (
k∏
i=1
cos θi)
2 = P{A1 ⊂ φ} < 1. (16)
Theorem 3 We have
P{x ∈ φ|A1 6⊂ φ} × P{x′ ∈ φ|A1 6⊂ φ} − P{x ∈ φ, x′ ∈ φ|A1 6⊂ φ}
= (1 − κ)−2 ×
[(
〈v˜1, v˜2〉+ (1 − κ)〈w1, w2〉
)2
+ κ ‖ v˜1 ∧ v˜2 ‖2
]
≥ 0
(17)
Proof.– Items 1-3 imply that
P{x ∈ φ,A1 6⊂ φ} =‖ zk+1 ‖2 − ‖
k+1∧
i=1
zi ‖2
=‖ v˜1 ‖2 + ‖ w1 ‖2 − ‖
k∧
i=1
vi ‖2 × ‖ w1 ‖2
=‖ v˜1 ‖2 + ‖ w1 ‖2 ×(1− κ)
(18)
and similarly
P{x′ ∈ φ,A1 6⊂ φ} =‖ v˜2 ‖2 + ‖ w2 ‖2 ×(1− κ) (19)
Now we have
P{x ∈ φ, x′ ∈ φ,A1 6⊂ φ} =‖ zk+1 ∧ zk+2 ‖2 − ‖
k+2∧
i=1
zi ‖2 . (20)
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Observe that
‖ zk+1 ∧ zk+2 ‖2= ‖ v˜1 ∧ v˜2 ‖2 + ‖ w1 ∧ w2 ‖2 + ‖ v˜1 ‖2 × ‖ w2 ‖2
+ ‖ v˜2 ‖2 × ‖ w1 ‖2 −2〈v˜1, v˜2〉 × 〈w1, w2〉
(21)
and
‖
k+2∧
i=1
zi ‖2=‖ w1 ∧w2 ‖2 × ‖
k∧
i=1
vi ‖2=‖ w1 ∧ w2 ‖2 ×κ. (22)
Thus by (18)-(22) and the well known identities
‖ v˜1 ∧ v˜2 ‖2=‖ v˜1 ‖2 × ‖ v˜2 ‖2 −〈v˜1, v˜2〉2,
‖ w1 ∧ w2 ‖2=‖ w1 ‖2 × ‖ w2 ‖2 −〈w1, w2〉2
a simple calculation gives formula (17).
4 The case n=2
Fix φ = φ(Z) a determinantal process where Z = {z1, . . . , zp} 1 < p < N is
a set or orthonormal vectors Without loss of generality consider subsets A1 =
{1, . . . , k1} and A2 = {k1+1, . . . , 1+k2} with 1 < k1 ≤ k2 < p . We suppose that
0 < κ1 = P{A1 ⊂ φ} < 1 and 0 < κ2 = P{A2 ⊂ φ} < 1 which implies that the
associated vector spaces E1 = E{z1, . . . , zk1} and E2 = E{z1+k1 , . . . , zk1+k2},
Ei ⊂ Rp, i = 1, 2, are respectively of dimension k1 and k2.
We will denote
1. x = 1 + k1 + k2, x
′ = x = 2 + k1 + k2
2. z = z1+k1+k2 , z
′ = z2+k1+k2
Remark 2 If k2 = p then
P{x ∈ φ,Ai 6⊂ φ, i = 1, 2} = P{x ∈ φ,A1 6⊂ φ} and P{x′ ∈ φ,Ai 6⊂ φ, i =
1, 2} = P{x′ ∈ φ,A1 6⊂ φ} and thus we are in the scope of the case n = 1.
In order to apply the CS decomposition between E1 and E2 several cases need
to be distinguished. We will not detail all the situations focusing only to the
main technical difficulties. To this end we will concetrate primarily to the case
P{A1 ∪ A2 ⊂ φ} > 0, the case P{A1 ∪ A2 ⊂ φ} = 0 being easier to deal with.
We begin by considering first the case k1 + k1 ≥ p. In fact, as we will shown
further, the case k1 + k1 < p can be reduced to the previous one.
If P{A1 ∪ A2 ⊂ φ} > 0 and k1 + k1 ≥ p then
‖
k1+k2∧
i=1
zi ‖2= P{A1 ∪ A2 ⊂ φ} > 0 (23)
which implies that
dimE{zi, i = 1, . . . , k1 + k2} = k1 + k2
and consequently k1 + k2 = p.
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4.1 The case k1 + k1 = p and P{A1 ∪ A2 ⊂ φ} > 0.
In this case the C-S decomposition related to the spaces E1 and E2 has the
following form:
Lemma 2 Suppose that k1 ≤ k2, then there exist a set of orthonormal vectors
{ui, i = 1, . . . , , k1;wi, i = 1, . . . , , k1; vi, i = 1 + k1, . . . , k2}
Jordan angles
0 < αi ≤ pi/2, i = 1, . . . , , k1
Such that
1. ui, i = 1, . . . , , k1 is an orthonormal basis of E1,
2. puting vi = ui cosαi + wi sinαi, i = 1, . . . , , k1 the set {vi, i = 1, . . . , , k2}
is an orthonormal basis of E2.
Straightforwardly we deduce the
Lemma 3 We have
1.
∧k1
i=1 zi = ±
√
κ1
∧k1
i=1 ui,
∧p
i=1+k1
zi = ±√κ2
∧k2
i=1 vi
2. P{A1 ∪ A2 ⊂ φ} =‖
∧p
i=1 zi ‖2= κ1κ2
∏k1
i=1 sin
2 αi
3. P{Ai 6⊂ φ, i = 1, 2} = 1− κ1 − κ2 + κ1κ2
∏k1
i=1 sin
2 αi
Consider now z = z1+k1+k2 ∈ and z′ = z2+k1+k2 ∈. The vectors ui, i =
1, . . . , , k1 and vi, i = 1, . . . , , k2 are linearly independents in R
p thus we have
z =
k1∑
i=1
aiui +
k2∑
i=1
bivi (24)
and
z′ =
k1∑
i=1
a′iui +
k2∑
i=1
b′ivi. (25)
First, suppose that k1 = k2 = k. We will shown later that the case k1 < k2
follows easily from this particular one. Consequently we have
〈z, z′〉 =
k∑
i=1
[aia
′
i + bib
′
i + (aib
′
i + bia
′
i) cosαi] (26)
Introduce the matrix
H =
(
Ik 0
∆ ∆22
)
(27)
where Ik is the unit matrix of size k and
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∆ =
cosα1 . . . 0... . . . ...
0 . . . cosαk
 and ∆22 =
sinα1 . . . 0... . . . ...
0 . . . sinαk

are diagonal matrices. Then from (24)-(27) we get
Lemma 4 We have
〈z, z′〉 = 〈(a1, . . . , ak, b1, . . . , bk)H, (a′1, . . . , a′k, b′1, . . . , b′k)H〉 (28)
and
z ∧ z′ = ((a1, . . . , ak, b1, . . . , bk)H) ∧ ((a′1, . . . , a′k, b′1, . . . , b′k)H). (29)
Consider now the exterior product
(a1, . . . , ak, b1, . . . , bk) ∧ (a′1, . . . , a′k, b′1, . . . , b′k)
= (t(1, 2), . . . , t(p− 1, p)) = t˜ (30)
the components of t˜ being indexed in the lexicographic order.
It is (certainly) well-known that we have
z ∧ z′ = ((a1, . . . , ak, b1, . . . , bk)H) ∧ ((a1, . . . , ak, b1, . . . , bkH)
= t˜H˜
(31)
where H˜ is the compound matrix of order 2. Properties of compound matrices
(see [3] p.19 ) imply that
‖ z ∧ z′ ‖2=‖ t˜H˜ ‖2= 〈t˜, t˜HHt〉 (32)
The compound matrix H˜Ht has a simple structure. Indeed, we have straigh-
forwardly
HHt =
(
Ik ∆
∆ Ik
)
(33)
and thus we can reorder the columns and rows of H˜Ht in such way that the
resulting symmetric matrix is block diagonal. Explicitely, denote by (
i1 i2
j1 j2
)
the minors of the matrix HHt and define for 1 ≤ i < j ≤ k the matrices
A(i, j) =

(
i j
i j
) (
i k + j
i j
) (
j k + i
i j
) (
k + i k + j
i j
)
(
i j
i k + j
) (
i k + j
i k + j
) (
j k + i
i k + j
) (
k + i k + j
i k + j
)
(
i j
j k + i
) (
i k + j
j k + i
) (
j k + i
j k + i
) (
k + i k + j
j k + i
)
(
i j
k + i k + j
)(
i k + j
k + i k + j
) (
j k + i
k + i k + j
)(
k + i k + j
k + i k + j
)

Computing we obtain
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A(i, j) =

1 cosαj − cosαi cosαi cosαj
cosαj 1 − cosαi cosαj cosαi
− cosαi − cosαi cosαj 1 − cosαj
cosαi cosαj cosαi − cosαj 1
 .
Note also that
(
i k + i
i k + i
) = det
(
1 cosαi
cosαi 1
)
= sin2 αi.
Define for k = 2 the following order
(1, 2)(1, 4)(2, 3)(3, 4)(1, 3) (34)
and for k > 2
(1, 2)(1, 2 + k)(2, 1 + k)(1 + k, 2 + k)....(i, j)(i, j + k)(j, i+ k)(i + k, j + k)
...(k − 1, k)(k − 1, 2k)(k, 2k − 1)(2k − 1, 2k)(1, 1 + k)(2, 2 + k).....(k, 2k).
(35)
Thus, if we reorder the row and columns of H˜Ht according to the order given
above then we obtain the following block-diagonal matrix

A(1, 2) . . .
...
. . .
A(k − 1, k)
sin2 α1
. . .
...
. . . sin2 αk

(36)
and consequently:
Lemma 5 Denote
t(i, j) = (t(i, j), t(i, k + j), t(j, k + i), t(k + i, k + j)) (37)
then we have
‖ z ∧ z′ ‖2=‖ t˜H˜ ‖2 = 〈t˜, t˜HHt〉
=
∑
i<j
〈t˜(i, j), t˜(i, j)A(i, j)〉+
∑
1≤i≤k
t(i, k + i)2 sin2 αi.
(38)
and
‖ z ∧ z′ ‖2 − ‖ z ∧ z′ ∧
k1∧
i=1
zi ‖2 − ‖ z ∧ z′ ∧
2k∧
i=k+1
zi ‖2
=
∑
i<j
〈t˜(i, j), t˜(i, j)B(i, j)〉+
∑
1≤i≤k
t(i, k + i)2 sin2 αi
(39)
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where B(i, j) =
1− κ2(sinαi sinαj)2 cosαj − cosαi cosαi cosαj
cosαj 1 − cosαi cosαj cosαi
− cosαi − cosαi cosαj 1 − cosαj
cosαi cosαj cosαi − cosαj 1− κ1(sinαi sinαj)2

(40)
and the associated quadratic form is positive-definite.
Proof.- Equality (38) follows directly from (32),(35) and (36). In order to obtain
(39) we deduce from (24), (25) and lemma 3 that
z ∧ z′ ∧
k∧
i=1
zi = ±√κ1(
k∑
i=1
bivi) ∧ (
k∑
i=1
b′ivi) ∧
k∧
i=1
ui
= ±√κ1
[
k∑
i=1
bi(ui cosαi + wi sinαi)
]
∧
[
k∑
i=1
bi(ui cosαi + wi sinαi)
]
∧
k∧
i=1
ui
= ±√κ1
∑
1≤i<j≤k
(bib
′
j − b′ibj)(sinαi sinαj)2wi ∧ wj ∧
k∧
i=1
ui.
(41)
The multivectors above are orthonormal which implies
‖ z ∧ z′ ∧
k∧
i=1
zi ‖2= κ1
∑
1≤i<j≤k
t(k + i, k + j)2(sinαi sinαj)
2. (42)
By a similar computation we obtain
‖ z ∧ z′ ∧
2k∧
i=k+1
zi ‖2= κ2
∑
1≤i<j≤k
t(i, j)2(sinαi sinαj)
2. (43)
Besides, an elementary calculus gives:
1.
detB(i, j)
= (sinαi sinαj)
2
[
1− κ1 − κ2 + κ1κ2(1− (cosαi cosαj)2)
]
> 0
(44)
2.
det
1− κ2(sinαi sinαj)2 cosαj − cosαicosαj 1 − cosαi cosαj
− cosαi − cosαi cosαj 1

= (sinαi sinαj)
2
[
1− κ2(1− (cosαi cosαj)2)
]
> 0
(45)
3.
det
(
1 − cosαi cosαj
− cosαi cosαj
)
= 1− (cosαi cosαj)2 > 0
(46)
10
from which follows that the quadratic form is positive-definite.
The next step is to prove that the expression
〈z, z′〉 − 〈z ∧
k∧
i=1
zi, z
′ ∧
k∧
i=1
zi〉 − 〈z ∧
2k∧
i=1+k
zi, z
′ ∧
2k∧
i=1+k
zi〉 (47)
is a scalar product of two vectors.
Lemma 6 We have
1.
〈z ∧
k∧
i=1
zi, z
′ ∧
k∧
i=1
zi〉 = κ1
k∑
i=1
bib
′
i sin
2 αi (48)
2.
〈z ∧
2k∧
i=1+k
zi, z
′ ∧
2k∧
i=1+k
zi〉 = κ2
k∑
i=1
aia
′
i sin
2 αi (49)
3.
〈z, z′〉 − 〈z ∧
k∧
i=1
zi, z
′ ∧
k∧
i=1
zi〉 − 〈z ∧
2k∧
i=1+k
zi, z
′ ∧
2k∧
i=1+k
zi〉
=
k∑
i=1
[
aia
′
i(1− κ2 sin2 αi) + bib′i(1− κ1 sin2 αi) + (aib′i + bia′i) cosαi
]
.
(50)
Proof.- According (24) and lemma 3 we obtain
z ∧
k∧
i=1
zi = ±√κ1
k∑
i=1
bivi ∧
k∧
i=1
ui
= ±√κ1
k∑
i=1
bi(ui cosαi + wi sinαi) ∧
k∧
i=1
ui
= ±√κ1
k∑
i=1
bi sinαiwi ∧
k∧
i=1
ui
(51)
and a related fomula for z′ ∧ (∧ki=1 zi). The multivectors appearing above are
orthonormal, therefore
〈z ∧ (
k∧
i=1
zi), z
′ ∧ (
k∧
i=1
zi)〉
= κ1
k∑
i=1
bib
′
i sin
2 αi.
(52)
We have also
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z ∧
2k∧
i=1+k
zi = ±√κ2
k∑
i=1
aiui
= ±√κ2
k∑
i=1
aiui ∧
k∧
i=1
(ui cosαi + wi sinαi)
= ±√κ2
k∑
i=1
ai(sinαi)ui ∧ wi ∧
∧
j 6=i
(uj cosαj + wj sinαj).
(53)
Again with an argument of orthonormality we obtain
〈z ∧
2k∧
i=1+k
zi, z
′ ∧
2k∧
i=1+k
zi〉 = κ2
k∑
i=1
aia
′
i sin
2 αi. (54)
Formula (50) follows from (26), (48) and (49).
Lemma 7 Introduce
1.
cosα′i = cosαi/
√
(1 − κ2 sin2 αi)(1 − κ1 sin2 αi), (55)
sinα′i
= sinαi
√
1− κ1 − κ2 + κ1κ2 sin2 αi/
√
(1− κ2 sin2 αi)(1− κ1 sin2 αi)
(56)
2.
δ1,i = 1− κ1 sin2 αi and δ2,i = 1− κ2 sin2 αi (57)
3. The matrix
H1 =
(
Ik 0
∆′ ∆′22
)
where Ik is the unit matrix of size k and
∆′ =
cosα
′
1 . . . 0
...
. . .
...
0 . . . cosα′k
 and ∆′22 =
sinα
′
1 . . . 0
...
. . .
...
0 . . . sinα′k
 are
diagonal matrices.
4. The diagonal matrix
D =

√
δ2,1 . . . 0
...
. . . √
δ2,k √
δ1,1
. . .
...
0 . . .
√
δ1,k

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Then, the vectors
z˜ = (a1, . . . , ak, b1, . . . , bk)DH1 (58)
and
z˜′ = (a′1, . . . , a
′
k, b
′
1, . . . , b
′
k)DH1 (59)
satisfy the equalities
〈z˜, z˜′〉 = 〈z, z′〉 − 〈z ∧
k∧
i=1
zi, z
′ ∧
k∧
i=1
zi〉 − 〈z ∧
2k∧
i=1+k
zi, z
′ ∧
2k∧
i=1+k
zi〉 (60)
.
‖ z˜ ‖2 =‖ z ‖2 − ‖ z ∧
k∧
i=1
zi ‖2 − ‖ z ∧
2k∧
i=1+k
zi ‖2
= P{x ∈ φ,Ai 6⊂ φ, i = 1, 2},
(61)
‖ z˜′ ‖2 =‖ z′ ‖2 − ‖ z′ ∧
k∧
i=1
zi ‖2 − ‖ z′ ∧
2k∧
i=1+k
zi ‖2
= P{x′ ∈ φ,Ai 6⊂ φ, i = 1, 2}.
(62)
Proof.- An elementary computation gives
〈z˜, z˜′〉 =
k∑
i=1
(ai
√
δ2,i + bi
√
δ1,i cosα
′
i)(a
′
i
√
δ2,i + b
′
i
√
δ1,i cosα
′
i)
+
k∑
i=1
bib
′
iδ1,i sin
2 α′i
(63)
and by (50) and (55)-(57) the equality (60) follows. Formula (60) does not
depend on the particular choice of scalars ai, a
′
i, bi, b
′
i thus it implies obviously
(61) and (62).
Now we will proceed to evaluate the norm of the vector product z˜ ∧ z˜′. By the
same approach as described in lemma 4 we have
z˜ ∧ z˜′ = ((a1, . . . , ak, b1, . . . , bk)DH1) ∧ ((a1, . . . , ak1 , b1, . . . , bk)DH1)
= t˜DH1
(64)
where D˜H1 = D˜H˜1 is the compound matrix of order 2 and therefore
‖ z˜ ∧ z˜′ ‖2=‖ t˜DH1 ‖2= 〈t˜, t˜D˜H1Ht1D˜〉 (65)
The matrix D˜H1Ht1D˜ has the same structure as the matrix H˜H
t. Consequently,
by reordering the row and colums as described in (35) and (36) we obtain mutatis
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mutandis the relevant matrix
A′(1, 2) . . .
...
. . .
A′(k − 1, k)
s(1)
. . .
...
. . . s(k)

where
A′(i, j) =
δ2iδ2j δ2i cosαj −δ2j cosαi cosαi cosαj
δ2i cosαj δ2iδ1i − cosαi cosαj δ1j cosαi
−δ2j cosαi − cosαi cosαj δ2jδ1i −δ1i cosαj
cosαi cosαj δ1j cosαi −δ1i cosαj δ1iδ1j
 (66)
and
s(i) = (1− κ1 − κ2 + κ1κ2 sin2 αi) sin2 αi. (67)
Notice that the elements of the matrix A′(i, j), as well as the s(i), which are
initially expressed in termes of angles α′i, have been recalculated by means of
formulas (55)-(57) in terms of αi. In summary we have obtained the key result:
Lemma 8
‖ z˜ ∧ z˜′ ‖2 = 〈t˜, t˜D˜H1Ht1D˜〉
=
∑
i<j
〈t˜(i, j), t˜(i, j)A′(i, j))〉
+
∑
1≤i≤k
t(i, k + i)2(1− κ1 − κ2 + κ1κ2 sin2 αi) sin2 αi.
(68)
Now we are in position to calculate
Λ(k) =‖ z˜ ∧ z˜′ ‖2 −(1− κ1 − κ2 + κ1κ2
k∏
i=1
sin2 αi)
×
[
‖ z ∧ z′ ‖2 − ‖ z ∧ z′ ∧
k∧
i=1
zi ‖2 − ‖ z ∧ z′ ∧
2k∧
i=k
zi ‖2
]
.
(69)
Consider at first the case k = 2. From (39) and (68) we obtain
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Λ(2) = 〈t˜(1, 2), t˜(1, 2)A′(1, 2)〉
+
2∑
i=1
(t(i, 2 + i))2(1 − κ1 − κ2 + κ1κ2 sin2 αi) sin2 αi.
− (1− κ1 − κ2 + κ1κ2(sinα1 sinα2)2)×
[
〈t˜(1, 2), t˜(1, 2)B(1, 2)〉
+
2∑
i=1
(t(i, 2 + i))2 sin2 αi
]
= 〈t˜(1, 2), t˜(1, 2)C(1, 2)〉+ κ1κ2
[
t(1, 3)2 sin4 α1 cos
2 α2
+ t(2, 4)2 sin4 α2 cos
2 α1
]
(70)
where
C(1, 2) = A′(1, 2)− (1 − κ1 − κ2 + κ1κ2(sinα1 sinα2)2)B(1, 2).
Now, by (40) and (66) we may compute the elements of the symmetric matrix
C(1, 2) = (cij)i,j=1,...,4.
Lemma 9 We have
c11 = κ2(cosα1 cosα2)
2 + κ1(1− κ2(sinα1 sinα2)2)2
c12 = cosα2
[
κ2(cosα1)
2 + κ1(1− κ2(sinα1 sinα2)2)
]
c13 = − cosα1
[
κ2(cosα2)
2 + κ1(1− κ2(sinα1 sinα2)2)
]
c14 = cosα1 cosα2
[
κ2 + κ1(1− κ2(sinα1 sinα2)2)
]
c22 = κ1(cosα2)
2 + κ2(cosα1)
2
c23 = − cosα1 cosα2
[
κ2 + κ1(1− κ2(sinα1 sinα2)2)
]
c24 = cosα1
[
κ1(cosα2)
2 + κ2(1− κ1(sinα1 sinα2)2)
]
c33 = κ1(cosα1)
2 + κ2(cosα2)
2
c34 = − cosα2
[
κ1(cosα1)
2 + κ2(1− κ1(sinα1 sinα2)2)
]
c44 = κ1(cosα1 cosα2)
2 + κ2t(3, 4)
2
Recall (34) that t˜(1, 2) = (t(1, 2), t(1, 4), t(2, 3), t(3, 4)). A close look at formulas
above enables us to see that
〈t˜(1, 2), t˜(1, 2)C(1, 2))〉 = κ2
[
t(1, 2) cosα1 cosα2 + t(1, 4) cosα1 − t(2, 3) cosα2
+ t(3, 4)(1− κ1(sinα1 sinα2)2)
]2
+ κ1
[
t(1, 2)(1− κ2(sinα1 sinα2)2)
+ t(1, 4) cosα2 − t(2, 3) cosα1 + t(3, 4) cosα1 cosα2
]2
+ 2κ1κ2(sinα1 sinα2)
2 cosα1 cosα2
(
t(1, 2)t(3, 4) + t(1, 4)t(2, 3)
)
.
(71)
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Observe also that
t(1, 2)t(3, 4) + t(1, 4)t(2, 3) = t(1, 3)t(2, 4). (72)
From (70)-(72) we deduce finally that
Λ(2) = κ2
[
t(1, 2) cosα1 cosα2 + t(1, 4) cosα1 − t(2, 3) cosα2
+ t(3, 4)(1− κ1(sinα1 sinα2)2)
]2
+ κ1
[
t(1, 2)(1− κ2(sinα1 sinα2)2)
+ t(1, 4) cosα2 − t(2, 3) cosα1 + t(3, 4) cosα1 cosα2
]2
+ κ1κ2
[
t(1, 3) sin2 α2 cosα1 + t(2, 4) sin
2 α1 cosα2
]2
≥ 0.
(73)
Now we will proceed for k >2. Denoting
C(i, j) = A′(i, j)− (1− κ1 − κ2 + κ1κ2(sinαi sinαj)2)B(i, j)
we obtain
Λ(k) =
∑
i<j
〈t˜(i, j), t˜(i, j)A′(i, j)〉
+
∑
1≤i≤k
t(i, k + i)2(1− κ1 − κ2 + κ1κ2 sin2 αi) sin2 αi
− (1− κ1 − κ2 + κ1κ2
k∏
i=1
sin2 αi)×
[∑
i<j
〈t˜(i, j), t˜(i, j)B(i, j)〉
+
∑
1≤i≤k
t(i, k + i)2 sin2 αi
]
=
∑
i<j
〈t˜(i, j), t˜(i, j)C(i, j)〉
+
∑
1≤i≤k
t(i, k + i)2κ1κ2
(
1−
∏
1≤j≤k,j 6=i
sin2 αj
)
sin4 αi
+
∑
i<j
(sinαi sinαj)
2
(
1−
∏
1≤l≤k,l 6=i,j
sin2 αj
)
〈t˜(i, j), t˜(i, j)B(i, j)〉
(74)
Denote
Λ(k, 1) =
∑
i<j
{
κ2
[
t(i, j) cosαi cosαj + t(i, j + k) cosαi − t(j, i+ k) cosαj
+ t(3, 4)(1− κ1(sinαi sinαj)2)
]2
+ κ1
[
t(i, j)(1− κ2(sinαi sinαj)2
+ t(i, j + k) cosαj − t(j, i + k) cosαi + t(i+ k, j + k) cosαi cosαj
]2}
(75)
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then by the same reasoning as in proof of (73) we obtain∑
i<j
〈t˜(i, j), t˜(i, j)C(i, j) = Λ(k, 1) + 2κ1κ2
∑
i<j
(sinαi sinαj)
2 cosαi cosαj
×
(
t(i, j)t(i+ k, j + k) + t(i, j + k)t(j, i+ k)
) (76)
Now t(i, j)t(i+ k, j + k) + t(i, j + k)t(j, i + k) = t(i, i+ k)t(j, j + k) and
Λ(k, 2) =
∑
1≤i≤k
t(i, k + i)2
(
1−
∏
1≤j≤k,j 6=i
sin2 αj
)
sin4 αi
+ 2
∑
1≤i<j≤k
t(i, k + i)t(j, j + k)(sinαi sinαj)
2 cosαi cosαj ≥ 0
(77)
The quadratic form associated to the symmetric matrix
M(k) =
(
mij
)
i,j=1,...,k
with
mii =
(
1−
∏
1≤j≤k,j 6=i
sin2 αj
)
and mij = cosαi cosαj , for i 6= j,
is positive semidefinite (should by clarified...) which implies (77).
Finally, in virtue of lemma 5 we known that the quadratic form 〈t˜(i, j), t˜(i, j)B(i, j)〉
is positive. Consequently,we have obtained
Λ(k) =Λ(k, 1) + Λ(k, 2)
+
∑
i<j
(sinαi sinαj)
2
(
1−
∏
1≤l≤k,l 6=i,j
sin2 αj
)
〈t˜(i, j), t˜(i, j)B(i, j)〉 ≥ 0
(78)
as desired.
A slight change of proof above allows us to deal with the case k1 < k2. Indeed,
in this case, puting
z0 =
k1∑
i=1
ui(ai + bi cosαi) +
k1∑
i=1
bi(sinαi)wi
and
z′0 =
k1∑
i=1
ui(a
′
i + b
′
i cosαi) +
k1∑
i=1
b′i(sinαi)wi
we get from (24) and (25) that z, z′ are of the following form
z = z0 +
l∑
i=1
civk+i and z
′ = z′0 +
l∑
i=1
c′ivk+i
with l = p− k1. The additonal terms
∑l
i=1 civk+i and
∑l
i=1 c
′
ivk+i that appear
here do not alter significantly the proof. Introduce the following notations:
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1. xi(a, c) = (aic
′
1−a′ic1, . . . , aic′l−a′icl), xi(b, c) = (bic′1−b′ic1, . . . , bic′l−b′icl),
i = 1, . . . , k1
2. c = (c1, . . . cl) , c
′ = (c′1, . . . , c
′
l),
then we have
‖ z ∧ z′ ‖2 − ‖ z ∧ z′ ∧
k1∧
i=1
zi ‖2 − ‖ z ∧ z′ ∧
p∧
i=k1+1
zi ‖2
=‖ z0 ∧ z′0 ‖2 − ‖ z0 ∧ z′0 ∧
k1∧
i=1
zi ‖2 − ‖ z0 ∧ z′0 ∧
p∧
i=k1+1
zi ‖2
+ (1− k1) ‖ c ∧ c′ ‖2 +
k1∑
i=1
‖ xi(a, c) ‖2 +
k1∑
i=1
δ1,i ‖ xi(b, c) ‖2
+ 2
k1∑
i=1
〈xi(a, c), xi(b, c)〉 cosαi
(79)
and
‖ z˜ ∧ z˜′ ‖2=‖ z˜0 ∧ z˜′0 ‖2 +(1− k1)
[
(1− k1) ‖ c ∧ c′ ‖2
+
k1∑
i=1
δ2,i ‖ xi(a, c) ‖2 +
k1∑
i=1
δ1,i ‖ xi(b, c) ‖2 +2
k1∑
i=1
〈xi(a, c), xi(b, c)〉 cosαi
]
.
(80)
Therefore
Λ(k1, k2) =‖ z˜ ∧ z˜′ ‖2 −(1− κ1 − κ2 + κ1κ2
k1∏
i=1
sin2 αi)
×
[
‖ z ∧ z′ ‖2 − ‖ z ∧ z′ ∧
k∧
i=1
zi ‖2 − ‖ z ∧ z′ ∧
p∧
i=k1+1
zi ‖2
]
= Λ(k1) + S(k1, k2)
(81)
where
S(k1, k2) = κ2
k1∑
i=1
[(
cosα2i + κ1α
2
i
(
1−
∏
j 6=i
α2j
)) ‖ xi(a, c) ‖2
+ δ1,i(1− κ1
k1∏
i=1
sin2 αi) ‖ xi(b, c) ‖2
+ 2(1− κ1
k1∏
i=1
sin2 αi)〈xi(a, c), xi(b, c)〉 cosαi
]
+ κ2(1− κ1)(1 − κ1
k1∏
i=1
sin2 αi) ‖ c ∧ c′ ‖2
(82)
and from an elementary calculus we get that S(k1, k2) ≥ 0.
In summary we have obtained
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Theorem 4 We have
P{x ∈ φ,Ai 6⊂ φ, i = 1, 2} × P{x′ ∈ φ,Ai 6⊂ φ, i = 1, 2}
− P{Ai 6⊂ φ, i = 1, 2} × P{x ∈ φ, x′ ∈ φ,Ai 6⊂ φ, i = 1, 2}
=
(
〈z, z′〉 − 〈z ∧
k1∧
i=1
zi, z
′ ∧
k1∧
i=1
zi〉 − 〈z ∧
p∧
i=1+k1
zi, z
′ ∧
p∧
i=1+k1
zi〉
)2
+ Λ(k1, k2)
(83)
where Λ(k1, k2) ≥ 0 is given by formula (81).
Proof. - From (79), (80) and the fact that ‖ z˜∧ z˜′ ‖2=‖ z˜ ‖2 × ‖ z˜′ ‖2 − 〈z˜, z˜′〉2.
4.2 The case k1 + k1 ≥ p and P{A1 ∪A2 ⊂ φ} = 0.
We will no detail this case. It is very similar to the previous one and follows
the lines of the proof of theorem 4. The essential change relies on the fact that
the condition P{A1 ∪ A2 ⊂ φ} = 0 implies that the vector space E1 ∩ E2 is of
dimension dimE1 ∩ E2 = l0 ≥ 1. As a consequence we have that z, z′ are (in
general) of the following form
z = z0 +
l0∑
i=1
ciu(1,i) +
l1∑
i=1
div(2,i) +
l2∑
i=1
eiv(3,i)
z′ = z′0 +
l0∑
i=1
c′iu(1,i) +
l1∑
i=1
d′iv(2,i) +
l2∑
i=1
e′iv(3,i)
where
1.
z0 =
k∑
i=1
ui(ai + bi cosαi) +
k∑
i=1
bi(sinαi)wi
and
z′0 =
k∑
i=1
ui(a
′
i + b
′
i cosαi) +
k∑
i=1
b′i(sinαi)wi
2. The set of vectors
{ui, i = 1, . . . , k;u(1,i), i = 1, . . . , l0; v(2,i), , i = 1, . . . , l1;
v(3,i), i = 1, . . . , l2;wi, i = 1, . . . , k}
(84)
2k + l0 + l1 + l2 = p is an orthonormal basis of R
p.
3. The set of vectors {ui, i = 1, . . . , k;u(1,i), i = 1, . . . , l0}, k + l0 = k1 is
a basis of E1 and the set of vectors {u(1,i), i = 1, . . . , l0; vi = ui cosαi +
wi sinαi, i = 1, . . . , k; v(2,i), i = 1, . . . , l1} is a basis of E2.
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4.3 The case k1 + k2 < p.
Recall that
1. A1 = {1, . . . , k1},
2. A2 = {1 + k1, . . . , 1 + k1 + k2},
3. x = 1 + k1 + k2 and x
′ = 2 + k1 + k2.
Denote χ = k1 + k2. According to the link, described in [4], between the CS
decomposition and the process φ, consider the following vectors :
1. vi = (u
1
i cos θ1, . . . , u
χ
i cos θχ), zi = (vi, e(p− χ)), i = 1, . . . , χ,
2. v˜1 = (V
1
1 sin θ1, . . . V
χ
1 sin θχ), w1 = (W
1
1 , . . . ,W
p−χ
1 ), z = (v˜1, w1)
3. v˜2 = (V
1
2 sin θ1, . . . V
χ
1 sin θχ), w2 = (W
1
2 , . . . ,W
p−χ
2 ), z
′ = (v˜2, w2).
Let φ0 = φ0(Z0) be the process associated to the set of vectors Z0 = {z1, ..., zχ}.
Denote
τ = P{Ai 6⊂ φ, i = 1, 2}. (85)
Proposition 10 We have
P{x ∈ φ,Ai 6⊂ φ, i = 1, 2} =P{x ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
+ τ ‖ w1 ‖2,
(86)
P{x′ ∈ φ,Ai 6⊂ φ, i = 1, 2} =P{x′ ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
+ τ ‖ w2 ‖2,
(87)
P{x ∈ φ, y ∈ φ,Ai 6⊂ φ, i = 1, 2} = P{x ∈ φ0, y ∈ φ0, Ai 6⊂ φ0i = 1, 2}
+ ‖ w2 ‖2 ×P{x ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
+ ‖ w1 ‖2 ×P{y ∈ φ0, Ai 6⊂ φ0, i = 1, 2}+ τ ‖ w1 ∧ w2 ‖2
− 2V × 〈w1, w2〉
(88)
where
V = 〈v1, v2〉 − 〈v1 ∧
k1∧
i=1
zi, v2 ∧
k1∧
i=1
zi〉 − 〈v1 ∧
χ∧
i=1+k1
zi, v2 ∧
χ∧
i=1+k1
zi.〉 (89)
Proof.– We have
P{x ∈ φ,Ai 6⊂ φ, i = 1, 2}
=‖ z ‖2 − ‖ z ∧
k1∧
i=1
zi ‖2 − ‖ z ∧
χ∧
i=1+k1
zi ‖2
+ ‖ z ∧
χ∧
i=1
zi ‖2 .
(90)
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From the particular form of the vectors zi, i = 1, . . . , χ + 2 (described in the
points 1-3 above) we get ‖ z ‖2=‖ v˜1 ‖2 + ‖ w1 ‖2,
‖ z ∧
k1∧
i=1
zi ‖2=‖ w1 ‖2 × ‖
k1∧
i=1
zi ‖2 + ‖ v1 ∧
k1∧
i=1
zi ‖2, (91)
‖ z ∧
χ∧
i=1+k1
zi ‖2=‖ w1 ‖2 × ‖
χ∧
i=1+k1
zi ‖2 + ‖ v1 ∧
χ∧
i=1+k1
zi ‖2 (92)
and
‖ z ∧
χ∧
i=1
zi ‖2=‖ w1 ‖2 × ‖
χ∧
i=1
zi ‖2 (93)
Consequently
P{x ∈ φ,Ai 6⊂ φ, i = 1, 2} =P{x ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
+ τ ‖ w1 ‖2
(94)
Applying the same argument we obtain (87).
In order to prove (88) we start with:
P{x ∈ φ, x′ ∈ φ,Ai 6⊂ φ, i = 1, 2} =‖ z ∧ z′ ‖2
− ‖ z ∧ z′ ∧
k1∧
i=1
zi ‖2 − ‖ z ∧ z′ ∧
χ∧
i=1+k1
zi ‖2
+ ‖ z ∧ z′ ∧
χ∧
i=1
zi ‖2 .
(95)
Observe that
‖ z ∧ z′ ‖2 =‖ v˜1 ∧ v˜2 ‖2 + ‖ w1 ∧ w2 ‖2 + ‖ v˜1 ‖2 × ‖ w2 ‖2
+ ‖ v˜2 ‖2 × ‖ w1 ‖2 −2〈v˜1, v˜2〉 × 〈w1, w2〉,
(96)
‖ z ∧ z′ ∧
χ∧
i=1
zi ‖2=‖ w1 ∧ w2 ‖2 × ‖
χ∧
i=1
zi ‖2 . (97)
We have also
‖ z ∧ z′ ∧
k1∧
i=1
zi ‖2=‖ w1 ∧ w2 ‖2 × ‖
k1∧
i=1
zi) ‖2
+ ‖ v1 ∧ v2 ∧
k1∧
i=1
zi ‖2 + ‖ w1 ‖2 × ‖ v2 ∧
k1∧
i=1
zi ‖2
+ ‖ w2 ‖2 × ‖ v1 ∧
k1∧
i=1
zi ‖2
− 2〈w1, w2〉 × 〈v1 ∧
i=k1∧
i=1
zi, v2 ∧
k1∧
i=1
zi〉
(98)
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and a similar result with regard to
∧χ
i=1+k1
zi. It follows that
P{x ∈ φ, y ∈ φ,Ai 6⊂ φ, i = 1, 2} = P{x ∈ φ0, y ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
+ ‖ w2 ‖2 ×P{x ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
+ ‖ w1 ‖2 ×P{y ∈ φ0, Ai 6⊂ φ0, i = 1, 2}+ τ ‖ w1 ∧ w2 ‖2
− 2〈w1, w2〉
×
(
〈v1, v2〉 − 〈v1 ∧
k1∧
i=1
zi, v2 ∧
k1∧
i=1
zi〉 − 〈v1 ∧
χ∧
i=1+k1
zi, v2 ∧
χ∧
i=1+k1
zi〉
) (99)
In summary, from (86), (87) and (88) we have obtained
Lemma 11
P{x ∈ φ|Ai 6⊂ φ, i = 1, 2} × P{x′ ∈ φ|Ai 6⊂ φ, i = 1, 2}
− P{x ∈ φ, x′ ∈ φ|Ai 6⊂ φ, i = 1, 2}
= τ−2
[
P{x ∈ φ0, Ai 6⊂ φ0, i = 1, 2} × P{x′ ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
− τP{x ∈ φ0, x′ ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
+ τ2(‖ w1 ‖2 × ‖ w2 ‖2 − ‖ w1 ∧ w2 ‖2) + 2τ〈w1, w2〉 × V
]
.
(100)
To finish, note that the probabilities related to the process φ0 appearing in
equality (100) lie within the scope of the preceeding paragraph. Consequently
we may apply theorem 4, namely
P{x ∈ φ0, Ai 6⊂ φ0, i = 1, 2} × P{x′ ∈ φ0, Ai 6⊂ φ0, i = 1, 2}
− τP{x ∈ φ0, x′ ∈ φ0, Ai 6⊂ φ0, i = 1, 2} ≥ V 2
(101)
It follows that the right side of inequality (100) is higher that
κ−2
[
V 2 + τ2〈w1, w2〉2 + 2τ〈w1, w2〉 × V
] ≥ 0
which provides a proof of the inequality (8) as desired.
5 Concluding remark.
Theorem 1 holds for general discrete as well as continuous determinantal pro-
cesses. The general case can be derived by following similar lines of the proof
of the negative association inequality given by Russel Lyons in [6] Th. 3.7.
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