Abstract. We study the ideal structure of C * -algebras arising from C * -correspondences. We prove that gauge-invariant ideals of our C * -algebras are parameterized by certain pairs of ideals of original C * -algebras. We show that our C * -algebras have a nice property which should be possessed by generalization of crossed products. Applications to crossed products by Hilbert C * -bimodules and relative Cuntz-Pimsner algebras are also discussed.
Introduction
For a C * -algebra A, a C * -correspondence over A is a (right) Hilbert A-module with a left action of A. Since endomorphisms (or families of endomorphisms) of A define C * -correspondences over A, we can regard C * -correspondences as (multivalued) generalizations of automorphisms or endomorphisms. This point of view has same philosophy as the idea that topological correspondences defined in [K2] are generalizations of continuous maps (see [K2, Section 1 
]).
A crossed product by an automorphism is a C * -algebra which has an original C * -algebra as a C * -subalgebra, and reflects many aspects of the automorphism. For example, the set of ideals of the crossed product which are invariant under the dual action of the one-dimensional torus T corresponds bijectively to the set of ideals of the original C * -algebra which are invariant under the automorphism. As C * -correspondences are generalizations of endomorphisms, a natural problem is to define "crossed products" by C * -correspondences. There are plenty of evidence that the construction of the C * -algebra O X from a C * -correspondence X in [K4] is the right one. One piece of evidence is that this generalizes many constructions which were or were not considered as generalizations of crossed products (see [K4] ). We are going to explain another piece of evidence. For a C * -correspondence X, we can naturally define a notion of representations of X (Definition 2.7). Thus one C * -algebra which is naturally associated with a C * -correspondence X is a C * -algebra T X having a universal property with respect to representations of X (Definition 3.1). This C * -algebra T X is nothing but an (augmented) Cuntz-Toeplitz algebra defined in [Pi] . When a C * -correspondence X is defined by an automorphism, the C * -algebra T X is isomorphic to the Toeplitz extension of the crossed product by the automorphism defined in [PV] . This C * -algebra is too large to reflect the informations of X. In order to get "crossed products", we have to go to a quotient of T X . There are two By this corollary, XI is a Hilbert A-submodule of X. We can and will consider K(XI) as a subalgebra of K(X) by K(XI) = span{θ ξ,η ∈ K(X) | ξ, η ∈ XI} ⊂ K(X), (cf. [FMR, Lemma 2.6 (1)]). Note that XI is also considered as a Hilbert I-module. For an ideal I of A, we denote by X I the quotient space X/XI. Both of the natural quotient maps A → A/I and X → X I are denoted by [·] I . The space X I has an A/I-valued inner product ·, · X I and a right action of A/I so that for ξ, ζ ∈ X and a ∈ A. By Proposition 1.3, η ∈ X I satisfies η, η X I = 0 only when η = 0. Hence η X I = η, η X I 1/2 defines a norm on X I .
Lemma 1.5. For η ∈ X I , there exists ξ ∈ X such that η = [ξ] I and η X I = ξ X .
Proof. Clearly [·]
I is a norm-decreasing map. Thus it suffices to find ξ ∈ X such that [ξ] I = η and ξ X ≤ η X I for η ∈ X I . Set C = η 2 X I = η, η X I . Let f, g be functions on R + = [0, ∞) defined by f (r) = 1 (0 ≤ r ≤ C) C/r (r > C)
, g(r) = min{r, C}.
Then we have g(r) = rf (r) 2 and g(r) ≤ C for r ∈ R + . Take ξ 0 ∈ X with η = [ξ 0 ] I . Set a = f ( ξ 0 , ξ 0 X ) ∈ A and ξ = ξ 0 a ∈ X where A is the unitization of A. We have ξ, ξ X = a * ξ 0 , ξ 0 X a = g( ξ 0 , ξ 0 X ). Hence we get ξ X ≤ C 1/2 = η X I . Since f is 1 on [0, C], we have By this lemma, the norm · X I of X I coincides with the quotient norm of [·] I : X → X I (cf. [FMR, Lemma 2.1] ). Hence X I is complete, and so it is a Hilbert A/Imodule.
Since XI is closed under the action of L(X), we can define a map L(X) → L(X I ), which is also denoted by [·] I , so that [S] I [ξ] I = [Sξ] I for S ∈ L(X) and ξ ∈ X. By definition, S ∈ L(X) satisfies [S] I = 0 if and only if Sξ ∈ XI for all ξ ∈ X, which is equivalent to the condition that η, Sξ ∈ I for all ξ, η ∈ X by Proposition 1.3. Proof. The first assertion is easily verified by the definition. This implies that the restriction of the map [·] I to K(X) is a surjection onto K(X I ), and that K(XI) is in the kernel of [·] I . We will show that if k ∈ K(X) satisfies that [k] I = 0, then k ∈ K(XI).
There exists an approximate unit {u λ } λ∈Λ of K(X) such that for each λ ∈ Λ, u λ is a finite linear sum of elements in the form θ ξ,η . Take k ∈ K(X) with [k] I = 0. Since we have k = lim ku λ , to prove k ∈ K(XI) it suffices to show that kθ ξ,η ∈ K(XI) for arbitrary ξ, η ∈ X. Since kξ ∈ XI, we can find ξ 0 ∈ X and a positive element a 0 ∈ I such that kξ = ξ 0 a 0 by Proposition 1.3. Then we have kθ ξ,η = θ kξ,η = θ ξ 0 a 0 ,η = θ ξ 0 √ a 0 ,η √ a 0 ∈ K(XI).
We are done.
Note that it often happens that [S] I ∈ K(X I ) even if S / ∈ K(X). This observation plays an important role in our analysis after Section 5. Note also that though three maps [·] Now take two ideals I 1 and I 2 of A. It is well-known that the ideal I 1 ∩I 2 coincides with I 1 I 2 , and that I 1 + I 2 is an ideal of A. It is easy to see that the natural map
It is not difficult to see the following (see the proof of Proposition 1.10).
Lemma 1.8. The map
is an isomorphism.
We will show analogous statements for Hilbert modules and sets of operators on them. Define a linear space Y by
We define a B-valued inner product on Y by
Clearly Y is complete with respect to the norm defined by the inner product. If we define a right action of B on Y by 
is an isomorphism as Hilbert B-modules.
Proof. Clearly T preserves inner products and right actions. This implies that T is isometric. It remains to show that T is surjective. Take (
By Lemma 1.9, we can find
Therefore T (η) = (η 1 , η 2 ). Thus T is surjective.
Then the map
is an isomorphism, and its restriction to
Proof. Take (S 1 , S 2 ) ∈ M, and we will define
Hence by Proposition 1.10, there exists a unique element η ∈ X I 1 ∩I 2 with
where η is the unique element satisfying the above two equations. It is straightforward to see that
for every ξ, ξ ′ ∈ X I 1 ∩I 2 using Lemma 1.8. Thus we have
is a * -homomorphism, and gives the inverse of Ψ . Hence Ψ :
Clearly the restriction of Ψ on K(X I 1 ∩I 2 ) is an injection into K. We will show that this is surjective. By Lemma 1.9, we can see that the restriction of the map
Proof. Clear by Proposition 1.11.
C * -correspondences and representations
Definition 2.1. For a C * -algebra A, we say that X is a C * -correspondence over A when X is a Hilbert A-module and a * -homomorphism ϕ X : A → L(X) is given.
We refer to ϕ X as the left action of a C * -correspondence X. C * -correspondences can be considered as generalizations of automorphisms or endomorphisms. In fact, we can associate a C * -correspondence X ϕ with each endomorphism ϕ as follows.
Definition 2.2. Let A be a C * -algebra and ϕ : A → A be an endomorphism. We define a C * -correspondence X ϕ such that it is isomorphic to A as Banach spaces, its inner product is defined by ξ, η X = ξ * η, right action is multiplication and left action is given by ϕ Xϕ (a)ξ = ϕ(a)ξ. We denote X id A by A, and call it the identity correspondence over A.
Note that the left action ϕ A of the identity correspondence A gives an isomorphism from A to K(A).
A morphism is called a semicovariant homomorphism in [S] . For a morphism (Π, T ) from X to Y , we can see that T (ξ)Π(a) = T (ξa) and T (ξ) Y ≤ ξ X for a ∈ A and ξ ∈ X by the same argument as in [K5, Section 2] . We also see that T is isometric for an injective morphism (Π, T ).
For the well-definedness of a * -homomorphism Ψ T , see, for example, [KPW, Lemma 2.2] . Note that Ψ T is injective for an injective morphism (Π, T ). The following two lemmas are easily verified.
Definition 2.7. A representation of a C * -correspondence X over A on a C * -algebra B is a pair (π, t) consisting of a * -homomorphism π : A → B and a linear map
We denote by C * (π, t) the C * -algebra generated by the images of π and t in B. We define a * -homomorphism
Representations of a C * -correspondence X on a C * -algebra B is nothing but morphisms from X to the identity correspondence over B, and we have ϕ B • ψ t = Ψ t . Note that we get π(a)ψ t (k) = ψ t (ϕ X (a)k) and ψ t (k)t(ξ) = t(kξ) for k ∈ K(X), a ∈ A and ξ ∈ X. Definition 2.8. A representation (π, t) of X is said to admit a gauge action if for each z ∈ T, there exists a * -homomorphism β z : C * (π, t) → C * (π, t) such that β z (π(a)) = π(a) and β z (t(ξ)) = zt(ξ) for all a ∈ A and ξ ∈ X.
If it exists, such a * -homomorphism β z is unique and β : T → Aut(C * (π, t)) is a strongly continuous homomorphism.
C
* -algebras associated with C * -correspondences Definition 3.1. For a C * -correspondence X over a C * -algebra A, we denote by T X the C * -algebra generated by the universal representation.
The universal representation can be obtained by taking a direct sum of sufficiently many representations. By the universality, we have a surjection T X → C * (π, t) for every representation (π, t) of X. The C * -algebra T X is too large to reflect the informations of X, and so we will take a certain quotient of T X to get the nice C * -algebra O X .
Definition 3.2. For an ideal I of a C * -algebra A, we define I ⊥ ⊂ A by
Note that I ⊥ is the largest ideal of A satisfying I ∩ I ⊥ = 0.
Definition 3.3. For a C * -correspondence X over A , we define an ideal J X of A by
The ideal J X is the largest ideal to which the restriction of ϕ X is an injection into K(X).
Definition 3.4. A representation (π, t) of X is said to be covariant if we have π(a) = ψ t (ϕ X (a)) for all a ∈ J X . Definition 3.5. For a C * -correspondence X over a C * -algebra A, the C * -algebra O X is defined by O X = C * (π X , t X ) where (π X , t X ) is the universal covariant representation of X.
By the universality, for any covariant representation (π, t) of a C * -correspondence X, there exists a * -homomorphism ρ (π,t) :
•π X and t = ρ (π,t) • t X . By the universality, the universal covariant representation (π X , t X ) admits a gauge action. We denote it by γ : T O X . When we consider O X as a generalization of crossed products by automorphisms, the gauge action γ is regarded as the dual action of T. If a covariant representation (π, t) admits a gauge action β, then we have β z • ρ (π,t) = ρ (π,t) • γ z for each z ∈ T. In [K5, Proposition 4.11], we saw that the universal covariant representation (π X , t X ) is injective. The following gauge-invariant uniqueness theorem says that two conditions, admitting a gauge action and being injective, characterize the universal one (π X , t X ) among all covariant representations. In Proposition 7.14, we see that the universal covariant representation (π X , t X ) is the smallest one among injective representations admitting gauge actions.
for all a ∈ J X . We do not use these facts explicitly.
Invariant ideals
In this section, we introduce the notion of invariant ideals with respect to C * -correspondences. Let us take a C * -correspondence X over a C * -algebra A, and fix them until the end of Section 8.
Definition 4.1. For an ideal I of A, we define X(I), X −1 (I) ⊂ A by
Clearly X(I) is an ideal of A. We also see that X −1 (I) is an ideal because it is the kernel of the composition of ϕ X and the map [·] I : L(X) → L(X I ). For a C * -correspondence X ϕ defined from an endomorphism ϕ : A → A, we see that X ϕ (I) is the ideal generated by ϕ(I), and X −1
It is easy to see that we have X(I 1 ) ⊂ X(I 2 ) and X −1 (I 1 ) ⊂ X −1 (I 2 ) for two ideals I 1 , I 2 of A with I 1 ⊂ I 2 . For an ideal I, we have X(X −1 (I)) ⊂ I and X −1 (X(I)) ⊃ I. These inclusions are proper in general, because we always have X(I) ⊂ span X, X X and X −1 (I) ⊃ ker ϕ X . The inclusions
still can be proper as we will see in Examples 4.3 and 4.12.
Lemma 4.2. For two ideals I 1 , I 2 of A, we have
Proof. Clear by the definitions.
Both of the two inclusions in Lemma 4.2 can be proper in general (see Examples 4.3 and 4.12).
Example 4.3. Let A be C⊕C⊕M 2 (C), and ϕ : A → A be an endomorphism defined by ϕ (λ, µ, T ) = (0, 0, diag{λ, µ}). This endomorphism gives us a C * -correspondence X ϕ over A. Let us define three ideals I 1 , I 2 and I 3 of A by
. We see that ker ϕ Xϕ = ker ϕ = I 3 and ϕ
−1
Xϕ (K(X ϕ )) = A. Hence we get J X = I 1 + I 2 . We have X(I 1 ) = X(I 2 ) = I 3 . However clearly we have X(I 1 ∩ I 2 ) = X(0) = 0. This gives an example of a proper inclusion
We see that there exist no nontrivial invariant ideals of A (see Definition 4.8), and the C * -algebra O X is isomorphic to a simple C * -algebra M 6 (C).
For an increasing family {I n } n∈N of ideals of a C * -algebra D, we denote by lim n→∞ I n the ideal of D defined by
Proposition 4.4. Let {I n } n∈N be an increasing family of ideals of A. Then we have X(lim n→∞ I n ) = lim n→∞ X(I n ).
Proof. Clear by the definition of X(·).
The analogous statement of Proposition 4.4 for X −1 is not valid as the next example shows.
Example 4.5. Let A = C((0, 1]). We define a C * -correspondence X over A which is isomorphic to A as Hilbert A-modules and its left action ϕ X : A → L(X) is defined by ϕ X (f ) = f (1) id X for f ∈ A. For each n ∈ N, we define an ideal I n of A by I n = C((2 −n , 1]). We have lim n→∞ I n = A. It is not difficult to see that X −1 (I n ) = C((0, 1)) for every n ∈ N. Hence we get lim n→∞ X −1 (I n ) = C((0, 1)). However, we have X −1 (lim n→∞ I n ) = X −1 (A) = A. The C * -algebra O X is isomorphic to the universal C * -algebra generated by a contractive scaling element (see [K6] ).
Though we do not have X −1 (lim n→∞ I n ) = lim n→∞ X −1 (I n ) in general, we can prove Proposition 4.7, which suffices for the further investigation. For the proof of Proposition 4.7, we need the following general fact.
Lemma 4.6. Let D be a C * -algebra, and {I n } n∈N be an increasing family of ideals
Proof. Set I ∞ = lim n→∞ I n . Clearly we have B ∩ I ∞ ⊃ lim n→∞ (B ∩ I n ). Take a positive element x ∈ B ∩ I ∞ . For ε > 0, let f ε : R + → R + be a continuous function defined by f ε (t) = max{0, t − ε}. Then we have x − f ε (x) ≤ ε. Since n∈N I n is a dense ideal in I ∞ , we have f ε (x) ∈ n∈N I n (see [Pe, Theorem 5.6 .1]). Thus x is approximated by elements f ε (x) ∈ B ∩ n∈N I n = n∈N (B ∩ I n ). This shows x ∈ lim n→∞ (B ∩ I n ). Therefore we have B ∩ (lim n→∞ I n ) = lim n→∞ (B ∩ I n ).
Note that Lemma 4.6 is not valid when I n 's are just C * -subalgebras.
Proof. Set I ∞ = lim n→∞ I n . First note that we have
for an ideal I of A by Lemma 1.6. Take a ∈ J ∩ X −1 (I ∞ ) and ε > 0. It is easy to
The converse inclusion is obvious.
Definition 4.8. An ideal I of A is said to be positively invariant if X(I) ⊂ I, negatively invariant if J X ∩ X −1 (I) ⊂ I, and invariant if I is both positively and negatively invariant.
In many papers such as [KPW] , [FMR] and [S] , a positively invariant ideal is called X-invariant. It is clear that I is positively invariant if and only if I ⊂ X −1 (I). It is also equivalent to ϕ X (I)X ⊂ XI by Proposition 1.3. Clearly A is an invariant ideal. We also see that 0 is invariant because X(0) = 0 and Proof. Clear by Lemma 4.2.
Corollary 4.11. The intersection of two invariant ideals is invariant.
By Lemma 4.2, we see that if two ideals I 1 , I 2 are positively invariant, then so is their sum I 1 + I 2 . However, the sum of two negatively invariant ideals need not be negatively invariant. Moreover, the sum of two invariant ideals can fail to be negatively invariant as we will see in the next example.
Example 4.12. Let A be C ⊕ C ⊕ C, and X be C ⊕ C which is a Hilbert A-module by the operations (ξ 1 , η 1 ), (ξ 2 , η 2 ) X = (ξ 1 ξ 2 , η 1 η 2 , 0) and (ξ, η)(λ, µ, ν) = (ξλ, ηµ). We define a left action ϕ X : A → L(X) by ϕ X ((λ, µ, ν)) = ν id X . We define three ideals I 1 , I 2 and I 3 of A by I 1 = C ⊕ 0 ⊕ 0, I 2 = 0 ⊕ C ⊕ 0 and I 3 = 0 ⊕ 0 ⊕ C. We have J X = I 3 . An easy computation shows that X(I 1 ) = X(I 2 ) = 0 and X −1 (I 1 ) = X −1 (I 2 ) = I 1 + I 2 . Thus both I 1 and I 2 are invariant ideals. However we have X(I 1 + I 2 ) = 0 and X −1 (I 1 + I 2 ) = A. Thus I 1 + I 2 is positively invariant, but not negatively invariant. We also have proper inclusions
We have O X ∼ = M 2 (C)⊕M 2 (C), and two non-trivial invariant ideals I 1 , I 2 correspond to the two non-trivial ideals of O X .
Definition 4.13. Let us take an ideal I of A. We define ideals X n (I) for n ∈ N by X 0 (I) = I and X n+1 (I) = X(X n (I)). We also define ideals X −n (I) for n ∈ N by X 0 (I) = I, X −1 (I) = I + J X ∩ X −1 (I) and X −(n+1) (I) = X −1 (X −n (I)) for n ≥ 1.
Note that we have I ⊂ X −1 (I), hence X −n (I) ⊂ X −(n+1) (I) for every n ∈ N Definition 4.14. For an ideal I of A, we define ideals
Lemma 4.15. If an ideal I is positively invariant, so are X −n (I) for n ∈ N ∪ {∞}.
Proof. Let us take a positively invariant ideal I. From
we see that X −1 (I) is positively invariant. By using this fact, we can prove inductively that X −n (I) is positively invariant for all n ∈ N. Finally X −∞ (I) is positively invariant by Proposition 4.9.
Hence by Proposition 4.4, we have X(X ∞ (I)) ⊂ X ∞ (I). Thus X ∞ (I) is positively invariant. If I ′ is a positively invariant ideal containing I, then we can prove inductively X n (I) ⊂ I ′ for all n ∈ N. Hence we have X ∞ (I) ⊂ I ′ . Thus X ∞ (I) is the smallest positively invariant ideal containing I.
For each n ∈ N, we have
′ is a negatively invariant ideal containing I, then we can prove inductively X −n (I) ⊂ I ′ for all n ∈ N. Hence we have X −∞ (I) ⊂ I ′ . Thus X −∞ (I) is the smallest negatively invariant ideal containing I.
Combining the above argument with Lemma 4.15, we see that X ∞ −∞ (I) is the smallest invariant ideal containing I.
T -pairs and O-pairs
In this section, we introduce the notion of T -pairs and O-pairs of the C * -correspondence X over A. These are related to representations of X.
Definition 5.1. For an ideal I of A, we define an ideal J(I) of A by
For a positively invariant ideal I, we can define a map
of the quotient maps A → A/I and X → X I is a morphism from X to X I .
Lemma 5.2. For a positively invariant ideal I, we have
Proof. We have
We also see that [ϕ X (a)] I ∈ K(X I ) if and only if
Thus we get J(I) = [·] I −1 (J X I ). Finally we have
Note that Lemma 5.2 implies that X −1 (I)/I = ker ϕ X I and J(I)/I = J X I for a positively invariant ideal I. Note also that X −1 (0) = ker ϕ X and J(0) = J X .
Proposition 5.3. An ideal I is negatively invariant if and only if J X ⊂ J(I).
Proof. For a ∈ J X , we have ϕ X (a) ∈ K(X). Hence [ϕ X (a)] I ∈ K(X I ). Thus J X ⊂ J(I) if and only if J X X −1 (I) ⊂ I. This is equivalent to the negative invariance of I because J X X −1 (I) = J X ∩ X −1 (I).
Note that I 1 ⊂ I 2 need not imply J(I 1 ) ⊂ J(I 2 ) in general as the following example shows.
Example 5.4 (cf. Example 4.12). Let A ∼ = C 3 be the C * -algebra generated by three mutually orthogonal projections p 0 , p 1 and p 2 . Let X be the ℓ ∞ -direct sum of two Hilbert spaces C, whose base is denoted by s 0 , and ℓ 2 (N), whose base is denoted by
. ., and s k , s l X = 0 for k = l. The right action of A on X is defined by
Then X becomes a Hilbert A-module. We define a left action ϕ X : A → L(X) by ϕ X (p 0 ) = ϕ X (p 1 ) = 0, and ϕ X (p 2 ) = id X . Now we get a C * -correspondence X over A. This C * -correspondence is defined from the following graph (or its opposite graph);
• v 1
(see [K2] ). Let us define ideals of A by
Since ker ϕ X = ϕ −1 X (K(X)) = I 01 , we have J X = 0. Hence all ideals are negatively invariant. Since X(I 1 ) = X(I 01 ) = 0, both I 1 and I 01 are invariant. By straightforward computation, we get J(I 1 ) = I 12 and J(I 01 ) = I 01 . Thus two ideals I 1 , I 01 satisfy that I 1 ⊂ I 01 and J(I 1 ) ⊂ J(I 01 ). We can see that O X is isomorphic to the direct sum of M 2 (C) and the unitization K of the C * -algebra K of compact operators on ℓ 2 (N). There exist six O-pairs (see Definition 5.12) which correspond to six ideals of
This example also shows that J(I 1 ∩ I 2 ) ⊂ J(I 1 ) ∩ J(I 2 ) does not hold in general for two ideals I 1 , I 2 of A. However, the converse inclusion J(I 1 ) ∩ J(I 2 ) ⊂ J(I 1 ∩ I 2 ) always holds.
Proposition 5.5. For two ideals I 1 , I 2 of A, we have
Hence a ∈ J(I 1 ∩ I 2 ). Thus we have J(I 1 ) ∩ J(I 2 ) ⊂ J(I 1 ∩ I 2 ).
Definition 5.6. Let X be a C * -correspondence over a C * -algebra A. A T -pair of X is a pair ω = (I, I ′ ) of ideals I, I ′ of A such that I is positively invariant and
Definition 5.7. Let ω 1 = (I 1 , I
′ 1 ) and ω 2 = (I 2 , I
′ 2 ) be T -pairs. We write ω 1 ⊂ ω 2 if I 1 ⊂ I 2 and I ′ 1 ⊂ I ′ 2 . We denote by ω 1 ∩ ω 2 the pair (
Proof. By Proposition 4.10, I 1 ∩ I 2 is a positively invariant ideal. By Proposition 5.5, we have
T -pairs arise from representations.
Definition 5.9. For a representation (π, t) of X, we define I (π,t) , I
The pair I (π,t) , I
′ (π,t) is denoted by ω (π,t) . Clearly I (π,t) is an ideal of A. By the remark before Definition 2.8, we see that I ′ (π,t) is also an ideal of A. Lemma 5.10. For a representation (π, t) of a C * -correspondence X over a C * -algebra A, we have the following.
(i) For a ∈ I (π,t) and ξ, η ∈ X, we have η, ϕ X (a)ξ X ∈ I (π,t) because
Hence X(I (π,t) ) ⊂ I (π,t) . Thus I (π,t) is positively invariant. (ii) For ξ ∈ X, we have
(iii) Obvious by the definition of I (π,t) and (ii).
Hence ϕ X (a) − k ξ ∈ ker t = XI (π,t) for all ξ ∈ X. This implies that π,t) ) and
Proposition 5.11. For a representation (π, t) of X, the pair ω (π,t) is a T -pair.
Proof. By Lemma 5.10 (i), I (π,t) is positively invariant. Clearly we have I (π,t) ⊂ I ′ (π,t) . Take a ∈ I ′ (π,t) . We have [ϕ X (a)] I (π,t) ∈ K(X I (π,t) ) by Lemma 5.10 (iv). Take b ∈ X −1 (I (π,t) ). Since ab ∈ I ′ (π,t) , we have π(ab) = ψ˙t [ϕ X (ab)] I (π,t) by Lemma 5.10 (iv). We see [ϕ X (ab)] I (π,t) = 0 because ab ∈ X −1 (I (π,t) ). Hence π(ab) = 0. Thus we get ab ∈ ker π = I (π,t) . This shows a ∈ J (I (π,t) ). Hence we get I ′ (π,t) ⊂ J (I (π,t) ). Thus ω (π,t) = I (π,t) , I
′ (π,t) is a T -pair.
We will see that every T -pairs come from representations (Proposition 6.12). By the same way of the proof of Proposition 5.11, we can see that for a morphism (Π, T ) from a C * -correspondence X to a C * -correspondence Y , the pair ω (Π,T ) = I (Π,T ) , I ′ (Π,T ) defined by
is a T -pair.
It is clear that the intersection ω 1 ∩ ω 2 of two O-pairs ω 1 , ω 2 is an O-pair. Proof. For an O-pair ω = (I, I ′ ), we have I + J X ⊂ I ′ ⊂ J(I). Thus we get J X ⊂ J(I). Now Proposition 5.3 implies that I is negatively invariant. Therefore I is an invariant ideal. The converse is obvious.
is an admissible pair of closed sets of E 0 defined in [K3] .
Proposition 5.14. A representation (π, t) is covariant if and only if the pair ω (π,t) is an O-pair.
By Proposition 5.14, we have ω (π,t) = (0, J X ) for all injective covariant representations (π, t).
C
* -correspondences associated with T -pairs Take a T -pair ω = (I, I ′ ) of X and fix it throughout this section. In this section, we construct a C * -algebra A ω , a C * -correspondence X ω over A ω and a representation (π ω , t ω ) of X on the C * -algebra O Xω . In the next section, we will see that this representation (π ω , t ω ) has a universal property.
x x(π Xω ,t Xω )
: : t t t t t t t t t (A/I, X I ) Definition 6.1. For a T -pair ω = (I, I ′ ) of a C * -correspondence X over A, we define a C * -algebra A ω and a Hilbert A ω -module X ω by
where the operations are defined as in Section 1.
Note that A ω is a pull-back C * -algebra of two surjections Definition 6.2. We define a * -homomorphism
Definition 6.4. We set
From this lemma, we easily get the following.
Proposition 6.6. The pair (Π ω , T ω ) is an injective morphism from X I to X ω , and the map Ψ Tω : K(X I ) → K(X ω ) coincides with the restriction of Ψ ω to K(X I ).
The next proposition is also easy to see from the definitions.
Proposition 6.7. For a T -pair ω = (I, I ′ ) with I ′ = J(I), the morphism (Π ω , T ω ) from X I to X ω is an isomorphism.
To compute J Xω ⊂ A ω , we need the following lemma.
Lemma 6.8. A pair (Π, T ) of maps defined by
and the restriction of Ψ to K(X ω ) coincides with
Proof. It is clear that (Π, T ) is a morphism satisfying Π • Π ω = id A/I and T • T ω = id X I . By Lemma 6.5, we have
for S ∈ L(X I ) and η ∈ X I . This proves
2 ) ∈ X ω and η ∈ X I , we have
Hence we have Ψ θ (η 1 ,η ′ 1 ),(η 2 ,η ′ 2 ) = θ η 1 ,η 2 . This shows that the restriction of Ψ to K(X ω ) coincides with Ψ T : K(X ω ) → K(X I ).
Proposition 6.9. We have
we have that ϕ Xω ((b, b ′ )) = 0 if and only if ϕ X I (b) = 0. This proves the first equality. The second one follows similarly because we have Ψ ω K(X I ) ⊂ K(X ω ) and Ψ K(X ω ) ⊂ K(X I ). We will prove the third equality. It is easy to see that for b ∈ J X I , we have
Take (b, b ′ ) ∈ J Xω , and we will prove that b ∈ J X I and b
Note that we have
Definition 6.10. We define a * -homomorphism π ω : A → O Xω and a linear map
for a ∈ A and ξ ∈ X, where (π Xω , t Xω ) is the universal covariant representation of the C * -correspondence X ω on O Xω .
Proposition 6.11. The pair (π ω , t ω ) is a representation of X on O Xω , which admits a gauge action and satisfies
Proof. Since (π ω , t ω ) is a composition of morphisms, it is a representation. Clearly the gauge action of O Xω gives a gauge action for the representation (π ω , t ω ). We will prove C * (π ω , t ω ) = O Xω . Since O Xω is generated by the images of π Xω and t Xω , it suffices to show that
Therefore we get
Thus we have shown that
because π Xω (b, 0) ∈ C * (π ω , t ω ) as shown above. This completes the proof.
Proposition 6.12. For a T -pair ω = (I, I ′ ), we have ω (πω,tω) = ω.
Proof. Since the maps Π ω : A I → A ω and π Xω : A ω → O Xω are injective, we have
Hence by the definition of ϕ Xω we get
Hence a ∈ I ′ (πω,tω) . We have shown that By Proposition 6.12, we see that every T -pairs come from representations.
7. C * -algebras generated by representations of C * -correspondences
In this section, we prove the following theorem.
Theorem 7.1. Let X be a C * -correspondence over a C * -algebra A, and (π, t) be a representation of X. If a T -pair ω of X satisfies ω ⊂ ω (π,t) , then there exists a unique surjective * -homomorphism ρ : O Xω → C * (π, t) such that π = ρ • π ω and t = ρ • t ω . The surjection ρ is an isomorphism if and only if ω = ω (π,t) and (π, t) admits a gauge action.
Take a representation (π, t) of a C * -correspondence X and a T -pair ω = (I, I ′ ) of X satisfying ω ⊂ ω (π,t) . In order to get a * -homomorphism ρ : O Xω → C * (π, t), we will construct a covariant representation ( π,t) of the C * -correspondence X ω on C * (π, t). Since I ⊂ I (π,t) = ker π, we can define a representation (π,ṫ) of a C * -correspondence X I over A/I on C * (π, t) such thatπ([a] I ) = π(a) for a ∈ A anḋ t([ξ] I ) = t(ξ) for ξ ∈ X as in Lemma 5.10 (iii). It is easy to see that I (π,ṫ) = I (π,t) /I and I
Note that this definition makes sense because
by Lemma 5.10 (v).
Lemma 7.3. The map π :
Proof. It is obvious that π is a * -preserving linear map. We will show π is multiplicative. Take (b 1 , b
for d ∈ A/I and b ∈ J(I)/I = J X I , we have
Hence π is a * -homomorphism. Proof. Suppose that π is injective. For a ∈ I (π,t) , we have (
, we have
by Lemma 5.10 (v) . Since π is injective, we have (0, [a] I ′ ) = 0. This implies a ∈ I ′ . Thus we get I ′ (π,t) = I ′ . Therefore if π is injective, then ω = ω (π,t) .
Conversely assume
Therefore we have b ′ = 0. We also have ψ˙t(ϕ X I (b)) = 0. Since I = I (π,t) , the mapṫ is injective. Hence ψ˙t is also injective. Therefore we have b ∈ ker ϕ X I . We also have
We have proved that π is injective.
Definition 7.5. Let ζ ∈ X I J X I . Take η ∈ X I and b ∈ J X I such that ζ = ηb. We definet(ζ) =ṫ(η)ψ˙t(ϕ X I (b)) ∈ C * (π, t).
Lemma 7.6. The mapt :
Proof. Take η 1 , η 2 ∈ X I , b 1 , b 2 ∈ J X I , and define ζ 1 , ζ 2 ∈ X I J X I by ζ 1 = η 1 b 1 , ζ 2 = η 2 b 2 . We haveṫ
Similar computation shows that
This showst is well-defined. We can check the linearity oft in a similar fashion. The two equalities in the statement had been already checked.
Lemma 7.7. We havė
for b ∈ A/I, k ∈ K(X I ), and ζ ∈ X I J X I .
Proof. Take η ∈ X I and d ∈ J X I with ζ = ηd. Then we havė
Lemma 7.8. For ζ ∈ X I (I ′ /I), we havet(ζ) =ṫ(ζ).
Proof. Choose η ∈ X I and b ∈ I ′ /I ⊂ J(I)/I = J X I such that ζ = ηb. Since
, we haveπ(b) = ψ˙t(ϕ X I (b)) by Lemma 5.10 (v). Hence, we gett
Note that η − ζ ∈ X I J X I and thatt : X ω → C * (π, t) is a well-defined linear map by Lemma 7.8.
Proposition 7.10. The pair ( π,t) is a representation of the
Proof. It is easy to see thatπ = π • Π ω andṫ =t • T ω . We will check that the pair ( π,t) satisfies the two conditions in Definition 2.7. Take (η 1 , η
Xω . This proves the condition (i) in Definition 2.7. We will check the condition (ii).
On the other hand, we have
Hence we gett
. We are done.
Hence we get π((b, 0)) = ψt ϕ Xω ((b, 0)) for every element (b, 0) ∈ J Xω . This completes the proof.
Lemma 7.12. The representation ( π,t) of X ω is injective if and only if ω = ω (π,t) .
It admits a gauge action if and only if so does (π, t).
Proof. The first assertion follows from Proposition 7.4. If a representation (π, t) admits a gauge action β, then β is also a gauge action for the representation ( π,t) because β z (ψ t (k)) = ψ t (k) for all k ∈ K(X) and z ∈ T. The converse is obvious.
Now we are ready to prove the main theorem of this section.
Proof of Theorem 7.1.
This implies that ρ is surjective. The uniqueness follows from C * (π ω , t ω ) = O Xω which was proved in Proposition 6.11. Finally by Lemma 7.12 and Theorem 3.6, ρ is an isomorphism if and only if ω = ω (π,t) and (π, t) admits a gauge action.
Corollary 7.13. Let X be a C * -correspondence over a C * -algebra A and (π, t) be a representation of X which admits a gauge action. Then the C * -algebra C * (π, t) is naturally isomorphic to the C * -algebra O Xω (π,t) .
We finish this section by the next result, which gives a characterization of the C * -algebra O X without using J X and the notion of covariance.
Proposition 7.14. If a representation (π, t) is injective and admits a gauge action, then there exists a surjection ρ :
Proof. Set ω = ω (π,t) = (I (π,t) , I
′ (π,t) ). Since (π, t) is injective, we have I (π,t) = 0 and I ′ (π,t) ⊂ J(0) = J X . Hence we get ω ⊂ (0, J X ) = ω (π X ,t X ) . Thus by Theorem 7.1, there exists a surjective * -homomorphism ρ : O Xω → O X with π X = ρ • π ω and t X = ρ • t ω . Since (π, t) admits a gauge action, the C * -algebra C * (π, t) is isomorphic to O Xω by Corollary 7.13. This completes the proof. By Proposition 7.14, we can define O X to be the smallest C * -algebra among C * -algebras generated by injective representations admitting gauge actions. Now Theorem 3.6 tells us that the covariance of representations characterizes the representation (π X , t X ) among injective representations admitting gauge actions.
Structure of gauge-invariant ideals of O X
We say that an ideal of O X is gauge-invariant if it is globally invariant under the gauge action γ. In this section, we analyze structure of gauge-invariant ideals of O X . Definition 8.1. For an ideal P of O X , we define I P , I
Proof. Clear by the definitions. Definition 8.3. Let ω be an O-pair of X. The representation (π ω , t ω ) of X on O Xω is covariant by Proposition 5.14 and Proposition 6.12. Hence there exists a surjection ρ (πω,tω) : O X → O Xω . We define P ω = ker ρ (πω,tω) .
Lemma 8.4. For an O-pair ω, the ideal P ω of O X is gauge-invariant and satisfies ω Pω = ω.
Proof. Clear by the definitions.
Proposition 8.5. For a gauge-invariant ideal P of O X , we have P = P ω P and
Proof. If P is gauge-invariant, the representation (σ P • π X , σ P • t X ) admits a gauge action, where σ P : O X → O X /P is a natural surjection. Hence by the definition of ω P and Theorem 7.1, we have an isomorphism ρ :
Now we get the following.
Theorem 8.6. The set of all gauge-invariant ideals of O X corresponds bijectively to the set of all O-pairs of X by P → ω P and ω → P ω . These maps preserve inclusions and intersections.
In the case that C * -correspondences are defined from graphs, or more generally from topological graphs, Theorem 8.6 had already been proved in [BHRS] or [K3] . We can also get the following result on the gauge-invariant ideals of T X .
Proposition 8.7. The set of all gauge-invariant ideals of T X corresponds bijectively to the set of all T -pairs of X such that inclusions and intersections are preserved.
Proof. The set of all gauge-invariant ideals of T X corresponds bijectively to the "set" of all representations of X admitting gauge actions if we consider two representations (π, t) and (π ′ , t ′ ) are same when there exists a (necessarily unique) isomorphism ρ :
Under this identification, the "set" of all representations of X admitting gauge actions corresponds bijectively to the set of all T -pairs of X by (π, t) → ω (π,t) defined in Definition 5.9, and ω → (π ω , t ω ) defined in Definition 6.10 by Proposition 6.12 and Theorem 7.1. This completes the proof.
9. Gauge invariant ideals and strong Morita equivalence.
In this section, we will prove that each gauge-invariant ideal P of the C * -algebra O X is strongly Morita equivalent to the C * -algebra O Y P for a certain C * -correspondence Y P . In the next section, we will see that in fact we can find a
For a positively invariant ideal I of A, we have ϕ X (I)X ⊂ XI. Hence the closed linear subspace Y I = ϕ X (I)X of X is naturally considered as a C * -correspondence over I.
Lemma 9.1. For a positively invariant ideal I of A, we have ker ϕ Y I = I ∩ ker ϕ X and ϕ
Proof. Take a ∈ ker ϕ Y I . For ξ ∈ X, we have ϕ X (a)ϕ X (a * )ξ = 0 because ϕ X (a * )ξ ∈ Y I . Hence we have aa * ∈ ker ϕ X . Thus we get a ∈ I ∩ ker ϕ X . This shows ker ϕ Y I ⊂ I ∩ ker ϕ X . Since the converse inclusion is obvious, we get ker ϕ Y I = I ∩ ker ϕ X .
Take
Since the converse inclusion is obvious, we have ϕ
From this equality and Lemma 9.1, we get
Proposition 9.3. For a positively invariant ideal I of A, the C * -subalgebra generated by π X (I) and t X (Y I ) is isomorphic to O Y I , and it is the smallest hereditary
Proof. Let B be the C * -subalgebra of O X generated by π X (I) and t X (Y I ). Clearly the restrictions of π X and t X to I and Y I give an injective representation (π, t) of Y I on O X which admits a gauge action. It is also clear that C * (π, t) = B. By Proposition 9.2, this representation (π, t) is covariant. Thus B is isomorphic to O Y I by Theorem 3.6.
Since we have π
. By [K5, Proposition 2.7] , O X is the closure of the linear span of elements in the form
for a ∈ A and ξ k , η l ∈ X. By using the fact π X (I)t X (X) = t X (Y I )π X (I), we can prove by the induction on n that π X (b)t X (ξ 1 ) · · · t X (ξ n )π X (a) ∈ B for b ∈ I, a ∈ A and ξ k ∈ X. Hence π X (I)O X π X (I) is contained in B. Thus we have shown that B = π X (I)O X π X (I) which is the smallest hereditary C * -subalgebra containing π X (I).
Proposition 9.4. For an ideal
Proof. Let P be the ideal of O X generated by π X (I). Since I ⊂ I P and I P is invariant, we have X 
is closed under the gauge action, the ideal P is gauge-invariant. Hence we have P = P ω P = P ω by Proposition 8.5. Proof. By Proposition 9.3 and Proposition 9.4, the C * -subalgebra generated by π X (I) and t X (Y I ) is isomorphic to O Y I and is a hereditary and full C * -subalgebra of P ω which is the ideal generated by π X (I). Thus P ω is strongly Morita equivalent to the C * -algebra O Y I .
Proof. Apply Proposition 9.5 to the invariant ideal A.
The C * -correspondence Y defined in the above corollary is non-degenerate, namely it satisfies that ϕ Y (A)Y = Y . Thus by Corollary 9.6, we can exchange a given C * -correspondence to a non-degenerate one so that the C * -algebras constructed by them are strongly Morita equivalent (we used this fact in [K5, Appendix C] ).
By Proposition 9.5, gauge-invariant ideals P satisfying that I ′ P = I P + J X are shown to be strongly Morita equivalent to the C * -algebra O Y I P of the C * -correspondence Y I P . To deal with all gauge-invariant ideals of O(X), we need the following argument.
Let us define a C * -algebra A and a Banach space X by
If we define the left and right actions of A on X as multiplication, and the inner product by ξ, η X = ξ * η, X becomes a C * -correspondence over A. Since the embeddings A ֒→ O X and X ֒→ O X give an injective representation of X, we have an injective * -homomorphism from K( X) onto span( X X * ) ⊂ O X . Thus we can identify K( X) with span( X X * ).
Lemma 9.7. We have
Proof. By the identification above, the restriction of ϕ X to the ideal ψ t X (K(X)) of A is just the embedding ψ t X (K(X)) ֒→ K( X). Hence we have ψ t X (K(X)) ⊂ J X . We will prove the converse inclusion. Take π X (a) + ψ t X (k) ∈ J X . Then we have π X (a) ∈ J X . Let {u λ } be an approximate unit of ψ t X (K(X)). It is not difficult to see that {ϕ X (u λ )} is an approximate unit of K( X) (see [K5, Lemma 5.10] ). Since ϕ X (π X (a)) ∈ K( X), we have
Hence there exists k ∈ K(X) with ϕ X (π X (a)) = ϕ X (ψ t X (k)). Therefore we have
for each ξ ∈ X. Hence we obtain ϕ X (a) = k ∈ K(X). For b ∈ ker ϕ X we have π X (b) ∈ ker ϕ X . Therefore we get π X (ab) = 0 for all b ∈ ker ϕ X . Thus a ∈ ϕ −1
). This shows J X ⊂ ψ t X (K(X)). Thus we get J X = ψ t X (K(X)).
Proposition 9.8. The natural inclusions
Proof. It is clear that the pair (π, t) of the inclusions π : A ֒→ O X and t : X ֒→ O X is an injective representation of X admitting a gauge action and satisfying C * (π, t) = O X . By Lemma 9.7, the representation (π, t) is covariant. Hence we have an isomorphism ρ (π,t) : O X → O X by Theorem 3.6. Proposition 9.9. For a gauge-invariant ideal P of O X , we set I = A ∩ P . Then P is strongly Morita equivalent to the C * -algebra O Y I where Y I = ϕ X ( I) X is a C * -correspondence over I.
Proof. Since I is the intersection of A and the ideal P of O X = O X , the ideal I is an invariant ideal of A. Let P be the ideal in O X = O X generated by I. By Proposition 9.5, P is strongly Morita equivalent to the C * -algebra O Y I . We will show that P = P . To do so, it suffices to see ω P = ω P by Theorem 8.6 because both P and P are gauge-invariant. Since I ⊂ P , we have P ⊂ P . Hence ω P ⊂ ω P . We have
Hence we get ω P ⊂ ω P . Thus ω P = ω P . This completes the proof. Remark 9.10. As we saw in the proof of Proposition 9.9, we can see that gaugeinvariant ideals of O X are distinguished by their intersection with A. By Proposition 9.9, we always have I + J X = J( I) for invariant ideals I of A.
Proposition 9.9 shows that every gauge-invariant ideals of O X are strongly Morita equivalent to the C * -algebra O Y for some C * -correspondences Y . In the next section, we will see that for every gauge-invariant ideal P of O X we can find a C * -correspondence Y so that P is isomorphic to O Y .
Crossed products by Hilbert C * -bimodules
For a C * -algebra A, a Hilbert A-bimodule is a C * -correspondence X over A together with a left inner product X ·, · : X × X → A such that ϕ X ( X ξ, η ) = θ ξ,η for ξ, η ∈ X (for the detail, see [AEE] , for example). We have
A C * -correspondence X has a left inner product so that it becomes a Hilbert Abimodules if and only if we have ϕ X (J X ) = K(X), and in this case a left inner product is uniquely determined by the structure of C * -correspondence as X ξ, η = (ϕ X | J X ) −1 (θ ξ,η ) ∈ J X (see [K4, Lemma 3.4] ). For a general C * -correspondence X over A, an ideal I of A is positively invariant if and only if ϕ X (I)X ⊂ XI. For Hilbert C * -bimodules, we get an analogous statement for negative invariance. Let us fix a Hilbert A-bimodule X whose left inner product is denoted by X ·, · . Proof. Let I be a negatively invariant ideal of A. Take ξ ∈ X and a ∈ I. For arbitrary η ∈ X, we have ϕ X ( X ξa, η ) = θ ξa,η ∈ K(XI). Since X ξa, η ∈ J X , the negative invariance of I implies X ξa, η ∈ I for arbitrary η ∈ X. Similarly to the proof of Proposition 1.3, we can prove ξa ∈ ϕ X (I)X. Thus we have ϕ X (I)X ⊃ XI. Conversely, assume that an ideal I satisfies ϕ X (I)X ⊃ XI. For ξ, η ∈ XI, we can find ξ ′ ∈ X and a ∈ I with ξ = ϕ X (a)ξ ′ . Therefore we have X ξ, η =
Hence we can see that (ϕ X | J X ) −1 (k) ∈ I for k ∈ K(XI). Therefore for a ∈ J X with ϕ X (a) ∈ K(XI) we have a ∈ I. This shows that I is negatively invariant. 
Proof. Since ϕ X (I)X = XI, it is not difficult to see that the left inner product of X I described above is well-defined, and satisfies the conditions required. Proof. By Proposition 10.3, we have
Proposition 10.5. For an invariant ideal I, the C * -subalgebra of O X generated by π X (I) and t X (XI) is an ideal.
Proof. This follows from the fact that XI = ϕ X (I)X = ϕ X (I)XI.
Theorem 10.6. Let X be a Hilbert A-bimodule. For an ideal P of O X , we define an ideal I P of A by π X (I P ) = π X (A) ∩ P . Then the map P → I P gives a one-toone correspondence from the set of all gauge-invariant ideals P of O X to the set of ideals I of A satisfying ϕ X (I)X = XI. We also have isomorphisms P ∼ = O XI P and O X /P ∼ = O X I P for a gauge-invariant ideal P .
Proof. By Corollary 10.4, we have I ′ = I + J X for all O-pair ω = (I, I ′ ). Thus the first assertion follows from Theorem 8.6 and Proposition 10.2. The second assertion follows from Proposition 8.5, Proposition 9.3 and Proposition 10.5.
Note that both XI and X I are Hilbert C * -bimodule. Thus the class of C * -algebras associated with Hilbert C * -bimodule behave well. We will see that this class is same as the one of C * -algebras associated with C * -correspondences, which we are studying in this paper.
Let us take a C * -algebra A and a C * -correspondence X over A. We define a C * -algebra A and a Banach space X by A = O γ X , X = {x ∈ O X | γ z (x) = zx for all z ∈ T}.
Remark 10.7. In a similar way to the proof of [K5, Proposition 5 .7], we can prove that X = span(t X (X)O γ X ). We do not use this fact. It is easy to see that X is a Hilbert A-bimodule where the inner products are defined by ξ, η X = ξ * η, X ξ, η = ξη * , for ξ, η ∈ X, and the left and right actions are multiplication.
Proposition 10.8 (cf. [AEE, Theorem 3 .1]). The natural embedding of A and X into O X gives an isomorphism O X ∼ = O X .
Proof. By Theorem 3.6, it suffices to check that the embedding of A and X into O X is an injective covariant representation admitting a gauge action, and these are easily checked.
Corollary 10.9. Let X be a C * -correspondence over a C * -algebra A, and P be a gauge-invariant ideal of O X . If we set I = P ∩ A, then P is isomorphic to O XI .
Proof. Combine Theorem 10.6 and Proposition 10.8.
We remark that in order to compute the K-groups of gauge-invariant ideals, Proposition 9.5 and Proposition 9.9 seem to be more useful than Corollary 10.9.
Relative Cuntz-Pimsner algebras
In the last section, we apply the results obtained above to the relative CuntzPimsner algebras introduced in [MS] . Recall that for a C * -correspondence X over a C * -algebra A, and an ideal J of A with ϕ X (J) ⊂ K(X), the relative Cuntz-Pimsner algebra O(J, X) is generated by the image of a representation (π, t) which is universal among representations satisfying π(a) = ψ t (ϕ X (a)) for a ∈ J (see [MS, Theorem 2.19] ). We will show that every relative Cuntz-Pimsner algebras are isomorphic to O X ′ for some C * -correspondences X ′ . In particular, every Cuntz-Pimsner algebras and Toeplitz algebras (and augmented ones) introduced in [Pi] are in the class of our C * -algebras. By the universality, the representation (π, t) of X on O(J, X) admits a gauge action. Hence by Corollary 7.13 we see that O(J, X) is isomorphic to O Xω (π,t) . We will express ω (π,t) in terms of a C * -correspondence X over A and an ideal J of A. Now let us take a C * -correspondence X over a C * -algebra A, and an ideal J of A with ϕ X (J) ⊂ K(X). We inductively define an increasing family of ideals {J −n } n∈N by J 0 = 0 and J −(n+1) = J −n + J ∩ X −1 (J −n ). We set J −∞ = lim n→∞ J −n . We denote by ω J the pair (J −∞ , J) of ideals of A. Since X −1 (0) = ker ϕ X , we have J −1 = J ∩ ker ϕ X . It is easy to see that J −∞ = 0 if and only if J ∩ ker ϕ X = 0.
Lemma 11.1. The pair ω J = (J −∞ , J) is a T -pair of X.
Proof. Clearly J 0 = 0 is positively invariant. We can prove that J −n is positively invariant for all n ∈ N by the induction with respect to N similarly as in Lemma 4.15. Hence J −∞ is positively invariant. Again by the induction, we see that J −∞ ⊂ J. Since J ∩ X −1 (J −n ) ⊂ J −(n+1) ⊂ J −∞ for all n, we have J ∩ X −1 (J −∞ ) ⊂ J −∞ by Proposition 4.7. Since ϕ X (J) ⊂ K(X) by the assumption, we have ϕ X (J) J −∞ ⊂ K(X J −∞ ). Hence we get J ⊂ J(J −∞ ). Thus we have J −∞ ⊂ J ⊂ J(J −∞ ). We are done.
Proof. By Proposition 11.3, O(J, X) is canonically isomorphic to O Xω J . By Theorem 7.1, the surjection from O Xω J to C * (π ′ , t ′ ) is injective if and only if (π ′ , t ′ ) admits a gauge action and ω (π ′ ,t ′ ) = ω J . The last two conditions in the statement just rephrase the condition ω (π ′ ,t ′ ) = ω J .
Note that we automatically have ker π ′ ⊃ J −∞ and {a ∈ A | π ′ (a) ∈ ψ t ′ (K(X))} ⊃ J. Note also that in general we cannot replace the condition {a ∈ A | π ′ (a) ∈ ψ t ′ (K(X))} = J.
to the condition {a ∈ A | ϕ X (a) ∈ K(X), and π ′ (a) = ψ t ′ (ϕ X (a))} = J, which seems to be natural at first glance. This is because there may exist a ∈ A with ϕ X (a) / ∈ K(X) satisfying [ϕ X (a)] J −∞ ∈ K(X J −∞ ) and π ′ (a) = ψṫ ′ ([ϕ X (a)] J −∞ ) ∈ ψ t ′ (K(X)) (see Lemma 5.10 (iv) and (v)). In the case that J ∩ ker ϕ X = 0, the statement of Corollary 11.7 has the following simple forms.
Corollary 11.8. Let us assume J ∩ ker ϕ X = 0. For a representation (π ′ , t ′ ) of X satisfying π ′ (a) = ψ t ′ (ϕ X (a)) for a ∈ J, the natural surjection O(J, X) → C * (π ′ , t ′ ) is an isomorphism if and only if (π ′ , t ′ ) is injective, admits a gauge action, and satisfies {a ∈ A | ϕ X (a) ∈ K(X), and π ′ (a) = ψ t ′ (ϕ X (a))} = J.
We remark that an ideal J of A satisfies ϕ X (J) ⊂ K(X) and J ∩ ker ϕ X = 0 if and only if J ⊂ J X . As we saw in Corollary 11.6, the maps from A and X to the relative Cuntz-Pimsner algebra O(J, X) is injective only when J satisfies J ⊂ J X . Thus it is not a good idea to examine the structure of O(J, X) in terms of A, X and J unless J satisfies J ⊂ J X . Anyway, the following result on the ideal structure of relative Cuntz-Pimsner algebras O(J, X) can be easily obtained similarly as Theorem 8.6 or Proposition 8.7.
Proposition 11.9. Let X be a C * -correspondence over a C * -algebra A, and J be an ideal of A with ϕ X (J) ⊂ K(X). Then there exists a one-to-one correspondence between the set of all gauge-invariant ideals of O(J, X) and the set of all T -pairs ω = (I, I ′ ) of X satisfying J ⊂ I ′ , which preserves inclusions and intersections.
We note that a T -pair ω = (I, I ′ ) satisfies J ⊂ I ′ if and only if ω J ⊂ ω by Lemma 11.2.
