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a b s t r a c t
This paper presents a new comparison theorem for the oscillation of solutions of second-
order nonlinear differential equations of the form
(φp(x′))′ + 1tp f (x) = 0,
where p > 1 and φp(x) = |x|p−2x and f (x) satisfies the signum condition xf (x) > 0 if
x 6= 0, but is not assumed to bemonotone. Combining the comparison theorem and known
oscillation criteria, we can also derive new oscillation criteria for the equations. Proof is
established by means of phase plane analysis of systems.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
We are concerned with the oscillation problem for the nonlinear differential equation
(φp(x′))′ + 1tp f (x) = 0 (1.1)
on the open interval (0,∞), where φp(x) is a real-valued function defined by φp(x) = |x|p−2x with p > 1, and f (x) is a
continuous function on R satisfying
xf (x) > 0 if x 6= 0, (1.2)
and a suitable smoothness condition to ensure the uniqueness of solutions of Eq. (1.1) to the initial value problem. Then
each solution of Eq. (1.1) and its derivative exist in the future (for the proof, see [1, Appendix A]). Hence, we can discuss the
asymptotic behavior near infinity of all solutions of Eq. (1.1).
A non-trivial solution of Eq. (1.1) is said to be oscillatory if it has arbitrarily large zeros. Otherwise, it is said to be non-
oscillatory. Hence, a non-oscillatory solution eventually remains either positive or negative.
When f (x) = δφp(x), Eq. (1.1) becomes the half-linear differential equation
(φp(x′))′ + δtp φp(x) = 0, (1.3)
which is called the generalized Euler differential equation. It is well known that all non-trivial solutions of Eq. (1.3) are
oscillatory if δ > ((p−1)/p)p; otherwise they are non-oscillatory (for example, see [2,3]). These oscillation criteria are very
important and influence various oscillation criteria for half-linear differential equations of the form
(φp(x′))′ + a(t)φp(x) = 0, (1.4)
where a(t) is a real-valued continuous function. For example, using the oscillation criteria for Eq. (1.3) and Sturm’s compar-
ison theorem, we can derive oscillation criteria of Kneser type for Eq. (1.4) (for details, see [2, Theorem 1.4.5]).
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It is also known that oscillation criteria for linear and half-linear differential equations play an important role in the
oscillation of nonlinear differential equations (for example, see [1,4–7]). In recent papers [1,5], using oscillation criteria for
the half-linear differential equation
(φp(x′))′ + 1tp
{(
p− 1
p
)p
+ δ
(log t)2
}
φp(x) = 0,
Sugie et al. discussed the oscillation problem for Eq. (1.1) and gave the following results.
Theorem A ([1, Theorem 1.1]). Assume (1.2) and suppose that
f (x)
φp(x)
≥
(
p− 1
p
)p
+ λ
(log |x|)2
for |x| sufficiently large, where λ > ((p− 1)/p)p+1/2. Then all non-trivial solutions of Eq. (1.1) are oscillatory.
Theorem B ([5, Theorem 1.1]). Assume (1.2) and suppose that
f (x)
φp(x)
≤
(
p− 1
p
)p
+ 1
2
(
p− 1
p
)p+1 1
(log |x|)2
for x > 0 or x < 0, |x| sufficiently large. Then all non-trivial solutions of Eq. (1.1) are non-oscillatory.
From Theorems A and B, we see that, under the assumption (1.2), if
lim inf|x|→∞
f (x)
φp(x)
>
(
p− 1
p
)p
,
then all non-trivial solutions of Eq. (1.1) are oscillatory, and if
lim sup
x→∞
f (x)
φp(x)
<
(
p− 1
p
)p
or lim sup
x→−∞
f (x)
φp(x)
<
(
p− 1
p
)p
,
then all non-trivial solutions of Eq. (1.1) are non-oscillatory. However, in the case that
lim inf|x|→∞
f (x)
φp(x)
≤
(
p− 1
p
)p
≤ lim sup
|x|→∞
f (x)
φp(x)
, (1.5)
using Theorems A and B, we cannot judge whether or not solutions of Eq. (1.1) are oscillatory.
In this paper, to give oscillation criteria which can be applied even to the case (1.5), we discuss a comparison theorem
for nonlinear equations of the form Eq. (1.1). To describe our main result, we consider the equation
(φp(x′))′ + 1tp g(x) = 0, (1.6)
where g(x) is a continuous function on R satisfying
xg(x) > 0 if x 6= 0. (1.7)
Theorem 1.1. Assume (1.2) and (1.7). Suppose that there exists L > 0 such that∫ x
L sgn x
f (χ)dχ ≤
∫ x
L sgn x
g(χ)dχ (1.8)
for x > L (resp. x < −L). If Eq. (1.6) has a positive (resp. negative) solution, then all non-trivial solutions of Eq. (1.1) are non-
oscillatory.
We suppose that f (x) and g(x) satisfy (1.8) for |x| sufficiently large and that Eq. (1.6) has a non-oscillatory solution. Then
the non-oscillatory solution is eventually positive or negative. Hence, by Theorem 1.1, we see that all non-trivial solutions
of Eq. (1.1) are non-oscillatory. Therefore, we also have the following result.
Corollary 1.1. Assume (1.2) and (1.7). Suppose that there exists L > 0 such that (1.8) holds for |x| > L. If Eq. (1.1) has a
non-trivial oscillatory solution, then all non-trivial solutions of Eq. (1.6) are oscillatory.
Remark 1.1. In the case that f (x) ≡ g(x), f (x) and g(x) satisfy (1.8) for x ∈ R, it follows that, from Theorem 1.1 and
Corollary 1.1, if (1.2) holds, then oscillatory solutions and non-oscillatory solutions of Eq. (1.1) do not coexist, that is, all
non-trivial solutions of Eq. (1.1) are either oscillatory or non-oscillatory.
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2. Oscillation criteria and an example
Combining our result and the oscillation criteria for Eq. (1.3), we can derive a pair of oscillation and non-oscillation
theorems for Eq. (1.1).
Corollary 2.1. Assume (1.2) and suppose that there exist L > 0 and λ > ((p− 1)/p)p/p such that
1
|x|p − |L|p
∫ x
L sgn x
f (χ)dχ ≥ λ (2.1)
for |x| > L. Then all non-trivial solutions of Eq. (1.1) are oscillatory.
Corollary 2.2. Assume (1.2) and suppose that there exists L > 0 such that
1
|x|p − |L|p
∫ x
L sgn x
f (χ)dχ ≤ 1
p
(
p− 1
p
)p
(2.2)
for x > L or x < −L. Then all non-trivial solutions of Eq. (1.1) are non-oscillatory.
Proof of Corollary 2.1. Using (2.1), we see that∫ x
L sgn x
f (χ)dχ ≥ λ(|x|p − |L|p) =
∫ x
L sgn x
pλφp(χ)dχ
for |x| > L. Here we replace f (x) and g(x) in Corollary 1.1 with pλφp(x) and f (x), respectively. Note that pλ > ((p− 1)/p)p.
Since all non-trivial solutions of Eq. (1.3) with δ > ((p− 1)/p)p are oscillatory, all conditions for Corollary 1.1 hold. Hence,
all non-trivial solutions of Eq. (1.1) are oscillatory. 
Proof of Corollary 2.2. From (2.2), we have∫ x
L sgn x
f (χ)dχ ≤ 1
p
(
p− 1
p
)p
(|x|p − |L|p) =
∫ x
L sgn x
(
p− 1
p
)p
φp(χ)dχ
for x > L or x < −L. Let g(x) = ((p − 1)/p)pφp(x). Then f (x) and g(x) satisfy (1.8) for x > L or x < −L. Furthermore,
Eq. (1.3) with δ = ((p−1)/p)p has the positive solution x1(t) = t(p−1)/p and the negative solution x2(t) = −t(p−1)/p. Hence,
from Theorem 1.1, all non-trivial solutions of Eq. (1.1) are non-oscillatory. 
To illustrate our results, we present an example, for which we can determine whether or not all non-trivial solutions of
Eq. (1.1) are oscillatory. Note that Theorems A and B do not apply to the following example.
Example 2.1. Consider Eq. (1.1) with
f (x) = (δ + µ sin |x|p)φp(x), 0 < |µ| < δ. (2.3)
Then all non-trivial solutions of Eq. (1.1) with (2.3) are oscillatory if δ > ((p− 1)/p)p; otherwise they are non-oscillatory.
Proof. It is clear that f (x) satisfies (1.2) and∫ x
L sgn x
f (χ)dχ =
∫ x
L sgn x
(
δ + µ sin |χ |p)φp(χ) dχ = [ δp |χ |p − µp cos |χ |p
]x
L sgn x
=
(
δ
p
− µ(cos |x|
p − cos |L|p)
p(|x|p − |L|p)
)
(|x|p − |L|p).
In the case that δ > ((p − 1)/p)p, we set λ = δ/p and L = (2pi)1/p. Then λ > ((p − 1)/p)p/p and f (x) satisfies (2.1)
for |x| > L. Thus, from Corollary 2.1, all non-trivial solutions of Eq. (1.1) with (2.3) are oscillatory. On the other hand, if
0 < δ ≤ ((p − 1)/p)p, then f (x) satisfies (2.2) for x > L or x < −L, where L = pi1/p. It follows from Corollary 2.2 that all
non-trivial solutions of Eq. (1.1) with (2.3) are non-oscillatory. 
3. Proof of the main theorem
Let s = log t and u(s) = x(t). Then we can transform equation (1.1) into the equation
(φp(u˙))˙− (p− 1)φp(u˙)+ f (u) = 0, ˙= dds
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which is equivalent to the system{
u˙ = φq(v),
v˙ = (p− 1)v − f (u), (3.1)
where q is the number satisfying (p− 1)(q− 1) = 1.
To prove Theorem 1.1, we use phase plane analysis. Phase plane analysis is frequently carried out for the purpose of
examining the asymptotic behavior of solutions of system (3.1).We call the projection of a positive semi-trajectory of system
(3.1) onto the phase plane a positive orbit. For convenience, we write the positive orbit of (3.1) starting at a point P ∈ R2 as
Γ(3.1)(P).
Using the following lemmas, we can prove Theorem 1.1.
Lemma 3.1 ([1, Lemma 3.1]). Assume (1.2) and suppose that Eq. (1.1) has a positive solution. Then the solution is increasing for
t sufficiently large and it tends to∞ as t →∞.
Lemma 3.2 ([5, Lemma 2.2]). Assume (1.2) and suppose that Eq. (1.1) has a non-trivial oscillatory solution. Then all non-trivial
positive orbits of (3.1) rotate clockwise around the origin.
Proof of Theorem 1.1. We give the proof only for the case that∫ x
L
f (χ)dχ ≤
∫ x
L
g(χ)dχ for x > L > 0, (3.2)
because the other case is proved in the same way.
Let x(t) be a positive solution of Eq. (1.6). Then, from Lemma 3.1, there exists T > 0 such that x(t) > L and x′(t) > 0 for
t ≥ T . Let (u(s), v(s)) be the solution of{
u˙ = φq(v),
v˙ = (p− 1)v − g(u) (3.3)
corresponding to x(t). Then u(s) = x(t) > L and v(s) = φp(u˙(s)) = φp(tx′(t)) > 0 for s ≥ log T . Hence, we see that
(u(s), v(s)) ∈ D def= {(u, v) : u ≥ L and v > 0}
for s ≥ log T . Suppose that u(s) > L for s < log T . Then, from the vector field (3.3) on the first quadrant, (u(s), v(s)) stays in
the domain D for s < log T , and therefore, u(s) is increasing for s < log T . Hence, we have L < u(s) < u(log T ) for s < log T .
Letm = min{g(u) | L ≤ u ≤ u(log T )} > 0. Then, it follows from the second equation in system (3.3) that v(s) satisfies
v˙(s) = (p− 1)v(s)− g(u(s)) ≤ (p− 1)v(s)−m,
which is equivalent (e−(p−1)sv(s))˙ ≤ −me−(p−1)s for s < log T . Integrating both sides of this inequality from s to log T , we
get
v(s) ≥ 1
T p−1
(
v(log T )− m
p− 1
)
e(p−1)s + m
p− 1
for s < log T . Hence, there exists s∗ < log T such that v(s) ≥ m/{2(p − 1)} for s ≤ s∗. From the first equation in system
(3.3), u(s) satisfies
u˙(s) = φq(v(s)) ≥
(
m
2(p− 1)
)q−1
> 0
for s ≤ s∗. Integrating this inequality from s to s∗, we obtain
u(s) ≤ u(s∗)+
(
m
2(p− 1)
)q−1
(s− s∗)→−∞
as s → −∞. This is a contradiction to the assumption u(s) > L for s < log T . Thus, there exists s0 < log T such that
u(s0) = L and u(s) > L for s > s0. Of course, v(s) > 0 for s ≥ s0. Let v˜ = v(s0) and P˜ = (L, v˜). Then the positive orbit
Γ(3.3)(P˜) corresponds to (u(s), v(s)) and stays in the region D.
Suppose that Eq. (1.1) has a non-trivial oscillatory solution. Then, from Lemma 3.2, all non-trivial positive orbits of (3.1)
rotate around the origin clockwise. Hence, the positive orbitΓ(3.1)(Pˆ) also goes around the origin clockwise, where Pˆ = (L, vˆ)
with vˆ > v˜. Thus, we conclude that Γ(3.1)(Pˆ) and Γ(3.3)(P˜) have a point of intersection in the region D. Let Q = (u∗, v∗) be
the first such intersecting point.
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Taking into account the vector fields of (3.1) and (3.3) on D, we can regard the arcs PˆQ of Γ(3.1)(Pˆ) and P˜Q of Γ(3.3)(P˜) as
the graphs of v = ξ(u) and v = η(u), respectively. Then ξ(u) and η(u) satisfy
d
du
ξ(u) = (p− 1)ξ(u)− f (u)
φq(ξ(u))
and
d
du
η(u) = (p− 1)η(u)− g(u)
φq(η(u))
for L ≤ u ≤ u∗, respectively. We also see that
0 < η(u) < ξ(u) for L ≤ u < u∗, (3.4)
ξ(u∗) = η(u∗), (3.5)
because the curve PˆQ is above the curve P˜Q for L ≤ u < u∗ and Γ(3.1)(Pˆ) coincides with Γ(3.3)(P˜) on Q . Hence, together with
(3.2), we have
1
q
(|ξ(u∗)|q − |ξ(L)|q) = ∫ u∗
L
φq(ξ(u))
d
du
ξ(u)du =
∫ u∗
L
(p− 1)ξ(u)du−
∫ u∗
L
f (u)du
>
∫ u∗
L
(p− 1)η(u)du−
∫ u∗
L
g(u)du =
∫ u∗
L
φq(η(u))
d
du
η(u)du
= 1
q
(|η(u∗)|q − |η(L)|q) .
From (3.5), we have ξ(L) < η(L)which is a contradition to (3.4) at u = L. This completes the proof. 
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