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A VARIATIONAL APPROACH TO SPLITTING SCHEMES,
WITH APPLICATIONS TO DOMAIN DECOMPOSITION
INTEGRATORS
MONIKA EISENMANN AND ESKIL HANSEN
Abstract. Nonlinear parabolic equations are frequently encountered in appli-
cations and approximating their solutions require large scale computations. In
order to obtain efficient numerical approximations, it is crucial to design and
analyze schemes that can be implemented on parallel and distributed hardware.
To this end, we introduce a general framework of non-autonomous, inhomo-
geneous evolution equations in a variational setting, and show convergence of
the sum operator splitting scheme. We exemplify the usage to a p-Laplacian
type problem with a possibly time depending domain decomposition.
1. Introduction
In this paper, we consider nonlinear, non-autonomous evolution equations on a
finite time horizon, more precisely for T > 0 and a Gelfand triple V →֒ H ∼= H∗ →֒
V ∗ we regard {
u′(t) +A(t)u(t) = f(t) in V ∗, t ∈ (0, T ],
u(0) = u0 in H,
(1.1)
where A(t) : V → V ∗, t ∈ [0, T ], is a suitable monotone and coercive operator,
f : [0, T ]→ V ∗ is an integrable source term and u0 ∈ H is an initial value. Standard
examples for this class of problems are parabolic equations of p-Laplacian and
porous medium type.
Partial differential equations is a corner stone when modeling complex processes
appearing in physics, biology, and social science. Due to the problem’s significance,
effective techniques for their approximations become crucial. Here, we focus on
the temporal approximation of such problems. To set the notation, consider the
simplest implicit scheme, namely the backward Euler method. For N ∈ N temporal
steps, a step size k = T
N
and the starting value U0 = u0, the backward Euler
approximation Un of u(nk) is given by the recursion
1
k
(Un −Un−1) +AnUn = Fn in V ∗, n ∈ {1, . . . , N},
where (An)n∈{1,...,N} and (F
n)n∈{1,...,N} are approximations for A and f .
To implement one step of the backward Euler scheme in parallel, we split the
Euler step into s ∈ N independently solvable problems. To formulate the splitting
scheme we consider subspaces Vℓ, ℓ ∈ {1, . . . , s}, of H such that ∩
s
ℓ=1Vℓ = V and
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decompositions Anℓ : Vℓ → V
∗
ℓ and F
n
ℓ ∈ V
∗
ℓ that satisfy
s∑
ℓ=1
Anℓ = A
n and
s∑
ℓ=1
Fnℓ = F
n in V ∗
for every n ∈ {1, . . . , N}. With this abstract splitting, one can design various
temporal approximation schemes. One possibility is the sum splitting, which is
given by the recursion{
1
k
(Unℓ −U
n−1) + sAnℓU
n
ℓ = sF
n
ℓ in V
∗
ℓ , ℓ ∈ {1, . . . , s},
Un = 1
s
∑s
ℓ=1U
n
ℓ in H,
(1.2)
for n ∈ {1, . . . , N}.
The solutions of nonlinear parabolic problems typically lack high-order spatial
and temporal regularity. Thus, there is little use to consider high-order time inte-
grators. Instead, we will restrict our attention to the convergence analysis of the
easily parallelizable sum splitting scheme, which is formally first-order, without as-
suming any additional regularity assumptions on the problem data. More precisely,
we aim to prove convergence of piecewise polynomial prolongations of the discrete
numerical solutions towards the variational solution of (1.1) for a large class of
nonlinear non-autonomous evolution equations.
The operator splitting approach can be utilized in many different ways, an intro-
duction can be found in [16]. A first possibility is to separate different structures of
the differential equation, for example, linear and nonlinear operators or differential
operators of different orders. Examples can be found in [2, 15, 17]. Another pos-
sibility is the dimension splitting, where different partial derivatives are considered
as separate differential operators. See, e.g., [14, 23]. A limitation of this approach is
the rather large need of communication between the subproblems, which can impede
an effective parallel implementation. Dimension splitting is also quite restrictive in
terms of the spatial domains that can be considered.
A modern alternative to dimension splitting, which is applicable to any spatial
domain, is the domain decomposition based splitting [2, 6, 13, 21, 25]. Here, the
subproblems are solved on subdomains that share a small overlap. Thus, a com-
munication between different problems only appears at neighboring domains. This
approach is well suited for a parallel computation, as the subproblems can be solved
independently of each other and the communication between them is small.
The operator splittings schemes are typically analyzed in a semigroup framework,
which yields convergence for a wide range of splitting schemes. However, there does
not seem to be a straightforward way to extend the semigroup based convergence
analysis to non-autonomous evolution equations with source terms. To resolve this,
we will consider the variational framework, where the analysis of non-autonomous
problems is accessible. Also the structure of this approach is well suited to include
a Galerkin scheme and therefore, in particular, the finite element method.
The variational approach is a standard tool for existence theories [7, 22, 27]
and has been used in several works in the context of “unsplit” time integrators
[9, 8, 10]. Even so, the combination of splitting schemes and a variational framework
has rarely been considered. Two exceptions are Temam’s studies [23, 24], where
the Lie splitting applied to abstract evolution equation is analyzed and the sum
splitting is considered in the context of approximating the solution of an elliptic
equations with the help of the steady state of a parabolic equation, respectively.
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When it comes to a parallel implementation of the Lie and the sum splitting, note
that the Lie splitting is not as well suited to running the subproblems in parallel.
Thus, a detailed convergence analysis of the sum splitting is of interest.
Our aim is therefore to introduce a variational based convergence analysis for the
sum splitting in Section 2. For this abstract framework, we mainly have domain
decomposition based integrators and nonlinear parabolic equations in mind. In
Section 3, we show how to apply this new framework to a domain decomposition
scheme to approximate the solution of a p-Laplacian type problem with a time
dependent differential operator. In order to follow features of the solution, we
also suggest the new approach of time dependent weights in Section 4. Here, we
consider the same problem type as in the previous section but allow the domains in
the decomposition to change over time. Finally, we want to demonstrate that the
abstract convergence analysis is easily applicable to different problems. To this end,
we show in Section 5 that it can also be used split reaction and diffusion problems.
2. Abstract setting: Sum splitting
In this section, we introduce an abstract setting for the convergence analysis of
the sum splitting scheme. We begin by introducing the exact assumptions made
on the data and present the temporal discretization of the problem. We investigate
the solvability of the semidiscrete problem and prove an a priori bound. Once this
is at hand, we introduce piecewise polynomial prolongations of the values obtained
by the splitting scheme and show their convergence to the solution of the original
problem. Let us begin by declaring the spaces needed in the analysis.
Assumption 1. Let (H, (·, ·)H , ‖ · ‖H) be a real Hilbert space and (V, ‖ · ‖V ) be a
real reflexive Banach space such that V is continuously and densely embedded into
H where for p ≥ 2 the norm is given by ‖ · ‖pV = ‖ · ‖
p
H + | · |
p
V and | · |V is a
seminorm in V . Furthermore, for s ∈ N let (Vℓ, ‖ · ‖Vℓ), ℓ ∈ {1, . . . , s}, be real
reflexive Banach spaces that are continuously and densely embedded in H, fulfill⋂s
ℓ=1 Vℓ = V and again the norms are given by ‖ ·‖
p
Vℓ
= ‖ ·‖pH+ | · |
p
Vℓ
for seminorms
| · |Vℓ , ℓ ∈ {1, . . . , s}, such that
∑s
ℓ=1 | · |Vℓ is equivalent to | · |V .
Identifying H with its dual space H∗, we obtain the Gelfand triples
V
d
→֒ H ∼= H∗
d
→֒ V ∗ and Vℓ
d
→֒ H ∼= H∗
d
→֒ V ∗ℓ , ℓ ∈ {1, . . . , s}.
The next assumption states the properties of the differential operator that are of
importance.
Assumption 2. Let H and V be given as stated in Assumption 1. Furthermore,
for T > 0 let A : [0, T ]× V → V ∗ satisfy the following conditions:
(1) For every v ∈ V , the mapping t 7→ A(t)v from [0, T ] in V ∗ is continuous.
(2) The operator A(t) : V → V ∗, t ∈ [0, T ], is hemicontinuous, i.e., the mapping
τ 7→ 〈A(t)(u + τv), w〉V ∗×V is continuous in [0, 1] for u, v, w ∈ V .
(3) The operator A(t) : V → V ∗, t ∈ [0, T ], fulfills a monotonicity condition,
i.e., there exists η ≥ 0 such that
〈A(t)v −A(t)w, v − w〉V ∗×V ≥ η|v − w|
p
V , v, w ∈ V.
(4) The operator A(t) : V → V ∗, t ∈ [0, T ], is bounded, i.e., there exists β > 0
such that
‖A(t)v‖V ∗ ≤ β
(
1 + ‖v‖p−1V
)
, v ∈ V.
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(5) The operator A(t) : V → V ∗, t ∈ [0, T ], fulfills a coercivity condition, i.e.,
there exist µ > 0 and λ, ν ≥ 0 such that
〈A(t)v, v〉V ∗×V + ν‖v‖
2
H + λ ≥ µ|v|
p
V , v ∈ V.
Now, we can combine Assumption 1 and Assumption 2 to state the precise
operators that we employ in the analysis of the sum splitting scheme.
Assumption 3. For s ∈ N let H, V and Vℓ, ℓ ∈ {1, . . . , s}, fulfill Assumption 1.
For p ≥ 2 and T > 0 let A : [0, T ]× V → V ∗ be given such that it fulfills Assump-
tion 2 and let Aℓ : [0, T ] × Vℓ → V
∗
ℓ , ℓ ∈ {1, . . . , s}, be given such that they also
fulfill Assumption 2, with V replaced by Vℓ, as well as the sum property
s∑
ℓ=1
Aℓ(t)v = A(t)v in V
∗, t ∈ [0, T ], v ∈ V.
Remark 2.1. Note that the optimal coefficients β, η, λ, µ, ν for the operators A,
Aℓ, ℓ ∈ {1, . . . , s}, do not necessarily have to coincide. It is possible though to find
one set of coefficients that can be used for all operators. For the sake of simplicity,
we will work with those coefficients in the following analysis.
We also consider the differential operators of Assumption 3 as Nemytskii op-
erators acting on spaces of Bochner integrable functions. For an introduction to
Bochner integrable functions we refer the reader to [4, Chapter II]. We collect some
properties of such Nemytskii operators in the next Lemma. The proofs can be
found in [7, Lemma 8.4.4].
Lemma 2.2. For p ≥ 2, q = p
p−1 , and T > 0 let A : [0, T ] × V → V
∗ be an
operator as stated in Assumption 2. Then the operator (Av)(t) = A(t)v(t) maps
Lp(0, T ;V ) to Lq(0, T ;V ∗). Furthermore, this operator is hemicontinuous and ful-
fills a monotonicity, a boundedness, and a coercivity condition, i.e., the mapping
τ 7→ 〈A(u+ τv), w〉Lq(0,T ;V ∗)×Lp(0,T ;V ) is continuous in [0, 1] and it holds true that
〈Av − Aw, v − w〉Lq(0,T ;V ∗)×Lp(0,T ;V ) + η‖v − w‖
p
Lp(0,T ;H) ≥ η‖v − w‖
p
Lp(0,T ;V ),
‖Av‖Lq(0,T ;V ∗) ≤ 2
1
p β
(
T
1
q + ‖v‖p−1
Lp(0,T ;V )
)
,
〈Av, v〉Lq(0,T ;V ∗)×Lp(0,T ;V ) + µ‖v‖
p
Lp(0,T ;H) + ν‖v‖
2
L2(0,T ;H) + λT ≥ µ‖v‖
p
Lp(0,T ;V )
for all u, v, w ∈ Lp(0, T ;V ).
We notice that also the Nemytskii operator of Aℓ, ℓ ∈ {1, . . . , s}, as introduced
in Assumption 3 fulfills the same bounds with V replaced by Vℓ. To make our
setting complete, it remains to state the assumptions on the source term f .
Assumption 4. Let V and Vℓ, ℓ ∈ {1, . . . , s}, fulfill Assumption 1. For p ≥ 2
consider q = p
p−1 and let f be in L
q(0, T ;V ∗). Assume that there exist functions
fℓ ∈ L
q(0, T ;V ∗ℓ ), ℓ ∈ {1, . . . , s}, such that
s∑
ℓ=1
fℓ(t) = f(t) in V
∗ and ‖fℓ(t)‖V ∗
ℓ
≤ ‖f(t)‖V ∗ , a.e. t ∈ [0, T ].
Now, let us state the abstract evolution equation that we want to consider. For
p ≥ 2, q = p
p−1 and A as in Assumption 3 as well as f fulfilling Assumption 4 and
u0 ∈ H , it is our overall goal to find an approximation to the solution of{
u′ +Au = f in Lq(0, T ;V ∗),
u(0) = u0 in H.
(2.1)
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This evolution equation is uniquely solvable in a variational sense with a solution
u in Wp(0, T ) →֒ C([0, T ];H), where
Wp(0, T ) = {v ∈ Lp(0, T ;V ) : v′ ∈ Lq(0, T ;V ∗)},
see [20, Section 2.7] and [22, Chapter 8] for further details.
In the following analysis, we employ the sum splitting in order to obtain a tem-
poral discretization of (2.1). To this end, we consider an equidistant grid on [0, T ],
where N ∈ N, k = T
N
and tn = nk for n ∈ {0, . . . , N}. For ℓ ∈ {1, . . . , s} and
n ∈ {1, . . . , N} we introduce
Anℓ = Aℓ(tn) and F
n
ℓ =
1
k
∫ tn
tn−1
fℓ(t) dt(2.2)
and use this to construct an approximation Un ≈ u(tn) of the solution u of (2.1)
for n ∈ {0, . . . , N}. This approximation is given through a recursion, where we set
U0 = u0 and for n ∈ {1, . . . , N}{
U
n
ℓ −U
n−1
k
+ sAnℓU
n
ℓ = sF
n
ℓ in V
∗
ℓ , ℓ ∈ {1, . . . , s},
Un = 1
s
∑s
ℓ=1U
n
ℓ in H.
(2.3)
Since the scheme is implicit, the first question is whether (2.3) is uniquely solvable.
This holds true as we can see in Lemma 2.4, where we also show a priori bounds
for the unique solution of the scheme. Before we come to this lemma, let us recall
a discrete Gronwall lemma below.
Lemma 2.3. Let (un)n∈N and (bn)n∈N be two nonnegative sequences which satisfy,
for given a ∈ [0,∞) and N ∈ N that
un ≤ a+
n∑
i=1
biui, n ∈ {1, . . . , N}.
Then, if bn ≤
1
2 is satisfied for every n ∈ {1, . . . , N} it follows that
un ≤ 2a exp
( n−1∑
i=1
2bi
)
, n ∈ {1, . . . , N}.
Proof. A rearrangement of the assumption yields that (1− bn)un ≤ a+
∑n−1
i=1 biui
is satisfied for every n ∈ {1, . . . , N}. As 11−bn ≤ 2 for every n ∈ {1, . . . , N}, it
follows that
un ≤ 2a+
n−1∑
i=1
2biui.
An application of the discrete Gronwall lemma from [3] then yields that
un ≤ 2a
n−1∏
i=1
(1 + 2bi) ≤ 2a exp
( n−1∑
i=1
2bi
)
.

Lemma 2.4. Let Assumptions 3 and 4 be fulfilled. Then the semidiscrete prob-
lem (2.3) is uniquely solvable for a step size k < 1
sν
with ν as in Assumption 2.
Furthermore, if the step size k is chosen small enough such that
k < µ
(
s
(
2(µ+ ν)
1
p + 4(ν + λ)
1
p
)
‖f‖Lq(0,T ;V ∗)
)−p
,(2.4)
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where the constants µ, ν and λ are explained in Remark 2.1, then for (Unℓ )n∈{0,...,N},
ℓ ∈ {1, . . . , s}, and (Un)n∈{0,...,N} the a priori bounds
max
n∈{1,...,N}
(1
s
s∑
ℓ=1
‖Unℓ ‖
2
H
)
+
1
s
N∑
i=1
s∑
ℓ=1
‖Uiℓ −U
i−1‖2H + k
N∑
i=1
s∑
ℓ=1
‖Uiℓ‖
p
Vℓ
≤M
(2.5)
and
k1−q
N∑
i=1
∥∥Ui −Ui−1∥∥q
V ∗
≤M ′(2.6)
are fulfilled, where M,M ′ <∞ only depend on u0, f , A, T , and s.
Proof. We begin to prove the existence of the elements (Uiℓ)i∈{0,...,N} for every
ℓ ∈ {1, . . . , s}. This can be argued inductively. Assuming that for i ∈ {1, . . . , N}
the previous elements (Ujℓ)j∈{0,...,i−1}, ℓ ∈ {1, . . . , s}, exist in the corresponding
spaces, we prove the existence ofUiℓ for every ℓ ∈ {1, . . . , s}. The operator I+skA
i
ℓ,
ℓ ∈ {1, . . . , s}, is strictly monotone due to (3) of Assumption 2, i.e., it holds true
that
〈(I + skAiℓ)v − (I + skA
i
ℓ)w, v − w〉V ∗ℓ ×Vℓ > 0, v, w ∈ Vℓ with v 6= w
for every ℓ ∈ {1, . . . , s}. Furthermore, it is hemicontinuous as Aℓ(t), ℓ ∈ {1, . . . , s},
is hemicontinuous for every t ∈ [0, T ]. It remains to verify that the operator is
coercive. Using (5) of Assumption 2, the inequality (a+ b)
1
p ≤ a
1
p + b
1
p for a, b ≥ 0
and k < 1
sν
it follows
〈
(
I + skAiℓ
)
v, v〉V ∗
ℓ
×Vℓ
‖v‖Vℓ
≥
(1 − skν)‖v‖2H + skµ|v|
p
Vℓ
− skλ(
‖v‖pH + |v|
p
Vℓ
) 1
p
≥ min((1− skν), skµ)
‖v‖2H + |v|
p
Vℓ
‖v‖H + |v|Vℓ
−
skλ(
‖v‖pH + |v|
p
Vℓ
) 1
p
→∞ as ‖v‖Vℓ →∞
for v ∈ Vℓ and ℓ ∈ {1, . . . , s}. Thus, for U
i−1 = 1
s
∑s
ℓ=1U
i−1
ℓ ∈ H , there exists a
unique solution Uiℓ ∈ Vℓ of(
I + skAiℓ
)
Uiℓ = skF
i
ℓ +U
i−1,(2.7)
for every ℓ ∈ {1, . . . , s} due Browder–Minty theorem (see [22, Theorem 2.14] or [12,
Kapitel III, Satz 2.2] for further details).
As it is now clear that the semidiscrete problem (2.3) is uniquely solvable, we now
prove the a priori bounds proposed in the lemma. In the following, let i ∈ {1, . . . , N}
and ℓ ∈ {1, . . . , s} be arbitrary but fixed. Testing (2.3) with Uiℓ and using the
identity
(Uiℓ −U
i−1,Uiℓ)H =
1
2
(
‖Uiℓ‖
2
H − ‖U
i−1‖2H + ‖U
i
ℓ −U
i−1‖2H
)
,(2.8)
we obtain
1
2k
(
‖Uiℓ‖
2
H − ‖U
i−1‖2H + ‖U
i
ℓ −U
i−1‖2H
)
+ 〈sAiℓU
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ
= 〈sFiℓ,U
i
ℓ〉V ∗ℓ ×Vℓ ≤ s‖F
i
ℓ‖V ∗ℓ ‖U
i
ℓ‖Vℓ .
(2.9)
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Using the structure of the norm in Vℓ from Assumption 1 and Assumption 2 (5), it
follows that
〈AiℓU
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ + µ‖U
i
ℓ‖
p
H + ν‖U
i
ℓ‖
2
H + λ ≥ µ‖U
i
ℓ‖
p
Vℓ
.(2.10)
Together with the inequalities a2 ≤ ap + 1, (a+ b)
1
p ≤ a
1
p + b
1
p and a ≤ 12 (1 + a
2)
for a, b ≥ 0, we get the following bound
µ
1
p ‖Uiℓ‖Vℓ ≤
(
〈AiℓU
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ + µ‖U
i
ℓ‖
p
H + ν‖U
i
ℓ‖
2
H + λ
) 1
p
≤
(
〈AiℓU
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ + (µ+ ν)‖U
i
ℓ‖
p
H + ν + λ
) 1
p
≤ 〈AiℓU
i
ℓ,U
i
ℓ〉
1
p
V ∗
ℓ
×Vℓ
+ (µ+ ν)
1
p ‖Uiℓ‖H + (ν + λ)
1
p
≤ 〈AiℓU
i
ℓ,U
i
ℓ〉
1
p
V ∗
ℓ
×Vℓ
+
1
2
(µ+ ν)
1
p
(
1 + ‖Uiℓ‖
2
H
)
+ (ν + λ)
1
p .
Thus, we can apply the weighted Young inequality
s‖Fiℓ‖V ∗ℓ ‖U
i
ℓ‖Vℓ
≤ sµ−
1
p ‖Fiℓ‖V ∗ℓ
(
〈AiℓU
i
ℓ,U
i
ℓ〉
1
p
V ∗
ℓ
×Vℓ
+
1
2
(µ+ ν)
1
p
(
1 + ‖Uiℓ‖
2
H
)
+ (ν + λ)
1
p
)
≤ c1‖F
i
ℓ‖
q
V ∗
ℓ
+ 〈sAiℓU
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ + c2‖F
i
ℓ‖V ∗ℓ
(
1 + ‖Uiℓ‖
2
H
)
,
with c1 =
s(pµ)1−q
q
and c2 = sµ
− 1
p
(
1
2 (µ+ ν)
1
p +(ν+λ)
1
p
)
. Together with (2.9), this
implies
‖Uiℓ‖
2
H − ‖U
i−1‖2H ≤ 2k
(
c1‖F
i
ℓ‖
q
V ∗
ℓ
+ c2‖F
i
ℓ‖V ∗ℓ
(
1 + ‖Uiℓ‖
2
H
))
.(2.11)
Employing the specific structure of Ui−1, we obtain U0 = u0 and
‖Ui−1‖2H =
∥∥∥1
s
s∑
ℓ=1
Ui−1ℓ
∥∥∥2
H
≤
1
s2
( s∑
ℓ=1
‖Ui−1ℓ ‖H
)2
≤
1
s2
s∑
ℓ=1
12 ·
s∑
ℓ=1
‖Ui−1ℓ ‖
2
H =
1
s
s∑
ℓ=1
∥∥Ui−1ℓ ∥∥2H
(2.12)
for i ∈ {2, . . . , N} due to the Cauchy–Schwarz inequality for sums. Summing up
(2.11) from ℓ = 1 to s as well as dividing by s yields
1
s
s∑
ℓ=1
(
‖Uiℓ‖
2
H − ‖U
i−1
ℓ ‖
2
H
)
≤
2k
s
s∑
ℓ=1
(
c1‖F
i
ℓ‖
q
V ∗
ℓ
+ c2‖F
i
ℓ‖V ∗ℓ
(
1 + ‖Uiℓ‖
2
H
))
for i ∈ {2, . . . , N} and
1
s
s∑
ℓ=1
‖U1ℓ‖
2
H ≤ ‖u0‖
2
H +
2k
s
s∑
ℓ=1
(
c1‖F
1
ℓ‖
q
V ∗
ℓ
+ c2‖F
1
ℓ‖V ∗ℓ
(
1 + ‖U1ℓ‖
2
H
))
.
After a summation from i = 1 to n ∈ {1, . . . , N} and using the telescopic structure,
we obtain
1
s
s∑
ℓ=1
‖Unℓ ‖
2
H ≤ ‖u0‖
2
H +
2k
s
n∑
i=1
s∑
ℓ=1
(
c1‖F
i
ℓ‖
q
V ∗
ℓ
+ c2‖F
i
ℓ‖V ∗ℓ
(
1 + ‖Uiℓ‖
2
H
))
.
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For the right-hand side we can bound the summands as follows, by Assumption 4
and Ho¨lder’s inequality,
k
s
n∑
i=1
s∑
ℓ=1
‖Fiℓ‖
q
V ∗
ℓ
=
k
s
n∑
i=1
s∑
ℓ=1
∥∥∥1
k
∫ ti
ti−1
fℓ(t) dt
∥∥∥q
V ∗
ℓ
≤
1
s
n∑
i=1
s∑
ℓ=1
∫ ti
ti−1
‖fℓ(t)‖
q
V ∗
ℓ
dt ≤ ‖f‖q
Lq(0,T ;V ∗)
(2.13)
and
k‖Fiℓ‖V ∗ℓ ≤ k
∥∥∥1
k
∫ ti
ti−1
fℓ(t) dt
∥∥∥
V ∗
ℓ
≤
∫ ti
ti−1
‖f(t)‖V ∗ dt.
Thus, we get that
1
s
s∑
ℓ=1
‖Unℓ ‖
2
H ≤ ‖u0‖
2
H + 2c1‖f‖
q
Lq(0,T ;V ∗) + 2c2‖f‖L1(0,T ;V ∗)
+ 2c2
n∑
i=1
(∫ ti
ti−1
‖f(t)‖V ∗ dt
)(1
s
s∑
ℓ=1
‖Uiℓ‖
2
H
)
.
(2.14)
Applying the step size restriction (2.4), it follows that
2c2
∫ tn
tn−1
‖f(t)‖V ∗ dt ≤ 2c2k
1
p ‖f‖Lq(0,T ;V ∗) ≤
1
2
,
and therefore we can apply Lemma 2.3 to obtain
1
s
s∑
ℓ=1
‖Unℓ ‖
2
H ≤ 2
(
‖u0‖
2
H + 2c1‖f‖
q
Lq(0,T ;V ∗) + 2c2‖f‖L1(0,T ;V ∗)
)
× exp
(
4c2‖f‖L1(0,T ;V ∗)
)
:= M1
(2.15)
for M1 > 0. Since the sum has finitely many elements there exists a constant
M2 > 0 such that
1
s
s∑
ℓ=1
‖Unℓ ‖
p
H ≤M2.(2.16)
To prove the bound (2.5), we again use the identity (2.8) as well as the coercivity
condition (2.10) and obtain that
1
2k
(
‖Uiℓ‖
2
H − ‖U
i−1‖2H + ‖U
i
ℓ −U
i−1‖2H
)
+ sµ‖Uiℓ‖
p
Vℓ
≤
1
k
(Uiℓ −U
i−1,Uiℓ)H + 〈sA
i
ℓU
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ + sµ‖U
i
ℓ‖
p
H + sν‖U
i
ℓ‖
2
H + sλ
= 〈sFiℓ,U
i
ℓ〉V ∗ℓ ×Vℓ + sµ‖U
i
ℓ‖
p
H + sν‖U
i
ℓ‖
2
H + sλ
≤ c3s‖F
i
ℓ‖
q
V ∗
ℓ
+
sµ
2
‖Uiℓ‖
p
Vℓ
+ sµ‖Uiℓ‖
p
H + sν‖U
i
ℓ‖
2
H + sλ,
where c3 =
(pµ)1−q
21−qq is the constant from the weighted Young inequality. This implies
in particular
‖Uiℓ‖
2
H − ‖U
i−1‖2H + ‖U
i
ℓ −U
i−1‖2H + ksµ‖U
i
ℓ‖
p
Vℓ
≤ 2ks
(
c3‖F
i
ℓ‖
q
V ∗
ℓ
+ µ‖Uiℓ‖
p
H + ν‖U
i
ℓ‖
2
H + λ
)
.
(2.17)
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Using (2.12), summing up (2.17) from ℓ = 1 to s and dividing by s yields
1
s
s∑
ℓ=1
(
‖Uiℓ‖
2
H − ‖U
i−1
ℓ ‖
2
H + ‖U
i
ℓ −U
i−1‖2H
)
+ kµ
s∑
ℓ=1
‖Uiℓ‖
p
Vℓ
≤ 2k
s∑
ℓ=1
(
c3‖F
i
ℓ‖
q
V ∗
ℓ
+ µ‖Uiℓ‖
p
H + ν‖U
i
ℓ‖
2
H + λ
)
for i ∈ {2, . . . , N}, and
1
s
s∑
ℓ=1
(
‖U1ℓ‖
2
H + ‖U
1
ℓ −U
0‖2H
)
+ kµ
s∑
ℓ=1
‖U1ℓ‖
p
Vℓ
≤ ‖u0‖
2
H + 2k
s∑
ℓ=1
(
c3‖F
1
ℓ‖
q
V ∗
ℓ
+ µ‖U1ℓ‖
p
H + ν‖U
1
ℓ‖
2
H + λ
)
.
A second summation from i = 1 to n ∈ {1, . . . , N} shows that
1
s
s∑
ℓ=1
‖Unℓ ‖
2
H +
1
s
n∑
i=1
s∑
ℓ=1
‖Uiℓ −U
i−1‖2H + kµ
n∑
i=1
s∑
ℓ=1
‖Uiℓ‖
p
Vℓ
≤ ‖u0‖
2
H + 2k
n∑
i=1
s∑
ℓ=1
(
c3‖F
i
ℓ‖
q
V ∗
ℓ
+ µ‖Uiℓ‖
p
H + ν‖U
i
ℓ‖
2
H
)
+ 2sTλ.
The first estimate (2.5) follows inserting (2.13), (2.15), and (2.16).
For the second estimate (2.6), we test (2.3) with v ∈ V and obtain using As-
sumption 2 (4) that
(Ui −Ui−1
k
, v
)
H
=
1
s
s∑
ℓ=1
(Uiℓ −Ui−1
k
, v
)
H
=
s∑
ℓ=1
(
〈Fiℓ, v〉V ∗ℓ ×Vℓ − 〈A
i
ℓU
i
ℓ, v〉V ∗ℓ ×Vℓ
)
≤ ‖v‖Vℓ
s∑
ℓ=1
(
‖Fiℓ‖V ∗ℓ + β
(
1 + ‖Uiℓ‖
p−1
Vℓ
))
for i ∈ {1, . . . , N}. Thus, we can estimate the V ∗-norm by
∥∥∥Ui −Ui−1
k
∥∥∥q
V ∗
≤
( s∑
ℓ=1
(
‖Fiℓ‖V ∗ℓ + β
(
1 + ‖Uiℓ‖
p−1
Vℓ
)))q
≤ (3s)q−1
s∑
ℓ=1
(
‖Fiℓ‖
q
V ∗
ℓ
+ βq + βq‖Uiℓ‖
p
Vℓ
)
,
using Ho¨lder’s inequality for sums. Summing up this inequality from i = 1 to N
and multiplying with k yields the bound
k1−q
N∑
i=1
∥∥Ui −Ui−1∥∥q
V ∗
≤ (3s)q−1k
N∑
i=1
s∑
ℓ=1
(
‖Fiℓ‖
q
V ∗
ℓ
+ βq
(
1 + ‖Uiℓ‖
p
Vℓ
))
≤M ′,
where we also made use of the first a priori bound (2.5) and the bound for the
discrete values of f from (2.13). 
Having proven that there exists a unique solution to the semidiscrete problem
(2.3), we now define the piecewise constant interpolations for t ∈ (tn−1, tn], n ∈
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{1, . . . , N}, and ℓ ∈ {1, . . . , s} given by
Ukℓ (t) = U
n
ℓ , U
k(t) = Un, Akℓ (t) = A
n
ℓ , and F
k
ℓ (t) = F
n
ℓ(2.18)
as well as the piecewise linear function
U˜k(t) = Un−1 +
t− tn−1
k
(Un −Un−1)(2.19)
with Ukℓ (0) = U
k(0) = U˜k(0) = u0. As we consider step sizes k =
T
N
for N ∈ N,
we denote the sequences
(
U
T
N
ℓ
)
N∈N
as (Ukℓ )k>0 for ℓ ∈ {1, . . . , s} in the following
to keep the notation more compact. The same simplification in notation is used for
the other functions introduced above. Then we have, as can be seen when inserting
the a priori bound (2.5), that
Ukℓ ∈ L
p(0, T ;Vℓ) ∩ L
∞(0, T ;H), Uk, U˜k ∈ L∞(0, T ;H), and F kℓ ∈ L
q(0, T ;V ∗ℓ ).
Furthermore, due to Lemma 2.2 the operator Akℓ maps the space L
p(0, T ;Vℓ) into
Lq(0, T ;V ∗ℓ ). Using the prolongations stated above, we can state a discrete version
of the differential equation. To this end, we first note that after summing up (2.3)
from 1 to s and dividing by s, we obtain
1
ks
s∑
ℓ=1
(
Unℓ −U
n−1
)
+
s∑
ℓ=1
AnℓU
n
ℓ =
s∑
ℓ=1
Fnℓ in V
∗.
Thus, we see that{
(U˜k)′(t) +
∑s
ℓ=1A
k
ℓ (t)U
k
ℓ (t) =
∑s
ℓ=1 F
k
ℓ (t) in V
∗, t ∈ (0, T ),
Uk(0) = U˜k(0) = u0 in H,
(2.20)
where (U˜k)′ is the weak derivative of U˜k. In the following, we will consider the
limiting process of all the appearing terms to connect to the original problem (2.1)
with (2.20).
Lemma 2.5. Let Assumption 3 be fulfilled and let W ∈ Lp(0, T ;V ) be given. For
ℓ ∈ {1, . . . , s} it follows that Akℓ (t)W (t) → Aℓ(t)W (t) in V
∗
ℓ as k → 0 for a.e.
t ∈ [0, T ]. Furthermore, it holds true that AkℓW → AℓW in L
q(0, T ;V ∗ℓ ) as k → 0.
Proof. Let ℓ ∈ {1, . . . , s} and ε > 0 be arbitrary, then due to the continuity con-
dition on Aℓ for almost every t ∈ [0, T ] we find δ > 0 such that for all k < δ we
obtain that
‖Akℓ (t)W (t)−Aℓ(t)W (t)‖V ∗ = ‖Aℓ(tn)W (t) −Aℓ(t)W (t)‖V ∗ ≤ ε,
where t is within an interval (tn−1, tn], n ∈ {1, . . . , N}. The second assertion of the
lemma is a consequence of Lebesgue’s theorem of dominated convergence and the
boundedness condition (4) from Assumption 2 that is fulfilled by Aℓ. 
Lemma 2.6. Let Assumption 4 be fulfilled. Then it follows that F kℓ → fℓ in
Lq(0, T ;V ∗ℓ ), ℓ ∈ {1, . . . , s}, as k → 0.
Proof. The assertion follows after using a suitable density argument. To be more
precise, one can employ that C([0, T ];V ∗ℓ ) is a dense subspace of L
q(0, T ;V ∗ℓ ) for
ℓ ∈ {1, . . . , s}. 
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Lemma 2.7. Let Assumptions 3 and 4 be fulfilled. Then there exists a subsequence
(ki)i∈N of step sizes ki =
T
Ni
and U ∈ Wp(0, T ) such that
Ukiℓ ⇀ U in L
p(0, T ;Vℓ) and U
ki
ℓ
∗
⇀ U, Uki
∗
⇀ U in L∞(0, T ;H),
as well as
U˜ki
∗
⇀ U in L∞(0, T ;H) and (U˜ki)′ ⇀ U ′ in Lq(0, T ;V ∗)
for every ℓ ∈ {1, . . . , s} when i→∞. Here, U ′ denotes the weak derivative of U .
Proof. In the following we assume that the step size k is sufficiently small. Using
Lemma 2.4, we obtain that
‖Ukℓ ‖
2
L∞(0,T ;H) ≤ sM,
‖Uk‖2L∞(0,T ;H) = ‖U˜
k‖2L∞(0,T ;H) ≤M,
‖Ukℓ ‖
p
Lp(0,T ;Vℓ)
= k
N∑
i=1
‖Uiℓ‖
p
Vℓ
≤M,
∥∥(U˜k)′∥∥q
Lq(0,T ;V ∗)
= k1−q
N∑
i=1
∥∥Un −Un−1∥∥q
V ∗
≤M ′.
Therefore, the sequence (Ukℓ )k>0 is bounded in L
p(0, T ;Vℓ) as well as L
∞(0, T ;H),
(U˜k)k>0 is bounded in L
∞(0, T ;H) and
(
(U˜k)′
)
k>0
is bounded in Lq(0, T ;V ∗).
Since Lp(0, T ;Vℓ) is a reflexive Banach space and L
∞(0, T ;H) is the dual space of
the separable Banach space L1(0, T ;H), there exists a subsequence of (Ukℓ )k>0 and
Uℓ ∈ L
p(0, T ;Vℓ) ∩ L
∞(0, T ;H) such that
Ukℓ ⇀ Uℓ in L
p(0, T ;Vℓ) and U
k
ℓ
∗
⇀ Uℓ in L
∞(0, T ;H)
as k → 0 where the subsequence is not denoted differently for the sake of simplicity.
Analogously, there exist U˜ ∈ L∞(0, T ;H) and W ∈ Lq(0, T ;V ∗)
U˜k
∗
⇀ U˜ in L∞(0, T ;H) and (U˜k)′ ⇀W in Lq(0, T ;V ∗)
as k → 0, again extracting a suitable subsequence if necessary. In the following, we
prove that U1 = · · · = Us =: U is fulfilled. As
⋂s
ℓ=1 Vℓ = V this implies in particular
that U ∈ Lp(0, T ;V ). We show that U1 = U2 in L
p(0, T ;V1 ∩ V2) ∩ L
∞(0, T ;H),
the other equalities follow in an analogous manner. We can write
Uk1 (t)− U
k
2 (t) = U
n
1 −U
n−1 − (Un2 −U
n−1)
= ks
(
Fn1 −A
n
1U
n
1
)
− ks
(
Fn2 −A
n
2U
n
2
)
= s
∫ tn
tn−1
((
f1(τ)−A1(τ)U
k
1 (τ)
)
−
(
f2(τ) −A2(τ)U
k
2 (τ)
))
dτ
for t ∈ (tn−1, tn], n ∈ {1, . . . , N}, as U
k
1 (tn−1) = U
n−1 = Uk2 (tn−1) holds true by
the construction of our scheme. Therefore, we obtain
‖Uk1 (t)− U
k
2 (t)‖V ∗ ≤ s
2∑
ℓ=1
∫ tn
tn−1
‖fℓ(τ) −Aℓ(τ)U
k
ℓ (τ)‖V ∗ dτ
≤ sk
1
p
2∑
ℓ=1
( ∫ tn
tn−1
‖fℓ(τ) −Aℓ(τ)U
k
ℓ (τ)‖
q
V ∗ dτ
) 1
q
,
12 M. EISENMANN AND E. HANSEN
where we used Ho¨lder’s inequality in the last step. We can bound the integrals by( ∫ tn
tn−1
‖fℓ(τ) −Aℓ(τ)U
k
ℓ (τ)‖
q
V ∗ dτ
) 1
q
≤
( ∫ tn
tn−1
‖fℓ(τ)‖
q
V ∗ dτ
) 1
q
+
(∫ tn
tn−1
‖Aℓ(tn)U
n
ℓ ‖
q
V ∗ dτ
) 1
q
≤ ‖fℓ‖Lq(0,T ;V ∗
ℓ
) + k
1
q β
(
1 + ‖Unℓ ‖
p−1
Vℓ
)
,
for ℓ ∈ {1, 2} which is bounded independently of n due to the a priori bound (2.5).
Thus, ‖Uk1 (t) − U
k
2 (t)‖V ∗ → 0 as k → 0 holds true for every t ∈ [0, T ] and it is
bounded by a constant independent of t which implies, using Lebesgue’s theorem
of dominated convergence, that
‖Uk1 − U
k
2 ‖Lq(0,T ;V ∗) → 0 as k → 0,
and in particular U1 − U2 = 0 in L
q(0, T ;V ∗). By assumption we have the embed-
ding Lp(0, T ;V1 ∩V2)∩L
∞(0, T ;H) →֒ Lq(0, T ;V ∗). The injectivity of the embed-
ding operator implies that both U1 − U2 = 0 in L
p(0, T ;V1 ∩ V2) and U1 − U2 = 0
in L∞(0, T ;H). The limits U and U˜ coincide in Lq(0, T ;V ∗) since∫ T
0
‖Uk(t)− U˜k(t)‖qV ∗ dt =
N∑
n=1
∫ tn
tn−1
∥∥∥Un −Un−1 − t− tn−1
k
(Un −Un−1)
∥∥∥q
V ∗
dt
=
1
kq
N∑
n=1
‖Un −Un−1‖qV ∗
∫ tn
tn−1
(tn − t)
q dt
=
k
q
N∑
n=1
‖Un −Un−1‖qV ∗ ≤
kq
q
M ′ → 0 as k → 0,
where we used the a priori bound (2.6). Making use of the continuous embedding
L∞(0, T ;H) →֒ Lq(0, T ;V ∗), it again follows that U and U˜ coincide in L∞(0, T ;H).
Last, we prove that the limit W ∈ Lq(0, T ;V ∗) is the weak derivative of U . To
this end, let v ∈ V and ϕ ∈ C∞c (0, T ) be arbitrary. Then we obtain using U˜
k ∗⇀ U
in L∞(0, T ;H) as k → 0, that
−
∫ T
0
〈W (t), v〉V ∗×V ϕ(t) dt = − lim
k→0
∫ T
0
〈(U˜k)′(t), v〉V ∗×V ϕ(t) dt
= lim
k→0
∫ T
0
(U˜k(t), v)Hϕ
′(t) dt =
∫ T
0
(U(t), v)Hϕ
′(t) dt.
Applying [12, Kapitel IV, Lemma 1.7], it follows that W = U ′ in Lq(0, T ;V ∗). 
The next lemma is an auxiliary result to identify the limit from the previous
lemma with the solution of (2.1).
Lemma 2.8. Let Assumption 3 be fulfilled and let the operator Akℓ : L
p(0, T ;Vℓ)→
Lq(0, T ;V ∗ℓ ) be given as in (2.18). Then for a sequence
(
W kℓ
)
k>0
in Lp(0, T ;Vℓ),
ℓ ∈ {1, . . . , s}, and an element W in Lp(0, T ;V ) such that
W kℓ ⇀W in L
p(0, T ;Vℓ) and A
k
ℓW
k
ℓ ⇀ Bℓ in L
q(0, T ;V ∗ℓ )
for every ℓ ∈ {1, . . . , s} as k → 0 and
∑s
ℓ=1Bℓ = B ∈ L
q(0, T ;V ∗) with
lim sup
k→0
s∑
ℓ=1
∫ T
0
〈Akℓ (t)W
k
ℓ (t),W
k
ℓ (t)〉V ∗ℓ ×Vℓ dt ≤
∫ T
0
〈B(t),W (t)〉V ∗×V dt(2.21)
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it follows that
AW =
s∑
ℓ=1
AℓW =
s∑
ℓ=1
Bℓ = B in L
q(0, T ;V ∗).
Proof. Due to the monotonicity of Aℓ, ℓ ∈ {1, . . . , s}, we can write for every X ∈
Lp(0, T ;V )
s∑
ℓ=1
∫ T
0
〈Akℓ (t)W
k
ℓ (t)−A
k
ℓ (t)X(t),W
k
ℓ (t)−X(t)〉V ∗ℓ ×Vℓ dt ≥ 0.
Thus, it follows using Lemma 2.5
s∑
ℓ=1
∫ T
0
〈Akℓ (t)W
k
ℓ (t),W
k
ℓ (t)〉V ∗ℓ ×Vℓ dt
≥
s∑
ℓ=1
∫ T
0
(
〈Akℓ (t)W
k
ℓ (t), X(t)〉V ∗ℓ ×Vℓ + 〈A
k
ℓ (t)X(t),W
k
ℓ (t)−X(t)〉V ∗ℓ ×Vℓ
)
dt
k→0
−→
s∑
ℓ=1
∫ T
0
(
〈Bℓ(t), X(t)〉V ∗
ℓ
×Vℓ + 〈Aℓ(t)X(t),W (t)−X(t)〉V ∗ℓ ×Vℓ
)
dt
=
∫ T
0
(
〈B(t), X(t)〉V ∗×V + 〈A(t)X(t),W (t)−X(t)〉V ∗×V
)
dt,
which implies
lim inf
k→0
s∑
ℓ=1
∫ T
0
〈Akℓ (t)W
k
ℓ (t),W
k
ℓ (t)〉V ∗ℓ ×Vℓ dt
≥
∫ T
0
(
〈B(t), X(t)〉V ∗×V + 〈A(t)X(t),W (t) −X(t)〉V ∗×V
)
dt.
Applying (2.21), this yields∫ T
0
〈B(t),W (t)〉V ∗×V dt
≥
∫ T
0
(
〈B(t), X(t)〉V ∗×V + 〈A(t)X(t),W (t) −X(t)〉V ∗×V
)
dt.
The assertion of the lemma follows by the Minty monotonicity trick, where X =
W ± θX˜ for θ ∈ [0, 1] and X˜ ∈ Lp(0, T ;V ) is inserted in the inequality. Dividing
by θ and considering θ → 0 then yields AW = B in Lq(0, T ;V ∗). See, e.g., [22,
Lemma 2.13] for further details. 
Combining the prior lemmas, we can now state one of the main results of this
section. Here, we prove that the limit of the sequence of prolongations is the solution
of (2.1).
Theorem 2.9. Let Assumptions 3 and 4 be fulfilled. Let u be the solution of (2.1).
Then for step sizes k = T
N
the sequences (Ukℓ )k>0, (U
k)k>0 and (U˜
k)k>0 defined in
(2.18) and (2.19), respectively, fulfill
Ukℓ ⇀ u in L
p(0, T ;Vℓ),(2.22)
Uk(t)⇀ u(t) in H,(2.23)
Uk
∗
⇀ u, U˜k
∗
⇀ u in L∞(0, T ;H),(2.24)
(U˜k)′ ⇀ u′ in Lq(0, T ;V ∗),(2.25)
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s∑
ℓ=1
AkℓU
k
ℓ ⇀ Au in L
q(0, T ;V ∗)(2.26)
as k → 0 for t ∈ [0, T ] and ℓ ∈ {1, . . . , s}.
Proof. In the following, we assume that the step size k is sufficiently small. As
proven in Lemma 2.7 there exits U ∈ Wp(0, T ) and a subsequence of possible step
sizes that we still denote by k such that
Ukℓ ⇀ U in L
p(0, T ;Vℓ) and U
k ∗⇀ U, U˜k
∗
⇀ U in L∞(0, T ;H)(2.27)
as k → 0 for ℓ ∈ {1, . . . , s}. Due to Lemma 2.2 as well as the a priori bound (2.5)
there exists a constant M˜ > 0 that does not depend on t such that for k > 0 small
enough
‖AkℓU
k
ℓ ‖Lq(0,T ;V ∗ℓ ) ≤ M˜ and ‖U
k(t)‖H ≤ M˜
for every t ∈ [0, T ] and ℓ ∈ {1, . . . , s}. Therefore, we can extract another subse-
quence such that there exits Bℓ ∈ L
q(0, T ;V ∗ℓ ) and yt ∈ H with
AkℓU
k
ℓ ⇀ Bℓ in L
q(0, T ;V ∗ℓ ) and U
k(t)⇀ yt in H(2.28)
as k → 0 for ℓ ∈ {1, . . . , s}. In the following, we work with this new subsequence
and abbreviate B :=
∑s
ℓ=1Bℓ. The next step is to identify the derivative of U with
equation (2.1). Due to Lemma 2.6, the following equality holds true
U ′ = w-lim
k→0
(U˜k)′ = w-lim
k→0
s∑
ℓ=1
(
F kℓ −A
k
ℓU
k
ℓ
)
= f −B in Lq(0, T ;V ∗),
where w-lim denotes the weak limit. Since U ∈ Wp(0, T ) →֒ C([0, T ];H), we can
work with the continuous representative of U in the following. Now, we prove yt =
U(t) and u0 = U(0) for t ∈ [0, T ]. To this end, let v ∈ V and ϕ ∈ C([0, T ])∩C
1(0, T )
be arbitrary. Recalling the equation for the time discrete values (2.20), we can write
(U(t), v)Hϕ(t)− (U(0), v)Hϕ(0)−
∫ t
0
(U(τ), v)Hϕ
′(τ) dτ
=
∫ t
0
〈U ′(τ), v〉V ∗×V ϕ(τ) dτ
=
s∑
ℓ=1
∫ t
0
〈fℓ(τ)−Bℓ(τ), v〉V ∗
ℓ
×Vℓϕ(τ) dτ
= lim
k→0
(∫ tn
0
〈(U˜k)′(τ) +
s∑
ℓ=1
(
Akℓ (τ)U
k
ℓ (τ) −Bℓ(τ)
)
, v〉V ∗×V ϕ(τ) dτ
−
s∑
ℓ=1
∫ tn
t
〈F kℓ (τ) −Bℓ(τ), v〉V ∗ℓ ×Vℓϕ(τ) dτ
)
for t ∈ (tn−1, tn], n ∈ {1, . . . , N}. One step of partial integration and the fact that
the linear and the constant interpolations always coincide at the grid points then
shows that∫ tn
0
〈(U˜k)′(τ), v〉V ∗×V ϕ(τ) dτ
=
(
Uk(tn), v
)
H
ϕ(t)−
(
Uk(0), v
)
H
ϕ(0)−
∫ tn
0
(
U˜k(τ), v
)
H
ϕ′(τ) dτ.
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Therefore, (2.27) and (2.28) as well as the fact that (F kℓ − Bℓ)k>0 is a bounded
sequence in Lq(0, T ;V ∗ℓ ) for every ℓ ∈ {1, . . . , s} shows that
(U(t), v)Hϕ(t)− (U(0), v)Hϕ(0)−
∫ t
0
(U(τ), v)Hϕ
′(τ) dτ
= (yt, v)Hϕ(t)− (u0, v)Hϕ(0)−
∫ t
0
(U(τ), v)Hϕ
′(τ) dτ,
is fulfilled which implies U(t) = yt and U(0) = u0 for t ∈ [0, T ].
It remains to prove that B = AU is fulfilled. To this end, we apply Lemma 2.8.
As already mentioned in the beginning of the proof, it holds true that
Ukℓ ⇀ U in L
p(0, T ;Vℓ) and A
k
ℓU
k
ℓ ⇀ Bℓ in L
q(0, T ;V ∗ℓ )
as k → 0 for every ℓ ∈ {1, . . . , s}. Therefore, we still have to verify
lim sup
k→0
s∑
ℓ=1
∫ T
0
〈Akℓ (t)U
k
ℓ (t), U
k
ℓ (t)〉V ∗ℓ ×Vℓ dt ≤
∫ T
0
〈B(t), U(t)〉V ∗×V dt
in order to apply Lemma 2.8. To this end, we test the semidiscrete problem (2.3)
with Unℓ for ℓ ∈ {1, . . . , s} and n ∈ {1, . . . , N} to obtain that
〈Unℓ −U
n−1 + skAnℓU
n
ℓ ,U
n
ℓ 〉V ∗ℓ ×Vℓ = 〈skF
n
ℓ ,U
n
ℓ 〉V ∗ℓ ×Vℓ .
Summing up the equation form ℓ = 1 to s, dividing by s, and applying the identity
from (2.8), it follows that
1
2s
s∑
ℓ=1
(
‖Unℓ ‖
2
H − ‖U
n−1‖2H
)
+ k
s∑
ℓ=1
〈AnℓU
n
ℓ ,U
n
ℓ 〉V ∗ℓ ×Vℓ ≤ k
s∑
ℓ=1
〈Fnℓ ,U
n
ℓ 〉V ∗ℓ ×Vℓ .
After another summation for n = 1 to N and an application of and (2.12), we can
rewrite this inequality to
1
2s
s∑
ℓ=1
‖UNℓ ‖
2
H − ‖u0‖
2
H + k
N∑
n=1
s∑
ℓ=1
〈AnℓU
n
ℓ ,U
n
ℓ 〉V ∗ℓ ×Vℓ ≤ k
N∑
n=1
s∑
ℓ=1
〈Fnℓ ,U
n
ℓ 〉V ∗ℓ ×Vℓ ,
due to a telescopic sum structure. Inserting the definition of the prolongations from
(2.18) and (2.19) we see that
1
2s
s∑
ℓ=1
(
‖Ukℓ (T )‖
2
H − ‖U
k
ℓ (0)‖
2
H
)
+
s∑
ℓ=1
∫ T
0
〈Akℓ (t)U
k
ℓ (t), U
k
ℓ (t)〉V ∗ℓ ×Vℓ dt
≤
s∑
ℓ=1
∫ T
0
〈Fℓ(t), U
k
ℓ (t)〉V ∗ℓ ×Vℓ dt.
Together with (2.12) and the weak lower semicontinuity of the norm this yields
lim sup
k→0
s∑
ℓ=1
∫ T
0
〈Akℓ (t)U
k
ℓ (t), U
k
ℓ (t)〉V ∗ℓ ×Vℓ dt
≤ lim sup
k→0
( s∑
ℓ=1
∫ T
0
〈F kℓ (t), U
k
ℓ (t)〉V ∗ℓ ×Vℓ dt−
1
2s
s∑
ℓ=1
(
‖Ukℓ (T )‖
2
H − ‖U
k
ℓ (0)‖
2
H
))
≤ lim sup
k→0
( s∑
ℓ=1
∫ T
0
〈F kℓ (t), U
k
ℓ (t)〉V ∗ℓ ×Vℓ dt−
1
2
‖Uk(T )‖2H +
1
2
‖u0‖
2
H
))
≤
s∑
ℓ=1
∫ T
0
〈fℓ(t), U(t)〉V ∗
ℓ
×Vℓ dt−
1
2
‖U(T )‖2H +
1
2
‖u0‖
2
H
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=
∫ T
0
〈f(t), U(t)〉V ∗×V dt−
∫ T
0
〈U ′(t), U(t)〉V ∗×V dt =
∫ T
0
〈B(t), U(t)〉V ∗×V dt,
and therefore
lim sup
k→0
s∑
ℓ=1
∫ T
0
〈Akℓ (t)U
k
ℓ (t), U
k
ℓ (t)〉V ∗ℓ ×Vℓ dt ≤
∫ T
0
〈B(t), U(t)〉V ∗×V dt.
Using Lemma 2.8 this shows that B = AU is fulfilled in Lq(0, T ;V ∗). Thus, U is
a variational solution to the original problem (2.1). As this problem has a unique
solution u ∈ Wp(0, T ), it follows that U = u.
Next, we argue that the original sequence (Ukℓ )k>0 converges weakly to the
unique solution u of (2.1) in Lp(0, T ;Vℓ) for every ℓ ∈ {1, . . . , s}. The arguments
above show that every converging subsequence of the bounded sequence (Ukℓ )k>0 has
the limit u. Applying the subsequence principle (see, e.g, [26, Proposition 10.13])
yields that the entire sequence converges to this limit which proves (2.22). An anal-
ogous argumentation shows that (2.23)–(2.25) hold true for the original sequence.
To prove (2.26), one considers (2.20) and inserts that (2.25) is satisfied as well as
F k → f in Lq(0, T ;V ∗) as k → 0 which was shown in Lemma 2.6. 
Theorem 2.10. Let Assumptions 3 and 4 be fulfilled. Then for step sizes k = T
N
the sequence (Uk)k>0 defined in (2.18) fulfills
Uk(t)→ u(t) in H as k → 0, for t ∈ [0, T ],
where u is the solution (2.1). If η in Assumption 2 (3) is strictly positive then the
sequence (Ukℓ )k>0 converges strongly to u in L
p(0, T ;Vℓ) for ℓ ∈ {1, . . . , s}.
Proof. For the analysis we split up the terms as follows
1
s
s∑
ℓ=1
‖u(t)− Ukℓ (t)‖
2
H
+ 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)u(τ) −A
k
ℓ (τ)U
k
ℓ (τ), u(τ) − U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ
= Xk1 (t) +X
k
2 (t) +X
k
3 (t)
with
Xk1 (t) = ‖u(t)‖
2
H + 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)u(τ), u(τ)〉V ∗ℓ ×Vℓ dτ,
Xk2 (t) = −
2
s
s∑
ℓ=1
(u(t), Ukℓ (t))H − 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)u(τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ
− 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)U
k
ℓ (τ), u(τ)〉V ∗ℓ ×Vℓ dτ,
Xk3 (t) =
1
s
s∑
ℓ=1
‖Ukℓ (t)‖
2
H + 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)U
k
ℓ (τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ.
We analyze Xk1 , X
k
2 and X
k
3 separately. For X
k
1 we apply Lemma 2.5 and obtain
lim
k→0
Xk1 (t) = ‖u(t)‖
2
H + 2
∫ t
0
〈A(τ)u(τ), u(τ)〉V ∗×V dτ.
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We use Lemma 2.5, (2.22), (2.23), and (2.26) as well as the definition of Uk from
(2.18) to see
lim
k→0
Xk2 (t) = lim
k→0
(
− 2(u(t), Uk(t))H − 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)u(τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ
− 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)U
k
ℓ (τ), u(τ)〉V ∗ℓ ×Vℓ dτ
)
= −2‖u(t)‖2H − 4
∫ t
0
〈A(τ)u(τ), u(τ)〉V ∗×V dτ.
The convergence of (Xk3 (t))k>0 needs somewhat more attention. Here, we assume
that t ∈ (tn−1, tn], n ∈ {1, . . . , N}, and obtain
Xk3 (t) =
1
s
s∑
ℓ=1
‖Ukℓ (t)‖
2
H + 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)U
k
ℓ (τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ
≤
1
s
s∑
ℓ=1
‖Unℓ ‖
2
H + 2k
n∑
i=1
s∑
ℓ=1
〈AiℓU
i
ℓ − F
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ
+ 2
s∑
ℓ=1
∫ tn
0
〈F kℓ (τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ
− 2
s∑
ℓ=1
∫ tn
t
〈Akℓ (τ)U
k
ℓ (τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ.
Inserting (2.12) and the identity (2.8) as well as applying a telescopic sum argument,
it follows that
2k
n∑
i=1
s∑
ℓ=1
〈AiℓU
i
ℓ − F
i
ℓ,U
i
ℓ〉V ∗ℓ ×Vℓ
= −
2
s
n∑
i=1
s∑
ℓ=1
(Uiℓ −U
i−1,Uiℓ)H
= −
1
s
n∑
i=1
s∑
ℓ=1
(
‖Uiℓ‖
2
H − ‖U
i−1‖2H + ‖U
i
ℓ −U
i−1‖2H
)
≤ −
1
s
s∑
ℓ=1
‖Unℓ ‖
2
H + ‖u0‖
2
H .
Since Akℓ (τ) fulfills Assumption 2 (5) for every τ ∈ [0, T ] we get using the a priori
bound (2.5)
− 2
s∑
ℓ=1
∫ tn
t
〈Akℓ (τ)U
k
ℓ (τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ
≤ 2
s∑
ℓ=1
∫ tn
t
(
ν‖Ukℓ (τ)‖
2
H + λ
)
dτ ≤ 2ksνM + 2ksλ.
This implies that the bound
Xk3 (t) ≤ ‖u0‖
2
H + 2
s∑
ℓ=1
∫ tn
0
〈F kℓ (τ), U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ + 2ksνM + 2ksλ
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is fulfilled and in particular, due to Lemma 2.6 and (2.22),
lim sup
k→0
Xk3 (t) ≤ ‖u0‖
2
H + 2
∫ t
0
〈f(τ), u(τ)〉V ∗×V dτ.
Therefore, we have proven that
lim sup
k→0
(1
s
s∑
ℓ=1
‖u(t)− Ukℓ (t)‖
2
H
+ 2
s∑
ℓ=1
∫ t
0
〈Akℓ (τ)u(τ) −A
k
ℓ (τ)U
k
ℓ (τ), u(τ) − U
k
ℓ (τ)〉V ∗ℓ ×Vℓ dτ
)
≤ −‖u(t)‖2H + ‖u0‖
2
H + 2
∫ t
0
〈f(τ) −A(τ)u(τ), u(τ)〉V ∗×V dτ
= −‖u(t)‖2H + ‖u0‖
2
H + 2
∫ t
0
〈u′(τ), u(τ)〉V ∗×V dτ
= −‖u(t)‖2H + ‖u0‖
2
H +
∫ t
0
d
dt
‖u(τ)‖2H dτ = 0.
The monotonicity condition from Assumption 2 (3) and (2.12) then imply that
‖u(t)− Uk(t)‖2H ≤
1
s
s∑
ℓ=1
‖u(t)− Ukℓ (t)‖
2
H + 2η
s∑
ℓ=1
∫ t
0
|u(τ)− Ukℓ (τ)|
p
Vℓ
dτ → 0
as k → 0 for every t ∈ [0, T ]. This proves that Uk(t) → u(t) in H as k → 0 for
every t ∈ [0, T ]. Assuming that η in Assumption 2 (3) is strictly positive, it yields,
in particular, that
‖u− Ukℓ ‖
p
Lp(0,T ;Vℓ)
=
∫ T
0
(
‖u(t)− Ukℓ (t)‖
p
H + |u(t)− U
k
ℓ (t)|
p
Vℓ
)
dt→ 0 as k → 0,
for every ℓ ∈ {1, . . . , s}. 
Remark 2.11. If η from Assumption 2 (3) is only strictly positive for some Aℓ,
ℓ ∈ {1, . . . , s}, then one can see that in these particular spaces we have Ukℓ → u in
Lp(0, T ;Vℓ).
In our application in Section 4, we want to consider time dependent splittings of
the data, i.e., forM ∈ N we have 0 = T0 < · · · < TM = T such that in every interval
[Tm−1, Tm], m ∈ {1, . . . ,M}, the differential operator A and the right-hand side f
are decomposed in different ways. To this end, we prove a continuous dependence
of the error with respect to the initial data.
Theorem 2.12. Let Assumptions 3 and 4 be fulfilled. For ℓ ∈ {1, . . . , s} let
(Vnℓ )n∈{1,...,N} and (V
n)n∈{1,...,N} solve the recursion (2.3) for the initial value
V0 = v0 and let (V
k
ℓ (t))k>0 and (V
k(t))k>0 be the sequences of constant interpola-
tions of these values analogously to (2.18). Then
‖Uk(t)− V k(t)‖H ≤ ‖u0 − v0‖H
is fulfilled for every t ∈ [0, T ]. If η > 0 in Assumption 2 (3) is strictly positive for
Aℓ, ℓ ∈ {1, . . . , s}, then it follows that
‖Ukℓ − V
k
ℓ ‖
p
Lp(0,T ;Vℓ)
≤ T ‖u0 − v0‖
p
H +
1
2η
‖u0 − v0‖
2
H .
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Proof. In the following, let n ∈ {1, . . . , N} be arbitrary but fixed. We apply the
monotonicity condition from Assumption 2 (3) and obtain that
1
s
s∑
ℓ=1
‖Unℓ −V
n
ℓ ‖
2
H + 2kη
n∑
i=1
s∑
ℓ=1
|Uiℓ −V
i
ℓ|
p
Vℓ
≤
1
s
s∑
ℓ=1
‖Unℓ −V
n
ℓ ‖
2
H + 2k
n∑
i=1
s∑
ℓ=1
〈AiℓU
i
ℓ −A
i
ℓV
i
ℓ,U
i
ℓ −V
i
ℓ〉V ∗ℓ ×Vℓ .
An insertion of the scheme (2.3) yields the reformulation
2k
s∑
ℓ=1
〈AiℓU
i
ℓ −A
i
ℓV
i
ℓ,U
i
ℓ −V
i
ℓ〉V ∗ℓ ×Vℓ
=
2
s
s∑
ℓ=1
〈ksFiℓ −
(
Uiℓ −U
i−1
)
− ksFiℓ +
(
Viℓ −V
i−1
)
,Uiℓ −V
i
ℓ〉V ∗ℓ ×Vℓ
≤ −
1
s
s∑
ℓ=1
‖Uiℓ −V
i
ℓ‖
2
H + ‖U
i−1 −Vi−1‖2H
≤ −
1
s
s∑
ℓ=1
‖Uiℓ −V
i
ℓ‖
2
H +
1
s
s∑
ℓ=1
‖Ui−1ℓ −V
i−1
ℓ ‖
2
H ,
for i ∈ {1, . . . , n} which we can use together with a telescopic sum argument to
obtain the bound
1
s
s∑
ℓ=1
‖Unℓ −V
n
ℓ ‖
2
H + 2kη
n∑
i=1
s∑
ℓ=1
|Uiℓ −V
i
ℓ|
p
Vℓ
≤ ‖u0 − v0‖
2
H .(2.29)
Together with the definition of the constant interpolations Ukℓ and V
k
ℓ we obtain
1
s
s∑
ℓ=1
‖Ukℓ (t)− V
k
ℓ (t)‖
2
H + 2η
s∑
ℓ=1
∫ tn
0
|Ukℓ (τ) − V
k
ℓ (τ)|
p
Vℓ
dτ ≤ ‖u0 − v0‖
2
H
for every t ∈ (tn−1, tn]. Using the argumentation from (2.12) shows that
‖Uk(t)− V k(t)‖H ≤
(1
s
s∑
ℓ=1
‖Ukℓ (t)− V
k
ℓ (t)‖
2
H
) 1
2
= ‖u0 − v0‖H
for every t ∈ [0, T ] which proves the first desired bound. If η > 0 we furthermore
obtain that
‖Ukℓ − V
k
ℓ ‖
p
Lp(0,T ;Vℓ)
=
∫ T
0
(
‖Ukℓ (t)− V
k
ℓ (t)‖
p
H + |U
k
ℓ (t)− V
k
ℓ (t)|
p
Vℓ
)
dt
≤ T ‖u0 − v0‖
p
H +
1
2η
‖u0 − v0‖
2
H .

3. Application: Domain decomposition for a p-Laplacian type problem
In this section, we introduce a setting that allows us to apply our theory from the
previous section to a domain decomposition scheme that approximates the solution
of a partial differential equation. Here, we focus on the application to a p-Laplacian
type of problem. Similarly, a porous medium like equation in a very weak setting as
considered [11] is applicable in an analogous manner. Compare also [6, Section 7].
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Let T > 0 and Ω ⊂ Rd, d ≥ 1, be given, where Ω is a bounded domain and the
boundary ∂Ω is Lipschitz. Then we consider the problem

u′(t, x) −∇ · α(t, x,∇u(t, x)) = f(t, x), (t, x) ∈ (0, T )× Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
(3.1)
where α : [0, T ] × Ω × Rd → Rd fulfills Assumption 7 below and f and u0 are a
suitable functions that we will specify later.
Assumption 5. For s ∈ N let {Ωℓ}
s
ℓ=1 be a family of overlapping subsets of Ω such
that
⋃s
ℓ=1Ωℓ = Ω is fulfilled. Furthermore, let each Ωℓ, ℓ ∈ {1, . . . , s}, be either an
open connected set with a Lipschitz boundary or a union of pairwise disjoint open,
connected sets Ωℓ,i such that
⋃r
i=1 Ωℓ,i = Ωℓ and Ωℓ,i has a Lipschitz boundary for
every ℓ ∈ {1, . . . , s} and i ∈ {1, . . . , r}.
Assumption 6. Let {Ωℓ}
s
ℓ=1 fulfill Assumption 5. Then let {χℓ}
s
ℓ=1 ⊂ W
1,∞(Ω)
be a partition of unity such that
χℓ(x) > 0 for all x ∈ Ωℓ, χℓ(x) = 0 for all x ∈ Ω \ Ωℓ,
s∑
ℓ=1
χℓ = 1
for ℓ ∈ {1, . . . , s}. Further, for every function χℓ there exists ε0 > 0 such that for
all ε ∈ (0, ε0)
Ωεℓ = {x ∈ Ωℓ : χℓ(x) ≥ ε}
is a Lipschitz domain.
For ℓ ∈ {1, . . . , s} we introduce the weighted Lebesgue space Lp(Ωℓ, χℓ) which
consists of all measurable functions v on Ωℓ such that
‖v‖p
Lp(Ωℓ,χℓ)
=
∫
Ωℓ
χℓ|v|
p dx
is finite. The space Lp(Ωℓ, χℓ) is a reflexive Banach space, see [5, Chapter 1]. We
make use of the product space Lp(Ωℓ, χℓ)
d, equipped with the norm
‖(v1, . . . , vd)‖
p
Lp(Ωℓ,χℓ)d
=
∫
Ωℓ
χℓ|(v1, . . . , vd)|
p dx,
which is again a reflexive Banach space, see [1, Theorem 1.23]. Note that Lp(Ωℓ) is
a subspace of Lp(Ωℓ, χℓ) and it holds true that ‖v‖Lp(Ωℓ,χℓ) ≤ ‖v‖Lp(Ωℓ) for every
v ∈ Lp(Ωℓ).
Next, let (H, (·, ·)H , ‖ · ‖H) be L
2(Ω) the space of square integrable functions on
Ω with the usual norm and inner product. Further, for ℓ ∈ {1, . . . , s} we define
‖ · ‖pV = ‖ · ‖
p
H + ‖∇ · ‖
p
Lp(Ω)d
and ‖ · ‖pVℓ = ‖ · ‖
p
H + ‖∇ · ‖
p
Lp(Ωℓ,χℓ)d
(3.2)
and consider the subspaces V and Vℓ of H given by
V = C∞0 (Ω)
‖·‖V
= W 1,p0 (Ω) and Vℓ = C
∞
0 (Ω)
‖·‖Vℓ .(3.3)
Note that ‖·‖V is not the commonly used norm forW
1,p
0 (Ω). A bootstrap argument
using Sobolev’s embedding theorem (see [1, 4.12 Theorem]) can be applied to show
that this norm is equivalent to the usual norm. This choice of norm brings along the
advantage that we have the special structure proposed in Assumption 1 with the
seminorms given by | · |V = ‖∇ · ‖Lp(Ω)d and | · |Vℓ = ‖∇ · ‖Lp(Ωℓ,χℓ)d , ℓ ∈ {1, . . . , s}.
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Lemma 3.1. Let Assumptions 5 and 6 be fulfilled. Then for ℓ ∈ {1, . . . , s} the
spaces (V, ‖ · ‖V ) and (Vℓ, ‖ · ‖Vℓ) introduced in (3.3) are reflexive Banach spaces
which are continuously and densely embedded in H and fulfill
⋂s
ℓ=1 Vℓ = V .
Proof. By definition the space Vℓ is closed with respect to the norm ‖ ·‖Vℓ for every
ℓ ∈ {1, . . . , s}. In [6, Lemma 3] it was proven that
Wℓ =
{
v ∈ H : there exists a wi ∈ L
p(Ωℓ, χℓ) such that∫
Ωℓ
v∂i(χℓφ) dx =
∫
Ωℓ
wiχℓφdxfor all φ ∈ C
∞
0 (Ω), i ∈ {1, . . . , d}
}
is a reflexive Banach space equipped with the norm ‖ · ‖Vℓ for ℓ ∈ {1, . . . , s}. Since
C∞0 (Ω) is a subset of Wℓ it is clear that Vℓ ⊂ Wℓ. Applying [1, 1.22 Theorem],
it follows that Vℓ is reflexive. An analogous argumentation with [1, 3.6 Theorem]
yields that V is a reflexive Banach space.
The specific structure of the norms of V and Vℓ implies that these spaces are
continuously embedded in H . As C∞0 (Ω) is a dense subspace of H the embedding
is also dense.
It remains to prove that
⋂s
ℓ=1 Vℓ = V holds true. As ‖w‖Lp(Ωℓ,χℓ)d ≤ ‖w‖Lp(Ω)d
for every w ∈ Lp(Ω)d it follows that V ⊆ Vℓ for every ℓ ∈ {1, . . . , s} and therefore
V ⊆
⋂s
ℓ=1 Vℓ.
To prove
⋂s
ℓ=1 Vℓ ⊆ V , we consider ℓ ∈ {1, . . . , s} fixed at first. For ε > 0 we
define the set
Ωεℓ = {x ∈ Ω : χℓ(x) ≥ ε}.
Note that Ωεℓ is not necessarily a connected set but can be a union of connected sets.
In this case, we apply the argumentation to the connected subsets separately. Due
to Assumption 6 the sets Ωεℓ have Lipschitz boundary for ε > 0 small enough. In the
following, we restrict functions to this space and consider the spaces of functions
C∞0 (Ω)|Ωεℓ = {u ∈ C
∞(Ωεℓ) : u|∂Ωεℓ∩∂Ω = 0}
and
V εℓ = {u|Ωεℓ : u ∈ Vℓ} = W
1,p(Ωεℓ),
where we use the fact that a weighted Lebesgue space coincides with the Lebesgue
space itself if the weight fulfills 0 < ε < χℓ ≤ 1 < ∞ on the whole domain (see,
e.g., [18, Chapter 3]). On the space W 1,p(Ωεℓ) we exploit the continuity of the trace
operator (see, e.g., [19, Theorem 15.23]) and obtain
C∞0 (Ω)|Ωεℓ
‖·‖Vℓ = {u ∈W 1,p(Ωεℓ) : u|∂Ωεℓ∩∂Ω = 0}.
Thus, u ∈ Vℓ is zero on ∂Ω
ε
ℓ ∩ ∂Ω for every ε > 0 small enough. This implies
Vℓ =
{
v ∈ H : there exists a wi ∈ L
p(Ωℓ, χℓ) such that∫
Ωℓ
v∂i(χℓφ) dx =
∫
Ωℓ
wiχℓφdx
for all φ ∈ C∞0 (Ω), i ∈ {1, . . . , d} and v|∂Ω∩∂Ωℓ = 0
}
,
since ε > 0 can be chosen arbitrarily small. As proven in [6, Lemma 1],
⋂s
ℓ=1Wℓ =
W 1,p(Ω) holds true, thus the additional boundary condition in Vℓ implies
⋂s
ℓ=1 Vℓ =
W
1,p
0 (Ω) = V . 
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Therefore, the spaces H and Vℓ, ℓ ∈ {1, . . . , s}, fulfill Assumption 1. With the
function spaces in place, we are now able to define our vector fields. To this end,
let us state the exact assumptions on α.
Assumption 7. For p ≥ 2 and q = p
p−1 , let α : [0, T ] × Ω × R
d → Rd fulfill the
properties below.
(1) The map t 7→ α(t, x, z) is continuous for a.e. x ∈ Ω and every z ∈ Rd,
while x 7→ α(t, x, z) is measurable for every t ∈ [0, T ] and z ∈ Rd, and
z 7→ α(t, x, z) is continuous for every t ∈ [0, T ] and a.e. x ∈ Ω.
(2) The map α fulfills a monotonicity condition, i.e., there exists a c1 ≥ 0 such
that for every t ∈ [0, T ], a.e. x ∈ Ω, and every z, z˜ ∈ Rd the inequality
(α(t, x, z)− α(t, x, z˜)) · (z − z˜) ≥ c1|z − z˜|
p is satisfied.
(3) The growth condition |α(t, x, z)| ≤ c2|z|
p−1 + c3(x) is satisfied for every
t ∈ [0, T ], a.e. x ∈ Ω, and every z ∈ Rd, where c2 > 0 and c3 ∈ L
q(Ω) is
nonnegative.
(4) The map α is coercive, i.e., there exist c4 > 0 and c5 ∈ L
1(Ω) such that
for all t ∈ [0, T ], a.e. x ∈ Ω, and every z ∈ Rd the condition α(t, x, z) · z ≥
c4|z|
p + c5(x) is satisfied.
For t ∈ [0, T ] we introduce the full operator A(t) : V → V ∗ as
〈A(t)u, v〉V ∗×V =
∫
Ω
α(t,∇u) · ∇v dx, u, v ∈ V.(3.4)
Furthermore, we define the decomposed energetic operators Aℓ(t) : Vℓ → V
∗
ℓ , ℓ ∈
{1, . . . , s}, t ∈ [0, T ], as
〈Aℓ(t)u, v〉V ∗
ℓ
×Vℓ =
∫
Ωℓ
χℓα(t,∇u) · ∇v dx, u, v ∈ Vℓ.(3.5)
For a function f in Lq(0, T ;V ∗) we exploit that for a.e. t ∈ [0, T ] it holds true that
f(t) ∈ V ∗ can be represented by
〈f(t), v〉V ∗×V =
∫
Ω
f0(t)v dx+
d∑
i=1
∫
Ω
f i(t)∂iv dx, v ∈ V(3.6)
where f i(t) ∈ Lq(Ω) for i ∈ {0, . . . , d}, compare [19, Corollary 10.49]. This in mind,
we introduce fℓ(t) for a.e. t ∈ [0, T ] as
〈fℓ(t), v〉V ∗
ℓ
×Vℓ =
∫
Ω
χℓf
0(t)v dx+
d∑
i=1
∫
Ω
χℓf
i(t)∂iv dx, v ∈ Vℓ.(3.7)
Lemma 3.2. Let Assumptions 5, 6, and 7 be fulfilled. Then it follows that the
operators A(t) : V → V ∗ and Aℓ(t) : Vℓ → V
∗
ℓ , ℓ ∈ {1, . . . , s}, introduced in (3.4)
and (3.5) fulfill Assumption 3 for every t ∈ [0, T ]. The coefficient η introduced in
Assumption 2 coincides with c1 from Assumption 7.
Moreover, for an arbitrary f in Lq(0, T ;V ∗) the functions fℓ, ℓ ∈ {1, . . . , s}, as
defined in (3.7), fulfill Assumption 4.
Proof. In the following, we only prove that Assumption 3 is fulfilled for the operator
Aℓ : [0, T ] × Vℓ × Vℓ → R given in (3.5) with fixed ℓ ∈ {1, . . . , s}. To prove that
A : [0, T ]× V × V → R fulfills Assumption 3 follows in an analogous manner.
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First, let us verify that for v ∈ Vℓ the image Aℓ(t)v is an element of V
∗
ℓ . To this
end, we consider
|〈Aℓ(t)u, v〉V ∗
ℓ
×Vℓ | ≤
∫
Ωℓ
χℓ|α(t,∇u)||∇v| dx
≤
∫
Ωℓ
χℓ(c2|∇u|
p−1 + c3)|∇v| dx
≤ c2‖∇u‖
p−1
Lp(Ωℓ,χℓ)d
‖∇v‖Lp(Ωℓ,χℓ)d + ‖c3‖Lq(Ω)‖∇v‖Lp(Ωℓ,χℓ)d
≤ ‖v‖Vℓ(c2‖u‖
p−1
Vℓ
+ ‖c3‖Lq(Ω)).
Thus, we have proven that the operator Aℓ : [0, T ] × Vℓ × Vℓ → R is well defined.
In particular, this implies that
‖Aℓ(t)u‖V ∗
ℓ
≤ c2‖u‖
p−1
Vℓ
+ ‖c3‖Lq(Ω) ≤ max
(
c2, ‖c3‖Lq(Ω)
)(
1 + ‖u‖p−1Vℓ
)
and therefore Assumption 2 (4) is fulfilled as well.
To prove the first property of Assumption 2, let (tn)n∈N be a converging sequence
in [0, T ] with limit t ∈ [0, T ]. Then
lim
n→∞
〈Aℓ(t)u−Aℓ(tn)u, v〉V ∗
ℓ
×Vℓ = lim
n→∞
∫
Ωℓ
χℓ(α(t,∇u)− α(tn∇u)) · ∇v dx
=
∫
Ωℓ
lim
n→∞
χℓ(α(t,∇u)− α(tn∇u)) · ∇v dx = 0,
where we use again that, χℓ(α(t,∇u) − α(tn∇u)) · ∇v is bounded by an L
1(Ω)
function for almost every x ∈ Ωℓ,m and we therefore can apply Lebesgue’s theorem
of dominated convergence and Assumption 7 (1). The proof of Assumption 2 (2)
follows in a similar manner. Assumption 2 (3) is a direct consequence of Assump-
tion 7 (2). We see that
〈Aℓ(t)v −Aℓ(t)w, v − w〉V ∗
ℓ
×Vℓ =
∫
Ωℓ
χℓ(α(t,∇v) − α(∇w)) · (∇v −∇w) dx
≥ c1
∫
Ωℓ
χℓ|∇v −∇w|
p dx = c1|v − w|
p
Vℓ
,
where it becomes clear that η in Assumption 2 is c1. To prove Assumption 2 (5)
for the operator Aℓ, we apply Assumption 7 (4) and obtain
〈Aℓ(t)v, v〉V ∗
ℓ
×Vℓ =
∫
Ωℓ
χℓα(t,∇v) · ∇v dx
≥
∫
Ωℓ
χℓ(c4|∇v|
p + c5) dx
≥ c4‖∇v‖
p
Lp(Ωℓ,χℓ)
− ‖c5‖L1(Ω) = c4|v|
p
Vℓ
− ‖c5‖L1(Ω).
For t ∈ [0, T ] the family {Aℓ(t)}ℓ∈{1,...,s} of operators is a decomposition of A(t) as
it fulfills
〈A(t)u, v〉V ∗×V =
s∑
ℓ=1
〈Aℓ(t)u, v〉V ∗
ℓ
×Vℓ , u, v ∈ V.
Last, we prove that the functions {fℓ}ℓ∈{1,...,s} fulfill Assumption 4. It is easy to
see that
∑s
ℓ=1 fℓ(t) = f(t) for almost every t ∈ [0, T ] by applying (4.1). To prove
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‖fℓ(t)‖V ∗
ℓ
≤ ‖f(t)‖V ∗ for almost every t ∈ [0, T ], we consider
〈fℓ(t), v〉V ∗
ℓ
×Vℓ =
∫
Ω
χℓf
0(t)v dx+
d∑
i=1
∫
Ωℓ
χℓf
i(t)∂iv dx
≤ ‖f0(t)‖H‖v‖H +
d∑
i=1
‖f i(t)‖Lq(Ω)‖∂iv‖Lp(Ωℓ,χℓ)
≤
(
‖f0(t)‖qH +
d∑
i=1
‖f i(t)‖q
Lq(Ω)
) 1
q
(
‖v‖pH +
d∑
i=1
‖∂iv‖
p
Lp(Ωℓ,χℓ)
) 1
p
= ‖f(t)‖V ∗‖v‖Vℓ
for v ∈ Vℓ where we use Ho¨lder’s inequality for sums and [19, Theorem 10.41] for the
representation of the V ∗-norm. This proves the desired estimate and also implies
fℓ ∈ L
q(0, T ;V ∗ℓ ). 
These results in mind, we can now state (3.1) in a variational formulation. For
f ∈ Lq(0, T ;V ∗) and u0 ∈ H we consider{
u′ +Au = f in Lq(0, T ;V ∗),
u(0) = u0 in H.
(3.8)
Theorem 3.3. For p ≥ 2 and q = p
p−1 let Assumptions 5, 6, and 7 be fulfilled.
Furthermore, let f ∈ Lq(0, T ;V ∗) and u0 ∈ H be given, where V = W
1,p
0 (Ω) and
H = L2(Ω). For N ∈ N, k = T
N
, tn = nk, n ∈ {0, . . . , N}, and the space Vℓ defined
in (3.3) the sum splitting with U0 = u0 and{
U
n
ℓ −U
n−1
k
+ sAnℓU
n
ℓ = sF
n
ℓ in V
∗
ℓ , ℓ ∈ {1, . . . , s},
Un = 1
s
∑s
ℓ=1U
n
ℓ in H
for n ∈ {1, . . . , N} with Anℓ and F
n
ℓ defined in (2.2) as well as Aℓ and fℓ defined in
(3.5) and (3.7) obtains a unique solution (Un)n∈{1,...,N} in H. All the convergence
results from Theorem 2.9 and Theorem 2.10 hold true. In particular, the constant
interpolation Uk(t) = Un for t ∈ (tn−1, tn], n ∈ {1, . . . , N}, and U
k(0) = u0
converges to the variational solution u of (3.1) pointwise strongly in H as k→ 0.
If in addition c1 in Assumption 7 is strictly positive then for every ℓ ∈ {1, . . . , s}
the constant interpolation Ukℓ (t) = U
n
ℓ for t ∈ (tn−1, tn], n ∈ {1, . . . , N}, converges
to u strongly in Lp(0, T ;Vℓ) as k → 0.
The proof is a a straight forward application of Lemma 3.1, Lemma 3.2, Theo-
rem 2.9, and Theorem 2.10.
4. Application: Time dependent weights for a p-Laplacian type
problem
In this section, we again want to approximate the solution of (3.1) using a domain
decomposition but now we allow a decomposition of Ω that may change over time.
This brings along advantages for practical reasons since this adds the possibility to
follow features of the differential equation. If, for example, the differential operator
or the source term only act on a small part of Ω that moves over time, we can fit
our scheme to this specific structure.
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Assumption 8. For every t ∈ [0, T ] let {Ωℓ,t}
s
ℓ=1 be a family of overlapping subsets
of Ω that fulfills Assumption 5. Further, the mapping t 7→ Ωℓ,t is piecewise constant.
To this end, let M ∈ N and 0 = T0 < · · · < TM = T be given such that Ωℓ,t ≡ Ωℓ,m
for every t ∈ (Tm−1, Tm], m ∈ {1, . . . ,M}, and ℓ ∈ {1, . . . , s}.
Assumption 9. Let {Ωℓ,t}
s
ℓ=1 fulfill Assumption 8. Then for every t ∈ [0, T ] let
{χℓ(t)}
s
ℓ=1 ⊂W
1,∞(Ω) be a partition of unity such that χℓ(t), ℓ ∈ {1, . . . , s}, fulfills
Assumption 6.
To include the time dependence of {χℓ(t)}
s
ℓ=1 to our scheme, let M ∈ N and
0 = T0 < · · · < TM = T be as stated in Assumption 5. Then it follows that
χℓ(t, x) ≡ χℓ,m(x), x ∈ Ω, t ∈ (Tm−1, Tm], and m ∈ {1, . . . ,M}
for every ℓ ∈ {1, . . . , s}. This implies that (χℓ,m)ℓ∈{1,...,s} is a partition of unity
that fulfills
s∑
ℓ=1
χℓ,m(x) = 1, x ∈ Ω, m ∈ {1, . . . ,M}.(4.1)
As in the last section, we choose H to be L2(Ω) with the usual norm and inner
product and V = W 1,p0 (Ω) with the norm introduced in (3.2). Further, for ℓ ∈
{1, . . . , s} and m ∈ {1, . . . ,M} we define
Vℓ,m = C∞0 (Ω)
‖·‖Vℓ,m with ‖ · ‖pVℓ,m = ‖ · ‖
p
H + ‖∇ · ‖
p
Lp(Ωℓ,m,χℓ,m)d
.(4.2)
For every m ∈ {1, . . . ,M} the spaces H and Vℓ,m, ℓ ∈ {1, . . . , s}, fulfill Assump-
tion 1 due to Lemma 3.1.
For almost every t ∈ [0, T ] the full operator A(t) and for f ∈ Lq(0, T ;V ∗) the full
source term are given as in (3.4) and (3.6). Furthermore, for m ∈ {1, . . . ,M} and
t ∈ (Tm−1, Tm] we define the decomposed energetic operatorsAℓ,m(t) : Vℓ,m → V
∗
ℓ,m,
ℓ ∈ {1, . . . , s}, by
〈Aℓ,m(t)u, v〉V ∗
ℓ,m
×Vℓ,m =
∫
Ωℓ,m
χℓ,mα(t,∇u) · ∇v dx, u, v ∈ Vℓ,m.(4.3)
and the decomposed source term fℓ,m(t) for a.e. t ∈ (Tm−1, Tm] as
〈fℓ,m(t), v〉V ∗
ℓ,m
×Vℓ,m =
∫
Ω
χℓ,mf
0(t)v dx +
d∑
i=1
∫
Ω
χℓ,mf
i(t)∂iv dx, v ∈ Vℓ,m.(4.4)
We now consider (3.8) on M separate temporal domains of the form{
u′m +Aum = f in L
q(Tm−1, Tm;V
∗),
um(Tm−1) = vm−1 in H
(4.5)
for suitable vm−1 ∈ H and m ∈ {1, . . . ,M}.
Theorem 4.1. For p ≥ 2 and q = p
p−1 let Assumptions 7, 8, and 9 be fulfilled.
Let f ∈ Lq(0, T ;V ∗) and u0 ∈ H be given, where V = W
1,p
0 (Ω) and H = L
2(Ω).
For N ∈ N and m ∈ {1, . . . ,M} we consider the step size km =
Tm−Tm−1
N
within a
temporal interval [Tm−1, Tm] with grid points t
m
n = Tm−1 + nkm, n ∈ {0, . . . , N},
and the space Vℓ,m defined in (4.2). For m ∈ {1, . . . ,M} the sum splitting{
U
n
ℓ,m−U
n−1
m
km
+ sAnℓ,mU
n
ℓ,m = sF
n
ℓ,m in V
∗
ℓ,m, ℓ ∈ {1, . . . , s},
Unm =
1
s
∑s
ℓ=1U
n
ℓ,m in H,
(4.6)
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for n ∈ {1, . . . , N} with U0m = U
N
m−1 if m ∈ {2, . . . ,M} and U
0
0 = u0 as well as
Anℓ,m = Aℓ(t
m
n ) and F
n
ℓ,m =
1
km
∫ tmn
tm
n−1
fℓ(t) dt,
where Aℓ,m, fℓ,m are given in (4.3) and (4.4), has a unique solution (U
n
m)n∈{1,...,N}
in H. The constant interpolation Uk(t) = Unm for t ∈ (t
m
n−1, t
m
n ], n ∈ {1, . . . , N}
and m ∈ {1, . . . ,M}, with Uk(0) = u0 converges to the variational solution u of
(3.1) pointwise strongly in H as the maximal step size k = maxm∈{1,...,M} km tends
to zero.
If in addition c1 in Assumption 7 is strictly positive then for every ℓ ∈ {1, . . . , s}
the constant interpolation Ukℓ (t) = U
n
ℓ,m for t ∈ (t
m
n−1, t
m
n ], n ∈ {1, . . . , N} and
m ∈ {1, . . . ,M}, fulfills
M∑
m=1
∫ Tm
Tm−1
‖u(t)− Ukℓ (t)‖
p
Vℓ,m
dt→ 0 as k→ 0.
Proof. For m ∈ {1, . . . ,M} let (Vnm)n∈{1,...,N} and (V
n
ℓ,m)n∈{1,...,N}, ℓ ∈ {1, . . . , s},
be given by the scheme (4.6) but with V0m = u(Tm−1). Then we consider the
constant interpolations V k(t) = Vnm and V
k
ℓ (t) = V
n
ℓ,m, ℓ ∈ {1, . . . , s}, for t ∈
(tmn−1, t
m
n ], n ∈ {1, . . . , N} and m ∈ {1, . . . ,M}. Due to Theorem 2.12 it follows for
every t ∈ (Tm−1, Tm] that∥∥u(t)− Uk(t)∥∥
H
≤
∥∥u(t)− V k(t)∥∥
H
+
∥∥V k(t)− Uk(t)∥∥
H
≤
∥∥u(t)− V k(t)∥∥
H
+
∥∥u(Tm−1)− Uk(TM−1)∥∥H .
Using this argument recursively, the following error estimate is fulfilled for every
t ∈ (Tm−1, Tm], m ∈ {1, . . . ,M},
∥∥u(t)− Uk(t)∥∥
H
≤
∥∥u(t)− V k(t)∥∥
H
+
m−1∑
i=1
∥∥u(Ti)− V k(Ti)∥∥H .(4.7)
We apply Theorem 2.10 to every summand of (4.7) and it follows
∥∥u(t)−Uk(t)∥∥
H
→
0 as k → 0 for every t ∈ [0, T ]. In the case that c1 > 0, we see that( M∑
m=1
∫ Tm
Tm−1
‖u(t)− Ukℓ (t)‖
p
Vℓ,m
dt
) 1
p
≤
( M∑
m=1
∫ Tm
Tm−1
‖u(t)− V kℓ (t)‖
p
Vℓ,m
dt
) 1
p
+
( M∑
m=1
∫ Tm
Tm−1
‖V kℓ (t)− U
k
ℓ (t)‖
p
Vℓ,m
dt
) 1
p
≤
( M∑
m=1
∫ Tm
Tm−1
‖u(t)− V kℓ (t)‖
p
Vℓ,m
dt
) 1
p
+
(
T
M∑
m=1
‖Uk(Tm−1)− u(Tm−1)‖
p
H +
1
2c1
M∑
m=1
‖Uk(Tm−1)− u(Tm−1)‖
2
H
) 1
p
→ 0 as k → 0,
for ℓ ∈ {1, . . . , s} due to Theorem 2.10 and Theorem 2.12. 
5. Application: Reaction-Diffusion problem
A second possible application to our abstract setting is a reaction-diffusion prob-
lem. Here, our aim is to split the reaction from the diffusion term as they are easier
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to solve separately. For T > 0 and a bounded domain Ω ⊂ Rd, d ≥ 1, we consider
the problem


u′(t, x)−∇ · α1(t, x,∇u(t, x)) + α2(t, x, u(t, x)) = f(t, x), (t, x) ∈ (0, T )× Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
(5.1)
where α1 : [0, T ]×Ω×R
d → Rd fulfills Assumption 7, α2 : [0, T ]×Ω×R→ R fulfills
Assumption 10 below and f and u0 are suitable functions that we will define later.
Assumption 10. For p ≥ 2 and q = p
p−1 , let α2 : [0, T ] × Ω × R → R fulfill the
properties below.
(1) The map t 7→ α2(t, x, z) is continuous for a.e. x ∈ Ω and every z ∈ R,
while x 7→ α2(t, x, z) is measurable for every t ∈ [0, T ] and z ∈ R, and
z 7→ α2(t, x, z) is continuous for every t ∈ [0, T ] and a.e. x ∈ Ω.
(2) The map α2 fulfills a monotonicity condition, i.e., for every t ∈ [0, T ], a.e.
x ∈ Ω, and every z, z˜ ∈ Rd the inequality (α(t, x, z)−α(t, x, z˜)) · (z− z˜) ≥ 0
is satisfied.
(3) The growth condition |α2(t, x, z)| ≤ c1|z|
p−1 + c2(x) is satisfied for every
t ∈ [0, T ], a.e. x ∈ Ω and every z ∈ R, where c1 > 0 and c2 ∈ L
q(Ω) is
nonnegative.
(4) The map α2 fulfills a coercivity condition, i.e., there exist c3 ≥ 0, c4 > 0,
and c5 ∈ L
1(Ω) such that α2(t, x, z)z + c3|z|
2 ≥ c4|z|
p + c5(x) for every
t ∈ [0, T ], z ∈ R, and a.e. x ∈ Ω.
Again, let (H, (·, ·)H , ‖ · ‖H) be L
2(Ω) the space of square integrable functions
on Ω with the usual norm and inner product and V = W 1,p0 (Ω) where the norm
‖ · ‖V is defined in (3.2). Then We consider V1 = W
1,p
0 (Ω) again with the norm
defined in (3.2) and V2 = L
p(Ω) equipped with the norm ‖ · ‖V2 which is given by
‖ · ‖pV2 = ‖ · ‖
p
H + ‖ · ‖
p
Lp(Ω) to fit the setting of Assumption 1. Note that due to the
boundedness of Ω the norm ‖ · ‖V2 is equivalent to the usual norm of L
p(Ω).
To state (5.1) in a variational setting, we introduce the full operator A(t) : V →
V ∗ for t ∈ [0, T ] as
〈A(t)u, v〉V ∗×V =
∫
Ω
α1(t,∇u) · ∇v dx+
∫
Ω
α2(t, u)v dx, u, v ∈ V,(5.2)
which we decompose into the energetic operators Aℓ(t) : Vℓ → V
∗
ℓ , ℓ ∈ {1, 2}, for
t ∈ [0, T ] by
〈A1(t)u, v〉V ∗
1
×V1 =
∫
Ω
α1(t,∇u) · ∇v dx, u, v ∈ V1 and(5.3)
〈A2(t)u, v〉V ∗
2
×V2 =
∫
Ω
α2(t, u)v dx, u, v ∈ V2.(5.4)
The operators A(t), A1(t) and A2(t) are well defined as can be seen using Assump-
tion 7 (3) and Assumption 10 (3). To decompose the function f , we choose f1 = f
and f2 = 0. Note that this decomposition is not unique.
Lemma 5.1. Let Assumptions 7 and 10 hold true. Then the operators A(t) : V →
V ∗, t ∈ [0, T ], and Aℓ(t) : Vℓ → V
∗
ℓ , t ∈ [0, T ] and ℓ ∈ {1, 2}, defined in (5.2)–(5.4)
fulfill Assumption 3. The coefficient η introduced in Assumption 2 coincides with
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c1 from Assumption 7 while for A2 the coefficient η is zero. Moreover, choosing
f ∈ Lq(0, T ;V ∗) the functions f1 = f and f2 = 0 fulfill Assumption 4.
Proof. To verify that A1 fulfills the assertions of Assumption 2 the same argumen-
tation as in the proof of Lemma 3.2 can be followed. An analogous argumentation
considering v instead of ∇v can be used to prove that A2 fulfills Assumption 2. For
f1 = f and f2 = 0 it is easy to see that Assumption 4 is fulfilled. 
These results in mind, we can now state (5.1) in a variational formulation. For
f ∈ Lq(0, T ;V ∗) and u0 ∈ H we consider{
u′ +Au = f in Lq(0, T ;V ∗),
u(0) = u0 in H.
(5.5)
Theorem 5.2. For p ≥ 2 and q = p
p−1 let Assumptions 7 and 10 be fulfilled.
Furthermore, let f ∈ Lq(0, T ;V ∗) and u0 ∈ H be given, where V = W
1,p
0 (Ω) and
H = L2(Ω). For N ∈ N, k = T
N
, tn = nk, n ∈ {0, . . . , N}, V1 = V and V2 = L
p(Ω)
the sum splitting{
U
n
ℓ −U
n−1
k
+ sAnℓU
n
ℓ = sF
n
ℓ in V
∗
ℓ , ℓ ∈ {1, 2},
Un = 1
s
∑s
ℓ=1U
n
ℓ in H
for n ∈ {1, . . . , N} with initial value U0 = u0 and
Anℓ = Aℓ(tn), ℓ ∈ {1, 2}, F
n
1 =
1
k
∫ tn
tn−1
f(t) dt, and Fn2 = 0
with Aℓ defined in (5.3) and (5.4) obtains a unique solution (U
n)n∈{1,...,N} in
H. All the convergence results from Theorem 2.9 and Theorem 2.10 hold true. In
particular, the constant interpolation Uk(t) = Un for t ∈ (tn−1, tn], n ∈ {1, . . . , N},
converges to the variational solution u of (5.1) pointwise strongly in H as k→ 0.
If in addition c1 in Assumption 7 is strictly positive then the constant interpo-
lation Uk1 (t) = U
n
1 for t ∈ (tn−1, tn], n ∈ {1, . . . , N}, converges to u strongly in
Lp(0, T ;V ) as k → 0.
This result by a direct application of Theorem 2.9, Theorem 2.10, Remark 2.11,
and Lemma 5.1.
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