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Landauer’s principle states that erasure of each bit of information in a system requires at least
a unit of energy kBT ln 2 to be dissipated. In return, the blank bit may possibly be utilized to
extract usable work of the amount kBT ln 2, in keeping with the second law of thermodynamics.
While in principle any collection of spins can be utilized as information storage, work extraction
by utilizing this resource in principle requires specialized engines that are capable of using this
resource. In this work, we focus on heat and charge transport in a quantum spin Hall device in the
presence of a spin bath. We show how a properly initialized nuclear spin subsystem can be used
as a memory resource for a Maxwell’s Demon to harvest available heat energy from the reservoirs
to induce charge current that can power an external electrical load. We also show how to initialize
the nuclear spin subsystem using applied bias currents which necessarily dissipate energy, hence
demonstrating Landauer’s principle. This provides an alternative method of “energy storage” in
an all-electrical device. We finally propose a realistic setup to experimentally observe a Landauer
erasure/work extraction cycle.
PACS numbers: 74.78.Na, 85.75.-d, 72.10.-d
I. INTRODUCTION
According to Landauer’s principle, erasure of one bit
of information requires an amount of heat greater than
kBT ln 2 to be dissipated
1,2. The principle ensures that
the second law of thermodynamics is obeyed as a blank
bit is utilized to extract work by an amount kBT ln 2 from
the environment. The “engine” that is capable of this ex-
traction is sometimes called a “Maxwell’s Demon” (MD),
referring to the thought experiment proposed by Maxwell
in 18713. While interest in MD and Landauer’s princi-
ple from the point of view of fundamental physics never
faded4–9, promise of highly efficient engines that operate
in the nano-domain10–12 as well as alternative methods
of energy storage gave a recent impetus to research on
the physics of MD both experimentally (using colloidal
particles13–15, photonic systems16,17, NMR systems18,19,
single electron transistors20–23, cavity QED with super-
conducting qubits24) and theoretically25–40. Despite the
multitudinous platforms in which MD action is theorized
or demonstrated, scalability remains an issue.
In this manuscript, we propose and investigate a new
MD implementation that harvests thermal energy from
the electronic environment and converts it to electrical
work using a quantum spin Hall insulator (QSHI). As
a memory resource we use the available nuclear spins
present in the device and/or magnetic impurities intro-
duced via doping. QSHIs feature an insulating bulk and
a pair of counter-propagating gapless spin-momentum
locked helical edge states that are topologically pro-
tected from backscattering under time-reversal symmetry
(TRS)41 (see Fig. 1). First predicted to exist in graphene
nanoribbons42,43, they were later experimentally found
in HgTe/CdTe quantum wells (QWs)44,45 as well as in
InAs/GaSb QW structures46,47. The TRS prohibiting
the backscattering of the edge states is broken by the
presence of nuclear or impurity spins. This backscatter-
ing shows up as extra dissipation, lowering the expected
quantized conductance of the QSHI edge48–52. Here we
show another salient feature of such scattering: an initial
state of polarized nuclear spins (blank memory) drives
an electric current. Thus nuclear/impurity spins act as
a memory resource of a MD that converts heat from the
environment into electrical work.
We show below that for the heat harvesting operation
of our engine, no energy exchange between nuclear and
electronic systems is necessary; in fact, the nuclear spins
are degenerate in our system, forming a non-energetic
(pure) memory. Hence this is an alternative way for en-
ergy storage (Fig. 2) that is protected from undesired
explosive discharges. The total energy needed to reset
the “memory” (or, in other words, recharge the device)
by fully polarizing nuclear spins exceeds the extracted en-
ergy, in agreement with the second law of thermodynam-
ics and Landauer’s principle. We also provide a method
to generate such a nuclear spin polarization, completing
the discharge-recharge cycle of the quantum information
engine (QIE) (Fig. 2). We note that each nucleus with
nonzero nuclear spin coupling to the electron spin in the
QSHI edge contributes to the MD memory, hence the MD
memory size here could be several orders of magnitude
larger compared to those that were reported in the litera-
ture, thus solving the scaling problem for heat harvesting
engines. Furthermore, our estimates show that equiva-
lent energy/power density of our proposed engine com-
pares favourably with conventional energy storage such
as supercapacitors.
II. NUCLEAR SPINS IN QUANTUM SPIN
HALL INSULATORS
We now describe the basic model of our MD imple-
mentation. The effective dynamics of electrons and holes
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2in QSHI materials is well described by the Bernevig-
Hughes-Zhang (BHZ) Hamiltonian44:
HBHZ = k σ0τz + Ek σ0τ0 +A (kx σzτx − ky σ0τy), (1)
where k = M − Bk2, Ek = C − Dk2 and M ,
A, B, C, D are the material parameters. The
BHZ Hamiltonian acts on the envelope wave functions
(ψ+,E , ψ−,E , ψ+,H , ψ−,H)T , where σ = ± denote the
spin, τ = E,H denote the electron-hole degrees of free-
dom and σα and τα (i ∈ {x, y, z}) are the Pauli matri-
ces that act in spin and electron-hole spaces respectively.
(We also define the corresponding unit matrices σ0 and
τ0.) In order to describe the coupling to nuclear spins
we also need the full wavefunction which includes the
lattice–periodic factors53:
Ψ(~r) =
∑
σ,τ
ψσ,τ (~r)uσ,τ (~r). (2)
In this description, the various two-dimensional QSHI
QW structures differ only in their material and effective
parameters54, while the main edge state physics remains
the same (Fig. 1a). The low energy excitations in the
topological phase are localized to the edges of the system.
These excitations are called helical edge states and their
wavefunctions have the general form :
ψ
σ,τ (~r) = ξ(~r⊥)φ

(x), (3)
where the superscript
 denotes the edge states of differ-
ent chiralities. In the absence of spin-orbit coupling, the
chiralities are specified by their spin so that ψ
σ,τ ∝ δ
,σ.
(Note that in the presence of spin-orbit coupling, the spin
axes becomes position dependent55.) We next project the
electronic Hilbert space to the space spanned by the edge
states given in Eq. 3 above, obtaining the projected elec-
tron Hamiltonian which reads heffbot(top) = ∓i ~vF∂xσz.
Here, vF is the Fermi velocity of the effective edge state
and ± signs refer to the top (+) and the bottom (-) edge
(see Fig. 1b).
The second important element in our QIE is the nu-
clear spin subsystem that forms the “memory” of the MD
that operates on electron-hole dynamics via their spins.
We model the interaction between the spins of the nu-
clei and the spins of the electrons by the Fermi contact
hyperfine interaction56, which is given by
Hhf = v0
N∑
i=1
Aiδ(~r − ~Ri)~Ii · ~σ, (4)
where ~σ are the electron spin operators, v0 is the volume
of the unit cell of the corresponding QSHI component
material, ~Ii is the nuclear spin operator at position ~Ri
and Ai is the hyperfine coupling energy. The total low
energy effective Hamiltonian including the hyperfine in-
teraction projected to the edge states is then given by
Hbot(top) =
(∓ i~vF∂x + λMz(x))σz
Hs-flip =
N∑
i=1
λi
2
δ(x− xi)
(
Ii+σ− + Ii−σ+
)
, (5)
where x denotes the position along the edge in considera-
tion. In this effective Hamiltonian given in Eq. (5), the
electrons interact with all the nuclear spins within the
cross section of the helical edge states, which we denote
as S. We further assume for simplicity that the effective
hyperfine coupling λi = λ is constant for all sites, which
does not qualitatively alter the physics, and estimate its
value as λ = A0v0/S, where A0 is the average value of Ai.
In anticipation of dynamically polarized nuclear states
that we will consider below, we have also introduced
Mz(x) as the z-component of the Overhauser field
56. We
note that Mz(x) can be gauged away via Hbot(top) →
UHbot(top) U
† with U = exp
(±iλ
~vF
∫ x
Mz(x
′)dx′
)
.
We note that because the spin of the electron and its
momentum is completely locked, as Hs-flip flips the spin
of the edge electron and one nuclear spin, it also causes
backscattering (see Fig. 1d). We assume that the tem-
perature of the system is higher than T ∗, below which
RKKY and other nuclear correlation effects become im-
portant. T ∗ is estimated to be around 100 mK or less52.
The Fermi contact interaction process runs in competi-
tion with other processes that affect the nuclear spins,
mainly the quadrupole interaction causing spin-flip be-
tween nuclear spins. However, the rate of this interaction
is orders of magnitude smaller than the spin-flip rate from
the coupling between nuclear and electronic spins57.
III. CHARGING/DISCHARGING CYCLE OF
QIE
In this section, we describe the charging/discharging
(or alternatively erasure/work extraction) operation. In
the charging phase, we apply a charge current, which
without loss of generality we assume to be flowing to
the left, leading to more right movers than left movers,
and hence to more right to left backscattering. In the
bottom edge, right movers are spin up electrons. Thus
the backscattering creates up-nuclear spins from spin-
flip scattering. In the top edge right movers are spin
down electrons hence the backscattering creates down-
nuclear spins (see Fig. 2b). This process polarizes the
nuclear spins until a certain net bias-dependent value is
reached48,50. This is the process of dynamical nuclear
polarization for the quantum spin Hall edges, well-known
in other contexts such as spin injection from ferromag-
nets58,59. We stress that under a current bias, opposite
edges are driven towards opposite polarization values.
More importantly, the reverse process is also possi-
ble: fully polarized nuclear spins near a QSHI edge drive
a charge current (see Fig. 2c). This is the discharging
phase. Consider a nonzero initial nuclear spin polariza-
tion with opposite signs in opposite edges (caused by,
say, the driving current described above) and for sim-
plicity assume zero applied voltage bias. Now there are
more up[down]-nuclear spins than down[up]-nuclear spins
in the bottom[top] edge, hence there are more down[up]-
spins flipped to up[down]-spins in the bottom[top] edge,
3R1 R2
a) b)
c) d)
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FIG. 1. (Color online) QSHI with nuclear spins and electron-
nuclear spin flip interaction. (a) The band structure of a
typical QSHI system (using the BHZ model with tight-binding
approximation). Red lines represent the edge states. (b) The
band structure of the simplified Hamiltonian heff projected to
a single edge (dashed blue lines). (c) Schematic description of
the QSHI system with the edge currents interacting with the
nuclear spins in the system, with the diamonds representing
nuclear spins. (d) The spin flip interaction with the nuclear
spins that form the MD.
leading to an imbalance of left movers relative to right
movers. Any time a backscattering occurs, the event
leaves its footprint via a spin-flip in the nuclear memory.
A reverse bias can now be applied so that the current
is opposite of the voltage bias in order to extract work.
We show below that the energy is supplied by the ther-
mal energy of the reservoirs. All this is reminiscent of a
MD operation wherein the MD predominantly backscat-
ters the right movers relative to the left movers, thus
setting up a current between reservoirs that are other-
wise in equilibrium, while recording the outcome in the
nuclear spin memory (see Fig. 2). Under applied reverse
bias, the MD/QIE harvests heat to convert it to electrical
work.
A. Polarization dynamics and induced current
We now quantify our model. The dynamics of the edge
electrons are modified in the presence of nuclear spins
via the spin-flip scattering which can be calculated using
Fermi’s golden rule in terms of the electron density ma-
trix ρ(r, r′). For ease of notation, we now focus on the
bottom edge, where all right moving electrons have spin
up and left movers have spin down. The top edge re-
sults can be obtained by substituting: spin down → spin
up and vice versa. Then, the scattering rate from right
to left (with accompanying nuclear spin flips) between x
and x+ ∆x is given by48,50:
Γ−+(, x) =
γ0
~
N↓(x) f+(, x)
(
1− f−(, x)
)
, (6)
where N↓(x) is the number of nuclear down spins be-
tween x and x+ ∆x, γ0 ≡ λ2/8pi~2v2F is a dimensionless
effective electron spin-nuclear spin interaction strength.
Here, f±(, x) are the distributions of right[left] movers
with energy  at position x along the edge and are given
in terms of the Wigner transform of the density matrix
ρ±(r, r′) of the right and left moving electrons as:
f±(, x) =
∫
drρ±(x+ r/2, x− r/2)e±ir/~vF . (7)
1. Nuclear polarization dynamics
The effect of spin-flip scattering on the nuclear spins
is given by the rate equation:
dN↑(x)
dt
=
∫
d
(
Γ−+(, x)− Γ+−(, x)
)
. (8)
We find it useful to define the mean polarization m(x) ≡
N↑(x)−N↓(x)
2(N↑(x)+N↓(x))
, whose time rate of change is
dm(x)
dt
= γ0ΓB(x)−m(x)γ0ΓT (x) (9)
with ~ΓB(x) =
∫
d
(
f+(, x) − f−(, x)
)
/2 and
~ΓT (x) =
∫
d
(
f+(, x) + f−(, x) − 2f+(, x)f−(, x)
)
.
For the rest of the paper we focus on a short edge,
where the weak dependence of f± and m on x can be
ignored. Hence, we approximate m(x) by its leading,
x-independent, order. We also approximate the distribu-
tions f+(, x) of the right movers and f−(, x) of the left
movers by the Fermi distributions f0L() and f
0
R() of the
reservoirs from which they originate (see Appendix A).
We therefore get
~ΓB = (µL − µR)/2,
~ΓT = (µL − µR) coth
(µL − µR
2kBT
)
, (10)
where µL[µR] is the chemical potential of the left[right]
reservoir. We now use these expressions in Eq. (9) to
obtain the time dependence of the polarization:
m(t) = (m0 − m¯)e−t/τm + m¯, (11)
where m0 is the initial mean polarization and m¯ ≡
ΓB/ΓT = (1/2) tanh
(
µL−µR
2kBT
)
is defined to be the target
mean polarization and τm = 1/γ0ΓT is the characteristic
time scale for nuclear polarization dynamics.
2. Electron dynamics and induced current
We now calculate the total current. The distribution
functions obey the Boltzmann-like equation for the bot-
tom edge:
∂tf± = ±
(
Γ+−(, x)−Γ−+(, x)
)
ν(0)−1∓vF∂xf±, (12)
4c) Discharging current
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b) Charging current
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FIG. 2. (Color online) a) QSHI based quantum information
engine, providing power to loads 1 and 2. Schematic descrip-
tion of b) the charging and c) the discharging phase of the
QIE. In the charging phase, an applied bias current increases
the number of right-movers (solid lines) at the edges rela-
tive to left-movers (dashed lines). This excess in turn creates
a net nuclear spin polarization with opposite values in each
edge. In the discharging phase, even without external bias,
the net polarization of the nuclear spins increases the number
of right-movers, driving a net discharging current to the left.
where ν(0) = L/2pi~vF is the density of states of the edge
electrons. We assume that the nuclear polarization m is
changing slowly and seek a steady state solution. Then
the distributions obey:
∂xf± =
(
Γ+−(, x)− Γ−+(, x)
) (
vF ν(0)
)−1
≡ Γ[f+, f−] (13)
For short edges (Γ[f+, f−]L  1), we expand in gradi-
ents of the distribution functions. At the leading order,
we obtain a linear position dependence:
f± = f0L(R)() + Γ[f
0
L(), f
0
R()] (x± L/2). (14)
We then obtain the total current (see Appendix A):
Itot =
e
h
∫
d(f+−f−) = e
2
h
V −eNγ0(ΓB−mΓT ). (15)
We identify and focus on two sources of current in the
system in the short edge regime: (i) the usual current
e2
h V due to voltage bias without the nuclear spin-flip in-
teraction, and (ii) the MD-induced current −eN dmdt =−eNγ0 (ΓB − mΓT ) due to the presence of nuclear po-
larization m. In the latter case, a net backscattering
current, caused by right-moving up-spin electrons scat-
tering to left-moving down-spin electron states, is driven
by a net negative nuclear spin and vice versa. We note
that the net polarization of the nuclear spins acts as a
Maxwell’s Demon: The total current is nonzero for van-
ishing bias voltage, demonstrating the “Demon action”
that induces a current between two reservoirs at equal
temperature and chemical potential, while using the nu-
clear spins as a memory resource.
FIG. 3. (Color online) Power, calculated using Eq. (16), as a
function of the applied voltage and a) as a function of mean
polarization m with ζ = 1.0 and b) as a function of ζ with full
polarization m = 0.5. The lines divide the charging (P > 0)
and discharging (P < 0) phases. Power can have negative
values for V < 0 (V > 0) for a given mean polarization m > 0
(m < 0) (here, e > 0), as an indication of the work extraction
phase.
B. Generated power and extracted work
In order to use the quantum information engine, we
attach it to an electrical circuit as in Fig. 2. In this
setup, the QIE provides power to loads 1 and 2, which
can be modeled by a (reverse) bias voltage V . The power
generated (Fig. 3) is given by:
P =
eV
h
(
eV (1− ζ
2
) + ζ ~ΓT m
)
, (16)
with ζ = 2piNγ0. For eV <
2ζ~ΓTm
(ζ−2) , we obtain P < 0,
indicating that the circuit is powered by the QIE. (For
eV > 2ζ~ΓTm(ζ−2) , the circuit is providing power to charge the
nuclear spin resource). We find the maximal work done
by the nuclear spin resource in the weak coupling/short
edge limit by maximizing the power and integrating up
to the time when the power changes sign60:
Wtot = αkBTN
2γ0, (17)
where α is a parameter of O(1) (a detailed calculation
produces α = pi/4 for a work extraction under constant
voltage bias (see Appendix B). In this limit, the amount
of extracted work follows a quadratic scaling law that
implies denser storage than the conventional/expected
linear scaling. Here, T is the operating temperature, lim-
ited by the bulk band gap of the QSHI. We find that the
inequality
P + kBT S˙nuc ≥ 0, (18)
where Snuc is the information entropy of the nuclear spin
subsystem , is satisfied in agreement with the second law
of thermodynamics (see Appendix C).
C. Physical implementation
We now discuss experimental feasibility of our MD im-
plementation. Systems featuring spin-momentum locked
5topological edge states have been available to experi-
ments for about a decade61,62. Among these materi-
als, systems with high nuclear spin density generally
provide high energy density. In addition, systems with
higher bulk bandgaps could be operated at higher tem-
peratures, again leading to higher energy densities (see
Eq. (17)). Systems that feature high hyperfine interac-
tion strength or low Fermi velocity provide high power
density and fast operation, thus can be utilized as spin-
supercapacitors. Assuming N ∼ 107 and γ0 ∼ 10−8, we
estimate the equivalent energy density and power den-
sity that can be stored in the device in the short edge
limit to be ∼ 10kJ/kg and ∼ 10MW/kg (not including
overhead). On the other hand, systems with low inter-
action strength (see Eq. (6)) due to high Fermi veloc-
ity and/or suppressed hyperfine interaction can be uti-
lized as spin batteries that keep their polarization for
long times. For example, thin film flakes of 3D topologi-
cal QSHI Bi2Te2Se (BTS221) feature a relatively large
Fermi velocity (vF ∼ 106m/s)63, which is two orders
of magnitude larger than that of, say, InAs/GaSB QWs
(vF ∼ 104m/s)47. Thus, BTS221 features a much smaller
electron-nuclear spin-flip interaction strength (therefore
requiring large currents to write the spin memory) and
orders of magnitude longer memory retention times. In
fact, recent experimental work that uses thin film flakes
of BTS221 observed days long polarization retention
times64.
We next consider InAs/GaSb QW structures as an ex-
ample. These QWs have a smaller Fermi velocity vF
41,47
and higher nuclear spin density compared to, for ex-
ample, HgCdTe QWs53. This hints to a larger Nγ0
in InAs/GaSb QWs and therefore to a faster operation
and higher energy density. We note that in these QWs,
the electrons have spin ±1/2 but the holes have spin
±3/2 whose coupling to the spin-flip interaction requires
a higher order process53. The nuclear spin density in
these QWs, as well as the effective electron spin–nuclear
spin coupling strength, could possibly be further adjusted
by magnetic impurity doping, providing a design freedom
that might prove useful for different functionalities of the
QIE.
IV. CONCLUSION
In summary, we have described a Maxwell’s Demon
system that utilizes the spin-flip interaction between he-
lical edge states and nuclear spins in quantum spin Hall
topological insulators. Available nuclear or magnetic im-
purity spins can be utilized as a Maxwell’s Demon mem-
ory to harvest work from thermal energy of the reser-
voirs. We also showed how to erase the memory and thus
“charge” the system by applying a voltage bias. Erasing
the memory (or polarizing the spin subsystem) requires
dissipation of heat by an amount at least kBT ln 2 per
bit, in agreement with the Landauer’s principle and the
second law. Estimates of equivalent work that can be
extracted show that power/energy densities that exceed
existing supercapacitors are achievable.
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Appendix A: Mean Polarization Dynamics and
Electric Current
In this appendix, we focus on the time dependence of
the nuclear mean polarization and later obtain electric
current in the short edge limit. We first define the mean
polarization at position x per edge,
m(x) ≡ N↑(x)−N↓(x)
2N(x)
,
where N(x) = N↑(x) + N↓(x) is the number of nuclei
at position x and x + ∆x per edge participating in the
spin-flip interactions. With this definition fully polarized
nuclear spins have m = ±1/2.
The dynamics of the mean polarization, given in
Eq. (9) and repeated below, is obtained from Eq. (6)
and (8):
dm(x)
dt
= γ0ΓB(x)−m(x)γ0ΓT (x). (9)
As mentioned in the main text, ΓB(x) and ΓT (x) is given
as:
ΓB(x) =
∫
d
~
f+ − f−
2
ΓT (x) =
∫
d
~
(
f+ + f− − 2f+f−
)
, (A1)
where we suppressed the energy and position dependence
of the distribution functions f±(, x). Note that current
conservation requires ΓB(x) to be x-independent.
For short edges we have Γ[f+, f−]L 1, and N↑(↓)(x)
and m(x) have only a weak dependence on x. Performing
a gradient expansion, we first approximate N↑(↓)(x) and
m(x) with their leading, x-independent, terms. We next
approximate the distributions f± with the Fermi distri-
butions of the reservoirs f0L(R) from which they originate.
We now evaluate the integrals in Eq. (A1) and obtain
ΓB = (µL − µR)/2~,
ΓT =
(µL − µR)
~
coth
(
µL − µR
2kT
)
, (A2)
6in agreement with Eq. (10). We note that in this approx-
imation, ΓB is proportional to the applied bias µL − µR,
hence it vanishes for zero applied voltage. We also note
that ΓT ≥ 0.
We now focus on the total current. In the short edge
limit, the distribution functions of the right and left
movers within the edge in question are given by Eq. (14).
We then obtain the total current as
Itot =
e
h
∫
d
(
f+ − f−
)
=
e
h
∫
d
[(
f0L − f0R
)− h(Γ−+()− Γ+−())]
=
e2
h
V − eN dm
dt
,
consistent with Eq. (15). Here, f+ [f−] are the (in gen-
eral x-dependent) distribution functions of the right [left]
movers in the given edge, and f0L [f
0
R] are the (Fermi) dis-
tributions of the lead from which the right [left] movers
originate. In the last line, we used Eq. (8) in the
short edge limit. We identify the first term on the right
hand side as the current due to the usual voltage bias
(Ibias) and the second term as the induced current due
to Maxwell’s demon effect (IMD).
In order to see the mean polarization dependence of
the total current in the short edge limit, we substitute
the explicit forms of ΓB and ΓT given in Eq. (10) into
Eq. (15) to obtain:
Itot (t) =
e2
h
V
[(
1− ζ
2
)
+m(t) ζ coth
(
eV
2kT
)]
,
(A3)
where we defined a dimensionless quantity ζ = 2piNγ0,
which is a rough measure of the interaction strength over
the whole wire per edge. We see that in the limit of
vanishing voltage bias, total current is not zero if m(t) is
nonzero. This behaviour persists even if the temperature
or the chemical potential of both of the reservoirs are
equal, demonstrating the pure entropy-driven current.
Appendix B: Work Extraction and Heat Dissipation
We calculate the power absorbed/generated by QIE
under fixed applied voltage bias as follows:
P (t) = Itot(t)V
=
eV
h
[
eV (1− ζ
2
) + ζ m(t) ~ΓT
]
=
eV
h
[
eV + ζ(m0 − m¯)e−t/τm~ΓT
]
, (B1)
where in the last line we used Eq. (11) and m¯~ΓT = eV2 .
Charging cycle. We would like to find the amount of
heat dissipated while we charge the device. Starting from
totally unpolarized nuclear spins (m0 = 0) and using Eq.
(11) and Eq. (B1), we get:
P (t) =
eVC
h
[
eVC − ζm¯e−t/τm~ΓT
]
,
=
eVC
h
[
eVC − eVC ζ
2
e−t/τm
]
. (B2)
As shown in Eq. (11), the amount of time to reach the
target mean polarization is infinitely long. Instead, we
charge the device up to a fraction of full polarization m =
κ
2 where κ is a value we later choose depending on the
application and whether we intend to maximize power
or efficiency. Using κ2 = m¯(1 − e−t¯/τm), we obtain the
following for the amount of time t¯ to reach the specified
target mean polarization:
t¯ = −τm ln
(
1− κ
2m¯
)
. (B3)
We then get the dissipated heat by integrating the power
up to t¯:
WC(VC) =
∫ t¯
0
eVC
h
[
eVC − ζ
2
e−t/τmeV
]
=
e2V 2C
h
τm
[
− ln
(
1− κ
2m¯
)
− ζ
2
κ
2m¯
]
=
eVC
2piγ0
tanh
(
eVC
2kBT
)
×
[
ln
(
2m¯
2m¯− κ
)
− ζ
2
κ
2m¯
]
. (B4)
Note that 0 ≤ 1− κ/2m¯ < 1. This condition gives us an
lower bound on the applied voltage:
VC ≥ kBT
e
ln
(
1 + κ
1− κ
)
. (B5)
Discharging cycle. For the next step in the engine cy-
cle, we apply a reverse (discharging) bias, VD < 0, and
we would like to find the time t∗ at which P (t) changes
sign. Using Eq. (B1), we obtain:
t∗ = τm ln
[
ζ
(
1
2
+m0 coth
( |eVD|
2kBT
))]
(B6)
We then integrate the power up to t = t∗ to obtain the
work done at fixed voltage:
WD(VD) =
∫ t∗
0
|eVD|
h
[
|eVD| − ζ(m0 − m¯)e−t/τm~ΓT
]
=
e2V 2D
h
t∗
+
|eVD|
h
τmζ(m0 − m¯)~ΓT (e−t∗/τm − 1).
(B7)
7Inserting t∗ into the equation above and and using the
relation m¯~ΓT = − |eVD|2 , we get:
WD(VD) =
e2V 2D
h
τm
[
ln
(
ζ
2
+m0 ζ coth
( |eVD|
2kBT
))
+ 1−
(
ζ
2
+m0 ζ coth
( |eVD|
2kBT
))]
. (B8)
We finally take the polarization reached at the end of the
charging cycle, m0 =
κ
2 , as the initial polarization for the
discharging cycle to finally obtain
WD(VD) =
|eVD|
2piγ0
tanh
( |eVD|
2kBT
)
×
[
ln
(
ζ
2
+
κ ζ
2
coth
( |eVD|
2kBT
))
+ 1−
(
ζ
2
+
κ ζ
2
coth
( |eVD|
2kBT
))]
. (B9)
In order to extract work from the nuclear spin polariza-
tion, one has to make sure that t∗ > 0, which gives us an
upper bound on the applied voltage:
|VD| ≤ kBT
e
ln
(
2− ζ(1− κ)
2− ζ(1 + κ)
)
. (B10)
Maximum Work Extraction: Eq. (B10) suggests that,
in the short edge limit, work extraction is only possible
when the applied reverse bias is smaller than the thermal
energy. We therefore consider the 2kBT  |eVD| case
and approximate Eq. (B9) as follows:
WD(VD) ≈ |eVD|
2
4kBTpiγ0
[
ln
(
ζ
2
(
1 + κ
2kBT
|eVD|
))
+ 1− ζ
2
(
1 + κ
2kBT
|eVD|
)]
. (B11)
The maximum work that can be extracted from QIE can
be obtained by maximizing Eq. (B9) with respect to ap-
plied reverse bias VD. We neglect the logarithmic term
in Eq. (B9) and we find the applied reverse bias that
maximizes the amount of extracted work:
|eV ∗D| =
kBTζκ
(2− ζ) . (B12)
Plugging V ∗D into Eq. (B11) and choosing maximum ini-
tial polarization κ = 1, we get the maximum work that
can be extracted under constant voltage bias in the short
edge limit as:
Wtot ' pi
4
kBTN
2γ0. (B13)
FIG. 4. (Color online) P + kBT S˙nuc as a function of V˜ and
m for ζ = 1. Note that P + kBT S˙nuc ≥ 0, in agreement with
the second law.
Appendix C: Information Entropy and the Second
Law of Thermodynamics
The second law of thermodynamics in our context can
be restated as
β P +
d
dt
Snuc ≥ 0, (C1)
where β ≡ (kBT )−1 and P is the power dissipated at
(extracted from) the reservoirs, T is the ambient tem-
perature and Snuc is the information entropy of the nu-
clear spin subsystem. As we extract work using nuclear
spins as a memory resource (P < 0), we see that the in-
formation entropy of the nuclear spin subsystem has to
increase. In the reverse process in which we erase the
memory (P > 0), the information entropy of the nuclear
spin subsystem decreases, which corresponds to the Lan-
dauer’s erasure principle.
For our system, i.e. QIE in the short edge limit, we use
Eq. (B1) and obtain
β P + S˙nuc =
1
βh
[
V˜ 2 + ζV˜ (V˜ +X)
× (m coth V˜
2
− 1
2
)
] ≥ 0, (C2)
where V˜ ≡ β eV and X = ln ( 1+2m1−2m), in agreement with
the second law of thermodynamics (see Fig. 4).
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