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Preface 
Welcome to the 9th Dutch-Belgian Information Retrieval Workshop (DIR). I very well remember the DIR 
workshop in 2001 that was also organized in Twente. It took place exactly one day before my PhD 
defense, to give us the opportunity to have one of the PhD committee members, Stephen Robertson, 
as the keynote speaker. I am proud to see that DIR does not need PhD defenses any more to attract 
excellent keynotes. This year, DIR presents Rene van Erk, Director of Product- and Business 
Development Europe at Wolters Kluwer as the industry keynote; we present professor Gerhard 
Weikum, Scientific Director at the Max-Planck Institute for Informatics, as the academic keynote. We 
also present comedian Daniel van Veen as the “cultural keynote” to let our participants taste a bit of 
our university's unique campus activities. 
 
We have tried this year to especially encourage PhD students and researchers from industry to submit 
their research. Each submission was reviewed by at least two and often three or four program 
committee members. We thank the program committee members for their high quality reviews. Of 15 
submissions to DIR, 12 were accepted. Another 5 submissions were accepted as poster 
presentations. Four papers were written with participation from industry and most other papers have a 
PhD student as the first author. 
 
Special thanks to the Netherlands Research School for Information and Knowledge Systems (SIKS) 
for sponsoring the participation of Dutch SIKS members, to the Werkgemeenschap 
Informatiewetenschap (WGI) for providing a solid financial basis for organizing DIR now and in the 
future, to the Netherlands Organization of Scientific Research (NWO) for sponsoring the travel and 
hotel costs of our international keynote speaker Gerhard Weikum, to the Centre for Telematics and 
Information Technology (CTIT) for sponsoring the proceedings, to the University of Twente and to 
Cultural Center the Vrijhof for sponsoring our cultural activity on Monday. 
 
To an inspiring workshop! 
 
Djoerd Hiemstra. 
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Communities and Workflow: Driving Information
Consumption
Keynote presentation
Rene van Erk
Wolters-Kluwer, The Netherlands
rene.van.erk@wolterskluwer.com
Abstract
A good understanding of communities and knowledge on
workflows are key drivers for product innovation. The dy-
namics of the “old” publishing world need to be brought
together with the dynamics of the new information world,
characterized by 2.0 solutions, social media, gadgets, etc.
A vision on communities. For any product or service provider
it is important to have a vision on communities: the inter-
net is creating new information usage patterns which drive
opportunities for user generated content, social networking,
and changing revenue streams. Communities are key, but
they can take time to build and a community manager to
facilitate dialogue can help to add value.
Insight into workflows. To drive innovative products and
solutions, it is also important to have an insight into work-
flow needs. Customer interaction and testing show that
workflow solutions cannot be stand-alone anymore but must
provide integrated content, and add-on features must be ac-
cessible from within the same environment. Additionally,
different customers have different priorities and need differ-
ent user-interfaces. A doctor’s needs are very different from
those of an accountant, for example. It is essential to know
the dynamics of different customer groups.
LA LEY Digital. Wolters Kluwer Spain’s LA LEY digital
builds on the recognition that individuals who are part of
a community are more motivated to provide feedback then
individuals who are not. The product incorporates a solid
understanding of customers’ daily priorities and work. LA
LEY features innovative functionalities such as:
• Semantic Expansion (including synonyms in the search
as well as recognizing concepts rather than just words)
• “Did You Mean” (recognizing typos in a search query)
• Dynamic clustering – Terms Suggestion
• Faceted queries – Metadata clustering (users can filter
results by all the metadata on the result list)
• Key Word in Context
• Dynamic summary
Some of these features, such as the Semantic Expansion as
well as the Dynamic Summary, are innovative features which
are rarely seen in any product worldwide. The feedback
on the product so far is encouraging. The number of user-
sessions has increased by 40 % in the last three months and
the time per session has also increased by about 40 %.
Bio
Rene is currently part of the European management team of
Wolters Kluwer where he is responsible for all Product aˆA˘S¸
and Business Development. In this role, his key responsibil-
ity is to optimize the WK portfolio for maximum growth,
meaning:
• M&A focus: Responsible for identifying acquisition op-
portunities with a good strategic portfolio
• Leading Innovation: Overall responsible for Product
Development & Product Management movingWK from
content provider to information solutions provider.
• Leading our Online and Software Businesses: WK cur-
rently owns around 30 Software Development Compa-
nies and leading Online properties across Europe
Prior to Wolters Kluwer, but after having returned to the
Netherlands in 2004, Rene was an informal investor in a
number of Internet and Software start-ups; he is still a mem-
ber of the Board in 1 of those. He was also part of the man-
agement team that led the turnaround of Tridion, a lead-
ing European Content Management- and Online Solutions
provider.
Between 1991 and 2004 Rene worked in a number of Soft-
ware companies, but spend most of his time -aˆA˘S¸ 9 years – in
various roles across the globe for Microsoft. His last role in
Microsoft was to lead the Asia-Pacific Services & Solutions
business (1700 FTE) through a transition towards a vertical
(vs geographical) business. As part of the Telecom Solutions
practice for example (to drive triple play projects), he man-
aged a/o Microsoft’s investment of 500M$ in Korea Telecom
implementing IPTV, Video on Demand, B2B Marketplace
etc etc. In that position he also established a Global Solu-
tion Development Center in Bangalore (India) and started
a global support center in Hyderabad (1500 FTE today).
Before Microsoft Rene worked in two other software compa-
nies, establishing/growing international businesses for both
of them.
Rene prefers operating in an international environment, speaks
5 languages and has worked across multiple continents; he
lived in/worked in Asia-Pacific, North America and Eu-
rope. He is passionate about Internet, Mobility, Digital Me-
dia/Content and the convergence with telecommunication.
In his spare time he enjoys cooking, good wine and traveling,
as well as watching his two sons (6 and 7) play soccer. He
holds a degree in Business Administration.
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Harvesting, Searching, and Ranking Knowledge on the
Web
Keynote presentation
Gerhard Weikum
Max Planck Institute for Informatics
Saarbruecken, Germany
weikum@mpi-inf.mpg.de
Abstract
There are major trends to advance the functionality of search
engines to a more expressive semantic level. This is enabled
by employing large-scale information extraction of entities
and relationships from semistructured as well as natural-
language Web sources. In addition, harnessing Semantic-
Web-style ontologies and reaching into Deep-Web sources
can contribute towards a grand vision of turning the Web
into a comprehensive knowledge base that can be efficiently
searched with high precision.
This talk presents ongoing research towards this objective,
with emphasis on our work on the YAGO knowledge base
and the NAGA search engine but also covering related projects.
YAGO is a large collection of entities and relational facts
that are harvested from Wikipedia and WordNet with high
accuracy and reconciled into a consistent RDF-style ”seman-
tic” graph. For further growing YAGO from Web sources
while retaining its high quality, pattern-based extraction is
combined with logic-based consistency checking in a unified
framework. NAGA provides graph-template-based search
over this data, with powerful ranking capabilities based on a
statistical language model for graphs. Advanced queries and
the need for ranking approximate matches pose efficiency
and scalability challenges that are addressed by algorithmic
and indexing techniques.
YAGO is publicly available and has been imported into var-
ious other knowledge-management projects including DB-
pedia. YAGO shares many of its goals and methodologies
with parallel projects along related lines. These include
Avatar, Cimple/DBlife, DBpedia, KnowItAll/TextRunner,
Kylin/KOG, the Libra technology, and more. Together they
form an exciting trend towards providing comprehensive knowl-
edge bases with semantic search capabilities.
This is joint work with Shady Elbassuoni, Georgiana Ifrim,
Gjergji Kasneci, Thomas Neumann, Maya Ramanath, Mauro
Sozio, and Fabian Suchanek.
Bio
Gerhard Weikum is a Scientific Director at the Max-Planck
Institute for Informatics, where he is leading the research
group on databases and information systems. Earlier he held
positions at Saarland University in Germany, ETH Zurich
in Switzerland, MCC in Austin, and he was a visiting se-
nior researcher at Microsoft Research in Redmond. His
recent working areas include peer-to-peer information sys-
tems, the integration of database-systems and information-
retrieval methods, and information extraction for building
and maintaining large-scale knowledge bases. Weikum has
co-authored more than 150 publications, including a compre-
hensive textbook on transactional concurrency control and
recovery. He received several best paper awards including
the VLDB 2002 ten-year award, and he is an ACM Fel-
low. He has served on the editorial boards of various jour-
nals and book series, including ACM TODS, the Springer
LNCS series, and the new CACM, and as program com-
mittee chair for international conferences like ICDE 2000,
ACM SIGMOD 2004, and CIDR 2007. He is currently the
president of the VLDB Endowment.
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Automatic Extraction of Keywords for a Multimedia Search
Engine Using the Chi-Square Test
Marco A. Palomino
University of Sunderland
Informatics Centre
United Kingdom
marco.palomino@sund.ac.uk
Michael P. Oakes
University of Sunderland
Informatics Centre
United Kingdom
michael.oakes@sund.ac.uk
Tom Wuytack
Belga News Agency
1030 Brussels
Belgium
wut@belga.be
ABSTRACT
We present a method to automatically acquire a set of
keywords that characterise a large multimedia collection.
Our method compares captions associated with pictures in
the collection with a model of general English language. The
words that deviate from the model are very specific of the
captions and thus make appropriate keywords. Professional
annotators evaluated our results and concluded that more
than 97% of our top 2,000 one-word keywords were truly
descriptive of the collection. We also mined the collection’s
query logs and extracted keywords that reflect the most
important indexing terms from the users’ perspective. Our
method offers a strategy for selecting the keywords that
make up the indices of multimedia search engines.
Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Content
Analysis and Indexing.
General Terms
Algorithms.
Keywords
Chi-square test, indexing terms, search logs, collocation.
1. INTRODUCTION
The fundamental operation performed by a search engine
is a match, between descriptive features mentioned by the
users in their queries and the documents sharing those
features. By far, the most important kind of features are
keywords, linguistic atoms—typically words, pieces of words,
or phrases—used to characterise the subject or content of
a document [1]. Keywords are pivotal because they must
bridge the gap between the users’ characterisation of infor-
mation need—i.e., their queries—and the characterisation
of the documents’ topical focus against which these queries
will be matched.
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
DIR 2009 University of Twente, The Netherlands
Copyright 200X ACM X-XXXXX-XX-X/XX/XX ...$5.00.
Indexing is the process by which a vocabulary of keywords
is assigned to all the documents of a corpus [1]. Such an
assignment can be done manually or automatically. Manual
indexing requires people with expertise in the domain
of discourse, who should read each document and select
appropriate keywords for it. Automatic indexing refers to
algorithmic procedures for accomplishing this same result.
Since the index relation is the fundamental connection
between the user queries and the documents that can satisfy
them, choosing a suitable vocabulary of keywords is at the
core of the information retrieval problem.
As part of the EU-funded VITALAS project [27], which
aims to provide a prototype system dedicated to the intel-
ligent access to professional multimedia archives, we have
experimented with several techniques for the automatic
extraction of keywords. Our goal is to obtain keywords that
typify the content of a large multimedia collection owned
by the Belga News Agency [2]. Belga’s collection covers
national and international news, and all aspects of life and
current affairs—politics and economics, finance and social
affairs, sports, culture and personalities. Although Belga’s
content is published in four different formats—text, pictures,
audio and video—, this paper concentrates on pictures and
their associated textual captions, exclusively.
Due to the immense size of Belga’s collection—more
than 300 pictures per day—we cannot afford the choice
of indexing the entire collection manually. Thus, we have
selected an automatic approach. The method documented
here for the automatic extraction of keywords is based on the
chi-square test, a well-known statistical technique described
by various authors [4, 17]. The results yielded by the chi-
square test were evaluated by professional annotators, who
confirmed whether the keywords that we retrieved were
descriptive of the collection and likely to make suitable
indexing terms. Most of the keywords that were rejected
were those made of names and initials of photographers and
acronyms of press agencies, which we could not eliminate
from our analysis for reasons that we discuss later.
The remainder of this paper is organised as follows:
Section 2 offers an overview of related work; Section 3 ex-
plains the rationale behind our use of the chi-square test;
Section 4 describes our lexical analysis of Belga captions;
Section 5 justifies our choice of a comparison corpus;
Section 6 reports on the computation of the chi-square
test; Section 7 presents the annotators’ feedback; Section 8
reports on our performance analysis and Section 9 explores
the use of query logs as an alternative source for keyword
extraction. Lastly, Section 10 states our conclusions.
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2. RELATED WORK
Some of the most successful algorithms to extract key-
words automatically are supervised learning algorithms.
Hulth and Megyesi [6], for instance, devised an algorithm
that employs three prediction models trained on manually
annotated data and combines them to extract keywords from
scientific journal abstracts.
While we are aware of the advantages of training machine-
learning systems, we are discouraged by their inability to
adapt to new languages and domains easily, as additional
training data is required for each new collection. We have
therefore chosen a different approach.
Our methodology to extract keywords bears certain re-
semblance to the one employed by the OmniPaper system
[13] to discover suitable terms to index newspaper articles.
As in the case of OmniPaper, we implement a tokenisation
process that includes stop-word filtering, stemming and
proper-name detection. Nevertheless, OmniPaper selects
keywords according to document frequency and a choice of
frequency thresholds that tune up its performance. Our
approach, in contrast, is based on the application of the
chi-square test. Also, it is worth noting that OmniPaper’s
keywords were not reviewed by professional annotators who
knew the collection and assessed their appropriateness.
The use of the chi-square test to find words that are
truly characteristic of a corpus has been documented before.
Leech and Fallon used the chi-square test to uncover the
differences in the vocabulary of the Brown Corpus—one
million words of American English—and the Lancaster-Oslo-
Bergen Corpus—one million words of British English—in
fifteen categories, such as sport, transport and travel, and
business [12]. Rayson et al. used the same test with the
British National Corpus to study the variations between
the vocabulary used by male and female speakers [19], and,
recently, Oakes and Farrow used it to examine vocabulary
differences in English language corpora representing seven
different countries [15].
Our interest in collocations—i.e., sequences of words that
co-occur more often than would be expected by chance—
which is addressed in Subsection 6.2, is motivated by an
increasing concern in the NLP community to deal with
multi-word expressions, regardless of language and domain
[21]. Indeed, according to Jackendoff [9] and Mel’cˇuk [14],
collocations constitute the bulk of a language’s lexicon.
In the past few years, considerable development in col-
location extraction techniques has taken place. The main
heuristics in this field have been described by Seretan
and Wehrli [22]. Certainly, we plan to use one of those
multilingual heuristics in the near future, but, at present,
our strategy is restricted to co-occurrence frequency—i.e.,
the systematic occurrence of two lexical items within a fixed
distance in the corpus—as proposed by Smadja [25].
3. THE CHI-SQUARE TEST
The chi-square test is a useful statistical technique to
decide if observed data deviates from expected data under a
particular hypothesis [4]. Such a hypothesis is whether two
samples are different enough in a specific characteristic to be
considered members of different populations. In this sense,
the chi-square test is used to assess the null hypothesis (H0),
which states that there is no significant difference between
observed and expected data.
Chi-square values with low probability lead to the re-
jection of H0, and it is assumed that a factor, other than
chance, creates a deviation between expected and observed
values. As with other non-parametric tests, the chi-square
test does not take into account the interaction among more
than one variable upon the outcome.
We have employed the chi-square test to extract keywords
that are truly characteristic of the Belga multimedia col-
lection. The chi-square test compared captions associated
with pictures posted on the Belga website with a model of
general English language. The words that deviated from
the model were very specific of Belga data and thus made
an appropriate set of keywords to search for Belga pictures
and content on the Web.
4. BELGA CAPTIONS
To ensure that we had enough material to perform our
research, the Belga News Agency allowed us to use a set
of 1,727,159 captions that were published on its website
between 22 June 2007 and 2 October 2007. A caption is
a free-text field whose content is created by photographers,
and offers an explanation or designation accompanying a
picture posted on the Belga website.
Each group of photographers has its own conventions and
styles to present the information. Hence, apart from text
relative to pictures, certain captions may include names of
photographers, their initials and acronyms of press agencies,
as well as the dates when the pictures were taken or
published. Since none of this information is deleted before
its posting, we decided to keep it in our analysis too. Of
course, this means that certain initials and acronyms—for
instance, EPA (European Pressphoto Agency)—have a very
high frequency of appearance.
We started our lexical analysis of Belga captions by
carrying out a number of pre-processing steps commonly
associated with the construction of an index,
Tokenisation: The process of splitting a piece of text into
its parts, called tokens, while disposing of certain
characters, such as punctuation and numbers. Tokens
are loosely referred to as words in this paper.
Stop-word removal: The process of eliminating extremely
common and semantically non-selective words. The
stop-word list that we used was built by Salton and
Buckley for the experimental SMART information
retrieval system [3], and contains 571 words.
Stemming: The process of reducing inflectional forms and
derivationally related forms of a word to a common
base. The particular algorithm for stemming English
words that we are using is Porter’s algorithm [18].
5. COMPARISON CORPUS
The chi-square test requires a comparison between the
corpus for which we want to find out its characteristic key-
words and a second corpus, sometimes known as comparison
corpus. Since we wanted to identify words that were truly
characteristic of Belga captions, we required a comparison
corpus that did not belong to the news-agency domain. Also,
we needed a large corpus comparable in size to the total
amount of Belga captions. After considering our choices, we
opted for Europarl [11].
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Europarl is a freely-available parallel corpus derived from
the Proceedings of the European Parliament. It includes
versions in 11 European languages: Romanic—French,
Italian, Spanish, Portuguese—, Germanic—English, Dutch,
German, Danish, Swedish—, Greek and Finnish. Europarl
was mainly created to foster research in statistical machine
translation, but it has been widely used by the computa-
tional linguistics community. It has been adopted in research
related to word sense disambiguation, anaphora resolution
and information extraction, among others.
We did consider the utilisation of other comparison
corpora. Specifically, we contemplated the use of Wikipedia
[28]. However, the availability of a “precise” translation of
Europarl’s corpus into other languages led us to its choice.
In the context of the VITALAS project, we aim to index
other multimedia collections in the future, such as those
owned by Institut National de l’Audiovisuel [7], which is in
French, and Institut fu¨r Rundfunktechnik [8], which is in
German. Hence, the possibility of using the same corpus in
French and German presents a definite advantage for us.
Europarl supplies sentence aligned text for statistical
machine translation systems, which means that we could
use exactly the same corpus to analyse other collections,
regardless of their language. Conversely, Wikipedia’s corpus
in languages other than English might be shorter than its
English counterpart and not necessarily the same.
To the best of our knowledge, the use of Europarl
does not impose any copyright restrictions; yet, some
pre-processing is necessary before using its corpus. In
particular, the removal of XML mark-up is indispensable.
After tokenisation and removal of XML mark-up, Europarl’s
English-language corpus comprises 8,279,120 words.
6. CHI-SQUARE TEST COMPUTATION
For every distinct word that occurs in Belga captions, we
need to find out how often it appears in Europarl and how
often it occurs in Belga. For instance, the word film, which is
found 40,466 times in Belga captions, occurs only 473 times
in Europarl. We need to know whether these figures arose by
chance, or whether the word film is genuinely more typical
of Belga captions. Also, we need to know the total number
of words in both corpora—Belga captions and Europarl—so
that we can work out how many words are not the word
film. All these values are arranged in a 2 by 2 table called a
contingency table. Figure 1 shows the contingency table for
the word film.
Number of times Number of times
film is found in Belga film is found in Europarl
Number of words Number of words
other than film in Belga other than film in Europarl
Figure 1: Contingency table for the word film
Since the total number of words and the number of
appearances of a word in each corpus are values that we
can count directly, they are called observed values. From the
observed values, we can calculate the corresponding expected
values, if there were no tendency for words to appear more
often in either Belga captions or Europarl.
We calculate the chi-square value (χ2) for a particular,
word, whose contingency table is τ , as follows,
χ2 =
∑
Each cell in τ
(%− ε)2
ε
,
where % is the observed value for each cell in τ , and ε is the
expected value for each cell in τ . The expected value ε is
calculated using the formula,
ε =
Row total · Column total
Grand total
·
If the resulting chi-square value is more than 10.83,
we can be 99.9% confident that the word really is more
typical of Belga captions than of Europarl1. For example,
since the chi-square value for film is 5, 554.75, we can be
99.9% confident that film is genuinely more typical of Belga
captions than of Europarl.
6.1 Discussion
When comparing the frequencies of the vocabulary in two
corpora, it is important to take into account only those
words which are well dispersed across each corpus. In a
comparison of the FLOB corpus—1990s British English—
and the Frown Corpus—early 1990s American English—
Oakes and Farrow [15] found that the 15th most typical
word of British English was“thalidomide”, when considering
the chi-square measure alone. However, all 55 occurrences
of this word were found in a single article in the FLOB
corpus. This problem was overcome by taking into account
only those words for which Juilland’s D dispersion measure
[10] was above a suitable threshold. The problem of a single
word occurring many times in a single caption did not arise
in our study, because Belga captions are all short.
The false discovery rate, which is the inevitability of find-
ing a number of spurious“significant”differences in word fre-
quencies when performing a large number of comparisons—
one for every word in the vocabulary—is another issue
we were concerned about. This can be controlled by the
Bonferroni correction [20].
We aimed to find words that were typical of Belga captions
with 99% confidence, which corresponds to a 1% significance
level. Applying the Bonferroni correction to the number of
stems in the Belga vocabulary—249,960—gives us a new chi-
square threshold value of 31.2137. All the words sent to the
professional annotators for manual evaluation produced chi-
square values greatly in excess of this number.
6.2 Collocations
A collocation is a sequence of words that co-occur more
often than would be expected by chance. Finding multiple
word combinations in a corpus for indexing purposes pro-
vides richer indexing units than single words [24, 25].
1A relative standard serves as the basis for accepting or
rejecting H0. In computational linguistics research, the
relative standard is usually q = 0.001, where q is the
probability that the deviation of the observed values from
the expected values is due to chance alone. If q is less than
or equal to 0.001, then H0 is rejected, and the values are not
independent from each other. The critical chi-square value
associated with q = 0.001 is 10.83. Therefore, chi-square
values higher than 10.83 are associated with a statistically
low probability that H0 is true.
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Sometimes, a collocation gives the context in which a
given word is used, which helps retrieve documents that
use that word in the desired sense. For example, from a
semantic point of view, the phrase international film festival
is a better representation of a concept than the individual
words international, film and festival.
First, we computed chi-square values for all the words
contained in Belga captions. Then, we computed chi-square
values for all the collocations made of two words and three
words contained in Belga captions.
The only restriction when extracting collocations made
of two words was that neither of the two words in the
collocation could be stop-words. In the case of collocations
made of three words, neither the first nor the last word could
be stop-words—the middle one, however, could be a stop-
word. Therefore, January in Brussels is a valid collocation,
whereas last January in is not.
Figure 2 shows the architecture of our system for the
automatic extraction of keywords. Text and metadata
included in the captions is first submitted to our lexical
analyser, which stems the words and remove the stop-words.
Then, collocations made of one, two or three stems are
extracted and prepared for the computation of the chi-
square test. All the collocations are sorted by chi-square
value in descending order, and those with a value above
31.2137 are stored as potentially useful keywords.
Figure 2: System architecture
7. RESULTS
Our results were divided into three categories: key-
words made of one word—singles—, keywords made of
two words—pairs—, and keywords made of three words—
triplets. The annotators reviewed the 2,000 keywords with
the highest chi-square values within each category. All
these keywords had a chi-square value greater than 31.2137,
which, as explained above, guaranteed that they were
genuinely typical of Belga captions.
Professional annotators reviewed our keywords and de-
cided whether they were descriptive of the collection. The
review was performed in a binary fashion: each keyword was
either accepted, which meant it was truly descriptive of the
collection, or rejected, which meant it was not characteristic
of the collection.
More than 97% of the singles derived from our analysis—
i.e., 1,943 singles—were accepted by the annotators. Less
than 3% of our singles—i.e., 58 singles—were considered
unsuitable. Some of these unsuitable singles, such as held
or grand, were rejected because they were too ambiguous to
characterise Belga’s picture collection.
The vast majority of unsuitable singles were those that re-
fer to photographers’ initials—for instance, lg (Louisa Gou-
liamaki) and gw (Greg Wood)—press agencies’ acronyms—
for example, AFP (Agence France-Presse), ANP (Netherlands
National News Agency) and VRT (Flemish Radio and Televi-
sion Network)—and days of the week and months of the year
that dated the publication of a picture but did not describe
its contents—such as sundai and april.
Approximately 70% of the pairs that we submitted for
evaluation—i.e., 1,394 pairs—were accepted by the anno-
tators too. Only 30% of our pairs—i.e., 605 pairs—were
unsuitable. The unsuitable pairs were, mostly, those that
contain names of photographers and acronyms of press
agencies—for instance, afp file—combinations of publish-
ers and dates when the pictures were taken—februari epa
(a picture taken in February and published by the Euro-
pean Pressphoto Agency)—stop-words in languages other
than English—de la, van der—and ancillary information
entered by photographers as a means of control—caption
correct, photo release.
The percentage of accepted triplets was slightly higher
than the percentage of accepted pairs. More than 72% of
our triplets—i.e., 1,448 triplets—were accepted. The rest—
i.e., 552 triplets—was considered unsuitable for the same
reasons stated in the case of the pairs.
The main disadvantage of computing the chi-square test
without removing initials, acronyms and dates is that these
terms have very high chi-square values—obviously, they are
more typical of Belga captions than of Europarl. Indeed,
26 of our top 50 singles were rejected for being initials,
acronyms or dates. Adding acronyms and initials to our
stop-word list would have ensured that they would not
appear in our singles. However, the large number of press
agencies and freelance photographers made it impossible for
Belga staff to give us a complete list of such terms.
Figure 3 compares the efficiency of our method for the
automatic extraction of keywords with that of an ideal
algorithm that produces keywords that are always accepted
by the annotators. The different categories of our results—
singles, pairs and triplets—are represented by different
curves. For the total number of keywords extracted,
Figure 3 shows that our singles’ efficiency curve is very close
to that of the ideal algorithm.
For illustration purposes, Table 1, Table 2 and Ta-
ble 3 display the 20 keywords of each category that were
assigned the highest chi-square values and were accepted
by the annotators. Readers interested in our results should
download the full lists stored on the authors’ website (http:
//osiris.sunderland.ac.uk/~cs0mpl/Belga/). The lists
shown in these tables contain “stems”, rather than words—
for instance, the stem minist, displayed in Table 1, was
derived from the words minister, ministers, ministe, minist,
ministeer, ministes and ministered, which were all found
in Belga captions and were grouped altogether by the
stemming algorithm. Readers interested in knowing the
actual words from which the stems were derived should visit
the authors’ website and look them up.
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Figure 3: Efficiency curves
Note that Table 2 and Table 3 display stems too—for
example, the stem press confer in Table 2 comes from
the collocations press conference, presse conference, press
conferences, press conferance and press conferred.
Keyword Chi-square value
belgium 63,243.20
match 43,137.91
brussel 39,693.99
soccer 27,278.65
minist 21,035.98
team 18,273.36
cup 18,187.04
citi 17,369.72
leagu 16,693.42
celebr 16,545.52
won 16,436.22
championship 16,256.48
dai 14,198.89
germani 13,937.73
ball 13,692.43
race 13,484.38
arriv 12,429.02
tenni 12,348.60
franc 11,817.51
stadium 11,753.17
Table 1: Singles with the highest chi-square values
(Belga vs. Europarl)
Our method for the extraction of keywords was very
good at finding adjectives and nouns. Although we did not
deliberately exclude particular parts of speech, most of our
keywords contained, exclusively, adjectives and proper and
common nouns. Only a few verbs appeared in our keywords
and these tended to be rejected by the annotators.
8. PERFORMANCE ANALYSIS
Our code was written in Java SE 6 entirely. Experimen-
tally, our implementation has been run on a computer with
an Intel c© Xeon c© CPU 5150 processor with 2GB of RAM,
running under Microsoft Windows XP version 2002 SP2.
Keyword Chi-square value
brussel belgium 7,543.31
soccer match 6,040.35
leagu soccer 4,268.11
press confer 3,910.66
world cup 3,548.26
prime minist 3,372.98
grand prix 2,290.11
round match 2,050.57
world championship 1,984.63
tenni tournament 1,984.19
west bank 1,859.44
train session 1,835.15
final match 1,788.60
soccer team 1,637.71
cycl race 1,541.24
de franc 1,536.55
club brugg 1,507.01
tour de 1,482.13
champion leagu 1,478.61
Table 2: Pairs with the highest chi-square values
(Belga vs. Europarl)
Keyword Chi-square value
leagu soccer match 2,698.38
divis leagu soccer 1,071.68
tour de franc 1,043.78
georg w bush 968.54
fifa world cup 912.81
uk and ireland 912.08
open tenni tournament 906.01
belgian first divis 792.95
belgian first leagu 781.59
presid vladimir putin 645.90
nation soccer team 638.68
pope john paul 611.18
john paul ii 594.14
russian presid vladimir 585.81
formula on driver 580.35
de franc cycl 551.64
franc cycl race 538.85
king albert ii 528.34
london unit kingdom 502.18
headquart in brussel 499.28
Table 3: Triplets with the highest chi-square values
(Belga vs. Europarl)
On average, the code to extract singles from a collection
of 1,727,159 Belga captions requires less than 23 minutes.
The average was computed after 50 executions, and the
code performs the pre-processing and lexical analysis of
both corpora—Belga captions and Europarl—the chi-square
computation, the selection of keywords and their sorting by
chi-square value.
While the execution takes place, a number of files con-
taining statistical information are printed out. Such files
display the full set of captions after having being stemmed,
the whole set of stems present in the captions sorted by
frequency, the actual words associated with each stem, and
the final set of keywords sorted by chi-square value.
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Computation times for pairs and triplets are longer than
for singles: on average, the code to extract pairs requires
2 hours and 31 minutes and triplets extraction requires 6
hours and 10 minutes. The vast majority of the time spent
in pairs’ and triplets’ extraction is consumed determining
collocations and counting their frequencies of appearance.
9. BELGA QUERY LOGS
We decided to extend the automatic extraction of key-
words to consider query log data, after realising the growing
number of studies that are using such data to investigate
aspects related to information retrieval—for instance, the
101 semantic concepts defined by Snoek et al. for the
MediaMill Challenge were chosen after an extensive analysis
of query logs [26]. While we do not use the logs as our
primary source of information, we do compare the set of
keywords derived from the corpus with those derived from
the logs, and we combine them to create a comprehensive list
of indexing terms that incorporates both users’ and content
providers’ perspectives.
Belga query logs comprise a great deal of useful informa-
tion about captions and pictures that could not possibly
be recreated in a laboratory setting: the complete user
sessions—query history and viewed, clicked and retrieved
pictures—for several users in a variety of contexts.
We mined the logs for the same period when the captions
that we analysed previously were published (22 June 2007 –
2 October 2007). We took into account all the queries made
by the users, regardless of the results for those queries—
certain queries produced no images in return, or the images
returned did not satisfy the users’ interest. However, we
took them all into account, because we wanted to learn the
full list of keywords that might be of interest for the users.
After tokenising the logs, removing stop-words and stem-
ming the text, we recomputed the chi-square test, comparing
Europarl with the queries placed by the users. In total,
we extracted 10,811 singles, 10,737 pairs and 4,428 triplets.
All these keywords were assigned chi-square values greater
than 31.2137. For illustration purposes, Table 4 shows the
20 keywords with the highest chi-square values that were
extracted from the logs. As explained above, pairs and
triplets were extracted too, but their chi-square values were
not as high as those of the singles. The complete list of
keywords extracted from the query logs, together with the
actual words from which these keywords were stemmed, are
available on the authors’ website [16].
It is worth noting that, in order to maintain a current
index, our method for the extraction of keywords has to
be recomputed regularly. Belga publishes more than 300
pictures everyday. Therefore, its set of captions and query
logs are constantly evolving.
9.1 Captions vs. Logs
Keywords extracted from the query logs are expected
to make useful indexing terms, because actual users have
already employed them to search for content. Indeed, Belga
may wish to take such information into consideration to
determine the set of pictures that they publish in the future.
We were especially interested in determining the set of
keywords that had significantly greater relative frequency in
the logs than in the captions. It would be useful for Belga
staff to know such a set, as it could help them to improve
their indices to reflect users’ interest.
Keyword Chi-square value
belgium 126,062.13
leterm 86,946.85
clijster 84,767.40
soccer 72,570.86
tour 64,767.79
anderlecht 58,617.17
albert 53,854.64
rompui 41,387.42
king 39,986.91
genk 32,950.54
gevaert 32,759.11
henin 31,667.90
beckam 31,096.58
gent 30,234.70
fahi 28,115.56
cycl 27,870.08
china 25,367.50
lalmand 25,306.58
princ 23,601.41
sarkozi 22,594.95
Table 4: Keywords derived from Belga query logs
vs. Europarl
After establishing the list of singles that had significantly
greater relative frequency in the logs than in the captions,
we computed their chi-square values, comparing logs with
captions. A total of 901 of these singles were assigned
chi-square values above 31.2137. For illustration purposes,
Table 5 shows the first 20 of these singles.
Keyword Chi-square value
leterm 252,579.45
rompui 204,849.66
beckam 189,611.61
clijster 103,227.33
gevaert 58,192.64
fahi 57,479.39
angelica 51,670.03
sterchel 41,886.53
milquet 35,075.16
rugbi 34,331.77
dehaen 33,960.55
diana 33,809.85
rasmussen 29,528.60
hertoginned 27,622.54
albert 27,543.79
sarkozi 22,923.27
pavarotti 21,068.19
mccann 19,382.21
damm 18,233.18
boonen 18,008.33
Table 5: Logs vs. captions: Singles
We repeated the same analysis with pairs and triplets
too. A total of 73 pairs and 34 triplets with greater relative
frequency in the logs than in the captions were assigned chi-
square values above 31.2137. Readers are welcome to visit
the authors’ website for further details on this matter [16].
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10. CONCLUSIONS
We have presented a method to automatically acquire
a set of keywords that characterise the content of a large
multimedia collection. Our method employs the chi-square
test to compare captions associated with pictures with a
model of general English language. The words that deviate
from the model are very specific of the collection and thus
make an appropriate set of keywords to represent it.
Our work has been carried out as part of the VITALAS
project using data supplied by the Belga News Agency. To
confirm that the keywords that we extracted were suitable to
index Belga’s collection of pictures, professional annotators
reviewed our results manually. More than 97% of our top
2,000 one-word keywords were accepted by the annotators.
The chi-square test was also used to derive a set of
indexing terms from a comparison of Belga query logs with
Europarl’s model of English language and Belga captions.
Having originated from actual users, this set comprises
keywords that users are really interested in when searching
for images. We propose that a complete set of indexing
terms for a professional multimedia archive can be made of
the union of the approved keywords derived from picture
captions and the keywords extracted from the query logs.
Such a comprehensive list of indexing terms would incorpo-
rate both users’ and content providers’ perspectives.
In the next few paragraphs, we outline some open issues
and directions for future work.
10.1 Future Work
Collocations can be either rigid or flexible [25]. Rigid
collocations are those made of terms that always occur
adjacent to each other and appear in the same order—for
example, the New York Stock Exchange—whereas flexible
collocations can have intervening words placed between
them, or can occur in a different order, and may even allow
some inflected forms—for example, a collocation linking
to make and decision may appear as to make a decision,
decisions to be made, made an important decision.
Our study was restricted to rigid collocations. However,
we anticipate carrying out further work on this subject,
and we plan to follow Seretan and Wehrli’s method to deal
with flexible collocations [23], because it does not require
extensive computation or huge training collections.
Future work should also be undertaken in the area of
named entity recognition. Thus far, we have implemented a
software component that seeks for proper nouns comprised
in BELGA captions assuming that they are spelled with
an initial capital in all their occurrences—as opposed to
common nouns, which are spelled with a lower-case initial
at least once. Originally, this heuristic was suggested by
Hofland and Johansson [5], and it should be improved as
our work progresses.
A first execution of our named entity recognition com-
ponent delivered a total of 51,028 names out of our set
of 1,727,159 Belga captions. Regrettably, at the time of
writing, professional annotators were not yet available to
evaluate our list of names.
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ABSTRACT
This paper proposes a framework, based on a spatiotem-
poral attentive mechanism for automatic region-of-interest
determination, corresponding to events in video sequences of
natural scenes of dynamic environments. We view this work
as a preliminary step towards the solution of high-level se-
mantic event analysis. More specifically, we wish to detect
a visual event within a cluttered scene, without intensive
training algorithms. In contrast to event detection methods
used in the literature, which drive attention based on motion
and spatial location hypothesis, in our approach the visual
attention is region-driven as well as feature-driven. For this
purpose, a two stages attention mechanism is proposed. In
a first phase spatiotemporal activity analysis extracts key-
frames from the image sequence and selects salient areas
within these frames. The three types of visual attention
features we used are intensity, color and motion conspicu-
ity. Consequently, the selected areas are further processed
to determine the most interesting active-region, based on
a newly defined region saliency measure. Qualitative and
quantitative results using the proposed framework are illus-
trated using an image sequence of a crowded train station.
Keywords
Event detection, activity measure, visual attention, active
object.
1. INTRODUCTION
It is common that, we as humans shift our attention toward
anything that is interesting to us. This process is a natural
form of perception of event/activity detection. In general
terms, an event can be defined as a qualitatively significant
change in the behavior of the data, as defined by the domain
user [22]. In the context of video analysis, a visual event is
commonly defined based on a moving object with constraints
in its size, color or shape instances that haven’t been seen
before [4, 19].
Our goal in this work is to formalize a strategy for efficient
detection and localization of active salient region-of-interest,
responsible for events in video sequences of natural scenes of
dynamic environments. This issue forms the basis of what
might lead in a later stage to object behavior recognition
and understanding [21], which is yet an unsolved problem.
In this work, biologically inspired methods have been cho-
sen. Attentive mechanisms are found to be relevant, e.g., for
the selection of incoming visual information, for the decision
making in top-down, i.e., symbolic to sensory information
processing, for the selective functioning within the organiza-
tion of behaviors, or for the understanding of individual and
social cognition [9]. Attentive mechanism in computer vision
aims at mimicking the ability of natural vision systems to
select just the relevant aspects of the broad visual input, and
should be considered as a set of strategies that attempts to
reduce the computational cost of the search processes inher-
ent in visual perception [20]. For modeling visual attention,
it is crucial to select an appropriate set of visual descriptors,
e.g. local color descriptors, color histograms, and motion de-
scriptors, which can help establishing a connection towards
the semantically meaningful features of content [16].
Conventional region-of-interest (ROI) determination based
on visual attention principles, encapsulate (i) temporal and
motion information which characterize the selected event,
(ii) static or video-based feature combination method, and
(iii) integrating saliency-oriented and task-oriented influences[8].
Motion is indeed of fundamental importance in biological
vision systems and contributes to visual attention as con-
firmed by Watanabe et al. [17]. As such motion will be
the most important cue which will be used in the proposed
framework. Note that, our current implementation, consid-
ers only saliency-oriented ROI determination, meaning no
top-down influences are introduced.
In our approach, events are regarded as qualitatively signif-
icant changes in the behavior of a defined motion activity
measure [11, 16]. In contrast of previously defined motion
activity measures, e.g. as in [16], where two simple descrip-
tors have been used for describing monotonous activity (de-
fined as the average block-based motion vector magnitude)
and non-monotonous activity (approximation as the average
temporal derivative of motion vectors), in this work we com-
bine intensity, color, and motion conspicuity features. This
allows defining motion activity as the gross, overall motion
content in a given video segment, such as, high or low activ-
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Figure 1: Global system architecture.
ity, spatially coherent or scattered activity, etc... In contrast
to event/novelty detection methods used in the literature,
e.g. [4] where a clustering based learning mechanism that
incorporates habituation theory is used, our approach de-
tects valuable events in cluttered and chaotic environments
without intensive training algorithms.
Figure 1 depicts the proposed framework for region-based
event detection. It is composed of two major modules:
• Activity detection module (Section 2.1 and 2.2), con-
sisting of a spatiotemporal motion processing module
allowing the detection of key-frames in the image se-
quence. The presented activity detection module aug-
ments previous work on activity detection, described
in [5].
• A region-driven focus of attention module (Section 2.4).
Attention allows us to focus on the relevant regions in
the scene and thus reducing the amount of informa-
tion needed for further processing. The extraction of
active salient objects of interest, follows previous work
on salient object extraction, described in [6].
Qualitative and quantitative results are given in Section 3,
using an image sequence of a crowded train station. Finally,
Section 4 draws some conclusions and further research de-
velopment.
2. EVENT DETECTION IN VIDEO STREAMS
Consider a dynamic phenomenon, whose behavior changes
enough over time so as to be considered a qualitatively sig-
nificant change. Each such change is an event. An example
is the change of Station Hall traffic from normal to some one
running. In order to detect an event, outliers, peaks, trends
or changes in trends should be spotted automatically in the
available measures (data) considering a well specified time-
window. Using a short time-window, instantaneous events
or activities are emphasized, in general represented by out-
liers or sudden change in amplitude of the signal. Conse-
quently, using a longer time-window, other time series anal-
ysis techniques can be applied to detect other types of pecu-
liarities, such as trends, changes in trends, periodicity, etc.
In this work, we focus on detecting frame-to-frame events,
possible starting points of an event, etc... Events lasting for
a certain time period or during a video segment, are not
considered at this stage of the development. In this sec-
tion, we first define the activity measure used as time series
data for event analysis, and second we propose methods for
event detection by identifying the time points at which the
behavior’s of the activity measure change occurs.
2.1 Activity Measure
In the current framework only short time-windows are con-
sidered. We define a time-window Tw of approximately 3
- 4 s. Given an RGB image sequence with a frame rate f
of 20 - 30 Hz, the analysis is made for N = fTw frames.
Each image frame, Fk(k = 1 . . . N), is divided into n quad-
rants, F jk (j = 1 . . . n) (100 in the current implementation).
For each quadrant j an activity measure over time, Ajk; k =
1 . . . N , is estimated. Time series analysis will allow detect-
ing the key-frame containing an event, and to localize the
detected event within the frame, for further analysis.
The activity measure, within an RGB image quadrant F jk ,
includes the estimation of:
• ∆hjk the inter-frame color histogram change,
• µ(∆I)jk the inter-frame mean intensity change,
• µ(Mc)jk the mean motion conspicuity,
• µ(M˙c)jk the mean acceleration conspicuity.
The used low-level features, intensity, color and motion con-
spicuity are chosen based on intuitive implications concern-
ing perceptual behavior of humans on changing scenes:
• Possible local illumination variations might attract at-
tention.
• The color decomposition change makes a distinction
between high contrast moving foreground objects against
static background and low contrast moving foreground
objects against static background. The moving object
with high color contrast will attract attention com-
pared to a lower color contrasted moving object with
same motion characteristics.
• Image segments with spatially consistent motion field
are more likely to be parts of foreground moving ob-
jects and receive more user attention than those in the
background do.
• The user’s attention is drawn to objects with sudden
variations in their motion pattern.
• Objects with larger motion draw more attention than
those with smaller motion do.
• People can pay attention to a limited number of ob-
jects in a scene. When there are many different ob-
jects moving with similar motion characteristics, hu-
mans loose the ability to pick out the most significant
ones.
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The HSI color space has been chosen to provide an intuitive
representation of color and to approximate the way in which
humans perceive and manipulate color [12]. The used color
transformation is described in detail in [5]. For the color
histogram estimation, the HSI space is uniformly quantized
into a total of 256 bins. This includes 16 levels for H, 4 levels
for S, and 4 levels for I. Finally, for an image quadrant j,
the inter-frame color histogram distance, ∆hjk , is estimated
using the Euclidean distance between the color histograms
at time k and k+ 1, defining a color similarity [18] between
successive image frames.
The inter-frame intensity change is estimated as |Ik−Ik+1|;
Ik being the intensity map.
Motion conspicuity copes with certain observations from
human attentional perception concerning moving objects in
dynamic scenes: (i) a slow moving objects surrounded by
many fast moving objects draws attention; (ii) a left moving
object surrounded by right moving objects attracts atten-
tion; (iii) a sudden motion direction variation of a moving
object in a stream of consistently moving objects attracts
attention; (iv) an object with increasing velocity (accelera-
tion), amongst several objects with decreasing velocity (de-
celeration) draws attention.
Consider the following scenario, a video sequence is captured
by a camera that is looking at a classroom entrance. At
the time the class is dismissed, the majority of the students
will be going out of the classroom. In this situation, if two
people are trying to walk back into the room, their actions
would be considered ”irregular” compared to the rest of the
students. Attention analysis aims at quickly highlight the
abnormal regions and perform further activity analysis on
these regions.
Therefore, we propose an innovative approach for identify-
ing and selecting significant salient motion from different
moving objects. The significance of motion is represented
by means of a pixel motion conspicuity value Mc.
The optical flow motion vectors Mx andMy are estimated
using the Lucas-Kanade [10] algorithm applied on the inten-
sity map I. From these motion vectors, motion maps are
derived: concerning motion amplitude, we make a distinc-
tion of three levels (low velocity, medium velocity, high ve-
locity); concerning motion direction we distinguish between
four directions (up, down, left, right).
Let u(x, y) and v(x, y) be two components of the optical flow
vectors v at point (x, y). Optical flow vector (v) has am-
plitude m. Then, the motion feature maps: Mleft, Mright,
Mup, Mdown, are obtained by:
Mleft = (u < −Tt)?|u| : 0
Mright = (u > Tt)?|u| : 0
Mup = (v > Tt)?|v| : 0
Mdown = (v < −Tt)?|v| : 0
(1)
where Tt is a threshold introduced for disregarding too small
values. It is set to a value of 0.5.
The distinction between low, middle and high velocity is ob-
tained by intelligently thresholding the motion information.
Two thresholds Tp1 and Tp2 are estimated and initialized
by respectively the 75% and 95% percentile of all motion
values of the first frame. For each subsequently considered
frame, these threshold values Tp1 and Tp2 are updated by
combining the new motion information (new values for Tp1
and Tp2) and the previous threshold values. Recursively this
is noted as:
Tp,k = Tp,k−1 +
Tp,k − Tp,k−1
k
(2)
for p ∈ {p1, p2} and k = 1 . . . N.
The motion feature mapsMlow,Mmedium,Mhigh are then
obtained by:
Mlow = (m > Tt ∧m < Tp1)?m : 0
Mmedium = (m ≥ Tp1 ∧m < Tp2)?m : 0
Mhigh = (m ≥ Tp2)?m : 0
(3)
where m =
√
u2 + v2, the motion amplitude of the optical
flow vectors.
The fusion of these motion feature maps into the motion con-
spicuity map Mc is done by weighted average. The maps
are first weighted by a unique weight function, then they are
summed up, and finally normalized. In order to determine
the most important maps and raise their influence, a nor-
malization operator needs to be applied. In conformity with
the approach for feature fusion presented in [3], we propose:
W(X) = X/√m (4)
Where m is the number of local maxima in a pre-specified
range from the global maximum. This ranging threshold is
determined by analysis of the distribution of the maximum
values, by choosing for example the median of the maxima.
The motion conspicuity map Mc is then obtained by com-
bining the weighted motion feature maps Mlow, Mmedium,
Mhigh, Mup, Mdown, Mleft, Mright:
Mc = N (
∑
i
W(Mi)) +N (
∑
j
W(Mj)) (5)
with i ∈ {up, down, left, right} and j ∈ {low,medium, high},
and N the normalization operator.
The effect of the uniqueness weight W is illustrated in Fig-
ure 2. Consider an image sequence where 5 items are moving
right, and 1 item is moving leftwards. As a result, the fea-
ture map Mleft is weighted higher than the feature map
Mright. This enables pop-out of salient motion.
(a) (b) (c) (d)
Figure 2: (a), (b) Two subsequent image frames.
One object is moving left, 5 are moving rightwards,
all with equal velocity. (c) The motion amplitude,
equal for each object. (d) The motion conspicuity
map M, favoring the salient motion.
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As in the case of motion conspicuity, the significance of accel-
eration is represented by means of an acceleration conspicu-
ity value M˙c. We distinguish between acceleration M˙+ and
deceleration M˙−. M˙k, is estimated as the difference be-
tween successive motion maps Mk and Mk+1. Then, the
motion difference feature maps: M˙+, M˙− are obtained by:
M˙+ = (M˙ > Ta)?|M˙| : 0
M˙− = (M˙ < −Ta)?|M˙| : 0 (6)
where Ta is a threshold introduced for disregarding too small
values. It is set to a value of 0.1.
Then, the motion difference conspicuity map M˙c is given
by:
M˙c =W(M˙+) +W(M˙−) (7)
As such, for each quadrant j, the activity measure at time
k, is given by:
Ajk = µ(Mc)jk[1 + µ(∆I)jk + µ(M˙c)jk] + ∆hjk (8)
As illustrated in Section 3, the behavior of the time series
data, given by the proposed activity measure, fits our objec-
tive for detecting frame-to-frame events or possible starting
points of an event. These events are represented by a peak
(maxima) in the activity, or a sudden activity change. In
other words, when the motion in a particular image quadrant
stays monotonous over a certain time window, the measured
activity will be low.
2.2 Event Analysis
The specific problem we address here is the identification
of the time points at which changes occurs in the time se-
ries Ajk. These change-points are referred to as key-frames.
Note that, we consider not only the detection of key-frames,
but also the most active area (focusing area) within the key-
frames. The Change-Point Detection method is applied, de-
scribed in [5]. A frame activity measure (by combining the
quadrant’s activity measure) is formed from which change-
points are estimated by finding the best set of points that
minimizes the error in fitting a pre-defined function. The
appropriate set of points is found based on maximum likeli-
hood method [7]. From the detected key-frames, the quad-
rant which has the highest activity value is selected.
2.3 Change-Point Detection
We follow the work of Guralnik and Svrivastava [7], where
statistical change-point detection for time series analysis has
been proposed. In standard statistical approaches, change-
point detection has been made by (a) apriori determining
the number of change-points to be discovered, and (b) de-
ciding for the model to be used for fitting the subsequence
between successive change-points. In [7] a method has been
proposed for the detection of the appropriate set of number
of points that minimizes the error in fitting a pre-decided
function using maximum likelihood. Moreover, in [7], no
constraints are imposed on the class of functions that will be
fitted to the subsequences between successive change-points.
Two approaches have been proposed, the batch (offline) and
the incremental (online). In the batch version the entire
data set (over the whole time window) is available, from
which the best set of change-points is determined. In the
incremental version, the algorithm receives new data points
one at a time, and determines if the new observation causes
a new change-point to be discovered.
Following the notation in [7], let Ak(k = 1, ..., N) be the time
series to be segmented. Here k is the time variable, and Ak
corresponds to the frame activity estimated as a weighted
sum of the quadrants activities Ajk (j = 1, ..., n). The weight
assigned to each quadrant is the standard deviation of the
quadrant’s activity. In the offline case, the standard devia-
tion is measured over the considered time window. In the
online case, the time window incrementally extends with the
latest data point.
µ(Ajk) =
1
N
∑N
k=1A
j
k
wj =
√
1
N
∑N
k=1(A
j
k − µ(Ajk))2
Ak =
∑n
j=1 w
jAjk
(9)
The change-points detection, is then formulated as finding
a piecewise segmented model, given by
A = f1(k,w1) + e1(k), (1 < k ≤ θ1),
= f2(k,w2) + e2(k), (θ1 < k ≤ θ2),
= .....................................
= fl(k,wl) + el(t), (θl−1 < k ≤ N).
Where fi(k,wi) is the function (with its vector of parameters
wi) that is fit in segment i. The θi’s are the change-points
between successive segments, and ei(t)’s are error terms.
Several type of basis functions can be considered, e.g. alge-
braic polynomials, wavelet, Fourier, etc... In our implemen-
tation, algebraic polynomials of the form given by Eq. 10
are considered.
p(x) = p1x
m + p2x
m−1 + · · ·+ pmx+ pm+1 (10)
The reader is referred to [7] for the detailed maximum like-
lihood estimation method for the detection of the change-
points θi. In our case, every change-point corresponds to a
key-frame. Within each key-frame, the area with highest ac-
tivity value is selected as first focusing area. The parameters
vector wi consist of :
• m: the polynomial degree
• p: the minimal number of points, in each segment,
required for the model fitting
• δ: a user-defined threshold defining a stopping crite-
ria in the case of the batch version, and a likelihood
increase threshold for the incremental version, respec-
tively.
As stated, every change-point corresponds to a frame of in-
terest or key-frame. Within each key-frame, the quadrants
with highest activity value are selected for further analysis.
According to the local maxima in the quadrant’s activity
measure, certain quadrants (maximum three) are selected
14
together with their respective surrounding quadrants form-
ing a rectangular region of interest of fixed size, ready for
further analysis. If there are more than three key-objects in
a frame, the viewer may lose his focus.
2.4 Active Object of Interest Determination
Having detected the key-image frames and corresponding
quadrants with significant salient activity, the objective is
to partition the selected quadrants into disjoint regions, in
a manner consistent with human perception of the content,
as such determining the active object of interest. For this
purpose, we follow the model combining visual attention and
perceptual grouping, described in [6], however, in the current
case, incorporating motion conspicuity estimation into the
attentional selection procedure.
2.4.1 Modeling Perceptual Grouping and Visual At-
tention to Active Salient Objects
On the reduced key-frame image, i.e. the selected quad-
rants, different feature dimensions are computed: intensity,
color, orientation, and motion. For each feature, a conspicu-
ity map is formed, which strengthens important aspects of
the image and ignores others. On these conspicuity maps,
a hybrid approach combining low-level saliency and region
information is used to produce enhanced conspicuity maps
(enhanced C maps). The C maps are enhanced with re-
gion information (from rapid and rough image segmenta-
tion), by averaging the conspicuity values in each region. As
such, a multi-spectral image is obtained combining all the
enhanced conspicuity maps. The different channels of the
multi-spectral image are: intensity Ienh, orientation Oenh,
color Cenh, color opponency COenh, and motion conspicuity
Mc,enh.
The multi-spectral image is then segmented using the water-
shed transformation [14]. To apply the watershed, the gra-
dient of the multi-spectral image is obtained by combining
the gradients of texture (from orientation filter responses)
and the gradients of the enhanced conspicuity maps. This
approach allows obtaining a final gradient capturing all per-
ceptual edges in the input image. The processing is adapted
to local properties of the image, therefore, allowing suppres-
sion of the feature gradients in textures areas, but leaving it
unmodified in smooth regions [15].
The segmented regions are contributing, in a competitive
manner, to a region saliency map S in accordance with equa-
tion ( 11) representing the saliency of a region Ri at the cur-
rent hierarchical level h. A region’s saliency is determined
by its position factor, the sum of its contrast compared with
the neighboring regions, its shape, its orientation conspicu-
ity, and its motion conspicuity.
S(Ri) = Sr(Ri)
CBI(Ri)
=
CSR(Ri)OC(Ri)SI(Ri)MIr(Ri)
CBI(Ri)
(11)
where,
Contrast CSR(Ri) is the normalized mean color contrast
of a region with the surrounding regions, defined as
CSR(Ri) =
∑N−1
j=0 αi,j(
√∑
l∈{L,a,b}(∆µl(Ri, Rj))
2 −
Td), N the number of adjacent regions of Ri. αi,j is the
ratio of the length of the common boundary of Ri and
Rj , over the perimeter of Ri (αi,j =
Length(δRi∩δRj)
Perimeter(Ri)
).
The normalization factor Td is estimated as Td = µd−
σv, with µd the mean of the color differences Di’s, and
σv =
√
1/n
∑n
i=1(Di − µd)2 the standard deviation of
the n = k(k−1)
2
color differences between the k gener-
ated regions after the watershed segmentation [1]. In-
deed, regions, which have a high contrast with their
surroundings, are likely to be of greater visual im-
portance and attract more attention. For instance,
bright colors set against a more subdued background
are likely to draw the eye.
Orientation Conspicuity OC(Ri) is the orientation con-
spicuity defined as the mean output value of the steer-
able filter (4 orientations, 3 scales) over the pixels in
the region Ri, Area(Ri); OC(Ri) =
∑
p∈Ri Oˆp
Area(Ri)
; Oˆp be-
ing the normalized orientation map (at pixel p). In-
deed, orientation map is an important recognition cue,
here, it is also employed to describe region orienta-
tion information importance, and calculated as defined
in [3].
Shape Indicator SI(Ri) is a shape indicator expressing
the compactness of the region, defined as SI(Ri) =
perimeter(Ri)
Area(Ri)
. With this parameter, we try to find a
trade-off between articulated regions and more com-
pact regions of different sizes.
Prominent Motion Indicator MIr(Ri) is the prominent
motion indicator of region Ri. It is defined as the con-
spicuous motionMc =∑iW(Mi)+∑jW(Mj) with
i ∈ {up, down, left, right} and j ∈ {low,medium, high}.
With this parameter, we emphasize on moving objects,
compared to static objects. Also, we distinct signifi-
cant salient motion in the scene.
Compositional Balance Indicator CBI(Ri) is the com-
positional balance indicator [2]. Let gc(Ri) be the cen-
ter of gravity of region Ri; gc(R) the gravitational cen-
ter of all regions in the image with respect to their
saliency value and size, defined as
gc(R) =
∑regions Sr(Ri)Area(Ri)gc(Ri)∑regions Sr(Ri)Area(Ri) ; R′ the region
whose gravitational center is the nearest neighbor of
the symmetrical point of gc(Ri) with respect to the
midline of the image, this as a measure of overall con-
tent of the image. Then, if gc(R) ∈ Ri, CBI(Ri) =
||gc(Ri)−gc(R)||, otherwise CBI(Ri) = ||CSR(Ri)||+
||CSR(R′)||+ ||gc(Ri)−gc(R)||. If the salient region is
located near gc(R), we know that the larger CSR and
the nearer distance between its gravitational center
and the gc(R) region in the image is, the smaller CBI
of the region is, meaning the higher the possibility that
it will be a salient portion of the image frame. For the
second case, the higher CBI (high CSR(Ri) and high
CSR(R′)) shows that the image frame may balance
two or more elements encouraging our eye moving be-
tween these regions. If CSR(Ri) is high and CSR(R
′)
is low, than CBI will be lower, resulting in a higher
saliency compared to the previous described situation,
where both CSR(Ri) and CSR(R
′) are high.
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As such, saliency is guided by the overall content of
the image, represented inherently by the CBI factor.
The region with the highest saliency value S(Ri) is selected
as attention region (AR). Subsequently, the segmented im-
age is analyzed by a number of perceptual attributes based
on the mise-en-scene principles [2].
Starting from the salient attention region (AR), a saliency
driven perceptual grouping process of segmented regions is
proposed to obtain perceptually meaningful regions that con-
sist of uniform components. The goal here, is to create a
hierarchy among the gradient watersheds, hereby preserv-
ing the topology of the initial watershed lines and extracts
homogeneous objects of a larger scale. We apply the wa-
terfall algorithm [13] for producing the nested hierarchy of
partitions.
In our implementation of the waterfall algorithm, the saliency
measure of a boundary is based on a collection of energy
functions used to characterize desired single-region proper-
ties and pair-wise region properties. The single properties
include region area, region convexity, region compactness
and color variances within the region. The pair-wise prop-
erties include color mean differences between two regions
and edge strength. The saliency of the boundary between
two neighboring regions Ri and Rj :
E(R˜ = Ri
⋃
Rj |Ri, Rj) = E(R˜) + E(Ri, Rj) (12)
Where E(R˜ = Ri
⋃
Rj |Ri, Rj) is the cost of merging the
regions Ri and Rj , E(R˜) is the merged region property
(saliency) and E(Ri, Rj) the pair-wise property, respectively
defined as follows.
E(R˜) = Earea(R˜)
1
Ehom(R˜)
∑
c
Evarc(R˜)
(1 + |Econv(R˜)|)sign(Econv(R˜))
(1 + |Ecomp(R˜)|)sign(Ecomp(R˜))
E(Ri, Rj) = Eedge(Ri, Rj)ECMDif (Ri, Rj) (13)
A detailed description of these energy functions is presented
in [6].
Using these energy functions as region merging criteria, the
saliency driven perceptual grouping process results in the
formation of Active Object of Interest (AOOI), following
the procedure described in [6].
3. RESULTS
The proposed framework for automatic active-region deter-
mination has been tested in an image sequence of the Munich
train station provided by the Institute of microtechnology,
University of Neuchaˆtel, Switzerland. A time-window (N)
of 100 frames has been considered.
In order to assess our results, ”ground truth” events have
been defined by a specialized surveillance company, high-
lighted with ellipses in Figure 3. The following events have
been defined. For the train station sequence (Figure 3), the
Figure 3: The test sequence of Munich train station.
Figure 4: Change Point Detection - Batch version:
Activity measure, smoothed Activity measure and
detected change points.
person dressed in red, running in the middle of the hall in
frame 50; the two tall persons appearing in the scene in the
left bottom corner in frame 60 and 80; the person walking in
the middle of the hall in frame 90; the two persons reappear-
ing from behind a pillar in the middle of the scene in frame
30; the person dressed in black, reappearing from behind the
publicity panel near the stairs in frame 90.
In the following we illustrate the framework using the train
station sequence, using both batch and incremental event
detection strategies. Active objects of interest are only de-
termined using the online (incremental) change point detec-
tion mechanism.
3.1 Change-Point Detection
For the Change-Point Detection experiments, a polynomial
(Eq. 10) of degree m = 4 has been used, and the number of
points needed for the model fitting in each segment has been
set to p = 5. To facilitate the polynomial fitting procedure,
the activity signal, as formulated in Equation 9, is smoothed
with σ = 1.5 These values have been chosen empirically.
Figure 4 and Figure 5 show the obtained results using the
batch version.
Figure 6, and Figure 7 depict the results obtained using the
incremental version.
Comparing the results of Figure 7 and the ground truth of
Figure 3 one can notice that the proposed activity measure
and the proposed change-point detection algorithm allow
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1(22) 2(33) 3(43)
4(55) 5(71) 6(83)
7(90)
Figure 5: Change-Point Detection - Batch version:
Key-frames and associated active-quadrant. Below
each image the frame number is indicated between
brackets.
Figure 6: Change-Point Detection - Online version:
Activity measure, smoothed Activity measure and
detected change points.
detecting the main events in the image sequence.
3.2 Active Salient Object of Interest Determi-
nation
The proposed region-oriented visual attention based mech-
anism to determine and extract active objects of interest,
as described in Section 2.4 has been applied to the selected
quadrants in the detected key-frames, as illustrated in Fig-
ure 7. Figure 8 depicts the extracted active objects of inter-
est.
One can notice that the segmentation process produces mean-
ingful regions, following the shape of the perceptual object.
Moreover, comparing the detected image frames (quadrants)
and the extracted active salient regions to the visually se-
lected events (Figure 3), one can notice that the proposed ac-
tivity detection module with online event detection method
selected (a) the running person with red jacket, (b) the two
persons appearing in the scene at the left bottom, (c) the
1(10-15) 2(17-28) 3(28-35)
4(37-46) 5(44-55) 6(56-63)
7(62-73) 8(62-73) 9(72-82)
10(72-82) 11(81-84) 12(81-84)
Figure 7: Change-Point Detection - Online version:
Key-frames and associated active-quadrant. Below
each image the winning frame number is indicated
between brackets, followed by the time point of de-
tection of the change point.
1(10-15) 2(17-28) 3(28-35)
4(37-46) 5(44-55) 6(56-63)
7(62-73) 8(62-73) 9(72-82)
10(72-82) 11(81-84) 12(81-84)
Figure 8: The extracted active objects of interest in
the detected key-frames.
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person near the elevator as well as (d) the two persons reap-
pearing from behind a pillar in the middle of the scene.
4. CONCLUSIONS
In this paper we addressed the problem of activity detection
in cluttered scenes. We proposed a new region-based spa-
tiotemporal attentive mechanism. The main contributions
of this work include: (i) the definition of a spatiotempo-
ral activity measure; (ii) the use of general approaches to
change-point detection, i.e. event detection that do not re-
quire training; (iii) the development of a region-based focus
of attention mechanism integrating spatiotemporal features.
Comparing the results of the proposed framework with vi-
sual event (change-point) detection by humans gives promis-
ing results.
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ABSTRACT
Parliamentary debates are an interesting domain to apply
state-of-the-art information retrieval technology. Parliamen-
tary debates are highly structured transcripts of meetings of
politicians in parliament. These debates are an important
part of the cultural heritage of countries; they are often free
of copy-right; citizens often have a legal right to inspect
them; and several countries make great effort to digitize
their entire historical collection and open that up to the
general public. This provides many opportunities for the IR
community.
In this paper we analyze the structure of the parliamen-
tary proceedings and sketch a widely applicable DTD. We
show how proceedings in PDF format can be transformed
into deeply nested XML. We call this process “exemelifica-
tion”. Having the proceedings in XML makes a wide range
of applications possible. We elaborate on four of these: entry
point retrieval, advanced content and structure search; au-
tomatic creation of tables of contents and hyperlinked navi-
gation menus; large savings on storage space and bandwidth
for scanned documents.
Categories and Subject Descriptors
H.4.m [Information Systems]: Miscellaneous; D.2 [Software]:
Software Engineering
Keywords
XML, Semi Structured Data, Democracy, Information Re-
trieval, Information Extraction
1. INTRODUCTION
Parliamentary proceedings are an interesting set of data to
apply state-of-the-art information retrieval technology. Par-
liamentary proceedings are written records of parliamentary
activities containing a wide range of document types. In this
paper we only discuss notes of meetings of parliament. As
with all meeting notes, these records have the purpose to
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store the content of the meeting. They have varying degrees
of detail. Currently in most Western democracies it is com-
mon to transcribe everything that is being said, keeping the
content, but making it grammatically correct and pleasant
to read.
We list a number of characteristics which make these doc-
uments of special interest to the IR community:
• large historical corpora; For example, in Holland all
data from 1814 will be available in 2010, at the time
of writing it is available since 1974; for the Flemish
parliament all data since 1971 is available in PDF; the
British Hansard archives have all parliamentary min-
utes since 1803 available in XML.
• documents contain a lot of consistently applied struc-
ture which is rather easy to extract and make explicit;
• transcripts of meetings might be accompanied by au-
dio and video recordings, creating interconnected mul-
timedia data [13];
• data integration issues and opportunities [8, 4, 9] both
within one country (collections from different periods,
in different formats, styles, language, . . . ), and across
countries (Cross-lingual IR);
• natural corpus for content and structure queries, com-
bining keyword search with XPath navigation and se-
lection [6, 11];
• natural corpus for search tasks in which the answers
do not consist of documents: expert or people search
[1], video search1 and entry point retrieval [14].
From this list, this paper treats the information extraction,
data integration and entry-point retrieval aspects. The pa-
per is organized as follows: Section 2 describes the structure
of parliamentary meetings and formalizes it in a DTD. Sec-
tion 3 describes the techniques used in the exemelification
process. We discuss four benefits of exemelified data in Sec-
tion 4 and conclude in Section 5.
A search engine containing all Dutch parliamentary data
from 1984 till May 2008 is built and can be used at http:
//www.polidocs.nl. The corpus of over 80.000 XML files
is avaliable for research on request.
1As done in the TRECVID workshop: http://www-nlpir.
nist.gov/projects/trecvid/
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2. STRUCTURE OF PARLIAMENTARY PRO-
CEEDINGS
Notes of a formal meeting with an agenda (e.g., business
meeting, council meeting, meeting of the members of a club,
etc) are full of implicit structure and contain many common
elements. The notes of meetings with a large historical tra-
dition, like parliamentary debates, are in a uniform format
which fluctuates little in time. This makes these notes very
well suited for text-mining.
Up to our knowledge there is at the time of writing no
DTD or markup language for meeting notes available2.
Transcripts of a meeting contain three main structural
elements:
the topics discussed in the meeting (the agenda);
the speeches made at the meeting: every word that is be-
ing said is recorded together with 1) the name of the
speaker, 2) her affiliation and 3) in which role or func-
tion the person was speaking;
non verbal content or actions These can be:
• list of present and absent members;
• description of actions like applause by members of
the Green Party ;
• description of the outcome of a vote;
• the attribution of reference numbers to actions or
topics;
• and much more.
The analogy with the structural elements in theatrical drama
is striking: scenes, speeches and stage-directions are the the-
atrical counterparts of the three elements just listed. These
are prominent elements in the XML version of Shakespeare’s
work.3 The close relation between politics and drama is an
emerging theme in political science, see e.g., [5, 3].
These elements are structured as follows:
meeting −→ (topic)+
topic −→ (speech | stage-direction)+
speech −→ (p | stage-direction)+
p −→ (#PCDATA | stage-direction)*
stage-direction −→ (#PCDATA).
All elements contain metadata stored in attributes. The
British digitized debates from 1803 till 2004 are available in
XML4 and basically have this structure.5
2The DTD of the XML versions of the British Hansard is
effectively just a container to store the text, and not suitable
as a genuine model of meeting notes.
3http://metalab.unc.edu/bosak/xml/eg/shaks200.zip
One of the referees pointed out the well-documented
DTD for drama which is part of the TEI guidelines
for text markup (http://www.tei-c.org/release/doc/
tei-p5-doc/en/html/DR.html). This DTD is a good
starting point for modelling, but for our purposes both too
general and too specific.
4http://www.hansard-archive.parliament.uk/
5The structure though is flat instead of nested as it is here,
which makes retrieval quite cumbersome. For instance, to
retrieve all text spoken by MP X we must collect all follow-
ing siblings of the member element which contains the name
X which come before the next member element. We note
that this is an example of an until-like query which is not
expressible in Core XPath 1.0 [10].
Within the Dutch proceedings however there is an in-
termediate structural element —the block— which distin-
guishes the theater drama from the political debate. In
Dutch parliament, the debate on each topic is organized as
follows: each party may hold a speech by a member stand-
ing at the central lectern; other members may interrupt this
speech; the chairman can always interrupt everyone. Most
often, when all parties had their say at the central lectern,
a member of government answers all raised concerns while
speaking from the government table and again he or she can
be interrupted. In most cases this concludes a topic, but
variations are possible and occur (e.g., several members of
government speaking or a second round of the whole pro-
cess).
The block is an important debate-structural element be-
cause it indicates who is being attacked by the interrupters.
Thus for the Dutch situation the DTD becomes
topic −→ (block)+
block −→ (speech | stage-direction)+
If this block structure is not present in meeting notes, then
each topic will have exactly one block child. Thus both types
of meeting fit this DTD.
Note. For presentation purposes, the DTD presented here
is the core of the model. The DTD actually used contains
additional elements and attributes for storing all kinds of
metadata. Up till now, DTD is expressive enough for the
structure that we want to capture. But we need the possi-
bility of XML Schema to constrain data-types like dates.
Figure 1 contains a visualization of a one-topic debate
which uses the block structure and which is created with
an XSL-stylesheet from the XML. Each row stands for one
block and each vertically positioned mouth stands for one
speech. The size of the mouth is proportional to the length
of the speech measured in number of words. The speaker
on the central lectern has the red mouth, the interrupters
have a blue mouth. Interruptions by the chairman are not
shown.
We end this section with two more observations on inter-
esting structure in debates, also visible in Figure 1:
1. Blocks consist either of one uninterrupted speech or
they have the form (red,blue)+,red, that is a se-
quence of pairs of speeches by the central speaker and
an interrupter ended by the central speaker.
2. Zooming in on a block, if A is the speaker at the lectern
and B,C,D are the ones interrupting A, then blocks very
often look like (AB)+(AC)+(AD)+A, i.e., a sequence of
small conversations with different members with A hav-
ing the last word.
Debates in the Dutch parliament are governed by a set of
written regulations and a set of unwritten codes. Both ob-
servations above are instantiations of unwritten codes. The
first of the rule that the speaker at the lectern always has
the last word. The second of the rule that a member of par-
lement can only have one block of interruptions of a member
at the central lectern. See [15] for these rules. Another rule
is that someone may only interrupt another 3 times in a
row. So according to these unwritten codes the second reg-
ular expression should be (AB){1,3}(AC){1,3}(AD){1,3}A
and none of B,C,D should be equal.
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Formalizations of these written and unwritten rules in
terms of regular expressions, and using these to find vio-
lations is an interesting open direction of research.6
This internal structure of blocks can be used to create
high-level overviews of debates which show who attacks who
and which can be used for navigation. We present an exam-
ple in Section 4.3. The regular expression which best fits or
describes a block can be obtained by the algorithm which
induces DTD’s from a set of example XML-files described
in [2].
3. EXEMELIFICATION: FROM FLAT PDF
TO DEEP XML
Figure 2 gives a good indication of the mappings created
in the exemelification process. The following technique is
used. First we extract the text from the PDF using the
open source program pdftohtml7 with the -xml option. This
yields an XML file with for each line of text four coordi-
nates which indicate the bounding box of that text. Multiple
columns are detected and preserved. Some font and layout
information is preserved but not all. The XML structure is
simple and flat:
root −→ (page)*
page −→ (text)*
text −→ (#PCDATA,b,i)*
On these XML files we use patterns written as regular ex-
pressions to add special empty XML elements on places
where in the final file an XML element needs to be opened.
For instance, the 2 is replaced by <blockstart/>. A phrase
like
Mevrouw Swenker (VVD):
is replaced by
<speechstart speaker=’Swenker’ party=’VVD’ . . . />,
with the . . . containing additional information.
The result of this search and replace process is again a
well formed XML file with a similar flat structure as before.
In the last step we perform a cascade of groupings starting
with the elements which need to be most deeply nested:
the paragraphs p. XSLT 2.0 has a very useful command
for this task: xsl:for-each-group. This command, new in
XSLT 2.0, replaces the so-called Muenchian method which
was needed in version 1.0 of XSLT [7].
4. APPLICATIONS OF THE XML STRUC-
TURE
We describe four applications of the XML structure. None
of these is possible when working with the PDF data. They
are entry point retrieval and the use of permalinks, com-
plex content and structure queries, automatic creation of
tables of contents and navigation menus and finally savings
on bandwidth.
6We have found such violations with Dutch members of par-
liament who have a new debating style like Wilders and Ver-
donk.
7http://pdftohtml.sourceforge.net/
4.1 Entry point retrieval and permalinks
The most natural answer unit in a retrieval system for
parliamentary debates is the speech. The result page after a
keyword query then will be a ranked list of items consisting
of
• the name of the speaker,
• her party,
• a photo of the speaker,
• the date of the speech
• a relevant text snippet of the speech,
• a hyperlink which points to the anchor attached to the
speech within a debate, and
• a hyperlink to the original PDF source.
This is how it works in the UK on the site http://www.
theyworkforyou.com, on the site of the European Parlia-
ment, and also in the retrieval engine that we built for the
Dutch data http://www.polidocs.nl, see Figure 3.
Though natural, this notion of answer is by no means
standard for parliamentary retrieval systems. The search
systems of the German and Flemish parliaments return the
proceedings of one day. These can be PDF files with two
columns of up to a 100 pages. In the Netherlands, the situ-
ation is even more complex:
• proceedings before 1995 are available at http://www.
statengeneraaldigitaal.nl/. The answer unit is the
proceedings of a complete meeting;
• proceedings after 1995 are available at http://parlando.
sdu.nl/cgi/login/anonymous. The answer unit roughly
corresponds to one topic. It is indeed roughly as top-
ics almost never start at the top of a page nor finish
at the bottom of a page, and the PDF documents at
Parlando are divided into overlapping sets of pages;
• preliminary proceedings are available at http://www.
tweedekamer.nl/. Search is not really possible on this
site. Preliminary proceedings are available in HTML
which is shown together with a navigation menu which
contains the same topic–block–speech hierarchy as de-
scribed in Section 2.
During the transformation from PDF to XML we add a
unique anchor ID to every speech. This anchor together
with the number of the document given by the parliament
constitutes a unique permanent reference to each speech.
The permanent hyperlinks (permalinks) for each speech
made in parliament have many applications besides making
entry point retrieval possible. Examples are easy referenc-
ing in emails, weblogs and even scientific papers. Perma-
links also stimulate third party development of websites (like
mashups) based on this data.
4.2 Complex content and structure queries
The explicit XML structure allows one to formulate infor-
mation needs using natural XPath, XQuery, XSLT or NEXI
[6, 11] expressions. We illustrate this by some examples:
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Figure 1: High-level visualization of the first part of the debate on the protection of Hirsi-Ali. Original avail-
able at http://www.geencommentaar.nl/parlando/index.php?action=doc&filename=HAN8183A16. The first speaker on
the lectern is Halsema who is interrupted by Van Haersma Buma, Verdonk, Griffith, Van der Staai and
Wilders, in that order. Only the first time a speaker interrupts, her name is shown.
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Figure 2: Example of the mapping from the description of a debate in PDF to the version in XML. Note
how the start of a new block is indicated by a 2 (mapping indicated in yellow).
Figure 3: Answer snippet from result list: photograph of the speaker linking to his bio, logo of his party, a
link to the official PDF source, the first 100 characters of his speech and a link to the speech.
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• give speeches about Islam from debates about immigra-
tion can be formulated as the NEXI query
//topic[about(.,immigration’)]//
speech[about(.,’islam’)].
• give all speakers who interrupted Geert Wilders during
the Islam debate can be formulated in XPath 1.0 as
//topic[@title=’islam’]//block[@speaker=’Wilders’]
//speech[@speaker != ’Wilders’]/@speaker.
• give a list of these speakers together with their number
of interruptions ordered by that number is expressed
in XQuery or XSLT using the above XPath expression
and the fn:count() function.
• Create a cross table of speakers at the lectern and their
interrupters and list the number of interruptions in
each data cel is a typical task for XSLT. The result for
the Algemene Beschouwingen on September 17 2008,
containing 624 speeches in one debate, is reproduced
in Figure 4.
Based on experience with bachelor information science stu-
dents we claim that it is easier to formulate such complex
queries in XSLT directly on the original XML files than to
state them in SQL on a relational representation of a debate.
4.3 Automatic creation of tables of contents
and navigation menus
The notes of a one day meeting of Parliament tend to be
quite long, typically between 50 and 100 pages two column
PDF. Within the current search engine at
www.statengeneraaldigitaal.nl these are the documents
returned to users. Unfortunately these documents do not
contain a table of contents listing the topics discussed in a
meeting. But even if such tables would be available in PDF
they would be of little help when browsing these documents
on a computer because they do not contain hyperlinks.
Since the topics are explicit elements in the XML version
of the data it is straightforward to automatically generate a
hyperlinked table of contents for each document. This can
be done with XSLT.
Even one topic can be quite long. For instance, the meet-
ing of September 18, 2008 took the whole day, consisted of
624 speeches with a total of 74068 words, all within one
topic. Fortunately the block structure can be used to break
up this large chunk of text. In fact the debate timelines in
Figure 1 are navigation menus: each mouth contains a hy-
perlink to exactly that part of the proceedings which record
the speech represented by the mouth. Again this is possible
due to the added anchors.
4.4 Savings on bandwidth
The Dutch parliamentary data from before 1995 was only
available in printed form. Within the StatenGeneraalDigi-
taal project of the Dutch Royal Library this data is scanned
and OCR-ed, resulting in complex PDF documents consist-
ing of facsimile images of every page, the OCR-ed text and
a mapping from each word to its position on every page.8
Such files can be enormous in size. For instance, the pro-
ceedings on http://resolver.kb.nl/resolve?urn=sgd:mpeg21:
8See http://www.statengeneraaldigitaal.nl/
backgrounds.html for extensive information on the
digitization process (in Dutch).
19851986:0000761 are 72 pages PDF. The size of this file
is 24 Megabyte. The same proceedings in XML is less than
.5Mb. We experimented with reducing the size with gzip:
the PDF became 23Mb and the XML was reduced to 156Kb.
This is 0.65% of the size of the original PDF.
Preliminary experiments show that using XSLT and La-
TeX the original format of the proceedings can be produced
with very good layout accuracy and very fast. The result-
ing PDF is again less than .5Mb. Producing this PDF
from the gzipped XML can even be done at query time:
on a standard Linux box this process took less than 1.5
seconds real time. For detailed information on this experi-
ment see http://ilps.science.uva.nl/PoliticalMashup/
2008/10/trading-space-for-time.
Thus large savings in bandwidth and storage space be-
come possible. We must note that the XML version is based
on OCR-ed data and contains quite a few OCR errors. Of
course these come back in the PDF created from the XML
source. Repairing such mistakes automatically has been
done with promising accuracy by Martin Reyneart using his
TICL technique [12].
We believe that the facsimiles need to be available as the
ultimate source but that in a search and browse interac-
tion process with the data the alternative, much smaller,
version based on the XML is preferable. Users get results
faster, they get clean hyperlinked files, and they use much
less bandwidth. Once a user knows exactly which document
she wants to consult, the large facsimile PDF can be down-
loaded.
5. CONCLUSIONS
We have shown that text extraction from Parliamentary
proceedings based on regular expressions and XSLT is feasi-
ble, scalable, possible on both digital and scanned data, and
leads to numerous benefits.
We stress that this extraction process is transparent, re-
peatable and independent of any software or hardware be-
cause we only use declarative programming languages with
a well described semantics. This means that when the ex-
traction scripts (which are themselves XML files, since it
is XSLT) together with a copy of the XSLT reference [7]
are stored together with the original digitized data in a safe
place, it is in principle always possible to recreate the XML
versions we have described here.
Several parliaments are digitizing their complete historical
data. We are aware of efforts in the UK, Ireland, Australia,
and the Flemish Parliament. Our DTD is general enough
to fit all these proceedings. This opens the possibility of
creating a huge integrated multi-lingual XML repository of
parliamentary proceedings. Such a repository will facilitate
comparative parliamentary (historical) research.
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ABSTRACT
As part of the long-term EUREGIO MRSA-net project a
system was developed which enables health care workers and
the general public to quickly find answers to their questions
regarding the MRSA pathogen. This paper focuses on how
these questions can be answered using Information Retrieval
(IR) and Natural Language Processing (NLP) techniques on
a Frequently-Asked-Questions-style (FAQ) database.
Keywords
Information retrieval, question-answering, linguistic process-
ing, performance evaluation.
1. INTRODUCTION
Methicillin-Resistant Staphylococcus aureus (MRSA) is a
strain of pathogens that is resistant to common antibiotics
and is therefore hard to combat. It forms a significant threat
to people with a weakened immune system.
The MRSA web-portal was developed to provide informa-
tion to health care workers and the general public regarding
MRSA. It is actively used by several Dutch and German
hospitals and also publically accessible1. This research has
been conducted to support this portal.
The underlying databases consist of a set of reference
questions that have been collected by a field investigation
and answers to these questions written by expert micro-
biologists [22]. The web-interface enables users to browse
through the questions categorically and has a search textfield
in which users can enter a query. This research focuses on
providing the underlying functionality for this textfield as a
component named the MRSA-QA system.
The system utilises four domain-bound question-answer
sets: Dutch/Professional, Dutch/Public, German/Professio-
nal, and German/Public. The two sets tailored for the pro-
fessional domain each consist of about 160 pairs whereas the
1http://www.mrsa-net.nl/, http://www.mrsa-net.nl/de
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two sets geared towards the general public consist of approx-
imately 220 pairs. The questions can be viewed as perfect
indices to the answers resembling the set-up of a FAQ [5].
The domain of MRSA-QA is clearly demarcated and can
be classified as a Restricted Domain Question Answering
(RDQA) system [7]. The underlying database is explicitly
structured. The answers consist of several fields: a title,
short guideline, instruction video, long comments section,
sources, examples and additional keywords. Semantic in-
formation is represented via links in the database implicitly
such as categorisation, connections between questions and
answers, and links between answers and other relevant an-
swers. The system should be able to adjust to new data,
since the database can change and grow over time.
The problem can be stated as: given a query in the form of
a question or a set of keywords, the system has to display a
list of appropriate answers ranked by relevance in descend-
ing order. Based on this problem statement the research
question can be phrased as follows:
‘How can the user be provided with the most appropriate
answer(s) for his or her query within the restricted MRSA
domain given the available structured MRSA corpus?’
This paper focuses on answering that question by looking
at and evaluating a range of techniques using the contents of
the MRSA corpus. While the results are corpus specific, the
methods used are generic and likely to be useful for other
RDQA systems.
2. DATA
Separate datasets exist for each domain (Professional and
Public) and language (Dutch and German) combination. So,
there are four in total. All of these are stored in databases
exhibiting the same structure, shown in Figure 1.
Starting at the top: the categories table clusters related
questions for example all questions that have something to
do with treatment or discharge. Each question can belong
to one or more categories and points to one answer in the
database. Answers can be pointed to by one or more ques-
tions and each answer may point to other related answers
thereby establishing semantic links.
The answers contain the most information that can be
exploited for indexing and matching in the form of fields.
The title field of the answer is usually a reformulation of
a related question. The guideline and comment fields are
the most relevant for matching, since they contain the most
free-form text with content that actually answers a question.
Sources and examples are less relevant fields. Both of them
contain mostly links to external documents with more clari-
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Figure 1: Structure of an MRSA database (diamonds represent
one-to-many (black/white) and many-to-many (white) relations).
fication and are of use only when a relevant answer is being
displayed. The keywords field contains a list of non-obvious
keywords related to this answer and as such conveys addi-
tional semantics. The instruction video refers to non-text
data. Hence, it will not be considered further.
Based on the data characteristics, we define a document
within the MRSA-QA system as follows:
‘A document consists of the title, guideline, comment and
keywords of an answer plus the texts of all questions that
refer to the answer.’
3. TECHNIQUES
Three categories of techniques can be distinguished: pre-
processing techniques affecting the indexing and matching
process, the ranking techniques and post-processing tech-
niques which also affect the ranking process, but do not
require any additional operations while indexing. The per-
formance of six pre-processing techniques, two ranking tech-
niques and three post-processing techniques was investigated.
This section briefly explains each of the techniques.
3.1 Pre-Processing Techniques
McNamee & Mayfield and others report increases in match-
ing performance using character n-gramming. In this tech-
nique a window of n characters is slid across a document.
A snapshot is made of the characters that are visible in
each position and used as index. There are two different ap-
proaches: n-gram each word in the text individually, called
within-word character n-gramming, or also slide across the
word boundaries in the text, called between-word charac-
ter n-gramming. We chose for the latter approach, since it
properly captures inter-word relations [8, 12].
The example presented in Table 1 provides some intuition
for n-gramming. The value for n that was used is four. First
the input document is padded with n−1 spaces on both sides
(so all character sequences are properly captured). After this
a window of length four is slid across the padded input text
Table 1: Character n-gramming (spaces shown as underscores).
Padded Input: t h e f o x
t t h t h e t h e h e f
e f o f o x f o x o x x
and all snapshots are recorded as shown in Table 1.
This process is applied to all documents in the corpus
while indexing and on the query as well. The index thus
becomes huge, since there are k − n+ 1 n-grams for a doc-
ument with k characters. Padding adds another constant
2 · (n− 1) to this. This is the primary argument against
using n-grams, since such large indices adversely affect per-
formance. For this method a value for n of five was used for
both Dutch and German languages. We will show later why
this is an optimal choice. Note that we use the n-grams as
replacement of the original words they were derived from.
Word n-gramming bears much resemblance to character
n-gramming. Here instead of regarding characters as the
most atomic unit, words are used. While word n-gramming
also leads to a larger indexing table with respect to bag-of-
words indexing, the size increment is clearly not as big as
with character n-grams. A value of n of two was determined
to be the most optimal by experiment [8].
Decompounding is the process where a compound word is
taken and broken into its individual components. A com-
pound word consists of two or more words that can also be
used individually. These are glued together in the compound
to form a new or related meaning. Both Dutch and German
are languages in which compounding is common. Two dif-
ferent approaches have been tested. One that breaks com-
pounded words in the shortest possible units (Decompound-
ing S) and one that breaks them into the longest possible
units (Decompounding L). Wordlists were used that were
available for both the Dutch and German language. These
are wordlists that are installed by default on modern UNIX
systems; respectively wdutch that follows the 1996 Dutch
spelling and wngerman that follows the 1998 German new
orthography spelling. The decompounding engine adds the
component parts of decompounded words to the index for
each document. The same is done at query-time [3, 6].
Words can also be reduced to their stem form. This proce-
dure removes inflection from words, as in changing ‘walking’
to ‘walk’. It also transforms derivatives to their root, as in
stemming ‘national’ to ‘nation’. For finding the stem of a
word the Porter stemmer was chosen. Both the unstemmed
word form and the stemmed variant are added to the index
and the query [1, 8, 14].
Remember that the documents are constructed based on
several fields. These are: title, guideline, comments, key-
words and the texts of the referring questions. While nor-
mally these fields are simply combined into one document,
field weighting uses a different approach and assigns a weight
to each individual field. For example: when a keyword in a
query is found in a document title it has a bigger influence
on the final document rank than when the same keyword
appears in the comment section of that document. We call
this field weighting. Suitable weights were determined by
experiment. Weight pre-multiplication was done during the
indexing phase. This method does not require extra calcu-
lations during query execution and ranking time.
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Table 2: Categorical clustering.
Rank 1 2 3 4 5 6 7 8 9 10
Document a b c d e f g h j k
Category 2 2 2 2 5 4 3 7 6 2
Finally, word relation expansion considers all words in a
document and all words in a query and finds synonyms for
each of them. Of course those synonyms also in turn have
synonyms, but only one level of depth is used. All that is
done is adding extra synonym words at the end of each docu-
ment and at the end of a query as well. Those synonyms are
extracted from EuroWordNet. Note that the German Word-
Net is only about one third the size of the Dutch WordNet.
This somewhat impairs performance for German [10, 23].
3.2 Ranking Techniques
For the basic ranking process initially mostly tried and
tested techniques were chosen like term frequency / inverse
document frequency (tf ·idf) combined with the vector-space
model (vsm). We later experimented with Okapi Best Match
25 (BM25). We chose for these techniques since they are
well understood and provide a solid foundation for a pro-
duction system [16, 17, 18, 20].
3.3 Post-Processing Techniques
One of the interesting properties of the database is that
all questions are categorised. Implicitly each answer can
also belong to several categories, since an answer can be
referred to by one or more questions. Thus, each document
belongs to one or more categories. This characteristic can
be exploited. The idea behind this approach is to look at
the representation of the categories within the result list
after executing a query. Imagine that there is a list with ten
results with categories as displayed in Table 2. The first four
documents and the tenth document belong to category two
(the simplifying assumption that each document belongs to
only one category is made).
Since category two is so strongly represented in the result
set, document k that is now in position ten might actu-
ally better be in position five. This intuition is precisely
what categorical clustering tries to capture. If a category is
strongly represented in the result list, with respect to the en-
tire dataset, the documents that also fall in that category are
pushed up. To achieve this first the representation strength
of each category is determined based on the entire database.
The formula is similar to idf, but applied to category counts:
icf (c) =
#D
# {d | (d, c) ∈ D} (1)
where D is the set of all documents in the entire database
and their category. Finally, recalculating the scores is done
as follows:
score2 (d) = score (d) ·
X
c∈Cd
icf (c) (2)
where score (d) is the original strength of document d and
Cd is the set of all categories document d belongs to.
Besides categories, the MRSA corpus also contains links
between answers. Each document contains a list of refer-
ences to other documents that might also be relevant. To
Table 3: Referential clustering.
Rank Weight Reference
1 10 → 6
2 8 → 6
3 6 → 6
4 4 → 7
5 2 → 8
6 1 → 9
exploit this, we take the same approach as with categori-
cal clustering: first a query is executed as usual and then
the result list is examined and re-ranked. The references
to other documents in the top N documents in the result
list are collected. After that all documents in the list are
reweighted based on the frequency in which they appear in
this collection of referred documents.
Let us look at the example in Table 3 which shows a re-
sult list consisting of six items. The sixth item with weight
one falls just outside of the top five. Notice that document
one, two and three all carry a reference to document number
six, this is called a referential cluster. Reweighting proceeds
by simply multiplying the score of document six by three
which yields 1 · 3 = 3. Hence, the document in position
five with score two is pushed down in the result list and re-
placed by the document in position six. Hence, a document
in the result list which is indicated to be relevant by the top
of the list has been pushed up. Of course, only the top N
documents should have influence on pushing up other docu-
ments. A value of N of 5 was determined by experiment. In
addition to this the frequency of appearance in the referring
document list is dampened by the log function which results
in more conservative multiplication behaviour (this is not
applied in the example).
To formalise we first calculcate the frequency of appear-
ance of a document d within the references:
frequency (d) = # {r | (r, d) ∈ R5} (3)
where R5 is the partial rank list consisting of the first five
ranks r and their reference(s) d. R5 can actually contain
more than five pairs in case of multiple references at the
same rank.
The actual reweighting now proceeds as follows:
score2 (d) = score (d) · f (frequency (d)) (4)
where score (d) is the original weight of document d and f
is a monotonous function. We used the non-linear: f (x) =
log2 (max (x+ 1, 2))). The formula ensures that only doc-
uments that are referred to multiple times can affect the
ranking. Rescoring is performed over the entire ranked list.
Latent Semantic Indexing (LSI) is a dimensionality re-
duction method capable of finding semantic relations. Un-
fortunately it increases recall and tends to decrease precision
which is the opposite of what is desirable for the MRSA-QA
system. It is also of less use when the corpus is homogeneous
and is computationally expensive. A cheaper method with
similar capabilities is blind relevance feedback. Each docu-
ment in a result set contains many more words than only the
words in the query. This can be exploited by adding the top
M most frequently occurring terms in the top N documents
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in the ranked list to the original query and re-executing the
search with this newly expanded query. So, each time a
query is posed to the system two passes are made: one to
determine the initial ranked result list and extract the top
terms, and then another with the expanded query. For the
number of documents N a value of at most2 three was cho-
sen for selecting the M top terms. The value of M was set
to five. An extra constraint was added so only terms of at
least length four are used. This is to avoid selecting smaller
non content-words, such as articles [11, 12].
4. EVALUATION
4.1 Sets & Metrics
For evaluation purposes several sets of queries were cre-
ated by hand. Every set has the following characteristics:
For each query the most relevant document is indicated. For
each document in each of the databases there is at most one
query in a single set, but there may also be no query. Nev-
ertheless, most sets contain queries for nearly all answers in
the associated database. The difference between the eval-
uation sets is in the word usage in the queries: each set
contains a different ‘wording’ which attempts to retrieve the
same answer. An example:
Example 1. Ways to retrieve document number 64, in
the evaluation set, concerning ‘how many times someone can
acquire MRSA’ (English translations shown in upright font).
hoeveel keer MRSA
how many times MRSA
risicofactoren infecties
risk factors infections
hoe is het mogelijk om vaker MRSA te krijgen?
how is it possible to acquire MRSA multiple times?
hoe groot is de kans dat infectie vaker optreedt?
how big is the chance that the infection re-occurs?
The first two queries shown are keyword queries, while the
last two are question queries. For the final evaluations eight
sets for each domain / language combination were used, four
with keyword-based queries and four with question-based
queries. Note that not all sets cover all documents in the
database. They were weighted respective to their size for
computations involving averages and deviations. All com-
bined over 6000 queries were executed for every evaluation
run. The assumption is made that the queries in the sets are
somewhat representative of the queries posed by ‘real’ users
of the system. It is difficult to give any guarantees regard-
ing this, especially since the evaluation sets are based on the
answers that are present in the databases (they are based on
the answers that the system should be able to provide). Real
end-users might come up with radically different phrasings.
Also, closed domain systems are usually faced with longer
queries on average than open domain systems. Usually the
average query length is about five terms per query. This
trait is also present in the evaluation query sets, which gives
a positive indication of their representativity [13].
When a query is executed the system generates a list of
documents that are sorted according to their presumed rel-
evance. For measuring how well the system performs it is
necessary to define what is considered to be a good list of
2Depends on the size of the result list.
returned documents. Note that for any single query that is
executed three types of document may be returned: zero or
one most relevant document, zero or more other documents
that are partially relevant and zero or more irrelevant docu-
ments. Armed with these concepts the definition of what the
system should do is: The most relevant document should be
at position 1 in the list. All other n partially relevant doc-
uments should populate position 2 up to n + 1. In the
evaluation sets the most relevant document is indicated ex-
plicitly and the partially relevant documents are those that
the most relevant document refers to.
For expressing the position of the most relevant document
the Mean Reciprocal Rank (MRR) was used. Mean Av-
erage Precision (MAP) and Mean R-Precision (MRP) are
used for measuring the presence of other relevant documents.
They measure precision and recall, but are in fact highly
correlated as they both estimate the area under the recall-
precision curve. Hence, they should show similar results
during evaluation. A non-rank related performance measure
was also used, namely the time it takes for a single query
to execute. Significance testing was performed using one-
tailed paired unequal variance t-tests. We recognise that
these tests make assumptions about the shape of the data
which might not necessarily hold, but we believe that the
resulting alpha values can still be compared [2, 4, 13].
4.2 Baseline
From here on forward an implementation of a technique
will be referred to as an engine. The theoretical techniques
as explained in this paper provide the blueprints for these
practical implementations.
For evaluating the effectiveness of the techniques described
previously, we need some sort of baseline to compare against.
Six candidate baseline engines were developed. All of these
engines use a basic bag-of-words approach. The difference is
in the weighting method that is used. Note that as part of
standard pre-processing all documents are stripped of any
mark-up tags they may have. Also, words are lowercased
and stripped of diacritical marks. Words consisting of only
one character, or that do not include alphanumeric charac-
ters, are ignored. If a query is entered the documents in
which at least one of the words in the query appears, which
is determined by looking at the index, become part of the
resulting set of documents. After this the frequencies of the
words are used to assign a score to each document and turn
the set of selected documents into a ranked list.
Roughly there are two approaches that have been evalu-
ated. The first works by treating both query and documents
as vectors also known as the vector-space model. There are
three such vector-based baseline engines: Vector, Vector Log
and Vector Normalised Log. The idea behind all of them is
the same. They differ only in the variants of the function
that they apply. All of them performed quite poorly in com-
parison with the other methods that were tried [11, 18].
The other approach is conceptually simpler and works by
summing the scores of each document on each individual
query term. Three variants of this were also tried, namely
Additive, Additive Log and a self-developed approach. Sta-
tistical tests were performed to determine which of the six
engines performed best. Based on the MRR the Additive
and self-developed variants scored best. While the latter is
faster than the normal additive method it was not chosen
since it was not tested outside the MRSA corpus.
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Two variants of the Additive approach were used, one em-
ploying the basic tf · idf formula (shown in equation 5 where
d is a document and wk is a query term) and the other (at
a later stage) employing Okapi BM25 [15, 16].
score (d) =
nX
k=1
tf (d,wk) · idf (wk) (5)
4.3 Individual techniques
First, we need to select techniques based on their per-
formance increment over the baseline. We report the aver-
age performance and deviation over four keyword evaluation
sets and four question evaluation sets. The numbers in the
tables shown are for the Dutch professional database us-
ing tf · idf scoring. Colours (shades) and arrows are used
to indicate performance increment M (green) or decrement
O (salmon) over the baseline (blue) . All numbers are rounded,
so even if a performance number seems exactly the same as
the baseline, it may still differ to the right of the last rounded
digit. For the referential clustering engine the same data is
used as for calculating the MAP and MRP scores which
makes the increase in these values optimistic for this engine.
Hence, those fields have been coloured NH (pink) in the var-
ious tables.
Table 4 shows that character n-gramming, decompound-
ing and stemming positively affect the MRR. A similar pat-
tern exists for the MAP and MRP shown in Table 5, but
in contrast with the MRR the blind query expansion shows
quite some improvement over the baseline here. Categori-
cal clustering and word n-gramming decrease performance.
Word relation expansion is fairly neutral and yields no con-
vincing performance advantage. We believe this is due to
the domain specific corpus and WordNet’s generality [21].
Of course, besides the Dutch professional keyword sets
there are also three other keyword evaluation sets. We de-
scribe performance of those sets in terms of differences with
the tables:
u German/professional: Baseline keyword performance
is quite a bit worse than for Dutch (MRR -0.06, MAP
-0.05). The same holds for the question sets (MRR
-0.08, MAP -0.05). The results show relatively similar
performance patterns. However, German language ap-
pears to benefit more from both character n-gramming
and stemming than Dutch, which is in line with find-
ings of others [3, 8].
u Dutch/public: The overall performance is worse (MRR
-0.10, MAP -0.01). Field weighting shows a slight per-
formance increase which is the only exception with re-
gard to the trends in performance on the Dutch pro-
fessional dataset.
u German/public: Interestingly baseline performance on
keywords is actually comparable to the Dutch profes-
sional dataset (MRR -0.01, MAP +0.03). Patterns
are again similar, the exception being query expansion
which performs a bit worse (MRR -0.02).
Performance on the Dutch question sets is shown in Table
6 and Table 7. Notice that the baseline performance on
questions is much better than on keywords. This is probably
caused in part by the inclusion of question-words (why, who,
where, etcetera) in the question based queries.
Table 4: Keywords: Reciprocal Rank & Timings (sec).
RR Time ×10−3
Engine µ σ µ σ
Baseline 0.51 0.40 7.1 5.5
Categorical clustering 0.44O 0.39M 10.0O 8.4O
Character n-gramming 0.54M 0.38M 25.4O 11.3O
Decompounding large 0.52M 0.39M 9.6O 6.0O
Decompounding small 0.55M 0.38M 13.0O 7.0O
Field weighting 0.49O 0.40O 7.4O 6.8O
Query expansion 0.47O 0.39M 20.1O 6.4O
Referential clustering 0.51O 0.39M 7.2O 5.2M
Stemming 0.52M 0.39M 7.9O 5.5O
Word n-gramming 0.32O 0.41O 5.6M 5.0M
Word relation expansion 0.48O 0.40M 9.7O 6.9O
Table 5: Keywords: Average Precision & R-Precision.
AP RP
Engine µ σ µ σ
Baseline 0.28 0.20 0.29 0.20
Categorical clustering 0.26O 0.20M 0.27O 0.21O
Character n-gramming 0.32M 0.19M 0.30M 0.19M
Decompounding large 0.31M 0.20O 0.31M 0.20M
Decompounding small 0.33M 0.20M 0.31M 0.20M
Field weighting 0.29O 0.21O 0.29M 0.21O
Query expansion 0.32M 0.21O 0.30M 0.22O
Referential clustering 0.33N 0.23H 0.33N 0.23H
Stemming 0.29M 0.20O 0.30M 0.20M
Word n-gramming 0.15O 0.20M 0.16O 0.20M
Word relation expansion 0.29M 0.20O 0.28O 0.20M
Positive increments are visible for character n-gramming,
small decompounding and field weighting across all the met-
rics. Again, the performance differences on the other ques-
tion evaluation datasets:
u German/professional: Similar performance as on key-
words, baseline question performance is worse (MRR
-0.06, MAP -0.05). Although the increase caused by
stemming and character n-gramming is higher.
u Dutch/public: Shows a reduction in baseline perfor-
mance (MRR -0.19, MAP -0.06). Relative to this char-
acter n-gramming yields a slightly higher improvement
(MRR +0.05, MAP +0.04).
u German/public: Baseline performance is quite poor
(MRR -0.22, MAP -0.09). The overall relative pat-
terns are the same, but character n-gramming shows
a slightly higher performance gain on par with Dutch
public dataset.
The final choice is based on the significance of difference
between MRR and MAP α values. Only methods that had
at least one significant positive effect and no negative effect
with respect to baseline on the professional dataset for both
of these metrics and for both languages were selected. The
final selection of five of the ten techniques is: character n-
gramming, decompounding small, field weighting, referential
clustering and stemming.
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Table 6: Questions: Reciprocal Rank & Timings (sec).
RR Time ×10−3
Engine µ σ µ σ
Baseline 0.60 0.39 17.2 7.9
Categorical clustering 0.47O 0.41O 23.4O 10.2O
Character n-gramming 0.63M 0.37M 61.4O 28.6O
Decompounding large 0.59O 0.39M 30.0O 13.8O
Decompounding small 0.61M 0.38M 36.0O 16.2O
Field weighting 0.61M 0.40O 41.1O 21.5O
Query expansion 0.55O 0.38M 40.1O 13.3O
Referential clustering 0.58O 0.38M 17.2M 7.8M
Stemming 0.60O 0.39M 19.5O 9.0O
Word n-gramming 0.51O 0.41O 8.3M 5.9M
Word relation expansion 0.49O 0.40O 46.9O 28.0O
Table 7: Questions: Average Precision & R-Precision.
AP RP
Engine µ σ µ σ
Baseline 0.34 0.20 0.33 0.20
Categorical clustering 0.28O 0.21O 0.26O 0.22O
Character n-gramming 0.36M 0.20M 0.34M 0.19M
Decompounding large 0.34O 0.20O 0.33O 0.21O
Decompounding small 0.35M 0.20M 0.33M 0.20M
Field weighting 0.35M 0.20M 0.33M 0.21O
Query expansion 0.36M 0.21O 0.33M 0.21O
Referential clustering 0.44N 0.25H 0.41N 0.24H
Stemming 0.34O 0.20M 0.33M 0.20M
Word n-gramming 0.25O 0.20M 0.26O 0.19M
Word relation expansion 0.29O 0.19M 0.27O 0.20M
4.4 Optimal value of n
A value of five was chosen for character n-gramming. This
choice was initially based on the average length of the words
in the professional Dutch and German datasets. Since char-
acter n-gramming is quite a fundamental difference with
normal bag-of-words indexing, it is important to show that
this is also the beste value for n. We tested several values
of n for both the Dutch and German professional datasets.
These tests were conducted on top of the additive tf · idf
baseline that was chosen earlier.
Figure 2 shows how the value of n, ranging from two
to eight, affects the MRR and MAP. For keyword queries
4-grams are slightly more optimal for Dutch with respect
to 5-grams according to the MRR. Nevertheless, for Ger-
man keyword queries this makes no difference. For question
queries the picture is a bit different: the optimal value of
n appears to be six for Dutch, while for German the per-
formance tops-off after an n of five. A similar trend can be
seen for the other measures. The differences however are not
very large. Based on the trend-line the optimal value of n is
four or five. This is the same finding as McNamee & May-
field who show that these values give optimal performance
for most European languages [8, 12].
An other measure is the retrieval time. Due to their
length, this is significantly longer for question-based queries
than for keyword-based ones. The lower the value of n, the
larger the inverted index. Hence, higher values of n are pre-
ferred simply because of their retrieval speed advantage. But
the speed difference between subsequent values of n becomes
smaller as n increases: for 7 and 8-grams the difference is
minimal. Choosing between 4 and 5-grams, based on speed
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Figure 2: MRR and MAP scores for n-grams on professional
keyword (KW) and question (QU) evaluation sets for Dutch (NL)
and German (DE).
alone, 5-grams are preferred. McNamee & Mayfield report a
tenfold speed penalty when using n-grams, but in our tests
5-grams are ‘only’ four times slower than the baseline ap-
proach. This confirms their own suspicions regarding the
fact that the increase in processing time while using n-grams
is an artefact of their implementation [12].
We eventually settled on a value for n of five, since it
only slightly degrades performance on the Dutch MRR for
keyword-based queries and has a mild positive effect for all
question-based queries. 5-grams also have a speed perfor-
mance advantage over 4-grams (∼ 25% for question queries
and ∼ 15% for keyword queries). It is safe to confirm Mc-
Namee & Mayfield’s conclusion that higher values of n are
beneficial for time-wise performance. It can be generally
stated that: ‘For n-grams and n+1-grams, the n+1-grams
are preferred speed-wise when there exists no significant dif-
ference in ranking performance between the n-grams and
n+1-grams’.
4.5 Combined techniques
Knowing the performance of individual techniques, we
can combine them to improve performance. Abbreviations
are used for the five previously selected techniques in this
section: (C)haracter n-gramming, (D)ecompounding Small,
(F)ield weighting, (R)eferential Clustering and (S)temming.
As can be seen in Table 8 and Table 9, combining charac-
ter n-gramming with field weighting yields poor results for
the Dutch MRR’s. Hence, field weighting was dropped. The
next combination that was tried was character n-gramming
plus stemming, this does show improvement, especially for
keyword based queries. After this small word decompound-
ing was stacked on n-gramming and stemming. While this
does not degrade retrieval performance overall, it does not
increase it either. As a downside decompounding adds quite
some overhead to the processing time (factor 1.5) and (not
visible in the tables here) also adds significant processing
time while indexing. Based on this and the lack of any
significant performance increase, small decompounding was
dropped. The last addition that was made is that of refer-
ential clustering. This does not really affect the MRR, but
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Table 8: Keywords: Combined performance on Dutch KW sets.
RR AP Time ×10−3
Engine µ σ µ σ µ σ
Baseline 0.51 0.40 0.28 0.20 7.1 5.5
CF 0.47O 0.39M 0.29M 0.18M 62.5O 28.6O
CS 0.55M 0.38M 0.34M 0.19M 33.1O 15.0O
CSD 0.56M 0.38M 0.34M 0.19M 55.2O 26.6O
CSR 0.55M 0.38M 0.40M 0.23O 36.5O 16.2O
Table 9: Questions: Combined performance on Dutch QU sets.
RR AP Time ×10−3
Engine µ σ µ σ µ σ
Baseline 0.60 0.39 0.34 0.20 17.2 7.9
CF 0.55O 0.38M 0.32O 0.18M 162.6O 78.8O
CS 0.63M 0.37M 0.37M 0.20M 82.8O 40.5O
CSD 0.64M 0.37M 0.37M 0.20M 126.3O 64.0O
CSR 0.62M 0.37M 0.45M 0.23O 85.3O 41.3O
it does increase the MAP. While this is to be expected, since
the evaluation calculation uses the same data as is used for
referential clustering, it is still an interesting addition. Since
referential knowledge is available there is nothing against us-
ing it, especially because of the low processing overhead and
the fact that it does not negatively affect the MRR.
The final engine consists of character n-gramming, stem-
ming and referential clustering combined. We made some
final optimizations to the implementation using acceleration
tables and code improvements leading to a higher processing
speed especially for question based queries (∼ 2× faster).
An important question: is the difference between the base-
line engine and this new combined engine statistically sig-
nificant? To answer this question we look only at the pro-
fessional database and its evaluation results. Alpha values
are shown in Table 10. With respect to the MRR we can
conclude that the improvement of the CSR engine over the
baseline is only significant for German keyword queries, even
though the results on the other three sets are close to weak
significance. However, the improvement to the MAP is sig-
nificant. Even without the referential clustering all have
α ≤ 0.026. Increasing the MRR is more difficult due to the
fact that, even with different techniques applied, it has a
high standard deviation.
Apart from tf ·idf we further experimented with improving
the performance of the final combined engine using Okapi
BM25. For the public dataset using BM25 slightly worsened
performance on keyword and question sets. However, on the
professional dataset it did not adversely affect keyword per-
formance and actually improved performance on questions:
MRR +0.06 and MAP/MRP +0.04 with no change in the
deviations. Hence, the decision was made to use the tf · idf
based combined engine for querying the public databases
and the BM25 variant for the professional ones.
Table 10: CSR’s significance of improvement over baseline.
Keyword Sets α Question Sets α
Language MRR MAP MRR MAP
Dutch 0.119 <0.001 0.251 0.001
German 0.039 0.001 0.112 <0.001
5. CONCLUSION
A working question-answering system for the MRSA do-
main has been developed based on research into Informa-
tion Retrieval and Natural Language Processing techniques.
Not all of the initially selected techniques work well on the
dataset: only half of them show favourable performance in-
crements. Appropriate techniques are highly dependent on
both the size and content of the corpus. Curiously the rela-
tively obscure character n-gram technique scored very well.
This is presumably due to the fact that it properly captures
local word sequence relations. The value chosen for n has
been shown to be optimal. While some other techniques
showed initial promise as well, combining them led to a de-
cline in performance, which shows that techniques that im-
prove performance individually may conflict with other such
techniques.
The evaluation results show the need to base oneself not
on only one (favourable) evaluation statistic, but on multiple
ones to give a more accurate picture of the performance of
the various techniques and the system as a whole. It is also
important to look not only at the mean performance, but
also at the stability using the deviation. The MRR has been
shown to be quite hard to increase, which is largely due to
the high deviation for this statistic.
Interestingly all the applied techniques and even the base-
line yield better retrieval performance for question-based
queries then keyword-based queries. This supports the con-
clusion that in general the retrieval task is easier to per-
form on question-based queries even without using tech-
niques specifically geared towards these type of queries.
The initial research question was: ‘How can the user be
provided with the most appropriate answer(s) for his or
her query within the restricted MRSA domain given the
available structured MRSA corpus?’. This paper answers
that question by providing a range of techniques that apply
specifically to this corpus. The final selection of combined
techniques is a blend between Information Retrieval (IR)
(additive tf · idf and BM25), Natural Language Processing
(NLP) (stemming, character n-grams) and novel usage of
extra information present in the corpus (referential cluster-
ing). Several techniques might apply well to other corpora,
but only decrease performance on this one. Also, there are
approaches that increase the average precision, but decrease
the reciprocal rank as side effect. This leads to the conclu-
sion that the techniques to be chosen strongly depend both
on the corpus, the query formulation that is used and the
statistic for which one wants to optimise.
The evaluation results provide an interesting hint on the
techniques that could be tried for IR use on other Dutch and
German corpora. Especially character n-gramming shows
much promise for broad application and is not commonly
used for retrieval purposes. Also, when a corpus exhibits
structural information it is highly recommended to investi-
gate how this information can be used to increase retrieval
performance.
Reasoning from the vantage point of the user is very im-
portant for IR systems that need to be used in practice, but
this is unfortunately frequently neglected in favour of scien-
tific performance measurements alone. While this paper has
focused only on evaluating the system in a semi-automated
fashion, real user investigations have also been carried out,
leading to the current user-centered design of the MRSA
web-portal [22].
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6. FUTUREWORK
There are many other techniques that might be useful
and could be tried on the MRSA corpus using the evalua-
tion framework that was built for this research. We believe
application of more sophisticated techniques to be a good di-
rection for future research. This includes explicit relevance
feedback, ontology and word proximity approaches, s-grams,
and use of syllables instead of n-grams. Part-of-speech tag-
ging could be used for example to filter out function words.
An investigation into the EuroWordNet coverage of the med-
ical domain and the word relations therein may lead to bet-
ter results for word relation expansion. A functional en-
hancement that could be made is setting up the system as
a dialog system that helps the user refine the posed queries.
This could also be tied to a specific user profile for learning
from and adapting the system to the user [6, 9, 11, 19].
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ABSTRACT
The goal of the current research project is to develop a ques-
tion answering system for answering why-questions (why-
QA). Our system is a pipeline consisting of an off-the-shelf
retrieval module followed by an answer re-ranking module.
In this paper, we aim at improving the ranking performance
of our system by finding the optimal approach to learning to
rank. More specifically, we try to find the optimal ranking
function to be applied to the set of candidate answers in the
re-ranking module. We experiment with a number of ma-
chine learning algorithms (i.e. genetic algorithms, logistic
regression and SVM), with different cost functions.
We find that a learning to rank approach using either a re-
gression technique or a genetic algorithm that optimizes for
MRR leads to a significant improvement over the TF-IDF
baseline. We reach an MRR of 0.341 with a success@10
score of 58.82%. We also see that, as opposed to logistic re-
gression and genetic algorithms, SVM is not suitable for the
current data representation. After extensive experiments
with SVMs, we still reach scores that are below baseline.
In future work, we will investigate in more detail the limi-
tations of our re-ranking approach: which set of questions
cannot be answered in the current system set-up and why?
General Terms
Question Answering, Why-Questions, Learning to Rank
1. INTRODUCTION
The goal of the current research project is to develop a ques-
tion answering system for answering why-questions (why-
QA). In a QA system, why-questions need a different ap-
proach from factoid questions since their answers are expla-
nations that cannot be stated in a single phrase. Answers to
∗Dept. of Linguistics, Radboud University Nijmegen
†TNO Information and Communication Technology, Delft
why-questions tend to be at least one sentence and at most
one paragraph in length [17]. Therefore, passage retrieval
(as opposed to named entity retrieval, which is generally
used for factoid QA) appears to be a suitable approach to
why-QA.
In previous work, we have developed a passage retrieval sys-
tem for why-QA [18]. This pipeline system consists of an
off-the-shelf retrieval engine (Lemur1), extended with a re-
ranking module that is specifically tuned for ranking the
answers to why-questions. In the re-ranking module, a set
of features is extracted from the question and each of the
candidate answers retrieved by Lemur. The values of these
features are combined in a ranking function that is used for
re-ordering the set of candidate answers.
The task of finding the optimal ranking function for a spe-
cific information retrieval task is referred to as ‘learning
to rank’ in the literature [12]. Until now, we have mainly
focused on improving the ranking performance of our sys-
tem by adapting and expanding the feature set used for re-
ranking [18]. This has led to a set of 37, mostly linguistic,
features.
In the current paper, we aim at improving the ranking per-
formance of our system by finding the optimal approach to
learning to rank. More specifically, we try to find the opti-
mal ranking function to be applied to the set of candidate
answers in the re-ranking module. We vary our experimental
settings in two dimensions: the machine learning techniques
(genetic algorithms, logistic regression and support vector
machines), and the cost function. In all experimental set-
tings, we keep the set of 37 features that we found to be
relevant in previous work.
This paper is organized as follows: in Section 2, we discuss
related work on approaches to learning to rank. In Section 3
we describe the resources that we use for our experiments
and we specify the characteristics of the machine learning
data. Section 4 defines the machine learning problem that
we consider in our learning to rank experiments. In Sec-
tion 5 and 6 we describe the experiments that we conducted
and the results we obtained. The results are discussed in
Section 7. Section 8 contains our conclusions.
2. RELATEDWORK
1See http://www.lemurproject.org/
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As explained in Section 1, we vary our experimental settings
in two dimensions: the machine learning techniques that we
use and the cost function that we implement. Therefore, we
discuss related work in two subsections.
2.1 Machine learning techniques for learning
to rank
Most approaches to learning to rank consider the problem
as a case of supervised learning. The training set is a ma-
trix of feature vectors for a set of instances (the items to
be ranked). Each item is assigned a label representing its
relevance ground truth. A supervised learning problem can
be solved by regression and classification techniques. In [12],
many approaches to learning to rank are discussed.
In previous work, we used a genetic algorithm for finding the
optimal ranking function. Genetic algorithms are devised for
sampling (finding an optimum in) a very large data space.
The definition of ‘optimum’ here is defined by the so-called
fitness function in the genetic algorithm. Genetic algorithms
have been applied to learning to rank problems and other
retrieval optimization problems by several researchers in the
field [16, 6, 15]. The approach presented in [16] resembles
our approach: it defines the learning problem as the search
for the optimal weight vector for a given feature vector.
2.2 Cost functions for learning to rank
One of the advantages of genetic algorithms is that the cost
function (fitness function) is user-defined2. In [6], a number
of fitness functions that are derived from evaluation mea-
sures (such as average precision) are compared for their ef-
fectiveness.
An important aspect of the cost function in learning to rank
problems is the definition of the ordering principle: items
can be placed on an ordinal scale based on a score that is
assigned to them3 or they can be ordered relative to other
items in the list by defining for each possible pair of items
which of the two is more relevant. The latter learning prin-
ciple is called ‘pairwise preference learning’, and was intro-
duced by Joachims [9], who created the learning algorithm
Ranking SVM based on this principle. In pairwise preference
learning, the measure that is optimized is Kendall Tau:
τ = (P −Q)/(P +Q) (1)
in which P is the number of concordant item pairs (the two
items are ordered correctly) and Q is the number of dis-
cordant item pairs (the two items are ordered incorrectly).
Pairwise preference learning has been studied in more de-
tail by Furnkranz and Hullermeier [7] and applied to several
ranking problems such as combining rankings from multiple
retrieval systems by Carterette and Petkova [3].
3. DATA AND SYSTEM SET-UP
3.1 Resources
For our experiments, we used the Wikipedia INEX cor-
pus [5]. This corpus consists of all 659,388 articles extracted
2This is not unique for genetic algorithms but it is one of
the most typical characteristics of genetic algorithms.
3This score generally is the probability, assigned by a classi-
fication or regression model, that the item has either of the
two labels [2].
from the online Wikipedia in the summer of 2006, converted
to XML format.
Before indexing the corpus, we segmented all Wikipedia
documents in passages. We decided on using a semi-fixed
passage size of 500 to 600 characters (excluding all XML
markup) with an overflow to 800 for the purpose of complet-
ing sentences4. We create passage overlap by starting each
new passage at a paragraph or sentence boundary halfway
the previous passage5. For Wikipedia articles that contain
less than 500 characters in total, we included the complete
text as one passage.
Our segmentation process gives an index of 6,365,890 pas-
sages with an average length of 429 characters (standard
deviation 194) per passage6. We separately saved the docu-
ment title and section heading as metadata for each passage.
For development and testing purposes, we exploited the Web-
clopedia question set by Hovy et al. [8]. This set con-
tains questions that were asked to the online QA system
answers.com. Of these questions, 805 (5% of the total set)
are why-questions. For 700 randomly selected why-questions
from this set, we manually searched for an answer in the
Wikipedia XML corpus, keeping the remaining questions
for future test purposes. 187 questions have at least one
answer in the corpus. Extraction of one relevant answer for
each of these questions resulted in a set of 187 why-questions
and their reference answer. Let us give three examples to
illustrate the type of data we are working with:
1. ”Why do most cereals crackle when you add milk?”
— “They are made of a sugary rice mixture which
is shaped into the form of rice kernels and toasted.
These kernels bubble and rise in a manner which forms
very thin walls. When the cereal is exposed to milk or
juices, these walls tend to collapse suddenly, creating
the famous ‘Snap, crackle and pop’ sounds.”
2. “Why didn’t Socrates leave Athens after he was con-
victed?” — “Socrates considered it hypocrisy to es-
cape the prison: he had knowingly agreed to live under
the city’s laws, and this meant the possibility of being
judged guilty of crimes by a large jury.”
3. “Why was cobalt named cobalt?” — “The word cobalt
comes from the German kobalt or kobold, meaning evil
spirit, the metal being so called by miners, because it
was poisonous and troublesome (it polluted and de-
graded the other mined elements, like nickel).”
4We assume that answer passages ending in an unfinished
sentence are undesirable. However, if the hard maximum of
800 characters is reached, the passage is cut off between two
words to prevent non-sentence contexts like tables to result
in extremely long passages.
5Other work on passage retrieval for QA [10] shows that
better retrieval results are achieved with fixed-sized, partly
overlapping passages than with structure-based, disjoint
passages (e.g. <p>-items, which are very variable in length).
6The average length is smaller than the predefined minimum
length of 500 characters because after clean-up a significant
number of articles is shorter than 500 characters.
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In order to be able to do fast evaluation without elaborate
manual assessments, we manually created one answer pat-
tern for each of the questions in our set. The answer pattern
is a regular expression that defines which of the retrieved
passages are considered a relevant answer to the input ques-
tion. In their original versions, the answer patterns were
directly based on the corresponding reference answer, but
in the course of the development and evaluation process, we
extended the patterns in order to cover as much as possi-
ble of the variants of the reference answer that occur in the
Wikipedia corpus. By following this iterative process, we
prevented to miss relevant answers.
For example, for question 2 above, we developed the fol-
lowing answer pattern based on two variants of the cor-
rect answer that occur in the corpus: /(Socrates.* oppor-
tunity.* escape.* Athens.* considered.* hypocrisy | leave.*
run.* away.* community.* reputation)/ 7 If a candidate an-
swer matches the answer pattern then this answer is marked
relevant, otherwise it is marked irrelevant. This evaluation
method means that we defined relevance as a binary vari-
able: an answer passage is either relevant or not.
3.2 System set-up
As we briefly mentioned in Section 1, our system for why-QA
consists of three pipelined modules: (1) a question process-
ing module that transforms the input question to a query
by removing stop words and punctuation; (2) an off-the-
shelf retrieval module that retrieves and ranks passages of
text that share content with the input query; and (3) a re-
ranking module that re-ranks the retrieved passages using
features extracted from the question and each of the candi-
date answers. We aim to find the optimal ranking function
to be applied in the re-ranking module. Thus, for our learn-
ing to rank experiments, we used the output of the retrieval
module (2).
In the retrieval module, we used Lemur to retrieve 1508 an-
swers per question and rank them using TF-IDF as it has
been built in in Lemur9. This gave us a set of 187 questions
with 150 candidate answers per question, with for each pair
of a question and a candidate answer a TF-IDF score. For
re-ranking, feature values needed to be extracted from each
of these 28,050 (187 ∗ 150) question-answer pairs.
3.3 Feature extraction
From earlier work [18], we compiled a set of 37 features that
are summarized in Table 1. We parsed the questions with
the Pelican parser10 and the candidate answers with the
Charniak parser. Then we used a Perl script for extracting
all feature values from the question, the answer candidate
and both their parse trees.
Each feature represents the similarity between two item sets:
a set of question items (for example: all question NPs, or
7Note that the vertical bar separates the two alternatives.
8We experimented with a higher number of answer candi-
dates but coverage was hardly improved when increasing this
number to 500.
9In previous work [10], we experimented with other ranking
models and TF-IDF came out as the best.
10See http://lands.let.ru.nl/projects/pelican/
the question subject) and a set of answer items (for example:
all answer words, or all subjects in the answer). The value
that is assigned to a feature is a function of the similarity
between these two sets. For determining this similarity, we
use a statistic derived from the Jaccard index that is adapted
for duplicate terms in either of the two sets. For a set of
question word tokens Q, a set of question word types Q′, a
set of answer word tokens A and a set of answer word types
A′, the similarity S between Q and A is defined as:
S(Q,A) =
|Q ∩A′|+ |A ∩Q′|
|Q ∪A| (2)
3.3.1 Description of the features
Syntactic features and Wordnet expansion features.
Details on the syntactic features and the WordNet expan-
sion features can be found in Verberne et al. 2008 [18]. The
features that deserve some extra attention here, are the fea-
tures related to question focus (e.g. overlap between the
question focus and the title of the answer document). We
introduced the term question focus in analogy to linguisti-
cally motivated approaches to factoid QA for the topic of
the question (“What is the question about?”). We defined
three rules for determining the focus of a why-question: If
the subject is semantically poor, the question focus is the
(verbal or nominal) predicate: “Why do people sneeze?”. In
case of etymology questions, the focus is the subject comple-
ment of the passive sentence: “Why are chicken wings called
Buffalo wings?”. In all other cases, the focus is the syntactic
subject of the question, e.g. “Why are flamingos pink?” [18].
Cue word feature. The cue word feature is the overlap
between a fixed set of explanatory cue words and the set
of answer words. We found the cue words in a way that is
commonly used for finding answer cues: we queried the key
answer words to the most frequent why-question on the web
(“blue sky rayleigh scattering” for“Why is the sky blue?”) to
the MSN Search engine11 and crawled the first 250 answer
fragments that are retrieved by the engine. From these, we
manually extracted all phrases that introduce the explana-
tion. This led to 47 cue words/phrases such as because, as a
result of, which explains why, etc.
Document structure features. The six document struc-
ture features cover information about the document context
of a candidate answer passage: overlap between the ques-
tion and the title of the Wikipedia document, overlap be-
tween the question and the title of the section in which the
candidate answer occurs, and the relative position of the
candidate answer in the document.
WordNet Relatedness feature. We define the related-
ness between a question and an answer as the weighted av-
erage of the relatedness between each of the question words
and each of the answer words:
REL(Q,A) =
∑m
q=1
∑n
a=1REL(wq, wa)
m
(3)
in which Q,A is the question-answer pair under considera-
tion, wq represents the question words, wa the answer words,
and m is the number of question words. As measure of re-
latedness, we choose the Lesk measure, which incorporates
11http://www.live.com
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Table 1: Set of 37 features used in our re-ranking module
TF-IDF The score that is assigned to a candidate answer by Lemur/TF-IDF in the retrieval module
14 Syntactic feats Overlap between question constituents (e.g. subject, verb, question focus) and answer words
14 WordNet expansion feat Overlap between the WordNet synsets of syntactic question constituents and answer words
1 Cue word feat Overlap between candidate answer and a pre-defined set of explanatory cue words
6 Document structure feats Overlap between question (focus) words and document title and section heading
1 WordNet Relatedness feat Relatedness between question and answer according to the WordNet similarity tool [13]
information from WordNet glosses. It finds overlaps between
the glosses of two concepts, also if they belong to different
word classes [13].
3.3.2 Resulting feature vectors
Feature extraction led to a vector consisting of 37 feature
values for each of the 28,050 items in the data set. We ex-
periment with two types of normalization: L2 normalization
over all feature values per item (‘horizontal normalization’)
and L1 normalization over all values for one feature, grouped
per question (‘vertical normalization’). Each item (repre-
senting one question-answer pair) was automatically labeled
‘1’ if the candidate answer matches the answer pattern for
the question and ‘0’ if it does not. In total, 295 (1%) items
in our set were labeled ‘1’ and the rest was labeled ‘0’.
4. THE LEARNING PROBLEM
Based on the goal of our work (see Section 1) and the data
we work with (see Section 3), we can identify the following
characteristics of the learning to rank problem that we aim
to solve in this paper:
• We aim at developing a system for answering why-
questions. In the development phase, we use a set of
187 why-questions that have been asked to an online
QA system. The system that we build should be gen-
eralizable to new why-questions; it should not depend
on a database of previously answered questions. For
the evaluation set-up of our experiments, this means
that we must split the training and test collections in
such a way that are all answers to the same question
occur in either the training set or the test set.
• In our data collection, we have much more negative
than positive instances (99% has value ‘0’). This class
imbalance means that the baseline for classification
tasks on these data is extremely high: if a classifier
would classify all instances as ‘0’, then accuracy would
be 99%. This is not desirable because the evaluation
of the results is based on QA evaluation measures (see
Section 5.2) and without positive instances in the out-
put, the values of these measures will be zero.
• The previous point would suggest an approach based
on ranking optimization, like it is performed by Rank-
ing SVM [9]. However, Ranking SVM expects a ranked
ground truth, i.e. multi-level evaluation (as opposed
to binary labels 0 and 1). Since we defined the rele-
vance of the answers as a binary variable, our learning
problem seems more suited for classification than for
ranking optimization.
• We use a set of features between which complex rela-
tions exist. Some of our features are correlated and
others even depend on each other. For example, when
the overlap between the main verb in the question and
the verbs in the answer passage is > 0 then the overlap
between the main verb in the question and all words
in the answer passage is automatically > 0 as well.
For this paper, we did not calculate the correlations
and dependencies between all pairs of 37 features, so
we cannot completely oversee the complexity of the
feature set. Complex feature relations may cause chal-
lenges when using linear classification algorithms.
5. EXPERIMENTS
5.1 Baseline
As baseline we use the system setting in which the answers
are retrieved and ranked by Lemur/TF-IDF, without appli-
cation of the re-ranking module. Thus, in the baseline set-
ting, the answers are ranked according to the single feature
value TF-IDF.
5.2 Evaluation set-up
After labeling each of the instances with 0 or 1 with use of
the answer patterns (see Section 3.1), we count the ques-
tions that have at least one relevant answer in the top n
(n = 10, 150) of the results. This number divided by the to-
tal number of questions in our test collection gives the mea-
sure success@n. For the highest ranked relevant answer per
question, we determine the reciprocal rank (RR). If there
is no relevant answer retrieved by the system at n = 150,
the RR is 0. Over all questions, we calculate the mean RR:
MRR@150.
In the learning to rank stage, we perform 5-fold cross valida-
tion on the question set. We keep the 150 answers to each
question together in one fold so that we do not train and
test on the answers to the same question.
5.3 Learning algorithms and optimization
functions
In this section, we give an overview of the learning algo-
rithms and cost functions that we use for our experiments,
and how we apply them to our learning problem. In each of
the settings, we use the 37-feature set that we described in
Section 3.3.
5.3.1 Genetic algorithm
As we pointed out in Section 2, genetic algorithms have the
advantage that the cost function (‘fitness function’) is user-
defined. This means that genetic algorithms allow us to
experiment with different cost functions and to optimize di-
rectly for ranking performance (MRR or some related mea-
sure). Our aim when training the genetic algorithm is to
find the optimal weight vector for our feature vector of 37
37
feature values. As weights, we use the integers 0 to 10. In
terms of the genetic algorithm, each possible weight vector
is an individual. For each individual that is generated by the
algorithm, our fitness function linearly multiplies the weight
vector with the feature vectors for all items in the training
set. This leads to a new score for each item.
We experiment with two fitness functions in the genetic al-
gorithm:
1. MRR. The fitness function converts new item scores to
ranks by simply sorting them per question, and then
calculates MRR over the complete training set. By
adapting (‘evolving’) the weight vector over a number
of generations12, the genetic algorithm optimizes MRR
for the training set.
2. Pairwise preference learning. We implement a fitness
function that optimizes Kendall Tau (see Equation 1
in Section 2). In the fitness function, all pairs of one
positive (1) and one negative (0) item are selected from
the training set and their newly calculated scores are
compared. If the positive item has a higher score than
the negative item, the pair is concordant — otherwise
it is discordant. From the counts for concordant and
discordant pairs, the fitness function calculates τ .
5.3.2 Logistic regression
We use the lrm function from the Design package in R13 for
training and evaluating models based on logistic regression.
Using a set of input variables (features) logistic regression
establishes a function that determines the log of the odds
that the item is relevant (has label ‘1’). The log odds are
defined as:
ln odds(reli = 1) =
eP (reli=1)
1 + eP (reli=1)
, (4)
in which P (reli = 1) is the probability that item i is relevant.
The regression function that outputs the log odds is defined
as follows:
α+ ~βk ~Vik, (5)
in which α is the intercept. ~βk ~Vik are the weights β and
values Vi of the features k. The optimal values for α and βk
are found with the help of Maximum Likelihood Estimation
(MLE).
In the test phase, the regression function is applied to the
instances in the test set, predicting for each item the log
odds that is should be categorized as ‘1’. We convert these
log odds to ranks by sorting them per question. This way,
we can calculate MRR for the test set.
We experiment with two different cost functions with logistic
regression:
1. MLE default regression. We build a logistic regression
function using all 37 features from our set as input,
without interactions.
12In these experiments, we set generation size to 500 and the
number of generations to 50.
13See http://cran.r-project.org/web/packages/Design/index.html/
2. MLE stepwise regression. We use a recursive wrap-
per that in each step adds the significant feature that
gives the highest improvement in terms of MRR for the
training set. Then it builds an MLE regression func-
tion using the newly added feature and the features
kept from previous rounds. The wrapper stops adding
features once no improvement is gained anymore or
no significant features are left according to the MLE
regression module.
5.3.3 SVM
In order to assess the performance of discriminative models
of classification (as opposed to regression-based models) to
our data, we investigate the use of support vector machines
(SVMs) [4].
We use version 6 of SVM light14 for training and testing
support vector machines. In the testing phase, SVM light
assigns a score to each of the data instances. We convert
these scores to ranks by sorting them per question. We first
experiment with linear and polynomial kernels.
We use SVM light in two different cost functions:
1. Classification. SVMs attempt to derive the hyperplane
that optimally separates data in different classes (with
a margin as large as possible). This hyperplane is
described by a linear function in a high dimensional
space. The optimization problem for SVMs consists
of finding a weight vector ~w and a constant b, such
that 1
2
|| ~w ||2 is minimized w.r.t. ci ((~w · ~xi − b) ≥ 1,
(1 ≤ i ≤ n), in which ~xi a data vector, and c ∈ {1,−1}
the class of ~xi).
2. Pairwise preference learning (Ranking SVM [9])15.
6. RESULTS
The results that we obtained using the different machine
learning techniques and optimalization functions are in Ta-
ble 2. In the case of SVM, we only show the results obtained
with the linear kernel, since a polynomial kernel did not im-
prove the results. For all settings, success@150 is 78.5%.
This score does not change by re-ranking the results. For
significance testing, we used the Wilcoxon Signed-Rank test
on paired reciprocal ranks.
Table 2 shows that the best results are obtained with logistic
regression (both MLE default as stepwise MLE optimizing
MRR) on data that were vertically normalized per question
(rows 5 and 7 respectively). Although vertical normalization
per question seems to give better results than horizontal
vector normalization for all settings, the difference is only
significant (p = 0.024) for MLE default logistic regression
(rows 4 and 5 compared).
If we compare the results for the different settings on the
horizontally normalized data, we see that stepwise logis-
tic regression (row 6) and the genetic algorithm optimizing
14See http://svmlight.joachims.org/
15We are aware of the fact that Ranking SVM expects multi-
level relevance as opposed to our binary labeling, but it still
is interesting to see what can be done with pairwise prefer-
ence ranking.
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Table 2: Results for all learning settings in terms of MRR and Success@10. Success@150 is equal for all
settings: 78.5%. An asterisk (*) indicates a statistically significant improvement (P < 0.01 according to the
Wilcoxon Signed-Rank test) over the baseline. For each evaluation measure, the highest score is printed in
bold face.
Feature set learning algorithm and cost function MRR success@10
1 TF-IDF (baseline) - 0.249 45.21%
2 37 feats, horizontal norm genetic, scores to ranks, optimizing MRR 0.309* 53.48%
3 37 feats, horizontal norm genetic, pairwise preference learning, optimizing Tau 0.301* 54.01%
4 37 feats, horizontal norm logistic regression, MLE default 0.273 51.43%
5 37 feats, vertical norm logistic regression, MLE default 0.341* 58.82%
6 37 feats, horizontal norm logistic regression, MLE stepwise, optimizing MRR 0.301* 56.14%
7 37 feats, vertical norm logistic regression, MLE stepwise, optimizing MRR 0.328* 56.69%
8 37 feats, horizontal norm SVM, linear kernel, pairwise preference learning 0.048 6.95%
9 37 feats, horizontal norm SVM, linear kernel, classification 0.053 11.62%
MRR (row 2) give similar results: MRR is around 0.305.
Default MLE logistic regression (row 5) on the horizontally
normalized data does not give significant improvement over
the baseline: MRR is 0.273.
SVM (both classification and ranking with either a linear
or a polynomial kernel) performs much worse than that and
even lower than baseline: MRR for SVM is around 0.05.
7. DISCUSSION
After we have excluded the possibility of bugs in our ex-
perimental set-up for SVM, we follow up with a series of
experiments to find out where the bad results with SVM
come from and what kind of kernels and hyperparameters
are needed for improving them. This is discussed in Sec-
tion 7.1 below. In Section 7.2 we look at the best-scoring
machine learning techniques and cost functions, and present
the features they deemed most important.
7.1 More experiments with SVM
We consider three possible causes for the poor results we
obtained with SVM: the presence of complex relations be-
tween the features in our set, the complexity of the features
themselves, and the class imbalance in our data collection
(much more negative than positive instances).
7.1.1 Complex feature relations
In Section 4, we pointed out that we use complex (structural
and semantic) features. Some of our features are correlated
and others even depend on each other. Therefore, we now
experiment with a highly simplified version of our feature set
in order to find out whether the complex feature relations
cause the poor results. To this end, we removed all fea-
tures except TF-IDF. If we use logistic regression to build
a model for the training set using TF-IDF only and we ap-
ply this model to the test set, the probabilities assigned to
the instances lead to baseline ranking (MRR around 0.24).
However, if we try this with SVM, we still get very poor re-
sults (MRR around 0.07, depending on the hyperparameter
setting we choose). This means that the low scores that we
obtain with SVM are not due to complex relations between
the features in our set.
7.1.2 Complex features
In order to find out whether the poor results are caused by
the complexity of the features themselves16, we experiment
with a set of simple surface features. For every question-
answer pair, we create a bag of WordNet expansions. The
bag contains all WordNet synonyms, hypernyms, hyponyms,
senses, and antonyms for the nouns and verbs in the question
and in the candidate answer. For every WordNet expansion
word in the bag, we counted its frequency in the bag and
L1-normalize it. These L1-normalized frequencies constitute
the feature vector for the question-answer pair. It is a prob-
ability distribution summing to 1.
L1-normalized data is most naturally learned by multinomial
kernels, also known as information diffusion kernels [11].
These are kernels that deploy geodesic distance measures
on L1-normalized data. Lafferty and Lebanon [11] argue
that geodesic distance is often a better approximation of
the information geometry of L1-normalized documents than
plain Euclidean distance. Previous work [14] demonstrates
that multinomial kernels are able to produce state of the art
results for sentiment polarity classification tasks.
In SVM light, we implement a simple, hyperparameter-free
multinomial kernel, i.e. the shifted negative geodesic kernel
KNGD [19]:
KNGD(~x, ~y) = −2 arccos
(
n∑
i=1
√
xiyi
)
+ pi (6)
in which ~x is a support vector from the training data, ~y is a
feature vector from the test data, and i1, .., in is the set of
features occurring in both ~x and ~y.
With this kernel, we again obtain a result of MRR = 0.07
for the surface WordNet features. This indicates that the
complexity of the features does not cause the low scores.
7.1.3 Class imbalance
In Section 4, we pointed out the problem of class imbalance
in our data. As a first option for solving this problem, we
vary the cost-factor in SVM light by which training errors on
positive examples outweight errors on negative examples17.
16TF-IDF itself is a complex measure that combines a num-
ber of counts in one function.
17See the documentation of SVM light for the implementation
of the cost-factor.
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We experiment with a cost-factor of 10 and 100. This does
however not improve our results in terms of MRR, which
were still around 0.05.
Next we opt for another method: a sampling based approach
akin to bootstrap aggregating or bagging [1]. We again use
the simple training data that we described in Section 7.1.2.
We sample the training data for a number of n times, draw-
ing with replacement a number of exactly k items from the
training data, among which, for every sample, are all rele-
vant instances (labeled ‘1’). For every such sample, a sepa-
rate classifier is trained and applied to the test data, after
which the decision values of all classifiers are averaged to
produce the final result. The optimal values of n and k
are determined through grid search. For n = 5 samples of
k = 400 items we obtain a result of MRR=0.147. This re-
sult, while still well below baseline, at least demonstrates
that the original SVM results can be significantly improved
by tackling the class imbalance.
7.1.4 Support Vector Regression
We also experiment with support vector regression18 to find
out if support vectors can be used for training regression
functions for our 37-features data. We use SVMlib19 for
these experiments. We normalize the feature values ver-
tically per question since we found in Section 6 that this
gives better results than horizontal vector normalization.
We choose the following parameter values: c = 0.00195, γ =
0.000122, ν = 0.1 and we used an RBF kernel20. With these
settings, we obtain an MRR score of 0.338 with success@10
57.75%, which is similar to the results obtained with logistic
regression.
7.1.5 Future suggestions
Since we learnt that the poor results from SVM can at least
partly be explained by the extreme class imbalance, we plan
to apply the bagging method to our original set of 37 features
in the near future.
We have one other suggestion for future experiments with
SVM: The current setup treats the answer ranking prob-
lem essentially as a binary classification problem: questions
are paired with answers, and the possible outcomes of this
pairing are ‘0’ (irrelevant) and ‘1’ (relevant). From this bi-
nary classification problem, we tried to deduce a ranking
by treating the binary ground truth as the discretization of
a continuous decision function. This effectively may not be
the best option, hampering, for one thing, the use of ranking
classifiers such as Ranking SVM, which presuppose ranked
ground truth. It would seem that this forced way of learning
a ranking from binary data only aggravates the problem of
class imbalance in our data.
7.2 Important features
18See http://svms.org/regression/
19See http://cs.haifa.ac.il/YOSI/PCOMP/
20We tested linear and RBF kernels with various parameter
settings across the possible range of settings for the first
training fold. This way, we obtained oracle parameters for
this fold. Then, we applied the same parameter settings to
the other training folds. We unfortunately did not have time
for optimizing parameter settings for all training folds.
Both the genetic algorithm and the stepwise regression ap-
proach give good experimental results. This makes it inter-
esting to see which features made the improvement. In order
to find out which features are the most important for rank-
ing the answers using the genetic algorithm, we selected the
features that were assigned an average weight larger than 7
with a standard deviation smaller than 2 over the five folds
(see Table 3). We also had a look into the features that were
selected as significant features in at least two of the five folds
in the stepwise regression approach (see Table 4).
Table 3: The features that were assigned an average
weight > 7 with a standard deviation < 2 over the
five folds by the genetic algorithm. Behind each
feature in Table 3 is the average weight that was
assigned to the feature over the five training folds.
Feature Average weight
nonfocus overlap 10
TF-IDF 9.8
cue words 9.8
verb synonym overlap 9.6
doctitle focus synonym overlap 7.4
Table 4: The features that were selected as signifi-
cant features in at least two of the five folds in the
stepwise regression approach.
Feature # folds
TF-IDF 5
doctitle focus synonym overlap 5
doctitle focus overlap 4
WordNet relatedness 3
head overlap 3
passage position 2
doctitle synonym overlap 2
There are a few differences between Table 3 and 4, showing
that similar results can be obtained with different subsets
of our features. This is partly due to feature redundancy:
the same information is sometimes described by two differ-
ent features. E.g. the question’s main verb is always the
head of a verb phrase. Therefore, the feature ‘head overlap’
represents partly the same information as the feature ‘verb
overlap’.
We see in Table 3 that the presence of cue words can give use-
ful information in re-ranking answer paragraphs21. In fact,
incorporating the presence of cue words is a step towards
recognizing that a passage is potentially an answer to a why-
question. As argued in Section 1, identifying a passage as
a potential answer is the important issue in why-QA, since
answers cannot be recognized by simple semantic-syntactic
units such as named entities as is the case for factoid QA.
In both feature selections, we see the importance of question
focus and document title. The importance of question focus
for why-QA is especially interesting because it is a question
feature that is specific to why-questions and does not sim-
ilarly apply to factoids or other question types. Moreover,
the overlap between the question focus and the document
21In the stepwise regression approach, this feature was only
selected in one of the five folds.
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title shows that Wikipedia as an answer source can provide
QA systems with more information than a collection of plain
texts without document structure does. In Table 3, we see
that the overlap between the non-focus part of the question
and the passage is also important. We can clarify this with
a simple example: the question “Why are flamingos pink?”
has flamingo as focus and pink as non-focus part. We can
find the answer to this question in the Wikipedia document
with title flamingos, in the passage that describes their pink
color. In general, in cases where the question focus leads
to the document title, the non-focus part often leads to the
answer passage within this document.
8. CONCLUSION
We can draw two important conclusions from the current
paper.
First, a learning to rank approach using either a regression
technique or a genetic algorithm that optimizes for MRR
leads to a significant improvement over the TF-IDF base-
line. We reach an MRR of 0.341 with a success@10 score of
58.82%. Although this improvement is significant, the sys-
tem is still limited to answering 59% of the why-questions in
the top 10, while almost 80% of questions have a relevant an-
swer somewhere in the top 150. In the near future, we plan
to find out which answers are retrieved but not ranked in
the top 10 and why. We also plan to investigate the 20% of
the questions in our set are not retrieved by our QA system
at all.
Second, we found that the results obtained with SVM are
very poor compared to the results obtained with logistic
regression and genetic algorithms. In future work, it would
be interesting to experiment with (1) bagging techniques
applied to our set of 37 features, as potential solution for
the data imbalance; and (2) a ranked ground truth (multi-
level instead of binary labeling), so that ranking classifiers
such as Ranking SVM can be better applied to our data.
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ABSTRACT 
In contrast to a common query log analysis approach considering 
a query as a possible modification only of its direct predecessor, 
we also consider non-linear dependencies between queries: 
branching, merging, re-merging (merging of earlier branched 
chains) and non-linear execution of linear chains. To detect short-
term dependencies between user queries we use a method based 
on layered query similarity; dependency is considered as a time-
directed similarity. The method is applied to query logs of the 
major search engine. The findings are: about 10% of sessions 
containing 3 and more distinct queries contain combinations 
which can be interpreted as branchings; number of branches are a 
little bigger than two; one of the branches consists of only one 
query; branching may be realized as both narrowing and 
broadening. About 5% of time sessions containing 3+ distinct 
queries contain mergings, and the merging search is usually 
executed in the re-merging manner. In addition to structuring of a 
query modification process, such properties as narrowing and 
broadening in each kind of structural dependencies are studied.  
Categories and Subject Descriptors 
H.3.3 [Information Search and Retrieval]: Search process. 
General Terms 
Algorithms, Experimentation, Human Factors, Theory. 
Keywords 
Query modification process, non-linear query dependencies. 
1. INTRODUCTION 
The paper considers a query modification process in terms of 
dependencies between queries submitted by the same user and is 
centered on non-linear dependencies. Early conceptual works [1, 
2; 5; 12] on algorithmic-like description of information searching 
behavior do not exclude a possibility of non-linear search: a 
search process may contain several branches [2] and a complex 
search task may be decomposed into different chains [12], which 
merge in the final step. However, all following empirical studies 
in the field of user searching behavior (e.g. [10, 11]) use only 
linear search framework in which a query can be described as 
dependent only on its direct predecessor. One of the reasons is an 
absence of a formal language describing non-linear dependencies 
and tools automatically detecting them in query logs. While [10, 
11] consider user actions in different search contexts and different 
search environments, the works coincide in a framework: a 
current query is considered as a possible modification of only its 
direct predecessor QT=f(QT–1). Dependencies on indirect 
predecessors are neglected. 
Works [7, 9] using big query logs (and centered on improvement 
of the search results by implicit feedback rather on user searching 
behavior as such) also use a linear model of query modification. 
On the contrary, we follow to the opposite conceptual framework 
proposed in [4]: 
(1) a query may depend on non-direct predecessor: QT=f(QS<T) 
instead of QT=f(QS=T–1). As a result, several queries may 
depend on the same query (a branching search: queries 
QT1=f(QS), … QT2=f(QS) depend on the same QS). 
(2) a query may be a “combination” of a pair of earlier submitted 
queries QT=f(QS1<T, QS2<T) (a merging search) rather than a 
modification of a single query. 
Interpretations of the same series of user queries may significantly 
vary depending on the query dependencies taken into account. 
Figure 1 shows differences between linear and non-linear 
interpretations of two time series of user queries. 
 
Observed series Linear interpretation Non-linear 
Q1 =  biggest red cat 
Q2 =  red cat 
Q3 = biggest cat 
Q1  
broad   Q2    
vary     Q3
             Q1  
 
  Q2                     Q3       branching
Q1=crown buy 
Q2=toyota moscow 
Q3=toyota crown moscow
 Q
 Q1                   Q2
 
              Q3 
      mer
1            Q2  vary    Q3  
ging
Figure 1. Observed user queries and their interpretations. 
 
However, are the non-linearity assumptions realistic? To what 
extent are they (a) psychologically grounded and (b) technically 
supported by search engine interfaces? A branching search is not 
a surprising manner for any living being. A human searching on 
the Web comes up against a common situation provoking a 
branching search: when an initial query perfectly expresses an 
information need but retrieves unsatisfactory results, a user 
modifies the query; and if the results of the modified query are 
also unsatisfactory, a user refines the initial query rather than the 
current query. 
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A merging search is poorly supported by a human memory and is 
not supported by search environments. However, a brief 
interviewing of common searchers shows that both manners are 
consciously applied when a “direct search” gives unsatisfactory 
results. Besides, we can expect of a lot of “unconscious” 
branching modifications of the initial queries perfectly presenting 
information needs but giving bad search results. 
We suppose that a non-linear model of query modifications (cf. a 
broad conceptual model [6]) more adequately describes a real 
searching behavior that is especially important because a non-
linear search is only partly supported by search engines. If a non-
linear model is adequate: 
(a) then a direct support of non-linear search may be incorporated 
into search tools. 
(b) Next, to detect identical subparts in the serieses of transactions 
the linear model is used and only subsequences are considered. 
However, there is no difference between different orderings of the 
same merging parts and no difference seems to be between 
sequentially executed linear chains (chain1, chain2) and chain1 
followed by [the last] branch chain2 in branching . 
Thus, to detect common parts in time serieses of user’s queries we 
should take into account that a sequence (chain1, chains, chain2) 
presenting branching indeed contains subseries (chain1, chain2). 
2
1
chain
chains
chain <
2. CONCEPTUAL MODEL 
All dependencies are detected between queries submitted during a 
short-time period (a time session, i.e. a series of user transactions 
with a search engine cut from previous and successive sessions by 
the time gap bigger than an assigned cutoff). Let dependencies 
between queries be presented by a graph of a logical structure of 
a search [4], in which each query be presented by a unique node 
regardless of a number of occurrences of the query in a session. 
The connected components of this graph correspond to “task 
sessions”. The same logical structure may present different real 
search processes. Different tasks or different branches of the same 
task may alternate in execution and even linear tasks may be 
executed non-linearly: one task is broken by another task and 
restored again (occasional non-linearity). 
Let distinct queries submitted by the same user during a time 
session be presented by nodes and dependencies (the strongest 
dependencies according to a certain dependency measure, which 
will be set in a form of 2-step decision rule) between queries be 
presented by arcs. We will refer to this directed acyclic graph as a 
Query Modification Graph. According to (2) a maximum indegree 
is equal to 2; according to (1) outdegrees are not limited. If there 
are two paths from the node R to the node M crossing only in R 
and M we speak about re-merging (merging of earlier branched 
chains) and call H a root of re-merging. 
Figure 2 shows synthetic examples of basic (branching, merging) 
and derivative non-linearities (re-merging and occasional non-
linearity of execution) in a search process and its logical structure. 
An applicable non-linear model (1)–(2) presents a general 
framework to describe a query modification process. There are a 
lot of technical variants of the model implementation. Some of 
them are more expensive (e.g. “semantic”-based), some are less 
(“lexical” term-based). Here, we use several rules of structuring 
query modification process based on different lexical dependency 
measures. Different kinds of dependency measures are sound and 
the best way to detect and to analyze a non-linear search is to use 
a family of decision rules, each of which may operate with 
different measures (e.g., combine them) since different rules 
refining different aspects of a search behavior are equally 
feasible. 
 
Type of non-
linearity 
Sequence of 
execution 
Dependencies 
in execution 
Dependencies 
in logical 
structure 
Occasional  
nonsequential
execution of 
linearly-
dependent 
queries 
kitten food    (1) 
cat food        (2) 
DIR’09         (3) 
DIR 2009     (4) 
hills cat diet  (5) 
 
 
 1       2     3       4    5
 
 
  linear chains:
1          2           5
3          4    
 
Branching  
(one query
determines 
several ones)
cat food         (1) 
kitten food     (2) 
home for cats (3) 
home for dogs(4) 
 
 1       2       3         4 
 
 
            2
1       
        
             3          4
 
Merging 
(a query 
depends on a 
pair) 
kitten food    (1) 
cat food        (2) 
hills              (3) 
hills cat diet  (4) 
 
 1       2       3          4
 
 
1          2  
                       4 
            3  
 
Re-merging 
(of earlier 
branched 
chains) 
cat food          (1)   
kitten food      (2)  1
DIR cats         (3) 
cat kitten DIR (4) 
       2      3           4
 
 
            2
1                        4
        
             3  
 
Figure 2. Non-linearities of logical structure and realization. 
3. DATASET 
A week sample (March, 2005) of the query log of the Russian 
search engine Yandex is used1. The dataset was pre-processed to 
exclude users who are robots rather than humans. To do it a client 
discriminator threshold equal to 7 unique queries per 1-hour 
sliding window was applied. 30-min intersession cutoff was used 
to segment user transactions into time sessions. The preprocessed 
dataset (Table 1) contains 117,097 users executed 644,901 
transactions. Time sessions containing query language operators 
(in particular quotations) were excluded to simplify processing. 
Table 1. Preprocessed dataset 
time sessions 225,451 
time sessions containing one query 138,757(61.55%) 
time sessions containing 2+ distinct queries 86,694 (38.45%) 
time sessions containing 3+ distinct queries 38,571 (17.11%) 
non-first queries in time sessions 156,101 
non-first-two(= non-last-two) queries in t.sess-s 66,926 
                                                                 
1 The Yandex logs are the best representative of Russian-language 
queries. While the fraction of queries submitted to the Yandex 
from the ex-USSR monotonically decreases the Yandex remains 
the most popular search engine. For example, according to 
http://www.liveinternet.ru/stat/ru/searches.html (January 2009), 
46% of the Russian domain (.ru) sites are visited from the 
Yandex, 34% — from Google (cf. 1.5% for MS search). 
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 4. METHOD 
4.1 Method in Brief 
Each non-first query submitted during a time session is 
considered as possible dependent query, which may be 
determined either by a single query or a pair of queries submitted 
earlier during the session. Dependency on a pair is fixed only if 
this dependency is bigger than dependency on any single query. 
Different measures are used to select 1- and 2-dependencies. 
When a dependent query Q is attributed accordingly to used 
dependency measures, decision rules are applied to select a 
“main” determinant of Q among all of its determinants. A 
decision rule may use one or several 1- and 2-dependency 
measures. While a decision rule may combine different measures 
and use simultaneously 1- and 2-measures, we apply 2-step 
decision rules: 1) in the first step the main 1-determinant QDet is 
chosen as the most recent among queries which have the most 
influence on Q according some measure; 2) if the chosen 1-
determinant QDet belongs to a pair (QDet, QDet*) mostly 
determining Q according to the measure used in this step (this 
measure may differ from the measure used in the first step to 
choose 1-determinant), the pair (QDet, QDet*) is selected as a final 
determinant; otherwise Q is determined by a 1-determinant QDet. 
4.2 Layered Query Image 
A query image is an unordered set of query terms. To determine 
inter-query dependencies we use layered query image and layered 
processing [3]. According to this approach, terms of a query are 
divided into several layers which contain different role classes 
(Table 2) containing different parts of speech (POS). 
Unambiguous POS tagging is not a problem in inflecting 
languages (e.g. Russian); non-dictionary words are effectively 
attributed heuristically [3]. Terms are not ordered inside layers. 
 
Table 2. Role classes of parts of speech 
Role Class Parts of speech included into Class 
Subjects / 
Objects 
nouns, names, acronyms, 
+ unknowns which may be nouns, names, acronyms
Features 
adjectives, participles, 
[+ unknowns which may be adjectives, participles] 
numerals and numbers 
Actions verbs, adverbs, adverbial participles [+unknowns which may be these POSs] 
Others all other words (preposition, article, particle, conjunction, interjection, etc) 
 
The role of the core layer L1 is special, an intersection of core 
layers determine a fact of query similarity: if the core layers 
L1(Q) and L1(Q’) of queries Q and Q’ do not intersect, Q and Q’ 
are considered as dissimilar and intersections of outer layers are 
ignored. To choose query(ies) to which a query Q is the most 
similar, layers are processed on-by-one: if according to used 
similarity metric a query Q is more similar to Q1 than to Q2 on 
sets of query terms belonging to the layer Li then Q is considered 
as more similar to Q1. A set of considered queries {Qi} is reduced 
in each step: if Q is the most similar to just one query, a in-layer 
similarity detection is terminated, otherwise if Q is maximally 
similar to several queries {Q1,…Qk}, similarities of Q and these 
queries are compared in the next layer, and so on. 
Example. Let the overlap metric be applied to 2-layer 
representation L1={Subjects), L2= (Features+Actions+Others). 
We should detect queries which are the most similar to Q=<big 
cat walks> among Q1=<big brother walks>, Q2=<cat> and 
Q3=<cat jumps in big garden>. L1(Q)∩L1(Q1)=Ø, that is Q and 
Q1 are dissimilar. |L1(Q)∩L1(Q2)| = |L1(Q)∩L1(Q3)| =1. Since 
two queries are maximally similar to Q, we consider the metric in 
the next layer of these queries: L2(Q)∩L2(Q2)=Ø, 
L2(Q)∩L2(Q3)={big}. Thus, Q3 is the most similar to Q. 
[3] shows that the results of layered query processing slightly 
smaller than the results of non-layered processing (about 5-10% 
of “similarities” detected in non-layered processing are not 
detected in more strong layered procedure of query-to-query 
similarity detection). To detect dependency we use the 3-layered 
query representation: L1={Subjects}, L2={Features and Actions}, 
L3={Others}. 
Distribution of POS-based classes in queries obviously differs 
from term distributions in documents but it doesn’t contain only 
Subjects and Features: 74.19% of terms belong to the Subjects 
class, 14.39% to the Features class, 3.55% to the Actions and 
7.87% to the Others class among 978,930 terms in 357,141 
distinct queries submitted to the Yandex. Other query datasets 
show similar shift, e.g. distribution of “successful terms” in 
queries in Dutch [8]: 58% are nouns (the main part of Subjects), 
29% are verbs (the main part of Actions) and 13% are adjectives 
(the main part of Features) 
While several terms of a query may be forms of the same term 
they are not considered as duplicates and each of the terms is 
included into image. For example, image of the query <cat, cat 
and cats> is (cat, cat, cats).2  
Let a core of a query intersect with cores of several queries 
submitted earlier and considered as determining. We should 
choose the determining query (a pair of queries in the case of 
merging) mostly influencing it according to a dependency 
measure used (or rank determinants accordingly to their influence 
on the dependent query). 
4.3 Query Dependency Measures 
A layer is unordered set of terms. Such a representation simplifies 
processing. At the same time, since we consider only queries 
submitted during a limited period it is extremely unlikely that two 
queries presented by the same unordered set of terms express 
different information needs. 
We use term-based dependency measures. To detect intersections 
permissible word transformations are used. Semantic dependency 
(similarity) measures are not considered. In particular, we ignore 
                                                                 
2 Although the effect of this approach is small (term repetitions is 
very rare) it allows us to avoid a problem of identical unknown 
words detection significant for inflecting languages: two 
unknown terms T1 and T2 may be a form of the same word but 
third term T3 may be a form only of T1. Let similarity of 
Q1=<T1, T2> and Q2=<T3> be detected. If we include T2 into a 
core L1(Q1), queries Q2 and Q1 are recognized as dissimilar. 
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synonymy and aspectual relations, e.g. no dependency between 
<big wild cat> and <jaguar> is detected. 
Dependency measures. Term-based measures of query 
dependency are used. There are two broad classes of term-based 
dependency measures: 
(1) similarity metrics (intersection, symmetric difference and their 
normalizations in a form of Jaccard metrics) augmented by a 
direction from the determining query (a pair of queries) to the 
dependent query;  
(2) originally directed dependency measures: difference, 
narrowing, broadening. Here, narrowing and broadening are 
considered in a term-based manner: narrowing is an expansion of 
query by new terms and broadening is an exclusion of terms (e.g. 
<big cat> → <cat> is broadening and <big cat> → <cat and big 
dog> is narrowing). 
Query dependencies. Each query may depend on queries 
submitted previously during a considered time session. Each 
query may determine queries submitted later during the session. 
All dependency measures are applied only to images of those 
queries, cores of which are intersected. In the first step we check 
intersection of cores L1(Q)={t1,…tn} and L1(QDet)={T1,…Tm} of 
a possible dependent query Q and a possible 1- or 2-determinant 
QDet. If L1(Q)∩L1(QDet)≠Ø, Q depends on QDet. If the only 
determinant QDet maximizes dependency measure in the core 
layer, it is chosen as a main determinant. If several determinants 
{QDet} maximize dependency measure, we compare dependencies 
on these determinants in the outer layer L2. If in turn several of 
them maximize dependency in L2, we choose the recent 
determinant (see next subchapter). 
We use two types of dependency: on a single query and on a pair 
of queries considered as an entity. All measures may be used both 
as 1-dependency and 2-dependency measures. Besides, there is a 
special form of 2-dependency, an empty symmetric difference 
(non-strict narrowing/broadening). 
1-dependency. A query is concerned as a modification of a single 
query submitted previously in the same time session. A single 
determinant is called 1-determinant. 
Any 1-dependency measure of the determining query Qk is 
presented by a vector M, where mj<k is a score (“rank”) of the 
influence of the determining query Qi<k on Qk among all 
predecessors of Qk. If Qk does not depend on Qi, mj is not defined. 
Example 1 (1-dependencies). Let L1(Q1)={A,B}, L1(Q2)={A}, 
L1(Q3)={B} and L1(Q4)={B,C} be cores of the queries in 
Figure 4. (To reduce illustrations we suppose that all queries in 
the example hereinafter include only core terms). Row 
dependency vectors for overlap (V∩), Jaccard (VJaccard), 
symmetric difference (V∆), broadening (Vbroad) and narrowing 
(Vnarr) measures are: 
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2-dependency (merging). A query is considered as a merge of a 
pair of previously submitted queries. The determinative pair is 
called 2-determinant. While a model does not limit a number of 
branches, it prohibits merging of more than two queries. This 
restriction is psychologically motivated. Merging chains are 
executed in parallel but even execution of two chains in parallel is 
a hard job. 
A determining pair of queries in 2-dependencies is considered as 
an entity. Therefore we can define a layer of the pair as a union of 
terms of this queries attributed to the cognominal layers. For 
example, if L1(Q1)= {cat, cheese} and L1(Q2)= {mouse, cheese} 
then a core L1(Q1,Q2) of the pair is {cat, cheese, cheese, mouse}. 
2-dependency of a query Q on a pair (QDet_1, QDet_2) is considered 
only if Q depends on each of these queries, i.e. both intersections 
L1(Q)∩L1(QDet_1) and L1(Q)∩L1(QDet_2) are not empty. E.g., we 
do not consider dependency of Q3=<big red cat> on a pair of 
Q1=<cat> and Q2=<big red frog> since the intersection of 
L1(Q3)={cat} and L1(Q2)={frog} is empty. 
2-dependency of Q on a pair (QDet1,QDet2) is fixed if 
m(Q,(QDet1UQDet2)) is stronger than each of cognominal 1-
dependencies m(Q,QDet1), m(Q,QDet2). Furthermore, the results 
reported in Chapter 5 are elaborated under the strongest condition 
of 2-dependency detection: m(Q,(QDet1UQDet2)) should be stronger 
in the core layer(e.g. |L1(Q)∩L1(QDet1UQDet2)|>[L1(Q)∩L1(QDet i)| 
for overlap measure). As a result, we do not detect Q3 as merging 
of Q1 and Q2 in series Q1=<big cat>, Q2=<fat cat>, Q3=<big fat 
cat>. 
Any 2-dependency measure of the determining query Qk is 
presented by a triangle matrix M, where mij is a score (“rank”) of 
the influence of determining pair (Qi, Qj) on Qk among all pairs 
(Qi<k, Qj<i) according to the considered measure. 
It is possible that none of the elements of the pair is a top 1-
determinant (see the next example). However, is possible only for 
very long queries and is uncommon. 
Example2 (2-dependencies). Now let’s consider 2-dependency 
for session in Figure 4. Let L1(Q1)={A,B,C}, L1(Q2)={D,E,F}, 
L1(Q3)={A,B,D,E} and L1(Q4)={A,B,C,D,E,F} (due to unusual 
length of Q4 this is an atypical example). The matrixes describing 
2-dependency of Q4 are: 
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(here the top 1-determinant Q3 is not part of the top 2-determinant 
(Q1, Q2)). The image of the pair determinant (Q1, Q2) is identical 
to the image of the dependent query Q4. Matrixes of non-strict 
narrowing/broadening are: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
113
22
21
)4(
Q
Q
QQ
QM narrow
            
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
..3
12
21
)4(
Q
Q
QQ
QM broad
45
Branching induced by 2-dependency accounting. It is worthy 
of note that accounting of a 2-dependency (a merge) is nothing 
than adding a new entering edge QDet2→Q to a dependency graph 
containing QDet1→Q. If a graph contains an outgoing edge 
QDet2→Q* then QDet2 becomes a root of branching. It there is a 
path from QDet2 to Q then a re-merge is induced. While the length 
of a path added by merging accounting is equal to 1 (Figure 3), 
the initial path from QDet2 to Q should be at least 2 or longer. 
 
        < c a t fro g>                                                         < c a t fro g>   
                              A c c ou nt in g o f 2 - de p e n de n c y   
         < c at  d o g>                                                         < c a t do g>   
                                              
 
     < c at d og  fro g >                                                 < c at  d o g fr og >  
        no t a c c o un te d                                                    a c co u nte d  
 
Figure 3. Branching induced by merging accounting. 
 
4.4 Precedence of Determining Queries 
Let several determinants have a maximum influence on the 
dependent query. Which of them should be chosen as the “major” 
determinant? 
We consider dependency of a query on queries submitted earlier. 
While dependencies between queries should be extracted, a 
search engine query log contains not queries but transactions 
which correspond either to query submissions or to paging the 
retrieved results (Figure 4, where (Q, p) denotes a transaction 
with p-th page of the results retrieved by query Q). 
 
 Time session:                           |Q1,0|  (Q1,1)  |Q2,0|  (Q2,1)  (Q1,3)  |Q3,0|   |Q4,0| 
 
 candidates  
 to be dependent:                        Q1                   Q2                                Q3        Q4     .  
 
 last occurrences   
 of candidates                  empty              Q1                   Q2       Q1 
 to be determinants                                                         Q2      Q1       Q3    
 
Figure 4. Constructing precedence vectors. 
 
When a query Q is considered as a dependent query we consider 
dependencies only for the first occurrence of this query. When a 
query QDet is considered as a determinant of a possibly dependent 
query Q we take into account the most recent occurrence of QDet 
before the first occurrence of Q. How long may be a distance 
between occurrences of the determinant and dependent query 
measured in time or events between them? 
A lot of queries are contextual and stored (if stored) in the limited 
human working memory (searchers commonly do not use 
external, supported by a search tools short-term query history). 
While we do not suppose that to “reformulate” a query a user 
should consciously remember the initial query, we should take 
into account human memory limitations. The approach used in 
this paper is to consider any query submitted during a time 
session as a possible determinant of a query submitted later in this 
session. Thus, dependencies only between queries submitted 
during the same time session are extracted. 
Dependencies of the same queries in different sessions may be 
different. For example, let Q1=<cat>, Q2=<dog>, Q3=<cat and 
dog> occur in 3 time sessions: <Q1,Q3,Q2>, <Q1,Q2,Q3>, 
<Q3,Q1,Q2>. Q3 is an element of a linear chain in the first session, 
a merge in the second and a root of branching in third. 
The same query may occur several times during the session. We 
suppose that 1) when a query is considered as a possible 
depending query we should consider only first occurrence of the 
query; 2) when a query QDet is considered as a possible 
determinant of a query Q we should consider the recent 
occurrence of QDet before first occurrence of Q. 
Precedence in 2-dependencies. When 1-dependency is 
considered there is no problem to detect the recent occurrence of a 
determinant (preceding the first occurrence of a dependent query) 
in the time-ordered series of transactions. To select the recent pair 
(preceding the first occurrence of a dependent query) among 
several determining pairs we use the following tricks: 
Let (t1, t2) be the recent occurrences of elements of the pair, where 
tj is presented either by absolute time of the recent (before a 
dependent query) occurrence of Qj or by a rank of this occurrence 
in time-ordered scale of transactions (we use ranks.) A pair (Q1, 
Q2) is considered as more recent than (Q’1, Q’2) if t1+t2 > t’1+t’2. 
If several determining pairs {(Qi1,Qi2)} maximize a sum ti1+ti2 we 
choose a pair i| ti1or2 = max(min(ti1,ti2)), i.e. a pair the earlier 
element of which is the latest among earlier elements. 
Example of precedence accounting. A precedence row vectors 
for (possibly) dependent queries Q2, Q3 and Q4 (calculated for 
their first occurrences in a time session) in Figure 4 are 
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and the precedence triangle matrixes (constricted on the 
precedence vectors) are 
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4.5 Final Dependency Extraction 
Decision rules. Decision rules select a “main” determinant of 
each dependent query among all of its determinants. A decision 
rule may use one or several 1- and 2-dependency measures. A 
decision rule operates with 1-dependency vectors, 2-dependency 
matrixes and a precedence vector. 
Different kinds of dependency measures are sound and the best 
way to detect and to analyze a non-linear search is to use a family 
of decision rules, which operate with different measures (in 
particular, combine them) since different rules refine different 
aspects of a search behavior and may be equally feasible. 
Just one 1- or 2-determinant should be selected by the decision 
rule. However, 1-determinant may be not a part of 2-determinant 
even for the same measure (Example 2). To avoid a (prohibited) 
selection of 3 determining queries the decision rule should 
coordinate extraction of final 1- and 2-dependencies, which may 
be done in a variety of ways. Decision rules may simultaneously 
use different measures. While decision rules applied below are 
constructed as a sequential two-step procedure (1-dependency 
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filter is used in the first step and 2-dependency filter is applied to 
the results of the first step) decision rules may have another form. 
Example of the final determinant selection. Let’s return to 
Example 1 and consider a family of decision rules each of which 
uses one of 1-dependency measures and selects for each 
dependent query the most recent among queries maximally 
influencing it according to the measure. The dependency 
structures extracted by these rules are presented by: 
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5. RESULTS 
Let’s consider the results yielded by two 2-step decision rules. 
Each of rules uses the same measure for 1- and 2-dependency 
determinants detection:  
— maximal overlap (max∩) rule: the recent determinant Det (a 
single query QDet for 1-dependency and a pair (QDet1, QDet2) for 2-
dependency) is chosen among all queries which maximize overlap 
measures max∩ (Q, Det); 
— minimal symmetric difference (min∆) rule: the recent among 
queries which minimize symmetric difference measure. In 
addition, the rule based on the Jaccard measure was used. The 
results of the Jaccard rule are practically identical to the results of 
of the min∆ rule and are not reported. 
The next two subchapters present results yielded by decision rules 
accounting respectively only 1-dependencies (subchapter 5.1) and 
both 1- and 2-dependencies (subchapter 5.2). The results yielded 
by rules accounting only 1-dependencies (i.e. linear and 
branching) are subsidiary and are needed mainly to determine a 
contribution of 2-dependency accounting into detected branching 
dependencies. 
When a decision procedure detects non-linear dependencies, two 
kinds of errors take place: false acceptance (Figure 5) and false 
rejection. A brief manual check of the non-linearity detection 
shows that all non-linear query reformulations correctly detected 
by min∆ rules are a subset of non-linearities detected by max∩ 
rules. That is we should commit to the results of max∩ rules. 
C o r r e c t de te c t ion  by  a ll rule s        W r o ng  de te c ti on  by  sy m .d if f . 
 
   <K a ra e v.  E co n o m ic  th e o ry>                                       < b io s  b a t te r ies>  
 
   <K a ra e v>                       <w h e re ca n  I b u y  b io s  b a tte r ies  in  T u la  >  
 
     <  E c o no m ic  th e o ry B a s ics>            <w h e re ca n  I b u y b io s  b a tte r ie s  >
 
           < E co n o m ic th eo ry  >   
Figure 5. Real-life examples of correct and incorrect non-
linearity detection. 
 
5.1 Extraction of 1-dependencies:  
Branchings and Linear chains 
At this step we use rules which ignore 2-dependencies. 
Table 3. Characteristics of search structures extracted by 1-
dependency rules * 
Characteristics max∩ min∆ 
Time sessions:  
Linear time sessions: 
  – in sessions of 2+ queries 
  – in sessions of 3+ queries 
74427 
85.85% 
68.20% 
Time sessions containing non-linearly 
executed linear chains ** 7.36% 6.67% 
Time sessions containing branching ** 10.05% 19.70% 
Queries   
Independent queries (% of non-first 
queries in time sessions) 68,847 (44.10%) 
Dependent on non-direct predecessor (% 
of non-first-two queries in time sessions) 
7,717 
(11.53%) 
13313 
(19.89%) 
Roots of branching (% of non-last-2 
queries = non-first-2 queries) 
3991 
(5.96%) 
8423 
(12.59%) 
Childs of branching (% of non-first-2 
queries) 
8256 
(12.34%) 
18062 
(26.99%) 
Sons per root of branching 2.07 2.14 
Length of linear chains in:   
— linearly executed linear chains 1.25 1.25 
— non-linearly executed linear chains 1.49 1.34 
— non-empty pre-branching linear chain 
     (rate of empty pre-branchings) 
1.30 
(66.3%) 
1.22 
(80.3%) 
* All lengths are measured in number of query modifications Q(i) → Q(i+1). 
 
Structure of query modification process. Table 3 presents 
structural characteristics of search processes reconstructed by 
max∩ and min∆ rules, and the min∆ rule detectss much more 
cases of branching. We report fractions of branching sessions 
among time sessions containing 3 and more distinct queries (i.e. 
among sessions which may contain non-linearties) in brackets. 
<Несмотря на ошибки of acceptance> a branching search a 
frequent manner of execution of several-query tasks. Branching 
commonly has a binary form (2.1 branches per branching). One of 
about two branches usually contains only one query. 
Table 4. Fractions (%) of 3 types of query modification in 
search structures extracted by 1-dependency rules * 
max∩ rule min∆  rule Characteristics
of narrow broad other narrow broad other 
linearly executed 
linear chains 41.15 15.75 43.10 
41.15 15.75 43.10
non-linearly exec.
linear chains 34.48 13.76 51.76 36.15 15.33 48.51
direct  
pre-branching 49.0 8.0 42.9 24.2 22.5 53.4 
branching  
root → son 14.9 29.6 55.5 50.5 11.3 38.2 
branching root → 
union of sons 41.7 3.3 54.9 64.2 0.6 35.2 
 
Properties of query modification in different search 
substructures. Table 4 presents narrowing (an image of the 
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determining query is a subset of the dependent query image) and 
broadening (an image of the dependent query is a subset of the 
determining query image) relations in different structures of query 
modification process. As Tables 4, 6 show, max∩ and min∆ rules 
reveal the opposite properties in non-linear query reformulation. 
Since is more perfect we commit to its results. 
5.2 Extraction of 1- & 2-dependencies:  
Branching, Merging, Re-Merging, Linearities 
Now we consider slight modifications of rules used to detect 1-
dependencies. Two-step decision rule is used. The results of 1-
dependency extraction are applied as a filter to extract 2-
dependency. Namely, when the top 1-dependency determinant is 
detected the rule extracts the most recent and influencing 
determining pair (if exists), which contains the selected 1-
determinant as an element. In the first step, the decision rules used 
in 2-step procedure are identical to the decision rules used in 1-
dependency extraction. In the second step (selection of the pair) 
all 3 decision rules use the same overlap (2-dependencu) measure, 
i.e. the determining pair is selected among the pairs which are 
most influencing according to this measure and contain the top 1-
determinant extracted by the 1-dependency decision rule.  
Structure of query modification process. The results relating to 
the structure of query modification process reconstructed by the 
2-step decisions rules are reported in Table 5. 
 
Table 5. Characteristics of search structures extracted by 1-
and 2-dependency rules * 
Characteristics max∩ min∆ 
Time sessions:   
— linear time sessions  **  67.61% 
— time sessions containing non-linearly 
executed linear chains ** 6.27% 5.65% 
— time sessions containing branching ** 13.75% 22.83% 
— time sessions containing merging ** 9.13% 6.68% 
— t.sess containing branching&merging** 5.85% 4.08% 
— time sessions containing re-merging ** 5.20% 2.88% 
Queries:  
— independent queries (% of non-first 
queries in time sessions) 68847  (44.10%) 
— dependent on non-direct predecessor 
(% of non-first-two queries) 15.55% 22.60% 
— roots of branching (% of non-last-2 
queries = non-first-2 queries) 8.49% 14.00% 
sons per root of branching 2.08 2.14 
— mergings 5.71% 4.06% 
Length of linear chains in:   
— linearly executed linear chains 1.34 1.25 
— non-linearly executed linear chains 1.41 1.31 
— non-empty pre-branching linear chain  
     and rate of empty pre-branchings 
1.26 
67.4% 
1.21 
80.6% 
— non-empty post-merging linear chain  
     and rate of empty post-mergings 
1.22 
71.6% 
1.17 
81.0% 
* All lengths are measured in number of query modifications Q(i) → Q(i+1). 
** % of sessions containing  3+ distinct queries. 
 
Properties of query modification. Table 6 presents narrowing (a 
query terms expansion), broadening and zero symmetric 
difference (i.e. a case of Im(Q)=Im(determining Pair) in merging) 
relations in query modification process. 
While measures give significantly different results, we see from 
Table 6 that 1) the common operation in pre-branching linear 
modification is narrowing (query expansion), 2) narrowing is also 
common in branching, 3) broadening (query reduction) is 
common in merging and 4) narrowing is frequent in the post-
merging linear modification. Narrowing is more frequent in all 
linear modifications. 
Table 6. Fractions (%) of 4 types of query modification in 
search structures extracted by 1- and 2-dependency rules 
max∩ rule min∆  rule Characteristics 
of narr. broad empty 
∆ other narr. broad
empty 
∆ other
linearly exec-ed 
linear chains 41.17 15.76  43.07 41.17 15.76  43.07
non-linear. exec.
linear chains 33.53 14.65  51.82 32.80 16.36  50.84
direct prebranch
– non-remerging
– re-merging 
 
50.3
58.6
 
8.5 
6.0 
 
 
41.2 
35.3 
 
24.4 
40.0 
 
24.2
12.3
 
 
51.4
47.7
direct postmerg.
– non-remerging
– re-merging 
 
37.8
23.0
 
20.3
34.8
 
 
41.9 
42.2 
 
25.8 
50.1 
 
3.7 
11.8
 
 
70.5
38.1
brnch root→son
– non-remerging
– re-merging 
 
14.9
20.7
 
30.2
3.3 
 
 
54.9 
75.9 
 
50.1 
25.8 
 
11.8
3.7
 
 
38.1
70.5
branch.root → 
union of sons 
– non-remerging
– re-merging 
 
 
42.3
36.7
 
 
3.3
0.1
 
 
 
54.4 
63.2 
 
 
63.7 
40.4 
 
 
0.6 
0.1 
 
 
 
35.7
59.5
mergings: 
–nonREmerging
– re-merging 
 
3.4 
5.8
 
53.9
48.8
 
13.0 
15.1 
 
29.7 
30.3 
 
3.5 
5.7 
 
52.3
47.4
 
13.0
15.1
 
31.3
31.9
 
A merging search: it is hardly probable that a merging results 
from the conscious task disaggregation (cf. [12]). The most 
mergings are re-mergings, which typically have the very special 
form of a merging a branch and the initial query. It is likely that 
the initial query perfectly presents the user need but the retrieved 
results are bad. A user modifies the query and when the results 
become good he “partly returns” to the initial query. A user does 
not remember the initial query but he perfectly remembers the 
need. 
Table 7. Shortest path is executed earlier than longest path in:  
 max∩ rule min∆  rule 
branchings (1-dependency) 63.4% 67.0% 
branchings 63.7% 67.1% 
non-remerging mergings 40.6% 38.8% 
remergings 32.1% 37.7% 
 
Precedence of different-length paths in non-linearities. The 
results presented in Table 7 correspond to expectations about a 
probable searching behavior. The later branches in non-remerging 
branching correspond to the “last hope” attempts and have more 
chances to be longer. On the contrary, the final of two merging 
paths have more chances to be shorter since (1) a searcher should 
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not forget the current pre-merging state in the first path and (2) a 
goal of the final path is to “till” results of the first. 
6. CONCLUSIONS 
A model presented in the paper allows for query dependencies on 
non-direct predecessors. As a result, a modification process may 
be branching. Dependency on a pair of queries considered as an 
entity is allowed too. As a result a process may be merging and 
re-merging (as a merging of branched chains). It is shown that 
non-linear dependencies between user’s queries are detected as 
really frequent whatever the technique used. 
The results are:  
(1) a branching search is a frequent manner of an execution of 
several-query tasks (about 10% of such time sessions contain 
branchings); 
(2) a number of branches is a little bigger than two; 
(3) one of the branches consists of only one query;  
(4) not only narrowing but also broadening branching is detected. 
(5) the first of [usually two] branches is usually shorter than 
second. 
(6) the first of [perfectly two] merging paths in s usually longer 
than second.. 
While the branched search is partly supported by search 
environments, the merging (in particular, re-merging) search is 
not supported at all. However,  
(7) about 6-7% of time sessions containing 3+ distinct queries 
contain mergings, and  
(8) the merging search is frequently (3-4% of time sessions 
containing 3+ distinct queries) executed in the re-merging manner 
(merging of earlier branched chains), particularly as combining 
the initial query (i.e. the root of branching) perfectly presenting 
the information need (but retrieving unsatisfactory results) and the 
current query modification. 
                   Subsequences of Logged Time Serieses 
 
     Ch1     Ch*     Ch2      Ch1     Ch2                 PreBr  ChB  ChD  ChB  ChD  Mrg 
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                                                                     PreBr                                       PreBr 
 
                               
                 Ch1                        Ch1          ChA   ChB                              ChB    ChA 
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   Identical paths Ch1—>Ch2                          Permutable [re]merging paths  
                               Structured Subsequences  
Figure 6. Examples of identical substructures. 
 
Further work. An extraction of common parts in query logs is 
based on linear model and uses only methods of sequential 
patterns detection. However, non-linear query reformulation 
should be taken into account: an order of merging paths plays no 
part in non-remerging mergings and it is possible that paths in re-
merging modification can be considered as permutable too. 
Whilst branches in non-merging branching are not permutable, 
sequentially executed chains of query modification (Ch1, Ch2) 
and Ch1 followed by the final branch Ch2 in any branching may 
be considered as identical. Figure 6 shows examples of query 
modification which are dissimilar within linear framework and are 
identical within non-linear model. The obvious next step is an 
modification of non-expensive sequential techniques of such 
identities detection (rather than an usage of general method of 
identical subgraphs detection). 
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ABSTRACT
In this paper we present a simple, robust, accurate and
language-independent solution for extracting the main con-
tent of an HTML-formatted Web page and for removing
additional content such as navigation menus, functional and
design elements, and commercial advertisements. This method
creates a text density graph of a given Web page and then
selects the region of the Web page with the highest density.
The results are comparable or better than state-of-the-art
methods that are computationally more complex, when eval-
uated on a standard dataset. Accurate and efficient content
extraction from Web pages is largely needed when searching
or mining Web content.
General Terms
Web page cleaning
1. INTRODUCTION
When building a system for searching or mining Web con-
tent, a first task is extracting the main content and remov-
ing extraneous data such as navigation menus, functional
and design elements, and commercial advertisements. Also
when showing Web pages on small screens (e.g., of mobile
phones) or sending text to screen readers that translate the
text to a more appropriate format (e.g., text-to-speech for
visually impaired people), the content extraction operation
is very valuable. Content extraction (CE) is defined as the
process of determining those parts of an HTML document
that represent the main textual content [5]. Because differ-
ent Web pages often have a different layout and a variety
of configurations are possible, the task is at first sight not
trivial. Recently a number of solutions have been proposed.
The problem, however, is to find a solution that is generic
(i.e., portable to many types of Web pages), accurate (i.e.,
find all important content in a precise way) and efficient
(often a large number of Web pages are processed).
We designed, implemented and evaluated a content extrac-
tion system that satisfies the above requirements. Our
method is simple, generic, robust and efficiently computable.
The results are comparable or better than state-of-the-art
methods that are computationally more complex, when eval-
uated on a standard dataset used in the literature. The re-
search was done in the frame of a project where we crawl,
clean, classify, summarize and index Web pages.
The remainder of the paper is organized as follows. Section
2 discusses related research. In section 3 we present our
method for content extraction. Section 4 describes how we
evaluate this method, and gives results and a comparison to
existing methods. We conclude in section 5 where we also
give some hints for future research.
2. RELATED RESEARCH
The simplest way to clean Web pages is to remove metadata
and tags from the source data. The derivation is a fast,
single-pass process. However, most often a deeper process-
ing is needed in order to extract the main content, because
Web data are infiltrated with advertisements and interaction
menus. Early approaches to the content extraction problem
heavily relied on a priori knowledge of the Web site’s layout
and formatting [10, 3], knowledge which could eventually au-
tomatically be learned, but the approach suggests that only
a limited amount of formating templates for Web pages are
used, which is an unrealistic assumption.
Gradually interest grew in building generic content extrac-
tion systems that operate on all types of Web pages. Usu-
ally the main text of a Web page is long and homogeneously
formatted, while additional contents are usually highly for-
matted and contain little and short texts. These and other
signaling cues for relevant and irrelevant content were ex-
ploited in various ways. [7] starts from the HTML tree
and wraps its relevant content as a subtree that contains
a large number of visible text elements, and which fans out
into many children. [6] use the high ratio of link content to
detect navigational menus and similar structures. [11] op-
erate on the DOM (Document Object Model) tree, which
defines the logical structure of well-formed HTML or XML
documents, and identify hyperlinked clutter as text adver-
tisements and long lists as syndicated references to other
structures. [12] detect a continuous part of the document
which contains text based on the analysis of so called doc-
ument slope curves. A document is represented as a binary
vector. HTML tags except for the ones that indicate content
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(e.g., font changes) are given a weight one, all other tokens
are given a weight zero. From this vector a document slope
curve is generated. The entries in the document slope curve
graph correspond to the total of the binary vector entries
up to and including each token. Long, low sloping regions
of this graph represent content (text without tags). [13] use
the text-to-tag ratio of lines of a document to find clusters
of content in a Web page.
The closest to our approach is the Content Code Blurring
(CCB) method of [5] that implements several methods to
identify those parts of a Web page which contain a lot of
text and few or no tags. A document is represented as a
sequence of text and tag (code) characters or tokens stored
as a binary content code vector. The code vector is blurred
by using a Gaussian blurring filter (by iteratively spread-
ing the values of a character or token to its neighbors until
the values stabilize), after which the areas with high con-
tent bearing values are extracted. A variant of the method,
Adapted Content Code Blurring (ACCB), is better suited
to wiki style documents and ignores anchor tags. [5] makes
a comparison with the methods described by [12] and [6],
where he shows that the content code blurring method that
ignores the anchor tags outperforms the former methods.
More sophisticated approaches extract the information from
the visually rendered output of a Web page or other HTML
content. Such an approach was following by [9], who ex-
tracted tabular data from rendered pages and [1] who classi-
fied emails based on the content that is rendered in the email
browser. Although very valuable and generic, especially in
an adversary setting where certain content might be present
in the source, but hidden for the user of the browser, these
approaches are computationally much more expensive than
the method for Web page cleaning that we propose.
3. GOALS
We are given a source file containing HTML markup-tags
and text. As shown in fig.1, this text consists of some rele-
vant content (“main content”) but also a lot of content that
is not relevant outside the context of this particular Web
page, such as navigational menus, comments, links to re-
lated articles and others. The goal of this article is to de-
velop a method that classifies every character in the source
file as being relevant or not relevant, and creates an output
file that contains only the main content, cleaned from any
markup-tags.
4. METHOD
We develop a method that extracts the main content from
Web pages. The difficulty of this task differs largely in dif-
ferent settings. First, there is the setting where the Web
page is known at development time. Here, the structure of
the page can easily be exploited to accurately extract the
main content based on simple regular expressions. In the
second setting a limited number of Web sites are targeted.
Here, it is possible to use automatic learning methods to
creating a method that extracts the main content specifi-
cally for every Web site (i.e. site wrapping). In the third
setting the Web page is unknown at development time and
can originate from any Web site. This task is extremely
challenging, since fully successful extraction methods need
to perform a semantic analysis of both the text and struc-
Figure 1: Example Web document with the main
content marked.
ture of the Web page, which can be further complicated by
common mistakes in spelling, miswritten markup-tags and
an ill-defined HTML-structure. In this setting it also not
possible to perform site wrapping, since the pages do not
originate from a common Web site.
In this paper we propose a method that performs only a
very shallow analysis of the Web page. This method does
not depend on strong assumptions on the structure or con-
tent of the Web page and is fully language independent. The
main idea behind our method is that a Web page has both
content text (the news item, blog entry, ...) and garbage
text (navigational menus, links to other articles, adverts,
comments,...), but that the content texts tend to be contin-
uous, long text with little structural markup, and that the
garbage text tends to be short texts with a lot of structural
markup. We make the following weak assumptions: The first
assumption states that the text representing the content is
separated from the garbage text with one or more markup-
tags. The second assumption states that no garbage text oc-
curs in the main content, e.g. that the main content text is
continuous (not taking into account the markup-tags). The
third and most important assumption states that the main
content of the text contains less structural markup-tags (see
below) than the garbage text.
An informal inspection of some targeted Web sites reveals
that both assumption 1 and 2 are always satisfied, and these
assumptions are also satisfied in our test set (see section
5.1). The third assumption, although intuitively correct,
was violated in some cases. In section 5.3 we will discuss in
detail when this occurred and the influence of this violation
on the content extraction method.
We first locate a subset of markup-tags that modify the
structure of the Web page. These tags include, but are not
limited to <p>,<table>,<BR>,<div>,<h1>,<h2>,.. and <li>1.
We ignore the tags that do not modify the structure of
the Web page, such as <b>, <a href=..> and <font ...>
and we also ignore data that is not content-related, such
as JavaScripts, style definitions and HTML comments. We
then transform the structured HTML page to a linear list
1see http://www.w3.org/TR/xhtml1/
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Figure 2: Example plot of the document density
of text strings L = {s1, ..., sn}. We parse the structure of
the Web page using a robust HTML parser2, that will, when
presented with a not well-structured HTML page perform a
best-effort parse. This parser visits every node in the HTML
structure. If a node containing text is encountered, this text
is added to the last text string in L. If a markup-tag that
modifies the structure of the Web page is encountered, L is
extended with one empty string. We continue this process
until the entire Web page is parsed.
We build a graphical representation of the array L in fig. 2
where the x-axis represents the position of the array and the
y-axis represents the length of the strings at the different
positions. In a second step we analyze this graph to find
the main content in the Web page. Typically, the main
content for a Web page containing news articles is located
in the region of L that has the highest density. We therefore
convert the problem of extracting the main content of a Web
page in the problem of selecting the highest density region of
L, for which we have designed a simple algorithm. We first
locate the string smax in L with maximum length maxL
3.
Then a cutoff length cutoffL is computed as cutoffL =
maxL ∗ c1, where c1 is a constant. We initialize the high
density region R as R = {smax}. We then incrementally add
strings si to R. A string si is added to R iff length(si) >
cutoffL and there is a string sj ∈ R such that |i − j| < c2,
where c2 is a constant. The algorithm terminates when no
more strings can be added to R.
To create the final text tautomatic containing the main con-
tent of the Web page, we find the leftmost string sl in R and
the rightmost string sr in R. We then create T by concate-
nating all strings si, where i ranges from l to r (inclusive).
Optimal values for c1 and c2 were chosen manually when
performing the experiments in section 5. The values used in
this experiment were c1 = 0.333 and c2 = 4.
Although this algorithm is very simple, it incorporates sev-
eral interesting ideas. First of all, it does not depend on the
structure of any particular Web site, but uses a notion of
2http://java.sun.com/products/archive/hotjava/
3Note that L and thus maxL are page specific
Web site URL # of pages Language
bbc news.bbc.co.uk 1000 en
chip www.chip.de 361 de
economist www.economist.com 250 en
espresso espresso.replubblica.it 139 it
golem golem.de 1000 de
heise www.heise.de 1000 de
manual different 65 en,de
repubblica www.replubbica.it 1000 it
slashdot slashdot.org 364 en
spiegel www.spiegel.de 1000 de
telepolis www.telepolis.de 1000 de
wiki de.wikipedia.org 1000 en
yahoo news.yahoo.com 1000 en
zdf www.heute.de 422 de
Table 1: Datasets used for evaluation, showing the
name, the URL, the number of pages used in this
evaluation and the languages of the datasets.
document density which can be expected to be universal for
most Web sites containing news articles. Secondly, it does
not depend in any way on the text and is thus fully language
independent. Thirdly, it relies only on a limited amount of
the HTML-markup, thus making allowances for dirty and
non-well structured Web pages.
5. EXPERIMENTS
5.1 Data set used
We evaluate the proposed method on a data set previously
used in state-of-the-art content extraction [5]. 14 different
datasets (see table 1) were gathered from the Web. A golden
standard was created for every HTML page by manually se-
lecting the main content of every Web page. Most Web
pages contain news items, although some also contain ency-
clopedia articles (wiki) or Web pages with different types of
contents (manual). The Web sites are written in different
languages : English (en), Italian (it) and German (de).
5.2 Evaluation
As described in section 3 we aim at building a method that
can successfully label text in a Web page as “main content”
or “garbage”. In this section we describe how we evaluate
the method proposed in this paper.
Although we described the task conceptually as labeling text
in a Web page, in reality most (all) systems that perform this
extraction task take as input the HTML source code of the
Web page and return a file containing the cleaned text. The
ground truth data (described above) is also stored in this
cleaned text format. To evaluate the developed method, we
need a metric that compares how “similar” the automatic
output is compared to the manually generated output. More
formally, we define tmanual as the main content text that was
manually created and we define tautomatic as the content text
that was automatically created.
Different metrics have been proposed that measure the simi-
larity between the two files. In this paper we use two evalua-
tion metrics: longest common substring and longest common
subsequence.
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Baseline Content extraction
Web site LCString LCSequence LCString LCSequence
bbc 60.16 61.52 96.32 97.17
chip 6.09 19.25 26.33 78.09
economist 30.91 66.85 45.48 91.88
espresso 69.04 77.32 82.10 89.25
golem 8.28 50.92 15.78 92.17
heise 46.57 61.47 72.28 96.82
manual 11.72 40.72 20.64 53.94
repubblica 14.77 71.95 21.57 90.74
slashdot 10.96 11.61 29.93 53.85
spiegel 8.86 55.86 13.39 86.84
telepolis 5.25 83.14 5.83 89.15
wiki 70.49 81.87 71.96 78.67
yahoo 34.73 65.75 52.36 94.58
zdf 14.39 67.50 25.13 82.93
Table 2: Average results for the baseline and au-
tomatic extraction method for LCString and LCSe-
quence evaluation metrics, given in F1-measure (%).
The longest common substring metric (LCString) [2] finds
the longest continuous string that appears both in the au-
tomatic output and the manual output. For example, the
LCString of the strings “the dog jumps over the brown fox”
and “the fox jumps over the brown dog” is “ jumps over the
brown ” (of length 20). This metric is useful since it focuses
on the longest continuous string, thus highly penalizing any
discarded words (or punctuation marks) in the center of the
text, which could possible carry high semantic value (e.g.
imagine that at some point in the text the word “not”would
not be extracted by the automatic method, thus possibly
changing the entire meaning of a sentence). On the other
hand, a major disadvantage of this method is that it treats
all symbols identical, e.g. that discarding a space in the cen-
ter of the text could possibly half the LCString, thus halving
the score on a certain document.
The longest common subsequence metric (LCSequence) [8]
finds the longest sequence of characters that appear in that
order in both the automatic output and the manual output.
For example, the LCSequence of the strings “the dog jumps
over the brown fox” and “the fox jumps over the brown dog”
is “the jumps over the brown ” (of length 23). Notice how
LCString is always a substring of LCSequence. This met-
ric is less strict in that it assigns only a modest penalty to
missing characters.
We have opted for two character based algorithms (in con-
trast to for instance [4]), since we feel that word based algo-
rithms are harder to implement (because the characters on
a Web page need to be correctly split into words which is
not relevant for this task).
For both metrics we calculate, given the length of the longest
common string or sequence smax, the familiar information
retrieval metrics of precision, recall and F1-measure, as fol-
lows:
precision =
length(smax)
length(tautomatic)
Figure 3: Document density graph for an example
of the slashdot corpus.
recall =
length(smax)
length(tmanual)
F1 = 2 ∗
precision ∗ recall
precision+ recall
5.3 Results
We perform a first set of experiments where we compare
the raw output of the proposed method with the manual
extracted texts. This method yielded results that were lower
then expected, caused by superfluous spaces in the manual
extracted texts. These spaces do not influence in any way
the rendering of the page (apart from splitting words) and
we thus feel that they can be ignored. All results reported
ignore any spaces in both automatic and manual extracted
texts.
We compare our approach with a baseline method that ex-
tracts all texts from a given Web page, removing markup
information, but does not perform any content selection.
Table 2 shows that the method proposed here results in a
significant increase over the baseline. This can be explained
by the fact that although the baseline achieves near perfect
recall (since the main content will certainly be part of the
extracted text), it suffers from a low precision (since it ex-
tracts all text). Our method generally also achieves a high
recall, but also a high precision because of the dynamic con-
tent selection methods.
Table 2 shows that for some datasets (bbc, yahoo, heise) our
method achieves near perfect F1-measure. For many other
datasets (spiegel, economist, repubblica, espresso, telepolis,
golem) our method achieves an F1-measure of 85% or more,
which is certainly satisfying given the complexity of the task.
The proposed method achieves disappointing (although bet-
ter then baseline) results on only two datasets, slashdot and
manual. On the slashdot dataset we achieve a LCSequence
F1-measure of 53.85%. The reason for this result can easily
be explained by fig. 3. We see here that the string represent-
ing the main content (as indicated) is only a small subset
of the entire text on the Web page. Closer inspection re-
veals that the remaining text appearing after this content
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Baseline Content extraction
Web site Here In [5] Density ACCB
bbc 61.52 59.5 97.17 92.4
chip 19.25 17.3 78.09 70.3
economist 66.85 61.3 91.88 89.0
espresso 77.32 62.4 89.25 87.5
golem 50.92 50.2 92.17 95.9
heise 61.47 57.5 96.82 91.6
manual 40.72 37.1 53.94 41.9
repubblica 71.95 70.4 90.74 96.8
slashdot 11.61 10.6 53.85 17.7
spiegel 55.86 54.9 86.84 86.1
telepolis 83.14 85.8 89.15 90.8
wiki 81.87 82.3 78.67 68.2
yahoo 65.75 58.2 94.58 73.2
zdf 67.50 51.4 82.93 92.9
Table 3: Average LCSequence F1-measure (in %)
results of the density method reported here and the
ACCB method reported in [5].
are comments. Indeed, a page on the slashdot Web site typ-
ically consist of a small text describing some newsworthy
fact and many comments. Often the length of an individual
comment is larger than the length of the news item. It is
thus easy to understand how our method, relying heavily on
the text density, fails for these documents.
The result on this dataset shows one of the limits of our
approach. Since we assume that the density vector has a
shape similar to fig. 2, we expect our method to fail on doc-
uments with a the density vector that has a very dissimilar
shape. This is also the reason why the results on the wiki
Web site are not excellent. We can thus see that it is impor-
tant to consider the type of the Web pages before employing
this technique, although in the course of the Acknowledge
project we experienced that most targeted Web sites did not
pose a serious problem for successful cleaning.
We found that the reason for the low performance on the
manual dataset is not due to the automatic extraction method,
but due to the golden standard for that dataset. For many
files, the golden standard is not correct and misses large
parts or all of the main content for a particular Web site.
We are not aware of the reason for this errors, but note that
the low result on this dataset in [5] can probably also be
attributed to this incorrect golden standard.
It is hard to compare our results with existing work on this
task. We are currently only aware of one work that also em-
ploys this dataset [5]. The authors evaluate their methods
using the LCSequence metric, using a word based algorithm,
and not a character based algorithm as reported here. Al-
though this might lead to slightly different results, we feel
that these metrics are still close enough to allow for a com-
parison.
Table 3 compares our content extraction method to the cur-
rently best method (Adapted Content Code Blurring) re-
ported in [5]. We also compare the baseline results reported
here with our baseline result. Surprisingly, we notice that
Web site ACCB density
bbc 1.0 0.361
chip 8.0 0.314
economist 15.0 0.294
espresso 16.0 0.317
golem 9.0 0.337
heise 12.0 0.341
manual 20.0 0.353
repubblica 14.0 0.355
slashdot 13.0 0.353
spiegel 15.0 0.351
telepolis 52.0 0.377
wiki 28.0 0.377
yahoo 13.0 0.315
zdf 1.0 0.318
Table 4: Average processing time (in s/Mb) for our
density extraction method and the ACCB method
reported in [5].
for some datasets (e.g. espresso, respectively 62.4% and
77.32%) there is a large difference between the two base-
line systems, although for other systems this difference is
only very modest (e.g. golem, with respectively 50.2% and
50.92%). This difference can only partially be explained for
by different evaluation metrics, but must also be caused by
a weaker baseline in [5], possibly caused by a less robust
HTML parser or by accidentally adding non-textual content
(e.g. JavaScripts) to the baseline result.
When comparing our content extract method to the ACCB
method, we see that the proposed density method achieves
on average 84.00% F1-measure where the ACCB method
achieves 78.16%. We achieve significantly higher results for
9 datasets (bbc, chip, economist, espresso, heise, manual,
slashdot, wiki and yahoo), comparable results for 1 dataset
(spiegel) and significantly lower results for 4 datasets (golem,
repubblica, telepolis and zdf). These results might indi-
cate that our method achieves generally better results. This
belief is further strengthened by the fact that our method
seems more robust, since our method achieves less then
75% F1-measure on only two (slashdot and manual) dataset,
compared to 5 datasets (chip, manual, slashdot, wiki and ya-
hoo) in [5].
We feel that the better results are largely due to the method
of creating the density vector employed here. Our choice
to use only structural tags, and ignore other mark-up tags
makes that this vector reflects closer the real structure of
the page, and that text elements that are structurally closer
together are also closer together in this vector.
Table 4 shows the processing times needed for the differ-
ent dataset on a 1.66Ghz Intel cpu. We also compare our
processing times with the times reported in [5]. This com-
parison might not be very accurate since we are not aware of
the speed of the computer that generated these results, but
still indicates that the proposed method performs at least
comparable and probably faster then this state-of-the-art
method.
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6. CONCLUSIONS
We have presented a novel method for content extraction
from Web pages, sometimes also referred to as Web page
cleaning. This method relies on a single heuristic that the
main content of a HTML page has a high density of text
characters and low density of structural code. We have
shown that this method performs comparable to, or bet-
ter than state-of-the-art methods. Furthermore, it has the
following valuable properties : (1) it is simple, and easy to
implement, (2) it is fast, processing up to 3.4Mb of HTML
code per second, (3) it runs robustly on dirty or not well-
formed HTML code and (4) it does not use the content of
the text itself and is thus language-independent
Furthermore, we have proposed to make a distinction be-
tween structural and non-structural markup-tags. A com-
parison with another state-of-the-art method has shown that
making this distinction improves results and allows for more
robust methods.
Although we have shown that text density is an important
heuristic when extracting content fromWeb pages, it is naive
to expect that all Web pages can be successfully cleaned us-
ing this heuristic alone. Therefore, in the future more pow-
erful methods will have to be developed. We think that sev-
eral research directions could prove to be promising: Firstly,
methods that perform an analysis of an entire Web site (as
compared to a single Web page) could discover the common
structure and texts of all pages of a certain Web site. It can
be expected that this common structure and texts do not
belong to the main content for a particular Web site. Sec-
ondly, one could perform an analysis of the text in a Web
page, and learn that certain words do (e.g. “written by”,
“author”) or do not (e.g. “close this window”, “comments”)
belong to the main content.
The method as described here works on the raw density val-
ues. It might be advantageous however to create a more ab-
stract representation which potentially allows more powerful
algorithms. For instance, we could approximate a smooth
function such as a polynomial function to the density values
using a least squares method. We could then use the maxi-
mum, minimum, first and second order derivatives to select
the highest density region.
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ABSTRACT
The patent system is a major pillar of intellectual property
management. In an economic environment that is becoming
increasingly knowledge-based, the importance of patents is
steadily rising. Processes such as drafting, examining and
defending patents depend critically on effective search span-
ning both the world-wide body of patents and non-patent
literature. This paper provides an overview of recent work
at the Information Retrieval Facility (IRF) and Matrixware
within this domain and is a call to IR researchers and pro-
fessionals to engage with the challenges of patent search. To
provide these grounds, we describe why patent search is an
important challenge, why we believe it to become a major
focus of IR research in the next few years, and what actions
we take to create a new test bed for experimentation.
Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval; H.3.4 [Information Storage and
Retrieval]: Systems and Software; K.4.0 [Computers and
Society]: General
Keywords
Intellectual Property, Patent, Information Retrieval, Test
Collections, Evaluation
1. INTRODUCTION
Patent protection is one of the means by which individuals
and organizations protect and exploit intellectual property.
In a 2005 study1, the European Commission estimated
1http://ec.europa.eu/internal_market/indprop/docs/
patent/studies/patentstudy-report_en.pdf
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the median value of a patent to be 300K Euros with 10% of
patent owners reporting values of 10 million Euros or more.
Over 50 million existing patents around the world and ever
rising patent filing rates (1.76 million in 2006 worldwide; in-
crease of 4.9% over 20052) indicate the enormous economic
value of patents and evidence the need for effective and ef-
ficient patent search tools. Industries with major interests
in patents range from the biomedical and pharmaceutical to
the automotive, aerospace, information and communication
technologies sectors [12, 24]. Protecting intellectual prop-
erty rights through patents is crucial not only for large en-
terprises maintaining large IP portfolios, but also for small
and medium-sized enterprises (SMEs) in need to secure the
economic value of their investments in research and develop-
ment. SMEs are especially in demand of affordable means
to protect their Intellectual Property from large corpora-
tions and “Patent Trolls”, i.e. small, non-competing Patent
Licensing and Enforcement Companies (P-LECs).
Highlighting another substantial economic factor of patents,
the European Patent Office estimates that the ‘European in-
dustry is losing US$20 billion every year due to lack of patent
information, which results in duplication of effort such as re-
inventing existing inventions, resolving problems that have
already been solved, and redeveloping products that already
are on the market’ [16].
A patent is a bargain between the inventor and the state.
The inventor must teach the community how to make the
product and use the techniques he has invented in return for
a limited monopoly, which gives him a set time to exploit
his invention and realize its value. Besides being important
legal documents, much knowledge never published elsewhere
is distilled through patents, rendering them a valuable tech-
nical resource. In the 21st century, as most patents are filed
in digital form and older patents being digitized using op-
tical character recognition (OCR) technologies, patent data
is increasingly accessible through the Internet.
To be valid and legally defensible, a patent must not at-
tempt to patent an invention for which there is prior art;
i.e., the invention has either been previously patented, or
publicly disclosed, for example by appearing in a scientific
journal. This gives rise to a major secondary industry –
2http://www.wipo.int/ipstats/en/statistics/
patents/wipo_pub_931.html
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patent search – which provides tools to patent agents, patent
attorneys and various other classes of end users.
Matrixware’s commitment to improve existing patent search
technologies led it to engage in several commercial and non-
commercial programs, some of them carried out in coopera-
tion with the IRF and its academic partners. Alexandria and
Leonardo are the two products of the patent search product
portfolio being currently developed at Matrixware. Some
effort has also been invested in the area of evaluation, with
the establishment of two tracks for the intellectual property
domain within the CLEF and TREC evaluation campaigns.
The remainder of the paper is structured as follows. Sec-
tion 2 states the problem of patent search in general. The
topic of IR evaluation and two particular evaluation tracks
are described in Section 3. Current patent search systems in
industry and academia are outlined in Section 4. A descrip-
tion of a comprehensive patent repository and an application
framework supporting the research and development of IR
software and services is given in Section 5. We conclude
with a call for participation in the presented activities and
invite IR experts to take up research in the challenging field
of patent search in Section 6.
2. THE PATENT SEARCH PROBLEM
Professional patent search, as done by patent attorneys,
independent or corporate patent searchers, and patent office
examiners, is a highly specialized form of information search.
In fact, there are different search types in the patent domain.
Atkinson [3] states that ‘depending on what group is doing
the asking, the types of patent search requested may include
simple patentability, clearance to market a product, valid-
ity, opposition to a patent being sought by another, infringe-
ment watch, creating IP landscapes for business development
or R&D, infringement defense, litigation, prosecution sup-
port, and creation of portfolios for assignments, investments,
mergers and acquisitions, and licenses with legal status and
contingency clauses’.
Patent searches are different in a number of ways to the
operation of Internet search engines. Searches tend to be
based on lengthy search sessions rather than single queries:
results review and query refinement may take several days
of work. Very high recall is required: not a single relevant
document should be missed by the search. This contrasts
with Web search where the aim is high precision: few or no
irrelevant documents shall appear among the top ranking
Web pages. Searchers often need to review a very large
number of results to gain an overall view of the existing
patent landscape in a field, or to identify opportunities for
new patents in gaps in the prior art. Missing even a single
relevant document can have severe financial and economic
impact for a company when, for example, a granted patent
becomes invalidated because of a document that has not
been retrieved at application time.
Recently however, there is a growing lack of confidence
in the patent system partly due to the difficulties faced by
the community of patent examiners, agents, and searchers
to locate all relevant documents. The following reasons are
identified to be mainly responsible for this development: i)
increase in volume, but also ii) the obscurity of patent lan-
guage, iii) the complexity of technologies and iv) the prob-
lems of classifications in keeping pace with technological de-
velopments. Finally, the newest technologies for Information
Retrieval are not fully integrated in tools for patent search.
In addition to these requirements the patent documents
are complex in language and structure. Amongst others,
they contain a description of the invention’s background sim-
ilar to scientific literature and the claims section using a very
distinct legal language to define the scope of the protected
technology. Multilinguality, references to other patent and
non-patent documents as well as images, DNA sequences
and chemical formulae contribute to the complexity of the
patent structure.
We refer to [22] for some more interesting remarks on what
is peculiar about patent data and why it will contribute to
IR research. A description of the technical and legal aspects
involved in patent search is provided in [1] and [6].
3. BUILDING A MODERN IR TEST BED
Since their introduction, test collections in Information
Retrieval have played a pivotal role in the evaluation of re-
trieval models [25, 27, 32]. One of the first test collections
was defined as part of the Cranfield Experiments [5] and pro-
vided the blueprint for subsequent IR test collections. The
‘significant achievement of Cranfield 2 was to define a no-
tion of the methodology of IR experimentation’ [25]. A design
goal for the Cranfield 2 experiment was to create a labora-
tory type situation by reducing the number of operational
variables during experiments. To allow for this measurement
of information retrieval effectiveness in a standardized way,
a test collection has to consist of three elements: A docu-
ment collection (corpus), a task represented by a suite of
specified information needs (topics), and a set of relevance
judgments associated with the topics. Although not unchal-
lenged [20], this approach has found widespread adoption in
IR, and can nowadays be seen as the standard system evalu-
ation method. Existing collections have enabled IR research
to be conducted on the retrieval of news stories, Web pages
and government documents. Other areas actively being ex-
plored are blogs and enterprise documents.
The creation of test collections in the patent domain has
been pioneered by the NII Test Collections for IR Systems
project (NTCIR)3. First introduced in the NTCIR-3 work-
shop (2001-2003), the patent task has led to the release of
several patent test collections. Details of these collections
are provided in Table 1. These test collections, primarily
targeting Japanese patent documents, have been associated
with a variety of different user tasks:
1. Cross-language, cross-genre retrieval (NTCIR-3 [19]):
Given Japanese, English, and Chinese newspaper ar-
ticles associated with a particular technology or com-
mercial product, the task consisted of retrieving Japanese
patents relevant to the article. The relevance assess-
ments for this task were created manually.
2. Associative retrieval (NTCIR-3 [19]): The task con-
sists of retrieving patents for a given search topic (i.e. ei-
ther a newspaper article or patent). Participants were
asked to submit a list of retrieved patents and pas-
sages associated with the topic. Again, the relevance
assessments were created manually.
3. Invalidity search (NTCIR-4, -5, and -6; see [9, 10, 11]
respectively): Participants were asked to search a tar-
get patent collection for patents that can invalidate
3http://research.nii.ac.jp/ntcir/
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Workshop Document Type Time Period # of Docs. # of Topics Rel. A. Creation
NTCIR-3
Patent JPO(J) 1998-1999 697,262 31 Manual
Abstracts(E/J) 1995-1999 ca. 1,700,000 31 Manual
NTCIR-4 Patent JPO(J), Abstracts(E) 1993-1997 1,700,000 103 Manual
NTCIR-5 Patent JPO(J), Abstracts(E) 1993-2002 3,496,252 1,223 Inferred
NTCIR-6 Patent USPTO(E) 1993-2002 1,315,470 3,221 Inferred
Table 1: Overview of NTCIR patent test collections (E=English, J=Japanese)
the demand in a given claim. In practice, for each
search topic (i.e. a claim), each group submits a list
of retrieved patents and passages associated with the
topic. The task aimed at identifying patents that can
invalidate a topic claim by themselves (1) or in com-
bination with other patents (2).
4. Patent classification (NTCIR-5 and -6; see [17, 18]
respectively): The purpose of this task lay in cate-
gorizing target patent applications based on the F-
term classification system. A submission consisted of
a ranked list of F-term classification codes for each
target patent application.
These tasks and collections provide a significant step to-
wards patent retrieval specifically in Japanese, and outline
the variety of evident user tasks in the patent domain. They
also shed light on the specific challenges associated with the
creation of test collections in the patent domain. The patent
domain provides a distinctly different set of research prob-
lems. One of the reasons for the lack of patent retrieval
test collections stems from the complexity introduced by the
dual nature of patents. Patents are devised as means of in-
tellectual property protection and exhibit both informative
and judicial characteristics. Determining the relevance of a
patent document is therefore a task requiring legal as well
as subject expertise. This renders the task of creating rele-
vance assessments significantly more difficult than in other
domains, such as Web pages or news stories. It requires an
evaluation of the feasibility of established techniques related
to relevance assessment, such as pooling.
Induced by these difficulties of performing manual as-
sessments as done in NTCIR-3 and -4, the creation of the
NTCIR-5 and -6 test collections relied upon inferring rel-
evance assessments from references found in patent docu-
ments (see the rightmost column of Table 1). Additionally,
the question arises which measures would be most suitable
for the evaluation of tasks in the patent domain. As men-
tioned before, patent-related tasks are recall-focused unlike
most precision-oriented tasks in the Web domain. The chal-
lenges of developing new measures emphasising recall are
shared by the legal domain. A discussion of potential mea-
sures and the difficulties associated with estimating recall
are detailed in the proceedings of the TREC legal track [31].
In light of the variety of tasks outlined above, specific chal-
lenges stemming from the vast range of covered technological
domains and the significant differences of patents issued by
different issuing authorities, the establishment of new test
collections for the patent domain will form a necessary step
towards advancing information access in the patent domain.
In the following we provide an overview of the CLEF-IP and
the TREC Chemistry Track, two new initiatives that ad-
dress specific challenges and opportunities associated with
the creation of new testbeds for the patent domain.
3.1 CLEF-Intellectual Property Initiative
The lack of an IR benchmarking suite for European patents
gave rise to the CLEF-IP initiative in 2008. This initiative
forms part of the Cross-Language Evaluation Forum4, which
promotes research in multilingual information access. The
CLEF-IP track (starting in 2009) aims at enabling patent
retrieval research in a multilingual environment such as the
one presented by the body of patent issued by the European
Patent Office. The track is coordinated by the IRF in coop-
eration with Matrixware, who will provide a large repository
of annotated patent data. The tasks will focus on prior art
search, i.e. identifying all information that might be rele-
vant to a patent’s claim of novelty. Forming a central part
of a patent’s drafting, grant, and opposition procedures, the
search for prior art is one of the most commonly executed
tasks, and in light of the rapid growth rate of patent ap-
plications, it forms one of the most critical activities in the
patent domain. The planned test suite will be multilingual
and comprise more than one million patent documents in
English, German, and French.
The main bottleneck in the creation of test suites for In-
formation Retrieval is rooted in the labor requirements as-
sociated with assessing the relevance of large sets of doc-
uments. This is particularly true for patents, where the
assessment of relevance requires technological as well as ju-
dicial expertise. As stated in the previous section, efforts
for creating patent test collections have led to the technique
of inferring relevance assessments from the references found
within patents [10], because of the high costs associated with
manually created assessments. The idea of building a test
collection automatically by using citations has been around
for some time and has been applied to several domains. In
the following we will shortly outline the feasibility of this
approach in the patent domain. For a more detailed report
on this topic, we refer to [13].
At the European Patent Office, the task of identifying
relevant prior art is conducted for each newly filed patent
application. Whenever an inventor files a patent applica-
tion, a patent examiner will conduct such a search and issue
a search report listing the relevant prior art, based on the
judicial regulations and the examination guidelines. An ex-
cerpt from the European Patent Convention – Implement-
ing Regulations to the Convention on the Grant of European
Patents, Rule 61 – outlines the role of the search report [8]:
”The European search report shall mention those
documents, available to the European Patent Of-
fice at the time of drawing up the report, which
may be taken into consideration in deciding whether
the invention to which the European patent ap-
4http://www.clef-campaign.org/
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plication relates is new and involves an inventive
step.”
This report is then filed together with the patent appli-
cation. The documents mentioned in the search report are
called references. In addition to the search report, references
may also appear in the patent document itself and in some
cases in legal files arising from opposition procedures. While
these references are not limited to patents but may include
any other type of document where information relevant to
the invention’s claim of novelty might have been published,
initially only patent documents are going to be considered
for the task. CLEF-IP is going to utilize this information
that is already available in European patent databases for
creating its prior art test suite. Since references are labeled
with respect to their level of relevance on search reports,
relevance assessments will be on a ternary scale (very rel-
evant, relevant, not relevant). This shall lead to a more
fine-grained evaluation than the usual one based on binary
relevance judgements. The test collection, being generated
in an almost completely automatic fashion, is going to in-
clude a large number of topics. Hence providing a realistic,
experimental test bed.
Through the creation of the CLEF-IP test collection we
aim at bringing about new insights on effective methods of
performing cross-language retrieval in a patent environment,
and how to automate the process of prior art search, for
instance by suggesting optimal methods for formulating a
query based on the text of a patent application.
3.2 TREC Chemistry Track
In 2009, the Text REtrieval Conference (TREC) will or-
ganize a Chemistry Track to evaluate the performance of
existing text retrieval tools on a corpus of documents con-
taining chemical formulae, reactions and drawings. Like the
CLEF-IP collection, it will contain a large set of patent data.
It will build on the lessons learned in the TREC Legal Track
and Genomics Track, but it also has it’s own challenges. For
instance, compared with the Legal Track, it is similar in the
fact that high recall is preferred to high precision, due to its
focus on patent data and queries, but it differs in the num-
ber of documents that are actually relevant for a query (from
potentially several hundreds in the Legal Track to only a few
tens at most in the Chemical Track). Compared to the Ge-
nomics Track, it is similar in the significant importance of
special words (genes, proteins versus chemical names), but
it differs in the variability of expressing those names (there
is less standardization across different types of chemistry:
bio-chemistry, polymers, plastics, etc.).
For the TREC Chemistry Track test collection, the main
difference from the CLEF-IP Track test collection, apart
from the obvious focus on chemistry, is the fact that it con-
tains not only patent data, but also scientific articles. In
fact, the collection currently contains over 100,000 patent
documents and 45,000 scientific articles from the Royal Soci-
ety of Chemistry. This inclusion is vital for the success of the
track because, there are many references in patents that cite
scientific articles as prior art in such specific fields. The sci-
entific articles will be available in XML format, and, like in
the patent files, chemical entities will not be identified with
special tags. However, a participant might take advantage
in tagging them by the layout tags that exist. For instance,
a formula like H2O may appear as H<inf>2</inf>O. How-
ever, considerable challenges still remain and we will be look-
ing at how much better systems using entity discovery mech-
anisms are than those doing plain text retrieval.
The queries for this test collection, though still under dis-
cussion, will be generated based on patent data, specifically
patents that have been opposed by a competitor in the in-
dustry. Such references, introduced by the competitor, are
generally the most accurate ones, due to the obvious di-
rect interest it has. However, because of the nature of the
data, we will also work with volunteers to help us identify
those cases that have been judged very relevant by the re-
trieval systems, but do not necessarily appear in the cita-
tions within the patent dossier, i.e. the patent itself, the
Patent Office’s search report and the opposition references.
4. PATENT RETRIEVAL SYSTEMS
4.1 Patent Offices’ Search Systems
The patent offices are obliged to publish new applications,
usually together with the search reports and the publications
cited in the patent text. This information is mainly provided
by data feeds to the public. The patent offices also offer
Internet-based services for searching their patent collections.
Espacenet5, a free search service provided by the Euro-
pean Patent Office (EPO), allows access to the documents
filed at EPO as well as at the World Intellectual Property
Organization (WIPO). However, the system is quite limited
in terms of the search options it offers. For instance, it only
indexes terms appearing in the title or the abstract.
Another system provided by the EPO is Epoline6, which
allows searching on a few more fields (most notably “oppo-
nents”) and is frequently used by IP specialists, though it
does not index the full-text content of the patents.
PATENTSCOPE7, WIPO’s service for searching inter-
national patent applications, allows the use to formulate
Boolean and near queries on different sections (e.g. front
page, title, abstract, claims) of the patent document.
The United States Patent and Trademark Office (USPTO)
also offers a free full-text search service fot US patents8.
4.2 Commercial Providers
The major commercial player in this field is Thomson
Reuters9 having a relatively new product (Thomson Inno-
vation) on the market that combines intellectual property,
scientific literature, business data and news with analytics,
collaboration and alerting tools in an integrated platform.
Other products of the company are Aureka, an IP manage-
ment and analysis platform; Delphion, a patent research,
analysis and visualization tool and Derwent World Patents
Index, a comprehensive database of enhanced patent docu-
ments.
Chemical Abstracts Service10 provides their customers prod-
ucts and service relevant to chemistry, plus a wealth of infor-
mation in the life sciences and a wide range of other scientific
disciplines. Advanced search and analysis technologies de-
liver the most complete, cross linked and effective digital
information environment for scientific research and discov-
5http://ep.espacenet.com/
6http://www.epoline.org/
7http://www.wipo.int/pctdb/en/
8http://patft.uspto.gov/
9http://www.thomsonreuters.com/
10http://www.cas.org/
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ery. Their main product lines are SciFinder, STN, STN
Express, and STN AnaVist.
PatentCafe11 is promoted to be the industry’s only in-
ternational latent semantic analysis patent information re-
search solution with advanced linguistic search capabilities.
Their model, or part of it, seems to be described in [26],
as one of the authors come from this company. [26] shows
how latent semantic indexing (LSI) can be used in patent
searching to overcome the drawbacks of Boolean searching
and produce a more accurate retrieval result. However, the
paper lacks a detailed comparison of the proposed method
with the Boolean and the vector space model.
Digital libraries like PubMed12, Elsevier13, ScienceDirect14,
ACM Digital Library15, and IEEE Xplore16 can be seen
as important sources of information for searching scientific,
non-patent literature. However, legally, any publication,
wherever it has appeared, can be considered as prior art.
An actual example of how such systems are used for liter-
ature and patent citations search with a subsequent analysis
of the search results is given by Badger in [4].
4.3 Corporate Information Centers
The amount of services larger comapnies need to use has
led to the development of Corporate Information Centers,
i.e. a single point of information access. Corporate Informa-
tion Centers provide managers, researchers and scientists
with easy access to company-related information as well as
access to the wealth of knowledge beyond the company’s in-
tellectual property. Corporate Information Centers are con-
cerned with the fast delivery of the i) right information ii)
at the right time, iii) in the right context and iv) with the
required quality.
Corporate Information Centers may further assist users
by linking, for example, data from one database vendor to
the data provided by another highly specialized supplier.
The right configuration including all necessary content and
information services paired with the personnel’s attitude to-
wards this system may result in a high-performing asset for
the organization.
Such Corporate Information Centers can be implemented
as simple Web pages listing all links to the subscribed in-
formation services, or in a more sophisticated way, as a rich
intranet site making all services accessible in a unified fash-
ion may exist. At Henkel, the Henkel Info Center serves i)
as single search system for the intranet and the Internet,
ii) as visualization framework of search results and iii) as
integration and linking instrument of available sources of
information on the intranet and Internet [14].
Another approach is to distribute a rich client applica-
tion that has search plug-ins for connecting to the content
providers included to all workstations (c.f. Section 5.2).
4.4 Related work in academia
Though there are no patent retrieval systems that are a di-
rect consequence of any one academic research project, it is
worth mentioning here that the challenges of patent retrieval
11http://www.patentcafe.com/
12http://www.ncbi.nlm.nih.gov/pubmed/
13http://www.elsevier.com/
14http://www.sciencedirect.com/
15http://portal.acm.org/
16http://ieeexplore.ieee.org/
have triggered the interest of information retrieval academics
as well. Probably a defining moment was the SIGIR Work-
shop on Patent Retrieval [21] in 2000. After that, it would
seem that research in this area was carried out mostly in
Asian academic centers. In [15], Higuchi et al. present a
retrieval system for cross lingual (Japanese/English) patent
retrieval. Takaki et al. suggest a solution to finding sim-
ilar patents to a given one by automatically splitting the
patent file into a set of sub-queries and then aggregating the
results [30].
The goal of PATExpert [33], an advanced patent process-
ing service, is to push forward the adoption of the semantic
paradigm for patent processing and to provide a user tech-
nique allowing for more powerful access to the content of tex-
tual patent documents. A content representation schema for
patent documentation and sketch the design of techniques
that facilitate the integration of this schema into the patent
processing cycle is introduced. On the one hand, these are
techniques that facilitate the access to the content of patent
documentation provided in a textual format – be it by the
human reader or by the machine – in that they rephrase and
summarize the documentation and map it onto a formal se-
mantic representation. On the other hand, the second type
of techniques operate on the content representation.
5. CREATING SOFTWAREENVIRONMENTS
5.1 Alexandria
One major objective of Matrixware is to develop a compre-
hensive patent document repository and factory, Alexandria.
This repository aims at i) providing high-quality, standard-
ized first-level patent literature and ii) enriching first-level
patent literature by integrating a plethora of sources of evi-
dence. In a nutshell, Alexandria is an ever-growing content
repository. It is designed as an extensible, global storage
facility for high quality scientific, technical, and business in-
formation. As such, Alexandria is intended to become an
authoritative information source providing data services to
global R&D communities. The initial offering will primar-
ily cover patent documents. Alexandria will deliver an in-
frastructure capable of supporting the diversity of data ser-
vices required by professional researchers, information spe-
cialists, and software engineers. More specifically, access to
the repository is provided either natively or via subscription
to data feeds.
Taking advantage of collaborative patent annotation tools,
community generated meta-data will be integrated with the
patent document repository and made accessible through
the enhanced version of Alexandria. Personalized subsets of
this repository can be compiled at will for specific research
or commercial purposes. It is envisaged that a mix of public
domain or royalty-free content as well as content that may
attract royalties for source publishers will find inclusion in
the offering.
5.1.1 Processing
From a high-level view, incoming raw data originating
from diverse sources is transformed according to an XML
schema, which, among other harmonization steps, unifies
the incoming documents. Then standardization and normal-
ization of the data is carried out. To achieve high-quality,
in-depth quality assurance is applied on the data. This in-
cludes the analysis of gaps in coverage and the content of
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fields. As an example consider the identification of missing
patent numbers, correction of missing country codes in cita-
tions, missing IPC classes, misclassification, missing inven-
tor or assignee names, to name but a few. Additionally, all
changes and operations on data in the repository is captured
and stored allowing on-demand revision history and track-
ing of, for instance, classification changes, re-assignments,
changes in the legal status, etc.
5.1.2 Coverage
At the time of writing, the Alexandria repository contains
XML files covering EP (European) applications and granted
patents until December 2005 (sums up to about 1.2 million
EP documents). From a technological perspective, the pro-
cessed data sources are stored in an SQL database that is
not available to the end users (yet). However, Alexandria is
set up and ready for personalized data extracts. Currently
the following data sources are included:
• DocDB data. Bibliographic data, abstracts, citations
and family from more than 70 authorities.
• INPADOC status. Legal status information from more
than 40 authorities. This information is not included
in the current data extracts but will be available soon.
• EP A and EP B (applications as well as granted patents)
before 2006. Bibliographic data, original abstracts,
English translation of German and French abstracts,
description and claims.
• WO (WIPO) OCR full text for PCT17 patents pub-
lished in English, French and German until Nov. 2008.
• US applications and granted patents before 2005.
• Patent Abstracts of Japan (PAJ) until Nov. 2008.
• Austrian, Swiss and Belgian OCR full-text until Nov. 2008.
5.2 Leonardo
5.2.1 Overview
The Leonardo Framework is an open-source application
framework that supports research and development of infor-
mation retrieval software and services (see Figure 1). The
Leonardo Workbench, as the central part of the framework,
is a community-based development environment fostering
technology transfer between intellectual property profession-
als and information retrieval experts. The primary objective
of this environment is to provide the users with a compre-
hensive library of tools that enables users to access and take
advantage of repositories such as Alexandria and other ex-
ternal information resources.
In the basic configuration, the Leonardo Framework serves
two user groups: first, the intellectual property professional
and second, the information retrieval expert. Henceforth,
these user groups are referred to as the IP/IR community.
For the information retrieval expert the Leonardo Frame-
work is a comprehensive and reliable integrated develop-
ment environment. For the intellectual property professional
(e.g. a patent researcher), it is a solid interface to a variety
of data sources and information processing.
17PCT stands for Patent Cooperation Treaty and is a legal
framework for filing patents in all treaty member states si-
multaneously (international patent application).
Figure 1: Leonardo components
5.2.2 Technological Building Blocks
The Leonardo Framework is the architectural concept and
the basic implementation thereof. It allows functional soft-
ware components to integrate with Leonardo. This includes
APIs, basic server components, connectors, process flow con-
trol, commercial context, open interfaces and the respective
documentation.
Leonardo Workbench.
The Leonardo Workbench is created within the Eclipse
framework. It serves as the central tool for the IP/IR com-
munity, be it information retrieval experts or vendors of spe-
cific functionalities such as graphical reports, data connec-
tors or advanced IR algorithms. It is based on components
exported by the Leonardo Framework making use of the
Leonardo Collaboration Server as well as the Leonardo Pro-
cessing Server.
Leonardo Plug-Ins and Feature Packs.
Leonardo Plug-Ins encapsulate functionalities for data pro-
cessing and interfacing with the user by utilizing the Leonardo
Framework and integrating with the Leonardo Workbench.
The distinction between Plug-Ins and Feature Packs is a
matter of scope. Plug-Ins refer to small entities with limited
functionality, while Feature Packs bundle a set of Plug-Ins
that aim at the accomplishment of complex tasks within a
broader scope. Typically, Plug-Ins and Feature Packs in-
tegrate functionality that is not available in the standard
Leonardo setting and, thus, provide solutions for specific
user needs.
Leonardo Processing Server.
The Leonardo Processing Server is the core of the Leonardo
Framework. It provides, but is not limited to, the following
functionality:
• The Leonardo Framework Support defines and offers
interfaces between client components of the Leonardo
Framework and exports basic concepts and compo-
nents to the Leonardo Workbench as well as other
tools.
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• Leonardo Framework Integration enables third-party
vendors to attach their own systems to Leonardo.
• The Leonardo Upscaling support enables users to exe-
cute Leonardo Plug-Ins and Feature Packs on a high-
performance infrastructure provided by Matrixware.
So, user tasks may be scaled up from client side pro-
cessing to remote, server-side execution.
Leonardo Collaboration Server.
The Leonardo Collaboration Server allows for cooperation
between and sharing of arbitrary Leonardo Workbenches.
The Leonardo Group and User Management allows for defin-
ing workgroups and users within respective workgroups. The
Leonardo Data Repository enables the user to store,retrieve
and share data between Leonardo users.
Leonardo Community Web Platform.
The Leonardo Community Web Platform currently being
establish around Leonardo allows IP professionals and IR
experts to take advantage of the knowledge and expertise
of IP/IR Community members. It encourages users to re-
quest new extensions to the Leonardo Framework and the
implementation of new functionalities. It provides access to
discussion panels, special interest groups, a market place,
documentation, and the like.
6. PROMOTING TAKE UP OF RESEARCH
Patents already are common subjects of study in scien-
tific areas such as economics [2, 7], scientometrics [28, 34],
and law [23], but not that much in information retrieval.
Patent databases and their search tools primarily relying
on Boolean Logic have more or less bypassed the last two
decades of developments and advances in IR research. Con-
sequently, patent retrieval is an interesting and important
open challenge on which to do research for several reasons:
1. Search scenarios are often complex and rich: involv-
ing many cycles of query formulation; results review
and query reformulation over lengthy periods (not in-
frequently days).
2. The patent system is international and multilingual by
its nature: a patent filed today in China in Chinese can
be rejected (or at least should be rejected) because of
a patent filed in the US 50 years ago in English.
3. The search scenario is frequently collaborative in the
round: if a Dutch patent searcher conducting a free-
dom to operate search in chemical engineering finds a
Japanese patent which may be relevant based on its
English abstract, it is likely that at least a Japanese
translator and a chemical engineer will be needed to
determine the patent’s relevance. Ultimately many
others, such as patent attorneys, commercial managers,
scientists, may be involved.
4. Many forms of patent search are high recall: a sin-
gle missed patent or paper can cause, for example, a
invalid patent to be granted.
All this contrasts with Web searching, which has been the
focus of so much research in recent years, where the emphasis
is on high precision search using short, simple queries with
little reformulation or requerying.
Further, in terms of scale, Web search is actually a subset
of the patent search problem. Any form of public disclosure
of the invention prior to the filing date of the patent can
invalidate the patent. The forms of prior publication, which
have been used successfully to invalidate patents, go way
beyond patents and academic publication. In one notorious
case a Disney cartoon was used to argue lack of originality
of the idea in a patent. Thus, there is no practical way to
limit the information which should be indexed for patent
searching.
Successful IR research conventionally depends on three
elements:
1. The availability of test collections: corpora from which
to retrieve document, sets of queries and corresponding
relevance judgements;
2. Access to suitable software frameworks that allow for
quick implementation of algorithms for specific IR prob-
lems.
3. Access to sufficiently powerful hardware, so that large
scale experiments can be run in a reasonable time with-
out excessive effort on tuning the software.
The IRF, supported by Matrixware, is providing all three
of these.
The IRF is already acting as a redistributor of TREC
test collections for research purposes and is planning to do
the same with CLEF collections in the future. In addi-
tion to that, new test collections are currently being created
as an outcome of the tracks initiated by the IRF within
the TREC and CLEF evaluation workshops. Through the
TREC-Chem and CLEF-IP tracks (described in Section 3),
the IRF is going to produce large test collections dedicated
to patents. The target data used for these collections will
be extracted from the Alexandria repository. In addition to
its engagement in the area of evaluation, the IRF is coop-
erating with other academic institutions in order to obtain
public funding in areas like: interactive information retrieval
and log analysis, new approaches to multilingual ontology
mining and machine translation.
We provide standard IR packages like Lemur/INDRI and
Terrier as well as new frameworks based on Alexandria. We
give access to powerful packages like StarP18 which allows
direct manipulation of large matrices, enabling researchers
to work directly with matrix-centric rather than database-
centric interpretations of IR problems.
Finally of course, we provide free access for university and
not-for-profit researchers to our SGI Altix 4700. We are
committed to expanding this systems as and when neces-
sary. It is currently at <1% of the maximum configuration
in terms of main memory and the number of CPUs installed.
Together with Matrixware, the IRF is promoting and sup-
porting research through other mechanisms. The IRF and
Matrixware have sponsored many international conferences
including SIGIR, CIKM, ECIR, and Future Internet Sys-
tems. They provided support for students to attend the
AND08 Workshop on noisy text data at SIGIR 2008, and
is supporting several research students. A major activity of
18http://www.interactivesupercomputing.com/
products/
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Matrixware and the IRF is the organization of the annual
Information Retrieval Facility Symposium in Vienna, bring-
ing together IR experts and IP professionals to foster the
knowledge exchange between these two groups [29]. More
such activities will be promoted in future.
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ABSTRACT 
This paper describes a hybrid technique for the semi-automatic 
construction of a domain-specific thesaurus for automatic 
indexing. It combines statistical, linguistic and expert intelligence. 
To collect a list of thesaurus candidate terms we use different 
sources: First, we exploit existing, freely available domain 
glossaries. Furthermore, we use the set of keywords specified in a 
collection of documents that are known to be domain-specific. 
Eventually, using standard Natural Language Processing (NLP) 
techniques, we extract terms from this collection and filter out 
thesaurus candidate terms by applying statistical thresholds; 
among other things, we compare the NP's domain-specific and 
general frequencies. Domain experts help to determine an 
appropriate set of domain-specific documents and supervise the 
process of thesaurus construction: They check, revise and 
complement the resulting list of candidate terms and give the 
resulting list of thesaurus candidates a hierarchical structure. 
Categories and Subject Descriptors 
H.3.1 Thesauruses 
General Terms 
Design, Standardization 
Keywords 
term discovery, automatic term recognition, domain-specific 
thesaurus, semi-automatic thesaurus construction 
1. INTRODUCTION 
The domain-specific thesauri we construct are used for automatic 
indexing of documents belonging to that domain, performed by 
the Collexis Engine.  Using the results of the indexing, the Engine 
calculates semantic „fingerprints“ for documents: very small, 
unambiguous representations of their content ([1]). These 
fingerprints in turn are employed for a variety of higher order 
purposes: for very fast document retrieval, to monitor 
developments and trends in fields, to calculate research profiles 
for single experts, expert groups, teams, institutions, departments, 
etc., for cities, regions etc. Examples are the Collexis DashBoard1 
and the website BiomedExperts.com2. 
For such applications we develop a process of semi-automatic 
thesaurus construction involving domain experts. The process 
consists of independent modules that can be easily exchanged if 
required. 
Our thesauri are collections of technical terms of specific domains 
assigned to concept nodes. Synonyms, spelling variants and 
abbreviations are subsumed under a single concept node. One 
term is marked the preferred term for the concept in question. In 
addition to this equivalence relation between terms, one 
hierarchical relation organizes the concept nodes. The meaning of 
this relation is a very general one, it comprises „is-a“ relations (x 
is a y), part-of-relations (x is part of y) and more loose relations (x 
can be relevant in the context of y).3 
Concepts can be "children" of 2 or more meta-concepts, i.e. the 
thesaurus is poly-hierarchical. Unlike multi-axial systems like 
SNOMED CT® our thesauri are mono-axial, and composition 
(called "post-coordination") of terms is not supported. 
Further relations can be defined, definitions can be included but 
are not used during indexing. 
By these characteristics, our thesauri are controlled vocabularies 
according to the classification proposed in [3] (for more 
information about controlled vocabularies cf. [4]). 
The subtask we perform using computerized support is referred to 
as automatic term recognition (ATR). ATR plays a key role for 
domain-specific information extraction and, of course, for 
thesaurus construction. The history of ATR begins with the 1970s 
(a pioneer work is [5]). A wide variety of approaches to ATR 
have been developed since which can roughly be classified into 
linguistic, statistical or hybrid systems. A systematic survey can 
e.g. be found in [6], for recent developments cf. e.g. [7]. 
We have extracted thesaurus candidate terms for the domains of 
fuel cell technology, (U.S.) bankruptcy law, agriculture and the 
environment, and modeling and simulation in biocomputing, 
structural biology and cell biology. 
Section 2 explains how we collect related glossaries in the web 
and what kinds of document collections we use as domain-
 
 
 
                                                                 
1 http://www.collexis.com/products/knowledge-dashboard.htm 
2 http://www.biomedexperts.com 
3The Medical Subject Headings (MeSH) thesaurus 
(www.nlm.nih.gov/mesh/) uses this general kind of meta-term - 
sub-term-relation, cf. [2]). 
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specific corpora. In Section 3, the steps in the process of NP 
extraction are described in detail. Section 4 deals with the 
acquisition of non-domain-specific frequencies for the extracted 
NPs. In 5, we specify how we use qualifying characteristics (like 
"being a keyword") and statistical values to arrive at a set of 
thesaurus candidate terms in each case. Section 6 specifies the 
steps necessary to make a thesaurus of a list of candidate terms. In 
Section 7 we give some examples for results of the actual process 
of term extraction. Section 8, eventually, briefly looks back and at 
further enhancements of the process. 
The expression "term" refers to single words or groups of words 
that form a (linguistic) phrase. 
2. SOURCES 
2.1 Glossaries 
When constructing a new thesaurus, our first step usually is to 
collect a number of glossaries freely accessible on the Internet 
which we use as a cross-reference (see below). We always try to 
find glossaries which are, according to their name and description, 
designed to cover the domain in question or part of it; that is: we 
try to rule out those that cover more than that domain to keep 
terms that just happen to occur in the domain-specific documents 
(e.g., business terms used in law documents) out of the domain 
thesaurus (e.g. a law thesaurus). 
It may seem that the advantages of this step might depend too 
much on chance: there could be too few or no glossaries at all for 
a domain or only glossaries of limited quality. Our experiences so 
far, however, are encouraging: for 3 different domains, we found 
more than 10 glossaries, most of which were of medium-to-high 
quality. 
We usually rank the glossaries according to their assumed quality, 
their size and the quality of their definitions. After normalization 
of the terms, we import the glossaries found worthy to be 
integrated. 
Although glossaries are similar to controlled vocabularies they 
differ from thesauri as they may be designed for other purposes. 
Glossaries supply definitions or explanations for terms used in a 
certain domain which are used with a meaning different from their 
meaning in colloquial speech or in other domains.  
By contrast, a thesaurus like the ones we make has the purpose to 
characterize the content of documents in a representative way, in 
order to make single documents and subsets of documents 
retrievable by factorizing sets of documents. 
Thus, even terms classically present in glossaries to a domain may 
not occur in a domain thesaurus because no one uses them. On the 
other hand, thesauri may contain terms that never occur in a 
glossary because there is no need to define or to explain them. 
2.2 Domain-specific documents 
The primary sources for harvesting of candidate terms for a 
domain-specific thesaurus are domain-specific documents. 
Typically, these are sets of papers registered in bibliographic 
databases such as MEDLINE, the Web of Science, Scirus, etc., or 
abstracts of such papers. Depending on customers needs, 
however, other type(s) of documents will be included, e.g. 
reports, project proposals, books, etc. 
The time range is usually limited in a natural way to digitally 
available documents. Ideally the documents should be 
representative, that is: they should cover, both in content and in 
content ratios, at least the important discussions in the domain in 
this period. The domain experts' judgment is crucial here: domain 
experts may directly provide the set of documents to use, 
formulate queries to extract the documents from databases or 
evaluate the suitability of a set of otherwise compiled documents. 
The selection of domain-specific documents determines the 
maximal dimensions of the thesaurus to be constructed. 
3. EXTRACTING NPs FROM DOMAIN-
SPECIFIC DOCUMENTS 
3.1 POS tagging 
We use two parallel routes to achieve POS tagging. One is to 
employ two tools contained in the Natural Language Toolkit 
(NLTK) 0.8. NLTK is a suite of libraries and programs for 
symbolic and statistical natural language processing for the 
Python programming language.4 Tokenization is done by the 
NLTK tokenizer wordpunct, while POS tagging is done using the 
Brill tagger ([9], [10]) included in the NLTK5 trained on the 
Brown corpus (the latter is available at http://icame.uib.no/). 
We also use our own POS tagger. This tagger was built in-house 
and is based on a HMM (Hidden Markov Model), combined with 
suffix trees. 
3.2 NP extraction 
As a rule, considerably more than 90% of thesaurus entries are 
noun phrases (NPs). While we consider extracting adjectives as 
candidate terms in the future, at present, we only compute 
thesaurus candidate terms that are NPs. 
Many kinds of NPs rarely or never occur in thesauri. These 
include NPs starting with determiners, most kinds of complex 
NPs ("genetic and physical interactions", "the particular GO term 
with which a gene is annotated"), NPs containing deictic, relative, 
ordinal, quantitative, demonstrative and other elements (e.g., 
"your favorite molecular regulatory network", "today's 
healthcare", ...). The main building blocks for thesaurus terms are 
nouns and adjectives, occasionally further specified by 
prepositional phrases. 
To identify the noun phrase types occurring in domain-specific 
documents a flat analysis as performed by a subtype of partial 
parsers, so-called "chunkers", is more than sufficient. Chunking 
(cf. in particular [11]) can be implemented with hand-crafted rules 
or as some machine learning technique (cf., e.g., the results of the 
                                                                 
4 For further information cf. http://nltk.org/, esp. [8]. 
5 Copyright (C) 2001-2007 University of Pennsylvania, Authors: 
Christopher Maloof, Edward Loper, and Steven Bird, URL: 
http://nltk.sf.net 
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CoNLL-2000 shared task "Text chunking", described in 
http://www.aclweb.org/anthology-new/W/W00/W00-0726.pdf). 
Since we are dealing with a limited, manageable set of NP 
structures and since we want full insight in and control of the 
parsing process at any given time, we use a rule-based chunk 
parser for NP detection. It is based on the chunk parser included 
in the NLTK toolset. The rules of our chunk parser are the tag 
sequences of the NPs we want to find. Technically, our chunk 
parser is a finite state automaton (FSA) constructed from regular 
expressions. 
3.3 Normalization 
After NP extraction the extracted NPs are normalized. NP 
tokens which differ only in grammatical number, letter casing 
(upper / lower) (incl. acronyms (all-caps-words)) or spelling are 
mapped to one basic form. For that purpose we apply a 
dictionary-based normalizer (an adapted version of the Collexis 
Normalizer) to the last word of each extracted NP. 
3.4 Computing domain-specific and 
general frequencies for extracted NPs 
We find candidates for a domain-specific thesaurus by comparing 
their frequency in domain-specific documents to their frequency 
in non-domain-specific documents (cf. in particular [12]). The 
basic assumption is: When a term is used in a set of domain-
specific documents significantly more often than in a set of non-
domain-specific documents, this term is more relevant for that 
domain than other terms. 
As our corpus for non-domain-specific documents we chose a 
collection which covers a very broad range of topics and, at the 
same time, beats all other corpora by size: the web.  
While more and more language scientists and technologies use the 
web both for corpus building and as a corpus for many different 
purposes (cf. [13], [14]), to use it as a "background" for 
comparison is a relatively new approach in ATR. Vogel reports 
on experiences and results of domain specific term recognition 
using a generic corpus as a filter, for three different domains (as 
part of the MITRE research project, cf. [15]). Drouin identifies 
corpus specific lexical items by comparing frequencies in a 
technical and a non-technical corpus ([16]). Asmussen describes a 
similar approach for enriching The Danish Dictionary (DDO) 
with new domain-specific vocabulary ([17]). 
At present, we use the number of results to an exact search for 
each NP (i.e. the number of web pages that contain the exact noun 
phrase) in Live Search (www.live.com). 
Since we only know the absolute number of occurrences, not 
the number of documents in the web, we  use the ratio of an NP's 
term occurrence in the set of domain-specific documents 
(collection frequency, cf) and in the web (webf) (proportionally 
scaled, so the figures are human readable), "FreqRatio" for short:  
FreqRatio = cf * 10,000 / webf. 
We will refer to webf as "web frequency" below. 
4. FILTERING OUT THESAURUS 
CANDIDATE TERMS 
4.1 General approach 
Since subject areas differ in size and since number and extent of 
the domain-specific documents considered appropriate by the 
experts (see 2.2) vary as well, we do not work with constant 
threshold values. Instead, we set and combine these values, as the 
case may be, in such a way that we arrive at a set of candidate 
terms which, according to - our - laymen's judgment, consists to a 
large extent (>85-90 percent) of promising candidates for a 
domain-specific thesaurus. 
4.2 Qualifying features 
4.2.1 Glossary terms 
We assume that most or all of the entries of glossaries which 
approximately cover a domain will also be relevant thesaurus 
terms for that domain. Since it is not always easy to say which 
domain is covered by a glossary (even for an expert) we only 
include glossary terms that occur at least once in the domain-
specific documents to ensure their relevance. The availability, 
number and quality of glossaries in the web varies, of course, 
from one domain to another (see 2.1). 
4.2.2 Keywords 
At least for scientific papers it is by now standard practice for 
authors, publishers or both to specify a small number of keywords 
to help prospective readers to find them (often, these must be 
picked from a limited list, itself a controlled vocabulary). These 
keywords are naturally qualified for a thesaurus constructed for 
this same purpose. Not only search engines and portals make use 
of hand-assigned keywords, but also systems for automatic 
indexing, term recognition and thesaurus construction (e.g., [18]). 
Still, as some people tend to assign keywords with very general 
meanings we only include those that are also used in the domain-
specific documents. Unfortunately, keywords are not available for 
all kinds of documents (e.g. case records, project proposals). 
4.2.3 Occurrence in title or abstract 
Likewise, it has been common practice for a long time in ATR 
and thesaurus construction to assign higher weights to terms 
extracted from special parts of documents, especially titles and 
abstracts, (e.g., [19], [20]): Titles aim at putting across a realistic 
impression of the document's contents, the abstract is meant to 
present these contents in compressed form. The weight we give to 
these terms is dependent on the overall distribution of terms in the 
document set (see 4.1). 
4.2.4 Word filter 
We require all NPs which are not glossary terms or keywords 
not to contain any digits, and every word in each NP that is not a 
preposition to start with three letters. The primary purpose of this 
measure is to dispose of huge amounts of impure or false material 
(e.g. "“1814 /", "day$15200"). At the same time we exclude a 
great deal of product, type and version names, abbreviated person 
names and other NPs containing cardinal or ordinal numbers or 
quantitative specifications (e.g. ,"experiment 1", "038cu2+-sod 
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4", "autocorrelation coefficient of 0", ">10 mg ml x1"). In fact 
this filters out NPs that consist of words in the narrow sense. In 
doing so we accept the loss of a certain number of thesaurus 
candidates. In many thesauri, these kinds of NPs do not occur or 
occur only sporadically (e.g., "Chapter XX" is an exception in a 
law thesaurus). In the natural sciences and in engineering, 
however, code-like terms  (like "3d medical image", "CB atom", 
"free R factor"..) occur more often, and their number raises with 
the "depth" of the thesaurus. If coded or abbreviated terms do not 
come in as a glossary term or a keyword in the first instance, 
they're lost. It is possible, though, to deactivate this filter in a 
second round (see below). 
4.3 Frequency filters 
4.3.1 Frequency of NPs in web pages 
A certain group of NPs, namely those which are very frequent in 
the web, can always be excluded from the outset: They are almost 
certain to not contain potential candidates for any domain-specific 
thesaurus. A threshold of 10 million occurrences has proved a 
good general guide value.  
The majority of NPs affected by this filter are single-word-
NPs, their number is reduced by 3-15%. Among the front-runners 
are "result", "paper", "system", "time", "information", "page", 
"site". Quite regularly a group of about 20 NPs of length 2 with 
strongly overlapping members are also excluded, including "cell 
phone", "health care", "further information". Extracted NPs 
consisting of three or more words have not been found more than 
10 million times by our web queries so far. 
4.3.2 NP frequency of adjective 
There is a second statistical value which enables quick exclusion 
of irrelevant data; it can be applied to extracted NPs with 
adjectives. Many adjectives which modify a noun do not convey 
any information about the entity denoted by that noun per se. 
These include deictic, relative, ordinal and quantificational 
modifiers ("this", "such"; "which"; "fourth”, "last”; "various", 
"certain", "additional") and many more. For thesauri, NPs of this 
kind are completely irrelevant. Since they do not characterize the 
entities referred to by their noun, the adjectives can be combined 
with (almost) any noun. And therefore, the number of different 
nouns an adjective occurs with can be used to identify and to get 
rid of these NPs.  
By doing so we exploit what is called the mutual informativity of 
noun and adjective. Since [21] mutual informativity as a measure 
is commonly used in NLP and ATR. 
Intuitively, mutual information measures the statistical 
dependency of two entities (in our case of two words). 
Syntactically, every adjective can be combined with every NP. If 
the adjective and noun are statistically independent, their mutual 
information is zero, while if they only occur together, their mutual 
information is the entropy of the adjective (or noun, since their 
entropy is identical in this case). 
An adjective's frequency/NP and its overall frequency are not, of 
course, statistically independent. But meaningful adjectives can 
be frequent. Compare, e.g., the most frequent adjectives a) by 
absolute number of occurrences and b) by number of different 
nouns it occurs with in a set of process reports. 
a) such > due > legal > reasonable > new > ... 
b) such > certain > new > additional > original > ... 
The second and the third of the most frequent adjectives already 
are part of law-relevant terms (cf. "due process", "legal action"). 
4.3.3 Ratio of collection frequency and web 
frequency 
To find salient terms we use the quotient of collection frequency 
and the web frequency as described in 3.4 ("FreqRatio"), i.e. we 
look for terms that are used significantly more often in domain-
specific texts. The ratio of thesaurus candidates falls, the ratio of 
non-relevant terms rises with decreasing FreqRatio. By default we 
stipulate a relatively high threshold value, such that (cf. 4.3) 
according to laymen's assessment about 85-90% of the terms in 
the selected range are plausible thesaurus candidates. This means 
that we give more importance to precision than to recall. The 
lower this threshold, the larger the list of terms the expert(s) will 
have to pick from. As in many cases, 100% recall can only be 
reached by accepting a low precision. For manual review of such 
a list of candidate terms, a too low recall results in a too high 
burden for the domain experts. 
By using a high threshold a certain number of domain-specific 
terms will always be missed: Those that, for some reason, are 
used about as frequently as they are used in the "background" 
collection from a wide range of domains. This may happen due to 
a number of reasons. Terms may for example be relevant for more 
than one domain or for a family of domains (e.g. chemicals like 
aldehydes are important for many domains, and so is now CO2 
emission). They could be relevant for a certain document type no 
matter what the content (e.g. "specific growth rate", "samples" 
etc. will be found in many scientific articles). They could be 
homonym to one or more terms with similar or different meanings 
(like e.g. the agricultural term "field" or the chemical term 
"base"), or they could be important for some domain, but at the 
same time be of universal relevance like, e.g. the technical terms 
"price" in economics  or "fusion" in biology. 
The frequency of NPs dramatically declines with their length. 
Therefore, different FreqRatio thresholds must be defined for NPs 
of different length. Thresholds for 2- and 3- grams can be up to 30 
times higher than those for 1 grams, while it seems that NPs 
consisting of four words or more are so domain-specific that they 
are not less frequent in the net than in domain-specific texts. 
Since the tagger was trained on the Brown corpus (see 3.1) 
which is like the net a collection of heterogeneous texts, words 
unknown to the tagger are from the outset more probable to be 
thesaurus candidates than the rest of the words. They also yield 
few results in web queries and therefore (usually) get lower 
FreqRatio thresholds. 
4.3.4 Document frequency 
We use three elementary frequency measures to estimate the 
relevance of terms in a collection of documents: 
• collection frequency (cf), the total number of occurrences of a 
term in a set of documents 
• document frequency (df), the number of documents in which 
a term occurs 
• average document frequency (adf = cf/df) 
Depending on the intended extent and depth of the target 
thesaurus it makes sense to require candidate terms to occur (at 
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least) in a certain number of documents. Document frequency can 
be considered a kind of sliding controller for these properties. For 
a thesaurus restricted to domain-specific terms relevant for most 
of the topics discussed in the field the minimal df value should be 
high. Average document frequency can be used in addition to take 
into account the relative importance of terms in the documents 
they occur in. 
If a thesaurus is meant to comprehensively and precisely cover 
the domain, it also has to comprise terms that are used seldomly 
or by few authors. In this case, the required document frequency 
should be low, or null. In the latter case, pure collection frequency 
is employed to measure the relevance of terms. 
It some cases it is reasonable to do a two-phase construction 
process. Structure and "trunk" of the thesaurus can be formed with 
a limited number of customary domain-specific terms in phase 
one to enrich it with branches and leaves in the second round. 
4.4 Revision of candidate list 
Before we hand it over to the experts we revise the list of 
candidate terms filtered out with the tools described above. 
We 
• restore upper/lower case spelling (cf. 3.3) 
• delete expressions mistaken for NPs by the chunker due to 
incorrect tagging (cf. 3.1 ) 
• delete personal names (if not personal names which are, like 
in "Bayes' Theorem", part of an NP) 
• assign spelling variants and abbreviations to the related 
standard forms (cf. 3.3) 
• remove semantically unqualified NPs that were not filtered 
out (like, e.g., "entire judgment", "different method" etc., cf. 
4.3.2). 
Time spent on the manual revision depended mainly on the 
number of terms; we expended between 4 and 14 person hours 
(cf. table 1). 
4.5 Thesaurus candidate lists and existing 
thesauri 
For a number of reasons, it can be useful or desirable to include 
existing thesauri in the process of generating a candidate list. For 
instance, the candidate list may be meant to extend an existing 
thesaurus in which case no term of the existing thesaurus should 
occur in the candidate list.  Or an existing thesaurus can serve as a 
cross-reference filter for the candidate list to be generated. In that 
case, the terms of the existing thesaurus will be treated like 
glossary terms (cf. 4.2), i.e. when they occur in the domain-
specific documents, they will be included in the thesaurus 
candidate list. 
The thesauri factored in may be public domain, or discretionary – 
like MeSH  – or proprietary thesauri. 
For example, when we built up the thesaurus candidate list for the 
domain of modeling and simulation in biocomputing, structural 
biology and cell biology we included about 6,000 terms from the 
Research, Condition, and Disease Categorization (RCDC) 
thesaurus6 and excluded 3,500 MeSH terms. 
5. TURNING THE CANDIDATE LIST 
INTO A THESAURUS 
5.1 Selecting thesaurus terms from the 
candidate list 
In the next step, domain experts pick the terms for the domain-
specific thesaurus from the list of candidates. As yet conclusive 
results are present to us for three cases (cf. Table 1 in the 
Appendix).  From our first candidate list (compiled 2/2008) the 
fuel cell expert picked 775 or 37% out of 2101 candidate terms as 
thesaurus terms. At the same time, he added 23 terms. The 
Bankruptcy law experts accepted 1,532 or 91% of 1,689 terms 
proposed in October 2008, and added 36. Eventually the 
specialists for modeling and simulation in biocomputing, 
structural biology and cell biology decided to accept the complete 
list of candidates as thesaurus terms (12/2008). We still have not 
gotten any feedback from the agriculture/environment group. 
These figures also reveal a learning process: After our 
experiences with the first thesaurus we  decided to spend more 
time revising our candidate lists. 
When experts decide to accept, to reject and to add terms they 
evaluate our process of term recognition - to date this is the only 
evaluation taking place. It is deficient in a number of ways. 
Among other things it is usually performed by only one person, 
no explanation for the choice of terms is documented, experts 
may feel unable to judge the relevance of proposed terms or lack 
the time to think about missing terms etc. Still, this kind of 
evaluation is a very direct one - the experts modify the candidate 
list immediately before it is put in use. 
5.2 Structuring the thesaurus 
To enable quick and comfortable searching after automatic 
indexing by the Collexis Engine, thesaurus terms are classified in 
about 10 to 15 generic categories. Depending on the size of the 
thesaurus it can make sense to add another hierarchical level, that 
is to further subclassify the terms with intermediate generic terms. 
Like with the selection of domain-specific documents domain 
experts may structure the terms in content or check, correct and 
complement our proposals. 
6. RESULTS 
This section gives some examples for the effects of the 
cooperation of the described filters. We will refer to the thesaurus 
candidates for the domains of fuel cell technology, (U.S.) 
bankruptcy law, agriculture and environment, and modeling and 
simulation in biocomputing, structural biology and cell biology as 
"fuelcells", "law", "agric" and "biocomp", respectively. 
                                                                 
6 further information at rcdc.nih.gov/category_process/  
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Table 1 (Tables and diagrams are to be found in the Appendix) 
shows some skeleton data and gives an impression of the 
dimensions of the NP filtering process for the four thesauri. About 
5% of the different NPs found in the documents are selected as 
thesaurus candidates. 
Using the bankruptcy law thesaurus as an example, tables 2 
and 3 illustrate the use and effects of some filters. Table 2 shows 
how we first applied a set of filters to all extracted NPs and how 
they reduced the number of NPs. After that first reduction we 
defined more specific filters for the remaining NPs of different 
length. Table 3 shows the specific filters used for the filtering of 
law thesaurus candidate terms and their effects. 
Diagram 1 gives the numbers of candidate terms selected for the 4 
thesauri, broken down by their length. More than 80% of the 
candidates are 1- and 2-grams. In most cases single words 
outnumber the 2-grams, while 5- and 6 grams are very unlikely to 
be selected. All this corresponds to the structure of the glossaries 
we used (cf. 2.1). 
7. CONCLUSIONS 
The reported experiences with our semi-automatic, modular 
process for thesaurus development are encouraging.  We believe 
that with our hybrid method - building on existing accessible 
knowledge (the glossaries), using text-structure along with 
linguistic and statistical information, and working with domain 
experts - we are on the right track to construct functional thesauri 
for automatic indexing. The experts will also help us to improve 
the process according to users' needs and preferences. We will 
soon include a module to extract terms co-occurring with "seed" 
terms7. In the medium term we want to automatically support 
synonym detection and thesaurus structuring. 
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Appendix A. Tables and Diagrams 
Table 1. Skeleton data of NP filtering for different thesauri 
 fuel cells law agric biocomp 
document type abstracts process reports abstracts papers 
number of documents 2,660 6,000 33,368 123 
words therein 298,648 18,135,695 5,029,555  1,449,269 
extracted NPs 101,958 10,251,839 3,384,286 804,990 
normalized extracted NPs 42,235 937,216 724,338 207,769 
NPs selected 2,435 9,664 1.096 2,187 
glossary terms extracted - 313 - 437 
keywords extracted 2,428 - - 131 
candidate NPs (after manual revision, cf. 4.4) 2,101 1,689 828  1,971 
person hours expended for manual revision 4 8 5 14 
NPs accepted  by experts (% compared to ^) 775 (37%) 1,532 (91%) yet unknown 1,971 (100%) 
 
Table 2. Bankruptcy Law Thesaurus Candidates: Filters applied to all extracted NPs, and their effects 
Filters applied to all extracted NPs value number of NPs relative # NPs (%) 
Normalized extracted NPs  937,216 100% 
Word Filter  116,616 12,4% 
Document Frequency > 2 140,753 15,0% 
Max. no. of different NPs occ. w. adjective < 2303 114,191 12,2% 
Global occ. of adjective < 22,113 115,707 12,3% 
Web frequency < 10 Mio 112,899 12,1% 
All filters applied  110,474 11,8% 
 
Table 3. Bankruptcy Law Thesaurus Candidates: Filters applied to NPs of different length, and their effects 
No of terms after appl. of 
global filters (cf. table 2) 
1 grams (unknown) 1 grams (known) 2 grams 3 grams ≥4 grams 
110,474  3,634  18,408  47,969  22,300  18,16
Filters for N gram classes and their effects 
Coll. freq. > 2 1,063 >2 18,353 >10 14,746  > 5 5,335 > 10 3,891 
Prop. Doc. Freq.  
 
≥ 1% 973 ≥ 1% 1,681 ≥ 
0,23% 
7,982 ≥ 
0,1% 
3,249 ≥ 
0,3% 
1,669 
Web-Freq  > 0 3,364  > 0 17,109 < 5 44,420 > 0 6,435 >0 14,03
FreqRatio  ≥ 0,01 2,830 ≥ 0,02 17,713  > 10 26,852 > 10 7,829 >500 6,478 
NPs filtered out  415  1,664  4,610  2,373  611 
 
Diagram 1. Absolute numbers of candidate terms filtered out for the 4 thesauri, broken down by length 
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ABSTRACT
In this paper we explore whether the Open Directory (or DMOZ)
can be used to classify queries into topical categories on differ-
ent levels and whether we can use this topical context to improve
retrieval performance. We have set up a user study to let test per-
sons explicitly classify queries into topical categories. Categories
are either chosen freely from DMOZ, or from a list of suggestions
created by several automatic topic categorization techniques. The
results of this user study show that DMOZ categories are suitable
for topic categorization. Either free search or evaluation of a list
of suggestions can be used to elicit the topical context. Free search
leads to more specific topic categories than the list of suggestions.
Different test persons show moderate agreement between their in-
dividual judgments, but broadly agree on the initial levels of the
chosen categories. When we use the topic categories selected by
the free search as topical context, this leads to significant improve-
ments over the baseline retrieval results. The more general topic
categories selected from the suggestions list, and top level cate-
gories do not lead to significant improvements.
1. INTRODUCTION
One of the main bottle-necks in providing more effective infor-
mation access is the poverty of the query end. With an average
query length of about two terms, users provide only a highly am-
biguous statement of the, often complex, underlying information
need. This significantly restricts the ability of search engines to re-
trieve exactly those documents that are most relevant for the user’s
needs. Associating the query with a topical category can help to
disambiguate the query. If query topics can successfully be as-
sociated with topic categories, this topical context can be used in
different ways i.e. to improve retrieval effectiveness, to filter out
results on non-relevant topic categories or to cluster search results.
In this paper we will investigate how to get and use topical context
on different levels of granularity. Queries can be associated with a
topical category by using implicit or explicit techniques. Examples
of identifying topical context implicitly are using a user profile built
on previous information seeking behavior, previous issued queries,
or automatic classification of query words or retrieved documents.
We will elicit the context explicitly, i.e. ask the user to classify a
query into a topical category.
Several large directories on the web have organised their infor-
mation into topical categories, usually in a hierarchical way e.g.
DMOZ (also known as ODP Open Directory Project) [5], Yahoo!
Directory [18] and Wikipedia [17]. There has been a stream of pa-
Copyright is held by the author/owner(s).
DIR 2009, February 2-3, 2009, Enschede, the Netherlands.
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pers that use some form of topical model or context use the DMOZ
directory, or a part of it, to represent topical categories (see Sec-
tion 2 below). DMOZ has a lot of attractive features, it is hierar-
chical, large, and created by human users especially for the web. In
a previous study [11] we have used a small number of self-defined
categories, that did not cover a wide range of query topics. By
using a considerable part of the DMOZ category we can cover a
wide range of topics. For these reasons this paper uses the DMOZ
directory to represent topical categories.
Being large also has some disadvantages, for users it might not
be so easy find the category they are searching for. There is a trade-
off between the quality of the user categorization, i.e. whether
the category covers exactly the query topic, and the effort that is
needed. Searching or browsing the complete directory requires the
most effort from the user, but can result in finding categories an au-
tomatic classifier can not find. Choosing from a list of suggestions
takes less effort from the user, but there is always a risk that the best
possible topic category is not included in the list of suggestions. We
will examine whether there is also a trade-off between the level of
categorization, and retrieval effectiveness when the topical context
is used. We expect that low level and thus specific categories will
prove most beneficial for retrieval effectiveness.
In this paper we address the following main research question:
• Can we effectively use the DMOZ directory as a source of
topical context?
We break up our main research question, into the following two
research questions:
1. Can the DMOZ directory be used to effectively categorize
query topics into topic categories?
We carry out a user study that identifies topical context explicitly
in order to answer our first research question. We explore whether
the topic categories in DMOZ are representative for query topics.
Furthermore, we compare two different forms of deriving context
explicitly, i.e. free search or browsing on the DMOZ site, and eval-
uation of topic categories from a list of suggestions. Agreement on
the relevance of DMOZ categories between different test persons is
also considered. To answer our second research question, we use
the results from our user study to look at the effects of using topical
context on retrieval performance:
2. Can we use topical context to improve retrieval effective-
ness?
We compare performance of runs using topical context in addition
to the query on different levels in the DMOZ directory.
The rest of this paper is organized as follows. In the next section
we discuss related work. In Section 3 we describe the data, i.e. the
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queries that we use and the DMOZ directory. Section 4 describes
the language models that we are using for topic categorization and
retrieval. In Section 5 we discuss the user study we have executed.
Section 6 describes experiments where we use the topical context
that we got from our user study to try to improve retrieval effec-
tiveness. Finally in Section 7 we discuss the results and draw our
conclusions.
2. RELATEDWORK
There is a range of studies that use topical models to improve
retrieval performance or retrieval effectiveness [1, 2, 4, 6]. Two
approaches are commonly used, one approach creates some kind
of user profile that does not depend on the query. These user pro-
files can be built in different ways. Chirita et al. [4] lets users pick
multiple topic categories from DMOZ to create user profiles which
best fit their interests. At run-time the output of the search engine
is reranked by using a calculated distance from the user profile to
each output URL.
Liu et al. [12] builds user profiles automatically by using the
search history, that consists of the issued queries, relevant docu-
ments and related categories. A new query is mapped to a set of
categories using the user profile, a general profile, or a combina-
tion of user and general profile. The categories are ranked, and the
top 3 categories are chosen to reflect the user’s search intention.
Also Trajkova and Gauch [14] builds user profiles based on the
user’s search history. Web pages that a user has visited for at least
a minimum amount of time are classified into a category from the
DMOZ directory. Only the top 3 levels of the directory are used.
To classify a Web page, the highest weighted 20 words are used
to represent the content of the Web page. Classification consists
of comparing the vector created for the Web page with each cat-
egory vector (created and stored during training) using the cosine
similarity measure.
The other approach, which is also employed in this paper, is to
use topical models that depend on the query. Wei and Croft [16]
manually assign topic categories according to some basic rules.
Haveliwala [6] considers two scenarios to assign topical categories
to queries. Both scenarios use personalization vectors calculated
for the 16 top-level DMOZ categories. In the first scenario, un-
igram language models are used to calculate the class probabili-
ties given a query for each of the 16 top-level DMOZ categories.
The three categories with the highest probabilities, are selected to
compute topic-sensitive PageRank scores. In the second scenario
context of the query is taken into account. For example, users can
highlight a term in a Web page, and invoke a search. The context,
in this case the Web page, is then used to determine the topic. In-
stead of only the query terms, the terms of the whole page are used
to rank the 16 top-level DMOZ categories. Two other sources of
query context are also suggested. First, using the history of queries
issued leading up to the current query. Second, if the user is brows-
ing some sort of hierarchical directory, the current node in the di-
rectory that the user is browsing at can be used as context. Potential
query independent sources of context include the users’ browsing
patterns, bookmarks, and e-mail archives.
Bai et al. [2] compares the automatic and the manual assignment
of topical domains. Here, the topic domains do not come from an
existing topic hierarchy, but the users can define their own domains.
Domain models are created by either using the relevant documents
for the in-domain queries, or by using the top 100 documents re-
trieved with the in-domain queries. TREC queries 51-150 are used,
since these query topics also include a manually assigned topic do-
main. Automatic query classification is done by calculating KL-
divergence scores. Although the accuracy of the automatic query
classification is low, the effectiveness of retrieval is only slightly
lower than when the query domain is assigned manually.
Besides topical context, a well-studied form of context is genres
of webpages. For example, Rosso [13] explores user-based identi-
fication of web genres. He defines genre as: essentially a document
type based on purpose, form, and context. Examples of genres are
resumes, scientific articles or tax income forms. The study con-
tains of three parts, first information is obtained on what genres
users perceive. Secondly, all used terminology is refined into a ten-
tative genre palette. Finally, the genre palette is validated by letting
users classify pages into the defined genres.. The study is restricted
to pages from the edu domain to increase the chance of developing
a recognizable palette.
3. DATA
In this paper we investigate whether we can use the DMOZ di-
rectory as a source of topical context. We use ad hoc topics from
the TREC Terabyte tracks as test data. The TREC Terabyte track
ran for three years, and provides us with 150 ad hoc topics that con-
sist of three components, i.e. title, description and narrative. The
title field contains a keyword query, similar to a query that might
be entered into a web search engine. The description is a complete
sentence or question describing the topic. The narrative gives a
paragraph information about which documents are considered rel-
evant and/or irrelevant. All topics are created by NIST assessors
[3].
The web collection that is used to search relevant pages for these
topics is the .GOV2 collection, a collection of Web data crawled
from Web sites in the .gov domain during early 2004. Topics are
only created if the .GOV2 collection contains relevant pages for the
topic. The DMOZ directory is intended to cover the whole Web,
thereby also including the .gov domain. In total, around 1% of the
sites listed in the DMOZ directory is from the .gov domain. Some
of the DMOZ categories hardly contain any sites from the .gov do-
main, e.g. games, shopping and sports. The categories health, re-
gional and science contain the most sites from the .gov domain. We
expect therefore that also most topics will be categorized into the
categories health, regional and science.
The DMOZ directory is organized as a tree, where the topic cate-
gories are inner nodes and pages are leaf nodes. Nodes cannot only
have multiple child nodes, but by using symbolic links, nodes can
appear to have several parent nodes as well. Since the DMOZ direc-
tory is free and open, everybody can contribute or re-use the data-
set, which is available in RDF. Google for example uses DMOZ as
basis for its Google Directory service [4].
The complete DMOZ directory contains over 590,000 categories.
Categories selected by test persons during the free search can be
any of the 590,000 categories, except categories under the ”World”
category, that contains categories in languages other than English.
It does not matter if the category contains links to webpages or not.
We allow multiple DMOZ categories to be assigned to one topic.
To produce the list of suggestions, we focus on a part of the
DMOZ directory in order to reduce complexity. That is, we use
mainly categories from the first four levels of DMOZ, which still
comprises around 30,000 categories. In addition we consider a
classification on the top level of the DMOZ directory, which com-
prises of 15 topic categories.
4. MODELS
Topical context can be derived either implicitly or explicitly. In
this paper we focus on explicitly derived topical context that is ob-
tained from a user study. We first describe the language modeling
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approach, followed by the models for topic categorization that are
used to generate a list of suggested categories. These same models
could be used to derive topical context implicitly. In the last part
of this section, we describe the model we use to incorporate topical
context in our retrieval model.
4.1 Language Modeling
We use unigram language models [7] for topic categorization as
well as for retrieval. Our standard model for document retrieval
uses Jelinek-Mercer smoothing [19] in a mixture of the document
model with a general collection model as follows, i.e., for a collec-
tion C, document D, query Q and smoothing parameter λ:
P (Q|D) =
Y
t∈Q
((1− λ)P (t|D) + λP (t|C)) ,
where
Pmle(t|D) = tft,DP
t tft,D
Pmle(t|C) = doc freq(t, C)P
t′∈C doc freq(t
′, C)
Instead of using maximum likelihood estimation to estimate the
probability P (t|D), it can also be estimated using parsimonious
estimation. The parsimonious model concentrates the probabil-
ity mass on fewer terms than a standard language model. Terms
that are better explained by the general language model P (t|C)
(i.e. terms that occur about as frequent in the document as in the
whole collection) can be assigned zero probability, thereby making
the parsimonious language model smaller than a standard language
model. The model automatically removes stopwords, and words
that are mentioned occasionally in the document [8].
The model is estimated using Expectation-Maximization:
E-step: et = tft,D · αP (t|D)
αP (t|D) + (1− α)P (t|C)
M-step: P (t|D) = etP
t et
, i.e. normalize the model
In the initial E-step, the maximum likelihood estimates are used to
estimate P (t|D). The E-step benefits terms that occur relatively
more frequent in the document as in the whole collection. The
M-step normalizes the probabilities. After the M-step terms that
receive a probability below a certain threshold are removed from
the model. In the next iteration the probabilities of the remaining
terms are again normalized. The iteration process stops after a fixed
number of iterations or when the probability distribution does not
change significantly anymore. For α = 1, and a threshold of 0, the
algorithm produces the maximum likelihood estimate Pmle(t|D)
as defined before. Lower values of α result in a more parsimonious
model. We will denote the resulting estimate by Ppars(t|D).
4.2 Topic Categorization
We will discuss three methods to automatically categorize topics.
The first two methods are similar, and consist of two steps. In the
first step we create topical models of the DMOZ topic categories.
Secondly, we assign a topical category to each query by using either
the query title, or the top 10 retrieved documents.
To create a topical model for a topic category, we crawl the sites
from the category, and of all its available direct sub categories. If
that results in at least 10 sites a parsimonious language model is
created using the Expectation-Maximization equation described in
the previous section. Instead of document D we now have TM ,
the topical model, that consists of the raw text of the web sites
belonging to the category. The background collection C here is the
DMOZ background corpus. It consists of the raw text of all web
pages up to level 4 we were able to crawl. All terms with term
frequency 1 are excluded from the background corpus. The corpus
consists of 459,907 documents and a total number of 350,041,078
terms.
The websites used to create the topical model are spread over
the category and all its subcategories. For efficiency reasons we
have crawled only the upper four levels of the DMOZ directory, so
we can create topical models up until the third level of the hierarchy
using also the subcategories. The topical models on the fourth level
use only the sites on that level.
The second step is to assign a topical category to each query. Our
first method is based on classifying documents.
Top ranking documents We use the top 10 results of a baseline
model run, and select categories fitting these documents best.
The documents are classified into a topical category as follows.
First, the documents are scored on DMOZ top level categories by
scoring each of the top level topical models on the documents:
P (TM |Dtop) =
X
d∈Dtop
Y
t∈d
((1− λ)P (t|TM) + λP (t|C)) ,
The topical models ranked by their probabilities are saved. The
documents are then classified into the second-level categories. Sim-
ilarly, the documents are classified into the third and fourth level
categories, but for computational efficiency here only sub cate-
gories from the 20 highest ranked topic categories are used. In
the end, the topical category belonging to the topical model with
the highest probability, no matter on what level, is assigned to the
query.
Our second method is directly classifying the query.
Query We simply classify the short topic statement in the title
field, and select best matching categories
In this case, the top level topical models are scored on the query.
P (TM |Q) =
Y
t∈Q
((1− λ)P (t|TM) + λP (t|C)) ,
Again the topical models are ranked by their probabilities, and the
process continues in the same way as the top 10 result classification.
The third method we use to categorize the query is simple.
Title match We match the query words with the label of the topic
category.
If all query words are present in the topic category label, the topic
category is assigned to the query. When a topic category matches
all query words, all its descendants automatically also match all
query words. However, we then only assign the highest level topic
category. Both the query words and the topic category labels are
stemmed using a Porter stemmer. This method only assigns a topic
category to a query topic if there is an exact match.
To produce a list of suggestions for a topic, we merge the top 10
ranked categories from the three categorization methods
4.3 Retrieval
For retrieval we use not only the query, but also a topical model
assigned to the query topic. To produce a ranking a mixture of the
query model and the topical model is used as follows:
P (Q,TM |D) = (1− β)(P (Q|D) + β(P (TM |D))
73
Table 1: Coverage of topics: taking all evaluations, and taking the best evaluation per topic.
Not relevant Too broad Too specific Excellent
All Evals Best Eval All Evals Best Eval All Evals Best Eval All Evals Best Eval
Suggested:
Query 78.7% (1,193) 14.1% (19) 15.8% (239) 45.2% (61) 3.6% (54) 15.6% (21) 2.0% (30) 25.2% (34)
Top Docs 77.2% (1,188) 11.1% (15) 19.8% (304) 60.7% (82) 1.9% (29) 15.6% (21) 1.1% (17) 12.6% (17)
Rel Pages 79.4% (1,212) 4.0% (2) 18.1% (276) 54.0% (27) 1.6% (25) 18.0% (9) 0.9% (13) 24.0% (12)
Title Match 17.9% (5) 0.0% (0) 17.9% (5) 0.0% (0) 21.4% (6) 14.3% (2) 42.9% (12) 85.7% (12)
Total 80.1% (2,861) 1.5% (2) 15.8% (563) 45.2 % (61) 2.6% (93) 17.8% (24) 1.6% (56) 35.6% (48)
Free Search:
First Cat. 3.4% (8) 1.5% (2) 14.8% (35) 9.0% (12) 43.5% (103) 35.3% (47) 38.4% (91) 54.1% (72)
Second Cat. 5.2% (3) 4.3% (2) 22.4% (13) 13.0% (6) 56.9% (33) 63.0% (29) 15.5% (9) 19.6% (9)
Total 3.7% (11) 1.5% (2) 16.3% (48) 9.0% (12) 46.1% (136) 35.3% (47) 33.9% (100) 54.1% (72)
P (TM |D) is estimated similarly to P (Q|D) as described before.
P (TM |D) =
Y
t∈TM
((1− λ)P (t|D) + λP (t|C)) ,
5. USER STUDY
In this section we describe the user study that has been executed
in order to let test persons assign topic categories to query topics.
5.1 Design
The user study is designed as follows. Test persons first read
an instruction, and do a training task. Before starting the actual
tasks, test persons fill out a pre-experiment questionnaire that con-
sists of some demographic questions. The main part consists of 15
tasks. Each task corresponds to one topic. At the beginning of each
task the topic, consisting of query title, description and narrative, is
given. Each task is then divided into four subtasks:
1. Pre-task questions
2. The evaluation of a list of suggested categories.
3. Search or browse on the DMOZ site to find the best category.
4. Post-task questions
In the second and third task also some questions are asked on how
easy the task was, and how confident the test persons are about
their categorization. After the 15 tasks each test person fills out
a post-experiment questionnaire that consists of questions on how
they experienced and liked the different tasks. At each stage of the
user study, there are open questions for comments of any kind.
In subtask 2 the test person evaluates a list of suggested cate-
gories. For each suggestion the test person evaluates how relevant
the category is to the topic by answering the question: “For each
suggested category evaluate how relevant it is to the topic”. The
four options are: “Not at all”, “Relevant, but too broad”, “Rele-
vant, but too specific”, and “Excellent”. The list of suggestions is
composed of the categories resulting from the three topic catego-
rization methods described in the previous subsection.
In subtask 3 the test person is free to select a category from the
DMOZ site that he or she thinks applies best to the topic. Cate-
gories can be found by browsing the DMOZ site, or by using the
search function on the DMOZ site. If the test person finds more
than one category that applies best to the query topic, there is a
possibility to add a second DMOZ category. The test person eval-
uates again the relevance of the found category to the topic. We
do not rotate subtask 2 and 3 because our goal is to obtain good
human feedback. Seeing the list of suggestions first means there
is a learning effect which can improve the quality of the categories
selected in the free search.
5.2 Set-up
The user study is done using the queries from the three TREC
Terabyte tracks 2004, 2005 and 2006 (.GOV2 collection of 25M
documents) [15]. Topics 801-850 are done by two to four test per-
sons, all other topics are done by one test person. In total 135 out
of the 150 Terabyte topics are covered. The order and the selection
of topics is randomized. Each test persons gets assigned 15 topics.
For the automatic query topic categorization we have to set some
parameters. We use the topic categorization methods as described
in Section 4.2, where P (t|TM) is calculated according to the par-
simonious model, Ppars(t|TM). Stopwords are removed accord-
ing to a standard stopword list. Stemming is not applied.
The standard value of the smoothing parameter λ in the language
model is 0.15. In the TREC Terabyte tracks, it is known that the
.GOV2 collection requires little smoothing [9], i.e. a value of 0.9
for λ gives the best results.
For the parsimonious model we have to set the parameters α and
the threshold parameter. We set the threshold parameter at 0.0001,
i.e. words that occur with a probability less than 0.0001 are re-
moved from the index. We setα = 0.1 for the parsimonious model,
based on initial experiments with a part of the topic set.
The online user study records all answers, and also the time it
takes test persons to do the different tasks. The open text answers,
i.e. copying the URL from the DMOZ site, are manually prepro-
cessed before the analysis to ensure they are all in the same format.
5.3 Results
In this section we discuss and analyze the results of the user
study.
Demographics
The user study has been filled out by 14 test persons, of which 9
male and 5 female. Two test persons participated twice in the user
study, so they did 30 instead of 15 topics. The main part of the
test persons is studying or working within the field of information
retrieval. Average age is 31 years. Half of them are familiar with
the DMOZ directory, and 3/4 of them are familiar with the subject
of topic categorization.
Appropriateness of DMOZ categories
We first look at the question: does an appropriate DMOZ category
exists for the topics? In Table 1 we present the coverage of the
query topics, that we get from the answers to the question of how
relevant the suggested and the free search categories are to the top-
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Figure 1: Levels of DMOZ categories selected by free search
Table 2: Free search vs. Suggestions list results
Free Search Suggestions
Avg. Final Avg. Final
Time in min. 2.0 1.3
Quick 3.5 3.5
Confident 3.5 3.4 3.5 3.4
Easy 3.0 3.2 3.2 3.5
ics. The columns with ‘All Evals’ are all evaluations per topic of all
test persons taken together. The ‘Best Eval’ columns take only the
best evaluation of all test persons and categories per topic, where a
‘Too specific’ category is rated above ‘Too broad’. To produce the
suggested categories a fourth categorization method was included.
Similar to the 10 top ranked documents, 10 randomly chosen rele-
vant documents are used for categorization (Rel Pages). We can see
that when the list of suggestions is used, for only 1.5% of the topics
no relevant DMOZ category is found. When the category is rele-
vant, it is usually too broad (45.2% of the topics). Still, for 35.6%
of the topics and excellent matching category is found. When free
search is used, also for 1.5% of the topics no relevant category is
found. For more than half of the topics (54.1%) an excellent match-
ing category is found.
Next, we look at the question: what is the level in the DMOZ
hierarchy where the most suitable DMOZ categories reside? With
free search the test persons can select a category on any level of
the DMOZ directory. Figure 1 shows the distribution of categories
over the level of the DMOZ hierarchy. We see that the deepest level
that is chosen is 11. The median level is 5.
List Selection versus Free Search
We now turn to the two ways of eliciting explicit category feedback:
either by selecting from a list of suggestions, or by freely searching
the DMOZ hierarchy.
Table 2 compares free search with the evaluation of the sugges-
tions on different variables. Variables ‘Quick’ (I directly found the
selected category(ies), and did not browse in several categories),
‘Confident’ (I am confident I selected the best possible category(ies))
and ‘Easy’ (It was easy to select categories) are measured on a
Likert-scale from 1 to 5, where 1 means ‘Strongly Disagree’ and
5 means ‘Strongly Agree’. Average numbers are averaged over all
test persons and all topics. The final numbers are averages over
all test persons on answers in the post-experiment questionnaire.
When comparing the free search with the evaluation of suggested
categories, we have to consider a bias that occurs because the test
persons always first evaluate the list of suggested categories and
then do the free search. In close to 50% of the cases, the test per-
sons say the list of suggestions helped them to select a category
from the DMOZ site using free search. In 55% of the cases the test
persons think that the category they selected freely from the DMOZ
site is better than all the suggestions in the list.
How easy and how efficient are both methods of eliciting ex-
plicit topical context? The average time spent per topic for the
free search is higher than the average time spent for the evaluation
of the suggested categories (2.0 minutes and 1.3 minutes respec-
tively). The test persons however perceive both methods to be as
quick. The confidence in their classifications is the same on aver-
age, and in the final evaluation for both methods. The test persons
find the evaluation of the suggestions list slightly easier than the
free search.
When asked what method the test persons prefer, the replies are
mixed. 3 test persons prefer free search, 4 test persons prefer eval-
uation of a suggestions list, and 7 test persons prefer to look at a
list of suggestions, and then search freely on the DMOZ site.
Agreement between Test Persons
We now look at the agreement between different test persons cate-
gorizing the same topic. We calculate pairwise agreement between
test persons. Strict agreement means there is agreement on the rel-
evant categories, and on the degree of relevance (‘Relevant, but
too broad’, ‘Relevant, but too specific’, and ‘Excellent’). Lenient
agreement means there is agreement on the relevant categories, but
the degree of relevance is not taken into account. Categories that
are evaluated as not relevant by all test persons are not included.
For the suggestions list two types of agreements are calculated.
‘All evaluations’ calculates agreement for each category on the sug-
gestions list when at least one test person considers the category
relevant. One combination of different methods is used on the sug-
gestions list, i.e. a category is only selected if both the classification
of top 10 retrieved documents and the query produce the category
(see Combination in Table 3). ‘Best match’ only calculates agree-
ment for the category of the suggestions list with the best agree-
ment. Similarly, when free search is used, and two topic categories
are selected, only the best matching categories are used to calculate
agreement. Agreement is calculated on different levels, where cat-
egories are simply cut off at the desired level. The ‘Complete’ row
gives agreement on the complete topic categories without cut off.
The results are presented in Table 3.
What is the agreement between test persons? Strict agreement
for the suggestions list total and the free search is almost the same,
0.14 and 0.15 respectively. Categories selected by free search re-
ceive somewhat higher lenient agreement than the categories from
the list of suggestion, 0.20 and 0.34 respectively.
What is the difference in agreement over the different list sug-
gestion methods? From the three methods used to produce cate-
gories for the list of suggestions, the query title match produces
the categories that best cover the query topic, and that receive the
most agreement. The drawback of this method, is that only for a
small percentage of topics, there is an exact match with a DMOZ
category label (6). Expanding this method to include nearly ex-
act matches could be beneficial. The combination of methods also
achieves better agreement than the separate methods, on a larger
number of topics (23).
Every chosen category in the DMOZ hierarchy is subcategory of
a whole path up to the root node. So different categories may still
share the same top-level categories. What is the agreement over
levels of the DMOZ hierarchy? We look here at the best matching
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Table 3: Strict and lenient agreement between test persons over
all relevant judgments, and over best matching relevant judge-
ments.
# topics Strict Lenient
List (All evaluations)
Query 44 0.12 0.22
Top Docs 49 0.14 0.18
Rel Pages 48 0.15 0.18
Combination 23 0.28 0.38
Title Match 6 0.69 0.89
Total 50 0.14 0.20
List (Best match)
Level 1 50 – 0.75
Level 2 50 – 0.73
Level 3 48 – 0.67
Level 4 37 – 0.48
Complete 50 0.61 0.75
Free Search (Best match)
Level 1 50 – 0.74
Level 2 50 – 0.64
Level 3 50 – 0.58
Level 4 50 – 0.50
Complete 50 0.15 0.34
relevant category only. For the free search, agreement on levels 1
to 4 of the DMOZ directory is much higher, from an agreement
of 0.74 on the first level, to an agreement of 0.50 on the fourth
level. For the list selection, the agreement for the best matching
relevant category is very similar with 0.75 at the top-level, and 0.48
at level 4.
Summarizing, from our user study we can conclude that for nearly
all topics a relevant DMOZ category can be found. Categories se-
lected in the free search are more specific than the categories from
the list of suggestions. For the test persons there are no large differ-
ences between selecting categories from a list of suggestions and
the free search considering speed, confidence, difficulty and per-
sonal preference. Agreement between test persons is moderate,
but increases considerably when we look only at the top-level cat-
egories.
6. EXPERIMENTS
In this section we report on our experiments that exploit the top-
ical context as retrieved from our user study.
6.1 Experimental Set-Up
To test our topical feedback approach, we use Terabyte topics
800 to 850 that have been classified by at least two test persons in
our user study.
All parameters for the topical models are the same as used in
the user study. However, for retrieval we do use a Porter stemmer,
because our initial results indicate that stemming leads to better
results. We also experimented with document length normalization,
but that does not lead to any improvements. For parameter β we try
values from 0 to 1 with steps of 0.1. For computational efficiency
we rerank results. The run we are reranking is created by using
a standard language model, with Jelinek-Mercer smoothing (λ =
0.9). We rerank the top 1,000 results.
From our user study we extract topical classifications on three
Table 4: Retrieval results using topical context
Topical Context Beta MAP P10
Baseline 0.0 0.2932 0.5540
Top Level 1.0 0.0928• 0.1000•
Suggestions 1.0 0.1388• 0.2160•
Free Search 1.0 0.2179•◦ 0.3640•◦
Top Level 0.7 0.2937 - 0.5700 -
Suggestions 0.6 0.2984 - 0.5720 -
Free Search 0.6 0.3238• 0.6140•◦
Significance of increase or decrease over baseline according to
t-test, one-tailed, at significance levels 0.05(◦), 0.01(•◦), and
0.001(•).
levels. The deepest level topical models are the categories selected
most frequently in the free search, so on any level in the directory
(Free Search). The middle level consists of the categories selected
most frequently from the suggested categories of levels one to four
of the directory (Suggestions). We add a third classification on the
top level, where one of the thirteen top level categories is picked.
For the top level category we use the top category that occurs most
frequently in the categories from the suggestions list (Top Level).
When there is a tie between categories, we decide randomly.
6.2 Experimental Results
Table 4 shows the retrieval results. The baseline run does not
use topical context. First, we look at how well the topical context
captures the information need of the topics. As expected, when
only the topical context is used (β = 1.0), results are significantly
worse than the baseline. The free search categories do still perform
quite reasonably, showing that the DMOZ categories can capture
the information request at hand. Second, we look at combining the
baseline run with topical context. In the table only the best runs
are shown. Topical context using the top level categories or the
suggested categories only leads to small, not significant improve-
ments in early precision. We see that topical context on the deepest
level retrieved using free search in the DMOZ directory leads to the
best results with significant improvements over the baseline where
no topical context is used. We show MAP and P10 over different
values of β in Figure 2. The results start degrading only at a high
value of β at around 0.8 or 0.9, suggesting that the topical context
is quite robust.
In terms of effectiveness, there seems to be a relation with the
depth in the DMOZ hierarchy. Figure 3 shows the correlation be-
tween the level of the category used as topical context, and the
improvement in MAP as the result from using the free search cate-
gories as topical context. Besides the average MAP improvements
per level, we added the MAP improvements per query topic.
Topical context in the form of a DMOZ category significantly
improves retrieval results when the DMOZ categories are selected
using free search allowing categories at any level of the directory
to be selected.
7. DISCUSSION AND CONCLUSIONS
In this paper we investigated methods to get and use topical con-
text from users where the DMOZ directory provides topic cate-
gories. We investigated two research questions, our first one being:
Can the DMOZ directory be used to effectively categorize query
topics into topic categories? We conclude that the DMOZ direc-
tory can be considered suitable to categorize query topics into cat-
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Figure 3: Correlation between level of free search topic cate-
gory and MAP improvement
egories. Using either free search or the suggestions list for 98.5%
of the query topics a relevant DMOZ category is found. This cate-
gory can however be too broad or too specific. When test persons
evaluate categories from a list of suggestions, only 19.9% of the
categories is evaluated to be relevant. The relevant categories are
usually too broad. For many topics, the categories till level 4 of the
DMOZ category are not specific enough to categorize topics ap-
propriately, because when we look at the categories selected by the
free search, in 61% of the cases, the selected category is at level 5
or deeper.
Considering the method to use to elicit the topical context, there
is no clear preference from the test persons point of view. In our
set-up there is however a difference in the quality of the topic cat-
egorization. The list of suggestions only retrieves topic categories
until level 4, thereby excluding a large part of the DMOZ direc-
tory. When free search is used, most often a category on level 5 is
selected. Extending the automatic categorization used to produce
suggestions to the fifth or a even deeper level, thus has clear poten-
tial to improve the quality of the suggestions list. Our test persons
now consider evaluation of suggested categories easier, and they are
also faster. It would be interesting to see if these advantages still
hold when deeper level categories are also shown in the suggested
categories list.
Looking at the different methods of automatic topic categoriza-
tion, the title match of the query words with DMOZ category labels
produces high quality suggestions, but not for many topics. Using
a more lenient title match, where not all query words have to occur
in the category title could provide us with more possible relevant
topic categories. The categories produced by the classification of
the query differ substantially from the categories produced by the
classification of the top 10 documents. Differences in agreement
and the coverage of query topics, are however still small. To make
the list of suggestions classification of the query, the top 10 re-
trieved documents, and the query title match, can all three produce
different useful suggestions. We do not have to choose between
these methods, since users can easily review the list of suggestions
and make decisions on relevance.
What is the agreement on the relevance of DMOZ categories
between different test persons? Considering the test persons can
choose from 590,000 categories, the lenient agreement of 0.34 for
the free search is quite good. For the list based suggestions, the
lenient agreement over all categories deemed relevant by any of
the test persons is 0.20. A problem with the evaluation of the sug-
gestions list is that some test persons tend to select only one or two
categories, while other test persons evaluate substantially more cat-
egories as relevant, but too broad, leading to a lot of disagreement.
That is, if we consider only the best matching category assigned by
both judges, the lenient agreement is as high as 0.75.
Since best matching categories can be deeply nested in DMOZ,
getting the initial levels of these categories right can be very im-
portant. That is, each category also represents all their ancestors’
categories in the DMOZ’s hierarchy. Agreement on levels 1 to 4
of the directory is much better, so at least test persons start out on
the same path to a topic category. They may only in the end select
different categories at different levels of granularity.
Overall, free search results in the best and most specific cat-
egories, considering agreement and coverage of the query topic.
However, the categories in the suggestions list can still be improved
by including more of the DMOZ hierarchy. From the test persons
point of view, there is no agreement on a preference for one of the
methods. So, a good option will be to use a combination of both
methods so that users can decide for themselves per query how they
want to select a category.
Our second research question was: Can we use topical context
to improve retrieval effectiveness? Our experimental results show
that topical context can indeed be used to improve retrieval effec-
tiveness, but the topical categories need to be quite specific for any
significant improvements. Top level categories, and the suggested
categories from our list that go up to the fourth level, do not provide
enough information to improve average precision. These categories
could however be useful to cluster search results.
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Looking at the level of the topic category in correlation to MAP
improvement, we find a weak positive correlation. Deeper levels of
categorization are likely to lead to better MAP improvements, but
we need more data for statistical proof.
A common and effective way to improve retrieval effectiveness
is to use (pseudo) relevance feedback. On this TREC data set it is
found that combining topical context and pseudo relevance feed-
back leads to better results than applying either of them separately
[10]. So while topical context alone might not outperform (pseudo)
relevance feedback, their contributions to performance are comple-
mentary.
Finally, our main research question: Can we effectively use the
DMOZ directory as a source of topical context? We can conclude
that the DMOZ directory is a good option to use as a source of topic
categories, since for the vast majority of query topics at least one
relevant topic category is found. Two methods to elicit topical con-
text are compared, free search on the DMOZ site to select the best
category, and evaluation of a list of categories. Free search is most
effective when agreement and coverage of query topics is consid-
ered. According to the test persons none of the methods is clearly
better. To create the list of suggestions a combination of classifica-
tion of query, top 10 retrieved documents, and a query title match
can be used. Looking at retrieval effectiveness the more specific
free search categories are to be preferred, since these categories are
the only categories that lead to significant improvements over the
baseline.
In future work we want to address the question whether auto-
matic categorization into topic categories can also benefit retrieval.
In that case no input from the user is required. So far, free search
categories chosen by test persons seem to be of a better quality than
suggested categories obtained by automatic categorization, but ex-
tending the automatic categorization into deeper levels of the hier-
archy might lead to better results.
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ABSTRACT
This paper presents a system that uses the domain name of
a German business website to locate its information pages
(e.g. company profile, contact page, imprint) and then iden-
tifies business specific information. We therefore concentrate
on the extraction of characteristic vocabulary like company
names, addresses, contact details, CEOs, etc. Above all,
we interpret the HTML structure of documents and analyze
some contextual facts to transform the unstructured web
pages into structured forms. Our approach is quite robust
in variability of the DOM, upgradeable and keeps data up-
to-date. The evaluation experiments show high efficiency of
information access to the generated data. Hence, the de-
veloped technique is adaptive to non-German websites with
slight language-specific modifications, and experimental re-
sults on real-life websites confirm the feasibility of the ap-
proach.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Search pro-
cess; I.2.7 [Natural Language Processing]: Text analysis
General Terms
company search, information extraction, sublanguage
1. INTRODUCTION
With the expansion of the Web, the demand for targeted
information extraction is continuously growing. There are
many services on the Web providing industry sector infor-
mation or performing job search tasks. For these purposes,
the data used must be first manually collected and there-
fore features several sources of error, e.g. spelling mistakes,
incomplete database entries, etc. Moreover, this process is
extremely time-consuming and updating the data then re-
quires a rollback of the full process. Automating these tasks
will help to extract the business specific information quickly
and maintain the data up-to-date.
The standard approach of business-related information re-
trieval disregards the relationship between the domain name
and organization-specific content of a website, but concen-
trates on the structural aspect of company information [2].
Only a few studies restrict the information extraction task
to certain domain names [8, 9, 14]. They extract company
profiles by limiting their research on locating products and
other features while analyzing the format of HTML tables
for structured data and trying to find the phrase patterns
for unstructured texts [8]. Others examine the presenta-
tion ontology for extracting organization-specific data such
as contact details and product information concentrating on
the differences in the presentation manner of formatted com-
pany profiles versus plain text profiles [9]. But company
information extraction can also be extended to different re-
sources and incorporates meta tags as well as plain texts and
structured data [14].
As the Web keeps evolving, of course, every new website
will uncover new ways that people encode the information.
That way, other scientists concentrate on linguistic analysis
of web pages and disregard the main characteristic advan-
tage of the HTML structure. They investigate, for example,
information extraction techniques for company details and
job offers on the Web. These methods consider the relevance
of the domain name, but only exploit the local characteris-
tics of the text [1]. They therefore process in two steps:
first HTML stripping and then applying local grammars [5]
(recursive transition networks) on plain texts to transform
unstructured web pages into structured forms. Manually en-
coding morphosyntactic rules for extracting the information
seems doomed to be a never-ending process, but evaluation
experiments show high values of precision and recall.
Our starting point of a solution is the structured nature
of data. In contrast to a general search scenario, company
search can be seen as a slot-filling process. The indexing
task is then to detect attribute-value pairs in the HTML
documents and make them accessible. At this point, we
are interested in the extraction of all organization-specific
data being related to the web site’s domain name (secondary
level domain). Obligatory elements, such as the company
name combined with a highly restrictive domain vocabulary,
make it possible to discover the logic of an information page
that can then be integrated into a relational structure. As
our studies during this research were limited to the German
Web, the investigated language was German.
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The paper is structured as follows. In the next section we
introduce the concepts and terms used in the paper. Section
3 presents an overview of the system architecture. In Section
4 the analysis of the information page is further detailed and
Section 5 evaluates the performance of the system and shows
promising results of precision (99.1%) and recall (91.3%).
The conclusion comments on practical implications of the
given approach and the directions of future work.
2. DEFINITION OF TERMS
Terms that are used throughout this paper in various con-
texts and that have a particular usage have to be clearly
defined.
2.1 Business specific information
Business specific IE differs from the record extraction or en-
tity recognition because the information must be examined
with respect to the domain name and estimated how valu-
able it may be.
Definition 1 (Business specific information)
Business specific information contains the relational facts
concerning the domain name.
Figure 1: Example of an information page
In order to illustrate what kind of information is relevant ac-
cording to the domain name, one information page is shown
in Figure 1. The left section contains the navigation bar,
the right one a shopping cart and advertisements, and the
center is divided into three information records: The first
contains the domain relevant information we are interested
in. The second also appears somehow relevant but is about
specialized marketing and the third names the web designer.
2.2 Minimal data region
A group of data records that contains descriptions of a set of
similar objects are typically presented in a particular region
of a page (...) Such a region is called a data region. [10]
We can identify the region of the information bit with key-
words or phrases heading the respective record. In our ex-
ample (cf. Figure 1), the heading keyword for the relevant
information is “Verantwortlich” (responsible), for the mar-
keting information it is “Marketing/Kommunikation” (mar-
keting/communication), and for the web designer record it
is “Design/Realisation” (design/ realization).
But we have to limit the data record containing information
somehow focused on the domain name. In contrast to other
approaches [10] we are not interested in locating data records
of maximum length, we want to determine the“minimal data
region” for an information bit (cf. Section 4).
Definition 2 (Minimal data region)
A minimal data region with respect to the business specific
information is the smallest HTML tag region where most of
the wanted information bits are located.
2.3 Sublanguages on the Web
Definition 3 (Web sublanguage)
Sublanguages are specialized language subsets, which are dis-
tinguished by the special vocabulary and grammar from the
general language [6, 7]. With respect to the Web, a sublan-
guage is characterized by a certain number of phrases or a
grammar and special vocabulary [4], e.g. “Impressum” (im-
print).
Web sublanguages occur on the home page of a website as
well as on its information page. Regarding the home page we
analyze the anchor texts that lead to the information page
(cf. Figure 2). But the variety of organization-specific stan-
dard phrases (frozen expressions) that frequently emerge on
information pages are clustered into attribute classes dur-
ing the training step of our system. For instance, the class
“Provider” contains about 140 specialized words and phrases
(attributes), e.g. “Anbieter i.S.d. TDG/MDStV” (Provider
in terms of TDG/MDStV) (cf. Table 1).
Attribute Class Quantity Vocabulary
company name 99 Anbieter,
Firmenbezeichnung
phone no. 25 Fon, Tel, Tel + Fax
fax no. 7 Fax, Faxnummer,
Telefax
mobile no. 13 mob, mobil, unterwegs
email 16 Mail, E-Mail, m@il
CEO 23 CEO, Gescha¨ftsfu¨hrer
business owner 16 Inh, Inhaber, owner
contact person 10 Ansprechpartner,
Kontaktperson
chairman 23 chairman, Leiter,
Vorsitzender
management board 4 Vorstand, Gescha¨fts-
fu¨hrender Vorstand
VAT ID 97 UID, UST-ID-NR,
Umsatzsteueridentnr.
tax no. 25 St. Nr., Steuernr,
Umsatzsteuer Nr.
register no. 22 Handelsnr.,
Registernummer
local court 28 AG, Amtsgericht
tax office 4 FA, Finanzamt
Table 1: Overview of attribute classes pertinent to
business websites
2.4 Business specific information extraction
Definition 4 (Business specific IE)
Business specific information extraction is concerned with
the automatic extraction of the relation between a domain
name and an information set consisting of attribute-value
pairs.
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Figure 2: Overview of the system architecture of ACIET
3. SYSTEM ARCHITECTURE
Figure 2 shows the elements of our system1 to extract busi-
ness specific data from information pages of German web-
sites. This process expects as input a set of URLs preclassi-
fied as business websites.
The architecture is based on two interactive modules to es-
tablish a relational database storing company information
and providing a query module:
A Localization of information pages on the Web
B Document analysis and information extraction
C Query processing
Our system ACIET (Automatic Company Information Ex-
traction Tool) automates the extraction process of organi-
zation-specific information on the Web and works therefore
in two steps:
In the first stage (A), a focused crawler is fed with URLs
stored in a database and fetches the demanded websites.
This step is performed by the “home page analyzer” 2. Our
system will follow the anchor tags leading to the information
page and retrieve the document.
1For research and test purposes the prototype of our system
is available at http://www.cis.uni-muenchen.de/~yeong/
ADDR_Finder/addr_finder_de_v12.html.
2For classification purposes, it can also extract the struc-
tural and textual features of a website by category. But at
present we are only focused on the extraction process and
suppose that our crawler input exclusively consists of busi-
ness websites.
During the second stage (B), the information page is sent
to a module called “info analyzer” to study the HTML con-
tent and extract the searched information bits. It thereby
exploits the internal structure of named entities and uses
sublanguage-specific contexts – attribute classes (cf. Sec-
tion 2.3) to identify the attribute-value pairs. In difference
to other systems the form filling process is fully automatized.
From a document recognized as an information page by the
system (part A) we extract all business specific information
to fill a form that is presented in Table 2.
Example of a company info form
company name Metzgerei Prosiegel
street Felderstraße 10
zip code 91801
city Markt Berolzheim
phone no. (09146) 233
fax no. (09146) 940206
email metzgerei@metzgerei-prosiegel.de
Table 2: Business specific information of Fig. 1
For the transformation of the initial HTML-document into
the form schema we need different operations shown in Fig-
ure 2 (part B).
An interaction by the user is provided in part C (cf. Figure
2). There, the user can query the database and supervise
which information bit extracted by ACIET will be added to
the index.
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4. INFORMATION PAGE ANALYZER
Given an information page, the preprocessing starts with an-
alyzing the frame structure and existing javascript. Before
creating an expressive DOM structure [10, 11], the HTML
file has to be validated and if necessary corrected. This
step is done by the open source unix tool tidy3. Now
our system is able to locate the minimal data region (for
more details see Section 4.1) surrounded by certain HTML
tags containing the information record searched for. During
a depth-first traversal of the DOM tree, the wanted sub-
tree can be isolated according to the headings of the data
record, e.g. “Herausgeber” (publisher), “Betreiber” (opera-
tor) or “Anbieter” (provider). Since we disregard domain
name irrelevant information, we will work further on with a
pruned DOM tree. After identifying the minimal data re-
gion, all information bits relevant to the domain name are
extracted by the attribute-value process (for more details see
Section 4.2) with respect to external contexts and internal
features. Our system considers about 20 attribute classes
and searches their values on the information page of busi-
ness websites [17]: company name, address, phone and fax
number, e-mail, CEO, management board, domain owner,
contact person, register court, financial office, register num-
ber, value added tax number (VAT ID), etc.
4.1 Detecting the minimal data region
As already shown in Figure 1, an imprint page contains lots
of noisy and irrelevant data. In order to determine the min-
imal data region, we pursue three strategies:
1. Depth-first traversal of the DOM tree to locate the
data region of the information bit searched for.
2. Isolation of subtrees containing information bits ac-
cording to specified headings and pruning of the DOM
tree by deleting domain name irrelevant data.4
3. Detecting the minimal data region with respect to pre-
defined attribute classes (“phone number”, “fax num-
ber” and “VAT ID”).
This method works perfectly (see precision and recall in Ta-
ble 4) and efficiently due to the minimal text length of the
data region. That way, ambiguities arising by reason of mul-
tiple contexts are eliminated before they emerge.
4.2 Attribute-value process
Detecting the minimal data region limits the search areas in
the DOM tree, but does not resolve any ambiguities. If we
use, for example, a pattern-based approach to determine a
phone number, the same regular expression can also match a
fax number. Now we have to assign the correct values to the
attributes according to close-by HTML content information
provided by the DOM tree.
3http://tidy.sourceforge.net
4We are now able to delete all subtrees captioned by any
negative heading (e.g. “Design” (design), “Realisierung” (re-
alization), “Umsetzung” (implementation), “Web-Hosting”
(web hosting)) from the document object model. That way,
this pruning step isolates the business specific subtrees and
even eliminates “negative-headed” regions of the tree nested
in subtrees preceded by positive titles.
The recognition of person names causes similar problems:
Searching for names on the DOM tree facilitates their lo-
calization because these strings are delimited by the HTML
tags surrounding the entry. The internal structure of the
person name will be characterized by a rule-based method,
e.g. a non-left-recursive definite clause grammar. But to
discover the person’s role, we have to rely on the fact that
names occur close to context words hinting on the corre-
sponding attribute classes.
That way, the named entity recognition can profit by the
HTML structure which refines the search space. To distin-
guish the person’s function, the “value” (person name) has
to be extracted together with its “attribute” (attribute-value
pair). All known attributes were collected during the train-
ing stage of our system and compiled into a trie. Moreover,
unknown context words can also be correctly attributed by
approximate matching with agrep5 [15].
The most remarkable advantage of the attribute-value pro-
cess is the fact that for the named entity recognition, no
large lexicon is required. Thus, the identification of person
names is much faster than by a lexicon-based approach. How
external and internal indicators work together to guarantee
such a success will be discussed in the next section.
4.2.1 Internal and external indicators for NER
Internal evidence is derived from within the sequence of
words that comprise the name. (...) By contrast, external
evidence is the classificatory criteria provided by the context
in which a name appears. [12].
Mikheev et al. (1999) [13] observed the importance of inter-
nal and external evidences for the named entity recognition
(NER) at the MUC-7 conference. They experimented with
several lexicon sizes and discovered that a large comprehen-
sive lexicon cannot improve considerably the precision or
recall of a NER system.
Hence, we also pursue this strategy and compile the inter-
nal and external indicators into the corresponding attribute
classes. Some examples for external indicators obtained dur-
ing the training phase are shown in Table 1. Moreover, the
list of indicators is open-ended and managed within different
files – a sublist per attribute class.
There are two different types of internal indicators: vocab-
ulary lists and regular expressions for digits like phone or
fax number. With regard to company name recognition, we
can benefit, for example, from 35 legal forms, 130 business
types, 400 job titles, and some typical affixes of company
names.
4.2.2 Creating an expressive DOM structure
Since the DOM tree does not reflect the fundamental char-
acteristics of all HTML tags, we will cluster the HTML tags
by their formatting function.
We therefore divide the HTML tags in six groups: character,
heading, block, list, table, and image elements.
5cf. http://www.tgries.de/agrep
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It is quite obvious that some tags within other tag regions
might loose the differentiating property. That way, this dele-
tion of HTML tags helps us to interpret the role of an HTML
element within the whole DOM tree and to ignore pointless
misplaced elements.
4.2.3 Recognition of attribute-value pairs in tables
About 70% of the information pages used during the training
period encode business specific data in HTML tables. Since
those tables totally differ in structure [3], their recognition
will cause some problems if we always pursue the strategy
to extract the value in the right context of the attribute.
During the attribute-value process, we don’t really have to
recognize the table type (cf. Figure 3). Instead, we apply
the attribute-value process directly to the table cells.
Figure 3: Different types of HTML tables containing
attribute-value pairs
The extraction of attribute-value pairs in tables of type 1
and 3 seems trivial. If an instance for one of our predefined
attribute classes is found, according to type 1, the cell in the
next column will be scanned for the corresponding value of
the attribute. For type 3, given an attribute separated by at
least one delimiter the search for the value can be performed
on a single column because both – attribute and value – are
located together in the same cell.
However, we have to face a minor difficulty for type 2 and
4. The structure of type 2 shows that attributes and val-
ues are separated by the <tr>-tag and span over two lines.
Therefore, the search algorithm has to be adapted to the
new situation: After locating the first attribute, the cell in
the next column is tested for values or further attributes.
This recursive step will be repeated until the corresponding
value is identified.
Type 4 is very complex in comparison to the other table
structures. Since each cell contains several pieces of infor-
mation separated by at least one delimiter, we will manage
the data by a two-dimensional array. The algorithm there-
fore implemented is shown in Figure 4. One problem oc-
curring quite often is that close-by cells do not contain the
Figure 4: Pseudo-algorithm to identify the
attribute-value pairs in table type 4
same number of delimiters. Thus, a complete scan of the
cell divided by the delimiters is necessary and this step has
to be repeated until the correct value can be assigned to the
corresponding attribute.
4.2.4 Other structures
Subtrees of the DOM other than HTML tables are also tra-
versed by the attribute-value-process. After locating an at-
tribute, the corresponding value has to be searched within
the next HTML tag region or within the string containing
an instance of the attribute class and at least one delimiter.
Our system will limit the search area in the DOM tree by a
pair of attributes and then go through the HTML content
elements separated by tags or delimiters string by string.
Moreover, the contextual information can also be used to
extract company names from the HTML document. There is
often some legal notification on the information page hinting
on the domain operator, e.g.
– Publisher of this website is the
– Service provider of these pages is the
– This is the joint internet appearence of the company
– assumes no liability
– can not guarantee for the completeness
– accepts no responsibility for the correctness and
completeness
4.3 Postprocessing
All extracted information bits have to be normalized after-
wards to guarantee the data consistency. The normalization
process affects the following attribute classes:
• company name, legal form, register number
• address: street, zip code, city
• contact: phone and fax number, email
• person name
• legal notification: tax number and VAT ID
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The legal form within a recognized German company name
usually indicates the register department. Some legal forms
like “GbR, KG” are registerd in the department “A”, while
others like “GmbH, AG” in the department “B”. But the
department is not always given correctly. Hence, the coher-
ence between recognized legal form and register department
must be checked in order to assign the right department to
the register number.
The postprocessed data is organized in lexica for the zip
code, city and area code.
In Table 2 we already showed an example of an automati-
cally created company information form of the business web-
site www.prosiegel.de. The values filled in these slots are
normalized according to the above mentioned techniques.
After locating the attribue-value pairs, the values are tagged
by the corresponding attribute classes on the web page (cf.
Figure 5).
Figure 5: Annotated company information of Fig. 1
Since information pages are set up from humans for humans,
some spelling mistakes can also occur there and have to be
corrected, e.g. “Felderstrasse”must be “Felderstraße”.
In order to get a uniform phone number, we have to delete
all non-digits and the country code, match the longest area
code provided by the lexicon and separate the number into
the area code and direct outward dialing sequence. So the
phone number mentioned in Figure 5 will be transformed to
“(09146) 233” and the fax number to “(09146) 940206” (cf.
Table 3).
street Felderstrasse 10 Felderstraße 10
phone no. +49 (0) 9146 / 233 (09146) 233
fax no. +49 (0) 9146 / 940 206 (09146) 940206
Table 3: Normalized attribute values of Fig. 5
Person names often appear as uncapitalized sequences. In
this case the uniform format can be reconsructed by the
postprocessing.
With respect to the tax number and VAT ID, the postpro-
cessing is indispensable. Not always information is given
according to the standard scheme of the tax number and
VAT ID. Given an external indicator (attribute) hinting on
a VAT ID, our system will expect this number (value) to
be a VAT ID. But instead of a VAT ID, for example, the
tax number follows: “Umsatzsteuer-Identifikationsnummer
gema¨ß 27a Umsatzsteuergesetz: DE 053-116-00763”. The
postprocessing step now allows our system to adjust its as-
sumption: The given code DE 053-116-00763 is not conform
to a standardized VAT ID. So we replace the hyphen (-) by a
slash (/) and get the valid scheme of a German tax number.
During the evaluation scenario, our system correctly identi-
fied the tax number in 13 cases, although the local context
refers to a VAT ID.
5. EXPERIMENTAL EVALUATION
To evaluate the quality of our system with regard to the
recognition of information bits indicating business specific
data, we designed a small, manually verified test corpus com-
posed of approximately 150 SLDs (websites).
5.1 Test-data design
For creating this test base, our system6 was fed with 924
SLDs picked up randomly by the focused crawler. Among
these, 478 SLDs were determined to be appropriate candi-
dates for company websites.7 The evaluation process was
then limited to every third SLD of the candidate set and
these 159 SLDs were checked afterwards by visiting the sites
with a web browser. As there existed several copies of some
SLDs and others were no longer available on the Web, only
150 SLDs remained for test purposes.
5.2 Evaluation results
Table 4 shows promising results of precision (99.1 % on aver-
age) and recall (91.3 % on average) considering the recogni-
tion of entities typically found in information pages of busi-
ness websites. The experimental evaluation presented in this
paper is limited to 16 information bits not counting those
that have less than 10 instances on the test data.
5.3 Discussion
Needless to say, the evaluation results displayed in Table 4
show more lack of recall than precision. However, we want
to discuss the reasons of it.
5.3.1 Lack of precision
Only three of totally 16 information bits vary in precision:
Company Name. Due to the fact that no headings are
given, the system will choose the first company name can-
didate. This decision is based on the higher probability of
company names appearing before web design or host details.
But we have to admit that in some cases this kind of heuris-
tics does not work and drops the precision to 96.3%.8
6For research and test purposes the prototype of our system
is available at http://www.cis.uni-muenchen.de/~yeong/
ADDR_Finder/addr_finder_de_v12.html.
7This step was performed by an external tool – a classificator
for business websites not described here.
8For the URL http://www.bergener-rathaus-
reisebuero.de/shared/impressum.html, for example,
the company extracted from the information page is “2000
RT-Reisen GmbH”, but it should actually be “Reisebu¨ro am
Bergener Rathaus”.
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company name 150 134 129 96.3% 86.0%
street 150 149 147 98.6% 98.0%
zip code 150 150 150 100% 100%
city 150 150 150 100% 100%
phone no. 137 135 134 99.2% 97.8%
fax no. 125 124 124 100% 99.2%
mobile no. 13 13 13 100% 100%
email 126 124 124 100% 98.4%
VAT ID 73 72 72 100% 98.6%
tax no. 25 22 22 100% 88.0%
CEO 39 28 28 100% 71.7%
business owner 24 21 21 100% 87.5%
responsible person 33 24 24 100% 72.7%
authorized person 12 11 11 100% 91.6%
local court 44 38 38 100% 86.3%
register no. 45 38 38 100% 84.4%
On average 99.1% 91.3%
Table 4: Evaluation results gained on the test SLDs
Street. Our grammar-based approach expects certain suf-
fixes to recognize street names, e.g. “-straße” (street),
“-gasse” (lane), “-weg” (road), etc. Without such an indica-
tor a street name will not be identified. Only streets ending
on these special suffixes are extracted, no matter where they
are located on the information page. But it happens to be
the false name if more than one street name is given and
the right one does not have such a suffix. This lowers the
precision to 98.6%.9
Phone No. After locating a phone number, it is nor-
malized by the system to a consistent format. A num-
ber like 02851/8000+6200 10 is then transformed to (02851)
80006200. But the deletion of “+” is not correct. That
way, the plus expresses an alternate phone number – a kind
of ellipsis – which will not be resolved and two numbers are
merged to one single number. This error appeared only once,
so that the precision is not strongly influenced (99.2%).
5.3.2 Lack of recall
13 of totally 16 information bits vary in recall, but only two
go below the 80%-boundary. The reasons for their incom-
plete or none-recognition are due to
• flash animations, javascript and images protecting the
piece of information searched for.
• missing external indicators on information pages, e.g.
Tel., Fax, E-Mail
• missing syntactic rules that describe the internal struc-
tures of streets, etc.
• textual representations of phone numbers, e.g.
0700 TEATRON
9For the URL http://www.gestuet-schlossberg.de/
deutsch/impressum.php our system located the street name
“Ridlerstraße 31 B”, but it should actually be “Zachow 5”
which is not matched by the grammar.
10The phone number is taken from http://www.
pieper-landtechnik.de/seiten/impressum.html.
• informal specification of tax numbers, register num-
bers, etc.
These types of errors cause some malfunction in the system.
Thus, we go into detail for those informations bits with recall
values between 70% and 90%:
Company Name. The recognition of company names
failed at 26 company names (a recall of 86.0%). On the one
hand, this malfunction is caused by flash animations or im-
ages11 hiding the piece of information searched for. On the
other hand, some SLDs lead to websites encrypting the in-
formation presented there. Going to the start page of such
sites, an intro page in the form of a full-screen image12 waits
for a reaction of the user. After clicking on a button with
a pointless description, the user gets the chance to reach
the navigation page. This kind of “scavenger hunt” makes
it impossible to find the company name. Moreover, missing
internal and external indicators prevent the correct identifi-
cation of company names on websites.
Tax No./Register No. Both of them are standardized
numbers. Although their syntactic structure is mandatory,
these numbers could be written in slightly different forms.
Sometimes the license plate code, e.g. HH, is used as pre-
fix of the register number: “Handelsregisternr.: HH 100042
Hamburg” In place of HH our system expects the abbrevia-
tions HRA for partnership, self-employed and small business
or HRB for corporation. However, the external indicator
“Handelsregisternr.” hints on a valid register number ap-
pearing afterwards, the left context can mislead our system
and prevent the recognition of an informal specified register
number (88.0%) as well as it disregards this kind of variation
for the tax numbers (84.4%).
CEO/Owner/Responsible Person. As shown in Table
4 the recall for the identification of person names is lower
than for the recognition of other information bits. Due to
missing contexts hinting on person names and very strict
regular expressions describing their internal structure, the
use of additional information within the names precludes
their complete localization. Some infixes like “Architekt”
or “Biol.” specifying the profession of a person have not
been considered in this syntactic position yet. These words
or abbreviations are usually situated between the academic
degree and the person name:
Dipl.-Ing. Architekt Christian Stanitzeck
Dipl.-Biol. Elek Szabo
At present a different order of academic degree and job de-
scriptor is matched by the grammar, e.g. “Architekt Dipl.-
Ing. Christian Stanitzeck”. In a revised version of our gram-
mar for person names, these features will be considered. But
for the moment, this lack of accuracy reduces the recall for
the automatic recognition of CEOs to 71.7%. Assuming that
website owners are less frequently named than CEOs or re-
sponsible persons (cf. Table 4), the partially identification of
the corresponding names behaves very similar to the owners
(87.5%) and responsible persons (72.7%).
11e.g. http://www.hardmedia.de/
12e.g. http://www.koerperkult.de
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Local Court. This piece of information often appears in
conjunction with the register number. In that case, there
are no external indicators telling us that the name of a city
stands for the local district court. Within an informal spec-
ified register number, e.g. “HH 100042 Hamburg”, this kind
of metonymy will not be discovered and therefore lowers the
recall rate (84.4%).
6. CONCLUSION
We presented an integrated platform to enable business spe-
cific information extraction on the Web. Though we also
gave an overview on the localization of information pages
on the Web, the main focus in this paper lies on document
analysis and business specific information extraction. The
core technique to automatically extract structured informa-
tion is the attribute-value process and use of internal and
external indicators hinting on the demanded information.
The evaluation on the test SLDs shows excellent results for
the proposed approach.
Though the linguistic descriptors and the examples of busi-
ness information pages refer to the German Web, the meth-
ods are generalizable for other languages easily applicable
to other countries’ websites. The system expects the na-
tional specific variation of the information format and cor-
responding internal and external indicators. The integrated
file management system can facilitate the maintenance of
these indicators.
Even though every new website will uncover new ways that
people encode the information, the success of our extrac-
tion method will not be affected by changing HTML struc-
tures. Tests showed that variations in web content and DOM
tree do not influence the attribute-value process. Since our
system relies on linguistic resources (e.g. specialized vo-
cabulary), exhaustive studies of context information and
a weighted, local interpretation of the HML tags, we can
present a quite robust application.
Moreover, our system ACIET can be extended to integrate
further text analysis tools which extract, for example, the
activities of companies or their production processes.
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ABSTRACT
We present an adversarial information retrieval approach to the
automatic detection of spam content in social bookmarking web-
sites. Our approach is based on the intuitive notion that similar
users and posts use similar language. We detect malicious users
on the basis of a similarity function that adopts language model-
ing at two different levels of granularity: at the level of individ-
ual posts, and at an aggregated user level, where all posts of one
user are merged into a single profile. We evaluate our approach
on two spam-annotated data sets representing snapshots of the so-
cial bookmarking websites CiteULike and BibSonomy. We find
that our approach achieves promising results across data sets, with
AUC scores ranging from 0.92 to 0.96.
Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: H.3.1 Content Anal-
ysis and Indexing; H.3.3 Information Search and Retrieval; H.3.4
Systems and Software; H.4 [Information Systems Applications]:
H.4.2 Types of Systems; H.4.m Miscellaneous
General Terms
Algorithms, Measurement, Performance, Experimentation
Keywords
Adversarial IR, spam detection, social bookmarking, language mod-
eling
1. INTRODUCTION
The term ‘spam’ was originally used to refer to the abuse of elec-
tronic messaging systems that started in the mid-1990s on Usenet
newsgroups, and quickly crossed over to e-mail messaging. Ac-
cording to conservative estimates, in the first half of 2007 around
85% of all e-mail sent in the world was spam1. The notion of spam
1http://www.maawg.org/about/MAAWG20072Q Metrics
Report.pdf
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is subjective by nature, but we define it here as content designed to
mislead, and that the legitimate users of a system, site, or service
therefore do not wish to receive. Motivation for spamming can
range from advertising and self-promotion to disruption and dis-
paragement of competitors [5]. Spamming is economically viable
because the barrier for entry into systems open to user-generated
content is generally low, and because it requires virtually no op-
erating costs beyond the management of the automatic spamming
software. In addition, it is often difficult to hold spammers account-
able for their behavior.
Any system that relies on user-generated content is vulnerable to
spam in one form or another. Search engines, for instance, suffer
increasingly from so-called spamdexing attempts with content es-
pecially created to trick search engines into giving certain pages a
higher ranking than they deserve [4]. Spam comments are also be-
coming an increasing problem for websites that allow users to post
reactions to content, such as blogs and video and photo sharing
websites [12]. Finally, Wikpedia—another system focused around
user-generated content—has also seen an increase in research in-
terest in automatic approaches to spam detection [15].
By analogy, the relatively recent phenomenon of social websites
and social bookmarking services has become an increasingly pop-
ular part of the Web, but their focus on user-generated content also
makes them vulnerable to spam, threatening their openness, inter-
activity, and usefulness [5]. In this paper, we focus on how we can
detect spam in social bookmarking systems. Our approach to spam
detection is based on the intuitive notion that spam users are likely
to use different language than ‘legitimate’ users when posting con-
tent to a social bookmarking system. We detect new spam users in
the system by first ranking all the known users in the system by the
KL-divergence of the language models of their posts—separately
per post as well as merged into user profiles—and the language
model of the new user or post. We then look at the spam labels
assigned to the most similar users in the system to predict a spam
label for the new user. We test our approach on two spam-annotated
data sets, based on BibSonomy2 and CiteULike3, two so-called so-
cial reference managers that allow users to store and manage their
reference list of scientific articles online.
The paper is structured as follows. We start by reviewing the
related work in the next section, followed by a description of the
task and the data sets, our pre-processing steps, and our evaluation
setup in Section 3. In Section 4 we describe our spam detection
approach; in Section 5 we report on our results. We conclude our
paper by discussing our findings in Section 6 and listing possible
future work in Section 7.
2http://www.bibsonomy.org
3http://www.citeulike.org
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2. RELATEDWORK
The issue of spam in social bookmarking services has received
relatively little attention so far. Heymann et al. (2007) were the first
to examine the relationship between spam and social bookmarking
in detail [5], classifying the anti-spam strategies commonly adopted
in practice into three different categories: prevention, demotion,
and detection. Prevention-based approaches are aimed at making
it difficult to contribute spam content to the social bookmarking
system by restricting certain types of access through the submis-
sion interface (such as CAPTCHAs) or through usage limits (such
as post or tagging quota). The nofollowHTML attribute of hyper-
links can also serve as a spam deterrent, since it instructs search en-
gines that a hyperlink should not influence the link target’s ranking
in the search engine’s index, thereby removing the main motivation
of spammers.
Demotion-based strategies focus on reducing the prominence and
visibility of content likely to be spam. Rank-based methods, for in-
stance, try to produce orderings of the system’s content that are
more accurate and more resistant to spam [5]. A demotion-based
strategy for combating spam is described by [5] and described in
more detail in [8]. They construct a simplified model of tagging
behavior in a social bookmarking system, and compare different
ranking methods for tag-based browsing. They investigate the in-
fluence of various factors on these rankings, such as the proportion
and behavior of spam users and tagging quota [8].
Spam detectionmethods, finally, are used to identify likely spam
either manually or automatically, and then act upon this identifi-
cation by either deleting the spam content or visibly flagging it as
such to the user [5]. To our knowledge, the only published effort of
automatic spam detection in the social reference manager context
comes from Krause et al. (2008), who investigate the usefulness of
different machine learning algorithms and features to automatically
identify spam users and their posts[9]. They test their algorithms
on a data dump of the BibSonomy system.
Later in 2008, this work on spam detection for BibSonomy was
extended by means of the 2008 ECML/PKDDDiscovery Challenge
workshop4, which focused on two data mining tasks related to so-
cial bookmarking. One of these tasks was detecting spam users in
a social bookmarking system. So far, this has been the only TREC-
like initiative focusing on the task of spam detection. With a total of
13 submissions, the majority of the participants’ approaches used
machine learning for the prediction task. Six out of the top eight ap-
proaches used a variety of content-based and co-occurrence-based
features combined with machine learning algorithms to separate the
spammers from the genuine users [6]. One of the top eight chal-
lenge submissions used a graph-based algorithm for the detection
task. We participated in the challenge with a preliminary version
of our approach, described in [1], and finished in fourth position.
In this paper, we extend our approach and test it more extensively
using other data representations. Furthermore, we use an additional
data set based on CiteULike to confirm the general applicability of
our method.
Broadening the scope beyond social websites, we can also find a
wealth of other anti-spam approaches in related fields such as blogs.
Mishne et al. (2005) were among the first to address the problem
of spam comments in blogs and used language model disagreement
between the blog post itself, the comments, and any pages linked to
from the comments to identify possible spam comments [12]. Their
work inspired our approach to spam detection in social bookmark-
ing. In 2006, the TREC Blog Track also paid attention the problem
of blog spam [13].
4http://www.kde.cs.uni-kassel.de/ws/rsdc08/
3. METHODOLOGY
3.1 Task description
One of the two tasks in the 2008 Discovery Challenge was spam
detection in a social bookmarking system [6]. We use their defi-
nition of the spam detection task to guide our experiments in this
paper. The goal of the spam detection task is to learn a model that
predicts whether a user is a spammer or not. An added requirement
is that the model should be able to accurately classify initial posts
made by new users, in order to detect spammers as early as possi-
ble. This decision to identify spam in BibSonomy at the user level
instead of at the post level implies that all of a spam user’s posts are
automatically labelled as spam. This decision was justified earlier
in Krause et al. (2008) by the observation that users with malicious
intent often attempt to hide their motivations with non-spam posts
[9]. In addition, Krause et al. also cite workload reduction as a
reason for the decision to classify at the user level. In the exper-
iments described in this paper, we use the setup of the Discovery
Challenge for our spam detection task and classify spam at the user
level in both our BibSonomy and our CiteULike data set, to make
for a fair comparison of our results.
3.2 Data Collection
Automatic spam classification approaches typically demand a
training or seed set to learn to predict spam characteristics [5], so
for us to be able to test our spam detection approach, we needed
access to data sets with manually identified spam objects. We
were able to gather such spam labels for data sets based on two
social bookmarking websites: BibSonomy and CiteULike. The
BibSonomy collection came pre-labeled for spam as part of the
aforementioned 2008 Discovery Challenge. For CiteULike we an-
notated a sizable part of the collection ourselves. Table 1 provides
statistics for the presence of spam in the CiteULike and BibSonomy
collections. The results indicate that spammers tend to add twice
as few posts, but two to three times as many tags to their posts on
average than genuine users. Tag count therefore seems to be an in-
formative feature for spam prediction; a fact already signaled in [9].
In the next two subsections we go into more detail about how we
obtained our spam annotations and about specific characteristics of
the two data sets.
3.2.1 BibSonomy
BibSonomy is a system for sharing bookmarks and reference
lists of scientific articles. It allows its users to add their academic
reference library as well as their favorite bookmarks to their online
profile on the BibSonomy website. Articles are stored as their Bib-
TeX representation, including abstracts, and links to the papers at
the publishers’ websites. Users can also describe their references
using tags and use these to browse and discover new and related
references.
BibSonomy is used as a testbed for research into various knowl-
edge organizational aspects of social bookmarking by the Knowl-
edge and Data Engineering group of the University of Kassel, Ger-
many. As part of their research efforts, they organized the 2008
ECML/PKDD Discovery Challenge and made a snapshot of their
BibSonomy system available in the form of a MySQL dump. This
dump consisted of all resources posted to BibSonomy between its
inception in 2006 and March 31, 2008. The distinction between
bookmarks and BibTeX records is also made in this snapshot. The
data set contained flags that identify users as spammers or non-
spammers, and these labels were included in the data set for train-
ing and tuning parameters. The Discovery Challenge organizers
were able to collect data of more than 2,600 active users and more
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Table 1: Spam statistics of the BibSonomy and CiteULike data
sets. All CiteULike items were treated as scientific articles,
since there is no clear-cut distinction between bookmarks and
scientific articles on CiteULike. For BibSonomy, these are the
counts of the training material combined with the official test
set.
BibSonomy CiteULike
posts 2,102,509 224,987
bookmarks, spam 1,766,334
bookmarks, clean 177,546
articles, spam 292 70,168
articles, clean 158,335 154,819
users 38,920 5,200
spam 36,282 1,475
clean 2,638 3,725
average posts/user 54.0 43.3
spam 48.7 47.6
clean 127.3 41.6
tags 352,542 82,121
spam 310,812 43,751
clean 64,334 45,401
average tags/post 7.9 4.6
spam 8.9 7.7
clean 2.7 3.2
than 36,000 spammers by manually labeling users. This reveals that
the BibSonomy data set is strongly skewed towards spam users with
almost 14 spam users for each genuine user. Table 1 also shows
that spam users in BibSonomy clearly prefer to post bookmarks,
whereas legitimate users tend to post more scientific articles.
3.2.2 CiteULike
CiteULike is a website that offers a “a free service to help you
to store, organise, and share the scholarly papers you are reading”.
It allows its users to add their academic reference library to their
online profile on the CiteULike website. At the time of writing,
CiteULike contains around 1,166,891 unique items, annotated by
35,019 users with 245,649 unique tags. Articles can be stored with
their metadata (in various formats), abstracts, and links to the pa-
pers at the publishers’ websites. CiteULike offers daily dumps of
their core database5. We used the dump of November 2, 2007 as
the basis for our experiments. A dump contains all information on
which articles were posted by whom, the tags that were used to an-
notate them, and a time stamp of the post. It does not, however,
contain any of the other metadata available in the online service,
so we crawled this metadata ourselves from the CiteULike website
using the article IDs. After crawling and data clean-up, our collec-
tion contained a total of 1,012,898 different posts, where we define
a post as a user-item pair in the database, i.e. an item that was added
to a CiteULike user profile. These posts comprised 803,521 unique
articles posted by 25,375 unique users using 232,937 unique tags.
This self-crawled CiteULike data set did not come with pre-
labelled spam users or posts as the BibSonomy data set did. We
therefore set out to collect our own spam labels for this data set.
In this we faced the same choice as the team behind the Discovery
Challenge: at which level of the folksonomy should we identify
spam usage—users, items, tags, or individual posts? Our CiteULike
collection contains over 1 million posts and over 800,000 items,
5See http://www.citeulike.org/faq/data.adp.
and going through all of these was not practical. Judging all of the
more than 232,000 tags was also infeasible, in part because it is
simply not possible for many tags to unequivocally classify them
as spam or non-spam. For instance, while many spam entries are
tagged with the tag sex, there are also over 200 valid scientific ar-
ticles on CiteULike that are tagged with sex. We therefore aimed
to obtain an estimate of the pervasiveness of spam on CiteULike by
identifying spam users. Judging all 25,375 users in the CiteULike
data set would still be impractical, so we randomly selected 5,200
users (∼20%) from the data set and asked two annotators to judge
these users on whether they were spammers or not. Each user was
judged by only a single annotator to save time.
Figure 1 illustrates the straightforward interface we created for
the spam annotation process. For each user it randomly selects a
maximum of five articles and displays the article title (if available)
and the associated tags. It also shows a link to the CiteULike page
of the article. Preliminary analysis showed that articles that were
clearly spam were usually already removed by CiteULike and re-
turned a 404 Not Found error. We therefore instructed our judges
to check the CiteULike links if a user’s spam status was not ob-
vious from the displayed articles. Missing article pages meant
users should be marked as spam. In this process, we assumed
that although spam users might add real articles to their profile
in an attempt to evade detection, real dedicated CiteULike users
would never willingly add spam articles to their profile. Finally,
we noticed that spam content was injected into CiteULike in many
different languages. From the experience of the annotators, most
spam was in English, but considerable portions were in Spanish,
Swedish, and German. Other languages in which spam content was
found were, among others, Dutch, Finnish, Chinese, and Italian.
Figure 1: A screenshot of the interface used to annotate a subset
of CiteULike users as possible spam users
Of the 5,200 users in our subset, 3,725 (or 28.1%) were spam
users, which is a smaller proportion than in BibSonomy. The num-
bers in Table 1 are reported for this 20% sample of CiteULike users.
An extrapolation of these proportions to the full CiteULike data
set results in an estimated 7,198 spam users who posted articles
to CiteULike. To assess the accuracy of this estimation we may
look at the problem from a different angle. As already remarked,
certain spam articles are removed quickly from the database by
the CiteULike administrators, resulting in 404 Not Found errors
when crawling their article pages. During metadata crawling of all
803,521 articles in our November 7, 2007 data dump, about 26.5%
of the articles returned 404 Not Found errors. A second round of
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re-crawling the metadata of these 213,129 missing articles did not
change this proportion. While spam removal is not necessarily the
only reason for a 404 Not Found error, we found that 18.7% of the
7,671 users that posted these 213,129 missing articles were spam
users identified in our annotation process, which is commensurate
with the 20% sample we took. Furthermore, we found that 60,796
of the missing articles (or 28.5%) belonged to the positively iden-
tified spam users. These estimates of 7,671 spam users (or 30.2%)
and 213,129 spam articles (or 26.5%) strongly suggest that our ex-
trapolation of spam presence on CiteULike is reliable.
3.3 Data Representation
After collecting the data we created a single representation for-
mat for all posts, capturing all the relevant metadata in separate
fields. As mentioned before, two types of resources can be posted
to BibSonomy: bookmarks and BibTeX records, the latter with a
magnitude more metadata available. Because there is no such clear
distinction in our CiteULike data set, we decided to treat BibTeX
records and bookmarks the same and thus use the same format to
represent both. We represented all resource metadata in an TREC-
style SGML format using 4 fields: <TITLE>, <DESCRIPTION>,
<TAGS>, and <URL>. URLs were pre-processed before they were
used: punctuation was replaced by whitespace and common pre-
fixes and suffixes like www, http://, and .com were removed.
Figure 2 shows examples of clean and spam posts in our SGML
representation.
A wide variety of metadata fields are available for the posts in
the BibSonomy data set. For the bookmarks, the title informa-
tion is taken from the book description field in the MySQL
dump, whereas the title field is used for the BibTeX records. The
<DESCRIPTION> field is filled with the book extended field for
bookmarks, whereas the following fields are used for the BibTeX
records: journal, booktitle, howPublished, annote, author,
publisher, organization, address, school, series, editor,
description, bibtexAbstract, and institution. For both
resource types all tags are added to the <TAGS> field. URLs, finally,
are extracted from the book url and url fields, and pre-processed
as described above.
Unfortunately, our post representations are significantly poorer
for the CiteULike data set: since spam articles are removed from
the CiteULike website, we could not crawl the associated metadata
of these spam articles (cf. Section 3.2.2). Full metadata is avail-
able for the clean articles, but using all metadata of the clean posts
and and only the tags of the spam posts would yield an unrealistic
comparison. Any classifier would simply learn to predict a post to
be spam if it was missing metadata, which is unlikely to be very
useful in a real-world situation. We therefore used only the tags for
all CiteULike posts, clean and spam alike.
3.4 Evaluation
To evaluate our different approaches and optimized parameters,
we divide each data set into a training set, a validation set, and a test
set. Our models are trained on the training set, while parameters
are optimized on the validation set to prevent overfitting [11]. For
the BibSonomy data set, an official test set is supplied as part of
the Discovery Challenge as well as training material, so we used
this partitioning. We randomly select 80% of the users from the
training material for our training set, and assign the remaining 20%
to our validation set. This yields a training set of 25,372 users, a
validation set of 6,343 users, and a test set of 7,205 users. For the
CiteULike data set, we randomly select 60% of all users for our
training set, 20% for our validation set, and assign the remaining
20% to our test set. This corresponds to 4,160 training users, 520
validation set users, and 520 users in the CiteULike test set. For
the final predictions on the test sets we used only the training sets
we created to train our algorithm and generate the spam labeling
predictions.
We evaluate our approaches on the validation and test sets using
the standard measure of AUC (area under the ROC curve). We
optimize k using AUC rather than on measures like accuracy or
F-score, as AUC is less sensitive to class skew than F-score [3],
knowing that indeed the data is rather skewed, especially in the
case of BibSonomy, with 12 spam users to every clean one.
4. SPAM DETECTION
4.1 Language Modeling for Spam Detection
Our approach to spam detection is based on the intuitive notion
that spam users will use different language as compared to legiti-
mate users when posting content to a social bookmarking system.
By comparing the language models of posts made by spammers and
posts made by legitimate users, we can use the divergence between
the models as a measure of (dis)similarity. After we have identi-
fied the k most similar posts or users using language modeling, we
classify new users as spam users or genuine users by scoring these
new users by howmany spam posts and howmany clean posts were
found to be similar to it.
Language models are a class of stochastic n-grammodels, gener-
ally used to measure a degree of surprise in encountering a certain
new span of text, given a training set of text. The core of most lan-
guage models is a simple n-gram word prediction kernel that, based
on a context of two or three previous words, generates a probability
distribution of the next words to come. Strong agreement between
the expected probabilities and actually occurring words (expressed
in perplexity scores or divergence metrics) can be taken as indica-
tions that the new text comes from the same source as the origi-
nal training text. Language models are an essential component in
speech recognition [7] and statistical machine translation [2], and
are also an important model in information retrieval [14]. In the
latter context, which we also adopt here, separate language mod-
els are built for each document, and finding related documents to
queries is transformed into ranking documents by the likelihood,
estimated through their language model, that each of them gener-
ated the query.
In generating our document language models, we have a range
of options on the granularity level of what span of text to consider a
document. At the most detailed level, we can construct a language
model for each individual post, match these to the incoming posts,
and use the known spam status of the k best-matching posts already
in the system to generate a prediction for the incoming posts. We
can also take a higher-level perspective and collate all of a user’s
posts together to form merged documents that could be considered
“user profiles”, and generate language models of these individual
user profiles. Incoming posts or users can then be matched against
the language models of spammers and clean users to classify them
as being more similar to one or the other category.
Figure 3 illustrates these two approaches. In the user-level ap-
proach depicted in Figure 3(a), the new user’s profile—the merged
collection of posts made by this user to the system—are matched
against all existing profiles. The most similar users then determine
the spam label. In the post-level approach in Figure 3(b), each of
the new user’s posts is matched against all the posts in the collec-
tion. The best matching posts help determine the final spam label
of the new user.
A third option—at an even higher level of granularity—would
be to only consider two language models: one of all spam posts
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Figure 2: Examples of clean and spam posts in our SGML representation
and one of all clean posts. We believe this to be too coarse-grained
for accurate prediction, so we did not pursue this further. Another
extension to our approach could have been to use language models
for the Web pages or documents that the posts link to, as proposed
by[12]. However, it is far from trivial to obtain the full text of all
the source documents linked to by the BibSonomy and CiteULike
posts. Furthermore, we suspect that incorporating language models
from all externally linked Web pages and documents would slow
down a real-time spam filtering system to an undesirable degree.
We used the Kullback-Leibler divergence metric to measure the
similarity between the language models. KL-divergence measures
the difference between two probability distributions 21, 22 ac-
cording to:
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Figure 3: Two levels of spam detection approaches
K L(21||22) =
∑
w
p(w|21) log p(w|21)p(w|22) (1)
where p(w|21) is the probability of observing the word w ac-
cording to the model 21 [11, 12].
The Indri toolkit6 implements different retrieval methods based
on language modeling. We used this toolkit to perform our experi-
ments and construct and compare the language models of the posts
and user profiles. The language models we used are maximum-
likelihood estimates of the unigram occurrence probabilities. We
used Jelinek-Mercer smoothing to smooth our language models,
which interpolates the language model of a post or user profile with
the language model of a background corpus; in our case this is
the training collection of posts or user profiles. We chose Jelinek-
Mercer smoothing as it has been shown to work better for verbose
queries than other smoothing methods such as Dirichlet smooth-
ing [16]. Preliminary experiments with Dirichlet smoothing also
showed this to be true for our approach, as it was consistently out-
performed by Jelinek-Mercer smoothing.
While it is certainly possible to use other measures of docu-
ment similarity, such as the cosine similarity, preliminary experi-
ments with the Vector Space model and the cosine similarity met-
ric consistently underperformed the language modeling approach.
We therefore focused our efforts on language modeling and KL-
divergence for user-user and post-post similarity.
We experimented with both the user-level approach and the post-
level approach as illustrated in Figure 3. At the user level, we com-
pared the language models of the user profiles in our validation and
test sets with the language models of the profiles in our training
set. We then obtained a ranked list of the best-matching training
users for each test user. We did the same at the post level by com-
paring the test post language models with the language models of
the training posts. Here, ranked lists of best-matching posts were
obtained for each test post. These similarity rankings based on the
original similarity scores simoriginal were normalized into [0, 1]
6Available at http://www.lemurproject.org
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using the maximum and minimum similarity scores simmax and
simmin using the formula from Lee (1997):
simnorm =
simoriginal − simmin
simmax − simmin (2)
In our BibSonomy data set we have four different metadata fields
available to generate the language models of the posts and user pro-
files in our training collection: title, description, tags, and tokenized
URL. In addition to these ‘complete’ runs with all fields, we also
ran experiments where we only used the information from the four
fields separately. An example would be to use only the tags from
the training users and the test users. This resulted in five different
runs for BibSonomy. For CiteULike we only had the tags avail-
able, so we performed only one run here. Finally, another option
we tried was using all of the available metadata fields in the train-
ing set, but restricting the information used of the users and posts
in the validation and test sets. This resulted in four extra runs on
the BibSonomy data set, one for each metadata field.
4.2 Spam Classification
After we generated the language models for all posts and user
profiles, we obtained the normalized rankings of all training doc-
uments relative to each test post or user profile. For each of the
best-matching training documents, we used the manually assigned
spam labels to generate a single spam score for the new user. The
simplest method of calculating such a score would be to output
the spam label of the top-matching document. A more elegant op-
tion would be to take the most common spam label among the top
k hits. We settled on calculating a weighted average of the simi-
larity scores multiplied by the spam labels, as preliminary exper-
iments showed this to outperform the other options. Spam scores
score(ui ) for a user ui were calculated according to the following
equation:
score(ui ) =
∑k
r=1,r 6=i sim(ui , ur ) · label(ur )
k
(3)
where for the top k matching users ur from ranks 1 to k the
similarity score sim(ui , ur ) between the user in question ui and
the matching user ur is multiplied by the spam label label(ur ) of
that matching user. The total weighted scores are divided by the
number of matches k, yielding a weighted average score for ui .
For post-level classification, this meant we obtained these weighted
average spam scores on a per-incoming-post basis. To arrive at
user-level spam scores, we then matched each incoming post to a
user and calculated the average per-post score for each user. Equa-
tion 3 was then used to calculate the final spam scores. In the rare
case that no matching documents could be retrieved, we resorted
to assigning a default label of no spam (‘0’). Our default classifi-
cation was to predict a clean user, as for BibSonomy, for instance,
these 0.7% of test users for which no matching documents could be
retrieved were legitimate users in 84.2% of the cases.
To make the final classification step, the remaining question is
how many of the top matching results should be used to predict the
spam score. In this, our approach is similar to a k-nearest neigh-
bor classifier, where the number of best-matching neighbors k de-
termines the prediction quality. Using too many neighbors might
smooth the pool from which to draw the predictions too much in
the direction of the majority class, while not considering enough
neighbors might result in basing too many decisions on accidental
similarities. We optimized the optimal value for k for all of the
variants separately on the AUC scores on the validation set. These
optimal values of k were then used to calculate the final scores on
the test sets.
5. RESULTS
Table 2 lists the outcomes of our different spam detection ap-
proaches on the two collections. Since we optimized on the val-
idation sets, we mainly focus on the test set scores to draw our
conclusions. The best performing approach on BibSonomy, at an
AUC score of 0.9661, is spam detection at the user level, using all
available metadata fields for both the query and collection posts.
The best post-level run on BibSonomy also used all of the data for
all of the posts, and achieves a score of 0.9536. On the CiteULike
data set, the best performance at the user level and post level yields
AUC scores of 0.9240 and 0.9079, respectively. This seems to sug-
gest that our approach generalizes well to other data sets and social
bookmarking systems. We observe that in general, using the lan-
guage models constructed at the user level outperforms using the
post-level language models. This is also visible in Figure 4, which
shows the ROC curves for the best user-level and post-level runs
for each collection.
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Figure 4: ROC curves of the best-performing user-level and
post-level approaches for both collections.
An interesting difference between the validation set and the test
set is that using only the tags to construct the language models
yields the best performance on the validation set, whereas perfor-
mance using only tags drops markedly on the test set. Using all
available metadata fields results in considerably more stable perfor-
mance across both BibSonomy evaluation sets, and should there-
fore be considered the preferred variant.
Another interesting observation is the difference in the optimal
size of the neighborhood k used to predict the spam labels. In al-
most all cases, the post-level approaches require a smaller k than
at the user level. The optimal neighborhood size for CiteULike is
the same for both the user-level and the post-level approach, and is
surprisingly smaller than for BibSonomy.
Finally, comparing the two different sets of BibSonomy runs,
using only the matching fields from both the collection and the in-
coming test posts results in slightly lower scores than when using
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Table 2: Results of our approaches on the BibSonomy and CiteULike data sets. Scores reported are AUC, with the best scores
for each set of collection runs printed in bold. The two “all fields” rows are one and the same run, but they are repeated here for
comparison purposes. The optimal neighborhood size k is listed for each user-level and post-level runs. For the same set of runs, the
same value of k was used in both the validation and the test set.
User level Post level
Collection Fields Validation Test k Validation Test k
BibSonomy all fields 0.9682 0.9661 235 0.9571 0.9536 50
(matching title 0.9290 0.9450 150 0.9055 0.9287 45
fields) description 0.9055 0.9452 100 0.8802 0.9371 100
tags 0.9724 0.9073 110 0.9614 0.9088 60
URL 0.8785 0.8523 35 0.8489 0.8301 8
BibSonomy all fields 0.9682 0.9661 235 0.9571 0.9536 50
(single title 0.9300 0.9531 140 0.9147 0.9296 50
fields in description 0.9113 0.9497 90 0.8874 0.9430 75
evaluation sets) tags 0.9690 0.9381 65 0.9686 0.9251 95
URL 0.8830 0.8628 15 0.8727 0.8369 15
CiteULike tags 0.9329 0.9240 5 0.9262 0.9079 5
the full data available in the collection and only restricting the fields
of the incoming posts.
6. DISCUSSION & CONCLUSIONS
In this paper we presented a adversarial information retrieval ap-
proach employing language modeling to detect spam in social ref-
erence management websites. We start by using language models
to identify the best-matching posts or user profiles for incoming
users and posts. We then look at the spam status of those best-
matching neighbors, and use them to guide our spam classifica-
tion. The results indicate that our language modeling approach to
spam detection in social bookmarking systems is promising, yield-
ing 0.9536 and 0.9661 AUC scores on spam user detection. This
confirms the findings of [12], who applied a similar two-stage pro-
cess using language modeling to detecting blog spam, albeit on a
smaller scale. One particular advantage of our approach is that it
could be implemented with limited effort on top of an existing so-
cial bookmarking search engine. After any standard retrieval run,
the top k matches can then be used to generate the spam classifica-
tion, requiring only a lookup of predetermined spam labels.
We experimented with using language models at two different
levels of granularity, and found that matching at the user level and
using all of the available metadata gave the best results. In gen-
eral, matching at the user level resulted in better performance then
matching at the post level for both BibSonomy and CiteULike. This
difference can be partly explained by the fact that the spam labels
for the users in both data sets were judged and assigned at the user
level, as this is the desired level of the end application; even if a
spam user posts ’genuine’ posts, the entire content of the spam user
should be deleted on grounds of the adversarial intentions behind
them. Yet, the ’genuine’ posts of spam users were automatically
flagged as spam, thereby introducing more noise for the post-level
classification than for the user-level classification. Early classifica-
tion of spam users at their earliest posts can therefore be expected
to be less accurate than the reported 0.95–0.96 range; post-level
AUC scores suggest this accuracy would be closer to 0.91–0.95.
Another likely explanation for the better performance of the user-
level approach is sparseness at the post level. A post-level approach
is more likely to suffer from incoming posts with sparse or miss-
ing metadata. For instance, although 99.95% of all posts in the
BibSonomy data set have valid tags7, this also means that it is pos-
sible for incoming posts to have no tags. Without any tags as meta-
data or sparse metadata in the other fields, our approach cannot find
any matching posts in the system. At the user level, this is much
less likely to happen: only 0.009% of all users never assign any
tags. Aggregating all metadata of a user’s posts can yield enough
metadata to base reliable predictions on, whereas the post-level ap-
proach can be affected by this to a greater extent. Missing tags
might also be a reason for the fact that performance on CiteULike
is slightly lower than performance on BibSonomy.
In the previous section, we observed that, comparing the two
different sets of BibSonomy runs, using only the matching fields
from both the collection and the incoming test posts resulted in
slightly lower scores than when using the full data available from
the collection, and only restricting the fields of the incoming posts.
This is probably also a matter of how much data is used: using only
matching fields reduces the amount of available metadata for gener-
ating the language models, which could make the matching process
slightly less effective. We can offer no explanation for the big drop
in performance of the tag-based approaches on BibSonomy when
comparing the validation set and the test set, other than overfitting
on the validation set, as was to be expected.
Finally, when looking at the optimal neighborhood sizes k for
BibSonomy, we see that in almost all cases the post-level approaches
require a smaller k than at the user level. We believe this is because
the presence of multiple topics in user profiles. Individual posts are
usually about a single topic, whereas a user profile is composed of
all of that user’s posts, which are likely to be about multiple topics
of interest. This makes finding the related posts to an individual
post easier, in the sense that it requires less nearest neighbors to
arrive at a prediction. At the user level, however, different parts of
a user’s profile might match up with different users already in the
system, thus requiring more nearest neighbors to arrive at a reliable
prediction.
6.1 Comparison with Related Work
With our approach and experimental setup we have improved
upon the work described in Mishne et al. (2005) in two ways. One
7Valid meaning with a tag other than system:unfiled, the default
tag that is assigned by the system when no tags were added by the
user.
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such improvement in in scale: the data set we used, is several or-
ders of magnitude larger than the one used by Mishne et al., with
43000+ users and 2,300,000+ posts divided over two different data
sets, compared to their 50 blog posts and 1024 comments [12].
Since our approach was inspired by theirs, our results serve to con-
firm that using language model similarity is a good approach for
spam detection on a much larger scale as well. Another improve-
ment can be found in the evaluation measure used. In the data set
used by Mishne et al. 68% of the content was spam and in our
two data sets these proportions were around 93% and 28%. When
evaluating on such skewed data sets it is much better to use a mea-
sure such as AUC than to use the simple accuracy metric used by
Mishne et al. [3].
While we have not compared our approach to standard spam de-
tection approaches such as SVMs or Naive Bayes directly, we can
use the outcome of the spam detection task at the 2008 Discovery
Challenge to measure our approach against such approaches. Our
updated approach would have achieved the third place with an AUC
score of 0.9661, surpassed only by a ridge regression approach
with extensive feature preparation and selection, and a SVM ap-
proach to spam detection [6]. Four of the top eight approaches used
SVM; the other three SVM approaches performed worse than the
approach described in this paper. One participant used Naive Bayes
learning with extensive feature selection, achieving slightly lower
scores than our approach. Finally, one of the participants compared
five different machine learning methods on the spam detection task,
with none of the five outperforming our kNN approach, suggesting
that our approach is competitive with other machine learning meth-
ods.
7. FUTUREWORK
No spam detection approach can be expected to remain suc-
cessful without adapting to the changing behavior of the spam-
mers. One way spammers could circumvent our method of spam
detection would be by generating metadata with a similar language
model to the clean posts in the system. This way, spammers can
make it more complicated for our approach to distinguish between
them and genuine users. However, this also makes it more difficult
for the spammers themselves: it is very hard for a spammer to post
resources to a social bookmarking system that will be both similar
to existing posts and to the language of the spam entry [12]. In
addition, such behavior could easily be countered by extending our
method to include the language models of the pages and documents
behind the bookmarks. In the case of sparse metadata, this might
be able to boost performance of the spam detection algorithm. Ex-
tending our approach in such a way is one of the possible avenues
for future work. Another option would be to include extra features
such as the PageRank scores of the bookmarked pages, and see if
pages with low PageRank are more predictive of spam status than
others.
The language modeling side of our approach also allows for
many different options to be tested, such as symmetric similarity
metrics or n-gram occurrence models. For instance, whereas mod-
eling tags can usually be done adequately with unigram models,
running text such as the titles and description might benefit from
using n-gram models. We leave this for future work; our main goal
was to properly validate our spam detection approach on different
data sets and at different levels.
Finally, we did not experiment with language models at the class
level—one model for all spam content and another for all clean con-
tent. While the majority of the related work at the 2008 Discovery
Challenge used such a distinction and we compared our approach
to these efforts in Section 6.1, it would be interesting to compare
such as class-level approach directly with our user-level and post-
level approaches. This was not done due to temporal constraints
and is also left for future work.
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ABSTRACT 
In this paper, we describe the objectives of our research project 
in which we aim to design a search interface in ways consistent 
with children’s needs, cognitive development and thinking style 
to support children in effective information-seeking. 
Categories and Subject Descriptors 
D.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval – query formulation, retrieval models, search 
process.  
General Terms 
Design, Experimentation, Human Factors. 
Keywords 
Children, search behaviour, search interfaces. 
1. INTRODUCTION 
Digital media play an important role in young people’s lives. 
Every day, more children have access to the internet. Even young 
children already use the internet for playing games or learning. 
Children seem to manage quite well in working with digital 
media and searching for information on the internet. But do they 
really find relevant information as easily as we might think? Do 
search interfaces support children in effective information-
seeking?  
2. CHILDREN’S INFORMATION 
RETRIEVAL PARADIGM 
The domain of children’s information retrieval (IR) is not limited 
to searching or browsing on search interfaces. Besides searching 
for information on an interface, the following components of the 
search process are also important. The child (1) must have some 
kind of information need, (2) has to conceptualize this need in 
his mind, (3) has to translate this need in a question (a search 
query) and finally, (4) the child has to present this query to an 
information system. After that, an information retrieval system 
(5) has to process this query, (6) has to match this query with the 
information world and (7) has to score, rank and present relevant 
results. Finally, (8) the child has to understand these results and 
select a relevant result to satisfy his information need.  
In general, these components of the IR paradigm are the same as 
for adults, but can we really use the same paradigm for children 
and for adults? Or are there differences between children’s and 
adults’ information-seeking behaviour? If that is the case, we 
need to work towards filling in an IR paradigm especially for 
children. We need to know what children think and what choices 
they make in the process from information need to query 
formulation. Only in that way we can effectively support this 
process for children. In this section, we describe what previous 
research already taught us about children’s information-seeking. 
Is there a difference in the process from information need to 
query formulation between children and adults and what are 
these differences then?  
2.1 Children’s search behaviour  
In searching on the web, the two most important search strategies 
are searching and browsing. Keyword searching relies on recall; 
and browsing relies on recognition. A general assumption is 
made by researchers that browsing-oriented search tools are 
better suited to the abilities and skills of children than are 
keyword search tools (Borgman et al., 1995), because  
recognition imposes less cognitive load than recall. However, the 
difference in performance on these different search tools depends 
on all kind of factors such as the level of abstraction of offered 
terms (concrete vs. abstract), the kind of search task (open vs. 
closed), or the extent in which the search tool supports the child 
in formulating a query.  That is why research on searching versus 
browsing shows different results (Borgman et al., 1995; 
Hutchinson et al., 2006; Druin, 2003; Bilal, 2000; Schacter et al., 
1998). 
Research on the differences between children’s and adults search 
strategies (Bilal and Kirby, 2002), showed that children were 
more chaotic in their search performance than adults. They made 
more web moves, looped searches and hyperlinks more often, 
backtracked more often and deviated more often from their 
target. The researchers concluded that adults adopt a linear or 
systematic browsing style whereas most children had a chaotic 
‘loopy’ style.  
2.2 Information-seeking problems 
Most problems with children’s information-seeking are due to 
the fact that search interfaces are designed by adults and based 
on adult’s experiences and preferences. This causes problems for 
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children, because they have other needs and preferences than 
adults and their cognitive, social, physical and emotional 
development has not yet reached the adolescent formal 
operational stage of development (Piaget and Inhelder, 1969, in 
Cooper, 2005). First of all, this causes problems concerning 
motor skills, because children have difficulties using a mouse. 
Also typing is difficult for them and takes much time, because 
they constantly have to search for the right key.  
Formulating a search query is also difficult for children, because 
they have less knowledge to base recall on than adults (Borgman, 
et al., 1995; Hutchinson, 2006). They tend to use natural 
language, that makes deciding on a single keyword difficult. For 
keyword searching, correct spelling, spacing and punctuation is 
needed, but that is also difficult for children. Category search 
(termed browsing) can also be difficult for children, because they 
have little domain-knowledge to decide which category is most 
relevant to their query. Also abstract, top-level headings can 
cause trouble, because children’s vocabulary knowledge is 
mostly limited to simple, concrete terms (Hutchinson, 2006).  
2.3 Results from research on AquaBrowser 
We conducted a small experiment with both children and adults 
on the usability of a particular search interface, called the 
AquaBrowser, with a word cloud as a term suggestion tool to 
support children in reformulating their query. In general, we 
found the same results on children’s and adults’ search behaviour 
as in previous research. Most important new finding is that the 
term suggestion tool did not support children in effective 
information-seeking, because most suggested terms were to 
general for the specific queries. Another problem was that the 
children were distracted by the word cloud. The word cloud was 
only effective with very open, self imposed search tasks, in which 
children were open to other related term suggestions. 
3. FUTURE RESEARCH 
Existing research on children’s information-seeking mostly 
report on navigation style, web moves, search strategies, search 
performance or search problems. The methods used in these 
researches such as recording browser activities (Hutchinson, 
2006), online monitoring (Borgman, 1995; Druin, 2003), or 
observation of search sessions, are suitable to test whether 
particular search interfaces do or do not support children in 
effective information-seeking. Existing research, as reported in 
the previous section, showed that there are important differences 
between children’s and adults’ search behaviour. That is why we 
state the urgency of working towards an IR paradigm especially 
for children. Only on the basis of a children´s IR paradigm can 
we conduct research on designing search interfaces that are 
suitable for children.  
The process of filling in this paradigm will be rather complex, 
because we know now that there are differences between 
children and adults, but we do not know what principles these 
differences are caused by. Existing research does not provide 
information about what happens in a child’s mind during the 
process from a particular need to a query.  
We think we can provide insight in the fundamental principles 
underlying children’s search behaviour and search strategies and 
fill in the components of a children´s IR paradigm, by examining 
the process from information need to query formulation more 
thoroughly. Therefore, we have formulated four main objectives 
that will be the focus of our research.  
A. What decisions does a child take in formulating a query or 
deciding on a search strategy given a certain search task? 
B. What influence does the kind of information need (search 
task) have on the process from information need to query 
formulation or to a search strategy? 
C. What influence does the context (interface) in which a 
question is asked (given a certain search task) have on the 
query formulation or search strategy? 
D. When is the process from information need to query 
formulation good (given a certain search task)? 
4. CONCLUSIONS 
Children have other needs, skills, search criteria and search 
strategies than adults. That is why children have difficulties with 
finding relevant information on search interfaces provided for 
them on the internet. To our knowledge, existing research still 
does not provide insight in the fundamental principles underlying 
children’s search behaviour and search strategies. In our 
research, we will work towards filling in the components of a 
children’s IR paradigm by examining children’s process from 
information need to query formulation. By examining that 
process, we want to find out how to design search interfaces that 
are consistent to children’s needs, skills and cognitive 
development to support them in effective information-seeking. 
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ABSTRACT
When deployed into a business setting, web crawlers often
require technical skills and education to be built and main-
tained. This paper presents techniques which can be used to
implement a tool with an intuitive graphical user interface
that enables unskilled users to generate web robots just by
clicking.
Categories and Subject Descriptors
H.3.1 [Information Storage And Retrieval]: Content
Analysis and Indexing; H.4 [Information Systems Ap-
plications]: Miscellaneous
Keywords
Web Crawler, Subtree Matching, Levenshtein Matching
1. INTRODUCTION
Automatic unsupervised gathering of semi structured web
content is not a trivial task. Web pages are mostly designed
for human readers: they contain a lot of detail (for example
layout) which complicates the collecting process. Moreover
web pages are frequently subject to changes. Even if these
changes do not affect the desired information, they often
break elementary static harvesting techniques.
Confronted with these problems, most current solutions to
automatic gathering of web content involve the construc-
tion of crawling software. These programs (usually writ-
ten in script languages) are website specific, have an high
maintenance rate, are error prone and hard to debug. Obvi-
ously the construction of these crawlers requires skilled (and
costly) programmers.
HyperLeap [1] is an independent content provider on the
field of infotainment1. In order to provide a correct, up
1Infotainment = Information + Entertainment
to date, consistent and comprehensive overview, HyperLeap
gathers information from a large number of sources. To
facilitate the gathering process, HyperLeap developed a tool
called HyberBot which enables non-programmers to create
web robots by clicking.
2. PROGRAMMING BY CLICKING
The rationale behind HyperBot is simple: instead of for-
mally describing (or programming) a web robot, we simply
provide examples and let HyperBot infer our intentions and
generate the program code.
The programming session starts with visiting the web page
of interest. The example data presented to HyperBot con-
sists of two major components:
1. A path to the node in the web page that contains the
information. The web site’s source can be represented
by a tree structure. All elements of the web page visi-
ble in a browser are located somewhere in this tree and
have a unique path that describes their location.
2. The selection inside this node that specifies the exact
information. It is possible that a node contains more
information than the string we want to extract. For
example, a node may contain the string ‘vr 16 jan |
12:30 uur | Doornroosje Grote zaal’, while the web
robot wants to extract the timestamp ‘12:30’.
We now briefly discuss how the example data will be used
to generate a web robot.
2.1 Non-Strict Subtree Matching
As already discussed, web sites change frequently. In order
to cope with these changes, it is necessary for the web robot
to identify the nature of the change. When the change oc-
curs somewhere in the document’s tree outside the path that
leads to the relevant data, no action is needed. However, if a
change affects the path of the relevant data, the node cannot
be located by simply following the path. In these cases, we
use subtree matching.
Consider a path to be a string formed by several substrings
separated by a ‘/’. So a path p can be written as p =
p1/p2/ . . . /pn (n ≥ 1). These substrings pi are called levels.
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Obviously, a path is a tree for which each node has at most
one child. So locating the node of interest is effectively a
subtree match.
A freshly created crawler will always have an accurate path
to the relevant node, starting at the root node of the corre-
sponding tree. Subtree matching will always succeed in this
case. But when the web site in focus has been structurally
altered, matching of the path may fail. In this case the
crawler will be less strict and will repeatedly uproot path p
(resulting in path p′ = p2/ . . . /pn) until the uprooted path
matches or fails entirely. An obvious restriction for uproot-
ing is that there are at least two levels left in p. With each
uprooting step, the uncertainty of the result increases. On-
going research will determine constraints for the uprooting
process. Possible indicators include:
• A maximum number of uprooting steps;
• A minimum number of remaining levels in the path;
• Prohibited uprooting beyond certain critical nodes, e.a.
table nodes.
2.2 Levenshtein Matching
Most programmers use regular expressions [2] to select sub-
strings. Although this mechanism is powerful enough to
perform most string selection tasks, the used notation is
cumbersome and hard to maintain. As an alternative to
regular expressions we present a matching algorithm that
uses an example string (and its selection).
Assume we are interested in extracting the day of the month
from a string. As a descriptive example our algorithm will
use the string: ‘ma 12 jan’. We will show that this example
string alone is sufficient to extract the day of the month from
‘don 3 febr ’.
m a 1 2 j a n
0 1 2 3 4 5 6 7 8 9
d 1 2 3 4 5 6 7 8 9 10
o 2 3 4 5 6 7 8 9 10 11
n 3 4 5 6 7 8 9 10 11 10
4 5 6 5 6 7 8 9 10 11
3 5 6 7 6 7 8 9 10 11 12
6 7 8 7 8 9 8 9 10 11
f 7 8 9 8 9 10 9 10 11 12
e 8 9 10 9 10 11 10 11 12 13
b 9 10 11 10 11 12 11 12 13 14
r 10 11 12 11 12 13 12 13 14 15
Table 1: Levenshtein matching
The first step of the algorithm is to calculate the Levenshtein
distance [3] using the tabular method2 (see Table 1). The
lower right corner will hold the distance between the two
strings. Subsequently we derive one of the optimal paths of
elementary operations (substitution, insertion and deletion)
2To stimulate the matching of identical characters we used a
weighting scheme in which substitution has penalty 2 while
deletion and insertion have penalty 1.
by starting in the lower right corner, selecting a minimal
number in west, north or north-west adjacent cells.
Table 2 shows the localized path together with the coded
operations. The path tells us how we can optimally convert
the example string into the match string: start by inserting
an ‘d ’, substitute ‘m’ by ‘o’, substitute ‘a’ by ‘n’, skip to
next letter, delete ‘1 ’ etc. Now notice the shaded operations
d1 s23, which originate from the selection columns of the
example string. Applying these operations to the example
selection ‘12 ’ results in ‘3 ’.
1 3 5 5 6 8 8 9 11 13 15
id smo san b d1 s23 b if sje sab snr
Table 2: Optimal path with operations
3. CONCLUSION
Two techniques to support automatic unsupervised gath-
ering of semi-structured web content are presented. Using
these techniques it is possible to program web robots by
clicking.
Experimental results show that programs generated this way
are more robust against structural changes compared to tra-
ditional handwritten ones, and can therefore effectively be
used in a business setting.
4. FURTHER RESEARCH
Although HyperBot is not yet matured, the outcome of this
research already shows great promise. However, there are
some issues that require more attention. Firstly, we may
improve the Levenshtein matching algorithm by supplying
multiple example/selection strings. Doing so, it is unsure
which resulting path should be used for match string selec-
tion. An option would be to pick the one with the smallest
Levenshtein distance. Another approach could extend the
Levenshtein algorithm to merged graphs to handle multiple
example/selection strings. A second issue involves the prob-
lems of uprooting which have already been discussed in sec-
tion 2.1. Finally, since the crawling process is unsupervised,
some attention should be paid to validity of the results. A
sanitizer might assign a likelihood to each result by using im-
plicit semantic knowledge about the extracted fields. When-
ever the likelihood drops below some fixed threshold, manual
intervention may be required.
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1. INTRODUCTION
As more and more of the world becomes digital, and doc-
uments become easily available over the Internet, we are
suddenly able to access all kinds of information. The down-
side of this however is that information that is not digital
becomes less accessed, and is liable to be lost to us and to fu-
ture generations. Whereas there are many scanning projects
underway, such as Google books and the Open Library Al-
liance, these projects are not going to know about, much
less find, the specialized scientific literature within various
fields. This short paper describes the beginnings of a project
to digitize some of the older literature in the information re-
trieval field [1]. The paper finishes with some thoughts for
future work on making more of our IR literature available
for searching.
2. INDEXING AND QUERYING
So far 14 of the older reports, such as Cyril Cleverdon’s
Cranfield reports and Gerard Salton’s ISR reports have been
scanned, along with a NIST Monograph containing a IR
literature survey from the 1960’s, a report on the MEDLARS
evaluations, and Karen Sparck Jones’s Information Retrieval
Experiment book.
<museum>
(...)
<item type="book" id="isr-10">
<title>Document Retrieval System - Optimization and
Evaluation</title>
<author>Joseph John Rocchio</author>
<publisher>Harvard University</publisher>
<year>1966</year>
<item id="isr-10-1" type="chapter">
<title>Preface</title>
<file source="isr-10/pdfs/frontmatter.pdf"/>
<fulltext>
<page nr="1">
<p>THE COMPUTATION Harvard University LABORATORY
Cambridge, Massachusetts Scientific Report No.
ISR-10 INFORMATION STORAGE AND RETRIEVAL</p>
<p>to The National Science Foundation Cambridge,
Massachusetts March 1966 Gerard Salton Project
Director</p>
</page>
<page nr="2">
<p>&#xC2;&#xA9; Copyright, 1965 By
(...)
Figure 1: XML document resulting from OCR
The documents were scanned at 600 bpi greyscale and turned
into PDF with hidden text via OCR. As the reports are
almost all large documents with over 100 pages, scanning
typically results in a separate pdf document per book chap-
ter. When the pdfs of a report are added to the museum, its
OCR recognized texts are derived (using pdftotext), and
automatically marked up as shown in Figure 1. The ele-
ments title, author, publisher, and year, have to be inputed
manually when uploading the document.
declare function museum:search(
$query as xs:string, $page as xs:integer) as node()*
{
let $tquery := tijah:tokenize($query)
let $nexi := concat ("//item[about(.,", $tquery, ")]")
let $opt := <TijahOptions returnNumber="{$page*10}"/>
let $qid := tijah:queryall-id($nexi,$opt)
let $result := tijah:nodes($qid)
let $count := ceiling(tijah:resultsize($qid) div 10)
return <result pages="{$count}"> {
for $x in subsequence($result, $page*10 - 9, 10)
let $nexi2 := concat ("//p[about(.,", $tquery, ")]")
let $opt2 := <TijahOptions returnNumber="1"/>
let $qr := tijah:query($x, $nexi2, $opt2)
let $snippet := if ($qr) then $qr else ($x//p)[1]
return <item id="{$x/@id}" type="{$x/@type}">
{ $x/title, $x/author, $x/file }
<snippet> { $snippet/text() } </snippet>
</item>
}
</result>
};
Figure 2: Example PF/Tijah XQuery
The XML data is inserted in PF/Tijah, an XQuery XML
database system called Pathfinder (PF), which is integrated
with an XML search system called Tijah [2]. PF/Tijah is
developed at the University of Twente in cooperation with
CWI Amsterdam and the University of Munich, and can
be downloaded as part of the MonetDB/XQuery database
system.1 XML data that is inserted in PF/Tijah can be
searched on any granularity. The system does not have the
notion of “document”: Any element can be retrieved using
a keyword query, whether it is an item, a page or a p (para-
graph) element. Note that both books and book chapters
are tagged as item in the data, which allows us to do a
simple query for items to retrieve both complete books and
1
http://dbappl.cs.utwente.nl/pftijah
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Figure 3: Screen shot showing an exhibition with search results in the back
individual chapters. The example query in Figure 2 shows
how PF/Tijah supports powerful searching and result pre-
sentation by its query language. The function takes a text
query and a result page and searches for item elements about
the query. It then presents for the 10 best item elements its
id, type, title, author, file, and for each element it searches
for the best matching paragraph to be presented as a text
snippet. All of this is done in one query.
3. EXHIBITIONS
At startup, the museum shows a number of exhibitions. The
exhibitions contain for every book in the database a small
background story. Exhibitions are presented to the user as
traditional books with“real”pages that need to be turned by
dragging them from right to left in order to go from one story
to another. Exhibitions provide a guided tour along the
reports and papers that fall under the exhibition’s theme.
Figure 3 shows a screen shot with a page from the Cranfield
exhibition; and the search results partly visible in the back.
Users can click directly to the original pdf documents from
the exhibitions and from the search results.
All pdfs of the digital museum of information retrieval re-
search are copyright free. They can be made available for
download on request. Requests can be directed to the SI-
GIR by sending an email to infodir_sigir@acm.org. The
code of the museum itself can be downloaded by choosing
“view source” when clicking with the right mouse button.
4. CONCLUSION
What next? Well, we will be continuing the scanning project.
The next step is to tackle the reports from the British Li-
brary; we are currently compiling a list and contacting them
for permission. Several others have offered their books (copy-
right free) and at some point we would like to seriously go
after the Salton books.
In the meantime, please take a look at what we have at:
http://www.sigir.org/museum/, and learn about who in-
troduced recall and precision, see how the Cranfield and
MEDLARS tests were meticulously designed, be amazed by
the fact that already in these early papers, full text search
outperformed search using manually assigned keywords and
thesaurus terms. Also, think of new ways of of accessing
the documents. This project can provide some interesting
challenges, particularly to the digital library community, in-
cluding how to better access structured documents, how to
deal with vocabulary shift over the years, and studies on
how a user community would like to access this type of in-
formation.
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ABSTRACT
The PHASAR (Phrase-based Accurate Search And Retrieval)
system is an Information Retrieval and Text Mining system
for professional applications. Following the implementation
of a prototype in the biomedical domain, we are currently
implementing PHASAR for professional search in the intel-
lectual property (IP) domain.
General Terms
Professional search, Interactive search, Intellectual Property
1. INTRODUCTION
Professional search may be distinguished from what could
be termed incidental search by the following characteristics:
(1) The search is performed by professionals, in their own
area of expertise; (2) The search is worth investing some (ex-
pensive) time and effort; (3) The search is over a very large
collection of documents, many of which may be relevant; (4)
The information need is clear but complex, the user can rec-
ognize relevant answers; (5) The information need may have
to be answered by gathering (passages from) many docu-
ments; and (6) Repetitions of the search process with small
modifications in the query are routine [3].
The prototype of the PHASAR search system [3] has been
developed for professional search on the Medline data col-
lection comprising 18,837,276 scientific abstracts from the
biomedical domain. The PHASAR system expects a query
to consist of phrases rather than keywords. In an interactive
process, the searcher indicates which phrases should occur
in the documents for them to be relevant to his/her infor-
mation need (a form of query-by-example).
Recently, the project Text Mining for Intellectual Property
∗Dept. of Computer Science, Radboud University Nijmegen
†Center of Language and Speech Technology, Radboud Uni-
versity Nijmegen
(TM4IP)1 has started at the University of Nijmegen. In this
project, the PHASAR system will be implemented for intel-
lectual property search, i.c. search in a database of 9.5 mil-
lion full-text patent documents. It has been observed that
patent searchers prefer Boolean search over ranked search
because they desire full control over precision and recall.
They are willing to invest work in order to ensure that they
retrieve all relevant information pertaining to a query. These
user characteristics match well with PHASAR’s interactive
formulation of phrase queries.
In this poster, we present the PHASAR search system in
its current form and we discuss the challenges that we meet
in implementing PHASAR for the intellectual property do-
main.
2. THE PHASAR SEARCH SYSTEM
In this section, we present the basic principles of the PHA-
SAR system following one specific example: the question
“What genes are induced by LPS in diabetic mice?”, taken
from the set of queries used in the TREC 2007 genomics
track2.
PHASAR performs sentence retrieval and presents the
results in the form of short passages with a link to the com-
plete document.
PHASAR uses phrases as terms. In the classical ap-
proach, a phrase is a sequence of (consecutive) words (e.g.
using the sequence diabetic mice as a query instead of the
separate words diabetic and mice). Instead of this type of
word sequences, PHASAR uses Dependency Triplets (DTs)
as terms. A dependency triplet is a pair of (lemmatized)
words with their relation, e.g. [mouse,ATTR,diabetic]. PHA-
SAR’s DT framework is based on the principle of aboutness.
DTs have been used successfully in Question Answering [1]
for the precise matching of input questions to their answers.
In PHASAR, the DTs are obtained from both the indexed
documents and the queries in the following steps: depen-
dency parsing is followed by a transduction to DTs, in which
(syntactic) variations are normalized onto a common repre-
sentation. E.g. PHASAR maps the sentences “TNF-alpha is
induced by LPS” and “LPS induces TNF-alpha” to a single
representation in the index.
PHASAR expects phrase queries that are matched to
1See http://www.phasar.cs.ru.nl/TM4IP.html
2http://ir.ohsu.edu/genomics/
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the index of DTs. In the current PHASAR search interface,
the searcher fills (at least two of the three) slots for subject,
verb and object. Taking ‘query-by-example’ literally, we can
use the query LPS induce TNF-alpha in order to find
passages confirming that “TNF-alpha is induced by LPS”.
Replacing the contents of one of the slots by a question mark,
PHASAR shows (besides the sentences from the corpus that
match the query) a list of the terms that occur in the ?-
position of the phrase, ordered by document frequency.
The user generalizes and specializes the query in-
teractively. Query generalization can be achieved by either
joining multiple terms using the or operator, or by using one
of the built-in thesauri for selecting a semantic term type.
E.g. The semantic type UMG7-GENE-OR-GENOME: can be used
in the query LPS induce UMG7-GENE-OR-GENOME: in or-
der to find all sentences in which a gene or genome is men-
tioned to be induced by LPS.
A query can be made more specific, either by adding more
terms in the query slots or by setting a context from which
the results have to be retrieved. We can e.g. first put the
query “diabetic mice” and save it as a context, after which
we can query LPS induce ? in this context to get the
answers we search for.
Figure 1 shows a screen shot from the current prototype of
the PHASAR search engine3.
Figure 1: Screen shot of PHASAR displaying the
results from the Medline corpus for the structured
query LPS induce ? in the context of “diabetic
mice”
3. CHALLENGES IN TM4IP
In the TM4IP project, the PHASAR system will be im-
plemented for intellectual property data. For this applica-
tion, we are developing it in two directions: (1) improving
the parser and extending the transduction process, and (2)
adapting the system to the patent data domain. There are
a number of challenges that we will face.
First, in order to improve the accuracy of the dependency
parser, it will be turned into a hybrid parser [2] using lexical
and triplet probabilities. This requires a bootstrap process
that will take time and effort but is expected to lead to much
higher accuracy. Patents texts tend to contain very long
sentences with many coordinated phrases (see the example
below). This a challenge for any parser, which must handle
3Available at http://twoquid.cs.ru.nl/phasar/applet.html
complex coordinations and cope with the ambiguities caused
by multiple prepositional attachments.
A steering system is provided for holding the
steering wheel generally parallel to rear wheels
on the tractor and for turning the steering wheel
through an angle and opposite to a steering angle
of the tractor to bring the plow assembly behind
the tractor during turns. (doc. XX000200)
In the future, we also plan to extend the descriptive frame-
work of the parser grammar with aspects of language that
are not directly related to the aboutness of a sentence such
as verb modalities and negation.
A second challenge lies in the further extension of the nor-
malization process that takes place in the transduction from
parse trees to triplets. In the current version, syntactic vari-
ations such as passive versus active voice are already covered
(as exemplified in Section 2). A very important addition is
the implementation of anaphora resolution using the statis-
tics of the DTs. Using the current parser, we find among
the most frequent dependency triplets many triplets with
anaphora such as [it,SUBJ,formed]. An essential part of
the normalization process is to match these anaphora to the
correct antecedent, in order to have access to the informa-
tion contained in the text. Another part of the normaliza-
tion process is to match synonyms and to resolve abbre-
viations for technical terms, which are frequent in patents
documents.
The last challenge is more of a meta-challenge: evaluating
the PHASAR/TM4IP system during its development. We
consider two areas of evaluation: (1) evaluation of the accu-
racy of the hybrid dependency parser and the normalizing
transduction, for which we need suitable gold standards, and
(2) evaluation of the PHASAR search system on intellectual
property data. In 2009 we intend to participate in the first
edition of the CLEF-IP track4. This will provide us with the
opportunity to use common evaluation data. However, since
PHASAR expects phrasal queries in an interactive setting,
we will not be able to perform a fully automatic evaluation.
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ABSTRACT
A system is proposed and implemented that creates a lan-
guage model for each member of the Dutch parliament,
based on the official transcripts of the meetings of the Dutch
Parliament. Using expert finding techniques, the system al-
lows users to retrieve a ranked list of politicians, based on
queries like news messages.
1. INTRODUCTION
Motivation for this research. The Dutch House of
Representatives (Tweede Kamer) is supplied with informa-
tion about current and past affairs by its information de-
partment, the Dienst Informatievoorziening (DI). The DI of-
ten pro-actively collects information about topics and events
when they suspect one of the politicians will show a special
interest in this topic. The DI also performs recommenda-
tions of “hot topics” to politicians likely to show an interest
in that topic. The DI asked us to implement a system that
automates this recommendation process.
Our approach. To match politicians to topics an ap-
proach named expert finding was used. This approach is
detailed in section 4, and based on work by Balog [1]. We
used the parliamentary proceedings to build a profile of each
politician. A description of the data is given in section 3.
The resulting system can be seen as answering the question:
“Given the words spoken in parliament by a politician, how
well does she match a given text?”
The current approach shows that, given well-structured
parliamentary proceedings, it is possible to construct a good
performing retrieval system using out-of-the-box informa-
tion retrieval techniques. Our evaluation using committee
descriptions suggests that the current approach has merit
and could be explored further, incorporating more advanced
techniques.
2. RELATED WORK
The current approach to the retrieval of politicians is
based largely on work done by Balog [1]. We used his
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
DIR2009 Enschede
Copyright 2009 ACM ...$5.00.
Model 1, which describes the idea of representing experts
–politicians in our case– as single documents.1 This model
itself is based on language modelling techniques [3][2].
3. DATA
We created a language model of each politician in the
Dutch parliament (Tweede Kamer) in the summer of 2008.
As textual input data we took the parliamentary proceed-
ings which record everything being said in parliament. Through
the PoliticalMashup project [?], this data is available in
XML in a format which is excellent for our task: every word
is annotated with the name of its speaker, her party and the
date.
Besides these primary data sources we used biographical
data about our politicians available at www.parlement.com.
4. METHOD
What needs to be expressed somehow, is the chance that a
politician is knowledgeable on –or at least interested in– the
topic expressed by a query. To do so, each politician must
be represented with a profile. We first define such a profile
as a document in which all text related to that policitian
is concatenated. This way, the politician–topic matching
problem can be reduced to an instance of ranked document
retrieval. To calculate the probabilities and ranking, the
query is compared to all politicians, each represented as a
language model of the concatenation of the related texts.
The measure used for comparison is the Kullback-Leibler
divergence. We take Q : Word → Wordcount as the func-
tion over the words in the query, and P :Word→Wordcount
as the function over the words in a document representing
a politician. The basic formula to calculate the chance of a
query given a politician is expressed in equation (1).
KL(Q|P ) =
X
i
Q(i) log
Q(i)
P (i)
(1)
The result of a query is a ranked list of document identi-
fiers, corresponding to the politician the texts belong to.
To create an accessible and usable interface, the results
are embedded in a block of additional information. At the
time of writing, an interface is available at http://zookma.
science.uva.nl/politiciansearch/search.php
For the actual implementation, the Lemur Toolkit was
used.2 The important Lemur parameters are Simple KL as
1See Balog, section 3.2.1.
2See: http://www.lemurproject.org
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6 Commissie voor de Verzoekschriften en de Burgerinitiatieven
8 Financien
Table 1: Names of topics 6 and 8, as they were used
as query-text for the evaluation.
Comissie voor de Verzoekschriften en de Burgerinitiatieven Commissie Ver-
zoekschriften en Burgerinitiatieven De commissie voor de Verzoekschriften
en de Burgerinitiatieven heeft twee taken: het voorbereiden van een besliss-
ing van de Kamer over een individuele aangelegenheid (waar een burger in
een verzoekschrift om heeft gevraagd) en het voorbereiden van een besliss-
ing van de Kamer over de ontvankelijkheid van een burgerinitiatief . . .
Table 2: Beginning of the description of topic 6.
retrieval model, and for smoothing a Dirichlet prior set at
the total number of word types.
Some additional ideas focussing more on the presenta-
tion of the results have been implemented. It is possible
to not only collect texts on a per person basis, but also split
the aggregations on a temporal or party level. Using a log-
likelihood comparison, politicians can then be described as
opposed to other politicians, or in a specific time-frame. Ex-
tensions like these could improve the usefulness of a system,
but are left for future evaluation.
5. EVALUATION
To see how well our approach performs, an experimental
evaluation similar to the TREC 2005 W3C enterprise search
task was devised.3 The Dutch parliament has 23 commit-
tees, each focussed on a policy topic, roughly correspond-
ing to the existing ministeries4. Each committee consists of
about eight to twenty-five members, and an equal or smaller
number of reserve members. For each committee its name, a
short description and its members (all MP’s) are known. We
used the both the committee names and their descriptions
as topics. A result (i.e., a politician) is correct (“relevant”)
on a topic iff it is an active member of the committee de-
scribed by that topic (reserve members were not counted).
The total number of candidates is 150, which is the number
of current members of parliament.
Thus we do two evaluation runs, one with the names of the
committees as topics, and one with the descriptions of the
committees. Committee names consist of 1 to 5 words (ex-
cluding stopwords); descriptions are between 500 and 1000
words. For instance, the description for the finance commit-
tee is 638 words (including stopwords).5 Table 1 gives two
examples of committee names; Table 2 contains a part of
the description of committee with topic id 6.
These longer descriptions match the purpose of our rec-
ommendation system more closely.
Results. Wemeasured the mean average precision (MAP)
and precision at 10 (P@10) over two times 23 topics. The
results are in Table 3.
Precision at ten is taken as an appropriate measure for
two reasons. First, some committees have little more than
ten members, which would make precision over ten difficult
to evaluate. Second, the intended use of the application
foresees a human-readable resultset. Figure 1 shows the
3See: http://trec.nist.gov/
4See: http://www.tweedekamer.nl/kamerleden/
commissies/index.jsp
5The description can be found at http://www.
tweedekamer.nl/kamerleden/commissies/FIN/sub/
index.jsp.
MAP P@10
committee names .38 .48
committee descriptions .44 .56
Table 3: MAP and P@10 of our experiments.
P@10 for each topic for both evaluation runs (full description
and the committee-name only), with the topics ordered by
their P@10 for the description run. Figure 2 additionally
shows the MAP score of each topic, ordered by topic id, for
the full descriptions topics.
For the majority of topics –or committees– more than 6
from the first ten results were correct when we used the full
description. Looking at figure 1, some possible problems can
be identified. Query 8 shows a large discrepancy between
the full description and the name only. This may be due
to the fact that the topic –just the singe word finance– can
be and probably is used in virtually all contexts. The full
text of the finance topic is descriptive enough to allow for a
match between politicians focused on this area and the com-
mittee. The fact that almost all politicians will talk about
financial issues however, could make the committee name by
itself insufficient. Because the focus of the application lies
on a search for more verbose text, this is not necessarily a
problem.
Query 6 performs worse both with the full description
and only the committee name. Several problems may be
the cause of this. First, the committee itself consists –as
an exception– of only eight members, which makes it harder
to correctly retrieve the correct politicians. Also the topic
of the committee is relatively new as compared to others,
meaning there is probably less data available to create a
profile that acknowledges this specific interest of the mem-
bers. Third, the topic is pretty vague and seems rather
specialized.
6. CONCLUSION
As asked for by the information department of the Dutch
parliament, we created a recommendation system which matches
current members of parliament to hot topics being described
by a piece of text. These are typically news articles. We used
an out-of-the-box expert search system based on Model 1 of
[1] which showed promising performance using an evaluation
similar to that of the TREC 2005 W3C enterprise search
task.
A small evaluation (3 topics) which mimics exactly the
use-case in mind (finding politicians likely to be interested
in a news-story) gave even better results: all topics got a
P@10 of .6 or higher. These results can be found at http://
zookma.science.uva.nl/politiciansearch/search.php.
Here the reader can also evaluate the system herself. Inter-
esting queries are “ik” (I ), “Nederland” (The Netherlands)
and “vrede” peace.
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Figure 1: Precision at ten for the full description (desc) and the committee-names (name).
Figure 2: Mean average precision for each full text query.
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