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HIGHER HO¨LDER REGULARITY
FOR THE FRACTIONAL p−LAPLACIAN
IN THE SUPERQUADRATIC CASE
LORENZO BRASCO, ERIK LINDGREN, AND ARMIN SCHIKORRA
Abstract. We prove higher Ho¨lder regularity for solutions of equations involving the fractional p−Laplacian
of order s, when p ≥ 2 and 0 < s < 1. In particular, we provide an explicit Ho¨lder exponent for solutions of the
non-homogeneous equation with data in Lq and q > N/(s p), which is almost sharp whenever s p ≤ (p−1)+N/q.
The result is new already for the homogeneous equation.
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1. Introduction
1.1. Overview. In this paper, we study the Ho¨lder regularity of local weak solutions of the nonlinear and
nonlocal elliptic equation
(1.1) (−∆p)
su = f, f ∈ Lqloc.
Here 2 ≤ p <∞, 0 < s < 1 and (−∆p)
s is the fractional p−Laplacian of order s, formally defined by
(−∆p)
su (x) := 2 lim
ε→0
ˆ
RN\Bε(x)
|u(x)− u(y)|p−2 (u(x) − u(y))
|x− y|N+s p
dy.
The operator (−∆p)s is a nonlocal (or fractional) version of the well studied p−Laplacian operator,
∆pu = div(|∇u|
p−2∇u),
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and has in recent years attracted extensive attention. In weak form, this operator naturally arises as the first
variation of the Sobolev-Slobodecki˘ı seminorm for W s,p(RN ), namely of the nonlocal functional
u 7→
¨
RN×RN
|u(x)− u(x)|p
|x− y|N+s p
dx dy.
We are concerned with the higher Ho¨lder regularity of solutions of (1.1). More precisely, we prove that if the
right-hand side f is in Lqloc for 
q >
N
s p
, if s p ≤ N,
q ≥ 1, if s p > N,
then local weak solutions (see Definition 2.9) are locally δ−Ho¨lder continuous
for any δ < min
{
1
p− 1
(
s p−
N
q
)
, 1
}
=: Θ(N, s, p, q).
Remark 1.1 (Homogeneous equation). We observe that when q =∞, the latter reduces to
min
{
s p
p− 1
, 1
}
.
Thus this is the limit exponent we get for (s, p)−harmonic functions, i.e. local weak solutions of the homogeneous
equation (−∆p)su = 0.
To the best of our knowledge, this is the first result with an explicit Ho¨lder exponent, even for the homoge-
neous equation. We point out that in general the exponent
1
p− 1
(
s p−
N
q
)
,
is the sharp one, see Examples 1.5 and 1.6 below. This means that our result is almost sharp whenever
s ≤
p− 1
p
+
1
p
N
q
.
and sharp when s = 1/2, p = 2 and q = ∞. For a more detailed description of our results we refer the reader
to Section 1.3.
1.2. State of the art. Equations of the type (1.1) were first considered in [22], where viscosity solutions are
studied. Existence, uniqueness, and the convergence to the p−Laplace equation as s goes to 1, are proved.
The first pointwise regularity result for equations of this type is, to the best of our knowledge, [16], where the
local Ho¨lder regularity was proved, generalizing the celebrated ideas of De Giorgi to this nonlocal and nonlinear
setting. The same authors pursued their investigation in the field, by proving Harnack’s inequality for solutions
of the homogeneous equation in [17].
There are also many other recent regularity results. In [29], the second author studied the local Ho¨lder
regularity, using viscosity methods. In [13], the results of [16, 17] are generalized to functions belonging to a
fractional analogue of the so-called De Giorgi classes (we refer to [19, Chapter 7] for the classical definition).
This can be seen as the nonlocal counterpart of the celebrated results by Giaquinta and Giusti contained in
[18], for minima of local functionals with p−growth. It is worth pointing out that a pioneering use of fractional
De Giorgi classes has been done in [31], in a local context.
Finally, in [21] Ho¨lder regularity up to the boundary was obtained, using barrier arguments. Such a result
has been recently enhanced by the same authors in [20], for p ≥ 2.
Here we seize the opportunity to mention the paper [26], in which regularity for equations of the type (1.1)
with a measure datum f is studied. In particular, in [26, Corollary 1.2] the authors obtained the remarkable
(sharp) result
u ∈ C0 whenever f ∈ L
N
s p ,
1
p−1
loc ,
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where the latter is a Lorentz space. There has also been some recent progress in terms of higher differentiability
of the solutions: in [27] and [14] the case p = 2 is treated (also for a more general kernel K(x, y), not necessarily
given by |x− y|−N−2 s), while for a general p ≥ 2 results in this sense have been obtained by the third author in
[35, Theorem 1.3] and by the first and second author in [7, Theorem 1.5]. See also the more recent contributions
[3, 4].
However, in none of the above mentioned papers an explicit Ho¨lder exponent has been obtained. This is
typical when for instance using techniques in the vein of De Giorgi and Moser: one can just prove the existence
of some Ho¨lder exponent.
Remark 1.2. It is worth pointing out that in the linear case (i.e. when p = 2), the regularity of solutions
is well-understood. For instance, it follows from the integral representation in terms of Poisson kernels that
solutions of (−∆)su = 0 are C∞, see [28, page 125, formula (1.6.19)]. In addition, solutions of (−∆)su = f for
f ∈ L∞ are C2 s whenever 2 s 6= 1 (see for example [2, Theorem 6.4]).
Remark 1.3. We also mention that there are other ways of defining fractional versions of the p−Laplace
operator. This has been done in [5, 6, 11], [36] and [37]. In [5] and [6] an interesting connection to a nonlocal
tug-of-war is found, while the operator introduced in [11] is connected to Le´vy processes. We point out that
the operators considered in these papers differ substantially from the one considered in the present paper.
1.3. Main results. Here we describe our main result. This is valid for local weak solutions of (1.1). However,
a proper definition of weak solutions is quite technical and we therefore postpone this definition and other
technicalities to Section 2.4. Below is our main theorem:
Theorem 1.4. Let Ω ⊂ RN be a bounded and open set. Assume 2 ≤ p <∞, 0 < s < 1 and
q >
N
s p
, if s p ≤ N,
q ≥ 1, if s p > N,
We define the exponent
(1.2) Θ(N, s, p, q) := min
{
1
p− 1
(
s p−
N
q
)
, 1
}
.
Let u ∈W s,ploc (Ω) ∩ L
∞
loc(Ω) ∩ L
p−1
s p (R
N ) be a local weak solution of
(−∆p)
su = f, in Ω,
where f ∈ Lqloc(Ω). Then u ∈ C
δ
loc(Ω) for every 0 < δ < Θ(N, s, p, q).
More precisely, for every 0 < δ < Θ(N, s, p, q) and every ball B4R(x0) ⋐ Ω, there exists a constant C =
C(N, s, p, δ) > 0 such that
[u]Cδ(BR/8(x0)) ≤
C
Rδ
[
‖u‖L∞(BR(x0)) +
(
Rs p
ˆ
RN\BR(x0)
|u(y)|p−1
|x0 − y|N+s p
dy
) 1
p−1
+
(
Rs p−
N
q ‖f‖Lq(BR(x0))
) 1
p−1
]
.
We first observe that we ask the solution to be locally bounded. This may seem to be a restriction. However,
this kind of mild regularity for a weak solution comes for free under the standing assumptions on f , see
Theorem 3.2 and Remark 3.3 below.
Also, the reader may observe that in the theorem above, there is the assumption u ∈ Lp−1s p (R
N ). This
guarantees that the term ˆ
RN\BR(x0)
|u(y)|p−1
|x0 − y|N+s p
dy,
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is finite (see Section 2.1 for the precise definition of this space). It is noteworthy to point out that u ∈ Lp−1s p (R
N )
whenever u is globally bounded or grows slower that |x|s p/(p−1) at infinity.
Before going further and giving the ideas and the details of the proof of Theorem 1.4, we give an example
showing that for every finite q satisfying the assumptions of Theorem 1.4 and every 0 < ε ≪ 1, there exists
uε ∈W
s,p
loc ∩ L
∞
loc ∩ L
p−1
s p such that
(−∆p)
suε ∈ L
q
loc, uε ∈ C
Θ+ε but uε 6∈
⋃
β>Θ+ε
Cβ .
This shows that in general the exponent Θ found in Theorem 1.4 can not be improved.
Example 1.5 (Sharpness of the Ho¨lder exponent, q <∞). For N ≥ 2, we take
2 < p ≤ N + 1 and 0 < s ≤
p− 1
p
.
Observe that with these choices, we automatically get s p ≤ N . We then fix an exponent N/(s p) < q <∞ and
observe that
Θ(N, s, p, q) = min
{
1
p− 1
(
s p−
N
q
)
, 1
}
=
1
p− 1
(
s p−
N
q
)
.
again thanks to our choices. Finally, we consider the function uε(x) = |x|Θ+ε, where
0 < ε <
1
p− 1
N
q
.
By construction, we have that
Θ + ε > s and thus uε ∈ C
Θ+ε
loc (R
N ) ⊂W s,ploc (R
N ),
and
(Θ + ε) (p− 1) < s p and thus uε ∈ L
p−1
s p (R
N ).
By using the homogeneity and radial symmetry of uε and the properties of the operator (−∆p)s, it is not
difficult to see that uε ∈W
s,p
loc (R
N ) ∩ L∞loc(R
N ) ∩ Lp−1s p (R
N ) is a local weak solution of
(−∆p)
su = f, with f(x) = Cs,p,α |x|
(Θ+ε−s) (p−1)−s.
We observe that
f ∈ Lqloc(R
N ) ⇐⇒
N
q
> s p− (Θ + ε) (p− 1) ⇐⇒ Θ+ ε >
1
p− 1
(
s p−
N
q
)
,
and the latter is true, thanks to the definition of Θ. We also observe that
uε 6∈ C
β
loc(R
N ), for any β > Θ+ ε,
since in this case
[uε]C0,β (BR) = sup
x,y∈BR
|uε(x)− uε(y)|
|x− y|β
≥ sup
x∈BR
|uε(x)− uε(0)|
|x|β
= sup
x∈BR
|x|Θ+ε−β = +∞.
As for the case q = ∞, we observe that for s = (p − 1)/p the exponent Θ reduces to 1. We now give an
example showing that in general this exponent cannot be reached, already in the linear case p = 2. Namely, for
N ≥ 2 one can find u such that
(−∆)
1
2u ∈ L∞loc 6⇒ u 6∈ C
0,1
loc .
This the very same reason1 for the failure of the Caldero´n-Zygmund estimates for the Laplacian in the borderline
case of L∞,
∆u ∈ L∞loc 6⇒ u 6∈ C
1,1
loc .
1Essentially, both statements are a consequence of the fact that the Riesz transforms do not map L∞ into L∞.
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Example 1.6 (Sharpness of the Ho¨lder exponent, s = 1/2, p = 2 and q =∞). For s = 1/2, p = 2 and q =∞,
we have
Θ(N, s, p, q) = 1,
as already noticed. We denote by B ⊂ RN the unit ball and set for N ≥ 3 the following Riesz potential
u(x) :=
ˆ
B
|x− y|1−N dy, for x ∈ RN ,
i.e. the convolution between the singular kernel I1(x) = |x|1−N and the characteristic function 1B. We first
observe that by [39, Theorem 1, Chapter V] and using the fact that 1B ∈ L
1(RN ) ∩ L∞(RN ), we have
u ∈ Lm(RN ), for any
N
N − 1
< m ≤ ∞.
In particular, u ∈ L2(RN ) for N ≥ 3. By [34, Theorem 3.22] (−∆)1/2u coincides (up to a multiplicative
constant) with 1B. However, in view of [32, Lemma 2.15], we find
‖∇u‖L∞(Ω) =∞,
for any bounded domain Ω compactly containing B. In particular u is not a Lipschitz function.
1.4. A glimpse of the proof. The starting point is to prove Theorem 1.4 for the homogeneous equation
(1.3) (−∆p)
su = 0,
and then use a “harmonic replacement” argument to transfer the regularity to solutions of (1.1), under the
standing assumptions on the right-hand side f .
The main idea to prove Theorem 1.4 for f ≡ 0 is quite simple: we differentiate equation (1.3) in a discrete
sense and then test the differentiated equation against monotone power functions of fractional derivatives of the
solution, i.e. quantities like∣∣∣∣δhu(x)|h|ϑ
∣∣∣∣β−1 δhu(x)|h|ϑ , where δhu(x) := u(x+ h)− u(x).
By choosing ϑ > 0 and β ≥ 1 in a suitable way, this establishes a recursive gain in integrability (see Proposition
4.1) of the type ∥∥∥∥δhu(x)|h|s
∥∥∥∥
Lq+1(B1/2)
.
∥∥∥∥δhu(x)|h|s
∥∥∥∥
Lq(B1)
.
This can be iterated finitely many times in order to obtain
δhu(x)
|h|s
∈ Lqloc, for every q <∞, uniformly in |h| ≪ 1,
and thus u ∈ Cδloc for any 0 < δ < s. This part of the proof can be considered as a nonlocal counterpart of the
method based on the Moser’s iteration that can be used to prove Lipschitz regularity for p−harmonic functions
(see for example [15, Proposition 3.3]): differentiate the equation in discrete sense (of order one); test with
powers of first order differential quotients; use Sobolev inequality to get reverse Ho¨lder inequalities and iterate
infinitely many times to get
δhu(x)
|h|
∈ L∞loc, uniformly in |h| ≪ 1,
i.e. local Lipschitz regularity of the solutions
Once “almost” s−Ho¨lder regularity is established, we are able to refine the estimates used to prove Proposition
4.1, and obtain a more powerful (yet more complicated) iterative self-improving scheme. This is Proposition
5.1, giving an estimate of the type
(1.4) sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1+s p+ϑββ−1+p
∥∥∥∥∥
β+p−1
Lβ+p−1(B1/2)
.
∥∥∥∥∥ δ2hu|h| 1+ϑ ββ
∥∥∥∥∥
β
Lβ(B1)
, whenever
1 + ϑβ
β
< 1.
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This part of the proof is quite peculiar of the nonlocal setting and it seems not to have a local counterpart.
This new scheme allows for an iteration both on the differentiability ϑ and the integrability β giving in the end
u ∈ Cαloc, for every α < min
{
s p
p− 1
, 1
}
.
We point out that the method can never give better than Lipschitz regularity. This is due to the simple fact
that we can only test with first order differential quotients. This can also be seen in the requirement that the
order of differentiability (1 + ϑβ)/β on the right-hand side in (1.4) must be less than 1.
As announced at the beginning, once we proved this regularity for the homogeneous equation, we can transfer
the regularity to the inhomogeneous equation by quite a standard perturbation argument. However, in order
not to lose the Ho¨lder exponent in this transfer, we need to employ a blow-up argument similar to that used by
Caffarelli and Silvestre in [12], see Proposition 6.2 below.
Noteworthy is that the methods in this paper are quite similar to those in [7] by the first two authors, where
we only test with
δhu(x)
|h|ϑ
,
and iterate to obtain higher differentiability results.
Remark 1.7 (Dependence of the constant). If one would carefully keep track of all the constants, one could
perhaps iterate the previous scheme infinitely many times and arrive at exactly CΘ regularity. Also, if great
care was taken in estimating the constants, the results should be stable as sր 1. However, we believe that the
proofs are complicated and long enough without explicitly estimating the s−dependence at each step.
About the case s ր 1, we only point out that the integrability hypothesis on f of Theorem 1.4 becomes in
the limit
f ∈ Lqloc with

q >
N
p
, if p ≤ N,
q ≥ 1, if p > N,
which is exactly the sharp assumption on f on the scale of Lebesgue spaces, in order to get Ho¨lder regularity
of solutions in the local case, i.e. local weak solutions of
−∆pu = f.
We refer to [25, Corollary 1, page 26] for this last result. This coincidence and a careful inspection of the results
in [25], seem to suggest that one could still prove Theorem 1.4 by slightly weakening the assumptions on f and
taking it to belong to some suitable Lorentz or Marcinkiewicz space. However, we prefer not to insist on this
point.
1.5. Plan of the paper. In Section 2, we introduce the expedient definitions and notations needed in the
paper. We also state and prove some preliminary results such as existence of solutions and functional space
embeddings. In Section 3, we recall some known results and prove a first Ho¨lder regularity result for the
non-homogeneous equation.
The hard work is carried out in Section 4, where the almost Cs regularity is proved for the homogeneous
equation. It is based on Proposition 4.1, which expresses a gain of integrability of second order differential
quotients. This self-improving estimate is then iterated to obtain Theorem 4.2.
In Section 5, we use Theorem 4.2 to obtain an enhanced version of Proposition 4.1, namely Proposition
5.1, which expresses an interlinked gain between integrability and differentiability of second order differential
quotients.
The iteration of this then results in Theorem 5.2, which is nothing but Theorem 1.4 for the homogeneous
equation. Finally, in Section 6, we use perturbation arguments in order transfer the regularity to the inhomo-
geneous equation and prove the main theorem in full generality. The Appendix A contains the proof of several
crucial pointwise inequalities.
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2. Preliminaries
2.1. Notation. Let 1 < p <∞. We define the monotone function Jp : R→ R by
Jp(t) = |t|
p−2 t.
We denote by ωN the measure of the N−dimensional open ball of radius 1.
For a measurable function ψ : RN → R and a vector h ∈ RN , we define
ψh(x) = ψ(x + h), δhψ(x) = ψh(x) − ψ(x), δ
2
hψ(x) = δh(δhψ(x)) = ψ2h(x) + ψ(x)− 2ψh(x).
We recall that we have the discrete Leibniz rule
(2.1) δh(ϕψ) = ψh δhϕ+ ϕ δhψ.
Let 1 ≤ q <∞ and let ψ ∈ Lq(RN ), for 0 < β ≤ 1 we set
[ψ]Nβ,q∞ (RN ) := sup
|h|>0
∥∥∥∥δhψ|h|β
∥∥∥∥
Lq(RN )
,
and for 0 < β < 2
[ψ]Bβ,q∞ (RN ) := sup
|h|>0
∥∥∥∥δ2hψ|h|β
∥∥∥∥
Lq(RN )
.
We then introduce the two Besov-type spaces
N β,q∞ (R
N ) =
{
ψ ∈ Lq(RN ) : [ψ]Nβ,q∞ (RN ) < +∞
}
, 0 < β ≤ 1,
and
Bβ,q∞ (R
N ) =
{
ψ ∈ Lq(RN ) : [ψ]Bβ,q∞ (RN ) < +∞
}
, 0 < β < 2.
We also need the Sobolev-Slobodecki˘ı space
W β,q(RN ) =
{
ψ ∈ Lq(RN ) : [ψ]Wβ,q(RN ) < +∞
}
, 0 < β < 1,
where the seminorm [ · ]Wβ,q(RN ) is defined by
[ψ]Wβ,q(RN ) =
(¨
RN×RN
|ψ(x) − ψ(y)|q
|x− y|N+β q
dx dy
) 1
q
.
We endow these spaces with the norms
‖ψ‖Nβ,q∞ (RN ) = ‖ψ‖Lq(RN ) + [ψ]Nβ,q∞ (RN ),
‖ψ‖Bβ,q∞ (RN ) = ‖ψ‖Lq(RN ) + [ψ]Bβ,q∞ (RN ),
and
‖ψ‖Wβ,q(RN ) = ‖ψ‖Lq(RN ) + [ψ]Wβ,q(RN ).
A few times we will also work with the space W β,q(Ω) for a subset Ω ⊂ RN ,
W β,q(Ω) =
{
ψ ∈ Lq(Ω) : [ψ]Wβ,q(Ω) < +∞
}
, 0 < β < 1,
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where we define
[ψ]Wβ,q(Ω) =
(¨
Ω×Ω
|ψ(x) − ψ(y)|q
|x− y|N+β q
dx dy
) 1
q
.
We will also denote the average of a function ψ over the ball Br(x0) by
ψx0,r =
 
Br(x0)
ψ dx =
1
|Br(x0)|
ˆ
Br(x0)
ψ dx.
2.2. Tail spaces. We introduce the tail space
Lqα(R
N ) =
{
u ∈ Lqloc(R
N ) :
ˆ
RN
|u|q
1 + |x|N+α
dx < +∞
}
, q > 0 and α > 0,
and define for every x0 ∈ RN , R > 0 and u ∈ Lqα(R
N )
Tailq,α(u;x0, R) =
[
Rα
ˆ
RN\BR(x0)
|u|q
|x− x0|N+α
dx
] 1
q
.
It is not difficult to see that the quantity above is always finite, for a function u ∈ Lqα(R
N ).
Lemma 2.1. Let α > 0 and 0 < q < m <∞. Then
Lmα (R
N ) ⊂ Lqα(R
N ).
Proof. This is an easy consequence of Jensen’s inequality and the fact that the measure
(1 + |x|N+α)−1 dx,
is finite on RN . We leave the details to the reader. 
The following easy technical results contain computations that will be used many times. We state them as
separate results for ease of readability.
Lemma 2.2. Let α > 0 and 0 < q <∞. For every 0 < r < R and x0 ∈ RN we have
Rα sup
x∈Br(x0)
ˆ
RN\BR(x0)
|u(y)|q
|x− y|N+α
dy ≤
(
R
R− r
)N+α
Tailq,α(u;x0, R)
q.
Proof. It is sufficient to observe that for x ∈ Br(x0) and y ∈ RN \BR(x0), we have
|x− y| ≥ |y − x0| − |x− x0| ≥ |y − x0| − r ≥ |y − x0| −
r
R
|y − x0| =
R− r
R
|y − x0|.
This gives the desired conclusion. 
Lemma 2.3. Let α > 0 and 0 < q <∞. Suppose that Br(x0) ⊂ BR(x1). Then for every u ∈ Lqα(R
N ) we have
Tailq,α(u;x0, r)
q ≤
( r
R
)α ( R
R− |x1 − x0|
)N+α
Tailq,α(u;x1, R)
q + r−N ‖u‖qLq(BR(x1)).
If in addition u ∈ Lmloc(R
N ) for some q < m ≤ ∞, then
Tailq,α(u;x0, r)
q ≤
( r
R
)α ( R
R− |x1 − x0|
)N+α
Tailq,α(u;x1, R)
q
+
(
N ωN
m− q
αm+N q
)m−q
m
r−
q N
m ‖u‖qLm(BR(x1)).
(2.2)
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Proof. We first observe that
|x− x0| ≥ |x− x1| − |x1 − x0| ≥
R− |x1 − x0|
R
|x− x1|, for every x 6∈ BR(x1),
and
|x− x0| ≥ r, for every x 6∈ Br(x0).
Then we decompose the tail as follows
Tailq,α(u;x0, r)
q = rα
ˆ
RN\BR(x1)
|u|q
|x− x0|N+α
dx+ rα
ˆ
BR(x1)\Br(x0)
|u|q
|x− x0|N+α
dx
≤
( r
R
)α ( R
R− |x1 − x0|
)N+α
Tailq,α(u;x1, R)
q + r−N
ˆ
BR(x1)
|u|q dx.
This gives the first estimate.
In order to get (2.2), we proceed in a slightly different way to estimate the second integral: by using Ho¨lder
inequality
ˆ
BR(x1)\Br(x0)
|u|q
|x− x0|N+α
dx ≤ ‖u‖qLm(BR(x1))
(ˆ
RN\Br(x0)
1
|x− x0|
(N+α) mm−q
dx
)m−q
m
=
(
N ωN
m− q
αm+N q
)m−q
m
r−
αm+N q
m ‖u‖qLm(BR(x1)).
Thus we obtain (2.2) as well. 
2.3. Embedding inequalities. The following result can be found for example in [10, Lemma 2.3].
Lemma 2.4. Let 0 < β < 1 and 1 ≤ q <∞. Then we have the continuous embedding
Bβ,q∞ (R
N ) →֒ N β,q∞ (R
N ).
More precisely, for every ψ ∈ Bβ,q∞ (R
N ) we have
[ψ]Nβ,q∞ (RN ) ≤
C
1− β
[ψ]Bβ,q∞ (RN ),
for some constant C = C(N, q) > 0.
The next one is contained in2 [10, Proposition 2.4].
Proposition 2.5. Let 1 ≤ q <∞ and 0 < α < β < 1. Then we have the continuous embedding
N β,q∞ (R
N ) →֒Wα,q(RN ).
More precisely, for every ψ ∈ N β,q∞ (R
N ) we have
[ψ]q
Wα,q(RN )
≤ C
β
(β − α)α
(
[ψ]q
Nβ,q∞ (RN )
)α
β
(
‖ψ‖q
Lq(RN )
)β−α
β
,
for some constant C = C(N, q) > 0.
The following result is a sort of localized version of the previous estimate.
2This embedding should be seen as a Sobolev-type embedding. For the embedding properties of Triebel-Lizorkin and Besov
spaces the interested reader is referred to, e.g., [33, Section 2.2]
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Lemma 2.6. Suppose 1 ≤ q < ∞ and 0 < α < β < 1. Let u ∈ Lqloc(R
N ) be such that for some h0 > 0 and
some ball Br ⊂ RN with r > h0 we have
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|β
∥∥∥∥
Lq(Br)
< +∞.
Then for every ̺ > 0 such that ̺+ h0 ≤ r we have
[u]qWα,q(B̺) ≤ C1
(
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|β
∥∥∥∥q
Lq(Br)
+ ‖u‖qLq(Br)
)
,
and
sup
0<|h|<h0
∥∥∥∥ δhu|h|β
∥∥∥∥q
Lq(B̺)
≤ C2
(
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|β
∥∥∥∥q
Lq(Br)
+ ‖u‖qLq(Br)
)
where B̺ is concentric with Br. Here C1 = C1(N, q, β, α, h0) > 0 and C2 = C2(N, q, β, h0) are constants that
blow up as β ր 1, αր β or h0 ց 0.
Proof. We take χ ∈ C∞0 (B̺+h0/3) such that
0 ≤ χ ≤ 1, χ = 1 in B̺, |∇χ| ≤
C
h0
and |D2χ| ≤
C
h20
.
Note that we have
|δhχ| ≤
C
h0
|h| and |δ2hχ| ≤
C
h20
|h|2.
We start by observing that
(2.3) [u]qWα,q(B̺) ≤ [uχ]
q
Wα,q(RN ).
By using [7, Proposition 2.7], we obtain
[uχ]qWα,q(RN ) ≤ C
(
h
(β−α) q
0
β − α
sup
0<|h|<h0
∥∥∥∥δh(uχ)|h|β
∥∥∥∥q
Lq(RN )
+
h−αq0
α
‖uχ‖Lq(RN )
)
where C = C(N, q) > 0. We now use [7, Lemma 2.3] to find
(2.4) [uχ]q
Wα,q(RN )
≤ C
(
sup
0<|h|<h0
∥∥∥∥δ2h(uχ)|h|β
∥∥∥∥q
Lq(RN )
+ ‖uχ‖q
Lq(RN )
)
,
where3 C = C(h0, N, q, β, α). We now observe that
δ2h(uχ) = χ2h δ
2
hu+ 2 δhu δhχh + u δ
2
hχ,
therefore for 0 < |h| < h0∥∥∥∥δ2h(uχ)|h|β
∥∥∥∥q
Lq(RN )
≤ C
(∥∥∥∥χ2h δ2hu|h|β
∥∥∥∥q
Lq(RN )
+
∥∥∥∥δhu δhχ|h|β
∥∥∥∥q
Lq(RN )
+
∥∥∥∥u δ2hχ|h|β
∥∥∥∥q
Lq(RN )
)
≤ C
(∥∥∥∥ δ2hu|h|β
∥∥∥∥q
Lq(Br)
+ h
(1−β) q
0 ‖δhu‖
q
Lq(B̺+2h0/3)
+ h
(2−β) q
0 ‖u‖
q
Lq(Br)
)
≤ C
(∥∥∥∥ δ2hu|h|β
∥∥∥∥q
Lq(Br)
+ ‖u‖qLq(Br)
)(2.5)
3The constant blows-up as β ր 1, αր β and h0 ց 0.
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where we used the estimates on ∇χ and D2χ and the triangle inequality to estimate the Lq norm of δhu. The
constant C depends on α, β, q,N and h0 as before. By combining (2.3), (2.4) and (2.5), we obtain
[u]qWα,q(B̺) ≤ C
(
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|β
∥∥∥∥q
Lq(Br)
+ ‖u‖qLq(Br)
)
,
thus concluding the proof of the first inequality.
In order to prove the second inequality, we still use the cut-off function χ and the Leibniz rule (2.1) for δh(uχ).
We may write for 0 < |h| < h0∥∥∥∥ δhu|h|β
∥∥∥∥q
Lq(B̺)
≤
∥∥∥∥δhuχ|h|β
∥∥∥∥q
Lq(RN )
≤ C
(∥∥∥∥δh(uχ)|h|β
∥∥∥∥q
Lq(RN )
+
∥∥∥∥uh δhχ|h|β
∥∥∥∥q
Lq(RN )
)
≤ C
(∥∥∥∥δ2h(uχ)|h|β
∥∥∥∥q
Lq(RN )
+ ‖uh‖
q
Lq(BR+2h0/3)
+ ‖u‖qLq(BR+h0 )
)
≤ C
(∥∥∥∥δ2h(uχ)|h|β
∥∥∥∥q
Lq(RN )
+ ‖u‖qLq(BR+h0)
)
,
where we have used the bound on ∇χ and D2χ and [7, Lemma 2.3]. Finally we apply (2.5) to treat the term
containing δ2h(uχ). 
In what follows, we set
p∗s =

N p
N − s p
, if s p < N,
+∞, if s p > N,
and (p∗s)
′ =

N p
N p−N + s p
, if s p < N,
1, if s p > N.
.
Proposition 2.7 (Poincare´ & Sobolev). Suppose 1 < p < ∞ and 0 < s < 1. Let Ω ⊂ RN be an open and
bounded set. For every u ∈W s,p(RN ) such that u = 0 almost everywhere in RN \ Ω, we have
‖u‖p
Lp
∗
s (Ω)
≤ C1 [u]
p
W s,p(RN ), if s p < N,
‖u‖pL∞(Ω) ≤ C2 |Ω|
s p
N −1 [u]pW s,p(RN ), if s p > N,
‖u‖pLq(Ω) ≤ C3 |Ω|
p
q+
s p
N −1 [u]pW s,p(RN ), for every 1 ≤ q <∞, if s p = N
for constants C1 = C1(N, p, s) > 0, C2 = C2(N, p, s) > and C3 = C3(N, p, s, q) > 0. In particular, we also have
(2.6) ‖u‖pLp(Ω) ≤ C |Ω|
s p
N [u]p
W s,p(RN )
,
for some C = C(N, p, s) > 0.
In what follows, we will use the Campanato space Lq,λ, we refer to [19, Chapter 2] for the relevant definition.
Theorem 2.8 (Morrey-type embedding). Let 1 ≤ q <∞ and 0 < β < 1 be such that β q > N . If ψ ∈ N β,q∞ (R
N ),
then ψ ∈ C0,αloc (R
N ), for every 0 < α < β −N/q. More precisely, we have
sup
x 6=y
|ψ(x)− ψ(y)|
|x− y|α
≤ C
(
[ψ]Nβ,q∞ (RN )
)α q+N
β q (
‖ψ‖Lq(RN )
) (β−α)q−N
β q ,
with C = C(N, q, α, β) > 0 which blows-up as αր β −N/q.
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Proof. Let us fix a ball B and for every x0 ∈ B we consider the ball Bδ(x0), with δ > 0. We are going to show
that ψ belongs to the Campanato space Lq,γ q(B), for every N/q < γ < β.
By a slight abuse of notation we denote by
ψx0,δ =
 
B∩Bδ(x0)
ψ dx.
Then for N/q < γ < β we have
ˆ
B∩Bδ(x0)
|ψ − ψx0,δ|
q dx =
ˆ
B∩Bδ(x0)
∣∣∣∣∣
 
B∩Bδ(x0)
[
ψ(x)− ψ(y)
]
dy
∣∣∣∣∣
q
dx
≤
1
|B ∩Bδ(x0)|
¨
(B∩Bδ(x0))×(B∩Bδ(x0))
|ψ(x)− ψ(y)|q dx dy
≤ C
δN+γ q
|B ∩Bδ(x0)|
¨
(B∩Bδ(x0))×(B∩Bδ(x0))
|ψ(x)− ψ(y)|q
|x− y|N+γ q
dx dy
≤ C
δN+γ q
|B ∩Bδ(x0)|
¨
RN×RN
|ψ(x)− ψ(y)|q
|x− y|N+γ q
dx dy.
We now recall that from Proposition 2.5
[ψ]qWγ,q(RN ) ≤ C
β
(β − γ) γ
(
[ψ]q
Nβ,q∞ (RN )
) γ
β
(
‖ψ‖qLq(RN )
) β−γ
β
.
Finally, we observe that
ωN δ
N
2
≤ |B ∩Bδ(x0)|, for every x0 ∈ B.
Thus we obtain
sup
x0∈B, δ>0
δ−γ q
ˆ
B∩Bδ(x0)
|ψ − ψx0,δ|
q dx ≤ C
β
(β − γ) γ
(
[ψ]q
Nβ,q∞ (RN )
) γ
β
(
‖ψ‖q
Lq(RN )
) β−γ
β
.
This implies that ψ ∈ Lq,γ q(B), for every ball B ⊂ RN and every N/q < γ < β. By using that Lq,γ q(B) is
isomorphic to C0,α(B) (see [19, Theorem 2.9]) with α = γ −N/q and
[ψ]C0,α(B) ≤ C
(
sup
x0∈B, δ>0
δ−γ q
ˆ
B∩Bδ(x0)
|ψ − ψx0,δ|
q dx
) 1
q
,
we get the desired conclusion on the ball B. The constant C > 0 above does not depend on the size of the ball
B. Thus by the arbitrariness of B, we get the conclusion. 
2.4. Existence. We start with the following
Definition 2.9 (Local weak solution). Suppose 1 < p < ∞ and 0 < s < 1. Let Ω ⊂ RN be an open and
bounded set and f ∈ Lqloc(Ω), with
q ≥ (p∗s)
′ if s p 6= N or q > 1 if s p = N.
We say that u ∈W s,ploc (Ω) ∩ L
p−1
sp (R
N ) is a local weak solution of (−∆p)su = f in Ω if
(2.7)
¨
RN×RN
Jp(u(x) − u(y))
(
ϕ(x) − ϕ(y)
)
|x− y|N+s p
dx dy =
ˆ
Ω
f ϕ dx,
for every ϕ ∈W s,p(Ω) compactly supported in Ω.
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We now want to detail the notion of weak solutions to a Dirichlet boundary value problem for (−∆p)s. With
this aim, we introduce the following space: given Ω ⋐ Ω′ ⊂ RN open and bounded sets and g ∈ Lp−1s p (R
N ), we
define
Xs,pg (Ω,Ω
′) := {v ∈ W s,p(Ω′) ∩ Lp−1s p (R
N ) : v = g a. e. in RN \ Ω}.
Definition 2.10 (Dirichlet problem). Suppose 1 < p <∞ and 0 < s < 1. Let Ω ⋐ Ω′ ⊂ RN be two open and
bounded sets, f ∈ Lq(Ω), with
q ≥ (p∗s)
′ if s p 6= N or q > 1 if s p = N,
and g ∈ Lp−1sp (R
N ). We say that u ∈ Xs,pg (Ω,Ω
′) is a weak solution of the boundary value problem
(2.8)
{
(−∆p)s u = f, in Ω,
u = g, in RN \ Ω,
if (2.7) holds for every ϕ ∈ Xs,p0 (Ω,Ω
′).
About the space Xs,p0 (Ω,Ω
′), the following simple technical result will be useful.
Lemma 2.11. Let 1 < p <∞ and 0 < s < 1. Let Ω ⋐ Ω′ ⊂ RN be two open and bounded sets. Then for every
u ∈ Xs,p0 (Ω,Ω
′) we have
[u]p
W s,p(RN )
≤ [u]pW s,p(Ω′) +
C
s
dist(Ω,RN \ Ω′)−s p ‖u‖pLp(Ω),
for some C = C(N, p) > 0. In particular, we have the continuous embedding Xs,p0 (Ω,Ω
′) →֒W s,p(RN ).
Proof. We take u ∈ Xs,p0 (Ω,Ω
′) and then write
[u]pW s,p(RN ) =
¨
RN×RN
|u(x)− u(y)|p
|x− y|N+s p
dx dy
=
¨
Ω′×Ω′
|u(x)− u(y)|p
|x− y|N+s p
dx dy + 2
¨
Ω×(RN\Ω′)
|u(x)|p
|x− y|N+s p
dx dy,
where we used that u ≡ 0 outside Ω. It is only left to observe that
¨
Ω×(RN\Ω′)
|u(x)|p
|x− y|N+s p
dx dy =
ˆ
Ω
|u|p
(ˆ
RN\Ω′
dy
|x− y|N+s p
)
dx
≤
ˆ
Ω
|u|p
(ˆ
RN\Bd(x)(x)
dy
|x− y|N+s p
)
dx,
where d(x) = dist(x,RN \ Ω′). By computing the last integral and using that d ≥ dist(Ω,RN \ Ω′). we get the
desired conclusion. 
By enforcing the assumptions on g, a solution to (2.8) does exist. This is the content of the next result.
Proposition 2.12 (Existence). Suppose 1 < p <∞ and 0 < s < 1. Let Ω ⋐ Ω′ ⊂ RN be two open and bounded
sets, f ∈ Lq(Ω), with
q ≥ (p∗s)
′ if s p 6= N or q > 1 if s p = N,
and g ∈W s,p(Ω′) ∩ Lp−1sp (R
N ). Then problem (2.8) admits a unique weak solution u ∈ Xs,pg (Ω,Ω
′).
Proof. We can adapt the proof of [24, Theorem 1 & Remark 3], concerning the case f = 0. In what follows,
whenever X is a normed vector space, we denote by X∗ its topological dual. We endow the vector space
Xs,p0 (Ω,Ω
′) = {v ∈ W s,p(Ω′) ∩ Lp−1s p (R
N ) : v = 0 a. e. in RN \ Ω},
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with the norm of W s,p(Ω′). This is a separable reflexive Banach space. We now introduce the operator
A : Xs,pg (Ω;Ω
′)→ (W s,p(Ω′))∗ defined by
〈A(v), ϕ〉 =
¨
Ω′×Ω′
Jp(v(x) − v(y))
(
ϕ(x) − ϕ(y)
)
|x− y|N+s p
dx dy
+ 2
¨
Ω×(RN\Ω)′
Jp(v(x) − g(y))ϕ(x)
|x− y|N+s p
dx dy, v ∈ Xs,pg (Ω;Ω
′), ϕ ∈ W s,p(Ω′),
where 〈·, ·〉 denotes the relevant duality product. We know that A(v) ∈ (W s,p(Ω′))∗ for every v ∈ Xs,pg (Ω;Ω
′)
(see [24, Remark 1]). Moreover, we have that A has the following properties (see [24, Lemma 3]):
(1) for every v, u ∈ Xs,pg (Ω,Ω
′), we have
〈A(u)−A(v), u − v〉 ≥ 0;
(2) if {un}n∈N ⊂ Xs,pg (Ω,Ω
′) converges in W s,p(Ω′) to u ∈ Xs,pg (Ω,Ω
′), then
lim
n→∞
〈A(un)−A(u), v〉 = 0 for all v ∈ W
s,p(Ω′);
(3) we have
lim
‖u‖Ws,p(Ω′)→+∞
〈A(u)−A(g), u− g〉
‖u− g‖W s,p(Ω′)
= +∞.
Finally, we introduce the modified functional
A0(v) := A(v + g), for every v ∈ X
s,p
0 (Ω,Ω
′).
We observe that A0 : X
s,p
0 (Ω;Ω
′) → (W s,p(Ω′))∗ and that Xs,p0 (Ω;Ω
′) ⊂ W s,p(Ω′) with continuous injection.
This implies that there holds (W s,p(Ω′))∗ ⊂ (Xs,p0 (Ω;Ω
′))∗ as well, still with continuous injection. Thus A0
can be considered as an operator from Xs,p0 (Ω;Ω
′) to its topological dual. Moreover, properties (1), (2) and (3)
above imply that A0 is monotone, coercive and hemicontinuous (see [38, Chapter II, Section 2] for the relevant
definitions). It is only left to observe that under the standing assumptions, the linear functional
Tf : v 7→
ˆ
Ω
f v dx, v ∈ Xs,p0 (Ω,Ω
′),
belongs to the topological dual of Xs,p0 (Ω,Ω
′). Indeed, for every v ∈ Xs,p0 (Ω;Ω
′) we have4
|Tf (v)| =
∣∣∣∣ˆ
Ω
f v dx
∣∣∣∣ ≤ ‖f‖Lq(Ω) ‖v‖Lq′ (Ω) ≤ |Ω| 1q′− 1p∗s ‖f‖Lq(Ω) ‖v‖Lp∗s (Ω),
and the last term can be controlled by means of the Sobolev inequality in Proposition 2.7, thanks to the fact
that Xs,p0 (Ω,Ω
′) ⊂ W s,p(RN ) by Lemma 2.11. Then by [38, Corollary 2.2] we get existence of v ∈ Xs,p0 (Ω,Ω
′)
such that
〈A0(v), ϕ〉 = 〈Tf , ϕ〉, for every ϕ ∈ X
s,p
0 (Ω,Ω
′).
By definition, this is equivalent to
〈A(v + g), ϕ〉 = 〈Tf , ϕ〉, for every ϕ ∈ X
s,p
0 (Ω,Ω
′),
i.e.
¨
Ω′×Ω′
Jp(v(x) + g(x)− v(y)− g(y))
(
ϕ(x) − ϕ(y)
)
|x− y|N+s p
dx dy
+ 2
¨
Ω×(RN\Ω′)
Jp(v(x) + g(x)− g(y))ϕ(x)
|x− y|N+s p
dx dy =
ˆ
Ω
f ϕ dx.
4We assume for simplicity that s p 6= N . The borderline case s p = N can be treated in the same manner, we leave the details
to the reader.
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By observing that v = 0 in RN \ Ω and that
2
¨
Ω×(RN\Ω′)
Jp(v(x) + g(x)− g(y))ϕ(x)
|x− y|N+s p
dx dy
=
¨
Ω×(RN\Ω′)
Jp(v(x) + g(x)− v(y)− g(y))ϕ(x)
|x− y|N+s p
dx dy
−
¨
(RN\Ω′)×Ω
Jp(v(x) + g(x)− v(y)− g(y))ϕ(y)
|x− y|N+s p
dx dy,
this is the same as (2.7). Then v+g is the desired solution. Uniqueness now follows from the strict monotonicity
of the operator A0. 
Remark 2.13 (Variational solutions). We observe that under the slightly stronger assumption g ∈W s,p(Ω′)∩
Lps p(R
N ), existence of the solution to (2.8) can be obtained by solving the following strictly convex variational
problem
min
{
F(v) : v ∈ Xs,pg (Ω) ∩ L
p
s p(R
N )
}
,
where the functional F is defined by
F(v) =
1
p
¨
Ω′×Ω′
|v(x)− v(y)|p
|x− y|N+s p
dx dy +
2
p
¨
Ω×(RN\Ω′)
|v(x) − g(y)|p
|x− y|N+s p
dx dy −
ˆ
Ω
f v dx.
Existence of a minimizer can be easily inferred by using the Direct Methods in the Calculus of Variations, see
for example [19].
3. Basic regularity estimates
3.1. Known results. In this section we list some known regularity results for weak solutions. We start with
the following important result, contained in [16, Theorem 1.2]. The proof in [16] is performed under the stronger
assumption that the boundary datum g is in W s,p(RN ). However, a closer inspection of the proof reveals that
this is not needed, see also [26, Remarks 1.1 & 2.1].
We use the standard notation
oscEψ = sup
E
ψ − inf
E
ψ.
Theorem 3.1 (Ho¨lder continuity for (s, p)−harmonic functions). Let 1 < p <∞, 0 < s < 1 and E ⋐ E′ ⊂ RN
be open and bounded sets. Let v ∈ Xs,pg (E,E
′) be the solution to{
(−∆p)s v = 0, in E,
v = g, in RN \ E,
for some g ∈ W s,p(E′) ∩ Lp−1s p (R
N ). Then there exists α = α(N, s, p) > 0 such that for every B2R(x0) ⋐ E we
have
(3.1) oscBr(x0)v ≤ C
( r
R
)α ( 
B2R(x0)
|v|p dx
) 1
p
+Tailp−1,s p
(
v;x0,
R
2
) ,
for every 0 < r ≤ R. In particular,
(3.2)
ˆ
Br(x0)
|v − vx0,r|
p
dx ≤ C rN
( r
R
)αp [ 
B2R(x0)
|v|p dx+Tailp−1,s p
(
v;x0,
R
2
)p]
.
Here C = C(N, s, p) > 0.
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Proof. The estimate (3.1) is proved in [16, Theorem 1.2]. Here we just show how to get the excess decay estimate
(3.2) from (3.1). We have
ˆ
Br(x0)
|v − vx0,r|
p
=
ˆ
Br(x0)
∣∣∣∣∣
 
Br(x0)
(
v(x) − v(y)
)
dy
∣∣∣∣∣
p
dx
≤
ˆ
Br(x0)
 
Br(x0)
|v(x) − v(y)|p dy dx
≤
ˆ
Br(x0)
(
oscBr(x0)v
)p
dx = ωN r
N
(
oscBr(x0)v
)p
.
By using (3.1), we get the desired conclusion. 
A local L∞-bound for solutions with a right-hand side will be needed. The result below is [9, Theorem 3.8].
Just like for the previous result, the stronger assumption g ∈W s,p(RN ) stated in [9] is not needed.
Theorem 3.2 (Local boundedness). Let 1 < p < ∞ and 0 < s < 1. Let E ⋐ E′ ⊂ RN be open and bounded
sets. For f ∈ Lq(E) with 
q >
N
s p
, if s p ≤ N,
q ≥ 1, if s p > N,
take u ∈ Xs,pg (E,E
′) to be the weak solution to{
(−∆p)s u = f, in E,
u = g, in RN \ E,
for some g ∈ W s,p(E′)∩Lp−1s p (R
N ). For every R > 0 such that BR(x0) ⋐ E and every 0 < σ < 1, the following
scaling invariant estimate holds
‖u‖L∞(BσR(x0)) ≤ C
( 
BR(x0)
|u|p dx
) 1
p
+ Tailp−1,s p(u;x0, σR) +
(
Rs p−
N
q ‖f‖Lq(BR(x0))
) 1
p−1
 ,
where C = C(N, s, p, q, σ) > 0.
Remark 3.3. From the previous result, we get in particular that if f ∈ Lqloc(Ω) with
q >
N
s p
, if s p ≤ N,
q ≥ 1, if s p > N,
and u ∈ W s,ploc (Ω)∩L
p−1
s p (R
N ) is a local weak solution of (−∆p)su = f in Ω, then u ∈ L∞loc(Ω). Indeed, for every
B2R(x0) ⋐ Ω, we have that u is the weak solution to{
(−∆p)s u = f, in BR(x0),
u = u, in RN \BR(x0),
and the boundary datum (which is u itself) lies in W s,p(B2R(x0)) ∩ Lp−1s p (R
N ). Then Theorem 3.2 implies
u ∈ L∞(BσR(x0)), for every 0 < σ < 1.
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3.2. Ho¨lder regularity for non-homogeneous equations. Here we prove that local weak solutions of
(−∆p)
su = f,
are in C0,β for some 0 < β < s, provided that f is integrable enough. We establish the result by transferring
the excess decay estimate of Theorem 3.1 from an (s, p)−harmonic function to the solution u.
Lemma 3.4. Let p ≥ 2, 0 < s < 1 and Ω ⊂ RN be an open and bounded set. For f ∈ Lqloc(Ω), with
q ≥ (p∗s)
′ if s p 6= N or q > 1 if s p = N,
we consider a local weak solution u ∈W s,ploc (Ω) ∩ L
p−1
s p (R
N ) of the equation
(−∆p)
su = f, in Ω.
We take a pair of concentric balls B ⋐ B′ ⋐ Ω, and define v ∈ Xs,pu (B,B
′) the unique weak solution of{
(−∆p)s v = 0, in B,
v = u, in RN \B.
Then for s p 6= N we have
(3.3) [u− v]pW s,p(RN ) ≤ C |B|
p′
q′
− pp−1
N−s p
N p
(ˆ
B
|f |q dx
) p′
q
,
and also
(3.4)
 
B
|u− v|p dx ≤ C |B|
p′
q′
− pp−1
N−s p
N p +
s p
N −1
(ˆ
B
|f |q dx
) p′
q
,
for a constant C = C(N, p, s) > 0.
In the case s p = N , we have the same estimates with N p/(N−s p) replaced by an arbitrary exponent m <∞
and the constant C depending on m as well.
Proof. We first observe that v exists thanks to Proposition 2.12, since u ∈ W s,p(B′) ∩ Lp−1s p (R
N ). Subtracting
the weak formulations of the equations solved by u and v, we get
¨
RN×RN
(
Jp(u(x)− u(y))− Jp(v(x) − v(y))
) (
ϕ(x)− ϕ(y)
)
|x− y|N+s p
dx dy =
ˆ
f ϕ dx,
for every ϕ ∈ Xs,p0 (B,B
′). With ϕ = u− v (which is admissible by definition of Xs,pu (B,B
′)), we use inequality
(A.4) to get5
[u− v]p
W s,p(RN )
≤ C
ˆ
B
f (u− v) dx ≤ C
(ˆ
B
|f |q dx
) 1
q
(ˆ
B
|u− v|q
′
dx
) 1
q′
≤ C |B|
1
q′
− 1
p∗s
(ˆ
B
|f |q dx
) 1
q
‖u− v‖Lp∗s (B)
≤ C |B|
1
q′
− 1
p∗s
(ˆ
B
|f |q dx
) 1
q
[u− v]W s,p(RN ),
where we used the Sobolev inequality for the space Xs,p0 (B,B
′), see Proposition 2.7 and Lemma 2.11. By
simplifying a factor [u− v]W s,p(RN ), we obtain
[u− v]p−1
W s,p(RN )
≤ C |B|
1
q′
− 1
p∗s
(ˆ
B
|f |q dx
) 1
q
,
which in turn gives (3.3).
Estimate (3.4) now follows by applying Poincare´’s inequality in (3.3), see again Proposition 2.7. 
5As usual, for simplicity we only treat the case s p < N . The case s p ≥ N can be handled similarly.
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Lemma 3.5 (Decay transfer). Let p ≥ 2, 0 < s < 1 and Ω ⊂ RN be an open and bounded set. For f ∈ Lqloc(Ω)
with
q ≥ (p∗s)
′ if s p 6= N or q > 1 if s p = N,
we consider a local weak solution u ∈W s,ploc (Ω) ∩ L
p−1
s p (R
N ) of the equation
(−∆p)
su = f, in Ω.
If B4R(x0) ⋐ Ω, then we have the excess decay estimate
 
Br(x0)
|u− ux0,r|
p dx ≤ C
(
R
r
)N
Rγ ‖f‖p
′
Lq(B4R(x0))
+ C
( r
R
)αp [
Rγ ‖f‖p
′
Lq(B4R(x0))
+
 
B4R(x0)
|u|p dx+Tailp−1,sp (u;x0, 4R)
p
]
,
for every 0 < r ≤ R. Here
(3.5) γ :=

s p p′ +N
(
p′
q′
−
1
p− 1
− 1
)
, if s p 6= N,
N p′
(
1
q′
−
1
m
)
, for an arbitrary q′ < m <∞, if s p = N.
and C = C(N, s, p, q,m) > 0. The exponent α is the same as in Theorem 3.1.
Proof. As always, for simplicity we work with the case s p < N . Take a ball B4R(x0) ⋐ Ω, and define v ∈
Xs,pu (B3R(x0), B4R(x0)) the unique solution to the Dirichlet boundary value problem{
(−∆p)s v = 0, in B3R(x0),
v = u, in RN \B3R(x0).
We start by observing that
|ux0,r − vx0,r|
p =
∣∣∣∣∣
 
Br(x0)
[u− v] dx
∣∣∣∣∣
p
≤
 
Br(x0)
|u− v|p dx,
thus  
Br(x0)
|u− ux0,r|
p dx ≤ C
 
Br(x0)
|u − v|p dx+ C
 
Br(x0)
|ux0,r − vx0,r|
p dx
+ C
 
Br(x0)
|v − vx0,r|
p dx
≤ 2C
 
Br(x0)
|u− v|p dx+ C
 
Br(x0)
|v − vx0,r|
p dx,
where C = C(p) > 0. By using Lemma 3.4 and Theorem 3.1 for v with E = B3R(x0) and E
′ = B4R(x0), we
obtain for 0 < r ≤ R
 
Br(x0)
|u− ux0,r|
p dx ≤ C
(
R
r
)N
R
s p+N
(
p′
q′
− p
′
p∗s
−1
) (ˆ
B3R(x0)
|f |q dx
) p′
q
+ C
( r
R
)αp [ 
B2R(x0)
|v|p dx+Tailp−1,sp
(
v;x0,
R
2
)p]
,
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with C = C(N, s, p). For the second term, we use Lemma 2.3 with x1 = x0 and deduce
Tailp−1,s p
(
v;x0,
R
2
)p
≤ C
(
Tailp−1,sp(u;x0, 4R)
p +
 
B4R(x0)
|v|p dx
)
.
Finally, we use Lemma 3.4 again and obtain 
B4R(x0)
|v|p dx ≤ C
 
B4R(x0)
|v − u|p dx + C
 
B4R(x0)
|u|p dx
≤ C R
s p+N
(
p′
q′
− p
′
p∗s
−1
) (ˆ
B4R(x0)
|f |q dx
) p′
q
+ C
 
B4R(x0)
|u|p dx.
Here C = C(N, s, p). This concludes the proof. 
We can now obtain Ho¨lder regularity of solutions to the non-homogeneous equation.
Theorem 3.6. Let p ≥ 2 and 0 < s < 1. For f ∈ Lqloc(Ω) with q > max
{
N
sp
, 1
}
, if s p ≤ N,
q ≥ 1, if s p > N,
we consider a local weak solution u ∈W s,ploc (Ω) ∩ L
p−1
s p (R
N ) of the equation
(−∆p)
su = f, in Ω.
We set
β =
γ
N + αp+ γ
α,
where γ is as in (3.5) and α as in Theorem 3.1. Then u ∈ C0,βloc (Ω).
More precisely, for every ball BR0(z) ⋐ Ω we have the estimate
[u]p
C0,β(BR0(z))
≤ C
[
‖f‖p
′
Lq(BR1 (z))
+ ‖u‖pL∞(BR1 (z))
+Tailp−1,sp (u; z,R1)
p
+ 1
]
,
where
R1 = R0 +
dist(BR0(z), ∂Ω)
2
.
The constant C depends only on N, p, s, q, R0 and dist(BR0(z), ∂Ω).
Proof. Take a ball BR0(z) ⋐ Ω and set
d = dist(BR0(z), ∂Ω) > 0 and R1 =
d
2
+R0.
Choose a point x0 ∈ BR0(z) and consider the ball B4R(x0) with R < min{1, d/8}. We observe that q > (p
∗
s)
′.
If6 s p 6= N , we may apply Lemma 3.5 and obtain 
Br(x0)
|u− ux0,r|
p dx ≤ C
(
R
r
)N
Rγ ‖f‖p
′
Lq(B4R(x0))
+ C
( r
R
)α p [
Rγ ‖f‖p
′
Lq(B4R(x0))
+
 
B4R(x0)
|u|p dx+Tailp−1,s p (u;x0, 4R)
p
]
≤ C
(
R
r
)N
Rγ ‖f‖p
′
Lq(BR1(z))
+ C
( r
R
)α p [
dγ ‖f‖p
′
Lq(BR1(z))
+ ‖u‖pL∞(BR1(z))
+Tailp−1,s p (u;x0, 4R)
p
]
,
6For the conformal case s p = N , it is sufficient to reproduce the proof, by using Lemma 3.5 with an exponent m > q′.
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for every 0 < r ≤ R < min{1, d/8}. Here we used that u ∈ L∞loc(Ω), thanks to the hypothesis on f and
Theorem 3.2. For the tail term, we can use (2.2) of Lemma 2.3 with m =∞ with B4R(x0) ⊂ BR1(z), then for
R < min{1, δ/8} we have
Tailp−1,s p (u;x0, 4R)
p−1 ≤
(
4R
R1
)s p (
4R
R1 − |x0 − z|
)N+s p
Tailp−1,s p (u; z,R1)
p−1
+ C ‖u‖p−1L∞(BR1 (z))
≤ Tailp−1,s p (u; z,R1)
p−1 + C ‖u‖p−1L∞(BR1(z))
.
In the second estimate, we used that
4R
R1
<
d
2
R0 +
d
2
< 1 and
4R
R1 − |x0 − z|
≤
4R
R1 −R0
< 1.
In conclusion,
 
Br(x0)
|u− ux0,r|
p dx ≤ C
(
R
r
)N
Rγ ‖f‖p
′
Lq(BR1(z))
+ C
( r
R
)α p [
dγ ‖f‖p
′
Lq(BR1(z))
+ ‖u‖pL∞(BR1(z))
+Tailp−1,s p (u; z,R1)
p
]
,
possibly with a different constant C = C(N, s, p, q) > 0. Observe that thanks to the hypothesis on q, we have
γ := s p+N
(
p′
q′
−
p′
p∗s
− 1
)
> 0.
Then we make the choice r = Rθ, with
θ = 1 +
γ
N + αp
.
For every 0 < r ≤ min{1, (d/8)θ} and every x0 ∈ BR0(z), we obtain
r−β p
 
Br(x0)∩BR0(z)
|u− ux0,r|
p dx ≤ C
[
(dγ + 1) ‖f‖p
′
Lq(BR1(z))
+ ‖u‖pL∞(BR1 (z))
+Tailp−1,s p (u; z,R1)
p
]
,
where
β =
γ α
N + αp+ γ
> 0.
This shows that u belongs to the Campanato space Lp,N+β p(BR0(z)), which is isomorphic to C
0,β(BR0(z)).
This implies the desired conclusion. 
4. Almost Cs-regularity: homogeneous case
In what follows, we use the notation BR for the N−dimensional open ball of radius R, centered at the origin.
The cornerstone of our main result is the following integrability gain for the s−derivative
δ2hu
|h|s
,
of an (s, p)−harmonic function.
Proposition 4.1. Assume p ≥ 2 and 0 < s < 1. Let u ∈ W s,ploc (B2) ∩ L
p−1
s p (R
N ) be a local weak solution of
(−∆p)
su = 0 in B2. Suppose that
(4.1) ‖u‖L∞(B1) ≤ 1 and Tailp−1,s p(u; 0, 1)
p−1 =
ˆ
RN\B1
|u(y)|p−1
|y|N+s p
dy ≤ 1,
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and that for some q ≥ p and 0 < h0 < 1/10 we have
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(B1)
< +∞.
Then for every radius 4 h0 < R ≤ 1− 5 h0 we have
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|s
∥∥∥∥q+1
Lq+1(BR−4h0 )
≤ C
(
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0 )
+ 1
)
.
Here C = C(N, s, p, q, h0) > 0 and C ր +∞ as h0 ց 0.
Proof. We first observe that u ∈ L∞loc(B2), thanks to Theorem 3.2 and Remark 3.3. Thus the first hypothesis
does make sense. We divide the proof into five steps.
Step 1: Discrete differentiation of the equation. For notational simplicity, set
r = R− 4 h0 and dµ(x, y) =
dx dy
|x− y|N+s p
.
Take a test function ϕ ∈ W s,p(BR), vanishing outside B(R+r)/2. By testing (2.7) with ϕ−h for h ∈ R
N \ {0}
with |h| < h0 and then changing variables, we get
(4.2)
¨
RN×RN
(
Jp(uh(x) − uh(y))
)(
ϕ(x)− ϕ(y)
)
dµ(x, y) = 0.
We subtract (2.7) from (4.2) and divide by |h| > 0 to getˆ
RN×RN
Jp(uh(x)− uh(y))− Jp(u(x) − u(y))
|h|
(
ϕ(x) − ϕ(y)
)
dµ = 0,(4.3)
for every ϕ ∈W s,p(BR), vanishing outside B(R+r)/2. Let β ≥ 1 and ϑ > 0, and use (4.3) with the test function
ϕ = Jβ+1
(
uh − u
|h|ϑ
)
ηp, 0 < |h| < h0,
where η is a non-negative standard Lipschitz cut-off function such that
η ≡ 1 on Br, η ≡ 0 on R
N \B(R+r)/2. |∇η| ≤
C
R− r
=
C
4 h0
.
Note that these assumptions implies ∣∣∣∣δhη|h|
∣∣∣∣ ≤ Ch0 .
We get
¨
RN×RN
(
Jp(uh(x)− uh(y))− Jp(u(x) − u(y))
)
|h|1+ϑβ
×
(
Jβ+1(uh(x)− u(x)) η(x)
p − Jβ+1(uh(y)− u(y)) η(y)
p
)
dµ = 0.
The double integral is now divided into three pieces:
I1 :=
¨
BR×BR
(
Jp(uh(x)− uh(y))− Jp(u(x) − u(y))
)
|h|1+ϑβ
×
(
Jβ+1(uh(x)− u(x)) η(x)
p − Jβ+1(uh(y)− u(y)) η(y)
p
)
dµ,
I2 :=
¨
BR+r
2
×(RN\BR)
(
Jp(uh(x)− uh(y))− Jp(u(x)− u(y))
)
|h|1+ϑβ
Jβ+1(uh(x)− u(x)) η(x)
p dµ,
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and
I3 := −
¨
(RN\BR)×BR+r
2
(
Jp(uh(x) − uh(y))− Jp(u(x)− u(y))
)
|h|1+ϑβ
Jβ+1(uh(y)− u(y)) η(y)
p dµ,
where we used that η vanishes identically outside B(R+r)/2.
We will estimate I1 in what follows. We start by observing that
Jβ+1(uh(x)− u(x)) η(x)
p − Jβ+1(uh(y)− u(y)) η(y)
p
=
(
Jβ+1(uh(x)− u(x))− Jβ+1(uh(y)− u(y))
)
2
(
η(x)p + η(y)p
)
+
(
Jβ+1(uh(x) − u(x)) + Jβ+1(uh(y)− u(y))
)
2
(η(x)p − η(y)p).
Thus
(
Jp(uh(x) − uh(y))− Jp(u(x)− u(y))
)(
Jβ(uh(x)− u(x)) η(x)
p − Jβ(uh(y)− u(y)) η(y)
p
)
≥
(
Jp(uh(x)− uh(y))− Jp(u(x)− u(y))
)
×
(
Jβ+1(uh(x)− u(x)) − Jβ+1(uh(y)− u(y))
) (η(x)p + η(y)p
2
)
−
∣∣∣Jp(uh(x) − uh(y))− Jp(u(x)− u(y))∣∣∣
×
(
|uh(x)− u(x)|
β + |uh(y)− u(y)|
β
) ∣∣∣∣η(x)p − η(y)p2
∣∣∣∣ .
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The first term in the last expression has a positive sign. For the negative term, we proceed like this: we use
(A.2), Young’s inequality and then (A.7)∣∣∣Jp(uh(x) − uh(y))− Jp(u(x)− u(y))∣∣∣(|uh(x)− u(x)|β + |uh(y)− u(y)|β) ∣∣∣∣η(x)p − η(y)p2
∣∣∣∣
≤ 2
p− 1
p
(
|uh(x) − uh(y)|
p−2
2 + |u(x)− u(y)|
p−2
2
)
×
∣∣∣|uh(x)− uh(y)| p−22 (uh(x)− uh(y))− |u(x)− u(y)| p−22 (u(x) − u(y))∣∣∣
×
(
|uh(x) − u(x)|
β + |uh(y)− u(y)|
β
) η(x) p2 + η(y) p2
2
∣∣∣η(x) p2 − η(y) p2 ∣∣∣
≤
C
ε
(
|uh(x)− uh(y)|
p−2
2 + |u(x)− u(y)|
p−2
2
)2
× (|uh(x) − u(x)|
β+1 + |uh(y)− u(y)|
β+1)
∣∣∣η(x) p2 − η(y) p2 ∣∣∣2
+ C ε
∣∣∣|uh(x) − uh(y)| p−22 (uh(x) − uh(y))− |u(x)− u(y)| p−22 (u(x)− u(y))∣∣∣2
×
(
|uh(x) − u(x)|
β−1 + |uh(y)− u(y)|
β−1
)(
η(x)p + η(y)p
)
≤
C
ε
(
|uh(x)− uh(y)|
p−2
2 + |u(x)− u(y)|
p−2
2
)2
× (|uh(x) − u(x)|
β+1 + |uh(y)− u(y)|
β+1)
∣∣∣η(x) p2 − η(y) p2 ∣∣∣2
+ C ε
(
Jp(uh(x)− uh(y))− Jp(u(x) − u(y))
)
×
(
Jβ+1(uh(x)− u(x))− Jβ+1(uh(y)− u(y))
)(
η(x)p + η(y)p
)
,
where C = C(p) > 0 and ε > 0 is arbitrary. By putting all the estimates together and choosing ε sufficiently
small, we then get for a different C = C(p) > 0
I1 ≥
1
C
¨
BR×BR
(
Jp(uh(x) − uh(y))− Jp(u(x)− u(y))
)
|h|1+ϑβ
×
(
Jβ+1(uh(x)− u(x))− Jβ+1(uh(y)− u(y))
)
(η(x)p + η(y)p) dµ
− C
¨
BR×BR
(
|uh(x)− uh(y)|
p−2
2 + |u(x) − u(y)|
p−2
2
)2 ∣∣∣η(x) p2 − η(y) p2 ∣∣∣2
×
|uh(x)− u(x)|β+1 + |uh(y)− u(y)|β+1
|h|1+ϑβ
dµ.
We can further estimate the positive term by using (A.5). This leads us to
I1 ≥ c
¨
BR×BR
∣∣∣∣∣ |δhu(x)|
β−1
p δhu(x)
|h|
1+ϑβ
p
−
|δhu(y)|
β−1
p δhu(y)
|h|
1+ϑ β
p
∣∣∣∣∣
p
(η(x)p + η(y)p) dµ
− C
¨
BR×BR
(
|uh(x) − uh(y)|
p−2
2 + |u(x)− u(y)|
p−2
2
)2 ∣∣∣η(x) p2 − η(y) p2 ∣∣∣2 |δhu(x)|β+1 + |δhu(y)|β+1
|h|1+ϑβ
dµ,
where c = c(p, β) > 0 and C = C(p) > 0. We now observe that if we set for simplicity
A =
|δhu(x)|
β−1
p δhu(x)
|h|
1+ϑ β
p
and B =
|δhu(y)|
β−1
p δhu(y)
|h|
1+ϑ β
p
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and then use the convexity of τ 7→ τp, we have
|Aη(x)−B η(y)|p =
∣∣∣∣(A−B) η(x) + η(y)2 + (A+B) η(x)− η(y)2
∣∣∣∣p
≤
1
2
|A−B|p |η(x) + η(y)|p
+
1
2
|A+B|p |η(x) − η(y)|p
≤ 2p−2 |A−B|p (η(x)p + η(y)p)
+ 2p−2 (|A|p + |B|p) |η(x)− η(y)|p.
We thus get the following lower bound for I1
I1 ≥ c
[
|δhu|
β−1
p δhu
|h|
1+ϑ β
p
η
]p
W s,p(BR)
− C
¨
BR×BR
(
|uh(x)− uh(y)|
p−2
2 + |u(x)− u(y)|
p−2
2
)2 ∣∣∣η(x) p2 − η(y) p2 ∣∣∣2
×
|uh(x) − u(x)|
β+1 + |uh(y)− u(y)|
β+1
|h|1+ϑβ
dµ
− C
¨
BR×BR
(
|δhu(x)|β−1+p
|h|1+ϑβ
+
|δhu(y)|β−1+p
|h|1+ϑβ
)
|η(x) − η(y)|p dµ,
where c = c(p, β) > 0 and C = C(p, β) > 0. By recalling that I1 + I2 + I3 = 0 and using the estimate for I1,
we arrive at
(4.4)
[
|δhu|
β−1
p δhu
|h|
1+ϑ β
p
η
]p
W s,p(BR)
≤ C
(
I11 + I12 + |I2|+ |I3|
)
, for C = C(p, β) > 0,
where we set
I11 :=
¨
BR×BR
(
|uh(x)− uh(y)|
p−2
2 + |u(x)− u(y)|
p−2
2
)2 ∣∣∣η(x) p2 − η(y) p2 ∣∣∣2 |δhu(x)|β+1 + |δhu(y)|β+1
|h|1+ϑβ
dµ,
(4.5)
and
I12 :=
¨
BR×BR
(
|δhu(x)|β−1+p
|h|1+ϑβ
+
|δhu(y)|β−1+p
|h|1+ϑβ
)
|η(x) − η(y)|p dµ.
Step 2: Estimates of the local terms I11 and I12. We first treat I11, by estimating
¨
BR×BR
|u(x)− u(y)|p−2
∣∣∣η(x) p2 − η(y) p2 ∣∣∣2 |δhu(x)|β+1
|h|1+ϑβ
dµ.
The other terms of I11 can be dealt with similarly. By using that η is Lipschitz and that p ≥ 2, we get
¨
BR×BR
|u(x)− u(y)|p−2
∣∣∣η(x) p2 − η(y) p2 ∣∣∣2 |δhu(x)|β+1
|h|1+ϑβ
dµ
≤
C
h20
¨
BR×BR
|u(x)− u(y)|p−2
|x− y|N+s p−2
|δhu(x)|β+1
|h|1+ϑβ
dx dy.
HIGHER HO¨LDER REGULARITY 25
For p = 2, the last term reduces to¨
BR×BR
1
|x− y|N+2 s−2
|δhu(x)|
β+1
|h|1+ϑ β
dx dy =
ˆ
BR
(ˆ
BR
dy
|x− y|N+2 s−2
)
|δhu(x)|
β+1
|h|1+ϑ β
dx
≤ C
ˆ
BR
|δhu(x)|β+1
|h|1+ϑβ
dx
≤ C ‖u‖L∞(BR+h0)
ˆ
BR
|δhu(x)|β
|h|1+ϑ β
dx ≤ C
ˆ
BR
|δhu(x)|β
|h|1+ϑβ
dx
for some C = C(N, s) > 0.
For p > 2, we take instead
(4.6) ε = min
{
p− 2
2
,
1
s
− 1
}
> 0,
then by Young’s inequality with exponents q/(p− 2) and q/(q − p+ 2) we have7¨
BR×BR
|u(x)− u(y)|p−2
|x− y|N+s p−2
|δhu(x)|β+1
|h|1+ϑ β
dx dy
≤ C [u]q
W
s (p−2−ε)
p−2
,q
(BR)
+
(
C
h0
) 2 q
q−p+2
ˆ
BR
(ˆ
BR
|x− y|
q (2−2 s−ε s)
q−p+2 −N dy
)
|δhu(x)|
(β+1) qq−p+2
|h|(1+ϑ β)
q
q−p+2
dx
≤ C [u]q
W
s (p−2−ε)
p−2
,q
(BR+h0)
+
(
C
h0
) 2 q
q−p+2 q − p+ 2
q (2 − 2 s− ε s)
R
q (2−2 s−ε s)
q−p+2
ˆ
BR
|δhuh(x)|
(β+1) q
q−p+2
|h|(1+ϑ β)
q
q−p+2
dx
≤ C [u]q
W
s (p−2−ε)
p−2
,q
(BR+h0)
+ C ‖u‖
q
q−p+2
L∞(BR+h0)
ˆ
BR
|δhuh(x)|
β q
q−p+2
|h|(1+ϑ β)
q
q−p+2
dx
where C = C(N, h0, p, s, q) > 0. We also used that q ≥ p. Observe that the choice (4.6) of ε assures that
q (2− 2s− ε s)
q − p+ 2
> 0.
In order to estimate the term
[u]q
W
s (p−2−ε)
p−2
,q
(BR+h0 )
,
we use the Sobolev embedding, namely Lemma 2.6 with
α = s
(p− 2− ε)
p− 2
, β = s, r = R+ 4 h0, ̺ = R+ h0.
By further using that u is locally bounded, more precisely by (4.1), and since R+ 4h0 ≤ 1, we get
[u]q
W
s (p−2−ε)
p−2
,q
(BR+h0)
≤ C
(
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0 )
+ 1
)
.
Therefore, for p ≥ 2 we get
|I11| ≤ C
(ˆ
BR
|δhu(x)|
β q
q−p+2
|h|(1+ϑβ)
q
q−p+2
dx+ sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0)
+ 1
)
,
where C = C(N, h0, p, s, q) > 0.
7We realize that the second term of I11 can be estimated by exactly the same quantity except that BR is replaced by BR+h0
in the first term. This is the reason why we changed BR to BR+h0 above, so that both terms in I11 enjoy the same estimate.
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As for I12, we have¨
BR×BR
|δhu(x)|β−1+p
|h|1+ϑβ
|η(x) − η(y)|p
|x− y|N+s p
dx dy ≤ C
ˆ
BR
|δhu(x)|β−1+p
|h|1+ϑβ
dx(4.7)
≤ C
(ˆ
BR
|δhu(x)|
β qq−p+2
|h|(1+ϑβ)
q
q−p+2
dx +
ˆ
BR
|δhu(x)|
q (p−1)
p−2 dx
)
≤ C
(ˆ
BR
|δhu|
β qq−p+2
|h|(1+ϑβ)
q
q−p+2
dx+ 1
)
,
where we used the Lipschitz character of η, treated the integral in y as we did above, used the fact that
β − 1 + p ≥ β, Young’s inequality with exponents8 q/(p − 2) and q/(q − p + 2) and that u is bounded. Here
C = C(N, h0, p, s, q) > 0. Thus, we obtain
|I12| ≤ C
(ˆ
BR
|δhu|
β qq−p+2
|h|(1+ϑ β)
q
q−p+2
dx+ 1
)
, with C = C(N, h0, p, s, q) > 0.
If we now use these estimates in (4.4), we get[
|δhu|
β−1
p δhu
|h|
1+ϑ β
p
η
]p
W s,p(BR)
≤ C
ˆ
BR
∣∣∣∣∣ δhu|h| 1+ϑββ
∣∣∣∣∣
β q
q−p+2
dx+ sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0)
+ 1

+ C
(
|I2|+ |I3|
)
, with C = C(h0, N, p, s, q) > 0.
(4.8)
Step 3: Estimates of the nonlocal terms I2 and I3. Both nonlocal terms I2 and I3 can be treated in the
same way. We only estimate I2 for simplicity. Since |u| ≤ 1 in B1, we have∣∣∣(Jp(uh(x)− uh(y))− Jp(u(x)− u(y))Jβ+1(δhu(x))∣∣∣ ≤ C (1 + |uh(y)|p−1 + |u(y)|p−1) |δhu(x)|β ,
where C = C(p) > 0. For x ∈ B(R+r)/2 we have B(R−r)/2(x) ⊂ BR and thusˆ
RN\BR
1
|x− y|N+s p
dy ≤
ˆ
RN\BR−r
2
(x)
1
|x− y|N+s p
dy ≤ C(N, h0, p, s),
by recalling that R − r = 4 h0. By using Lemma 2.2 we get for x ∈ B(R+r)/2 and then Lemma 2.3ˆ
RN\BR
|u(y)|p−1
|x− y|N+s p
dy ≤
(
2R
R− r
)N+s p ˆ
RN\BR
|u(y)|p−1
|y|N+s p
dy
≤
(
2R
R− r
)N+s p ˆ
RN\B1
|u(y)|p−1
|y|N+s p
dy +
(
2R
R− r
)N+s p
R−N
ˆ
B1
|u|p−1 dy
≤ C(N, h0, p, s).
In the last estimate we have used the bounds assumed on u and 4 h0 < R ≤ 1. The term involving uh can be
estimated similarly. Recall also that η = 0 outside B(R+r)/2. Hence, we have
|I2|+ |I3| ≤ C
ˆ
BR+r
2
|δhu|β
|h|1+ϑβ
dx ≤ C
1 + ˆ
BR
∣∣∣∣∣ δhu|h| 1+ϑββ
∣∣∣∣∣
β q
q−p+2
dx
 ,(4.9)
8Only in the case p > 2, for p = 2 it is not needed, we simply estimate
|δhu(x)|
β+1 ≤ 2 ‖u‖L∞(BR+h0 )
|δhu(x)|
β .
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by Young’s inequality. Here C = C(N, h0, s, p) > 0 as always. By inserting this estimate in (4.8), we obtain[
|δhu|
β−1
p δhu
|h|
1+ϑβ
p
η
]p
W s,p(BR)
≤ C
ˆ
BR
∣∣∣∣∣ δhu|h| 1+ϑββ
∣∣∣∣∣
β q
q−p+2
dx+ sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0)
+ 1
(4.10)
Step 4: Going back to the equation. For ξ, h ∈ RN \ {0} such that |h|, |ξ| < h0, we use inequality (A.3)
with the choices
A = u(x+ h+ ξ)− u(x+ ξ), B = u(x+ h)− u(x), γ =
β − 1 + p
p
to arrive at
(4.11)
∥∥∥∥∥ δξδhu|ξ| s pβ−1+p |h| 1+ϑ ββ−1+p
∥∥∥∥∥
β−1+p
Lβ−1+p(Br)
≤ C
∥∥∥∥∥∥
δξ
(
|δhu|
β−1
p δhu
)
|ξ|s |h|
1+ϑ β
p
∥∥∥∥∥∥
p
Lp(Br)
≤ C
∥∥∥∥∥η δξ|ξ|s
(
|δhu|
β−1
p (δhu)
|h|
1+ϑ β
p
)∥∥∥∥∥
p
Lp(RN )
,
where C = C(β) > 0. Here we used that η ≡ 1 on Br. Now by the discrete Leibniz rule (2.1), we write
η δξ
(
|δhu|
β−1
p (δhu)
)
= δξ
(
η |δhu|
β−1
p (δhu)
)
−
(
|δhu|
β−1
p (δhu)
)
ξ
δξη,
and thus find
(4.12)∥∥∥∥∥ δξδhu|ξ| s pβ−1+p |h| 1+ϑ ββ−1+p
∥∥∥∥∥
β−1+p
Lβ−1+p(Br)
≤ C
∥∥∥∥∥ δξ|ξ|s
(
|δhu|
β−1
p (δhu) η
|h|
1+ϑβ
p
)∥∥∥∥∥
p
Lp(RN )
+ C
∥∥∥∥∥∥∥
δξη
|ξ|s
(
|δhu|
β−1
p (δhu)
)
ξ
|h|
1+ϑβ
p
∥∥∥∥∥∥∥
p
Lp(RN )
,
where C = C(p, β) > 0. For the first term in (4.12), we apply [7, Proposition 2.6] with the choice
ψ =
|δhu|
β−1
p (δhu) η
|h|
1+ϑ β
p
,
and get
(4.13) sup
|ξ|>0
∥∥∥∥∥ δξ|ξ|s |δhu|
β−1
p (δhu) η
|h|
1+ϑ β
p
∥∥∥∥∥
p
Lp(RN )
≤ C (1 − s)
[
|δhu|
β−1
p (δhu) η
|h|
1+ϑ β
p
]p
W s,p(BR)
,
where C = C(N, h0, p) > 0. Here we also used that
R+r
2 + 2h0 = R.
As for the second term in (4.12), we observe that for every 0 < |ξ| < h0∥∥∥∥∥∥∥
δξη
|ξ|s
(
|δhu|
β−1
p (δhu)
)
ξ
|h|
1+ϑβ
p
∥∥∥∥∥∥∥
p
Lp(RN )
≤ C
∥∥∥∥∥∥∥
(
|δhu|
β−1
p (δhu)
)
ξ
|h|
1+ϑβ
p
∥∥∥∥∥∥∥
p
Lp(BR+r
2
+h0
)
≤ C
ˆ
BR+r
2
+2h0
|δhu|β−1+p
|h|1+ϑβ
dx
≤ C
ˆ
BR
|δhu|β
|h|1+ϑβ
dx
≤ C
ˆ
BR
∣∣∣∣∣ δhu|h| 1+ϑββ
∣∣∣∣∣
q β
q−p+2
dx+ 1
 ,
(4.14)
where C = C(N, h0, p, s) > 0. Here we have used the estimates of ∇η, the fact that u is bounded and Young’s
inequality with exponents q/(p− 2) and q/(q − p+ 2).
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From (4.12), (4.13), and (4.14) we get for any 0 < |ξ| < h0
(4.15)
∥∥∥∥∥ δξδhu|ξ| s pβ−1+p |h| 1+ϑ ββ−1+p
∥∥∥∥∥
β−1+p
Lβ−1+p(Br)
≤ C
[
|δhu|
β−1
p (δhu)
|h|
1+ϑ β
p
η
]p
W s,p(B(R))
+ C
ˆ
BR
∣∣∣∣∣ δhu|h| 1+ϑββ
∣∣∣∣∣
q β
q−p+2
dx+ 1
 ,
with C = C(N, h0, s, p, β) > 0. We then choose ξ = h and take the supremum over h for 0 < |h| < h0. Then
(4.15) together with (4.10) imply
(4.16)
sup
0<|h|<h0
ˆ
Br
∣∣∣∣∣ δ2hu|h| 1+s p+ϑ ββ−1+p
∣∣∣∣∣
β−1+p
dx ≤ C
 sup
0<|h|<h0
ˆ
BR
∣∣∣∣∣ δhu|h| 1+ϑ ββ
∣∣∣∣∣
q β
q−p+2
dx + sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0 )
+ 1
 ,
where C = C(N, h0, p, q, s, β) > 0. By observing that (1 + ϑβ)/β = s < 1, we can use the second estimate of
Lemma 2.6 and replace the first order difference quotients in the right-hand side of (4.16) with second order
ones. This gives
(4.17)
sup
0<|h|<h0
ˆ
Br
∣∣∣∣∣ δ2hu|h| 1+s p+ϑββ−1+p
∣∣∣∣∣
β−1+p
dx ≤ C
 sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1+ϑββ
∥∥∥∥∥
q β
q−p+2
L
q β
q−p+2 (BR+4h0)
+ sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0 )
+ 1
 ,
for some constant C = C(N, h0, p, q, s, β) > 0.
Step 5: Conclusion. We now specify our choices for β and ϑ. We set
(4.18) β = q − p+ 2 and ϑ =
(q − p+ 2) s− 1
q − p+ 2
.
In particular we obtain
1 + s p+ ϑβ
β − 1 + p
=
s
q + 1
+ s,
β − 1 + p = q + 1,
q β
q − p+ 2
= q,
and
1 + ϑβ
β
= s.
Then (4.17) becomes
sup
0<|h|<h0
∥∥∥∥ δ2hu|h| sq+1+s
∥∥∥∥q+1
Lq+1(Br)
≤ C
(
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0 )
+ 1
)
,
where C = C(N, h0, p, q, s) > 0. In particular, up to modifying the constant C, we obtain
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q+1
Lq+1(BR−4h0 )
≤ C
(
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥q
Lq(BR+4h0 )
+ 1
)
,
as desired, where we recall that r = R− 4 h0. 
By iterating the previous result, we can obtain the following regularity result for (s, p)−harmonic functions.
This is the main outcome of this section.
Theorem 4.2 (Almost Cs regularity for (s, p)−harmonic functions.). Let Ω ⊂ RN be a bounded and open set,
p ≥ 2 and 0 < s < 1. Suppose u ∈ W s,ploc (Ω) ∩ L
p−1
s p (R
N ) is a local weak solution of
(−∆p)
su = 0 in Ω.
Then u ∈ Cδloc(Ω) for every 0 < δ < s.
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More precisely, for every 0 < δ < s and every ball B2R(x0) ⋐ Ω, there exists a constant C = C(N, s, p, δ) > 0
such that we have the scaling invariant estimate
(4.19) [u]Cδ(BR/2(x0)) ≤
C
Rδ
(
‖u‖L∞(BR(x0)) +R
s−Np [u]W s,p(BR(x0)) +Tailp−1,s p(u;x0, R)
)
.
Proof. We first observe that u ∈ L∞loc(Ω), by Theorem 3.2 and Remark 3.3. We assume for simplicity that
x0 = 0, then we set
MR = ‖u‖L∞(BR) +R
s−Np [u]W s,p(BR) +Tailp−1,s p(u; 0, R) > 0.
We point out that it is sufficient to prove that the rescaled function
uR(x) :=
1
MR
u(Rx), for x ∈ B2,
satifies the estimate
[uR]Cδ(B1/2) ≤ C.
By scaling back, we would get the desired estimate. Observe that by definition, the function uR is a local weak
solution of (−∆p)su = 0 in B2 and satisfies
(4.20) ‖uR‖L∞(B1) ≤ 1,
ˆ
RN\B1
|uR(y)|p−1
|y|N+s p
dy ≤ 1, [uR]W s,p(B1) ≤ 1.
In what follows, we forget the subscript R and simply write u in place of uR, in order not to overburden the
presentation.
We fix 0 < δ < s and choose i∞ ∈ N \ {0} such that
s− δ >
N
p+ i∞
.
Then we define the sequence of exponents
qi = p+ i, i = 0, . . . , i∞.
We define also
h0 =
1
64 i∞
, Ri =
7
8
− 4 (2i+ 1)h0 =
7
8
−
2i+ 1
16 i∞
, for i = 0, . . . , i∞.
We note that
R0 + 4 h0 =
7
8
and Ri∞−1 − 4 h0 =
3
4
.
By applying Proposition 4.1 with9
R = Ri and q = qi = p+ i, for i = 0, . . . , i∞ − 1,
and observing that Ri − 4 h0 = Ri+1 + 4 h0, we obtain the iterative scheme of inequalities
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥
Lq1(BR1+4h0 )
≤ C sup
0<|h|<h0
(∥∥∥∥δ2hu|h|s
∥∥∥∥
Lp(B7/8)
+ 1
)
sup
|h|≤h0
∥∥∥∥δ2hu|h|s
∥∥∥∥
Lqi+1(BRi+1+4h0 )
≤ C sup
0<|h|<h0
(∥∥∥∥δ2hu|h|s
∥∥∥∥
Lqi (BRi+4h0 )
+ 1
)
, for i = 1, . . . , i∞ − 2,
9We observe that by construction we have
4h0 < Ri ≤ 1− 5h0, for i = 0, . . . , i∞ − 1.
Thus these choices are admissible in Proposition 4.1.
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and finally
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥
Lqi∞ (B3/4)
= sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥
Lp+i∞(BRi∞−1−4h0
)
≤ C sup
0<|h|<h0
(∥∥∥∥δ2hu|h|s
∥∥∥∥
Lp+i∞−1(BRi∞−1+4h0
)
+ 1
)
.
Here C = C(N, δ, p, s) > 0 as always. We note that by [7, Proposition 2.6] together with the relation
δhu =
1
2
(
δ2hu− δ
2
hu
)
,
we have
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥
Lp(B7/8)
≤ C sup
0<|h|<2h0
∥∥∥∥δhu|h|s
∥∥∥∥
Lp(B7/8)
≤ C
(
[u]W s,p(B7/8+2h0 ) + ‖u‖L∞(B7/8+2 h0 )
)
(4.21)
≤ C
(
[u]W s,p(B1) + ‖u‖L∞(B1)
)
≤ C(N, δ, s, p),
where we also have used the assumptions (4.20) on u. Hence, the iterative scheme of inequalities leads us to
(4.22) sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥
Lqi∞ (B3/4)
≤ C(N, δ, p, s).
Take now χ ∈ C∞0 (B5/8) such that
0 ≤ χ ≤ 1, χ = 1 in B1/2, |∇χ| ≤ C, |D
2χ| ≤ C.
In particular we have for all |h| > 0
|δhχ|
|h|s
≤ C,
|δ2hχ|
|h|s
≤ C.
We also recall that
δ2h(uχ) = χ2h δ
2
hu+ 2 δhu δhχh + u δ
2
hχ.
Hence, for 0 < |h| < h0
[uχ]
B
s,qi∞
∞ (RN )
=
∥∥∥∥δ2h(uχ)|h|s
∥∥∥∥
Lqi∞ (RN )
≤ C
(∥∥∥∥χ2h δ2hu|h|s
∥∥∥∥
Lqi∞ (RN )
+
∥∥∥∥δhu δhχ|h|s
∥∥∥∥
Lqi∞ (RN )
+
∥∥∥∥u δ2hχ|h|s
∥∥∥∥
Lqi∞ (RN )
)
≤ C
(∥∥∥∥δ2hu|h|s
∥∥∥∥
Lqi∞ (B5/8+2 h0 )
+ ‖δhu‖Lqi∞ (B5/8+h0) + ‖u‖L
qi∞ (B5/8+2h0 )
)
(4.23)
≤ C
(∥∥∥∥δ2hu|h|s
∥∥∥∥
Lqi∞ (B3/4)
+ ‖u‖Lqi∞ (B3/4)
)
≤ C(N, δ, p, s),
by (4.22). By Lemma 2.4
(4.24) [uχ]
N
s,qi∞
∞ (RN )
≤ C(N, δ, s) [uχ]
B
s,qi∞
∞ (RN )
≤ C(N, δ, p, s).
Finally, by noting that thanks to the choice of i∞ we have
s qi∞ > N and δ < s−
N
qi∞
,
we may apply Theorem 2.8 with β = s, α = δ and q = qi∞ to obtain
[u]Cδ(B1/2) = [uχ]Cδ(B1/2) ≤ C
(
[uχ]
N
s,qi∞
∞ (RN )
) δ qi∞+N
s qi∞
(
‖uχ‖Lq(RN )
) (s−δ) qi∞−N
s qi∞ ≤ C(N, δ, p, s).
This concludes the proof. 
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Remark 4.3. Under the assumptions of the previous theorem, a covering argument combined with (4.19)
implies the more flexible estimate: for every 0 < σ < 1
[u]Cδ(BσR(x0)) ≤
C
Rδ
(
‖u‖L∞(BR(x0)) +R
s−Np [u]W s,p(BR(x0)) +Tailp−1,s p(u;x0, R)
)
,
with C now depending on σ as well (and blowing-up as σ ր 1). Indeed, if σ ≤ 1/2 then this is immediate. If
1/2 < σ < 1, then we can cover Bσ R(x0) with a finite number of balls Br/2(x1), . . . , Br/2(xk), where
xi ∈ BR/2(x0) and r =
R
2
.
By using (4.19) on every ball B2 r(xi) ⋐ B2R(x0) ⋐ Ω, we get
[u]Cδ(Br/2(xi)) ≤
C
rδ
(
‖u‖L∞(Br(xi)) + r
s−Np [u]W s,p(Br(xi)) +Tailp−1,s p(u;xi, r)
)
.
By observing that Br(xi) ⊂ BR(x0), summing over i and using Lemma 2.3 for the tail term, we get the desired
conclusion.
5. Improved Ho¨lder regularity: the homogeneous case
Now that we know that a solution to the homogeneous equation is locally Ho¨lder δ−continuous for any
0 < δ < s, we can obtain the following improvement of Proposition 4.1, which provided an increased integrability
estimate. In contrast, the following proposition also increases the differentiability.
Proposition 5.1. Assume p ≥ 2 and 0 < s < 1. Let u ∈ W s,ploc (B2) ∩ L
p−1
s p (R
N ) be a local weak solution of
(−∆p)su = 0 in B2. Suppose that
‖u‖L∞(B1) ≤ 1 and
ˆ
RN\B1
|u(y)|p−1
|y|N+s p
dy ≤ 1.
Assume further that for some 0 < h0 < 1, 0 < ϑ < 1 and β > 1 such that (1 + ϑβ)/β < 1, we have
sup
0<|h|≤h0
∥∥∥∥∥ δ2hu|h| 1+ϑββ
∥∥∥∥∥
β
Lβ(B1)
< +∞.
Then for every radius 4 h0 < R ≤ 1− 5 h0 we have
sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1+s p+ϑββ−1+p
∥∥∥∥∥
β−1+p
Lβ−1+p(BR−4h0 )
≤ C sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1+ϑ ββ
∥∥∥∥∥
β
Lβ(BR+4h0 )
+ 1
 .
Here C depends on the N , h0, s, p and β.
Proof. We will go back to the estimates in the proof of Proposition 4.1. The only difference is that we estimate
the term I11 defined in (4.5) differently. From Theorem 4.2 and Remark 4.3, we can choose
0 < ε < min
{
s, 2
1− s
p− 2
}
,
such that
[u]Cs−ε(BR) ≤ C(N, h0, p, s).
Using this together with the assumed regularity of η, we have
|u(x)− u(y)|p−2
∣∣η(x) p2 − η(y) p2 ∣∣2
|x− y|N+s p
≤ C |x− y|−N+2 (1−s)−ε (p−2).
Thanks to the choice of ε, the last exponent is strictly less than N and we may conclude
ˆ
BR
|u(x)− u(y)|p−2
∣∣η(x) p2 − η(y) p2 ∣∣2
|x− y|N+s p
dy ≤ C(N, h0, p, s),
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for any x ∈ BR. Therefore we have the estimate
|I11| ≤ C
ˆ
BR
|δhu(x)|
β+1
|h|1+ϑβ
dx
≤ C ‖u‖L∞(BR+h0 )
ˆ
BR
|δhu(x)|β
|h|1+ϑβ
dx ≤ C
ˆ
BR
|δhu(x)|β
|h|1+ϑβ
dx, for some C = C(N, h0, p, s) > 0.
Going back to (4.7) we can also extract
|I12| ≤ C
ˆ
BR
|δhu(x)|β−1+p
|h|1+ϑβ
dx ≤ C
ˆ
BR
|δhu(x)|β
|h|1+ϑ β
dx, for some C = C(N, h0, p, s) > 0,
where we used the local L∞ bound on u. In addition, from the first inequality in (4.9) we have
|I2|+ |I3| ≤ C
ˆ
BR
|δhu(x)|β
|h|1+ϑ β
dx, C = C(N, h0, p, s) > 0.
Combining these new estimates with (4.13), (4.11), (4.14) and (4.4), we arrive at
sup
0<|h|<h0
ˆ
Br
∣∣∣∣∣ δ2hu(x)|h| 1+s p+ϑββ−1+p
∣∣∣∣∣
β−1+p
dx ≤ C sup
0<|h|<h0
ˆ
BR
∣∣∣∣∣ δhu(x)|h| 1+ϑ ββ
∣∣∣∣∣
β
dx, C = C(N, h0, p, s, β) > 0.
By appealing again to the second estimate in Lemma 2.6 and using that
1 + ϑβ
β
< 1,
we may replace the first order differential quotients in the right-hand side by second order ones, so that we
arrive at
sup
0<|h|<h0
ˆ
Br
∣∣∣∣∣ δ2hu(x)|h| 1+s p+ϑββ−1+p
∣∣∣∣∣
β−1+p
dx ≤ C
 sup
0<|h|<h0
ˆ
BR+4h0
∣∣∣∣∣ δ2hu(x)|h| 1+ϑββ
∣∣∣∣∣
β
dx + 1
 , C = C(N, h0, p, s, β).
Recalling again that r = R− 4 h0 this concludes the proof. 
We are now ready to prove Theorem 1.4 for the homogeneous equation, i.e. when f ≡ 0.
Theorem 5.2. Let Ω ⊂ RN be an open and bounded set, p ≥ 2 and 0 < s < 1. Suppose u ∈W s,ploc (Ω)∩L
p−1
s p (R
N )
is a local weak solution of
(−∆p)
su = 0 in Ω.
We define the exponent
Θ(s, p) := min
{
s p
p− 1
, 1
}
.
Then u ∈ Cδloc(Ω) for every 0 < δ < Θ(s, p).
More precisely, for every 0 < δ < Θ(s, p) and every ball B2R(x0) ⋐ Ω, there exists a constant C =
C(N, s, p, δ) > 0 such that we have the scaling invariant estimate
[u]Cδ(BR/2(x0)) ≤
C
Rδ
(
‖u‖L∞(BR(x0)) +R
s−Np [u]W s,p(BR(x0)) +Tailp−1,s p(u;x0, R)
)
.
Proof. By the same scaling argument as in the proof of Theorem 4.2, it is enough to prove that
[u]Cδ(B1/2) ≤ C(N, p, s, δ),
under the assumption that u satisfies (4.20). For i ∈ N, we define the sequences of exponents
β0 = p, βi+1 = βi + p− 1 = p+ i (p− 1),
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and
ϑ0 = s−
1
p
, ϑi+1 =
ϑi βi + s p
βi+1
= ϑi
p+ i (p− 1)
p+ (i+ 1)(p− 1)
+
s p
p+ (i+ 1)(p− 1)
.
By induction, we see that {ϑi}i∈N is explictely given by the increasing sequence
ϑi =
(
s−
1
p
)
p
p+ i (p− 1)
+
s p i
p+ i (p− 1)
,
and thus
lim
i→∞
ϑi =
s p
p− 1
.
The proof is now split into two different cases.
Case 1: s p ≤ (p− 1). Fix 0 < δ < s p/(p− 1) and choose i∞ ∈ N \ {0} such that
δ <
1
βi∞
+ ϑi∞ −
N
βi∞
.
This is clearly possible since
lim
i→∞
βi =∞, lim
i→∞
ϑi =
s p
p− 1
and δ <
s p
p− 1
.
Define also as in the proof of Theorem 4.2
h0 =
1
64 i∞
, Ri =
7
8
− 4 (2 i+ 1)h0 =
7
8
−
2 i+ 1
16 i∞
, for i = 0, . . . , i∞.
We note that
R0 + 4 h0 =
7
8
and Ri∞−1 − 4 h0 =
3
4
.
By applying Proposition10 5.1 with
R = Ri, ϑ = ϑi and β = βi, for i = 0, . . . , i∞ − 1,
and observing that Ri − 4 h0 = Ri+1 + 4 h0 and that by construction
1 + s p+ ϑi βi
βi + (p− 1)
=
1 + ϑi+1 βi+1
βi+1
,
we obtain the iterative scheme of estimate
sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1+ϑ1β1β1
∥∥∥∥∥
Lβ1(BR1+4h0 )
≤ C sup
0<|h|<h0
(∥∥∥∥δ2hu|h|s
∥∥∥∥
Lp(B7/8)
+ 1
)
sup
0<|h|<h0
∥∥∥∥∥∥ δ
2
hu
|h|
1+ϑi+1βi+1
βi+1
∥∥∥∥∥∥
Lβi+1(BRi+1+4h0 )
≤ C sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1+ϑiβiβi
∥∥∥∥∥
Lβi(BRi+4h0 )
+ 1
 , for i = 1, . . . , i∞ − 2,
and finally
sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1βi∞ +ϑi∞
∥∥∥∥∥
Lβi∞ (B3/4)
≤ C sup
0<|h|<h0

∥∥∥∥∥∥ δ
2
hu
|h|
1+ϑi∞−1
βi∞−1
βi∞−1
∥∥∥∥∥∥
Lβi∞−1(BRi∞−1+4h0
)
+ 1
 .
Here C = C(N, p, s, δ) > 0 as always. As in (4.21) we have
sup
0<|h|<h0
∥∥∥∥δ2hu|h|s
∥∥∥∥
Lp(B7/8)
≤ C(N, δ, s, p).
10Note that in this case we will always have 1 + ϑiβi < βi, so that the proposition applies.
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Hence, the previous iterative scheme of inequalities implies
(5.1) sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1βi∞ +ϑi∞
∥∥∥∥∥
Lβi∞ (B3/4)
≤ C(N, δ, p, s).
From here we may repeat the arguments at the end of the proof of Theorem 4.2 (see (4.23) and (4.24)) and use
Theorem 2.8 with β = 1/βi∞ + ϑi∞ , q = βi∞ and α = δ to obtain
[u]Cδ(B1/2) ≤ C(N, δ, p, s).
This concludes the proof in this case.
Case 2: s p > (p− 1). Fix 0 < δ < 1. Let i∞ ∈ N \ {0} be such that
1 + ϑi∞−1 βi∞−1
βi∞−1
< 1 and
1 + ϑi∞ βi∞
βi∞
≥ 1.
Observe that such a choice is feasible, since
lim
i→∞
1 + ϑi βi
βi
=
s p
p− 1
> 1.
Now choose j∞ so that
δ < 1−
N
i∞ + j∞
,
and let
γ = 1− ε, for some 0 < ε < 1 such that δ < 1− ε−
N
i∞ + j∞
.
Define also
h0 =
1
64 (i∞ + j∞)
, Ri =
7
8
− 4 (2 i+ 1)h0 =
7
8
−
2 i+ 1
16 (i∞ + j∞)
, for i = 0, . . . , i∞ + j∞.
We note that
R0 + 4 h0 =
7
8
and R(i∞+j∞)−1 − 4 h0 =
3
4
.
By applying Proposition11 5.1 with
R = Ri, ϑ = ϑi and β = βi, for i = 0, . . . , i∞ − 1,
and observing that Ri − 4 h0 = Ri+1 + 4 h0 and that
1 + s p+ ϑi βi
βi + (p− 1)
=
1 + ϑi+1 βi+1
βi+1
,
we arrive as in Case 1 at
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|γ
∥∥∥∥
Lβi∞ (BRi∞+4h0
)
≤ sup
0<|h|<h0
∥∥∥∥∥ δ2hu|h| 1βi∞ +ϑi∞
∥∥∥∥∥
Lβi∞ (BRi∞+4h0
)
≤ C(N, δ, p, s),
where we used that γ < 1 ≤ 1/βi∞ + ϑi∞ . We now apply Proposition 5.1 with
R = Ri, β = βi and ϑ = ϑ˜i = γ −
1
βi
for i = i∞, . . . , i∞ + j∞ − 1.
Observe that by construction we have
1 + ϑ˜i βi
βi
= γ, for i = i∞, . . . , i∞ + j∞ − 1,
11Note that for i ≤ i∞ we have 1 + ϑi βi < βi, so that the proposition applies.
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and using that s p > (p− 1)
1 + s p+ ϑ˜i βi
βi + p− 1
>
p+ ϑ˜i βi
βi + p− 1
= 1 +
βi (γ − 1)
βi + p− 1
> γ, for i = i∞, . . . , i∞ + j∞ − 1.
We obtain the following chain of estimate
sup
|h|≤h0
∥∥∥∥ δ2hu|h|γ
∥∥∥∥
Lβi+1(BRi+1+4h0 )
≤ C sup
0<|h|<h0
(∥∥∥∥ δ2hu|h|γ
∥∥∥∥
Lβi (BRi+4h0 )
+ 1
)
, for i = i∞, . . . , i∞ + j∞ − 2,
and finally
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|γ
∥∥∥∥
Lβi∞+j∞ (B3/4)
≤ C sup
0<|h|<h0
(∥∥∥∥ δ2hu|h|γ
∥∥∥∥
Lβi∞+j∞−1 (BRi∞+j∞−1+4h0
)
+ 1
)
.
Hence, recalling that γ = 1− ε, we conclude
sup
0<|h|<h0
∥∥∥∥ δ2hu|h|1−ε
∥∥∥∥
Lβi∞+j∞ (B3/4)
≤ C(N, δ, p, s).
We are again in the position to repeat the arguments at the end of the proof of Theorem 4.2 (see (4.23) and
(4.24)) and use Theorem 2.8 with β = 1− ε, q = βi∞+j∞ and α = δ to obtain
[u]Cδ(B1/2) ≤ C(N, δ, p, s).
This concludes the proof. 
Remark 5.3. Under the assumptions of the previous theorem, by the same arguments as in Remark 4.3 we
may deduce the more flexible estimate that for every 0 < σ < 1
[u]Cδ(BσR(x0)) ≤
C
Rδ
(
‖u‖L∞(BR(x0)) +R
s−Np [u]W s,p(BR(x0)) +Tailp−1,s p(u;x0, R)
)
,
with C now depending on σ as well (and blowing-up as σ ր 1)
6. Improved Ho¨lder regularity: the non-homogeneous case
In this section we finally prove Theorem 1.4 in its full generality. We already know from Theorem 3.6 that
u is locally in Cβ for some β. We will show that the Ho¨lder exponent can be enhanced up to the desired one,
by means of a blow-up argument inspired by [12].
We start with the following
Lemma 6.1 (Stability in L∞). Assume p ≥ 2 and 0 < s < 1. Let Ω ⊂ RN be an open and bounded set. For
f ∈ Lqloc(Ω) with 
q >
N
s p
, if s p ≤ N,
q ≥ 1, if s p > N,
we consider a local weak solution u ∈W s,ploc (Ω) ∩ L
p−1
s p (R
N ) of the equation
(−∆p)
su = f, in Ω.
Let B2R(x0) ⋐ Ω and assume that
‖u‖L∞(BR(x0)) +
ˆ
RN\BR(x0)
|u(x)|p−1
|x− x0|N+s p
dx ≤M and ‖f‖Lq(BR(x0)) ≤ η.
Suppose that h ∈ Xs,pu (BR(x0), B2R(x0)) weakly solves{
(−∆p)sh = 0, in BR(x0),
h = u, in RN \BR(x0).
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Then for any 0 < σ < 1, there is τM,R,σ(η) such that
(6.1) ‖u− h‖L∞(Bσ R(x0)) ≤ τM,R,σ(η)
and τM,R,σ(η) converges to 0 as η goes to 0.
Proof. The existence of a bound of the form (6.1) easily follows from the triangle inequality and the local L∞
estimate of Theorem 3.2. Let us prove that η 7→ τM,R,σ(η) is infinitesimal.
For simplicity, we assume R = 1 and x0 = 0. We argue by contradiction and assume that there exist two
sequences {fn}n∈N ⊂ L
q(B1) and {un}n∈N such that
‖un‖L∞(B1) +
ˆ
RN\B1
|un|p−1
|x|N+s p
dx ≤M, ‖fn‖Lq(B1) → 0,
but
lim inf
n→∞
‖un − hn‖L∞(Bσ) > 0.
We observe that by (3.3) we have
(6.2) lim
n→∞
[un − hn]
p
W s,p(RN )
≤ C lim
n→∞
(ˆ
B1
|fn|
q dx
) p′
q
= 0.
Moreover, by Theorem 3.1 and Theorem 3.6 we have that both sequences {un}n∈N and {hn}n∈N have uniformly
bounded C0,β seminorms in Bσ. They are also uniformly bounded in L
∞(Bσ), thanks to Theorem 3.2. By using
the Ascoli-Arzela` theorem, we may conclude that un − hn converges uniformly in Bσ, up to a subsequence. By
(6.2) we get that
lim
n→∞
‖un − hn‖L∞(Bσ) = 0,
which gives the desired contradiction. 
The next result is the crucial gateway to improving the Ho¨lder exponent found in Theorem 3.6, provided f
is sufficiently summable. For simplicity, we state it “at scale 1”, then we will show how to use it to get the
general result.
Proposition 6.2. Let p ≥ 2, 0 < s < 1 and q be such that
q >
N
s p
, if s p ≤ N,
q ≥ 1, if s p > N,
We consider Θ = Θ(N, s, p, q) the exponent defined in (1.2). For every 0 < ε < Θ there exists η > 0 such that
if f ∈ Lqloc(B4) and
‖f‖Lq(B1) ≤ η,
then every local weak solution u ∈W s,ploc (B4) ∩ L
p−1
s p (R
N ) of the equation
(−∆p)
su = f, in B4,
that satisifes
(6.3) ‖u‖L∞(B1) ≤ 1,
ˆ
RN\B1
|u|p−1
|x|N+s p
dx ≤ 1.
belongs to CΘ−ε(B1/8).
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Proof. We divide the proof in two parts, for ease of readability.
Part 1: Regularity at the origin. Here we prove that for every 0 < ε < Θ and every 0 < r < 1/2, there
exists η and a constant C = C(N, s, p, ε) > 0 such that if f and u are as above, then we have
sup
x∈Br
|u(x)− u(0)| ≤ C rΘ−ε.
We may assume u(0) = 0 without loss of generality. We fix 0 < ε < Θ and observe that it is sufficient to prove
that there exist λ < 1/2 and η > 0 such that if f and u are as above, then
(6.4) sup
B
λk
|u| ≤ λk (Θ−ε),
ˆ
RN\B1
∣∣∣∣ u(λk x)λk (Θ−ε)
∣∣∣∣p−1 |x|−N−s p dx ≤ 1, for every k ∈ N.
Indeed, assume this were true. Then for every 0 < r < 1/2, there would exist k ∈ N such that λk+1 < r ≤ λk.
From the first property in (6.4), we would get
sup
Br
|u| ≤ sup
B
λk
|u| ≤ λk (Θ−ε) =
1
λΘ−ε
λ(k+1) (Θ−ε) ≤ C rΘ−ε,
as desired.
In order to prove (6.4) we proceed by induction. For k = 0 this holds true by the assumptions in (6.3).
Suppose (6.4) holds up to k, we now show that it also holds for k + 1, provided that
‖f‖Lq(B1) ≤ η,
with η small enough, but independent of k. Define
wk =
u(λkx)
λk (Θ−ε)
.
By the hypotheses
‖wk‖L∞(B1) ≤ 1 and
ˆ
RN\B1
|wk|p−1
|x|N+s p
dx ≤ 1,
Moreover
(−∆p)
swk(x) = λ
k [s p−(Θ−ε)(p−1)] f(λk x) =: fk(x),
so that
‖fk‖Lq(B1) = λ
k(s p−(Θ−ε)(p−1))λ−
N
q k
(ˆ
B
λk
|f |q dx
) 1
q
≤ ‖f‖Lq(B1) ≤ η.
Here we used the hypotheses on f and the definition of Θ, and again the fact that λ < 1/2. Take hk ∈
Xs,pwk (B1, B2) to be the weak solution of{
(−∆p)
sh = 0, in B1,
h = wk, in R
N \B1.
By the stability estimate of Lemma 6.1, we have
‖wk − hk‖L∞(B3/4) < τ(η),
with τ independent of k. By using this, we then have the following estimate
|wk(x)| ≤ |wk(x)− hk(x)|+ |hk(x) − hk(0)|+ |hk(0)− wk(0)|
≤ 2 τ(η) + [hk]CΘ−ε/2(B1/2) |x|
Θ−ε/2, for x ∈ B1/2.
(6.5)
We also used that hk is C
Θ−ε/2(B1/2) thanks to Theorem 5.2, which comes with the estimate
[hk]CΘ−ε/2(B1/2) ≤ C
(
‖hk‖L∞(B2/3) + [hk]W s,p(B2/3) +Tailp−1,s p(hk; 0, 2/3)
)
,
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see Remark 5.3. We observe that the norms on the right-hand side are uniformly bounded, independently of k.
Indeed, by the triangle inequality, Lemma 6.1 and the hypothesis on wk we have
‖hk‖L∞(B2/3) ≤ ‖hk‖L∞(B3/4) ≤ ‖hk − wk‖L∞(B3/4) + ‖wk‖L∞(B3/4) ≤ τ(η) + 1.
As for the tail term, by using Lemma 2.3, the triangle inequality, the hypothesis on wk and (3.4)
Tailp−1,s p(hk; 0, 3/4) ≤ C Tailp−1,s p(wk; 0, 3/4) + C
(ˆ
RN\B3/4
|hk(y)− wk(y)|p−1
|y|N+s p
dy
) 1
p−1
≤ C Tailp−1,s p(wk; 0, 1) + C ‖wk‖Lp−1(B1) + C ‖hk − wk‖Lp−1(B1)
≤ 2C + C ‖fk‖Lq(B1) ≤ C (2 + η).
We also used that hk = wk outside B1, by construction. Of course, the constant C is universal, i.e. it depends
on N, s and p only.
Finally, by using a rescaled version of [23, Lemma 4], we can bound the Sobolev seminorm
[hk]
p
W s,p(B2/3)
≤ C
(
‖hk‖
p
L∞(B3/4)
+
 
B3/4
|hk|
p dx+Tailp−1,s p(hk, 0, 3/4)
p
)
≤ C.
Thus, we can infer that
C1 := sup
k∈N
[hk]CΘ−ε/2(B1/2)
is finite and then the estimate of (6.5) is uniform in k.
We now consider the rescaled function
wk+1(x) =
u(λk+1 x)
λ(k+1) (Θ−ε)
=
wk(λx)
λΘ−ε
.
By choosing η so that 2 τ(η) < λΘ and λ small enough, we can transfer estimate (6.5) to wk+1. Indeed, we have
|wk+1(x)| ≤ 2 τ(η)λ
ε−Θ + C1 λ
ε/2|x|Θ−ε/2 ≤ (1 + C1 |x|
Θ−ε/2)λε/2, x ∈ B 1
2λ
.
The previous estimate implies in particular that ‖wk+1‖L∞(B1) ≤ 1 for λ satisfying
(6.6) λ < min
{
1
2
, (1 + C1)
− 2ε
}
.
This information, rescaled back to u, is exactly the first part of (6.4) for k+1. As for the second part of (6.4),
the bound above of |wk+1| impliesˆ
B 1
2λ
\B1
|wk+1|p−1
|x|N+s p
dx ≤ λε (p−1)/2
ˆ
B 1
2λ
\B1
(1 + C1 |x|Θ−ε/2)p−1
|x|N+s p
dx
≤ (1 + C1)
p−1 λε (p−1)/2
ˆ
B 1
2λ
\B1
1
|x|N+sp+(ε/2−Θ) (p−1)
dx
≤
C2
s p− (Θ− ε/2) (p− 1)
λε (p−1)/2.
(6.7)
By a change of variables and using that |wk| ≤ 1 in B1, we see that also
(6.8)
ˆ
B 1
λ
\B 1
2λ
|wk+1|p−1
|x|N+s p
dx = λ(ε−Θ) (p−1)+s p
ˆ
B1\B 1
2
|wk(x)|p−1
|x|N+s p
dx ≤ C3 λ
ε (p−1)/2.
In addition, by the integral bound on wk
(6.9)
ˆ
RN\B 1
λ
|wk+1(x)|
p−1
|x|N+s p
dx = λ(ε−Θ) (p−1)+s p
ˆ
RN\B1
|wk(x)|
p−1
|x|N+s p
dx ≤ λε (p−1)/2.
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In both estimates, we have also used that λ < 1/2 and the fact that
(ε−Θ) (p− 1) + s p ≥ ε
p− 1
2
.
We observe that the constants C2 and C3 depend on N, s and p only. From (6.7), (6.8) and (6.9), we get that
the second part of (6.4) holds, provided that(
C2
ε (p− 1)
+ C3 + 1
)
λε (p−1)/2 ≤ 1.
By taking into account (6.6), we finally obtain that (6.4) holds true at step k + 1 as well, provided that λ and
η are chosen so that
λ < min
{
1
2
, (1 + C1)
− 2ε ,
(
C2
ε (p− 1)
+ C3 + 1
) 2
ε (p−1)
}
and τ(η) <
λΘ
2
.
Then the iteration process is complete.
Step 2: Regularity in a ball. We now show how to obtain the desired regularity in the whole ball B1/8. We
choose 0 < ε < Θ and take the corresponding η, obtained in Step 1. Let z0 ∈ B1/2, we set L = 2
N+1 (1+ |B1|)
and define
v(x) := L−
1
p−1 u
(x
2
+ z0
)
, x ∈ RN .
We observe that v ∈W s,ploc (B4) ∩ L
p−1
s p (R
N ) and it is a local weak solution in B4 of
(−∆p)
sv =
2−s p
L
f
(x
2
+ z0
)
=: f˜ ,
with ∥∥∥f˜∥∥∥
Lq(B1)
=
2N/q−s p
L
‖f‖Lq(B1) ≤
2N/q−s p
L
η < η.
By construction, we also have
‖v‖L∞(B1) ≤ 1,
and since B1/2(z0) ⊂ B1
ˆ
RN\B1
|v(x)|p−1
|x|N+s p
dx =
2−s p
L
ˆ
RN\B1/2(z0)
|u(y)|p−1
|y − z0|N+s p
dy
≤
1
L
(
1
2
)s p (
1
1− |z0|
)N+s p ˆ
RN\B1
|u(y)|p−1
|y|N+s p
dy +
2N
L
‖u‖p−1Lp−1(B1)
≤
2N
L
ˆ
RN\B1
|u(y)|p−1
|y|N+s p
dy +
2N |B1|
L
‖u‖p−1L∞(B1) ≤ 1,
thanks to the definition of L and assumptions (6.3). Here we have used Lemma 2.3 with the balls B1/2(z0) ⊂ B1.
We may therefore apply Step 1 to v and obtain
sup
x∈Br
|v(x) − v(0)| ≤ C rΘ−ε, 0 < r <
1
2
.
In terms of u this is the same as
(6.10) sup
x∈Br(z0)
|u(x)− u(z0)| ≤ C L
1
p−1 rΘ−ε, 0 < r <
1
4
.
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We note that this holds for any z0 ∈ B1/2. Now take any pair x, y ∈ B1/8 and set |x− y| = r. We observe that
r < 1/4 and we set z = (x+ y)/2. Then we apply (6.10) with z0 = z and obtain
|u(x)− u(y)| ≤ |u(x)− u(z)|+ |u(y)− u(z)| ≤ 2 sup
w∈Br(z)
|u(w)− u(z)|
≤ 2C L
1
p−1 rΘ−ε = 2C L
1
p−1 |x− y|Θ−ε,
which is the desired result. 
We can finally prove Theorem 1.4.
Proof of Theorem 1.4. We may assume x0 = 0 without loss of generality. We modify u so that it fits into the
setting of Proposition 6.2. We choose 0 < δ < Θ, take η as in Proposition 6.2 with the choice ε = Θ− δ and set
AR = ‖u‖L∞(BR) +
(
Rs p
ˆ
RN\BR
|u(y)|p−1
|y|N+s p
dy
) 1
p−1
+
(
Rs p−N/q‖f‖Lq(BR)
η
) 1
p−1
.
As in the proof of Theorem 4.2, we observe that it is sufficient to prove that the rescaled function
uR(x) :=
1
AR
u(Rx), for x ∈ B4,
satifies the estimate
[uR]Cδ(B1/8) ≤ C.
It is easily seen that the choice of AR implies
‖uR‖L∞(B1) ≤ 1,
ˆ
RN\B1
|uR|p−1
|x|N+s p
dx ≤ 1.
In addition, uR is a local weak solution of
(−∆p)
suR (x) =
Rs p
Ap−1R
f(Rx) := fR(x), x ∈ B4,
with ‖fR‖Lq(B1) ≤ η. We may apply Proposition 6.2 with ε = Θ − δ to uR and obtain
[uR]Cδ(B1/8) ≤ C.
By scaling back, this concludes the proof. 
Appendix A. Pointwise inequalities
In this section, we list the pointwise inequalities used throughout the whole paper.
Lemma A.1. Let p ≥ 2 and q > 1. Then for every A,B ∈ R we have
(A.1) |A−B|q−2
(
Jp(A)− Jp(B)
)
(A−B) ≥ (p− 1)
(
q
p− 2 + q
)q ∣∣∣|A| p−2q A− |B| p−2q B∣∣∣q .
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Proof. Since Jp(A) − Jp(B) and A − B share the same sign, we can assume without loss of generality that
A ≥ B. If A = B there is nothing to prove. Let us assume that A > B, then we have
(A−B)q−2
(
Jp(A)− Jp(B)
)
(A−B) = (p− 1)
(ˆ A
B
|t|p−2 dt
)
(A−B)q−1
= (p− 1)
(ˆ A
B
|t|
p−2
q q dt
)
(A−B)q−1
≥ (p− 1)
(ˆ A
B
|t|
p−2
q dt
)q
= (p− 1)
(
q
p− 2 + q
)q ∣∣∣|A| p−2q A− |B| p−2q B∣∣∣q ,
which concludes the proof. 
Lemma A.2. Let p ≥ 2. Then for every A,B ∈ R we have
(A.2)
∣∣∣Jp(A)− Jp(B)∣∣∣ ≤ 2 (p− 1)
p
(
|A|
p−2
2 + |B|
p−2
2
) ∣∣∣|A| p−22 A− |B| p−22 B∣∣∣ .
Proof. For A = B there is nothing to prove. Let us consider the case A 6= B. Without loss of generality, we
can suppose that A > B. We first observe that if we set
γ = 1 +
2 (p− 1)
p
,
we can rewrite
Jp(A) = Jγ
(
|A|
p−2
2 A
)
and Jp(B) = Jγ
(
|B|
p−2
2 B
)
.
By basic calculus we thus have
Jp(A)− Jp(B) = Jγ
(
|A|
p−2
2 A
)
− Jγ
(
|B|
p−2
2 B
)
= J ′γ(ξ)
(
|A|
p−2
2 A− |B|
p−2
2 B
)
≤ max
{
J ′γ
(
|A|
p−2
2 A
)
, J ′γ
(
|B|
p−2
2 B
)} (
|A|
p−2
2 A− |B|
p−2
2 B
)
.
This concludes the proof. 
Lemma A.3. Let γ ≥ 1. Then for every A,B ∈ R we have
(A.3)
∣∣|A|γ−1A− |B|γ−1B∣∣ ≥ 1
C
|A−B|γ ,
for some constant C = C(γ) > 0.
Proof. When γ = 1, there is nothing to prove. We take γ > 1 and observe that if A = 0 or B = 0, the result
trivially holds. Thus let us suppose that AB 6= 0 and observe that the function F : R→ R defined by
F (t) = |t|
1−γ
γ t,
is (1/γ)−Ho¨lder continuous. More precisely, we have
|F (t)− F (s)| ≤ C |t− s|
1
γ , t, s ∈ R.
By applying the previous with
t = |A|γ−1A and s = |B|γ−1B,
we get the conclusion. 
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Remark A.4. By combining (A.1) with q = 2 and (A.3) with γ = p/2, we also get
(A.4)
(
Jp(A)− Jp(B)
)
(A−B) ≥
1
C
|A−B|p.
Lemma A.5. Let p ≥ 2, γ ≥ 1 and a, b, c, d ∈ R. Then we have(
Jp(a− c)− Jp(b− d)
)(
Jγ+1(a− b)− Jγ+1(c− d)
)
≥
1
C
∣∣∣|a− b| γ−1p (a− b)− |c− d| γ−1p (c− d)∣∣∣p,(A.5)
for some C = C(p, γ) > 0.
Proof. Of course, we can assume that a − c > b − d without loss of generality. We first observe that we can
write (
Jp(a− c)− Jp(b − d)
)(
Jγ+1(a− b)− Jγ+1(c− d)
)
=
(
Jp(a− c)− Jp(b − d)
)
×
(
Jγ+1(a− b)− Jγ+1(c− d)
)
(
(a− b)− (c− d)
)p−1 ((a− b)− (c− d))p−1.
(A.6)
As for the first term on the right-hand side, by (A.3) for γ = p− 1 we have(
Jp(a− c)− Jp(b− d)
)
≥
1
C
∣∣∣a− c− b+ d∣∣∣p−1,
while by using (A.1) with p = γ + 1 and q = p, we have(
Jγ+1(a− b)− Jγ+1(c− d)
)
(
(a− b)− (c− d)
)p−1 ((a− b)− (c− d))p−1
≥ γ
(
p
γ − 1 + p
)2 ∣∣∣|a− b| γ−1p (a− b)− |c− d| γ−1p (c− d)∣∣∣p
×
∣∣∣a− b− c+ d∣∣∣1−p.
By using these estimates in (A.6), we finally get (A.5). 
Lemma A.6. Let p ≥ 2, γ ≥ 1 and a, b, c, d ∈ R. Then we have(
Jp(a− b)− Jp(c− d)
)(
Jγ+1(a− c)− Jγ+1(b − d)
)
≥
2 (p− 1)
p2
∣∣∣|a− b| p−22 (a− b)− |c− d| p−22 (c− d)∣∣∣2
×
(
|a− c|γ−1 + |b− d|γ−1
)
.
(A.7)
Proof. We first observe that if a− b = c− d, then there is nothing to prove. Thus we assume a− b 6= c− d. By
following [30, Formula I, page 71], for every x, y ∈ R we have
(Jγ+1(y)− Jγ+1(x)) (y − x) =
1
2
(
|y|γ−1 + |x|γ−1
)
(y − x)2 +
|y|γ−1 − |x|γ−1
2
(y2 − x2).
By observing that the last term is nonnegative and choosing y = a− c and x = b− d, we get
(Jγ+1(a− c)− Jγ+1(b − d)) (a− c− (b − d)) ≥
1
2
(
|a− c|γ−1 + |b− d|γ−1
)
(a− c− (b− d))2.
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By using (A.1) with
A = a− b, B = c− d and q = 2,
we have
(Jp(a− b)− Jp(c− d)) (a− b− (c− d)) ≥ (p− 1)
4
p2
∣∣∣|a− b| p−22 (a− b)− |c− d| p−22 (c− d)∣∣∣2 .
Multiplication of the two above inequalities yields
(Jγ+1(a− c)− Jγ+1(b− d)) (Jp(a− b)− Jp(c− d)) (a− b− (c− d))
2
≥ (p− 1)
2
p2
(
|a− c|γ−1 + |b− d|γ−1
)
(a− c− (b− d))2
∣∣∣|a− b| p−22 (a− b)− |c− d| p−22 (c− d)∣∣∣2.
By simplifying the factor (a− b− (c− d))2 in both sides, we get the desired inequality. 
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