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Необхідність вирішення складних задач моделювання фізичних процесів 
призвела до того, що почалися пошуки методів, які б дозволили на звичайних 
комп’ютерах або кластерах, зібраних в комп’ютерну мережу, вирішувати нагальні 
завдання, які ставить перед дослідниками наука. Найбільш складні моделі явищ 
і процесів на сьогодні розроблені у фізиці. Мабуть, і в інших галузях наукового 
пізнання скоро з’являться задачі подібної складності, тому наведені нижче 
методи і підходи, безсумнівно, допоможуть дослідникам у їх настільки необ-
хідній діяльності. 
Моделювання є проміжною ланкою між аналітичними описами і об-
числювальним експериментом, зберігаючи складність останнього і ясність 
першого. З одного боку, моделювання дозволяє просунутися у розумінні 
механізмів в значно більшому ступені, ніж під час обчислювального 
експерименту, при цьому жертвуючи точністю і широтою висвітлення динаміки 
процесу. З іншого боку, моделювання, як і аналітичний опис, дає можливість 
переглянути вплив різних параметрів і умов на розвиток процесу. Але 
моделювання має значно більше можливостей знайти розв’язки, що вимагають 
громіздких обчислень, у відносно короткий час і більш точно, не потребуючи 
великої кількості малообгрунтованих наближень і не орієнтуючись в такій мірі, як 
у аналітичних описах, на не завжди адекватні оцінки. 
Паралельні обчислення дозволяють значно прискорити вирішення 
завдань моделювання, економлячи час дослідників і машинний час. Паралельні 
обчислення передбачають поділ комп’ютерних програм на підпрограми, які 
можуть виконуватися паралельно, тобто одночасно. Спочатку для обчислень 
була призначена основна частина комп’ютера – центральний процесор. 
В останні роки для обчислень все частіше використовують відеокарти (графічні 
процесори), основне призначення яких – підготовка і виведення зображення на 
екран комп’ютера. 
Паралельні обчислення на процесорах і відеокартах можливі завдяки 
тому, що ці пристрої мають як мінімум кілька обчислювальних одиниць – ядер. 
Кожне ядро може виконувати обчислення незалежно від інших ядер. Тому 
можна забезпечити одночасне виконання підпрограм незалежно одна від іншої 
на різних ядрах. Останніми роками спостерігається зростання кількості ядер 
в процесорах і відеокартах. При цьому архітектури процесора і відеокарти 
відрізняються: процесор включає в себе одне або кілька ядер високої тактової 
частоти, а відеокарта – велику кількість ядер малої тактової частоти. Це робить 
відеокарту більш придатною для паралельних обчислень, тому що одночасно 
можна виконувати більшу кількість підпрограм. 
Для зручності проведення паралельних обчислень стали створюватися 
відповідні технології. Такі технології спрощують розробку паралельних 
алгоритмів і забезпечують їх виконання на відеокартах. Однією з основних 
~ 6 ~ МОДЕЛЮВАННЯ ФІЗИЧНИХ ПРОЦЕСІВ... 
 
технологій паралельних обчислень на відеокартах стала CUDA, створена 
компанією Nvidia – одним із головних розробників графічних процесорів. 
CUDA може використовуватися тільки в графічних процесорах Nvidia, які 
діляться на кілька сімейств, призначених для використання в певних 
пристроях: настільних комп’ютерах, ноутбуках, кластерах, суперкомп’ютерах, 
мобільних та інших пристроях. При цьому використання технології CUDA не 
залежить від сімейства графічних процесорів Nvidia. 
У розділах 1–3 описані три фізичні задачі і результати їх моделювання. Ці 
задачі є задачами Коші. Для задач показано використання CUDA, розроблені 
паралельні алгоритми, вивчені можливості підвищення швидкості їх роботи за 
збереження точності обчислень, показано прискорення обчислень на CUDA 
порівняно з обчисленнями на центральних процесорах. 
В 4-му розділі монографії наведені основи технології CUDA, її історія та 
перспективи розвитку, її переваги та недоліки, відмінності від обчислень на 
центральних процесорах і від інших технологій, які використовують графічні 
процесори. 
У 5-му розділі показано, як створювати програми на CUDA двома 
способами – використовуючи CUDA-версії відомих математичних бібліотек 
функцій і програмуючи власні функції. Основна увага приділена створенню 
власних функцій як найпоширенішому способу використання CUDA. Коротко 
розглянуті інші можливості технології CUDA, використання яких не є обов’яз-
ковим під час написання програм, такі як динамічний паралелізм, уніфікована 
віртуальна пам’ять, використання декількох GPU для обчислень, атомарні 
операції, багатовимірні сітки і блоки. Розглянуті питання точності та 
оптимізації обчислень, що актуально під час моделювання наукових задач. 
У 6-му розділі представлені паралельні алгоритми для обчислення систем 
диференційних рівнянь у вигляді задачі Коші, яка поширена під час опису 
фізичних процесів. Наведені алгоритми і програмний код на CUDA для двох 
відомих методів розв’язання задачі Коші – явних методів Ейлера і Рунге–Кутти. 
У додатках A, Б, В розглянуто відпрацювання способів налаштування 
CUDA на комп’ютері користувача. У додатку A показано, як налаштувати 
операційну систему, щоб вона не переривала тривалі обчислення на 
графічному процесорі. У додатку Б показано налаштування CUDA для 
середовища розробки Visual Studio, що дає можливість написання CUDA 
програм мовами програмування C/C++. У додатку В представлено опис 
технології JCUDA і її налаштування для середовища розробки Eclipse. 
Використання JCUDA подібно до використання CUDA і дає можливість 
створення CUDA програм мовою програмування Java. Подано порівняння 
синтаксису команд CUDA і JCUDA. 
 
Розділ 1 підготували О. В. Приймак і В. М. Куклін. Розділ  
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ВЕРИФІКАЦІЯ S-ТЕОРІЇ МОДУЛЯЦІЙНИХ 
НЕСТІЙКОСТЕЙ ХВИЛЬОВОГО ПОЛЯ 




1.1. ПРОБЛЕМИ ОПИСУ НЕСТІЙКОСТІ ІНТЕНСИВНИХ 
ХВИЛЬОВИХ ПОЛІВ У ПРЕДМЕТНІЙ ОБЛАСТІ 
 
Періодичні хвилі кінцевої амплітуди в середовищах із локальною 
кубічною нелінійністю є нестійкими зі збудженням двох бічних спектрів 
вимушених збурень, відповідно, з більшою і меншою довжиною хвилі  
[1–6]. Розвиток такої нестійкості призводить до амплітудної модуляції 
початкової хвилі [2]. Дослідження модуляційної нестійкості корисно для 
вивчення еволюції хвильового руху і транспортування хвильових пакетів. 
У консервативних середовищах із кубічною нелінійністю за відсутності 
загасання коливань формуються нелінійні утворення – автохвилі [7–10], 
зокрема солітони. Однак у відкритих системах із зовнішніми джерелами 
і поглинанням енергії виникають нові види нелінійних утворень (див., 
наприклад, [11–13]). Одними з перших вивчення відкритих нелінійних 
систем почали автори робіт [14–18], які сформулювали підходи до опису 
нелінійної стадії модуляційної нестійкості спінових хвиль на базі так 
званої S-теорії. Пізніше була запропонована модифікована модель S-теорії 
[19–22], яка дала змогу детально вивчити еволюцію хвильових пакетів 
інтенсивного хвильового руху різної природи. 
Нижче проводиться верифікація застосування S-теорії для опису 
модуляційних нестійкостей шляхом порівняння результатів розрахунків 
на її основі з результатами розрахунків загальної теорії, яка враховує різні 
види взаємодії мод спектра [23; 24]. Мета роботи – за допомогою 
технології CUDA показати схожість цих двох підходів, порівняти харак-
теристики процесу нестійкості, максимальні амплітуди модуляції 
(обвідної) і окремих хвиль, а також час їх появи. 
 
1.2. МАТЕМАТИЧНІ МОДЕЛІ ОПИСУ МОДУЛЯЦІЙНИХ 
НЕСТІЙКОСТЕЙ ХВИЛЬОВОГО ПОЛЯ 
 
За наявності джерела і стоку (розподіленого виводу, поглинання 
і дисипації) енергії хвилі рівняння Лайтхілла (різновид нелінійного 
рівняння Шредінгера) набуває вигляду 
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де }exp{ 00 xikti   – швидко змінна фаза.  
 
Обвідну цього хвильового процесу можна визначити наступним 
чином. Позначимо швидку фазу 
00 0 k
t k x     , а повільну 
0 0
( ) ( )
nk k n n
k k x      . Тоді, наприклад,  
 




( ) /n n
n
Sin u u Cos A 





Cos u Sin A 






( ) ( ) .n n n n
n n
A u u Cos u Sin 
 
   
 
 











{( [( ) ( ) ])
( [( ) ( ) ]) } .
n
n
n k k n
n
n k k n
n
A u u Cos k k x





     
   

    (1.4) 
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На лінійній за амплітудами збурень стадії модуляційної нестійкості 
збуджується спектр коливань, хвильові числа яких розташовуються 
симетрично щодо хвильового числа 0k  основної моди кінцевої амплітуди 
0 0n nk k K k    та 0 0n nk k K k    , де n > 0. Кожна пара симетрично 
розташованих відносно основної хвилі мод nn kk ,  безпосередньо взаємодіє 
з полем основної хвилі, причому виконується співвідношення 02kkk nn   . 
Це зумовлено видом нелінійності. 
З урахуванням особливості модуляційної нестійкості була 
побудована так звана S-теорія, яка враховувала взаємодію тільки 
«спарених» мод спектра, хвильові вектора яких симетрично 
розташовувалися щодо хвильового вектора основної хвилі кінцевої 
амплітуди ( 02 S S n nk k k k k     ). 
Більш загальний опис дозволяє у виразі для нелінійного доданку 
виду 2{ | | }A A  в рівнянні (1.1) утримувати всі складові, не обмежуючись 
симетричними по відношенню до накачування модами спектра (тобто 
02 S S n nk k k k k     ), які використовуються для формування S-теорії. 
Опис обвідної хвильового поля в середовищах зі слабкою диспер-
сією. Подібні хвилі великої амплітуди збуджуються у хвилеводах, як 
вакуумних, так і заповнених діелектриком або плазмою. Рівняння 
Лайтхілла (1) для комплексної амплітуди хвильового поля можна 
отримати [19], вважаючи 2 2ˆ /f x    та ˆ 1h  . Рівняння для амплітуди і фази 
малих мод ( ) exp{ ( )}n nu t i t  в цьому випадку можна записати у вигляді 
 
1 ,1 2 ,2 ,n n L n L n
u
u  
            (1.5) 
 
2
1 ,1 2 ,2 ,nn n n L n L nu K u
  
            (1.6) 
 
а для амплітуди і фази основної хвилі 
 
0
0 1 0,1 2 0,2 0 ,L L
u
u G  
             (1.7) 
 
0
0 1 0,1 2 0,2
,L Lu
  
           (1.8) 
 
де 00, , 0;k nn nG G k k n    0, , 0,k nn nG G k k n    nn k  . 
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(2 )],m m m m
m




0,1 0 0 0
0 0
[ 2 ( 2 )],m m m m m
m m
u u u u u u Cos              (1.10) 
 
0,2 0 0,1( ) ,m p p m m p p m
m p




0,2 0 0,1( ) ,m p p m m p p m
m p










n n n n
m m m m n n
m n
u u Sin
u u u Sin
  
   
 
  
     
       (1.13) 
 
2 2 2 2
,1 0 0 0
0,
0,
[ 2 2 (2 )
( )],
n
n n n n n m n n n
m n
m m m m n n
m n
u u u u u u u u Cos
u u u Cos
  
   
 
  
       






,2 0 ,1| ( ) ,n n n m p p m n m p p m n n
m p




,2 0 ,1| ( ) ,n n n m p p m n m p p m n n
m p
u u u Cos                   (1.16) 
 
де 200N n N    . Для нормування амплітуди основної хвилі на 
одиницю на початковій стадії процесу тут і нижче був обраний рівень 
зовнішнього накачування G  . За 1 1L   та 2 0L   приходимо до 
випадку S-теорії (a) [19], за 1 1L   та 2 1L   система рівнянь є наслідком 
повного рівняння Лайтхілла, тобто без спрощень S-теорії із цим типом 
дисперсійного доданка (б). Просторово-часова структура хвильового поля 
та його обвідної може бути представлена виразами (1.3) і (1.4). 
Опис хвильового поля в середовищах із сильною дисперсією. 
Розглянемо для визначеності випадок модуляційної нестійкості 
гравітаційних поверхневих хвиль на глибокій воді у формі [21–22], що 
представляють особливий інтерес для судноплавства в районах із високим 
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рівнем океанського хвилювання. Для частоти хвиль великої амплітуди 





kW gk          (1.17)  
 
де A – відхилення поверхні, W – швидкість хвилі, g  – прискорення вільного 
падіння. Рівняння Лайтхілла–Невілла (1.1) для комплексної амплітуди 
окремої моди спектра хвильового поля при цьому представляється 









k KA A i g k K gk A i g k K A A
t
         .  (1.18) 
 
Рівняння для амплітуди і фази малих мод можна записати у вигляді 
 
1 ,1 2 ,2 ,n n n n
u
u A A  
         (1.19) 
 
1 ,1 2 ,2
1 12{ } .n
n n n n
nu u B B
   
          (1.20) 
 
Рівняння для амплітуди і фази моди основної хвилі: 
 
0
0 1 0,1 2 0,2 0 ,
u
u A A G  
          (1.21) 
 
0
0 1 0,1 2 0,2
,u B B
  






[ ( 2 )],m m m m
m n




0,1 0 0 0 0
0 0
[ 2 ( 2 )],m m m m m
m m
B u u u u u u u Cos            (1.24) 
 
0,2 0 0,1( ) ,m p p m m p p m
m p
A u u u Sin A              
  
(1.25) 
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  
      












n n n n
n m n n n
m n
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m n
B n u u u u
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  
   
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     
    
   
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n n n m p p m
m p
n m p p m n n
A n u u u
Sin A   
   
  
   
   








n n n m p p m
m p
n m p p m n n
B n u u u
Cos B   
   
  
   
   

     (1.30) 
 
За 1 1L   та 2 0L   приходимо до випадку S-теорії [21–22], за 1 1L   
та 2 1L   система рівнянь є наслідком повного рівняння Лайтхілла виду 
(1.18), тобто без спрощень S-теорії. Просторово-часова структура хвильового 





( , ) ( )
(1 ) (1 )[ { 2 (1 ) }






n nu Cos n
n nu Cos n






            
          
  (1.31) 
 
де 0k x   і область простору розгляду / /       , 2020 || Ak , 
2 2 2 2
0 0 0 0
0 0
| | | |
2 2
k A k At t gk     , 0/ 1nk k n   , 200N n N    .  
 
Розділ 1. ВЕРИФІКАЦІЯ S-ТЕОРІЇ... ~ 13 ~ 
 
1.3. ЗАСТОСУВАННЯ ТЕХНОЛОГІЇ CUDA  
ДЛЯ ОПИСУ ПРОЦЕСІВ МОДУЛЯЦІЙНОЇ НЕСТІЙКОСТІ 
 
Для виконання мети роботи проводиться низка обчислювальних 
експериментів і аналіз результатів. Розроблено програмне забезпечення, 
що реалізує представлені вище математичні моделі. Для середовища зі 
слабкою дисперсією визначається поведінка основної хвилі і її енергії, 
спектрів нестійкості і їх енергії, амплітуди обвідної хвильового поля. Для 
середовища із сильною дисперсією визначається поведінка основної хвилі, 
спектрів нестійкості, розподіл розмахів (відстаней між гребенем і запа-
диною) хвиль і визначення величини і частоти появи аномальних розмахів 
[23; 24]. Обчислювальний експеримент являє собою розв’язання задачі 
Коші методом Ейлера. Обчислювальні експерименти проводяться на 
графічному процесорі GeForce GT630 (GV-N630D3-2GL) за допомогою 
технології JCUDA. 
Наведемо алгоритм використання CUDA в обчислювальному 
експерименті, деталізувавши блок паралельних обчислень на GPU для 
одного кроку за часом (рис. 1.1). Для середовищ із сильною і зі слабкою 
дисперсією алгоритм однаковий, тому що в цих моделях присутні одні й ті 
ж рівняння. Розрахунок інших параметрів моделей, наприклад, 
просторово-часової структури хвильового поля
 
( , )E   , не проводи-
тиметься на GPU, тому що їх розрахунок відбувається не кожен крок часу, 
а тільки у разі отримання результатів обчислень із пам’яті GPU (це 
відбувається 200 разів за одну симуляцію). 
Для алгоритму (рис. 1.1) обрані наступні параметри 
розпаралелювання. Для рівнянь ,1 ,2 ,1 ,2, , , , , , ,n n n nn n n nA A B B u u   , 
де 200N n N     створюється сітка з одного блоку і 401 потоку, тому 
що число рівнянь 1 200 200 1 401N N       (400 і одне рівняння 
для 0n  , хоча значення ,1 ,2 ,1 ,2, , , , , , ,n n n nn n n nA A B B u u    для 0n   
беруться такими, що дорівнюють нулю). Для рівнянь 
00,1 0,2 0,1 0,2 0 0 0
, , , , , , ,A A B B u u    (ці рівняння описують випадок 0n   
і обчислюються окремо від інших значень n ) створюється сітка з одного 
блоку і одного потоку, тобто рівняння обчислюються паралельно. 
Всі обчислення виконуються в подвійній точності. Однак їх можна 
прискорити, майже не вплинувши на точність результатів, шляхом 
обчислення тригонометричних функцій синуса і косинуса в урізаній 
точності (замінивши функції sin(x),cos(x)  на __ sin (x), __ cos (x)f f ). 
Далі порівнюється час обчислення рівнянь для одного кроку за 
часом для трьох випадків 10N n N    , 50N n N    , 
200N n N     для середовища з сильною дисперсією. З ростом числа 
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мод зростає і перевага GPU над CPU (рис. 1.2). Слід зазначити, що 
оскільки мова програмування Java повільніше за мову Сі, то під час 
обчислення на Сі перевага GPU над CPU буде в кілька разів меншою. 
 
 Рис. 1.1. Деталізація алгоритму обчислень на GPU для одного кроку за часом 




Рис. 1.2. Час обчислення рівнянь на GPU для одного кроку за часом  
(1 – на Java, 2 – на CUDA, 3 – на CUDA з тригонометричними функціями 
урізаної точності) 
 
Можна вдосконалити алгоритм (рис. 1.1) шляхом об’єднання сіток 
потоків в одну сітку. Окремі рівняння, які розраховуються не паралельно, 
наприклад 
00
,u   , можна об’єднати в одну сітку і обчислювати 
паралельно. Але якщо так зробити з рівняннями 
00,1 0,2 0,1 0,2 0 0 0
, , , , , , ,A A B B u u   , то швидкість обчислень не збільшиться ні 
на жодну мілісекунду, тому що рівнянь мало і вони складаються з не-
значної кількості обчислювальних операцій. Якщо зробити об’єднання 
сіток потоків під час обчислення рівнянь , , ,
n n n n
u u   , то швидкість 
обчислень цих рівнянь також не збільшиться через їх простоту. 
Має сенс зробити об’єднання сіток потоків під час обчислення 
рівнянь
 
,1 ,2 ,1 ,2, , ,n n n nA A B B . Оскільки результати обчислення ,1 ,1,n nA B  
використовуються для обчислення ,2 ,2,n nA B , то спочатку можна одночасно 
обчислити ,1 ,1,n nA B , а потім одночасно ,2 ,2,n nA B  (рис. 1.3). 
 
 Рис. 1.3. Об’єднання сіток потоків під час обчислення 
 рівнянь ,1 ,2 ,1 ,2, , ,n n n nA A B B  
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У випадку об’єднання сіток кожне рівняння ,1 ,2 ,1 ,2, , ,n n n nA A B B  
залишається в окремому блоці, як це було раніше. Однак тепер два блоки 
потоків ,1 ,1,n nA B  уміщуються в одну сітку, те ж відбувається і з ,2 ,2,n nA B . 
Для обчислення, наприклад, ,1 ,1,n nA B , спочатку на GPU запускається 
функція «function1», яка запускає обчислення ,1 ,1,n nA B  (функцію «function 
2»). Всі потоки блоку з індексом 0 будуть обчислювати рівняння ,1nA , 
потоки блоку з індексом 1 будуть обчислювати рівняння ,1nB . 
 
__device__ void function2(int n, int block, double *A1, double *B1, 
< інші параметри >){ 
 if(block == 0) A1[n] = <результат обчислення>; 
 else if(block == 1) B1[n] = <результат обчислення>; 
} 
__global__ void function1(double *A1, double *B1, <інші 
параметри>){ 
 function2(threadIdx.x, blockIdx.x, A1, B1, <інші параметри>); 
} 
 
В результаті під час об’єднання сіток потоків час обчислення рівнянь 
для одного кроку за часом для середовища з сильною дисперсією для 
випадку 50N n N     знизиться з 62 до 45 мілісекунд, для випад-
ку 200N n N     знизиться з 1003 до 730 мілісекунд. 
 
1.4. РЕЗУЛЬТАТИ МОДЕЛЮВАННЯ 
 
Обвідна хвильового поля в середовищах зі слабкою дисперсією. 
Практичний інтерес пов’язаний із транспортуванням хвиль великої 
амплітуди за малих рівнів поглинання далеко від порога 1thr   . 
Характерні часи модуляції амплітуди основної хвилі за рівня поглинання 
0.1   під час обліку всіх видів взаємодії мод стають менш регулярними 
(рис. 1.4). 
 
 Рис. 1.4. Поведінка амплітуди основної хвилі з часом для випадків застосування 
S-теорії (а) і розгляду без наближень (б) за 0.1  , 200N   
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  і енергії основної хвилі 20u  
від часу в процесі розвитку нестійкості представлені на рис. 1.5. Явно 
помітний осциляторний характер обміну енергією між основною хвилею 
і спектром нестійких мод. 
 
 






 , енергії основної хвилі 
2
0u  і їх суми від часу для випадків застосування S-теорії (а) і розгляду без 
наближень (б) за 0.1  , 200N   
 
Максимуми амплітуди обвідної в обох випадках досягаються 
практично в один час і приблизно рівні один одному (рис. 1.6). 
 
 Рис. 1.6. Максимальна (суцільна крива) і середня (пунктир) амплітуди обвідної 
хвильового поля для випадків застосування S-теорії (а) і розгляду без 
наближень (б) за 0.1  , 200N   
 
Змінюється і поведінка спектра нестійкості. Характерний для 
модуляційної нестійкості двогорбий спектр у разі опису в рамках S-теорії 
(а) звужується, а під час розгляду без наближень (б) спостерігається 
протилежна тенденція до розширення. Часи розгляду спектра обрані на 
лінійній за амплітудами збурень стадії процесу в момент досягнення 
максимальної амплітуди обвідної хвильового поля і в стадії розвинутої 
нестійкості (рис. 1.7). 
В умовах слабкого поглинання енергія спектра модуляційної 
нестійкості досягає значень, що можна порівняти з початковою енергією 
хвилі кінцевої амплітуди. З рис. 1.6 видно, що на початковій стадії 
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нелінійного режиму процесу можлива поява хвиль і сплесків обвідної 
з вельми великою амплітудою. Надалі відбувається зниження амплітуди 
основної хвилі (рис. 1.5, 1.6) і її вплив на інтерференцію мод спектра 




Рис. 1.7. Спектри нестійкості для трьох моментів часу в разі опису  
в рамках S-теорії (а) і розгляду без наближень (б) за 0.1  , 200N   
 
Характер модуляції основної хвилі в просторі (фрагмент поблизу 
області з максимальною амплітудою обвідної) для тих же моментів часу 
для двох випадків опису нестійкості представлений на рис. 1.8. 
З результатів чисельного моделювання випливає, що на початковій 
стадії процесу інтенсивність поля в області максимуму обвідної хвиль 
приблизно на порядок перевершує середній рівень інтенсивності. 
Хвильове поле в середовищах із сильною дисперсією. Океанські 
хвилі. В реальних умовах поглинання енергії гравітаційних хвиль великої 
амплітуди на поверхні океану вельми мало. Тому раціональним буде 
проводити порівняння двох моделей опису для реалістичного випадку 
дуже малого поглинання 0.01   і значної амплітуди хвилювання 
0.566 ; 0.01
N
   . Для аналізу розмахів хвиль (тобто відстані між 
верхньою точкою гребеня хвилі і нижньою точкою западини) виділимо 
з них третину найбільших. Критерій, за яким виділяють аномально великі 
хвилі, зазвичай 
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> 2 ,AG SWHU U       (1.32) 
 




Рис. 1.8. Модуляція основної хвилі для трьох моментів часу в разі опису 
в рамках S-теорії (а) і розгляду без наближень (б) за 0.1  , 200N   
 
На рис. 1.9–1.13 наведемо результати розрахунків, що демонструють 
розвиток спектру нестійкості для трьох моментів часу в разі опису 
в рамках S-теорії (а) і в загальному випадку розгляду без наближень (б). 
Добре видно формування характерного двогорбого спектра (рис. 1.9) 
модуляційної нестійкості. Якщо в разі опису в рамках S-теорії така форма 
спектра зберігається, то в загальному випадку опису спектр з розвитком 
нестійкості згладжується. 
З рис. 1.10 видно, що нерезонансні взаємодії, для яких не виконані 
співвідношення S-теорії, призводять до зриву осциляторного режиму 
поведінки амплітуди основної хвилі, характерного для режиму 
резонансної взаємодії, що описується S-теорією [21–22]. 
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 Рис. 1.9. Спектр нестійкості для трьох моментів часу в разі опису в рамках  
S-теорії (a) і в загальному випадку розгляду без наближень (б) 
 
 
 Рис. 1.10. Зміна амплітуди основної хвилі з часом під час опису  
в рамках S-теорії (a) і в загальному випадку розгляду без наближень (б) 
 
Розподіли амплітуд розмахів H , тобто відстаней між верхньою 
точкою гребеня хвилі і нижньою точкою западини, в режимі розвиненої 
нестійкості за одну симуляцію представлені на рис. 1.12. Підрахунок 
хвиль відбувався через моменти часу, які приблизно дорівнюють часу 
життя аномально великої хвилі, на відміну від випадку [21–22], де хвилі 
з різними амплітудами підраховувалися в численних симуляціях. У двох 
цих випадках частоти появи аномальних хвиль у статистиці за ансамблями 
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і за часом в обох моделях опису океанського хвилювання практично не 




Рис. 1.11. Середня амплітуда CPU , середня амплітуда третини  
найбільших мод SWHU  і найбільший розмах хвилі з ансамблю MaxU  як функції 
часу. Колами відзначена поява хвиль аномальної амплітуди AGU  (32)  





Рис. 1.12. Розподіл амплітуд розмахів за одну симуляцію у разі опису 
в рамках S-теорії (a) і в загальному випадку розгляду без наближень (б). 
Пунктирні лінії визначають межу між модами малої амплітуди і третиною 
найбільших мод і величиною, що в два рази перевищує середнє значення від 
третини найбільших мод; a – всього розмахів 173526, третина найбільших 
розмахів 57842, розмахів у 2 рази більших середнього від третини найбільших 
розмахів 8; б – всього розмахів 176386, третина найбільших розмахів 58795, 
розмахів у 2 рази більше середнього від третини найбільших розмахів 10 
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Характер розподілу розмахів подібний до [21–22], де їх кількість 
підраховувалася в різних симуляціях і величини усереднювалися за 
ансамблем симуляцій. Кількість і розподіл розмахів виявлених хвиль 
аномальної амплітуди представлені в табл. 1.1. Слід звернути увагу на 
наявність виражених «хвостів» розподілів в обох випадках. 
 
Таблиця 1.1 
Кількість і розподіл розмахів виявлених хвиль аномальної амплітуди 
/ 2AG SWHU U  Випадок a: 1 21, 0    Випадок б: 1 21, 1    
від 2 до 2.1 4 7 
від 2.1 до 2.2 2 1 
від 2.2 до 2.3 2 - 
від 2.3 до 2.4 - 1 
від 2.4 до 2.5 - 1 
всього 8 10 
 
Аналіз спостережень і обчислювальних експериментів показує [26–
36], що аномальні хвилі часто виникають у складі групи хвиль, що мають 
форму солітоноподібних утворень. І в цьому випадку такі хвилі 
з’являються саме в складі груп досить великих хвиль, причому в за-
гальному випадку довжина модуляції менше, ніж за описом у рамках  




Рис. 1.13. Характерний вид аномальних хвиль у складі груп хвиль у разі опису 
в рамках S-теорії (a) і в загальному випадку розгляду без наближень (б) 
 
Велика хвиля з амплітудою, що можна порівняти з 2 SWHU , припадає 
на 410  хвиль, що узгоджується зі статистичними оцінками, однак хвилі з амплітудою 2.5 SWHU  і більше з’являються значно частіше, ніж це можна було очікувати за випадкової інтерференції хвильового руху. 




Особливості застосування технології CUDA. Алгоритм вико-
ристання CUDA в обчислювальному експерименті відповідає алгоритму 
використання CUDA під час розв’язання задачі Коші методом Ейлера. Для 
середовищ із сильною і слабкою дисперсією алгоритм однаковий через 
наявність одних і тих же рівнянь. Деякі параметри моделей не 
розраховуються на GPU, тому що їх розрахунок відбувається не кожен 
крок часу  . 
Для рівнянь ,1 ,2 ,1 ,2, , , , , , ,n n n nn n n nA A B B u u    створена сітка з одного 
блоку з кількістю потоків, що дорівнює кількості рівнянь. Окремими 
рівняннями описані 
00,1 0,2 0,1 0,2 0 0 0
, , , , , , ,A A B B u u   , тому їх розрахунок 
відбувається не паралельно. 
Під час порівняння часу обчислення рівнянь перевага GPU над CPU 
зростає із ростом числа мод. Обчислення на CUDA можна прискорити ще 
в 1.7 разів без зниження точності результатів шляхом обчислення 
тригонометричних функцій синуса і косинуса в урізаній точності. 
Оптимізацію алгоритму шляхом об’єднання сіток потоків в одну 
сітку доцільно виконати для рівнянь ,1 ,2 ,1 ,2, , ,n n n nA A B B . Тоді швидкість 
обчислень на CUDA виросте ще в 1,4 рази. 
 
Результати моделювання. Під час порівняння S-теорії і більш 
загальної теорії (тобто без спрощень S-теорії) модуляційних нестійкостей 
визначено, що багато характеристик процесу нестійкості виявляються 
близькі, принаймні на початковій стадії нелінійного режиму нестійкості. 
Подібними виявляються максимальні амплітуди модуляції (обвідної), 
окремих хвиль, часи їх появи. Таким чином, S-теорія дозволяє не тільки 
якісно, але й кількісно описувати початкову стадію нелінійного режиму 
процесу модуляційної нестійкості. 
Результати моделювання виявляють формування цугів хвиль, 
короткий час життя таких груп хвиль і пояснюють природу розширення 
масштабу і зменшення амплітуди модуляції хвильового руху. Аномальні 
хвилі надвисокого розмаху й амплітуди виявлені на початковій стадії 
модуляційної нестійкості. На великих часах процесу амплітуда аномально 
великих хвиль виявляється меншою, ніж на початковій стадії розвиненої 
нестійкості. Визначено, що частота появи аномальних хвиль і їх амплітуди 
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2.1. АКТУАЛЬНІСТЬ ЗАДАЧІ В ПРЕДМЕТНІЙ ОБЛАСТІ 
 
Актуальні задачі застосування високоенергетичних і потужно-
струмових коротких електронних пучків – згустків, що рухаються в плазмі 
для прискорення іонів [39; 40], поставили перед дослідниками дві 
проблеми: як домогтися максимальної амплітуди кільватерного поля за 
електронним згустком і яким чином забезпечити стійкість його найбільш 
ефективної конфігурації, яку, як вважали, потрібно спеціальним чином 
приготувати. Раніше проблема стійкості розглядалася з позиції врахування 
власних полів пучка, зовнішньої магнітної конфігурації та індукційної 
реакції плазмового і конструкційного оточення [41; 42]. Детальніший 
огляд літератури з питань стійкості пучків у плазмовому середовищі 
можна знайти в монографіях [43–45]. 
Запропоновані Я. Б. Файнбергом методи підвищення стійкості пучка 
як цілого за рахунок збуджених ним полів у плазмі [46] викликали інтерес 
до поперечного (радіального) фокусування модульованих пучків (на 
частоті, що менша за плазмову) [47; 48], що було виявлено експери-
ментально [49]. Крім помітного самофокусування [50; 51], інтенсивність 
випромінювання протяжних пучків не демонструє помітного зниження під 
час їх транспортування в плазмі [52; 53], на відміну від випадку коротких 
одиночних згустків. Уявлення про досягнення у сфері прискорюючих 
полів і можливості прискорення іонів у полі випромінювання таких пучків 
в різних умовах можна отримати з робіт [54; 55]. Амплітуди збуджених 
полів у протяжних обмежених пучках можна порівняти з амплітудами 
в необмежених системах, більшість механізмів взаємодії частинок пучка 
з плазмою подібні до вивчених раніше [56–59]. Однак облік обмеженості 
потребував детального вивчення стійкості пучка як цілого, його 
радіального фокусування (що досить добре обговорюється в монографії 
[60]) і з’ясування ступеня зарядної і струмової компенсації. 
Дещо інші проблеми виникли під час вивчення досить компактних 
порівняно з довжиною випромінювання згустків заряджених частинок, які 
рухаються у плазмі. Основну увагу спочатку приділяли профілюванню 
щільності згустків, домагаючись найбільшого потенціалу поля позаду 
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нього [40]. Оскільки процес прискорення потребував більшого часу, 
стійкість і динаміка одиночного згустку у власних полях також виявилася 
важлива. Питання стійкості коротких пучків заряджених частинок, що 
рухаються в плазмі, розглядалися в роботах [60; 61], де було виявлено 
явище їх поперечного і поздовжнього самофокусування. Це явище 
еквівалентно до обернення знака макроскопічної діелектричної про-
никності в об’ємі такого згустку [61]. Особливістю такого згустку, що 
рухається в плазмі, є також практично повна компенсація його заряду [62], 
якщо його початкові розміри (поздовжні 1  і поперечні   помітно перевищували величину peV 0 , де 0V , pe  – незбурена швидкість пучка 
і ленгмюрівська частота плазми). 
Однак конкуруючим процесом по відношенню до самофокусування 
є розвиток нестійкості моноенергетичного пучка з подальшою його 
модуляцією, характерний розмір якої порядку довжини поля 
випромінювання. За розмірів електронного згустку ||a , помітно менших за характерну відстань, на котрій розвивається пучкова нестійкість в без-




, )4( boboppeb mne   – плазмові електронні частоти пучка і плазми), поле не 
встигає накопичитися в розмірах згустку. Ефективний декремент загасання 
коливань D  в згустку можна визначити як відношення потоку енергії коливань, які покидають згусток, до повної енергії коливань в його обсязі, 
при цьому aVD 0 . Відношення ефективного декремента загасання 
до максимального інкремента пучково-плазмової нестійкості 
32)( pebepe   порядку 1))((| 3200   pepbpeD V    [63]. 
Пучкова нестійкість, яка розвивається в цих умовах, є дисипативною 
з інкрементом [64; 65] з точністю до чисельного множника, який дорівнює 
максимальному інкременту (розрахованому для необмеженої системи 
«пучок – плазма»), помноженому на 21 . Енергія поля за час 0Va  
виноситься з об’єму згустку, а зростання амплітуди за цей час пропорційне 
)}1(1])([)exp{( 2121320  pebepeVa   і досить незначне [66]. Таким 
чином, зростання поля в об’ємі пучка обумовлено великою мірою 
групуванням часток (тобто синхронізацією випромінювачів, обумовленою 
нестійкістю) і підвищенням когерентності їх випромінювання. У разі 
розвитку нестійкості когерентність поля кільватерного сліду значно 
збільшується. У разі одновимірних згустків, розмір яких більший або 
в кілька разів перевищує довжину хвилі випромінювання, з однією і тією ж 
фіксованою кількістю частинок 1)2( 0 Va pe  , найбільша амплітуда 
випромінювання, що досягається в процесі нестійкості, слабо залежить від 
початкового поздовжнього розміру згустку, що дозволяло вважати її 
(амплітуду) максимально можливою [66]. Виявилося, що максимальна 
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досяжна напруженість електричного поля за таким одновимірним згустком 
в   разів менше, ніж у разі протяжного пучка тієї ж щільності [66]. Дійсно, 
можна показати [63], що в разі накопичення поля випромінювання в об’ємі 
пучка постійної щільності ефективність його бунчування зростає, 
зменшується характерний час процесу бунчування (в   разів менше), 
істотно зростає напруженість електричного поля випромінювання (в   раз 
більше) порівняно з розглянутим вище випадком зверхвипромінення 
коротких пучків-згустків. 
Розгляд поведінки тривимірного моноенергетичного згустку таких 
же розмірів показав [67–70], що в їх об’ємі також розвивається нестійкість 
дисипативного типу, подібна до розглянутої вище. Ступінь досягнутої 
когерентності випромінювання нижче, ніж в одновимірному випадку, 
а перемішування захоплених частинок у потенційній ямі випромінювання 
відбувається більш ефективно, що призводить до швидкого зменшення 
амплітуди випромінювання. Процеси в поздовжньому напрямку (по руху 
згустку) відбуваються швидше, тому поперечна модуляція щільності 
слабкіше виражена, ніж у випадку, обговорюваному в роботі [70], що слід 
пов’язувати з різним вибором початкової форми згустку. 
Компактні згустки, початковий розмір яких багато менший за 
довжину хвилі випромінювання, в одновимірному і тривимірному 
випадку нестійкі і швидко розлітаються. Амплітуда випромінювання, яка 
в початковий момент максимально досяжна для згустку з певною 
кількістю частинок, монотонно убуває з часом. Взагалі кажучи, за час 
набагато більший зворотного інкремента нестійкості інтенсивність 
випромінювання зменшується до рівня сумарного некогерентного 
спонтанного випромінювання частинок згустку. 
Нижче детально обговоримо характер випромінювання і стійкість 
рухомих у холодній плазмі одновимірних згустків заряджених частинок 
однієї енергії. Будемо вважати кількість часток у згустках різного розміру 
фіксованою. Покажемо, що в разі згустків, розмір яких перевищує довжину 
хвилі випромінювання, максимальна амплітуда кільватерного поля в два 
рази менше за максимально можливу для цієї кількості частинок. При 
цьому максимум обвідної випромінювання відстає від згустку, зали-
шаючись у сфері його формування в лабораторній системі відліку.  
 
2.2. РОЗРОБКА МАТЕМАТИЧНОЇ МОДЕЛІ ПРОЦЕСУ. 
КІЛЬВАТЕРНЕ ПОЛЕ ОКРЕМОЇ ЧАСТИНКИ 
 
Важливо відзначити, що якщо розглядати нескінченну періодичну 
систему розташування окремих часток, як це часто роблять, а потім 
необмежено збільшувати величину періоду, то перехід до кільватерного 
поля окремої частки згустку виявиться важким. Бо в періодичній системі 
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поле присутнє як попереду, так і позаду окремо взятої частинки. А для 
одиночної частинки поле випромінювання попереду неї в напрямку її руху 
в плазмі відсутнє (див., наприклад, [62; 63]). Уявімо щільність заряду 
електрона, що рухається зі швидкістю 0 , в наступному вигляді: 
)()( sesxte   . Використовуємо рівняння Пуассона 
4 xD , яке в Фур’є-поданні запишемо у вигляді 
  
),(4),(),( kkEkik   .    (2.1) 
 







 }exp{|)()]()([}exp{ 00 0 
 ikE
k
kkkEkkdkiki k . (2.2) 
 
Тут ми скористалися тією обставиною, що хвильовий пакет 
розташовується в просторі хвильових векторів поблизу 0k , і тоді 
dKKkd  )( 0 . Крім того, 

 )(}exp{ KEdKikE   – повільно змінна в прос-
торі амплітуда напруженості електричного поля. 
Використовуємо також той факт, що в рухомій системі відліку 
рівняння 0)(1)(),(),( 2   ikkkkkk pe  має корені 
202,1  ikk pe  . 
Рівняння Пуассона при цьому набуває вигляду 
 
)(}|)({4}exp{)( 100 0 skkkeikE k    .  (2.3) 
 
Причому в цьому випадку виконується співвідношення 
 00 |)(|)(0 kkkkk  . Для подальшого перетворення рівняння 
(2.3) скористаємося поданням [71] dxxdx )()(   , де )(x  – симетрична одинична функція, яка дорівнює нулю за 0x  і дорівнює одиниці за 0x . 
З огляду на наявність дельта-функції, рівняння (2.3) можна 
представити у вигляді 
 
( ) ,E s             (2.4) 
 
де ]exp[}|)({4 010 0 sikkkke k   . Розв’язок шукаємо у вигляді 
)( sCE   , де C  – деяка невизначена константа. Оскільки 
напруженість поля має вигляд 
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}exp{)]([}exp{ 00  iksCsikE   ,   (2.5) 
 
то в області великих значень 0  вираз тяжіє до нескінченності, що 
неприпустимо. Тому слід вибрати C . Таким чином, остаточно 
напруженість поля кільватерного сліду за часткою, що рухається в пози-





   sikskkkeE k .  (2.6) 
 
Рівняння (2.6) отримано для рівномірно рухомого заряду. Більш 
строгі обчислення [73] дозволяють отримати аналогічну формулу для поля 
заряду з довільним законом руху )(xtt L : 
 
))]((exp[)]([0 xttixttEE LpL   .    (2.7) 
 
Тут )(xtL  – так званий лагранжевий час, тобто час прильоту частки 
в точку x  (в лабораторній системі відліку). Вираз (2.7) має прозорий 
фізичний зміст: частка, пролітаючи через точку x , збуджує поздовжнє 
поле з амплітудою 100 }|)({4 0  kkkkeE  . Надалі поле в цій точці 
осцилює з плазмовою частотою і ніяк не залежить від подальшої еволюції 
частинки. Важливо підкреслити, що фаза поля, що створюється зарядом 
у точці x , залежить тільки від різниці поточного часу і часу прольоту 
заряду через цю точку. 
У разі рівномірного руху заряду вираження (2.6) і (2.7) еквівалентні, 
тому що ))(())(())(())(( 000   tkxtxkxtxkxtt Lp , де )(tx  та )(t  – 
поточна координата частинки в лабораторній системі відліку і системі 
відліку, пов’язаній із часткою, відповідно. Звідси нескладно отримати 
оцінку застосовності вираження (2.6) для використання в самоузгодженій 
моделі збудження кільватерного поля згустком з урахуванням 


























  tt xt
xt
,  (2.8) 
 
де ))(( xtt Lpt  , ))((0 xtxk  , ))(())((),( xttxtxxt L  та ),( tx  – 
відповідно, середня швидкість і варіація швидкості частинки на ділян-
ці )](,[ txx . 
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2.3. ФОРМАЛІЗАЦІЯ МАТЕМАТИЧНОЇ МОДЕЛІ ПРОЦЕСУ 
 
Неважко побачити, що кільватерне поле випромінювання окремої 
частинки являє собою результат її спонтанного випромінювання. Спон-
танні поля окремих частинок згустку (за їх однорідного розподілу і за 
відсутності зовнішніх механізмів синхронізації) відрізняються фазою, яка 
принаймні в початковий момент випадкова, тобто спонтанне випро-
мінювання однорідно розподілених і несфазованих n  випромінювачів – 
некогерентне. Зміна енергії спонтанного випромінювання в одиницю часу 
пропорційна до кількості випромінювачів, тобто n . На кожну частинку 
діє її власне поле і поле частинок, які знаходяться попереду неї. Поле 
спонтанного випромінювання в замкнутому просторі зростає лінійно 
з часом [63], у відкритій системі – в згустку зростання поля обмежене 
виносом енергії за межі згустку. Але, починаючи з деякого моменту, 
групування випромінювачів може виявитися таким, що ініціативу впливу 
на частинки здатне перехопити випромінювання, породжене 
згрупованими частинками. Якщо кількість таких згрупованих часток 
дорівнює s , то інтенсивність поля, породженого цією групою частинок, 
буде пропорційне 2s . За ns   поле згрупованих часток вже буде 
домінувати в процесі самомодуляціі згустку і формування кільватерного 
сліду за згустком. Це зростання когерентного, що вже набуває рис 
індукованого, випромінювання відбувається експоненційно. Зростає 
ступінь когерентності і в загальному випромінюванні згустку, тобто фази 
багатьох окремих випромінювачів слабо відрізняються одна від одної. 
Зміна енергії поля в одиницю часу в цьому випадку пропорційна до 
квадрата кількості синхронізованих осциляторів. Причому подібна син-
хронізація відбувається під дією випромінюваної хвилі і керується нею. 




  N gfNE ,   (2.9) 
 









d  ,     (2.10) 
 
де )(2 00 tVzK  , LVVK  2)( 00  , eL mMKe 022  , 1)1(  g , 
002 VKL , tL   та M  – загальна кількість частинок у згустку 
в одиничному перетині, 20 2 LemEeKE  , E  – напруженість електричного 
поля, f  – статистична вага великої частки, що моделює пучок, e , em , 
00 VK pe  – заряд, маса електронів і хвильове число кільватерного поля. 
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Рівняння (2.9), (2.10) описують нелінійну динаміку короткого 
одновимірного електронного згустку, що поширюється крізь щільну 
плазму в системі його спокою [62]. Неважко показати, що ця система 
рівнянь практично повністю еквівалентна системі рівнянь для 
дисипативної пучкової нестійкості [64; 65] (див. також [66]), де зміною 
обвідної амплітуди поля з часом можна знехтувати, тобто DtEE  , 
порівняно з декрементом поглинання, який у цьому випадку дорівнює 
aVD 0 . Таким чином, ця модель, як показано в роботах [62; 63], 
коректно описує динаміку одновимірного короткого моноенергетичного 
пучка заряджених частинок, що поширюється в плазмі. 
Енергія поля за час 0Va  виноситься з об’єму згустку, а зростання амплітуди за цей час пропорційно 
)1(1])([)}exp{( 2321320  pebepeVa   і досить незначне. Таким чи-
ном, зростання поля в об’ємі пучка обумовлено більшою мірою групу-
ванням частинок і підвищенням когерентності їх випромінювання [66]. 
 
2.4. УМОВИ ЗАСТОСОВНОСТІ ОПИСУ 
 
Як було зазначено вище, рівняння для поля (2.6) і рівняння (2.9), що 
витікає з нього, мають певні обмеження. Застосовність цих рівнянь 
обмежена просторовою (або часовою) областю, в якій варіація швидкості 
дуже мала порівняно з початковою швидкістю згустку (в більшості 
випадків застосування її можна вважати близькою до швидкості світла). 
Уточнимо межі застосування моделі (2.9)–(2.10) в прийнятих нами 
безрозмірних одиницях. Будемо виходити з більш суворої моделі [73], що 
використовує лагранжевий час. 
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E   .  (2.13) 
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Тут )( L  – час, коли частинка з номером   проходить через точку 
 , )( L  – її швидкість в цей момент. Інтегруючи рівняння (2.11) 
в інтервалі ],[  , отримаємо 
( ) .




              (2.14) 
 
Щоб замкнути це рівняння, нам треба знати )( L . З огляду на те, 
що в лабораторній системі відліку частинка дуже швидко долає відстань 
],[   (зі швидкістю близько 1 ), можна припустити, що її швидкість на 
цьому інтервалі змінюється слабо і тому величину )( L  можна розкласти 















L  .  (2.15) 
 
Підставляючи це розкладання в (2.14), отримаємо 
 
3 21( ) (1 )( ) (1 ) ( )





    

                         .(2.16) 
 
Нескладно показати, що якщо в отриманому виразі утримати тільки 
лінійний по    доданок і підставити його в (2.13), то ми отримаємо 
рівняння (2.9). Різниця виникає під час обліку доданків більш високого 
порядку. Звідси випливає умова застосовності рівняння (2.9). Виходячи 
з вимоги малості квадратичного доданка 
 






           (2.17) 
 
отримаємо кордон просторової області застосовності цієї моделі: 
 
E23
2*   .     (2.18) 
 
Оскільки 2E , а для релятивістських згустків 1 , то можна 
вважати, що запропонована нами спрощена модель може бути застосована 
в досить широкій просторовій області і може бути використана 
в практичних розрахунках. Виходячи з (2.18), межі застосування моделі 
можна визначити так: якщо навіть 2E , то для 0 : *  – 
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еквівалентно нескінченній швидкості пучка, тому що швидкість пучка 
в обраних одиницях пропорційна до 1 , для 1.0 : 31*   – 
найпроблемніший випадок, для 0.01:   * 1000.    
 
2.5. ЗАСТОСУВАННЯ ТЕХНОЛОГІЇ CUDA  
ДЛЯ МОДЕЛЮВАННЯ ПРОЦЕСУ 
 
Програма, що реалізує математичну модель задачі, створена 
з використанням технології JCUDA. JCUDA забезпечувала виконання 
з Java-програми програмного коду на GPU. 
Розглянемо рух згустку з N частинок протягом деякого періоду часу 
(рис. 2.1), який розбитий на часові відрізки з кроком dt.  
 
 Рис. 2.1. Згусток з 10240 частинок у момент часу t = 4 
 
Для кожної частинки на GPU розраховуються її координати ξ і v на 
кожному кроці у вигляді вирішення задачі Коші методом Ейлера: 
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          (2.20) 
 
В обчислювальному експерименті використовується схема взаємодії 
CPU частини і GPU частини програми з використанням двох циклів «for» 
під час розрахунку рівнянь для часових кроків. У рамках вкладеного 
циклу обчислення відбуваються без отримання результатів із пам’яті GPU. 
Для підвищення точності обчислень необхідно зменшити крок за часом dt, 
але за малого кроку положення згустку частинок змінюється повільно 
і тому кожну зміну положення згустку зберігати не потрібно. В цьому 
випадку тільки результат одного з десяти часових кроків зберігається, 
тобто переноситься з пам’яті GPU в оперативну пам’ять (ОЗП). Далі 
обчислення тривають за тією ж схемою, якщо користувач їх не зупиняє. 
Алгоритм обчислень на GPU показаний на рис. 2.2. 
Розділ 2. МОДЕЛЮВАННЯ РУХУ ЗГУСТКУ ЕЛЕКТРОНІВ... ~ 33 ~ 
 
 Рис. 2.2. Алгоритм обчислень на GPU 
 
У головній частині програми («host») створюються масиви розміром 
N для зберігання координат ξ і v. Задаються початкові значення координат 







На GPU також створюються ці масиви виділенням пам’яті для них. 
Масиви «ξ» і «v» з ініціалізованими значеннями в початковий момент часу 
копіюються з ОЗП в пам’ять GPU перед початком обчислень на GPU. 
У головній частині програми задаються параметри розпара-
лелювання – кількість блоків і кількість потоків у блоці. Наприклад, за 
N = 10240 і кількості потоків у блоці nThreads = 32 вийде кількість блоків 
nBlocks = 10240/32 = 320. Код обчислень на GPU: 
 
__device__ double complexFunction(int b, int N, double dt, double pi, 
double *ksi){ 
 double sum=0; 
 for(int a=0;a<N;a++){ 
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  if(ksi[a]>=ksi[b]){ 
   sum+=cos(2.0*pi*(ksi[b]-ksi[a])); 
  } 
 }  
 return -2.0*sum/(double)N*dt; 
} 
__global__ void func(int N, double dt, double pi, double *ksi, double *v, 
double *dksi, double *dv){ 
 int b = threadIdx.x + blockDim.x*blockIdx.x; 
 dv[b] = complexFunction(b,N,dt,pi,ksi); 
 dksi[b] = v[b]*dt; 
 v[b] = v[b] + dv[b]; 
 ksi[b]=ksi[b]+ dksi[b];  
} 
 
Обчислення проводилися на відеокарті GeForce GT 610 і на одному 
ядрі двоядерного процесора AMD Athlon64 Х2 2.2Ггц. Спочатку було 
визначено розмір блоку, за якого швидкість обчислень максимальна 
(табл. 2.1). 
Таблиця 2.1 
Час розрахунку на GPU залежно від розміру блоку 
 
З таблиці видно, що за декількох розмірів блоку швидкість обчис-
лень максимальна; для подальшого використання був обраний розмір 
блоку 128. 
Під час розрахунку на CUDA всі обчислення виконуються на GPU. 
На CPU виконується розрахунок координат частинок для початкового 
моменту часу і обробка отриманих на GPU результатів обчислень – 
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малювання графіка руху частинок після отримання результатів із пам’яті 
GPU. Проте основний час витрачається саме на обчислення на GPU. 
Наприклад, за 10240 частинок час обчислення на GPU становить 90 % від 
часу, витраченого на розрахунки, а за 20480 частинок – 98 %. Частка часу 
обчислення на GPU наближається до 100 % за подальшого зростання 
кількості частинок, а час, витрачений на отримання результатів з GPU 
і малювання графіка, не збільшується. Це показує, що в створеному 
алгоритмі розрахунку на CUDA немає резервів для підвищення швидкості 
виконання програми шляхом перенесення обчислень на GPU. 
Для перевірки результатів проводяться також розрахунки на CPU. 
Відбувається порівняння результатів і визначення відхилень. Обчислення 
на GPU виконуються в подвійній точності. Щоб прискорити обчислення 
на GPU, можна проводити їх в одинарній точності. Можна також частину 
обчислень проводити в подвійній точності, а частину в одинарній, 
наприклад робити частину використовуваних функцій функціями зни-
женої точності. 
Для того щоб програма проводила обчислення в одинарній точності, 
необхідно змінити тип даних простих змінних і масивів з double на float. 
Оскільки використовується функція cos( ), вона замінюється на менш 
точну функцію cosf( ) або __cosf( ). 
За 10240 частинок і подвійній точності швидкість обчислення одного 
кроку за часом складає 0,097 с. Якщо використовувати функцію cosf( ) 
замість cos( ), а решту розрахунків залишити в подвійній точності, то час 
обчислення становить 0,031 с. Якщо всі розрахунки проводити в оди-
нарній точності, то час обчислення складе 0,025 с. Швидкість виконання 
програми, в першу чергу, залежить від кількості частинок. На основі 
отриманих результатів розрахунків для різної кількості частинок буду-
ється графік часу виконання програми на GPU і CPU (рис. 2.3). Обчис-




Рис. 2.3. Час розрахунку рівнянь для одного кроку за часом  
на GPU і CPU залежно від кількості частинок N 
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2.6. РЕЗУЛЬТАТИ МОДЕЛЮВАННЯ: ВИПРОМІНЮВАННЯ 
ЗГУСТКУ МАЛОЇ ЩІЛЬНОСТІ ЗА РАХУНОК РОЗВИТКУ 
ДИСИПАТИВНОЇ НЕСТІЙКОСТІ 
 
Розглянемо в цьому розділі згусток частинок малої щільності такий, 
щоб зміни швидкості виявилися незначними і не приводили до помітних 
змін довжини випромінюваного поля ( 0 ). Короткий пучок-згусток із 
1000 частинок, рівномірно розподілених на довжині ),0( L  з нульовими початковими швидкостями. Відзначимо, що якщо між кожними двома 
такими частинками (назвемо їх опорними) рівномірно розташувати 9 або 
99 додатково, то, як показано на рис. 2.4, на розглянутих часових відрізках 




Рис. 2.4. Фазова площина частинок короткого пучка з кількістю частинок 
510N  (верхній графік), 410N  (середній графік), 310N  (нижній графік) за 3 . Опорні частки представлені чорним кольором, інші – сірим 
 
Тому в подальшому ми будемо розглядати згустки, в яких кількість 
моделюючих частинок (квазічастинок) дорівнюватиме 310N . Пучки, 
розмір яких перевищує в кілька разів довжину випромінюваної хвилі, 
нестійкі. Через великий рівень випромінювання з об’єму пучка нестійкість 
набуває яскраво вираженого дисипативного характеру. Амплітуда поля 
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швидко зростає і обмеження цього зростання обумовлене ефектом 
захоплення частинок до потенційної ями хвилі (рис. 2.5). При цьому 
частота осциляцій захоплених частинок eTR mEeK0  виявляється 




Рис. 2.5. Максимальна амплітуда поля Е за згустком L = 5, 0  
 
На рис. 2.6, 2.7 представлено положення частинок короткого пучка-
згустку з 1000 частинок на фазовій площині )( , поле і щільність згустку 
для двох моментів часу 39.2  та 12.5 , коли досягається максимум 




Рис. 2.6. Фазова площина )( , поле )(E  і щільність )(n  за досягнення максимуму поля поблизу згустку за 39.2 , 5L , 0  




Рис. 2.7. Фазова площина )( , поле )(E  і щільність )(n  за досягнення максимуму поля поблизу згустку за 12.5 , L = 5, 0  
 
Видно, що на довжині такого короткого пучка-згустку виникає 
нестійкість із формуванням його тонкої структури. Ця нестійкість 
є дисипативною пучковою нестійкістю, яка призводить до просторової 
модуляції пучка і формування п’яти досить компактних бунчів. 
В результаті нестійкості максимальна амплітуда поля досягає значень 
порядку одиниці в цьому нормуванні. Відзначимо, що випромінювання 
компактної квазічастинки, що представляє собою зібрані в одну точку всі 
частинки згустку, генерувало би кільватерний слід із максимально 
можливою амплітудою поля, яка дорівнює 2 LIMEE  в цьому норму-
ванні, що з очевидністю випливає з виразу (2.7). 
 
2.7. РЕЗУЛЬТАТИ МОДЕЛЮВАННЯ: ВИПРОМІНЮВАННЯ 
ЗГУСТКУ ВЕЛИКОЇ ЩІЛЬНОСТІ ЗА РАХУНОК РОЗВИТКУ 
ДИСИПАТИВНОЇ НЕСТІЙКОСТІ 
 
У разі збільшення щільності частинок короткого пучка-згустку, 
кожна моделююча частка є компактною квазічастинкою з масою eNm  
і зарядом, який дорівнює Ne . При цьому замість eL mMKe 022   слід 
записати eL NmNMKeN )(0222  . Іншими словами, система рівнянь 
залишається незмінною. Однак тепер через значно збільшену кількість 
частинок M  щільного згустку відношення лінійного інкремента до частоти може бути не настільки мале і 0 . Обговоримо випадок досить 
щільних пучків 1.0 , розміри яких помітно перевершують довжину 
випромінювання, яка в цьому описі прийнята за одиницю. Особливість 
динаміки такого короткого пучка обумовлена зміною довжини хвилі 
випромінювання через істотно більше гальмування і прискорення 
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частинок. У режимі розвиненої нестійкості максимально досяжна амплі-




Рис. 2.8. Максимальна амплітуда поля E  за згустком 5L ,  
1.0  в режимі розвиненої нестійкості 
 
Однак найбільший максимум обвідної поля при цьому швидко 
відстає від згустку. Залежність відстані MODL  від згустку до області цього максимуму поля показана на рис. 2.9. Можна показати, що в лабораторній 
системі відліку виділений максимум поля практично не переміщується 
(окремі викиди на графіках рис. 2.9 обумовлені неточністю методики 
визначення максимуму через наявність безлічі локальних екстремумів), 
що свідчить про «заморожування» поля після прольоту згустку. Оскільки 
групова швидкість ленгмюрівських коливань холодної плазми дорівнює 
нулю, подібні результати свідчать про якісне узгодження цієї моделі 




Рис. 2.9. Зміна положення MODL  максимуму кільватерного поля відносно  
до протяжних )5( L  згустків заряджених частинок різної щільності  
( 01.0  та 1.0 ) від часу у всій області розгляду.  
Для 1.0 значення помножені на 10 
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На рис. 2.10, 2.11 представлено положення частинок короткого 
пучка-згустку з 1000 квазічасток на фазовій площині ),(  , поле і щіль-
ність пучка для двох моментів часу 85.2  та 91.3 , коли досягається 
максимум і мінімум амплітуди поля безпосередньо позаду щільного 
згустку. Виходячи з (2.18), межі застосування моделі можна визначити 
так: 1E , для 0.1:   60*  , для 0.01:   * 2000.    Оскільки 
з ростом   амплітуда поля падає, то графік для 01.0  практично на всьому інтервалі часу попадає в межі застосування, а для 1.0  
враховуємо, що графік розтягнутий в 10 разів і кордон застосовності 
можна рахувати для амплітуди поля 5.0E . Тож 1200*  , тобто 




Рис. 2.10. Фазова площина ),(  , поле )(E  і щільність )(n за досягнення 
максимуму поля поблизу згустку за 85.2 , 5L , 1.0  
 
Є сенс розглянути характер фазової синхронізації частинок пучка, 
для чого можна для кожної частинки обчислити значення )(    g , 
при цьому видаляючи цілу частину цієї величини. Множення на g  
враховує, що поле кожної частки має різну довжину хвилі 
випромінювання. Точку спостереження   виберемо в околиці максимуму 
поля за згустком. Результати обчислення )(    g  повинні 
потрапляти в інтервал )10(  . При цьому можна знайти розподіл часток по 
цих фазах )(n  (рис. 2.12, 2.13). Крім того, з огляду на те, що в результаті інтерференції поля випромінюючих частинок з   та    взаємно 
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пригнічуються, то має сенс визначити величину )()(   nn , зрозуміло, 









Рис. 2.12. Розподіл часток по фазах випромінюючих полів поблизу максимуму 
поля для всіх 1000 частинок на верхньому графіку. На нижньому графіку за 
тих же умов  

  642)}()({ nn , 5L , 1.0  
 
Спектр випромінювання можна визначити, розглядаючи розподіл 
часток за величиною хвильового вектора поля 1)1(  g , що вип-
ромінюється ними. 




Рис. 2.13. Розподіл часток згустку по хвильових числах випромінюючих 
полів g  поблизу максимуму поля за 5L , 1.0  
 
Легко побачити, що в процесі нестійкості відбувається інтенсивна 
модуляція щільності частинок пучка, збільшується розкид частинок за 
швидкостями, обумовлений як квазіосциляторним рухом у потенційних 
ямах поля, так і загальним гальмуванням пучка як цілого під час 
випромінювання. В результаті нестійкості максимальна амплітуда поля 
досягає значень порядку одиниці в цьому нормуванні, так само як і в разі 




Розглянуто 1D модель згустку заряджених частинок, що рухається 
в плазмі. У початковий момент всі частинки рівномірно розподілені на 
довжині L і мають одну і ту ж швидкість. Обговорюється випадок 
протяжного згустку, довжина якого в кілька разів перевершує довжину 
хвилі кільватерного поля. 
Особливості застосування технології CUDA. У цій моделі вико-
ристовується досить велика кількість частинок, що еквівалентно вико-
ристанню подвоєного числа рівнянь руху. 
Для кожної частки на GPU за допомогою CUDA розраховувалися її 
координати ξ і v на кожному кроці часу у вигляді розв’язання задачі Коші 
методом Ейлера. 
Було визначено розмір блоку, який дорівнює 128 потоків, за якого 
швидкість обчислень максимальна. Частка часу обчислень на GPU 
наближається до 100 % за зростання кількості частинок, а час, витрачений 
на отримання результатів з GPU і їх обробку, не збільшується, що 
свідчить про відсутність в алгоритмі резервів для підвищення швидкості 
обчислень шляхом перенесення обчислень на GPU. 
Для перевірки результатів проводилися також розрахунки на CPU. 
Обчислення можна прискорити без втрати точності, використовуючи 
функцію косинуса й інші змінні в меншій точності, ніж double. 
Показано, що швидкість виконання програми, в першу чергу, 
залежить від кількості частинок. За зростання кількості частинок 
обчислення на CPU сповільнюються щодо обчислень на GPU. 
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Результати застосування моделі. Показано, що в об’ємі згустку 
виникає нестійкість і амплітуда поля в певній галузі, яка відстає від пучка, 
досягає значень, вдвічі менших за максимально можливу амплітуду 
випромінювання дуже компактного згустку з тією ж кількістю частинок. 
Область максимуму поля формується за згустком і в лабораторній системі 
відліку залишається в місці її утворення. Розмір цієї області в разі досить 
протяжних згустків займає кілька довжин хвиль, а в разі компактних 
згустків може виявитися більше. 
Запропонована в роботі модель (2.9)–(2.10) має важливу перевагу 
порівняно з більш строгою моделлю (2.11)–(2.13) з точки зору 
обчислювальних ресурсів, тому що містить тільки рівняння, що залежать 
від часу, а модель (2.11)–(2.13) являє собою більш складну просторово-
часову задачу. Є й інші особливості моделі (2.9)–(2.10), які роблять її 
застосування кращим під час вивчення динаміки пучків із відносно 
невеликою щільністю, розгляд яких дозволяє використовувати лінійний 
опис збурень навколишньої плазми. Перш за все, можна не враховувати 
магнітне поле, створене струмом пучка, бо струми в системі спокою 
пучка-згустку знехтувано малі. Більш того, всі обурення в системі можна 
вважати потенційними, ігноруючи електромагнітні ефекти, що 
неприпустимо під час опису динаміки рухомих згустків заряджених 
частинок у лабораторній системі відліку. Ця обставина набуває ще 





ПЕРЕХОДІВ У ТОНКИХ КОНВЕКТИВНО 
НЕСТІЙКИХ ШАРАХ РІДИНИ ТА ГАЗУ 




3.1. АКТУАЛЬНІСТЬ ПРОБЛЕМИ В ПРЕДМЕТНІЙ ОБЛАСТІ 
 
Питання структурних перетворень, структурно-фазових переходів 
другого роду, в результаті яких змінюється симетрія і частково характерні 
масштаби просторових структур, завжди цікавили дослідників і творців 
технологій. Під час розгляду різних процесів у суцільних середовищах 
необхідно враховувати динаміку спектрів збурень не тільки різного 
просторово-часового масштабу, а й різної просторової орієнтації [74–84]. 
Останнє відповідає в звичайному геометричному сенсі формуванню 
симетрій просторових структур, що мають не тільки ближній, а й далекий 
порядок [85–86]. Нелінійність середовища проявляється в наявності певних 
механізмів взаємодії таких збурень. Різні підходи до опису таких взаємодій 
у нерівноважних середовищах представлені, наприклад, в роботах [87–94]. 
Процеси за участю великої кількості збурень різного масштабу або 
орієнтації часто називають багатомодовими, або багатохвильовими, якщо 
мова йде про хвильові середовища або періодичні системи. 
На сьогодні найбільший інтерес представляє з’ясування природи 
появи просторових структур, виділення фізично прозорих механізмів 
розвитку таких процесів і потім створення адекватних (що мають прозоре 
фізичне походження) математичних моделей опису цих явищ. Роз-
глядаючи поведінку таких багатомодових або багатохвильових процесів 
формування просторових структур, можна побачити появу їх специфічних 
особливостей, таких як зміна динаміки нестійкості (зокрема, затримки або 
навіть її придушення [95]) під час формування нестійких нелінійних 
утворень. Відіграє значну роль і кількість ступенів свободи, кількість мод 
спектра (що призводить до появи малого параметра N/1 , обернено 
пропорційного кількості мод спектра N). Існування щільного спектра 
збурень здатне формувати довгоживучі квазістійкі нелінійні стани, здатне 
затримати розвиток перехідних процесів і процесів структурно-фазових 
переходів між цими станами [96; 97].  
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Для моделювання процесів структуроутворення в середовищах, де 
є виділений характерний розмір взаємодії між елементами майбутньої 
структури, виявилася досить привабливою модель Проктора–Сіва-
шинського [98; 99], яка була використана для опису процесу розвитку 
конвекції в тонкому шарі рідини з межами, що погано проводять тепло. 
Автори роботи [100] виявили стаціонарні рішення з малою кількістю 
просторових мод, одне з яких (конвективні осередки) виявилося стійким, 
а друге (конвективні вали) – нестабільним. Особливість моделі в тому, що 
вона виділяє один просторовий масштаб взаємодії, залишаючи для 
еволюції системи можливість вибрати характер симетрії. Виявилося, що 
наявність мінімумів потенціалу взаємодії мод, абсолютна величина 
векторів хвильових чисел яких незмінна, і визначає вибір симетрії та 
характеристик просторової структури. 
Перспективність моделі Проктора–Сівашинського проявилася у мож-
ливості під час обліку полоідальних вихорів всередині тонкого шару 
сформувати узагальнену модель Проктора–Сівашинського Письмена 
[101], яка, як показали подальші дослідження, була здатна коректно 
описати процес трансформації енергії періодичної структури тороїдальних 
вихорів Проктора–Сівашинського в енергію великомасштабного полоі-
дального вихрового руху [102; 103]. Це явище «гідродинамічного динамо» 
відповідає за формування великих вихорів в конвективних шарах, зокрема 
в атмосфері планет. Однак навіть у моделі Проктора–Сівашинського не 
всі процеси і явища були детально вивчені. 
Дослідження характеру розвиненого режиму нестійкості квазіс-
таціонарної структури (валів) було розглянуто пізніше. Вивчення моделі 
[96] з використанням багатомодового опису дозволило з’ясувати, що 
спочатку виникає квазістійкий довгоживучий стан (спотворені ква-
зіодномірні вали), який за досить великий час, значно більший за 
зворотний лінійний інкремент процесу, переходить у стійкий стан 
(квадратні осередки). Коректний аналіз математичної моделі Проктора–
Сівашинського, представлений нижче в цій роботі, дозволив переко-
натися, що структурний перехід має властивості структурно-фазового 
переходу (значення функції стану дорівнюють сумі квадратів амплітуд 
мод спектра певної величини  
j jk kj j
aaI 22 ||  і відповідають певній 
топології просторової структури; час переходу між станами обумовлений 
різницею значень функції стану). Важливою проблемою, що обго-
ворюється в цій роботі, є також визначення рівня дефектності виникаючих 
регулярних структур і з’ясування можливості знайти кореляцію між 
інтегральними спектральними характеристиками і часткою дефектних 
осередків структури, що виникає. Дефектність структур проявляється, 
зокрема, в проміжних, перехідних режимах процесів і обумовлена 
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вимушеною (нав’язаною нерівноважністю) інтерференцією зростаючих 
мод спектра [104]. У разі зовнішнього впливу шум в змозі підтримувати 
існування безлічі колись депресивних просторових мод, інтерференція 
яких із домінуючими модами спектра також здатна забезпечити 
інтерференційну картину, що відповідає дефектній просторовій решітці. 
Розуміння процесів, які призводять до порушень просторової періо-
дичності структур, дозволило б за їхніми спектрами, експериментальне 
визначення яких цілком може бути доступним, судити про рівні 
дефектності просторових структур. Особливо слід з’ясувати вплив 
зовнішнього шуму на стійкість станів і структурно-фазові переходи.  
Саме наявність виділеного масштабу (відстані між регулярними 
просторовими збуреннями) і можливість підбору потрібної стійкої 
симетрії (регулярної просторової конфігурації) і визначила інтерес до цієї 
фізичної моделі. Особливо для опису процесів у фізиці твердого тіла, де 
характерна відстань між елементами (атомами, молекулами) просторових 
структур у конденсованому їх стані практично незмінна. Нижче також 
показано, що проміжні стани з порушеним ближнім порядком, але зі 
збереженням далекого порядку також здатні формуватися в результаті 
структурно-фазових переходів (фазових переходів другого роду) і демон-
струвати ту ж динаміку появи, що і регулярні просторові утворення. 
Нижче буде з’ясовано механізм формування просторових структур 
конвекції. Детально розглянемо динаміку і характер фазових переходів 
між структурами різної топології. Обговоримо дефектність просторових 
структур. 
 
3.2. ОПИС МОДЕЛІ 
 
Якщо число Релея Ra перевищує критичне значення thrRa , тобто 
)1(  thrRaRa , в шарі рідини між горизонтальними поверхнями, що 
погано проводять тепло (уздовж осі z), виникає тривимірна конвекція 
(див., наприклад, [75]), що описується рівнянням Проктора–
Сівашинського [97; 98], яке визначає динаміку температурного поля цього 
процесу в горизонтальній площині ( , ) :X Y  
 
 22 2 2 21( ) (1 ) 3 f                ,   (3.1) 
 
де f – зовнішній адитивний шум,  – параметр, що визначає перевищення 
порога розвитку конвекції, вважається досить малою і позитивно 
визначеною величиною. У рівнянні використовується двовимірний 
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оператор i jX Y
        
 
, причому i , j  – ортогональні один до одного 
одиничні вектори в площині ( , )X Y  розділу середовищ. Доданок виду 
( )    відповідає за температурну залежність в’язкості. Тут 
4X x  , 4Y y , 4 3F    – безрозмірна температура в одиницях різниці між підтримуваною температурою нижньої площини dT  і верхньої 
площини uT  у відсутності конвекції;   – безрозмірна швидкість в оди-
ницях коефіцієнта температуропровідності   (який дорівнює коефіцієнту 
теплопровідності  , поділеному на щільність   і на питому 
теплопровідність pC ) рідини; координати ,x y  в одиницях товщини шару 
d , часовий інтервал /2d , число Релея – число, що визначає поведінку 
рідини під впливом градієнта температури (за перевищення його 
критичного значення виникають конвективні потоки) 
 /)( 3dTTgRa ud  ,   – кінематична в’язкість (динамічна в’язкість 
дорівнює кінематичній, що помножена на щільність),   – коефіцієнт 
теплового розширення рідини, g  – прискорення вільного падіння. Відзначимо, що перехід від використовуваних змінних до реальних 
фізичних величин представлений у табл. 3.1. 
 
Таблиця 3.1 
Зв’язок змінних з реальними фізичними величинами 
Фізична величина Подання в явному вигляді 
Температура ),( yxT   ( )( ( , ))d d uT T T y F x y     
Горизонтальна швидкість y  )32(60 23 yyyFx    
Вертикальна швидкість x  )2()(30 234 yyyF xx    
 






      (3.2) 
 
з 1|| jk . Перенормовуючи одиницю часу 2  для повільних амплітуд aj, 






2 | | ,
N
j j j j j j mj m j
m
a a a a V a a f  

         (3.3) 
 
де коефіцієнти взаємодії визначені співвідношеннями  
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1=jjV ,      (3.4) 
     22 cos21)32(21)3(2=  jiij kkV  ,    (3.5) 
 
де   – кут між векторами ik  та jk . Покладемо 0 2 / 3,j   при цьому 
0
2 / 3j j j      та 02 4 / 3j j j     .  
 
Ширина інтервалу нестійкості в k-просторі представляє собою 
кільце, середній радіус якого дорівнює одиниці, а ширина дорівнює 
порядку величини відносної надпороговості , тобто багато менше 
одиниці. Під час розвитку нестійкості через зростання нелінійних членів 
ефективний інкремент мод, що лежать поза вельми малою околицею 
поблизу одиничного кола, буде спадати і може змінити знак. Найбільший 
інтерес представлятимуть моди, що знаходяться саме на цьому оди-
ничному колі, тобто розглянемо спрощену модель явища, вважаючи, що 
спектр коливань вже розташовується на одиничному колі в k-просторі. 
Відзначимо, що, незважаючи на простоту формального уявлення, 
задача є в фізичному просторі тривимірною, а в математичній 
моделі – двовимірною, тобто розглядаються температурні плями 
виходу конвективних потоків на верхню межу шару. Двовимірність 
задачі створює значні труднощі в візуалізації та аналізі поведінки системи.  
 
3.3. ОСОБЛИВОСТІ ЗАСТОСУВАННЯ ТЕХНОЛОГІЇ CUDA  
ДЛЯ ОПИСУ ПРОЦЕСУ КОНВЕКЦІЇ 
 
Програма, що реалізує математичну модель задачі, створена з ви-
користанням технології CUDA. Основним рівнянням для моделювання 
процесу конвекції було еволюційне рівняння. Головною обчислювальною 
складністю було збільшення кількості мод, що беруть участь у процесі, 
однак, незважаючи на великі обсяги обчислювальних даних, час обчислення 
основного рівняння на CPU був достатньою мірою маленьким. Втрати в часі 
починалися під час розрахунків поведінки температурного поля. 
Температурне поле є сумою всіх мод у просторі, обмеженому 
граничними умовами. Нехай )0( tn  для кожної моди задані початкові 
значення )0( tan = 0,01/N випадковим чином від нуля до  (від  до 2 все 
подібно – симетрія), причому розбити інтервал треба на N (це кількість 
мод). Тоді кожна n-на мода буде представляти собою  
 
, (2 ) (2 ),n ma Sin nx Sin my      (3.6) 
 
де mnn aa , , n, m (їх можна представити як sNCosn  , sNSinm  ) – цілі 
числа, причому 222 mnN  . Під час розрахунку достатньо підсумувати 
за n, оскільки m визначається зі співвідношення 222 nNm  . 
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Картина температурного поля в інтервалі -Lx/2 < x < Lx/2, -Ly/2 < y 
< Ly/2 є простою сумою всіх мод (підсумовування тільки за n). 










*  ,    (3.7) 
 
де індекс *x y xA   означає використання одновимірного масиву для 
зберігання значень температурного поля. Температурне поле повинно 
зберігатися в двовимірному масиві ,x yA , але вимушено використовується 
одновимірний масив, тому що під час написання власних функцій на 
CUDA в пам’яті GPU потрібно використовувати одновимірні масиви. 
Значення x, y змінюються від 0 до бажаної деталізації картини 




Рис. 3.1. Температурне поле, просторова структура – спотворені вали 
 
На схемі алгоритму (рис. 3.2) показаний алгоритм проведення 
обчислень на GPU.  
 
Код основної частини програми мовою Java, який керує обчис-
леннями на GPU: 
 
dim3 nThreads = new dim3(detalization, 1, 1); // установка розміру 
блоку, який дорівнює detalization 
dim3 nBlocks = new dim3(1, 1, 1); // встановлюємо розмір сітки 
величиною в 1 блок 
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KernelLauncher 
kernelLauncher=KernelLauncher.create(folder,"func",""); // folder – адреса 




Рис. 3.2. Схема алгоритму розрахунку температурного поля на GPU 
 
CUdeviceptr a_array = new CUdeviceptr(); // створення покажчика на 
пам’ять, яка буде зберігати амплітудний вектор 
cuMemAllocal(a_array, a.length); // виділення пам’яті на GPU 
для a_array 
cuMemcpyHtoD(a_array, Pointer.to(a), a.length); // поміщення масиву 
в пам’ять GPU 
 
CUdeviceptr A_array = new CUdeviceptr(); // створення покажчика на 
пам’ять, яка буде зберігати температурне поле 




rray.getPtr(),A_array.getPtr()); // запуск обчислень на GPU, де N – кількість 
мод, Math.PI – число пі  
 
cuMemcpyDtoH(Pointer.to(A), A_array, A.length); // отримання 
температурного поля з пам’яті GPU  
 
A_array.memFree(); // очищення пам’яті GPU  
a_array.memFree(); // очищення пам’яті GPU 
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Код обчислень на GPU: 
 
extern "C" __device__ void threadFunc(int detalization,int N, double *a, 
double pi,int x, double *A){ 
 for(int y=0;y<detalization;y++){ 
  double sum=0; 
  for(int n=-N;n<=N;n++) { 
  
 sum+=a[n+N]*sin(2.0*pi*x*n)*sin(2.0*pi*y*sqrt((double)N*N-n*n)); 
   } 




extern "C" __global__ void func(int detalization,int N, double pi, double 
*a, double *A){ 




Обчислення проводяться на відеокарті GeForce GTS 450 (обчис-
лювальна потужність 601 GFlops) і на одному ядрі двоядерного процесора 
AMD Athlon Х2 250 (6,0 GFlops на ядро). 
Під час розрахунку температурного поля всі обчислення викону-
ються на GPU. На CPU виконується підготовка розрахунку і малювання 
температурного поля на основі даних, отриманих із GPU. 
Швидкість виконання програми залежить від кількості мод і ве-
личини деталізації. На основі отриманих результатів розрахунків 




Рис. 3.3. Час виконання програми на GPU и CPU залежно від  
деталізації картини температурного поля. Кількість мод 200N   
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За 200 мод і деталізації поля 1000х1000 точок обчислення на GPU 
відбуваються в 67 разів швидше, ніж на CPU. 
 
3.4. РЕЗУЛЬТАТИ ЧИСЕЛЬНОГО МОДЕЛЮВАННЯ 
 
Конвекція у відсутності температурної залежності в’язкості. 
У відсутності температурної залежності в’язкості 0   в [96; 97] показано, 
що в разі великої кількості мод за високої точності розрахунків система 
затримується в своєму розвитку, залишаючись у динамічній рівновазі. 
Розвиток збурень у системі, як показує чисельний аналіз рівняння (3.3), 
відбувається наступним чином [96]. 
З початкових флуктуацій швидко збуджується широкий спектр за  . 
По досягненні першого піку похідної виникає так званий «аморфний» стан 
системи. Значення квадратичної форми цього спектра температурного 
поля  j jaI 2  можна оцінити, прирівнявши праву частину (3.3) до нуля, 
при цьому отримаємо значення близьке до 0,75. 




I a  . Для кожної структури є певне рівноважне значення функції 
стану, що відповідає її топології. Проте, не дивлячись на тривалий час 
існування кожної квазістаціонарної структури, існує механізм її 
руйнування і формування структури з іншою топологією. 
Для подальшого розвитку – «кристалізації» – одна з мод повинна 
отримати порцію енергії, що перевищує певний поріг. Тобто в цих умовах 
необхідна наявність певного рівня шуму – флуктуацій. Це досягається за 
кінцевого значення шуму 0f  або під час зменшення точності 
розрахунків, що, як зазначається в [97] еквівалентно. Подібні випадки, 
коли шум здатний спровокувати або прискорити процес нестійкості, 
зібрані в книзі [95]. 
Якщо одна з мод отримує потрібну порцію енергії, розвивається 
процес формування найпростішої конвективної структури – валів (рис. 
3.4). Величина I при цьому досягає значень, близьких до одиниці ( 1I ). 
Однак цей стан не є стійким і спостерігається структурний перехід: 
конвективні вали зазнають модуляцію вздовж осі обертання рідини, 
характерний розмір якої скорочується. У цьому перехідному стані система 
знаходиться досить великий час (який незначно зростає в певних межах 
під час збільшення кількості мод), при цьому зберігається значення 
07.1I . Через досить великий час, що в десятки разів перевершує 
зворотний інкремент початкової лінійної нестійкості, з новоутвореного 
«бічного» спектра «виживає» лише одна мода, амплітуда якої 
порівнюється з амплітудою первісної лідируючої моди. В кінцевому 
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підсумку формуються стійка конвективна структура – квадратні осередки, 




Рис. 3.4. Конвективні вали (а), квадратні осередки (б) 
 
Подальші дослідження процесу виявили наступну динаміку зміни 
інтегральної квадратичної форми  j jaI 2  з часом (рис. 3.5). 
 
 Рис. 3.5. Динаміка похідної dI dt  (у відносних одиницях) функції стану 2jjI a . 
На вкладці верхня крива демонструє поведінку I ,  










  як функцій часу 
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Саме після другого сплеску похідної формується вторинна 
метастабільна структура з новим значенням 07.1I . Після третього 
сплеску похідної квадратичної форми починає формуватися стабільна 
структура конвективних осередків. Подібна поведінка системи переконує 
в існуванні структурно-фазових переходів в цій системі. 
Часи розвитку релаксаційних процесів під час руху системи до більш 
рівноважного стану зазвичай визначаються різницею значень функції 
стану після переходу і до нього. Чим більше ця різниця, тим швидше 
відбувається процес переходу з одного стану в інший. 
Важливо відзначити й інше: послідовність зміни станів визначається 
часом розвитку нестійкостей (виконують роль релаксаційних процесів), 
що забезпечують перехід до все більшого наближення до рівноважного 
стану системи. Причому раніше проявляють себе більш швидкі 
релаксаційні процеси, зумовлені великими перепадами рівноважних 
значень функції стану. Переконаємося, що і в цьому випадку всі явища 
відбуваються в подібній послідовності і в рамках подібного сценарію. 
Саме чисельний аналіз моделі дозволяє підтвердити ці міркування. 
Можна переконатися в тому, що часові терміни формування станів 






після n -го 
структурно-фазового переходу ( ) 2 ( )( )n i n
i
I a    і до цього переходу 
( ) 2 ( )( )n i n
i
I a   . Тобто 2 ( ) 2 ( ) 1 1{( ) ) }n i n i n n
i i
a a I         , 3 2 2 3/ /I I     . 
Таким чином, на основі чисельного дослідження моделі Проктора–
Сівашинського показано, що функцією стану, що володіє певною 
топологією, є сума квадратів амплітуд мод 2i
i
I a  , тому що структури, 
які виникають під час переходів, описуваних сплесками похідною цієї 
функції, мають відмінні топології і характеризуються її фіксованими 
значеннями. 
Розглянемо більш докладно формування стабільної структури 
конвективних осередків. Позначимо амплітуди мод, що формують у кож-
ній реалізації просторову структуру квадратних конвективних осередків, 









2 / , заснованої на відношенні 
квадратів амплітуд мод спектра, що не відповідає системі квадратних 
осередків, до повної суми квадратів мод, а також так звану «візуальну 
дефектність» NNd def / , де defN  – кількість дефектних просторових осередків (площа структури, зайнята нерегулярними осередками)  
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Рис. 3.6. Порівняльний аналіз спектральної D  
і візуальної d дефектності. Кількість мод 50 
 
Критерії, за якими вважати осередок правильним і метод, що дозволяє 
підрахувати кількість цих осередків, наступні. Отримана картина для поля 
переводиться в режим 8-бітного зображення. Тобто максимальна кількість 
кольорів зменшується до 256. Тим самим сформована структура стає більш 
явно помітною. За збільшення подібного зображення можна досить явно 
розрізнити, яка зі структурних одиниць є необхідним нам правильним 
осередком, а яка – ні. Правильний осередок має правильну геометричну 
форму з рівномірно темним центром і порівняними з центром за розміром 
чотирма височинами світлішого рівномірного забарвлення. 
Незважаючи на якісний характер опису величин, що характеризують 
спектральну і візуальну дефектність структури, можна відзначити подібну 
їх поведінку (рис. 3.7) під час наближення до завершення структурного 
переходу. 
У разі досить великого рівня шуму, як адитивного ( 0f ), так 
і мультиплікативного (випадкова складова в 2  в першому члені правої 
частини (3.1)), рівень амплітуд мод із самого початку може виявитися не 
малим. Початкові умови також можуть бути такими, що стартовий стан 
системи можна вважати «аморфним» з високим ступенем невпоряд-
кованості, тобто якщо амплітуди збурень досить великі і відрізняються 
одна від одної за випадковим законом. Такий стан може підтримуватися 
в подальшому випадковим шумом. Важливо з’ясувати, за яких рівнів 
шуму вдається зберегти «аморфний» стан, що характеризується наявністю 
великої кількості просторових мод. 
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Шум дуже великої інтенсивності здатний утримати систему від 
формування конвективних структур, однак шум меншої інтенсивності не 
здатний перешкодити утворенню послідовно метастабільного (вали) 
і стабільного (квадратні осередки) станів. За зменшення амплітуди шуму 
процес переходу з метастабільного в стабільний стан здатний 
сповільнитися, коли система надовго затримується («заморожується») 
в метастабільному стані. 
Конвекція за обліку температурної залежності в’язкості. Облік 
залежності в’язкості від температури визначається складовою виду 
( )   в (3.3), що пропорційна  . Для 0   (конвекція газу) потік газу 
піднімається до центру осередку, для 0   (конвекція рідини) потік рідини 
рухається у напрямку від центру осередку вниз (див., наприклад, [105]). За 
| | 1   вплив цього доданка на характер процесу невеликий. Процес 
конвекції відбувається за сценарієм, що обговорюється вище. Але за 
наближення величини   до одиниці додатковий механізм обміну енергії 
між кожною трійкою мод, що орієнтовані по сторонах рівностороннього 
трикутника, руйнує механізм багатохвильової взаємодії кубічної 
векторної нелінійності. Причому наслідки цього руйнування в разі різного 
знака   виявляються практично однаковими. Перш за все, швидкий ріст 
мод спектра на лінійній стадії формує квазістійку структуру з досить 
вибагливою топологією, що залежить від початкових умов. Однак після 
невеликого проміжку часу відбувається другий структурний перехід 
(рис. 3.7), в результаті якого формуються стійкі протяжні і чітко виражені 
вали, структура яких представлена на рис. 3.1, а просторовий розподіл 




Рис. 3.7. Зміна похідної tI  /  під час розвитку процесу за | | 0.5   




Рис. 3.8. Температурне поле, що відповідає формуванню  
конвективних валів за | | 0.5   
 
Характер структурних переходів зрозумілий з рис. 3.9, де можна 




Рис. 3.9. Поведінка функції  j jaI 2 ,  
що характеризує стан системи за | | 0.5   
 
Таким чином, помітна залежність в’язкості від температури здатна 
формувати стійкі конвективні вали. Такі конвективні вали можуть 
формуватися в областях тонкої хмарності (рис. 3.10). 
 




Рис. 3.10. Формування конвективних валів довжиною в сотні кілометрів 





Застосування технології CUDA: обчислення диференційних 
рівнянь у цій математичній моделі не займає багато часу, паралельні 
обчислення не потрібні. Технологія CUDA виявилася корисною для 
розрахунку картини температурного поля. Зважаючи на специфіку роботи 
з матрицями, ця задача легко розпаралелюється і приріст швидкості 
складає в середньому 50–60 разів для обраних початкових даних – 200 
мод, деталізації решітки до 1000х1000 точок. Показаний алгоритм для 
одного часового кроку, але фізика процесу має на увазі, що виклик цього 
рахунку буде відбуватися багато разів, що передбачає можливість 
спостереження зміни динаміки поведінки температурного поля і фо-
рмування просторових структур.  
  
Результати моделювання: особливістю моделі Проктора–Сівашин-
ського для опису конвекції за відсутності температурної залежності 
в’язкості є наявність трьох станів. Саме з чисельних розрахунків стало 
ясно, що часові терміни структурних переходів між метастабільними 
станами набагато менші за час їх існування. Кожний стан, що має певну 




I A . Квазістійкі стани руйнуються через нестійкості, час 
розвитку яких можна оцінити за величиною імпульсу (сплеску) в часі 
похідної функції стану. Показано, що характерні часові терміни 
нестійкостей, що руйнують старий і формують новий стан зворотно 
пропорційні різниці між значеннями функції стану після і до структурно-
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фазового переходу. Також відзначено, що більш швидкі релаксаційні 
процеси, тобто структурно-фазові переходи, передують більш повільним. 
Характерний розмір конвективних утворень у режимі розвиненої 
нестійкості і в прийнятих одиниць виміру порядку  2/2 k , а довжина 
хвильових векторів порядку одиниці. Потенціал взаємодії просторових 





 двох просторових мод 2/ ij . Саме ці мінімуми 
породжують нестійкість структури валів [95; 96]. Бо існування мінімуму 
ijV  для мод із відносно невеликими амплітудами дозволяє їм 
продовжувати своє зростання, пригнічуючи при цьому збурення, які 
виникли раніше. За наближення до стабільного стану просторова 
структура позбавляється від безлічі дефектів, причому спостерігається 
кореляція між відносною часткою спостережуваних візуально 
(геометрично) дефектів структури і величиною дефектності, яка 
визначається як відношення квадратів амплітуд мод спектра, що не 
відповідає системі квадратних осередків до повної суми квадратів мод.  
За урахування залежності в’язкості від температури в моделі 
Проктора–Сівашинського, що описує конвекцію тонкого шару рідини або 
газу з межами, що погано проводять тепло, виявляється придушення 
структурно-фазових переходів із формуванням конвективних квадратних 
осередків. Як і у відсутності залежності в’язкості від температури, 
в еволюції системи простежується поява довгоживучих квазістійких 
станів із топологією, яка визначається початковими умовами. Деякі 
відмінності для газу і рідини змінюють лише амплітуду кінцевої 











4.1. ВИКОРИСТАННЯ GPU ДЛЯ ОБЧИСЛЕНЬ  
ЗАГАЛЬНОГО ПРИЗНАЧЕННЯ 
 
На відміну від центральних процесорів (central processing unit, 
CPU), графічні процесори (graphics processing unit, GPU) мають 
продуктивність паралельної архітектури – велику кількість ядер невеликої 
частоти, що означає виконання багатьох паралельних потоків повільно, 
а не виконання одного потоку швидко (рис. 4.1) [106]. Такий підхід 
обчислень загального призначення на GPU (обчислень, які зазвичай 
проводяться на CPU) відомий як general purpose computing on graphics 
processing units (GPGPU) [107]. Завдяки паралельній архітектурі 
швидкість обчислень на GPU вища, ніж на CPU, якщо порівнювати 




Рис. 4.1. Архітектури CPU та GPU 
 
Такий принцип обчислень називається «одиночний потік команд, 
множинний потік даних» («single instruction, multiple data», SIMD). 
SIMD дозволяє забезпечити паралелізм на рівні даних. Завдяки 
очікуваним у майбутньому операційним системам (ОС) GPU може стати 
універсальним процесором для паралельних обчислень, який буде 
працювати з будь-яким додатком [108]. 
Основні GPGPU технології: CUDA та OpenCL. Їх порівняння 
наведено, наприклад, у [109–112]. CUDA і OpenCL схожі у багатьох 
відношеннях: 
- засновані на моделі SIMD; 
- припускають поділ програмного коду на CPU і GPU частину; 
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- засновані на мові програмування C; 
- моделі обчислень і пам’яті подібні. 
Основні відмінності CUDA і OpenCL: 
- CUDA підтримується тільки GPU від Nvidia, а OpenCL є відкритим 
із метою підтримки різними пристроями; 
- CUDA включає в себе, окрім програмної, ще й апаратну складову; 
- CUDA має велику підтримку з боку розробника (Nvidia), більше 
документації, більше поширення; 
- обчислення на CUDA відбуваються швидше (зазвичай до 10 %), 
ніж на OpenCL. 
 
4.2. ВСТУП ДО CUDA 
 
Compute unified device architecture (CUDA) – архітектура пара-
лельних обчислень, розроблена компанією Nvidia. CUDA забезпечує 
можливість обчислень загального призначення на GPU від Nvidia [113]. 
CUDA з’явилася в 2006 році і присутня в наступних серіях графічних 
чіпів, які використовуються в родинах GPU від Nvidia [114]: 
- GeForce – GPU для домашніх комп’ютерів і ноутбуків; 
- Quadro – GPU з поліпшеною обробкою графіки; 
- Tesla – GPU для високопродуктивних обчислень; 
- Tegra – GPU для мобільних платформ (смартфонів, планшетів та ін.); 
- Jetson – вбудовані GPU для систем робототехніки, автомобілів і ін. 
Найбільш важливі параметри пристроїв CUDA: обчислювальна 
потужність – кількість операцій із плаваючою крапкою (операцій над 
числами) в секунду (FLOPS), обсяг глобальної пам’яті, версія архітектури 
CUDA. 
Програмісти використовують мову програмування «С для CUDA» 
(мова програмування С з розширеннями і обмеженнями) для написання 
алгоритмів, що виконуються на GPU. Також CUDA надає обчислювальні 
інтерфейси для Python, Perl, Fortran, Java, Mathematica, MATLAB та інших 
мов програмування і прикладних програм [108]. 
Переваги CUDA: 
- висока швидкість обчислень (на GPU порівняно з CPU від декіль-
кох до кількох десятків разів); 
- наявність інтерфейсів для різних мов програмування; 
- безкоштовність; 
- постійний розвиток; 
- поширеність порівняно з іншими технологіями GPGPU. 
Недоліки CUDA: 
- додаткова складність написання програм для GPU порівняно з CPU; 
- не підтримуються алгоритми, які не піддаються розпаралелюванню; 
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- архітектуру CUDA підтримує тільки виробник Nvidia; 
- GPU, що мають старі версії архітектури CUDA, не підтримують 
можливості нових версій; 
- швидкість обчислень у подвійній точності менше, ніж в одинарній 
точності, на відміну від CPU, які оптимізовані під обчислення в подвійній 
точності (на CPU швидкість обчислень у подвійній точності і в одинарній 
збігаються); 
- висока вартість т. зв. «професійних GPU» – сімейств GPU Quadro 
і Tesla, оптимізованих для обчислень загального призначення, тобто які 
мають високу швидкість обчислень у подвійній точності. 
 
4.3. МОДЕЛЬ ПРОГРАМУВАННЯ CUDA 
 
Nvidia оперує визначеннями для CUDA, які відрізняються від 
визначень, що застосовуються для роботи з CPU [115]: 
- потік (thread) – набір даних, який необхідно обробити; 
- блок (block) – сукупність потоків; 
- сітка (grid) – сукупність блоків; 
- ядро (kernel) – програма, яка виконується однією сіткою блоків; 
- хост (host) – CPU; 
- девайс (device) – GPU. 
Для управління потоками Nvidia створила модель «одиночний потік 
команд, безліч ниток» («single instruction, multiple thread», SIMT), котра 
подібна до SIMD [113]. Відмінність між моделями в тому, що в SIMT 
потоки об’єднуються в групи по 32 потоки, які називаються варпи (warp). 
Блоки потоків поділяються на варпи, а варпи виконуються фізично 
одночасно. Потоки, що належать одному варпу, також належать одному 
блоку. Тому розмір блоку впливає на кількість варпів і, відповідно, на 
швидкість обчислень. 
GPU є обчислювальним пристроєм – співпроцесором (device) для 
центрального процесора (host) [116]. Ядром (kernel) називається код 
програми, що виконується паралельно на GPU. Модель програмування 
в CUDA передбачає групування потоків. Потоки об’єднуються в блоки 
потоків. Програма (kernel) виконується над сіткою (grid) блоків потоків 
(рис. 4.2). Сітки і блоки бувають одно-, дво- і тривимірними за формою. 
CUDA включає в себе два інтерфейси програмування додатків 
(application programming interface, API): високого рівня (CUDA Runtime 
API) і низького (CUDA Driver API) (рис. 4.3) [116]. 
 









Рис. 4.3. Зв’язок CUDA API з прикладними програмами 
 
Етапи виконання CUDA-програми (рис. 4.4): 
1) підготовчий – завдання параметрів розпаралелювання (розмірів 
сітки і блоку), ініціалізація змінних, які будуть використовуватися в host- 
і device-частинах програми. Змінні host-частини програми заповнюються 
даними для обчислень; 
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2) виділення пам’яті на GPU і копіювання в неї даних для про-
ведення обчислень. Дані зі змінних з host-частини програми копіюються 
в пам’ять GPU; 
3) передача параметрів розпаралелювання і змінних у функцію 
і виконання цієї функції на GPU; 
4) отримання результатів обчислення із пам’яті GPU назад у змінні 




Рис. 4.4. Етапи виконання CUDA-програми 
 
 
4.4. ВЕРСІЇ ОБЧИСЛЮВАЛЬНИХ МОЖЛИВОСТЕЙ 
CUDA ТА CUDA TOOLKIT 
 
Пристрої CUDA мають різні версії архітектури GPU, які нази-
ваються версіями обчислювальних можливостей (compute capability) [106]. 
CUDA Toolkit містить драйвери, компілятори, відладчики, бібліотеки та 
інші інструменти для розробки програм (табл. 4.1). 
 
Таблиця 4.1 











2006 1.0 - Tesla одинарна точність 
2007 1.1 1.0, 1.1  атомарні функції 
2008 1.2, 1.3 2.0  подвійна точність 
2009 - 2.1, 2.2, 
2.3 
  
2010 2.0, 2.1 3.0, 3.1, 
3.2 
Fermi  
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Продовження табл. 4.1 
2011 - 4.0, 4.1   
2012 3.0, 3.2 4.2, 5.0 Kepler  
2013 3.5, 3.7 5.5  динамічний паралелізм 
2014 5.0, 5.2 6.0, 6.5 Maxwell загальна віртуальна пам’ять 
GPU та CPU 
2015 - 7.0, 7.5   
2016 6.0, 6.1 8.0 Pascal багатошарова пам’ять, 
обчислення змішаної точності 
план. 
2018 
  Volta  
 
Розвиток архітектури GPU йде в бік підвищення обчислювальної 
потужності, швидкості передачі даних і енергоефективності GPU, а також 
у бік підтримки більшої кількості можливостей використання GPU і в бік 
зниження складності програмування на CUDA. 
Основні нововведення версії обчислювальних можливостей 3: 
- динамічний паралелізм. Потоки на GPU можуть динамічно 
народжувати нові сітки потоків [117]. Зі зведенням до мінімуму 
пересилання даних в CPU і назад спрощується паралельне програмування. 
Це також дозволяє застосовувати CUDA до більш широкого спектру 
алгоритмів; 
- Hyper-Q – можливість до 32 звернень до GPU одночасно з пере-
дачею даних і команд [118]. Це дозволяє зробити рівномірне 
навантаження на GPU і прискорити обчислення. Корисно під час вико-
ристання message passing interface (MPI) з CUDA; 
- виклик бібліотек із коду, що виконується на GPU, покращує 
зв’язування об’єктів і спрощує написання програм [117]; 
- GPU-direct – прямий зв’язок між GPU і іншими пристроями PCI-E 
і прямий доступ до пам’яті між мережевими картами і GPU без звернення 
до CPU [117]. Це зменшує затримки між вузлами GPU в кластерах; 
- Nvidia Nsight Eclipse Edition забезпечує швидке написання коду 
в середовищі Eclipse за допомогою вбудованого редактора CUDA [117]. 
Основні нововведення версії обчислювальних можливостей 5: 
- уніфікована пам’ять (загальна віртуальна пам’ять GPU і CPU) 
дозволяє CUDA-додаткам отримувати доступ до пам’яті ОЗП і пам’яті 
GPU без необхідності вручну копіювати дані з одного виду пам’яті 
в інший; 
- заміна CPU-бібліотек BLAS і FFT на GPU-еквівалент і їх 
автоматичне масштабування на вісім GPU. 
Найновішими архітектурами CUDA є Pascal і Volta. У них очікується 
поява шини NVLINK для зв’язку GPU-GPU і GPU-CPU з більшою 
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пропускною здатністю, ніж PCIe, використання багатошарової (3D) 
пам’яті і технології Stacked Memory, яка передбачає розміщення 
динамічної пам’яті (DRAM) безпосередньо на чіпі GPU для збільшення її 





На відміну від центральних процесорів, графічні процесори мають 
продуктивність паралельної архітектури – велику кількість ядер невеликої 
частоти, що означає можливість одночасного виконання багатьох пара-
лельних потоків. Графічні процесори можуть використовуватися для 
обчислень загального призначення завдяки таким технологіям як CUDA.  
CUDA – архітектура паралельних обчислень, розроблена компанією 
Nvidia. За технологією CUDA графічний процесор є обчислювальним 
пристроєм – співпроцесором для центрального процесора. Модель прог-
рамування в CUDA передбачає групування потоків. Потоки об’єднуються 
в блоки потоків, а блоки – в сітки.  
Найбільш важливі параметри пристроїв CUDA: обчислювальна 
потужність, обсяг глобальної пам’яті, версія архітектури CUDA. Програ-
місти використовують мову програмування Сі з розширеннями і обмежен-
нями для написання алгоритмів, що виконуються на GPU. 
Етапи виконання CUDA-програми: ініціалізація змінних, виділення 
пам’яті на GPU і копіювання в неї даних для проведення обчислень, 
передача параметрів розпаралелювання і змінних у функцію і виконання 
цієї функції на GPU, отримання результатів обчислення із пам’яті GPU 
назад у змінні і звільнення пам’яті GPU. 
Пристрої CUDA мають різні версії архітектури GPU, які нази-
ваються версіями обчислювальних можливостей. CUDA Toolkit містить 












5.1. ДВА ОСНОВНІ ЗАСТОСУВАННЯ CUDA 
 
CUDA забезпечує взаємодію з CUDA API і драйверами [120]. Перше 
застосування CUDA – взаємодія зі спеціалізованими бібліотеками, 
побудованими на основі CUDA API: 
- cuBLAS – CUDA-бібліотека підпрограм основної лінійної алгебри 
(Basic Linear Algebra Subprograms); 
- cuFFT – CUDA-бібліотека швидкого трансформування Фур’є (Fast 
Fourier Transforms); 
- cuDPP – CUDA-бібліотека примітивів паралельних даних (Data 
Parallel Primitives); 
- cuRAND – генератор випадкових чисел; 
- cuSPARSE – CUDA-бібліотека для розріджених матриць (sparse 
matrix); 
- AmgX, CULA, OpenCV, Nvidia Video Codec SDK і ін. 
Під час використання спеціалізованих бібліотек написання коду 
програми майже не відрізняється від написання стандартних програм 
[120]. 
Однак спеціалізовані бібліотеки часто не пропонують необхідну 
функціональність. Тому друге застосування CUDA полягає в створенні 
власних функцій і їх виконанні на GPU викликом з основної (з CPU) 
частини програми [120]. 
 
5.2. СТВОРЕННЯ ВЛАСНИХ ФУНКЦІЙ 
 
Код, що виконується на GPU, пишеться мовою програмування 
Сі у вигляді функцій, які викликаються з основної частини програми або 
з інших функцій CUDA [106]. 
Функції бувають трьох типів [106]: 
- «__global__» – виконується на GPU, викликається з CPU; 
- «__device__» – виконується на GPU, викликається з GPU; 
- «__host__» – виконується на СPU, викликається з CPU. 
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Наприклад, необхідно виконати на GPU функцію «func», що викли-
кається з основної частини програми: 
 
__global__void func(<...список параметрів...>){ 
 <... тіло функції....> 
} 
 
Вхідними змінними є змінні основної частини програми. Під час 
опису вхідних змінних функції вказується їх тип і ім’я через кому (якщо 
вхідною змінною є масив, то перед його ім’ям вказується «*»). 
Потім задається сітка й індекси потоків за допомогою змінних 
«threadIdx.x» (індекс потоку в блоці), «blockDim.x» (розмір блоку), 
«blockIdx.x» (індекс блоку). Ці змінні дійсні тільки в межах функції, яка 
виконується на GPU. Змінна 'i' є індексом потоку; такий запис забезпечує 
охоплення всіх потоків у сітці: 
 
int i = threadIdx.x + blockDim.x*blockIdx.x; 
 
Зручно розпаралелювати однакові операції над елементами масиву, 
коли для операції над окремим елементом масиву буде створюватися 
окремий потік, і він буде виконуватися паралельно з іншими потоками. 
Наступна функція обчислює косинус для кожного елемента масиву 
«input» і записує результат в масив «output» 
 
__global__ void func(double *input, double *output){ 




Косинус обчислюється паралельно, для обчислення кожного 
елемента масиву створюється окремий потік. Можливо кілька викликів 
функцій із «__global__» функції. Обчислення синуса буде паралельним, 
але воно почнеться тільки після обчислення косинуса: 
 
__global__ void func(double *input, double *output){ 





За більш складної структури функції не можна описати паралельні 
обчислення в простій функції, такій як синус або косинус, тому 
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створюється складна допоміжна функція типу «__device__», яка викли-
кається з «__global__» функції: 
 
__device__ double complexFunction(int b, int N, double *input){ 
 double sum=0; 
 for(int a=0;a<N;a++){ 
  if(input[a]>=input[b]){ 
   sum+=cos(input[b]-input[a]); 
  } 
 } 
 return -2.0*sum/(double)N; 
} 
 
__global__ void func(int N, double *input, double *output){ 
 int i = threadIdx.x + blockDim.x*blockIdx.x; 
 output[i]=complexFunction(i, N, input); 
} 
 
5.3. ВИКЛИК ВЛАСНИХ ФУНКЦІЙ 
 
Виклик власних функцій CUDA відбувається в основній частині 
програми і має вигляд [106]: 
 
func<<<numBlocks, threadsPerBlock>>>(N, ptrInput, ptrOutput); 
 
де «func» – ім’я функції; 
«numBlocks» – кількість блоків; 
«threadsPerBlock» – кількість потоків в блоці; 
«N, ptrInput, ptrOutput» – вхідні параметри функції. 
 
Прості змінні можна безпосередньо вказувати в списку параметрів 
функції, для масивів необхідні покажчики. 
Завдання розмірів сітки, тобто кількості блоків і потоків у блоці 
відбувається за допомогою змінних типу dim3 [106]. При цьому результат 
ділення N/blockSize повинен бути цілим числом. Якщо результат ділення не 
є цілим числом, він обов’язково повинен округлятися до більшого цілого, 
інакше потоки, що залишилися, не будуть охоплені індексом потоку: 
 
int N=1000; 
int blockSize = 50; 
dim3 threadsPerBlock(blockSize, 1); 
dim3 numBlocks(N/blockSize, 1); 
 
де «blockSize» – розмір блоку – кількість потоків у блоці; 
«N» – розмір масиву, який обробляється на GPU. 
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Для масивів «arrInput», «arrOutput» перед початком обчислень 
необхідно виділення пам’яті на GPU і поміщення цих масивів у пам’ять 
GPU [106]. Код на GPU проводить обчислення над масивом «arrInput» 
і результат записує в «arrOutput», тому «arrOutput» перед початком 
обчислень порожній і досить виділити для нього пам’ять GPU без 
копіювання «arrOutput» в цю пам’ять: 
 
size_t size = N * sizeof(double); 






double* arrOutput=new double[N]; 
double* ptrInput = (double*)malloc(size); 
double* ptrOutput = (double*)malloc(size);  
cudaMalloc((void**)&ptrInput, size);  
cudaMalloc((void**)&ptrOutput, size); 
cudaMemcpy(ptrInput, arrInput, size, cudaMemcpyHostToDevice); 
 
де «size» – обсяг пам’яті для зберігання масиву; 
«arrInput», «arrOutput» – масиви, які беруть участь в обчисленнях. 
При цьому масив «arrInput» необхідно заповнити значеннями; 
«ptrInput», «ptrOutput» – покажчики на масиви в пам’яті GPU; 
«cudaMalloc» – виділення пам’яті на GPU для масиву; 
«cudaMemcpy» – копіювання масиву між ОЗП і пам’яттю GPU; 
«cudaMemcpyHostToDevice» – копіювання масиву з ОЗП в пам’ять 
GPU. 
Після завершення обчислень необхідно повернути результати 
в пам’ять ОЗП і очистити пам’ять GPU: 
 




де «cudaMemcpyDeviceToHost» – копіювання масиву з пам’яті GPU 
в ОЗП; 
«cudaFree» – очищення пам’яті на GPU для масиву. 
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5.4. ВИКЛИК БІБЛІОТЕЧНИХ ФУНКЦІЙ 
 
Виклик бібліотечних функцій подібний до виклику власних функцій. 
При цьому відсутня необхідність завдання параметрів розпаралелювання 
[120]. 
Розглянемо виклик функції «Sscal» з бібліотеки cuBLAS. Ця функція 
помножує елементи матриці на число. Спочатку створюється змінна 




stat = cublasCreate(&handle); 
float* ptrMatrix; 
 
Потім матриця поміщується в пам’ять GPU, відбувається виклик 
функції «Sscal» і отримання результатів обчислення з пам’яті GPU. 
Список параметрів для виконання функції можна знайти в документації 
cuBLAS. 
 
cudaMalloc ((void**)&ptrMatrix, size); 
stat = cublasSetMatrix (<…список параметрів…>); 
cublasSscal (handle, <…список параметрів…>); 
stat = cublasGetMatrix (<…список параметрів…>); 
 





5.5. ДИНАМІЧНИЙ ПАРАЛЕЛІЗМ 
 
Динамічний паралелізм підтримується GPU Nvidia з версіями 
обчислювальних можливостей 3.5 і вище. 
Потоки, що виконуються паралельно на GPU, можуть динамічно 
народжувати нові сітки потоків, в яких потоки будуть виконуватися 
паралельно [117]. 
Головний потік є батьківським, він запускає нову сітку потоків 
«child_func<<<10,100>>>», які є дочірніми [106]. Батьківський потік не 
вважається завершеним, поки всі дочірні потоки не завершаться 
(гарантується неявна синхронізація між батьківським і дочірніми 
потоками). 
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__global__ void child_func(double *array){ 
 array[threadIdx.x] = array[threadIdx.x]+1; 
} 
 




5.6. УНІФІКОВАНА ВІРТУАЛЬНА ПАМ’ЯТЬ 
 
Уніфікована віртуальна пам’ять підтримується GPU Nvidia 
з версіями обчислювальних можливостей 3.0 і вище, а також CUDA 
Toolkit 6.0 і вище. Уніфікована пам’ять передбачає єдиний простір пам’яті 
ОЗП і GPU [106], усувається необхідність копіювання пам’яті командою 
«cudaMemcpy». При цьому замість команди «cudaMalloc» необхідно 
використовувати семантично подібну команду «cudaMallocManaged». 
Розглянутий вище приклад буде виглядати так: 
 
int N=1000; 
int blockSize = 50; 
dim3 threadsPerBlock(blockSize, 1); 
dim3 numBlocks(N/blockSize, 1); 
size_t size = N * sizeof(double); 






double* arrOutput=new double[N]; 
double* ptrInput = (double*)malloc(size); 
double* ptrOutput = (double*)malloc(size);  
cudaMallocManaged ((void**)&ptrInput, size);  
cudaMallocManaged ((void**)&ptrOutput, size); 
func<<<numBlocks, threadsPerBlock>>>(N, ptrInput, ptrOutput); 
 
Під час використання уніфікованої пам’яті дані переміщуються між 
пам’яттю ОЗП і GPU залежно від того, який пристрій отримує доступ до 
пам’яті [106]. Це робиться для забезпечення швидкого доступу до пам’яті. 
Однак за наявності декількох GPU в системі дані не переміщуються між 
ними, а доступ до пам’яті інших GPU здійснюється по шині PCIe. 
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5.7. ВИКОРИСТАННЯ КІЛЬКОХ GPU ДЛЯ ОБЧИСЛЕНЬ 
 
Обчислення можна розпаралелювати на кілька GPU. Отримати 





Отримати властивості всіх GPU в системі можна через цикл: 
 
for (int device = 0; device < deviceCount; device++) { 
 cudaDeviceProp deviceProp;  
 cudaGetDeviceProperties(&deviceProp, device);  
} 
 
Перед виконанням обчислень на певному GPU необхідно його 
вибрати командою «cudaSetDevice(1)», в якій вказується індекс GPU. 
Індекс за замовчуванням дорівнює 0. Далі для обраного GPU необхідно 
виконати типові операції, такі як операції з пам’яттю і виклик функцій, які 
виконуються на GPU. 
 
5.8. АТОМАРНІ ОПЕРАЦІЇ 
 
Можуть бути випадки, коли більше одного потоку намагаються 
записати значення в одну комірку пам’яті (таких випадків краще уникати). 
Запис значення на прикладі операції «x++» складається з трьох етапів – 
зчитування «x», підсумовування «x+1» і запис в «x» нового значення. 
Припустимо, два потоки намагаються одночасно виконати операцію 
«x++» за «x = 0». Може вийти, що вони одночасно прочитають початкове 
значення «x = 0» і після підсумовування буде записаний обома потоками 
результат «x=1», а повинно вийти «x = 2». Правильно буде, якщо 
операцію виконає спочатку один потік, який прочитає «0» і запише «1», 
а потім операцію виконає другий потік, який прочитає «1» і запише «2». 
Для того щоб уникнути подібних помилок використовуються 
атомарні операції. Атомарна операція гарантує, що тільки один потік 
зможе здійснювати операції читання і запису над осередком пам’яті до 
завершення атомарної операції. Атомарна операція може бути 
використана тільки в функції типу «__device__». Список атомарних 
операцій представлений в [106]. Вид атомарної операції, яка читає 
значення за адресою «address» і додає до нього «value»: 
 
atomicAdd(address, value); 
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Для деяких атомарних операцій необхідно явно написати код, який 
їх виконує (код можна знайти в [106]), наприклад, для операції з double-
числами «atomicAdd(double address, double value)» пишеться окрема 
«__device__» функція. У той же час для операції з int-числами 
«atomicAdd(int address, int value)» цього робити не потрібно. 
Недоліком використання атомарних операцій є зниження швидкості 
обчислень через обмеження доступу потоків до пам’яті. 
 
5.9. БАГАТОВИМІРНІ СІТКИ І БЛОКИ 
 
Сітки блоків і блоки потоків можуть бути 1-, 2-, 3-вимірними (x-, y-, 
z-вимірювання) [106]. Для доступу до вимірів використовуються змінні 
«threadIdx.x», «threadIdx.y», «threadIdx.z» (індекс потоку в блоці), 
«blockDim.x», «blockDim.y», «blockDim.z» (розмір блоку), «blockIdx.x», 
«blockIdx.y», «blockIdx.z» (індекс блоку). 
Розмір блоків і сіток задається змінними типу «dim3», наприклад: 
 
dim3 threadsPerBlock(4, 5, 6); 
dim3 numBlocks(5, 6, 7); 
 
При цьому масиви, що відправляються в пам’ять GPU, повинні бути 
тільки одновимірними. Тому дво- і тривимірні масиви повинні бути 
переведені програмістом в одновимірні. Наприклад, для перекладу 
двовимірного масиву в одновимірний необхідно послідовно пройти всі 
рядки двовимірного масиву і переписати їх значення в одновимірний масив. 
Розглянемо приклад зведення в квадрат елементів тривимірного 
масиву розміром 4х4х4. Для цього використана сітка з одного 
тривимірного блоку: 
 
int size = 4; 
dim3 threadsPerBlock(size, size, size); 
dim3 numBlocks(1, 1, 1); 
 
Під час розрахунку індексу потоку на GPU враховуються три виміри, 
масив залишається одновимірним: 
 
__global__ void func(float *array, int size){ 
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5.10. ТОЧНІСТЬ ОБЧИСЛЕНЬ НА CUDA 
 
Після обчислень на CUDA бажано перевіряти правильність 
отриманих результатів на GPU з результатами на CPU. Це пов’язано 
з більшою складністю програмування на CUDA і, відповідно, з більшою 
ймовірністю здійснення помилок. Потім можна проводити обчислення 
тільки на GPU [121]. 
На CUDA обчислення в одинарній точності (тип змінних float) 
відбуваються швидше, ніж в подвійній точності. Однак одинарної 
точності може бути недостатньо – з’являються похибки в результатах. 
Тоді обчислення переводяться в подвійну точність (тип змінних double) 
шляхом зміни типів змінних float на double [121]. 
У CUDA кожна математична функція має кілька реалізацій, що 
відрізняються за точністю результату і швидкістю обчислення: double-
функції (наприклад, sin(x) , cos(x) ), float-функції (наприклад, sinf(x) , 
cosf(x) ), функції зниженої точності (наприклад, __ sinf(x) , __ cosf(x) ). 
Таблиці функцій різної точності наведені в [106]. Точність функцій 
описується стандартом IEEE-754. Максимальний розмір помилки 
визначається як абсолютна величина різниці між правильно округленим 
результатом і результатом функції на CUDA (ulp error). 
Деякі вбудовані в CUDA функції забезпечують недостатню точність 
обчислень, наприклад функції Бесселя. У цьому випадку на CUDA можна 
явно написати код, який розраховує значення функцій Бесселя [121]. 
За впевненості в правильності результатів для прискорення 
обчислень розрахунки або тільки їх частину можна переводити в оди-
нарну точність. Наприклад, обчислення тригонометричних функцій на 
GPU можна виконувати в одинарній точності, використовуючи float-
функції, а інші розрахунки в подвійній точності [121]. 
 
5.11. ОПТИМІЗАЦІЯ ОБЧИСЛЕНЬ НА CUDA 
 
Під час використання технології CUDA важливу роль відіграє 
оптимізація, завдяки якій швидкість обчислень можна збільшити в кілька 
разів. Для цього необхідно врахувати основні рекомендації щодо 
оптимізації обчислень, детально описані в [113; 122; 123]: 
- перенесення основних обчислень на GPU і їх максимальне 
розпаралелювання. Бажано перенести навіть ті ділянки коду, що не 
розпаралелюються або обчислюються на CPU швидше, ніж на GPU, для 
зниження обсягу передачі даних між пам’яттю ОЗП і GPU і, відповідно, 
зниження витрат часу на передачу даних [121]. Наприклад, у задачі 
є система із сотень чи тисяч однотипних рівнянь, що описують рух кожної 
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частинки, а також у задачі присутні окремі рівняння, що описують окремі 
показники процесу. Обчислення рівнянь проводяться багаторазово (задача 
Коші). Обчислення однотипних рівнянь добре розпаралелюється на 
CUDA, а обчислення окремих рівнянь складно розпаралелити. Але 
обчислення окремих рівнянь також доцільно перенести на GPU, де вони 
виконуються одним потоком, тобто непаралельно; 
- завантаження вихідних даних для розрахунку в пам’ять GPU один 
раз [121]. Далі обмін даними між CPU і GPU повинен бути відсутнім, крім 
тих випадків, коли необхідно отримати результати з пам’яті GPU. 
Додатковою перевагою такого підходу є те, що частина даних існує тільки 
в пам’яті GPU і не дублюється в ОЗП для економії пам’яті. Така 
рекомендація добре підходить для задачі Коші і буде розглянута пізніше; 
- використання швидких типів пам’яті GPU – розділеної (shared) 
і константної (constant), які мають невеликий обсяг і високу швидкість 
доступу [123]. У цій роботі для операцій на CUDA не вказуються 
специфікатори типів пам’яті, а значить, використовується основна пам’ять 
GPU – глобальна (global memory); 
- підбір розміру блоку (кількості потоків у блоці). Рекомендується, 
щоб розмір блоку був не менший 32 і був кратний числу 32 (це пов’язано 
з розміром варпа). Також розмір блоку не може бути більше 1024 – це 
обмеження GPU [123]; 
- використання float-функцій і функцій зниженої точності; 
- попередній розрахунок часто повторюваних ділянок коду [121]. 
Наприклад, у задачі доводиться обчислювати кілька разів функції з одним 
і тим же аргументом. Тоді розрахунок таких функцій можна провести 
попередньо, зберігши результати в окремому масиві і використовувати ці 
результати пізніше; 
- відхід від випадків, коли більше одного потоку намагаються 
записати результат в одну комірку пам’яті. Крім уповільнення обчислень, 
це може призводити до помилок (для подолання помилок у таких 
випадках використовуються атомарні операції); 
- використання сучасних GPU з підтримкою динамічного паралеліз-
му і інших можливостей. 
Корисно оцінити витрати часу на різні етапи роботи програми і під 
час оптимізації приділити увагу найбільш тривалим етапам [121]. При 
цьому проведення оптимізації не повинно сильно впливати на точність 
обчислень і не має ускладнювати код програми, тому що моделювання 








При створенні прикладних програм CUDA забезпечує взаємодію 
з CUDA API і драйверами через два основних застосування. 
Перше застосування CUDA – взаємодія зі спеціалізованими 
бібліотеками, побудованими на основі CUDA API. Під час використання 
спеціалізованих бібліотек написання коду програми майже не відріз-
няється від написання стандартних програм. 
Однак спеціалізовані бібліотеки часто не пропонують необхідну 
функціональність. Тому друге застосування CUDA полягає в створенні 
власних функцій і їх виконанні на GPU викликом з основної час-
тини програми. 
Код, що виконується на GPU, пишеться мовою програмування Сі 
у вигляді функцій, які викликаються з основної частини програми або 
з інших функцій CUDA. Вхідними змінними функцій є змінні основної 
частини програми. Під час опису вхідних змінних функції вказується їх 
тип і ім’я. Потім задається сітка й індекси потоків.  
Зручно розпаралелювати однакові операції над елементами масиву, 
коли для операції над окремим елементом масиву буде створюватися 
окремий потік. 
Після обчислень на CUDA бажано перевіряти правильність отри-
маних результатів на GPU з результатами на CPU. На CUDA обчислення 
в одинарній точності відбуваються швидше, ніж в подвійній точності. 
Однак одинарної точності може бути недостатньо – з’являються похибки 
в результатах. Тоді обчислення переводять в подвійну точність.  
Під час використання технології CUDA важливу роль відіграє 
оптимізація, завдяки якій швидкість обчислень можна збільшити в кілька 
разів. Для цього необхідно врахувати основні рекомендації щодо 
оптимізації обчислень. Корисно оцінити витрати часу на різні етапи 








РОЗРОБКА ПАРАЛЕЛЬНИХ АЛГОРИТМІВ 




6.1. МОЖЛИВІСТЬ РОЗПАРАЛЕЛЮВАННЯ ОБЧИСЛЕНЬ 
НА РІВНІ ДАНИХ 
 
Багато процесів у фізиці і, зокрема, в цій роботі описуються ди-
ференційними рівняннями. Розв’язання диференційного рівняння з зада-
ними початковими умовами називається задачею Коші [124]. 
Математичні моделі фізичних процесів є системами диференційних 
рівнянь. Кожне рівняння описує одну з характеристик фізичного процесу, 
наприклад швидкість згустку частинок. Для розрахунку швидкості кожної 
частинки згустку використовується окреме рівняння, при цьому рівняння 
швидкості однотипні, тобто складаються з однакових обчислювальних 
операцій. Але дані, які використовуються для розрахунку швидкості 
частинок, в якійсь мірі відрізняються для кожної окремої частинки. Тому, 
відповідно до моделі SIMD, обчислювати однотипні рівняння можна 
паралельно (рис. 6.1), тобто паралелізм в цьому випадку полягає 
у використанні однакових обчислювальних операцій до безлічі даних 




Рис. 6.1. Послідовне (праворуч) і паралельне (зліва) обчислення рівнянь 
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Рис. 6.2. Паралельний алгоритм для різних рівнянь 
 
 
6.2. РОЗПАРАЛЕЛЮВАННЯ ОБЧИСЛЕНЬ З УРАХУВАННЯМ 
ОСОБЛИВОСТЕЙ ЗАДАЧІ КОШІ 
 
Обчислювальний експеримент відбувається як розв’язання задачі 
Коші – встановлення значень параметрів у початковий момент часу, потім 
приріст часу і перерахунок усіх рівнянь, і т.д. багаторазово [121]. Тобто 
дані задаються перед початком обчислень, а потім у кожний момент часу 




Рис. 6.3. Відмінність завдання даних для обчислень  
під час розв’язання задачі Коші (зліва) й інших задач (праворуч) 
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Алгоритм обчислювального експерименту під час розв’язання задачі 
Коші представлений на рис. 6.4. На схемі алгоритму показаний постійно 
повторюваний запуск обчислень на GPU з використанням двох циклів. 
У рамках вкладеного циклу обчислення відбуваються без отримання 
результатів із пам’яті GPU. Для підвищення точності обчислень 
зменшується крок за часом t , але за малого кроку розвиток фізичного 
процесу відбувається повільно і тому результати обчислень на кожному 
кроці за часом отримувати не потрібно. Тільки результати одного з певної 
кількості кроків за часом зберігаються, тобто переносяться з пам’яті GPU 
в ОЗП. Далі обчислення тривають за тією ж схемою, поки вони не 
завершаться. З урахуванням етапів виконання CUDA-програми в алгоритм 
додано завдання параметрів розпаралелювання, поміщення даних 
у пам’ять GPU, отримання результатів із пам’яті GPU, звільнення пам’яті 




Рис. 6.4. Паралельний алгоритм та етапи виконання CUDA-програми 
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Як говорилося раніше, в CUDA програмний код ділиться на CPU- 
і GPU-частини. Блок паралельних обчислень належить до GPU-частини. 
Інші блоки алгоритму і цикли належать до CPU-частини, тому що їх 
виконання запускається з CPU. 
Можна співвіднести структуру алгоритму (рис. 6.4) з етапами 
виконання CUDA-програми. На першому і другому етапах задаються дані 
для обчислень, ці дані поміщуються в пам’ять GPU, а також задаються 
параметри розпаралелювання для кожної функції, виконуваної на GPU. На 
третьому етапі відбуваються обчислення з використанням двох вкладених 
циклів, де «t» – змінний час, «T» – кінцевий час, «currentTime» – поточний 
час, «saveTime» – час, через який відбувається отримання результатів із 
пам’яті GPU. На четвертому етапі звільняється пам’ять GPU. 
 
<задання даних для обчислень> 
<задання параметрів розпаралелювання> 
<переміщення даних у пам’ять GPU> 
for (double t = 0; t <T; t + = saveTime) { 
 double currentTime = t; 
 for (int i = 0; i <(int) (saveTime / Δt); i ++) { 
  function1 <<< numBlocks1, threadsPerBlock1 >>> (<вхідні 
змінні>); 
  function2 <<< numBlocks2, threadsPerBlock2 >>> (<вхідні 
змінні>); 
  ... 
  functionN <<< numBlocksN, threadsPerBlockN >>> 
(<вхідні змінні>); 
  currentTime + = Δt; 
 } 
 <отримання результатів з пам’яті GPU> 
} 
<звільнення пам’яті GPU> 
 
Отримання результатів із пам’яті GPU зазвичай передбачає розрахунок 
додаткових параметрів на CPU, графічне відображення результатів і їх 
збереження в текстовому або графічному вигляді в файловій системі. 
Розрахунок додаткових параметрів потрібний для повноти результатів перед 
їх збереженням або відображенням, наприклад, для підготовки графіків. 
Тому такий розрахунок не потрібно проводити в кожен момент часу, і він 
виноситься з вкладених циклів і виконується на CPU. 
Власні функції CUDA під час розв’язання задачі Коші реалізують 
один із чисельних методів розв’язання диференційних рівнянь. Далі буде 
розглянута реалізація найбільш простого чисельного методу – явного 
методу Ейлера 1-го порядку точності і найбільш поширеного чисельного 
методу – явного методу Рунге–Кутти 4-го порядку точності. 
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6.3. РЕАЛІЗАЦІЯ ЯВНОГО МЕТОДУ ЕЙЛЕРА НА CUDA 
 
Згідно з методом Ейлера в кожен момент часу за допомогою 
кожного рівняння розраховується приріст функції (...)y f t   , а потім 
розраховується значення функції додаванням приросту до значення 




Рис. 6.5. Розрахунок рівнянь ,n ny z  в момент часу t  методом Ейлера 
 
Програмний код для алгоритму (рис. 6.5) поданий нижче. Обрані 
параметри розпаралелювання: кількість блоків – 1, число потоків в блоці 
дорівнює розміру масиву. При цьому в CUDA є обмеження до 1024 по-
токів на блок, тому якщо розмір масиву більше 1024, потрібно вико-
ристовувати більше блоків. 
 
__device__ double function2(int i, double *y, double *z, double *dt){ 
 return <результат обчислення> * dt; 
} 
__device__ double function3(int i, double *y, double *z, double *dt){ 
 return <результат обчислення> * dt; 
} 
__global__ void function1(double *dy, double *y, double *dz, double *z, 
double *dt){ 
 dy[threadIdx.x] = function2(threadIdx.x, y, z, dt); 
 dz[threadIdx.x] = function3(threadIdx.x, y, z, dt); 
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 y[threadIdx.x] = y[threadIdx.x] + dy[threadIdx.x]; 
 z[threadIdx.x] = z[threadIdx.x] + dz[threadIdx.x]; 
} 
 
6.4. ПОЛІПШЕННЯ АЛГОРИТМУ ЯВНОГО МЕТОДУ ЕЙЛЕРА 
НА CUDA ШЛЯХОМ ОБ’ЄДНАННЯ СІТОК ПОТОКІВ 
 
Обчислення прирощень ,n ny z   для рівнянь ,n ny z  відбувається 
незалежно одне від одного, тому обчислення можна проводити одночасно 
і паралельно, при цьому кількість рівнянь ,n ny z  має бути однаковою 
(рис. 6.6). З точки зору моделі програмування CUDA таке поліпшення 
алгоритму є об’єднанням сіток блоків у більші сітки [125]. Паралелізм 
у цьому випадку полягає в деякій подобі використання безлічі 
обчислювальних операцій до безлічі даних (модель multiple instruction 
multiple data (MIMD)). Об’єднання сіток може бути застосовано за 
наявності однакової кількості рівнянь n , наприклад, , ...n n nx y z , які можна 
обчислювати незалежно один від одного. Якщо кількість рівнянь n  на-
багато більша, ніж кількість ядер GPU, то прискорення обчислень буде 
невеликим, тому що невикористання ядер GPU буде малим (за рахунок 
скорочення цього невикористання буде мале прискорення). 
 
 Рис. 6.6. Розрахунок рівнянь ,n ny z  у випадку об’єднання сіток 
 
У випадку об’єднання сіток кожна сітка поміщується в блок [125]. 
Нехай буде по 150 рівнянь ,n ny z , тобто 150N  . Тоді для одночасного 
обчислення ,n ny z   створюється одна сітка з двох блоків (тому що є рів-
няння ,n ny z  і за допомогою індексу блоку можна отримати доступ до 
відповідного рівняння ny  або nz ) по 150 потоків. Спочатку на GPU 
запускається функція «function1», яка запускає обчислення ,n ny z   
(функцію «function2») за заданими параметрами розпаралелювання, 
а потім обчислення ,n ny z  (функцію «function3»). Всі потоки блоку 
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з індексом 0 будуть обчислювати рівняння ny , потоки блоку з індексом 
1 будуть обчислювати рівняння nz . 
 
__device__ void function2(int n, int block, double *dy, double *y, double 
*dz, double *z, double *dt){ 
 if(block == 0) dy[n] = <результат обчислення> * dt; 
 else if(block == 1) dz[n] = <результат обчислення> * dt; 
} 
__device__ void function3(int n, int block, double *dy, double *y, double 
*dz, double *z, double *dt){ 
 if(block == 0) y[n] = y[n] + dy[n]; 
 else if(block == 1) z[n] = z[n] + dz[n]; 
} 
__global__ void function1(double *dy, double *y, double *dz, double *z, 
double *dt){ 
 function2(threadIdx.x, blockIdx.x, dy, y, dz, z, dt); 
 function3(threadIdx.x, blockIdx.x, dy, y, dz, z, dt);  
} 
 
Математичні операції під час обчислення ,n ny z  зазвичай набагато 
простіші і виконуються швидше, ніж під час обчислення ,n ny z  . Тому, 
щоб уникнути ускладнення коду, обчислення ,n ny z  можна робити 
без об’єднання сіток. 
Об’єднання сіток потоків вирівнює навантаження на ядра GPU 
і збільшує швидкість обчислень [125]: 
- без об’єднання сіток під час обчислення ny  створюється 150 по-
токів. З кількістю ядер GPU, яка дорівнює, наприклад, 384 (GeForce 
GT630 GV-N630D3-2GL) велика частина ядер залишається не викорис-
таною. Потім відбувається обчислення nz  з тією ж кількістю потоків; 
- у випадку об’єднання сіток під час одночасного обчислення ,n ny z  
створюється 300 потоків, тобто велика частина ядер GPU використовується. 
Таким чином, за одиницю часу можна обчислити рівняння ,n ny z . 
 
6.5. РЕАЛІЗАЦІЯ ЯВНОГО МЕТОДУ РУНГЕ–КУТТИ НА CUDA 
 
Згідно з методом Рунге–Кутти, в кожен момент часу за 
допомогою кожного рівняння розраховується 4 наближення функції  
1 2 3 4, , ,k k k ky y y y , а потім розраховується значення функції 
1 2 3 4(t) (t ) ( 2 2 )6 k k k k
ty y t y y y y        . Тобто приріст функції y  в методі 
Ейлера відповідає приросту функції 1 2 3 41 ( 2 2 )6 k k k ky y y y      в методі 
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Рунге–Кутти. Нехай значення ny  залежить від ,n ny z , тобто за методом 
Ейлера ( , )n n ny f y z t   . У методі Рунге–Кутти 1-ше наближення функції 
дорівнюватиме 1 ( , )nk n ny f y z , 2-ге наближення залежить від 1-го (треба 
попередньо порахувати також 1nkz ) і т. д.: 2 1 1( , )2 2nk n nk n nk
t ty f y y z z      , 
3 2 2( , )2 2nk n nk n nk
t ty f y y z z      , 4 3 3( , )nk n nk n nky f y y t z z t      (рис. 6.7). 
 Рис. 6.7. Розрахунок рівнянь ,n ny z  в момент часу t  методом Рунге–Кутти 
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Програмний код для алгоритму (рис. 6.7) представлений далі. Обрані 
параметри розпаралелювання: кількість блоків – 1, кількість потоків 
в блоці дорівнює розміру масиву. Для розрахунку 1 2 3 4, , ,k k k ky y y y  можна 
використовувати одну і ту ж «__device__» функцію на CUDA (функцію 
«function2»). Тоді в якості параметрів у таку функцію передаються 
коефіцієнт dt  і результат розрахунку попереднього наближення. Під час 
розрахунку наближення 1ky  в якості коефіцієнта dt  використовується 0.0, 
а в якості значень попереднього наближення використовується запов-
нений нулями допоміжний масив «zeroN» розміром N . 
 
__device__ double function2(int n, double *y, double *z, double dt_koef, 
double *yk, double *zk){ 
 return <результат обчислення>; 
} 
__device__ double function3(int n, double *y, double *z, double dt_koef, 
double *yk, double *zk){ 
 return <результат обчислення>; 
} 
__global__ void function1(double *y, double *z, double *dt, double *yk1, 
double *zk1, double *yk2, double *zk2, double *yk3, double *zk3, double *yk4, 
double *zk4, double *zeroN){ 
 int n = threadIdx.x; 
 yk1[n] = function2(n, y, z, 0.0, zeroN, zeroN); 
 zk1[n] = function3(n, y, z, 0.0, zeroN, zeroN); 
 yk2[n] = function2(n, y, z, dt/2.0, yk1, zk1); 
 zk2[n] = function3(n, y, z, dt/2.0, yk1, zk1); 
 yk3[n] = function2(n, y, z, dt/2.0, yk2, zk2); 
 zk3[n] = function3(n, y, z, dt/2.0, yk2, zk2); 
 yk4[n] = function2(n, y, z, dt, yk3, zk3); 
 zk4[n] = function3(n, y, z, dt, yk3, zk3); 
 y[n] = y[n] + (yk1[n] + 2.0*yk2[n] + 2.0*yk3[n] + yk4[n])*dt/6.0; 





Багато процесів у фізиці описуються диференційними рівняннями. 
Математичні моделі фізичних процесів в цій роботі є системами 
диференційних рівнянь. Кожне рівняння описує одну з характеристик 
фізичного процесу, при цьому частина рівняннь однотипні, тобто скла-
даються з однакових обчислювальних операцій. Тому, відповідно до 
моделі SIMD, обчислювати однотипні рівняння можна паралельно. 
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Обчислювальний експеримент відбувався як розв’язання задачі 
Коші – встановлення значень параметрів у початковий момент часу, потім 
приріст часу і перерахунок усіх рівнянь, і т.д. багаторазово. В пред-
ставленому алгоритмі показаний постійно повторюваний запуск обчис-
лень на GPU з використанням двох циклів. У рамках вкладеного циклу 
обчислення відбуваються без отримання результатів із пам’яті GPU. Для 
підвищення точності обчислень зменшується крок за часом, але за малого 
кроку розвиток фізичного процесу відбувається повільно і тому 
результати обчислень на кожному кроці за часом отримувати не потрібно. 
Тільки результати одного з певної кількості кроків за часом зберігаються, 
тобто переносяться з пам’яті GPU в оперативну пам’ять. 
Власні функції CUDA під час розв’язання задачі Коші реалізували 
один із чисельних методів розв’язання диференційних рівнянь. Була 
розглянута реалізація явного методу Ейлера 1-го порядку точності 
і явного методу Рунге–Кутти 4-го порядку точності. 
Розглянуто поліпшення алгоритму розрахунку методом Ейлера 
шляхом об’єднання сіток блоків у більші сітки. Паралелізм у даному 
випадку полягав в деякій подобі використання безлічі обчислювальних 
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Додаток А  
ВІДПРАЦЮВАННЯ НАЛАШТУВАННЯ ІНТЕРВАЛУ  
ОЧІКУВАННЯ GPU ДЛЯ ОПЕРАЦІЙНОЇ СИСТЕМИ 
 
Для зручності читача, який вирішив перевірити наведені в цій 
монографії приклади на своєму комп’ютері, наведемо в додатках  
A–В наше відпрацювання способів установки і налаштування CUDA. 
Перевищення інтервалу очікування GPU веде до помилки CUDA_ 
ERROR_LAUNCH_TIMEOUT. Ця помилка означає, що GPU не може 
проводити розрахунки довше встановленого інтервалу очікування без 
відповіді в основну частину CUDA-програми. Наприклад, інтервал 
очікування для ОС WindowsXP дорівнює 20 с, для Windows7 – 5 с. Для 
вирішення проблеми необхідно відкрити редактор реєстру «Пуск» -> 
«Виконати» («regedit»). У редакторі реєстру знайти папку «Graphics 
Drivers» і додати в неї і в папку «DCI» (вкладену в «GraphicsDrivers») 




Рис. A.1. Додавання параметра «TdrLevel» в реєстр Windows 
ДОДАТКИ ~ 97 ~ 
 
Додаток Б 
ВІДПРАЦЮВАННЯ НАЛАШТУВАННЯ CUDA ДЛЯ СЕРЕДОВИЩА 
РОЗРОБКИ VISUAL STUDIO EXPRESS 2012 У WINDOWS X32 
 
1. Для програмування на CUDA необхідно встановити CUDA 
Toolkit. Завантажити його можна, наприклад, за посиланням https:// 
developer.nvidia.com/cuda-downloads 
В цьому додатку описується використання CUDA Toolkit версії 6.5. 
 
2. Після установки CUDA Toolkit в середовищі розробки Visual 
Studio необхідно створити порожній «Visual C ++ Win32 Project» через 
меню «FILE» – «NEW PROJECT» (рис. Б.1). Вибрати «WIN32 Console 




Рис. Б.1. Створення проекту в Visual Studio 
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3. В оглядачі рішень знайти .cpp файл з іменем проекту (у цьому 




Рис. Б.2. .cpp-файл проекту 
 
Натиснути на файлі правою кнопкою і в меню, що випадає, 




Рис. Б.3. Зміна розширення файлу .cpp на .cu 
 




Рис. Б.4. Необхідні файли CUDA 
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Рис. Б.5. Папка для файлів CUDA 
 
У браузері рішень натиснути правою кнопкою на «Header Files» – 




Рис. Б.6. Меню для додавання файлів CUDA 
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Рис. Б.7. Додавання файлів CUDA 
 
5. Натиснути правою кнопкою на проект і в меню натиснути 
«Properties». У вікні вибрати «Manifest Tool» – «Input And Output» і додати 




Рис. Б.8. Додавання бібліотек CUDA 
 
6. Знайти в установленому CUDA Toolkit наступні файли (рис. Б.9) 




Рис. Б.9. Файли властивостей CUDA 
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7. Правою кнопкою натиснути на проекті і в меню натиснути 
«Build Customization» (рис. Б.10). У вікні зробити позначку і натиснути 








Рис. Б.11. Додавання CUDA в налаштуваннях побудови 
 
8. Правою кнопкою натиснути на файлі ConsoleApplication1.cu 
і в меню натиснути «Properties». Відкрити «General» – «Item Type» 




Рис. Б.12. Зміна властивостей конфігурації файлу 
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9. Вставити в файл ConsoleApplication1.cu наступний код (простий 
приклад, який обчислює на CUDA синус для елементів масиву) замість 









using namespace std; 
 
__global__ void func(double *out, double *in){ // функція, яка виконується 
на GPU 
int i = threadIdx.x+blockIdx.x*blockDim.x; // індекс потоку 
out[i] = sin(in[i]); // обчислення синуса 
} 
 
int main(){  
 
int n=100000; // розмір масиву 
cout << "array length = "; 
printf("%u", n); 
cout << "\n"; 
  
double *in = new double[n]; // масив для початкових значень 
double *out = new double[n]; // масив для значень синуса 
 
for(int i=0;i<n;i++){ 
  in[i]=i;//заповнення масиву початковими значеннями 
} 
 
 size_t size = n * sizeof(double); // обсяг пам’яті для зберігання масиву 
 
clock_t startTime = clock(); // вимір часу початку 
double * dIn = (double*)malloc(size); // створення покажчика на пам’ять 
GPU 
double * dOut = (double*)malloc(size); // створення покажчика на пам’ять 
GPU 
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cudaMalloc((void**)&dIn, size); // виділення пам’яті на GPU 
cudaMalloc((void**)&dOut, size); // виділення пам’яті на GPU 
cudaMemcpy(dIn, in, size, cudaMemcpyHostToDevice); // переміщення 
масиву в пам’ять GPU 
  
func<<<100,1000>>>(dOut,dIn); // запуск обчислень на GPU 
  
cudaMemcpy(out, dOut, size, cudaMemcpyDeviceToHost); // отримання 
результатів з GPU 
cudaFree(dIn); // звільнення пам’яті GPU 
cudaFree(dOut); // звільнення пам’яті GPU 
clock_t endTime = clock(); // вимір часу закінчення 
cout << "CUDA execution time = "; 
cout << endTime – startTime; // час обчислення на GPU і час операцій із 
пам’яттю 
cout << " ms\n"; 
 
for(int i=0;i<20;i++){ // відображення перших 20 результатів 
 cout << "sin["; 
 printf("%u",i); 
 cout << "]="; 
 printf("%g", out[i]); 
 cout << "\n"; 
} 
  
cout << "\nEnd.\n"; 
} 
 









В.1. ВІДПРАЦЮВАННЯ НАЛАШТУВАННЯ JCUDA ДЛЯ СЕРЕ-
ДОВИЩА РОЗРОБКИ ECLIPSE У WINDOWS X32 
 
1. Для розробки JCUDA-програм необхідно встановити в зазначеній 
послідовності: 
- CUDA Toolkit https://developer.nvidia.com/cuda-toolkit; 
- Java Development Kit (JDK) http://www.oracle.com/technetwork/ 
java/javase/downloads/index.html; 
- середовище розробки для Java, в цьому випадку Eclipse 
(рекомендується Eclipse IDE for Java EE Developers) http://www.eclipse. 
org/downloads; 
- файли JCUDA http://jcuda.org/downloads/downloads.html; 
- JCUDA-утиліта «jcudaUtils» http://jcuda.org/utilities/utilities.html; 
- компілятор мови С «cl.exe» (входить до Microsoft Visual Studio 9.0 
(2008) і інші середовища розробки) для компіляції .cu-файлів. 
Для запуску готових JCUDA-програм досить CUDA Toolkit і Java 
(JDK або JRE). 
 
2. Додати змінні середовища, якщо вони не були додані 
автоматично: 
- PATH з текстом C:\Program Files\Nvidia Corporation\PhysX\Com-
mon;C:\Program Files\Nvidia GPU Computing Toolkit\CUDA\v6.5\bin; 
C:\Program Files\Nvidia GPU Computing Toolkit\CUDA\v6.5\libnvvp; 
C:\Program Files\Microsoft Visual Studio 11.0\VC\bin;C:\Program Files\ 
Java\jre7\bin; 
- CUDA_PATH з текстом C:\Program Files\Nvidia GPU Computing 
Toolkit\CUDA\v6.5; 
- CUDA_PATH_V6_5 з текстом C:\Program Files\Nvidia GPU 
Computing Toolkit\CUDA\v6.5; 
 
3. Потім в Eclipse треба створити новий проект Java через меню 




Рис. В.1. Меню для створення проекту 
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У вікні необхідно ввести ім’я проекту і шлях до нього (рис. В.2), 




Рис. В.2. Вказівка імені проекту і шляхи до нього 
 
4. Після скачування файлів JCUDA (рис. В.3) і файлу «jcudaUtils-
0.0.4.jar» необхідно помістити файли в кореневу папку проекту Java 
(рис. В.4) і підключити їх до проекту в Eclipse. Обов’язкові для 
копіювання в проект .jar-файли «jcuda» і «jcudaUtils» і .dll-файли 
«JCudaDriver» і «JCudaRuntime». Решту – .jar-файли бібліотек і відповідні 
їм .dll-файли можна не включати в проект, якщо їх не використовувати 




Рис. В.3. Файли JCUDA 




Рис. В.4. Файли JCUDA в проекті Java 
 
Потім в Eclipse в навігаторі проекту (Package Explorer) після 
натискання правої кнопки миші на імені проекту і потім у випадаючому 
меню після натискання «Refresh» (рис. В.5) додані файли JCUDA 
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5. У навігаторі проекту після натискання правої кнопки миші на 
імені проекту у випадаючому меню необхідно вибрати пункт «Properties». 
У вікні в списку ліворуч вибрати «Java Build Path». У тому ж вікні 




Рис. В.6. Вікно «Java Build Path» 
 
6. З’явиться вікно, в якому необхідно вказати .jar-файл з бібліотеки 





Рис. В.7. Додавання .jar-файлів 
~ 108 ~ МОДЕЛЮВАННЯ ФІЗИЧНИХ ПРОЦЕСІВ... 
 
7. Потім у вікні «Java Build Path» необхідно розкрити «JRE System 
Library» і натиснути «Native library location: (None)». Потім натиснути 
кнопку праворуч «Edit» (рис. В.8) і у вікні натиснути «Workspace ...» 
(рис. В.9). Потім у вікні потрібно вибрати поточний проект і натиснути 








Рис. В.9. Вікно вибору «Native library location» 
 
8. Далі під час створення програми основна її частина буде знахо-
диться в класах Java, а CUDA-модулі потрібно помістити в .cu-файли. 
 
В.2. ВСТУП ДО JCUDA 
 
Існує кілька неофіційних проектів, що забезпечують зв’язок мови 
програмування Java та технології CUDA. Найбільш розвиненим на 
сьогодні є проект JCUDA (jcuda.org). Застосування JCUDA подібно 
застосуванню CUDA: 
- взаємодія з бібліотеками на основі CUDA API (для JCUDA 
додається буква «J» до імені CUDA-бібліотеки) – JcuBLAS, JcuFFT, 
JcuDPP, JcuRAND, JcuSPARSE та ін .; 
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- написання власних функцій у вигляді CUDA-модулів (.cu) мовою 
програмування Сі та виконання їх на GPU викликом із Java-програми. 
Деякі можливості CUDA не підтримуються в JCUDA, наприклад: 
- деякі шаблони покажчиків («pointers»); 
- зворотні виклики («stream callbacks»); 
- розрахунок завантаження GPU («occupancy calculation»); 
- уніфікована віртуальна пам’ять («unified memory»); 
- динамічний паралелізм («dynamic parallelism»); 
- частина можливостей бібліотек CUDA. 
 Таблиця В.1 
Порівняння CUDA та JCUDA 
 CUDA JCUDA 
поділ CPU- і GPU-









код для компіляції 
функцій CUDA 
не потрібен потрібен 
підключення 
функцій CUDA 




обсяг пам’яті для 
масиву 
size_t size = N * 
sizeof(double);




double * dIn = 
(double*)malloc(size);
CUdeviceptr dIn = new 
CUdeviceptr(); 











(dIn, Pointer.to(arrIn), size); 
виклик функції 
CUDA 







__global__ void <ім’я 
функції>…
extern "C" __global__ void 
<ім’я функції>… 
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В.3. ВИЗНАЧЕННЯ ПАРАМЕТРІВ GPU У JAVA-ПРОГРАМІ 
 




 System.out.println("Пристрій з підтримкою CUDA відсутній!"); 
} 
 
Отримання кількості CUDA-пристроїв: 
 
int deviceCountArray[] = new int[1]; 
cudaGetDeviceCount(deviceCountArray); 
String cudaDeviceCount="CUDA пристроїв підключено:" 
+deviceCountArray[0]; 
 
Для отримання параметрів CUDA-пристрою необхідно створити 
об’єкт класу «cudaDeviceProp» і отримати параметри методом 
«cudaGetDeviceProperties», другим параметром якого вказується 
порядковий номер CUDA-пристрою (за наявності одного CUDA-пристрою 
його порядковий номер дорівнює 0, для наступного – 1 і т. д.): 
 
cudaDeviceProp deviceProp = new cudaDeviceProp(); 
cudaGetDeviceProperties(deviceProp, 0); 
 
Потім за допомогою «deviceProp» можна отримати параметри 
CUDA-пристрою: 
 
"Відеокарта: "+new String(deviceProp.name).substring(0, new 
 String(deviceProp.name).indexOf(0)); 
"Кількість ядер: "+deviceProp.multiProcessorCount*8+" (може бути 
неправильною)"; 
"Глобальна пам’ять: "+new BigDecimal((float)(deviceProp.totalGlobal 
Mem)/1048576).setScale(0,RoundingMode.UP).floatValue()+" Мбайт"; 
"Максимальна кількість потоків на блок: "+deviceProp.maxThreads 
PerBlock; 
"Максимальний розмір блоку: "+deviceProp.maxThreadsDim[0]+"x"+ 
deviceProp.maxThreadsDim[1]+"x"+deviceProp.maxThreadsDim[2]; 
"Максимальний розмір сітки: "+deviceProp.maxGridSize[0]+ 
"x"+deviceProp. maxGridSize[1]+"x"+deviceProp.maxGridSize[2]; 
"Частота: "+new BigDecimal((float)(deviceProp.clockRate)/1000000). 
setScale (2, Rounding Mode.UP).floatValue()+" ГГц"; 
"Ліміт часу виконання: "+(deviceProp.kernelExecTimeoutEnabled!= 
0?"Yes":"No"); 
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Отримання «CUDA Driver Version» та «CUDA Runtime Version»: 
 
int driverVersionArray[] = new int[1]; 
cudaDriverGetVersion(driverVersionArray); 
int runtimeVersionArray[] = new int[1]; 
cudaRuntimeGetVersion(runtimeVersionArray); 
"CUDA Driver Version: "+(driverVersionArray[0]/1000)+"."+ 
(driverVersionArray[0]%100); 
"CUDA Runtime Version: "+(runtimeVersionArray[0]/1000)+"."+ 
(runtimeVersionArray[0]%100); 
 
Параметри ОС, які можуть знадобитися для забезпечення багато-
платформності, можна визначити за допомогою методу «System.get 
Property»: 
 
"Операційна система: "+System.getProperty("os.name"); 
"Архітектура ОС: "+System.getProperty("os.arch"); 
"Версія ОС: "+System.getProperty("os.version"); 
 
В.4. ПІДКЛЮЧЕННЯ CUDA-МОДУЛІВ І ЇХ ВИКОНАННЯ 
 
CUDA-модуль являє собою файл з розширенням .cu. Для створення 
файлу можна відкрити файл .txt «Блокнотом» і зберегти його як файл .cu, 
додавши після імені файлу .cu і вказати в типі файлу «Всі файли» замість 
«Текстові документи (.txt)». Файл .cu редагується в середовищі розробки для 
мови Java або текстовим редактором, наприклад програмою «Блокнот». 
В .cu-файлі пишеться код мовою програмування Сі з розширеннями 
для CUDA у вигляді функцій, які викликаються або з Java-програми, або 
з інших функцій .cu-файлу. Перед оголошенням функцій вказується 
директива «extern "C"». В іншому код функції подібний до того, як це 
було розглянуто для мови Сі. 
 
Перед підключенням CUDA-модуля файл .cu компілюється в файл .ptx: 
 
 String ptxFileName = cuFileName.substring(0, 
cuFileName.lastIndexOf('.')+1)+"ptx"; 
 File ptxFile = new File(ptxFileName); 
 ptxFile.delete();   
 File cuFile = new File(cuFileName);   
 String command="nvcc -
m"+System.getProperty("sun.arch.data.model")+" -ptx -arch sm_35 
"+cuFile.getPath()+" -o "+ptxFileName; 
 System.out.println("Executing\n"+command); 
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 Process process=null; 
 
 try{ 
  process = Runtime.getRuntime().exec(command); 
 }catch(IOException e){ 
  e.printStackTrace(); 
 } 
 
 String errorMessage = new String(process.getErrorStream().toString()); 
 String outputMessage = new String(process.getErrorStream().toString()); 
 int exitValue = 0; 
 
 try{ 
  exitValue = process.waitFor(); 
 }catch (InterruptedException e){ 
  Thread.currentThread().interrupt(); 
  System.out.println("Interrupted while waiting for nvcc output, "+e); 
 }   
 
 if (exitValue != 0){ 
  System.out.println("nvcc process exitValue "+exitValue); 
  System.out.println("errorMessage:\n"+errorMessage); 
  System.out.println("outputMessage:\n"+outputMessage); 
  System.out.println("Could not create .ptx file: "+errorMessage); 
 } 
 
System.out.println("PTX file created"); 
 
де «cuFileName» – ім’я .cu-файлу з додаванням приставки «.cu» 
і відносного або абсолютного шляху до нього; 
«ptxFileName» – ім’я .ptx-файлу збігається з ім’ям .cu-файлу, але має 
власне розширення файлу; 
«ptxFile» – скомпільований .cu-файл в .ptx-файл; 
«command» – команда компіляції файлу; 
«process» – процес, який компілює файл; 
«sm_35» – компіляція файлу за версією обчислювальних 
можливостей 3.5. Параметр повинен дорівнювати або бути меншим за 
версію обчислювальних можливостей GPU, на якому відбуваються 
обчислення. 
Підключення CUDA-модуля являє собою підключення функції з .cu-
файлу, наприклад, підключення функції «func» з файлу «func.cu»: 
ДОДАТКИ ~ 113 ~ 
 
KernelLauncher kernelLauncher = KernelLauncher.create 
("func.cu","func",""); 
 
Особливості розпаралелювання програми, створення покажчиків на 
масиви і копіювання масивів відбуваються подібно до того, як це було 
описано для мови Сі: 
 
int size = N * Sizeof.DOUBLE; 
int BLOCKSIZE = 50; 
dim3 nThreads = new dim3(BLOCKSIZE, 1, 1); 
dim3 nBlocks = new dim3(N/BLOCKSIZE, 1, 1); 
CUdeviceptr ptrOutput = new CUdeviceptr(); 
CUdeviceptr ptrInput = new CUdeviceptr(); 
cuMemAlloc(ptrOutput, size); 
cuMemAlloc(ptrInput, size); 
cudaMemcpy(ptrInput, Pointer.to(arrInput), size, cudaMemcpyHost 
ToDevice); 
 
Виконання функції «func» з файлу «func.cu» на GPU: 
 
kernelLauncher.setup(nBlocks, nThreads).call(N, ptrInput, ptrOutput); 
 
Після обчислень на GPU результат у вигляді масиву повертається 
(«cudaMemcpyDeviceToHost») в основну частину програми і записується 
в масив «arrOutput», пам’ять на GPU звільняється: 
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наук, завідувач кафедри штучного інтелекту та 
програмного забезпечення Харківського національного 
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комп’ютерних наук ХНУ імені В. Н. Каразіна за спеціальністю 
«Математичне моделювання та обчислювальні методи» у 2009–2013 ро-
ках. З 2009 року займається комп’ютерним моделюванням фізичних 
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