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SOMMARIO

Con la diffusione del cosiddetto codice mobile, ossia di codice creato
ed eseguito da persone diverse su macchine diverse, si sviluppa sempre di
più l’esigenza di verificare la correttezza e la sicurezza del codice. Con ciò
ci riferiamo alla necessità che un programma debba essere “corretto”,
ossia tale da eseguire esattamente ciò per cui è stato realizzato, e “sicuro”,
ossia in grado di impedire ad utenti esterni e non autorizzati l’accesso a
informazioni considerate riservate.
Il problema della sicurezza è trattato nell’ambito del cosiddetto
secure information flow, che si occupa di analizzare il flusso delle
informazioni all’interno di un programma, in modo da verificare se c’è fuga
di dati personali verso l’esterno.
Questa tesi si occupa del problema del secure information flow
nell’ambito di programmi concorrenti, ed affronta, in tale ambito, il
problema della determinazione delle dipendenze fra le istruzioni del
programma. In particolare, nella tesi è stato progettato e sviluppato uno
strumento per la determinazione delle dipendenze indotte dalla
comunicazione fra programmi concorrenti. Lo strumento è basato sulle reti
di Petri e le dipendenze sono ricavate dalle "occurrence nets" della rete,
che permettono la rappresentazione del comportamento del programma
concorrente. 
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INTRODUZIONE

Negli ultimi anni si stanno sviluppando sempre di più applicazioni
mobili, ossia create ed eseguite da persone diverse su sistemi diversi. Per
questo c’è bisogno di codice che sia allo stesso tempo “corretto”, ossia in
grado di eseguire esattamente ciò per cui è stato pensato, e “sicuro”, ossia
tale da evitare che utenti non autorizzati possano accedere ad informazioni e
dati considerati personali.
Problemi di questo tipo si presentano soprattutto per quel codice che è
scaricato tramite rete, e di cui quindi non conosciamo lo sviluppatore e,
soprattutto, le sue intenzioni. Quest’ultimo, infatti, potrebbe aver realizzato
un programma che sia in grado di divulgare informazioni private a cui è
stato concesso l’accesso.
Nella tesi viene trattato in particolare il problema della riservatezza
dei dati in programmi concorrenti, programmi cioè consistenti di un certo
numero di processi sequenziali indipendenti, ciascuno con la propria
memoria privata, e in grado di comunicare tra di loro in modo sincrono,
attraverso messaggi di send/receive.
I processi considerati sono inoltre sistemi aperti, in grado cioè di
acquisire ingressi dall’esterno e di produrre dati verso l’esterno.
Per valutare la riservatezza dei dati all’interno del programma è
necessario definire il flusso delle informazioni e capire in che modo le
variabili coinvolte nel programma sono legate tra loro, definendo le
cosiddette dipendenze delle istruzioni. In funzione di esse, infatti, viene
definito il flusso delle informazioni, dalla cui analisi si può dedurre se il
programma è sicuro o meno.
Scopo della tesi è quindi quello di progettare e sviluppare uno
strumento per la determinazione dell’insieme di dipendenza delle istruzioni
di un programma concorrente, in modo da poter studiare il flusso delle
informazioni all’interno del programma.
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 Lo strumento sviluppato per calcolare tale insieme si basa sulle reti di
Petri del tipo posti/transizioni, che permettono di rappresentare in modo
semplice e chiaro l’evoluzione di programmi concorrenti.
La tecnica proposta richiede la costruzione della rete e
successivamente la determinazione delle sue occurrence nets, in modo da
visualizzare tutte le possibili esecuzioni del programma. Da un’analisi della
struttura delle occurrence nets si riesce poi a definire l’insieme di
dipendenza di ogni istruzione.
Essendo le istruzioni rappresentate nella rete da transizioni, e le
condizioni delle istruzioni condizionali o iterative da piazze, l’insieme delle
dipendenze sarà definito in funzione di transizioni e piazze.
Nella tesi viene presentata l’architettura dello strumento sviluppato e
la sua applicazione ad alcuni esempi..
La tesi è così strutturata:
• capitolo 1: fornisce un quadro generale relativo al problema della
sicurezza dei programmi,
• capitolo 2: fornisce una descrizione delle reti di Petri e delle
occurrence nets, utilizzate per il calcolo delle dipendenze;
• capitolo 3: definisce la procedura sviluppata per la
determinazione delle dipendenze;
• capitolo 4: contiene la presentazione al tool sviluppato;
• capitolo 5: conclusioni e discussione di possibili estensioni dello
strumento proposto.
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1. SICUREZZA DEI PROGRAMMI

1.1 Introduzione
Il problema della confidenzialità dei dati in applicazioni moderne è
uno dei punti critici, soprattutto nei sistemi militari, medici e finanziari, e
nei servizi basati sul web come la posta elettronica, l’e-commerce e le
transazioni commerciali, dove la sicurezza è una delle garanzie maggiori da
fornire all’utente.
La realizzazione di programmi sicuri richiede però molta attenzione,
in quanto talvolta anche errori non intenzionali nel disegno o
nell’implementazione possono sfociare in errori gravi a livello di sicurezza.
La strada tradizionalmente usata per proteggere i dati confidenziali è
quella del controllo degli accessi: si richiede quindi un certo livello di
privilegio per accedere a files od oggetti contenenti dati confidenziali.
Il controllo degli accessi però permette soltanto di verificare che una
certa versione di un dato sia ottenuta soltanto da coloro che ne hanno il
diritto, senza effettuare alcun controllo sulla propagazione del dato stesso.
Infatti, si potrebbero verificare situazioni in cui il valore di una
variabile privata, attraverso l’esecuzione del programma, viene propagato
verso variabili pubbliche, violando la confidenzialità dell’informazione.
Per assicurare che l’informazione sia usata nel rispetto delle politiche
di confidenzialità, è necessario quindi analizzare come le informazioni
fluiscono all’interno del programma.
Esistono diversi metodi per il controllo della sicurezza di un
programma, ad esempio si parla di un security-typed language, dove i tipi
delle variabili sono accompagnati da annotazioni che ne specificano le
politiche adottate sull’uso dei dati tipati [1], e di modelli di sicurezza basati
sulla semantica (semantic-based security model), in cui cioè si formalizza la
sicurezza in termini di comportamento del programma.
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1.2 Secure information flow
Il secure information flow si occupa del controllo del flusso delle
informazioni, ossia della definizione di un metodo di regolazione della
diffusione delle informazioni fra gli oggetti di un sistema, in modo da
verificare che nessun utente esterno possa ottenere, in modo illecito,
informazioni relative al sistema stesso.
Per la definizione di una politica di flusso d’informazioni devono
essere definiti i seguenti elementi:
- un insieme di classi di sicurezza  per le informazioni,
- una relazione di flusso  fra le classi, ed infine
- un metodo di binding, ossia un metodo per associare ad ogni oggetto
una classe di sicurezza.
Un flusso d’informazioni si ha ad esempio quando un’operazione, o
una serie di operazioni, sfrutta il valore di un certo oggetto, supponiamo x,
per determinare il valore di un altro oggetto, supponiamo y; in questo caso
infatti siamo in presenza di un flusso da x ad y.
In un sistema di sicurezza multilivello, in generale, sono considerati
dati con diversi livelli di sicurezza, ossia ad ogni oggetto è assegnata una
classe di sicurezza diversa che ne “quantifica” la riservatezza con cui tale
variabile deve essere trattata. Tipicamente  si avranno almeno due livelli di
sicurezza: high e low  che corrispondono rispettivamente a dati privati e
pubblici.
 Una proprietà importante per garantire il rispetto della sicurezza in un
sistema di questo tipo, è che informazioni ad un certo livello di sicurezza
non possono fluire verso dati ad un livello di sicurezza più basso. Per
controllare che questa proprietà sia verificata, una possibilità è quella di
controllare staticamente il flusso d’informazioni del programma [2].
Nel caso di programmi sequenziali, ad esempio, un possibile flusso
d’informazioni è quello rappresentato da un’istruzione d’assegnamento.
Consideriamo ad esempio l’istruzione x:=y, questa rappresenta un flusso di
informazioni dalla variabile y  alla variabile x. Nel caso in cui y  sia di un
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livello di sicurezza maggiore rispetto a quello della variabile x, si ha una
violazione della proprietà di sicurezza.
Si possono definire due tipi di flussi:
1. il flusso delle informazioni causato da istruzioni di assegnamento,
d’ingresso o di uscita, detto flusso esplicito;
2. e quello causato da istruzioni condizionali o iterative, detto flusso
implicito.
Per esempio il comando if  x>0  then y:=8 else y:=4  rappresenta un
flusso dalla variabile x, oggetto della condizione, alla variabile y, che infatti
assume valori diversi in funzione del valore di x.
La conoscenza del flusso delle informazioni di un programma
permette di valutare se ingressi con un livello di sicurezza alto fluiscono
verso uscite con livelli di sicurezza più bassi, violando la proprietà di
sicurezza sopra citata.
 In particolare, un programma è considerato sicuro se una variazione
degli ingressi ad un certo livello di sicurezza non produce una variazione
delle uscite ad un livello di sicurezza minore. In tal caso, infatti, non è
possibile ottenere informazioni implicite sul valore delle variabili private,
visto che l’evoluzione del programma è indipendente da esse.
1.3 Dipendenze e loro significato
L’insieme di dipendenza delle istruzioni si determina in generale
considerando, per ognuna di esse, quali sono le istruzioni condizionali, o
iterative, da cui dipende la sua esecuzione. Nel caso di programmi
concorrenti invece è necessario tenere conto anche delle dipendenze dovute
alla comunicazione fra i processi costituenti il programma.

1.3.1 Istruzioni condizionali
Consideriamo ad esempio il comando j: if  x>0  then c1  else c2; c3  in
questo caso c1  e c2  dipendono ovviamente da x, che è oggetto della
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condizione, mentre c3, che è esterna all’istruzione condizionale, non ha
alcuna dipendenza.
Supponiamo che la variabile x abbia un livello di sicurezza high  e che
le due espressioni c1  e c2  contengano soltanto variabili con livello low, in
questo caso ho una violazione del principio di sicurezza in quanto il valore
di variabili low  dipende da quello di variabili high.

1.3.2 Istruzioni iterative
Nel caso invece di un comando iterativo del tipo j: while x>0  do  c1; c2
allora sia

c1  che c2  dipendono da x, poiché l’esecuzione sia delle istruzioni
interne che di quelle esterne al ciclo dipende dal fatto che questo termini o
meno. Quindi la dipendenza dalla variabile x, oggetto della condizione, si
propaga a tutte le istruzioni successive al corpo del while.

1.3.3 Programmi concorrenti
Nel caso di un programma concorrente le cose si complicano in
quanto, per la determinazione delle dipendenze, devo tenere conto delle
interazioni fra i processi costituenti il programma stesso. L’analisi statica di
un programma concorrente è per questo più complessa rispetto a quella di
un programma sequenziale [4].
Un processo costituente un programma concorrente è del tutto
paragonabile ad un programma sequenziale ma, a differenza di esso,
contiene delle istruzioni per comunicare con altri processi. La
comunicazione è tipicamente di tipo sincrono e questo significa che, nel
momento in cui un processo P1  incontra un’istruzione per comunicare con il
processo P2, il processo P1  si pone in attesa che anche il processo P2  abbia
raggiunto il punto di sincronizzazione. Per questo l’esecuzione di un
programma concorrente risulta più complessa da analizzare.
La comunicazione di due processi infatti può essere vincolata, ad
esempio, dal valore assunto da particolari variabili, e questo può riflettersi,
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nel caso peggiore, anche nel blocco di uno dei due processi comunicanti, il
quale si pone in attesa di completare la comunicazione.
Un programma concorrente inoltre può fornire esecuzioni diverse, in
funzione dell’ordine con cui sono eseguite le istruzioni dei processi
costituenti, e questo presenta l’ulteriore problema di dover analizzare le
diverse evoluzioni del programma.
Questo problema risulta in parte risolto con l’utilizzo delle reti di Petri
e in particolare delle occurrence nets, che permettono di visualizzare in
modo semplice tutte le possibili esecuzioni del programma senza però
doverlo eseguire realmente.
Secondo le regole per l’analisi dei programmi concorrenti [3], nel
momento in cui due processi comunicano le eventuali dipendenze delle
istruzioni send da un lato, e receive dall’altro si propagano nel flusso
sequenziale dell’altro processo, ossia se il processo P1 esegue una send e il
processo P2 esegue una receive, le dipendenze della send si propagano al
processo P2 e quelle della receive al processo P1.
Questo è vero in generale, ma se ad esempio, il processo P1 esegue
una send all’interno di ciascuno dei rami di un’istruzione condizionale,
allora la dipendenza di tale istruzione può anche non essere più considerata
come tale e di conseguenza non viene propagata al processo ricevente.
Questo è vero perché la comunicazione avviene sempre, qualunque sia il
ramo eseguito dal processo mittente e non c’è quindi la possibilità che un
utente esterno riesca ad ottenere informazioni sul valore delle variabili
considerate.
Quest’ultima proprietà, non contemplata nella trattazione del
funzionamento dei programmi concorrenti, può essere facilmente rilevata
utilizzando la tecnica proposta in questa tesi, in quanto risulta evidente
dall’analisi della struttura delle occurrence nets del programma.
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2. LE RETI DI PETRI

2.1  Generalità
Le reti di Petri [7] costituiscono uno strumento espressivo che ben si
presta alla modellizzazione ed all’analisi di sistemi concorrenti. Due sono
sostanzialmente i motivi che le rendono utili in tale ambito. Da un lato le
reti di Petri consentono di dare al modello di un sistema il rigore formale
necessario sia per eliminare ogni fonte d’ambiguità nella rappresentazione,
sia per effettuare analisi e verifiche sul comportamento del sistema.
Dall’altro il formalismo delle reti di Petri è suscettibile di una
rappresentazione grafica piuttosto spontanea.
In una rete di Petri gli elementi fondamentali sono due: le piazze, che
definiscono lo stato del sistema, e le transizioni, che invece modificano lo
stato. Lo stato di un sistema è dato dalla riunione di più stati parziali e
indipendenti e la transizione in generale non riguarda lo stato globale del
sistema, ma si limita a variarne solo una parte. Pertanto due eventi che in
uno stato possono verificarsi l’uno indipendentemente dall’altro vengono
rappresentati da due transizioni della rete che possono avere luogo
concorrentemente.
Tra le proprietà delle reti di Petri vi è anche il fatto che il modello è
sostanzialmente nondeterministico, ossia non è possibile obbligare una
transizione ad avere luogo se più di una transizione può verificarsi in un
certo stato.
La scelta della transizione che deve avvenire è del tutto
nondeterministica, dove per nondeterminismo non s’intende un
comportamento in cui sono note le probabilità di verificarsi delle varie
transizioni possibili, a partire da uno specifico stato, ma si intende la facoltà
completamente libera di scegliere una qualsiasi tra le transizioni che
possono avere luogo.
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 Inoltre è importante sottolineare come le reti di Petri, nella
modellizzazione di un sistema, definiscano soltanto un ordinamento parziale
tra gli eventi, ossia quali siano le precedenze che tra questi devono
intervenire nel corretto funzionamento del sistema, senza far riferimento
alcuno alla variabile tempo.
2.2 Definizioni
Qualunque sia il tipo di rete di Petri considerato, possiamo fare
riferimento ad un’unica struttura di base: la rete.

Devono valere le seguenti proprietà:
1. P ∩ T = Ø
2. P ∪ T    Ø
3. F ⊆  (P ×  T) ∪ (T ×  P)
ossia gli insiemi dei posti e delle transizioni sono disgiunti (1), la rete non è
vuota (2), cioè esiste almeno un posto o una transizione, e infine posti e
transizioni sono tra loro in relazione tramite F, che lega posti a transizioni e
transizioni a posti, ma non posti a posti o transizioni a transizioni (3).
In generale i posti vengono utilizzati per contenere informazioni
relative ai possibili stati parziali della rete, ossia relative alle componenti
dello stato globale, mentre le transizioni indicano le modifiche elementari
dello stato della rete, ovvero ogni transizione mostra un evento e il
cambiamento negli stati parziali che esso induce.
Gli elementi della relazione di flusso collegano posti a transizioni e
transizioni a posti e mostrano, dato un certo stato della rete, quali modifiche
alle componenti elementari dello stato sono possibili e quali siano di volta in
volta i possibili stati successivi.
Definizione 1. Rete
Una rete N è una tripla N = (P, T, F)
Dove P è detto insieme dei posti, T è detto insieme delle transizioni  ed F è
detta relazione di flusso. P e T sono due insiemi finiti.
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La rete quindi evidenzia la struttura topologica del sistema, indicando
quale sia l’ordinamento parziale che deve valere fra i nodi, e di conseguenza
quali eventi possono avere luogo e in quale ordine.
2.3 Rete di Petri Posti/Transizioni
La marcatura iniziale indica l’insieme degli stati parziali, ossia lo stato
globale in cui la rete si trova all’inizio della sua evoluzione. A partire da M0,
tramite il verificarsi di eventi, la rete P/T evolve, portandosi in nuove
marcature M: P→  N. L’assegnazione di una marcatura iniziale definisce
quali siano le marcature in cui effettivamente la rete può giungere dopo che
si sia verificata una qualsiasi successione ammissibile di eventi.

2.3.1   Rappresentazione grafica
Una rete P/T viene rappresentata come un grafo bipartito, i cui nodi
sono di due tipi distinti (posti e transizioni) e sono collegati tramite archi
orientati. In particolare, tramite cerchi si rappresentano i posti, tramite
quadrati o barre si rappresentano le transizioni, e tramite archi orientati si
rappresentano gli elementi della relazione di flusso.
La funzione peso W viene rappresentata con un’annotazione sull’arco
corrispondente e la funzione marcatura M viene rappresentata con dei token
Definizione 2. Rete Posti/Transizioni
Una rete Posti/Transizioni [5] (o rete P/T) è una quintupla P/T = (P, T; F,
W, M0)
Dove P, T ed F definiscono una rete e W ed M0  sono due funzioni,
1. W: F →  N-{0}
2. M0: P →  N
La (1) associa a ogni elemento della relazione di flusso un numero intero
positivo detto peso o molteplicità, e la (2) definisce la marcatura iniziale
della rete M0, che associa ad ogni posto un numero intero non negativo.
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(marche) rappresentati da tondini neri all’interno di un posto, in numero
uguale al valore che la funzione M assume nel posto.

2.3.2   Evoluzione della rete
Il sistema modellato da una rete P/T evolve tramite il verificarsi di uno
o più tra gli eventi che in un determinato stato del sistema hanno la
possibilità di avere luogo. Per modellare il verificarsi di un evento sono
perciò due gli aspetti da prendere in considerazione:    
1. la possibilità che l’evento si verifichi, detto abilitazione
di una transizione,
2. e l’effetto che l’evento ha sullo stato del sistema, detto
regola di scatto  di una transizione.
Come detto, lo stato di un sistema è rappresentato dalla marcatura
complessiva della rete, per cui lo scatto di una transizione sarà tale da
generare una nuova marcatura a partire da quella preesistente a tale scatto.
Si dice che una transizione t è abilitata  in M quando ogni posto p  d’ingresso
a t  contiene un numero di token almeno uguale al peso dell’arco che collega
p  a t.
Lo scatto di una transizione t  può avvenire solo se essa è abilitata a
scattare nella marcatura M e produce, a partire dalla marcatura M, una
nuova marcatura M’ secondo la seguente regola di scatto:
da ogni posto p  che sia in ingresso a t  viene rimosso un numero
di token uguale al peso dell’arco che collega p  a t  ed in ogni
posto q  in uscita a t  viene depositato un numero di token uguale
al peso dell’arco che collega t  a q. La marcatura dei posti che
non siano né di ingresso né di uscita a t  rimane inalterata.
Lo scatto di una transizione t  è quindi un evento locale della rete, cioè la cui
possibilità di avvenire può essere decisa in base alla marcatura dei soli posti
che sono direttamente collegati in ingresso a t  ed i cui effetti riguardano solo
i posti direttamente collegati in ingresso ed in uscita a t.
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2.4   Situazioni fondamentali di una rete di Petri
Abbiamo parlato fino ad ora delle condizioni sotto le quali una certa
transizione può scattare, senza dire niente però sulla scelta della transizione,
tranne che sono sicuramente escluse le transizioni che non sono abilitate.
In generale però possono esserci più transizioni abilitate in una certa
marcatura e soltanto una di esse può essere scelta per lo scatto. Il
meccanismo utilizzato per individuare la transizione che scatta è del tutto
nondeterministico. Una volta che una transizione, fra più transizioni
abilitate, sia effettivamente scattata si impone una nuova valutazione di
quali siano le transizioni abilitate, in quanto la modifica alla marcatura può
aver disabilitato alcune delle transizioni che in precedenza erano abilitate ed
abilitato transizioni che non lo erano.
E’ inoltre da notare come nelle reti di Petri si prescinda totalmente
dalla nozione di tempo, infatti tutto ciò che interessa sono le dipendenze di
ordinamento parziale tra gli eventi.
Sequenza
Due transizioni t  ed u  si dicono in sequenza e t  precede u  in riferimento ad
una marcatura M se, con t  abilitata ed u  non abilitata, u  diviene abilitata
dopo che è scattata t.
Una possibile situazione di sequenza è in figura 2.1. Dalla figura si vede
che l’unica transizione abilitata è t  e che u, il cui scatto richiede la presenza
di almeno un token in p2, può scattare solo dopo che è scattata t.





Figura 2.1
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Conflitto
Un’altra condizione particolare della rete di Petri, dipendente dalla
topologia della rete e non dalla marcatura corrente, è quella del conflitto
strutturale, che si verifica quando due transizioni t  ed u  hanno almeno un
posto d’ingresso in comune.  Questa condizione è verificabile in modo
statico, ma la presenza di un conflitto strutturale non significa che in tutte le
possibili esecuzioni della rete si verifichi una situazione di conflitto. Per
questo si introduce il concetto di conflitto effettivo: due transizioni t  ed u  si
dicono in conflitto effettivo nella marcatura M se sono in conflitto
strutturale, sono abilitate entrambe in M ed il numero di token che i loro
posti d’ingresso contengono non è sufficiente a soddisfare tutti i pesi degli
archi che li collegano alle due transizioni.
Un esempio è quello di figura 2.2. Si può notare come la situazione
rappresentata in figura sia un caso di conflitto strutturale, in quanto sia t  che
u  hanno p1  come piazza d’ingresso. In realtà questa è anche una situazione
di conflitto effettivo in quanto il numero di token presenti in p1  non è
sufficiente a far scattare entrambe le transizioni, cioè se scatta per prima t
allora u viene disabilitata, e viceversa.





Figura 2.2
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Concorrenza
Tale situazione si verifica tra due transizioni t  ed u  quando le due transizioni
non interagiscono, ossia quando, abilitate entrambe, il fatto che scatti prima
una qualsiasi delle due non influisce sull’abilitazione dell’altra. Anche in
questo caso si può parlare di concorrenza strutturale e concorrenza effettiva.
Due transizioni t  ed u  sono tra di loro in concorrenza strutturale se
non condividono alcun posto d’ingresso. Questa situazione può essere
verificata staticamente ma non è necessaria affinché in una data marcatura
due transizioni siano tra di loro in concorrenza.
 Si introduce quindi il concetto di concorrenza effettiva, che può
essere verificata solo durante l’evoluzione della rete. Due transizioni t  ed u
si dicono in concorrenza effettiva nella marcatura M se sono abilitate
entrambe in M ed il numero di token che i loro posti d’ingresso contengono
è sufficiente a soddisfare tutti i pesi degli archi che li collegano alle due
transizioni.
Un esempio di concorrenza è in figura 2.3. Da essa si deduce
facilmente che le due transizioni t  ed u  possono scattare entrambe,
qualunque sia la transizione che scatta per prima, poiché il numero di token
presenti nella loro piazza di ingresso p1  è uguale alla somma dei pesi degli
archi che collegano la piazza alle due transizioni.





Figura 2.3
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2.5 Proprietà delle reti di Petri
L’utilità della modellizzazione di un sistema tramite una rete di Petri è
dovuta alla possibilità di sottoporre la rete a svariate analisi che diano
un’indicazione sull’effettivo comportamento del sistema.

Binarietà (Safeness)
Una rete P/T si dice safe (o binaria) se in ogni suo posto, quale che sia
l’evoluzione della rete, non si può mai avere più di un token. Affinché una
rete sia binaria la sua marcatura iniziale deve essere binaria così come tutte
le sue marcature raggiungibili.
Nella tesi prenderemo in considerazione soltanto reti di questo tipo.

Limitatezza (Boundedness)
La binarietà di una rete P/T è un caso particolare della proprietà più generale
di limitatezza. Un posto di una rete P/T si dice k-limitato  se, in una
qualunque marcatura raggiungibile della rete, il numero di token non supera
mai il valore intero prefissato k. Una rete P/T nel suo complesso si dice
limitata se tutti i suoi posti sono limitati, ossia se per ciascuno dei suoi posti
esiste un valore massimo di token che in una qualunque marcatura
raggiungibile il posto può avere.
 Il rispetto di questa proprietà è molto importante nella pratica, in
quanto un sistema reale che sia modellato con una rete P/T non limitata è
equivalente ad un sistema in cui si possono avere situazioni non ammissibili
oppure di pericolo, dovuti ad esempio a punti di accumulo, che possono
sfuggire al controllo.
Vitalità (Liveness)
Questa proprietà riguarda non i posti, ma le transizioni della rete. Tale
proprietà si riferisce alla possibilità che, all’interno delle marcature
raggiungibili a partire da una determinata marcatura, una transizione sia
abilitata, e viene utilizzata per individuare se nella rete esistono transizioni
che non possono più scattare e se esistono marcature raggiungibili in cui
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nessuna transizione è abilitata, ossia sono ammissibili situazioni di blocco
critico.
Esistono cinque gradi di vitalità per una transizione t in una rete, si va
da una transizione morta, che cioè non può mai scattare in qualunque
marcatura raggiungibile della rete, fino ad arrivare ad una transizione viva,
che invece può scattare qualunque sia la marcatura della rete.

Raggiungibilità
Una marcatura M’ si dice raggiungibile a partire da una marcatura M se e
solo se esiste almeno una sequenza di scatti che a partire da M produca la
marcatura M’.
2.6 Occurrence nets
Queste si ottengono a partire dalla rete di Petri, andandone a
determinare tutte le possibili evoluzioni.
In generale una occurrence net [6] K di una rete N può essere vista a
sua volta come una rete di Petri, in cui ogni posto (transizione) di K è
mappato in un posto (transizione) di N. Il mapping fra K ed N rispetta anche
preset e postset delle transizioni di N: c’è un posto nel preset (postset) di
una transizione di K per ogni token consumato (prodotto) dallo scatto della
corrispondente transizione di N.
In generale quindi le occurrence nets forniscono tutti i possibili
ordinamenti  delle transizioni che sono abilitate a scattare nella rete di Petri,
a partire dalla marcatura iniziale M0.
Quindi nel caso di conflitto effettivo avrò occurrence diverse associate
alle possibili scelte che posso fare a partire da un certo posto.
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Un’occurrence net quindi definisce una possibile evoluzione del
sistema ed è sicuramente molto utile per effettuare un’analisi delle proprietà
del sistema stesso. Per questo motivo tale strumento viene utilizzato nella
tesi per la determinazione delle dipendenze delle istruzioni di un programma
concorrente.
Per chiarire meglio il concetto di occurrence net consideriamo la rete
di Petri mostrata in figura 2.4. Una possibile occurrence net della rete è
quella riportata in figura 2.5. L’altra occurrence net è quella invece che
coinvolge le transizioni t1, t3, t4, e quindi quella che considera il caso in cui
i due processi non comunicano.
2.7 Mapping fra programma e rete di Petri
Nella tesi rappresentiamo quindi un programma concorrente attraverso
le reti di Petri, ottenendo situazioni di conflitto, per le istruzioni condizionali
o iterative, che richiedono una scelta fra due diversi percorsi (ramo true o
false), e situazioni di concorrenza, visto che in realtà si tratta di
schematizzare l’evoluzione di un vero e proprio programma concorrente,
costituito quindi da più processi sequenziali indipendenti.








Figura 2.4
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In particolare la rete di Petri che otteniamo è una rete binaria, in cui
cioè ogni posto può avere al massimo un token, questo perché le piazze
adesso devono permettere l’abilitazione, soltanto una volta, di una sola
transizione, evidenziando la sequenza temporale dell’esecuzione delle varie
istruzioni.
Quindi nel caso di un’istruzione condizionale avrò una tipica
situazione di conflitto, dove la piazza che mappa la condizione possiede un
solo token, mentre le transizioni in uscita da tale piazza sono due, perciò
soltanto una di esse potrà scattare, sebbene siano entrambe abilitate.
Nel caso invece di un’istruzione iterativa, questa viene rappresentata
essenzialmente come un’istruzione condizionale, l’unica differenza sta nel
fatto che la transizione che mappa l’ultima istruzione del ciclo avrà come
piazza di uscita la stessa piazza che mappa la condizione del ciclo.  
Per rappresentare invece una comunicazione di tipo sincrono fra due
processi, e corrispondente alla coppia di istruzioni send da un lato, e receive
dall’altro, si considera un’unica transizione con due piazze di ingresso, che









Figura 2.5: Esempio di occurrence net

P1
t1
P2
P4
t3
P5
t2
P3 P6
CAPITOLO 2: LE RETI DI PETRI
17
richiede quindi, per essere abilitata, la presenza di un token in entrambe le
piazze.
In questo modo si riesce a caratterizzare la sincronizzazione dei due
processi, e quindi l’attesa da parte di ciascuno di essi fino a quando anche
l’altro non ha raggiunto tale punto.    
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3.       DIPENDENZE DALLE OCCURRENCE

 Ricordiamo che lo scopo del lavoro è quello di definire le dipendenze
delle varie istruzioni all’interno di un programma concorrente, in modo da
poterne valutare il rispetto dei requisiti di sicurezza.
3.1 Scenario generale
Un programma concorrente consiste di un certo numero di processi
sequenziali indipendenti, ciascuno con una memoria privata. I processi
possono comunicare fra di loro usando dei messaggi di send/receive su un
certo insieme di canali. Le comunicazioni sono sincrone, cioè i processi si
sincronizzano sui messaggi di send/receive, che sono definiti nel seguente
modo:
   a!e:    per spedire l’espressione e sul canale a;
   a?x:   per ricevere un messaggio dal canale a  e salvarne il contenuto nella         
             variabile x.

I processi inoltre sono sistemi aperti che possono accettare ingressi
dall’esterno e produrre valori verso l’esterno, usando canali d’ingresso e di
uscita. Ogni canale di ingresso/uscita è privato per un processo. Indichiamo
con le lettere A, A1, ... e B, B1,... rispettivamente i canali di ingresso e di
uscita. Con le lettere a, b, ... invece indichiamo i canali di comunicazione fra
i processi. La sintassi del linguaggio è molto semplice ed è la seguente.

exp  ::= k | x | exp op exp
com  ::= j . com’ | com; com
com’  ::= skip  | x:= exp | a?x | a!exp | A?x | B!exp
                if  exp  then  com else com | while exp  do  com
proc  ::= com | proc || proc

CAPITOLO 3: DIPENDENZE DALLE OCCURRENCE
19
dove op  si riferisce ai tradizionali operatori aritmetici e logici.

3.2 Determinazione delle dipendenze
Dato il programma quindi è necessario farne un’analisi che permetta
di definire l’insieme delle dipendenze di ogni istruzione del programma. Si
tratta cioè di individuare l’insieme delle istruzioni condizionali e iterative da
cui dipende l’esecuzione di ciascuna istruzione. Un’istruzione j  dipende
dall’istruzione r  se essa può essere eseguita o meno in funzione di quale
ramo viene eseguito (vero o falso). Ad esempio se ho
un’istruzione i: if e then c1 else c2; c3 l’esecuzione di c1  e c2  dipende dal
risultato dell’espressione e, mentre c3  viene eseguita sempre quindi non ha
alcuna dipendenza. Se ho invece un’istruzione i: while e do  c1; c2  sia c1  sia
c2  dipenderanno dal valore dell’espressione e, poiché la loro esecuzione è
vincolata dal fatto che il ciclo termini o meno.
Nel nostro caso per definire l’insieme delle dipendenze delle varie
istruzioni ci avvaliamo delle reti di Petri, che permettono di rappresentare in
modo semplice e chiaro l’esecuzione dei programmi concorrenti. Dopodiché
si procede alla costruzione delle occurrence nets associate alla rete e,
dall’analisi della loro struttura, si possono ottenere tutte le dipendenze.
Consideriamo ad esempio il programma seguente (listato 1):
1.a?x; 2.B1!x || 3.?y ; 4.if  y>0  then 5.a !1  else 6.skip; 7.B2!1
La sua rappresentazione attraverso le reti di Petri è quella riportata in
figura 3.1. La transizione t0 corrisponde al punto di sincronizzazione fra i
due processi, ed evidenzia chiaramente la necessità che entrambi i processi
siano pronti a comunicare per proseguire l’elaborazione. Il fatto invece che
le transizioni t0  e t3  abbiano entrambe come posto di ingresso P4, significa
che il flusso sequenziale del programma si separa in due rami, in funzione
del valore di una certa condizione che è codificata nella piazza P4.
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Dalla rappresentazione statica del programma (rete di Petri), si può
passare alla definizione di tutte le sue possibili esecuzioni, attraverso la
costruzione delle occurrence nets della rete.

Come mostrato in figura 3.2, l’occurrence net O1  ha due possibili
linearizzazioni, ossia evidenzia due diverse esecuzioni del programma,
caratterizzate dall’ordine di esecuzione delle due transizioni concorrenti t1  e
t4:
- t2, t0, t1, t4,
- t2, t0, t4, t1;
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Figura 3.1
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mentre l’occurrence net O2  non presenta linearizzazioni particolari e
fornisce un’unica sequenza di esecuzione, che comprende le seguenti
transizioni:
- t2, t3, t4.
Per la definizione delle dipendenze però interessano soltanto le
occurrence nets e non le linearizzazioni, ossia non è importante l’ordine
d’esecuzione di transizioni concorrenti, come t1  e t4 nel nostro caso, ma è
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importante soltanto sapere quando queste sono abilitate,  e nel nostro caso lo
sono quando in P1  e in P5  abbiamo un token.
Costruite le occurrence nets della rete si tratta quindi di analizzarne le
caratteristiche, o meglio si tratta di confrontare le transizioni in esse
coinvolte.

3.2.1 Idea base
L’idea è infatti quella di proiettare le occurrence nets sui singoli
processi e di andare a confrontare, ad una ad una, le transizioni coinvolte in
ciascuna proiezione. Infatti finché una certa transizione è presente su ogni
proiezione, significa che la sua esecuzione non dipende da nessuna
istruzione, visto che tale transizione scatta qualunque sia l’evoluzione del
programma, e quindi l’istruzione ad essa associata viene eseguita sempre.
Nel momento in cui invece le occurrence nets cambiano la loro evoluzione,
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ossia si hanno transizioni diverse immediatamente successive a transizioni
identiche, significa che il flusso del programma cambia in funzione di certe
condizioni e quindi, da tali transizioni in poi, ho una dipendenza dal pre-
posto delle stesse.
Tale dipendenza si propaga a tutte le transizioni seguenti, fintanto che
non incontriamo nuovamente una transizione che sia identica in tutte le
occurrence nets. Ovviamente questi controlli devono essere fatti in modo
ricorsivo, cioè se la  dipendenza si propaga a più transizioni, allora
all’interno di questo campo d’azione devo confrontare ancora le transizioni
in modo da vedere se esistono altre dipendenze interne. Questo accade nel
caso in cui si abbiamo if  o while innestati, come nel seguente codice
(listato 2), la cui rete di Petri è rappresentata in figura 3.3.
1.A?x; 2.if  x>0 then 3.y:=x-5 4.if  y>0 then
5.y:=8 else 6.y:=5; 7.skip else 8.skip;9.B!y
Le occurrence nets del codice appena esposto sono tre (figura 3.4) e
le transizioni in esse coinvolte sono:
1. t0, t1, t2, t4, t6;
2. t0, t1, t3, t4, t6;
3. t0, t5, t6.
Si può facilmente vedere che t0  non ha dipendenze, poiché è presente
in tutte le occurrence nets. Le transizioni immediatamente successive a t0
però sono diverse e sono t1  e t5, e per questo dipenderanno da P1; questa
dipendenza si propaga fino alla prossima transizione uguale in tutte le
occurrence e quindi fino a t6  esclusa.
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In realtà si notano altre dipendenze per le transizioni t2  e t3, che
seguono direttamente t1, presente in entrambe le prime due occurrence nets.
Per t2 e t3, quindi, ho anche la dipendenza da P2, oltre che da P1.
Nel caso di un while sappiamo che le dipendenze si devono propagare
anche a tutte le istruzioni successive al blocco while stesso, e questo perché
esse sono eseguite in funzione del fatto che il ciclo termini o meno. Questa
situazione però è facilmente rilevabile dalle occurrence nets, poiché
all’interno della stessa occurrence si presentano consecutivamente nel
tempo due transizioni con lo stesso posto d’ingresso. Rilevata una situazione
di questo tipo, si può quindi  procedere   a propagare tale dipendenza anche
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alle transizioni appartenenti allo stesso processo e che seguono la
conclusione del ciclo.

3.2.2 Dipendenze dovute alla comunicazione
Le transizioni associate ai punti di sincronizzazione devono essere
trattate in modo particolare. Le dipendenze di tali transizioni, infatti, si
dovrebbero propagare a quelle successive all’interno dei vari processi, come
detto già nel capitolo 1. Nell’esempio relativo al listato 1, infatti, la
dipendenza di t0  da P4  si propaga alla transizione t1  dell’altro processo.
 Nel nostro caso si procede nel seguente modo: si trovano prima le
dipendenze per i singoli processi e poi si evidenziano quelle dovute alla
comunicazione. Questo si fa andando a ricercare, in ogni occurrence net, le
transizioni di sincronizzazione e cioè quelle transizioni che hanno più piazze
in ingresso.
Secondo la regola generale, quindi, le dipendenze trovate per le
transizioni di sincronizzazione si dovrebbero propagare, in modo incrociato
tra i processi. Prima di procedere con la propagazione totale però si fanno
altri controlli per evitare di considerare anche le dipendenze banali.
Quindi, se in ogni occurrence nets ho una transizione di
sincronizzazione diversa ma con le stesse dipendenze, significa che
qualunque sia l’esecuzione del programma i due processi comunicano. Un
utente esterno, quindi, non può ottenere alcun’informazione sul valore delle
variabili in funzione del comportamento del programma e per questo non si
hanno dipendenze per tali transizioni, e si impedisce che vengano propagate
inutilmente dipendenze banali.
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Se invece esistono occurrence nets in cui non si hanno transizioni
associate a punti di sincronizzazione e in cui esiste almeno una transizione
semplice che dipende da almeno un sottoinsieme delle piazze da cui
dipendono le transizioni di sincronizzazione, allora queste ultime
dipenderanno da tale sottoinsieme e tali dipendenze si propagheranno alle
transizioni successive.
In certi tipi di programmi concorrenti quindi l’insieme di dipendenza
delle transizioni di sincronizzazione può risultare ridotto rispetto a quello
trovato con l’applicazione delle regole generali.
Consideriamo ad esempio un programma (listato 3) del tipo:
1.A1?x; 2.if  x>0  then 3.a?5  else 4.a?6; 5.1!x ||
6.A2?y; 7.if  y>0  then 8.a!z  else 9.a!y; 10.2!z















Figura 3.5
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la cui rete di Petri è quella di figura 3.5. Le occurrence nets sono quattro.
Un esempio è quello rappresentato in figura 3.6, mentre le altre tre sono
ottenute da questa sostituendo alla transizione t1  rispettivamente le
transizioni t2, t5, t6.
In questo caso, poiché la comunicazione avviene qualunque sia
l’esecuzione del programma, un utente esterno non può ottenere
alcun’informazione implicita sul valore delle variabili coinvolte nelle
condizioni, quindi anche se esse sono variabili private ed ho un flusso verso
variabili pubbliche non ho violazione della sicurezza. Quindi posso
considerare vuoto l’insieme di dipendenza delle istruzioni 3, 4, 8, e 9, e
quindi delle transizioni t1, t2, t5, t6.
Questo è abbastanza evidente dall’analisi delle occurrence nets di
questo programma, in quanto in ognuna di esse ho una transizione di
sincronizzazione diversa, ma con lo stesso insieme di dipendenza iniziale.
Un altro scenario particolare è riportato di seguito.











Figura 3.6: Una occurrence net
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Consideriamo il seguente programma (listato 4), la cui rete di Petri è
quella di figura 3.7.
1.A1?x; 2.if  x>0  then 3.x:=4 else 4.a?6; 5.B1!x||
6.A2?y; 7.if  x>0  then 8.a!z  else 9.a!y; 10.B2!z
Le possibili occurrence nets della rete sono tre, le prime due sono
rappresentate in figura 3.8, la terza è ottenuta sostituendo alla transizione t2
dell’occurrence O2 la transizione t5.  Le occurrence nets contengono quindi
le seguenti transizioni:
1. t0, t1, t3;
2. t0, t4, t2, t3, t4;
3. t0, t4, t5, t3, t6.
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Una prima analisi di queste ultime porterebbe alla definizione delle seguenti
dipendenze:
- t0 e t4 : insieme vuoto;
- t1 : {P1}
- t2, t5: {P1,P5}
- t3, t6  ereditano le dipendenze di t2  e di t5.
In questo caso però le transizioni t2  e t5  non dipendono da P5, poiché
qualunque sia il risultato della condizione coinvolta nella piazza P5 tali
transizioni vengono eseguite, questo è evidente dal fatto che non esistono
transizioni semplici che dipendono dalla piazza P5. Queste due transizioni
dipendono invece da P1, in quanto esiste un’altra possibile esecuzione in
funzione di P1, che è quella che prevede lo scatto di t1.  Le dipendenze finali
saranno quindi:
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- t0, t3, t4: insieme vuoto;
- t1, t2, t5, t6: {P1}.

Con questa tecnica quindi si riesce a ridurre il numero delle
dipendenze per programmi concorrenti, eliminando quelle dipendenze
banali che si presentano, ad esempio, quando un processo comunica in
entrambi i rami di un’istruzione condizionale. In tali casi infatti, con la
procedura proposta nella tesi, si riesce a ridurre l’insieme di dipendenza
delle istruzioni, considerando soltanto le dipendenze reali.
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4. LO STRUMENTO

In questa tesi è stato realizzato uno strumento che permettesse di calcolare
le dipendenze delle istruzioni di un programma concorrente in modo
automatizzato.
Per i nostri scopi, il programma deve avere la seguente forma:
- ogni istruzione deve essere posta su righe diverse;
- ogni istruzione che non appartiene né ad un blocco if, né ad un
blocco while deve terminare con il “;”  così come l’ultima istruzione
di un while o di un if;
- l’ultima istruzione del ramo true di un if  deve contenere la parola
chiave else;
- nel caso in cui si abbiano istruzioni if  e while immediatamente
successive, si introduce un’istruzione di skip  per separarle.
Ad esempio il listato 1 presentato nel paragrafo 3.2 assume adesso la
seguente forma:
1.a?x;
2.B1!x ||
3.?y ;
4.if  y>0  then
5.a !1  else
6.skip;
7.B2!1
4.1 Strumenti utilizzati
Il tool è stato realizzato in C++, utilizzando il pacchetto Dev-C++ 4
distribuito gratuitamente, ed estendendolo, per la realizzazione
dell’interfaccia, con il DevEx. Lo strumento usato però per la costruzione
vera e propria dell’interfaccia è stato wGLADE, anch’esso un pacchetto
scaricabile gratuitamente tramite rete [8].
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Il tool funziona nel seguente modo:
chiede all’utente il nome del file contenente il programma, scritto secondo
la sintassi specificata nel capitolo 3, ed offre all’utente la possibilità di
visualizzare il file analizzato, la struttura della rete di Petri ad essa associata
e infine le dipendenze delle istruzioni del programma, che vengono fornite
in funzione di transizioni e piazze.
A partire dal file, il tool costruisce la rete di Petri e, per la definizione
delle dipendenze, procede alla costruzione delle occurrence nets della rete.
Queste in realtà vengono poi ridotte, nel senso che si vanno ad utilizzare
soltanto occurrence nets realmente diverse e cioè che non si differenziano
soltanto per l’ordine di esecuzione delle transizioni concorrenti. Dopodiché
si proiettano le occurrence nets ridotte sui singoli processi e si applicano le
regole definite nel precedente capitolo per la definizione delle dipendenze.
Il tool consiste quindi dei seguenti files:
1. lettura_file.hpp
2. lettura_programma.cpp;
3. PetriNet.hpp
4. PetriNet.cpp
5. Occurrence.hpp;
6. Occurrence.cpp;
7. callbacks.hpp;
8. callbacks.cpp;
9. interface.hpp;
10. interface.cpp;
11. support.hpp;
12. support.cpp;
13. main.cpp.
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4.2 Descrizione del tool
I primi sei files  sopra citati contengono le vere e proprie funzioni per
l’implementazione della procedura, mentre gli altri supportano le funzioni
per la realizzazione dell’interfaccia.
Nel seguito forniamo una descrizione del significato dei vari
componenti e delle strutture dati adottate.

4.2.1 lettura_file.hpp
Contiene la definizione delle funzioni per la lettura del programma da file.
#include "Occurrence.hpp"
void conta_piazze_trans(int& ,int& ,int& ,int& ,ifstream&);
void leggi_rete_da_file(int*,int*,int,int,ifstream&,int,int);
La prima di queste funzioni serve per conoscere il numero di piazze e
transizioni di cui sarà composta la rete, la seconda invece serve per la
generazione di due vettori vp e vt, corrispondenti rispettivamente al vettore
delle piazze, di dimensione pari a np, e al vettore delle transizioni, di
dimensione pari a nt*2*np1, visto che devo specificare per ogni transizione
quali sono le piazze d’ingresso e di uscita.

4.2.2 lettura_programma.cpp


#include <fstream.h>
#include <string>
#include <stdlib.h>
#include "lettura_file.hpp"
struct elem{
  char canale;
  int comun;
  int tran[2];
  };
const int max_can_comun=10;
                                               
1
  nt è il numero delle transizioni e np  il numero delle piazze.
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void conta_piazze_trans(int& nt,int& np,int& n_if,int& 
                                        n_while,ifstream&
inFile)
{
   int i,j;
   int fatto =0;
   int i_com[2];
   int n=0;
   int send=0; int receive=0;
   elem vect[max_can_comun][2];
   int lineSize = 1024;
   char stringa[lineSize];
   string stringa1;
   for (i=0;i<max_can_comun;i++)                              
       for(j=0;j<2;j++)                          
       { vect[i][j].canale='0';
         vect[i][j].comun=0;
         vect[i][j].tran[0]=-1;
         vect[i][j].tran[1]=-1;
       }
   for(i=0;i<2;i++)
     i_com[i]=0;
   n_if=0; n_while=0;   
   nt=0; np=1;
   while (inFile.getline(stringa,lineSize))
   {
     stringa1=stringa;
     if(stringa1.find("||")!=string::npos) 
        { np++; }
     if((stringa1.find(":")!=string::npos)&&
                         (stringa1.find("=")!=string::npos))
     {
        if (n>0&& stringa1.find(";")!=string::npos)
          { nt++; n--; }      
        else
          { nt++; np++;}      
     }
     if (stringa1.find("skip")!= string::npos)
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     {
         if (n>0&& stringa1.find(";")!=string::npos)
         { nt++; n--;}
         else
         {
           if(stringa1.find("else")!=string::npos)
           {nt++;np++;} 
           else         
           { nt++; np++;}
         }
     }
     if (stringa1.find("else")!=string::npos)
     {
        n_if++; n++;
     }
     if (stringa1.find("while")!=string::npos)
     {
        n_while++; n++;
     }
     if (stringa1.find("!")!=string::npos)            
        send=1;
     if (stringa1.find("?")!=string::npos)            
        receive=1;
     if (send||receive)
     {
         string::size_type pos = stringa1.find_first_of(".");
         if (stringa[pos+1]>='a' && stringa[pos+1]<='z')                     
         {   
            if (send) j=0;
            else j=1;
            for (i=0; i<i_com[(j+1)%2]; i++)
            {      
              if (stringa[pos+1]==vect[i][(j+1)%2].canale)
              {
                   vect[i][(j+1)%2].comun--;
                   if (vect[i][(j+1)%2].comun==-1)
                         nt++;              
                   if (vect[i][(j+1)%2].comun==-2)
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                         nt+=2;                                      
                   if (n>0&&
stringa1.find(";")!=string::npos)
                         {n--; } 
                   else
                   { np++; }
                   fatto=1;                                 
                   if(vect[i][(j+1)%2].comun==1)
                      vect[i][(j+1)%2].comun=-1;
              }
            }
            if(!fatto) 
            {
               i=0;
               while(i<i_com[j] && !fatto)
               {
                if (vect[i][j].canale==stringa[pos+1])
                {
                  vect[i][j].comun++;                               
                  fatto=1;
                }
                i++;
               }
               if (!fatto)
               {
                vect[i_com[j]][j].canale=stringa[pos+1];
                vect[i_com[j]][j].comun++;
                i_com[j]++;
               }
               if (n>0&& stringa1.find(";")!=string::npos)
               { nt++; n--; }  
               else
               { np++; nt++;}
            }
         }
         else 
         {
          if (n>0&& stringa1.find(";")!=string::npos)
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          { nt++; n--; }   
          else
          { nt++; np++;}
         }
         send=0; receive=0;
     }
   }
   inFile.close();
}

void leggi_rete_da_file(int* vt, int* vp,int nt, int
np,ifstream& 
                         inFile,int n_if,int n_while)
{
   int n_else=0;
   int* vect_if; int* vect_while; int* vect_else;
   int i,j,k,p_i,p_u;
   int i_piazza=0;
   int i_trans; 
   int q_trans=0;
   int stop;
   int lineSize = 1024;
   char stringa[lineSize];
   string stringa1;
   int indice_ing,indice_usc;
   int i_piazza_ing=0;
   int i_piazza_usc=0; 
   int i_if=0; int i_else=0; int i_while=0;
   int normale,ind;
   elem vect[max_can_comun][2];
   int i_com[2];
   for (i=0;i<max_can_comun;i++)                
      for(j=0;j<2;j++)                          
       {
          vect[i][j].canale='0';
          vect[i][j].comun=0;
          vect[i][j].tran[0]=-1;
          vect[i][j].tran[1]=-1;
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       }
   for(i=0;i<2;i++) i_com[i]=0;
   vect_if = new int[n_if];    
   vect_else = new int[n_if];  
   vect_while = new int[n_while];
   for (i=0;i<n_while;i++)
     vect_while[i]=-1;
   for (i=0;i<n_if;i++) {
      vect_if[i]=-1; 
      vect_else[i]=-1;
   }
   for (i=0;i<nt*np*2;i++)
     vt[i]=0;   
   vp[0]=1;
   for (i=1;i<np;i++)
     vp[i]=0;      
   i_piazza_ing=i_piazza;
   n_if=0; n_else=0; n_while=0;
   while (inFile.getline(stringa,lineSize))     
   {
     normale=1;ind=-1;
     stringa1=stringa;
     if (stringa1.find("while")!=string::npos)
       {vect_while[n_while++]=i_piazza; continue;}
     if (stringa1.find("if")!=string::npos)
        {vect_if[n_if++]=i_piazza; continue;}
     if (stringa1.find(":")!=string::npos &&
                stringa1.find("=")!=string::npos)    
        normale=1;
     if (stringa1.find("skip")!= string::npos)   
       normale=1;
     if ((stringa1.find("!")!=string::npos)||
                (stringa1.find("?")!=string::npos))
     {
        string::size_type pos = stringa1.find_first_of(".");
        if (!(stringa[pos+1]>='a' && stringa[pos+1]<='z'))   
           normale=1;
        else
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        {
           if (stringa1.find("!")!=string::npos)     
              j=0; 
           else
              j=1;  
           for(i=0;i<i_com[(j+1)%2];i++)
           {
              if (vect[i][(j+1)%2].canale==stringa[pos+1])  
              {                                                                                        
                 normale=0;
                 k=i;
                 i=i_com[(j+1)%2];
              }
           }
           if (normale)  
           {
             for(i=0;i<i_com[j];i++)
             {
               if (vect[i][j].canale==stringa[pos+1])
               {                                                       
                 ind=i;
                 i=i_com[(j+1)%2];
               }
             }
             if (ind>=0)
             {
                  vect[ind][j].comun++;
                  vect[ind][j].tran[1]=i_trans+1;
             }
             else      
             {
                  vect[i_com[j]][j].canale=stringa[pos+1];
                  vect[i_com[j]][j].comun++;
                  vect[i_com[j]][j].tran[0]=q_trans;
                  i_com[j]++;
             }
           }
        }
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     }
     if(normale)
     {
           i_trans=q_trans; 
           q_trans++;
     }
     else
     {
        vect[k][(j+1)%2].comun--;
        if (vect[k][(j+1)%2].comun==1)
        {                             
          i_trans=vect[k][(j+1)%2].tran[0];
        }
        else
        {
          i_trans=vect[k][(j+1)%2].tran[0];
          for(i=i_trans*2*np;i<i_trans*2*np+np;i++)
           if (vt[i]==1)
           {p_i=i;i=i_trans*2*np+np;}
          for(i=i_trans*2*np+np;i<(i_trans+1)*2*np;i++)        
           if (vt[i]==1)
           { p_u=i;  i=(i_trans+1)*2*np;}
          if (vect[k][(j+1)%2].comun==0)
          {
             i_trans=vect[k][(j+1)%2].tran[0];
          }
          else
          {
              i_trans=q_trans;
              q_trans++;
          }
        }
     }
     indice_ing=(i_trans*2*np)+i_piazza_ing;
     if (stringa1.find(";")!=string::npos)
     {
        i_while=(n_while>0)?n_while-1:0;
        i_if=(n_if>0)?n_if-1:0;
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        i_else=(n_else>0)?n_else-1:0;
        if ((n_while==0)&&(n_if>0))   
        {
            i_piazza_usc=vect_else[i_else];
            i_piazza_ing=vect_else[i_else];
            vect_if[i_if]=-1; vect_else[i_else]=-1;
            n_if--;
            n_else--;
        }
        else
        {
          if ((n_if==0)&&(n_while>0))
          {
            i_piazza_usc=vect_while[i_while];
            i_piazza_ing=vect_while[i_while];
            vect_while[i_while]=-1;
            n_while--;
          }
          else
          {
            if (n_while==0 && n_if==0)
            {
               i_piazza++;
               i_piazza_usc=i_piazza;
               i_piazza_ing=i_piazza;
            }
            else
            {
              if (vect_while[i_while]>vect_if[i_if])
              {                                                     
                i_piazza_usc=vect_while[i_while];
                i_piazza_ing=vect_while[i_while];
                vect_while[i_while]=-1;
                n_while--;
              }
              else
              {
                if (vect_if[i_if]>vect_while[i_while])
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                {                                     
                  i_piazza_usc=vect_else[i_else];
                  i_piazza_ing=vect_else[i_else];
                  vect_if[i_if]=-1; vect_else[i_else]=-1;
                  n_if--;
                  n_else--;
                }
              }
            }
          }
        }
     }
     else   
     {      
        i_piazza++;
        i_piazza_usc=i_piazza;
        i_piazza_ing=i_piazza;
        if (stringa1.find("else")!=string::npos)
        {
            vect_else[n_else++]=i_piazza;
            i_piazza_ing=vect_if[n_if-1];}
            if(stringa1.find("||")!=string::npos)
            {
              vp[++i_piazza]=1;
              i_piazza_ing=i_piazza;
            }
        }
        indice_usc=(i_trans*2*np)+np+i_piazza_usc;
        vt[indice_ing]=1;  
        vt[indice_usc]=1;
        if (!normale)
        {
         if (vect[k][(j+1)%2].comun==1)
         {
          i_trans=vect[k][(j+1)%2].tran[1];
          indice_usc=(i_trans*2*np)+np+i_piazza_usc;
          indice_ing=(i_trans*2*np)+indice_ing-
                      (vect[k][(j+1)%2].tran[0]*2*np);
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          vect[k][(j+1)%2].comun-=2;
          vt[indice_ing]=1; 
          vt[indice_usc]=1;

         }
         else
         {
          int ing=indice_ing%(2*np);
          int usc=(indice_usc-np)%(2*np);
          if(vect[k][(j+1)%2].comun<0) 
          {                     
           indice_ing=(i_trans*2*np)+(p_i%(2*np));
           indice_usc=(i_trans*2*np)+np+(p_u-np)%(2*np);
          }
          vt[indice_ing]=1; 
          vt[indice_usc]=1;
          if (vect[k][(j+1)%2].comun==-2)
          {
           i_trans=q_trans;
           q_trans++;
           indice_ing=(i_trans*2*np)+ing;
           indice_usc=(i_trans*2*np)+np+usc;
           vt[indice_ing]=1;                
           vt[indice_usc]=1;
           indice_ing=(i_trans*2*np)+(p_i%(2*np));
           indice_usc=(i_trans*2*np)+p_u%(2*np);
           vt[indice_ing]=1;              
           vt[indice_usc]=1;
         }
        }
     }
   }
}
4.2.3 PetriNet.hpp
#include <fstream.h>
class PetriNet{
 friend class Occurrence;
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    int* tr;
    int* n_scelte;
    int t_com;
    int nplaces;
    int* iM;
    int* cM;
    int ntrans;
    int** Trans;
public:
   PetriNet(int,int,int*,int*);
   void enabled(int*);
   PetriNet& firing(int, int, int);
   void marcatura_iniziale(ofstream&);
   void stampa_struttura(ofstream&);
   ~PetriNet();
};
In questo file si definisce la struttura della classe PetriNet, per la
rappresentazione della rete di Petri. Questa è implementata attraverso una
matrice Trans  di dimensione ntrans*(2*nplaces), dove ntrans  è il numero
delle transizioni della rete e nplaces  il numero delle piazze della rete. Per
ogni transizione, quindi, si definisce l’insieme delle piazze d’ingresso, nelle
prime nplaces colonne, e l’insieme delle piazze d’uscita, nelle rimanenti
colonne.  L’elemento Trans[i][j], con j < nplaces, assume quindi il seguente
significato: se è uguale ad 1 la piazza j  è d’ingresso alla transizione i,
altrimenti no. Le stesse considerazioni valgono per j ≥  nplaces, e si
riferiscono   ovviamente   alle piazze  d’uscita della   transizione   i-esima.
A caratterizzare la rete di Petri vi sono ancora i due vettori iM e cM, di
dimensione pari al numero di piazze, che vanno a mappare rispettivamente
la marcatura iniziale M0  e la marcatura corrente M, la cui conoscenza è
necessaria per la determinazione delle transizioni abilitate in M. Le altre
variabili della classe sono d’ausilio per la costruzione delle occurrence nets
della rete, in particolare il vettore tr  andrà a contenere le transizioni che
compongono un’istanza delle occurrence nets, mentre il vettore n_scelte
serve per memorizzare il numero di transizioni abilitate, ossia l’elemento
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n_scelte[i] contiene il numero di transizioni abilitate prima dello scatto della
transizione tr[i]. In questo modo sarà possibile procedere alla costruzione di
tutte le possibili occurrence nets.
Il costruttore della classe si occupa di trasformare il vettore vp,
ricevuto come parametro nel vettore iM della marcatura iniziale, e il vettore
vt  nella matrice Trans. Inoltre inizializza il valore di nplaces  e ntrans con il
valore di np e nt, ricevuri come parametri di ingresso.
La funzione void enabled(int *t)  permette di stabilire quali sono
le transizioni abilitate in M, ossia le transizioni per cui il numero di token
presenti in ciascuna piazza d’ingresso è maggiore o uguale al peso dell’arco
che collega la piazza alla transizione. Nel nostro caso sarà sufficiente che
nelle piazze di ingresso vi sia un solo token, visto che la nostra rete,
qualunque sia il programma, ha soltanto archi di peso unitario. Questa
funzione quindi, determinate le transizioni abilitate, restituisce un vettore t
di dimensione pari al numero delle transizioni in cui l’elemento t[i]  è uguale
ad 1 soltanto se la transizione i-esima è abilitata in M.
La funzione PetriNet& firing(int t,int scelta, int ind)
invece serve per far scattare effettivamente una particolare transizione fra
quelle abilitate. I parametri di questa funzione sono proprio l’indice t  della
transizione da far scattare, e due interi che servono però per la gestione delle
occurrence nets e che indicano, l’indice del nuovo elemento (ind) da inserire
nei vettori n_scelte e tr  e il valore (scelta) da inserire nel vettore n_scelte.
Lo scatto della transizione corrisponde ad aggiornare la marcatura corrente
nel seguente modo: si toglie un token dalle piazze d’ingresso e si aggiunge
un token alle piazze di uscita.

4.2.4 PetriNet.cpp

#include <iostream.h>
#include "PetriNet.hpp"

PetriNet::PetriNet(int nump, int numt, int* vp, int* vt) {
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   nplaces = nump;
   ntrans = numt;
   iM = new int[nump];
   cM = new int[nump];
   int i,j;
   for (i = 0; i < nump; i++)
 iM[i] = cM[i] = vp[i];
   Trans = new int* [numt];
   for (i = 0; i < numt; i++)
     Trans[i] = new int[2 * nplaces];
   for (i = 0; i < numt; i++)
   {
     for(j=0;j<2*nump;j++)
       Trans[i][j]=vt[i*2*nump+j];
   }
   tr=new int[numt];
   n_scelte=new int[numt];
   for(i=0;i<numt;i++)
   {
      n_scelte[i]=1;
      tr[i]=-1;
   }
   t_com=-1;
}

void PetriNet::marcatura_iniziale(ofstream& outFile){
    outFile << "Marcatura iniziale: \t";
    for (int s = 0; s < nplaces; s++)
   outFile << iM[s] << ' ';
    outFile << endl;
}

void PetriNet::enabled(int* t){
    int i;
    for(int s = 0; s < ntrans; s++) {
       i=1;
       for( int j =0;j<nplaces;j++){
        if(Trans[s][j]==1 && cM[j]==0)
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                 { i=0; }
       }
       if(i)
           t[s]=1;
    }
}

PetriNet& PetriNet::firing(int t,int scelta, int ind){
    int s, v;
    for (s = 0; s < nplaces; s++)
  cM[s] -= Trans[t][s];
    for (s = 0; s < nplaces; s++)
  cM[s] += Trans[t][s+nplaces];
    tr[ind]=t;
    n_scelte[ind]=scelta;
    return *this;
}

void PetriNet::stampa_struttura(ofstream& outFile){
   outFile<<endl;
   outFile<<"Le piazze sono "<<nplaces<<" e le transizioni
";
   outFile<<ntrans<<"\n"; 
   marcatura_iniziale(outFile);
   outFile<<"\n";
   for(int i=0;i<ntrans;i++)
   {
     outFile<<"t"<<i<<"\n"<<"ING:   ";
     for(int j=0;j<nplaces;j++)
       if (Trans[i][j]==1) outFile<<" p"<<j<<"\t";
     outFile<<"\n"<<"USC:   ";
     for(int j=nplaces;j<2*nplaces;j++)
        if (Trans[i][j]==1) outFile<<"p"<<j-nplaces<<"\t";
     outFile<<"\n\n";
   }
}

PetriNet::~PetriNet() {
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    delete[]iM;
    delete[]cM;
    delete[] tr;
    delete[] n_scelte;
    for (int j = 0; j <ntrans; j++)
 delete[] Trans[j];
    delete[] Trans;
}

4.2.5 Occurrence.hpp
#include <fstream.h>
#include "PetriNet.hpp"

class Occurrence {
friend class PetriNet;

    int quante;
    struct occ_info{
       int* tran; 
//contiene gli indici delle transizioni
       int* sc;   
//contiene il n. di trans. abilitate al momento della scelta
di tran[i]
       int n_trans;
// contiene il numero delle transizioni coinvolte
nell'occurrence
       int com;
       occ_info* p;
    };
    int** dip;
    int n_com;
    occ_info* inizio, *fine;    //lista delle occurrence
    occ_info *elem_p, *elem_f;
    PetriNet rete;
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public:
    Occurrence(int, int, int*, int*);
    Occurrence& crea_occurrence();
    Occurrence& crea_dipendenze();
    Occurrence& estrai_occ();
    void stampa_marc_iniz(ofstream& outFile){
       rete.marcatura_iniziale(outFile);
    }
    void stampa_rete(ofstream& outFile){
       rete.stampa_struttura(outFile);
    }
    void stampa_dipendenze(ofstream&);
    ~Occurrence();
};

Le occurrence nets sono descritte attraverso la classe Occurrence, e
sono implementate come lista di elementi di tipo occ_info, dove questo tipo
è composto, tra le altre cose, da un vettore tran per memorizzare le
transizioni coinvolte nell’occurrence, da un intero com per la
memorizzazione della transizione associata alla comunicazione, e da un
intero n_trans  per la memorizzazione del numero di transizioni
effettivamente coinvolte nell’occurrence net. In realtà però sono definite due
liste, una per mantenere le linearizzazioni delle occurrence nets (inizio, fine)
e una invece per le vere occurrence nets (elem_p, elem_f), usate poi per la
determinazione delle dipendenze.
Le dipendenze sono rappresentate per mezzo di una matrice dip, di
dimensione pari a ntrans*nplaces, dove l’elemento dip[i][j]  ha il seguente
significato: se è uguale ad 1 la transizione i  dipende dal posto j, altrimenti
no.
La funzione Occurrence& crea_occurrence() si occupa della
costruzione delle linearizzazioni delle occurrence nets, e quindi fornisce
tutte le possibili esecuzioni della rete di Petri, considerando quindi come
diverse anche esecuzioni in cui le stesse transizioni vengono eseguite in un
ordine diverso. Per la costruzione delle occurrence nets si fa uso dei vettori
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n_scelte e tr  della classe PetriNet, in particolare l’istanza i-esima delle
occurrence nets che andiamo a creare conterrà una copia di tali vettori.
La costruzione delle linearizzazioni avviene in modo incrementale,
ossia si parte dalla marcatura iniziale della rete M0  e si valuta quali sono le
transizioni abilitate. Se si hanno più transizioni abilitate, all’inizio si fa
scattare la prima, successivamente invece faccio scattare la stessa
transizione soltanto se, anche dopo il suo scatto, ho altre scelte multiple,
altrimenti invece cambio transizione.
Lo scatto di ogni transizione va a modificare la marcatura corrente
della rete, e nel momento in cui non ho più transizioni abilitate nella
marcatura corrente si considera terminata la costruzione della i-esima
occurrence nets.
Soltanto quando ogni transizione è scattata in ogni possibile
combinazione, termino il processo di determinazione delle linearizzazione
della rete. 
La funzione Occurrence& estrai_occ()  invece va a definire le vere
occurrence nets e quindi, a partire dalle linearizzazioni già costruite, va a
creare delle esecuzioni della rete che però non considerano l’ordine di
esecuzione di transizioni concorrenti. Si ottiene quindi una lista di
occurrence nets, tipicamente più breve rispetto a quella delle linearizzazioni,
in cui adesso ogni istanza di occurrence net si differenzia dalle altre, non
tanto per l’ordine con cui sono eseguite transizioni concorrenti, quanto per
le transizioni che effettivamente la compongono.
Adesso quindi si va ad eseguire una scansione di ogni linearizzazione,
e si crea una nuova occurrence net soltanto se le altre linearizzazioni non
ancora analizzate non contengono, in un ordine diverso, le stesse transizioni
delle occurrence nets già create.
Infine, la funzione Occurrence& crea_dipendenze() serve a
definire la matrice delle dipendenze dip, e per la sua costruzione si
applicano le regole descritte nel precedente capitolo.
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4.2.6 Occurrence.cpp

#include <iostream.h>
#include "Occurrence.hpp"

Occurrence::Occurrence(int np, int nt, int* vp, int* vt):
      rete(np, nt, vp, vt) {
    int i,j;
    dip = new int* [nt];
    for(i=0; i<nt; i++)
       dip[i]= new int[np];
    for (i=0; i<nt; i++)
      for(j=0;j<np; j++)
        dip[i][j]=0;
    quante=n_com=0;
    inizio=fine=elem_p=elem_f=NULL;
}

Occurrence::~Occurrence() {
   fine=inizio;
   while(inizio!=NULL)
   {
      delete[] fine->tran;
      delete[] fine->sc;
      fine = inizio->p;
      delete inizio;
      inizio = fine;
    }
    elem_f=elem_p;
    while(elem_f!=NULL)
    {
      delete []elem_f->tran;
      delete []elem_f->sc;
      elem_f = elem_p->p;
      delete elem_p;
      elem_p = elem_f;
    }
    for (int j = 0; j < rete.ntrans; j++)
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 delete[] dip[j];
    delete[] dip;
}

Occurrence& Occurrence::crea_occurrence(){
    int t[rete.ntrans];
    int i,j,k,q,s,v,ind;
    int stop=0;
    int nuovo=1;
    int scelta, uguale;
    while(!stop)
    {
      for(i=0;i<rete.nplaces;i++)
          rete.cM[i]=rete.iM[i];
      uguale=0;
      for(i=0;i<rete.ntrans;i++)
      {
         rete.tr[i]=-1;
         rete.n_scelte[i]=1;
      }
      ind=0;
      while(!uguale)
      {
         //costruisco la i-esima occurrence
         for(i=0;i<rete.ntrans;i++)
            t[i]=0;
         scelta=0;
         rete.enabled(t);
         //controllo quali sono le trans. abilitate
         for(j=0;j<rete.ntrans;j++)
            if (t[j]==1) {scelta++; }
         if(scelta==0)   //non ci sono trans. abilitate
         {
            uguale=1;
            nuovo=0;
         }
         else
         {
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           i=0;
           while(t[i]==0 && i<rete.ntrans)
               i++;          //ottengo la prima trans.
abilitata
           if (nuovo || scelta == 1)      
           //1° occurrence o occurrence "diverse"
           {
              q=0;
              if (scelta>1)
              {
                for (j=0;j<ind;j++)
                   if(rete.tr[j]==i)
                   {
                     i++;
                     while(i<rete.ntrans && t[i]!=1)
                      i++;
                     scelta=scelta-1;
                    }
              }
              for(int s=0; s< rete.nplaces;s++)
                if (rete.Trans[i][s]==1) q++;
              if (q>1){ n_com++; rete.t_com=i;}
              rete.firing(i,scelta,ind);
              ind++;
           }
           else
           {
               while(!(fine->tran[ind]==i && t[i]==1))
               {i++; }
               k=i;  j=ind+1;
               while(j<rete.ntrans && !uguale)
               {
                  if(fine->sc[j]>1)
                  {
                     q=0;
                     for(int s=0; s< rete.nplaces;s++)
                         if (rete.Trans[i][s]==1) q++;
                     if (q>1) { n_com++; rete.t_com=i; }
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                     rete.firing(i,fine->sc[ind],ind);
                     ind++;
                     uguale=1;
                  }
                  j++;
               }
               if(!uguale )
               {
                  i++;
                  while(i<rete.ntrans && t[i]!=1)
                      i++;
                  nuovo=1;
                  scelta=fine->sc[ind]-1;
                  q=0;
                  for(int s=0; s< rete.nplaces;s++)
                     if (rete.Trans[i][s]==1) q++;
                  if (q>1) { n_com++; rete.t_com=i;}
                  rete.firing(i,scelta,ind);
                  ind++;
               }
               uguale=0;
           }
         }
      }
      if(inizio==NULL)
      {
          inizio=fine=new occ_info;
          inizio->tran=new int[rete.ntrans];
          inizio->sc=new int[rete.ntrans];
          quante++;
      }
      else
      {
          v=0;
          for(i=0;i<rete.ntrans;i++)
          {
            if (rete.n_scelte[i]==1)
            { v++; }
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          }
          fine->p=new occ_info;
          fine=fine->p;
          fine->tran=new int[rete.ntrans];
          fine->sc=new int[rete.ntrans];
          quante++;
      }
      if(v==rete.ntrans)
          stop=1;
      for(i=0;i<rete.ntrans;i++)
      {
        fine->tran[i]=rete.tr[i];
        fine->sc[i]=rete.n_scelte[i];
      }
      fine->n_trans=ind;
      fine->com=rete.t_com;
      rete.t_com=-1;
    }
    return *this;
}

Occurrence& Occurrence::estrai_occ(){
    occ_info *elem_aux;
    fine=inizio;
    int i,j,num,k;
    n_com=0;
    if (fine!=NULL)
    {
      elem_p=new occ_info;
      elem_p->tran=new int[rete.ntrans];
      elem_p->sc=new int[rete.ntrans];
      elem_f=elem_p;
      quante=1;
      for(i=0; i<rete.ntrans; i++)
         elem_f->tran[i]=fine->tran[i];
      elem_f->n_trans=fine->n_trans;
      elem_f->com=fine->com;
      if(elem_f->com!=-1) n_com++;
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      while(fine!=NULL)
      {
        fine=fine->p;
        elem_aux=elem_p;
        while(elem_aux!=NULL && fine!=NULL)
        {
          num=0;
          for(j=0;j<rete.ntrans;j++)
             for(k=0;k<rete.ntrans;k++)
             {
               if (elem_aux->tran[j]==fine->tran[k])
               {
                 num++;
                 k=rete.ntrans;
               }
             }
             if (num==rete.ntrans)
             {
               fine=fine->p; elem_aux=elem_p;   //uguale
             }
             else
               elem_aux=elem_aux->p;
        }
        if(elem_aux==NULL)
        {
              elem_f->p=new occ_info;  elem_f=elem_f->p;
              elem_f->tran=new int[rete.ntrans];
              elem_f->sc=new int[rete.ntrans];
              quante++;
              for(i=0; i<rete.ntrans; i++)
                elem_f->tran[i]=fine->tran[i];
              elem_f->n_trans=fine->n_trans;
              elem_f->com=fine->com;
              if(elem_f->com!=-1) n_com++;
        }
      }
    }
    return *this;
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}

Occurrence& Occurrence::crea_dipendenze(){
  int tt=quante;

   int v1[tt][rete.ntrans];
   int v2[tt][rete.ntrans];
   int p1,s,k,uguale,h,t1,stop,t2,w;
   int i, j, ind1, ind2,j1,j2, i_p,n;
   int dip1[rete.ntrans][rete.nplaces];
   int dip2[rete.ntrans][rete.nplaces];
   int p[rete.ntrans];
   for(i=0;i<rete.ntrans;i++)
      for(j=0;j<rete.nplaces;j++)
        dip1[i][j]=dip2[i][j]=0;
   for(i=0;i<tt;i++)
   {
     for(j=0;j<rete.ntrans;j++)
       v1[i][j]=v2[i][j]=-1;
   }

   i=rete.nplaces-1;j=0;
   while(i>0 && j==0) //i=indice della 1° piazza del 2°
processo
     if(rete.iM[i]==0)
       i--;
     else
       j=1;

   for(j=0;j<rete.ntrans;j++)  
   //i_p=indice della 1° transizione del 2° processo
      if (rete.Trans[j][i]==1)
      {
        i_p=j;
        j=rete.ntrans;
      }
   elem_f=elem_p;
   for(j=0;j<tt;j++)
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   {
      ind1=ind2=0;
      for(int k=0;k<rete.ntrans;k++)
      {
         if(elem_f->tran[k]!=elem_f->com)
         {
           if (elem_f->tran[k]<i_p)
             v1[j][ind1++]=elem_f->tran[k];
           if (elem_f->tran[k]>=i_p)
             v2[j][ind2++]=elem_f->tran[k];
         }
         else
         {
           v2[j][ind2++]=elem_f->tran[k];
           v1[j][ind1++]=elem_f->tran[k];
         }
      }
      elem_f=elem_f->p;
   }
    for(i=0;i<tt-1;i++)
   {
      j1=0; j2=0;
      if (v1[i+1][0]==-1) continue;
      while(j1<rete.ntrans && j2<rete.ntrans
                     && v1[i][j1]!=-1 && v1[i+1][j2]!=-1)
      {
         if (v1[i][j1]!=v1[i+1][j2])
         {
            for(k=0;k<rete.nplaces;k++)
              if (rete.Trans[v1[i][j1]][k]==1)
                 {p1=k; k=rete.nplaces;}
            k=v1[i][j1];
            dip1[k][p1]=1;
            k=v1[i+1][j2];
            dip1[k][p1]=1;
            for (k=j1+1;k<rete.ntrans;k++)
            {
               uguale=0;
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               for(s=j2;s<rete.ntrans;s++)
                 if( v1[i][k]==v1[i+1][s])
                 {
                    uguale=1;
                    for(h=j2;h<s;h++)
                       dip1[v1[i+1][h]][p1]=1;
                    j1=k+1; j2=s+1;
                    s=rete.ntrans; k=rete.ntrans;
                 }
               if (!uguale)
               {
                  s=v1[i][k];
                  dip1[s][p1]=1;
               }
            }
         }
         else
         {
           j1++;
           j2++;
         }
      }
   }
   for(i=0;i<tt-1;i++)
   {
      j1=0; j2=0;
      if (v2[i+1][0]==-1) continue;
      while(j1<rete.ntrans && j2<rete.ntrans
                         && v2[i][j1]!=-1 && v2[i+1][j2]!=-1)
      {
         if (v2[i][j1]!=v2[i+1][j2] )
         {
            for(k=rete.nplaces;k>0;k--)
              if (rete.Trans[v2[i][j1]][k]==1)
                 {p1=k; k=0;}
            k=v2[i][j1];
            dip2[k][p1]=1;
            k=v2[i+1][j2];
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            dip2[k][p1]=1;
            for (k=j1+1;k<rete.ntrans;k++)
            {
               uguale=0;
               for(s=j2;s<rete.ntrans;s++)
                 if( v2[i][k]==v2[i+1][s])
                 {
                    uguale=1;
                    for(h=j2;h<s;h++)
                       dip2[v2[i+1][h]][p1]=1;
                    j1=k+1; j2=s+1;
                    s=rete.ntrans; k=rete.ntrans;
                 }
               if (!uguale)
               {
                  s=v2[i][k];
                  dip2[s][p1]=1;
               }
            }
         }
         else
         {
           j1++;
           j2++;
         }
      }
   }
   //If innestati

   for(j=0;j<rete.ntrans;j++)
   {
        n=0;
        for(k=0;k<rete.nplaces;k++)
           if(dip1[j][k]==1) {n++; }
        if (n>1)
        {
           n=0;
           for(h=0;h<rete.nplaces;h++)
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              if (rete.Trans[j][h]==1)
               {
               p1=h;
               h=rete.ntrans;   //pre-posto
               }
           stop=0;

           while(!stop)
           {
             for(h=0;h<rete.ntrans;h++)     //transizione
                if(rete.Trans[h][p1]==1 && h!=j)
                  { t2=h; h=rete.ntrans; stop=1;}
             if( stop)
             {
              stop=0;
              for(h=0;h<rete.nplaces;h++)
                dip1[t2][h]=dip1[j][h];
              for(h=0;h<rete.nplaces;h++)
               if (rete.Trans[t2][h+rete.nplaces]==1)
                 {
                    p1=h%rete.nplaces;
                    h=rete.nplaces;
                 }
              n=0;
              for(h=0;h<rete.ntrans;h++)
                if (rete.Trans[h][rete.nplaces+p1]==1) n++;
              if (n >1) stop=1;

             }
             else
               stop=1;
           }
        }
   }
   for(j=0;j<rete.ntrans;j++)
     {
        n=0;
        for(k=0;k<rete.nplaces;k++)
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           if(dip2[j][k]==1) {n++; }
        if (n>1)
        {
           for(h=rete.nplaces;h>0;h--)
             if (rete.Trans[j][h]==1)
               {
                 p1=h;    //pre-posto
                 h=0;
               }
           stop=0;
           while(!stop)
           {
             for(h=0;h<rete.ntrans;h++)     //transizione
                if(rete.Trans[h][p1]==1  && h!=j)
                  {t2=h; h=rete.ntrans; stop=1;}
             if(stop)
             {
              stop=0;
              for(h=0;h<rete.nplaces;h++)
                dip2[t2][h]=dip2[j][h];
              for(h=rete.nplaces;h<2*rete.nplaces;h++)
               if (rete.Trans[t2][h]==1)
                 {
                   p1=h%rete.nplaces;
                   h=2*rete.nplaces;
                 }
              n=0;
              for(h=0;h<rete.ntrans;h++)
                if (rete.Trans[h][rete.nplaces+p1]==1) n++;
              if (n >1) stop=1;
             }
             else
              stop=1;
           }
        }
   }
   //While
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   for(i=0;i<tt;i++)
   {
      if (v1[i][0]==-1) continue;
      for(j=0;j<rete.ntrans;j++) p[j]=-1;
      for(j=0;j<rete.ntrans;j++)
      {
        if(v1[i][j]!=-1)
         for(k=0;k<rete.nplaces;k++)
           if(rete.Trans[v1[i][j]][k]==1)
             {p[j]=k;  k=rete.nplaces;}
        else
         p[j]=-1;
      }
      for(j=0;j<rete.ntrans-1;j++)
       for(k=j+1;k<rete.ntrans;k++)
         if(p[j]==p[k] && p[j]!=-1)
         {
           for(w=v1[i][j]+1;w<i_p;w++)
               for(s=0;s<rete.nplaces;s++)
                  if(dip1[v1[i][j]][s]==1)
                    dip1[w][s]=dip1[v1[i][j]][s];
           k=rete.ntrans;
         }
   }

   for(i=0;i<tt;i++)
   {
      if (v2[i][0]==-1) continue;
      for(j=0;j<rete.ntrans;j++) p[j]=-1;
      for(j=0;j<rete.ntrans;j++)
      {
        if(v2[i][j]!=-1)
         for(k=0;k<rete.nplaces;k++)
           if(rete.Trans[v2[i][j]][k]==1)
             {p[j]=k;  k=rete.nplaces;}
        else
         p[j]=-1;
      }
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      for(j=0;j<rete.ntrans-1;j++)
       for(k=j+1;k<rete.ntrans;k++)
         if(p[j]==p[k] && p[j]!=-1)
         {
           for(w=v1[i][j]+1;w<rete.ntrans;w++)
               for(s=0;s<rete.nplaces;s++)
                  if(dip2[v2[i][j]][s]==1)
                    dip2[w][s]=dip2[v2[i][j]][s];
           k=rete.ntrans;
         }
   }
   // Riduzione dip. nelle comunicazioni
   int n1,n2,b;
   b=0;
   occ_info* elem_aux=elem_p;
   if (n_com==quante)
   {
    int c[n_com];
    for(i=0;i<n_com;i++)
      c[i]=0;
    i=0;
    while(elem_aux!=NULL)
    {
      c[i]=elem_aux->com;
      i++;
      elem_aux=elem_aux->p;
    }
    for(i=0;i<n_com-1;i++)
     for(j=i+1;j<n_com;j++)
     if (c[i]==c[j])
      {
        b=1;
        i=j=n_com;
      }
    if(!b)
    {
     for(int j=0;j<n_com;j++)
      for(i=0;i<rete.nplaces;i++)
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       {
         dip1[c[j]][i]=0;
         dip2[c[j]][i]=0;
       }
    }
   }
   else
     b=1;
   if(b)
   {
    elem_aux=elem_p;
    while(elem_aux!=NULL)
     {
      if (elem_aux->com==-1)
      {
        elem_f=elem_p;
        int v[elem_aux->n_trans];
        for(i=0;i<elem_aux->n_trans;i++)
          v[i]=elem_aux->tran[i];
        int n=elem_aux->n_trans;
        while(elem_f!=NULL)
        {
          n1=0; n2=0;
          if (elem_f->com!=-1)
          {
            for(j=0;j<rete.nplaces;j++)
            {
              if(dip1[elem_f->com][j]==1)
              {
                 for(i=0;i<n;i++)
                 {
                   if (dip1[v[i]][j]==1)
                     n1=1;
                 }
                 if (!n1)
                   dip2[elem_f->com][j]=0;
              }
              if(dip2[elem_f->com][j]==1)
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              {
                 for(i=0;i<n;i++)
                 {
                   if (dip2[v[i]][j]==1 && v[i]!=elem_f->com)
                     n2=1;
                 }
                 if (!n2)
                   dip2[elem_f->com][j]=0;
              }
            }
          }
          elem_f=elem_f->p;
        }
      }
      elem_aux=elem_aux->p;
     }
   }
   //Prop. dip. di comunicazione
   elem_f=elem_p;
   for(i=0;i<tt;i++)
   {
      if(elem_f->com!=-1)
      {
         for(j=2*rete.nplaces;j>rete.nplaces;j--)
            if(rete.Trans[elem_f->com][j]==1)
            {  p1=j%rete.nplaces; j=rete.nplaces;}
         for(j=i_p;j<rete.ntrans;j++)
            if(rete.Trans[j][p1]==1)
            {  t1=j; j=rete.ntrans;}
         for(j=t1;j<rete.ntrans;j++)
            for(k=0;k<rete.nplaces;k++)
              if(dip1[elem_f->com][k]==1)
                dip2[j][k]=dip1[elem_f->com][k];
         for(j=rete.nplaces;j<2*rete.nplaces;j++)
            if(rete.Trans[elem_f->com][j]==1)
            {  p1=j%rete.nplaces; j=2*rete.nplaces;}
         for(j=elem_f->com+1;j<i_p;j++)
            if(rete.Trans[j][p1]==1)
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            {  t1=j; j=rete.ntrans;}
         for(j=t1;j<i_p;j++)
            for(k=0;k<rete.nplaces;k++)
              if(dip2[elem_f->com][k]==1)
                dip1[j][k]=dip2[elem_f->com][k];
      }
      elem_f=elem_f->p;
   }
   for(i=0;i<rete.ntrans;i++)
      for(j=0;j<rete.nplaces;j++)
      {
         if(dip1[i][j]==1)
            dip[i][j]=1;
         else
           if(dip2[i][j]==1)
             dip[i][j]=1;
      }
   return *this;
}

void Occurrence::stampa_dipendenze(ofstream& outFile){

   int n;
   for(int i=0;i<rete.ntrans;i++)
   {
     outFile<<"t"<<i<<"\t";
     n=0;
     for(int j=0;j<rete.nplaces;j++)
       if(dip[i][j]==1){ outFile<<"p"<<j<<" "; n++;}
     if (n==0) outFile<<"Nessuna dip." ;
     outFile<<"\n\n";
    }
}
4.2.7 Files per l’interfaccia
Per la descrizione dell’interfaccia il sorgente è generato
automaticamente dal programma wGLADE, una volta completato il disegno
CAPITOLO 4: LO STRUMENTO
68
dell’interfaccia. Tale programma quindi genera automaticamente i seguenti
7 files:
- callbacks.hpp;
- callbacks.cpp;
- interface.hpp;
- interface.cpp;
- support.hpp
- support.cpp;
- main.cpp.
 L’unico file che necessita di essere completato è callbacks.cpp, in
esso infatti è necessario andare a definire il comportamento dell’interfaccia
in corrispondenza degli eventi ad essa associati.
Di seguito sono riportati per completezza tutti i files utilizzati per la
generazione dell’interfaccia.
Come si può vedere il programma wGLADE si appoggia alle librerie
GTK per l’implementazione dell’interfaccia, inoltre i sorgenti prodotti da
questo strumento sono in C, ma per la generazione di un programma C++ è
sufficiente modificare le estensioni dei files prodotti.

4.2.7.1   callbacks.hpp
#include <gtk/gtk.h>
void
on_ok_button1_clicked(GtkButton *button, gpointer user_data);                               
                                   
void
on_cancel_button1_clicked(GtkButton *button, gpointer
user_data);                                    

void
on_b_file_clicked(GtkButton *button,gpointer  user_data);

void
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on_rad_rete_released(GtkButton *button, gpointer user_data);
                            
void
on_rad_dipendenze_released(GtkButton*button, gpointer
user_data);  
                                     
void
on_rad_file_released(GtkButton*button, gpointer user_data);
    
4.2.7.2   callbacks.cpp
#ifdef HAVE_CONFIG_H
#  include <config.h>
#endif

#include <gtk/gtk.h>

#include "callbacks.hpp"
#include "interface.hpp"
#include "support.hpp"
#include <fstream.h>
#include <windows.h>
#include <string>
#include "lettura_file.hpp"
char * NomeFile;
ifstream inFile;
void
on_b_file_clicked GtkButton *button, gpointer  user_data)
{
    GtkWidget *main_window= lookup_widget (GTK_WIDGET
(button), "window1");
    GtkWidget * fileselection1;
    fileselection1 = create_fileselection1 ();
    gtk_widget_show (fileselection1);
    gtk_widget_hide(main_window);

}
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void
on_ok_button1_clicked(GtkButton *button, gpointer user_data)
{
    char *mytxt;
    string file_name;
    GtkWidget *file = lookup_widget(GTK_WIDGET(button),
"fileselection1");
    GtkWidget *window2;

    NomeFile = gtk_file_selection_get_filename
(GTK_FILE_SELECTION(file));
    file_name=NomeFile;
    if (file_name.find(".txt")!=string::npos)
    {
     window2= create_window2();
     inFile.open(file_name.c_str() );
     int* vt; int * vp;
     int nt, np,n_while,n_if;
     if (!inFile)
     {
      mytxt="LETTURA IMPOSSIBILE!!";
     }
     else
     {
      conta_piazze_trans(nt,np,n_if,n_while,inFile);
      vt=new int[nt*np*2];
      vp=new int[np];
      inFile.open(file_name.c_str());
      leggi_rete_da_file(vt,vp,nt,np,inFile,n_if,n_while);
      Occurrence rete_p (np,nt,vp,vt);
      rete_p.crea_occurrence();
      rete_p.estrai_occ();
      rete_p.crea_dipendenze();
      ofstream outFile("out.txt");
      rete_p.stampa_rete(outFile);
      ofstream outFile1("out1.txt");
      rete_p.stampa_dipendenze(outFile1);
      outFile.close();
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      outFile1.close();
     }
     inFile.close();
     gtk_widget_destroy(file);
     gtk_widget_show(window2);
    }
    else
    MessageBox(0,"Seleziona un file .txt
                     !!","Attenzione",MB_ICONINFORMATION);
}


void
on_rad_file_released(GtkButton *button, gpointer user_data)
{
    char *mytxt;
    int lineSize = 1024;
    string file_name;
    file_name=NomeFile;
    char stringa[lineSize];
    GtkWidget *main_window = lookup_widget (GTK_WIDGET
(button),
                                              "window2");
    GtkWidget *text = lookup_widget (main_window, "text1");
    inFile.open(file_name.c_str() );
    gtk_text_set_editable (GTK_TEXT (text), TRUE);
    gtk_editable_delete_text (GTK_EDITABLE (text), 0, -1);
    gtk_text_set_editable (GTK_TEXT (text), FALSE);
    gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
mytxt, -1);
    mytxt="\n\n";
    gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
mytxt,-1);
    while (inFile.getline(stringa,lineSize))
    {
     gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
stringa,  -1);
     mytxt="\n";
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     gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
mytxt, -1);
    }
    inFile.close();
}

void
on_rad_rete_released(GtkButton *button, gpointer user_data)                                    
{
    char *mytxt;
    string file_name;
    int* vt; int * vp;
    int lineSize = 1024;
    char stringa[lineSize];
    GtkWidget *main_window = lookup_widget (GTK_WIDGET
(button), 
                                            "window2");
    GtkWidget *text = lookup_widget (main_window, "text1");
    mytxt="\n\nRETE DI PETRI\n";
    gtk_text_set_editable (GTK_TEXT (text), TRUE);
    gtk_editable_delete_text (GTK_EDITABLE (text), 0, -1);
    gtk_text_set_editable (GTK_TEXT (text), FALSE);
    gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
mytxt,-1);
    inFile.open("out.txt");
    while (inFile.getline(stringa,lineSize))
    {
     gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
stringa, -1);
     mytxt="\n";
     gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
mytxt, -1);
    }
    inFile.close();
}
void
on_rad_dipendenze_released(GtkButton *button, gpointer
user_data)
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    char *mytxt;
    string file_name;
    int lineSize=1024;
    char stringa[lineSize];
    GtkWidget *main_window = lookup_widget (GTK_WIDGET
(button),
                                             "window2");
    GtkWidget *text = lookup_widget (main_window, "text1");
    mytxt="\n\nLe dipendenze della rete sono le
seguenti:\n\n";
    gtk_text_set_editable (GTK_TEXT (text), TRUE);
    gtk_editable_delete_text (GTK_EDITABLE (text), 0, -1);
    gtk_text_set_editable (GTK_TEXT (text), FALSE);
    gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
mytxt,-1);
    inFile.open("out1.txt");
    while (inFile.getline(stringa,lineSize))
    {
      gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
stringa, -1);
      mytxt="\n";
      gtk_text_insert (GTK_TEXT (text), NULL, NULL, NULL,
mytxt, -1);
    }
    inFile.close();

}


void
on_cancel_button1_clicked (GtkButton *button, gpointer
user_data)
{
   GtkWidget *file = lookup_widget(GTK_WIDGET(button),
"fileselection1");
   gtk_widget_destroy(file);
   GtkWidget *window1;
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   window1=create_window1();
   gtk_widget_show(window1);
}

4.2.7.3   interface.hpp

/*
 * DO NOT EDIT THIS FILE - it is generated by wGLADE.
 */

GtkWidget* create_fileselection1 (void);
GtkWidget* create_window2 (void);
GtkWidget* create_window1 (void);

4.2.7.4   interface.cpp

/*
 * DO NOT EDIT THIS FILE - it is generated by wGLADE.
 */

#ifdef HAVE_CONFIG_H
#  include <config.h>
#endif

#include <sys/types.h>
#include <sys/stat.h>
#include <unistd.h>
#include <string>

#include <gdk/gdkkeysyms.h>
#include <gtk/gtk.h>

#include "callbacks.hpp"
#include "interface.hpp"
#include "support.hpp"

GtkWidget*
create_fileselection1 (void)
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{
  GtkWidget *fileselection1;
  GtkWidget *ok_button1;
  GtkWidget *cancel_button1;

  fileselection1 = gtk_file_selection_new ("Select File");
  gtk_object_set_data (GTK_OBJECT (fileselection1),
"fileselection1", fileselection1);
  gtk_container_set_border_width (GTK_CONTAINER
(fileselection1), 10);

  ok_button1 = GTK_FILE_SELECTION (fileselection1)-
>ok_button;
  gtk_object_set_data (GTK_OBJECT (fileselection1),
"ok_button1", ok_button1);
  gtk_widget_show (ok_button1);
  GTK_WIDGET_SET_FLAGS (ok_button1, GTK_CAN_DEFAULT);

  cancel_button1 = GTK_FILE_SELECTION (fileselection1)-
>cancel_button;
  gtk_object_set_data (GTK_OBJECT (fileselection1),
"cancel_button1", cancel_button1);
  gtk_widget_show (cancel_button1);
  GTK_WIDGET_SET_FLAGS (cancel_button1, GTK_CAN_DEFAULT);

  gtk_signal_connect (GTK_OBJECT (ok_button1), "clicked",
                      GTK_SIGNAL_FUNC
(on_ok_button1_clicked),
                      NULL);
  gtk_signal_connect (GTK_OBJECT (cancel_button1), "clicked",
                      GTK_SIGNAL_FUNC
(on_cancel_button1_clicked),
                      NULL);

  return fileselection1;
}

GtkWidget*
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create_window2 (void)
{
  GtkWidget *window2;
  GtkWidget *vbox10;
  GtkWidget *frame1;
  GtkWidget *vbox13;
  GSList *vbox13_group = NULL;
  GtkWidget *rad_file;
  GtkWidget *rad_rete;
  GtkWidget *rad_dipendenze;
  GtkWidget *vbox12;
  GtkWidget *scrolledwindow1;
  GtkWidget *text1;
  GtkWidget *b_chiudi;
  GtkWidget *label4;

  window2 = gtk_window_new (GTK_WINDOW_TOPLEVEL);
  gtk_object_set_data (GTK_OBJECT (window2), "window2",
window2);
  gtk_window_set_title (GTK_WINDOW (window2), "Dipendenze con
le reti di Petri");
  gtk_window_set_default_size (GTK_WINDOW (window2), 350,
400);

  vbox10 = gtk_vbox_new (FALSE, 0);
  gtk_widget_ref (vbox10);
  gtk_object_set_data_full (GTK_OBJECT (window2), "vbox10",
vbox10,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (vbox10);
  gtk_container_add (GTK_CONTAINER (window2), vbox10);

  frame1 = gtk_frame_new ("Operazioni possibili");
  gtk_widget_ref (frame1);
  gtk_object_set_data_full (GTK_OBJECT (window2), "frame1",
frame1,
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                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (frame1);
  gtk_box_pack_start (GTK_BOX (vbox10), frame1, TRUE, TRUE,
0);

  vbox13 = gtk_vbox_new (FALSE, 0);
  gtk_widget_ref (vbox13);
  gtk_object_set_data_full (GTK_OBJECT (window2), "vbox13",
vbox13,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (vbox13);
  gtk_container_add (GTK_CONTAINER (frame1), vbox13);

  rad_file = gtk_radio_button_new_with_label (vbox13_group,
"Visualizza il file");
  vbox13_group = gtk_radio_button_group (GTK_RADIO_BUTTON
(rad_file));
  gtk_widget_ref (rad_file);
  gtk_object_set_data_full (GTK_OBJECT (window2), "rad_file",
rad_file,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (rad_file);
  gtk_box_pack_start (GTK_BOX (vbox13), rad_file, TRUE, TRUE,
0);

  rad_rete = gtk_radio_button_new_with_label (vbox13_group,
"Visualizza la struttura della rete");
  vbox13_group = gtk_radio_button_group (GTK_RADIO_BUTTON
(rad_rete));
  gtk_widget_ref (rad_rete);
  gtk_object_set_data_full (GTK_OBJECT (window2), "rad_rete",
rad_rete,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (rad_rete);
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  gtk_box_pack_start (GTK_BOX (vbox13), rad_rete, TRUE, TRUE,
0);

  rad_dipendenze = gtk_radio_button_new_with_label
(vbox13_group, "Visualizza le dipendenze del programma");
  vbox13_group = gtk_radio_button_group (GTK_RADIO_BUTTON
(rad_dipendenze));
  gtk_widget_ref (rad_dipendenze);
  gtk_object_set_data_full (GTK_OBJECT (window2),
"rad_dipendenze", rad_dipendenze,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (rad_dipendenze);
  gtk_box_pack_start (GTK_BOX (vbox13), rad_dipendenze, TRUE,
TRUE, 0);

  vbox12 = gtk_vbox_new (FALSE, 0);
  gtk_widget_ref (vbox12);
  gtk_object_set_data_full (GTK_OBJECT (window2), "vbox12",
vbox12,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (vbox12);
  gtk_box_pack_start (GTK_BOX (vbox10), vbox12, TRUE, TRUE,
0);

  scrolledwindow1 = gtk_scrolled_window_new (NULL, NULL);
  gtk_widget_ref (scrolledwindow1);
  gtk_object_set_data_full (GTK_OBJECT (window2),
"scrolledwindow1", scrolledwindow1,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (scrolledwindow1);
  gtk_box_pack_start (GTK_BOX (vbox12), scrolledwindow1,
TRUE, TRUE, 0);
  gtk_scrolled_window_set_policy (GTK_SCROLLED_WINDOW
(scrolledwindow1), GTK_POLICY_NEVER, GTK_POLICY_ALWAYS);
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  text1 = gtk_text_new (NULL, NULL);
  gtk_widget_ref (text1);
  gtk_object_set_data_full (GTK_OBJECT (window2), "text1",
text1,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (text1);
  gtk_container_add (GTK_CONTAINER (scrolledwindow1), text1);

  b_chiudi = gtk_button_new ();
  gtk_widget_ref (b_chiudi);
  gtk_object_set_data_full (GTK_OBJECT (window2), "b_chiudi",
b_chiudi,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (b_chiudi);
  gtk_box_pack_start (GTK_BOX (vbox12), b_chiudi, FALSE,
FALSE, 0);
  gtk_container_set_border_width (GTK_CONTAINER (b_chiudi),
11);

  label4 = gtk_label_new ("Chiudi");
  gtk_widget_ref (label4);
  gtk_object_set_data_full (GTK_OBJECT (window2), "label4",
label4,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (label4);
  gtk_container_add (GTK_CONTAINER (b_chiudi), label4);

  gtk_signal_connect (GTK_OBJECT (window2), "destroy",
                      GTK_SIGNAL_FUNC (gtk_main_quit),
                      NULL);
  gtk_signal_connect (GTK_OBJECT (rad_file), "released",
                      GTK_SIGNAL_FUNC (on_rad_file_released),
                      NULL);
  gtk_signal_connect (GTK_OBJECT (rad_rete), "released",
                      GTK_SIGNAL_FUNC (on_rad_rete_released),
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                      NULL);
  gtk_signal_connect (GTK_OBJECT (rad_dipendenze),
"released",
                      GTK_SIGNAL_FUNC
(on_rad_dipendenze_released),
                      NULL);
  gtk_signal_connect (GTK_OBJECT (b_chiudi), "clicked",
                      GTK_SIGNAL_FUNC (gtk_main_quit),
                      NULL);

  return window2;
}

GtkWidget*
create_window1 (void)
{
  GtkWidget *window1;
  GtkWidget *vbox8;
  GtkWidget *vbox14;
  GtkWidget *label1;
  GtkWidget *hseparator1;
  GtkWidget *vbox9;
  GtkWidget *hbox9;
  GtkWidget *lab_file;
  GtkWidget *b_file;
  GtkWidget *pixmap4;
  GtkWidget *label2;
  GtkWidget *b_chiudi;
  GtkWidget *label3;

  window1 = gtk_window_new (GTK_WINDOW_TOPLEVEL);
  gtk_object_set_data (GTK_OBJECT (window1), "window1",
window1);
  gtk_widget_set_usize (window1, 420, 300);
  gtk_window_set_title (GTK_WINDOW (window1), "Dipendenze con
le reti di Petri");

  vbox8 = gtk_vbox_new (FALSE, 0);
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  gtk_widget_ref (vbox8);
  gtk_object_set_data_full (GTK_OBJECT (window1), "vbox8",
vbox8,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (vbox8);
  gtk_container_add (GTK_CONTAINER (window1), vbox8);

  vbox14 = gtk_vbox_new (FALSE, 0);
  gtk_widget_ref (vbox14);
  gtk_object_set_data_full (GTK_OBJECT (window1), "vbox14",
vbox14,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (vbox14);
  gtk_box_pack_start (GTK_BOX (vbox8), vbox14, FALSE, FALSE,
0);

  label1 = gtk_label_new ("\n\nProgramma per la
determinazione\ndelle dipendenze di un programma
concorrente\nbasato sulle reti di Petri\n\n");
  gtk_widget_ref (label1);
  gtk_object_set_data_full (GTK_OBJECT (window1), "label1",
label1,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (label1);
  gtk_box_pack_start (GTK_BOX (vbox14), label1, FALSE, FALSE,
0);

  hseparator1 = gtk_hseparator_new ();
  gtk_widget_ref (hseparator1);
  gtk_object_set_data_full (GTK_OBJECT (window1),
"hseparator1", hseparator1,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (hseparator1);
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  gtk_box_pack_start (GTK_BOX (vbox14), hseparator1, TRUE,
TRUE, 0);

  vbox9 = gtk_vbox_new (FALSE, 0);
  gtk_widget_ref (vbox9);
  gtk_object_set_data_full (GTK_OBJECT (window1), "vbox9",
vbox9,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (vbox9);
  gtk_box_pack_start (GTK_BOX (vbox8), vbox9, TRUE, TRUE, 0);

  hbox9 = gtk_hbox_new (FALSE, 0);
  gtk_widget_ref (hbox9);
  gtk_object_set_data_full (GTK_OBJECT (window1), "hbox9",
hbox9,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (hbox9);
  gtk_box_pack_start (GTK_BOX (vbox9), hbox9, TRUE, TRUE, 0);

  lab_file = gtk_label_new ("    Inserisci il file da
analizzare:");
  gtk_widget_ref (lab_file);
  gtk_object_set_data_full (GTK_OBJECT (window1), "lab_file",
lab_file,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (lab_file);
  gtk_box_pack_start (GTK_BOX (hbox9), lab_file, TRUE, TRUE,
0);

  b_file = gtk_button_new ();
  gtk_widget_ref (b_file);
  gtk_object_set_data_full (GTK_OBJECT (window1), "b_file",
b_file,
                            (GtkDestroyNotify)
gtk_widget_unref);
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  gtk_widget_show (b_file);
  gtk_box_pack_start (GTK_BOX (hbox9), b_file, TRUE, TRUE,
0);
  gtk_container_set_border_width (GTK_CONTAINER (b_file),
14);

  pixmap4 = create_pixmap (window1, "open.xpm");
  gtk_widget_ref (pixmap4);
  gtk_object_set_data_full (GTK_OBJECT (window1), "pixmap4",
pixmap4,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (pixmap4);
  gtk_container_add (GTK_CONTAINER (b_file), pixmap4);

  label2 = gtk_label_new ("                     ");
  gtk_widget_ref (label2);
  gtk_object_set_data_full (GTK_OBJECT (window1), "label2",
label2,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (label2);
  gtk_box_pack_start (GTK_BOX (hbox9), label2, FALSE, FALSE,
0);

  b_chiudi = gtk_button_new ();
  gtk_widget_ref (b_chiudi);
  gtk_object_set_data_full (GTK_OBJECT (window1), "b_chiudi",
b_chiudi,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (b_chiudi);
  gtk_box_pack_start (GTK_BOX (vbox9), b_chiudi, FALSE,
FALSE, 0);
  gtk_widget_set_usize (b_chiudi, 68, 92);
  gtk_container_set_border_width (GTK_CONTAINER (b_chiudi),
34);
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  label3 = gtk_label_new ("Chiudi");
  gtk_widget_ref (label3);
  gtk_object_set_data_full (GTK_OBJECT (window1), "label3",
label3,
                            (GtkDestroyNotify)
gtk_widget_unref);
  gtk_widget_show (label3);
  gtk_container_add (GTK_CONTAINER (b_chiudi), label3);

  gtk_signal_connect (GTK_OBJECT (window1), "destroy",
                      GTK_SIGNAL_FUNC (gtk_main_quit),
                      NULL);
  gtk_signal_connect (GTK_OBJECT (b_file), "clicked",
                      GTK_SIGNAL_FUNC (on_b_file_clicked),
                      NULL);
  gtk_signal_connect (GTK_OBJECT (b_chiudi), "clicked",
                      GTK_SIGNAL_FUNC (gtk_main_quit),
                      NULL);

  return window1;
}

4.2.7.5   support.hpp

/*
 * DO NOT EDIT THIS FILE - it is generated by wGLADE.
 */

#ifdef HAVE_CONFIG_H
#  include <config.h>
#endif

#include <gtk/gtk.h>

/*
 * Public Functions.
 */

CAPITOLO 4: LO STRUMENTO
85
/*
 * This function returns a widget in a component created by
Glade.
 * Call it with the toplevel widget in the component (i.e. a
window/dialog),
 * or alternatively any widget in the component, and the name
of the widget
 * you want returned.
 */
GtkWidget*  lookup_widget              (GtkWidget     
*widget,
                                        const gchar   
*widget_name);

/* get_widget() is deprecated. Use lookup_widget instead. */
#define get_widget lookup_widget

/* Use this function to set the directory containing
installed pixmaps. */
void        add_pixmap_directory       (const gchar   
*directory);


/*
 * Private Functions.
 */

/* This is used to create the pixmaps in the interface. */
GtkWidget*  create_pixmap              (GtkWidget     
*widget,
                                        const gchar   
*filename);

4.2.7.6   support.cpp

/*
 * DO NOT EDIT THIS FILE - it is generated by wGLADE.
 */
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#ifdef HAVE_CONFIG_H
#  include <config.h>
#endif

#include <sys/types.h>
#include <sys/stat.h>
#include <unistd.h>
#include <string>

#include <gtk/gtk.h>

#include "support.hpp"

/* This is an internally used function to check if a pixmap
file exists. */
static gchar* check_file_exists        (const gchar   
*directory,
                                        const gchar   
*filename);

/* This is an internally used function to create pixmaps. */
static GtkWidget* create_dummy_pixmap  (GtkWidget     
*widget);

GtkWidget*
lookup_widget                          (GtkWidget     
*widget,
                                        const gchar   
*widget_name)
{
  GtkWidget *parent, *found_widget;

  for (;;)
    {
      if (GTK_IS_MENU (widget))
        parent = gtk_menu_get_attach_widget (GTK_MENU
(widget));
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      else
        parent = widget->parent;
      if (parent == NULL)
        break;
      widget = parent;
    }

  found_widget = (GtkWidget*) gtk_object_get_data (GTK_OBJECT
(widget),
                                                 
widget_name);
  if (!found_widget)
    g_warning ("Widget not found: %s", widget_name);
  return found_widget;
}

/* This is a dummy pixmap we use when a pixmap can't be
found. */
static char *dummy_pixmap_xpm[] = {
/* columns rows colors chars-per-pixel */
"1 1 1 1",
"  c None",
/* pixels */
" "
};

/* This is an internally used function to create pixmaps. */
static GtkWidget*
create_dummy_pixmap                    (GtkWidget     
*widget)
{
  GdkColormap *colormap;
  GdkPixmap *gdkpixmap;
  GdkBitmap *mask;
  GtkWidget *pixmap;

  colormap = gtk_widget_get_colormap (widget);
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  gdkpixmap = gdk_pixmap_colormap_create_from_xpm_d (NULL,
colormap, &mask,
                                                     NULL,
dummy_pixmap_xpm);
  if (gdkpixmap == NULL)
    g_error ("Couldn't create replacement pixmap.");
  pixmap = gtk_pixmap_new (gdkpixmap, mask);
  gdk_pixmap_unref (gdkpixmap);
  gdk_bitmap_unref (mask);
  return pixmap;
}

static GList *pixmaps_directories = NULL;

/* Use this function to set the directory containing
installed pixmaps. */
void
add_pixmap_directory                   (const gchar   
*directory)
{
  pixmaps_directories = g_list_prepend (pixmaps_directories,
                                        g_strdup
(directory));
}

/* This is an internally used function to create pixmaps. */
GtkWidget*
create_pixmap                          (GtkWidget     
*widget,
                                        const gchar   
*filename)
{
  gchar *found_filename = NULL;
  GdkColormap *colormap;
  GdkPixmap *gdkpixmap;
  GdkBitmap *mask;
  GtkWidget *pixmap;
  GList *elem;
CAPITOLO 4: LO STRUMENTO
89

  if (!filename || !filename[0])
      return create_dummy_pixmap (widget);

  /* We first try any pixmaps directories set by the
application. */
  elem = pixmaps_directories;
  while (elem)
    {
      found_filename = check_file_exists ((gchar*)elem->data,
filename);
      if (found_filename)
        break;
      elem = elem->next;
    }

  /* If we haven't found the pixmap, try the source
directory. */
  if (!found_filename)
    {
      found_filename = check_file_exists ( "pixmaps",
filename);
    }

  if (!found_filename)
    {
      g_warning ("Couldn't find pixmap file: %s", filename);
      return create_dummy_pixmap (widget);
    }

  colormap = gtk_widget_get_colormap (widget);
  gdkpixmap = gdk_pixmap_colormap_create_from_xpm (NULL,
colormap, &mask,
                                                   NULL,
found_filename);
  if (gdkpixmap == NULL)
    {
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      g_warning ("Error loading pixmap file: %s",
found_filename);
      g_free (found_filename);
      return create_dummy_pixmap (widget);
    }
  g_free (found_filename);
  pixmap = gtk_pixmap_new (gdkpixmap, mask);
  gdk_pixmap_unref (gdkpixmap);
  gdk_bitmap_unref (mask);
  return pixmap;
}

/* This is an internally used function to check if a pixmap
file exists. */
gchar*
check_file_exists                      (const gchar   
*directory,
                                        const gchar   
*filename)
{
  gchar *full_filename;
  struct stat s;
  gint status;

  full_filename = (gchar*) g_malloc (strlen (directory) + 1
                                     + strlen (filename) +
1);
  strcpy (full_filename, directory);
  strcat (full_filename, G_DIR_SEPARATOR_S);
  strcat (full_filename, filename);

  status = stat (full_filename, &s);
  if (status == 0 && S_ISREG (s.st_mode))
    return full_filename;
  g_free (full_filename);
  return NULL;
}
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4.2.7.7   main.cpp

/*
 * Initial main.c file generated by Glade. Edit as required.
 * Glade will not overwrite this file.
 */

#ifdef HAVE_CONFIG_H
#  include <config.h>
#endif

#include <gtk/gtk.h>

#include "interface.hpp"
#include "support.hpp"

int
main (int argc, char *argv[])
{
  GtkWidget *window1;

  gtk_set_locale ();
  gtk_init (&argc, &argv);

  add_pixmap_directory (PACKAGE_DATA_DIR "/pixmaps");
  add_pixmap_directory (PACKAGE_SOURCE_DIR "/pixmaps");

  /*
   * The following code was added by Glade to create one of
each component
   * (except popup menus), just so that you see something
after building
   * the project. Delete any components that you don't want
shown initially.
   */
  window1 = create_window1 ();
  gtk_widget_show (window1);
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  gtk_main ();
  return 0;
}
4.3 Interfaccia utente
Il tool
realizzato si
presenta con una
prima finestra,
come quella
riportata a fianco,
in cui richiede
all’utente di
inserire il file,
contenente il
programma da
analizzare.
L’inserimento del file avviene sfogliando le risorse del computer, e dando la
possibilità all’utente di selezionare uno dei file di testo residenti sul sistema.
Se l’utente seleziona erroneamente un file diverso da uno con
estensione .txt, il tool segnala questa condizione con una finestra di
informazione (figura 4.1).

Figura 4.1
Una volta scelto il file da analizzare il tool dà la possibilità all’utente
di visualizzare il file, la struttura della rete di Petri associata ed infine le
dipendenze trovate.
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Queste informazioni sono visualizzate in una finestra di testo e
possono essere richieste più volte consecutivamente, relativamente allo
stesso file.
4.4   Un esempio

Proponiamo adesso un esempio di applicazione del tool realizzato,
considerando il seguente programma:
1.a?x;
2.B1!x||
3.A?y;
4.if y>0 then
5.a!1 else
6.skip;
7.B2!1
Il tool permette di visualizzare :
- il file,
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- la struttura
della rete,













- e infine le
dipendenze
del
programma.
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5.  CONCLUSIONI E SVILUPPI FUTURI


Scopo della tesi è stato lo sviluppo di uno strumento per il calcolo
delle dipendenze in programmi concorrenti scritti in un semplice linguaggio
di programmazione, si fa infatti riferimento alla sintassi presentata nel
capitolo 3.
Lo strumento realizzato permette quindi di rappresentare un
programma concorrente attraverso le reti di Petri e di visualizzare le
dipendenze ricavate. La procedura utilizzata ha il vantaggio di trattare in
modo completo le dipendenze di programmi concorrenti, impedendo la
diffusione di dipendenze banali.
Infatti, nel caso in cui un processo esegua, ad esempio, una send
all’interno di entrambi i rami di un’istruzione condizionale, non
consideriamo tale istruzione dipendente dalla condizione dell’istruzione
condizionale, in quanto, qualunque sia l’esecuzione del programma, la
comunicazione fra i processi ha luogo e nessun utente esterno può risalire al
valore delle variabili implicate nella condizione.
Lo strumento consente quindi di effettuare un’analisi del flusso delle
informazioni in modo completo, permettendo una valutazione dei requisiti
di sicurezza di programmi concorrenti.
Nello sviluppo dello strumento si è tenuto conto dei requisiti di
modificabilità e modularità del software, per questo sono state utilizzate
classi distinte per la gestione della rete di Petri e per la gestione e creazione
delle occurrence nets.
In questo modo è sufficiente aggiungere nuove funzioni all’interfaccia
offerta dalle due classi fondamentali per estendere le funzionalità dello
strumento, o per sfruttare lo strumento in altri ambiti. Così facendo inoltre
anche la modifica delle funzioni già implementate, e l’individuazione dei
punti che si intende modificare o estendere, risulta sicuramente più
semplice.
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Lo strumento proposto copre però soltanto un certo tipo di programmi
concorrenti, scritti con un linguaggio semplice che non prevede, ad esempio,
la presenza di chiamate a funzioni o la possibilità di definire funzioni
ricorsive. Quindi un aspetto che potrebbe essere interessante affrontare è
proprio quello dell’estensione della procedura anche a programmi scritti in
un linguaggio più avanzato.
Questa applicazione inoltre può anche essere sfruttata per analizzare
altre proprietà delle occurrence nets, come ad esempio per valutare il
numero di volte che scatta una transizione e quindi il grado di vitalità di una
rete. Con ciò quindi potrebbero essere valutate possibili condizioni di stallo
dei programmi.
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