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Abstract
For communication standards with high transfer rates (WiMAX, WiFi, LTE), which use MIMO (Multiple Input - Mul-
tiple Output) systems, detectors with reduced computational complexity that achieve a good Bit Error Rate (BER)
performance are of great interest. In the literature, it has been recognized the maximum likelihood (ML) detector as the
optimum, but this algorithm experiences an exponential complexity making it an impractical alternative for implemen-
tation. However, there are also alternatives such as the K-best and sphere decoder (SD) which can reach a quasi-ML
performance with lower computational complexity. This paper presents a variation of the SD algorithm based on the
Complex Sphere Decoder and K-best algorithm, named as KLSD, which limits the number of searching points during
the predetection and has a performance similar to that given by the algorithm Fixed Complexity Sphere Decoder (FSD)
without channel ordering. Furthermore, for the calculation of the weights of each candidate node is proposed to replace
the use of the Euclidean distance by the Manhattan Metric to reduce the number calculation performed. When compar-
ing performance and complexity against others algorithms, it can be seen that a similar performance without increasing
its complexity. Additionally, the results show that the change of metric, does not aﬀect the performance of the proposed
algorithm, so it is considered a feasible complexity reduction scheme.
c© 2011 Published by Elsevier Ltd.
Keywords: Sphere Decoder, K-best Decoder, Maximum Likelihood, Multi-Antenna Systems, Wireless
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1. Introduction
In recent years the use of MIMO (Multiple Input - Multiple Output) systems has become a constant in
the communication systems of last generation, as Wimax or LTE, this is due to theoretical analysis presented
in [1], [2], this shows that a signiﬁcant increase in capacity could be achieved under certain conditions of
use of multiple antennas at the transmitter and receiver. The increase in capacity can be exploited to increase
the transfer rate in MIMO systems using Spatial Multiplexing techniques [3].
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Also, it is widely known that in terms of bit error rate (BER) the detector of Maximum Likelihood (ML)
compared to traditional linear detectors as Zero Forcing (ZF) and Minimum Medium Square Error (MMSE).
Additionally, its superior performance makes it be considered as optimal, however in terms of complexity
this detector has as big drawback its complexity. The complexity of the ML detector increases exponentially
with respect to the number of antennas in the MIMO array [4].
In recent years, several researchers have dedicated their eﬀorts to improve or create detection algorithms
for MIMO systems. Among them, stands out the algorithms known as K-best and sphere decoder (SD),
they are able to obtain a similar performance to ML with a reduced complexity [5], [6], [7]. The SD
is based on the choice of the candidate nodes contained within a radius r, it also reduce the number of
required operations for detection using the decomposition of the channel matrix (QR, Cholesky), generating
a triangular matrix that eases the process of solve the system of simultaneous equations that represents the
detection process. An important feature is that the SD and K-best algorithms perform the detection level by
level, where the levels are deﬁned by the number of antennas at the receiver. For example, a system with 4
receiving antennas is a system of 4 levels [4]. The enumeration process in the SD algorithms is an important
part to reduce complexity. The process of selecting the candidate nodes can increase or decrease the number
of operations performed, the number of nodes chosen and the propagated error from one to another level.
The main forms of enumeration are: Schnorr - Euchner [8] and Fincke - Pohst [9]. Thus, an alternative to
reduce complexity is complexity from the enumeration process is, setting a limit on the number of nodes to
choose as candidates as in algorithms K-best [5], [6],[7].
In this paper we propose three modiﬁcations to the ILSD (Improved Complexity Sphere Decoder) algo-
rithm [10]:
1. Independence on the noise parameter for the selection of candidate nodes, as occurs in algorithms
such as the K-best and FSD.
2. Substitution of the Euclidean distance by the Manhattan metric to reduce complexity.
3. Reduction of the search space in the predetection.
The rest of paper is organized in the following sections. Section II presents the model of the MIMO
communication system. The KLSD strategy is described in Section III, along with a comparison with other
SD proposals of the literature. Section IV introduces the performance results, and in Section V, we present
the conclusions and future work.
2. System Model
Consider a MIMO communication system with M antennas transmitting and N receiving antennas. The
transmitter sends symbols chosen from a constellation AL ∈ CM , which is deﬁned by the existing symbols
in a L-QAM modulation. The received signal vector is given by:
y = Hs + n (1)
where H is a matrix of M × N complex values representing the channel, and hi, j is the complex transfer
function of the transmitter j to receiver i, s = [s1, s2, . . . , sM]T is the vector of transmitted symbols with
E[s] = 0 and E[sHs] = (1/M)IM , where (·)H denotes the conjugate transpose operation, n = [n1, n2, . . . , nN]T
is the vector of Gaussian White Noise with a variance σ2 and y = [y1, y2, . . . , yN]T is the vector of received
symbols. In addition, we will assume that the transmission is organized in bursts of symbol duration T
(T >> 1), where H is constant during the burst but changes randomly from one burst to the next. Also it is
assumed that the channel estimation is ideal, so the channel is perfectly known by the receiver, and modeled
as a ﬂat fading Rayleigh channel, with a E[|hi, j|2] = 1, ∀i, j. [11].
3. K - Less Complexity Sphere Decoder (KLSD)
In recent years SD algorithms emerge as a viable alternative for use in the new technologies of high-
speed wireless communications. Based on the system model we deﬁne the ML estimate of the transmitted
vector sML as shown below
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Fig. 1. Idea behind the algorithm SD, for a constellation A16 (16-QAM), distorted by the channel H.
sˆML = arg minx∈AL
‖ y −Hx ‖2
2
(2)
this type of detection algorithm is practically impossible to implement in MIMO communication systems
that utilize high-order modulation (e.g. 16-QAM, 64-QAM).
[4] and [12] presents the General form of the Sphere Decoder (GSD), based on the Fincke - Pohst
enumeration, as a tool for achieving the detection at low complexity in MIMO wireless communication
systems. The basic idea of the GSD algorithm is to search only those grid points that are within a sphere
centered at the given vector y and radius r as exempliﬁed in Figure 1.
The received signal without noise (point represented by vector Hx in the complex space CM) is within
the sphere of radius r if and only if.
r2 ≥ ‖y −Hx‖2
2
(3)
where y ∈ CN is the received vector and x ∈ CM is the possible vector transmitted. Additionally, make the
decomposition QR of the channel matrix H ∈ CM×N , i.e.
H = QR (4)
where R is an upper triangular matrix of dimensions N × N with a the diagonal elements of all positive and
Q is an orthogonal matrix of dimensions M × N.
Considering that in this paper we focus on a MIMO system, where the number of transmitters and
receivers is the same (M = N, this simpliﬁes the mathematical representation of the system). The condition
set by (3) for a system, where M = N can therefore can be written as
r2 ≥ ‖y −QRx‖2
2
= ‖QHy − Rx‖2
2
(5)
Deﬁning y′ = QHy, (3) can be written as
r2 ≥ ‖y′ − Rx‖2
2
(6)
considering that R is an upper triangular matrix, the inequality established by (8) can be re-written as
r2 ≥ (y′M − RM,MxM)2 + (y′M−1 − RM−1,MxM − RM−1,M−1xM−1)2 + . . . (7)
where y′M is the M-th element of vector y
′, RM,M represents the element of the position (M,M) of the matrix
R and xM is the M-th element of vector x. It can be seen that for an antenna array of dimension M = 1, (7)
depends only of xM , for an antenna array of dimension M = 2, (7) depends only of xM y xM−1,and so on.
From inequality established by (7), it follows that a necessary condition for Hx is within the sphere, is that
r2 ≥ (y′M − RM,MxM)2, or what is the same, that the component xM , belongs to the interval [4],⌈
− r + y′M
⌉
≤ RM,MxM ≤
⌊
r + y′M
⌋
(8)
where 
· denotes the ceiling function, and · the ﬂoor function.
The inequality (8) restricts the search to the constellation points L-QAM contents in a interval search.
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Fig. 2. Division in concentric rings of a constellation symbols, with 16-QAM modulation.
Let y′M = aMe
iθM y RM,MxM = bMeiθˆM , where θM and θˆM are phase angles of y′M y RM,MxM respectively,
which form the vectors θ y θˆ, also aM > 0 and bM > 0 are elements of the vectors a = [a1, a2, . . . , aM]T and
b = [b1, b2, . . . , bM]T , these vectors contain the radius of the circles formed by the L-QAM constellation
symbols. To generate the search range that ensures the best results, we deﬁne now the variable η, this may
depend on the values of the noise variance or a ﬁxed value. Once stated these elements, we can develop (8)
to obtain
⌈
θˆM − cos−1 η
⌉
≤ θM ≤
⌊
θˆM + cos−1 η
⌋
(9)
9 shows that if η > 1, then search the disc contains no point of L-QAM constellation. If η < −1, then search
disk includes the entire constellation.
3.1. KLSD Algorithm
KLSD algorithm looks forward to take advantage of the detection obtained by the algorithm iLSD [13].
In this algorithm the search area is deﬁned by an opening angle and a stage of rings selection, see Figure 2.
This operation is simple, the algorithm has to calculate the distance of y′M to the origin and compare it to the
radius generated by RM,Mxi [10].
The KLSD algorithm also uses a stage K-best, in order to minimize the number of nodes visited. After
deﬁning the search area by the opening angle and the selection of rings, it choose the best K points level by
level. The best points are elected by the minimum euclidian distance between the received vector y′M and
the possible vector have sent RM,Mxi.
dK−best = ||y′M − RM,Mxi||2 where i = 1, 2, 3, 4 . . . , L (10)
3.2. Stage of Predetection
In the SD algorithms to reduce the number of candidate nodes is performed a process of predetection.
In one embodiment of the algorithm, the Euclidean distance ‖y′M −RM,Msi‖2 , needs to be calculated for each
point in the constellation AL. Therefore, to make the predetection for a 4× 4 MIMO with signals modulated
16-QAM and assuming that there is a distribution of points selected K = [1 1 1 16] for each level, it must be
calculated 16 distances in the ﬁrst level and 256 for the remaining levels. In total 784 distances should be
calculate. This part of the algorithm increases enormously the computational complexity.
This can be generalized for diﬀerent distributions of points, as shown below
NoDE = L + K(1)L + K(1)K(2)L + K(1)K(2)K(3)L + ... + K(1)K(2)...K(M)L (11)
where K(·) represents an element of the vector K and NoDE indicates the number of Euclidean distances
calculated.
In order to reduce the number of calculations, we always remove farthest ring from the received point
perspective. If a node is located at a distance far away, it is logical that is somewhere within the best
58   Juan Francisco Castillo-León et al. /  Procedia Technology  7 ( 2013 )  54 – 60 
K nodes and therefore can be discarded without performing any calculations. The algorithm KLSD, deﬁne
their search area through rings, for the case of a 16-QAM modulation will be 3 rings. By having this division
into rings, you may discard one or two rings easily and therefore exclude from 4 to 12 points without having
to calculate its distance.
3.3. Change metric norm-2 to norm-1
In this paper, we use the norm-1, to reduce the number of mathematical calculations performed. By
replacing the Euclidean distance (norm-2) with a Manhattan distance (norm-1), the ML calculation in (2)
can be modiﬁed as
sˆML = arg minx∈AL
‖y −Hx‖2
1
(12)
where ‖z‖1 =
∑M
i=1 |zi|, the same way (8) can be substituted by
r2 ≥ |y′ − Rx|2
1
(13)
then, taking into consideration that R is an upper triangular matrix, established by inequality (8) can again
be written as
r2 ≥ |y′M − RM,MxM | + |y′M−1 − RM−1,MxM − RM−1,M−1xM−1| + . . . (14)
As shown, the operations performed depends only of summations, with the exception of the term r2 ,
there is no squared term.
4. Results
In recent studies [14] [15], has been shown that it is possible to ﬁnd a quasi-ML solution, without the
need to deﬁne the search area. This brings the advantage that not required noise estimate in the system and
hence this stage is not implemented in hardware, results in one less stage in the detection hardware.
The complexity of the algorithms has been selected based on the paper [5], which shows that a detector
with a deviation of 7dB in performance to an error rate of 10−5, can be transformed into a detector with
quasi-ML performance, adding a channel ordering stage, described and implemented by Barbero in [5].
In Figure 3 shows the ML detector performance, which can be considered as the upper limit for the
studied detectors. We plotted the FSD detector without channel ordering as a reference for analyzing the
performance of the algorithm ILSD proposed in [13].
The ILSD algorithm has a correction phase stage, which helps to reduce the error by adjusting the search
area on the ﬁrst level, with a C = 0.1 approximately 10% of detections 16 points are selected, the angle of
opening was deﬁned by α = 0.8 equals approximately 36◦ degrees of opening. The performance of the
KLSD and ILSD algorithms is similar. They are in the proper range to be considered candidates for ML
performance, when implemented the channel ordering.
In the performance comparison analysis using diﬀerent metrics, it was observed that the diﬀerence
between using the Euclidean metric y the Manhattan metric is minimal. In the Figure 4 shows a small BER
improvement by using the Manhattan metric.
In matter of complexity there are great diﬀerences between one method and another, in Figure 5 em-
phasizes that the lower limit FSD [1 1 1 16], requires only 16 nodes and maintains a ﬁxed complexity. The
algorithms that deﬁne the number of nodes visited in advance, have the same performance but with reduced
complexity.
The algorithms of complexity ﬁxed visit only 32 nodes and even the performance of algorithms that
perform a choice of search area, in this case with a search area ﬁxed (iLSD) need to visit a minimum of 130
nodes and a maximum of 280 nodes to match the performance of the algorithms KLSD and FSD.
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Fig. 3. Performance of 4× 4 MIMO system, over a Rayleigh
channel, with a metric norm-2
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Fig. 4. Performance comparison, KLSD (norm-1) vs KLSD
(norm-2)
5. Conclusions and future work
In this paper we have presented the algorithm called KLSD, its performance is similar to the KSD/FSD
algorithms without channel ordering and its complexity is not dependent on the noise level. The algorithm
examines a ﬁxed number of nodes and replaces the Euclidean distance calculation by the Manhattan distance
in order to reduce the number of mathematical operations at the detection stage. Additionally, this algorithm
limits the predetection area for discarding in advance the mesh points without compute the distances.
Among the key features KLSD presents we have: its ﬁxed complexity, the use of Manhattan metric
and the limitation of the predetection area. Therefore, KLSD can be considered a valid alternative for
implementation and integration in future wireless communication systems.
Finally, the main lines of work in progress for KLSD consider: the study of the concept of channel
ordering, the optimization of the predetection stage and the detection of signals with high-order modulations
(e.g. 64 QAM).
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