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Abstract
Time delays and non-local nonlinearities are an important aspect of many biolo­
gical and ecological systems. Not only are they highly relevant from an accurate 
modelling point of view, but their consequences can be extensive, including the 
introduction of new dynamics.
In this thesis we consider simple models to derive generic results, concerned 
with novel aspects of delays and spatial effects. In addition we consider some 
specific models, in an attempt to make any existing non-local effects more relevant 
to the original problem.
Since in many cases these are initial enquiries considering the possible dynam­
ics of a system, we predominantly concern ourselves with the stability of, and 
solutions bifurcating from, (uniform) equilibria.
©David Schley 1999
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C h a p t e r  1
I n t r o d u c t i o n
Mathematical modelling is now recognised as an important part of understanding 
biomedical systems. Although there are obvious limitations which must be recog­
nised, biologically relevant models can help in gaining an understanding of, for 
example, the relationships between interacting populations, or help predict the 
dynamics of a modified system. Such knowledge is particularly important given 
the large environmental changes that human beings are capable of inflicting upon 
most species or situations. Our desire to control many natural phenomena and 
also any attempts to protect, safeguard or at least limit any harmful effects we 
may have all require a thorough understanding of the underlying processes.
This thesis considers mathematical models in terms of population dynamics, 
although the variables could of course represent other quantities such as chemical 
concentrations. We do not attempt to create “simulations”, that is, specific models 
with realistic parameter values which describe a particular system. Instead we 
consider mathematical models of a “strategic kind” (Maynard Smith, 1974, pxi), 
in an attempt to understand certain properties or aspects of systems, in this 
case concerned with delays and spatial effects. We can not simulate an entire 
ecosystem, and so to gain general insights we need simpler models. The less 
detail contained in a model, the less relevant it may be to any specific example, 
but the more likely it is to give results from which information may be inferred 
for a wide range of applications.
Before we continue we should make clear what form of equations will be ana­
lysed here, and why. All the models considered here are deterministic rather than
1
stochastic, and so may face two main criticisms. The first is that technically they 
requires an infinite population size, and secondly that random fluctuations in the 
environment are ignored. We note however that “if [the population] is large, the 
deterministic models give an adequate picture of the behaviour of populations” 
(Maynard Smith, 1974, pl3). Errors may arise if the population drops too low, 
since then there is a significant (or at least non-negligible) chance of extinction, in 
stochastic models. May (1971) showed that for interaction coefficients which did 
not vary ‘too much’ the stability criteria for equilibria of deterministic and the 
equivalent stochastic models were identical, and inferred that this was “a substan­
tial justification for our playing with deterministic models” (May, 1971, p55).The 
advantage of deterministic models is that they are analytically far more agreeable, 
and have thus dominated the field of bio-modelling.
Our ‘foundation’ equations consist of two forms. Ordinary differential equations 
(ODE’s) are used to represent a total population size u varying with time t, and 
will generally take the form
^(i) = u(t) F  (n(t)), (1.1)
where F  is some intrinsic growth functional. More complicated partial differential 
equations (PDE’s) are used to model population density at a specific point in space 
x at time t, so that u =  u (x, t). To involve this aspect of the model our equation 
will include, in addition to the growth term in (1.1), population movement. For 
our models this is invariably Fickian diffusion (that is, with constant diffusivity 
d ), so that our equation is of the form 
du
~ { x , t )  =  u (x ,t) F  (u (x ,t)) + d V 2u (x ,t). (1.2)
Although we consider £ as a point in space, results are of course equally applicable 
if this (vector/scalar) variable represented, for example, age distribution. The 
population/population density u may of course also be of vector form, to represent 
interacting species or chemicals, or again perhaps differing age classes.
The next section discusses how (and why) our models vary from these ‘basic’ 
equations, through the introduction of delays and spatial effects. Henceforth we 
will refer to both of these as ‘non-local’ effects, since they are either non-local in 
space or time.
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1.1 Motivation
In terms of population dynamics, there are numerous biological and ecological 
reasons for delays or other nonlocal effects to arise in any model equations con­
structed. There can be a delay in the response of vegetation to external stimuli, 
such as rainfall (Wellens, 1997), as shown in the the effect of climatic factors on 
ring growth in trees (Camarero et al, 1998). One important factor is a species’ 
development or maturation time, so that a change in resources or environment 
does not result in a change in the number of adults until some time afterwards. 
This effect was noted experimentally by Nicholson (1954, 1957), see chapter 8. 
Another way in which a population’s age can induce delay is gestation; Volterra 
(1931) considered the effect of this on a predator population after contact with 
prey. Other delay factors include feeding times (Caswell, 1972), the regeneration 
time for resources (May 1973; May, 1974; May et al 1974), food storage, threshold 
levels or reaction time to other events.
Spatial effects arise very naturally when we consider population densities, since 
individuals will often be affected by members of their own (or another) species 
around them. This could be due to, for example, a shared resource, the negative 
effect of waste produced by individuals, or the likelihood of finding a mate.
Such varying sources will of course result in different forms of delay and/or 
spatial effect; we would for example expect gestation to result in a delay which 
pays particular attention to some single time in the past, whereas delay due to 
resource regeneration is more likely to be an accumulated effect. It should be 
noted that any model of a population which is both moving and contains some 
delay effect is likely to require that both these factors be accounted for in some 
form of spatio-temporal delay (see below).
To summarise,
Conclusion 1 The inclusion o f relevant non-local effects (in an appropriate form )  
is an important aspect o f (improving) m athem atical models o f  populations (or other 
biological phenom ena).
1.1.1 Delays and other non-local effects
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1.1.2 Variable delays and spatial effects
Although in most models, non-local effects are considered as constant, the en­
vironmental (or other) factors which produce these may fluctuate in time (often 
on a daily or annual basis), or space, or be dependent on some other aspect of 
the system, such as the actual value of the solution (‘population(s)’) itself. For 
example, any delay incorporated due to the regeneration time of plant resources is 
very likely to be longer in Winter than in Summer, giving temporal variation. It 
is also likely that this regeneration will vary across a domain, perhaps due to dif­
fering soil or light conditions (spatial variation). We have mentioned before that 
intra-species competition may lead to spatial averaging terms; it may however 
also have other effects. If individuals are competing for access to a resource, then 
a delay may occur until they succeed, its magnitude dependent on the number of 
other individuals they are competing against (a ‘state-dependent’ delay).
We consider some recent research below which suggest that such consideration 
are important, since factors which may have a non-local effect (such as growth 
rate and maturation time, see section 1.1.1 above) can be highly dependent on a 
variety of different parameters or variables.
One environmental factor that affects many species, whether nocturnal or di­
urnal, is their daily amount of light (photo-period). Day length obviously fluctu­
ates across the year, with very large changes at the poles to relatively nonexistent 
ones on the equator. Photo-period has been suggested as the cause of various 
seasonal differences in observed species (see below), as well as genetic differences 
in some species (Takeda, 1998). If, as an example, we consider the Heteroptera 
true bugs, then a population model of adults could incorporate a delay term re­
lating to the maturation of larvae. It has been shown (Musolin & Sualich, 1997) 
that long day conditions cause a prolongation of this maturation time for certain 
species, varying from 10-20% in some, up to 50-60% in others. Photo-period af­
fects the dynamics of populations in other ways, such as breeding (Nelson et al, 
1997) or hormone levels (Beccavin et al, 1998) , as well as in development and 
growth (WalkdenBrown et al, 1997). Day-length may have an effect on environ­
mental temperature for some species, which can again affect growth or reproduc­
tion (Nasri et al, 1996).
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The oceans’ salinity levels vary both in space (giving strong salinity gradients 
at river mouths, for example) and in time (Poulos et al, 1997). Ocean temperature 
has also been shown to vary (Wohlleben k  Weaver, 1995), both annually and over 
much longer time scales. Both these factors can strongly affect the behaviour 
and dynamics of marine flora and fauna. In addition, the lunar cycle results 
in continuous variations in the level of fresh and salt water that is present on 
river banks and by the coast. The burrowing behaviour of Veneroid bivalves 
is dependent on salinity (Sakurai et al, 1996), and the temporal dynamics of 
macroinfaunal communities are functions of the seasonality in salinity (Nacorda 
k  Yap, 1997). Both temperature and salinity inhibit the growth of Carthamus 
plants (Gadallah, 1996). Kim et al (1997) showed that current temperature (but 
not salinity) affect the next year’s population of the small yellow croaker.
Marine algae show seasonal variations in their antifungal and antibacterial 
activity (Padmakumar k  Ayyakkannu, 1997). This variation may be slight (Chloro- 
phyceae), very marked (Phodophyceae) or result in complete absence of activity in 
certain seasons (Phaeophyceae).
Amongst the scents released by honeybees is a deterrent (to other bees) in 
response to being agitated, confined or killed. This produces a delay in other 
bees in approaching the site (Balderrama et al, 1996). The size of this time-lag 
fluctuates annually, with maximal values shortly after the period of abundant 
nectar flow.
It is well known that the concentration levels of many metals fluctuate across 
certain regions, on land and in water. This may be natural, such as the variation 
of potassium and phosphorus across Australia (Bolland k  Allen 1998), although 
there is increasing work concerning the amount of artificially introduced metal 
in natural systems (pollution), for example, copper and lead through urban run­
off (Vesk k  Allaway 1997). These variations result in a difference of uptake by 
flora and fauna, although the rate of uptake can also be affected by variations in, 
for example, sediment composition in a relatively homogeneously contaminated 
area (Bietz et al 1997). Small spatial variations in contaminant levels have been 
found, for example, in yellow perch in the St. Lawrence river (Ion et al 1997), and 
low variation (relative to the spatial scale) in benthic organisms in the Wadden
5
Sea (Bietz et al 1997). Such variations, especially in heavy metals, are known to 
strongly affect the behaviour and performance of living organisms, for example 
the response of purple urchins to zinc (Phillips et al 1998). In this last example 
the situation is even more complicated, with the addition of seasonal variations 
in the response, possibly due to temperature fluctuations.
There are also some papers on planktonic competition systems with delayed 
nutrient recycling (e.g. Beretta et al, 1990; Ruan & He, 1998). In this application 
the time delay tends to increase when temperature decreases (Whittaker, 1975).
We do not expect all of these factors to result in variable non-local effects, but 
do note that they imply that a delay or spatial effect may be inhomogeneous in 
space, periodic in time or state dependent (other possibilities are also biologically 
relevant), suggesting that
Conclusion 2 Variations (o f an appropriate form ) in non-local effects may be an 
important aspect o f  accurate modelling fo r  population dynamics (or other biological 
phenom ena).
1.2 Non-local equations
There are two main ways of incorporating delays into differential equations, mak­
ing them either discrete or distributed. In all cases we require suitable initial 
conditions for our problem to be well posed. For this section we shall assume that 
conditions of the form
u(t) =  ^ {t), —T  <  t <  0, (1.3)
are provided, where T  E (0, oo] is the maximum delay value (the furthest time
back the solution is ever ‘sampled’); in future sections we shall explicitly state our
requirements, or the actual conditions.
A discrete delay implies that a single instance in time the in past is important, 
and is often used to model gestation or maturation times. The growth term / 
of model equations such as (1.1) and (1.2) will then not simply be a function of 
u (x ,t) but also of terms like
u (x ,t  -  cr), a  >  0. (1.4)
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A distributed delay is given by terms such as
f  k(t — s)u(x, s) dSj (1.5)— OO
where k(t) is some suitable (non-negative and usually normalised) kernel, and 
is often considered as more realistic. There is some experimental evidence that 
continuously distributed delays are more accurate than discrete ones (see Caperon, 
1969), but the discrete form is often a good approximation. For a comparison of 
these two different methods of incorporating delay in some elementary models see 
May (1973). Two particularly popular kernels for the delay term (1.5) are the 
‘weak’ and ‘strong’ kernels, given by
respectively (where 9 >  0). Note that both have been normalised so that
This can always be achieved by simply rescaling the model equations, and means 
that uniform steady state solutions are unchanged by the introduction of delay. 
The weak and strong delay kernels (1.6) are shown in figures 1.1 and 1.2 respect­
ively. The weak kernel assumes that past populations become exponentially less 
important in time, whilst with the strong delay there is a single time (t — 1/9) in 
the past which is considered most important, analogous to the discrete delay time 
t — a. In both cases 1/9 is considered the measure of the delay.
Good reviews of previous considerations of delays are given in Cushing (1977) 
and MacDonald (1978), and the book by Gopalsamy (1992) extensively describes 
the analytical methods available.
Non-local spatial effects are usually incorporated as an integral over the domain 
(here referred to as D), i.e. the equation contains terms such as
This is in effect weighted spatial averaging, so that the growth rate at a given 
point in space is dependent on the size of the population across the whole domain.
k(t) — 9 e  6t and k(t) = 92t e  et (1.6)
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Figure 1.1: The weak delay kernel k(t) — Oe 9t.
Figure 1.2: The strong delay kernel k(t) =  02te 9t.
Usually this dependence is related to distance, so that (if the domain is the infinite 
real line), kernels such as
K (x )  =  (L7)
are appropriate. Here 1 /^ /a  is a measure of the strength of the spatial averaging 
(a > 0), and the kernel K  has once again been normalised for convenience. There 
is of course no good reason why the spatial effects could not be a function of 
something other than the distance x — y between spatial points, but this is most 
often the case. Kernel (1.7) is essentially the weak kernel, but takes account of the
fact that unlike delay, where only past (lesser) values of t need to be considered, 
on a spatial domain all surrounding points are included.
In general, populations may be affected by both delays and spatial effects, so
may be appropriate.
To fully consider a population with delay which is also moving in time, we 
need to (often) involve spatio-temporal kernels in our equations, not just the pure 
delay ones as given above. Since individuals change location, they may not have 
been in the same position at previous times when any delay is taken into account 
and so the delay must be non-local in space as well as time. This issue was first 
addressed by Britton (1990), in terms of population models at least, and a special 
case of the kernel (for terms of the form (1.8)) derived in that paper, namely
where 6 > 0, is what we will consider here (when a specific kernel is required). 
Note that the kernel (1.9) is basically a spatially averaged delay - more general 
g (x ,t) may be appropriate where other spatial effects (apart from those due to 
the combination of delay and movement) are to be considered.
Variations in delays or spatial effects can be incorporated by making the ker­
nel parameters dependent variables rather than constants. In this thesis for ex­
ample we consider time, space and state dependent delay (cr = o (t), 6 = 9{x) and 
c7 — a(u) in the notation above) and time dependent spatial averaging (a =  a ( t ) ) .  
There exists a diverse and incomplete range or results concerning population mod­
els with variable parameters (predominantly time dependent delays and fluctuat­
ing environments); we shall discuss these in the relevant chapters.
The inclusion of delays and spatial effects in population models is highly rel­
evant, since they can give rise to behaviour not possible in their absence, such as 
oscillations in scalar equations. The two areas with which we will mainly concern 
ourselves are the stability of uniform steady solutions, and the nature of solutions 
(and where possible their stability) which bifurcate from them.
that (for a model of the form (1.2) for example), the inclusion of terms consisting 
of double integral convolutions such as
(g * *u) (x ,t) =  [ f g (x — y ,t  — s) u (y, s) dy ds (1.8)
(1.9)
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Delays tend to destabilise steady states, especially if they are ‘significant5. By 
this we mean that they are either sufficiently long or that the delayed term in any 
equation(s) is sufficiently large. The length of a discrete delay is easily defined 
(as a  in (1.4) for example); for integral convolutions the concept is less clear, but 
there is usually a reasonably uncontroversial measure we can take which we define 
as the strength of the delay (such as 1/9 in (1.6) above), given by
POO r r OO
/ t k ( t ) d t  or / / t K ( x , t ) d t d x .
Jo Jxen Jo
In the same way, spatial averaging effects are ‘significant5 if the averaging kernel 
is sufficiently strong (defined by 1 j\ fa  for (1.7) above). For spatio-temporal con­
volutions we need to be more careful, since here we may have a measure of both 
temporal and spatial effects. In (1.9) for example, spatial averaging is introduced 
because of, and dependent upon, the delay, and so we are interested in the delay 
strength of the kernel, namely 1/6.
Although the stability of a uniform steady state may often be reduced to requir­
ing the strength of non-local effects to be less than some critical value, the changes 
induced in a system by their introduction are not always predictable. For example 
delays can not stabilise an otherwise unstable equilibrium in a two species compet­
ition model, but may do so for three or more competing species (Cushing, 1977b), 
and may reverse the outcome of competition (Caswell, 1972) for a system of any 
size. May’s (1973, 1974) work on some elementary models led him to conclude 
that under certain circumstances an unstable vegetation-herbivore (prey) system 
could be stabilised by the introduction of a carnivor (predator), even when the 
herbivore-carnivor (prey-predator) system, with unlimited vegetation, was also 
unstable.
Possibly the most highly studied area after stability, and a natural consequence 
of instability, is the consideration of oscillatory solutions of delay-differential equa­
tions. In many ways the onset of oscillations due to delay is intuitive; for example, 
if we attempt to continually ‘re-adjust’ a solution to a given value, but the for­
cing action responds too slowly, then we may always ‘overshoot’ the desired value 
(before halting our forcing) and only oscillate about it. Maynard Smith (1974) 
suggests that, in general, if the delay is longer than the ‘natural’ period of a sys­
tem (that is, the inverse of the unregulated growth rate), then large amplitude
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oscillations will occur.
Oscillations have been observed in laboratory experiments and have often been 
attributed to time delays (see for example Nicholson, 1957; Caperon, 1969; Luck- 
inbill, 1973; May et al 1974). Temporal oscillations may arise, even in scalar 
equations, through delay-induced bifurcation of a steady state. Cushing (1977a) 
showed (through numerical studies) that with increasing delay, solutions of a scalar 
delay-differential equation equation went through the following stages: monotone 
convergence (to a steady state solution), oscillatory convergence, sustained oscil­
lations and finally violently divergent oscillations. As an example, consider the 
non-dimensionalised discrete-delay logistic equation (see section 1.2.1):
^(t) = u{t) (1 -  u{t -  r)) r > 0.
It has been shown that all solutions are monotonic for t < exp (—1), and oscil­
latory if the inequality is reversed (Kalcutani & Marlcus, 1958); u = 1 is globally 
stable for r < | (Wright, 1955) and locally stable if and only if r  <  f (Hutchin­
son, 1948); and periodic solutions exist for r > | (Jones 1962). Here we cite only 
the first derivation of such a result; many more examples exist.
Periodic solutions will always exist when Hopf bifurcation occurs, at least near 
the bifurcation point. We require a version of the Hopf bifurcation theorem (Hopf, 
1942) suitable for delay equations. Such results now exist for more complicated 
problems including non-local equations, often posed in an abstract space (see for 
example Crandall & Rabinowitz, 1980, and references therein). When reference is 
made to Hopf bifurcation in this thesis, it will be in the context of the theorem by 
Diekmann et al (1995, p291; see also Wu, 1996), specifically tailored to retarded 
functional differential equations. Apart from the addition of certain smoothness 
conditions, the criteria for Hopf bifurcation are fundamentally the same as for 
local equations, namely that a pair of complex conjugate roots of the charac­
teristic equation (of the linearised equation) cross the imaginary axis with zero 
speed, whilst all other roots have negative real part. Results such as criticality 
determining stability also still hold (see for example Gopalsamy, 1992). For PDE 
models, bifurcation through real eigenvalues may result in spatially inhomogen­
eous steady solutions, which may occur in system contain non-local spatial effects 
such as ‘spatial averaging’. The development of spatial patterns is of great interest
11
in mathematical biology , see for example Murray (1992) and references therein. 
In reaction-diffusion system, Turing-type bifurcation (Turing, 1952) may occur, 
leading to spatial solutions evolving from a uniform state. Here we have ’diffu­
sion driven instability’, even though diffusion is usually considered a stabilising 
factor. In addition, the (linear) bifurcation analysis has proved useful in pre­
dicting certain aspects (such as the wavelength) of the resulting spatial patterns. 
When we have both temporal delays and spatial effects, it is therefore possible for 
solutions to arise which are both spatially inhomogeneous and periodic in time 
(or at least temporally non-constant). Non-locally induced bifurcations to steady 
inhomogeneous solutions which may be stable are of particular interest, since in 
many purely local scalar systems (for example, those on a convex domain with 
Neumann boundary conditions), the only possible stable steady states are those 
that are uniform (Castern and Holland, 1978).
One further aspect (apart from steady state stability and bifurcating solutions) 
of spatial equations that we investigate, in the context of delays or spatial effects, 
is travelling waves. These are again highly significant in biology (Murray, 1992, 
again gives a comprehensive review and references). There are many observable 
wave phenomena in biology, including ‘travelling fronts’ - wave solutions connect­
ing two uniform states. This will be discussed in greater detail in the relevant 
chapters (see section 1.3); here we merely mention that since such waves are of 
biological significance (and mathematical interest), it is important to consider the 
impact of non-local effects, which may be introduced into a model to improve its 
(biological) relevance and thus give a more accurate representation of the system 
under consideration. We have shown that the effects delays and spatial effects can 
have on model equations are manifold, including the onset of instability, bifurca­
tion to periodic solutions and the development of spatially inhomogeneous steady 
spatial patterns. Thus;
Conclusion 3 The inclusion o f non-local effects has a highly significant effect 
upon the possible solutions, and more importantly the stable dynamics, o f equations 
or systems o f equations.
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Since a large part of this thesis is concerned with drawing ‘generic’ conclusions 
concerned with delays and spatial effects, we will, where possible, consider general 
growth functions / in equations of the form (1.1) and (1.2). Often however our 
analysis, although applicable to a wide range of models, is only possible explicitly 
to a specific example, and it is natural therefore for us to take as our starting 
point the logistic equation, when we wish to consider a scalar ODE, or the Fisher 
equation for a scalar reaetion-diffusion equation. As an example of a multi-species 
system, we take May’s (1973) delayed version of Volterra’s (1926) predator-prey 
model (see below).
The logistic equation is the simplest model which has relevance to population 
dynamics, and has been widely considered (with and without delay). It is a 
paradigm in population ecology, but has never the less been successfully used. It 
was first proposed by Verhulst (1838) to represent a population u(t) with intrinsic 
growth rate r and maximum carrying capacity K  (both positive), given by
1.2.1 Model equations
This simplest form has an explicit solution, unique for initial data u(0) = Uq,
It has also been independently derived by other justifications, for example food 
resource competition (Shoener, 1973) and mass balance considerations (Williams, 
1967; Edelstein-Keshet, 1988; Blanco, 1993; Kooi et al, 1998).
It has been successfully fitted to yeast growth data (Carlson, 1913) and been 
used to model, amongst other things, human (Pearl et al, 1940) and snail (Long 
et al, 1974) populations. For a historical overview see Hutchinson (1978).
A ‘spatial’ version of this is the Fisher equation (Fisher, 1937)
which was proposed to model the propagation of a favoured gene. It can be derived
namely
u0 K e rt
K  +  uo (e — l)
— (&, t) = u(x, t) [1 — u(x, £)] + D V2 u(x, t), D >  0,
from the logistic equation (with normalised growth rate and carrying capacity)
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by the addition of spatial diffusion, but considers population density, dependent 
on both time and ‘position’, rather than the whole population (changing with 
time). The logistic equation has been successfully used as the growth term in 
more complicated population models, such as for the Spruce Budworm (Ludwig 
et al, 1978 and subsequent extensions), where it is combined with diffusion and a 
predation term.
Volterra (1926) considered a predator-prey model, under the assumptions that 
(i) in. the absence of a predator the prey has logistic growth and (ii) the rate at 
which they prey is consumed is proportional to the product of the two species 
density (a result of the ‘contact rate’), giving
This is the Lotka-Volterra predator-prey system, with the addition of a self lim­
iting prey term (—bN); for a discussion of the applicability of Lotka-Volterra 
systems see Waltman (1983).
The simplicity and formulation of the logistic equation has been criticised (al­
though perhaps for the same reason it remains well studied), and it is perhaps 
best viewed as representative of population models rather than relevant to a spe­
cific problem. Criticisms include a lack of immediate relevance of the parameters 
(Nisbet et al, 1991) and anomalous behaviour when these parameters are treated 
as independent (Kuno, 1991). It has been observed (Ginzburg, 1992) that there 
seems to be no satisfactory way to introduce mortality. The logistic equation 
avoids explicit modelling, with parameters values based on experimental data, 
but this assumes that these parameters are unchanged by the introduction of new 
mechanisms. For further comment see May (1976), Pielou (1977) and Hallam & 
Clark (1981).
It has been suggested (Hutchinson, 1948) that incorporating a fixed delay into 
the logistic equation, to give the equation
could model a density dependent feedback mechanism which takes r time units to 
respond to population changes. Although there is some controversy in justifying
—  = N  (a — bN ) — c N  P, —  =  —d P  +  e P N , a, 6, e, d, e > 0. (1.10)
T > 0 (1.11)
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the placement of the delay in the above model (see for example Ricklefs, 1973), 
we shall also apply it here for ease of comparison with (the many) other results 
concerning this equation. An alternative location for the delay that might be more 
representative as a birth term is
d u , . , , u2(t)- W = r„(t-r)— ii.
The logistic equation, with various forms of delays (but almost invariably located 
as in (1.11)), has been studied by many authors. This has often been for discrete 
delays, considering either asymptotic behaviour (Fowler, 1982; Ahlip & King, 
1996), or looking at oscillations (Gopalsamy, 1986; Gopalsamy et al, 1990; Ladas 
& Qian, 1994), as well as some work on non-oscillations (Gopalsamy, 1985; Zhang 
& Gopalsamy, 1988; Aiello, 1990) and including diffusion i.e. the Fisher equation 
(Gopalsamy et al, 1993; Ashwin et al, 1999).
Volterra (1931) derived a modified version of the Lotka-Volterra model, taking 
into account the fact that, although predation might be instantaneous, the benefit 
to the predator would only become apparent after some delay (due to gestation 
for example), giving the delay equations
dN  dP  r*
—— — a N  — p N P , —  = -7  P  +  5 P  N ( s ) k { t - s ) d s ,  a , / 3 ,^ ,5 > 0 .
dt dt J —oo
It is natural to consider including multiple delays, reflecting other aspects such 
as a delay in the growth rate response of the prey (the a N  term). Which delays 
should be included and which may be left out depends on their relative strength 
or significance (see Cushing, 1977). May (1973) noted that for some predator-
prey interactions, the delay in the prey growth rate response due to resource
limitation is far greater than any interspecies reaction (with references to field 
data supporting this assertion), and proposed the predator-prey system
dN  /  N \ dP
—  = N  ( a  — b j  N (s)k (t  — s) ds — c P J  , —  = - d P  + e P N .
It is this delayed version of Volterra’s equation (1.10) which we shall analyse, when 
considering the effects of certain delays in multi-species models.
In addition to attempting to draw general results concerning certain specific 
non-local effects, we also consider some already established non-local models, and
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the possible changes (improvements) that could be made to those delays and/or 
spatial effects. As has already been mentioned, the inclusion of an appropriate 
non-local term can be as important as recognising that an equation (or system of 
equations) is not local in space and/or time. The changes we introduce take two 
forms. Firstly, since a discrete delay such as (1.4) is usually only a mathematical 
approximation, a clear extension to any model with such a term is to consider 
a continuous delay, and if possible a general term of the type (1.5). Although 
this may complicate the analysis, there is good biological motivation for this (see 
section 1.2). Secondly, the issue that a delay term in a moving populations may 
often need to both non-local in space as well as time (giving rise to terms such 
as (1.8), and whose motivation is also discussed in section 1.2) is also addressed 
for two models, including the diffusive version of the much studied and highly 
applicable Nicholson’s blowflies equation (see chapter 8).
1.3 Outline
Our initial concern is with regard to the stability of any (uniform) ‘steady state’ 
equilibria, particularly non-trivial ones (which reflect steady coexistence, or at 
least not extinction of all species). When a change of stability can occur (with 
respect to any one of a large number of possible parameters), it is instructive to 
consider the type and effect of all bifurcations.
Many of the results in this thesis are predominantly, but not exclusively, con­
cerned with the linear analysis of models. Although it is unarguable that global 
phenomena are also important, local analysis is a first step to understanding the 
qualitative nature of any model under consideration. In terms of the stability 
of solutions, our work will make much use of the following fact; i f  the linearised  
equation about som e solution is (globally, always) asymptotically stable, then the 
solution o f the fu ll non-linear system is locally asymptotically stable (or ‘linearly’ 
asymptotically stable: LAS). What we mean by this is that all sufficiently small 
perturbations to the solution die out, and it is therefore the unique attractive 
state in some neighbourhood.
Bifurcation analysis can reveal the existence of, for example, periodic or spa­
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tially inhomogeneous solutions. In the context of pattern formation, linear ana­
lysis has proved useful in predicting the final wavelength (s) of emerging patterns 
when bifurcation from a uniform equilibrium occurs. As well as the stability of 
steady states, it is also important to consider the stability of bifurcating solutions, 
since only stable solutions will be ‘observable’ in practice. This we attempt where 
possible, noting that this may sometimes be ascertained by the criticality of the 
bifurcation (see section 1.2).
The mathematical justification for this thesis (given the biological motivation 
in section 1.1) may thus be summarised as follows:
The (local) stability of steady states, and the type of and stability of 
solutions which may bifurcate from them, give important information 
about the dynamics of a model. This is especially true when considering 
the role of novel non-local effects, when the initial aim is to study any 
different or new phenomena which may arise.
Before we outline the chapters which follow, we briefly consider the criteria for 
solutions to remain biologically relevant. Any model of a population (with initial 
and where appropriate boundary conditions) should have a solution which exists 
and is unique, continuous, non-negative and bounded. The first three requirements 
follow immediately from the method of steps for discrete delay models and stand­
ard non-autonomous differential equation theory, provided that initial conditions 
of the form (1.3) are provided. The positivity of solutions is guaranteed for all 
models of the form (1.1) and (1.2) with positive initial conditions, since they 
posses a factor of u on the right hand side, which means that solutions never leave 
the positive (hyper) quadrant. Boundedness can only be ensured by construction 
of a suitable (non-linear) model, but can usually be easily verified in each case; it 
is certainly true for the logistic and all other equations which we consider.
As we have mentioned, our work consists of both novel non-local effects in 
simple ‘representative’ models, and ‘improved’ non-local effects in specific (estab­
lished) models. A variety of delays and non-local nonlinearities are examined in 
both uniform (ODE) and spatial (PDE) models, but we hope to give a logical 
progression and some consistency in the problems considered.
Variations in non-local effects are important, as has been mentioned in sec­
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tion 1.1.2. Chapter 2 considers a time dependent (discrete) delay in the logistic 
equation. Although generic stability criteria are obtainable for small amplitude 
variations in the delay, we give results confirming that for large amplitude vari­
ations (and certain critical cases), the actual form of these variations in the delay 
are highly significant. A natural extension of this is a delay which varies across the 
domain rather than with time, and results concerning this are given in chapter 4. 
Spatial effects may also of course vary in time, and chapter 5 shows that this may 
result in the formation of steady spatial patterns. Another obvious variable upon 
which non-local effects may depend, apart from time and space, is the actual solu­
tion value (the ‘state’). Although equations with delays are not explicitly solvable 
in general, it is possible to construct approximate solutions. In chapter 3 we con­
sider some simple models with a state-dependent delay, and the effect this has on 
any periodic solutions bifurcating from the uniform steady states. In particular, 
explicit construction of solutions can also give details on their stability, in terms 
of the delays state-dependence.
Possibly the simplest and crudest ways in which the solution to a differential 
equation may be altered is by an impulse - an enforced instantaneous change. 
In chapter 6, we consider whether delays in the impulse can alter the effect the 
impulse has, on linear equations. We also consider the impulse logistic equation 
where impulses are not proportional to the divergence of the solution from some 
steady state (as considered by many authors), but rather the actual solution 
(whole population). Here the ‘steady’ state can not be stable, but we give bounds 
and where possible limits for solutions. We conclude that impulsive perturbations 
have a broadly uniform effect, and are not worth considering further in terms of 
possessing novel non-local effects in deterministic differential equations.
Chapter 7 is concerned with the global stability of a scalar ODE which contains 
multiple delays. Prompted by considerations of harvesting in fish, where the 
quantity harvested in any year may be dependent on the stock estimate made 
annually at the start of the year, the delays take a specific piecewise continuous 
form (this is an extension of work done by Byrne & Gourley, 1999).
As has been mentioned before (section 1.2), moving populations which include 
a delay may often require this term to be spatio-temporal. Recent work has exten-
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ded Nicholson’s blowflies equation to a diffusive (spatial) model (see references in 
chapter 8), and we address whether the population’s movement requires attention 
in the delay for this model in chapter 8. In addition we consider the existence and 
stability of small amplitude travelling waves. We also extend the ecotoxicological 
model of Chattopadhyay et al (1997) to the spatial case (in chapter 9), since the 
production of toxins might be expected to have a non-local effect. The inclusion of 
a spatio-temporal kernel (rather than a pure delay) is particularly suitable here, 
since effects such as spatial averaging may need to be considered in their own 
right. We find that spatial results (still applicable to the original ODE problem) 
can actually extend the original results.
Madras et al (1996) developed a discrete analogue of Britton’s (1990) aggreg­
ation model, containing discrete delays and based on a population living around 
a lake. In chapter 10 we reconsider this model, firstly by extending results to a 
large class of different delays, but primarily to attempt to make the modelling, 
and in particular the inclusion of delays, more relevant to the original problem.
Ashwin et al (1999) showed, amongst other things, that travelling fronts per­
sisted in the Fisher equation for a (spatially averaged) temporal delay. In chapter 11 
we show that this is also true for a purely spatial non-local effect, and construct 
asymptotic approximations to the solution.
Rotating and/or spiral waves are considered to occur predominantly in higher 
order systems, and have only been shown to exist in scalar-equations with (the 
rather artificially imposed) rotating boundary conditions. In chapter 12 we show 
that it is possible for rotating (but not it appears, spiral) wave solutions to exist 
in scalar equations with homogeneous Neumann boundary conditions, brought 
about by a time delay in the model.
Our conclusions are drawn together in chapter 13.
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T i m e  p e r i o d i c  d e l a y
C h a p t e r  2
2.1 Introduction
It is quite natural for many phenomena which produce delays to vary with time. 
Many models incorporate delay due to resource regeneration time, which we would 
expect to be greater in Winter than in Summer. Since most natural phenomena 
have some intrinsic period (perhaps daily or annually), we shall consider period­
ically varying delays - this also makes the analysis more accessible.
We shall study the linear stability of the steady states of two particular pop­
ulation models where the delay is taken to be a periodic function of time. The 
models are the logistic equation with variable delay
(^t) = u(t)[l —u(i —<r (<))], (2.1)
with o(t) >  0 and periodic, and a predator prey system of the form
= u ( t ) [ l - u ( t - a ( t ) ) ] - a u ( t ) v ( t ) ,  
f t {t) =  V { t ) [u { t ) -P ) .
Although these are the only two models we consider, it is clear that the methods 
we use in this chapter will be applicable to a wide range of other similar equations 
and systems.
Work on periodic delays often consist of equations with periodic coefficients, 
where all have equal period (Badii k  Schiaffino, 1982; Zhang k  Gopalsamy, 1990; 
Freedman k, Wu, 1992; Ahlip k  King, 1996). Work has also been carried out
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where the delay is constant but an integer multiple of the (common) coefficient 
period (Lalli & Zhang, 1994; Graef et al, 1996), including models with diffusion 
(Gopalsamy & Weng, 1992). In all these cases where coefficients are not constant, 
we would not expect any (biologically relevant) model to have a non-zero steady 
state, and, indeed, the above work is primarily concerned with the stability of 
oscillatory solutions.
Before proceeding, we note that there are, in fact, numerous studies of reaction- 
diffusion systems where diffusion coefficients and other model parameters (but not 
delays) vary in time, due to seasonal fluctuations, for example. The effect such 
fluctuations have on the stability of the spatially uniform equilibrium solutions 
can be studied by using techniques such as two-timing asymptotic expansions 
(Gourley et al 1996) or Floquet theory (Sherratt 1995a, 1995b).
Considerable analytic progress is possible when a(t) differs from a constant by 
a periodic function whose amplitude is small, so that
cr(t) = a 0 + e f ( t ) ,  (2.3)
where £<1 and f ( t )  is periodic with frequency lo (and period 27t/ co). It is possible 
to obtain a general linear stability condition in terms of the Fourier coefficients 
of the function /(£). The particular case f ( t )  — sin art is then examined in detail, 
revealing that the stability or instability of the non-zero steady states depends 
on the value of the frequency lo, with an infinite number of instability windows. 
Numerical simulations confirm this analytical result.
For such small amplitude delays (when cr(£) has the form (2.3)) it is the mean of 
the delay which determines stability or otherwise of the system. As our numerical 
investigations indicate however, this is not true when the amplitude is large, and 
our stability criteria become less valid with increasing e. To investigate this further 
we consider two examples of large amplitude delays (in the logistic equation), and 
derive stability criteria for these. The two simple piecewise continuous delay 
functions we consider are
o(t) = n T , ( p f l )  T ) ,
' ( 2 n f a  ) r , ( n  + l ) r ) ,
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a step wise varying delay with period T , and
cr(t) = t  — T
(where [h] denotes the greatest integer function and k G Z+), giving a ‘raised’
saw-tooth delay with period T.
2.1.1 The logistic equation with variable delay
It is well known that in the case of constant delay (a(t) = a) the steady state 
u* :=  1 is stable when a  <  7r/2 and unstable otherwise. These facts can be 
established using standard methods (e.g. Marshall et al 1992). Cases involving 
variable delays have previously been studied to some extent and there are in 
the literature theorems (not necessarily requiring periodicity of f( t ) )  that yield 
sufficient conditions for stability. For example, as a special case of the | Theorem 
by Yoneyama (1987) we can show that if
then u* =  1 is linearly stable. Ladas et al (1983) showed that if 0 < a(t) <  t and 
lim^ oo a(t) — <7, with a  G (0, tt/2), then again u* = 1 is stable. We note however 
that the first of these results is not sharp, and that the second is not applicable 
to (non-constant) periodic delays.
2.2 Small amplitude delay
We now consider equation (2.1) with the variable delay given by (2.3), so that
2.2.1 Linear stability analysis
To investigate the linear stability of the steady state u* =  1 of (2.5) we set 
u(t) =  1 -f u(t), substitute into (2.5) and retain only the linear terms to get
(2.4)
— (t) = u(t)[1 -u(t-(i))]. (2.5)
—(t) = -  u{t (T0 -  e/(i)) (2.6)
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and from this point on we shall drop the tildes. Of special interest will be the 
case cfo = 7t/2, since when e — 0 this is known to be the critical value of a 0 
(the stability boundary) distinguishing between stability and instability. Here,
close to 27r.
When e > 0 the delay a(t)  is a small amplitude periodic perturbation from the 
value 7t/2. We do not expect to be exactly on the stability boundary any more - 
the steady state will be stabilised or destabilised, but the new stability boundary 
will be close by. Growth or decay of solutions is therefore predicted to occur on 
a slow time scale, while the solution will still tend to oscillate on a time scale 
close to that of the period of the bifurcating periodic solution in the £ = 0 case. 
With these considerations in mind, we will use the two timing method and seek 
a solution of the form
where r  — £t. Equation (2.6) becomes
ut{t, r; £) + £uT(t, r; e) = - u ( ( t  -  cr0) -  £ f { t ) , r  -  £(a0 + £/(*)); £). 
Expanding the right hand side of this as a Taylor series in £ and also writing
u0,t{t: t ) + £u0>T(t, t ) + £uht(t, r ) + 0 (£2) =
- u 0(t -  <70, t) + £ f ( t ) u 0jt(t -  CT0, t ) +£Cf0Uo,T(t -  C70,r) -  £Ui{t -  CT0,t) + 0(ff2), 
where Uijt(t ,r )  =  d u i( t ,r ) /d t, etc. We introduce the linear operator £, defined
stability is lost through a Hopf bifurcation to a periodic solution whose period is
u(t) = u(t, r; £),
oo
u( t ,T]£)  =  £ZUi(t ,T)
gives
by
(2.7)
so that upon collecting powers of £ the first two equations are
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From now on we set oo = 7r/2 since this value is of special interest, as we have 
already explained. There is nothing restrictive in letting a 0 have this particular 
value since the mean value of the periodic perturbation s f ( t )  is allowed to be 
non-zero at this stage.
It is easy to verify that (2.8) has solution
Wo (A t) = A (t ) exp (it) + c.c., (2.10)
where c.c. denotes complex conjugate and A (t ) is to be determined. Substitut­
ing (2.10) into (2.9) then gives
exp (it) -f c.c. (2.11)£(wi(t,t)) = f( t )A (r )  -  (l + i-J A'(r) 
where A'(r) — We now expand f ( t )  as a Fourier series:
oo
/W = ]C exp (iant), (2.12)
n=—oo
so that (2.11) becomes
£(ui(i,r)) = o0A (t ) -  (l + i?) A'(t ) exp (it)+^ (r) £  a n exp (i (cun + 1) t)+c.c..
\ IJ J n_£0
(2.13)
To eliminate secular terms from the solution u\ (t, r) we require the coefficient of 
exp (it) on the right hand side of (2.13) to be zero, and this reduces to
A'(r) ( l  — m /2
A (t ) \1 + 7T / 4 Oi Q. (2.14)
The growth or decay of A(t ) is determined by the real part of the right hand side 
of (2.14). Noting that q:0 is real we conclude that
A{t)
A(t )
0 as t
oo as t
oo if ao < 0, 
oo if ao > 0.
We have therefore shown that the steady state solution u* = 1 of (2.1) is linearly
stable if the mean delay is < tt/2  and unstable if it is > n/2 .
We have yet to address the question of what happens if the mean delay is
exactly tt/2 . To do this, we now set
a 0 —  0.
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(2.15)
Expression (2.14) suggests A (r) will be constant but this is, of course, not conclus­
ive. We need to investigate the possibility of growth or decay in A [r) occurring on
a slower time scale than was assumed in the previous analysis. We will therefore
again construct a solution using the two timing method, but this time setting
T = £2t.
The first three powers of £ yield
£(u0(£,t)) = 0, (2.16)
£(ui(4,t)) = f(t)u o,t (t- “ ,t) , (2.17)
C (u 2(t,T)) =/(i)«i, t ( t -  | ,t)-u 0iT (t,r)+|u0,r (* -  r ) - l  (/(i))2 |,r
(2.18)
where the operator £ is again defined by (2.7). The solution to (2.16) is
u0(t, t) = A(r) exp (it) + c.c. (2.19)
and, since cuo = 0, the Fourier series of f ( t )  is now
oo
H t) = E«n exp (i»nt). (2.20)
— OO
Substituting (2.19) and (2.20) into (2.17) and solving gives
, ~ ct exp (i (un 1)«1 ( t ,t ) = L4(r) V  --L---, + C.C.. 2.21)fto exP (—iwfwr/2) — (un 4- 1) k ;— OO
Equation (2.18) now becomes, upon simplification,
C (u 2(t ,r ) )  = | -  (l + |i) A' (r) +
iA (r) exp (iu (m + n) t).
exp (it) + c.c..
m^O n^O — OO —OO (2.22)
(un + 1) exp 
exp — (cun + 1)
Secular terms in the solution for u2(t ,r )  will arise if the coefficient of exp (it) on 
the right hand side of (2.22) is non-zero. These terms are eliminated by requiring
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the constant term in the curly bracketed part to be zero, so that
A'(r) —2(21 + 7r)
A (r) 4 + 7r2  ^y crncv_n
2 (nu + 1) exp iu n —^j
_l
nu + 1 — exp (—10771—1
(2.23)
2 J  J
Stability then requires that the real part of the right hand side of (2.23) be neg­
ative. After a great deal of algebra, this condition can be expressed in the form
oo
53 K l2bn(u) >  0, (2.24)
n=l
where
iv (am)4 1^ + 2 cos  ^  ^(wn)3 sin Amv) + 2tv (a>ri)2 1^ — cos (/ / /   ^  ^(wn) — cos ^ ^  ^  sin
bn(u>) —  -—----------------------------------------------------------------
(am)4 + 4 (am)2 cos — cos  ^ — C0S (
The following theorem summarises our conclusions.
uimv \ \ 'TT ) )
Theorem 1 In equation (2.5) assume that <t0 = 7r/2, that e >  0 is sm all and that 
f ( t )  is a periodic function with Fourier series expansion f( t )  — Y  a n exp(iamt). 
Then
(i) i f  ot.o > 0 the constant state u := 1 is linearly unstable; while i f  ctQ <0 it is 
linearly asymptotically stable;
(ii) i f  g:o — 0 then the constant state u :=  1 is linearly asymptotically stable i f  
the inequality (2.24) holds. I f  the inequality is reversed, then it is unstable.
In general the conditions for stability will be difficult to verify. Significant
further progress can, however, be made for the particular case when f ( t )  =  sin u t  
and this is what we shall do in the next section, where the results will also be 
compared with numerical simulations.
We finish this section with a note on the period and rate of decay or growth of 
the 0(1) solution. Letting c(u) denote the right hand side of (2.23), then
A (r) =  C  exp (c (u) r)
= C  exp (c (u) e2t) ,
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where C  is a complex constant whose value is determined by the initial conditions. 
The full solution to the linearised problem is, therefore,
u (t) — A (t ) exp(it) + c.c. + 0 (e )
=  K exp (Re [c(w)] s2t) cos ((l + Im [c(cu)] e2) t + k) + 0 (e ) ,
where K  and k are certain real constants determined by C. This solution grows
or decays on one (slow) time scale and oscillates on another, namely
2?r fo O
1+Im [c(cu)}e2 ' (2'25)
These analytical results are in accordance with the results of the numerical simu­
lations described in section 2.2.2.
2.2.2 The case of sinusoidal delay
In this section we shall examine in detail the dependence on cu of the linear stability 
of the steady state solution u* =  1 of the equation with variable delay:
du(t)
dt
for e <C 1. Now
— u(t) 1 — u [ t —  ^— £ sin cut (2.26)
sin at = ~ exp(—icut) — ~ exp(iurt),
and substituting this into condition (2.24) gives the condition for linear stability 
to be
> 0, (2.27)
where
7TW4 (/ + 2COS + 4aj3 sin (W7r) + 27TO)2 ^1 — COS  ^+ 8w ^1 — COS s'n 2 J
+4"2 cos (f) 0 “cos (t ) ) +4 (' “cos (t ) )
From this we find that the steady state is stable until cu m 5.307437721, and 
figure 2.1 shows that after that the steady state’s stability depends on the value of 
cu, with an infinite number of stability “windows” (i.e. intervals of cu when > 0) 
with instability in between. Table 2.1 below gives the first six such windows.
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Figure 2.1: Graph showing sw as a function of to. The steady state u* = 1 of 
equation (2.26) is linearly stable when sw >  0 and unstable when < 0. As 
expected, has symmetry in to about the vertical axis.
window no. stable for lu between: window no. stable for lu between:
1 0 and 5.307 4 14.632 and 17.315
2 6.569 and 9.306 5 18.641 and 21.316
3 10.615 and 13.311 6 22.646 and 25.320
Table 2.1: The first six stability windows for lu.
It is worth noting that when lu is large, condition (2.27) approximates to the 
much simpler condition
that is, lu G ( in  — g ,  4n + with n a large positive integer.
We would point out that our analysis does not give the correct result when 
lu =  0 since
.. 127T3 + 1127Tlirri = —-- ——— — > 0,
7T + 87T2 + 16
suggesting linear asymptotic stability, yet we know that when lu — 0 the delay
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Figure 2.2: When lj =  4 solutions of (2.26) tend to 1. In the simulation we used 
e =  0.2. By (2.25) the period of oscillation of the 0(1) term is 6.34.
T------ 1------ 1------ 1---—--I------ i------ 1------ T
O 7 ______ I .  ___ -1------ 1------1______I_____  I __l______ I______I______
O 200 400 600 800 1000 1200 1400 1600 1800 2000
t
Figure 2.3: As in figure 2.2, but with u =  6 so that solutions diverge away from 
1, oscillating with approximate period 6.26.
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in the equation is exactly 7t/2 and the correct conclusion here is that the steady 
state is marginally stable, as a solution of the linearised equation. A separate 
perturbation analysis needs to be carried out to obtain the correct behaviour 
when cu is very small.
The stability condition on cu which we have obtained will hold for any function 
which has coefficients of its Fourier series obeying a n = 0, |n| $ 1 in the notation 
of (2.20) - that is, any function which is a linear combination of sin at and cosat.
Numerical simulations using Matlab Simulink confirm that the solutions of 
the full nonlinear equation
decay to 1 when a is in one of the stability windows given by (2.27). Figure 2.2,
a “period” close to 2n as the analytical results predicted. Figure 2.3 shows the 
solution behaviour when cu =  6, which is in an instability window. The figure 
brings out rather clearly the very slow time scale on which growth occurs.
2.2.3 Larger amplitude fluctuations
When a delay differs from a constant by a small amplitude periodic fluctuation the 
stability criteria can be determined analytically, as we have shown. In this subsec­
tion we indicate what happens when the fluctuation has large amplitude, showing 
that this changes the situation completely. Figure 2.4 shows stability/instability 
regions, in the (cu,e) parameter plane, for the constant solution u =  1 of (2.26). 
Dark regions represent instability. The diagram was computed numerically, by 
trial and error simulation of (2.26) for various parameter values. The main point 
to note is that increasing e has the effect of narrowing the instability windows 
and decreasing the number of them, and that if e is sufficiently large there is no 
instability for any a. When e is small the graph yields the stability/instability 
windows for a that were predicted by the analysis.
We also carried out some numerical simulations of
in which a = 4 and e — 0.2, shows the solution tending to 1 and oscillating with
— (t) = u(t) [1 — u (t — <70 — £ sin at)]Cbb (2.29)
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CO
Figure 2.4: Stability/instability regions, in the (u/,e) parameter plane, for the 
constant solution u = 1 of (2.26). Dark regions represent instability.
in cases when the mean delay cr0 > tt/2. In such cases if e is small our observations 
are in accordance with the predictions of the analysis, i.e., that the mean is what 
matters. So solutions evolve away from u = 1 and towards a periodic solution. If 
however £ is large the solution behaviour seems to become much more unpredict­
able. Figure 2.5 (mean delay=2, £ = 1) shows irregular oscillations in u(t) and 
figure 2.6 (a having been increased to 1.1) shows slow convergence to the u = 1 
steady state. Other simulations were also carried out which suggested that even 
when the mean delay exceeds 7r/2, the steady state u =  1 can be asymptotically 
stable if the periodic fluctuation has large enough amplitude.
We shall investigate some large amplitude delays in section 2.4.
2.2.4 Harvesting with constant effort
In this subsection we examine the linear stability of the steady-state solution 
u* = 1 — h of the simple harvesting model
rjqi
— (t) = u(t) [ l - u ( t - a  (t))] -  hu(t).
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Figure 2.5: Simulation of (2.29) when a0 =  2, u  =  1 and e =  1.
Figure 2.6: As figure 2.5 but when e =  1.1.
32
(77/
_ ( i )  =  -  (1 - h ) u ( t - a 0 -  s f  i t ) ) .
By an appropriate change of variables, this equation can be put in the form
t) = -u ( t - d Q- £ f  (t)) ,
which is the same linearised equation as we have studied previously provided 
that h is not too large, so that 1 — h is of 0(1). In the same notation as above 
uj =  (1 — h) Cj and <7o =  (1 — h) d0 and results already obtained can be carried 
over.
The value of the mean of the delay at which the system bifurcates to instabil­
ity  is increased to 2(i-h) and in ^his sense the introduction of harvesting has a 
stabilising effect (although the size of the steady state has of course been reduced).
We shall again examine the particular case f ( t )  =  sin u t  in detail, and derive 
necessary and sufficient conditions for stability, this time in terms of u  and h. This 
reduces to applying the above substitution u  into (2.27). Figure 2.7 gives
The linearised equation this time is
Figure 2.7: Stability regions for a population harvested w ith constant effort h 
when the delay is sinusoidal w ith mean 2( i -hy When h — 0 this reduces to the 
stability windows given by (2.27) in Figure 2.1.
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stability regions for to w ith increasing h, and numerical simulations for suitable 
values of h confirm these results. The system is seen to destabilise sooner w ith 
respect to a, w ith smaller but more frequent regions of instability. I t  should be 
remembered that two systems w ith the same frequency but different harvesting 
values are fundamentally different, since in our example the sinusoidal oscillations 
occur about different values of the mean of the delay d0.
2 .3  A  p r e d a t o r - p r e y  m o d e l
To examine how the ideas of the previous section can be carried over to the 
case of a coupled system of equations, we shall in this section consider the non- 
dimensionalised logistic predator-prey model w ith variable delay
where a  and (3 are positive constants and the delay a(t) is a nonnegative function 
of time. In itia lly  we linearise about all three steady states. The linear stability of 
(0, 0) is given by
so in the (u , v) phase plane we expect saddle point behaviour, regardless of the 
delay. Similarly the linear stability of (1,0) is given by
so this steady state is unstable to general perturbation for 0 <  j3 <  1. The 
stability to perturbations involving no predators (v =  0) is determined from the 
previous section since the logistic equation is the governing one in this case.
We shall henceforth always assume that 0 < (3 < 1 in order to ensure the 
biological relevance of the remaining steady state
t ) — u{t) [1 — U (t — cr(£))] — au(t)v(t),  
t ) =  v(t) [u(t) -  P ) ,
(2.30)
^ ( i )  =  u(t),
§  (t) =  - M t ) ,
the stability of which w ill now be considered in detail.
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We first consider the stability of the non-trivial steady state when the delay is con­
stant, that is, when a{t) =  a. The stability conditions in this case can be determ­
ined using methods that are well known (see Marshall et al, 1992; or I<uang,1993) 
so here we shall just summarise the analysis.
The linearisation of (2.30) about (u*,v*) is
^ ( t)  = - P u ( t - < 7 ) - a 0 v ( t ) ,
a « >  -  + > « > -  ‘  ’
Seeking solutions of the linearised system proportional to exp (At) we obtain the 
characteristic equation
A2 +  (3(1 — p) +  A/? exp (—Act) =  0. (2.32)
For stability, all roots A of the characteristic equation must have negative real 
part.
When a =  0, (2.32) becomes a quadratic equation in A whose coefficients are 
both positive. So in this case, (2.32) has two roots which are both in the left half 
plane. As soon as a >  0, new roots appear in the far left of the complex plane 
and these may cross the imaginary axis as a is further increased, giving rise to 
an instability. In fact i t  turns out that as a is increased the steady state can 
alternate between stability and instability many times giving “stability windows” 
for a, which are intervals of values for which the steady state is stable.
Defining p+ and p -  by
2.3.1 T h e  case of constant delay
2 2
these stability windows for a are given by
2n — 1 7r 2n + 1 7T „ „  , , 2n + 1 p+
—   < a < —   tor ail n such that ----------->  — .
2 p -  2 p+ 2n — 1 /i_
Note that, since p+ > p „ ,  only a finite number of these windows can exist.
We shall treat the first bifurcation value as the most important one here on the 
grounds that, as explained by May (1973), the appearance of a “first” bifurcation 
value is something we tend to observe more generally, even when other types
35
of delays (for example, distributed delays) are used, whereas the other stability 
windows that appear in this system are really a consequence of the fact tha t the 
delay is a discrete one.
To summarise, we have that in the case of constant delay the steady state 
(u*, v*) is stable when a < <To where
^  =  ~  and /, =  !  +  < /3 (4 -3 /3 ) .  (2.33)
I t  can easily be shown that p € (0,1) for (3 E (0,1) and that it  is strictly mono­
tonic, so that the bifurcation value a0 of the system is reduced w ith increasing
P-
2 . 3 . 2  T h e  v a r i a b l e  d e l a y  c a s e  -  p r e l i m i n a r i e s
Let us first introduce the linear operator
£
u(t)
v(t)
1 n t F  +  F M  ~  <7° )+
Md_ i - PU(A
\  dt ex
\
/
(2.34)
w ith  (Jo defined by (2.33). Then the linearised equation (2.31) (with a — <jq) can 
be written
(
£
u(t)
v(t)
\
= 0,
which has solution
u(t)
v(t)
=  A
1 p
\  a )
exp (i/it) +  c.c. (2.35)
w ith  A  constant. In a suitable space of functions periodic w ith  period 2n/p  and 
inner product
r2n/fj. -----
(ii, v ) =  /  u (t).v (t)d t, (2.36)
Jo
where bar denotes complex conjugate, it  is easy to verify that the adjoint operator 
£*  to £  is given by
C
(  u(t) \  _  f  -I- Pu{t +  CJ0) -  \
\ < t )  J V - ^ f t  +  aPuit) J
36
The kernel of the adjoint operator is given by
( u*(t) \
v*(t)
(
B
\ip
\P<* /
exp (ipt) +  c.c.. (2.37)
Note that the adjoint operator involves the term u(t  +  a0) and therefore, appar­
ently, a negative delay. This is not a problem in what follows since the adjoint 
equation is only ever posed in a space of periodic functions and is not an in itia l 
value problem.
2 . 3 . 3  P e r i o d i c  d e l a y  o f  s m a l l  a m p l i t u d e
We are now ready to consider the linear stability of the steady state (u*, v*) when 
system (2.30) has the oscillating delay
a(t) =  a0 +  ef( t) ,
where ctq is given by (2.33). Linearising the system about (u,v) =  (u*,v*) gives
=  - P u ( t - a ( t ) )  - a f i v ( t ) ,
dvft)
3 T  =  « * ) >
and we look for a solution of (2.38) of the form
(2.38)
( u(t)
^ TO) )
= E Eii=0
\
where r  =  et. Upon expanding and collecting powers of e the first two equations 
are
f  uQ(t)
\ Mt) )
C
\
0 (2.39)
and
C
( Ui(t) ^
Vi (t)
(  P f ( t )u 0tt(t -  cr0, t )  +  Pa0u0jT(t -  cr0, t) -  u0>T(t , r )  ^
, (2.40)
J
£ - v ^ r { t , r )
where C is defined by (2.34). From section 2.3.2 the solution of equation (2.39) is 
given by (2.35) (w ith A = A(r)) and, upon substitution, equation (2.40) becomes
C
m (t) 
(t)
1 W W / ^ T O 1 " )  +  O o / j  -  i / i )  A '  ( t )_ (1 — P) ' exp (ipt) +  c.c., (2.41)
where £ { r )  — dA/dr.  We now expand f ( t )  in Fourier series:
oo
/CO = 53 an exP fa n t)
—oo
so that (2.41) becomes
 ^ i 6 u2A(r)an  +  (danu — ia) A '( r )  \
exp (ifit) 
exp (i (wn +  p) t) +  c.c..
(2.42)
V
/3p r )a 0 fi op - p ' 
V)
i(5p2A ( r )a n 
0
/  •
+  £
—oo \
(2.43)
Solving this equation for ( u / t ,  t ) ,  Vi(t, r ) )  involves finding a particular integral 
corresponding to each term in the right-hand side, and then summing. This is 
no problem for those terms w ith n $  0. Finding a particular integral for the 
remaining term amounts to solving
C
Ui(t) \
vi(t) j
ipp2A(r)ao +  (pG0p -  ip) A '( r ) \
exp i ipt) (2.44)
and this is where we appeal to Fredholm theory. We need a solution to (2.44) 
that does not have secular terms, i.e., a solution of period 27xjp. Such a solution 
does not exist unless the right hand side is orthogonal, in the sense of the inner 
product defined by (2.36), to (2.37). After some rearranging, this yields
A'(t ) _  /V ( ( P  + 0  (1 ~ /?)) ~ i ( f t ! ) )  
W ) ~  ( ,£  +  0 (1 -  /J))2 +  Q a o / f
ao- (2.45)
The stability of the system depends upon the growth of A(r )  and this is determ­
ined by the sign of the real part of the right hand side of (2.45). Since 0 < (5 <  1 
this reduces to
A(t ) —> 0 as t —» oo if  a0 < 0,
A(r )  —> oo as t  -+ oo if  ao > 0.
Thus we have shown that i f  the mean delay is less than gq — n/(2p) then the non­
triv ia l steady state (u*,v*) is stable, and i f  it  exceeds gq then i t  is unstable. The 
question of what happens i f  it  is exactly ao is addressed in the next subsection.
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c2 . 3 . 4  O s c i l l a t i o n s  a b o u t  t h e  b i f u r c a t i o n  p o i n t
We now let
Q'o =  0 (2.46)
so that the mean delay is n / ( 2p) exactly, the value of the delay at which instability 
of the steady state (u, v) =  «  v*) would set in i f  the delay were constant.
This time we look for a solution using the two tim ing method w ith r  =  e2t so 
that the analysis is sensitive to smaller rates of growth or decay. The first three 
powers of e give
u0(t) \
v0(t) j
0,
c
\  Mt) ) \
Pf{t)u0)t(t- C70, t )  
0
(2.47)
(2.48)
\ Mt) V
-u0)T(t, t) +  pa0u0}T(t -  (j0, r) -  /3f2(t)u0jtt(t -  cr0, r) +  Pf(t)upt(t -  <j0j t )
-vo,T(t,r)
(2.49)
As before equation (2.47) has the solution given by (2.35), w ith  A =  A(t ). Since 
ao =  0 the Fourier series of f(t) is now
\
/
/W  = a+exp(i unt) (2.50)
n =£0 — OO
and equation (2.48) becomes
(
ui(t)
Vi(t)
iPp2A(r)Y2 ^n exp (i (cun +  p) t ) 
0
n>0 — OO + C.C.. (2.51)
The solution of this is
 ^ui(t) ^
\ Vi(t) 
where
fin (^)
T o a (OJn +  n)
'  a (ton +  ^
v —i (1 "  0) j exp (i (cun +  p) t) -ft c.c., 
(2.52)
bn(u)
an (cun +  p)
(cun -ftp) — /3 (cun +  p) exp (-iwncr0) - / ? ( ! - / ? )
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Substituting (2.52), (2.35) and (2.50) into (2.49) gives 
/
u2(t)
v2{t)
\
where
p (j3a0 -  i) A  (r) -j- ^  Y l a™an exp (ia  (m +  n) t) Bn(tu)A(r)
Tly^O —OO
-<N-P±A'(t )
0 n^O—OO 
\
)
exp (i/zi)+c.c., 
(2.53)
(3 p (cun +  p) exp (—itunaf)g  r \ _  P k
 ^ 2 (an +  p )2 — (3 (tun +  p) exp (—iancr0) — (3 (1 — (3)
Secular terms are eliminated from the solution by applying the Fredholm ortho­
gonality condition to the exp (ipt) term on the right hand side of (2.53), to get
p ((3cTo -  i) A ( t )  +  ESo d-nOLn exp (it) Bn(cu)A(r) ) ( - i p )
— OO /
+ (1-/? )a A(r))(aP) = 0,
or
X  (T) -P/U +  i 1( ^ +  /? (!_ /? )))
a (t) 1{pvol-ij|2+ l > l +  f3{l-p)) 2
En^O — OO
ar12 lt + (3 (tun +  p) exp (—ianrr0)
2 (an +  p) — (3 (an +  p) exp (—iancr0) — (3 (1 — (3)
(2.54)
Defining c(a, (3) to be the right hand side of (2.54) and recalling that r  =  e2t , we 
have
A(r )  =  C  exp (c(a, (3)r) =  C  exp (c(a, (3)s2i )  , (2.55)
where C  is some complex constant. The solution to the linearised problem is
n(t)
v(t)
(
=  C  exp (c(a, (3)e2t)  ^ ^  | exp (ipt) +  c.c. +  0(e ), (2.56)
\  a
w ith the term of order e being given by substituting (2.55) into (2.52).
Linear stability of the steady state (u*, v*) requires Re [c (a, /3)] < 0, giving us 
a condition in terms of two parameters. The dominant “period” of the growing 
or decaying oscillations is
2tv
p H~ (Im [c (a, (3)])e2’
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which differs from 2n/p ,  the value we expect when the delay is constant, by a 
term of order e2.
We may summarise our conclusions concerning stability in the following the­
orem.
T heorem  2 Consider the predator-prey system (2.30) when the variable time- 
delay is given by aft) =  <j0 +  e /( t)  where <70 is given by (2.33), e is small and f ( t )  
is a periodic function with Fourier series f ( t )  =  Y  exp(iwn£). Then
(i) i f  £ =  0 the coexistence steady state is marginally stable according to the 
linearised criterion;
(i i) i f  e >  0 and ao >  0 (<  0) the coexistence steady state is linearly unstable 
(linearly asymptotically stable);
( i i i ) i f  £ > 0 and a0 =  0 the coexistence steady state is linearly asymptotically 
stable i fRe[c(u,j3)] < 0 where c(u,(3) is the right hand side of (2.54).
Stability regions in the ( / ? ,  oj) parameter space w ill be computed for the par­
ticular case of a sinusoidal delay in the next subsection.
2 . 3 . 5  S i n u s o i d a l  o s c i l l a t i o n s  i n  t h e  d e l a y
When f ( t )  =  smut  the stability condition Re [c(u,/3)\ < 0 reduces to
- | - 1  1 / O \  2  j-
5 3 ' ■/a x / W  (h ( f f u )  cos(omcro) — g((3,u) sin2(o;n<To))
-1+ (p2 + /? (1 — (3)) (sin(una0)h(j3, u) -+ g(/3, u) cos(am<70) sin(amcr0)) j > — fiaop3
(2.57)
w ith
g((3,u) =  (3 (un +  p ) ,
h{(3,u) =  - P 0 - -  9) -  g{{3,u)cos(una0),
j ((3,u) =  h2((3,u) -(- g(/3,u)2 sin2(uncr0).
The stability boundaries are shown in figure 2.8.
Numerical simulations of u(t) ,v(t)  show solution behaviour consistent w ith 
the analytical results. As we would expect, both u(t) and v(t) exhibit the same 
behaviour in each case. Simulations of the linear model are shown in figure 2.9.
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Figure 2.8: Stability boundaries in the ((3,to) parameter plane. Note that for 
growing a, the lowest possible value for (3 such that the system is unstable tends 
to The four points marked are the parameter values for the simulations in 
figure 2.9.
For large a, condition (2.57) reduces to
(1 +  2(3 cos (<Joa) > 0, (2.58)
so that we are guaranteed stability windows for all (3 w ith appropriate a. In 
particular, since
4  =  I  ( i  +  I > ( 4 - 3 / ? ) )  >  1 for 0 < 1
we have stability for all large a  provided 0 < (3 <  For ^  <  (3 < 1 the regions 
of stability are given by
2 (i 2n — l  +  — cos 1 ( < -
7T I 2(3 2/i 2n +  1 — — cos 1 [ k  7r \2(3
for large positive integers n.
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Figure 2.9: Simulations of the linear model for ((3,cu) =  (0,58,13) stable (top left); 
(0.72, 13) unstable (top right); (0.58,12) unstable (bottom left); and (0.72,12) 
stable (bottom right), as predicted by condition 2.57 shown in figure 2.8. In all 
cases e =  0.1 and a =  1 .
When (3 =  1, both conditions (2.57) and (2.58) reduce to those of the logistic 
equation (conditions (2.27) and (2.28) respectively). I f  we consider (3 as (3 —> 1 in 
the above, this is what we would expect since then our linear model (2.38) reduces 
to that of the logistic equation.
2 .4  L a r g e  a m p l i t u d e  v a r i a t i o n s
The numerical simulations in section 2.2.3 suggest that the results from theorems 1 
and 2 do not hold for delays w ith larger amplitude variations. To investigate this 
further, we derive analytical results for two simple piecewise continuous delays in 
the logistic model
du
-^ (t)  =  u ( t ) [ l - u { t - o ( t ) ) } .  ( 2 . 5 9 )
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We find that, for large amplitude delays, changes in their form can have markedly 
different results on the linear stability of the steady state.
CT(t)
O T 2T 3T 4T
Figure 2.10: The piecewise continuous delays considered are (top) a step delay of „ 
height -  and (bottom) a sawtooth delay of gradient 1 varying between kT  and 
(k +  1)T, w ith period T.
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In the first case we let a (t) be defined by 
a(t) =
nT, T )  ,
P + 1) t , ( „  +  i ) t ) , (2.60)
with period T. For this relationship between the amplitude and period of the 
delay, the system remains linearly stable regardless of the actual size of the delay. 
In the second case the delay is given by a simple piecewise continuous function
aft) = t  — T
t
TJ
k (2.61)
where [h] denotes the greatest integer function and k e Z+. This system is 
less stable than one w ith a fixed delay of equal mean, but approaches the same 
bifurcation value as k -ft oo. The delays considered are shown in figure 2.10.
2 . 4 . 1  S t e p  w i s e  d e l a y
We set u(t) =  u* -ftu(t) and linearise (2.59), so that this section is concerned w ith 
the stability of the linear equation
■u(t), e (2a+ 1 ) T] ,
| ) ,  i €  [(221+1) T ,(n +  1)T] ,
with in itia l conditions which reduce to u(0) := it0.
Here we have a relatively slowly varying delay, in the sense that the period of 
oscillation is twice the amplitude. The mean of the delay is given by
du . .
*  «  =  1
(2.62)
1 rnT , . 7 T7 dt = —
(n — m ) T  JmT 4
for all integers m, n, and we are especially interested in stable solutions w ith  large 
delay mean (i.e. large T).
T heorem  3 The steady state u* =  1 of equation (2.59), (2.60) is linearly asymp­
totically stable for all T  >  0.
Here we can explicitly construct the linear solutions u(t), and hence consider 
their stability. The delay is such that for t E [(2nj~ ~ ) T, (n +  1) T],
«(* -  f ) =  «(**) (2.63)
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where t* E  [nT, ( ^ n j ~  ^]> so that when there is delay in the system, the
growth term is a function purely of u(t) at the most recent time previously when 
there was no delay in the system. I f  we wish to look at the growth behaviour 
of the solution it  is therefore enough to consider the value of u(t) at t  — nT  for 
non-negative integers n, since the solution is monotone in between.
By the method of steps it  can be established that
n\  ( T
r=o r \ { n - r ) \
1 / T  \
u (nT) =  u0 g ( - l )■•-  ■ -  exp ( -  (r -  n ) j  2»-~ , n e Z+. (2.64)
The construction of this solution is derived in two parts. Firstly, when t  E  
[nT, (n +  | ) t ] ,  a(t) =  0 so there is no delay, so that on this interval u(t) is 
simply given by
1'
u(t) =  u(nT)  exp (— (t — n T ) ) ,  t E  n T ,  ^ n  +  T (2.65)
For the remainder of the time, by (2.63), (2.65) and what has been said above,
we need to solve
du 
dt
with in itia l conditions
(t) =  u(nT) exp ( — ( [ f  — I t ]  — ” £ ) >  * €  [ ( f f ± + j T , ( n + l ) T
+ 1)t) =fi(nT)exp(-lr),“ d "+ 2
again from (2.65). Thus it  is simple to find n((n +  1)T) in terms of it (nT), and 
only slightly more difficult to reduce this to an expression concerning only the 
in itia l condition u(0T) =  no, namely (2.64).
The solution is therefore linearly stable for all T  > 0, since (2.64) can be written
as
u (nT) =  u0 (2 exp ( —y )  ~
— > 0, n — > co for exp >  1 ,
— > ± 00, n — > co for exp < 1 -
Thus when the period of the system is twice the amplitude, the system is 
linearly stable for all T  >  0, and hence irrespective of the mean or the maximum 
of the delay.
The discrete approximation (2.64) captures well the behaviour of the linear 
equation, and qualitatively also the fu ll nonlinear problem (2.59), (2.60). Fig­
ure 2.12 shows the discrete approximation (2.64) of u(nT)  when T  =  8, compared
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to simulation of (2.62) using S im u link . The simulation of the fu ll system for this 
parameter value is shown in Figure 2.11. Other values of T  give similar results 
although the rate of decay of in itia l perturbations is reduced w ith increasing T  
(and hence increasing amplitude).
We have also constructed explicit solutions for the relatively high frequency 
delays,
a{t)
o t g 
kT t  6
nT, M 0/ 1 )  T l , ,
\Tt ' J 1 k € z+. 
[ ( + + l ) r ,  (n + 1) r ] , (2.66)
Here the amplitude of the delay is k times the period of the oscillations.
C on jec tu re  1 The steady state u* =  1 of equation (2.59), (2.66) is linearly 
asymptotically stable for a l l T  >  0.
I t  can be verified by explicit calculation that the system
—u{t ) t  G
—u(t — kT) t  G
nT, (2n£l) T ] , 
(2n + i )  T> ( „  + 1) T] , (2.67)
Figure 2.11: The fu ll system obeys linear stability results and has qualitatively 
similar behaviour (parameter values as in figure 2.12).
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Figure 2.12: The discrete analytical approximation of u(nT)  (n =  0 , 1 , 2 , . . .  
(top) captures well the behaviour of the linear problem evaluated through SlM
ULINK (bottom). Here T  =  8 and u0 =  0.5 (giving a mean for the delay o 
2).
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w ith in itia l conditions n(0) =  no has the pointwise solution: 
i f  0 <  n <  k then
u(nT)  =  no exp ( - Ip -) 1 -
T
— exp I — ) I exp
exp
nT
T
- i
- 1 (2.68)
and i f  k <  n then
n(nT) =  n0 exp ( -< r^ )  ( £?= &+i °+(T) exp (A p) 
+1 -  Y  E r= i exP ( ^ )  “  Y  (n ~  k) exp
(2.69)
where
ar (T) =  (—T/2 )m /m\  ((n +  1 — r )m — (n — r )m) , (m — 1)& < r  <  mk r  $  n. 
ar (T) =  (—T /2 )m/m ! ((n +  1 — r )m) , r  =  mk r  =/ n.
ar (T) =  (—T/2)p /p\ ,  (p — l ) k < n < p k  r  — n.
I t  is again sufficient to only consider these discrete values of u(t) to determine 
stability. We w ill consider the subs-sequence for n =  pk (p E Z +) since this eases 
the summation notation below, but the method and results are equally valid for 
all intermediate n. Substituting our value of n into (2.69), the above reduces to
u(pkT) =  exp pkjMj
(  T  T  (  f kT  d 
- e x p ( - )  (exp(T ) - l
----------------- T--------------- '
e x p (-)  -  1
\
kT
~~T ( p -  l ) e x p ( ^ )
-T
p\ +  S(jp,T,k),
(2.70)
where
S(p,T,k) =  e x p ( ~ p ^ ) E i  1 [ ((p ~ j  +  1) k +  1)J+1 exp (( j  +  1) ^ )
T \ J+1
((pk -  i  +  l )j+1 — (pk — z)J'+1) exp (FT/j j _
We are interested in u(pkT) for p large. The first two terms of (2.70) both tend 
to zero as p approaches infinity, so the stability of the system is determined by 
the lim it of the double sum S(p, T, k).
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Computational evaluation on a 10000 point mesh give
j i in  S(p, T, k) =  0 (A:, T ) G (0, 100] n  (0 , 10] (2.71)
which implies that the steady state is asymptotically linearly stable for these val­
ues. Here we assume S has converged to zero if  its absolute value is less than 0.001 
for 100 consecutive values of p. These results compare well w ith simulations, as 
shown in figure 2.13, where the predicted stability of the fu ll system w ith k =  4 
and T  =  1 can clearly be seen. Figure 2.14 shows the discrete-approximation 
behaviour of the linear solution as given by (2.68) and (2.69), compared to sim­
ulations of the linear solution for these parameter values.
Numerical evaluation therefore suggest that the steady state u* — 1 remains 
stable for equation (2.59) w ith such a delay, and so again the actual size and mean 
of the delay remains unrestricted.
Figure 2.13: when k — 4 and T  =  1, the steady state u* — 1 is locally stable (here 
uq — 0.5).
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Figure 2.14: The analytical result for u(nT) (n =  0 , 1 , 2 , . . . )  (top) captures the 
behaviour of the continuous simulation of the linear system (bottom), which in 
turn governs the stability of the fu ll nonlinear system (for small perturbations) 
shown in figure 2.13. Parameter values are as in figure 2.13.
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P ro p o s itio n  1 For each non-negative integer k, the steady state u* =  1 of equa­
tion (2.59), (2.60) is linearly asymptotically stable for all T  satisfying
0 < T < M r y  (2-72>
This is a direct application of (2.4).
Theorem  4 For each non-negative integer k, the steady state u* =  1 of equa­
tion (2.59), (2.61) is linearly asymptotically stable for all 0 < T  < a a n d  un­
stable i f  T  >  a.k, for some bifurcation value a * which can be found analytically, 
where
£  Oic(k) :=  \  ’ (2.73)
I f  we first consider the case k =  0, then on each time interval nT < t <  ( n + l) T  
the problem (2.59), (2.61) can be written as
~ ( t )  =  u(t) (1 -  u (n T ) ) ,
which solves to give
u(t) =  u(nT)  exp ((1 — u(nT)) (t  — n T ) ) , t  E [nT, (n +  1 ) T ) .
Letting t  — > (n +  1)T and writing u(nT) =  un gives
un+i =  un exp ((1 -  un) T ) , n =  0 , l , 2 , . . . .  (2.74)
Setting un =  u* +  un for all n and taking only the linear terms we have
un+i =  un (1 -  T ) , n =  0 , 1 , 2 , . . .  (2.75)
and so
un =  u0( l  -  T )n ,
which decays iff 0 <  T  <  2 (hence aQ =  2).
Before we continue we mention that if  0 < T  <  2, then all positive solutions 
of (2.74) satisfy lim ^ooUn =  1, (Gopalsamy, 1992, p78-79), but that for other
2.4.2 S a w t o o t h  delay
In this section we consider the equation (2.59) with the delay function (2.61).
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values of the parameter, complex and chaotic behaviour is possible (May, 1975; 
May &  Oster, 1976).
A raised sawtooth delay w ith the same slope is given by
a(t) =  t - T ( \ l ]  -k),(2.76)
LTJ
where k G Z+ . By the same argument as above, equation (2.75) becomes
un41 un Tun-k •
Letting un — Y i  A-izf we require, for stability, values of T  such that all roots Zi of 
the equation
/  (?) zk+1 -  zk +  T  =  0 (2.77)
satisfy |Zi\ < 1 .
For k = l  the two roots of (2.77) are
z\ = i  ( l  +  v T f t r ) , 24 =  1 ( l  -  v T f t r ) .
1
I f  T  <  tt then both roots are real, positive and < 1 , so that the system is stable. 
I f  T  > the roots are complex conjugates and un reduces to
un =  2|A1||2i | n cos (narctan (y/4T — l )  +  arg(A i)^ ,
where
\zi\ =  Vf,
so that we have stability iff 0 < T  < a\ — 1.
By (2.77) the system clearly only has one stability window for each k given by 
0 <  T  < a.k where otk+i < ctk for all k. The value of a* can be found analytically 
from (2.77) w ith the Jury conditions, although in reality computational means 
rather than analytical ones are preferable for large values of k.
We now show, by the Principle of the Argument, that o;* <  a c(k) for each 
k £ Z + (since the case k — 0 has been proven above). Specifically, we prove that 
for T  =  a c(k) given by (2.73) the equation (2.77) has roots outside the unit circle. 
We would like to thank Ron Shail for suggesting and principally constructing the 
following proof.
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Since (2.77) is holomorphic on the complex plane, the number of roots N  inside 
the unit circle 0(0 : 1) is given by
N  = 2inf 7 r l dz ZmJC(.0:1) f (z )
(2.78)
=  f t  [Arg ( f (z ) ) ]c{0;1) ,
so that N is proportional to the change in the argument of f (z )  as z travels around 
the unit circle 0 (0  : 1). For instability we require at least one root of (2.77) w ith 
modulus greater than 1, that is N  < k +  1.
We now consider T  =  ac(k) and let
£ =  e10, 9 E [0, 27t),
f {z )  =  xk(9) +  iyk(9), x ,y  : [0, 27r) -> R.
Then
Xk{ 0 )=  COS ((fc +  1)0) -  cos (k0) + 2hft+  1, 
yk(Q) =  sin ((k +  1)9) — sin (kO) , 
and N  is given by number of times f (z )  crosses the negative real axis in the 
downwards direction w ithout returning. Explicitly, N  is the number of 9 G [0, 2© 
where y =  0 and x <  0 such that yf <  0 ( if there are none such that ^  > 0). 
9 such that yk{9) =  0 are given by
(k +  1) 9 =  k0 +  27rn
(k +  l)  9 =  —kO -j- 27r(n + 1 )
>
► n G Z.
Since 0 <  ^ < 27T, we have exactly 2(A; +  1) crossings of the x axis, namely when
X =  0,
\  :=  ^  i  =  °, 1? 2, . . . ,  2k.
We are interested in the sign of Xk(0) when yk{9) =  0, and need to consider each 
of the crossing points above.
Since
Xk{'9°) =  2k + l >  ° 
this value of 9 does not contribute a root to the unit circle.
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By symmetry we need only consider 6i for i =  0, 1, . . . ,  k since 
Tk(0j )  Xfc (62k—y), j  — 0, 1, . . . ,  2 k.
We can rewrite x /O i)  from (2.79) as
xk(0i) =  2F +  i  ~  2 sin ^  sin ^2k %
  TL j_ f - l V + i 9  sin +  ^
~  2F + 1  +  A X) 2(2k +  1) 
Before we consider specific i , note that since 0 <  i < ft,
and hence
7r(2i +  1) 7T
0  *  i f e n y  *  2 ( 2 -8 ° )
for all k G Z+ .
We consider i =  0 (and hence also i  =  2ft), where the value of £ is given by
^ (0o) =  2f c T I - 2sin 2(2F D r  ^ ft< 0 0 ' (2'82)
We define the continuous variable 7  by 7  =  and let o+(0o) =  -^ (7 ) so
that (2.82) can be reformed as
X ( y )  = 7  -  2sin(~), 0 < 7  <
Now
x (o ) =  0,
X ( § )  =  f - 1  > 0 ,
X '( 7) =  1 — cos(^) >  0, 7 G [0, | ] ,  
and by the mean value theorem, for all 7  e (0, f ),
X ( y )  =  y X ' ( ( ) ,  for some (  G (0, 7 ).
Hence A"(7 ) > 0  for 7  G (0, J], and so
Xk(00) = xk(02k) > 0
for all positive integers k.
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For i odd,
7T . 7r(2z +  l)
x  k { 0 i ) —  — — — +  2 s m
2k +  1 2(2A: +  1) ’
which by (2.81) is positive for all 0 <  i < k, so that (extending this result through 
symmetry),
Xk(0i), xk(93), . . . ,  xk(92k- i )  >  0.
By the above, at least (k -F 3) of the 2(k +  1) points where f(z) crosses the real 
axis occur on the positive real axis. There can therefore only be at most (k — 1)
negative crossings of the negative real axis, and hence N  <  k — 1 (<  A; +  1). This
is sufficient to prove instability, but we w ill show that there are exactly (k — 1) 
roots inside the unit circle by showing that all the remaining crossings do in fact 
occur on the negative real axis and that they occur in the downward direction.
This implies that when T  —  ac(k) there are exactly two roots outside the unit
circle, and this low number suggests that we may  be near the stability boundary 
given by T  =  ak.
For i even,
Tt 0 . tt(2z +  1)
Xki&i) — KT--- 7 ~ 2 sin —— —
K ’ 2k+  1 2(2k + 1 )
for each k. Noting that |  [^+1 j is monotonic increasing w ith n for fixed k, and 
using (2.80), we see that
x\\{9i) <  xk(9j) for all j  < i  (< k ) ,  i,j even,
and in particular,
xk(9j) < xk(92), j =  4, , 6 , . . . , 2 ( / c -  1). (2.83)
We therefore consider i =  2, and look for the sign of
7T 5tt
^ 2) =  s n - 2sin2(2f t T i ) -  (2-84)
Let xk(92) =  T (y ), w ith  7  as before, then the continuous form of (2.84) is given 
by
y ( 7) —  y ~ 2 sin ,
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where 0 < 7 < ?■ since 00 > k > i =  2. Now
Y(  0) =  0,
Y(f) = f - K O ,  
y ' ( 7) =  0, 7 G [0, | ]  = »7  =  7C =  geos- 1 L
Y " {  7c) =  ^  sin (cos 1 5 ) > 0 (only turning point is minimum),
so that, by a similar proof as before, i t  can be shown that Y (7 ) < 0 for 7  E (0, | ] .  
Hence, by (2.83),
£fc(02(fc-i)), ■ • • > Tk(9o), xk(9f) <  xk(02) <  0.
Finally, for all these crossings to contribute roots inside the unit circle, we need 
to show that f(z) crosses the negative real axis in the downward direction at all 
of these points.
Prom (2.79) we have
~~(0) =  —(2ft + 1) sin(2ft + 1)^  sin ~ + cos(2ft +  1)^  cos
du 2 2 2 2
We are interested in the points 6 — 9n for n even, giving:
=  — (2k +  1 ) sin f  (2 n +  1) sin f ) +  cos f  cos f
=  -(2 k +! ) ( - ! ) -  sin f ■
Since n is even and using (2.81), i t  is clear that
L^(en)<0n =  2, 4, . . . ,  1),
and our proof is complete.
Figure 2.15 shows the points a k (found analytically) against the upper bound 
given by ac(k), to which they are seen to rapidly converge. In addition, we have 
plotted the lower bound for the bifurcation point given by (2.72). Since this 
window for the bifurcation value ak is very small (approximately 712k^  for large 
ft), analytical evaluation of the exact value may often be unnecessary.
The stability results predicted above are borne out by simulations of the non­
linear problem. Examples of points in the (ft,T) parameter space, below (stable) 
and above (unstable) the curve in figure 2.15, are shown in figures 2.16. Note that 
the result extends to non-integer values of ft.
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Figure 2.15: The points ak representing the bifurcation to instability value for 
the sawtooth system are shown converging rapidly to the upper bound given by 
ac(k) =  2k \ ' i  (so^ d line). For each k , the window for ak between this upper 
bound and the lower bound (dashed line) given by (2.72) has dimensions of 0(£).
C o ro lla ry  1 The equation (2.59) with delay (2.61) is less stable (in the sense
that i t  bifurcates to instability with a weaker mean delay) than with a constant 
delay.
The mean of the delay (2.61) for each k is given by
1 rnT (  1 \
c7°(k) =  t r— /  a(t)dt =  (k -1—  ) T
(n — m ) T  JmT V 2 /
for all integers m,n.  Since we require T  < ak for stability, i t  follows from (2.73) 
that
"■ w  < |
for all k whenever the system is stable.
Hence the system has a stability upper bound on the mean delay of which 
is the well known bifurcation value for the non-dimensionalised logistic equation
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Figure 2.16: When T  =  § and k — g (top) the system remains stable and 
small perturbations decays to zero, whereas when T  =  ~ and k =  4 (bottom) 
we have instability and perturbations cause oscillations w ith (in itia lly) growing 
amplitude (simulations are of the fu ll nonlinear equation w ith in itia l conditions 
u ( t )  =  1.5, r  <  0).
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w ith a constant delays. The lim it is approached as k —j oo, that is, as a k -> 0. 
In tu itive ly this makes sense, since we are considering a system w ith a delay of
r p
mean height a°(k) and amplitude 4}r as T  0- This is an example of the mean 
delay result for small amplitude periodic delays (of unrestricted form) found in 
section 2.2.
I t  is perhaps also worth mentioning that the amplitude of the delay, given by 
dmax{k) — T(k  +  l ) ,  is not restricted to below |  for stability by our bound, since 
this only implies that
&max(k) <  a k(k +  1) < — ^ 1 + 2k +  l )  '
Through evaluation of a k we see that the delay can oscillate to above this value 
for all k, an obvious example of which is k =  1 , since then
a k(k + 1) =  2ai =  2.
This is not surprising, since intu itive ly we would expect the steady state to be 
stable i f  the delay never rose above the bifurcation value for a fixed delay, and 
would expect an oscillating delay to be allowed higher w ithout causing instability.
2 . 4 . 3  I n t e g r a l  f o r m u l a
From the proof of theorem 4 we may also derive the following:
Corollary 2 The integral
7T2
rlx ——  7T ((k T  1) cos (k6) — k cos ((k + 1) 6))
j —  j __________2_________________________________________
Jo 7r2 T  27r (2k +  1) (cos ((k+) 6) — cos (k6)) +  2 (2k +  l )2 (1 -  cos (6))
satisfies
i =  +
2 (2k + 1)
fo r  all k £ Z + .
By substituting the explicit equation (2.77) for f ( z ) into the first of (2.78), we 
have that
N  =  I-ji T  iic?
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where
_  -1  [27T (2k +  1) (1 — cos (6)) -ft T  ((k + 1) cos ((k 3-1)6) — k cos (kO))
~2tt Jo ~  ~  ~  ...... .... ^ M
and
T  + 2 T  (cos ((k +  1) 9) — cos (k9)) +  2 (1 — cos (0))
2n T  (sin ((k -ft 1) 9) -  sin (k9))
T 2 +  2T  (cos ((k +  1) 9) — cos (k9)) +  2 (1 — cos (9))
Since N  is real, Ic =  0. When T  =  f^ t t f t  1 ’ some algebra gives that
‘ ‘ - i f .
dB.
A 7 7 1 4  1 rN  =  k +  - - f t  I .
2 7r
But for this value of T, N  =  k — 1 and the results follows.
2 .5  C o n c lu s io n s
The special significance of the value o =  7r/2 for the logistic equation when a 
is constant is, of course, well known. I t  is the value of a at which the nonzero 
constant state loses stability. We have shown that when the delay oscillates w ith  
small amplitude and w ith  a mean value that is not exactly equal to 7 t / 2 ,  i t  is 
the mean that is important. I f  the mean is less than (greater than) ir/2 we have 
stability (instability). If, however, the mean delay should be exactly 7t/2 then the 
situation is much more complicated, and stability or otherwise of the constant 
state depends very much on each individual perturbation f ( t ) .  We have seen that 
it  is possible to give a complicated (but verifiable) stability criterion in terms of 
the coefficients of the Fourier series expansion of f ( t ) .  The criterion simplifies in 
the particular case of sinusoidal delay and stability windows exist to arb itrarily  
large uj. As we expected the rate of growth or decay of the solutions w ith small 
amplitude variations in the delay is very slow. By concentrating on delays whose 
mean is close to or equal to the known bifurcation values for the constant delay 
case, the linear stability boundary can never be far away.
The predator-prey model has many of the same linear stability characteristics as 
those of the logistic model. For small amplitude oscillations the mean of the delay 
is what determines stability, unless this mean should be exactly the bifurcation 
value to instability in the constant delay case. When this happens, we have been
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able to give explicit stability conditions in terms of (3 and tu. For sinusoidal 
delay it  is possible to have stability for all periods of the delay w ith suitable (3, 
and sim ilarly for all (3 there exist stable frequencies tu. In particular, provided 
0 < P <  |  we have stability for all tu large enough.
I f  the amplitude of the periodic fluctuation to the delay is large then the situ­
ation is different. Increasing the amplitude of the fluctuation appears to have a 
stabilising effect, but the form of these fluctuations can be highly influential. We 
have shown that w ith a simple step-delay i t  is possible to have stability for any 
step size and hence any mean delay value, provided that the period of the delay is 
of an appropriate size in relation to the step size. Some of these results are given, 
but a fuller analytical picture of this model has not yet been proven. In contrast, a 
sawtooth delay reduces the stability of such a system, compared to a simple fixed 
delay of equal mean. These observations suggest that in any biological scenario 
that would give rise to a delay w ith significant seasonal fluctuations, the use of a 
model w ith a constant delay as an approximation could give rise to incorrect or 
very inaccurate predictions.
We expect the general approach used in this chapter to work well w ith  other 
models of a similar form.
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P e r i o d i c  s o l u t i o n s  d u e  t o  s t a t e  
d e p e n d e n t  d e l a y
C h a p t e r  3
3 .1  I n t r o d u c t i o n
For certain population models, it  may be appropriate for any delay to be depend­
ent on the actual population size (‘state dependent’), as we have mentioned in 
chapter 1. These delays arise naturally in many structured population models, 
and such equations - and in particular the existence of periodic solutions - have 
been considered previously (see for example Metz & Diekmann, 1986; Belair, 
1991; Aiello et al, 1992). In this chapter we attempt to explicitly construct peri­
odic solutions bifurcating from steady states in such systems, and thus determine 
their stability. Although we need to consider an explicit example, it  is clear that 
our methods (and results) are easily applicable to any model of the form
where /  is a positive continuous twice-differentiable function of the current pop­
ulation (s) U(t).
Cooke &  Huang (1996) showed that local linearisation methods could be applied 
to these equations by treating /  as a constant value at the equilibrium, since the 
stability is only affected by the value, not the behaviour, of the delay at this point. 
We find however that the stability of the bifurcating solution is highly dependent 
on the exact form of the delay functional / .  We know from the Hopf Bifurcation
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Theorem (see chapter 1) that periodic solutions w ill exist sufficiently close to 
a Hopf bifurcation point, and that i t  may only be either sub- or super-critical. 
Which of these it  is may be determined by construction of the solution, from which 
we may also ascertain its stability. We first consider the non dimensionalised 
logistic equation w ith state dependent delay
^ ( t )  =  U ( t ) ( l - U ( t - f ( U ( t ) ) ) } .  (3.1)
For a constant delay f (U )  =  a, equation (3.1) reduces to
%(t) =  U m - U ( t - a ) ] ,
for which the steady state U =  1 is linearly stable when a <  and unstable 
otherwise (the equilibrium U =  0 is always unstable). A t this bifurcation value of 
cr the linearised equation
d U , x ~ (  n \
Tt{t) + U y  2 ) = 0
has the 2w periodic solution
U{t) — Acosft) +  Bsin(t).
We construct periodic solutions of (3.1) for U(t) «  1 w ith periods near 2tt. By 
Kuang and Smith (1992) we know that such solutions may exist for / ( l )  >  | ,  for 
certain /(•) , dependent on certain a-priori bound assumptions. Our conditions 
on f (U )  for the existence of solutions are in terms of the first two derivatives 
evaluated at U =  1, which determine whether bifurcation is sub-critical ( / ( l )  <  | )  
or super-critical ( / ( l )  > f ).
3 .2  P e r t u r b a t i o n  e x p a n s io n
To construct periodic solutions of (3.1) w ith period close to that of the linear 
system we set r  =  cut, where oj is the frequency of the new solution. Letting 
u(r)  =  U (2j) j  the equation becomes
We now expand u (t ) about the steady state u =  1, a  about the original frequency 
1 , and also / ( l )  (which w ill be the bifurcation parameter for the linear system), 
in terms of the small parameter e in the form
u { j )  =  1 +  E i= i d u g r ) ,
to — 1 +  £ i= i £zu>i, (3-3)
/ ‘( I)  =  £*=o e*/*(l) •
Substituting (3.3) into (3.2) and collecting powers of e, i f  we define
£ (u ( r ) )  =  u ' ( t ) + u ( t - / 0(1)) (3.4)
then the first three nontrivial equations are 
£ ( u i ( r ) ) =  0,
£(u2(r)) =  < ( r - / 0( 1)) ( / i ( l ) + a i /0(l) + /( l)« i(T ) )
- a i< ( r )  -  W i(r)ui(r -  /0(1)),
£  (u3(r)) =  Ui { t  -  fo i l ) )  ( / 2( f)  +  f ' { l ) u 2{r) +  / 0(l)u>2 +  ^ / " ( l )  K ( r ))2 
+ a i/ ( l ) u i ( r )  + a i / i ( l ) )  -  a2u i(r) -  <2(r)
( r  -  / o W )  U  M O .  f { ' ) 0 ) ) 2  +  u 2 ( r -  M l ) )
+w i(r)« i ( r  -  /o ( l) )  p (u(-), /(•), a) -  u2 ( r  -  / 0(1 ) ) ,
(3.5)
where
9 MO. /(•),  Q =  / i ( l )  +  ^ i/o ( l)  +  /(iKW
and 7/ ( 3; — a) =  ^ U - a  et cetera in the normal way.
Our 0(1) is the linearised logistic equation for fixed delay and standard results 
apply. We therefore consider /o ( l)  =  y  only> since i f  / ( I )  <  |  (>  | )  to first order 
then u(t) —> 0 (00), t  -> 00, and periodic solutions of the form we require are not 
possible.
The first equation of (3.5) now has two linearly independent solutions, namely 
sin r  and cos r . For compactness we take (without loss of generality)
u i( r )  =  A cost. (3.6)
The adjoint of £  (u ( r )) is given by
£*  (u {t )) =  - u ( r )  +  u (t +  /o ( l)) , (3.7)
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whose kernel is spanned by
w* (t ) =  sin r, u*(t ) = cost.
Note that although we appear to have a negative delay (looking forward), the 
adjoint equation is only posed in a space of periodic functions and is not an in itia l 
value problem, so this is not of issue.
Substituting (3.6) into the second equation of (3.5), we have
C (u 2{ t) )  =  A (u iS m r-Y  cosr)  +  ( / W  cos r  — sin r )m  ] cos r.
(3.8)
Using the inner product defined by
r2n
<  U , V  >  =  / u .
Jo
v  dr
we can apply the Fredholm orthogonality condition to equation (3.8). For u* and 
v* these reduce to
A  (7ruq +  2 / i ( l) )  =  0 and Aui  =  0,
which solve to give
M  1) =  0, u)\= 0, 
for non-zero A. Equation (3.8) now reduces to
£  ( ^ ( t ) )  =  A 2 f  (1) cos r  — sin r )  cos r, 
which can be solved for u2( t)  to give
u2{ t )  =  A2 ( fp -  +  Jq (2 -  / ' ( l ) )  COS 2r  +  L  ( 2 / '( l )  +  l )  s in 2 r j . (3.9)
Substituting (3.6) and (3.9) into our final equation and applying the Fredholm 
condition as before results in
10 ( / ' ( l ) ) 2 +  4 /(1 )  +  2 +  15/"(1)] +  20 [™ 2 +  2 /(1 ) ] A =  0 ,
5 ( / ' ( l ) ) 2 -  8 /(1 )  +  6] 404 =  0,
which solve to give
U>2 — _
( ( / ( i ) ) 2 f ' ( l )  3 )
+  20
A2 , (3.10)
3 . 3  S o l u t i o n s
Up to 0 (e2) we therefore have as our solution 
u (t) =  1 +  ecosr
+e2 f—^ -  +  jg  (2 — /  (1)) cos 2r  +  yg (2f  (1) +  l )  sin 2r >j ,
where
and
r =  cut, uj =  1 — e
' ( / ' ( l))2 / ' ( l )  3^
8 5 20
V /
(3.13)
/ ( I )  =  |  +  s2 (4 ( J  -  l )  ( / ( I ) ) '  -  ^  fa +  i ) / ( I )  +  L  ( 3 * -  2) -  | /
(3.14)
Note that the constant A  has been absorbed into e. Since u  <  1 for all e >  0 we 
see that the period of any solution near / ( I )  =  ^  is always greater than 2k.
We now derive conditions on /(•)  such that solutions of the form (3.12) may 
be admitted by equation (3.2). This is equivalent to the condition that (3.14) 
produces a real e (i.e. e2 >  0). Let
F(x, y) =  y +  ? (4 -  tt) x2 +  ~  (tt +  1) rr -  (3^  -  2) ,
then we may make the following proposition.
P ro p o s itio n  2 I f  F ( f  ( I ) , f "  (1)) <  0 (> 0) then there exist periodic solutions 
of (3.1) fo r  / ( l )  > 2 (< 2)  f or fO-) sufficiently near | .
I t  is a standard result (see for example Seyel, 1988) that for classical Hopf bifurc­
ations, sub-critical bifurcations are unstable while super-critical bifurcations are 
stable. Figure 3.1 shows these regions w ith respect to /  ( l)  and / ” (1).
P ro p o s itio n  3 Necessary and sufficient conditions for the existence of stable 
small amplitude periodic solutions of (3.1) near / ( l )  =  |  are
/ ( I )  >  5  and /  (1) < f  (F — 4) ( /  (1)) — 45 +  1) /  (1) +  pi} (3?r — 2).
In particular, such solutions w ill never exist if
/ " ( l )  >  f racd29n2 -  142?r +  79150 (tt -  4) «  0.628
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Figure 3.1: The existence and criticality of periodic solutions near / ( l )  =  |  to 
equation (3.1) is determined by / ( l )  and / " ( l ) .
3 .4  E x a m p le s
3 . 4 . 1  F i x e d  d e l a y
For a constant delay f(x) =  k with \k — small our solution becomes
£
u[r )  — 1 +  e cos r  +  — (2 cos 2r  +  sin 2r ) ,
where
so that we have stable (super-critical) oscillating solutions for
(this is the same solution as that derived by Gopalsamy, 1992, pl43-147, who
considered a simple fixed discrete delay).
3 . 4 . 2  L i n e a r  d e l a y
When f ( x )  = cx with \c — small we require c < j  since
u(r)  =  1 +  e cosr  +  £2 i  (2 — c) cos 2r  +  (2c +  1) s in2t \  ,
\  A A JL U J
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where
r =  ( 1_ io ( 5c2_8c + 6) ) £
and _1
£ =  \Ar -  2c (4 -  tt) c2 +  -  (1 +  tt) c -  — (3tt -  2)) 2 . 
A ll such solutions are therefore unstable (sub-critical).
a
Figure 3.2: The regions in the (a, h) parameter space where periodic solutions 
near the bifurcation point / ( l )  =  ^  exist for a state dependent delay of the form 
f ( x )  =  a sin hx. Blacked out regions indicate that no such solution is possible, and 
in addition we require |asinh| <C 1 , the increasing value of which is indicated by 
progressive shading. Hence there exists only a small subset of the (a, h) parameter 
for which all the conditions for solutions to exist are satisfied.
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3.4.3 Sinusoidal delay
I f  we let the delay oscillate about the critical value so that f(x) =  ^  +  asmhx 
w ith |asin/i| small, then solutions of the form
u(r) =  l-\-e cos r +£2 I cos h +  ~  (2 — ah cos h) cos 2t  + (2ah cos h + 1) sin 2r10
where
and
t =  ^1 — ~  (ba2h2 cos2 h — 8a/icos h +  6^  t
( 3ah2 . a2/i2 ah
e =  \/2a sin h — n —-— sin h H----—  (7r — 4) cos2 h — — (it +  1) cos h + — (37t — 2)\  4 8 5 20
exist wherever e is defined as real, that is when
7T
sign a sin h 2 J sign
3ah2 . _ a2h2 , 2l ah. . , 1 .
— sin h H— (7r — 4) cos h — — (7r +  1) cos h +  —  (37r — 2)
The region of existence in the (a, h) parameter space is given in Figure 3.2. For h >  
0 (h <  0) bifurcations are super-critical (sub-critical) and hence stable (unstable).
3 .5  P r e d a t o r - p r e y  s y s t e m
We now show that the above method is equally applicable for systems of differ­
ential equations, in determining the existence and stability of solutions. As an 
example we consider the predator-prey model
^  =  N(t )  [1 — N  ( t  — /  (N  (*))) -  a P ( t ) }  ,
# W ( . )  « < ) - ( » .  '  1
Here the behaviour is far more complicated, since we have steady states whose 
actual existence - as well as their stability - depends on the model parameters.
We look for periodic solutions of the form (u (r) ,u (r))  =
(where r  =  w f) to the system (3.15), bifurcating from steady state solutions; the 
system has two or three steady states, depending on the value of the parameter 
0-
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We w ill usually assume that 0 <  (3 < 1, so that there exists a positive equilib­
rium  (u*,u*) =  (/?, We are not interested in solutions bifurcating from the 
triv ia l steady state (0, 0) since these would be biologically unrealistic, requiring u 
and/or v to become negative. We w ill however consider solutions near the steady 
state (1,0), provided they remain non-negative. This steady state is unstable to 
general perturbations for 0 <  (3 < 1, so that the case of interest is (3 =  1 . The 
case of perturbations involving no predators (v =  0) is determined by the previous 
section since the logistic equation is the governing one in this case. By established 
methods (see for example that introduced by Walton and Marshall (1987), or the 
explicit derivation in chapter 2), (u*,v *) is linearly stable i f  and only if
where h =  f  + 5 ^ ( 4 -3 /7 ) .  (3.16)
Results are summarised, since the analysis is similar to that in section 3.2.
3 . 5 . 1  S o l u t i o n s  n e a r  ( u * , v * )
When 0 < (3 <  1 solutions of the form
u (t ) — 1 +  ecos p r
+e2 (R i cos 2p r  +  B 2 sin 2pr)  ,
/ \ - , 1  - ( 3  . (3.17)v(r)  =  1 +  e—Q+Zsmpr v '
+£2 cos 2r  +  C2 sin 2p r  +  -■ 20?  ^ ^ ’
are possible for certain /(•) ,  where
B , =  ( 2 /J3 ((—1 — P +  P2)M 2/3 +  3/32 +  /33)
+/? ((10 — 0 p ( [ i Jr 3 4 r p  — 7 p 2 j r 3  /I3)}  /  jD(0)
B 2 =  P{2P2((—10 + 5  P +  p 2)yu — 3 — 2/3 +  9 /32 — 4 /3s) / ’ (/?),
+  ( - 7  -  2 P +  5 P2) v  -  12 P +  20 P2 -  8 P3} /  2D(P),
Cx =  (1 — P){p2 ((—3 — 5 P +  4 P2) /j. — 7 P +  10 p2 — 3 p3) f  (P)
+2 P( - 3 ( 3 - P ) n - 4  +  2p  +  2 p 2) } / 2 a D ( p ) ,
C2 = (1 — P){2 P3(—2 +  P) H — 1 +  P) f ‘(P),
+  (3 +  4 /3 — 3 P2) +  7 P -  10 p 2 +  3 P3} /  2aD(P),
and
D(P) =  p { 4 ( 0 - P ) n + ( 9  +  2 p - U P 2) )  .
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Whether the bifurcations are sub- or super-critical can again be determined in 
terms of / ( /?) ,  f ' ( P )  and /?, w ith the frequency of any solution is given by
u  =  1 -  e2{  /?4[(9 +  119 P -  138 P2 +  19 p 3 +  11 /34) p
+54 P -  39 p 2 -  91 P3 +  103 Pi  -  27 P5} ( / '  ( P ) f
+4 /33[(21 — 48 /? +  13 /?2 +  6 (J3)
+6 -  5 p — 33 p2 + 49 p3 — 17 /?4] / '  (/J)
+2 /J[(16 +  31 p -  42 /32 +  7 /33)
+3 +  26 /3 -  40 /32 +  2 /?3 +  9 /J4] /  Z>(/?) (/3ft +  P - } / 8.
Solutions exist where the function /(•)  is such that a real £ exists for
, . _  _7r_ +  a fa )/"O T  +  6(0) ( f ' (P ) ) 2 +  c(P)f' (P) d(/3)
2 / A  16 D(P)p(P f t  +  p - p 2)
where
a(/3)= 6 /34 [(26 /33 — 61 /32 — 20 /? +  75) /i
- 1 9 /J4 +  103/33 -  151 >  +  49 0 +18] , 
b(p) =  —p b [((112 +  27 7r) /3s -  (76 7r +  192) /32 +  (15 7r — 240) /? +  (54 7r +  400)) / i
+  (-1 6  tt -  128) /?4 +  (576 +  95 ir) /J3 +  (-752 -  153 tt) /32 +  (65 tt +  208) P 
+  (9?r +  96)],
cQ3) =  —4 /I3 [((177r +  6) p 3 — (32 7r +  40) p 2 +  (90 +  7r) +  (67r — 64)) /i
+  (6 -  11 tt) /J4 +  (45 tt -  22) /?3 +  (-4 9  tt +  10) +  (15 tt +  30) 24] ,
d(p) =  1  [((20 -  147r) p 5 +  ( - 8  +  84tt) /34 +  ( - 6 2 7r -  108) /33 +  (112 -  32 tt) »  ft
+  (-4 0  -  18 tt) /36 +  (152 -  4 tt) /J5 +  (80 tt -  168) /34 +  (24 -  52 7r) /33 
+  (32 — 6 7r) /32] .
As an example, note that in the lim it P -ft 1 , our solution reduces to
u(r)  =  1 +  ecosr
+£2 2  ^ (2 — /  (1)) cos2r  +  yg (2/  (1) +  tt) s in2r )
where
r  =  cut, cj = 1 — A ( / ( D ) : / ( l )  , 3 
5 20
(3.18)
(3.19)
/
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/ ( l )  =  H + e 2 (4 ( |  -  l )  ( / ' ( I ))2 -  ~  +  1) / ' ( I )  +  1  (3k § /
(3.20)
so that we recover our ‘logistic’ solution w ith the addition of a (constant) predator 
of 0 (e2).
3 . 5 . 2  S o l u t i o n s  n e a r  ( 1 , 0 )
For ( 3 / 1  the only periodic solution admitted is that of the logistic equation, 
since all other solutions result in v(r)  oc exp ((1 — (3)r)). A one parameter fam ily 
of solutions can exist for appropriate /(•),  near the steady state when (3 =  1, so 
that for C >  0,
u (t ) =  1 +  £COST
+e2 (^ ~ P  +  yg (2 -  /  (1)) cos 2t  +  yg (2 /  (1) +  l )  sin 2r  +  P p  -  a P j , 
v(r)  =  s2C ,
(3.21)
where
{(/'(D)2 /(D sN
and
T =  U)t, U) =  1 — £2
and
-  s  !o /
(3.22)
/(D = \ + e 2 (4 (! - 1) (/ID)2 -  (■* + D /'(D + «c/'(D + ^  O - 2) -  |/"(D)
(3.23)
When (7 =  0, this reduces to the solution of the logistic model, w ith a prey
f'f 1)
population of 0(e3). The solution when (7 =  equivalent to that given by
the solution about (u*,v*) as (3 —> 1.
3 . 5 . 3  E x i s t e n c e  o f  p e r i o d i c  s o l u t i o n s
For (3 >  1, the only periodic solutions possible are those given by the logistic 
model, that is, no predators and a prey population oscillating near the steady 
state u =  1 . I f  this solution exists, then it  exists for all (3. As (3 —> 1 from above, 
a whole family of solutions (oscillatory in u and w ith stationary v) can come into
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existence near (1,0), only one of which remains as (3 moves below 1, becoming 
oscillatory in both u and v near the steady state (u*,v*) (for 0 < (3 < 1).
I t  should be remembered that the existence of these solutions depends strongly 
on /(•) , and there may exist other solutions for the system but which are not 
periodic and near the stationary states.
0.0 0.4 0.6 0.8 1.0
P
Figure 3.3: Whether the periodic solution near (u*,v*) is sub-critical or super­
critical for the system 3.15 with a delay given by f ( x )  =  cx is determined in the 
((3, c) parameter space. The shaded region represents sub-critical solutions. In 
addition to this we note that c/3 should be near and as an example we plot 
the bounds |c/3 — tjjj\ =  0.2. Hence, to have a solution which is not super-critical, 
we require very small (3 and large c.
3 . 5 . 4  L i n e a r  d e l a y
As an example we consider the system with a delay given by f ( x )  =  cx. Whenever 
|c(3 — jjj | is small, periodic solutions exist near both non-trivial steady states, for 
either c >  ^  or c < We w ill once again consider whether the bifurcations 
are super-critical or sub-critical, to determine the stability of the solutions.
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For all p there exists the prey only solution near (1,0) given by the logistic 
model, and all solutions are sub-critical (see section 3.4.2). For 0 < p  < 1 there 
exists (in addition to this) a solution near (u*,v*) whose critica lity is dependent 
on both P and c, as given in figure 3.3. As can be seen, for most reasonable values 
of p  and c this solution is super-critical, and hence stable.
When p =  1 (so that (u*,v*) =  (1,0)) our one parameter family of solutions 
near (1 , 0) comes into existence and has criticality determined by the parameter 
C  >  0, in the notation of (3.21). Let
n  1 / i  n /A \ 7T + 1 37T — 2\Ccrit =  - ( l 6 ( 4 - ^ ) C + _ ----------— )  ,
then all solutions are sub-critical for C < Ccrit and super-critical when C > Ccrit . 
Note that although we require C  >  0, the sign of Ccrit is determined by the delay 
parameter c.
3 .6  C o n c lu s io n s
The existence of periodic solutions near equilibrium point (s) is strongly dependent 
on both the value and the behaviour of the delay function /(• )  at the equilibrium. 
This is in contrast to the stability of the equilibrium, which is determined purely 
by the value of /  evaluated at the equilibrium (Cooke & Huang, 1996).
For simple models or systems (w ith classical Hopf bifurcation) the stability 
of such solutions can be determined by the value of the delay function and its 
first two derivatives at the equilibrium (since any solution is either sub-critical 
or super-critical). For any given delay function it  is possible to determine the 
parameter space for which periodic solutions near the steady states exist, and to 
divide this into stable and unstable regions.
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S p a t i a l l y  i n h o m o g e n e o u s  d e l a y
C h a p t e r  4
4 .1  I n t r o d u c t i o n
In this chapter we concern ourselves w ith models where the delay strength varies in 
space, rather than w ith time, on some domain. I t  is perhaps reasonable to state 
that ODEs in time, incorporating time or state dependent delays, offer greater 
scope for progress than equations which include spatial effects, such as those in 
the present chapter.
The spatial effects of a system can be incorporated most simply by adding 
diffusion to an original ODE problem, to give a reaction-diffusion equation, and 
then considering it  as a PDE. Any or all of the kinetic parameters or diffusivities 
in these systems may be allowed to vary in space. For example, Benson et al 
(1993,1996) considered the effect of a space-dependent diffusion coefficient in a 
two species model. I f  a delay is present we may ask whether this should vary 
in space too and, from a modelling point of view, we believe this is realistic. 
For example, delays are often incorporated to model the regeneration time of a 
vegetable resource such as grass and this regeneration time w ill vary w ith position 
because of numerous factors such as soil condition, sunlight, temperature and 
rainfall (see section 1 .1 .2).
Any spatial fluctuations in a factor which introduces a time delay into the model 
equations w ill thus generate a spatially varying delay. We expect both the delay 
(and spatial variation thereof) and the diffusion to be important in determining
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the stability of the uniform states and the capacity of the system to generate 
spatial and spatio-temporal patterns. Delays generally have a destabilising effect 
on a uniform steady state solution, while in a scalar equation diffusion is stabilising 
(although, as is well known, it  can generate instability in a coupled system - the 
Turing instability). We therefore expect both the diffusion and the delay to affect 
the behaviour of any system w ith a time lag that is explicitly dependent on space.
The chapter aims to study the effects of space-dependence in the delay of a 
general single species delayed reaction-diffusion model. The equation is
ut -  F (u , v) +  Duxx (4.1)
where the diffusivity D  is a positive constant and where
v(x,t)  =  f  K ( x , t  — s)u(x,s)ds. (4.2)
J—oo
For simplicity we consider the equation on the finite spatial domain x E [0,1] w ith 
zero population flux at the boundaries x — 0,1. Thus the boundary conditions 
are
g ( 0,*) =  g ( M )  = 0, t > 0.
In addition we w ill assume that there is at least one non-zero spatially uniform 
steady state solution u =  u*, the stability or instability of which w ill be our main 
concern.
We present results for a space dependent distributed delay, and w ill also con­
sider a discrete delay for comparison. For the distributed case we shall use the 
kernel
K (x , t )  =  e(x)e~, ^ t, e ( x ) > 0 .  (4.3)
For large 9(x) this represents a weak delay in that only recent populations have
a sizable effect on the current growth rate. Thus 1 /9{x) is a space-dependent
parameter measuring the delay at each point x. A model w ith a discrete delay 
w ill result i f  the kernel in (4.2) is instead taken to be of the form
K (x , t )  =  6 (t — t  ( x ) ) , r (x )  > 0, (4.4)
where $(•) is the Dirac delta function; w ith this choice we find that v(x,t )  =  
u(x, t — r(x)).
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For spatially independent delays (0 or r  constant) we shall derive stability cri­
teria in terms of the model parameters. Following previous work we shall consider 
two cases for the delay variation, namely small amplitude fluctuations, and when 
the spatial domain [0,1] is broken into two subintervals [0,£] and [C>1]> where 
the delay assumes one constant value on one of these subintervals and another 
constant value on the other (i.e., a piecewise constant delay). These two delay 
variations w ill be given by
respectively.
By deriving the dispersion relationship it  is possible to compute the regions 
of stability in the parameter space. Diffusion can result in the behaviour of the 
system in both parts of the domain being driven by one of the parameters or, in 
the case of weak diffusion, each part of the domain growing or decaying separately. 
In addition, we once again find that for small variations it  is the overall mean of 
the delay that is important, but that this does not extend to larger amplitude 
variations.
4 . 1 . 1  D i s t r i b u t e d  d e l a y
We now consider equation (4.1) w ith (4.2) in the case where the kernel K (x , t )  is 
given by (4.3). W ith  this choice of the kernel i t  is straightforward to see that if  we 
differentiate the delay term (4.2) w ith respect to t  the result is vt =  9(x)(u — u). 
Thus the scalar equation (4.1) can be replaced by the coupled system of equations
9(x) =  90 +  e f(x) ,  \e\ <C 1,
and
0i, x E [0, £),
#2> x E (C, 1] >
ut =  F(u ,v )  +  D uxx, 
Vt =  9(x) (u — v ) .
(4.5)
We denote any uniform steady state by (u*, u*), and let
du dv(u,v)=(u* ,u*)
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Linearising the system, by setting (u, v) =  (u* ft u, u* +  v), gives
/  \ f :
9(x) — 9(x)
< A
V v )
+
( D  0 
0 0 V v J (4.6)
and for simplicity the tildes w ill henceforth be dropped. In the following two 
subsections we study this linearised system and present results for the cases of 
spatially homogeneous and spatially inhomogeneous delay.
4 .2  S p a t i a l l y  h o m o g e n e o u s  d e la y
I f  9(x) =  9 on the whole domain, then we may seek a solution of (4.6) in the form
oc extMkx.
* u(x,t)  ^
V «(*.*) )
This gives the characteristic equation determining the linearised stability of the 
steady state u* of (4.1) to be
A2 -  A  -  0 -  D k 2) A -  (F „* +  F„* -  D k2) 9 =  0
for perturbations of wavenumber k. Thus i t  is straightforward to see that the 
steady state is stable to arbitrary small perturbations (alternatively: stable w ith 
or w ithout diffusion) if
F : < 9  and F ; f t F : <  0,
and unstable otherwise. Thus the stability criteria in the constant delay case are 
very easy to state, and w ill prove useful for reference purposes.
Henceforth we shall always assume that v :=  — (F* -ft F*) >  0. This is saying 
that the uniform state u* is stable as a solution of the corresponding undelayed 
equation (i.e., equation (4.1) w ith v =  u) so that we are studying delay-induced 
instability. We also let p :=  F*. Thus the linear stability condition in the constant 
9 case is simply 9 > p.
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4 .3  S p a t i a l l y  in h o m o g e n e o u s  d e la y
We now let 9(x) be a function of x, and look for a solution of (4.6) of the form
J u(x, t)  ^
v(x, t)
(
9(x) \
\  h(x) }
fat
This gives us a single second order equation for g(x), namely
—A2 +  A (p — 9(x)) — 9(x)v
g"(x) +
(9(x) +  A )D
g(x) =  0, (4.7)
where g (x) =  in the usual way, w ith boundary conditions
g'( 0) =  g'( 1) =  0. (4.8)
This is the characteristic equation which w ill determine the linear stability of the 
steady state. For stability we require that all pairs (g(x),X) £ C2 (R) x C which 
solve (4.7) satisfy
Re(A) < 0. (4.9)
In tu itive ly from section (4.2), we would expect that
if  9(x) > p V x £ [0, 1] then the steady state w ill remain stable, 
i f  9(x) < p V x £ [0, 1] then the steady state w ill become unstable.
This is indeed what we find.
4 . 4  S m a l l  a m p l i t u d e  v a r i a t i o n s
Here we consider
9(x) =  0O +  ef(x) ,  |e| <  1 , (4.10)
where 0o > 0 is a constant and f(x) is a continuously differentiable function 
defined on [0,1]. By what has been said above, i f  |0O — p\ >> e, we would expect 
the stability of any steady state to be determined by comparing 0O to p , since 
i f  0O > p (0O < p) then 9(x) > p (9(x) < p) for all x £ [0,1], Simulations 
confirm what we expect intuitively, an example of which is given in figure 4.1. 
Here we actually have the prey from a two species system w ith distributed delay
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FigUre 4 J : The simulations show the Wev n , •
with the delay term given by 0(x) =  g + of the systfim
parameters are D p = Dc = i a = , ° °n ^  d°main I0’ %  The moc
(considered in section 4.7), but the stability conditions (for spatially invariant 
6) can sim ilarly be reduced to requiring 6 to be greater than some critical value 
9C. A ll the simulations in this chapter were carried out using the N ag routine 
D03PCF. Analytical confirmation of this is given, for a specific delay 9(:r), in 
section 4.5.
The case for analysis is therefore
9(x) — p -+ ef{x) ,  |e| <  1 , (4-11)
where p is the critical value for stability in case when 9 is constant. Note that this 
is not a restriction on the value of the mean of the delay parameter 9(x), only that 
we are considering those which have mean w ithin 0(e) of the critical value p. For 
this part we require p >  0, but since 9(x) > 0 the alternative is always triv ia lly  
stable. We consider periodic functions f ( x )  w ith period T  — on the range 
[0,1]. In practice this incorporates all functions, since we are working on a finite 
domain. Our analysis consists of a regular perturbation expansion, to determine 
the conditions for (4.9) to hold.
We substitute (4.11) into (4.7), so that our characteristic equation becomes
-  "■
and look for solutions of the form
g{x,e) = g 0{x) d e g /x )  +£2g2{x) + . . . ,
A(e) = A0 +eAi -t-e2A2 + --
Our zero flux boundary condition becomes, in terms of g(x,£)\
(4.13)
* ( » ) . * ( . ) .  0. . =  0, 1,2........
Substituting (4.13) into (4.12) and collecting orders of £, we note that when £ =  0 
our equation becomes
(A0 +  p) go {x) -  (A^ +  pv) g0(x) =  0. (4.14)
I t  is therefore sufficient to consider go(x) oc emx for n E Z, upon which (4.14) 
becomes
Aq +  AoD n 2 +  (v +  Dri f t  p =  0.
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Since D  > 0 and v >  0, it  is clear that for n /  0, Re(Ao) <  0. For our stability 
analysis, i t  is therefore sufficient to consider n — 0, so that A§ =  —pv, and 
go(x) oc e° is constant. Since p, u >  0, the first order solution is given by
A0 =  iy/Wh 9o{x) ~  go(0), (4.15)
where we take the positive square root w ithout loss of generality.
The O(e) equation is
(4.16)
( p  +  A 0 )  D g ' [ ( x )  +  i f ( x )  ~  M  +  p v )  9 i ( x )  +  A i )  D % ( x )
— (2AoAi +  f i x )  (v +  Ao)) go{x) =  0.
Upon substituting in (4.15) and integrating (4.16) from 0 to x , we have
g'l{x) _  g (o) =  +  G + i m m  r f(s)ds (417)
J1W ( p  + l y / p v )  D  ( p  +  i y / p v ) D  J  o J K J  K J
Since < (0) =  (?i(l) =  0, we consider x =  1, and solve for A i ;
-  V +  iVJrV- f i i s ) d s .JO
Ai
2i yjfw o
This may be derived directly by integrating (4.16) from 0 to 1 , but we make use 
of (4.17), the explicit expression for g[{x), in section 4.4.1 below. Hence
1  r l
Re(Ai) =  —-  f  f {s)ds ,
2j J o
so that the stability of the system is determined by the mean of the delay across 
the whole domain.
4 . 4 . 1  S p a t i a l  v a r i a t i o n s  w i t h  m e a n  p
The only case not yet considered is when the mean of the delay 6(x) is exactly 
equal to the critical value p , that is when
[  f {x )dx  =  0. (4-18)
J 0
Under this condition, the period T  of the function f ( x )  is an integer fraction of 
the domain size, i.e. T  =  \ ,  k £ Z+ , so that f ( x )  has frequency
to =  2irk
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for some positive integer k. We now let (4.18) hold, so that Ai =  0 and (4.17) 
becomes
*•> - Z + f W
Integrating again from 0 to x , we find </i(:r) in terms of f ( x ) \
9l{x) =  U T I ^ F 5o(0)f  (4-19)
To determine the sign of the real part of A(e), we need to consider the 0 (e2) 
equation, which, upon substituting in (4.15), (4.18) and (4.19) becomes
f t - v  +  2i> + )  !h(7) =  2 ( - 1/ +  ^ 1a2 + fa +  0 ‘yfa*7ffijO)^
■ f a + j.v fa U flp W ^ ^ )  +  i  ^  _  /1 +  2^ )  a ^ L f ( x ) f  f m d a  dr.
Finally we integrate from 0 to 1, and use our boundary conditions g2 (0) =  0, 
1/2(1) =  0 and (4.18) to simplify the equation to;
0 =  2 nu +  iy Ju/j  A2
_ u + j _ ^ J f t 2{s)ds +  *  fa - W & £ f(x) dx.
(4.20)
I f  we let
1 =  Jq f i x )  Q f ^  / (s)dsdr^  cte, ^  =  f Q f 2( /)dx,  (4.21)
then solving (4.20) for A2 and taking the real part gives
= ^ f a - S M U + f a - O ^ J  
2/i (/i +  /y) D
Hence, our criteria for stability of the steady state reduce to
(p — v ) D J  — u(3p — v)T < 0, (4.22)
where X, J  are given by (4.21).
Before we give examples of possible f(x), we w ill first show that T  <  0 and 
J  >  0 for all non-trivial f i x )  w ith mean 0 over the domain, so that the inequality 
above can be rearranged to isolate any chosen parameter (p, 1/  or D).
Since f(x) has frequency lj =  2nk where k € Z+, we can write it  in terms of
its Fourier series, namely
f{x) =  (4.23)
n + 0
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Note that we have set cvo =  0 since f ( x )  has mean 0, and that an /  0 for some n 
since f ( x )  /  0. The integral J  is clearly non-negative, since f 2(x) > 0 for all x, 
but we evaluate it  in terms of the Fourier series for future reference.
x  =  E  E
n f  0 777+O 9
/ g iu(n+m) _
= 53 53 a n®m ( • / s J + '^2ana ~n (X “ ~ 53l°+|2 >
n^ o 0 V lU> V1 ni) J n f  0 n f 0
njk—m
(4.24)
since u> =  2irk implies that e 4 n+m) =  e2/C7ri for some K  E Z.
By consider the real and imaginary part of an separately, so that an =  a £ + ialn, 
and noting that a_n =  dn, we see that
2 * *» -‘2 / i \2
E.77+0 n = ( E ^  + ^ ) 2 = (2iE$) = - 4( E f<n>0 ™ 'V  V n>0 'A /  \n>0 < 0.
Clearly
E
77+0
\aT
n
> 0,
and so we have
72+O 771^ 0
_  l \ar
n
2\
/
(4.25)
< 0.
y \7i^ 0 /  tt+0
In terms of the Fourier coefficients of /(a;) and its frequency a/, our stability 
condition becomes
[ E  ( O ’ - f e
V 71^0 \ n / \
(Xr
71
2\
/t^t+ '"
Using the fact that J  >  0 > Z, we can rewrite (4.22) as
J
+ (p -  u) D u 2531^ 7712 < o.
77+0
(/i -  v)D  ( ^ j )  +  ^(3/i -  v) <  0. (4.26)
I t  is now immediately clear that for all values of D >  0, the steady state w ill 
always be unstable if  F(u,v )  is such that v < p, i.e.
2 F *  +  F f  >0.
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We also see that the stability of the system is increased w ith increasing D + j  
(strictly positive), so that diffusion is a stabilising factor as we expected. I f  we 
consider the integrals for f ( x )  in terms of its Fourier expansion, given by (4.25) 
and (4.24) above , we see that
The stability of the steady state therefore increases for higher frequency f { x ), 
corresponding to more numerous but smaller alternating regions of stabilising and 
destabilising values of the delay parameter across the domain.
D=0 D of Order 1 limit D to infinity
0 n
Figure 4.2: The stability region (white) in the (p, v) parameter space of the steady
state {u*,u*) of the system (4.5) when the mean of the delay is zero, increases
w ith the diffusivity D. The unstable region (shaded) covers between half and the
whole space p, v > 0, decreasing, for any given delay function f { x ) ,  w ith increasing
D. I t  should be noted that the boundary between instability and stability is not
necessarily a straight line, but can be slightly curved (on a small scale), especially
near the origin. When D  =  0, we have instability for all p and v, whilst we are
guaranteed stability when u > 3p for all D of order 1. For any f{x) and any D ,
the steady state w ill always be unstable if  u < p.
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Our analytical condition (4.26) also suggests that the system w ill always be 
stable for u > 3p. This result, however, is only applicable for diffusivity D  of 
order 1, since for D  <C 1 our perturbation expansion breaks down. Intu itive ly this 
makes sense since if  D  — 0, then each point on the domain is in effect independent 
of the rest, and if  there exists xQ E [0,1] such that 9{x0) < p, this point in space 
w ill always be unstable. Such a point w ill always exist for f { x )  w ith mean 0 on 
the domain unless f [ x )  =  0 everywhere. This function f ( x )  however returns us 
to critical stability, since then our original delay parameter becomes
9{x) =  p, x E [0,1],
and we need to consider nonlinear effects. This result for small D  is confirmed 
analytically in section 4.5.1.
How the stability region in the (p , v) parameter space varies w ith D  (for any 
given function / )  is shown in Figure 4.2. We summarise our results as follows:
T heorem  5 For equation (4-1) with delay (4-3), (4-31);
i f  / 9(x)dx > p (< p) then the steady state u* is linearly asymptotically stable 
Jo
(unstable);
i f  / 9{x)dx =  p then u* is stable provided (4-^6) holds.
Jo
4 . 4 . 2  S i n u s o i d a l  f l u c t u a t i o n
Consider the delay parameter of the from
9{x) =  p +  £sin ( a x ) , \e\ C  1, a: E [0,1], 
so that f { x )  =  sin (arc). Over the domain, /(rc) has mean
f 1 n/ \ 1 1  “  COSUJ  ^ n/  f (x )dx  = -------------->  0,
Jo UJ
the sign of which w ill determine stability. Hence, the steady state is stable for all 
a  >  0, a  =4 27rk (k E Z). The integral being non-negative follows from the left 
hand boundary being set at x — 0, so that for sufficiently small x, f ( x )  is always 
positive, but consideration of sin (a (re +  (3) )  or cos (arc) are equally simple.
To consider the critical case(s)
/(re) =  sin(arc), a  =  2ixk, k E Z+ ,
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we use our stability condition (4.26). Our integrals evaluate to
3 3Z =  J  sin (cox) J  sin (cos)ds d r \  dx — —
2co' 2 7,2 >
A  lJ  =  /  sin2(ao;)<ia; =  - ,  
J o 2
so that for stability we require
. .Deo2 . ,
( M - D - y -  + ^ (3 / i-D  < 0.
In particular, the delay 6(x) =  p, +  esin (2irx) on x E [0,1], (that is, when 
u o  =  2ixk with A :  =  1 )  giving one complete sinusoidal wave across the domain, has 
the stability condition
t , 4Dn2 . .
(p ~  U - 3— + u(d p  -  v) <  0. (4.27)
4 . 4 . 3  S t e p w i s e  f l u c t u a t i o n
Consider
B(x) =  { M +  e’ x 6 [ 0 4 ) ’ 
H - e ,  (§,!] ,
(4.28)
in the same notation as before. This delay is equivalent to taking f ( x )  =  f s(x), 
where
+1, x E [0, |) ,
fs(x )
-1 ,  x E (5,1].
(4.29)
The delay parameter 9(x) has mean p over the domain, and so we need our 
stability condition (4.26). Evaluating the integrals;
J  — I  f f ( x )d x  =  [  ldx  =  1, 
Jo Jo
1 lo ^s^  (L  lo JYs)dsdr  ^dx
[  fs(x ) [  r  dr dx r  E [0, | ) ,
Jo fs(x ) f 0 1 ~ r  dr dx r  E ( | ,  1],
=  f  ( t )  +  / j*  “ 1 ( " T  +  *  "  i )  =
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and substituting into (4.26), we derive the stability criteria
(p — v)12D +  7/(3p — v) < 0. (4.30)
This condition is derived by an alternative route in section 4.5, when we con­
sider step wise variations in general, and then study in greater detail the specific 
example of small amplitude variation.
sinusoidal oscillation across the domain, given by (4.27). The multiple of D  in 
the first is 12, whereas in the second it  is | 7r2 £3 13.16. The former is slightly less 
stable, in that for any given D, the stable region in the parameter space (p, u) 
for f s(x) given by (4.29) is a subset of the region for f ( x )  =  sm(2irx). This is 
again something we might expect, since the deviation from the mean of the step 
function is naturally greater than for a sinusoidal function of equal amplitude. 
Explicitly, i f  we define the total deviation from the mean of the delay parameter
then we expect functions w ith larger measure Z>/(®) to be relatively less stable (all 
other factors aside). For our example,
1
fs(x) 1) 7>sin(27ra;) — ~ ~  0.32, and SO X /S(a;) A Xsin(27ra:) ■
These different situations are considered in the next sections, and results are 
confirmed through simulations of a possible model. In particular, the results 
established for the scalar model are shown to also apply to systems of equations.
4 . 4 . 4  N u m e r i c a l  s i m u l a t i o n s
As an example we consider the model given by
introduced (and studied for the spatially invariant delay case) by B ritton  (1990). 
The (positive) parameter a is a measure of the benefit to the population from 
grouping together.
Notice the sim ilarity between this stability condition and that for a single
by
(4.31)
F ( u , v) =  u (1 +  au — (1 +  a)v) , (4.32)
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We shall let the delay parameter 9(x) oscillate across the domain [0,1], in the 
form
9(x) =  90 +  e sin ( u x ) . (4.33)
The fu ll equation considered therefore is
ut{x,t)  — u(x>t) [1 +  au(xt t) -  (1 +  a) v(x, t)] +  Duxx(x,t) x E [0,1], t >  0,
(4.34)
where
v(x t t) — (  9 (x )e~°^ tu(x, s)ds
J—oo
and 9(x) is given by (4.33). The system has one non-zero uniform steady state 
u* =  1 , which is the only one of interest since it  is easy to show that the triv ia l 
steady state is always unstable.
In terms of our analysis, the significant parameters are
p =  Fu(u*, u*) =  a, v =  —Fu(u*, u*) -  Fu( u \  u*) =  1, (4.35)
so that p, v >  0 and all of the above applies. We see immediately that the steady 
state u* =  1 is stable i f
cos to — 1
9q +  £------------- > a,
u
and unstable i f  the inequality is reversed. The case of interest is therefore when
#o — a and to =  2nN, N  E Z+ ,
so that the delay parameter 9(x) oscillates about the critical value a and has mean 
zero across the domain.
Substituting (4.35) into the condition (4.26), we have that the steady state is 
stable provided
4 (a -  1) D E N 2 3 (3a - 1 )  <  0. (4.36)
In particular, u =  1 is
stable for a <  g and unstable for a >  1
for model parameters D, a of order 1 (compared to e). I f  |  <  a <  1 , our stability 
criteria can be rearranged into the form
at-2 3 3a — 1N* > ----------------
4Dtt2 1 -  a ’
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to give a condition on N , the number of oscillations across the domain. We see 
that the state is therefore always stable for sufficiently high frequency oscillations 
of the delay parameter across the domain, but may be unstable i f  the number of 
fluctuations is too small.
As an example, consider the case when a =  0.9, D  =  0.5, so that for stability 
we require
51
N 2 > — g «  2.48.
2k
Stability is therefore not attained when N  =  1, only when N  > 2. Numerical 
simulations (for the fu ll model) confirm this, for suitably small e, as shown in 
Figure 4.3.
4 .5  L a r g e  a m p l i t u d e  v a r i a t i o n
So far we have only considered small amplitude variations in the delay strength. 
Larger fluctuations are much harder to deal w ith analytically, since they do not, 
for example, lend themselves to perturbation analysis, so we need to consider a 
specific example. We therefore let the delay parameter 9(x) take the step function 
form
for some 0 <  £ < 1, where 9\ and 92 are constants. We again look for a solution 
of (4.7) w ith boundary conditions (4.8). To accommodate 9(x) of the form (4.37), 
we write g(x) as
x € [0,£), 
x 6 (£,!], (4.37)
J Qi(x) x e [0, £],
9\x) — \
[ g2(x) x £ [£, 1],
and require continuity of g and of its derivative (the latter implies continuity of 
flux) at x  =  £, so that
0i(C) =  92(C) and g[(Q = 02(C)-
Letting
(4.38)
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Figure 4.3: Simulations of (4.34) confirm the stability result (4.36). Here a =  0.9, 
D =  0.5, and e =  0.4, so that (top) when N  =  1, the steady state is unstable, but 
(bottom) when N  — 2 we have stability. Note that this behaviour emerges over a 
relatively long time scale, with many oscillations in the population, since we are 
close to the stability boundary.
92
gi(x) — Aicos[airc] +  B\  sinfaqx],
g2{x) — A 2 cos[0:2 (1 -  a?)] +  R2sin[a2 (1 -  x)],
where the coefficients Ai and B 2 are to be chosen.
Applying the zero flux boundary condition at x =  0 gives
. , cosaqx
=  7 -------- 7 ,cos aq£
where 7  — g{(). Similarly for x E [£, 1],
, * coso:2 (1 — x)
92 t t  =  7 T,------TV-COS OL2 (1 — £)
Since g(x) is continuous on [0,1] by design, our final condition on g(x) is the 
requirement of continuity of flux at x — £, namely
<?; (0 = ^ (0 - 
For a non-trivial g(x) this reduces to
o;2tana 2 (1 — £) + a 1 tano:i£ =  0. (4.39)
Here we assume that coso:i£ and cosq;2(1 — £) are both non-zero; the special 
cases where this is not so can be considered separately and yield similar results. 
Equation (4.39), together w ith (4.38), is the dispersion relationship determining A 
which w ill determine the stability of the steady state u* for given parameter values. 
In general the roots for A are complex and need to be computed numerically.
Figure 4.4 shows the stability and instability regions, in the (0i,02) parameter 
plane, for typical values of the other parameters. The curve was computed numer­
ically using the numerical continuation program Auto. I t  is relatively unaffected 
by changes in the values of v or D, but is more strongly dependent on p. Here 
£ — 0.5 (solid line) so that the domain is symmetric in 6\ and 02; for other val­
ues of £ the curve becomes skewed, e.g. when £ =  0.2 (dotted line), the system 
becomes less affected by Q\ and more strongly dependent on 02. As £ approaches 
0 the stability curve approaches the horizontal line 02 =  p as we should expect 
since, in this lim it, we have the one-parameter problem 9 =  02 for all x E [0,1] 
w ith  the stability criteria for spatially homogeneous delay.
we have
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Figure 4.4: The stability regions for (4.5) when p = 0.5 and // = 1, as given 
by (4.39) when £ = \ (solid line) and when £ = 0.2 (dotted line). The bifurcation 
value for 9 constant is also marked (9 =  p ,  dashed line). As we would expect, 
all bifurcation curves pass through the point (p,p), and when both 9\ and 92 
are above (below) this value, the steady state is always stable (unstable). As £ 
approaches 0 (1), the curve tends to the one parameter line 92 = p (6£ = p). Here 
D = 10"2.
Figure 4.4 confirms two points that we would expect intuitively, namely that 
the steady state u* is stable whenever 9\,92 >  p and unstable when 9\,92 < p 
(recall that in the constant 9 case the condition for stability is 9 >  p). This was 
confirmed numerically for a number of different models and parameter values, an 
example of which is given in figure 4.1.
Of greater interest is the case when 9\ < p <  92, and what happens in this 
case seems to depend mainly on the diffusivity D. The steady state can either 
become stable or unstable on the whole domain, or different behaviour can oc­
cur in different parts of the domain. Before we present the results of numerical
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simulations which illustrate such situations, we again consider the particular case 
when the mean value of the function 9(x) is exactly p, and variations are of small 
amplitude.
4.5.1 Small amplitude fluctuation
We take C = \ and set
9i = p + e, 92 =  p - s , (4.40)
where 1.
For obvious reasons we require, for this part, that p > 0. To determine the 
stability of the steady state u*, we look for roots of the dispersion relation of the 
form
A = Ao + eAi + £2A2 + 0(s3), (4.41)
where all the Aj will in general be complex. We substitute (4.40) and (4.41) into 
(4.38), (4.39) and collect powers of e. At lowest order we find that
Aq + 4ft27r2iAAo + p (4k27Y2D + v) = 0, where k = 0,1, 2,__
For k > 1 the roots of this equation lie in the left half of the complex plane. The 
roots have greatest real part when k = 0 and it therefore suffices to take
A0 = iffpv.
For this value of Ao we obtain Ai = 0 as expected (the stability of the steady 
state should not depend on the sign of e). At 0(£2) we can solve to find A2, the 
real part of which will determine stability. Upon simplification, we find that
p \ - 12D ia ~ ! / l+ ~~ ^
2 24/i (p +  v) D
so that the uniform steady state is stable if
12D (p — u) + v (3/i — v) < 0,
i.e. condition (4.30). Stability regions are again represented by figure 4.2, since 
this is valid for all small amplitude variations about the critical mean.
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The above analysis breaks down in the limit D —» 0. In this limit the differential 
equation for g(x) is singularly perturbed and our analysis is not valid. As D —> 0
the two halves of the domain become independent of each other and so we should
expect stability in one half of the domain and instability in the other, since 9\ 
and 02 were taken to be on either side of the critical value p. Although the two 
halves of the domain are becoming independent of each other, we still require the 
continuity of flux condition to be satisfied at x = £. Thus when D is very small 
what is effectively happening is that on the right half of the domain (the unstable 
part) the solution is being made to satisfy a Dirichlet boundary condition at x = £, 
namely it(£,£) — u* (i.e. g(£) = 0) whilst keeping the homogeneous Neumann 
boundary condition at x = 1. By symmetry considerations solutions of such a 
problem can be extended and considered as satisfying the equation 011 a larger 
domain with Dirichlet boundary conditions at both ends. Hence, for suitably 
small diffusivity we do indeed have instability. These intuitive expectations are 
all illustrated clearly in figure 4.6, where in the unstable part of the domain the 
solution has evolved to a spatial pattern whose amplitude oscillates in time.
In view of these observations figure 4.2 has be modified accordingly. We note 
that the region of instability will sweep from p > v  to p > 0  as D decreases to 
0, and is not bounded above by p = |. This behaviour is born out by numerical 
simulations, as shown in the next subsection, where weak diffusion can lead to 
independent behaviour in the two parts of the domain.
4.5.2 Numerical Simulations
As a particular case of (4.1) we shall use the model
F(u, v) =  u ( l  3- au — bu2 — (1 3- a — b) v'j , a, b > 0,
a variation on equation (4.32), which gives
ut = u ^ 1 + au — bu2 — (1 + a — b) j  9(x)e~e^ t~s^ u(x, s) ds'j 3- Duxx, (4.42)
where 9(x) is given by (4.37) as before. When b > 0 the term —bu2 represents 
competition for space (rather than resources) and the presence of this term in the 
equation prevents the solution from blowing up.
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There is one positive uniform state in this model, namely u =  1, the stability 
of which is our interest. The parameters p and v are, for this particular model, 
given by p — a — 2b and u =  1 + 6 (> 0). Thus in the constant 9 case the value 
0cr = a — 26 is critical. Numerical simulations give the expected behaviour when 
9i and 02 are either both above or both below the value 0cr.
01
Figure 4.5: The stability regions for (4.42) when 6 = 0, as a varies, where the 
steady state is stable for (0i,02) above the curve (computed using Auto). For 
constant 0, the critical value for stability when 6 = 0 reduced to 0cr = a. It can 
be seen that when 9\ = a + e and 02 = a — e, the steady state remains stable 
for larger values of |e| with decreasing 9cr. When a > 1 the stability boundary 
is purely convex for all D , and so in such a situation we cannot attain stability. 
Here D — 10-2, £ = \ so that, by condition (4.44), the boundary is convex for 
a > « 0.36, which means (4.43) becomes unstable for all e. Below this value
the curve develops a bump and we can remain in the stable region for sufficiently 
small e.
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Figure 4.5 shows the neutral stability curves in the (01? 02) parameter plane for 
various values of a when 6 = 0 (positive values of 6 produce similar curves). For 
each curve, the unstable side of it is the lower left side. In each case the curve 
passes through (0 ,^ 0cr) as expected, since this value is critical when 0 is constant. 
Overall the “unstable” part of the domain tends to be dominant in that if 6\ is 
just slightly below 0cr then 02 would need to be very considerably above 6cr for 
the uniform state to remain stable. Close to the bifurcation curve, however, there 
are exceptions (see figure 4.5 and below). It is particularly noteworthy that for 
small values of the aggregation parameter a the stability curve develops a ‘bump’, 
meaning that if 0i and 02 differ from 0cr by only a small amount then the uniform 
state remains stable, but instability will result if they differ by a sufficiently large 
amount.
When 0! > 0cr > 02 diffusion can cause one type of behaviour to dominate the 
whole domain, as shown from the numerical simulations in figure 4.7. If diffusion 
is sufficiently weak it is possible for the system to exhibit very different behaviour 
in different parts of the domain. Figure 4.6 shows how an initial perturbation can 
grow in one half of the domain while rapidly decaying in the other.
Figure 4.6: Under certain conditions, when 0cr E [0i,02], one part of the domain 
may remain stable while small perturbations continue to grow in the other. Here 
0i =  1.4, 02 =  0.6 and 0cr =  I (D =  10~4, £ =  0.5, a =  3 and 6 =  1).
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Figure 4.7: If 61 >  6cr >  92, diffusion can cause the whole domain to become (top) 
stable (0i = 2, 02 = 0.9), so that perturbations die out, or (bottom) unstable (fo = 
1.1,02 — 0-7,), resulting in small perturbations growing in amplitude (D = 10—1, 
£ = 0.5, a = 3 and b = 1 so 6cr = 1).
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9\ = 9cr -ft £, 62 — 9cr — e, (4-43)
with £ < 1, the linear stability criteria we computed earlier reduce to
0 < a < 4LA stable, independent of D,
< a < 1 + 36 stable whenever 12D (1 + 36 — a) > (3a — 1 — 76)(6 + 1),
a > 1 + 36 unstable, independent of D.
(4.44)
This stability region is illustrated in figure 4.8 for the example 6 = 0, with similar 
results for positive 6. It should be noted that, once again, these results are not 
valid for very small D when one half of the domain is stable and the other half 
unstable.
We see that this is borne out in the behaviour of the bifurcation curve in fig-
For the case C — 2 and
a
Figure 4.8: The stability diagram for (4.42)-(4.43) when 6 = 0 shows that the 
steady state cannot remain stable if a > 1. For very small D , the analytical 
result breaks down, since it requires a < | for stability, whereas we would ex­
pect instability in the limit D = 0, when the two halves of the domain become 
independent.
100
ure 4.5, where for a < 1 + 3 6 the curve is not always convex near (0cr, 9cr) but 
depends on D , and so it is not immediately obvious how the solution will be­
have. When a > 1 + 36, however, the curve is convex, and the straight line given 
parametrically by f?i)2 = 0cr ±  e will always lie below the curve. Our observation 
that the stability diagram is not strongly affected by D also holds since, by fig­
ure 4.8, we require very large changes in D for a relatively small change in a along 
the curve. These results have been confirmed by numerical simulations, where 
diffusion (of 0 (1)) results in the whole domain stabilising or destabilising.
4.6 T h e  discrete delay case
In this section we show how our analysis may be extended to a discrete delay, and 
compare the result with those of the distributed delay case.
We consider equation (4.1) with (4.2), but in the case where the kernel is given 
by (4.4) which gives an equation with a discrete time delay (the delayed term v 
now becomes v{x,t) — u(x, t — r(x)), with r(x) >0). In this case there is no way 
of rewriting the scalar equation as a coupled system without delay.
We shall let the delay r(x) change in a step-wise manner over the domain, so 
that
and we continue to assume that it has a spatially uniform steady state u =  u* 
with u* > 0. Setting u = u* + u, with u small, gives
Equation (4.1) now takes the form
(4.45)
(4.46)
ut[x, t) =  F* u(x, t) + F* u(x, t - t(z)) + Duxx(x, t) (4.47)
where F* =  Fu(u*,u*) etc. as before. We shall once again take
= _F* _ F * > o, (4.48)
so that the steady state is stable in the complete absence of delay.
101
u(x,t) = g(x)ext,
and find that g(x) satisfies
f  F* + F*e~XTi - A\/(*) + —  ^ = o,
We seek solutions to (4.47) of the form
i =  l : xe[0,£),
i = 2 : x E (£, 1],
with boundary conditions
g'( 0) = g'( 1) = 0.
In addition to this we require continuity of g(x) and of its derivative at x = £, 
the latter giving continuity of flux. Solving for g(x) by the same method as in 
section 4.5 gives us the dispersion relationship
l
 \ I rp* i Z71* — Arj \  2 ■ V~D
(4.49)
which determines A and hence the stability of the steady state u*.
The stability boundary for such an equation (namely, equation (4.51) in the 
next subsection) is shown in figure 4.9. Since £ = | the diagram is symmetrical
Figure 4.9: The stability boundary for (4.51) when r — 1, D =  1 and £ =  
calculated numerically using Auto.
i2’
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in Ti and r2, but the axes are scaled to give a fuller picture of the shape of the 
curve. Although the general shape of the curve remains the same, variations with 
respect to D  do occur, especially near the point (rcr,rc?.), where rcr is the critical 
delay for the case when the delay is constant (see below).
4.6.1 Spatially homogeneous delay
In the special case when the delay is space-independent we have r\ = r2 = r 
and the value of £ in this situation is irrelevant. In this case the linearised equa­
tion (4.47) can be studied more easily by setting u = cos (nn x) exp (At). Or, of 
course, we can use (4.49) with = t2 = t and £ = 1 for convenience. Either way, 
the equation determining A is
A = + F;e-AT - 4£>ttV, 71 = 0,1,2,... (4.50)
and this equation is of a form that can be treated by well established methods 
described in many books (see, for example, Marshall et al, 1992). This involves 
first locating the roots when r = 0 to determine when the uniform state is stable 
in the absence of delay. We then investigate whether it is possible for a pair of 
roots of (4.50) to cross the imaginary axis as the parameter r is increased from 0. 
To summarise, it can be shown that:
(i) if F* + F* > 0 the steady state is unstable even without delay (i.e. r = 0)
(ii) if F* +  F* < 0 and \F*\ < < |F„*-4F,r2| Ft e {D ft , 2Dir2},
\F*\ otherwise,
the steady state is stable for all r > 0;
(iii) if F* + F* < 0 and \F*\ >  < \ F : - 4 D n 2\ F* € [D-k2 , 2.Z>r2],
|F£| otherwise,
the steady state bifurcates to instability for the first time when r = rcr, 
where rcr = (F< - Ff)"3cos'1 (^).
These regions in the (F*, F*) parameter space, and the curves which define them, 
are shown in figure 4.10.
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Figure 4.10: The (F*,F*) parameter space is divided into three distinct re­
gions, not necessarily connected, for the system (4.46) with a fixed delay t (x ) =  
t . Curve (1) is given by the critical condition F* + F* = 0 for the un­
delayed system. The region in which the roots never cross is bounded by
oo
|F„*| = |F* - 4Dit2N 2\,curve (2). Here N 2 (F„*) = where /„ =
n=0
[(2n — l)2 D 0  , (2n + l)2 ZJ7T2] , and the characteristic function \ i(x ) of the set 
I is defined as 1 for x £ I and 0 otherwise.
4.6.2 Spatially inhomogeneous delay
We shall consider the case of the of the delayed logistic equation where the (dis­
crete) delay is piecewise constant in space, taking values just on either side of the 
value which would be critical if the delay were constant. Thus
= ra(2;) t) [1 - u(x, t - t(x))] + D —- ^ 2 ^ (4-51)
with r, D > 0 and
t {x ) = J Tcr + 6 X £ o,
l'2 where
( xcr 6 X £ 1> l
r   T
cr ~  Tr (4.52)
and £ <  1. Note that this is like equation (4.42) except that now the delay is 
discrete and also we have taken a and b (in (4.42)) to be zero. The reason why we
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are not including such terms in the equation of the present subsection is that in 
the discrete delay case they are not necessary to destabilise the uniform state; the 
discrete delay alone is quite capable of destabilising it. Distributed delays tend to 
be ‘weaker’ than discrete delays and in equation (4.42) we needed both the delay 
and the aggregation term au to destabilise the uniform state.
Substituting (4.52) into (4.49), the dispersion relation determining A becomes
Setting A = Ao +eAi + £2A2 + 0(£s) and proceeding as in subsection 4.5.1, we find, 
after some algebra, that
Since Re A < 0 implies stability, we conclude that the steady state it = 1 is stable 
(for sufficiently small e) when
and unstable otherwise. Close inspection of the neutral stability curve computed 
using A uto (of the form given in figure 4.9) near the point (rcr, rCJ.) confirms this 
result. In figure 4.11 we have the example of r = 1, so that when D = 0.1 the 
curve shape results in instability for (4.51)-(4.52), but when D — 0.2 we have 
stability for all sufficiently small £. In this case, the curve becomes concave for 
small enough r, allowing the line (rcr + e, rcr — e) to lie within the stable region, 
for sufficiently small £.
If we compare this result to that of subsection (4.5.2) we see that here also, 
discrete delays are more likely to generate instability than distributed delays. 
The non-dimensionalised logistic equation (when r = 1) with distributed delay is 
equivalent to (4.42) when a =  b = 0, and by (4.44) we see that, for delays of the 
form 0i = p + £, 02 = p — e, the uniform steady state is stable for all D. This is 
not so when the delay is discrete, when the condition becomes D > 1/(37t).
ai tan + a2 tan ^  = 0 where
37tD  >  r (4.53)
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Ti
Ti
Figure 4.11: Close inspection of the stability curve near the bifurcation point 
confirms the stability result (4.53). Here r =  1 so that when (top) D = 0.1 the 
(dashed) line (rcr + e, rcr — e) is outside the stability region, but for (bottom) 
D = 0.2 it is inside, for sufficiently small e (£ = \)-
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4.7 Multi-species systems
In this section we consider a two species system
Pt = p ( l - q ) - a p c  + Dppxx, 
ct =  c ( q -  (3) + D ccxx, (4.54)
where
q(x,t) =  f  6(x)e °^ x^ t S^ p(x,s)ds
—oo
represents the delayed term of one species, all parameters are strictly positive and 
in addition 0 < (3 < 1. The restriction on (3 is to ensure the existence of the 
nontrivial uniform steady state
In addition, this condition on (3 results in all other steady states, namely (0, 0) 
and (1, 0), being unstable without delay.
The model is based upon Volterra’s (1926) predator-prey model, and incorpor­
ates a delay both in the growth rate of what would be the prey, and (in terms
to changes in the number of prey. That these two delays are equal may more 
often than not be biologically unrealistic, but the model is so constructed as not 
to admit diffusion driven instability, since we are interested in showing the effects 
of delay on the stability of the steady state (p*, c*).
We first find stability conditions when the delay is spatially invariant, that is 
when 9(x) = 9 (constant). In the same way as before, the model (4.54) can be 
rewritten as the undelayed system
qt = 9 f p - q ) ,
with steady states (0,0,0), (1,0,1) and (p*, c*,p*). By what has been said above,
by setting p(x,t) = p* +  p(x,t) etc. By looking for linear solutions of the form
of the original model) in the time taken for the predator population to respond
Pt = p ( l - q ) - a p c  + Dppxx, 
Ct c (q ff) -f- D c cxx,
the steady state of interest is (p*,c*,p*) := (p, about which we linearise
(ih c, q)T oc eXi+lkx
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we derive the characteristic equation,
A3 +  aiA2 +  a2A +  a3 =  0, where a\ =  9 3- k2 (Dp 3- Dc),
<^2 ~ 9 (P 3- k2 (Dp + Dc)) + k4DpD c,
as — 9 ((3(1 — (3) 3- (3k2D c + k4DpDc).
For stability we require that all roots have negative real part, which by the Routh- 
Hurwitz conditions is equivalent to
ai > 0, o3 > 0, and oio2 > o3.
The first two conditions will always hold, since Dp, Dc, (3 and 9 are positive, (3 < 1 
and k2 >  9. Our third condition reduces to one on a cubic polynomial in k2, 
namely that
is strictly positive for all k2 > 0. Without diffusion (i.e. k2 = 0), we require, for 
stability, that
We note by Descartes’ rule of signs that for 9 >  9C, the polynomial (4.55) has no 
positive real roots for k2, so that diffusion driven instability can not take place.
(in the sense of 9 decreasing) when 9 = 1 — (3, destabilising through uniform 
perturbations.
Simulations of (4.54) for
show qualitatively similar behaviour to that of the scalar system - see for example 
figure (4.1) in comparison to the results of the previous sections. It is the mean 
of the delay parameter 9(x) across the domain [0,1], given by
P(k2) =  DpD c (Dp +  D c)k s +  (Dp +  D cf k i
+ (e2 (Dp +  D c) +  0/3Dp) 1) (4.55)
9/3(9 +  /3 - 1) > 0, 
so that instability sets in when 9 = 9C, where
0C = l - p > 0. (4.56)
The steady state (:p*,c*,p*) therefore bifurcates to instability for the first time
9(x) =  90 3- ef(x), s <  1,
(4.57)
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which determines stability (stable if greater than 0C, unstable if less), with the 
form of f(x) only becoming important when the mean is zero.
As an example, we again consider sinusoidal variations of the delay parameter 
across the spatial domain, so that /(x) = sin ax, which does not of course have 
mean 0 on the domain [0,1] in general. We let 9q be equal to the critical value 0C, 
so that for stability we require, by (4.57), that
1 — cos a .------ > 0, 4.58a
with instability if the inequality is reversed. Examples of these two cases, resulting 
in the expected stability behaviour, are shown in Figure 4.12 below.
Stability results for the case when a = 2irN (N € Z), so that the mean of 
the delay is zero, are not immediately obvious, but we would expect them to be 
analogous to those given for the scalar systems above, and obtainable in the same 
way.
4.8 Conclusions
Results for simple spatially homogeneous delays are well established. For delays 
which vary over the spatial domain, the behaviour is less predictable. We find that 
in situations where part of the domain remains in the stable parameter space while 
the other does not, instability is usually the stronger driving force. Because of 
the effect of diffusion, a small change in the bifurcation parameter in one part can 
often only be compensated for by a large opposing change by that parameter in 
the other part of the domain, if stability is to be maintained. There are exceptions 
to this, especially near the bifurcation point.
For delays of sufficiently small amplitude, we find that it is the mean of the 
delay across the domain that determines stability of any uniform steady state(s). 
Only when the delay parameter has a critical mean, does the actual behaviour of 
the parameter across the domain affect stability. Stability appears more likely for 
functions which change frequently between stabilising and destabilising parameter 
values across the domain. The size of the deviation from the mean is also influ­
ential, with the likelihood of instability setting in increased for functions which
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deviate greatly. This is in line with the idea of instability being a stronger driv­
ing force for larger amplitude functions, since in each case (where the mean of 
the delay parameter across the domain is critical) the actual deviation above and 
below the critical value is of course equal.
It has been shown that in inhomogeneous cases it is possible for the whole 
domain to remain stable, or for instability to set in on the whole domain. If 
diffusion is suitably weak it is also possible for instability to occur in one part of 
the domain, the solution there evolving to a temporally oscillating spatial pattern, 
while in the other part of the domain the solution is at a uniform steady state.
We have considered very simple cases of spatial variation in the delay, which 
reveals that very small changes across the domain can result in dramatically dif­
fering behaviour. It suggests that spatial inhomogeneity, reflecting environmental 
variation, is an important factor when considering the stability or otherwise of 
uniform states of biological and ecological systems. This is particularly signific­
ant for many scalar systems, where the only possible stable states are spatially 
uniform.
In terms of the application to resource regeneration times, mentioned in sec­
tion 4.1, some of our results suggest that it is possible for a small area of barren 
or polluted land (where regeneration is slower) in a large domain to cause the in­
stability of a population which would otherwise be able to sustain a steady state, 
given the rate of regeneration on the remainder of the domain. More significantly, 
a stable uniform population on a given region can be destabilised by allowing the 
population to diffuse into an adjacent area with stronger delay.
Analytical results from the scalar model appear to be equally valid for systems, 
although here the behaviour can obviously be more complex. In general we would 
expect diffusion driven instability to also be possible, and for it to interact with 
the delay.
To consider the effect of domain size, we can replace the parameter D in the 
original equation (4.1) by fL to model a population with diffusivity d on the 
domain [0, A]. From this we see that (in terms of a grazing example), a small field 
which is partly barren may support a uniform population across the whole domain, 
whilst a larger field which has the same proportion of barren ground can not (this
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follows from the stabilising effect of increasing D = In addition, we conclude 
that different behaviour on different parts of the domain is dependent on the 
domain being sufficiently large, and that if it is too small, one type of behaviour 
(stability of the uniform state or instability leading to oscillatory solutions) will 
dominate the whole domain.
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T i m e  p e r i o d i c  s p a t i a l  a v e r a g i n g
C h a p t e r  5
5.1 Introduction
In this chapter, we consider temporal variations in spatial effects, in a general 
single species reaction diffusion model. There is no delay in the model, and in­
stead the non-local effects take the form of pure ‘spatial averaging’. As has been 
discussed in section 1.1.2, here also there is good reason not to assume that this 
is of constant strength.
We consider a ‘tent-function’, so that the growth of a population at a point 
is dependent on the current density of the population around it, proportional to 
their distance to it. If we were considering some form of predatory animal for 
example, we would expect the population to share a finite resource of prey. As 
the prey move about the domain, their abundance at a given point would be 
regulated by the number of predators in the local region, a natural consequence 
being that we expect the predator growth rate at that location to not only be 
suppressed at high density, but also as the predator density around it increases 
(here we assume that the predator is relatively immobile, or possess a smaller 
territory than the region across which the prey moves). Similarly, if we were to 
model microbial organisms in a diffusive environment, where the production of 
waste had a repressive effect, then a large surrounding population would increase 
the waste diffusing into a given site and affect the growth rate of the population 
at that point.
113
Whereas it is mathematically simpler to model these effects by considering the 
strength of these non-local effect to be constant in time, this may not always be 
biologically realistic. The predator’s prey may, for example, be more mobile for 
certain seasons of the year, or the diffusivity of the environment upon which the 
organisms live may fluctuate in time (through, for example, variations in moisture 
levels). The importance of surrounding populations upon a local community may 
therefore change with time, perhaps daily or annually, but usually periodically.
In chapter 2 we showed that for simple population models with a discrete delay 
which fluctuated periodically in time with small amplitude, it was only the mean 
of the delay that determined stability. Only in the critical case was the frequency 
and form of these variations important, whereas for larger amplitude variations in 
the delay the form and period of the delay could result in greater or lesser stability 
than a constant discrete delay of equivalent mean. Sherratt (1995a) investigated 
the effect of stepwise variations in diffusivity of the general two species reaction 
diffusion model, and found that these variations usually stabilised the system 
(although for a small parameter range of the kinetics they could also lead to 
instability, if the step size was sufficiently small).
Following these studies we consider periodic changes in the strength of spatial 
averaging of the following forms: (i) small amplitude and (ii) stepwise variation. 
For completeness we also give results for constant spatial averaging. The linear 
analysis proves accurate in predicting spatial patterns, and simulations confirm 
that the expected wavelengths are obtained.
Our problem therefore consists of the general one-dimensional scalar reaction 
diffusion-equation with time-periodic spatial averaging on an infinite domain, 
namely
represents the spatially averaged term(s). Here l /a(t) is a measure of the spatial 
averaging at time t, satisfying
(5.1)
where x E (—00, 00), t E [0,oo) and the convolution
aft) : [0,00) -+ (0,00), aft) = aft + T) Vt > 0, (5.2)
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and d is the diffusivity. The effect the surrounding population has at a point 
is exponentially proportional to its distance from that point, and the strength 
of this effect increases with decreasing a. We have normalised our kernel so 
that the uniform steady states remain unchanged by the introduction of spatial 
averaging, but this is not significant since any scaling factor may be absorbed into 
the function F.
We assume that the model admits at least one uniform equilibrium u*, the 
stability of which will be our main concern.
If we differentiate v (x, t) with respect to x twice, we may rewrite the model (5.1) 
as the system
ut =  F(u,v) + duxx, (5.3)
0 = (u - v)a(t) -ft vxx.
Note that there are no new uniform equilibria, since in this case the second equa­
tion reduces to v =  u.
5.2 Linear stability analysis
We linearise our system (5.3) about the uniform equilibria (u*,u*) by setting 
u (x, t) =  u* -ft u (a;, t), v (x, t) =  u* + v (x, t),
and let
OF
F *  —  — — n du (u,v)=(u* ,u*) ' v dv ('u,v) — (u*,u*)
to derive the linear equation
lit — Fu u + Fv v 3~ d uxx, 
0= au — av ft vxx. (5.4)
From Fourier theory we know that solutions of the system (5.4) may be written 
as a sum of spatial modes elkx (k £ R), and therefore look for solutions of the 
form
 ^u (x, t) ^  
v (x, t)
Akx (5.5)
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Substituting (5.5) into (5.4) reduces the problem to the first order ODE:
A m _. dfc4 4- (a(t)d — F *)  k2 -  a(t) (F* + F *)
g(t)  ---------- ^ ^ 5 --------- »(*)■ (5.6)
with h(t) given by
_  yQi)
a(t) + k
Natural parameters for the problem are
\f K J C V U J
hV) = :.us , ,.2 ait)-
g(t) = 5(0) exp (- f ) ^  + +
M := A* and  ^ -F„* - F„*,
and we set K  =  k2 > 0 for simplicity of notation.
Equation (5.6) is a one dimensional ODE with periodic coefficients, and Floquet 
Theory is applicable (see for example Sherratt 1995a, 1995b). It has solution
r2 -r yu
o;(s) + K
which may be regarded as a 1 x 1 fundamental matrix. The Floquet multiplier 
is [(/(0)]_1(?(T), and Floquet Theory says that the zero solution is stable if all the 
Floquet multipliers are strictly within the unit circle. Here this amounts to saying 
that u* is linearly stable iff
I(I<) >0 V I< > 0, (5.7)
where
I (K ) = P  (K , a(t)) dt and P  (K, fat)) +
(5.8)
Since I{K ) is real for all functions a(t), bifurcations (if they occur) lead to spatial 
inhomogeneous steady solutions.
Before we consider specific cases for a(t), we note the following:
(i): if v < 0 then P (K , a(t)) < 0 for all K  sufficiently small (i.e. K  = 0), so that 
u* is always unstable;
(ii): if v > 0 and p < 0 then P (K,a(t)) > 0 for all K  > 0, and u* is always 
linearly stable.
The case of interest is therefore
p > 0, v > 0,
(into which category many popularly used biological models fall) since otherwise 
stability is determined independent of spatial averaging (measured by 1/a).
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5.2.1 Constant spatial averaging
In this section we consider aft) =  a (t £ [0,T)), so that condition (5.7) reduces 
to
TP(K,a) >0, V K>0,
i.e.
dK2 +  (ad — p) K  +  av > 0, VK > 0. (5.9)
This is clearly true for a >  p/d, and so we need to consider a < p/d. For
stability we then require this quadratic in K  to have no real roots, i.e.
0 > (ad — p)2 — Aavd =  d2a2 — 2d (p +  2v) a + p2. (5.10)
Solving (5.10) as an equation for a, we find it has two positive real roots, the
smallest of which is
a. := -  (p +  2v - 2\jv (p + v)^ < A
d
The steady state u* is therefore linearly stable iff a >  ac, and bifurcates to spatial 
inhomogeneous steady solutions at this value.
When a — ac, the left hand side of (5.10) is equal to zero, and
W c )  = 0, n - a cd j v ( v  +  i i ) - vwhere K c := — — —  = ---    > 0, (5.11)
I(K )  > 0 K / K c, 2d d
so that (only) spatial perturbations to the equilibrium with wavenumber k — \fKc 
persist. In general, if a <  ac then P ( K, a) has a minimum at I< — Kmin, where
yj(v + p) ad — ad
D-min •— T ~  — jd
and so we expect perturbations to evolve into spatial patterns with wavelength
_  i
2irKmfn (Kmin is of course positive as required, since a < ac < p/d implies 
v +  p > ad).
For time dependent aft) we expect perturbations with appropriate spatial mode 
to grow for those t when aft) >  ac, and solutions to decay towards the uniform 
equilibrium (at least initially when the deviation is small), when aft) is below this 
critical value. An equilibrium will be considered stable if the overall effect during 
one period cycle is for solutions of the linear equation to decay, even if for some 
part they are growing.
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5.2.2 Small amplitude periodic spatial averaging
In this section we use perturbation analysis to derive stability criteria for the 
trivial solution of (5.4) with fluctuating spatial averaging of the form
a(t) = a0 3- ef(t), where aQ > 0, 0 < £ < 1  and f(t) = f ( t + T) V t > 0.
(5.12)
The integral (5.8) becomes
I(K ) =  T P ( K ,a 0) +  0(e),
so that u* is stable if aQ <  ac, and unstable if the inequality is reversed, by 
section (5.2.1). When a0 =  ac, I (K ) becomes
/ (K) =  T  P (K , ac) + e f  f  f(t)dt +  0 ( s 3).
(ac + K ) Jo
The critical wavenumber here is k = \fKc, since P (K C, ac) = 0, so that the 
stability of the uniform equilibria is determined by the mean value of the function 
a(t), in comparison to the critical bifurcation value for constant spatial averaging
Q!c.
The case of interest is 1 rT
-  / a(t)dt =  ac,1 Jo
which implies
rTaQ =  ac and / f(t)dt = 0,
Jo
since then I (K C) = 0 + 0(e2), with I(K ) > 0 for K  / K c. To the next highest 
order we then have, for the critical wavenumber,
I ( K ) =  -  S2 (y +< 3  r  f m  + 0(e3),
(ac 3- K c) Jo
so that we have instability whenever there are oscillations about the critical value. 
We summarise this as follows:
Theorem 6 In equation (5.1) with spatial averaging (5.2), (5.12), consider aD =  
ac. Then if /0T f(t)dt > 0 the uniform steady state U* is linearly asymptotically 
stable; otherwise it is unstable.
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Note that for small amplitude variations in spatial averaging with a given mean, 
the constant case is the most stable.
Recall that if alpha0 — ac, I (K ) is minimal with respect to K  when K = K c, so 
that when the uniform steady state u* is unstable we expect evolution to spatial 
patterns with critical wave number k — \fKc given by (5.11). Again, we expect 
small perturbations to grow when f(t) < 0 and to decay when the equality is 
reversed.
5.2.3 Large amplitude (step wise) spatial averaging
We now wish to consider large amplitude fluctuations in the strength of spatial 
averaging, and therefore once again consider a simple step wise variation of the 
form
The strength of the spatial averaging therefore changes once between two fixed 
values over each period T, and without loss of generality we take a+ > a_, so 
that the strongest averaging effect is during t 6 [(n + £) T, (rz + 1) T). These 
case of interest is when a+ >  ac >  a+ (since otherwise stability/instability is 
predictable), but our analysis is independent of such a condition.
Our condition for stability (5.7) becomes
For simplicity we consider the case £ = f, although the analysis can be done 
for other values (note that in the limit £ = 1 (£ = 0) our condition reduces to the 
single parameter criteria a+ >  ac (a_ > ac) as expected).
In addition, it is instructive to consider the mean and amplitude of a(t), given
t E [nT, (n + £) T) , 
tE[(n + £)T, (n + l)T) where 0 < £ < 1 and n E Z.
(5.13)
(5.14)
which, after some tedious algebra, reduces to 
0 < d K 3 +  [d(a+ +  a - ) - p ] K 2 V I< > 0.
(5.15)
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by
a+ + a _  -a :=   , ana 6 :=  \a+ — a_|.A
As a measure of the distance 6 for fixed a however, we consider the function
A := a+ai_,
since this arises naturally in the problem. A is a strictly monotonic decreasing 
function of 6, reaching a maximum of a2 (when = ar_) with lower bound 0 (as 
a_ approaches 0).
Using our new parameters, our criteria are that u* is stable iff
0 < dKz +  { 2 d a - p ) K 2 +  ( a ( y - p )  +  d N )K  +  vN, VI< > 0. (5.16)
We see immediately that sufficient (but not necessary) conditions for stability are
j  -  A v > p and a > — ,
2d
since a and A are positive functions for a+,o;_ > 0. Condition (5.16) can be 
written in the form
0 < H(I<)A +  G (K), V I< > 0,
where
H (K ) = dK +  v and G (K ) = [dK 2 + (2da -  n) I< + a (v -  n)) K .
Since H (K ) > 0, our condition is monotonically increasing in A, i.e. increasing 
the amplitude 5 = |a+ — a_| reduces the stability of it*.
Consideration of G(K) shows that if v <  p, then G(I<) < 0 iff K  <  I<2, whilst 
if v >  p then G (K ) < 0 iff K  E [K\, K 2] provided
v — J v 2 — p2
a <  ac, where ac :=---— ----
2d
and
t  ^ p — 2dot ± \J4d2a2 — 4dud + p2
2,1 = 2d '
Since H (K ) is strictly positive, instability may only occur if G(K) becomes neg­
ative and A is sufficiently small, i.e.
v <  p, or v >  p and a <  dc.
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This condition however is necessary, not sufficient, since A  is bounded above
To investigate this further, we consider the limiting cases. It is worthwhile to 
analyse both extreme cases, namely when there is no spatial averaging for half 
the time interval (cr+ = l /e >> 1) or when it is very strong for half the interval 
(a_ = e <  1) - in the latter we are maximising the difference S with respect 
to a(t) > 0. Before that however, we look at stability when this difference is 
minimal, and confirm that this behaves like small amplitude variations considered 
in section 5.2.2. Note that in each of the cases below, we should return to our 
original condition (5.14), not the polynomial (5.15), since to order one we no 
longer have 0 < a(t) <  oo.
a± = a0 (1 ± e), e< 1
It is clear that if a+ and are both above (below) the critical value ac to
order 1 then stability (instability) will ensue. We therefore consider a0 ~  ac with 
0 < e <C 1 as before, so that for stability our condition is
0 < P (K , ac) — 2aJ f  +  V\Yi e2 +  0(e3) V K  > 0,
(ac + K)
i.e. instability results, since this is broken when K  = K c (as P (K c,a c) = 0).
This is as expected, since if A = 0, condition (5.16) reduces to the constant 
averaging case (5.9).
a- =  £, £ <C 1 (total averaging for half the time)
For half the period, the spatial averaging is as strong as possible, and so we wish 
to see whether it is still possible to stabilise the equilibria with sufficiently weak 
averaging (sufficiently large a+) for the remaining time.
Stability is maintained if
(below) by a2 (0) and may not vary sufficiently to reach the stability boundary.
0 < d,K2 +  (a+d — p) K  + ^  {y — p) a+ + O(e) V K > 0.
Considering our quadratic in K , our condition for stability becomes
v >  p and q:+ > a c, where ac :=
d
121
Note that when the equilibrium is stable, the mean of a(t) satisfies
as we expected.
a+ =  l /e , e<l (no averaging for half the time)
The limit a —* oo represents no spatial averaging, and it is of interest to see if 
instability can be brought about through averaging for only half the period.
Our condition
Here the mean of aft) is clearly greater than aCi since it is of order 1/e.
Note that the conditions found in sections 5.2.3 and 5.2.3 compliment each 
other, in that large spatial averaging for half the time results in instability whenever 
u  <  p ,  whilst if there is none for half the period, we have stability (irrespective of 
aft) during the remaining time) whenever v >  p. We can confirm what we might 
expect intuitively, that if o;_ = e <C 1 and a+ =  1 /e  1 , then we have stability
iff v >  p, since then (5.14) becomes
Since stability is monotonic decreasing with 5 (increasing with A), we can sum­
marise our results concerning the mean a and amplitude 5 of a stepwise variation 
in spatial averaging as follows:
Theorem 7 In equation (5.1) with spatial averaging (5.2), (5.13),
(i) If v > p and a > ac, then u* is stable for all 5,
(ii) If a < ac, then u* is unstable for all 5,
(iii) If a >  ac, and either a) v <  p; or b) v >  p with a <  ac; then u* is stable 
for all 5 <  5C, for some 5C £ [0, 2a), and unstable otherwise.
implies that u* is always stable for v >  p, or (solving for K ) we require
0 < I(K ) =  2 d K + ( u - p ) ,  \ / K >  0.
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It is reassuring to see that our earlier assertion, that only when a_ < ac <  a+ 
is stability not immediately determined, is born out by the above conditions. If 
a+, < ac then a <  ac and we have the expected instability by case(ii). Slightly
more complicated is the case «+, o;_ > aCi but we see that this implies that a >  ac 
and 6 <  2(a — ac). If we are in case/?/ then we automatically have stability and 
so we consider case (iii). Since u*is stable for 6 <  8C, we simply need to confirm 
that (5.15) holds in the limit 8 = 2(a — ac), a relatively simple step, to show that 
holds for all suitable <5.
In the following sections, all examples are of the case of interest ac £ (a_, <a+), 
although numerical confirmation of the more predictable results has also been 
carried out.
5.3 Spatial patterns
In this section we look for evolution of steady spatial patterns, with wave num­
bers as predicted by the linear theory of section 5.2. A suitable example is the 
aggregation model introduced by Britton (1990),
F (u, u) = ru (1 + au — (1 + a)v).
Here a is a measure of the tendency the species to has aggregate (group together),
and r is the intrinsic growth rate. The trivial steady state is always unstable, and
so we consider the stability of, and bifurcations from, u* := 1.
We consider stepwise variation of spatial averaging, and for simplicity and
interest take T = l,r = l,d = 10-4 and a =  so that the conditions given in
theorem 7 become
(I) if a >  ac then u* is stable,
(II) if a <  ac then u* is unstable,
(III) if a £ [q:c, ac] then u* is stable iff 8 <  8C for some 8C £ [0, 2a),
where
ac =  ^  (a + 2 — 2y/l + a) & 505, ac — ~ (l — V l  — a2) ~ 1340.
Stability (or otherwise) can be calculated numerically from (5.14), and also the 
value of K  > 0 which minimises I ( K ), which we shall call K min• In the case of
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Figure 5.1: When a >  a c, u* remains stable. Here a+ = 5900, a_ = 100 so that 
a = 3000.
Figure 5.2: If a <  ac, u* is unstable and we have evolution to steady spatial 
patterns. Here a = 504, 5 =  4 and spatial solutions develop with wavelength 
A < 0.133.
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instability, spatial patterns are expected to develop according to this dominant 
mode, at a rate initially proportional to exp (—I ( K min)t) and with wavelength
A = 2 irK~fn.
Simulations of the model are carried out using the N a g  routine D03PCF 
through Fortran, and the problem is considered as a system of equations, namely
(5.3), on the finite domain [0,1]. Results are therefore only appropriate whilst 
solutions are not close to and relatively unaffected by, the (zero flux) boundary 
conditions.
Examples of cases (I) and (II) are shown in figures 5.1 and 5.2 respectively, 
giving the predicted behaviour. Note that in case (II), the wave number which 
minimises I(K ) in (5.14) is K min « 2246, so that patterns develop with wavelength 
A « 0.133.
Figure 5.3 shows the case a £ [ac,ac]: so that when 5 < 5C the uniform 
equilibrium remains stable, whereas if the step size between a+ and cr_ becomes 
too large, spatial patterns develop (with wavelength A cs 0.143).
Finally we should note that since the spatial averaging has a period of T — 1 in 
the above simulations, the (initial/linear) growth and decay of solutions for each 
half period is not visible on a simulation of 100 time steps. In return however 
we can see that the linear growth of solutions in figures 5.2 and 5.3 has been 
moderated by non-linear terms, so that the solutions have settled down to near 
steady spatially inhomogeneous solutions.
5.4 Conclusions
In all cases considered, it was found that constant strength spatial averaging 
was the most stable. For small amplitude fluctuations, it was again the mean 
that determined stability, with any variations around the critical case resulting in 
bifurcation to inhomogeneous solutions. When the amplitude was significant in 
the model with stepwise variations (and not just the mean), increasing amplitude 
again resulted in instability. This is in stark contrast to the case of stepwise 
periodic diffusivity considered by Sherratt (1995a), where the case of constant 
diffusivity was found to be the most unstable for all but a small set of the kinetics.
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t X
Figure 5.3: When a = 600, we have (top) stability of the uniform equilibrium for 
<5 = 200, but (bottom) steady spatially inhomogeneous solutions with wavelength 
A « 0.143 when 6 — 1100.
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It is important to note that, for the case of small amplitude and stepwise variations 
at least, temporal fluctuations in the strength of spatial averaging never result in 
increased stability.
We therefore have a very clear and simple mechanism for bringing about spa­
tially inhomogeneous steady solutions from an initially uniform equilibrium. As 
well as the mean of the spatial averaging strength influencing stability, an increas­
ing amplitude can result in bifurcations to spatial patterns.
Returning to the example in our introduction, this implies that a prey which 
alternates between times of high and low mobility could destabilise the spatially 
uniform population of a predator, which would have been maintained had the prey 
maintained a constant level of activity (with equivalent mean). This would result 
in regions with relatively low numbers of predators, which could act as refuges for 
the overall prey population (it should be remember however that in return, the 
prey will also suffer certain regions of much higher predation, and that if this were 
to result in adaptive prey behaviour then the model would of course no longer be 
valid).
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C h a p t e r  6  
D e l a y e d  i m p u l s e s
6.1 Introduction
There have been a number of investigations of various differential equations with 
impulses, and in particular, their stability (see for example Barbashin, 1970; Pan­
dit & Deo, 1982; Gurgula, 1982; Borisenko, 1983; Perestyuk & Chernikova, 1984; 
Bainov & Siemenov, 1989; Gopalsamy & Zhang, 1989). Differential equations 
which experience sudden changes in their solution (considered as instantaneous 
jumps, since their duration is negligible to the time of the process) are import­
ant modelling tools, but can be difficult to analyse because of their discontinuous 
solutions. In the context of population dynamics, they may reflect sudden envir­
onmental change, often man-made, such as the harvesting of fish, or an annual 
cull of a population.
Following this motivation (and in line with previous authors) we assume that 
the impulse is proportional to population (u), so that at each time A when an 
impulse occurs;
u(ti+) - u(ti~) = biu(ti~). (6.1)
Here bi < 1 represents death or removal, whereas 6* > 1 implies that the popula­
tion has increased. Given that the size of the impulse may however be artificially 
imposed (for example, harvesting a certain fraction of a population) this may 
involve some delay, such as the time in between estimating a population and im­
plementing a cull. Or there may be some other feedback loop causing impulses of
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u(ti+) - u(ti~) = b iU (ti -T),
the form
or even some average
Of interest is whether a solution which is stable in the absence of impulsive per­
turbations remains so when they are introduced. In the next section we consider 
the linear equation
dx
—  (t) + ax(t) = 0, x(0) = xq, a >  0, (6.2)
which can be thought of as the linearisation of a population u about some equilib­
rium u* in a more complex scalar problem, by setting u(t) = u* + x(t). We derive 
criteria for the global stability of the trivial equilibrium, for a variety of delayed 
impulses. In addition, we show that results can easily be extended to consider 
reaction-diffusion problems of the form 
9x
—  (t, C) + ax(t, C) = dV2x(t, C), z(0, C) = £o(0, (Gllc R\
and, to some extent, the delayed differential equation 
dx
— i t )  + a x ( t  — t )  = 0, x(0) = x q , x ( t )  =  0, Vi <  0, a  >  0, r >  0, 
d t
as considered (with an immediate impulse) by Gopalsamy & Zhang (1989).
Finally we consider the logistic equation, with an immediate impulse of the 
form (6.1), to give bounds on solutions, and asymptotic results in the special case 
where impulses are of equal magnitude and periodically spaced. Note that in 
this last example, we no longer have impulses proportional to the distance from 
the attractive equilibrium. This results in all but the trivial steady state being 
unstable, but may often be considered more biologically realistic.
6.1.1 Impulses
In all that follows, we assume that the impulsive changes in solutions at time £  
(■i  £  Z+ ) given by
Ax(U) ~  x(ti+) -  x(ti ), (6.3)
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are of the form
A x  (ti) =  k  X  (x) (6.4)
where X  is some functional of x over previous times t E [0,U). We define the 
magnitude of the impulse at time A by biy and assume that this is bounded so 
that
for some B > 0. In addition we assume that (A}£20 is a strictly monotonic 
increasing sequence, such that there is some minimum time interval T > 0 between 
impulses;
B C(T) is monotonic increasing in T; that is, we confirm what one might expect 
intuitively, that the equilibrium remains stable under impulsive perturbations 
provided that the impulses are not ‘too strong’ or ‘too frequent’.
6.2 Linear equations with delayed impulses
In this section we consider equation (6.2) with impulsive perturbations (6.3) of 
the form (6.4) satisfying (6.5) and (6.6). For notational simplicity, we define 
Xi =  x(ti-\-). As our “benchmark” we first give the result for a standard immediate 
impulse:
Proposition 4 Immediate Impulse : Ax(U) =  bix(ti~).
If B < exp (aT) — 1 then the origin is asymptotically stable.
Consider t E [0, ti). Then
\bi\ <  B Mi E Z+ (6.5)
A+i ~  ti A T ,  Mi E Z+. (6.6)
Our stability criteria for linear equations will take the form B <  B C(T), where
implies
x(t) =  x0e( at\ t E [0,£i)
and taking the limit as t -+ t\
x(ti~) = XqC^ atl)
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Rearranging our impulse gives
x(ti+) = (1 + bi) x f t i - )
so that
x\ = x0 (1 + bi) e^ ~atl\
On t E [tiyti+i) we have
x(t) =  Xje^-ah-^ ))j
so that
xi+i =  Xi (1 + bi)
By induction
Xn = XO II C1 + bi) e{~atn\
i— 1
so that we may use our inequalities (6.5) and (6.6) to show that
W  = |x0|n|l + 6i|e(-«((tn-<n-1)+-+(«.-o))) < |z>i + B)" (e(-'*TOn. 
i=1
For stability we require
|(l + B ) e < - “T >| < 1,
which completes the proof.
The proofs of the following Propositions are very similar and certain details 
have therefore been omitted for simplicity.
We consider an impulse whose magnitude is dependent on the solution at some 
fixed time in the past, for example through some delayed feedback. We assume 
that the delay time r satisfies r < T, so that the ‘measure’ of x considered still 
originates from after the last impulse.
Proposition 5 Delayed Impulse : Ax(U) = b/xfti — r).
If B  < (exp (aT) — 1) exp (~ar) then the origin is asymptotically stable.
By induction as before,
Xn = X0 f[(1+ /-“A
Z— 1
so that
1* « | <  \ x 0 \ ( l  +  B e a r ) n  ( e ( - a T > ) ” ,
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giving the stability requirement
(1 + Bear) e(“'*r) < 1.
Instead of the impulse depending only on one fixed past value of x at a time 
t — r ago, it may be appropriate to let the impulse be proportional to the average 
of x over the time interval [t — r, t\.
1 f ^Proposition 6 Averaged Impulse : Axfti ) =  bi± x(s)ds.
J t i — r
If B  <  ar (exp (aT) — 1) / (exp (ar) — 1) then the origin is asymptotically stable.
Integrating x w.r.t. t over the interval (A — r, ti) can be done immediately since 
xft) = Xi-i exp (aft — ti-1)) on tE (A-i, A) as before, and r < T  < U  —  A_i for all 
i E 7j+ . In the above notation,
implying
\xn\ <  \x0\ (l + ~ : (e(ar) + l)^  (e{~aT))n ,
so that our condition results in |:r„,| -+ 0.
An obvious question to consider is if the impulse depends not on the value(s) 
of x for some past time interval of fixed size r, but on all values of x since the 
last impulse. We first consider averaging over the entire previous interval between 
impulses, and then the case where we simply select the value in this range with 
maximum deviation from the equilibrium.
Proposition 7 Average Impvlse : Ax(U) = 6^ . _  ±—  / x(s)ds.i i- 1 J ti—1
If B  <  aT (1 — exp (—aT)) then the origin is asymptotically stable.
In the same way as the previous preposition, we find that
\xn\ < M  (y~aT) + ,
which converges to 0 provided the bracket on the right-hand side has modulus less 
than 1.
Proposition 8 Maximised Impvlse : Ax(U) =  bi maxte[ti_1]{i] |®W|- 
If B  < 1 — exp (—aT) then the origin is asymptotically stable.
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We note that, since solutions in between impulses are monotone, and a > 0,
max \x(t)\ = \xi-i\, 
te[u-i,u] Wl 1 1
so that induction once again yields
W  < W(e-^ + £)n, 
from which our result follows.
6.2.1 Reaction-diffusion equations
Consider the following reaction diffusion problem, for a, d > 0;
dxfr A u. tr A ^  tr A x^> °> =  ^  °> C e fi C R k,— (C, f + ax( C, t) = dVzx( C, t),
& Vs(C,t).n = 0, C e <50, t e R+ ,
(6.7)
again with impulses Ax(tt) = x(U+) — x(t-L—) at times ti (i S Z+). All the above 
results naturally extend the constant diffusivity case by use of super- and sub­
solutions, and remain unaffected by spatial effects. As an example we consider 
the standard immediate impulse case
A x(U) = 6*2? (£*-). (6.8)
Before our proposition, we note that we will make use of the following version of 
the comparison principle (e.g. Britton 1986, Grindrod 1996). A similar form is 
used in chapter 7, but in a different context.
Lemma 1 For £ E O C Rk,t E R+, let x(£,t) be the solution of
f f  ( £ > * )  =  f  M £ t t ) > £ > * )  +  d v 2x ( £ , t ) ,
Vx(£,t).n =  0, £ E 50, 
x(£,0) = x0(£) > 0,
where n is the outward pointing unit normal at the boundary ofD.
Define 7 / ( £ , t )  and w(),t) as sub- and super-solutions of this problem, satisfying
11 < /  (y, £ ,  t) +  d V 2y ,  || > f ( z ,  £ ,  t )  +  d V 2 z ,
Vt/.n < 0, V^ .n >0, V £ E £0,
2/o(£) < ®o(£) < 2o(0, V £ E R
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y( C, t) <  x(C, t) <  z( C, t) VCefi,teR+.
Note that if y and 2 both converge to a limit x*, then x -ft x* as t -ft 00 also.
Proposition 9 Under the conditions of Proposition 4, namely B < exp (aT) — 1 
(where B > |6*| and T < — ti for all i E Z+/; all solutions of equation (6.7)
with impulses (6.8) satisfy lim^ oo x(t, £) = 0; V£ G 0.
Since x0(C) 7/  0 it follows from the strong maximum principle and the boundary 
point lemma that x(£,t) > 0 for all t > 0, so that by a translation of time 
we may take xo(C) > 0 without loss of generality. On each interval 1) we 
may therefore use the comparison theorem to provide convergent sub- and super­
solutions for x.
For t G [0, ti) consider y(t), z(t), given by the solutions of
yjL(t) + ay(t) = 0, ^ ( t ) + az(t) = 0,
0 < 2/(0) = y0 =  minCGax0(C) < ^o(C) < maxCefix0(C) =  z0 =  z(0)
Then y and z are sub- and super-solutions of x on [0<)• Solving, we have that
y(t) = y0e~at, z(t) =  zQe~at, t G [0, tx), 
and taking the limit as t -ft ti we have
y (h ~ )  =  yoe~atl, z(ti~) = £0e~atl.
We already know that the impulse on x results in
ffi(C) “ x{C, UT) = (1 + 61) x(£, ti—), (6.9)
so let y and w be impulsively perturbed in the same way as x, by
A y(ti) = biy(ti-) , A zfti) =  biz(ti~). (6.10)
In similar notation, letting yi = y(ti+) etc. we have
2/1 =  2/o(l +  6! ) e _ a t l , z x  =  z q ( 1  +  6i ) e _ a t l .
T h e n
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y f t )  < x(C, t )  < z ( t), \ / t  E [0, A),
and in particular
y ( t i ~ )  <  a ; ( £ , A “ )  <  z f t i ~ ) ,  
so that it immediately follows from (6.9) and (6.10) that
y i < X i ( Q < z u  V£ E t t
Now assume that
V i  < a?i(£) < Z i, V£ E tt. (6.11)
On [ti, U + 1) we define
^(t) +ay(t) =  0, £ ( i )  +  az(t) = 0 ,
with initial conditions(6.11), so that y  and w  are again sub- and super-solutions
of x. If
A y ( t i )  =  k y f t i -), A z ( U )  = k z f t i - ) .  
then it follows immediately from (6.11) that
V i + i  <  ®*+i(C) <  Z i + u  V£ E tt,
so that
2/n £ xn(C/) < z n , V£ E 9, 
for all n  by induction. Now y  and z  are both solutions of 
dx
— ft) + axft) = 0, a;(0) = x0, A x(ti) — bi, 
which satisfies x 0, t —» oo by Proposition 4, from which our result follows.
6.2.2 Delay equations
Here we consider the linear delay equation
-77(t) -f axft — r) = 0, (6.12)
dt x(0) = Xq, xft) =  0,Vt < 0,
We have shown that y0 < £o(C) £ zq for all £ E Q implies that
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for i E Z+, a, r > 0, where the impulse A x is again of the form (6.4) satisfying (6.5) 
and (6.6). We again assume r <  T, so that the delay at a given impulse time does 
not reach back beyond a previous impulse. Gopalsamy & Zhang (1989) proved 
the following proposition:
Proposition 10 Let Ax(U) =  bix(ti~), and ar < |.
If B < exp (aT) — 1 for some a <  a* ~  — max ^Re(X) : A + aeXr = 0 j, 
then lim^ oox(t) = 0.
It is not unreasonable to assume that situations which result in (impulsive) 
delay-differential equations, there may also occur delayed impulses. Results are in 
general much harder to obtain for delay equations, but the extension of delayed 
impulses is still possible. Most must again be addressed on a case by case basis, 
and so as an example consider a discrete-delayed impulse, whose delay is equal to 
that in the equation (the proof is similar to that of Proposition 10).
Proposition 11 Let Ax(tf) =  b2x(ti — r) and ar < |.
I fB < (exp (aT) — 1) exp (—ar) for some a <  a* — — max ji?e(A) : A + aeXr = o}, 
then \im.t->oo x(t) =  0.
Let y(t) be the solution of
^ ( t )  +  ax(t -  r) == 0, y(0)
Then
Is/Ml < exP(
for some a <  a*, and y has the property
y(ta) = y(tb) . y(ta — tb) Vta > t b > 0.
On [0, ti), (6.12) has the solution
x(t) =  x0y(t),
so that
x(tx- )  = x0 y ( h - ) and x(tx -  r) = x0 y(tx -  r),
= 1, x(t) = 0, Vt < 0.
—at) (6.13)
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giving
xi =  x(ti+) =  x(ti~) + bixfti - r )  =  xo y(ti -  r) (y(r) + 61).
Now assume
i
X i = x 0 n  (i/(r) + bj) y(ti -  ir)
0=1
and consider £ E [t*, U+i). Since x(t) =  Xiy(t — £;), we have
x2>i — x(t{-|-i ) + bi^ix(ti^.i r),
= Xi y(£m  - t i - r )  (y(r) + 6i+i),
= £0 nj=i (0M  + bj) y(ti -  it) y(ti+1 -  U - r) (y(r) + 6;+i),
=  Fiji1! (yfr)  -ft 6j) i/(U+ i -  (i -ft l)r).
Hence, by induction we have
n
xn = a:o II (y(T) + bi) Vitn ~ nr)- 
j—1
By (6.13)
M  < M  n"=1 i\y(x)\ + |6j|) |y(£n - nr)I,
< |x01 (e(“QT) +5)” Ke(~a(tn~UT^ \
<  |x01 K  (e(-a(? - T» (e(-QT) +  B ) ) n ,
which satisfies xn -ft 0, n —ft 00 when eDar) -ft B < e(“(T-r)).
6.3 Logistic equation with impulses
We have shown that although delays in impulses change the details of any stability 
criteria, they do not appear to alter their overall effect. To show what type of 
behaviour is possible in non-linear impulse equations, we consider the logistic 
equation (with an undelayed linear impulse). We pay particular attention to the 
case where impulses occur periodically and are of equal magnitude - acting as a 
discrete forcing function on the solution.
For simplicity we state the problem in full:
4$(t) =  r u(t) (1 — u(t)), tt(0) =  «o,
Au(U) =  u(ti+) - u (U -) = biu(ti~),
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where {A}£o ls a positive strictly monotonic increasing sequence such that t0 =  0 
and limi=00 A — oo. For biological relevance we require u > 0 and so set bi > — 1, 
so that we do not remove more of the population than already exist (the case 
k =  —1 is trivial, since it immediately results in extinction). In addition we 
assume that the impulses are bounded, so that if Bi = 1 + 6*, and Ti = ti — A-i, 
then
0 < P <  Bi <  B < oo and 0 < T <  % < oo. (6.15)
In the absence of impulses of course, the steady state u = 1 is a globally attractive 
equilibrium. It is important to note that here the impulses are not related to the 
difference between the actual solution and this equilibrium, so that u = 1 can not 
be stable. Rather, the impulses relate to the population size as a whole (which 
is more relevant in most cases), so we must consider the possibility of extinction. 
It should be mentioned that Gopalsamy & Zhang (1989) considered the delayed 
logistic equation (again with an instantaneous impulse), but with an impulse of 
the form Au = b /u — 1), so that at issue was the convergence (or otherwise) of 
solutions to u = 1.
We first derive bounds on the solution u(t), and then give criteria for perman­
ence.
Proposition 12 All solutions u(t) of (6.14) with impulses such that (6.15) holds 
satisfy
0 < u(t) < maxjl, — ^r)|, M t > t i .
The lower bound is a simple consequence of the right hand side of the logistic 
equation being a multiple of u(t), which guarantees positivity in the non-impulsive 
case, and the fact that our impulses never remove the entire population (Bi > 0). 
This does not however exclude extinction of the form u(t) —» 0,6 —> oo, and we 
refer the reader to Proposition 13 for conditions under which we have permanence 
of the form u(t) >  5, or indeed Proposition 14 for conditions under which such 
extinction occurs.
We use the fact that the normal logistic equation 
di)
— (t) = r v ( t ) ( l - v ( t ) ) , v(0) = v0,
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has solution
0^
v(t) = «o - («o - 1) e( rt> 
On [0, ti) therefore,
/,\ v0v(*) = V0 - (v0 - 1) e( rf) 
and in the limit,
(, \ v0v(ti-) = v0 - (v0 - 1) e( ril)’ 
so that
Ui =  u(ti+) = V q R iv0 - (v0 - 1) e{ rtl)
Now consider t E [tj%+i), where
“<*) - <«■«) 
(letting Ui =  u(t{+) in the normal way), so that
  Ui Rj-]~ i
“i+1 = «i — («i — 1) T-A
By induction we have established that
“n+1 = — t: Vn > 0. (6.17)
Ur ^ 1  —  r T n + l ) j  _j_ g (  rTn + 1,
Since 0 < rTn+9 < 1}
Vn Rn+1 . RVn+1 <
V „ I 1 ~
Y " _ >  a <  7=pf7> Vn> 0.M _ g( rTn+1)\ i _ e( )
For each bounded vn = v(tn+) we now consider the pre-impulse value un — 
u(tn—). If the impulse increased the solution (Rn > 1) then our upper bound still 
holds, since un = u(tn—) <  un — u(tn+), so we must consider the case Rn < 1. 
First, assume vn_x < 1. Then (although u is monotonic increasing over in_i, in_x, 
it remains bounded so that) v(tn—) < 1, and vn < 1 follows since Rn < 1. Now 
let un- i  > 1, so that u[t) decreases over [in_i,tfn); then any upper bound that 
applies to un_i will also hold for u(tn—) since u(tn—) < vn_x.
We have therefore shown that u(tn—) and u(tn+) satisfy our bounds for all 
n > 0, and by the monotonicity of solutions for first order ODEs, our result 
follows.
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Proposition 13 If (3 >  e( rT) then for all e > 0 there exists a t£ > 0 such that 
all solutions u(t) of (6.I f )  with impulses such that (6.15) holds satisfy
u(t) > min jl, p — e(_rT) - a} , \ / t > t £ .
We consider equation (6.17) from the previous proposition, to show that
Un Dn+1Un+1 —
>
U _ e(~rTn+i) j _|_ e(-rTn+1) ’
'Un P(l _ + e(-rT)Ur
> Un P
Un -ft e( rT) ’
Solutions un are therefore bounded below by solutions yn of
_  y*P
Vn-\-l (—rT) 5 y®Vn + e >
Note that 0 <  yn <  p (Vn > 0), and there exist two steady solutions, y = 0 
and y = y* := p — e^~rT ^ <  p, the second of which is strictly positive by our 
proposition. For each n, consider
Vn p{~rT)
Un+l Vn (Jl 2/n) ' (—rT) 2/ra+l V ~ (2/n 2/*)(-r ) yra+i y ~  y*/ (-rT) ’yn + e K J yn + e( rl>
(6.18)
If yn >  if , then (6.18) implies yn >  yn+1 >  y*. Similarly, i f  >  yn+1 >  yn 
for yn <  y*. For yQ > (<) y* therefore, yn is a strictly monotonic decreasing 
(increasing) function in n bounded below (above) by y*, so that there exists a 
limit such that yn -ft yt, n oo. It is trivial to show that yt = y*, so that for all 
e > 0 there exists a t£ such that
\yn-y*\ < £ Vi > t£,
and in particular
U n  >  yn >  y* ~  £ =  P -  e(~rT) -  a \ / t > t £ .
Since u(t) is monotonic on (in, in+i), we need now only consider the points u(tn—) 
to show boundedness for all t. By (6.16) we see that if un =  u(tn-ft) > 1 then 
u(tn+1~) > 1 , whereas if un = it(in+) < 1 then u(t) is monotonic increasing on 
the interval (in,in+i) so that u(tn+1—) > it(in+). Both u(tn—) and u(tn-ft) are 
therefore bounded below for all tn >  t£, and our proof is complete.
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Proposition 14 If B <  e{ rT) then u(t) -+ 0,6 —> oo.
Since
- (gn+i - e^~’Tll+1^) - un(l - e(- rT"+Q
n+1 ” ~ ^ I _ e(-<.)) + e(tt»«)
< (g - H - ' / u n
Un(l — e^ ~rTn+1^) + e( -rTn+\) — ’
un is monotonic decreasing sequence bounded below by 0; thus un —y uL, n —J oo, 
and it is simple to show that uL = 0.
We complete this section with the special case of periodic impulses of equal 
magnitude.
Proposition 15 Suppose Bi = B, Ti = T  for all i e Z+.
(i) If B <  e(~rT\ then u(t) —> 0, t —# oo.
(ii) If B >  e(~rT\ then u(t) —> v(t),t -» oo, where
*
to) = v , _ ( v, _ 1 )e -r(t-nT)» on t e [ n T , ( n + l ) T ] ,  n e z g
and
B - e(-rT)
-  l-e<-rT>-
Note that v* 0 (B — e Y rT\ B j( l  — e-~r7')); and that
* *
L- min {1, B} <  v(t) <  ~ m & x { l , B } .
Using (6.17) as before, we have, for all n 6 Z+,
unB ^
Un+1 -  Un (l _ e(~rT)} +  £(-rT) > 0’ V" £ 0’
which has steady solutions u = 0 for all B, and u = v* (for B > e^_rT^).
(i) If B <  e(~rT) then
_ un( 1 - e{~rT)) + (e(_rT) - B) n
“"+1 “ Un( l - e(-rT)) + e {-rT) “» <
so that un is a monotonically decreasing function bounded below by 0; a limit uL 
exists and it is simple to show that uL = 0.
(ii) If B >  e^~rT) then
un -  v*
Un+i Un ~  ua -  -  e<-<
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so that un >  v* implies un+1 > u*, since then
-  g (1 M rT)an+l “ , J-rT) 11 — rT^ \ un + e*- rTV(l ~ rT<
> B L _______ e(~rT) \  _ * , e~2rr> i _ e(-pT) ^  u* + /(I - e(-J’T)) J ~  V + l - e ^ ’
and un <  v* similarly implies un+i < v*.
For uq > (<) v* therefore, un is a strictly monotonic decreasing (increasing) 
function in n bounded below (above) by v*, so that there exists a limit such 
that un -+ ut,n -> oo, where clearly uL — v*. Since un =  u(tn+) -fa v* (where 
tn =  nT), it follows immediately from (6.16) that u(t) -fa v(t) for all t E (tn,tn+1) 
as t -fa oo.
6.4 Conclusions
Delays in impulses do not dramatically affect the behaviour of simple (linear) im­
pulsive systems such as scalar differential, delay-differential and reaction-diffusion 
equations. Although the specific criteria for the equilibria to remain attractive are 
dependent on the type of impulse applied, stability can always be found for im­
pulses that are ‘not too large’ and ‘not too frequent’. We have of course considered 
only one aspect here - the maintenance of an asymptotically stable equilibrium - 
and for more complicated equations the maintenance of oscillatory solutions, or 
convergence to differing steady states for example, may be of issue.
By considering a very simple non-linear example, namely the logistic equation 
with an immediate (not delayed) impulses, we can see the importance of impulses 
which are not related to the divergence of the solution from a given steady state 
but rather to the actual solution (for example, the total ‘population’ size).
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C h a p t e r  7
M u l t i p l e  p i e c e w i s e  c o n s t a n t  
a r g u m e n t s
7.1 Introduction
There are many functions cr(t) which may be suitable to represent some time 
dependent discrete delay, in a population models which contains terms such as 
u(t — a (t)). In this chapter we consider delays of the form
cr(t) =  t — [t — i], i £ Z+,
where [•] denotes the greatest integer function:
if t e [n, n + 1), (n £ Z), then [t] — n.
Delays constructed with such piecewise constant arguments may at first appear 
rather artificial and unrealistic, but they arise naturally out of biological/ecological 
considerations (see chapter 1). Gourley et al (1999) considered the model 
du
—  (t) =  r u ( t ) ( l - u ( t ) )  -  Eu(t)u([t]), E ,r  > 0, (7.1)
motivated by the harvesting of fish. Here it is assumed that fish stocks are es­
timated annually (one time unit), and the harvesting effort for the following year 
set accordingly. Such simple (scalar) models can exhibit highly complicated be­
haviour; for example, the difference equation
un+i = un exp r (1 - vA), r > 0,
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associated with the time intervals t =  n (n E Z+) of the continuous system
nil
—  (t) =  ru(£)(l-u(£)u([£])), r > 0,
has been shown to exhibit complex and chaotic behaviour (May, 1975; May k 
Oster, 1976). For more details and references on (the limited) research concerning 
differential equations with piecewise constant arguments see Cooke k Wiener 
(1984), Aftabizadeh k Wiener (1985) and Gyori k Ladas (1989), Cooke k Wiener 
(1991), Jayasree k Deo (1992), Papaschinopoulos (1993), Wang k Yan (1996, 
1997, 1998).
Equation (7.1) has also been considered, in a slightly more general form, by 
Gopalsamy k Liu (1998). Gourley k Byrne (1999) extended equation (7.1) to a 
spatial model, through the addition of diffusion, which may be written as
du—  (x, t) =  V 2u(x, t) +  r u(x, t) (1 — cm(x,t)) — /?u(x,£)u(x, [£]), a,/3 > 0,
C/ b
giving global stability criteria for the unique positive uniform steady state in terms 
of the parameters a and p.
Liu k Gopalsamy (1999) found sufficient conditions for global stability of the 
nontrivial uniform state of (in our notation)
du ( 00 \
—  (t) =ru(t) \^  -  a u ( t ) : a >9, Pi >9, (7.2)
namely that limt_>oo u(t) — l / ( a  +  Z)£o A ) provided that a > X)£o Pi- It was also 
shown that period doubling bifurcation could lead to chaotic behaviour in certain 
special cases.
Following on from this, we consider the equation
du ( m \
—  (x, t) = ru(x, t) f 1 -  cm(x, t) -  ftw(x, [t - ?]) I + D V 2u(x, £), a > 0, pi > 0,
(7.3)
on the finite domain Q C (k G Z+) with initial conditions
u(x, [-?]) =  u_i(x) >0 , i =  0, 1, 2, ..., m, u0(x) ^  0, (7.4)
and Neumann boundary conditions
Vu(x,t).n =  0, x G 59 x (0, oo), (7.5)
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where n is the outward facing normal on the boundary of 91. Here D is the 
(constant) diffusivity for basic Fickian diffusion, and in addition to basic logistic 
growth (with intrinsic growth rate r and decay a) we have multiple delayed decay 
terms.
For the case m = 0, as considered by Byrne and Gourley (1998), it was found 
that the uniform steady state
1
ot + A)
was globally stable for j30 < o: (1  — e~r), although this condition was not shown 
to be sharp.
We again consider the stability of the uniform steady state u = 0  of (7.3), 
given by
:= h— . (7.6)
a + i=0
and look for conditions such that all solutions of (7.3), (7.4) satisfy
lim u(x, t ) = u * . (7.7)
7.2 Stability basin
m
Theorem 8 If a >  (3 \= /% then all solutions of (7.3), (7.4) with (7.5) such
i=0
that
u _ i ( x )  E  [ 0 , 1/(3), i =  0 , 1 , 2 , ..., m ,  ( 7 .8 )
satisfy (7.7).
For the proof of Theorem 8 we use the following version of the comparison 
principle (e.g. Britton 1986, Grindrod 1996); a similar form is used in chapter 6,
but we restate it here. Although the theorem is for non-delay equations, we may
apply it our problem since on each time interval [n, n + 1), non-local terms are in 
fact known functions of x (see N.B.2 below).
Lemma 2 For x E O c  Rk,£ E R + let u(x.,t) be the solution of
(x,t) =  f (u(x, t), x,t) + PV 2«(x, t),
Vu(x,£).n = 0, x E 391,
V ( x ,  0 )  =  U q ( x )  ,
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where n is the outward pointing unit normal at the boundary oftt.
Define v(x, t) and w(x,t) as sub- and super-solutions of this problem, satisfying
< / (v, x, t) + D V 2v, > f ( w t x, t) + D V 2w,
Vu.n < 0, Vw.n >0, V x E dtt, 
v0(x) <  uQ(x) <  Wo(x)y VxEfi
Then
v(x, t) <  u(x, t) <  w(x, t) V x E tt,t E R +.
N.B. 1 If limt->ooV — Iv and v <  u for all t then lim inf*.^  u > lv, and similarly 
if lim^ oo w =  lw, w >  u for all t then limsup^^ u <  lw. Hence, if lv =  lw =  l} 
then
I < liminfu < limsupu < I,
tttOO
so that lim^ oo^  exists and also equals I.
N.B. 2 One each interval [n, n + 1), equation (7.3) takes the form
du (  m \
—  =  ru - au -  53 PiUn-i(x)J + D V 2u,
where each un-i(x) (i =  0...m) is a known function o fx  (having been determined 
by the evolution on previous time intervals) and so Lemma 2 can be applied on each 
such interval. To extend v and w to sub- and super-solutions for all t we require 
continuity at t =  n, n E Z+; which follows from defining the initial conditions 
for v and w at time t = n + 1 as the limit of v(t) and w(t) for t E [n, n + 1) as 
t -+ n + 1. This is why Lemma 2 may be be used for our problem.
N.B. 3 Since uq(x ) /  0 it follows from the strong maximum principle and the 
boundary point lemma that u(x,t) > 0 for all t > 0. We therefore take, without 
loss of generality, 'Uo(x) > 0 for all x E tt.
Although we have a delay equation, the above is still valid because our delays are 
finite, so that after a certain time no further reference is made to the initial data.
P roof of T heorem 8:
Step (i). We construct sub- and super-solutions for (7.3).
Consider the equation on t E [0,1), namely
Define v(t) and w(t) by the solutions of
$+) = rv(t)
together with initial conditions V{ ~  v(—i),Wi =  w(—i), (i =  0...m) which are 
chosen such that
u_m < u_m+1 < ... < v_! < u0, w0 < w-i < ... < w-m+1 < W-m, (7.9)
and
In addition, we require v0 > 0, which is always possible by N.B. 3 above. By 
lemma 2, for u(t) and w(t) to be sub- and super-solutions of u(x, t) on f G [0,1) 
it only remains to show that
and similarly for w(t) (with the inequality reversed). Hence, 
v(t) < v(x, t) <  w(t) Vx E 91, t E [0,1). 
Letting t -fa 1, we have
0 < v\ < minui(x), maxu/x) < w\ < oo, 
and v(t),w(t) defined on [0,1].
0 < V-i < minu_j(x), maxu_j(x) < w-i < oo. (7.10)
for all x E 91. Now
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We now extend v(t) and w(t) by induction, and assume that 
v(t) <  u(x, t) <  w(t) V x E O ,  t G  [0,n],
with, in particular,
0 < Vi < miniiXx), maxiiflx) < Wi < oo, i = —m,..., n. (7.11)x£0 xGO
For £ E [ra, n + 1), let u(£) and iy(£) be the solutions of
(^£) = rv(t) ^ 1 - av(t) - ^  A™n-»j
dw
dt
m
(£) =  ru?(£) I 1 — aw(t) -  ]T A«n-i  ,t=0
(7.12)
together with initial conditions given by (7.11). Therefore, for v(t) and w(t) to 
be super and sub solutions of u(x, £) on [n, n -ft 1), all that remains to be shown is 
that
11(£) <  rv(t) 1^ -  av(t) - A«n-i(x)j + 0 V 2u(£),
^ ( £ )  > rui(£) f l  -  aio(£) -  fiiUn-i(x )) +  D V 2u>(£).i=0
for all x G 0. This reduces to the condition
m m  m
 ^y AUn—i S: ^  ] AUji—j(x) < EAWn-t, Vx G fi,z=0 i=0 i=0
which follows from (7.11). Hence, for £ E [n,n + 1), we have u(£) < u(x,£) < w(t) 
for all x g 9 , and letting t -ft n-ft 1 we see that
0 < vn+i < minun+i(x), max«n+i(x) < wn+i < oo.
Our induction is therefore complete, and
v(t) < n(x,£) < w(t) V x g 9 , £ >  0.
Step (ii). We show convergence of the sub- and super-solutions v(t) and w(t) 
to u*.
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For t E [n, n + 1) we can solve (7.12) explicitly, to give 
v(t) =  - j
m \ f f m
I 1 - 53 fawn-i UXP U 1 ~ 53 Piwn-i ) (* “ n)2=0___ J \ \ i=0
W(t) =
1 -  53 Piwn - i j  +  avn ^exp ^1 -  E  A ^ r i - i j  (t  -  n )J  -  1
w n  ^ ~ 53 Pivn - ij exp ^  ^ 1 - E &Vn-iJ (t -  Tl) j 
1 - 53 Aun-ij + uwn ^ exp (V ^ 1 - 53 Aun-ij (* - n)l - 1
Note that on each interval [n,n + 1), v(t) and w(t) are monotonic, since they 
are solutions of one dimensional autonomous ordinary differential equations. It is 
therefore sufficient to consider the discrete points vn, wn to determine the behaviour 
of v(t) and w(t). Letting t —»■ ra + 1 we have
vTl
Un+1
m
U)n+1 =
1 - 53 AWn-i exp r 1 - 53 A^ n-i  i=o____ /___ \ \ i=o____
1-E A Wn-i J + OLVn I exp T 1 - 53 A™n-i ) ) “ 11=0 / V \ V 2=0
( 1 “ 53 A^n-i j exp 1^ - 53 A^n-t J j
1 - E  A'un-.:) + awn (exp (jl - E  A^ n-i) ) - 1
(7.13)
We now show by induction that under certain conditions v(t) is monotonic 
increasing, and w(t) is monotonic decreasing. We first assume that this is true on 
[0, n], so that
Uo < Vi <  ... < vn- i  <  vn> wn <  wn-1 <  ■ ■ ■ <  Wi <  Wq. (7.14)
Since
vn ( l -  avn -  53 (3iWn-i) (exp (r [1 - E  A^ n-i-tJ ) ~ l)
«»+1 - Un = —^  L A . El-E M L L  In+i n / / m \ \  (  m \
avn exp (r ( l - EA^n-i-<JJ + ^ 1 - avn - EAuV-ij 
we can say that, provided wn_i < 1//3, for any n,
772
Uti+1 A \ > 1 0?Un EA«>n-< — (7.15)2=0
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(XVn. -
Hence vn >  vn- X (which we assume to be true by inductive hypothesis) is equi­
valent to m
1 avn—i )  ] (3jWn—\fa > 0. 
i —0
If we now consider un+1, we see that
CMn-1 ^ 1 - exp ^1 - ]T
^1 -  avn- i  -  J2 Piwn-i-i'j +  aVn-i exp ^1 -  ^  
avn-i ^1 -  Y, AvJn-1- i j  exp ^1
avnfa exp ^1 - J 2  PiWn-i-ij j
m
1  ^] (3iWn—i—i2=0m
< 1 fJjWn—i)2=0
which implies vn+i >  vn. Similarly, we can show that icn+i < wn provided (7.14) 
holds. To complete our induction we need to show that vx > v0, W\ <  wo.m
Since v(x, t) satisfies (7.8) and a >  (3 := (3j, we can choose our initial2=0conditions as follows:
V-i = 0, i — 1....771,
W-i =  lo, i =  0....m, where maxx6n ju/x), < lo <  1/(3, 
v0 — s, where 0 < £ < minxGf2 (v0(x), (1 — co(3) /a }  .
Then the above satisfy (7.9), (7.10), and u0 > 0. Furthermore,
m m f l  _  R\
av0 + YlPiw- i = a£ + UY1 (3i < a (— = l>2=0 2=0 ' 'm
aw0 +  ^ 2  f o v - i  =  a c o  +  £ ( 3o >  a ( k ) + e /?0 > 1 ,2=0
implying vx >  vq and W\ <  wQ respectively by (7.15).
We have therefore shown that vn is monotonic increasing, and wn is monotonic 
decreasing in for all n .  Since wn is bounded below by 0 and vn bounded above bym
(1 — YY (3iWn-i) /a , it follows that2=0
vn -fa v ,w n - f a  w, as n  - fa  oo.
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Considering (7.13) in the limit, we have
v [ 1 - w j r p A  exp (r ( l -w^Ta)
v = i=0 / \ \ i—0 /
1 “ A j + oiv ^ exp 1^ - w^2 A j ^ “ 1 j
w
w =
771 \ / / 771 '
1 “ A I exp I r I 1 - Pi i=0 /  \ \ i=0 /
1-t/^Aj +a(exp fr  f l - v J ^ P i j ) “ 1
j=0 / \ \ \ i=0
which solve to give
v =  w = 771
q*+ yi ai=0
It follows from N.B. 1 that un(x) —» w* as n —> oo also, and the proof is complete.
7.3 Global stability
In this section we present numerical results, which suggest the stability of the 
steady state u* is independent of initial conditions, and give global stability results 
for a subset of solutions.
7.3.1 Numerical results
First, we remind ourselves of our analytical criteria for stability. In addition to a 
condition on the parameters, namely a >  YfLo A> we require and a bound on the 
initial conditions iq(x) < 1 /  XgLo A  (® =  ■ ■ ■ > 0) to guarantee monotonicity of
the sub- and super-solutions for t > 0. There is no requirement on initial condition 
for the case m =  0 (Byrne and Gourley, 1998), but the analytical condition is 
extended to the stronger requirement a (1 — exp(—r)) > ©7L0 A » again to give 
monotonicity, but in this case only for t > 1.
Numerical results suggest that stability is not dependent on initial monoton­
icity, and that any oscillations are transient and do not affect the asymptotic 
behaviour of the solution. Evaluation over a range of parameter values give
A stability diagram, based on the sub- and super-solutions of w(x, t) is given in 
figure 7.1 below, for the case r = 2 and m — 0. This result is equivalent to the 
(analytical) conditions of Liu & Gopalsamy (1999) for the ODE model (7.2).
Here we iterate vn and wn with initial conditions V-i = 0.01 (< u* <) w-i = 100 
(i = 0...m) for each point in the (/?, a) plane. A point is defined as convergent (to 
u*) if there are 100 consecutive pairs (vn,wn) such that
maxflu* — vn\, |wn — u*\} < 0.001,
within the first 1,000,000 iterations. We feel this number is more than sufficient 
to test all points since those points found to be convergent were so within 1,000 
iterations.
2.0
1.5
a to
0.5
0.0
0.0 0.5 1.0 1.5 2.0
P
Figure 7.1: An example of the stable points in the (/?, a) plane for equation (7.3), 
here calculated when r — 2 (m = 0) through the sub- and super-solutions (7.13).
♦ ♦ ♦ ♦ ♦ ♦ ♦♦ ♦♦
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By the proof of Theorem 8, we have shown that v(t) and wft) satisfying
7.3.2 Non-oscillatory solutions
dv 00 = tv ft) (1 — avfb) -  Aw (ft — «])),
m
dt \ *=o
dw / m
dt
\  i =0
\ (7.16)
^jf-ft) =  rwft) (l-mn(£)-]JAu([*-:i])) ,
together with
0 < v-i < minu_i(x), maxu_dx) < W-i < oo, i = 0,1,m. xeo xgo
bound u(x, t) below and above respectively.
m
Theorem 9 If a > ft := A then either
i = o
(i) v(t) and w(t) are both oscillatory, or
(ii) lim^oo u(x, t) =  u*.
Let
v(t) =  u* exp (x(£)}, wft) = u* exp {?/(£)}, 
so that (7.16) becomes
dx
dt
/ m '
f t )  = ru* l a  (1 - exp f x f t ) } )  + ^  A  ( 1  - exp {y([t -  ?])})\ 7=0
f t ( t )  =  ru* (a (1 - exp ( y ( t ) } ) +  £  ft (1 - exp{®([t - i])})) ,
(7.17)
7 = 0  /
and note that (v,w) =  (it*, it*) iff (x,y) = (0,0).
P roof of T heorem 9:
If x or y are non-oscillatory, we need to show that lim^^x, y) =  (0, 0). To do
so, we consider the eventual sign of x and y.
Case (i) x and y are both eventually non-positive.
We therefore have exp{x(£)}, exp{y(£)}, exp{y([t — ?])} < 1 (i = 0...m) for all 
t >  to for some to > 0, which implies
dr f m \
—  ft) = ru* (a(l - exp{x(t)}) + ^  A (1 ~ exp{y([t -  ? ] ) } ) j  > 0,
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and similarly ^ (6) > 0  for all t > 60. Hence x and y are monotonic increasing 
and bounded above by 0, so that there exist limits x* and y* such that
(x(t), y(t)) -> (x\ 00.
In the limit, (7.17) becomes
a (1 — exp {a;*}) + ft (1 — exp{y*}) = 0,
a (1 — exp{y*}) + f3 (1 — exp{:r*}) = 0.
Since x*,y* < 0 all terms (i.e. 1 — exp {a;*}) in the equations are non-negative, 
and we have x* — y* = 0 as required.
Case (ii) x and y are both eventually non-positive.
This is similar to case (i).
Case (iii) x is eventually non-negative and y is eventually non-positive.
The case x = y = 0 is trivial and so we work with strict inequalities. If 
y{t) < 0 < x(t) for all t > 60> then there must be a first time when they cross, 
since our initial conditions require rc(0) < y(O). At this first time tQ, we have
x(tQ) =  z  =  y(t0) and x([t0 — i]) <  z  <  y([tQ — i\), i  =  (7.18)
In addition, x is increasing and y is decreasing, so that
jj£(t0) = ru* ^ a ( l - e x p ( 4 )  + E A ( l - e x p { y ( [ 6 - i ] ) } ) ^  > 0,
^ ( t 0) =  ru* o^;(l-exp{z}) + EA(l-exp{a;([t-z])})j < 0,
which implies
m
E ft(e x p {y ([i0 -  *])} -  exp{a;([t0 -  *])}) < 0.
2=0
This contradicts (7.18), and hence we see that x and y never cross.
Case (iv) The only case remaining (for non-oscillatory solutions) is that y is even­
tually non-negative and x is eventually non-positive. We first show that x and y 
remain bounded for all time t.
a) For contradiction, assume x —> —oo,6 —y oo. Then approaching the limit, 
dr ( m \
0  > ~^{t) = ru* ( a  + E f t  ( 1  -  exp {y([t - i])})J ,
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7 ( i )  =  ru* ( c t  ( 1  -  e x p { 15( f ) } )  +  f j ! i j ,
which imply m
a ^  ]C A (exp {</([£-i])} - 1) (7.19)2=0
and
(7.20)
y(t) ~ u*r (a  +  ^  (t + c) + In ^ar + ^  A J
- In exp |u*r + ]jT) ^  (i -f c) J - 1
respectively (where c is a constant). Substituting (7.20) into (7.19) gives
/ /?exp { H r  (a +  0)(i + c)} + l\
“ yet exp {u*r (a + 0 ) (t + c)} — 1/ '
Using our condition a. >  (3 we conclude that
2 — (a — (3) exp {u*r (a + /3) (t + c)} > 0. (7.21)
Since (7.21) is clearly negative for all t sufficiently large (since a — (3 > 0), we 
have our contradiction.
b) Now assume y —> oo, t —* oo. Then since x is bounded,
^  -+ —oo, y -fa oo,
which is a contradiction.
By the above, x and y are both bounded above and below, and if they are 
non-oscillatory, must each tend to some limit. The argument of Case (i) therefore 
applies, so that (x,y) -fa (0,0),£ —> oo.
To complete the proof we need to show that if either x or y is non-oscillatory 
then both are (and hence we have convergence).
c) Assume that x is not oscillatory, so that x(t) -fa x*,t -fa oo. In the limit,
dy (t) =  ru* (a (1 - exp{y(t)}) + j d ft (1 - exp{x*»)
dt
  — O r
dt
2=0
and =  0 gives
ln ( ^ 2 A (! “ exp{x*}) / a  +  l j ,
so that y has at most one turning point, and hence is not oscillatory.
d) The case y non-oscillatory is similar to c.
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7 . 4  C o n c l u s i o n s
By the method of sub- and super-solutions it is possible to extend stability results 
from ODE problems to the spatial case. In addition, any (new) results are imme­
diately applicable to the ODE case. Here we have derived criteria independent 
of the diffusivity D , and, more importantly, only in terms of the sum of all delay 
term coefficients p = YfLo A • Thus the actual strength of any of the individual 
delays is not relevant; our criteria are the same if A = P (Pi — 0,i =  1 , . . .  ,m) or 
Pm— P (A = 0,z = 0,...,7?7. — 1), which give a single delay term in the model of 
u([i]) and u([t — m\) respectively.
Numerical results suggest that the PDE problem does in fact have the same 
properties as the original ODE equation, namely global convergence provided 
a >  p. We have shown analytically that any solution for which this does not 
occur behaves very differently, and remains oscillatory.
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C h a p t e r  8
T h e  D i f f u s i v e  N i c h o l s o n ’s
b l o w f l i e s  e q u a t i o n
8.1 Introduction
The Australian sheep-blowfly (Lucia cuprina) was studied over a number of years 
by Nicholson(1954,1957). The population size of laboratory cultures was observed 
under various carefully controlled conditions, and regular periodic fluctuations 
were observed. May (1975) applied the delayed logistic equation (Hutchinson,
to Nicholson’s (1957) data, which gave good qualitative agreement. Here r rep­
resents intrinsic growth rate (unknown), K  is determined by the food available 
(regulated by Nicholson’s experiments) and r is the delay, approximately the time 
taken for larvae to mature into adults. Unfortunately May’s model requires a delay 
of approximately 9 days, which is markedly different to the actual observed delay 
for blowflies of about 11 days. In addition it fails to capture the double-peaked 
bursts observed in the population, producing only single-maxima oscillations.
Gurney et al (1980) addressed this problem by proposing what has now become 
known, due to it’s good agreement with Nicholson’s (1954) data, as Nicholson’s 
blowflies equation;
1948)
r, K  > 0
dN
where 5 is the per capita daily adult death rate, P is maximum per capita egg 
production rate, ND is population size at which the population as a whole achieves 
maximum reproductive success and To is the delay between eggs being laid and 
their development into sexually mature adults. This more accurately reflects the 
data (Nisbet & Gurney, 1982), including the two bursts of reproductive activity 
observed in each cycle. The equation has been much studied, with a great focusing 
on, amongst other aspects, attractivity, persistence and convergence of solutions 
(Kulenovic et al, 1992; So & Yu, 1994; Smith, 1995 respectively; see also Kulenovic 
& Ladas, 1987; and Karakostas et al, 1992).
More recent work has concentrated on the diffusive Nicholson’s blowflies equa­
tion:
du—  (x,t) = —Tu(x,t) + /3ru(x,t — 1) exp (—u(x,t — 1)) + dV2u(x,t), (8.1)C J Is
proposed by Yang & So (1996). Work has included consideration of global at­
tractivity of steady state solutions with Dirichlet boundary conditions (So & Yang,
1998), numerical steady state and Hopf bifurcation analysis (So et al, 1999) and 
dynamics under Neumann boundary conditions (Yang & So, 1998).
Gourley &; Ruan (1999) generalised equation (8.1) to study a less restrictive 
delay,
jA-(x,t) — dV2u(x,t) — ru(x,t)
rt f  ft \ r, (3 > 0,+/3ry / (t — s) u[x, s) ds exp ( — J f( t  — s)u (x ,s )d s) ,
where f(t) > 0 satisfies
r co roo/ f(t)dt = 1, and / tf( t)d t = 1.
Jo Jo
The first condition simply requires the kernel / to be normalised (a simple scaling 
operation), so that the uniform steady solutions of the undelayed local system 
remain unchanged, whereas the second reflects the fact that the delay strength r 
is explicit in the model equation. Delays formed by weighted averages are usually 
considered more realistic, see for example the comparison by May (1972); here 
unrealistic mathematical anomalies arising from the discrete delay given by the 
kernel f(t) =  5(t — 1) (where (!) is the Dirac delta) are removed through the smooth
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delay f(t) = t exp (—6), which still maintains a single maximum - that is, there is 
a fixed time in the past which is most significant.
Here we study
du d2ut+'M) = -u ( x ,t ) + 0 ( g * * u ) ( x , t ) e x p ( - ( g * * u ) ( x , t ) )  +  —^ (x ,t ) ,  0 > 0,
(8.2)
where
/ t r oo
/ g(x — y,t — s) u(y, s) dy ds, g(x,t) >  0,
-oo J—oo
and (xyt) E (—00,00) x [0, 00). We work on an infinite one dimensional domain, 
since we are especially interested in travelling wave solutions.
This equation includes a weighted average of the population density u(x,t) at 
all previous times t and all points in space x. The reason for such terms stems 
from the fact that there is a delay effect in a moving population: since individuals 
are moving they may not necessarily have been at the same point at previous 
times, and so any delay term should be nonlocal in space as well as time. Note 
that we have not extracted a measure of the delay strength from the kernel g 
explicitly, so that we do not expect
r oo r 0 0
/ / tg(x — y, 6) dydt
J 0 J— 0 0
to be unity in general, although we again set (g * *1) = 1 to preserve uniform 
steady states.
Although we give results for general g where possible, where necessary we shall, 
following the comments above, use the kernel
b2t x2
g(x,t) = —=  exp ( -b t - — ), b > 0. (8.3)V 47r6 46
Here 1/6 is a measure of the strength of the delay (the time at which the delay 
kernel reaches a maximum), and it is averaged over space to reflect the fact that 
past populations may have moved from their original location.
Equation (8.2) has two uniform steady solutions, namely
u° = 0 and u1 = ln p.
The non-trivial solution is only of interest when p > 1, which is what we shall 
usually assume.
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Before we begin the next section, note that if we define
t roo 62 (t — s) (x - y )2
v ( x , t ) = f  I  — iexp {-b(t  s) -  ft V> ) (8.4) 
J-oo 7-oo y/47f(£ — s) s)
and
"t roo h (o* —
W
/ t roo (x  ll)
/  l, exp ( - 6(t -  s) -  ■ + - + - )  «(y, a) (8.5)
-oo i-o o  y'47F(£ — 5 ) S)
then we may rewrite equation (8.2) with kernel (8.3) as the system of local PDEs
Ut =  F(U,V) +  Ua-a;,
vt =  b(w - v )  + (8.6)
wt =  b(u - w ) + wxx,
where
F(u,v) = — u + /?u exp (—v). (8.7)
Our previous steady states become, respectively,
u° = 0 and u1 = lln/?, (8.8)
where u(x,£) = (u(x, £), v(x, £), w(x} t)) .
8.2 Linear stability and bifurcation
In this section we consider the local stability of the uniform steady states (8.8) of 
the system (8.6). Although we are primarily interested in the non-trivial solution 
(which require (3 > 1 for biological relevance), it is analytically simple to consider 
the stability of both u° and u1 simultaneously, and so we make no restrictions to
(3 at this stage. We denote the general uniform steady state by u*, and make use
of the notation
/ dF . 6 F . A
\ / u = u *
so that i/° = 1 — P and vl = In p. Linearising about the steady state in the usual 
way, by setting
u(x, t) =  u* +  u(x, t)
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and dismissing all nonlinear terms in u, we have
ut = Mu + uxx, where A  =
1 1 — v* 0
V
0 - b  b 
6 0 - 6
Looking for general perturbations of the form
u oc exp (At + ikx),
our characteristic equation is
A3 + (3k2 + (26 + 1)) A2 + (3/c4 + 2(26 + l)k2 + 6(6 + 2)) A
+ (k6 + (26 + l)/c4 + (6 + 2)£;2 + b2u*) = 0. (8.9)
For stability we require all roots A to have negative real part for all k2 > 0, and 
so we apply the Routh-Hurwitz conditions. It follows immediately (or simply 
through Descartes rule of signs) that
Proposition 16 u° is linearly asymptotically stable iff (3 <  1,
i.e. u1 does not exist. This is what we would intuitively expect, since the global 
stability of u° has been proven for all purely temporal delays (Gourley & Ruan,
1999) and separately for the discrete time delay (Smith, 1995, in the uniform 
model) under this condition. More importantly, some algebra gives
Proposition 17 u1 is linearly asymptotically stable iff lap < 26 + 5 +
In particular, u1 is LAS for all 6 if In (3 < 9 (remember that we still require In/? > 0 
for u1 to exist).
Furthermore, since A = 0 would require 6%* = 0, we always have Hopf bifurca­
tion to uniform periodic solutions from u1, with the only (and obvious) bifurcation 
to uniform steady solutions occurring from u° as (3 passes through 1. The exist­
ence and linear stability of the uniform steady states in the (6, In (3) plane are 
given in figure 8.1.
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Figure 8.1: The uniform steady solutions of (8.2) are u° = 0 and ul — In/?; 
here solid lines represent existence of linearly stable solutions, and dashed lines 
represent unstable solutions. The bifurcation curve is given by In/? = 2b + 5 +
8.3 Bifurcation to periodic travelling waves
In this section we look for bifurcations to travelling wave solutions of the form 
U(z) =  u{x — ct), where c > 0 without loss of generality. Since only solutions 
where u > 0 are biologically relevant, it is sufficient to only consider bifurcations 
from the non-trivial steady state u1 and henceforth we assume (3 > 1. We define 
V(z) and W (z) in a similar way using (8.4) and (8.5) as before, and in addition 
let
X (z) =  U'(z), Y(z) =  V'(z), Z(z) =  W'(z).
We may therefore rewrite our travelling wave equation as the system
X + cX — U + (3V exp (—V") =  o,
Y' + cY + b(W - V ) =  0
z ' + cZ + b(U - w ) = 0
If — X = 0
V' — Y = 0
w ' — Z = 0
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We wish to study bifurcations from the steady state U 1 = (1,1,1,0,0,0)Tln /?. 
Linearising in the usual way and looking for solutions of the form U oc exp (Az), 
we derive the characteristic equation
A6 + 3cA5 + (3c2 - (26 + 1)) A4 + c (c2 - 2(26 + 1)) A3
— (c2(26 + 1) — 6(6 + 2)) A2 + 6c(2 + 6)A — 62ln(3 =0.
For periodic solutions we look for A = iw, which, upon collecting real and imagin­
ary parts, give the following conditions which must be satisfied by c, 6 and /? for 
some H = io2 > 0,
tt3 + ((26 + 1) — 2c2) O2 + (6(6 + 2) — (26 + l)c2) tt + 62ln/3 = 0, (8.12)3tt2 + ((26 + 1) - c2) tt + 6(6 + 2) = 0.
To confirm Hopf bifurcation we need to show that the roots cross the imaginary 
axis with non-zero speed. Taking c as our bifurcation parameter, we differenti­
ate (8.11) and rearrange to get
dX _ -A 
dc 2 A +  c
which implies
( dX\ —2u 2
6 U c/ A=iw c2 + 4u 2 <
As we cross the curve in the (6, c) parameter plane with increasing c, a pair of
complex conjugate roots therefore leaves the positive real half plane.
Equations (8.12) gives an implicitly defined curve in the (6, c) plane, near which 
periodic travelling wave solutions exist with period u, where
co2 =  1 (c2 - (2b + 1) - /c4 - 4(26 + l)c2 + 4 l)2)
An example is given in figure 8.2. We see that (by letting c —>■ oo), such solutions 
can only exist for
6i < 6 < 62, where 6i)2 = ^  ^ln/? — 5 + y/(ln(3 — 1)(ln(3 — 9)^  , (8.13)
which can be written as
In(3 > 26 + 5 + — (> 9), (8.14)
i.e. the necessary (and sufficient) condition for the instability of the uniform
steady state u1 =  In (3 found in section 8.2.
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Figure 8.2: The bifurcation (to periodic travelling waves) curve in the (6, c) para­
meter plane for In/? = 10 (other values are qualitatively similar), near which 
periodic solutions exist. For the asymptotes (8.13) to exist, we require (8.14).
8.4 Instability of small amplitude travelling waves
In this section we prove the instability of, and derive asymptotic expression for, 
small amplitude travelling waves. This analysis is valid for all normalised delay 
kernels g, and we therefore work with the explicit term (g * *u)(x,t).
We linearise equation (8.2) about ul, since oscillatory solutions about u° = 0 
are not biologically relevant. Letting u = In/? + eu we note that
(g * *u) =  (g * *[ln/? + eu}) = In f3 +  e(g**u),
so that our equation is
Ut ~ uxx =  - u  + (1 - In /?)(#* *v)
+e - 1 )(g* *«)2) + e2 ((2 - * * u f ) + 0(£3).
(8.15)
We change to a moving coordinate frame with new independent variables
t —  t and z = x  —  ct, (8.16)
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so that travelling waves with speed c (> 0 without loss of generality) will be 
stationary in this frame. Because we are considering stability it is important to 
retain the independent variable t, to test the solution against general perturbations 
and not simply those of travelling wave type. Letting U(z,t) — u(x — ct) and 
denoting
~ ~ /•OO r CO _v = ( g **U )(z ,t )  = / g(z -  y + ct,s)U(y -  eft -  s),t - s) dyds,
JO J —oo
(8.17)
we look for solutions of
0 = Uzz +  cUz- U t - U + ( l - \ n P ) V  +  E p f--+ e2(l - ^ /)V3 + 0(e3).
(8.18)
Because nonlinear terms in equation (8.18) are small, we adopt the method of 
multiple scales by setting
£ = e2z, and r = £2t.
The small scaling is required to detect the very slow and gradual changes occurring 
in the solution, as will be seen later. Writing
U(z,t) = fa°>(z,C ,t) + em\z,C.,t) + e2U ^ ( z ,C r )  + ...,
V(z,t) =  fa°>(z,C,r) + sfa+.C.r) + £2%(2)(+C + •••,
we have
£/, = £2up + 0(£3),
u z = t/(°) + e u p  £2 ( u /  +  u p )  + 0(e3),
Uzz = up + sup e2[2U^  + Ujg) + 0(e3).
Considering V(z,t) given by (8.17), we note that
oo oo
V(z,t) = (g**U )(z ,t)  = (9 «^e»t/W)(>,r) = £  en(g * *t/<n>)(z, C,r),
71=0 71=0
and so need to expand
(p**C/(n))A,£,r) =
Jq J  g(z - y -ft ct,s)U in) (y - eft - s),£2(y - eft - s)),£2(t - s)) dyds =
J  g(z -  y +  ct,s)&(n) (y -  eft -  s),C +  £2(y ~  Z -  eft -  s)),T -  £2s) dyds
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f  f  g ( z - y  +  c t ,s )U {n) (y -  c { t - s) X , t) dyds (8.19)
JO J —oo
for each n. Using the crude notation g * * U ^  to represent (8.19), where
g**U!;n) = [  f  g(z -  y + ct,s) Uln) (y - c(t - s ) , C , t )  dyds 
JO J-oo
etc. in the obvious way we have, upon collecting powers of e>
V(z,t) = g**U{0) +  eg* *Um + e 2 (g**  g * * U m ) +0(e3)-
If we define the operator C by
c { u {n]) := u£> +  c&jp -f7(n> + (1 — In.
then upon substituting the above expansions into equation (8.18) and comparing 
like powers of e, our first three equations are
£([/(»)) = 0, (8.20)
C(U«) = (1 - “ ) ( g * * u f f , (8.21)
C{UW) = -2U®} - + t/<°> + (In/? — 1) (g * * 0 /  - g * * U p )
+(2 - ln 0)g**C/(°>5 * + ( ^  - 5) (fl * *£/(°>)3 .
Equation (8.20) has solution
U{0)(z , ( , t) =  R { ( ,t) cos (/iz+ ?/>(£, t)) (8.23)
if and only if
c/i = (1 — \nf3)a8 and p2 + 1 = — (1 — ln/?)ac,
where r oo r oo
Us'■= / #(!+ s) sinp(cs — w) dyds,
JO J—oo r oo /*oo
ac := / g(w, s) cos p(cs — w) dy ds,
JO J —oo
for notational simplicity.
For our specific kernel
as a Taylor series about
(8.24)
this can be written (in complex form) as
(M2 + 1 )  -  i cn =  -(1 ~ ln <  (8.25)
(c + 1 (b +  p )J
by noting that
roo roo
ac + ias = / / g(w, s) exp (ip(cs — w)) dy ds.
JO J —oo
From condition (8.25) we can extract c explicitly as a function of b and p, although 
p =  p(b, /?) will usually have to be found numerically.
To find R ( ( ,t) and i/)((,r) we need to consider higher orders of e. Substitut­
ing (8.23) into (8.21) we have, upon simplification,
C [ p 0 ) = R2(l — ye) {sin(pz + tp)as + cos(pz + ip)ac)2/ 2 2 2 2 \
= R2(l — ^ ^) ( — acas sin 2(pz + i p )  + a° ^ ^  cos 2(pz + ip) j .
This contains no secular terms and we can gain no more information about R(£, t) 
and t/>(£, t). Instead, we must solve for U ^ ( z , ( , r ) explicitly, and so look for a 
solution of the form
IjO) — ft2 (yt + B cos 2(pz + if)) + Csin2(pz + ip)). (8.26)
Some lengthy calculations yield
A ~ ^  j
B = ((Inp -  l)(a2 - a2)ac2 + 2(Inp -  l)aca5as2 + 4pacasc - (a2 - a2)(4p2 + 1 )/£>,
C = ((In/? - l)(a2 - o2)as2 - 2(ln/? - l)acasac2 + 2p(a2c -  a2)c +  2acas(4p2 + 1)) /D ,
where
and
D = 4 ((In/? — l)2(a22 + a22) + (4/z2 + l)2 4- 4/i2c2 + 4pc(lnP — l)as2
—2(4/i2 +  l)(ln /?  - l)a c2) / ( In p - 2),
roo roo
aS2 ■= / / g(w, s) sin 2p(cs — w) dy ds
Jo J—oo
etc. are natural extensions of the notation. Note that A, B and C are all inde­
pendent of £ and r.
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Before substituting (8.23) and (8.26) into (8.22), we make use of the following 
notation;
roo roo
as(x) / / x(s, w) g(w, s) sinp(cs — w) dyds,
JO J—oo
(with the obvious extensions for cos), so that upon simplification, the 0 (e 2) be­
comes
£(t/(2)) = (qiRr + P iR / + P2R ') /  — qzRipr + ti R3) sin (pz + ip)
+ (q2RT ~ P2R / + Pi-RVff + qiRtpT + t2R3) cos (pz + ip)
+ Si sin3(pz + ip) + s2cos3(pz + ip),
where
Pi = 2p +  (ln/3 — l)as(cs — w), 
p2 — c + ( I n p  — l)ac(cs — w),
qi =  ~(\nP - l ) a s(s),
q2 — 1 + (\np -  l)oc(s),
t 1 = (2 — Inp) ((Cac2 — Bas2)ac + (Bac2 + Cas2 — M)as) — \(~ft~ ~ (ac T °Y) 
r2 =  (2 — In/?) ((fiaS2 — Cac2)as — (Bac2 + Cas2 — A)ac) + 5 (^7/^ — \) (ac T as) 
and Si, s2 are known.
In order for U ^ to contribute bounded terms to the perturbation expansion, 
we must eliminate all secular terms - in this case, the coefficients of sin (pz + ip) 
and cos (pz + ip) above must be zero. By defining new parameters
as,
„  -  P i<71 -  P 2 Q 2
p ~  Ti +
ki Q2Ti -  gir2
i t + ?2 ko —
P1Q2 +  M l
9i + <Z2 ’<7¥i + <72^2
rti + Q2 ’
(which, when expressed explicitly in terms of our original parameters are clearly 
non-zero in general) we can express this condition as follows
Rt =
Ia,
1 1
to
r
+ h
1 iS
-
1 - q  p 11 &2
R . (8.27)
The system (8.27) is the same as that of Cohen et al (1979), but with different 
coefficients, so we shall only outline what follows.
It is possible to solve the system (8.27) for R ( ( ,t) and ip((,r) and show that, 
as pki — qk2 —> 00, our original solution is given by
U(x,t) — In p +  eR0 cos p(e) (x — c(e)t) + 0(e),
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where
p(e) = p — £2— Rl + ..., c(e) = c — £2qk2 - p k i 2it0 -rq “ • - ^
and Rq is an arbitrary constant.
To prove instability of solutions, let T = R cos ' i p  and T = R sin -0, so that (8.27) 
becomes
1
to&
I__ 1 1 Iex1
1 s I 1
<iJ 1 <r\ 1.
+ (T2 + T2) fti k2 T
1T—<
<M-se
________1 $
(8.28)
If (T,T) = (T0, 4*0) are bounded solutions of (8.28), then perturbations of the 
form
sin f ft£ — u)t 
cos
T To
$ To + 5 exp(Ar) + 0(<52),
(where ft E R and 0 < d <  1) result in A = ^  + 0(62). Now since q is defined 
by the kernel, and ft is any real number, it is sufficient to chose any ft such that 
sign(ft)=sign((/), so that A > 0. We may summarise:
Proposition 18 All small amplitude travelling wave solutions of (8.2) bifurcating 
from ul, for any normalised kernel g, are unstable.
We end this section with a short comment about the choice of scalings in (8.16). 
Very “slow” time/space scales are needed to pick up the changes in R and T. If 
we had chosen £ = £z and r =  et then our system (8.27) would not have an R3 
term (i.e. fti = ft2 = 0), and would have resulted in constant solutions for R and 
ip, giving travelling wave solutions of only the linear part (i.e e = 0) of our original 
problem (8.15).
8.5 Conclusions
We have extended the diffusive Nicholson’s blowflies equation to incorporate a 
spatio-temporal kernel. Since the population is moving, it may be important to 
consider spatial effects. In addition, the inclusion of a delay term in a spatial 
model may require a spatio-temporal delay. As an example we consider a kernel 
which is averaged in space as well as time. We note that although the technicalities
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change , the conditions for uniform state stability are broadly similar to the case 
of purely temporal delay. In particular, the stability of the trivial steady state in 
the absence of any other uniform steady state holds here also. In addition, we see 
that the nontrivial steady state is stable provided the (spatially averaged) delay 
is not too large or too small, as was the case for a purely temporal delay shown 
by Gourley & Ruan (1999).
When the non-trivial uniform steady state is unstable, bifurcations to peri­
odic travelling waves may occur (in addition to bifurcation to uniform periodic 
solutions). We have shown that all small amplitude periodic travelling waves, for 
any spatio-temporal convolution term, are unstable, and have constructed these 
explicitly. We also give criteria for bifurcation to such travelling waves to occur.
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A n  e c o t o x i c o l o g i c a l  m o d e l
C h a p t e r  9
9.1 Introduction
Ecotoxicological problems are an important area of research, reflected by the many 
experimental studies - concerned with the effect of toxicants on ecosystems - which 
have been carried out (see for example Garsed et al, 1981; Reinert & Gray, 1981; 
Sign & Rai, 1991; Vismara, 1998). In contrast, there has been little work done on 
modelling such situations. The current problem is based on a two species Lokta- 
Volterra system, where each species has the ability to produce toxins harmful to 
the other (Maynard Smith, 1974). Chattopadhyay (1996) modified this system so 
that toxin production only occurred in the presence of the other species. Later, 
Chattopadhyay et al (1997) incorporated a delay term in the toxin production 
term, to reflect the response time of each species.
Our main aims in this chapter is to extend this model to a spatial problem with 
diffusion, and to include spatial variations and/or averaging via a non-local term. 
Here we model species movement by simple Fickian diffusion, although an obvious 
extension to this is for population movement to be toxin dependent. If however we 
assume that the movement of species is relatively slow, then a constant diffusivity 
will suffice. Spatial averaging may be an important aspect of non-local effects, 
since we expect toxicity at a given point to be affected by surrounding levels. 
In the following spatial model we may, apart from allowing for movement and 
admitting non-uniform solutions, incorporate spatial variations in the delay term.
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This could reflect variations in environmental conditions, which affect the rate or 
strength of toxin production (such as access to necessary nutrients or compounds). 
As has been mentioned before, delay terms in moving population models may need 
to be spatio-temporal (see chapter 1).
Here Ni(x,t) and JV2(x,t) represent two competing species, at time t > 0 and 
position x € R71. The equations are:
= eiNi [l - fj- - ft]V2 - 7i/i * *
dN,
dt
i  -—  £2W2 N,1 - &  ~ AiVi - 72/2 * * ( N ^ )
+ d 1 V 2Wi,
+d2V2A2,
(9.1)
with fi * * (Ni N2) defined as the spatio-temporal convolution
[fi * * (AhN2)] (x, t) =  [ [ /i(x  -  y, t -  r )# !  (y, r) iV2 (y, r) drdy./Rn ./-oo
For z, j =  1,2 (i f j), the constants are,
Ki : Carrying capacity of species z,
£i : Intrinsic growth rate of species 2,
A : Competition feedback of species j on species i,
7i : Toxic response of species j against species 2,
di : Diffusivity of species 2,
all of which are strictly positive, and
A(x, t) : Temporal delay in and/or spatial averaging of the
production of toxin by species j against species 2,
which are non-negative functions of x and t in Ll (R71 x (0,00)) satisfying
fi * *(1) — [  [  fi{y ,r )  drdy =  1.JRn Jo (9.2)
This simply requires the delay kernels /*(x, t) to be normalised by scaling 7*, 
so that the uniform equilibria remain unchanged by the incorporation of non­
localities.
We seek (Ni ,N 2) E R+ for initial conditions of the form 
(Nu N2){t, x ) = (ifi(t, x), ip2(t, x)), -00 < r < 0, x E Rn. (9.3)
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This chapter consists of five parts. In the next section we restate the existence 
results for uniform equilibria from Chattopadhyay et al (1997). We then establish
bifurcation results. These hold for completely general /j(x, 6), (6 = 1,2) with the 
exception of results concerning the positive equilibria for which an explicit kernel 
is required. We therefore consider the case
although the analysis is perfectly feasible for many other kernels. Note that here 
the delay and spatial averaging increase with decreasing 9 and a respectively; 
in fact, we take 1/9 as a measure of the delay and 1/a as a measure of spatial 
averaging strength.
In section 9.4 we consider a purely temporal delay of the form /*(x, t) — 
J(x)/(r), (6 = 1,2), which is the same for each species, so that
In this case we restrict our analysis to a sub-domain tt C Rn, and require the 
addition of boundary conditions. We consider zero-flux (Neumann) boundary 
conditions
where n is an outward pointing normal to the boundary. We note that although 
our proof does not admit spatial averaging, it is valid for spatially varying delay 
kernels. Such analysis is applicable to the case where the toxin diffuses relatively 
little across the environment, and spatial variations could reflect different absorp­
tion rates across the domain. Kernels of the form (9.4), for example, are not 
acceptable here since they are convolutions in space. In addition, we now require 
our kernel to be normalised over the domain tt (not Rn), so that condition (9.2)
The last section gives computational confirmation of the results from sec­
tion 9.4, with comparisons to the results of Chattopadhyay et al (1997).
sharp linear asymptotic stability (LAS) conditions for these equilibria and give
fi(xyt) =  —  e aIx| et, a,9> 0 , i- 1 ,2 , (9.4)
[fi * * {NiN2)] ( x , t) -  [  f ( t - r)Ni (x, r) N2 (x, r) dr, 6 = 1,2.
J —oo
(9.5)
becomes
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9.2 Uniform equilibria
Since the delay is normalised uniform equilibria remain unchanged, so we look for 
(Ni, N2) such that
£lNi
£2N2
= 0,
-  0.-2
By Chattopadhyay et al (1997) we have the following results:
Proposition 19 The system (9.1) has the following possible uniform equilibria:
E° =  (0,0), #  = (^,0), !  = (0 , K 2), (JVJ.JVJ^ O).
Proposition 20 The trivial equilibria E° and the semi-permanent uniform steady 
states E l , E 2 always exist.
Proposition 21 The positive equilibrium E* exists iff there exists (1VJ, 7VJ) E R+ 
such that
N ._ ^  ^  - to (96)1 k 2{02 +  12n d ' 12 Jc1(A + -nivr)-
In general we may have none, one or two distinct such positive equilibria.
Proposition 22 Sufficient (but not necessary) conditions for the existence of a 
unique positive equilibrium E* are
(K ft2 -  l ) (K 2Pt - 1) > 0.
9.3 Linear stability and bifurcations
We do not expect any diffusion driven instability (Turing instability) since this is 
not an “activator-inhibitor” model. For the trivial and semi-permanent equilibria, 
the results are as for the spatially independent case (derived in Chattopadhyay 
et al (1997)) and will have similar proofs (since the linearised equations are inde­
pendent of non-local effects).
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We consider (N i,N 2) =  E + (ni,n2) and look for solutions of the linearised 
equation of the form
C Q  
v "2 }
£W*(x)eAt,
where Wfc(x) is the time independent solution of the Laplacian with eigenvalue 
—k2, i.e.
V2W  + k2W  = 0, x E Rn.
Here k = |k| are the possible wave numbers of spatial patterns, and the pat­
terns which will grow initially are those W fc(x) which have Re(A) >0. On a 
finite domain only certain (discrete) values of k are admissible, determined by the 
boundary conditions, but for an infinite domain we must consider all k E R.
Proposition 23 The trivial equilibrium E° is unstable.
When E  — E° the linearised equation becomes
 ^£i — d\k2 0A ( 0  
n2 j
( Ul
y 0 £2 — d2k2 \  n2
so that the roots of our characteristic equation are
Agk2) =  £i -  dik2, i — 1,2,
which are strictly positive for all sufficiently small k2 > 0.
Proposition 24 The semi-permanent equilibrium E l is
(i) LAS iff Kifa > 1;
(ii) unstable if Ki/32 < 1,
(9.7)
(iii) bifurcates to spatially inhomogeneous steady solutions when K\ = i - .
Linearising (9.1) about (N i,N 2) — (0, Kf), the eigenvalues of the characteristic 
equation are
Ai(k2) = -ax - dxk2, A2(k2) =  -  (Ktfa ~ 1) - d2k2,
where k2 > 0, and so we have real eigenvalues and the result follows. 
By a similar argument,
(9.8)
175
Proposition 25 The semi-permanent equilibrium E 2 is
(i) LAS iff > 1,
(ii) unstable i f  K 2Pi < 1,
(iii) bifurcates to spatially inhomogeneous steady solutions when K 2 =
A consequence of Propositions 22, 24 and 25 is that
Proposition 26 If E l and E 2 are both LAS, then there exists a unique positive 
equilibrium E*.
Trivially, K i(32 > 1 and K 2fi\ > 1 implies (K\fi2 — 1 )(K2@i — 1) > 0 .
Similarly,
Proposition 27 If E l and E 2 are both linearly unstable, then there exists a 
unique positive equilibrium E * .
Note that none of the above results (or those from section 9.2) depend on our 
choice of non-local kernels /i(x, £), /2(x, £), nor are they affected by diffusion.
We now consider the kernel given by (9.4) to derive explicit stability results on 
E*, although the analysis is perfectly feasible for many other delay kernels.
Proposition 28 Let (9-4) hold and define 
ft = K 2N P  1 +IUN72 ( k  1 ~ A) , ft = 1 (9.9)
Then
(i) If Fi >  F2, E* is unstable, independent of nonlocal effects;
(ii) If Fi <  F2, E* is LAS in the absence of nonlocal effects (i.e. no spatially 
averaging and temporal delay);
(iii) If nonlocal effects are sufficiently weak (large a, 9) then E* bifurcates to spa­
tially inhomogeneous steady solutions when F\ =  F2, independent of the nonlocal 
effects;
(iv) If f t  < F2 < 0, then for sufficiently weak spatial averaging (a large), E* 
bifurcates to periodic solutions with increasing temporal delay (9 decreasing);
(v) If Fi <  F2 < 9 ,  then for sufficiently weak temporal delay (9 large), E* bifurc­
ates to spatially inhomogeneous steady solutions with increasing spatial averaging
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(a decreasing);
(vi) If Fi <  F2 and F2 > 0, E* is LAS independent of nonlocal effects.
These stability regions of E* are shown in Figure 9.1.
We set Ni =  N*( 1 + nf) (i = 1,2) and linearise about E *. Our centred linear 
equations in ngxff), (i = 1, 2) are
d
m
( \nx
Vn2 )
L  o'
0 d2
f n A
V "2 )
NT
~ £lM  ~ £i Pi N *
NT
—£2P2N2 ~ £2'jk
( ni  ^
\  712 )
+  ^ —£2N22/ 2 —£2Ni N2/ 2 y
where 0a
f ( x tt) =  - Z e~aM -ot, a, 6 > 0.
We look for m oc eAt+lk,x, (z = 1,2) and note that since / is of the form 
/(x, t) =  g(x)h(t), it follows that
/ * =  g(k)h(X) Ui,  2 = 1,2,
where g and h represent the Fourier transform of g and the Laplace transform of 
h respectively. Explicitly,
9(x) = a and h(t) =  6e -et
so that
/ * *n2 = a Hi, i — 1 ,2 .0 + A a2 fa- k2
Our characteristic equation is therefore a cubic polynomial in A, and for stability 
we require all roots to have negative real part for all k2 > 0.
For parts (i)-(iii) we may consider a) f(x.,t) =  <5(|x|)J(i), since we wish to 
prove (i) instability independent of nonlocal effects, (ii) stability in the absence 
of nonlocal effects, and (iii) bifurcation for sufficiently weak nonlocal effects; the 
last requires a, 0 sufficiently large, and we note that
<?(x) -  “ -°l*l -fa <5(|x|), as a -fa oo, 
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(9.11)
|/(x, 6) — 6(|x|)6(6)| -+0, a ,9 - l o o .
Similarly, for part (iv) we let b) /(x,6) = 6(|x|)0e_0t (by (9.11), since we 
consider a sufficiently large), and for part (v) we let c) /(x,6) = 5(t)^e~a^  
(by (9.12), since we consider 0 sufficiently large).
These simplifications are not strictly necessary for the proof, but make the 
working clearer.
p2
h(t) =  9e 6t -> 6(6), as 0 -> oo, (9.12)
so that
stable
bifurcation
region
unstable
Figure 9.1: The stability regions of the non-trivial equilibrium E *, in terms of the 
parameter functions F\ and F2 given by (9.9). Bifurcation may occur with respect 
to either time delay or spatial averaging.
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Case a): /(x,t) = 6(|x|)6(£).
Our characteristic equation reduces to the polynomial
A2 — tr(Ak2) A + det(Ak2) = 0,
where the matrix Ak2 is given by
_ ( -£lJV* ( A + TO*7i) - k2d! -£>!* (ft + iVjTi) 1
 ^ S 2N 2 (ft +  7 2 ) S 2N 2 (ft +  TO*7 2 ) — j
Clearly £r(Afc2) < 0, so we can not have bifurcation to periodic solutions. E * is 
therefore stable when det(Ak2) > 0, unstable when det(Akz) < 0, and bifurcates 
to spatially inhomogeneous steady solutions when det(Ak2) = 0. Since det(Ak2) is 
monotonic increasing in k2, it is sufficient to consider the matrix A q to determine 
stability. Some algebra gives
Af* tv*
det(Ao) =  £\£2 - (F2 — Fi)ill II2
so that (i) det(Ao) < 0 iff i7! > F2, (ii) det(Aft) > 0 iff F2 > and (iii)
det(Ao) =  0 iff F1 = F2.
Case (b): /(x, t) = 6(|x|)0e~0f.
The characteristic equation becomes
A3 + 4? W A 2 + ck2 (0)X + = 0.
We first note that bifurcation to spatially inhomogeneous steady solutions can 
only occur if 4? (9) = 0, but since
4? = 9det(Ak 2),
the results are the same as in the absence of delay. Such bifurcations are therefore 
ruled out, since F2 >  F\ implies cf2 (9) > 0.
The Routh-Hurwitz criteria imply stability iff
4 ? W  > °> ck h e) >  0 and Yp (9 )^ / (9)  >  4?  A), 
the first of which is satisfied by the above.
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Since +  (0) is monotonic increasing in k, we need only consider c'Y’ fO), given
by
<£>(*) = N* N*£l~rL W m )  + 62 ~t7~ (1 + ^ 1*^272)ill i<2
Ni N2 „
+ £l£27^/rT2'
Clearly therefore Cq^(0) is positive for all 6 sufficiently large, and becomes negative 
as 9 decreases iff F2 < 0. Some tedious but elementary algebra gives
ckh9)ckH°) - cthe) = Pe{9)k6 + p4(9)kA 
+  \pl(8) +  PiFi\ k2 + Po(0) +p°0F2,
where the pj’s are all polynomials in 9 (of order j) with positive coefficients. 
This expression is therefore also positive for all 9 sufficiently large, but becomes 
negative for suitable k when 9 is sufficiently small, iff F2 < 0.
We see that when Fi <  F2 < 0 the Routh-Hurwitz conditions are always met 
for 9 sufficiently large, but are always broken for 9 sufficiently small. We therefore 
have bifurcation occurring with respect to 0, which must necessarily be Hopf since 
we know that A = 0 bifurcations do not occur.
Note that F2 >  Fi and F2 > 0 results in stability independent of temporal 
delay.
Case (c): /(x, t) —
Similarly to Case a), we have a quadratic in A which does not admit roots A = ±icu, 
but has stability dependent on the determinant of the matrix A'k2, where
/ _eiJVf + - k*dl - e M  (ft +
\ (ft + m - e 2N*2 ( £  + - k*d2
Ak2
We note that;
det(Ak2) —y (^2 — -^i) T u2/c2 4- &\kA, a — oo,
det(Ak2) —> £\£2^ft^^^F2 -\-a^k2 affkA, a —> 0,
where the aj’s are positive constants (with respect to ct). The condition F2 >  F\ 
therefore ensures stability in the absence of spatial averaging, whilst F2 < 0 
implies bifurcation to instability for sufficiently strong spatial averaging. In ad­
dition, this bifurcation is to spatially inhomogeneous steady solutions (since the 
bifurcation occurs at A = 0), completing the proof to part (v).
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Note that F2 >  Fx and F2 > 0 results in stability independent of spatial 
averaging.
To prove part (vi), that is, stability independent of a and 9 we need to consider 
the full kernel;
Case (d): f (x ,t ) =
Results from the previous two cases show that when F2 >  Fx and F2 > 0, instabil­
ity can not be brought about by temporal delay or spatial averaging separately.
We confirm what we expect intuitively for our kernel (9.4), that (in this region of 
the parameter space at least), these two effects can not combine to destabilise the 
steady state E*.
The proof is similar to Case (b), and the messy algebra is not reproduced here.
Our characteristic equation is of the form
A3 + C<2)(a, 9) A2 + C $ ( a ,  9) A + C $ ( a ,  9) = 0 
and we have stability iff
£$>(*)> 0, C«(0)>O and c£>(9)cg>(0) > (9.13)
With manipulation we can show that 
C $ ( a , 9 ) = 9 d e t ( A ’k2),
C $ ( a ,  9) = [iq6k6 + qA(a, 9)kA + (q2(a, 9) + q%F2) k2 + go(a)41)(0)] / [(a2 + k2) I<iK 2] ,
C $  (01 ,9 )0$(a, 9) - C $ ( a , 9 )  =  [r8k8 + r6(a,9)kG + (r\(a,9) +  r\F2) 0
+ (r2(a, 9) + r\(a)F2) k2 + r\(a, 9) + rg(a)R2] / [(«2 + k2) K XK 2]
(9.14)
where each qj, r{ may represent a polynomial in a and/or 9 with strictly positive 
coefficients. Since F2 >  Fx and F2 > 0 imply det(M/2) > 0 (by Case c) and 
c<o\9) > 0 (by Case b), it is clear that under the conditions of (vi), the necessary 
and sufficient stability criteria (9.13) always hold.
Proposition 29 Sufficient conditions for the stability of E* are
K ,p 2 < +  K 201 < — . (9.15)
7i 72
A consequence of the above is that K\K2Pip2 < 1 which, together with (9.15) 
implies F2 > 0 > FXi so that the criteria for Proposition 28(vi) are met.
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9.4 Asymptotic stability basin for E *
In this section we consider the case where both species have the same purely 
temporal delay kernel, so that
In many models with population movement, the delay term may need to be a 
convolution in space as well as time, since individuals have not necessarily been 
at the same point in space at previous times. If however we consider a toxin that
in the spatial domain, it is appropriate to consider the previous populations at 
each location individually. Thus a purely temporal delay may be appropriate - we 
shall however allow for spatial variations in this delay (see Proposition 30).
The following gives conditions under which all solutions in a specified region 
will converge to the positive equilibrium E*. Note that we now consider the 
problem on a finite domain Cl C Rn, with homogeneous Neumann boundary 
conditions (9.5).
A clear prerequisite for the application of this theorem is the existence of at 
least one such equilibrium (as stated in Proposition 22), but this is guaranteed by 
condition (9.18).
Theorem 10 Suppose (9.16) holds, that is, both species have the same delay ker­
nel without spatial averaging. If
(9.16)
does not diffuse, then since we are interested in the toxin left behind at each point
K 2P1 < 1 — 7i«2, 5: 1 ~ T2K 1K 2
(9.17)
(9.18)
and
max { K! - 1Vf , N{ - K , (1 - ftft2 - 7» 2) + TO <
(9.19)max { K 2 -  JVJ , iV2* -  K 2 ( 1 - ft/ft - 7» 2) + <52} <
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for some Si} S2 such that 0 < 6* < Ki (1 — p?Kj -  f iK iK 2), 6 = 1,2, 6 /  j ,  then 
the set
B — {N\, N2 : Ki (1 — PiKj — f iK iK 2) — Si <  Ni <  K i, 6, j = 1, 2, i /  j }
(9.20)
is a basin of asymptotic stability for the positive Equilibrium E*, in the sense that 
any solution (Ni(ipi), N2(ip2)) with initial conditions (ipi,ip2) such that
Ki (1 - piKi -  j iK iK 2) -  Si < ipi (x, t) <  K^ (y» a j. j
x e t t ,  t e  (-00,0], i , j = 1,2, 6 /  j,
will satisfy
Um ( A h ( A ) ,N 2{ ^ ) ) = (A+A/J).
Note that for (9.17) to hold we require sufficient conditions for the LAS of
E*, namely (9.15). Note also that condition (9.18) implies that E 1 and E 2 are
unstable, since K 2pt, K 4p2 < 1; hence E* is the only uniform steady state that 
is LAS, and is the unique positive equilibrium by Proposition 27.
The proof of Theorem 10 is in three parts. We define the following, for ease of 
notation below;
Let
n f = Ki (1 - PiKj -  fiI<iK2) -  Si, n\u) = Ki, 6, j = 1, 2, 6 /  j,
then we can write B as B = [<,?<] x [n^n^].
Let
i1
n* = V2 ' 6, j = 1,2, ( i / j ) ,  (9.22)3ATj7i72
which we know to be real by (9.17), and define the set B as 
B =  {(N U N2) : — n*, t = 1,2} .
Finally let
A/f = iV* - n* A +  = N] +  n] i , j = 1,2, (i ±  j), 
so that B =  [Nll),N [u)} x [Nil\ AT+],
183
Lemma 3 If condition (9.17) holds, then E* is attracting for all (N i,N 2) such 
that (N i,N 2) £ B for all t £ R, x E fi,
Lemma 4 If condition (9.18) holds, then B is an invariant set.
Lemma 5 If condition (9.19) holds, then B C B.
Proof of Theorem 10
If we have a solution (A^i, A^ ) with initial conditions fif\,i})2) such that (9.21) 
holds, then the solution never leaves B by Lemma 4. By Lemma 5, such solutions 
are in B and so remain there, and hence tend asymptotically to the positive
equilibrium by Lemma 3. Thus it is the combination of all three lemmas which
gives the result.
Proof of Lemma 3
The proof is similar to that for the spatially independent case considered in 
Chattopadhyay et al (1997), and so certain details have been omitted.
Let Ni =  Nf (1 + ni),i = 1,2, so that we recentre our equations (9.1) about the 
equilibrium. We therefore need to show that the origin is attracting for (n\,n2) 
such that
NT-j^ni + N*ptn2iV1*d1V2n1-e1(l + n1)
roo
+ N fN $7i / / (r) (n2 (t - r, x) + nx (t - t, x) + nt (t -  r, x) n2 (t -  r, x)) dr
J  0
| + =  jV2*d2V 2n2 - e2 (1 + n2)
"OO
-^ -n2 + N l (32ni
roo
+ N *iV|72 / / (r) (n2 (t -  r, x) + nx (t -  r, x) + nx (t - r, x) n2 (t -  r, x)) dr
J  0
(9.23)
Initially, consider the Lyapunov function
V (ni, n2) = J  (wi (m -  log(l + ni)) + uj2 (n2 - log(l + n2))) dx (9.24)
(where and co2 are positive constants to be determined later), since V{n\,n2) >
0 for all ni > 0, i — 1,2 and U(ni,n2) = 0 iff (ni,n2) = (0,0). Now
dV r ( m  \ dni ( n2 \ dn2
dt in UJl \ 1 + ni / dt V1 + n2 ) dt X’
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so that along (9.23),
f -  =  f f i d . N i  (ghy 2 n i  -
N(
Ki
n x  + N T  f i i n 2
roo
+N*N2fai / /  (r) (n2 (t -  r, x) +  ni (£ -  r, x) +  ni (t - r, x) n2 (t -  r, x)) dr o
+ a 2d2iV2* ^  + 2n2)  V 2tz2 -  a 2£2n2 ^ n 2 +  iV ff tm
/■oo
+ iV f iV272 / / (r) (n2 (J - t, x) + (t - r, x) + rq (J - r, x) n2 (i - r, x)) dr
(9.25)
dx.
Now
f  ( + L \  v2„idx = / (-* -) ftdx_ f  |V„,JoVl + rW Jan VI + ru/ ai/ Jo
5 / n,-
<971; V1 + n?: dx
_ r f lVnil)
Jfi \ 1 + Hi J dx. < 0, (i = 1, 2),
dmsince = 0 along d9l by (9.5). Hence, from (9.25) we have
dV  < _  ^ l£ in i +  JV2* f tn 2 j  -  w2£2n2 +  N ffc n ^ j
- N I N 2 (®\£vy\n\ +  a 2e272n2) •
roo/ / ( t )  [n2 (t — r, x) + ni (t — r, x) + ni (£ — r, x) n2 (t — r, x)l dr dx.Jo (9.26)
We refer the reader to Chattopadhyay et al (1997) to show that (after integ­
rating over the domain £7), when =  to*, where
2ft * 2ft
^1 o 7\7* 9 ^2 o 7VT* *37V2ei7i72 3iV1e27i72
the function
C/(ni,n2) = V(nu n2) + /
Jn
N*N* rooroo
I  «')•
n2(ftd/z + ^  nl(p)dp +  n\(p)n\(p)dp)j dr dx,
(9.27)
where C/(ni,n2) > 0 when m > 0, i = 1,2 and Z/(ni,n2) = 0 iff (rii,n2) = (0,0), 
satisfies
- fte2;v2* (ft - /a a ^  - „?
+ftvftnl d x .
dXJ
dt
(9.28)
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W e  can rewrite (9.28) as
dU
dt <
NTN* 
~ T * In N p i
+ 1TV*2
I
/2
- N f n f t n l
-  N f n \) n\
(9.29)
and note that (9.17) implies that the terms in the square brackets are positive. 
Finally we use our definition (9.22) and return to our original variables;
dU N(N*  
dt ~ 4 JnJ a  [nf  -  {N l _ JVj)2] ( ^ )  + [ +  -  (JV2-  JV*)2] ( L )  dx.nLr*
(9.30)
so that sufficient conditions for U to satisfy —■ < 0 (and be a Lyapunov functional 
for E *) are (Ni, N2) £ B for all x £ fi, t £ R.
Proof of Lemma 4
Here we effectively generalise the theory of positively invariant regions, see 
for example Grindrod (1996) and references therein, to equations with temporal 
delay.
We claim that the solution (iVi(x, £), W2(x, £)) satisfies
< Ni(x,t) < n“, z = l,2, V£ £ R. (9.31)
Since this is certainly true for alH < 0 by our initial condition (9.21), we suppose 
that, for a contradiction, there is a first time t* > 0 (and corresponding point 
x* £ Rn) such that (Ni,N2) leaves the set [n[, rif\ x  [nl2, n2\.
Suppose (without loss of generality) that it is iVi that leaves, and that it does 
so through the lower bound n[. Since the solution is leaving the lower boundary 
at time £*,
dNi
dt
(x*,t*) < 0,
and the solution is locally minimal (with respect to position x), so that
V2JVi(x*,£*) > 0.
Substituting into the first of our equations (9.1) implies
AT L N1£1N 1 IV11 - —  - PiN2 -  7 i / /(r) Ni(t - t, x)N2(t -  r, x)dr
i Jo t = t *  , x = x *
< 0.
(9.32)
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Since, however, 6* is the first such time this happens,
n\ < A£(x, 6) < 6 = 1,2, V6 < 6*,
so that on the boundary
SiNi
(0= einp
> £in7(0
7Vi=ni1 - ^  - PiN2 - 7 1 f{r)  Ni(t -  r, a7)AT2(t - r, r)dr
6i + Pi (K2 -  N2) + 7i ( K 1K 2 -  /(r) Ah(6 - r, x)N 2(t - r,x)dr)
0i - 7l - K \K 2 J™ /(r) dr)
= £ i «  > 0,
and this contradicts (9.32).
If we suppose that Ah leaves through the upper bound n“ at time t* and point
x*, then we require
Ah r°°
1 -  —  -  Pi N2 — 71/ /M  Ni(t -  r, x)N2(t -  r, x)d
K  i Jo£i Ni > 0.t=t* ,x= x*
To contradict this we note that
eqAh. 1 “ Ah' “ PlN<2 ~ 71J0 N l& ~ r’ x)N/ f ~ r> x)dr
-eiKi
POO
PiN2 + 7i / f (r )N i(t - r, x)N2(t -  r,x)di 
Jo
Ni=n\
< 0.
The proof for N2 is similar.
Proof of Lemma 5
A direct consequence of condition (9.19) is that
Af <nf, + > < + “>, i = 1,2,
i.e. B C B .
Proposition 30 The convergence criteria of Theorem 10 are unaffected by spatial 
variations in the delay kernel.
Although we do not admit spatial averaging, we may admit kernels / such that
POO
[f * * (AhAh)] (x, t) = / f (x, t r)Ah (x, r) N2 (x, r) dr,Jo
provided the condition / * *1 = 1 still holds for all x E Q and t > 0. This follows 
automatically from the fact that the proof of Theorem 10 only requires / to be 
normalised in time, and that all remaining results are pointwise.
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9.5 Global stability: an example
Although the conditions of Theorem 10 appear quite strict, they can result in 
useful stability basins over a range of parameter values.
As an example we consider the model when
so that the carrying capacity of both species has been normalised. Since we 
know that in the absence of competition, each population is naturally bounded 
by Ki = 1, (z = 1,2), we are interested in solutions with initial values satis­
fying 0 < ipi(x,t) <  Ki, (i = 1,2). Substituting our values (9.33) into condi­
tions (9.17), (9.18) and (9.19), we see that Theorem 10 holds for all ft, ft such 
that ft < 0.1, ft < 0.3.
We therefore have, as an asymptotic stability basin for the unique positive 
equilibrium E * = (0.538,0.690) given by (9.6), the set
Because this is a pointwise result, we require ipi (i = 1,2) to be strictly positive 
for all x E 91. In reality however, this condition is not necessary; we merely require 
tpi > 0 (z = 1,2) on a measurable subset of 91, as can be seen from simulations. 
Before we do so, we note that a positive consequence of having a pointwise result 
independent of the diffusivities is that the theorem is immediately applicable to 
the spatially independent case. In addition, unlike the asymptotic stability basin 
derived in Chattopadhyay et al (1997; Theorem 5.3, p43), our result is independent 
of both the strength of the delay f(t), given by
and the intrinsic growth rates (z = 1,2). If we consider the result of Chatto­
padhyay et al (1997) with the parameter values (9.33), then the stability basin 
given by Theorem 5.3 is
K i — 1, K 2 = 1, Pi = 0.4, ft = 0.3, 71 = 0.5,72 = 0.4, (9.33)
B = (0,1] x (0,1],
i.e. the equilibrium is globally stable in the sense of all relevant initial conditions.
oo t/(t) dr = T < oo,
Bs = {(N\, N2) : ipi <  5, z = 1, 2} , J « 17.3
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It is simple to show that 6 is bounded above by 0.175 for all e* > 0, (i =  1,2), 
even when there is no delay (T = 0), so that in this case, the attractive basin Bs 
is always a subset of
(0.363,0.714) x (0.514,0.865).
Hence, for some parameter values at least, Theorem 10 gives a much stronger 
result.
Analytical results are confirmed by simulations. Here we consider the full 
model (9.1) on the one-dimensional spatial domain x E [0,1], with the given 
parameter values (9.33). In addition, we let
£i = 1, (i =  1, 2) and d\ = 1.0 x 10-4, d2 = 1.5 x 10-4. (9.34)
Simulations for the system without delay, and with the weak delay
f ( t )  =  9e -et,
using the Nag d03pcf routine are shown in figures 9.2 and 9.3 respectively. 
Convergence to the equilibrium is rapid in both cases, but monotone only in the 
first. In both cases the initial conditions are such that (Ni(x, 0),N 2(x, 0)) = (0,1) 
in the first quarter of the domain, (N fx , 0) ,N 2(x, 0)) = (1,0) in the last quarter, 
with values for (N fx , 0), N2(x, 0)) in the remaining half consisting of random 
values uniformly distributed across (0,1) (through Nag G05CAF). Initial values 
for the integral
roo/ 0 e~ T Nift — r ,x)N 2(t — r,x)dr
J 0
are random, uniformly distributed across (0,1), across the whole domain. We see 
that the fact that part of the initial conditions is on the boundary of our stability 
basin does not affect the result.
9.6 Conclusions
We have extended the original model to take into account spatial aspects, includ­
ing non-local effects. Although the diffusive model does not greatly affect the 
stability of (uniform) steady states, we have shown that bifurcation to spatially
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Figure 9.2: The system (9.1) without delay i.e. fgt) = Dirac(t), (i = 1,2), with 
parameters given by (9.33) and (9.34). Both populations converge rapidly to the 
equilibrium E* « (0.538,0.690).
Figure 9.3: As in Figure 9.2 but with the weak delay fgt) =  9 e~et, (i = 1,2), 
where here 9 =  1. Note that convergence to the positive equilibrium is no longer 
monotone, but that solutions still remain inside B = (0,1] x (0,1].
inhomogeneous solutions with increasing spatial averaging is possible, in addition 
to the bifurcation to periodic solutions with increasing temporal delay as seen in 
the spatially independent case.
We have derived criteria for the stable uniform coexistence, for a purely tem­
poral (but spatially inhomogeneous) delay, and it has been shown that this spatial 
result extends previous stability basins.
The spatial extended model therefore displays additional behaviour in the pres­
ence of spatial non-local effects, which is noteworthy since such effects are un­
doubtedly important when considering toxin producing species. Although we 
have not been able to obtain global stability results when such spatial effects are 
present in the non-local term, the inclusion of delays is still relevant. It is inter­
esting to note that pointwise consideration of a spatial (PDE) problem may give 
results extending those for the non spatial (ODE) case.
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A  s p a t i a l l y  d i s c r e t e  
d e l a y - d i f f u s i o n  m o d e l
10.1 Introduction
There is a growing body of work concerning population models with delay and 
diffusion, and the interaction between these. Spatial dependence may be incor­
porated into models by dividing a population into ‘patches’, so that instead the 
population diffusing across some domain, individuals migrate between patches. 
This can be advantageous, in that one can formulate models as systems of ODEs 
(rather than PDEs), as well as sometimes being biologically relevant. It allows, 
for example, for different levels of diffusion (migration) in different areas (between 
different patches) to be easily incorporated. We consider such a model here.
Britton (1990) introduced a (PDE) aggregation model, including a specific 
measure of the benefit to the population of grouping together. Based on this, 
Madras et al (1996) derived a single species model over a ring of n patches, with 
dispersion between adjacent patches (instead of diffusion). This was partly to 
address the possible problem of over simplification in the original model, due to its 
construction through a random walk argument. It can be viewed as representing 
land based (possibly amphibious) animals living all the way around the shores of a 
lake. In addition to migration there is a negative (delayed) effect from each patch 
to every other patch, associated with (for example) the waste produced by these
C h a p t e r  1 0
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populations that is deposited in the lake. These waste particles float randomly in 
the lake, until they are eventually removed i.e. via a stream leaving the lake or 
degradation.
After rescaling, the model is
d t u
{  71 roo \
i(t) =  ruift) I 1 + auifb) - (1 + a) ^  u f t  -  r)p^ (r)it;(r)dr jd ui\bi — i ,yoi i j. ~rutji\b u t u i ;  i  tbd\b — i rum'i uj\t iu,i i (10.1)
3rd (ui+i(t) -  2m(t) 3- Ui-i(t)), i (mod n),
where
Pap) = p 
w(f) = P
 ^particle in patch i at time t + r / ^/ particle in lake ^ given in patch j at time t /  j
^ particle in lake at time t + r
V given in lake at time t (10.2)
The term a > 0 is a measure of the advantage in local aggregation, while the 
delayed terms represent the disadvantage of high global populations. The model 
has two steady states, 0 and 1. The trivial steady state is always unstable, so 
stability and bifurcation analysis is considered about the steady state ui = 1, i 
(mod n).
It was assumed by Madras et al (1996) that w(t) was in the form of the Dirac 
delta,
w(r) = 8(t — T) = < ’ ’ (10.3)[0, t / T ,
where T was interpreted as the average time of a particle in the lake. Under this 
assumption, the time dependent probabilities P i j ( t )  are therefore only considered 
at time t =  T. The final assumption was to make these probabilities dependent 
only on distance, so that
giving
71—1
E f t  - 1j=0
Pij (J) = (10-4)
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4 n \
1 + aui(t) — (1 + ad V^jSu-nUnit -  t) 1
and reducing the model to
(10.5)
jj/Ui(t) = rugt) ^ g - )YM\i-j\ j( r J 
fad (ui+i(t) — 2Ui(t) fa- Ui-i(t)), i (mod n).
The model therefore has reflective and rotational symmetry. Conditions were
then given for bifurcations to spatially inhomogeneous solutions (bifurcation with 
respect to the diffusivity parameter d) and to periodic solutions (bifurcation with 
respect to the delay parameter T).
Whereas Madras et al (1996) claim that the assumption (10.3) “seems to pre­
serve the spirit of our model”, we feel that this simplification is not valid. If we 
consider
P i j d )  = P i j { r ) w ( T ) =  P  ^particle in patch i at time t fa- r ^
V given in patch j at time t
(10.6)
then there are a number of properties that we look for in P%j(t).
Most importantly, we would expect that
Pij(t)H. <5 = t-y 0, (10.7) [ 0, i V j,
since particles move with finite speed. This is obviously not satisfied by a Dirac 
delta. In addition, we might expect that
Pij(t) —> 0, t —> oo, (10.8)
so that the particles remain for a finite length of time, before draining away or 
degrading. Since Pij(t) represent probabilities, we require
Ea,-W <i v t, (io.9)
2=1
and would expect
Y A M )  -fait t b, and TPffit) -fa 0, t -fa oo, (10.10)2=1 2=1
which follow from (10.7) and (10.8). Since our patches are arranged in a ring, 
it is reasonable for Pij(t) to be dependent on the distance between the patches,
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that is, the difference — but unlikely that this dependence will necessarily be 
linear.
In the following we try to continue the original model (10.1) in as general 
terms as possible, to see where assumptions have to be made to maintain pro­
gress. We aim to keep any assumptions made relevant to the model, and to see 
what behaviour can result through any possible bifurcations. In particular, fur­
ther investigation is done into which secondary solutions are stable (and hence 
observable in reality), and whether these can coexist.
In the next section we derive the characteristic equation for the system with 
general Pg (t), which give stability criteria and possible bifurcation points for the 
steady state u* = 1, i (mod n) in terms of the Laplace transform of Pij(t).
We then derive the equations used by Madras et al (1996) for the special 
case (10.3), (10.4). In addition, we extend their results (bifurcation conditions) 
for general weight functions w(t) when the inter patch dependencies are given by 
Pij (t) = P\i-j\ (for all t). As an example, we consider the more realistic distributed 
delay
w(t) — 0 e~0t, 0 > 0. (10.11)
We investigate in detail the case of a three patch model, and find the conditions 
for bifurcation to stable spatially inhomogeneous, and stable periodic solutions. 
Even in such a small model, it is possible for these to co-exist, so that population 
dynamics are highly dependent on initial conditions..
Finally we suggest a simple function for P2J- (t) which satisfies the modelling 
criteria. Analytical progress is difficult for Pij (t) with realistic time and distance 
dependence, but stability criteria and bifurcation results are, in theory, obtainable.
10.2 General distributed delay
The model we consider is therefore
7 {  n  r o o
f t u /t )  =  rUift) 1 + auift) - (1 + a) E  / uj(t ~  T)Pij(r)dr 
\ 3=1
+d (ui+i(t) — 2m(t) + Ui-i(t)), i (mod n),
(10.12)
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and we are concerned with the stability of, and bifurcations from, the uniform 
steady state Ui =  1, i (mod n).
We linearise about the steady state in the form uftt) = 1 + <£), % (mod n), so 
that (10.12) becomes
( n roo \
Xi(t) =  r I axi(t) - (1 + a) E  4  xj(t ~  T)Pij(T)dT\ (10.13)
3-d (xi+i(t) — 2^ (£) + Xi-i(t)), i (mod n).
We assume that the variations Xi(t) from the uniform steady state are of finite 
time, so that Xi(t) = 0 V t <  to, i (mod n). Since we are not bound by an initial 
starting time we can, without loss of generality, let £0 = 0. In particular, this 
means that
roo rt/ Xj(t — r)Pij(r)dr = / xAt — r)i},-(r)dr, i,j (mod n). (10.14)
Jo Jo
Our only other requirement is that Pij(s), the Laplace transform of P/j (£),
exists in the neighbourhood of Re(s)= 0 (a condition that is easily met by most
relevant functions). Using (10.14), and taking the Laplace transform of (10.13)
we get
sxfts) -  a;i(0) = r a^(s)-(1 + a;)^^ (sJAjOdV 3=1 J (10.15)
3-d (xi+i(s) -  2Xi(s) 3- Xi-i(s)), i (mod n).
We write the initial conditions in the form Xj(0) = exi, i (mod n), and define
x(s) = (^ (s), x2(s), ..., xn(s)), 
x = (x1} x2, ..., xn).
We let
( - 2 1 0 0  • • 0 1  ^
1 - 2 1 0  - • 0 0
Af = 0 1 - 2 1  • • 0 0
l  1 0 0 0  • • 1 - 2  ;
so that the system (10.15) is, in matrix form,
[(s — ra)T — dj\f + r (1 + a) 'P(s)] x(s) = ex, 
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where T is the (n by n) identity matrix.
The eigenvalues of the system are the roots s of |£(s)| = 0, where
£(s) =  (s — ra)T — d N  fa- r (1 + a) P(s),
and it is these roots that determine stability.
We now assume that the system has rotational symmetry of waste dispersal, 
so that
Pifft) =  Pi+ij+i(t), i , j (mod ra), (10.16)
In practice we will often have reflective symmetry as well, so that
Pi;j (t) = Pi 2~j (t), i, j (mod n),
but we do not require this second condition so that we can, for example, include a 
system where the lake has a rotating current. Under condition (10.16) the matrix 
C(s) has the form
(  h h h • • • in ^
In ll I2 ' In—1
£(s) (10.17)
\ h h U ** * h J
where
11 = r(lfa-a)Pn(s) + 2d +s — ra,
12 -  r(l +  a)P12(s) -  d,
lj =  r(l + a)Pij(s), 2 < j  <  n,
ln = r(l + a)Pin(s) -  d.
Now s is a solution of |£(s)| = 0 when C(s) has a zero eigenvalue. By Berlin 
& Kac (1952; see summary in May 1974, p.198), the eigenvalues of (10.17) are
(10.18)
and
=  J2ljM 1)fc> £ = e2», k (mod ra),3=1
\£(s)\ = Qa*.
k=0
Using (10.18) and the fact that k — £ k,
n—1
i£(«)i = n  ( s — ra + 4dsin2T^ + r (1 + a) y P i j i s ) ^  ^k ).
& =o j - 1
(10.19)
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The non-zero uniform steady state is stable if all roots s of |£(s)| have negative 
real part, and is unstable if there exists at least one root with positive real part.
Bifurcation will occur, with respect to some parameter of interest, if there 
exists s* such that |£(s*)| = 0, Re(s*)= 0 and s* crosses the imaginary axis with 
respect to that parameter. If the delay is measured by some parameter 0, so that 
Pij(t) := Pij(ty0)y then we can look for delay induced bifurcations by considering 
the roots s with respect to 0. It would also be reasonable to look for bifurcations 
with respect to changes in the diffusivity d.
Bifurcation may occur, for specific Pij ft), 6, j  (mod n), when
or
—ra + id sin2 ~  4- r (1 4- a) 53-Pl?-(0)£^  = 0,
3=1
—ra 4- 4dsin2 ~  4- r (1 4- a) Re [ ^ ,P i j ( ip ) ^  ^k J = 0
E Pb(°) real>
3=1
<j=l
p 4- r (1 4- a) Im 0
> for some p > 0,
for some 0 < k <  n. The former can give bifurcation to spatially heterogeneous 
steady solutions, whereas in the latter case, we have Hopf-bifurcations to periodic 
solutions.
1 0 . 2 . 1  E x a m p l e  :  r e c o v e r y  o f  p r e v i o u s  r e s u l t s
To derive the conditions for bifurcations to spatially heterogeneous steady solu­
tions, we can consider the system without delay, that is, when the weight function 
w(t) =  0(6), where 0(-) is the Dirac delta. The probability distribution of the 
particles is therefore
Fij (*0 ~ Pij (k) $ [t]:
with Laplace Transform
Fijis) = Pb'(0)-
Substituting this into (10.19) we see that the characteristic roots are given by
7T k 71
s = ra — 4dsin2—  — r (1 + a) EphCQ) 
n j=i
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which give stability and bifurcation criteria for given pij (0). If in addition, we 
assume p^  (0) = P\i-+ then we recover the conditions of Madras et al (1996) for 
bifurcation to steady solutions (see Proposition 31 below).
Similarly, a fixed delay given by the weight function
w(t) =  5(t — T),
where T represents the average time of a particle in the lake, and P i j ( T )  — /3\i=j \, 
gives
n~l u][ ( s — ra + 4dsin2^  + r (1 fa a) e~sT Bk ) =0,
A;=0
where
Bk =
.7=0
which again gives the condition by Madras et al (1996) for bifurcation to periodic 
solutions.
10.3 T i m e  independent patch-interdependence
Although, as has been mentioned before, we doubt the biological relevance of 
time-independent Pij(t), from a mathematical point of view we note that in this 
case, the results of Madras et al (1996) can be extended to general probability 
weight functions w(t).
We therefore assume Pij(t) = P\i-j\ (which implies that YfjZl Pj — 1)> with 
symmetry ft = pn- j for 0 <  j  <  n — 1. The model under consideration in this 
section is therefore
-jftugt) = rugt) ^ 1 + augt) - (1 + a) y  ^ Uj(t -  t )w {t, 9)dr j
+d (ui+i(t) - 2ugt) + Ui„i(t)), i (mod n),
(10.20)
where 9 is some parameter measuring the strength of the delay. We once again 
require the existence of w(s,9) near Re(s)= 0, for all 9 under consideration, and 
assume that variations from the uniform state are still finite in time.
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Bifurcations to steady (spatially heterogeneous) solutions will of course remain 
unchanged, since these can be found by considering zero delay, and we refer the 
reader to Madras et al (1996, p. 115-117) for the derivation of the result:
Proposition 31 If
for some 0 < m <  n — 1, and
Bm < z ~ (10.21)1 + a
a — (1 + Oi)Bm a — (1 + a)Bj . TTm % ----- —sm"  s;n2 I I
n n
then there exist bifurcating equilibria from Ui =  1, i (mod n) at d = dm, where
r (a - (1 ft a) Bm)
drn. — 4 sin —
n
Furthermore, such solutions have least spatial period m = —  v-gcd(n, m )
For bifurcation with respect to the delay, we use (10.19) to derive the charac­
teristic equation
fj5fc(s,6>) =0, Sk(s, 6) =  s -  ra + 4dsin2 \-r (I +  a) B kw(s,6).
k=o n
For each 0 <  k <  n — lwe define 9k (if it exists) as the first value of 9 (in terms 
of increasing delay) such that
—fQ/ -|- 3d sin _
Re(t5(iW ,g))= r(1 + a)Btn . ^(^(^,0)) = — -ft— . (10.22)
for some real pk, By the Implicit function theorem we have, for each such 9k, that 
there exists a real 5k and a continuously differentiable s : (9k — 8k, 9k -ft 5k) —> C 
such that
s(9k) = ink and Sk (s(9), 9) = 0, 9 £ (9k -  5k, 9k + Sk).
We assume that such a 9k exists for some (at least one) 0 < k <  n — 1, and 
furthermore that
—  Re (s(0))\0-Qk ft 0. (10.23)
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By considering values of d /  dm for all m such that (10.21) holds, we may use the 
Symmetric Hopf bifurcation theorem (see Geba et al, 1994) to show the existence
of periodic solutions bifurcating from it* = 1, i (mod n) at 0 = 0k. Furthermore,
if ft = 0 then these periodic solutions are spatially homogeneous, otherwise they 
are phase-locked heterogeneous solutions of (10.20).
As was pointed out in the original paper, if bifurcations to the equilibria oc­
cur at dmi and bifurcations to periodic solutions occur at 0 =  9kl, then it is 
possible for both phase-locked oscillations and spatially heterogeneous equilibria 
to co-exist in some region near (dmi, 9kl). What is of real interest however is if 
we have co-existing (locally) stable solutions, that is, observable solutions of the 
model (10.20). To this end we consider an example with a more realistic weight 
function in the next section.
1 0 . 3 . 1  E x a m p l e  :  D i s t r i b u t e d  d e l a y  i n  a  t h r e e  p a t c h  m o d e l
We look for stability conditions, and bifurcation from the uniform steady state 
u(6) = (iii(6), (^ 2(6), (113(t)) = (1,1,1) to observable solution in the model
- f j f u f t )  = r u i i t )  ^ 1  + a u i ( t )  - (1 + cr) E  P \ j - i \  0 u / t  -  r) e ~ ° T  dr j
+d (ui+i(t) - 2uft) + Ui-i(t)), i (mod 3),
(10.24)
where the weight function w(t) is given by (10.11). We note that u)(s, 6) = is 
valid for all Re(s) > — Re(0), and so will always hold near any bifurcation since 
0 is strictly positive. Since n =  3 and 0 < p0 < 1, we can deduce that
a a 1 — ^0 A TD I D  D — 1
P i =  #2 =   2   and B ° =  -1’ B l =  B 2 =     ■
For bifurcation to steady solutions, we note that the required degeneracy con­
dition holds trivially, and that bifurcations will (only) occur at d =  d\, provided 
a >  ac (which guarantees the positivity of di), where
d\ =  T-  (3 (1 - P0) a + 1 - SP0) and crc = ^ °_  ^  ■
Similarly, noting that w(0,9) = 1, so that all bifurcations to steady solutions 
are independent of 0, we use the results from the previous section to show that the
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uniform steady state bifurcates at 0 = 0O, and bifurcations also occur at 9 = 9\ 
provided ft <  d <  dc (the first condition secures the positivity of 9\, the second 
is required for /ii, given by (10.22), to be real). Here
Since the delay increases with 9 decreasing, 0O is the first bifurcation point (0O > 
0i). Bifurcation always occurs since the roots cross with non-zero speed, that is,
(10.23) holds. Explicitly we have
so that at this value, the roots destabilise the system (with respect to 9 decreasing), 
and are independent of d. At ft,
Whether the roots are destabilising or cross from right to left, is therefore depend­
ent on the value of 0, although of course the value of ft is not. By what follows 
however, we see that these roots can never restabilise the uniform steady state, 
although their direction will of course affect the bifurcation. Before we continue, 
it is worth noting the following relationships (where ft = |);
9C < 0 +4 ft < ft fafa dc < ft, 
ft > 0 ++ 0O > 0C, ft > d 0i > 0C.
Thus the stability diagram in the (ft 0) plane can be divided into three distinct 
cases; these are given in figures 10.1, 10.2 and 10.3.
We note that the above implies:
Proposition 32 The uniform steady state U{ =  1, i (mod 3) is linearly stable iff 
0 > 0o and d > ft, that is
0O = ra, 0i = rcr — 3d and dc —
f 9 ^  (s(0))U =
/
so we do not consider the point 0 = 0C, where
0C — - (3/? — 1) (1 + a).
(10.25)
202
steady
0  ----------o d.
d
Figure 10.1: When ft < ft the system can destabilise with respect to either 6 or 
d: with the possibility of periodic or heterogeneous steady solutions bifurcating 
from the stable steady state.
Figure 10.2: If ft > ft then, in addition to bifurcations at ft, it is possible for 
periodic solutions to bifurcate from ft as well as steady solutions from ft (provided 
a > ac).
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Figure 10.3: Bifurcations from d\ however, only remain for a >  ac (see figure 10.1), 
so that such heterogeneous steady solutions are not possible when a <  ac.
The value of p0 determines the possibility of periodic solutions near 0i, while the 
existence of steady solutions (near d\) may also depend on a. Periodic solutions 
near 0O will always exist. A summary is given in Table 10.1.
A> < Pc Po >  Pc
a <  ac
0o, di
9q, 01
a >  ac 0o, 0i, di
Table 10.1: The system parameters /3q and a can be used to divide the parameter 
space into three regions, in each of which we can give the stability diagram of the 
uniform steady state u* = 1 (mod 3) in the (d, 6) plane. The table shows which 
bifurcation points can exist (that is, for positive 9 and d) in each of these regions; 
for stability we require 9 > 0O(> 9±) and d >  d\.
As well as the stability of the uniform steady state, we are interested in which 
bifurcating solutions are stable, and hence observable in reality. We construct 
the bifurcation diagram for (10.24) using A uto , at the critical values 9 =  90 and 
d = di (avoiding the point (di,0o)). Figure 10.4 shows that Ui = 1, i (mod 3) 
does indeed become unstable as d passes (downwards) through d\ (for 9 > 0O),
but that stable solutions of the form u(t) = (u\, u2, u2) exist for 0 < d < ft. Hopf 
bifurcation to periodic solutions as 9 passes (downwards) through ft (for d > ft) 
are shown in figure 10.5, where the destabilisation of the uniform steady state 
leads to sub-critical homogeneous periodic solutions, which are stable, at least for 
|0 — ft | sufficiently small.
d
Figure 10.4: The bifurcation diagram of the uniform steady state u(t) = 1 
of (10.24) with respect to d when a = 2, r = 2, ft = 0.3 and 9 = 15. Solid 
lines represent stable solutions, dashed unstable or undetermined stability.
5  „ T .-----------
4 '
3 '
u /
//2 - /
0  * 1   ---------5 10 150
Figure 10.5: The bifurcation as figure 10.4 but with respect to 9 when d =  5.
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Figure 10.6: When a = 2, r = 5 and (3o = 0.3 the bifurcation values are 90 = 10 
and d\ & 3.583, so that when (top) 0 = 15 and d = 3.5, perturbations to the 
uniform state converge to stable spatially heterogeneous steady solutions (all three 
patch populations are plotted, although two converge to the same state), whereas 
(bottom) when 9 = 10 and d = 4, they converge to a uniform periodic solution.
These results are confirmed by numerical simulations, where small random 
perturbations from the uniform state soon converge to the expected solution. 
Examples of d <  d4, 9 > 0O and 9 > 9q, d <  d\ are shown in figure 10.6.
It appears possible however, for linearly stable steady and periodic solutions 
to co-exist, in which case the final solution is heavily dependent on the initial 
conditions. For models in the appropriate parameter space (see figures 10.1, 10.2 
but not 10.3), it appears that near spatially homogeneous initial solutions evolve 
to homogeneous periodic solutions, while even quite small differences in the initial 
values between the patches results in spatially heterogeneous steady solutions; see 
figure 10.7. Since in all cases we are concerned with solutions bifurcating from u* = 
1, i (mod 3), our initial conditions start near u = 1, although figures 10.4 and 10.5
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Figure 10.7: If d < ft and 6 « ft then solutions are strongly dependent on 
initial conditions: (top) near homogeneous conditions u  = (1.2,1.19,1.2) lead 
to homogeneous periodic solutions, but (bottom) inhomogeneous solutions u — 
(0.89, 0.92,1.05) result in heterogeneous steady solutions. Here a = 2, r = 5 and 
ft = 0.3 so that ft = 3.8 and ft = 10; we set d - 3.5 and 9 = 10.
suggest that these stable solutions can exist well away from the bifurcation point.
Note that since ft = ft(d), this bifurcation to periodic solutions is brought 
about by a combined effect of ‘diffusion’ (migration) and delay.
10.4 T i m e  dependent patch-interdependence
In this last section we suggest (and attempt to consider) a more realistic probab­
ility function Pij(t), representing
Pij ( r ) = P  ^particle in patch % at time t + r ^  ^ given in patch j at time t ^ (10.26)
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For a summary of the criteria we expect this function to fulfill, (from section 10.1), 
see Table 10.2. As mentioned before, a simple consequence of these is the condi­
tion (10.10).
Function properties (V i,j) Modelling Relevance
Pij ft) -+ fiiji 6 —+ 0
Pij ft) —)■ 0, t —j oo
n
E  P p t) vt
Particles move with finite speed 
Particles remain in lake for finite time
Probability distribution -see (10.26)
Table 10.2: For the particle distribution to be biologically relevant, the above 
criteria should be met.
In addition, we assume that since the patches form a ring, inter-patch depend­
ences is related to distance, with rotational and reflective symmetry, so that Pij ft) 
is of the form
Pij(t) = F (J6 - j\ mod | , *) .
The simplest suitable model function (with two additional parameter) we sug­
gest is
g — 0 t  j  —  j  i
t , rn Or > (10.27)
\ j ^ e T  =  T \l ~  j\ mod [f] , e
Here 6 is a measure of how quickly a particle is removed, and / represents the 
speed at which particles are distributed through the lake. The most likely time of 
arrival at patch i of a particle from patch j is, as we would expect, a monotone 
increasing function of the inter-patch distance \i — j\. A specific example of the 
Pij(t) for an 8 patch model are shown in figure 10.8. If we were to consider a lake 
with rotating flow, then we might expect the functions Pij ft) to have multiple 
maxima, reoccuring with a period related to that of the flow.
The inequality condition in (10.27) simply ensures that every P^(t) < 1 for all 
6, but is not necessarily enough to guarantee (10.9). For this to be satisfied, we
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Figure 10.8: The probability functions Pij(t) given by (10.27) for an 8 patch 
model. The most likely time for a particle to be present in patch i a time t
is reduced with increasing 6. Here 6 = 0.5, r = 1.3 and we have plotted Pijft) 
for i <  j  <  i + 4, since the remainder are then already given by the symmetry
can obtain the rather unhelpful (but necessary and sufficient) criterion on 0 and r:
Simplifications of this are not really possible without considering a more specific 
system. In fact, the entire model has become intractable if we restrict ourselves 
to reasonable biological assumptions. General analytical progress is therefore not 
possible, without considering a specific subset of the model parameters.
Before concluding we note that the more realistic, if more complicated model, 
has a far greater richness of behaviour. As an example, consider the very simple 
case of a 3 patch model when r = 1. Condition (10.28) implies that we require 
6 > 2, and the characteristic equation of the linearised system becomes
after it was at patch j increases with the distance \i — j\ mod [§], but decreases
■jwith the circulation speed (^r). The overall probability of remaining in the lake
of (10.27).
n odd
> V t. (10.28)
< 1, n even
It can be shown that for suitable values of r and a (for example, large r and 
small a), that bifurcations to steady heterogeneous solutions (roots s = 0) occur 
with respect to both d and 6. Bifurcation to periodic solutions (s = i/i) is also 
possible. The subdivision of the parameter space is also far more complex than, 
for example, the equivalent system considered in (10.3.1) which has a parameter 
space of equal dimension.
10.5 Conclusions
The discrete analogue of Britton’s (1990) aggregation model, proposed by Madras 
et al (1996), addresses the problem of possible over simplification by his random 
walk argument. It produces the interesting if somewhat intractable model (10.1).
Although further assumptions are indeed necessary for mathematical progress, 
we feel those made in the original paper severely weaken its biological relevance. A 
discrete delay may seem appropriate, but making this delay the same for the effect 
of every other patch on one area results in the inter-patch waste movement being, 
rather paradoxically, dependent on distance but not on time. This simplification 
certainly makes the problem analytical; in fact, results can then be extended to 
general delays when these probabilities are so reduced. We doubt whether these 
are relevant to the original problem, but give interesting results in themselves. 
In particular, even in simple models, the coexistence of both steady and periodic 
stable solutions is possible. Such solutions are obviously highly dependent on 
initial conditions, and so when these models arise, they give the opportunity for 
control and management through switching populations from one stable state to 
another.
Analytical results are not obtainable in general, if we keep faithfully to the 
original model. Even the simplest biologically relevant probability functions result 
in horrendous characteristic equations. We suggest that analysis be continued on 
special cases, when they have proven themselves relevant or applicable. For the 
general case, possible behaviour of the system might be best explored numerically.
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T h e  F i s h e r  e q u a t i o n  w i t h  s p a t i a l  
a v e r a g i n g
11.1 Introduction
The Fisher, or Kolmogorov, Petrovskii and Pisciunov (I<PP) equation:
ut(t, x) =  u(t, x) (1 - u(t, x)) + uxx(t, x) x E R, t > 0, (11-1)
has been widely studied (see for example Murray, 1992; Grindrod, 1996), and the 
existence of permanent form travelling wave fronts of the form U(z) = u(x — ct) 
proven. The condition c > 2 ensures biological relevance, in that all travelling 
waves maintain U(z) >0 for all z E R. In addition, it results in all such solutions 
moving from 1 to 0 monotonically.
If we wish to incorporate some form of spatial-temporal averaging or delay, this 
may be done by rewriting (11.1) as
ut =  u (1 - g * *u) + uxx, (11.2)
where g * is the convolution term
/ t roo/ g(x -  y ,t  -  s)u(y,s) dsdy. (11.3)
-oo J—oo
Although the Fisher equation may be seen as too simple for direct application, 
it is worth attempting to understand the consequences of introducing non-local 
effects in the context of a well studied model.
C h a p t e r  1 1
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Ashwin et al (1999) showed that travelling wave fronts of the from U(z) =  
u(x — ct) also exist for equation (11.2) with a particular spatio-temporal delay, 
given by
b
g(x,t) = —7=  e~bt e 47, 6 > 0, v 47rt
for sufficiently weak delay (b sufficiently large). Here we confirm what one might 
intuitively expect, that incorporating purely spatial averaging, of the form
g(x, t) = e ~ ^ x\ a > 0, (H-4)
(where S(t) is the Dirac delta function) admits travelling fronts for a sufficiently 
large. Small a represents strong spatial averaging, and the limit a -fa oo reduces 
the system (11.2),(11.4) to the original Fisher equation.
In addition, we use the small parameter ^  < 0.25 to construct an approximate 
solution for the wavefront, which is valid for all a(^ > e) > 0, and see that the 
addition of spatial averaging changes the shape of the front.
11.2 Travelling wave fronts
If we define the new variable v(x,t) =  (g * *u)(x,t), then the system (11.2) with 
kernel (11.4) can be rewritten as
u* — u (l  — v) + uTT,
K J ’ (11.5)0 = a ( u - v )  + vxx.
We look for travelling wave fronts of the form U(z) = u(x — ct), and defining V(z) 
in the same way, (11.5) becomes
Uzz + cUz fa U(  1 - V )  =  0, (11.6)
V „  fa a (U  — V) = 0.
The system is invariant under the transformation (c,x) -fa (—c, —x), and hence­
forth we take c > 0 without loss of generality.
It is well known that the original Fisher equation remains biologically relevant 
(U(z) > 0) provided c > 2. This can shown through, for example, phase plane 
arguments and by noting that U(z) leaves U = 0 in an oscillatory fashion when
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c < 2. The addition of spatial averaging does not change this condition, since in 
the next section we show that the characteristic equation of the problem linearised 
about the trivial steady state has all the same roots as the characteristic equation 
for the standard case, with the addition of two new (real) ones. We are therefore 
primarily interested in c > 2, although persistence is shown for all c > 0.
For simplicity, we formulate the system (11.6) as a first order problem, of the 
form
f  x  \
U(V - 1 ) - c Xz =
(  u \
X  
V
\ Y )
dZ
d z
F(Z, c, a) —
Y
{  a(V -  U)
(11.7)
/
The system is in equilibrium when F(Z, c, a2) = 0, so that there exist only two 
such states;
/l\
0Z° =
( o\ 
0 
0
V 0 /
and Z1 = 1
vo;
both independent of spatial averaging. The Jacobian of F(Z,c, a2) is
0 1 0 0 \
V - l  - c  U 0DF(Z, c, cv) = 0
V ■a
0 0 1
0 a 0
1 1 . 2 . 1  H e t e r o c l i n i c  c o n n e c t i o n s
Linearising about Z°,
+4° = DF(Z°, c, a) =
gives the characteristic equation
C°( A) = I A0 - A/1 = (a2 + cA + l) (a2 - a)
( 0 1 0 0
-1 —c 0 0
0 0 0 1
I -« 0 a 0
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0 1 0 0 ^
0 —c 1 0
0 0 0 1
—a 0 a o I
It is obvious that the two roots A = ± < /a will always satisfy the characteristic 
equation. In fact, for all a > 0 and c > 0, C °(A) has one positive real root, and 
three roots with negative real part. We let E s(Z°) denote the stable subspace 
of Z°, and note that for c > 0, dim[£s(Z°)]=3. In particular, when c > 2, all 
roots are real. This means that solutions leave U = 0 monotonically (without 
oscillating) and hence may remain non-negative (and biologically relevant).
We next linearise about Z1, so that the matrix
A 1 = DF(Z1, c, a)
\
gives the characteristic equation
C \ A) = [M1 - AJj = A4 + cA3 - aA2 - acA + a. (11.8)
When c = 0, C1(A) has two roots with positive real part, and two with negative 
real part, for all a > 0. Most importantly, the unstable subspace ^ “(Z1) of Z1 
has dim 2. By considering A = iu, u E R we can show that this subspace does not 
change dimension for c > 0. Substituting this value of A into the characteristic 
equation (11.8) we have
(a/4 +  a u 2 +  a ) — ic ('u2 +  a) u  = 0.
Equating the real and imaginary parts with zero, we see that the only real solution 
for u is u =  0 when a = 0, which is not an acceptable value for a. Hence, the 
roots of (11.8) do not cross the imaginary axis, and we have two (two) roots with 
positive (negative) real part for all c > 0.
Let W ^ Z 1) and W S(Z°) be the local unstable and stable manifolds of Z1 and 
Z° respectively. Since dim W U(Z1) + dim W S(Z°) =  5, we might reasonably 
expect these manifolds to intersect on a curve in R4, providing a heteroclinic 
connection between Z1 and Z° - and hence a travelling wave front of the system. 
We shall now prove that this is indeed the case, for a sufficiently large.
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1 1 . 2 . 2  P e r s i s t e n c e  w i t h  w e a k  s p a t i a l  a v e r a g i n g
Since we are considering weak spatial averaging, we let 6 = <C 1 and work in 
the stretched variables
U- f t U,  X - ^ X ,  V - + V ,  Y - f t Y / 8 .
Equation (11.6) can then be written in standard form as the “slow system” for a 
singular perturbation problem:
Uz = X,
X x =  U (V — 1) — cX,
8VZ = y,
8YZ = V - U .
Setting £ = |, the corresponding fast system is
Uc =  6X,
X c =  5 { U { V - l ) - c X )
vc = y,
(11.9)
(11.10)
y v - u .
By applying Fenichel’s invariant manifold theory (Fenichel,1979; Jones, 1995) 
to the invariant set for the standard Fisher equation, we show that it persists 
for sufficiently small 5. We prove that a heteroclinic connection exists on this 
manifold, for all c > 0.
When 5 = 0, { V  =  U, Y  = 0} is an invariant set of (11.9). We let Ado be any 
compact subset of
{ ( U , X , V , Y ) e R4 : V  =  U , Y  =  o)
and note that dimAdo = 2.
The fast system (11.10) linearised to Ado becomes
f u \
X  
V
\Y J
( 0 0 0 0 \
c
0 0 0 0
0 0 0 1
V -I o i o )
( u \
X  
V
j
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so that the eigenvalues are given by —1, 0 (twice) and 1. Since the number of 
eigenvalues on the imaginary axis is exactly equal to dimAdo, with all other ei­
genvalues remaining hyperbolic, the manifold Ado is normally hyperbolic in the 
sense of Fenichel (1979), and therefore satisfies Fenichel’s invariant manifold the­
ory. This states that for <5 > 0 sufficiently small, there exists a 2-dimensional 
manifold M s which lies within 0(<5) of Ado and is diffeomorphic to Ado (that is, 
there exists an invertible map between the two and these maps are both suitably 
smooth). Furthermore, M s is invariant under the flow of (11.10) and is Cr smooth 
for any r < oo.
The perturbed manifold M s can be written as
M s  =  { ( U, X, V , Y ) e R4 : V = h (U,X,  6),  Y = g (U, X, S) j , (11.12)
where g, h (to be determined) depend smoothly on 5 and
h{UtX, 0)  =  U, g{U, X, 0) = 0.
By substituting g, h into (11.9), we obtain a regular perturbation on Ms , so that 
the slow system reduces to
Uz =  X ,
= - c X  - U { l - h ( U , X , 8 ) ) . (11.13)
When 6 = 0, the solution (U°, X °) satisfies
(11.14)U° = X °,
X°z = —c X °  — U° (1 — U°), 
which can be rewritten as the single ODE
U°zz + U°z + U ° (  I -  U°) = 0,
giving the travelling wave fronts for the standard Fisher equation. It has been 
shown, for example through phase-plane arguments on (11.14), that for all c > 2 
there exists a monotone heteroclinic connection between U° = 0 and U° = 1.
We now show that for sufficiently small S > 0, there exists a connection on M s  
between Z° and Z1 for all c > 0.
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We rewrite (11.13) in the form
U z =  f ( U )  +  52G ( U , 6 ) ,  U
U )
X J
(11.15)
where
/(W) = X
\ f
and G (U, 0) = 0U( h( U, Xt 6 ) - U )- c X - U ( l - U )  J y
We may view equation (11.15) as an operator equation in the space
Bc = ( u ; R _# R25 bounded and continuous j ,
with norm \\U\\ = supze£[U\. Let
U(z,5) =  U°(z) +  52U(z,5),
where U°(z) is the solution of the standard Fisher equation (11.14). Equa­
tion (11.15) becomes
Uz =  A{z)U + G(u°, o) + 0(5), (11.16)
where A(z) is the Jacobian of f  (JA) evaluated at U°(z). We can derive G (U°, 0) 
explicitly by expanding g and h in terms of 0 and substituting into our slow 
equation (11.9). We thereby have
g = 0X + O(03), h =  U + 02 [U (U - 1) - cX] + O(03),
giving
g {u \ o) = 0
U° ((U° - 1 ) U ° -  cX°)
Now U° and X° are both bounded and continuous for all x 6 R, so that G (U ° , 0) E 
Bc. By defining £  : Bc Bc as
we can rewrite (11.16) as the operator equation
C (u) = G (u°, 0) + 0(52), (11.17)
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and persistence is reduced to proving solvability of this equation in the function 
space Bc. By this we mean that a solution of (11.17) in Bc w ill exist i f  and only 
i f  G  (U ° , 0) is in the range of £, i.e.
f{x,G(u°,0))dz =  0
for every x  E in the kernel of C* (the adjoint of C ), where < •, • >  is the Euclidean 
inner product on R 2. I t  has been show by Ashwin et al (1999) that the only 
bounded solution in Ker(£*) is the zero vector, and so the Fredholm alternative 
is tr iv ia lly  satisfied for all G  (U ° , 0) E Bc, provided c > 0. Hence
T h e o r e m  1 1  Persistent travelling wave front solutions of (11.2), (11.2), (11.4) 
of the form u(x — ct) exists for all c > 0 (and in particular c > 2), for all a 
sufficiently large.
11.3 A p p ro x im a te  s o lu tio n s  o f  f r o n t
Analytical solutions of travelling fronts for general c can not be found, but we can 
construct approximate solutions by noting that there exists the small parameter 
e = ps < 0.25, since for biologically relevant solutions we require c >  2.
We consider the system (11.6), and since the wave solutions are invariant to 
any shift in the origin of the coordinate system, take Z7(0) =  |  w ithout loss of 
generality. This prevents arbitrary constants from appearing in the solution. 
Under the transformation
V(z) = g(0,
V(Z) =  /8(C), 
the system (11.6) can be rewritten as
£9(0 + 9(0 +  
eh( C) +
w ith  boundary conditions
g(-oo) = h(-oo) =  1, g(0) =  h( 0) =  Jj, g( oo) =  h( oo) =  0.
s z l
(  =  -  =  £* Z, 
c
(11.18)
S(C)(1-TO0) =0, “0(C)-MO) =o, (11.19)
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We now look for solutions of (11.19) as a regular perturbation series in e, letting
oo oo
$ C j ) = E e^ ( 0  and h(4,e) = YYeihi(Q, (11.20)
2=0 2=0
so that our boundary conditions become
go(-oo) = ho(-oo) =  1, go(0) =  h0( 0) =  g0( oo) =  h0(°o) =  0, . 2 .
^ ( ± 00) =  ft(dboo) =  0;(O) =  ft(0 ) =  0, i e  Z+ .
Upon substituting (11.20) into (11.19) and collecting orders of e, our 0(1) equa­
tions are
0o(C) +  0o (1 — ft(C )) = 0 ,
« (00(C) -  M O )  =  
which solve, together w ith (11 .21), to give
flb(C) =  /20(C) =  — f t1+ O'
We may solve the O (e) equations in the same way, so that the travelling wave has 
the solution
a( C,e) = r-U+£1+ ftV(1 + ecyj + MSri+ ln (t))) (U7f+ 0 ( £ 2 ) '(1.2)
In the lim it a -fa 00, the approximate solution reduces to that of the Fisher 
equation w ithout spatial averaging (see for example Murray, 1992, p.283) as we 
would expect.
I t  can be shown that
e C _ 1 + l n ( i »  > 0  VC,fa-1 \ 2e^
so that the a dependent term in (11.22) always has a positive (increasing) effect 
upon g(Q. To summarise:
P r o p o s i t i o n  3 3  The effect of spatial averaging is always to raise the travelling 
wave.
An example of solutions of (11.22) for small a is given in figure 11.1, and shows 
how the travelling wave is raised above the original solution.
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Figure 11.1: The approximate solution (11.22) when e =  10~3 (chosen so that it  
remains positive for all £). The original solution without spatial averaging (a -ft 
oo, dotted line) is raised upon the introduction of spatial averaging (a =  10-2 , 
solid line).
11.4  C o n c lu s io n s
Travelling fronts in the Fisher equation appear fairly robust, and persist even in 
the presence of spatial averaging. The result of such a non-local effect is to raise 
the wave above the original solution, although non-monotonicity does not appear 
to be induced by the (weak) averaging considered here. The methods employed 
to prove persistence are those of Ashwin et al (1999), which are applicable to a 
wide range of equations, and it  appears, of suitable kernels g(x,t).
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Rotating waves in scalar 
equations
12.1 In t r o d u c t io n
Rotating and especially spiral waves occur naturally in a larger variety of biological 
and chemical systems. They have been commonly observed in a number of two- 
dimensional systems, such as the Belousov-Zhabotinskii (chemical) reaction and 
the social amoebas Dictyostelium discoideium, see Winfree (1974) and Newell 
(1983) respectively for visual demonstrations. Recent experimental work on the 
Belousov-Zhabotinskii system includes the initia tion of rotating waves (Steinbock 
& Kettunen, 1996), the transitions between rotating and meandering spirals (Ge 
et al, 1996), the influence of electric fields on such patterns (Agladze & Dekepper, 
1992) and three dimensional scrolling waves (Mironov et al, 1996). Research on
D. discoideium includes pattern selection and formation (Cubbit et al, 1995; Hofer 
et al, 1995; Palsson & Cox, 1996; Vanoss et al, 1996; Palsson et al, 1997; Falcke 
&  Levine, 1998), spiral motion (Nishiyama, 1998), cell movement (Dormann et 
al, 1996), scrolling waves (Dormann et al, 1997) and three dimensional waves 
(Steinbock et al, 1993). Other work includes rotating vortices in models of cardiac 
tissue (Efimov et al, 1995) and numerical studies in excitable media (Vasiev et al, 
1997).
For a discussion of spiral waves in biochemistry see Murray (1992, p347); for a
C h a p t e r  1 2
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review of periodic patterns in biochemistry see Hess (1997).
Rotating and spiral waves have been investigated for a number of different 
reaction-diffusion models (see for example Cohen et al, 1978; Duffy et al, 1980) 
but the analytical results obtainable are usually lim ited by the complexity of the 
problem. Spiral waves have been investigated in A — uj systems (see Greenberg, 
1981; Kuramoto & Koga, 1981; Hagan, 1982; Koga, 1982; and references therein), 
since these are relatively simple. In complex form, such models may be represented 
by
wt =  (A(|iu|) +  io;(|w|)) w  +  V 2w,
w ith  suitable constraints on A so that lim it cycle oscillations may be sustained. 
Here w = u-ftiv, where u and v are our two species/chemicals et cetera. Rigorous 
results exist for the bifurcation to rotating and/or spiral solutions in reaction 
diffusion systems, including that of Scheel (1998) for the N  dimensional system
ut = V 2U + F(X,U), € R w, 1 € R 2.
Such solutions are however only generally possible in multi-species systems, 
not scalar equations. The exception to this is models w ith specialised (rotating) 
boundary conditions. Angenet & Fiedler (1988) found rotating wave solutions for 
the reaction diffusion equation,
Ut — N-x T x G R/27rZ,
w ith periodic boundary conditions for x £ [0, 2k\. Dellnitz et al (1995) showed 
the existence of both rotating and spiral waves in models of the form
ut =  V 2u +  Au +  /( it ) ,  /  E  0 (u 2), (12.1)
on a circular disc B r  by imposing spiral boundary conditions. This requires 
u = mug  on 3 B r  (m E  Z+), so that for some circle (i.e. the boundary) the 
solution had exactly the form of an ra-armed Archimidean spiral.
But, as Paullet et al (1994) point out, the most suitable boundary conditions for 
chemical species in a dish are Neumann boundaries. When modelling populations 
and/or chemical experiments, restricting ourselves to a finite domain is usually 
appropriate, whilst the imposition of special boundary conditions is not. D irich­
let boundary conditions may sometimes be appropriate, but may often be viewed
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as more mathematically interesting than realistic (for example, they can intro­
duce unnatural inhomogeneity, and prevent uniform oscillatory solutions which 
are commonly observed in reality). We therefore address the problem of whether 
rotating and/or spiral solutions are possible in scalar systems w ith (homogeneous) 
Neumann boundary conditions.
Since these waves often arise through Hopf bifurcation , it is natural to con­
sider the effects of delays, which may usually destabilise solutions through such 
bifurcations. We find that rotating, but interestingly enough not spiral, wave 
solutions may come about (through Hopf bifurcation from a non-trivial uniform 
equilibrium) in scalar systems w ith Neumann boundary conditions.
To show that such waves can be brought about in even the simplest models, 
we consider the logistic equation w ith discrete delay. We w ill not fu lly  non- 
dimensionalise this equation, because it  is easier to consider bifurcations w ith 
respect to the growth rate parameter r than w ith respect to the delay strength r , 
even though some of these bifurcations (including those leading to rotating waves) 
only occur in the presence of the delay. Since our analytical results concerning 
stability and bifurcation are linear they are obviously valid for all models w ith  local 
equation (12.3). We mention this because we have interesting bifurcations w ith 
respect to the parameter r for both positive and negative r, but for the logistic 
equation to make sense as a biological model we require r > 0. In addition, 
the paper by Dellnitz et al (1995) considers the same linear equation (but w ithout 
delay), focusing on r < 0 (see equation (12.1) above, where A =  — r for the logistic 
model).
Our model equation, on the unit disc w ith Neumann boundary conditions, is 
thus given by:
ut(p, 0 , t) =  V 2u ( p ,0 ,6 )  +  ru(p,9,t)(l-u(p,9,t-r)), p e [0 , l ] ,
Vu(p,9,t).p =  0, p = l ,  0e[O,27r),(12.)
where p is the outward pointing normal to the boundary (i.e. the radial vector) 
and the delay r  is strictly positive.
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12.2 L in e a r  A n a ly s is
The logistic equation has two uniform steady states, namely 0 and u* :=  1. Since 
the triv ia l solution is always unstable, we shall consider the local stability of, 
and more importantly solutions bifurcating from, the nontrivial equilibrium u*. 
Linearising in the usual way, by setting u(p,9,t) — u* + u(p,9,t), and dropping 
tildes, our linear equation is*1 *1ut(p,9,t) - upp(p,9it) +  +  p u 0o(p,9:t) - ru(p, 9,t —  r ) ,  p e [0,1],
Vu(p,9,t).p =  0, p =  1, 9e[  0,27t).
(12.3) '
We look for solutions of the linear problem of the form
u(p,9,t) =  eatem6un(p)1 n e Z, (12.4)
so that (12.3) becomes
" 1 ' Ti2 _(TrUn+~p^np  ^£ T
where the prime denotes differentiation w.r.t. p. Setting
p, =  -re~aT — a (12.5)
and letting £ =  y ftp , vn(z) = un(p), our equation becomes
a 1 / / -  n2\
V n  + ~ V n  + I 1 “  ^2 J  y n  = 0,
i.e. Bessel’s equation of order n. Solutions are therefore the Bessel functions, but 
since we seek solutions which are well defined, Bessel functions of the second kind
Yn(z) are not permitted, as they possess a singularity at the origin. Our solution
in terms of our original variables therefore takes the form
u(p,e,t) = JniOJip). (12.6)
Applying our Neumann boundary conditions at p = 1 we require
vft = 0
or
j'niVh) =  O' (12.7)
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R > 0.
The possible values of n for 0 < /x <  100 are shown in Table 12.1. We know that 
these are the only such solutions for p, in this range, since the smallest positive 
zero of j'n(yfp) (Vn €  Z) is always strictly greater than n. For each n £ Z + we 
shall refer to the ith positive solutions of (12.7) by (jn>\ and note that the smallest 
such value is / i1,1 =  3.390; n =  0 is obviously a solution for all n.
which has only real solution f J L  (see Rektorys, 1969, p719), i.e.
fJL n P n H n (j, n
3.390 1 28.276 4 49.218 0 73.579 7
9.328 2 28.424 0 56.269 6 86.162 4
14.682 0 41.160 5 64.244 3 93.073 8
17.650 3 44.972 2 72.869 1 99.390 2
Table 12.1: The solutions of (12.7), and for which n they occur, for 0 < fi < 100.
1 2.2.1 Bifurcation to inhomogeneous steady solutions
Such bifurcations w ill occur i f  a real eigenvalue crosses the imaginary axis, w ith 
respect to r. We therefore look for solutions of the form (12.4) w ith a =  0, which 
implies that r = — /i by (12.5). Bifurcation w ill occur for each value r =  —(in,i 
given by (12.7), and at r  =  0, since i t  can be shown that the roots always cross 
the imaginary axis (w.r.t. r) w ith non-zero speed :
Furthermore, we see that each of these bifurcations is destabilising i.e. roots cross 
into the right half of the complex plane. Since (i> 0 however, we require r  <  0, 
which would not be reasonable for the logistic equation. Note that the bifurcation 
at r  =  0 w ill result in a linear solution of the form eat ein0un(O), which w ill only be 
nontrivial for n =  0 (since un(0) =  0 Vn E  Z {0 }), so that the bifurcating solution 
here is spatially homogeneous and of the form eat.
da
dr
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For future reference, we note that bifurcations through real eigenvalues w ill 
never occur i f  r > 0 (see section 12.2.4).
We now consider o =  iu (lu > 0 w ithout loss of generality), which requires, 
by (12.5), that
rcosu)T = —p and r sinur = u. (12.8)
1 2.2.2 Bifurcation to homogeneous periodic solutions
I f  p =  0, then either r  =  0 or cos ur =  0. The first case results in u =  0 (see 
section 12.2.1), so we consider ur =  | ( 2 k +  1) (ft E Z+). Using (12.8) it  is simple 
to show that, for all ft E  Z +, solutions bifurcate at r = rk(r), w ith frequency 
lu =  uk(r), where
r * ( r )  =  (~l)h(2k + l)T  a>*(r) =  (2k + l)f-, k e Z +.
To confirm bifurcation we need to check the non-degeneracy condition, namely 
that / d.r \ / 0.r=fc(r)
This is simple to derive, since
do
dr 1 — rre aT ’
so that
R e [ /  
ar
(—1 )4r=*(r) 4 “ (2k + 1)27T2 '
Once again, since p =  0 the only nontrivial solution of the form (12.4) is when 
n =  0, so that the bifurcating solutions have the form
u(p,9,t) = eiu}k^ 7
The smallest such solution (w.r.t. r) occurs when ft =  0, so that the uniform 
equilibrium bifurcates to periodic solutions when r = rx(r) =  This is of course 
the same result as for the spatially independent discrete-delay logistic equation, 
which we w ill mention further in section 12.2.4.
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12.2.3 Bifurcation to rotating waves
We now show that when \i ft 0 (i.e. for each finf  we have have bifurcation w.r.t.
r to rotating solutions for all r  >  0, and furthermore that a delay is required for
this to occur.
When jift 0, we require r,tu and r to satisfy (12.8), implying
tan cur =  — —, r 2 =  co2 +  /i2. (12.9)li
For each /i =  mun,l there exist infin itely many tu satisfying the above, for every 
r ,  as can be seen in figure 12.1. We denote the solution which occurs in the jth 
interval
ft(2j +1,2j + 2), Z+, (12.10)
when ji = iin,'i by ( r ) . Note that tu =  0 has already been considered previ­
ously, and is thus not included here.
I f  tu is in one of the intervals (12.10), then cos o r  < 0. I f  in addition fi > 0, 
then i t  follows from (12.8) that r  >  0. Together w ith the second of (12.9) this 
implies that
r  =  +  yji2 +  tu2.
Figure 12.1: For each /i > 0 and r > 0, there exists a unique solution tu of 
tan ut = —cufti in each interval (12.10).
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Bifurcation w ill take place as the non-degeneracy requirement is satisfied, since 
Re
I f  this were not so we would require p =  — r 2r  by (12.8), but since r, p > 0 and 
r E  R  we have a contradiction. We therefore have Hopf bifurcation whenever 
r =  r(n,i,j,r) (n E  Z +), where
r(n,ij,r) - \J (p71*)2 +  (u/n>tt(r))2,
to solutions of the form
u(p ,0 ,t) =  ei“n'i'Jr'>teiDeJn ( f  c.c. (12.11)
The smallest such value is r ( l ,  1,1, r ) . This follows immediately from the fact that 
r  is monotonically increasing in to and p. Since to is also monotonic increasing in 
pn'\ the smallest r is given by the smallest p , i.e. p1,1 (see table 12.1). I f  n =  0 then 
we have no angular dependence, resulting in target-patterns. Solutions w ith radial 
symmetry obviously can not be seen to rotate, and we instead have bifurcation 
to oscillatory solutions. For all n however, bifurcations are to inhomogeneous 
periodic solutions.
Note that i f  r  =  0, we see immediately from (12.5) that a =  —r — p, and since 
p E  R  from (12.6) only real solutions for a are possible, so that Hopf bifurcation 
does not occur.
Since we have Hopf bifurcation w ith SO(2)-equivariance, the existence of non­
tr iv ia l rotating waves follows (see Golubitsky et al, 1988, p359). We see from the 
form of the solutions (12.11) that because all solutions p of (12.7) are real, our 
solutions (rotating w ith frequency un,t^ (r)) do not form spiral waves. This is in 
contrast to Dellnitz et al (1995), who considered rotating boundary conditions 
(‘spirals at in fin ity ’) which gave solutions of the form (12.11) but w ith complex 
p , thus leading to the evolution of near stable spiral waves.
Figure 12.2 show the bifurcation curves in the (r, r) for all the above mentioned 
solution types.
da
dr
cos cor — rr
1 — r t2 2 2rr cos tor / 0.
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Figure 12.2: The bifurcation values of r w.r.t. the delay t ,  to solutions of the 
form (12.4). Bifurcating solutions may be steady homogeneous (r =  0 axis), 
steady inhomogeneous (dashed line), periodic homogeneous (dotted line) or peri­
odic inhomogeneous (solid line) solutions, the latter giving rotating waves. For 
the range of r shown, only the bifurcation value r ( l ,  1, l , r )  gives such waves; it  
should however be remembered that there exist infinitely many bifurcation curves 
for each type of solution (except for bifurcations to homogeneous steady solutions, 
which occur only when r =  0) for r > 0 , r E R. The uniform equilibria u* is 
linearly asymptotically stable in the parameter region bounded by r =  0, r —  0 
and r =  r 1(r).
12.2.4 Steady state stability
Having considered all possible bifurcations in previous sections, we may now give 
necessary and sufficient conditions for the linear stability of the steady state.
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Theorem  12 The uniform equilibria u* = 1 of equation (12.2) is asymptotically 
linearly stable (to general perturbations of the form (12.4) iff
0 < r < —.2 r
For the proof of this we shall use the standard method as set out in Marshall 
et al (1992). Firstly, w ithout the delay our characteristic equation is of the form
V)J'n(Vh) = 0,
For stability we require Re(a) < 0 for all roots cr, which, since p >  0, simply 
requires r > 0. We now consider the introduction of an infinitesimally small 
delay, so that our characteristic equation becomes
V t M V t )  =  °, (?-!*) ~ re~aT =  0.
Since this equation is ‘retarded’ (in the sense of Walton & Marshall, 1987), all new 
roots appear at —oo. Thus the steady state remains stable un til such time as some 
root o crosses the imaginary axis. Such bifurcation have already been considered 
in the previous sections, and it  has been shown that the first such (in the sense 
of r  increasing) occurs when r r  =  t t/2,  to periodic homogeneous solutions. The 
stability region is shown in figure 12.2.
Note that this is the stability condition for the spatially uniform delay logistic 
equation (i.e. the ODE model), so that spatial properties do not affect the local 
stability of either equilibrium.
12.3 R o ta t in g  waves
In this section we give examples of the eigenfunctions for rotating waves, and 
numerical simulations of the fu ll non-linear model (12.2) confirming these.
12.3.1 Explicit solutions
Our bifurcating solutions w ill take the form (12.6), and we are of course par­
ticularly interested in the values of r and r  when solutions of the form (12.11) 
occur.
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The smallest r for which rotating waves occur is r =  r ( l ,  1,1, r ) ,  giving a linear 
solution
u(p, 0, t) =  e10 J j p j -i- c.c. «  cos (w 1,1,1( t ) ( £  -  t0) +  0) f  (1.841 p ) .(12.12)
Note that although the frequency of the solution and the point i t  bifurcates from 
are both dependent on the delay r , the eigenfunction is not. The eigenfunction is 
shown in figure 12.3, and the frequency of rotation u;1’1>1(r) plotted against r  in 
figure 12.4.
Separation of the variables p and 0 is possible in solutions of the form (12.11), 
but only because Jn(fpp) is real for all p >  0, n £ Z. The complexity of any 
rotating waves on the unit disc may therefore be increased in two distinct ways: 
either by changing the order of rotational symmetry (increasing n), or by changing 
the ‘scaling’ the range of the Bessel function Jn(fpp) (increasing p). Examples of 
such solutions are given in figures 12.5 and 12.6. The second of these is equivalent 
to considering the problem on a disc w ith  increased radius - indeed, figure 12.3 
may be viewed as a close up of the centre of figure 12.5.
When these two ‘effects’ are combined (i.e. bifurcations for higher and higher 
values of r), the resulting solutions may become quite complex. Figure 12.7 show 
the rotating wave solution bifurcating from r =  r (5 ,4 ,j, r ) ,  that is when n =  5 
and p =  /z5,4 «  299.735. As an example, when r  =  1 (quite a weak delay), the 
solution w ill bifurcate when r  «  299.751, rotating with frequency 3.131, whereas 
when t  =  10, r ~  299.735 but uj ~  0.314.
12.3.2 Numerical simulations
We return to the fu ll equation (12.2) to see if  the rotating waves found in the 
previous section are observable in practice. As an example, we consider the model 
w ith  parameter values r  =  1 and r =  r (4 ,5,1,1) «  254.872. We expect this to 
give a rotating wave w ith rotational symmetry 4, and so use in itia l conditions 
which are a small perturbation from the equilibrium it*, proportional to the rel­
evant eigenfunction. In terms of our analysis, p =  p4,5 15.964, and we expect
solutions to rotate w ith frequency to =  cj4,5,1(1) «  3.129. The results are shown
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Figure 12.3: The eigenfunction of solution (12.12), which bifurcates from the 
equilibrium u* =  1 when r  =  r ( l ,  1,1, r )  (/i &  3.390, a  =  a 1,1,1(r)).
-1 -1
Figure 12.4: The frequency with which bifurcating solutions rotate is dependent 
on the delay r ,  plotted here for the example (12.12) shown in figure 12.3.
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Figure 12.5: The eigenfunction of the solution bifurcating from r =  r(l,7,j, r), 
given by (12.11) when p = p1,7 «  447.931, n =  1 (note that the solution’s 
rotational frequency t j 1,7j( t)  w ill depend on which r the solution bifurcates from, 
both of which are functions of the delay r).
Figure 12.6: The eigenfunction of the solution bifurcating from r =  r(5, l , j ,  r ) ,  
given by (12.11) when p = p5,1 «  41.160, n =  5.
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Figure 12.7: The eigenfunction of the solution bifurcating from r =  r( 5,4 ,  j, r).
in figure 12.8, where the solution in itia lly  rotates before becoming dominated by 
growth. Numerous calculations suggest that rotations terminate prematurely be­
cause the equation is being simulated on a square domain, instead of a circle as 
analysed. This crude approximation (done because no suitable circular domain 
program was available) results in solutions getting ‘stuck’ in the corners, in the 
sense that when a peak rotates to this point it  simply grows and no longer moves 
around. Note however that the predicted period, of approximately 2it/lo  ~  2.001, 
is seen to be obeyed initially.
For ease of computation we have simulated the dimensional equation w ith d if­
fusivity d =  0.1 (rescaling the spatial co-ordinates appropriately), since the ability 
to adjust many parameters allows us to avoid having to work w ith uncomfortably 
large (or small) numerical values.
I t  is difficult to predict analytically whether these rotating wave solutions are 
stable, although it  is reasonable to assume that most of them are not. The spiral 
waves found by Dellnitz et al (1995) were computed to be unstable, but only just 
(in that only one Floquet multiplier was - slightly - greater than 1).
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t= 0.90 t= 0.135
Figure 12.8: In itia l conditions of the form u(p,0,0) =  1 + 0.1 cos(4 0) J4(\/254.872p) 
begin to rotate, before simply growing exponentially. We have Neumann boundary 
conditions, namely V  z/.n =  0 (x, y =  0) on a 50 x 50 grid, and a simulation time- 
step of 0.025.
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1 2 . 4  C o n c l u s i o n s
We have shown the existence of rotating wave solutions in scalar reaction diffusion 
systems w ith homogeneous Neumann boundary conditions, provided a suitable 
delay is present in the model. In the logistic model such solutions may bifurcate 
from the non-trivial uniform equilibrium, although spiral waves do not form in 
this manner. This is in contrast to Dellnitz et al (1995), where such waves were 
possible in a scalar system provided spiral boundary conditions were imposed. I t  
is perhaps worth mentioning that the spiral waves in Dellnitz et al (1995) bifurcate 
from r < 0, whereas our rotationally symmetric solutions bifurcate from r  >  0. 
Thus the rotating waves brought about by rotating boundary conditions (in the 
undelayed model) and those brought about by delay (with Neumann boundary 
conditions) are for fundamentally different systems. A  clear extension of this work 
is to investigate the stability of such solutions, both analytically and numerically 
through simulation on a circular domain (i.e. as considered in the analysis).
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C h a p t e r  1 3
Conclusion
In chapter 1 we discussed the importance, not only of non local effects, but also 
the precise form in which they are incorporated into population models and other 
biological or ecological systems. In this thesis we have attempted to address 
the effects of both improvements in the non-local modelling to specific models, 
and the effect of making certain non-local terms more biologically relevant in 
general. Our in itia lly  enquiries have concentrated mainly on steady state stability 
(predominantly local, but globally where possible) and bifurcating solutions, w ith 
particular attention paid to the existence (and stability) of periodic solutions 
and/or (steady) spatial patterns.
This thesis has paid particular attention to varying non-local effects, the bio­
logical motivation of which was given in section 1.1.2. We have considered delays 
which vary in both time (chapter 2) and space (chapter 4), and spatial averaging 
which varies w ith  time (chapter 5), and i t  is possible to draw some generic con­
clusions. In all cases i t  appears that, for small amplitude variations, it  is only the 
mean that is important, w ith the actual fluctuations only being taken into account 
in the critical case. The exception to this is for spatial variations, if  the domain 
becomes too large (diffusivity too weak). For larger amplitude variations, the be­
haviour is less predictable. For periodic time delays for example, we have clearly 
shown that it  is possible for a delay to be more or less stable than a constant 
delay of equivalent mean. In all three cases, we have considered step wise changes 
in the non-local effect, possibly the simplest form of variation. We find that both 
time dependent spatial averaging, and space dependent delay become less stable
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w ith  increasing amplitude, whereas a time dependent delay of any amplitude may 
be stable, i f  of the correct period.
In chapter 6 we show that delaying feedback of an impulse on simple linear 
ODEs did not qualitatively change the dynamics, even though impulses in general 
result in hard to predict behaviour (as shown in a simple example). I t  would 
perhaps be worth considering impulses whose magnitude is dependent on the 
solution at a time before the previous impulse.
Periodic solutions may bifurcate from steady state solutions through state- 
dependent delays, as was shown in chapter 3. I t  is possible to determine the 
stability of such solutions by considering the delay function and its first two de­
rivatives, evaluated at the steady state. This is in contrast to the stability (and 
bifurcation) of the original steady state, which is dependent only on the value of 
the function. I t  is possible to explicitly construct these solutions, and thus derive 
the parameter-space in which stable small amplitude periodic solutions exist.
In chapter 7 we derive global stability criteria for a reaction-diffusion model 
w ith multiple delays containing piecewise-constant arguments. Since the results 
are only in terms of the sum of the delay term coefficients, they apply equally 
well for all delays of finite magnitude. Thus the stability of the uniform steady 
state remains quite robust to change in the delay, although the model as a whole 
may exhibit a large array of behaviour (including chaos, certainly in the lim it 
m  —» oo, D  -ft 0). We find that travelling wave fronts are robust in the presence 
of spatial averaging. Further more, approximate construction of such solutions in 
chapter 11 show that such spatial non-local effects result in the travelling wave 
being raised.
For certain existing models we have considered the influence of making non­
local terms more biologically relevant. In chapter 10 we find that this may some­
times make the problem apparently intractable. Extension of the original problem 
does however reveal the coexistence of uniform periodic and steady spatially in­
homogeneous solutions which are both locally stable. In chapter 9 we find that 
spatial considerations of a problem may in fact extend uniform results. We believe 
that chapter 8 presents the most general form of Nicholson’s blowflies equation, 
and since it  is spatially dependent have considered the effect of a general non­
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local term where possible, using a spatio-temporal delay as a specific example 
when necessary. I t  is reassuring to note that results are qualitatively similar to 
those w ith a purely temporal delay. I t  would be interesting to consider the effect 
of a non-local kernel which included spatial-averaging, but this would perhaps be 
more appropriate when it  is considered biologically relevant, since there may also 
be a need for a non-constant diffusivity.
Chapter 12 shows how the properties of equations may be extended by the 
inclusion of non-local terms. I t  is well known that (local) scalar reaction diffu­
sion equations w ith Neumann boundary conditions may not exhibit rotating wave 
solutions; instead they require artificial stimulus such as rotating boundary con­
ditions, or a multi-species system need to be considered. We have shown that the 
inclusion of a delay in such equations may give rise to this novel phenomena.
There clearly s till exist much work in the field of delay and non-local equations. 
I t  is equally clear that, given the strong biological and ecological motivation (here 
only discussed in the lim ited field of population dynamics), i t  is well worth pur­
suing. We have only considered a lim ited aspect of all the influences of, and 
consequences arising out of, non-local effects, concentrating mainly on some novel 
differences - or novel outcomes - that may arise. Even such minor alternations may 
however, be significant, as has been shown. Where possible we have translated 
these results into explicit biological phenomena.
In all cases we find that improved biological relevance, either by the intro­
duction of, or generalisation of, non-local effects, always enhances the possible 
dynamics of a model.
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