The P 4 is the induced path of four vertices. The gem consists of a P 4 with an additional universal vertex being completely adjacent to the P 4 , and the co-gem is its complement graph. Gem-and co-gem-free graphs generalize the popular class of cographs (i. e. P 4 -free graphs). The tree structure and algebraic generation of cographs has been crucial for several concepts of graph decomposition such as modular and homogeneous decomposition. Moreover, it is fundamental for the recently introduced concept of clique-width of graphs which extends the famous concept of treewidth. It is well-known that the cographs are exactly those graphs of clique-width at most 2. In this paper, we show that the clique-width of gem-and co-gem-free graphs is at most 16.
Introduction
Recently, the notion of clique-width of a graph attracted much attention. This concept was introduced in connection with graph grammars by Courcelle, Engelfriet and Rozenberg in [10] ; it is closely related to modular decomposition and extends the notion of treewidth since bounded treewidth implies bounded clique-width but not vice versa [12] . In [11] , Courcelle, Makowsky and Rotics have shown that every graph problem definable in LinEMSOL(τ 1,L ) (a variant of Monadic Second Order Logic) is linear-time solvable on graph classes with bounded clique-width if a k-expression describing the input graph is given. The problems Vertex Cover, Maximum Weight Stable Set, Maximum (Weight) Clique, Steiner Tree, Domination and Maximum Induced Matching are examples of LinEMSOL(τ 1,L ) definable problems. It is well-known that the P 4 -free graphs (i.e., cographs) are exactly the graphs of clique-width at most 2. In this paper, we show that the clique-width of gem-and co-gem-free graphs is at most 16. As mentioned above, this has important algorithmic consequences. The investigation of gem-and co-gem-free graphs is motivated by several reasons:
• First of all, they generalize cographs (i.e., P 4 -free graphs) in a very natural way; a graph G is gem-and co-gem-free if and only if for each vertex of G, the set of its neighbors as well as the set of its nonneighbors induce cographs, respectively.
• Second, there are many papers dealing with generalizations of cographs (see [5] for a survey):
-Tinhofer [22] defined the tree-cographs where the recursion instead with a single vertex as for the cographs starts with any tree.
-Bacsó and Tuza [2] and Fouquet et al. [15] gave various characterizations of P k -free graphs for k ≥ 4 (graphs without induced path on k vertices).
-Hoàng introduced and characterized in [18, 19] the class of P 4 -sparse graphs which are the graphs where each set of five vertices contains at most one P 4 . By the definition, a graph is P 4 -sparse if and only if if it contains no induced C 5 , P 5 , co-P 5 , P , co-P , chair, and co-chair (see Figure 1 ). Hoàng's characterization of P 4 -sparse graphs implies bounded clique-width at most 4 for these graphs.
-Babel and Olariu [1] generalized cographs by bounding the numbers of P 4 s in the considered graph in terms of (q, t)-graphs: A graph is a (q, t)-graph if no set of at most q vertices induces more than t P 4 s. This definition extended several cograph generalizations such as the P 4 -sparse graphs (which are the (5, 1)-graphs) and P 4 -laden graphs introduced by Giakoumakis [16] (which are a subclass of the (6, 3)-graphs).
• Third, it is a natural task to ask for a complete classification with respect to bounded clique-width for all graph classes defined in terms of forbidden one-vertex extensions of the P 4 (see Figure 1 ). In [3] , it turned out that our clique-width result for gem-and co-gem-free graphs is the most challenging part of this classification. Moreover, the results in [3] and [4] show that among all extensions H of the P 4 by one vertex, the class of (H, H)-free graphs has bounded clique-width if and only if H is the gem or the co-gem.
Some basic graph notions
Let G = (V, E) be a finite undirected graph, and let |V | = n and |E| = m. Let G = (V, E) denote the complement graph of G where E := {uv : u, v ∈ V, u = v and uv / ∈ E}. For a graph class G we write co-G for the class of complement graphs of graphs in G. Let N (v) := {u : u ∈ V, u = v, uv ∈ E} denote the open neighborhood of v and N [v] := N (v)∪ {v} the closed neighborhood of v. For U ⊆ V let G[U ] denote the subgraph of G induced by U . U is called a stable set if vertices in U are pairwise nonadjacent. U is called a clique if vertices in U are pairwise adjacent. Sometimes, we write x ∼ y for xy ∈ E and x ∼ y for xy ∈ E. Throughout this paper, all subgraphs are understood as induced subgraphs. For k ≥ 1, let P k denote a chordless path with k vertices and k − 1 edges, and for k ≥ 3, let C k denote a chordless cycle with k vertices and k edges. See Figure 1 for all one-vertex extensions of a P 4 such as gem, bull and others as well as their complements. Let F denote a set of graphs. A graph G is F-free if none of its induced subgraphs is isomorphic to a graph in F. For disjoint vertex sets X and Y , the join (co-join) operation between X and Y creates edges (non-edges) between all vertex pairs x ∈ X and y ∈ Y . Thus, 
(1) co-gem P 5 chair (fork)
co-P (co-banner) P (banner) C 5 bull house (co-P 5 ) gem kite (co-chair, co-fork) Figure 1 : All one-vertex extensions of a P 4
X has a join to Y if for all x ∈ X, y ∈ Y , xy ∈ E, and X has a co-join to Y if for all x ∈ X, y ∈ Y , xy / ∈ E. If X = {x} then we write x has a join (a co-join) to Y . For a vertex set H and a vertex v ∈ V \ H we say that v distinguishes H, if v has a neighbor and a nonneighbor in H. A vertex set M ⊆ V is a module in G if no vertex outside M distinguishes vertices in M . The trivial modules of G are ∅, V and the one-elementary vertex sets. A homogeneous set in G is a nontrivial module in G. A graph with at least four vertices containing no homogeneous set is called prime. Note that the smallest prime graph is the P 4 .
(iii) join between all vertices with label i and all vertices with label j for i = j (denoted by η i,j );
(iv) relabeling all vertices with label i by label j (denoted by ρ i→j ).
Definition 1 ([10])
The clique-width cwd(G) of a graph G is the minimum number of labels which are necessary to generate G by using the operations (i) -(iv).
A k-expression of a graph G describes a sequence of operations (i)-(iv) generating G and using at most k pairwise different labels.
As already mentioned, it is well-known that cographs are exactly the graphs of clique-width at most 2. In [6] , Corneil et al. give a polynomial time recognition algorithm of graphs having clique-width ≤ 3 but the characterization of these graphs is still an open problem. It seems to be very difficult to give lower bounds for clique-width even if upper bounds are known.
It should be remarked that the notion of NLC-width introduced by Wanke [23] is very similar to clique-width. The NLC-width of a graph G is the minimum number of labels needed to construct G using two graph operations called union (× S ) and relabeling (• R ). It turns out that a graph has bounded clique-width if and only if it has bounded NLC-width.
Subsequently, we will frequently make use of the following principles:
If there is a t-expression constructing G, then there is a (p · t)-expression constructing G such that finally for each i ∈ {1, 2, . . . , p}, vertices in V i get the same label and ℓ(u) = ℓ(v) for each pair u ∈ V i and v ∈ V j , i = j.
Proof. Let τ be the t-expression constructing G using labels 1, . . . , t. We will construct a (p · t)-expression using labels 1 1 , 1 2 , . . . , 1 p ; 2 1 , 2 2 , . . . , 2 p ; · · · ; t 1 , t 2 , . . . , t p such that finally vertices in in V r , r ∈ {1, . . . , p}, get label r: For every v ∈ V r , replace in τ the (unique) initial label ℓ(v) with ℓ r (v) , ℓ ∈ {1, 2, . . . , t}, ℓ r ∈ {ℓ 1 , . . . , ℓ p }. For each subexpression η i,j (τ k ) in τ , where τ k is a subexpression constructing G k ⊂ G, let I be the set of vertices of label i in τ k and J be the set of vertices of label j in τ k . Then for each pair u ∈ V r ∩ G k and v ∈ V s ∩ G k with u ∈ I and v ∈ J, r, s ∈ {1, . . . , p}, (r = s possible), replace η i,j (τ k ), i, j ∈ {1, . . . , t}, with η ir,js (τ * k ), where τ * k is the resulting expression from τ k after replacing the initial label ℓ (v) , with ℓ q (v) 
In the same way, replace ρ i→j (τ k ) with ρ ir→js (τ * k ). Note that, as i = j in the operation ρ i→j , i r is always different from j s , also in the case r = s. Finally, for all r ∈ {1, . . . , r}, relabel all vertices of V r into label r.
2
Let k 0 be the maximum number of subsets S ⊆ {1, . . . , k} such that V S = ∅, and
If there is a t-expression constructing G \ V ′ , then there is a (k 0 t + c)-expression constructing G.
Proof. Let S 1 , . . . , S k 0 be those of the sets S such that V i := V S i , i = 1, . . . , k 0 , are nonempty. Clearly, V i ∩ V j = ∅ for i = j, and
By Principle 1, there is a (k 0 t)-expression τ 1 construction G \ V ′ with labels 1, . . . , k 0 t, such that, finally, for every i ∈ {1, . . . , k 0 } all vertices in V i get the same label i. We use the (t − 1)k 0 'free' labels k 0 + 1, . . . , tk 0 in the construction of
with k labels k 0 + 1, . . . , tk 0 , tk 0 + 1, . . . , tk 0 + c, such that every vertex a j gets label k 0 + j (j = 1, . . . , k). In any case, let τ 2 denote the k-expression above. Now, the edges between V i and {a j : j ∈ S i } can be obtained by connecting all vertices of label i with all vertices of labels k 0 + j. Thus, the following (k 0 t + c)-expression τ :
clearly constructs the whole graph G. 2
Principle 2 gives an upper bound for the clique-width of G when the clique-width of G \ V ′ is known. In particular, it follows that adding a fixed number of vertices to the graphs of a graph class of bounded clique-width affects only the bound on the clique-width of this graph but not the property that its clique-width is bounded. In the worst case, the clique-width of a graph can grow exponential in the number of added vertices. In this paper, we only use a very special case of this principle in which the upper bound is never reached. This is formulated as Corollary 2 at the end of Section 3.
Proposition 1 ([12])
The clique-width cwd(G) of a graph G is the maximum of the cliquewidth of its prime induced subgraphs. The clique-width of G is at most twice the clique-width of G.
According to Proposition 1, subsequently all graphs are assumed to be prime.
Main result and structure of this paper
The main result of this paper is Theorem 1 (Gem, co-gem)-free graphs have clique-width at most 16.
The basic tool for showing this result is Lemma 11 where, roughly speaking, the following is shown: If the prime gem-and co-gem-free graph G has two vertices a and b such that every other vertex of G is adjacent to exactly one of them then G has bounded clique-width. This is far from being obvious, and Section 3 is devoted to this lemma.
Then, having Lemma 11, the following case analysis leads to suitable partitions where Lemma 11 can be applied:
Since G is a gem-and co-gem-free graph, G contains no induced C k and no induced C k for k ≥ 7. Thus, we will distinguish between the following three cases according to whether G contains a C k or C k for k ∈ {4, 5, 6}. Lemma 4 is the simplest case, and in the proof of it, the existence of a C 5 in G is used in order to classify the vertices with respect to their neighborhood types to the C 5 . However, even for C 5 , the case analysis is long and very technical. The other cases are even more technical but in all cases the single steps are elementary and boring. Thus, we collect the proofs of most facts in an Appendix in order to keep the readability of the paper.
Lemma 4 If G is a prime (gem, co-gem)-free graph containing a C 5 then its clique-width is at most 16.
Lemma 5 Let G be a prime (gem, co-gem, C 5 )-free graph containing a C 6 or C 6 . Then G has clique-width at most 16.
Lemma 6 Let G be a prime (gem, co-gem, C 5 , C 6 , C 6 )-free graph containing a C 4 or C 4 . Then G has clique-width at most 16.
Proof of Theorem 1: Let G be a (gem, co-gem)-free graph. By Proposition 1, G can be assumed to be prime.
• If G contains a C 5 then by Lemma 4, G has clique-width at most 16.
• If G is C 5 -free containing a C 6 or C 6 then by Lemma 5, G has clique-width at most 16.
• If G is (C 5 , C 6 , C 6 )-free containing a C 4 or C 4 then by Lemma 6, G has clique-width at most 16.
• If G is (C 4 , C 4 , C 5 )-free then by Lemma 2, G is a (gem, co-gem)-free split graph and thus, by Lemma 3, G is a bull or P 4 . Clearly, in this case G has clique-width at most 3.
In each case, the clique-width of G is at most 16. 2 Lemmas 4 -6 will be proved in Sections 4 -6. As already mentioned, Section 3 is devoted to tools for their proofs.
Further tools
The main result of this section is Lemma 11 which is the most important step we will use in all proofs of Lemmas 4 -6. Before being able to prove Lemma 11, we need a lot of definitions and will show several lemmas, observations and claims. The following fact is well-known.
The above result implies that every cograph H with at least two vertices can be either partitioned into its connected components (if H is disconnected), or can be partitioned into the connected components of H (if H is disconnected).
In the following, when nothing else is explicitly stated, let G = (V, E) always denote a prime (gem, co-gem)-free graph, let a 0 , b 0 be distinct vertices of G and let
Throughout this section suppose that
Note that this assumption is essential for all further considerations in this section and that not every (gem, co-gem)-free graph has this property. (ii) If H is disconnected then v distinguishes two nonadjacent vertices of H.
Proof. Let X := N (v) ∩ H and Y := H \ X. By the assumption, X = ∅ and Y = ∅. Now, if H is connected then there is an edge between X and Y , hence (i). If H is disconnected, then there is a nonedge between X and Y , hence (ii). 2 Observation 2 Let a ∈ A be a vertex distinguishing a class B i of G [B] .
is connected then there are two nonadjacent vertices x, y ∈ B i such that a is adjacent to x and nonadjacent to y.
is disconnected then there are two adjacent vertices x, y ∈ B i such that a is adjacent to x and nonadjacent to y.
Proof. Follows directly from Observation 1. 2
The following observation holds by Observation 2 and since G is (gem, co-gem)-free.
.
is connected then a is totally nonadjacent to any class B j of G[B] with j = i.
is disconnected then a is totally adjacent to all classes B j of G[B] with j = i.
Proof.
To (i): Let x, y ∈ B i such that a ∈ A is adjacent to x and nonadjacent to y. Let z ∈ B j . By Observation 2, since G[B] is connected, there are vertices x, y ∈ B i such that x ∼ y. Moreover, by the definition of classes, B i and B j are totally adjacent. In particular, z ∼ x and z ∼ y. Assume that a ∼ z. Then a, x, b 0 , y, z would induce a gem.
To (ii): Again by Observation 2, since G[B] is disconnected, there are vertices x, y ∈ B i such that x ∼ y. Clearly, B i has a co-join to B j by the definition of classes. In particular, z ∼ x and z ∼ y. Assume that a ∼ z. Then a 0 , a, x, y, z would induce a co-gem. By Observations 2 and 3 and the property that G is (gem, cogem)-free, the following observations hold:
is totally nonadjacent to B i , then v has a join to A(i).
Proof. Let a ∈ A(i) and x, y ∈ B i such that x ∼ y, a ∼ x and a ∼ y. Let v ∈ A \ A(i) be totally nonadjacent to B i . Suppose that v is not adjacent to a. Then a, x, b 0 , y, v would induce a co-gem, a contradiction. 2
is totally adjacent to B i and v has a neighbor in B j for some index j = i, then v has a co-join to A(i).
Proof. Assume that v is nonadjacent to a vertex a ∈ A(i). Let x, y ∈ B i two nonadjacent vertices such that a ∼ x and a ∼ y and z ∈ B j be a neighbor of v. 
Since v / ∈ A(i), v is either totally adjacent to B i or v is totally nonadjacent to B i . Let a ′ be an arbitrary vertex in A ′ (i), and let a ∈ A(i) ∩ N (a ′ ) and x ∈ B i be a neighbor of a. If v is totally nonadjacent to B i then by Observation 4, v is totally adjacent to A(i). In this case, v must be totally adjacent to A ′ (i) since otherwise, {v, a 0 , a ′ , x, a} would induce a gem. If v is totally adjacent to B i and v has a neighbor in B j for an index j = i, then by Observation 5, v has a co-join to A(i). If v is adjacent to a ′ then {a, x, v, y, a ′ } induces a gem for any nonneighbor y ∈ B i of a . If v is totally adjacent to B i and totally nonadjacent to all other vertices of B then v has a co-join to A(i) by the definition of A ′ (i). If v is adjacent to a ′ then a, x, v, y, a ′ induce a gem for any nonneighbor y ∈ B i of a.
is connected. Then: (
Proof. We distinguish between two cases.
If there is an index k such that (
, v is either totally adjacent to B i or has no neighbor in B i . Since v has no neighbor in A(i), by Observation 4, v must have a join to B i , hence (ii).
The proof is very similar to Case 1, for the sake of completeness, we will give it here. Suppose that
The following observations hold, similarly to Observations 4 and 5 respectively.
is totally nonadjacent to B i and v has a nonneighbor in B j for some index j = i, then v has a join to
Definition 5 Let A ′′ (i) denote the set of vertices in A totally nonadjacent to the class B i of B, totally adjacent to all other classes of B and each vertex in A ′′ (i) has a nonneighbor in A(i).
Then the following claims hold and can be proved similarly as for Claims 1, 2:
is disconnected. Then: (
Definition 6 Let H be a subset of V \ {a 0 , b 0 } such that for every class A k of A (and every class B ℓ of B, respectively) either
We say that H is a normal subset if the following conditions hold:
, and
Otherwise, we call H a nonnormal subset. 2. Let a ∈ A and let b ∈ B be the neighbor of a.
Create a with label ℓ 1 , b with label ℓ 2 and the edge between a and b with the join operation η ℓ 1 ,ℓ 2 .
Create a ′ with label ℓ 3 ∈ {1, 2, 3, 4} \ {ℓ 1 , ℓ 2 }, b ′ with label ℓ 4 ∈ {1, 2, 3, 4} \ {ℓ 1 , ℓ 2 , ℓ 3 }, and the edge between a ′ and b ′ with the join operation η ℓ 3 ,ℓ 4 .
Create the edges between a ′ and vertices in P with the join operation η ℓ 1 ,ℓ 3 .
Create the edges between b ′ and vertices in Q with the join operation Case 1 is completely settled.
is not prime. In this case, the lemma will be shown by induction on n = |A| + |B|. Obviously, the lemma holds for n ≤ 4. Let 
with the required properties.
In the next subcases, the required 4-expression τ for G[A ∪ B] can be obtained in the same way.
Subcase 2.2. Both G[A] and G[B] are disconnected.
In this case, both A and B are stable sets. Hence
is the required 4-expression.
Subcase 2.3. G[A] is disconnected and G[B]
is connected. In this case, A is a stable set and B is a clique. Hence
Subcase 2.4. G[A] is connected and G[B]
is disconnected. In this case, A is a clique and B is a stable set. Hence
Case 2 is settled, and the proof of Lemma 8 is complete. (2) In each case, H ∩ A is a module in A and H ∩ B is a module in B. Case 2.2. Let U be the smallest union of classes in
In each case, by the definition of H we have:
• Conditions (1.1) -(2.) are trivially fullfilled;
• As A(i) ∪ B i ⊆ H, H is a nonnormal subset, and 
, u is totally adjacent to B i (in this case, u has no neighbor in A(i) or u must have a neighbor b ∈ B j for an index j = i), or u has no neighbor in B i . Assume that u is totally adjacent to B i . Since G[A] is connected, u is adjacent to all vertices in A m , in particular, u has a neighbor a ∈ A(i). Since u / ∈ A ′ (i), u must have a neighbor b ∈ B j for some j = i. Let b ∈ B j , j = i, be a neighbor of u and b ′ ∈ B i a neighbor of a. Since G[B] is connected, b is adjacent to b ′ . But then a 0 , a, b ′ , b, u induce a gem, i.e., u has no neighbor in B i . Assume now that u is adjacent to a vertex x ∈ B j ⊂ (B * \ B i ). Since G[B] is connected, x has a join to B i . Since x ∈ B j , j = i, by Observation 3 and the definition of A ′ (i), x has no neighbor in A(i) ∪ A ′ (i). Since B j ⊂ (B * \ B i ), x has a neighbor in A m . By Observation 2, we can choose a vertex z ∈ N Am (x) such that z has a co-join to A(i) ∪ A ′ (i). By Claim 2
(ii), z has a neighbor y ∈ B i . Then {a 0 , u, x, y, z} induces a gem, a contradiction, i.e., u has no neighbor in B * , showing that H ∩ B has a co-join to A \ A m . This settles Case 1.1 in case G[A] is connected.
Consider Case 1.2: Let U be the smallest union of classes in A such that A(i) ∪ A ′ (i) = U . By the definition of A ′ (i) and Observation 3, H ∩ A = U = A(i) ∪ A ′ (i) has a co-join to B \ B i = B \ (H ∩ B) . Now we will show that B i has a co-join to A \ U : Let r be a vertex of A \ U . Assume that r has a neighbor in B i . Since r / ∈ A(i), r is totally adjacent to B i . As G[A] is connected, r has a join to U , in particular, r has a join to A(i). Since r / ∈ A ′ (i), r has a neighbor x in B j for a class B j , j = i, but then {a 0 , a, y, x, r} induces a gem for any vertex a ∈ U and its neighbor y ∈ B i , a contradiction, showing that A \ U has a co-join to B i . This settles Case 1. 
. Now we will show that B i has a join to A \ U : Let r be a vertex of A \ U . Assume that r has a nonneighbor in B i . Since r / ∈ A(i), r has a co-join to B i . As G[A] is disconnected, r has a co-join to U , in particular, r has a co-join to A(i). This contradicts to Observation 4, showing that A \ U has a join to B i . This settles Case 1.2 in case G[A] is disconnected, proving Condition (4.3).
In Case 2, the lemma follows in the same way by using Observations 2(ii) -7, Claims 1 -4 and the property that G is gem-and co-gem-free (see also the Appendix).
Lemma 10 Let ℓ 1 = ℓ 2 be two arbitrary integers in {1, 2, 3, 4}. If A ∪ B is a nonnormal subset then there exists a 4-expression using label 1, 2, 3, 4 constructing G[A ∪ B] such that finally, all vertices in A get the same label ℓ 1 and all vertices in B get the same label ℓ 2 .
Proof. By induction on n = |A| + |B|. Induction basis: n = 0: There is nothing to prove. Induction step: Since A ∪ B is a nonnormal subset, there is a proper subset H of A ∪ B with the properties given in Lemma 9. In particular, Now we come to the main lemma in this section:
Lemma 11 Let G be a prime (gem, co-gem)-free graph, let a 0 , b 0 be distinct vertices of G, and set
Let ℓ 1 = ℓ 2 be two arbitrary integers in {1, 2, 3, 4}. Then there is a 4-expression using labels 1, 2, 3, 4 constructing G[A ∪ B] such that finally vertices of A get the same label ℓ 1 and vertices of B get the same label ℓ 2 .
Proof. If A ∪ B is a normal subset then by Lemma 8, we get a 4-expression constructing G with the required properties. If A ∪ B is a a nonnormal subset then by Lemma 10, we get a 4-expression constructing G with the required properties. 2
Corollary 1 Let G be a graph as in Lemma 11, and let ℓ 1 = ℓ 2 be two arbitrary integers in {1, 2, 3, 4}. Then G[A ∪ B] can also be constructed with four labels 1, 2, 3, 4 such that finally vertices of A get the same label ℓ 1 and vertices of B get the same label ℓ 2 . 2
Lemma 11 and Corollary 1 are used in the proofs of Lemmas 4 -6 as follows:
We first give a partition V (G) into smaller subsets F 1 , F 2 , . . . , F r such that for i ∈ {1, 2, . . . , r}, G[F i ] can be constructed with 4 labels by Lemma 11, i.e., we find two vertices a i 0 , b i 0 ∈ V (G)\F i with: every vertex in F i is either adjacent to a i 0 or to b i 0 (but not to both), and these F i 's are chosen such that the edges between two subsets V i ⊆ F i and V j ⊆ F j are 'easy to control' in the following sense: Either V i has a join to V j or V i has a co-join to V j . Then we can construct G with the clique-width bound given in the following observation:
Observation 8 Let G = (V, E) be a graph and V = F 1 ∪ F 2 ∪ · · · ∪ F r be a partition of V . Moreover, suppose that for i ∈ {1, . . . , r}
(2) For every i, i ′ ∈ 1, . . . , r, i = i ′ and every j ∈ {1, . . . , r i }, j ′ ∈ {1, . . . , r i ′ }: V i j has a join or a co-join to V i ′ j ′ If for every i ∈ {1, . . . , r}:
(3) there is a t i -expression τ i with labels 1, . . . , t i constructing G[F i ] such that for j, j ′ ∈ {1, . . . , r i }, all vertices of V i j get the same label and for j = j ′ , ℓ i j (x) = ℓ i j ′ (x ′ ); (4) for every i ′ ∈ 1, . . . , r, i ′ = i and every j ∈ {1, . . . , r i }, j ′ ∈ {1, . . . , r i ′ }:
Then G can be constructed with a t-expression with t = max{t i : i ∈ {1, . . . , r}}.
Proof. After constructing G[F i ] with τ i , it remains to create the edges of G between F i and F i ′ , i, i ′ ∈ {1, . . . , r}, i = i ′ . Now, by the assumptions (1) − (4), the following t-expression τ correctly constructs G:
{ For short, we write ℓ i j for ℓ i j (x), x ∈ V i j and
Since τ only uses labels used by τ i , t = max{t i : i ∈ {1, . . . , r}} as claimed. 2
We will see in our case analysis in Sections 4 -6, that for every i, we have r i ≤ 4 and thus, by Principle 1, condition (3) of Observation 8 can be obtained with the bound t i ≤ 16(= 4 · 4). The following corollary is a special case of Observation 8 and of Principle 2 as well. It will be frequently used in the proof of Lemma 4.
Corollary 2 Let G = (V, E) be a graph and V = F 1 ∪ F 2 be a partition of V . Moreover, suppose that
2. for every i ∈ {1, . . . , k} and every j ∈ {1, . . . , r}: v i has a join or a co-join to V j , 3. there is a t 1 -expression τ 1 constructing G[F 1 ] using labels 1, . . . , t 1 such that for j, j ′ ∈ {1, . . . , r}, all vertices of V j get the same label and for
Then G can be constructed with a t-expression with t = max{t 1 , r + k}.
In all cases where we use this corollary, we have k ≤ 3, r ≤ 4 and thus the bound ≤ 16.
Proof of Lemma 4
Let G be a prime (gem, co-gem)-free graph containing a C 5 C with vertices v 1 , v 2 , v 3 , v 4 , v 5 and edges v i v i+1 , 1 ≤ i ≤ 5 (all index arithmetic modulo 5). For every i, 1 ≤ i ≤ 5, let:
v is adjacent in C only to v i−2 and to v i+2 },
v is adjacent in C only to v i−2 , to v i and to v i+2 }.
Z i := {v ∈ V \ C : v is adjacent in C only to v i−1 and to v i+1 },
See also Figure 2 . Figure 2 : A C 5 with its T, X, Y and Z sets Clearly,
The following properties directly follow since G is (gem, co-gem)-free (a detailed proof is given in the Appendix):
Observation 9 For each i ∈ {1, 2, 3, 4, 5}, the following properties hold:
(vi) Let j ∈ {i + 2, i − 2}. If X i = ∅ and X j = ∅ then X i has a co-join to Z i and T i , and X j has a co-join to Z j and T j ;
(vii) Let j ∈ {i + 1, i − 1}. If Y i = ∅ and Y j = ∅ then Y i has a join to X i , Z i and T i , and Y j has a join to X j , Z j and T j . 2
Since G is prime, it follows by Observation 9 (v) :
and by Observation 9 (iii), (v) 
and (vi):
Corollary 4 For every i ∈ {1, 2, 3, 4, 5}, if X i = ∅ and X i+2 = ∅ and
and by Observation 9 (iii) − (vii):
Now, we are going to prove Lemma 4:
Proof of Lemma 4. By Corollaries 3, 4, and 5, we will consider three cases: -By Principle 1, we can construct
] with 4 · 4 labels such that V i get label i.
-By Corollary 2, we can construct G with a (4 · 4)-expression.
In each of the following cases, since the construction of G is very similar to the one of Case 1.2, we only give the partition of V (G) into a subset (whose induced subgraph can be constructed by Lemma 11) and the remaining three vertices (which can be inserted by Corollary 2). Case 1.3. X i = ∅ and X i+2 = ∅ for some index i. By Corollaries 3 and 4, G has 7 vertices. Hence, cwd(G) ≤ 5. In each case, we need 16 labels for constructing G proving Lemma 4.
From now on we use the following notation: Let H be a subgraph of G with
In order to simplify our notation, we write M 123 instead of M {1,2,3} , for example. For distinct vertices v i , v j ∈ V (H), we write F inotj for a subset of V (G) \ V (H), if every vertex in F inotj is adjacent to v i and nonadjacent to v j .
Proof of Lemma 5
Let G be a prime (gem,co-gem,C 5 )-free graph containing a C 6 C with vertices v 1 , v 2 , . . . , v 6 and edges Figure 3 ) Figure 3 : A C 6 with some of its M sets Observation 10 Only the following subsets of V \ C can be nonempty: Sets which cannot be assigned to any F i , i ∈ {1, 2, 3, 4}, because they do not have the property required in (b), will be subdivided into smaller sets as follows. We set
Now, we give the partition of V \ (M 16 ∪ M 24 ∪ M 35 ):
Clearly,
and the following observation holds (again, its proof is elementary but long; the details are given in the Appendix).
Observation 12
(i) F 1 has a co-join to F 3 and a join to F 4 .
(ii) F 2 has a co-join to F 4 and a join to F 3 .
By Lemma 11, we can construct G[F 1 ∪ F 2 ] with a 4-expression such that finally vertices of F 1 get label 1, vertices of F 2 get label 2 since each of them is exactly adjacent to one of v 2 , v 5 .
In the same way, we can construct G[F 3 ∪ F 4 ] with a 4-expression such that finally vertices of F 3 get label 3, vertices of F 4 get label 4 since each of them is adjacent to exactly one of
The remaining edges between the F i sets can be constructed as described in Observation 12. Observation 13 v 6 } and a co-join to the remaining sets.
(ii) y has a join to
} and a co-join to the remaining sets.
(iii) z has a join to
Now, by Principle 1, we can construct
] with a (4 · 4)-expression using labels 0, 1, . . . , 15 such that finally for i = 1, 2, 3, all vertices of V i get label i and vertices of
by Corollary 2, we can construct G with 16 labels, proving Lemma 5 for the case that G contains a C 6 .
Since G is also (gem, co-gem, C 5 )-free, the case that G contains a C 6 can be proved by using the same partition method and arguments.
Proof of Lemma 6
The domino is the graph on 6 vertices v 1 , . . ., v 6 with edges
The co-domino is the complement graph of the domino. The house is the complement graph of the P 5 . The graph A has 6 vertices v 1 , . . ., v 6 and edges Since G is gem and co-gem-free, G contains no double-gem and no A as induced subgraphs. In our case, Lemma 12 can be reformulated as follows:
Lemma 13 If a prime (gem, co-gem)-free graph G contains a C 4 or a 2K 2 then G contains a domino, a co-domino, a P 5 or a house.
After having proved Lemma 4 and Lemma 5, we can then show the next two lemmas according to Lemma 13:
Lemma 14 Let G be a prime (gem, co-gem, C 5 , C 6 , C 6 )-free graph containing a domino or co-domino. Then G has clique-width at most 16.
Lemma 15 Let G be a prime (gem, co-gem, C 5 , C 6 , C 6 , domino, co-domino)-free graph containing a P 5 or a house. Then G has clique-width at most 16.
Lemma 6 then follows from Lemmas 13, 14 and 15.
Proof of Lemma 14
Let G be a (gem, co-gem, C 5 , C 6 , C 6 )-free graph containing a domino D with vertices
Figure 5: A domino with some of its M sets Observation 14 Only the following subsets of V \ D can be nonempty:
A proof of Observation 14 is given in the Appendix.
Claim 5 S 1 := {v ∈ V : v is adjacent to v 4 , v 5 , v 6 and nonadjacent to v 2 , v 3 } is a stable set.
A proof of Claim 5 is given in the Appendix. By symmetry we get Claim 6 S 2 := {v ∈ V : v is adjacent to v 1 , v 2 , v 3 and nonadjacent to v 4 , v 5 } is a stable set.
Note that v 1 ∈ S 1 and v 6 ∈ S 2 . Therefore,
Observation 15 Note that, by Observation 15 (i),
Very similar to the proof of Lemma 5, we give a partition of V \ {v 1 , v 6 } into subsets
can be constructed by Lemma 11. Moreover, F i will be chosen such that for every set
M in the definition of F 2 and of
M in the definition of F 3 and of
Also here, we subdivide sets which cannot be assigned to any F i because they do not have any of the properties (1) − (3) into smaller subsets as in the following definitions: 
v has a co-join to M 34 and a join to M 1256 },
v has a join to M 34 and a co-join to M 1256 },
v has a co-join to M 34 and a join to M 1256 }.
Observation 16 A proof of Observation 16 is given in the Appendix. We now define the sets F i as follows:
Clearly, by Corollary 6 and our assumption that M 1256 is not empty,
Moreover, the following observation holds:
Observation 17 (i) F 2 has a co-join to F 3 and a join to F 5 ,
(ii) F 4 has a co-join to F 5 and a join to F 3 , (iii) M 34 has a co-join to F 2 ∪ F 5 and a join to Since G is also (gem, co-gem, C 5 , C 6 , C 6 )-free, the case that G contains a co-domino can be proved by using the same partitions method and arguments.
Proof of Lemma 15
Let G be a (gem, co-gem, C 5 , C 6 , C 6 , domino, co-domino)-free containing a P 5 P with vertices Figure 6 )
Figure 6: A P 5 with some of its M sets
Observation 18
Only the following subsets of V \ P can be nonempty: 
Let us first list some properties which follow directly since G is (gem, co-gem, C 5 , C 6 , C 6 , domino, co-domino)-free.
Observation 19
and by symmetry, 
Together with Observation 19, these definitions imply
Observation 20
A proof of Observation 20 is given in the Appendix. Recall that by Observation 19, (x) , (xi), (xiv), M 134 , M 235 and M 1245 are modules of G.
According to Observation 20, we define the partition of V = F 1 ∪ F 2 ∪ F 3 ∪ F 4 ∪ F 5 as follows:
the label of M ⊂ F i and the label of its neighbors in F j are different.
By Observation 8, we need 16 labels for constructing G, proving Lemma 15 in the case that G contains a P 5 .
Since G is also (gem, co-gem, C 5 , C 6 , C 6 , domino, co-domino)-free, the case that G contains a house can be settled in the same way.
Conclusion
The advantage of the partition of V (G) into smaller subsets with certain properties (used in the proofs of Lemmas 4 -6) is that we can use the same arguments to get a partition of V (G) with the required properties. Thus, in all these cases, we can conclude the same clique-width bounds for G (instead of having a factor 2 as in Proposition 1). Together with many details of case analysis we obtain the upper bound 16 for clique-width of (gem, co-gem)-free graphs.
However, we are fully convinced that this bound can be considerably improved, especially since we do not know any example of (gem, co-gem)-free graphs whose generation requires at least 5 labels. On the other hand, the bound 4 obtained in Lemma 11 is best possible since there are (gem, co-gem)-free graphs fulfilling the conditions of Lemma 11 whose generation requires at least 4 labels (take, for example, the C 6 ).
As we study the structure of (gem, co-gem)-free graph with respect to forbidden subgraphs, our result only yields a polynomial-time algorithm for constructing a corresponding 16 
is connected, by Observation 2, we can choose w such that w has a co-join to A(i) ∪ A ′′ (i). Now, if u is adjacent to b j for an index j then {b j , a, a 0 , w(b), u} would induce a gem with any vertex a ∈ A(i). Thus, u has a co-join to B * , which settles Case 2.1. Consider Case 2.2: Let U be the smallest union of classes in A such that A(i) ∪ A ′′ (i) = U . By Observation 3 and the definition of A ′′ (i),
. We show now that A \ U has a co-join to B i . Let r be a vertex of A \ U . Assume that r has a neighbor in B i . Since r / ∈ A(i), r is totally adjacent to B i . As G[A] is connected, r has a join to U , in particular, r has a join to A(i), a contradiction to Observation 6, showing We show now that A \ U has a join to B i : Let r be a vertex of A \ U . Assume that r has a nonneighbor in B i . Since r / ∈ A(i), r has a co-join to B i . Since r / ∈ A ′′ (i), r has a nonneighbor in B j for some j = i. As G[A] is disconnected, r has a co-join to U , in particular, r has a co-join to A(i). That contradicts to Observation 7,  showing that A \ U has a join to B i . This settles Case 2.2 in case G[A] is disconnected, proving Condition (4.2).
C Proof of Observation 9
(i) : Let x ∈ X i and assume there exists a vertex y ∈ X i+1 . If x ∼ y then x, y, v i , v i+1 , v i+2 induce a co-gem. If x ∼ y then x, y, v i−1 , v i−2 , v i+2 induce a gem. Thus, X i+1 must be empty. By symmetry, if X i is nonempty then X i−1 must be empty. Let x ∈ X i , y ∈ X i+2 . If x ∼ y then x, y, v i−1 , v i−2 , v i+1 induce a co-gem. Thus, X i has a join to X i+2 . By symmetry, X i has a join to X i−2 . (iii) : Consider an arbitrary j = i. Thus, j ∈ {i + 1, i − 1, i + 2, i − 2}. First, it follows from (i) that no vertex in X j distinguishes X i . Next, we have the following facts (in the proofs, x is any vertex in X i ):
• X i has a co-join to Y i+1 ∪ Y i−1 . For if x is adjacent to a vertex y ∈ Y i+1 then x, y, v i−1 , v i−2 , v i+2 induce a gem. The case y ∈ Y i−1 is symmetrical.
• X i has a co-join to Z i+1 ∪ Z i−1 . For if x is adjacent to a vertex y ∈ Z i+1 then x, y, v i−1 , v i−2 , v i+1 induce a co-gem. The case y ∈ Z i−1 is symmetrical.
• X i has a co-join to T i+1 ∪ T i−1 . For if x is adjacent to a vertex y ∈ T i+1 then x, y, v i−2 , v i+1 , v i+2 induce a gem. The case y ∈ T i−1 is symmetrical.
• X i has a join to Y i+2 ∪ Y i−2 . For if x is nonadjacent to a vertex y ∈ Y i+2 then x, y, v i−1 , v i−2 , v i+1 induce a co-gem. The case y ∈ Y i−2 is symmetrical.
• X i has a join to Z i+2 ∪ Z i−2 . For if x is nonadjacent to a vertex y ∈ Z i+2 then x, y, v i−1 , v i+1 , v i induce a co-gem. The case y ∈ Z i−2 is symmetrical.
• X i has a join to T i+2 ∪ T i−2 . For if x is nonadjacent to a vertex y ∈ T i+2 then x, y, v i+1 , v i+2 , v i−2 induce a gem. The case y ∈ T i−2 is symmetrical.
It follows that X i is a module in V \ (Y i ∪ Z i ∪ T i ).
(iv): Consider an arbitrary j = i. Thus, j ∈ {i + 1, i − 1, i + 2, i − 2}. First, it follows from (ii) that no vertex in Y j distinguishes Y i . Next, we have the following facts (in the proofs, x is any vertex in Y i ):
• Y i has a co-join to X i+1 ∪ X i−1 . This follows from the proof of (iii).
• Y i has a co-join to Z i+1 ∪ Z i−1 . For if x is adjacent to a vertex y ∈ Z i+1 then x, y, v i , v i−2 , v i+2 induce a gem. The case y ∈ Z i−1 is symmetrical.
• Y i has a co-join to T i+1 ∪ T i−1 . For if x is adjacent to a vertex y ∈ T i+1 then x, y, v i , v i−2 , v i+2 induce a gem. The case y ∈ T i−1 is symmetrical.
• Y i has a join to X i+2 ∪ X i−2 . This follows from the proof of (iii).
• Y i has a join to Z i+2 ∪ Z i−2 . For if x is nonadjacent to a vertex y ∈ Z i+2 then x, y, v i−1 , v i+1 , v i+2 induce a co-gem. The case y ∈ Z i−2 is symmetrical.
• Y i has a join to T i+2 ∪ T i−2 . For if x is nonadjacent to a vertex y ∈ T i+2 then x, y, v i+1 , v i+2 , v i−2 induce a gem. The case y ∈ T i−2 is symmetrical.
It follows that Y i is a module in V \ (X i ∪ Z i ∪ T i ). (v) : Consider an arbitrary j = i. Thus, j ∈ {i + 1, i − 1, i + 2, i − 2}. First, it follows from (the proofs of) (iii) and (iv) that no vertex in X j ∪ Y j distinguishes Z i ∪ T i ∪ {v i }. Next, we have the following facts (in the proofs, x is any vertex in Z i , y is any vertex in T i ):
• Z i ∪T i ∪{v i } has a join to Z i+1 ∪Z i−1 : By definition of Z-sets, v i has a join to Z i+1 ∪Z i−1 . Let z ∈ Z i+1 . If x ∼ z then x, z, v i , v i+2 , v i−2 induce a co-gem. Thus, Z i has a join to Z i+1 . If y ∼ z then y, z, v i+1 , v i−1 , v i−2 induce a co-gem. Thus, T i has a join to Z i+1 . The case z ∈ Z i−1 is symmetrical.
• Z i ∪T i ∪{v i } has a join to T i+1 ∪T i−1 : By definition of T -sets, v i has a join to T i+1 ∪T i−1 . Let z ∈ T i+1 . If x ∼ z then x, z, v i , v i+2 , v i−2 induce a co-gem. Thus, T i has a join to T i+1 . If y ∼ z then y, z, v i−1 , v i , v i+1 induce a gem. Thus, T i has a join to T i+1 . The case z ∈ T i−1 is symmetrical.
• Z i ∪ T i ∪ {v i } has a co-join to Z i+2 ∪ Z i−2 : By definition of Z-sets, v i has a co-join to Z i+2 ∪ Z i−2 . Let z ∈ Z i+2 . If x ∼ z then x, z, v i , v i−2 , v i+2 induce a co-gem. Thus, Z i has a co-join to Z i+2 . If y ∼ z then y, z, v i−1 , v i , v i+1 induce a gem. Thus, T i has a co-join to Z i+2 . The case z ∈ Z i−2 is symmetrical.
• Z i ∪ T i ∪ {v i } has a co-join to T i+2 ∪ T i−2 : By definition of T -sets, v i has a co-join to T i+2 ∪ T i−2 . Let z ∈ T i+2 . If x ∼ z then x, z, v i+1 , v i+2 , v i−2 induce a gem. Thus, T i has a co-join to T i+2 . If y ∼ z then y, z, v i , v i+1 , v i+2 induce a gem. Thus, T i has a co-join to T i+2 . The case z ∈ T i−2 is symmetrical.
It follows that Z i ∪ T i ∪ {v i } is a module in V \ (X i ∪ Y i ).
(vi): Assume X i = ∅, X i+2 = ∅, and let x ∈ X i , y ∈ X i+2 . Note that by (i), x ∼ y and by (the proof of) (iii) , y has a join to Z i ∪ T i . We have
• X i has a co-join to Z i . For if x is adjacent to a vertex z ∈ Z i then x, y, z, v i , v i−1 induce a gem.
• X i has a co-join to T i . For if x is adjacent to a vertex z ∈ T i then x, y, z, v i , v i+1 induce a gem.
• X i+2 has a co-join to Z i+2 ∪ T i+2 . This follows by symmetry from the above facts.
In case X i = ∅, X i−2 = ∅, the statement (vi) follows again by symmetry. (vii) : Assume Y i = ∅, Y i+1 = ∅, and let x ∈ Y i , y ∈ Y i+1 . Note that by (ii), x ∼ y. We have
• Y i has a join to X i : Let z ∈ X i . From the proof of (iii), y ∼ z. Now, if x ∼ z then x, y, z, v i , v i+1 induce a co-gem.
• Y i has a join to Z i : Let z ∈ Z i . From the proof of (iv), y ∼ z. Now, if x ∼ z then x, y, z, v i , v i−2 induce a co-gem.
