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REEB ORBITS AND THE MINIMAL DISCREPANCY OF AN ISOLATED
SINGULARITY
MARK MCLEAN
Abstract. Let A be an affine variety inside a complex N dimensional vector space which
has an isolated singularity at the origin. The intersection of A with a very small sphere turns
out to be a contact manifold called the link of A. Any contact manifold contactomorphic
to the link of A is said to be Milnor fillable by A. If the first Chern class of our link is
torsion then we can assign an invariant of our singularity called the minimal discrepancy,
which is an important invariant in birational geometry. We define an invariant of the link
up to contactomorphism using Conley-Zehnder indices of Reeb orbits and then we relate
this invariant with the minimal discrepancy. As a result we show that the standard contact
5 dimensional sphere has a unique Milnor filling up to normalization proving a conjecture
by Seidel.
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1. Introduction
Suppose we have an irreducible affine variety A ⊂ CN of complex dimension n which
has an isolated singularity at 0 (here we include the case that A might be smooth at 0).
For any ǫ > 0 small enough we have that LA := A ∩ {
∑N
i=1 |zi|
2 = ǫ2} is a differentiable
manifold of real dimension 2n − 1 and such a manifold is an invariant of the germ of A at
0. We call LA the link of A. Near 0, we have that A is homeomorphic to the cone over
LA. The simplest example is when A is smooth at 0 in which case LA is diffeomorphic to
a sphere. Many people have studied the relationship between the algebraic properties of A
at 0 and the topology of LA. Such results go back to [Hee16]. There have been particularly
powerful results when dimCA = 2 but there are far less powerful results in higher dimensions.
For instance, let’s start with the following definition inspired by [Hee16][Page 236 (French
Translation)]: A singularity is topologically smooth if its link is diffeomorphic to a sphere.
Mumford in [Mum61] showed that every normal topologically smooth singularity of complex
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dimension 2 is in fact smooth. But in complex dimension 3 or higher there are many examples
of isolated normal singularities which are topologically smooth, but not smooth at 0 such as
{x2 + y2 + z2 + w3 = 0} (see [Bri66b], [Bri66a], [Hir68] and [Bri00]). Normality of this
singularity follows from Serre’s criterion for normality [Eis95, Theorem 18.15].
Having said this, one can put additional structure on the link. Let J0 : TC
N → TCN
be the standard complex structure on CN viewed as an automorphism of the real tangent
bundle whose square is −id. Then ξA := TLA ∩ J0(TLA) ⊂ TLA is a contact structure for ǫ
small enough and (LA, ξA) is an invariant of the germ of A at 0 up to contactomorphism (see
[Var82]). One can also view ξA as the kernel of
∑N
j=1 xjdyj − yjdxj |LA where zj = xj + iyj
are coordinates for CN . Following [CNPP06], a contact manifold (C, ξ) is said to be Milnor
fillable if it is contactomorphic to (LA, ξA) for some A. Here A is called a Milnor filling
of (C, ξ). An example of a Milnor fillable contact structure is the standard contact sphere
(S2n−1, ξstd) which is defined to be the link of C
n (i.e. S2n−1 is the unit sphere in Cn and
ξstd is the unique hyperplane distribution which is J0 invariant).
In [Ust99] it was shown, for each m > 0, that there are infinitely many examples of isolated
singularities whose links are diffeomorphic to S4m+1, but not contactomorphic to each other.
Hence (LA, ξA) is a stronger invariant than LA on its own. Building on the work of [Ust99],
[Kwo13] systematically investigated the links of weighted homogenous hypersurface singu-
larities {
∑
j z
kj
j = 0}. In particular using Conley-Zehnder indices of Reeb orbits, [Kwo13,
Theorem 6.3] (along with its proof) tells us whether
∑
j 1/kj > 1 just from (LA, ξA). Such a
result is significant because Reid in [Rei79, Proposition 4.3] showed that such a singularity is
canonical at 0 if and only if
∑
j 1/kj > 1 (see [Rei79, Section 1] for a definition of canonical
singularity).
For certain singularities called Q-Gorenstein singularities, one can define an invariant tak-
ing values in Q called the minimal discrepancy (see [Amb06]). We write md(A, 0) for the
minimal discrepancy of A at 0. All isolated complete intersection singularities of complex
dimension 2 or higher are Q-Gorenstein, and it turns out that canonical singularities are de-
fined as Q-Gorenstein singularities with non-negative minimal discrepancy. Hence there is a
direct relationship between the result in [Kwo13] mentioned earlier and minimal discrepancy.
Minimal discrepancy can be defined for a larger class of singularities called numerically Q-
Gorenstein singularities in [BdFFU]. An isolated singularity is numerically Q-Gorenstein
if c1(TA|LA) = c1(ξA;Q) is torsion in H
2(LA,Z) (for related definitions, including the proof
that c1(TA|LA) = c1(ξA;Q), see Section 3). Singularities with positive minimal discrepancy
are called terminal singularities. These have special importance in the minimal model pro-
gram ([KM98]). See [BdFFU, Corollary 5.17] for a proof that positive minimal discrepancy
is equivalent to being terminal. In fact minimal discrepancy itself has a special importance
in the minimal model program ([Sho88]).
Now let (C, ξ) be a cooriented contact manifold of dimension 2n − 1 with H1(C;Q) = 0
and c1(ξ;Q) = 0 ∈ H
2(C,Q). Suppose that α is a contact form with ker(α) = ξ respecting
this coorientation. To any Reeb orbit γ : R/LZ → C of α, we have an associated index
CZ(γ) ∈ Q called the Conley-Zehnder index. One should think of the Conley-Zehnder index
as a measure of how much the nearby Reeb flow lines ‘wrap’ around our Reeb orbit γ. This
index will be defined in Section 4.1 (we also define it in some cases in the introductory section
2.1). Let φt : C → C, t ∈ R be the Reeb flow of α. The differential Dφt : TC → TC of
the Reeb flow preserves ξ and so for p ∈ C let Dpφt|ξ : ξ|p → ξ|φt(p) be the restriction of
this differential to the contact distribution. Because the Reeb orbit γ has period L, our
linearized map Dγ(0)φL|ξ sends ξ|γ(0) to itself, because ξ|γ(L) = ξ|γ(0). Such a map is called
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the linearized return map of γ. We define the lower SFT index lSFT(γ) to be
CZ(γ)−
1
2
dim ker(Dγ(0)φL|ξ − id) + (n− 3).
For any contact form α we define the minimal SFT index of α to be mi(α) := infγ lSFT(γ)
where the infimum is taken over all Reeb orbits γ of α. The highest minimal SFT in-
dex of (C, ξ) is defined as hmi(C, ξ) := supαmi(γ) where the supremum is taken over all
contact forms α with ker(α) = ξ respecting the coorientation of ξ. This is an invariant up
to coorientation preserving contactomorphism. Having said that if (C, ξ) admits a coorien-
tation reversing contactomorphism then hmi(C, ξ) is in fact a (not necessarily coorientation
preserving) contactomorphism invariant. This is the case for links of singularities (LA, ξA)
because z → z is a coorientation reversing contactomorphism.
Our main theorem is:
Theorem 1.1. Let A have a normal isolated singularity at 0 that is numerically Q-Gorenstein
with H1(LA;Q) = 0 then:
• If md(A, 0) ≥ 0 then hmi(LA, ξA) = 2md(A, 0).
• If md(A, 0) < 0 then hmi(LA, ξA) < 0.
This Theorem will follow from Theorems 5.23 and 7.2. Our main theorem works for any
normal isolated singularity, even if it cannot be smoothed. We have the following corollary,
proving a conjecture by Seidel [Sei07, Lecture 6].
Corollary 1.2. Suppose that A is normal and that (LA, ξ) is contactomorphic to the link of
C3 (i.e. the standard contact sphere (S5, ξstd)), then A is smooth at 0.
The above corollary says that the standard contact 5 dimensional sphere has a unique Mil-
nor filling up to normalization. This generalizes the previously stated theorem by Mumford
because the three sphere has a unique strongly fillable contact structure (see [Eli90], [Gro85])
and because Milnor fillable contact structures are strongly fillable by resolving the singularity
(Lemma 5.25). In fact every oriented 3-manifold admits at most one Milnor fillable contact
structure up to orientation preserving diffeomorphism [CNPP06].
The above corollary is a direct consequence of the following conjecture by Shokurov proven
in complex dimension 3 by [Rei83, Main Theorem (I)] combined with minimal discrepancy
calculations from [Mar96] and [Kaw93].
Conjecture 1.3. (Shokurov [Sho02, Conjecture 2]).
Suppose A is normal and numerically Q-Gorenstein with md(A, 0) = n−1 then A is smooth
at 0.
Shokurov has the stronger condition that A is Q-Gorenstein, but [BdFFU, Corollary 5.17]
ensures that any numerically Q-Gorenstein singularity with minimal discrepancy > −1 is in
fact Q-Gorenstein.
As a result we have the following corollary:
Corollary 1.4. Assuming that Conjecture 1.3 is true, A is normal and (LA, ξ) is contacto-
morphic to the standard contact sphere of any dimension greater than 1 then A is smooth at
0.
In other words, Shokurov’s conjecture combined with Theorem 1.1 implies that the stan-
dard contact sphere has a unique Milnor filling up to normalization.
We also have the following corollary:
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Corollary 1.5. Assume that A has an isolated canonical singularity with H1(LA;Q) = 0,
and let B be any other normal isolated singularity whose link is contactomorphic to that of A.
Then B also has canonical singularities, and md(A) = md(B). In particular, A is terminal
iff B is.
We will now wildly speculate on the relationship between the main result of this paper and
other results concerning the arc space. The arc space was introduced by Nash in [Nas95].
Let Arc(A) be the space of formal disks Hom(Spec C[[z]], A) and Arc(A, 0) ⊂ Arc(A) the
subspace of such disks passing through our singularity. Very roughly, [EMY03, Theorem 2.6]
relates the codimension of Arc(A, 0) inside Arc(A) with the minimal discrepancy. Imagine
that, as a disk in Arc(A, 0) approaches the origin, it converges to some Reeb orbit, and that
the component of Arc(A, 0) of highest codimension finds the lowest index Reeb orbit. Hence
one can ask, what is the relationship between the space of pseudo holomorphic curves on the
symplectization of this link (such as those curves encoded by symplectic field theory) and the
arc space? The arc space may not quite be the right space to study, instead it might be the
space of short arcs defined in [KN14].
We can also ask other questions. For instance minimal discrepancy is also defined for
non-isolated singularities and more generally for log pairs, and it would be interesting to see
if there is some way of characterizing the minimal discrepancy of such objects using contact
geometry.
This paper is structured as follows: Section 2 is split into two subsections, Subsection 2.1
and Subsection 2.2. In Subsection 2.1 we give some basic notions from symplectic and contact
topology. We also define the Conley-Zehnder index in a restricted situation for illustrative
purposes. In Subsection 2.2, we give a sketch of the proof in the specific case when A is a cone
singularity. We hope that this section will explain the tight connection between md(A, 0) and
hmi(LA, ξA). We also introduce some of the tools used in the proof such as Gromov-Witten
theory (in a very specific case) and also neck stretching which is used to find Reeb orbits.
In Section 3 we give two definitions of numerically Q-Gorenstein singularities, an algebraic
and a topological one, then we prove their equivalence. We then define the minimal discrep-
ancy. In Section 4 we define the Conley-Zehnder index of a Reeb orbit and then we relate the
lSFT indices of degenerate orbits with lSFT indices of non-degenerate orbits coming from
perturbations of these degenerate orbits. In Section 5 we show that a resolution of A admits
a nice symplectic structure and the boundary of a neighborhood of the exceptional divisors
is a contact manifold contactomorphic to (LA, ξA) and admitting a contact form with nice
families of Reeb orbits. As a result we prove the inequality hmi(LA, ξA) ≥ 2md(A, 0). In Sec-
tion 6 we show how to define genus 0 Gromov-Witten invariants for certain open symplectic
manifolds (i.e. we count compact curves in some compact subset of such manifolds). We also
prove some important technical Lemmas involving these open manifolds. In Section 7 we
use results from the previous section to show hmi(LA, ξA) ≤ 2md(A, 0) if md(A, 0) ≥ 0 and
hmi(LA, ξA) < 0 if md(A, 0) < 0. This is done by partially compactifying some resolution of
A and then using Gromov-Witten invariants along with a neck stretching argument to find
Reeb orbits of the appropriate Conley-Zehnder index. Appendix A reviews neck stretching
and proves a compactness result when the contact structure is degenerate. Appendix B proves
a maximum principle for stable Hamiltonian structures which is a key argument enabling us
to show that we can define Gromov-Witten invariants for some partial compactification of a
resolution of A.
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2. Basic Notions and a Sketch of the Proof
2.1. Basic Notions. The purpose of this section is to give some basic definitions from
contact and symplectic topology for non-experts, and also to set up notational conventions
in this paper. A good introduction of the basics of contact/symplectic topology is found in
[MS98].
Definition 2.1. Suppose that C is a manifold of dimension 2n − 1. A contact structure
is a hyperplane distribution ξ ⊂ TC which is locally equal to ker(α) for some 1-form α where
α ∧ (dα)n−1 6= 0. The 1-form α is called a contact form associated to ξ. The pair
(C, ξ) is called a contact manifold if ξ is a contact structure. A cooriented contact
manifold (C, ξ) is a contact manifold so that ξ = ker(α) for some global 1-form α. The
1-form α induced an orientation on the bundle TX/ξ which we call a coorientation of ξ.
Two contact manifolds (C1, ξ1), (C2, ξ2) are contactomorphic if there is a diffeomorphism
φ : C1 → C2 sending ξ1 to ξ2. The diffeomorphism φ is called a contactomorphism.
For any two contact forms α and β associated to ξ, there is a smooth function f : C →
R\{0} where α = fβ. From now on we will assume that every contact manifold is cooriented,
and we will study such manifolds up to coorientation preserving contactomorphism unless
stated otherwise. Having said that our main invariant hmi(ξ) will be invariant up to general
(not necessarily orientation preserving) contactomorphism for links of singularities. Unless
stated otherwise, we will assume that any contact form associated to ξ respects the chosen
coorientation. We will also assume that all contact manifolds in this paper are compact unless
stated otherwise.
The main example of a contact manifold in this paper is the link LA of an isolated singu-
larity A ⊂ CN at 0. The curve selection Lemma [Mil68, Section 3] tells us that the function
φ := |z|2
∣∣
A
has no singularities on A \ {0} near 0. Hence LA := φ
−1(ǫ2) is a manifold
for all ǫ > 0 small enough whose diffeomorphism type is independent of ǫ. For a function
f ∈ C∞(CN ), define dcf by dcf(X) = df(iX) for all vectors X on CN and where iX is the
vector X (viewed as a point in CN ) multiplied by i. We define the link of A at 0 to be
(LA, ξA) := (φ
−1(ǫ2), ker(−dcφ|φ−1(ǫ2))) for ǫ sufficiently small. Here (LA, ξA) is a contact
structure which only depends on the analytic germ of A at 0 (see [Var82]). One can show
that the contact structure ξA on LA is equal to TLA ∩ iTLA.
We have the following theorem:
Theorem 2.2. (Gray’s stability theorem) Given a smooth family of contact structures ξt on
a compact manifold C, there is a smooth family of contactomorphisms φt from (C, ξ0) to
(C, ξt) starting from the identity.
Definition 2.3. Let α be a contact form on C. The Reeb vector field of α is the unique
vector field R on C satisfying iRdα = 0, iRα = 1. The Reeb flow of α is the flow (φt : C →
C)t∈R of our vector field R. A Reeb orbit of α is a smooth map γ : R/LZ→ C satisfying
dγ(t)
dt = R for some L ∈ (0,∞). Here, L is called the period of γ. The linearized return
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map of a Reeb orbit γ : R/LZ→ C is the linear map DφL|Tγ(0)C : Tγ(0)C → Tγ(0)C. A Reeb
orbit is non-degenerate if the kernal of the linearized return map is 1-dimensional (here
the kernal is spanned by R at γ(0)). If every Reeb orbit of α is non-degenerate then we say
that α is non-degenerate or the Reeb flow of α is non-degenerate.
The dynamics of the Reeb flow can change a lot if we change α to another contact form
associated to ξ. An important fact in contact geometry is the fact that a C∞ generic contact
form is non-degenerate.
Quite often, to solve a problem in contact geometry it is good to embed the contact
manifold as a hypersurface in a symplectic manifold. Before we do this we will give a definition
of a symplectic manifold and related objects used in this paper.
Definition 2.4. A symplectic form is a closed non-degenerate 2-form on a manifold. A
symplectic manifold is a pair (M,ω) where M is a smooth manifold and ω is a symplectic
form. If we have any 1-form ν on M then we define it’s ω-dual Xων to be the unique vector
field satisfying ω(Xων , ·) = ν. If the context is clear we just write Xν. Let H : M → R
be smooth, then the Hamiltonian vector field XH is defined to be XdH . Let (Ht : M →
R)t∈[0,a] be a smooth family of Hamiltonians, then the flow φt :M →M of (Xt)t∈[0,a] is called
the Hamiltonian flow of Ht. Such a flow is time independent if Xt does not depend on
t. A τ-periodic orbit of Ht is a map γ : R/τZ→M satisfying
dγ(t)
dt = XHt . An orbit of H
is a τ -periodic orbit for some τ > 0. The linearized return map of a τ -periodic orbit of H
is the map φτ : Tγ(0)(M)→ Tγ(0)M . A τ -periodic orbit is non-degenerate if the linearized
return map has trivial kernal. A submanifold L ⊂ M is called Lagrangian if ω|L = 0 and
dimR(L) =
1
2dimR(M). A submanifold S ⊂ M is a symplectic submanifold if ω|S is a
symplectic form on S. The symplectic normal bundle of a symplectic manifold S is the
bundle TM/TS over S with the induced non-degenerate 2-form. This is sometimes identified
with the set of vectors v ∈ TM |S satisfying ω(TS, v) = 0.
The main example of a symplectic manifold is Cn with the standard symplectic struc-
ture
∑
j dxj ∧ dyj. If, on some symplectic manifold (M,ω), we have some coordinate chart
x1, y1, · · · , xn, yn so that ω =
∑
j dxj ∧ dyj, then x1, y1, · · · , xn, yn is called a symplectic
coordinate chart. A symplectic analogue of Gray’s stability theorem tells us that every
point on every symplectic manifold admits a symplectic coordinate chart centered at that
point. In this paper, many symplectic manifolds will be non-compact and so we do not
assume compactness.
Definition 2.5. Let (M,ω) be a symplectic manifold. We say that a hypersurface C ⊂ M
is a contact hypersurface if there is a contact form α on C so that dα = ω|C . We
will call α a contact form associated to C ⊂ M . We call the natural inclusion map
ι : C →֒ M a contact embedding. Sometimes we will write ι : (C, dα) → (M,ω) as our
contact embedding with associated contact form α. By Gray’s stability theorem the induced
contact structure ξ on C is independent of choice of α up to contactomorphism due to the
fact that the space of such contact forms of the same coorientation is convex. We will call ξ
a contact structure associated to C ⊂M .
Even though there are many choices of α associated to a given a contact hypersurface
C ⊂ M , all of these choices have Reeb vector fields that are non-zero multiples of each
other at each point. This is because the Reeb vector field R of a contact form α satisfying
dα = ω|C satisfies iR(ω|C) = 0 and this relation fixes the direction of R. In particular all of
these contact forms have exactly the same Reeb orbits up to reparameterization and hence
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we can talk about the Reeb orbits of a contact hypersurface C ⊂ M even when a contact
form is not specified. When dimRM ≥ 4, the contact embedding gives us a fixed choice of
coorientation (see [MS98, Exercise 3.60]).
If a contact hypersurface is a regular level set of a Hamiltonian H, then there is a one to
one correspondence between its Reeb orbits and orbits of H inside this hypersurface. This
means that we can translate questions about Reeb orbits into to questions about orbits of
H. This is done in the proof of Theorem 5.16.
The following construction tells us that every contact manifold can be embedded as a
contact hypersurface in a symplectic manifold. This construction will be used later on to find
Reeb orbits (see Subsection 2.2).
Definition 2.6. Let (C, ξ) be a contact manifold and let α be a contact form associated
to ξ. The symplectization of (C, ξ) is the symplectic manifold (C × (0,∞), d(rα)) where
r parameterizes (0,∞) and by abuse of notation, the pullback of α via the projection map
C × (0,∞) → C is also written as α. If R is the Reeb vector field of α, then by abuse of
notation we also define R to be the unique vector field on C × (0,∞) tangent to C × {x} for
all x and equal to R inside C = C×{x} for all x ∈ (0,∞). We will call R the Reeb vector
field of α on C × (0,∞).
Sometimes the symplectization will be written as (C ×R, d(eρα)) where ρ parameterizes R
(here r = eρ).
Such a definition is independent of choice of α associated to ξ because if β = fα for some
smooth f : C → R \ {0}, then the map (x, r) → (x, rf(x)) is a symplectomorphism from
(C × (0,∞), d(rβ)) to (C × (0,∞), d(rα)).
We have the following Lemma:
Lemma 2.7. Suppose that C ⊂ M is a contact hypersurface in M with an induced contact
structure ξ. Then a neighborhood of C in M is contactomorphic to a neighborhood of C×{1}
in the symplectization of (C, ξ).
The proof of this Lemma is contained in the last paragraph of the proof of [MS98, Propo-
sition 3.58]. The above Lemma implies the following fact: If ι : (C, dα) →֒ (M,ω) is a contact
embedding, then for any sufficiently C∞ close contact form β = fα, there is a contact em-
bedding ι′ : (C, dβ) →֒ (M,ω) C∞ close to ι. In particular, given any contact hypersurface,
we can perturb it in a C∞ generic way so that all of its Reeb orbits are non-degenerate.
Complex structures and the Conley-Zehnder index. The Conley-Zehnder index was
originally defined in [Arn67]. The Conley-Zehnder index of a Reeb orbit γ tells us how many
times the Reeb flow near such an orbit ‘wraps’ around γ. Its definition is fairly technical,
and so we leave the details to Section 4. Having said that, we will state a property of the
Conley-Zehnder index (Lemma 2.10) which will help explain the above intuitive meaning of
this index and which will also help us explain the relationship between these indices and the
minimal discrepancy.
Definition 2.8. Let E → X be a vector bundle. A symplectic structure on E is a 2-
form Ω on E which is fiberwise linear and non-degenerate. A complex structure on E
is a fiberwise linear automorphism J : E → E satisfying J2 = −id. We say that J is
compatible with Ω if Ω(·, J(·)) is a Riemannian metric on E. The triple (E,Ω, J) is
called a Hermitian vector bundle. A trivialization of any of these bundles is a bundle
isomorphism τ : E → X ×Ck so that the symplectic (resp. complex) structure is the pullback
of the standard one on Ck via the composition of τ with the projection map X × Ck ։ Ck.
8 MARK MCLEAN
An almost complex structure J on a manifold M is a complex structure on its tangent
bundle.
If Ω is a fixed symplectic structure on a vector bundle then the space of complex structures
compatible with Ω is contractible (see [MS98, Proposition 2.50]).
Definition 2.9. Let (C, ξ) be a contact manifold with a choice of coorientation for ξ. Let
α be a contact form associated to ξ respecting this choice of coorientation, then dα|ξ is a
symplectic structure on ξ. Let J be a choice of complex structure compatible with dα|ξ. We
define the first Chern class c1(ξ) ∈ H
2(C;Z) of ξ to be the first Chern class of the complex
vector bundle (ξ, J). The anticanonical bundle κ∗ξ of ξ is defined to be the highest exterior
power of the complex bundle (ξ, J). The canonical bundle κξ is the dual of the anticanonical
bundle.
If (M,ω) is a symplectic manifold, then its first Chern class c1(M,ω) is defined to be
c1(M,J) for some almost complex J compatible with ω. Sometimes we will write c1(TM) if
it is clear what symplectic structure we are using. The canonical bundle κω of (M,ω) is
the highest exterior power of (TM, J) and the anticanonical bundle is its dual.
The class c1(ξ) only depends on ξ and its choice of coorientation and not on α. Also
the anticanonical bundle does not depend on J up to complex bundle isomorphism. This
is because the space of dα|ξ compatible almost complex structures is contractible and also
because the space of contact forms associated to ξ respecting the given choice of coorientation
is contractible. Similarly, the Chern class is independent of J and the (anti)canonical bundle
of (M,ω) do not depend on J up to isomorphism.
Let (C, ξ) be a contact manifold with a choice of coorientation for ξ and suppose that
Nc1(ξ) = 0 for some N > 0 and that H
1(C;Q) = 0. For any Reeb orbit γ : R/LZ → C
of some contact form α associated to ξ, we can define an index CZ(γ) ∈ 1NZ ⊂ Q called
the Conley-Zehnder index. The Conley-Zehnder index tells us how much the Reeb flow
‘wraps’ around our Reeb orbit γ. The following Lemma illustrates this in a particular case.
Lemma 2.10. Let J be a complex structure on ξ compatible with dα|ξ, let πC : C × C → C
be the projection map and choose a trivialization τ : κ∗ξ
⊗N → C ×C. Let φt be the Reeb flow
of α. The restriction Dφt|ξ of the linearization Dφt preserves ξ and so we view this as a map
from ξ to ξ. Suppose that Dφt|ξ : ξ → ξ is a J complex linear map (i.e. it commutes with
J). This induces a fiberwise complex linear map φ˜t : κ
∗
ξ
⊗N → κ∗ξ
⊗N . Suppose also that the
linearized return map of γ is the identity map.
Then the Conley-Zehnder index of γ is given by 2/N multiplied by the degree of the map
q : R/LZ→ U(1), defined by:
q(t) := (πC ◦ τ ◦ φ˜(t) ◦ (πC ◦ τ |γ(0))
−1).
Here τ |γ(0) means the restriction of τ to the fiber of κ
∗⊗N over γ(0). This Lemma follows
directly from property (CZ5) in Section 4. The map q describes how the Reeb flow ‘wraps’
around our orbit γ. In the more general situation, the map q would be replaced by a path
[0, 1]→ Sp(R2n−2) where Sp(R2n−2) is the group of linear symplectomorphisms and then one
uses a recipe in [RS93] to give us an index from such a path.
Definition 2.11. Let γ be a Reeb orbit of α. Then the lower SFT index is defined to be
lSFT(α) := CZ(γ)−
1
2
dim ker(Dγ(0)φL|ξ − id) + (n− 3).
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For any contact form α associated to ξ we define the minimal SFT index of α to be
mi(α) := infγ lSFT(γ) where the infimum is taken over all Reeb orbits γ of α. The highest
minimal SFT index of (C, ξ) is defined as hmi(C, ξ) := supαmi(γ) where the supremum is
taken over all nowhere zero 1-forms α with ker(α) = ξ respecting the coorientation of ξ.
The above definitions are original, although they are very similar to the definition of the
SFT index (originally from [EGH00, Proposition 1.7.1], although not stated as an index).
SFT stands for symplectic field theory. Subtracting the term −12dim ker(Dγ(0)φL|ξ − id)
makes our index have the nice property that this index is lower semi-continuous with respect
to α in some sense (see Lemma 4.10). This is why it is called lower SFT index. Later on this
enables us to perturb our contact form, do some lSFT index calculations on this perturbed
contact form so that hmi(α) can be bounded (this is done in the proof of Lemma 6.8 using
Corollary 4.11). This term also appears in calculations from [Bou02]. The n− 3 term is used
here for two reasons:
(1) It appears naturally in Symplectic Field Theory [EGH00, Proposition 1.7.1] as a
dimension of a moduli space of curves, suggesting a deeper relationship between the
singularity and holomorphic curves.
(2) Because it makes the formulas in Theorem 1.1 look less complicated.
It is clear that hmi(C, ξ) is a coorientation preserving contactomorphism invariant. In our
case we can show more.
Lemma 2.12. Suppose that (C, ξ) admits a coorientation reversing contactomorphism. Then
hmi(C, ξ) is a (not necessarily coorientation preserving) contact invariant.
Proof. Let Φ be this coorientation reversing contactomorphism. Then for any contact form
α associated to ξ, we have that mi(α) = mi(Φ∗(α)). Also the map Φ induces a bijection
between contact forms associated to ξ which respect the coorientation and ones which give
the opposite coorientation. Hence hmi(C, ξ) is a (not necessarily coorientation preserving)
contactomorphism invariant. 
The map z → z restricted to the link LA of our singularity A at 0 gives us a coorientation
reversing contactomorphism of (LA, ξA). This is because it sends −d
cφ to dcφ where φ =∑
j |zj |
2
∣∣
A
. Hence if Nc1(ξA) = 0 for some N , we have that hmi(LA, ξA) is a (not necessarily
coorientation preserving) contact invariant by the above Lemma.
2.2. Sketch of the proof. Here we give a sketch of the proof of Theorem 1.1. We will do
this just for cone singularities as they are easier to manage, and then at the end we will
briefly explain how to adjust this proof in the case of a general isolated singularity.
Throughout this section let A have a normal isolated singularity at 0 with H1(LA;Q) = 0
and c1(ξA;Q) = 0. Our main theorem follows from the following two statements:
(1) The easier statement (Theorem 5.23).
hmi(LA, ξA) ≥ 2md(A, 0).
(2) The harder statement (Theorem 7.2).
• If md(A, 0) ≥ 0 then hmi(LA, ξA) ≤ 2md(A, 0).
• If md(A, 0) < 0 then hmi(LA, ξA) < 0.
To make the proof easier to explain, we will assume that A ⊂ CN is the cone over a smooth
connected projective variety X ⊂ PN−1. In this case, it can be resolved by blowing up once
at the origin. This resolution is the variety A˜ which is the total space of the line bundle
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O(−1) over X. Let π˜ : A˜ → X be the natural projection map. Here we identify X with the
zero section of this bundle.
So far we have not given a definition of the minimal discrepancy md(A, 0). We will give a
general definition in Section 3. In our particular case, it is calculated as follows: Let KX be
canonical bundle of X. The numerical Q-Gorenstein condition is equivalent to the fact that
c1(KA˜
∣∣
LA
;Q) = 0 (see Lemma 3.3). Because LA →֒ A˜ \X is a homotopy equivalence, we get
that c1(KA˜
∣∣
A˜\X
;Q) = 0. This is equivalent to the existence of a C∞ section s of K⊗N
A˜
which
is non-zero outside a compact set for some N > 0. By Thom transverality, we can assume
that s is transverse to 0. The discrepancy of X is equal to a where a satisfies
[s−1(0)] = aN [X] ∈ H2n−2(A˜;Q) = H2n−2(X;Q).
The minimal discrepancy md(A, 0) is defined to be a if a ≥ −1 and −∞ otherwise.
Proof of the easier statement. For this it is sufficient to find a contact form αA
associated to ξA so that mi(αA) = 2md(A, 0). We have that LA is the circle bundle of radius
ǫ on the Hermitian line bundle O(−1) over X (the Hermitian metric here is the restriction
of the natural Euclidean metric on CN to the fibers projected to A). We have that the map
π := π˜|LA makes LA in to a circle bundle over X. Let B : R/2πZ× A˜→ A˜ be the S
1 action
rotating the fibers of π˜. Define αA := −
1
4πǫ2
dc(
∑
j |zj |
2)
∣∣
LA
. Here αA is a ξA admissible
contact form whose Reeb flow is the natural circle action B|LA : R/Z × LA → LA rotating
the fibers of our circle bundle π. Hence one can describe all the Reeb orbits. For each k ∈ N
and each point p in LA there is a Reeb orbit γ : R/kZ→ LA defined by γ(t) = B(t, p). Every
Reeb orbit is of this form. The linearized return map for any of these orbits is the identity
map. We now have to calculate the Conley-Zehnder index for each of these Reeb orbits using
Lemma 2.10. This calculation really enables us to see the relationship between the Reeb flow
and the minimal discrepancy and so we will now do it in detail.
Let γ : R/kZ → LA be one of these Reeb orbits defined by γ(t) = B(t, p) as above. We
can assume our section s of K
A˜
described earlier is non-zero along LA. Let NX the normal
bundle of the zero section X in A˜. The bundle π∗NX has a canonical non-zero section sN
sending x ∈ LA to its respective point in NX and then pulling it back to π
∗NX . Because
ξA is transverse to the fibers of π˜, it is canonically isomorphic to π
∗TX as complex vector
bundles. Therefore κ∗ξA⊗π
∗NX⊗KA˜|LA
∼= ΛnTA˜|LA⊗KA˜|LA
∼= LA×C is canonically trivial
and hence has a canonical non-zero section S. Hence we have a unique non-zero section sκ∗
of κ∗ξA
⊗N satisfying sκ∗ ⊗ s
⊗N
N
⊗ s = S⊗N .
Let Bκ∗ : R/Z× κ
∗⊗N
ξA
→ κ∗⊗NξA , BN : R/Z× π
∗N
⊗N
X → π
∗N
⊗N
X and BKA˜ : R/Z×K
⊗N
A˜
→
K
⊗N
A˜
be the respective liftings of the action B to κ∗⊗NξA , π
∗N
⊗N
X and KA˜ respectively. Let
P : C∗ → S1 = U(1) be the map sending z to z/|z|. Then by Lemma 2.10, we get that the
Conley-Zehnder index of γ is 2/N multiplied by the degree of the map:
Q : R/kZ→ U(1), Q(t) = [z → P (Bκ∗(t, sκ∗(γ(0)))/sκ∗(γ(t)))] .
Define
QK : R/kZ→ U(1), QK(t) = [z → P (BK(t, s(γ(0)))/s(γ(t)))] .
The actions BN, Bκ∗ and BK induce an action on κ
∗⊗N
ξA
⊗ π∗N⊗NX ⊗ K
⊗N
A˜
|LA which sends
S(γ(0)) to S(γ(t)) for all t ∈ R. Also BN(t, sN(γ(0))) = sN(γ(t)) for all t ∈ R. Hence the
degree of Q is equal to the degree of QK taken with negative sign.
Let F be the fiber containing γ. Let sF be a non-zero section of K
⊗N
A˜
∣∣
F
. Define QF :
R/kZ → U(1) by QF (t) = [z → P (BK(t, sF (γ(0)))/sF (γ(t)))]. Then because the action B
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rotates the fiber F , we have that the degree of QF is −kN . Perturb s slightly so that
s−1(0) is transverse to F . Then [s−1(0)
∣∣
F
] = aN ∈ H0(F ;Q) ∼= Q. Hence degree(QK) =
−aN + degree(QF ) and so degree(Q) = aN − degree(QF ). Hence the Conley-Zehnder index
of γ is 2/N(aN − degree(QF )) = 2(a+ 1)k.
Because the linearized return map of γ is the identity, this implies that the lSFT index of
γ is 2(a + 1)k − 12(2n − 2) + (n − 3) = 2(a + 1)k − 2. This implies that mi(αA) = 2md(A)
which gives us our result.
Sketch of the proof of the harder argument. Here we will show that any contact
form β associated to ξA admits a Reeb orbit either with negative lSFT index or with lSFT
index bounded above by 2md(A, 0). There are three main tools we use in the proof. The
first is neck stretching, the second is Gromov-Witten invariants and the third is symplectic
dilation. Before we talk about the proof directly, we will talk about these three tools. Some
of the definitions here are slightly more detailed than needed as they are used later on in
the paper. Both neck stretching and Gromov-Witten invariants involve holomorphic curves
which we now define:
Definition 2.13. A nodal Riemann surface is a one dimensional complex analytic variety
with only nodal singularities (i.e. it is locally analytically isomorphic to C or {xy = 0} ⊂ C2).
It has arithmetic genus 0 if it is a subvariety of a simply connected nodal Riemann surface.
Suppose we have an almost complex manifold (S, J). A nodal J-holomorphic curve is a
continuous map u : Σ → S so that the restriction to the smooth part of Σ is J-holomorphic
(i.e. du ◦ j = J ◦ du where j : TΣ→ TΣ is the complex structure on Σ). The fundamental
class [Σ] ∈ H2(S;Z) is the image of the fundamental class [Σ˜] of the normalization of Σ (if Σ˜
is non-compact then we use Borel-Moore homology). Such a curve is compact if its domain
is compact, connected if its domain is connected, smooth if its domain is smooth and it
is of genus 0 if Σ has arithmetic genus 0. A compact J-holomorphic curve u : Σ → S
represents a class [A] ∈ H2(S;Z) if u∗([Σ]) = [A]. One has a similar definition in the case
when Σ is non-compact and u is a proper map, in which case we use Borel-Moore homology.
A J-holomorphic curve u : Σ→M is somewhere injective, if each irreducible component
of Σ has a point p where u−1(u(p)) = {p}. An irreducible component Σ1 of Σ is said to be
multiply covered if u|Σ1 is not somewhere injective (this is because u|Σ1 factors through a
degree ≥ 2 branched covering of Riemann surfaces).
From now on we will assume that all J-holomorphic curves are connected, but they may not
be compact or irreducible. Sometimes in this paper we will talk about J-holomorphic curves
being regular. A J-holomorphic curve is regular if a certain linear operator is surjective.
We will not give a definition in this paper of regularity as it is not needed. All we need to
know is that for a C∞ generic perturbation of J inside some open region U , we have that all
smooth somewhere injective J-holomorphic curves with image intersecting U are regular. We
only need such a statement in order to apply a result in [Dra04] inside the proof of Lemma
6.8.
We will first talk about neck stretching (described in detail in [BEH+03] and also in Appen-
dix A). This will be used to find Reeb orbits. Our neck stretching construction is contained in
the proof of the following Lemma. In the more general case when A is not a cone singularity,
we need a more technical Lemma (see Lemma 6.8).
Lemma 2.14. Let (M,ω) be a compact symplectic manifold, and suppose that it has a contact
hypersurface C ⊂M so that:
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(1) M \ C has two connected components M− and M+.
(2) There are two codimension 2 submanifolds Q− ⊂ M−, Q+ ⊂ M+ and a homology
class [A] ∈ H2(M ;Z) such that [A] · [Q±] 6= 0.
(3) For every almost complex structure J compatible with ω, there exists a compact arith-
metic genus 0 J-holomorphic curve u : Σ→M representing [A].
Then C has at least one Reeb orbit.
At the moment this Lemma is not good enough because it does not give us a bound on
the lSFT index of the Reeb orbit of C. We will explain how to find such bounds later inside
the proof of the main result of this section.
Sketch of proof. First we choose a neighborhood of C equal to (1 − ǫ, 1 + ǫ) × C with
symplectic form d(rα) as in Lemma 2.7. We will call this region a neck. We now wish to
‘stretch’ this neck. Define φ∞ : (1− ǫ, 1 + ǫ) \ {0} → (0,∞), φ∞ := e
1
1−x . Let φi : (1− ǫ, 1 +
ǫ) → (0,∞) be a sequence of C∞ functions with φ′i > 0 so that φ
′
i|(1−ǫ,1+ǫ)\{1} converges
in C∞loc to φ
′
∞ as i → ∞. Let Ĵ be an almost complex structure on the symplectization
C × (0,∞) compatible with the symplectic form, invariant under the map (x, r) → (x, κr)
for any κ > 0, so that Ĵ(ker(α)) = ker(α) and so that Ĵ
(
r ∂∂r
)
= R where R is the Reeb
vector field. Choose a sequence of almost complex structures (Ji)i∈N compatible with ω so
that Ji|C×(1−ǫ,1+ǫ) = (idC , φi)
∗Ĵ . The maps (φi, idC) are the maps which ‘stretch the neck’.
Let J∞ be a compatible almost complex structure on M \ C equal to (φ∞, idC)
∗Ĵ near C.
We can ensure that Ji converges in C
∞
loc to J∞. The sequence Ji is called a a sequence of
almost complex structures stretching the neck along C ⊂ M . One should imagine
the sequence Ji ‘stretching’ M along C until it ‘breaks’ M into two pieces M− and M+. Here
is a schematic picture:
C
(1− ǫ, 1 + ǫ)× C
M
C
(1− ǫ, 1 + ǫ)× C
M
(1, 1 + ǫ)× C(1− ǫ, 1)× C
M \ C
CM− M+
Let us look at the following example: Here M = CP1 with symplectic structure coming
from the Fubini-Study Ka¨hler form and C = RP 1 is the equator. We choose Ji so that
(M,Ji) is biholomorphic to {xy = z/i} ⊂ P
2 for each i ≥ 1 where [x, y, z] ∈ P2 are projective
coordinates. We do this in such a way so that M \ C with J∞ is identified holomorphically
with {(xy = 0)} \ {(0, 0, 1)}. This example (and other similar examples) suggest that neck
stretching is a certain contact analogue of a sequence of smooth varieties degenerating to a
smooth normal crossing variety with two irreducible components.
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We now return to the general situation. By assumption, there are arithmetic genus 0
Ji-holomorphic curves ui : Σi → M representing [A]. After passing to a subsequence, one
can show via a compactness argument (see [BEH+03] or Proposition 8.7) that ui|u−1i (M+)
C0
converges to some J∞-holomorphic curve u∞ : Σ∞ → M+ where u∞ is a proper map (after
identifying the domains u−1i (M+) with Σ∞ in a particular way). Also [BEH
+03, Proposition
5.6] and Lemma 8.8 tell us that Σ∞ compactifies to a Riemann surface with boundary Σ, and
u∞ extends to a continuous map u∞ : Σ→M+ ∪C, where u∞ maps the boundary of Σ to a
union of Reeb orbits γ1, · · · , γk (here we have to assume that the Reeb flow is non-degenerate,
but this is true if we perturb C slightly, which is OK). Here we say that u∞ has negative
ends converging to γ1, · · · , γk. Hence C has at least one Reeb orbit. Here is a schematic
picture:
C
(1− ǫ, 1 + ǫ)× C
M
E+E− ui
[1, 1 + ǫ)× C
M+ ∪C
C E+u∞Reeb orbits
Let us return to our example where M = CP1 and C = RP1. We will look at the case
where ui : CP
1 → M is a biholomorphism. Then we can assume that u∞ : M+ → M+ is
the identity map. Here u∞ : M+ ∪ C → M+ ∪ C is the identity map. In this case u∞ has a
negative end converging to the Reeb orbit that wraps around C = RP1 once.

We will now talk about Gromov-Witten invariants. We have the following problem: How
can we show that there is a J-holomorphic curve representing a particular class [A] for any
almost complex structure J compatible with our symplectic form? In particular, how can we
set things up so that the conditions of Lemma 2.14 hold? The idea here is to use Gromov-
Witten theory. Genus 0 Gromov-Witten invariants for general symplectic manifolds have
now been defined in many different ways: [FO99], [CM07], [Hof11] and [LT98b]. Earlier
work for special symplectic manifolds such as symplectic manifolds of real dimension 6 or less
are done in [Rua96], [Rua94] and [RT95]. Because the proof of Corollary 1.2 only involves
symplectic manifolds of dimension 6, one can use these earlier works in this special case.
These invariants can also be defined in a purely algebraic way [LT98a], [BF97] and [Beh97]
but we will not use these theories here. The definitions involved in Gromov-Witten theory
are very technical, and so we only state the properties that we need.
Theorem 2.15. ([FO99, Theorem 1.3], [Hof11, Theorem 1.12, and the following para-
graph] or [LT98b, Theorem 2.5]). Let (M,ω) be a compact symplectic manifold with a
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class [A] ∈ H2(M ;Z) satisfying c1(M,ω)([A]) + n − 3 = 0, then we can assign an invariant
GW0(M, [A], ω) ∈ Q satisfying the following properties:
(1) If GW0(M, [A], ω) 6= 0 then there exists a compact nodal J-holomorphic curve repre-
senting [A] for any almost complex structure J compatible with ω.
(2) Given a smooth family of symplectic forms (ωt)t∈[0,1] on M with ω0 = ω, then
GW0(M, [A], ω0) = GW0(M, [A], ω1).
(3) [MS04, Theorem 3.3.1 and Theorem 7.1.8]. Suppose that M admits an almost complex
structure J compatible with ω so that (M,J) is biholomorphic to a complex manifold
and so that for all arithmetic genus 0 J-holomorphic curves u : Σ→M ,
• u is smooth and
• u∗(TM) is a direct sum of complex line bundles of degree ≥ −1,
then GW0(M, [A], ω) is equal to the number of connected genus 0 J-holomorphic
curves representing [A].
Here GW0(M, [A], ω) ∈ Q is a ‘count’ of genus zero holomorphic curves representing [A]
for a fixed almost complex structure J compatible with ω. In many cases this is not an actual
count, as the numbers can be negative or non-integer valued. Having said that in some cases
this is an actual count (such as in part (3) of Theorem 2.15). The formula c1(M,ω)([A])+n−3
is the ‘dimension’ of the space of J-holomorphic curves representing [A] (called the virtual
dimension). We want this to be zero so we can ‘count’ the number of these curves.
We will now talk about symplectic dilation. Another problem we will come across is that
if C ⊂M is a contact hypersurface with associated contact structure ξ and β is some contact
form associated to ξ (but not necessarily associated to the contact embedding), then we
would like to find a contact embedding (C, dβ) →֒ (M,ω). This is needed so that we can
apply Lemma 2.14. Quite often this is not possible and so we have to change the symplectic
form. The following definition tells us how to change the symplectic form and Lemma 2.17
below tells us how to construct such a contact embedding.
Definition 2.16. Let (M,ω) be a symplectic manifold so that C ⊂M is a contact hypersur-
face with associated contact form α and so that M \C has two connected components M− and
M+. A symplectic dilation of ω along C with respect to α is a family of symplectic
forms (ωt)t∈[0,∞) constructed as follows: First we choose a neighborhood C × (1− ǫ, 1 + ǫ) of
C in M so that ω = d(rα) as in Lemma 2.7. We will assume that M+ contains C× (1, 1+ ǫ).
Choose a smooth family of non-decreasing functions
(
ρt : (1− ǫ, 1+ ǫ)→ (0,∞)
)
t∈[0,∞)
equal
to 1t+1 near 1− ǫ and equal to 1 inside (ǫ, 1 + ǫ). We define
ωt =


ω inside M+
d(ρt(r)rα) inside C × (1− ǫ, 1 + ǫ)
1
t+1ω inside M− \ (C × (1− ǫ, 1))
.
Note that ωt is a smooth family of symplectic forms with ω0 = ω. The support of our dilation
is the region C × (1− ǫ, 1 + ǫ) ⊂M . The 1-forms ρt(r)rα inside C × (1− ǫ, 1 + ǫ) ⊂M will
be called the stretching 1-forms of our symplectic dilation.
We will now explain why this is called symplectic dilation. The symplectic manifold (M,ωt)
as in Definition 2.16, can be constructed in the following way (up to symplectomorphism):
Our manifoldMt is the smooth manifold obtained by gluingM−, (
1
1+t(1−ǫ), 1+ǫ)×C andM+
together by identifying each (x, r) ∈ (1−ǫ, 1)×C ⊂M− with (x,
1
1+tr) ∈ (
1
1+t(1−ǫ), 1+ǫ)×C
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and each (x, r) ∈ (1, 1 + ǫ) × C ⊂ M+ with (x, r) ∈ (
1
1+t(1 − ǫ), 1 + ǫ) × C. The symplectic
form is 1t+1ω on M−, d(rα) on C × (
1
1+t(1− ǫ), 1 + ǫ) and ω on M+. Here is a picture:
C
(1− ǫ, 1)× C
M−
C
(1− ǫ, 1 + ǫ)× C
M+
( 11+t(1− ǫ), 1 + ǫ)× C
C
Identification via
multiplication by 1
1+t
.
symplectic form = 1
t+1
ω
symplectic form = ω
symplectic form = d(rα).
The following lemma explains how to re-embed contact hypersurfaces into symplectic di-
lations once we change the contact form.
Lemma 2.17. Let (M,ω) be a symplectic manifold and let C ⊂M be a contact hypersurface
with associated contact structure ξ and β some choice of contact form associated to ξ. Let
(ωt)t∈[0,∞) be a symplectic dilation along C. Then for all t sufficiently large there a contact
embedding ι : (C, d(cβ)) →֒ (M,ωt) for some constant c > 0 with the property that ι(C) is
isotopic to C through contact hypersurfaces all contained in the support of our symplectic
dilation.
By using Lemma 2.7 combined with the above construction of Mt, one can prove this
Lemma by embedding C as contact hypersurface in ( 1t+1 (1 − ǫ), 1 + ǫ) × C with associated
contact form cβ for c > 0 small. Here we give a direct proof.
Proof. Let C× (1− ǫ, 1+ ǫ) our neighborhood of C where we perform our symplectic dilation
with associated function ρt : (1 − ǫ, 1 + ǫ) → (0,∞) exactly as in Definition 2.16. We have
that β = fα for some f > 0 (because we are assuming ξ is cooriented and β respects
coorientation). Choose a constant c > 0 so that cf < 1. Choose t large enough so that
1
t+1 (1 − ǫ) < infx∈C(cf(x)). Define qt : (1 − ǫ, 1) → (
1
t+1 (1 − ǫ), 1) by qt(x) = ρt(x)x. Here
qt is invertible. Define ι : C → C × (1 − ǫ, 1) by ι(x) = (x, q
−1
t (cf(x))). Then ι is our
contact embedding. This contact embedding is smoothly deformation equivalent to C ⊂ M
through contact embeddings via a smooth family of maps of the form x → (x, g(x)) ∈
C × (1− ǫ, 1 + ǫ). 
Sketch of the proof of the harder argument. Let β be a contact 1-form associated to ξA.
We need to show that β has a Reeb orbit either with negative lSFT index or with lSFT index
≤ 2md(A, 0). First we compactify the line bundle π˜ : A˜→ X to a P1 bundle S˘ := P(A˜⊕C).
This is a projective variety with a natural embedding in PN coming from our embedding
X ⊂ PN−1. Let ωS˘ be the symplectic form on S˘ obtained by restricting the natural Fubini-
Study symplectic form on PN . Let π : S˘ → X be the natural projection map. We now
wish to embed (C, β) as a contact hypersurface inside S˘. Recall, the contact hypersurface
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LA ⊂ A˜ is the the circle bundle of size ǫ inside A˜ ⊂ S˘. We have that LA divides S˘ into
two connected regions S˘+ and S˘− which we will view as codimension 0 submanifolds with
boundary ∂S˘+ = ∂S˘− = LA. We will assume S˘− contains X. We define S to be the blowup of
S˘ at some point x ∈ S˘+\LA. One can put a symplectic structure ωS on S so that the complex
structure is compatible ωS and so that Bl
∗ωS˘ = ωS outside a small neighborhood (disjoint
from S˘−) of the exceptional divisor (see [GH94, p. 182]). We define S± := Bl
−1(S˘±). Define
[A] ∈ H2(S;Z) to be the proper transform of the fiber through x (i.e. the class represented
by the closure of Bl−1(π−1(π(x)) \ {x})). The reason why we blow up S˘± is to ensure we
have a class [A] satisfying c1(S, ωS)([A]) + n− 3 = 0 so that we can use Theorem 2.15.
Let (ωt)t∈[0,∞) be a symplectic dilation of S along LA as in Definition 2.16. By Lemma 2.17,
there is some tmax > 0 and contact embedding ι : (LA, dβ) →֒ (S, ωtmax) which is smoothly
homotopic to LA through contact embeddings in S.
By part (3) of Theorem 2.15, one can show that GW0(S, [A], ωS) = 1. Hence by part (2)
of Theorem 2.15, we have GW0(S, [A], ωt) = 1 for all t ≥ 0. Hence part (1) of Theorem 2.15
combined with Lemma 2.14 implies that β has a Reeb orbit γ by using our contact embedding
ι.
How do we calculate lSFT(γ)? In this paper, the calculation of lSFT(γ) is contained in
the proof of Lemma 6.8. Here are the main ideas of this calculation: The proof of Lemma
2.14 tells us that there is a J∞-holomorphic curve u∞ : Σ∞ → S+ \ LA with negative ends
converging to some Reeb orbits γ1, · · · , γl for some appropriate almost complex structure
J∞. It turns out that this curve is somewhere injective as it intersects the exceptional
divisor exactly once and a slightly harder argument involving a maximum principle [AS10,
Lemma 7.2] shows that it is irreducible. The result in [Dra04] then tells us that the space of
somewhere injective curves M with negative ends converging to γ1, · · · , γl and representing
the same Borel-Moore homology class as u∞ is a manifold for C
∞ generic choice of J∞
(which we can assume). The dimension of M is some function of the Chern number of
u∗∞κ
∗
M+
and the Conley-Zehnder indices of γ1, · · · , γl. One can show that this dimension is
2md(A, 0) −
∑
i lSFT(γi). Also because u∞ ∈ M, we have that the dimension of M must
be non-negative. Hence
∑
i lSFT(γi) ≤ 2md(A, 0). This implies that if md(A, 0) < 0, then
lSFT(γi) < 0 for some i and if md(A, 0) ≥ 0, then lSFT(γi) ≤ 2md(A, 0) for some i. 
We will now give a few short comments explaining how to extend the above proof to the
case when A is not a cone singularity.
Very short comment on the easy part of the proof: In this case, we do not have such a nice
Reeb flow for αA. A rather involved construction (Theorem 5.16) gives us an appropriate
αA. Let E1, · · · , El be the exceptional divisors of a resolution A˜ of A. For each formal
sum V :=
∑
i diEi where ∩{i|di 6=0}Ei 6= ∅, we have a family of Reeb orbits BV which are
near ∩{i|di 6=0}Ei and which ‘wrap’ around Ej dj times for each j with dj 6= 0 and which
have lSFT index
∑
j dj(aj + 1) − 2. Every Reeb orbit is contained in such a family. Hence
mi(αA) = 2md(A, 0).
Very short comment on the hard part of the proof: Here we would like to construct some
nice compactification S of A˜ so that we can calculate appropriate Gromov-Witten invariants.
The problem is that there is no nice way of compactifying A˜. Instead, we partially compactify
A (see Step 2 from the proof of Theorem 7.1). We do this by looking at a small neighborhood
of a divisor Ei with smallest discrepancy. This is a fibration π˜ : neighborhood(Ei)։ Ei whose
fibers are symplectic disks. We then take Q := π˜−1(U) for some open subset U ⊂ Ei \∪j 6=iEj
and compactify the fibers of π˜|Q to P
1 fibers. Actually this region is deformed so that it
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is a product (see Definition 5.15). If π˜ is chosen appropriately then this gives us a partial
compactification S˘. We then blow up S˘ at an appropriate point giving us a sympectic
manifold S.
Now we need to show that we can continue proving the hard part of our theorem as we
did earlier using this non-compact symplectic manifold S. In particular, we need to make
sure that we can define Gromov-Witten invariants. This is where we develop the notion of a
GW triple to deal with this problem (see Definition 6.1). The point here is that we try and
ensure that all the J-holomorphic curves for certain compatible almost complex structures J
stay inside some fixed compact subset of S, and this will enable us to have a good theory of
Gromov-Witten invariants to complete our proof.
In fact, to show that we have a good theory of Gromov-Witten invariants for S, we need
to use certain hypersurfaces called stable Hamiltonian hypersurfaces (see Appendix A for
a definition). Stable Hamiltonian hypersurfaces are much like contact hypersurfaces. For
instance they have a Reeb flow, and one can neck stretch along them. To ensure that all
J-holomorphic curves inside S stay inside a compact set, one only considers almost complex
structures J which have been neck stretched along a specially constructed stable Hamiltonian
hypersurface. This stable Hamiltonian hypersurface is a modified version of the contact
hypersurface with specific contact form αA constructed in the proof of our easier statement.
The reason why this cannot be a contact hypersurface is that for a particular technical
reason, one needs to ensure that the map π˜|Q is holomorphic and this can only be done if we
neck stretch along a stable Hamiltonian hypersurface (see Step 2 from the proof of Theorem
7.1). Note that in our proof we perform two neck stretches. We first neck stretch along an
appropriate stable Hamiltonian hypersurface in S to ensure Gromov-Witten invariants are
well defined for this new stretched almost complex structure, and then we neck stretch along
ι(C) to find our Reeb orbit of the appropriate index.
3. Minimal Discrepancy of Isolated Singularities
The main ideas in this section come from [BdFFU]. Let A ⊂ CN be a singularity which
is isolated at 0. First of all, we will give two definitions of a numerically Q-Gorenstein
singularity. One definition will be algebraic involving Q-Cartier divisors (see [BdFFU]), and
the other will be topological involving the first Chern class of our contact structure ξA (See
[Dur78, Definition 1.2]).
We will start with the algebraic definition and then we will give the topological one and
prove they are equivalent. Start with some resolution π : A˜ ։ A so that the preimage of
0 is a union of smooth normal crossing divisors Ei and so that π is an isomorphism away
from these divisors (If A is smooth we blow up at least once, so π is never an isomorphism).
Let KA˜ be the canonical bundle of A˜ which we will view as a Q-Cartier divisor. We say
that A is numerically Q-Gorenstein if there exists a Q-Cartier divisor Knum
A˜/A
:=
∑
j ajEj
with the property that C · (Knum
A˜/A
−KA˜) = 0 for any projective algebraic curve C ⊂ π
−1(0).
By the negativity Lemma [KM98, Theorem 4.39] one can show that the coefficients aj are
unique (see [BdFFU, Proposition 5.3]). Here aj ∈ Q is called the discrepancy of Ej. In the
literature, one usually calls the number 1 + aj the “log-discrepancy” of Ej . We won’t use
this denomination in the paper.
Before we give an alternative definition of being numerically Q-Gorenstein, we need the
following two Lemmas:
Lemma 3.1. c1(ξA) = c1(TA|LA).
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Proof. Let φ =
∑
j |zj |
2|A where z1, · · · , zN are coordinates for C
N . The contact structure
ξA is equal to:
ker(dc(φ)) ∩ ker(dφ)
restricted to LA. This is a complex subbundle of TA|LA . The subbundle of TA|LA spanned
by the vector fields ∇(φ) and i∇(φ) (with respect to the induced metric on A ⊂ CN ) is
orthgonal to ξA and also a holomorphic subbundle. It is also trivial. Hence TA|LA is equal
to ξA plus a trivial complex line bundle and so c1(ξA) = c1(TA|LA). 
Let A˜ǫ := π
−1(B2nǫ ) where B
2n
ǫ ⊂ C
n is the closed ǫ ball. The boundary of A˜ǫ is equal to
LA.
Lemma 3.2. The natural map µ : H2(A˜ǫ, LA;Q) → ker
(
H2(A˜ǫ;Q)→ H
2(LA;Q)
)
is an
isomorphism and ker
(
H2(A˜ǫ;Q)→ H
2(LA;Q)
)
is freely generated by c1(OA˜ǫ(Ei);Q).
Proof. of Lemma 3.2. The long exact sequence:
H2(A˜ǫ, LA;Q)→ H
2(A˜ǫ;Q)→ H
2(LA;Q))
tells us that µ is surjective.
We will now show that µ is injective. We have the Lefschetz duality isomorphism given
by H2n−2(A˜ǫ,Q) ∼= H
2(A˜ǫ, LA,Q). For a class x in H2n−2(A˜ǫ;Q) we write LD(x) for its
Lefschetz dual. A Mayor-Vietoris argument tells us that H2n−2(A˜ǫ,Q) is freely generated
by classes [Ei]. Also ∪jEj →֒ A˜ǫ is a homotopy equivalence. Hence H
2(A˜ǫ, LA,Q) is freely
generated by classes LD([Ei]).
Now suppose µ(
∑
i biLD(Ei)) = 0 for for some b1, · · · , bl ∈ Q. Then
∑
i bic1(OA˜ǫ(Ei);Q) =
0 (as µ(LD([Ei])) = c1(OA˜ǫ(Ei);Q)) and so C ·(
∑
i biEi) = 0 for all projective algebraic curves
C ⊂ π−1(0). By the negativity Lemma [KM98, 4.39] applied to
∑
i biEi and
∑
i(−bi)Ei, we
get that bi ≤ 0 and bi ≥ 0 for all i and hence bi = 0 for all i. Hence µ is injective and hence
an isomorpism.
Because µ is an isomorphism and H2(A˜ǫ, LA,Q) is freely generated by classes LD([Ei]),
we get that ker(H2(A˜ǫ;Q)→ H
2(LA;Q)) is freely generated by c1(OA˜ǫ(Ei);Q). 
We will now give a topological characterization of being numerically Q-Gorenstein for
isolated singularities (which we regard as the alternate topological definition).
Lemma 3.3. We have that A is numerically Q-Gorenstein if and only if
c1(ξA;Q) = c1(TA|LA ;Q) = 0 ∈ H
2(LA;Q)
(i.e. c1(ξA) is torsion in H
2(LA;Z)).
Also if A is numerically Q-Gorenstein, then c1(A˜ǫ;Q) lifts to a unique class in H
2(A˜ǫ, LA;Q)
which is Lefschetz dual to
∑
j aj[Ej ] ∈ H2n−2(M ;Q).
Proof. of Lemma 3.3. Suppose first that A is numerically Q-Gorenstein. Then there ex-
ists a Q-Cartier divisor
∑
j ajEj with the property that C · (
∑
j ajEj − KA˜) = 0 for any
projective algebraic curve C ⊂ π−1(0). Because ∪iEi →֒ A˜ǫ is a homotopy equivalence, we
have
∑
j ajc1(OA˜ǫ(Ej);Q) − c1(OA˜ǫ(KA˜ǫ);Q) = 0 ∈ H
2(A˜ǫ;Q) by [BdFFU, Lemma 5.13].
If ν : H2(A˜ǫ,Q) → H
2(LA,Q) is the natural restriction map then ν(c1(OA˜ǫ(Ei);Q) = 0.
Hence ν(c1(OA˜ǫ(KA˜);Q)) = ν(c1(OA˜ǫ(KA˜ −
∑
j ajEj);Q)) = 0. Now ν(c1(OA˜ǫ(KA˜);Q)) =
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c1(T
∗A˜ǫ|LA ;Q) = −c1(ξA;Q) by Lemma 3.1 and so we get c1(ξA;Q) = 0 which implies
c1(ξA; 0) = 0 ∈ H
2(LA,Q).
Conversely suppose that c1(ξA;Q) = 0. Then c1(T
∗A˜ǫ|LA ;Q) = −c1(ξA;Q) = 0 ∈
H2(LA;Q) by Lemma 3.1. Hence c1(OA˜ǫ(KA˜);Q) ∈ ker(H
2(A˜ǫ;Q)→ H
2(LA;Q)). Therefore
by Lemma 3.2, there exists a1, · · · , al ∈ Q so that
∑
j ajc1(OA˜ǫ(Ej);Q) = c1(OA˜ǫ(KA˜ǫ);Q).
Hence C · (
∑
j ajEj −KA˜) = 0 for any projective algebraic curve C ⊂ π
−1(0) which implies
that A is numerically Q-Gorenstein. This argument also implies that c1(A˜ǫ;Q) lifts to a
unique class in H2(A˜ǫ, LA;Q) which is Lefschetz dual to
∑
j aj [Ej ] ∈ H2n−2(M ;Q). 
Definition 3.4. The minimal discrepancy md(A, 0) of A is the infimum of aj over all
resolutions π.
To calculate the minimal discrepancy, one only needs to look at any fixed resolution π of
A. If π is a fixed resolution and π is not the identity map, then
md(A, 0) =
{
minjaj if aj ≥ −1 ∀j ∈ {1, · · · , l}
−∞ otherwise
(see [Kol92, 17.1.1]). In order to calculate the minimal discrepancy of A when A is smooth
at 0, you have to blow up at least once, which gives a minimal discrepancy of n − 1 where
n = dimCA.
4. The Conley-Zehnder Index
In this section we will define the Conley-Zehnder index of a Reeb orbit. A restricted
definition of this index was introduced in [Arn67] and in [CZ84]. The definition we will use is
contained in [RS93] and also [Gut13a]. We will then define what a pseudo Morse-Bott family
of Reeb orbits is and then prove some result showing how the Conley-Zehnder indices of Reeb
orbits change when we perturb the contact form.
4.1. Definition of Conley-Zehnder Index. We will first give a definition of the Conley-
Zehnder index of a path of symplectic matrices in terms of the Maslov index before we define
it for Reeb orbits. This will be useful later on. Let L be the set of Lagrangian vector subspaces
of a symplectic vector space Y . Fix some L ∈ L. To any smooth path Λ : [a, b] → L we can
assign a Maslov index MasY,L(Λ) ∈
1
2Z (see [RS93]). We do not need to know the exact
definition of this index, we will just need some properties of this index which we will cite
when needed later on. We will just write Mas(Λ) = MasY,L(Λ) when the context is clear.
Let W be a symplectic vector space and Sp(W ) the space of linear symplectomorphisms
of W . We will write Sp(2n) if it is clear which 2n dimensional symplectic vector space we are
using. Let W ×W be the product symplectic vector space with symplectic form (−ωW , ωW )
where W is equal to W and let ∆ be the diagonal Lagrangian. We define the Conley-
Zehnder index CZ(A) ∈ 12Z of a path of symplectic matrices A : [a, b]→ Sp(2n) as follows
(see [RS93, Rem. 5.4]): CZ(A) := MasW×W,∆(Γ(A)) where Γ(A) is the path of Lagrangians
given by the graph of A(t) in W ×W viewed as a map A(t) : W → W . In order to define
Conley-Zehnder index for a Reeb orbit, it only turns out that we need paths which start
at the identity. Having said that we define it for general paths as one way of computing
the Conley-Zehnder index of a path is to chop up a path into little pieces and sum up the
Conley-Zehnder indices of each piece separately (see property (CZ3) below). This is used for
instance in Lemma 4.10 (it is also used elsewhere but the paths there all start from id). Here
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are a few properties of Conley-Zehnder indices that we will need in this paper (see [RS93,
Theorem 2.3] or [Gut13b, Theorem 55]):
(CZ1) If two paths A1, A2 are homotopic relative to their endpoints then CZ(A1) = CZ(A2)
(CZ2) Any constant path has Conley-Zehnder index 0.
(CZ3) It is additive under catenation of paths.
(CZ4) Consider two paths A1 : [a, b] → Sp(W1), A2 : [a, b] → Sp(W2), then CZ(A1 ⊕A2) =
CZ(A1) + CZ(A2) where A1 ⊕A2 : [a, b]→ Sp(W1 ⊕W2) is the direct sum.
(CZ5) Suppose that A : [a, b] → U(n) ⊂ Sp(2n) with A(a) = A(b) then det(A) : [a, b] → S1
represents an integer k ∈ π1(S
1) = Z. We have CZ(A) = 2k [SZ92, Section 3].
Properties (CZ1), (CZ2) and (CZ3) also tell us that the Conley-Zehnder index does not
depend on the parameterization of the path so long as such a parameterization respects
orientation of the domain (the idea here is to enlarge the domains of both the original and
reparameterized path by adding constant paths at each end so that their domains become
identical). There three other properties of Conley-Zehnder indices that we will need. One
is stated in Lemma 4.1 and is a direct consequence of a corresponding property for Maslov
indices in [RS93, Theorem 2.4] below. The second one is in Lemma 4.8 and uses [RS93,
Theorem 2.3 (localization axiom)]. The final property is called the normalization property
from [Gut13b, Theorem 55] and is used in Lemma 5.20.
We need a Lemma enabling us to define a Conley-Zehnder index for Reeb orbits. Let
Sk ⊂ Sp(2n) be the set of symplectic matrices A with dim ker(A − id) = k. Let o1(t), o2(t)
be two paths in Sp(2n). We say that o1, o2 are stratum homotopic if there is a smooth
family of paths ψs : [0, 1] → Sp(2n) where ψs(0) ∈ Sk1 , ψs(1) ∈ Sk2 for all s and some fixed
k1, k2 and ψ0, ψ1 are homotopic to o1, o2 respectively relative to their endpoints.
Lemma 4.1. If o1,o2 are stratum homotopic then they have the same Conley-Zehnder indices.
Proof. This follows directly from [RS93, Theorem 2.4]. 
We will now define the Conley-Zehnder index for Reeb orbits. Let (C, ξ) be a cooriented
contact manifold of dimension 2n−1 and let α be a contact form respecting the coorientation
with ker(α) = ξ. Fix some complex structure on the bundle ξ compatible with dα|ξ . Let
κ be the canonical bundle of (C, ξ) and κ∗ the anticanonical bundle. From now on we will
assume that c1(ξ;Q) = 0 ∈ H
2(C;Q). This means there is some number N ∈ N so that
Nc1(ξ) = 0 ∈ H
2(C;Z). Therefore we can trivialize the Nth power of the anticanonical
bundle. Let τ : (κ∗)⊗N → C ×C be a choice of such a trivialization. Let γ : R/LZ→ C be a
Reeb orbit of α. Choose a trivialization of τγ : γ
∗⊕Nj=1ξ → C×C
(n−1)N as a Hermitian vector
bundle so that its highest complex exterior power coincides with our trivialization τ . Such a
choice does not depend up to homotopy on our choice of dα|ξ compatible complex structure
because the space of such structures is connected. Let φt : C → C be the flow of the Reeb
vector field of C. Let Dφt|ξ : ξ → ξ be the restriction of the linearization Dφt : TC → TC of
the Reeb flow φt of α. Then using the above trivialization along γ we have that ⊕
N
j=1Dφt|ξ
gives us a smooth path of symplectic matrices Aγ : [0, L]→ Sp(R
(2n−2)N ) given by
(1) Aγ(t) := pr ◦ τγ ◦
(
⊕Nj=1Dφt|ξ
)
◦
(
pr ◦ τγ |γ∗⊕Ni=1ξγ(0)
)−1
where pr : C × C(n−1)N → C(n−1)N = R(2n−2)N is the natural projection map.
Definition 4.2. Define the Conley-Zehnder index of γ, CZτ (γ) ∈
1
2NZ ⊂ Q, to be
1
NCZ(Aγ). If H
1(C,Q) = 0 then we define CZ(γ) := CZτ (γ) (see the Lemma below).
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Lemma 4.3. If H1(C,Q) = 0 then CZτ (γ) does not depend on τ or N .
Proof. Suppose that we have some other choice of trivialization υ : (κ∗)⊗N1 → C×C as above
where N1 ∈ N then τ and υ induce natural trivializations τ
⊗N1 and υ⊗N of (κ∗)⊗NN1 . By
property (CZ4) we then get that CZτ (γ) = CZτ⊗N1 (γ) and similarly CZυ(γ) = CZυ⊗N (γ).
Now τ⊗N1 ◦(υ⊗N )−1 is a bundle morphism between trivial bundles and hence a section of the
trivial bundle C×C∗ which is equivalent to a smooth map from C → C∗. Because the pullback
of dϑ via C → C∗ is exact (as H1(C,R) = 0) we get that such a smooth map is homotopic
to the constant map and this means that τ⊗N1 is homotopic to υ⊗N through trivializations.
Let (τs)s∈[0,1] be this family of trivializations joining τ
⊗N1 and υ⊗N . Then each τs gives us
a family of symplectic matrices Aγ,s(t) as in Equation 1. Here Aγ,s are stratum homotopic
and so have the same Conley-Zehnder index by Lemma 4.1. Hence CZτ⊗N1 (γ) = CZυ⊗N (γ)
by (CZ1). And so CZτ (γ) = CZυ(γ). 
4.2. Pseudo Morse-Bott families. Recall that a smooth function f : X → R has a Morse-
Bott family of critical points B ⊂ X if B is a submanifold and the Hessian of f at each b ∈ B
has kernal equal to TbB. We say f is Morse-Bott if every critical point sits inside a Morse-Bott
family. The reason why the above definition is useful is because many manifolds have natural
Morse-Bott functions and it useful to exploit such functions to tell us what the homology
groups of the above manifold is using Morse-Bott homology.
If we have a manifold C with contact form α, then there is a natural function sending loops
γ : S1 → C to
∫
γ∗α. The critical points of such a function are Reeb orbits. Morally, contact
homology is Morse homology of such a function (in reality this is not true and there are
many difficult problems to overcome), and therefore in order to calculate contact homology
one needs to know when γ →
∫
γ∗α is ‘Morse-Bott’.
Definition 4.4. A Morse Bott family of Reeb orbits of (C,α) of period T is a closed
submanifold B ⊂ C where B is a union of closed Reeb orbits of period T , and if φt : C → C
is the Reeb flow then Ker(DφT )|B = TB (see [Bou02]).
The families of critical points that we will be dealing with in Section 5.2 will be manifolds
with corners. It is not known how to define ‘Morse-Bott manifolds with corners’. In this
paper we do not need such a strong definition. We are only interested in the indices of such
Reeb orbits and so we are content with the definition of a ‘pseudo Morse-Bott submanifold’.
As motivation, here is a finite dimensional version:
Definition 4.5. Let f : X → R be a smooth function. Suppose that we have a connected set
of critical points B ⊂ X which is isolated and contained in a level set of f . Then B is said
to be pseudo Morse-Bott if the kernal of the Hessian has constant rank along B.
This is a more general definition than just being a (connected) Morse-Bott family of critical
points. The good thing about this definition is that if one perturbs f by a small amount so
that it is a Morse function then one can estimate the indices of the critical points near B by
looking at the Hessian. We wish to do exactly the same thing for the function γ →
∫
γ∗α.
Definition 4.6. Suppose BT is a subset of C so that:
(1) BT is a union Reeb orbits of period T .
(2) There is a neighborhood NBT of BT and a constant δ > 0 so that any Reeb orbit with
period in the interval [T − δ, T + δ] meeting NBT is in fact contained in BT and has
period T .
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Then we say BT is an isolated family of Reeb orbits of period T . We will say that
NBT is an isolating neighborhood for BT .
Definition 4.7. A pseudo Morse-Bott family is an isolated family of Reeb orbits BT of
period T with the additional property that BT is path connected and for each point p ∈ BT we
have Sizep(BT ) := dim ker(DpφT |ξ − id) is constant along BT (recall that Dpφt|ξ : ker(α)p →
ker(α)φt(p) is the restriction of the linearization of φt to ker(α)p).
An example of a pseudo Morse-Bott family of period T is a Morse-Bott family of Reeb
orbits of period T .
We are interested in indices of Reeb orbits and so from now on we assume that we work
with a fixed trivialization of a fixed power of the canonical bundle of (C,α).
By Lemma 4.1 we have that the Conley-Zehnder index of the period T orbits starting in
BT are all the same because BT is path connected. Hence we define the Conley-Zehnder
index of BT , CZ(BT ), to be the Conley-Zehnder index of one of its period T Reeb orbits.
4.3. Perturbations of Contact Forms and Indices. Suppose we have a contact form and
we wish to perturb it, then this new contact form has new Reeb orbits that are near the old
Reeb orbits. We wish to relate the indices of these new Reeb orbits with the indices of the
old ones. The aim of this section is to give us such a relation. The reason why we need such
a relation is that in order to bound the minimal discrepancy of an isolated singularity from
below, one needs to find a Reeb orbit of a particular Conley-Zehnder index for any contact
form associated to the contact distribution on our link. To find such Reeb orbits we need
to use J-holomorphic curves, and such curves find Reeb orbits of the right index when the
contact form is C∞ generic. So if we have a non-generic contact form, we need to show that
the orbits of a nearby generic contact form have related indices. We need a linear algebra
lemma and corollary first.
Let Y be a symplectic vector space and L the set of linear Lagrangians inside Y . Let
L ∈ L be a fixed Lagrangian. Define Lk to be the set of Lagrangians in Y whose intersection
with our fixed Lagrangian L has dimension k.
Lemma 4.8. Fix Λ0 ∈ Lk. Then for a sufficiently small neighborhood NΛ0 of Λ0 we have
that any path Λ : [a, b]→ NΛ0 with Λ(a) = Λ0 has Maslov index in [−
k
2 ,
k
2 ].
Proof. of Lemma 4.8. First of all we can identify our symplectic vector space Y with T ∗L
via a linear symplectomorphism so that:
(1) The zero section is identified with L.
(2) By choosing a linear coordinate system x1, · · · , xn on L we get associated coordinates
x1, · · · , xn, y1dx1, · · · , yndxn on T
∗L and this identifies T ∗L with L⊕ L in a natural
way. We require that the Lagrangian Λ0 is the graph of a symmetric matrix A with
respect to this coordinate system. Another way of seeing this is viewing L as the
graph of the differential of the function fA(x) =
1
2x
TAx.
Let Z ⊂ L be a subspace of L so that (L ∩ Λ0)⊕ Z = L. We get that A|Z is non-degenerate
as a quadratic form. We choose NΛ0 small enough so that every element of this set can also
be expressed as the graph of a symmetric matrix whose restriction to Z is non-degenerate. If
Λ : [a, b]→ NΛ0 is a smooth path starting at Λ0 then this is represented by a smooth family of
symmetric matrices (At)t∈[a,b] with Aa = A whose restriction to Z is non-degenerate. By the
localization axiom from [RS93, Theorem 2.3] we then get that the Maslov index is 12(sign(Ab)−
sign(Aa)) =
1
2(sign(Ab) − sign(A)). Here sign means the sign of the symmetric matrix as a
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quadratic from. Now sign(At) = sign(At|Z)+sign(At|L∩Λ0). Because At|Z is a smooth family
of non-degenerate quadratic forms, they have the same sign. Also sign(A)|L∩Λ0 = 0. Hence
Mas(Λ(t)) =
1
2
(sign(Ab)− sign(A)) =
1
2
sign(Ab)|L∩Λ0 .
Because the dimension of L ∩ Λ0 is k this means that Mas(Λ(t)) ∈ [−
k
2 ,
k
2 ]. 
As a result we have the following direct corollary:
Corollary 4.9. Let A ∈ Sk. Then for a sufficiently small neighborhood NA of A we have
that any path o : [a, b]→ NA with o(a) = A has Conley-Zehnder index in [−
k
2 ,
k
2 ].
The following lemma implies that if we perturb a pseudo Morse-Bott family then all the
nearby Reeb orbits have a bound on their Conley-Zehnder indices. Recall that Dφt is the
linearization of the Reeb flow φt of α. Let ξ := ker(α) be the contact hyperplane distribution.
We choose a trivialization τ of ⊗Nj=1κ
∗ where κ∗ is the anticanonical bundle.
Lemma 4.10. Let γ be any Reeb orbit of α of period T and define K := dim ker(DφT |ξ(γ(0))−
id). Fix some riemannian metric on C. There is a constant δ > 0 and a neighborhood N of
γ(0) so that for any contact form α1 with |α−α1|C2 < δ and any Reeb orbit γ1 of α1 starting
in N of period in [T − δ, T + δ] we have CZ(γ1) ∈ [CZ(γ)−
1
2K,CZ(γ) +
1
2K].
Proof. of Lemma 4.10. Choose a sequence of contact forms αi C
2 converging to α, and sup-
pose there is a sequence of Reeb orbits γi of αi period Ti where Ti converges to T and γi(0)
converges to γ(0). By Gray’s stability theorem we can assume that ker(αi) = ker(α) = ξ.
We wish to show that CZ(γi) ∈ [CZ(γ) −
1
2K,CZ(γ) +
1
2K] for sufficiently large i. Let
Di(t) : Tγi(0)C → Tγi(t)C be the linearization of the Reeb flow of αi from γi(0) to γi(t). Simi-
larly define D∞(t) for γ(t). Because these linearizations preserve the contact distribution we
will actually view them as symplectic linear maps: Di(t)|ξ : ker(αi)γi(0) → ker(αi)γi(t) and
D∞(t)|ξ : ker(α)γ∞(0) → ker(α)γ∞(t). Choose trivializations of the Hermitian vector bundles
τi : γ
∗
i ⊕
N
j=1 ξ → (R/TiZ) × R
(2n−2)N and τ∞ : γ
∗ ⊕Nj=1 ξ → (R/TZ) × R
(2n−2)N whose
highest exterior power agrees with our chosen trivialization τ . This means that ⊕Nj=1Di(t)|ξ
and ⊕Nj=1D∞(t)|ξ are represented by paths of symplectic matrices in Sp((2n − 2)N) respec-
tively, which we write as D⊕i (t) and D
⊕
∞(t) so that D
⊕
i (t),t ∈ [0, Ti] C
∞ converges (after
linearly rescaling the t coordinate) to D⊕∞(t), t ∈ [0, T ]. Note that dim ker(D
⊕
i (Ti) − id) =
Ndim ker(Di(Ti)|ξ − id) and that CZ(D
⊕
i ) = NCZ(γi) for all i ∈ N ∪ {∞}.
By Corollary 4.9 there is a small neighborhood N of D⊕∞(T ) in Sp((2n−2)N) so that every
path of symplectic matrices in N starting at γ(T ) has Conley-Zehnder index in the interval
[−12NK,
1
2NK]. We can also assume that N is contractible. For i large enough we have that
D⊕i (Ti) ∈ N and also that D
⊕
i (t) is homotopic to D
⊕
∞(t) through paths whose starting point
is fixed and whose endpoint is contained in N. Let pi(t) ∈ N be a path starting at D
⊕
i (Ti)
and ending at D⊕∞(T ). The catenation of D
⊕
i (t) and pi(t) is a path homotopic to D
⊕
∞(t)
through paths with fixed endpoints equal to D⊕∞(0) and D
⊕
∞(T ) and so they have the same
Conley-Zehnder index by property (CZ1). Using the fact that the Conley-Zehnder index of
pi(t) is in [−
1
2NK,
1
2NK] and property (CZ3) we get that the Conley-Zehnder index of D
⊕
i (t)
is in CZ([D⊕∞)−
1
2NK,CZ(D
⊕
∞)+
1
2NK]. Now CZ(γi) =
1
NCZ(D
⊕
i ) and CZ(γ) =
1
NCZ(D
⊕
∞)
and hence CZ(γi) ∈ [CZ(γ)−
1
2K,CZ(γ) +
1
2K] for i sufficiently large. 
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Corollary 4.11. Let b, c ∈ R be fixed constants. Suppose that for all ǫ > 0, there is a contact
form α1 admitting a Reeb orbit of lSFT index ≤ b and period ≤ a satisfying |α− α1|C2 < ǫ.
Then α admits a Reeb orbit with lSFT index ≤ b and period ≤ a.
Proof. Choose a sequence of such α1’s C2 converging to α and let γi be their respective orbits
of lSFT index ≤ b and period ≤ a. A compactness argument tells us that after passing to a
subsequence, γi converges to a Reeb orbit γ of α of period ≤ a. Lemma 4.10 then gives us
our bound on lSFT(γ). 
5. Neighborhoods of Symplectic Submanifolds with Contact Boundary
We need a purely symplectic notion of divisor, and we need definitions which make such a
divisor look like the resolution of a singularity which is numerically Q-Gorenstein.
Definition 5.1. If we have some real codimension 2 submanifolds S1, · · · , Sl inside some
manifold M then they are said to be normal crossings if for each p ∈M there is a coordinate
chart x1, y1, · · · , xk, yk, w1, · · · , wq centered at p and distinct elements i1, · · · , ik ∈ {1, · · · , l}
so that Sij = {xj = yj = 0} near p for all j = 1, · · · , k and Si does not intersect this
coordinate chart for all i ∈ {1, · · · , l} \ {i1, · · · , ik}.
Definition 5.2. ([McL12, Definition 5.1] or [MTZ14, Definition 2.1]). If S1, · · · , Sl are
submanifolds of a symplectic manifold M then we say they are positively intersecting if
(1) If S1, · · · , Sl are connected and normal crossings and SI := ∩i∈ISi is a symplectic
submanifold for each I ⊂ {1, · · · , l}.
(2) For each I, J ⊂ {1, · · · , l} with I ∩ J = ∅ let N1 be the symplectic normal bundle
for SI∪J in SI and N2 the symplectic normal bundle for SI∪J in SJ . The condition
I ∩ J = ∅ ensures that SI and SJ are transversally intersecting and so N1 ⊕ N2 ⊕
TSI∪J = TM |SI∪J . Because TSI∪J , N1, N2 have natural orientations, we require that
the orientation of N1⊕N2⊕TSI∪J agrees with the natural symplectic orientation on
TM |SI∪J for all I, J with SI∪J 6= 0.
Definition 5.3. A normal crossings exact divisor consists of a triple (M,∪iSi, θ) where
M is a manifold with boundary, Si are real codimension 2 submanifolds and θ is a 1-form on
M \ ∪iSi satisfying:
• dθ extends to a symplectic form ω on M .
• S1, · · · , Sl are positively intersecting symplectic submanifolds without boundary and
∪iSi →M and ∂M →M \ ∪iSi are homotopy equivalances.
A normal crossings exact divisor (M,∪iSi, θ) is compact if M is compact. A normal cross-
ings exact divisor (M,∪iSi, θ) is strongly numerically Q-Gorenstein if H
1(M\∪iSi;Q) =
0 and c1(TM |M\∪iSi ;Q) = 0 ∈ H
2(M \ ∪iSi,Q). It is orthogonal if S1, · · · , Sl are sym-
plectically orthogonal submanifolds (i.e. for each i 6= j we have that the symplectic normal
bundle of Si along Si ∩ Sj is contained in TSj).
Let (M,∪iSi, θ) be a compact normal crossings exact divisor. Let θc be a 1-form on M
equal to θ near ∂M but equal to 0 near ∪iSi. Then ω − dθc represents an element [ω − dθc]
of H2(M,∂M ;R) (the chain complex for this cohomology group consists of de Rham forms
whose restriction to ∂M is 0). Such a class only depends on θ. By Lefschetz duality we have
H2(M,∂M ;R) = H2n−2(M ;R) and because M is homotopic to ∪iSi we get that [ω − dθc] is
Lefschetz dual to −
∑
i λi[Si] ∈ H2n−2(M ;R) for some λ1, · · · , λl.
Definition 5.4. The constant λi is called the wrapping number of θ around Si.
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We can also define wrapping numbers in the case where M is non-compact, in which case
H2n−2(M ;R) is replaced by Borel-Moore homology. The wrapping number was originally
defined in [McL12, Section 5.2] modulo rescaling by 2π and it is defined in the following
way (which justifies the name ‘wrapping number’): Choose a point p ∈ Si \ ∪j 6=iSj and an
embedded symplectic 2-dimensional disk D ⊂ M of some small radius intersecting Si at p
transversally at the origin with positive intersection number and so that (D\{0})∩(∪iSi) = ∅.
Let (r, ϑ) be standard polar coordinates for D ⊂ C so that the symplectic form on D is 12r
2dϑ.
We have that [θ|D\{0} −
1
2r
2dϑ] ∈ H1(D \ {0};R) = R is equal to (li/2π)dϑ for some li ∈ R.
Here li is the number of times θ −
1
2r
2dϑ ‘wraps’ around p.
Lemma 5.5. li = λi.
Proof. By Stokes’ Theorem one can add df to θ without changing λi or li if the support
of f : M → R is contained in the interior of M . Hence we can assume that θ|D\{0} =
1
2r
2dϑ + (li/2π)dϑ. We can also assume that θc|D\{0} = ρ(r)
(
1
2r
2dϑ+ (li/2π)
)
dϑ where
ρ(r) = 0 near p and 1 near ∂D.
We have that H2(M,∂M ;R) is freely generated by the Lefschetz duals LD([Si]) of [Si] ∈
H2n−2(M ;R) by a Mayor-Vietoris argument. Let ρ : H
2(M,∂M ;R) → H1(D \ {0};R) be
the natural map:
H2(M,∂M ;R) = H2(M ;M \ ∪iSi;R)→ H
2(D;D \ {0};R) = H1(D \ {0};R).
The identification H2(D;D \ {0};R) = H1(D \ {0}) comes from the long exact sequence
associated to the pair (D,D \{0}). The map ρ sends −
∑
j λjLD([Sj]) to −(λi/2π)[dϑ]. Also
ρ sends [ω − dθc] to −(li/2π)[dϑ] because
[(ω − dθc)|D] =
[
d((1 − ρ(r))
1
2
r2dϑ)− d(ρ(r)(li/2π)dϑ)
]
=
−
[
d(ρ(r)(li/2π)dϑ)] ∈ H
2(D, ∂D;R) ∼= H2(D,D \ {0};R).
Hence li = λi. .
Definition 5.6. A normal crossings exact divisor (M,∪iSi, θ) is called a positively wrapped
divisor if the wrapping number of θ around Si is positive for each 1 ≤ i ≤ l.
Throughout this section, the following examples of strongly numerically Q-Gorenstein
positively wrapped divisors should be kept in mind: If A ⊂ CN is an affine variety with an
isolated singularity at zero, then we can intersect it with a small closed ball Bδ. By [Hir64] we
resolve A at 0 by blowing up along smooth subvarieties and take the preimage A˜δ of Bδ under
this resolution map. The preimage of zero under this resolution map is normal crossings, and
connected by Zariski’s connectedness theorem [Zar57]. Later on (see Lemma 5.25) we will
show that such a resolution has a compatible symplectic form and the exceptional divisors will
be positively intersecting symplectic submanifolds of A˜δ and we will also show that there is
a 1-form θ as above giving these submanifolds positive wrapping numbers for an appropriate
resolution.
5.1. Boundary Construction and Uniqueness. In this section we will construct a natural
contact manifold associated to positively wrapped divisors (M,∪iSi, θ) which we will call the
contact link. This will be the boundary of an appropriate neighborhood of ∪iSi. In the case
where S1, · · · , Sl are exceptional divisors of a resolution of an isolated singularity, we will
show later on that this contact manifold is contactomorphic to the link (see Lemma 5.25).
In order to do this we need a preliminary definition:
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Definition 5.7. Suppose that S is a smooth submanifold of a manifold X. Choose a metric
on X. Let TS⊥ ⊂ TM |S be the subbundle of vectors that are orthogonal to TS with respect
to this metric. Let TS⊥,δ ⊂ TS⊥ be the subset consisting of vectors of length at most δ. Let
δr > 0 be small enough so that the exponential map exp : TS
⊥,δr → X of our metric is well
defined.
We define r : exp(TS⊥,δr) → [0, δr) by r(x) := |exp
−1(x)|. We say that r is a radial
coordinate associated to S. The metric g is called a metric associated to r.
Let (M,∪iSi, θ) be a compact positively wrapped divisor. Let ri : Ni ։ [0, δr) be a radial
coordinate associated to Si. Let ρ : [0, δr) → [0, 1] be a smooth function so that ρ(x) = x
2
near 0 and ρ(x) = 1 near δr with ρ
′ ≥ 0. We define ρri to be ρ◦ri inside the domain of ri and
1 elsewhere. A smooth function f :M \ ∪iSi → R is said to be compatible with ∪iSi if it
is equal to
∑
imi log(ρri)) + τ for some chosen radial coordinates ri associated to Si, choice
of function ρ as above, constants mi > 0, and some smooth function τ :M → R.
The main proposition of this section is:
Proposition 5.8. For any smooth function f : M \ ∪iSi → R compatible with ∪iSi, there
exists a smooth function g :M \∪iSi → R so that df(Xθ+dg) > 0 in some small neighborhood
of ∪iSi.
The above proposition gives us the following definition.
Definition 5.9. Let (M,∪iSi, θ) be a compact positively wrapped divisor, let f :M \∪iSi → R
be compatible with ∪iSi and let g be as in the above proposition. Let y ∈ R be sufficiently
negative so that for any y1 ≤ y, df(Xθ+dg) > 0 along f
−1(y1) and so that f
−1(y1) is compact.
The contact structure (f−1(y), ker((θ+dg)|f−1(y))) is called the contact link of (M,θ,∪iSi).
Corollary 5.11 below tells us that this contact structure is independent of choice of radial
coordinates, constants mi and functions ρ, τ and g.
We also have a parameterized version of Proposition 5.8. Suppose that (M,∪iSi, θt)t∈[0,1]
are compact positively wrapped divisors where θt smoothly depends on t. Let ωt be the
symplectic form on M equal to dθt on M \ ∪iSi.
Proposition 5.10. Let ft : M \ ∪iSi → R by a smooth family of functions compatible
with ∪iSi so that the associated radial coordinates ri, constants mi and functions ρ and τ
smoothly vary as t varies. Then there is a smooth family of functions gt : M \ ∪iSi → R so
that dft(X
ωt
θt+dgt
) > 0 near ∪iSi.
The proof of this proposition is exactly the same as the proof of Proposition 5.8 except
that we now have everything parameterized by t.
We have the following corollary:
Corollary 5.11. Let f0, f1 :M \∪iSi → R be compatible with ∪iSi and let g0, g1 :M \∪iSi →
R be such that for j = 0, 1, dfj(X
ωj
θj+dgj
) > 0 near ∪iSi. Then for all sufficiently negative l we
have that
(
f−10 (l), ker
(
(θ0 + dg0)|f−10 (l)
))
is contactomorphic to
(
f−11 (l), ker
(
(θ1 + dg1)|f−11 (l)
))
.
This corollary tells us that the contact link only depends on the deformation class of
(M,θ,∪iSi).
Proof. of Corollary 5.11. By definition we have radial coordinates rji : N
j
i ։ [0, δr) associated
to Si defined using metrics g
j
i along with constants m
j
i > 0 and smooth functions τj defined
on a neighborhood of ∪kSk so that fj =
∑
im
j
i log(ρrji
) + τj for both j = 0, 1.
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Now choose a smooth family of metrics gti , t ∈ [0, 1] joining g
0
i with g
1
i . Let S
⊥
i,t ⊂ TM |Si
be the set of vectors gti orthogonal to TSi ⊂ TM |Si . Let S
⊥
i,t,δr
⊂ Ni,t be the set of vectors
of length less than δr and expgti : S
⊥
i,t,δr
→ M the associated exponential map (which is
well defined for δr small enough). Let N
t
i be the image of this exponential map. Define
rti : N
t
i ։ [0, δr) by r
t
i(x) := |exp
−1
gti
(x)|t where | · |t is the norm induced by g
t
i on S
⊥
i,t. Then
rti is a smooth family of radial coordinates associated to Si joining r
0
i and r
1
i .
Let τt be a smooth family of functions on M joining τ0 and τ1 and m
t
i > 0 a smooth
family of constants joining m0i with m
1
i . Then ft :=
∑
im
t
i log(ρrti ) + τt is a smooth family
of functions compatible with ∪kSk joining f0 and f1. We can now apply Proposition 5.10 to
the functions ft and symplectic forms ωt combined with Gray’s stability theorem to conclude
that (f−10 (l), θ0 + dg
1
0 |f−10 (l)
) is contactomorphic to (f−11 (l), θ1 + dg
1
1 |f−11 (l)
) for some smooth
functions g10 , g
1
1 : M \ ∪iSi → R. By linearly interpolating between g
1
0 and g0 and g
1
1 and g1
we get that(
f−10 (l), ker
(
(θ0 + dg
1
0)|f−10 (l)
))
is contactomorphic to
(
f−10 (l), ker
(
(θ0 + dg0)|f−10 (l)
))
and(
f−11 (l), ker
(
(θ1 + dg
1
1)|f−10 (l)
))
is contactomorphic to
(
f−11 (l), ker
(
(θ1 + dg1)|f−10 (l)
))
. Hence(
f−10 (l), ker
(
(θ0 + dg0)|f−10 (l)
))
is contactomorphic to
(
f−11 (l), ker
(
(θ1 + dg1)|f−11 (l)
))
. 
To prove Proposition 5.8 we need the following Lemma:
Lemma 5.12. Let (U,∪iΣi, θU ) be a non-compact positively wrapped divisor with positive
wrapping numbers. Let π : U ։ S be a smooth fibration whose fibers are all symplectomorphic
to a ball of small radius in R2n and so that the natural symplectic connection (i.e. the
Ehresmann connection given by the subbundle of vectors symplectically orthogonal to the
fibers) has parallel transport maps in U(n). Hence we can view S as a submanifold of U
given by the 0 section. We will assume that S is diffeomorphic to a ball and S = ∩iΣi. Let
‖ · ‖ be any metric on U so that ‖ωU‖ is bounded.
Then (after shrinking the fibers of π) there is a function gU : M \ ∪iSi → R so that for
all smooth functions f : U \ ∪iΣi → R compatible with ∪iSi we have that df(XθU+dgU ) >
cf‖θU + dgU‖‖df‖ near ∪iΣi where cf > 0 is a constant depending on f . Also a1‖db‖ <
‖θU+dgU‖ < a2‖db‖ near ∪iSi for some smooth function b compatible with ∪iΣi and constants
a1, a2 > 0.
Proof. of Lemma 5.12. Before we get in to the details of this technical Lemma, we will first
give a sketch of the proof in the case when S is a point and U = C2 with the standard
symplectic form and Σ1,Σ2 are linear (the more general case is similar). First of all we pass
to the universal cover U˜ of C2 \ Σ1 which is symplectomorphic to the open subset x˜1 > 0 in
C2 where x˜1 + iy˜1, x˜2 + iy˜2 are complex coordinates for C
2. Here x˜1 is equal to the pullback
of the square of some radial coordinate associated to Σ1, y˜1 is an angle coordinate and x˜2, y˜2
are the pullbacks of linear coordinates. The closure of the preimage of Σ2 in this cover is a
manifold with boundary Σ˜2 containing the line ν given by x˜1 = x˜2 = y˜2 = 0. We have that
Σ˜2 as an oriented real blowup of Σ2. The key technical step in the proof is to construct a
closed 1-form q˜1 in a neighborhood of ν so that Xq˜1 is non-zero and tangent to Σ˜2. One can
also ensure that q˜1 descends to q1 on C
2 \ S1 so that it represents λ1 ∈ R = H
1(C2 \ Σ1;R).
The positive wrapping condition ensures that Xq1 points away from S1. We construct q2 in a
similar way. Because our symplectic form ωU on U is closed, it is exact on a neighborhood of
0 in C2 and hence is equal to dθ1. Then θ1 + q1 + q2 is cohomologous to θ and the tangency
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condition ensures that Xθ1+q1+q2 has the right properties. The point being that Xq1+q2 can
be computed, and Xθ1 is tiny compared with Xq1+q2 .
We will now proceed with the full proof (it is good to work through this proof in the case
where (U,∪iΣi, θU ) is as in the above example). Because the structure group of π is U(n),
the fibers have a natural metric. Hence we can shrink the fibers of π by reducing their radius
so that each submanifold Σi intersects each fiber of π transversally. Let λ1, · · · , λn > 0 be the
wrapping numbers of θU around Σ1, · · · ,Σn respectively. For the moment we will fix some
1 ≤ i ≤ n. Again after shrinking the fibers of U we have functions x1, y1, · · · , xn, yn ∈ C
∞(U)
so that Σi = {x1, y1 = 0} and so that the restriction of these functions to each fiber of π gives
us a symplectic coordinate chart centered at 0. Note that these coordinates are dependent
on i. We also have polar coordinates r, ϑ depending on x1, y1 only so that x1 = r cos(ϑ)
and y1 = r sin(θ). The universal cover U˜i of U \ Σi admits a fibration π˜i : U˜i ։ S equal to
the covering map composed with π. Also U˜i has functions x˜1, y˜1, x˜2, y˜2, · · · , x˜n, y˜n which are
pullbacks of 12r
2, ϑ, x2, y2 · · · , xn, yn respectively. Each fiber of π˜i is the universal cover of
each fiber of π|U\Σi . The coordinates (x˜1, y˜1, x˜2, y˜2, · · · , x˜n, y˜n) naturally identify the fibers
of π˜i with an open subset of R
2n hence π˜i : U˜i ։ S enlarges to a smooth fibration π̂i : Ûi ։ S
whose fibers are diffeomorphic to R2n with standard coordinates (x˜1, y˜1, x˜2, y˜2, · · · , x˜n, y˜n)
but the symplectic form does not necessarily extend. Having said that the restriction of the
symplectic form to each fiber of π˜i extends to
∑
i dx˜i∧dy˜i on the fibers of π̂i. The group of deck
transformations Z acts on each fiber of π˜i by sending the coordinate (x˜1, y˜1, x˜2, y˜2, · · · , y˜n)
to (x˜1, y˜1 + 2πk, x˜2, y˜2, · · · , y˜n) for each k ∈ Z. This group action extends to one on Ûi.
Let Lϑ ⊂ Ûi be the unique submanifold of Ûi so that:
(1) it intersects each fiber transversally.
(2) its intersection with each fiber F = (π̂i)
−1(p) is a straight line LFϑ contained in the
plane F ∩ {y˜1 = ϑ}.
(3) The projection of LFϑ ∩ U˜i to π
−1(p) extends to a unique straight line, which is
contained in the tangent space at zero of π−1(p) ∩ ∩j 6=iΣj .
If q is a 1-form in Ûi then define X
v
q to be the unique vector field tangent to the fibers
(π̂i)
−1(p) of π̂i so that q|(π̂i)−1(p) = iXvq (
∑
j dx˜j ∧ dy˜j).
There is a 1-form q˜i in Ûi with the following properties:
(1) The restriction of q˜i to each fiber is closed.
(2) Inside each fiber F , Xvq˜i is tangent to the line L
F
ϑ at the point (0, ϑ, 0, 0, · · · , 0) and
pointing in the direction in which x˜1 is strictly increasing.
(3) Define ν := ∩j{x˜j = 0} ∩ ∩j 6=1{y˜j = 0}. The integral from y˜1 = 0 to y˜1 = 2π of q˜i
along each line ν ∩ (π̂i)
−1(p) is λi.
(4) q˜i is invariant under the Z action near ν.
Because the fibers of π̂i are contractible we have that q˜i is fiberwise exact and so there is a
smooth function gi : Ûi → R whose differential restricted to each fiber is q˜i. Let q̂i = dgi.
This is a closed 1-form with exactly the same properties as q˜i. After shrinking the fibers of
π, we have that q̂i descends to a closed 1-form qi on U \ Σi.
Because dqi = 0 we have that the symplectic form ωU is equal to the exterior derivative of
Θ := θ1+
∑
i qi where θ1 is a 1-form on U whose norm is bounded. This is equal to θU + dgU
near the zero section for some smooth function gU : U \ ∪iΣi → R because both θU and Θ
have the same wrapping numbers by property (3) stated for q˜ earlier.
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We now wish to show that df(XθU+dgU ) > cf‖θU + dgU‖‖df‖ near S for each f compatible
with ∪iΣi. Because the norm of θ1 is bounded it is sufficient to show that df(X∑
i qi
) >
c‖
∑
i qi‖‖df‖ for some constant c near S. Because f is compatible with ∪iΣi, we have
radial coordinates ri associated to Si for each i, constants mi > 0 and a smooth function
τ ∈ C∞(U) so that f =
∑
imi log(ri) + τ near 0. For any sequence of points pk ∈ U \ ∪jΣj
tending to p ∈ S we have that (after passing to a subsequence) Xqi/‖qi‖ at pk tends to
a vector v ∈ TM |S \ TΣi. Because each such vector v is transverse to Σi we have that
d log(ri)(Xqi) > ci‖qi‖‖d log(ri)‖ near 0 for some constant ci. Also for any sequence of points
pk ∈ U \ ∪jΣj tending to 0 and any i1 6= i2 we have that (after passing to a subsequence)
Xqi1/‖qi1‖ at pk tends to a vector v tangent to Si2 . This implies that dri(Xqi1/‖qi2‖) tends
to 0 and hence
d log(ri)(Xqi1
)
‖qi1‖‖d log(ri)‖
tends to 0. Putting everything together we get that
d log(ri)(
∑
j
Xqj ) > c
f
i ‖qi‖‖d log(ri)‖
for some constant cfi . Hence
d
(∑
i
mi log(ri)
)(∑
j
Xqj
)
> c
∑
i
‖qi‖‖d log(ri)‖
for some constant c > 0. Now there are constants c1, c2 so that c1‖qi‖ < ‖d log(ri)‖ < c2‖qi‖.
Hence
∑
i ‖qi‖‖d log(ri)‖ is greater than some constant times
∑
imi‖d log(ri)‖
2 which in
turn is greater than a constant times (
∑
i ‖d log(ri)‖)‖
∑
imid log(ri)‖ is greater than some
constant times ‖
∑
i qi‖‖
∑
imid log(ri)‖. This implies that there is a constant c > 0 so that:
d
(∑
i
mi log(ri)
)(∑
j
Xqj
)
> c‖
∑
i
qi‖‖
∑
i
mid log(ri)‖.
Now because τ is smooth at S and near S, we have dτ(
∑
i qi) < γ‖
∑
i qi‖ for some constant
γ > 0. Because ‖d log(ri)‖ and ‖qi‖ tend to infinity as we approach 0 for each i, we get our
bound df(X∑
i qi
) > c‖
∑
i qi‖‖df‖ for some c > 0. Hence df(XθU+dgU ) > cf‖θU + dgU‖‖df‖
near S for some cf > 0. Because θU +dgU = θ1+
∑
i qi near S and that ‖θ1‖ is bounded near
0, there are constants a1, a2 > 0 so that a1‖db‖ < ‖θU +dgU‖ < a2‖db‖ where b =
∑
i log(ri).

Proof. of Proposition 5.8. Fix some metric ‖ · ‖ on M . For each I ⊂ {1, · · · , l} define
SI := ∩i∈ISi and also choose open sets V
I
1 , · · · , V
I
kI
, I ⊂ {1, · · · , l} of M so that:
(1) ∪I,jV
I
j contains ∪i∈ISi.
(2) W Ij := V
I
j ∩ SI is diffeomorphic to an open ball.
(3) There are smooth fibrations πIj : V
I
j ։ W
I
j whose fibers are symplectomorphic to
small open balls in C|I| and so that the natural symplectic connection has parallel
transport maps in U(|I|).
Choose some total order  on the set of pairs (I, j) where I ⊂ {1, · · · , l} and 1 ≤ j ≤ kI .
We write (I1, j1) ≺ (I2, j2) if (I1, j1) 6= (I2, j2) and (I1, j1)  (I2, j2). We will also choose
slightly smaller subsets V˘ Ij whose closure is contained in V
I
j but which still cover ∪iSi and
we define W˘ Ij := V˘
I
j ∩ SI . Suppose (inductively) we have constructed some function g
≺
so that df(Xθ+dg≺) > c‖θ + dg
≺‖‖df‖ and ‖θ + dg≺‖ < ‖db≺‖ in some small open set N
containing ∪(I1,j1)≺(I,j)W˘
I1
j1
where b≺ is some function compatible with ∪iSi. We wish to
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prove the same thing in some open set containing ∪(I1,j1)(I,j)W˘
I1
j1
. By Lemma 5.12 there is
a smooth function g= : M \ ∪i∈ISi → R so that df(Xθ+dg≺+dg=) > cf‖θ + dg
≺ + dg=‖‖df‖
in some neighborhood of W Ij . Also there is a smooth function b compatible with ∪iSi so
that ‖θ + dg≺ + dg=‖ < ‖db‖. Let ρ : M → R be a bump function equal to 0 outside V Ij
and equal to 1 in V˘ Ij . Define g
 := g≺ + ρg=. Inside N ∩ V Ij we have ‖θ + dg
≺‖ < ‖db≺‖
and ‖θ + dg≺ + dg=‖ < ‖db‖ and so ‖dg=‖ < ‖dβ‖ inside N ∩ V Ij for some function β
compatible with ∪iSi. This means that |g
=| is bounded above by some function ν so that
−ν is compatible with ∪iSi inside N ∩ V
I
j . Now
Xθ+dg = X(1−ρ)(θ+dg≺) +Xρ(θ+dg≺+dg=) + g
=Xρ.
Because
‖g=Xρ‖
‖dβ‖ is bounded inside N ∩ V
I
j we get df(Xθ+dg) > c‖df‖‖θ + dg
‖ for some
c > 0 in some open set containing ∪(I1,j1)(I,j)W˘
I1
j1
. Also by construction we have ‖θ + dg‖
is bounded above by dβ2 in this same open set where β2 is compatible with ∪iSi. Hence by
induction we have shown df(Xθ+dg) > 0 near ∪iSi for some g :M \ ∪iSi. 
The proof of Proposition 5.10 is identical to the proof of Proposition 5.8 but now θ,
πIj : V
I
j ։W
I
j , f ,g,g
≺,g=,g,ρ and N all smoothly depend on the parameter t.
5.2. Constructing a Specific Contact Form on Our Boundary. We will now define
minimal discrepancy of a strongly Q-Gorenstein exact divisor (M,∪iSi, θ) by using the ideas
from Lemma 3.3. There is a long exact sequence
0 = H1(M \ ∪iSi,Q) →֒ H
2(M,M \ ∪iSi,Q) →֒ H
2(M,Q)→ H2(M \ ∪iSi,Q).
Now c1(TM) ∈ H
2(M,Q) maps to zero in this long exact sequence and so there is a unique
element c1(M,M \ ∪iSi) ∈ H
2(M,M \ ∪iSi,Q) called the relative first Chern class. Because
∪iSi →֒ M is a homotopy equivalence, we get that H
2(M,M \ ∪iSi,Q) = H2n−2(M,Q)
is generated by fundamental classes [Si] and so c1(M,M \ ∪iSi) = −
∑
i ai[Si] for some
a1, · · · , al ∈ Q (we chose to write minus signs in order to indicate that we are dealing with
Chern classes of tangent bundles instead of cotangent bundles).
Definition 5.13. We define the discrepancy of Si in a strongly Q-Gorenstein normal cross-
ings exact divisor (M,∪iSi, θ) to be ai as defined above. We define theminimal discrepancy
md(M,∪iSi, θ) of (M,∪iSi, θ) to be miniai if miniai ≥ −1 and −∞ otherwise.
Definition 5.14. Let (M,∪iSi, θ) be a positively wrapped divisor. A pair (M1, g :M \∪iSi →
R) is called is called a link region if M1 ⊂ M is a codimension 0 submanifold containing
∪iSi so that there is a function f compatible with ∪iSi satisfying
• df(Xθ+dg) > 0 inside M1 \ ∪iSi and
• M1 = {f
−1(−∞, c] ∪ ∪iSi.
This implies that the boundary of M1 is contact submanifold of M contactomorphic to the link
of ∪iSi. The function f will be called a function compatible with (M1, g :M \∪iSi → R).
We now need a specific technical definition which will be used in the proof of Theorem 7.1.
Definition 5.15. Let (M,∪iSi, θ) be a positively wrapped divisor. Let (M1, g :M \∪iSi → R)
be a link region and let B ⊂ ∂M1 be a pseudo Morse-Bott family of Reeb orbits of θ+dg|∂M1 .
Let B2nν ⊂ C
2n be the symplectic ball of radius ν.
An (ǫ1, ǫ2)-ball product associated to B and Sk inside M1 consists of a subset W ⊂
M1 \ ∪j 6=kSj symplectomorphic to B
2n−2
ǫ1 ×B
2
ǫ2 so that:
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(1) W ∩ Sk = B
2n−2
ǫ1 × {0} ⊂ Sk \ ∪j 6=iSj,
(2) the restriction of θ + dg to B2n−2ǫ1 ×B
2
ǫ2 is pr
∗
1β + pr
∗
2((
1
2r
2
k +
1
2πλk)dϑk) where β is a
1-form, λk is the wrapping number of θ around Sk,(rk, ϑk) are polar coordinates on
B2ǫ2 and pr1 and pr2 are the projections to B
2n−2
ǫ1 and B
2
ǫ2 respectively,
(3) ∂M1 ∩W = B
2n−2
ǫ1 × ∂B
2
ǫ2 and the Reeb orbits inside ∂M1 ∩Wk wrapping around S1
once are contained inside the family B (in other words, the Reeb orbits γx : R/(πǫ
2
2+
λk)Z→ B
2n−2
ǫ1 × ∂B
2
ǫ2 given by γx(t) = (x, ǫ2e
(2iπ/(πǫ22+λk))t) for each x ∈ B2n−2ǫ1 ).
The reason why we need such a product disk is that in the proof of Theorem 7.1, we will
need to partially compactify M1 by replacing B
2n−1
ǫ1 × B
2
ǫ2 with B
2n−1
ǫ1 × S
2
ǫ3 where S
2
ǫ3 is a
symplectic sphere of symplectic area ǫ3 > ǫ2 (see Step 2 of the proof of Theorem 7.1). This
partial compactification is needed so that we can create a GW triple which in turn will be
used to find Reeb orbits.
Theorem 5.16. Let (M,∪iSi, θ) be an orthogonal strongly numerically Q-Gorenstein pos-
itively wrapped divisor with discrepancies a1, · · · , al and wrapping numbers λ1, · · · , λl as-
sociated to S1, · · · , Sl respectively. Let ǫ > 0 be small. Then there exists a link region
(M1, g :M \ ∪iSi → R) so that:
(1) Let VS = N
〈
S1, · · · , Sl
〉
be the free commutative monoid generated by S1, · · · , Sl.
For each element of VS given by V :=
∑
j∈IV
djSj where dj 6= 0 for all j ∈ IV
and ∩i∈IV Sj 6= ∅ we have a non-empty pseudo Morse-Bott family BV of Reeb orbits
of (θ + dg)|∂M1 whose Conley-Zehnder index is given by 2
∑
i∈IV
(ai + 1)di +
1−|IV |
2
where Size(BV ) = 2n − |IV | − 1. The period of the respective Reeb orbits minus∑
i∈IV
di(πǫ
2+λi) has absolute value less than ǫ
3
(∑
i∈IV
di
)
. Also there exists a disk
bounding each Reeb orbit in BV whose intersection with Si is di. We require that
every Reeb orbit sits inside some family BV .
(2) For each i there is an (2ǫ, ǫM )-ball product associated to BSi and Si inside M1 for
some ǫ > ǫM .
We have the following Corollary needed in Theorem 7.1.
Corollary 5.17. Let (M,∪iSi, θ) be an orthogonal strongly numerically Q-Gorenstein posi-
tively wrapped divisor with discrepancies a1, · · · , al and wrapping numbers λ1, · · · , λl associ-
ated to S1, · · · , Sl respectively. Let ǫ > 0 be small. Choose j ∈ {1, · · · , l} so that
• if md(M,∪iSi, θ) < 0, then aj < 0 and λi ≥ λj for any i with ai < 0,
• if md(M,∪iSi, θ) ≥ 0, then aj = md(M,∪iSi, θ) and λi ≥ λj for any i with ai = aj .
Then there exists a link region (M1, g :M \ ∪iSi → R), a pseudo Morse-Bott family of Reeb
orbits B of (θ + dg)|∂M1 and a (2ǫ, ǫM )-ball product associated to B and Sj inside M1 for
some ǫM < ǫ so that:
(1) lSFT(B) = 2md(M,∪iSi, θ) and the period of B is πǫ
2
M + λj .
(2) Any other Reeb orbit γ not contained in B of period strictly less than the period of B
minus ǫ2 satisfies lSFT(γ) ≥ 0, lSFT(γ) > lSFT(B) and is non-degenerate.
Proof. of Corollary 5.17. Define α := (θ+dg)|∂M1 . Without loss of generality, we will assume
that j = 1. First of all for ǫ > 0 small we choose a link region (M1, g :M \ ∪iSi → R) and a
constant ǫM as in Theorem 5.16 above. We will perturb this link region slightly later on. We
let B be equal to BS1 = BSj from this theorem. By property (2) of Theorem 5.16 we have
an (2ǫ, ǫM )-ball product associated to B and Si inside M1. This implies in particular that
the period of B is πǫ2M + λ1.
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Property (1) of Theorem 5.16 combined with the fact that the period of B is πǫ2M + λ1
tells us that π(ǫ2− ǫ2M ) < ǫ
3. Hence we can make sure that ǫ is small enough so that for any
positive integers di labelled by IV ⊂ {1, · · · , l} that satisfy
∑
i∈IV
di(πǫ
2+λi)+ǫ
3(
∑
i∈IV
di) <
πǫ2M +λ1− ǫ
2 also satisfy
∑
i∈IV
diλi < λ1. Hence Property (1) of Theorem 5.16 tells us that
if the period of a pseudo Morse Bott family of Reeb orbits BV represented by V =
∑
i∈IV
di
has period less than the period of B minus ǫ2 then
∑
i∈IV
diλi < λ1.
This means every pseudo Morse-Bott family BV of Reeb orbits described as in Theorem
5.16 of period less than the period of B minus ǫ2 satisfies
CZ(BV )−
1− |IV |
2
≥ 2, and CZ(BV )−
1− |IV |
2
> 2(a1 + 1).
Hence lSFT(BV ) = CZ(BV )−
1
2Size(BV ) + (n− 3) satisfies:
lSFT(BV ) ≥ 0 and lSFT(BV ) > 2a1 = lSFT(B).
Now the only problem is that the orbits BV might be degenerate. To fix this we use the
fact that a generic perturbation of our contact form α has non-degenerate Reeb orbits. By
Gray’s stability theorem we can ensure this perturbation is of the form qα for some function
q : ∂M → (0,∞). Also by rescaling q slightly we can ensure that if we have any Reeb orbit
γ of qα that is C∞ close to a Reeb orbit of α of period ≥ 2πǫ2M + λ1 then the period of γ
also satisfies the same inequality.
Let N be a small neighborhood of B in ∂M1 with the property that all the pseudo Morse-
Bott families BV of period < πǫ
2
M + λ1 do not intersect N. Choose a bump function β on
∂M1 equal to 0 near B and 1 outside N. Then α1 := (βq + (1 − β))α (for q sufficiently C
∞
close to 1) has the property that all its Reeb orbits of period < πǫ2M +λ1 are non-degenerate
and C∞ close to Reeb orbits of α of period < πǫ2M + λ1.
Lemma 4.10 then tells us that for a small enough perturbation, all Reeb orbits of α1 of
period less than πǫ2M + λ1 minus ǫ
2 have lSFT index greater than or equal to 0 and also
strictly greater than 2a1 = lSFT(B). A standard Moser argument then tells us that instead
of perturbing α we can just perturbM1 slightly giving us a new link region with the properties
we want.

We will now start proving Theorem 5.16. From now on we fix an orthogonal strongly
Q-Gorenstein positively intersecting divisor (M,∪iSi, θ) with discrepancies a1, · · · , al and
wrapping numbers λ1, · · · , λl associated to S1, · · · , Sl respectively. We need some preliminary
lemmas (Lemmas 5.18, 5.20 and 5.22) before we prove Theorem 5.16. Before we state these
Lemmas, we construct nice fibrations around each Si. Lemma 5.18 will give us a function
g : M \ ∪iSi → R so that θg := θ + dg behaves well with respect to these fibrations. In the
proof of Theorem 5.16, we construct some nice Hamiltonian H :M → R so that C := H−1(δ)
for δ > 0 small will be a contact manifold with contact form θ + dg. Note that there is a
one-to-one correspondence between Hamiltonian orbits of H inside H−1(δ) and Reeb orbits
of C. In order to calculate the indices of the Reeb orbits of C, we need a relationship between
these indices and the Conley-Zehnder indices of the respective Hamiltonian orbits of H inside
H−1(δ). This is the reason why we have Lemmas 5.20 and 5.22. Lemma 5.20 is an easier
case of Lemma 5.22 and is used to prove Lemma 5.22.
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For I ⊂ {1, · · · , l} we write SI := ∩i∈ISi. By [McL12, Lemma 5.14] (or [MTZ14, Theorem
2.12]) we have that for each I ⊂ {1, · · · , l} there are open neighborhoods UI of SI , and
smooth fibrations πI : UI ։ SI satisfying the following properties:
(1) UI∪J = UI ∩ UJ .
(2) Each fiber of πI is a symplectic submanifold symplectomorphic to
∏
i∈I D˙
i
ǫ where
D˙iǫ ⊂ C is the open disk of radius ǫ labeled by i ∈ I. Here ǫ is a fixed constant that
can be made as small as we like. For J ⊂ I, the fibers of πJ |UI are contained in the
fibers
∏
i∈I D˙
i
ǫ of πI and are of the form
∏
i∈J D˙
i
ǫ ×
∏
i∈I\J{zi} for points zi ∈ D˙
i
ǫ.
Also for all I ⊂ {1, · · · , l} we have πI(UI \ ∪i/∈IU{i}) is a compact subset of SI .
(3) The set of vectors in UI which are symplectically orthogonal to the fibers of πI induce
an Ehresmann connection whose parallel transport maps are in U(1)|I| where each
U(1) in this product rotates the disk D˙iǫ in the product
∏
i∈I D˙
i
ǫ. The zero section is
equal to SI .
We define πi, Ui as π{i} and U{i} respectively. Because the structure group of πi is U(1) we
have functions ri given by the radial coordinate in the fibers which generates the U(1) action
rotating the fibers. Here ri is a radial coordinate associated to Si for each 1 ≤ i ≤ l.
We define ρ : [0, ǫ2) → R to be equal to 1 near 0 and equal to 0 near ǫ2 and define
ρr2i
: M \ Si → R to be ρ(r
2
i ) inside Ui and 0 outside Ui. Now on each fiber we have an
angle coordinate ϑi which is only well defined up to adding a constant, and so dϑi is well
defined on each fiber. By abuse of notation we will let dϑi be a 1-form on Ui \ Si whose
restriction to each fiber is dϑi with the additional property that dϑi(X) = 0 for any vector
X symplectically orthogonal to the fibers of πi. Note this 1-form may not be closed.
Lemma 5.18. After making the radius ǫ of the disks D˙iǫ slightly smaller, we can find a
function g :M → R with the property that θ+dg restricted to any fiber
∏
i∈I D˙
i
ǫ of πI is equal
to
∏
i∈I(
1
2r
2
i +
1
2πλi)dϑi. We also have that the norm with respect to some metric on M of
θ + dg −
∑
i ρr2i
1
2πλidϑi is bounded.
Proof. of Lemma 5.18. To give an idea of the proof, we will give a sketch of the proof in the
case where we only have one divisor S1. In this case we choose some 1-form whose restriction
to each fiber of πi is
1
2r
2
1+
1
2πλ1dϑ1. The difference between this form and θ is fiberwise exact
by the definition of wrapping number and so there is a function g so that θ+ dg restricted to
each fiber is 12r
2
1+
1
2πλ1dϑ1. When we have more than one divisor, one proceeds by induction
on the strata of ∪iSi and so that each inductive step is similar to the case of one divisor as
above.
Choose a total ordering  on the set of subsets I ⊂ {1, · · · , l} so that if |I| > |J | then
J  I. We write J ≺ I if J  I and J 6= I. Suppose that on some neighborhood of ∪J≺ISJ
there is a smooth function g≺ :M \ ∪iSi so that for each J ≺ I, θ+ dg
≺ restricted to a fiber∏
i∈J D
i
ǫ of πJ is equal to
∏
i∈J(
1
2r
2
i +
1
2πλi)dϑi near ∪K≺ISK .
For each p ∈ SI \∪j /∈ISi there is a function fp ∈ C
∞(π−1I (p)) so that (θ+dg
≺+dfp)|π−1I (p)
=∏
i∈I(
1
2r
2
i +
1
2πλi)dϑi near SI using the definition of wrapping number. We can ensure that
fp smoothly depends on p and that fp = 0 for p near ∪j /∈ISj . We can construct a smooth
function f on M \ ∪iSi so that f |π−1(p) = fp for all p ∈ SI \ ∪j /∈ISi and so that f = 0 near
∪j /∈ISi. Hence g
 := g≺+ f has the property that θ+dg restricted to a fiber
∏
i∈J D
i
ǫ of πJ
is equal to
∏
i∈J(
1
2r
2
i +
1
2πλi)dϑi near ∪KISK for each J  I. Hence our induction step is
done and we have proved the first part of the lemma after shrinking the radius of our fibers.
Therefore we define g to be g in the case where I is the last element of our total ordering.
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We now need to show that the norm of θ + dg −
∑
i ρr2i
1
2πλidϑi is bounded. Let p ∈ ∪iSi.
Let I ⊂ {1, · · · , l} be the set of i with Si containing p. Choose a 1-form β near p with the
property that dβ = ω and with the property that the restriction of β to each fiber of πI is∑
i∈I
1
2r
2
i dϑi. Near p we have θ+dg−
∑
i∈I ρr2i
1
2πλidϑi−β is a closed 1-form because ρr2i = 1
near p for i ∈ I. Hence it is equal to dgp near p for some function gp :M \∪iSi → R. Also by
construction its restriction to the fibers of πI vanish which means that dg
p restricted to the
fibers of πI vanish near p which means that g
p is constant along the fibers of πI and hence
gp smoothly extends over ∪ISi near p. Putting all of this together we get that the norm
of θ + dg −
∑
i∈I ρr2i
1
2πλidϑi − β is bounded near p. Becuse the norm of β and ρr2i is also
bounded we then get that the norm of θ + dg −
∑
i ρr2i
1
2πλidϑi is bounded near p. Because
∪iSi is compact we then get that the norm of θ + dg −
∑
i ρr2i
1
2πλidϑi is bounded. 
The following definition shows that the Conley-Zehnder index of a Hamiltonian orbit is
defined in a very similar way to the Conley-Zehnder index Reeb orbit.
Definition 5.19. Let (X,ωX) be a symplectic manifold with a choice of compatible almost
complex structure and a choice trivialization of the canonical bundle κ of M and let H ∈
C∞(M) be a Hamiltonian. Then for any T -periodic orbit γ of H we can define its Conley-
Zehnder index CZ(γ) as follows: First choose a trivialization of the Hermitian bundle
γ∗ ⊕Nj=1 TM so that its highest exterior power coincides with (κ
∗)⊗N . Then define CZ(γ) to
be 1N multiplied by the Conley-Zehnder index of the family of symplectic matrices induced by
the flow of XH along γ in our trivialization.
Lemma 5.20. Let (C, ξ) be a contact manifold with associated contact form α and let h : R→
R be a function with h′ < 0, h′′ > 0 and h′(0) = −1. Let Ĉ := C × R be the symplectization
of C with symplectic form d(erα) where r parameterizes R. Let γ(t) be a Reeb orbit of α of
period L with a choice of trivialization of the symplectic vector bundle ⊕Nj=1TM along this
orbit. This choice of trivialization induces a choice of trivialization of γ∗ ⊕Nj=1 ξ in a natural
way. Then the Hamiltonian Lh(er) has a 1 periodic orbit equal to γ(Lt) inside C × {0} = C
and its Conley-Zehnder index is equal to CZ(γ)− 12 .
Proof. of Lemma 5.20. The key idea of the proof here is that the family of matrices associated
to the flow of Lh(er) along our Reeb orbit is equal to the linearization of the Reeb flow
restricted to the contact structure plus a very specific family of 2× 2 matrices. The Conley-
Zehnder index of such a family of 2 × 2 matrices is −12 and hence we get our result by
(CZ4).
We identify C with C × {0} in the natural way. Let K := Lh(er) and let γL(t) := γ(Lt)
be the Hamiltonian 1-periodic orbit of K. We will define CZ(γL) to be the Conley-Zehnder
index of the orbit γL. By abuse of notation we define α to be a 1-form on R × C by pulling
back α along the natural projection R×C ։ C. Let R be the vector field tangent to C×{r}
and equal to the Reeb flow of α|C×{r} for each r. Along γ we have that the symplectic
vector bundle T Ĉ splits into two symplectically orthogonal subspaces ξ ⊕ ξ⊥ where ξ is
the contact distribution and ξ⊥ is the symplectic vector space spanned by Xα and R. The
vectors (Xα, R) form a symplectic basis and so give us a trivialization of the symplectic vector
bundle ξ⊥ along γ and hence because ⊕Nj=1T Ĉ also has a trivialization along γ we also get
a trivialization of the symplectic vector bundle ⊕Nj=1ξ along γ. The linearization of the flow
of R along γ gives us a sequence of linear maps ξγ(0) → ξγ(t). Using the trivialization of
γ∗ ⊕Nj=1 ξ we get that this linearization can be viewed as a family of symplectic matrices St
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in C(n−1)N . The Conley-Zehnder index of St is N times the Conley-Zehnder index of γ. The
linearization of the flow of XK along γ preserves our splitting ξ ⊕ ξ
⊥ and its restriction to ξ
is equal to the linearization of the flow of R after a linear re-parameterization of time. Also
the linearization of the flow of XK preserves R and sends Xα to Xα− atR where a > 0 and t
is time. Hence using our trivializations of γ∗ ⊕Nj=1 ξ and γ
∗ξ⊥ we get a family of symplectic
matrices SLt ⊕ ⊕
N
j=1Qt on C
(n−1)N ⊕ ⊕Nj=1C, t ∈ [0, 1] where the first factor comes from a
trivialization of γ∗ ⊕Nj=1 ξ and the remaining N factors come from our trivialization of ξ
⊥.
The family of symplectic matrices Qt is equal to
(
1 0
−ta 1
)
and has Conley-Zehnder index
equal to −12 (this is calculated using the normalization property from [Gut13b, Theorem
55]). Also the Conley-Zehnder index of SLt, t ∈ [0, 1] is the Conley-Zehnder index of St,
t ∈ [0, L]. So the Conley-Zehnder index of SLt ⊕⊕
N
j=1Qt is CZ(SLt)−
1
2N by (CZ4). Hence
CZ(γL) = CZ(γ)−
1
2 . 
Definition 5.21. Let K be a Hamiltonian on a symplectic manifold (X,ωX ) and B is a set
of fixed points of its time T flow. We say that B is isolated if any such fixed point near
B is contained in B. If B is a path connected topological space and the canonical bundle of
our symplectic manifold has a choice of trivialization then by Lemma 4.1 we have that every
such Hamiltonian orbit has the same Conley-Zehnder index and we will write CZ(B,K) for
the Conley-Zehnder index. The set B is said to be Morse-Bott if B is a submanifold and
ker(DφTK − id) = TB along B where φ
T
K : X → X is the time T Hamiltonian flow of K.
Sometimes we write B is Morse-Bott for K. If we wish to emphasize which symplectic
form we are using then if ω is our symplectic form we will say that (K,B,ω) is Morse-Bott.
Lemma 5.22. Let (W,ωW ) be a symplectic manifold with a choice of trivialization of the
N th tensor power of its canonical bundle and let θW be a 1-form satisfying dθW = ωW . Let
K be a Hamiltonian with the property that b := −iXθW dK > 0. This means Cr := K
−1(r) is
a contact manifold with contact form αr := θW |Cr . Let B ⊂ W be a connected submanifold
transverse to Cr for each r so that Br := Cr ∩B is a Morse-Bott submanifold of the contact
manifold (Cr, αr) of period Lr where Lr smoothly depends on r. Suppose that b = L0 along
B0 and that db(V ) <
d(Lr)
dr |r=0 along B0 where V is a vector field tangent to B satisfying
dK(V ) = −1. Then B0 is Morse-Bott for K and CZ(B0,K) = CZ(B0, α0)−
1
2 .
Proof. Lemma 5.22. The key idea of this Lemma is to deform K through appropriate Hamil-
tonians so that K looks like the Hamiltonian Lh(er) from Lemma 5.20. We will deform θW
and K through appropriate forms, and then use Lemmas 4.1 and 5.20 for our Conley-Zehnder
index calculations. This will be done in 3 steps. In the first step we deform θW so that a
neighborhood of C0 looks like a symplectization. We do this by ‘stretching’ θW in the direc-
tion of the gradient of K. In the second step we deform our Hamiltonian K through functions
of the form q ◦K where q has very large second derivative at 0 (ensuring that the families of
orbits in C0 are still isolated). The third step just applies the previous Lemma to our new
Hamiltonian giving us our result.
Step 1. In this step we will deform θW through certain primitives of symplectic forms.
Because b = −iXθW dK = iXKθW and b = L0 along B0 we have that for each Reeb orbit
γ(t),t ∈ [0, L0] of C0 starting in B0, there is a 1-periodic Hamiltonian orbit γ(L0t) of K. By
considering the flow of 1bXθW we have that a neighborhood of C0 is identified with C0×(−ǫ, ǫ)
for some ǫ > 0 satisfying:
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(1) If r : C0 × (−ǫ, ǫ)։ (−ǫ, ǫ) is the natural projection map then K = −r.
(2) XθW = b
∂
∂r .
Let Φ : [0, 1] × C0 × (−ǫ, ǫ) → [0, 1] × C0 × (−ǫ, ǫ) be a smooth map sending (w, y, r) to
(w, y, (1−w)r). Let πC0×(−ǫ,ǫ) : [0, 1]×C0× (−ǫ, ǫ)։ C0× (−ǫ, ǫ) be the natural projection.
Define θ˜W := Φ
∗π∗C0×(−ǫ,ǫ)θW . Let ιw : C0 × (−ǫ, ǫ) →֒ [0, 1] × C0 × (−ǫ, ǫ) send (y, r) to
(w, y, r). Let πC0 : C0 × (−ǫ, ǫ) ։ C0 be the natural projection. Let η : [0, 1] × (−ǫ, ǫ) → R
be a smooth function satisfying:
(1) ∂∂rη(w, r) ≥ 0.
(2) η(0, r) = 1, η(1, r) = er and η(w, 0) = 1 for all w, r.
Define θW,w := η(w, r)ι
∗
w θ˜W .
For r near 0 we have that the restriction of θW,w to Cr is a contact form. So after shrinking
ǫ we can assume that the restriction of θW,w to Cr is a contact form for all r. We will write b
as a function b(y, r) of two variables (y, r) ∈ C0× (−ǫ, ǫ). Let Rw be a vector field tangent to
Cr and equal to the Reeb vector field of θW,w|Cr for each r. Note that ζw := πC0×(−ǫ,ǫ)◦Φ◦ιw
sends (y, r) to (y, (1−w)r). Because b ∂∂r = Xβ, ζ
∗
wb(y, r) = b(y, (1−w)r) and ζ
∗
w
∂
∂r =
1
(1−w)
∂
∂r
we have ζ∗wXβ =
b(y,(1−w)r)
(1−w)
∂
∂r . Hence i ∂
∂r
dθW,w =
(
η(w,r)(1−w)
b(y,(1−w)r) +
∂
∂rη(w, r)
)
θ˜W . So near C0 we
then get that iRw i ∂
∂r
dθW,w > 0. This means that dθW,w is a symplectic form after shrinking
ǫ.
Step 2. In this step we construct a smooth family of Hamiltonians depending on w so that
B0 is a Morse-Bott submanifold using the symplectic form dθW,w. Let B
w := ζ−1w (B). We
have that Bw|Cr ⊂ CR is Morse-Bott for the Reeb flow of θW,w whose period is a smooth
function L(w, r) of w and r.
Let qλ : R→ R be a smooth family of functions with the property that qλ(0) = 0, q
′
λ(0) = 1
and q′′λ(0) = λ. We will also assume that q0 = id. For 0 < η < 1 let ρη : [0, 1] → [0, 1] be a
bump function with the property that ρη(x) = 0 near 0 and ρη(x) = 1 inside [η, 1]. Define
Kw,η,λ := qλρη(w) ◦K. Here
1
λ ≪ η ≪ 1. For any 1-form α on C0× (−ǫ, ǫ) define X
w
α to be the
dθW,w dual of α. We define sw := iXwdKw,η,λ
θW,w. Here sw depends on λ and η but we suppress
this notation for simplicity. We have that sw = (q
′
λρη(w)
◦K)bw where bw := iXwdK θW,w. Let
Vw be a smooth family of vector fields parameterized by w ∈ [0, 1] with the property that
Vw is tangent to B
w with dK(Vw) = −1 which means that dr(Vw) = 1. We will also assume
that V0|B = V . Now
dsw(Vw) = (q
′
λρη(w)
◦K)dbw(Vw) + (q
′′
λρη(w)
◦K)dK(Vw)bw =
(q′λρη(w) ◦K)dbw(Vw)− (q
′′
λρη(w)
◦K)bw.
Because db0(V0) <
∂L(0,r)
∂r |r=0 and q
′′
λρη(w)
> 0 we get for η > 0 small enough that
dsw(Vw) <
∂L(w,r)
∂r |r=0 along C0 for w < η. Such a bound is true for any λ as long as
η ≪ 1. Now we fix such a small η and increase λ. Because q′λρη(w) > 0 and q
′′
λρη(w)
(0) = λ for
w ∈ [η, 1] we get for λ sufficiently large that dsw(Vw) <
∂L(w,r)
∂r |r=0 along C0 for w ∈ [η, 1].
Hence dsw(Vw) <
∂L(w,r)
∂r |r=0 along C0 for
1
λ ≪ η ≪ 1.
Let p be a point in B0 and let D
w
p : TMp → TMp be the linearization of the time 1
flow of XwKw,η,λ . Because X
w
Kw,η,λ
= swRw and Rw = R along C0 we get that any vector
W at p tangent to C0 but not tangent to B0 satisfies D
w
p (W ) 6= W + lRw for any l ∈ R.
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The inequality dsw(Vw) <
∂L(w,r)
∂r |r=0 combined with the fact that the Reeb vector field Rw
of θW,w is tangent to B
w ensures that Dwp (Vw) = Vw − κ(p)Rw at p ∈ B0 for some positive
smooth function κ : B0 → R. Any vector X inM at p ∈ B0 is equal to a unique sumW+kVw
for some k ∈ R where W is tangent to C0 which means D
w
p (X) = D
w
p (W ) + kVw − kκ(p)Rw.
Now suppose X is not tangent to B0. This means k 6= 0 or W is not tangent to B0. If W
is not tangent to B0 then D
w
p (W ) 6= W + lRw for any l ∈ R and so W + kVw − D
w
p (X) =
W − Dwp (W ) + kκ(p)Rw is non-zero. If W is tangent to B0 then k 6= 0 and W = D
w
p (W )
which implies that W + kVw −D
w
p (X) = kκ(p)Vw 6= 0. Putting everything together we get
ker(Dwp − id) = TB0 along B0 for all w.
Step 3. In this step we finish the proof by calculating Conley-Zehnder indices. Lemma 4.1
combined with the fact that K = K0,η,λ implies that
CZ(B0,K, dθW ) = CZ(B0,K0,η,λ, dθW,0) = CZ(B0,K1,η,λ, dθW,1)
By Lemma 5.20, the Conley-Zehnder index of B0 with respect to the Hamiltonian K1,η,λ
and the symplectic form dθW,1 is CZ(B0, α0) −
1
2 . Putting everything together tells us that
CZ(B0,K) = CZ(B0, α0)−
1
2 which gives us our result. 
Proof. of Theorem 5.16. The contact manifold we want will be a smoothing of the hypersur-
face with corners given by ∪i ({ri = ǫ} \ ∪j 6=i{rj < ǫ}). The smoothing is realized by H
−1(δ)
for δ > 0 small where H =
∑
i q(r
2
i ) and where q is the function pictured below. The Hamil-
tonian flow of H is the Reeb flow after a time reparameterization. The key point is that H
looks like a product Hamiltonian and so the Reeb orbits should be fairly easy to find and
it should also be fairly straightforward to calculate their Conley-Zehnder indices using the
previous Lemma. The difficult part of this Lemma is showing that the associated Reeb orbits
are pseudo-Morse Bott and also setting things up so that we can calculate their indices using
Lemma 5.22.
We will prove this Theorem in 6 steps. In the first step, we will construct our contact
manifold and functions f and g. In the second step, we will find our family of Reeb orbits
BV , and then we will show that they are pseudo Morse-Bott. In the third Step we will
calculate their indices using Lemma 5.22. The second and third steps are the longest and
most technical steps. In Step 4 we estimate the period of these families of Reeb orbits. In
Step 5 we construct the (2ǫ, ǫM )-ball product associated to BSi and Si inside M1 for each i.
Finally in Step 6 we show that df(Xθg ) > 0 in M1 \ ∪iSi. Steps 4, 5, 6 are very short.
Step 1: In this Step we will construct our link region (M1, g :M \∪iSi → R) along with its
function f compatible with ∪iSi. We define q : [0, ǫ
2)→ R to be a smooth function so that:
(1) There is some ǫq ∈ (ǫ −
1
2ǫ
3, ǫ) with q(x) = 0 if and only if x ∈ [ǫ2q , ǫ
2). Also
q(x) = 1− x2 near x = 0.
(2) We also assume that the derivative of q is non-positive and that it is strictly negative
when q(x) is positive and x 6= 0.
(3) There is a unique point x with q′′(x) = 0 and q(x) 6= 0.
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x
q(x)
q′′(x) = 0 ǫ2q ǫ
2
q′′(x) < 0 q′′(x) > 0
We define H :=
∑
i q(r
2
i ).
Define g : M \ ∪iSi → R as in Lemma 5.18 and define θg := θ + dg. Define M1 :=
H−1([0, δ)). Let ν : (0, ǫ] → R be a smooth function equal to 0 near ǫ2 and satisfying
ν(x) = log(x) for x ≤ ǫ2q. Define νr2i to be ν(r
2
i ) inside Ui and 0 outside Ui. Our function
f :M \∪iSi → R will be defined as
∑
i νr2i is our function compatible with (M1, g :M \∪iSi →
R). Let Cδ := ∂M1 and αδ := θg|Cδ .
Step 2: In this step we will find our family of Reeb orbits BV , and then we will show
that they are pseudo Morse-Bott. For each i ∈ {1, · · · , l} define hi : [0, ǫ
2) → R by hi(x) :=
−2q′(x)(12x+
1
2πλi). We can extend the function hi(r
2
i ) : Ui → R to a function M \∪iSi → R
by defining it to be 0 outside Ui. Because the derivative of log(hi(x)) tends to −∞ as we
approach ǫq from below we get that
h′i
hi
tends to −∞ as we approach ǫ2q from below. Similarly
by looking at log(−q′) we have that q
′′
q′ tends to −∞ as we approach ǫ
2
q from below. We
choose δ small enough so that:
(1) For each i ∈ I we have q′(r2i ) < 0, q
′′(r2i ) > 0, h
′
i(r
2
i ) < 0, −
q′′(r2i )
q′(r2i )
> n and ri >
ǫq
2
along H−1(δ) ∩ Ui.
(2) For each I ⊂ {1, · · · , l} we require
∑
j∈I h
′
j(r
2
j ) > −1 along H
−1(δ) ∩ UI .
The Reeb flow Rδ of αδ is equal to
1
bXH where b = iXHθg. Now let’s look inside the region
UI for some I ⊂ {1, · · · , l}. Define HI : SI \∪j /∈ISj → R by
∑
i/∈I q(r
2
i ). Inside (HI ◦πI)
−1(0)
we have that H is a function of (r2i )i∈I given by
∑
i∈I q(r
2
i ) and so inside Cδ the coordinates
ri are subject to the conditions
∑
i∈I q(r
2
i ) = δ. Note that if (ri, ϑi) are polar coordinates
for D˙i then θg restricted to a fiber
∏
i∈I D˙i is
∑
i∈I(
1
2r
2
i +
1
2πλi)dϑi. Because XH is tangent
to the fibers of πI inside (HI ◦ πI)
−1(0) we then get that XH = −
∑
i∈I 2q
′
i(r
2
i )
∂
∂ϑi
. Hence
b = iXHθg =
∑
i∈I hi(r
2
i ) inside (HI ◦ πI)
−1(0).
Let FI be the set of |I| tuples (di)i∈I of positive integers. Let d := (di)i∈I ∈ FI . Define
Oa,d := (HI ◦ πI)
−1(0) ∩ ∩i∈I{−2q
′(r2i ) = adi} and Od := ∪a>0Oa,d. Near Cδ we have that
q′(r2i ) can be expressed as a smooth function of q(r
2
i ) with negative derivative and so Od is a
submanifold near Cδ which intersects Cδ transversally. We define O
δ
d := Od ∩Cδ. Now every
point on Oδd is the starting point of an orbit of H contained inside a fiber π
−1
I (p) representing
the homology class (di)i∈I ∈
∏
i∈I Z
∼= H1(π
−1
I (p) \ ∪iSi). Let l
δ
d be the period of such a
family of Reeb orbits. To connect these computations back to the statement of the Theorem
we should note that if V =
∑
i∈I diEi is an element of our monoid VS then BV := O
δ
d.
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We will now show that this is a pseudo Morse-Bott family of Reeb orbits. Now the
set Oδd is a manifold with corners diffeomorphic to a torus bundle over the manifold with
corners H−1I (0) where the tori have dimension |I|. Let φ
Rδ
t : Cδ → Cδ be the flow of
the Reeb vector field Rδ of αδ. Let Dt : T (Cδ)p → T (Cδ)φRδt (p)
be the linearization of
φRδt and similarly let D
H
t : TMp → TMφHt (p) the linearization of φ
H
t . We will show that
ker(Dlδ,d(p) − id) = TO
δ
d. One can think of this as a Morse-Bott manifold with corners.
Because XH = bRδ and b is constant along O
δ
d we have for a vector V tangent to Cδ at
p ∈ Oδd that Dt(V ) = D
H
t
b(p)
(V )−
∫ t
0 ((φ
Rδ
s )
∗(db|Cδ )))(V )dsRδ for V . We have
DHt (
∂
∂r2j
) =
∂
∂r2j
+ 2tq′′(r2j )
∂
∂ϑj
and DHt is the identity on any other vector symplectically orthogonal to the fibers of πI and
also on ∂∂ϑj for each j.
Let V be a vector in TCδ at a point p ∈ O
δ
d. We have
Dlδ,d(V ) = D
H
lδ,d
b(p)
(V )−
∫ lδ,d
0
((φRs )
∗(db|Cδ ))(V )dsRδ
= V +
lδ,d
b(p)
∑
j∈I
2q′′(rj)(iV dr
2
j )
∂
∂θj
−
∫ lδ,d
0
((φRs )
∗(db|Cδ ))(V )dsRδ.
Now V =W +
∑
j∈I αj
∂
∂ϑj
+βj
∂
∂r2j
for some αj , βj ∈ R whereW is symplectically orthogonal
to the fibers of πI . Because db|Cδ does not change as we flow along O
δ
d, we have that∫ lδ,d
0 ((φ
R
s )
∗(db|Cδ ))(V )ds = lδ,d
∑
j∈I βjh
′
j(r
2
j ). Also, Rδ =
1
b
∑
i∈I q
′(r2i )
∂
∂ϑi
. Hence
Dlδ,d(V ) =W +
∑
j∈I
aj
∂
∂ϑj
+ βj
∂
∂r2j
+
lδ,d
b(p)
∑
i∈I
(
2q′′(r2i )βi −
(∑
j∈I
βjh
′(r2j )
)
q′(ri)
) ∂
∂ϑi
.
If V is not tangent to Oδd then drk(V ) = βk 6= 0 for some k where βk satisfies |βk| ≥ |βi|
for all i. Conditions (1) and (2) above then imply
∣∣∣(∑j∈I βjh′(r2j ))q′(r2k)∣∣∣ < ∣∣∣βkq′′(r2k)∣∣∣.
This implies Dlδ,d(V ) 6= V . Hence O
δ
d is pseudo Morse-Bott. Let ∂O
δ
d be the union of the
boundary and corners of Oδd. We have also shown that O
δ
d \ ∂O
δ
d is Morse-Bott. We will use
this fact in the next step.
Step 3: We now need to calculate the Conley-Zehnder index of Oδd. Recall b = iXHθg =∑
i∈I hi(r
2
i ) inside (HI ◦πI)
−1(0). Let X be a vector in TM |Oδd
tangent to Od but transverse
to Oδd and satisfying dH(X) = −1. We have that db(X) =
∑
i∈I h
′
i(r
2
i )d(r
2
i )(X). Now (ri)i∈I
restricted to Oδd is a constant (ci)i∈I . Hence b is a constant b0 =
∑
i∈I hi(c
2
i ) ∈ R along O
δ
d.
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Recall that each orbit of Oδd is contained in some fiber π
−1
I (q) and the restriction of θ to
this fiber is
∑
i∈I(
1
2r
2
i +
1
2πλi)dϑi. So we have that the period l
δ
d of our family of Reeb orbits
Oδd is
∑
j∈I dj(πr
2
j + λj). Hence we have
dlsd
ds
∣∣∣
s=δ
=
∑
j∈I
2djπdr
2
j (X).
Let
K :=
1
b0
lδdH =
∑
j∈I dj(πc
2
j + λj)∑
i∈I hi(c
2
i )
H.
We have rescaled K here so that Oδd becomes an isolated family of time 1 orbits. We have
by condition (1) that
d(iKθ)(X) =
∑
j∈I dj(πc
2
j + λj)∑
i∈I hi(c
2
i )
∑
i∈I
h′i(c
2
i )d(r
2
i )(X)
< 0 <
∑
j∈I
2djπdr
2
j (X) =
dlsd
ds
∣∣∣
s=δ
.
Using this fact combined with the fact that Oδd \ ∂O
δ
d is Morse-Bott we have by Lemma
5.22 that CZ(Oδd,K) = CZ(O
δ
d)−
1
2 . Hence CZ(O
δ
d) = CZ(O
δ
d,K) +
1
2 . We will now calculate
CZ(Oδd,K). Because K is a constant multiple of H, this is the same as CZ(O
δ
d,H) where we
are looking at orbits of XH of period
lδd
b0
. Let p ∈ Oδd. The tangent space TM at some point
p ∈ UI splits as A⊕⊕i∈IBi where Bi consists of the tangent space to
D˙iǫ = D˙
i
ǫ ×
∏
j∈I\{i}
{ri(p)} ⊂
∏
j∈I
D˙jǫ = π
−1
I (πI(p))
and A is the subspace symplectically orthogonal to the fiber of πI through p. The Hamiltonian
flow of H preserves this splitting and is the identity on A and is equal to the differential of
the flow of q(r2i ) on D
i
ǫ on Bi. So we have CZ(O
δ
d,H, dθg) =
∑
i∈I
(
2(ai + 1)di −
1
2
)
. Hence
the index of our Reeb orbit is: 2
(∑
i∈I(ai + 1)di
)
+ 1−|I|2 . To connect these computations
back to the statement of the Theorem we have BV = O
δ
d for V =
∑
i∈I diEi. The size of BV
is 2n − |I| − 1 and its index is the index of Oδd which is 2
(∑
i∈I(ai + 1)di
)
+ 1−|I|2 .
Step 4: Now we need to estimate the period of each pseudo Morse-Bott family of Reeb
orbits. In our case we need to calculate the period of Oδd for d = (di)i∈I . This pseudo Morse-
Bott family corresponds to some element V =
∑
i∈I diSi in our monoid which is our family
of Reeb orbits. The period of Oδd is
∑
i∈I di(πr
2
i + λi). Because |ǫq − ǫ| <
1
2ǫ
3, we have for
0 < δ ≪ ǫ small enough, that the period of Oδd minus
∑
i∈I di(πǫ
2+λi) is less than ǫ
3
∑
i∈I di.
Step 5: We now need to construct our submanifolds (2ǫ, ǫM )-ball product associated to BSi
and Si inside M1 for each i. Let p ∈ Si be a point in H
−1
i (0) ⊂ Si. We let ǫM := q
−1(δ). For
ǫ > 0 small enough there is some so that B2n−23ǫ symplectically embeds in H
−1
i (0) centered
at p. Now π−1i (B
2n−2
3ǫ ) is a symplectic fibration with fibers symplectomorphic to B
2
ǫ . Inside
this region, we can deform our fibration πi (along with our Hamiltonian H) near π
−1
i (B
2n−2
2ǫ )
so that π−1i (B
2n−2
2ǫ ) ∩ {ri ≤ ǫM} becomes symplectomorphic to B
2n−2
2ǫ ×B
2
ǫM
and so that θg
becomes a product π∗i β + (
1
2r
2
i + λi)dϑi in this region. We can also assume that ri and dϑi
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become polar coordinates for B2ǫM . For δ small enough, this does not change the properties
of (H−1(δ), θg |H−1(δ)). Our region Wi is now B
2n−2
2ǫ ×B
2
ǫM .
Step 6. Here we show that df(Xθg) > 0 in M1. We have inside (HI ◦ πI)
−1(0) that
Xθg = X1 + X2 where X1 is tangent to the fibers
∏
i∈I D˙ǫ of πI and X2 is symplectically
orthogonal to these fibers. Because the restriction of θg to the fiber is
∑
i∈I(
1
2r
2
i +
1
2πλi)dϑi
we get that X1 = 2
∑
i∈I(
1
2r
2
i +
1
2πλi)
∂
∂r2i
. Because f =
∑
i∈I νr2i , and df(
∂
∂r2j
) > 0 in the
region ∩i∈I{r
2
j < ǫq} ∩ (HI ◦ πI)
−1(0) for each I ⊂ {1, · · · , l}, we have that df(Xθg ) > 0 in
M1. This completes the proof of the theorem. 
5.3. Bounding the Minimal Discrepancy of a Singularity from Above. In this sub-
section we will use the results from the last two subsections to give an upper bound for the
minimal discrepancy of an isolated singularity in terms of Conley-Zehnder indices of Reeb
orbits of its link. The main theorem of this section is the following:
Theorem 5.23. Let A ⊂ CN be an affine variety which has an isolated singularity at zero.
Suppose that its link (LA, ξA) satisfies H
1(LA;Q) = 0 and c1(ξA;Q) = 0 ∈ H
2(LA;Q). Then
hmi(LA, ξA) ≥ 2md(A, 0).
We will need some preliminary lemmas before we prove the above theorem. Lemma 5.25
will also be useful in Section 7.2 where we bound minimal discrepancy from below.
Lemma 5.24. Let X be complex manifold, and let L be a line bundle on X with Hermitian
metri ‖ · ‖. Let E be a smooth complex hypersurface. Suppose that L has a meromorphic
section s with a simple pole along E and no other poles. We will also assume that s−1(0) = ∅.
Define r ∈ C0(X) so that r = 1‖s‖ outside E and r = 0 on E. Then r is a radial coordinate
for E as in Definition 5.7.
Proof. Fix some metric on X and let πE : TX
⊥ → E be the bundle of vectors orthogonal
to TX with respect to our metric. Let TX⊥,<δ ⊂ TX⊥ be the subset of vectors of length
< δ. We have the exponential map exp : TX⊥,<δ → X which is a diffeomorphism onto
its image for δ small. Let U be the image of this map. Let πU : U → E be defined by
πU (x) = πE ◦ exp
−1(x). Let U1 := r
−1([0, δ1)) so that U1 ⊂ U . The fibers of πU |U1 are
disk fibers for δ1 > 0 small because in each local holomorphic cart z1, · · · , zn centered at each
point of E with E = {z1 = 0}, we have r = e
−µ|z1| for a smooth function µ. This fiber bundle
has a U(1) structure group rotating these disk fibers where the natural radial coordinate on
each fiber is r. Choose an Ehresmann connection L ⊂ TU1 on πU |U1 compatible with this
U(1) structure group (i.e. so that the parallel transport maps rotate the disk fibers). Let q
be a 1-form on U1 which vanishes on L and so that q restricted to each fiber is dϑ where ϑ
is the angle coordinate on some trivialization of this fiber. Choose a metric on U1 so that
it makes the 1-forms dr and rq orthogonal and of length 1 and so that L is orthogonal to
the fibers of πU |U1 . We also make sure that the metric restricted to L is the pullback of the
induced metric on TE via DπU |L. This metric on U1 makes the fibers of π totally geodesic by
[Vil70, Theorem 3.5]. Hence an exponential map calculation inside each of the fibers ensures
that r is a radial coordinate as in Definition 5.7. 
Let A be an affine variety with an isolated singularity at 0 and let Aδ be its intersection
with a small ball of radius δ. We resolve A at 0 by blowing up along smooth loci by [Hir64]
and take the preimage A˜δ of Aδ under this resolution map. We suppose that the exceptional
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divisors E1, · · · , El are smooth normal crossing and that EI := ∩i∈ISi is connected for each
I ⊂ {1, · · · , l}. Note that the preimage of 0 is connected by [Zar57].
Lemma 5.25. There exists a 1-form θA on A˜δ \∪iEi making (A˜δ ,∪iEi, θA) into a positively
wrapped divisor whose associated symplectic form ωA is a Ka¨hler form and whose contact link
is contactomorphic to the link LA of A. If A is numerically Q-Gorenstein and H
1(LA;Q) = 0
then (Aδ,∪iEi, θA) is strongly numerically Q-Gorenstein and the discrepancy of Ei and min-
imal discrepancy defined in Section 3 coincides with the associated discrepancy and minimal
discrepancy from Definition 5.13.
Proof. of Lemma 5.25. Because our resolution is obtained by blowing up along smooth
loci starting from A ⊂ CN , we can also blow up CN along the same loci giving us C˜N . Let
EC1 , · · · , E
C
m ⊂ C˜
N be the corresponding exceptional divisors. We can reorder them so that the
proper transform of the exceptional divisor of the ith blowup of CN is ECi . Hence for positive
integers ν˜1 ≫ · · · ≫ ν˜l > 0 we have −
∑
i∈I ν˜iE
C
i is ample in some neighborhood of ∪iE
C
i .
The restriction of −
∑m
i=1 ν˜iE
C
i to A˜δ is then an ample divisor −
∑l
i=1 νiEi for some integers
ν1, · · · , νl > 0. This means that if L→ A˜δ is the line bundle associated to −
∑
i∈I νiEi then
it has a Hermitian metric ‖ · ‖ with positive curvature F and a meromorphic section s with
divisor −
∑l
i=1 νiEi. Our symplectic form is ωA := −dd
c log(‖s‖) and θA = −d
c log(‖s‖). The
wrapping numbers of E1, · · · , El with respect to θA are the positive numbers 2πν1, · · · , 2πνl
respectively. Hence (A˜δ,∪iSi, θA) is a positively wrapped divisor.
We will now show that fA := − log(‖s‖) is compatible with ∪iEi. We have L =
∏
i L
⊗νi
i
where Li is the line bundle coming from −Ei and s = u.⊗i s
⊗νi
i for meromorphic sections si
of Li with divisor −Ei and where u is a non-zero holomorphic function. The metric ‖ · ‖ is
equal to e−µ˜
∏
i ‖ · ‖
νi
i where ‖ · ‖i is a metric on Li for some smooth function µ˜ ∈ C
∞(A˜δ).
Let ρ be the function described in Section 5.1 (in other words, for some small δr > 0,
ρ : [0, δr) → [0, 1] is a smooth function so that ρ(x) = x
2 near 0 and ρ(x) = 1 near δr with
ρ′ ≥ 0). We define ρ1/‖si‖ to be ρ(1/‖si‖i) inside the domain of ri and 1 elsewhere. Then
fA = µ̂+
∑
i
1
2νi(log(ρ1/‖si‖i)) where µ̂ = µ˜+
∑
i νi(
1
2 log(1/‖si‖)− log(ρ1/‖si‖)) is bounded.
We have that 1‖si‖i is a radial coordinate by Lemma 5.24 and so fA is compatible with ∪iEi.
We will now show that the link of A is contactomorphic to the contact link of ∪iEi using
our function fA. The proof of this fact is very similar to the proofs of Lemmas 4.3 and 4.4 in
[Sei08]. Let z1, · · · , zN be the natural coordinates on C
N . Define φ : A˜δ \∪iEi → R to be the
pullback of
∑
i∈I |zi|
2. For all small enough η > 0 we have that
(
φ−1(η), ker(−dcφ(η)|φ−1(η))
)
is contactomorphic to (LA, ξA) by definition.
For t ∈ [0, 1] define φt := (1 − t)φ − t log(‖s‖). For each p ∈ ∪iEi choose local holo-
morphic coordinates w1, · · · , wn so that ∪iEi = {
∏k
i=1wi = 0}. Let V be the radial
vector field emanating from 0 with respect to this coordinate system (in other words the
vector field
∑
j xj
∂
∂xj
+ yj
∂
∂yj
where wj = xj + iyj). Now φ = |b|
2
∏k
i=1 |wi|
2qi for some
integers q1, · · · , qk > 0 and some non-zero holomorphic function b defined near p and so
d(log(φ))(V ) = d(log(|b|2))(V )+
∑k
i=1 qid(log(|wi|
2)(V ). The term d(log(|b|2))(V ) is bounded
near p and the term
∑k
i=1 qid(log(|wi|
2)(V ) tends to ∞ as we approach p inside A˜δ \ ∪iEi.
Hence dφ(V ) > 0 inside A˜δ \ ∪iEi if we are near p. Also with respect to some trivializa-
tion of L near p we have ‖ · ‖ = eµ| · | for some smooth function µ defined near p. Hence
− log(‖s‖) = µ +
∑k
i=1 ei log(|wi|) for positive integers e1, · · · , ek. Again this implies that
d(− log(‖s‖))(V ) > 0 near p and inside A˜δ \ ∪iEi. Hence dφt(V ) > 0 near p and inside
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A˜δ \ ∪iEi. Because ∪iEi is compact we then get dφt 6= 0 near ∪iEi inside Aδ \ ∪iEi. Hence
there is a smooth function λ : [0, 1]→ R satisfying:
(1) For any l ≤ L := λ(1) we have that l is a regular value of φ1 = log(‖s‖).
(2) We have λ(0) > 0 and for any l ∈ (0, λ(0)), l is a regular value of φ0 = φ.
(3) λ(t) is a regular value of φt for all t ∈ [0, 1].
Hence by Gray’s stability theorem we have that
(
φ−10 (λ(0)), ker(−d
cφ0|φ−10 (λ(0))
)
)
is contacto-
morphic to
(
φ−11 (λ(1)), ker(−d
cφ1|φ−11 (λ(1)
)
)
. Hence
(
φ−11 (λ(1)), ker(−d
cφ1|φ−11 (λ(1))
)
)
is con-
tactomorphic to (LA, ξA) and
(
f−1A (l), ker(θA|f−1A (l)
)
)
for l ≤ L. Hence
(
f−1A (l), ker(θA|f−1A (l)
)
)
is contactomorphic to (LA, ξA) for all l ≤ L.
The statement in this theorem about discrepancy and minimal discrepancy comes from
the fact that ωA is Ka¨hler which means that the canonical bundle of ωA is identical to the
canonical bundle of Aδ and also from Lemma 3.3. 
Proof. of Theorem 5.23. By Lemma 5.25, there exists a 1-form θA on A˜δ \ ∪iEi making
(A˜δ,∪iEi, θA) into a strongly numerically Q-Gorenstein positively wrapped divisor whose
contact link is contactomorphic to the link (LA, ξA) of A. Also md(A˜δ ,∪iEi, θA) = md(A, 0).
By [McL12, Theorem 5.3] we can deform S1, · · · , Sl through positively intersecting subman-
ifolds so that they become orthogonal. This induces a deformation of strongly numerically
Q-Gorenstein positively wrapped divisors, which all have the same minimal discrepancy and
which have contactomorphic links by Corollary 5.11. So from now on we can assume that
S1, · · · , Sl are symplectically orthogonal. By Corollary 5.17, we have a contact form associ-
ated to ξA and a family of Reeb orbits B satisfying: lSFT(B) = md(A˜δ ,∪iEi, θA). Hence:
hmi(LA, ξA) ≥ md(A, 0).

6. Gromov-Witten Invariants on Open Symplectic Manifolds
In Section 2.2 we gave a short survey of Gromov-Witten invariants for closed symplectic
manifolds. We wish to do this for certain open symplectic manifolds. The problem is that we
cannot have such general properties such as properties (1) and (2) of Theorem 2.15. Instead
we have to consider subfamilies J of compatible almost complex structures satisfying certain
special properties and then define Gromov-Witten invariants for these families only.
Definition 6.1. The triple (S, [A], J) is a GW triple if (S, ωS) is a (possibly non-compact)
symplectic manifold, J is a family of compatible almost complex structures in S and [A] ∈
H2(S;Z) so that:
(1) J is non-empty and path connected.
(2) There is a relatively compact open subset US of S so that for every J ∈ J, every
compact genus 0 nodal J-holomorphic curve representing [A] is contained in US.
(3) c1(S, ωS)([A]) + (n − 3) = 0.
The definition of a GW triple is new to this article, although many Gromov-Witten in-
variants have in the past been calculated for open symplectic manifolds (see for instance
[Rit14]). Condition (3) tells us that the space of J-holomorphic curves representing [A] has
‘dimension’ 0 for generic J (also known as virtual dimension, see [FO99, Theorem 1.3] for
a dimension formula for instance). Combining this with condition (2) which tells us that
the space of such curves stay inside a compact set means that one can ‘count’ the number
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of these curves representing [A]. This count will be denoted by GW0(S, [A], J) ∈ Q. In
some cases, the dimension 0 condition means that these curves form a discrete family, and
the compactness condition tells us that there are only finitely many such curves. Sometimes
GW0(S, [A], J) ∈ Q is the number of these curves. In general though, this counting process
is quite complicated and is not just the number of J-holomorphic curves representing [A].
Theorem 6.2. ([FO99, Theorem 1.3], [Hof11, Theorem 1.12, and the following paragraph]
or [LT98b, Theorem 2.5]). We can assign an invariant GW0(S, [A], J) ∈ Q satisfying the
following properties:
(1) If GW0(S, [A], J) 6= 0 then there exists a compact nodal J-holomorphic curve repre-
senting [A].
(2) Given a smooth path (Jt)t∈[0,1] in J we have GW0(S, [A], J0) = GW0(S, [A], J1).
(3) [MS04, Theorem 3.3.1 and Theorem 7.1.8].
Suppose that every connected genus 0 J-holomorphic curve u : Σ→ S representing
[A] satisfies:
• J is integrable near u(Σ),
• u∗(TS) is a direct sum of complex line bundles of degree ≥ −1,
• u is smooth,
then GW0(S, [A], J) is equal to the number of connected genus 0 J-holomorphic curves
representing [A].
The ‘count’ GW0(S, [A], J) ∈ Q will be called the genus 0 Gromov-Witten invariant
in the class [A]. If J1 ∈ J then there is a smooth path of almost complex structures in J
joining J and J1. This implies that GW0(S, [A], J) = GW0(S, [A], J1). So from now on we
will define GW0(S, [A], J) := GW0(S, [A], J) for some J ∈ J.
Sometimes we need to perturb J by a small amount. For instance when defining the
invariant GW0(S, [A], J) one quite often needs to perturb J to some C
∞ generic J before
counting the holomorphic curves. In this case we do the following. By a Gromov compactness
argument (see [Fis11]) we have that for any J1 sufficiently C
∞ close to J ∈ J we either have
that every J1-holomorphic curve is contained inside some fixed relatively compact subset of
US or some part of the curve maps outside US . This means that (US , [A], J1) is a GW triple
and so we define GW0(S, [A], J1) := GW0(US , [A], J1). Note that this count is independent of
the choice of open set US because if we had some other relatively compact set VS containing
all J-holomorphic curves then we can make J1 sufficiently close to J to ensure that all J1-
holomorphic curves are inside US ∩ VS . We also have the following similar lemma.
Lemma 6.3. Let (S, [A], J) be a GW triple. Suppose that S1 is a large relatively compact open
subset of S containing the closure of our relatively compact open subset US with the additional
property that there is a unique homology class [A1] mapping to [A] under the inclusion map.
Then there is an open subset J0 of the space of compatible almost complex structures with
respect to the C∞ topology so that J0 contains J and so that: (S1, [A1], J
0) is a GW triple with
GW0(S, [A], J) = GW0(S1, [A1], J
0). We can ensure that any genus 0 nodal J1-holomorphic
curve for J1 ∈ J
0 whose image is contained in S1 has its image contained in US.
Proof. of lemma 6.3. Suppose that the Theorem above is false. This means that there is a
J ∈ J and a sequence of compatible almost complex structures Ji C
∞ converging to J and
a sequence of Ji-holomorphic curves ui : Σi → S1 representing [A1] and not contained in
US . By a Gromov compactness argument, a subsequence then converges to a J-holomorphic
curve mapping to the closure of S1. Because (S, [A], J) is a GW triple we then get that such
a limit curve is contained in US . But this means that ui maps to US for i large enough which
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is a contradiction. Hence (S1, [A1], J
0) is a GW triple. The reason why GW0(S, [A], J) =
GW0(S1, [A1], J
0) is because we can count our curves with respect to some almost complex
structure J ∈ J ⊂ J0. 
Definition 6.4. Let (S, [A], J0) and (S, [A], J1) be GW triples with associated symplectic
forms ωS,0 and ωS,1. A smooth deformation of GW triples joining (S, [A], J0) and
(S, [A], J1) consists of a family of GW triples ((S, [A], Jt))t∈[0,1] such that:
(1) For each t ∈ [0, 1] the associated symplectic form ωS,t for (S, [A], Jt) smoothly varies
with t.
(2) There is a smooth family of almost complex structures Jt, t ∈ [0, 1] such that Jt ∈ Jt
for all t ∈ [0, 1].
(3) There is a relatively compact open subset US with the property that any Jt-holomorphic
curve representing [A] is contained in US.
We will say that (S, [A], J0) is deformation equivalent to (S, [A], J1) if there exists a smooth
deformation of GW triples joining (S, [A], J0) and (S, [A], J1).
Lemma 6.5. Let (S, [A], J0) and (S, [A], J1) be GW triples which are deformation equivalent
to each other. Then GW0(S, [A], J0) = GW0(S, [A], J1).
The proof of this lemma is basically the same as the proof that Gromov-Witten invariants
do not change when deforming the symplectic and almost complex structure. Our deformation
is (ωS,t, Jt). The only difference in our argument is that we are in an open symplectic manifold
but this is OK as all the Jt holomorphic curves stay inside a fixed relatively compact open
subset. Again sometimes we would like to perturb Jt slightly in which case we fix a relatively
compact open subset containing US and count curves inside this subset using the same ideas
from Lemma 6.3.
Lemmas 6.6 and 6.8 below are important tools which will be used later to give a lower
bound on minimal discrepancy. Lemma 6.6 gives us some sufficient conditions for a symplectic
manifold, a homology class and a family of almost complex structures to be a GW triple and
Lemma 6.8 helps us find Reeb orbits whose Conley-Zehnder index has an explicit bound.
Both Lemmas involve neck stretching, but for two different purposes. Lemma 6.6 uses such
an argument to show that property (3) of Definition 6.4 is satisfied (i.e. all holomorphic curves
representing our chosen homology class stay inside a compact set). On the other hand Lemma
6.8 uses a neck stretching argument to find Reeb orbits with an appropriate upper bound on
their Conley-Zehnder index. In particular the stable Hamiltonian hypersurface from Lemma
6.6 is different and has a different purpose to the contact hypersurface in Lemma 6.8. These
Lemmas are used in the proof of Theorem 7.1. We refer the reader to Appendix A (Section
8) for definitions concerning neck stretching along stable Hamiltonian structures.
Lemma 6.6. Suppose that (S, ωS) is a symplectic manifold, C ⊂ S a compact stable Hamil-
tonian hypersurface, Ji a sequence of almost complex structures on S compatible with the
symplectic form ωS and [A] ∈ H2(S;Z) satisfying:
(1) We have S \C is a disjoint union S˙+, S˙− where the closure of S˙± inside S, which is
equal to S˙± ∪ C ⊂ S, is a stable Hamiltonian cobordism S±. Here C has a standard
neighborhood (−ǫh, ǫh)×C and we require that [0, ǫh)×C ⊂ S+ and (−ǫh, 0]×C ⊂ S−
which means that S+ has a negative boundary and no positive boundary and S− has a
positive boundary but no negative boundary. We will assume that S− is compact but
S+ may be non-compact.
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(2) Ji is a sequence of almost complex structures stretching the neck along C with respect
to (−ǫh, ǫh) × C so that Ji|S˙+ converges in C
∞
loc inside S˙+ to an almost complex
structure J+ compatible with the completion of S+.
(3) There exists a properly embedded real codimension 2 submanifold E in S˙+ satisfying
[A].E = 1 and whose closure in S does not intersect C. Also there is a relatively
compact open subset US ⊂ S so that any finite energy proper J+-holomorphic curve
in S˙+ intersecting E with multiplicity 1 is contained inside US ∩ S˙+.
(4) c1(S, ωS)([A]) + n− 3 = 0.
Let ωt in S (t ∈ [0, 1]) be a smooth family of symplectic forms agreeing with ωS inside
(−ǫh, ǫh) × C ∪ S˙+ and define Ji,ωt to be the set of compatible almost complex structures
Ji,t agreeing with Ji inside (−ǫh, ǫh) × C ∪ S˙+. Then if S1 is some relatively compact open
subset containing US ∪ S− ∪ ([0, ǫh)× C) and homotopic to S then there exists an i0 so that
(S1, [A], Ji,ωt) is a smooth deformation of GW triples for all i ≥ i0.
Roughly, the above Lemma says that if we have a symplectic manifold S with [A] ∈
H2(S;Z) and families of complex structures Ji
• which ‘stretch’ S near infinity so that S breaks into two pieces S+, S−
• so that these almost complex structures ‘converge’ to J+ in S+,
• and so that all J+-holomorphic curves stay inside a compact subset of S
then (S, [A], Ji) is a GW triple for i large enough. The key point is that we can pretend that
(S, [A], J+) is sort of like a GW triple (even though J+ is not well defined on S−) and we
have a sequence of triples ‘converging’ to this triple and hence for i large enough they are in
fact GW triples.
To provide some context for this lemma, we will apply it in the proof of Theorem 7.1 later on
in the following way: Let A˜ be a resolution of our singularity A and let A˜δ be the preimage of
a small ball under the resolution map. By Lemma 5.25, A˜δ along with the exceptional divisors
has the structure of a strongly numerically Q-Gorenstein positively wrapped divisor. One can
show by Corollary 7.1 that there is some link region M1 whose boundary is contactomorphic
to (LA, ξA) and an (2ǫ, ǫM )-ball product associated to some family of Reeb orbits B and
some divisor D of lowest discrepancy. Our manifold S will be obtained from M1 by first
partially compactifying M1 by replacing our (2ǫ, ǫM )-ball product with a product B
2n−2
2ǫ ×S
2
ǫ
of a ball and a sphere. Then S is obtained from this product by blowing up this partial
compactification at a single point inside {0} × S2ǫ . The stable Hamiltonian hypersurface in
S will be some modification of ∂M1 inside our product region. For technical reasons we
need this to be stable Hamiltonian (and not just a contact hypersurface) so that part (3) of
Lemma 6.6 above holds (see Step 3 from the proof of Theorem 7.1). This is also the reason
why we chose the divisor D of smallest discrepancy. The homology class [A] is represented
by the proper transform of {0}×S2. The submanifold E is of the form B2n−22ǫ ×{x} for some
appropriate x and US is some relatively compact neighborhood of M1 in S. The reason why
we need a well defined GW triple is so that we can apply a neck stretching argument along
contact hypersurfaces isotopic to ∂M1 so that we can find a Reeb orbit of an appropriate
lSFT index in order to bound the minimal discrepancy of A from below.
Proof. of Lemma 6.6. The hard part of showing that (S1, [A], Ji,ωt) is a smooth deformation
of GW triples is showing that they all satisfy property (3) of Definition 6.4.
Let U1S := S˙− ∪
(
(−ǫh,
ǫh
2 )×C
)
∪US. We will show that for i large enough, every genus 0
nodal J-holomorphic curve in S1 representing [A] for J ∈ Ji,ωt is contained inside the relatively
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compact open set U1S . Suppose for a contradiction that we have a sequence ti ∈ [0, 1],
a sequence J1i,t ∈ Ji,ωt and a sequence of genus 0 J
1
i,ti
-holomorphic curves ui : Σi → S1
representing [A] not contained in U1S but all contained in some much larger relatively compact
set S. After passing to a subsequence we can assume that ti converges to t∞ for some
t∞ ∈ [0, 1] and hence ωti C
∞ converges to ωt∞ . Because J
1
i,ti
stretch the neck along C and
converge in C∞loc to J+ inside S˙+ as i → ∞ we have by Proposition 8.7 a finite energy J+-
holomorphic curve in S˙+ intersecting Q with multiplicity 1. Such a curve is contained inside
US by assumption. Proposition 8.7 then tells us that for some i large enough, the image of
ui is contained in U
1
S which gives us a contradiction. Hence for i large enough we have that
the image of every J1i,t-holomorphic curve is contained in the relatively compact open set U
1
S .
Hence (S1, [A], J
1
i,t) is a smooth deformation of GW triples. 
We are interested in indices of Reeb orbits and the following lemma gives us an upper bound
for the Conley-Zehnder index of a Reeb orbit. In order to state the Lemma we need another
definition of discrepancy. This definition is more general than Definition 5.13. Here we will
be dealing with discrepancies of other symplectic submanifolds which do not correspond to
exceptional divisors of some resolution of our singularity but instead correspond to ‘divisors’
which partially compactify our singularity.
Definition 6.7. Let (M,ω) be a not-necessarily compact symplectic manifold of dimension
2n with compact boundary and with a choice of trivialization of the N th power of the canonical
bundle KM along ∂M for some N > 0. Let S1, · · · , Sl be properly embedded (not-necessarily
compact) connected codimension 2 normal crossings submanifolds which are symplectic so
that ∂M →֒M \∪iSi is a homotopy equivalence and so that ∪iSi does not intersect ∂M . The
Borel-Moore homology group HBM2n−2(M,Q) is isomorphic to H
2(M,∂M ;Q) = H2(M,M \
∪iSi;Q). We also have that H
2(M,M\∪iSi;Q) is naturally isomorphic to ⊕iH
2(M ;M\Si) ∼=
⊕iH
0(Si;Q) ∼= Q
l by a repeated use of Mayor-Vietoris and the Thom isomorphism theorem.
Hence HBM2n−2(M ;Q) is freely generated by the fundamental classes of Si. Choose a smooth
section of KM which is transverse to 0 and equal to a non-zero constant with respect to our
trivialization along ∂M . The zero set could be non-compact. Nonetheless it represents a
locally-finite cocycle in Borel-Moore homology HBM2n−2(M ;Q). The homology class of its zero
set is homologous to
∑
i ai[Si] for some a1, · · · , al ∈ Q. The coefficient ai ∈ Q is called the
discrepancy of Si with respect to our trivialization.
Unlike Lemma 6.6, the following Lemma involves a contact hypersurface instead of a stable
Hamiltonian hypersurface. This is because the stable Hamiltonian hypersurface is used to
establish a maximum principle whereas the contact hypersurface corresponds to our link
which is a contact manifold. In particular these are different hypersurfaces with different
purposes.
Lemma 6.8. Suppose that (S, [A], J) is a GW triple and C ⊂ S a contact hypersurface with
associated contact form α satisfying the following properties:
(1) The hypersurface C splits S into two stable Hamiltonian cobordisms S+, S− where
∂−S+ = C and ∂+S− = C. We will also assume that there is a compact codimension
2 (not necessarily symplectic) submanifold Q of S˙− so that [A].Q 6= 0.
(2) We will suppose that C has a natural trivialization of the N th tensor power of its
canonical bundle so that we can define Conley-Zehnder indices for Reeb orbits, and
hence also the lSFT index. This also implies that the N th tensor power of the canon-
ical bundle of S+ restricted to ∂−S+ also has a chosen trivialization.
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(3) We have two properly embedded codimension 2 symplectic submanifolds D∞, E of
S˙+ which intersect transversally and are holomorphic with respect to some J ∈ J
and disjoint from a standard neighborhood C × (−ǫh, ǫh) of C (see Appendix A for a
definition of standard neighborhood). We will assume that E is compact. We require
[A] ·E = 1, [A] ·D∞ = 0 and S+ \ (D∞ ∪ E) deformation retracts onto C = ∂−S+.
(4) For any compatible almost complex structure J on S equal to some J1 ∈ J outside a
small (fixed) neighborhood of the closure of S−∪ ([0, ǫh)×C), we have J ∈ J. We will
assume that J is open in the C∞ topology. Finally we assume GW(S, [A], J) 6= 0.
Then there exists a Reeb orbit γ of (C,α) satisfying lSFT(γ) ≤ 2(n− 3− a) if n− 3− a ≥ 0
and satisfying lSFT(γ) < 0 otherwise where n = 12dimR(S) and a is the discrepancy of E
inside S+.
The period of γ is ≤ −w where w is the wrapping number of θ around E for any 1-form θ
on S+ \ (D∞ ∪ E) satisfying dθ = ωS and θ|∂S+ = α.
Proof. of Lemma 6.8. Because C∞ generic perturbations of α only have non-degenerate Reeb
orbits, we have in turn that generic perturbations of C inside S only have non-degenerate
Reeb orbits. Corollary 4.11 then tells us that if our result is true for any generic perturbation
of C inside S, then our result is true for C itself. So from now on we will assume that C only
has non-degenerate Reeb orbits.
We stretch the neck along C using almost complex structures Ji from J. We will also
assume that Ji is cylindrical near C (see Appendix A for a definition). This can be done
by property (4) from above. We can also ensure that Ji|S˙+ converges in C
∞
loc to an almost
complex structure J+ compatible with the completion of S+. We will also assume that J+
makes E and D∞ holomorphic.
Because GW(S, [A], J) 6= 0 we have a Ji-holomorphic curve from a genus 0 connected nodal
curve representing [A]. By SFT compactness [BEH+03, Theorem 10.3] we get a connected
J+-holomorphic curve u∞ : Σ∞ → S˙+ which intersects E once and does not intersect D∞ by
positivity of intersection, which is contained in κ∩S˙+ where κ ⊂ S is a compact set and where
u∞ is a proper map. The holomorphic curve Σ∞ has irreducible components Σ
1
∞,Σ
2
∞, · · · .
Exactly one of these components intersects E with multiplicity 1 after mapping them to S˙+
under u∞. After relabeling such components we can assume that this component is Σ
1
∞.
Also by positivity of intersection we have that no irreducible component intersects D∞ after
mapping them to S˙+ by u∞.
Because the image of u∞|Σ2∞ is contained in the region S˙+ \ (D∞ ∪ E) where ωS is exact,
we have by the maximum principle in [AS10, Lemma 7.2] that such a curve does not exist.
Hence Σ2∞ does not exist and so Σ∞ has exactly one irreducible component Σ
1
∞.
Now we need to show that u∞|Σ∞ converges to one or more Reeb orbits. In other words, Σ∞
compactifies to a manifold Σ∞ with non-empty boundary and the map u∞|Σ∞ continuously
extends to u∞ : Σ∞ → S+ where u∞ restricted to each connected component of ∂Σ∞ is a Reeb
orbit of (C,α) after parameterizing the boundary appropriately (see [BEH+03, Proposition
5.6]). Theorem 10.3 from [BEH+03] also tells us that because [A].Q 6= 0 and all of our
Ji-holomorphic curves are connected, one has that ∂Σ∞ 6= ∅. Hence u∞ is an irreducible
J+-holomorphic curve intersecting E once and D∞ 0 times and converging to at least one
Reeb orbit in C = ∂−S+.
By property (4), we can assume that J+ is C
∞ generic among almost complex structures
equal to J+ outside a compact subset of S˙+ and makingD∞ and E holomorphic. In particular
we can assume by [Dra04] that any irreducible J+ holomorphic curve intersecting E with
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multiplicity 1 and with finite energy is regular by perturbing J+ near E (but not along E or
D∞). This is because it is somewhere injective near E as its intersection multiplicity with E
is 1. In particular we can assume that u∞ is regular (see the comment after Definition 2.13).
Now [BEH+03, Proposition 5.6] tells us that Σ∞ compactifies to a surface with boundary
Σ∞ and u∞ extends continuously to a map u∞ : Σ∞ → S+ so that u∞(∂Σ∞) is a union of
Reeb orbits γ1, · · · , γl.
We now need to compute the sum of the Conley-Zehnder indices of these orbits using
[Dra04]. The orientation of the boundary of Σ∞ coming from the inward normal is equal
to the natural orientation of the Reeb orbits γ1, · · · , γl (i.e. these orbits are negative ends).
Now u∞ intersects E once and D∞ 0 times and so let p ∈ Σ∞ be the unique point satisfying
{p} = u−1∞ (E ∪ D∞). Let K+ be the canonical bundle of S˙+. Because S+ \ (E ∪ D∞)
deformation retracts onto C = ∂−S+ we have a trivialization of K
⊗N
+ |S+\(E∪D∞) coming
from our trivialization of K⊗N+ |∂−S+ and this gives us a trivialization
τ : C× (Σ∞ \ {p})→ u
∗
∞K
⊗N
+ |Σ∞\{p}.
Let pC : C×(Σ∞\{p})։ C be the natural projection. Using our trivialization τ , any smooth
section σ of u∗∞K
⊗N
+ |Σ∞\{p} is given by a function pC ◦ τ
−1 ◦σ : Σ∞ \{p} → C. By Definition
6.7, we can choose such a section σ so that pC◦τ
−1◦σ is equal to zNa near p where z is a local
holomorphic coordinate chart around p and is non-zero away from p and constant near ∂Σ∞.
This means we can view pC◦τ
−1 ◦σ as a map from Σ∞ \{p} to C
∗. Because Σ∞ is homotopic
to a wedge of circles we can choose some trivialization υ of u∗∞K+ (i.e. υ : C×Σ∞ → u
∗
∞K+
is a complex bundle isomorphism). Unlike τ our choice is not unique up to homotopy. Using
our trivializations τ and υ⊗N respectively we can get trivializations of the Nth tensor power
of the canonical bundle along γ1, · · · , γl and this means we get two Conley-Zehnder indices
CZτ (γj) and CZυ(γj) = CZυ⊗N (γj). Now T := ((υ
⊗N )−1 ◦ τ)|∂Σ∞ is an automorphism of
trivial bundles and so we can view T as a map T : ∂Σ∞ → C
∗. Because ∂Σ∞ is a union of l
oriented circles, this means that T represents l elements of π1(C
∗) = Z given by q1, · · · , ql ∈ Z
(from now on we will give ∂Σ∞ the orientation coming from the inward normal, which is the
same orientation as the Reeb orbits). Properties (CZ3) and (CZ5) from Section 4.1 imply
−2qj+NCZυ(γj) = NCZτ (γj) (remember that the Conley-Zehnder index is calculated from a
trivialization of some multiple of the tangent bundle and not the cotangent bundle and so the
dual of our morphism T sends the trivialization of the Nth tensor power of the anticanonical
bundle induced by the dual of υ to the trivialization induced by the dual of the Nth tensor
power of τ which is represented by −2qj). Also because our section σ is constant along ∂Σ∞
with respect to our trivialization τ we get that (υ⊗N )−1 ◦ σ|∂Σ∞ : ∂Σ∞ → C
∗ is homotopic
to T . This implies that
∑
j qj = Na. Hence −2a+
∑l
j=1CZυ(γj) =
∑l
j=1CZτ (γj).
By the remark after Corollary 2 in [Dra04], we get that (n−3)(2− l)−
∑l
j=1CZυ(γj) ≥ 0.
Hence (n − 3)(2 − l) − 2a −
∑l
j=1CZτ (γj) ≥ 0. This implies:
∑l
j=1(CZτ (γj) + (n − 3)) ≤
2(n− 3)− 2a. Hence
∑l
j=1 lSFT(γj) ≤ 2(n− 3− a). If n− 3− a ≥ 0 then there exists a j so
that lSFT(γj) ≤ 2(n−3−a). If n−3−a < 0 then there exists a j so that lSFT(γj) < 0. And
so lSFT(γj) < 0. The bound on the period of γj comes from the fact that
∫
Σ∞
u∗∞ωS ≥ 0
and that −w−
∑
i period(γi) =
∫
Σ∞
u∗∞ωS by Stokes’ theorem. This gives us our result with
γ := γj. 
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7. Bounding Minimal Discrepancy from Below
7.1. Bounding Minimal Discrepancy of Positively Intersecting Submanifolds from
Below. The main theorem of this section is:
Theorem 7.1. Let (C, ξ) be contactomorphic to the contact link of a strongly Q-Gorenstein
positively intersecting divisor (M,∪iSi, θ). Then
• If md(M,∪iSi, θ) ≥ 0 then hmi(C, ξ) ≤ 2mini(ai).
• If md(M,∪iSi, θ) < 0 then hmi(C, ξ) < 0.
In the next subsection we will apply this to isolated singularities. The symplectic manifold
M should be thought of as a neighborhood of the exceptional divisors of a resolution of an
isolated singularity and Si should be thought of as an irreducible component of the exceptional
divisor.
Proof. of Theorem 7.1. It is sufficient to prove that for any contact form α associated to ξ,
there is a Reeb orbit γ of α which either has negative lSFT index, or which has lSFT index
≤ 2md(M,∪iSi, θ). So from now on we fix such an α. We will prove this theorem in 5 steps.
(1) In the first step we first deform the submanifolds Si so that they are orthogonal. Next
we use use Corollary 5.17 to construct a link region (M1, g :M \∪iSi → R), a chosen
‘minimal’ pseudo Morse Bott family of Reeb orbits B and an (2ǫ, ǫM )-ball product
associated to B and S1 inside M1 for some ǫ > ǫM after relabeling the Si’s.
(2) In the next step we partially compactify M1 to a symplectic manifold S˘ by replacing
the (2ǫ, ǫM ) ball product B
2n−2
2ǫ ×B
2
ǫM with B
2n−2
2ǫ ×S
2
ǫ where S
2
ǫ is the 2-sphere with
area πǫ2. We then blow up S˘ at a point outside M1 and inside {0} × S
2
ǫ giving us a
partial compactification S. Now the problem is that we want S to be part of a GW
triple by using Lemma 6.6 which in turn uses a neck stretching argument. In Step
3, it turns out that we need a sequence of almost complex structures which is are a
product in the region B2n−22ǫ × S
2
ǫ ⊂ S˘ and which stretch the neck along ∂M1. This
is needed for us to apply Lemma 6.6 in Step 4. But the problem is that if we do this
then we cannot have a product almost complex structure in B2n−22ǫ × S
2
ǫ if ∂M1 is a
contact manifold. Instead we have to deform ∂M1 inside S near B
2n−2
2ǫ ×S
2
ǫ so that it
is stable Hamiltonian inside B2n−22ǫ ×S
2
ǫ , so that its properties from Step 1 remain the
same and so that one can neck stretch while retaining the product complex structure
in B2n−22ǫ × S
2
ǫ .
(3) The point of this step is to construct an appropriate almost complex structure on S
so that the last statement in part (3) of Lemma 6.6 is satisfied. We now choose a
sequence of almost complex structures on S˘ which are a product inside B2n−22ǫ ×S
2
ǫ and
ones on S for which the blowdown map Bl : S → S˘ is holomorphic and which stretch
the neck along our stable Hamiltonian hypersurface. Let [A] be the homology class
represented by the proper transform of the curve {0}×S2. We show that holomorphic
curves representing [A] stay inside the union of a compact subset of Bl−1(B2n−22ǫ ×S
2
ǫ )
with the compact set bounded by our stable Hamiltonian hypersurface. This is done
using an index calculation combined with an energy estimate. To calculate the energy
estimate one needs the almost complex structure to be a product inside B2n−22ǫ × S
2
ǫ
and hence why one needs a stable Hamiltonian hypersurface and not just a contact
hypersurface.
(4) In the fourth step we apply Lemma 6.6 to make S along with the almost complex
structure from Step 3 and the homology class [A] into a GW triple. It turns out that
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every genus 0 holomorphic curve representing our homology class inside S also stays
inside B2n−22ǫ ×S
2
ǫ and hence one can show that the associated genus 0 Gromov-Witten
invariant is non-zero.
Next we symplectically dilate the symplectic structure inside our GW triple so that
(C,α) can be embedded as a contact hypersurface inside S ready for step 5. This
stretching induces a deformation of GW triples. All have non-zero GW invariant by
Lemma 6.5.
(5) Here we use Lemma 6.8 with our ‘stretched’ GW triple with (C,α) embedded inside
it to show that α has a Reeb orbit whose lower SFT index is at most the minimal
discrepancy.
Step 1. In this step we will construct a symplectic manifold and a codimension 0 subman-
ifold whose boundary is contactomorphic to (C,α) and whose Reeb flow has nice properties.
By [McL12, Theorem 5.3] we can deform S1, · · · , Sl through positively intersecting subman-
ifolds so that S1, · · · , Sl becomes symplectically orthogonal. This induces a deformation
of strongly numerically Q-Gorenstein positively wrapped divisors, which all have the same
minimal discrepancy and which have contactomorphic links by Corollary 5.11. Hence we
can assume that (M,∪iSi, θ) is an orthogonal Q-Gorenstein positively intersecting divisor.
Let λ1, · · · , λl be the wrapping numbers and let a1, · · · , al be the discrepancies of S1, · · · , Sl
respectively. After relabeling the divisors S1, · · · , Sl, we can assume that:
• if md(M,∪iSi, θ) < 0, then a1 < 0 and λi ≥ λ1 for any i with a1 < 0,
• if md(M,∪iSi, θ) ≥ 0, then a1 = md(M,∪iSi, θ) and λi ≥ λ1 for any i with ai = a1.
Hence by Corollary 5.17 we have for ǫ > 0 small, a link region (M1, g : M \ ∪iSi → R),
a pseudo Morse-Bott family of Reeb orbits B of (θ + dg)|∂M1 and an (2ǫ, ǫM )-ball product
associated to B and S1 inside M1 for ǫM < ǫ so that:
(1) lSFT(B) = 2md(M,∪iSi, θ) and the period of B is πǫ
2
M + λ1.
(2) Any other Reeb orbit γ not contained in B of period strictly less than the period of
B minus ǫ2 satisfies lSFT(γ) ≥ 0, lSFT(γ) > lSFT(B) and is non-degenerate.
Define C1 := ∂M1, θg := θ + dg. We have that (C1, θg|C1) is contactomorphic to the link
of ∪iSi by Definition 5.9. We write ∂+M1 = C and ∂−M1 = ∅.
Step 2. We will now construct an appropriate symplectic manifold containing M1 along
with some natural compatible almost complex structures on this manifold. Define ωg,+ :=
dθg|C1 . By flowing backwards along Xθg we will assume that a neighborhood of ∂+M1 = C1
is diffeomorphic to (−ǫ, 0]× C1 with θg = e
rα1 where r parameterizes (−ǫ, 0].
Now let S2ǫ be the two dimensional symplectic sphere of area πǫ
2 and let B2ǫ ⊂ S
2
ǫ be some
symplectic embedding of the disk of radius ǫ into the sphere and let q∞ ∈ S
2
ǫ \ B
2
ǫ be the
unique point in the complement of this embedding. We define (S˘, ωS˘) to be the symplectic
manifold given by the interior of the gluing of M1 with B
2n−2
2ǫ ×S
2
ǫ along W1 = B
2n−2
2ǫ ×B
2
ǫM
where W1 ⊂M1 is the submanifold described earlier. We define (S, ωS) to be the symplectic
blowup of (S˘, ωS˘) along {0} × {q∞} ∈ B
2n−2
2ǫ × S
2
ǫ . We let Bl : S ։ S
1 be the blowdown
map which is a diffeomorphism away from some symplectic submanifold E (the exceptional
divisor) and a symplectomorphism outside some very small open subset containing E. Hence
because q∞ is disjoint from M1, we have that M1 is naturally a submanifold of S. We require
that this blow up should be small enough so that the restriction of ωS to M1 is ωS˘.
We will now put a stable Hamiltonian structure on C1. Define υM =
3
2ǫ. Define α+ ∈
Ω1(C1) to be α1 outside B
2n−2
2ǫ × ∂B
2
ǫM ⊂ C1 and equal to (
1
2r
2
1 +
1
2πλ1)dϑ inside B
2n−2
υM ×
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∂B2ǫM ⊂ C1. We do this by choosing some bump function ρ on B
2n−2
2ǫ equal to 0 near its
boundary and equal to 1 along B2n−2υM and then defining α+ to be (pr
∗
1(1−ρ))α1+(pr
∗
1ρ)(
1
2r
2
1+
1
2πλ1)dϑ where pr1 : B
2n−2
2ǫ ×B
2
ǫM → B
2n−2
2ǫ is the natural projection map. Then (ωg,+, α+)
is a Stable Hamiltonian structure on C1 with exactly the same Reeb flow as α1. In particular
the Reeb orbits of (ωg,+, α+) are exactly the same as the Reeb orbits of θg|C1 and they have
exactly the same periods and indices. The restriction of α+ to {a}× ∂B
2
ǫM is (
1
2r
2
1 +
1
2πλ1)dϑ
for each a ∈ B2n−22ǫ .
A small neighborhood of C1 inside S is symplectomorphic to (−η, η) × C1 with ωS =
ωg,+ + d(r1α+) where η > 0 is small and r1 parameterizes (−η, η). Let Ji be a sequence
of almost complex structures on S compatible with ωS which stretch the neck along C1
with respect to (−η, η) × C1. Now C1 splits S into two regions S+ and S− where S+, S−
are cobordisms of stable Hamiltonian structures with ∪iSi ⊂ S−, ∂+S+ = ∂−S− = ∅ and
∂−S+ = ∂+S− = C1. Let S˘+ := Bl(S+) ⊂ S˘ where Bl : S → S˘ is our blowdown map. This is
also a cobordism of stable Hamiltonian structures. We will assume that Ji|S˙+ converges in C
∞
loc
to some almost complex structure J+ compatible with the completion of S+. We will choose
J+ so that the blowdown map Bl|S+ is a (J+, J˘+)-holomorphic map where J˘+ is compatible
with the completion of S˘+. We can assume that D˘∞ := B
2n−2
2ǫ ×{q∞} is J˘+-holomorphic and
that the preimage of D˘∞ under the blowdown map is a union of transversely intersecting J+-
holomorphic submanifolds E∪D∞ where D∞ the proper transform of D˘∞ Because (ωg,+, α+)
is a specific stable Hamiltonian structure in the region B2n−2υM × S
2
ǫ we can assume (maybe
after deforming our neighborhood (−η, η)×C1) that J˘+ is a product almost complex structure
(JB2n−2 , J∞,S2) on B
2n−2
υM × (S
2
ǫ \ B
2
ǫM ) where JB2n−2 is the standard complex structure on
B2n−2υM ⊂ C
n−1 and where J∞,S2 is some compatible complex structure on S
2
ǫ \ B
2
ǫM . For
each i we will assume that J˘i restricted to B
2n−2
υM × S
2
ǫ is the product complex structure
(JB2n−2 , Ji,S2) where Ji,S2 is a complex structure on the sphere S
2
ǫ . Finally we can assume
that Ji and J+ in the regions Bl
−1(B2n−2υM × S
2
ǫ ) and Bl
−1(B2n−2υM × (S
2
ǫ \ B
2
ǫM
)) respectively
are integrable (this can be done my ensuring that Bl corresponds to a Ka¨hler blowup with
respect to Ji for all i and J+).
Step 3. In this step we will show that any finite energy proper J+-holomorphic curve
intersecting E once and D∞ 0 times is contained inside a fixed compact subset of S+. In fact
we will show that it is contained inside the interior of Bl−1(B2n−2υM × S
2
ǫ ) where Bl : S → S˘
is the blowdown map. The reason why we want to do this is that in Step 4 we create an
appropriate family of GW triples using Lemma 6.6 combined with results from this step.
Let u : Σ→ S˙+ be such a curve. Let u˘ : Σ→
˙˘
S+ be the composition of u with the blowdown
map. We will first show Σ is irreducible. Let Σ1,Σ2, · · · be the irreducible components of
Σ. Exactly one of these components intersects D˘∞ after mapping them with u˘ by positivity
of intersection. We will assume after reordering these components that Σ1 intersects D˘∞.
If Σ2 exists then it must map to the stable Hamiltonian cobordism
˙˘
S+ \ D˘∞. Because θg
evaluated on the Reeb vector field along ∂−
˙˘
S+ is 1 and because θg extends to a 1-form on
˙˘
S+ \ D˘∞ whose exterior derivative is the symplectic form we then get that Σ2 cannot exist
by Proposition 9.1. Hence Σ is irreducible.
Now (pr1 ◦ u˘)|pr−11 (B
2n−2
υM
) : pr
−1
1 (B
2n−2
υM ) → B
2n−2
υM is a JB2n−2 -holomorphic map, whose
domain is a punctured Riemann surface, and so by the removable singularity theorem this
extends to a proper map. Hence this is either the constant map, or a map whose energy
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is greater than or equal to π(υM )
2 by the monotonicity formula. Let σi ∈ Σ be a sequence
of points so that u˘(σi) gets arbitrarily close to ∂−
˙˘
S+. Now Lemma 8.8 tells us that after
passing to a subsequence, u˘(qi) converges to a point on a Reeb orbit of period at most πǫ
2+λ1
because the intersection of u˘ with D˘∞ is 1 and the wrapping number of θg around D˘∞ is
−2π(ǫ)2 − λ1 after extending θg in some way to
˙˘
S+ \ D˘∞ so that dθg is the symplectic form
on S˘+ \ D˘∞.
We have two cases: Case 1: This Reeb orbit has period ≥ π(ǫM )
2 + λ1 − ǫ
2 for some
sequence of points σi as described above. Recall that here π(ǫM )
2 + λ1 is the period of the
pseudo Morse-Bott family B constructed in Step 1. Case 2: Every such Reeb orbit has period
< π(ǫM )
2 + λ1 − ǫ
2 for any sequence of points. We will in fact show that this case cannot
occur using a proof by contradiction.
Case 1: Suppose this Reeb orbit has period ≥ π(ǫM )
2+λ1−ǫ
2. The second half of Lemma
8.8 tells us
∫
Σ(u˘)
∗ωS˘ ≤ π(ǫ)
2 + λ1 − (π(ǫM )
2 + λ1) < π(υM )
2. The energy argument above
then tells us that the image of u˘ under pr1 is contained inside B
2n−2
υM
⊂ B2n−22ǫ . Hence the
image of u˘ is contained inside B2n−2υM × S
2
ǫ in this case.
Case 2: This case involves a lot more work. Here we suppose (for a contradiction) that
every such sequence σi converges to a Reeb orbit of length < π(ǫM )
2+λ1− ǫ
2. All such Reeb
orbits are non-degenerate by Corollary 5.17. Lemma 8.8 tells us that Σ is biholomorphic
to P1 \ {w1, · · · , wl} where w1, · · · , wl are l distinct points. By [BEH
+03] these punctures
converge to non-degenerate Reeb orbits R1, · · · , Rl. We have that u is somewhere injective
because it intersects our holomorphic submanifold E with multiplicity 1 and because Σ is
irreducible. By perturbing J+ appropriately we can ensure that J+ has the property that
every somewhere injective J+-holomorphic curve not contained in E ∪D∞ ∪ (B
2n−2
υM × (S
2
ǫ \
B2ǫM )) and whose domain is a punctured sphere is regular by [Dra04] (see the comment about
regularity after Definition 2.13). We can still ensure that all the properties of J+ hold.
The point here is that to achieve regularity we only need to perturb J+ outside E ∪ D∞ ∪
(B2n−2υM × (S
2
ǫ \ B
2
ǫM
)) as every somewhere injective J+-holomorphic curve not contained in
E ∪D∞ ∪ (B
2n−2
υM × (S
2
ǫ \B
2
ǫM )) has a somewhere injective point outside this region.
LetK be the canonical bundle of S and K˘ the canonical bundle of S˘. Because H1(C1;Q) =
0 and Nc1(TS|C1) = 0 we have a canonical trivialization τ : C1 × C → K
⊗N |C1 = K˘
⊗N |C1
of K⊗N and K˘⊗N along C1 = ∂−S+ = ∂−S˘+. Also because Q := S˘+ ∩ (B
2n−2
2ǫ × S
2
ǫ ) is
contractible we also have a canonical trivialization τ˘+ of K˘
⊗N in this region. Similarly we
have a trivialization τ˘− of K˘
⊗N inside M1 ∩ (B
2n−2
2ǫ × S
2
ǫ ). Now ∂Q is homotopic to a circle
(oriented to coincide with the boundary of {0} × B2ǫM ) and so τ˘
−1
− ◦ τ˘+ is represented by a
map from S1 ≃ ∂Q to S1 = U(1). The degree of this map is −2N because the Chern number
of the canonical bundle of S2ǫ is −2 and the normal bundle of {0} × S
2
ǫ inside S˘ is trivial
as a complex vector bundle. Hence the degree of τ˘−1+ ◦ τ˘− is 2N . Also τ˘
−1
− ◦ τ has degree
a1N by the definition of discrepancy. Hence τ˘
−1
+ ◦ τ has degree (2+ a1)N . The trivialization
τ˘+ also gives a trivialization τ+ of K
⊗N along Bl−1(Q) \ E because Bl is a biholomorphism
onto its image away from E. Because E is the exceptional divisor of a blowup we can
construct a section σ of K⊗N along Bl−1(Q) which is constant with respect to τ+ near ∂−S+
and non-zero away from a small neighborhood of E and whose zero set is homologous to
(n − 1)N [E] near E. All of this implies that there is a section σ1 of K
⊗N |S+ which is
constant with respect to the trivialization τ along ∂S+ and whose zero set is homologous
to (−2 − a1)ND∞ + ((n − 1) − 2 − a1)N [E] = (−2 − a1)ND∞ + (−a1 + (n − 3))N [E] in
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Borel-Moore homology (note that 2 + a1 now becomes −2 − a1 in our calculations because
if we have a disk inside (B2n−22ǫ × S
2
ǫ ) ∩ S+ intersecting D∞ positively once with boundary
{0} × ∂B2ǫM then its boundary orientation is the opposite of {0} × ∂B
2
ǫM
). This means that
the relative Chern number of u∗K⊗N with respect to the pullback of the trivialization τ is
(−a1 + (n− 3))N . Hence the relative Chern number of the pullback via u of the Nth tensor
power of the anti-canonical bundle is (a1 − (n− 3))N .
Now choose some trivialization τ̂ of the pullback of the anticanonical bundle along u. By
the statement after Corollary 2 in [Dra04] we get that (n−3)(2−l)−
∑l
i=1 CZτ̂ (Ri) ≥ 0. Now
N
∑l
i=1 CZτ̂ (Ri) = N
∑l
i=1 CZ(Ri)−2(a1−(n−3))N by the above Chern number calculation.
Hence (n− 3)(2− l)+ 2a1− 2(n− 3)−
∑l
i=1 CZ(Ri) ≥ 0. Hence
∑
i(CZ(Ri)+ (n− 3)) ≤ 2a1
and so
∑
i lSFT(Ri) ≤ 2a1. Now if a1 ≥ 0 then lSFT(Ri) ≤ 2a1 for some i contradicting
property (2) from Step 1 (here we have used the fact that the stable Hamiltonian structure
(ωg,+, α+) has exactly the same Reeb orbits with the same periods and lSFT indices as the
Reeb orbits of θg|∂M1). If a1 < 0 then lSFT(Ri) < 0 for some i contradicting property (2)
from Step 1. Therefore we have a contradiction and so case 2 doesn’t happen. Hence u is
contained inside B2n−2υM ×B
2
2ǫ.
Step 4. In this step we construct an appropriate family of symplectic structures and almost
complex structures on S giving us a family of GW triples. We will use Lemma 6.6 combined
with Step 3 to do this.
We now have two regions containing C1. One is (−ǫ, 0] × C1 with θg = e
rα1 and the
other is (−η, η) × C1 with ωS = ωg,+ + d(r1α+). To avoid confusion we will write the first
neighborhood (−ǫ, 0] × C1 as (−
ǫ
2 ,
ǫ
2 ] × C2 with C2 := {r = −
ǫ
2} and θg = e
r2α2 where
α2 = θg|C2 and r2 parameterizes the interval (−
ǫ
2 ,
ǫ
2 ]. We will assume that Ji is cylindrical
inside [− ǫ4 ,
ǫ
4 ] × C2 (see Appendix A for a definition) and also translation invariant in this
region with respect to the coordinate r2. We can also assume that Ji = Jj in this region for
all i, j.
The hypersurface C2 splits S into two manifolds with boundary S2,+ and S2,− where S2,−
is the region containing our exceptional divisors. Let (ωt)t∈[0,∞) be a symplectic dilation of
ωS along C2 with respect to the contact form θg|C2 as in Definition 2.16. We can perform
this symplectic dilation in such a way so that the associated family of stretching 1-forms
ρt(r)r(θg|C2) as in Definition 2.16 is equal to θg near C2 inside S2,+. We will assume that the
support of our symplectic dilation is disjoint from S+ ∪ (−η, η)×C1. Hence we can define θt
to be a smooth family of 1-forms on S \ ∪iSi as:
θt :=


θg inside S2,+
ρt(r)r(θg|C2) inside the support of our symplectic dilation
1
1+tθg elsewhere.
We let Ji,t be the set of almost complex structures compatible with ωt and equal to Ji in
the region S+ ∪ ((−η, η)×C1). By Lemma 2.17 there is some tmax > 0 and some embedding
ι : C →֒ S with the property that ι∗θtmax = cα for some constant c > 0 and so that ι
isotopic to C2 through contact embeddings in the support of our symplectic dilation. Hence
ι is isotopic to C1 through contact embeddings inside S−. We define our homology class
[A] to be represented by the proper transform of {0} × S2ǫ (i.e. represented by the closure
of the preimage of {0} × (S2ǫ \ q∞) inside S). We have c1(S, ωS)([A]) + n − 3 = 0. So by
using Lemma 6.6 combined with Step 3 (where the objects C, Ji, J+, t, ωt, Ji,ωt , [A], ǫh in the
statement of Lemma 6.6 correspond to C1, Ji, J+, t, ωt, Ji,t, [A], η here respectively) we get
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for i large enough that (S, [A], Ji,t) with symplectic structures ωt is a smooth family of GW
triples parameterized by t ∈ [0, tmax].
We now need to calculate GW0(S, [A], Ji,t). Now θ0 = θg. We have Ji ∈ Ji,0. We have
that any Ji-holomorphic curve representing [A] has energy less than υM with respect to θg.
If u is such a curve then pr1 ◦ Bl ◦ u|u−1(Bl−1(B2n−2υM ×S
2
ǫ ))
must have image equal to a point
by the monotonicity formula. Hence the image of every such curve u is contained inside
Bl−1(B2n−2υM ×S
2
ǫ ). Hence in fact the image of u must be contained inside the proper transform
of {0}×S2ǫ and so there is a unique such curve up to re-parameterization. The almost complex
structure here is integrable near the image of u, the normal bundle of u is
∏n−1
i=1 O(−1) and
u is injective and so the u is regular. Hence GW0(S, [A], Ji,0) = GW0(S, [A], Ji) = 1 by part
(3) of Theorem 6.2. By Lemma 6.5 we then get GW0(S, [A], Ji,t) = 1 for each t ∈ [0, tmax].
Step 5. The contact embedding ι : C →֒ S splits S into two stable Hamiltonian cobordisms
S+,ι, S−,ι where S−,ι contains ∪iSi. Hence by Lemma 6.8, using our contact embedding ι :
(C, d(cα)) →֒ (S, ωtmax), cobordisms S+,ι, S−,ι and D∞, E as above, we get that (C,α) admits
a Reeb orbit γ with lSFT index ≤ 2(n−3− (−a1+(n−3))) = 2a1 if n−3− (−a1+(n−3)) =
a1 ≥ 0 and less than 0 otherwise. Here we used the Borel-Moore homology class calculation
of the zero set of σ1 from Step 3. Hence mi(α) ≤ 2a1 = 2md(A, 0) if a1 ≥ 0 or mi(α) < 0 if
mi(A, 0) = a1 < 0. This proves our Theorem.

7.2. Bounding Minimal Discrepancy of a Singularity from Below. Let A ⊂ CN be
an affine variety of dimension n with an isolated singularity at 0. Recall that the link of A is
a contact manifold (LA, ξA).
Theorem 7.2. Suppose LA satisfies H
1(LA;Q) = 0 and c1(ξA;Q) = 0 ∈ H
2(LA;Q). Then
• If md(A, 0) ≥ 0 then hmi(LA, ξA) ≤ 2md(A, 0) and
• if md(A, 0) < 0 then hmi(LA, ξA) < 0.
Proof of Theorem 7.2. Let Aδ be the intersection of A with a small ball of radius δ. We
resolve A at 0 by blowing up along smooth subvarieties by [Hir64] and take the preimage A˜δ
of Aδ under this resolution map. We suppose that the exceptional divisors E1, · · · , El are
smooth normal crossing.
By Lemma 5.25, there exists a 1-form θA on Aδ \∪iEi making (Aδ ,∪iEi, θA) into a strongly
numerically Q-Gorenstein positively wrapped divisor where the discrepancy of Ei defined in
Section 3 coincides with the associated discrepancy from Definition 5.13. Our result then
follows from Theorem 7.1. 
8. Appendix A: Stable Hamiltonian Cobordisms
Most material from this section is taken from [BEH+03] and from [CV10]. We need to cover
this material as we have to deal with certain compactness results involving holomorphic curves
in stable Hamiltonian structures whose associated Reeb flow is not necessarily Morse-Bott.
Having said that the structures we are interested in are pseudo Morse-Bott submanifolds
although we will not need this condition here.
Definition 8.1. A stable Hamiltonian structure on a manifold C of dimension 2n − 1
is a pair (ωh, αh) where ωh is a closed 2-form and αh is a 1-form with the property that
αh ∧ ω
n−1
h is a volume form. We also require that ker(ωh) ⊂ ker(dαh).
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Here for any differential form γ, ker(γ) means the set of vectors V so that iV γ = 0.
Stable Hamiltonian structures are called ‘stable Hamiltonian’ for the following reason ([CM05,
Lemma 2.3]): Let (M,ω) be a symplectic manifold and suppose we have a Hamiltonian
H : M → R so that there is a smooth family of diffeomorphisms (Ψs)s∈(−ǫ,ǫ) on M sending
(H−1(0),XH |H−1(s)) to (H
−1(s),XH |H−1(s)), thenH
−1(0) has a stable Hamiltonian structure
with 2-form given by ω|H−1(0). In other words, H
−1(0) has a stable Hamiltonian structure
with 2-form ω|H−1(0) if the dynamics of H
−1(s) do not change (or are stable) for all s near
0. Conversely any manifold with a stable Hamiltonian structure can be embedded in such a
way into a symplectic manifold. Such a definition was initially motivated by the Weinstein
conjecture (which states that every contact manifold has at least one Reeb orbit), and also
by the pseudo-holomorphic curve theory used to prove specific instances of this conjecture
(see [HZ94]).
Definition 8.2. The Reeb vector field R of a stable Hamiltonian structure (ωh, αh),is the
unique vector field R on C satisfying iRωh = 0 and iRαh = 1.
The condition R ∈ ker(ωh) ⊂ ker(αh) and iRαh = 1 ensure that the flow of R preserves
ωh and αh. The vector field XH inside H
−1(0) in the above description is a scalar multiple
of the Reeb vector field. Hence one should imagine a Reeb vector field as a Hamiltonian
vector field constrained to a ‘stable’ hypersurface inside a symplectic manifold. Any contact
structure λ gives us a stable Hamiltonian structure (ωh, αh) where αh = λ and ωh = dλ.
An almost complex structure JC on the hyperplane bundle ker(αh) is compatible with
(ωh, αh) if it is compatible with the symplectic structure ωh|ker(αh). We can define an almost
complex structure ĴC on R × C in the following way: For vectors of the form (0, V ) where
V ∈ ker(αh) it is defined by ĴC(V ) := JC(V ). Also ĴC(
∂
∂rC
) = R and ĴC(R) = −
∂
∂rC
where
rC parameterizes R. We say that ĴC is a cylindrical almost complex structure associated
to JC . A symplectization of (ωh, αh) is the product (−ǫh, ǫh) × C for ǫh > 0 small with
symplectic form ω˜h := ωh + rCdαh + drC ∧ αh. Here by abuse of notation we have identified
αh with π
∗
Cαh where πC : (−ǫh, ǫh) × C ։ C is the natural projection. Also ǫh has to be
sufficiently small to ensure that the closed 2-form ω˜h is symplectic. If C ⊂ M is a compact
and connected hypersurface of a symplectic manifold (M,ω) then we say that it is a stable
Hamiltonian hypersurface if ω|C = ωh. A neighborhood of C is symplectomorphic to its
symplectization (−ǫh, ǫh)×C. We will call such a neighborhood a standard neighborhood.
A complex structure J˜C on (−ǫh, ǫh) × C is said to be compatible with the symplec-
tization (−ǫh, ǫh)× C if
(1) it is compatible with the symplectic form ω˜h,
(2) J˜C(ker(αh)) = ker(αh),
(3) and J˜C
(
∂
∂rC
)
= f(rC)R and J˜C(R) = −
1
f(rC)
∂
∂rC
for some smooth positive function
f : (−ǫh, ǫh)→ (0,∞).
If J˜C is only defined on I × C where I ⊂ (−ǫh, ǫh) then we also say it is compatible with
the partial symplectization I×C if it satisfies the above properties. The smooth positive
function f may only have domain given by our subset I ⊂ (−ǫh, ǫh).
Let (M,ω) be a not-necessarily compact symplectic manifold whose boundary is a disjoint
union of compact submanifolds ∂−M ⊔ ∂+M . Suppose that we have a stable Hamiltonian
structure (ω±h , α
±
h ) on ∂±M . We say that (M,ω) is a stable Hamiltonian cobordism
from ∂−M to ∂+M if there is a neighborhood of ∂+M diffeomorphic to (−ǫh, 0]× ∂+M with
ω = ω+h + r+dα
+
h + dr+ ∧ α
+
h and a neighborhood of ∂−M diffeomorphic to [0, ǫh) × ∂−M
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with ω = ω−h + r−dα
−
h + dr− ∧ α
−
h . Here ǫh > 0 is a small constant and r+ parameterizes
(−ǫh, 0] and r− parameterizes [0, ǫh). We will call the neighborhoods (−ǫh, 0] × ∂+M and
[0, ǫh)×∂−M the positive and negative cylindrical ends of M . In the literature, M is quite
often compact as well, but we need a slightly more general definition for our purposes.
An almost complex structure J is compatible with the stable Hamiltonian cobor-
dism structure on M if it is compatible with the symplectic form and it is equal to almost
complex structures J˜−, J˜+ compatible with the partial symplectizations [0, ǫh) × ∂−M and
(−ǫh, 0]× ∂+M on the cylindrical ends respectively. An almost complex structure J defined
on the interior of M is said to be compatible with the completion of M if it is compati-
ble with the symplectic form and there are smooth maps φ+ : (−ǫh, 0)→ R, φ− : (0, ǫh)→ R
so that:
(1) On the cylindrical ends J is equal to almost complex structures J˜± compatible with
the partial symplectizations (0, ǫh)× ∂−M and (−ǫh, 0)× ∂+M .
(2) φ+ is an orientation preserving diffeomorphism onto its image (0,∞) and φ− is an
orientation preserving diffeomorphism onto its image (−∞, 0).
(3) There is a compatible almost complex structure J+ (resp. J−) on ker(α+) (resp.
ker(α−)) with the property that (sr ◦ φ+, id)∗J˜+ (resp. (sr ◦ φ−, id)∗J˜−) converges in
C∞loc to Ĵ+ in R×∂+M as r → −∞ (resp. r →∞) where sr : R→ R sends x to x+ r.
Let u : Σ → R × C be any smooth map where Σ is some surface. We define Eωh(u)
to be
∫
Σ(πC ◦ u)
∗ωh where πC is the projection R × C ։ C. Let r be the coordinate
parameterizing R in R × C. We define Eαh(u) := supφ∈C
∫
Σ(φ ◦ r ◦ u)u
∗(dr ∧ dαh) where C
is the set of compactly supported smooth maps φ : R → R whose integral is 1. We define
EC(u) := Eωh(u) + Eαh(u). Now suppose JM is an almost complex structure compatible
with the completion of M and u˘ : Σ˘ → M˙ a JM -holomorphic curve where M˙ is the interior
of M . This means that there are smooth maps φ+ : (−ǫh, 0) → R, φ− : (0, ǫh) → R
satisfying the conditions (2), (3) above. Define N+M := (−ǫh, 0) × ∂+M and N−M :=
(0, ǫh) × ∂−M . We define Eint(u˘) :=
∫
(u˘)−1(M˙\(N−M∪N+M))
(u˘)∗ωM . Let u˘− := u˘|(u˘)−1(N−M).
We define E−(u˘) := E∂−M ((φ−, id∂−M ) ◦ u˘−). We have a similar definition of E+(u˘). We
define EM (u˘) := Eint(u˘) + E−(u˘) + E+(u˘) and we will call this the energy of u˘.
Suppose we have a symplectic manifold (S, ωS). Let C ⊂ S be a stable Hamiltonian
hypersurface with stable Hamiltonian structure (ωh, αh). A small neighborhood of C is
symplectomorphic to the symplectization (−ǫh, ǫh)×C for small enough ǫh. We define Ssplit
to be the manifold with boundary obtained from S by gluing S \ C with the disjoint union
[0, ǫh)×C ⊔ (−ǫh, 0]×C along (0, ǫh)×C ⊔ (−ǫh, 0)×C ⊂ S \C. Here Ssplit is a cobordism
of stable Hamiltonian structures with ∂−Ssplit = ∂+Ssplit = C. Note that the interior S˙split
of Ssplit is diffeomorphic in a canonical way to S \ C.
Definition 8.3. A sequence of almost complex structures Ji compatible with ωS stretch the
neck along C if there is a compatible almost complex structure JC on ker(αh) and a sequence
of orientation preserving diffeomorphisms φi : (−ǫh, ǫh)→ (−Di,Di) so that:
(1) φi(0) = 0 and φ
′
i = 1 near −Di and Di. Also Di is strictly increasing and Di → ∞
as i→∞.
(2) Ji|(−ǫh,ǫh)×C is compatible with the symplectization (−ǫh, ǫh)× C.
(3) (φi, idC)∗Ji viewed as an almost complex structure in (−Di,Di)×C ⊂ R×C converges
in C∞loc to ĴC as i→∞. In the region (−
ǫh
2 ,
ǫh
2 )×C we will assume that the restriction
of Ji to ker(π
∗
Cαh)∩ker(drC) where πC is the projection to C is uniformly convergent.
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(4) There is an almost complex structure Jsplit compatible with the completion of Ssplit
and an open neighborhood NC of C so that Ji|NC\C converges in C
∞
loc to Jsplit|NC\C .
Note that we do not have any constraints on Ji away from (−ǫh, ǫh)×C although when we
prove a compactness result later we will assume that Ji converges C
∞
loc to an almost complex
structure in one region inside S but there will be no constraints in other regions of S. We
need to do this in order to prove certain symplectic manifolds are in fact GW triples.
Proposition 8.4. We can construct a sequence of almost complex structures J iS stretching
the neck along C so that J iS |S\C converges in C
∞
loc to an almost complex structure compatible
with the completion of Ssplit.
Proof. Let JS be an almost complex structure on S compatible with ωS whose restriction
to (−ǫh, ǫh)× C is compatible with the symplectization (−ǫh, ǫh)× C. Let JC be an almost
complex structure on ker(αh) given by JS |TC∩ker(αh) and let Di > 0 be a sequence tending
to ∞. Define φ∞ : (−ǫh, ǫh) \ {0} → R by
φ∞(x) :=
{
−1− ǫhx when x < 0
1− ǫhx when x > 0.
We choose a sequence of orientation preserving diffeomorphisms φi : (−ǫh, ǫh)→ (−Di,Di) so
that for each j > 0, φ′i|(−Dj ,Dj)\{0} converges in C
∞
loc to φ
′
∞|(−Dj ,Dj)\{0}, and so that φ
′
i = φ
′
∞
near ±ǫh. Let R be the Reeb vector field of (ωh, αh) which we extend in the natural way to
R×C. Let πC : (−ǫh, ǫh)×C ։ C be the natural projection map. For i ∈ N∪{∞}, we define
Ji(
∂
∂rC
) := φ′i(rC)R and Ji(R) := −
1
φ′i(rC)
∂
∂rC
. Also for i ∈ N ∪ {∞} and inside (−ǫh, ǫh)×C
(and if i = ∞, outside C) we define Ji(V ) := JS(V ) for V ∈ ker(π
∗
Cαh) ∩ ker(drC). We
also define Ji to be any fixed compatible almost complex structure on S \ (−ǫh, ǫh) × C so
that Ji|S\(−ǫh,ǫh)×C = Jj|S\(−ǫh,ǫh)×C for all i, j ∈ N ∪ {∞}. We define a diffeomorphism
φ+ : (0, ǫh) → (−∞, 0) by φ+(x) = φ∞(x). Similarly we define a diffeomorphism φ− :
(−ǫh, 0) → (0,∞) by φ−(x) = φ∞(x). We define Jsplit := J∞. Under the identification
S \C = S˙split we get that Jsplit is compatible with the completion of Ssplit using the functions
φ±. The sequence of almost complex structures Ji is a sequence stretching the neck along C
using the functions φi so that Ji C
∞
loc converges in S \ C to Jsplit. 
The main goal of this section is to prove a compactness result coming from neck stretching.
First we need a compactness result from [Fis11] which we state here as a Theorem (the
compactness result from [Fis11] is much stronger but we do not need the full force of the
theorem here). Let Ω be a non-degenerate (not necessarily closed) 2-form on a manifold B
and J an almost complex structure. We say that (Ω, J) is an almost Hermitian structure
if J is compatible with Ω. A nodal curve with boundary is given by a closed subset in the
Euclidean topology of a complex algebraic curve with nodal singularities with the property
that the boundary (i.e. the closure minus the interior) is a 1-dimensional submanifold of
the smooth part of this complex curve. A J-holomorphic map from a nodal curve Σ with
boundary is a continuous map Σ→ B which is smooth and J-holomorphic away from these
singularities.
Definition 8.5. Suppose we have a sequence of almost Hermitian structures (Ωi, Ji) C
∞
converging to (Ω∞, J∞) in a manifold B. Suppose that we have:
(1) a sequence of Ji-holomorphic curves ui : Σi → B and a nodal J∞-holomorphic curve
u∞ : Σ∞ → B.
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(2) a smooth surface Σ˜ and smooth embeddings vi : Σ˜ → Σi, a continuous surjection
v∞ : Σ˜։ Σ∞,
(3) a compact set K ⊂ B.
so that
(1) If Σ˜ns := Σ˜ \ v−1∞ (Σ
sing
∞ ) where Σ
sing
∞ is the set of nodal points of Σ∞ then v
nonsing
∞ :=
v∞|Σ˜ns is a diffeomorphism onto its image Σ∞ \ Σ
sing
∞ .
(2) ui ◦ vi C
0 converges to u∞ ◦ v∞ and ui ◦ vi|Σ˜ns C
∞
loc converges to u∞ ◦ v∞|Σ˜ns .
(3) ui ◦ vi and u∞ ◦ v∞ map the boundary of Σ˜ to B \K
then we say that ui converges in the Gromov sense to u∞ near K.
The following theorem is proven by Fish in [Fis11].
Theorem 8.6. Let B be a compact manifold with boundary, (Ωi, Ji) a sequence of almost
Hermitian structures C∞ converging to a almost Hermitian structure (Ω∞, J∞). Let ui :
Σi → B be a sequence of smooth genus 0 Ji-holomorphic curves whose boundary maps to
∂B with
∫
S u
∗
iΩi bounded above by a fixed constant independent of i and let K be a compact
subset of the interior of B. Then after passing to a subsequence there is a genus 0 compact
nodal J∞-holomorphic curve u∞ : Σ∞ → B so that ui converges in the Gromov sense to u∞
near K.
The following result is a much weaker version of the main result of [BEH+03] except that
we allow our stable Hamiltonian structure to have Reeb orbits that are not necessarily Morse-
Bott (here Morse-Bott can be defined for stable Hamiltonian structures in exactly the same
way as Definition 4.4).
Proposition 8.7. Let (S, ωS) be a connected symplectic manifold and C a stable Hamiltonian
hypersurface in S with a standard neighborhood (−ǫh, ǫh) × C ⊂ S. We suppose that S \ C
is a disjoint union S˙+ ⊔ S˙− where S˙+ contains (0, ǫh) × C. We define S+ := S˙+ ∪ C which
is a stable Hamiltonian cobordism from ∂−S+ := C to ∂+S+ := ∅. Let J˘i be a sequence of
almost complex structures stretching the neck along C using our symplectization (−ǫh, ǫh)×C
with the additional property that J˘i|S˙+ converges in C
∞
loc to an almost complex structure J+
compatible with the completion of S+. Let ωi be a sequence of symplectic structures in the
same cohomology class equal to ωS inside (−ǫh, ǫh) × C ∪ S˙+, C
∞ converging to ωS and Ji
a sequence of ωi compatible almost complex structures equal to J˘i inside (−ǫh, ǫh)× C ∪ S˙+.
Let ui : P
1 → S be a sequence of genus zero Ji-holomorphic curves so that:
(1) their images stay inside a fixed compact set κ ⊂ S.
(2)
∫
P1
u∗iωi is bounded above by a fixed constant E.
Then there exists a proper J+-holomorphic curve u∞ : Σ∞ → S˙+ so that:
(1) Σ∞ is a genus 0 nodal J+-holomorphic curve without boundary mapping to κ ∩ S˙+.
(2) If N ⊂ S is a neighborhood of the image of u∞ inside S and ǫh > η > 0 then for all
i, the image of uj is contained in S˙− ∪ ([0, η) × C) ∪N for some j ≥ i.
(3) Its energy satisfies ES+(u∞) <∞ and
∫
Σ∞
u∗∞ωS ≤ E.
Suppose Q is a properly embedded codimension 2 submanifold Q ⊂ S˙+ whose closure in S is
disjoint from C. Then each ui for i ≫ 1 has a positive intersection number with Q if and
only if u∞ also has a positive intersection number. If (ui)∗([P
1]) · [Q] = 1 for all i then the
intersection number of u∞ with Q is also 1.
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Proof. of Proposition 8.7. We proceed in 3 steps. In the first step we use the compactness
result Theorem 8.6 to construct our holomorphic curve u∞. In the second step we show
that the energy of u∞ is bounded. In the third step we prove the remaining parts of the
Proposition.
Step 1: Define Sk+ := S˙+ \ (0,
ǫh
k ) × C ⊂ S. We define Σ
i
k,+ := u
−1
i (S
k
+). Maybe after
perturbing ǫh slightly, we can assume that Σ
i
k,+ is a manifold with boundary. For each k
we have by Theorem 8.6 that a subsequence uik,j of ui|Σik+1,+
: Σik+1,+ → S
k+1
+ converges
in the Gromov sense as j → ∞ to a J+-holomorphic nodal curve uk,∞ : Σk,∞ → S
k+1
+
near Sk+. By an inductive argument we can assume {ik1,j|j ∈ N} ⊂ {ik2,j|j ∈ N} for all
k1 ≤ k2. We then get that the diagonal sequence uij,j has the property that for each k ∈ N,
uij,j |Σ
ij,j
k+1,+
: Σ
ij,j
k+1,+ → S
k+1
+ converges in the Gromov sense to uk,∞ near S
k
+. After replacing
ui with a subsequence we will assume that uj = uij,j for all j. The curve uk,∞ might have
multiply covered components and so let uk,∞ : Σk,∞ → S
k+1
+ be the respective holomorphic
curve without multiply covered components whose image is the same. Let Σ
nonsing
k,∞ ⊂ Σk,∞
be the maximal open subset of the set of nonsingular points with the property that vk :=
uk,∞|Σnonsingk,∞
is a diffeomorphism onto its image. Such an open set has a finite complement.
For k1 ≤ k2 we have that the image of vk1 is contained in the image of vk2 . Hence we can
construct a new Riemann surface Σnonsing∞ without boundary by gluing Σ
nonsing
k1,∞ to Σ
nonsing
k2,∞
using the maps v−1k2 ◦vk1 for all k1 ≤ k2. The maps vk also glue and give us a J+-holomorphic
map v : Σnonsing∞ → S˙+. By using the removable singularity theorem we then get Σ
nonsing
∞
extends to a nodal Riemann surface Σ∞ containing Σ
nonsing
∞ and a J+-holomorphic map
u∞ : Σ∞ → S˙+ extending v. Such a map is proper.
Step 2: We now need to prove our energy bounds. The bound
∫
Σ∞
u∗∞ωS ≤ E follows from
the fact that Ji is compatible with ωi and the fact that
∫
P1
u∗iωi ≤ E for all i ∈ N. We now
need to show ES+(u∞) <∞. Let C(a,b) := (a, b)×C ⊂ (0, ǫh)×C ⊂ S where 0 < a < b < ǫh
and let Ca := {a} × C. Let Σ
i
(a,b) := u
−1
i (C(a,b)) where 0 < a < b < ǫh and i ∈ N ∪ {∞}. We
define Σia := u
−1
i (Ca).
From now on i ∈ N (i.e. i 6= ∞). We let rC be the variable parameterizing (−ǫh, ǫh) in
(−ǫh, ǫh) × C. Let δ > 0 be small. Let ψδ : (−ǫh, ǫh) → R be a smooth function whose
derivative is non-negative and so that ψ(x) = x for x /∈ (−δ, δ). Then we define ωi,ψδ to be
equal to ωi outside (−ǫh, ǫh)×C and equal to ωh+d(ψδ(rC)αh) inside (−ǫh, ǫh)×C. This is in
the same cohomology class as ωi. For i large enough and for δ > 0 small enough we then have
that ωi,ψδ(V, JiV ) ≥ 0 for all vectors V . The reason why this is true is because the restriction
of ωi and Ji to the bundle ker(drC) ∩ ker(αh) is uniformly convergent to some symplectic
form with compatible almost complex structure on this bundle in the region (− ǫh2 ,
ǫh
2 )× C.
From now on we fix δ > 0 small enough and pass to a subsequence of ui’s to ensure the semi-
positivity condition above holds for all i ∈ N. Then
∫
Σi
(a,b)
u∗iωi,ψδ ≥ 0 and
∫
P1\Σi
(a,b)
u∗iωi,ψδ ≥
0 for all 0 ≤ a ≤ b ≤ δ, and so combined with 0 ≤
∫
P1
u∗iωi,ψδ ≤ E we get 0 ≤
∫
Σi
(a,b)
u∗iωi,ψδ ≤
E.
Now let Ψ1 : (−ǫh, ǫh) → R be a smooth function with Ψ1(x) = x for x /∈ (−δ, δ), Ψ
′
1 ≥ 0
and Ψ1(x) = 0 for x ∈ (
δ
2 ,
δ
2 ). We then have 0 ≤
∫
Σi
(a,δ/2)
u∗iωi,Ψ1 ≤ E for all 0 ≤ a ≤ δ/2 and
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so 0 ≤
∫
Σi
(a,δ/2)
u∗iωh ≤ E. In a similar way, by considering the function Ψ2 : (−ǫh, ǫh) → R
with Ψ2(x) = x for x /∈ (−δ, δ), Ψ
′
2 ≥ 0 and Ψ2(x) =
δ
2 for x ∈ (
δ
2 ,
δ
2 ) we can show
0 ≤
∫
Σi
(a,δ/2)
u∗i (ωh +
δ
2dαh) ≤ E for all 0 ≤ a ≤ δ/2. The inequalities 0 ≤
∫
Σi
(a,δ/2)
u∗iωh ≤ E
and 0 ≤
∫
Σi
(a,δ/2)
u∗i (ωh +
δ
2dαh) ≤ E then tell us that
∣∣∣ ∫Σi
(a,δ/2)
dαh)
∣∣∣ ≤ 2Eδ for all a.
Because the curves ui converge to u∞ uniformly near Cδ/2 we can assume that
∣∣∣ ∫Σi
δ/2
u∗iαh
∣∣∣ ≤
K1 for some K1 > 0 independent of i. By Stokes’ theorem we have∫
Σi
(a,δ/2)
u∗i d(αh) =
∫
Σi
(δ/2)
u∗iαh −
∫
Σia
u∗iαh
Hence we get
∣∣∣ ∫Σia u∗iαh
∣∣∣ ≤ Eδ +K1 for all i ∈ N. This implies that ∣∣∣ ∫Σ∞a u∗∞αh
∣∣∣ ≤ Eδ +K1
which in turn implies that ES+(u∞) is finite.
Step 3: We will now prove the remaining parts of this Proposition. The set κ \ (S˙− ∪
([0, δ) ×C)) is a compact subset of S˙+. Now the ui’s converge in the Gromov sense to some
holomorphic curve near this compact subset whose image is contained in the image of u∞.
So for i large enough, we have that the image of ui is contained in S˙− ∪ ((−ǫh, δ)× C) ∪N .
Suppose Q is a properly embedded codimension 2 submanifold Q ⊂ S˙+ whose closure in
S disjoint from C. Then each ui for i≫ 1 has a positive intersection number with Q if and
only if u∞ also has a positive intersection number due to the fact that ui converges in the
Gromov sense to a curve whose image is equal to the image of u∞ near κ ∩Q.
Now suppose (ui)∗([P
1])·[Q] = 1 for all i. Then if (for a contradiction), u∞ has intersection
greater than 1 with Q then ui also has an intersection number greater than 1 because ui
converges in the Gromov sense to a J+ holomorphic curve whose image is some branched
cover of u∞ near κ ∩Q. Hence the intersection number of u∞ with Q is also 1. 
Now we need a result telling us how a holomorphic curve inside the interior of a cobordism
of stable Hamiltonian structures behaves near the boundary. Again this result is weaker
than the result in [BEH+03] except that we allow possibly degenerate stable Hamiltonian
structures.
Lemma 8.8. Suppose we have a symplectic cobordism of stable Hamiltonian structures
(M,ωM ) with ∂+M = ∅ and let J be an almost complex structure compatible with the com-
pletion of M . Let u : Σ → M be a nodal, non-compact, proper J-holomorphic curve with
finite energy. Then for any sequence σi ∈ Σ with u(σi) getting arbitrarily close to ∂−M we
have that after passing to a subsequence, u(σi) converges to a point on some Reeb orbit γ
of (∂−M,ω
−
h , α
−
h ). We also show that if Σ is smooth and connected of genus 0 then Σ is
biholomorphic to P1 minus a finite number of points.
Let Q be a properly embedded J-holomorphic hypersurface Q of M not intersecting ∂−M
and let θM be a 1-form on M \ Q satisfying dθM = ωM |M\Q and iX(θM |∂−M ) = 1 where
X is the Reeb vector field on ∂−M . Let η be the wrapping number of θM around Q and let
[Q] · u be the intersection number between u and Q. Then the period of γ is bounded above
by −([Q] · u)η −
∫
Σ u
∗ωM .
There are similar results when ∂+M is non-empty but we decided to omit this so the
statement and the proof become less cluttered. Note that if the Reeb orbit γ from this
Lemma is non-degenerate then by [BEH+03, Lemma 5.1] there is some holomorphic subset
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(−∞, 1]×S1 ⊂ Σ with coordinates (s, t) so that this region extends continuously to [−∞, 1]×
S1 with u(−∞, t) = γ(T t) where T is the period of our Reeb orbit.
Proof. of Lemma 8.8. We prove this in 3 steps. In Step 1 we find our Reeb orbit. In Step
2 we construct our bound for the period of our Reeb orbit γ. In Step 3 we show that the
domain of our curve is P1 minus a finite number of points.
Step 1: Because ∂−M is compact we can, after passing to a subsequence, ensure that u(σi)
converges to some point x ∈ ∂−M . Because J is compatible with the completion of M we
have smooth embeddings Φr : (0, ǫh)× ∂−M → R× ∂−M defined by a pair (τr ◦ φ−, id∂−M ).
Here φ− : (0, ǫh)→ (−∞, 0) is a diffeomorphism, τr is the translation map sending x ∈ R to
x + r. These have the property that there is a cylindrical almost complex structure Ĵ− on
R × ∂−M so that (Φr)∗J converges in C
∞
loc to Ĵ− as r tends to ∞ for some J− compatible
with the stable Hamiltonian structure on ∂−M . After passing to a subsequence again we will
assume that u(σi) = (φ
−1
− (xi), yi) ∈ (0, ǫh) × ∂−M for a sequence xi ∈ (−∞, 0), yi ∈ ∂−M
where xi → −∞ and yi → y∞ ∈ ∂−M .
Fix a small constant ∆ > 0 and consider the interval Ii := [xi − ∆, xi + ∆] × ∂−M .
Let Ti : Ii → [−∆,∆] × ∂−M be the natural translation map and define Ji to be the
pushforward ((Ti)∗(Φ0)∗J)|[−∆,∆]×∂−M . These almost complex structures C
∞ converge to
Ĵ−. If π∂−M : R× ∂−M → ∂−M is the natural projection map then by abuse of notation we
write α− = π
∗
∂−M
α− and ω
−
h = π
∗
∂−M
ω−h where (ω
−
h , α−) is the stable Hamiltonian structure
on ∂−M . We define Ωi := ((Ti)∗(Φ0)∗ωS)+e
rdr∧α− where r is the coordinate parameterizing
the R factor in R×∂−M . Here Ωi may not be closed but it is compatible with Ji. We have that
(Ωi, Ji) C
∞ converges to an almost Hermitian structure (Ω∞, Ĵ−) where Ω∞ = ω
−
h +e
rdr∧α−.
Define Σi := u
−1(φ−1− (Ii)). Because EM˙ (u) is bounded we then get that
∫
Σi
u∗Φ∗0T
∗
i Ωi is
bounded by a constant independent of i. Hence by Theorem 8.6 we have after passing to
a subsequence that Ti ◦ Φ0 ◦ ui converges in the Gromov sense to a Ĵ−-holomorphic curve
u∞ : Σ∞ → [−∆,∆]× ∂−M near [−
∆
2 ,
∆
2 ]× ∂−M .
Let rC be the coordinate parameterizing (0, ǫh) in (0, ǫh)× ∂−M . For rC small enough we
get that rCdα−(V, JV ) ≤ B1rC‖V ‖
2 for any non-zero vector tangent to ker(αh) where ‖ · ‖
is the natural metric for some constant B1 > 0. Using this fact combined with the fact that
J is compatible with our stable Hamiltonian cobordism and the fact that
∫
Σ u
∗ω is finite, we
have that
∫
Σi
u∗Φ∗0T
∗
i ω
−
h tends to 0. Hence because ui Gromov converges to u∞ we then get
that
∫
Σ∞
u∗∞ω
−
h = 0. Because Ĵ− is cylindrical this means that the projection of the image
of u∞ under π∂−M is contained in a Reeb flowline of (ω
−
h , α−). For generic small δ > 0,
the intersection u∞(Σ∞)∩ {δ} × ∂−M is transverse and hence is a one dimensional manifold
A with the property that π∂−M (A) is contained in a Reeb flowline. Also the tangent space
of A maps to a non-trivial 1-dimensional subspace of T∂−M under the map π∂−M . Hence
π∂−M (A) is a union of Reeb orbits. Hence ui(σi) converges to a point in π∂−M (A) which
contains some Reeb orbit γ.
Step 2: Now let Q be as in the statement of this Lemma. We will now find an upper
bound for the period of our Reeb orbit γ. Let Ai := (Ti ◦ Φ0 ◦ ui)
−1({δ} × ∂−M) for some
generic small δ > 0 and for all i ∈ N. Define A∞ := u
−1
∞ ({δ} × ∂−M). We have that∫
Ai
u∗iΦ
∗
0T
∗
i α− converges to
∫
Ai
u∗i θM as i tends to infinity. Let q1, · · · , ql be the set of points
in Σ intersecting Q and let l1, · · · , li be small loops around these points oriented positively.
Now if the intersection multiplicity between u and Q at qj is ιj then
∫
lj
u∗θM converges to
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ιjη as lj gets smaller and smaller. Hence
∑
j
∫
lj
u∗θM converges to ([Q].u)η as the loops lj
shrink. Stokes’ theorem tells us that
−
∑
j
∫
lj
u∗θM −
∫
Ai
u∗i θM =
∫
Σ˘
ωM
where Σ˘ ⊂ Σ is the surface which is bounded by the loops lj and Ai. As i gets large and the
the loops lj get smaller, the ωM area of Σ˘ converges to the ωM area of Σ. Hence as i tends
to infinity and as the loops lj get smaller in length around qi, we get
∫
Ai
u∗i θM converges
to some limit L ≤ −([Q].u)η −
∫
Σ ωM . Also
∫
Ai
u∗i θM converges to
∫
A∞
u∗∞π
∗
∂−M
(θM |∂−M ).
Here
∫
A∞
u∗∞π
∗
∂−M
(θM |∂−M ) =
∫
A∞
u∗∞α− because iRα− = iRθM (here R is the Reeb vector
field) and so putting everything together we get
∫
A∞
u∗∞α− ≤ −([Q].u)η −
∫
Σ ωM . Because
π∂−M (A∞) is a union of Reeb orbits we then get that the sum of their periods is bounded
above by −(([Q] · u)η −
∫
Σ ωM and in particular this is an upper bound for the period of γ.
Step 3: We now need to show that Σ is biholomorphic to P1 minus a finite number of
points. We will first show that there exists some δΣ > 0 and an increasing sequence of
compact codimension 0 submanifolds κi whose union is Σ so that we can holomorphically
embed the annulus [−δΣ, δΣ]×S
1 into each connected component of Σ\κi and so that ∂κi has
a bounded number of connected components independent of i. Standard Riemann surface
theory then implies that Σ is biholomorphic to P1 minus finitely many points. The point here
is that the bounded number of connected components condition combined with the fact that
we are in genus 0 implies that the topology of Σ is bounded and hence can be embedded as
an open subset of P1. The annulus embedding condition then implies that the complement
of Σ in P1 has no accumulation points.
Let I˘i := [−∆ − i,∆ − i] × ∂−M ⊂ R × ∂−M and let T˘i : [−∆ − i,∆ − i] × ∂−M →
[−∆,∆] × ∂−M be the natural translation map. Let Σ˘i := ((T˘i ◦ Φ0 ◦ u)
−1)([−∆,∆] ×
∂−M). Now a similar Gromov compactness argument as above tells us that after passing
to a subsequence we have that (T˘i ◦ Φ0 ◦ u|Σ˘i) converges in the Gromov sense to some Ĵ−-
holomorphic curve v : Σ˘∞ → [−∆,∆] × ∂−M near [−
∆
2 ,
∆
2 ] × ∂−M . Now the annulus
[−δΣ, δΣ]×∂−M holomorphically embeds into v
−1((−∆4 ,
∆
4 )×∂−M) for some δΣ > 0. By the
nature of Gromov convergence this means such an annulus holomorphically embeds into the
interior of Σ˘i for i large enough. This means that such an annulus is embedded into Σ minus
the compact subset κi := (Φ0 ◦ u)
−1([∆2 − i, 0)) ∪ u
−1(M \ ((0, ǫh)× ∂−M)). We can choose
∆ generically so that (T˘i ◦Φ0 ◦u)
−1({∆2 }× ∂−M) is a submanifold of Σ. Such a submanifold
is equal ∂κi. Again by Gromov convergence this sequence of submanifolds converges to some
compact submanifold of Σ˘∞ hence the number of connected components of ∂κi is bounded.
Hence Σ is biholomorphic to P1 minus finitely many points.

9. Appendix B: A Maximum Principle
Let (M,ωM ) be a stable Hamiltonian cobordism where ∂−M is compact and has a stable
Hamiltonian structure (ωh, αh) and where ∂+M = ∅. Suppose we have a 1-form θ on M
satisfying:
(1) dθ = ωM . In particular dθ|∂−M = ωh.
(2) We have Xθ points inwards along ∂−M .
(3) θ(R) = αh(R) where R is the Reeb vector field of (ωh, αh).
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Let M˙ =M \ ∂−M .
Proposition 9.1. Let J be an almost complex structure on M˙ compatible with the completion
of M . There are no finite energy properly embedded nodal J-holomorphic curves u : Σ→ M˙
such that the closure of the image of u in M is compact.
The proof of this proposition borrows its main idea from [AS10, Lemma 7.2].
Proof. of Proposition 9.1. We will create a contradiction by showing that
∫
Σ u
∗ωM = 0. A
neighborhood of ∂−M is symplectomorphic to [0, ǫh)×∂−M with ωM = ωh+rMdαh+drM∧αh
where rM parameterizes [0, ǫh). We have a diffeomorphism φ : (0, ǫh) → (−∞, 0) and a
cylindrical almost complex structure Ĵh on R× ∂−M so that (τr ◦ φ, id)∗J converges in C
∞
loc
to Ĵh in R× ∂−M as r → +∞ where τr : R→ R sends x to x+ r.
Now consider a sequence ri < −1 tending to −∞ and let Ii be the region φ
−1([ri − 1, ri +
1]) × ∂−M near ∂−M . Let Σi := u
−1(Ii) where we choose ri generically so Σi is a manifold
with boundary. We let ui : Σi → I0× ∂−M be the sequence of maps u|Σi composed with the
natural translation map from Ii to I0. Let I˘i := φ
−1([ri −
1
2 , ri +
1
2 ])× ∂−M .
By Theorem 8.6 we get after passing to a subsequence a genus 0 nodal Ĵh-holomorphic curve
u : Σ∞ → I0 × ∂−M and genus zero compact curve Σ˜ with boundary, smooth embeddings
vi : Σ˜ →֒ Σi and a continuous surjection v∞ : Σ˜։ Σ∞ such that:
(1) Let Σ˜ns := Σ∞ \ Σ
sing
∞ where Σ
sing
∞ is the preimage under v∞ of the nodal points of
Σ∞. Then v
nonsing
∞ := v∞|Σ˜ns is a diffeomorphism onto its image.
(2) We have ui ◦ vi C
0 converges to u∞ ◦ v∞ and ui ◦ vi|Σ˜ns C
∞ converges to u∞ ◦ v∞|Σ˜ns .
(3) The ui ◦ vi and u∞ ◦ v∞ map the boundary of Σ˜ outside I˘0.
Let B∞ := (u∞ ◦ v∞)
−1({δ} × ∂−M) where δ is small and generic making B∞ into a
manifold. This has a natural orientation coming from the outward normal of the complex
surface (u∞ ◦ v∞)
−1([δ, δ + δ1)) for some even smaller δ1 > 0. By Stokes’ theorem we have∫
Σ u
∗ωM =
∫
B∞
(u∞ ◦v∞)
∗π∗∂M (θ|∂−M ) where π∂M is the natural projection to ∂−M . Because∫
Σ∞
u∗∞ωh = 0 we have that the tangent space TΣ∞ at each non-singular point gets mapped
via (u∞ ◦ v∞) to the kernel of ωh. Because θ restricted to the kernel of ωh is equal to αh
restricted to the kernel of ωh we then get:∫
Σ
u∗ωM =
∫
B∞
(u∞ ◦ v∞)
∗αh.
This is equal to: ∫
B∞
αh ◦ d(u∞ ◦ v∞) =
∫
B∞
αh ◦ Ĵh ◦ d(u∞ ◦ v∞) ◦ j
where j is the pullback of the complex structure on Σ∞ via v∞. Now αh ◦ Ĵh = drM and j(ζ)
points outwards along the surface (u∞ ◦ v∞)
−1([δ, δ + δ1)× ∂−M) where ζ is tangent to B∞
and respecting its orientation. This implies that
∫
Σ u
∗ωM is non-positive. This gives us our
contradiction. 
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