Abstract. Let G be a locally compact group and let A(G) and B(G) be the Fourier algebra and the Fourier-Stieltjes algebra of G, respectively. For any unitary representation π of G, let Bπ(G) denote the w * -closed linear subspace of B(G) generated by all coefficient functions of π, and B 0 π (G) the closure of Bπ (G) ∩ Ac(G), where Ac(G) consists of all functions in A(G) with compact support. In this paper we present descriptions of B 0 π (G) and its orthogonal complement B s π (G) in Bπ(G), generalizing a recent result of T. Miao. We show that for some classes of locally compact groups G, there is a dichotomy in the sense that for arbitrary π, either B 0
Introduction
Let G be a locally compact group, and let B(G) be the Fourier-Stieltjes algebra of G as defined by Eymard [15] . Recall that B(G) is the linear span of all continuous positive definite functions on G and can be identified with the dual of C * (G), the group C * -algebra of G. The space B(G), with the norm as dual of C * (G), is a commutative Banach * -algebra under pointwise multiplication and complex conjugation. The Fourier algebra A(G) is the closed subalgebra of B(G) generated by the functions with compact support. Recall that, when G is abelian, B(G) is isometrically isomorphic (by means of the Fourier transform) to M ( G), the measure algebra of the dual group G of G, and this isomorphism maps A(G) onto L 1 ( G). Generalizing a result of Doss [13] for abelian groups, a Lebesgue type description of A(G) and of its orthogonal complement B s (G) in B(G) for amenable locally compact groups was given by Flory [17] , [18] (see also [34, p. 210] ). Amenability plays a key role in Flory's proof. Recently Miao [30] established, for an arbitrary locally compact group G, an analogous description of A(G) and of B s (G) by viewing B(G) as the dual of C * (G), the group C * -algebra, as follows. Let u be an element of B(G). Then u belongs to A(G) if and only if for every > 0, there is a compact subset K of G such that | f, u | < for all f ∈ L 1 (G) with f C * (G) ≤ 1 and supp f ⊆ G \ K, whereas u ∈ B s (G) if and only if for each > 0 and each compact subset K of G, there exists an f ∈ L 1 (G) with f C * (G) ≤ 1 and supp f ⊆ G \ K such that | f, u | ≥ u − [30, Corollaries 3.8 and 3.9] . The proof of [30, Theorem 3.7] is fairly complicated and involves an application of Grothendieck's theorem on weakly compact sets in C(X), the space of continuous functions on a compact Hausdorff space X, and a careful reduction to second countable groups. Note that Miao's result improves Flory's when G is discrete.
Now, for any representation π of G, let B π (G) denote the w * -closed linear subspace of B(G) generated by all coefficient functions of π. Then A(G) = B ω (G) ∩ A c (G), where ω is the universal representation of G and A c (G) is the space of all functions in A(G) with compact support. It is therefore challenging to study, for arbitrary π, the subspace B Various other geometric and topological properties of the Fourier-Stieltjes algebra and of the spaces B π (G) have been studied by several authors (compare [2] , [3] , [4] , [5] , [7] , [9] , [19] , [27] , [28] , [29] and [37] , and the references therein).
Preliminaries
Let G be a locally compact group with a fixed left Haar measure. As usual, we denote by C * (G) the completion of the convolution algebra L 1 (G) with respect to the norm f C * (G) = sup{ π(f ) }, where the supremum is taken over all * -representations π of L 1 (G) as an algebra of bounded linear operators in a Hilbert space. Let P (G) be the set of all continuous positive definite functions on G, and let B(G) denote the linear span of P (G). Then B(G) can be identified with the dual space C * (G) * of C * (G) by the pairing f, u = G f (x)u(x)dx for f ∈ L 1 (G) and u ∈ B(G). With pointwise multiplication and the dual norm, B(G) is a commutative Banach algebra, called the Fourier-Stieltjes algebra.
closed ideal in B(G). For details regarding B(G) and A(G)
, see the fundamental paper [15] .
As is customary, we shall use the same letter, for example π, for a unitary representation of G and the corresponding * -representations of L 1 (G) and C * (G). For any representation π of G, let A π (G) denote the closed linear subspace of B(G) generated by all coefficient functions of π, and B π (G) the w
, and B ρ (G) equals B(G) if and only if G is amenable. Concerning the theory of amenable groups, we refer to the monographs [33] and [34] . Also, A(G) is the unique predual of the von Neumann algebra generated by all operators 
We shall frequently use throughout the paper the fact that if u ∈ B π (G), then there exists a representation σ of G such that σ ≺ π and u is a coordinate function of σ. Indeed, this follows from [1, Théorème 3.17 and Théorème 2.2]. The dual space G of G consists of all equivalence classes of irreducible unitary representations of G and is topologized so that τ ∈ G belongs to the closure of a subset S of G if and only if τ ≺ S. For an arbitrary representation π of G, the support of π, supp π, is the closed subset of all τ ∈ G such that τ ≺ π. Thus π ∼ G precisely when supp π = G. As general references to duals of locally compact groups and weak containment properties, we mention [11] and [16] .
Let H be a closed subgroup of G and τ a unitary representation of H. The representation of G induced by τ is denoted ind G H τ . In Sections 5 and 6 we shall use the fact that π ≺ ind G H (π|H) for any representation π of G whenever G is amenable [20, Theorem 5.1] .
A locally compact group is called an SIN-group (a group with small invariant neighbourhoods) if there exists a neighbourhood basis of the identity consisting of sets V such that x −1 V x = V for all x ∈ G. SIN-groups provide a large class of locally compact groups comprising all abelian groups, compact groups and discrete groups. For the structure theory of SIN-groups, see [21] .
Let A be a C * -algebra. For elements S ∈ A and φ ∈ A * we define the Sakai products
Note that if G is a locally compact group and X is a closed subspace of B(G), then X is invariant as a subspace of B(G) = C * (G) * if and only if X is two-sided translation invariant under the action of G (see [36, p. 123, Theorem 2.7] ). In this case, X = A σ (G) for some unitary representation σ of G [1, Théorème 3.17] .
If M is a von Neumann algebra, the unique predual M * of M is invariant, regarded as a subspace of M * . Furthermore, there is a one-to-one correspondence between closed invariant subspaces V of M * and w * -closed ideals I in M , given by V ⊥ = I and I ⊥ = V , where V ⊥ and I ⊥ mean the annihilator of V and I in M and M * , respectively. [36, p. 123] ). Also, using polar decomposition of u ∈ M * (see [36, p. 140] ), it follows readily that u = E · u + (I − E) · u .
Generalizations of Miao's decomposition theorem
Recently Miao [30] has proved the following Lebesgue type decomposition theorem for the Fourier-Stieltjes algebra.
Theorem 2.1 ([30]). Let G be a locally compact group and let u ∈ B(G). Let E denote the central projection in the von Neumann algebra B(G)
* such that A(G) = E · B(G). Then: (i) u ∈ A(G) if and only if for every > 0, there exists a compact subset K of G such that | u, f | < for all f ∈ L 1 (G \ K) with f C * (G) ≤ 1. (ii) u ∈ (I − E) · B
(G) if and only if for every
. This leads us to introduce, for an arbitrary representation π of G, two subspaces of
The first purpose of this section is to present descriptions of both B 0 π (G) and B s π (G) analogous to those of Theorem 2.1. First, however, we need some notation. Let K denote the set of all compact subsets of G. To any representation π of G and any K ∈ K, we associate a seminorm
Thus the limit 
Proof. Notice that u π = 0 if and only if u satisfies the condition in (i), whereas the condition in (ii) is equivalent to
, with respect to the seminorm f → π(f ) , as a (nonclosed) subspace of C * (G), by the Hahn-Banach theorem it is clear that
where the annihilator is taken in (
Proof. Using Theorem 2.2, we only have to show that if u satisfies condition (ii),
In particular, (ii) holds for u if and only if 0
, it follows that (ii) holds for u precisely when
From now on we set, for an arbitrary representation π of G, 
Proof. This is an immediate consequence of Lemma 2.3, Theorem 2.4 and the two facts that B ρ (G) is the w * -closure of A(G) and that π weakly contains ρ if and only
and, according to the preceding corollary, the converse inclusion holds if and only if π weakly contains the regular representation. In general, we have the following. Corollary 2.7. Let π be a representation of G. Then: 
and the sum on the left-hand side is direct, since u π = u for u ∈ B π (G) and 
1 (G) whenever the representation σ is weakly contained in π.
Lemma 3.1. Let π and σ be representations of
G such that σ is weakly contained in π. Then B 0 π (G) ⊇ B 0 σ (G) and B 0 π (G) ⊇ B 0 σ (G).
Lemma 3.2. Let G be a non-compact locally compact group and π any representation of
The last statement follows from the definition.
Lemma 3.3. Let π be any representation of G, and suppose that
Proof. Let φ be a positive definite function on G such that φ(e) = 1, and let
It follows that if u is a linear combination of normalized positive definite functions associated to π, then u(xy) = χ(x)u(y) for all y ∈ G and x ∈ P K π . This formula is preserved under taking w * -limits; hence it holds for all u ∈ B π (G), y ∈ G and x ∈ P K π . Now, let u ∈ B π (G) ∩ A(G), u = 0, and fix y ∈ G such that u(y) = 0. Then, since u ∈ C 0 (G), the function x → u(xy) = χ(x)u(y) vanishes at infinity on P K π . Consequently, P K π has to be compact. 
then u is a coordinate function of some representation σ that is weakly contained in π. Now, since {π} is closed in G, σ is a multiple of π, and this implies that u ∈ A π (G). The fact that π is not square integrable yields that A(G)∩A π (G) = {0}; otherwise π would be equivalent to a subrepresentation of ρ.
Actually, it is easy to see that for an irreducible representation π of G, {π} is closed in G if and only if A π (G) = B π (G).
Lemma 3.7. Let H be a closed subgroup of G and π a representation of
and τ |H is weakly equivalent to π|H. Since the restriction map from B(G) to B(H) is norm continuous, we therefore obtain [22] and [1, Proposition 3.23] ), the last statement of the lemma follows also.
In general, as the following lemma shows, there are examples of groups G and representations π such that
Lemma 3.8. Let G be a non-compact locally compact group and K a non-trivial compact normal subgroup of G, and let π = ρ • q, where ρ is the regular representation of G/K and q is the quotient homomorphism
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A(G/K) • q. By adapting the argument in the proof of Lemma 3.2, we show that this is impossible. Since K is non-trivial, we can choose w 0 ∈ A c (G) such that W = supp w 0 satisfies e ∈ W and W ∩ K = K. Since G is non-compact, we find
This contradiction shows that B 
Obviously, P (H π ) consists precisely of all fixed vectors in H π under the action of all operators π(t), t ∈ N , and therefore P (H π ) = {0} if and only if π|N contains the trivial representation of N . In this case π N , defined by 
In addition, using the properties of P (see the proof of [30, Proposition 3.4] ), it is easily verified that 
The question of whether the weaker hypothesis that
already implies that ρ ≺ π appears to be very difficult. In this section we obtain a number of results (Theorem 4.2 and the corollaries of Theorem 4.9) which support the conjecture that this question has an affirmative answer for general locally compact groups.
Lemma 4.1. Let π be a representation of the locally compact group G, and suppose that
Proof. We first assume that G is σ-compact. Let K n , n ∈ N, be compact subsets of G such that
By Baire's Category Theorem, at least one of these countably many closed subspaces of A(G) must have non-void interior in A(G). It follows that, for some compact subset K of G,
G). Since the restriction map from B(G) to B(H) is norm-continuous and
This implies that ρ H is weakly contained in π|H. Now we drop the assumption that G be σ-compact. However, to reduce to this case, observe first that if F is any closed subgroup of G, then
This follows now from the first part of the proof.
Theorem 4.2. Let G be a locally compact group that fails to be compactly generated. Let π be a representation of
Proof. Let H denote the set of all compactly generated open subgroups of G. For any H ∈ H, G/H is non-compact since G is not compactly generated. Hence
Although the next result will be improved later (Corollary 4.11) by using completely different methods, we present this special case in advance because it admits a much simpler proof. Proof. By the same arguments as in the proof of Lemma 4.1, we can assume that G is countable (and infinite). Then (compare the proof of Lemma 4.1) there exists a finite subset F of G such that
since the latter space is finite dimensional.
Thus suppose that ρ|I is nonzero. Then ρ|I is a nonzero finite-dimensional representation. Let J = I ∩ ker ρ. Then ρ is a finite-dimensional representation of I/J and I/J is an ideal of ρ(C * (G)). From this we conclude that ρ has a finite-dimensional subrepresentation, which is impossible since G is infinite. Thus ρ annihilates I, whence ρ ≺ π. 
The following lemma is similar to [15, Proposition 3.17] .
Lemma 4.4. If u ∈
A(G) ∩ L 2 (G), then (T · u ∨ ) ∨ = T (u) a.
e. for every T ∈ V N(G).

Proof. Let u ∈ A(G) ∩ L 2 (G) and g ∈ C c (G). Then the w * -continuous linear functionals on V N(G) given by
agree on operators of the form T = ρ(y), y ∈ G, and hence are equal. So (T ·u ∨ ) ∨ = T (u) a.e..
Lemma 4.5. Let σ be a representation of G such that
A σ (G) ⊆ L 2 (
G). Then the identity map is a continuous embedding of
. Then there exists a subsequence (u n k ) k such that j(u n k ) k → w pointwise a.e.. Since also u n → u pointwise, it follows that w = j(u). By the closed graph theorem, j is continuous. 
If σ is a representation of G such that A σ (G) ⊆ A(G), recall that there exists a unique central projection
P σ in V N(G) such that A σ (G) = P σ · A(G). Let L σ = P σ (L 2 (G)). Let L − σ denote the space of all complex conjugates of functions in L σ .
Lemma 4.6. Let σ be a representation of G such that
for all f ∈ C c (G). Since, by Lemma 4.5, (u α ) α is bounded in the · 2 -norm, by c say, it follows that
for all f ∈ C c (G). Thus f → G f (x)u(x)dx extends to a bounded linear functional on L 2 (G), and this implies that u ∈ L 2 (G). However, since u α → u weakly and
By Lemma 4.4 we have
Proposition 4.7. Let σ be a representation of G such that
A σ (G) ⊆ L 2 (G). Then A σ (G) = B σ (G).
Proof. There exists a representation
τ of G such that B σ (G) = A τ (G). By Lemma 4.6, A τ (G) · 2 = L − τ and L − σ = A σ (G) · 2 ⊆ B σ (G) · 2 = A τ (G) · 2 ⊆ L − σ . Thus L σ = L τ , whence P σ = P τ and A σ (G) = P σ · A(G) = P τ · A(G) = A τ (G) = B σ (G).
Theorem 4.8. Let σ be a representation of G such that
G). Then G is unimodular, supp σ is discrete, and σ decomposes into a direct sum of squareintegrable irreducible representations.
Proof. We first show that supp σ is discrete. For that we have to verify that every subset T of supp σ is closed. Let σ T be the direct sum of all τ ∈ T . Then, by Proposition 4.7,
Applying Proposition 4.7 again, we obtain that B σT (G) = A σT (G). We claim that
It follows that π is equivalent to a subrepresentation of σ T , whence π = τ for some τ ∈ T , as required.
by Proposition 4.7, we get that τ is a subrepresentation of σ, and then all coefficient functions of τ are in
It follows now from [14, p. 215, remark after Theorem 3] that G is unimodular.
Finally, let L denote the closed linear subspace of H σ generated by all the irreducible subspaces of H σ , and let τ denote the restriction of σ to the orthogonal complement of L in H σ . Then τ does not contain any irreducible subrepresentation. However, this contradicts
, by what we have seen in the preceding paragraph. Thus σ decomposes into a direct sum of irreducible representations. 
, and hence supp π 1 is discrete by Theorem 4.8. Now
It follows that G r = supp π 0 ∪ supp π 1 and supp π 0 = G r . Let σ be any point of
Thus A σ (G) = P σ · A c (G), as was to be shown. Let Z denote the centre of G, and recall that for any σ ∈ G there is a unique character χ σ ∈ Z such that σ|Z is a multiple of χ σ . It suffices to show that {χ τ } is open in Z, because this contradicts the non-compactness of Z. Assuming that {χ τ } fails to be open, we get that the set X = {χ ∈ Z :
for some χ ∈ X, and this yields that χ τ = χ, a contradiction. Proof. The statement is a consequence of Theorem 4.9, since the regular representation of a non-compact SIN-group cannot contain an irreducible subrepresentation. Indeed, this can be seen as follows. Suppose that π is an irreducible subrepresentation of ρ. Then there is a central projection
is isomorphic to the algebra of all bounded operators on H π . Since V N(G) is a finite von Neumann algebra [11, Proposition 13.10.5] , this forces π to be finitedimensional. However, the regular representation of a non-compact group cannot have a finite-dimensional subrepresentation (see [26] ).
It follows from a deep theorem of Harish-Chandra that many semisimple Lie groups, including all complex analytic ones, do not have a discrete series (compare [38, Chapter 10] ). Thus Theorem 4.9 shows that, for any such group G and any representation π of G, B 0 π (G) = A(G) only if π weakly contains the regular representation.
We have not been able to show that, for an arbitrary locally compact group G and any representation π of G, B 0 π (G) equals A(G) only when π weakly contains the regular representation. We hope, however, that in order to accomplish this the following proposition will prove useful.
Let G denote the collection of all locally compact groups G with the property that if π is any representation of G such that B Proof. We first note that if N is a compact normal subgroup of a locally compact group G and q : G → G/N is the quotient homomorphism, then
For the reverse inclusion, observe that if π and σ are representations of G such that π ≺ σ, then it is easily verified that
On the other hand, with P as before Lemma 3.9, P (L 2 (G)) is canonically isomorphic to L 2 (G/N ), and hence ρ N is equivalent to ρ G/N . This shows that τ
Suppose now that G is a projective limit of groups G/N α , α ∈ A, where each G/N α belongs to G. Let π be a representation of G such that B 0 π (G) = A(G). Choose any ξ ∈ H π , ξ = 0. Then, by continuity, Nα π(t)ξdµ α (t) = 0 for α ≥ α 0 , where µ α is normalized Haar measure of N α . Thus, for α ≥ α 0 , π|N α contains the trivial representation of N α , and therefore we can assume that π Nα is defined for all α ∈ A. By Corollary 3.10, for every α, 
This proves that
ρ ∼ {ρ G/Nα • q α : α ∈ A} ≺ π, as was to be shown. 
We start with abelian groups, followed by an application of the result to nonabelian groups.
A locally compact group G is called compact-free if the identity is the only element of G that generates a relatively compact subgroup. Proof. Choose a compactly generated open subgroup H of G such that f = 0 on G \ H. Since H is compact-free, by the structure theorem for compactly generated abelian groups,
for all x ∈ R l and m ∈ Z k . Thus
for all z ∈ T k and y ∈ R l . Of course, we have used here the notation
on T k × R l is analytic and f = 0, it follows that f |H vanishes only on a set Γ of measure zero in H. Now, let r :
Hence f vanishes only on r −1 (Γ). It remains to verify that r −1 (Γ) has measure zero. To that end, notice that since G/H is compact, the continuous surjective homomorphism r : G → H is proper, and hence transfers Haar measure of G to Haar measure of H. Thus r −1 (Γ) is a null set.
In the sequel we shall say that the dichotomy holds for a locally compact group G if for every unitary representation π of G, either B Proof. Suppose there exists a nonzero u ∈ B π (G) ∩ A c (G). We have to show that π ∼ G. Recall that u is a coordinate function of some representation σ of G which is weakly contained in π. Thus u(x) = σ(x)ξ, η for all x ∈ G, where ξ, η ∈ H σ . Then, for all g ∈ L 1 (G) and a ∈ G,
Assume that supp σ = G. Then there exists g ∈ L 1 (G) such that g = 0 and g = 0 on supp σ. It follows from the above formula that (u * g)(a) = 0 for all a ∈ G, and therefore u g = 0 on G. However, g = 0 on some nonempty open subset of G, whereas u = 0 only on a set of measure zero by Lemma 5.1. This contradiction shows that supp σ = G, whence supp π = G, as required. 
Since V is dense in N , we get that N ∼ {σ|N : σ ∈ S}. Now, since G is second countable and N is regularly embedded in G, for every σ ∈ G there exists
Thus, given any σ ∈ G, there exist σ n ∈ S and x n ∈ G, n ∈ N, such that (2) The hypotheses of Proposition 5.3 are also fulfilled by SO(2) R 2 , the motion group of the plane, by the semi-direct product Z R, where n ∈ Z acts on the reals by multiplication with e n and by the semidirect product of Z 2 with Z. Note that these examples show that the dichotomy may well hold when G fails to be compactfree.
(3) Another class of examples is provided by nilpotent groups of the form G = R R n . Here every irreducible representation either is a character of G or is induced from some character of R n . In particular, this includes the Heisenberg group over R.
(4) Let H be a closed subgroup of GL(n, R), and form the semi-direct product G = H R n defined by the natural action of H on R n . Suppose there exists an open free H-orbit U in R n = R n , where free means that the map h → h · χ from H onto U , χ ∈ U , is injective. Note that the existence of such an orbit forces H to be n-dimensional as a Lie group. Then the union V of all free H-orbits is dense in R n . Then G satisfies the hypothesis of Proposition 5.3. Indeed, the freeness condition implies that ind G R n χ is irreducible for every χ ∈ V , and since the orbit of χ is open, it follows from Mackey's theory that ind G R n χ is the only irreducible representation σ of G such that σ|R n ∼ U . Several 2-dimensional examples have been given in [6] .
Let f ∈ A c (G). We shall use the following terminology. We say that f generates A(G) if the linear span of all two-sided translates of f is norm dense in A(G) and
Lemma 5.5. Let f ∈ A c (G). Then f generates A(G) if and only if ρ(f ) generates V N(G).
Proof. For u ∈ A c (G), let A(u) denote the norm-closed two-sided translationinvariant subspace of A(G) generated by u, and I(u) the smallest w
Since for closed subspaces of A(G) translation invariance is the same as invariance, it follows that R annihilates A(u) precisely when (RS) · u = 0 for all S ∈ V N(G). 
By Lemma 4.4, (RS)
We need a description of P . Since G is an SIN-group, the inner automorphisms
form a relatively compact subgroup of the group Aut(G F ) of all topological automorphisms of G F [21] . Let Γ denote the closure of {i y : y ∈ G} in Aut(G F ), and dγ normalized Haar measure on Γ. Then, for u ∈ C c (G), P u is given by P u(x) = 0 for x ∈ G \ G F and [32] ). Then P u ∈ C c (G), and if u is positive definite, then so is P u. 
. It follows from the above that P u = 0, P u ∈ A c (G) and P u = 0 outside of G F . In particular, v = u|G F ∈ A c (G F ), v = 0, and since G F is compact-free and abelian, v generates A(G F ) (Corollary 5.2). Thus ρ(v) generates V N(G F ), and since P u vanishes on G \ G F , this implies that ρ(u) = ρ(P u) generates Z(G).
Nilpotent groups
In this final section we add some more detailed results on nilpotent locally compact groups. We start with a lemma and a corollary which are of independent interest. Lemma 6.1. Let Z be a compact subgroup of the locally compact group G that is contained in the centre of G, and let χ be a character of Z and τ = ind
Proof. Let L denote the set of functions on the right-hand side. For A τ (G) ⊆ L it suffices to show that every coordinate function of τ belongs to L. Let u(x) = τ (x)ξ, η , where ξ, η ∈ H τ . Then, since τ |Z is a multiple of χ,
for all x ∈ G and z ∈ Z. Since τ is a subrepresentation of ρ, A τ (G) ⊆ A(G), and hence u ∈ L.
For the converse, note first that ρ is the direct sum of representations τ λ = ind G Z λ, λ ∈ Z, and that the representations τ λ are pairwise disjoint. Therefore, by [1, (3.13 
This implies that R z u λ = χ(z)u λ for all λ ∈ Z and z ∈ Z. On the other hand, by the first part of the proof,
It follows that u λ = 0 for λ = χ, and hence u = u χ ∈ A τ (G). 
Proof. Let L denote the set of functions on the right. Since L is w * -closed in B(G), it follows from Lemma 6.1 that
Conversely, let u ∈ L with u = 1 be given. There exists a net ( 
where R t denotes (right) translation by t ∈ Z. Then u α ∈ A(G) and u α ≤ Z R t v α dt = 1 for every α. Moreover, it is easily verified that u α (xz) = χ(z)u α (x) for all x ∈ G and z ∈ Z. Thus u α ∈ A τ (G) by Lemma 6.1. We claim that u α → u in the w * -topology. Since (u α ) α is bounded in B(G), it suffices to show that u α , f → u, f for each f ∈ C c (G). With S = supp f , we have
Now, on the surface of the unit ball of B(G) the w * -topology coincides with the topology of uniform convergence on compact subsets of G (see [19] ). It follows that u α , f → u, f , as required.
In the sequel, for any representation π, we continue to denote by K π and P K π the kernel and the projective kernel of π, respectively. π|Z(G) ). Proof. We first recall the well-known fact that if H is a connected nilpotent group, then every compact normal subgroup of H is contained in the centre of H.
Suppose now that (i) holds. Then, since G is noncompact and the singleton {π} is closed in G, π is square integrable by Lemma 3.6, and hence, in particular, P K π is compact. Thus, by the above, P K π = Z(G). Note that B (xZ(G) ), x ∈ G. Then, for x ∈ G and z ∈ Z(G),
u(xz) = ϕ(xz)v(xZ(G)) = χ(z)ϕ(x)v(xZ(G)) = χ(z)u(x).
This proves that B π (G) ∩ A c (G) = {0}.
We remark that condition (ii) of Theorem 6.3 is known to be equivalent to the square integrability of π [10, Section 4.5]. Conversely, if K as in (ii) exists, then, after passing to G/K, we can assume that Z(G) = T. Let χ(z) = z for z ∈ T, and choose π ∈ G such that π|Z(G) ∼ χ. If, in addition, G is 2-step nilpotent, then π ∼ ind G H ϕ, where H is a closed subgroup of G containing Z(G) and ϕ is a G-invariant character of H. In fact, using an idea of [24] , this has been shown in [25] for arbitrary 2-step nilpotent locally compact groups. We have to show that H = Z(G). To see this, let x ∈ H. Then, for arbitrary y ∈ G, since 
Thus χ([G, x]) = {1}, and since χ is faithful, this shows that x ∈ Z(G).
The implication (ii) ⇒ (i) of Corollary 6.4 does not remain true for arbitrary connected nilpotent Lie groups. For instance, if H denotes the (unique) 4-dimensional, 3-step nilpotent simply connected Lie group and G the quotient of H modulo a central integer subgroup, then G satisfies (ii), whereas (i) fails. However, the condition that G be 2-step nilpotent can be replaced with the weaker condition that every irreducible representation of G is weakly equivalent to a representation induced by a G-invariant character of some closed normal subgroup of G. Now let π be irreducible and suppose that P K π is compact. Since G is 2-step nilpotent, there exist a closed normal subgroup N of G and a G-invariant character χ of N such that π ∼ ind G N χ. Obviously, then N equals P K π . The character χ extends to some ϕ ∈ P (G) such that ϕ|N = χ. Multiplying ϕ with the pullback of some ψ ∈ P (G/N ) ∩ C c (G/N ), we can assume that ϕ ∈ C c (G). Let π ϕ denote the representation associated to ϕ by means of the Gelfand-Naimark-Segal construction. Then, since π ϕ |N is a multiple of χ and G is amenable, 
