This paper presents an efficient approach for representation and coding of omni-directional video that applies exclusively available MPEG-4 technology, i.e. the combination of 3D Mesh Objects with video textures. This allows application of efficient spherical projections such as equal-area projections or a faceted representation of the image information. Any 3D MPEG-4 player can be used to render and display the omni-directional video interactively. This simple but universal approach enables full competition at the encoder side while providing full interoperability at the decoder side.
Introduction
Interactivity is a key feature of new and emerging audio-visual media, where the user has the opportunity to be active in a certain way instead of just being a passive consumer. One kind of interactivity is the ability to look around within an audio-visual scene by freely choosing a viewpoint. The first media that provided such functionality used textured 3D models for computer imaging. A drawback to this approach is the need for prior creation of these 3D models of objects and scenes. Such modelling is very difficult if the requirement is for photographic realism, and even more difficult if a dynamically changing environment simulating real life is being created.
In contrast, image based rendering (IBR) focuses on generation of images from other images instead of using 3D models. In recent years, these new technologies for acquisition and visualization of photorealistic interactive environments have become very popular. The concept is easily extended to video based rendering (VBR) using video data as the input to generate dynamic interactive photorealistic environments.
A simple type of VBR data is omni-directional video. Figure 1 shows a camera suitable for capturing such material (based on the Telemmersion® system [1]), which has the shape of a dodecahedron, and includes eleven separate cameras to capture a nearly complete spherical field of view in high resolution. Other available systems use mirrors, either plain or hyperbolic, to project an omni-directional view of a smaller portion of a sphere onto one or more camera sensors (see e.g. [3] ). Such omni-directional video can be displayed in a suitable player, with the key types of interaction being zoom and rotation of the view direction to give the effect of looking around. Transmission of this type of image data requires an efficient format for representation and coding. In this contribution we present a very efficient and elegant way of representation and coding of omni-directional video that only uses available MPEG-4 technology. The scene geometry is represented as a 3D Mesh Object with an associated video texture, which can be encoded using any MPEG-4 video codec. We also present and discuss the problem of mapping of spheres to planes, which is an old and well studied problem, for example in cartography. Efficient solutions for coding of spherical video using available MPEG-4 technology are the result.
Criteria for Representation
The optimum standard to use in recording and distributing a spherical image, either still or in motion, should meet these three criteria:
LEGIBILITY with a "human-readable" overall image means one that is continuous, and not divided into segments. These segments, such as would be found for a cubic image map, can be decoded and understood as spheres by machine processing, but are not compatible with normal human vision. Because these segments cannot all be displayed together contiguously on a flat plane, photographed objects moving on the surface constantly cross edges, disappearing from one segment and reappearing in another segment somewhere else. For this reason, a person looking at the map cannot easily follow the action in an uninterrupted way, or tell if a mismatch may be occurring in the image between two noncontiguous edges. A better solution is to see the whole sphere at once, albeit in a somewhat distorted form, so that the flow of the action can be followed across the surface in a manner of a conventional motion picture.
COMPATIBILITY with existing multimedia standards such as MPEG-4. EFFICIENCY, with maximum preservation of essential image information within a given space. This means that as much of the original photographic information is preserved as possible in the mapping process, with the least amount of unnecessary information added in order to make the spherical image map. Figure 2 shows some example images generated with the Dodeca ™ 1000 camera system and post-processed with corresponding Immersive Media technology [1] . Obviously the content is heavily distorted because of the equi-rectangular mapping of a sphere to a plane. The distortion increases with the distance to the poles. The inefficiency of this approach can be illustrated by the mapping of a sphere with a unit radius r of 1. The area of the sphere is 4πr 2 or about 12.5664, the circumference is 6.2832, and the distance from pole to pole is 3.1416. The conventional equirectangular map multiplies the last two figures to make a rectangle with an area of 19.7393, representing a 57% increase of size over the original sphere surface. This means over a third of the image information used is unnecessary. A better approach can be found by re-examining the idea of recording the appearance of a sphere. The problem of mapping a sphere to a plane is an old and well-studied problem, for example in cartography. There is a consensus that no rectangular coordinate map can accurately depict a sphere such as a spherical field of view. However due to compatibility and legibility reasons the best map to use for storing the images of a spherical motion picture panorama is one which fits into a rectangular aspect ratio, and which is continuous in appearance, so that one can see the whole sphere in some form at a glance.
Spherical Projections
The use of a map of the world gives an example of how a spherical image can be projected onto a surface. One class of spherical projections are the equidistant projections (including the equirectangular projection in Figure 2 ), which preserve certain distances but lead to heavy distortions as explained above. Figure 3 shows the Mercator projection on the left side. Here Greenland and Africa have approximately the same size in the map, although they cover an area of 0.8 and 11.6 million square miles respectively in reality. From the viewpoint of video coding such a representation would be very inefficient. For video coding, the best and most spatially efficient choices are based on equal-area representation as shown in Figure 3 right, so there is as much direct correspondence as possible between the resolution of the recorded images of a spherical view and the final global map. Even though the local area distortion changes from the equator to the poles, the amount of space occupied by the pixels, which represent the objects recorded by the camera, will remain relatively constant whether these objects appear at the equator or at the poles. In other words, the resolution of the images stays almost the same, even though the images are distorted in shape. If legibility is less important then non-rectangular projections as shown in Figure 5 can be used. 
Representation and coding using MPEG-4
Basically the spherical projections described in the previous section can be regarded as texture mapping. MPEG-4 already provides the tools for realization of such systems in a standardized way. The 3D Mesh Object allows the approximation of any surface in 3D [2] . This means that it can also be used to represent arbitrary non-planar displays and screens, which correspond inversely to any non-planar imaging device. Further, the 3D Mesh Object can be associated with an arbitrary texture. This can be for instance any available type of MPEG-4 video whether rectangular or of an arbitrary shape. The association of the texture to the triangles of the wire grid is done by association of texture coordinates to the vertices. In this way any kind of texture mapping can be approximated. The quality of the approximation is scalable with the number of vertices of the 3D Mesh Object and thus with the complexity of the implementation.
Having received the 3D Mesh Object (which has to be transmitted only once at the beginning of a session) and the corresponding video texture any 3D MPEG-4 player will be able to interactively render and display the omnidirectional video. A suitable system has for instance already been demonstrated in [4] . We conclude that any omni-directional video application including any type of sensor and display can be implemented efficiently using available MPEG technology. Figure 4 illustrates the approach. The spherical scene is approximated by a dense 3D Mesh Object. In this scenario the virtual viewpoint is located in the center of the sphere and full 360° rotation of the view angle in both dimensions and zoom are allowed as interaction. The video texture is represented using an efficient equal-area projection and encoded using for instance the MPEG-4 AVC. Here the video texture is rectangular and easily human readable if viewed separately without rendering on the sphere. The association between the texture and the sphere is established by texture mapping that approximates the projection within the triangles (note that the vertex positions themselves are projected exactly). The relatively free and open specification of omni-directional video as a 3D Mesh Object with an associated video texture is very general and universal, and allows full competition of implementations at the encoder side, while still providing full interoperability at the decoder side. Every service and service technology provider is free to offer any kind of geometry and accuracy for the representation, while the user only needs an MPEG-4 compliant player.
Another example is shown in Figure 5 . Here a relatively sparse 3D Mesh Object is used to approximate the sphere. The video texture is represented as an arbitrarily shaped video object, for instance encoded using the MPEG-4 ACE profile. In this example a more sophisticated projection known as Goode's homolosine is used, which is very efficient but less human readable if viewed separately without rendering on the sphere. Imagine an object moving in the scene from "America" to "Europe"; it would be split apart in the video texture. For a very sparse 3D Mesh Object with large facets, pre-distortions within the texture may be required to maintain its proper appearance when it is mapped onto the sphere. The use of more facets in the 3D Mesh Object can lead to a better appearance and a more straightforward mapping of the video texture.
Arbitrary Shape Video Texture, e.g. ACE coded 3D Mesh Object Figure 5 . Representation of spherical video using a sparse 3D Mesh Object and an arbitrary shape video texture with Goode's holomosine projection.
