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ISOMETRIES OF ABSOLUTE ORDER UNIT SPACES
ANIL KUMAR KARN AND AMIT KUMAR
Abstract. We prove that for a bijective, unital, linear map between absolute order unit
spaces is an isometry if, and only if, it is absolute value preserving. We deduce that, on
(unital) JB-algebras, such maps are precisely Jordan isomorphisms. Next, we introduce
the notions of absolutely matrix ordered spaces and absolute matrix order unit spaces and
prove that for a bijective, unital, linear map between absolute matrix order unit spaces is a
complete isometry if, and only if, it is completely absolute value preserving. We obtain that
on (unital) C∗-algebras such maps are precisely C∗-algebra isomorphism.
1. Introduction
In 1941, Kakutani proved that an abstract M -space is precisely a concrete C(K,R) space
for a suitable compact and Hausdorff space K [10]. In 1943, Gelfand and Naimark proved
that an abstract (unital) commutative C∗-algebra is precisely a concrete C(K,C) space for a
suitable compact and Hausdorff space K [6]. Thus Gelfand-Naimark theorem for commutative
C∗-algebras, in the light of Kakutani theorem, yields that the self-adjoint part of a commutative
C∗-algebra is, in particular, a vector lattice.
On the other hand, Kadison’s anti-lattice theorem suggest that the self-adjoint part of a
general C∗-algebra can not be a vector lattice [8]. Nevertheless, the order structure of a C∗-
algebra has many other properties which encourages us to expect a ‘non-commutative vector
lattice’ or a ‘near lattice’ structure in it. Keeping this point of view, the first author introduced
the notion of absolutely ordered spaces and that of an absolute order unit spaces [14]. The
self-adjoint parts of unital C∗-algebras and (unital) M -spaces are examples of absolute order
unit spaces. It was shown that under an additional condition (see [13, Theorem 4.12]) an
absolutely ordered space turns out to be a vector lattice. One can easily show that under the
same condition, an absolute order unit space becomes an M -space. Therefore, an absolutely
ordered space may be termed as a ‘non-commutative vector lattice’.
For an element a in a C∗-algebra A, we define the ‘absolute value’ of a as |a| := (a∗a)
1
2 and
for an element v in a vector lattice V , we define the ‘absolute value’ of v as |v| := v ∨ (−v).
We recall that for a pair of positive elements a and b in A, we have ab = 0 if, and only if,
|a− b| = a+ b. Also, for a pair of positive elements u and v in V , we have u∧v = 0 if, and only
if, |u− v| = u+ v. Thus in both the cases, we can say that a ⊥ b if, and only if, |a− b| = a+ b.
In other words, the two kinds of orthogonality relate to the same kind of relation in terms of
absolute value. The definition of an absolutely ordered space is influenced by some of the basic
properties of the absolute value which hold in the both kind of above-mentioned ordered spaces.
In [9], Kadison characterized bijective linear isometries between unital C∗-algebras. Since
then, many generalizations and extensions of this result has been studied. On the one side,
surjective isometries of C∗-algebras have been characterized as Jordan triple preserving maps, or
these results have been extended up to JB∗-triples. In another direction, Jordan isomorphisms
have been characterized in terms of absolute value preserving maps together with some or the
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other conditions. (See, for example, [5, 7, 15, 16, 17].) A matricial version of the results of this
type were studied by Blecher et al. in [2, 3].
In this paper, we study absolute value preserving maps between absolute order unit spaces.
We prove that for a bijective, unital, linear map between absolute order unit spaces is an
isometry if, and only if, it is absolute value preserving (Theorem 3.6). We deduce that on
(unital) JB-algebras such maps are precisely Jordan isomorphisms (Corollary 3.7). Besides this,
we study some elementary properties of absolute value preserving maps. Next, we introduce the
notions of absolutely matrix ordered spaces and absolute matrix order unit spaces in the context
of matrix ordered spaces and present a matricial version of these results. We prove that for a
bijective, unital, ∗-linear map between absolute matrix order unit spaces is a complete isometry
if, and only if, it is completely absolute value preserving (Theorem 4.5). From here, we prove
that on (unital) C∗-algebras such maps are precisely C∗-algebra isomorphism (Corollary 4.6).
This result was proved in [2, Corollary 3.2]. (Also see, [3].) We give a simple, order-theoretic
proof using a trick which is apparently new.
2. Absolute value preservers on absolutely ordered spaces
We begin by recalling some basic order theoretic notions. Let V be a real vector space.
A non-empty subset V + of V is called a cone if V + is closed under vectors’ addition as well
as scalar multiplication with non-negative real numbers. In this case, (V, V +) is called a real
ordered vector space. Also, then (V,≤) is a partially ordered space with the partial order u ≤ v
if v − u ∈ V + in a unique way, in the sense that u+ w ≤ v + w and ku ≤ kv whenever u ≤ v,
w ∈ V and k is a positive real number. The cone V + is said to be proper, if V + ∩−V + = {0}.
It is said to be generating, if V = V + − V +. A positive element e ∈ V + is said to be an order
unit for V if for each v ∈ V , there is a positive real number k such that ke± v ∈ V +. The cone
V + is said to be Archimedean, if for any v ∈ V with ku + v ∈ V + for a fixed u ∈ V + and all
positive real numbers k, we have v ∈ V +.
LetW be a vector subspace of V. ThenW is said to be an order ideal of (V, V +) if, whenever
v ∈ V +, w ∈ W with v ≤ w, we have v ∈W.
Let (V, V +) be a real ordered vector space with an order unit e such that V + is Archimedean.
Then e determines a norm on V given by
‖v‖ := inf{k > 0 : ke± v ∈ V +}
in such a way that V + is norm-closed and for each v ∈ V , we have ‖v‖e± v ∈ V +. In this case,
we say that V is an order unit space and denote it by (V, e).
Now, we recall the notion of absolutely ordered spaces which was introduced by the first
author as a possible non-commutative model for vector lattices.
Definition 2.1. [14, Definition 3.4] Let (V, V +) be a real ordered vector space and let | · | : V →
V + be a mapping satisfying the following conditions:
(a) |v| = v if v ∈ V +;
(b) |v| ± v ∈ V + for all v ∈ V ;
(c) |k · v| = |k| · |v| for all v ∈ V and k ∈ R;
(d) If u, v and w ∈ V with |u− v| = u+ v and 0 ≤ w ≤ v, then |u− w| = u+ w;
(e) If u, v and w ∈ V with |u−v| = u+v and |u−w| = u+w, then |u−|v±w|| = u+ |v±w|.
Then (V, V +, | · |) is said to be an absolutely ordered space.
Definition 2.2. Let (V, V +, | · |) be an absolutely ordered space. Let W be a vector subspace
of V and put W+ := {v ∈ V + : v ∈ W}. Then W is said to be an absolutely ordered subspace
of (V, V +, | · |) if |w| ∈ W+ for all w ∈ W. A vector subspace W of V which is an order ideal
of (V, V +) and an absolutely ordered subspace of (V, V +, | · |) is called absolutely order ideal of
(V, V +, | · |).
Remark 2.3. Let (V, V +, | · |) be an absolutely ordered space.
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(1) The cone V + is proper and generating. In fact, if ±v ∈ V +, then by (a) and (c), we
get
v = |v| = | − v| = −v
so that v = 0. Next, by (b), for any v ∈ V , we have
v =
1
2
((|v|+ v)− (|v| − v)) ∈ V + − V +.
(2) Let u, v ∈ V be such that |u− v| = u+ v. Then u, v ∈ V +. For such a pair u, v ∈ V +,
we shall say that u is orthogonal to v and denote it by u ⊥ v.
(3) We write, v+ := 1
2
(|v| + v) and v− := 1
2
(|v| − v). Then v+ ⊥ v−, v = v+ − v− and
|v| = v+ + v−. This decomposition is unique in the following sense: If v = v1 − v2 with
v1 ⊥ v2, then v1 = v
+ and v2 = v
−. In other words, every element in V has a unique
orthogonal decomposition in V +.
(4) Let W be a vector subspace of V. Then W is absolutely order ideal of (V, V +, | · |) if and
only if w+, w− ∈ W+ for all w ∈ W.
Definition 2.4. Let V and W be absolutely ordered spaces. A linear map φ : V → W is said
to be an absolute value preserving map (| · |-preserving map, in short), if |φ(v)| = φ(|v|) for all
v ∈ V.
The next result is a tool to use | · |-preserving maps.
Proposition 2.5. Let V and W be absolutely ordered spaces and let φ : V → W be a linear
map. Then the following statements are equivalent:
(1) φ is | · |-preserving;
(2) φ ≥ 0 and φ(v1) ⊥ φ(v2) for all v1, v2 ∈ V
+ with v1 ⊥ v2;
(3) φ ≥ 0 and φ(v+) = φ(v)+ for all v ∈ V ;
(4) φ ≥ 0 and φ(v−) = φ(v)− for all v ∈ V .
Proof. (1) =⇒ (2): Let v1 ⊥ v2. Put v = v1− v2. Then |v| = v1 + v2. Since φ is an additive | · |-
map (by (1)), we get φ(v1)+φ(v2) = φ(|v|) = |φ(v)| = |φ(v1)−φ(v2)|. Thus φ(v1), φ(v2) ∈W
+
with φ(v1) ⊥ φ(v2).
(2) =⇒ (3): Let v ∈ V. Then v+ ⊥ v− so that by (2), φ(v+) ⊥ φ(v−). As φ(v) = φ(v+) −
φ(v−), we get φ(v)+ = φ(v+), φ(v)− = φ(v−).
(3) =⇒ (4): If we use the fact, v− = (−v)+.
(4) =⇒ (1): Let v ∈ V. Then |v| = v+ + v− = (−v)− + v−. Thus by (4), we get
φ(|v|) = φ(−v)− + φ(v)− = φ(v)+ + φ(v)− = |φ(v)|.

Theorem 2.6. Let V and W be absolutely ordered spaces and let φ : V → W be a linear
| · |-preserving map. Then
(1) ker(φ) is an absolutely order ideal of V .
(2) φ(V ) is an absolutely ordered subspace of W. In particular, φ(V )+ = φ(V +).
(3) For each v ∈ V , we define |v + ker(φ)| = |v|+ ker(φ). Then
(V
/
ker(φ),
(
V
/
ker(φ)
)+
, | · |)
is also an absolutely ordered space, where
(
V
/
ker(φ)
)+
:= {v + ker(φ) : v ∈ V +}.
Proof. (1) Let v ∈ ker(φ). Then φ(v) = 0 so that 0 = |φ(v)| = φ(|v|). Thus |v| ∈ ker(φ) and
consequently, ker(φ) is an absolutely ordered subspace of V. Now, as φ ≥ 0, it follows
that ker(φ) is an order ideal.
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(2) Let w ∈ φ(V ), say w = φ(v) for some v ∈ V. Then φ(v+) = φ(v)+ = w+ and φ(v−) =
φ(v)− = w− ∈ φ(V ). Thus φ(V ) is an absolutely ordered subspace of W. Next, if
w ∈ φ(V )+, then φ(v)− = w− = 0 so that w = φ(v) = φ(v+). Thus φ(V )+ ⊂ φ(V +).
Now, being | · |-preserving, φ ≥ 0 so that φ(V +) ⊂ φ(V )+. Hence φ(V +) = φ(V )+.
(3) By [1, Proposition II.1.1], we know that
(
V
/
ker(φ)
)+
is a proper cone of V
/
ker(φ).
(a) Let v ∈ V with v+ker(φ) ∈
(
V
/
ker(φ)
)+
. There exists v0 ∈ V
+ such that v+ker(φ) =
v0 + ker(φ). Thus
|v + ker(φ)| = |v0 + ker(φ)| = |v0|+ ker(φ) = v0 + ker(φ) = v + ker(φ).
(b) Let v ∈ V. Then
|v + ker(φ)| ± (v + ker(φ)) = (|v| ± v) + ker(φ) ∈
(
V
/
ker(φ)
)+
.
(c) Let k ∈ R. Then
|k(v + ker(φ))| = |(kv + ker(φ))| = |kv|+ ker(φ)
= |k||v|+ ker(φ) = |k|(|v|+ ker(φ))
= |k||v + ker(φ)|.
(d) Let u, v, w ∈ V such that u + ker(φ), v + ker(φ), w + ker(φ) ∈
(
V
/
ker(φ)
)+
with
|u − v| + ker(φ) = u + v + ker(φ) and w + ker(φ) ≤ v + ker(φ). Then |φ(u − v)| =
φ(|u− v|) = φ(u+ v) and 0 ≤ φ(w) ≤ φ(v). Since φ(V ) is an absolutely ordered space,
we may conclude that
φ(|u − w|) = |φ(u)− φ(w)| = φ(u) + φ(w).
Thus |u− w|+ ker(φ) = u+ w + ker(φ).
(e) Let |u − v| + ker(φ) = u + v + ker(φ) and |u − w| + ker(φ) = u + w + ker(φ). Then
|φ(u)−φ(v)| = φ(u)+φ(v) and |φ(u)−φ(w)| = φ(u)+φ(w). Since φ(V ) is an absolutely
ordered space, we may conclude that |φ(u) − |φ(v) ± φ(w)|| = φ(u) + |φ(v) ± φ(w)|.
Thus, it follows that |u− |v ± w|| + ker(φ) = u+ |v ± w|+ ker(φ).
Hence (V
/
ker(φ),
(
V
/
ker(φ)
)+
, | · |) is an absolutely ordered space.

Corollary 2.7. Let V and W be absolutely ordered spaces and let φ : V → W be a linear
| · |-preserving map. Put ker+(φ) := {v ∈ V + : φ(v) = 0}, then
(1) φ is injective if, and only if, ker+(φ) = {0}
(2) φ is surjective if, and only if, φ(V +) = W+.
(3) The quotient map φ˜ : V
/
ker(φ)→ φ(V ) is a bijective | · |-preserving map.
Proof. (1) In Theorem 2.6(1), we have actually proved that ker(φ) = ker+(φ) − ker+(φ).
Now, the proof is immediate.
(2) If φ is surjective, it follows, from Theorem 2.6(2), that φ(V +) = W+. Conversely,
assume that φ(V +) = W+. If w ∈ W, by assumption there exist v1, v2 ∈ V
+ such that
φ(v1) = w
+, φ(v2) = w
−. Put v = v1 − v2 so that φ(v) = w. Hence φ is surjective.
(3) This is an immediate consequence of Theorem 2.6(3).

Corollary 2.8. Let φ : V → W be a bijective, linear and | · |-preserving map. Then φ−1 is also
a bijective, linear and | · |-preserving map.
Proof. Since φ is a surjective | · |-preserving map, by Corollary 2.7(2), we have φ(V +) = W+.
Now, as φ(V +) = W+ and φ is injective, we get that φ−1 ≥ 0. Next, let w1, w2 ∈ W
+
with w1 ⊥ w2. Then there exist v1, v2 ∈ V such that φ(vi) = wi, i = 1, 2. Put v = v1 − v2 and
consider v = v+−v−. By Corollary 2.7(3) and 2.7(4), we get φ(v+) = φ(v)+ = (w1−w2)
+ = w1,
φ(v−) = φ(v)− = w2. By injectivity of φ, v1 = v
+ and v2 = v
− so that φ−1(w1) ⊥ φ
−1(w2).
By Proposition 2.5(2), we conclude that φ−1 is also an | · |-preserving map. 
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3. Absolute value preservers on absolute order unit spaces
We begin this section by recalling the notion of an absolute order unit space. First, we
consider three types of orthogonality in an absolutely ordered space.
Definition 3.1 ([14], Definition 3.6). Let (V, V +, | · |) be an absolutely ordered space and let
‖ · ‖ be a norm on V .
(a) For u, v ∈ V +, we say that u is orthogonal to v (u ⊥ v) if, |u − v| = u + v (Remark
2.3(2));
(b) For u, v ∈ V +, we say that u is ∞-orthogonal to v (u ⊥∞ v) if, ‖αu + βv‖ =
max(‖αu‖, ‖βv‖) for all α, β ∈ R;
(c) For u, v ∈ V +, we say that u is absolutely ∞-orthogonal to v (u ⊥a
∞
v) if, u1 ⊥∞ v1
whenever 0 ≤ u1 ≤ u and 0 ≤ v1 ≤ v.
In an absolutely ordered space these three types of orthogonality are related in the following
way.
Proposition 3.2 ([14], Proposition 3.7). Let (V, V +, | · |) be an absolutely ordered space and
assume that ‖ · ‖ is a norm on V such that V + is ‖ · ‖-closed. Then the following conditions
are equivalent:
(A) For each v ∈ V , we have
‖|v|‖ = ‖v‖ = max(‖v+‖, ‖v−‖);
(B) For u, v ∈ V +, we have u ⊥a
∞
v whenever u ⊥ v;
(C) For u, v ∈ V +, we have u ⊥∞ v whenever u ⊥ v.
If ‖ · ‖ is an order unit norm determined by the order unit e, then the above conditions are also
equivalent to:
(D) For each v ∈ V with ±v ≤ e, we have |v| ≤ e.
This result leads to the following
Definition 3.3 ([14], Definition 3.8). Let (V, V +, | · |) be an absolutely ordered space and let
‖ · ‖ be an order unit norm on V determined by the order unit e such that V + is ‖ · ‖-closed.
Then (V, V +, | · |, e) is called an absolute order unit space, if the following two conditions are
satisfied:
(a) ‖v‖ ≤ max(‖u‖, ‖w‖) for all u, v and w ∈ V with u ≤ v ≤ w;
(b) ⊥=⊥a
∞
on V +.
Note that the self-adjoint part of a unital C∗-algebra is an absolute order unit space. More
generally, every unital JB-algebra is also an absolute order unit space.
Definition 3.4 ([12], Definition 3.2). Let V and W be absolutely ordered spaces with norms
‖ · ‖V and ‖ · ‖W respectively and let φ : V → W be a linear map. We say that φ is an order
isometry, if lW (φ(v)) = lV (v) for all v ∈ V , where
lV (v) = inf{‖u‖V : u ∈ V
+, u+ v ∈ V +}.
If, in addition, φ is surjective, we say that V is order isometric to W .
Proposition 3.5. Let (V, eV ) and (W, eW ) be absolute order unit spaces and let φ : V →W be
a surjective linear map. Then φ is an order isometry if, and only if it is a unital isometry.
Proof. First, let φ be an order isometry. Then, by [12, Proposition 3.5], it is an isometry. Next,
put φ(eV ) = w0 ∈ W
+. Then ‖w0‖ = ‖eV ‖ = 1 so that 0 ≤ w0 ≤ eW . Put φ
−1(eW ) = u0. As
φ(V +) = W+ and φ is one-one, u0 ∈ V
+. Also ‖u0‖ = ‖eW‖ = 1. Thus 0 ≤ u0 ≤ eV . But then
eW = φ(u0) ≤ φ(eV ) = w0 ≤ eW so that eW = w0 = φ(eV ). Thus φ is unital.
Conversely, assume that φ is a unital isometry. We show that it is positive. Let v ∈ V + with
‖v‖ ≤ 1. Then 0 ≤ v ≤ eV so that 0 ≤ eV − v ≤ eV . Thus ‖eV − v‖ ≤ 1. Since φ is a unital
isometry, we get ‖eW − φ(v)‖ ≤ 1. Then −eW ≤ eW − φ(v) ≤ eW so that φ(v) ∈ W
+. Thus
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φ is positive. Since φ is a unital surjective isometry, we get that φ−1 is also positive. Now, for
any v ∈ V , we have
lV (v) = inf{‖u‖ : u ∈ V
+, u+ v ∈ V +}
= inf{‖φ(u)‖ : φ(u) ∈ W+, φ(u) + φ(v) ∈W+}
≥ lW (φ(v))
and dually,
lW (φ(v)) = inf{‖w‖ : w ∈ W
+, w + φ(v) ∈ W+}
= inf{‖φ−1(w)‖ : φ−1(w) ∈ V +, φ−1(w) + v ∈ V +}
≥ lV (v).
Thus φ is an order isometry. 
Theorem 3.6. Let (V, eV ) and (W, eW ) be absolute order unit spaces and let φ : V →W be a
linear bijection. Then φ is a unital | · |-preserving map if and only if it is a (surjective) order
isometry.
Proof. First, assume that φ be a unital | · |-preserving map. Since φ is surjective, by Corollary
2.7(2), φ(V +) = W+. As it is also an injection, it follows that reV ± v ∈ V
+ if and only if
reW ± φ(v) ∈ W
+. Thus ‖v‖ = ‖φ(v)‖ for all v ∈ V so that by Proposition 3.5, φ is an order
isometry.
Conversely, let φ be a (surjective) order isometry. Then, by Proposition 3.5, φ is a unital
isometry. Next, we show that φ preserves | · |. Let v1, v2 ∈ V
+ with v1 ⊥ v2. If v1 = 0 or v2 = 0,
then φ(v1) ⊥ φ(v2). Now, assume that v1 6= 0, v2 6= 0. Then wi = φ(vi) ∈ W
+ \ {0}, i = 1, 2.
Let 0 ≤ ui ≤ wi, i = 1, 2. Then 0 ≤ φ
−1(ui) ≤ vi, i = 1, 2. Since, v1 ⊥ v2, we have v1 ⊥
a
∞
v2
and consequently, φ−1(u1) ⊥∞ φ
−1(u2). Thus, by [11, Theorem 3.3], we have
1 =
∥∥‖φ−1(u1)‖−1φ−1(u1) + ‖φ−1(u2)‖−1φ−1(u2)∥∥
=
∥∥‖u1‖−1u1 + ‖u2‖−1u2∥∥ .
as φ−1 is an isometry. Again, applying [11, Theorem 3.3], we get that u1 ⊥∞ u2 so that
w1 ⊥
a
∞
w2. Now, by the definition of an absolute order unit space, we get w1 ⊥ w2. Hence, by
Proposition 2.5, φ is | · |-preserving. 
Maitland Wright and Youngson proved that any surjective linear unital isometry φ : A→ B
between unital JB-algebras A and B is a Jordan isomorphism [16, Theorem 4]. If we club this
result with Theorem 3.6, we may deduce the following:
Corollary 3.7. Let A and B be unital JB-algebras and let φ : A → B be a bijective linear
map. Then the following statements are equivalent:
(1) φ is an order isometry;
(2) φ a unital | · |-preserving map;
(3) φ is a Jordan isomorphism.
Proof. It follows from Proposition 3.5 that (1) implies (3). Next, let φ be a Jordan isomorphism.
Let φ(1A) = p ∈ B and let φ
−1(1B) = q ∈ A. Then
1B = φ(q) = φ(1Aoq) = φ(1A)oφ(q) = po1B = p
so that φ is unital. Also, φ is positive. In fact, if a ∈ A+, then a = (a
1
2 )2 so that φ(a) =
φ(a
1
2 )2 ∈ B+. Now, for any x ∈ A, we have
|φ(x)|2 = φ(x)2 = φ(x2) = φ(|x|2) = φ(|x|)2
so that φ(|x|) = |φ(x)| for all x ∈ A. Thus (3) implies (2). Now, by Theorem 3.6, the proof is
complete. 
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Let (V, e) be an absolute order unit space and let u, v ∈ V +. We say that u is absolutely
compatible with v (we write, u△ v) if |u − v| + |e − u − v| = e.. Let us recall the notion of
order projection of V, given in [14, Definition 5.2]: Let 0 ≤ p ≤ e. We say that p is an order
projection, if p ⊥ e − p. We write OP(V ) for the set of all order projections in V . Recall that
in a unital C∗-algebra, an order projection is precisely a projection [14, Theorem 5.3].
Proposition 3.8. Let (V, eV ) and (W, eW ) be absolute order unit spaces. Then a unital | · |-
preserving map φ : V →W preserves order projections.
Proof. Let p ∈ OP(V ). Then p ⊥ eV − p. As φ(eV ) = eW and φ(|v|) = |φ(v)| for all v ∈ V , by
Proposition 2.5, we get φ(p) ⊥ eW − φ(p). Thus φ(p) ∈ OP(W ). 
Theorem 3.9. Let V and W be absolute order unit spaces and let φ : V → W is a | · |-
preserving map such that φ(eV ) ∈ OP (W ). Then φ(u) is absolutely compatible with φ(v),
whenever u, v ∈ V + with u is absolutely compatible with v.
Proof. Let u, v ∈ V + such that u △ v. Then |u − v| + |eV − u − v| = eV . It follows, from
[14, Proposition 4.2], that u, v ∈ [0, eV ]. As φ preserves | · |, it is a positive map so that
φ(u), φ(v) ∈ [0, φ(eV )]. Also, we get
(1) |φ(u) − φ(v)|+ |φ(eV )− φ(u)− φ(v)| = φ(eV ).
Since φ(eV ) ∈ OP (W ), we have φ(eV ) ⊥ eW − φ(eV ). As φ(u), φ(v) ∈ [0, φ(eV )], we get that
φ(u) ⊥ eW − φ(eV ) and φ(v) ⊥ eW − φ(eV ). Now, by the definition of an absolutely ordered
space, we get |φ(eV )− φ(u)− φ(v)| ⊥ eW − φ(eV ). Thus
|eW − φ(u)− φ(v)| = |(eW − φ(eV )) + (φ(eV )− φ(u)− φ(v))|
= (eW − φ(eV )) + |φ(eV )− φ(u)− φ(v)|.
Therefore, by (1), we get
|φ(u) − φ(v)| + |eW − φ(u)− φ(v)|
= |φ(u)− φ(v)| + (eW − φ(eV )) + |φ(eV )− φ(u)− φ(v)|
= eW .
Hence φ(u)△ φ(v). 
Remark 3.10. Let V and W be absolute order unit spaces and let φ : V → W is a surjective
order isometry. For u, v ∈ [0, eV ], we have φ(u)△ φ(v) if, and only if, u△ v.
4. A matricial version of absolute value preserving maps
Let us recall the following notion introduced by Choi and Effros in [4]. A matrix ordered
space is a ∗-vector space V together with a sequence {Mn(V )
+} with Mn(V )
+ ⊂Mn(V )sa(:=
{v ∈Mn(V ) : v = v
∗}) for each n ∈ N satisfying the following conditions:
(a) (Mn(V )sa,Mn(V )
+) is a real ordered vector space, for each n ∈ N; and
(b) α∗vα ∈Mm(V )
+ for all v ∈Mn(V )
+, α ∈Mn,m and n,m ∈ N.
It is denoted by (V, {Mn(V )
+}). If, in addition, e ∈ V + is an order unit in Vsa such that V
+
is proper and Mn(V )
+ is Archimedean for all n ∈ N, then V is called a matrix order unit space
and is denoted by (V, {Mn(V )
+}, e).
Now, we introduce the following.
Definition 4.1. Let (V, { Mn(V )
+}) be a matrix ordered space and assume that | · |m,n :
Mm,n(V ) → Mn(V )
+ for m,n ∈ N. Let us write | · |n,n = | · |n for every n ∈ N. Then
(V, {Mn(V )
+}, {| · |m,n}) is called an absolutely matrix ordered space, if it satisfies the following
conditions:
1. For all n ∈ N, (Mn(V )sa,Mn(V )
+, | · |n) is an absolutely ordered space;
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2. For v ∈Mm,n(V ), α ∈Mr,m and β ∈Mn,s, we have
|αvβ|r,s ≤ ‖α‖||v|m,nβ|n,s;
3. For v ∈Mm,n(V ) and w ∈Mr,s(V ), we have
|v ⊕ w|m+r,n+s = |v|m,n ⊕ |w|r,s.
Here v ⊕ w :=
[
v 0
0 w
]
.
Proposition 4.2. Let (V, {Mn(V )
+}, {| · |m,n}) be an absolutely matrix ordered space.
1. If α ∈Mr,m is an isometry i.e. α
∗α = Im, then |αv|r,n = |v|m,n for any v ∈Mm,n(V ).
2. If v ∈Mm,n(V ), then
∣∣∣∣
[
0m v
v∗ 0n
]∣∣∣∣
m+n
= |v∗|n,m ⊕ |v|m,n.
3.
[
|v∗|n,m v
v∗ |v|m,n
]
∈Mm+n(V )
+ for any v ∈Mm,n.
4. |v|m,n =
∣∣∣∣
[
v
0
]∣∣∣∣
m+r,n
for any v ∈Mm,n and r ∈ N.
5. |v|m,n ⊕ 0s =
∣∣[v 0]∣∣
m,n+s
for any v ∈Mm,n(V ) and s ∈ N.
Proof. (1) Let α ∈Mr,m be an isometry. Then, using Definition 4.1(2), we have
|αv|r,n ≤ ‖α‖|v|m,n = |α
∗αv|m,n ≤ ‖α
∗‖|αv|r,n = |αv|r,n.
Thus |αv|r,n = |v|m,n.
(2) Put α =
[
0n,m In
Im 0m,n
]
∈Mn+m. Then α is an isometry with
α
[
0m v
v∗ 0n
]
=
[
v∗ 0n
0m v
]
.
Now, by (1) and Definition 4.1(3), we get∣∣∣∣
[
0m v
v∗ 0n
]∣∣∣∣
m+n
=
∣∣∣∣
[
v∗ 0n
0m v
]∣∣∣∣
m+n
= |v∗|n,m ⊕ |v|m,n.
(3) As
[
0m v
v∗ 0n
]
∈Mm+n(V )sa, by the definition of an absolutely ordered space, we have
[
|v∗|n,m v
v∗ |v|m,n
]
=
∣∣∣∣
[
0m v
v∗ 0n
]∣∣∣∣
m+n
+
[
0m v
v∗ 0n
]
∈Mm+n(V )
+.
(4) For α =
[
Im
0
]
∈ Mm+r,m, we have αv =
[
v
0
]
∈ Mm+r,n. Since α
∗α = Im, by (1) we
get, |v|m,n =
∣∣∣∣
[
v
0
]∣∣∣∣
m+r,n
if, v ∈Mm,n(V ) and r ∈ N.
(5) For α =
[
Im
0
]
∈ Mm+r,m, we have α
[
v 0
]
=
[
v 0
0 0
]
∈ Mm+r,n+s. Since α
∗α = Im,
by (1), we get
|
[
v 0
]
|m,n+s =
∣∣∣∣
[
v 0
0 0
]∣∣∣∣
m+r,n+s
=
[
|v|m,n 0
0 0
]
,
if v ∈Mm,n(V ) and r, s ∈ N.

Definition 4.3. Let (V, {Mn(V )
+}, e) be a matrix order unit space such that
(a) (V, {Mn(V )
+}, {| · |m,n}) be an absolutely matrix ordered space; and
(b) ⊥=⊥a
∞
on Mn(V )
+ for all n ∈ N.
Then (V, {Mn(V )
+}, {| · |m,n}, e) is called an absolute matrix order unit space.
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It is straight forward to check that any unital C∗-algebra (A, 1A) is an absolute matrix order
unit space.
Definition 4.4. Let (V, eV ) and (W, eW ) be absolute matrix order unit spaces and let φ : V →
W be a ∗-linear map so that φn(Mn(V )sa) ⊂ Mn(W )sa for every n ∈ N. We say that φ is a
complete order isometry if, φn : Mn(V )sa → Mn(W )sa is an order isometry for each n ∈ N.
Further, we say that φ is a complete |·|-preserving if, φn : Mn(V )→Mn(W ) is an |·|-preserving
map for each n ∈ N.
Theorem 4.5. Let (V, eV ) and (W, eW ) be absolute matrix order unit spaces and let φ : V →W
be a ∗-linear surjective isomorphism. Then φ is a complete order isometry if, and only if, φ is
a unital, complete | · |-preserving map.
Proof. First, let φ be a complete order isometry. Fix n ∈ N. Then φn : Mn(V )sa → Mn(W )sa
is an surjective order isometry. Thus, by Theorem 3.6, we get that φn(e
n
V ) = e
n
W and that
φn(|v|n) = |φn(v)|n for all v ∈Mn(V )sa. Let v ∈Mn(V ). Then
[
o v
v∗ 0
]
∈M2n(V )sa so that
φ2n
(∣∣∣∣
[
o v
v∗ 0
]∣∣∣∣
2n
)
=
∣∣∣∣φ2n
([
o v
v∗ 0
])∣∣∣∣
2n
.
Thus, by Proposition 4.2(2), we get[
φn(|v
∗|n) 0
0 φn(|v|n)
]
=
[
|φ(v)∗|n 0
0 |φ(v)|n
]
.
Therefore, φn(|v|n) = |φn(v)|n for each n ∈ N.
Conversely, assume that φ(eV ) = eW and that φ is a complete | · |-preserving map. Fix
n ∈ N. Then φn(e
n
V ) = e
n
W and φn(Mn(V )sa)→Mn(W )sa is an | · |-preserving map. Now, by
Theorem 3.6, φn(Mn(V )sa)→Mn(W )sa is an order isometry for all n ∈ N. Hence φ : V →W
is a complete order isometry. 
Corollary 4.6. Let A and B be any two unital C∗-algebras and let φ : A → B be a ∗-linear
bijective map. Then the following facts are equivalent:
(1) φ is a complete order isometry;
(2) φ a unital complete | · |-preserving map;
(3) φ is a C∗-algebra isomorphism.
Proof. Following Theorem 4.5, it suffices to show that (1) (or, equivalently (2)) implies (3).
Let φ be a complete order isometry. Then φn : Mn(A)sa → Mn(B)sa is an order isometry for
each n ∈ N. Thus, by Corollary 3.7, φn : Mn(A)sa → Mn(B)sa is a Jordan isomorphism for
each n ∈ N. In particular, φ3(a
2) = φ3(a)
2 for any a ∈ M3(A)sa. Let x, y ∈ A and consider
a =

 0 x 0x∗ 0 y
0 y∗ 0

 ∈ M3(A)sa. Then φ3(a2) = φ3(a)2 yields that φ(xy) = φ(x)φ(y). Thus φ is
a C∗-algebra isomorphism. 
Remark 4.7. It follows, from Corollary 4.6, that a unital surjective ∗-linear map between
unital C∗-algebras is complete isometry if, it is a 3-isometry.
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