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HIGHER DIMENSIONAL OBSTRUCTIONS FOR STAR
REDUCTIONS
ALEX KRUCKMAN AND ARISTOTELIS PANAGIOTOPOULOS
Abstract. A ∗-reduction between two equivalence relations is a Baire measur-
able reduction which preserves generic notions, i.e., preimages of meager sets are
meager. We show that a ∗-reduction between orbit equivalence relations induces
generically an embedding between the associated Becker graphs. We introduce
a notion of dimension for Polish G-spaces which is generically preserved under
∗-reductions. For every natural number n we define a free action of S∞ whose
dimension is n on every invariant Baire measurable non-meager set. We also show
that the S∞-space which induces the equivalence relation =
+ of countable sets of
reals is ∞-dimensional on every invariant Baire measurable non-meager set. We
conclude that the orbit equivalence relations associated to all these actions are
pairwise incomparable with respect to ∗-reductions.
1. Introduction
Many classification problems in mathematics can be formally presented as pairs
(X,E), where X is a Polish space and E is an analytic equivalence relation on
X . For example, the problem of classifying graph structures on domain ω up to
isomorphism, or the problem of classifying self-adjoint operators on a separable
Hilbert space up to unitary equivalence, are both instances of this formal setup. In
order to compare the relative complexity of two such problems (X,E), (Y, F ), one
often wants to know whether there exists a map f : X → Y such that:
(1) f is a reduction from E to F , i.e., xEx′ ⇐⇒ f(x)Ff(x′), for all x, x′ ∈ X ;
(2) f preserves some structural properties of (X,E) and (Y, F )?
In practice, and since otherwise the question trivializes,1 the reduction f is always
assumed to be Borel, or at least Baire measurable. Besides this minimal definability
requirement, one often wants f to be sensitive to various other structural properties
of (X,E) and (Y, F ). For example, in the context of the topological Vaught conjec-
ture it is useful to consider faithful reductions, i.e., Borel reductions f from E to F
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1By the axiom of choice, there is an “abstract” reduction from E to F if and only if |X/E| ≤
|Y/F |.
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with the additionally property that the F -saturation of the image of any E-invariant
Borel subset of X is a Borel subset of Y [FS89,Hjo00,Gao01,Gao05]. In the con-
text of ergodic theory, when X, Y additionally support probability measures µ, ν,
and E, F are orbit equivalence relations of measure preserving actions of countable
groups, one often works with orbit equivalences. These are Borel reductions from E
to F which are bijective and measure preserving, i.e., they pull back ν-null sets to µ-
null sets [Gab02,Gab00,KM04]. In this paper we introduce and study ∗-reductions.
These are Baire measurable reductions which are category preserving.2
Definition 1. Let X, Y be Polish spaces and let E, F be equivalence relations on X
and Y respectively. A Baire measurable map f : X → Y is category preserving if
for every meager subset M of Y , f−1(M) is a meager subset of X . A ∗-reduction
from E to F is a Baire measurable and category preserving reduction from E to F .
We write E ≤∗ F when such a ∗-reduction exists.
As with Borel reductions, the relation ≤∗ induces a preordering among the var-
ious classification problems. This preordering reflects the relative complexity be-
tween two such problems from the point of view of ∗-reductions. Showing that some
classification problem ∗-reduces to another often just amounts to finding a “canon-
ical way” of coding E into F . However, showing negative results predicates upon
developing a basic obstruction theory for ∗-reductions. When it comes to simple
Borel and Baire measurable reductions there are many well known descriptive set
theoretic and dynamical obstructions [Hjo00,Gao08,LP,FS89]. Similar obstructions
have been developed for orbit equivalences. For example Gaboriau’s theory of cost
[Gab02,Gab00] implies that two free groups of different rank can never produce orbit
equivalent equivalence relations via free and measure preserving actions on a stan-
dard measure space. The main goal of this paper is to develop certain obstructions
for ∗-reductions by advancing further some of the techniques introduced in [LP].
We briefly describe here the main ideas; definitions and details can be found in
Section 2. Given a Polish G-space X , let EGX be the associated orbit equivalence
relation on X . In [LP], the authors introduce a digraph structure B(X/G) on the
quotient X/EGX based on Becker’s notion of right-embeddings.
3 The right-Becker
graph B(X/G) has the elements [x] of X/EGX as vertices, and an arrow [x] → [y]
whenever there is a right-Cauchy sequence (gn) in G so that gny converges to x.
The main structural result in [LP] ([LP, Proposition 2.8]) states that a Baire mea-
surable reduction f from EGX to E
H
Y induces an injective digraph homomorphism
from B(X0/G) to B(Y/H), where X0 is an invariant generic subset of X . Using this
result and the fact that the Becker graph associated to the action of a CLI group
2For more information on category preserving maps between Polish spaces one may consult
[MT13, Appendix A].
3In [Bec98], Becker studies left-embeddings. Here and in [LP], with an eye on the applications,
it is convenient to develop everything in terms of right-embeddings. Analogous results hold for
left-embeddings.
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H is trivial,4 they introduce—in analogy to Hjorth’s turbulence condition—a new
dynamical obstruction for classifying EGX by CLI-group actions. Here we show that
under ∗-reductions the main structural result from [LP] can be strengthened to the
following.
Theorem 2. Suppose that G,H are Polish groups, X is a Polish G-space, Y is a
Polish H-space, and f : X → Y is ∗-reduction from EGX to E
H
Y . Then there is a G-
invariant dense Gδ subset X0 of X and an H-invariant non-meager Baire measurable
subset Y0 of Y so that the induced map [f ] restricted on X0/G is an isomorphism
from the digraph B(X0/G) to the digraph B(Y0/H).
This strengthening allows us to utilize “higher dimensional” properties of the
Becker graphs B(X/G) and B(Y/H) as obstructions for ∗-reducing EGX to E
H
Y . We
say that the dimension of the Becker graph B(X/G) is at least n, if the combinatorial
n-cube embeds in B(X/G). We say that the generic dimension of B(X/G) is at least
n if the combinatorial n-cube embeds in B(X0/G), for every invariant comeager
subset X0 of X . Similarly, we say the locally generic dimension of B(X/G) is at
least n if the combinatorial n-cube embeds in B(X0/G), for every invariant non-
meager subset X0 of X with the Baire property.
•
• • • •
• • • • • •
• • • •
n = 0 n = 1 n = 2 n = 3
Figure 1. The combinatorial n-cube.
From this point of view, the anti-classification criterion in [LP] corresponds to the
fact that CLI groups induce 0-dimensional orbit equivalence relations and hence they
cannot reduce—in a Baire measurable fashion—orbit equivalence relations which
are generically at least 1-dimensional. In Section 3 we define for every n > 0 a
free action of S∞ on a Polish space of countable structures Modω(B̂n) which, as we
show in Theorem 9, locally generically (n− 1)-dimensional but not n-dimensional .
Theorem 2 then implies that the associated classification problems (Modω(B̂n),≃iso),
n > 0, are incomparable under ∗-reductions. The structures in Modω(B̂n) are labeled
versions of certain families of structures that were introduced and studied in [BKL17]
for their interesting behavior with respect to disjoint n-amalgamation.
In the process of proving Theorem 9 we develop a general method which can be
used for computing the generic dimension of other similar problems; see Remark
4A group is CLI if it admits a complete and left-invariant metric.
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17. In particular, our method implies that =+ is the orbit equivalence relation
of an ∞-dimensional S∞-space and therefore incomparable under ∗-reductions to
(Modω(B̂n),≃iso) for all n > 0.
Acknowledgments. We are grateful to Alexander Kechris, Martino Lupini, and Ron-
nie Chen for many helpful discussions and suggestions.
2. ∗-reductions and Becker graphs
In what follows X and Y will be Polish spaces and E and F will be analytic
equivalence relations on X and Y respectively. Often these equivalence relations
will be orbit equivalence relations associated with a Polish group action. Let G be
a Polish group. A Polish G-space is a Polish space X together with a continuous
action G ×X → X on X . The associated orbit equivalence relation EGX on X
is defined by xEGXy ⇐⇒ [x] = [y], where [x] denotes the orbit of x ∈ X under
the action. If A is any subset of X , we will denote by [A] the G-saturation of A:
{x | ∃g ∈ Ggx ∈ A}. Note that if A is an analytic subset of X , then [A] is analytic.
There are some immediate noticeable differences between the usual definable re-
ductions and ∗-reductions. For example, since the preimages of a comeager set under
a category preserving map is comeager, an equivalence relation E cannot ∗-reduce
to an equivalence relation F with a comeager F -class, unless E has also a comeager
E-class. As a consequence, and in contrast to the Borel reduction hierarchy [FS89],
countable graph isomorphism is not ≤∗-universal amongst orbit equivalence rela-
tions of S∞ actions. On the other hand, if E and F are orbit equivalence relations
both having a comeager equivalence class, then any Baire measurable reduction from
E to F can be modified to a ∗-reduction. This follows simply from the fact that all
orbits of a Polish G-space are Borel. The problem becomes more interesting when
both E and F have only meager equivalence classes, i.e., when generic properties do
not concentrate on a single equivalence class.
In general ∗-reductions reveal to be much more sensitive to the dynamical aspects
of the classification problems under comparison compared to the usual definable
reductions. For example, we have the following proposition. Recall that an equiva-
lence relation E on X is generically ergodic if every Baire measurable E-invariant
subset of X is either meager or comeager.
Proposition 3. Let E and F be analytic equivalence relations on Polish spaces X
and Y respectively. If E ≤∗ F and F is generically ergodic then E is generically
ergodic.
Proof. Let f be the ∗-reduction from E to F and let A be a Baire measurable E-
invariant subset of X . Let B be any Gδ subset of A so that A \ B is meager. By
restricting B further if necessary we can assume that f↾B is continuous. Let C
be the F -saturation of the image of B under f . Then C is an invariant analytic
subset of Y and hence it is either meager or comeager. It follows that A is meager
or comeager as well. 
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We restrict now our attention entirely to orbit equivalence relations. Recall that
a sequence (gn) in G is Cauchy with respect to some left invariant metric on G if
and only if it is Cauchy with respect to any left invariant metric on G; see [Bec98].
In this case we say that (gn) is left-Cauchy. Similarly we define when (gn) is right-
Cauchy. Let X be a Polish G-space and let x, x′ ∈ X . Following Becker [Bec98],
we say that x left-embeds in x′ if there is a left-Cauchy sequence (gn) so that
(gnx) converges to x
′. Similarly we say that x right-embeds in x′ if there is a
right-Cauchy sequence (gn) so that (gnx
′) converges to x.
We recall now some definitions and a result from [LP]. In view of our applications
in Section 3 we are going to develop here everything in terms of right embeddings.
All results hold equally for left embeddings. The right Becker digraph B(X/G)
associated to Polish G-space is a graph on domain X/G = {[x] | x ∈ X}, whose
arrows are precisely all pairs ([x], [x′]) such that x right-embeds in x′. The main anti-
classification result developed in [LP] was a consequence of the following proposition.
Recall that an (E, F )-homomorphism is any map f : X → Y with
xEx′ =⇒ f(x)Ff(x′).
An (E, F )-homomorphism f induces a map [f ] : X/E → Y/F between the quotients,
sending [x] to [f(x)]. This map is injective if and only if f is a reduction.
Proposition 4 ([LP], Proposition 2.8). Let G,H be Polish groups, let X be a Polish
G-space, and let let Y be a Polish H-space. If f : X → Y is Baire measurable
(EGX , E
H
Y )-homomorphism, then there is a G-invariant dense Gδ subset X0 of X so
that the induced map [f ] : X0/G→ Y/H is a graph homomorphism from the digraph
B(X0/G) to the digraph B(Y/H).
The above proposition was used in [LP] in order to show that certain equiva-
lence relations do not reduce in a Baire measurable fashion to any orbit equivalence
relation of a CLI group action. In particular, if H is CLI then B(Y/H) contains
only loops [LP, Lemma 2.7]. Hence if B(X/G) contains non-trivial edges in ev-
ery invariant Gδ subset X0 of X then, by Proposition 4, every Baire measurable
(EGX , E
H
Y )-homomorphism would fail to be a reduction.
In the context of ∗-reductions, we can strengthen the conclusion of Proposition
4 so that [f ]↾(X0/G) is an embedding of digraphs rather than an injective digraph
homomorphism. This is the essence of Theorem 2. For the proof we will need the
following minor strengthening of [LP, Lemma 2.5]5.
Lemma 5. Suppose that G,H are Polish groups, X is a Polish G-space, and Y is
a Polish H-space. Let C ⊆ X be a Gδ subset of X such that for any x ∈ C the
set {g ∈ G | gx ∈ C} is comeager in G. Let f : C → Y be a Baire measurable
homomorphism from the equivalence relation EGX↾C to E
H
Y . Then there is a dense
in C, Gδ subset C˜ of C so that:
5This is essentially [Hjo00, Lemma 3.17] modified as in the beginning of the proof of [Hjo00,
Theorem 3.18].
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(a) f↾C˜ is continuous;
(b) for any x ∈ C˜ the set {g ∈ G | gx ∈ C˜} is comeager in G;
(c) for any x0 ∈ C˜ and for any open neighborhood W of the identity in H there
exists an open neighborhood U of x0 and an open neighborhood V of the identity
of G such that for any x ∈ U ∩ C˜ and for a comeager set of g ∈ V , we have that
f(gx) ∈ Wf(x) and gx ∈ C˜.
Proof. Let V ⊆1 G stand for “V is an open neighborhood of identity in G” and let
∀∗x ∈ A stand for “for a comeager collection of elements in A.”
The proof is exactly the same as in [LP, Lemma 2.5] so we will omit the details.
First one needs to show that for any fixed W ⊆1 H we have that
∀x0 ∈ C ∀
∗g0 ∈ G ∃V ⊆1 G ∀
∗g1 ∈ V f(g1g0x0) ∈ Wf(g0x0).
Then by an application of Kuratowski-Ulam theorem, and since by assumption we
have that ∀x ∈ C ∀∗g ∈ G gx ∈ C, we get a dense Gδ subset C0 of C so that
∀x ∈ C0 ∃V ⊆1 G ∀
∗g ∈ V f(gx) ∈ Wf(x).
Then we use C0 exactly as in the proof of [LP, Lemma 2.5] to define C1 and we
finish by setting C˜ := {x ∈ C1 | ∀
∗g ∈ G gx ∈ C1}. 
We now proceed to the proof of Theorem 2.
Proof of Theorem 2. Let f : X → Y be as in the statement of the theorem. As in
[LP, Lemma 2.8], if C˜ is the set provided by Lemma 5 with C = X , then setting
X ′0 = {x ∈ X | ∀
∗g ∈ G gx ∈ C˜} we get the invariant dense Gδ set appearing in the
statement of Proposition 4, i.e. we get that [f ] : X ′0/G → Y/H is homomorphism
from B(X ′0/G) to B(Y/H). For the convenience of the reader we include a brief
sketch: assume that x, x′ are in X ′0 and x right-embeds in x
′. Since this is a G-
invariant property we can assume that x, x′ are in C˜. Let (gn) be a right-Cauchy
sequence with gnx
′ → x. As in [LP, Lemma 2.3] we can use properties (b) and
(c) of Lemma 5 to slightly modify (gn) so that gnx is in C˜ and so that there is a
right-Cauchy sequence (hn) in H with f(gnx) = hnf(x), for all n > 0. By property
(a) of Lemma 5 we get that hnf(x)→ f(x
′).
Since f is by assumption a reduction we also have that [f ] is injective. In what
follows, we will intersect X ′0 with another invariant dense Gδ set X
′′
0 with the prop-
erty that for every x, x′ ∈ X ′′0 , if f(x) right-embeds in f(x
′), then x right-embeds in
x′. The desired sets will then be: X0 = X
′
0 ∩X
′′
0 , and Y0 = [f(X0)].
Claim. There exists D ⊆ Y and h : D → X so that:
(1) D is a Gδ subset of Y with f
−1(D) dense Gδ in X;
(2) for every y ∈ D we have that {g ∈ H | gy ∈ D} is a comeager subset of H;
(3) h is a Baire measurable reduction from EHY ↾D to E
G
X , with [f ] ◦ [h] = id and
[h] ◦ [f↾f−1(D)] = id.
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Proof of Claim. Since f is Baire measurable, we can find a dense Gδ subset C0 of X
so that f↾C0 is continuous on C0. Let A = [f(C0)] ⊆ Y be the H-saturation of the
image of C0 under f . Since F = {(y, x) ∈ A× C0 | yE
H
Y f(x)} is an analytic set, by
the Jankov–von Neumann selection theorem [Kec11, Theorem 18.1] there is Baire
measurable6 map h′ : A → C0 uniformizing F . Let D0 be a Gδ subset of A so that
B := A \ D0 is meager. We claim that the set D = {y ∈ D0 | ∀
∗g ∈ H gy ∈ D0}
and the map h = h′↾D are as required. To see this notice that property (3) follows
immediately from the fact that h′ uniformizes F , and property (2) follows from
[Gao08, Proposition 3.2.5(v)]. For property (1), D is Gδ since it is the Vaught
transform of a Gδ set intersected with a Gδ set; see [Gao08, Proposition 3.2.7].
Finally, notice that since A is H-invariant we have that
f−1(D) = f−1
({
y ∈ (Y \B) | ∀∗g ∈ H gy ∈ (Y \B)
})
,
and the set
{
y ∈ (Y \B) | ∀∗g ∈ H gy ∈ (Y \B)
}
is comeager in Y by Kuratowski-
Ulam. Since f preserves category and it is continuous on the dense Gδ subset C0 of
X , f−1(D) is a dense Gδ subset of X as well. 
By Lemma 5 applied to h : D → X we can now find a dense Gδ subset D˜ of D
satisfying the conclusions of Lemma 5. By the proof of [LP, Proposition 2.8], as
described in the first paragraph of this proof, for every y, y′ ∈ D˜, if y right-embeds
in y′ then h(y) right-embeds in h(y′).
Setting now X ′′0 to be the Vaught transform {x ∈ X | ∀
∗g ∈ G gx ∈ f−1(D˜)}
of f−1(D˜) we get the desired sets: X0 = X
′
0 ∩ X
′′
0 and Y0 = [f(X0)]. To see this,
let x, x′ ∈ X ′′0 so that f(x) right-embeds in f(x
′). By replacing x, x′ with a generic
translate we can assume without the loss of generality that x, x′ ∈ f−1(D˜). Since
f(x), f(x′) ∈ D˜ we get that h(f(x)) right-embeds in h(f(x′)). Property (3) of the
above claim implies that x right-embeds in x′. Finally, since [f(X0)] = [f(X0 ∩ C˜)]
and f↾C˜ is continuous, we have that Y0 is analytic and hence Baire measurable.
Moreover, since f−1(Y0) = X0, f is category preserving, and X0 is comeager in X ,
Y0 cannot be meager in Y . 
3. Higher dimensional obstructions
For every n ≥ 0, the combinatorial n-cube is the poset category ∆n−1, whose
set of objects is the powerset P({0, . . . , n − 1}) of [n] = {0, . . . , n − 1} and whose
arrows are precisely the inclusions σ ⊆ τ between subsets σ, τ of {0, . . . , n− 1}. For
n = 0, the combinatorial n-cube is the one-object poset ∆−1 = P(∅) = {∅}.
Forgetting for a moment the composition law between the arrows we can view
∆n−1 as a digraph. Let X be a Polish G-space and let C be a non-empty G-
invariant subset of X . The dimension of C is the largest natural number n ≥ 0
so that the combinatorial n-cube embeds in B(C/G), if such n exists; and it is ∞
6σ(Σ11)-measurable, in particular.
8 ALEX KRUCKMAN AND ARISTOTELIS PANAGIOTOPOULOS
{0, 1, 2}
{0, 1} {0, 2} {1, 2}
{0} {1} {2}
∅
Figure 2. Hasse diagram of the combinatorial 3-cube.
otherwise. Notice that for every C as above the dimension of C is at least 0. We say
that X is generically n-dimensional if n is the largest element in {0, 1, . . .}∪{∞}
so that the dimension of every invariant comeager subset X is at least n. Similarly
we say that X is locally generically n-dimensional if n is the largest element
in {0, 1, . . .} ∪ {∞} so that the dimension of every invariant non-meager subset
of X with the Baire property is at least n. If dim(X) denotes the dimension of
X , dim∗∀(X) denotes the generic dimension of X , and dim
∗
∃(X) denotes the locally
generic dimension of X , then we always have that dim(X) ≥ dim∗∀(X) ≥ dim
∗
∃(X).
While the inequalities are strict in general, the last two quantities are equal whenever
X is generically ergodic.
The obstruction, developed in [LP], for classifying orbit equivalence relations by
CLI group actions relied on the fact that the image of a combinatorial 1-cube under
an injective digraph homomorphism can never be a self-loop. Working with digraph
embeddings—rather than just injective homorphisms—allows us to utilize combi-
natorial n-cubes as obstructions for classification under ∗-reductions, even when
n > 1.
Theorem 6. Let X be a Polish G-space and let Y be a Polish H space where G and
H are Polish groups. Let also n ∈ {0, 1, 2, . . .} ∪ {∞}.
(1) If X is generically n-dimensional and the dimension of Y is less than n, then
EGX does not ∗-reduce to E
H
Y .
(2) If the dimension of X is less than n and Y is locally generically n-dimensional,
then EGX does not ∗-reduce to E
H
Y .
Proof. The proof is a direct consequence of Theorem 2. 
In the rest of this section we develop examples of Polish G-spaces X which are
n-dimensional and locally generically n-dimensional. We then use Theorem 6 to
deduce that these spaces are pairwise incomparable under ∗-reductions.
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Let L be a countable language. We consider the space XL of L-structures with
domain ω. For any formula ϕ(x) and any tuple a from ω, define
[ϕ(a)] = {A ∈ XL | A |= ϕ(a)}.
Then a subbasis for the topology on XL is given by the sets of the form [R(a)] and
[¬R(a)] for every n-ary relation symbol R in L and every n-tuple a from ω, and
[f(a) = b] for every n-ary function symbol f in L, every n-tuple a from ω, and
every element b ∈ ω. That is, XL is a Polish space homeomorphic to a product of
Cantor spaces 2(ω
n) for each n-ary relation symbol in L and Baire spaces ω(ω
n) for
each n-ary function symbol in L.
Consider now the Polish group S∞, of all bijections from ω to ω, endowed with
the pointwise convergence topology. There is a natural continuous action of S∞ on
XL; namely, if g ∈ S∞ and A ∈ XL, then gA is the unique B ∈ XL so that for every
tuple a = (a0, . . . , an−1) in ω and every quantifier free formula ϕ we have that
B |= ϕ(a0, . . . , an−1) ⇐⇒ A |= ϕ(g
−1(a0), . . . , g
−1(an−1))
In other words, gA = B if and only if g is an isomorphism A → B. The orbit
equivalence relation on XL induced by the logic action is denoted ≃iso.
Recall that a sequence (gn) in any Polish group is left-Cauchy if it is Cauchy with
respect to some left-invariant metric, and moreover, that this is equivalent with
(gn) being Cauchy with respect to every left-invariant metric; see [Bec98]. In S∞
a compatible left-invariant metric is given by dl(g, h) = 1/2
m, where m is the least
natural number with g(m) 6= h(m). Elements γ of the left completion of S∞ can
be identified with injections γ : ω → ω which are not necessarily surjective; see e.g.
[Gao98]. Since for every left-invariant metric dl, in any Polish group, the metric
dr(g, h) := dl(g
−1, h−1) is right-invariant, we have that a sequence (gn) in S∞ is
right-Cauchy if and only if (g−1n ) is left-Cauchy. Similarly to the logic action, where
gA = B if and only if g is an isomorphism from A to B, the following proposition
states that right-embeddings from A to B correspond to model-theoretic embeddings
from A to B. For left-embeddings the situation is a bit more complicated; see
[Bec98].
Proposition 7. Let A,B ∈ XL and let (gn) be a right-Cauchy sequence in S∞. Let
also γ : ω → ω be the injective map that is the limit of (g−1n ). The following are
equivalent:
(1) (gnB) converges to A;
(2) γ is an embedding from A to B.
Proof. Let ϕ be a quantifier free formula and let a be a tuple in ω. By definition of
the logic action, ϕ(a) holds in gnB for large n if and only if ϕ(g
−1
n a) holds in B for
large n. Since (g−1n ) is converging to γ, the later is equivalent to B |= ϕ(γa). The
rest follows from the fact that gnB converges to A if and only if for all a and ϕ as
above and for all large enough n we have that A |= ϕ(a) ⇐⇒ gnB |= ϕ(a). 
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When K is a class of L-structures, we write Modω(K) for the subspace of XL
consisting of structures in K. Abusing notation, we also define
[ϕ(a)] = {A ∈ Modω(K) | A |= ϕ(a)}.
When Modω(K) is an invariant subspace ofXL, the logic action descends to Modω(K).
We are particularly interested in the case when Modω(K) is a Gδ, and hence Polish,
subspace of XL. Note that Modω(K) is an invariant Borel subspace of XL whenever
K is axiomatizable by a countable Lω1,ω-theory, and it is often possible to check that
Modω(K) is Gδ by looking at the form of this axiomatization.
Given a countable language L, we denote by L̂ the language L ∪ {Pi | i ∈ ω},
where the Pi are unary relation symbols which do not appear in L. Given a class K
of L-structures, we denote by K̂ the class of L̂-structures whose reduct to L is in K
and such that no two elements satisfy exactly the same set of predicates Pi, i.e. the
satisfy the following axiom:
(A1) ∀x∀y
(
(x 6= y)→
∨
i∈ω
(Pi(x) 6↔ Pi(y))
)
.
We call the structures in K̂ labeled K-structures.
Example 8. If L∅ is the empty language and S is the class of all sets then every
structure in Modω(Ŝ) is essentially a sequence of distinct reals (elements of 2
ω). Up
to isomorphism, such a structure is essentially a countable set of reals. The orbit
equivalence relation ≃iso on Modω(Ŝ) is often denoted =
+.
For any class of L-structures K, Modω(K̂) and Modω(K)×Modω(Ŝ) are isomorphic
as Polish S∞-spaces. Note that Modω(Ŝ) is an invariant Gδ subspace of XL̂∅. Hence,
when Modω(K) is an invariant Gδ subspace of XL, then Modω(K̂) is also an invariant
Gδ subspace of XL̂ = XL × XL̂∅.
Besides the fact that they give rise to natural equivalence relations which gen-
eralize =+ it is convenient to consider labeled K-structures for two more reasons.
First, the logic action on Modω(K̂) automatically has meager orbits. This is cru-
cial if one wants to apply Theorem 6 on Modω(K̂) in any meaningful way since
the existence of a comeager orbit in any G-space X implies that X is generically
0-dimensional. Second, if A and B are labeled K-structures, then there is at most
one embedding A → B. As a consequence, every diagram of labeled K-structures
and embeddings is automatically commutative. This labeling trick will allows us
to work at the level of the embeddability relation (i.e., the information contained
within the Becker digraph) without having to keep track of the composition relation
between embeddings. We leave it to future work to develop a functorial version of
the results in this paper, perhaps within the framework of Polish groupoids [Lup17].
The main examples of logic actions that we will consider below consist of labeled
BKLn-structures. Fix n ≥ 1 and let Ln be the language which contains a collection
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{si | i ∈ ω} of n-ary function symbols, and a collection {Rj | j ∈ ω} of n-ary relation
symbols. A BKLn-structure is any Ln-structure A which satisfies the following
list of axioms:
(B1) The n-ary relations (Rj)j∈ω partition A
n.
(B2) For any n-tuple a = (a0, . . . , an−1) satisfying Rj , we have si(a) = a0 for all
functions si with i > j.
(B3) There is no substructure-independent set of size (n + 1): If |B| = n + 1, then
there is some b ∈ B such that b is in the substructure generated by B \ {b}.
(B4) A is locally finite: For any finite tuple a in A, the substructure generated by
a is finite.
We will denote by Bn and by B
fin
n the classes of all BKLn-structures and all finite
BKLn-structures, respectively. Note that the empty structure is a BKLn-structure.
The BKLn structures were introduced by Baldwin, Koerwein, and Laskowski
in [BKL17], based on a similar construction by Laskowski and Shelah in [LS93].
In [BKL17], the classes Bn and B
fin
n were called Kˆ
n−1 and Kn−10 , respectively.
Our goal for the rest of this section is to prove the following theorem.
Theorem 9. For every n ≥ 1 the S∞-space Modω(B̂n) is (n − 1)-dimensional and
locally generically (n− 1)-dimensional.
We will conclude with the proof of Theorem 9 at the end of the section after we
collect the necessary lemmas. First we record the following corollary which is an
immediate consequence of Theorem 6 and Theorem 9.
Corollary 10. There is no ∗-reduction from (Modω(B̂m),≃iso) to (Modω(B̂n),≃iso),
when m 6= n.
Recall from the beginning of this section the poset category ∆n−1 = (P({0, . . . , n−
1}),⊆) where [n] = {0, 1, . . . , n − 1} is the terminal object. Consider also the full
subcategory ∂∆n−1 of ∆n−1 whose set of objects is ∆n−1 \ {[n]}. We view each
class of structures K as a category whose arrows are embeddings. An n-cube in
K is a functor A from ∆n−1 to K, i.e., a pair A =
(
(Aσ)σ, (f
σ
τ )σ⊆τ
)
, where (Aσ)σ
is a collection of structures from K, indexed by elements σ of ∆n−1; together with
embeddings fστ : Aσ → Aτ , so that each f
σ
σ is the identity map, and for every
σ ⊆ τ ⊆ ρ we have that f τρ ◦ f
σ
τ = f
σ
ρ . Similarly, a partial n-cube in K is a functor
from ∂∆n−1 to K.
An n-cube in K is disjoint if fσσ∪τ (Aσ) ∩ f
τ
σ∪τ (Aτ ) = f
σ∩τ
σ∪τ (Aσ∩τ ) for all σ and τ .
Similarly, a partial n-cube is disjoint if the same condition holds whenever σ∪τ ( [n].
The class K has disjoint n-amalgamation if every disjoint partial n-cube can be
extended to a disjoint n-cube. LetA =
(
(Aσ), (f
σ
τ )
)
and B =
(
(Aσ), (f
σ
τ )
)
be disjoint
n-cubes. A disjoint embedding A → B is a family of embeddings hσ : Aσ → Bσ
such that for all σ ⊆ τ , hτ ◦ f
σ
τ = g
σ
τ ◦ hσ, and for all σ and τ ,
(hσ∪τ ◦ f
σ
σ∪τ )(Aσ) ∩ g
τ
σ∪τ (Bσ) = (hσ∪τ ◦ f
σ∩τ
σ∪τ )(Aσ∩τ ).
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An n-cube is reducible if there are σ, τ ∈ ∆n−1 with σ 6⊆ τ and some embedding
f : Aσ → Aτ so that f
τ
ρ ◦ f = f
σ
ρ and f ◦ f
ρ′
σ = f
ρ′
τ , for all ρ
′ ⊆ σ and τ ⊆ ρ.
Equivalently, an n-cube is reducible if and only if there are σ, τ ∈ ∆n−1 with σ 6⊆ τ
such that the image of Aσ in A[n] is contained in the image of Aτ in A[n].
Lemma 11. (1) The class Bfinn has disjoint k-amalgamation for all 1 ≤ k ≤ n.
(2) If A is an n-cube in Bn such that A∅ is infinite, then A is reducible.
Proof. [BKL17, Theorem 3.1.1] essentially proves (1) but we repeat the short proof
for completeness. Suppose ((Aσ)σ, (f
σ
τ )σ⊆τ ) is a disjoint partial k-cube in B
fin
n . Let
A[k] be the colimit of this diagram in the category of sets. Explicitly, A[k] is the
disjoint union of the Aσ for σ ∈ ∂∆
k−1, with fστ (a) and f
σ
τ ′(a) identified for all
σ ⊆ τ, τ ′ and a ∈ Aσ. For all σ ∈ ∂∆
k−1, we define fσ[k] to be the canonical inclusion
Aσ → A[k]. Then the disjointness conditions are satisfied.
It remains to make A[k] into a structure in B
fin
n by defining the functions si and
relations Rj on all n-tuples. So let a = (a0, . . . , an−1) be an n-tuple in A[k]. If a is
in the image of any Aσ for σ ∈ ∂∆
k−1, there is a unique way to define the si and
Rj so that f
σ
[k] is an embedding. So we may assume that a is not contained in the
image of any Aσ. Enumerate A[k] as c0, . . . , cN , set RN (a), and define si(a) = ci
for all i ≤ N and si(a) = a0 for all i > N . Axioms (B1) and (B2) are satisfied by
construction, and (B4) is trivially satisfied, since A[k] is finite. For (B3), suppose
for contradiction that B ⊆ A[k] is substructure-independent, with |B| = n + 1. Let
B = {b0, . . . , bn}, and for all 0 ≤ i ≤ n, let b
i = (b0, . . . , bi−1, bi+1, . . . , bn). If each b
i
is contained in the image of some A[k]\{j}, then since k ≤ n, there are i 6= i
′ and j
such that bi and bi
′
are both contained in the image of A[k]\{j}, and hence all of B is
contained in the image of A[k]\{j}. This contradicts the fact that A[k]\{j} ∈ B
fin
n . So
there is some i such that bi is an n-tuple not contained the image of any Aσ. Then
bi = cj for some 0 ≤ j ≤ N , and sj(b
i) = bi, so B is not substructure-independent.
For (2), assume towards contradiction that there is an irreducible n-cube A in
Bn such that each structure Aσ in A is infinite. Since A is not reducible, for each
0 ≤ i < n, the image of A{i} in A[n] is not contained in the image of A[n]\{i} in A[n].
Pick xi in f
{i}
[n] (A{i}) \ f
[n]\{i}
[n] (A[n]\{i}) for all i. Now by axiom (B4), 〈x0, . . . , xn−1〉
is finite, so we can pick some xn ∈ f
∅
[n](A∅) \ 〈x0, . . . , xn−1〉.
Then the set {x0, . . . , xn} is substructure-independent. We have already seen
that xn /∈ 〈x0, . . . , xn−1〉. And for all 0 ≤ i < n, 〈x0, . . . , xi−1, xi+1, . . . , xn〉 ⊆
f
[n]\{i}
[n] (A[n]\{i}), so xi /∈ 〈x0, . . . , xi−1, xi+1, . . . , xn〉. This contradicts (B3). 
The statement of Lemma 11(2) also holds for B̂n, by taking reducts to Ln. As
a consequence, there are no irreducible n-cubes in B̂n all of whose structures lie in
Modω(B̂n). Most of our remaining work is to prove that, in contrast, Modω(B̂n)
has many irreducible k-cubes whenever k < n. We begin by observing that Bfinn
is a Fra¨ısse´ class when n ≥ 2 (this was also used in [BKL17]). Then we will find
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an irreducible k cube in Bn for 1 ≤ k < n such that every structure in the cube
is isomorphic to the Fra¨ısse´ limit of Bfinn . Finally, we will use the existence of this
k-cube and a Baire category argument to find k-cubes in any comeager subset of
Modω(B̂n).
Lemma 12. (1) Let A be a finite BKLn-structure with domain {a0, . . . , ak}.
Then there is a finite conjunction of atomic and negated atomic Ln-sentences
with parameters from A, denoted θA(a0, . . . , ak), such that for any BKLn-
structure B, B |= θA(b0, . . . , bk) if and only if the map ai 7→ bi is an embed-
ding A→ B.
(2) When n ≥ 2, Bfinn is a Fra¨ısse´ class.
Proof. For any n-tuple c from A, let jc be the unique natural number such that A |=
Rjc(c), and let d
i
c = si(c) for all i ∈ ω. Then let θA(a0, . . . , ak) be the conjunction
of the following formulas:
• ai 6= aj , for all 1 ≤ i < j ≤ k.
• Rjc(c), for each n-tuple c from A.
• si(c) = d
i
c, for each n-tuple c from A and each i ≤ jc.
This finite piece of the diagram of A is sufficient to determine the rest of its
diagram. Indeed, by axioms (B1) and (B2), Rjc(c) implies ¬Rj(c) for all j 6= jc and
si(c) = c0 for all i > jc. This establishes (1).
For (2), it is clear from the definition that Bfinn has the hereditary property, and
the amalgamation property is Lemma 11(1) in the case k = 2. The amalgamation
property implies the joint embedding property, since Bfinn includes the empty struc-
ture. Finally, the fact that Bfinn is countable up to isomorphism follows from part
(1), since there are only countably many Ln formulas. 
We denote by B∗n the class of all structures in Bn which are isomorphic to the
Fra¨ısse´ limit of Bfinn . These are exactly the countably infinite BKLn-structures which
satisfy the following extension axiom for every pair of finite BKLn-structures
A ⊆ B with domains {a0, . . . , ak} and {a0, . . . , ak, ak+1, . . . , aℓ}, respectively:
∀x0, . . . , xk (θA(x0, . . . , xk)→ ∃xk+1, . . . , xℓ θB(x0, . . . , xℓ)).
Lemma 13. Suppose 1 ≤ k < n. Let A =
(
(Aσ), (f
σ
τ )
)
be a disjoint k-cube in Bfinn .
For every ρ ∈ ∆k−1 and every embedding h : Aρ → B in B
fin
n , there is a disjoint
k-cube B =
(
(Bσ), (g
σ
τ )
)
in Bfinn and a disjoint embedding (hσ) : A → B such that
Bρ = B and hρ = h, and further, for all τ such that ρ 6⊆ τ , we have Bτ = Aτ ,
hτ : Aτ → Bτ is the identity map, and g
σ
τ = f
σ
τ for all σ ⊆ τ .
Proof. We define B and (hσ) in stages, ensuring that the parts of B and (hσ) that
we have defined so far are functorial and satisfy the relevant disjointness conditions.
Namely, for each τ , we must check:
(a) For all σ ⊆ σ′ ⊆ τ , gττ is the identity, and g
σ′
τ ◦ g
σ
σ′ = g
σ
τ .
(b) For all σ ⊆ τ , hτ ◦ f
σ
τ = g
σ
τ ◦ hσ.
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(c) For all σ ∪ σ′ = τ , gστ (Bσ) ∩ g
σ′
τ (Bσ′) = g
σ∩σ′
τ (Bσ∩σ′).
(d) For all σ ∪ σ′ = τ , (hτ ◦ f
σ
τ )(Aσ) ∩ g
σ′
τ (Bσ′) = (hτ ◦ f
σ∩σ′
τ )(Aσ∩σ′).
For τ such that ρ 6⊆ τ , set Bτ = Aτ , let hτ : Aτ → Bτ be the identity map, and
let gστ = f
σ
τ for σ ⊆ τ , as required in the statement of the lemma. Conditions (a),
(b), (c), and (d) are satisfied for all such τ ; (a) by functoriality of A, (b) trivially,
and (c) and (d) because A is disjoint. For τ with ρ ⊆ τ , we proceed by induction
on the size m = |τ \ ρ|.
For m = 0, i.e., for τ = ρ, let hτ : Aτ → Bτ be h : Aρ → B. Let g
τ
τ be the identity
and gστ = h ◦ f
σ
τ for σ ( τ . Condition (a) is trivially satisfied when σ
′ = τ , and
letting σ ⊆ σ′ ( τ , we have ρ 6⊆ σ′, so gσ
′
τ ◦ g
σ
σ′ = h ◦ f
σ′
τ ◦ f
σ
σ′ = h ◦ f
σ
τ = g
σ
τ .
Condition (b) is trivially satisfied when σ = τ , so it suffices to consider σ ( τ . Then
ρ 6⊆ σ, and we have gστ ◦ hσ = hτ ◦ f
σ
τ , since hσ is the identity map.
Condition (c) is trivial when σ = τ or σ′ = τ , so we may assume ρ 6⊆ σ and
ρ 6⊆ σ′. Then
gστ (Bσ) ∩ g
σ′
τ (Bσ′) = h(f
σ
τ (Aσ) ∩ f
σ′
τ (Aσ′)) = h(f
σ∩σ′
τ (Aσ∩σ′)) = g
σ∩σ′
τ (Bσ∩σ′).
Similarly, condition (d) is trivial when σ′ = τ , so we may assume ρ 6⊆ σ′. Then
(hτ ◦ f
σ
τ )(Aσ) ∩ g
σ′
τ (Bσ′) = h(f
σ
τ (Aσ) ∩ f
σ′
τ (Aσ′)) = (hτ ◦ f
σ∩σ′
τ )(Aσ∩σ′).
Assume now that we have defined Bτ , g
σ
τ , and hτ for all τ with |τ \ρ| < m and all
σ ⊆ τ , such that conditions (a), (b), (c), and (d) are satisfied. We consider τ with
|τ \ ρ| = m. Let {a0, . . . , am−1} be an enumeration of the set τ \ ρ.
First we define a disjoint partial (m+1)-cube, i.e. a functor F : ∂∆m → Bfinn . Let
F (σ) =
{
Bρ∪{ai|i∈σ,i 6=m} m ∈ σ
Aρ∪{ai|i∈σ} m /∈ σ.
The image of the relation σ ⊆ σ′ under F is defined as the unique choice amongst
f
F (σ)
F (σ′), g
F (σ)
F (σ′), or hF (σ′) ◦ f
F (σ)
F (σ′) which makes sense. Functoriality of F follows from
conditions (a) and (b) and functorality of A, and disjointness of the (m + 1)-cube
follows from conditions (c) and (d) and disjointness of A.
Since m+ 1 ≤ k + 1 ≤ n, Bfinn has disjoint (m+ 1)-amalgamation by Lemma 11,
so we can extend F to a disjoint (m+1)-cube G : ∆m → Bfinn . Set Bτ = G([m+1]),
and let hτ be the image of the relation [m] ⊆ [m+1] under G. For any subset σ of τ ,
we define gστ to be the appropriate embedding in the image of G, if ρ ⊆ σ, or hτ ◦ f
σ
τ
if not. Now conditions (a) and (b) follow from functoriality of G and induction, and
conditions (c) and (d) follow from disjointness of G and induction. 
Lemma 14. For all 1 ≤ k < n, there is an irreducible k-cube in B∗n.
Proof. We build a sequence of disjoint k-cubes in Bfinn , A
i =
(
(Aiσ), (f
σ,i
τ )
)
for i ∈ ω,
together with disjoint embeddings (hiσ) : A
i → Ai+1 for all i. Then for each σ, we
will let Cσ be the directed colimit of the A
i
σ, and for each σ ⊆ τ , let g
σ
τ be the
natural map Cσ → Cτ induced by the maps f
σ,i
τ for all i. This defines a k-cube
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C =
(
(Cσ), (g
σ
τ )
)
. The idea is to carry out the Fra¨ısse´ construction simultaneously
for each σ, so that each Cσ in B
∗
n.
We begin with the empty k-cube A0, where A0σ is the empty structure for all σ.
Suppose we have defined Ai, and we are given some ρ, some substructure B ⊆ Aiρ,
and some embedding e : B → B′ in Bfinn . By disjoint 2-amalgamation, there is a
structure Ai+1ρ ∈ B
fin
n and embeddings h
i
ρ : A
i
ρ → A
i+1
ρ and e
′ : B → Ai+1ρ such that
hiρ↾B = e
′ ◦ e and hiρ(Aρ) ∩ e
′(B) = h(B). By Lemma 13, we can extend Ai+1σ to
a disjoint k-cube Ai+1 and extend hiρ to a disjoint embedding (h
i
σ) : A
i → Ai+1.
Taking care in the course of the construction to handle every embedding from a
substructure of some Aiρ in this way, we may ensure that each Cσ is in B
∗
n.
It remains to show that the k-cube C is irreducible. Suppose σ 6⊆ τ . We will
show that gσ[k](Cσ) 6⊆ g
τ
[k](Cτ ). Pick some i such that the extension h
i
σ : A
i
σ → A
i+1
σ is
determined by some proper extension of a substructure of Aiσ. Since A
i+1
σ is defined
by disjoint 2-amalgamation, there is some xi+1 ∈ A
i+1
σ \ h
i
σ(A
i
σ), and further, by
Lemma 13, we know that hiτ : A
i
τ → A
i+1
τ is the identity map, since σ 6⊆ τ .
Let yi+1 = f
i+1,σ
[k] (x) ∈ A
i+1
[k] . Then yi+1 /∈ f
i+1,τ
[k] (A
i+1
τ ). Indeed, if it were, then
there would be some z ∈ Aiτ such that f
i+1,τ
[k] (h
i
τ (z)) = yi+1, since h
i
τ is the identity
map. But then since (hσ) is a disjoint embedding, xi+1 and z would both be in the
image of some element in Aiσ∩τ , and in particular xi+1 would be in the image of some
element of Aiσ, contradicting the choice of xi+1.
Now for j > i + 1, define xj+1 = h
j
σ(xj) ∈ A
j+1
σ and yj+1 = h
j
[k](yj) ∈ A
j+1
[k] by
induction. Let x and y be the common images of the xj and yj in Cσ and C[k]. Then
y = gσ[k](x). We will show by induction on j ≥ i+ 1 that yj /∈ f
j,τ
[k] (A
j
τ ), from which
it follows that y ∈ gσ[k](Cσ) \ g
τ
[k](Cτ ).
We have already established the base case, when j = i + 1. For the inductive
step, if yj+1 = h
j
[k](yj) ∈ f
j+1,τ
[k] (A
j+1
τ ), then since (hσ) is a disjoint embedding, then
yj ∈ f
j,τ
[k] (A
j
τ ), contradicting the inductive hypothesis. 
It will be convenient to encode an entire k-cube in a single structure. Fix 1 ≤
k < n, and consider the language
Lkn = Ln ∪ {Dσ | σ ∈ ∆
k−1},
where the Dσ are unary relation symbols. Let D
k
n be the class of all L
k
n-structures
M such that:
(1) DM[k] = M .
(2) Each DMσ is an Ln-substructure of M↾Ln.
(3) DMσ ⊆ D
M
τ when σ ⊆ τ .
(4) (DMσ )σ together with the inclusion maps is an irreducible k-cube in B
∗
n.
Lemma 15. (1) Modω(Bn) is an invariant Gδ subspace of XLn.
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(2) A basis for the topology on Modω(Bn) is given by the collection of sets
[θA(a0, . . . , ak)], where A is a finite BKLn-structure with domain {a0, . . . , ak} ⊆
ω.
(3) Modω(B
∗
n) is an invariant dense Gδ subspace of Modω(Bn).
(4) Modω(B̂∗n) is an invariant dense Gδ subspace of Modω(B̂n).
(5) For 1 ≤ k < n, Modω(D
k
n) is an invariant nonempty Gδ subspace of XLkn.
(6) For 1 ≤ k < n, Modω(D̂kn) is an invariant nonempty Gδ subspace of X̂Lkn
.
Proof. For (1), we give an axiomatization of Bn in Lω1,ω:
• ∀x0, . . . , xn−1
∨
j≥0Rj(x0, . . . , xn−1);
• ∀x0, . . . , xn−1
∧
0≤i<j ¬(Ri(x0, . . . , xn−1) ∧Rj(x0, . . . , xn−1);
• ∀x0, . . . , xn−1
∧
0≤i<j(Ri(x0, . . . , xn−1)→ sj(x0, . . . , xn−1) = x0);
• ∀x0, . . . , xn ∨0≤k≤n
∨
t(x1,...,xk−1,xk+1,...,xn)
t(x1, . . . , xk−1, xk+1, . . . , xn) = xk,
where t ranges over all terms in the variables x0, . . . , xn, with xk omitted.
• ∀x0, . . . , xk(
∧
1≤i<j≤k xi 6= xj →
∨
A={a0,...,aℓ}
∃xk+1, . . . , xℓ θA(x0, . . . , xℓ)),
where A ranges over all isomorphism types of structures in Bfinn with a fixed
enumeration a0, . . . , aℓ, where k ≤ ℓ. Note that this is only a countable
disjunction, since each such A corresponds to the finitary Ln-formula θA.
From the form of the axiomatization it follows that Modω(Bn) is Gδ in XLn .
For (2), let U be a nonempty open subset of Modω(Bn). We may assume that U =
[ϕ(a)], where ϕ(x) is a finite conjunction of atomic and negated atomic Ln-formulas.
Let A ∈ [ϕ(a)]. By axiom (B4), A is locally finite. Let B be the substructure of
A generated by the tuple a, and fix an enumeration of B by a tuple b. Then
M ∈ [θB(b)] ⊆ [ϕ(a)].
For (3), the fact that Modω(B
∗
n) is an invariant Gδ subspace of Modω(Bn) is clear
from the axiomatization by extension axioms. Density follows from (2), since every
finite BKLn-structure with domain a subset of ω is a substructure of a structure in
Modω(B
∗
n). Then (4) follows immediately.
For (5), note that conditions (1)-(3) in the definition of Dkn are closed, the condi-
tion that the k-cube is irreducible is open, and the condition that each DMσ is in B
∗
n
is Gδ, by relativizing the extension axioms for B
∗
n to Dσ. To see that it is nonempty,
let ((Aσ), (f
σ
τ )) be the irreducible k-cube in B
∗
n constructed in Lemma 14. We may
assume that M = A[k] has domain ω and define the relations D
M
σ as f
σ
[k](Aσ). Then
(6) follows immediately. 
If M ∈ Modω(D̂kn), then for all σ ∈ ∆
k−1, we view DMσ as a L̂n-substructure of
M↾L̂n. Notice that the domain ofD
M
σ is always an infinite subset of ω, sinceM↾L̂n is
in Modω(B̂∗n+1). Let e
M
σ : ω → ω enumerate D
M
σ in increasing order. Then there is a
unique structure N ∈ Modω(B̂∗n) such that e
M
σ : N → M defines an L̂n-isomorphism
between N and DMσ . The assignment M 7→ N defines a map:
φσ : Modω(D̂kn)→ Modω(B̂
∗
n).
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Lemma 16. For all 1 ≤ k < n, and for every σ ∈ ∆k−1, the map φσ : Modω(D̂kn)→
Modω(B̂∗n) is continuous and open.
Proof. For continuity, let U be an open set in Modω(B̂∗n). We may assume U has
the form [ψ(a)], where ψ is a finite conjunction of atomic and negated atomic L̂n-
formulas and a = (a1, . . . , an) is a tuple from ω with a1 < · · · < an. LetM ∈ φ
−1
σ (U).
Then M |= ψ(eMσ (a)). Let χ be the conjunction of all formulas of the form Dσ(b)
and ¬Dσ(b) which are satisfied in M , for b ≤ e
M
σ (an), and let V = [ψ(e
M
σ (a)) ∧ χ].
Then V is an open set in Modω(D̂kn) and M ∈ V ⊆ φ
−1
σ (U). Indeed, if M
′ ∈ V , then
eM
′
σ agrees with e
M
σ on the initial segment of ω up to an, so M
′ |= ψ(eM
′
σ (a)), and
φσ(M
′) ∈ U .
For openness, let U be an open set in Modω(D̂kn). We may assume U has the form
[ψ(a)], where ψ is a finite conjunction of atomic and negated atomic L̂kn-formulas
and a = (a1, . . . , an) is a tuple from ω with a1 < · · · < an. Note also that ψ mentions
only finitely many of the labeling predicates, Pi1, . . . , Piℓ . Let N ∈ φσ(U), and let
M ∈ U with φσ(M) = N . Let b ∈ ω be the largest element such that eσ(b) is in
the tuple a in M , and let B = 〈0, . . . , b〉 be the substructure of N generated by the
initial segment of ω up to b. Enumerate B as {b1, . . . , bm}.
Recall that θB(b1, . . . , bm) determines the Ln-isomorphism type of B. Let χ be
the conjunction of all formulas of the form Pij(bj′) and ¬Pij (bj′) which are satisfied
in N , for 1 ≤ j ≤ ℓ and 1 ≤ j′ ≤ m. And let V = [θB(b1, . . . , bm) ∧ χ]. Then V is
an open set in Modω(B̂∗n) and N ∈ V ⊆ φσ(U).
To see this, given N ′ ∈ V , we will find M ′ ∈ U such that φσ(M
′) = N ′. We
obtain M ′ by modifying our original structure M in stages.
(1) Since N ′ |= θB(b1, . . . , bm), M |= θB(e
M
σ (b1), . . . , e
M
σ (bm)). So e
M
σ restricts to
an Ln-embedding B → D
M
σ . Since D
M
σ ↾Ln and N
′↾Ln are both isomorphic
to the Fra¨ısse´ limit of Bfinn , this embedding extends to an Ln-isomorphism
f : N ′ → DMσ which agrees with e
M
σ on B. We will use this f to re-enumerate
M so that φσ produces a structure which agrees with the target structure
N ′ in the reduct to the language Ln.
(2) We view the composition eMσ ◦f
−1 : DMσ → D
M
σ as a permutation of D
M
σ ⊆ ω.
Extending this permutation by the identity outside DMσ defines a permuta-
tion g ∈ S∞. Let M0 = g(M) (by the logic action of S∞ on Modω(D̂kn). Note
that g is the identity on the tuple a. Indeed, if ai /∈ D
M
σ , then g(ai) = ai by
definition. And if ai ∈ D
M
σ , then there is some b
′ such that eMσ (b
′) = ai.
Since ai < an, b
′ < b, so b′ ∈ B. But since f agrees with eMσ on B,
g(ai) = e
M
σ (f
−1(ai)) = ai. It follows that M0 ∈ [ψ(a)] = U . Further, since g
fixes DMσ set-wise, we have D
M0
σ = D
M
σ as subsets of ω, and e
M0
σ = e
M
σ . But
g−1 ◦ eM0σ = f is an Ln-isomorphism N
′ → DMσ , so e
M0
σ is an Ln-isomorphism
N ′ → DM0σ . It follows that φσ(M0)↾Ln = N
′↾Ln.
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(3) It remains to improve this to equality of L̂n-structures by relabeling M0 by
the predicates Pi. Let M1 =M0↾L
k
n, dropping all the labels. We now define
the L̂n-structureM
′ expandingM0. Define the labels on the elements ofD
M0
σ
so that eM0σ is an L̂n-isomorphism. Note that no two elements get exactly
the same labels, since this is true in N ′. Now assign labels arbitrarily to
the remaining elements of M1, only making sure that no two elements get
exactly the same labels and that for each element ai of the tuple a, the new
label of ai agrees with its old label on the predicates Pi1 , . . . , Piℓ . In fact,
this is already the case when ai is in D
M0
σ , since N
′inV and the information
about the predicates Pi1, . . . , Piℓ is included in χ. We have now arranged
that φσ(M
′) = N ′.
(4) It remains to check that M ′ ∈ U = [ψ(a)]. This follows from the fact that
M0 ∈ [ψ(a)], and M
′ agrees with M0 on all atomic formulas in L
k
n, as well
as the values of all the predicates mentioned in ψ on the tuple a. 
We now have all the ingredients necessary to prove Theorem 9.
Proof of Theorem 9. First we observe that having a k-cube in B̂n with structures
lying in some invariant subset C of Modω(B̂n) is the same as having an embedding
of the combinatorial k-cube in the Becker graphs B(C/S∞). This follows from
Proposition 7 and the fact that we are working with labeled structures; see the
discussion after the definition of labeled K-structures. By Lemma 11(2) it follows
that the dimension of Modω(B̂n) is at most (n− 1).
When n = 1, it is immediate that Modω(B̂n) is locally generically (n− 1) dimen-
sional (this just means that every non-meager invariant set with the Baire property
is nonempty). So in the remainder of the proof, we assume n > 1.
First, we show that Modω(B̂n) is generically (n − 1)-dimensional. Let C ⊆
Modω(B̂n) be a comeager set. Since Modω(B̂∗n) is dense Gδ in Modω(B̂n), the re-
striction C∗ = C ∩ Modω(B̂∗n) is comeager in Modω(B̂n). For each σ ∈ ∆
k−1, let
C∗σ = φ
−1
σ (C
∗) ⊆ Modω(D̂kn). Continuous open maps are category preserving, so each
C∗σ is comeager in Modω(D̂
k
n). Since this space is nonempty and Polish,
⋂
σ∈∆k−1 C
∗
σ
is nonempty. Let M be a structure in the intersection. We define a k-cube A by
setting Aσ = φσ(M). In particular, A[k] = M↾L̂n. To define the connecting maps,
let fσ[k] = e
M
σ : Aσ → A[k]. Now for any σ ⊆ τ ⊆ [k], the map f
σ
[k] factors through the
map f τ[k] by a unique map f
σ
τ . By construction, A is irreducible and Aσ ∈ C
∗ ⊆ C.
Finally, we claim that Modω(B̂n) is generically ergodic when n > 1, so that the
fact that it is generically (n− 1)-dimensional immediately implies that it is locally
generically (n − 1)-dimensional. By [Gao08, Proposition 6.1.9], it suffices to show
that there is a structure in Modω(B̂n) with a dense orbit.
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Consider the L̂n-theory which axiomatizes labeled BKLn-structures (axioms (A1),
(B1), (B2), (B3), and (B4)) and contains the additional axiom:∧
A={a0,...,ak}
∧
(T0,F0),...,(Tk,Fk)
∃x0, . . . , xk
(
θA(x0, . . . , xk)∧
∧
i≤k
( ∧
j∈Ti
Pj(xi)∧
∧
j∈Fi
¬Pj(xi)
))
,
where A = {a0, . . . , ak} varies over all isomorphism types of structures in B
fin
n , and
for each i, (Ti, Fi) is a pair of disjoint finite subsets of ω. It is easy to see that there
are structures in Modω(B̂n) which satisfy this theory and that every such structure
has a dense orbit under the S∞ action. 
Remark 17. Keeping track of the properties of Bn used in the proof of Theorem 9,
we see that for any class of structures K satisfying the following hypotheses, the
S∞-space Modω(K̂) is locally generically (≥ (n− 1))-dimensional:
(1) K is closed under substructure.
(2) Modω(K) is a Gδ-subspace of XL.
(3) Kfin is a Fra¨ısse´ class, whose Fra¨ısse´ limit is in K.
(4) Kfin has disjoint k-amalgamation for all 1 ≤ k ≤ n.
(5) Kfin is separable: this is the condition in Lemma 12(1).
It follows, for example, that if K is the class S of all sets or K is the class of all
graphs, then Modω(K̂) is locally generically ∞-dimensional. In both cases Theorem
6 implies that ≃iso on Modω(K̂) is incomparable to ≃iso on Modω(B̂n), for all n > 0.
In particular, =+ is incomparable to (Modω(B̂n),≃iso), for all n > 0; see Example 8.
References
[Bec98] H. Becker, Polish group actions: Dichotomies and generalized elementary embeddings,
Journal of the American Mathematical Society 11 (1998), 397–449.
[BKL17] John T. Baldwin, Martin Koerwien, and Michael C. Laskowski, Disjoint amalgamation
in locally finite AEC, J. Symbolic Logic 82 (2017), no. 1, 98–119.
[FS89] H. Friedman and L. Stanley, A Borel reducibility theory for classes of countable structures,
J. Symbolic Logic 54 (1989), no. 3, 894–914.
[Gab00] D. Gaboriau, Couˆt des relations d’e´ quivalence et des groupes, Invent. Math. 139 (2000),
no. 1, 41–98.
[Gao98] S. Gao, On Automorphism Groups of Countable Structures, The Journal of Symbolic
Logic 63 (1998), 891–896.
[Gab02] D. Gaboriau, On orbit equivalence of measure preserving actions, Rigidity in Dynamics
and Geometry (Cambridge, 2000), Springer, Berlin, 2002.
[Gao08] S. Gao, Invariant descriptive set theory, Taylor & Francis, 2008.
[Gao01] S. Gao, Some dichotomy theorems for isomorphism relations of countable models, J. Sym-
bolic Logic 66 (2001), no. 2, 902-922.
[Gao05] S. Gao, Unitary group actions and Hilbertian Polish metric spaces, Logic and its appli-
cations, Contemp. Math. 380 (2005), 5372.
[Hjo00] G. Hjorth, Classification and orbit equivalence relations, Mathematical Surveys and
Monographs, vol. 75, American Mathematical Society, 2000.
[Kec11] S. A. Kechris, Classical descriptive set theory, Graduate Texts in Mathematics, Springer,
New York, 2011.
20 ALEX KRUCKMAN AND ARISTOTELIS PANAGIOTOPOULOS
[KM04] S. A. Kechris and B. D. Miller, Topics in orbit equivalence, Lect. Notes in Math.,
vol. 1852, Springer, Berlin, 2004.
[LP] M. Lupini and A. Panagiotopoulos,Games orbits play and obstructions to Borel reducibil-
ity, Groups, Geometry, and Dynamics.
[Lup17] M. Lupini, Polish groupoids and functorial complexity, Trans. Amer. Math. Soc. 369
(2017), no. 9, 66836723. With an appendix by Anush Tserunyan.
[LS93] M. C. Laskowski and S. Shelah, On the existence of atomic models, J. Symbolic Logic 58
(1993), no. 4, 1189–1194.
[MT13] J. Melleray and T. Tsankov, Generic representations of abelian groups and extreme
amenability, Israel Journal of Mathematics 198 (2013), no. 1, 129–167.
Department of Mathematics, Indiana University, Rawles Hall 831 East 3rd St
Bloomington, IN 47405
E-mail address : akruckma@indiana.edu
URL: http://pages.iu.edu/~akruckma/
Mathematics Department, Caltech, 1200 E. California Blvd, Pasadena, CA 91125
E-mail address : panagio@caltech.edu
URL: http://www.its.caltech.edu/~panagio/
