Abstract-The least squares (LS) can be used for nonlinear autoregressive (NAR) and nonlinear autoregressive moving average (NARMA) parameter estimation. However, for nonlinear cases, the LS results in biased parameter estimation due to its assumption that the independent variables are noise free. The total least squares (TLS) is another method that can used for nonlinear parameter estimation to increase the accuracy of the LS because it specifically accounts for the fact that the independent variables are noise corrupted. TLS has its own limitations, however, mainly because it is difficult for the method to isolate noise from the signal components. We present a new method that is based on minimization of hypersurface distance for accurate parameter estimation for NAR and NARMA models. Computer simulation examples show that the new method results in far more accurate NAR and NARMA model parameter estimates than do either the LS and TLS, with noise that is either white or colored, and retains its high accuracy even when the signal-to-noise ratio (SNR) is as low as 10 dB.
Nonlinear Autoregressive and NonlinearI. INTRODUCTION I DENTIFICATION of dynamic systems based on input and output time series can be succinctly described by the use of autoregressive moving average (ARMA) models. The ARMA models and subclasses of parametric models (e.g., AR and MA) have made significant inroads with various applications such as spectral estimation, control of dynamic systems and biological system identification, and they offer unique advantages over their nonparametric counterparts [1] . Application of ARMA models to biological system identification has been especially prevalent and has led to many important discoveries [2] , [3] . Often, however, the major assumption when utilizing ARMA models for biological system identification is that the dynamics underlying the control processes of physiological systems are linear, despite the fact that most, if not all, physiological systems are nonlinear. On a technical level, the linear assumption is necessitated by the fact that of the handful of nonlinear ARMA (NARMA) methods that are available, only a few methods have been shown to be feasible and practical for modeling physiological systems. The practicality issue for NARMA models stems from the fact that NARMA models in general may require many more parameters than do ARMA models, and most importantly, the model order selection criteria for NARMA models have not been as well established in the literature as for ARMA models. The minimum description length (MDL) criterion can be generalized to be applicable to NARMA models. However, its main disadvantage is that it only provides the maximum model order and no information as to which of the model terms are significant. This is especially important in nonlinear modeling as this limitation could cause a ballooning in the number of parameters necessary to capture the essential dynamics of the system. The combination of MDL with other smart model order selection criteria such as the fast orthogonal search (FOS) algorithm has been shown to provide better estimates than using MDL alone [4] . Haber and Keviczky [5] and, later, Billings and Leontaritis [6] introduced parametric models of nonlinear systems, known as NARMA models, that take the form of nonlinear difference equations and yield compact representations for a broad class of nonlinear systems. Korenberg's (FOS) algorithm can be effectively applied to NARMA modeling by searching through a hierarchy of properly constructed implicitly orthogonalized multinomial terms. One of the attractive features of this algorithm is that the model order can be readily obtained by selecting only candidate terms for the NARMA model that are responsible for the greatest reduction in mean-square error of the output prediction values [7] . A recent algorithm, known as optimal parameter search (OPS), has been shown in some cases to be as effective and, in certain cases, more accurate than the FOS for determining NARMA model order and discriminating the significant from the insignificant model terms among the chosen model order [8] .
Both the FOS [7] and OPS [8] , as well as other NARMA model algorithms [6] , are based on minimizing the cost function using the least squares. Furthermore, the implicit noise-free input assumption with the least squares leads to bias in the parameter estimates, termed the error-in-variables. To circumvent the error-in-variables problem with the least squares approach to parameter estimation of NARMA models, we introduce a new cost function termed the minimization of hypersurface distance (MHD). The MHD method incorporates both the OPS and the total least squares (TLS) approaches to obtain far more accurate NARMA model parameter estimates than the 1053-587X/03$17.00 © 2003 IEEE least squares-based methods. The OPS is first used to estimate a correct nonlinear model order, while at the same time, it extracts only the significant model terms among the pool of initially-chosen model terms. The TLS is utilized because it is explicitly designed to combat the error-in-variables problem of the least squares. Specifically, we use the TLS because the parameters obtained are less biased than those from the least squares, thereby reducing the computation time. Although the TLS provides better parameter estimates than does the LS, it is still biased in the case of nonlinear systems with noise corruption. Recent works have involved improving the efficacy of the TLS, and they include constrained TLS [9] and structured TLS [10] , to name a few. These methods increase the accuracy of the TLS, but the main drawback of the CTLS is that the range of the system parameters must be known a priori, and for the STLS, the independent variable matrix must have a particular structure such as the Hankel or Toeplitz matrix.
The concept of the MHD involves minimizing the total summed distance over a hypersurface. It is similar in concept to the TLS, but it involves minimizing total distance to a hypersurface rather than to a plane, resulting in far greater accuracy of the estimated parameters. In this paper, we will detail in Section II the deficiencies of the LS and the advantages of the TLS in overcoming the pitfalls of the LS, and in Section III, we will introduce a geometrical interpretation of the LS, TLS, and our MHD method. Finally, in Section IV, we provide several NARMA model simulation examples demonstrating the practicality and feasibility of the proposed MHD method.
II. FUNDAMENTALS OF THE LEAST-SQUARES AND TOTAL LEAST SQUARES METHODS
The LS method and, to a lesser extent, TLS method, are the preferred data fitting techniques for solving an overdetermined system. The LS estimation can be formulated to find a vector such that (1) where the prediction error is minimized. The equation has the least-square solution:
Thus, LS assumes that only the vector and not the matrix is perturbed by the noise source . The LS solution is most closely satisfied when , which is the candidate matrix, is clean. If perturbations in are allowed as well as those in , then the estimation results will deviate from the true value and will be biased. This is called the error-in-variables problem [6] . The TLS partly solves this error-in-variables problem and one can obtain better results than with LS. With the TLS, both the matrix and the vector are assumed to be corrupted by noise sources such that where (3) where is noise associated with an matrix , and is the residual error.
There exists one major drawback of the TLS, especially for nonlinear models. Consider a simple nonlinear autoregressive model described by the following difference equation:
. The candidate matrix and the vector , for this system, are given by
The output is considered to be contaminated with noise. We assume that the signal-to-noise ratio (SNR) is some value designated as . Thus, for the candidate matrix , the first column is a constant value, the second column has SNR equal to , and the third column has SNR approximately equal to one half if the noise level is much lower than signal level. Despite the fact that the candidate matrix has a different SNR for each column, TLS assumes that the SNR is the same for all columns of the candidate matrix . To summarize, given noisy data records, the LS solution for either linear or nonlinear models can be obtained, but it would ignore the fact that there is additive noise in the matrix . The TLS, however, finds solutions for either linear or nonlinear models that take into account noise on both sides of equations, as shown in (3). Therefore, in the case of additive noise, especially for the matrix , the TLS is a less-biased estimator than the LS for either linear or nonlinear models. It has been shown that the TLS estimator is a maximum likelihood (ML) estimator for independent and identically distributed (IID) additive Gaussian noise for linear models [11] . As stated in the preceding sentences, TLS is not an ML estimator for IID additive noise for nonlinear models because it assumes that the SNR is the same for all columns of the matrix , which is shown in (4). To improve the efficacy of the TLS, many approaches have been developed [12] [13] [14] [15] . A detailed explanation of the TLS approach is provided in Section III.
III. METHODOLOGY-TOTAL LEAST SQUARES AND MINIMIZATION OF HYPERSURFACE DISTANCE
This section provides a geometrical interpretation of the LS and TLS methods. Without loss of generality, we consider a three-dimensional (3-D) system. For a LS fit, a plane is found that minimizes the total vertical distance from the measured point to the plane, as shown in Fig. 1 . Thus, the LS method involves minimizing the vertical distance to the plane.
For TLS, a plane is found that minimizes the total distance from the points to the plane, as shown in Fig. 2 . The TLS thus involves minimizing the distance with regard to both the independent and dependent variables.
To find a solution to the TLS, (3) can be written in the following homogeneous form: such that Range (5) where is the Frobenius norm and are perturbations of and , respectively. To find a solution to the TLS, (3) is expanded in the homogeneous form: (6) For simplicity, we denote as and as . The TLS solution finds the with smallest norm that makes rank deficient. The standard procedure to solve this TLS problem is to use the singular value decomposition (SVD) of the extended data matrix such that diag (7) where , and . It is assumed that is the smallest singular value. From this smallest singular value , the TLS amounts to finding a vector such that (8) By squaring (8), we obtain the following: The right-hand side is the square of the distance from the point [ ] to the nearest point on the hyperplane. For further details, see [16] .
The standard procedure to solve the TLS is to use the singular value decomposition (SVD) of the matrix . With the smallest singular value obtained from the SVD of the matrix , which is denoted as , the solution of the TLS is estimated by performing the following:
We consider a new cost function based on minimization of hypersurface distance (MHD). For linear systems, the methods of TLS and MHD have the identical geometrical interpretation. However, differences between the TLS and MHD methods occur in the case of nonlinear systems. In general, the MHD method provides higher accuracy than the TLS for nonlinear systems at the expense of higher computational complexity. An example delineating the differences between the TLS and MHD can be examined using the following nonlinear difference equation: (11) where is the output signal that is assumed to be corrupted with Gaussian white noise (GWN). The TLS determines a plane (here , , and correspond to , , and , respectively, with ) such that the summation of the distance for data points of those three coordinates to the plane will be minimized. Unlike the TLS method, the MHD method's criterion is to find a surface such that the summation of the distance for data points of the three coordinates to the surface is minimized. The geometrical interpretation of the cost function of the MHD is provided in Fig. 3 .
The structure of the surface is case-dependent; thus, there is no general solution to find the minimal surface. Furthermore, for highly complex nonlinear structures, an analytical solution may not be feasible.
We define details regarding the implementation of the MHD method. There are two separate procedures that are performed prior to the MHD. These two procedures are mainly used to minimize the computational time involved with the MHD. The first involves utilizing our previously developed model order search algorithm [7] so that the number of difference model terms to be searched is minimized. This method is called the optimal parameter search (OPS) algorithm and has been shown to be one of the most accurate methods available to date [8] . The OPS algorithm is a two-step procedure. The first step of the OPS is to select the linearly independent vectors from the pool of candidate model terms. The second step of the OPS is to determine only the significant model terms among the pool of candidate model terms. The purpose of this task is to identify only the significant model terms among the selected linearly independent vectors. In other words, this allows the capability for the discrimination of possible insignificant model terms among the many model terms. For further details of the OPS algorithm, see [8] . The second involves using the TLS to perform parameter estimation of the model terms determined using the OPS algorithm. The purpose of using the TLS is to obtain a better initial parameter estimate so that the search space for the optimal parameter estimate can be minimized.
Once the significant model terms and their associated initial parameter estimates are found, the MHD method is then applied. To provide an example of the MHD method, consider the following nonlinear autoregressive difference equation: (12) With , , and , the above equation can be rewritten as (13) For optimal values of and , the minimum total distance to the surface can be found. For simplicity, we use the norm 2 distance to minimize the following: (14) By substituting from (13) into (14), we find the following:
Equations (16) and (17) are solved for and ; then, is computed from (13) to find the point on the hypersurface closest to the datapoint ( ), and finally, the corresponding distance is obtained from the cost function in (14) . Details concerning analytical solutions of and are provided in the Appendix section. Once the minimum distance is obtained via (14) , we let By performing two partial differentiations of (19) and (20), we can estimate parameters and .
If the dimension of the system is less than or equal to three, the analytical solution that characterizes the minimum distance can be obtained in most cases. If the dimension of the system is higher than three, an analytical solution of the minimum distance may not be obtainable. The MHD method is case-dependent, and a unique solution is difficult to obtain for systems with dimension higher than three. However, it has been suggested that the spherical polar coordinates method can be used to obtain an analytical solution for systems with dimension higher than three [17] .
In practice, the analytical solution of is often difficult to acquire when the surface has a complex function. Therefore, we resort to a numerical solution using a search method. Initially, we set a range of values for the parameters and with initial values of these parameters obtained from TLS, such that (16) and (17) are minimized (Frobenius norm is used). Note that for every value of and , a new hypersurface is created. For every value of and that creates a unique hypersurface, a minimum Euclidean distance is found, and these values are then summed to produce a total distance. The values of parameters and that produce the minimum total summed distance are selected to be the best estimated choice of parameters. Fig. 4 illustrates the steps involved in obtaining numerical solutions. 
IV. SIMULATION RESULTS
In this section, we demonstrate the effectiveness of the MHD method for estimating the parameters of nonlinear AR models and compare its performance with that of the LS and TLS methods. The LS and TLS were calculated using (2) and (10), respectively. In all simulation examples, 1024 data points were generated. Due to the fact that the MHD method is an essentially numerical search method, for practical applications, it is not sensitive to the length of data samples. We have performed the simulations to follow using data samples as small as 500 and as large as 2000, which did not result in differences in the parameter estimates. For all simulation examples to follow, ten independent realizations of GWN were generated. Thus, all tables reflect the mean and standard deviation values.
For the first simulation example, we consider an autoregressive dynamic system with a chaotic feature, which is described by the following nonlinear difference equation:
(21) For this simulation example, we assume that the structure of the model is known. The task is then to estimate the coefficients of the known model when it is corrupted by GWN so that the SNR is 10 dB. Note that 10 dB of noise severely obliterates the dynamics of the system.
Comparison of the coefficient estimates based on the three methods (LS, TLS, and MHD) is shown in Table I . It is clearly evident that the MHD method provides the most accurate parameters. Despite 10-dB noises, the MHD method is able to obtain the correct model parameters that are closest to the true value. With the other two methods, the coefficients deviate far more than do the MDH coefficients from the true model coefficients. The TLS provides better coefficient estimates than does the LS, and the TLS results themselves are impressive, considering the significant noise contamination.
To determine the performance of the methods in the case of colored noise, (21) was generated, and then, colored noise was added to the system output so that the SNR was 10 dB. The colored noise was generated by passing Gaussian white noise through a highpass filter. The parameter estimates based on the three methods compared are shown in Table II . As in the previous example, the MHD method far exceeds the capabilities of both the LS and TLS methods. Despite 10 dB additive colored noise, the parameter estimates obtained by the MHD method deviate less from the true coefficients than do the LS and TLS estimates. Therefore, regardless of whether the noise is white or To determine the concomitant effect of dynamic and additive noise to the system response of (21), ten independent realizations of dynamic and ten independent realizations of additive noise were added to the system output response. The results are shown in Table III . The parameters obtained by the LS deviate significantly from the true parameters. However, both the TLS and MHD provide reasonably accurate parameter estimates, considering the challenge of having both additive and dynamic noise corruption.
The next simulation considers another nonlinear AR system generated by the following difference equation:
(22) Contrary to the previous examples, in this example, we assume that the model structure is not known a priori. As detailed in the Methods section, to determine the correct model structure, we use the method of OPS. Once the model structure is determined, TLS is then used to make an initial estimate of the parameters that are associated with the model terms. To reiterate, we use the TLS method since it provides more accurate estimate of the parameters than does the LS approach, as detailed in the Methods section. Note that if we were to use some of the conventional model order criteria [e.g., Akaike Information criteria (AIC) or minimum description length (MDL)], the accuracy and computational efficiency would be significantly compromised. This is because many of the model order criteria do not work well in practice. The initial model order was set to ten linear and five nonlinear terms, resulting in a search of 25 model terms [ , where means linear terms, and means nonlinear terms]. Despite this overdetermined model order selection, the OPS correctly selected only three linear and one nonlinear term ( ) out of the 25 candidate terms. Note that both TLS and LS methods utilizing some variation of the AIC or MDL criterion to find optimal model orders are not as accurate as the OPS. Undoubtedly, with incorrect model order selection, both TLS and LS methods' coefficients would significantly deviate from the true parameters. Thus, we assume the model order is also correctly selected for both TLS and LS as it was for the MHD method using the OPS algorithm. where and are independent Gaussian white noise. Once the output is generated, a 10-dB additive colored noise [Gaussian white noise passed through a band reject filter as shown in (25)] is added to the output in (24). As in the previous example, we assume the correct model structure is unknown. The initial model order was deliberately set to an incorrect model order of 10 AR, 10 MA, five second-order NAR, five second-order NMA, and five second-order cross terms ( and terms), which results in 87 candidate model terms to be searched. From these overdetermined candidate terms, the goal is to find only the five correct terms, with coefficients as close as possible to the true values. The use of either the MDL or AIC results in wrong model orders for both the LS and TLS. However, the MHD method employing the OPS approach is able to determine the correct model order in addition to selecting only the significant model terms. Table V shows results based on the assumption that for both LS and TLS, the correct model order has been determined. This will illustrate that the MHD method is not just a new model order selection but is also able to provide more accurate parameter estimates than either the LS or TLS, even in the event that the correct model order has been chosen for all the methods compared. Unequivocally, in this example, the MHD method produced the most accurate parameter estimates, followed by the LS and TLS methods. Despite 10 dB colored noise, the MHD's coefficient estimates are very close to the true coefficients. We presented a new cost function based on minimization of hypersurface distance for accurate nonlinear AR and ARMA parameter estimation. The technique developed is more computationally intensive than either the LS or TLS, but provided that the correct structure of the model is available, the MHD method can provide accurate nonlinear AR and ARMA parameter estimates, even in the case of significant noise contamination. The efficacy of the method has been shown in simulation results. It should be noted that accurate parameter estimates could be obtained by the MHD method because it combines both robust model order search criterion as well as accurate initial estimate of the parameters using the TLS and MHD methods. The combination of these three procedures subsequently leads to an accurate determination of the parameter estimates.
One limitation of the method is that because it is computationally intensive, it is suitable for systems with only a few parameters. The computational time increases exponentially as the number of parameters to be searched increases. However, due to the ever-increasing speed of microprocessors, the method will be able to handle systems with many parameters in the near future.
APPENDIX
For convenience, we provide (15)- (17) Parameters that provide the minimum distance in (A14) are then selected to be the optimal parameters.
