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Multiple summing operators have been proven to be useful in several areas of analysis
and mathematical physics. In this paper we prove reverse inclusions for this class of
operators, completing the work already initiated in [D. Perez-Garcia, The inclusion theorem
for multiple summing operators, Studia Math. 165 (3) (2004) 275–290].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Motivated by the importance of the theory of absolutely summing operators in recent years, in [1] and independently
in [8], this concept was generalized to the multilinear setting via the class of multiple summing operators. Most of the main
properties of the linear analogue were properly generalized, see [1,8,9,11], and several applications were found in different
ﬁelds. For instance, in [12] it is shown how this class of operators has natural connections to problems in mathematical
physics, in [3] how it is related to non-linear generalizations of the Hahn–Banach extension theorem, in [4] how it can
be applied in the understanding of vector-valued Dirichlet series and in [5] how it helps to understand the behavior of
unconditionality in tensor products. More applications of different classes of multilinear absolutely summing operators can
be found for instance in [7,10].
In [9], some inclusion theorems were proven for this class. In this paper we complete this circle of ideas by proving some
reverse inclusion theorems, as well as some coincidence results. We will mainly concentrate on the class of (q,2)-summing
operators, which is specially interesting by its connection to the multilinear generalization of the Schatten class Sp , as it is
argued in [9].
We ﬁx now some notations and terminology.
Let X be a Banach space, BX the closed unit ball of X and X∗ the dual of X . For 1 p < ∞ and every x1, . . . , xn ∈ X we
denote






p ∣∣∣ x∗ ∈ BX∗
}
.
Let X , Y be a Banach spaces and 1 p  q < ∞. A bounded linear operator T : X → Y is (q, p)-summing, if there exists







 Cwp(xi | 1 i  n) (1)
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summing operators. (p, p)-summing operators are called p-summing and we write πp instead of πp,p , see [2,6,13,15].
The natural extension to multilinear and continuous operators of the concept of p-summing operators is the following
one, see [1, Deﬁnition 2.1], or [8, Deﬁnition 2.2].
Let n be a natural number, 1  p  q < ∞, X1, . . . , Xn , Y Banach spaces. A multilinear continuous operator U : X1 ×
· · · × Xn → Y is called multiple (q, p)-summing, if there exists a constant C  0 such that for every choice of systems
(x ji j )1i jmj ⊂ X j the following relation holds
( m1,...,mn∑
i1,...,in=1






∣∣ 1 i1 m1) · · ·wp(xnin ∣∣ 1 in mm) (2)
and the multiple (q, p)-summing norm of U is πmultq,p (U ) = min{C | C veriﬁes (2)}. We denote by πmultq,p (X1, . . . , Xn; Y ) the
class of all multiple (q, p)-summing operators from X1 × · · · × Xn into Y . Multiple (p, p)-summing operators are called
multiple p-summing and we write πmultp instead of π
mult
p,p .
If 1 p < ∞, X a Banach space, we write Lp(X) for the Banach space of all (classes) of p-Bochner integrable functions,
with respect to the Lebesgue measure on [0,1], from the closed unit interval [0,1] into X .
By (rn)n∈N we denote the sequence of Rademacher functions.
All notation and terminology, not otherwise explained, are as in [6].
2. The results
Recall that, if 0 < p < ∞, Z a Banach space and (zi)1in ⊂ Z , then, the Rademacher means, ρp(zi | 1 i  n) or, when
more precision is needed ρp(zi | 1 i  n; Z), are deﬁned by













see [2,6,13,15]. We have, see [2,6,13,15]










where Dn = {−1,1}n and ε = (ε1, . . . , εn) ∈ Dn .
We recall now Khinchin’s and Kahane’s Inequalities.



























and each choice of scalars a1, . . . ,an; see [2,6].

























ρq(xi | 1 i  n) Kp,qρp(xi | 1 i  n)
for each Banach space X and each choice of elements x1, . . . , xn ∈ X ; see [6].
Let 2 q < ∞. A Banach space X is said to have cotype q if there exists a constant C  0 such that for each elements






 Cρ2(xi | 1 i  n) (1)
and the cotype q constant of X is denoted Cq(X) =min{C | C satisﬁes (1)}.
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For 0 < p < ∞, Z a Banach space, n a natural number, (zi1···in )m1,...,mni1,...,in=1 ⊂ Z we deﬁne multiple Rademacher means,
ρp(zi1···in | 1 i1 m1, . . . ,1 in mn) or, when more precision is needed, ρp(zi1···in | 1 i1 m1, . . . ,1 in mn; Z), by

















Observe that if p  q, then
ρp(zi1···in | 1 i1 m1, . . . ,1 in mn) ρq(zi1···in | 1 i1 m1, . . . ,1 in mn).
First we prove a multiple analogue of (∗). By a simple inductive argument it is enough to prove the case n = 2, which is
the content of the next proposition.
Proposition 1.
(a) Let 0< p < ∞, Z be a Banach space, (zi j)n,mi, j=1 ⊂ Z . Then













(b) Let 0< p < ∞, X, Y , Z be a Banach spaces, U : X × Y → Z a bilinear operator, (xi)1in ⊂ X, (y j)1 jm ⊂ Y . Then
ρp
(
U (xi, y j)







where xε =∑ni=1 εi xi , ε = (ε1, . . . , εn) ∈ Dn and yη =∑mj=1 η j y j , η = (η1, . . . , ηn) ∈ Dm.
Proof. (a) By Fubini’s theorem and (∗) we have



































r j(s)zi j .
If for each ε = (ε1, . . . , εn) ∈ Dn we denote z(ε, j) =∑ni=1 εi zi j , then we have
1∫
0
















































From (1) and (2) we get the statement.
(b) Take zi j = U (xi, y j) in (a) and use the linearity of U in each variable. 
Our next result was suggested by the proof of Theorem 11.13 in [6].






x1i1 , . . . , x
n
in
) ∣∣ 1 i1 m1, . . . ,1 in mn) Bnrπmultr (U )w2(x1i1 ∣∣ 1 i m1) · · ·w2(xnin ∣∣ 1 in mn),
where Br is the constant from Khinchin’s Inequality.
Proof. We prove the case n = 2. The general case can be proved in the same way if we use the multilinear version of




U (xi, y j)































∣∣∣ η ∈ Dm
)
. (1)







































(∣∣x∗(x1)∣∣2 + · · · + ∣∣x∗(xn)∣∣2) 12
= Brw2(xi | 1 i  n). (2)
From (1) and (2) we obtain the statement. 
Our next multiple cotype q inequality, is a reﬁnement of [11, Lemma 3.9] stated in [11] without the proof, and also a
reﬁnement of [9, Proposition 3.8]; take q = 2 in our result.
The proof shows that, essentially, this inequality is a consequence of the fact that if Y has cotype q, and 1 r  q, then
Lr(Y ) has also cotype q, see [6, Theorem 11.12].












where Kr,2 and K2,r are the constants from Kahane’s Inequality. Observe that K2,2 = 1, Anq,2(Y ) = [Cq(Y )]n .
Lemma 3. If Y has cotype q, 1 r  q and (yi1···in )
m1,...,mn





 Anq,r(Y )ρr(yi1···in | 1 i1 m1, . . . ,1 in mn).
Proof. The case n = 1 is just the deﬁnition of cotype and Kahane’s Inequality. In this case A1q,r(Y ) = Cq(Y )Kr,2. Let us prove
the case n, with n 2, assuming the case n − 1.







 Cq(Y )ρ2(yi1···in−1 in | 1 in mn). (1)
Deﬁne f i1···in−1 : [0,1] → Y by










 Cq(Y )‖ f i1···in−1‖L2(Y ). (2)
in=1
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ρ2(yi1···in−1 in | 1 in mn) Kr,2ρr(yi1···in−1 in | 1 in mn)
or equivalent
‖ f i1···in−1‖L2(Y )  Kr,2‖ f i1···in−1‖Lr(Y ). (3)







 Cq(Y )Kr,2‖ f i1···in−1‖Lr(Y ). (4)


















 Cq(Y )Kr,2K2,r, (6)
see [6, Theorem 11.12]. By inductive hypothesis, applied for Lr(Y ) and ( f i1···in−1 )i1,...,in−1 ⊂ Lr(Y ), we have
( m1,...,mn−1∑
i1,...,in−1=1










∣∣ 1 i1 m1, . . . ,1 in−1 mn−1; Lr(Y )). (7)













∣∣ 1 i1 m1, . . . ,1 in−1 mn−1; Lr(Y ))






























































dt1 · · ·dtn
) 1
r
= ρr(yi1···in | 1 i1 m1, . . . ,1 in mn; Y ). 
The next notion and corollary are perhaps well known, but we do not know an exact reference.
Let n be a natural number. A Banach space Y is of cotype q of order n, if there exists a constant C  0 such that for each
system (yi1···in )
m1,...,mn





 Cρ2(yi1···in | 1 i1 m1, . . . ,1 in mn) (1)
and deﬁne Cq,n(Y ) =min{C | C veriﬁes (1)}.
Corollary 4. Let n  2 be a natural number. Then Y has cotype q if and only if Y has cotype of order n. Further Cq(Y )  Cq,n(Y ) 
[Cq(Y )]n.
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The converse follows from Lemma 3, in which we take r = 2. 
As a consequence of Corollary 4 and hence of multiple cotype q inequality from Lemma 3, we can give a different proof
for [1, Theorem 3.2].
Corollary 5. If Y has cotype q, then for any Banach spaces X1, . . . , Xn each multilinear continuous operator U : X1 × · · · × Xn → Y is
multiple (q,1)-summing and πmultq,1 (U ) Cq,n(Y )‖U‖.
Proof. Since Y has cotype q, from Corollary 4, for each (x ji j )1i jmj ⊂ X j , we have
( m1,...,mn∑
i1,...,in=1







x1i1 , . . . , x
n
in
) ∣∣ 1 i1 m1, . . . ,1 in mn). (1)





x1i1 , . . . , x
n
in










ri1(t1) · · · rin (tn)U
(
























x1i1 , . . . , x
n
in
















∣∣ 1 i1 m1) · · ·w1(xnin ∣∣ 1 in mm) (2)
because∥∥ f j(t j)∥∥ w1(x ji j ∣∣ 1 i j mj) for each t j ∈ [0,1].
From (1) and (2) we deduce
( m1,...,mn∑
i1,...,in=1






∣∣ 1 i1 m1) · · ·w1(xnin ∣∣ 1 in mm)
i.e. U is multiple (q,1)-summing and πmultq,1 (U ) Cq,n(Y )‖U‖. 
The following theorem whose proof, again was suggested by the proof of Theorem 11.13 in [6], is a natural multilinear
extension of this theorem, a completion of inclusion Theorems 3.4 and 3.10 proved in [9] and a partial answer to the
question Q2 stated in [9].
Theorem 6. Suppose that Y has cotype q. Then, for any Banach spaces X1, . . . , Xn and all 2 r < ∞, we have
πmultr (X1, . . . , Xn; Y ) ⊂ πmultq,2 (X1, . . . , Xn; Y ).
In particular, if Y has cotype 2, then for any Banach spaces X1, . . . , Xn and all 2 r < ∞, we have the reverse inclusion
πmultr (X1, . . . , Xn; Y ) ⊂ πmult2 (X1, . . . , Xn; Y ).
Proof. Let U ∈ πmultr (X1, . . . , Xn; Y ). Since Y has cotype q from Corollary 4, for each (x ji j )1i jmj ⊂ X j , we have
( m1,...,mn∑
i1,...,in=1







x1i1 , . . . , x
n
in
) ∣∣ 1 i1 m1, . . . ,1 in mn). (1)
Because r  2




x1i1 , . . . , x
n
in
) ∣∣ 1 i1 m1, . . . ,1 in mn) ρr(U(x1i1 , . . . , xnin ) ∣∣ 1 i1 m1, . . . ,1 in mn). (2)





x1i1 , . . . , x
n
in
) ∣∣ 1 i1 m1, . . . ,1 in mn) Bnrπmultr (U )w2(x1i1 ∣∣ 1 i1 m1) · · ·w2(xnin ∣∣ 1 in mm). (3)
If we combine (1)–(3) we get
( m1,...,mn∑
i1,...,in=1
∥∥U(x1i1 , . . . , xnin )∥∥q
) 1
q
 Cq,n(Y )Bnrπmultr (U )w2
(
x1i1
∣∣ 1 i1 m1) · · ·w2(xnin ∣∣ 1 in mm)
i.e. U ∈ πmultq,2 (X1, . . . , Xn; Y ) and πmultq,2 (U ) Cq,n(Y )Bnrπmultr (U ). 
Remark 7. In [11, Theorem 3.6] on the basis of a result of Rosenthal and Szarek [14, Theorem 1] it is proved that if
2 < r < ∞, there exists a bilinear and continuous form U : l1 × l1 → K such that U is not multiple r-summing, in other
words πmult2 (l1 × l1;K)  πmultr (l1 × l1;K), for r > 2.
The next theorem is a completion to Theorem 3.10 in [9].
Theorem 8. Suppose that Y has cotype q. Then, for any Banach spaces X1, . . . , Xn and all 1 r  q, we have
πmultr (X1, . . . , Xn; Y ) ⊂ πmultq,2 (X1, . . . , Xn; Y ).
In particular, if Y has cotype 2, then for any Banach spaces X1, . . . , Xn and all 1 r  2, we have the direct inclusion
πmultr (X1, . . . , Xn; Y ) ⊂ πmult2 (X1, . . . , Xn; Y ).
Proof. Let U ∈ πmultr (X1, . . . , Xn; Y ). Since Y has cotype q, from Lemma 3, for each (x ji j )1i jmj ⊂ X j , we have( m1,...,mn∑
i1,...,in=1







x1i1 , . . . , x
n
in
) ∣∣ 1 i1 m1, . . . ,1 in mn). (1)
If we use Proposition 2, from (1) we get
( m1,...,mn∑
i1,...,in=1
∥∥U(x1i1 , . . . , xnin )∥∥q
) 1
q
 Anq,r(Y )Bnrπmultr (U )w2
(
x1i1
∣∣ 1 i1 m1) · · ·w2(xnin ∣∣ 1 in mm)
i.e. U ∈ πmultq,2 (X1, . . . , Xn; Y ) and πmultq,2 (U ) Anq,r(Y )Bnrπmultr (U ). 
Now we prove a coincidence result analogous to the linear case, see [6, Corollary 11.16], but only in the range 1 r  2,
not in the range 1  r < ∞, as in the linear case. Observe that (b) is analogous to that in the linear case, see [6, Corol-
lary 11.16(b)] or [15, Corollary 21.5(i)]. The point (c) of this theorem has, as particular case, Theorem 4.2 from [9], in case
1 r  2.
If 1< q < ∞, q∗ denote the conjugate of q i.e. 1q + 1q∗ = 1.
We will need a well-known
Lemma 9. Let Z be a Banach space, z1, . . . , zn ∈ Z and T : ln∞ → Z the operator deﬁned by T (ei) = zi for each 1  i  n, i.e.
T (λ1, . . . , λn) = λ1z1 + · · · + λnzn. Then T is bounded linear and
‖T‖ = w1(zi | 1 i  n).
Theorem 10.
(a) If all Banach spaces X1, . . . , Xn have cotype 2, then for all Banach spaces Y , we have the reverse inclusion
πmult2 (X1, . . . , Xn; Y ) ⊂ πmult1 (X1, . . . , Xn; Y ).
(b) Let 2  q j < ∞ and denote q = max1 jn q j . If Banach spaces X j have cotype q j and q > 2, then for all Banach spaces Y , all
1< r < q∗ , we have the coincidence
πmultr (X1, . . . , Xn; Y ) = πmult1 (X1, . . . , Xn; Y ).
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πmultr (X1, . . . , Xn; Y ) = πmult1 (X1, . . . , Xn; Y ).
Proof. (a) Let U ∈ πmult2 (X1, . . . , Xn; Y ). Let also (x ji j )1i jmj ⊂ X j . Then, by Lemma 9, we have the bounded linear operators
T j : lm j∞ → X j . Since each X j has cotype 2, from [6, proof of Theorem 11.14], or [15, proof of Theorem 10.14], it follows that
each T j is 2-summing and
π2(T j) λ j‖T j‖op = λ j w1
(
x ji j
∣∣ 1 i j mj) (1)
where λ j depend only of C2(X j).
Since U is multiple 2-summing, from the composition theorem, see [1, Theorem 2.3], or [8, Theorem 2.16],
U ◦ (T1, T2, . . . , Tn) : lm1∞ × · · · × lmn∞ → Y is multiple 1-summing and
πmult1
(
U ◦ (T1, T2, . . . , Tn)
)
 πmult2 (U )π2(T1) · · ·π2(Tn),
which on the basis of (1) gives
πmult1
(
U ◦ (T1, T2, . . . , Tn)
)
 πmult2 (U )λ1 · · ·λnw1
(
x1i1
∣∣ 1 i1 m1) · · ·w1(xnin ∣∣ 1 in mm). (2)
Then, using that w1(e
j
i j
| 1 i j mj; lm j∞ ) = 1, we have
m1,...,mn∑
i1,...,in=1
∥∥U ◦ (T1, T2, . . . , Tn)(e1i1 , . . . , enin)∥∥ πmult1 (U ◦ (T1, T2, . . . , Tn)). (3)
Using (2), from (3) we get
m1,...,mn∑
i1,...,in=1
∥∥U(x1i1 , . . . , xnin )∥∥ πmult2 (U )λ1 · · ·λnw1(x1i1 ∣∣ 1 i1 m1) · · ·w1(xnin ∣∣ 1 in mm).
Thus U ∈ πmult1 (X1, . . . , Xn; Y ) and πmult1 (U ) πmult2 (U )λ1 · · ·λn .
(b) Since 1< r < q∗ < 2 from [9, Theorem 3.4, or Theorem 3.6] we have the inclusion
πmult1 (X1, . . . , Xn; Y ) ⊆ πmultr (X1, . . . , Xn; Y ).
Let U ∈ πmultr (X1, . . . , Xn; Y ). Let also (x ji j )1i jmj ⊂ X j . Then, by Lemma 9, we have the bounded linear operators T j :
l
m j∞ → X j . Since each X j has cotype q j , 1 < r < q∗ , so max1 jn q j = q < r∗ , we get q j < r∗ and from [6, Theorem 11.14(b)],
or [15, Theorem 21.4(ii)], it follows that each T j is r∗-summing and
πr∗ (T j) λq j ,rCq j (X j)‖T j‖op = λq j ,rCq j (X j)w1
(
x ji j
∣∣ 1 i j mj) (1)
where λq j ,r is a positive constant depending only on q j , r.
Since U is multiple r-summing, from the composition theorem, see [1, Theorem 2.3], or [8, Theorem 2.16],
U ◦ (T1, T2, . . . , Tn) : lm1∞ × · · · × lmn∞ → Y is multiple 1-summing and
πmult1
(
U ◦ (T1, T2, . . . , Tn)
)
 πmultr (U )πr∗ (T1) · · ·πr∗ (Tn),
which, on the basis of (1) gives
πmult1
(
U ◦ (T1, T2, . . . , Tn)
)
 πmultr (U )θnq,r w1
(
x1i1
∣∣ 1 i1 m1) · · ·w1(xnin ∣∣ 1 in mm) (2)
where θnq,r = λq1,r · · ·λqn,rCq1 (X1) · · ·Cqn (Xn).
Then, using that w1(e
j
i j
| 1 i j mj; lm j∞ ) = 1, we have
m1,...,mn∑
i1,...,in=1
∥∥U ◦ (T1, T2, . . . , Tn)(e1i1 , . . . , enin)∥∥ πmult1 (U ◦ (T1, T2, . . . , Tn)). (3)
Using (2), from (3) we get
m1,...,mn∑ ∥∥U(x1i1 , . . . , xnin )∥∥ πmultr (U )θnq,r w1(x1i1 ∣∣ 1 i1 m1) · · ·w1(xnin ∣∣ 1 in mm).
i1,...,in=1
368 D. Popa / J. Math. Anal. Appl. 350 (2009) 360–368Thus U ∈ πmult1 (X1, . . . , Xn; Y ) and πmult1 (U ) πmultr (U )θnq,r .
(c) Since Z has cotype 2, from [9, Theorem 3.10] for all 1 r  2 we have the inclusion
πmult1 (X1, . . . , Xn; Y ) ⊆ πmultr (X1, . . . , Xn; Y ) ⊆ πmult2 (X1, . . . , Xn; Y ). (4)
The equality follows from (a). 
Remark 11. As it follows from Remark 7, in case n = 2, the point (c) in Theorem 10 is the best possible statement.
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