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Abstract. Recently, Deep Learning (DL) methods have shown an excellent per-
formance in image captioning and visual question answering. However, despite
their performance, DL methods do not learn the semantics of the words that are
being used to describe a scene, making it difficult to spot incorrect words used in
captions or to interchange words that have similar meanings. This work proposes
a combination of DL methods for object detection and natural language process-
ing to validate image’s captions. We test our method in the FOIL-COCO data set,
since it provides correct and incorrect captions for various images using only ob-
jects represented in the MS-COCO image data set. Results show that our method
has a good overall performance, in some cases similar to the human performance.
1 Introduction
Recently, Deep Learning (DL) methods have shown an excellent performance in image
captioning and visual question answering. However, it has also been shown that, despite
its performance, DL methods do not learn the semantics of the words that are being
used to describe a scene, making it difficult to spot incorrect terms used in captions or
to substitute words with their synonyms. The method we propose uses natural language
processing (NLP) to add meaning to terms used in captions along with a DL method for
object recognition, in order to maintain consistency in image captioning. We are going
to use the FOIL-COCO [23] data set as test bed, since it provides both correct and
incorrect captions for various images using only objects represented in the MS-COCO
image data set [13].
The FOIL-COCO [23] data set is a collection of annotations on top of MS-COCO,
which provides a caption that can be either correct or have one wrong word. This data
set has been proposed to test ML methods ability to comprehend and give meaning to
terms used when generating captions, allowing the following three tasks: 1) classify the
caption as correct or not; 2) if it is incorrect, find the mistake and 3) fix the caption
by replacing the wrong word. Shekhar et al. [23] shows that, although the tested ML
methods had a great performance in Visual Question Answering (VQA) tasks [2], it
performs poorly in FOIL-COCO. The solution for this problem calls for an appropriate
combination of knowledge representation and reasoning methods with deep learning
strategies in order to make sense of the captions, connect the words with objects and
apply inferences to find the appropriate word to fix the wrong caption.
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In contrast to what is traditionally done in this area, this work uses Deep Learning
models not as single method for captioning, but to extract information from the image
(e.g., objects, actions, relations) that could be used by a high-level reasoning system.
The result of performing NLP in the caption is, then, applied to describe facts about
the world and to reason about the image, maintaining consistency of the caption with
respect to the objects in the images and the relations depicted. The results of this project
will cause a positive impact on advanced sensing and perception, enhancing situation
awareness for both users and automated systems, while also promoting rapid under-
standing of the environment, enabling quick and effective decision making.
The next section presents in more details the VQA problem and the automatic cap-
tion generation, along the FOIL-COCO data set. We then describe object detection us-
ing DL and the caption processing using NLP (in the Background section), which pro-
vides the set of tools needed to develop the CAPTION algorithm, that is presented in
the Proposal section. Section Experiments presents the tests executed to evaluate CAP-
TION, followed by Results and Discussion of the overall performance of this algorithm.
2 Related Work
The goal of object detection is to locate objects pertaining to instances of specific classes
in visual inputs, such as images and videos. Although object detection has been a promi-
nent task in the field of computer vision, recent advances in Deep Learning, and espe-
cially in Neural Network Architectures specialised in processing visual inputs such as
Convolutional Neural Networks (CNN), have paved the way for the creation of new
methods which vastly improved the results of existing image classification and object
detection challenges [21]. Furthermore, multiple data sets of annotated images are avail-
able online [13,21,12], enabling new models to be easily trained, tested and compared
under standard conditions.
Recent successful object detection techniques include You Only Look Once (YOLO)
[19], Single Shot MultiBox Detector (SSD) [14] and Faster R-CNN [20].
YOLO [19] divides the input image into an N ×N grid, it then generates B bound-
ing boxes for each cell and predicts C class probabilities for each bounding box. Each
of the predictions is composed by five values, x, y, h, w, k, where x and y represent
the coordinates of the the bounding box centre, h and w represent the bounding boxes’
height and width and k is a class probability. At training time, each of the C predictors
for a bounding box is specialised in a given class. This specialisation is encoded in a
multipart loss function, whose sum squared error is minimised via gradient descent.
SSD [14] employs a CNN, called the base network, to generate feature maps, as well
as additional convolutional layers of multiple sizes to detect objects in multiple scales.
Multiple regions of different scales and aspect ratios are evaluated in the target image
in order to accomplish detection. Training is also done via gradient descent and may be
boosted by techniques such as hard negative mining and data augmentation strategies.
The loss function is a weighted sum of localisation and classification loss.
R-CNN [5] employs selective search [25] to extract a fixed number of 2000 region
proposals from an input image. All region proposals are normalised to the same size via
warping and used as input to a CNN, which learns a fixed-length feature vector for each
one. These vectors are then used as input to several Support Vector Machine (SVM)
classifiers, each one trained to classify objects of an specific class.
Fast R-CNN [4] improves upon R-CNN by processing all region proposals from
an input image in a single forward pass, as well as by replacing multiple SVM clas-
sifiers with a single fully-connected, softmax output layer for classification of region
proposals.
Lastly, Faster R-CNN [20] uses the same classification strategy as Fast R-CNN,
while introducing a Region Proposal Network (RPN) for object localisation. The RPN
uses convolutional filters to produce region proposals represented by x, y, h, w, k, where
x and y represent the coordinates of a region proposal, h and w represent its height
and width and k is an “objectness” score. The bounding box predictions of the RPN
can be trained through gradient descent. Since both the RPN and Fast R-CNN share
convolutional filters, while minimising different loss functions, Ren et al.[20] propose
alternating the training of both networks until an acceptable performance is reached.
The use of Neural Networks to answer questions about images has seen great ad-
vances in recent years. The end-to-end use of neural networks was shown to achieve a
high performance in question answering and caption generation tasks, which fermented
the creation of various data sets to further test and develop these ideas.
Johnson et al.[10] presents CLEVR, a data set of 3D rendered objects along with a
set of example questions. The aim of CLEVR is to provide a standard set of objects and
questions to be used as benchmark. However, the small set of objects that are available
in the images and the artificial scenario created lacked the complexity that artificial
neural networks were already capable of coping.
A data set that has been extensively used for object detection is the Microsoft Com-
mon Objects in COntext (MS-COCO)[13] which has over 300,000 images with objects
divided into 91 types and 11 super-categories (collections of types). Each image has ob-
jects that could be easily recognised by a 4 year old and are presented in their common
context and not artificially rendered or modified.
The Visual Question Answering (VQA) data set [2] has been widely used as a
testbed for question-answering systems since it expands the MS-COCO [13] data set
with more information and abstract scenes. Furthermore, for each image, VQA pro-
vides a set of at least three challenging questions to be answered by any AI method.
Although machine learning (ML) methods can be used to solve the problem pre-
sented by VQA with high accuracy, two issues became apparent. First, it is unknown
how much of the visual information presented in the images is really learned and used
by the ML methods to answer the proposed questions, as some ML methods that did not
use the image and considered only the question being asked had a good performance
answering those questions. Second, it has been shown that the VQA data set is biased
towards one type of answer in multiple choice questions (e.g., the same answer for dif-
ferent questions), which explains why ML methods that do not use the input images as
source of information are able to answer some questions with great accuracy [23].
The FOIL-COCO [23] data set is a set of annotations on top of the MS-COCO
which provides a caption that can be either correct or have one wrong noun. This data
set has been proposed to test ML methods ability to comprehend and give meaning to
terms used when generating captions and proposes three tasks: 1) classify the caption
as correct or not; 2) if it is incorrect, find the mistake and 3) correct the wrong word in
the caption. However, Shekhar et al.[23] shows that although the tested ML methods
had a great performance in VQA, it performs quite poorly in FOIL-COCO. Shekhar et
al.[22] then extends the FOIL-COCO data set with annotations for other attributes such
as adjectives, adverbs and prepositions (i.e., spatial relations).
While FOIL-COCO evaluates how much of the image the neural network really
comprehends, Tanti et al.[24] demonstrates that the longer the caption gets, the less rel-
evant the image becomes to the captioning system since the caption generation depends
more and more on the prediction of the next word instead of the information from the
image. Tanti et al.[24] also shows that objects in the image are the most relevant infor-
mation used by caption generation systems.
The works of Hendricks et al.[8,7] are the ones that relate most to our proposal.
Hendricks et al. [7] proposes Phrase Critic, a caption generator that verifies the rele-
vance of a caption to a given image and, thus, can be used both to generate a caption
and to check if a caption is wrong. By using an off-the-shelf localisation model called
Visual Genome [11], it generates possible descriptions of parts of a picture which are
used to ground the caption to the image (i.e., it checks if everything described in the
caption also appears in the image). The main difference between Hendricks et al. [7]
and this work is how the caption in grounded in the image. While [7] uses a LSTM to
generate possible explanations to the image and to compare with the output of Visual
Genome, we use NLP to process the caption and DL for image processing (object de-
tection). However, the use of Visual Genome instead of a method for object detection
is being studied as an improvement for our current implementation.
This paper uses FOIL-COCO as the data set for the experiments since it has been
tested with various caption generating DL methods and can be compared with human
performance, but contrary to the ML methods for CLEVR, VQA and also FOIL-COCO,
which used only Artificial Neural Networks (ANN) to solve the proposed problem, we
combine ANN with natural language processing which can provide some simple notion
of semantics to the words used in the caption, making easier to explain the answers to
the three tasks proposed in [23].
3 Background
This section presents the items used in the construction of CAPTION, namely object
detection using ANN, NLP and WordNet.
3.1 Object detection using Artificial Neural Networks
Early approaches for object detection involve learning a set of descriptors for objects,
such as oriented gradients [16] or scale-invariant features [15], followed by some form
of feature matching in new images to achieve detection. These methods, however, suffer
from poor generalisation, scalability and performance.
In order to take advantage of the recent groundbreaking work in image classifica-
tion, subsequent work focused on generating object proposals (i.e. regions in an image
where an object may be contained) followed by conventional image classification tech-
niques [5,4]. More recently, techniques were proposed that combine object localiza-
tion and classification in a single regression task, allowing deep learning models such
as neural networks with convolutional layers to learn both tasks in a supervised way
[19,14,20].
Due to a property known as sparse connectivity [6], CNNs have the ability to learn
local features from the input data, represented as learnable parameters from convolution
filters. The use of the convolution operation preserves the spatial information of the
input data. Each convolutional filter is applied to multiple regions of an input image,
a property known as parameter sharing [6] reduces the number of parameters of the
model, improving its tractability. Lastly, multiple convolutional layers may be stacked
to create more expressive, hierarchical feature representations.
All the methods described in the previous sections are trained via supervised learn-
ing, using images with objects annotated by bounding boxes. Each bounding box is
described by a tuple 〈x, y, h, w, k〉, where x and y represent the coordinates of the
bounding box centre, h and w represent the bounding boxes’ height and width and k is
the class of which the object inside the bounding box belongs to.
This work uses the Faster R-CNN [20] technique trained to detect objects described
in the MS-COCO [13] data set. Thus, given an image from MS-COCO, the method re-
turns the bounding boxes of each object identified, along with its class and a probability
that the object belongs to the class.
This alone is not enough to find errors in captions. Thus, we pair this output with
Natural Language Processing, as described below.
3.2 Natural Language Processing
In this work, the image captions are manipulated mainly by two Natural Language
Processing (NLP) methods: tokenization and tagging [3].
Given a text, tokenizing it is the process of splitting the text into subtexts consider-
ing a set of predefined symbol that represents the ending of sentences (e.g., punctuation)
or of a single word (e.g., spaces). For example, considering the text “a man riding a mo-
torcycle”, tokenizing it by word would give us the list of words [“a”, “man”, “riding”,
“a”, “motorcycle”] which does not alter the order of the text or its meaning, but allows
each word to be processed both, independently of the other, or considering other words
within a particular text window. This process can be used in two ways when dealing
with captions. First, given a caption composed of more than one sentence, it is possi-
ble to split each sentence and check for errors independently. Second, given a single
sentence, it is possible to process it to obtain more information about its constituting
words. One such process that can be done to derive more information from the words
present in the caption is tagging.
Each word that constitutes a given sentence can be classified in lexical categories or
parts of speech (POS), such as nouns, verbs, adverbs, etc., thus, POS-tagging (or just
tagging) is the process of inferring a lexical category for each word in a sentence. Con-
sidering the same text that we used for tokenization, tagging it provides us with the list
of tuples [(“a”, article), (“man”, noun), (“riding”, verb), (“a”, article), (“motorcycle”,
noun)] giving a category for each word found.
By tokenizing and POS-tagging a caption, we can filter it for the type of information
that we want to process (e.g., nouns, verbs and adjectives) instead of having to deal with
the complete sentence and trying to infer a meaning to words that are not important for
the task at hand.
Although these two methods provide some information about the structure of the
text, their use in caption analysis is dependent on a possible meaning of caption words,
which is obtained by using the WordNet [18].
3.3 WordNet
Created in the mid-1980s from the theories of human semantic organisation, WordNet
is a large lexical database of words arranged into a semantic network. Words that have
the same lexical category and represent the same concept are grouped into sets known
as cognitive synonyms or synsets. These synsets are interlinked considering lexical re-
lations and conceptual-semantic notions [17,18].
The relations between synsets are most of the time defined by a IS-A relation (hy-
peronym) but can be also defined in terms of part-whole relation (meronymy) or even
as Cross-POS relations, using parts of speech. An important aspect of these relations is
that, since synsets form a semantic network, it is possible to navigate it and to calculate
similarity between them, using the shortest path from one synset to another.
Based on these concepts, the next section introduces the architecture proposed in
this work.
4 Correction by Analyses, POS-Tagging and Interpretation of
Objects using Nouns (CAPTION)
One common approach for caption generation is to use Artificial Neural Networks
(ANN) from end-to-end, i.e. the input of the ANN is an image and the output is the
final caption. However, when using the same approach to validate a caption, the ANN
is incapable of recognising eventual mistakes in the use of words, since it has not been
shown yet if ANN (or any other deep learning tool) is capable of representing the mean-
ing of words [23]. In order to verify the generated image captions, we propose the in-
clusion of an additional step, which takes an image and its related generated caption,
and compares the information extracted from both.
The proposed architecture is presented as a pseudo code in Algorithm 1 and as a
diagram in Figure 1, which represents the inputs as orange boxes, the steps performed
using ANN for object detection are shown in blue boxes, green boxes represent the NLP
tasks and yellow boxes are simple set operations used to compare information from the
previous steps. Each of these steps are described in details in the following sections.
4.1 Inputs for the architecture
The proposed architecture uses three pieces of information in order to validate the cap-
tion: the caption itself, the related image and a set of common terms used to represent
both caption and objects in the image.
Input: : an image and a caption
Output:: foil classification and a dictionary with foil words and corrections
1 Snames ← detect objects(image);
2 tokens← tokenize(caption);
3 tags← POS-tagging(tokens);
4 Snouns ← filter nouns(tags);
5 Sinter ← Snouns ∩ Snames;
6 Scaption ← Snouns − Snames;
7 Simage ← Snames − Snouns;
8 Create corrections as a dictionary;
9 foreach foil ∈ Scaption do
10 Add foil as a key to corrections;
11 foreach correction ∈ Simage do
12 if foil is similar to correction then
13 corrections[foil]← correction
14 end
15 end
16 end
17 if corrections is not empty then
18 return: True, corrections;
19 else
20 return: False
21 end
Algorithm 1: CAPTION’s pseudo code
generated
caption
original
image
common
terms
map nouns to
common terms
map objects to
common terms
detect
objects
compare sets of
common terms
classification
resultsnouns
objects
set of terms
describing
the caption
set of terms
describing
the image
Fig. 1: A flowchart of the CAPTION architecture for checking captions
While the caption and its related image are the inputs to be analysed, the common
terms provide a bridge between words in the caption and object labels obtained by the
image processing. For example, if the caption has “woman” in it but the object detection
can only recognise “person”, the set of common terms is going to be used to map the
word “woman” to “person”.
This set of terms is used by both object detection and caption processing steps, as
described in the following sections.
4.2 Object detection
In this architecture, the object detection steps (blue boxes in Figure 1) may be any
off-the-shelf method (in our current implementation, the Faster R-CNN is used) that is
capable of returning a set of objects that can be found in an image, such as the ones
presented in the Object Detection using Artificial Neural Networks section.
Given an image, we use an object detection method to provide a list of objects
recognised in it, without the need of information regarding the position of the object in
the image or even the degree of confidence of the object detection. This list of objects is
then mapped into a set Snames of words using the set of common terms. This Snames of
terms recognised in the image is used to analyse the caption along with the set obtained
from the caption processing, presented in the next section.
4.3 Caption processing
The caption processing steps (green boxes in Figure 1) are responsible for transforming
the automatically generated caption into terms that can be compared to the detected
objects in the image.
Given the caption, the first step of this process is to recognise only the nouns in it,
which is the information that we expect to be related to the objects in the image. This set
Snouns is then mapped to the same set of common terms that were used in the objects
detected in the image, so that they can be compared in the next step, named Comparison
and classification.
4.4 Comparison and classification
The caption processing step provides a set of nouns defined in terms of the set of com-
mon terms (Snouns) and the object detection step provides a set of objects also defined
in terms of the set of common terms (Snames). The classification of the caption into
correct or foil (yellow boxes in Figure 1) can be done simply in terms of standard set
operations (i.e., intersection and difference between sets).
The intersection of both sets (Sinter = Snouns ∩ Snames) provides information
about which objects that were recognised in the image are also in the caption, thus
confirming that the object exists. However, we cannot state that the caption is correct
only with this information since the wrong word in the caption can be simply another
object in the image (e.g., in Figure 2 a man is on a motorcycle and a woman is walking
with a bicycle. A wrong caption can state that “the man is riding a bicycle”). Thus, the
intersection tells only which objects were used to generate the caption.
The set of objects that are in the image but not in the caption (Simage = Snames−
Snouns) provides information about which objects should be checked when trying to
(a) Original image. (b) Marked image.
Fig. 2: Example of image that can generate a wrong classification using intersection.
correct the caption. Once again, we cannot state that the object should be in the caption
only because it appears in the image (e.g., in Figure 3, a woman is using a knife, recog-
nised in the image, but the caption could only state that “a woman is cutting a cake”
without mentioning the term “knife”).
(a) Original image. (b) Marked image.
Fig. 3: Example of image that can generate a wrong classification using Simage.
However, this set Simage can be used to check for possible objects that are po-
tentially wrong in the caption (e.g., if the caption of Figure 3 stated that “the woman
is cutting a pizza” instead of a “cake”) and their properties can be considered in the
caption correction (e.g., exchanging “pizza” for “cake” in the same example).
The difference between the set of nouns in the caption and the set of objects in the
image (Scaption = Snouns−Snames) provides information about the objects described
in the caption but that were not detected in the image, giving us two possibilities:
1. The object detection method failed to find the object in the image and the caption
may be correct;
2. The object described in the caption is not in the image and the caption is wrong.
While the first possibility may be solved by using better object detection methods, the
second possibility is exactly the information that we are looking for. If an object de-
scribed in the caption cannot be found anywhere in the image, we can consider the
possibility that the caption is wrong and identify the mistake in it. Therefore, Scaption
informs us if there is something in the caption that is not in the image, possibly the
wrong word w1 ∈ Scaption. A possible correction for this caption would then be to
changew1 ∈ Scaption for a wordw2 ∈ Simage that can be somewhat equivalent, given
their degree of similarity wrt the synsets (e.g., in Figure 3, “pizza” and “cake” are both
food and could be exchanged). Therefore, if we are able to find a word w1 ∈ Scaption
and a word w2 ∈ Simage that can substitute w1, the caption can be inferred as wrong
and that w2 should substitute w1.
4.5 Current implementation
For this paper, we implemented the architecture described in Figure 1 using a few
Python libraries in a container environment.
We used the FOIL-COCO data set [23] that provides a set of captions for MS-COCO
images [13] that may be correct together with the images itself, so that the caption
and image would match. Since the captions had more terms than the ones originally
described in the images, we used the names and supercategories of MS-COCO as the
set of common terms.
The object detection process uses one of the pre-trained TensorFlow [1] models
available in its model zoo [9]3. Since this application does not require to be done in real-
time, we employed Faster R-CNN [14] with a base network generated through neural
architecture search [26] on the MS-COCO data set. This choice was made considering
the metrics provided by [9] for the models available in the model zoo and Faster R-CNN
was selected since it provided the best reported mean Average Precision (mAP), despite
being the slowest, with a reported 1833 ms for processing a single image. The output of
this object detection method is a list of objects already defined in terms of MS-COCO
names.
For processing the caption we used NLTK [3] with punkt and averaged per-
ceptron tagger to, respectively, tokenize and tag words in the caption. NLTK’s
interface with WordNet [18] was used to calculate the similarity between nouns found
in the caption and the names defined in MS-COCO.
A very important aspect of our current implementation is that we are using only
the nouns found in the caption, that were recognised by using NLTK. However, our
experiments used the complete FOIL-COCO data set as available in [23].
After detecting objects using Tensorflow and generating the set of nouns using
NLTK, the rest of the process used only Python’s standard set type operations.
The next section presents the experiments used to test our proposal along with an
explanation of how this architecture was implemented in this paper.
3 The pre-trained models are available at https://github.com/tensorflow/models/tree/master/
research/object detection
5 Experiments
In this section we first present the tasks used to analyse its performance and than the
hardware and software setup used during the experiments.
5.1 Tasks
To test the architecture proposed in this work, we used the three tasks described in [23]:
1. Classify the caption as right or wrong (foil);
2. Detect the wrong word, in case of a foil caption;
3. Correct the wrong word in the caption.
The three tasks were accomplished by analysing the Scaption and comparing it to
Simage so that if Scaption is empty, the caption is considered correct. However, if
Scaption is not empty, each of its terms is compared to each of the term in Simage to
find a suitable substitution (i.e., if w1 ∈ Scaption and w2 ∈ Simage have the same
MS-COCO supercategory, w2 is a suitable substitute for w1). If a suitable substitute is
found, the caption is considered wrong and both, the term considered foil from Scaption
and its possible substitute from Simage, are informed. However, if a suitable substitute
is not found, the caption is considered correct. Thus, in the proposed method, the three
tasks are not solved independently since our method finds the foil word (task 2) together
with the correction (task 3) which results in classifying the caption as wrong or not (task
1).
Since we used the same data set as [23], the results presented in the next section
will be compared with the results provided in that paper for each task.
The next section presents the results obtained by using the proposed method to solve
the three tasks presented in this section.
5.2 Setup
The experiments were executed on an Intel Core i7-8700 @ 4.6GHz with 16GB of
RAM and a NVidia GeForce GTX 1070 with 8GB of RAM running Debian GNU/Linux
Bullseye (the testing version as of this writing). All experiments were run in a container
using Docker and NVidia-Docker and an image based on the tensorflow/tensorflow:1.14.0-
gpu-py3-jupyter with scikit-learn, opencv-python, nltk and dodo detector installed via
pip.
6 Results
This section presents the results independently for the three tasks presented in the pre-
vious section, while using the results presented (and reproduced in this section) by [23]
and [8] as baseline for CAPTION. In the latter part of this section, an overall analysis
of the performance of the proposed method is presented.
6.1 Task 1: Caption classification
The first task consists of classifying if the caption for a given image is correct or a foil.
Table 1 presents metrics related only to the proposed architecture. It is worth pointing
out that CAPTION achieves over 0.7 in precision and recall for both detection of foil
caption and in the caption classification as correct.
Caption Precision Recall F1-score
Correct 0.81 0.74 0.77
Foil 0.72 0.79 0.75
Table 1: Caption classification results for the proposed architecture.
Shekhar et al. [23] performed the same tasks with four different algorithms that used
both the caption and the image to classify the caption (CNN + LSTM, IC-Wang, LSTM
+ norm I and HieCoAtt), and Blind LSTM (a language-only method that did not use
any information from the image to classify the caption) and two sets of classifications
as done by humans, the first is based on the majority of votes to classify the caption
and the second is based on the agreement of all humans judges on the classification.
Hendricks et al. [8] used the Phrase Critic for the same task. Table 2 presents the same
results obtained by [23] and [8] along with the ones obtained with CAPTION.
Classifier Overall(%) Correct(%) Foil(%)
Blind LSTM 55.62 86.20 25.04
CNN + LSTM 61.07 89.16 32.98
IC-Wang 42.21 38.98 45.44
LSTM + norm I 63.26 92.02 34.51
HieCoAtt 64.14 91.89 36.38
Phrase Critic 87.00 73.72
CAPTION 76.31 80.90 71.72
Human (majority) 92.89 91.24 92.52
Human (unanimity) 76.32 73.73 78.90
Table 2: Results for the classification task presented by [23], [8] and those obtained by
CAPTION. The correct classification results is not provided by [8]
Considering only the non-human classifiers presented by [23], CAPTION overall
performance (76.31%) is over 10 percentage points above the best (HieCoAtt with
64.14%). However, when classifying captions as correct, it is only better than IC-Wang
(38.98%), with a performance of about 10 percentage points below the best classi-
fier (LSTM + norm I with 92.02%). For foil classification, CAPTION performance
(71.72%) is about 25 percentage points higher than the second best (IC-Wang with
45.44%). Comparing with the classification done by humans, CAPTION’s performance
is worse than the classification done by humans voting, but it is surprisingly close to the
unanimity classification for the three criteria.
Comparing to the Phrase Critic, its overall performance is about 10 percentage
points higher than CAPTION while the foil classification is almost the same (2 per-
centage points of difference). Although CAPTION’s performance is worst than Phrase
Critic, results show how much the ground of the caption to the image is relevant when
checking for errors in captions and, most importantly when finding the foil word in the
caption, since both Phrase Critic and CAPTION have the top non-human performance
in both tasks.
Overall, CAPTION’s performance is good among the three criteria, being close to
the human unanimity performance for the same task. CAPTION’s performance is worst
only to the Phrase Critic, but again, their approach are much related which may indicate
that comparing the information from the image to the caption may be the reason for the
good performance.
Given that CAPTION’s classification can only happens when solving the other two
tasks, it can be expected that the results for the other two tasks are at least as good as the
results for the first one since performing poorly in identifying the error and correcting
it would directly affect CAPTION’s performance in classifying the caption as right or
foil.
6.2 Task 2: Error detection
Given a foil caption, the second task is identifying which word is wrong in the caption.
Although in the FOIL-COCO data set any correct word can be changed to be a foil
word, the current implementation of CAPTION considers only nouns as possible foil
words. For this task, Shekhar et al.[23] used three algorithms (IC-Wang, LSTM + norm
I and HieCoAtt), the same human classification methods (voting and unanimity) and a
random classifier (represented by the label ’Chance’ in the results). Again, Hendricks
et al. [8] used Phrase Critic for this task.
Results for this task are presented in Table 3. Although CAPTION only consider
nouns as possible foil words, we did not compare it to Shekhar et al. [23] methods that
also considered only nouns since our method has no a priori information about which
word is a noun, classifying it during the caption processing steps.
Identifier Nouns (%) All words (%)
Chance 23.25 15.87
IC-Wang 27.59 23.32
LSTM + norm I 26.32 24.25
HieCoAtt 38.79 33.69
Phrase Critic 73.72
CAPTION 71.72
Human (majority) 97.00
Human (unanimity) 73.60
Table 3: Results for the error detection task presented by [23] along with CAPTION.
Comparing only the non-human identifiers from [23], CAPTION’s performance
(71.72%) is more than two-times better than the second best method (HieCoAtt with
33.69%). For the human identifiers, we obtained analogous results to those in the first
tasks: CAPTION’s performance is worst than voting (97%) but close to the unanimity
(73.60%).
Comparing to the Phrase Critic, once again our method performance is very close to
it, which may not be a surprise considering that both compare information from image
and caption to detect the foil word.
Considering the results of this task, and the fact that CAPTION only considers a
caption as foil when it detects a foil word and how to correct it, the results for the
next task is as important as the results for the first two tasks in the CAPTION overall
performance analysis.
6.3 Task 3: Error correction
The last task is to correct the foil word in the caption. In the methods evaluated by [23],
the caption and the foil word were given as input to the algorithm. The algorithm’s
only task was, then, to change the foil word for a correct one. In CAPTION, however,
since identifying and correcting the foil word is an important part of the classification
step, we did not inform our method which is the foil word for each caption. Instead, we
present the results based on the corrections proposed by CAPTION while performing
the other two tasks.
For this task, [23] uses the same non-human methods as the second task (Chance,
IC-Wang, LSTM + norm I and HieCoAtt), but this time, no human method was used
for comparison. Once more, Phrase Critic was used for this task by [8]. Results are
presented in Table 4 for each of those four methods and also for CAPTION.
Method All target words (%)
Chance 1.38
IC-Wang 22.16
LSTM + norm I 4.7
HieCoAtt 4.21
Phrase Critic 49.60
CAPTION 90.11
Table 4: Results for the word correction task presented by [23] along with CAPTION.
In this task, CAPTION’s performance (90.11%) is about four times the performance
of the best method presented by [23] (IC-Wang with 22.16%). Comparing to Phrase
Critic, CAPTION performance is superior for a great margin for the first time in the tree
tasks. This may be due to the fact that CAPTION’s correction is based on semantics,
exchanging words related to each other, while Phrase Critic uses quantitative metrics to
indicate possible corrections.
Since performing poorly in this task would interfere with the results of the previous
tasks, it was expected for CAPTION to have a good performance in it. We can see that
considering the three tasks as a single, larger task with three steps, seems to have helped
to develop a method with good overall performance in the three tasks alone.
6.4 Discussion
The first aspect worth pointing out is that [23] considered the tasks as three separated
problems and used distinct, specialised, methods to solve each task. In contrast, CAP-
TION uses the results of the second and third tasks (error detection and correction) to
perform the first task (caption classification), which indicates that, first, it is possible
to solve the three tasks at the same time with the same method, without the need to
specialise a method for a certain task. Second, information about the second and third
tasks is important for solving the first task, since it gives a reason for the caption to be
classified as foil or not and, third, combining the three tasks gives us an explainable
output. For example, consider Figure 3 and the caption “a woman cutting a pizza”. By
combining the three tasks we can tell that the caption is foil (task 1) because there is
no pizza in the image (task 2), but the object detection method found a cake and, since
cake and pizza are food, the woman may be cutting a cake instead of a pizza (task 3).
Thus, CAPTION not only has a better performance than the other methods considered,
but also gives a more explainable answer.
However, there are some setbacks in our method which can be used to explain the
results. First, CAPTION depends on the performance of the object detection method to
correctly classify the caption. For example, using the same Figure 3 with the same foil
caption of “a woman cutting a pizza”, if the object detection method fails to recognise
the cake in the image, CAPTION will not be able to find a suitable substitute for pizza
and cannot tell that the caption is foil. Thus, it would incorrectly classify the image as
correct.
Second, the foil word in the caption can be some other object in the image, which
also makes CAPTION to mistakenly classify the image. For example, consider Figure 2
with the caption “a man riding a bicycle” and an object detection method that detects
the man riding the motorcycle and also the woman with the bicycle in the back of the
image. In this case, since both objects are in the image and the current implementation
of CAPTION only consider the objects but not the relation between them, it would not
be able to find the foil word and also classifies the caption as correct.
Third, in the current implementation, a suitable substitution for a foil word is used
by finding the most similar object to the foil word that was found, thus CAPTION
error correction is as good as the similarity function used to process the objects in the
caption and image. As a result, CAPTION can find mistakes in correct captions and
also indicate incorrect corrections for foil captions.
Although these three problems are relevant to CAPTION’s performance, improve-
ments in methods for the first and third problems would improve the overall perfor-
mance of CAPTION. I.e., as objects detection methods improve, the change of not
recognising an objects decreases and the first problem becomes harder to occur. For the
second problem, a solution is to use more knowledge about the image to confirm the
information provided by the caption (e.g., knowing that a man is riding a motorcycle
and not a bicycle in the image infers that the caption “a man riding a bicycle” is wrong).
Lastly, [23] suggests that the reason for the poor performance of the methods in the
three tasks they propose are due to the lack of a word’s meaning for a neural network
which makes it unable to detect the error and to correct it. Instead of adding meaning
to words and objects before being processed by the ANN so that the ANN has informa-
tion about the meaning of words and may use it to find errors and correct the text, in
CAPTION we add meaning to the output of the ANN in a way that do not change what
happens inside the ANN. Furthermore, we use a well-defined and accepted corpus (i.e.,
WordNet) to provide these meanings to words from both image and caption and, since
WordNet is constructed as a semantic network, we are capable of performing some op-
erations with those meanings (e.g., calculate similarities). Thus, we direct each method
(ANN and NLP) to its most suitable problem (i.e., object detection and text process-
ing, respectively) instead of trying to use a single method to solve the three tasks, as
done by [23] using ANN methods. As a result, we have a method with an overall better
performance and also a solution that can be explained.
When comparing to Phrase Critic, CAPTION’s performance is worst for the first
task (caption classification), almost identical in the second one (foil word detection)
and better in the last one (foil word correction), although the two methods have a lot
in common. This shows that comparing (grounding) the caption to the image is an
important step for the classification and also provides information for detecting the foil
word, indicating that a hybrid approach of combining DL and NLP may have an overall
better performance than using just DL methods. However, semantics still seems to play
an important role when correcting the caption.
7 Conclusion
This paper proposes an architecture to solve the three tasks proposed by [23] for auto-
matic caption generation for images, which are 1) classify the caption as correct or not,
2) detect the foil word in the caption and 3) correct the caption.
Our architecture combines object detection of the image with natural language pro-
cessing of the caption to search for the incorrect word in the caption, suggesting a
correction. With this information, the caption is classified as correct or not and the cor-
rections are informed if needed.
Results show that CAPTION has a better overall performance than the methods
tested by [23] and in some tasks it is comparable to human performance. However,
there are some drawbacks in our approach such as objects not being recognised by the
detector, or the use of poor word similarity functions.
Future works consists in improving the caption processing by using more infor-
mation, not just nouns, and also considering object relations in the image so that it is
possible to overcome some of the shortcomings of the current implementation. These
improvements will allow us to test our method in the data set provided by [22].
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