Der Schutz der Privatsphäre bei der Anfragebearbeitung in Datenbanksystemen by Dölle, Lukas
Der Schutz der Privatsphäre bei der Anfragebearbeitung
in Datenbanksystemen
D I S S E R T A T I O N









Präsident der Humboldt-Universität zu Berlin:
Prof. Dr. Jan-Hendrik Olbertz
Dekan der Mathematisch-Naturwissenschaftlichen Fakultät:
Prof. Dr. Elmar Kulke
Gutachter:
1. Prof. Johann-Christoph Freytag, Ph.D.
2. Prof. Dr. Nicole Schweikardt
3. Prof. Dr. Hannes Federrath
eingereicht am: 24. März 2015
Tag der mündlichen Prüfung: 27. Mai 2016

Abstract
Over the last ten years many techniques for privacy-preserving data publishing have
been proposed. Most of them anonymize a complete data table such that sensitive
values cannot clearly be assigned to individuals. Their privacy is considered to be
adequately protected, if an adversary cannot discover the actual value from a given
set of at least k values.
For this thesis we assume that users interact with a data base by issuing a se-
quence of queries against one table. The system returns a sequence of results that
contains sensitive values. The goal of this thesis is to check if adversaries are able
to link uniquely sensitive values to individuals despite anonymized result sets. So
far, there exist algorithms to prevent deanonymization for aggregate queries. Our
novel approach prevents deanonymization for arbitrary queries. We show that our ap-
proach can be transformed to matching problems in special graphs. However, finding
maximum matchings in these graphs is NP-complete. Therefore, we develop several





In den letzten Jahren wurden viele Methoden entwickelt, um den Schutz der Pri-
vatsphäre bei der Veröffentlichung von Daten zu gewährleisten. Die meisten Verfahren
anonymisieren eine gesamte Datentabelle, sodass sensible Werte einzelnen Individuen
nicht mehr eindeutig zugeordnet werden können. Deren Privatsphäre gilt als ausrei-
chend geschützt, wenn eine Menge von mindestens k sensiblen Werten existiert, aus
der potentielle Angreifer den tatsächlichen Wert nicht herausfinden können.
Ausgangspunkt für die vorliegende Arbeit ist eine Sequenz von Anfragen auf per-
sonenbezogene Daten, die durch ein Datenbankmanagementsystem mit der Rückgabe
einer Menge von Tupeln beantwortet werden. Das Ziel besteht darin herauszufinden,
ob Angreifer durch die Kenntnis aller Ergebnisse in der Lage sind, Individuen eindeutig
ihre sensiblen Werte zuzuordnen, selbst wenn alle Ergebnismengen anonymisiert sind.
Bisher sind Verfahren nur für aggregierte Anfragen wie Summen- oder Durchschnitts-
bildung bekannt. Daher werden in dieser Arbeit Ansätze entwickelt, die den Schutz
auch für beliebige Anfragen gewährleisten. Es wird gezeigt, dass die Lösungsansätze
auf Matchingprobleme in speziellen Graphen zurückgeführt werden können. Allerdings
ist das Bestimmen größter Matchings in diesen Graphen NP-vollständig. Aus diesem
Grund werden Approximationsalgorithmen vorgestellt, die in Polynomialzeit eine Teil-
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1 Einleitung und Grundlagen
1.1 Motivation
Durch die rasante Entwicklung immer leistungsfähigerer Computer und kostengünstigerer
Speichermedien ist es heutzutage möglich, Daten im großen Ausmaß effizient zu speichern.
Beim Surfen im Internet, Bezahlen im Supermarkt, Buchen einer Reise oder Abschließen
einer Versicherung werden immer öfter Daten erhoben, die potentiell Rückschlüsse auf das
Verhalten oder die persönlichen Umstände der betreffenden Personen zulassen. Die Inten-
tionen können dabei zum Beispiel in wirtschaftlichen Interessen oder staatlichen Kontrol-
len liegen. Daneben entstehen auch große Mengen an personenbezogenen Daten durch die
zunehmende Bereitschaft vieler Menschen, einen Teil ihrer Privatsphäre freiwillig preis-
zugeben. Solche Angaben können den Gesundheitszustand, Bankdaten, die Höhe des Er-
sparten, die politische Einstellung oder das Familienleben betreffen. Problematisch wird
dieser Umstand vor allem dann, wenn die Kontrolle über jene Daten vermehrt nicht mehr
denen obliegt, über die die Daten erfasst wurden, sondern denen, die die Daten verwal-
ten. Insbesondere das Herausgeben oder Veröffentlichen der Daten kann die Privatsphäre
der Personen beeinträchtigen. Aus diesem Grund wird das Vorbeugen vor missbräuchlicher
Datenverarbeitung, was mit dem Begriff Datenschutz bezeichnet wird, immer notwendiger.
In Deutschland gründet der Datenschutz auf dem Recht auf informationelle Selbstbe-
stimmung, welches allen Bürgern1 vom Bundesverfassungsgericht im sogenannten Volks-
zählungsurteil von 1983 zugesprochen wurde [140]. Darin wird jedem das Recht attestiert,
„grundsätzlich selbst über die Preisgabe und Verwendung seiner persönlichen Daten zu
bestimmen“. Werden Daten von Dritten gesammelt und verarbeitet, muss der Datenschutz
beachtet werden. Insbesondere beim Herausgeben von Daten muss gewährleistet werden,
dass jeder Bürger sein Recht auf informationelle Selbstbestimmung ausüben kann. In
Deutschland regeln das Bundesdatenschutzgesetz (BDSG) und Datenschutzbestimmun-
gen der einzelnen Länder den Umgang mit personenbezogenen Daten. Beispielsweise wird
darin festgesetzt, dass Daten für bestimmte Zwecke nur anonymisiert verwendet werden
dürfen [12]. Dazu müssen die Daten so verändert werden, dass Einzelangaben nicht mehr
oder nur mit einem unverhältnismäßig großen Aufwand einer Person zugeordnet werden
können (§ 3 Abs. 6 BDSG [12]). In diesem Fall wird die Privatsphäre von natürlichen
Personen als geschützt erachtet, worauf im Kapitel 2 konkreter eingegangen wird.
In den letzten Jahren wurden mehrere Modelle entwickelt, Daten so zu anonymisieren,
dass ihre Veröffentlichung die Privatsphäre der betroffenen Personen nicht verletzen sollte.
Viele dieser Ansätze basieren auf dem von Samarati und Sweeney vorgestellten Prinzip
der k-Anonymität [123, 135]. Es besagt, dass sich die Informationen für jedes Individuum
in den veröffentlichten Daten von mindestens k−1 anderen Individuen nicht unterscheiden
dürfen. Damit kann jeder veröffentlichte sensible Wert, wie zum Beispiel eine Krankheit,
1Im Sinne einer besseren Lesbarkeit wird in dieser Arbeit auf die Nennung der jeweils weiblichen und
männlichen Form zugunsten der männlichen Schreibweise verzichtet, womit keine Diskriminierung be-
absichtigt ist.
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mindestens k verschiedenen Individuen zugeordnet werden. Eine Verschärfung dieses Mo-
dells findet sich in der von Machanavajjhala et al. [101] eingeführten ℓ-Diversität. Sie
dreht die vorige Aussage um und fordert, dass durch die veröffentlichten Daten jedem
Individuum mindestens ℓ unterschiedliche sensible Werte zugeordnet werden können. Ein
Angreifer, der Individuen mit ihren sensiblen Werten verknüpfen möchte, hat damit für
jedes mindestens ℓ verschiedene mögliche Werte.
Während sich Modelle wie ℓ-Diversität beim einmaligen Veröffentlichen gesamter Daten-
bestände bewährt haben, existieren nur wenige Ansätze, die den Schutz der Privatsphäre
bei der Anfragebearbeitung gewährleisten. In diesem Fall können Nutzer mehrere Anfra-
gen an ein Datenbankmanagementsystem (DBMS) stellen und erhalten als Antwort jeweils
eine Menge von Tupeln inklusive sensibler Werte. Die Schwierigkeit liegt hierbei darin zu
entscheiden, ob durch das Herausgeben der Ergebnisse die Privatsphäre von Personen
verletzt wird. Dazu kann einerseits jedes dieser Ergebnisse separat anonymisiert werden.
Andererseits ist es eventuell möglich, dass die Kombination aller Ergebnisse Rückschlüsse
auf sensible Werte bestimmter Individuen zulässt. Seien beispielsweise die Ergebnisse zwei-
er Anfragen gegeben, bei denen das erste Ergebnis die Krankheiten Asthma, Bronchitis
und Erkältung sowie das zweite die Werte Asthma, Diabetes und Grippe enthalte. Jedes
Ergebnis erfüllt unabhängig vom anderen das Schutzkriterium ℓ-Diversität mit ℓ = 3, denn
es kommen jeweils drei verschiedene sensible Werte vor. Findet allerdings ein Angreifer
durch externes Wissen heraus, dass in beiden Ergebnissen Angaben zu einer Person na-
mens Alina enthalten sind, kann er ihre Krankheit schlussfolgern. Da Asthma der einzige
Wert ist, der in beiden Ergebnissen vorkommt, muss Alina Asthma haben.
1.2 Problemstellung und Zielsetzung
Die vorliegende Arbeit integriert die Methoden der Datenveröffentlichung in das sogenann-
te interaktive Anfragemodell. Dabei sind Daten gegeben, die Informationen über Personen
inklusive sensibler Werte enthalten. Nutzer können Anfragen an diese Daten stellen und
erhalten vom System anonymisierte Ergebnisse. Somit ist die Privatsphäre der Personen
in jedem einzelnen Ergebnis geschützt. Zu untersuchen bleibt jedoch, ob durch die Kombi-
nation aller Ergebnisse die Privatsphäre der betroffenen Personen verletzt ist oder nicht.
Da sich Modelle wie k-Anonymität oder ℓ-Diversität für eine Sequenz von Anfragen als
nicht ausreichend erweisen, wird zunächst ein geeignetes Modell für den Schutz der Pri-
vatsphäre bei der Anfragebearbeitung erstellt. Das grundlegende Konzept der genannten
Modelle soll jedoch erhalten bleiben. Die Privatsphäre gilt dementsprechend als geschützt,
wenn ein Angreifer aus einer Menge potentieller sensibler Werte den tatsächlichen Wert ei-
nes Individuums nicht bestimmen kann. Eine größere Menge gewährt dabei einen stärkeren
Schutz als eine kleinere.
Mithilfe des definierten Modells soll entschieden werden, ob eine Sequenz von Ergebnis-
sen zu Anfragen die Privatsphäre von Individuen verletzt oder nicht. Dazu werden An-
fragen Q1, Q2, . . . , Qn und dazugehörige Ergebnisse R̂1, R̂2, . . . , R̂n betrachtet. Zunächst
muss aus jedem R̂i, 1 ≤ i ≤ n, ein anonymisiertes Ri erstellt werden, damit das Schutzkri-
terium für jedes einzelne Ergebnis erfüllt ist. Dafür können bereits existierende Verfahren
verwendet werden. Die entscheidende Frage lautet danach, ob das Wissen, das aus der
Kombination aller anonymisierten Ergebnisse R1, R2, . . . , Rn gewonnen werden kann, zu
einer Verletzung der Privatsphäre entsprechend dem zuvor definierten Modell führt (s.
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Abbildung 1.1: Architektur des vorgestellten Anfragesystems
Abbildung 1.1). Es wird gezeigt, dass dieses Problem NP-vollständig ist. Somit ergibt sich
als weiteres Ziel die Angabe eines Approximationsalgorithmus, der in polynomieller Lauf-
zeit zumindest sicherstellt, dass keine Verletzung der Privatsphäre vorliegt, und damit
praktischen Anforderungen genügt.
1.3 Überblick über die Arbeit
In den weiteren Abschnitten des Kapitels 1 werden grundlegende Begriffe und Algorithmen
eingeführt, die in der vorliegenden Arbeit verwendet werden. Kapitel 1.4 stellt kurz das
relationale Datenmodell vor, das in der vorliegenden Arbeit Grundlage aller Datenreprä-
sentationen ist. In Kapitel 1.5 werden Optimierungsprobleme und Komplexitätsklassen
definiert, ehe Kapitel 1.6 einen ausführlichen Einblick in die Graphentheorie gibt, die
die Basis für den vorgestellten Lösungsansatz darstellt. Eine weitere Voraussetzung sind
Kenntnisse im Bereich der linearen Programmierung, die in Kapitel 1.7 zusammengefasst
werden.
Ein Überblick über den aktuellen Stand der Forschung im Bereich des Schutzes der
Privatsphäre in Datenbanksystemen wird in Kapitel 2 gegeben. Dazu werden wichtige
Begriffe eingeführt und Schutzkriterien vorgestellt. Details zu den einzelnen Unterkapiteln
werden jeweils am Anfang des entsprechenden Kapitels ausgeführt.
In Kapitel 3 wird die Zielsetzung der vorliegenden Arbeit konkretisiert. Es wird ein
Modell für den Schutz der Privatsphäre bei der Anfragebearbeitung entwickelt und ein
Algorithmus vorgestellt, der die Einhaltung dieses Schutzkriteriums garantiert. Grundlage
dafür bilden bipartite Graphen, in denen Matchings gesucht werden. Allerdings wird auch
gezeigt, dass die Berechnung solcher Matchings und damit die Überprüfung des Schutz-
kriteriums NP-vollständige Probleme sind.
Das Ziel der darauffolgenden Kapitel liegt darin, einen Approximationsalgorithmus zu
entwerfen, der den Schutz der Privatsphäre sicherstellt und nur polynomielle Laufzeit be-
nötigt. In Kapitel 4 werden dafür Anforderungen definiert, die zu einer Verfeinerung des
zuvor eingeführten Graphenmodells führen. Insbesondere werden die Matchings so einge-
schränkt, dass deren effiziente Berechnung möglich ist. Die Approximation besteht darin,
nur eine Teilmenge aller existierenden Matchings zu bestimmen, wodurch das Schutzkri-
terium nur näherungsweise angegeben werden kann.
Der Approximationsalgorithmus selbst wird in Kapitel 5 vorgestellt. Er basiert auf den
zuvor festgelegten Vereinfachungen und besitzt trotz der Näherung die positive Eigen-
5
1 Einleitung und Grundlagen
schaft, jede Verletzung der Privatsphäre zu erkennen. In diesem Fall kann entweder die
verursachende Anfrage verweigert oder ein Ergebnis zurückgegeben werden, welches neben
den angefragten sensiblen Werten noch zusätzliche künstliche Werte enthält.
Kapitel 6 widmet sich dem wichtigsten Schritt des vorgestellten Algorithmus, in dem
neue Matchings dynamisch aus bereits zuvor ermittelten Matchings konstruiert werden. Es
werden mehrere Ansätze vorgeschlagen, wie diese Berechnung durchgeführt werden kann.
Für einen Spezialfall von Ergebnissen zu Anfragen, in denen kein sensibler Wert mehr-
fach vorkommt, wird in Kapitel 7 ein vereinfachter Approximationsalgorithmus entworfen.
Es wird gezeigt, wie dieser Ansatz auf beliebige Anfragen beziehungsweise Ergebnisse er-
weitert werden kann und damit eine Alternative zum Algorithmus aus Kapitel 5 darstellt.
In Kapitel 8 werden die entwickelten Algorithmen evaluiert. Es wird die Güte der Ap-
proximationen experimentell abgeschätzt und untersucht, wie sich die Laufzeit auch bei
großen Datenmengen mit unterschiedlichen Verteilungen der sensiblen Attributwerte ver-
hält. Tests mit realen Daten zeigen die Anwendbarkeit der Approximationsalgorithmen.
Im letzten Teil der vorliegenden Arbeit werden in Kapitel 9 die wichtigsten Ergebnisse
zusammengefasst und diskutiert. Es werden Angriffsszenarien auf das eingeführte Modell




Ein Datenmodell ist die theoretische Grundlage für eine Datenbank und bestimmt, auf
welche Art und Weise Daten in einem Datenbanksystem gespeichert und verarbeitet wer-
den können. Das bekannteste Beispiel ist das relationale Datenmodell, welches 1970 von
Edgar F. Codd [25] erstmals vorgeschlagen wurde und bis heute trotz einiger Kritikpunkte
einen etablierten Standard für Datenbanken bildet. Grundlage dieses Konzeptes ist die Re-
lation, ein im mathematischen Sinn wohldefinierter Begriff. Sie stellt eine mathematische
Beschreibung einer Tabelle dar.
Ein Wertebereich (oder eine Domäne) ist eine Menge unteilbarer Werte. Er kann logisch
(z. B. Menge aller Postleitzahlen) oder durch einen Datentyp (z. B. Menge reeller Zahlen)
spezifiziert werden. Ein Attribut ist der Name einer Rolle, die ein Wertebereich spielen
kann. Es werden kontinuierliche oder numerische (z. B. Menge ganzer Zahlen) von diskre-
ten Attributwerten (z. B. Menge von Krankheiten) unterschieden. Seien A1, A2, . . . , An At-
tribute, denen die Wertebereiche dom(A1), dom(A2), . . . , dom(An) zugeordnet sind. Dann
ist eine Relation R eine Teilmenge des kartesischen Produkts der Domänen:
R ⊆ dom(A1)× dom(A2)× · · · × dom(An).
Ein Element t ∈ R heißt n-Tupel oder kurz Tupel. Es besteht aus einer geordneten Liste
von n Werten t = [v1, v2, . . . , vn], wobei jeder Wert vi, 1 ≤ i ≤ n, ein Element von dom(Ai)
oder ein spezieller Nullwert2 ist. Der i-te Wert im Tupel t wird mit t[Ai] angegeben.
Relationen können als Tabellen dargestellt werden, wobei die Spaltenüberschriften den
Attributen und die übrigen Zeilen den Tupeln entsprechen. Im Rahmen der vorliegen-
2Nullwerte stellen Attribute dar, deren Werte unbekannt sind oder für bestimmte Tupel nicht existieren.
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den Arbeit liegen Daten immer in relationaler Form vor, wobei die Begriffe Tabelle und
Relation synonym verwendet werden.
1.4.2 Anfragen auf Relationen
Ein Datenmodell enthält in der Regel neben der Definition der Datenrepräsentation eine
Menge von Operationen für die Manipulation der Daten. Die Operationen des relationa-
len Modells lassen sich in Veränderungs- und Suchoperationen unterteilen. Das Verändern
umfasst das Einfügen und Löschen von Tupeln in Relationen sowie das Modifizieren von
Attributwerten existierender Tupel. Eine Basismenge von Suchoperationen bildet die Re-
lationale Algebra. Das Ergebnis einer Suche ist dabei eine neue Relation, die aus einer oder
mehreren Relationen erzeugt wurde. Die Algebra-Operatoren produzieren also Relationen,
die mithilfe von Operationen der gleichen Algebra weiter manipuliert werden können. Bei-
spiele für Operatoren sind Vereinigung, Schnitt, Differenz, kartesisches Produkt, Selektion,
Projektion und Join3. Auf eine detaillierte Einführung wird an dieser Stelle jedoch verzich-
tet und auf die einschlägige Datenbankliteratur verwiesen (z. B. auf [139, 44, 58, 130, 79]).
Im Rahmen der vorliegenden Arbeit spielen nur die Selektion und Projektion eine wichtige
Rolle.
Die Selektionsoperation wird benutzt, um eine Teilmenge der Tupel einer Relation aus-
zuwählen, die eine gegebene Bedingung erfüllen. Diese Operation stellt demnach eine Art
Filter dar, der nur bestimmte Tupel aussucht. Demgegenüber wählt die Projektionsopera-
tion nur gewisse Spalten aus der Tabelle aus und verwirft andere. Sie wird benutzt, wenn
nicht alle Attribute einer Relation von Interesse sind.
Außerhalb der Relationalen Algebra existieren weitere Operationen, die in kommerziel-
len Anfragesprachen benötigt werden. Ein Beispiel sind die Aggregatfunktionen, die einer
Menge von Werten einen einzelnen Wert zuordnen. Dazu gehören die Summen- und Durch-
schnittsbildung, die Berechnung des Maximums und Minimums sowie die Zählfunktion,
die die Mächtigkeit einer Menge bestimmt.
Als Standardanfragesprache relationaler Datenbanken hat sich in den letzten Jahrzehn-
ten SQL (engl. Structured Query Language) durchgesetzt. Sie beinhaltet einige Merkmale
der Relationalen Algebra, basiert aber größtenteils auf dem relationalen Tupelkalkül, einer
weiteren formalen Anfragesprache. Beispiele von Anfragen an Relationen werden in dieser
Arbeit jeweils in SQL notiert, wobei auf eine Einführung der Syntax erneut verzichtet und
auf die angegebene Literatur verwiesen wird.
1.5 Komplexitätstheorie
1.5.1 Probleme und Laufzeit
Die Komplexitätstheorie beschäftigt sich mit dem Aufwand, der nötig ist, um gegebene
algorithmische Probleme zu lösen. Dabei wird ein Problem formal durch eine Menge I
von Instanzen, eine Menge S von zulässigen Lösungen und eine bestimmte Fragestellung
charakterisiert. Die wichtigsten Fragen sind dabei, ob bestimmte Lösungen bestmöglich
3In der deutschen Literatur ist anstelle von „Join“ auch der Begriff „Verbund“ geläufig. Da aber auch
im Deutschen häufiger von einem „Join“ gesprochen wird, wird in dieser Arbeit der englische Begriff
verwendet.
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sind oder eine gegebene Eigenschaft erfüllen. Dadurch entstehen Optimierungs- oder Ent-
scheidungsprobleme.4
Optimierungsprobleme sind Probleme, die im Allgemeinen viele zulässige Lösungen be-
sitzen. Jeder Lösung wird ein bestimmter Wert (Zielfunktionswert oder Kosten) zugeord-
net. Es ist in der Menge aller zulässigen Lösungen nach derjenigen gefragt, die den besten,
das heißt optimalen, Wert besitzt.
Definition 1.1 (Optimierungsproblem) Ein Optimierungsproblem P wird definiert
durch
• eine Menge I von Instanzen,
• eine Menge S(x) von zulässigen Lösungen für jedes x ∈ I und
• eine Funktion f , die jedem Paar (x, s) ∈ I × S einen reellen Wert zuordnet.
Das Ziel ist, bei gegebener Instanz eine zulässige Lösung zu finden, sodass f maximiert
(Maximierungsproblem) beziehungsweise minimiert (Minimierungsproblem) wird.
Für eine Instanz x ∈ I heißt eine Lösung s ∈ S(x) optimal, falls
f(x, s) ≥ f(x, s′), ∀s′ ∈ S (Maximierungsproblem) beziehungsweise
f(x, s) ≤ f(x, s′), ∀s′ ∈ S (Minimierungproblem).
Mit f∗(x) wird der Wert einer optimalen Lösung angegeben.
Ein Entscheidungsproblem hat als mögliche Antworten nur „Ja“ oder „Nein“. Hier ist
zusätzlich ein Wert k für die Funktion f gegeben und es ist gefragt, ob eine Lösung x
mit f(x, s) ≥ k (Maximierungsproblem) beziehungsweise f(x, s) ≤ k (Minimierungspro-
blem) existiert. Man spricht hierbei auch von der Entscheidungsvariante des dazugehörigen
Optimierungsproblems.
Beispiel 1.1 Beim Erfüllbarkeitsproblem aussagenlogischer Formeln Sat (engl. satisfia-
bility) ist eine Boolesche Formel in konjunktiver Normalform5 (CNF für engl. conjunctive
normal form) gegeben. Bei diesem Entscheidungsproblem ist nach der Existenz einer er-
füllenden Belegung gefragt. Ein dazugehöriges Optimierungsproblem könnte zum Beispiel
nach der maximalen Anzahl erfüllbarer Klauseln fragen. Dieses Problem heißt Max-Sat.
Auch hier existiert eine Entscheidungsvariante, bei der gefragt ist, ob mindestens k Klau-
seln erfüllbar sind.
Ein Algorithmus A für ein Problem P berechnet zu jeder Eingabe x einen Wert A(x).
Für Optimierungsprobleme gilt dabei A(x) ∈ R und für Entscheidungsprobleme A(x) ∈
{ja, nein}. Als Rechnermodell werden für Algorithmen (meist deterministische) Turing-
maschinen verwendet, auf deren Definition aber an dieser Stelle verzichtet wird. Ist eine
Funktion f : X → Y gegeben, so berechnet A die Funktion f , falls A(x) = f(x) für alle
x ∈ X gilt. Die Laufzeit eines Algorithmus bei Eingabe x ist die Anzahl der elementa-
ren Operationen, die er (bzw. die Turingmaschine) ausführt. Besonders interessant ist die
4Es gibt noch weitere Fragestellungen und Probleme, die in dieser Arbeit jedoch eine untergeordnete
Rolle spielen.
5Eine Boolesche Formel ist in konjunktiver Normalform, wenn sie eine Konjunktion von Klauseln darstellt.




Zeitkomplexität tA(n) oder auch Worst-case-Laufzeit von A. Das ist die maximale Laufzeit
des Algorithmus über alle Eingaben der Länge n. A hat polynomielle Laufzeit, wenn es
ein Polynom p : N → R gibt mit tA(n) ≤ p(n) für alle n ∈ N. In diesem Fall spricht man
von einem polynomiellen oder auch effizienten Algorithmus.
1.5.2 Komplexitätsklassen
Ein Problem heißt polynomiell oder in Polynomialzeit lösbar , falls es einen polynomiellen
Algorithmus zur Lösung des Problems gibt. Mit P wird die Menge aller polynomiell lösba-
ren Entscheidungsprobleme bezeichnet. Ein Entscheidungsproblem ist nichtdeterministisch
polynomiell lösbar, wenn für jede „Ja“-Instanz6 x ein Lösungsstring (das Zertifikat) exis-
tiert, mit dem die Korrektheit der „Ja“-Antwort in polynomieller Laufzeit nachgewiesen
werden kann.7 Die Klasse NP umfasst alle Entscheidungsprobleme, die nichtdeterminis-
tisch polynomiell lösbar sind. Es gilt offensichtlich P ⊆ NP. Bis heute ist die Frage, ob
P = NP gilt, ungelöst. Sie ist eine der bedeutendsten offenen Fragen der theoretischen
Informatik.
Ein Entscheidungsproblem P1 ist polynomiell reduzierbar auf ein Entscheidungsproblem
P2 (P1 ≤p P2), wenn es einen Algorithmus gibt, der jede Instanz x1 von P1 in polynomieller
Laufzeit in eine Instanz x2 von P2 transformiert, sodass x2 genau dann „Ja“-Instanz von
P2 ist, wenn x1 „Ja“-Instanz von P1 ist. In diesem Fall löst ein effizienter Algorithmus
für P2 auch P1 und P2 ist mindestens so schwer wie P1. Ein Entscheidungsproblem Q
heißt NP-hart, falls sich jedes andere Problem aus NP polynomiell auf Q reduzieren lässt.
Liegt Q zudem auch in NP, heißt Q NP-vollständig. Kann ein NP-vollständiges Problem
P2 polynomial auf ein Problem P1 ∈ NP transformiert werden, ist auch P1 NP-vollständig.
Gibt es einen effizienten Algorithmus für eines der NP-vollständigen Probleme, sind alle
effizient lösbar. Daher wird seit Jahren P ̸= NP vermutet.
Beispiel 1.2 Sat ist das erste Problem, von dem bewiesen wurde, dass es NP-vollstän-
dig ist [26]. Darauf aufbauend wurde die NP-Vollständigkeit vieler weiterer Probleme ge-
zeigt [77]. Beispielsweise ist 3-Sat, das heißt Sat eingeschränkt auf Klauseln mit höchstens
drei Literalen, ebenfalls NP-vollständig. Auch das oben erwähnte Max-Sat fällt in diese
Komplexitätsklasse.
Polynomielle Algorithmen werden für gewöhnlich als für die Praxis geeignete Algorith-
men betrachtet. Für Probleme, die nicht in P liegen, werden daher sogenannte Approxima-
tionsalgorithmen angegeben, die die Probleme in polynomieller Laufzeit näherungsweise
lösen. Sei A ein Algorithmus für ein Optimierungsproblem Q. Für eine Instanz x ∈ I
sei OPT (x) der Wert einer optimalen Lösung von x. Weiter sei A(x) der Wert der vom
Algorithmus A gefundenen zulässigen Lösung. Dann ist die (relative) Approximationsgü-
te oder der Approximationsfaktor von A bei Eingabe x entweder A(x)OP T (x) , wenn Q ein
Minimierungsproblem, oder OP T (x)A(x) , wenn Q ein Maximierungsproblem ist.
6Eine „Ja“-Instanz eines Problems hat als Antwort „ja“.
7Alternativ kann auch definiert werden, dass ein Problem genau dann nichtdeterministisch polynomiell
lösbar ist, wenn es von einer nichtdeterministischen Turingmaschine in polynomialer Zeit gelöst werden
kann. Das ist äquivalent zu der Aussage, dass die Lösung eines Problems in polynomieller Zeit von
einer deterministischen Turingmaschine verifiziert werden kann.
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1.5.3 Asymptotische Laufzeit und Landausche Symbole
Landau-Symbole werden in der Informatik und Mathematik benutzt, um das asymptoti-
sche Wachstumsverhalten von Funktionen und Folgen zu beschreiben. In der Informatik
werden sie bei der Analyse von Algorithmen verwendet und geben ein Maß für die Anzahl
der Elementarschritte in Abhängigkeit von der Größe der Eingabevariablen an.
Der Großbuchstabe O8 (damals eigentlich ein großes Omikron) als Symbol für Ordnung
wurde erstmals 1894 vom deutschen Zahlentheoretiker Paul Bachmann (1837–1920) [5]
vorgeschlagen. Bekannt gemacht wurde diese Notation jedoch erst 1909 durch den ebenfalls
deutschen Zahlentheoretiker Edmund Landau (1877–1938) [88], mit dessen Namen sie
insbesondere im deutschen Sprachraum heute in Verbindung gebracht wird.
Definition 1.2 Seien f, g : N → R+0 zwei reellwertige Funktionen.9 Man schreibt f(n) =
O(g(n)), falls es Zahlen c > 0 und n0 ∈ N gibt mit
∀n ≥ n0 : f(n) ≤ c · g(n).
Die Bedeutung der Aussage f(n) = O(g(n)) ist, dass „f nicht wesentlich schneller“
wächst als g. Formal bezeichnet der Term O(g(n)) die Klasse aller Funktionen f , die die
obige Bedingung erfüllen, das heißt
O(g(n)) = {f : N→ R+ ∪ {0} | ∃c ∈ R+ ∃n0 ∈ N ∀n ≥ n0 : f(n) ≤ c · g(n)}.
Die Gleichung f(n) = O(g(n)) drückt also in Wahrheit die Element-Beziehung f ∈
O(g(n)) aus. O-Terme können auch auf der linken Seite einer Gleichung vorkommen. In
diesem Fall wird eine Inklusionsbeziehung ausgedrückt. So steht beispielsweise n2+O(n) =
O(n2) für die Aussage {n2 + f | f ∈ O(n)} ⊆ O(n2).
Es gibt noch weitere nützliche Größenvergleiche von Funktionen. Seien erneut f, g : N→
R+0 zwei reellwertige Funktionen. Dann heißt
f(n) = o(g(n)) ⇔ ∀c ∈ R+ ∃n0 ∈ N : f(n) ≤ c · g(n), ∀n ≥ n0,
f(n) = Ω(g(n)) ⇔ ∃c ∈ R+ ∃n0 ∈ N : f(n) ≥ c · g(n), ∀n ≥ n0,
f(n) = ω(g(n)) ⇔ ∀c ∈ R+ ∃n0 ∈ N : f(n) ≥ c · g(n), ∀n ≥ n0,
f(n) = Θ(g(n))⇔ ∃c1, c2 ∈ R+ ∃n0 ∈ N : c1 · g(n) ≤ f(n) ≤ c2 · g(n), ∀n ≥ n0.
Diese Aussagen bedeuten in der angegebenen Reihenfolge, dass f „wesentlich langsamer
als“, „mindestens so schnell wie“, „wesentlich schneller als“ beziehungsweise „ungefähr
genauso schnell wie“ g wächst.
1.6 Graphentheorie
Eine Vielzahl von Problemen lassen sich mithilfe der Graphentheorie modellieren und
lösen. In diesem Abschnitt werden grundlegende Begriffe und Zusammenhänge, die in der
vorliegenden Arbeit verwendet werden, in kompakter Form eingeführt.
8gesprochen „groß O“
9Wenn der Wertebereich von f und g die gesamten reellen Zahlen R sein sollen, müssen in den folgenden
Ungleichungen die Beträge |f(n)| und |g(n)| anstelle der Funktionswerte eingesetzt werden.
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1.6.1 Einführung in die Graphentheorie
Grundlegende Begriffe
Definition 1.3 (Graph) Ein (ungerichteter) Graph ist ein Tupel G = (V, E), wobei V




eine Teilmenge der 2-elementigen Teilmengen von V sind. Die
Elemente v ∈ V heißen Knoten (auch Ecken, engl. nodes oder vertices), die Elemente
e ∈ E Kanten (engl. edges) von G.
Graphen nach Definition 1.3 heißen auch einfach, da sie keine Mehrfachkanten10 oder
Schlingen11 besitzen. Um die Knoten- und Kantenmenge eines Graphen G von anderen zu
unterscheiden, schreibt man auch V (G) und E(G). Je nach Zusammenhang wird gelegent-
lich G mit V oder mit E identifiziert. So schreibt man statt v ∈ V (G) oder e ∈ E(G) auch
kurz v ∈ G oder e ∈ G. Die Anzahl der Elemente in V beziehungsweise E wird mit n(G)
beziehungsweise m(G) bezeichnet. Bei gegebenem Graphen wird meist nur n beziehungs-
weise m geschrieben. Ein Graph G heißt endlich beziehungsweise unendlich je nachdem,
ob V endlich oder unendlich ist. Alle in dieser Arbeit betrachteten Graphen sind, soweit
nicht anders angegeben, endlich.
Beispiel 1.3 Graphen werden häufig durch Diagramme veranschaulicht, in denen Kno-
ten durch Punkte und Kanten durch Linien repräsentiert werden. So ist zum Bei-
spiel der Graph G = ({1, 2, 3, 4, 5, 6, 7, 8}, {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {2, 5}, {3, 4},
{3, 6}, {4, 5}, {4, 7}, {5, 8}, {7, 8}}) in Abbildung 1.2a dargestellt.
Sei G = (V, E) ein Graph. Zwei Knoten v und w aus V heißen adjazent (oder benach-
bart), falls {v, w} ∈ E. Man sagt auch, v und w sind durch eine Kante verbunden. Ein
Knoten v ∈ V und eine Kante e ∈ E heißen inzident (oder überdeckt), falls v ∈ e gilt.
Die Knoten v und w werden Endknoten der Kante {v, w} genannt. Zwei Kanten e und
f heißen inzident, falls e ∩ f ̸= ∅ gilt. Die beiden Kanten haben also einen gemeinsamen
Knoten. Im Fall e ∩ f = ∅ nennt man e und f auch unabhängig.
Die Nachbarschaft NG(v) oder kurz N(v)12 eines Knotens v ∈ V ist die Menge N(v) :=
{w ∈ V | {v, w} ∈ E}. Die Elemente in N(v) heißen Nachbarn von v. Der Grad (oder
die Valenz) d(v) eines Knotens v ist die Anzahl der mit v inzidenten Kanten |E(v)|.
Für einfache Graphen ist dies gerade die Anzahl der Nachbarn von v, das heißt, es gilt
d(v) = |N(v)|.13 Weiterhin ist hier für eine Teilmenge S ⊆ V die Nachbarschaft von S
als N(S) := ⋃v∈S N(v) definiert. Ein Knoten vom Grad 0 heißt isoliert. Die Zahl δ(G) :=
min{d(v) | v ∈ V } heißt Minimalgrad und ∆(G) := max{d(v) | v ∈ V } Maximalgrad
von G. Hat jeder Knoten von G den gleichen Grad k, so heißt G regulär beziehungsweise
k-regulär . Einen 3-regulären Graphen nennt man auch kubisch.




gilt. Er enthält also
jede mögliche Kante. Ein vollständiger Graph auf n Knoten wird mit Kn bezeichnet. So
ist der K3 beispielsweise ein Dreieck. G heißt leerer Graph oder stabile Menge, falls E = ∅
gilt.
10mehrfache (parallele) Kanten zwischen zwei Knoten
11Kanten mit zwei identischen Eckpunkten
12Auch bei anderen Bezeichnungen, die den Bezugsgraphen als Index angeben, wird der Index häufig
weggelassen, wenn der Bezug klar ist.
13Das gilt zum Beispiel nicht für Multigraphen, die Mehrfachkanten enthalten.
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Teilgraphen
Ein besonderes Augenmerk liegt in dieser Arbeit auf Graphen, die in anderen enthalten
sind. Sie heißen Teilgraphen.





Teilmengen seiner Knoten und Kanten. Dann heißt H = (V ′, E′) Teilgraph (oder Sub-
graph bzw. Untergraph) von G. Man sagt, G enthält H und notiert dies mit H ⊆ G. Falls
V ′ = V gilt, so nennt man H einen (auf)spannenden Teilgraphen.
Teilgraphen haben viele interessante Eigenschaften, wenn sie sich aus einer gegebenen
Knoten- oder Kantenmenge ableiten lassen. In diesem Fall spricht man auch von induzier-
ten Teilgraphen. Seien G = (V, E) ein Graph und V ′ ⊆ V sowie E′ ⊆ E zwei Teilmengen
der Knoten- beziehungsweise Kantenmenge. Aus V ′ wird ein sogenannter knoteninduzier-
ter Teilgraph erstellt, indem zu V ′ alle Kanten aus E(G) hinzugefügt werden, die beide
Endknoten in V ′ haben. Ein kanteninduzierter Teilgraph wird aus E′ erstellt, wenn alle
Knoten ausgewählt werden, die in mindestens einer Kante in E′ vorkommen.
Definition 1.5 (induzierter Teilgraph) Seien G = (V, E) ein Graph und V ′ ⊆ V sowie
E′ ⊆ E Teilmengen seiner Knoten und Kanten. Dann heißt H = (V ′, E′) (knoten-)in-




. H = (V ′, E′) heißt kanteninduzierter
Teilgraph von G, falls V ′ = ⋃e∈E′ e.14
Ein induzierter Teilgraph H eines Graphen G = (V, E) ist bereits durch die Anga-
be einer Knotenmenge V ′ ⊆ V vollständig beschrieben. Man nennt H daher auch den
von V ′ induzierten Teilgraphen und notiert diesen Graphen als G[V ′]. Analog nennt man
G[E′] = (⋃e∈E′ e, E′) den von E′ kanteninduzierten Teilgraphen. Zur Unterscheidung von
Teilgraphen und induzierten Teilgraphen werden erstere bisweilen auch schwache Teilgra-
phen genannt.
Für eine Knotenmenge X ⊆ V definiere G − X := G[V \ X]. Für eine Kantenmenge
F ⊆ E definiere G−F := (V, E \F ). Für einzelne Elemente v ∈ V beziehungsweise e ∈ E




























Abbildung 1.2: Graphen und Teilgraphen
Beispiel 1.4 In Abbildung 1.2 ist in (a) ein Graph G dargestellt. Der Graph H aus
(b) ist ein schwacher Teilgraph von G, der aus einer Teilmenge aller Knoten und Kanten
besteht. HV aus (c) ist ein durch die Knotenmenge V ′ = {1, 2, 3, 4, 6} induzierter Teilgraph
von G, da er alle Kanten aus G enthält, die beide Eckknoten in V ′ haben. Analog ist
HE aus (d) ein kanteninduzierter Teilgraph. Die entsprechende Kantenmenge ist E′ =
{{2, 3}, {2, 4}, {3, 4}, {4, 5}, {4, 7}}.
14V ′ ist die Menge aller Knoten, die in mindestens einer Kante e ∈ E′ vorkommen.
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Wege, Pfade und Kreise
Ein Kantenzug in einem Graphen G = (V, E) besteht aus einer Folge v0, v1, . . . , vl von
Knoten und einer Folge e1, . . . , el von Kanten, wobei l ≥ 0 und ei = {vi−1, vi} ∈ E für
i = 1, . . . , l gilt. Falls der Kantenzug keine Kante enthält, so handelt es sich um einen
leeren Kantenzug. Ein Weg ist ein Kantenzug, in dem keine Kante mehrfach vorkommt.
Oft wird ein Weg der Einfachheit halber nur durch die Folge seiner Knoten v0, v1, . . . , vl
angegeben. Die Knoten v0 und vl werden als die Endknoten des Weges bezeichnet. Man
sagt auch, dass der Weg die Knoten v0 und vl verbindet, beziehungsweise spricht von
einem v0-vl-Weg. Der Wert l gibt die Länge des Weges an. Ein Pfad ist ein Weg, in dem
kein Knoten mehrfach vorkommt. Mit E(P ) wird die Menge der Kanten des Pfades P
bezeichnet. Ein Graph, der nur aus einem Pfad der Länge n− 1 besteht, wird auch als Pn
notiert.15 Bei einem Pfad v0, v1, . . . , vl werden die Knoten v1, . . . , vl−1 innere Knoten des
Pfades genannt. Der Abstand dist(v, w) zweier Knoten v und w in einem Graphen G ist
als die Länge eines kürzesten v-w-Pfades definiert. Falls ein solcher nicht existiert, wird
der Abstand auf ∞ gesetzt. Der größte Abstand zweier Knoten in einem Graphen G ist
der Durchmesser diam(G) des Graphen. Knoten heißen zentral, wenn ihr größter Abstand
zu anderen Knoten minimal ist. Dieser Abstand heißt Radius rad(G) von G und ist formal
als rad(G) := minv∈V (G) maxw∈V (G) dist(v, w) definiert.
Ein geschlossener Kantenzug in einem Graphen G = (V, E) besteht aus einer Folge v1,
. . . , vl von Knoten und einer Folge e1, . . . , el von Kanten, wobei l ≥ 2 und ei = {vi, vi+1} ∈
E für i = 1, . . . , l−1 und el = {vl, v1} ∈ E gilt. Der Wert l gibt die Länge des geschlossenen
Kantenzugs an. Ein Zykel ist ein geschlossener Kantenzug, in dem keine Kante mehrfach
vorkommt. Ein Kreis ist ein Zykel, in dem kein Knoten mehrfach vorkommt. Ein Kreis
muss somit mindestens drei Knoten enthalten. Mit Cn bezeichnet man einen Kreis der
Länge n, das heißt einen Kreis mit n Kanten und n Knoten. Ein Kreis heißt gerade oder
ungerade, je nachdem ob seine Länge gerade oder ungerade ist. Die Taillenweite (engl.
girth) g(G) ist die Länge eines kürzesten Kreises in G. Falls G keinen Kreis besitzt, so
wird g(G) =∞ gesetzt.
Ein Graph G = (V, E) heißt zusammenhängend, falls es für je zwei Knoten v, w ∈ V
einen v-w-Pfad gibt. Ein inklusionsmaximaler zusammenhängender Teilgraph von G heißt
Zusammenhangskomponente. Die Anzahl der Zusammenhangskomponenten eines Graphen
G wird mit c(G) notiert.
Bäume und Wälder
Viele Algorithmen haben auf Graphen, die keine Kreise enthalten, besonders schnelle Lauf-
zeit. Daher wird diese Gruppe von Graphen auch unter dem Begriff Bäume beziehungs-
weise Wälder zusammengefasst.
Definition 1.6 (Baum, Wald) Ein Graph wird Wald genannt, falls er keinen Kreis
enthält. Ein zusammenhängender und kreisfreier Graph heißt Baum.
Ein Wald ist somit ein Graph, dessen Zusammenhangskomponenten Bäume sind. Ist ein
Baum T Teilgraph eines Graphen G und gilt V (T ) = V (G), so wird T spannender Baum
genannt. Ein Knoten eines Baumes heißt Blatt, falls er Grad höchstens 1 hat.
15Dieser Graph enthält genau n Knoten.
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1.6.2 Bipartite Graphen
Eine spezielle Klasse von Graphen stellen die bipartiten beziehungsweise allgemein r-
partiten Graphen dar. Ein Graph kann dabei in Partitionen geteilt werden, sodass Kanten
nur zwischen den Partitionen verlaufen.
Definition 1.7 (bipartiter Graph) Ein Graph G = (V, E) heißt genau dann bipartit16,
wenn sich seine Knotenmenge V in zwei Teile A und B partitionieren lässt, sodass Kanten
nur zwischen A und B verlaufen.
Bipartite Graphen werden oft auch als Tripel G = (A, B, E)17 mit E ⊆ A×B = {{a, b} |
a ∈ A, b ∈ B} geschrieben. A ∪̇ B heißt Bipartition von G und die Mengen A sowie B
heißen Bipartitionsmengen oder auch einfach Teile. Der vollständige bipartite Graph mit
Partitionen der Größe |A| = r und |B| = s wird mit Kr,s notiert. Er hat r · s viele Kanten.
(a) G (b) K2,2 (c) K2,3 (d) K3,3 (e) K3,3
Abbildung 1.3: Bipartite Graphen
Beispiel 1.5 Abbildung 1.3 zeigt mehrere bipartite Graphen, wobei der K3,3 sowohl in
(d) als auch in (e) dargestellt ist.
Das Partitionieren von Graphen kann auch auf eine größere Anzahl von Teilen ange-
wandt werden. Sei r ≥ 2 eine natürliche Zahl. Ein Graph G = (V, E) heißt r-partit, wenn
eine Partition von V in r Teile existiert, sodass die Endknoten einer jeden Kante von G
in verschiedenen Partitionsklassen liegen. Ein bipartiter Graph ist somit 2-partit.
1.6.3 Matchings
Von besonderem Interesse in der vorliegenden Arbeit sind spezielle Kantenmengen, in
denen Kanten keine gemeinsame Knoten haben. Viele theoretischen Probleme lassen sich
auf das Suchen solcher Mengen reduzieren.
Definition 1.8 (Matching) Sei G = (V, E) ein Graph. Eine Menge M ⊆ E heißt
Matching, falls keine zwei Kanten aus M einen gemeinsamen Knoten haben.
Im Deutschen wird ein Matching auch Paarung genannt, jedoch hat sich auch hier der
englische Begriff durchgesetzt.
Sei G = (V, E) ein Graph. Eine Menge M heißt maximales Matching, falls M ∪ {e} für
alle e ∈ E \M kein Matching ist. Ein Matching M heißt größtes Matching (oder auch
16In der deutschen Literatur manchmal auch paar genannt.
17oder als Tupel G = (A ∪̇ B, E)
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Maximummatching), falls |M | ≥ |M ′| für alle Matchings M ′ von G gilt. Die Kardinalität
eines größten Matchings in G wird mit ν(G) bezeichnet. Ein Matching M heißt perfekt,
falls 2 · |M | = |V | gilt. Ein Knoten v ∈ V heißt überdeckt bezüglich eines Matchings M ,

































Abbildung 1.4: Verschiedene Matchings für den Graphen G aus Abbildung 1.2a. Die Men-
gen der farbigen Kanten bilden jeweils ein Matching.
Beispiel 1.6 Abbildung 1.4 zeigt vier verschiedene Matchings ((a) bis (d)) im Graphen G
aus Abbildung 1.2a. M2 ist ein maximales Matching, denn das Hinzufügen einer beliebigen
Kante würde die Matchingsbedingung verletzen. Es ist aber kein größtes Matching, da
es nur aus drei Kanten besteht. M3 und M4 sind mit jeweils vier Kanten perfekte und
demzufolge auch größte Matchings.
Größte Matchings in bipartiten Graphen
Für das Berechnen größter Matchings in bipartiten Graphen existieren mehrere Algo-
rithmen, die jeweils polynomielle Laufzeit haben. Im Folgenden werden zwei Verfahren
vorgestellt, die existierende Matchings sukzessive mithilfe sogenannter augmentierender
Pfade vergrößern, bis das Maximum erreicht ist.
Ein Pfad in einem Graphen G = (V, E) heißt alternierend bezüglich eines Matchings
M (kurz M -alternierend), falls er abwechselnd Kanten aus M und aus E(G) \M benutzt.
Ein Pfad der Länge mindestens 1 heißt M -augmentierend (oder M -verbessernd), falls er
alternierend ist und Anfangs- und Endknoten nicht von M überdeckt sind.
Beispiel 1.7 Für das Matching M2 aus Abbildung 1.4b ist der Pfad P = 6, 3, 2, 5, 8, 7 ein
augmentierender Pfad, da er abwechselnd Matchingkanten (rot) und Nicht-Matchingkan-
ten (schwarz) benutzt und Anfangs- (6) sowie Endknoten (7) nicht überdeckt sind. Auch
P ′ = 6, 3, 2, 1, 4, 7 ist ein M2-augmentierender Pfad. Zu den (jeweils größten) Matchings
M3 und M4 in Abbildung 1.4c beziehungsweise 1.4d existieren keine augmentierende, son-
dern nur alternierende Pfade.
Zwischen augmentierenden Pfaden und größten Matchings besteht folgender einfacher
Zusammenhang.
Satz 1.1 (Berge [8]) Ein Matching M ist genau dann ein größtes Matching, wenn kein
M -augmentierender Pfad existiert.
Beweis: Falls es einen M -augmentierenden Pfad gibt, so ist M offensichtlich kein größtes
Matching, denn durch Vertauschen von Matchingkanten und Nicht-Matchingkanten ent-
lang des M -augmentierenden Pfades wird ein größeres Matching erzeugt. Somit gibt es
bezüglich eines größten Matchings M keine M -augmentierenden Pfade.
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Angenommen, M ist kein größtes Matching. Sei M ′ ein Matching mit |M ′| > |M |.
Betrachte die symmetrische Differenz M ∆ M ′18. Diese induziert einen Graphen mit Ma-
ximalgrad 2 und besteht somit aus der Vereinigung von geraden Kreisen und Pfaden. Da
|M ′| > |M | muss es insbesondere auch mindestens einen Pfad geben, der mit jeweils einer
Kante aus M ′ beginnt und endet. Dieser ist M -augmentierend.
Der Beweis von Satz 1.1 zeigt sogar eine etwas stärkere Aussage, die später für einen
vorgestellten Algorithmus benötigt wird.
Korollar 1.2 Seien M1 und M2 Matchings in einem Graphen G mit |M1| > |M2|. Dann
existieren mindestens |M1| − |M2| viele (knoten-)disjunkte M2-augmentierende Pfade in
G, die nur Kanten aus M1 ∆ M2 enthalten.













































Abbildung 1.5: Alternierende und augmentierende Pfade: Die roten Kanten stellen jeweils
das Matching dar, die grünen Kanten veranschaulichen Nicht-Matching-
kanten augmentierender Pfade.
Beispiel 1.8 Abbildung 1.5 zeigt augmentierende Pfade bezüglich verschiedener Mat-
chings. Zum bipartiten Graphen G = (V, E) aus (a) bilden die roten Kanten in (b) das
Matching M1. Ein M1-augmentierender Pfad ist zum Beispiel P1 = 1, 4, 7, 8, da er ab-
wechselnd Kanten aus M1 (rot) und E \ M1 (grün)19 benutzt und Anfangs- (1) sowie
Endknoten (8) nicht überdeckt sind. M2 in (c) entsteht durch das Vertauschen von Mat-
chingkanten und Nicht-Matchingkanten entlang von P1 und ist offensichtlich um 1 grö-
ßer als M1. M3 (siehe (d)) entsteht aus M2, indem anhand des augmentierenden Pfades
P2 = 3, 2, 5, 8, 7, 10, 11, 12 Kanten vertauscht werden. In M3 existieren keine augmentie-
renden Pfade und es ist ein größtes Matching in G.
Ein einfacher Algorithmus, der ein größtes Matching mithilfe von Satz 1.1 konstruiert,
erzeugt in einem Graphen ein beliebiges (oder auch leeres Matching), berechnet sukzessive
M -augmentierende Pfade und vergrößert jeweils das Matching, indem Kanten entlang der
Pfade vertauscht werden. Wenn kein augmentierender Pfad mehr existiert, ist das erhalte-
ne Matching ein größtes. Seien n die Anzahl der Knoten und m die Anzahl der Kanten des
18M ∆ M ′ := (M \ M ′) ∪ (M ′ \ M)




Graphen. Der Standardalgorithmus für bipartite Graphen findet einen augmentierenden
Pfad durch eine modifizierte Breitensuche. Da höchstens n/2 Augmentierungen20 nötig
sind, die jeweils in Zeit O(m) bewerkstelligt werden können, hat dieser Algorithmus Lauf-
zeit O(nm). Der Algorithmus von Hopcroft und Karp [67] dagegen arbeitet in Phasen und
erreicht durch quasi simultanes Augmentieren mehrerer Pfade eine Laufzeit von O(
√
nm).
Beide Verfahren werden im Folgenden vorgestellt.
Seien ein Graph G und ein Matching M gegeben. Ein Baum in G mit einem als Wurzel
ausgezeichneten Knoten heißt M -alternierend, falls die Wurzel nicht von M überdeckt ist
und alle von der Wurzel zu den Blättern gehenden Pfade alternierend sind sowie gerade
Länge haben. Ein M -alternierender Wald ist die disjunkte Vereinigung M -alternierender
Bäume.
Ein alternierender Baum mit Wurzel x enthält alle potenziellen Anfangsstücke von aug-
mentierenden Pfaden, die in x beginnen. Die Idee bei der Suche nach augmentierenden
Pfaden in bipartiten Graphen ist daher, alternierende Bäume so lange zu erweitern, bis
eine Nicht-Matchingkante gefunden wird, die zwei Knoten verschiedener alternierender
Bäume verbindet. Haben beide Knoten geraden Abstand zu ihrer jeweiligen Wurzel, hat
man in diesem Fall einen augmentierenden Pfad von der Wurzel des einen alternierenden
Baumes zur Wurzel des anderen alternierenden Baumes gefunden. Falls eine solche Kante
nicht existiert und kein alternierender Baum erweitert werden kann, so nennt man den
erhaltenen Graphen einen ungarischen Wald21.
Der Algorithmus Bipartites Matching bestimmt nach genau dieser Idee augmentierende
Pfade in bipartiten Graphen und ist in Algorithmus 1.1 gegeben.
Satz 1.3 Der Algorithmus Bipartites Matching bestimmt ein größtes Matching im bipar-
titen Graphen G und hat Laufzeit O(nm).
Beweis: Zum Nachweis der Korrektheit reicht es offensichtlich zu zeigen, dass M größtes
Matching ist, wenn die While-Schleife ohne augmentierenden Pfad beendet wird.22 Hierbei
ist F ein ungarischer Wald.
Nach dem Verlassen der While-Schleife sind gemäß der Bedingung die Knoten in Veven
nur mit Knoten aus Vodd adjazent. Jedes Matching lässt somit mindestens |Veven| − |Vodd|
viele Knoten in G unüberdeckt. Andererseits enthält jede Komponente des ungarischen
Waldes F genau einen von M nicht überdeckten Knoten (Wurzel). Auf der Menge V \
(Veven∪Vodd) bildet M ein perfektes Matching, da alle ungematchten Knoten in Veven liegen
und es keine Matchingkante gibt, von der nur ein Endknoten im ungarischen Wald liegt.
Die Anzahl der unüberdeckten Knoten ist demnach gleich der Anzahl der Komponenten
des ungarischen Waldes |Veven| − |Vodd|, das heißt, M ist größtes Matching.
Ohne Einschränkung kann n = O(m) angenommen werden. Die Repeat-Until-Schleife
hat Laufzeit O(n+m) und wird maximal n/2-mal durchlaufen, womit sich die angegebene
Gesamtlaufzeit ergibt.
20Das größte Matching kann bei n Knoten maximal Größe n/2 haben und in jedem Augmentierungsschritt
vergrößert sich das Matching um mindestens 1.
21Die Bezeichnung „ungarisch“ bezieht sich auf die beiden ungarischen Mathematiker Dénes Kőnig (1884–
1944) und Jenő Egerváry (1891–1958) und wurde vom US-amerikanischen Mathematiker Harold Wil-
liam Kuhn (1925–2014) [86] eingeführt. Ein ungarischer Wald muss nicht notwendigerweise alle Knoten
des Graphen enthalten. Als Beispiel betrachte man einen Pfad der Länge 3, an den an einen der beiden
mittleren Knoten eine Kante angehängt wird.
22In diesem Fall ist P undefiniert, die Repeat-Until-Schleife wird verlassen und der Algorithmus terminiert
mit der Rückgabe von M .
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Algorithmus 1.1 Bipartites Matching
Eingabe: G = (V, E): bipartiter Graph
Ausgabe: M : größtes Matching in G
1: M ← ∅
2: repeat
3: F ← Teilgraph von G, der aus allen von M nicht überdeckten Knoten besteht
4: Veven ← Menge aller Knoten in F
5: Vodd ← ∅
6: P ← undefined # augmentierender Pfad
7: while ∃{x, y} ∈ E mit x ∈ Veven, y /∈ Vodd do
8: if y /∈ Veven then
9: Erweitere F um {x, y} und Matchingkante {y, z} ∈M
10: Füge y in Vodd und z in Veven ein
11: else
12: P ← augmentierender Pfad von Wurzel des Baumes, der x enthält, zu Wurzel
des Baumes, der y enthält
13: Augmentiere M entlang P
14: break # beendet While-Schleife
15: end if
16: end while
17: until P = undefined # F ist ungarischer Wald
18: return M
Mit nur wenig mehr Aufwand gewinnt man einen O(
√
nm)-Algorithmus. Der Algorith-
mus von Hopcroft und Karp [67] arbeitet in Phasen, während derer das bestehende Mat-
ching jeweils entlang mehrerer disjunkter augmentierender Pfade „gleichzeitig“ vergrößert
wird. Bezeichne M das bereits konstruierte Matching (zu Beginn gilt also M = ∅). In jeder
Phase wird eine maximale Menge knotendisjunkter kürzester M -augmentierender Pfade
bestimmt und das bestehende Matching M entlang dieser Pfade augmentiert. Die erste
Phase berechnet also schon ein maximales Matching im Graphen G. Es zeigt sich, dass
einerseits jede Phase nur lineare Laufzeit erfordert und dass andererseits nach maximal
O(
√
n)23 vielen Phasen keine M -augmentierende Pfade mehr vorhanden sind. In diesem
Fall ist M ein größtes Matching.
Für ein Matching M bezeichne l(M) die Länge eines kürzesten M -augmentierenden Pfa-
des. Falls M größtes Matching ist und somit kein augmentierender Pfad existiert, so setze
l(M) =∞. Das folgende Lemma 1.4 besagt, dass sich die Länge eines kürzesten augmentie-
renden Pfades immer vergrößert, wenn ein Matching mithilfe einer (inklusions-)maximalen
Menge knotendisjunkter augmentierender Pfade24 vergrößert wird. Genau auf dieser Idee
basiert der Algorithmus von Hopcroft und Karp.
Lemma 1.4 Seien M ein Matching und P1, . . . , Pt eine (inklusions-)maximale Menge
knotendisjunkter M -augmentierender Pfade der Länge l(M). Dann gilt
l(M ∆ E(P1) ∆ · · ·∆ E(Pt)) > l(M).
23Genauer gesagt werden maximal 32
√
n viele Phasen benötigt.
24Eine Menge knotendisjunkter augmentierender Pfade heißt (inklusions-)maximal, wenn kein weiterer
Pfad hinzugefügt werden kann, ohne die Knotendisjunktheit zu verletzen.
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Beweis: Sei Q ein augmentierender Pfad in M ′ := M ∆ E(P1) ∆ · · · ∆ E(Pt).25 Dann
gilt |M ′ ∆ E(Q)| = |M | + t + 1.26 Nach Korollar 1.2 gibt es somit t + 1 knotendisjunkte
M -augmentierende Pfade Q1, . . . , Qt+1 in M ∆ (M ′ ∆ E(Q)), die alle Länge mindestens
l(M) haben. Man erhält:
(t + 1) · l(M) ≤ |E(Q1)|+ · · ·+ |E(Qt+1)| ≤ |M ∆ (M ′ ∆ E(Q))|.
Letztere Ungleichung ergibt sich dabei wegen E(Qi) ⊆ M ∆ (M ′ ∆ E(Q)). Aus der Defi-
nition von M ′ und der Eigenschaft, dass die Pi knotendisjunkt sind, folgt27
|M ∆ (M ′ ∆ E(Q))| = |E(P1) ∆ · · ·∆ E(Pt) ∆ E(Q)|
= |(E(P1) ∪ · · · ∪ E(Pt)) ∆ E(Q)|
= |E(P1) ∪ · · · ∪ E(Pt)|+ |E(Q)| − 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)|
= t · l(M) + |E(Q)| − 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)|.
Somit gilt also
|E(Q)| ≥ l(M) + 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)|.
Falls Q knotendisjunkt zu P1 ∪ · · · ∪Pt ist, so gilt |E(Q)| > l(M), denn andernfalls wären
die Pi nicht inklusionsmaximal. Falls Q nicht knotendisjunkt zu P1 ∪ · · · ∪ Pt ist, so ist Q
auch nicht kantendisjunkt zu P1 ∪ · · · ∪ Pt (da in M ′ alle Knoten der Pi überdeckt sind)
und es gilt daher |(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)| > 0. Somit erhält man in diesem Fall
|E(Q)| ≥ l(M) + 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)| > l(M),
was den Beweis vervollständigt.
Beispiel 1.9 In Abbildung 1.5 auf Seite 16 sind ein Graph G und drei Matchings M1,
M2, M3 gegeben. Kürzeste M1-augmentierende Pfade sind P1 = 1, 4, 7, 8 (siehe (b)) und
P ′1 = 3, 2, 5, 8. Beide haben die Länge 3, das heißt, l(M1) = 3. Da P1 und P ′1 aber nicht kno-
tendisjunkt sind (beide beinhalten Knoten 8), kann M1 nur mithilfe eines der beiden Pfade
augmentiert werden. Wird dafür P1 ausgewählt, so entsteht als vergrößertes Matching M2
(siehe (c)). Nach Lemma 1.4 muss sich die Länge eines kürzesten augmentierenden Pfa-
des vergrößert haben. Da P2 = 3, 2, 5, 8, 7, 10, 11, 12 der einzige augmentierende Pfad ist
und Länge 7 hat, folgt l(M2) = 7. Das größte Matching M3 in (d) entsteht durch das
Augmentieren von M2 mithilfe von P2 und hat keine augmentierende Pfade mehr (d. h.
l(M3) =∞).




Beweis: Zunächst wird gezeigt, dass die While-Schleife im Algorithmus von Hopcroft und
Karp nur O(
√
n)-mal durchlaufen wird. Nach jedem Durchlauf erhöht sich die Länge eines
25E(P ) bezeichnet die Menge der Kanten des Pfades P .
26Denn |M ′| = |M ∆ E(P1) ∆ · · · ∆ E(Pt)| = |M | + t und Q ist M ′-augmentierend.
27Man beachte hierbei, dass für zwei Mengen A und B gilt: |A ∆ B| = |A \ B| + |B \ A| = |A| − |A ∩ B| +
|B| − |A ∩ B|.
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Algorithmus 1.2 Hopcroft-Karp
Eingabe: G = (V, E) = (A ∪̇B, E): bipartiter Graph
Ausgabe: M : größtes Matching in G
1: M ← ∅
2: while l(M) <∞ do
3: S ← Menge nicht überdeckter Knoten in A
4: T ←Menge über alternierende Pfade der Länge l(M) von S aus erreichbarer Knoten
5: Bestimme mittels Tiefensuche von den Knoten in T eine maximale Menge augmen-
tierender Pfade der Länge l(M) und augmentiere diese
6: end while
7: return M
kürzesten augmentierenden Pfades nach Lemma 1.4 um mindestens 1. Sei M∗ ein größtes
Matching von G und M das gefundene Matching nach
√
n Durchläufen der While-Schleife.
Dann beträgt die Länge eines kürzesten M -augmentierenden Pfades mindestens
√
n + 1
und nach Korollar 1.2 existieren mindestens |M∗| − |M | = ν(G)− |M | M -augmentierende
Pfade. Da diese knotendisjunkt sind und alle mindestens Länge
√
n + 1 ≥
√
n haben, folgt
n ≥ (Anzahl der Pfade) · (minimale Anzahl Knoten eines Pfades)




n ≥ ν(G)− |M |.
Somit kann M noch höchstens
√
n-mal augmentiert werden, weil durch jedes Augmentieren





n) viele Durchläufe der While-Schleife.
Es bleibt zu zeigen, dass jeder Durchlauf der While-Schleife eine Laufzeit von O(n + m)
benötigt. Die Länge l(M) kann mittels einer modifizierten Version der Breitensuche, die
von allen nicht überdeckten Knoten in A ausgeht, in linearer Zeit gefunden werden: in
jedem Schritt werden ausgehend von einem Knoten in A alle dessen Nachbarn besucht,
diese aber nicht in die Warteschlange aufgenommen, sondern alle die Knoten (in A), die
mit diesen Nachbarn über eine Matchingkante verbunden sind. Die Menge T bestimmt
man dadurch, dass man die Breitensuche nur bis zu einer Tiefe von l(M) laufen lässt.
Zur Bestimmung einer maximalen Menge knotendisjunkter augmentierender Pfade startet
man in den Knoten von T jeweils eine Tiefensuche zu Knoten in S, wobei einmal besuchte
Knoten für folgende Tiefensuchen verboten werden und nur Kanten benutzt werden, die
den Abstand entlang eines alternierenden Pfades zu einem Knoten in S verringern28.
Sobald ein Knoten in S erreicht wird, wird die Tiefensuche beendet, ein augmentierender
Pfad ist gefunden und eine Tiefensuche vom nächsten Knoten in T wird gestartet. Es
ist damit sichergestellt, dass jeder Knoten maximal einmal besucht wird und jede Kante
somit maximal zweimal abgesucht wird. Damit ist die Gesamtlaufzeit eines Durchlaufes
28Durch die vorherige Breitensuche wurde berechnet, welchen Abstand jeder Knoten zu einem Knoten in
S hat. Dadurch ist für jeden Knoten klar, welche seiner Nachbarknoten den Abstand zu Knoten in S
verringern und welche nicht.
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der While-Schleife O(m), falls der Graph zusammenhängend ist. Ansonsten liefert eine
Betrachtung der Komponenten des Graphen ebenfalls Laufzeit O(m).
1.6.4 Repräsentation von Graphen
Um Berechnungen auf Graphen effizient durchzuführen, wurden für Graphen verschiedene
Datenstrukturen entwickelt. Die wichtigsten sind die Adjazenzmatrix, die Adjazenzliste
und die Inzidenzmatrix.




1, falls {vi, vj} ∈ E
0, sonst
die Adjazenzmatrix von G. Sie speichert für alle Paare von Knoten, ob sie durch eine Kante
verbunden sind.
Eine Adjazenzliste verwaltet für jeden Knoten vi eine Liste mit seinen Nachbarn. Falls
die Anzahl der Knoten konstant bleibt, können die einzelnen Listen in einem Feld ver-
waltet werden, wobei das Feldelement mit Index i auf die Adjazenzliste von Knoten vi
verweist. Falls sich die Anzahl der Knoten dynamisch ändert, werden die Adjazenzlisten
typischerweise ebenfalls in einer doppelt verketteten Liste verwaltet.
Eine weitere Möglichkeit, um Graphen zu repräsentieren, ist, die Endknoten für jede
Kante des Graphen zu speichern. Sei E = {e1, . . . , em}, dann heißt die (n × m)-Matrix
B = (bij) mit den Einträgen
bij =
{
















v1 v2 v3 v4 v5
v1 0 1 1 1 0
v2 1 0 1 1 1
v3 1 1 0 1 0
v4 1 1 1 0 1
v5 0 1 0 1 0
⎞⎟⎟⎟⎟⎟⎠
(b) Adjazenzmatrix A
v1 v2 v3 v4
v2 v1 v3 v4 v5
v3 v1 v2 v4




e1 e2 e3 e4 e5 e6 e7 e8
v1 1 1 1 0 0 0 0 0
v2 1 0 0 1 1 1 0 0
v3 0 1 0 1 0 0 1 0
v4 0 0 1 0 1 0 1 1
v5 0 0 0 0 0 1 0 1
⎞⎟⎟⎟⎟⎟⎠
(d) Inzidenzmatrix B
Abbildung 1.6: Repräsentation von Graphen. Kanten sind in (a) farbig nummeriert.
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Beispiel 1.10 Abbildung 1.6 zeigt für den Graphen G = (V, E) aus (a) in (b) die Adja-
zenzmatrix, in (c) die Adjazenzliste und in (d) die Inzidenzmatrix.
Je nach gewählter Repräsentation hat das Initialisieren der Datenstruktur und das Ein-
fügen oder Löschen von Knoten beziehungsweise Kanten unterschiedliche Laufzeit. An
dieser Stelle wird aber auf eine detaillierte Untersuchung der Komplexität verzichtet. Eine
Übersicht dazu findet man zum Beispiel bei Turau [138].
1.6.5 Hypergraphen
Hypergraphen können als Verallgemeinerungen von Graphen angesehen werden. Dabei wird
auf die Forderung, dass jede Kante genau zwei Knoten enthält, verzichtet.
Definition 1.9 (Hypergraph) Ein Hypergraph ist ein Tupel H = (V, E), wobei V eine
Menge und E ∈ P(V ) eine Menge von nichtleeren Teilmengen von V ist.
Die Elemente von E werden häufig auch Hyperkanten genannt. Hypergraphen sind meist
nur schwer darstellbar. In der Regel werden die Knoten als Punkte und die Hyperkanten als
geschlossene Linien gezeichnet (siehe Abbildung 1.7). Besteht der Hypergraph aus vielen








Abbildung 1.7: Hypergraph mit acht Knoten und den Kanten {1, 3, 6}, {1, 2, 4, 5} sowie
{4, 5, 7, 8}
Ein wichtiges Problem in dieser Arbeit ist das Bestimmen größter Matchings. Dafür
existiert auch für Hypergraphen eine Verallgemeinerung.
Definition 1.10 (k-Matching) Sei H = (V, E) ein Hypergraph. Eine Teilmenge der
Kantenmenge M ⊆ E heißt k-Matching in H, falls jeder Knoten v ∈ V mit höchstens k
Kanten aus M inzident ist.
1-Matchings heißen auch kurz Matchings. Im Gegensatz zu einfachen Graphen ist das
Matchingproblem in Hypergraphen wesentlich schwerer zu lösen. Es ist äquivalent zum Set
Packing-Problem29, welches eins der 21 Probleme ist, für die Karp [77] bereits 1972 die
NP-Vollständigkeit zeigte. Auch für den Spezialfall, dass alle Kanten aus genau drei Knoten
aus jeweils verschiedenen Teilmengen von V bestehen, ist das Bestimmen eines größtes
Matchings NP-vollständig [77, 74]. Dieses Problem wird 3-dimensionales Matching
genannt.




Sei folgendes einfaches Beispiel gegeben. Ein Unternehmen stellt zwei Produkte P1 und
P2 her, für deren Fertigung die drei Ausgangsstoffe A1, A2 und A3 verwendet werden. Für
1 Mengeneinheit (ME) von P1 wird je 1 ME A1 und A2 sowie 3 ME A3 benötigt. P2 lässt
sich durch 4 ME A1 sowie je 1 ME A2 und A3 herstellen. Der Verkauf von P1 bringt einen
Gewinn von 1 Geldeinheit (GE) und der von P2 2 GE. Das Unternehmen möchte seinen
Gewinn maximieren und sucht für beide Produkte die optimale Herstellungsmenge, wenn
insgesamt 12 ME von A1, 4 ME von A2 und 9 ME von A3 vorhanden sind.
Bezeichne x1 die Herstellungsmenge von P1 und x2 die von P2. Damit die Einschrän-
kungen für die drei Ausgangsstoffe A1, A2 und A3 erfüllt sind, müssen für alle möglichen
Werte von x1 und x2 folgende drei Ungleichungen gelten:
A1 : x1 + 4x2 ≤ 12 (1.1)
A2 : x1 + x2 ≤ 4 (1.2)
A3 : 3x1 + x2 ≤ 9 (1.3)
Der Gesamtgewinn G des Unternehmens ist
G = x1 + 2x2. (1.4)
Gesucht sind nun Werte für x1 und x2, bei denen die Ungleichungen 1.1 bis 1.3 erfüllt
sind und G maximiert wird. An dieser Stelle ist zunächst noch unklar, wie diese optimale
Lösung berechnet wird. Die gegebene Aufgabe ist allerdings ein Beispiel für ein sogenanntes
lineares Programm, welches im Folgenden vorgestellt wird und für das Lösungsalgorithmen
existieren.
Die Grundidee der linearen Programmierung ist, eine lineare Funktion zu optimieren, die
aus n Freiheitsgraden besteht und durch lineare Gleichungen oder Ungleichungen einge-
schränkt ist. Sie stellt damit eine sehr allgemeine Methode zur Optimierung von Problemen
dar, für die keine speziell entwickelten Algorithmen existieren. Dementsprechend spricht
man auch von der linearen Optimierung.
Ein lineares Optimierungsproblem wird auch als lineares Programm (engl. linear pro-
gram, LP) bezeichnet und ist wie folgt definiert:
Definition 1.11 (lineares Programm (LP)) Seien A ∈ Rm×n eine Matrix sowie b ∈
Rm und c ∈ Rn zwei Vektoren. Eine zulässige Lösung ist ein Vektor x ∈ Rn, für den
Ax ≤ b und x ≥ 0 gilt. Gesucht ist eine Lösung, die das Produkt cT x maximiert:
max{cT x | Ax ≤ b, x ≥ 0}. (1.5)
cT x steht hier für das Standardskalarprodukt von c und x, wobei cT den transponierten
Vektor zu c bezeichnet.30 Die Vergleichsoperatoren in Definition 1.11 sind komponenten-
30Das Standardskalarprodukt zweier reeller Vektoren x, y ∈ Rn mit x = (x1, . . . , xn)T und y =
(y1, . . . , yn)T ist definiert als ⟨x, y⟩ := x1y1 + · · · + xnyn =
∑n
i=1 xiyi = x
T y, wobei xT den trans-
ponierten Vektor zu x bezeichnet und das Ergebnis eine reelle Zahl ist.
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weise zu verstehen, zum Beispiel ist für x = (x1, . . . , xn)T gefordert, dass x1 ≥ 0, . . . , xn ≥
0 gilt.31
Die Menge der zulässigen Lösungen eines linearen Programms wird als zulässiger Bereich
bezeichnet. Eine zulässige Lösung, für welche das Maximum angenommen wird, heißt
optimale Lösung. Ein lineares Programm muss nicht immer eine optimale Lösung besitzen.
Insgesamt werden dabei drei verschiedene Fälle unterschieden.
1. Das LP hat keine Lösung, da sich die Ungleichungen widersprechen. Ein solches LP
heißt unzulässig.
2. Das LP ist unbeschränkt, das heißt, es gibt Lösungen mit beliebig hohem Zielfunk-
tionswert.
3. Das LP besitzt mindestens eine optimale Lösung.
Ein LP ist demnach zulässig, wenn es unbeschränkt ist oder mindestens eine optimale
Lösung besitzt.
Beispiel 1.11 Für das anfangs eingeführte Beispiel können die Matrix A und der Vektor



















Gesucht ist eine zulässige Lösung x mit maximalem Wert für










Folglich lässt sich das Problem als lineares Programm max{cT x | Ax ≤ b, x ≥ 0} darstellen.
Die optimale Lösung wird in Kapitel 1.7.1 graphisch hergeleitet.
Für lineare Programme gibt es mehrere äquivalente Formulierungen, wobei Definiti-
on 1.11 die sogenannte Standardform eines LP darstellt.32 Andere Formen entstehen durch
folgende Veränderungen in der Gleichung 1.5:
1. Minimierungs- statt Maximierungsproblem
2. Größer-gleich- statt Kleiner-gleich-Bedingungen
3. Gleichheits- statt Ungleichheitsbedingungen
4. Variablen ohne Nichtnegativitätsbedingung
31Die ≤- und ≥-Relationen können sehr einfach auf Vektoren definiert werden. Seien x, y ∈ Rn, dann gilt
x ≥ y genau dann, wenn x1 ≥ y1 ∧ · · · ∧ xn ≥ yn. ≤ ist analog definiert.
32Neben der Standardform gibt es noch eine zweite Normalform der Darstellung von linearen Programmen,
die Slackform heißt und bei der die Bedingungen als Gleichungen notiert sind.
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Jedes LP lässt sich durch geeignete Umformungen in die oben angegebene Standardform
bringen. Für die hier aufgelisteten Veränderungen sind das zum Beispiel:
1. Multipliziere den Zielfunktionsvektor c mit −1.
2. Multipliziere die entsprechende Ungleichung mit −1.
3. Ersetze aix = bi durch aix ≤ bi und −aix ≤ −bi.
4. Ersetze xi durch x′i − x′′i mit x′i, x′′i ≥ 0.
1.7.1 Geometrische Interpretation
Lineare Optimierungsprobleme können sehr intuitiv geometrisch interpretiert werden. Sei
wie zuvor A ∈ Rm×n eine Matrix sowie b ∈ Rm und x ∈ Rn zwei Vektoren. Eine Bedin-
gung Ax = b besteht aus m Gleichungen, die jeweils n Variablen x1, . . . , xn enthalten. Jede
dieser Gleichungen beschreibt eine Hyperebene33 im n-dimensionalen Raum. Ein Punkt
x = (x1, . . . , nn)T , der eine dieser Gleichungen erfüllt, liegt in der entsprechenden Hyper-
ebene. Die dazugehörige lineare Ungleichung beschreibt nun einen sogenannten Halbraum,
der aus allen Punkten besteht, die auf der einen Seite der Hyperebene liegen (inkl. der
Hyperebene selbst). Dieser Halbraum stellt die Menge aller gültigen Lösungen für die
gegebene Ungleichung dar.
Definition 1.12 (Halbraum) Eine Menge der Form {x ∈ Rn | aT x ≤ b, a ∈ Rn, b ∈ R}
heißt Halbraum.
Werden mehrere lineare Ungleichungen zu einem Ungleichungssystem kombiniert, be-
steht die Lösungsmenge gerade aus den Punkten, die alle Ungleichungen erfüllen, also den
Schnitt der Halbräume. Dieser Schnitt bildet immer eine konvexe Menge, ein sogenanntes
Polyeder P . Anschaulich ist das ein n-dimensionales Vieleck, bei dem die Verbindungslinie
zwischen zwei beliebigen Punkten von P vollständig in P enthalten ist.
Definition 1.13 (konvexe Menge) Eine Menge X ⊆ Rn heißt konvex, wenn für alle
x, y ∈ X und 0 ≤ λ ≤ 1 auch z := λx + (1−λ)y ∈ X gilt. z heißt Konvexkombination von
x und y.
Definition 1.14 (Polyeder, Polytop) Seien A ∈ Rm×n eine Matrix und b ∈ Rm ein
Vektor. Dann heißt eine Menge P = {x ∈ Rn | Ax ≤ b} ein Polyeder im Rn. Ein
beschränktes Polyeder wird auch Polytop genannt.
Die zu maximierende Zielfunktion cT x stellt ebenfalls eine Hyperebene dar, allerdings
mit noch unbekanntem Abstand vom Ursprung und damit unbekanntem Zielwert. Wird
die Hyperebene {x | cT x = 0} vom Unendlichen entgegen der Richtung des Vektors c ver-
schoben, so ist die Lösung erreicht, sobald die Ebene das Polyeder zum ersten Mal berührt.
Die Menge aller Berührungspunkte ist genau die Menge der optimalen Lösungen des li-
nearen Programms. Es kann bewiesen werden, dass immer mindestens ein Extremalpunkt
des Polyeders, eine sogenannte Ecke34, in der Menge der optimalen Lösungen liegt.
33Eine Hyperebene in einem n-dimensionalen Raum ist ein (n − 1)-dimensionaler Teilraum. Im 2-
dimensionalen Raum ist das zum Beispiel eine Gerade, im 3-dimensionalen eine Ebene.
34Auf eine formale Definition einer Ecke eines Polyeders wird an dieser Stelle verzichtet und stattdessen
auf die Literatur verwiesen (z. B. [28, 23, 128]).
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x1 + x2 = 4




x1 + 2x2 = 203
x1 + 2x2 = 10






Abbildung 1.8: Graphische Veranschaulichung eines LP. Die blauen Geraden beschränken
den gelb gefärbten Bereich der zulässigen Lösungen. Die zu maximierende
Zielfunktion ist rot dargestellt.
Hierbei erklärt sich auch, warum bei linearen Programmen keine strikten Ungleichungen
wie Ax < b zugelassen sind. Lösungen eines linearen Optimierungsproblems sind Punkte
auf den durch die Ungleichungen definierten Hyperebenen. Bei strikten Ungleichungen
könnte man die Punkte, die dann neben den Hyperebenen liegen, nicht exakt bestimmen.
Beispiel 1.12 Abbildung 1.8 veranschaulicht das bereits anfangs des Kapitels eingeführte
Beispiel. Aus der Bedingung Ax ≤ b aus Ungleichung 1.6 werden zunächst drei Geraden
für Ax = b konstruiert. In diesem Fall sind das die Gleichungen
x1 + 4x2 = 12,
x1 + x2 = 4,
3x1 + x2 = 9,
die in (a) dargestellt sind. Zulässige Lösungen für x = (x1, x2)T , die die entsprechenden
Ungleichungen erfüllen, müssen jeweils unterhalb der Geraden liegen, also im gelb mar-
kierten Bereich.
Aus der zu maximierenden Funktion x1 + 2x2 sind in (b) für die möglichen Zielwerte 0,
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mit dem Wert 203 , denn alle Geraden mit höherem Zielwert liegen komplett außerhalb des
zulässigen Bereichs.
Die optimale Lösung eines linearen Programms kann auch mathematisch berechnet wer-
den. Entsprechende Lösungsalgorithmen werden kurz in Kapitel 1.7.2 vorgestellt, aber in
dieser Arbeit nicht weiter vertieft.
1.7.2 Lösungsalgorithmen
Der erste in der Praxis verwendbare Algorithmus zur Lösung linearer Optimierungspro-
bleme wurde 1947 vom US-amerikanischen Mathematiker George Dantzig [28] vorgestellt.
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Sein sogenannter Simplex-Algorithmus ist auch heute noch eines der meist genutzten Ver-
fahren zur Lösung linearer Programme. Die Grundidee des Algorithmus besteht darin, von
einer beliebigen Ecke des Polyeders, das durch die lineare Optimierungsaufgabe definiert
wird, entlang seiner Kanten zu einer optimalen Ecke zu laufen. Dabei springt der Algo-
rithmus jeweils zu einer benachbarten Ecke, deren Zielfunktionswert nicht kleiner als der
aktuelle Wert ist. Wenn ein lokales Maximum gefunden ist, bei dem keine benachbarte
Ecke einen höheren Zielfunktionswert hat, terminiert das Verfahren. Es kann bewiesen
werden, dass dieses lokale Maximum auch ein globales ist, wodurch die Korrektheit folgt.
Die Anzahl Ecken des Polyeders kann allerdings exponentiell in der Anzahl der Varia-
blen und Ungleichungen sein. Dazu gibt es Eingaben, bei denen das Simplex-Verfahren
tatsächlich alle Ecken besucht und somit aus theoretischer Sicht exponentielle Laufzeit
hat. In der Praxis sind solche Eingaben jedoch sehr selten und der Algorithmus terminiert
meist nach wesentlich weniger Schritten. Es ist aber bis heute unklar, ob es eine Variante
mit polynomieller Laufzeit für alle Instanzen gibt.
Der sowjetische Mathematiker Leonid Khachiyan [81, 82] konnte 1979 mit einem anderen
Ansatz zeigen, dass lineare Optimierungsprobleme tatsächlich in polynomieller Zeit gelöst
werden können. Seine vorgestellte Ellipsoidmethode hat allerdings eine so große Laufzeit,
dass sie für praktische Anwendungen nicht geeignet ist.35 Der Algorithmus testet, ob der
Mittelpunkt eines Ellipsoids innerhalb eines speziellen Polyeders liegt oder nicht. Es kann
gezeigt werden, dass das Lösen eines LPs äquivalent zum Finden eines Punktes in einem
geeignet definierten Hilfspolyeder ist.
Einen weiteren Algorithmus stellte der indische Mathematiker Narendra Karmarkar [76]
vor. Sein Innere-Punkte-Verfahren war der erste Algorithmus, der polynomielle Laufzeit
garantierte und auch in der Praxis mit der Geschwindigkeit des Simplex-Algorithmus
mithalten konnte.36 Die Idee dabei ist, sich dem Optimum des LP durch das Innere des
Polyeders zu nähern.
Für weitere Einzelheiten der hier aufgeführten Algorithmen sei auf die Fachliteratur
verwiesen (z. B. auf [28, 23, 128]).
1.7.3 Ganzzahlige lineare Programmierung
Ein Spezialfall der linearen Programmierung ist die sogenannte diskrete lineare Program-
mierung (ILP für engl. integer linear programming). Dabei soll für alle Lösungen zusätzlich
x ∈ Zn gelten, das heißt, alle Variablen xi dürfen nur ganzzahlige Werte annehmen. Diese
Form heißt daher auch ganzzahlige lineare Programmierung und hat die Standardform
max{cT x | Ax ≤ b, x ≥ 0, x ∈ Zn}. (1.8)
Ist ein Teil der Variablen ganzzahlig und der andere Teil reellwertig, spricht man auch
von der gemischt-ganzzahligen linearen Programmierung (MIP für engl. mixed-integer pro-
gramming). Durch die Beschränkung auf ganzzahlige Werte wird der Raum der Lösungen
weiter eingeschränkt.
Beispiel 1.13 Der farbig markierte Bereich in Abbildung 1.9 stellt analog zu Abbil-
dung 1.8 die Menge der zulässigen Lösungen für das bereits eingeführte lineare Programm
35Die Laufzeit beträgt O(n6L2), wobei n die Dimensionen und L die Anzahl der Bits in der Eingabe sind.
36Die Laufzeit beträgt O(n3,5L2), wobei n die Dimensionen und L die Anzahl der Bits in der Eingabe
sind.
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Abbildung 1.9: Graphische Veranschaulichung eines ILP. Die blauen Geraden beschränken
den gelb gefärbten Bereich der zulässigen Lösungen, wobei nur die ange-
gebenen Punkte Lösungen sind. Die zu maximierende Zielfunktion ist rot
dargestellt.
dar. Gelte zusätzlich die Bedingung x ∈ Z2, so sind genau elf Punkte enthalten. Für
das ursprüngliche Problem der Gewinnmaximierung eines Unternehmens bedeutet die Be-
schränkung auf ganzzahlige Lösungen, dass Produkte nur in ganzzahliger Anzahl herge-
stellt werden können. Der optimalen Lösung für (x1, x2) entsprechen jeweils die Punkte
(0, 3) und (2, 2). Der dazugehörige Zielwert ist 6 und damit kleiner als der maximale Wert
des LP (203 ≈ 6,67).
Im Unterschied zur linearen Programmierung, die in polynomieller Zeit gelöst werden
kann, ist bereits das Finden einer beliebigen Lösung eines ILP ein NP-schweres Problem.
Satz 1.6 Das Problem ILP37 ist NP-schwer.
Beweis: Es genügt, 3-Sat ≤p ILP zu zeigen. Sei F = C1 ∧ · · · ∧ Cm eine 3-Sat-Formel
über den Variablen x1, . . . , xn. Für den Lösungsvektor x = (x1, . . . , xn, x̄1, . . . , x̄n)T wird
das Ungleichungssystem Ax ≥ b erstellt, das folgende Ungleichungen repräsentiert:
• Für jedes i = 1, . . . , n werden die vier Ungleichungen
xi + x̄i ≥ 1, xi ≥ 0,
−xi − x̄i ≥ 1, x̄i ≥ 0
erstellt.
• Für jede Klausel Cj = lj1 ∨ lj2 ∨ lj3 mit ljk ∈ {x1, . . . , xn, x̄1, . . . , x̄n} für j = 1, . . . , m
und k = 1, 2, 3 entsteht die Ungleichung
lj1 + lj2 + lj3 ≥ 1.
37Der Einfachheit halber bezeichne ILP auch das Problem, eine beliebige Lösung zu einem ganzzahligen
linearen Programm zu berechnen.
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Die Ungleichungen für die Variablen sind für ganzzahlige xi, x̄i genau dann erfüllt, wenn
eine Variable den Wert 0 und die andere den Wert 1 hat. Die Klauselungleichungen stellen
sicher, dass mindestens ein Literal in jeder Klausel Cj wahr wird. Nun ist leicht zu sehen,
dass jede Lösung x von Ax ≥ b einer erfüllenden Belegung von F entspricht und umgekehrt.
Es ist nicht leicht zu sehen, dass das Problem ILP in NP entscheidbar ist. Ein nicht-
deterministischer Algorithmus kann zwar eine Lösung raten, aber a priori ist nicht klar,
ob eine solche Lösung polynomiell in der Länge der Eingabe (A, b) ist. Mit Methoden der
linearen Algebra lässt sich jedoch zeigen, dass jede lösbare ILP-Instanz (A, b) auch eine
Lösung x hat, deren Kodierung polynomiell in der Länge von (A, b) ist. Mit dem obigen
Satz folgt, dass das Lösen eines ILP NP-vollständig ist.
Ganzzahlige lineare Optimierungsprobleme können mithilfe von Schnittebenenverfahren
oder Branch-and-Bound exakt gelöst werden. Beim Erstgenannten wird ein analoges li-
neares Programm gelöst, bei dem auf die Ganzzahligkeitsbedingungen verzichtet wird.38
Die dabei entstehenden Ecken des Polyeders, die nicht ganzzahlig sind, werden durch das
Hinzufügen weiterer geeigneter Ungleichungen „weggeschnitten“. Die Menge der zulässigen
Lösungen wird dadurch so lange verkleinert, bis sämtliche Ecken ganzzahlig sind. Beim
Branch-and-Bound wird die Menge zulässiger Lösungen möglichst effizient durchsucht,
wobei im ungünstigsten Fall alle in Frage kommenden Werte getestet werden müssen. Da
Algorithmen für ILP exponentielle Laufzeit haben, existiert eine Vielzahl von Heuristiken.
Oftmals werden auch mehrere Lösungsverfahren miteinander kombiniert.
Eine weitere Spezialisierung dieser Art von Problemen ist die binäre (diskrete) lineare
Programmierung (0/1-ILP für engl. 0-1 integer linear programming), bei der x ∈ {0, 1}n
gilt. Die Variablen xi können also nur die beiden Werte 0 oder 1 annehmen. Auch 0/1-ILP
ist nach dem Beweis von Satz 1.6 NP-schwer.
max{cT x | Ax ≤ b, x ∈ {0, 1}n} (1.9)
Viele Probleme insbesondere aus der Graphentheorie lassen sich als binäre lineare Pro-
gramme darstellen. Ein Beispiel hierfür ist das bekannte Traveling-Salesman-Pro-
blem (TSP), bei dem eine kürzeste Route gesucht ist, die eine gegebene Anzahl von
Punkten verbindet. In dieser Arbeit wird vor allem das Matchingproblem untersucht, auf
das im nächsten Abschnitt eingegangen wird.
1.7.4 Matchingproblem als ganzzahliges lineares Programm
Viele kombinatorische Optimierungsprobleme können als lineares Programm formuliert
werden. Um dies zu erreichen, werden zulässige Lösungen als Vektoren im Rn für ein
passendes n kodiert. Ein Beispiel dafür ist das bereits in Kapitel 1.6.3 eingeführte Mat-
chingproblem, das heißt die Suche nach größten Matchings in Graphen.
38Das ist die sogenannte LP-Relaxation.
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Sei G = (V, E) ein einfacher Graph, zu dem ein größtes Matching M ⊆ E bestimmt
werden soll. Für jede Kante e ∈ E wird eine Variable xe ∈ {0, 1} erzeugt. Entsprechend
der Zugehörigkeit zu M soll dabei gelten:
xe =
{
1, falls e ∈M
0, sonst.
(1.10)
Alle Variablen können in einem Vektor x ∈ {0, 1}E zusammengefasst werden. x heißt der
Inzidenz- oder auch charakteristische Vektor von M bezüglich E.
Die Matchingbedingung besagt, dass jeder Knoten in höchstens einer Matchingkante
enthalten ist. Folglich kann für jeden Knoten v maximal eine Kante xe mit v ∈ e den Wert
1 haben. Definiere δ(v) := {e ∈ E | v ∈ e}, dann ist die entsprechende Nebenbedingung
des ILP für jeden Knoten v ∑
e∈δ(v)
xe ≤ 1. (1.11)
Für eine Formulierung in Standardform werden eine Matrix A und ein Vektor b benötigt.
Sei A ∈ {0, 1}V ×E die Inzidenzmatrix von G mit
Av,e =
{
1, falls v ∈ e
0, sonst.
Dann lautet die Nebenbedingung des linearen Programms
Ax ≤ 1,
wobei 1 ein Vektor der Dimension |V | ist, der in jeder Komponente eine 1 hat. Da der
Wert der Variablen für jede Matchingkante 1 ist, muss die Summe aller Variablen in
einem größten Matching maximal sein. Das Optimierungsproblem des Bestimmens größter
Matchings kann somit als binäres lineares Programm
max{1T x | Ax ≤ 1, x ∈ {0, 1}E} (1.12)








xe ≤ 1 für alle v ∈ V, xe ∈ {0, 1} für alle e ∈ E}
eine äquivalente Formulierung des Problems.
Beispiel 1.14 In Abbildung 1.10 ist in (a) ein Graph dargestellt, zu dem ein größtes
Matching berechnet werden soll. Die Nebenbedingungen eines dazugehörigen ganzzahligen
linearen Programms sind für alle Knoten vi in (b) angegeben. Die äquivalente Formulie-
rung in Matrixschreibweise ist in Beispiel A.1 im Anhang auf Seite 269 dargestellt. Die
Zielfunktion des ILP ist max∑12i=1 xei und eine mögliche optimale Lösung
xe3 = xe6 = xe9 = xe12 = 1,






















v1 : xe1 + xe2 + xe3 ≤ 1
v2 : xe1 + xe4 + xe5 + xe6 ≤ 1
v3 : xe2 + xe4 + xe7 + xe9 ≤ 1
v4 : xe3 + xe5 + xe7 + xe8 + xe10 ≤ 1
v5 : xe6 + xe8 + xe11 ≤ 1
v6 : xe9 ≤ 1
v7 : xe10 + xe12 ≤ 1
v8 : xe11 + xe12 ≤ 1
(b) Nebenbedingungen des ILP
Abbildung 1.10: Matchingproblem als ganzzahliges lineares Programm: Für den Graphen
G in (a) sind in (b) die Nebenbedingungen des ILP angegeben, wobei
zusätzlich xei ∈ {0, 1} für alle 1 ≤ i ≤ 12 gilt.
Die Lösung hat den Wert 4 und entspricht Matching M4 aus Abbildung 1.4d auf Seite 15.
Perfektes Matching
Ein ähnliches Problem wie die Suche nach größten Matchings ist das Bestimmen von
perfekten Matchings. Häufig werden dabei Kantengewichte ce beachtet und ein maximal
(oder minimal) gewichtetes Matching gesucht. Sei cf : E → R eine Gewichtsfunktion,
die jeder Kante e ∈ E ein Gewicht ce zuordnet. Das Gewicht eines Matchings M ist
dann c(M) := ∑e∈M ce. Da in perfekten Matchings jeder Knoten von genau einer Kante
überdeckt wird, ist die Nebenbedingung des ILP für jeden Knoten v∑
e∈δ(v)
xe = 1.
Die Formulierung in Matrixform lautet
max{cT x | Ax = 1, x ∈ {0, 1}E} (1.13)
für ein c ∈ RE . Wird auf Kantengewichte verzichtet, ist das Problem
max{1T x | Ax = 1, x ∈ {0, 1}E} (1.14)
zu lösen. In dieser Arbeit werden nur Graphen mit ungewichteten Kanten betrachtet. Für
diese gilt, dass jede zulässige Lösung bereits optimal ist.
Beispiel 1.15 Um ein perfektes Matching im Graphen G aus Abbildung 1.10a zu berech-
nen, werden in den Nebenbedingungen alle Ungleich- durch Gleichheitszeichen ersetzt. Das
im Beispiel 1.14 angegebene größte Matching ist gleichzeitig auch perfekt und erfüllt alle
Gleichungen.
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1.7.5 Relaxation
Eine Möglichkeit, um ganzzahlige lineare Programme effizient zu lösen, ist, einige Neben-
bedingungen wegzulassen oder zu lockern. Dadurch können zwar Lösungen entstehen, die
keine Lösungen des ursprünglichen Problems sind. In einigen Fällen kann aber auch gezeigt
werden, dass durch diese sogenannte Relaxation keine weitere Lösung hinzukommt.
Definition 1.15 (Relaxation) Seien X, X ′ ⊆ Rn zwei Mengen, f, f ′ : Rn → R zwei
Funktionen und P, P ′ zwei Optimierungsprobleme mit
P : max{f(x) | x ∈ X}
P ′ : max{f ′(x) | x ∈ X ′}
P ′ heißt Relaxation von P , wenn
1. X ⊆ X ′ und
2. f(x) ≤ f ′(x) für alle x ∈ X.
Offensichtlich ist das Optimum v(P ′) der Relaxation mindestens so groß wie der optimale
Wert v(P ) des ursprünglichen Problems. Eine Relaxation heißt exakt, wenn v(P ′) = v(P )
gilt. Diese Fälle sind bei vielen Problemen besonders interessant.
Für ein ganzzahliges lineares Programm entsteht die LP-Relaxation durch das Weglassen
der Ganzzahligkeitsbedingung, das heißt aus
max{cT x | Ax ≤ b, x ≥ 0, x ∈ Zn}
wird
max{cT x | Ax ≤ b, x ≥ 0}.
Dementsprechend wird für ein binäres Programm x ∈ [0, 1]n anstelle von x ∈ {0, 1}n
angenommen, das heißt, es sind reelle Zahlen von 0 bis 1 zugelassen. Das entstehende






v1 : xe1 + xe3 = 1
v2 : xe1 + xe2 = 1
v3 : xe2 + xe3 = 1
(b) Nebenbedingungen des LP





(c) Lösung der LP-Relaxation
Abbildung 1.11: LP-Relaxation des perfekten Matchingproblems
Offensichtlich ist jede zulässige Lösung des ganzzahligen linearen Programms auch eine
Lösung des relaxierten Problems. Umgekehrt trifft das im Allgemeinen nicht zu. Beispiels-
weise besitzt der Graph K3 aus Abbildung 1.11 kein perfektes Matching, aber xe1 = xe2 =
xe3 = 0,5 ist eine optimale Lösung für das entsprechende relaxierte LP. Es gibt aber Fälle,
in denen sogar das Optimum der Relaxation ein Optimum des ursprünglichen Problems
darstellt. Dazu betrachte man das Polyeder P := {x ∈ Rn | Ax ≤ b, x ≥ 0}. Besitzt P nur
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ganzzahlige Ecken aus {0, 1}m,39 ist eine Ecke sowohl eine optimale Lösung des relaxierten
Problems als auch des ganzzahligen Problems. In diesem Fall kann eine Lösung mithilfe
eines polynomiellen Algorithmus für LP gefunden werden (vgl. Kapitel 1.7.2).
Von besonderer Bedeutung sind Matrizen A ∈ Zm×n, für die P für jedes b ∈ Zm nur
ganzzahlige Ecken hat. Solche Matrizen werden total unimodular oder auch vollständig
unimodular genannt.
Definition 1.16 ((total) unimodular) Eine Matrix A heißt unimodular, falls sie ganz-
zahlig und ihre Determinante gleich 1 oder −1 ist. A heißt total unimodular, falls die
Determinante jeder quadratischen Untermatrix von A den Wert 0, 1 oder −1 annimmt.
Offensichtlich ist ein notwendiges Kriterium für eine total unimodulare Matrix A, dass
jeder Eintrag 0, 1 oder −1 ist, das heißt A ∈ {0, 1,−1}m×n. Der entscheidende Zusam-
menhang zwischen total unimodularen Matrizen und den entstehenden Polyedern liefert
der Satz von Hoffmann und Kruskal.
Satz 1.7 (Hoffman und Kruskal [66]) A ∈ Zm×n ist genau dann total unimodular,
wenn für jedes b ∈ Zm alle Ecken des Polyeders P := {x ∈ Rn | Ax ≤ b, x ≥ 0} ganzzahlig
sind.
Damit können ganzzahlige lineare Programme, bei denen die Matrix A total unimo-
dular ist, mithilfe von relaxierten LPs gelöst werden. Ein Beispiel für diesen Fall ist das
Matchingproblem in bipartiten Graphen. Der folgende Satz liefert dafür die Grundlage.
Satz 1.8 (Heller und Tompkins [64]) Sei A ∈ {0, 1,−1}m×n eine Matrix mit höchstens
zwei Einträgen pro Spalte. Dann ist A genau dann total unimodular, wenn die Zeilen von
A in zwei Klassen eingeteilt werden können, sodass folgende Bedingungen erfüllt sind:
1. Zeilen mit einem Eintrag 1 und −1 in derselben Spalte sind in derselben Klasse und
2. Zeilen mit zwei vorzeichengleichen Einträgen in derselben Spalte sind in unterschied-
lichen Klassen.
Sei G = (V, E) ein bipartiter Graph. Nach Definition 1.7 können die Knoten aus V in
zwei Klassen aufgeteilt werden, sodass Kanten nur zwischen den Klassen verlaufen. In der
Inzidenzmatrix von G liegen daher alle Einträge 1 in derselben Spalte in unterschiedlichen
Klassen. Da es keine Einträge −1 gibt, ist die Inzidenzmatrix eines Graphen nach Satz 1.8
genau dann total unimodular, wenn G bipartit ist.
Korollar 1.9 Die Inzidenzmatrix eines Graphen G ist genau dann total unimodular, wenn
G bipartit ist.
Beispiel 1.16 In Abbildung 1.12 ist in (a) ein bipartiter Graph G und in (b) die dazuge-
hörige Inzidenzmatrix A dargestellt. Werden die Zeilen von A zwischen v3 und v4 in zwei
Klassen aufgeteilt, haben alle Spalten eine 1 in der oberen und in der unteren Klasse. Die
entstehende Klasseneinteilung entspricht der Bipartition. Nach Satz 1.8 ist A somit total
unimodular.
39Ein solches Polyeder heißt ganzzahlig.
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e1 e2 e3 e4 e5 e6
v1 1 0 0 0 0 0
v2 0 1 1 1 0 0
v3 0 0 0 0 1 1
v4 1 1 0 0 0 0
v5 0 0 1 0 1 0
v6 0 0 0 1 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(b) Inzidenzmatrix A
Abbildung 1.12: Bipartite Graphen haben total unimodulare Inzidenzmatrizen
Zusammenfassend gilt, dass größte Matchings in bipartiten Graphen in polynomieller
Zeit gefunden werden können. Dazu wird aus dem ganzzahligen linearen Programm, wel-
ches größte Matchings beschreibt, die LP-Relaxation gebildet. Da der Graph bipartit ist,
ist seine Inzidenzmatrix total unimodular und nach dem Satz von Hoffman und Kruskal
sind alle Lösungen des relaxierten LPs, die Ecken des dazugehörigen Polyeders beschrei-
ben, ganzzahlig. Die Relaxation ist somit exakt und eine optimale Lösung kann mithilfe
polynomieller Algorithmen für lineare Programme berechnet werden. Dieses Verfahren ist
eine Alternative zu den in Kapitel 1.6.3 vorgestellten Matchingalgorithmen.
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2 Schutz der Privatsphäre bei der
Veröffentlichung von Daten
Eine Herausforderung beim Veröffentlichen personenbezogener Daten ist, die Privatsphä-
re der entsprechenden Individuen zu schützen. Dieses Kapitel gibt dazu einen Überblick
über den aktuellen Stand der Forschung. Zunächst werden einige gesetzliche Bestimmun-
gen vorgestellt (Kapitel 2.1). Danach wird in das Gebiet des Veröffentlichens sogenannter
Mikrodaten eingeführt (Kapitel 2.2) und es werden mehrere Modelle für den Schutz der
Privatsphäre erläutert (Kapitel 2.3). Nach einer kurzen Zusammenfassung einiger Algo-
rithmen (Kapitel 2.4) wird das Prinzip des dynamischen Veröffentlichens besprochen (Ka-
pitel 2.5). Am Ende dieses Kapitels werden Methoden im Bereich der Anfrageauditierung
präsentiert (Kapitel 2.6).
2.1 Privatsphäre und gesetzliche Bestimmungen
Der Begriff Privatsphäre gehört zu den am meisten diskutierten Termini der letzten Jah-
re. Immer wieder berichten Medien von Fällen, in denen die Privatsphäre von Personen
verletzt wurde [136, 131, 109, 132]. Eine Ursache dafür liegt darin, dass die Privatsphäre
nicht immer klar definiert ist und einen subjektiven Charakter besitzt. Hinzu kommt, dass
es in verschiedenen Staaten unterschiedliche Regelungen gibt.
Das Bundesverfassungsgericht bezeichnet mit Privatsphäre den nichtöffentlichen Be-
reich, in dem ein Mensch unbehelligt von äußeren Einflüssen sein Recht auf freie Entfaltung
der Persönlichkeit wahrnimmt [141]. Das Recht auf Privatsphäre gilt als Menschenrecht
und ist in allen modernen Demokratien verankert. Der Schutz der Privatsphäre ist im
deutschen Grundgesetz (GG) aus dem allgemeinen Persönlichkeitsrecht (Art. 2 Abs. 1 in
Verbindung mit Art. 1 Abs. 1 GG [13]) abzuleiten. So heißt es in Art. 2 Abs. 1 GG: „Jeder
hat das Recht auf die freie Entfaltung seiner Persönlichkeit, soweit er nicht die Rechte
anderer verletzt und nicht gegen die verfassungsmäßige Ordnung oder das Sittengesetz
verstößt.“ Art. 1 Abs. 1 GG wiederum lautet: „Die Würde des Menschen ist unantast-
bar. Sie zu achten und zu schützen ist Verpflichtung aller staatlichen Gewalt.“ Dadurch
soll Menschen ein persönlicher Bereich zugesichert werden, in welchem sie sich frei und
ungezwungen verhalten können, ohne dass sie befürchten müssen, von Dritten beobachtet
oder abgehört zu werden. Der Schutzbereich wird durch die Unverletzlichkeit der Wohnung
(Art. 13 GG [13]) und das Post- und Fernmeldegeheimnis (Art. 10 GG [13]) konkretisiert.1
Einen dritten Bereich stellt der Schutz personenbezogener Daten dar, der sich vom
Recht auf informationelle Selbstbestimmung ableitet [140]. Die Rechtsprechung des Bun-
desverfassungsgerichts sieht darin das Recht des Einzelnen, grundsätzlich selbst über die
Preisgabe und Verwendung seiner personenbezogenen Daten zu bestimmen. Es handelt
1Eine Zusammenfassung der wichtigsten durch die deutsche Rechtsprechung definierten Begriffe zum
Thema Schutz der Privatsphäre gibt Löser [97].
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sich dabei um ein Datenschutzgrundrecht, das im Grundgesetz für die Bundesrepublik
Deutschland nicht ausdrücklich erwähnt wird. Daher wurde in die meisten Landesverfas-
sungen eine Datenschutzregelung aufgenommen.
Auf Bundesebene regelt das Bundesdatenschutzgesetz (BDSG) [12] den Datenschutz für
die Bundesbehörden und den privaten Bereich. Daneben regeln die Datenschutzgesetze der
Länder den Datenschutz in Landes- und Kommunalbehörden. In § 1 Abs. 1 BDSG heißt es
zum Beispiel: „Zweck dieses Gesetzes ist es, den Einzelnen davor zu schützen, dass er durch
den Umgang mit seinen personenbezogenen Daten in seinem Persönlichkeitsrecht beein-
trächtigt wird.“ Schutzbedürftig sind demnach spezielle Daten, die als personenbezogen
bezeichnet werden.
Im Allgemeinen sind Daten personenbezogen, wenn sie eindeutig einer bestimmten natür-
lichen Person zugeordnet sind oder diese Zuordnung zumindest mittelbar erfolgen kann. Im
zweiten Fall spricht man auch von personenbeziehbaren Daten [154]. Das deutsche Bundes-
recht definiert in § 3 Abs. 1 BDSG [12] personenbezogene Daten als „Einzelangaben über
persönliche oder sachliche Verhältnisse einer bestimmten oder bestimmbaren natürlichen
Person (Betroffener)“. Dazu gehören insbesondere nach § 3 Abs. 9 BDSG „Angaben über
die rassische und ethnische Herkunft, politische Meinungen, religiöse oder philosophische
Überzeugungen, Gewerkschaftszugehörigkeit, Gesundheit oder Sexualleben“.
Auch die Europäische Union definiert für ihre Mitgliedstaaten in Art. 2 lit. a der Richt-
linie 95/46/EG (Datenschutzrichtlinie) [46] den Begriff der personenbezogenen Daten als
„alle Informationen über eine bestimmte oder bestimmbare natürliche Person (‚betroffene
Person‘); als bestimmbar wird eine Person angesehen, die direkt oder indirekt identifi-
ziert werden kann, insbesondere durch Zuordnung zu einer Kennnummer oder zu einem
oder mehreren spezifischen Elementen, die Ausdruck ihrer physischen, physiologischen,
psychischen, wirtschaftlichen, kulturellen oder sozialen Identität sind“.2
In den Vereinigten Staaten ist der Datenschutz kaum durch Gesetze oder andere Vor-
schriften rechtlich verankert. Für einzelne Teilbereiche gibt es zwar Regelungen, wie zum
Beispiel für Internetwebseiten den Children’s Online Privacy Protection Act (COPPA) [49]
oder für Krankenversicherungen den Health Insurance Portability and Accountability Act
(HIPAA) [48]. Umfassende Gesetze für den Umgang mit personenbezogenen Daten exis-
tieren aber nicht [151].
In der vorliegenden Arbeit ist der Schutz von Daten von zentraler Bedeutung. Im wissen-
schaftlichen Umfeld wird in diesem Zusammenhang meist von sensiblen (engl. sensitive)
anstelle von personenbezogenen Daten gesprochen. Im Allgemeinen sind Daten sensibel,
wenn deren Verlust, Missbrauch, Änderung oder ein unbefugter Zugriff darauf sich nach-
teilig auf die Privatsphäre eines Individuums auswirken können.3 Eine weitere viel zitierte
Definition von Privatsphäre stammt von Alan Westin, einem emeritierten Professor für
öffentliches Recht an der Columbia-Universität: „Privacy is the claim of individuals to
determine for themselves when, how and to what extent information about them is com-
municated to others“ [150]. Diese Definition offenbart die subjektive Wahrnehmung des
Begriffs der Privatsphäre. Gleichzeitig assoziiert sie Privatsphäre mit Informationen, wel-
che wiederum aus Daten gewonnen werden können. Der Schutz von Daten insbesondere
2In der englischen Version des entsprechenden Artikels wird die „betroffene Person“ mit „data subject“,
also Datensubjekt, bezeichnet.
3Vgl. die Definition von sensiblen Informationen in [3].
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bei deren Herausgabe dient somit der Kontrolle von Informationen, die andere über ein
Individuum erhalten.
2.2 Veröffentlichung sensibler Daten
Die Mehrzahl der Mechanismen zum Schutz sensibler Daten findet ihren Ursprung in
Arbeiten zu statistischen Veröffentlichungen [54]. Diese Konzepte vereinen sich unter dem
Begriff des Privacy-Preserving Data Publishing (PPDP). In diesem Zusammenhang wird
vornehmlich über die Verarbeitung sogenannter Mikrodaten [75] gesprochen.
Mikrodaten sind die Originaldaten4, die einen hohen Detaillierungsgrad besitzen und
aus Datenschutzgründen nicht öffentlich zugänglich sind. Sie entstehen oftmals durch sta-
tistische Erhebungen und sind in der Regel personenbezogen, das heißt, sie sind eindeu-
tig einer bestimmten natürlichen Person (Datensubjekt oder Individuum) zugeordnet. Im
Rahmen dieser Arbeit wird stets davon ausgegangen, dass Daten in relationaler Form, das
heißt insbesondere als Tabellen, vorliegen. Tupel entsprechen Zeilen der Tabelle und Spal-
ten den Attributen. Weiterhin wird davon ausgegangen, dass jedes Tupel zu genau einem
Individuum gehört und kein Individuum mehrfach in der Tabelle vorkommt (vgl. [135]).
Name Alter PLZ Geschlecht Krankheit
Alina 20 10104 w Asthma
Bill 21 10104 m Bronchitis
Clive 21 10155 m Diabetes
Doris 23 21410 w Grippe
Emily 24 21410 w Diabetes
Frank 24 21410 m Grippe
Gill 24 21421 w Bronchitis
Harry 26 29011 m Diabetes
Isabel 27 29025 w Diabetes
Tabelle 2.1: Mikrodaten
Tabelle 2.1 stellt medizinische Mikrodaten von neun Personen dar, die jeweils durch
ihren Namen identifiziert werden sollen. Für jede Person sind das Alter, die Postleitzahl
(PLZ), das Geschlecht und eine Krankheit aufgelistet. Die Daten sind die Grundlage für
alle Beispiele in diesem Kapitel.
Statistische Veröffentlichungen enthalten meist Daten in aufgearbeiteter Form. Beispiels-
weise werden Daten aggregiert oder unter Beibehaltung der statistischen Eigenschaften
derart verändert, dass keine Rückschlüsse auf Individuen möglich sind. Die entstehenden
Daten werden Makrodaten [24, 75] genannt und haben einen wesentlich geringeren Detail-
lierungsgrad als die Originaldaten. Für statistische Analysen oder Forschungszwecke sind
jedoch Mikrodaten von erheblich größerer Relevanz als Makrodaten. Aus diesem Grund
beschäftigen sich die Techniken des PPDP hauptsächlich mit der Veröffentlichung von
Mikrodaten.
Soll Tabelle 2.1 veröffentlicht werden, muss die Privatsphäre der neun Personen ge-
schützt werden. Das bedeutet vereinfacht, dass niemand aus den veröffentlichten Daten
4Im Rahmen dieser Arbeit werden die Begriffe Originaldaten und Mikrodaten synonym verwendet.
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schlussfolgern kann, welche Personen welche Krankheiten haben. Konkret soll eine Re-
Identifikation vermieden werden. Diese entsteht, wenn Tupel in der veröffentlichten Tabel-
le eindeutig Individuen in den Mikrodaten zugeordnet werden können [24]. Der Prozess,
der eine Re-Identifikation unmöglich macht, heißt Anonymisierung oder De-Identifikation.
Das Bundesdatenschutzgesetz definiert dazu in § 3 Abs. 6 BDSG [12]: „Anonymisieren ist
das Verändern personenbezogener Daten derart, dass die Einzelangaben über persönliche
oder sachliche Verhältnisse nicht mehr oder nur mit einem unverhältnismäßig großen Auf-
wand an Zeit, Kosten und Arbeitskraft einer bestimmten oder bestimmbaren natürlichen
Person zugeordnet werden können.“5
Ein zweites Ziel des PPDP ist, Schlüsseleigenschaften der Originaldaten zu erhalten.
Darunter versteht man, dass eine Analyse der Mikrodaten und der veröffentlichten Daten
ähnliche Ergebnisse produzieren soll. In der Literatur wird dazu häufig ein Nutzen (engl.
utility) der veröffentlichten Daten definiert und gefordert, dass dieser maximal sei. Eine
andere Möglichkeit besteht darin, die Kosten der Anonymisierung zu quantifizieren und
zu minimieren.
Zusammenfassend ist das Ziel des PPDP, aus einer gegebenen Mikrodatentabelle T eine
Tabelle T ∗ zu erstellen, die die folgenden beiden Eigenschaften erfüllt [24]:
1. Das Risiko, dass ein Angreifer T ∗ benutzen kann, um vertrauliche Informationen zu
erhalten oder ein Individuum zu identifizieren, ist gering.
2. Statistische Analysen von T und T ∗ produzieren ähnliche Ergebnisse.
2.2.1 Datenverknüpfungsproblem
Ein erster Schritt zur Erstellung veröffentlichbarer Daten ist das Entfernen sämtlicher
identifizierender Attribute aus den Originaldaten. Tabelle 2.2 demonstriert diesen Ansatz,
wobei die Namen der Individuen zur besseren Übersicht neben den entsprechenden Tupeln
notiert sind. Auf den ersten Blick scheint die Tabelle die festgelegten Kriterien zu erfüllen.
In einer häufig zitierten Studie allerdings zeigte Sweeney [133], dass dieser Schritt nicht
ausreicht, um die Privatsphäre ausreichend zu schützen, weil die Kombination mehrerer
nicht-identifizierender Attribute einer Person einzigartig sein kann. Sind diese Merkmale
ebenfalls in einer anderen Datenquelle vorhanden, welche nicht anonymisiert wurde, kann
die Verknüpfung beider Datenquellen zur Re-Identifikation führen. Im konkreten Fall hatte
Sweeney Zugang zu einer öffentlich verfügbaren Wählerliste, in der Personen unter ande-
rem mit ihrem Geburtsdatum, ihrer Postleitzahl und ihrem Geschlecht aufgelistet waren.
Sie verknüpfte diese Liste mit medizinischen Daten, bei denen nur identifizierende Attri-
bute fehlten, und konnte Krankheiten und Behandlungsmethoden von etlichen Bürgern
ableiten. Laut ihrer Studie sind 87 % der amerikanischen Bevölkerung allein durch die drei
Merkmale Geburtsdatum, 5-stellige Postleitzahl und Geschlecht eindeutig gekennzeichnet.
Wird das Attribut Geburtsdatum vereinfacht mit Alter gleichgesetzt, folgt für Tabel-
le 2.2 dasselbe Problem, denn die Kombination von Alter, PLZ und Geschlecht ist für je-
des Tupel eindeutig. Ein Angreifer, der neben Tabelle 2.2 Zugang zu nicht-anonymisierten
Daten hat, die Alter, Postleitzahl und Geschlecht für die gegebenen Individuen enthal-
ten, kann beide Datensätze miteinander verknüpfen und Individuen identifizieren. Dieser
Vorgang wird auch Linken (engl. linking) von Daten genannt.
5Das BDSG fordert speziell im Bereich der Markt- und Meinungsforschung (§ 30, § 30a) sowie der wis-
senschaftlichen Forschung (§ 40) ein Anonymisieren personenbezogener Daten.
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Alter PLZ Geschlecht Krankheit
Alina 20 10104 w Asthma
Bill 21 10104 m Bronchitis
Clive 21 10155 m Diabetes
Doris 23 21410 w Grippe
Emily 24 21410 w Diabetes
Frank 24 21410 m Grippe
Gill 24 21421 w Bronchitis
Harry 26 29011 m Diabetes
Isabel 27 29025 w Diabetes
Tabelle 2.2: Daten ohne identifizierende Attribute
Nach diesen Erkenntnissen stellt sich die Frage, mit welchen anderen Datensätzen ver-
öffentlichte Daten verknüpft werden können. Eine einfache Lösung dieses sogenannten
Datenverknüpfungsproblems [75] besteht in weitgehenden Beschränkungen von Veröffent-
lichungen. Im extremen Fall könnte zum Beispiel nur die Spalte Krankheit aus Tabelle 2.1
herausgegeben werden. Als Nachteil erweist sich dann jedoch, dass die Daten auf diese Wei-
se wertvolle Informationen für Forschung und statistische Zwecke verlieren. Insbesondere
gehen alle Zusammenhänge zwischen den Attributen Alter, PLZ und Geschlecht zum
Attribut Krankheit verloren. Das Veröffentlichen von Daten stellt daher eine große Her-
ausforderung an die Datenbesitzer dar, denn einerseits soll die Privatsphäre der Individuen
geschützt werden, andererseits sollen die Daten nutzbar bleiben.
2.2.2 Kategorisierung der Attribute
Um personenbezogene Daten zu anonymisieren, reicht es nicht aus, nur identifizierende
Attribute zu entfernen. Vielmehr müssen die Daten derart verändert werden, dass sie
nicht mehr eindeutig einer Person zugeordnet werden können. Dazu werden die Attribute
der Mikrodaten in drei Kategorien unterteilt.
Ein Identifikator (ID) ist eine Menge von Attributen, welche jede Person eindeutig
identifiziert, wie es beispielsweise bei Ausweis- oder Sozialversicherungsnummern der Fall
ist. In abgegrenzten Datensammlungen können auch vollständige Namen, Konto- oder
Immatrikulationsnummern eindeutig einer Person zugeordnet werden. In veröffentlichten
Tabellen müssen Identifikatoren entfernt werden, denn durch sie können Daten direkt mit
einzelnen Individuen in Verbindung gebracht werden.
Ein Quasi-Identifikator (QI ) ist eine Menge von Attributen, welche einzeln nicht iden-
tifizierend sind, jedoch in Kombination eine Verknüpfung von Daten ermöglichen. Bei-
spiele dafür sind Alter, Geschlecht, Geburtsdatum oder Postleitzahl. Attributwerte von
Quasi-Identifikatoren werden in der veröffentlichten Tabelle meist leicht verändert, damit
Rückschlüsse auf Individuen nicht mehr eindeutig möglich sind.
Ein sensibles Attribut6 (SA) enthält Werte, die nicht mit Individuen in Verbindung
gebracht werden sollen. Vorstellbar sind Beispiele wie Krankheit, Gehalt oder politische
Haltung. Werte sensibler Attribute (kurz sensible Werte oder SA-Werte) werden in der
Regel direkt veröffentlicht.
6Bei Karjoth [75] wird dieses Merkmal sensitives Attribut genannt.
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Im Rahmen der vorliegenden Arbeit wird davon ausgegangen, dass jedes Attribut in eine
der genannten Kategorien fällt. Es wird ebenfalls vorausgesetzt, dass diese Kategorien dis-
junkt sind, das heißt insbesondere sensible Attribute nicht gleichzeitig quasi-identifizierend
sind.7
Beispiel 2.1 In Tabelle 2.1 sind Mikrodaten von neun verschiedenen Personen aufgelistet.
Name sei hier der Identifikator, Krankheit das sensible Attribut und der Quasi-Identifikator
bestehe aus Alter, PLZ und Geschlecht.
Der Quasi-Identifikator hängt von externen zur Verfügung stehenden Daten ab. Nicht
jeder Angreifer hat Zugang zu denselben Daten und Attribute verschiedener externer Ta-
bellen können sich überlappen. Dadurch kann es für eine Tabelle mehrere Quasi-Identifika-
toren geben. Damit der Datenbesitzer nicht wissen muss, auf welche externen Quellen An-
greifer zugreifen können, definiert er der Einfachheit halber nur einen Quasi-Identifikator,
welcher aus allen Attributen besteht, die weder sensibel noch identifizierend sind. Hierin
liegt auch der Grund, warum auf eine vierte Kategorie der „sonstigen Attribute“ verzichtet
wird.
2.2.3 Anonymisierungsoperationen
Um Mikrodaten so zu verändern, dass eine Re-Identifikation unmöglich ist, gibt es in
der Literatur mehrere Ansätze. Es können Werte einzelner Attribute ersetzt oder Ver-
bindungen zwischen mehreren Attributen aufgebrochen werden. Im Folgenden werden die
wichtigsten dieser sogenannten Anonymisierungsoperationen vorgestellt.
Generalisierung und Unterdrückung
Die beiden gängigsten Methoden, um Daten für das Veröffentlichen zu anonymisieren, sind
Generalisierung und Unterdrückung [124, 134]. Unter Generalisierung wird das Ersetzen
eines Wertes durch einen allgemeineren Begriff verstanden. Bei Unterdrückung hingegen
wird ein Attributwert vollständig entfernt und durch ein Platzhaltersymbol ersetzt. Unter-
drückung kann als extreme Form der Generalisierung betrachtet werden, bei der jegliche
Information verloren gegangen ist. Eine verwandte Form ist die Tupelunterdrückung, bei
der ganze Tupel unveröffentlicht bleiben.
Tabelle 2.3 zeigt eine Möglichkeit, um die Mikrodaten aus Tabelle 2.1 zu anonymisie-
ren. Die Namen der einzelnen Individuen sind erneut der Übersicht halber aufgelistet, ohne
jedoch veröffentlicht zu werden. Während die sensiblen Werte unverändert übernommen
wurden, sind die Werte aller quasi-identifizierenden Attribute ersetzt worden. Anstelle ge-
nauer Altersangaben sind in den Daten Intervalle enthalten, aus denen die jeweiligen Werte
stammen. Beispielsweise wurde Alinas Alter 20 durch das Intervall 20–22 generalisiert. Bei
den Postleitzahlen wurden die letzten beiden Ziffern durch „*“ maskiert, sodass 101** für
jede Zahl zwischen 10100 und 10199 stehen kann. Das Geschlecht wiederum ist komplett
durch den Stern ersetzt worden, wodurch diese Information komplett verschwunden und
damit unterdrückt worden ist.
7Wang et al. [147] untersuchten den Fall, bei dem Attribute sowohl sensible als auch quasi-identifizierende
Werte enthalten.
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Alter PLZ Geschlecht Krankheit
Alina 20–22 101** * Asthma
Bill 20–22 101** * Bronchitis
Clive 20–22 101** * Diabetes
Doris 23–25 214** * Grippe
Emily 23–25 214** * Diabetes
Frank 23–25 214** * Grippe
Gill 23–25 214** * Bronchitis
Harry 26–28 290** * Diabetes
Isabel 26–28 290** * Diabetes
Tabelle 2.3: Anonymisierte Daten T ∗
Um eine generalisierte Tabelle zu erzeugen, werden meist sogenannte Generalisierungs-
hierarchien verwendet.8 Dabei wird die Domäne eines Attributs in mehrere, meist gleich
große Bereiche unterteilt, welche jeweils durch einen neuen Bezeichner referenziert werden.
Im Fall von numerischen Attributwerten werden dazu in der Regel Intervalle verwendet,
bei diskreten Werten müssen allgemeinere Begriffe abgeleitet werden. In der generalisier-
ten Tabelle wird nun anstatt eines Attributwertes der Bereich veröffentlicht, der den Wert
enthält. Diese Generalisierung kann sich hierarchisch fortsetzen, das heißt, bereits verall-
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Abbildung 2.1: Generalisierungshierarchie für das Attribut Alter
Für das Attribut Alter stellt Abbildung 2.1 eine mögliche Generalisierungshierarchie
dar. In der ersten Stufe werden jeweils drei Werte zu einem Intervall zusammengefasst. In
den weiteren Stufen werden auch diese Intervalle zu größeren Intervallen vereinigt. Abbil-
dung 2.2 gibt ein ähnliches Konzept für das Attribut PLZ wieder, wobei die Generalisierung
durch das Entfernen der jeweils letzten Ziffer der Postleitzahl entsteht.
Beispiel 2.2 In Tabelle 2.3 wurden alle Altersangaben einmal und alle Postleitzahlen
zweimal generalisiert. Die Werte für das Geschlecht sind unterdrückt worden.
Beim Generalisieren von Mikrodaten wird die globale (engl. global recoding) von der
lokalen Umcodierung (engl. local recoding) unterschieden [89]. Beim globalen Umcodieren
wird jedem Wert eines Attributs derselbe Eintrag in der dazugehörigen Hierarchie zuge-
wiesen. Tritt demzufolge ein Wert mehrfach in den Originaldaten auf, wird er jeweils auf
8In der Literatur werden Domänen- und Wertegeneralisierungshierarchien [134] unterschieden. Die hier
vorgestellten Hierarchien entsprechen den Wertegeneralisierungshierarchien.
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Abbildung 2.2: Generalisierungshierarchie für das Attribut PLZ
denselben Wert generalisiert. Ein Spezialfall der globalen Umcodierung ist die sogenannte
Domänen-Vollgeneralisierung (engl. full-domain generalization), bei der alle Werte eines
Attributs zusätzlich auf dieselbe Stufe in der Hierarchie generalisiert werden. Tabelle 2.3
ist ein Beispiel für eine Domänen-Vollgeneralisierung.
Alter PLZ Geschlecht Krankheit
Alina 20–21 101** * Asthma
Bill 20–21 101** * Bronchitis
Clive 20–21 101** * Diabetes
Doris 23–24 214** * Grippe
Emily 23–24 214** * Diabetes
Frank 23–24 214** * Grippe
Gill 24–27 2**** * Bronchitis
Harry 24–27 2**** * Diabetes
Isabel 24–27 2**** * Diabetes
Tabelle 2.4: Anonymisierte Daten T ∗∗
Bei der lokalen Umcodierung werden Attributwerte einzeln generalisiert, je nachdem,
zu welchem Tupel sie gehören. Dadurch ist es möglich, denselben Wert in verschiedenen
Tupeln unterschiedlich zu generalisieren. Wird auf Generalisierungshierarchien verzichtet,
können sich die generelleren Werte an den tatsächlich vorkommenden Werten einzelner
Tupel orientieren. Tabelle 2.4 stellt eine lokale Umcodierung der bereits eingeführten Mi-
krodaten (s. Tabelle 2.1) dar. Erkennbar ist die Lokalität am Alterswert 24, der bei Emily
und Frank zu 23–24, aber bei Gill zu 24–27 generalisiert wurde. Die Intervalle der Alter-
sangaben umfassen jeweils drei Tupel und sind so klein wie möglich gewählt worden. Die
Angaben zur Postleitzahl entsprechen denen der Hierarchie aus Abbildung 2.2.
Generalisierung und Unterdrückung führen immer zu einem Informationsverlust. Für
statistische Zwecke kann es jedoch wichtig sein, dass anstatt des korrekten Wertes für
das Alter 20 der Wertebereich 20–22, 20–30 oder sogar nur 0–100 veröffentlicht wird. Im
letzten Fall werden so wenig Informationen herausgegeben, dass dieser Wert fast mit der
Unterdrückung gleichgesetzt werden kann. Daher besteht das Ziel beim Veröffentlichen
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von Daten darin, immer möglichst wenig Daten zu generalisieren und trotzdem die Pri-
vatsphäre der Individuen ausreichend zu schützen.
Anatomie und Bucketisierung
Xiao und Tao [160] stellten einen alternativen Ansatz zur Veröffentlichung von Mikroda-
ten vor. Sie benannten ihr Modell Anatomie, allerdings wurde es von weiteren Autoren
verfeinert und ist auch unter dem Namen Bucketisierung [104, 39] bekannt. Im Gegensatz
zur Generalisierung und Unterdrückung werden dabei keine Werte modifiziert. Um eine
Re-Identifizierung zu verhindern, wird die Beziehung zwischen den quasi-identifizierenden
und den sensiblen Attributwerten getrennt. Ermöglicht wird dies durch die Veröffentli-
chung zweier separater Tabellen.
Die Tupel einer gegebenen Mikrodatentabelle werden zunächst in Gruppen bestimmter
Größe aufgeteilt. Jede Gruppe bekommt einen eindeutigen Identifikator. Danach werden
die Attribute der Tupel in quasi-identifizierende und sensible Attribute getrennt und zwei
Tabellen erstellt. In die erste Tabelle (QI-Tabelle) werden für jedes Tupel die Werte der
Quasi-Identifikatoren und die zuvor bestimmte Gruppen-ID eingefügt. Die zweite Tabelle
(sensible Tabelle) enthält für jede Gruppe alle sensiblen Attributwerte, die in Tupeln dieser
Gruppe vorkommen.
Alter PLZ Geschlecht Gruppen-ID
Alina 20 10104 w 1
Bill 21 10104 m 1
Clive 21 10155 m 1
Doris 23 21410 w 2
Emily 24 21410 w 2
Frank 24 21410 m 2
Gill 24 21421 w 2
Harry 26 29011 m 3











Tabelle 2.5: Anonymisierte Tabelle für Anatomie bzw. Bucketisierung
Beispiel 2.3 Die Mikrodaten aus Tabelle 2.1 werden zunächst in drei Gruppen einge-
teilt. Die erste Gruppe enthält die Tupel von Alina, Bill und Clive, die zweite die von
Doris, Emily, Frank und Gill sowie die dritte die von Harry und Isabel. Tabelle 2.5a zeigt
die entstehende QI-Tabelle. Die sensiblen Attributwerte der Tupel sind in der sensiblen
Tabelle 2.5b abgebildet. Für jeden Wert ist die Anzahl angegeben, wie häufig er in der
entsprechenden Gruppe vorkommt.
Ein äquivalenter Ansatz mit dem Namen Permutation wurde von Zhang et al. [166]
eingeführt. Der einzige Unterschied zur Bucketisierung besteht in der Zusammenfassung
der QI- und sensiblen Tabelle. Das entspricht der Veröffentlichung von Mikrodaten ohne
identifizierende Attribute, in der die sensiblen Werte beliebig vertauscht (permutiert) wur-
den. Tabelle 2.6 stellt den Permutationsansatz für das bereits eingeführte Beispiel dar. Für
eine bessere Unterscheidung dieses Modells stehen die Krankheiten nicht untereinander,
sondern sind als Listen zusammengefasst worden.
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Alter PLZ Geschlecht Krankheit
Alina 20 10104 w
Asthma, Bronchitis, CholeraBill 21 10104 m
Clive 21 10155 m
Doris 23 21410 w
Bronchitis, Diabetes, Grippe, GrippeEmily 24 21410 wFrank 24 21410 m
Gill 24 21421 w
Harry 26 29011 m Diabetes, DiabetesIsabel 27 29025 w
Tabelle 2.6: Permutation der Mikrodaten aus Tabelle 2.1 analog zu Tabelle 2.5
Gegenüber der Generalisierung hat die Bucketisierung den Vorteil, dass die Werte der
Quasi-Identifikatoren unverändert bleiben. Damit können mitunter genauere Analysen der
Daten durchgeführt werden [160, 166].
Perturbation
Perturbation9 hat eine lange Tradition im Bereich der statistischen Veröffentlichungen [1].
Dabei werden Originalwerte durch synthetische Werte ersetzt, sodass die statistischen
Eigenschaften der veränderten Daten denen der Originaldaten entsprechen. Der Vorteil
dieses Ansatzes zeichnet sich darin aus, dass die so veröffentlichten Tupel zu keinen realen
Personen gehören und damit Verletzungen der Privatsphäre verhindert werden können. Ge-
genüber den anderen hier vorgestellten Methoden ist Perturbation aber mit dem Nachteil
behaftet, dass die veröffentlichten Daten synthetisch und damit für viele Forschungszwe-
cke und reale Anwendungsgebiete ungeeignet sind. Im Kontext dieser Arbeit spielen die
Methoden der Perturbation daher keine Rolle und werden dementsprechend auch nicht
weiter erläutert. Eine Übersicht in dieses Gebiet geben zum Beispiel Ciriani [24] und Fung
et al. [54].
2.2.4 Informationspreisgabe
Schutz der Privatsphäre bedeutet zugleich Schutz vor dem Herausgeben von Informatio-
nen. Insbesondere sollen die sensiblen Attributwerte von Individuen geschützt und damit
nicht preisgegeben werden. Der überwiegende Teil der Literatur des PPDP beschreibt ei-
ne recht einfache und praktische Vorstellung, wann Informationen als geeignet geschützt
angesehen werden. Dabei werden drei Arten der Informationspreisgabe unterschieden [54].
Bei der Identitätspreisgabe (engl. identity disclosure) wird ein Individuum mit einem
Tupel der veröffentlichten Daten verknüpft, sodass ein Angreifer ein bestimmtes Tupel
eindeutig einem Individuum zuordnen kann (Re-Identifikation). Eine Attributpreisgabe
(engl. attribute disclosure) tritt ein, wenn ein Angreifer den sensiblen Wert eines Indi-
viduums herausfindet. Mitunter wird bereits die Tatsache, dass ein bestimmter sensibler
Wert mit hoher Wahrscheinlichkeit zu einem Individuum gehört, als Attributpreisgabe
angesehen. Aus Identitätspreisgabe folgt in der Regel eine Attributpreisgabe, andersher-
um muss das aber nicht der Fall sein. In beiden Fällen wird davon ausgegangen, dass der
9Perturbation von lat. perturbare bedeutet Verwirrung oder Störung.
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Angreifer bereits weiß, dass ein Individuum durch ein Tupel in der veröffentlichten Tabel-
le beschrieben wird. Außerdem kennt er sämtliche Werte der Quasi-Identifikatoren durch
Hintergrundwissen oder andere öffentliche Datenquellen.
Die dritte Art der Informationspreisgabe tritt ein, wenn ein Angreifer schlussfolgern
kann, dass irgendein oder gar kein Tupel in der veröffentlichten Tabelle zu einem Indi-
viduum gehört. Dabei muss er das entsprechende Tupel oder den sensiblen Wert selbst
nicht herausfinden. Bei dieser sogenannten Tabellenpreisgabe (engl. table disclosure) weiß
der Angreifer im Vorfeld nicht, ob ein Individuum überhaupt durch ein Tupel in den
veröffentlichten Daten beschrieben wird. Ein Beispiel hierfür ist eine anonymisierte und
veröffentlichte Tabelle von Patienten, die schwere Herzkrankheiten haben. Allein die Infor-
mation darüber, ob eine Person in dieser Tabelle erfasst ist, kann bereits eine Verletzung
ihrer Privatsphäre darstellen.
Eine veröffentlichte Tabelle schützt die Privatsphäre, wenn sie eine der drei Informations-
preisgaben verhindert. Dabei ist zu bemerken, dass das Unterbinden von Tabellenpreisgabe
einen stärkeren Schutz der Privatsphäre bietet als das Vermeiden von Attributpreisgabe.
Letztgenanntes ist wiederum restriktiver als Identitätspreisgabe.
Eine andere Formulierung des Schutzes der Privatsphäre stellt das uninformative Prin-
zip [101] dar. Es besagt, dass eine veröffentlichte Tabelle Angreifern wenig zusätzliche
Informationen zur Verfügung stellen soll. Der Grundgedanke hierbei besteht darin, dass
ein Angreifer durch Hintergrundwissen und andere Quellen bestimmte Annahmen über
sensible Werte von Individuen hat (apriorisches Wissen). Durch Kenntnisse aus einer ver-
öffentlichten Tabelle ändern sich seine Annahmen (aposteriorisches Wissen). Der Unter-
schied zwischen beiden Kenntnisständen kann als Informationsgewinn bezeichnet werden.
Ziel ist die Beschränkung des Informationsgewinns durch die veröffentlichte Tabelle. Es
gibt Modelle, die das uninformative Prinzip beachten und gleichzeitig die Informations-
preisgabe nach einer der drei eingeführten Varianten verhindern.
2.3 Modelle für den Schutz der Privatsphäre
Um die Privatsphäre beim Veröffentlichen von Daten zu schützen, wurden in den letzten
Jahren viele Modelle entwickelt. Alle beschreiben in unterschiedlicher Form, wie anonymi-
sierte Daten aussehen sollen. Tabelle 2.7 gibt einen Überblick über die im Rahmen dieser
Arbeit wichtigsten Modelle. Für jeden Ansatz ist markiert, welche Informationspreisgabe
er verhindert.
2.3.1 Identitätspreisgabe
Um vor der Identitätspreisgabe zu schützen, müssen die Daten in einer Tabelle so an-
onymisiert werden, dass ein Verknüpfen von externen Quellen mit Tupeln nicht eindeutig
möglich ist. Tupel müssen also in einer gewissen Form ähnlich oder identisch zueinander
sein. Das Grundprinzip, auf dem die meisten hier aufgeführten Modelle basieren, ist die
k-Anonymität.
k-Anonymität
Das erste und gleichzeitig bekannteste Modell wurde von Samarati und Sweeney [123, 135]
eingeführt und k-Anonymität (engl. k-anonymity) genannt. Es stellt sicher, dass die Daten
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Modell Identitätspreisgabe Attributpreisgabe Tabellenpreisgabe
k-Anonymität ×
(X, Y )-Anonymität ×
MultiR k-Anonymität ×
(c, t)-Isolation ×
p-sensible k-Anonymität × ×
ℓ-Diversität × ×
(α, k)-Anonymität × ×
Confidence-Bounding × ×
(X, Y )-Privatsphäre × ×
Personalisierte Anonymität × ×
t-closeness × ×
(αi, βi)-closeness × ×
quadrierte Fehlerdiversität × ×
(k, e)-Anonymität × ×
(ε, m)-Anonymität × ×
δ-Präsenz × × ×
Differentielle Privatsphäre ×
Tabelle 2.7: Modelle für den Schutz der Privatsphäre und verhinderte Informationspreis-
gabe
jedes Individuums in einer veröffentlichten Tabelle von k − 1 anderen Individuen nicht
unterschieden werden können. Ein Verknüpfen mit anderen Datenquellen ist dadurch nicht
eindeutig möglich.
Um eine k-anonyme Tabelle zu erstellen, werden zunächst alle identifizierenden Attri-
bute aus den Mikrodaten entfernt. Danach werden die quasi-identifizierenden Attribute
so weit anonymisiert, dass immer mindestens k Tupel bezüglich der Quasi-Identifikatoren
nicht unterscheidbar sind. Eine Tabelle erfüllt k-Anonymität, wenn für jedes Tupel k − 1
andere Tupel existieren, die dieselben Werte bezüglich der QI besitzen.
Alter PLZ Geschlecht Krankheit
Alina 20–22 101** * Asthma ⎫⎬⎭ QI-Gruppe 1Bill 20–22 101** * BronchitisClive 20–22 101** * Diabetes
Doris 23–25 214** * Grippe
⎫⎪⎪⎪⎬⎪⎪⎪⎭ QI-Gruppe 2
Emily 23–25 214** * Diabetes
Frank 23–25 214** * Grippe
Gill 23–25 214** * Bronchitis
Harry 26–28 290** * Diabetes } QI-Gruppe 3Isabel 26–28 290** * Diabetes
Tabelle 2.8: Anonymisierte Daten T ∗
In der bereits eingeführten Tabelle 2.8 haben die Tupel von Alina, Bill und Clive diesel-
ben Werte für Alter, PLZ und Geschlecht. Ebenso sind die Tupel von Doris, Emily, Frank
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und Gill sowie von Harry und Isabel nicht zu unterscheiden. Tabelle 2.8 erfüllt demnach
k-Anonymität mit k = 2.
Die Definition der k-Anonymität induziert eine Klassenbildung bezüglich der QI. Die
Menge aller Tupel, die dieselbe Kombination quasi-identifizierender Attributwerte besit-
zen, wird QI-Gruppe10 genannt. Tabelle 2.8 besteht beispielsweise aus drei QI-Gruppen.
Die Idee hinter k-Anonymität ist, dass Tupel nicht eindeutig mit anderen Datenquellen
verknüpft werden können. Kennt ein Angreifer beispielsweise Alinas Alter, Postleitzahl und
Geschlecht, kann er zwar schlussfolgern, dass eines der ersten drei Tupel in Tabelle 2.8
zu Alina gehört. Das tatsächliche Tupel kann er aber nicht herausfinden. Im Allgemeinen
kommen dafür immer mindestens k Tupel in Frage, das heißt, k-Anonymität schützt vor
Identitätspreisgabe.
Allerdings reicht dieses Modell für gewöhnlich nicht aus, um auch Attributpreisgabe
zu verhindern. Der Grund dafür ist, dass auf die sensiblen Attributwerte beim Erzeugen
der QI-Gruppen nicht geachtet wird. Möchte ein Angreifer beispielsweise das Tupel von
Harry mithilfe dessen QI-Werten herausfinden, kann er nur ableiten, dass es das letzte oder
vorletzte Tupel in Tabelle 2.8 sein muss. Da in beiden Tupeln aber die Krankheit Diabetes
vorkommt, kann der Angreifer jedoch den sensiblen Wert von Harry schlussfolgern. In der
Literatur wird dieser Angriff als Homogenitätsattacke [101] bezeichnet.
Alter PLZ Geschlecht Krankheit
Alina 20–21 101** * Asthma ⎫⎬⎭ QI-Gruppe 1Bill 20–21 101** * BronchitisClive 20–21 101** * Diabetes
Doris 23–24 214** * Grippe ⎫⎬⎭ QI-Gruppe 2Emily 23–24 214** * DiabetesFrank 23–24 214** * Grippe
Gill 24–27 2**** * Bronchitis ⎫⎬⎭ QI-Gruppe 3Harry 24–27 2**** * DiabetesIsabel 24–27 2**** * Diabetes
Tabelle 2.9: Anonymisierte Daten T ∗∗
Tabelle 2.9 stellt eine andere Anonymisierung der Mikrodaten dar. Sie erfüllt k-Anony-
mität mit k = 3, denn alle QI-Gruppen enthalten drei Tupel. Im Gegensatz zur Tabelle 2.8
kommen in jeder QI-Gruppe mindestens zwei verschiedene sensible Attributwerte vor, das
heißt, in Tabelle 2.9 ist die Homogenitätsattacke nicht möglich.
Viele Ansätze erweitern k-Anonymität, indem sie Restriktionen für die sensiblen Attri-
butwerte in den einzelnen QI-Gruppen hinzufügen. Sie schützen dadurch vor Attributpreis-
gabe und werden im Folgenden vorgestellt. Zuvor allerdings werden Modelle eingeführt,
die einige andere Voraussetzungen als der Ansatz von k-Anonymität haben.
(X, Y )-Anonymität
Eine wichtige Voraussetzung beim Ansatz von k-Anonymität besteht darin, dass jedes
Tupel in der Datentabelle genau ein anderes Individuum repräsentiert. Ist das nicht der
10In der Literatur gibt es neben dem Begriff der QI-Gruppe [161, 162, 92, 53] noch die äquivalenten
Ausdrücke q∗-Block [101], QI-Cluster [17, 16] und Äquivalenzklasse [90, 159, 93].
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Fall, kann die Privatsphäre trotz k-Anonymität verletzt werden. Beispielsweise können in
medizinischen Daten Personen mehrere Krankheiten haben, die jeweils durch ein anderes
Tupel ausgedrückt werden. Damit kann es passieren, dass in einer QI-Gruppe von k Tupeln
mehrere oder sogar alle Tupel zur selben Person gehören, deren Privatsphäre dadurch nicht
mehr ausreichend geschützt ist.
Um dieses Problem zu vermeiden, haben Wang und Fung [143] als Verallgemeinerung
von k-Anonymität (X, Y )-Anonymität vorgeschlagen. Seien X und Y zwei disjunkte Men-
gen von Attributen und x ein Wert aus X. Dann ist die Anonymität aY (x) von x bezüglich
Y die Anzahl verschiedener Werte aus Y , die in einem Tupel vorkommen, das den Wert x
enthält: aY (x) = |πY (σx(T ))|, wenn T die Datentabelle ist.11 Sei AY (X) = min{aY (x) |
x ∈ X}. Eine Tabelle erfüllt (X, Y )-Anonymität für eine gegebene natürliche Zahl k, wenn
AY (X) ≥ k.
(X, Y )-Anonymität verlangt, dass jeder Wert in X mit mindestens k verschiedenen
Werten in Y verbunden werden kann. Somit ist k-Anonymität der Spezialfall, bei dem
X die Menge der Quasi-Identifikatoren und Y ein ID-Attribut ist. Andererseits können
durch (X, Y )-Anonymität verschiedene Anforderungen an die Privatsphäre sehr flexibel
spezifiziert werden. Wird Y beispielsweise auf die Menge der sensiblen Werte gesetzt, dann
fordert (X, Y )-Anonymität, dass in jeder QI-Gruppe mindestens k verschiedene SA-Werte
vorkommen.
MultiRelationale k-Anonymität
Die meisten Beiträge in der Literatur zur k-Anonymität richten ihr Augenmerk auf das
Anonymisieren einer einzelnen Datentabelle. Viele reale Datenbanksysteme enthalten al-
lerdings mehrere relationale Tabellen. Daher führten Nergiz et al. [113] ein Modell namens
MultiR (MultiRelationale) k-Anonymität ein, um k-Anonymität auch auf mehreren Rela-
tionen sicherzustellen. In ihrem Modell besteht ein relationales Datenbanksystem aus ei-
ner Tabelle PT , die personenbezogene Daten enthält, und einer Menge weiterer Tabellen
T1, . . . , Tn. Während PT einen Personenidentifikator Pid und einige sensible Attribute
enthält, kommen in Ti, 1 ≤ i ≤ n, Fremdschlüssel, quasi-identifizierende und ebenfalls
sensible Attribute vor. Eine MultiR k-Anonymität liegt vor, wenn der Join aller Tabellen
JT := PT on T1 on · · · on Tn k-anonym bezüglich Pid ist. Es wird gefordert, dass für je-
de durch einen Pid-Wert referenzierte Person, zu der ein Tupel in JT gehört, mindestens
k−1 weitere Personen existieren, die Tupel mit denselben QI-Werten besitzen. Damit wird
k-Anonymität auf Personenebene und nicht wie traditionell auf Tupelebene angewendet.
Dieser Ansatz ist analog zu (X, Y )-Anonymität, wobei X die Menge der QI und Y die
Menge mit Pid ist.
Neben dem hier vorgestellten Modell gibt es noch weitere Ansätze, k-Anonymität auf
verteilten Daten sicherzustellen [144, 167, 72].
(c, t)-Isolation
Ein sehr abstraktes Modell, um die Privatsphäre von Individuen zu schützen, stellten
Chawla et al. [19] vor. Ihr Ziel ist es zu verhindern, dass ein Angreifer Tupel aus der veröf-
fentlichten Tabelle Individuen eindeutig zuordnen kann. Sei jedes Tupel einer Datentabelle
11Aus T werden alle Tupel mit Wert x selektiert und dann auf die Attribute von Y projiziert. Die Anzahl
der verbleibenden Werte ist aY (x).
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durch einen Punkt in einem hochdimensionalen Raum repräsentiert und sei q der Punkt,
den ein Angreifer durch Hintergrundwissen und Kenntnis der veröffentlichten Daten für
ein Individuum erhält. Weiterhin sei p ein Punkt der Originaldatentabelle, der den kleins-
ten Abstand δp zu q hat. Bezeichne B(q, cδp) eine Kugel im hochdimensionalen Raum mit
Mittelpunkt q und Radius cδp. Dann (c, t)-isoliert q den Punkt p, wenn B(q, cδp) weniger
als t Punkte der Originaldatentabelle enthält. Dahinter steht die Idee, dass alle t Punkte
ähnlich zu q sind und der Angreifer q potentiell t Individuen zuordnen kann. Dieser Ansatz
ist damit ähnlich zu k-Anonymität mit k = t und verhindert Identitätspreisgabe, schützt
aber nicht vor Attributpreisgabe.
2.3.2 Attributpreisgabe
Da k-Anonymität zwar vor Identitäts-, aber nicht vor der Attributpreisgabe schützt, wur-
den in den letzten Jahren viele Erweiterungen dieser Idee entwickelt. Die meisten Ansätze
beschränken die sensiblen Attributwerte in den einzelnen QI-Gruppen und fordern eine
gewisse Heterogenität unter ihnen. Andere Modelle beschäftigen sich mit Spezialfällen
wie zum Beispiel mit numerischen Attributwerten. Meistens liegt der jeweiligen Idee eine
bestimmte Art von Angriff zugrunde, vor dem zusätzlich geschützt werden soll.
Angriffe
Der erste Angriff auf Daten, die k-anonym sind, stellt die bereits vorgestellte Homogeni-
tätsattacke dar, bei der eine QI-Gruppe nur einen einzigen sensiblen Wert enthält. Sie ist
die Ursache dafür, dass k-Anonymität im Allgemeinen nicht vor Attributpreisgabe schützt.
Daneben existiert noch eine Vielzahl weiterer Angriffe, auf die in diesem Abschnitt kurz
eingegangen wird.
Die Attacke durch Hintergrundwissen (engl. background knowledge attack) [101] setzt
zusätzliche Kenntnisse des Angreifers voraus. Kann er beispielsweise bestimmte Werte für
ein Individuum von vornherein ausschließen, ist es ihm eventuell möglich, den sensiblen
Wert des Individuums durch die veröffentlichte Tabelle abzuleiten. Falls ein Angreifer weiß,
dass Emily keine Erkrankung des Atmungssystems12 hat, kann er leicht aus Tabelle 2.8
schlussfolgern, dass sie Diabetes haben muss.
Eine probabilistische Attacke (engl. probabilistic inference attack) [93] ist möglich, wenn
ein sensibler Wert in einer QI-Gruppe wesentlich häufiger auftritt als die anderen Werte.
Ohne Hintergrundwissen kann ein Angreifer die Wahrscheinlichkeit, dass ein Individuum
einen bestimmten sensiblen Wert besitzt, mit der relativen Häufigkeit des Wertes innerhalb
der entsprechenden QI-Gruppe abschätzen. In Tabelle 2.9 kann er zum Beispiel für jedes
Individuum der zweiten QI-Gruppe mit einer Wahrscheinlichkeit von 23 annehmen, dass
es Grippe hat, und mit 13 , dass es unter Diabetes leidet. Wenn nun ein sensibler Wert be-
sonders häufig vorkommen würde, wäre auch die Wahrscheinlichkeit, dass ein Individuum
diesen Wert hat, besonders groß.
Ein weiterer Angriff ist die Ähnlichkeitsattacke (engl. similarity attack) [93]. Sie tritt ein,
wenn sich die sensiblen Werte innerhalb einer QI-Gruppe semantisch wenig unterscheiden.
12wie z. B. Grippe oder Bronchitis [33]
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Enthält eine Gruppe zum Beispiel die Werte Gastritis13, Dyspepsie14 und Duodenitis15,
so leiden alle dazugehörigen Individuen an Krankheiten des Verdauungssystems [34].
Ein dazu verwandter Angriff, der bei numerischen Attributwerten auftritt, ist die Nä-
heattacke (engl. proximity attack) [92]. Kommen in einer QI-Gruppe neun Werte zwischen
1 und 10 und ein Wert von 1000 vor, kann ein Angreifer mit hoher Wahrscheinlichkeit
schlussfolgern, dass die sensiblen Werte der Individuen im Intervall [1–10] liegen. Da auch
größere Werte wie 1000 möglich sind, kann diese Vermutung bereits eine Verletzung der
Privatsphäre darstellen.
Ein Informationsgewinn des Angreifers durch eine bestimmte Verteilung der Daten stellt
ebenfalls einen Angriff dar. Unterscheidet sich die Verteilung der sensiblen Attributwerte
in einer QI-Gruppe stark von der Verteilung unter allen Individuen, gelangt ein Angreifer
zu neuem Wissen. Ein Beispiel dafür ist eine QI-Gruppe, in der ein sensibler Wert zu 50 %
vorkommt, aber insgesamt nur 1 % aller Individuen in der Datentabelle den besagten Wert
haben. Diese Form von Angriff wird Schiefeattacke (engl. skewness attack) [93] genannt.
p-sensible k-Anonymität
Von Truta und Vinay [137] stammt die erste Erweiterung in dieser Auflistung. Sie fügten
dem k-Anonymitätsansatz eine einfache Restriktion der sensiblen Werte hinzu. Eine Ta-
belle erfüllt p-sensible k-Anonymität, wenn in jeder QI-Gruppe mindestens p verschiedene
sensible Werte vorkommen.
Beispiel 2.4 Tabelle 2.8 erfüllt nur p-sensible k-Anonymität mit p = 1 und k = 2, denn in
der letzten QI-Gruppe gibt es nur einen sensiblen Wert. Tabelle 2.9 ist hingegen 2-sensibel
3-anonym.
Campan et al. [16] entwickelten dieses Modell weiter und fügten ihm Generalisierungs-
beschränkungen hinzu. Damit ist es möglich, für jeden Wert eines Quasi-Identifikators
anzugeben, bis zu welcher Hierarchiestufe er höchstens generalisiert werden darf.
ℓ-Diversität
Ein wesentlich allgemeineres Prinzip von Heterogenität unter sensiblen Werten stellten
Machanavajjhala et al. [101] vor. Sie forderten, dass in jeder QI-Gruppe mindestens ℓ
„wohl-repräsentierte“ sensible Werte vorkommen sollen. Dieses Prinzip heißt ℓ-Diversität
(engl. ℓ-diversity) und hat mehrere Instanziierungen, die sich alle in der Definition von
„wohl-repräsentiert“ unterscheiden.
Der einfachste Ansatz ist, dass in jeder QI-Gruppe mindestens ℓ verschiedene sensi-
ble Werte vorkommen sollen, was eindeutige ℓ-Diversität (engl. distinct ℓ-diversity) ge-
nannt wird. Diese Idee entspricht p-sensibler k-Anonymität mit p = k = ℓ. Da es al-
lerdings Werte geben kann, die wesentlich häufiger in Daten vorkommen als andere,16
haben Machanavajjhala et al. zwei weitere Instanziierungen eingeführt. Die erste heißt
Entropie-ℓ-Diversität (engl. entropy ℓ-diversity) und fordert, dass in jeder QI-Gruppe q
13Gastritis ist eine Entzündung der Magenschleimhaut.
14Dyspepsie heißt übersetzt Verdauungsstörung.
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∑
s∈S pq,s · log(pq,s) ≥ log(ℓ) gelten soll, wobei S die Menge sensibler Werte und pq,s der
Anteil von Tupeln in q ist, die den sensiblen Wert s haben. Die linke Seite der Ungleichung
wird Entropie des sensiblen Attributs genannt und hat die Eigenschaft, dass gleichmäßi-
ge Verteilungen einen größeren Wert besitzen. Es kann gezeigt werden, dass ℓ-Diversität
immer auch k-Anonymität mit k = ℓ impliziert.
Beispiel 2.5 Tabelle 2.3 erfüllt nur eindeutige 1-Diversität, denn in der letzten QI-Gruppe
kommt nur der sensible Wert Diabetes vor. Die anderen beiden QI-Gruppen sind jeweils
eindeutig 3-divers. Die Entropie der einzelnen Gruppen sind 1,585, 1,5 und 0. Somit ist
T ∗ Entropie-1-divers.
Tabelle 2.9 ist eindeutig 2-divers, denn in jeder QI-Gruppe kommen mindestens zwei
verschiedene sensible Werte vor. Darüber hinaus ist sie auch Entropie-1,889-divers, denn
die Entropie der letzten beiden QI-Gruppen ist jeweils 0,918.
Die letzte hier vorgestellte Instanziierung wird rekursive (c, ℓ)-Diversität (engl. recursi-
ve (c, ℓ)-diversity) genannt und stellt sicher, dass der häufigste Wert nicht zu häufig vor-
kommt. Sei m die Anzahl der sensiblen Werte, die in einer QI-Gruppe q vorkommen, und
seien diese absteigend nach ihrer Häufigkeit sortiert. Weiterhin bezeichne ri für 1 ≤ i ≤ m
die Häufigkeit des i-ten Elements (d. h., r1 ist die Häufigkeit des häufigsten Elements, r2 die
des zweithäufigsten Elements usw.). Dann erfüllt eine Tabelle rekursive (c, ℓ)-Diversität,
wenn für jede QI-Gruppe r1 < c · (rℓ + rℓ+1 + · · · + rm) gilt, wobei c eine Konstante
ist. Dahinter steht die Intuition, dass selbst wenn ein Angreifer bestimmte sensible Wer-
te durch Hintergrundwissen für ein bestimmtes Individuum ausschließen kann, weiterhin
viele andere mögliche sensible Werte existieren.
(α, k)-Anonymität
Von Wong et al. [159] stammt ein Modell, das sehr ähnlich zur ℓ-Diversität ist. Eine
Tabelle erfüllt (α, k)-Anonymität, wenn sie k-Anonymität erfüllt und in jeder QI-Gruppe
die relative Häufigkeit jedes sensiblen Wertes höchstens α ist. Damit ist für potentielle
Angreifer die Wahrscheinlichkeit, dass ein Individuum einen bestimmten sensiblen Wert
hat, durch α beschränkt.
Beispiel 2.6 Tabelle 2.8 erfüllt nur (1, 2)-Anonymität, denn in der letzten QI-Gruppe
kommt nur der sensible Wert Diabetes vor. Tabelle 2.9 ist (23 , 3)-anonym, denn sie erfüllt
3-Anonymität und in zwei QI-Gruppen (der Größe 3) kommt jeweils ein sensibler Wert
zweimal vor.
Confidence-Bounding
Eine ähnliche Idee setzten Wang et al. [145, 146] mit einem viel allgemeineren Modell um.
Sie beschränkten die Wahrscheinlichkeit, dass ein Angreifer einen sensiblen Wert eines
Individuums schlussfolgern kann, mit sogenannten Privatsphärenvorlagen (engl. privacy
templates) der Form ⟨QID → s, p⟩. Dabei ist QID ein Quasi-Identifikator, s ein sensibler
Wert und p eine Wahrscheinlichkeit. Sei conf(q → s) die relative Häufigkeit von Tupeln in
der QI-Gruppe q, die den sensiblen Wert s haben. Dann erfüllt eine Tabelle eine Vorlage
⟨QID → s, p⟩, wenn maxq{conf(q → s)} ≤ p gilt, wobei q über alle QI-Gruppen bezüglich
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QID berechnet wird. Mit anderen Worten beschränkt ⟨QID → s, p⟩ die Wahrscheinlich-
keit, dass ein Angreifer den sensiblen Wert s in irgendeiner QI-Gruppe bezüglich QID
schlussfolgern kann, auf höchstens p.
Beispiel 2.7 Sei QID = {Alter, PLZ, Geschlecht} ein Quasi-Identifikator. Dann erfüllt
Tabelle 2.8 die Vorlagen ⟨QID → Bronchitis, 13⟩ und ⟨QID → Grippe,
1
2⟩.
Dieses Modell mit dem Namen Confidence-Bounding17 ist flexibler als die bisherigen
Ansätze, da es möglich ist, für unterschiedliche Quasi-Identifikatoren und sensible Wer-
te verschiedene Schranken für die Wahrscheinlichkeiten festzulegen. Ähnlich wie (α, k)-
Anonymität ist es zudem sehr intuitiv, da das Risiko einer Verletzung der Privatsphäre
klar angegeben werden kann.
(X, Y )-Privatsphäre
Eine Kombination von (X, Y )-Anonymität und Confidence-Bounding stellt das von Wang
und Fung [143] eingeführte Konzept der (X, Y )-Privatsphäre (engl. (X, Y )-privacy) dar.
Dazu müssen einerseits in jeder Gruppe bezüglich X mindestens k verschiedene Werte
aus Y vorkommen ((X, Y )-Anonymität) und andererseits muss die Vorlage ⟨X → y, p⟩ für
jeden Wert y ∈ Y und ein gegebenes p erfüllt sein.
Personalisierte Anonymität
Einen Ansatz, der nicht auf k-Anonymität basiert, stellten Xiao und Tao [161] vor. Dabei
dürfen die Individuen, zu denen Tupel in einer Datentabelle gehören, selbst ein Maß für
den Schutz ihrer Privatsphäre wählen. Die Voraussetzung dazu ist, dass für das sensible
Attribut eine Taxonomie existiert, die es ermöglicht, sensible Werte analog zu den quasi-
identifizierenden Werten zu generalisieren. Individuen können einen Knoten innerhalb die-
ser Taxonomie auswählen, der ihr gewünschtes Maß an Schutz angibt. Die Privatsphäre ist
verletzt, wenn es Angreifern möglich ist, einem Individuum einen sensiblen Wert unterhalb
des gewählten Knotens mit einer bestimmten Wahrscheinlichkeit zuzuordnen.
Beispiel 2.8 In einer möglichen Taxonomie von Krankheiten seien Asthma und Bron-
chitis Kindknoten von Atemwegserkrankung.18 Für Alina aus Tabelle 2.1 ist es damit
möglich, Atemwegserkrankung als ihren Schutzknoten anzugeben. Somit darf ein Angrei-
fer aus einer Veröffentlichung von Tabelle 2.1 zwar schlussfolgern, dass Alina eine, aber
nicht welche Atemwegserkrankung hat. Das kann erreicht werden, indem ihr sensibler
Wert Asthma zu Atemwegserkrankung generalisiert wird oder ihr entsprechendes Tupel
zu einer QI-Gruppe hinzugefügt wird, in der weitere Krankheiten vorkommen, die keine
Atemwegserkrankungen sind.
Andererseits ist es für Alina auch möglich, veröffentlichen zu lassen, dass sie den sen-
siblen Wert Asthma hat. Sofern sie ihre Privatsphäre dadurch als nicht verletzt ansieht,
wählt sie einfach keinen Schutzknoten aus.
Der Vorteil dieser sogenannten personalisierten Anonymität besteht darin, dass jedes In-
dividuum das Maß an Schutz seiner Privatsphäre selbst angeben kann. In der Praxis kann
17Ein deutscher Begriff für Confidence-Bounding ist nicht geläufig.
18Vgl. Internationale statistische Klassifikation der Krankheiten und verwandter Gesundheitsprobleme
(ICD-10-GM), Kapitel X [33].
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sich dies aber auch leicht als Nachteil erweisen. Um geeignete Schutzknoten auszuwählen,
müssen nämlich Individuen Kenntnisse über andere sensible Werte in der Datentabelle
haben, was im Allgemeinen nicht der Fall ist.
t-closeness
Erhält ein Angreifer veröffentlichte Daten, hat er in der Regel einen Informationsgewinn.
Beispielsweise kann er zwar vermuten, dass Doris krank ist, aber erst durch die Kenntnis
von Tabelle 2.9 kann er schlussfolgern, dass sie Grippe oder Diabetes hat. Ohne weiteres
Hintergrundwissen kann er sogar mit einer Wahrscheinlichkeit von 23 annehmen, dass sie
Grippe hat, da dieser Wert zweimal in der QI-Gruppe von Doris vorkommt.
Li et al. [93] untersuchten den Informationsgewinn durch veröffentlichte Daten. Sie setz-
ten dabei voraus, dass ein Angreifer jeweils die Verteilung aller sensiblen Werte in einer
Tabelle kennt, und beschränkten den Informationsgewinn, der durch die Identifizierung
einzelner QI-Gruppen entsteht. In Tabelle 2.9 kommt unter allen neun Tupeln der Wert
Grippe zweimal vor. Ein Angreifer, der nur dieses Wissen hat, würde die Wahrscheinlich-
keit, dass eine beliebige Person Grippe hat, mit 29 abschätzen. Kann der Angreifer ein-
zelne QI-Gruppen identifizieren, wächst diese Wahrscheinlichkeit auf 23 für alle Personen
der zweiten QI-Gruppe oder fällt auf 0 für alle anderen Personen. Um diesen Informati-
onsgewinn zu beschränken, forderten Li et al., dass die Verteilung der sensiblen Werte in
jeder QI-Gruppe ähnlich zu der Verteilung in der gesamten Tabelle ist. Um Verteilungen
miteinander zu vergleichen, wählten sie die Earth Mover Distance [121] und legten fest,
dass sich Verteilungen nur um einen maximalen Wert von t unterscheiden dürfen. Dieses
Prinzip wird t-closeness19 genannt.
Ein Vorteil dieses Modells ist, dass die Privatsphäre sehr gut geschützt wird und An-
griffe wie zum Beispiel die Schiefeattacke verhindert werden. Für Auswertungen der ver-
öffentlichten Daten entstehen aber auch große Nachteile, denn Korrelationen zwischen
Quasi-Identifikatoren und dem sensiblen Attribut werden zerstört. Der Nutzen der veröf-
fentlichten Tabelle für statistische Zwecke ist daher stark beschränkt.
(αi, βi)-closeness
Als Kombination von (α, k)-Anonymität und t-closeness stellten Frikken und Zhang [53]
(αi, βi)-closeness vor. Dabei kann für jeden sensiblen Wert si ein Intervall [αi, βi] angege-
ben werden, das die relative Häufigkeit von si in jeder QI-Gruppe beschränkt. Eine Tabelle
erfüllt (αi, βi)-closeness, wenn in jeder QI-Gruppe die relative Häufigkeit jedes sensiblen
Wertes si mindestens αi und höchstens βi beträgt. (αi, βi)-closeness hat den Vorteil, dass
die Werte für αi und βi wesentlich intuitiver sind als die Schranke t für t-closeness. Dahin-
gegen erlangt ein Angreifer bei diesem Modell und ungenauer Wahl von αi und βi mehr
Wissenszuwachs.
Beispiel 2.9 Der sensible Wert Diabetes kommt in den ersten beiden QI-Gruppen von
Tabelle 2.9 je einmal und in der dritten zweimal vor. Damit die Tabelle (αi, βi)-closeness
erfüllt, sind die Werte αDiabetes = 13 und βDiabetes =
2
3 möglich. Da Asthma in zwei Gruppen
gar nicht und in einer einmal vorkommt, kann αAsthma = 0 und βAsthma = 13 gewählt
werden.
19Ein deutscher Begriff für t-closeness ist nicht geläufig.
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Quadrierte Fehlerdiversität
Für sensible numerische Attributwerte existieren weitere Angriffe. Wenn beispielsweise in
einer QI-Gruppe zwar viele verschiedene sensible Werte vorkommen, diese aber in einem
nur sehr kleinen Intervall liegen, kann ein Angreifer zumindest auf die Größenordnung
der Werte schließen.20 Um das zu verhindern, führten LeFevre et al. [91] die quadrierte
Fehlerdiversität ein. Seien s̄(q) der Mittelwert der sensiblen Werte in der QI-Gruppe q
und Sq die Menge aller sensiblen Werte, die in q vorkommen. Dann erfüllt eine Tabelle
quadrierte Fehlerdiversität, wenn für jede QI-Gruppe q ∑s∈Sq (s− s̄(q))2 ≥ error gilt,
wobei error eine vorgegebene Konstante ist. Die Privatsphäre ist demnach ausreichend
geschützt, wenn in jeder Gruppe Werte vorkommen, die sich deutlich vom Mittelwert
unterscheiden. Ein Nachteil dieser Definition ist, dass selbst ein hoher Wert für error nur
eindeutige 2-Diversität sicherstellt.
Alter PLZ Geschlecht Gehalt
Alina 20–21 101** * 2490
Bill 20–21 101** * 2500
Clive 20–21 101** * 2510
Doris 23–24 214** * 2000
Emily 23–24 214** * 2200
Frank 23–24 214** * 9000
Gill 24–27 2**** * 2000
Harry 24–27 2**** * 5000
Isabel 24–27 2**** * 8000
Tabelle 2.10: Anonymisierte Daten T ∗∗∗
Beispiel 2.10 Tabelle 2.10 enthält einige Daten von neun Personen, insbesondere Werte
des sensiblen Attributs Gehalt. Der Mittelwert der ersten QI-Gruppe ist 2500, der der
zweiten 4400 und der der dritten 5000. Als Fehlertoleranzen für quadrierte Fehlerdiversität
ergeben sich 200 für die erste, 31,76 Mio für die zweite und 18 Mio für die dritte QI-
Gruppe. Die Tabelle erfüllt demnach quadrierte Fehlerdiversität mit einem Fehlerwert
von error = 200.
(k, e)-Anonymität
Ein weiteres Anonymitätsprinzip für numerische Werte wurde von Zhang et al. [166] ein-
geführt. Sie forderten, dass das Intervall, aus dem sensible Werte stammen, eine gewisse
Größe haben soll. Eine Tabelle erfüllt demnach (k, e)-Anonymität, wenn jede QI-Gruppe
mindestens k verschiedene sensible Werte hat und der Bereich, aus dem diese Werte kom-
men, nicht kleiner als e ist. Jede (k, e)-anonyme Tabelle erfüllt damit automatisch ein-
deutige ℓ-Diversität mit ℓ = k. Nachteilig an dieser Definition ist der Umstand, dass die
Verteilung der sensiblen Werte ignoriert wird und das Modell damit nicht vor der Nähe-
attacke schützt.
Beispiel 2.11 Jede QI-Gruppe in Tabelle 2.10 enthält genau drei verschiedene Werte
für das sensible Attribut Gehalt. Die Differenz zwischen dem größten und kleinsten Wert
20Vgl. Näheattacke.
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beträgt in der ersten QI-Gruppe 20, in der zweiten 7000 und in der dritten 6000. Demnach
erfüllt die Tabelle (3, 20)-Anonymität.
(ε, m)-Anonymität
Li et al. [92] schlugen ein alternatives Modell zum Schutz der Privatsphäre vor, das sie
(ε, m)-Anonymität nannten. Das Ziel dabei ist, in jeder QI-Gruppe die Anzahl der sensiblen
Werte, die „ähnlich“ zu einem vorkommenden Wert sind, zu beschränken. Dafür wird
ein Parameter ε eingeführt und zwei Interpretationen dieser Ähnlichkeit angegeben. Bei
absoluter (ε, m)-Anonymität sind zwei Werte x und y ähnlich, wenn ihre absolute Differenz
höchstens ε ist, das heißt wenn |y − x| ≤ ε gilt. Bei relativer (ε, m)-Anonymität wird der
Abstand von y zu x mit ε · x verglichen, das heißt, y ist ähnlich zu x, wenn |y − x| ≤ ε · x
gilt. Eine Tabelle erfüllt (ε, m)-Anonymität, wenn für jedes Tupel t in einer QI-Gruppe q
das Verhältnis von sensiblen Werten in q, die ähnlich zum sensiblen Wert in t sind, und der
Größe von q höchstens 1m beträgt. Sowohl absolute als auch relative (ε, m)-Anonymität
haben die Eigenschaft, dass ein höherer Schutz mit einem höheren Wert für ε oder m
erreicht wird.
Beispiel 2.12 Tabelle 2.10 enthält drei verschiedene QI-Gruppen jeweils der Größe 3.
Während die sensiblen Werte in der ersten Gruppe sehr ähnlich sind, sind sie in der zweiten
und dritten zum Teil sehr verschieden. Sei absolute (ε, m)-Anonymität das Modell für den
Schutz der Privatsphäre. Für ε ≥ 10 sind die sensiblen Werte von Alina (2490) und Clive
(2510) jeweils ähnlich zum Wert von Bill (2500). (ε, m)-Anonymität gilt demnach nur
für m = 1. Für ε < 10 ist jeder der drei Werte nur zu sich selbst ähnlich und es folgt
(ε, m)-Anonymität mit m = 3. Ein analoges Ergebnis folgt für die dritte QI-Gruppe und
ε = 3000. In der zweiten Gruppe sind die sensiblen Werte von Doris (2000) und Emily
(2200) ab ε ≥ 200 ähnlich zueinander. In diesem Fall gilt (ε, m)-Anonymität mit m = 32 .
2.3.3 Tabellenpreisgabe
Es gibt Fälle, bei denen die Privatsphäre bereits dann verletzt ist, wenn ein Angreifer
schlussfolgern kann, dass irgendein Tupel in der veröffentlichten Tabelle zu einem be-
stimmten Individuum gehört. Enthält beispielsweise die Tabelle nur bestimmte Krank-
heiten, kann die Kenntnis vom Vorkommen eines Tupels bereits die Privatsphäre des
dazugehörigen Individuums verletzen. Eine Tabellenpreisgabe entsteht, wenn ein Angrei-
fer die Präsenz oder Abwesenheit des Tupels von einem bestimmten Individuum in der
veröffentlichten Tabelle herausfinden kann.
δ-Präsenz
Um eine Tabellenpreisgabe zu verhindern, schlugen Nergiz et al. [112] δ-Präsenz vor. Seien
T die private Tabelle, die veröffentlicht werden soll, und E eine externe öffentliche Tabelle
mit T ⊆ E. Eine generalisierte Tabelle T ∗ erfüllt (δmin, δmax)-Präsenz, wenn δmin ≤ P (t ∈
T | T ∗) ≤ δmax für alle t ∈ E gilt. Somit ist die Wahrscheinlichkeit, dass ein Tupel aus T
zu einem Individuum aus E gehört, auf das Intervall δ = [δmin, δmax] beschränkt.
Indirekt wird dadurch auch vor Identitäts- und Attributpreisgabe geschützt, denn ein
Angreifer, der nur mit einer Wahrscheinlichkeit von δ weiß, dass irgendein Tupel zu einem
Individuum gehört, kann das tatsächliche Tupel oder den tatsächlichen sensiblen Wert
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auch nur mit einer Wahrscheinlichkeit von δ herausfinden. Ein Nachteil von δ-Präsenz ist
allerdings die Annahme, dass sowohl derjenige, der die Daten veröffentlicht, als auch der
Angreifer Zugriff auf dieselbe externe Tabelle E haben. In der Praxis ist dieser Fall oft so
nicht gegeben.
Beispiel 2.13 Seien Jake ein 27 Jahre alter Mann, der die Postleitzahl 29025 hat, und
E eine öffentliche Tabelle, die das Alter, die Postleitzahl und das Geschlecht von Gill,
Harry, Isabel und Jake enthält. Ein Angreifer kann nun für jede der vier Personen mit 34
Wahrscheinlichkeit schlussfolgern, dass ein Tupel in der letzten QI-Gruppe von Tabelle 2.9
zu dieser Person gehört.
Differentielle Privatsphäre
Die differentielle Privatsphäre (engl. differential privacy [41]) legt ihren Fokus darauf, dass
das Hinzufügen oder Entfernen eines Tupels in einer Tabelle jede mögliche Art von Analyse
der Daten nicht substantiell beeinflussen soll. Das Risiko einer Verletzung der Privatsphäre
soll für ein Individuum nicht entscheidend zunehmen, wenn ein dazugehöriges Tupel in der
Tabelle vorkommt. Dadurch wird ein sehr starker Schutz der Privatsphäre kreiert, denn
Angreifer können nur schwer herausfinden, ob überhaupt ein Tupel eines Individuums in
den Daten vorhanden ist.
Sei A ein randomisierter Algorithmus, der auf die Daten angewandt wird, wenn In-
formationen herausgegeben werden. Mit A könnte beispielsweise das Anonymisieren und
Veröffentlichen von Mikrodaten beschrieben werden. Weiterhin seien D1 und D2 zwei Da-
tentabellen, die sich in höchstens einem Tupel unterscheiden. Dann erfüllt A ε-differentielle
Privatsphäre, wenn für jede Teilmenge S aller möglichen Ausgaben von A
P (A(D1) ∈ S) ≤ eε · P (A(D2) ∈ S)
gilt. Mit anderen Worten ist die Wahrscheinlichkeit, dass der Algorithmus bei Eingabe D1
eine Ausgabe aus S erzeugt, nur höchstens um den Term eε verschieden von der gleichen
Wahrscheinlichkeit, wenn D2 eingegeben wird. Kleine Werte für ε erzeugen einen höheren
Schutz als große Werte. Dwork empfiehlt selbst, Werte in der Größenordnung von 0,01 bis
0,1 zu verwenden [43].
Differentielle Privatsphäre trifft keine Annahmen über den Angreifer und ist unabhängig
von zusätzlichen Informationen. Sie kann sowohl für das nicht-interaktive Szenario (d. h.
das einmalige Veröffentlichen sensibler Daten) als auch für das interaktive Szenario (d. h.
die Auswertung mehrerer Anfragen auf sensible Daten) verwendet werden [142]. Die Tech-
niken, die ε-differentielle Privatsphäre garantieren sollen, fügen den Daten in der Regel
Rauschen hinzu. Dabei werden neue Einträge generiert, die zusätzlich zu den tatsächlich
vorkommenden Werten ausgegeben werden.
Weitere Details zur differentiellen Privatsphäre werden bei Dwork [42] ausgeführt.
2.3.4 Weitere Modelle
Neben den hier aufgelisteten Prinzipien zum Schutz der Privatsphäre existieren noch wei-
tere, die meist kleinere Erweiterungen der vorgestellten Ansätze sind. Beispiele dafür sind
(k, p, q, r)-Anonymität [38], l+-Diversität [95], (n, t)-closeness [94] oder β-likeness [18].
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Ersteres ist eine Mischung aus p-sensibler k-Anonymität und einem Ansatz, der relati-
ve Häufigkeiten sensibler Werte in QI-Gruppen mithilfe ihrer Varianz beschränkt. l+-
Diversität entspricht in etwa (αi, βi)-closeness mit αi = 0. Das bedeutet, die relativen
Häufigkeiten von sensiblen Werten werden nur nach oben beschränkt. (n, t)-closeness ist
wiederum eine Erweiterung von t-closeness. Dabei wird der Unterschied zwischen der Ver-
teilung der sensiblen Werte in einer einzelnen QI-Gruppe Q nicht zur Gesamtverteilung
gemessen, sondern zu einer „natürlichen Obermenge“ von Q, die mindestens die Größe
n hat. Solche Obermengen sind dadurch gekennzeichnet, dass sie aus Q durch weitere
Generalisierungen von Quasi-Identifikatoren entstehen. Das zuletzt genannte Beispiel be-
schränkt für jeden sensiblen Wert den Informationsgewinn, den ein Angreifer durch die
Kenntnis der veröffentlichten Tabelle erhält. Hierfür wird gefordert, dass die Distanz zwi-
schen der relativen Häufigkeit eines sensiblen Wertes in einer QI-Gruppe und der relativen
Häufigkeit in der gesamten Datentabelle nicht größer als ein fest vorgegebener Wert ist. Im
Unterschied zu anderen Modellen wird bei β-likeness diese Distanz jedoch nicht absolut,
sondern ebenfalls relativ zu den entsprechenden Häufigkeiten gemessen.
Eine andere Klasse von Modellen bezieht Hintergrundwissen des Angreifers ein. Dabei
werden neben den Kenntnissen aus der veröffentlichten Tabelle weitere Zusammenhänge
modelliert, die eventuell zu einer Verletzung der Privatsphäre führen könnten. Beispiels-
weise könnte ein Angreifer wissen, dass ein bestimmtes Individuum einen sensiblen Wert
garantiert nicht oder mit einer gegebenen Wahrscheinlichkeit hat. Beispiele dafür sind m-
confidentiality [158], (c, k)-safety [104], skyline privacy [20], (τ, λ)-uniqueness [149] und
Privacy-MaxEnt [39].
2.4 Anonymisierungsalgorithmen
In der Literatur sind das k-Anonymitäts- und ℓ-Diversitätsprinzip die bekanntesten Me-
thoden, um die Privatsphäre beim Veröffentlichen sensibler Daten zu schützen. Für beide
gibt es eine Vielzahl von Algorithmen, deren Ziel es ist, optimal anonymisierte Tabellen zu
erstellen. Diese besitzen unter allen Tabellen, die ein gefordertes Schutzkriterium erfüllen,
den größten Informationsgehalt.
In den letzten Jahren wurden viele Metriken vorgeschlagen, um den Informationsge-
halt von Daten zu bestimmen [123, 134, 70, 7, 56, 90, 101, 161, 14, 158, 51, 61, 16]. Es
wurde auch gezeigt, dass das k-Anonymitätsproblem, also das Bestimmen einer optimalen
k-anonymen Tabelle, NP-hart ist [106, 2]. Neben theoretisch fundierten Approximations-
algorithmen mit beweisbarer Güte [106, 2, 116] existiert eine Vielzahl eher praktisch ver-
anlagter Heuristiken [56, 90, 60, 69], die ein Optimum näherungsweise bestimmen. Andere
Algorithmen führen starke Restriktionen ein, wodurch ein Optimum in Polynomialzeit
gefunden werden kann [123, 134, 7, 89]. Da in dieser Arbeit vielmehr die Konzepte des
Schutzes der Privatsphäre und weniger die Algorithmen zum Anonymisieren im Vorder-
grund stehen, werden an dieser Stelle nur zwei Verfahren kurz vorgestellt.
Datafly [135] ist ein Beispiel für einen praktisch nutzbaren Algorithmus, der eine k-
anonyme Tabelle erstellt. Von gegebenen Mikrodaten anonymisiert er mithilfe von Ge-
neralisierungshierarchien jeweils das Attribut, welches die meisten verschiedenen Werte
enthält. In Tabelle 2.1 wäre das zum Beispiel Alter oder PLZ, denn beide Attribute ent-
halten jeweils sechs verschiedene Werte. Der Generalisierungsschritt wird iterativ mit dem
Attribut fortgesetzt, das nun die meisten verschiedenen Werte enthält. Der Algorithmus
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terminiert, wenn die Anzahl der Tupel, die noch nicht in einer QI-Gruppe der Größe k
enthalten sind, auf weniger als k gesunken ist. Im letzten Schritt werden die Werte der
verbliebenen und einiger anderer Tupel komplett unterdrückt, sodass aus ihnen ebenfalls
eine QI-Gruppe der Größe mindestens k entsteht.
Incognito [89] testet alle möglichen Generalisierungen der Attribute nach einem spe-
ziellen System. Um die Komplexität zu beschränken, werden nur Domänen-Vollgenerali-
sierungen entsprechend gegebener Hierarchien betrachtet. Die Besonderheit ist, dass alle
Lösungen berechnet werden, die ein gegebenes Schutzkriterium erfüllen. Einerseits ist es
dadurch leicht möglich, die optimale Anonymisierung zu bestimmen. Andererseits können
neben k-Anonymität auch andere Prinzipien wie ℓ-Diversität [101] oder t-closeness [93]
getestet werden.
2.5 Dynamische Veröffentlichung von Daten
Die bisher vorgestellten Modelle legen ihren Fokus auf einmalige Publikationen. Ein ande-
res Szenario liegt vor, wenn sensible Daten mehrfach hintereinander veröffentlicht werden
sollen. Dabei ist es möglich, dass zwischen den einzelnen Publikationen Tupel entfernt
oder hinzugefügt wurden.
Alter PLZ Geschlecht Krankheit
Jill 20–21 101** * Erkältung
Ken 20–21 101** * Fieber
Clive 20–21 101** * Diabetes
Doris 23–24 214** * Grippe
Emily 23–24 214** * Diabetes
Liam 23–24 214** * Grippe
Mike 24–27 2**** * Erkältung
Harry 24–27 2**** * Diabetes
Isabel 24–27 2**** * Diabetes
Tabelle 2.11: Anonymisierte Daten T ∗∗2
Seien erneut die Mikrodaten aus Tabelle 2.1 gegeben, die zu einem Zeitpunkt t1 wie in
Tabelle 2.9 veröffentlicht werden. Zu einem späteren Zeitpunkt t2 sollen die Mikrodaten
erneut publiziert werden. In der Zwischenzeit wurden die Tupel von Alina, Bill, Frank
und Gill gelöscht sowie Tupel für Jill, Ken, Liam und Mike hinzugefügt. Tabelle 2.11 stellt
die zweite Veröffentlichung T ∗∗2 dar. Offensichtlich erfüllen beide Tabellen eindeutige 2-
Diversität, sodass sie einzeln vor Attributpreisgabe schützen. Ein Angreifer kann jedoch
durch geschicktes Kombinieren sensible Werte schlussfolgern. Beispielsweise weiß er aus
T ∗∗, dass ein Tupel von Clive in der ersten QI-Gruppe vorkommt und dieser somit Asth-
ma, Bronchitis oder Diabetes haben muss. Analog folgt aus T ∗∗2 , dass Clive Erkältung,
Fieber oder Diabetes hat. Da Diabetes der einzige Wert ist, der in beiden Aufzählungen
vorkommt, muss es die gesuchte Krankheit von Clive sein. Für die zweite Tabelle T ∗∗2 gilt
insgesamt, dass die sensiblen Werte Asthma und Bronchitis nirgends vorkommen. Daraus
folgt, dass ein Angreifer unabhängig von der Generalisierung immer diese beiden Werte
ausschließen kann.21
21Xiao und Tao [162] nannten dieses Phänomen kritische Abwesenheit (engl. critical absence).
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Für das mehrfache Veröffentlichen von Tabellen schlugen Xiao und Tao [162] ein Modell
mit dem Namen m-Invarianz (engl. m-invariance) vor. Im Gegensatz zu anderen Ansät-
zen auf diesem Gebiet [15, 117, 55] können zwischen zwei Publikationen Tupel nicht nur
hinzugefügt, sondern auch entfernt werden. Eine Folge von Tabellen erfüllt m-Invarianz,
wenn drei Eigenschaften gelten. Erstens muss jede vorkommende QI-Gruppe aus genau m
Tupeln bestehen. Als Zweites darf in keiner QI-Gruppe ein sensibler Wert mehrfach vor-
kommen. Die dritte Eigenschaft betrifft Tupel, die in mehreren Tabellen vorkommen. Für
sie muss gelten, dass die Menge aller sensiblen Werte, die in der QI-Gruppe vorkommen,
in der auch das Tupel vorkommt, in allen Tabellen identisch ist.
Beispiel 2.14 Die zweite und dritte QI-Gruppe von Tabelle 2.11 verletzen m-Invarianz,
da jeweils sensible Werte mehrfach vorkommen. Die erste Gruppe enthält zwar genau drei
verschiedene Werte, für Clive ist aber das letzte Kriterium nicht erfüllt. Während die
sensiblen Werte seines Tupels der QI-Gruppe in T ∗∗2 Erkältung, Fieber und Diabetes sind,
kommt sein Tupel in T ∗∗ zusammen mit Asthma, Bronchitis und Diabetes vor.
Xiao und Tao zeigten, dass in m-invarianten Tabellen ein Angreifer immer genau m
potentielle sensible Werte mit einem Individuum verknüpfen kann. Der tatsächliche Wert
kann aber nicht herausgefunden werden. Sie führten einen Algorithmus ein, der Tabellen
so generalisiert, dass diese m-Invarianz erfüllen. Im oben beschriebenen Fall, in dem be-
stimmte sensible Werte nicht vorhanden sind, werden zusätzliche künstliche Werte22 in die
veröffentlichte Tabelle eingefügt. Somit kann in den herausgegebenen Daten immer auch
ein Rauschen vorhanden sein.
2.6 Anfrageauditierung
Dicht verwandt, aber doch orthogonal zu PPDP ist die Frage, ob die Beantwortung mehre-
rer Datenbankanfragen zu einer Verletzung der Privatsphäre führen kann. Dieses Problem
wird in der Literatur allgemein mit Anfrageauditierung23 bezeichnet. Es wird eine proak-
tive Online- von einer retroaktiven Offlineauditierung unterschieden.
Mithilfe der Onlineauditierung soll entschieden werden, ob das Ergebnis einer gegebe-
nen Anfrage ein Privatsphärenkriterium verletzt. Dabei werden Informationen aus bereits
gestellten und beantworteten Anfragen mit berücksichtigt. Es ist möglich, die Antwort
zu verweigern, wenn ihre Herausgabe zu einem Bruch der Privatsphäre führen würde.
Andernfalls wird das korrekte Ergebnis ausgegeben.
Bei der Offlineauditierung stellen Nutzer ihre Anfragen und erhalten die entsprechenden
korrekten Ergebnisse. Erst später wird überprüft, ob etwas „Verbotenes“ herausgegeben
wurde. Brüche der Privatsphäre werden mit diesem Ansatz erst nach der Verletzung fest-
gestellt. Im Unterschied zum Online- soll beim Offlineauditieren nur die Einhaltung des
Schutzkriteriums überprüft und nicht verhindert werden, dass ein Angreifer sensible Daten
erhält.
Weitere Unterscheidungsmerkmale der Ansätze zur Anfrageauditierung sind die Typen
der zugelassenen Anfragen und die verwendeten Schutzmodelle.
22Xiao und Tao [162] bezeichneten diese Werte als Fälschungen (engl. counterfeits).
23Im Datenbankumfeld versteht man unter Auditieren das Aufzeichnen von Benutzeraktivitäten.
59
2 Schutz der Privatsphäre bei der Veröffentlichung von Daten
2.6.1 Statistische Anfragen
Der Großteil der Arbeiten betrachtet sogenannte statistische Anfragen. Diese berechnen
eine Aggregation numerischer Werte wie Summen- oder Durchschnittsbildung. Erste Ar-
beiten stammen von Schlörer [125], Denning et al. [29, 30], Dobkins et al. [37] sowie
Reiss [120] und zeigen, wie sensible Werte auf verschiedenste Weise durch gezielte Anfra-
gen herausgefunden werden können.
Name Alter PLZ Geschlecht Gehalt
Emily 24 21410 w 2200
Frank 24 21410 m 9000
Gill 24 21421 w 2000
Tabelle 2.12: Mikrodaten
Seien die Daten aus Tabelle 2.12 gegeben, wobei die Werte der Spalte Gehalt nicht
herausgegeben werden dürfen, aggregierte Anfragen jedoch zugelassen sind. Ein Angreifer
kann nun mittels weniger Anfragen sämtliche sensible Werte (d. h. Gehälter) schlussfolgern.
Dazu fragt er zuerst nach der Anzahl der Individuen, die 24 Jahre alt sind, und danach
nach denen, die zusätzlich noch weiblich sind. Er stellt die Anfragen
Q1 : SELECT COUNT(Gehalt) FROM T WHERE Alter = 24,
Q2 : SELECT COUNT(Gehalt) FROM T WHERE Alter = 24 AND Geschlecht = 'w'
und erhält als Antworten die Zahlen 3 und 2. Daraus kann er folgern, dass es nur ein Indi-
viduum gibt (Frank), das 24 Jahre alt und männlich ist. Stellt der Angreifer die gleichen
Anfragen mit der Summenfunktion, kann er leicht das Gehalt des männlichen Individuums
herausfinden.
Q3 : SELECT SUM(Gehalt) FROM T WHERE Alter = 24
Q4 : SELECT SUM(Gehalt) FROM T WHERE Alter = 24 AND Geschlecht = 'w'
Die Antwort auf Q3 ist 13200 und Q4 hat das Ergebnis 4200. Die Differenz der beiden
Ergebnisse 13200−4200 = 9000 ist der sensible Wert von Frank. Die Werte von Emily und
Gill kann der Angreifer auf analoge Weise herausfinden, indem er zum Beispiel anstatt
des Geschlechts die Postleitzahl 21410 selektiert.
Als Modell für den Schutz der Privatsphäre ist im obigen Beispiel volle Preisgabe (engl.
full disclosure) [110] verwendet worden. In diesem Fall liegt eine Verletzung nur dann
vor, wenn der Angreifer einem Individuum dessen sensiblen Wert exakt zuordnen kann.
Demgegenüber steht der Begriff der partiellen Preisgabe (engl. partial disclosure) [110].
Hier liegt eine Verletzung bereits vor, wenn sich die Vermutung des Angreifers, in welchem
Bereich ein bestimmter sensibler Wert liegt, nach dem Erhalt des Ergebnisses zu einer
Anfrage signifikant ändert.
Sind als Aggregatfunktion nur Summe oder nur Maximum zugelassen, existieren polyno-
mielle Algorithmen, die volle Preisgabe kontrollieren [22]. Sind hingegen beide Funktionen
zusammen erlaubt, ist das Problem NP-hart [21]. Neben numerischen Attributwerten gibt
es auch Untersuchungen, bei denen das sensible Attribut Boolesche Werte (d. h. 0 oder
1) annehmen kann. Interessanterweise ist die Auditierung co-NP-hart, wenn als Anfragen
nur Summenbildungen über 0/1-Variablen zugelassen sind [83].
Ein Problem dieser Schutzmodelle bei der Onlineauditierung ist, dass bereits durch das
Verweigern einer Anfrage sensible Informationen herausgegeben werden können. Seien Q′1
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und Q′2 zwei Anfragen, die nach der Summe beziehungsweise dem Maximum der reellen
Zahlen x1, x2 und x3 fragen. Diese Variablen könnten beispielsweise erneut Gehaltsangaben
dreier Individuen darstellen.
Q′1 : SUM(x1, x2, x3)
Q′2 : MAX(x1, x2, x3)
Sei ein Angreifer gegeben, der die Anfrage Q′1 stellt und als Ergebnis 15 erhält. Danach
stellt er die Anfrage Q′2, deren Antwort vom System verweigert wird. Nun kann er schluss-
folgern, dass das Herausgeben des Ergebnisses zu Q′2 zu einer Verletzung der Privatsphäre
geführt hätte. Wenn das Schutzkriterium darin besteht, die konkreten Werte der Variablen
zu verheimlichen, kann der Angreifer Folgendes ableiten: Das Maximum der drei Zahlen
kann nicht kleiner als 5 sein, da sonst die Summe nicht 15 wäre. Ist es größer als 5, kann
dieser Wert nicht eindeutig einer der Variablen zugeordnet werden und die Privatsphäre
wäre ausreichend geschützt. Damit eine Verletzung entsteht, muss daher x1 = x2 = x3 = 5
gelten. In diesem Fall sind trotz der Verweigerung eines Ergebnisses sensible Werte preis-
gegeben worden. Aus dieser Betrachtung folgt, dass Algorithmen für die Offline- nicht
automatisch auch für die Onlineauditierung verwendet werden können.
Als Lösung für das aufgezeigte Problem schlugen Kenthapadi et al. [80] ein Modell mit
dem Namen simulierbare Auditierung (engl. simulatable auditing) vor, welches das Ziel
verfolgt, Anfragen unabhängig von den angefragten sensiblen Werten zu verweigern. Ob
überhaupt das korrekte Ergebnis einer Anfrage ausgegeben oder die Anfrage verweigert
wird, soll vom DBMS wie auch vom Angreifer gleichermaßen entschieden werden können.
Durch das Verweigern einer Anfrage hat der Angreifer somit keinen zusätzlichen Wissens-
zuwachs. Für das obige Beispiel folgt, dass die Anfrage Q′2 in jedem Fall nicht beantwortet
wird, da es Fälle gibt, wo Q′2 beantwortet werden kann, und Fälle, wo das nicht möglich
ist.
2.6.2 Selektions- und Projektionsanfragen
Für Anfragen, die Selektions-, Projektions- oder auch Joinoperationen beinhalten, exis-
tieren andere Modelle. Die zu schützenden Informationen werden meist als Sicht (View)
in der Datenbank modelliert, die durch eine Anfrage spezifiziert werden kann. Beispiels-
weise können die sensiblen Werte aus Tabelle 2.12 mit einer View angegeben werden, die
alle Tupel auf die Attribute Name und Gehalt projiziert. Das Schützen dieser sogenannten
geheimen View bedeutet, dass Angreifer den Individuen (bzw. den Namen) ihre Gehälter
nicht eindeutig zuordnen können. Ergebnisse von Anfragen werden ebenfalls als Views
modelliert.
Modelle für den Schutz der Privatsphäre bei Selektions-, Projektions- oder Joinanfra-
gen unterscheiden sich stark von denen beim Veröffentlichen von Daten. Ein immer noch
weit verbreitetes Prinzip wurde bereits 1949 von Shannon [129] unter dem Namen perfekte
Geheimhaltung (engl. perfect secrecy) vorgestellt. Shannon repräsentierte das Wissen des
Angreifers über bestimmte Werte durch eine Wahrscheinlichkeitsverteilung. Perfekte Ge-
heimhaltung liegt genau dann vor, wenn die Wahrscheinlichkeitsverteilung des Angreifers,
bevor er (z. B. anonyme) Daten erhält, identisch ist mit der Verteilung, nachdem er die
Daten erhalten hat.
Diese generelle Idee wurde später auf viele Probleme angepasst und erweitert. Im Rah-
men der Anfrageauditierung wird das entsprechende Modell mit perfekter Privatsphäre
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(engl. perfect privacy) [100] bezeichnet. Im Allgemeinen ist das Testen, ob durch eine
(konjunktive) Anfrage Informationen preisgegeben werden, ΠP2 -vollständig, was im We-
sentlichen schwerer als co-NP bedeutet [108]. Von Miklau and Suciu [108] sowie Deutsch
und Papakonstantinou [31] existieren Ansätze, die die Informationspreisgabe bestimmter
Views in Bezug auf die geheime View beschränken. Evfimievski et al. [47] stellten ein Ver-
fahren vor, das Veränderungen der Wahrscheinlichkeiten nur nach oben beschränkt, deren
Verminderung aber zulässt.
Das Kriterium der perfekten Geheimhaltung ist in vielen Fällen zu streng für den Schutz
der Privatsphäre, da es nur wenige Anfragen zulässt, die Daten aber zum Teil zu stark
schützt. Die Modelle des PPDP, die auf k-Anonymität aufbauen, lockern diese Restrik-







3 Modellierung des Angreiferwissens mithilfe
valider Matchings
In diesem Kapitel wird die zentrale Problemstellung und Zielsetzung der vorliegenden
Arbeit eingeführt (Kapitel 3.1). Anhand eines einfachen Beispiels wird erläutert, was unter
dem Schutz der Privatsphäre bei der Anfragebearbeitung zu verstehen ist (Kapitel 3.2). Es
wird ein Modell entwickelt, das Individuen ein bestimmtes Maß an Anonymität garantiert
(Kapitel 3.3). Um es als Schutzkriterium zu verwenden, werden Ergebnisse von Anfragen
als Graphen repräsentiert (Kapitel 3.4), in denen Matchings gesucht werden (Kapitel 3.5).
Jedoch stellt sich heraus, dass das entstehende Matchingproblem NP-vollständig ist
(Kapitel 3.6), woraus auch folgt, dass die Einhaltung des Schutzkriteriums nicht in Poly-
nomialzeit überprüft werden kann.1 Da bekannte Matchingalgorithmen mit den erstellten
Graphen nicht korrekt funktionieren (Kapitel 3.7), wird ein Ansatz präsentiert, der auf
ganzzahliger linearer Programmierung beruht (Kapitel 3.8). Mit seiner Hilfe kann ein Ver-
fahren angegeben werden, das den Schutz der Privatsphäre bei der Anfragebearbeitung
sicherstellt (Kapitel 3.9). Am Ende dieses Kapitels werden kurz alternative Darstellungs-
formen besprochen (Kapitel 3.10).
3.1 Zielsetzung und Annahmen
Das Ziel der vorliegenden Arbeit liegt in der Verbindung der Konzepte zum Schutz der
Privatsphäre beim Veröffentlichen von Mikrodaten und den Methoden der Anfrageaudi-
tierung. Dabei sollen eine Reihe von Schwachstellen bisheriger Ansätze vermieden werden.
Diese beziehen sich im Wesentlichen auf die verwendeten Schutzmodelle und Typen von
Anfragen.
Viele bisherigen Arbeiten beschäftigen sich ausschließlich mit Anfragen, die eine Ag-
gregatfunktion wie Summen- oder Durchschnittsbildung enthalten.2 Dadurch verlieren die
zurückgegebenen Daten an Informationsgehalt, denn ein aggregierter Wert ist weniger aus-
sagekräftig als eine Menge exakter Werte. Für statistische Analysen und Forschungszwecke
sind die realen Mikrodaten von erheblich größerer Relevanz. Des Weiteren können mit Ag-
gregatfunktionen nur numerische Attribute angefragt werden. Sensible Daten sind in der
Praxis aber häufig diskreter Art, wie zum Beispiel Angaben über Krankheiten oder die
politische Haltung von Individuen. Aus den genannten Gründen werden in der vorliegen-
den Arbeit Anfragen zugelassen, die aus beliebigen Selektionen und Projektionen bestehen
und insbesondere auch die tatsächlichen Daten in nicht-aggregierter Form zurückgeben.
Ein zweiter Nachteil bisheriger Ansätze ist die starke Beschränkung auf ein festes Modell
zum Schutz der Privatsphäre. Dabei kommen Ansätze zum einen aus dem Bereich der
Sicherheit und fordern, dass durch die Kenntnis der Ergebnisse von Anfragen das Wissen
1wenn P ̸= NP
2Vgl. Kapitel 2.6.1.
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eines Angreifers nicht steigen darf.3 Dieses Modell mag für Sicherheitsaspekte ideal sein,
für den Schutz der Privatsphäre ist es jedoch nicht flexibel genug. Oftmals stellt es keine
Verletzung der Privatsphäre dar, wenn ein Angreifer zwar nicht den exakten sensiblen
Wert eines Individuums erfährt, bestimmte Werte jedoch ausschließen kann. Dadurch hätte
er einen Wissenszuwachs, der nicht zum Bruch der Privatsphäre führen würde. Auf der
anderen Seite existieren Modelle, die es als ausreichend erachten, dass nur der exakte
sensible Wert verschleiert werden muss.4 Somit kann es für Angreifer möglich sein, zu 99 %
einen Wert vorherzusagen, was wiederum zu einer Verletzung führen kann. k-Anonymität
und deren Erweiterung stellen flexible Modelle zum Schutz der Privatsphäre dar, die sich
beim PPDP bewährt haben und daher in der vorliegenden Arbeit verwendet werden.
Insbesondere lässt sich der gewünschte Schutz durch einen Parameter variabel erhöhen
oder abschwächen.
Neuere Arbeiten benutzen häufig die differentielle Privatsphäre als Schutzkriterium.
Damit erreichen sie zwar ein ausreichendes Maß an Privatsphäre, haben aber oftmals
den Nachteil, dass sie die Anzahl an Anfragen beschränken müssen. Der Grund hierfür
liegt im Erzeugen von Rauschen innerhalb der Ergebnisse, was bei zu vielen Anfragen zur
Verletzung der differentiellen Privatsphäre führen kann [105, 118]. Der Ansatz, der in der
vorliegenden Arbeit präferiert wird, lässt hingegen beliebig viele Anfragen zu.
Für die weiteren Betrachtungen gelten folgende Annahmen. Es seien Mikrodaten in
Form einer Tabelle gegeben, für die dieselben Eigenschaften gelten wie beim PPDP (vgl.
Kapitel 2.2). Das bedeutet insbesondere, dass jedes Tupel der Tabelle eindeutig einem
Individuum zugeordnet werden kann und dass zu jedem Individuum höchstens ein Tupel
gehört. Nutzer können Anfragen an die Daten mithilfe einfacher SQL-Ausdrücke stellen.5
Dabei sind nur Selektions- und Projektionsoperationen erlaubt. Im Verlauf dieses Prozesses
finden keine Veränderungen der Daten statt. Somit liefern zwei identische Anfragen, die an
zwei verschiedenen Zeitpunkten gestellt wurden, dasselbe Ergebnis. Insbesondere ändert
sich kein sensibler Wert eines Tupels.
Ein Nutzer des Systems kennt alle Ergebnisse der Anfragen, die er gestellt hat. Weiterhin
kann er auf externe Daten zugreifen und Individuen identifizieren, zu denen Tupel in der
Tabelle gehören. Es ist möglich, dass er von mehreren oder sogar allen Individuen sämtliche
quasi-identifizierende Attributwerte kennt. In der Literatur existiert dafür der Begriff des
QI-bewussten Nutzers [163]. Angreifer sind Nutzer, die Individuen mit den zugehörigen
sensiblen Werten verknüpfen wollen. Eine solche Attributpreisgabe soll durch den hier
vorgestellten Ansatz verhindert werden.
3.2 Wissen des Angreifers
Modelle für den Schutz der Privatsphäre orientieren sich meistens am Wissen, das eine
Person wie beispielsweise ein Angreifer über ein bestimmtes Individuum erlangt. Über-
steigt dieser Informationsgehalt eine vorgegebene Schranke, wird von einer Verletzung
der Privatsphäre gesprochen. Demnach ist es essentiell, das Wissen eines Angreifers zu
begrenzen. In der vorliegenden Arbeit stellt ein Nutzer Anfragen an ein Datenbankmana-
gementsystem und erhält entsprechende Ergebnisse. Die Kenntnisse über sensible Werte,
3Vgl. Kapitel 2.6.2.
4Vgl. Kapitel 2.6.1.
5Anfragen in Relationaler Algebra sind ebenfalls möglich.
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die er daraus ableiten kann, stellen seinen Informationsgewinn dar. Um ein geeignetes
Modell für den Schutz der Privatsphäre zu entwickeln, muss zunächst das Wissen des
Angreifers quantifiziert werden.
Name Alter PLZ Geschlecht Krankheit
Alison 20 10140 w Asthma
Ben 21 10140 m Asthma
Clark 21 12555 m Bronchitis
Debra 22 13410 w Cholera
Elaine 23 25011 w Bronchitis
Fiona 24 25011 w Bronchitis
Gary 25 30125 m Diabetes
Helen 25 30125 w Cholera
Ian 28 42011 m Asthma
Tabelle 3.1: Mikrodaten
Sei eine Datenbankrelation gegeben, die sensible Daten enthält und in Tabelle 3.1 dar-
gestellt ist. Sie besteht aus neun Tupeln, die jeweils einer natürlichen Person zugeordnet
werden können, die hier mit ihrem Namen angegeben ist. Als weitere Merkmale werden
das Alter, die Postleitzahl (PLZ), das Geschlecht und eine Krankheit aufgeführt. Wie in
den Beispielen in Kapitel 2 sei Krankheit ein sensibles Attribut, Name identifizierend und
die weiteren Attribute bilden den Quasi-Identifikator.6
Sei Q1 eine Anfrage, die alle Tupel der Individuen selektiert, deren Alter zwischen 20
und 22 liegt. Der entsprechende Ausdruck in SQL lautet
Q1 : SELECT * FROM T WHERE Alter BETWEEN 20 AND 22
und liefert als Ergebnis die ersten vier Tupel der Datentabelle 3.1 (siehe Tabelle 3.2).
Name Alter PLZ Geschlecht Krankheit
Alison 20 10140 w Asthma
Ben 21 10140 m Asthma
Clark 21 12555 m Bronchitis
Debra 22 13410 w Cholera
Tabelle 3.2: Ergebnis zu Anfrage Q1
Um die Privatsphäre der Individuen zu schützen, können die in Kapitel 2.3 vorgestellten
Methoden verwendet werden. Beispielsweise kann das Ergebnis so verändert werden, dass
es k-Anonymität erfüllt. Abbildung 3.1 stellt dafür zwei mögliche Varianten dar, nämlich
in (a) eine Generalisierung und in (b) eine Permutation (vgl. Kapitel 2.2.3). Ohne zusätz-
liches Wissen kann der Anfragende in beiden Fällen keinen sensiblen Attributwert einer
Person eindeutig zuordnen.
Die Tabellen in Abbildung 3.1 sind 4-anonym und 3-divers, denn es kommen vier Tupel
mit insgesamt drei verschiedenen sensiblen Werten vor. Es wäre in diesem Beispiel auch
möglich, zwei jeweils 2-diverse Teiltabellen zurückzugeben. Dazu könnten Alison und Clark
6Vgl. die Kategorisierung der Attribute in Kapitel 2.2.2.
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Alter PLZ Geschlecht Krankheit
Alison 20-22 1**** * Asthma
Ben 20-22 1**** * Asthma
Clark 20-22 1**** * Bronchitis
Debra 20-22 1**** * Cholera
(a) Anonymisierung mittels Generalisierung
Alter PLZ Geschlecht Krankheit
Alison 20 10140 w
Asthma, Asthma, Bronchitis, CholeraBen 21 10140 mClark 21 12555 m
Debra 22 13410 w
(b) Anonymisierung mittels Permutation
Abbildung 3.1: Anonymisiertes Ergebnis zu Anfrage Q1. Die Namen sind nur zur besseren
Übersicht angegeben.
mit den sensiblen Werten Asthma und Bronchitis sowie Ben und Debra mit den Werten
Asthma und Cholera zusammengefasst werden. Es wird in den folgenden Kapiteln stets
davon ausgegangen, dass die gesamte Ergebnismenge komplett (d. h. als eine einzige QI-
Gruppe) anonymisiert wird. Eine Diskussion anderer Möglichkeiten bietet Kapitel 9.2.2.
Im Folgenden wird eine Vereinfachung in der Darstellung von Tabellen und Ergebnissen
eingeführt, die nur die für die Privatsphäre relevanten Daten enthält. Dazu wird jeder Re-
lation ein numerisches Attribut ID hinzugefügt, es werden sämtliche Quasi-Identifikatoren
entfernt und das sensible Attribut wird verkürzt mit SA benannt. Ebenfalls werden dessen
Werte mit Buchstaben abgekürzt. Der Vorteil dieser verkürzten Schreibweise wird in Form
von übersichtlichen Grafiken im Laufe dieses Kapitels sichtbar. Auf die Modellierung von
QI-Attributen kann verzichtet werden, wenn beispielsweise der Permutationsansatz zur
Anonymisierung verwendet wird. Für das zuvor eingeführte Beispiel ergibt sich als Daten-











Tabelle 3.3: Vereinfachte Mikrodaten
Als Anfragen werden zunächst nur jene betrachtet, die bestimmte Tupel selektieren und
keine Projektionen enthalten. Dahinter steht die Idee, dass in diesem Fall die meisten In-
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formationen herausgegeben werden und der Schutz der Privatsphäre am kritischsten zu
beurteilen ist. Wird die Ergebnisrelation auf einzelne Attribute projiziert, ist die Privat-
sphäre geschützt, wenn sie es vor der Projektion war. Durch Q1 werden die ersten vier
Tupel selektiert und als Ergebnis R1 zurückgegeben. Eine anonymisierte Form von R1 ist
in Tabelle 3.4 angegeben.
ID Name SA
1 Alison
A, A, B, C2 Ben3 Clark
4 Debra
Tabelle 3.4: R1: 3-anonymes Ergebnis zu Anfrage Q1
Wie zuvor ist das Ergebnis 3-divers. Das bedeutet anschaulich, dass der Anfragende
beziehungsweise ein Angreifer den SA-Wert von Alison, Ben, Clark oder Debra nicht ein-
deutig zuordnen kann. Er hat aber jeweils drei verschiedene Möglichkeiten, das heißt, er
weiß, dass zum Beispiel Alison A, B oder C haben muss. Weiterhin kann er schlussfolgern,
dass die vier im Ergebnis vorkommenden Personen nicht alle gleichzeitig A, B oder C ha-
ben können. Die Verteilung ihrer Werte muss zweimal den Wert A und je einmal die Werte
B sowie C enthalten. Dementsprechend kann das Wissen des Angreifers als Menge aller
möglicher Verteilungen der SA-Werte auf die vorkommenden Personen abgebildet werden.
Um das zu realisieren, wird der Begriff der SA-Werteverteilung eingeführt. Dazu wird
eine formale Definition von Ergebnismengen benötigt. Um unabhängig von der verwende-
ten Anonymisierungsoperation7 zu sein, werden in Ergebnissen sensible von den übrigen
Attributwerten getrennt. Dementsprechend besteht R1 aus den Tupeln (1, Alison), (2,
Ben), (3, Clark), (4, Debra) und den SA-Werten A, A, B sowie C. In der ungekürzten
Darstellung können Tupel um QI-Attributwerte erweitert und auch generalisierte Werte
entsprechend eingesetzt werden. Für die Zwecke der vorliegenden Arbeit reicht es allerdings
aus, dass Ergebnistupel nur aus einer ID bestehen. Das Name-Attribut ist aus Gründen
der Anschaulichkeit hinzugefügt worden.
Im Allgemeinen hat eine Ergebnismenge Ri die Form Ri = (RTi , RSi), wobei RTi die
Menge von Tupeln ohne sensible Attributwerte und RSi die Multimenge von sensiblen
Attributwerten bezeichne. Weiterhin sei R∗Si die Menge aller verschiedener sensibler Werte,
das heißt, R∗Si =
⋃
s∈RSi
{s}. Für Tupel t ∈ RTi beziehungsweise SA-Werte s ∈ RSi wird
verkürzt t ∈ Ri beziehungsweise s ∈ Ri geschrieben.
Beispiel 3.1 Wird das Attribut Name weggelassen, gilt für R1 aus Tabelle 3.4 RTi =
{1, 2, 3, 4}, RSi = {A, A, B, C} und R∗Si = {A, B, C}.
Eine SA-Werteverteilung ist eine Zuordnung der sensiblen Werte zu den einzelnen Tu-
peln. Dabei kommt jeder SA-Wert genauso häufig vor wie im Ergebnis und jedem Tupel
muss genau ein Wert zugeordnet werden. Die Idee dahinter ist, dass jede Person, zu der
ein Tupel gehört, genau einen der vorhandenen sensiblen Werte haben muss.
7Der hier vorgestellte Ansatz gilt sowohl für die Anonymisierung mittels Generalisierung bzw. Unter-
drückung als auch für die Bucketisierung bzw. Permutation (vgl. Kapitel 2.2.3).
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Definition 3.1 (SA-Werteverteilung) Sei Qi eine Anfrage mit dazugehöriger Ergebnis-
menge Ri = (RTi , RSi). Eine SA-Werteverteilung von Ri ist eine Abbildung w : RTi → R∗Si,
in der jeder SA-Wert genauso häufig vorkommt, wie er in RSi vorkommt.8
Für R1 ergeben sich insgesamt zwölf verschiedene Verteilungen, die in Tabelle 3.5 dar-
gestellt sind.
ID Name 1 2 3 4 5 6 7 8 9 10 11 12
1 Alison A A A A A A B B B C C C
2 Ben A A B B C C A A C A A B
3 Clark B C A C A B A C A A B A
4 Debra C B C A B A C A A B A A
Tabelle 3.5: K1: Wissen des Angreifers aus R1
Ein potentieller Angreifer kann aus dem Ergebnis zu Q1 schlussfolgern, dass genau eine
dieser SA-Werteverteilungen der Realität entspricht. Ohne weitere Kenntnisse kann er
aber nicht herausfinden, welche es ist. Damit entspricht sein Wissen genau der Menge der
SA-Werteverteilungen.
Definition 3.2 (Wissen des Angreifers) Sei Qi eine Anfrage mit dazugehöriger Er-
gebnismenge Ri = (RTi , RSi). Das Wissen des Angreifers Ki aus Ri ist die Menge aller
SA-Werteverteilungen von Ri.
3.3 k-assign Anonymität
Eine wichtige Erkenntnis ist, dass sich das Wissen des Angreifers verändert, wenn Er-
gebnisse zu weiteren Anfragen hinzukommen. Sei Q2 eine weitere Anfrage, die die Tupel
von Alison, Elaine, Fiona und Gary selektiert. Analog zu Q1 beziehungsweise R1 wird als
Ergebnis R2 aus Tabelle 3.6 zurückgegeben.
ID Name SA
1 Alison
A, B, B, D5 Elaine6 Fiona
7 Gary
Tabelle 3.6: R2: 3-anonymes Ergebnis zu Anfrage Q2
Wird das Ergebnis zur ersten Anfrage nicht beachtet, gibt es zu R2 wieder zwölf SA-
Werteverteilungen, die in Tabelle 3.7 dargestellt sind. Für einen Angreifer, der nur Zugriff
auf R2 hat, gibt es wieder genau drei verschiedene mögliche SA-Werte für jedes Tupel.
Werden allerdings die Ergebnisse R1 und R2 kombiniert, ergeben sich neue Erkenntnisse.
Beispielsweise hat Alison nach R1 den sensiblen Wert A, B oder C und nach R2 A, B oder
D. Da sich ihr Wert zwischen den Zeitpunkten der beiden Anfragen laut Voraussetzung




ID Name 1 2 3 4 5 6 7 8 9 10 11 12
1 Alison A A A B B B B B B D D D
5 Elaine B B D A A B B D D A B B
6 Fiona B D B B D A D A B B A B
7 Gary D B B D B D A B A B B A
Tabelle 3.7: K2: Wissen des Angreifers aus R2
nicht geändert hat, kann Alison weder C noch D haben. Die einzigen beiden Werte, die in
beiden Ergebnissen vorkommen, sind A und B.
Diese Schlussfolgerung kann ebenfalls mithilfe von SA-Werteverteilungen gezogen wer-
den. Seien Q1, Q2, . . . , Qn Anfragen mit dazugehörigen Ergebnismengen R1, R2, . . . , Rn.
Dann bezeichne Q(n) = (Q1, Q2, . . . , Qn) die Sequenz beziehungsweise Folge der Anfragen
und R(n) = (R1, R2, . . . , Rn) die Sequenz beziehungsweise Folge der Ergebnisse. Für belie-
bige, aber feste n seien Q beziehungsweise R Abkürzungen für Q(n) beziehungsweise R(n).
Für eine SA-Werteverteilung für R(n) wird nun gefordert, dass die Verteilung für jedes
einzelne Ergebnis Ri eine SA-Werteverteilung ist. Damit ist die Konsistenz sichergestellt,
dass einem Tupel in jedem Ergebnis auch derselbe SA-Wert zugeordnet wird.
Definition 3.3 (SA-Werteverteilung einer Ergebnisfolge) Sei Q(n) = (Q1, . . . ,
Qn) eine Folge von Anfragen mit dazugehörigen Ergebnissen R(n) = (R1, . . . , Rn). Sei
w : ⋃ni=1 RTi → ⋃ni=1 R∗Si eine Abbildung der Menge aller in R(n) vorkommenden Tupel
auf die Menge aller in R(n) vorkommenden sensiblen Werte und sei w[Ri], 1 ≤ i ≤ n, die
Teilabbildung aller Tupel und SA-Werte, die in Ri vorkommen. Dann ist w genau dann ei-
ne SA-Werteverteilung von R(n), wenn für alle i gilt, dass w[Ri] eine SA-Werteverteilung
von Ri ist.
Auf analoger Weise wird das Wissen des Angreifers für eine Folge von Anfragen bezie-
hungsweise Ergebnissen definiert.
Definition 3.4 (Wissen des Angreifers aus einer Ergebnisfolge) Sei Q(n) = (Q1,
. . . , Qn) eine Folge von Anfragen mit dazugehörigen Ergebnissen R(n) = (R1, . . . , Rn). Das
Wissen des Angreifers K(n) aus R(n) ist die Menge aller SA-Werteverteilungen von R(n).
Für die gegebene Folge von Ergebnissen R(2) = (R1, R2) gibt es insgesamt 36 verschie-
dene SA-Werteverteilungen, die alle in Tabelle 3.8 aufgelistet sind. Die Nummerierung
orientiert sich dabei an der Nummerierung von R1. Das bedeutet, die Verteilungen 1.1,
1.2 und 1.3 stimmen mit der Verteilung 1 des ersten Ergebnisses auf den Tupeln von Alison,
Ben, Clark und Debra überein. Daraus ist ersichtlich, dass aus der Verteilung 1 im Prinzip
drei Verteilungen entstanden sind. Dahingegen sind die Verteilungen 10, 11 und 12, bei
denen Alison ein C zugeordnet wurde, weggefallen. Das deckt sich mit der zuvor durch-
geführten Analyse, dass Alison den SA-Wert A oder B haben muss. Interessanterweise
können allen anderen Tupeln weiterhin drei verschiedene SA-Werte zugeordnet werden.
Sei Q3 eine vorerst letzte Anfrage, die die Tupel für Ben, Elaine, Gary und Helen selek-
tiert und deren Ergebnis in Tabelle 3.9 dargestellt ist. Werden erneut die SA-Wertevertei-
lungen von R(3) = (R1, R2, R3) betrachtet, fallen diesmal viele Zuordnungen weg und es
verbleiben nur die 18 Verteilungen aus Tabelle 3.10. Ein Angreifer hat dadurch allerdings
wieder einen Wissenszuwachs, denn für Ben fällt der SA-Wert B weg, wodurch er A oder
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ID Name 1.1 1.2 1.3 2.1 2.2 2.3 3.1 3.2 3.3 4.1 4.2 4.3 5.1 5.2 5.3 6.1 6.2 6.3
1 Alison A A A A A A A A A A A A A A A A A A
2 Ben A A A A A A B B B B B B C C C C C C
3 Clark B B B C C C A A A C C C A A A B B B
4 Debra C C C B B B C C C A A A B B B A A A
5 Elaine B B D B B D B B D B B D B B D B B D
6 Fiona B D B B D B B D B B D B B D B B D B
7 Gary D B B D B B D B B D B B D B B D B B
ID Name 7.1 7.2 7.3 7.4 7.5 7.6 8.1 8.2 8.3 8.4 8.5 8.6 9.1 9.2 9.3 9.4 9.5 9.6
1 Alison B B B B B B B B B B B B B B B B B B
2 Ben A A A A A A A A A A A A C C C C C C
3 Clark A A A A A A C C C C C C A A A A A A
4 Debra C C C C C C A A A A A A A A A A A A
5 Elaine A A B B D D A A B B D D A A B B D D
6 Fiona B D A D A B B D A D A B B D A D A B
7 Gary D B D A B A D B D A B A D B D A B A
Tabelle 3.8: K(2): Wissen des Angreifers aus R(2) = (R1, R2)
ID Name SA
2 Ben
A, B, C, D5 Elaine7 Gary
8 Helen
Tabelle 3.9: R3: 3-anonymes Ergebnis zu Anfrage Q3
C haben muss. Diese Erkenntnis kann auch logisch hergeleitet werden. Wenn Ben B hätte,
müsste Alison auf jeden Fall A haben (laut R1 und R2). In R2 kommt zweimal der Wert
B vor, woraus folgt, dass Elaine oder Gary auch ein B haben müssten. Da beide allerdings
auch in R3 vorkommen, müsste hier auch zweimal der SA-Wert B vorkommen. Das ist
aber nicht der Fall.
Eine Übersicht, welchen Tupeln beziehungsweise Personen welche SA-Werte zugeordnet
werden können, ist in Tabelle 3.11 gegeben. Diese setzt sich allein aus den SA-Werten
zusammen, die in mindestens einer SA-Werteverteilung in Tabelle 3.10 vorkommen. Dabei
wird nur die Existenz einer Zuordnung betrachtet und nicht etwa eine bestimmte Wahr-
scheinlichkeit. Beispielsweise gibt es nur zwei Verteilungen, bei denen Fiona ein D zuge-
ordnet wird ( 218 = 11,1 %), aber zehn Fälle, bei denen sie ein B haben kann (
10
18 = 55,6 %).
Falls alle SA-Werteverteilungen gleich wahrscheinlich sind, würde ein Angreifer mit einer
höheren Wahrscheinlichkeit vermuten, dass Fiona den SA-Wert B hat. An dieser Stelle ist
aber nur die Existenz mindestens einer SA-Werteverteilung mit einer bestimmten Zuord-
nung von Interesse. Denn nur wenn es keine SA-Werteverteilung gibt, die einem Tupel t
einen SA-Wert s zuordnet, hat auch die entsprechende Person nicht den SA-Wert s.
Aus den bisherigen Betrachtungen kann nun ein Modell für den Schutz der Privatsphäre
erstellt werden. Die Idee dabei ist, dass ein Angreifer den sensiblen Wert eines Individuums
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ID Name 1.1 1.3 2.1 2.3 5.1 5.3 6.1 6.3 7.3 7.5 8.3 8.5 9.1 9.2 9.3 9.4 9.5 9.6
1 Alison A A A A A A A A B B B B B B B B B B
2 Ben A A A A C C C C A A A A C C C C C C
3 Clark B B C C A A B B A A C C A A A A A A
4 Debra C C B B B B A A C C A A A A A A A A
5 Elaine B D B D B D B D B D B D A A B B D D
6 Fiona B B B B B B B B A A A A B D A D A B
7 Gary D B D B D B D B D B D B D B D A B A
8 Helen C C C C A A A A C C C C B D A D A B
Tabelle 3.10: K(3): Wissen des Angreifers aus R(3) = (R1, R2, R3)
ID Name SA-Werte Anzahl
1 Alison A, B 2
2 Ben A, C 2
3 Clark A, B, C 3
4 Debra A, B, C 3
5 Elaine A, B, D 3
6 Fiona A, B, D 3
7 Gary A, B, D 3
8 Helen A, B, C, D 4
Tabelle 3.11: Mögliche SA-Werte nach R(3) = (R1, R2, R3)
nicht eindeutig zuordnen darf und mindestens eine bestimmte Anzahl von Werten dafür
infrage kommen soll. Für jedes Individuum soll es mindestens k verschiedene SA-Werte
geben, die das Individuum potentiell haben kann. Für R(3) gibt es zum Beispiel für Alison
und Ben nach Tabelle 3.10 jeweils zwei mögliche SA-Werte, für Helen vier und für alle
anderen genau drei. Fällt diese Anzahl für mindestens eine Person unter die Grenze von
k, liegt eine Verletzung der Privatsphäre vor. Diese Idee wird im Folgenden formalisiert.
Da es für Angreifer möglich sein kann, bestimmte identifizierende oder quasi-identifizie-
rende Werte Personen zuzuordnen, werden alle Einschränkungen auf Tupelbasis getroffen.
Dabei besteht ein Tupel aus einem Identifikator (ID) und eventuell weiterer nicht sensibler
Attribute. Die ID referenziert das Tupel und damit auch die Person, zu der es gehört. Die
Menge aller SA-Werte, die einem Tupel zugeordnet werden können, wird Signatur9, ihre
Größe, also die Anzahl unterschiedlicher sensibler Werte, Anonymitätsgrad genannt.
Definition 3.5 (Signatur und Anonymitätsgrad) Sei Qi eine Anfrage mit dazugehö-
riger Ergebnismenge Ri = (RTi , RSi). Für ein Tupel t ∈ Ri ist die Signatur SigRi(t) von t
bezüglich Ri die Menge aller SA-Werte s ∈ Ri, für die es eine SA-Werteverteilung w von
Ri gibt mit (t, s) ∈ w. Der Anonymitätsgrad aRi(t) von t bezüglich Ri ist die Größe der
Signatur: aRi(t) = |SigRi(t)|.
Signaturen und Anonymitätsgrade können recht einfach auf Folgen von Anfragen erwei-
tert werden.
9Der Begriff der Signatur ist in ähnlicher Form von Xiao and Tao [162] eingeführt worden.
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Definition 3.6 (Signatur und Anonymitätsgrad einer Ergebnisfolge) Sei Q(n) =
(Q1, . . . , Qn) eine Folge von Anfragen mit dazugehörigen Ergebnissen R(n) = (R1, . . . , Rn).
Für ein Tupel t ∈ R(n) ist die Signatur SigR(n)(t) von t bezüglich R(n) die Menge aller
SA-Werte s ∈ R(n), für die es eine SA-Werteverteilung w von R(n) gibt mit (t, s) ∈ w.
Der Anonymitätsgrad aR(n)(t) von t bezüglich R(n) ist die Größe der Signatur: aR(n)(t) =
|SigR(n)(t)|.
Mithilfe des Anonymitätsgrades wird ein Maß für den Schutz der Privatsphäre bei einer
gegebenen Folge von Anfragen definiert.
Definition 3.7 (k-assign Anonymität) Sei Q(n) = (Q1, . . . , Qn) eine Folge von Anfra-
gen mit dazugehörigen Ergebnissen R(n) = (R1, . . . , Rn). R(n) erfüllt k-assign Anonymi-
tät, wenn der Anonymitätsgrad jedes Tupels t ∈ R(n) bezüglich R(n) mindestens k ist.
Beispiel 3.2 In Tabelle 3.11 sind die Signaturen (Spalte SA-Werte) und Anonymitätsgra-
de (Spalte Anzahl) aller Tupel bezüglich R(3) aufgelistet. Da 2 der kleinste vorkommende
Wert ist, erfüllt R(3) 2-assign Anonymität.
Ein Vergleich mit bereits bekannten Modellen wie k-Anonymität oder ℓ-Diversität zeigt,
dass k-assign Anonymität eine Art Verallgemeinerung dieser Begriffe darstellt. Wenn eine
Tabelle, die das Ergebnis einer Anfrage darstellt, k-assign Anonymität erfüllt, dann ist sie
auch k-anonym und ℓ-divers mit k = ℓ. Werden mithilfe von Anfragen allerdings mehre-
re Tabellen beziehungsweise Ergebnisse veröffentlicht, die jeweils k-anonym oder ℓ-divers
sind, muss die gesamte Folge von Ergebnissen nicht k-assign anonym sein. Beispielsweise
ist jedes Ergebnis zu den eingeführten Anfragen Q1, Q2 und Q3 4-anonym und mindestens
3-divers, denn es kommen immer vier Tupel mit mindestens drei verschiedenen SA-Werten
vor. Die Ergebnismengenfolge R(3) = (R1, R2, R3) ist allerdings nur 2-assign anonym. Ei-
ne ausführliche Diskussion über die Verwendung dieses Modells im Vergleich zu anderen
Modellen erfolgt im Kapitel 9.2.1.
Um festzustellen, ob für ein gegebenes k eine Folge von Ergebnissen R(n) k-assign an-
onym ist, muss der minimale Anonymitätsgrad eines Tupels berechnet werden. Dieser kann
zum Beispiel aus allen SA-Werteverteilungen abgelesen werden, wobei zunächst unklar ist,
wie diese effizient berechnet werden können. Damit k-assign Anonymität erfüllt ist, muss
es für jedes Tupel t mindestens k verschiedene SA-Werte s und SA-Werteverteilungen w
mit (t, s) ∈ w geben. Damit ist das Finden zumindest einer SA-Werteverteilung der erste
Schritt für einen Test auf k-assign Anonymität. Dieses Problem wird SA-Wertevertei-
lung genannt.
Problem 3.1 (SA-Werteverteilung) Gegeben seien eine Folge von Anfragen
Q(n) = (Q1, . . . , Qn) mit dazugehörigen Ergebnissen R(n) = (R1, . . . , Rn), ein Tupel t
und ein SA-Wert s. Gesucht ist eine SA-Werteverteilung w von R(n) mit (t, s) ∈ w.
Eine Lösung von SA-Werteverteilung garantiert, dass einem gegebenen Tupel min-
destens ein SA-Wert zugeordnet werden kann. Dieser sensible Wert kann dabei der tat-
sächliche sensible Wert des dazugehörigen Individuums in den Mikrodaten sein oder ein
völlig anderer. Für ein Tupel t wird der reale SA-Wert s, der in den Mikrodaten im
vollständigen Tupel vorkommt, sein originaler SA-Wert genannt. Offensichtlich kommen
t und s in jedem Ergebnis zusammen vor, unabhängig davon, welche Anfragen gestellt
wurden. Daher ist die Abbildung, die jedem Tupel seinen originalen SA-Wert zuordnet,
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immer eine SA-Werteverteilung. Sie heißt Originalverteilung worig und ist in den vorigen
Beispielen mit 1 beziehungsweise 1.1 gekennzeichnet worden (vgl. Tabellen 3.5, 3.8 und
3.10). Eine einfache Schlussfolgerung aus der Existenz der Originalverteilung ist, dass der
Anonymitätsgrad nie unter 1 sinken kann.
Ein zentrales Ziel der vorliegenden Arbeit ist, einen Algorithmus zur Lösung des Pro-
blems SA-Werteverteilung anzugeben, insbesondere wenn die Eingabe s nicht der
originale SA-Wert von t ist. Dazu werden Ergebnisse von Anfragen zunächst in Gra-
phen überführt. Die SA-Werteverteilung einer Anfrage entspricht dann einem perfekten
Matching in diesem Graphen. Damit verlagert sich das Problem vom Finden einer SA-
Werteverteilung zum Bestimmen eines perfekten Matchings. Es müssen allerdings be-
stimmte zusätzliche Restriktionen eingehalten werden, die dazu führen, dass das Mat-
chingproblem NP-vollständig ist.
3.4 Anfragegraphen
Um SA-Werteverteilungen zu bestimmen, wird eine geeignete Modellierung von Ergebnis-
mengen von Anfragen benötigt. Dafür wird nun ein sogenannter Anfragegraph erstellt, der
die Beziehungen zwischen Tupeln und SA-Werten innerhalb der Ergebnismengen darstellt.
Das Ziel dabei ist, SA-Werteverteilungen aus den Graphen ableiten zu können.
Sei Q eine Anfrage mit dem Ergebnis R. Wie bereits erwähnt, besteht R aus einer
Menge von Tupeln und einer Multimenge von SA-Werten. Ein Anfragegraph G enthält
für jedes Tupel und jeden SA-Wert jeweils einen Knoten. Kommen SA-Werte im Ergebnis
mehrfach vor, werden auch entsprechend viele Knoten erstellt. Jeder Knoten wird mit dem
Tupel oder dem SA-Wert gelabelt10, für das beziehungsweise den er erzeugt wurde. Kanten
verlaufen zunächst zwischen allen Knoten für Tupel und allen Knoten für SA-Werte.
Eine Kante im Anfragegraphen symbolisiert, dass ein gegebener SA-Wert einem be-
stimmten Tupel zugeordnet werden kann. Das heißt im Wesentlichen, dass eine SA-Wer-
teverteilung mit diesem SA-Wert-Tupel-Paar prinzipiell möglich wäre, ohne sie direkt zu
berechnen.11 Im Gegenzug können Kanten aus dem Graphen entfernt werden, wenn es
offensichtlich keine solche Zuordnung geben kann. Das ist der Fall, wenn eine Folge von
Anfragen gegeben ist und ein Tupel t in verschiedenen Ergebnissen vorkommt. Dann kön-
nen t nur die SA-Werte s zugeordnet werden, die in allen Ergebnissen vorkommen, in
denen auch t vorkommt. Kanten zwischen dem Knoten für t und Knoten für SA-Werte,
die diese Bedingung nicht erfüllen, müssen nicht dargestellt werden.
Definition 3.8 (Anfragegraph) Sei Q(n) = (Q1, . . . , Qn) eine Folge von Anfragen mit
zugehörigen Ergebnissen R(n) = (R1, . . . , Rn). Zu jeder Anfrage Qi beziehungsweise Er-
gebnismenge Ri bezeichne Gi = (Vi, Ei) einen Anfragegraphen, der wie folgt konstruiert
wird:
• Für jedes Tupel t ∈ Ri enthalte Vi einen Knoten, der mit t gelabelt wird und Tupel-
knoten heißt.
10Für den aus dem Englischen stammenden Begriff „Label“ wird im Deutschen manchmal auch die Bezeich-
nung „Marke“ verwendet. Da die Begriffe „Label“ zusammen mit dem Verb „labeln“ in der Informatik
weit verbreitet und bereits seit 2006 im Rechtschreibduden [40] erfasst sind, werden sie in dieser Arbeit
anstelle deutscher Ausdrücke verwendet.
11Die SA-Werte der Labels aller Nachbarn eines Knotens mit Label t sind tatsächlich nur eine Obermenge
aller SA-Werte, die t durch SA-Werteverteilungen zugeordnet werden können.
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• Für jeden sensiblen Wert s ∈ Ri enthalte Vi einen Knoten, der mit s gelabelt wird
und SA-Knoten heißt.
• Zwischen jedem Tupelknoten vt mit Label t und jedem SA-Knoten vs mit Label s
enthalte Ei genau dann eine Kante {vt, vs}, wenn in jedem Ergebnis Rj ∈ R(n), in
dem Tupel t vorkommt, mindestens einmal der sensible Wert s vorkommt.
Bei dieser Definition fällt auf, dass die Graphen aus den Ergebnissen von Anfragen er-
stellt werden und nicht aus den Anfragen direkt. Sie werden trotzdem Anfragegraphen
und nicht Ergebnisgraphen genannt, um das verwendete Szenario der Anfragebearbeitung
sowie die Abhängigkeit zur gestellten Anfrage und nicht zu einer Anonymisierung der
Ergebnismenge zu unterstreichen. Sind die angefragten Daten vorgegeben und ist offen-
sichtlich, wie das Ergebnis Ri zu einer Anfrage Qi lautet, wird im Folgenden nur noch von
Anfragegraphen für Qi gesprochen. Dadurch kann in vielen Situationen auf die explizite
Definition von Ergebnissen verzichtet werden.
Während Knoten mit Tupeln eindeutig benannt sind, können mehrere SA-Knoten das
gleiche Label s besitzen, wenn mehrere sensible Werte s in einem Ergebnis vorkommen.
Eine weitere wichtige Eigenschaft von Anfragegraphen ist, dass jeder Graph Gi für ei-
ne Anfrage Qi, 1 ≤ i ≤ n, von allen Anfragen Q1, . . . , Qn beziehungsweise Ergebnissen
R1, . . . , Rn abhängig ist. Entsteht durch das Hinzufügen einer weiteren Anfrage Qn+1
eine verlängerte Folge von Anfragen Q(n+1) = (Q1, . . . , Qn, Qn+1), so entsteht für die be-
reits gestellte Anfrage Qi ein neuer Anfragegraph G′i. Dieser ist nun von allen Anfragen
Q1, . . . , Qn, Qn+1 beziehungsweise Ergebnissen R1, . . . , Rn, Rn+1 abhängig, kann identisch
zu Gi sein oder weniger Kanten enthalten. Beispielsweise fehlt in G′i eine Kante zwischen
Knoten für ein Tupel t und einem SA-Wert s, wenn t im Ergebnis zu Qn+1 vorkommt, aber
nicht der sensible Wert s. Dem Tupel t kann demnach s nicht mehr zugeordnet werden.











Abbildung 3.2: Anfragegraph G1 für Q1 mit Knotennamen (a) bzw. Labels (b)
Beispiel 3.3 Es werden erneut die anfangs dieses Kapitels eingeführten Anfragen Q1,
Q2 und Q3 betrachtet. Für Q(1) = (Q1) (siehe Tabelle 3.4) ist in Abbildung 3.2 der
dazugehörige Anfragegraph G1 gegeben. Für die Tupel 1, 2, 3 und 4 wird jeweils ein
Tupelknoten und für die SA-Werte A, A, B und C jeweils ein SA-Knoten erstellt. In (a)
sind die Knoten von G mit einem Namen und in (b) mit ihrem Label beschriften. Da A
zweimal im Ergebnis zu Q1 vorkommt, enthält G1 auch zwei Knoten mit dem Label A. In

















































Abbildung 3.4: Anfragegraphen für Q(3) = (Q1, Q2, Q3)
Abbildung 3.3 zeigt die Anfragegraphen für Q(2) = (Q1, Q2), das heißt für die Folge,
die aus den beiden Anfragen Q1 und Q2 (siehe Tabelle 3.6) besteht. Der Graph G′1 für Q1
in Q(2) hat dabei eine Kante weniger als der Graph G1 für Q1 in Q(1). Der Grund dafür
ist, dass Alison (ID 1) zwar in beiden Ergebnissen vorkommt, der SA-Wert C aber nur im
ersten. Nach der ersten Anfrage konnte Alison noch den sensiblen Wert C haben, nach der
zweiten aber nicht mehr.
Zusammen mit der letzten Anfrage Q3 (siehe Tabelle 3.9) entsteht die Anfragenfolge
Q(3) = (Q1, Q2, Q3). Die dazugehörigen Anfragegraphen sind in Abbildung 3.4 dargestellt.
Hier gibt es beispielsweise in G′′3 keine Kante zwischen dem Knoten für Tupel 2 und dem
für den SA-Wert D, denn in Q1 kommt zwar Tupel 2 vor, aber kein sensibler Wert D.
Für eine einheitliche und verkürzte Schreibweise wird folgende Notation vereinbart. Sei-
en Q eine Anfrage mit dem Ergebnis R, G = (V, E) der dazugehörige Anfragegraph und
L die Menge aller in R vorkommender Tupel und SA-Werte. Entsprechend Definition 3.8
weise die Labelfunktion l : V → L jedem Knoten v ∈ V ein Label aus L zu. Dabei wer-
den die Labels von Tupelknoten Tupellabel und von SA-Knoten SA-Label genannt. Die
Schreibweise v =l v′ drückt aus, dass zwei Knoten v, v′ ∈ V dasselbe Label besitzen. Sei
e = {vt, vs} ∈ E eine Kante zwischen einem Tupelknoten vt mit Label t und einem SA-
Knoten vs mit Label s. Dann heißt el = (t, s) Labelkante von e. Analog zu den Knoten
gilt e =l e′, wenn die Kanten e, e′ ∈ E dieselben Labelkanten haben. Im Folgenden ste-
hen die Variablen vt und vs jeweils für Tupel- beziehungsweise SA-Knoten sowie t und
s für die Labels dieser Knoten. Verkürzt wird auch t ∈ G und s ∈ G geschrieben, wenn
entsprechende Knoten vt ∈ V und vs ∈ V existieren.
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Beispiel 3.4 In G1 aus Abbildung 3.2 gibt es mit {v1, vA1} und {v1, vA2} zwar zwei
Kanten, die dieselbe Labelkante (1, A) besitzen, aber nur eine Kante, zu der die Labelkante
(1, B) gehört.
Analog zu Folgen von Anfragen können auch Anfragegraphen zu einem Graphen zusam-
mengefasst werden. G(n) = (G1, G2, . . . , Gn) bezeichnet den Anfragegraphen beziehungs-
weise die Folge von Anfragegraphen, die zu der Folge von Anfragen Q(n) = (Q1, Q2, . . . ,
Qn) erstellt wurden. Für eine bessere Unterscheidung werden die einzelnen Gi auch Teilan-
fragegraphen von G(n) genannt. Für beliebige, aber feste n existiert die vereinfachte Schreib-
weise G = (G1, G2, . . . , Gn).
Anfragegraphen haben eine offensichtliche, aber sehr wichtige strukturelle Eigenschaft.
Korollar 3.1 Anfragegraphen sind bipartit.
Beweis: Die Behauptung folgt direkt aus Definition 3.8 zusammen mit Definition 1.7,
da es keine Kante zwischen zwei Tupelknoten und keine Kante zwischen zwei SA-Knoten
gibt.
Bisher ist noch nicht klar erkennbar, wie SA-Werteverteilungen aus Anfragegraphen
abgeleitet werden können. Beispielsweise enthält der Anfragegraph aus Abbildung 3.4 die
Labelkante (2, B), laut Tabelle 3.10 existiert für die entsprechenden Anfragen jedoch keine
SA-Werteverteilung, bei der dem Tupel 2 der SA-Wert B zugeordnet wird. Das bedeutet,
aus den Kanten an sich lassen sich noch keine Zuordnungen ablesen. Vielmehr müssen
noch bestimmte Konsistenzbedingungen überprüft werden, um festzustellen, ob zu einer
gegebenen Labelkante (t, s) auch eine SA-Werteverteilung existiert, die das Paar (t, s)
enthält. Dafür wird ein Zuordnungsproblem untersucht, welches in der Graphentheorie für
gewöhnlich durch ein Matching ausgedrückt wird.
3.5 Matchings in Anfragegraphen
Eine Zuordnung eines SA-Wertes s zu einem Tupel t wird im Anfragegraphen durch die
Labelkante (t, s) ausgedrückt. Bei einer SA-Werteverteilung wird jeder SA-Wert genau
einem Tupel zugeordnet, sodass jedes Tupel genau einen SA-Wert hat. Die Abbildung ist
demnach bijektiv. Dieser Zusammenhang kann in Anfragegraphen durch eine Menge von
Kanten zwischen Tupel- und SA-Knoten modelliert werden. Da dabei jeder Knoten genau





















Abbildung 3.5: Zwei Matchings in G1
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Sei erneut Anfrage Q1 aus Tabelle 3.4 gegeben. In Abbildung 3.5 ist in (a) eine mögli-
che SA-Werteverteilung dargestellt, die zuvor mit 7 nummeriert wurde (vgl. Tabelle 3.5).
Die farbigen Kanten in (b) zeigen ein entsprechendes Matching im Anfragegraphen G1.
Dabei bedeutet zum Beispiel die Labelkante (1, B), dass Alison mit ID 1 der SA-Wert B
zugeordnet wird. Analog bekommen Ben und Clark jeweils ein A und Debra ein C.
Aus jedem perfekten Matching in einem Anfragegraphen kann offensichtlich eine SA-
Werteverteilung abgelesen werden. Andersherum existiert zu jeder SA-Werteverteilung
auch ein entsprechendes Matching. In Abbildung (c) ist mit M ′7 sogar ein zweites Mat-
ching angegeben, das zur selben SA-Werteverteilung gehört wie M7. Somit kann auch aus
verschiedenen Matchings dieselbe SA-Werteverteilung abgeleitet werden.
Bevor die getroffenen Beobachtungen formalisiert werden, wird der Fall betrachtet, in
dem eine Folge von Anfragegraphen gegeben ist. Um Aussagen einfacher über Tupel und
SA-Werte und nicht über die gelabelten Knoten zu treffen, sei vereinbart, dass ein Tupel
t mit SA-Wert s genau dann matcht, wenn eine Labelkante el = (t, s) existiert. Das
heißt, es gibt einen Tupelknoten vt mit Label t, einen SA-Knoten vs mit Label s und
eine Kante e = {vt, vs} zwischen beiden Knoten. Zu einer Folge von Anfragegraphen
G = (G1, . . . , Gn) kann in jedem einzelnen Graphen Gi ein Matching Mi berechnet werden.
Das Gesamtmatching M besteht dann aus der Vereinigung aller Teilmatchings M =
(M1, . . . , Mn), was ebenfalls als Folge dargestellt wird. Ein Matching Mi ∈ M in einem
Teilgraphen Gi wird auch mit M[Gi] notiert.
ID Name SA
1 Alison A, B
2 Ben A, B
3 Clark A
4 Debra C
































Abbildung 3.6: Ein nicht-valides Matching für G = (G1, G2, G3)
Sei die bereits vorgestellte Folge von Anfragen Q = (Q1, Q2, Q3) und die dazugehörige
Folge von Anfragegraphen G = (G1, G2, G3) in Abbildung 3.6 gegeben. Zunächst wird
in jedem Teilanfragegraphen Gi ein perfektes Matching Mi berechnet, was in (b) bis (d)
dargestellt ist. Die Vereinigung der Matchings seiMinvalid = (M1, M2, M3). Offensichtlich
gibt es Tupel, die in verschiedenen Graphen mit verschiedenen SA-Werten matchen. Bei-
spielsweise matcht 1 in G1 mit A und in G2 mit B. In der Tabelle in (a) ist für jedes Tupel
angegeben, mit welchen SA-Werten es in allen Teilgraphen mindestens einmal matcht.
Es ist leicht zu erkennen, dass das Gesamtmatching Minvalid keiner SA-Werteverteilung
entspricht, da es mit Alison, Ben und Elaine Tupel gibt, denen verschiedene SA-Werte
zugeordnet werden.
Für dieselbe Folge von Anfragegraphen ist in Abbildung 3.7 ein anderes Matching
M9.6 = (M1, M2, M3) berechnet worden. In diesem Fall gilt, dass alle Tupel in allen
Graphen, in denen sie vorkommen, jeweils mit demselben SA-Wert matchen. In der Ta-
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Abbildung 3.7: Ein valides Matching für G = (G1, G2, G3)
belle in (a) ist für jedes Tupel angegeben, mit welchem SA-Wert es in den entsprechenden
Teilgraphen matcht. Die entstehende Verteilung ist in Tabelle 3.10 auf Seite 73 in der
Spalte mit der Nummer 9.6 zu finden.
Für das Bestimmen von perfekten Matchings in Anfragegraphen ist es entscheidend, dass
jedem Tupel in jedem Anfragegraphen derselbe SA-Wert zugeordnet wird. Alle Matchings,
die diese Eigenschaft haben, heißen valid.
Definition 3.9 (valides Matching) Sei G = (G1, . . . , Gn) eine Folge von Anfrage-
graphen. Ein Matching M = (M1, . . . , Mn) in G heißt valid, wenn es alle Tupelknoten
überdeckt und für alle Labelkanten (ti, si), (tj , sj) ∈M gilt: ti = tj ⇒ si = sj.
Da Anfragegraphen aus derselben Anzahl von Tupel- wie SA-Knoten bestehen, ist jedes
valide Matching per Definition perfekt. Der Zusammenhang zwischen validen Matchings
und SA-Werteverteilungen wird in der folgenden Proposition festgehalten.
Proposition 3.2 (SA-Werteverteilung eines Matchings) Seien G = (G1, . . . , Gn)
eine Folge von Anfragegraphen zu einer Folge von Anfragen Q = (Q1, . . . , Qn) mit ent-
sprechenden Ergebnissen R = (R1, . . . , Rn) und M ein valides Matching in G. Weiterhin
sei wM eine Menge von Paaren, die für jeden Tupelknoten vt mit Kante {vt, vs} ∈ M das
Paar (t, s) enthält, wobei Tupel t beziehungsweise SA-Wert s die Labels von vt beziehungs-
weise vs sind. Dann ist wM eine SA-Werteverteilung von R.
Beweis: Der Beweis folgt offensichtlich aus den bisher betrachteten Zusammenhängen
und Definitionen.
Für den Zusammenhang zwischen Matchings und SA-Werteverteilungen wird der Begriff
der Äquivalenz verwendet. Ein valides Matching M ist äquivalent zu einer SA-Wertever-
teilung w, wenn w = wM gilt.
Wichtig ist hierbei festzuhalten, dass zu jedem validen Matching genau eine äquivalen-
te SA-Werteverteilung existiert, die wie in Proposition 3.2 angegeben berechnet werden
kann. Andererseits kann auch zu einer gegebenen SA-Werteverteilung w ein äquivalentes
valides Matching M konstruiert werden. Dazu wird für jedes Paar (t, s) ∈ w in jedem
Teilgraphen, in dem ein Tupelknoten vt vorkommt, der mit t gelabelt ist, eine Kante
{vt, vs} in das Matching aufgenommen, wobei der SA-Knoten vs das Label s besitzt und
in keiner anderen Matchingkante vorkommt.M ist dabei nicht eindeutig bestimmt, da es
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im Graphen mehrere SA-Knoten mit Label s geben kann. Folglich können zu einer SA-
Werteverteilung mehrere äquivalente valide Matchings existieren.
Analog zur Originalverteilung wird der Begriff des Originalmatchings eingeführt. Dieses
Matching besteht aus Kanten zwischen Tupeln und den SA-Werten, die auch tatsächlich
in der Datentabelle in den vollständigen Tupeln enthalten sind. Offensichtlich ist dieses
Matching stets valid.
Definition 3.10 (Originalmatching) Sei G = (G1, . . . , Gn) eine Folge von Anfragegra-
phen. Ein Matching Morig = (M1, . . . , Mn) in G heißt Originalmatching, wenn für alle






































Abbildung 3.8: Originalmatching Morig für G = (G1, G2, G3)
In Abbildung 3.8 ist für den Anfragegraphen G = (G1, G2, G3) der anfangs eingeführ-
ten drei Anfragen das Originalmatching gegeben und entspricht anschaulich jeweils der
Menge der farbig markierten Kanten. Vertauscht man die Matchingpartner der Tupelkno-
ten mit den Labels 1 und 2 in G1, erhält man ein anderes Matching, das aber ebenfalls
der originalen SA-Werteverteilung entspricht. In einem gegebenen Anfragegraphen können
demzufolge auch mehrere Originalmatchings existieren, wenn SA-Labels mehrfach vorkom-
men. Für weitere Betrachtungen wird daher vereinbart, dass mit dem Originalmatching
immer ein beliebiges, aber festes Matching aus der Menge aller Originalmatchings gemeint
ist. Rein optisch wird es immer wie in Abbildung 3.8 durch horizontale Kanten dargestellt.
Als Pendant zum Problem SA-Werteverteilung wird als zweites wichtiges Problem
das Bestimmen eines validen Matchings in einer Folge von Anfragegraphen mit QGM
(engl. query graph matching) bezeichnet.
Problem 3.2 (Query Graph Matching (QGM)) Gegeben sei eine Folge von
Anfragegraphen G(n). Gesucht ist ein valides Matching M(n) in G(n).
Wird ein Anfragegraph für eine Folge von Anfragen erstellt und ist nach einem belie-
bigen validen Matching gefragt, ist das Originalmatching immer eine zulässige Lösung.
Die Eingabe des eigentlichen Problems SA-Werteverteilung ist allerdings ein konkre-
tes Tupel t und ein fester SA-Wert s. Für Anfragegraphen ist diese Frage äquivalent zur
Aufgabenstellung, ein valides Matching zu finden, welches eine fest vorgegebene Kante
(t, s) enthält. Dieses Problem kann leicht auf QGM reduziert werden. Dabei wird aus
allen Anfragegraphen eine Kante (t, s) inklusive der beiden Endknoten entfernt. Falls im
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Restgraphen ein beliebiges valides Matching existiert, kann dieses in allen modifizierten
Graphen um die Kanten (t, s) zu einem validen Matching erweitert werden, das die gegebe-
ne Kante enthält. Als Eingabe für Problem 3.2 sind somit auch Anfragegraphen zugelassen,
bei denen Kanten oder Knoten entfernt wurden. Das ist auch der Grund, warum in den
folgenden Kapiteln nur noch Aussagen über Graphen und nicht mehr über Anfragen und
Ergebnisse getroffen werden. Es folgt, dass ein Algorithmus für QGM auch zum Lösen
von SA-Werteverteilung verwendet werden kann.
In den weiteren Teilen dieses Kapitels werden die Probleme SA-Werteverteilung und
QGM untersucht und bewiesen, dass beide NP-vollständig sind. Sie lassen sich mithilfe
eines auf ganzzahliger linearer Programmierung basierenden Algorithmus in exponentieller
Zeit lösen. In den darauffolgenden Kapiteln werden Heuristiken vorgestellt, die zwar poly-
nomielle Laufzeit haben, dafür aber nur in bestimmten Fällen Matchings beziehungsweise
SA-Werteverteilungen berechnen können.
3.6 NP-Vollständigkeit
Die nächsten Sätze besagen, dass die eingeführten Probleme SA-Werteverteilung und
QGM NP-vollständig sind.
Theorem 3.3 (NP-Vollständigkeit) Das Problem QGM ist NP-vollständig.
Beweis: Offensichtlich kann in polynomieller Zeit getestet werden, ob ein gegebenes Mat-
ching valid ist. Daraus folgt, dass QGM in NP liegt und es genügt, 3-Sat ≤p QGM zu
zeigen. Das heißt, es muss ein polynomielles Verfahren angegeben werden, das beliebige
Boolesche Formeln F in Folgen von Anfragegraphen G umformt, sodass gilt:
F ist erfüllbar⇔ G hat ein valides Matching.
Sei F = C1∧ · · ·∧Cm eine 3-Sat-Formel über den Variablen x1, . . . , xn. Für jede Variable
xi wird ein Anfragegraph Gxi konstruiert, der aus je zwei Tupel- und SA-Knoten besteht,
die untereinander verbunden sind.12 Die Tupelknoten werden mit xi und x̄i sowie die
SA-Knoten mit 0 und 1 gelabelt.
Für jede Klausel Cj = lj1∨lj2∨lj3 mit ljk ∈ {x1, . . . , xn, x̄1, . . . , x̄n} für j = 1, . . . , m und
k = 1, 2, 3 wird ein Anfragegraph GCj erstellt, der je fünf Tupel- und SA-Knoten enthält,
die erneut alle untereinander verbunden sind.13 Die Tupelknoten werden diesmal mit lj1 ,
lj2 , lj3 , Cj1 und Cj2 sowie drei SA-Knoten mit 1 und zwei mit 0 gelabelt. Die gesuchte
Folge von Anfragegraphen ist G = (GC1 , . . . , GCm , Gx1 , . . . , Gxn). In Abbildung 3.9 ist die
entsprechende Umformung dargestellt.
Aus jeder Belegung B der Variablen von F kann eine KantenmengeMB im Graphen G
konstruiert werden. Für alle 1 ≤ i ≤ n bezeichne bi ∈ {0, 1} den Wert, der der Variablen xi
durch B zugewiesen wird. Dann enthältMB für jede Variable xi in allen Graphen, in denen
ein Tupelknoten mit Label xi vorkommt, eine Kante von xi zu einem SA-Knoten, der mit
bi gelabelt ist. In allen Graphen, in denen ein Tupelknoten mit Label x̄i vorkommt, enthält
MB eine Kante von x̄i zu einem SA-Knoten, der nicht mit bi gelabelt ist. Offensichtlich
ist jede dieser Mengen MB ein perfektes Matching in allen Graphen Gx1 , . . . , Gxn .
12Dieser Graph entspricht einem K2,2.
13Dieser Graph entspricht einem K5,5.
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F = (l11 ∨ l12 ∨ l13)  
C1























Abbildung 3.9: Transformation einer 3-Sat-Formel F in eine Folge von Anfragegraphen
G, wobei ljk ∈ {x1, . . . , xn, x̄1, . . . , x̄n} gilt.
Wenn B eine erfüllende Belegung ist, muss in jeder Klausel Cj mindestens ein Literal
existieren, das unter B den Wert 1 (wahr) erhält. Das bedeutet, die Kanten der Literale in
MB können in jedem Graphen GCj so gewählt werden, dass sie sich in keinem SA-Knoten
schneiden. Wird für die verbliebenen Tupelknoten Cj1 und Cj2 jeweils eine Kante zu
einem SA-Knoten, der noch nicht überdeckt ist, zuMB hinzugefügt, entsteht ein perfektes
Matching in allen GCj . Da B eine Abbildung ist, ist MB per Konstruktion ein valides
Matching in G.
Mit der umgekehrten Transformation kann aus einem validen Matching M eine Bele-
gung BM erstellt werden, die F erfüllt. Dazu wird jeder Variablen xi, für die eine Kante
(xi, bi) existiert, der Wert bi zugewiesen. Da jeder Graph GCj nur zwei SA-Knoten mit
Label 0 enthält, muss mindestens ein Literal mit 1 matchen. Die dazugehörige Klausel Cj
wird durch dieses Literal erfüllt.
Da für jede Klausel ein Graph mit zehn und für jede Variable ein Graph mit vier Knoten
erstellt wird, ist die Abbildung F → G offensichtlich in Polynomialzeit berechenbar.
Beispiel 3.5 Sei eine Boolesche Formel F gegeben, die in Abbildung 3.10 in (a) dargestellt
ist. Die Folge von Anfragegraphen G, die nach der Konstruktion im Beweis von Satz 3.3
erstellt wird, ist in (b) bis (j) angegeben. Hierbei gehören alle gezeichneten Kanten zu den
Anfragegraphen. Eine erfüllende Belegung B von F ist beispielsweise
B(x1) = 1, B(x3) = 0, B(x5) = 1,
B(x2) = 0, B(x4) = 0, B(x6) = 0,
denn
B(F ) = (1 ∨ 0 ∨ 1) ∧ (1 ∨ 1 ∨ 1) ∧ (1 ∨ 0 ∨ 0) = 1.
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F = (x1 ∨ x2 ∨ x̄3)  
C1
∧ (x̄2 ∨ x̄4 ∨ x5)  
C2







































Abbildung 3.10: Transformation der 3-Sat-Formel F in die Folge von Anfragegraphen G.
Die farbigen Kanten bilden ein valides Matching.
Das aus B konstruierte Matching M besteht aus den farbig markierten Kanten in Abbil-
dung 3.10 und ist offensichtlich valid.
Theorem 3.3 besagt, dass das Finden von validen Matchings in Anfragegraphen nicht
effizient durchgeführt werden kann.14 Es bleibt zu zeigen, dass auch das ursprüngliche
Problem, nämlich zu bestimmen, ob einem Tupel ein bestimmter SA-Wert zugeordnet
werden kann, ebenso schwer ist. Das bedeutet konkret, dass bewiesen werden soll, dass das
Problem SA-Werteverteilung (vgl. Problem 3.1) NP-vollständig ist. Der wesentliche
Unterschied zu QGM ist, dass bei SA-Werteverteilung nach speziellen Zuordnungen
von SA-Werten zu Tupeln gefragt ist, während QGM nur nach einem beliebigen Matching,
das heißt einer beliebigen SA-Werteverteilung fragt. Dazu wird zunächst ein Spezialfall von
QGM betrachtet, bei dem nur zwei verschiedene SA-Werte vorkommen. Dieses sogenannte
2-SA-QGM kann auf das Problem SA-Werteverteilung reduziert werden.
Problem 3.3 (2-SA Query Graph Matching (2-SA-QGM)) Gegeben sei eine
Folge von Anfragegraphen G(n), in der genau zwei verschiedene SA-Werte vorkommen.
Gesucht ist ein valides Matching M(n) in G(n).
Satz 3.4 Das Problem 2-SA-QGM ist NP-vollständig.
Beweis: Der Beweis folgt direkt aus dem Beweis von Theorem 3.3, da die dort konstruierte
Folge von Anfragegraphen genau zwei verschiedene SA-Werte enthält.
Theorem 3.5 Das Problem SA-Werteverteilung ist NP-vollständig.
Beweis: Offensichtlich ist SA-Werteverteilung in NP, da die Eigenschaften einer SA-
Werteverteilung in Polynomialzeit überprüft werden können. Somit genügt, 2-SA-QGM
14wenn P ̸= NP
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≤p SA-Werteverteilung zu zeigen. Sei G(n) = (G1, . . . , Gn) eine Folge von Anfra-
gegraphen, die aus den Tupeln t1, . . . , tm sowie den SA-Werten A und B besteht. Aus
G(n) wird eine andere Folge von Anfragengraphen G′(n
′) konstruiert, aus der die Anfragen
beziehungsweise Ergebnismengen für SA-Werteverteilung einfach abgeleitet werden
können. Dazu wird jedem Tupel ti zunächst beliebig A oder B als originaler SA-Wert zu-
gewiesen.15 Seien ferner t′A, t′A1 , . . . , t
′




B1 , . . . , t
′
Bm Tupel
mit SA-Wert B, die nicht in G(n) vorkommen. Dann besteht eine Datentabelle T für mög-
liche Anfragen aus allen Tupeln ti, t′A, t′Ai , t
′
B und t′Bi mit 1 ≤ i ≤ m. In Abbildung 3.11













































































Abbildung 3.11: Transformation der Folge von Anfragegraphen G(n) für 2-SA-QGM in die
Folge G′(n
′), aus der die Eingabe für SA-Werteverteilung abgelesen
werden kann. Die Graphen G1, . . . , Gn enthalten beispielhaft die Tupel
t1, . . . , t6, tn−2, . . . , tn und die angegebenen SA-Werte.
15Das bedeutet, dass dieser SA-Wert später in der Datentabelle tatsächlich zu diesem Tupel gehören wird.
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Für jeden Graphen Gi bezeichne ni(s) mit s ∈ {A, B} die Anzahl der SA-Knoten mit
Label s und ni(sorig) die Anzahl der vorkommenden Tupel, die den originalen SA-Wert s
haben. Wenn ni(Aorig) > ni(A) gilt, werden in Gi je ai = ni(Aorig)−ni(A) Tupel- und SA-
Knoten eingefügt, von denen die Tupelknoten mit t′B1 , . . . , t
′
Bai
und die SA-Knoten mit A
gelabelt sind. Analog werden je bi = ni(Borig)−ni(B) Tupel- und SA-Knoten eingefügt, die
mit t′A1 , . . . , t
′
Abi
beziehungsweise B gelabelt sind, wenn ni(Borig) > ni(B). Offensichtlich
gibt es keinen Graphen Gi, bei dem sowohl ni(Aorig) > ni(A) als auch ni(Borig) > ni(B)
gilt. Die entstehenden Anfragegraphen werden mit G′i bezeichnet und haben aus Pari-
tätsgründen ein perfektes Matching, bei dem jedes Tupel mit seinem originalen SA-Wert
matcht.
Seien weiterhin G′Ai und G
′
Bi mit 1 ≤ i ≤ n Anfragegraphen, die aus je zwei Tupel- und
SA-Knoten bestehen. Die Tupelknoten von G′Ai werden mit t
′
B und t′Ai sowie die Tupel-
knoten von G′Bi mit t
′
A und t′Bi gelabelt. Die SA-Knoten werden in beiden Graphen mit
A und B gelabelt. Ein letzter Anfragegraph G′AB besteht ebenfalls aus zwei Tupel- und
SA-Knoten, wobei die Tupelknoten mit t′A und t′B sowie die SA-Knoten erneut mit A und





Matching, bei dem jedes Tupel mit seinem originalen SA-Wert matcht. Sei n′ = 3n + 1,
dann hat die Folge von Anfragegraphen G′(n




B1 , . . . , G
′
Bn ,
G′AB) ein valides Originalmatching. Eine mit dieser Vorschrift konstruierte Folge von An-
fragegraphen G′(n
′) ist in Abbildung 3.11 in (d) bis (f) und (h) bis (l) dargestellt.
Im letzten Schritt wird aus jedem Anfragegraphen G′j ∈ G′
(n′) eine Ergebnismenge
Rj = (RTj , RSj ) von Anfragen erstellt. RTj entspricht dabei der Menge von Tupeln in
G′j und RSj der Multimenge aller vorkommenden SA-Werte. Qj sei eine entsprechende
Anfrage, die das Ergebnis Rj hat (für alle 1 ≤ j ≤ n′). Dann ist die Eingabe für das
Problem SA-Werteverteilung die Folge von AnfragenQ(n′) = (Q1, . . . , Qn′) zusammen
mit den Ergebnissen R(n′) = (R1, . . . , Rn′), das Tupel t′A und der SA-Wert B.
Es bleibt zu zeigen, dass eine SA-Werteverteilung w von R(n′) mit (t′A, B) ∈ w genau
dann existiert, wenn G(n) ein valides Matching besitzt. Offensichtlich entspricht jede SA-
Werteverteilung einem validen Matching in G′(n
′). Durch die Konstruktion von R(n′) muss
(t′B, A), (t′Bi , A), (t
′
Ai , B) ∈ w für alle 1 ≤ i ≤ m gelten. Analog müssen in dem entspre-
chenden Matching zu w alle Tupel t′A und t′Ai mit B sowie t
′
B und t′Bi mit A matchen.
Werden die Knoten für diese Tupel und SA-Werte aus den Graphen aus G′(n
′) entfernt,
bleibt die Folge von Anfragegraphen G(n) übrig. Demzufolge ist w genau dann eine SA-
Werteverteilung, wenn G(n) ein valides Matching besitzt.
Die vorgestellte Konstruktion ist offensichtlich in Polynomialzeit berechenbar.
Theorem 3.5 besagt, dass das Finden bestimmter Zuordnungen von SA-Werten zu Tu-
peln nicht effizient durchgeführt werden kann.16 Demzufolge gibt es keinen polynomiellen
Algorithmus für das eingeführte Problem SA-Werteverteilung. Wie es in exponenti-
eller Zeit gelöst werden kann, zeigen die nächsten Abschnitte.
16wenn P ̸= NP
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3.7 Einfache Matchingalgorithmen für Anfragegraphen
Im Kapitel 1.6.3 wurden zwei Verfahren vorgestellt, mit denen Matchings in bipartiten
Graphen berechnet werden können. Sie basieren beide auf dem sukzessiven Vergrößern
von Matchings mithilfe augmentierender Pfade und haben auf einfachen Graphen polyno-
mielle Laufzeit. An dieser Stelle wird gezeigt, dass diese Ansätze erweitert werden müssen,
um Matchings in Anfragegraphen zu berechnen, und warum die Laufzeit dadurch nicht









































Abbildung 3.12: Verschiedene Matchings für G = (G1, G2, . . . )
Abbildung 3.12 zeigt eine Folge von Anfragegraphen G, wobei nur die Graphen G1 und
G2 abgebildet sind. Es sei vereinbart, dass G weitere Graphen enthält, sodass nur die
hier aufgeführten Kanten zwischen Tupel- und SA-Knoten verlaufen. Beispielsweise geht
aus G1 und G2 nicht hervor, dass keine Kante (1, B) existiert. Demzufolge muss es in G
mindestens einen weiteren Anfragegraphen geben, in dem ein Knoten für Tupel 1, aber
kein Knoten mit SA-Label B vorkommt. Ähnliches folgt für alle weiteren in G1 und G2
nicht existierenden Kanten.17
Die Algorithmen Bipartites Matching18 und Hopcroft-Karp19 berechnen zunächst ein
beliebiges maximales Matching wie zum Beispiel M1 aus (b). Im Gegensatz zu einfachen
Graphen muss bei Anfragegraphen nur beachtet werden, dass das gesuchte größte Matching
valid ist. Für das Beispiel bedeutet das, dass die beiden Knoten für Tupel 2 in G1 und G2
mit SA-Knoten matchen müssen, die jeweils dasselbe Label (hier A) haben.
Der entscheidende Schritt in beiden Algorithmen ist das Bestimmen eines augmentie-
renden Pfades. In G1 existieren mit 1 und C zwei unüberdeckte Knoten, wobei der Ein-
fachheit halber in diesem Beispiel Knoten mithilfe ihrer Labels bezeichnet werden. In G2
ist jeder Knoten überdeckt, das heißt, M1 ist perfekt in G2. Mögliche augmentierende
Pfade sind demnach nur P1 = 1, A, 2, C und P2 = 1, A, 2, B, 3, C in G1. Während Algorith-
mus Bipartites Matching einen beliebigen Pfad zum Erweitern sucht, wählt Algorithmus
17Die besagten zusätzlichen Graphen würden das Beispiel nur unnötig vergrößern und sind für die folgenden
Überlegungen nicht relevant. Daher wurde auf ihre Darstellung hier verzichtet.
18Vgl. Algorithmus 1.1 auf Seite 18.
19Vgl. Algorithmus 1.2 auf Seite 20.
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Hopcroft-Karp in jedem Fall den kürzeren, also P1. Beim Augmentieren (vgl. (c)) wird
dabei in G1 der Knoten 2 mit dem SA-Knoten C verbunden. Aufgrund der Validitäts-
eigenschaft muss auch in G2 der Knoten von Tupel 2 mit dem SA-Knoten mit Label C
verbunden werden. Folglich muss die Kante (5, C) aus dem Matching entfernt werden, da-
mit der SA-Knoten C nicht mehrfach überdeckt wird. Da der Knoten 5 allerdings keinen
weiteren Nachbarknoten hat, kann er keinen anderen Matchingpartner bekommen. Das
entstehende Matching M2 ist in (d) dargestellt und besteht wie M1 aus fünf Kanten. Es
gilt |M1[G1]| < |M2[G1]| und |M1[G2]| > |M2[G2]|, was bedeutet, dass der ausgewählte
Pfad P1 zwar M1[G1]-augmentierend ist, aber zu einer Verkleinerung von M1[G2] führt.
Auch ein erneutes Erweitern anhand des jetzt kürzesten augmentierenden Pfades 5, C, 2,
A in G2 würde wieder zu MatchingM1 führen, denn in diesem Fall müsste auch 2 in G1 mit
A matchen, sodass 1 keinen Matchingpartner mehr hat. Das Ergebnis ist, dass die Stan-
dardvariante des Hopcroft-Karp-Algorithmus in diesem Beispiel zu einer Endlosschleife
führt.
Wird im ersten Schritt allerdings P2 zum Erweitern ausgewählt, so entsteht das Mat-
ching M3 aus (e). Hierbei müssen in G2 nur zwei Kanten umgesetzt werden und M3 ist
perfekt. Der Algorithmus Bipartites Matching könnte diese Lösung finden, er kann aber
auch wie der Hopcroft-Karp-Algorithmus in die Endlosschleife geraten.
Aus diesem Beispiel kann der Schluss gezogen werden, dass beide vorgestellte Matchin-
galgorithmen nicht zwangsläufig auch valide, das heißt insbesondere perfekte, Matchings
in Anfragegraphen finden. Auch ist die Wahl des augmentierenden Pfades von zentraler
Bedeutung. Zusätzlich ist an dieser Stelle nicht klar, dass die Grundidee, Matchings mit-
hilfe von augmentierenden Pfaden zu vergrößern, auch in Anfragegraphen möglich ist. Die
Existenz solcher Pfade kann zwar aus dem Beweis des Satzes von Berge20 analog auch
für Anfragegraphen gefolgert werden. Dass das Augmentieren anhand von Pfaden auch
das Matching vergrößert, ist hingegen nicht offensichtlich und müsste jeweils getestet wer-
den. Das bedeutet, für alle Knoten außerhalb des augmentierenden Pfades, die durch die
Validitätseigenschaft ebenfalls „umgematcht“ werden müssen, könnten sämtliche in Fra-
ge kommenden Matchingpartner ausprobiert werden. Falls dabei ein größeres Matching
gefunden wird, kann der Augmentationsschritt angewendet werden.
Auf eine konkrete Angabe eines entsprechenden Algorithmus wird an dieser Stelle ver-
zichtet, da dieser nur wenig effizienter ist als ein Brute-Force-Ansatz und insbesondere
exponentielle Laufzeit hat. Stattdessen wird im nächsten Kapitel ein viel eleganterer Weg
gezeigt, mit dem valide Matchings in Anfragegraphen bestimmt werden können.
3.8 Berechnung von Matchings mithilfe linearer
Programmierung
3.8.1 Konstruktion des ganzzahligen linearen Programms
Eine andere Möglichkeit, um größte Matchings in bipartiten Graphen zu bestimmen, wur-
de in Kapitel 1.7.4 vorgestellt. Dabei wird aus dem Matchingproblem ein ganzzahliges
lineares Programm (ILP) erstellt. Die optimale Lösung dieses ILP entspricht einem größ-
ten Matching in einem gegebenen Graphen. Da Matchings in Anfragegraphen zusätzlich
noch valid sein müssen, muss die vorgestellte Transformation angepasst werden.
20Vgl. Satz 1.1 auf Seite 15.
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Sei G = (G1, . . . , Gn) ein Anfragegraph. Die Grundidee der bereits vorgestellten Model-
lierung bleibt erhalten. Das bedeutet, es wird für jede Kante eine 0-1-Variable eingeführt,
die genau dann 1 ist, wenn die Kante zum Matching gehört. Da Kanten in verschiedenen
Teilgraphen Gi und Gj zwischen Tupel- und SA-Knoten, die jeweils dasselbe Label haben,
nicht unabhängig voneinander in validen Matchings vorkommen, wird jeweils dieselbe Va-
riable verwendet. Das bedeutet, für jede Kante zwischen einem Tupelknoten, der mit t
gelabelt ist, und einem SA-Knoten, der mit s gelabelt ist, wird eine Variable xts ∈ {0, 1}
erzeugt. Sie ist genau dann 1, wenn t in jedem Teilgraphen, in dem ein Tupelknoten mit
Label t vorkommt, mit s matcht.
Um die Matchingbedingung zu modellieren, wird zwischen Tupel- und SA-Knoten un-
terschieden. Jedem Tupel t weise δs die Menge aller SA-Labels zu, mit denen t über eine
Kante verbunden ist. Analog weise δt jedem SA-Wert s in einem Teilgraphen Gi eine Men-
ge von Tupellabels zu.21 Da jeder Tupelknoten vt in einem validen Matching von genau
einer Kante überdeckt wird, muss für jedes dazugehörige Tupel t∑
s∈δs(t)
xts = 1 (3.1)
gelten. Für jedes Tupel wird somit nur eine Gleichung erzeugt, unabhängig davon, in wel-
chen Teilgraphen es vorkommt. Zwischen SA-Knoten mit gleichem Label in verschiedenen
Teilgraphen bestehen keine Abhängigkeiten, wodurch sie für jeden Teilgraphen gesondert
betrachtet werden. Weiterhin sind die Kanten zwischen einem Tupelknoten vt und zwei
verschiedenen SA-Knoten, die das gleiche Label s besitzen, mit derselben Variable xts be-
zeichnet worden. Daher können die Bedingungen für SA-Knoten mit identischem Label s
pro Teilgraph Gi zusammengefasst werden. Bezeichne nGi(s) die Anzahl der SA-Knoten
in Gi mit Label s, dann muss die Gleichung∑
t∈δt(s)
xts = nGi(s) (3.2)
für alle 1 ≤ i ≤ n und jeden SA-Wert s erstellt werden. Die Zielfunktion des ganzzahligen





Zusammenfassend entsteht zu einer gegebenen Folge von Anfragegraphen G = (G1, . . . ,








xts = 1, für alle Tupel t in G,
∑
t∈δt(Gi,s)
xts = nGi(s), für alle Gi ∈ G, SA-Werte s in Gi,
xts ∈ {0, 1}, für alle (t, s) ∈ E(G)
⎫⎬⎭ .
(3.4)
21δs(t) := {s | (t, s) ∈ E(G)}, δt(Gi, s) := {t | (t, s) ∈ E(Gi), Gi ∈ G}
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Offensichtlich hat jede Lösung von PM (G) nach Gleichung 3.1 den Wert |{t | (t, s) ∈
E(G)}|, ist damit optimal und entspricht einem validen Matching in G. Das Erstellen
der ganzzahligen linearen Programme wird im Folgenden für die anfangs dieses Kapitels






1: x1A + x1B + x1C = 1
2: x2A + x2B + x2C = 1
3: x3A + x3B + x3C = 1
4: x4A + x4B + x4C = 1
G1, A : x1A + x2A + x3A + x4A = 2
G1, B : x1B + x2B + x3B + x4B = 1
G1, C : x1C + x2C + x3C + x4C = 1
(b) Nebenbedingungen von PM (G(1))
Abbildung 3.13: ILP für G(1) = (G1)
In Abbildung 3.13 ist in (a) der Anfragegraph G(1) = (G1) dargestellt.22 Für die vier
Knoten der Tupel 1, 2, 3 und 4 wird jeweils eine Nebenbedingung analog zu Gleichung 3.1
erstellt (siehe (b)). Dabei stehen beispielsweise die Variablen xtA für alle Kanten, die
zwischen dem Knoten für t und einem der beiden SA-Knoten für A verlaufen. Für die SA-
Werte A, B und C wird analog zu Gleichung 3.2 jeweils eine Bedingung erstellt. Während in
G1 zwei Knoten mit Label A vorkommen und dementsprechend nG1(A) = 2 gilt, existiert
nur ein Knoten mit SA-Label B beziehungsweise C. Die weiteren Bedingungen xts ∈
{0, 1} für alle t und s sind aus Platzgründen in (b) und in den folgenden Beispielen nicht
dargestellt.
Eine mögliche Lösung von PM (G(1)) ist
x1B = x2A = x3A = x4C = 1
und xts = 0 für alle anderen Variablen. Sie entspricht einem Matching, das aus den Label-
kanten (1, B), (2, A), (3, A) und (4, C) besteht und bereits in Abbildung 3.5 auf Seite 78
dargestellt wurde. Da im Graphen genau vier Tupel vorkommen, hat jede optimale Lösung
den Wert 4.
Für die Folge von Anfragegraphen G(2) = (G1, G2) aus Abbildung 3.14 sind in (b) die
entsprechenden Nebenbedingungen des Problems PM (G(2)) dargestellt. Der Graph G1 aus
G(2) unterscheidet sich zu dem aus G(1) durch eine fehlende Kante (1, C). Demzufolge gibt
es keine Variable x1C im linearen Programm. Wie oben beschrieben müssen die Bedin-
gungen für die SA-Werte für jeden Teilgraphen G1 und G2 gesondert erstellt werden und
führen zu den angegebenen Gleichungen. Eine mögliche Lösung23 des ILP ist
x1A = x2A = x3B = x4C = x5B = x6B = x7D = 1,
22Vgl. Abbildung 3.2 auf Seite 76.
23Erneut haben alle nicht aufgeführten Variablen den Wert 0.
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1: x1A + x1B = 1
2: x2A + x2B + x2C = 1
3: x3A + x3B + x3C = 1
4: x4A + x4B + x4C = 1
5: x5A + x5B + x5D = 1
6: x6A + x6B + x6D = 1
7: x7A + x7B + x7D = 1
G1, A : x1A + x2A + x3A + x4A = 2
G1, B : x1B + x2B + x3B + x4B = 1
G1, C : x2C + x3C + x4C = 1
G2, A : x1A + x5A + x6A + x7A = 1
G2, B : x1B + x5B + x6B + x7B = 2
G2, D : x5D + x6D + x7D = 1
(b) Nebenbedingungen von PM (G(2))
Abbildung 3.14: ILP für G(2) = (G1, G2)
die dem Originalmatching von G(2) entspricht, das heißt dem Matching, welches aus allen
horizontalen Kanten besteht (vgl. Matching M1.1 in Abbildung A.7c auf Seite 276).
In Abbildung 3.15 ist ein letzter Anfragegraph zur Folge hinzugefügt worden. Da die
Graphen G1 und G2 identisch zu denen aus G(2) sind, müssen zu PM (G(2)) nur Gleichungen
hinzugefügt werden, um PM (G(3)) zu erstellen. Es entstehen Gleichungen für das neue
Tupel 8 und den neuen Graphen G3. Auch hier entspricht jede optimale Lösung einem
validen Matching in G(3).
3.8.2 Relaxation der Nebenbedingungen
In Kapitel 1.7.5 wurde gezeigt, dass das Bestimmen von Matchings in bipartiten Gra-
phen mithilfe ganzzahliger linearer Programmierung in Polynomialzeit möglich ist. Der
Grund dafür war, dass die Ganzzahligkeitsbedingungen des Programms weggelassen wer-
den konnten, ohne dass sich die Lösungsmenge entscheidend verändert hat. Somit wurde
ein sogenanntes relaxiertes lineares Programm erstellt, das im Gegensatz zum ganzzah-
ligen Fall in Polynomialzeit gelöst werden konnte. Für die hier vorgestellte Modellierung
von Anfragegraphen ist dieses Vorgehen aber nicht korrekt. Das bedeutet, die Relaxation
führt zu optimalen Lösungen, denen kein Matching entspricht und bei denen auch keine
ganzzahlige Lösung existiert. Im Folgenden wird diese Behauptung anhand eines Beispiels
veranschaulicht.
Abbildung 3.16 zeigt in (a) eine gegebene Folge von Anfragegraphen G. Die dazugehöri-
gen Nebenbedingungen des ganzzahligen linearen Programms PM (G) sind als Gleichungs-
system in (b) angegeben. Die entsprechende Matrixschreibweise ist in (c) aufgeführt. Die
Bedingungen xts ∈ {0, 1} für alle t und s können nach Satz 1.7 auf Seite 33 weggelassen
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1: x1A + x1B = 1
2: x2A + x2B + x2C = 1
3: x3A + x3B + x3C = 1
4: x4A + x4B + x4C = 1
5: x5A + x5B + x5D = 1
6: x6A + x6B + x6D = 1
7: x7A + x7B + x7D = 1
8: x8A + x8B + x8C + x8D = 1
G1, A : x1A + x2A + x3A + x4A = 2
G1, B : x1B + x2B + x3B + x4B = 1
G1, C : x2C + x3C + x4C = 1
G2, A : x1A + x5A + x6A + x7A = 1
G2, B : x1B + x5B + x6B + x7B = 2
G2, D : x5D + x6D + x7D = 1
G3, A : x2A + x5A + x7A + x8A = 1
G3, B : x2B + x5B + x7B + x8B = 1
G3, C : x2C + x8C = 1
G3, D : x5D + x7D + x8D = 1
(b) Nebenbedingungen von PM (G(3))
Abbildung 3.15: ILP für G(3) = (G1, G2, G3)
werden, wenn die Matrix A total unimodular ist. In diesem Fall wäre die Relaxation exakt
und das Problem in polynomieller Zeit lösbar.24 Da aber die Teilmatrix
AA =
x1A x2A x3A⎛⎝ ⎞⎠1 1 0 G1, A0 1 1 G2, A
1 0 1 G3, A
nach dem Laplaceschen Entwicklungssatz [50] (Entwicklung nach der ersten Zeile) die
Determinante
det(AA) = 1 · 1− 1 · (−1) + 0 = 2
hat, kann A nicht total unimodular sein. Weiterhin ist
x1A = x1B = x2A = x2B = x3A = x3B = 0,5
24Es ist leicht zu sehen, dass die Inzidenzmatrizen der einzelnen Graphen G1, G2 und G3 zwar in A
enthalten sind, A selbst aber nicht die Inzidenzmatrix eines Graphen ist. Demzufolge gilt Korollar 1.9
nicht, das besagt, dass bipartite Graphen eine total unimodulare Inzidenzmatrix haben.
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1: x1A + x1B = 1
2: x2A + x2B = 1
3: x3A + x3B = 1
G1, A : x1A + x2A = 1
G1, B : x1B + x2B = 1
G2, A : x2A + x3A = 1
G2, B : x2B + x3B = 1
G3, A : x1A + x3A = 1
G3, B : x1B + x3B = 1
(b) Nebenbedingungen des ILP
x1A x1B x2A x2B x3A x3B⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
1 1 1 0 0 0 0
2 0 0 1 1 0 0
3 0 0 0 0 1 1
G1, A 1 0 1 0 0 0
G1, B 0 1 0 1 0 0
G2, A 0 0 1 0 1 0
G2, B 0 0 0 1 0 1
G3, A 1 0 0 0 1 0



























(c) Nebenbedingungen in Matrixschreibweise Ax = b
Abbildung 3.16: Eine Folge von Anfragegraphen G = (G1, G2, G3) und Nebenbedingungen
des dazugehörigen ILP für QGM. Zusätzlich gilt xts ∈ {0, 1} für alle
t ∈ {1, 2, 3} und s ∈ {A, B}.
eine optimale Lösung der LP-Relaxation mit dem Wert ∑xts = 3. Sie entspricht aber
keinem Matching, da die Variablen xts nur die Werte 0 oder 1 annehmen können. Da
es keine weitere Lösung gibt,25 ist die LP-Relaxation für dieses Beispiel nicht exakt. Die
Ganzzahligkeitsbedingungen können folglich nicht weggelassen werden und das Problem
ist im Allgemeinen nicht in Polynomialzeit lösbar.
Das Ergebnis dieser Überlegungen ist, dass QGM zwar mithilfe linearer Programmie-
rung gelöst werden kann, dazu aber ein ganzzahliges lineares Programm erstellt werden
muss. Die Berechnung einer optimalen Lösung ist dann mit Standardverfahren möglich,
hat allerdings exponentielle Laufzeit.
25Aus den Nebenbedingungen folgt für jede Lösung x1A = x1B = x2A = x2B = x3A = x3B, was genau
dann erfüllt ist, wenn alle Variablen den Wert 0,5 haben.
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3.8.3 Lösungsalgorithmus
Als Zusammenfassung der vorigen Betrachtungen wird nun ein Algorithmus vorgestellt,
der das Problem SA-Werteverteilung löst. Sei dazu eine Folge von Anfragen Q(n) mit
dazugehörigen Ergebnissen R(n), ein Tupel t und ein SA-Wert s gegeben. Gesucht ist eine
SA-Werteverteilung w, die das Paar (t, s) enthält.
Zuerst wird aus den Anfragen beziehungsweise Ergebnissen eine Folge von Anfragegra-
phen G(n) erstellt, in denen ein Matching M(n) bestimmt werden soll. Damit dieses die
Kante (t, s) auf jeden Fall enthält, wird sie inklusive beider Endknoten aus allen Teil-
graphen entfernt. Für den modifizierten Graphen wird das ganzzahlige lineare Programm
PM (G) konstruiert, welches mit Standardverfahren gelöst werden kann. Dabei entspricht
eine Lösung von PM (G) einem validen Matching in G(n), welches wiederum in eine SA-
Werteverteilung w transformiert werden kann. Für jede Kante (t′, s′) des Matchings wird
das Paar (t′, s′) in die Verteilung aufgenommen. Algorithmus 3.1 stellt das vorgestellte
Verfahren um.
Algorithmus 3.1 Berechne SA-Werteverteilung
Eingabe: Q(n) = (Q1, . . . , Qn): Folge von Anfragen, R(n) = (R1, . . . , Rn): Folge von
dazugehörigen Ergebnissen, t: Tupel, s: SA-Wert
Ausgabe: w: SA-Werteverteilung von R(n) mit (t, s) ∈ w, falls vorhanden
1: Erstelle zu Q(n) die dazugehörige Folge von Anfragegraphen G(n) = (G1, . . . , Gn)
2: Entferne aus allen Graphen Gi mit t ∈ Gi eine Kante (t, s) inkl. beider Endknoten
3: Gib Fehler aus, falls das nicht möglich
4: Erstelle ILP PM (G(n)) nach Formel 3.4
5: Berechne Lösung von PM (G(n)) mit beliebigem (exponentiellem) ILP-Algorithmus und
dazugehöriges Matching M(n)
6: Gib Fehler aus, falls keine Lösung existiert
7: Erstelle SA-Werteverteilung w mit: (t′, s′) ∈ w :⇔ (t′, s′) ∈M(n)
8: return w ∪ (t, s)
3.9 Test auf k-assign Anonymität
Mithilfe des Algorithmus Berechne SA-Werteverteilung kann überprüft werden, ob eine
gegebene Folge von Anfragen Q(n) mit Ergebnissen R(n) eine Verletzung der Privatsphä-
re darstellt oder nicht. Sei k-assign Anonymität das Privatsphärenkriterium, dann muss
getestet werden, ob für jedes Tupel t mindestens k SA-Werteverteilungen existieren, die t
jeweils einen anderen SA-Wert zuordnen. Für G(n) bedeutet das, dass für jedes t insgesamt
k Matchings existieren, bei denen der Matchingpartner von t jeweils ein anderes SA-Label
hat.
Algorithmus 3.2 stellt das entsprechende Vorgehen dar. Als Erstes wird für jedes Tupel
t ∈ R(n) eine Menge S potentieller SA-Werte berechnet. Das sind alle Werte, die in allen
Ergebnissen vorkommen, in denen auch t vorkommt. Diese Menge stellt eine Obermenge
aller möglicher sensibler Werte dar, die das Tupel haben kann. Als Zweites wird mithilfe
von Algorithmus 3.1 für jedes Element s ∈ S eine SA-Werteverteilung w bestimmt, die
das Paar (t, s) enthält. s gehört genau dann zur Signatur von t, wenn w existiert. Aus
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Algorithmus 3.2 Teste k-assign Anonymität
Eingabe: Q(n) = (Q1, . . . , Qn): Folge von Anfragen, R(n) = (R1, . . . , Rn): Folge von
dazugehörigen Ergebnissen, k: natürliche Zahl
Ausgabe: true, falls R(n) k-assign anonym ist; false, andernfalls
1: for all Tupel t ∈ R(n) do
2: Bestimme Menge S möglicher SA-Werte von t (S := ⋂1≤i≤n mit t∈RTi R∗Si)
3: for all s ∈ S do
4: Teste mit Berechne SA-Werteverteilung, ob s in Signatur SigR(n)(t) von t
5: end for





der Signatur kann der Anonymitätsgrad aR(n)(t) abgelesen und testet werden, ob er klei-
ner als das eingegebene k ist. In diesem Fall liegt eine Verletzung der Privatsphäre vor
(vgl. Definition 3.7) und der Algorithmus gibt „false“ aus. Wenn alle Anonymitätsgrade
mindestens k sind, wird im letzten Schritt „true“ ausgegeben.
3.10 Alternative Darstellungen
Neben dem bisher beschriebenen Vorgehen, um das Wissen eines Angreifers zu berechnen,
existieren noch weitere Möglichkeiten, auf die an dieser Stelle kurz eingegangen wird.
Dabei werden die jeweiligen Nachteile erläutert, die dazu geführt haben, die Modellierung
mit Anfragegraphen zu wählen.
3.10.1 Modellierung mittels Hypergraphen
Ein Nachteil der Modellierung mit Anfragegraphen ist, dass für jede Anfrage beziehungs-
weise jedes Ergebnis ein Graph erstellt werden muss. Hinzu kommt, dass Matchings in
einzelnen Teilgraphen nicht unabhängig voneinander konstruiert werden können. Genau
dieser Zusammenhang führt dazu, dass die Lösung nicht mehr in Polynomialzeit berech-
net werden kann. Es wäre womöglich effizienter, wenn nur ein Graph ausreichen würde,
aus dem das gesamte Wissen des Angreifers abgeleitet werden kann. Um das Problem zu
vereinfachen, sollte zum Beispiel jedes Tupel nur durch einen Knoten repräsentiert werden.
In Abbildung 3.17 ist in (a) eine Folge von Anfragegraphen G gegeben. Werden diese drei
Teilgraphen beispielsweise zu einem Gesamtgraphen vereinigt, in dem es für jedes Tupel
genau einen Knoten und für jeden in einem Ergebnis zu einer Anfrage vorkommenden SA-
Wert einen Knoten gibt, entsteht der Graph Gmerge aus (b). Es gilt, dass jedes Matching
in einem einzelnen Teilgraphen G1, G2 oder G3 auch ein Matching in Gmerge darstellt.
Daneben existieren mit M1 und M2 aus (c) auch Matchings, die jeweils alle Tupelknoten
überdecken und zusammen auch alle SA-Knoten.
Nichtsdestotrotz entspricht weder M1, M2 noch die Vereinigung beider Matchings einer
SA-Werteverteilung. Ein Grund dafür ist, dass in Gmerge nicht alle Informationen abgebil-
det werden, die auch in G enthalten sind. Beispielsweise geht aus G1 und G2 hervor, dass
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Abbildung 3.17: Alternative Modellierungsmöglichkeiten. Die farbigen Kanten in (c) stel-
len jeweils ein Matching in Gmerge dar, wobei Kanten aus M1 rot und
aus M2 blau gefärbt sind. Das Vereinigen von Graphen führt in diesem
Beispiel zu keiner korrekten Modellierung des Angreiferwissens. Die Mo-
dellierung mittels Hypergraphen H in (d) entspricht hingegen der Model-
lierung mit Anfragegraphen. H enthält insgesamt sechs Hyperkanten.
Tupel 1 und 3 denselben SA-Wert haben müssen. Diese Bedingung geht durch das Verei-
nigen aller Teilgraphen verloren und Tupel 1 kann durchaus mit einem anderen SA-Label
matchen als Tupel 3 (vgl. Matching M2).
Eine andere Möglichkeit, Graphen zusammenzufassen, ist in (d) dargestellt. Auch hier
wird für jedes Tupel und jeden in einem Ergebnis (bzw. Teilanfragegraphen) vorkom-
menden SA-Wert ein Knoten erstellt. Im Unterschied zu Gmerge enthält H aber mehrdi-
mensionale Kanten und ist somit ein Hypergraph. In der Grafik sind die SA-Knoten so
gezeichnet, dass Knoten aus demselben Anfragegraphen Gi in derselben Spalte stehen.
Eine Kante enthält immer genau einen Tupelknoten und für jeden Graphen Gi, in dem
das dazugehörige Tupel vorkommt, genau einen SA-Wert, der ebenfalls in Gi vorkommt.
Die SA-Werte innerhalb einer Kante sind dabei identisch. Beispielsweise steht die oberste
Kante e = {1, A, A} für Tupel 1, das in G1 und G3 jeweils zusammen mit einem SA-Knoten
mit Label A vorkommt.
Ein Matching in H ist eine Menge von Hyperkanten, die keine gemeinsamen Knoten be-
sitzen. Da jede Kante genau einen Tupelknoten beinhaltet, besteht ein perfektes Matching
aus genau n Kanten, wenn n die Anzahl der Tupel ist. Da jeder Knoten überdeckt ist, kann
es leicht in ein valides Matching in G überführt werden. Dazu wird für jede Hyperkante,
die ein Tupel t und mehrere Knoten mit SA-Wert s enthält, in G eine Kante (t, s) erstellt.
Durch die Konstruktion des Hypergraphen ist gewährleistet, dass in jedem Teilgraphen
Gi ∈ G eine solche Kante existiert. Auf diese Weise kann analog eine SA-Werteverteilung
erstellt werden. Im Beispiel in Abbildung 3.17 gibt es allerdings weder ein valides Matching
in G noch ein perfektes Matching in H.
Auf einen Beweis der Äquivalenz der Darstellungen mittels Hypergraphen und Anfra-
gegraphen wird an dieser Stelle verzichtet, ebenso auf eine weitere Betrachtung dieser
Variante. An Abbildung 3.17d lässt sich erahnen, dass die Darstellung größerer Hypergra-
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phen, die aus Anfragen beziehungsweise Ergebnismengen konstruiert werden, sehr schnell
unübersichtlich werden kann. Auch bietet die Theorie der einfachen Graphen viele De-
finitionen, Theoreme und Vereinfachungen, die das Verwenden von Anfragegraphen ent-
scheidend verbessert. Daher werden in der vorliegenden Arbeit Anfragegraphen für die
Modellierung des Angreiferwissens verwendet.
3.10.2 Modellierung als Constraint-Satisfaction-Problem
Viele Aufgabenstellungen in der Informatik, insbesondere im Bereich der künstlichen In-
telligenz, lassen sich als Constraint-Satisfaction-Problem (CSP, zu deutsch in etwa Bedin-
gungserfüllungsproblem) beschreiben. Ein CSP besteht im Allgemeinen aus einer Menge
von Variablen {x1, . . . , xn} und einer Menge von Constraints {C1, . . . , Cm}. Jeder Varia-
blen xi ist eine Domäne Di möglicher Werte zugeordnet. Constraints schränken Kombina-
tionen von Werten bestimmter Variablen ein.26 Eine Lösung eines CSP ist eine Belegung
aller Variablen mit Werten aus ihrer jeweiligen Domäne, sodass alle Constraints erfüllt
sind. In speziellen Fällen soll die Lösung eine zusätzliche Funktion maximieren.
Das in der vorliegenden Arbeit eingeführte Problem QGM kann als CSP modelliert
werden. Das ist offensichtlich, da bereits in Kapitel 3.8 gezeigt wurde, wie QGM als ganz-
zahliges lineares Programm dargestellt werden kann. Die entstehenden Nebenbedingungen
sind nichts anderes als Constraints, die durch eine (zulässige) Lösung erfüllt werden müs-
sen. An dieser Stelle ist erkennbar, dass durch lineare Constraints bereits ein Spezialfall
des generelleren Ansatzes als CSP entsteht. Das motiviert die Verwendung der speziali-
sierten Algorithmen aus dem Bereich der linearen Programmierung anstelle allgemeiner
Lösungsverfahren für CSPs.
Einen Überblick über Constraint-Satisfaction-Probleme geben Russell und Norvig [122]
sowie Barták [6].
Zusammenfassung
Um den Schutz der Privatsphäre bei der Anfragebearbeitung zu garantieren, werden die
Schlussfolgerungen, die ein Angreifer aus den Ergebnissen seiner Anfragen ziehen kann,
beschränkt. Das Ziel dabei lautet, dass es nicht möglich sein darf, Individuen ihre sensiblen
Werte eindeutig zuzuordnen. Insbesondere müssen für jedes Individuum mindestens k
sensible Werte existieren, aus denen der Angreifer den tatsächlichen Wert nicht ableiten
kann. Dieses Prinzip wird durch den Begriff der k-assign Anonymität umgesetzt.
Das Wissen eines Angreifers aus den Ergebnissen seiner Anfragen kann als Menge aller
validen Matchings in einer Folge von Anfragegraphen dargestellt werden. k-assign Anony-
mität kann darin überprüft werden, indem Matchings mit bestimmten Kanten berechnet
werden. Im Unterschied zu einfachen Graphen ist das Matchingproblem in Anfragegraphen
jedoch NP-vollständig und kann beispielsweise mithilfe ganzzahliger linearer Programmie-
rung gelöst werden. Damit existiert zwar ein Algorithmus, der den Schutz der Privatsphäre
bei der Anfragebearbeitung garantiert, jedoch hat dieser exponentielle Laufzeit. Hieraus
entsteht die Motivation, in den nächsten Kapiteln einen Approximationsalgorithmus vor-
zustellen, der die Einhaltung des Schutzkriteriums in Polynomialzeit sicherstellt.
26Constraints können als Relationen über Teilmengen der Variablenmenge angesehen werden.
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In Kapitel 3 wurde gezeigt, wie der Schutz der Privatsphäre bei der Anfragebearbeitung
durch das Bestimmen von validen Matchings in Graphen gewährleistet werden kann. Da
das entstehende Matchingproblem NP-vollständig ist, liegt es nahe, Approximationsalgo-
rithmen mit polynomieller Laufzeit anzugeben. In diesem Kapitel werden zunächst Anfor-
derungen definiert, die dabei gelten sollen (Kapitel 4.1), und Möglichkeiten einer Approxi-
mation ausgelotet (Kapitel 4.2). Danach werden Matchings in Anfragegraphen klassifiziert,
um in den folgenden Kapiteln die Matchings benennen zu können, die für die Approxi-
mation verwendet werden (Kapitel 4.3). Insbesondere sind dazu weitere Einschränkungen
nötig, die erst beim Vorstellen der Algorithmen in den Kapiteln 5 und 7 vollständig er-
läutert werden (Kapitel 4.4). Ein weiterer Vorgriff ist die Einführung einer geeigneten
Darstellungsform für Matchings, die später für die polynomielle Laufzeit der Verfahren
sorgt (Kapitel 4.5).
4.1 Anforderungen an Approximationsalgorithmen
Als Modell für den Schutz der Privatsphäre bei der Bearbeitung von Anfragen wurde in
Kapitel 3 k-assign Anonymität eingeführt. Durch die Bestimmung von SA-Werteverteilun-
gen beziehungsweise validen Matchings in einem Anfragegraphen kann berechnet werden,
für welches k dieses Kriterium erfüllt ist. Der Einfachheit halber wird in diesem und in
den folgenden Kapiteln hauptsächlich nur noch das Berechnen von validen Matchings be-
trachtet und vorausgesetzt, dass jeder Graph zu einer vorigen Anfrage konstruiert wurde
und dass aus den gefundenen Matchings SA-Werteverteilungen bestimmt werden können.
Sei G(n) eine Folge von Anfragegraphen, in denen valide Matchings berechnet werden
sollen. Für einen Approximationsalgorithmus zu diesem Problem können zwei orthogo-
nale Ansätze angegeben werden. Zum einen kann ein Verfahren gesucht werden, das in
Polynomialzeit Kantenmengen bestimmt, die Näherungen für valide Matchings darstellen.
Beispielsweise könnte eine solche Menge nicht alle Tupelknoten überdecken und damit
kein perfektes Matching1 darstellen. Diese Idee ist aber für das zugrunde liegende Szena-
rio fragwürdig, denn sie stellt den Schutz der Privatsphäre nur zu einem bestimmten Teil
oder mit einer gewissen Wahrscheinlichkeit sicher. Ob nämlich tatsächlich ein valides Mat-
ching existiert, kann auf diese Weise nicht abschließend geklärt werden, sodass k-assign
Anonymität nicht vollkommen garantiert werden kann.
Aus diesem Grund wird in der vorliegenden Arbeit ein anderer Ansatz verfolgt. Das
Ziel besteht darin, nicht alle validen Matchings zu berechnen, sondern nur die, die auch
in polynomieller Zeit gefunden werden können. Damit kann für jedes berechnete Mat-
ching eine SA-Werteverteilung angegeben und k-assign Anonymität abgeschätzt werden.
Die Approximation liegt demnach darin, dass nicht alle Matchings beziehungsweise SA-
Werteverteilungen gefunden werden. Somit wird auch nicht das komplette Wissen des
1Valide Matchings in Anfragegraphen sind per Definition perfekt.
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Angreifers repräsentiert, sondern nur ein Teil davon. Gleichzeitig wird der Wert für k nach
unten abgeschätzt. Der tatsächliche, das heißt exakt berechnete, Wert für k kann niemals
kleiner sein als der durch die Approximation ermittelte Wert. Daraus folgt, dass zwar
fälschlicherweise eine Verletzung der Privatsphäre beim Unterschreiten des vorgegebenen
k entdeckt werden könnte, obwohl keine Verletzung vorliegt. Jede tatsächliche Verletzung
wird aber auch gefunden. Folglich können nur sogenannte „false positives“, aber keine „fal-
se negatives“ vorkommen und der Schutz der Privatsphäre ist in jedem Fall gewährleistet.
Neben der polynomiellen Laufzeit stellt das das wichtigste Ziel der Approximation dar.
Die entscheidende Frage bei diesem Ansatz lautet, wie Matchings in Polynomialzeit be-
stimmt werden können. Die Lösung beinhaltet den Schritt, Matchings rekursiv aus bereits
bekannten Matchings zu berechnen. Konkret heißt das, dass Matchings für einen Anfrage-
graphen G(n) = (G1, . . . , Gn) aus den Matchings für G(n−1) = (G1, . . . , Gn−1) konstruiert
werden. Wenn also G(n) gegeben ist, dann werden zunächst nur Matchings in G1, dann
in (G1, G2), dann in (G1, G2, G3) und so weiter berechnet. Zum Schluss erst werden die
Matchings für (G1, . . . , Gn) bestimmt. Wie nun tatsächlich Matchings aus bekannten Mat-
chings konstruiert werden, wird in den Kapiteln 5 und 7 gezeigt. In diesem Kapitel steht
die Frage im Vordergrund, welche Matchings für den beschriebenen Ansatz verwendet wer-
den, aus denen später effizient andere Matchings berechnet werden können. Als größtes
Problem stellt sich dabei heraus, dass die Anzahl aller in Frage kommenden Matchings in
einem Anfragegraphen exponentiell in der Anzahl der Tupel sein kann. Es wird deshalb
gezeigt, dass einerseits nicht alle Matchings für diesen Ansatz betrachtet werden müssen.
Andererseits wird auch bewusst auf die Konstruktion einiger Matchings verzichtet, um
später einen polynomiellen Algorithmus zu erhalten. Dabei spielt ebenfalls eine große Rol-
le, wie Matchings in einer geeigneten Datenstruktur gespeichert werden, um später effizient
darauf zugreifen zu können. In diesem Zusammenhang wird auch von der Modellierung
von Matchings gesprochen.
4.2 Approximation des Angreiferwissens
Das Wissen des Angreifers aus einer Folge von gegebenen Anfragen beziehungsweise Er-
gebnissen ist die Menge aller SA-Werteverteilungen. Im Allgemeinen existieren exponen-
tiell viele verschiedene solche Verteilungen. Sind zum Beispiel n Tupel und n verschie-
dene sensible Attributwerte in einem Ergebnis, so gibt es n! Permutation dieser Werte.
Entscheidend für k-assign Anonymität ist allerdings nur, welche verschiedenen SA-Werte
welchen Tupeln zugeordnet werden können. Es reicht daher aus, wenn es nur eine SA-
Werteverteilung gibt, die einem Tupel t den Wert s zuordnet. Für t spielt es keine Rolle,
dass es sogar (n− 1)! Permutationen gibt, die genau die gleiche Zuordnung von s zu t ge-
währleisten. Dementsprechend reichen n−1 Permutationen aus, um t jeden sensiblen Wert
genau einmal zuzuordnen. Bei n Tupeln sind somit nur n · (n − 1) = O(n2) verschiedene
SA-Werteverteilungen nötig, um die maximale Anzahl von SA-Werten zu bestimmen, die
jedem Tupel zugeordnet werden können. Damit kann die Gültigkeit des Schutzkriteriums
bestätigt oder, falls einige der Zuordnungen nicht möglich sind, widerlegt werden.
Beispiel 4.1 Sei Q1 die Anfrage, die bereits in Kapitel 3.2 eingeführt wurde. Das Er-
gebnis R1 (siehe Tabelle 3.4 auf Seite 69) besteht aus vier Tupeln für Alison (1), Ben
(2), Clark (3) und Debra (4) sowie den SA-Werten A, A, B und C. Insgesamt gibt es
4!
2! = 12 Permutationen beziehungsweise SA-Werteverteilungen und jeder Wert kann je-
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ID Name 1 4 9 10
1 Alison A A B C
2 Ben A B C A
3 Clark B C A A
4 Debra C A A B
(a) SA-Werteverteilungen Nr. 1
ID Name 1 2 3 6 7 11
1 Alison A A A A B C
2 Ben A A B C A A
3 Clark B C A B A B
4 Debra C B C A C A
(b) SA-Werteverteilungen Nr. 2
Tabelle 4.1: Approximation des Angreiferwissens aus R1
dem Tupel zugeordnet werden (vgl. Tabelle 3.5 auf Seite 70). In Tabelle 4.1 sind in (a) nur
vier dieser Verteilungen angegeben, die ebenfalls gewährleisten, dass jeder SA-Wert jedem
Tupel mindestens einmal zugeordnet werden kann. Die Nummerierung entspricht dabei
derselben Bezeichnung wie in Tabelle 3.5. Ein Angreifer, der nur diese vier Verteilungen
kennt, weiß bezüglich der SA-Werte im Prinzip genauso viel wie jemand, der alle zwölf
SA-Werteverteilungen kennt. Die daraus abgeleitete k-assign Anonymität ist bei beiden
gleich. Es würde daher für die erste Anfrage ausreichen, nur die vier in (a) dargestellten
SA-Werteverteilungen beziehungsweise äquivalenten Matchings zu modellieren.
In (b) sind sechs SA-Werteverteilungen angegeben, die zusammen ebenfalls garantie-
ren, dass jeder Wert jedem Tupel zugeordnet werden kann. Es sind zwar insgesamt mehr
Verteilungen als in (a), dafür haben diese eine interessante Eigenschaft: In jeder SA-Werte-
verteilung außer der ersten gibt es nur zwei Tupel, denen ein anderer SA-Wert zugeordnet
wurde als ihr originaler. Die Originalverteilung ist dabei in der ersten Spalte dargestellt
und mit 1 nummeriert. Beispielsweise haben in Verteilung 2 die Tupel für Clark und Debra
einen anderen SA-Wert als in der Originalverteilung 1, während Alison und Ben jeweils ihr
originaler SA-Wert zugeordnet wird. Offensichtlich müssen in diesem Fall die SA-Werte
der betreffenden Tupel genau getauscht werden, das heißt, Clark hat den originalen SA-
Wert von Debra (C) und Debra den von Clark (B). In Verteilung 3 wurden wiederum die
SA-Werte von Ben und Clark vertauscht, in 6 die von Ben und Debra und auch in den
anderen Verteilungen gibt es genau zwei vertauschte SA-Werte. Diese Eigenschaft wird
später eine entscheidende Rolle spielen.
ID Name 1.1 1.3 2.1 6.1 7.3 9.1 9.4 SigR(3)(t)
1 Alison A A A A B B B A, B
2 Ben A A A C A C C A, C
3 Clark B B C B A A A A, B, C
4 Debra C C B A C A A A, B, C
5 Elaine B D B B B A B A, B, D
6 Fiona B B B B A B D A, B, D
7 Gary D B D D D D A A, B, D
8 Helen C C C A C B D A, B, C, D
Tabelle 4.2: Approximation des Angreiferwissens aus R(3) = (R1, R2, R3)
Beispiel 4.2 Sei R(3) = (R1, R2, R3) die Folge von Ergebnissen zu der bereits eingeführ-
ten Folge von Anfragen Q(3) = (Q1, Q2, Q3), für die es nach Tabelle 3.10 (siehe Seite 73)
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18 verschiedene SA-Werteverteilungen gibt. In Tabelle 4.2 sind nur sieben dieser Vertei-
lungen dargestellt, die zusammen ausreichen, um alle Zuordnungen von sensiblen Werten
zu Tupeln zu modellieren (vgl. Tabelle 3.11 auf Seite 73).
Das Ziel der Approximation des Angreiferwissens ist, nicht alle möglichen SA-Wer-
teverteilungen zu berechnen und abzubilden, sondern nur eine viel kleinere Teilmenge.
Diese soll insgesamt drei wichtige Eigenschaften erfüllen. Sie soll erstens nur polynomielle
Größe haben, denn der Algorithmus zur Berechnung der k-assign Anonymität soll nur po-
lynomielle Laufzeit haben. Zweitens sollen möglichst viele verschiedene Zuordnungen von
SA-Werten zu Tupeln abgebildet bleiben. Da das Berechnen von SA-Werteverteilungen im
Allgemeinen ein NP-vollständiges Problem ist,2 ist offensichtlich, dass an dieser Stelle nur
eine Näherung angegeben werden kann. Das bedeutet, es werden nicht alle Zuordnungen
von SA-Werten zu Tupeln gefunden, die tatsächlich möglich sind. Die dritte Eigenschaft
betrifft die Konstruktion der Verteilungen. Da die Idee ist, sie aus bereits zuvor berech-
neten Verteilungen zu bestimmen, dürfen auch nur solche betrachtet werden, für die diese
Berechnung in polynomieller Zeit möglich ist. Diese Eigenschaft wird erst in Kapitel 5
ausreichend geklärt.
Da SA-Werteverteilungen mithilfe von validen Matchings in Anfragegraphen berechnet
werden können, werden im Folgenden auch nur noch Matchings betrachtet. Der Vorteil
ist, dass daraus ein anschauliches Modell entsteht und auf viele Eigenschaften und Begriff-
lichkeiten von Graphen zurückgegriffen werden kann. Entsprechend den Vorbetrachtungen
lautet das Ziel, nicht alle Matchings zu berechnen, sondern nur eine kleinere Teilmenge.
Für diese gelten die gleichen Eigenschaften wie für die SA-Werteverteilungen, denen sie
entsprechen.
4.3 Klassifikation von Matchings
Für die weiteren Betrachtungen in diesem Kapitel muss die Menge aller validen Matchings
in Anfragegraphen so eingeschränkt werden, dass die zuvor definierten Anforderungen er-
füllt sind. Das bedeutet insbesondere, dass Matchings in polynomieller Zeit aus bereits
bekannten Matchings berechnet werden können. Zunächst wird dazu gezeigt, dass für den
Test auf k-assign Anonymität nicht alle Matchings benötigt werden. Es gibt Matchings,
auf deren Berechnung explizit verzichtet werden kann, da die daraus konstruierten Zu-
ordnungen von SA-Werten zu Tupeln auch aus anderen Matchings ableitbar sind. Die
resultierende Menge von Matchings ist die, die für die Abbildung des Angreiferwissens
benötigt wird.3 Aus ihr wird danach eine Teilmenge gebildet, die die gewünschten Eigen-
schaften besitzt und insbesondere polynomielle Größe hat. Diese dient als Approximation
des Angreiferwissens, das heißt als Näherung für die Menge aller SA-Werteverteilungen
beziehungsweise Zuordnungen von SA-Werten zu Tupeln. Abbildung 4.1 zeigt eine Klas-
sifikation, in die im Folgenden noch Kriterien eingefügt werden (vgl. Abbildung 4.16 auf
Seite 123).
2Vgl. Theorem 3.5 auf Seite 84.
3Hierbei ist jeweils vorausgesetzt, dass k-assign Anonymität das Kriterium zum Schutz der Privatsphäre
ist.
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Menge valider Matchings in Anfragegraphen (exponentiell)
für k-assign Anonymität benötigt (exponentiell)
Menge abgebildeter Matchings (polynomiell)
Abbildung 4.1: Modellierte Matchings
4.3.1 SA-Äquivalenz
Aus Kapitel 3 ist bekannt, dass zu jedem validen Matching in einem Anfragegraphen genau
eine äquivalente SA-Werteverteilung existiert. Umgekehrt kann es zu Verteilungen auch
mehrere äquivalente Matchings geben. Aus offensichtlichen Gründen müssen nicht meh-
rere Matchings modelliert werden, die dieselbe SA-Werteverteilung erzeugen. In diesem
Zusammenhang werden zueinander verschiedene Kanten, die dieselbe Labelkante besit-
zen, SA-äquivalent genannt.
Abbildung 4.2 zeigt in (b) einen Anfragegraphen G, der aus den Tupeln 1, 2 und 3 sowie
den SA-Werten A, A und B besteht. Die dazugehörige Datentabelle ist in (a) angegeben
(Spalten ID, Name und SA). Da in G ein SA-Label mehrfach vorkommt, existieren auch
SA-äquivalente Kanten. Bezeichne vt den Tupelknoten mit Label t und vA1 den oberen
sowie vA2 den mittleren SA-Knoten in (b). Dann sind die Kanten {v1, vA1} und {v1, vA2},
{v2, vA1} und {v2, vA2} sowie {v3, vA1} und {v3, vA2} jeweils SA-äquivalent zueinander. In
G gibt es insgesamt sechs verschiedene Matchings, die in (c) bis (h) dargestellt sind. Davon
erzeugen M1 und M2, M3 und M4 sowie M5 und M6 jeweils dieselbe SA-Werteverteilung,
sind aber graphentheoretisch jeweils verschiedene Matchings. In (i) sind für je zwei Mat-
chings die entsprechenden SA-äquivalenten Kanten aufgelistet, wobei hier vereinfacht nur
die Labelkanten angegeben sind.
Interessant sind die Beziehungen zwischen den drei Matchings M1, M5 und M6. M1
und M6 erzeugen zwar verschiedene SA-Werteverteilungen, enthalten aber SA-äquivalente
Kanten. Dahingegen gibt es zwischen M1 und M5 keine SA-äquivalenten Kanten, obwohl
M5 und M6 wiederum dieselbe SA-Werteverteilung haben. Um diesen Zusammenhang nä-
her zu untersuchen, wird der Begriff der SA-Äquivalenz auf Paare von Matchings ausge-
weitet. Dabei werden (vollständig) SA-äquivalente von partiell SA-äquivalenten Matchings
unterschieden. Erstere bestehen nur aus identischen oder SA-äquivalenten Kanten, wäh-
rend bei den zuletzt genannten zusätzlich auch völlig verschiedene Kanten vorkommen
dürfen.
Definition 4.1 (SA-äquivalent) Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen
und M,M′ zwei verschiedene valide Matchings in G. M′ ist genau dann partiell SA-
äquivalent bezüglich M, wenn es einen Tupelknoten vt ∈ V (G) mit zwei Kanten e =
{vt, vs} ∈ M und e′ = {vt, v′s} ∈ M′ gibt, für die gilt: vs ̸= v′s und vs =l v′s. M′ ist genau
dann (vollständig) SA-äquivalent bezüglich M, wenn für alle Tupelknoten vt ∈ V (G) und
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ID Name SA M1 M2 M3 M4 M5 M6
1 Alison A A A A A B B
2 Ben A A A B B A A
3 Clark B B B A A A A
(a) Datentabelle (Spalten ID, Name, SA) und SA-Wertever-





























M2 (1, A), (2, A)
M3 – (1, A)
M4 (1, A) – (1, A), (3, A)
M5 – (2, A) (3, A) –
M6 (2, A) – – (3, A) (2, A), (3, A)
Matching M1 M2 M3 M4 M5
(i) SA-äquivalente Kanten zwischen Matchings
Abbildung 4.2: SA-äquivalente Matchings in G1
je zwei Kanten e = {vt, vs} ∈ M und e′ = {vt, v′s} ∈ M′ gilt: vs =l v′s. Jeweils heißen e
und e′ SA-äquivalent zueinander und M wird das Bezugsmatching genannt.
In der Definition kann auf die Bedingung vs ̸= v′s bei vollständig SA-äquivalenten Mat-
chings verzichtet werden, da durch die Voraussetzung M ≠M′ bereits gewährleistet ist,
dass es mindestens zwei solche Knoten geben muss. Für identische Knoten vs = v′s gilt
nämlich immer auch vs =l v′s. Aufgrund der Symmetrie folgt, dass ein Matching M be-
züglich eines Matchings M′ genau dann SA-äquivalent ist, wenn auch die umgekehrte
Beziehung erfüllt ist. M und M′ heißen auch SA-äquivalent zueinander.
Beispiel 4.3 Für die Matchings in Abbildung 4.2 gilt, dass M1 und M2, M3 und M4
sowie M5 und M6 jeweils vollständig SA-äquivalent zueinander sind. Alle anderen Kom-
binationen von Matchings, für die in (i) mindestens eine SA-äquivalente Kante angegeben
ist, stellen jeweils partiell SA-äquivalente Matchings dar.
Offensichtlich ist jedes vollständig SA-äquivalente Matching auch partiell SA-äquivalent.
Eine weitere Eigenschaft wird in Korollar 4.1 festgehalten.
Korollar 4.1 Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und M,M′ zwei
verschiedene valide Matchings in G. WennM′ (vollständig) SA-äquivalent zuM ist, dann
sind die SA-Werteverteilungen von M und M′ identisch.
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Beweis: Die Behauptung folgt direkt aus den Definitionen 3.1 und 4.1.
Mithilfe der eingeführten Begriffe kann nun die Menge aller betrachteter Matchings be-
schränkt werden. Offensichtlich ist es nicht erforderlich, alle vollständig SA-äquivalenten
Matchings in einem Anfragegraphen zu bestimmen beziehungsweise für weitere Berech-
nungen zu speichern. Ein Matching, welches allerdings sehr einfach erstellt werden kann,
ist das OriginalmatchingMorig. Dieses kann direkt aus der Datentabelle abgelesen werden
und muss daher nicht explizit gespeichert werden. Somit kann auf die Modellierung von
Matchings verzichtet werden, die vollständig SA-äquivalent bezüglich Morig sind.
Ein ähnliches Resultat ergibt sich für partiell SA-äquivalente Matchings. Beispielsweise
haben M5 und M6 in Abbildung 4.2 dieselbe SA-Werteverteilung, aber nur M5 ist nicht
partiell SA-äquivalent bezüglich des Originalmatchings M1. Der folgende Satz besagt, dass
es ausreicht, nur Matchings zu betrachten, die nicht partiell SA-äquivalent sind.
Proposition 4.2 Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und M,M′
zwei verschiedene valide Matchings in G. Wenn M′ partiell, aber nicht vollständig SA-
äquivalent bezüglich M ist, existiert ein valides Matching M∗ ̸= M′, das nicht partiell
SA-äquivalent bezüglich M ist und die gleiche SA-Werteverteilung wie M′ besitzt.
Algorithmus 4.1 Transformiere SA-äquivalentes Matching
Eingabe: M,M′: valide Matchings, die partiell SA-äquivalent zueinander sind
Ausgabe: M∗: valides Matching, das nicht SA-äquivalent zu M ist und die gleiche SA-
Werteverteilung wie M′ hat
1: M∗ ←M′
2: for all SA-äquivalente Kanten {vt, vs} ∈ M′ und {vt, v′s} ∈ M do
3: v′t ← Matchingpartner von v′s in M′
4: M∗ ←M∗ − {v′t, v′s} − {vt, vs}+ {vt, v′s}+ {v′t, vs}
5: end for
6: return M∗
Beweis: Algorithmus 4.1 stellt ein iteratives Verfahren dar, um M∗ aus M′ zu kon-
struieren. Anfangs setze M∗ = M′. Danach werden alle SA-äquivalenten Kanten be-
trachtet. Das sind alle Kanten {vt, vs} ∈ M′, für die eine Kante {vt, v′s} ∈ M exis-
tiert mit vs ̸= v′s und vs =l v′s. Sei v′t der Tupelknoten mit {v′t, v′s} ∈ M′, dann setze
M∗ =M∗ − {v′t, v′s} − {vt, vs} + {vt, v′s} + {v′t, vs}. Durch jeden dieser Ersetzungsschrit-
te wird die betrachtete SA-äquivalente Kante durch eine Kante aus M ersetzt, wobei
die äquivalente SA-Werteverteilung nicht verändert wird. Die andere gelöschte Kante ist
jeweils nur in M′, aber nicht in M vorhanden, wodurch keine neuen SA-äquivalenten
Kanten entstehen können und das Verfahren terminiert. Das auf diese Weise entstehende
Matching M∗ ist offensichtlich valid und nicht partiell SA-äquivalent bezüglich M.
Beispiel 4.4 Die Eingabe für Algorithmus 4.1 seien die Matchings M1 und M6 aus Abbil-
dung 4.2, wobei M1 das Bezugsmatching sei. Da die einzigen SA-äquivalenten Kanten jene
sind, die zwischen dem Tupelknoten mit Label 2 und den beiden SA-Knoten mit Label
A verlaufen, wird die entsprechende (Label-)Kante (2, A) aus M6 entfernt. Der Matching-
partner von 2 in M1 ist der mittlere SA-Knoten, welcher in M6 mit 3 matcht. Folglich
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werden die Matchingpartner von 2 und 3 in M6 vertauscht und es entsteht das Matching
M5, welches nicht mehr partiell SA-äquivalent bezüglich M1 ist.
Werden Algorithmus 4.1 zwei vollständig SA-äquivalente Matchings übergeben, über-
führt das Verfahren das eine Matching in das andere.
Zusammenfassend gilt, dass Matchings, die partiell SA-äquivalent bezüglich des Ori-
ginalmatchings sind, nicht weiter betrachtet werden. Für das Beispiel in Abbildung 4.2
werden demnach neben M1 nur M3 und M5 modelliert. Proposition 4.2 garantiert, dass
jede mögliche SA-Werteverteilung weiterhin erzeugt werden kann.
Abschließend sei erwähnt, dass dieses Kriterium nur für die Wahl von genau einem Be-
zugsmatching gültig ist. Das bedeutet, alle verbleibenden Matchings sind nur bezüglich
des Originalmatchings nicht partiell SA-äquivalent. Untereinander können sie weiterhin
partiell SA-äquivalent sein. Zum Beispiel enthalten die modellierten Matchings M3 und
M5 aus Abbildung 4.2 die SA-äquivalente Kante (3, A). Damit aber Tupel 1 ein B zuge-
ordnet werden kann, muss den Tupeln 2 und 3 jeweils ein A zugeordnet werden. Diese
SA-Werteverteilung wird nur durch die Matchings M5 und M6 sichergestellt, wobei M6
nicht modelliert wird, da es partiell SA-äquivalent zu M1 ist. Ein analoges Argument gilt
für M3 und M4, sodass auch auf M3 nicht verzichtet werden kann.
4.3.2 Symmetrische Differenz von Matchings
Die folgenden drei Klassifikationen von Matchings basieren alle auf einer ähnlichen Idee.
Das Ziel ist, möglichst „einfache“ Matchings zu konstruieren. Einfach heißt in diesem
Zusammenhang, dass sich das Matching möglichst wenig von bereits bekannten anderen
Matchings unterscheiden soll. Da das Originalmatching immer leicht bestimmt werden
kann, wird es auch hier als Bezugsmatching verwendet. Im Allgemeinen gibt es meistens
mehrere Matchings, die eine Kante (t, s) enthalten und damit sicherstellen, dass der SA-
Wert s dem Tupel t zugeordnet werden kann. Von all diesen Matchings wird dasjenige
bevorzugt, das sich am wenigsten vom Originalmatching unterscheidet. Im Idealfall gibt es
in diesem Matching nur zwei Kanten, die keine Originalkanten sind. Das sind die Kanten
(t, s) und (t′, s′), wobei s′ der originale SA-Wert von t ist und t′ ein Tupel, das den
originalen Wert s hat. Der Vorteil dieses Ansatzes ist, dass die Differenz zwischen solchen
Matchings recht klein ist, was später die Grundlage für die polynomielle Laufzeit sein wird.
Um die Begriffe wie „einfaches Matching“ und „geringer Unterschied“ zu quantifizieren,
wird die symmetrische Differenz zwischen zwei Matchings M und M ′ in Graphen betrach-
tet. Sie ist die Menge aller Kanten, die in genau einem der beiden Matchings vorhanden
sind:
M ∆ M ′ = (M \M ′) ∪ (M ′ \M). (4.1)
M ∆M ′ induziert einen Graphen G∆, der aus allen Knoten und Kanten der symmetrischen
Differenz besteht:
G∆ = G[M ∆ M ′] = (V∆, E∆) mit
V∆ = {v ∈ e | Kante e ∈M ∆ M ′} und
E∆ = M ∆ M ′.
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Als Vereinfachung wird im Folgenden mit M ∆ M ′ immer der durch M ∆ M ′ induzierte
Graph G[M ∆ M ′] bezeichnet. Die symmetrische Differenz von Matchings hat eine sehr
nützliche Eigenschaft, die neben Anfragegraphen auch für beliebige einfache Graphen gilt.
Proposition 4.3 Seien G = (V, E) ein Graph und M, M ′ ⊆ E zwei perfekte Matchings
in G. Dann besteht der durch M ∆ M ′ induzierte Graph nur aus Kreisen gerader Länge.
Beweis: Der Beweis erfolgt indirekt. Sei v ein Knoten in G[M ∆ M ′] mit Grad 1. Dieser
Knoten ist entweder von M oder M ′ überdeckt und dadurch ist eines der beiden Matchings
nicht perfekt (Widerspruch zur Annahme). Sei v ein Knoten mit Grad ≥ 3, dann sind in
M oder M ′ mindestens zwei Kanten mit v inzident. Das widerspricht der Matchingde-
finition 1.8. Somit müssen alle Knoten Grad 2 haben und G[M ∆ M ′] besteht nur aus
Kreisen. Falls es einen Kreis ungerader Länge gibt, existiert aus Paritätsgründen erneut





























































(e) M2 ∆ M1
Abbildung 4.3: Symmetrische Differenz von Matchings. Farblich gleiche Kanten gehören
zum selben Matching.
Beispiel 4.5 Abbildung 4.3 zeigt einen Graphen G sowie die beiden perfekten Matchings
M1 und M2. In (d) ist die symmetrische Differenz M2∆M1 dargestellt, wobei blaue Kanten
aus M1 und rote Kanten aus M2 stammen. Da die Kante {3, C}4 in beiden Matchings
vorkommt, ist sie nicht in der symmetrischen Differenz enthalten. In (e) ist erneut M2 ∆
M1 dargestellt, wobei die Knoten zur besseren Übersicht anders angeordnet sind. Die
entstehenden Kreise haben die Längen 4 und 6.
4.3.3 ∆-minimale Matchings
Mithilfe der symmetrischen Differenz kann jetzt eine Aussage darüber getroffen werden, ob
ein Matching sich nur wenig oder sogar minimal von einem anderen Matching unterschei-
det. Das Ziel liegt dabei darin, in Anfragegraphen nur sogenannte minimale Matchings zu
4In diesem Beispiel wird von einfachen Graphen gesprochen, das heißt, mit 3 beziehungsweise C sind
tatsächlich die Knoten gemeint und keine Labels.
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berechnen. Dazu wird bewiesen, dass trotz dieser Einschränkung immer noch alle mögli-
chen Zuordnungen von SA-Werten zu Tupeln modelliert werden.
Seien M , M1 und M2 drei Matchings in einem einfachen Graphen. M unterscheidet
sich weniger von M1 als von M2, wenn die symmetrische Differenz M1 ∆ M eine echte
Teilmenge von M2 ∆ M ist. Demzufolge haben M und M1 mehr identische Kanten als M
und M2. Für diesen Zusammenhang wird der Begriff ∆-klein5 eingeführt.
Definition 4.2 (∆-klein) Seien G ein einfacher Graph und M, M1, M2 drei Matchings
in G. Dann ist M1 bezüglich M genau dann ∆-kleiner als M2 (notiert als M1 <∆M M2),
wenn M1 ∆ M ⊂M2 ∆ M gilt.
Zu einem gegebenen Matching M sind besonders die kleinsten solcher Matchings in-
teressant. Diese werden ∆-minimal6 genannt, während M erneut als Bezugsmatching be-
zeichnet wird.
Definition 4.3 (∆-minimales Matching für Graphen) Seien G ein einfacher Graph
und M , M ′ zwei perfekte Matchings in G. Dann ist M ′ genau dann ein ∆-minimales
Matching bezüglich M , wenn für alle zu M verschiedenen perfekten Matchings M∗ gilt:
M∗ ∆ M ̸⊂M ′ ∆ M .
Der Begriff der ∆-Minimalität ist nur für perfekte Matchings sinnvoll. Bei einem nicht
perfekten Matching ist jedes andere Matching ∆-minimal, das genau eine Kante mehr oder
weniger enthält. In diesem Fall enthält nämlich die symmetrische Differenz genau diese
eine Kante. Da valide Matchings in Anfragegraphen jedoch immer auch perfekt sind, ist
diese Einschränkung zumindest für sie nicht relevant. Weiterhin sei angemerkt, dass jedes
bezüglich M ∆-minimale Matching M ′ nicht zwangsläufig auch ∆-kleiner als jedes andere
Matching sein muss. Es ist nur gewährleistet, dass es kein ∆-kleineres Matching gibt.
Somit kann nicht von einem ∆-kleinsten Matching oder Minimum7 gesprochen werden.
(a) G (b) M (c) M1 (d) M1 ∆ M (e) M2 (f) M2 ∆ M (g) M3 (h) M3 ∆ M
Abbildung 4.4: Beispiel 1 für ∆-minimale Matchings
5ausgesprochen: delta-klein
6ausgesprochen: delta-minimal
7Für ein kleinstes Element oder Minimum gilt immer, dass alle anderen Elemente größer oder gleich groß
sind. Im Fall von Matchings gibt es aber Elemente, die nicht vergleichbar sind, da sie zum Beispiel aus
völlig anderen Matchingkanten bestehen (siehe Beispiel 4.6).
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(a) G (b) M (c) M4 (d) M4 ∆ M (e) M5 (f) M5 ∆ M
Abbildung 4.5: Beispiel 2 für ∆-minimale Matchings
Beispiel 4.6 Die Abbildungen 4.4 und 4.5 zeigen jeweils in (a) denselben Graphen und in
(b) dasselbe Bezugsmatching M . Dazu sind insgesamt fünf verschiedene andere Matchings
und deren jeweilige symmetrische Differenz zu M angegeben. Die blauen Kanten stammen
immer von M und die roten von den verschiedenen Matchings. Während M1 ∆ M aus
insgesamt drei (4.4d) und M2 ∆ M aus zwei (4.4f) Kreisen besteht, enthalten die anderen
Differenzen jeweils nur einen Kreis (4.4h, 4.5d, 4.5f).
Aus M2 ∆ M ⊂ M1 ∆ M folgt per Definition M2 <∆M M1. Ebenso gilt M3 <∆M M2
und M3 <∆M M1. Obwohl M4 ∆ M (4.5d) und M5 ∆ M (4.5f) aus mehr Kanten bestehen
als M3 ∆ M (4.4h), ist keines dieser Matchings ∆-kleiner als das andere. Insbesondere
gilt, dass M3, M4 und M5 ∆-minimale Matchings sind. Der Grund dafür liegt darin, dass
die jeweilige symmetrische Differenz nur aus einem einzigen Kreis besteht und damit nach
Proposition 4.3 keine echte Teilmenge enthalten kann.
Die Charakterisierung eines ∆-minimalen Matchings in einem einfachen Graphen ist
recht einfach. Es besteht aus genau einem Kreis.
Proposition 4.4 Seien G ein Graph und M, M ′ zwei perfekte Matchings in G. M ′ ist
genau dann ein ∆-minimales Matching bezüglich M , wenn G[M ′ ∆ M ] nur aus genau
einem Kreis besteht.
Beweis: „⇒“ (indirekt): G[M ′ ∆ M ] bestehe aus mindestens 2 Kreisen und C sei einer
davon. Sei M∗ eine Kantenmenge, die alle Kanten von C enthält, die auch in M ′ sind,
und ansonsten alle Kanten aus M : M∗ = (C ∩M ′) ∪ (M \C). Dann ist M∗ ein perfektes
Matching in G und G[M∗ ∆ M ] besteht nur aus dem Kreis C. Das widerspricht aber der
Minimalität von M ′ nach Definition 4.3 (siehe Abbildung 4.6).
„⇐“: Offensichtlich, da G[M ′ ∆ M ] nach Proposition 4.3 nur aus Kreisen besteht.
Das Ziel der weiteren Überlegungen liegt darin zu zeigen, dass für den Test auf k-
assign Anonymität nur ∆-minimale Matchings betrachtet werden müssen. Somit muss für
jede Labelkante el = (t, s), die in einem beliebigen validen Matching vorkommt, ein ∆-
minimales valides Matching gefunden werden, welches el enthält. Daraus folgt, dass nur
∆-minimale Matchings benötigt werden, um alle möglichen Zuordnungen von SA-Werten
zu Tupeln zu modellieren. Folgende Lemmata bilden die Grundlage dieser Behauptung.
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(a) G (b) M (c) M ′
C
(d) M ′ ∆ M (e) M∗
C
(f) M∗ ∆ M
Abbildung 4.6: Beispiel zum Beweis von Proposition 4.4
Lemma 4.5 Seien G ein Graph und M, M ′ zwei perfekte Matchings in G, wobei M ′ kein
∆-minimales Matching bezüglich M sei. Dann gibt es zwei zu M und M ′ verschiedene
perfekte Matchings M1, M2 in G mit
(M1 ∆ M) ∪ (M2 ∆ M) = M ′ ∆ M, (4.2)
(M1 ∆ M) ∩ (M2 ∆ M) = ∅. (4.3)
Beweis: Da M ′ nicht ∆-minimal ist, gibt es nach Definition 4.3 ein zu M verschiedenes
perfektes Matching M1 in G mit M1 ∆ M ⊂M ′ ∆ M . Sei M2 ⊆ E(G) eine Kantenmenge
mit M2 ∆ M = (M ′ ∆ M) \ (M1 ∆ M). Aufgrund der Wahl von M1 (echte Teilmengen-
beziehung zwischen den symmetrischen Differenzen) gilt M2 ∆ M ̸= ∅, woraus M2 ̸= M
folgt. Weiterhin enthält M2 für jeden Knoten aus M2 ∆ M dieselbe Matchingkante, die
auch in M ′ den Knoten enthält, und für jeden anderen Knoten dieselbe Matchingkante,
die auch in M den Knoten enthält. Folglich ist M2 ein perfektes Matching in G (siehe
Abbildung 4.7).
(a) G (b) M (c) M ′ (d) M ′ ∆ M (e) M1 (f) M1 ∆ M (g) M2 (h) M2 ∆ M
Abbildung 4.7: Beispiel zum Beweis von Lemma 4.5
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Eine direkte Folgerung aus Lemma 4.5 ist, dass zu jedem Matching, welches nicht ∆-
minimal bezüglich eines gegebenen Matchings ist, zwei ∆-kleinere Matchings existieren.
Korollar 4.6 Seien G ein Graph und M, M ′ zwei perfekte Matchings in G, wobei M ′ kein
∆-minimales Matching bezüglich M sei. Dann gibt es zwei zu M und M ′ verschiedene
perfekte Matchings M1, M2 in G mit M1 ̸= M2, die beide jeweils bezüglich M ∆-kleiner
sind als M ′.
Beweis: Nach Lemma 4.5 existieren in diesem Fall zwei Matchings M1, M2, die beide per
Konstruktion (vgl. Beweis des Lemmas) bezüglich M ∆-kleiner sind als M ′.8
Nach den beiden vorigen Sätzen kann jedes nicht-∆-minimale Matching in mindestens
zwei Matchings aufgeteilt werden, sodass die Vereinigung der symmetrischen Differen-
zen beider Matchings mit dem Bezugsmatching genau der symmetrischen Differenz des
betrachteten Matchings mit dem Bezugsmatching entspricht (vgl. Gleichung 4.2). Abbil-
dung 4.7 zeigt diesen Fall, wobei M das Bezugsmatching und M ′ das betrachtete nicht-∆-
minimale Matching ist. Die beiden ∆-kleineren Matchings sind M1 und M2. Jede Kante
des nicht-∆-minimalen Matchings ist in mindestens einem der beiden entstandenen ∆-
kleineren Matchings enthalten. Ebenso ist jede Kante der symmetrischen Differenz M ′∆M
(siehe (d)) in genau einer der beiden symmetrischen Differenzen M1 ∆ M (siehe (f)) be-
ziehungsweise M2 ∆ M (siehe (h)) enthalten.
Die Definition der ∆-minimalen Matchings kann auf Anfragegraphen erweitert werden.
Dabei ist zu beachten, dass nur Matchings betrachtet werden, die valid (vgl. Definition 3.9)
sind. Andernfalls wären nur Matchings ∆-minimal, deren symmetrische Differenz zum
Bezugsmatching aus genau einem Kreis in genau einem Teilgraphen besteht.
Definition 4.4 (∆-minimales valides Matching für Anfragegraphen) Seien G =
(G1, . . . , Gn) eine Folge von Anfragegraphen undM,M′ zwei valide Matchings in G. Dann
ist M′ genau dann ein ∆-minimales valides Matching bezüglich M, wenn für alle zu M
verschiedenen validen Matchings M∗ gilt: M∗ ∆M ̸⊂M′ ∆M.
Interessanterweise gilt Proposition 4.4 nicht für Anfragegraphen, das heißt, die symme-
trische Differenz zwischen einem ∆-minimalen validen Matching und seinem Bezugsmat-
ching kann auch aus mehreren Kreisen bestehen.
Beispiel 4.7 Abbildung 4.8 zeigt eine Folge von Anfragegraphen G = (G1, G2, G3) mit
dem dazugehörigen Originalmatching M. Weiterhin ist in (c) ein valides Matching M′
sowie in (d) und (e) jeweils die symmetrische Differenz M′ ∆M gegeben. Obwohl diese
im Teilgraphen G3 aus zwei Kreisen besteht, ist M′ ein ∆-minimales Matching bezüglich
M. Das gilt, da jedes valide Matching, das die Kante (3, A) enthält, zwangsläufig auch die
Kanten (1, B) und (2, B) enthalten muss. Demnach kann es kein Matching geben, dessen
symmetrische Differenz zu M aus weniger Kanten besteht als die von M′.
Viele andere Eigenschaften von ∆-minimalen Matchings in einfachen Graphen gelten
auch in Anfragegraphen, wenn valide Matchings betrachtet werden. Beispielsweise ist die-
se Beziehung auch hier symmetrisch, das heißt, ein MatchingM ist genau dann ∆-minimal
bezüglich eines MatchingsM′, wenn auchM′ ∆-minimal bezüglichM ist (siehe Proposi-
tion B.1 im Anhang auf Seite 303). Weiterhin gelten Lemma 4.5 und Korollar 4.6 analog
auch für Anfragegraphen.
8M1 kann sogar so gewählt werden, dass es immer ∆-minimal bezüglich M ist.
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Abbildung 4.8: Symmetrische Differenz zwischen einem ∆-minimalen validen Matching
und seinem Bezugsmatching
Lemma 4.7 Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und M,M′ zwei
valide Matchings in G, wobei M′ kein ∆-minimales Matching bezüglich M sei. Dann gibt
es zwei zu M und M′ verschiedene valide Matchings M1,M2 in G mit
(M1 ∆M) ∪ (M2 ∆M) =M′ ∆M, (4.4)
(M1 ∆M) ∩ (M2 ∆M) = ∅. (4.5)
Beweis: Die MatchingsM1 undM2 existieren nach Definition 4.4 analog zum Beweis von
Lemma 4.5. Zu zeigen bleibt hier nur, dass nebenM1 auchM2 valid ist. Sei t ein beliebiges
Tupel, für das in zwei verschiedenen Teilgraphen Gi, Gj ∈ G jeweils ein Tupelknoten
vti ∈ Gi beziehungsweise vtj ∈ Gj gehört. Seien {vti , vsi} und {vtj , vsj} die entsprechenden
Matchingkanten inM2, dann soll vsi =l vsj gelten. Falls {vti , vsi} und {vtj , vsj} zusammen
in M beziehungsweise M′ enthalten sind, muss vsi =l vsj gelten, da M beziehungsweise
M′ valid sind. O. B. d. A. gelte andernfalls {vti , vsi} ∈ M und {vtj , vsj} ∈ M′. Dann gibt
es zwei SA-Knoten v′si ∈ Gi und v
′
sj ∈ Gj mit {vti , v
′
si} ∈ M
′ und {vtj , v′sj} ∈ M. Aus der
Validität von M und M′ folgt vsj =l v′si und vsi =l v
′
sj . Nach der Konstruktion von M2
und M1 muss dann {vti , v′si}, {vtj , v
′
sj} ∈ M1 gelten und, da M1 ebenfalls valid ist, folgt
v′si =l v
′




si =l vsj .
Korollar 4.8 Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und M,M′ zwei
valide Matchings in G, wobei M′ kein ∆-minimales Matching bezüglich M sei. Dann gibt
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es zwei zu M und M′ verschiedene valide Matchings M1,M2 in G mit M1 ̸= M2, die
beide jeweils bezüglich M ∆-kleiner sind als M′.
Beweis: Analog zum Fall einfacher Graphen nach Korollar 4.6.
Nach diesen Vorbetrachtungen kann bewiesen werden, dass jede Kante (t, s) eines be-
liebigen validen Matchings auch in mindestens einem ∆-minimalen Matching vorkommt.
Theorem 4.9 Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und M,M′ zwei
valide Matchings in G. Dann gibt es für jede Kante e = {vt, vs} ∈ M′ mit e /∈ M ein
∆-minimales Matching bezüglich M, das e enthält.
Beweis: WennM′ bereits ein ∆-minimales Matching bezüglichM ist, ist nichts zu zeigen.
SeiM′ nicht ∆-minimal. Man betrachte die beiden zuM ∆-kleineren MatchingsM1 und
M2 nach Lemma 4.7 und Korollar 4.8. Für die Kante e gilt e ∈M′ ∆M. Aus Gleichung
4.4 folgt e ∈ M1 oder e ∈ M2. Falls das Matching, das e enthält, nicht ∆-minimal ist,
so kann Lemma 4.7 erneut angewendet werden, um die symmetrische Differenz weiter zu
verkleinern. DaM′ endlich ist, terminiert die Teilung des Matchings mit zwei ∆-kleineren
Matchings, die beide ∆-minimal sein müssen und von denen eins e enthält.
Theorem 4.9 stellt den Hauptbeitrag in diesem Abschnitt dar und charakterisiert eine
weitere Beschränkung der modellierten Matchings. Um k-assign Anonymität zu berechnen,
das heißt um festzustellen, ob ein Matching mit einer gegebenen Kante (t, s) existiert, reicht
es aus, nur ∆-minimale Matchings zu betrachten. Als Bezugsmatching wird dabei erneut
das leicht zu berechnende Originalmatching gewählt. Neben der SA-Äquivalenz ist die
∆-Minimalität die zweite Eigenschaft, die die Menge aller zu modellierenden Matchings
beschränkt und dabei sicherstellt, dass weiterhin jede Zuordnung von SA-Werten zu Tupeln
erhalten bleibt.
4.3.4 ∆r-Matchings
In einfachen Graphen ist die Anzahl der perfekten Matchings im Allgemeinen exponenti-
ell in der Größe des Graphen. Auch durch die Beschränkung auf ∆-minimale Matchings
können immer noch exponentiell viele Matchings existieren. Da aber eine Anforderung an
den Approximationsalgorithmus war, nur polynomielle Laufzeit zu benötigen, muss die
Menge aller betrachteter Matchings weiter eingeschränkt werden. Dabei dürfen zusätzlich
nur Matchings betrachtet werden, die in Polynomialzeit berechnet werden können. Aus
dieser Motivation ergeben sich die folgenden Einschränkungen.
Nach Proposition 4.3 gilt, dass die symmetrische Differenz zwischen zwei perfekten Mat-
chings immer aus Kreisen gerader Länge besteht. Mithilfe dieser Länge können Matchings
in Klassen eingeteilt werden. Sei ein festes Matching M gegeben, dann können alle anderen
Matchings anhand der maximalen Länge eines Kreises in der symmetrischen Differenz zu
M klassifiziert werden.
Definition 4.5 (∆r-Matching für Graphen) Seien G ein Graph und M, M ′ zwei per-
fekte Matchings in G. Dann ist M ′ genau dann ein ∆r-Matching9 bezüglich M , wenn die
maximale Länge eines Kreises in M ′ ∆ M höchstens 2r ist.
9ausgesprochen: Delta-r-Matching
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Die Beschränkung auf perfekte Matchings ist für die Definition nicht zwingend erforder-
lich, sie ist aber sinnvoll. Andernfalls können in der symmetrischen Differenz auch Pfade
vorhanden sein, die keine Kreise sind.
(a) G (b) M (c) M1 (d) M1 ∆ M (e) M2 (f) M2 ∆ M (g) M3 (h) M3 ∆ M
Abbildung 4.9: Bezüglich M ist M1 ein ∆2-, M2 ein ∆3- und M3 ein ∆4-Matching
Beispiel 4.8 Abbildung 4.9 zeigt einen Graphen G sowie die Matchings M , M1, M2 und
M3. Die symmetrische Differenz M1 ∆ M (siehe (d)) enthält zwei Kreise der Länge 4
und demnach ist M1 ein ∆2-Matching bezüglich M . Aus analogen Gründen ist M2 ein
∆3-Matching und M3 ein ∆4-Matching jeweils bezüglich M .
Die Definition für ∆r-Matchings kann für Anfragegraphen erweitert werden, wobei die
Bedingung in jedem Teilgraphen gelten soll.
Definition 4.6 (∆r-Matching für Anfragegraphen) Seien G = (G1, . . . , Gn) eine
Folge von Anfragegraphen und M,M′ zwei perfekte Matchings in G. Dann ist M′ genau
dann ein ∆r-Matching bezüglich M, wenn die maximale Länge eines Kreises in M′ ∆M
höchstens 2r ist.
Die Beschränkung auf valide Matchings in Anfragegraphen ist für die Definition der
∆r-Matchings nicht notwendig, obwohl in dieser Arbeit nur valide Matchings betrachtet
werden.
Sei das Originalmatching Morig in einem Anfragegraphen als Bezugsmatching gewählt.
Dann können alle anderen validen Matchings nach ihrem Wert für r als ∆r-Matching
kategorisiert werden. Bei n Tupeln gibt es damit ∆2-, ∆3-, . . . , ∆n-Matchings.10 Nach
der Definition gilt dabei jeweils, dass jedes ∆i-Matching auch ein ∆(i + 1)-Matching ist.
Eine Besonderheit liegt vor, wenn die Folge von Anfragegraphen aus nur einem Teilgra-
phen besteht. In diesem Fall kann recht einfach mithilfe von ∆2-Matchings sichergestellt
werden, dass jedes Tupel mit jedem SA-Wert matcht. Dazu wird für jedes Tupel t und
jeden verschiedenen SA-Wert s eine Kante (t, s) ausgewählt. Ein entsprechendes Matching
M′ entsteht aus Morig, indem die Originalkanten (t′, s) und (t, s′) entfernt und durch die
Kanten (t, s) sowie (t′, s′) ersetzt werden. In diesem Fall heißt (t′, s′) Gegenkante von (t, s)
und umgekehrt.
10∆1-Matchings sind aus Paritätsgründen nicht möglich.
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ID Name SA M1 M2 M3 M6 M7 M9 M11 M12
1 Alison A A A A A B B C C
2 Ben A A A B C A C A B
3 Clark B B C A B A A B A
4 Debra C C B C A C A A A
∆r bez. M1 – 2 2 2 2 2 2 2
∆-min. bez. M1 – X X X X – X –


























(g) M3 ∆ M1
Abbildung 4.10: Alle ∆2-Matchings für G1. M1 ist das Originalmatching, die anderen
angegebenen Matchings sind jeweils ∆2-Matchings bezüglich M1, wobei
alle Matchings außer M9 und M12 auch ∆-minimal bezüglich M1 sind.
Beispiel 4.9 Abbildung 4.10 zeigt einen Anfragegraphen G1, der aus vier Tupel- und
SA-Knoten besteht. Es ist der bereits in Kapitel 3 eingeführte Graph zur Beispielanfrage
Q1 (vgl. Abbildung 3.2 und Tabelle 3.5). In (a) sind alle SA-Werteverteilungen aufgelistet,
die mithilfe von ∆2-Matchings in G1 dargestellt werden können. Die Indizes der Matchings
entsprechen dabei der bereits eingeführten Nummerierung der SA-Werteverteilungen (vgl.
Tabelle 3.5 auf Seite 70). Das Originalmatching ist hier mit M1 angegeben. Matching M2
kann beispielsweise konstruiert werden, indem in M1 die Originalkante (3, B) durch die
Kante (3, C) und gleichzeitig (4, C) durch (4, B) ersetzt wird. (4, B) ist dabei die Gegen-
kante von (3, C). Die Matchings M2, M3, M6, M7 und M11 sind zusätzlich ∆-minimal
bezüglich M1 und gewährleisten zusammen, dass jeder SA-Wert jedem Tupel zugewiesen
werden kann.
In (d) und (f) sind exemplarisch die Matchings M2 und M3 sowie in (e) und (g) die
Differenzen M2 ∆ M1 und M3 ∆ M1 dargestellt. Alle SA-Werteverteilungen und die da-
zugehörigen perfekten Matchings in G1 sind im Anhang in Abbildung A.3 auf Seite 271
angegeben (vgl. Beispiel A.2). Neben den hier erwähnten ∆2-Matchings bezüglich M1 sind
darin auch alle ∆3-Matchings enthalten.
Für Anfragegraphen mit n Tupelknoten können alle Zuordnungen von sensiblen Wer-
ten zu Tupeln mithilfe von ∆3-, ∆4- bis hin zu ∆n-Matchings dargestellt werden. An
dieser Stelle soll aber die Menge der betrachteten Matchings verringert werden, damit
die Berechnung der einzelnen Matchings vereinfacht wird. Es werden nur noch Matchings
modelliert, die ∆2-Matchings bezüglich des Originalmatchings sind. Dadurch ergeben sich
eine Reihe von Vorteilen, aber auch einige Nachteile. Positiv ist, dass für einen einzelnen
Anfragegraphen alle Zuordnungen von SA-Werten zu Tupeln mit ∆2-Matchings abgebil-
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det werden können. In diesem Fall kann k-assign Anonymität weiterhin korrekt berechnet
werden. Der entscheidende Vorteil liegt aber bei der Berechnung solcher Matchings. Das
zeigt sich insbesondere bei der verwendeten Datenstruktur (siehe Kapitel 4.5) als auch bei
der tatsächlichen Berechnung der Matchings (siehe Kapitel 5 und 7). Die Idee ist, dass
Matchings einfacher bestimmt werden können, wenn sie sich nur sehr wenig vom Original-
matching unterscheiden. Wenig heißt dabei, dass sie ∆-minimal sind und dass so wenige
Tupel wie möglich nicht mit ihrem originalen SA-Wert matchen. In den nachfolgenden
Kapiteln wird dieser Vorteil deutlich erkennbar.
Der Nachteil bei der Beschränkung auf ∆2-Matchings ist, dass im Allgemeinen bestimm-
te SA-Werteverteilungen nicht mehr abgebildet werden. Aus der Menge der verbleibenden
Matchings können nicht mehr alle Zuordnungen von sensiblen Werten zu Tupeln, die ein
Angreifer vermuten könnte, abgelesen werden. Eine Verletzung von k-assign Anonymität
würde eventuell auch ausgegeben werden, wenn es sie gar nicht gibt (false positive). Wich-
tig ist aber, dass jede tatsächliche Verletzung auch gefunden wird, insgesamt also nicht
mehr Möglichkeiten modelliert werden, als wirklich vorhanden sind (keine false negatives).
ID Name SA M M1
1 Alison A A B
3 Clark B B A
4 Debra C C B
5 Elaine B B C
8 Helen C C A








































Abbildung 4.11: Anfragegraph G = (G1, G2, G3), bei dem ∆2-Matchings nicht ausreichen,
um alle Zuordnungen von SA-Werten zu Tupeln zu modellieren.
Beispiel 4.10 In Abbildung 4.11 sind in (c) und (d) zwei Matchings zu einer Folge von
Anfragegraphen G dargestellt. M1 ist dabei ein ∆3-Matching bezüglich des Originalmat-
chingsM (siehe (e)). Für G existiert kein ∆2-Matching bezüglichM, das die Kante (1, B)
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enthält. Werden ∆r-Matchings mit r > 2 nicht modelliert, wird die Zuordnung des sensi-
blen Wertes B zu Tupel 1 nicht repräsentiert.
Das obige Beispiel kann so erweitert werden, dass die Diskrepanz zwischen der Anzahl
tatsächlicher SA-Werteverteilungen und denen, die mithilfe von ∆2-Matchings modelliert
werden, beliebig groß wird. Beispiel A.3 im Anhang auf Seite 270 zeigt eine Folge von
Anfragegraphen, bei der einem Tupel durch beliebige Matchings insgesamt m verschiede-
ne SA-Werte zugeordnet werden können. Allerdings gibt es kein ∆2-Matching, bei dem
dieses Tupel auch nur mit irgendeinem anderen SA-Wert matcht als mit seinem originalen.
Demzufolge würde die Beschränkung auf ∆2-Matchings zu einem minimalen Anonymitäts-
grad von 1 führen, während der korrekte Wert m ist. Somit wäre eine darauf basierende
Approximation von k-assign Anonymität beliebig schlecht. Eine Verallgemeinerung dieser
Situation stellt Beispiel A.4 im Anhang auf Seite 273 dar. Es zeigt, dass die Beschränkung
auf ∆r-Matchings für jedes feste r immer dazu führen kann, dass für die resultieren-
de Approximation keine feste Güte angegeben werden kann. Da allerdings die Vorteile
der Darstellung (siehe Kapitel 4.5) und Berechnung (siehe Kapitel 5) bei ∆2-Matchings
überwiegen, wurden diese für die Approximation ausgewählt. Insbesondere wird die poly-
nomielle Laufzeit beim Bestimmen von Matchings nur für ∆2-Matchings garantiert.
Über die SA-Labels der Knoten zweier ∆2-Matchings, die auch ∆-minimal zueinander
sind, kann eine Aussage getroffen werden, die für den später vorgestellten Algorithmus
hilfreich ist. Es fällt auf, dass in der symmetrischen Differenz der beiden Matchings im-
mer nur genau zwei unterschiedliche SA-Werte vorkommen. Das wird in der folgenden
Proposition festgehalten.
Proposition 4.10 Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und M ein
valides Matching in G. Dann gilt für alle validen Matchings M′, die ∆-minimal und ∆2-
Matchings bezüglich M sind, dass alle SA-Knoten in G[M′ ∆M] nur maximal zwei ver-
schiedene Labels haben.
Beweis: Der Beweis erfolgt indirekt. Sei M′ ein valides perfektes Matching, das ∆-
minimal und ein ∆2-Matching zu M ist, und G∆ = G[M′ ∆M] habe mindestens drei
verschiedene SA-Labels. Dann existieren in G∆ zwei Kreise C1 und C2 (der Länge 2), wo-
bei in C1 ein SA-Label vorkommt, das nicht in C2 vorkommt. O. B. d. A. seien A und B
die Labels in C1. Sei G∗∆ der Graph, der aus G∆ entsteht, indem alle Kreise (der Länge 2)
gelöscht werden, die nur aus SA-Knoten mit Labels A oder B und beliebigen Tupelknoten
bestehen. M∗ sei das Matching, für das gilt G∗∆ = M∗ ∆M. M∗ enthält man aus M′,
indem für alle Tupel t, die inM′ mit dem SA-Wert A (beziehungsweise B) und inM mit
SA-Wert B (beziehungsweise A) matchen, die Matchingkante aus M gewählt wird. Für
M∗ gilt nun M∗ ̸= M, da C2 nicht aus M′ gelöscht wurde und somit in G∗∆ vorhanden
ist. Weiterhin ist M∗ valid, denn alle Tupellabel in gelöschten Kreisen kommen nirgends
anders vor (ein Tupellabel, das in einem anderen Kreis der Länge 2 vorkommen würde,
in dem auch ein zu A und B verschiedenes SA-Label vorkommt, widerspricht der Validi-
tät von M oder M′). Dann folgt aber mit M∗ ∆M ⊂ M′ ∆M ein Widerspruch zur
Minimalität von M′ und demzufolge ist die Annahme falsch.
Interessanterweise kann Proposition 4.10 nicht auf ∆r-Matchings mit r > 2 erweitert
werden. Insbesondere können in einer entsprechenden symmetrischen Differenz beliebig
viele verschiedene SA-Labels vorkommen, wenn zum Beispiel ∆3-Matchings zugelassen
sind. In Beispiel A.5 im Anhang auf Seite 274 wird ein ähnlicher Fall beschrieben.
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ID SA M1 M2 M3 M4 · · · M2n
0 B A A A A · · · A
1 A B A B A · · · A
2 A A B A B · · · B
3 A B B A A · · · A






... . . .
...
2n A A A A A · · · B














Abbildung 4.12: In G = (G1, G2, . . . , Gn) gibt es exponentiell viele ∆-minimale ∆2-
Matchings.
Durch die Beschränkung der Modellierung auf ∆2-Matchings wird die Anzahl der be-
trachteten Matchings und damit auch der SA-Werteverteilungen stark verringert. Dennoch
können im Allgemeinen weiterhin exponentiell viele ∆2-Matchings existieren, die sogar ∆-
minimal sind. Dazu seien in Abbildung 4.12 n Graphen G1, G2, . . . , Gn gegeben, wobei
jeder Graph Gi die Tupel 2i− 1, 2i und 0 sowie die SA-Werte A, A und B enthalte (siehe
(b) bis (d)).11 Ist nach einem Matching mit einer Kante (0, A) gefragt, muss in jedem
Graphen genau ein Tupel mit B matchen. Für Gi muss daher entweder Tupel 2i− 1 oder
2i mit B matchen. Somit gibt es für die Folge von Graphen G(n) insgesamt 2n mögliche
Matchings, die jeweils auch ∆-minimal bezüglich des Originalmatchings sind (siehe (a)).
Damit die Anforderungen eingehalten werden und die Approximation eine polynomielle
Laufzeit hat, muss die Menge der modellierten Matchings weiter eingeschränkt werden.
Dazu wird nur ein Teil der ∆-minimalen ∆2-Matchings berechnet, der trotzdem noch mög-
lichst viele verschiedene Zuordnungen von SA-Werten zu Tupeln repräsentiert. Im obigen
Beispiel gibt es zwar mindestens 2n verschiedene Matchings, aber jedes Tupel 1, 2, . . . , 2n
matcht dabei nur mit zwei verschiedenen SA-Werten. Demzufolge würden 4n Matchings
ausreichen, um diese Zuordnungen zu gewährleisten. Wie diese Matchings ausgewählt wer-
den, wird bei der Vorstellung des Approximationsalgorithmus in Kapitel 5 erläutert.
4.3.5 ∆-Pfadkonformität
Die Motivation für das letzte hier eingeführte Kriterium, wann ein Matching nicht betrach-
tet wird, liegt in der effizienten Berechnung von Matchings. Dazu wird an dieser Stelle ein
kleiner Vorgriff auf den darauffolgenden Abschnitt gegeben, in dem die Datenstruktur zur
11In der Datentabelle wird auf das Name-Attribut verzichtet, da dieses Beispiel nicht auf der sonst ver-
wendeten Datenbasis aus Tabelle 3.3 auf Seite 68 basiert.
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Speicherung von Matchings vorgestellt wird. Die Idee ist, nicht alle Kanten eines validen
Matchings zu speichern, sondern nur die, die keine Originalkanten sind. Weiterhin werden
die Matchings nicht einzeln gespeichert, sondern global alle Kanten, die in irgendeinem
Matching vorkommen. Damit daraus die Matchings effizient rekonstruierbar sind, muss








































































Abbildung 4.13: Anfragegraph G = (G1, G2, G3)
Sei die Folge von Anfragegraphen G aus Abbildung 4.13 gegeben, die aus mindestens drei
Teilgraphen G1, G2 und G3 bestehe. Jeder dieser Graphen enthalte die Tupel 1 und 2 sowie
die SA-Werte A und B. Dazu sei in jedem Graph mindestens ein weiteres Tupel und ein
zweiter SA-Wert B vorhanden (siehe (a)). (b) zeigt das Originalmatching Morig, welches
aus allen horizontalen Kanten besteht. In G soll nun ein Matching bestimmt werden, das
die Kante (1, B) enthält. Dazu gibt es in jedem Teilgraphen zwei Möglichkeiten.M1 aus (c)
ist beispielsweise ein Matching, das in G1 die Kante von 1 zum mittleren Knoten mit Label
B und in G2 sowie G3 jeweils die Kante von 1 zum unteren Knoten mit Label B enthält.
An dieser Stelle soll stets gelten, dass alle anderen Knoten in G ebenfalls Matchingpartner
finden, sodass das Matching valid ist (dargestellt durch die Auslassungspunkte). Damit
M1 ein ∆2-Matching ist, müssen die Tupel 2, 4 und 5 jeweils mit einem A matchen.
Sei M2 ein anderes Matching, in dem Tupel 1 in jedem Graphen mit dem SA-Knoten
matcht, der der Matchingpartner von 2 im Originalmatching ist (siehe (c)). Das ist in
allen drei Graphen der mittlere Knoten, der mit B gelabelt ist. Um die ∆2-Matching-
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Eigenschaft zu erfüllen, muss nur Tupel 2 in jedem Graphen mit einem A matchen. Sollen
beide Matchings abgebildet werden, muss für M1 für jedes Tupel in jedem Teilgraphen
der entsprechende Matchingpartner gespeichert werden. Insbesondere ist das für die Tu-
pel 1 und 2 in jedem Teilgraphen ein anderer Knoten. Um M2 abzubilden, muss sich nur
gemerkt werden, dass die Matchingpartner von 1 und 2 bezüglich des Originalmatchings
in allen Graphen vertauscht sind. Das heißt, Tupel 1 matcht in jedem Graphen, in dem
es vorkommt, mit dem Knoten, der der originale Matchingpartner von Tupel 2 ist (und
umgekehrt). In diesem Fall müssen die Matchingpartner von 1 nicht pro Graph, sondern
nur global für alle Graphen gespeichert werden. Ein weiterer Vorteil ist, dass die symme-
trische Differenz vonM2 zum Originalmatching insgesamt weniger Kanten enthält als die
von M1.
Basierend auf diesem Beispiel wird nun eine weitere Beschränkung der Menge der be-
trachteten Matchings definiert. Das Ziel dabei lautet, Matchingpartner von Tupelkno-
ten global, das heißt unabhängig von den einzelnen Teilgraphen, zu definieren. In ∆2-
Matchings sollen folglich je zwei Tupel, die in einem Teilgraphen vertauschte Matching-
partner haben, in allen anderen Teilgraphen, in denen sie zusammen vorkommen, auch
vertauschte Matchingpartner haben. Damit diese Eigenschaft auch für ∆r-Matchings mit
r > 2 anwendbar ist, wird sie allgemeingültig definiert. Angenommen, in einem Teilgra-
phen matcht ein Tupel t mit dem originalen SA-Knoten eines anderen Tupels t′. Dann wird
gefordert, dass in jedem anderen Teilgraphen, in dem t und t′ vorkommen, t auch mit dem
originalen SA-Knoten von t′ matcht. Diese Eigenschaft kann über Pfade in den symmetri-
schen Differenzen der Matchings definiert werden und heißt daher ∆-Pfadkonformität12.
Definition 4.7 (∆-pfadkonform) Seien G = (G1, . . . , Gn) eine Folge von Anfragegra-
phen und M, M′ zwei valide Matchings in G. Dann ist M′ genau dann ∆-pfadkonform
bezüglich M, wenn für alle Graphen Gi, Gj ∈ G gilt: Wenn es einen Pfad Pi = v1, v2, v3 ∈
M′[Gi] ∆M[Gi] und Knoten v′1, v′2, v′3 ∈ M′[Gj ] ∆M[Gj ] mit den gleichen Labels (d. h.
v1 =l v′1, v2 =l v′2, v3 =l v′3) gibt, dann existiert auch ein Pfad Pj = v∗1, v∗2, v∗3 ∈ M′[Gj ] ∆
M[Gj ] mit gleichen Labels (d. h. v1 =l v∗1, v2 =l v∗2, v3 =l v∗3).
Die in der Definition verwendeten Knoten v′1, v′2, v′3 und v∗1, v∗2, v∗3 können identisch sein,
müssen das aber nicht, wenn mehrere gleiche SA-Labels in Gj vorkommen.
Beispiel 4.11 Abbildung 4.14 zeigt eine Folge von Anfragegraphen G = (G1, G2) sowie
die MatchingsM,M1 undM2. WährendM1 ∆-pfadkonform bezüglichM ist, gilt diese
Eigenschaft nicht für M2. In G1 existiert in M1 ∆M und M2 ∆M jeweils ein Pfad von
Knoten mit den Labels 1, B, 3. Da es in G2 ebenfalls Knoten gibt, die die Labels 1, B
und 3 haben, muss es für ∆-Pfadkonformität einen entsprechenden Pfad in den jeweiligen
symmetrischen Differenzen geben. Das ist aber in M2 ∆M nicht der Fall, denn dort
gibt es nur einen Pfad von Knoten mit den Labels 1, B, 5. Der Graph G3 spielt für die
Bestimmung von ∆-Pfadkonformität übrigens keine Rolle, denn dort gibt es zwar einen
Tupelknoten mit Label 1, aber keinen mit Label 3.
Als Beschränkung gilt nun, dass nur Matchings betrachtet werden, die ∆-pfadkonform
bezüglich des Originalmatchings sind. Der entscheidende Vorteil davon wird im nächsten
Abschnitt und in Kapitel 5 sichtbar, wenn die Berechnung der Matchings vorgestellt wird.






























































Abbildung 4.14: Zwei Matchings für G = (G1, G2, G3), die jeweils die Kante (1, B) bein-
halten.M1 ∆M besteht aus insgesamt weniger Kanten alsM2 ∆M und
M2 ist nicht ∆-pfadkonform bezüglich M.
und SA-Werteverteilungen nicht mehr dargestellt werden. Dadurch können Verletzungen
des Schutzkriteriums registriert werden, die eigentlich nicht existieren (false positives). Das
nächste Beispiel zeigt so einen Fall. Aber auch hier gilt, dass alle tatsächlichen Verletzungen
auch weiterhin gefunden werden (keine false negatives).
Beispiel 4.12 Abbildung 4.15 zeigt eine Folge von Anfragegraphen G = (G1, G2, G3)
und ein Matching M1, welches die Kante (1, B) enthält. In der symmetrischen Differenz
zwischenM1 undM gibt es in G2 einen Pfad, der Knoten mit den Labels 1, B, 5 enthält.
In G3 kommen zwar ebenfalls Knoten mit den Labels 1, B, 5 vor, es gibt in M1 ∆M
aber keinen entsprechenden Pfad. M1 ist demnach nicht ∆-pfadkonform bezüglich des
Originalmatchings M und würde nicht modelliert werden. Da es kein anderes valides
Matching gibt, welches die Kante (1, B) enthält und ∆-pfadkonform bezüglich M ist,
wird im Rahmen der Approximation keine SA-Werteverteilung berechnet, die Tupel 1 den
SA-Wert B zuordnet.
4.4 Algorithmische Einschränkungen
Durch die vorgestellte Klassifikation kann jetzt angegeben werden, welche Matchings in
Anfragegraphen für die Approximation des Angreiferwissens benutzt werden. Für jedes
verwendete Matching M muss dazu gelten:
• M ist valid.
• M ist nicht partiell SA-äquivalent bezüglich des Originalmatchings.
• M ist ∆-minimal bezüglich des Originalmatchings.
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Abbildung 4.15: In G = (G1, G2, G3) gibt es mit M1 nur ein Matching, das die Kante
(1, B) enthält. Es ist jedoch nicht ∆-pfadkonform.
• M ist ein ∆2-Matching bezüglich des Originalmatchings.
• M ist ∆-pfadkonform bezüglich des Originalmatchings.
Der Einfachheit halber wird nun ein Begriff eingeführt, der diese Kriterien zusammen-
fasst. Ein Matching M, welches die genannten Eigenschaften erfüllt, heißt ∆-top13.
Definition 4.8 (∆-top) Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und
Morig ein Originalmatching in G. Dann heißt ein Matching M in G ∆-top, wenn es valid
und bezüglich Morig nicht partiell SA-äquivalent, ∆-minimal, ein ∆2-Matching sowie ∆-
pfadkonform ist.
Obwohl durch das Beschränken auf ∆-top Matchings die Anzahl von modellierten Mat-
chings reduziert wurde, ist sie im Allgemeinen noch immer exponentiell groß in der Anzahl
aller Tupel und damit in der Eingabegröße. Der Beispielgraph aus Abbildung 4.12, welcher
bereits zeigte, dass die Anzahl aller ∆2-Matchings exponentiell ist, erfüllt auch die ∆-top-
Eigenschaft.14 Folglich müssen weitere Kriterien angegeben werden, nach denen nur einige
Matchings ausgewählt werden, sodass die Gesamtanzahl der betrachteten Matchings nur
polynomielle Größe hat. Diese hängen aber von den verwendeten Algorithmen und Heu-
ristiken ab und werden daher erst in den Kapiteln 5 und 7 vorgestellt. Die Idee dabei ist,
in so einem Fall wie in Abbildung 4.12 nur eine polynomiell große Teilmenge aller ∆-top
Matchings zu berechnen. Nur für den Fall, in dem genau eine Anfrage beziehungsweise ein
Anfragegraph gegeben ist, kann mithilfe von ∆-top Matchings k-assign Anonymität exakt
bestimmt werden (vgl. Bemerkung im Kapitel 4.3.4).
13ausgesprochen: delta-top
14Beispiel A.10 im Anhang auf Seite 280 beschreibt einen ähnlichen Fall, in dem ebenfalls exponentiell
viele ∆-top Matchings existieren.
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Menge valider Matchings in Anfragegraphen (exponentiell)
für k-assign Anonymität benötigt (exponentiell)
• nicht partiell SA-äquivalent (bez. Morig)
• ∆-minimal (bez. Morig)
Menge abgebildeter Matchings (polynomiell)
• ∆2-Matching (bez. Morig)
• ∆-pfadkonform (bez. Morig)
• Algorithmische Einschränkungen
Abbildung 4.16: Modellierte Matchings
Ein Überblick über alle verwendeten Einschränkungen ist in Abbildung 4.16 zu finden.
Die noch fehlenden Einschränkungen, die in den Algorithmen in Kapitel 5 und 7 vorgestellt
werden, sind bereits enthalten.
4.5 Repräsentation von ∆-top Matchings
Damit Matchings in Anfragegraphen in Polynomialzeit bestimmt werden können, wer-
den diese rekursiv aus bereits bekannten Matchings berechnet. Das bedeutet, Matchings
für einen Anfragegraphen G(n) = (G1, . . . , Gn) werden aus den Matchings für G(n−1) =
(G1, . . . , Gn−1) konstruiert. Dafür wird eine Datenstruktur benötigt, die Matchings so
repräsentiert, dass Berechnungen effizient durchgeführt werden können. Im Allgemeinen
müssen alle Kanten eines Matchings gespeichert werden. Durch die hier vorgestellten Be-
schränkungen ist allerdings eine wesentlich kompaktere Darstellung von Matchings mög-
lich. Die Grundlage dafür bildet die Tatsache, dass sich alle modellierten Matchings nur
wenig vom Originalmatching unterscheiden. Da dieses wiederum immer aus der Daten-
bankinstanz abgelesen werden kann, muss es nicht explizit gespeichert werden. Für ∆-top
Matchings ist es somit ausreichend, nur die Kanten zu betrachten, die verschieden vom
Originalmatching sind.
Als Erstes wird dazu eine Notation für Matchingkanten eingeführt, die dafür sorgt,
dass Kanten mithilfe von Labels identifiziert werden können. Darauf aufbauend wird eine
Datenstruktur eingeführt, in der Matchings effizient gespeichert werden. Sei ein einzelner
Anfragegraph Gi gegeben. Da jeder Tupelknoten ein eindeutiges Label besitzt, kann der zu
einem Label t gehörige Knoten vt mit t identifiziert werden. Da SA-Knoten mehrfach in Gi
vorkommen können, muss zum Referenzieren dieser Knoten neben den Labels noch Tupel
verwendet werden. Sei Morig das Originalmatching, welches eine Kante {vt, vs} enthalte,
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wobei vs ein SA-Knoten mit Label s sei. Da vt durch t identifiziert wird und das Original-
matching fest gewählt ist, kann t zusammen mit s benutzt werden, um vs zu identifizieren.
Die Originalkante {vt, vs} kann somit durch (t, s(t)) bezeichnet werden. Jede andere Kante
{vt, vs′}, die keine Originalkante ist, kann als (t, s′(t′)) notiert werden, wobei t′ das Tupel
ist, dessen originaler SA-Wert s′ ist.
Das folgende und alle weiteren Beispiele in diesem Abschnitt basieren auf den bereits
in Kapitel 3 eingeführten Beispielanfragen und -graphen (siehe Abbildungen 3.2 und 3.3).
















Abbildung 4.17: Ein einzelner Anfragegraph mit zwei Matchings
Beispiel 4.13 In Abbildung 4.17 ist ein einzelner Anfragegraph G1, das Originalmatching
Morig und ein weiteres Matching M3 dargestellt. Mithilfe der Identifizierung von Knoten
mittels Labels lassen sich beide Matchings wie folgt darstellen:
Morig = {(1, A(1)), (2, A(2)), (3, B(3)), (4, C(4))},
M3 = {(1, A(1)), (2, B(3)), (3, A(2)), (4, C(4))}.
Dabei ist zu beachten, dass es zwei SA-Knoten mit Label A gibt, die mit A(1) (oberer
Knoten) beziehungsweise A(2) (unterer Knoten) identifiziert werden.
Die eingeführte Bezeichnung von Kanten kann auf Folgen von Anfragegraphen erwei-
tert werden. Dabei ist es entscheidend, dass nur Matchings betrachtet werden, die ∆-
pfadkonform bezüglich des Originalmatchings sind. Gibt es demnach eine Matchingkante
(t, s′(t′)) in einem Teilgraphen und kommen die Knoten t und s′(t′) in einem anderen Teil-
graphen vor, muss es auch dort eine Matchingkante (t, s′(t′)) geben. Die Notation (t, s′(t′))
kann also für alle Teilgraphen verwendet werden, in denen t und s′(t′) vorkommen.
Zusammenfassend wird Folgendes vereinbart:
• e = {vt, vs} bezeichnet wie bisher in einem (Teil-)Anfragegraphen Gi eine Kante
zwischen dem Tupelknoten vt und dem SA-Knoten vs. Falls nichts anderes angegeben
ist, ist vt mit t und vs mit s gelabelt.
• e = (t, s′(t′)) bezeichnet in allen (Teil-)Anfragegraphen G1, . . . , Gn eine Kante zwi-
schen dem Tupelknoten, der mit t gelabelt ist, und dem SA-Knoten, der mit s′ gela-
belt ist sowie im Originalmatching mit dem Tupelknoten matcht, der mit t′ gelabelt
ist. Damit wird in jedem Gi eindeutig eine Kante beschrieben.
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• el = (t, s) steht in allen (Teil-)Anfragegraphen G1, . . . , Gn für eine beliebige Kante
zwischen dem Tupelknoten, der mit t gelabelt ist, und einem SA-Knoten, der mit s
gelabelt ist. Wenn der SA-Wert s mehrfach in einem Gi vorkommt, gibt es mehrere
Kanten mit dieser Bezeichnung.
Als Vereinfachung können in Matchings alle Kanten mit gleichem Tupelknoten zusam-
mengefasst werden, indem die Tupelreferenzen der SA-Knoten vereinigt werden. Die Kan-
ten (t, s(t1)) und (t, s(t2)) werden mit (t, s(t1, t2)) bezeichnet und analog können bereits
zusammengefasste Knotenmengen weiter vereinigt werden.15 Durch diese Notation kön-
nen Matchingkanten mithilfe der Labels unabhängig von den einzelnen Teilgraphen als
sogenannte ∆-top Matchingkanten angegeben werden.
Definition 4.9 (∆-top Matchingkante) Eine ∆-top Matchingkante e∆ = (t, s, ST ) ist
ein Tripel, bestehend aus einem Tupel t, einem SA-Wert s und einer Menge von Tupeln
ST . s ist hierbei der originale SA-Wert aller Tupel in ST . Für e∆ wird die Schreibweise

















































Abbildung 4.18: Anfragegraph G = (G1, G2) und die Matchings M3.1 sowie M7.3
Beispiel 4.14 In Abbildung 4.18 sind eine Folge von Anfragegraphen G, das Original-
matching Morig und zwei weitere Matchings M3.1 sowie M7.3 dargestellt. Mithilfe der
15Mathematisch gesehen ist (t1, t2) eine Menge von Tupeln ST = {t1, t2}. Zur übersichtlicheren Darstellung
wird hier auf die Mengenklammern verzichtet. Ebenso kann s(t1, t2) = s(ST ) als Element (s, ST ) einer
zweistelligen Relation angesehen werden, die für jedes Tupel t unterschiedlich definiert ist.
16An dieser Stelle sei vermerkt, dass bei der Verwendung der in Kapitel 3.10.1 vorgestellten Hypergraphen
anstelle der Folgen von Anfragegraphen eine ∆-top Matchingkante genau einer Hyperkante im Graphen
entspricht.
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Identifizierung von Knoten mittels Labels lassen sich die Matchings als Menge von ∆-top
Matchingkanten wie folgt darstellen:
Morig = {(1, A(1)), (2, A(2)), (3, B(3)), (4, C(4)), (5, B(5)), (6, B(6)), (7, D(7))},
M3.1 = {(1, A(1)), (2, B(3)), (3, A(2)), (4, C(4)), (5, B(5)), (6, B(6)), (7, D(7))},
M7.3 = {(1, B(3, 6)), (2, A(2)), (3, A(1)), (4, C(4)), (5, B(5)), (6, A(1)), (7, D(7))}.
Da das Originalmatching jeweils aus den tatsächlichen sensiblen Werten abgelesen wer-
den kann, reicht es aus, für jedes Matching nur die Kanten zu speichern, in denen sich
das Matching vom Originalmatching unterscheidet. Alle Tupel, die keine explizit erwähnte
Matchingkante haben, matchen immer mit ihrem originalen SA-Wert. Für ein Matching
M(n) wird demzufolge nur M(n) \Morig gespeichert.
Beispiel 4.15 Um die beiden MatchingsM3.1 undM7.3 aus Abbildung 4.18 zu speichern,
werden nur die jeweiligen Differenzen zum Originalmatching berechnet.
M3.1 \Morig = {(2, B(3)), (3, A(2))}
M7.3 \Morig = {(1, B(3, 6)), (3, A(1)), (6, A(1))}
Das entspricht jeweils nur den rot markierten Kanten in der symmetrischen Differenz mit
dem Originalmatching (siehe (d) und (f)). Ein komplettes Matching erhält man, indem
für jeden nicht erwähnten Tupelknoten (z. B. 1, 4, 5, 6, 7 bei M3.1) standardmäßig immer
die Originalkante (blaue Kante) gewählt wird.
Jede Kante kann in mehreren Matchings vorkommen. Beispielsweise gibt es zum An-
fragegraphen aus Abbildung 4.18 ein Matching M7.1, das aus den Kanten (1, B(3, 5)),
(3, A(1)) und (5, A(1)) besteht.17 Die Kanten (1, B(3)) und (3, A(1)) kommen dabei auch
im Matching M7.3 vor, denn M7.1 und M7.3 sind in G1 identisch. Wenn es mehrere
Matchings gibt, die in vielen Teilgraphen identisch sind und sich nur in einem einzigen un-
terscheiden, werden viele Kanten mehrfach gespeichert (jeweils einmal pro Matching). Für
eine Aussage über die Verletzung von k-assign Anonymität ist aber nicht entscheidend,
wie viele Matchings mit einer Kante el = (t, s) existieren, sondern nur, ob mindestens eins
existiert. Daher wird an dieser Stelle erneut eine Vereinfachung eingeführt, die in Kapitel 5
die Grundlage für die polynomielle Laufzeit der Approximation ist. Es werden nicht alle
Matchings einzeln gespeichert, sondern nur alle Kanten, die in mindestens einem Matching
vorkommen. Dazu werden die Kanten aller modellierter ∆-top Matchings in einer Daten-
struktur vereinigt, die ∆-top Matchingtabelle T (n)∆ genannt wird. Sie enthält für eine Folge
von Anfragegraphen G(n) = (G1, . . . , Gn) die Kanten von ∆-top Matchings M(n), wobei
nur die Kanten aufgelistet werden, in denen sich die jeweiligen Matchings vom Original-
matching unterscheiden. Für M(n) wird demzufolge nur M(n) \ Morig gespeichert. Für
jedes Tupel t enthält T (n)∆ genau eine Zeile, in der der originale SA-Wert von t und alle
∆-top Matchingkanten stehen, die t enthalten. Jede Kante (t, s′(t′)) wird in der Zeile für t
als Eintrag s′(t′) angegeben. Zusammengesetzte Kanten (t, s′(ST )), wobei ST eine Menge
von Tupeln ist, werden als s′(ST ) dargestellt.
17Alle ∆-top Matchings in G(2) sind im Anhang in Abbildung A.7 auf Seite 276 dargestellt (vgl. Bei-
spiel A.6).
126
4.5 Repräsentation von ∆-top Matchings
ID Name SA M3.1 M7.1 M7.3
1 Alison A B(3, 5) B(3, 6)
2 Ben A B(3)
3 Clark B A(2) A(1) A(1)
4 Debra C
5 Elaine B A(1)
6 Fiona B A(1)
7 Gary D
(a) Datentabelle und drei Matchings
ID Name SA G(2)
1 Alison A B(3, 5), B(3, 6)
2 Ben A B(3)
3 Clark B A(1), A(2)
4 Debra C
5 Elaine B A(1)
6 Fiona B A(1)
7 Gary D
(b) ∆-top Matchingtabelle T (2)∆
Tabelle 4.3: ∆-top Matchingtabelle und enthaltene Matchings
Beispiel 4.16 Tabelle 4.3 zeigt in (a) die Repräsentation der drei ∆-top MatchingsM3.1,
M7.1 und M7.3 (siehe Beispiel 4.15). Die entsprechende ∆-top Matchingtabelle T (2)∆ ist
in (b) dargestellt und enthält als Tupelidentifikator sowohl die ID als auch das Name-
Attribut. Die Matchingkanten der drei Matchings sind in Spalte G(2) aufgelistet. Dabei ist
zu beachten, dass in G(2) weitere ∆-top Matchings existieren, die in diesem Beispiel nicht
angegeben sind.
Aus ∆-top Matchingtabellen sind sehr leicht die SA-Werte ablesbar, die einem Tupel
durch Matchings beziehungsweise SA-Werteverteilungen zugeordnet werden können. Da-
bei ist zu beachten, dass nicht jedes Matching und demzufolge auch nicht jede Zuordnung
modelliert wird. Demzufolge ist die Menge aller aufgelisteter SA-Werte nur eine Teilmenge
aller möglicher Werte. Um verschiedene Approximationen durch ∆-top Matchingtabellen
zu bewerten, werden die bereits eingeführten Begriffe Signatur, Anonymitätsgrad (vgl.
Definition 3.6) und k-assign Anonymität (vgl. Definition 3.7) auch für ∆-top Matchingta-
bellen verwendet.
Definition 4.10 (Signatur und Anonymitätsgrad bez. ∆-top Matchingtabelle)
Sei T (n)∆ eine ∆-top Matchingtabelle, dann ist die Signatur Sig(t) eines Tupels t bezüglich
T (n)∆ die Menge von SA-Werten aus ∆-top Matchingkanten von t in T
(n)
∆ . Der Anonymi-
tätsgrad a(t) von t bezüglich T (n)∆ ist die Größe der Signatur: a(t) = |Sig(t)|. Der mini-
male Anonymitätsgrad amin(T (n)∆ ) von Tupeln bezüglich T
(n)
∆ ist der kleinste vorkommende
Anonymitätsgrad: amin(T (n)∆ ) = mint a(t).
Definition 4.11 (k-assign Anonymität bez. ∆-top Matchingtabelle) Sei T (n)∆ eine
∆-top Matchingtabelle. Dann erfüllt T (n)∆ k-assign Anonymität, wenn der Anonymitätsgrad
jedes Tupels t ∈ T (n)∆ bezüglich T
(n)
∆ mindestens k ist.
Bei der Berechnung der Signatur und des Anonymitätsgrades müssen die Kanten des
Originalmatchings, die nur implizit in einer ∆-top Matchingtabelle gespeichert sind, eben-
falls beachtet werden.
Beispiel 4.17 Die Signatur der Tupel 1, 2, 3, 5 und 6 aus Tabelle 4.3b ist jeweils {A, B}.
Diese Tupel haben dadurch den Anonymitätsgrad 2. Tupel 4 hat die Signatur {C} und
Tupel 7 {D}. Der Anonymitätsgrad beider Tupel ist somit 1. Offensichtlich sollte für beide
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Tupel je ein Matching gespeichert werden, in dem sie mit einem anderen SA-Wert matchen
als ihrem originalen. Dann wäre ihr Anonymitätsgrad ebenfalls 2. In der abgebildeten Form
erfüllt Tabelle 4.3b nur 1-assign Anonymität.
Eine ∆-top Matchingtabelle kann sehr einfach erzeugt werden, indem Kanten aller zu
speichernder Matchings zunächst vereinigt und dann in die entsprechenden Zeilen (d. h.
nach den enthaltenen Tupeln getrennt) einsortiert werden. Dahingegen ist das Extrahie-
ren eines Matchings aus der Tabelle nicht immer offensichtlich. Allerdings können die
Eigenschaften von ∆-top Matchings genutzt werden, um Kanten aus der Tabelle den Mat-
chings zuzuordnen. Ist beispielsweise aus Tabelle 4.3b ein Matching M gesucht, das die
Labelkante (3, A) enthält, muss in der Zeile für Tupel 3 nach einer Matchingkante gesucht
werden, die das Label A enthält. Mit (3, A(1)) und (3, A(2)) gibt es dafür zwei verschiedene
Möglichkeiten. Wird (3, A(2)) gewählt, mussM auch die Gegenkante (2, B(3)) enthalten,
denn M ist ein ∆2-Matching bezüglich des Originalmatchings. Es entsteht das Matching
M =M3.1 aus Tabelle 4.3a. Wird hingegen (3, A(1)) gewählt, gibt es für die Gegenkante
(1, B(3)) zwei mögliche ∆-top Matchingkanten, nämlich (1, B(3, 5)) oder (1, B(3, 6)). In
beiden Fällen muss rekursiv weiter nach Gegenkanten gesucht werden, das heißt, (5, A(1))
oder (6, A(1)) gehört ebenfalls zum gesuchten Matching M. In diesen Fällen werden die
Matchings M7.1 beziehungsweise M7.3 extrahiert.
Das beschriebene Verfahren kann aber auch zu Sackgassen führen, wenn bestimmte
Kanten nicht zum Matching hinzugefügt werden können, ohne die Matchingeigenschaft zu
verletzen. Das kann zum Beispiel passieren, wenn nach einer Gegenkante (t, s′(t′)) gesucht
wird, im bisher konstruierten Matching aber bereits eine andere Kante vorhanden ist, die
den SA-Knoten s′(t′) enthält. Folglich müsste ein Backtracking durchgeführt und andere
Kanten extrahiert werden. In den folgenden Kapiteln wird dieser Fall noch genauer unter-
sucht und gezeigt, dass unter bestimmten Voraussetzungen die Extraktion von Matchings
aus einer ∆-top Matchingtabelle in Polynomialzeit ohne Backtracking möglich ist. Dazu ist
es aber zwingend erforderlich, dass nur ∆r-Matchings mit r = 2 gespeichert werden. Für
r > 2 sind die vorgestellten Algorithmen nicht anwendbar. Das ist auch der Hauptgrund,
warum das Angreiferwissen nur mithilfe von ∆2-Matchings approximiert wird.
Zusammenfassung
Ein Ziel der vorliegenden Arbeit lautet, einen Approximationsalgorithmus zu entwickeln,
der den Schutz der Privatsphäre bei der Anfragebearbeitung sicherstellt, nur polynomielle
Laufzeit hat und damit praktischen Anforderungen genügt. Eine wichtige Anforderung
dabei ist, dass jede Verletzung des Schutzkriteriums weiterhin gefunden wird. Die Appro-
ximation darf sich somit nur dann irren, wenn sie eine Verletzung ausgibt, tatsächlich aber
keine vorhanden ist.
In Kapitel 3 wurde gezeigt, wie valide Matchings in Anfragegraphen verwendet werden
können, um k-assign Anonymität zu erfüllen und damit die Privatsphäre zu schützen. Da
allerdings das Bestimmen eines Matchings exponentielle Laufzeit benötigt, wurden in die-
sem Kapitel Verfeinerungen und Einschränkungen der untersuchten Matchings erstellt. Es
wurde festgelegt, dass für die Approximation nur ∆-top Matchings betrachtet werden. Das
Besondere an ihnen ist, dass sie sich nur wenig vom Originalmatching unterscheiden, wel-
ches wiederum der realen Zuordnung von sensiblen Werten zu Individuen entspricht. Als
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weitere Grundlage für einen Approximationsalgorithmus wurde mit der ∆-top Matching-
tabelle eine Datenstruktur vorgestellt, mit der Kanten von bereits berechneten Matchings
effizient gespeichert werden können. Damit ist es beispielsweise möglich, Matchings für n
Anfragegraphen sukzessive aus denen für n−1 Anfragegraphen zu konstruieren. Hierdurch
sind die Voraussetzungen geschaffen worden, um in den Kapiteln 5 und 7 Algorithmen an-
zugeben, die ∆-top Matchings in Polynomialzeit berechnen.
129

5 Approximation des Angreiferwissens für
beliebige Anfragen
Basierend auf den Kapiteln 3 und 4 wird in diesem Kapitel ein Approximationsalgorith-
mus vorgestellt, der valide Matchings in Anfragegraphen in Polynomialzeit findet. Der
Grundgedanke dabei lautet, Matchings sukzessive aus anderen Matchings zu konstruie-
ren. Anhand eines Beispiels wird zunächst erläutert, welche Matchings für einen einzelnen
Graphen berechnet werden (Kapitel 5.1) und wie diese zu anderen Matchings erweitert
werden können, wenn mehrere Graphen gegeben sind (Kapitel 5.2). Der Approximati-
onsalgorithmus für den allgemeinen Fall wird danach detailliert eingeführt (Kapitel 5.3),
wobei besonders auf zusätzliche Einschränkungen bei der Berechnung eingegangen wird
(Kapitel 5.4). Mit seiner Hilfe kann ein Verfahren angegeben werden, das den Schutz der
Privatsphäre bei der Anfragebearbeitung sicherstellt (Kapitel 5.5). Am Ende dieses Ka-
pitels wird eine Möglichkeit vorgestellt, mit der Antworten auf Anfragen auch bei einer
Verletzung des Schutzkriteriums ausgegeben werden können (Kapitel 5.6).
5.1 Der erste Graph
Als Erstes wird ein Spezialfall untersucht, bei dem die Folge von Anfragegraphen aus ge-
nau einem Teilgraphen besteht. Danach wird gezeigt, wie Matchings in Anfragegraphen
berechnet werden, die aus mehreren Teilgraphen bestehen. Die hier verwendete Referen-
zierung von Knoten anhand der Labels wurde in Kapitel 4.5 vorgestellt. t steht demzufolge
für einen Tupelknoten in einem beliebigen Graphen, der mit t gelabelt ist, während s(t)
einen SA-Knoten darstellt, der mit s gelabelt ist und im Originalmatching mit t matcht.
Sei das bereits in Kapitel 3 vorgestellte Beispiel mit den Anfragegraphen G1, G2 und
G3 gegeben. Abbildung 5.1 zeigt in (a) den Anfragegraphen G1, der für das Ergebnis der
ersten Anfrage steht.1 Darin kommen Tupel für Alison (ID 1), Ben (2), Clark (3) und
Debra (4) zusammen mit den SA-Werten A, A, B und C vor. In (b) bis (f) sind alle ∆-
top Matchings in G(1) = (G1) dargestellt.2 Die Bezeichnung orientiert sich dabei an der
Nummerierung der SA-Werteverteilungen, wie sie zum Beispiel bereits in Tabelle 3.5 auf
Seite 70 verwendet wurde. Von den ursprünglich zwölf verschiedenen Werteverteilungen
beziehungsweise Matchings in G(1) erfüllen nur fünf die ∆-top Eigenschaft. Diese werden
gespeichert und sind in der ∆-top Matchingtabelle T (1)∆ in (g) aufgelistet. Es fällt auf, dass
jeder sensible Wert jedem Tupel zugeordnet werden kann. Das bedeutet, dass trotz der
Beschränkung auf ∆-top Matchings alle möglichen Zuordnungen von sensiblen Werten zu
Tupeln auch modelliert werden.3
1Vgl. Tabelle 3.4 auf Seite 69.
2Alle SA-Werteverteilungen und dazugehörige Matchings in G(1) sind im Anhang in Abbildung A.3 auf
Seite 271 dargestellt. Dabei wurden insbesondere auch die berücksichtigt, die nicht ∆-top sind.
3Vgl. Beispiel 4.1 auf Seite 100.
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ID Name SA G(1)
1 Alison A B(3), C(4)
2 Ben A B(3), C(4)
3 Clark B A(1), A(2), C(4)
4 Debra C A(1), A(2), B(3)
(g) ∆-top Matchingtabelle T (1)∆ für G(1)
Abbildung 5.1: Für den ersten Graphen G(1) werden alle ∆-top Matchings gespeichert,
welche in (b) bis (f) angegeben sind.
Im Allgemeinen verläuft die Behandlung des ersten Graphen analog zum oben vor-
gestellten Beispiel. Für einen gegebenen Anfragegraphen werden alle ∆-top Matchings
erzeugt, indem aus allen vorkommenden Tupeln jeweils zwei ausgewählt werden, die un-
terschiedliche originale SA-Werte haben und deren Matchingpartner im Vergleich zum
Originalmatching vertauscht werden. Das bedeutet im obigen Fall, dass kein Matching
mit den Kanten (1, A(2)) oder (2, A(1)) gespeichert wird, denn A ist jeweils der originale





= O(n2) Matchings, deren Erstellung offensichtlich in Polynomialzeit möglich ist.
Interessanterweise gehört jede ∆-top Matchingkante nach der Bearbeitung des ersten Gra-
phen eindeutig zu genau einem ∆-top Matching. Diese Eigenschaft muss ab dem zweiten
Graphen aber nicht mehr gelten.
5.2 Mehrere Graphen
Sei eine Folge von Anfragegraphen G(n+1) = (G1, . . . , Gn, Gn+1) gegeben und sei nach va-
liden Matchings in G(n+1) gefragt. Der Ansatz dazu lautet, Matchings rekursiv aus bereits
bekannten Matchings zu berechnen. Das bedeutet konkret, dass zunächst Matchings in
G1 berechnet werden, aus denen dann Matchings in (G1, G2) erzeugt werden. Daraus wer-
den wiederum Matchings in (G1, G2, G3) und so weiter berechnet. Allgemein werden somit
Matchings für G(n+1) = (G1, . . . , Gn, Gn+1) aus denen für G(n) = (G1, . . . , Gn) konstruiert.
Im Folgenden sind daher immer Matchings M(n) für eine Folge von Anfragegraphen
G(n) und ein neuer Anfragegraph Gn+1 gegeben und es sind Matchings in G(n+1) gesucht.
Im Wesentlichen wird dabei für jedes MatchingM(n) getestet, ob es ein MatchingM(n+1)
in G(n+1) gibt, das in den bisher behandelten Teilgraphen G1, . . . , Gn mit M(n) überein-
stimmt. Genauer gesagt werden dabei nur die Tupel beachtet, die inM(n) in einer anderen
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Matchingkante enthalten sind als im Originalmatching. Dieser Schritt heißt Erweiterung
eines Matchings und bildet das Kernstück des hier vorgestellten Approximationsalgorith-
mus. Falls in G(n+1) Tupel vorkommen, die bisher nicht in G(n) vorkamen, können auch
sogenannte neue Matchings entstehen. Das sind Matchings, die in G1, . . . , Gn identisch mit
dem Originalmatching sind und dadurch auch als Erweiterung des Originalmatchings gel-
ten. Wichtig dabei ist, dass alle erweiterten Matchings die ∆-top Eigenschaften weiterhin
erfüllen.
Ein MatchingM(n+1) ist eine Erweiterung eines MatchingsM(n), wenn beide folgenden
Eigenschaften erfüllt sind. Erstens müssen alle Tupel, die inM(n) in einer anderen Kante
als im Originalmatching enthalten sind, genau in dieser Kante auch in M(n+1) enthalten
sein. Dazu wird die symmetrische Differenz zwischen den Matchings und dem Original-
matching betrachtet und gefordert, dass M(n) ∆M(n)orig ⊂ M(n+1) ∆M
(n+1)
orig gilt. Tupel,
die inM(n) denselben Matchingpartner haben wie im Originalmatching, können in einem
erweiterten Matching einen anderen Matchingpartner haben. Zweitens soll sichM(n+1) in
gewisser Weise von M(n) unterscheiden. Das bedeutet, dass M(n+1) eine Kante (t, s′(t′))
enthalten soll, die nicht in M(n) vorkommt. Somit gibt es mindestens ein Tupel, das im
erweiterten Matching mit einem anderen SA-Wert matcht als in M(n).
Definition 5.1 (Erweiterung eines Matchings) Seien G(n) = (G1, . . . , Gn) eine Folge
von Anfragegraphen, M(n)orig das Originalmatching und M(n) ein ∆-top Matching in G(n).
Weiterhin sei Gn+1 ein Anfragegraph und M(n+1) ein ∆-top Matching in G(n+1). Dann
heißtM(n+1) genau dann Erweiterung vonM(n), wennM(n)∆M(n)orig ⊂M(n+1)∆M
(n+1)
orig
gilt und M(n+1) in Gn+1 mindestens eine Kante (t, s′(t′)) enthält, die nicht in M(n) vor-
kommt. Man sagt in diesem Fall auch, dass M(n) zu M(n+1) erweitert werden kann.
Entsprechend Definition 5.1 heißt der Berechnungsschritt, um M(n+1) aus M(n) zu
konstruieren, Erweiterungsschritt. Ein Tupel t, für das in M(n+1)[G(n+1)] eine Matching-
kante (t, s′(t′)) existiert, die nicht in M(n) vorkommt, heißt mit t′ beziehungsweise mit
s′(t′)4 erweitert. Analog heißt eine ∆-top Matchingkante e∆ = (t, s′(ST )) in T (n)∆ mit t′
beziehungsweise s′(t′) erweitert, wenn es eine Kante (t, s′(ST ∪ {t′})) in T (n+1)∆ gibt. Für
∆2-Matchings gilt in diesem Fall immer, dass auch t′ mit t erweitert ist. Wenn zu einem ge-
gebenen Matching M(n) und Graphen Gn+1 kein Matching M(n+1) mit M(n) ∆M(n)orig ⊂
M(n+1) ∆M(n+1)orig existiert, wird auch davon gesprochen, dass M(n) in G(n+1) gelöscht
wurde. Matchings und ∆-top Matchingkanten, die weder erweitert noch gelöscht werden,
bleiben in G(n+1) beziehungsweise T (n+1)∆ erhalten.
Bevor der Algorithmus für die Erweiterung von Matchings vorgestellt wird, werden
wichtige Schritte und Begriffe anhand des bereits eingeführten Beispiels erläutert. Dazu
sollen zunächst die fünf ∆-top Matchings im Anfragegraphen aus Abbildung 5.1 erweitert
werden. Sei G2 ein weiterer Anfragegraph, der Knoten für Alison (ID 1), Elaine (5), Fiona
(6) und Gary (7) sowie für die SA-Werte A, B, B und D enthält. Abbildung 5.2 zeigt in
(a) die Folge von Anfragegraphen G(2) = (G1, G2) und in (g) die ∆-top Matchingtabelle
T (2)∆ (siehe Spalte G(2)). Darin sind insgesamt sieben ∆-top Matchings gespeichert, von
denen in (b) bis (f) aus Platzgründen nur fünf abgebildet sind.5 Zur besseren Übersicht
4Als Kurzform für ein beliebiges t′ wird auch der Ausdruck „mit s′ erweitert“ verwendet.
5Im Anhang sind in Abbildung A.7 auf Seite 276 alle sieben Matchings dargestellt.
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ID Name SA G(1) G(2)
1 Alison A B(3), C(4) B(3, 5), B(3, 6)∗
2 Ben A B(3), C(4) B(3), C(4)
3 Clark B A(1), A(2), C(4) A(1), A(2), C(4)
4 Debra C A(1), A(2), B(3) A(2), B(3)
5 Elaine B A(1), D(7)∗
6 Fiona B A(1)∗, D(7)
7 Gary D B(5)∗, B(6)
(g) ∆-top Matchingtabelle T (2)∆ für G(2)
Abbildung 5.2: Für G(2) werden sieben ∆-top Matchings gespeichert, von denen in (b) bis
(f) fünf dargestellt sind. Die ∆-top Matchingtabelle T (2)∆ in (g) enthält
alle sieben (Kanten fehlender Matchings sind mit „*“ gekennzeichnet), die
auch im Anhang in Abbildung A.7 auf Seite 276 angegeben sind.
beinhaltet T (2)∆ auch die Spalte G(1) aus Abbildung 5.1, an der sich die Veränderungen
durch den zweiten Graphen ablesen lassen.
Mit Alison (1) gibt es ein Tupel, welches sowohl in G1 als auch in G2 vorkommt. Daher
muss in allen validen Matchings in G(2) der entsprechende Tupelknoten für 1 in beiden
Graphen mit jeweils demselben SA-Label matchen. Beispielsweise enthalten M(2)2.1, M
(2)
3.1







6 konstruiert worden (vgl. Abbildung 5.1) und
stimmen in G1 mit ihrem Ursprungsmatching überein. Da sie aber jeweils in G2 identisch
zum Originalmatching sind, giltM(1) ∆M(1)orig =M(2) ∆M
(2)










6 in G(2) „erhalten geblieben“ sind. Andererseits würden Matchings, die in
134
5.2 Mehrere Graphen
G2 verschieden vom Originalmatching wären, zwar durchaus Erweiterungen für die drei
genannten Matchings darstellen, würden aber gegen die Minimalitätseigenschaft von ∆-





die im Rahmen dieser Approximation berechnet werden.
FürM(1)7 , das die Kante (1, B(3)) enthält, gibt es in G(2) zwei Erweiterungen, denn mit
B(5) und B(6) kommen zwei SA-Knoten vor, die mit B gelabelt sind.M(2)7.1 ist eine dieser
Erweiterungen und in (f) dargestellt, das andere erweiterte MatchingM(2)7.3 befindet sich im
Anhang in Abbildung A.7 auf Seite 276. Die hier verwendete Bezeichnung orientiert sich
an der Nummerierung der entsprechenden SA-Werteverteilungen, wie sie in Tabelle 3.8 auf
Seite 72 verwendet wurde. In M(2)7.1 ist Tupel 1 beziehungsweise die ∆-top Matchingkante
(1, B(3)) mit B(5) erweitert worden, inM(2)7.3 analog mit B(6). In T
(2)
∆ entstehen auf diese
Weise die Kanten (1, B(3, 5)) und (1, B(3, 6)).
M(1)11 enthält die Kante (1, C(4)). Da es aber in G2 kein SA-Label C gibt, kann es auch
kein valides Matching in G(2) geben, in dem 1 mit C matcht. Somit muss M(1)11 gelöscht
werden.
Das letzte hier dargestellte MatchingM(2)1.2 entspricht in G1 dem Originalmatching und
wird daher auch als Erweiterung des Originalmatchings beziehungsweise als neues Mat-
ching bezeichnet. Auch hier gibt es noch eine andere Erweiterung, die die Nummer 1.3
trägt, die Kanten (5, D(7)) sowie (7, B(5)) enthält und nur im Anhang dargestellt ist.
Sei als letzter Anfragegraph der bereits eingeführte Graph G3 gegeben, der die Tupel
2, 5, 7 und 8 sowie die SA-Werte A, B, C und D enthalte. Abbildung 5.3 zeigt in (b)
bis (e) alle vier ∆-top Matchings in G(3) = (G1, G2, G3). Matching M(3)6.1 ist dabei eine
Erweiterung des MatchingsM(2)6.1 aus Abbildung 5.2. Es hat dieselbe Nummer, da es keine




7.3 entstehen direkt aus
den MatchingsM(2)2.1 undM
(2)
7.3. Da sie jeweils in G3 identisch zum Originalmatching sind,
gelten sie nicht als Erweiterungen. Ebenfalls entstehtM(3)1.3 zwar ausM
(2)
1.3, gilt aber auch
nicht als Erweiterung. Die Bedingung M(n) ∆M(n)orig ⊂ M(n+1) ∆M
(n+1)
orig ist erfüllt, die
Matchingkanten (5, D(7)) und (7, B(5)) in G3 kommen jedoch schon in G2 beziehungsweise
M(2)1.3 vor. Auch hier ist dieselbe Nummerierung gewählt worden wie bei den bereits einge-
führten äquivalenten SA-Werteverteilungen (vgl. Tabelle 3.10 auf Seite 73). Alle anderen
Matchings in G(2) werden gelöscht, da sie nicht erweitert werden können.
Interessanterweise gibt es kein ∆-top Matching, das eine Labelkante (2, B) enthält, ob-
wohl in jedem Graphen, in dem 2 vorkommt, auch ein B vorkommt. Dieses Ergebnis kann
auch logisch hergeleitet werden. Würde die Kante (2, B) in einem Matching vorkommen,
müsste dieses auch die Kanten (3, A(2)) (in G1) und (5, A(2)) (in G3) enthalten. Folglich
muss es auch die Kanten (5, A(1)) und (1, B(5)) in G2 besitzen, was dazu führt, dass Tu-
pel 1 in G1 mit B(3) matchen würde. Die beiden Kanten (3, A(2)) und (1, B(3)) in G1
verletzten jedoch die ∆-top Eigenschaft. Aus den gegebenen Matchings kann dieser Zu-
sammenhang ebenfalls abgeleitet werden und ist graphisch in Abbildung 5.4 dargestellt.
M(2)3.1 (siehe (b)) ist das einzige ∆-top Matching, das die Labelkante (2, B) enthält. Dieses
kann in G3 nur mit der Kante (2, B(5)) erweitert werden, woraus folgt, dass 5 auch in G2
mit einem A matchen muss.M(2)7.1 (siehe (c)) ist wiederum das einzige ∆-top Matching, das
die Labelkante (5, A) enthält. Eine Erweiterung von M(2)3.1 ist also nichts anderes als ein
Zusammenlegen der MatchingsM(2)3.1 undM
(2)
7.1 (siehe (d)), wobei nur die Kanten betrach-
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ID Name SA G(1) G(2) G(3)
1 Alison A B(3), C(4) B(3, 5), B(3, 6) B(3, 6)
2 Ben A B(3), C(4) B(3), C(4) C(4, 8)
3 Clark B A(1), A(2), C(4) A(1), A(2), C(4) A(1), C(4)
4 Debra C A(1), A(2), B(3) A(2), B(3) A(2), B(3)
5 Elaine B A(1), D(7) D(7)
6 Fiona B A(1), D(7) A(1)
7 Gary D B(5), B(6) B(5)
8 Helen C A(2)
(f) ∆-top Matchingtabelle T (3)∆ für G(3)





















































Abbildung 5.4: Das Zusammenlegen der ∆-top Matchings M(2)3.1 und M
(2)
7.1 funktioniert in
diesem Fall nicht. Dabei werden alle Kanten übernommen, die verschie-
den vom Originalmatching und hier rot dargestellt sind. Die entstehende
Kantenmenge M(2)3.1+7.1 ist kein Matching mehr.
tet werden, die verschieden vom Originalmatching sind (dargestellt als rote Kanten). In G1
ist zu erkennen, dass 3 sowohl mit A(1) als auch mit A(2) eine Matchingkante bilden soll
und dass 1 und 2 mit B(3) matchen. Demzufolge verstößt die entstehende Kantenmenge
gegen die Matchingdefinition. Aus dem gleichen Grund gibt es auch kein ∆-top Matching,
welches die Kante (5, A) enthält.
Während es in G(3) auch insgesamt kein valides Matching gibt, in dem die Kante (2, B)
vorkommt, entsteht durch die Beschränkung auf ∆-top Matchings ein Verlust anderer Zu-
ordnungen. Tabelle 3.11 auf Seite 73 gibt eine Übersicht über die SA-Werte, die den einzel-
nen Tupeln bei vollständiger Betrachtung aller SA-Werteverteilungen zugeordnet werden
können. Ein Vergleich mit der Matchingtabelle T (3)∆ in Abbildung 5.3f (siehe Spalte G(3))
zeigt, dass zum Beispiel Elaine (ID 5) kein A zugeordnet wird. Das liegt daran, dass beide
validen MatchingsM(3)9.1 undM
(3)
9.2, die zu einer möglichen SA-Werteverteilung mit Elaine
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und A führen, ∆3- beziehungsweise ∆4-Matchings bezüglich des Originalmatchings sind.6
Gleiches trifft für die Zuordnungen von Fiona zu D, Gary zu A, Helen zu B und Helen zu
D zu. Somit wird deutlich, dass die vorgeschlagene Modellierung nur eine Approximation
für das Wissen des Angreifers ist.
5.3 Konstruktion von Matchings
Um Erweiterungen von Matchings für einen Anfragegraphen Gn+1 zu berechnen, spielt
es eine große Rolle, ob Tupel aus Gn+1 in bereits bearbeiteten Graphen G1, . . . , Gn vor-
kamen. Daher werden Tupel in alte und neue Tupel unterschieden. Erstere sind solche,
die bereits in mindestens einem vorigen Graphen Gi mit 1 ≤ i < n + 1 vorkamen, wäh-
rend letztere bisher nur in Gn+1 vorkommen. Für alte Tupel existieren bereits Mengen
von sensiblen Werten, welche den Tupeln zugeordnet werden können. Diese Mengen kön-
nen nicht vergrößert, sondern nur noch verkleinert werden, wenn bestimmte Möglichkeiten
wegfallen. Für neue Tupel werden Angaben über mögliche sensible Werte erst mit den nun
berechneten beziehungsweise erweiterten Matchings gemacht. Theoretisch können ihnen
alle SA-Werte zugeordnet werden, die in Gn+1 vorkommen, vorausgesetzt, es existiert ein
entsprechendes Matching in G(n+1). Formal werden alte und neue Tupel wie folgt definiert.
Definition 5.2 (alte und neue Tupel) Sei G(n) = (G1, . . . , Gn) eine Folge von Anfra-
gegraphen und bezeichne ST (G(n)) die Menge aller Tupel, die als Label in G(n) vorkommen
sowie ST (Gn) die Menge aller Tupel, die als Label in Gn vorkommen. Sei Gn+1 ein wei-
terer Anfragegraph, dann heißt Salt(Gn+1) := ST (G(n)) ∩ ST (Gn+1) die Menge der alten
Tupel und Sneu(Gn+1) := ST (Gn+1) \ ST (G(n)) die Menge der neuen Tupel in Gn+1.
Beispiel 5.1 In G2 aus Abbildung 5.2 auf Seite 134 ist 1 ein altes Tupel, da es bereits in
G1 vorkam. 5, 6 und 7 sind neue Tupel. In G3 (siehe Abbildung 5.3 auf Seite 136) ist nur
8 ein neues Tupel und alle anderen sind alt.
ST (G(1)) = {1, 2, 3, 4} ST (G(2)) = {1, 2, 3, 4, 5, 6, 7} ST (G(3)) = {1, 2, 3, 4, 5, 6, 7, 8}
ST (G1) = {1, 2, 3, 4} ST (G2) = {1, 5, 6, 7} ST (G3) = {2, 5, 7, 8}
Salt(G1) = ∅ Salt(G2) = {1} Salt(G3) = {2, 5, 7}
Sneu(G1) = {1, 2, 3, 4} Sneu(G2) = {5, 6, 7} Sneu(G3) = {8}
Seien T (n)∆ eine ∆-top Matchingtabelle für die Folge von Anfragegraphen G(n) = (G1,
. . . , Gn) und Gn+1 ein weiterer Anfragegraph. Der hier vorgestellte Algorithmus, der Mat-
chings für G(n+1) aus T (n)∆ berechnet, arbeitet nicht matching-, sondern kantenorientiert.
Das bedeutet, es werden Entscheidungen, ob ein Matching erweitert, erhalten oder ge-
löscht wird, nur anhand einzelner ∆-top Matchingkanten getroffen. Dieser Ansatz ist eine
starke Vereinfachung der Berechnung, der wesentlich effizienter umzusetzen ist, als kom-
plette Matchings aus der Tabelle zu extrahieren. Kanten, die in mehreren verschiedenen
Matchings vorkommen, müssen nämlich nur einmal betrachtet werden.
Sei t ein altes Tupel in Gn+1 mit originalem SA-Wert s und e∆ = (t, s′(ST )) eine ∆-top
Matchingkante von t. Wie die Beispiele bereits gezeigt haben, müssen Matchings mit e∆
6Diese Behauptung ist aus den SA-Werteverteilungen der Tabelle 3.10 auf Seite 73 abzulesen. Die ent-
sprechenden Matchings sind in dieser Arbeit graphisch nicht dargestellt.
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gelöscht werden, wenn in Gn+1 kein SA-Knoten mit Label s′ vorkommt. In diesem Fall
kann es in G(n+1) kein valides Matching geben, das die Labelkante (t, s′) enthält. e∆ muss
ebenfalls gelöscht werden, wenn mindestens zwei Tupel aus ST in Gn+1 vorkommen. In
diesem Fall würde ein valides Matching in G(n+1), das die Kante e∆ beinhaltet, nicht ∆-
pfadkonform bezüglich des Originalmatchings sein.7 Damit wäre das Matching nicht ∆-top
und wird somit hier nicht modelliert. Wenn genau ein Tupel aus ST in G(n+1) vorkommt,
bleibt e∆ in der aktuellen Form erhalten. e∆ kann erweitert werden, wenn kein Tupel
aus ST in G(n+1) vorkommt. Dazu muss es aber ein Tupel t′ in G(n+1) geben, das den
originalen SA-Wert s′ hat und dem s zugeordnet werden kann. Das ist der Fall, wenn eine
∆-top Matchingkante e′∆ = (t′, s(S′T )) existiert oder t′ ein neues Tupel ist. Für neue Tupel
existieren noch keine Matchings und demzufolge können ihnen prinzipiell alle SA-Werte
zugeordnet werden, die in der aktuellen Anfrage vorkommen. Das heißt insbesondere, dass
jedes neue Tupel auch mit jedem anderen neuen Tupel erweitert werden kann. Dabei
wird beiden Tupeln der SA-Wert des jeweils anderen Tupels zugeordnet und es entstehen
sogenannte neue Matchings, die als Erweiterung des Originalmatchings gelten.
Algorithmus 5.1 Berechne ∆-top Matchings (Kurzform)
Eingabe: T (n)∆ : ∆-top Matchingtabelle für G(n) = (G1, . . . , Gn), Gn+1: Graph
Ausgabe: T (n+1)∆ : ∆-top Matchingtabelle für G(n+1) = (G1, . . . , Gn, Gn+1)
1: T (n+1)∆ ← T
(n)
∆
2: for all alte Tupel t in Gn+1 do
3: for all ∆-top Matchingkanten e∆ = (t, s′(ST )) in T (n+1)∆ do
4: if s′ kommt nicht in Gn+1 vor then
5: Lösche Matchings mit e∆
6: end if
7: Vergleiche ST mit ST (Gn+1)
8: Fall 1: genau ein Tupel aus ST in Gn+1 ⇒ e∆ muss nicht erweitert werden
9: Fall 2: mind. zwei Tupel aus ST in Gn+1 ⇒ lösche Matchings mit e∆
10: Fall 3: andernfalls ⇒ erweitere e∆ mittels Erweiterungsalgorithmus
11: end for
12: end for
13: for all neue Tupel t, t′ mit verschiedenen SA-Werten do
14: Erzeuge neues Matching mit Kanten (t, s′(t′)) und (t′, s(t)), wobei s SA-Wert von t
und s′ SA-Wert von t′
15: end for
16: return T (n+1)∆
Algorithmus 5.1 gibt zunächst einen groben Überblick über die Konstruktion von Mat-
chings für G(n+1) = (G1, . . . , Gn, Gn+1). Als Erstes wird die ∆-top Matchingtabelle als
T (n+1)∆ übernommen und es werden nur darin Änderungen durchgeführt. Dazu werden
alle gespeicherten ∆-top Matchingkanten e∆ = (t, s′(ST )) der alten Tupel untersucht und
deren SA-Werte und Tupel mit denen aus Gn+1 verglichen. e∆ wird gelöscht, wenn s′ nicht
in Gn+1 vorkommt. Beim Löschen von Kanten muss weiterhin sichergestellt werden, dass
alle Matchings, die diese Kanten enthalten, auch gelöscht werden (vgl. Algorithmus 5.2).
7Vgl. Definition 4.7 in Kapitel 4.3.5.
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Wenn s′ in Gn+1 vorkommt, wird die Tupelmenge ST der Kante mit den Tupeln aus Gn+1
verglichen. Dafür werden drei verschiedene Fälle unterschieden. Als Erstes kann genau ein
Tupel aus ST in Gn+1 vorkommen (Fall 1), wobei das Matching beziehungsweise die Kan-
te erhalten bleibt. Da bereits alle Kanten nach T (n+1)∆ übertragen wurden, ist in diesem
Fall nichts weiter zu tun. Die zweite Möglichkeit ist, dass zwei oder mehr Tupel aus ST
in Gn+1 vorkommen (Fall 2). Das würde in G(n+1) zu einem Matching führen, das nicht
∆-pfadkonform bezüglich des Originalmatchings ist. Somit werden erneut e∆ und alle da-
zugehörigen Matchings gelöscht. Im letzten Fall ist kein Tupel aus ST in Gn+1 vorhanden
und e∆ kann erweitert werden. Dieser Schritt ist das Herzstück des gesamten Algorithmus
und nicht trivial. Es muss gewährleistet werden, dass einerseits entstehende Matchings
∆-top sind und andererseits nicht zu viele solcher Matchings entstehen. In Kapitel 4 wur-
de bereits festgelegt, dass die Anzahl der berechneten Matchings nur polynomiell in der
Anzahl der im Anfragegraphen enthaltenen Tupel sein soll, damit der Approximationsalgo-
rithmus in Polynomialzeit läuft. Demzufolge soll beispielsweise eine exponentielle Anzahl
von Matchings vermieden werden. Für die Umsetzung dieser Bedingungen wird ein soge-
nannter Erweiterungsalgorithmus verwendet, auf den in den nächsten Abschnitten und im
Kapitel 6 näher eingegangen wird. Als Letztes werden mithilfe von Algorithmus 5.1 neue
Matchings berechnet, welche Erweiterungen des Originalmatchings darstellen. Für jedes
Paar neuer Tupel, welche unterschiedliche originale SA-Werte haben, wird ein Matching
erstellt. Dieses besteht aus genau zwei ∆-top Matchingkanten und unterscheidet sich vom
Originalmatching nur in Gn+1. Im ersten Anfragegraphen G1, in dem nur neue Tupel
vorkommen, werden Matchings nur mithilfe dieser Zeilen konstruiert.
Algorithmus 5.2 Lösche
Eingabe: e∆ = (t, s′(ST )): ∆-top Matchingkante
Ausgabe: – (löscht alle Matchings mit e∆ aus der ∆-top Matchingtabelle T∆)
1: Lösche Kante e∆ aus T∆
2: for all Tupel t′ ∈ ST do
3: if t′ kommt in keiner anderen Kante e∗∆ = (t, s′(S∗T )) von t vor then






Algorithmus 5.2 (Lösche) zeigt, wie Matchings gelöscht werden, die eine bestimmte
∆-top Matchingkante e∆ = (t, s′(ST )) beinhalten. Nachdem e∆ aus der Matchingtabelle
entfernt wurde, werden alle Tupel t′ ∈ ST dahingehend überprüft, ob sie in anderen Kanten
von t vorkommen. Ist das nicht der Fall, existiert kein Matching mehr, das die Kante
(t, s′(t′)) enthält. Entsprechend der Definition von ∆2-Matchings müssen nun auch alle
Gegenkanten (t′, s(t)) aus der Tabelle gelöscht werden, was durch ein rekursives Aufrufen
der Methode umgesetzt wird.8 Der Algorithmus wird für alle Stellen in Algorithmus 5.1
verwendet, an denen eine Kante gelöscht werden soll.
8Vgl. Kapitel 4.3.4.
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Im nächsten Abschnitt wird der Erweiterungsschritt von Matchings genauer untersucht.
Es werden zwei Kriterien eingeführt, die die Anzahl möglicher Erweiterungen einschränken
und dadurch für eine polynomielle Laufzeit sorgen. Darauf aufbauend wird eine detaillierte
Form von Algorithmus 5.1 vorgestellt.
5.4 Erweiterung von Matchings
Die zentrale Idee beim Erweitern von Matchings lautet, Entscheidungen anhand von ein-
zelnen ∆-top Matchingkanten und nicht mithilfe kompletter Matchings zu treffen. Seien
T (n)∆ eine ∆-top Matchingtabelle für G(n) und Gn+1 ein weiterer Anfragegraph. Weiterhin
seien t ein altes Tupel mit originalem SA-Wert s und e∆ = (t, s′(ST )) eine ∆-top Mat-
chingkante von t. Damit e∆ beziehungsweise alle Matchings, die e∆ enthalten, erweitert
werden können, müssen zwei Bedingungen gelten. Zum einen darf kein Tupel aus ST in
Gn+1 vorkommen und zum anderen muss es ein Tupel t′ in Gn+1 geben, das den SA-Wert
s′ hat und dem s zugeordnet werden kann. Wenn t′ ein altes Tupel ist, muss dafür eine
∆-top Matchingkante e′∆ = (t′, s(S′T )) existieren, die den SA-Wert s enthält. Ist t′ ein









ID SA G(n) G(n+1)
1 A B(3), B(7) B(3), B(7, 4), B(7, 5), B(7, 6)
2 A B(8), B(9) B(8, 3), B(9, 3), B(8, 4), B(9, 4),
B(8, 5), B(9, 5), B(8, 6), B(9, 6)
3 B A(1) A(1), A(2)




Abbildung 5.5: Erweiterungen von Matchingkanten (ohne Beschränkungen). Die Tupel 7,
8, 9 und 10 aus der Tabelle kommen in Graphen Gi mit 1 ≤ i ≤ n vor, die
hier nicht dargestellt sind.
Abbildung 5.5 zeigt in (a) einen Anfragegraphen Gn+1, zu dem Matchings berechnet
werden sollen. In (b) sind in Spalte G(n) bereits alle ∆-top Matchingkanten gespeichert, die
für Matchings in G(n) stehen, welche nun erweitert werden sollen. Die Graphen G1, . . . , Gn
sind hier nicht dargestellt, ebenso fehlen Angaben zu weiteren Tupeln in der Tabelle. Tupel
1 bis 4 kamen bereits in G(n) vor und sind damit alte Tupel in Gn+1. Für Tupel 5 und 6
gibt es noch keine Matchings, da sie neue Tupel sind.
Um alle gespeicherten Matchings zu erweitern, werden nur die Kanten in G(n) betrachtet.
(1, B(3)) und (3, A(1)) müssen nicht erweitert werden, da die Tupel 3 beziehungsweise 1 in
Gn+1 vorkommen. Die dazugehörigen Matchings bleiben in G(n+1) erhalten. Alle anderen
Kanten sind in Spalte G(n+1) mit allen in Frage kommenden Tupeln erweitert worden.
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Beispielsweise wurde die Kante (1, B(7)) mit dem alten Tupel 4 sowie den neuen Tupeln
5 und 6 erweitert. Gleiches gilt für die Kanten von Tupel 2, wobei hier zusätzlich auch
mit Tupel 3 erweitert wurde. Eine Erweiterung von (1, B(7)) mit 3 würde zu Matchings
führen, die nicht ∆-pfadkonform sind, denn Tupel 1 hat bereits eine andere Matchingkante
mit Tupel 3.9
Im Folgenden werden die Matchings untersucht, die durch die erweiterten ∆-top Mat-
chingkanten entstehen. Dabei wird eine Unterscheidung durchgeführt, ob das Tupel, mit
dem erweitert wurde, ein altes oder ein neues Tupel ist. In beiden Fällen ist unterschiedlich
zu verfahren, denn nicht alle im Beispiel durchgeführten Erweiterungen führen auch zu
∆-top Matchings in G(n+1). Dafür werden zwei Bedingungen eingeführt, nach denen die
Erweiterung von Matchingkanten in jedem Fall zu ∆-top Matchings führt. Die tatsäch-
lich durchführbaren Erweiterungen für den obigen Beispielgraphen werden am Ende dieses
Unterkapitels aufgelistet.
5.4.1 Erweiterung mit alten Tupeln
Als Erstes wird der Fall von Erweiterungen mit alten Tupeln untersucht. Für den Gra-
phen in Abbildung 5.5 wurde zum Beispiel die Kante (1, B(7)) mit dem alten Tupel 4 zu
(1, B(7, 4)) erweitert. Dazu werden zwei mögliche Folgen von Anfragegraphen betrachtet,
die in Abbildung 5.6 dargestellt sind. In (a) ist ein Anfragegraph Gi gegeben, der aus den
Tupeln 1, 3 und 7 besteht, sowie ein Graph Gj , in dem die Tupel 4 und 10 vorkommen.
Weiterhin seien zwei ∆-top Matchings gegeben, wobei eins in Gi die Kanten (1, B(7)) und
(7, A(1)) sowie das andere in Gj die Kanten (4, A(10)) und (10, B(4)) enthalte. Dadurch
entstehen genau die Einträge der Matchingtabelle, die in Abbildung 5.5b in Spalte G(n)
dargestellt sind. Ein Erweitern der Kante (1, B(7)) mit Tupel 4 führt dazu, dass beide
beschriebenen Matchings zusammenlegt werden, wobei nur Kanten betrachtet werden, die
verschieden vom Originalmatching sind. (b) zeigt das entstehende MatchingM(n+1)1 , wel-
ches die ∆-top-Eigenschaft hat. Die Erweiterung von (1, B(7)) mit 4 ist in diesem Fall
problemlos möglich.
In (c) ist eine andere mögliche Folge von Anfragegraphen gegeben, die sich zur ersten
Variante nur im Graphen Gj unterscheidet. Dieser besteht diesmal aus den Tupeln 4, 7
und 10. Dadurch müssen in dem Matching in G(n), das erneut die Kante (1, B(7)) enthält,
in Gj auch die Kanten (7, A(10)) und (10, B(7)) enthalten sein. Durch die Erweiterung von
(1, B(7)) mit 4 wird dieses Matching mit demjenigen vereinigt, in dem in Gj wiederum
die Kanten (4, A(10)) und (10, B(4)) vorkommen. Die auf diese Weise entstehende Kan-
tenmenge M(n+1)2 ist in (d) angegeben. Da es Kanten mit gemeinsamen Knoten gibt, ist
M(n+1)2 kein Matching. Es ist leicht zu sehen, dass kein ∆-top Matching existiert, welches
die Kante (1, B(7, 4)) enthält. Somit ist in diesem Fall die Erweiterung von (1, B(7)) mit
4 nicht möglich.
Beispiele A.8 und A.9 im Anhang stellen weitere Situationen dar, in denen die Erweite-
rung mit alten Tupeln einmal zu einem ∆-top Matching führt und einmal nicht. Prinzipiell
funktioniert es, wenn die Knotenmengen10 der Matchings zueinander disjunkt sind und
auch alle ∆-top Kriterien im aktuellen Graphen Gn+1 eingehalten werden. An dieser Stelle
9Vgl. Definition 4.7 in Kapitel 4.3.5.
10Damit sind nur Tupel- und SA-Knoten gemeint, die im Matching einen anderen Matchingpartner haben
als im Originalmatching.
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Abbildung 5.6: Erweiterungen mit alten Tupeln
liegt jedoch ein großes Augenmerk auf der Komplexität eines Tests, ob eine Kantenmenge
ein ∆-top Matching darstellt. Insbesondere wird gezeigt, dass durch eine Erweiterung mit
alten Tupeln exponentiell viele Matchings entstehen können, was gegen die zuvor festge-
legten Kriterien des Approximationsalgorithmus verstößt.
In Abbildung 5.7 ist ein weiteres etwas komplizierteres Beispiel skizziert. Gegeben sei
eine Folge von Anfragegraphen G(n+1) = (G1, . . . , Gn, Gn+1). Der Graph Gn+1 bestehe
aus m Tupel- und SA-Knoten, wobei die SA-Knoten abwechselnd mit A und B gelabelt
seien. Für G(n) sei ein ∆-top Matching M(n)1 gegeben, das jedem Tupel 1 bis m ein B
zuordnet. Es existieren weitere Tupel, die mit A matchen, aber hier nicht dargestellt sind.
Alle Tupel mit ungerader Nummer u ≤ m haben damit in M(n)1 als Matchingpartner
den jeweils anderen SA-Wert, während alle Tupel mit gerader Nummer g ≤ m mit ihren
Originalwert matchen. In jeder Erweiterung müssen somit alle Tupel u mit B matchen,
während alle Tupel g einen beliebigen Matchingpartner haben können. Weiterhin sei für
jede gerade Zahl g ≤ m mindestens ein Matching M(n)g gegeben, das dem Tupel g ein
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Abbildung 5.7: Erweiterung eines Matchings
Für M(n)1 ist nun eine Erweiterung für Gn+1 gesucht. Da es insgesamt m2 SA-Knoten
mit Label B gibt, gibt es m2 ! Möglichkeiten, Matchingpartner für die Tupel mit unge-
rader Nummer zu finden. Sollen also alle möglichen Erweiterungen gespeichert werden,
müssen exponentiell viele Matchings abgebildet werden. Da die SA-Werteverteilung al-
ler dieser Matchings für die Tupel 1, . . . , m identisch ist,11 könnte man anstatt aller
Erweiterungen nur eine (oder wenige) modellieren. Beispielsweise würden die Kanten
(1, B(2)), (2, A(1)), (3, B(4)), (4, A(3)), . . . , (n−1, B(n)), (n, A(n−1)) ein Matching in Gn+1
darstellen, das dort ∆-top ist (siehe (c)). In einem MatchingM(n+1)1 , das in der komplet-
ten Anfragenfolge G(n+1) ∆-top ist, muss jedes ungerade Tupel ein B (wie in M(n)1 ) und
jedes gerade ein A matchen (wie in den einzelnen M(n)g ). Das bedeutet, M(n+1)1 entsteht
durch die Zusammenlegung von M(n)1 mit allen Matchings M
(n)
g . Seien für jedes gerade
Tupel g mindestens zwei verschiedene Matchings M(n)g.1 und M
(n)
g.2 gegeben, in denen g
mit A matcht (analog zu M(n)2 und M
(n)
4 ), aber mindestens einem anderen hier nicht
dargestellten Tupel ein anderer SA-Wert zugeordnet wird. Dann gibt es insgesamt 2m/2
mögliche Matchings für G(n+1), die zwar alle in Gn+1 übereinstimmen, bei denen aber
jeweils mindestens ein Tupel mit einem anderen SA-Wert matcht. Um also nur eins der
infrage kommenden Matchings zu modellieren, muss eins dieser potentiellen Matchings
ausgewählt und auf die ∆-top Eigenschaften getestet werden. Ein einfacher Algorithmus,
der über alle Matchings iteriert und das erste auswählt, welches ∆-top ist, hat im schlech-
testen Fall exponentielle Laufzeit, wenn zum Beispiel kein ∆-top Matching existiert. Der
Algorithmus würde in diesem Fall alle Matchings testen. Ein formaler Beweis, dass es
keinen anderen Algorithmus gibt, der die Erweiterung in polynomieller Zeit findet, wird
in dieser Arbeit nicht geführt. Beispiel A.10 im Anhang auf Seite 280 zeigt allerdings für
genau diesen Fall eine Folge von Anfragegraphen, die vermuten lässt, dass es wohl keinen
schnelleren Algorithmus gibt.
Da die gesamte Anfragebearbeitung in Polynomialzeit ausgeführt werden soll, wird als
Konsequenz dieser Betrachtungen die Erweiterung von Matchings eingeschränkt. Sei t ein
11Knoten mit ungeradem Label matchen ein B und Knoten mit geradem Label ein A.
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altes Tupel, das in M(n) mit einem SA-Wert s′ matcht, der nicht sein originaler Wert
ist. Dann werden als mögliche Matchingpartner in Gn+1 nur SA-Knoten s′(t′) betrachtet,
bei denen entweder die Kante (t, s′(t′)) bereits in M(n) enthalten oder t′ ein neues Tupel
ist. Da ersteres keine Erweiterung nach Definition 5.1 darstellt, bedeutet letzteres nichts
anderes, als dass ∆-top Matchingkanten beziehungsweise alte Tupel nur noch mit neuen
Tupeln erweitert werden.
Der große Vorteil dieser Beschränkung ist, dass sie leicht überprüft werden kann und
immer zu ∆-top Matchings führt. Da neue Tupel in keinem Matching von G(n) vorkommen,
können sie in G(n+1) mit jedem beliebigen SA-Knoten matchen. Wird also ein Matching
M(n) zu einem MatchingM(n+1) erweitert, dann stimmtM(n+1) auf G(n) immer mitM(n)
überein. Matchings werden somit nicht mehr vereinigt, sondern bestehende Matchings
werden nur um Kanten im aktuellen Graphen G(n+1) ergänzt.
ID SA G(n) G(n+1)
1 A B(3), B(7) B(3), B(7, 5), B(7, 6)
2 A B(8), B(9) B(8, 5), B(9, 5), B(8, 6), B(9, 6)
3 B A(1) A(1)
4 B A(10) –
5 B A(1)
6 B A(2)
Tabelle 5.1: Erweiterungen von Matchingkanten (inkl. Beachtung der ersten Einschrän-
kung)
Für das anfangs eingeführte Beispiel in Abbildung 5.5 zeigt Tabelle 5.1 alle ∆-top Mat-
chingkanten, die die erste hier aufgeführte Einschränkung erfüllen. Alle Kanten der Tupel
1 und 2 dürfen nicht mit den alten Tupeln 3 oder 4 erweitert werden. Das gleiche gilt auch
andersherum, wodurch Tupel 4 jetzt keine ∆-top Matchingkanten mehr besitzt.
Beispiel 5.2 Auch alle Erweiterungen aus den Abbildungen 5.2 und 5.3 sind konsistent
zu dieser Einschränkung. Beispielsweise ist M(3)6.1 aus Abbildung 5.3d ein Matching, das
die Kante 2, C enthält. Da 8 ein neues Tupel in G3 ist, kann hier 2 mit 8 erweitert werden,
wodurch die Kanten (2, C(8)) und (8, B(2)) entstehen. Wenn 8 bereits in einem vorigen
Graphen vorgekommen wäre, würde diese Erweiterung gegen die Einschränkung verstoßen,
da dann sowohl 2 als auch 8 alte Tupel wären, die nicht miteinander erweitert werden
dürfen.
Für Tupel 1 in Abbildung 5.7, das in G(n+1) mit einem B matchen soll, kommt B(2) als
möglicher Matchingpartner nur genau dann infrage, wenn die Kante (1, B(2)) bereits in
einem Matching in G(n) vorhanden war oder Tupel 2 nicht in G(n) vorkommt. Im zweiten
Fall gibt es dann aber kein wie in der vorigen Betrachtung gefordertes Matching M(n)2 .
Der Vorteil ist jetzt, dass Matching M(n)1 nun recht einfach erweitert werden kann. Für
alle Knoten mit ungeradem Tupellabel wird entweder der SA-Knoten als Matchingpartner
gewählt, den der Knoten bereits in einem vorigen Graphen hatte, oder ein neues Tupel
zum Erweitern ausgesucht. Wenn alle geraden Tupel 2, 4, . . . , m in Gn+1 neue Tupel sind,
gibt es zwar wieder m2 ! mögliche Erweiterungen vonM
(n)
1 . Diesmal kann aber einfach eine
beliebige ausgewählt werden, da jede Kombination ein ∆-top Matching darstellt (z. B.
M(n+1)1 aus (c)).
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Ein Nachteil der hier eingeführten Einschränkung ist, dass damit nicht mehr alle ∆-top
Matchings berechnet werden. Es kann vorkommen, dass Zuordnungen von SA-Werten zu
Tupeln nicht abgebildet werden, obwohl es Matchings gibt, die genau das ausdrücken. Bei-
spiel A.11 im Anhang auf Seite 282 zeigt genau so einen Fall, bei dem durch die Einhaltung
der Beschränkung bestimmte SA-Werteverteilungen nicht mehr modelliert werden.
5.4.2 Tupel mit identischem SA-Wert
Eine zweite Einschränkung folgt für die Erweiterung mit neuen Tupeln. Sei dazu in Abbil-
dung 5.8 ein einfaches Beispiel in Form von drei Anfragegraphen gegeben. G3 bestehe aus
Knoten für die alten Tupel 1 und 2, die neuen Tupel 6 und 7 sowie die angegebenen SA-
Werte. Von besonderem Interesse sind die Erweiterungen der Kanten (1, B(3)), (1, C(5)),
(2, B(3)) und (2, C(5)), zu denen die dazugehörigen Matchings in (b) bis (d) dargestellt
sind. Man beachte dabei zunächst nur die beiden ersten Anfragegraphen G1 und G2.
Werden Entscheidungen über Erweiterungen von Matchings nur mithilfe einzelner ∆-
top Matchingkanten getroffen, können prinzipiell beide alte Tupel 1 und 2 mit jeweils
beiden neuen Tupeln 6 und 7 erweitert werden. Das führt zu den Einträgen in Spalte
G(3). Während es zu den ∆-top Matchingkanten (1, B(3, 6)) und (2, B(4, 6)) in G(3) jeweils
ein ∆-top Matching gibt (siehe (b) beziehungsweise (c)), gibt es kein Matching, in dem
Tupel 1 oder 2 der SA-Wert C zugeordnet wird. Das Erweitern der Kanten (1, C(5)) und
(2, C(5)) mit C(7) führt zu einer Kantenmenge in (d), die kein Matching darstellt. Ebenso
wenig kann auch nur genau eine der beiden Kanten mit C(7) erweitert werden.
Um korrekte Erweiterungen durchzuführen, ist es im obigen Beispiel notwendig, nicht
nur einzelne Matchingkanten, sondern gesamte Matchings zu betrachten. Dennoch ist das
Ziel des Approximationsalgorithmus, nicht gesamte ∆-top Matchings aus einer Matching-
tabelle zu extrahieren, sondern möglichst schnell erweiterte Matchings zu berechnen. Da
jede Matchingkante in mehreren Matchings vorkommen kann, ist es am effizientesten, jede
Kante nur einmal zu untersuchen. Wünschenswert ist daher ein kantenbasierter Ansatz,
bei dem Entscheidungen über Erweiterungen nur mithilfe einzelner ∆-top Matchingkanten
getroffen werden.
Die Folge dieser Überlegungen ist die Festlegung eines Kriteriums, das garantiert, wann
Erweiterungen mit neuen Tupeln in jedem Fall zu ∆-top Matchings führen. Als Konsequenz
wird dabei in Kauf genommen, dass dadurch eine Ungenauigkeit des Modells entstehen
kann. Das bedeutet, es werden nicht alle möglichen Erweiterungen von ∆-top Matchings
berechnet. Seien t, t′ zwei alte Tupel, die denselben SA-Wert haben. Dann sollen die Menge
aller neuer Tupel, mit denen t erweitert wird, und die Menge aller neuer Tupel, mit denen
t′ erweitert wird, disjunkt sein. Mit anderen Worten dürfen alte Tupel, die denselben
originalen SA-Wert haben, nicht mit demselben neuen Tupel erweitert werden.
Im obigen Beispiel in Abbildung 5.8 bedeutet dies, dass Tupel 1 und 2 nicht beide mit
7 erweitert werden dürfen. Der Fall der entstehenden Kantenmenge M(n+1)3 (siehe (d)),
die kein Matching ist, ist damit ausgeschlossen. Ein kantenbasierter Algorithmus darf al-
lerdings eines der beiden alten Tupel mit 7 erweitern. Wird beispielsweise (1, C(5)) mit 7
zu (1, C(5, 7)) erweitert, muss (2, C(5)) gelöscht werden, denn es gibt kein weiteres neues
Tupel mit SA-Wert C. Dadurch muss aus der Matchingtabelle das komplette Matching ge-
löscht werden, das die Kante (2, C(5)) enthält. Die weiteren Kanten sind (5, A(1)) (G1, G2)
und auch (1, C(5)) (G1) beziehungsweise die gerade erweiterte Kante (1, C(5, 7)) (G1, G3),
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ID SA G(2) G(3)
1 A B(3), C(5) B(3, 6), C(5, 7)
2 A B(4), C(5) B(4, 6), C(5, 7)
6 B A(1), A(2)
7 C A(1), A(2)
(e) (Unvollständige) ∆-top Matchingtabelle
Abbildung 5.8: Erweiterungen mit neuen Tupeln (ohne Beschränkungen). In der Tabelle
in (e) sind nur die Matchingkanten der Tupel aus G3 angegeben, die zu
den Matchings in (b) bis (d) gehören.
welche alle ebenfalls gelöscht werden. Somit kann auch nicht nur genau ein Tupel mit 7
erweitert werden.
Der Vorteil dieser zweiten Einschränkung ist, dass sie sehr einfach und vor allem kanten-
basiert umgesetzt werden kann. Dazu müssen nur die ∆-top Matchingkanten aller alten
Tupel mit identischem SA-Wert zusammen betrachtet werden. Weiterhin wird gewähr-
leistet, dass die Anzahl der erweiterten Matchings nicht zu groß wird. Im Beispiel in
Abbildung 5.7 gibt es m2 alte Tupel mit identischem SA-Wert, denen ebenso viele neue
Tupel zum Erweitern zur Verfügung stehen, falls alle Tupel mit gerader Nummer neu sind.
Insgesamt führt dieser Ansatz zu m2 ! und damit zu exponentiell vielen Erweiterungen ei-
nes Matchings. Nach der zweiten Einschränkung wird aber nur eines dieser Matchings
berechnet, da jede Kante nur mit einem neuen Tupel erweitert wird.
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Ein Nachteil der Einschränkung ist, dass erneut mögliche Zuordnungen von SA-Werten
zu Tupeln eventuell nicht abgebildet werden, obwohl es entsprechende Matchings gibt.
Beispielsweise dürfen in Abbildung 5.8 die Tupel 1 und 2 ebenfalls nicht beide mit 6
erweitert werden. Dadurch muss ein Matching gelöscht werden, das die Kante (1, B) oder
(2, B) enthält. Wie aber in (b) und (c) zu sehen ist, gibt es zu beiden Zuordnungen jeweils






























ID SA G(n) G(n+1)
1 A B(3), B(7) B(3), B(7, 5)
2 A B(8), B(9) B(8, 6), B(9, 6)
3 B A(1) A(1)




Abbildung 5.9: Erweiterung eines Matchings
Für das bereits in Abbildung 5.5 eingeführte Beispiel zeigt Abbildung 5.9 in (e) die
finale ∆-top Matchingtabelle. Dabei sind beide Einschränkungen umgesetzt worden. Da
Tupel 5 und 6 neu sind, dürfen sie nur entweder Tupel 1 oder Tupel 2 zugeordnet werden.
Dementsprechend wurde Tupel 1 nur mit 5 und 2 nur mit 6 erweitert. In (b) bis (d) sind
die drei Matchings in Gn+1 dargestellt, die durch die Kanten in der Tabelle repräsentiert
werden.
5.4.3 Detaillierter Algorithmus
In den beiden vorigen Abschnitten wurden zwei Einschränkungen eingeführt, nach denen
Erweiterungen von Matchings berechnet werden:
1. Alte Tupel werden nur mit neuen Tupeln erweitert.
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2. Alte Tupel, die denselben originalen SA-Wert besitzen, werden nicht mit demselben
neuen Tupel erweitert.
Algorithmus 5.3 zeigt den detaillierten Ablauf der Konstruktion von Matchings für eine
Folge von Anfragegraphen G(n+1), wobei beide Einschränkungen umgesetzt sind. Er ist
eine Verfeinerung des bereits vorgestellten Algorithmus 5.1. Dabei ist zu beachten, dass
alle ∆-top Matchingkanten, die erweitert werden können, zunächst in einer Menge Ealt
gesammelt werden. Entscheidend hierbei ist, dass nur die Kanten gespeichert werden, die
mit einem neuen Tupel erweitert werden können. An dieser Stelle kann es daher auch
zum Löschen von Kanten kommen (vgl. Zeile 18). Gleichzeitig werden alte Tupel, die in
erweiterbaren Kanten vorkommen, in einer Menge Salt gespeichert. Anschließend werden
alle neuen Tupel, mit denen erweitert werden kann, zu einer Menge Sneu hinzugefügt.
Als Letztes werden die gesammelten Kanten in Zeile 32 mithilfe eines zusätzlichen Al-
gorithmus erweitert. Dabei erfolgt für jeden SA-Wert s eines alten Tupels in Salt ein Auf-
ruf. Salt(s) sei hierbei die Teilmenge von Salt, die nur Tupel mit SA-Wert s enthält. Die
Bezeichnung Ealt(s) wird analog verwendet. Zusätzlich werden folgende Bezeichnungen
eingeführt.
Definition 5.3 Sei E∆ eine Menge von ∆-top Matchingkanten. Dann ist
E∆(t) := {(t′, s(ST ) ∈ E∆) | t′ = t},
E∆(s) := {(t, s′(ST ) ∈ E∆) | s′ = s},
E∆(t, s) := {(t′, s′(ST ) ∈ E∆) | t′ = t, s′ = s}.
Der Grund für die mehrfache Ausführung des Erweiterungsalgorithmus sind die beschrie-
benen Beschränkungen. Alle Tupel mit demselben SA-Wert werden in einer Erweiterung
behandelt, wodurch sichergestellt werden kann, dass sie nicht mit demselben neuen Tupel
erweitert werden. Matchingkanten, die dabei nicht erweitert wurden, werden zum Schluss
gelöscht (siehe Zeile 34).
Sei t ein altes Tupel mit originalem SA-Wert s, welches in Gn+1 vorkommt. Dann gilt
zusammenfassend für jede ∆-top Matchingkante e∆ = (t, s′(ST )) nach Algorithmus 5.3:
1. e∆ wird gelöscht, wenn
• in Gn+1 kein SA-Knoten mit Label s′ vorkommt oder
• in Gn+1 mindestens zwei Tupel aus ST vorkommen oder
• e∆ nicht erweitert wird.
2. e∆ bleibt erhalten, wenn
• genau ein Tupel aus ST in Gn+1 vorkommt.
3. e∆ kann erweitert werden, wenn
• kein Tupel aus ST in Gn+1 vorkommt und
• ein neues Tupel in Gn+1 vorkommt, das den SA-Wert s′ hat.
Im letzten Fall muss beim Erweitern sichergestellt werden, dass Tupel mit demselben
SA-Wert nicht mit demselben neuen Tupel erweitert werden. Dieses Prinzip wird durch
149
5 Approximation des Angreiferwissens für beliebige Anfragen
Algorithmus 5.3 Berechne ∆-top Matchings
Eingabe: T (n)∆ : ∆-top Matchingtabelle für G(n) = (G1, . . . , Gn), Gn+1: Graph
Ausgabe: T (n+1)∆ : ∆-top Matchingtabelle für G(n+1) = (G1, . . . , Gn, Gn+1)
1: T (n+1)∆ ← T
(n)
∆
2: Salt ← ∅ # Menge erweiterbarer alter Tupel
3: Ealt ← ∅ # Menge erweiterbarer Matchingkanten
4: Sneu ← ∅ # Menge neuer Tupel für Erweiterung
5: for all t ∈ Salt(Gn+1) do
6: for all ∆-top Matchingkanten e∆ = (t, s′(ST )) in T (n+1)∆ do
7: if s′ kommt nicht in Gn+1 vor then
8: Lösche(e∆)
9: else if genau ein Tupel aus ST kommt in Gn+1 vor then
10: continue # übertrage Kanten
11: else if mindestens zwei Tupel aus ST kommen in Gn+1 vor then
12: Lösche(e∆)
13: else # kein Tupel aus ST in Gn+1
14: if ∃t′ ∈ Sneu(Gn+1) mit SA-Wert s′ then
15: Salt ← Salt ∪ {t} # speichere für Erweiterung







23: for all t ∈ Sneu(Gn+1) do
24: if ∃e∆ ∈ Ealt mit SA-Wert von t then
25: Sneu ← Sneu ∪ {t} # speichere für Erweiterung
26: end if
27: end for
28: for all t, t′ ∈ Sneu(Gn+1) mit verschiedenen SA-Werten do
29: Erzeuge neues Matching mit Kanten (t, s′(t′)) und (t′, s(t)), wobei s SA-Wert von t
und s′ SA-Wert von t′
30: end for
31: for all SA-Werte s von Tupeln aus Salt do
32: Erweiterungsalgorithmus(Salt(s), Ealt(s), Sneu)




37: return T (n+1)∆
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sogenannte Erweiterungsalgorithmen umgesetzt, die zusätzlich bestimmte Vorgaben ga-
rantieren. Es entsteht ein weiteres Optimierungsproblem, welches ausführlich im Kapitel 6
besprochen wird. An dieser Stelle wird davon ausgegangen, dass Erweiterungen entspre-
chend den Einschränkungen in Polynomialzeit berechnet werden können.
Wenn in den Anfragegraphen n Tupel vorkommen, sind die Anzahlen der alten und
neuen Tupel sowie der SA-Werte durch n beschränkt. Ebenfalls können in einer ∆-top
Matchingkante nicht mehr als n Tupel vorkommen. Das bedeutet, der einzige Schritt in
Algorithmus 5.3, der eventuell nicht in Polynomialzeit geht, ist die Iteration über alle
∆-top Matchingkanten (Zeile 6), wodurch auch der Algorithmus Lösche keine polynomiel-
le Laufzeit hätte. Theoretisch können in ∆-top Matchingkanten sämtliche Kombinationen
von Tupeln vorkommen, wodurch die Anzahl der Kanten exponentiell in n ist. Das Beispiel
in Abbildung 4.12 auf Seite 118 zeigt genau so einen Fall, bei dem insgesamt 2n verschiede-
ne ∆-top Matchings entstehen. Daher wird an dieser Stelle eine Beschränkung der Anzahl
der ∆-top Matchingkanten eingeführt, die ein bestimmtes Tupel t und einen SA-Wert s
enthalten. Sei E∆ die Menge aller ∆-top Matchingkanten in einer ∆-top Matchingtabelle,
dann gilt für alle t und s
|E∆(t, s)| ≤ c∆, (5.1)
wobei c∆ eine Konstante ist. Daraus folgt, dass für jedes Tupel höchstens linear viele
Matchingkanten berechnet werden.
|E∆(t)| = O(n) (5.2)
Es sei vereinbart, dass diese Beschränkung durch die Erweiterungsalgorithmen umgesetzt
wird, auch wenn sie dort nicht explizit erwähnt wird. Das liegt daran, dass sie für das
jeweilige Konzept des entsprechenden Algorithmus nicht ausschlaggebend ist. Zusammen-
fassend folgt aus diesen Betrachtungen, dass Algorithmus 5.3 polynomielle Laufzeit hat.
5.5 Test auf k-assign Anonymität
Mithilfe von Algorithmus 5.3 kann approximativ überprüft werden, ob eine gegebene Folge
von Anfragen Q(n) mit Ergebnissen R(n) eine Verletzung der Privatsphäre darstellt oder
nicht. Sei k-assign Anonymität das Privatsphärenkriterium, dann muss getestet werden,
ob für jedes Tupel t mindestens k SA-Werteverteilungen existieren, die t jeweils einen
anderen SA-Wert zuordnen. Für die dazugehörige Folge von Anfragegraphen G(n) bedeutet
das, dass für jedes t insgesamt k Matchings existieren, bei denen der Matchingpartner von
t jeweils ein anderes SA-Label hat.
Ausgehend von einer leeren ∆-top Matchingtabelle wird für Q(1),Q(2), . . . ,Q(n) jeweils
eine Menge von Matchings berechnet und gespeichert. Interessanterweise müssen dafür die
Anfragegraphen G(1),G(2), . . . ,G(n) nicht materialisiert werden, wenn Algorithmus 5.3 so
modifiziert wird, dass er anstelle der Graphen die Ergebnisse der Anfragen als Eingabe
erhält. Nach jeder Bearbeitung einer weiteren Anfrage wird getestet, ob für alle Tupel
mindestens k ∆-top Matchingkanten existieren, die jeweils einen anderen SA-Wert enthal-
ten. Ist das nicht der Fall, wird eine Verletzung der Privatsphäre ausgegeben. Dabei kann
es passieren, dass durch die Beschränkungen des Approximationsalgorithmus weniger Zu-
ordnungen von SA-Werten zu Tupeln modelliert werden als real vorkommen. Demzufolge
151
5 Approximation des Angreiferwissens für beliebige Anfragen
kann eine Verletzung ausgegeben werden, obwohl keine existiert. In jedem Fall wird aber
jede tatsächliche Verletzung auch gefunden.
5.6 k-assign Anonymität durch Hinzufügen künstlicher sensibler
Werte
Neben dem bisher beschriebenen Ansatz, Verletzungen des Privatsphärenkriteriums nur
zu erkennen und bei Bedarf auszugeben, gibt es eine weitere Möglichkeit, den Schutz
der Privatsphäre zu gewährleisten. Dabei sind die Fälle von Bedeutung, bei denen eine
Verletzung gefunden wird. Der bisherige Ansatz würde eine solche Anfrage verweigern und
kein Ergebnis liefern. Eine andere Variante ist, ein Ergebnis zu der Anfrage auszugeben,
welches das Schutzkriterium nicht verletzt. Offensichtlich muss dazu das korrekte Ergebnis
Rn so zu einem R′n verändert werden, dass die Folge von Ergebnissen R′(n) = (R′1, . . . , R′n)
das Privatsphärenkriterium erfüllt.
k-assign Anonymität ist verletzt, wenn es mindestens ein Tupel t gibt, dessen Anonymi-
tätsgrad kleiner als k ist. Dieser Fall kann auf zwei verschiedene Weisen eintreten. Erstens
kann t ein altes Tupel sein, bei dem mindestens ein Matching gelöscht wird. Die zwei-
te Möglichkeit ist, dass t ein neues Tupel ist, dem nicht genügend SA-Werte zugeordnet
werden können. Der in der vorliegenden Arbeit verfolgte Ansatz ist, in beiden Fällen künst-
liche sensible Werte12 in das Ergebnis hinzuzufügen. Die entsprechenden Anfragegraphen
bekommen dadurch zusätzliche SA-Knoten, wodurch insgesamt mehr valide Matchings
möglich sind.
Sei k-assign Anonymität mit k = 3 gefordert. Abbildung 5.10 zeigt in (a) eine Folge von
Anfragegraphen G = (G1, G2). Die berechneten Matchings in G1 sind in der Matching-
tabelle in (e) aufgelistet (Spalte G(1)). Da jedes Tupel mit drei verschiedenen SA-Werten
matchen kann, erfüllt T (1)∆ 3-assign Anonymität. Durch das Hinzufügen von G2 müssen
Matchings gelöscht werden, denn der SA-Wert C kommt nicht in G2 vor. Daher werden
die ∆-top Matchingkanten (1, C(3)), (2, C(3)), (3, A(1)) und (3, B(2)) mithilfe von Algo-
rithmus 5.3 aus der Tabelle entfernt. T (2)∆ (Spalte G(2)) verletzt nun 3-assign Anonymität
sowohl für die alten Tupel 1, 2 und 3 als auch für das neue Tupel 4.
In (b) beziehungsweise Spalte G′(2) der Tabelle ist bereits die Lösung dargestellt. Es
werden insgesamt zwei künstliche SA-Knoten in G2 eingefügt, sodass Matchings erhalten
bleiben und neue Matchings entstehen. Wie und warum genau diese Werte erzeugt werden,
wird im Folgenden beschrieben.
5.6.1 Verletzung bei alten Tupeln
Eine Verletzung von k-assign Anonymität kann bei einem alten Tupel nur dann vorliegen,
wenn Matchings beziehungsweise ∆-top Matchingkanten aus der Matchingtabelle entfernt
werden. Algorithmus 5.3 verwendet dafür die Subroutine Lösche, die an insgesamt vier
Stellen13 angerufen wird. Jeweils wird eine übergebene Kante inklusive aller Gegenkanten
entfernt (vgl. Algorithmus 5.2). Dabei können Zuordnungen von SA-Werten zu mehreren
Tupeln entfernt werden, welche wiederum zu einer Verletzung des Schutzkriteriums führen
können. Das kann verhindert werden, indem in den ursprünglichen Graphen SA-Knoten
12Bei Xiao und Tao [162] werden diese Werte Fälschungen (engl. counterfeits) genannt.
13Zeilen 8, 12, 18 und 34
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ID SA G(1) G(2) G′(2)
1 A B(2), C(3) B(2) B(2), C(3)
2 B A(1), C(3) A(1) A(1), C(3)
3 C A(1), B(2) – A(1), B(2)
4 D – C(), A()
(e) ∆-top Matchingtabelle T∆
Abbildung 5.10: Anfragegraphen mit künstlichen SA-Knoten
eingefügt werden, die mit dem SA-Werten gelabelt sind, deren Fehlen für die Löschungen
verantwortlich war.
Im Beispiel in Abbildung 5.10 fehlt in G2 der SA-Wert C. Dadurch werden die Kanten
(1, C(3)) und (2, C(3)) sowie die Gegenkanten (3, A(1)) und (3, B(2)) aus der Tabelle ent-
fernt.14 Bei den alten Tupeln 1, 2 und 3 entstehen Verletzungen von 3-assign Anonymität.
Wird im Graphen G2 ein SA-Knoten mit Label C eingefügt, gibt es ein ∆-top Matching
M1, das die Kanten (1, C(3)) und (3, A(1)) enthält (siehe (c)). Dieses Matching ist zwar
nicht perfekt, da in G2 die beiden Knoten mit dem SA-Wert A keinen Matchingpart-
ner haben. Es ist aber nach Definition 3.9 valid, denn alle Tupelknoten sind überdeckt.
Da auf analoge Weise ein Matching konstruiert werden kann, das die Kanten (2, C(3))
und (3, B(2)) enthält, bleiben alle vier zuvor gelöschten Kanten in der Matchingtabelle
erhalten.
Die beschriebene Idee wird im Algorithmus 5.3 umgesetzt, indem eine modifizierte Ver-
sion der Subroutine Lösche verwendet wird. Diese testet, ob durch das Löschen der überge-
benen Matchingkante eine Verletzung von k-assign Anonymität eintritt. Wenn das der Fall
ist, werden alle eventuell im Rekursionsschritt bereits durchgeführten Löschungen rückgän-
gig gemacht. Anstatt die von Algorithmus 5.3 übergebene Matchingkante e∆ = (t, s′(ST ))
14Vgl. Zeile 8 in Algorithmus 5.3.
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zu entfernen, wird ein zusätzlicher SA-Knoten mit dem Label s′ in den aktuellen Graphen
eingefügt. Matchings mit der Kante e∆ können so erhalten bleiben.
Weiterhin stellt die modifizierte Version von Lösche sicher, dass die eingefügten SA-
Knoten „wiederverwendet“ und nicht jedes Mal neu eingefügt werden. Beispielsweise er-
folgt jeweils ein Löschaufruf in Abbildung 5.10 für die beiden Matchingkanten (1, C(3))
und (2, C(3)), da sowohl Tupel 1 als auch 2 ein Matching mit dem SA-Wert C benöti-
gen. Insgesamt reicht es in diesem Fall aus, nur einen weiteren SA-Knoten einzufügen.
Damit Algorithmus 5.3 aber weiterhin korrekte ∆-top Matchings berechnet, müssen auch
für künstliche SA-Knoten die zuvor eingeführten Einschränkungen gelten. Folglich dürfen
alte Tupel, die denselben SA-Wert haben, nicht mit demselben künstlichen SA-Knoten
erweitert werden. Hätte also Tupel 2 denselben originalen SA-Wert wie Tupel 1, müsste
für beide Tupel jeweils ein zusätzlicher Knoten mit SA-Wert C erstellt werden.
Eine letzte Besonderheit liegt vor, wenn eine Matchingkante aufgrund einer Verletzung
von ∆-Pfadkonformität gelöscht werden soll und dadurch k-assign Anonymität nicht mehr
erfüllt ist.15 In diesem Fall wird der für die Kante e∆ = (t, s′(ST )) erstellte SA-Knoten
nicht wie oben beschrieben mit s′, sondern mit dem originalen SA-Wert von t gelabelt. Er
stellt nämlich keinen möglichen Matchingpartner von t, sondern einen für einen Knoten
aus ST dar. Insbesondere müssen in diesem Schritt mehrere SA-Knoten eingefügt werden,













ID SA G(1) G(2) G(3) G′(3)
1 A B(2) B(2, 3) – B(2, 3)
2 B A(1) A(1) – A(1)
3 B A(1) – A(1)
(d) ∆-top Matchingtabelle
Abbildung 5.11: Verletzung der ∆-Pfadkonformität durch künstliche SA-Knoten
In Abbildung 5.11 ist eine Folge von drei Anfragegraphen gegeben. Ohne die Verwendung
von künstlichen SA-Knoten müssten nach der Bearbeitung von G3 alle ∆-top Matching-
kanten entfernt werden (vgl. Spalte G(3) in (d)). Die Kante, die zu diesen Löschungen
führt, ist (1, B(2, 3)), denn die beiden Tupel 2 und 3 kommen in G3 vor. Demzufolge wür-
de ein eventuelles Matching mit dieser Kante ∆-Pfadkonformität verletzen.16 Durch das
Hinzufügen eines künstlichen SA-Knotens mit Label A existiert allerdings ein Matching in
G = (G1, G2, G3), in dem Tupel 1 mit B sowie die Tupel 2 und 3 jeweils mit A matchen. In
G3 ist dazu der künstliche SA-Knoten ein Matchingpartner von 2 oder 3. Dieses Matching
bildet eine Ausnahme bei der Approximation, denn es wird zwar modelliert, verstößt aber
weiterhin gegen ∆-Pfadkonformität. Da die Verletzung jedoch nur den Knoten betrifft,
der mit dem künstlichen SA-Knoten matcht, kann es in Algorithmus 5.3 wie ein normales
∆-top Matching verwendet werden.
15Vgl. Zeile 12 in Algorithmus 5.3.
16Vgl. Definition 4.7 auf Seite 120.
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5.6.2 Verletzung bei neuen Tupeln
Eine Verletzung des Privatsphärenkriteriums liegt bei einem neuen Tupel t vor, wenn nicht
genügend Matchingpartner gefunden werden. Das passiert, wenn insgesamt zu wenige Tu-
pel im Anfragegraphen vorkommen oder die potentiellen Partner nicht mit dem originalen
SA-Wert von t matchen können. Letzteres ist in Abbildung 5.10 für das neue Tupel 4 der
Fall. In G2 können die beiden alten Tupel 1 und 2 nicht mit dem SA-Wert D matchen,
wodurch es keine ∆-top Matchings gibt, die eine Kante (4, A) oder (4, B) enthalten. Ana-
log zur Verletzung bei alten Tupeln werden auch in diesem Fall künstliche SA-Knoten in
den Graphen eingefügt. Dabei ist zu beachten, dass bereits ein zusätzlicher Knoten mit
Label C in G2 enthalten ist und somit auch ein Matching mit der Kante (4, C) existiert.
Da C ein künstlicher Wert ist, wird die entsprechende ∆-top Matchingtabelle mit (4, C())
bezeichnet. Damit der Anonymitätsgrad von Tupel 4 mindestens 3 beträgt, wird noch ein
weiterer SA-Knoten mit Label A eingefügt (vgl. MatchingM2 in (d)). Der SA-Wert kann
prinzipiell beliebig gewählt werden, da für Tupel 4 noch keine Matchings existieren. Es ist
aber sinnvoll, Werte zu nehmen, die bereits in der Anfrage vorkommen und dadurch se-
mantisch mit dem neuen Tupel assoziiert werden können. Anstelle von A hätte demzufolge
auch B verwendet werden können.
5.6.3 Ergebnisse mit künstlichen sensiblen Werten
Auf eine detaillierte Angabe der veränderten Lösche-Routine wird an dieser Stelle verzich-
tet. Beispiel A.12 im Anhang auf Seite 282 erläutert die Erweiterung von Algorithmus 5.3
und das Hinzufügen künstlicher SA-Knoten anhand eines komplexen Anfragegraphen.
Die entstehenden Graphen entsprechen nicht dem realen Ergebnis einer Anfrage, son-
dern enthalten zusätzliche SA-Knoten. Sie werden in der vorliegenden Arbeit der Ein-
fachheit halber erweiterter Anfragegraph genannt und mit einem Strich gekennzeichnet.
Ein Ergebnis, das entsprechend einem so konstruierten Graphen ausgegeben wird, enthält
dieselben künstlichen SA-Werte, die als Labels im Graphen vorkommen. Das gewährleis-
tet, dass die Zuordnungen von sensiblen Werten zu Individuen, die durch die berechneten






(a) Reales Ergebnis R2
ID SA
1
A, A, B, C, D2
4
(b) Ergebnis R′2 (inkl. künstlicher SA-Werte)
Abbildung 5.12: Reales und zurückgegebenes Ergebnis für die Anfrage Q2 (vgl. G2 und
G′2 in Abbildung 5.10)
Sei Q2 die Anfrage, welche die Tupel 1, 2 und 4 mit ihren SA-Werten A, B und D selek-
tiert und für die der Anfragegraph G2 aus Abbildung 5.10 erstellt wurde. Abbildung 5.12a
zeigt das dazugehörige reale Ergebnis R2 und Abbildung 5.12b das zurückgegebene Er-
gebnis R′2. Dabei wurde die vereinfachte Darstellung von Ergebnissen aus Kapitel 3.2
verwendet, welche leicht in eine Generalisierung oder Bucketisierung (vgl. 2.2.3) überführt
werden kann.
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Zusammenfassung
In diesem Kapitel wurde ein Algorithmus vorgestellt, der valide Matchings in Anfragegra-
phen berechnet. Mit seiner Hilfe können die Probleme QGM und SA-Werteverteilung
approximiert werden. Die Grundidee lautet, erstens nur ∆-top Matchings zu betrachten
und zweitens diese rekursiv aus bereits zuvor bestimmten Matchings zu konstruieren.
Für eine gegebene Folge von n Anfragegraphen werden somit Matchings aus denen für
n − 1 Graphen abgeleitet. Dieser Schritt wird Erweiterung von Matchings genannt und
bringt zwei zusätzliche Einschränkungen mit sich. Zum einen dürfen sogenannte alte Tupel
nur mit neuen Tupeln erweitert werden und zum anderen dürfen jeweils zwei alte Tupel,
die denselben originalen SA-Wert haben, nur mit verschiedenen neuen Tupeln erweitert
werden. Dadurch ist gewährleistet, dass die Berechnung in Polynomialzeit durchgeführt
werden kann, wobei detaillierte Erweiterungsalgorithmen erst im Kapitel 6 vorgestellt
werden.
In Kapitel 3 wurde das Modell der k-assign Anonymität definiert, welche zur Bestim-
mung von Verletzungen der Privatsphäre dient. Mithilfe des hier eingeführten Approxi-
mationsalgorithmus wurde ein Verfahren angegeben, das die Einhaltung dieses Schutz-
kriteriums bei einer gegebenen Folge von Anfragen inklusive Ergebnissen überprüft und
insbesondere alle Fälle findet, in denen es nicht erfüllt ist. Darüber hinaus wurde eine
Methode eingeführt, bei der immer eine Antwort auf eine Anfrage ausgegeben werden
kann. Wenn das korrekte Ergebnis zu einer Verletzung von k-assign Anonymität führen
würde, werden zusätzlich künstliche SA-Werte hinzugefügt. Damit wird garantiert, dass
kein Bruch des Schutzkriteriums vorliegt.
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6 Erweiterungsalgorithmen
Dieses Kapitel schließt inhaltlich direkt an Kapitel 5 an und stellt den dort eingeführ-
ten Erweiterungsschritt von Matchings detailliert vor. Es werden Kriterien eingeführt, die
Erweiterungen erfüllen sollen, damit die entstehende Approximation möglichst genau ist
(Kapitel 6.1). Darauf aufbauend wird die Erweiterung von Matchings als Optimierungs-
problem definiert (Kapitel 6.2) und es werden Algorithmen vorgestellt, die dieses Problem
bestmöglich lösen (Kapitel 6.3 bis 6.6).
6.1 Gute und schlechte Erweiterungen
In Kapitel 5.4 wurden für das Erweitern von ∆-top Matchings zwei Einschränkungen ein-
geführt, von denen eine bereits durch Algorithmus 5.3 umgesetzt wird: Matchingkanten
beziehungsweise alte Tupel werden nur mit neuen Tupeln erweitert. Die zweite Restrikti-
on besagt, dass alte Tupel, die denselben originalen SA-Wert haben, nicht mit demselben
neuen Tupel erweitert werden dürfen. Sie wird durch spezielle Erweiterungsalgorithmen
realisiert, die gleichzeitig versuchen, möglichst „gute“ Erweiterungen durchzuführen. Bei-
spielsweise können Erweiterungen sehr einfach erzeugt werden, indem ∆-top Matching-
kanten von alten Tupeln sequenziell neue Tupel zugewiesen werden, wenn sie mit diesen
erweitert werden können. Das ist der Fall, wenn der SA-Wert des neuen Tupels in der
Matchingkante vorkommt. Man spricht in diesem Zusammenhang auch von einer Tupel-
verteilung, womit die Zuordnung der neuen Tupel zu den alten gemeint ist. Ein neues Tupel
kann dabei auch mehreren alten zugewiesen werden, wenn diese verschiedene originale SA-
Werte haben. Dieses Vorgehen kann allerdings schnell zu „besseren“ oder „schlechteren“
Erweiterungen führen, wenn die Zuordnungen beliebig durchgeführt werden. Das folgende
Beispiel veranschaulicht, was intuitiv unter einer „schlechten“ Erweiterung zu verstehen
ist.
Beispiel 6.1 Abbildung 6.1 zeigt ein Beispiel für mögliche Erweiterungen. In (a) ist ein
Anfragegraph Gn+1 gegeben, der aus den alten Tupeln 1, 2, 3 und 4 sowie den neuen Tu-
peln 5, 6, 7 und 8 besteht. Damit der Graph nicht unübersichtlich wird, sind Kanten nur
zwischen alten Knoten gezeichnet. Fehlende Kanten können leicht aus den gespeicherten
Matchings abgelesen werden, die in Spalte G(n) der ∆-top Matchingtabelle aufgelistet sind
(siehe (g)). Hierbei steht jedes xi für eine Menge (bzw. Liste) beliebiger Tupel, die jeweils
nicht in Gn+1 vorkommen. Beispielsweise hat Tupel 2 zwei unterschiedliche Matchingkan-
ten mit einem C, da alle xi zueinander verschieden sind. Alle neun Kanten mit einem xi
sollen erweitert werden. Insgesamt gibt es aber nur vier neue Tupel und da 1, 2 und 3
jeweils denselben SA-Wert haben, dürfen sie nach den Einschränkungen nicht mit den-
selben Tupeln erweitert werden. Beispielsweise können aber die Kanten (2, C(x2.3)) und


























































ID SA G(n) G(n+1)v1 G
(n+1)
v2
1 A B(4), B(x1.1), C(x1.2),
D(x1.3)
B(4), B(x1.1, 5),
C(x1.2, 6), D(x1.3, 8)
B(4), C(x1.2, 6)
2 A B(x2.1), B(x2.2),
C(x2.3), C(x2.4),
D(x2.5)
C(x2.3, 7), C(x2.4, 7) B(x2.1, 5), B(x2.2, 5),
C(x2.3, 7), C(x2.4, 7)
3 A D(x3) – D(x3, 8)
4 B A(1) A(1) A(1)
5 B A(1) A(2)
6 C A(1) A(1)
7 C A(2) A(2)
8 D A(1) A(3)
(g) ∆-top Matchingtabelle
Abbildung 6.1: Verschiedene Erweiterungen für Matchings für G(n). Im Graphen Gn+1 in
(a) sind der Übersicht halber nur die Kanten zwischen alten Knoten ge-
zeichnet. In (g) sind die Matchingtabellen für zwei verschiedene Erweite-
rungen (G(n+1)v1 und G
(n+1)
v2 ) angegeben. Die Matchings der zweiten Variante
sind graphisch in (b) bis (f) dargestellt.
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6.2 Erweiterung als Optimierungsproblem
Eine mögliche Erweiterung ist in Spalte G(n+1)v1 angegeben. Tupel 1 ist mit 5, 6 und 8
erweitert, Tupel 2 nur mit 7 und für Tupel 3 bleibt kein neues Tupel zum Erweitern übrig.
Während Tupel 1 jetzt vier verschiedene SA-Werte zugeordnet werden können (A, B, C,
D), hat Tupel 2 nur zwei (A, C) und 3 sogar nur noch seinen originalen SA-Wert (A). Der
minimale Anonymitätsgrad bezüglich dieser Erweiterung ist demnach amin = a(3) = 1,
wodurch in jedem Fall eine Verletzung des Schutzkriteriums vorliegt.
In Spalte G(n+1)v2 ist eine andere Variante der Erweiterungen gegeben, die auch graphisch
in (b) bis (f) dargestellt ist. Tupel 3 wurde hier mit 7, 1 mit 6 und 2 mit 5 sowie 7 erweitert.
Ein Vergleich der Anonymitätsgrade beider Fälle zeigt, dass der maximale Wert hier klei-
ner ist (jetzt 3, vorher 4) und der minimale größer (jetzt 2, vorher 1). Insgesamt führen die
Erweiterungen bei dieser Variante zu einer gleichmäßigeren Verteilung der Anonymitäts-
grade und eventuell zu keiner Verletzung der Privatsphäre.1 Insgesamt sind sechs Kanten
erweitert worden, während bei der ersten Variante nur fünf Kanten erweitert wurden. In-
tuitiv ist dadurch der zweite Fall besser als der erste, denn es werden insgesamt mehr
Kanten erweitert und der minimale Anonymitätsgrad ist größer.
Im Folgenden werden Kriterien definiert, nach denen entschieden werden kann, wann
eine gegebene Menge von Erweiterungen besser ist als eine andere. Dabei wird die Menge
der neuen Tupel auf die Menge der alten abgebildet, wobei ein Element (t, t′) besagt, dass
alle Matchingkanten (t, s′(ST )), in denen der originale SA-Wert s′ des neuen Tupels t′
vorkommt, mit t′ erweitert werden. Die Menge dieser Paare heißt Tupelverteilung. Das
Problem der Erweiterung wird damit im Folgenden als Optimierungsproblem dargestellt
und es werden insgesamt vier sogenannte Erweiterungsalgorithmen vorgestellt, die eine
optimale Tupelverteilung berechnen.
6.2 Erweiterung als Optimierungsproblem
Bei der Erweiterung von ∆-top Matchingkanten beziehungsweise Tupelverteilung sind
eine Menge von alten und eine Menge von neuen Tupeln sowie eine Menge von ∆-top
Matchingkanten der alten Tupel gegeben. Gesucht ist eine Zuordnung der neuen zu den
alten Tupeln,2 wobei ein neues Tupel einem alten nur dann zugeordnet werden kann, wenn
es auch eine Matchingkante mit dem alten Tupel gibt, in der der SA-Wert des neuen Tupels
vorkommt. Weiterhin darf jedes neue Tupel nicht zwei alten Tupeln zugeordnet werden,
die denselben originalen SA-Wert haben. Wird daher eine Menge alter Tupel mit gleichem
SA-Wert betrachtet, ist mathematisch gesehen eine Abbildung der Menge der neuen auf
die Menge der alten Tupel gesucht.
Im Allgemeinen existieren mehrere mögliche Erweiterungen. Die bestmögliche Variante
ist dabei eine Zuordnung, bei der alle Matchingkanten erweitert werden. In diesem Fall
muss kein Matching gelöscht werden und der Anonymitätsgrad der Tupel verringert sich
nicht. Somit kann auch keine (weitere) Verletzung des Schutzkriteriums entstehen. Das
funktioniert aber nur, wenn genügend neue Tupel zum Erweitern vorhanden sind und
darüber hinaus diese auch die benötigten SA-Werte haben. Eine Matchingkante e∆ =
(t, s′(ST )) muss andererseits auf jeden Fall entfernt werden, wenn kein neues Tupel den
sensiblen Wert s′ hat.
1Man beachte, dass der minimale Anonymitätsgrad aus Spalte G(n) bereits 2 war.




Ist es nicht möglich, alle Matchingkanten zu erweitern, sollte eine Tupelverteilung ge-
wählt werden, durch die möglichst wenige falsche Verletzungen der Privatsphäre (false
positives) entstehen, damit die Güte der Approximation nicht zu gering wird. Das kann
näherungsweise erreicht werden, indem zum Beispiel möglichst viele Kanten erweitert wer-
den. Das Problem der Tupelerweiterung kann dadurch als einfaches Optimierungsproblem
aufgefasst werden.
Problem 6.1 (Erweiterung/Tupelverteilung) Gegeben seien eine Menge von alten
Tupeln Salt, die jeweils denselben SA-Wert haben, eine Menge von neuen Tupeln Sneu und
eine Menge von Matchingkanten Ealt. Eine zulässige Lösung ist eine Abbildung f : Sneu →
Salt der neuen auf die alten Tupel, wobei ein neues Tupel einem alten nur dann zugeordnet
werden kann, wenn es eine Matchingkante mit dem alten Tupel gibt, in der der SA-Wert
des neuen Tupels vorkommt.
Gesucht ist eine Abbildung f , bei der die Anzahl aller erweiterter Kanten aus Ealt ma-
ximal ist.
ID SA G(n) G(n+1)v1 G
(n+1)
v2
1 A B(x1.1), B(x1.2),
C(x1.3), C(x1.4)
B(x1.1, 3), B(x1.2, 3),
C(x1.3, 4), C(x1.4, 4)
B(x1.1, 3), B(x1.2, 3)
2 A B(x2.1), C(x2.2) – C(x2.2, 4)
3 B A(1) A(1)
4 C A(1) A(2)
Tabelle 6.1: Optimale Erweiterungen
Allerdings garantiert eine optimale Lösung von Problem 6.1 nicht zwangsläufig auch eine
minimale Anzahl an (evtl. falschen) Verletzungen des Schutzkriteriums. In Tabelle 6.1 sind
beispielsweise zwei alte Tupel 1 und 2 mit jeweiligen Matchingkanten zu den SA-Werten B
und C sowie zwei neue Tupel 3 und 4 gegeben. Eine Erweiterung, die die meisten Kanten
beinhaltet, ist in Spalte G(n+1)v1 dargestellt. Dabei werden insgesamt vier Kanten erweitert
und zwei gelöscht. Da Tupel 1 jeweils mehr Kanten mit den SA-Werten B und C hat als
Tupel 2, werden beide Kanten von Tupel 2 nicht erweitert und gelöscht. Folglich entsteht
hier eine Verletzung des Schutzkriteriums. Andererseits führt eine Erweiterung von nur
zwei Kanten von 1 (z. B. mit B) und einer Kante von 2 (z. B. mit C) nicht zwangsläufig
zu einer Verletzung (siehe Spalte G(n+1)v2 ).3
Ist k-assign Anonymität gefordert, müssen alle alten Tupel insgesamt mindestens k
Matchingkanten mit paarweise verschiedenen SA-Werten haben.4 Um Fälle wie G(n+1)v1
in Tabelle 6.1 auszuschließen, kann eine andere Zielfunktion für das Problem der Tupel-
verteilung gewählt werden. Gesucht sind dann Erweiterungen, bei denen alle alten Tupel
mit möglichst vielen verschiedenen SA-Werten erweitert werden. Genauer gesagt soll der
minimale Anonymitätsgrad der alten Tupel maximal sein.
3Hierbei sei vorausgesetzt, dass das Löschen von Matchings der Tupel in den Mengen xi zu keiner Ver-
letzung führt.
4Das ist ein notwendiges Kriterium, aber kein hinreichendes. Wenn auch nur eine Kante beziehungswei-
se ein Matching gelöscht wird, kann das Schutzkriterium bei einem Tupel verletzt sein, das in dem
Matching vorkommt. Dieses Tupel muss nicht zwangsläufig auch in der aktuellen Anfrage vorkommen.
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Problem 6.2 (Erweiterung/Tupelverteilung) Gegeben seien Salt, Sneu, Ealt und f
wie bei Problem 6.1. Ferner bezeichne amin(Salt) den minimalen Anonymitätsgrad eines
alten Tupels t ∈ Salt nach der Erweiterung (d. h. in T (n+1)∆ ).
Gesucht ist eine Abbildung f , bei der der minimale Anonymitätsgrad der alten Tupel
maximal ist:
maximiere amin(Salt). (6.1)
Algorithmen, die Problem 6.2 optimieren, sollten zusätzlich versuchen, möglichst wenige
Kanten zu streichen, denn durch jedes Löschen eines Matchings kann eine Verletzung des
Schutzkriteriums entstehen. Weiterhin sollte der Anonymitätsgrad möglichst vieler alter
Tupel mindestens k sein, wenn amin(Salt) < k gilt.
Beispiel 6.2 In Abbildung 6.1g sind in den Spalten G(n+1)v1 und G
(n+1)
v2 zwei mögliche
Erweiterungen der Kanten dargestellt. Der minimale Anonymitätsgrad der alten Tupel
beträgt in der ersten Variante 1 und in der zweiten 2. Die erste Variante ist demnach
keine optimale Lösung von Problem 6.2. Da in der zweiten Variante mehr Kanten als in
der ersten Variante erweitert wurden (sechs zu fünf), ist die erste Variante auch keine
optimale Lösung von Problem 6.1.
Wichtig ist hierbei festzuhalten, dass optimale Lösungen der hier vorgestellten Probleme
nicht gewährleisten, dass auch die Anzahl von Verletzungen des Schutzkriteriums mini-
miert wird. Es kann eine Tupelverteilung geben, die gegen die hier definierten Zielfunktio-
nen verstößt, aber insgesamt zu weniger Verletzungen führt als die optimale Verteilung.
Das liegt daran, dass das Löschen bestimmter Kanten immer zu Verletzungen des Schutz-
kriteriums führen kann, während andere gefahrlos gelöscht werden dürfen. Beispiel A.13
im Anhang auf Seite 285 zeigt einen solchen Fall. Daneben kann auch die Verwendung
einer Tupelverteilung f , durch die für den n-ten Anfragegraphen mehr Verletzungen ent-
stehen als bei einer anderen Verteilung f ′, dazu führen, dass für den (n + 1)-ten Graphen
eine Tupelverteilung existiert, die weniger Verletzungen verursacht als bei der Verwendung
von f ′ (vgl. Beispiel A.14 im Anhang auf Seite 285). Aus ähnlichen wie im vorigen Kapitel
genannten Gründen kann ein ausführlicher Test aller Kanten beziehungsweise Matchings
oder das Betrachten aller möglicher Erweiterungen schnell zu exponentiellen Algorithmen
führen. Andererseits gibt es polynomielle Algorithmen, die eine optimale Lösung der Pro-
bleme 6.1 beziehungsweise 6.2 berechnen. Auf einen Beweis, der zeigt, dass das Finden
einer Erweiterung mit einer minimalen Anzahl von Verletzungen des Schutzkriteriums in
Polynomialzeit möglich oder NP-hart ist, wird an dieser Stelle verzichtet.
Im Folgenden werden Algorithmen vorgestellt, die eine Verteilung der neuen auf die al-
ten Tupel berechnen. Alle Verfahren haben die Gemeinsamkeit, dass die ideale Verteilung
(d. h., alle Kanten können erweitert werden) auch gefunden wird, sofern sie existiert. Müs-
sen aber Kanten gelöscht werden, findet Algorithmus Maximale Kanten ein Optimum für
das Problem 6.1, während Algorithmus Klonmatching ein Optimum für das Problem 6.2
berechnet. Daneben werden noch die beiden einfachen Algorithmen Maximaler Anonymi-
tätsgrad und Einfaches Matching vorgestellt, die das Optimum des Problems 6.2 approxi-
mieren. Es handelt sich dabei um einfache und dafür schnelle Heuristiken.
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6.3 Erweiterungsalgorithmus: Maximale Kanten
Ein einfacher Erweiterungsalgorithmus ordnet ein neues Tupel demjenigen alten Tupel
zu, das die meisten Kanten mit dem SA-Wert des neues Tupels besitzt. Auf diese Weise
wird eine Erweiterung erzeugt, die die Anzahl aller erweiterter Kanten maximiert (vgl.
Problem 6.1).
Algorithmus 6.1 Erweiterungsalgorithmus: Maximale Kanten
Eingabe: Salt: Menge erweiterbarer alter Tupel, Ealt: Menge erweiterbarer ∆-top Mat-
chingkanten, Sneu: Menge neuer Tupel
Ausgabe: Erweiterung von alten Tupeln (Tupelverteilung)
1: for all SA-Werte s aus Ealt do
2: Erstelle Liste aller alten Tupel talt ∈ Salt mit |Ealt(talt, s)| > 0, die absteigend nach
|Ealt(talt, s)| sortiert ist
3: end for
4: for all tneu ∈ Sneu do
5: talt ← erstes Tupel in Liste für SA-Wert von tneu
6: Erweitere(talt, tneu, Ealt) # entspricht f(tneu) = talt
7: Verschiebe talt vom Anfang der Liste ans Ende
8: end for
Algorithmus 6.2 Erweitere
Eingabe: talt: altes Tupel, tneu: neues Tupel, Ealt: Menge erweiterbarer Matchingkanten
Ausgabe: Erweiterung aller möglicher Kanten von talt mit tneu
1: for all e∆ = (talt, sneu(ST )) ∈ Ealt, wobei sneu SA-Wert von tneu ist, do
2: Erzeuge erweiterte Kante zu e∆ durch das Hinzufügen von tneu zur Menge ST
3: Erstelle neue Kante (tneu, salt({talt})), wobei salt SA-Wert von talt ist
4: Füge beide Kanten in aktuelle Matchingtabelle ein
5: end for
Das entsprechende Vorgehen ist in Algorithmus 6.1 gegeben und heißt Maximale Kan-
ten. Zunächst werden für jeden SA-Wert s Listen der alten Tupel erstellt, die absteigend
nach Häufigkeit von s in Matchingkanten der alten Tupel sortiert sind. Danach wird für
jedes Tupel tneu ∈ Sneu (mit SA-Wert sneu) das oberste Tupel talt derjenigen Liste ausge-
wählt, die für den SA-Wert sneu erstellt wurde. talt entspricht dem alten Tupel, das die
meisten erweiterbaren Kanten mit sneu hat, und folglich werden diese Kanten auch mit tneu
erweitert (vgl. Algorithmus 6.2 (Erweitere)). Dadurch entsteht die gesuchte Abbildung f
mit f(tneu) = talt. Zum Schluss wird talt ans Ende der Liste verschoben, damit für das
nächste neue Tupel mit SA-Wert sneu das alte Tupel mit den zweitmeisten Kanten mit
sneu ausgewählt wird. Somit wird jedes neue Tupel mit demselben SA-Wert immer einem
anderen alten Tupel zugeordnet. Wurden die Kanten aller alten Tupel einmal erweitert,
beginnt der Auswahlprozess von vorn mit dem Tupel, das nun die meisten Kanten mit
dem gewünschten SA-Wert hat.
Satz 6.1 Algorithmus Maximale Kanten findet eine Lösung von Problem 6.1 in O(n2 ·
log n), wobei n die Anzahl aller Tupel in der Datentabelle ist.
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Beweis: Bezeichne |Sneu[SA]| die Anzahl verschiedener SA-Werte in Sneu. Dann gibt es
|Salt| alte Tupel, die in |Salt| log |Salt| für alle SA-Werte sortiert werden können. Für jedes
neue Tupel werden in einem Erweiterungsschritt höchstens maxtalt |Ealt(talt)| Kanten er-
weitert, sodass eine Laufzeit von O(|Sneu[SA]| · |Salt| log |Salt|+ |Sneu| ·maxtalt |Ealt(talt)|)
entsteht. Wird die Anzahl der alten und neuen Tupel mit der Anzahl aller Tupel in der
Datentabelle n und |Ealt(talt)| nach Gleichung 5.2 abgeschätzt, folgt eine Laufzeit von
O(n · n log n + n · n) = O(n2 log n).
ID SA G(n) G(n+1)
1 A B(x1.1), B(x1.2), B(x1.1, 4), B(x1.2, 4),
B(x1.1, 6), B(x1.2, 6),
C(x1.3), C(x1.4), C(x1.3, 8), C(x1.4, 8),
D(x1.5) –
2 A B(x2.1), B(x2.1, 5),
C(x2.2), C(x2.3), C(x2.4), C(x2.2, 7), C(x2.3, 7), C(x2.4, 7),
D(x2.5), D(x2.6) –
3 A C(x3.1), C(x3.1, 9),




Tabelle 6.2: Erweiterungen nach Algorithmus 6.1 (Maximale Kanten)
Beispiel 6.3 Seien 1, 2 und 3 drei alte Tupel, die zusammen mit sieben neuen Tupeln
in Gn+1 vorkommen. Tabelle 6.2 zeigt die entsprechende ∆-top Matchingtabelle mit den
erweiterbaren Matchingkanten. Der Einfachheit halber sind die neuen Tupel 4 bis 10 nach
SA-Werten zusammengefasst. Nach Algorithmus 6.1 werden für die SA-Werte B, C und
D drei sortierte Listen der alten Tupel erstellt. Die Liste für B enthält nur die Tupel 1
und 2 (in dieser Reihenfolge), denn 1 hat zwei Matchingkanten mit B, 2 nur eine und 3
gar keine. Dementsprechend werden die neuen Tupel mit SA-Wert B (Tupel 4, 5 und 6)
zuerst Tupel 1, dann Tupel 2 und zum Schluss erneut Tupel 1 zugeordnet. Die Liste für
den SA-Wert C enthält die Tupel 2, 1 und 3, wodurch die Zuordnung der Tupel 7, 8 und
9 bestimmt wird. Da es nur ein neues Tupel mit einem D gibt und Tupel 3 die meisten
Kanten mit einem D hat, werden nur die Kanten von 3 mit einem D (Tupel 10) erweitert.
Die resultierenden Matchingkanten für G(n+1) sind in der letzten Spalte dargestellt.
6.4 Erweiterungsalgorithmus: Maximaler Anonymitätsgrad
Da Lösungen des Problems 6.1 zu mehr Verletzungen des Schutzkriteriums führen können
als nötig, wird in der vorliegenden Arbeit auch ein Algorithmus angegeben, der eine Lösung
des Problems 6.2 berechnet. Die Herausforderung dabei ist, eine Erweiterung zu berechnen,
die den minimalen Anonymitätsgrad der alten Tupel maximiert. In diesem Abschnitt wird
dazu zunächst eine einfache Heuristik eingeführt. Der Algorithmus, der das Problem exakt
löst, wird in Kapitel 6.6 vorgestellt.
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Algorithmus 6.3 Erweiterungsalgorithmus: Maximaler Anonymitätsgrad
Eingabe: Salt: Menge erweiterbarer alter Tupel, Ealt: Menge erweiterbarer ∆-top Mat-
chingkanten, Sneu: Menge neuer Tupel
Ausgabe: Erweiterung von alten Tupeln (Tupelverteilung)
1: EErw := {(talt, s(ST )) ∈ Ealt | ∃tneu ∈ Sneu : tneu[SA] = s}
2: E∗Erw := {e∆ ∈ EErw | e∆ noch nicht erweitert}
3: Für talt ∈ Salt sei EErw(talt) := EErw ∩ Ealt(talt) und E∗Erw(talt) := E∗Erw ∩ Ealt(talt)
4: Sortiere Tupel talt ∈ Salt aufsteigend nach ihrem Erweiterungsgrad d(talt) bezüglich
E∗Erw
5: Sortiere Tupel tneu ∈ Sneu absteigend nach Häufigkeit ihres SA-Wertes in Sneu
6: while Sneu ̸= ∅ und E∗Erw ̸= ∅ do # Phase 1
7: talt ← erstes Tupel aus Salt mit minimalem aktuellen Anonymitätsgrad
8: Betrachte dabei nur alte Tupel t mit E∗Erw(t) ̸= ∅
9: tneu ← erstes Tupel aus Sneu, dessen SA-Wert in einer Kante aus E∗Erw(talt) vor-
kommt
10: Erweitere(talt, tneu, Ealt)
11: Entferne tneu aus Sneu, aktualisiere EErw, E∗Erw und die Sortierungen von Salt sowie
Sneu
12: end while
13: Sortiere Tupel talt ∈ Salt aufsteigend nach Ihrem Erweiterungsgrad d(talt) bezüglich
EErw
14: while Sneu ̸= ∅ do # Phase 2
15: talt ← erstes Tupel aus Salt, das in dieser Phase am seltensten erweitert wurde
16: Betrachte dabei nur alte Tupel t mit EErw(t) ̸= ∅
17: tneu ← erstes Tupel aus Sneu, dessen SA-Wert in einer Kante aus EErw(talt) vor-
kommt
18: Erweitere(talt, tneu, Ealt)
19: Entferne tneu aus Sneu, aktualisiere EErw sowie die Sortierungen von Salt und Sneu
20: end while
Algorithmus 6.3 heißt Maximaler Anonymitätsgrad und erweitert alte Tupel in zwei
Phasen. Das Ziel der ersten Phase lautet, wenn möglich jede Kante genau einmal zu
erweitern. Dazu werden zwei Mengen EErw und E∗Erw berechnet. EErw ist die Menge aller
∆-top Matchingkanten aus Ealt, die noch erweitert werden können. Das heißt, für diese
Kanten gibt es ein neues Tupel in Sneu, das den SA-Wert der Kante hat. Für Phase 1 ist
E∗Erw die Teilmenge der Kanten aus EErw, die dabei noch nicht erweitert wurden.
Im Gegensatz zum Algorithmus Maximale Kanten wird ausgehend von jeweils einem
alten Tupel talt ein neues Tupel tneu gesucht, mit dem talt erweitert werden kann. Ent-
scheidend ist, in welcher Reihenfolge die alten und die neuen Tupel bearbeitet werden.
Dazu wird der Begriff des Erweiterungsgrades eingeführt, der für die Anzahl verschiedener
SA-Werte steht, die in erweiterbaren Matchingkanten vorkommen.
Definition 6.1 (Erweiterungsgrad) Sei E∆ eine Menge von ∆-top Matchingkanten.
Der Erweiterungsgrad d(t) eines Tupels t bezüglich E∆ ist die Anzahl verschiedener SA-
Werte in ∆-top Matchingkanten in E∆(t).
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Alte Tupel mit einem kleinen Erweiterungsgrad sind potentiell schwieriger zu erweitern,
da es für sie weniger passende neue Tupel gibt. Daher werden die alten Tupel nach ihrem
Erweiterungsgrad sortiert und es wird mit dem Tupel begonnen, das den kleinsten Grad
hat. Um auch immer viele verschiedene SA-Werte zum Erweitern zur Verfügung zu haben,
wird mit dem neuen Tupel zuerst erweitert, dessen SA-Wert am häufigsten vorkommt.
Die Menge Sneu wird somit absteigend nach der Häufigkeit der SA-Werte der neuen Tupel
sortiert.
Da eine Lösung von Problem 6.2 eine Tupelverteilung ist, bei der der minimale Anony-
mitätsgrad in der Matchingtabelle T (n+1)∆ maximal ist, werden in der ersten Phase nur alte
Tupel betrachtet, die einen kleinen Anonymitätsgrad in T (n+1)∆ haben. Da diese Tabelle
aber während der Ausführung eines Erweiterungsalgorithmus noch nicht vollständig ist,
wird die Bezeichnung aktueller Anonymitätsgrad des Tupels t eingeführt. Dieser bezieht
sich auf die Kanten, die bereits in T (n+1)∆ eingefügt beziehungsweise bearbeitet wurden.
Definition 6.2 (aktueller Anonymitätsgrad) Sei T (n)∆ eine ∆-top Matchingtabelle,
aus der nach Algorithmus 5.3 eine Tabelle T (n+1)∆ berechnet wird. Sei T
∗(n+1)
∆ der Teil
von T (n+1)∆ , der zu einem gegebenen Zeitpunkt (Schritt im Algorithmus 5.3) aus bereits
abgearbeiteten Kanten besteht. Dann ist der aktuelle Anonymitätsgrad a∗(t) eines Tupels t
bezüglich T ∗(n+1)∆ die Anzahl verschiedener SA-Werte in Matchingkanten von t in T
∗(n+1)
∆ .
Hierbei ist zu beachten, dass die Erweiterungsalgorithmen von Algorithmus 5.3 ver-
wendet werden und für den aktuellen Anonymitätsgrad demzufolge auch alle Kanten be-
trachtet werden, die durch die Erweiterungsalgorithmen in die Matchingtabelle eingefügt
werden. Ebenso werden auch die Kanten des Originalmatchings beachtet. Daraus folgt,
dass der aktuelle Anonymitätsgrad eines Tupels immer mindestens 1 ist. Um eine gewisse
Konsistenz in den Bezeichnungen zu erhalten, wird auch für einen unvollständigen Teil
einer ∆-top Matchingtabelle die Bezeichnung T (n+1)∆ anstelle von T
∗(n+1)
∆ gewählt.
Sind im Algorithmus 6.3 keine Kanten mehr vorhanden, die noch erweitert werden
können (E∗Erw ̸= ∅), beginnt Phase 2, in der Kanten ein weiteres Mal erweitert werden
können. Da der aktuelle Anonymitätsgrad hierbei nicht steigt, werden alte Tupel nur
noch entsprechend der Sortierung von Salt abgearbeitet, die sich jetzt nach EErw (anstelle
von E∗Erw) richtet. Zusätzlich wird aber gewährleistet, dass alle alten Tupel gleichmäßig
erweitert werden. Das heißt, es wird immer das alte Tupel ausgewählt, das in dieser Phase
am seltensten erweitert worden ist. Die weiteren Schritte sind analog zur ersten Phase.
Der Algorithmus endet, wenn keine neuen Tupel zum Erweitern mehr übrig sind (Sneu =
∅). Diese Situation kann auch bereits in Phase 1 eintreten.
Satz 6.2 Algorithmus Maximaler Anonymitätsgrad findet eine Erweiterung von Matchings
in O(n4), wobei n die Anzahl aller Tupel in der Datentabelle ist.
Beweis: Da in jedem Durchlauf einer der beiden While-Schleifen ein neues Tupel zu-
geordnet wird, gibt es insgesamt |Sneu| Durchläufe. Das Bestimmen eines gewünschten
alten und eines dazu passenden neuen Tupels geht in O(|Sneu| · |Salt|), wobei höchstens
maxtalt |Ealt(talt)| Kanten erweitert werden. Die Laufzeit ist demnach O(|Sneu|
2 · |Salt| ·
maxtalt |Ealt(talt)|). Wird die Anzahl der alten und neuen Tupel mit der Anzahl aller Tu-
pel in der Datentabelle n und |Ealt(talt)| nach Gleichung 5.2 abgeschätzt, folgt eine Laufzeit
von O(n2 · n · n) = O(n4).
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ID SA G(n) G(n+1)















(a) ∆-top Matchingtabelle für G(n) und G(n+1) (ohne neue Matchings)
ID SA E∗Erw Phase 1.1 Phase 1.2 Phase 1.3 EErw Phase 2
1 A C(x1.1) C(x1.1) – – –
D(x1.2) D(x1.2) D(x1.2, 7) D(x1.2, 7) D(x1.2, 7)
E(x1.3) E(x1.3) E(x1.3) E(x1.3, 8) E(x1.3, 8)
2 A B(x2.1) B(x2.1, 4) B(x2.1, 4) B(x2.1, 4) B(x2.1) B(x2.1, 4)
B(x2.1, 5)
C(x2.2) C(x2.2) C(x2.2, 6) C(x2.2, 6) C(x2.2, 6)
D(x2.3) D(x2.3) – – –
4 B A(2) A(2) A(2) A(2)
5 B A(2)
6 C A(2) A(2) A(2)
7 D A(1) A(1) A(1)
8 E A(1) A(1)
(b) Ablauf des Algorithmus
Abbildung 6.2: Erweiterung von Matchings mithilfe des Algorithmus 6.3 (Maximaler An-
onymitätsgrad)
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Beispiel 6.4 Abbildung 6.2 zeigt in (a) die Matchingtabelle für eine Folge von n Anfrage-
graphen (siehe Spalte G(n)). In einem weiteren Graphen Gn+1 kommen die alten Tupel 1,
2 und 3 sowie die neuen Tupel 4, 5, 6, 7 und 8 vor. Da der SA-Wert von 1 und 2 identisch
ist, wird Algorithmus 6.3 für diese beiden alten Tupel aufgerufen. Der Ablauf ist dabei in
(b) dargestellt. Für jedes Tupel (Spalte ID) ist der entsprechende SA-Wert (Spalte SA)
angegeben. Alle Kanten, die in Phase 1 erweitert werden können, sind in Spalte E∗Erw
aufgelistet. Kante (2, F(x2.4)) kann nicht erweitert werden und fehlt in E∗Erw, da es kein
neues Tupel mit SA-Wert F gibt. Die vorletzte Spalte EErw zeigt die einzige Kante, die in
Phase 2 ein weiteres Mal erweitert werden kann. In den übrigen Spalten sind sowohl die
bereits erweiterten Kanten als auch die Kanten dargestellt, welche in der jeweiligen Phase
noch erweitert werden können.
Zu Beginn sind die aktuellen Anonymitätsgrade der alten Tupel a∗(1) = 2 und a∗(2) = 1,
denn es gibt bereits die Matchingkante (1, B(3)) in T (n+1)∆ (siehe Spalte G(n+1) in (a)).
Diese Kante muss nicht erweitert werden (vgl. Zeile 10 von Algorithmus 5.3) und konnte
daher von T (n)∆ übertragen werden. Als Erstes (Phase 1.1) wird daher nur Tupel 2 erweitert.
Der häufigste SA-Wert der neuen Tupel ist B, welcher zweimal vorkommt. Die Sortierung
der neuen Tupel sei daher der Einfachheit halber 4, 5, 6, 7 und 8. Somit wird 2 mit B(4)
erweitert und es entsteht die Kante (2, B(x2.1, 4)) (Spalte Phase 1.1 enthält neben der
erweiterten Kante auch alle noch nicht erweiterten Kanten aus E∗Erw).
Jetzt haben beide alten Tupel den aktuellen Anonymitätsgrad 2 und die Wahl des
nächsten alten Tupels wird durch deren Sortierung entschieden. Da Tupel 2 mit C und
D zwei sowie Tupel 1 mit C, D und E drei verschiedene SA-Werte in Kanten aus E∗Erw
hat, liegt in der Reihenfolge der alten Tupel 2 vor 1.5 Somit wird 2 mit C(6) und danach
1 mit D(7) erweitert, was in Spalte Phase 1.2 dargestellt ist. Die Kanten (1, C(x1.1))
und (2, D(x2.3)) sind gelöscht worden, da es kein weiteres Tupel mit einem SA-Wert C
beziehungsweise D gibt. Damit hat nur noch Tupel 1 mit (1, E(x1.3)) eine Kante in E∗Erw,
welche im letzten Durchlauf der Phase 1 mit E(8) erweitert wird.
Für Phase 2 werden alle Kanten berücksichtigt, die ein weiteres Mal erweitert werden
können. Da es aber nur noch das neue Tupel 5 mit SA-Wert B gibt, kann nur noch
die Kante (2, B(x2.1)) erweitert werden. Die von Algorithmus 6.3 berechnete Lösung ist
in der letzten Spalte dargestellt. In Spalte G(n+1) aus (a) sind diese Kanten zusammen
mit den beiden Matchingkanten angegeben, die nicht erweitert werden mussten. Zu einer
vollständigen Matchingtabelle T (n+1)∆ fehlen allerdings die neuen Matchings, die nur aus
neuen Tupeln entstehen (vgl. Zeile 29 in Algorithmus 5.3), die der Übersicht halber hier
weggelassen wurden.
Im Anhang befinden sich noch zwei weitere Beispiele, die auch die Feinheiten von Algo-
rithmus 6.3 erläutern: Beispiel A.15 auf Seite 286 und Beispiel A.16 auf Seite 289. Es ist zu
beachten, dass der Algorithmus Maximaler Anonymitätsgrad nur eine einfache Heuristik
ist, die versucht, eine optimale Erweiterung entsprechend dem Problem 6.2 zu erzeugen.
Es ist nicht garantiert, dass das Optimum auch immer gefunden wird. Das liegt daran,
dass Entscheidungen, welches alte Tupel mit welchem neuen Tupel erweitert wird, immer
nur nach lokalen Gesichtspunkten getroffen werden. Es ist nicht sichergestellt, dass es in
allen Fällen besser ist, zum Beispiel immer das neue Tupel mit dem häufigsten SA-Wert
auszuwählen. Ein Beispiel dazu wird im nächsten Kapitel gegeben.
5Die Erweiterungsgrade bezüglich E∗Erw sind d(1) = 3 und d(2) = 2.
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6.5 Erweiterungsalgorithmus: Einfaches Matching
Anhand eines Beispiels kann gezeigt werden, dass Algorithmus 6.3 (Maximaler Anony-
mitätsgrad) nur eine Näherung für Problem 6.2 darstellt, die das Optimum nicht immer
findet. Sei dazu eine Matchingtabelle für G(n) wie in Teil (a) von Abbildung 6.3 gegeben.
Ein weiterer Graph Gn+1 bestehe aus den alten Tupeln 1, 2 und 3 (mit SA-Wert A) sowie
den neuen Tupeln 4, 5 und 6. Alle alten Tupel haben jeweils denselben aktuellen Anony-
mitätsgrad von 1 und Erweiterungsgrad von 2. Ebenso kommt jeder SA-Wert der neuen
Tupel nur einmal vor. Die Reihenfolge, nach der Algorithmus 6.3 eine Erweiterung be-
rechnet, ist daher beliebig. Wird beispielsweise Tupel 1 zuerst mit B(4) erweitert, können
Tupel 2 und 3 nur noch mit D(6) erweitert werden. Das bedeutet, die Kanten von einem
Tupel können nicht erweitert werden. In einem weiteren Schritt kann nur noch 1 mit C(5)
erweitert werden. Dieser Fall ist in (a) und (b) mit v1 gekennzeichnet.
ID SA G(n) G(n+1)v1 G
(n+1)
v2
1 A B(x1.1) B(x1.1, 4) –
C(x1.2) C(x1.2, 5) C(x1.2, 5)
2 A B(x2.1) – B(x2.1, 4)
D(x2.2) D(x2.2, 6) –
3 A B(x3.1) – –
D(x3.2) – D(x3.2, 6)
4 B A(1) A(2)
5 C A(1) A(1)
6 D A(2) A(3)
(a) ∆-top Matchingtabelle für G(n) und G(n+1) (ohne neue Matchings)
ID SA E∗Erw Phase 1.1v1 Phase 1.2v1 Phase 1v2
1 A B(x1.1) B(x1.1, 4) B(x1.1, 4) –
C(x1.2) C(x1.2) C(x1.2, 5) C(x1.2, 5)
2 A B(x2.1) – – B(x2.1, 4)
D(x2.2) D(x2.2, 6) D(x2.2, 6) –
3 A B(x3.1) – – –
D(x3.2) – – D(x3.2, 6)
4 B A(1) A(1) A(2)
5 C A(1) A(1)
6 D A(2) A(2) A(3)
(b) Ablauf des Algorithmus
Abbildung 6.3: Erweiterung von Matchings mithilfe des Algorithmus 6.3 (Maximaler An-
onymitätsgrad)
Wird hingegen Tupel 1 zuerst mit C(5) erweitert, kann Tupel 2 noch mit B(5) und
Tupel 3 danach mit D(6) erweitert werden (vgl. Version v2 in beiden Tabellen). In diesem
Fall hat jedes Tupel den Anonymitätsgrad 2, was nach Problem 6.2 optimal ist.6
6Es gibt Graphen, in denen Algorithmus 6.3 in jedem Fall keine optimale Lösung findet. Wenn in Gn+1
zum Beispiel noch ein altes Tupel mit SA-Wert A und Signatur ABD sowie ein neues Tupel mit SA-
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Der Nachteil von Algorithmus 6.3 ist, dass Zuordnungen von neuen zu alten Tupeln
nur nach lokalen Entscheidungskriterien für jedes alte Tupel einzeln durchgeführt werden.
Eine durchgeführte Zuordnung kann für andere Tupel nachteilig sein. Eine erste Verbes-
serung ist daher, alle alten Tupel in einem Schritt zu betrachten, sodass möglichst viele
erweitert werden können. Dazu wird an dieser Stelle ein anderer Erweiterungsalgorithmus
eingeführt, der Zuordnungen mithilfe von Matchings zwischen alten und neuen Tupeln
bestimmt. Darauf aufbauend wird im Kapitel 6.6 ein Algorithmus vorgestellt, der das
Optimum in jedem Fall findet.
Die Idee des Erweiterungsalgorithmus ist, einen sogenannten Erweiterungsgraphen zu
konstruieren, der für jedes alte und jedes neue Tupel einen Knoten enthält. Kanten wer-
den zwischen alten und neuen Tupelknoten eingefügt, wenn das alte Tupel mit den neuen
erweitert werden kann. In diesem Graphen wird ein größtes Matching bestimmt und da-
nach werden genau die Erweiterungen beziehungsweise Zuordnungen durchgeführt, die für
die im Matching enthaltenen Kanten stehen. Das heißt, für jede Matchingkante zwischen
einem Knoten für ein altes und einem für ein neues Tupel wird das entsprechende alte
Tupel mit dem neuen erweitert. Das Bestimmen von größten Matchings erfolgt iterativ in
mehreren Schritten, solange noch neue Tupel existieren, die noch nicht zugeordnet sind.
Definition 6.3 (Erweiterungsgraph) Seien Salt eine Menge von alten und Sneu eine
Menge von neuen Tupeln sowie Ealt eine Menge von ∆-top Matchingkanten zwischen Tu-
peln aus Salt und sensiblen Werten von Tupeln aus Sneu. Dann ist ein Erweiterungsgraph
GErw = (VErw, EErw) wie folgt definiert:
• Für jedes Tupel t ∈ Salt enthalte VErw einen Knoten, der mit t gelabelt ist und alter
Knoten genannt wird.
• Für jedes Tupel t ∈ Sneu enthalte VErw einen Knoten, der mit s(t) gelabelt ist, wobei
s der sensible Wert von t ist. Dieser Knoten wird neuer Knoten genannt.
• Für jede Kante (t, s′(ST )) ∈ Ealt enthalte EErw Kanten vom Knoten mit Label t zu
allen Knoten mit Label s′(t′), wobei t′ ein beliebiges Tupel ist.
Der Unterschied zwischen alten und neuen Tupeln ist, dass die Knoten für letztere so-
wohl mit dem entsprechenden Tupel als auch dem SA-Wert des Tupels gelabelt werden.
Man spricht auch vom SA-Wert eines neuen Knotens, wobei der SA-Wert des neuen Tupels
gemeint ist, für das der Knoten erzeugt wurde. Offensichtlich ist jeder Erweiterungsgraph
bipartit, das heißt, größte Matchings können effizient mithilfe bekannter Algorithmen be-
stimmt werden (vgl. Kapitel 1.6.3).
In Abbildung 6.4 ist in (a) der Erweiterungsgraph für das zuvor eingeführte Beispiel
gegeben. Die Knoten auf der linken Seite stehen für die alten Tupel 1, 2 und 3, die Knoten
auf der rechten Seite für die neuen Tupel 4, 5, und 6. Die letztgenannten sind im Graphen
auch mit ihrem jeweiligen sensiblen Wert B, C und D gekennzeichnet. Kanten stehen für
mögliche Erweiterungen, die in Abbildung 6.3a in Spalte G(n) gegeben sind. Beispielsweise
kann 1 mit B und C erweitert werden, da es in G(n) Matchingkanten (1, B(x1.1)) und
(1, C(x1.2)) gibt.
Wert B vorkommt, würde auf Tupel 1 zwangsläufig mit einem B erweitert werden. Dazu gibt es dann
drei Tupel mit Signatur ABD, aber nur je ein neues Tupel mit SA-Wert B und D. Demnach können















Abbildung 6.4: Erweiterung von Matchings mithilfe des Algorithmus 6.4 (Einfaches Mat-
ching)
In (b) und (c) sind zwei mögliche maximale7 Matchings im Graphen dargestellt. Eine
Erweiterung nach (b) würde 1 mit B(4) und 2 mit D(6) erweitern, wodurch C(5) in diesem
Schritt übrig bliebe. In einem weiteren Erweiterungsschritt, in dem nur noch nicht zuge-
ordnete neue Knoten beachtet werden, wird ein Matching mit der Kante (1, C(5)) erstellt
und damit 1 mit C(5) erweitert. In diesem Fall entsteht dieselbe Erweiterung, die zuvor als
Version v1 in Abbildung 6.3a angegeben war. Die Erweiterung nach (c) ordnet jedem alten
ein neues Tupel zu und ist identisch zur Version v2 aus Abbildung 6.3a. Offensichtlich ist
das zweite Matching größer als das erste und gewährleistet, dass mehr alte Tupel in einem
Schritt erweitert werden.
Algorithmus 6.4 Erweiterungsalgorithmus: Einfaches Matching
Eingabe: Salt: Menge erweiterbarer alter Tupel, Ealt: Menge erweiterbarer ∆-top Mat-
chingkanten, Sneu: Menge neuer Tupel
Ausgabe: Erweiterung von Kanten (Tupelverteilung)
1: Konstruiere Erweiterungsgraphen GErw nach Definition 6.3
2: while ∃ neue Knoten mit mind. einer ausgehenden Kante do # Phase 1
3: Berechne größtes Matching M in GErw mit folgenden Bedingungen:
4: Ignoriere alle alten Tupel/Knoten ohne ausgehende Kante
5: Betrachte nur Knoten von alten Tupeln mit minimalem aktuellen Anonymi-
tätsgrad
6: for all Kanten e ∈M do
7: Sei talt das alte Tupel und tneu das neue Tupel in e
8: Erweitere(talt, tneu, Ealt)
9: Entferne aus GErw den Knoten für tneu
10: Entferne aus GErw alle Kanten von talt zu Knoten, die für neue Tupel stehen, die
denselben SA-Wert haben wie tneu
11: end for
12: end while
13: if ∃ neue Knoten in GErw then # Phase 2
14: Füge in GErw alle möglichen zuvor entfernten Kanten ein
15: Führe Zeilen 2 bis 12 erneut aus ohne Zeile 10 und ohne Beschränkung auf minimalen
aktuellen Anonymitätsgrad
16: end if
7Ein Matching heißt maximal, wenn keine weitere Kante hinzugefügt werden kann, ohne die Matching-
bedingung zu verletzen (vgl. Kapitel 1.6.3).
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Algorithmus 6.4 erweitert Tupel mithilfe von Erweiterungsgraphen und heißt Einfaches
Matching. Analog zum Algorithmus Maximaler Anonymitätsgrad arbeitet er auch in zwei
Phasen, wobei in der ersten Phase jede Kante maximal einmal erweitert wird. Dazu wird
der Erweiterungsgraph nach Definition 6.3 erstellt und ein größtes Matching bestimmt.
Hierbei werden nur die alten Knoten betrachtet, deren dazugehöriges Tupel den kleinsten
aktuellen Anonymitätsgrad hat, wobei auch nur Tupel beziehungsweise Knoten beachtet
werden, die mindestens eine ausgehende Kante haben. Alle anderen Tupel werden in dieser
Phase nicht mehr erweitert.
Jede im Matching enthaltene Kante repräsentiert eine Erweiterung eines alten Tupels
talt mit einem neuen Tupel tneu, die entsprechend durchgeführt wird. Damit ∆-top Mat-
chingkanten von talt in dieser Phase nicht mehrfach erweitert werden, werden danach alle
Kanten zwischen talt und neuen Knoten entfernt, die denselben SA-Wert haben wie tneu.
In Phase 2 werden Matchingkanten erneut erweitert. Dazu werden die zusätzlich gelösch-
ten Kanten wieder in den Graphen eingefügt und die While-Schleife erneut durchlaufen. Da
sich der aktuelle Anonymitätsgrad in dieser Phase nicht ändert, wird er bei der Betrach-
tung von Tupeln beziehungsweise Knoten ignoriert. Wenn alle neuen Tupel zugeordnet
sind, endet der Algorithmus.
Satz 6.3 Algorithmus Einfaches Matching findet eine Erweiterung von Matchings in
O(n 72 ), wobei n die Anzahl aller Tupel in der Datentabelle ist.
Beweis: Der konstruierte Erweiterungsgraph hat höchstens |Sneu| · |Salt| Kanten. Ein
Matching kann darin mithilfe des Algorithmus von Hopcroft und Karp (vgl. Satz 1.5
auf Seite 19) in O(
√
|Sneu|+ |Salt| · |Sneu| · |Salt|) = O((|Sneu| + |Salt|)
5
2 ) gefunden wer-
den und wird höchstens |Sneu|-mal berechnet. Für jedes neue Tupel werden höchstens
maxtalt |Ealt(talt)| Kanten erweitert, wodurch eine Laufzeit vonO(|Sneu|·((|Sneu|+|Salt|)
5
2 +
maxtalt |Ealt(talt)|)) entsteht. Wird die Anzahl der alten und neuen Tupel mit der Anzahl
aller Tupel in der Datentabelle n und |Ealt(talt)| nach Gleichung 5.2 abgeschätzt, folgt eine





























Abbildung 6.5: Ablauf des Algorithmus 6.4 (Einfaches Matching). Die farbigen Kanten
symbolisieren jeweils das berechnete Matching, die gestrichelten Kanten
stehen für alternative Matchingkanten. Alte Knoten, die im jeweiligen
Schritt nicht betrachtet werden, sind auch nicht dargestellt.
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Beispiel 6.5 Sei dieselbe ∆-top Matchingtabelle wie in Beispiel 6.4 (s. Abbildung 6.2a)
gegeben. 1 und 2 seinen zwei alte Tupel mit gleichem SA-Wert und 4 bis 8 fünf neue Tupel.
Abbildung 6.5 zeigt den Ablauf des Algorithmus 6.4, wobei der Erweiterungsgraph GErw
in (a) dargestellt ist.
Anfangs sind die aktuellen Anonymitätsgrade a∗(1) = 2 und a∗(2) = 1, das heißt,
es wird zunächst nur Tupel 2 betrachtet. Ein mögliches Matching ist in (b) berechnet
und repräsentiert die Erweiterung von 2 mit B(4). Das ist die gleiche Zuordnung wie in
Beispiel 6.4. Durch Zeile 10 des Algorithmus wird die Kante {2, B(5)} in GErw entfernt,
da das Tupel 5 mit B denselben SA-Wert hat wie Tupel 4.
Nach dieser Erweiterung haben alle Tupel den aktuellen Anonymitätsgrad 2 und (c)
zeigt ein mögliches Matching. Es steht für die Erweiterungen von 1 mit D(7) und 2 mit
C(6). Der Knoten für Tupel 2 hat aber keine ausgehende Kante mehr und wird in Phase
1 nicht weiter beachtet. Als Letztes in dieser Phase kann noch Tupel 1 mit E(8) erweitert
werden (siehe (c)).
Für Phase 2 wird die zuvor entfernte Kante {2, B(5)} wieder in GErw eingefügt und
ein letztes Matching berechnet. Daraus ergibt sich die Erweiterung von Tupel 2 mit B(5).
Die resultierende ∆-top Matchingtabelle entspricht der gleichen wie in Beispiel 6.4 (siehe
Abbildung 6.2a), wobei durch Algorithmus 6.4 auch andere Matchings beziehungsweise
Erweiterungen hätten entstehen können.
Im Anhang befinden sich zwei weitere Beispiele, die die Feinheiten von Algorithmus 6.4
erläutern: Beispiel A.17 auf Seite 291 und Beispiel A.18 auf Seite 291. Der Vorteil von
Algorithmus Einfaches Matching gegenüber dem Algorithmus Maximaler Anonymitätsgrad
ist, dass mehr Erweiterungen in einem Schritt durchgeführt werden. Allerdings ist auch er
nur eine Heuristik für Problem 6.2, die nicht in jedem Fall eine optimale Lösung findet.
Darauf aufbauend wird daher im nächsten Abschnitt ein Algorithmus vorgestellt, der
Problem 6.2 löst, da er eine Erweiterung berechnet, bei der der minimale Anonymitätsgrad
in jedem Fall maximal ist.
6.6 Erweiterungsalgorithmus: Klonmatching
6.6.1 Motivation und Ansatz
Zur Motivation für einen exakten Erweiterungsalgorithmus für Problem 6.2 sei in Abbil-
dung 6.6 ein weiteres Beispiel gegeben. Dabei bestehe ein Graph Gn+1 aus sieben Tupeln,
wobei 1 und 2 alte Tupel seien, die erweitert werden sollen.8 In (a) ist die ∆-top Mat-
chingtabelle für G(n) vor der Erweiterung dargestellt. Möglich wäre nun, Tupel 1 mit B(3)
und C(5) sowie Tupel 2 mit B(4), D(6) und E(7) zu erweitern. Dann wäre der minima-
le Anonymitätsgrad der alten Tupel 3 und damit maximal, denn es gibt keine andere
Erweiterung, die zu einem größeren minimalen Anonymitätsgrad führt. Die resultierende
Matchingtabelle ist in Spalte G(n+1)v1 zu finden.9
In (b) beziehungsweise (c) bis (g) sind die Abläufe der Algorithmen 6.3 (Maximaler An-
onymitätsgrad) beziehungsweise 6.4 (Einfaches Matching) dargestellt. Dabei treffen beide
Algorithmen analoge Entscheidungen, sodass jeweils dasselbe Ergebnis berechnet wird. Im
ersten Schritt des Algorithmus 6.3 wird Tupel 1 mit B(3) erweitert, denn der SA-Wert B
8Dieses Beispiel ist sehr ähnlich aber nicht identisch zu Beispiel 6.4 auf Seite 167
9Der Übersicht halber sind die Kanten weggelassen worden, die zu neuen Matchings gehören.
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ID SA G(n) G(n+1)v1 G
(n+1)
v2
1 A B(x1.1) B(x1.1, 3) B(x1.1, 3)
C(x1.2) C(x1.2, 5) –
2 A B(x2.1) B(x2.1, 4) B(x2.1, 4)
C(x2.2) – C(x2.2, 5)
D(x2.3) D(x2.3, 6) D(x2.3, 6)
E(x2.4) E(x2.4, 7) E(x2.3, 7)
3 B A(1) A(1)
4 B A(2) A(2)
5 C A(1) A(2)
6 D A(2) A(2)
7 E A(2) A(2)
(a) ∆-top Matchingtabelle für G(n) und G(n+1) (ohne neue Matchings)
ID SA E∗alt Phase 1.1v2 Phase 1.2v2 Phase 1.3v2 Phase 1.4v2
1 A B(x1.1) B(x1.1, 3) B(x1.1, 3) B(x1.1, 3) B(x1.1, 3)
C(x1.2) – – – –
2 A B(x2.1) B(x2.1) B(x2.1, 4) B(x2.1, 4) B(x2.1, 4)
C(x2.2) C(x2.2, 5) C(x2.2, 5) C(x2.2, 5) C(x2.2, 5)
D(x2.3) D(x2.3) D(x2.3) D(x2.3, 6) D(x2.3, 6)
E(x2.4) E(x2.4) E(x2.4) E(x2.4) E(x2.4, 7)
3 B A(1) A(1) A(1) A(1)
4 B A(1) A(1) A(1)
5 C A(2) A(2) A(2) A(2)
6 D A(2) A(2)
7 E A(2)




























Abbildung 6.6: Erweiterung von Matchings mithilfe der Algorithmen 6.3 (Maximaler An-
onymitätsgrad) und 6.4 (Einfaches Matching)
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kommt zweimal vor. Tupel 2 kann danach mit einem beliebigen neuen Tupel erweitert
werden, da alle SA-Werte genau einmal vorkommen. Angenommen, 2 wird mit C(5) er-
weitert, dann kann Tupel 1 in Phase 1 nicht erneut erweitert werden, da kein anderes
neues Tupel mit dem SA-Wert C vorhanden ist (siehe Spalte Phase 1.1v2 in (b)). (d) zeigt
ein Matching für Algorithmus 6.4, aus dem dieselben Zuordnungen hervorgehen.
In den weiteren Schritten der Phase 1 wird Tupel 2 mit B(4), D(6) und E(7) erweitert.
Dadurch entsteht eine andere Variante der ∆-top Matchingtabelle, die mit v2 bezeichnet
wird und in (a) in Spalte G(n+1)v2 angegeben ist. Es ist leicht zu sehen, dass diese Variante
nicht optimal ist. Tupel 1 hat nur noch eine Matchingkante mit SA-Wert B und demzufolge
einen Anonymitätsgrad von 2, während Tupel 2 einen Grad von 5 aufweist. Hätten beide
Algorithmen jeweils für Tupel 2 als Erstes eine andere Erweiterung (B(4), D(6) oder E(7))
gewählt, hätten beide Algorithmen auch die optimale Variante v1 berechnet.
Der Nachteil beider bisher vorgestellter Verfahren für Problem 6.2 ist, dass sie itera-
tiv mehrere Durchläufe absolvieren und sich in einem Schritt getroffene Entscheidungen
in späteren Durchläufen negativ auf weitere Möglichkeiten auswirken können. Daher ist
die Idee eines exakten Erweiterungsalgorithmus, alle Erweiterungen in einem Schritt zu



































ID SA G(n) G(n+1)v1 G
(n+1)
v3
1 A B(x1.1) B(x1.1, 3) B(x1.1, 3)
C(x1.2) C(x1.1, 5) B(x1.1, 4)
2 A B(x2.1) B(x2.2, 4) –
C(x2.2) – C(x2.2, 5)
D(x2.3) D(x2.3, 6) D(x2.3, 6)
E(x2.4) E(x2.4, 7) E(x2.4, 7)
3 B A(1) A(1)
4 B A(2) A(1)
5 C A(1) A(2)
6 D A(2) A(2)
7 E A(2) A(2)
(d) ∆-top Matchingtabelle für G(n) und G(n+1) (ohne neue Matchings)
Abbildung 6.7: Mögliche Erweiterungen von Matchings
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Der hier vorgestellte Erweiterungsalgorithmus basiert auf dem Algorithmus Einfaches
Matching und den Erweiterungsgraphen. Zusätzlich werden aber für alte Tupel mehrere
Knoten erstellt, die jeweils die gleichen ausgehenden Kanten besitzen. Abbildung 6.7 zeigt
in (a) einen Erweiterungsgraphen GErw, bei dem es zwei Knoten für Tupel 1 und drei
Knoten für Tupel 2 gibt. Zur besseren Unterscheidung sind diese neben dem Tupellabel
auch mit einem Strich gezeichnet. Ein größtes Matching Mv1 in GErw ist in (b) dargestellt
und steht für die bereits vorgestellte optimale Erweiterung (siehe Spalte G(n+1)v1 in Tabel-
le (d)). Tupel 1 wird mit B(3) und C(5) sowie 2 mit B(4), D(6) und E(7) erweitert. In
dem Graphen ist erkennbar, dass diese fünf Erweiterungen in einem Schritt durchgeführt
werden können, indem ein größtes Matching in GErw berechnet wird. Werden Standard-
algorithmen zum Bestimmen von Matchings genutzt, kann es aber auch passieren, dass
ein anderes größtes Matching berechnet wird, wie zum Beispiel Mv3 in (c). Tupel 1 wird
in diesem Fall mit beiden neuen Tupeln mit SA-Wert B (3 und 4) sowie Tupel 2 mit C,
D und E erweitert. Dadurch hat Tupel 1 nur noch Matchingkanten mit dem SA-Wert B,
während ihm durch Mv1 noch zwei verschiedene SA-Werte (B und C) zugeordnet werden
konnten. Mv3 ist daher erneut keine optimale Lösung für das gegebene Beispiel.
Die Herausforderung an einen Erweiterungsalgorithmus, der die optimale Lösung von
Problem 6.2 berechnen soll, besteht demnach darin, zunächst einen Graphen GErw zu
konstruieren, der für alte Tupel eine bestimmte Anzahl Knoten enthält. Dieser Graph
wird Klongraph genannt und kann für verschiedene alte Tupel auch eine verschiedene
Anzahl von Knoten enthalten. Danach soll in GErw ein Matching bestimmt werden, in
dem alle Knoten für dasselbe alte Tupel mit Knoten für neue Tupel matchen, die jeweils
einen anderen SA-Wert haben. Dadurch wird erreicht, dass alte Tupel nicht mehrfach
mit demselben SA-Wert erweitert werden. Das Konstruieren von Klongraphen und das
Berechnen von Matchings wird im Folgenden vorgestellt.
6.6.2 Klongraphen und eindeutige Matchings
Ein Klonerweiterungsgraph (oder kurz Klongraph) entsteht aus einem Erweiterungsgra-
phen, indem Knoten für alte Tupel vervielfältigt („geklont“) werden. Dabei werden auch
die Labels und alle mit den Knoten inzidenten Kanten dupliziert. Verschiedene Knoten,
die für dasselbe alte Tupel stehen, werden Klonknoten genannt. Analog heißen paarwei-
se verschiedene Kanten Klonkanten, wenn die enthaltenen alten Knoten Klonknoten und
die SA-Werte der enthaltenen neuen Knoten identisch sind. Kanten, die denselben alten
Knoten, aber verschiedene neue Knoten mit jeweils demselben SA-Wert enthalten, werden
SA-äquivalente Kanten10 genannt. Um Klonknoten besser voneinander zu unterscheiden,
werden die Labels zum Beispiel zusätzlich mit Strichen markiert.
Wie beim Erweiterungsalgorithmus Einfaches Matching wird auch in Klongraphen ein
Matching gesucht, allerdings mit einer Nebenbedingung. Für alle alten Knoten mit identi-
schem Label soll gelten, dass die sensiblen Werte der Labels ihrer Matchingpartner paar-
weise verschieden sind. Verkürzt ausgedrückt sind Matchings gesucht, die keine Klonkanten
enthalten. Ein Matching M , das diese Bedingung erfüllt, heißt eindeutiges Matching. Wird
zusätzlich jeder alte Knoten durch M überdeckt, heißt M vollständiges Matching. Da jeder
Klongraph offensichtlich bipartit ist, ist jedes vollständige Matching auch ein größtes.
10Die Bezeichnung wird analog zu Kanten in Anfragegraphen (vgl. Definition 4.1 auf Seite 103) verwendet.
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Beispiel 6.6 Matching Mv1 aus Abbildung 6.7b ist ein eindeutiges und vollständiges
Matching in GErw, da es keine Klonkanten enthält und alle alten Tupel überdeckt. Dagegen
sind die beiden Kanten {1, B(3)} und {1′, B(4)} im Matching Mv3 aus Abbildung 6.7c
Klonkanten, denn die enthaltenen alten Knoten 1 und 1′ sind Klonknoten und die beiden
SA-Werte sind identisch. Mv3 ist zwar ein größtes Matching in GErw, aber kein eindeutiges.
SA-äquivalente Kanten sind zum Beispiel {1, B(3)} und {1, B(4)}. Da sie immer inzi-
dent sind, können sie nicht im gleichen Matching vorkommen. Sie spielen aber für die
Konstruktion von eindeutigen Matchings eine wichtige Rolle.
Das Ziel des hier vorgestellten Algorithmus lautet, eine optimale Zuordnung der neuen
zu den alten Tupeln zu berechnen. Nach Problem 6.2 ist eine Erweiterung gesucht, bei
der der minimale Anonymitätsgrad der alten Tupel maximal ist. Die Konstruktion von
Klongraphen ist allerdings intuitiver, wenn diese Forderung zunächst dahingehend verän-
dert wird, dass Erweiterungen zunächst unabhängig von bereits vorhandenen Matchings,
die nicht erweitert werden müssen, durchgeführt werden. Das bedeutet, es wird nicht der
aktuelle Anonymitätsgrad, sondern die Anzahl von Erweiterungen für jedes alte Tupel
berücksichtigt. Im Folgenden wird daher eine Lösung zu einem vereinfachten Problem der
Tupelverteilung berechnet. Der Algorithmus, der ein Optimum nach dem ursprünglichen
Problem 6.2 berechnet, wird am Ende dieses Kapitels vorgestellt.
Problem 6.3 (Erweiterung/Tupelverteilung (vereinfacht)) Gegeben seien Salt,
Sneu, Ealt und f wie bei Problem 6.1. Bezeichne f−1(t) ⊆ Sneu die Menge von neuen
Tupeln, die dem alten Tupel t ∈ Salt zugeordnet werden, und f−1(t)[SA] die Menge von
SA-Werten dieser neuen Tupel.
Gesucht ist eine Abbildung f , bei der die minimale Anzahl von Erweiterungen mit ver-




Verschieden bezieht sich in diesem Kontext auf den SA-Wert der neuen Tupel, mit de-
nen das alte Tupel erweitert wird. Es reicht demzufolge aus, jedes alte Tupel höchstens
einmal mit jedem möglichen SA-Wert zu erweitern. Genau das wird durch ein eindeutiges
Matching in einem Klongraphen beschrieben, bei dem die minimale Anzahl von Matching-
partner pro altem Tupel maximal ist. Anders ausgedrückt wird ein Matching gesucht, bei
dem keinem alten Tupel mehrere neue Tupel mit gleichem SA-Wert zugeordnet werden
und bei dem die Anzahl der wenigsten Zuordnungen zu einem alten Tupel maximal ist.
Die Idee dabei ist, einen Klongraphen so zu konstruieren, dass durch ein vollständiges
Matching genau dieses Optimum erreicht wird.
Für jedes alte Tupel t bezeichne d(t) den Erweiterungsgrad von t bezüglich Ealt, also
die Anzahl von verschiedenen SA-Werten in ∆-top Matchingkanten aus Ealt(t).11 In einem
beliebigen Klongraphen GErw sei n(t) die Anzahl der Klonknoten für t, das heißt die Anzahl
der Knoten, die für t stehen und mit t gelabelt sind. n(t) heißt auch der Klongrad von t.
Damit in GErw ein vollständiges Matching existieren kann, muss offensichtlich n(t) ≤ d(t)
für alle alten Tupel t gelten.12 Bezeichnen wie gehabt Salt die Menge der alten und Sneu die
Menge der neuen Tupel. Die minimale Anzahl von Erweiterungen mit verschiedenem SA-





sein. Da diese Anzahl identisch mit der
11Vgl. Definition 6.1 auf Seite 164.
12Das ist ein notwendiges, aber kein hinreichendes Kriterium.
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minimalen Anzahl von Knoten für ein Tupel in GErw sein soll, wird sie mit nmin bezeichnet.






Beispiel 6.7 Sei erneut die ∆-top Matchingtabelle aus Abbildung 6.7d gegeben. Die
beiden alten Tupel 1 und 2 sollen mit den neuen Tupeln 3, 4, 5, 6 und 7 erweitert werden.
Tupel 1 hat nur ∆-top Matchingkanten mit einem B und C, Tupel 2 mit B, C, D und
E. Die Erweiterungsgrade sind dementsprechend d(1) = 2 und d(2) = 4. Da es insgesamt




= 2 neue Tupel zugeordnet werden.
In Abbildung 6.7a ist ein Klongraph für diese Erweiterung dargestellt. Er enthält zwei
Knoten für Tupel 1 (n(1) = 2) und drei für Tupel 2 (n(2) = 3). Wenn es noch ein sechstes
neues Tupel mit SA-Wert B, C, D oder E gäbe, könnten auch vier Knoten für Tupel 2
erstellt werden, da der Erweiterungsgrad für dieses Tupel 4 beträgt. Aus analogem Grund
(d(1) = 2) kann es auch nicht mehr als zwei Knoten für Tupel 1 geben. Die Konstruktion
dieses Graphen erfolgte durch Algorithmus 6.5 und wird in Beispiel 6.8 vorgestellt.
Ein einfacher Erweiterungsalgorithmus erzeugt einen Klongraphen GErw, bei dem für
jedes alte Tupel nmin Knoten vorhanden sind. Enthält GErw ein vollständiges Matching,
ist eine optimale Tupelverteilung nach Problem 6.3 gefunden. Andernfalls wird für jedes
alte Tupel ein Knoten aus GErw entfernt und erneut nach einem vollständigen Matching
gesucht. Wird erneut kein vollständiges Matching gefunden, endet das Entfernen von Kno-
ten und Bestimmen von Matchings spätestens, wenn im Graphen kein alter Knoten mehr
vorhanden ist. Das bedeutet, dass es keine Erweiterung gibt, bei der alle alten Tupel
mindestens einmal erweitert werden können. Danach kann zum Beispiel Algorithmus 6.4
(Einfaches Matching) verwendet werden, um weitere Matchingkanten zu erweitern.
An dieser Stelle wird ein Erweiterungsalgorithmus vorgestellt, der im Gegensatz zum
eben vorgestellten Verfahren eine kleine Verbesserung aufweist. Die zusätzliche Idee ist,
auch nachdem die minimale Anzahl von Erweiterungen bestimmt ist, noch nicht zuge-
ordnete neue Tupel weiterhin gleichmäßig auf die alten Tupel zu verteilen. Dadurch wird
gewährleistet, dass alle alten Tupel möglichst viele Erweiterungen mit verschiedenen SA-
Werten erhalten. Das wird erreicht, indem ein Klongraph GErw mit möglichst vielen Kno-






ein altes Tupel existieren. Da in GErw aber ein vollständiges Matching gesucht wird, darf
die Gesamtanzahl NT der alten Knoten nicht größer sein als die Anzahl der neuen Tupel.
Daneben bleibt die bereits vorgestellte obere Schranke für alte Tupel bestehen, sodass für
kein altes Tupel mehr als d(t) Knoten erzeugt werden.
Algorithmus 6.5 konstruiert einen Klongraphen nach den oben formulierten Überlegun-
gen. Dazu wird eine Variable dmax berechnet, die angibt, wie oft für jedes alte Tupel t
ein Knoten in den Graphen eingefügt werden kann, wenn jeder Knoten gleich häufig vor-
kommt. Dabei wird geachtet, dass kein Knoten mehr als d(t)-mal vorkommt. Das folgende
Beispiel veranschaulicht die genaue Vorgehensweise.
Beispiel 6.8 Sei erneut die ∆-top Matchingtabelle aus Abbildung 6.6 gegeben. Algorith-
mus 6.5 wird mit den alten Tupeln 1 und 2, den Matchingkanten aus der Matchingtabelle
sowie den fünf neuen Tupeln 3 bis 7 aufgerufen. Tabelle 6.3 gibt einen Überblick über die
sukzessive Konstruktion des Klongraphen. Zu den alten Tupeln sind die Erweiterungsgra-
de d(1) = 2 und d(2) = 4 in der 2. Spalte angegeben. Entscheidend ist die Berechnung von
dmax = ⌊(|Sneu| −NT )/|ST |⌋ in der letzten Zeile.
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Algorithmus 6.5 Konstruiere Klongraph (vereinfacht)
Eingabe: Salt: Menge erweiterbarer alter Tupel, Ealt: Menge erweiterbarer ∆-top Mat-
chingkanten, Sneu: Menge neuer Tupel
Ausgabe: Klongraph GErw
1: Entferne aus Salt lokal alle Tupel t mit Ealt(t) = ∅
2: Entferne aus Sneu lokal alle Tupel, deren SA-Wert in keiner Kante aus Ealt vorkommt
3: for all Tupel t ∈ Salt do
4: d(t)← Anzahl verschiedener SA-Werte in Ealt(t) # Erweiterungsgrad von t
5: n(t)← 1 # Klongrad: Anz. Knoten für t
6: end for
7: NT ← |Salt| # Anzahl alter Knoten
8: ST ← {t ∈ Salt | d(t) > n(t)} # Tupel zum Klonen
9: while ST ̸= ∅ and dmax ← ⌊(|Sneu| −NT )/|ST |⌋ ≥ 1 do
10: for all t ∈ ST do
11: n(t)← n(t) + min{d(t)− n(t), dmax}
12: NT ← NT + min{d(t)− n(t), dmax}
13: if n(t) = d(t) then




18: Konstruiere Klongraphen GErw nach folgenden Regeln:
19: Erzeuge für jedes alte Tupel t ∈ Salt n(t) Knoten
20: Erzeuge für jedes neue Tupel t ∈ Sneu einen Knoten
21: Für jede Matchingkante e∆ = (talt, s′(ST )) ∈ Ealt erzeuge Kanten von allen Knoten
für talt zu allen Knoten für neue Tupel, die den SA-Wert s′ haben
Im ersten Durchlauf der While-Schleife (siehe Spalte Runde 1) ist NT = 2, ST = {1, 2}
und demnach dmax = ⌊(5− 2)/2⌋ = 1 ≥ 1. Da für die alten Tupel d(1) − n(1) = 2 − 1 =
1 = dmax beziehungsweise d(2)− n(2) = 4− 1 = 3 > dmax gilt, werden für beide Tupel die
Klongrade jeweils um dmax = 1 erhöht (n(1) = n(2) = 2). Da Tupel 1 jetzt maximal oft
vorhanden ist (n(1) = d(1)), wird es aus ST entfernt.
Danach gilt dmax = ⌊(5− 4)/1⌋ = 1 ≥ 1 und für Tupel 2 d(2)−n(2) = 4−2 = 2 > dmax.
n(2) kann somit erneut um dmax erhöht werden. Nun entspricht aber die Anzahl aller
Knoten NT der Anzahl neuer Tupel |Sneu| und es folgt dmax = ⌊(5− 5)/1⌋ = 0 < 1.
Das ist ein Abbruchkriterium der Konstruktion. Folglich entsteht der Klongraph GErw aus
Abbildung 6.7a, der zwei Knoten für Tupel 1 und drei Knoten für Tupel 2 besitzt.
Das Verfahren, welches Erweiterungen mithilfe vollständiger Matchings in Klongraphen
berechnet, heißt Klonmatching und ist in Algorithmus 6.6 angegeben. Dabei definiere
G
[i]
Erw ⊆ GErw den Teilgraphen von GErw, in dem für jedes Tupel t genau min{n(t), i}
Knoten enthalten sind. G[i]Erw ist damit ein Klongraph mit beschränkter Anzahl Knoten
für jedes alte Tupel.
Zuerst erstellt Algorithmus 6.6 mithilfe von Algorithmus 6.5 einen Klongraphen GErw
ohne weitere Einschränkungen. Existiert in GErw kein vollständiges Matching, werden die
Anzahlen der alten Knoten verringert, bis ein solches Matching gefunden wird oder für
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ID d(t) Runde 1 Runde 2 Runde 3
n(t) d(t)− n(t) n(t) d(t)− n(t) n(t) d(t)− n(t)
1 2 1 1 2 – 2 –
2 4 1 3 2 2 3 1
NT 2 4 5
ST {1, 2} {1} {1}
dmax 1 1 0
Tabelle 6.3: Konstruktion des Klongraphen nach Algorithmus 6.5
Algorithmus 6.6 Erweiterungsalgorithmus: Vereinfachtes Klonmatching
Eingabe: Salt: Menge erweiterbarer alter Tupel, Ealt: Menge erweiterbarer ∆-top Mat-
chingkanten, Sneu: Menge neuer Tupel
Ausgabe: Erweiterung von Kanten (Tupelverteilung)
1: EErw := {(talt, s(ST )) ∈ Ealt | ∃tneu ∈ Sneu : tneu[SA] = s}
2: E∗Erw := {e∆ ∈ EErw | e∆ noch nicht erweitert}
3: while E∗Erw ̸= ∅ do # Phase 1
4: Konstruiere Klongraph GErw nach Algorithmus 6.5 mit Eingabe Salt, E∗Erw, Sneu
5: nmax ← maxt∈Salt n(t)
6: Bestimme maximales i mit 1 ≤ i ≤ nmax, für das im Klongraphen G[i]Erw ein voll-
ständiges Matching M existiert
7: Falls i nicht existiert, bestimme ein größtes Matching M in G[1]Erw
8: for all Kanten e ∈M do
9: Sei talt das alte Tupel und tneu das neue Tupel in e
10: Erweitere(talt, tneu, Ealt)
11: Entferne aus Sneu Tupel tneu
12: end for
13: end while
14: if Sneu ̸= ∅ then # Phase 2
15: Führe Zeilen 1 bis 12 aus Algorithmus 6.4 aus ohne Zeile 10, ohne Beschränkung
auf minimalen aktuellen Anonymitätsgrad und mit Eingabe Salt, EErw, Sneu
16: end if
jedes alte Tupel nur noch ein Knoten in GErw vorhanden ist. Im letztgenannten Fall wird
nur ein größtes Matching bestimmt. Die restlichen Schritte sind analog zum Algorithmus
Einfaches Matching. Es werden Erweiterungen entsprechend den Kanten im gefundenen
Matching durchgeführt und diese Schritte so lange wiederholt, bis keine noch nicht erwei-
terten Kanten existieren, die erweitert werden können (d. h. E∗Erw = ∅). Danach können
nur noch Kanten erweitert werden, die bereits einmal erweitert worden sind, wofür Algo-
rithmus 6.4 (Einfaches Matching) verwendet wird.
Satz 6.4 Algorithmus 6.6 (Vereinfachtes Klonmatching) findet eine optimale Erweiterung
nach Problem 6.3.
Beweis: Wenn die Ausgabe von Algorithmus 6.6 kein Optimum von Problem 6.3 darstellt,
muss es eine Erweiterung geben, bei der die minimale Anzahl von Erweiterungen mit
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verschiedenem SA-Wert für die alten Tupel größer ist. Das steht aber im Widerspruch zur
Maximalität von i in Zeile 6.
Im Anhang befinden sich zwei komplexere Beispiele, die auch die Feinheiten der Kon-
struktion von Klongraphen nach Algorithmus 6.5 und der Berechnung von Erweiterungen
nach Algorithmus 6.6 erläutern: Beispiel A.19 auf Seite 292 und Beispiel A.21 auf Seite 296.
Um die Laufzeit von Algorithmus 6.6 abzuschätzen, muss ein Verfahren angegeben wer-
den, mit dem vollständige Matchings in Klongraphen effizient berechnet werden können.
Die nächsten beiden Abschnitte beschäftigen sich mit dieser Fragestellung.
6.6.3 Berechnung von eindeutigen Matchings in Klongraphen
Der entscheidende Schritt in Algorithmus 6.6 ist das Berechnen eines vollständigen Mat-
chings M im Klongraphen G[i]Erw (vgl. Zeile 6). Da M immer auch ein größtes Matching in
einem bipartiten Graphen ist, ist es naheliegend, dafür bekannte Verfahren zu verwenden.
Allerdings soll für M gelten, dass es keine Klonkanten enthält (d. h., M ist ein eindeutiges
Matching). Die in Kapitel 1.6.3 vorgestellten Matchingalgorithmen Bipartites Matching
und Hopcroft-Karp können zwar größte Matchings in bipartiten Graphen berechnen, doch
ist zunächst unklar, wie diese zusätzliche Nebenbedingung integriert werden kann.
Die beiden Algorithmen 1.1 (Bipartites Matching, siehe Seite 18) und 1.2 (Hopcroft-
Karp, siehe Seite 20) basieren auf der Idee, Matchings M mithilfe augmentierender Pfade
so lange zu vergrößern, bis das Maximum erreicht ist. Das sind Pfade, die abwechselnd
aus Matching- und Nicht-Matchingkanten bestehen, wobei Anfangs- und Endknoten nicht
von M überdeckt sind. Durch ein Vertauschen dieser Kanten bezüglich des Matchings
erhält man ein um eins größeres Matching. Satz 1.1 liefert die theoretische Grundlage
für dieses Vorgehen und besagt, dass ein Matching M genau dann ein größtes Matching
ist, wenn kein M -augmentierender Pfad mehr existiert. Der Unterschied zwischen beiden
vorgestellten Verfahren ist, dass der Algorithmus von Hopcroft und Karp in jedem Schritt
simultan mithilfe mehrerer kürzester Pfade augmentiert. In diesem Fall gilt, dass sich die
Länge eines kürzesten Pfades nach dem Augmentieren stets vergrößert (vgl. Lemma 1.4
auf Seite 18), wodurch der Algorithmus eine bessere Laufzeit als die Standardvariante
erreicht.
Offensichtlich führt nicht jedes beliebige Augmentieren mithilfe eines Pfades in einem
Klongraphen zu einem eindeutigen Matching, da die Nebenbedingung sehr leicht verletzt
werden kann. Um die Matchingalgorithmen dennoch verwenden zu können, muss für ein-
deutige Matchings in Klongraphen gezeigt werden, dass sie durch spezielle augmentierende
Pfade vergrößert werden können. Dabei müssen erneut eindeutige Matchings entstehen.
Das entspricht einer Aussage analog zum Satz von Berge (siehe Satz 1.1) für größte Mat-
chings. Daneben müssen die Algorithmen angepasst werden, damit diese speziellen soge-
nannten eindeutig augmentierenden Pfade effizient gefunden werden. Für den schnelleren
Algorithmus von Hopcroft und Karp muss zusätzlich eine Aussage analog zum Lemma 1.4
getroffen werden, damit das simultane Augmentieren von Pfaden einen Laufzeitvorteil
bringt.
Definition 6.4 (eindeutig augmentierender Pfad) Sei M ein eindeutiges Matching
in einem Klongraphen GErw. Für einen Pfad P in GErw definiere EM (P ) := E(P )∩M die
Menge der Matchingkanten und EM̄ (P ) := E(P )\M die Menge der Nicht-Matchingkanten
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von P . Dann heißt P eindeutig M -augmentierend, wenn er M -augmentierend ist und
EM̄ (P ) ∪M \ EM (P ) keine Klonkanten enthält.
Mithilfe von eindeutig augmentierenden Pfaden können eindeutige Matchings so erwei-
tert werden, dass die entstehenden Matchings erneut eindeutig sind.
Korollar 6.5 Seien M ein eindeutiges Matching in einem Klongraphen und P ein ein-
deutig M -augmentierender Pfad. Dann ist das Matching M ′ := M ∆ E(P ), welches aus
M durch Augmentieren entlang von P entsteht, ebenfalls eindeutig.
Beweis: Wenn M ′ nicht eindeutig ist, gibt es mindestens zwei Klonkanten e1 und e2 in
M ′. Aus der Eindeutigkeit von M folgt, dass mindestens eine dieser beiden Kanten in
EM̄ (P ) sein muss. Beide Kanten können nicht in EM̄ (P ) sein, denn dann wäre P nicht
eindeutig. O. B. d. A. sei e1 ∈ EM̄ (P ) und e2 /∈ EM̄ (P ). Dann muss aber e2 ∈ M gelten,































(c) Drei M -augmentierende Pfade
Abbildung 6.8: Vergrößern von Matchings mithilfe augmentierender Pfade
Beispiel 6.9 In Abbildung 6.8 ist zu einem Klongraphen GErw ein Matching M ge-
geben (siehe farbige Kanten in (b)). In GErw gibt es zwei Knoten für das alte Tupel
2, die zur besseren Unterscheidung mit 2 und 2′ gelabelt sind. In Teil (c) sind exem-
plarisch drei M -augmentierende Pfade dargestellt: P1 = 1, B(5), 2, E(7), 4, D(8), 2′, E(9),
P2 = 1, B(5), 2, C(6), 3, D(8), 2′, E(9) und P3 = 1, B(5), 2, E(9), wobei die Knoten hier mit-
hilfe ihrer Labels beschrieben werden. Die Matchingkanten EM (P ) von P sind farblich wie
die Matchingkante von M gekennzeichnet, die Menge der grünen Kanten bildet EM̄ (P ).
P1 ist offensichtlich kein eindeutig M -augmentierender Pfad, da hier die beiden Klonkan-
ten {2, E(7)} und {2′, E(9)} vorkommen. P2 und P3 hingegen erfüllen die Eigenschaften
eindeutig augmentierender Pfade.
Um zu testen, ob ein M -augmentierender Pfad P auch eindeutig ist, muss nach Defi-
nition 6.4 überprüft werden, ob in EM̄ (P ) ∪M \ EM (P ) zwei Klonkanten vorkommen.
Ist M eindeutig, können nicht beide Kanten in M vorkommen, sondern entweder beide in
EM̄ (P ) oder eine Kante in EM̄ (P ) und eine in M \ EM (P ). Das folgende Lemma zeigt,
dass es ausreicht, nur Klonkanten zu untersuchen, von denen eine in EM̄ (P ) und eine in M




Lemma 6.6 Seien M ein eindeutiges Matching in einem Klongraphen und P ein M -
augmentierender Pfad. Dann existiert ein M -augmentierender Pfad P ′, der keine Klon-
knoten und keine SA-äquivalente Kanten enthält.
Beweis: Der Beweis erfolgt indirekt durch eine Fallunterscheidung. Im ersten Fall sei P
ein kürzester M -augmentierender Pfad, welcher zwei Klonknoten t und t′ enthält. Da P
ungerade Länge hat, können nicht beide Klonknoten Endknoten des Pfades sein. Sei t
Endknoten, dann hat P die Form P = t, P1, s1, t′, s2, P2 (oder genau umgekehrt), wobei
s1 und s2 zwei neue Knoten sowie P1 und P2 Teile des Pfades sind. Somit ist t nicht
überdeckt und {t′, s2} keine Matchingkante aus M . Aus der Konstruktion des Klongraphen
folgt, dass es auch eine Kante {t, s2} geben muss, die ebenfalls keine Matchingkante ist.
Folglich ist P ′ := t, s2, P2 ein augmentierender Pfad, der kürzer ist als P . Ein ganz analoges
Argument liefert einen Widerspruch, wenn t und t′ keine Endknoten sind. P hat dann die
Form P = P1, s1, t, P2, t′, s2, P3, wobei entweder {s1, t} oder {t′, s2} eine Matchingkante
ist. Wenn {s1, t} ∈M gilt, dann ist P ′ := P1, s1, t, s2, P3, und wenn {t′, s2} ∈M gilt, dann
ist P ′′ := P1, s1, t′, s2, P3 ein jeweils kürzerer augmentierender Pfad.
Im zweiten Fall sei P erneut kürzester M -augmentierender Pfad, der diesmal zwei SA-
äquivalente Kanten {t1, s1} und {t1, s2} enthält. O. B. d. A. sei s1 kein Endknoten, dann
hat P die Form P = P1, t0, s1, t1, s2, P2, wobei t0 ein alter Knoten sowie P1 und P2 Teile
des Pfades sind. Wenn {t0, s1} und {t1, s2} Matchingkanten sind, kann P2 in P2 = t2, P ′2
aufgeteilt werden (t2 ist erneut ein alter Knoten und P ′2 ein Teil des Pfades). Da s1
und s2 zu SA-äquivalenten Kanten gehören, haben sie denselben SA-Wert und es gibt
nach Konstruktion des Graphen auch eine Kante {s1, t2}, die ungematcht ist. Somit ist
P ′ := P1, t0, s1, t2, P ′2 ein augmentierender Pfad, der kürzer ist als P . Wenn {s1, t1} eine
Matchingkante ist, muss es im Graphen auch eine Nicht-Matchingkante {t0, s2} geben und
erneut ist mit P ′ := P1, t0, s2, P2 ein kürzerer augmentierender Pfad gefunden.
Korollar 6.7 Seien M ein eindeutiges Matching in einem Klongraphen und P ein kür-
zester M -augmentierender Pfad. Dann enthält P keine Klonknoten und keine SA-äquiva-
lenten Kanten.
Beweis: Falls P Klonknoten oder SA-äquivalente Kanten enthält, kann analog zum Be-
weis von Lemma 6.6 ein kürzerer M -augmentierender Pfad gefunden werden.
Beispiel 6.10 Der Klongraph GErw in Abbildung 6.8 hat die beiden Klonknoten 2 und
2′ sowie mit E(7) und E(9) zwei neue Knoten mit demselben SA-Wert. Wenn es in GErw
zu einem beliebigen eindeutigen Matching M einen beliebigen M -augmentierenden Pfad
gibt, dann existiert nach Lemma 6.6 auch immer ein M -augmentierender Pfad P ′, in dem
nicht beide Knoten für Tupel 2 vorkommen. Weiterhin enthält P ′ auch nicht zwei Kanten
der Form {t, E(7)} und {t, E(9)}, wobei t ein beliebiger alter Knoten ist.13 Zu den in Teil
(c) angegebenen Pfaden P1 und P2 existiert also auch immer noch ein anderer (kürzerer)
Pfad, wie zum Beispiel P3.
Man beachte, dass Lemma 6.6 eine Aussage über (allgemeine) augmentierende Pfade
ist und die speziellen eindeutigen Pfade zunächst nicht weiter beachtet werden. Es besagt
aber, dass es einen augmentierenden Pfad P ′ gibt, der keine Klonknoten und damit auch
13In diesem Fall kann t nur ein Knoten für 2 oder 4 sein, da das die einzigen Knoten sind, die Kanten zu
E(7) und E(9) haben.
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keine Klonkanten enthält. Ein Augmentieren mithilfe von P ′ würde auch keinen alten Kno-
ten t „SA-äquivalent ummatchen“, das heißt, aus einer Matchingkante {t, s} eine andere
Matchingkante {t, s′} konstruieren, die denselben SA-Wert hat.14 P ′ ist damit eindeutig
augmentierend bezüglich eines eindeutigen Matchings M , wenn es nicht zwei Klonkanten
gibt, von denen eine in EM̄ (P ′) und eine in M ist. Die anderen oben genannten Möglich-
keiten sind durch Lemma 6.6 für P ′ ausgeschlossen.
Mit diesen Überlegungen kann ein Algorithmus angegeben werden, der eindeutig M -
augmentierende Pfade findet. Die einzigen beiden Unterschiede zum Standardverfahren
für allgemeine augmentierende Pfade ist, dass erstens alle Klonkanten von Kanten aus M
nicht benutzt werden dürfen und zweitens pro Pfad auch keine Klonknoten vorkommen
dürfen. Wie im Beweis von Lemma 6.6 gesehen, erfüllen alle kürzesten augmentierenden
Pfade immer die zweite Einschränkung, sodass diese sehr leicht ohne zusätzlichen Aufwand
überprüft werden kann. Insgesamt folgt, dass die Suche nach einem eindeutig augmentie-
renden Pfad den gleichen Aufwand erfordert wie die Suche nach einem beliebigen kürzesten
augmentierenden Pfad.15
Durch das Augmentieren entlang eines eindeutigen Pfades vergrößert sich ein Matching
um 1. Damit auf diese Weise analog zu einfachen Graphen auch ein größtes Matching
gefunden wird, muss gezeigt werden, dass in einem größten eindeutigen Matching kein
eindeutig augmentierender Pfad existiert. Das ist ein ähnlicher Satz wie der Satz von
Berge für allgemeine Matchings (vgl. Satz 1.1).
Satz 6.8 Ein Matching M ist genau dann ein größtes eindeutiges Matching in einem
Klongraphen, wenn kein eindeutig M -augmentierender Pfad existiert.
Beweis: Falls es einen eindeutig M -augmentierenden Pfad P gibt, so ist M offensicht-
lich kein größtes Matching, denn durch Vertauschen von Matchingkanten und Nicht-
Matchingkanten entlang P erhält man nach Korollar 6.5 ein größeres eindeutiges Mat-
ching. Somit gibt es bezüglich eines größten eindeutigen Matchings M keine eindeutig
M -augmentierenden Pfade.
Man nehme nun an, dass M kein größtes eindeutiges Matching ist. Sei M ′ Matching mit
|M ′| > |M |. Dann kann M ′ nach einer einfachen Regel in ein anderes eindeutiges Matching
derselben Größe transformiert werden. Betrachte dazu jede Kante {t, s} ∈M ′, zu der eine
Klonkante {t′, s′} in M vorkommt, für die s′ ̸= s gilt. Ersetze {t, s} durch die Kante {t′, s′}.
Falls t′ in M ′ durch eine Kante {t′, s∗} überdeckt ist, ersetze diese Kante durch {t, s∗}.
Analog ersetze die Kante {t∗, s′} durch {t∗, s}, falls s′ durch die Kante {t∗, s′} überdeckt
war.
Durch die Transformation ändert sich offensichtlich weder die Größe noch die Eindeutig-
keit von M ′. Da die Anzahl Kanten, die zwar in M ′, aber nicht in M sind, in jedem Schritt
um mindestens 1 verringert wird, terminiert die wiederholte Anwendung des Ersetzungs-
schrittes mit einem eindeutigen Matching, welches mit M∗ bezeichnet wird. Betrachte nun
die symmetrische Differenz M ∆ M∗. Diese induziert einen Graphen mit Maximalgrad 2
und besteht somit aus der Vereinigung von geraden Kreisen und Pfaden. Da |M∗| > |M |
gilt, muss es insbesondere auch mindestens einen Pfad P geben, der mit einer Kante aus
14Da in P ′ keine Klonknoten vorkommen, kann ein solches „SA-äquivalente Ummatchen“ nur durch einen
Teilpfad s, t, s′ gelingen, wobei in P ′ zwei SA-äquivalente Kanten vorkommen würden.
15Das zusätzliche Verbieten der Benutzung von Kanten geht offensichtlich in Laufzeit O(m), was höchstens
so groß ist wie die Konstruktion eines Pfades.
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M∗ beginnt und mit einer endet. Dieser ist also M -augmentierend. Es bleibt zu zeigen,
dass P auch eindeutig ist.
Wenn P nicht eindeutig ist, muss es zwei Klonkanten {t, s} und {t′, s′} in EM̄ (P ) ∪
M \ EM (P ) geben. Da M und M∗ eindeutig sind sowie EM̄ (P ) ⊆ M∗ gilt, muss die eine
Klonkante in EM̄ (P ) und die andere in M \EM (P ) vorkommen. Seien {t, s} ∈ EM̄ (P ) und
{t′, s′} ∈ M \ EM (P ), dann gilt {t, s} ∈ M∗ und {t′, s′} ∈ M . Ferner ist {t′, s′} /∈ E(P ),
wodurch s ̸= s′ folgt. Genau dieser Fall ist aber durch die vorige Transformation des
Matchings ausgeschlossen worden, was beweist, dass P auch eindeutig ist.
Der letzte Satz besagt, dass das Vergrößern eines Matchings mithilfe eindeutig aug-
mentierender Pfade zu einem größten eindeutigen Matching in einem Klongraphen führt.
Der folgende Algorithmus 6.7 berechnet auf diese Weise ein größtes eindeutiges Matching
mithilfe kürzester augmentierender Pfade.
Algorithmus 6.7 Größtes eindeutiges Klonmatching
Eingabe: GErw: Klongraph
Ausgabe: M : größtes eindeutiges Matching in GErw
1: M ← ∅
2: repeat
3: Entferne aus GErw alle Klonkanten von Kanten aus M
4: S ← Menge nicht überdeckter alter Knoten
5: T ← Menge nicht überdeckter neuer Knoten
6: Bestimme mittels Breitensuche einen kürzesten augmentierenden Pfad P zwischen
einem Knoten aus S und einem aus T
7: if P existiert then
8: Augmentiere M entlang P
9: Füge in GErw die zuvor entfernten Kanten wieder ein
10: end if
11: until P existiert nicht
12: return M
Satz 6.9 Algorithmus 6.7 bestimmt ein größtes eindeutiges Matching in einem Klongra-
phen und hat Laufzeit O(nm).
Beweis: Da berechnete augmentierende Pfade keine Kanten benutzen, die Klonkanten zu
Kanten aus M sind, folgt der Beweis der Korrektheit direkt aus Lemma 6.6 und Satz 6.8.
Ohne Einschränkung kann n = O(m) angenommen werden. Die Repeat-Until-Schleife
wird maximal n/2-mal durchlaufen, da das Matching in jedem Schritt um mindestens 1
vergrößert wird. Das Entfernen und Hinzufügen von Kanten benötigt Laufzeit O(m) und
die Breitensuche O(n + m). Hierbei werden in jedem Schritt ausgehend von einem alten
Knoten aus S alle dessen Nachbarn besucht, diese aber nicht in die Warteschlange auf-
genommen, sondern alle alten Knoten, die mit diesen Nachbarn über eine Matchingkante
verbunden sind. Das ergibt insgesamt eine Laufzeit von O(nm).
6.6.4 Algorithmus von Hopcroft und Karp für Klongraphen
Der schnellste bekannte Algorithmus für das Matchingproblem in einfachen bipartiten





nm). Er basiert darauf, dass sich die Länge eines kürzesten augmentierenden
Pfades bezüglich eines Matchings M vergrößert, wenn M gleichzeitig mithilfe einer inklu-
sionsmaximalen Menge knotendisjunkter Pfade augmentiert wird (vgl. Lemma 1.4). Um
diese Idee auch auf eindeutige Matchings anzuwenden, muss zusätzlich beachtet werden,
dass das gleichzeitige Vergrößern von Matchings mithilfe beliebiger jeweils eindeutiger Pfa-
de nicht notwendigerweise zu eindeutigen Matchings führen muss. Enthält beispielsweise
ein eindeutig augmentierender Pfad Pi eine Nicht-Matchingkante e, darf nicht gleichzei-
tig mit einem anderen Pfad Pj augmentiert werden, der eine Klonkante zu e ebenfalls
als Nicht-Matchingkante enthält. Das gilt sogar, wenn Pi und Pj knotendisjunkt und je-
weils eindeutig augmentierend sind. Weiterhin kann aber gleichzeitig mit einem Pfad Pk
augmentiert werden, der selbst nicht eindeutig ist, da er eine Klonkante zu einer Mat-
chingkante von Pi als Nicht-Matchingkante enthält.
Definition 6.5 ((streng) eindeutig augmentierende Menge) Sei M ein eindeutiges
Matching in einem Klongraphen GErw. Für eine Menge SP von Pfaden P1, . . . , Pt defi-
niere EM (SP ) := EM (P1) ∪ · · · ∪EM (Pt) die Menge der Matchingkanten und EM̄ (SP ) :=
EM̄ (P1) ∪ · · · ∪ EM̄ (Pt) die Menge der Nicht-Matchingkanten von SP . Dann heißt SP
eindeutig M -augmentierend, wenn alle Pi knotendisjunkt und M -augmentierend sind so-
wie EM̄ (SP ) ∪ M \ EM (SP ) keine Klonkanten enthält. SP heißt streng eindeutig M -
augmentierend, wenn zusätzlich alle Pi eindeutig M -augmentierend sind.
Zur Unterscheidung von eindeutig und streng eindeutig augmentierenden Mengen von
Pfaden werden erstere auch schwach eindeutig augmentierende Mengen genannt. Den Un-























































Abbildung 6.9: Eindeutig M -augmentierende Menge von Pfaden im Klongraphen GErw.
Die farbigen Kanten in (a) zeigen ein eindeutiges Matching M in einem
Klongraphen, wobei der Übersicht halber hier nicht alle Kanten von GErw
dargestellt sind. In (b) und (c) sind zwei eindeutig M -augmentierende
Mengen von Pfaden dargestellt (beginnend und endend mit grünen Nicht-
Matchingkanten), wobei der Pfad 3′, B(10), 6, F(14) selbst nicht eindeutig
M -augmentierend ist.
Beispiel 6.11 In Abbildung 6.9 ist in (a) ein Klongraph dargestellt, bei dem der Übersicht
halber nicht alle Kanten angegeben sind. Die farbig markierten Kanten bilden ein eindeu-
tiges Matching M . Teil (b) zeigt zwei augmentierende Pfade P1 = 1, B(7), 4, C(11) und
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P2 = 2, B(8), 5, D(12). Die Menge SP12 = {P1, P2} ist nach Definition 6.5 eine streng ein-
deutig M -augmentierende Menge. Das Hinzufügen von P3 = 1′′, B(9), 3, E(13) zu SP12 wür-
de die Eindeutigkeit verletzen, denn dann wären die Klonkanten {1, B(7)} und {1′′, B(9)}
in EM̄ (SP12). Ebenfalls kann P4 = 3′, B(10), 6, F(14) nicht hinzugefügt werden, da dann
die Kanten {3, B(9)} und {3′, B(10)} in EM̄ (SP12)∪M \EM (SP12) enthalten wären. Sofern
es keine anderen augmentierenden Pfade gibt, ist SP12 inklusionsmaximal.
In (c) sind insgesamt drei augmentierende Pfade abgebildet. Auch die Menge SP145
dieser drei Pfade ist eindeutig M -augmentierend. Hierbei ist der Pfad P4 selbst nicht
eindeutig M -augmentierend, da er die Nicht-Matchingkante {3′, B(10)} enthält, zu der
die Matchingkante {3, B(9)} eine Klonkante darstellt. Da allerdings P5 = 2, B(9), 3, E(13)
ebenfalls Element von SP145 ist, gilt {3, B(9)} ∈ EM (SP145). Die Menge SP145 ist damit
schwach eindeutig. Sie ist aber ebenfalls inklusionsmaximal, denn das Hinzufügen des
einzigen zu SP145 knotendisjunkten Pfades 1′, B(8), 5, D(12) SP145 würde die Eindeutigkeit
verletzen (Klonkanten {1, B(7)} und {1′, B(8)}).
Direkt aus Definition 6.5 folgt, dass beim Augmentieren mithilfe eindeutig augmentie-
render Mengen die Eigenschaft der Eindeutigkeit von Matchings erhalten bleibt.
Korollar 6.10 Seien M ein eindeutiges Matching in einem Klongraphen und SP = {P1,
. . . , Pt} eine eindeutig M -augmentierende Menge knotendisjunkter Pfade. Dann ist das
Matching M ′ := M ∆ E(P1) ∆ · · · ∆ E(Pt), welches aus M durch Augmentieren entlang
der Pfade P1, . . . , Pt entsteht, ebenfalls eindeutig.
Beweis: Wenn M ′ nicht eindeutig ist, gibt es mindestens zwei Klonkanten e1 und e2 in
M ′. Aus der Eindeutigkeit von M folgt, dass mindestens eine dieser beiden Kanten in
EM̄ (SP ) enthalten sein muss. Beide Kanten können nicht in EM̄ (SP ) sein, denn dann
wäre die Menge SP nicht eindeutig. O. B. d. A. sei e1 ∈ EM̄ (SP ) und e2 /∈ EM̄ (SP ). Dann
muss aber e2 ∈M gelten, was erneut ein Widerspruch zur Eindeutigkeit von SP ist.
Analog zum Matchingproblem in einfachen Graphen muss für den Algorithmus von
Hopcroft und Karp eine inklusionsmaximale eindeutig augmentierende Menge SP von
Pfaden bestimmt werden. Das ist zum einen schwieriger als das Bestimmen einer beliebigen
Menge augmentierender Pfade, denn die einzelnen Pfade können nicht mehr unabhängig
voneinander gewählt werden. Zum anderen muss auch bewiesen werden, dass dadurch ein
Laufzeitgewinn gegenüber dem Standardverfahren (siehe Algorithmus 6.7) erreicht wird.
Das bedeutet insbesondere, dass sich die Länge kürzester eindeutig augmentierender Pfade
immer vergrößern soll, wenn ein Matching mithilfe von SP augmentiert wird.
Die folgenden beiden Sätze zeigen, dass dieses Vorgehen korrekt ist und die gewünschte
Laufzeit garantiert. Dabei werden analog zum Matching auf einfachen Graphen Aussagen
über Anzahl und Länge kürzester eindeutig augmentierender Pfade getroffen (vgl. Lem-
mata 1.2 und 1.4). Der für Klongraphen modifizierte Algorithmus von Hopcroft und Karp
wird danach in Algorithmus 6.8 vorgestellt.
Korollar 6.11 Seien M1 und M2 zwei eindeutige Matchings in einem Klongraphen mit
|M1| > |M2|. Dann existieren ein eindeutiges Matching M∗1 mit |M∗1 | = |M1| und min-
destens |M1| − |M2| viele (knoten-)disjunkte eindeutig M2-augmentierende Pfade, die nur




Beweis: Der Beweis der Existenz der Pfade folgt direkt aus dem Beweis von Satz 6.8,
wobei M∗2 das durch die angegebene Transformation konstruierte Matching ist. Da M1
und M∗2 eindeutig sind, ist SP offensichtlich streng eindeutig M2-augmentierend.
Für ein eindeutiges Matching M sei le(M) die Länge eines kürzesten eindeutig M -
augmentierenden Pfades. Falls kein eindeutig augmentierender Pfad existiert, so setze
le(M) = ∞. Nach Korollar 6.7 gilt für kürzeste M -augmentierende Pfade P EM̄ (P ) ∩
EM (P ) = ∅. Demnach ist P auch eindeutig M -augmentierend, wenn es keine Klonkanten
in EM̄ (P ) ∪M gibt.
Lemma 6.12 Seien M ein eindeutiges Matching in einem Klongraphen und SP = {P1,
. . . , Pt} eine (inklusions-)maximale streng eindeutig M -augmentierende Menge knotendis-
junkter Pfade der Länge le(M). Dann gilt
le(M ∆ E(P1) ∆ · · ·∆ E(Pt)) > le(M).
Beweis: Sei Q ein eindeutig augmentierender Pfad in M ′ := M ∆ E(P1) ∆ · · ·∆ E(Pt).
Dann gilt |M ′ ∆ E(Q)| = |M |+ t + 1, denn |M ′| = |M ∆ E(P1) ∆ · · ·∆ E(Pt)| = |M |+ t
und Q ist M ′-augmentierend. Nach Korollar 6.11 gibt es somit ein Matching M∗ mit
|M∗| = |M ′ ∆ E(Q)| und t + 1 knotendisjunkte M -augmentierende Pfade Q1, . . . , Qt+1 in
M ∆ M∗, die alle Länge mindestens le(M) haben. Man erhält:
(t + 1) · le(M) ≤ |E(Q1)|+ · · ·+ |E(Qt+1)| ≤ |M ∆ M∗|.
Die letzte Ungleichung gilt wegen E(Qi) ⊆ M ∆ M∗. M∗ kann nach Korollar 6.11 direkt
aus M ′ ∆ E(Q) konstruiert werden, wobei Kanten aus M ′ ∆ E(Q) durch Klonkanten aus
M ersetzt werden (vgl. Beweis von Satz 6.8). Folglich gilt |M ∆M∗| ≤ |M ∆(M ′ ∆E(Q))|
und damit
(t + 1) · le(M) ≤ |M ∆ (M ′ ∆ E(Q))|.
Aus der Definition von M ′ und der Eigenschaft, dass die Pi knotendisjunkt sind, folgt16
|M ∆ (M ′ ∆ E(Q))| = |E(P1) ∆ · · ·∆ E(Pt) ∆ E(Q)|
= |(E(P1) ∪ · · · ∪ E(Pt)) ∆ E(Q)|
= |E(P1) ∪ · · · ∪ E(Pt)|+ |E(Q)| − 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)|
= t · le(M) + |E(Q)| − 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)|.
Somit gilt also
|E(Q)| ≥ le(M) + 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)|.
Falls Q nicht knotendisjunkt zu P1 ∪ · · · ∪ Pt ist, so ist Q auch nicht kantendisjunkt zu
P1∪· · ·∪Pt (da in M ′ alle Knoten der Pi überdeckt sind) und es gilt daher |(E(P1)∪· · ·∪
E(Pt)) ∩ E(Q)| > 0. Somit erhält man in diesem Fall
|E(Q)| ≥ le(M) + 2|(E(P1) ∪ · · · ∪ E(Pt)) ∩ E(Q)| > le(M).
16Man beachte hierbei, dass für zwei Mengen A und B gilt: |A ∆ B| = |A \ B| + |B \ A| = |A| − |A ∩ B| +
|B| − |A ∩ B|.
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Falls Q knotendisjunkt zu P1 ∪ · · · ∪Pt und eindeutig M -augmentierend ist, so muss auch
SP ∪{Q} streng eindeutig M -augmentierend sein, denn andernfalls wäre Q nicht eindeutig














Abbildung 6.10: Augmentierende Pfade Q und Pi
Es bleibt zu zeigen, dass die Länge von Q ebenfalls größer als le(M) ist, wenn Q in
diesem Fall nicht eindeutig M -augmentierend ist. Hierbei muss es mindestens eine Kante
{ti, si} ∈ EM̄ (Q) geben, die eine Klonkante {t′i, s′i} ∈ M hat (siehe Abbildung 6.10).
Da Q eindeutig M ′-augmentierend ist, muss es einen Pfad Pi ∈ SP geben mit {t′i, s′i} ∈
EM (Pi). Dann hat Pi mindestens Länge 3 und die Form Pi = Pi.1, s∗i , t′i, s′i, t∗i , Pi.2. Sei
Q = Q1, si, ti, Q2, dann muss es nach Konstruktion des Klongraphen auch die Kanten
{ti, s∗i } und {t∗i , si} geben, die offensichtlich nicht in M vorkommen. Man nehme an, dass
l(Q) = |E(Q)| ≤ le(M) gilt, dann sind P1 = Q1, si, t∗i , Pi.2 und P2 = Pi.1, s∗i , ti, Q2 zwei
Pfade und es folgt
l(P1) + l(P2) = l(Q1) + 1 + l(Pi.2) + l(Pi.1) + 1 + l(Q2)
= l(Q) + l(Pi)− 2
≤ 2le(M)− 2
< 2le(M).
Somit muss P1 oder P2 kürzer sein als le(M). O. B. d. A. sei l(P1) < le(M) und die Kante
{ti, si} ∈ Q so gewählt (falls mehrere solcher Kanten existieren), dass der Teilpfad Q1
am kürzesten ist. Zu zeigen ist nun, dass P1 auch eindeutig M -augmentierend ist. Da
Q knotendisjunkt zu allen Pfaden aus SP ist, gilt EM̄ (Q) = EM̄ ′(Q) und EM (Q) =
EM ′(Q) und folglich ist Q und damit P1 M -augmentierend. Wenn P1 nicht eindeutig
ist, muss es eine zweite Kante {tj , sj} ∈ EM̄ (Q1) geben, die eine Klonkante {t′j , s′j} in M
beziehungsweise SP hat.18 {tj , sj} sei die letzte solche Kante auf dem Teilpfad Q1, wodurch
Q1 die Form Q1.1, sj , tj , Q1.2 hat (d. h., Q1.2 enthält keine andere Klonkante zu einer
17Ein formaler Beweis zu dieser offensichtlichen Behauptung befindet sich im Anhang in Lemma B.2 auf
Seite 303.
18Aufgrund der minimalen Länge von P und Q1 und der Eigenschaft, dass Q eindeutig M ′-augmentierend
ist, können zwei Klonkanten nicht in EM̄ (P1) vorkommen (vgl. Korollar 6.7).
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Matchingkante). Der Pfad, der die Klonkante {t′j , s′j} enthält, muss erneut zwei Knoten
t∗j und s∗j mit den Nicht-Matchingkanten {t′j , s∗j} und {t∗j , s′j} enthalten. Im Klongraphen














































































(c) Fall 3: {t′j , s′j} ∈ Pj
Abbildung 6.11: Mögliche Fälle, welcher Pfad die 2. Klonkante {t′j , s′j} enthält
Nun gibt es drei Möglichkeiten, welcher Pfad die Klonkante {t′j , s′j} enthalten kann. Sei
im ersten Fall Pi.1 dieser Pfad und Pi.1 = Pi.1.1, s∗j , t′j , s′j , t∗j , Pi.1.219 (siehe (a)). Dann be-
trachte die Pfade P1.1 = Q1.1, sj , t∗j , Pi.1.2, s∗i , t′i, s′i, t∗i , Pi.2 und P1.2 = Pi.1.1, s∗j , tj , Q1.2, si,
t∗i , Pi.2. Es folgt
l(P1.1) + l(P1.2) = l(Q1.1) + 1 + l(Pi.1.2) + 3 + l(Pi.2)
+ l(Pi.1.1) + 1 + l(Q1.2) + 1 + l(Pi.2)
= l(Q1) + l(Pi.2) + l(Pi.1) + l(Pi.2) + 2
= l(P1) + l(Pi)− 2
< 2le(M).
Somit muss P1.1 oder P1.2 kürzer sein als le(M). l(P1.1) < le(M) verstößt gegen die
Wahl von {ti, si} ∈ Q, denn Q1.1 ist kürzer als Q1. Da P1.2 offensichtlich eindeutig M -
augmentierend ist,20 verletzt l(P1.2) < le(M) die Wahl der Pt.
Im zweiten Fall sei {t′j , s′j} ∈ Pi.2 und Pi.2 = Pi.2.1, s∗j , t′j , s′j , t∗j , Pi.2.221 (siehe (b)). Dann
betrachte den Pfad P1.1 = Q1.1, sj , t∗j , Pi.2.2. Offensichtlich gilt l(P1.1) < l(P1) < le(M),
was allerdings gegen die Wahl von {ti, si} ∈ Q verstößt, denn Q1.1 ist kürzer als Q1.
19Da der Klongraph bipartit und Pi.1 M -alternierend ist, ist die andere Möglichkeit Pi.1 = Pi.1.1, t∗j , s′j ,
t′j , s
∗
j , Pi.1.2 ausgeschlossen. Im Spezialfall t∗j = t′i, s′j = s∗i gilt Pi.1 = Pi.1.1, s∗j , t′j , s′j beziehungsweise
l(Pi.1.2) = −1.
20Man beachte, dass Q1.2 so gewählt ist, dass keine andere Klonkante zu einer Matchingkante vorkommt.
21Da der Klongraph bipartit und Pi.2 M -alternierend ist, ist die andere Möglichkeit Pi.2 = Pi.2.1, t∗j , s′j ,
t′j , s
∗
j , Pi.2.2 ausgeschlossen. Im Spezialfall t′j = t∗i , s∗j = s′i gilt Pi.2 = t′j , s′j , t∗j , Pi.2.2.
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Sei im dritten Fall Pj ∈ SP der Pfad, der die Klonkante {t′j , s′j} enthält (siehe (c)).
Dann gilt Pj = Pj.1, s∗j , t′j , s′j , t∗j , Pj.2 und es existieren zwei Pfade P1.1 = Q1.1, sj , t∗j , Pj.2
und P1.2 = Pj.1, s∗j , tj , Q1.2, si, t∗i , Pi.2. Es folgt
l(P1.1) + l(P1.2) = l(Q1.1) + 1 + l(Pj.2) + l(Pj.1) + 1 + l(Q1.2) + 1 + l(Pi.2)
= l(Q1) + l(Pi.2) + l(Pj)− 1
= l(P1) + l(Pj)− 2
< 2le(M).
Somit muss auch hier P1.1 oder P1.2 kürzer sein als le(M). l(P1.1) < le(M) verstößt erneut
gegen die Wahl von {ti, si} ∈ Q, denn Q1.1 ist kürzer als Q1. Da P1.2 offensichtlich eindeutig
M -augmentierend ist,22 verletzt l(P1.2) < le(M) die Wahl der Pt.
Da in jedem der Fälle ein Widerspruch entsteht, muss die Annahme falsch sein und es
folgt l(Q) = |E(Q)| > le(M).
Algorithmus 6.8 Hopcroft-Karp für Klongraphen
Eingabe: GErw: Klongraph
Ausgabe: M : größtes eindeutiges Matching in GErw
1: M ← ∅
2: while le(M) <∞ do
3: Entferne aus GErw alle Klonkanten von Kanten aus M
4: S ← Menge nicht überdeckter alter Knoten
5: T ← Menge über alternierende Pfade der Länge le(M) von S aus erreichbare (neue)
Knoten
6: Bestimme mittels Tiefensuche von den Knoten in T eine maximale streng eindeutig
augmentierende Menge von Pfaden der Länge le(M) und augmentiere diese
7: Füge in GErw die zuvor entfernten Kanten wieder ein
8: end while
9: return M
Satz 6.13 Der Algorithmus von Hopcroft und Karp findet ein größtes eindeutiges Matching
in Klongraphen in O(
√
nm).
Beweis: Die Korrektheit des Algorithmus folgt direkt aus Lemma 6.12. Dabei ist zu be-
achten, dass Klonkanten von Nicht-Matchingkanten eines gefundenen Pfades jeweils aus
GErw entfernt werden, damit die berechnete Menge von Pfaden streng eindeutig ist (Zei-
le 6).
Für die Laufzeit gelten dieselben Betrachtungen wie für den Hopcroft-Karp-Algorith-
mus auf einfachen Graphen (vgl. Beweis von Satz 1.5 auf Seite 19). Daraus folgt, dass die
While-Schleife O(
√
n)-mal durchlaufen wird und jeweils Laufzeit O(m) hat. Das zusätzli-
che Entfernen und Hinzufügen von Kanten geht ebenfalls in O(m), denn jede Kante wird
innerhalb der While-Schleife maximal einmal entfernt und wieder hinzugefügt.
22Man beachte, dass Q1.2 so gewählt ist, dass keine andere Klonkante zu einer Matchingkante vorkommt.
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Die Algorithmen 6.7 und 6.8 vervollständigen den vorgestellten Erweiterungsalgorithmus
Vereinfachtes Klonmatching (siehe Algorithmus 6.6), indem im dort erstellten Klongra-
phen ein größtes Matching berechnet wird.
Satz 6.14 Algorithmus 6.6 (Vereinfachtes Klonmatching) hat eine Laufzeit von O(log n ·
n
7
2 ), wobei n die Anzahl aller Tupel in der Datentabelle ist.
Beweis: Ein Klongraph enthält höchstens 2 · max{|Sneu|, |Salt|} = O(n) Knoten und
demnach O(n2) Kanten. Wird die Anzahl der erweiterbaren Kanten |Ealt(talt)| nach Glei-
chung 5.2 mit O(n) abgeschätzt, kann der Graph mittels Algorithmus 6.5 in O(n2) erstellt
werden. Somit besteht der einzige Laufzeitunterschied zum Algorithmus Einfaches Mat-
ching im Bestimmen von i, das durch eine binäre Suche in O(log n) gefunden werden kann.
Da vollständige Matchings nach Satz 6.13 in O(
√
nm) berechnet werden können, ergibt
sich eine Gesamtlaufzeit von O(log n · n 72 ) (analog zum Beweis von Satz 6.3).
6.6.5 Ausführliches Klonmatching
Bisher wurde für den Klonmatchingansatz ein vereinfachtes Optimierungsproblem betrach-
tet, bei dem die Anzahl von Erweiterungen eines Tupels mit verschiedenem SA-Wert ma-
ximiert wird.23 Der Unterschied zum originalen Problem ist, dass dabei der minimale
Anonymitätsgrad maximiert wird.24 Das bedeutet, es müssen auch Matchings beachtet
werden, die nicht erweitert werden müssen. Das sind insbesondere Kanten, die von T (n)∆
nach T (n+1)∆ übertragen werden können.25
Abbildung 6.12 erläutert den Unterschied zwischen den beiden Problemen 6.3 und 6.2
anhand eines einfachen Beispiels. Dazu ist in (a) die ∆-top Matchingtabelle zu einer Folge
von Anfragegraphen G(n) gegeben. Ein weiterer Graph Gn+1 besteht aus den alten Tupeln
1, 2, 3 und 4 sowie den neuen Tupeln 5 und 6. Da Tupel 1 und 2 denselben SA-Wert
haben, werden sie zusammen mithilfe des Klonmatchingansatzes erweitert.
Die Matchingkanten (1, B(3)) und (1, C(4)) gehören zu Matchings, die nicht erweitert
werden müssen und in die Matchingtabelle T (n+1)∆ nur übernommen werden. Im bisher
vorgestellten vereinfachten Algorithmus 6.6 werden beide Kanten nicht beachtet und ein
Klongraph GErwv1, wie in (b) gegeben, erstellt. (c) zeigt ein mögliches Matching, nach dem
erweitert werden kann. Die resultierende ∆-top Matchingtabelle für G(n+1) ist in (a) in
Spalte G(n+1)v1 dargestellt. Es sind beide alte Tupel mit genau einem neuen Tupel erweitert
worden, was optimal nach Problem 6.3 ist. Die Anonymitätsgrade dabei sind a(1) = 3 und
a(2) = 2.
(d) zeigt einen anderen Klongraphen GErwv2, der nur aus zwei Knoten für Tupel 2 und
den neuen Tupeln besteht. Ein entsprechendes Matching ist in (e) dargestellt und führt
dazu, dass Tupel 2 sowohl mit B(5) als auch mit C(6) erweitert wird. Spalte G(n+1)v2 aus
(a) zeigt die Matchingtabelle nach diesen Erweiterungen bei der die Anonymitätsgrade
a(1) = a(2) = 3 sind. Offensichtlich ist diese Erweiterung (Tupelverteilung) optimal nach
Problem 6.2, während dies die erste Variante nicht ist.
Der Unterschied zwischen beiden Lösungen liegt in der Beachtung der bereits vorhan-
denen ∆-top Matchingkanten (1, B(3)) und (1, C(4)). Der Anonymitätsgrad von Tupel 1
23Vgl. Problem 6.3.
24Vgl. Problem 6.2.
25Vgl. Zeile 10 im Algorithmus 5.3.
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ID SA G(n) G(n+1)v1 a(t)v1 G
(n+1)
v2 a(t)v2
1 A B(3) B(3) 3 B(3) 3
B(x1.1) B(x1.1, 5) –
C(4) C(4) C(4)
C(x1.2) – –
2 A B(x2.1) – 2 B(x2.1, 5) 3
C(x2.2) C(x2.2, 6) C(x2.2, 6)
3 B A(1) A(1) 3 A(1) 3
C(4) C(4) C(4)
4 C A(1) A(1) 3 A(1) 3
B(3) B(3) B(3)
5 B A(1) A(2)
6 C A(2) A(2)





















Abbildung 6.12: Optimale Erweiterungen für die Probleme 6.3 (v1) und 6.2 (v2)
beträgt nach der Erweiterung immer 3, auch wenn die beiden Kanten (1, B(x1.1)) und
(1, C(x1.2)) nicht erweitert werden. Tupel 2 hingegen hat noch keine Matchingkanten in
T (n+1)∆ , wodurch a(2) allein durch die Anzahl von Erweiterungen mit verschiedenem SA-
Wert bestimmt wird.
Um aus dem Algorithmus für das vereinfachte Optimierungsproblem ein Verfahren zu
konstruieren, das auch das komplette Problem löst, müssen an allen Stellen bereits vorhan-
dene Matchingkanten und der aktuelle Anonymitätsgrad beachtet werden. Erweiterungen
von Matchingkanten, zu denen bereits eine Kante mit demselben SA-Wert existiert, wer-
den zunächst nicht durchgeführt. Folglich muss sowohl die Konstruktion des Klongraphen
als auch die Berechnung von Matchings im Klongraphen modifiziert werden.
Algorithmus 6.9 (Konstruiere Klongraph) berechnet einen Klongraphen, bei dem die
Anzahl von Knoten für alte Tupel auch vom aktuellen Anonymitätsgrad abhängt. Dabei
soll zunächst gelten, dass die Summe aus Knotenanzahl und aktuellem Anonymitätsgrad
für alle Tupel t identisch ist. Dazu wird der maximale aktuelle Anonymitätsgrad a∗max
berechnet und für alle Tupel a∗max−a∗(t) Knoten erstellt. Die bereits vorgestellte Schranke
von maximal d(t) Knoten pro altem Tupel darf auch hier nicht überschritten werden (siehe
Zeile 6). Bei der vereinfachten Konstruktion des Graphen, bei der der Anonymitätsgrad
nicht beachtet wird, wurde für jedes Tupel zunächst ein Knoten erstellt. Um konsistent
zu diesem Ansatz zu sein, werden im Fall, wenn alle Anonymitätsgrade identisch sind und
demzufolge n(t) = 0 für alle t gilt, alle Klongrade ebenfalls auf 1 gesetzt. Die weiteren
Schritte sind analog zur Konstruktion fürs vereinfachte Klonmatching in Algorithmus 6.5.
Algorithmus 6.10 (Klonmatching) berechnet Erweiterungen, die optimal entsprechend
von Problem 6.2 sind. Im Unterschied zum vereinfachten Klonmatching besteht er aus drei
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Algorithmus 6.9 Konstruiere Klongraph
Eingabe: Salt: Menge erweiterbarer alter Tupel, Ealt: Menge erweiterbarer ∆-top Mat-
chingkanten, Sneu: Menge neuer Tupel
Ausgabe: Klongraph GErw
1: Entferne aus Salt lokal alle Tupel t mit Ealt(t) = ∅
2: Entferne aus Sneu lokal alle Tupel, deren SA-Wert in keiner Kante aus Ealt vorkommt
3: a∗max ← maxt∈Salt a∗(t) # max. akt. Anonymitätsgrad
4: for all Tupel t ∈ Salt do
5: d(t)← Anzahl verschiedener SA-Werte in Ealt(t) # Erweiterungsgrad von t





9: if NT = 0 then
10: Setze für alle Tupel t: n(t)← 1
11: NT ← Salt
12: end if
13: ST ← {t ∈ Salt | d(t) > n(t)} # Tupel zum Klonen
14: Führe Zeilen 9 bis 21 von Algorithmus 6.5 aus
Teilen. In Phase 1 werden zunächst alle Kanten aus Ealt entfernt, zu denen es bereits ein
Matching mit einer Kante mit demselben SA-Wert in T (n+1)∆ gibt. Erweiterungen dieser
Kanten würden den Anonymitätsgrad des betroffenen alten Tupels nicht erhöhen. Mithilfe
von Algorithmus 6.9 wird dann ein Klongraph GErw erstellt und darin ein vollständiges
Matching gesucht. Dabei sei G⟨i⟩Erw ⊆ GErw der Teilgraph von GErw, in dem für jedes Tupel
t genau max{min{n(t), i − a∗(t)}, 0} Knoten existieren. Falls in GErw kein vollständiges
Matching existiert, wird der Klongrad der alten Tupel verringert. Dabei muss beachtet
werden, dass die Summe des aktuellen Anonymitätsgrades und des Klongrades den An-
onymitätsgrad nach der Erweiterung bestimmt. Da der letztgenannte maximiert werden
soll, wird genau diese Summe beschränkt, aus der die Anzahl von Knoten für jedes alte
Tupel leicht berechnet werden kann. Der kleinste Klongraph ist der, in dem für alle Tupel
mit minimalem a∗(t) nur ein Knoten vorkommt, was G⟨a
∗
min+1⟩
Erw entspricht. Existiert auch
in diesem Graphen kein vollständiges Matching, wird nur ein größtes Matching berech-
net. Der minimale Anonymitätsgrad nach der Erweiterung entspricht in diesem Fall dem
minimalem aktuellen Anonymitätsgrad vor der Erweiterung.
In Phase 2 von Algorithmus 6.10 werden Erweiterungen der anfangs entfernten Kanten
berechnet. Dabei wird Algorithmus 6.4 (Einfaches Matching) verwendet. Die dritte und
letzte Phase entspricht der Phase 2 des vereinfachten Klonmatchingalgorithmus. Hierbei
werden bereits einmal erweiterte Kanten erneut erweitert, wobei erneut Algorithmus 6.4
verwendet wird.
Satz 6.15 Algorithmus 6.10 (Klonmatching) findet eine optimale Erweiterung nach Pro-
blem 6.2 in O(log n · n 72 ), wobei n die Anzahl aller Tupel in der Datentabelle ist.
Beweis: Der Beweis der Korrektheit ist analog zum Beweis von Satz 6.4 und der Beweis
der Laufzeit ist analog zum Beweis von Satz 6.14.
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Algorithmus 6.10 Erweiterungsalgorithmus: Klonmatching
Eingabe: Salt: Menge erweiterbarer alter Tupel, Ealt: Menge erweiterbarer ∆-top Mat-
chingkanten, Sneu: Menge neuer Tupel
Ausgabe: Erweiterung von Kanten (Tupelverteilung)
1: EErw := {(talt, s(ST )) ∈ Ealt | ∃tneu ∈ Sneu : tneu[SA] = s}
2: E∗Erw := {e∆ ∈ EErw | e∆ noch nicht erweitert}
3: Entferne aus Ealt alle Kanten (t, s′(ST )), für die es bereits ein Matching mit einer
Kante (t, s′(S′T )) in T
(n+1)
∆ gibt # Phase 1
4: while E∗Erw ̸= ∅ do
5: Konstruiere Klongraph GErw nach Algorithmus 6.9 mit Eingabe Salt, E∗Erw, Sneu
6: n∗max ← maxt∈Salt(n(t) + a∗(t))
7: a∗min ← mint∈Salt a∗(t)
8: Bestimme maximales i mit a∗min + 1 ≤ i ≤ n∗max, für das im Klongraphen G
⟨i⟩
Erw ein
vollständiges Matching M existiert




10: for all Kanten e ∈M do
11: Sei talt das alte Tupel und tneu das neue Tupel in e
12: Erweitere(talt, tneu, Ealt)
13: Entferne aus Sneu Tupel tneu
14: end for
15: end while
16: Füge alle durch Zeile 3 gelöschten Kanten wieder in Ealt ein # Phase 2
17: if Sneu ̸= ∅ then
18: Führe Zeilen 1 bis 12 aus Algorithmus 6.4 aus ohne Beschränkung auf minimalen
aktuellen Anonymitätsgrad und mit Eingabe Salt, E∗Erw, Sneu
19: end if
20: Entferne aus Sneu alle Tupel, deren dazugehöriger Knoten durch Zeile 9 des
Algorithmus 6.4 entfernt wurde # Phase 3
21: if Sneu ̸= ∅ then
22: Führe Zeilen 1 bis 12 aus Algorithmus 6.4 aus ohne Zeile 10, ohne Beschränkung
auf minimalen aktuellen Anonymitätsgrad und mit Eingabe Salt, EErw, Sneu
23: end if
Beispiele zu den vorgestellten Algorithmen 6.9 und 6.10 sind im Anhang aufgeführt. In
Beispiel A.20 auf Seite 292 und in Beispiel A.21 auf Seite 296 werden zwei Erweiterungen
berechnet, wobei im letztgenannten Fall die Erweiterung nach Algorithmus 6.10 identisch
zu der nach dem vereinfachten Klonmatching ist.
Zusammenfassung
In diesem Kapitel wurde der Erweiterungsschritt des im Kapitel 5 vorgestellten Algo-
rithmus zur Berechnung von validen Matchings in Anfragegraphen untersucht. Es wurde
gezeigt, was unter einer optimalen Erweiterung zu verstehen ist. Dazu wurden die Proble-
me 6.1, 6.2 und 6.3 definiert und die Erweiterungsalgorithmen Maximale Kanten, Maxima-
ler Anonymitätsgrad, Einfaches Matching und Klonmatching vorgestellt. Der letztgenannte
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garantiert eine optimale Erweiterung nach Problem 6.2, was als bestes Ergebnis angese-
hen wird. Er konstruiert einen speziellen Klongraphen, in dem ein modifizierter Hopcroft-
Karp-Algorithmus ein sogenanntes vollständiges Matching bestimmt. Da alle eingeführten
Verfahren polynomielle Laufzeit haben, ist auch die Approximation aus Kapitel 5 (siehe
Algorithmus 5.3) in Polynomialzeit möglich. In Kapitel 8 werden alle Erweiterungsalgo-
rithmen experimentell miteinander verglichen.
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7 Approximation des Angreiferwissens für
SA-eindeutige Anfragen
In diesem Kapitel wird ein alternativer Ansatz vorgestellt, mit dem analog zum Algorith-
mus in Kapitel 5 Matchings in Anfragegraphen berechnet werden können. Die Modellie-
rung in Kapitel 4 bildet erneut die Grundlage, denn auch hier werden nur ∆-top Matchings
gesucht. Allerdings werden die betrachteten Anfragegraphen dahingehend eingeschränkt,
dass jeder SA-Wert nur noch höchstens einmal pro Graph vorkommen darf (Kapitel 7.1
und 7.2). Es wird gezeigt, dass in diesem Fall Erweiterungen durchgeführt werden können,
die keinen weiteren Einschränkungen wie denen aus Kapitel 5.4 unterliegen (Kapitel 7.3
und 7.4). Um diese Methoden auch mit beliebigen Anfragegraphen verwenden zu können,
wird ein Clusteransatz entwickelt, der einen gegebenen Graphen in mehrere Teilgraphen
teilt, sodass in keinem der entstehenden Graphen ein SA-Wert mehrfach vorkommt (Ka-
pitel 7.5). Danach wird ein Verfahren eingeführt, mit dem Antworten auf Anfragen auch
bei einer Verletzung des Schutzkriteriums ausgegeben werden können (Kapitel 7.6). Am
Ende dieses Kapitels wird der hier vorgestellte Ansatz mit dem aus Kapitel 5 kombiniert
(Kapitel 7.7).
7.1 Verwandte Ansätze
Im Kapitel 5 wurde ein Algorithmus vorgestellt, der Matchings in Anfragegraphen berech-
net und dazu zwei Einschränkungen voraussetzt. Zum einen dürfen alte Tupel nur mit
neuen erweitert werden und zum anderen dürfen alte Tupel mit identischem SA-Wert nur
mit verschiedenen neuen Tupeln erweitert werden. Dadurch wird die Menge der modellier-
ten Matchings beschränkt und eventuell werden Tupeln bestimmte SA-Werte nicht mehr
zugeordnet, obwohl dies möglich wäre.
Eine andere Herangehensweise an den Schutz der Privatsphäre bei der Anfragebearbei-
tung liefern die Ansätze aus dem Bereich der dynamischen Veröffentlichung von Daten
aus Kapitel 2.5. Das dort vorgestellte Modell der m-Invarianz gibt Kriterien vor, die einen
Schutz bei der Publikation mehrerer sich überschneidender Datentabellen garantieren. Bei-
spielsweise benutzten Xiao und Tao [163] dieses Prinzip, um aus einer gegebenen Daten-
tabelle mehrere anonymisierte Versionen zu erstellen. Die konstruierten Tabellen wurden
benutzt, um mehrere Zählanfragen mit höherer Genauigkeit beantworten zu können, als
es mit nur einer anonymisierten Tabelle möglich gewesen wäre. Diese Idee kann weiter
verfeinert werden, indem einerseits beliebige Anfragen zugelassen sind und andererseits
nur die Ergebnisse der Anfragen anonymisiert werden und nicht die gesamte Datentabelle.
Das Veröffentlichen von Ergebnissen entspricht demnach dem dynamischen Veröffentlichen
von Tabellen, wie es ebenfalls von Xiao und Tao [162] beschrieben wurde. Danach gilt,
dass eine Folge von Ergebnissen R(n) = (R1, . . . , Rn) k-assign Anonymität erfüllt, wenn
(R1, . . . , Rn) m-invariant mit m ≥ k ist.
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Allerdings sind die Kriterien, die bei m-Invarianz gelten müssen, für die Anfragebear-
beitung zu restriktiv. So wird gefordert, dass jedes Ergebnis einer Anfrage aus mindestens
m Tupeln besteht, wobei kein sensibler Wert mehrfach vorkommen darf. Eine andere Ei-
genschaft betrifft die Tupel, die in mehreren Ergebnissen vorkommen. Für sie muss gelten,
dass die Menge aller sensibler Werte in den jeweiligen Ergebnissen identisch ist. Insbeson-
dere das letzte Kriterium stellt eine starke Beschränkung dar, denn es lässt nur wenige
Anfragen zu. Andererseits gestattet der Ansatz von m-Invarianz, künstliche sensible Werte
einer Veröffentlichung hinzuzufügen, um die definierten Kriterien zu erfüllen. Bei der An-
fragebearbeitung werden auf diese Weise sehr viele zusätzliche Werte benötigt, wodurch
die Aussagekraft der Ergebnisse schwindet.
Diesem Problem steht positiv gegenüber, dass durch das Vermeiden von mehrfach vor-
kommenden sensiblen Werten die Gültigkeit des Schutzkriteriums sehr einfach überprüft
werden kann. Der Algorithmus, der m-invariante Tabellen erstellt, ist effizienter als die im
Kapitel 6 eingeführten Erweiterungsalgorithmen. Das ist die Motivation für den Ansatz,
der in diesem Kapitel vorgestellt wird. Wenn in den Ergebnissen zu Anfragen sensible
Werte nicht mehrfach vorkommen, kann ein vereinfachter Algorithmus angegeben werden,
der den Schutz der Privatsphäre garantiert. Insbesondere ist in diesem Fall die Berechnung
und Erweiterung von Matchings in Anfragegraphen wesentlich einfacher und effizienter als
zuvor.
7.2 SA-eindeutige Anfragegraphen
Für die in diesem Kapitel betrachteten Anfragegraphen gilt die zusätzliche Bedingung,
dass SA-Werte nicht mehrfach vorkommen dürfen. Das bedeutet, in den jeweiligen Ergeb-
nismengen, zu denen die Graphen erstellt wurden, kommt jeder sensible Wert höchstens
einmal vor. Die entstehenden Anfragegraphen werden SA-eindeutig genannt.
Definition 7.1 (SA-eindeutig) Ein Anfragegraph G heißt SA-eindeutig, wenn kein SA-
Label mehrfach vorkommt.
Entsprechend Definition 7.1 heißt eine Folge von Anfragegraphen G = (G1, . . . , Gn) SA-
eindeutig, wenn alle Graphen Gi SA-eindeutig sind. Das bedeutet aber nicht, dass die
SA-Label verschiedener Graphen Gi und Gj ebenfalls unterschiedlich sein müssen. Die



















Abbildung 7.1: G1, G2 und G3 sind SA-eindeutige Anfragegraphen. Da in G4 zweimal der
SA-Wert B vorkommt, ist G4 nicht SA-eindeutig.
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7.2 SA-eindeutige Anfragegraphen
Beispiel 7.1 Abbildung 7.1 zeigt die drei SA-eindeutigen Anfragegraphen G1, G2 und G3.
Eine Folge von Anfragegraphen G(3), die aus diesen drei Graphen besteht, ist ebenfalls SA-
eindeutig. In G(3) würden allerdings einige Kanten fehlen (z. B. (1, D) und (4, A) in G1).
G4 ist nicht SA-eindeutig, da der SA-Wert B zweimal vorkommt.
Für Matchings in SA-eindeutigen Folgen von Anfragegraphen gelten ein paar zusätzliche
Eigenschaften. Zum einen gibt es in der symmetrischen Differenz zwischen zwei Matchings
höchstens einen Kreis pro Anfragegraph. Zum anderen gibt es keine validen Matchings,
die partiell SA-äquivalent oder nicht ∆-pfadkonform bezüglich des Originalmatchings sind.
Das vereinfacht die Bedingungen, die für ∆-top Matchings gelten müssen.
Korollar 7.1 Seien G = (G1, . . . , Gn) eine SA-eindeutige Folge von Anfragegraphen und
M,M′ zwei valide Matchings in G. Wenn M ∆-minimal und ein ∆2-Matching bezüglich
M′ ist, dann besteht die symmetrische Differenz M ∆M′ in jedem Teilgraphen Gi aus
höchstens einem Kreis.
Beweis: Nach Proposition 4.10 kommen in M′ ∆M nur maximal zwei verschiedene La-
bels vor. Da jeder Anfragegraph SA-eindeutig ist, kann es in jedem Anfragegraphen nur
höchstens einen Kreis geben.
Korollar 7.2 Seien G = (G1, . . . , Gn) eine SA-eindeutige Folge von Anfragegraphen und
M,M′ zwei valide Matchings in G. Dann ist M ∆-pfadkonform und nicht partiell SA-
äquivalent bezüglich M′.
Beweis: Da G SA-eindeutig ist, folgt der Beweis direkt aus Definition 4.1 (SA-äquivalent)
und Definition 4.7 (∆-pfadkonform).
Da in SA-eindeutigen Anfragegraphen jeder SA-Wert höchstens einmal vorkommt, exis-
tiert nur ein Originalmatching. Andere Matchings sind ∆-top, wenn sie valid und bezüglich
des Originalmatchings ∆-minimal sowie ∆2-Matchings sind. Insbesondere kann kein vali-
des Matching gegen die Eigenschaft der ∆-Pfadkonformität verstoßen. Das vereinfacht die
Algorithmen zur Erweiterung von Matchings. Zusätzlich besagt der folgende Satz, dass
jede Kante eines Anfragegraphen in höchstens einem ∆-top Matching enthalten ist.
Proposition 7.3 Sei G = (G1, . . . , Gn) eine SA-eindeutige Folge von Anfragegraphen.
Dann existiert für jede Labelkante (t, s′) ∈ Gi mit 1 ≤ i ≤ n, bei der s′ nicht der originale
SA-Wert von t ist, höchstens ein ∆-top Matching M, welches (t, s′) enthält.
Beweis: Der Beweis erfolgt indirekt. Seien Morig das Originalmatching in G sowie M1
und M2 zwei verschiedene ∆-top Matchings, die beide die Kante (t, s′) enthalten. Da s′
nicht der SA-Wert von t ist, gilt (t, s′) /∈Morig. Sei M eine Menge von Kanten mit
M = (M1 ∩M2) ∪ {{vt, vs} ∈ Morig | ∃{vt, vs1} ∈ M1, {vt, vs2} ∈ M2 : vs1 ̸= vs2}.
M enthält alle Kanten, die sowohl inM1 als auch inM2 vorhanden sind, und ist auf dem
restlichen Graphen mit dem Originalmatching identisch. Aus der Wahl von M1 und M2
folgt, dass M ein perfektes Matching in G ist.1
1Offensichtlich wird jeder Tupelknoten von M überdeckt. Wenn es in M zwei Kanten e1 und e2 gibt, die
einen gemeinsamen SA-Knoten haben, muss e1 ∈ M1 ∩ M2 und e2 ∈ Morig gelten. Da M1 und M2
jeweils ∆2-Matchings bezüglich Morig sind, muss es eine Kante e′2 ∈ M1 ∩ M2 geben, die denselben
Tupelknoten enthält wie e2. Das widerspricht der Annahme e2 ∈ M.
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Wenn M nicht valid ist, gibt es ein Tupel, deren dazugehörige Knoten in zwei Teilgra-
phen von G mit SA-Knoten mit unterschiedlichem Label matchen. Seien e1 und e2 die
entsprechenden Kanten, dann muss e1 ∈ M1 ∩M2 und e2 ∈ Morig gelten. Da M1 und
M2 valid sind, gibt es zwei Kanten e′2 ∈ M1 und e′′2 ∈ M2, die denselben Tupelknoten
beinhalten wie e2 und jeweils einen SA-Knoten mit demselben Label wie der SA-Knoten in
e1. Da G SA-eindeutig ist, folgt e′2 = e′′2 und nach Konstruktion e′2 ∈M. Das widerspricht
der Annahme e2 ∈M, wodurch die Validität von M bewiesen ist.
Da M1 ̸= M2 gilt, muss M∩Morig ⊂ M1 ∩Morig oder M∩Morig ⊂ M2 ∩Morig
gelten. Nach Definition 4.4 ist damit M1 oder M2 nicht ∆-minimal bezüglich des Origi-
nalmatchings, was ein Widerspruch zur Annahme ist.
7.3 Erweiterung von Matchings
Das folgende Lemma bildet die Grundlage dafür, dass Erweiterungen von Matchings in SA-
eindeutigen Anfragegraphen ohne weitere Einschränkungen durchgeführt werden können.
Lemma 7.4 Seien G(n) = (G1, . . . , Gn) eine SA-eindeutige Folge von Anfragegraphen,
t1 und t2 zwei Tupel mit den originalen SA-Werten s1 beziehungsweise s2 sowie M(n)1
und M(n)2 zwei ∆-top Matchings in G(n) mit (t1, s2), (t2, s2) ∈M
(n)
1 und (t1, s1), (t2, s1) ∈
M(n)2 . Sei Gn+1 ein weiterer SA-eindeutiger Anfragegraph, der Knoten für t1, t2, s1 und s2
enthält. Dann existiert ein ∆-top Matching M(n+1) in G(n+1) = (G1, . . . , Gn, Gn+1), das
die Kanten (t1, s2) und (t2, s1) enthält.
In Abbildung 7.2 ist die in Lemma 7.4 beschriebene Situation dargestellt. Es bleibt zu
zeigen, dass das in (d) angegebene Matching M(n+1)1+2 immer existiert und ∆-top ist.
Beweis: Seien M(n)orig das Originalmatching und M(n) eine Menge von Kanten, die wie
folgt definiert ist:











M(n) besteht aus allen Kanten, die inM(n)1 beziehungsweiseM
(n)
2 vorhanden, aber keine
Originalkanten sind. Dazu kommen alle Kanten, die sowohl in M(n)1 als auch in M
(n)
2
vorkommen. Als Erstes ist zu zeigen, dass M(n) ein valides Matching in G(n) ist.
Sei vt ein Tupelknoten mit den Matchingpartnern vs in M(n)1 und vs′ in M
(n)
2 . Wenn
vs = vs′ gilt, wird vt in M(n) nur von der Kante {vt, vs} überdeckt. Wenn die beiden
SA-Knoten ungleich sind und einer auch der Matchingpartner von vt im Originalmatching
ist, gibt es ebenfalls nur eine Kante in M(n), die vt enthält.2 Wenn weder vs noch vs′ der
Partner von vt im Originalmatching ist, müssen auch die SA-Werte s von vs, s′ von vs′
und der originale SA-Wert des Tupels t von vt verschieden sein, denn der Anfragegraph
ist SA-eindeutig. Da in der symmetrischen Differenz vonM(n)1 beziehungsweiseM
(n)
2 und
des Originalmatchings bereits jeweils die SA-Werte s1 und s2 vorkommen, müssen in min-
destens einer der beiden Differenzen drei SA-Werte vorhanden sein. Nach Proposition 4.10
ist dieser Fall für ∆-top Matchings ausgeschlossen.
2Falls {vt, vs} ∈ M(n)orig, ist nur {vt, vs′ } in M(n) enthalten und falls {vt, vs′ } ∈ M
(n)
orig, analog nur {vt, vs}.
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Abbildung 7.2: Vereinigung von Matchings in SA-eindeutigen Anfragegraphen (vgl. Lem-
ma 7.4)
Sei vs ein SA-Knoten mit den Matchingpartnern vt in M(n)1 und vt′ in M
(n)
2 . Wenn
vt = vt′ gilt, wird vs in M(n) nur von der Kante {vt, vs} überdeckt. Wenn die beiden
Tupelknoten ungleich sind und einer auch der Matchingpartner von vs im Originalmat-
ching ist, gibt es ebenfalls nur eine Kante in M(n), die vs enthält. Der Fall, dass beide
Tupelknoten nicht der Matchingpartner von vs im Originalmatching sind, ist aus einem
analogen Argument wie davor ausgeschlossen.
Folglich istM(n) ein perfektes Matching in G(n), das aufgrund der Konstruktion ebenfalls
valid sein muss. Das für Lemma 7.4 gesuchte MatchingM(n+1) in G(n+1) entsteht ausM(n),
indem im zusätzlichen Graphen Gn+1 die Labelkanten (t1, s2) und (t2, s1) sowie für alle
anderen Knoten deren Originalkante hinzufügt werden. Da auch Gn+1 SA-eindeutig ist,
kann es nach Proposition 4.10 außer t1 und t2 in Gn+1 kein weiteres Tupel geben, das in
M(n)1 oderM
(n)
2 nicht mit seinem originalen SA-Wert matcht. Somit ist auchM(n+1) ein
valides Matching. Da M(n)1 und M
(n)
2 ∆-minimal bezüglich des Originalmatchings sind,
muss nach Konstruktion auchM(n+1) ∆-minimal und offensichtlich auch ein ∆2-Matching
sein. Das bedeutet, dass M(n+1) das gesuchte ∆-top Matching ist.
Lemma 7.4 liefert die Grundlage für die Erweiterung von Matchings mit alten Tupeln.
SeiM(n)1 ein ∆-top Matching in einer SA-eindeutigen Folge von Anfragegraphen G(n) und
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(t1, s2) ∈ M(n)1 eine Kante in einem weiteren Graphen Gn+1, die nicht im Originalmat-
ching vorkommt. Wenn es auch eine Kante (t2, s1) ∈M(n)1 gibt, wobei si für i = 1, 2 jeweils
der originale SA-Wert von ti ist, muss M(n)1 nicht erweitert werden und bleibt in G(n+1)
erhalten (vgl. Definition 5.1 auf Seite 133). M(n+1)1+2 in Abbildung 7.2d ist ein Beispiel für
diesen Fall. Wenn diese Kante nicht existiert, muss t2 ein neues Tupel sein oder in M(n)1
mit seinem originalen SA-Wert s2 matchen, da nach Proposition 4.10 ein anderer SA-Wert
als Matchingpartner nicht in Frage kommt (siehe Abbildung 7.2b). Falls t2 ein altes Tupel
ist, kann M(n)1 nur erweitert werden, wenn es ein Matching M
(n)
2 mit der Kante (t2, s1)
gibt. In diesem muss offensichtlich t1 mit seinem originalen SA-Wert s1 matchen (siehe Ab-
bildung 7.2c). Während diese Bedingung für beliebige Anfragegraphen nicht ausreichend
ist,3 ist sie nach Lemma 7.4 für SA-eindeutige Anfragegraphen hinreichend.
Eine Folgerung daraus ist, dass eine ∆-top Matchingkante e∆ = (t, s′(ST )) immer genau
dann mit einem Tupel t′ erweitert werden kann, wenn eine ∆-top Matchingkante e′∆ =
(t′, s(S′T )) existiert, wobei s′ der originale SA-Wert von t′ und s der von t ist. Insbesondere
können damit alte Tupel mit anderen alten Tupeln erweitert werden, was bedeutet, dass
die zusätzliche Einschränkung wie im allgemeinen Fall für SA-eindeutige Anfragegraphen
überflüssig ist.
7.4 Konstruktion von Matchings
Mithilfe der bisherigen Erkenntnissen kann ein Algorithmus angegeben werden, der ∆-
top Matchings in SA-eindeutigen Anfragegraphen berechnet. Dabei wird der erste Graph
genauso behandelt wie im allgemeinen Fall. Das heißt, für jeden Anfragegraphen G1 werden
alle Kombinationen von Tupel- zu SA-Knoten gespeichert. Diese entsprechen allen ∆-top





Matchings beziehungsweise n · (n− 1) Kanten abgebildet.
Beispiel 7.2 Abbildung 7.3 zeigt in (a) einen Anfragegraphen G(1), der aus vier Tupel-





= 6 ∆-top Matchings, die in (c) bis (h) angegeben sind. Alle darin
enthaltenen Kanten werden in der ∆-top Matchingtabelle in (i) aufgeführt.
Matchings für eine Folge von Anfragegraphen G(n+1) werden analog zum Fall der be-
liebigen Graphen aus den Matchings für G(n) berechnet. Das bedeutet, es werden alle für
G(n) gespeicherten ∆-top Matchingkanten e∆ = (t, s′(ST )) getestet, ob sie erweitert wer-
den können, gelöscht werden müssen oder einfach erhalten bleiben. Ein Matching mit e∆
muss gelöscht werden, wenn in Gn+1 kein SA-Knoten mit Label s′ vorkommt. In diesem
Fall kann es kein valides Matching in G(n+1) geben, in dem Tupel t mit s′ matcht. Kommt
genau ein Tupel aus ST in G(n+1) vor, bleibt e∆ in der aktuellen Form erhalten. e∆ kann
erweitert werden, wenn kein Tupel aus ST in G(n+1) vorkommt. Dazu muss es aber ein
Tupel t′ in G(n+1) geben, das den originalen SA-Wert s′ besitzt und dem s (originaler SA-
Wert von t) zugeordnet werden kann. Das ist der Fall, wenn eine ∆-top Matchingkante
e′∆ = (t′, s(S′T )) existiert oder t′ ein neues Tupel ist. Für neue Tupel existieren noch keine
Matchings und demzufolge können ihnen prinzipiell alle SA-Werte zugeordnet werden, die
im aktuellen Graphen vorkommen.
3Vgl. Kapitel 5.4.1.
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1 A B(2), C(3), D(4)
2 B A(1), C(3), D(4)
3 C A(1), B(2), D(4)
4 D A(1), B(2), C(3)
(i) ∆-top Matchingtabelle
Abbildung 7.3: ∆-top Matchings für G(1) = (G1)
Da alle Graphen SA-eindeutig sind, ist es nicht möglich, dass mehr als ein Tupel aus
ST in Gn+1 vorkommt. Ein weiterer Unterschied zur Erweiterung in beliebigen Anfrage-
graphen ist, dass es keine zusätzlichen Einschränkungen gibt. Sind die Voraussetzungen
einer Erweiterung vorhanden, werden Kanten auf jeden Fall erweitert.
Zusammenfassend gilt für jede ∆-top Matchingkante e∆ = (t, s′(ST )):
1. e∆ wird gelöscht, wenn
• in Gn+1 kein SA-Knoten mit Label s′ vorkommt oder
• das Tupel t′ in Gn+1 mit SA-Wert s′ nicht mit s erweitert werden kann (d. h.,
t′ ist ein altes Tupel und es existiert keine Matchingkante e′∆ = (t′, s′′(S′T )) mit
s′′ = s).
2. e∆ bleibt erhalten, wenn
• genau ein Tupel aus ST in Gn+1 vorkommt.
3. e∆ wird erweitert, wenn
• kein Tupel aus ST in Gn+1 vorkommt und
• ein Tupel t′ in Gn+1 mit SA-Wert s′ existiert, das mit s erweitert werden
kann (d. h. t′ ist ein neues Tupel oder es existiert eine Matchingkante e′∆ =
(t′, s′′(S′T )) mit s′′ = s).
Algorithmus 7.1 zeigt die Konstruktion von Matchings für eine SA-eindeutige Folge von
Anfragegraphen G(n+1) = (G1, . . . , Gn, Gn+1). Als Erstes wird die ∆-top Matchingtabelle
als T (n+1)∆ übernommen und es werden nur darin Änderungen durchgeführt. Dazu werden
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Algorithmus 7.1 Berechne ∆-top Matchings (für SA-eindeutige Anfragegraphen)
Eingabe: T (n)∆ : ∆-top Matchingtabelle für G(n) = (G1, . . . , Gn), Gn+1: Graph
Ausgabe: T (n+1)∆ : ∆-top Matchingtabelle für G(n+1) = (G1, . . . , Gn, Gn+1)
1: T (n+1)∆ ← T
(n)
∆
2: for all alte Tupel t (mit originalem SA-Wert s) in Gn+1 do
3: for all ∆-top Matchingkanten e∆ = (t, s′(ST )) in T (n+1)∆ do
4: if s′ kommt nicht in Gn+1 vor then
5: Lösche Matching mit e∆
6: end if
7: Vergleiche ST mit Menge aller Tupel aus Gn+1
8: Fall 1: genau ein Tupel aus ST in Gn+1 ⇒ e∆ bleibt erhalten
9: Fall 2: kein Tupel aus ST in Gn+1
10: Fall 2.1: Tupel t′ in Gn+1 mit SA-Wert s′ ist neu oder es existiert eine ∆-top
Matchingkante e′∆ = (t′, s(S′T )) ⇒ erweitere t mit t′ und umgekehrt
11: Fall 2.2: andernfalls ⇒ lösche Matching mit e∆
12: end for
13: end for
14: for all neue Tupel t, t′ mit verschiedenen SA-Werten do
15: Erzeuge neues Matching mit Kanten (t, s′(t′)) und (t′, s(t)), wobei s SA-Wert von t
und s′ SA-Wert von t′
16: end for
17: return T (n+1)∆
alle gespeicherten ∆-top Matchingkanten e∆ = (t, s′(ST )) der alten Tupel untersucht und
deren SA-Werte beziehungsweise Tupel mit denen aus Gn+1 verglichen. e∆ wird gelöscht,
wenn s′ nicht in Gn+1 vorkommt. Nach Proposition 7.3 existiert genau ein Matching, das
e∆ enthält und in diesem Fall komplett gelöscht wird (vgl. Algorithmus 7.2). Wenn s′ in
Gn+1 vorkommt, wird die Tupelmenge ST der Kante mit den Tupeln aus Gn+1 verglichen.
Dazu gibt es zwei verschiedene Fälle. Als Erstes kann genau ein Tupel aus ST in Gn+1
vorkommen (Fall 1), wobei das Matching beziehungsweise die Kante erhalten bleibt. Da
bereits alle Kanten nach T (n+1)∆ übertragen wurden, ist in diesem Fall nichts weiter zu
tun. Die zweite Möglichkeit ist, dass kein Tupel aus ST in Gn+1 vorhanden ist. Dann wird
das Tupel t′ aus Gn+1 gesucht, welches den SA-Wert s′ hat. Wenn t′ ein neues Tupel ist
oder eine ∆-top Matchingkante besitzt, in der der originale SA-Wert s von t vorkommt,
wird t mit t′ erweitert. In Algorithmus 7.3 ist dieser Schritt angegeben.
Als Letztes werden mithilfe von Algorithmus 7.1 sogenannte neue Matchings berechnet,
welche Erweiterungen des Originalmatchings darstellen. Dazu wird für jedes Paar von
neuen Tupeln, die jeweils einen verschiedenen SA-Wert haben, ein Matching erstellt. Dieses
besteht aus genau zwei ∆-top Matchingkanten und unterscheidet sich nur in Gn+1 vom
Originalmatching. Im ersten Anfragegraph G1, in dem es nur neue Tupel gibt, werden
Matchings nur mithilfe dieser Zeilen konstruiert.
Algorithmus 7.2 zeigt den Löschschritt von Algorithmus Berechne ∆-top Matchings. Der
einzige Unterschied zum Algorithmus für beliebige Anfragegraphen (vgl. Algorithmus 5.2)
ist, dass in SA-eindeutigen Graphen das Tupel t′ in keiner anderen Matchingkante von t
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7.4 Konstruktion von Matchings
Algorithmus 7.2 Lösche (für SA-eindeutige Anfragegraphen)
Eingabe: e∆ = (t, s′(ST )): Matchingkante
Ausgabe: Löscht alle Matchings mit e∆ aus der Matchingtabelle T∆
1: Lösche Kante e∆ aus T∆
2: for all Tupel t′ ∈ ST do
3: if es existiert eine Matchingkante e′∆ = (t′, s(S′T )) von t′, in der t vorkommt (d. h.





als e∆ vorkommen kann und andersherum es auch nur eine Kante e′∆ von t′ gibt, die t
enthält.
Algorithmus 7.3 Erweitere (für SA-eindeutige Anfragegraphen)
Eingabe: t, t′ Tupel
Ausgabe: Erweiterung aller möglicher Kanten von t mit t′ und umgekehrt
1: Bestimme Matchingkante e∆ = (t, s′(ST )), wobei s′ SA-Wert von t′
2: Erzeuge erweiterte Kante zu e∆ durch das Hinzufügen von t′ zur Menge ST
3: if t′ ist neues Tupel then
4: Erstelle neue Kante (t′, s({t})), wobei s SA-Wert von t ist
5: else
6: Bestimme Matchingkante e′∆ = (t′, s(S′T )), wobei s SA-Wert von t
7: Erzeuge erweiterte Kante zu e′∆ durch das Hinzufügen von t zur Menge S′T
8: end if
9: Füge beide Kanten in aktuelle Matchingtabelle ein
Erweiterungen von Tupeln erfolgen nach Algorithmus 7.3. Während der Algorithmus
für beliebige Anfragegraphen (vgl. Algorithmus 6.2) nur Erweiterungen mit neuen Tupeln
zulässt, werden bei SA-eindeutigen Anfragegraphen auch alte Tupel miteinander erweitert.
Theorem 7.5 (Korrektheit von Algorithmus 7.1) Seien G(n) = (G1, . . . , Gn) eine
SA-eindeutige Folge von Anfragegraphen und Gn+1 ein weiterer SA-eindeutiger Anfrage-
graph. Dann berechnet Algorithmus 7.1 ∆-top Matchings für G(n+1) in Laufzeit O(N4),
wobei N die Anzahl aller Tupel in der Datentabelle ist.
Beweis: Die Korrektheit von Satz 7.5 wird mithilfe einer Induktion über n bewiesen.
Offensichtlich werden alle möglichen ∆-top Matchings in G(1) durch die Zeilen 14 bis 16
berechnet. Man nehme nun an, für G(n) = (G1, . . . , Gn) seien alle ∆-top Matchings in
der Tabelle T (n)∆ gespeichert und Gn+1 sei ein weiterer SA-eindeutiger Anfragegraph. Zu
zeigen ist, dass die erweiterten Matchings ∆-top in G(n+1) sind und es keine weiteren
∆-top Matchings gibt, die nicht gespeichert werden. Matchings werden gelöscht, wenn
keine Erweiterungen existieren, die ∆2-Matchings bezüglich des Originalmatchings sind
(vgl. Zeilen 5 und 11). Erweiterungen nach Zeile 10 führen zu ∆-top Matchings, was für
neue Tupel offensichtlich ist und für alte Tupel aus Lemma 7.4 folgt. Da Matchings mit
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allen möglichen Kanten gebildet werden, ist ebenfalls sichergestellt, dass auch alle ∆-top
Matchings in G(n+1) gefunden werden.
In der Matchingtabelle existiert für jedes Tupel und jeden SA-Wert höchstens eine ∆-top
Matchingkante, die wiederum höchstens O(N) Tupel enthält. Demzufolge kann die Größe
von T (n)∆ für jedes n mit O(N3) abgeschätzt werden. Da in jedem Teilgraphen ebenfalls
höchstens O(N) Tupel vorkommen, ist die Anzahl der Tupelvergleiche in Algorithmus 7.1
durch O(N4) beschränkt.4 Während das Einfügen von Kanten in die Tabelle nur konstante
Zeit benötigt, kann sich das Löschen von Kanten rekursiv fortsetzen. Allerdings kann
für jedes Tupel und jeden SA-Wert nur höchstens eine Matchingkante entfernt werden,
wodurch das Löschen aller Kanten nur O(N3) benötigt.
Erweiterungen von Matchings in SA-eindeutigen Anfragegraphen nach Algorithmus Be-
rechne ∆-top Matchings werden mithilfe der bereits in Abbildung 7.1 eingeführten Gra-





















































ID SA G(1) G(2)
1 A B(2), C(3), D(4) B(2, 5), C(3, 6)
2 B A(1), C(3), D(4) A(1), C(3), D(4)
3 C A(1), B(2), D(4) A(1), B(2), D(4)
4 D A(1), B(2), C(3) B(2), C(3)
5 B A(1), C(6)
6 C A(1), B(5)
(g) ∆-top Matchingtabelle
Abbildung 7.4: ∆-top Matchings für G(2) = (G1, G2). In (c) bis (f) sind exemplarisch nur
vier der in der ∆-top Matchingtabelle gespeicherten Matchings dargestellt.
4Diese Abschätzung kann verschärft werden, indem zum Beispiel die Tupel in den Matchingkanten und
Graphen zuvor sortiert werden.
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Beispiel 7.3 Abbildung 7.4 zeigt in (a) eine Folge von Anfragegraphen G(2), die sich aus
dem bereits in Abbildung 7.3 eingeführten Graphen G1 und dem Graphen G2 aus Abbil-
dung 7.1 zusammensetzt. ∆-top Matchings für G(2) werden aus den Matchings für G(1)
(siehe Abbildung 7.3 bzw. Spalte G(1) in (g)) berechnet.M(1)1 kann sehr einfach erweitert
werden, indem in G2 Tupel 1 mit B(5) und 5 mit A(1) matchen. Dafür wird die dazuge-
hörige Matchingkante (1, B(2)) mit B(5) zu (1, B(2, 5)) erweitert. Gleichzeitig entsteht die
Gegenkante (5, A(1)). Analoges gilt für M(1)2 , während M
(1)
3 gelöscht werden muss, da in
G2 kein SA-Wert D vorkommt. Dementsprechend wird die Kante (1, D(4)) zusammen mit
der Gegenkante (4, A(1)) aus der Tabelle entfernt. In (c) bis (f) sind exemplarisch nur vier



















































ID SA G(1) G(2) G(3)
1 A B(2), C(3), D(4) B(2, 5), C(3, 6) –
2 B A(1), C(3), D(4) A(1), C(3), D(4) C(3, 6), D(4)
3 C A(1), B(2), D(4) A(1), B(2), D(4) B(2)
4 D A(1), B(2), C(3) B(2), C(3) B(2)
5 B A(1), C(6) C(6)
6 C A(1), B(5) B(5, 2)
(e) ∆-top Matchingtabelle
Abbildung 7.5: ∆-top Matchings für G(3) = (G1, G2, G3).M(3)4 aus (c) entsteht durch das
Vereinigen von M(2)4 und M
(2)
7 in G(2) (vgl. Abbildung 7.4).
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Beispiel 7.4 Abbildung 7.5 zeigt in (a) eine Folge von Anfragegraphen G(3), die sich aus
dem bereits in Abbildung 7.4 eingeführten Anfragegraphen G(2) und dem Graphen G3 aus
Abbildung 7.1 zusammensetzt. In G(3) existieren nur noch zwei ∆-top Matchings, die in
(c) und (d) angegeben sind.
Beispielsweise muss Matching M(2)1 gelöscht werden, da in G3 kein SA-Label A vor-
kommt. Dazu müssen, nachdem die entsprechende Kante (2, A(1)) entfernt wurde, auch
die Kanten (1, B(2, 5)) und (5, A(1)) aus der Tabelle entfernt werden. Kante (2, C(3)) des
Matchings M(2)4 kann mit C(6) erweitert werden, denn Tupel 6 kann mit B(2) erweitert
werden, da eine Kante (6, B(5)) existiert. Das entstehende Matching M(3)4 ist eine Verei-
nigung der Matchings M(2)4 und M
(2)
7 aus Abbildung 7.4. Im Gegensatz dazu muss das
Matching M(2)6 gelöscht werden. Die darin enthaltene Kante (4, C(3)) könnte zwar mit
C(6) erweitert werden, 6 allerdings nicht mit D(4). Das gilt, da 6 ein altes Tupel ist und
keine Matchingkante besitzt, die den SA-Wert D enthält.
7.5 Beliebige Anfragegraphen
Für SA-eindeutige Anfragegraphen ist in Algorithmus 7.1 ein Verfahren angegeben, mit
dem Matchings und damit Zuordnungen von sensiblen Werten zu Tupeln berechnet wer-
den können. Zusätzliche Erweiterungsalgorithmen werden dabei nicht benötigt. Allerdings
bleibt die starke Einschränkung, dass jeder SA-Wert nur einmal pro Graph vorkommen
darf. Um diesen Ansatz auch auf beliebige Graphen auszudehnen, wird in diesem Abschnitt













































Abbildung 7.6: Partitionierung eines Anfragegraphen
Abbildung 7.6 zeigt in (a) einen Anfragegraphen Gn+1, der aus je neun Tupel- und
SA-Knoten besteht. Da die Darstellung solch großer Graphen recht unübersichtlich ist
und in diesem Abschnitt keine Matchings veranschaulicht werden müssen, wird in (b)
eine alternative Darstellung gewählt. Dabei werden alle Tupel mit den dazugehörigen SA-
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ID SA G(n) G(n+1)v1 a(t)v1 G
(n+1)
v2 a(t)v2
1 A B(x1.1), D(x1.2) D(x1.2, 8) 2 B(x1.1, 2), D(x1.2, 6) 3
2 B A(x2.1), D(x2.2) – 1 A(x2.1, 1), D(x2.2, 6) 3
3 A C(x3.1), D(x3.2) – 1 C(x3.1, 4), D(x3.2, 8) 3
4 C A(x4.1), B(x4.2) A(x4.1, 7) 2 A(x4.1, 3) 2
5 C A(x5.1), E(x5.2) – 1 A(x5.1, 7), E(x5.2, 9) 3
6 D A(x6.1), B(x6.2) – 1 A(x6.1, 1), B(x6.2, 2) 3
7 A C(x7.1) C(x7.1, 4) 2 C(x7.1, 5) 2
8 D neu A(1) 2 A(3) 2
9 E neu – 1 A(5) 2
Tabelle 7.1: ∆-top Matchingtabelle für beide Partitionierungen aus Abbildung 7.6
Werten in Tabellenform aufgelistet. Anstelle der Kanten werden die Signaturen der Tupel
aus der ∆-top Matchingtabelle für G(n) angegeben. Da die Signatur eines Tupels die Menge
aller SA-Werte aus Matchingkanten des Tupels ist,5 sind daraus die Kanten des Graphen
leicht ableitbar. Beispielsweise haben Tupel 1 und 2 jeweils Kanten zu allen SA-Knoten
mit Label A, B oder D sowie Tupel 3 zu allen Knoten mit Label A, C oder D. Die neuen
Tupel (hier 8 und 9) haben immer Kanten zu allen SA-Knoten.
Offensichtlich ist Gn+1 kein SA-eindeutiger Anfragegraph, woraus folgt, dass die im vori-
gen Abschnitt eingeführten Algorithmen nicht angewendet werden können. Allerdings gilt,
dass Gn+1 das Ergebnis einer Anfrage darstellt und für die Tupel (bzw. Individuen, die
zu den Tupeln gehören) ein vorgegebenes Schutzkriterium gelten soll. Wenn beispielsweise
2-assign Anonymität die Vorgabe war, können anstelle eines Ergebnisses mit neun Tupeln
auch mehrere Ergebnisse mit viel weniger Tupeln zurückgegeben werden. Die Vereinigung
dieser Ergebnisse (auch Partitionen genannt) entspricht dann der Gesamtergebnismenge.
Zwei mögliche Partitionierungen sind in (c) und (d) dargestellt und haben die Eigenschaft,
dass in jeder Partition kein SA-Wert mehrfach vorkommt. Daraus können wiederum An-
fragegraphen erzeugt werden, die SA-eindeutig und Teilgraphen von Gn+1 sind. Um im
Allgemeinen Algorithmen für SA-eindeutige Anfragegraphen auch für beliebige Graphen
zu verwenden, werden letztere in Teilgraphen partitioniert, sodass jeder entstehende Graph
SA-eindeutig ist. Anstelle des Gesamtgraphen werden dann die einzelnen Teilgraphen be-
arbeitet.
Durch das Partitionieren von Graphen kann es allerdings vorkommen, dass Matchings
gelöscht werden, die im Gesamtgraphen hätten erweitert werden können. Zusätzliche Mat-
chings können offensichtlich nicht entstehen. Für die beiden Partitionierungen in (c) und
(d) sind die entstehenden ∆-top Matchingtabellen in Tabelle 7.1 berechnet worden. Dabei
stehen alle Variablen xi für Tupel oder Tupelmengen, die hier nicht dargestellt sind. In
Spalte G(n) ist die Tabelle vor der Bearbeitung des Graphen Gn+1 gegeben, aus der sich die
Signaturen der Tupel ablesen lassen. Die Tabelle, die entsteht, wenn Algorithmus Berech-
ne ∆-top Matchings auf die drei SA-eindeutigen Graphen aus Abbildung 7.6c angewendet
wird, ist in Spalte G(n+1)v1 dargestellt. In diesem Fall fallen sehr viele Matchingkanten bezie-
hungsweise SA-Werte weg, sodass der minimale Anonymitätsgrad nur noch 1 beträgt. Das
bedeutet, dass hier eine Verletzung des Schutzkriteriums vorliegt. Bei der Partitionierung
nach Abbildung 7.6d wird insgesamt nur eine Matchingkante gelöscht und der minimale
5Vgl. Definition 4.10.
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Anonymitätsgrad beträgt 2. Die erste Partitionierung ist damit sehr viel schlechter als
die zweite, da viel mehr Zuordnungen von Tupeln zu SA-Werten wegfallen als nötig. Die
Herausforderung bei diesem Ansatz ist demnach, eine Partionierung zu wählen, durch die
möglichst wenige Verletzungen des Schutzkriteriums entstehen.
7.5.1 Der erste Graph
Ein einfacher Fall liegt vor, wenn in einem Anfragegraphen nur neue Tupel vorhanden sind,
wie zum Beispiel bei der ersten Anfrage G1. Neue Tupel haben noch keine Signatur und
können prinzipiell mit jedem SA-Wert matchen. Demzufolge muss bei einer Partitionierung
von neuen Tupeln nur darauf geachtet werden, dass die einzelnen Partitionen groß genug


















































Abbildung 7.7: Partitionierung des ersten Anfragegraphen
ID SA G(1)k=2 a(t)k=2 G
(1)
k=3 a(t)k=3
1 A C(4), E(9) 3 B(2), D(6) 3
2 B D(8) 2 A(1), D(6) 3
3 A C(5) 2 C(4), D(8) 3
4 C A(1), E(9) 3 A(3), D(8) 3
5 C A(3) 2 A(7), E(9) 3
6 D A(7) 2 A(1), B(2) 3
7 A D(6) 2 C(5), E(9) 3
8 D B(2) 2 A(3), C(4) 3
9 E A(1), C(4) 3 C(5), A(7) 3
Tabelle 7.2: ∆-top Matchingtabelle für beide Partitionierungen aus Abbildung 7.7
In Abbildung 7.7 ist in (a) ein Anfragegraph G1 dargestellt, der aus neun neuen Tupeln
und SA-Werten besteht und nicht SA-eindeutig ist. Für das Partitionieren in SA-eindeutige
Anfragegraphen gibt es mehrere Möglichkeiten. Die Anzahl entstehender Partitionen wird
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dabei durch das Vorkommen des häufigsten SA-Wertes bestimmt. Da es insgesamt drei
Tupel mit SA-Wert A gibt, müssen mindestens drei Partitionen erstellt werden, die je-
weils ein Tupel mit SA-Wert A enthalten. Damit keine Verletzungen der Privatsphäre
entsteht, muss in jeder Partition das Schutzkriterium erfüllt sein. Angenommen, es soll
k-assign Anonymität mit k = 2 gelten, dann muss jede Partition aus mindestens zwei
Tupeln bestehen. Sei n die Anzahl aller Tupel im Graphen, dann können höchstens nk
solcher Partitionen erstellt werden. Für k = 2 sind das ⌊92⌋ = 4 und für k = 3 höchstens
⌊93⌋ = 3 Partitionen. (b) und (c) zeigen für diese beiden Fälle mögliche Partitionierungen,
die die genannten Eigenschaften erfüllen. Für k = 3 sind in (d) die SA-eindeutigen Anfra-
gegraphen dargestellt, die aus den Partitionen konstruiert werden können. In Tabelle 7.2
sind für beide Möglichkeiten die entsprechenden ∆-top Matchingtabellen und jeweils der
Anonymitätsgrad der einzelnen Tupel angegeben.
Wenn k ≥ 4 gilt, müssen mindestens ⌊94⌋ = 2 Partitionen erstellt werden, damit das
Schutzkriterium erfüllt wird. Da der SA-Wert A dreimal in G1 vorkommt, wäre eine der
beiden Partitionen dann aber nicht SA-eindeutig. Im Umkehrschluss würde aber eine Par-
titionierung in drei Teile wie zum Beispiel in Abbildung 7.7c zu einer Verletzung der
Privatsphäre führen.
Algorithmus 7.4 Partitioniere Tupel
Eingabe: ST : Menge von Tupeln, k: Wert für k-assign Anonymität
Ausgabe: P1, . . . , Pm: SA-eindeutige Mengen von Tupeln (Partitionierung)
1: smax ← Anzahl Tupel aus ST mit dem häufigsten SA-Wert









7: Sortiere ST , sodass jeweils alle Tupel mit gleichem SA-Wert hintereinander stehen
8: i← 0
9: for all Tupel t ∈ ST do
10: Füge t in Pi ein
11: i← (i + 1) mod m
12: end for
Analog zum Begriff der SA-eindeutigen Anfragegraphen heißt eine Menge von Tupeln
SA-eindeutig, wenn jeder enthaltene SA-Wert höchstens einmal vorkommt.6 Algorith-
mus 7.4 zeigt ein Verfahren, das eine gegebene Menge ST von Tupeln nach den vorge-
stellten Kriterien in SA-eindeutige Teilmengen partitioniert. Dabei wird die Anzahl der
Partitionen m so gesetzt, dass möglichst viele Partitionen entstehen ohne k-assign Anony-
mität zu verletzen. Ist das nicht möglich, entstehen Tupelmengen, die zwar weniger als k
Elemente beinhalten, dafür aber auf jeden Fall SA-eindeutig sind.
Beispiel 7.5 Die Partitionierungen in Abbildung 7.7b und 7.7c wurden mit Algorithmus
Partioniere Tupel berechnet, wobei die SA-Werte jeweils alphabetisch sortiert wurden.
6Man beachte, dass SA-eindeutige Mengen von Tupeln nichts mit (streng) eindeutig augmentierenden
Mengen von Pfaden zu tun haben (vgl. Definition 6.5 auf Seite 185).
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Ist eine Folge von Anfragegraphen G(n) = (G1, . . . , Gn) gegeben, kann aus G1 nach dem
vorgestellten Verfahren eine Menge von SA-eindeutigen Anfragegraphen erstellt werden.
Dazu wird die Menge aller Tupel aus G1 mithilfe von Algorithmus 7.4 in mehrere SA-
eindeutige Mengen P1, . . . , Pm partitioniert. Aus jeder dieser Mengen kann wiederum ein
SA-eindeutiger Anfragegraph G11 , . . . , G1m konstruiert werden. Die Besonderheit ist, dass
alle Tupel in allen Graphen G1i neue Tupel sind.
7.5.2 Clustern der alten Tupel
Ist ein Anfragegraph gegeben, der aus alten und eventuell neuen Tupeln besteht, können
Partitionierungen schnell zu schlechten Ergebnissen führen. In Abbildung 7.6 sind zwei
mögliche Partitionierungen angegeben, wobei in einer Variante viel mehr Verletzungen des
Schutzkriteriums entstehen als in der anderen. Beide Varianten erfüllen aber die Eigen-
schaften, dass jeder SA-Wert höchstens einmal vorkommt, und haben identische Größen
der einzelnen Teile. Da das Ziel lautet, möglichst wenige Verletzungen zu erhalten, muss























Abbildung 7.8: Partitionierung eines Anfragegraphen
Aus dem bereits in Abbildung 7.6 eingeführten Anfragegraphen Gn+1 soll beispielhaft
das Partitionieren von vier Tupeln näher untersucht werden. Abbildung 7.8 zeigt in (a)
die Tupel 1, 5, 6 und 7 mit ihren SA-Werten und Signaturen. Da die Signatur von 1 die
SA-Werte A, B und D enthält, wobei A der originale SA-Wert von 1 ist, gibt es nur ∆-top
Matchings, in denen 1 mit B oder D matcht. Analog gibt es Matchings, die die Kanten
(5, A), (5, E), (6, A), (6, B) oder (7, C) enthalten. Diese Matchings können nur erweitert
werden, wenn die Tupel in einem Graphen beziehungsweise in einer Partition mit den
jeweiligen SA-Werten vorkommen.
Eine mögliche Partitionierung ist in (b) angegeben, bei der die Tupel 1 und 5 sowie 6
und 7 jeweils eine Partition bilden. Hierbei gilt, dass das Matching mit der Kante (5, A) auf
jeden Fall gelöscht werden muss, obwohl der SA-Wert A in der Partition vorkommt. Das
liegt daran, dass das Tupel 1, welches den originalen SA-Wert A hat, keine Matchingkante
mit dem SA-Wert C besitzt.7 Aus analogem Grund muss auch das Matching mit der Kante
(6, A) in der zweiten Partition gelöscht werden.
Wesentlich besser ist es, eine Partitionierung wie in (c) zu erstellen, in der mehrere
Kanten beziehungsweise Matchings erweitert werden können. In diesem Fall kann Tupel
1 mit 6 sowie 5 mit 7 erweitert werden, was zu Matchings mit den Kanten (1, D(5)) und
(5, A(1)) sowie (5, A(7)) und (7, C(5)) führt. Sind andererseits die Tupel 5 und 6 zusammen
in einer Partition (siehe (d)), müssen nicht zwingend Kanten gelöscht werden. 5 hat kein
7Vgl. Algorithmus 7.1 auf Seite 204.
212
7.5 Beliebige Anfragegraphen
Matching mit dem SA-Wert von 6 und umgekehrt. Sofern hier noch weitere Tupel mit
den SA-Werten A, B, D oder E hinzugefügt werden, können sogar eventuell alle Kanten
erweitert werden.
Zusammenfassend kann man drei Fälle unterscheiden, wann zwei Tupel in einem Teil-
graphen zusammen sein sollten und wann eher nicht. Seien t und t′ zwei alte Tupel mit den
originalen SA-Werten s beziehungsweise s′. Wenn s ∈ Sig(t′), aber s′ /∈ Sig(t) gelten, muss
ein Matching gelöscht werden und dementsprechend sollten t und t′ in diesem Fall eher
nicht im selben Teilgraphen vorkommen.8 Das gleiche Ergebnis folgt natürlich auch, wenn
beide SA-Werte identisch sind. Wenn s ̸= s′, s ∈ Sig(t′) und s′ ∈ Sig(t) gelten, können
zwei ∆-top Matchingkanten erweitert werden und t und t′ können im selben Teilgraphen
vorkommen.9 Im letzten Fall gelten s ̸= s′, s /∈ Sig(t′) und s′ /∈ Sig(t), was zu keinem
Löschen, aber auch keinem Erweitern führt. Die Frage, ob t und t′ im selben Teilgraphen
vorkommen sollten, ist hierbei von anderen Tupeln abhängig.10
Aus diesen Beobachtungen wird ein Algorithmus abgeleitet, der Tupel entsprechend
den drei vorgestellten Fällen zu Teilgraphen zuordnet. Dabei wird für jedes Tupel der
Teilgraph berechnet, in dem das Tupel am nützlichsten ist. Ein Tupel hat einen Nutzen
für ein anderes Tupel, wenn es mit diesem erweitert werden kann (und umgekehrt). Ein Tu-
pel schadet11 einem anderen Tupel, wenn Matchingkanten gelöscht werden müssen, sofern
beide Tupel in einem Graphen vorkommen. Da der Algorithmus Entscheidungen mithilfe
einer Nutzenfunktion trifft, spricht man von einem Clustering12 anstelle von einer Parti-
tionierung. Entsprechend heißen die entstehenden Teilmengen von Tupeln Cluster , wobei
mit dem Begriff Clustering insbesondere auch die Menge aller Cluster bezeichnet wird.
Verfahren, mit deren Hilfe beliebige Objekte in Cluster aufgeteilt werden können, werden
unter dem Begriff der Clusteranalyse zusammengefasst. An dieser Stelle wird auf eine all-
gemeine Einführung in dieses Themengebiet verzichtet, da nur ein spezieller Algorithmus
benötigt wird.13
Clusterkriterium Als Erstes wird ein Kriterium festgelegt, das in jedem Cluster gelten
soll. Dabei wird ein pessimistischer Ansatz gewählt, das heißt, in keinem Cluster sollen
Tupel vorkommen, die einander schaden. Folglich gilt in jedem Cluster, dass der SA-Wert
eines Tupels genau dann in der Signatur eines anderen enthalten ist, wenn das gleiche
auch umgekehrt gilt. Sei C ein Cluster von Tupeln, dann muss für alle enthaltenen Tupel
t und t′ mit den originalen SA-Werten s beziehungsweise s′ gelten:
s ̸= s′ (7.1)
s ∈ Sig(t′)⇔ s′ ∈ Sig(t). (7.2)
8Vgl. Gn+1v1 aus Abbildung 7.8b.
9Vgl. Gn+1v2 aus Abbildung 7.8c.
10Vgl. Gn+1v3 aus Abbildung 7.8d.
11Hierbei kann auch vom negativen Nutzen gesprochen werden.
12Da sich der englische Begriff „Clustering“ in der deutschen Fachliteratur durchgesetzt hat, wird er in
dieser Arbeit anstelle eines deutschen Äquivalents verwendet.
13Gute Einführungen in das Thema Clusteranalyse geben zum Beispiel die Bücher von Bacher et al. [4]
sowie Kaufman und Rousseeuw [78].
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Um den Nutzen zu berechnen, den ein Tupel zu einem anderen Tupel beziehungsweise
einem Cluster hat, wird eine Funktion sim definiert.14 Sie gibt an, wie viele SA-Werte
einzelner Tupel erweitert werden oder auf jeden Fall erhalten bleiben. Wenn der SA-Wert
eines Tupels t in der Signatur eines anderen Tupels t′ vorkommt und umgekehrt, können
beide Tupel miteinander erweitert werden. Dabei werden insgesamt zwei ∆-top Matching-
kanten erweitert (von jedem Tupel eine) und somit bleiben zwei SA-Werte erhalten.15
Folglich wird in diesem Fall sim(t, t′) = 2 definiert. Sind die SA-Werte von t beziehungs-
weise t′ jeweils nicht in der Signatur des anderen Tupels enthalten, werden Matchings
weder gelöscht noch erweitert. Der Nutzen wird dementsprechend auf 0 gesetzt. In allen
anderen Fällen müssen Matchings und damit SA-Werte gelöscht werden. Da hierbei auch
das Clusterkriterium verletzt ist, wird sim auf −∞ gesetzt.
Definition 7.2 (Nutzen- bzw. Ähnlichkeitsfunktion sim für alte Tupel) Seien t
und t′ zwei alte Tupel mit den originalen SA-Werten s beziehungsweise s′ sowie C ein
Cluster (Menge) von Tupeln. Dann ist die Funktion sim wie folgt definiert:
sim(t, t′) =
⎧⎪⎪⎨⎪⎪⎩
2, falls s ̸= s′, s ∈ Sig(t′) und s′ ∈ Sig(t)







Algorithmus 7.5 Clustere alte Tupel
Eingabe: ST : Menge von (alten) Tupeln
Ausgabe: C1, . . . , Cm: Clustering der Tupel aus ST
1: Füge jedes Tupel t ∈ ST , das den häufigsten SA-Wert aller Tupel hat, in ein neues
Cluster ein und entferne t aus ST
2: for all Tupel t ∈ ST do
3: Bestimme Cluster Ci mit größtem Wert für sim(t, Ci)
4: Fall 1: sim(t, Ci) > 0→ füge t in Cluster Ci ein
5: Fall 2: sim(t, Ci) = −∞→ füge t in ein neues Cluster ein
6: Fall 3: sim(t, Ci) = 0→ ordne t noch nicht zu
7: end for
8: Wiederhole die For-Schleife für alle noch nicht zugeordneten Tupel, wobei diesmal t
auch im Fall 3 in Ci eingefügt wird
Ein Verfahren, um alte Tupel mithilfe der sim-Funktion zu clustern, ist in Algorith-
mus 7.5 angegeben. Es basiert auf dem k-means-Algorithmus von Lloyd [96]16 und dem
Leader-Algorithmus von Hartigan [63]. Zuerst wird für jedes Tupel, das den am häufigs-
ten vorkommenden SA-Wert aller Tupel hat, jeweils ein Cluster erstellt. Danach wird für
jedes Tupel t das Cluster Ci berechnet, zu dem t den größten Nutzen hat. Je nachdem
14Beim Clustern wird häufig von Ähnlichkeit (engl. similarity) gesprochen. Da hier in gewisser Weise die
Ähnlichkeit von Signaturen untersucht wird, wird die Funktion mit sim benannt.
15Falls es bereits ein Matching mit t und t′ gibt, bleibt das Matching und damit zwei ∆-Matchingkanten
erhalten.
16Der Begriff k-means wurde allerdings zuerst von MacQueen [103] verwendet.
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ob der Wert der dafür verwendeten sim-Funktion positiv oder negativ ist, wird t in Ci
eingefügt oder bildet ein neues Cluster. Ein Spezialfall liegt vor, wenn der Nutzen Null ist.
Dann wird t zunächst zurückgestellt und in einem weiteren Durchlauf erneut betrachtet.
Durch das Einfügen oder Erstellen von Clustern kann sich bei der zweiten Berechnung
der maximale sim-Wert verändern, sodass jetzt eine Entscheidung über die Zugehörigkeit
von t getroffen werden kann. Falls der Wert erneut Null ist, wird t diesmal in ein Cluster









Tabelle 7.3: Menge alter Tupel
Init 2 4 5 6
Ci sim Ci sim Ci sim Ci sim Ci
C1 {1} 2 {1, 2} −∞ {1, 2} −∞ {1, 2} 4 {1, 2, 6}
C2 {3} −∞ {3} 2 {3, 4} −∞ {3, 4} 2 {3, 4}
C3 {7} −∞ {7} 2 {7} 2 {5, 7} −∞ {5, 7}
Tabelle 7.4: Clustern von alten Tupeln nach Algorithmus 7.5
Beispiel 7.6 In Tabelle 7.3 sind die alten Tupel des bereits eingeführten Anfragegraphen
aus Abbildung 7.6 aufgelistet. Mithilfe von Algorithmus 7.5 soll ein Clustering erstellt
werden, wobei in jedem Cluster kein SA-Wert mehrfach vorkommen darf. Da der insgesamt
am häufigsten vorkommende SA-Wert das A ist, wird zu Beginn für jedes Tupel mit SA-
Wert A ein Cluster erstellt. Dabei entstehen die Cluster C1 = {1}, C2 = {3} und C3 = {7}.
Der weitere Ablauf des Algorithmus ist in Tabelle 7.4 skizziert. Seien die restlichen Tupel
entsprechend ihren IDs sortiert, dann wird zunächst Tupel 2 betrachtet und das Cluster
mit dem größten sim-Wert gesucht (vgl. Spalte „2“). Da sim(2, C1) = sim(2, {1}) = 2
und sim(2, C2) = sim(2, {3}) = sim(2, C3) = sim(2, {7}) = −∞ gelten, wird 2 in das
Cluster mit 1 eingefügt. Für Tupel 4 gibt es zwei Cluster mit maximalem sim-Wert 2 (vgl.
Spalte „4“). Angenommen, Tupel 4 wird in C2 eingefügt, dann muss Tupel 5 danach in
C3 eingefügt werden. Für das letzte Tupel 6 gibt es zwei Cluster mit positivem sim-Wert,
wobei sim(6, C1) > sim(6, C2) gilt. Folglich wird 6 in das erste Cluster eingefügt und es
ergibt sich das Clustering C1 = {1, 2, 6}, C2 = {3, 4} und C3 = {5, 7}.
Ein komplexeres Clustering wird im Anhang in Beispiel A.22 auf Seite 298 berechnet.
Dabei werden insbesondere auch Tupel zurückgestellt und während der Bearbeitung ent-
stehen weitere Cluster.
Ist ein Anfragegraph Gn+1 gegeben, in dem mindestens ein SA-Wert mehrfach vor-
kommt, werden die Tupel aus Gn+1 in alte und neue Tupel unterteilt. Alte Tupel werden
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mithilfe von Algorithmus 7.5 geclustert, sodass in jedem Cluster jeder SA-Wert höchstens
einmal vorkommt. Das nächste Kapitel zeigt, wie die neuen Tupel den bereits vorhandenen
Clustern zugeordnet werden.
7.5.3 Clustern der neuen Tupel
Enthält ein Anfragegraph beziehungsweise eine Menge neue Tupel, können diese analog
zu den alten Tupeln geclustert werden. Allerdings haben sie noch keine Signatur, wodurch
die Definition des Nutzens der Tupel angepasst werden muss. Ein neues Tupel tneu hat
einen Nutzen für ein altes talt, wenn talt mit tneu erweitert werden kann. Das ist der Fall,







ID SA G(n) G(n+1)
1 A B(x1.1), D(x1.2) D(x1.2, 3)
2 C A(x2.1), B(x2.2) –
3 D A(1), E(4)
4 E D(3)
(b) ∆-top Matchingtabelle
Abbildung 7.9: Clustern von alten Tupeln nach Algorithmus 7.5
Abbildung 7.9 zeigt in (a) einen Anfragegraphen, der aus den alten Tupeln 1 und 2 sowie
den neuen Tupeln 3 und 4 besteht. In (b) ist die entsprechende ∆-top Matchingtabelle
dargestellt. Kante (1, D(x1.2)) kann mit dem neuen Tupel 3 erweitert werden, da D der
SA-Wert von 3 ist. Das ist auch daran erkennbar, dass D in der Signatur von 1 enthalten
ist. Dagegen müssen alle anderen Kanten gelöscht werden, da sie nicht erweitert werden
können. Aus beiden neuen Tupeln 3 und 4 entsteht aber auch ein neues Matching, wel-
ches die Kanten (3, E(4)) und (4, D(3)) enthält. Demzufolge nützen sich neue Tupel auch
gegenseitig. Diese Zusammenhänge werden durch die sim-Funktion genauso wie für alte
Tupel abgebildet.
Definition 7.3 (Nutzen- bzw. Ähnlichkeitsfunktion sim für neue Tupel) Seien
tneu, t′neu zwei neue und talt ein altes Tupel mit den originalen SA-Werten sneu, s′neu




2, falls sneu ̸= salt und sneu ∈ Sig(talt)
0, falls sneu /∈ Sig(talt)




2, falls sneu ̸= s′neu






Definition 7.3 gewährleistet, dass die sim-Funktion weiterhin die Anzahl der SA-Werte
angibt, die durch das Hinzufügen eines Tupels zu einem anderen Tupel beziehungswei-
se Cluster auf jeden Fall erhalten bleiben. Werden neue Tupel allerdings mithilfe dieser
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Funktion und Algorithmus 7.5 geclustert, können Clusterings entstehen, die zwar zu vie-
len Matchings führen, aber offensichtlich auch mehr Verletzungen des Schutzkriteriums








Tabelle 7.5: Menge alter Tupel
Init 3 4 5 6
Ci sim Ci sim Ci sim Ci sim Ci
C1 {1} 2 {1, 3} 4 {1, 3, 4} 6 {1, 3, 4, 5} 8 {1, 3, 4, 5, 6}
C2 {2} 0 {2} 0 {2} 2 {2} 2 {2}
Tabelle 7.6: Clustern von neuen Tupeln nach Algorithmus 7.5
Tabelle 7.5 zeigt einen Anfragegraphen, der geclustert werden soll. Dieser Vorgang ist
in Tabelle 7.6 skizziert. Die beiden alten Tupel 1 und 2 führen zunächst zu den beiden
Clustern C1 = {1} und C2 = {2}. Das neue Tupel 3 hat den maximalen sim-Wert von 2
zu C1, da der SA-Wert von 3 in der Signatur von 1 enthalten ist. Das zweite neue Tupel 4
wird ebenfalls in C1 eingefügt, da es dem alten Tupel 1 und dem eben eingefügten neuen
Tupel 3 nützlich ist. Tupel 5 hat zu beiden Clustern einen positiven sim-Wert. In C2 würde
es dem alten Tupel 2 nutzen und in C1 den beiden neuen Tupeln 3 und 4. Folglich wird
auch dieses Tupel in C1 eingefügt. Da das letzte neue Tupel 6 aus analogem Grund auch
in C1 einsortiert wird, müssen die Matchings mit den Kanten (2, D) und (2, E) gelöscht
werden. Offensichtlich wäre es besser, Tupel 5 und 6 in C2 einzufügen, denn dann müsste
kein Matching gelöscht werden.
Wenn in einem Cluster mehrere neue Tupel eingefügt wurden, hat dieses Cluster immer
auch einen positiven Nutzen zu anderen neuen Tupeln. Je mehr Tupel bereits vorhanden
sind, um so wahrscheinlicher ist es daher, dass noch weitere (mit jeweils anderen SA-
Werten) hinzukommen. Es ist also die Tendenz vorhanden, dass ein großes Cluster entsteht,
in dem alle SA-Werte einmal vorkommen. Matchingkanten von alten Tupeln in anderen
kleineren Clustern werden somit viel häufiger gelöscht als nötig.
Die Lösung dieses Problems ist, beim Clustern von neuen Tupeln alte Tupel bevorzugt
zu behandeln. Beispielsweise ist es bei k-assign Anonymität egal, wie der SA-Wert weite-
rer neuer Tupel ist, die zusätzlich in C1 aus dem vorigen Beispiel eingefügt werden. Die
vorhandenen neuen Tupel können Matchings mit jedem beliebigen SA-Wert bilden. Tupel
2 in Cluster C2 benötigt aber auf jeden Fall ein Tupel mit dem SA-Wert D oder E. Das
führt zu der Idee eines zweistufigen Clusterings. Zunächst wird in der ersten Stufe bezie-
hungsweise Phase der sim-Wert eines neuen Tupels und eines Clusters nur mithilfe der im
Cluster vorhandenen alten Tupel berechnet. Neue Tupel werden somit nur in die Cluster
einsortiert, in denen sie einen positiven Nutzen zu alten Tupeln haben. Wenn sie keinem
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alten Tupel etwas nutzen, werden sie zunächst zurückgestellt und noch nicht zugeordnet.
In der zweiten Phase werden beim Berechnen der sim-Funktion auch andere neue Tupel
beachtet, allerdings mit einer weiteren Einschränkung. Ist beispielsweise 3-assign Anony-
mität gefordert, muss in Cluster C1 aus Tabelle 7.6 außer 3 und 4 kein weiteres neues
Tupel eingefügt werden, denn alle Tupel erfüllen bereits das Kriterium. In solchen Fällen
erfolgt auch in der zweiten Phase die Berechnung des sim-Wertes nur mithilfe der alten
Tupel.
Für die erste Phase wird eine andere sim-Funktion benötigt, bei der der Nutzen von
zwei neuen Tupeln mit Null angeben wird.
Definition 7.4 (Nutzen- bzw. Ähnlichkeitsfunktion sim0 für neue Tupel) Seien t
und t′ zwei Tupel mit den originalen SA-Werten s beziehungsweise s′ sowie C ein Cluster
(Menge) von Tupeln. Dann ist die Funktion sim0 wie folgt definiert:
sim0(t, t′) =
{







Algorithmus 7.6 Clustere neue Tupel
Eingabe: C1, . . . , Cm: Clustering von alten Tupeln, ST : Menge von neuen Tupeln
Ausgabe: C ′1, . . . , C ′m: Clustering der neuen und alten Tupel
1: for all Tupel t ∈ ST do # Phase 1
2: Bestimme Cluster Ci mit größtem Wert für sim0(t, Ci)
3: if sim0(t, Ci) > 0 then
4: Füge t in Cluster Ci ein
5: end if
6: end for
7: for all noch nicht zugeordnete Tupel t ∈ ST do # Phase 2
8: Bestimme Cluster Ci mit größtem Wert für sim(t, Ci), beachte dabei nur Cluster
Ci, in denen das Schutzkriterium bei mind. einem neuen Tupel nicht erfüllt ist
9: if sim(t, Ci) > 0 then
10: Füge t in Cluster Ci ein
11: end if
12: end for
13: Clustere alle noch nicht zugeordneten Tupel mithilfe von Algorithmus 7.4
Algorithmus 7.6 erstellt ein Clustering der neuen Tupel nach dem beschriebenen Ver-
fahren. In Phase 1 wird der Nutzen eines neuen Tupels zu einem Cluster mittels sim0
berechnet, das heißt, der Nutzen von zwei neuen Tupeln zueinander ist Null. Alle Tupel,
die keinen positiven Nutzen zu irgendeinem Cluster haben, werden zunächst nicht zuge-
ordnet und später erneut betrachtet. In Phase 2 wird der Nutzen mit der ursprünglichen
sim-Funktion bestimmt. Es werden dabei aber nicht mehr alle Cluster betrachtet, sondern
nur noch die, in denen das Schutzkriterium bei mindestens einem neuen Tupel nicht erfüllt
ist. Das hat den Vorteil, dass in Clustern, in denen alle neuen Tupel das Schutzkriterium
erfüllen, keine weiteren neuen Tupel eingefügt werden. Das Cluster wird damit nicht mehr
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unnötig groß. Tupel, die auch nach dem zweiten Durchlauf keinem Cluster zugeordnet
wurden, werden mithilfe des Algorithmus 7.4 (Partitioniere Tupel) auf neue Partitionen
verteilt.
Init 3 4 5 6
Ci sim0 Ci sim0 Ci sim0 Ci sim0 Ci
C1 {1} 2 {1, 3} 2 {1, 3, 4} 0 {1, 3, 4} 0 {1, 3, 4}
C2 {2} 0 {2} 0 {2} 2 {2, 5} 2 {2, 5, 6}
Tabelle 7.7: Clustern von neuen Tupeln nach Algorithmus 7.6
Aus dem Beispiel in Tabelle 7.5 wird durch Algorithmus 7.6 ein anderes Clustering
erstellt als das in Tabelle 7.6. Der größte Unterschied besteht darin, dass für die neuen
Tupel der sim0-Wert berechnet wird. Das führt dazu, dass die Tupel 3 und 4 in Cluster
C1 sowie 5 und 6 in C2 eingefügt werden (siehe Tabelle 7.7). Die Phase 2 entfällt in diesem
Beispiel.
Angenommen, es gibt ein weiteres neues Tupel 7 mit SA-Wert F, dann gilt sim0(7, C1) =
sim0(7, C2) = 0 und 7 wird zunächst zurückgestellt. In Phase 2 von Algorithmus 7.6 müsste
für beide Cluster getestet werden, ob das Schutzkriterium bei allen neuen Tupeln erfüllt
ist. Beispielsweise führt Cluster C1 zu einer ∆-top Matchingtabelle, in der Tupel 3 die
beiden Kanten (3, A(1)) und (3, C(4)) sowie Tupel 4 die Kanten (4, A(1)) und (4, B(3))
besitzt. Das bedeutet, der aktuelle Anonymitätsgrad a∗ beider Tupel ist 3, wobei der
Begriff des aktuellen Anonymitätsgrades in diesem Kapitel analog zu Definition 6.2 ver-
wendet wird. Wenn 3-assign Anonymität verlangt ist, erfüllen beide neuen Tupel in C1
das Schutzkriterium. Da für die neuen Tupel in C2 analoge Werte gelten, wird 7 in keines
der beiden Cluster eingefügt. Ist hingegen 4-assign Anonymität gefordert, erfüllen jeweils
beide neuen Tupel in C1 und C2 nicht das Kriterium und es wird ein Nutzen mittels
sim-Funktion berechnet. Da sim(7, C1) = sim(7, C2) = 4, kann 7 diesmal in C1 oder C2
eingefügt werden.
Ob das Schutzkriterium bei neuen Tupeln während des Clusterns erfüllt ist, kann bei
k-assign Anonymität recht einfach und effizient überprüft werden. Dazu wird im Algo-
rithmus 7.6 für jedes Cluster C der kleinste vorkommende aktuelle Anonymitätsgrad der
neuen Tupel gespeichert. Wenn dieser Wert mindestens k ist, erfüllen alle neuen Tupel
in C k-assign Anonymität. Bezeichne Calt ⊆ C die Menge aller alten und Cneu ⊆ C die




Sei t ein neues Tupel, das in Cluster C eingefügt werden soll. Kommt noch kein anderes
neues Tupel in C vor, erhält t in diesem Fall eine Matchingkante zu den SA-Werten aller
alten Tupel, in deren Signatur der SA-Wert von t vorkommt. Die Anzahl dieser Tupel
ist nach Definition 7.3 sim(t,C)2 und der aktuelle Anonymitätsgrad von t ist um 1 größer.
Somit ist der minimale aktuelle Anonymitätsgrad der neuen Tupel nach dem Einfügen
a∗min((C ∪ {t})neu) =
sim(t, C)
2 + 1. (7.11)
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Wenn in C bereits mindestens ein neues Tupel vorhanden ist, gibt es zwei Möglichkeiten,
welches neue Tupel in (C∪{t})neu den minimalen aktuellen Anonymitätsgrad hat: entweder
das Tupel, dessen aktueller Anonymitätsgrad bereits in Cneu minimal war oder das neu
eingefügte Tupel t. Da sich der Grad von allen neuen Tupeln in C durch das Einfügen von
t um 1 vergrößert, folgt
a∗min((C ∪ {t})neu) = min{a∗min(Cneu) + 1,
sim(t, C)
2 + 1}. (7.12)
Im Anhang wird in Beispiel A.23 auf Seite 299 ein sehr umfangreiches Clustering der
neuen Tupel erstellt. Dabei wird insbesondere auch der aktuelle minimale Anonymitäts-
grad der neuen Tupel berechnet. Ein etwas kürzeres Beispiel folgt im nächsten Abschnitt.
7.5.4 Konstruktion von SA-eindeutigen Anfragegraphen
Mithilfe der vorgestellten Algorithmen 7.4, 7.5 und 7.6 kann aus einem gegebenen Anfrage-
graphen Gi eine Menge von jeweils SA-eindeutigen Anfragegraphen erstellt werden. Dazu
werden zuerst die alten Tupel aus Gi mithilfe von Algorithmus 7.5 geclustert. Danach
wird Algorithmus 7.6 verwendet, um den entstandenen Clustern neue Tupel zuzuweisen.
Aus allen neuen Tupeln, die in kein Cluster einsortiert wurden, werden mithilfe von Algo-
rithmus 7.4 weitere Cluster erstellt. Zum Schluss können aus allen Clustern SA-eindeutige
Anfragegraphen konstruiert werden. Dieses Vorgehen wird in Algorithmus 7.7 zusammen-
gefasst.
Algorithmus 7.7 Teile Anfragegraph
Eingabe: Gi: Anfragegraph
Ausgabe: Gi.1, . . . , Gi.m: SA-eindeutige Anfragegraphen mit Gi.j ⊆ Gi für alle j
1: if Gi ist SA-eindeutig then
2: return Gi
3: end if
4: Salt ← Menge aller alten Tupel aus Gi
5: Sneu ← Menge aller neuen Tupel aus Gi
6: Erstelle Clustering von Salt mithilfe von Algorithmus 7.5
7: Clustere neue Tupel aus Sneu mithilfe von Algorithmus 7.6
8: Dabei werden aus nicht einsortierten neuen Tupeln mithilfe von Algorithmus 7.4
neue Cluster erstellt
9: Erstelle aus allen Clustern jeweils einen Anfragegraphen Gi.j
Die Transformation eines beliebigen Anfragegraphen in eine Menge von SA-eindeutigen
Graphen wird im folgenden Beispiel erläutert.
Beispiel 7.7 Ein Anfragegraph Gn+1 ist in Abbildung 7.10 gegeben und besteht aus
vier alten und acht neuen Tupeln. Da Gn+1 nicht SA-eindeutig ist, werden mithilfe von
Algorithmus 7.7 Teilanfragegraphen erstellt, in denen kein SA-Wert mehrfach vorkommt.
Das Schutzkriterium sei k-assign Anonymität mit k = 3.
Tabelle 7.8 gibt einen Überblick über den gesamten Clusteringprozess. Als Erstes werden
die alten Tupel nach Algorithmus 7.5 geclustert. Dabei entstehen zwei Cluster C1 und C2


















(b) Menge neuer Tupel in Gn+1
Abbildung 7.10: Anfragegraph Gn+1
Init 3 4 5 6/7
Ci sim Ci sim Ci a
∗
min sim0 Ci a
∗
min sim0 Ci
C1 {1} 2 {1, 3} −∞ {1, 3} 0 −∞ {1, 3} 0 −∞ {1, 3}
C2 {2} −∞ {2} 2 {2, 4} 0 −∞ {2, 4} 0 0 {2, 4}
8 9 10
a∗min sim0 Ci a
∗
min sim0 Ci a
∗
min sim0 Ci
C1 0 2 {1, 3, 8} 2 4 {1, 3, 8, 9} 3 0 {1, 3, 8, 9}
C2 0 0 {2, 4} 0 2 {2, 4} 0 2 {2, 4, 10}
11 12 6
a∗min sim0 Ci a
∗
min sim0 Ci a
∗
min sim Ci
C1 3 0 {1, 3, 8, 9} 3 2 {1, 3, 8, 9, 12} 4 − {1, 3, 8, 9, 12}
C2 2 −∞ {2, 4, 10} 2 0 {2, 4, 10} 2 2 {2, 4, 6, 10}
Tabelle 7.8: Clustern von Tupeln nach Algorithmus 7.7
Tupel den Clustern zugeordnet, wobei mit sim0 zunächst der Nutzen nur zu alten Tupeln
berechnet wird. Die Tupel 5, 6 und 7 haben jeweils keinen positiven Nutzen und werden
vorerst zurückgestellt (vgl. Algorithmus 7.6). Da sim0(8, C1) = sim(8, {1, 3}) = 2 gilt,
wird Tupel 8 C1 zugeordnet und hat dort einen aktuellen Anonymitätsgrad von sim(8,C1)2 +
1 = 2. Tupel 9 hat zu beiden Clustern einen positiven sim0-Wert, wird aber ebenfalls in
C1 eingefügt, da sim0(9, C1) > sim0(8, C2) gilt. Der Anonymitätsgrad der neuen Tupel
ist danach a∗min((C1 ∪ {9})neu) = min{a∗min(C1neu) + 1,
sim(9,C1)
2 + 1} = min{3, 4} = 3. Die
weiteren Tupel 10 (in C2), 11 (zurückgestellt) und 12 (in C1) werden ähnlich behandelt.
In einem zweiten Schritt werden die vier neuen Tupel 5, 6, 7 und 11, die noch nicht
eingefügt wurden, erneut betrachtet. Da der minimale aktuelle Anonymitätsgrad der neuen
Tupel in C1 größer und in C2 kleiner als k ist, können Tupel nur in C2 eingefügt werden.
Es gilt sim(6, C2) = sim(6, 10) = 2 und Tupel 6 wird nun C2 zugeordnet.
Tupel 5, 6 und 11 können auch im zweiten Schritt in kein Cluster eingefügt werden
und werden zum Schluss mithilfe von Algorithmus 7.6 partitioniert. Dadurch entsteht eine
weitere Menge von Tupeln. Das resultierende Clustering ist in Abbildung 7.11 dargestellt.
Werden daraus die Anfragegraphen erstellt und ∆-top Matchings berechnet, muss die
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Labelkante (4, E) gelöscht werden. Somit entsteht eine Verletzung des Schutzkriteriums,
denn Tupel 4 hat nur noch eine ∆-top Matchingkante mit SA-Wert A (a(4) = 2 < k).




















Abbildung 7.11: Clustering von Gn+1
Wird ein Anfragegraph in mehrere SA-eindeutige Teilanfragegraphen zerlegt, werden
diese wie einzelne Anfragegraphen behandelt. Das bedeutet, die Berechnung von ∆-top
Matchings kann auf jeden einzelnen Teilanfragegraphen durchgeführt werden. Somit kön-
nen auch die Ideen und Algorithmen dieses Kapitels, wie insbesondere Algorithmus 7.1,
auf Anfragegraphen verwendet werden, die gegen die SA-Eindeutigkeit verstoßen. Algo-
rithmus 7.7 ist nur ein zusätzlicher Vorverarbeitungsschritt für Algorithmus 7.1 (Berechne
∆-top Matchings für SA-eindeutige Anfragegraphen). Damit ist der Ansatz in diesem Ka-
pitel eine echte Alternative zu den im Kapitel 5 vorgestellten Ideen und Algorithmen.
7.6 k-assign Anonymität durch Hinzufügen künstlicher sensibler
Werte
Trotz des Auftretens von Verletzungen des Schutzkriteriums gibt es auch bei SA-eindeuti-
gen Graphen Möglichkeiten, jede dazugehörige Anfrage zu beantworten. Ähnlich zu dem
Ansatz für allgemeine Anfragegraphen in Kapitel 5.6 werden dazu bei Bedarf künstliche
SA-Knoten eingefügt. Die entsprechenden resultierenden Ergebnisse enthalten neben al-
len realen auch zusätzliche SA-Werte. Um das zu erreichen, wird die Lösche-Routine (vgl.
Algorithmus 7.2) so verändert, dass Kanten nur genau dann entfernt werden, wenn da-
nach keine Verletzung von k-assign Anonymität vorliegt. Falls ein Tupel existiert, dessen
Anonymitätsgrad kleiner als k ist, wird der komplette Löschschritt rückgängig gemacht
und ein künstlicher SA-Knoten in den Graphen eingefügt. Die Details orientieren sich an
denen aus Kapitel 5.6, sodass an dieser Stelle nur auf Unterschiede eingegangen wird.
In SA-eindeutigen Anfragegraphen gibt es keine Verletzungen von ∆-Pfadkonformität
und das Erweitern von Matchings ist wesentlich einfacher als in beliebigen Graphen. In
Algorithmus 7.1 (Berechne ∆-top Matchings) existieren daher nur zwei Stellen, an de-
nen ∆-top Matchingkanten gelöscht werden. Kommt der gewünschte SA-Wert s′ nicht im
Graphen vor (Zeile 5), kann durch das Hinzufügen eines entsprechenden SA-Knotens die
gerade betrachtete Matchingkante erhalten bleiben. Dieser Schritt ist analog zum Verfah-
ren in Kapitel 5.6. Einen Unterschied dazu bildet hingegen der Löschschritt in Zeile 11. In
diesem Fall kann eine übergebene Matchingkante nicht mit einem Tupel erweitert werden,
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der enthaltene SA-Wert kommt allerdings bereits im Graphen vor.17 Das Einfügen eines
entsprechenden SA-Knotens würde demnach die SA-Eindeutigkeit verletzen.
Abhilfe schafft das in Kapitel 7.5.2 eingeführte Clusterkriterium. Es besagt, dass für
jeweils zwei alte Tupel in jedem Graphen gilt, dass der originale SA-Wert des einen genau
dann in der Signatur des anderen ist, wenn das auch umgekehrt der Fall ist. Solange es in
einem Anfragegraphen Gültigkeit hat, kann der beschriebene Löschfall nicht eintreten und
das Einfügen von SA-Knoten funktioniert analog zu den allgemeinen Anfragegraphen. Die
Herausforderung besteht demnach darin, künstliche SA-Knoten bereits dann einzufügen,
wenn das Clusterkriterium in einem Cluster nicht erfüllt ist. Das ist sogar unabhängig




















ID SA G(n) G′(n+1)
1 A B(x1.1), C(x1.2), D(7) B(x1.1, 2), C(x1.2, 3), D(7)
2 B A(x2.1), C(x2.2) A(x2.1, 1), C(x2.2, 3)
3 C A(x3.1), B(x3.2) A(x3.1, 1), B(x3.2, 2)
4 A B(x4.1), D(x4.2) B(x4.1, 5), D(x4.2, 7)
5 B A(x5.1), C(x5.2), D(x5.3) A(x5.1, 4), C(x5.2, 6), D(x5.3, 7)
6 C B(x6.1), D(x6.2) B(x6.1, 5), D(x6.2, 7)
7 D A(1), B(x7.1), C(x7.2) A(1), B(x7.1, 5), C(x7.2, 6)
(e) ∆-top Matchingtabelle
Abbildung 7.12: Erweiterung inkl. künstlicher SA-Knoten
Sei Gn+1 ein Anfragegraph, der aus den alten Tupeln 1 bis 7 bestehe und nicht SA-
eindeutig sei. Das in Kapitel 7.5 beschriebene Verfahren clustere die Tupel und erzeuge
zwei Anfragegraphen, die in Abbildung 7.12 in (a) und (b) dargestellt sind. Gn+11 enthalte
die Tupel 1 bis 3 und Gn+12 die Tupel 4 bis 7. Sei eine ∆-top Matchingtabelle für eine
Folge von n Anfragegraphen in (e) gegeben (Spalte G(n)). Die aufgelisteten Matchings
sollen mithilfe von Algorithmus 7.1 erweitert werden, wobei jedes xi.j für eine Menge
(bzw. Liste) von Tupeln stehe, die hier nicht angegeben sind.
Bei der Erweiterung der Matchings aus Gn+11 stellt sich heraus, dass die ∆-top Mat-
chingkante (1, D(7)) gelöscht werden muss, da kein Knoten mit SA-Wert D vorhanden
ist (Zeile 5). Dadurch muss auch die Gegenkante (7, A(1)) entfernt werden. Ist 3-assign
Anonymität gefordert, stellt das sowohl für Tupel 1 als auch für 7 kein Problem dar, denn
beide haben nach dem Entfernen einen Anonymitätsgrad von 3. Allerdings ist das Clus-
terkriterium in Gn+12 (bzw. im dazugehörigen Cluster) nicht mehr erfüllt. Tupel 4 hat den
17Vgl. z. B. Kante (4, C(3)) in Beispiel 7.4 auf Seite 208.
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originalen SA-Wert A und ein D in seiner Signatur. Nach dem Löschen enthält die Signa-
tur von Tupel 7 aber kein A mehr, wodurch Gleichung 7.2 verletzt ist. Das hat zur Folge,
dass später bei der Erweiterung der Matchings aus Gn+12 die Kante (4, D(x4.2)) gelöscht
werden muss (Zeile 11). Im dargestellten Beispiel würde damit 3-assign Anonymität bei
Tupel 4 verletzt werden. Wird hingegen ein künstlicher SA-Knoten mit Label D in Gn+12
eingefügt, um (4, D(x4.2)) erweitern zu können, wäre der entstehende Graph nicht mehr
SA-eindeutig.
Dieses Problem kann umgangen werden, indem die Kante (1, D(7)), deren Löschen zur
Verletzung des Clusterkriteriums führte, nicht entfernt wird. Folglich muss bereits in den
Graphen Gn+11 ein künstlicher SA-Knoten mit Label D eingefügt werden. Abbildung (c)
stellt den resultierenden Anfragegraphen G′n+11 dar.
Im Allgemeinen wird eine ∆-top Matchingkante aus einem Graphen Gi.j nicht gelöscht,
wenn ein Graph Gi.k existiert, in dem durch das Löschen eine Verletzung des Clusterkri-
teriums hervorgerufen wird. Dabei werden alle noch nicht bearbeiteten Graphen Gi.k des
Clusterings, welches für den Ursprungsgraphen Gi erzeugt wurde, überprüft. Die Umset-
zung dieser Idee erfolgt in Algorithmus 7.2 (Lösche). Für das in der übergebenen Mat-
chingkante enthaltene Tupel t werden alle Cluster getestet, die t enthalten. Bei Bedarf
wird das Löschen durch das Einfügen eines künstlichen SA-Knotens in Gi.j verhindert.
Als Letztes sei erwähnt, dass bei einer Verletzung bei einem neuen Tupel darauf geachtet
werden muss, nur SA-Werte hinzuzufügen, die noch nicht im Anfragegraphen vorhanden
sind. Ein Ziel dabei lautet, Werte nicht willkürlich auszuwählen, sondern möglichst Werte
zu nehmen, die mit dem originalen SA-Wert des neuen Tupels in Beziehung stehen. Dazu
können beispielsweise Werte aus gerade gelöschten Matchingkanten alter Tupel oder Werte
aus anderen Clustern verwendet werden. Letzteres sind sensible Werte, die im Ergebnis
zu der entsprechenden Anfrage bereits vorkommen.
7.7 Kombination verschiedener Approximationsalgorithmen
Da die Algorithmen für SA-eindeutige Graphen eine Alternative zu denen für beliebige
Graphen sind, stellt sich die Frage, ob beide Varianten zusammen kombiniert werden kön-
nen. Hierbei ist insbesondere der Fall von Interesse, wenn ein Anfragegraph SA-eindeutig
ist, vorige Graphen das aber nicht waren.
Abbildung 7.13 zeigt eine Folge von Anfragegraphen G(3) = (G1, G2, G3). Die ersten bei-
den enthalten jeweils doppelte SA-Werte und Matchings werden mit den Algorithmen aus
Kapitel 5 berechnet. Die entstehende ∆-top Matchingtabelle ist in (d) angegeben (Spalten
G(1) und G(2)). Da G3 SA-eindeutig ist, könnten auch die Algorithmen aus diesem Kapi-
tel verwendet werden. Demnach können die Tupel 2 und 4 jeweils miteinander erweitert
werden. In der vierten Spalte der Matchingtabelle sind die erzeugten Kanten aufgelistet.
Werden hingegen alle Teilgraphen zusammen betrachtet, ist schnell offensichtlich, dass
kein valides Matching mit der Kante (2, A) existieren kann. Ein solches Matching müsste
nämlich in G1 auch die Kante (1, B) und demnach in G2 die Kante (4, A) enthalten. In G3
können aber die Tupel 2 und 4 nicht gleichzeitig mit A matchen, da nur ein Knoten mit
Label A vorkommt. Die Erweiterung, die die SA-Eindeutigkeit ausnutzt, ist in diesem Fall
falsch. Eine Erweiterung analog zu beliebigen Anfragegraphen würde die Kanten (2, A(1))
und (4, B(5)) löschen, denn alte Tupel dürfen nicht miteinander erweitert werden. Damit
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ID SA G(1) G(2) G(3) (SA-eindeutig) G(3) (beliebig)
1 A B(2), B(3) B(2, 5), B(3, 5) B(2, 5), B(3, 5) B(3, 5)
2 B A(1) A(1) A(1, 4) –
3 B A(1) A(1) A(1) A(1)
4 A B(5) B(5, 2) –
5 B A(1), A(4) A(1), A(4) A(1)
(d) ∆-top Matchingtabelle
Abbildung 7.13: Kombination von beliebigen und SA-eindeutigen Graphen
bleibt nur noch ein Matching erhalten, in dem Tupel 1 mit B und die Tupel 3 sowie 5
jeweils mit A matchen. Dieses Matching ist auch tatsächlich valid.
Die Konsequenz dieser Überlegungen ist, dass die Algorithmen der Kapitel 5 und 7 nicht
ohne Weiteres kombiniert werden können. Insbesondere muss das Verfahren für beliebige
auch für SA-eindeutige Anfragegraphen verwendet werden, wenn es in vorigen Graphen
bereits benutzt wurde. Andersherum ist es aber möglich, zunächst mit Algorithmen für
SA-eindeutige Graphen zu arbeiten und dann auf die Algorithmen für beliebige Anfra-
gegraphen zu wechseln. Das gilt, da die weiteren Einschränkungen der letztgenannten
Verfahren sicherstellen, dass weiterhin nur valide Matchings erzeugt werden.18
Zusammenfassung
Die Algorithmen in diesem Kapitel stellen eine Alternative zu denen aus Kapitel 5 dar.
Durch die Beschränkung auf SA-eindeutige Anfragegraphen können Erweiterungen von
Matchings effizienter und ohne die Einschränkungen wie bei beliebigen Graphen berech-
net werden. Insbesondere ist es möglich, alte Tupel mit anderen alten Tupeln zu erweitern.
Dadurch kann auf spezielle Erweiterungsalgorithmen wie die in Kapitel 6 verzichtet wer-
den. Die Speicherung der Matchings in Tabellen wird übersichtlicher, denn einzelne Kan-
ten charakterisieren bereits komplette Matchings. Sind Ergebnisse zu Anfragen gegeben,
in denen sensible Werte nicht mehrfach vorkommen, ist dieser Ansatz dem aus Kapitel 5
vorzuziehen. Ist das nicht der Fall, ermöglicht ein zusätzliches Clustering, aus beliebigen
Anfragegraphen SA-eindeutige Teilgraphen zu erstellen. Damit können die Algorithmen
aus diesem Kapitel auch mit beliebigen Anfragegraphen verwendet werden. Ein Nach-
teil entsteht jedoch dadurch, dass die durch den Clusteransatz erzeugten Graphen recht
klein werden können, insbesondere wenn die enthaltenen Tupel verschiedene Signaturen
besitzen. Somit werden Verletzungen des Schutzkriteriums eher prognostiziert und mit
18Vgl. Kapitel 5.4.
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künstlichen Werten kompensiert, als es beim Ansatz für beliebige Anfragegraphen der Fall
ist. In Kapitel 8 werden beide Verfahren experimentell miteinander verglichen.
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In diesem Kapitel werden die vorgestellten Algorithmen evaluiert. Zunächst wird kurz zu-
sammengefasst, welche Algorithmen untersucht werden, ehe die Testumgebung vorgestellt
wird (Kapitel 8.1). Danach wird experimentell die Güte der Approximationen abgeschätzt
(Kapitel 8.2). Da dazu die Eingabegrößen stark beschränkt werden, werden bei Tests mit
großen Datenmengen nur die Approximationsalgorithmen miteinander verglichen (Kapi-
tel 8.3). Es wird gezeigt, dass es Eingabedaten gibt, bei denen die Verfahren aus Kapitel 7
besser geeignet sind als die aus Kapitel 5, während meistens eher das Umgekehrte der Fall
ist (Kapitel 8.4). Als Letztes werden Tests mit Daten aus der realen Welt durchgeführt
(Kapitel 8.5), ehe ein abschließendes Fazit gezogen wird (Kapitel 8.6).
8.1 Testaufbau und Ziele
Im Rahmen der vorliegenden Arbeit werden die in den Kapiteln 3, 5 und 7 vorgestellten
Algorithmen evaluiert (siehe Tabelle 8.1). Für die exakte Überprüfung von k-assign An-
onymität dient Algorithmus 3.2 (Teste k-assign Anonymität), der so verändert wird, dass
er anstelle von „true“ oder „false“ die berechneten Signaturen und Anonymitätsgrade der
Tupel ausgibt. Ist k-assign Anonymität verletzt, werden dem Ergebnis ähnlich wie bei den
anderen Algorithmen künstliche sensible Werte hinzugefügt. Damit die Güte der Appro-
ximationen abgeschätzt werden kann, muss garantiert werden, dass die Größe der Menge
zusätzlicher SA-Werte minimal ist. Folglich kann hierfür nicht die im Kapitel 5.6 vorge-
stellte Heuristik benutzt werden. Allerdings stellt das Bestimmen einer minimalen Menge
ein komplexes Optimierungsproblem dar, welches in dieser Arbeit nicht näher untersucht
wird. Es wird vielmehr ein einfacher Brute-Force-Ansatz verwendet, der mögliche Mengen
sukzessive testet, bis er die kleinste gefunden hat. Die größte zu testende Menge stellt
dabei die Vereinigung aller SA-Werte dar, die in den Signaturen der Tupel auftreten, wel-
che im aktuellen Ergebnis vorkommen. Entsprechend ihrer Häufigkeit können SA-Werte
in der besagten Menge auch mehrfach vorhanden sein. Der resultierende Algorithmus wird
mit ILP bezeichnet, da er auf ganzzahliger linearer Programmierung (engl. integer linear
programming) beruht.
Als Approximationsalgorithmen werden die Verfahren aus den Kapiteln 5 und 7 getestet.
In Algorithmus 5.3 (Berechne ∆-top Matchings) werden die vier in Kapitel 6 eingeführten
Erweiterungsalgorithmen Maximale Kanten, Maximaler Anonymitätsgrad, Einfaches Mat-
ching und Klonmatching eingesetzt und die entstehenden Algorithmen dementsprechend
MaxKanten (MK), MaxAno (MA), SimpelMatching (SM) beziehungsweise KlonMatching
(KM) genannt. Für den Spezialfall der SA-eindeutigen Ergebnisse von Anfragen wird Al-
gorithmus 7.1 (Berechne ∆-top Matchings (für SA-eindeutige Anfragegraphen)) verwendet,
welcher zusammen mit Algorithmus 7.7 (Teile Anfragegraph) auch mit beliebigen Ergeb-
nissen benutzt werden kann. Diese Kombination wird in der Evaluation mit SA-Ein (SAE)
bezeichnet. Als Letztes wird ein Algorithmus getestet, der eine Erweiterung des Prinzips




ILP ILP Algorithmus 3.2 95
MaxKanten MK Algorithmus 5.3 mit Erweiterungsalgorithmus 6.1 150, 162
MaxAno MA Algorithmus 5.3 mit Erweiterungsalgorithmus 6.3 150, 164
SimpelMatching SM Algorithmus 5.3 mit Erweiterungsalgorithmus 6.4 150, 170
KlonMatching KM Algorithmus 5.3 mit Erweiterungsalgorithmus 6.10 150, 194
SA-Ein SAE Algorithmus 7.1 mit Vorverarbeitungsalgorithmus 7.7 204, 220
M-Inv MI Beschreibung in Kapitel 7.1 in Verbindung mit 2.5 197, 58
Tabelle 8.1: Evaluierte Algorithmen
abgekürzt und steht für bereits existierende Methoden aus dem Bereich der Veröffentli-
chung von Mikrodaten, die auf das Szenario der Anfrageauditierung übertragen werden
können. Ein essenzielles Ziel der vorliegenden Arbeit besteht darin, Algorithmen zu ent-
wickeln, die für das grundlegende Problem der Anfragebearbeitung besser geeignet sind
als bereits existierende Methoden. Daher stellt M-Inv eine Art Referenzalgorithmus dar,
dessen Güte von den eingeführten Approximationen unterboten werden soll.
Als Testumgebung wird ein PC mit zwei Intel-Quad-Core-Prozessoren Xeon E5520 mit
2,26 GHz Taktfrequenz und 12 GB RAM verwendet. Die Algorithmen wurden in C# im-
plementiert und laufen unter dem Betriebssystem Windows 7 Professional. Für das Lösen
der ganzzahligen linearen Programme werden Bibliotheken der Microsoft Solver Founda-
tion [107] benutzt.
Im Folgenden werden die getesteten Szenarien vorgestellt. Dazu wird jeweils eine Tabelle
mit personenbezogenen (sensiblen) Daten und eine Folge von Anfragen erstellt. Die Pri-
vatsphäre der Individuen gilt als ausreichend geschützt, wenn die Folge von dazugehörigen
Ergebnissen k-assign Anonymität für ein gegebenes k nicht verletzt. Bei Bedarf ist das
Hinzufügen künstlicher SA-Werte möglich, um das Schutzkriterium zu erfüllen. Die wich-
tigsten Vergleichskriterien für die Algorithmen sind die Anzahl künstlicher SA-Werte und
die Laufzeit. Je schneller ein Algorithmus die Anfrage bearbeitet und je weniger künstliche
Werte erzeugt werden, desto geeigneter ist er für das getestete Szenario.
8.2 Vergleich exakter mit approximierenden Algorithmen
Zunächst wird die Güte der Approximationsalgorithmen experimentell abgeschätzt. Dazu
werden sie mit dem Algorithmus ILP verglichen, der auf ganzzahliger linearer Program-
mierung beruht und die exakte Berechnung von k-assign Anonymität garantiert. Aufgrund
seiner exponentiellen Laufzeit müssen die Eingabewerte, wie zum Beispiel die Anzahl der
Tupel in der Datentabelle, stark beschränkt werden.
8.2.1 Ohne Einhaltung eines Schutzkriteriums
Im ersten Test wird k = 1 gesetzt, wodurch kein Schutz der Privatsphäre gefordert ist
und nur die Veränderungen der Anonymitätsgrade von Tupeln verglichen werden können.
Dazu werden eine Datentabelle und eine Folge von Anfragen ausgewählt, die mit den
Algorithmen ausgewertet werden. Die verwendeten Eingabegrößen sind in Tabelle 8.2 an-
gegeben. Aus einer Tabelle, die 100 Tupel enthält, werden zufällig gleichverteilt acht Tupel
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pro Anfrage beziehungsweise Ergebnis ausgewählt. Auf diese Weise werden insgesamt 30
Ergebnisse konstruiert. Da auch in der Datentabelle acht verschiedene SA-Werte vorkom-
men, ist der maximale Anonymitätsgrad eines Tupels acht. Dieser und alle folgenden Tests
werden jeweils mehrfach wiederholt, wodurch in allen Diagrammen im aktuellen Kapitel
Durchschnittswerte angegeben werden können.
Datenbankgröße 100 Tupel
Anzahl der SA-Werte 8
Ergebnisgröße 8 Tupel
Anzahl der Anfragen 30
Schutzkriterium keins
Tabelle 8.2: Testsetup 1 (Auswertung in Abbildungen 8.1 und 8.2)



























Abbildung 8.1: Laufzeit (Testsetup siehe Tabelle 8.2)
Abbildung 8.1 stellt die Laufzeit der verwendeten Algorithmen im beschriebenen Test-
fall dar. Zu jeder der 30 Anfragen ist auf der Y-Achse die Zeit angegeben, die die Bear-
beitung dieser Anfragen benötigt. Dabei werden nur die tatsächlichen Berechnungen der
Algorithmen und keine Operationen des DBMS beachtet. Die Zahlen entsprechen damit
genau der Zeit, die zusätzlich zur normalen Auswertung der Anfrage nötig ist, um den
Schutz der Privatsphäre sicherzustellen. Es ist vorhersehbar, dass der exakte Algorithmus
ILP wesentlich mehr Zeit benötigt als die getesteten Approximationsalgorithmen. Einen
Höchstwert von knapp 32 s erreicht ILP bei der 17. Anfrage und ist davor und danach zum
Teil deutlich schneller. Die Approximationsalgorithmen erreichen ihr jeweiliges Maximum
bereits zwischen der 6. und 10. Anfrage, wobei die größte Laufzeit ca. 13 ms beträgt. Damit
sind sie in etwa um den Faktor 2460 schneller als ILP. Insgesamt ist KlonMatching am
langsamsten und SA-Ein am schnellsten. Da M-Inv nur korrekt funktioniert, wenn auch
künstliche SA-Werte eingefügt werden dürfen, kann dieser Algorithmus im beschriebenen
Szenario nicht verwendet werden.
Eine Erklärung für den Verlauf der angegebenen Laufzeiten liefert ein Vergleich der
Anonymitätsgrade aller Tupel in Abbildung 8.2. Anfangs existieren nur wenige Tupel,
für die das Schutzkriterium überprüft werden muss, wodurch alle Algorithmen schnell
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Abbildung 8.2: Sinkende Anonymitätsgrade (Testsetup siehe Tabelle 8.2)
arbeiten. Da in einem Ergebnis, welches aus acht Tupeln besteht, oft fünf verschiedene
SA-Werte vorkommen, ist der durchschnittliche Anonymitätsgrad fünf. Damit existieren
Werte aber auch mehrfach und der Algorithmus SA-Ein partitioniert das Ergebnis in zwei
oder drei Teile. Es entsteht hierbei ein durchschnittlicher Anonymitätsgrad von nur 3,2.
Während weitere Anfragen gestellt und Ergebnisse verarbeitet werden, entfallen Zuord-
nungen von SA-Werten zu Tupeln, wenn sie nicht mehr möglich sind (ILP) oder nicht
mehr modelliert werden (Approximationen). Demzufolge sinkt der durchschnittliche und
minimale Anonymitätsgrad mit jeder Anfrage. Da jedem Tupel immer mindestens sein
originaler (realer) SA-Wert zugeordnet werden kann, fällt der Anonymitätsgrad niemals
unter 1. Nach der 30. Anfrage muss das Schutzkriterium zwar für viele Tupel überprüft
werden, allerdings existiert für jedes Tupel meist nur noch eine Zuordnung, wodurch erneut
alle Algorithmen eine schnelle Laufzeit haben. ILP muss bei der 17. Anfrage die meisten
Zuordnungen überprüfen und hat daher an dieser Stelle seine größte Laufzeit. Die anderen
Algorithmen sind nur Approximationen, ihr durchschnittlicher und minimaler Anonymi-
tätsgrad ist jeweils geringer und sie erreichen ihr Laufzeitmaximum bereits früher als ILP.
Der minimale Anonymitätsgrad liegt bei allen Algorithmen spätestens nach der 16. Anfra-
ge bei 1, sodass zu diesem Zeitpunkt einem Individuum in jedem Fall sein sensibler Wert
zugeordnet werden kann. Dessen Privatsphäre wäre demnach verletzt.
Zusammenfassend gilt, dass der Algorithmus KlonMatching von den Approximationen
zwar die größte Laufzeit hat, den Anonymitätsgrad hingegen am besten abschätzt. Die
Entwicklung der Anonymitätsgrade der nicht in Abbildung 8.2 dargestellten Algorithmen
SimpelMatching und MaxAno sind nahezu identisch mit den Verläufen von KlonMatching.
8.2.2 Mit Einhaltung eines Schutzkriteriums
Beim folgenden Test und allen weiteren Untersuchungen wird ein Schutzkriterium in Form
von k-assign Anonymität mit verschiedenen Werten für k > 1 gewählt. Gleichzeitig werden
dem Ergebnis künstliche Werte hinzugefügt, wenn das Kriterium und damit die Privat-
sphäre verletzt ist. Die Eingabegrößen entsprechen zunächst denselben des ersten Tests,
um eine größtmögliche Vergleichbarkeit zu erzielen. Als Wert für k wird 3 beziehungsweise
4 gewählt (vgl. Abbildung 8.3a).
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Datenbankgröße 100 Tupel
Anzahl der SA-Werte 8
Ergebnisgröße 8 Tupel
Anzahl der Anfragen 14
Schutzkriterium k = 3; 4
(a) Testsetup 2
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Abbildung 8.3: Testsetup, Anteil künstlicher SA-Werte und Laufzeit
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Die Abbildungen 8.3b und 8.3c zeigen, wie viele künstliche SA-Werte zu jeder Anfrage
hinzugefügt werden, um k-assign Anonymität zu gewährleisten. Dabei ist auf der Y-Achse
jeweils das Verhältnis der Anzahl künstlicher zur Anzahl realer SA-Werte abgebildet. 100 %
bedeuten, dass das an den Nutzer zurückgegebene Ergebnis aus genauso vielen künstlichen
wie realen SA-Werten besteht. Bei 50 % beträgt das Verhältnis 1:2 und bei 200 % 2:1. Je
mehr künstliche Werte erzeugt werden, desto weniger Nutzen und Aussagekraft hat das
Ergebnis für weitere Analysen.
Innerhalb der ersten 14 Anfragen fügt ILP bei k = 3 nicht mehr als 12 % künstliche
Werte hinzu, bei KlonMatching sind es höchstens 53 %, bei SA-Ein 94 % und bei M-
Inv über 130 %. Für die Approximationsalgorithmen ergeben sich gemessene Güten von
ca. 5312 = 4,4 (KlonMatching), 7,8 (SA-Ein) und 10,8 (M-Inv). Für die anderen nicht
dargestellten Algorithmen MaxAno und SimpelMatching gilt, dass sie nahezu identisch
viele künstliche SA-Werte erzeugen wie KlonMatching. Bei MaxKanten liegt die Kurve
insgesamt etwas darüber, jedoch noch deutlich unter der von S-Ein. Um Unterschiede
zwischen diesen Ansätzen empirisch zu untersuchen, reichen die Größen der Eingabewerte
nicht aus. Erst durch Tests mit umfangreicheren Daten wird später erkennbar, welcher
Algorithmus die wenigsten künstlichen Werte erzeugt und damit die beste Güte hat. Aus
diesem Grund wird auf die Darstellung von MaxAno, SimpelMatching und MaxKanten
zunächst verzichtet.
Im Fall k = 4 sind die gemessenen Werte insgesamt größer. Allerdings ist die Lauf-
zeit von ILP nach der 10. Anfrage bereits so hoch, dass keine weiteren Anfragen in einer
vorgegebenen Zeit von 3 h beantwortet werden. Die Abbildungen 8.3d und 8.3e zeigen die
Entwicklung der Laufzeiten der Algorithmen. Wie zuvor werden nur die Zeiten angegeben,
die die Auswertung jedes Ergebnisses durch die Verfahren benötigt. Während die Appro-
ximationsalgorithmen nur wenige Millisekunden brauchen, liegt die Laufzeit von ILP im
Sekundenbereich. Die logarithmische Skalierung verschleiert zwar etwas die exponentielle
Steigung, ermöglicht aber auch Unterschiede im Millisekundenbereich zu erkennen. Dem-
zufolge ist M-Inv der schnellste Algorithmus, gefolgt von SA-Ein und KlonMatching.
Bei Tests mit größeren Datenmengen überschreitet die Laufzeit von ILP oft nach nur
wenigen Anfragen eine vorgegebene Zeitschranke von 3 h. Der mit Abstand größte Teil die-
ser Zeit wird dabei für das Lösen der ganzzahligen linearen Programme verwendet, wofür
Bibliotheken der Microsoft Solver Foundation [107] benutzt wurden. Auf die Auswertung
mithilfe anderer Solver wird im Rahmen der vorliegenden Arbeit verzichtet. Der extreme
Anstieg der Laufzeit von einer auf die nächste Anfrage (z. B. bei k = 3 von 16 s bei der 10.
Anfrage zu 2900 s bei der 14. Anfrage) lässt vermuten, dass auch andere Methoden nicht
entscheidend größere Probleminstanzen lösen können. Um dennoch weitere Abschätzungen
der Güte der Approximationen zu erreichen, wird im folgenden Abschnitt eine bestimmte
Eigenschaft der Ergebnisse festgehalten.
8.2.3 Fester Anteil neuer Tupel
Die in der vorliegenden Arbeit entwickelten Approximationsalgorithmen unterscheiden die
Tupel im Ergebnis in alte und neue Tupel. Im Gegensatz zu den zuerst genannten kom-
men die letzteren in keinem vorangegangenen Ergebnis vor. Besonders viele Zuordnungen
von SA-Werten zu Tupeln werden gespeichert, wenn der Anteil neuer Tupel im Ergeb-
nis besonders hoch ist. Daher kann vermutet werden, dass in diesem Fall der Fehler der
Approximation besonders klein ist.
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8.2 Vergleich exakter mit approximierenden Algorithmen
Für den nächsten Test wird daher die Anzahl neuer Tupel in jedem Ergebnis fest vorge-
geben. Abbildung 8.4a listet die jeweiligen Eingabegrößen auf. In jedem Ergebnis, welches
erneut aus acht Tupeln besteht, kommen in einem Fall sieben und im zweiten Fall sechs
neue Tupel vor. Im Gegensatz zu den ersten beiden Tests können auf diese Weise mit ILP
50 Anfragen beantwortet werden. Daraus folgt, dass auch die Gesamtzahl aller Tupel in
der Datentabelle erhöht werden muss.1
Datenbankgröße 1000 Tupel
Anzahl der SA-Werte 8
Ergebnisgröße 8 Tupel
davon neue Tupel 7; 6
Anzahl der Anfragen 50
Schutzkriterium k = 4
(a) Testsetup 3




















te ILP KM SAE MI
(b) 7 neue Tupel pro Anfrage
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(c) 6 neue Tupel pro Anfrage
Abbildung 8.4: Testsetup und Anteil künstlicher SA-Werte
Abbildung 8.4 zeigt, wie viele künstliche SA-Werte dem Ergebnis hinzufügt werden.
Es fällt auf, dass die Kurven nicht steigen, was auf die konstante Anzahl neuer Tupel
in jedem Ergebnis zurückzuführen ist. Bei sieben neuen Tupeln beträgt das Verhältnis
der künstlichen zu den realen SA-Werten bei ILP durchschnittlich über alle 50 Anfragen
hinweg 6 % und bei KlonMatching 7 %. Die beiden Algorithmen, die das Ergebnis parti-
tionieren, fügen wesentlich mehr zusätzliche Werte ein. So werden bei SA-Ein 54 % und
bei M-Inv 57 % künstliche SA-Werte erzeugt. Enthält jedes Ergebnis sechs neue Tupel,
sind die Werte insgesamt größer und auch die Güte der Approximationen ist schlechter
(z. B. KlonMatching 18 % zu ILP 9 %). Allerdings steigt die Laufzeit von ILP so stark
an, dass die Bearbeitung der 25. Anfrage ca. 30 min benötigt und weitere Anfragen nicht
in der vorgegebenen Zeit von 3 h ausgewertet werden können. Auch in diesem Fall gilt,
dass sich MaxAno und SimpelMatching in etwa identisch zu KlonMatching verhalten und
MaxKanten etwas mehr künstliche SA-Werte erstellt.




8.3 Große synthetische Datenmengen
8.3.1 Gleichverteilte sensible Werte
Bei Tests mit größeren Datenbeständen steigt die Laufzeit des exakten Algorithmus ILP
so stark, dass nur eine Handvoll Anfragen innerhalb weniger Stunden beantwortet werden
können. Daher werden in den weiteren Beispielen nur die Approximationsalgorithmen aus-
gewertet. Im Testsetup aus Abbildung 8.5a sind die Eingabegrößen im Vergleich zu den
bisherigen Szenarien deutlich erhöht worden. Beispielsweise werden nun Datenbankgrößen
von 10000 und 100000 Tupeln mit bis zu 200 verschiedenen SA-Werten verwendet. Zu-
nächst wird nur der Algorithmus KlonMatching bei einer gegebenen Gleichverteilung der
SA-Werte untersucht.
In den Abbildungen 8.5b und 8.5c ist der Anteil hinzugefügter künstlicher SA-Werte für
200 Anfragen dargestellt. Enthält die Datenbank 10000 Tupel, werden bei 200 vorhandenen
SA-Werten mehr künstliche Werte ins Ergebnis eingefügt als bei 100 oder 50 SA-Werten.
Der Grund dafür ist die Tatsache, dass bei insgesamt weniger verschiedenen SA-Werten
die Wahrscheinlichkeit, dass ein bestimmter Wert im Ergebnis vorhanden ist, größer ist.
Somit ist auch die Chance höher, dass Matchingkanten erweitert werden können, und es
müssen weniger Zuordnungen von SA-Werten zu Tupeln entfernt werden. Während im
Fall k = 10 die Kurve für 50 SA-Werte am niedrigsten verläuft, schneidet sie im Fall
k = 25 die beiden anderen Kurven und liegt nach 200 Anfragen sogar am höchsten.
Hier kann ein anderer Zusammenhang beobachtet werden. Bei 50 SA-Werten sind die
Signaturen und Anonymitätsgrade der Tupel potentiell kleiner als bei 100 oder 200 SA-
Werten. Demzufolge können auch weniger Matchingkanten beziehungsweise Zuordnungen
von SA-Werten zu Tupeln gelöscht werden, um das Schutzkriterium noch zu erfüllen.
Da der Anteil neuer Tupel mit zunehmender Anzahl von Anfragen sinkt, existieren für
den Algorithmus KlonMatching weniger Möglichkeiten, Matchingkanten entsprechend zu
erweitern. Die Folge ist, dass mehr künstliche SA-Werte hinzugenommen werden müssen,
um das Löschen von Kanten zu verhindern. Dieser Effekt tritt bei einem hohen Wert für
k stärker in Erscheinung als bei einem niedrigen Wert.
Weiterhin liegt der Anteil neuer Tupel in einem Ergebnis bei einer Datenbankgröße
von 10000 Tupeln durchschnittlich bei 63 %, während er bei 100000 Tupeln 95 % beträgt.
Deshalb müssen bei der kleineren Datenbank deutlich mehr künstliche SA-Werte erzeugt
werden (vgl. Kapitel 8.2.3). Durchschnittlich über alle 200 Anfragen werden im Fall k = 10
bei 10000 Tupeln und 200 SA-Werten (10000-200) 69 %, bei 10000-100 49 %, bei 10000-50
27 % und bei 100000-100 nur 0,8 % zusätzliche SA-Werte benötigt. Für k = 25 liegen diese
Werte aus offensichtlichen Gründen jeweils höher. Insgesamt sehen alle dargestellten Ver-
läufe nach einer anfänglichen leichten Linkskrümmung in etwa linear aus. Tests mit mehr
als 200 Anfragen werden allerdings zeigen, dass eine leichte Rechtskrümmung vorliegt.
Abbildungen 8.5d und 8.5e zeigen die Laufzeit, die für die Auswertung jeder Anfrage
benötigt wurde. Interessanterweise liegen alle drei Kurven der kleineren Datenbankgröße
fast übereinander. Nur im Fall k = 25 ist am Ende zu erkennen, dass die Kurve für 50
SA-Werte weiter steigt, während die anderen beiden Kurven etwas abflachen. Sind 100000
Tupel gegeben, ist die Laufzeit wesentlich geringer. Eine Ursache dafür ist die Tatsache,
dass in diesem Fall auch weniger künstliche SA-Werte konstruiert werden müssen. Weiter-
hin ist der Verlauf deutlich links gekrümmt.
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8.3 Große synthetische Datenmengen
Datenbankgröße 10000; 100000 Tupel
Anzahl der SA-Werte 50; 100; 200
Verteilung Gleichverteilung
Ergebnisgröße 50 Tupel
Anzahl der Anfragen 200
Schutzkriterium k = 10; 25
(a) Testsetup 4





















(b) Anteil künstlicher SA-Werte, k = 10




















(c) Anteil künstlicher SA-Werte, k = 25












(d) Laufzeit, k = 10











(e) Laufzeit, k = 25
Abbildung 8.5: Testsetup, Anteil künstlicher SA-Werte und Laufzeit. Bei der Bezeichnung




Für die hier nicht dargestellten Algorithmen MaxKanten, MaxAno und SimpelMatching
folgen ähnliche Ergebnisse, wie bereits bei den Tests mit kleineren Datenmengen zu beob-
achten waren. Im Vergleich zu KlonMatching erzeugt MaxKanten deutlich mehr SA-Werte.
Bei der Eingabe 10000-100 sind es beispielsweise mit durchschnittlich 73 % 24 Prozent-
punkte mehr als mit KlonMatching. Die Kurven von MaxAno und SimpelMatching sind
hingegen nahezu identisch mit den Kurven von KlonMatching. Auch bei der Laufzeit sind
die Unterschiede zwischen MaxAno, SimpelMatching und KlonMatching nur marginal,
während MaxKanten in etwa 40 % mehr Zeit benötigt. In den weiteren Tests wird daher
nur noch KlonMatching ausgewertet. Die Algorithmen SA-Ein und M-Inv werden separat
in Abschnitt 8.4 evaluiert.
Nach 200 Anfragen mit dazugehörigen Ergebnissen, die jeweils 50 Tupel enthalten, sind
insgesamt (nicht notwendigerweise unterschiedliche) 10000 Tupel zurückgegeben worden.
Diese Anzahl entspricht der Größe der einen vorgegebenen Datenbank. Werden mehr An-
fragen gestellt, werden Tupel in jeden Fall mehrfach angefragt und sind in unterschiedlichen
Ergebnissen enthalten. Offensichtlich wird in diesem Fall auch der Anteil hinzugefügter
künstlicher SA-Werte ansteigen, was den Nutzen der Ergebnisse für weitere Analysen be-
einträchtigt. Es ist allerdings fragwürdig, ob es ein reales Szenario gibt, in dem Nutzer so
viele Anfragen stellen, dass alle Tupel mehrfach in den entsprechenden Ergebnissen vor-
kommen. Für die Analyse der Algorithmen ist es jedoch wünschenswert, auch diese Fälle
zu evaluieren. Daher wird die Anzahl der Anfragen erneut erhöht. Da damit aber auch
die Gesamtlaufzeit eines Testlaufs schnell steigt, wird nur der Fall untersucht, bei dem die
Datenbank aus 5000 und 10000 Tupeln besteht.
In den Abbildungen 8.6b und 8.6c sind der Anteil künstlicher SA-Werte bei insgesamt
1000 Anfragen dargestellt. Es ist zu erkennen, dass ab einem gewissen Wert nicht noch
mehr künstliche SA-Werte ins Ergebnis eingefügt werden und deren Anteil relativ kon-
stant bleibt. Im Fall k = 10 liegt diese Sättigung aus offensichtlichen Gründen deutlich
unter der für k = 25. Allerdings fällt auf, dass die Höhe dieser Grenze unabhängig von der
Datenbankgröße ist. Einen Einfluss haben hingegen der Wert von k, die Anzahl verschie-
dener SA-Werte in der Datenbank und die hier konstant gehaltene Ergebnisgröße.2 Auch
liegt die Sättigung im Fall k = 10 für alle vier Kurven bei einem ähnlichen Wert, während
es bei k = 25 große Unterschiede gibt. Die Ursache ist der bereits angesprochene Effekt,
wenn das Verhältnis von k zur Ergebnisgröße relativ hoch ist.
200 % zusätzliche künstliche SA-Werte bei k = 10 vergrößern das Ergebnis auf 150
SA-Werte, von denen nur 50 der Datenbank entnommen sind. Das erscheint zwar we-
nig wünschenswert, ist allerdings noch wesentlich besser als eine mögliche Alternative.
Diese bestünde nämlich im einmaligen Veröffentlichen der gesamten Datentabelle (vgl.
Kapitel 2.3). Dabei kann es passieren, dass die 50 angefragten Tupel in 50 verschiedenen
QI-Gruppen der Größe mindestens k = 10 vorkommen. Da sie innerhalb dieser Gruppen
nicht identifizierbar sind, würde das Ergebnis der Anfragen aus mindestens 50 · 10 = 500
Tupeln bestehen, was einem Anteil zusätzlicher SA-Werte von 1000 % entspräche.
Die Laufzeiten des Algorithmus sind in den Abbildungen 8.6d und 8.6e angegeben.
Interessanterweise sinken die Kurven ab einer bestimmten Anfrage. Der Grund hierfür liegt
darin, dass zu diesem Zeitpunkt bereits die meisten Tupel angefragt wurden und somit nur
noch wenige neue Tupel für die Erweiterung zur Verfügung stehen. Ebenfalls sind schon
so viele Kanten aus der Matchingtabelle gestrichen worden, dass das Überprüfen, ob eine
2Bei einem größeren Ergebnis werden weniger und bei einem kleineren mehr künstliche SA-Werte benötigt.
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8.3 Große synthetische Datenmengen
Datenbankgröße 5000; 10000 Tupel
Anzahl der SA-Werte 50; 100
Verteilung Gleichverteilung
Ergebnisgröße 50 Tupel
Anzahl der Anfragen 1000
Schutzkriterium k = 10; 25
(a) Testsetup 5




















(b) Anteil künstlicher SA-Werte, k = 10





















(c) Anteil künstlicher SA-Werte, k = 25










(d) Laufzeit, k = 10










(e) Laufzeit, k = 25
Abbildung 8.6: Testsetup, Anteil künstlicher SA-Werte und Laufzeit. Bei der Bezeichnung




weitere Kante gelöscht werden kann, ohne das Schutzkriterium zu verletzen, in kürzerer
Zeit möglich. Die Laufzeitkurven haben insgesamt drei verschiedene Krümmungen. Nach
einer anfänglichen kurzen Linkskrümmung sind die Kurven zunächst leicht und später
stark rechts gekrümmt, bis sie fallen und sich auf ein bestimmtes Niveau einpegeln. An
diesem Punkt entsteht wieder eine Linkskrümmung. Auch in diesem Diagramm fallen die
Unterschiede im Fall k = 25 wesentlich höher aus als bei k = 10. Das liegt erneut an der
größeren Anzahl hinzugefügter künstlicher SA-Werte.
8.3.2 Schrägverteilte sensible Werte
Um auch reale Daten zu simulieren, werden verschiedene Verteilungen der SA-Werte un-
tersucht. Als Datenbank- und Ergebnisgröße werden dieselben Werte wie beim vorigen
Test gewählt (siehe Abbildung 8.8a). Als Verteilungen werden die Gleich-, Normal- und
Exponentialverteilung verwendet. Die dazugehörigen Dichtefunktionen sind
Gleichverteilung (U(a, b)) : f(x) =
{ 1
b−a , a ≤ x ≤ b
0, sonst
,










Exponentialverteilung (Exp(λ)) : f(x) =
{
λe−λx, x ≥ 0
0, x < 0
und in Abbildung 8.7 graphisch dargestellt. Bei der Normalverteilung werden die Para-
meter so gewählt, dass die seltensten SA-Werte mindestens einmal und die häufigsten
maximal oft vorkommen. Für die Exponentialverteilung gilt, dass je größer λ ist, desto
größer sind die Unterschiede der Häufigkeiten einzelner SA-Werte. Es werden zwei ver-
schiedene Werte für λ evaluiert. Während sich die Häufigkeiten bei λ = 0,06 sehr stark
unterscheiden, wird mit λ = 0,03 nur eine leichte Schiefverteilung erzeugt.





Abbildung 8.7: Dichtefunktionen der stetigen Gleich- (U), Exponential- (Exp) und Nor-
malverteilung (N )
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8.3 Große synthetische Datenmengen
Datenbankgröße 10000 Tupel
Anzahl der SA-Werte 100
Verteilung U ; N ; Exp
Ergebnisgröße 50 Tupel
Anzahl der Anfragen 200
Schutzkriterium k = 10; 25
(a) Testsetup 6




















(b) Anteil künstlicher SA-Werte, k = 10




















(c) Anteil künstlicher SA-Werte, k = 25












(d) Laufzeit, k = 10











(e) Laufzeit, k = 25
Abbildung 8.8: Testsetup, Anteil künstlicher SA-Werte und Laufzeit bei gleich- (U),
exponential- (Exp) und normalverteilten (N ) SA-Werten.
239
8 Evaluation
Der Anteil künstlicher SA-Werte in den Ergebnissen ist in den Abbildungen 8.8b und
8.8c sowie die dazugehörigen Laufzeiten in den Abbildungen 8.8d und 8.8e dargestellt. Die
ersten Anfragen kann KlonMatching im Fall k = 10 bei allen Verteilungen ohne oder nur
mit sehr wenigen künstlichen SA-Werten beantworten. Danach steigen alle Kurven an-
nähernd linear an, wobei bei der Gleichverteilung die meisten SA-Werte erzeugt werden.
Bei der Exponentialverteilung Exp(0,06) werden bis zur ca. 170. Anfrage die wenigsten
Werte produziert, danach liegt ihre Kurve etwas über der der Normalverteilung. Im Fall
k = 25 steigen anfangs alle Kurven recht gleichmäßig, ehe die Kurve der Gleichverteilung
am niedrigsten und die der Exponentialverteilung Exp(0,06) am höchsten liegt. Die ge-
messenen Laufzeiten sind ebenfalls sehr ähnlich zueinander. Erneut benötigt Exp(0,06)
ab einer gewissen Anzahl von Anfragen die meiste und die Gleichverteilung vor allem bei
k = 25 die wenigste Zeit.
Wird die Anzahl der Anfragen erneut auf 1000 erhöht, werden die weiteren Verläufe der
Kurven sichtbar. In Abbildung 8.9 ist zu erkennen, dass ab einer bestimmten Anzahl von
Anfragen die wenigsten künstlichen SA-Werte bei der Gleichverteilung benötigt werden.
Der Unterschied zu anderen Verteilungen ist bei k = 10 wesentlich geringer als bei k = 25.
Interessant ist auch, dass sich die Reihenfolge der Kurven insbesondere im Fall k = 10
verändert. Werden anfangs bei Exp(0,06) die wenigsten künstlichen SA-Werte konstruiert,
sind es dort später die meisten.
Die Kurven der Laufzeiten sind ähnlich zu den bereits bekannten aus Abbildung 8.6.
Gleichverteilte Daten können am schnellsten verarbeitet werden, bei einer besonders schie-
fen Verteilung wie Exp(0,06) dauert es hingegen bis zu 2 s länger.
Das Fazit dieses Abschnitts lautet, dass bei sehr vielen Anfragen weniger künstliche
SA-Werte benötigt werden, wenn die SA-Werte gleichmäßig verteilt sind. Je schiefer die
Verteilung ist, desto mehr künstliche Werte werden erzeugt. Sind allerdings nur wenige
Anfragen gegeben, kann sich dieser Grundsatz auch schnell umkehren.
8.4 Untersuchung des Algorithmus für SA-eindeutige Anfragen
Die Algorithmen SA-Ein und M-Inv erzeugen in allen bisherigen Tests mehr künstliche
SA-Werte als die anderen Approximationsalgorithmen. Das hängt vor allem damit zu-
sammen, dass nur Ergebnisse zurückgegeben werden, in denen kein SA-Wert mehrfach
vorkommt. Werden aber durch die Anfragen Tupel mit vielen identischen SA-Werten selek-
tiert, muss das Ergebnis zunächst in kleinere Teilergebnisse partitioniert werden. Folglich
ist die Wahrscheinlichkeit, dass bestimmte SA-Werte in den entstehenden Teilen fehlen
und durch künstliche ersetzt werden müssen, wesentlich größer als zum Beispiel bei Klon-
Matching. Ein Vorteil von SA-Ein besteht aber darin, dass die zurückgegebenen Teiler-
gebnisse potentiell weniger Tupel enthalten als das ursprüngliche Gesamtergebnis. Werden
kleinere Tupelmengen zu einer QI-Gruppe zusammengefasst, müssen quasi-identifizierende
Attributwerte oftmals weniger stark anonymisiert werden (vgl. Kapitel 2.2.3). Die Infor-
mationen, die aus diesen Daten gewonnen werden, können für den Nutzer bei weiteren
Analysen wertvoller sein.3
Aus den genannten Gründen werden SA-Ein und M-Inv separat evaluiert. Dabei wer-
den insbesondere drei einzelne Schritte von SA-Ein untersucht, deren Auswirkungen durch
3Auf eine umfangreiche Untersuchung des Nutzens anonymisierter Daten wird in der vorliegenden Arbeit
verzichtet. Einen Überblick über dieses Thema geben beispielsweise Fung et al. [54].
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8.4 Untersuchung des Algorithmus für SA-eindeutige Anfragen
Datenbankgröße 10000 Tupel
Anzahl der SA-Werte 100
Verteilung U ; N ; Exp
Ergebnisgröße 50 Tupel
Anzahl der Anfragen 1000
Schutzkriterium k = 10; 25
(a) Testsetup 7





















(b) Anteil künstlicher SA-Werte, k = 10





















(c) Anteil künstlicher SA-Werte, k = 25











(d) Laufzeit, k = 10










(e) Laufzeit, k = 25
Abbildung 8.9: Testsetup, Anteil künstlicher SA-Werte und Laufzeit bei gleich- (U),
exponential- (Exp) und normalverteilten (N ) SA-Werten.
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8 Evaluation
Tests aufgezeigt werden sollen. Die erste Stelle betrifft Algorithmus 7.5 auf Seite 214, wel-
cher der erste Teil von SA-Ein ist. Statt das Tupel t im dort beschriebenen Fall 3 bei der
ersten Betrachtung zurückzustellen und im zweiten Durchlauf ins Cluster Ci einzufügen,
bildet es analog zu Fall 2 gleich ein neues Cluster. Das ist die zweite sinnvolle Möglichkeit,
wenn sim(t, Ci) = 0 gilt (s. Zeile 6). Der entstehende Algorithmus wird mit SA-Ein-a
(bzw. SAEa) bezeichnet. Eine weitere Alternative ist, auf Algorithmus 7.6 auf Seite 218
zu verzichten. Anstatt neue Tupel zu clustern, können diese wie bei M-Inv nur dann in
ein Teilergebnis eingefügt werden, wenn dort eine Verletzung des Schutzkriteriums vor-
liegt. Dieser Ansatz wird SA-Ein-b (bzw. SAEb) genannt und ist analog zum Einfügen
künstlicher SA-Werte, wie er in Kapitel 7.6 beschrieben wurde. Die letzte hier vorgestellte
Variante besteht darin, nur auf Phase 2 von Algorithmus 7.6 zu verzichten. Dadurch wer-
den neue Tupel nur in die Cluster eingefügt, in denen sie einen positiven Nutzen mit alten
Tupeln erzeugen. SA-Ein-c (bzw. SAEc) steht für diese dritte Modifikation von SA-Ein.
Datenbankgröße 50000 Tupel
Anzahl der SA-Werte 100
Ergebnisgröße 50 Tupel
Anzahl der Anfragen 200
Schutzkriterium k = 10
(a) Testsetup 8
Name künstl. SA-Werte Laufzeit
MI 68,9 % 140 ms
SAEa 55,4 % 202 ms
SAEb 52,3 % 177 ms
SAEc 49,0 % 223 ms
SAE 47,3 % 248 ms
(b) Durchschnittswerte über 200 Anfragen





















(c) Anteil künstlicher SA-Werte













Abbildung 8.10: Testsetup, Anteil künstlicher SA-Werte und Laufzeit, k = 10
Abbildung 8.10 fasst in (a) die Eingabegrößen und in (b) bis (d) die Evaluation zusam-
men. SA-Ein erzeugt durchschnittlich über alle 200 Anfragen 47,3 % künstliche SA-Werte
und ist damit in dieser Kategorie der beste der hier getesteten Algorithmen. Bei M-Inv
sind es hingegen 68,9 %, was dem größten gemessenen Wert entspricht. In (b) sind die
Durchschnittswerte der drei Modifikationen angegeben, die jeweils zwischen den genann-
ten Werten liegen. Auch für die Verläufe der Kurven in (c) gilt, dass der vorgestellte
Algorithmus SA-Ein bei jeder Anfrage weniger künstliche SA-Werte hinzufügt als die
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8.4 Untersuchung des Algorithmus für SA-eindeutige Anfragen
Modifikationen. Dieses Ergebnis zeigt die Effektivität der drei angesprochenen Schritte
innerhalb von SA-Ein.
Für die Laufzeiten in (d) gilt annähernd die umgekehrte Reihenfolge, das heißt, M-Inv
ist der schnellste und SA-Ein der langsamste Algorithmus. Nur die Reihenfolge von SA-
Ein-a und SA-Ein-b ist identisch zu der aus dem Vergleich der hinzugefügten künstlichen
SA-Werte. Insgesamt liegen die Laufzeiten aber deutlich unter der, die KlonMatching in
diesem Testfall benötigt (durchschnittlich 476 ms).
Als letzten Test mit synthetischen Daten werden die Eingaben so gewählt, dass in jedem
Ergebnis viele identische SA-Werte vorkommen. Gleichzeitig sollen möglichst wenige neue
Tupel vorhanden sein. Dahinter steht das Ziel, dass der Algorithmus SA-Ein in diesem
Fall eine bessere Güte haben könnte als KlonMatching, da letzterer alte Tupel nicht mit
anderen alten Tupeln erweitert (vgl. Kapitel 5.4.1).
In Teil (a) von Abbildung 8.11 sind die entsprechenden Eingabegrößen angegeben, wobei
k auf 4 beziehungsweise 6 gesetzt wird. Die hinzugefügten künstlichen SA-Werte sind in
(b) und (c) angegeben. Interessant ist, dass nach jeweils 200 Anfragen SA-Ein tatsächlich
weniger Werte konstruiert als KlonMatching. In beiden Fällen werden zwar anfangs durch
KlonMatching weniger SA-Werte erzeugt, nach einer bestimmten Anzahl von Anfragen
ändert sich jedoch diese Reihenfolge. Bei k = 4 liegt die Kurve von SA-Ein ab der 60.
Anfrage und bei k = 6 bereits ab der 40. Anfrage unter der von KlonMatching. Weiterhin
fügt SA-Ein mit größerem k nur weniger SA-Werte mehr hinzu als das bei KlonMatching
der Fall ist. Während es ab der 150. Anfrage für SA-Ein bei k = 4 durchschnittlich 140 %
und bei k = 6 knapp 170 % sind, steigen diese Werte für KlonMatching deutlich von 180 %
(k = 4) auf 310 % (k = 6).
Für M-Inv folgen ähnliche Erkenntnisse wie für SA-Ein mit der Ausnahme, dass in
beiden Fällen mehr künstliche SA-Werte erzeugt werden. Die Kurve von MaxKanten ist
wiederum ähnlich zu der von KlonMatching, wobei sie anfangs deutlich darüber und später
auf einem ähnlichen Niveau liegt. Nicht dargestellt sind erneut MaxAno und SimpelMat-
ching, deren Verläufe fast identisch zu dem von KlonMatching sind. Insgesamt lässt sich
aber feststellen, dass in allen Fällen bereits nach wenigen Anfragen die Ergebnisse mehr
künstliche als reale SA-Werte enthalten und damit für weitere statische Analysen nur be-
schränkt von Nutzen sind. Andererseits sind nach 25 Anfragen mit jeweils 40 Elementen
bereits 1000 Tupel zurückgegeben worden, was der Größe der gesamten Datenbank ent-
spricht. Werden mehr Anfragen gestellt, ist es auch offensichtlich, dass durch die zufällige
Konstruktion des Ergebnisses mehr künstliche SA-Werte hinzugefügt werden müssen.
Die Entwicklung der Laufzeit der Algorithmen ist in (d) und (e) dargestellt. Es ist deut-
lich zu erkennen, dass die Laufzeit nach einer gewissen Anzahl von Anfragen annähernd
konstant bleibt (SA-Ein und M-Inv) beziehungsweise auf ein einheitliches Niveau sinkt
(KlonMatching und MaxKanten). Die dazugehörigen Zeitpunkte entsprechen jeweils in
etwa denen, bei welchen auch die Kurven der hinzugefügten künstlichen SA-Werte rechts-
gekrümmt sind und demnach nicht mehr so stark steigen.
In allen anderen in diesem Kapitel vorgestellten Szenarien erstellt KlonMatching jeweils
weniger künstliche SA-Werte und hat dadurch eine bessere Güte als SA-Ein. Das Beispiel
aus Abbildung 8.11 zeigt, dass es auch Fälle gibt, bei denen SA-Ein für die Anfragebe-
arbeitung insgesamt geeigneter ist. Wird das Verhältnis von Ergebnisgröße und Anzahl




Anzahl der SA-Werte 10
Ergebnisgröße 40 Tupel
Anzahl der Anfragen 200
Schutzkriterium k = 4; 6
(a) Testsetup 9



















te KM MK SAE MI
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Abbildung 8.11: Testsetup, Anteil künstlicher SA-Werte und Laufzeit
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8.5 Verwendung realer Daten
Als Abschluss der Evaluation werden Tests mit realen Daten durchgeführt. Dazu wird die
Adult-Tabelle des UCI Machine Learning Repository [52] verwendet, die bereits in mehre-
ren anderen Arbeiten zum Schutz der Privatsphäre genutzt wurde [89, 56, 101, 159, 93, 53].
Sie enthält demographische Daten einer Volkszählung in den USA und besteht aus 32561
Einträgen mit Werten in jeweils 15 Attributen. Mögliche sensible Attribute sind Angaben
zum Gehalt (salary) oder zur Beschäftigung (occupation). Da allerdings salary nur die
beiden Ausprägungen „≤ 50“ und „> 50“ besitzt, während in occupation insgesamt 14
verschiedene Werte vorkommen, wird als sensibles Attribut das Letztgenannte gewählt.
Werden alle Tupel gelöscht, die keine Angaben über die Beschäftigung enthalten, besteht





















































































































Abbildung 8.12: Verteilung der SA-Werte
Abbildung 8.12 zeigt die Verteilung der SA-Werte. Während Werte wie „Prof-specialty“,
„Craft-repair“ oder „Exec-managerial“ recht häufig sind, kommt der seltenste Wert „Ar-
med-Forces“ nur neunmal in den Daten vor. In Abbildung 8.13a sind die Eingabegrößen
zusammengefasst. Eine Besonderheit bildet die variable Ergebnisgröße. Um möglichst reale
Anfragen zu generieren, werden diesmal nicht beliebige Tupel zu einem Ergebnis zusam-
mengefasst, sondern Anfragen mit Selektionskriterien konstruiert. Dafür wird zunächst ein
Tupel zufällig aus der Tabelle gezogen, aus dessen Attributwerten die Selektionsprädikate
erstellt werden. Sei beispielsweise ein Tupel von einer Person zufällig ausgewählt worden,
die 50 Jahre alt (age = 50) und geschieden (marital-status = 'divorced') ist. Dann
kann eine mögliche dazugehörige Anfrage
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Q : SELECT * FROM Adult WHERE age BETWEEN 49 AND 51
AND marital-status IN ('divorced', 'separated')
lauten. Durch Q werden alle Personen selektiert, deren Alter zwischen 49 und 51 Jah-
ren liegt und die geschieden (divorced) sind oder von ihrem Partner getrennt leben
(separated). Sowohl die Attribute, die in der WHERE-Klausel vorkommen, als auch
deren angefragte Werte werden dabei zufällig ausgewählt. Die Voraussetzung besteht nur
darin, dass die Werte des ausgewählten Tupels enthalten sein müssen. Eine auf diese Wei-
se konstruierte Anfrage wird akzeptiert, wenn die Anzahl der Tupel im Ergebnis zu der
Anfrage innerhalb der hier angegebenen Schranke zwischen 10 und 30 liegt. Besteht das
Ergebnis aus weniger Tupeln, werden die Bereiche der Attributwerte in der Anfrage erwei-
tert. Beispielsweise kann auch nach einem Alter zwischen 45 und 55 Jahren gefragt werden.
Analog werden die Bereiche verkleinert, wenn zu viele Tupel zurückgegeben werden. Auf
diese Weise werden zufällige Anfragen erzeugt, deren Ergebnisse immer zwischen 10 und
30 Tupeln enthalten.
Die Abbildungen 8.13b und 8.13c zeigen das Verhältnis künstlicher zu realen SA-Werten.
Mit zunehmender Anfragenanzahl steigen alle dargestellten Kurven leicht an, wobei die
Werte für k = 7 jeweils deutlich höher sind als die für k = 5. Der durchschnittliche Anteil
künstlicher SA-Werte liegt für KlonMatching bei 3 % (k = 5) beziehungsweise 9 % (k = 7)
und für SA-Ein bei 59 % (k = 5) beziehungsweise 117 % (k = 7). Es fällt auf, dass SA-Ein
bereits ab der ersten Anfrage relativ viele künstliche SA-Werte produziert. Das liegt vor
allem an der gegebenen Verteilung, bei der einige Werte besonders häufig vorkommen. Das
hat zur Folge, dass in den Ergebnissen ein SA-Wert meistens ca. viermal vorhanden ist,
sodass auch vier Teilanfragen konstruiert werden müssen. Um k-assign Anonymität mit
k = 5 zu erfüllen, werden somit 4 · 5 = 20, bei k = 7 sogar 4 · 7 = 28 Tupel benötigt. Die
durchschnittliche Ergebnisgröße liegt in diesem Szenario aber nur bei knapp 15 Tupeln,
sodass immer entsprechend viele künstliche SA-Werte hinzugefügt werden müssen. Die
Kurven für M-Inv sind aus diesem Grund auch nahezu identisch mit denen von SA-Ein
und werden deshalb hier nicht dargestellt. Die Streuung der Werte ist größer als bei den
synthetischen Tests, was mit der unterschiedlichen Anzahl von Tupeln in den einzelnen
Ergebnissen erklärt werden kann. Größen im Bereich von 10 bis 30 Tupeln sind möglich.
Interessanterweise sind die Kurven der Laufzeiten für k = 5 in Abbildung 8.13d sehr
ähnlich zu denen für k = 7 in Abbildung 8.13e. Insbesondere liegen die Werte für k = 7
nur minimal über denen für k = 5, obwohl im ersten Fall deutlich mehr künstliche SA-
Werte konstruiert werden. Der Gesamtumfang ist mit einigen Millisekunden deutlich unter
dem der synthetischen Tests. Die Ursache dafür liegt im geringen Anteil künstlicher SA-
Werte, der innerhalb von 200 Anfragen bei KlonMatching und k = 7 nicht über 16 %
steigt. Insgesamt stehen diese Ergebnisse aber im Einklang mit den Erkenntnissen der
Tests mit synthetischen Daten und zeigen, dass die Approximationsalgorithmen auch mit
realen Daten und annähernd realen Anfragen gut funktionieren.
8.6 Fazit
Die Eingaben für die durchgeführten Tests unterscheiden sich in der Datenbank- und Er-
gebnisgröße, der Anzahl und Verteilung der SA-Werte sowie der Werte für k, wenn k-assign
Anonymität gefordert ist. Offensichtlich ist, dass mit zunehmender Größe der Datenbank




Anzahl der SA-Werte 14
Verteilung siehe Abbildung 8.12
Ergebnisgröße 10–30 Tupel
Anzahl der Anfragen 200
Schutzkriterium k = 5; 7
(a) Testsetup 10
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Abbildung 8.13: Testsetup, Anteil künstlicher SA-Werte und Laufzeit
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den müssen, um das Schutzkriterium zu erfüllen. Demgegenüber wirkt sich ein großer
Wert für k negativ auf das Ergebnis aus, das heißt, in diesem Fall müssen mehr künstliche
SA-Werte erstellt werden. Eine größere Anzahl hinzugefügter Werte führt jeweils auch zu
einer höheren Laufzeit der Algorithmen.
Wesentlich schwieriger ist es, allgemein gültige Aussagen über die Anzahl und Vertei-
lung der SA-Werte zu treffen. Es gibt Fälle, in denen eine große Anzahl verschiedener
SA-Werte zu weniger von den Algorithmen erkannten Verletzungen des Schutzkriteriums
führt, und Fälle, in denen es genau umgekehrt ist. Oftmals spielt das Verhältnis zwischen
der Anzahl der SA-Werte und der Ergebnisgröße eine zentrale Rolle. Sind nur wenige An-
fragen gegeben, ist es häufig besser, wenn auch nur wenige verschiedene SA-Werte in den
Daten vorkommen. Genau andersherum verhält es sich, wenn besonders viele Anfragen
beantwortet werden müssen (vgl. Abbildungen 8.5 und 8.6). Ähnliche Erkenntnisse folgen
bei unterschiedlichen Verteilungen der SA-Werte. Die Gleichverteilung führt meist nur
bei vielen gegebenen Anfragen zu wenigen künstlichen SA-Werten. Müssen hingegen nur
ein paar Anfragen bearbeitet werden, entstehen bei eher schieferen Verteilungen weniger
künstliche SA-Werte (vgl. Abbildungen 8.8 und 8.9).
Für die untersuchten Algorithmen können ebenfalls einige Aussagen getroffen werden.
ILP gewährleistet zwar eine exakte Überprüfung von k-assign Anonymität, hat jedoch
exponentielle Laufzeit. Das macht sich bereits bei kleinen Datenmengen bemerkbar und
sorgt dafür, dass die Antwortzeiten bereits nach wenigen Anfragen im Stundenbereich
liegen (vgl. Abbildung 8.3). Damit ist dieser Algorithmus in der Praxis nicht verwendbar.
Über die getesteten Approximationsalgorithmen lässt sich insgesamt sagen, dass deren
Güte besser ist, wenn im Ergebnis zu einer Anfrage nur wenig alte Tupel vorhanden sind
(vgl. Abbildung 8.4). Kommen indes Tupel besonders häufig in verschiedenen Ergebnissen
vor, kann es auch passieren, dass mehr künstliche SA-Werte erzeugt werden, als reale im
Ergebnis sind. In allen Fällen erreicht die Anzahl hinzugefügter künstlicher SA-Werte mit
zunehmender Anzahl von Anfragen eine bestimmte Grenze, ab der nicht noch mehr Werte
erstellt werden. Ebenso existiert auch für die Laufzeit pro Anfrage eine Schranke, deren
Höhe von den gewählten Eingabegrößen und Algorithmen abhängt.
Die beste Güte aller Approximationsalgorithmen hat in fast allen Fällen KlonMatching,
wobei sich SimpleMatching und MaxAno sehr ähnlich zu ihm verhalten. Diese Erkenntnis
erscheint auf den ersten Blick ungewöhnlich, da nur KlonMatching eine optimale Erweite-
rung von Matchings garantiert, während die anderen Verfahren diese nur näherungsweise
bestimmen. Eine Ursache dafür stellen die Optimierungsschritte innerhalb der beiden Al-
gorithmen dar, wie zum Beispiel die Unterteilung in mehrere Phasen. Sie wirken sich sehr
positiv auf die Berechnung der optimalen Erweiterung aus. Auch die Laufzeit der Algo-
rithmen KlonMatching, SimpleMatching und MaxAno unterscheidet sich nur gering.
Im Gegenzug dazu schneidet MaxKanten in allen untersuchten Beispielen zum Teil deut-
lich schlechter ab als KlonMatching. Einerseits erzeugt er mehr künstliche SA-Werte und
andererseits liegt seine Laufzeit über der von KlonMatching. Das bestätigt die bereits in
Kapitel 6 aufgestellte Vermutung, dass optimale Erweiterungen nach Problem 6.1 (Max-
Kanten) zu mehr künstlichen SA-Werten führen als optimale Erweiterungen nach Pro-
blem 6.2 (KlonMatching).
Der Vorteil von SA-Ein ist, dass er Antworten auf Anfragen in viel geringerer Zeit
berechnet als die anderen Approximationen. Allerdings erstellt er im Allgemeinen auch
weitaus mehr künstliche SA-Werte. Der Grund dafür liegt darin, dass die Ergebnisse zu-
nächst in kleinere Teilergebnisse zerlegt werden, in denen jeder SA-Wert höchstens einmal
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vorkommt. Kommt im ursprünglichen Ergebnis ein Wert besonders häufig vor, müssen
dementsprechend viele Teilergebnisse gebildet werden. Diese müssen wiederum mit künst-
lichen SA-Werten aufgefüllt werden, um k-assign Anonymität zu gewährleisten. Abbil-
dung 8.11 zeigt aber, dass es auch Fälle gibt, in denen SA-Ein eine bessere Güte hat als
die anderen Approximationen. In diesem Beispiel liegt der Wert für k sehr dicht an der
Anzahl aller verschiedener SA-Werte, die Ergebnismenge ist jedoch um einiges größer.
M-Inv ist ein Approximationsalgorithmus, der zum Vergleich von Ansätzen verwendet
wurde. Er hat eine noch schnellere Laufzeit als SA-Ein, erzeugt allerdings viel mehr künst-
liche SA-Werte als die anderen Verfahren.
Zusammenfassung
In diesem Kapitel wurden die in der vorliegenden Arbeit eingeführten Algorithmen evalu-
iert. Es wurde zunächst die Güte der Approximationen abgeschätzt und danach wurden
verschiedene Szenarien mit unterschiedlichen Einstellungen untersucht. Der Algorithmus
KlonMatching erzeugt in fast allen Fällen die wenigsten künstlichen SA-Werte und hat
damit die beste Güte. Insbesondere wenn viele neue Tupel in den Ergebnissen vorkom-
men, entstehen gute Resultate. Ist das nicht der Fall oder werden viele Tupel mehrfach
angefragt, kann die Anzahl künstlicher SA-Werte mitunter auch die Anzahl realer SA-
Werte übersteigen. Das ist für weitere Analysen der Daten meist nicht erwünscht. Die
Zeit, die für die Bearbeitung einer Anfrage benötigt wird, liegt je nach Eingabegrößen
im Millisekunden- oder niedrigen Sekundenbereich. Damit verlangsamt sich zwar merk-
lich die Zeit der Anfragebearbeitung durch ein DBMS. Im Gegensatz zum Algorithmus
ILP, der die Einhaltung von k-assign Anonymität in exponentieller Zeit exakt überprüft,
können aber weitaus größere Datenmengen analysiert werden. Die niedrige Laufzeit der







9 Zusammenfassung und Ausblick
Dieses Kapitel stellt den Abschluss der vorliegenden Arbeit dar. Zunächst werden die wich-
tigsten Ergebnisse zusammengefasst (Kapitel 9.1) und diskutiert (Kapitel 9.2). Danach
werden Angriffe besprochen, die zu einer Verletzung der Privatsphäre führen können, ob-
wohl k-assign Anonymität erfüllt ist (Kapitel 9.3). Als Letztes wird gezeigt, unter welchen
veränderten Voraussetzungen der eingeführte Ansatz weiterhin verwendet werden kann
(Kapitel 9.4), und es werden weiterführende Forschungsthemen vorgestellt (Kapitel 9.5).
9.1 Zusammenfassung
In der vorliegenden Arbeit wurde der Schutz der Privatsphäre bei der Anfragebearbeitung
in Datenbanksystemen untersucht. Ausgehend vom statischen Modell des Veröffentlichens
von Mikrodaten wurde ein Ansatz entwickelt, Ergebnisse zu Anfragen herauszugeben. Die
Privatsphäre der Individuen, zu denen die angefragten Daten gehören, wird dabei nicht
verletzt.
Zunächst wurde in Kapitel 3 das Wissen eines Angreifers, der die Ergebnisse erhält, als
Menge von SA-Werteverteilungen modelliert. Eine solche Verteilung entspricht einer mög-
lichen Verknüpfung sensibler Werte mit Individuen, die der Angreifer durch Kenntnis der
Ergebnisse ableiten kann. Das dazugehörige Problem SA-Werteverteilung beschreibt
die Frage, ob einem gegebenen Tupel, welches zu einem Individuum gehört, ein bestimm-
ter SA-Wert zugeordnet werden kann. Als Schutzkriterium für die Privatsphäre wurde
k-assign Anonymität vorgeschlagen. Dessen Einhaltung garantiert, dass zu jedem Tupel
mindestens k verschiedene SA-Werte existieren, unter denen der Angreifer den tatsäch-
lichen Wert nicht herausfinden kann. k-assign Anonymität kann durch das Finden von
Matchings in speziellen Graphen bestimmt werden. Dazu wird aus jedem Ergebnis zu
einer Anfrage ein sogenannter Anfragegraph erstellt, in dem ein (valides) Matching ei-
ner möglichen SA-Werteverteilung entspricht. Das Problem QGM enthält die Frage, ob
in einer gegebenen Folge von mehreren Anfragegraphen ein solches Matching existiert.
Es wurde gezeigt, dass die Probleme QGM und SA-Werteverteilung NP-vollständig
sind. Demzufolge kann k-assign Anonymität nicht in Polynomialzeit überprüft werden.1
Ein mögliches Verfahren wandelt QGM in ein ganzzahliges lineares Programm um, welches
mit Standardalgorithmen in exponentieller Zeit gelöst werden kann.
In den Kapiteln 4 bis 7 wurden Approximationsalgorithmen konstruiert, die k-assign
Anonymität in Polynomialzeit garantieren. Als wichtige Anforderung an diese wurde in
Kapitel 4 festgelegt, dass die Privatsphäre trotz der Näherung geschützt sein soll. Folglich
müssen die Algorithmen weiterhin jede Verletzung von k-assign Anonymität finden. Als
Vereinfachung werden nur bestimmte effizient zu berechnende Matchings verwendet, die
unter dem Begriff der ∆-top Matchings zusammengefasst werden. Das Hauptaugenmerk
liegt dabei auf Matchings, die sich nur wenig von dem Matching unterscheiden, welches
1wenn P ̸= NP
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der realen Zuordnung von SA-Werten zu Tupeln entspricht. In Kapitel 5 wurde gezeigt,
wie ∆-top Matchings berechnet werden. Dazu wurde ein dynamischer Ansatz verwendet,
der Matchings für eine Folge von n Anfragegraphen aus denen für n− 1 Anfragegraphen
konstruiert. Dieser Schritt wird Erweiterung von Matchings genannt. Kapitel 6 enthält
vier verschiedene Algorithmen, die eine optimale Erweiterung berechnen.
Für einen Spezialfall wurde in Kapitel 7 ein vereinfachtes Verfahren angegeben. Hierbei
enthält jedes Ergebnis zu einer Anfrage beziehungsweise jeder daraus erstellte Anfrage-
graph keine mehrfach vorkommenden sensiblen Werte. Ebenfalls wurde eine Möglichkeit
aufgezeigt, beliebige Anfragegraphen in kleinere Teilgraphen zu zerlegen, sodass sensible
Werte höchstens einmal pro Graph vorkommen. Der Approximationsalgorithmus in Kapi-
tel 7 ist dadurch eine Alternative zu dem aus Kapitel 5.
Wird durch eines der vorgeschlagenen Verfahren eine Verletzung des Schutzkriteriums
erkannt, kann die entsprechende Anfrage abgewiesen werden. Es ist aber auch möglich,
trotzdem eine Antwort auszugeben. Dazu werden dem Ergebnis künstliche sensible Werte
hinzugefügt, sodass k-assign Anonymität weiterhin erfüllt ist.
In Kapitel 8 wurden die beschriebenen Algorithmen evaluiert. Dabei wurde einerseits
die Güte der Approximationen analysiert und andererseits die Laufzeiten der Verfahren
miteinander verglichen. Insbesondere wurde in vielen Fällen die praktische Verwendbarkeit
der in der vorliegenden Arbeit eingeführten Algorithmen aufgezeigt.
9.2 Diskussion der wichtigsten Ergebnisse dieser Arbeit
9.2.1 k-assign Anonymität
Im Bereich der Anfrageauditierung ist k-assign Anonymität ein neuartiges Modell. Ähnlich
wie ℓ-Diversität stellt es sicher, dass für jedes Individuum mindestens k sensible Werte
existieren, aus denen der Angreifer den tatsächlichen Wert nicht ableiten kann. Dadurch
wird ein Schutz der Privatsphäre generiert, der weitaus größer ist, als nur den exakten Wert
zu verschleiern.2 Gleichzeitig ist das Kriterium wesentlich flexibler und für die Aspekte
der Privatsphäre besser geeignet als das Prinzip der perfekten Privatsphäre.3 Ein höherer
Wert von k sorgt für einen größeren Schutz, während ein kleinerer Wert mehr Anfragen
zulässt. Es ist somit möglich, für unterschiedliche sensible Daten andere Schutzkriterien
zu definieren. Außerdem ist k-assign Anonymität wesentlich intuitiver als beispielsweise
differentielle Privatsphäre, da der Wert von k eine klar verständliche Bedeutung hat.
Beim Veröffentlichen von Mikrodaten existieren weitere Modelle, die auf k-Anonymität
und ℓ-Diversität aufbauen. Meist liegen ihnen bestimmte Angriffe zugrunde, vor denen
sie schützen sollen. Es wäre denkbar, auch diese Modelle in die Anfrageauditierung zu
integrieren. Ein Beispiel sind die probabilistische Attacke und die Ähnlichkeitsattacke aus
Kapitel 2.3.2, vor denen k-assign Anonymität in der vorgestellten Form nicht schützt.
Bei der probabilistischen Attacke kommt ein sensibler Wert innerhalb einer QI-Gruppe
wesentlich häufiger vor als andere. Dadurch steigt für einen Angreifer die Wahrschein-
lichkeit, dass dieser Wert zu einem bestimmten Individuum gehört. Übertragen auf die
Anfrageauditierung und die Abbildung des Wissens eines Angreifers bedeutet das, dass
zu einem Tupel t viele SA-Werteverteilungen existieren, die t den sensiblen Wert s, und
2Vgl. die Modelle bei statistischen Anfragen aus Kapitel 2.6.1.
3Vgl. Kapitel 2.6.2.
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nur wenige, die t einen anderen Wert s′ zuordnen. k-assign Anonymität kann erweitert
werden, sodass nicht nur das Vorhandensein von sensiblen Werten in SA-Werteverteilun-
gen betrachtet wird, sondern auch die jeweilige Anzahl. Wie dieses Prinzip allerdings im
Approximationsalgorithmus umgesetzt wird, ist nicht offensichtlich. Zwar werden in der
∆-top Matchingtabelle mehrere Kanten gespeichert, die Tupel mit SA-Werten verknüpfen.
Allerdings ist unklar, ob beispielsweise die Einhaltung der Beschränkung auf eine maxima-
le oder minimale Anzahl von Kanten mit bestimmten SA-Werten auch effizient realisiert
werden kann.
Dagegen ist es leicht möglich, Ähnlichkeitsattacken vorzubeugen. Dazu muss nur ge-
währleistet werden, dass die sensiblen Werte, die zusammen mit einem bestimmten Tupel
vorkommen, sich untereinander nicht zu sehr ähneln. Für das Schutzkriterium müssen
demnach die Mengen aller sensibler Werte untersucht werden, die Tupeln durch SA-Wer-
teverteilungen zugeordnet werden können. Analog kann leicht in der gespeicherten Mat-
chingtabelle überprüft werden, welche sensiblen Werte, die einem Tupel durch Matchings
zugeordnet werden können, Ähnlichkeiten zueinander aufweisen. Damit ist sogar die Über-
prüfung komplexerer Modelle, wie zum Beispiel t-closeness, möglich.
9.2.2 ∆-top Matchings und Approximationsalgorithmen
Die in den Kapiteln 5 und 7 vorgestellten Approximationsalgorithmen berechnen valide
Matchings in Folgen von Anfragegraphen. Aus jedem Matching kann eine SA-Wertevertei-
lung gewonnen werden, die wiederum dem Test auf k-assign Anonymität dient. Der Vorteil
der Algorithmen ist, dass jede Verletzung des Schutzkriteriums tatsächlich gefunden wird.
Die Approximation besteht demnach nur in einer zu pessimistischen Analyse, denn das
Verfahren kann sich irren, wenn es eine Verletzung ausgibt.
Aus theoretischer Sicht ist in solchen Fällen die Angabe einer Güte wünschenswert. Da-
zu muss der Quotient aus exakter und approximierter Lösung eines Optimierungsproblems
beschränkt werden.4 Im vorliegenden Fall ist eine Abschätzung des minimalen Anonymi-
tätsgrades gesucht, aus dem sich der Wert für k-assign Anonymität ableitet. Allerdings
zeigt ein Beispiel in Kapitel 4.3.4, dass bereits durch die Beschränkung auf ∆2-Matchings
keine feste Güte garantiert werden kann.5 Die Approximation kann demnach beliebig
schlecht ausfallen.
Eine Alternative ist, ∆r-Matchings mit r > 2 zuzulassen. Das vergrößert die Anzahl der
betrachteten Matchings und führt zu mehr abgebildeten SA-Werteverteilungen. Jedoch
zeigt Beispiel A.4 im Anhang auf Seite 273, dass die Beschränkung auf ∆r-Matchings
für jedes feste r immer dazu führt, dass für die resultierende Approximation keine feste
Güte angegeben werden kann. Somit ist nicht garantiert, dass ein höheres r immer zu
einer besseren Approximation führt. Der Grund, warum in der vorliegenden Arbeit r = 2
gewählt wurde, liegt in der effizienten Berechnung der Matchings. Beispielsweise gibt es
mehrere Situationen, in denen zu einer Kante schnell die Gegenkante gesucht werden muss
(z. B. beim Löschen). Für r = 2 ist diese Kante eindeutig bestimmt und kann leicht aus der
Matchingtabelle extrahiert werden. Sind größere Werte für r zugelassen, können Kanten
in Matchings nicht so schnell aus der Matchingtabelle abgelesen werden. Insbesondere
die Idee, Erweiterungen nur anhand gegebener Matchingkanten durchzuführen, ohne die
4Vgl. Kapitel 1.5.2.
5Vgl. auch Beispiel A.3 im Anhang auf Seite 270.
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tatsächlichen Matchings zu erstellen, funktioniert nicht mehr für r > 2. Folglich müssen
in diesem Fall andere Darstellungsformen und Algorithmen konzipiert werden.
Das vorgeschlagene Verfahren kann beim Erkennen einer Verletzung des Schutzkrite-
riums die entsprechende Anfrage verweigern oder zusätzliche sensible Werte im Ergebnis
zurückgeben. Das Hinzufügen künstlicher Werte, zu denen kein reales Individuum gehört,
ist in manchen Fällen nicht erwünscht. Zum Beispiel könnte es für ein pharmazeutisches
Unternehmen wichtig sein, die exakten Reaktionen von Patienten auf bestimmte Medi-
kamente zu erhalten. Gefälschte Werte würden ein Auswerten der Daten für die weitere
medizinische Forschung erschweren.
Eine andere Vereinfachung in der vorliegenden Arbeit stellt die Behandlung des Er-
gebnisses einer Anfrage dar. Wie in den Kapiteln 3 und 5 vorgestellt, wird die Menge
aller Tupel im Ergebnis als eine einzige QI-Gruppe betrachtet und anonymisiert. Gibt
es beispielsweise 100 Tupel, die als Antwort zurückgegeben werden sollen, allerdings nur
3-assign Anonymität verlangt ist, könnte das Ergebnis eventuell auch in mehrere kleinere
QI-Gruppen beziehungsweise Teilergebnisse aufgeteilt werden. Der Vorteil dabei ist, dass
der Informationsgehalt einer kleineren QI-Gruppe größer und damit für den Anfragen-
den nützlicher sein kann als der einer einzigen großen Menge. Insbesondere müssen beim
Generalisieren unter Umständen quasi-identifizierende Werte weniger stark verallgemei-
nert werden. Der Algorithmus in Kapitel 7 verwendet eine ähnliche Idee und clustert die
Elemente der Ergebnisse. Dadurch entstehen kleinere Teilergebnisse, in denen der Infor-
mationsgehalt größer sein kann. Der Nachteil dieser Variante ist aber, dass das Schutzkri-
terium schneller verletzt wird, da weniger SA-Werteverteilungen erstellt werden können.
Demzufolge müssen wiederum mehr künstliche Werte eingefügt werden, um Anfragen be-
antworten zu können, und der Nutzen der Daten sinkt. Auf eine genaue Untersuchung
der Verbindungen zwischen dem Informationsgehalt der Daten und dem Erkennen von
Verletzungen wird in dieser Arbeit verzichtet.
9.3 Angriffe
9.3.1 Verletzung der Privatsphäre trotz erfülltem Schutzkriterium
Inspiriert durch erweiterte Modelle von k-Anonymität wurde in der vorliegenden Arbeit
k-assign Anonymität als Maß für den Schutz der Privatsphäre verwendet. Dabei wird das
Wissen des Angreifers, welches aus den Daten der zurückgegebenen Ergebnisse gewon-
nen werden kann, abgebildet und beschränkt. Nicht modelliert werden Hintergrundwissen
und logische Schlussfolgerungen, die ein Angreifer aus dem Ablauf des verwendeten Al-
gorithmus ziehen kann. Insbesondere Letzteres kann unter bestimmten Bedingungen zu
Verletzungen der Privatsphäre führen, obwohl das eigentliche Schutzkriterium erfüllt ist.
Das gilt sowohl beim statischen Modell des einmaligen Veröffentlichens von Daten als auch
beim dynamischen Modell, bei dem mehrere Anfragen an die Daten zugelassen sind.
Seien die Mikrodaten aus Abbildung 9.1a gegeben, die komplett veröffentlicht werden
sollen. Ein Anonymisierungsalgorithmus generalisiere die Werte des quasi-identifizierenden
Attributs PLZ, indem er pro Schritt die letzte Ziffer durch einen Stern ersetze.6 Dazu sei
eindeutige 2-Diversität gefordert und eine gewisse Art von Minimalität vorausgesetzt, das
heißt, der Algorithmus anonymisiert nicht mehr als unbedingt nötig.


























Abbildung 9.1: Angriff auf eine 2-diverse Tabelle
Ein Angreifer kann aus den veröffentlichten Daten aus Abbildung 9.1c leicht ablesen,
dass der Algorithmus alle PLZ-Werte zweimal generalisiert hat und demzufolge die Tabelle
nach dem ersten Schritt noch nicht eindeutig 2-divers war. Kennt er außerdem die Post-
leitzahlen aller enthaltener Individuen, kann er ableiten, dass die Tupel für Alina und Bill
sowie Clive, Doris und Emily nach dem einmaligen Generalisieren jeweils eine QI-Gruppe
gebildet haben (siehe Abbildung 9.1b). Da mindestens eine dieser beiden Gruppen nicht
eindeutig 2-divers gewesen sein muss und insgesamt nur der Wert A zweimal vorkommt,
kann der Angreifer schlussfolgern, dass Alina und Bill den sensiblen Wert A haben müs-
sen. Alle anderen Möglichkeiten würden nach dem ersten Generalisierungsschritt zu einer
eindeutig 2-diversen Tabelle führen. Die Privatsphäre von Alina und Bill ist in diesem Fall
offensichtlich verletzt, obwohl das Kriterium der eindeutigen ℓ-Diversität erfüllt ist.
Während es eine Vielzahl von Literatur über Restriktionen für veröffentlichte Tabellen
wie k-Anonymität gibt, existieren nur wenige Ansätze, die sich mit dem Wissen auseinan-
dersetzen, welches ein Angreifer aus der Kenntnis des Anonymisierungsalgorithmus erhält.
Wong et al. [158] bezeichneten beispielsweise Angriffe wie im beschriebenen Fall als Mi-
nimalitätsattacken und stellten Varianten auch für weitere Anonymisierungsoperationen
sowie für andere Modelle wie t-closeness oder (k, e)-Anonymität vor. Die von ihnen vor-
geschlagene Lösung umfasst den Verzicht auf das Minimalitätsprinzip und das Einfügen
zufälliger Generalisierungsschritte im verwendeten Algorithmus. Eine eher theoretische
Untersuchung des Problems führten Zhang et al. [165] durch. Sie forderten, dass für jede
veröffentlichte Tabelle T ∗ mehrere unterschiedliche Mikrodatentabellen existieren sollen,
die durch den Anonymisierungsalgorithmus ebenfalls zu T ∗ generalisiert worden wären.
Ein Angreifer kann aus der Kenntnis von T ∗ dadurch nicht schlussfolgern, welche der
Mikrodatentabellen die Originaldaten repräsentiert. Während der von ihnen präferierte
Algorithmus jedoch wenig praktikabel ist, schlugen Xiao et al. [164] ein ähnliches Modell
vor, das allerdings wesentlich einfacher zu erfüllen ist. Alle drei Ansätze würden übrigens
im obigen Beispiel die PLZ-Werte in jedem Fall zweimal generalisieren, auch wenn nach
dem ersten Schritt bereits eindeutige 2-Diversität erfüllt wäre.
Für das anfragenbasierte Szenario untersuchten Kenthapadi et al. [80] das Wissen, wel-
ches Angreifer durch Kenntnis des Algorithmus erhalten. Sie zeigten insbesondere, dass
bereits das Abweisen einer Anfrage zu einer Verletzung der Privatsphäre führen kann.
Sei beispielsweise der Wert 15 die Antwort auf die gesuchte Summe dreier Zahlen. Als
Nächstes soll das Maximum dieser Zahlen zurückgegeben werden. Wenn diese Anfrage
abgewiesen wird, kann der Anfragende schlussfolgern, dass alle drei Zahlen den Wert 5
haben. Jede andere Kombination würde ein Ergebnis zur zweiten Anfrage liefern. Kent-
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hapadi et al. schlugen vor, jede Anfrage abzuweisen, bei der es einen Fall gibt, in welchem
die Antwort zu einer Verletzung des Schutzkriteriums führen kann. Somit wird die zweite
Beispielanfrage nach dem Maximum auch dann nicht beantwortet, wenn die drei Zahlen
unterschiedliche Werte besitzen (siehe Kapitel 2.6.1).
9.3.2 Angriffe auf k-assign Anonymität
Angriffe, wie sie im vorigen Abschnitt vorgestellt wurden, können auch gegen k-assign
Anonymität erstellt werden. Anhand von drei Beispielen werden im Folgenden Szenarien
vorgestellt, bei denen die Privatsphäre verletzt wird, obwohl das Schutzkriterium erfüllt
ist. Eine wichtige Voraussetzung liegt jeweils darin, dass der Angreifer den kompletten
Algorithmus im Detail kennt und Anfragen nur dann abgewiesen werden, wenn das Her-
ausgeben ihres Ergebnisses zu einer Verletzung von k-assign Anonymität führen würde.
Im Anschluss daran wird diskutiert, was im vorgestellten Algorithmus verändert werden
muss, um auch vor solchen Angriffen zu schützen.
Seltenster SA-Wert
Im ersten Fall wird jede Anfrage beantwortet, das heißt, es werden dem Ergebnis bei
Bedarf künstliche sensible Werte hinzugefügt. Wie in dieser Arbeit vorgestellt, sollen dabei













(b) Ergebnis R′2 (inkl. künstlichem SA-Wert)
Abbildung 9.2: Angriff auf den seltensten SA-Wert
Abbildung 9.2 zeigt die Ergebnisse zweier Anfragen an eine hier nicht dargestellte Ta-
belle. Das erste Ergebnis in (a) besteht aus drei Tupeln für Alina, Clive und Doris und
enthält die sensiblen Werte A, B sowie C. Aus Gründen der Übersicht sind anstelle von
quasi-identifizierenden Attributewerten in dem Beispiel die Namen der Individuen angege-
ben, zu denen die jeweiligen Tupel gehören. R1 erfüllt k-assign Anonymität mit k = 3, denn
jedes Individuum kann mit drei verschiedenen SA-Werten verknüpft werden. Eine zweite
Anfrage selektiert die Tupel von Alina, Bill, Emily, Frank und Gill. Die zurückgegebenen
SA-Werte umfassen je zwei A und B sowie ein C und ein D (siehe (b)). Da das Ergebnis
insgesamt einen SA-Wert mehr als Tupel enthält, kann ein Angreifer schlussfolgern, dass
ein künstlicher SA-Wert hinzugefügt wurde und demnach das korrekte Ergebnis zu einer
Verletzung des Schutzkriteriums geführt hätte. Da Alina das einzige Individuum ist, das
in beiden Ergebnissen vorkommt, und Tabelle (b) insgesamt vier verschiedene SA-Werte
enthält, muss die Verletzung bei Alina aufgetreten sein.7 Aus der ersten Anfrage folgt,
7Es kann leicht verifiziert werden, dass die Verletzung des Schutzkriteriums nicht bei einem der neuen
Tupel aufgetreten sein kann.
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dass Alina A, B oder C haben muss. Angenommen, sie hätte A oder B, dann muss der
künstliche Wert C sein, denn andernfalls würde keine Verletzung von 3-assign Anonymität
vorliegen. Wenn ihr originaler Wert hingegen C wäre, müsste kein künstlicher Wert hinzu-
gefügt werden, denn es kommen mindestens ein reales A und ein reales B vor. Demzufolge
können Alina mit A und B nur noch zwei verschiedene sensible Werte zugeordnet werden,
was einer Verletzung ihrer Privatsphäre entspricht.
Im beschriebenen Fall hat k-assign Anonymität keinen ausreichenden Schutz erzeugt.
Die Ursachen dafür sind zum einen, dass der Angreifer die Existenz eines künstlichen
sensiblen Wertes ableiten konnte und dadurch weitere Informationen erhalten hat. Zum
anderen konnte er durch Kenntnis des verwendeten Algorithmus nachvollziehen, welcher
Wert in der beschriebenen Situation hinzugefügt wurde.
Zu diesem Angriff gibt es mehrere Abwehrmechanismen. Wenn die zweite Anfrage bei-
spielsweise abgewiesen worden wäre, hätte der Angreifer keine konkreten Werte schlussfol-
gern können. Er hätte nur von einer Verletzung des Schutzkriteriums gewusst, wenn das
Ergebnis zurückgegeben worden wäre. Eine weitere einfache Möglichkeit besteht darin,
auf die Minimalität beim Erzeugen der künstlichen SA-Werte zu verzichten. Analog zu
den von Wong et al. [158] beschriebenen Minimalitätsattacken könnten als Ergebnis auch
die SA-Werte A, A, B, B, C, C, D ausgegeben werden. Dadurch kann der Angreifer nicht
mehr zwischen den realen Werten A und B sowie dem künstlichen Wert C unterscheiden,
denn diese Werte kommen jeweils zweimal vor. Ein dritter Ansatz bezieht sich auf die Dar-
stellung des Ergebnisses. In Tabelle (b) kommen fünf Tupel und sechs SA-Werte vor, von
daher ist es offensichtlich, dass genau ein künstlicher Wert hinzugefügt worden ist. Werden
Daten eines fiktiven sechsten Individuums ebenfalls ausgegeben, weiß der Angreifer noch
nicht einmal, dass die korrekte Ausgabe zu einer Verletzung des Schutzkriteriums führen
würde. Diese Variante ist die effektivste bei diesem und den beiden folgenden Angriffen.
Doppelte SA-Werte
Der zweite Angriff kann sowohl bei der Verweigerung einer Anfrage als auch beim Hin-
zufügen von künstlichen SA-Werten durchgeführt werden. Seien R1 und R2 aus Abbil-
dungen 9.3a und 9.3b die realen Ergebnisse zu zwei Anfragen und 2-assign Anonymität
gefordert. Während R1 ohne Einschränkungen zurückgegeben werden kann, würde R2
offensichtlich zu einer Verletzung des Schutzkriteriums führen. Wird die zweite Anfrage
abgewiesen, kann ein Angreifer trotzdem leicht auf die sensiblen Werte von Alina und Bill
schließen. Dazu muss er durch Kenntnis von externen Daten nur herausfinden, dass die
Tupel von Alina und Bill durch die zweite Anfrage selektiert wurden. Die Anfrage wird
nämlich nur dann nicht beantwortet, wenn beide angefragten Tupel denselben SA-Wert
haben. Da nur A zweimal in R1 vorkommt und R2 sozusagen eine Teilmenge von R1 ist,
müssen Alina und Bill den sensiblen Wert A haben.
Wird anstelle von R2 das Ergebnis R′2 aus Abbildung 9.3c ausgegeben, entsteht erneut
ein Bruch der Privatsphäre, wenn der Angreifer herausfindet, dass ein künstlicher Wert
hinzugefügt wurde. Falls die beiden realen Werte aus R′2 nämlich A und D wären, wäre
2-assign Anonymität nicht verletzt und es müsste kein sensibler Wert ergänzt werden.
Demzufolge ist D der künstliche SA-Wert.
Das Verhindern dieses Angriffes ist nur schwer möglich, denn selbst durch ein Hinzufü-
gen weiterer künstlicher SA-Werte können die obigen Schlussfolgerungen gezogen werden.
Verursacht wird dies dadurch, dass der Angreifer die Anzahl der künstlichen SA-Werte
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Name SA
Alina








(b) Reales Ergebnis R2
Name SA
Alina A, A, DBill
(c) Ergebnis R′2 (inkl.
künstlichem SA-Wert)
Abbildung 9.3: Angriff durch doppelte SA-Werte
kennt und die zweite Anfrage eine Teilmenge der ersten ist. Wenn beides nicht auszu-
schließen ist, kann zum Beispiel der Algorithmus so verändert werden, dass er in gewissen
Situationen auch dann künstliche SA-Werte ausgibt, wenn diese für das Schutzkriterium
nicht benötigt werden. Dann kann selbst durch R′2 nicht ausgeschlossen werden, dass die
realen Werte A und D sind und das zweite A nur zusätzlich eingefügt wurde.
Test auf SA-Werte
Im Gegensatz zu den beiden eben eingeführten Angriffen besteht das letzte hier vorgestell-
te Szenario aus Ergebnissen, in denen jeder SA-Wert höchstens einmal vorkommt. Damit
ist es auch für den Algorithmus aus Kapitel 7 relevant. Sei als Schutzkriterium 3-assign
Anonymität festgelegt. Anfragen sollen abgewiesen werden, wenn das Herausgeben ihres
Ergebnisses das Kriterium verletzen würde. R1 aus Abbildung 9.4a, welches Informatio-
nen zu Alina, Clive und Doris enthält, erfüllt 3-assign Anonymität und kann ausgegeben
werden. Ein Angreifer stelle nun drei weitere Anfragen, die die Ergebnisse R2, R3 und R4
erzeugen (siehe Abbildungen 9.4b, 9.4c und 9.4d). Das Herausgeben jeweils eines dieser
Ergebnisse würde zu einer Verletzung des Schutzkriteriums führen. Beispielsweise würde
der Angreifer durch das Veröffentlichen von R2 wissen, dass Alina und Clive nicht den






















Abbildung 9.4: Angriff durch sukzessives Testen
Der Angreifer gelangt aber dadurch an Informationen über den sensiblen Wert von
Emily. Wenn dieser A, B oder C wäre, könnte eine seiner Anfragen beantwortet werden.
Wäre er zum Beispiel A, würde das Ergebnis zur insgesamt vierten Anfrage aus den
sensiblen Werten A, B und C bestehen und könnte ausgegeben werden. Folglich kann der
Angreifer drei SA-Werte komplett ausschließen. Dieses Wissen wird mit dem gezeigten
Ansatz nicht modelliert und kann dazu benutzt werden, den sensiblen Wert von Emily
260
9.4 Andere Voraussetzungen des Szenarios
herauszufinden (z. B. durch eine weitere Anfrage, die neben dem Tupel von Emily Tupel
von Individuen mit den SA-Werten A, B und C selektiert).
Die Ursache für die Verletzung der Privatsphäre liegt darin, dass mit dem in der vorlie-
genden Arbeit verwendeten Modell das Wissen durch ein nicht herausgegebenes Ergebnis
nicht abgebildet wird. Beispielsweise würde das Hinzufügen von künstlichen Werten die-
sen Angriff verhindern, denn das daraus entstehende Wissen würde gespeichert werden.
Andererseits können auch bestimmte Arten von Anfragen im Vorhinein ausgeschlossen
werden. In diesem Fall sind es k Anfragen, deren Ergebnisse sich nur durch ein Tupel
unterscheiden. Mit dieser Beschränkung würden die Ergebnisse R2 bis R4 auch dann nicht
ausgegeben werden, wenn sie zu keiner Verletzung des Schutzkriteriums führen würden.
Zusammenfassung der Angriffsszenarien
Anhand dreier Beispiele wurden verschiedene Angriffe auf k-assign Anonymität vorgestellt
und diverse Abwehrmechanismen diskutiert. Dabei stellt sich heraus, dass ein Angreifer
auch dann bereits Informationen erhält, wenn eine Anfrage nicht beantwortet wird. Das
daraus entstehende Wissen kann er zusammen mit anderen Ergebnissen nutzen, um sensi-
ble Werte herauszufinden. Auch das Hinzufügen von künstlichen SA-Werten kann zu Ver-
letzungen der Privatsphäre führen. Dabei wird jeweils vorausgesetzt, dass der Angreifer die
Anzahl der zusätzlichen Werte exakt bestimmen kann. Eine vollständige Untersuchung al-
ler Angriffe und Gegenmaßnahmen geht jedoch über den Rahmen der vorliegenden Arbeit
hinaus. An dieser Stelle werden nur die wichtigsten Ideen kurz erläutert.
Zum einen können Angriffe vermieden werden, wenn der Angreifer nicht weiß, dass er
neben realen auch künstliche Daten erhält. Damit modelliert k-assign Anonymität exakt
das Wissen, das der Angreifer hat, und schützt die Privatsphäre. Diese Annahme mag in
vielen realen Situationen gültig sein, jedoch birgt sie Gefahren in sich. In der Regel ist
es nicht ersichtlich, auf welche externen Daten der Anfragende zugreifen kann. Kennt er
tatsächlich die quasi-identifizierenden Attributwerte sämtlicher in der Datentabelle enthal-
tener Individuen, weiß er auch, wie viele Tupel und SA-Werte in den korrekten Ergebnissen
vorkommen müssen.
Ein anderer Ansatz verzichtet auf die Minimalität der Anzahl künstlicher Werte. Der
vorgestellte Algorithmus würde in diesem Fall nach einem zufälligem Muster weitere künst-
liche SA-Werte in Ergebnisse einfügen, selbst wenn diese durch das Schutzkriterium nicht
benötigt werden. Die vorgestellten Schlussfolgerungen des Angreifers wären damit nicht
mehr deterministisch möglich. Dieser Ansatz beruht auf dem Verfahren zur Verhinderung
von Minimalitätsattacken von Wong et al. [158].
Eine letzte Idee umfasst das Untersuchen bestimmter Anfragen. Analog zum Ansatz
von Kenthapadi et al. [80] werden bestimmte Anfragen abgewiesen, unabhängig davon, ob
das Schutzkriterium durch das Ergebnis erfüllt ist oder nicht. Dadurch kann das Wissen,
das ein Angreifer durch das Abweisen einer Anfrage erhält, beschränkt werden. Beispiele
für solche Anfragen sind die aus dem zweiten und dritten Angriffsszenario.
9.4 Andere Voraussetzungen des Szenarios
In der vorliegenden Arbeit werden einige Annahmen getroffen, die mehrheitlich auch in
anderen Ansätzen zum Schutz der Privatsphäre zu finden sind. Während manche Vor-
aussetzungen für das Modell zwingend nötig sind, können die hier vorgestellten Ideen
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auch in anderen Szenarien verwendet werden. Auf einige Beispiele wird im Folgenden kurz
eingegangen.
Dynamische Daten Bisher wurde stets davon ausgegangen, dass die angefragten Mi-
krodaten statisch und dementsprechend keine Änderungen zugelassen sind. In der Praxis
hingegen werden in Datenbeständen häufig Einträge eingefügt, modifiziert oder gelöscht.
Die in dieser Arbeit vorgeschlagenen Algorithmen würden auch mit Aktualisierungen der
Daten zurechtkommen, wenn folgende Bedingung umgesetzt wird: Beim Löschen eines
Tupels bleibt der entsprechende Eintrag in der ∆-top Matchingtabelle erhalten. Andern-
falls könnten zukünftige Anfragen dafür sorgen, dass bestimmte Kanten beziehungsweise
Zuordnungen von sensiblen Werten zum gelöschten Tupel entfernt werden. Damit könnte
eine Verletzung von k-assign Anonymität bei diesem Tupel nicht mehr gefunden werden.
Demgegenüber stellt das Einfügen von Tupeln in die Datentabelle kein Problem dar, denn
auch andere Tupel werden eventuell erst durch spätere Anfragen zum ersten Mal selek-
tiert. Das Ändern eines sensiblen Wertes wiederum entspricht dem Löschen und Einfügen
des Wertes und kann damit ebenfalls modelliert werden.
Nullwerte Beim Veröffentlichen von Daten werden in der Regel Mikrodaten betrach-
tet, bei denen keine Nullwerte vorkommen. Aus Datenbanksicht spielen diese aber vor
allem in praktischen Anwendungen eine gewisse Rolle. Während nicht vorhandene quasi-
identifizierende Attributwerte zu keinem Bruch der Privatsphäre führen, sind Nullwerte
bei sensiblen Attributen kritischer zu werten. So stellt sich zum Beispiel die Frage, welchen
Grad an Privatsphäre eine QI-Gruppe mit einem sensiblen Wert und drei Nullwerten hat.
Werden fehlende Werte wie ein fester anderer Wert angesehen, ist die besagte QI-Gruppe
2-divers, denn dann kommen nur zwei verschiedene Werte vor. Dieses Konzept kann leicht
in die Anfragebearbeitung übernommen werden, wobei im Algorithmus Anfragegraphen
entstehen, deren SA-Knoten mit dem Wert für Null gelabelt sind. Somit können Nullwer-
te auch bei k-assign Anonymität beachtet werden. Auf der anderen Seite ergibt sich aber
auch die Frage, ob das Nichtvorhandensein eines Wertes die Privatsphäre nicht wesentlich
besser schützt als eine mögliche Zuordnung zu anderen Werten. Beispielsweise besteht bei
der eben betrachteten QI-Gruppe nur eine 25%ige Wahrscheinlichkeit, dass ein Individu-
um überhaupt einen sensiblen Wert hat. Damit ist die Privatsphäre stärker geschützt, als
wenn in der Gruppe neben dem Wert A noch dreimal der Wert B vorkommen würde. Aus
diesem Grund ist es naheliegender, für Nullwerte andere Schutzmodelle zu entwickeln.
Nutzerverwaltung In der vorliegenden Arbeit wurde immer genau eine gegebene Folge
von Anfragen betrachtet. In der Praxis wird ein Datenbanksystem jedoch von verschiede-
nen Nutzern verwendet, die unterschiedliche Anfragen stellen. Wird vorausgesetzt, dass
all diese Nutzer untereinander nicht kommunizieren, kann für jeden eine separate ∆-top
Matchingtabelle verwaltet werden. Dafür muss eine korrekte Authentifizierung sicherge-
stellt werden, denn jeder Nutzer hat ein anderes Wissen über die sensiblen Werte. Wird
allerdings davon ausgegangen, dass die Nutzer untereinander Informationen austauschen
können, muss eine globale Matchingtabelle für alle verwendet werden. Darin wird das Wis-
sen einer Person widergespiegelt, die sämtliche bisher zurückgegebenen Ergebnisse kennt.
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9.5 Ausblick auf zukünftige Arbeiten
Aus dem in der vorliegenden Arbeit vorgestellten Ansatz, die Privatsphäre bei der Anfra-
gebearbeitung zu schützen, entstehen weitere interessante Fragestellungen, die Grundlage
zukünftiger Forschung sein könnten. Ein relevantes Thema sind die bereits angesprochenen
möglichen Angriffe, bei denen trotz erfülltem Schutzkriterium durch zusätzliches Wissen
eine Verletzung der Privatsphäre entsteht. Weitere Ideen werden im Folgenden kurz be-
sprochen.
Andere Schutzkriterien Wie im Kapitel 9.2.1 bereits diskutiert, gibt es eine Vielzahl von
Modellen zum Schutz der Privatsphäre.8 k-assign Anonymität verfolgt dabei eine ähnliche
Idee wie ℓ-Diversität. Es könnte untersucht werden, welche weiteren Modelle des PPDP
auf die Anfrageauditierung übertragen werden können.
Definition eines Nutzens Die Evaluation in Kapitel 8 hat gezeigt, dass die Approxima-
tionsalgorithmen für beliebige Anfragegraphen aus Kapitel 5 eine bessere Güte haben als
der Algorithmus für SA-eindeutige Graphen aus Kapitel 7. Demgegenüber steht, dass die
Ergebnismengen des letztgenannten Verfahrens wesentlich kleiner sind als bei den anderen
Methoden und damit potentiell einen höheren Informationsgehalt besitzen könnten. Das
Entwickeln einer entsprechenden Metrik, welche zurückgegebene Ergebnisse beispielswei-
se mithilfe eines Nutzenwertes bewertet, stellt eine weitere Herausforderung zukünftiger
Arbeiten dar (vgl. Diskussion in Kapitel 9.2.2).
Andere Matchings Der in der vorliegenden Arbeit vorgestellte Approximationsalgorith-
mus verwendet nur ∆-top Matchings. Insbesondere sorgt die Beschränkung auf ∆r-Mat-
chings mit r = 2 dafür, dass für die Approximation keine feste Güte angegeben werden
kann. Werden Matchings mit r > 2 zugelassen, müssen andere Algorithmen und Daten-
strukturen entwickelt werden. Der entstehende Vorteil lautet, dass durch größere Werte
für r mehr Matchings und damit auch mehr Zuordnungen von SA-Werten zu Tupeln
modelliert werden. Der Fehler der Approximation wird dadurch geringer. Das Entwickeln
anderer Ideen für größere r stellt dementsprechend ein interessantes Forschungsthema dar.
Mehrere Tupel pro Individuum Veränderte Voraussetzungen liegen vor, wenn mehrere
Tupel in der Datentabelle zu einem Individuum gehören können. Beispielsweise könnte eine
Person mehrere Krankheiten haben, zu denen jeweils ein eigenständiger Eintrag existiert.
Problematisch wird es, wenn ein Ergebnis zu einer Anfrage nur SA-Werte enthält, die zum
selben Individuum gehören. Das vorgestellte Modell würde Zuordnungen der dazugehöri-
gen Tupel untereinander zulassen, jedoch widerspricht das dem Schutz der Privatsphäre.
Um diese Fälle sinnvoll abzubilden, müssten weitere Bedingungen an die zu berechnen-
den SA-Werteverteilungen beziehungsweise Matchings gestellt werden. Einerseits dürfen
dann Tupel, die zum selben Individuum gehören, nicht miteinander erweitert werden. An-
dererseits ist es nicht offensichtlich, wie dieser Grundsatz effizient in die beschriebenen
Algorithmen integriert werden kann.
8In Kapitel 2 wurden die wichtigsten Modelle im Rahmen dieser Arbeit vorgestellt.
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9 Zusammenfassung und Ausblick
Anfragen einschränken In Kapitel 3 wurde gezeigt, dass die Berechnung von k-assign
Anonymität mittels SA-Werteverteilungen NP-vollständig ist. Es bietet sich daher an,
Anfragen so einzuschränken, dass die Sicherstellung des Schutzkriteriums effizienter ge-
währleistet werden kann. Wenn sich Ergebnismengen beispielsweise nicht überschneiden,
ist die vorgestellte Approximation exakt und produziert keine Ungenauigkeiten. Dahinge-
gen führen überlappende Mengen zum Erweitern von Matchings und erhöhen damit die
Wahrscheinlichkeit, dass eine Verletzung von k-assign Anonymität ausgegeben wird, ob-
wohl keine vorliegt. Eine detaillierte Analyse bestimmter Anfragen und Ergebnisse kann
eventuell Spezialfälle hervorbringen, in denen effizientere Algorithmen verwendet werden
können. Auch eine weitere theoretische Untersuchung der vorgestellten Probleme SA-
Werteverteilung und QGM unter bestimmten Einschränkungen kann zu neuen Er-
kenntnissen führen. Denkbar ist ebenso, den Erwartungswert des Fehlers der Approxima-
tion abzuschätzen.
Alle Anfragen zusammen Eine kleine Änderung des Szenarios liegt vor, wenn alle gestell-
ten Anfragen zu Beginn der Berechnungen bekannt sind. Da die vorgestellte Approxima-
tion Tupel einer Anfrage in alte und neue unterteilt, ist es ein Unterschied, ob Anfrage Qi
vor oder nach Anfrage Qj bearbeitet wird. Dementsprechend kann eine andere Reihenfolge
der Anfragen zu einer anderen Approximation führen. Ein interessanter Forschungsgegen-
stand weiterer Überlegungen könnte deshalb das Herleiten eines Kriteriums sein, wie die
Anfragen zu ordnen sind, damit möglichst viele beantwortet werden können.
Weitere Operationen Als mögliche Operationen auf relationalen Daten wurden in dieser
Arbeit Selektion und Projektion betrachtet. Auch wenn in den Beispielen Projektionen
nicht explizit vorkamen, ist es offensichtlich, dass durch die Beschränkung auf bestimmte
Attribute das Wissen des Angreifers nur abnehmen kann. Die vorgestellte Abbildung seiner
Annahmen kann damit nur restriktiver werden. Weiterführend wäre es deshalb, in anderen
Ansätzen zusätzliche Operationen und insbesondere Daten zu betrachten, die in mehreren
Relationen gespeichert sind.
Zusammenfassen von sensiblen Werten Bei den aufgeführten Angriffen ist es oft ent-
scheidend, wie häufig ein bestimmter sensibler Wert vorkommt. Wenn beim Veröffentlichen
der Ergebnisse aber jeder enthaltene SA-Wert nur einmal aufgeführt wird, können eini-
ge Angriffe verhindert werden. Die Privatsphäre wäre stärker geschützt, da bestimmte
Zuordnungen von SA-Werten zu Tupeln für den Angreifer zusätzlich möglich erscheinen.
Allerdings ist die korrekte Abbildung des Wissens des Angreifers mittels Anfragegraphen
mit dem vorgestellten Verfahren nicht mehr möglich und es müsste ein anderes oder erwei-
tertes Modell entwickelt werden. Ebenfalls sinkt der Informationsgehalt des Ergebnisses,
denn es kann für manche Nutzer wichtig sein, ob ein SA-Wert, wie eine bestimmte Krank-
heit, häufiger vorkommt als ein anderer.
Korrelation zwischen sensiblen Werten Eine wichtige Voraussetzung in der vorliegen-
den Arbeit beruht darauf, dass verschiedene sensible Werte als tatsächlich unterschiedli-
che Werte angesehen werden. Kommen zum Beispiel in einem Ergebnis drei verschiedene
Krebserkrankungen vor, ist 3-assign Anonymität erfüllt. Allerdings kann ein Angreifer
daraus schließen, dass die dazugehörigen Individuen ernsthafte Krankheiten haben. Auch
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9.5 Ausblick auf zukünftige Arbeiten
werden Begriffe als verschieden verarbeitet, die Synonyme voneinander darstellen. Abhilfe
könnte eine Taxonomie der sensiblen Werte schaffen, bei der zum Beispiel alle Krebsvari-
anten zum einheitlichen sensiblen Wert „Krebs“ zusammengefasst werden. An Ansätzen
dieser Art kann zukünftig geforscht werden.
Integration ins DBMS Bisher wurden alle Ansätze und Algorithmen außerhalb eines Da-
tenbankmanagementsystems getestet. Dabei bestehen die Eingaben im Wesentlichen aus
den Ergebnissen, die das darunterliegende DBMS zu den gestellten Anfragen generiert.
Um den Schutz der Privatsphäre bei der Anfragebearbeitung in realen Systemen zu inte-
grieren, sollten die vorgestellten Methoden ins DBMS eingebettet werden. Dabei ergeben
sich mehrere datenbankspezifische Fragestellungen, wie zum Beispiel nach der effizienten
Verwaltung und Speicherung der ∆-top Matchingtabelle. Auch können eventuell bereits









In diesem Teil des Anhangs sind mehrere Beispiele aufgeführt, die keinen Platz im Haupt-
teil der Arbeit fanden, da sie sehr komplex sind oder nur einen Spezialfall behandeln.




















v1 : xe1 + xe2 + xe3 ≤ 1
v2 : xe1 + xe4 + xe5 + xe6 ≤ 1
v3 : xe2 + xe4 + xe7 + xe9 ≤ 1
v4 : xe3 + xe5 + xe7 + xe8 + xe10 ≤ 1
v5 : xe6 + xe8 + xe11 ≤ 1
v6 : xe9 ≤ 1
v7 : xe10 + xe12 ≤ 1
v8 : xe11 + xe12 ≤ 1
(b) Nebenbedingungen des ILP
xe1 xe2 xe3 xe4 xe5 xe6 xe7 xe8 xe9 xe10 xe11 xe12⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
v1 1 1 1 0 0 0 0 0 0 0 0 0
v2 1 0 0 1 1 1 0 0 0 0 0 0
v3 0 1 0 1 0 0 1 0 1 0 0 0
v4 0 0 1 0 1 0 1 1 0 1 0 0
v5 0 0 0 0 0 1 0 1 0 0 1 0
v6 0 0 0 0 0 0 0 0 1 0 0 0
v7 0 0 0 0 0 0 0 0 0 1 0 1
































(c) Nebenbedingungen in Matrixschreibweise
Abbildung A.1: Matchingproblem als ganzzahliges lineares Programm. (a) zeigt den Gra-
phen G, (b) und (c) jeweils die Nebenbedingungen des ILP, wobei zusätz-
lich xei ∈ {0, 1} für alle 1 ≤ i ≤ 12 gilt.
Beispiel A.1 In Abbildung A.1 ist in (a) ein Graph G dargestellt, in dem ein größtes





















Abbildung A.2: Die Menge der farbigen Kanten bildet ein größtes Matching im Graphen.
gen linearen Programms sind für alle Knoten vi in (b) und in Matrixschreibweise in (c)
angegeben. Die Matrix A entspricht dabei der Indizenzmatrix von G. Die Zielfunktion des
ILP ist max∑12i=1 xei und eine mögliche optimale Lösung
xe3 = xe6 = xe9 = xe12 = 1,
xe1 = xe2 = xe4 = xe5 = xe7 = xe8 = xe10 = xe11 = 0.
Die Lösung hat den Wert 4 und entspricht dem in Abbildung A.2 dargestellten Matching.
A.2 Anfragegraphen und ∆-top Matchings
Beispiel A.2 Abbildung A.3 zeigt in (a) alle möglichen SA-Werteverteilungen für den
ersten Graphen des im Kapitel 3 eingeführten Beispiels. Der entsprechende Anfragegraph
G(1) = (G1) ist in (b) und die zu den Verteilungen äquivalenten Matchings in (c) bis
(n) gegeben. M1 stellt dabei das Originalmatching in G1 dar und ist daher farblich an-
ders gekennzeichnet. Zu jedem Matching ist in der Tabelle in (a) der Wert von r für
∆r-Matchings bezüglich M1 angegeben (vgl. Definition 4.6) und es ist markiert, ob das
Matching ∆-minimal bezüglich M1 ist (vgl. Definition 4.4). Zu jedem aufgeführten Mat-
ching Mi existiert ein vollständig SA-äquivalentes Matching, das aus Mi dadurch erzeugt
werden kann, indem die Matchingparter der beiden SA-Knoten mit Label A vertauscht
werden.
Das folgende Beispiel zeigt, dass die Beschränkung auf ∆2-Matching zu einer Approxi-
mation führt, die beliebig schlecht werden kann. Das heißt, der Quotient aus tatsächlichem
Wert des Anonymitätsgrades und des durch ∆2-Matching berechneten Wertes wird belie-
big groß.
Beispiel A.3 In Abbildung A.4 ist eine Folge von Anfragegraphen G = (G1, G2, G3, G4)
gegeben. Dabei wurde auf die Angabe von Labels für Tupelknoten verzichtet, die für das
Beispiel nicht relevant sind. G1 enthält unter anderem alle Tupel mit ungerader und G2
alle mit gerader Nummer. G3 enthält Tupel 0 und ebenfalls alle ungeraden Tupel, während
in G4 analog 0 und alle geraden Tupel vorkommen. Alle anderen Tupellabel seien jeweils
verschieden, das heißt insbesondere, dass alle in G1 nicht angegebenen Tupellabel nicht in
G3 vorkommen (analog für G2 und G4).
In (f) bis (i) ist das MatchingM1 dargestellt, bei dem Tupel 0 mit SA-Wert A1 matcht.
Die dazugehörige SA-Werteverteilung ist in (a) abzulesen. Aus Symmetriegründen gibt es
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A.2 Anfragegraphen und ∆-top Matchings
ID Name SA M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
1 Alison A A A A A A A B B B C C C
2 Ben A A A B B C C A A C A A B
3 Clark B B C A C A B A C A A B A
4 Debra C C B C A B A C A A B A A
∆r bez. M1 – 2 2 3 3 2 2 3 2 3 2 2
∆-min. bez. M1 – X X X X X X X – X X –


































































Abbildung A.3: Perfekte Matchings in G(1)
analog zu M1 für jeden SA-Wert Ai mit 1 ≤ i ≤ m ein Matching Mi, das die Kante
(0, Ai) enthält (vgl. Tabelle (a)). Allerdings ist keins dieser Matchings ein ∆2-Matching
bezüglich des Originalmatchings. Dieser Zusammenhang folgt aus der Konstruktion von
G. In einem ∆2-Matching, das die Kante (0, Ai) enthält, müsste in G3 oder G4 jeweils
auch die Gegenkante (i, A0) enthalten sein. Da in den beiden Graphen G1 und G2 aber
jeweils kein SA-Wert A0 vorkommt, können die Tupel 1, 2, . . . , m nicht mit A0 matchen
und diese Gegenkante kann nicht existieren.
Die Schlussfolgerung aus diesem Beispiel ist, dass die Beschränkung auf ∆2-Matchings
dazu führen kann, dass einem Tupel nur noch sein originaler SA-Wert zugeordnet werden
kann, obwohl m Werte möglich wären. Demzufolge kann die Güte m1 der Approximation
beliebig schlecht werden.
Als Verallgemeinerung der Erkenntnisse aus dem vorigen Beispiel folgt nun, dass die
Beschränkung auf ∆r-Matchings für jedes beliebige, aber feste r zu einer Approximation
führt, für keine feste Güte angegeben werden kann.
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A Weiterführende Beispiele
ID SA M1 M2 M3 M4 · · · Mm
0 A0 A1 A2 A3 A4 · · · Am
1 A1 A2 A1 A1 A1 · · · A1
2 A2 A2 A3 A2 A2 · · · A2
3 A3 A3 A3 A4 A3 · · · A3






... . . .
...
m− 1 Am−1 Am−1 Am−1 Am−1 Am−1 · · · Am−1
m Am Am Am Am Am · · · A1





































































Abbildung A.4: Für den Anfragegraphen G = (G1, G2, G3, G4) in (b) bis (e) ist in (f) bis (i)
ein Matching M1 = (M1, M2, M3, M4) dargestellt, das die Kante (0, A1)
enthält, aber kein ∆2-Matching ist.
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A.2 Anfragegraphen und ∆-top Matchings
ID SA M2 M3 · · · Mm · · ·
1 A1 A2 A3 · · · Am · · ·
2 A2 B1 A2 · · · A2 · · ·




... . . .
... . . .
m Am Am Am · · · B1 · · ·
m + 1 B1 B2 B2 · · · B2 · · ·
m + 2 B2 B3 B3 · · · B3 · · ·




... . . .
... . . .
m + r Br A1 A1 · · · A1 · · ·





m + 1 B1
m + 2 B2
m + 3 B3











m + 1 B1
m + 2 B2
m + 3 B3






Abbildung A.5: Anfragegraph ohne ∆r-Matching für Tupel 1
Beispiel A.4 Seien m und r zwei beliebige, aber feste natürliche Zahlen. In Abbildung A.5
ist in (b) ein Anfragegraph Gn gegeben. Es sei vereinbart, dass weitere Anfragegraphen
G1, . . . , Gn−1 existieren, die hier nicht dargestellt sind. Gn besteht zunächst aus je m + r
Tupel- und SA-Knoten, wobei die Tupelknoten mit 1 bis m+r und die SA-Knoten mit A1
bis Am sowie B1 bis Br gelabelt sind. Alle Tupel i ∈ [1, m] haben den originalen SA-Wert
Ai und alle Tupel m + j mit j ∈ [1, r] den originalen SA-Wert Bj (vgl. Spalte SA in (a)).
Weiterhin existieren Kanten zwischen 1 und allen Ai, allen i und B1 sowie jeweils m + j′
mit j′ ∈ [1, r−1] und Bj′+1. Den letzten Knoten m+r verbindet eine Kante mit A1. Damit
jeder Knoten mindestens m Nachbarn hat, existiert für jeden Tupelknoten k ∈ [2, m+r] ein
vollständig bipartiter Graph mit jeweils m− 1 Tupel- und SA-Knoten, die zusammen mit
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k einen vollständig bipartiten Graphen der Größe m bilden.1 Für k = 2 ist dieser Graph
in der Abbildung skizziert, für die anderen Knoten aus Gründen der Übersichtlichkeit
weggelassen. Offensichtlich ist der Anonymitätsgrad jedes Tupels k mindestens m.
In einem validen Matching Mi in Gn, welches die Kante (1, Ai) mit i ∈ [2, m] enthält,
muss i mit B1 matchen. Denn wenn i mit einem Knoten „seines“ vollständig bipartiten
Graphen matchen würde, müsste auch ein Knoten dieses Graphen mit Ai matchen. Aus
dem gleichen Grund enthält Mi die Kanten (m+ j′, Bj′+1) und die Kante (m+ r, A1). Für
jedes i ist das entstehende Matching ein ∆(r + 2)-Matching bezüglich des Originalmat-
chings und es existiert kein valides ∆r-Matching, das die Kante (1, Ai) enthält. (c) zeigt
beispielhaft das Matching M3.
Werden demnach nur ∆r-Matchings betrachtet, würde Tupel 1 nur noch sein originaler
Wert A1 zugeordnet werden, obwohl m verschiedene Werte A1 bis Am möglich wären.
Da für jedes m und jedes r ein solcher Graph Gn angegeben werden kann, zeigt dieses
Beispiel, dass die Beschränkung auf ∆r-Matchings für jedes beliebige, aber feste r zu einer
Approximation führt, deren Güte m1 beliebig schlecht werden kann.
Proposition 4.10 auf Seite 117 gilt nicht für ∆r-Matchings mit r > 2, was durch das
folgende Beispiel illustriert wird.
Beispiel A.5 In Abbildung A.6 ist ein Anfragegraph G = (G1, G2, G3, G4), das Origi-
nalmatching Morig und ein Matching M1 dargestellt, welches ∆-minimal und ein ∆3-
Matching bezüglichMorig ist. In der symmetrischen Differenz der beiden Matchings kom-
men insgesamt die sechs SA-Labels A, B, C, D, E und F vor. Nach Proposition 4.10 auf
Seite 117 sind in der symmetrischen Differenz von ∆-minimalen ∆r-Matchings mit r = 2
genau zwei verschiedene SA-Labels enthalten. Da jedes ∆r-Matching auch ein ∆(r + 1)-
Matching ist, zeigt G, dass diese Proposition nicht für den Fall r > 2 gilt. Insbesondere
sind die SA-Labels aus G1 komplett verschieden zu denen aus G4.
Beispiel A.6 Abbildung A.7 zeigt in (a) alle SA-Werteverteilungen, die aus ∆-top Mat-
chings im Anfragegraphen G(2) = (G1, G2) aus (b) erzeugt werden können. G(2) ist dabei
das im Kapitel 3 eingeführte Beispiel. Zum Originalmatching, welches in (c) mitM1.1 an-
gegeben ist, existieren insgesamt sieben ∆-top Matchings, die in (d) bis (j) dargestellt sind.
Die Bezeichnung der Matchings entspricht der Nummerierung, die im Kapitel 3 verwendet
wurde (vgl. Tabelle 3.8 auf Seite 72).
Beispiel A.7 Abbildung A.8 zeigt in (a) alle SA-Werteverteilungen, die aus ∆-top Mat-
chings im Anfragegraphen G(3) = (G1, G2, G3) aus (b) entstehen. G(3) ist dabei das im
Kapitel 3 eingeführte Beispiel. Zum Originalmatching, welches in (c) mitM1.1 angegeben
ist, existieren insgesamt vier ∆-top Matchings, die in (d) bis (g) dargestellt sind. Die Be-
zeichnung der Matchings entspricht der Nummerierung, die im Kapitel 3 verwendet wurde
(vgl. Tabelle 3.10 auf Seite 73).
A.3 Erweiterung von Matchings
In Kapitel 5.4 wurden zwei Einschränkungen definiert, die die Anzahl möglicher Erwei-
terungen beschränken. Einerseits sollen neue Tupel nur mit alten erweitert werden und
1Das bedeutet, der Tupelknoten k ist mit jedem SA-Knoten „seines“ vollständig bipartiten Graphen
verbunden und jeder Tupelknoten des Graphen mit dem originalen SA-Wert von k.
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Abbildung A.6: ∆-minimale ∆3-Matchings für G = (G1, G2, G3, G4)
andererseits dürfen alte Tupel, die denselben SA-Wert haben, nicht mit demselben neuen
Tupel erweitert werden. An dieser Stelle werden beide Kriterien mithilfe von Beispielen
weiter untersucht.
Beispiel A.8 Abbildung A.9 zeigt in (a) eine Folge von Anfragegraphen G(4) und in (e)
die entsprechende ∆-top Matchingtabelle. In Spalte G(3) sind die ∆-top Matchingkanten
der Matchings in den ersten drei Graphen aufgelistet. Dabei handelt es sich um die beiden
Matchings M(3)1 und M
(3)
2 , die auch in (b) beziehungsweise (c) dargestellt sind.
Der Graph G4 besteht aus den alten Tupeln 1, 3 und 5, dem neuen Tupel 6 sowie den
angegebenen SA-Werten. Sind Erweiterungen auch mit alten Tupeln zugelassen, können
die Kante (1, B(2)) mit B(4) und die Kante (4, A(3)) mit A(1) erweitert werden. Das
dazugehörige MatchingM(4)1+2 ist in (d) abgebildet und erfüllt die ∆-top-Eigenschaften. Es
entsteht durch ein Zusammenfügen der hier rot dargestellten Kanten. Das sind genau die,
die in den jeweiligen Matchings verschieden vom Originalmatching sind. Zwei Matchings
können demnach zusammengefügt werden, wenn ihre Kantenmengen disjunkt sind, wobei
nur vom Originalmatching verschiedene Kanten betrachtet werden. Daneben muss die ∆-
top-Eigenschaft auch im neuen Graphen gelten. Wenn beispielsweise Tupel 6 in G4 fehlen
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ID Name SA M1.1 M1.2 M1.3 M2.1 M3.1 M6.1 M7.1 M7.3
1 Alison A A A A A A A B B
2 Ben A A A A A B C A A
3 Clark B B B B C A B A A
4 Debra C C C C B C A C C
5 Elaine B B B D B B B A B
6 Fiona B B D B B B B B A
7 Gary D D B B D D D D D


























































































Abbildung A.7: Originalmatching und alle ∆-top Matchings in G(2)
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A.3 Erweiterung von Matchings
ID Name SA M1.1 M1.3 M2.1 M6.1 M7.3
1 Alison A A A A A B
2 Ben A A A A C A
3 Clark B B B C B A
4 Debra C C C B A C
5 Elaine B B D B B B
6 Fiona B B B B B A
7 Gary D D B D D D
8 Helen C C C C A C




































































































































ID SA G(1) G(2) G(3) G(4)/M(4)1+2
1 A B(2) B(2) B(2) B(2, 4)
2 B A(1) A(1) A(1, 5) A(1, 5)
3 A B(4) B(4) B(4)
4 B A(3) A(3) A(1, 3)
5 A B(2) B(2, 6)
6 B A(5)
(e) ∆-top Matchingtabelle
Abbildung A.9: Matchings in G(3) und G(4)
würde, würde die Erweiterung nicht funktionieren, denn Tupel 5 kann dann nicht mit
einem B matchen.
Es wäre auch denkbar, dass die beiden zu vereinigenden Matchings Kanten im selben
Graphen besitzen, die keine Originalkanten sind. Zum Beispiel könnte G2 und G3 auch
genau ein Graph sein, der aus allen vier Tupel- und SA-Knoten besteht. In diesem Fall
gäbe es noch mehr mögliche Matchings.
Beispiel A.9 Abbildung A.10 zeigt in (a) eine Folge von Anfragegraphen G(5) und in (g)
die dazugehörige ∆-top Matchingtabelle. In Spalte G(4) sind die ∆-top Matchingkanten







4 , die auch in (b) bei (e) dargestellt sind.
Sollen diese Matchings in G(5) erweitert werden, muss Tupel 1 mit B und Tupel 4 mit
A matchen. Es gibt insgesamt je zwei Matchings mit einer Kante (1, B) beziehungsweise
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ID SA G(1) G(2) G(3) G(4) G(5)
1 A B(2), B(3) B(2), B(3) B(2), B(3) B(2), B(3) B(2, 4), B(3, 4)
2 B A(1) A(1) A(1) A(1, 8) A(1, 8)
3 B A(1) A(1) A(1) A(1) A(1)
4 B A(5), A(6) A(5), A(6) A(5), A(6) A(1, 5), A(1, 6)
5 A B(4) B(4, 7) B(4, 7) B(4, 7)
6 A B(4) B(4) B(4) B(4)
7 B A(5) A(5, 8) A(5, 8)
8 A B(2), B(7) B(2), B(7)
(g) ∆-top Matchingtabelle
Abbildung A.10: Matchings in G(4) und G(5)
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(4, A). Das heißt, es gibt vier mögliche Erweiterungen, die betrachtet werden müssen: das













4 . Offensichtlich verhindern die Graphen G3 und G4, dass Matchings M
(4)
1
und M(4)3 zusammengelegt werden können. (f) zeigt das Matching M
(5)
1+4, welches durch
das Vereinigen von M(4)1 und M
(4)







4 führen jeweils zu einem ∆-top Matching, welches allerdings hier
nicht graphisch dargestellt ist. Somit werden in der ∆-top Matchingtabelle drei Matchings
für G(5) gespeichert.
Dieses Beispiel zeigt, dass alle Anfragegraphen getestet werden müssen, um zu sehen, ob
das Zusammenfügen bestimmter Matchings funktioniert. Gibt es nämlich weitere Graphen
wie G3 und G4, könnten weitere der hier funktionierenden Kombinationen wegfallen. Nur
mithilfe der ∆-top Matchingkanten in der Tabelle ist es somit nicht möglich zu entscheiden,
ob ein altes Tupel mit einem anderen alten Tupel erweitert werden kann.
Beispiel A.10 In Abbildung A.11 ist ein Teilausschnitt einer komplexeren Folge von
Anfragegraphen skizziert. Insgesamt sind n + 1 Graphen gegeben. Für alle ungeraden
Zahlen u ≤ n existiert ein Graph Gu, der analog zu G1 beziehungsweise G3 aufgebaut ist.
Für alle geraden Zahlen g ≤ n existiert ein Graph Gg, der analog zu G2 beziehungsweise
G4 aufgebaut ist. Damit gibt es in G(n) ein MatchingM(n)1 , bei dem alle ungeraden Labels
mit einem B matchen (siehe (b)), und für jede gerade Zahl g jeweils zwei MatchingsM(n)g.1
und M(n)g.2 , bei denen der Knoten mit Label g mit A matcht (analog zu M
(n)
2.1 aus (c) und
M(n)2.2 aus (d)).
Der Graph Gn+1 besteht aus Tupelknoten für alle Labels i ≤ n und SA-Knoten mit
Labels A oder B. Wenn nun das Matching M(n)1 in G(n+1) erweitert werden soll, muss
jedem Tupelknoten mit ungeradem Label ein B (folgt aus M(n)1 ) und demzufolge jedem
Tupelknoten mit geradem Label ein A zugeordnet werden. Dafür gibt es insgesamt n2 !,
also exponentiell viele verschiedene Kombinationen in Gn+1, wobei für jede Zuordnung
eines geraden Labels g zu A noch einmal zwei verschiedene Matchings existieren (M(n)g.1
und M(n)g.2 ). Eines dieser Matchings M
(n+1)
1+2.1+4.1 ist in (e) angegeben.
Anstatt alle Matchings zu speichern, kann man sich überlegen, nur eines auszuwählen,
da zumindest die Zuordnung der ungeraden Labels zu B und der geraden Labels zu A bei
allen gleich ist. Ignoriert man dazu als Vereinfachung die Zuordnungen in Gn+1, so gibt
es immer noch für jede gerade Zahl g ≤ n zwei verschiedene Matchings, die infrage kom-
men. Daraus folgt, dass es insgesamt 2n/2 verschiedene SA-Werteverteilungen gibt. Für
den Graphen G(n+1) aus Abbildung (a) sind alle dieser Matchings ∆-top, daher kann hier
einfach ein beliebiges ausgewählt werden. Sind allerdings noch weitere Graphen gegeben,
wie zum Beispiel in Abbildung A.12, fallen bestimmte Möglichkeiten weg. Beispielswei-
se verhindert G0.1 aus (a), dass die Matchings M(n)2.1 und M
(n)
4.1 zusammengefasst werden
können, da hierbei die Labels 2.1 und 4.1 jeweils mit B matchen würden. Gleiches gilt für
G0.2 aus (b) sowie M(n)2.1 und M
(n)
4.2 . Somit kann M
(n)
2.1 nicht auf G(n+1) erweitert werden.





gleichzeitig. Im schlimmsten Fall funktioniert gar keine Kombination der gegebenen Mat-
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Abbildung A.12: Mögliche zusätzliche Anfragegraphen zu G(n+1) aus Abbildung A.11
chings für G(n), was aber erst nach 2n/2 Schritten festgestellt wird.2 Um diesen Aufwand
zu umgehen, wurden im Kapitel 5.4 Einschränkungen definiert, die verhindern, dass Mat-
chings zusammengefasst werden. Insbesondere werden alte Tupel nicht mit anderen alten
Tupeln erweitert.
Beispiel A.11 Abbildung A.13 zeigt in (a) eine Folge von Anfragegraphen G(4) und in (d)
die dazugehörige ∆-top Matchingtabelle. In Spalte G(3) sind die ∆-top Matchingkanten
des einzigen Matchings M(3)1 in den ersten drei Graphen aufgelistet.
Der Graph G4 besteht aus den beiden alten Tupeln 2 und 4 sowie den angegebenen SA-
Werten. Durch die in Kapitel 5.4 vorgestellten Einschränkungen werden alte Tupel nicht
mit anderen alten Tupeln erweitert. Daher würden die Kanten (2, B(3)) und (4, A(1))
und somit das gesamte MatchingM(3)1 gelöscht werden. Keinem Tupel kann nunmehr ein
anderer Wert als sein originaler zugeordnet werden (siehe Spalte G(4)) und es würde eine
Verletzung der Privatsphäre erkannt werden.
Werden Erweiterungen mit alten Tupeln zugelassen, kann 2 mit 4 und 4 mit 2 erweitert
werden. Es entstehen die Kanten (2, B(3, 4)) und (4, A(1, 2)), die zum in (c) dargestellten
∆-top Matching M(4)1 gehören. Dieses Beispiel zeigt, dass durch die erste Einschränkung
nicht mehr alle ∆-top Matchings modelliert werden und dadurch SA-Werteverteilungen
fehlen können. Laut der Modellierung wird eine Verletzung der Privatsphäre erkannt,
obwohl das nicht der Fall ist (false positive).
Es folgt ein komplexes Beispiel, das Algorithmus 5.3 in Verbindung mit den in Ka-
pitel 5.6 vorgestellten Methoden zur Sicherstellung von k-assign Anonymität durch das
Hinzufügen künstlicher SA-Knoten veranschaulicht.
Beispiel A.12 In Abbildung A.14 ist in (f) eine ∆-top Matchingtabelle für eine Folge von
n − 1 Anfragegraphen (Spalte G(n−1)) und in (a) ein weiterer Anfragegraph Gn gegeben.
Die Tupel 1 bis 8 seien alte Tupel, die in den hier nicht dargestellten Teilgraphen G1 bis
Gn−1 vorkommen, und 9 sei ein neues Tupel, für das noch keine Matchings existieren. Alle
2Es sei hier vereinfacht angenommen, dass der Test der Matchingeigenschaft einer durch das Zusammen-
fassen mehrerer Matchings entstehenden Knotenmenge in einem Schritt erfolgen kann. Weiterhin soll
keine (oder nur eine vernachlässigbar kleine Anzahl) der 2n/2 vielen möglichen Kombinationen von
vornherein ausgeschlossen werden können.
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ID SA G(1) G(2) G(3) G(4)
1 A B(3) B(3, 5) B(3, 5) –
2 A B(3) –
3 B A(1) A(1) A(1, 2) –
4 B A(1) A(1) –
(d) ∆-top Matchingtabelle
Abbildung A.13: Matchings in G(3) = (G1, G2, G3)
aufgeführten Variablen xi.j stehen für Mengen (bzw. Listen) beliebiger Tupel, die hier
nicht angegeben sind. Entsprechend Algorithmus 5.3 sollen die Matchings aus der Tabelle
erweitert werden, wobei 3-assign Anonymität gefordert ist, welche durch das Hinzufügen
von künstlichen SA-Knoten sichergestellt werden soll.3 Es sei angenommen, dass die ∆-
top Matchingkanten entsprechend der Auflistung in der Tabelle von oben nach unten
bearbeitet werden.
Die erste Matchingkante (1, B(2, 3, 4)) führt nach Zeile 12 des Algorithmus zu einem
Aufruf der erweiterten Lösche-Routine, die bei Bedarf künstliche SA-Knoten in den Gra-
phen einfügt. Wenn die Kante entfernt würde, wäre der Anonymitätsgrad des Tupels 1
nur noch 2 < k = 3. Da die Tupel 2, 3 und 4 in Gn vorkommen, müssen insgesamt zwei
künstliche SA-Knoten mit Label A eingefügt werden, um ein Löschen zu verhindern. Ein
mögliches Matching M1, das die Kante (1, B(2, 3, 4)) im veränderten Graphen G′n enthält,
ist in (c) dargestellt.4
Die nächsten beiden Kanten (1, C(5)) und (2, A(1)) bleiben erhalten (Zeile 10). Kante
(2, A(x2.1)) könnte zwar gelöscht werden ohne 3-assign Anonymität zu verletzen (Zeile 8),
wird aber mithilfe der beiden gerade erzeugten künstlichen SA-Knoten erweitert. Ein mög-
3Vgl. Kapitel 5.6.












































































































ID SA G(n−1) G′(n)
1 A B(2, 3, 4), C(5) B(2, 3, 4), C(5)
2 B A(1), A(x2.1), E(x2.2) A(1), A(x2.1), E(x2.2, 9)
3 B A(1), E(x3) A(1), E(x3)
4 B A(1), C(x4) A(1), C(x4)
5 C A(1), F(x5) A(1), F(x5)
6 C B(x6.1), F(x6.2) B(x6.1), F(x6.2)
7 D A(x7.1), B(x7.2), G(8) A(x7.1), B(x7.2), G(8)
8 G A(x8), D(7) A(x8), D(7)
9 E B(2), A(), B(), C(), F(), G()
(f) ∆-top Matchingtabelle
Abbildung A.14: Matchings in Gn
liches Matching ist in (d) dargestellt. Die Kante (2, E(x2.2)) kann im ersten Schritt weder
erweitert noch gelöscht werden und wird für den anschließenden Erweiterungsalgorithmus
gespeichert.
Die Behandlung der nächsten Kanten verläuft analog. (3, A(1)), (4, A(1)) und (5, A(1))
bleiben erhalten, (3, E(x3)) wird für die Erweiterung gespeichert und für die Kanten
(4, C(x4)), (5, F(x5)), (6, B(x6.1)) sowie (6, F(x6.2)) werden jeweils weitere künstliche SA-
Knoten mit entsprechendem SA-Wert eingefügt.5 Dabei ist zum einen zu beachten, dass
(4, C(x4)) nicht mit 5 oder 6 erweitert werden kann, da beide Tupel alt sind (Zeile 18). Zum
anderen müssen insgesamt zwei künstliche Knoten mit Label F eingefügt werden, denn die
beiden verursachenden Tupel 5 und 6 haben denselben originalen SA-Wert C. Entspre-
5Die künstlichen SA-Knoten für (4, C(x4)) und (6, B(x6.1)) werden jeweils in Zeile 18 sowie die für
(5, F(x5)) und (6, F(x6.2)) jeweils in Zeile 8 erstellt.
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A.4 Erweiterungsalgorithmen
chend den in Kapitel 5.4 eingeführten Einschränkungen dürfen sie nicht mit demselben
Tupeln beziehungsweise künstlichen SA-Knoten erweitert werden.
Anders verhält es sich bei Tupel 7 und dessen Kanten (7, A(x7.1)) sowie (7, B(x7.2)). Da
der originale SA-Wert von 7 das D ist, können diese Kanten mit den bereits eingefügten
künstlichen SA-Knoten mit Label A und B erweitert werden (Zeile 18). Demzufolge ist
der Anonymitätsgrad von 7 mindestens 3 und die Kante (7, G(8)) könnte gelöscht werden
(Zeile 8). Das hätte zur Folge, dass auch die Gegenkante (8, D(7)) entfernt werden müsste,
wodurch der Anonymitätsgrad von Tupel 8 auf 2 < k fiele. Somit muss auch (7, G(8))
erweitert werden und es wird ein künstlicher SA-Knoten mit Label G eingefügt.
Als Nächstes wird im Algorithmus 5.3 der Erweiterungsschritt ausgeführt. Da es mit 9
nur ein neues Tupel mit SA-Wert E gibt, kann nur eine der beiden zuvor gespeicherten
Kanten erweitert werden. Angenommen, (2, E(x2.2)) wird mit 9 erweitert, so muss nach
Zeile 34 auch für die Kante (3, E(x3)) ein künstlicher SA-Knoten eingefügt werden. Ein
Löschen der Kante würde nämlich auch in diesem Fall zu einer Verletzung des Schutzkri-
teriums führen. M3 aus (e) ist das entsprechende Matching in Gn.
Als Letztes wird das neue Tupel 9 behandelt. Die Kante (9, B(2)) ist bereits durch den
Erweiterungsschritt erstellt worden. Da es kein anderes Tupel mit demselben originalen
SA-Wert wie 9 gibt, können alle künstliche SA-Werte in die Matchingtabelle übernommen
werden. Die Notation (9, A()) gibt beispielsweise an, dass es sich nur um einen künstlichen
Matchingpartner handelt.
Der resultierende und um künstliche SA-Knoten erweiterte Anfragegraph ist in (b) dar-
gestellt und mit G′n bezeichnet.
A.4 Erweiterungsalgorithmen
Beispiel A.13 Abbildung A.15 zeigt eine Folge von vier Anfragegraphen, wobei der vierte
Graph G4 aus den alten Tupeln 3, 4, 5, 7 und 8 sowie dem neuen Tupel 9 besteht. Die ∆-
top Matchingtabelle ist in (e) dargestellt. Durch die Einschränkungen beim Erweitern von
Matchings kann 9 nur entweder 3 oder 7 zugeordnet werden (da beide Tupel den gleichen
SA-Wert B haben). Während 3 bereits 2 Matchingkanten mit C(4) und D(5) hat, hat 7 nur
eine mit E(8). In der ersten Variante v1 (siehe Spalte G(4)v1 ) wird daher die Kante (7, A(6))
mit A(9) erweitert, wodurch die Kante (3, A(1)) gelöscht wird. Dadurch fällt aber das
Matching mit (1, B(2, 3)) heraus und 1 hat keine weitere Matchingkante mehr. Es entsteht
eine Verletzung der Privatsphäre, da 1 nur noch der SA-Wert A zugeordnet werden kann.
In der zweiten Variante v2 (siehe Spalte G(4)v2 ) wird (3, A(1)) mit A(9) erweitert. Dadurch
wird zwar die Kante (7, A(6)) gelöscht, jedem Tupel können aber weiterhin mindestens zwei
verschiedene SA-Werte zugeordnet werden. In diesem Beispiel ist also eine ungleichmäßige
Verteilung der neuen Tupel beim Erweitern besser, das heißt, für ein Tupel (hier 3) sollten
drei Matchingkanten und für ein anderes (hier 7) nur eine Kante gespeichert werden.
Beispiel A.14 In Abbildung A.16 ist in (a) bis (e) eine Folge von Anfragegraphen G(5)
gegeben. Für den vierten Graphen G4 gibt es prinzipiell zwei mögliche Erweiterungen. Das
neue Tupel 8 kann entweder zu 1 oder zu 4 zugeordnet werden. Wird 1 mit 8 erweitert
(siehe Variante v1) und ist 2-assign Anonymität gefordert, gibt es keine Verletzung des
Schutzkriteriums, da der minimale Anonymitätsgrad 2 ist. Allerdings können im fünften






















ID SA G(1) G(2) G(3) G(4)v1 G
(4)
v2
1 A B(2) B(2, 3) B(2, 3) – B(2, 3)
2 B A(1) A(1) A(1) – A(1)




C(4), D(5) A(1, 9),
C(4), D(5)
4 C B(3), D(5) B(3), D(5) B(3), D(5) B(3), D(5)
5 D B(3), C(4) B(3), C(4) B(3), C(4) B(3), C(4)
6 A B(7), E(8) B(7), E(8) E(8)
7 B A(6), E(8) A(6, 9), E(8) E(8)
8 E A(6), B(7) A(6, 9), B(7) A(6, 9), B(7)
9 A B(7), E(8) B(3), E(8)
(e) ∆-top Matchingtabelle
Abbildung A.15: Gespeicherte Matchings in G(4). Dabei werden zwei verschiedene Varian-
ten (Erweiterungsmöglichkeiten) für G(4) dargestellt.
Matchingkante mit einem C haben. Der Anonymitätsgrad der Tupel 5, 7, 10 und 11
beträgt jeweils 1, wodurch es zu 4 Verletzungen des Schutzkriteriums kommt.
Wird in G4 die andere mögliche Erweiterung gewählt und 4 mit 8 erweitert, entsteht
zwar in G(4) eine Verletzung bei Tupel 1, für G(5) gibt es aber keine weitere Verletzung.
In diesem Fall werden die alten Tupel 5 beziehungsweise 7 mit den neuen Tupeln 10
beziehungsweise 11 erweitert.
Dieses Beispiel zeigt, dass Erweiterungen, die für n Anfragegraphen scheinbar optimal
sind, für n + 1 Graphen nicht mehr optimal sein müssen.
A.4.1 Erweiterungsalgorithmus: Maximaler Anonmyitätsgrad
Beispiel A.15 Abbildung A.17 zeigt in (a) die Matchingtabelle für eine Folge von n
Anfragegraphen (siehe Spalte G(n)). In einem weiteren Graphen Gn+1 kommen die alten
Tupel 1 bis 5 und die neuen Tupel 6 bis 10 vor. Algorithmus 6.3 (Maximaler Anonymi-
tätsgrad) wird für die alten Tupel 1, 2 und 3 aufgerufen, da diese denselben SA-Wert A
































1 A B(2) B(2) B(2) B(2, 8) B(2, 8) – –
D(3) D(3) D(3) – – – –
2 B A(1) A(1) A(1) A(1) A(1) – –
D(3) D(3) D(3) D(3) D(3) D(3) D(3)
3 D A(1) A(1) A(1) – – – –
B(2) B(2) B(2) B(2) B(2) – –
4 A B(5) B(5, 7) – – B(5, 7, 8) B(5, 7, 8)
C(6) C(6) C(6, 9) C(6, 9) C(6, 9) C(6, 9)
5 B A(4) A(4) – – A(4) A(4, 10)
C(6) C(6) C(6) – C(6) –
6 C A(4) A(4) A(4) A(4) A(4) A(4)
B(5) B(5, 7) B(5, 7) – B(5, 7) –
7 B A(4) – – A(4) A(4, 11)
C(6) C(6) – C(6) –
8 B A(1) A(1) A(4) A(4)
C(9) C(9) C(9) C(9)
9 B A(4) A(4) A(4) A(4)
B(8) B(8) B(8) B(8)
10 A – B(5)
11 A – B(7)
(f) ∆-top Matchingtabelle
Abbildung A.16: Matchings in G(5). In (a) bis (e) sind fünf Anfragegraphen gegeben. Für
G(4) sind in der Matchingtabelle in (f) zwei verschiedene Erweiterungen




ID SA G(n) G(n+1)













4 B A(2) A(2)
A(3) A(3)
5 C A(3) A(3)
(a) ∆-top Matchingtabelle für G(n) und G(n+1) (aus Platzgründen
sind nur die alten Tupel angegeben)
ID SA E∗Erw Phase 1.1 Phase 1.2 Phase 1.3 EErw
1 A B(x1.1) B(x1.1, 6) B(x1.1, 6) B(x1.1, 6)
C(x1.2) C(x1.2) – –
D(x1.3) D(x1.3) D(x1.3, 9) D(x1.3, 9)
E(x1.4) E(x1.4) E(x1.4) –
2 A C(x2.1) C(x2.1) C(x2.1, 8) C(x2.1, 8)
E(x2.2) E(x2.2) E(x2.2) E(x2.2, 10)
3 A B(x3.1) B(x3.1) B(x3.1) B(x3.1, 7)
D(x3.2) D(x3.2) – –
E(x3.3) E(x3.3) E(x3.3) –
6 B A(1) A(1) A(1)
7 B A(3)
8 C A(2) A(2)
9 D A(1) A(1)
10 E A(2)
(b) Ablauf des Algorithmus




Für Tupel 2 und 3 gibt es bereits Matchings in T (n+1)∆ mit den Tupeln 4 beziehungsweise
5 (siehe Spalte G(n+1) in (a)), sodass die aktuellen Anonymitätsgrade a∗(1) = 1, a∗(2) =
2 und a∗(3) = 3 sind. Als Erstes (Phase 1.1) wird daher nur Tupel 1 betrachtet. Die
Reihenfolge der neuen Tupel sei 6, 7, 8, 9, 10, woraus folgt, dass 1 mit B(6) erweitert wird
(siehe Spalte Phase 1.1).
Danach haben Tupel 1 und 2 jeweils den aktuellen Anonymitätsgrad von 2. Da Tupel
2 mit C und E zwei sowie Tupel 1 mit C, D und E drei verschiedene SA-Werte in Kanten
aus E∗Erw hat, liegt in der Reihenfolge der alten Tupel 2 vor 1.6 Es folgen die Erweite-
rungen 2 mit C(8) sowie 1 mit D(9) und es müssen Kanten gestrichen werden, die nicht
erweitert werden können (siehe Spalte Phase 1.2). Beispielsweise kann (1, C(x1.2)) nicht
mehr erweitert werden, denn es gibt kein neues Tupel mehr, das den SA-Wert C hat.
Jetzt haben alle drei alten Tupel den aktuellen Anonymitätsgrad 3 und den Erweite-
rungsgrad 1. Die Reihenfolge sei zum Beispiel 2, 1, 3. Dann wird 2 mit E(10) erweitert
und die Kanten (1, E(x1.4)) und (3, E(x3.3)) werden gelöscht. Dann hat Tupel 1 keine er-
weiterbare Kante mehr in E∗Erw und es kann nur noch Tupel 3 mit B(7) erweitert werden
(siehe Spalte Phase 1.3).
Da alle neuen Tupel zugeordnet wurden, entfällt Phase 2 des Algorithmus. Spalte G(n+1)
aus (a) zeigt aus Platzgründen nur den Teil der Matchingtabelle T (n+1)∆ , der aus den alten
Tupeln besteht.
Beispiel A.16 Abbildung A.18 zeigt in (a) die Matchingtabelle für eine Folge von n
Anfragegraphen (siehe Spalte G(n)). In einem weiteren Graphen Gn+1 kommen die alten
Tupel 1 bis 3 und die neuen Tupel 4 bis 12 vor. Algorithmus 6.3 (Maximaler Anonymi-
tätsgrad) wird für alle alten Tupel zusammen aufgerufen, da diese denselben SA-Wert A
haben. Der Ablauf ist dabei in (b) dargestellt.
Der aktuelle Anonymitätsgrad ist für jedes alte Tupel 1, da es keine vorhandenen Mat-
chings gibt. Der Erweiterungsgrad der Tupel 1 und 2 beträgt 2, während für Tupel 3
d(3) = 4 gilt. Die Reihenfolge der alten Tupel sei somit 1, 2, 3. Insgesamt gibt es vier neue
Tupel mit SA-Wert B, drei mit C und je eins mit D beziehungsweise E. Die Reihenfolge
der neuen Tupel sei 4, 5, 6, 7, 8, 9, 10, 11, 12, woraus folgt, dass 1 mit B(4) und 2 mit
B(5) erweitert wird. Da es jetzt nur noch zwei neue Tupel mit SA-Wert B gibt, ist die
neue Reihenfolge 8, 9, 10, 6, 7, 11, 12 und Tupel 3 wird mit C(8) erweitert (siehe Spalte
Phase 1.1).
Danach haben alle alten Tupel den aktuellen Anonymitätsgrad 2 und die Reihenfolge
sei weiterhin 1, 2, 3.7 Tupel 1 wird jetzt mit C(9) und Tupel 2 mit D(11) erweitert. Die
Reihenfolge der neuen Tupel ist danach 6, 7, 10, 12, denn der SA-Wert B ist jetzt wieder
am häufigsten vertreten. Somit wird Tupel 3 mit B(6) erweitert (siehe Spalte Phase 1.2).
Alle Kanten der Tupel 1 und 2 sind damit erweitert und Tupel 3 kann in der Phase 1 nur
noch mit E(12) erweitert werden (siehe Spalte Phase 1.2). Es verbleiben die neuen Tupel
7 und 10 und es können in Phase 2 nur noch die Kanten aus der Spalte EErw erweitert
werden. Da Tupel 2 mit B nur einen SA-Wert in Kanten aus EErw und Tupel 1 sowie 3
jeweils zwei, sei die Reihenfolge der alten Tupel 2, 1, 3.8 Es folgen die Erweiterungen von
2 mit B(7) und 1 mit C(10) (siehe Spalte Phase 2).
6Die Erweiterungsgrade bezüglich E∗Erw sind d(1) = 3 und d(2) = 2.
7Die Erweiterungsgrade bezüglich E∗Erw sind d(1) = d(2) = 1 und d(3) = 3.
8Die Erweiterungsgrade bezüglich EErw sind d(1) = d(3) = 2 und d(2) = 1.
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A Weiterführende Beispiele
ID SA G(n) G(n+1)
1 A B(x1.1) B(x1.1, 4)
C(x1.2) C(x1.1, 9)
C(x1.1, 10)
2 A B(x2.1) B(x2.1, 5)
B(x2.1, 7)
D(x2.2) D(x2.2, 11)




(a) ∆-top Matchingtabelle für G(n) und G(n+1) (aus Platzgründen
sind nur die alten Tupel angegeben)
ID SA E∗Erw Phase 1.1 Phase 1.2 Phase 1.3 EErw Phase 2
1 A B(x1.1) B(x1.1, 4) B(x1.1, 4) B(x1.1, 4) B(x1.1) B(x1.1, 4)
C(x1.2) C(x1.2) C(x1.2, 9) C(x1.2, 9) C(x1.2) C(x1.2, 9)
C(x1.2, 10)
2 A B(x2.1) B(x2.1, 5) B(x2.1, 5) B(x2.1, 5) B(x2.1) B(x2.1, 5)
B(x2.1, 7)
D(x2.2) D(x2.2) D(x2.2, 11) D(x2.2, 11) D(x2.2, 11)
3 A B(x3.1) B(x3.1) B(x3.1, 6) B(x3.1, 6) B(x3.1) B(x3.1, 6)
C(x3.2) C(x3.2, 8) C(x3.2, 8) C(x3.2, 8) C(x3.2) C(x3.2, 8)
D(x3.3) D(x3.3) – – –
E(x3.4) E(x3.4) E(x3.4) E(x3.4, 12) E(x3.4, 12)
4 B A(1) A(1) A(1) A(1)
5 B A(2) A(2) A(2) A(2)
6 B A(3) A(3) A(3)
7 B A(2)
8 C A(3) A(3) A(3) A(3)
9 C A(1) A(1) A(1)
10 C A(1)
11 D A(2) A(2) A(2)
12 E A(3) A(3)
(b) Ablauf des Algorithmus




Spalte G(n+1) aus (a) zeigt aus Platzgründen nur den Teil der Matchingtabelle T (n+1)∆ ,
der aus den alten Tupeln besteht.
A.4.2 Erweiterungsalgorithmus: Einfaches Matching
Beispiel A.17 Gegeben sei dieselbe ∆-top Matchingtabelle wie in Beispiel A.15 (siehe
Abbildung A.17a). Es sollen die alten Tupel 1 bis 3 mit den neuen Tupeln 6 bis 10 erweitert































Abbildung A.19: Ablauf des Algorithmus 6.4 (Einfaches Matching). Die farbigen Kanten
bilden jeweils ein Matching.
Abbildung A.19 zeigt den Ablauf des Algorithmus 6.4 (Einfaches Matching), wobei der
Erweiterungsgraph GErw in (a) dargestellt ist. Anfangs sind die aktuellen Anonymitätsgra-
de a∗(1) = 1, a∗(2) = 2 und a∗(3) = 3, das heißt, es wird zunächst nur Tupel 1 betrachtet.
Ein mögliches Matching ist in (b) berechnet und repräsentiert die Erweiterung von 1 mit
B(6). Es sind aber auch andere Matchings denkbar. Nach der entsprechenden Erweiterung
wird die Kante {1, B(7)} in GErw entfernt, da Tupel 7 mit B denselben SA-Wert wie Tupel
6 hat (siehe Zeile 10 im Algorithmus 6.4).
Nach dieser Erweiterung sind die aktuellen Anonymitätsgrade a∗(1) = a∗(2) = 2 und
a∗(3) = 3 und es wird ein Matching mit den alten Tupeln 1 und 2 berechnet. Beispielsweise
kann 1 mit D(9) und 2 mit C(8) erweitert werden (siehe (c)). Jetzt haben alle alten Tupel
den aktuellen Anonymitätsgrad 3 und (d) zeigt ein mögliches Matching, das alle alten
Tupel einbezieht. Da nur noch zwei neue Tupel vorkommen, ist M3 nicht mehr perfekt
(d. h., Tupel 1 hat keinen Matchingpartner). Die entsprechenden Erweiterungen sind 2 mit
E(10) und 3 mit B(7).
Phase 2 entfällt, da es kein weiteres neues Tupel gibt. Die resultierende ∆-top Mat-
chingtabelle entspricht der gleichen wie in Beispiel A.15 (siehe Abbildung A.17a), da die
gleichen Erweiterungen durchgeführt wurden.
Beispiel A.18 Gegeben sei dieselbe ∆-top Matchingtabelle wie in Beispiel A.16 (siehe
Abbildung A.18a). Es sollen die alten Tupel 1 bis 3 mit den neuen Tupeln 4 bis 12 erweitert
werden.
Abbildung A.20 zeigt den Ablauf des Algorithmus 6.4 (Einfaches Matching), wobei der


















































Abbildung A.20: Ablauf des Algorithmus 6.4 (Einfaches Matching). Die farbigen Kanten
bilden jeweils ein Matching.
ellen Anonymitätsgrad 1 und es wird ein Matching mit allen Tupeln berechnet. (b) zeigt
eine Möglichkeit, wonach 1 mit B(4), 2 mit B(5) und 3 mit C(8) erweitert wird. Danach
werden die Kanten {1, B(6)}, {1, B(7)}, {2, B(6)}, {2, B(7)}, {3, C(9)} und {3, C(10)} aus
GErw entfernt (vgl. Zeile 10 im Algorithmus 6.4).
Erneut haben alle alten Tupel denselben aktuellen Anonymitätsgrad und es wird ein
Matching berechnet (siehe (c)). Danach haben die Knoten für Tupel 1 und 2 keine ausge-
hende Kante mehr und werden im dritten Schritt ignoriert.9 Es folgt nur eine Erweiterung
von Tupel 3 mit E(12) (siehe (d)).
In Phase 2 des Algorithmus gibt es nur noch die neuen Tupel 7 und 10. Ein mögliches
Matching ist in (e) dargestellt und erweitert 1 mit C(10) und 2 mit B(7). Es entstehen
hierbei mehrfach erweiterte Kanten, da 1 bereits in Phase 1 mit einem C und 2 mit einem
B erweitert wurde.
Die resultierende ∆-top Matchingtabelle entspricht der gleichen wie in Beispiel A.16
(siehe Abbildung A.18a), da die gleichen Erweiterungen durchgeführt wurden.
A.4.3 Erweiterungsalgorithmus: Klonmatching
Beispiel A.19 Sei eine ähnliche Eingabe wie in Beispiel A.15 gegeben. Dabei sei zur
∆-top Matchingtabelle aus Abbildung A.17a ein Anfragegraph gegeben, der neben den
alten Tupeln 1 bis 5 die fünf neuen Tupel 6 bis 10 und zusätzlich ein neues Tupel 11 mit
SA-Wert E enthalte. Die entsprechende Matchingtabelle ist in Abbildung A.21c gegeben.
9Man beachte, dass die Kante {1, C(10)} aus GErw entfernt wurde, da Tupel 1 im vorigen Schritt mit
einem neuen Tupel mit SA-Wert C erweitert wurde.
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ID d(t) Runde 1 Runde 2
n(t) d(t)− n(t) n(t) d(t)− n(t)
1 4 1 3 2 2
2 2 1 1 2 –
3 3 1 2 2 1
NT 3 6
ST {1, 2, 3} {1, 3}
dmax 1 0
Tabelle A.1: Konstruktion des Klongraphen nach Algorithmus 6.5
Zunächst soll ein Klongraph nach Algorithmus 6.5 für das vereinfachte Optimierungs-
problem 6.3 erstellt werden. Tabelle A.1 gibt einen Überblick über die sukzessive Kon-
struktion des Klongraphen. Zu den alten Tupeln sind die Erweiterungsgrade d(1) = 4,
d(2) = 2 und d(3) = 3 in der 2. Spalte angegeben. Entscheidend ist die Berechnung von
dmax = ⌊(|Sneu| −NT )/|ST |⌋ in der letzten Zeile.
Im ersten Durchlauf der While-Schleife (siehe Spalte Runde 1) ist NT = 3, ST = {1, 2, 3}
und demnach dmax = ⌊(6− 3)/3⌋ = 1 ≥ 1. Für die alten Tupel gilt d(1)−n(1) = 4−1 = 3 >
dmax, d(2)−n(2) = 2− 1 = 1 = dmax beziehungsweise d(3)−n(3) = 3− 1 = 2 > dmax und
es werden die Klongrade aller Tupel jeweils um dmax = 1 erhöht (n(1) = n(2) = n(3) = 2).
Da Tupel 2 jetzt maximal oft vorhanden ist (n(2) = d(2)), wird es aus ST entfernt.
Danach gilt dmax = ⌊(6− 6)/2⌋ = 0 < 1, denn die Anzahl der alten Knoten NT ent-
spricht der Anzahl der neuen Tupel |Sneu|. Das ist ein Abbruchkriterium der Konstruktion.
In Abbildung A.21 ist in (a) der konstruierte Klongraph, in (b) ein mögliches Matching
und in (c) die daraus resultierende ∆-top Matchingtabelle dargestellt. Jedes alte Tupel ist
mit zwei neuen Tupeln erweitert worden, die jeweils einen verschiedenen SA-Wert haben.
Beispiel A.20 Sei die gleiche Eingabe wie in Beispiel A.19 gegeben. Abbildung A.21c
zeigt die entsprechende ∆-top Matchingtabelle für G(n). Diesmal soll mit Algorithmus 6.9
ein Klongraph für das komplexere Optimierungsproblem 6.2 konstruiert werden. Algo-
rithmus 6.10 (Klonmatching) berechnet damit eine Erweiterung, bei der der minimale
Anonymitätsgrad der alten Tupel maximal ist.
ID a∗(t) d(t) Runde 1 Runde 2
n(t) d(t)− n(t) n(t) d(t)− n(t)
1 1 4 2 2 3 1
2 2 2 1 1 2 –
3 3 2 0 2 1 1
NT 3 6
ST {1, 2, 3} {1, 3}
dmax 1 0
Tabelle A.2: Konstruktion des Klongraphen nach Algorithmus 6.9
Tabelle A.2 zeigt den Ablauf der Konstruktion des Klongraphen. Da bereits die Mat-
chingkanten (2, B(4)), (3, B(4)) und (3, B(5)) in der aktuellen Matchingtabelle existieren,





























ID SA G(n) G(n+1)













4 B A(2) A(2)
A(3) A(3)







(c) ∆-top Matchingtabelle für G(n) und
G(n+1) (ohne neue Matchings)
Abbildung A.21: Erweiterung von Matchings mithilfe des Algorithmus 6.6 (Vereinfachtes
Klonmatching)
te (3, B(x3.1)) wird in Phase 1 des Klonmatching-Algorithmus nicht beachtet, denn es
gibt bereits eine Matchingkante mit Tupel 3 und dem SA-Wert B (vgl. Zeile 3). Dem-
zufolge sind die Erweiterungsgrade d(1) = 4 sowie d(2) = d(3) = 2 und es werden
n(1) = min{a∗max − a∗(t), d(1)} = min{3 − 1, 4} = 2 Knoten für Tupel 1 sowie n(2) = 1
Knoten für Tupel 2 initialisiert. Tupel 3 hat den größten aktuellen Anonymitätsgrad und
bekommt daher anfangs keinen Knoten (n(3) = 0).
Im ersten Durchlauf der While-Schleife ist NT = 3, ST = {1, 2, 3} und demnach dmax =
⌊(6− 3)/3⌋ = 1 ≥ 1. Für die alten Tupel gilt d(1)−n(1) = 4−2 = 2 > dmax, d(2)−n(2) =
2 − 1 = 1 = dmax beziehungsweise d(3) − n(3) = 2 − 0 = 2 > dmax und es werden die
Klongrade aller Tupel jeweils um dmax = 1 erhöht. Da Tupel 2 jetzt maximal oft vorhanden
(n(2) = d(2)) ist, wird es aus ST entfernt.
Danach gilt dmax = ⌊(6− 6)/2⌋ = 0 < 1, denn die Anzahl der alten Knoten NT ent-
spricht der Anzahl der neuen Tupel |Sneu|. Das ist ein Abbruchkriterium der Konstruktion.
Abbildung A.22a zeigt den resultierenden Klongraphen, in dem aber kein vollständiges
Matching existiert. Beispielsweise gibt es zwei neue Knoten mit SA-Wert B, die nur mit
den drei Knoten für Tupel 1 verbunden sind. Zwei Knoten für dasselbe alte Tupel dürfen
aber in einem vollständigen Matching nicht mit zwei neuen Knoten matchen, die denselben
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SA-Wert haben. Da die Anzahl der alten Knoten identisch zur Anzahl der neuen Knoten
ist, bleibt in jedem größten Matching mindestens ein alter Knoten unüberdeckt.
An dieser Stelle konstruiert Algorithmus 6.10 (Klonmatching) einen Teilgraphen von
GErw und berechnet dazu zwei Werte.
n∗max = max
t∈Salt




Es wird das maximale i mit a∗min + 1 ≤ i ≤ n∗max gesucht, für das der Graph G
⟨i⟩
Erw ein
vollständiges Matching besitzt. In diesem Beispiel müssen Graphen mit 2 ≤ i ≤ 4 getestet

































Abbildung A.22: Erweiterung von Matchings mithilfe des Algorithmus 6.10 (Klonmat-
ching). Die farbigen Kanten bilden jeweils ein Matching im Graphen,
zu dem zusätzlich noch die gestrichelten Kanten gehören.
Abbildung A.22b zeigt den Graphen G⟨3⟩Erw, der aus GErw dadurch entsteht, indem für
jedes alte Tupel t max{min{n(t), 3 − a∗(t)}, 0} Knoten erzeugt werden.10 Für Tupel 1
werden damit min{3, 3−a∗(1)} = 3−1 = 2 Knoten erstellt, für Tupel 2 min{2, 3−a∗(2)} =
3− 2 = 1 und kein Knoten für Tupel 3, denn der aktuelle Anonymitätsgrad dieses Tupels
ist bereits a∗(3) = 3. Die farbigen Kanten stellen ein mögliches vollständiges Matching M1
dar, nach dem an dieser Stelle erweitert werden soll. Somit wird Tupel 1 mit B(6) und
D(9) sowie Tupel 2 mit E(10) erweitert.
Damit kommen nur noch die neuen Knoten B(7), C(8) und E(11) für eine Erweiterung
in Frage und es wird erneut ein Klongraph erstellt. Tabelle A.3 zeigt den Ablauf der Kon-
struktion des Klongraphen. Die Erweiterungsgrade sind auf d(1) = 2 und d(2) = d(3) = 1
gesunken, denn 1 kann mit C(8) und E(11), 2 nur noch mit C(8) sowie 3 nur noch mit
E(11) erweitert werden.11 Das bedeutet, dass das neue Tupel 7 mit SA-Wert B in dieser
10Sowohl die gestrichelten als auch die farbig markierten Kanten bilden den Graphen G⟨3⟩Erw.
11Da Tupel 1 bereits mit B(6) und Tupel 2 mit E(10) erweitert wurden, können sie in dieser Phase nicht
mit einem Tupel erweitert werden, das denselben SA-Wert B beziehungsweise E hat.
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ID a∗(t) d(t) Init Runde 1
n(t) n(t) d(t)− n(t)
1 3 2 0 1 1
2 3 1 0 1 –




Tabelle A.3: Konstruktion des Klongraphen nach Algorithmus 6.9
Phase nicht mehr beachtet wird und temporär aus Sneu entfernt wird. Da der aktuelle An-
onymitätsgrad diesmal bei allen alten Tupeln 3 beträgt, werden alle Klongrade nicht mit
min{a∗max − a∗(t), d(t)} = 0, sondern mit 1 initialisiert (vgl. Zeile 9 in Algorithmus 6.9).
Damit sind Tupel 2 und 3 bereits maximal oft vorhanden und werden nicht in ST über-
nommen.
Der erste Durchlauf der While-Schleife liefert bereits ein Abbruchkriterium, denn es
gilt NT = 3, ST = {1} und folglich dmax = ⌊(2− 3)/1⌋ = −1 < 1. Im resultierenden
Klongraphen G′Erw in Abbildung A.22c existiert erneut kein vollständiges Matching und
somit müssen wieder Teilgraphen G′⟨i⟩Erw untersucht werden.
n∗max = max
t∈Salt




Es gilt a∗min+1 = n∗max = 4 und damit gilt nur für i = 4 die Bedingung a∗min+1 ≤ i ≤ n∗max.
Der Klongraph G′⟨4⟩Erw ist aber identisch zum bereits berechneten Graphen G′Erw, in dem
es kein vollständiges Matching gibt. Nach Algorithmus Klonmatching wird in diesem Fall
nur ein größtes Matching in G′⟨4⟩Erw berechnet, das in Abbildung A.22c dargestellt ist. Tupel
2 wird mit C(8) und Tupel 3 mit E(11) erweitert.
Phase 1 von Algorithmus 6.10 endet an dieser Stelle, da es keine noch nicht erweiterte
Kante gibt, die erweitert werden kann (E∗Erw = ∅). In Phase 2 wird versucht, alte mit
neuen Tupeln zu erweitern, deren SA-Wert bereits in einem Matching vorkommt. In diesem
Beispiel wurde die Kante (3, B(x3.1)) am Anfang entfernt und wird nun betrachtet. Der
Klongraph für die Phase 2 besteht damit aus dem alten Knoten für Tupel 3 und dem
neuen Knoten für Tupel 7 mit einem trivialen Matching (siehe A.22d).
Damit sind alle neuen Tupel zugeordnet und Phase 3 entfällt. Die berechnete ∆-top
Matchingtabelle ist in Abbildung A.21c dargestellt und entspricht exakt der, die durch
den vereinfachten Klonmatching-Algorithmus in Beispiel A.19 berechnet wurde.
Beispiel A.21 Es sei die gleiche Erweiterung wie in Beispiel A.16 gesucht. Die entspre-
chende ∆-top Matchingtabelle ist in Abbildung A.18a gegeben. Ein weiterer Anfragegraph
Gn+1 enthalte die alten Tupel 1 bis 3 und die neun neuen Tupel 4 bis 12.
Zunächst soll ein Klongraph nach Algorithmus 6.5 für das vereinfachte Optimierungs-
problem 6.3 erstellt werden. Tabelle A.4 gibt einen Überblick über die sukzessive Kon-




Runde 1 Runde 2 Runde 3
n(t) d(t)− n(t) n(t) d(t)− n(t) n(t) d(t)− n(t)
1 2 1 1 2 – 2 –
2 2 1 1 2 – 2 –
3 4 1 3 3 1 4 –
NT 3 7 8
ST {1, 2, 3} {3} ∅
dmax 2 1 –
Tabelle A.4: Konstruktion des Klongraphen nach Algorithmus 6.5
d(2) = 2 und d(3) = 4 in der 2. Spalte angegeben. Entscheidend ist die Berechnung von
dmax = ⌊(|Sneu| −NT )/|ST |⌋ in der letzten Zeile.
Im ersten Durchlauf der While-Schleife (siehe Spalte Runde 1) ist NT = 3, ST = {1, 2, 3}
und demnach dmax = ⌊(9− 3)/3⌋ = 2 ≥ 1. Für die alten Tupel gilt d(1)− n(1) = 2− 1 =
1 < dmax, d(2)−n(2) = 2−1 = 1 < dmax beziehungsweise d(3)−n(3) = 4−1 = 3 > dmax.
Demnach werden die Klongrade für Tupel 1 und 2 jeweils um 1 (n(1) = n(2) = 2) und für
Tupel 3 um dmax = 2 (n(3) = 3) erhöht. Da die Tupel 1 und 2 jetzt maximal oft vorhanden
sind (n(i) = d(i)), werden beide aus ST entfernt.
Danach gilt dmax = ⌊(9− 7)/1⌋ = 2 ≥ 1 und für Tupel 3 d(3)−n(3) = 4−3 = 1 < dmax.
n(3) kann somit um 1 erhöht werden und Tupel 3 wird aus ST entfernt, da es maximal










































Abbildung A.23: Erweiterung von Matchings mithilfe des Algorithmus 6.6 (Vereinfach-
tes Klonmatching). Die farbigen Kanten bilden jeweils ein Matching im
Graphen, zu dem zusätzlich noch die gestrichelten Kanten gehören.
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Abbildung A.23 zeigt in (a) den resultierenden Klongraphen GErw, in dem aber kein
vollständiges Matching existiert. Da alle alten Knoten, die für dasselbe Tupel stehen, mit
neuen Knoten matchen sollen, die jeweils einen anderen SA-Wert haben, müsste sowohl
ein Knoten für Tupel 2 als auch einer für Tupel 3 mit D(11) matchen.
An dieser Stelle konstruiert Algorithmus 6.6 (Vereinfachtes Klonmatching) einen Teil-
graphen von GErw, bei dem die Anzahl von alten Knoten durch eine Variable i beschränkt
ist. Da der maximale Klongrad nmax = maxt∈Salt n(t) = 4 ist, wird das maximale i mit
1 ≤ i ≤ nmax gesucht, für das der Graph G[i]Erw ein vollständiges Matching besitzt. In die-
sem Beispiel müssen Graphen mit 1 ≤ i ≤ 4 getestet werden, wobei der Fall i = 4 bereits
untersucht wurde (G[4]Erw = GErw in Abbildung A.23a).
Teil (b) zeigt mit G[3]Erw einen Klongraphen, bei dem die maximale Anzahl von Knoten
pro altem Tupel auf 3 beschränkt ist. M1 ist darin ein mögliches Matching, nach dem
erweitert werden kann. Es verbleiben die neuen Tupel 7 und 10, für die es allerdings keine
∆-top Matchingkanten gibt, die noch nicht erweitert wurden.12 Demnach endet Phase 1
des Algorithmus mit diesen Erweiterungen.
In Phase 2 werden mit Algorithmus 6.4 (Einfaches Matching) bereits einmal erwei-
terte Kanten erneut erweitert. In (c) ist ein Matching im resultierenden Graphen G′Erw
dargestellt. Die aus den Erweiterungen entstehende ∆-top Matchingtabelle ist in Abbil-
dung A.18a angegeben und ist identisch zu der aus Beispiel A.16.
Da alle alten Tupel anfangs den aktuellen Anonymitätsgrad 1 hatten, sind die konstru-
ierten Klongraphen und durchgeführten Berechnungen von Algorithmus 6.10 (Klonmat-
ching) analog zu denen von Algorithmus 6.6 (Vereinfachtes Klonmatching). In diesem Fall
sind offensichtlich die beiden Lösungen der Optimierungsprobleme 6.2 und 6.3 identisch.
A.5 SA-eindeutige Anfragegraphen
Für die Berechnung von Matchings in SA-eindeutigen Anfragegraphen werden im Kapitel 7
spezielle Algorithmen vorgestellt, welche anhand weiterer Beispiele hier vertieft werden.
A.5.1 Clustern der alten Tupel
Beispiel A.22 In Tabelle A.5 ist ein Anfragegraph dargestellt, der aus neun alten Tupeln
besteht. Mithilfe von Algorithmus 7.5 soll ein Clustering erstellt werden, wobei in jedem
Cluster kein SA-Wert mehrfach vorkommen darf. Insgesamt kommen mit A, B und D drei
verschiedene SA-Werte am häufigsten vor, wobei hier für die Initialisierung A gewählt
werde. Somit entstehen die beiden Cluster C1 = {1} und C2 = {2}. Der weitere Ablauf
des Algorithmus ist in Tabelle A.6 skizziert. Seien die restlichen Tupel entsprechend ihren
IDs sortiert, dann wird zunächst Tupel 3 betrachtet und das Cluster mit dem größten
sim-Wert gesucht (vgl. Spalte „3“). Da sim(3, C1) = sim(3, {1}) = 2 und sim(3, C2) =
sim(2, {2})−∞, wird 3 in das Cluster mit 1 eingefügt. Analog kommt Tupel 4 danach in
Cluster C2 (vgl. Spalte „4“). Die Tupel 5 und 6 haben jeweils einen maximalen sim-Wert
von 0, das heißt, sie werden zurückgestellt und noch keinem Cluster zugewiesen. Da Tupel
7 zu beiden Clustern einen sim-Wert von −∞ hat, wird ein neues Cluster erstellt, das nur




aus Tupel 7 besteht. Für Tupel 8 beziehungsweise 9 existiert jeweils ein Cluster, das einen











Tabelle A.5: Menge alter Tupel
Init 3 4 5 6 7
Ci sim Ci sim Ci sim Ci sim Ci sim Ci
C1 {1} 2 {1, 3} −∞ {1, 3} 0 {1, 3} −∞ {1, 3} −∞ {1, 3}
C2 {2} −∞ {2} 2 {2, 4} −∞ {2, 4} 0 {2, 4} −∞ {2, 4}
C3 {7}
8 9 5 6
sim Ci sim Ci sim Ci sim Ci
C1 4 {1, 3, 8} −∞ {1, 3, 8} 2 {1, 3, 5, 8} −∞ {1, 3, 5, 8}
C2 2 {2, 4} 4 {2, 4, 9} −∞ {2, 4, 9} 0 {2, 4, 9}
C3 2 {7} −∞ {7} 0 {7} 2 {6, 7}
Tabelle A.6: Clustern von alten Tupeln nach Algorithmus 7.5
Danach erfolgt der zweite Durchlauf der Schleife in Algorithmus 7.5, in dem die beiden
Tupel 5 und 6 erneut betrachtet werden. Diesmal gilt sim(5, C1) = 2, wodurch 5 in C1
eingefügt wird. Tupel 6 hat nur einen positiven sim-Wert zu Cluster C3, das bei der ersten
Betrachtung von 6 noch nicht vorhanden war. Folglich wird Tupel 6 Cluster C3 zugewiesen
und die berechneten Cluster lauten C1 = {1, 3, 5, 8}, C2 = {2, 4, 9} und C3 = {6, 7}.
A.5.2 Clustern der neuen Tupel
Beispiel A.23 In Abbildung A.24 ist ein Anfragegraph dargestellt, der aus sechs alten
(siehe (a)) und insgesamt zehn neuen (siehe (b) und (c)) Tupeln besteht. Mithilfe der
Algorithmen 7.5 und 7.6 soll ein Clustering erstellt werden, wobei in jedem Cluster kein
SA-Wert mehrfach vorkommen darf. Der Ablauf des ersten Algorithmus, der die alten
Tupel clustert, ist in Tabelle A.7 dargestellt und soll hier nicht weiter erläutert werden, da
er analog zu den vorigen Beispielen verläuft.13 An dieser Stelle wird nur das Clustern der
13Es gibt zwei Stellen im Ablauf, an denen es jeweils zwei Cluster mit maximalem sim-Wert gibt. Es sei
angenommen, dass sich der Algorithmus für die hier dargestellte Variante entscheidet.
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(c) Neue Tupel in Gi
Abbildung A.24: Anfragegraph Gi
Init 3 4 5 6
Ci sim Ci sim Ci sim Ci sim Ci
C1 {1} 2 {1, 3} −∞ {1, 3} 2 {1, 3} −∞ {1, 3}
C2 {2} 2 {2} −∞ {2} 2 {2, 5} −∞ {2, 5}
C3 0 {4} −∞ {4} 2 {4, 6}
Tabelle A.7: Clustern von neuen Tupeln nach Algorithmus 7.5
Seien die neuen Tupel entsprechend ihren IDs sortiert, dann wird Tupel 7 zuerst be-
trachtet. Da sein SA-Wert D nur in der Signatur der alten Tupel 1 und 3 vorkommt,
ist sim0(7, C1) = 4 > 0 und 7 wird in C1 einsortiert. Der minimale aktuelle Anony-
mitätsgrad der neuen Tupel in C1 ist danach sim(7,C1)2 + 1 = 3. Tupel 8 kann C1 oder
C3 zugefügt werden. Da sim0(8, C1) = 2 < sim0(8, C3) = 4 gilt, wird 8 dem letzte-
ren Cluster zugeordnet. Tupel 9 hat denselben SA-Wert wie Tupel 8 und wird daher in
C1 eingefügt. Der Anonymitätsgrad ändert sich dabei nicht, denn a∗min((C1 ∪ {8})neu) =
min{a∗min(C1neu) + 1,
sim(8,C1)
2 + 1} = min{3 + 1, 2 + 1} = 3.
Die Tupel 10 und 11 haben jeweils zu allen Clustern einen sim0-Wert von 0 und werden
im Algorithmus zurückgestellt. Tupel 12 wird C3 zugeordnet, wodurch dort der Anony-
mitätsgrad steigt: a∗min((C3 ∪ {12})neu) = min{4, 4} = 4. Die weiteren Tupel 13, 14, 15
und 16 werden wie angegeben in die Cluster C2 beziehungsweise C3 eingefügt. Die An-
onymitätsgrade vergrößern sich dabei auf a∗min(C2neu) = 4 und a∗min(C3neu) = 5. Ist das
Schutzkriterium k-assign Anonymität mit k = 4, erfüllen alle neuen Tupel der Cluster C2
und C3 das Kriterium. Die beiden zurückgestellten Tupel 10 und 11 können daher in Phase
2 des Algorithmus 7.6 nur Cluster C1 zugeordnet werden. Aus sim(10, C1) = 4 folgt, dass
10 in C1 einsortiert wird. Der Anonymitätsgrad steigt dadurch nicht, denn a∗(10) = 3.
Somit wird auch das letzte Tupel 11 C1 zugeordnet. Das Ergebnis des Algorithmus lautet




a∗min sim0 Ci a
∗
min sim0 Ci a
∗
min sim0 Ci
C1 0 4 {1, 3, 7} 3 2 {1, 3, 7} 3 2 {1, 3, 7, 9}
C2 0 0 {2, 5} 0 0 {2, 5} 0 0 {2, 5}
C3 0 0 {4, 6} 0 4 {4, 6, 8} 3 −∞ {4, 6, 8}
10/11 12 13
a∗min sim0 Ci a
∗
min sim0 Ci a
∗
min sim0 Ci
C1 3 0 {1, 3, 7, 9} 3 0 {1, 3, 7, 9} 3 0 {1, 3, 7, 9}
C2 0 0 {2, 5} 0 2 {2, 5} 0 2 {2, 5, 13}
C3 3 0 {4, 6, 8} 3 4 {4, 6, 8, 12} 4 −∞ {4, 6, 8, 12}
14 15 16
a∗min sim0 Ci a
∗
min sim0 Ci a
∗
min sim0 Ci
C1 3 0 {1, 3, 7, 9} 3 0 {1, 3, 7, 9} 3 −∞ {1, 3, 7, 9}
C2 2 4 {2, 5, 13, 14} 3 0 {2, 5, 13, 14} 3 2 {2, 5, 13, 14, 16}
C3 4 0 {4, 6, 8, 12} 4 4 {4, 6, 8, 12, 15} 5 −∞ {4, 6, 8, 12, 15}
10 11
a∗min sim Ci a
∗
min sim Ci
C1 3 4 {1, 3, 7, 9, 10} 3 6 {1, 3, 7, 9, 10, 11}
C2 4 − {2, 5, 13, 14, 16} 4 − {2, 5, 13, 14, 16}
C3 5 − {4, 6, 8, 12, 15} 5 − {4, 6, 8, 12, 15}




In diesem Teil des Anhangs werden zwei zusätzliche Beweise geführt.
Proposition B.1 Seien G = (G1, . . . , Gn) eine Folge von Anfragegraphen und M,M′
zwei valide Matchings in G. Dann ist M genau dann ein ∆-minimales valides Matching
bezüglich M′, wenn M′ ein ∆-minimales valides Matching bezüglich M ist.
Beweis: Angenommen, M ist ein ∆-minimales Matching bezüglich M′, aber nicht um-
gekehrt. Somit gibt es nach Definition 4.4 ein valides MatchingM∗ ̸=M mitM∗ ∆M⊂
M′ ∆ M. Mithilfe des Venn-Diagramms in Abbildung B.1 kann diese Bedingung zu
M∗ ∆M = a ∪̇ c ∪̇ e ∪̇ f ⊂ a ∪̇ b ∪̇ d ∪̇ f = M′ ∆M umgeformt werden. Nun gilt
c = e = ∅ und da M∗ ̸=M, folgt M∗ ∆M ≠ ∅. Ferner ist
M∆M′ −M∆M∗ = (a ∪̇ b ∪̇ d ∪̇ f)− (a ∪̇ c ∪̇ e ∪̇ f)
= (b ∪̇ d)
=M∗ ∆M′
und folglich M∗ ∆M′ ⊂ M∆M′. Da aber M∗ ̸=M′ ist, widerspricht diese Beziehung









Abbildung B.1: Schnittmengen der drei Matchings M,M′ und M∗ als Venn-Diagramm
Das folgende Lemma wird für den Beweis von Lemma 6.12 auf Seite 187 benötigt.
Lemma B.2 Seien M ein eindeutiges Matching in einem Klongraphen, SP = {P1, . . . , Pt}
eine (inklusions-)maximale streng eindeutig M -augmentierende Menge knotendisjunkter
Pfade, Q ein eindeutig augmentierender Pfad in M ′ := M ∆E(P1)∆ · · ·∆E(Pt). Wenn Q




Beweis: Nach der Definition der eindeutig augmentierenden Pfade (siehe Definition 6.4
auf Seite 180 und Definition 6.5 auf Seite 185) folgt: es existieren keine Klonkanten in
1. EM̄ (Q) ∪M \ EM (Q) (da Q eindeutig M -augmentierend),
2. EM̄ ′(Q) ∪M ′ \ EM ′(Q) (da Q eindeutig M ′-augmentierend) und
3. EM̄ (SP ) ∪M \ EM (SP ) (da SP eindeutig M -augmentierend).
Wenn SP ∪{Q} nicht eindeutig M -augmentierend ist, muss es zwei Klonkanten e1 und e2
in EM̄ (SP ∪ {Q}) ∪M \EM (SP ∪ {Q}) geben. Da M eindeutig ist, muss eine der beiden
Kanten in EM̄ (SP ∪ {Q}) vorkommen. Seien im 1. Fall beide Kanten in EM̄ (SP ∪ {Q}),
dann gibt es insgesamt drei verschiedene Möglichkeiten:
• e1, e2 ∈ EM̄ (SP ): widerspricht 3,
• e1, e2 ∈ EM̄ (Q): widerspricht 1,
• e1 ∈ EM̄ (SP ), e2 ∈ EM̄ (Q): daraus folgt e1 ∈M ′ und, da Q knotendisjunkt zu allen
Pfaden aus SP ist, e2 ∈ EM̄ ′(Q), was 2 widerspricht.
Im 2. Fall gelte e1 ∈ EM̄ (SP ∪ {Q}) und e2 ∈M \ EM (SP ∪ {Q}), dann gibt es hier zwei
weitere Möglichkeiten:
• e1 ∈ EM̄ (SP ), e2 ∈M \ EM (SP ∪ {Q}): widerspricht 3,
• e1 ∈ EM̄ (Q), e2 ∈M \ EM (SP ∪ {Q}): widerspricht 1.
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aR(n)(t) Anonymitätsgrad des Tupels t bezüglich der Folge von Ergebnissen R(n)
a(t) Anonymitätsgrad des Tupels t bezüglich einer ∆-top Matchingtabelle





dE∆(t) Erweiterungsgrad des Tupels t bezüglich der Menge von ∆-top
Matchingkanten E∆
diam(G) Durchmesser des Graphen G
E Menge von Kanten
E∆ Menge von ∆-top Matchingkanten
E∆(s) Menge von ∆-top Matchingkanten mit SA-Wert s
E∆(t) Menge von ∆-top Matchingkanten des Tupels t
E∆(t, s) Menge von ∆-top Matchingkanten des Tupels t mit SA-Wert s
E(G) Kantenmenge des Graphen G




G(n) Folge von Anfragegraphen (G1, . . . , Gn)
ID Identifikator, identifizierendes Attribut
Kn vollständiger Graph mit n Knoten
Kr,s vollständiger bipartiter Graph mit Partitionen der Größe |A| = r und
|B| = s
l(M) Länge eines kürzesten M -augmentierenden Pfades
le(M) Länge eines kürzesten eindeutig M -augmentierenden Pfades
l(P ) Länge des Pfades P (= Anzahl der Kanten von P )
m Kantenzahl eines Graphen
M Matching
Morig Originalmatching
M(n) Matching in einer Folge von Anfragegraphen G(n)
n Knotenzahl eines Graphen
N Menge der natürlichen Zahlen: N := {0, 1, 2, . . . }
N+ Menge der positiven ganzen Zahlen: N+ := {1, 2, . . . }
ν(G) Kardinalität eines größten Matchings im Graphen G
P Pfad in einem Graphen
Q Anfrage (engl. query)




PPDP Privacy-Preserving Data Publishing
R Menge der reellen Zahlen
R+ Menge der positiven reellen Zahlen: R+ := {x ∈ R | x > 0}
R+0 Menge der nicht negativen reellen Zahlen: R+0 := {x ∈ R | x ≥ 0}
rad(G) Radius des Graphen G
SA sensibles Attribut
Salt(Gn+1) Menge der alten Tupel im Graphen Gn+1
SigR(n)(t) Signatur des Tupels t bezüglich der Folge von Ergebnissen R(n)
Sig(t) Signatur des Tupels t bezüglich einer ∆-top Matchingtabelle
Sneu(Gn+1) Menge der neuen Tupel im Graphen Gn+1
SP Menge von Pfaden
SQL Structured Query Language
SS Menge von sensiblen Werten
ST Menge von Tupeln
ST (G(n)) Menge aller Tupel in der Folge von Anfragegraphen G(n)
ST (Gn) Menge aller Tupel im Graphen Gn
T Tabelle
T (n)∆ ∆-top Matchingtabelle für Folge von Anfragegraphen G(n)
V Menge von Knoten
V (G) Knotenmenge des Graphen G
Z Menge der ganzen Zahlen: Z := {. . . ,−2,−1, 0, 1, 2, . . . }
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