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We study the unsaturated case of the Richards equation in three space dimensions with
Dirichlet boundary data. We ﬁrst establish an a priori L∞-estimate. With its help, by means
of a ﬁxed point argument we prove global in time existence of a unique weak solution in
Sobolev spaces. Finally, we are able to improve the regularity of this weak solution in order
to gain a strong one.
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1. The model
One of the fundamental equation of ﬂuid dynamics in porous media is Darcy’s law. It relates the volumetric ﬂux q
[L3/L2 T ] to the hydraulic head h [L] according to
q = −K (θ)∇h.
Therein, K [L3/L2 T ] denotes the unsaturated hydraulic conductivity, which depends on the volumetric water content θ
[L3/L3].
The hydraulic head h is deﬁned as the sum of the elevation head z [L] and the pressure head ψ := pg , with the
hydrostatic pressure p [M/L T 2], the bulk relates density of clear water  [M/L3] and the gravity acceleration g [L/T 2]. So
we have
h := z + ψ.
Moreover, the volumetric water content depends on the pressure head
θ = θ(ψ) = Vwater(ψ)
Vbulk
.
Thus, with Darcy’s law the Richards’ equation reads as follows:
∂tθ(ψ) − div
(
D(ψ)∇(ψ + z))= 0, (1.1)
where we set D(ψ) := K (θ(ψ)). In our considerations we supply this equation with Dirichlet boundary conditions in the
bulk. A classical, extensive derivation can be found, e.g., in [7,9] and in the literature cited therein.
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(2.4), below. In fact they make (1.1) a model of van Genuchten type.
The region ψ  0 is called the saturated zone. We study the dynamics of (1.1) in the unsaturated zone. That is, we
assume that the Dirichlet data ψD on the boundary are smaller than λ0 < 0. We begin our analysis by showing that any
weak solution ψ (see Deﬁnition 3.1 below) satisﬁes an L∞-bound implying that ψ  λ0 a.e. is valid. The same approach
yields also the uniqueness of weak solutions, see Section 3.
Once we established the a priori L∞-bounds, we use the Kirchhoff transformation to transform our doubly nonlinear
problem to a nonlinear parabolic equation. Subsequently, we apply the machinery of the Schauder’s theorem to get the
existence of solutions in W 2,12 ∩ L∞ . After ﬁnding the unique solution of the transformed problem, we discuss the existence
and the regularity of the original equation (1.1). The point is that the Kirchhoff transformation does not preserve the Sobolev
space W 2,12 . However, at almost all time instants t , solution ψ(·, t) belongs to W 22 , see Proposition 4.1 for details.
At this point we mention that due to importance of Richards’ equation it has gotten considerable attention. The available
papers deal mostly with the numerical aspect of the problem. So, let us just point to a few recent ones (see e.g. [4,16,18,19]).
They provide discretization, proofs of convergence are also given assuming existence of weak solutions. The authors provide
experimental estimates on the rate of convergence as well. But these papers are not a source of an existence, uniqueness
and regularity theory.
There is a substantial body of literature on doubly nonlinear parabolic problems with degeneracies or singularities.
Richards’ equation is just a special case of such a problem. One may deduce existence of a weak solution to (1.1) from the
seminal paper by Alt and Luckhaus [2], who use abstract theory of monotone operators to get existence of such solutions.
However, uniqueness is an issue, its proper treatment requires additional assumptions on the nonlinearities, which are not
satisﬁed here. The ideas of [2] were subsequently developed by other authors. Otto [17] studies the semigroup aspects of
weak solutions. He addresses the question of uniqueness in better way than in [2], however his main assumption of strict
monotonicity of the operator −div(D(ψ)∇ψ) is not satisﬁed here.
Carrillo, see [6], studies existence and uniqueness of entropy solutions in a situation covering Richards’ equation, but the
issue regularity is not addressed. A very interesting general approach is presented in [20]. The authors prove existence and
also uniqueness of more regular solutions than in [2], but their nonlinearity involving ut does not ﬁt our context.
There are articles devoted speciﬁcally to Richards’ equation [21] or book chapters like in [15]. In [21] a method of
parabolic regularization is used, in order to obtain distributional solutions, i.e. weaker than ours. In [15] the author uses
the ideas from abstract semigroup theory and variational inequalities inspired by [2]. The approach applied in article [13] is
based upon the approximation by linear functions.
However, these papers do not recover the regularity we claim. Moreover, our approach is quite different, for we use
tools typical for the study of parabolic problems. We remark, however, that for one-dimensional versions of the problem the
situation is more satisfactory. In [22] existence and uniqueness of strong solutions were shown and the asymptotic behavior
was established, but there was no term due to gravity.
There are many more articles, let us name just a few, [3,5,11,14] dealing with similar degenerate problems. However,
they differ signiﬁcantly. In [3] the authors deal with an incomplete diffusion operator. If we write our problem in the form
postulated by [5], then we will see that regularity assumptions on the nonlinear term are not satisﬁed. The same situation
is with [11], moreover one-dimensional situation is considered there. The authors of [14] consider viscosity solutions which
are weaker than ours, but ﬁrst of all their equation differs signiﬁcantly from (1.1).
We brieﬂy describe the content of our paper. In Section 2 we recall the function space we use and we specify the
assumptions we impose on the nonlinearities and data. In Section 3 we show the L∞ estimates and uniqueness. In Section 4
we prove the existence of a strong solution and we discuss its regularity.
2. Preliminaries
Let Ω be an open, bounded region in R3 with boundary ∂Ω ∈ C1,1. We deﬁne Q T := Ω × (0, T ), denote by ΓT :=
(∂Ω × (0, T )) ∪ (Ω × {0}) the parabolic boundary and by ST := ∂Ω × (0, T ) the lateral surface of Q T .
We seek strong solutions in Sobolev spaces which solve the following problem almost everywhere:
∂tθ(ψ) − div
(
D(ψ)∇(ψ + z))= 0 in Q T ,
ψ = ψD on ΓT , (2.1)
where
ψD ∈ W 2,12 (Q T ) ∩ L∞(Q T ) (2.2)
is a given function with
−∞ < λ1 < ψD(x, t) λ0 < 0 a.e. in Q T . (2.3)
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1,1
2 (Q T ) and W
2,1
2 (Q T ) are equipped with the norms
‖u‖2
W 22 (Ω)
:=
∫
Ω
(
u2 + |∇u|2 +
n∑
i, j=1
|uxix j |2
)
dx,
‖ψ‖2
W 1,12 (Q T )
:=
T∫
0
∫
Ω
(
ψ2 + |∇ψ |2 + (∂tψ)2
)
dxdt,
‖ψ‖2
W 2,12 (Q T )
:=
T∫
0
∫
Ω
(
ψ2 + |∇ψ |2 + ∣∣D2ψ∣∣2 + (∂tψ)2)dxdt,
respectively. The deﬁnitions of the remaining function spaces used in this article may be found in [12]. More information
on Sobolev spaces may be found in [1].
There are different possibilities how to parametrize the coeﬃcients D and θ . We state common properties of the
van Genuchten–Mualem model as follows, see e.g. [23,9]:
D(ψ), θ(ψ) > 0 for all ψ ∈ R;
lim
ψ→−∞ D(ψ) = 0 = limψ→−∞ θ(ψ);
D(ψ) ≡ D(0), θ(ψ) ≡ θ(0) for ψ > 0;
D, θ ∈ C(R) ∩ C1(−∞,0) and θ ′ ∈ L∞(R);
D and θ are strictly increasing for ψ < 0 and their derivatives never vanish for ψ < 0. (2.4)
However, our existence result is valid also for the Brooks–Corey model, provided that the pressure head ψ is smaller than
the entry pressure, see [9].
3. A priori bounds and uniqueness
The key point is to establish an L∞-estimate for a weak solution of (2.1). We stress that the following arguments do not
require any higher regularity than ψ ∈ W 1,12 (Q T ). Thus, we start with
Deﬁnition 3.1. By a weak solution of (2.1) we mean a function ψ ∈ W 1,12 (Q T ), such that the trace of ψ − ψD vanishes on
the lateral surface ST . For all test functions ϕ ∈ W 1,12 (Q T ) with vanishing trace on ST the following identity is satisﬁed for
all t < T :
t∫
0
∫
Ω
∂tθ(ψ)ϕ dxds +
t∫
0
∫
Ω
D(ψ)
(∇(ψ + z)) · ∇ϕ dxds = 0. (3.1)
3.1. L∞-estimates
Now we establish the following result:
Lemma 3.1. If ψ is a weak solution to (2.1), then
‖ψ‖L∞(Q T ) 
∥∥ψD∥∥L∞(ΓT ).
Proof. We proceed in two steps as follows:
(i) We show ψ  λ1 by taking in (3.1) the special test function
ϕ(x, t) = [θ(ψ(x, t))− θ(λ1)]− =
{
θ(ψ(x, t)) − θ(λ1), ψ < λ1,
0, ψ  λ1.
We ﬁrst notice that ϕ belongs to W 1,12 (Q T ), thus it is as regular as Deﬁnition 3.1 requires. Indeed, due to (2.4) θ
′ is
bounded, thus θ ′(ψ)∇ψ , θ ′(ψ)ψt belong to L2(Q T ). Furthermore, ϕ vanishes at the boundary. The weak form (3.1)
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1
2
∫
Ω
[
θ(ψ) − θ(λ1)
]2
−(t)dx+
t∫
0
∫
Ω
D(ψ)θ ′(ψ)|∇ψ |2χ{ψ<λ1} dxds =
t∫
0
∫
Ω
D(ψ)θ ′(ψ)ψzχ{ψ<λ1} dxds
︸ ︷︷ ︸
=:I
.
We treat the term I as follows: Integration over Ω by Fubini’s theorem looks like
∫
R
∫
Ω(x,y)
, where (x, y) ∈ R2 and
Ω(x,y) is the intersection of Ω with the line {(x, y)} ×R. By virtue of [8, §4.9.2, Theorem 2] the function ψ(x, y, ·, t) is
absolutely continuous for almost all (x, y, t) ∈ R3. Hence, the set⋃
i∈ J
(
zDi (x, y, t), zUi (x, y, t)
) := {z ∈ R: ψ(x, t) < λ1}
is open and consists of at most a countable number of intervals. Moreover, none of the above intervals intersects the
boundary of Ω , since at the boundary ψ = ψD > λ1. Let us set
L′(ψ) := D(ψ)θ ′(ψ) 0.
Then we conclude
I =
t∫
0
∫
R2
∑
i∈ J
[
L
(
ψ
(
x, y, zUi (x, y, s), s
))− L(ψ(x, y, zDi (x, y, s)), s)]dxdy ds.
However, by the deﬁnition of (zDi (x, y, s), zUi (x, y, s)), we have
L
(
ψ
(
x, y, zUi (x, y, s), s
))= L(ψ(x, y, zDi (x, y, s), s)).
Thus, we get
I = 0.
As a result we are left with
1
2
∫
Ω
[
θ(ψ) − θ(λ1)
]2
− dx+
t∫
0
∫
Ω
D(ψ)θ ′(ψ)|∇ϕ|2χ{ψ<λ1} dxds = 0.
Hence, the set {x ∈ R: ψ(x, t) < λ1} has measure zero for almost all t > 0.
In the above argument it is essential that λ1 < infψD . Hence, we can take λ1 = infψD −  , where  is an arbitrary
positive number. Thus, we may conclude that ψ  infψD .
(ii) We proceed to prove the other bound, i.e. we verify that ψ  λ0. We take the test function
ϕ(x, t) = [θ(ψ(x, t))− θ(λ0)]+ =
{
θ(ψ(x)) − θ(λ0), ψ > λ0,
0, ψ  λ0.
We note again that ϕ vanishes at the boundary. We may repeat the above calculations to the effect that
1
2
∫
Ω
[
θ(ψ) − θ(λ0)
]2
+ dx+
t∫
0
∫
Ω
D(ψ)θ ′(ψ)|∇ϕ|2χ{ψ>λ0} dxds = 0.
As a result, the set {x ∈ R3: ψ(x, t) > λ0} has measure zero for almost all t > 0. After combining this with (i) we deduce
that ‖ψ‖L∞(Q T )  ‖ψD‖L∞(ΓT ) . 
Remark 3.1. It follows from the previous lemma that any solution ψ of (2.1) satisﬁes the following bounds
0< θ(λ1) θ(ψ) θ(λ0) < +∞,
0< D(λ1) D(ψ) D(λ0) < +∞
a.e. in Q T .
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We deﬁne a regular approximation to the Heaviside function by
σ(z) =
{1, z ,
z/, 0< z < ,
0, z 0.
Let us suppose that α is a primitive function of D , i.e. α′(ψ) = D(ψ).
Assume that there are two solutions ψ1 and ψ2. We test Richards’ equation with the function σ(α(ψ1) − α(ψ2)) to get∫
Ω
(
θ(ψ1) − θ(ψ2)
)
tσ
(
α(ψ1) − α(ψ2)
)
dx+
∫
Ω
∣∣∇(α(ψ1) − α(ψ2))∣∣2σ ′(α(ψ1)− α(ψ2))dx
−
∫
Ω
∂z
(
D(ψ1) − D(ψ2)
)
σ
(
α(ψ1)− α(ψ2)
)
dx = 0.
The second integral is non-negative, thus∫
Ω
(
θ(ψ1) − θ(ψ2)
)
tσ
(
α(ψ1) − α(ψ2)
)
dx−
∫
Ω
∂z
(
D(ψ1) − D(ψ2)
)
σ
(
α(ψ1) − α(ψ2)
)
dx 0.
We pass to the limit for  → 0 to derive∫
Ω
(
θ(ψ1) − θ(ψ2)
)
t H(ψ1 − ψ2)dx−
∫
Ω
∂z
(
D(ψ1)− D(ψ2)
)
H(ψ1 − ψ2)dx 0,
where H is the Heaviside function. In the inequalities above we used the fact that
H(ψ1 − ψ2) = H
(
α(ψ1) − α(ψ2)
)= H(θ(ψ1) − θ(ψ2)).
We notice that∫
Ω
∂z
(
D(ψ1) − D(ψ2)
)
H(ψ1 − ψ2)dx =
∫
Ω
∂z
(
D(ψ1) − D(ψ2)
)
+ dx
=
∫
∂Ω
(
D(ψ1) − D(ψ2)
)
+nz dS,
where nz is the third component of the outer normal to ∂Ω . However, at the boundary D(ψ1) − D(ψ2) = 0, hence we are
left with
d
dt
∫
Ω
(
θ(ψ1)− θ(ψ2)
)
+ dx 0.
Interchanging the roles of ψ1 and ψ2 we conclude that
0 d
dt
∫
Ω
(
θ(ψ1)− θ(ψ2)
)
+ dx+
d
dt
∫
Ω
(
θ(ψ1) − θ(ψ2)
)
− dx =
d
dt
∫
Ω
∣∣θ(ψ1)− θ(ψ2)∣∣dx.
Thus, the uniqueness of the weak solutions follows.
4. Existence of a strong solution
Now we turn our attention to strong solutions of Eq. (2.1). It will be more convenient to apply ﬁrst the Kirchhoff
transformation to our equation. For all real ψ we deﬁne
D(ψ) :=
ψ∫
0
D(s)ds,
which is strictly increasing due to the positivity of D . We set
u := D(ψ)
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∇u = D(D−1(u))∇ψ,
u = div(D(D−1(u))∇(ψ)),
ut = D
(D−1(u))ψt . (4.1)
Hence, Eq. (2.1) takes the form
Dtr(u)ut −u − dtr(u)uz = 0 in Q T ,
u = uD on ΓT , (4.2)
with uD := D−1(ψD) and due to Remark 3.1 we may consider truncated Dtr , dtr in (4.2). That is, we may take any smooth
functions Dtr , dtr with Dtr , dtr  δ0 > 0 satisfying
Dtr(u) := θ
′(D−1(u))
D(D−1(u)) , d
tr(u) := D
′(D−1(u))
D(D−1(u)) for all λ1 D
−1(u) λ0
and
0< Λ0  Dtr(u), dtr(u)Λ1 < ∞ for all u ∈ L2(Q T ) (4.3)
with appropriate chosen constants Λ0,Λ1 ∈ R.
We stress that the coeﬃcients D , D ′ and θ ′ are strictly positive and bounded for any solution of (4.2) as a result of
Lemma 3.1.
Deﬁnition 4.1. By a global strong solution to (4.2) we mean a weak solution to (4.2) satisfying the regularity
u ∈ W 1,12 (Q T ) ∩ Lp
(
0, T ;W 22 (Ω)
)
for some p  1,
such that the trace of u − uD vanishes on the parabolic boundary ΓT . Similarly, we deﬁne a global strong solution to (2.1).
We note that the Kirchhoff transformation
ψ → D(ψ)
preserves the L∞ space and the uniqueness result for the transformed problem (4.2). Thus, we continue to ﬁnd its strong
solution belonging to W 2,12 (Q T ) based on a ﬁxed point argument.
So, in view of the above discussion it is proper to assume for uD that
uD ∈ W 2,12 (Q T )∩ L∞(Q T ). (4.4)
We notice that (4.4) does not follow from ψD ∈ W 2,12 (Q T )∩ L∞(Q T ). This is an extra assumption and we will comment on
it.
We are going to apply the ﬁxed point theorem of Schauder to prove the following existence result:
Theorem 4.1. Let us suppose that (4.4) holds. Then, there exists a unique bounded and strong solution to (4.2) according to Deﬁni-
tion 4.1 with p = 2, i.e. u ∈ W 2,12 (Q T ) ∩ L∞(Q T ).
Proof. We consider the operator
Z : B¯(0,Λ) → B¯(0,Λ), Z(u˜) = u,
where B¯(0,Λ) ⊂ L2(Q T ) is the closed ball with radius Λ, the number appearing in (4.6), and u ∈ W 1,12 (Q T ) is the weak
solution of the linear problem
Dtr(u˜)ut −u − dtr(u˜)uz = 0 in Q T ,
u = uD on ΓT , (4.5)
satisfying the following identity∫
Q T
(
Dtr(u˜)utϕ + ∇u · ∇ϕ − dtr(u˜)uzϕ
)
dxdt = 0,
for all ϕ ∈ W 1,1(Q T ) with vanishing trace on ST .2
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I. The mapping Z is well deﬁned, since due to [12, Chap. III, §6, Theorem 6.1] and [12, Chap. III, §6, Remark 6.2] the
linear problem (4.5) has a unique solution u ∈ W 1,12 (Q T ) as a result of (4.3). Moreover, this theory provides the a priori
estimate
‖u‖W 1,12 (Q T ) Λ, (4.6)
where Λ> 0 is a constant not depending on u˜.
II. We get the compactness of the mapping Z from the compact embedding of W 1,12 (Q T ) into L
2(Q T ).
III. Using ideas from [10] we continue to show the continuity of Z as follows:
We take a sequence {u˜n} ⊂ L2(Q T ) converging strongly to u˜ ∈ L2(Q T ). The functions Dtr and dtr are continuous. Thus,
there exists a subsequence {u˜k} of {u˜n} such that
Dtr(u˜k) → Dtr(u˜) pointwise a.e. in Q T ,
dtr(u˜k) → dtr(u˜) pointwise a.e. in Q T . (4.7)
Since Dtr and dtr are bounded, see (4.3), Lebesgue’s theorem implies the strong convergence of Dtr(u˜k) to Dtr(u˜) and
dtr(u˜k) to dtr(u˜) in Lp(Q T ), p ∈ [1,∞). So we get
Dtr(u˜k) → Dtr(u˜) weak∗ in L∞(Q T ),
dtr(u˜k) → dtr(u˜) weak∗ in L∞(Q T ), (4.8)
and the convergence extends to the whole sequence {u˜n} ⊂ L2(Q T ). Estimate (4.6) implies∥∥Z(u˜n)∥∥W 1,12 (Q T ) Λ, (4.9)
for all n ∈ N, and so there again exists a subsequence {u˜k} such that
uk = Z(u˜k) → u weakly in W 1,12 (Q T ).
Now we have all ingredients to show that
Z(u˜) = u,
i.e. we shall show that u is a weak solution of (4.5). We recall that for any test function w ∈ W 1,12 (Q T ) with vanishing
trace on ST we have
0 =
∫
Q T
Dtr(u˜k)uk,t w dxdt +
∫
Q T
∇uk · ∇w dxdt −
∫
Q T
dtr(u˜k)uk,zw dxdt.
Thus,
0 =
∫
Q T
Dtr(u˜k)(uk,t − ut)w dxdt +
∫
Q T
Dtr(u˜k)utw dxdt +
∫
Q T
∇uk · ∇w dxdt
−
∫
Q T
dtr(u˜k)(uk,z − uz)w dxdt −
∫
Q T
dtr(u˜k)uzw dxdt
=: I1 + I2 + I3 + I4 + I5. (4.10)
We are going to check the integrals Ii , i = 1, . . . ,5, in turn:
(i) Since utw,uzw ∈ L1(Q T ) we get from (4.8) that
I2 →
∫
Q T
Dtr(u˜)utw dxdt, I5 →
∫
Q T
dtr(u˜)uzw dxdt. (4.11)
(ii) From (4.9) we immediately get
I3 →
∫
Q T
∇u · ∇w dxdt. (4.12)
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and Λ1 is a real number due to (4.3), then Lebesgue’s theorem yields
Dtr(u˜m) → Dtr(u˜) in L2(Q T ),
dtr(u˜m) → dtr(u˜) in L2(Q T ).
Hence,
I1, I4 → 0. (4.13)
The convergence results (4.11), (4.12) and (4.13) prove Z(u˜m) → Z(u˜). Therefore, the limit holds
un = Z(u˜n) → Z(u˜) = u, (4.14)
weakly in W 1,12 (Q T ), and from the compact embedding strongly in L
2(Q T ).
Strictly speaking, we showed (4.14) for a subsequence, however, uniqueness of solution to linear parabolic equation
implies that (4.14) holds for the whole sequence.
Thus, the ﬁxed point theorem of Leray–Schauder guarantees a weak solution of (4.2) conforming to Deﬁnition 3.1, i.e.
u ∈ W 1,12 (Q T ).
IV. We continue to regularize u. We write Eq. (4.2) in the form
ut − u = f in Q T ,
u = uD on ΓT , (4.15)
where f := dtr(u)uz + ut − Dtr(u)ut .
From Lemma 3.1 and the previous steps we conclude that
f ∈ L2(Q T ).
So, from the theory of linear parabolic equations combined with Lemma 3.1 we get for the transformed equation (4.2)
the regularity
u ∈ W 2,12 (Q T ) ∩ L∞(Q T ).  (4.16)
Once we constructed a unique global strong solution to (4.2) we have to establish its relationship with solutions of (2.1).
Since the Kirchhoff transformation does not preserve the Sobolev space W 2,12 , then the condition u
D = K(ψD) ∈ W 2,12 (Q T )
is an extra assumption. The complete regularity is explained below.
Proposition 4.1. Let us assume that ψD , uD = D(ψD) ∈ W 2,12 (Q T ) ∩ L∞(Q T ), and u is a unique global strong solution to (4.2) in
the sense of Deﬁnition 4.1 with p = 2. If ψ = D−1(u), where D is the Kirchhoff transformation, then ψ is the unique strong solution
to (2.1) in the sense of Deﬁnition 4.1 with p = 4/3, which is bounded due to Lemma 3.1, i.e.
ψ ∈ W 1,12 (Q T ) ∩ L4/3
(
0; T ;W 22 (Ω)
)∩ L∞(Q T ). (4.17)
Proof. By the deﬁnition of ψ we immediately get that
∇ψ = 1
Dtr(D−1(u))∇u and ψt =
1
Dtr(D−1(u))ut .
Hence, ψ ∈ W 1,12 (Q T ) iff u ∈ W 1,12 (Q T ).
There exists due to [12, Chap. II, §3, Inequality (3.2)] a constant γ > 0, such that∥∥u2xi∥∥1/2L4/3(0,T ;L2(Ω)) = ‖uxi‖L8/3(0,T ;L4(Ω))
 γ sup
0tT
∥∥uxi (·, t)∥∥1/4L2(Ω)‖uxix j‖3/4L2(Q T )
 γ
4
sup
∥∥uxi (·, t)∥∥L2(Ω) + 3γ4 ‖uxix j‖L2(Q T ) (4.18)0tT
W. Merz, P. Rybka / J. Math. Anal. Appl. 371 (2010) 741–749 749for i, j = 1,2,3. Since uxi ∈ L∞(0, T ; L2(Ω)) (this is easy to show) and uxix j ∈ L2(Q T ) we conclude from (4.18) that in
combination
ψxi x j =
d
du
1
Dtr(D−1(u))uxi ux j +
1
Dtr(D−1(u))uxix j ∈ L
4/3(0; T ; L2(Ω)).
Thus, the ﬁnal regularity requirement (4.17) is proven. 
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