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Abstract 
The continuous increases in global population and energy consumption have raised 
major concerns about the security of our energy future. Limited amount of fossil fuels and 
increasing concerns over their combustion product, carbon dioxide, on climate change 
make renewable energy sources, such as sun light and wind, attractive options. 
Accordingly, energy conversion and storage devices based on (photo)electrochemical 
processes (e.g., batteries, fuel cells, water splitting, solar-to-fuel conversion, etc.) have 
received great attention as promising solutions to overcome the challenges in the 
intermittent renewable energy sources. To develop highly efficient and economically 
viable energy devices, fundamental understanding of electrochemical phenomena 
occurring at the electrode/electrolyte interfaces is essential. In this dissertation, we 
introduce a new approach, inspired by the operating mechanism of field-effect transistors 
(FETs), to modify and study such electrochemical interfaces. 
The devices studied in this dissertation project have a “gate-insulator-electrode” 
stack structure, which is essentially similar to that of a FET but the (typically) thick 
semiconductor layer in regular FETs is replaced with an ultrathin or two-dimensional (2D) 
active electrode for electrochemical processes in our devices. In such a device, due to the 
extreme thinness of the active electrode, electronic properties at the electrode surface can 
be dramatically altered by extra charge carriers induced with a voltage bias to the gate. 
This, in turn, makes thermodynamics and kinetics of electrochemical processes at the 
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electrode/electrolyte interface be determined by the gate bias as well as by the electrode 
potential (with respect to the solution or reference electrode potential).  
In this project, three interfacial electrochemical phenomena are of our main interest: 
(1) electric double layer charging, (2) electron transfer across interface, and (3) surface 
binding of reaction species on electrode surface. First, responses of electric double layer 
structure to the gate bias is investigated using graphene devices, and a method to 
experimentally separate the band filling potential and the double layer charging potential 
has been developed. Second, continuous and reversible modulation of outer-sphere 
electron transfer kinetics by a gate bias was demonstrated on ZnO devices for the first time 
using cyclic voltammetry. Third, quantitative analysis of the electron transfer kinetics has 
been conducted using microchannel flow cells, in which continuous supply of fresh 
electrolyte through the microfluidic channel generates time-invariant diffusion layers near 
the active electrode surface, allowing electrochemical measurements in steady states. To 
collectively explain our observations, a simple but very useful physical model is proposed; 
the model indicates that the observed changes in the interfacial electrochemical phenomena 
essentially result from the gate-induced band alignment shift at the electrode/electrolyte 
interfaces. Lastly, based upon the results and the insight gained from the previous 
experiments, possibilities and challenges in field-effect control of surface binding energies 
in electrocatalytic systems are explored, and rational strategies to overcome the difficulties 
are proposed. 
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1. Introduction 
In a metal-insulator-semiconductor (MIS) structure, electronic occupation of 
charge carriers (i.e., electrons and holes in conduction and valence bands, respectively) and 
electronic conductivity in the semiconductor layer can be modulated by a voltage applied 
between the semiconductor and the metallic gate.1 This phenomenon, i.e., the local change 
of electronic properties in the semiconductor due to applied electric field, is called the field 
effect. Since the field effect can make even an n-type semiconductor near the insulator act 
like a p-type semiconductor and vice versa, the MIS structure has been widely applied in 
semiconductor industry to fabricate electronic switching devices such as metal-oxide-
semiconductor field-effect transistors (MOSFETs). 
 If the semiconductor layer in a MIS structure is thin enough (specifically, 
comparable to or thinner than the accumulation or the inversion layer formed near the 
semiconductor/insulator interface), the field effect dramatically changes the electronic 
properties even at the surface of semiconductor. This implies that kinetics of heterogeneous 
 
 
Figure 1.1. General concept of this dissertation project: that is, applying the field effect 
to modulate electrochemical reactions at 2D electrode surfaces. 
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(electro)chemical processes on an ultrathin or two-dimensional (2D) semiconductor can be 
controlled by the field effect. Indeed, the modulation of surface catalytic activities 
(typically in gas phase) by an external voltage bias, in which no net electron transfer occurs 
between the heterogeneous catalysts and the reactants, have been reported previously,2–4 
though the influences of the field effect on electrochemical phenomena have been rarely 
investigated. 
The objective of this dissertation project is to apply the field effect for continuous 
and reversible modulation of interfacial electrochemical phenomena, which can potentially  
determine the overall reaction rate, on ultrathin or 2D electrodes as schematically shown 
in Figure 1.1. Although electrical work should be done to modify electronic structure of 
the 2D electrode surface, once the MIS capacitor is charged, in principle, no extra work is 
needed to maintain the modified surface properties. Furthermore, the energy used to charge 
a MIS capacitor can be fully retrieved while discharging it. Therefore, field effect 
modulation can be a potential means to improve energy efficiencies of electrochemical 
processes on 2D electrode surfaces. I believe that fundamental understanding of the field-
effect-controlled interfacial electrochemical phenomena would ultimately pave the way to 
improved energy efficiencies of practically important (photo)electrocatalytic processes 
such as hydrogen evolution reaction (HER) and oxygen reduction reaction (ORR). As the 
first step for the ultimate goal, this dissertation focuses on demonstrating and elucidating 
the influence of the field effect to electric double layer (EDL) structures and charge transfer 
processes at 2D semiconductor/electrolyte interfaces. 
 3 
1.1. Thesis Overview 
 The following chapters are organized as follows. Chapter 2 provides the basic 
concepts and theoretical background required to understand field effect modulation of 
interfacial electrochemical phenomena demonstrated in this dissertation. Chapter 3 outlines 
general ideas and some details about device structure, device fabrication, and experimental 
techniques commonly used in the dissertation project. 
 Chapter 4 through Chapter 6 present my experimental results and associated 
discussions, some parts of which are published or to be published in scientific journals. 
Chapter 4 discusses the charge transport characteristics and electrochemical behaviors of 
graphene field-effect transistors with the graphene channel in contact with both SiO2 back 
gate and ion gel electrolyte gate, which gave the initial insight to understand the physical 
nature of 2D electrode/electrolyte interfaces under the field effect. In this work, from the 
responses of graphene channel to the two different gating mechanisms—i.e., back- and 
electrolyte-gating—the potentials associated with (i) energy band filling in graphene and 
(ii) electric double layer charging could be experimentally separated. The results presented 
in this chapter have been published as Chang-Hyun Kim and C. Daniel Frisbie, 
“Determination of Quantum Capacitance and Band Filling Potential in Graphene 
Transistors with Dual Electrochemical and Field-Effect Gates”, The Journal of Physical 
Chemistry C 2014, 118, 21160.  
 Chapter 5 discusses the field effect modulation of electrochemistry between outer-
sphere redox species and 5 nm thick ZnO working electrodes prepared on SiO2 back gates. 
It has been observed that back-gate-induced charge in the ZnO electrode leads to shift in 
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energy band alignment at the electrode/electrolyte interface, and this, in turn, changes 
charge transfer kinetics at a given electrode potential. To explain the observed behaviors 
of 2D electrode/electrolyte interfaces, a simple but very useful physical model is proposed 
in this chapter. This work has been published as Chang-Hyun Kim and C. Daniel Frisbie, 
“Field Effect Modulation of Outer-Sphere Electrochemistry at Back-Gated, Ultrathin ZnO 
Electrodes”, The Journal of American Chemical Society 2016, 138, 7220. 
 Chapter 6 discusses the results of steady-state kinetic analysis of the outer-sphere 
electrochemistry studied in Chapter 5. In this work, microfluidic channel is introduced to 
the devices to provide continuous supply of fresh electrolyte to the ZnO electrode surface. 
This generates time-invariant concentration profiles of the reactant and the product near 
the electrode, allowing steady-state analysis of the electrochemical reaction kinetics. It has 
been found that the electron density on the electrode surface increases with the voltage bias 
to the back gate, while the rate constant for electron transfer decreases at the same time. 
This behavior is explained with the model developed in Chapter 5 and an electron transfer 
theory. The results presented in this chapter have been prepared for submission as 
“Continuous and Reversible Tuning of Electrochemical Reaction Kinetics on Back-Gated 
2D Semiconductor Electrodes: Steady-State Analysis using a Hydrodynamic Method” by 
Chang-Hyun Kim and C. Daniel Frisbie. 
 Chapter 7 discusses the future direction of this project, application of a back-gated 
2D electrode to modulate electrocatalytic reactions, based on the results presented in 
Chapter 4, 5, and 6. We will explore possibilities and challenges expected in such systems, 
and propose rational strategies to overcome the difficulties. Lastly, specific experimental 
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systems for initial investigation are proposed and other candidate electrocatalytic systems 
that our devices are potentially applicable to are presented. 
 
  
 6 
2. Motivation and Research Objectives 
This chapter discusses basic concepts and previous studies that motivated this 
dissertation project. This chapter begins with essentials of a field-effect transistor because of 
its similarities in structure and operation mechanisms to the gate-tunable electrode employed 
in this project. The second and the third parts review previous reports on ultrathin or 2D 
semiconductors for FETs and on electrical control of heterogeneous catalytic reaction kinetics 
using similar device structures. Then, fundamentals and general aspects of electrochemical 
systems, which provide theoretical background to correctly interpret the physical phenomena 
demonstrated in the following chapters and insight for rational experimental design, are 
discussed. Lastly, specific project goals are proposed considering expected possibilities and 
limitations of the system. 
2.1. Field-Effect Transistors (FETs): Basic Operating Mechanisms 
A field-effect transistor (FET) is an electronic switch in which the electrical 
resistance of the semiconductor between the source and the drain electrodes is modulated 
with the voltage bias 𝑉𝐺 on the gate electrode (Figure 2.1). Current flow through a FET is  
 
 
 
Figure 2.1. Cross-sectional schematic of a field-effect transistor and applied voltages. 
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analogous to water flow through a physical valve; applying a voltage bias to the gate 
terminal (also referred to as gating) can be thought as opening and closing the valve in that 
it creates or eliminates an electronically conductive channel which permits or blocks 
current flow between the source and the drain. The gate-dielectric-semiconductor stack is 
basically a parallel plate capacitor, in which 𝑉𝐺 larger than the threshold voltage 𝑉T induces 
mobile charge carriers (i.e., electrons or holes, depending on the type of the semiconductor 
and the gating condition) near the dielectric-semiconductor interface to form the essentially 
two dimensional channel. The drain voltage 𝑉𝐷 applied between the source and the drain 
provides a driving force for carrier conduction in the channel. Therefore, the drain current 
𝐼𝐷 in a linear regime (i.e., 𝑉𝐺 > 𝑉T and 𝑉𝐺 − 𝑉T ≫ 𝑉𝐷) is given by: 
𝐼𝐷 =
𝑊
𝐿
𝜇𝐶(𝑉G − 𝑉T)𝑉𝐷                                              (2.1) 
where 𝜇 is the carrier mobility, C is the capacitance of the dielectric layer, 𝑊 and 𝐿 are the 
width and the length of the channel, respectively. In this regime, 𝐼𝐷 depends linearly on 𝑉G 
in the 𝐼𝐷 −𝑉G  plot (transfer curve) as expected. However, as 𝑉𝐷  increases, 𝐼𝐷  start to 
saturate because the pinched-off region is formed near the drain. Accordingly, 𝐼𝐷  in a 
saturation regime (i.e., 𝑉𝐺 > 𝑉T and 𝑉𝐺 − 𝑉T < 𝑉𝐷) is given by: 
𝐼𝐷 =
𝑊
2𝐿
𝜇𝐶(𝑉G − 𝑉T)
2                                              (2.2) 
The saturation of 𝐼𝐷  is more obvious in an 𝐼𝐷 − 𝑉𝐷  plot (output curve). The respective 
current-voltage characteristics of a FET in the two regimes can be seen in the output and 
the transfer curves shown in Figure 2.2. 
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 It is noteworthy that not only traditional insulating materials like SiO2 and Al2O3 
but electrolyte like ionic liquid,6 which generally have a wide electrochemical stability 
window (~4−7 V), can serve as the gate dielectric of a FET because the electric double 
layer (EDL) formed at the semiconductor/electrolyte interface is essentially a nanometer-
thick dielectric capacitor (note: more details about the EDL structure is discussed in Section 
2.4). Thanks to its huge capacitance on the order of 1-10 μF/cm2, the electrolyte gating has 
been employed in a wide variety of research projects, spanning fundamental charge 
transport in the high carrier density regime7–10 to practical applications including flexible 
electronics11–16 and biosensors17,18 that require low voltage operation (< 2 V). 
2.2. Ultrathin or 2D Semiconductors for FETs 
Due to the demand for higher performance of computer chips, the dimensions of 
FETs have been continuously decreased. Accordingly, devices with shorter channel lengths 
have begun to experience high off-state currents. The resulting challenges of increased 
 
Figure 2.2. Representative current-voltage characteristics of an n-channel field-effect 
transistor: (a) 𝐼𝐷 − 𝑉𝐷 characteristics (output curve); (b) 𝐼𝐷 − 𝑉𝐺 characteristics (transfer 
curve) in the linear regime (𝑉𝐷 ≪ 𝑉𝐺 − 𝑉𝑇); (c) 𝐼𝐷 − 𝑉𝐺 characteristics in the saturation 
regime (𝑉𝐷 > 𝑉𝐺 − 𝑉𝑇) [Reprinted with permission from ref. 5; Copyright 2007 by the 
American Chemical Society] 
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static power consumption and associated heat dissipation are collectively termed short-
channel effects.19,20 As one of the potential solutions to address the short-channel effects, 
ultrathin or 2D semiconductors have been received great attention because the 
characteristic channel ‘scaling length’ is given by 𝜆 = √𝑡𝑠𝑡𝑏(𝜀𝑠/𝜀𝑏) , where 𝑡𝑠  is the 
semiconductor thickness, 𝑡𝑑  is the gate dielectric thickness, and 𝜀𝑠  and 𝜀𝑏  are dielectric 
constants of the semiconductor and the gate dielectric, respectively.19–21 Most actively 
investigated 2D semiconductors include graphene and transition metal dichalcogenides 
(TMDs) such as MoS2 and WSe2. The 2D semiconductors are usually prepared either by 
top-down approach such as mechanical22–24 or chemical25,26 exfoliation of bulk layered 
materials or by bottom-up approach preparing atomically thin films using, for example, 
chemical vapor deposition (CVD).27,28  
Graphene. Graphene is the most widely studied 2D material because of its 
relatively long history, an extraordinary carrier mobility as high as ~25,000 cm2V−1s−1 at 
room temperature,29 and lack of dangling bonds. Graphene comprises atomically thin (~4 
Å) sheet of carbon atoms with the sp2-hybridized honeycomb crystal structure. The 
electrons in the p-orbitals are delocalized among the atoms, giving rise to the unique linear 
dispersion in graphene.30 Since graphene is a zero-bandgap semiconductor (i.e., semimetal), 
on/off ratios smaller than 10 are typically observed in graphene FETs.31 A small bandgap 
of ~0.1 eV can be generated in ~10 nm wide graphene nanoribbons,32,33 but this usually 
requires challenging nanofabrication techniques such as electron beam lithography. 
 10 
Transition Metal Dichalcogenides. TMDs have general formula of MX2, where 
M is a transition metal from group 4, 5, or 6, and X is a chalcogen atom (i.e., S, Se, and 
Te). A single layer of these materials consists of three atomic layers in the form of X-M-
X.35 Depending on its atomic composition, TMD can be a semiconductor (e.g., MoS2, WS2, 
and MoSe2), a semimetal (e.g., WTe2 and TiSe2), a metal (e.g., NbS2 and VSe2), or an 
insulator (e.g., HfS2). The structures and the electronic properties of different TMDs are 
summarized in Figure 2.3. Most FET research has focused on MoS2, although WS2, WSe2, 
and other TMDs have also been investigated.21,36,37 The great interest in MoS2 is due to the 
higher availability of high quality 2D crystals, and its mechanical and chemical robustness. 
 
Figure 2.3. Summary of stability analysis and semiconducting properties of 44 different 
transition metal dichalcogenides (MX2). Transition metal atoms indicated by M are 
divided into 3d, 4d, and 5d groups. MX2 compounds shaded light gray form neither 
stable H (2H-MX2) nor T (1T-MX2) structure. In each box, the lower-lying structure (H 
or T) is the ground state. The resulting structures (T or H) can be half-metallic (+), 
metallic (*), or semiconducting (**) with direct or indirect band gaps. [Reprinted with 
permission from ref. 34; Copyright 2013 by the American Chemical Society] 
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Electron mobility up to ~200 cm2V−1s−1  and on/off ratios exceeding 108 have been 
observed in monolayer MoS2 FETs.
38  
Ultrathin 3D Semiconductors. An alternative option to prepare a 2D 
semiconductor is growing an ultrathin semiconductor film with thin film growth techniques 
such as molecular beam epitaxy (MBE), chemical vapor deposition (CVD), atomic layer 
depositions (ALD), sputtering, and pulsed laser deposition (PLD). MBE and ALD, the 
most suitable film growth techniques for this project, and semiconductor films grown by 
the respective methods are briefly reviewed here. 
Despite its slow film growth rates and very complicated setup, MBE can produce 
the best quality single crystalline epitaxial films with extremely low extended defect 
density. At its core, MBE is simply an ultra-high vacuum (UHV) evaporation technique, 
in which beams of atomic and molecular species are thermally evaporated and are 
incorporated into a heated substrate placed in the line of sight of the emerging beams. The 
chemical composition of the growing film is controlled by mechanical shutters placed in 
front of the thermal beams. Major advantages of MBE39 are: (i) unintentional impurity 
incorporation can be extremely low on the order of 1013/cm3 in the best GaAs MBE 
systems; (ii) with typical growth rates between 0.1 and 2 monolayers per second, 
atomically abrupt interfaces of dissimilar materials can be produced; (iii) UHV conditions 
allow numerous in situ diagnostic techniques that allows realtime feedback on the state of 
the growing film. Ko et al.40 reported high-performance nanoscale FETs showing field-
effect mobility of 5,500 cm2 V−1 s−1, which were made of a single crystal InAs film grown 
by MBE. 
 12 
By using ALD, which differs from CVD by keeping the precursors strictly 
separated from each other in the gas phase, very uniform films can be grown in layer-by-
layer manner thanks to the self-limiting surface chemistry of the precursors.42 The 
advantages of ALD include43 (i) accurate and simple thickness control (growth per cycle), 
(ii) no need to control the reactant flux homogeneity, and (iii) large area uniformity and 
excellent conformality. ALD, however, also has several limitations including (i) low 
deposition rates, (ii) limited availability of precursors for some elements such as Ba and 
Si, and (iii) low crystallinity in some cases, due to the low deposition temperature. Plasma- 
enhanced ALD (PEALD) instruments are equipped with plasma sources, which generate 
more reactive precursors, to grow films with a higher degree of stoichiometry at lower  
 
Figure 2.4. (a) Cross-sectional schematic of an MBE system. (b) Cross-sectional TEM 
image of the InAs thin film (15 nm thick) grown epitaxially on a ~60 nm thick 
Al0.2Ga0.8Sb layer on a bulk GaSb wafer. (c) High-resolution TEM image and 
corresponding electron diffraction pattern of the single-crystalline structure of the InAs 
thin film in (b). [(a) is adapted from ref. 41 with permission; Copyright 2013 by the 
American Institute of Physics. (b) and (c) are adapted from ref. 40 with permission; 
Copyright 2010 by the Nature Publishing Group] 
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temperature. Although ALD has been mostly applied to deposit high-k dielectric materials 
in the semiconductor industries, several semiconductor films including ZnO and SnO2 for 
electronic applications have been grown by ALD as well.46 FETs made of ALD-grown 
ZnO films45,47 generally show relatively low mobilities on the order of ~0.1−1 
cm2 V−1 s−1. 
 
 
 
 
 
Figure 2.5. (a) Cross-sectional schematic of a single-wafer PEALD reactor equipped 
with spectroscopic ellipsometer (SE) for in-situ film thickness measurements. (b) 
Typical ALD process illustrated for the two half-cycles of the deposition process. (c) 
Cross-sectional SEM image of the ZnO-TFT between the source and the drain. [(a) and 
(b) are adapted from ref. 44 with permission; Copyright 2009 by IOP Publishing Ltd. (c) 
is adapted from ref. 45 with permission; Copyright 2008 by the Electrochemical Society] 
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2.3. Electrical Control of Heterogeneous Chemical Reactions 
In light of strong relationship between the electronic structure of a solid and the 
reaction kinetics on it,49–51 electrical control of heterogeneous reactions on solid surface is 
an intriguing concept that has been demonstrated to some degree in previous works. For 
instance, it has been reported that activities of several metal and oxide catalysts (e.g., Pt, 
Pd, Rh, Ag, IrO2, and Ni) are greatly increased in stacked catalyst/solid-
electrolyte/metal(counter) structures when a voltage is applied between the catalyst and the 
metallic counter electrode. This phenomenon, referred to as non-Faradaic electrochemical 
modification (NEMCA),48 has been demonstrated for about 100 catalytic reaction systems 
with many solid-electrolytes, including O2-, F-, Na+, and H+ conductors. The increases in 
the catalytic rate up to a factor of 200 were reported with the Λ-factor (NEMCA factor), 
which describes the ratio of non-Faradaic to Faradaic portions of the increased reaction 
rate, ranging up to 3 × 105. A series of experimental studies52–55 (e.g., TPD, XPS, SERS, 
work function, and CV) suggest that the NEMCA effect occurs due to the 
 
 
 
Figure 2.6. Schematic showing the electrochemically induced spillover of oxygen ions 
onto the surface of the metal electrode in a NEMCA system. The oxygen ions which are 
transported through the yttrium-stabilized zirconia (YSZ) solid electrolyte are 
discharged at the three-phase boundary (tpd) and the discharged oxygen species then 
migrate onto the surface of the Pt electrode. [Adapted from ref. 48 with permission; 
Copyright 2010 by Elsevier Ltd.] 
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electrochemically controlled back-spillover (migration) of promoting ionic species (e.g., 
Oδ-, Naδ+) from the solid-electrolyte to the gas-exposed catalyst surface.48 The back-
spillover occurs at the three-phase boundary (i.e., catalyst/gas/solid-electrolyte) to establish 
an ‘effective electric double layer’ on the catalyst surface, altering its work function and 
thus its chemisorptive and catalytic properties. Although nearly all NEMCA studies were 
conducted for gas-phase reactions (in 10-2 mbar to atmospheric pressure) at high 
temperature, NEMCA effect in solution phase at room temperature have been reported in 
a few systems including oxidation of H2 on Pt/graphite catalyst in weak alkali solutions.
56,57 
Recently, Zhang et al.3 reported the field-effect-controlled catalytic oxidation of 
CO on a SnO2 nanowire placed on degenerately doped Si covered with 300 nm SiO2. By 
monitoring conductivity change in the SnO2 nanowire, they found the extent and the rate 
of O2 adsorption are influenced by the gate bias. The rate constant of O2 adsorption at zero 
gate bias is 3 times larger than those with −4 V gate bias. Baker et al.4 reported that CO 
oxidation on 4 nm Pt film deposited on doped n-type Si substrate, which forms a Schottky 
barrier, can be controlled by external bias and light. The CO oxidation can be turned on 
and off with applying 1 V reverse bias and zero bias, respectively. The authors attribute 
the enhanced CO oxidation on the negatively biased Pt surface to the facilitated transition 
of CO into a negatively charged CO2
− transition state which is predicted in a density 
functional theory (DFT) study.58  
These publications suggest that electrical control of the electronic structure can be 
an effective way to tune heterogeneous reaction kinetics on solid surfaces. Despite the prior 
work on controlling non-Faradaic reactions, however, there have been only a few 
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reports59,60 on field effect modulation of Faradaic (i.e., electrochemical) reactions at 
solid/liquid interfaces.  
2.4. General Aspects of Electrochemical Systems 
 Reactions in Electrochemical Systems. An electrochemical reaction refers to a 
chemical transformation caused or accompanied by the electron transfer across the 
interface between different chemical phases; for example, between an electronic conductor 
(an electrode) and an ionic conductor (an electrolyte). Typical electrode materials include 
solid metals (e.g., Pt, Au), liquid metals (e.g., Hg, amalgams), carbon, and semiconductors 
(e.g., Si, ZnO). The most frequently used electrolyte are liquid solutions containing ionic 
species in either water or non-aqueous solvent. Less conventional electrolytes include 
fused salts, room temperature ionic liquids, and solid-state ionic conductor (e.g., sodium 
β-alumina). For an electrochemical reaction to occur continuously, an appropriate 
electrochemical cell, which typically consists of two electrodes (i.e., an anode and a 
cathode, at which oxidation and reduction occur, respectively) separated by at least one 
electrolyte phase as schematically shown in Figure 2.7, should be established. The overall 
reaction taking place in the cell is made up of two independent half reactions at the two 
electrodes as follows:  
Cathode:             𝜈OO + 𝑛𝑒 → 𝜈RR                                             (2.3) 
Anode:               𝜈R′R
′ → 𝜈O′O
′ + 𝑚𝑒                                         (2.4) 
where e indicates the electron; n, m, and 𝜈’s are the stoichiometric coefficients; O and R 
indicate oxidized and reduced species, respectively. When one is interested in only one of  
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these reactions, the electrode at which the reaction of interest occurs is called the working 
electrode and the other electrode is called the counter electrode. For the charge neutrality 
of each chemical phase to be maintained, the current flowing at the working and the counter 
electrodes should be the same. An electrochemical cell is often configured with an 
additional reference electrode, which is designed to indicate a fixed solution potential, 
connected to a high impedance voltmeter to measure the working electrode potential on a 
standardized scale. 
 An important characteristic of electrochemical reactions, which is distinguished 
from non-Faradaic chemical reactions, is that one can freely (but not independently) control 
the potential (i.e., energy of electrons) or the current (i.e., the direction and the rate of the 
corresponding reaction) at the working electrode. In other words, the thermodynamics and 
the kinetics of an electrochemical reaction can be controlled by changing the potential or 
the current applied at the working electrode. The equilibrium potential 𝑈eq  of the half 
reaction in equation 2.3 is determined by the Nernst equation: 
 
Figure 2.7. A schematic of an electrochemical cell consisting of a cathode, an anode, 
and an electrolyte phase in which reactants O, R, O’, and R’ are dissolved. 
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𝑈eq = 𝑈
0 +
𝑅𝑇
𝑛𝐹
ln
𝑎O
𝜈O
𝑎R𝜈R
                                                 (2.5) 
where 𝑈0 is the standard reduction potential of the reaction, R is the gas constant, T is the 
temperature, F is the Faraday constant, and 𝑎i is the activity of species i. When a potential 
𝑈 < 𝑈eq is applied to the working electrode, the forward (i.e., cathodic) reaction occurs, 
while the reverse (i.e., anodic) reaction occurs when a potential 𝑈 > 𝑈eq is applied. The 
additional potential applied to the cell (i.e., 𝜂 = 𝑈 − 𝑈eq), also referred to as overpotential, 
represents the driving force to induce a certain level of the reaction rate (i.e., reaction 
current). Figure 2.8 schematically shows how the free energies associated with 
thermodynamics and kinetics change at two different electrode potentials: one at 𝑈 = 𝑈eq 
and the other at 𝑈 < 𝑈eq . Simply speaking, improving the kinetics and the energy 
efficiency of an electrochemical reaction is achieved by reducing the overpotential to attain 
the desired reaction rate. Alternatively, the reaction kinetics can be expressed in terms of 
activation energies (i.e., Δ𝐺𝑓
ǂ  and Δ𝐺𝑏
ǂ  in Figure 2.8) as discussed later in this section. 
When one considers the kinetics of an electrochemical reaction, it is important to 
note that many steps other than the interfacial charge transfer step may involve in the 
overall reaction. Figure 2.9 shows an example of electrochemical reaction pathway, in 
which an overall reaction, O + 𝑛𝑒 → R, composed of a series of steps that the dissolved 
oxidized species, O, is converted to a reduced form, R, also in solution. The overall reaction 
rate is determined by the rates of processes including:61 
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Figure 2.8. A representation of the energy change during the reaction (O + 𝑒 → R) at 
equilibrium (𝑈 = 𝑈eq) and a negative bias (𝑈 < 𝑈eq). In this example, the potential 
surface of O is assumed to be simply shifted up and down, while the shape does not 
change, by the bias 𝑈 applied to the working electrode. 
 
 
 
 
 
Figure 2.9. An example of multi-step electrochemical reaction pathway. [Reproduced 
from ref. 61 with permission; Copyright 2000 by John Wiley & Sons, Inc] 
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1. Mass transport of reaction species between the bulk solution and the electrode 
surface. 
2. Electron transfer at the electrode/solution interface. 
3. Chemical reactions preceding or following the electron transfer, which might be 
homogeneous processes (e.g., protonation or dimerization) or heterogeneous ones 
(e.g., catalytic decomposition) on the electrode surface. 
4. Other surface interactions of reaction species, such as adsorption, desorption, or 
crystallization. 
The rate constants for some interfacial processes (e.g., electron transfer and surface 
binding) depend on the electrode potential. While the simplest reactions consisting of only 
a series of mass transport of the reactant, interfacial electron transfer, and mass transport 
of the product have been commonly found in fundamental studies, more complex reaction 
pathways involving branching mechanisms, parallel paths, or modifications of the 
electrode surface are also quite common. In many cases, overall reaction rate is limited by 
one or more particularly slow rate-determining steps (RDS). 
The reaction route and the activation energies of each reaction step strongly depend 
on catalytic action of electrode surface or mediator (i.e., homogeneous electrocatalyst) 
species in solution. An important example of catalytic action lowering the activation energy 
thereby increasing the reaction rate is hydrogen evolution reaction (HER) on platinum.62,63 
Protons in solution can be reduced at a platinum surface with much less energy because 
the resulting hydrogen atoms form strong covalent bond to the surface (Volmer reaction) 
rather than become free radicals in solution. The two adsorbed hydrogen atoms can then 
recombine on the platinum surface (Tafel reaction), or a proton neighbor of the adsorbed 
hydrogen atom can be reduced (Heyrovsky reaction), to generate a free hydrogen molecule 
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with very low activation energy. Similarly, many other heterogeneous reactions on 
electrocatalysts (e.g., oxygen reduction reaction, ORR) involve with specific adsorption 
and desorption of reaction species on electrode surfaces before and after electron 
transfer,61,64,65 and the surface biding energies of some important reaction species have 
been found to be key descriptors determining the electrocatalytic activity.66,67 It is 
important to recognize that surface binding energy of a reaction species is a direct and 
strong function of electronic structure of electrocatalyst surface. The correlation between 
electronic structure and electrocatalytic activity will be discussed later in Chapter 7. 
Conceptually, activation energy of each reaction step can be represented as a 
resistance in the equivalent circuit; an inherently facile reaction step has a smaller 
resistance than a relatively sluggish step. Accordingly, in a given reaction pathway 
composed of a series of reaction steps, the total overpotential 𝜂 to attain a certain level of 
steady-state current 𝑖 can be considered as a sum of terms associated with each reaction 
step (i.e., voltage drop on each resistance). In most electrochemical cells, the overpotential 
𝜂 can be expressed as a sum of the contributions from (i) ohmic resistance, (ii) charge 
transfer and other interfacial interactions, and (iii) mass transport in solution as follows:  
𝜂 = 𝑈 − 𝑈𝑒𝑞 = 𝑖𝑅 + 𝜂act + 𝜂conc                                        (2.6) 
where 𝑖 is the current, 𝑅 is the total ohmic resistance of the cell, and 𝜂act and 𝜂conc are 
referred to as activation overpotential and concentration overpotential, respectively. In 
fundamental investigations of electrochemical reaction kinetics, the activation 
overpotential 𝜂act  is of main interest because it represents the intrinsic kinetics on the 
 22 
electrode materials. Therefore, it is preferred to minimize or correct the ohmic and the mass 
transport contributions in such measurements. In a typical electrochemical cell, electronic 
conductivity of the electrode (e.g., >10 S/cm for carbon) and ionic conductivity of the 
electrolyte (e.g., ~8 mS/cm for 0.1 M NaCl aqueous solution) are high enough such that 
the ohmic polarization becomes negligible. When the ohmic polarization is not negligible, 
it can be corrected by IR compensation,68,69 which denotes the techniques basically 
identifying the ohmic resistance R and eliminating the ohmic contribution 𝑖𝑅 in the total 
overpotential. The concentration overpotential at low to medium current level can be 
mitigated and corrected by inducing a forced convection near the electrode surface using 
hydrodynamic methods. For example, on a rotating disk electrode (RDE), mass transport 
effects of reaction species can be corrected using the Koutecky-Levich equation61 which is 
given by:  
1
𝑖
=
1
𝑖𝑘
+
1
𝑖𝑙,𝑐
=
1
𝑖𝑘
+
1
0.62𝑛𝐹𝐴𝐷𝑂
2/3𝜛1/2𝜈−1/6𝑐𝑂∗
                         (2.7) 
where 𝑖𝑘 represents the current in the absence of any mass transport effects, 𝑖𝑙,𝑐 is the mass-
transport-limiting current, A is the active electrode area, 𝐷𝑂 is the diffusion coefficient of 
the oxidized species, 𝜛 is the angular velocity of the rotating electrode, 𝜈 is the kinematic 
viscosity of the electrolyte, and 𝑐𝑂
∗ is the bulk electrolyte concentration of the oxidized 
species. 
Charge Transfer Theories. The general description of charge transfer across an 
electrode/electrolyte interface is based on the transition state theory. The interfacial charge 
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transfer rate is proportional to (i) the density of the appropriate reaction species at the 
electrode/electrolyte interface; (ii) the density of charge carriers at the electrode surface 
(this factor is usually omitted in metal electrodes because it hardly varies); and (iii) a 
Boltzmann factor describing the “activated state” that the system must reach before the 
charge transfer can occur.  Therefore, considering an electron transfer reaction, O + 𝑒 →
R, and the associated energy diagram in Figure 2.8, the reduction current 𝑗c is given by: 
𝑗c = −𝑒𝑘c𝑛𝑠𝑐O exp (−
𝛥𝐺𝑓
ǂ
𝑘𝐵𝑇
)                                           (2.8) 
where 𝑒 is the absolute charge of an electron, 𝑘c is the rate constant, 𝑛𝑠  is the electron 
density at the surface, 𝑐O  is the concentration of O at the electrode surface, 𝑘𝐵  is the 
Boltzmann constant, and T is the temperature. Similarly, the anodic current 𝑗a is given by: 
𝑗a = 𝑒𝑘a𝑝𝑠𝑐Rexp (−
Δ𝐺𝑏
ǂ
𝑘𝐵𝑇
)                                               (2.9) 
where 𝑘a is the rate constant, 𝑝𝑠 is the hole density at the surface, 𝑐R is the concentration 
of R at the electrode surface. These equations can be further reduced by assuming linearity 
between the activation energies and the electrode potential, giving the Butler-Volmer 
equations as follows: 
𝑗c = −𝑒𝑘0𝑐O exp (
−𝛼𝐹(𝑈 − 𝑈0
′
)
𝑅𝑇
)                                 (2.10) 
𝑗a = 𝑒𝑘0𝑐R exp (
(1 − 𝛼)𝐹(𝑈 − 𝑈0
′
)
𝑅𝑇
)                               (2.11) 
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where 𝑘0 is the standard rate constant, R is the gas constant, 𝑈
0′ is the formal potential of 
the reaction, and 𝛼 is the transfer coefficient, which can range from zero to unity depending 
on the shape of intersection region in Figure 2.8. 
Although the general model is in most cases correct and accurate, the origin of the 
activation energy is not well defined. For charge transfer at semiconductor/electrolyte 
interfaces, it is usually more convenient to use the specific model, incomplete though it is, 
of charge transfer between energy levels. The Gerischer model70,71 is a convenient 
generalization of such energy level based descriptions. The simplest model assumes 
negligible phonon emission during electron transfer, and negligible electronic coupling 
between initial and final states.64 This simplest energy level description gives one very 
specific origin for the activation energies: fluctuation of the energy levels of reaction 
species in the solution. The rate of charge exchange between an electrode and a solution is 
proportional to (i) the probability that appropriate reactant in solution is within tunneling 
distance (~30 Å) from the surface, and (ii) the probability that its energy level is thermally 
fluctuated to be at an “activated state” where electrons can tunnel to or from the electrode 
without change in energy.64 This simple tunneling-based mechanism is referred to as the 
outer-sphere electron transfer. More complex mechanisms, including cases where a ligand 
or other ion in solution acts as a “bridge” for electron transfer or equivalently as a resonance 
energy level to aid tunneling, are collectively referred to as the inner-sphere electron 
transfer. 
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The Gerischer model explains that the energy difference between the redox species 
O and R in the solution is caused by solvent reorganization. Figure 2.10a shows the 
thermodynamic cycle associated with the solvent reorganization processes after charge 
transfer. Before charge transfer occurs, redox species are surrounded by solvation shells 
with different solvent orientations which make them in energetically more favorable states, 
O(solv,O) and R(solv,R), respectively; the subscript (solv,O) and (solv,R) indicate the respective 
solvation orientations typical at equilibrium. When an electron is extracted from Red(solv,R) 
to the vacuum level, it ends up at first with O(solv,R) because the electron transfer is much 
faster (τ = ~10-15 sec) than the reorganization of the solvation shell and the solvent dipoles 
(τ = ~10-11 sec). Thereafter, the solvent dipoles eventually reorganize themselves until the 
O(solv,R) reaches the stable O(solv,O) state. Similarly, when O(solv,O) receives an electron, it 
 
Figure 2.10. (a) A thermodynamic cycle associated with the reaction (O + 𝑒 ⇄  R) and 
solvent reorganization energy λ. (b) Representation of the energy relationships in (a) in 
terms of electronic energy levels of O and R (𝐸O
0 and 𝐸R
0, respectively). I and A denote 
the energy changes associated with the step that R is ionized generating an electron in 
vacuum level (𝐸vac), and the reverse step that the electron in vacuum level falls back to 
LUMO of O to form R, respectively. 𝐸redox
0  indicates the standard potential of the 
reaction. Note that the subscript (solv,O) and (solv,R) indicate the solvent orientations 
in energetically favorable states for O and R, respectively. [Reproduced from ref. 72 with 
permission; Copyright 1983 by Springer International Publishing] 
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ends up at first with R(solv,O) and relaxed into the stable R(solv,O) state. The energy 
relationship in Figure 2.10a can be redrawn in terms of the electronic energy levels of the 
redox species as shown in Figure 2.10b. The reorganization energy λ can be estimated as 
the sum of two contributions, the inner (λi ) and the outer-sphere (λo ) reorganization 
energies, which can be can be estimated by Marcus relations as follows:73  
λi =
1
2
∑
𝑓𝑗
ox𝑓𝑗
red
𝑓𝑗
ox + 𝑓𝑗
red
𝑗
Δ𝑥𝑗
2                                           (2.12) 
λo =
𝑒2
8𝜋𝜀0
(
1
𝑟
−
1
2𝑑
) (
1
𝜀op
−
1
𝜀𝑠
)                                     (2.13) 
where 𝑓’s are force constants for the jth ion-solvent bond; Δ𝑥𝑗 is the displacement in the 
bond length; 𝜀0 is the permittivity of free space; r is the radius of redox molecule; d is the 
distance to the reactant from the surface (usually set to infinity); 𝜀op and 𝜀𝑠 are the optical 
and the static dielectric constants of the solvent, respectively. Typical values of  λ range 
from 0.5 to 2 eV. 
Thermal fluctuation of the solvation shells makes the energy levels of O and R in 
solution essentially behave like an acceptor and a donor ‘bands’, respectively. Assuming 
harmonic oscillation of the solvation shell, Gaussian type distribution functions for the 
acceptor and the donor states are obtained as follows: 
𝐷O(𝐸) = (4𝜋𝑘𝐵𝑇𝜆)
−
1
2𝑐Oexp [−
(𝐸 − 𝐸0′ − 𝜆)2
4𝑘𝐵𝑇𝜆
]                          (2.14) 
𝐷R(𝐸) = (4𝜋𝑘𝐵𝑇𝜆)
−
1
2𝑐Rexp [−
(𝐸 − 𝐸0
′
+ 𝜆)
2
4𝑘𝐵𝑇𝜆
]                          (2.15) 
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where E is the energy level and 𝐸0′ is the energy level corresponding to the formal potential 
of the reaction. Cathodic and anodic current densities (𝑗c and 𝑗a, respectively) across the 
electrode/electrolyte interface are given by: 
𝑗c = −𝑒𝜅𝑍 ∫  𝑓(𝐸)𝐷(𝐸)  𝐷O(𝐸) 𝑑𝐸 
∞
−∞
                                     (2.16) 
𝑗a = 𝑒𝜅𝑍 ∫ (1 − 𝑓(𝐸))𝐷(𝐸)  𝐷R(𝐸) 𝑑𝐸 
∞
−∞
                               (2.17) 
where 𝜅 is the transmission coefficient (having a value between 0 and 1), Z is the frequency 
factor for the electron transfer, 𝑓(𝐸) is the Fermi-Dirac distribution function, and 𝐷(𝐸) is 
the density of states (DOS) of the electrode surface. These equations indicate that the 
charge transfer rate at a given E is essentially determined by the energy states overlap of 
occupied and empty states between the two phases as schematically shown in Figure 2.11. 
For a wide bandgap n-type semiconductor, in which the valence band edge (𝐸v) is 
located far below 𝐸0′, equation 2.16 and 2.17 can be further reduced to: 
𝑗c ≈ −
𝑒𝜅𝑍
(4𝜋𝑘𝐵𝑇𝜆)
1
2
exp [−
(𝐸𝑐 − 𝐸
0′ − 𝜆)
2
4𝑘𝐵𝑇𝜆
] 𝑛s 𝑐O = −𝑒𝑘c 𝑛s 𝑐O                (2.18) 
𝑗a ≈
𝑒𝜅𝑍
(4𝜋𝑘𝐵𝑇𝜆)
1
2
exp [−
(𝐸𝑐 − 𝐸
0′ + 𝜆)
2
4𝑘𝐵𝑇𝜆
] 𝑝s𝑐O =  𝑒𝑘a 𝑝s 𝑐R                    (2.19) 
where 𝑘c and 𝑘a are the rate constants for cathodic and anodic charge transfer, 𝐸c is the 
conduction band edge level, and 𝑛s and 𝑝s are the surface concentrations of electrons and  
occupied empty 
occupied empty 
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holes on the electrode, respectively. When the Fermi level 𝐸𝐹 lies more than 2𝑘𝐵𝑇 below 
𝐸c, 𝑛s and 𝑝s in equation 2.18 and 2.19 can be approximated as: 
𝑛s = 𝑁𝑐 exp [−
(𝐸𝑐 − 𝐸𝐹)
𝑘B𝑇
] ;    𝑝s = 𝑁𝑐                                   (2.20) 
where 𝑁𝑐 is the effective DOS at the lower edge of the conduction band. 
Electric Double Layers. When an electronic conductor is brought into an ionic 
conductor (i.e., electrolyte), an electric double layer (EDL) almost inevitably forms at their 
interface. The double layer consists of layers of positive and negative charges, and region 
of high electric field between, or within, the charged layers. It is often very important to 
consider the existence of the double layers to correctly describe many physical phenomena  
 
Figure 2.11. Illustration of energy level distributions at an electrode/electrolyte 
interface. The red arrows indicate the electron transfer across the interface. This specific 
example shows the case of a wide bandgap semiconductor electrode and equimolar O 
and R dissolved in solution. 
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occurring at the electrode/electrolyte interfaces, because they are dominant in controlling 
the electrical and chemical properties of the electrode surface. Figure 2.12 shows an 
example of EDL structure formed at a solid/liquid interface. The solid side simply consists 
of a 2D charge plane (in case of metal) or a space charge layer (in case of semiconductor). 
In contrast, the solution side may have a more complex structure with multiple layers. The 
inner layer, which contains solvent molecules and sometimes other species (ions and 
molecules) that are specifically adsorbed on the solid surface; the specific adsorption 
generally accompanies a chemical bonding between the adsorbate and the solid surface. 
The locus of the electrical centers of the specifically adsorbed ions is called the inner 
Helmholtz plane (IHP).61 In contrast, the long range electrostatic interaction makes the 
solvated ions in the solution be non-specifically adsorbed to the solid surface. Since the 
 
Figure 2.12. Structure of electric double layer (EDL) formed at a metal/solution 
interface. [Reproduced from ref. 61 with permission; Copyright 2000 by John Wiley & 
Sons, Inc] 
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size of the solvated ions limits the distance that they approach the surface, the centers of 
these nearest solvated ions defines the outer Helmholtz plane (OHP). Because of thermal 
agitation in the solution, the non-specifically adsorbed ions can be distributed over a 
relatively long range, which can extend from the OHP into the bulk solution, to form the 
diffuse layer. The thickness of the diffuse layer depends on the ionic concentration of the 
solution; for concentrations greater than 0.01 M, the thickness is less than ~10 nm. In a 
sufficiently highly concentrated electrolyte, the excess charge and the potential drop in the 
diffuse layer can be ignored and only those within the OHP are considered. For the charge 
neutrality of the system to be satisfied, the total excess charge in these layers in the solution 
should be the same as the total charge induced in the solid. The overall potential distribution 
within the solid and the solution phase is determined by Poisson’s equation: 
𝑑2𝜙
𝑑𝑥2
= −
𝜌
𝜀𝜀0
                                                        (2.21) 
where 𝜀 is the relative permittivity, 𝜀0 is the permittivity of free space, and 𝜙 and 𝜌 are the 
potential (e.g., one corresponding to the local vacuum level) and the charge density at 
position 𝑥 , respectively. Accordingly, if a concentrated electrolyte is used and the 
specifically adsorbed species do not respond to potential change, the double layer on the 
solution side can be modeled as a parallel plate capacitor having the capacitance 𝐶dl that 
follows the Helmholtz relation:  
𝐶dl =
𝜀𝑠𝜀0
𝑥2
                                                           (2.22) 
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where 𝜀𝑠 is the relative permittivity of the solvent, and 𝑥2 is the distance of the OHP from 
the electrode surface. Assuming typical values of 𝜀𝑠  of ~10 and 𝑥2  of ~1 nm, 𝐶dl  is 
predicted to be ~10 μF/cm2.  
Note that the existence of the double layer leads to non-Faradaic double layer 
charging current. Therefore, when an electrochemical system is investigated with potential 
step or sweep methods, this charging current, as well as the Faradaic reaction current 
caused by charge transfer across the electrode/electrolyte interface, should be taken into 
account. The double layer charging current can be eliminated at a steady state where the 
electrode potential is fixed. 
2.5. Research Objectives 
The central goal of this dissertation project is to (1) prepare gate-tunable 2D 
electrodes having FET-like structures, in which surface electronic structure can be 
modulated with the field effect, and (2) study how three representative interfacial 
electrochemical phenomena occurring at electrode/solution interfaces—(i) double layer 
charging, (ii) electron transfer across the interface, (iii) surface binding of redox species—
are affected by the back gating. The reasons why our interest at this point is limited to only 
these interfacial phenomena are that (1) they often determine the overall reaction kinetics 
in many important electrochemical systems and (2) the electric field generated by the back 
gate would be completely screened outside the OHP due to the abundant mobile ions in the 
electrolyte. 
To realize the proposed ideas, the working electrode should be sufficiently thin; 
otherwise, the electric field from the back gate would be canceled out in the space charge 
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layer within the electrode and thus would not change the electronic properties at the 
surface. Consider a gate-tunable ZnO electrode for example. Although the maximum 
thickness of space charge layer in a bulk ZnO spans up to a few micrometers (e.g., 1.7 μm 
for a typical n-doped ZnO with 𝑁𝑑 =  1 × 10
15  cm-3), the maximum charge density in 
accumulation or inversion layer, in which electronic properties of the semiconductor show 
the most dramatic change, occurs just a few nanometers from the semiconductor-dielectric 
interface according to quantum mechanical calculations.74,75 Therefore, an ultrathin 
(preferably, equal or thinner than ~5 nm) semiconductor layer needs to be prepared for the 
gate-induced charge to be fully accessible at the semiconductor surface. 
A value of the gate-tunable electrodes lies in the fact that gating is basically an 
electrostatic charging process in which, in principle, no extra work is needed to maintain 
the charge induced in the electrode. Therefore, field effect modulation can be a potential 
means to improve energy efficiencies of electrochemical processes on 2D electrode 
surfaces. Furthermore, a gate-tunable electrode can serve an excellent research platform to 
study electrochemical interfaces in that the interfacial phenomena are continuously and 
reversibly controlled without changing chemistry of the system. This would allow 
systematic investigation of electrochemical interfaces while excluding chemical effects. 
In this dissertation project, as initial investigations to prove the proposed concepts, 
relatively simple model systems that consist of a gate-tunable 2D semiconductor electrode 
and an electrolyte with (or without) outer-sphere redox species have been studied. In the 
following chapters, field effect modulation of EDL structures and outer-sphere charge 
transfer kinetics are demonstrated first, and possibilities and requirements to realize the 
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field effect modulation of surface binding and (photo)electrocatalytic activities are 
discussed in the last chapter. 
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3. Experimental 
This chapter outlines the device structure, fabrication, and experimental techniques 
used in this dissertation project. Specific experimental details in sample preparations and 
measurements are described in the respective sections of the following chapters. 
3.1. Gate-Tunable Electrodes: General Features and Issues 
Figure 3.1 schematically shows the general device structure of the gate-tunable 
electrodes used in this project. Essentially, the device structure is analogous to a field-effect 
transistor made of an ultrathin or 2D semiconductor channel, though some of our devices 
have additional top structures designed for electrochemical studies. For convenience in 
device fabrications, a SiO2/p-Si substrate was used as a back gate to induce the field effect 
to the device in this project; the thermally grown SiO2 top layer serves as a gate dielectric 
while the highly doped p-Si bottom layer serves as a metallic gate electrode. The ultrathin 
or 2D semiconductor film is prepared on the substrate either by polymer-assisted film 
transfer or by atomic layer deposition techniques, which are discussed in more details in 
 
 
 
Figure 3.1. Schematic of device structure used in this project. 
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the following section. The source and the drain electrodes are prepared by 
photolithography process followed by electron beam evaporation of appropriate metallic 
sources. If the devices are used to investigate electrochemical reactions, additional 
passivation layers are coated on the metallic contacts (i.e., the source and the drain) to 
prevent charge transfer reaction on them; since we are interested in the electrochemistry 
on the semiconductor, the reaction current should be collected exclusively on the 
semiconductor surface for proper data interpretation. The passivation is achieved by 
evaporating 100 nm thick SiO2 film on them and, in some cases, coating an additional 
polymer layer for better passivation. 
Another critical issue that can arise when using gate-tunable electrodes to study 
electrochemical reaction is the in-plane polarization within the 2D semiconductor 
electrode. In a gate-tunable electrode, in order for an electrochemical reaction to occur at 
a certain site on the semiconductor surface, charge carriers should first move from the 
metal contacts to the site and then interact with active reaction species in the electrolyte. 
Therefore, there are three polarization sources that can potentially limit the overall reaction 
kinetics: (i) in-plane charge transport within the electrode, (ii) out-of-plane charge transfer 
to the electrolyte, and (iii) mass transport of redox species in the electrolyte. In contrast to 
a conventional working electrode, in which the active electrode material is prepared on a 
metallic current collector, there might be considerable in-plane polarization on gate-tunable 
electrodes because the active material is prepared on an insulating gate dielectric. This 
means the in-plane charge transport, rather than out-of-plane charge transfer or mass 
transport, can be potentially the limiting step that controls overall reaction rate on the  
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electrode. Since the main objective of this project is to investigate how the field effect 
affects the interfacial reaction kinetics (i.e., out-of-plane processes), the gate-tunable 
electrodes should be designed to minimize the in-plane polarization. 
To deduce the factors determining the in-plane polarization, a simple 1-D model 
shown in Figure 3.2 is used. The charge balance at location x is given by: 
[𝑖(𝑥) − 𝑖(𝑥 + ∆𝑥)] − 𝑗rxn(𝑥)𝑊∆𝑥                                            (3.1) 
where 𝑖(𝑥) is local in-plane current and 𝑗rxn(𝑥) is local reaction current density at x. For 
∆𝑥 → 0, we get: 
d𝑖(𝑥)
d𝑥
+ 𝑗rxn(𝑥)𝑊 = 0                                                      (3.2) 
With the assumption that the polarization across the electrode is sufficiently small that 
jrxn(x) is nearly constant over the electrode, the integration of equation 3.2 gives: 
 
Figure 3.2. 1-D model of a gate-tunable electrode in redox-active electrolyte. Note that 
the distance between the two peripheral metal contacts is L but here we presented only 
half of the electrode assuming the electrode is symmetric with respect to x=L/2. W 
indicate the width of the electrode; i(x) indicate the in-plane current at position x; jrxn(x) 
is reaction current density at position x. 
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𝑖(𝑥) − 𝑖(0) = −𝑊 ∫ 𝑗rxn(𝑥) 𝑑𝑥 ≈ −𝑊𝑗rxn𝑥
𝑥
0
                                  (3.3) 
Using the boundary conditions, 𝑖(0) = 𝑖0 and 𝑖(𝐿/2) = 0, 𝑖(𝑥) is given by: 
𝑖(𝑥) = 𝑖0 (1 −
2𝑥
𝐿
)         where  𝑖0 =
𝑊𝐿𝑗rxn
2
                                   (3.4) 
On the other hand, by Ohm’s law, we get: 
V(𝑥) − 𝑖(𝑥)𝜌𝑠
∆𝑥
𝑊
= 𝑉(𝑥 + ∆𝑥)                                                (3.5) 
where 𝜌𝑠 is the sheet resistance (Ω/sq) of the electrode. For ∆𝑥 → 0, we get: 
d𝑉(𝑥)
d𝑥
+ 𝑖(𝑥)
𝜌𝑠
𝑊
= 0                                                      (3.6) 
V(𝐿/2) − V(0) =
𝜌𝑠
𝑊
∫ 𝑖(𝑥)
𝐿
2
0
𝑑𝑥 =
𝜌𝑠
𝑊
𝑖0 (𝑥 −
𝑥2
𝐿
)|
0
𝐿
2
=
𝜌𝑠𝐿
4𝑊
𝑖0 =
𝜌𝑠𝑗rxn𝐿
2
8
             (3.7) 
Therefore, the in-plane polarization V(𝐿/2) − V(0)  can be minimized by (i) using 
electrode materials with high carrier mobilities, (ii) reducing reaction current density on 
the electrode (e.g., by reducing the concentration of redox species), and (iii) reducing the 
distance between the two peripheral metal contacts. In this regard, the ideal gate-tunable 
electrode for electrochemical studies would be the device having a microelectrode made of 
semiconductor with high carrier mobilities. In the electrochemical measurements, the 
concentration of the reaction species can be adjusted to realize reasonably small in-plane 
polarization while obtaining sufficiently large reaction current signals. 
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3.2. Device Fabrication and Characterization 
3.2.1. Preparation of 2D Semiconductor Electrodes 
Graphene Electrodes. The graphene electrodes were prepared by transferring a 
commercial CVD graphene sample on Cu substrates to SiO2/p-Si substrates with the 
method proposed by the Ruoff group76 with a modified protocol described below. The 
transfer procedure is also schematically shown in Figure 3.3. 
Graphene Transfer Procedure 
1. Cut the CVD-grown graphene sample into an appropriate size (usually 1 cm x 
1 cm) 
2. Poly(methylmethacrylate) (PMMA) solution (20 mg/mL in chlorobenzene) was 
spin-coated on one side of the graphene sample at 3000 rpm for 30 s and baked 
at 180 oC on a hot plate for 5 min. The PMMA film prevents possible damages 
of the graphene layer in the rest of transfer process. 
3. Since the CVD graphene is grown on both side of the Cu substrate, the graphene 
on the uncoated side is removed using O2 plasma for 20 sec. 
 
 
 
 
Figure 3.3. Schematic of PMMA-assisted graphene transfer to a SiO2/p-Si substrate. 
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4. To etch the Cu substrate underneath the PMMA/graphene, the sample is floated 
on ammonium persulfate aqueous solution (0.1 g/mL) for 12 hrs. 
5. After the Cu substrate is completely dissolved, the PMMA/graphene film is 
transferred to freshly deionized water bath so that it is floated on the surface 
and kept in the bath for 5 min. This step is repeated three times to thoroughly 
rinse the residual etchant solution on the sample. 
6. The PMMA/graphene sample is transferred onto a SiO2/p-Si and baked at 180 
oC on a hot plate for 30 min. (Note: for graphene devices, the source and the 
drain are prepared on the substrate before the transfer process for more efficient 
device fabrications.) 
7. The graphene-transferred substrate is immersed in acetone or chloroform for 1-
3 hrs to remove the PMMA film. 
8. The sample is rinsed with methanol and isopropyl alcohol, and dried for 
subsequent device fabrication steps. 
9. After the device fabrication is completed, the sample is annealed at 130-300 oC 
in nitrogen atmosphere for 30 min before measurements. 
The Raman spectra of the transferred graphene (Figure 3.4) were collected in a 
backscattering geometry using a confocal Raman spectrometer (Witec Alpha300R) with 
linearly polarized radiation at 514.5 nm from an Ar laser. The Raman spectra of CVD 
graphene show three characteristic peaks: the G peak (~1580 cm-1), D peak (~1360 cm-1), 
and 2D peak (~2700 cm-1). The G peak corresponds to the E2g phonon at the Brillouin zone 
center.77 The D peak is due to breathing modes of sp2 atoms and requires a defect for its 
activation.77–79 The 2D peak is the second order D peak which is observed even when no 
D peak is present.80,81 Monolayer graphene has a sharp, single 2D peak 2–4 times bigger 
than its G peak, which distinguishes it from multilayer graphene or graphite phases.80,81  
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To obtain the spectral Raman map, the Raman spectra obtained at each point were 
fit to the linear combination of the Raman spectra obtained from internal standard points. 
The areas with higher contrast in the optical image in Figure 3.4b, which are believed to 
be multilayer graphene phases, have either the multilayer spectrum or the monolayer 
spectrum with a stronger signal. The phases of the latter case are likely composed of loosely 
coupled monolayers with a different stacking order.82 The Raman spectrum at each point 
could be deconvoluted into a linear combination of the average spectra of monolayer and 
multilayer spectra shown in Figure 3.4a. Optically clean graphene areas, which were used 
for subsequent measurements, did not show significant D peak (~1360 cm-1). In our 
observation, the transferred CVD graphene consists of ~82% monolayer phase and ~18% 
multilayer islands with ~1-3 μm sizes. 
 
Figure 3.4. (a) The averaged Raman spectra of monolayer and multilayer graphene 
phases, which were obtained at the areas indicated as A and B in the optical image in 
(b). (b) The optical image and the corresponding spectral Raman map of CVD graphene 
that was transferred on a SiO2/p-Si substrate. The red and blue spots indicate 
spectroscopically monolayer and multilayer phases, respectively. 
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 ZnO Electrodes. ZnO films were grown on clean SiO2/p-Si substrates using an 
ALD system (Savannah Series, Cambridge Nano Tech) with diethylzinc (DEZ) and water 
vapor as precursors which undergo the following reaction mechanism: 
Zn(C2H5)2
∗ + H2O(g) ⟶ ZnO
∗ + 2C2H6(g) 
where ∗ denotes a surface species. Since this reaction is quite exothermic, ZnO film can be 
grown at relatively low temperatures in the range of 100−200 °C. But the DEZ precursors 
have been successfully used even at room temperature and at temperatures as high as 600 
°C.83 The film growth condition used in this work is as follows: 
ALD Film Growth Procedure 
1. Clean up a SiO2/p-Si wafer, on which the ZnO film is to be deposited, with 
isopropyl alcohol and dry it. 
2. Load the wafer in the ALD chamber and pump down the chamber. 
3. Set the temperature of the chamber at 235 °C and wait until the temperature is 
stabilized. 
4. Set the flow rate of the carrier gas (N2) to 20 sccm and wait for 60 sec. 
5. Pulse water vapor for 15 ms and wait for 5 sec. 
6. Pulse DEZ for 15 ms and wait for 5 sec. 
7. Repeat step 5 and 6 for desired number of cycles. 
8. Unload the wafer from the chamber. 
 
The thickness of the ZnO films was measured using a variable angle spectroscopic 
ellipsometer (VASE, J.A. Woollam) with monochromatic polarized light (500-1100 nm in 
wavelength) at two different incident angles (60o and 75o). The obtained data was fitted to 
the Cauchy model,84 which showed mean square error (MSE) of 0.01-0.33 Å2 depending 
on the film thickness. The growth rate of ZnO films at the given condition was observed to  
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be ~1.32 Å per cycle (Figure 3.5). Among the prepared ZnO/SiO2/p-Si samples, we used 
the samples with ~5 nm and ~50 nm thick ZnO films to fabricate gate-tunable electrodes. 
Before device fabrication, the 5 nm and 50 nm samples were annealed in N2 at 300 
oC and 
in O2 at 400 
oC, respectively, for 10 min in a rapid thermal annealer (RTP-600S, Modular 
Process Technology). The 50 nm thick films were annealed under more oxidative condition 
than the 5 nm thick film because otherwise it behaved like a metal, rather than an n-type 
semiconductor, due to incomplete annealing of the thick ZnO layer. We observed no 
changes in thickness after the annealing processes. 
3.2.2. Integration of Metal Contacts and Passivation Layers 
Metal contacts and passivation layers are integrated on the prepared samples (i.e., 
the SiO2/p-Si substrates with the semiconductor films on top) through a series of 
photolithography processes followed by etching or deposition steps. The procedure 
presented here is a general example, and specific details for different types of devices will  
 
Figure 3.5. Thickness of ALD-grown ZnO films versus number of cycles. 
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be described in the respective experimental sections in the following chapters. Figure 3.6 
schematically shows the integration procedure and alignments between different layers. 
Patterning Semiconductor Films. The semiconductor films on the substrates were 
patterned into a rectangular shape via photolithography. After preheating the samples at 
105 oC for 1 min, the photoresist (Microposit S1813, Dow Electronic Materials) was spin-
coated onto the wafer at 3000 rpm for 30 s. After soft baking at 105 °C for 1 min, we 
exposed the wafer to UV light (12 mW/cm2) for 5 s through a photomask using contact 
mask aligner (MA6, SUSS MicroTec Inc.). The wafer was then baked at 105 °C for 1 min, 
developed in Shipley 351:H2O=1:5 (v/v) solution for 20 s, and thoroughly rinsed with 
deionized water. The exposed semiconductor area was removed by oxygen plasma 
treatment (for graphene) or by wet etching with HCl solution (for ZnO). 
 
Figure 3.6. Device fabrication procedure of back-gated 2D electrodes (not to scale). 
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Metal Contacts and Passivation Layers. Metal contacts to the patterned 
semiconductor electrodes were made via another photolithography process. After 
developing photoresist patterns on the wafers following the same procedure described 
above, 30 Å Ti and 300 Å Au layers were sequentially evaporated using an electron beam 
evaporator with the growth rate at 1 Å/s. For the ZnO devices to study electrochemical 
reactions, the surface of the metal contacts near the ZnO films were passivated by further 
evaporating 30 Å Ti and 1000 Å SiO2 layers through a shadow mask (Figure 3.6) using 
another electron beam evaporator with the growth rate at 1 Å/s. In this way, we could 
achieve nearly perfect alignment between the metal and the passivation layers because a 
single photoresist pattern is used for both evaporation steps. This, in turn, makes the whole 
semiconductor area between the metal contacts is susceptible to both the back gate and the 
electrolyte in electrochemical measurements. After the evaporations steps, the photoresist 
was lifted off in acetone and the samples were sequentially sonicated in methanol and 
isopropyl alcohol baths. 
For the devices fabricated for cyclic voltammetry study, epoxy-based cross-
linkable photoresist (SU-8 2005, MicroChem) was coated on the samples so that the active 
semiconductor area was exposed through a slightly larger window. After preheating the 
samples at 120 oC for 1 min, the photoresist was spin-coated onto the samples at 3500 rpm 
for 30 s. After soft baking at 95 °C for 2 min, the photoresist film was exposed to UV light 
(12 mW/cm2) for 9 s through a photomask. The exposed film was then baked at 95 °C for 
3 min, and rinsed in developer solution (SU-8 developer, MicroChem) for 30 s. Finally, 
the film was cured at 120 °C for 15 min. 
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3.2.3. Charge Transport Characteristics of the Devices 
Figure 3.8 shows the transfer curves of graphene and ZnO devices in back gating 
mode under N2 atmosphere without electrolyte phase on them. The graphene device 
showed the expected ambipolar transport characteristics due to the lack of bandgap. The 
conductivity minimum (also referred to as “Dirac point”) is initially at 𝑉BG = ~100 V but 
shifted to nearly zero bias after annealing the device at 300 °C in N2 environment. The 
Dirac point shift occurs because p-dopants including oxygen, water vapor, and PMMA 
residue on graphene, which introduce holes in graphene, are removed during the annealing 
process. The annealed graphene device had mobility is ~1,200 cm2 V−1 s−1 with on/off 
current ratio of ~5. In contrast, the ZnO devices showed typical n-type carrier transport 
characteristics with mobility of ~1.2 cm2 V−1 s−1 and on/off current ratio of > 103. 
 
Figure 3.7. Top view of fabricated (a-b) graphene and (c-d) ZnO devices (a, c) before 
and (b, d) after transparent SU8 passivation layer is coated on top. 
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3.3. Instrumental Setup for Electrical Measurements 
All electrical and electrochemical measurements of gate-tunable electrodes were 
performed at room temperature using multiple source-meters and high impedance 
electrometers (Keithley 2612, 2611B, 236, 237, and 6517A were used in this study) with a 
probe station. The general electrical configuration used in this project is illustrated in 
Figure 3.9. Note that the operational amplifier shown in the configuration essentially 
represent a potentiostat. The voltage bias applied to 𝑉SD is typically 0 V or very small value 
(1-10 mV) so the potential distribution within semiconductor electrode is minimized during 
electrochemical measurements. The reaction current at the active semiconductor area is 
obtained from a sum of 𝑖S and 𝑖D (i.e., 𝑖𝑟𝑥𝑛 = 𝑖𝑆 + 𝑖𝐷).  
With the proposed configuration, simultaneous measurements of reaction current 
and in-plane polarization on the active semiconductor electrode can be achieved. To 
experimentally determine the in-plane polarization during electrochemical measurements, 
the electrode/electrolyte interface is modeled as the simplified equivalent circuit shown in 
 
Figure 3.8. Transfer characteristics of the fabricated (a) graphene and (b) ZnO devices. 
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Figure 3.9. Cross-sectional view of a gate-tunable working electrode with the electrical 
configuration used in this study. The optical image on the right side shows a 5 nm thick 
ZnO electrode exposed through an epoxy window. 
 
 
 
Figure 3.10. (a) Top view of the gate-tunable electrode, which is modeled as (b) 
simplified and (c) actual equivalent circuits to represent electrode/electrolyte interface 
of a back-gated electrode. The symbols Cdl, Csc, Rct, and Rch on the circuits indicate the 
double layer capacitance, the space charge capacitance (for 2D semiconductor, Csc is 
replaced with the quantum capacitance CQ), the charge transfer resistance, and the 
channel resistance on the electrode, respectively. 
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Figure 3.10b; although the electrode can be more accurately modeled with an infinite 
ladder circuit (Figure 3.10c), it is not possible to determine the voltages and currents at 
infinite number of nodes in the circuit from 𝑖𝑆 , 𝑖𝐷 , and 𝑉𝑆𝐷  only. By applying the 
Kirchhoff’s laws to the simplified circuit, the following relations are obtained. 
𝑖𝑟𝑥𝑛 = 𝑖𝑆 + 𝑖𝐷                                                            (3.8) 
𝑉𝑆𝐷
𝑖𝐷 − 𝑖𝑆
= 𝑅𝑐ℎ =
𝐿
2𝜎𝑠𝑊
                                                  (3.9) 
𝑉𝐿/2 − 𝑉𝑊 = −𝑖𝑆𝑅𝑐ℎ = −
𝑖𝑆V𝑆𝐷
𝑖𝐷 − 𝑖𝑆
                                     (3.10) 
where L and W indicate the length and the width of the active semiconductor area, 𝑖rxn is 
the reaction current, and 𝜎𝑠 is the sheet conductance of the semiconductor channel. The 
term 𝑉𝐿/2 − 𝑉𝑊 indicate the maximum in-plane polarization, which occurs at the center of 
the active electrode as shown in Section 3.1. 
Figure 3.11 shows the actual electrical connection to the source-meters used for the 
measurements, which realizes the electrical configuration shown in Figure 3.10. Note that 
the source-meter B is operated in 4-wire remote sensing mode in order for the working 
electrode potential 𝑉𝑤 is applied with respect to the reference potential while the reaction 
current flows between the working and the counter electrode; this is exactly how the 
operational amplifier (or the potentiostat) presented in Figure 3.10 is supposed to work. In 
the measurements without electrolyte phase, the instrument B is not connected to any 
electrodes, so the device works as a regular field-effect transistor. The operation and data  
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acquisition of the instruments were done with scripts running on the TSP program provided 
by Keithley or with in-house LabVIEW programs. 
3.4. Cyclic Voltammetry 
Cyclic voltammetry (CV) is a powerful electrochemical analysis technique which 
is typically applied for initial investigations of electrochemical systems. In CV, the 
working electrode potential ramps linearly with time in cyclical phases, and the obtained 
data are plotted as the current versus the working electrode potential. Although a cyclic 
voltammogram typically has a complicate wave form primarily due to the transient 
concentration profiles of reaction species near the working electrode, it provides some 
important information to figure out the nature of the electrochemical system. First of all,  
 
Figure 3.11. Schematic of electrical connections of source-meters to an electrochemical 
cell used in this study. Note that the instrument B is operated in 4-wires remote sensing 
mode while the other channels are operated in 2-wires local sensing mode. 
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the peak potentials and peak currents in a cyclic voltammogram indicate whether a reaction 
species is active (i.e., can be oxidized or reduced) at a certain electrode potential range. In 
some cases, CV can also be used to identify the kinetic nature of the reaction; Nicholson’s 
method86 is an example that estimates the kinetic parameter 𝑘0  of quasi-reversible 
reversible redox system from the peak separation. 
It is noteworthy to mention the research reported by Kohl and Bard,85 in which the 
flat band potentials 𝑉𝑓𝑏 (i.e., band edge positions) of n-type semiconductor electrodes were 
determined from CV data of various redox couples. Figure 3.12 summarizes the reduction 
and oxidation peak potentials of the redox couples on platinum and the n-type 
semiconductors. To put reactions on n-ZnO as an example, the redox couples are 
categorized into three different types according to the potential regions. The first type, of 
 
Figure 3.12. The reduction and reoxidation peak potentials for different redox species 
on a Pt disk electrode and on the three semiconductor electrodes in the dark and 
illuminated with white light. F.B denotes flat band potential of the electrode. 
[Reproduced with permission from ref. 85; Copyright 1977 by the American Chemical 
Society] 
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which formal potential is more negative than 𝑉𝑓𝑏  such as Ru(bpy)3
2+, shows similar 
reversible CV behaviors on Pt and n-ZnO; i.e., the n-ZnO essentially behaves like a metal, 
because the accumulation layer is formed at the electrode surface in the potential regime. 
The second type, of which the formal potential lies at or somewhat positive of 𝑉𝑓𝑏 such as 
BQ, shows a reversible behavior on Pt, but shows only an irreversible reduction at ZnO 
with the foot of the cathodic wave shifted almost to 𝑉𝑓𝑏. Under illumination, oxidation peak 
of BQ due to photooxidation is observed. The third type, of which the formal potential is 
far more positive than 𝑉𝑓𝑏 such as Th
+, reversibly reduced on platinum but only shows an 
irreversible reduction peak on ZnO at a very negatively shifted potential. Similarly, 
electronic and electrochemical nature of gate-tunable ZnO electrodes were investigated 
using different redox couples in CV experiments in this project. 
3.5. Steady-State Analysis in Microchannel Flow Cells 
Although CV gives some valuable information about electrochemical systems, it is 
basically a qualitative (or semi-quantitative) method that is sometimes inappropriate to 
study reaction kinetics. Hydrodynamic methods such as rotating electrode techniques (i.e., 
RDE and RRDE), which can generate a steady-state condition in the electrochemical 
system, have been proven more useful for such a quantitative analysis. Unfortunately, the 
unique structure of gate-tunable electrodes somewhat prohibits the usage of the rotating 
electrode techniques, which are the most popular hydrodynamic methods, in this project. 
Therefore, we integrated our gate-tunable electrodes into microfluidic flow cells for steady-
state analysis; the forced convection in the microfluidic channel enhances mass transport 
and generates a time-invariant concentration profiles near the working electrode. 
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Device Structure. Figure 3.13 shows the structure of the flow cell. A flow cell is 
made by integrating PDMS microfluidic channel on a gate-tunable electrode. The PDMS 
microfluidic channel is made by replicating a master mold prepared by photolithography 
processes with PDMS precursors. The integration of PDMS and the SiO2 substrate is 
achieved by plasma treatment followed by thermal annealing. The detailed device 
fabrication procedure is described in the respective experimental section in the Chapter 6. 
Mathematical Model. Due to the structural similarity of the flow channel, the 
electrochemical and the hydrodynamic behaviors of our flow cells can be described by the 
mathematical model reported previously.87,88 This model was developed for quasi-
reversible redox reaction in a “high-speed channel flow cell”. This model deals with an 
electrochemical reaction with the form: Ox + 𝑒 ⇄ Red, where both oxidized (Ox) and 
 
Figure 3.13. (a) Structure of the gate-tunable electrochemical flow cell with Au or ZnO 
electrode. (b) Photography of a fabricated device. (c) Geometry of microfluidic channel 
(width d and height 2h) and active electrode area (length xe and width w). 
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reduced (Red) species are kinetically stable on the timescale of the experiment, and the 
bulk solution contains only Ox before it enters the flow cell. The analytical solution for the 
steady-state voltammogram (i.e., I vs 𝑈) is given by: 
𝐼
𝐼rev
= 1 − 2𝑢 + 2𝑢2 ln(1 + 𝑢−1)                                       (3.11) 
u =
0.6783 𝐷red
2/3(3𝑉𝑓/4𝑑𝑥𝑒ℎ
2)1/3
𝑘𝑏 + (𝐷ox/𝐷red)2/3𝑘𝑓
                                   (3.12) 
𝐼rev = −
0.925𝐹𝑤𝑐ox
∗(𝑥𝑒𝐷ox)
2/3(ℎ2𝑑)−1/3 𝑉𝑓
1/3
1 + (𝐷ox/𝐷red)2/3(𝑘𝑏/𝑘𝑓)
                      (3.13) 
where 𝑘𝑓 and 𝑘𝑏 are the rate constants (cm/s) for forward and backward reactions which 
are functions of the electrode potential 𝑈, 𝑐ox
∗ is the bulk concentration of Ox in the feed 
solution, 𝐷i is diffusion constant of i, 𝑉𝑓 is volumetric flow rate of the feed solution, F is 
the Faraday constant, and the other terms represent the geometrical parameters given in 
Figure 1b. When 𝑘𝑓 is sufficiently large compared to 𝑘𝑏, 𝐼 reaches a limiting current 𝐼𝑙𝑖𝑚 
given by the Levich equation: 
𝐼𝑙𝑖𝑚 = −0.925𝐹𝑤𝑐ox
∗(𝑥𝑒𝐷ox)
2
3 (
𝑉𝑓
ℎ2𝑑
)
1
3
                              (3.14) 
In such a mass transport limiting condition, charge transfer at the electrode/electrolyte 
interface is so fast that the surface concentration 𝑐ox of Ox becomes zero and the overall 
reaction rate is essentially limited by the mass transport rate of Ox through the diffusion 
layer formed near the electrode; i.e., mass transport becomes the rate determining step 
(RDS).  
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Note that the analytical solutions in equations 3.11 to 3.14, are valid for a laminar 
flow with a negligible horizontal diffusion effect (i.e., the Reynolds number 𝑅𝑒 =
𝑉𝑓
ℎ𝜈
 < 
2500, where ν is the kinematic viscosity of the feed solution, and the Peclet number 𝑃𝑒 =
3𝑉𝑓𝑥𝑒
2
2𝑑𝐷𝑜𝑥ℎ2
 > 103). 
Correction of Mass Transport Effect. Under the forced convection with a fixed 
𝑉𝑓, it can be assumed that a stagnant diffusion layer of thickness 𝛿ox forms at the electrode 
surface where the solution velocity is zero at y=0 and the concentration of Ox is maintained 
at 𝑐ox
∗  beyond y= 𝛿ox . If the forward reaction dominates (i.e., the situation where 
sufficiently negative potential is applied to the working electrode), the mass transport rate 
of Ox should be the same as the reduction rate at the working electrode surface in a steady-
state. Therefore, the reduction rate of Ox is given by: 
−
𝑗
𝐹
=
𝐷ox
𝛿ox
(𝑐ox
∗ − 𝑐ox)                                                 (3.15) 
where 𝑗 is the current density and 𝑐ox is the concentration of Ox at the electrode surface. 
Here, the mass transport via migration is assumed to be negligible because the total ionic 
concentration of the electrolyte sufficiently high in all measurement conditions. The 
current density 𝑗  is maximized when 𝑐ox  becomes zero and thus the mass transport 
becomes the RDS. Once such a mass transport limiting condition is attained, 𝑗 does not 
further increase even if a more negative electrode potential 𝑉𝑤 is applied. Therefore, the 
limiting current density 𝑗𝑙𝑖𝑚 is given by: 
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−
𝑗𝑙𝑖𝑚
𝐹
=
𝐷ox
𝛿ox
𝑐ox
∗                                                   (3.16) 
Considering 𝑗 = −𝑘𝑓𝑐ox, combination of the equations 3.15 and 3.16 gives the following 
Koutecký-Levich equation: 
𝑗k = −𝑘𝑓𝑐ox
∗ = (
1
𝑗
−
1
𝑗𝑙𝑖𝑚
)
−1
                                    (3.17) 
Note that the mass-transport-corrected current density 𝑗k = −𝑘𝑓𝑐ox
∗  represents the 
reaction current density without the mass transport effect (i.e., the situation when the mass 
transport rate of Ox is extremely fast that 𝑐ox equals to 𝑐𝑜𝑥
∗ ). 
In the derivation using this diffusion layer model, it is assumed that the mass 
transport coefficient (𝐷ox /𝛿ox) is constant at a given 𝑉𝑓 . To check the validity of this 
assumption and the correction method, we compared 𝑗k = (
1
𝑗
−
1
𝑗𝑙𝑖𝑚
)
−1
, where 𝑗 and 𝑗𝑙𝑖𝑚 
are calculated with the analytical solution (equations 3.11 to 3.14), with 𝑗ideal = −𝑒𝑘𝑓𝑐ox
∗  
for various 𝑘𝑓  values. For the calculation, parameters for our experimental conditions 
[𝑘𝑏 = 0 cm/s (i.e., a totally irreversible reaction was assumed), 𝐷ox = 𝐷red = 1.4 × 10
−5 
cm2/s, 𝑐ox
∗ = 2 mM, 𝑉𝑓 = 10 𝜇L/min], and the geometrical parameters given for our flow 
cell design were used. Figure 3.14a shows (i) the 𝑗k as a function of 𝑘𝑓 compared to (ii) the 
corresponding ideal current density without mass transport effect 𝑗ideal in a log-log plot. 
Although 𝑗k and 𝑗ideal quite well match to each other in a wide range of kinetic constant 𝑘𝑓 
ranging from 10-6 to 104 cm/s, it is found that the diffusion layer model can introduce up 
to ~25% deviation of 𝑗k from 𝑗ideal in a severe mass transport limiting condition (i.e., high 
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𝑘𝑓  regime in Figure 3.14b), because the assumption of linear diffusion layer no longer 
holds in such a limiting condition. 
 
 
  
 
Figure 3.14. Comparion of 𝑗k and 𝑗ideal at different values of 𝑘𝑓: (a) 𝑗k and 𝑗ideal versus 
𝑘𝑓. (b) 𝑗k/𝑗ideal versus 𝑘𝑓. 
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4. Electrochemical Behaviors of Graphene Transistors 
with Dual Electrochemical and Field-Effect Gates* 
4.1. Abstract 
 As the first step to identify how the field effect affects the electrode/electrolyte 
interfaces, we here report an investigation of graphene field-effect transistors (G-FETs) in 
which the graphene channel is in contact with an electrolyte phase. The electrolyte allows 
direct measurement of graphene’s Fermi level versus a reference electrode also in contact 
with the electrolyte. In addition, the electrolyte can be used to gate the graphene, i.e., a dual 
gate structure is realized. We employed this electrolyte-modified G-FET architecture to (1) 
track the Fermi level of the graphene channel while changing the gating condition; (2) 
determine the density of states (i.e., the quantum capacitance 𝐶Q) of graphene; and (3) 
experimentally separate the band filling potential δ from the double layer charging 
potential ∆𝜙EDL . Additionally, we were able to determine the capacitance 𝐶EDL  of the 
electric double layer at the graphene/electrolyte interface, which is ~5 μF/cm2, the same 
order of magnitude as 𝐶Q. Overall, the electrolyte modified G-FETs provide an excellent 
model system for probing the electronic structure and transport properties of graphene and 
for understanding the differences between the two gating mechanisms. 
4.2. Introduction 
 Graphene is a stable, atomically thin sheet of carbon atoms with the sp2-hybridized 
honeycomb crystal structure. Since the field-effect on monolayer graphene was first 
                                                 
* Reproduced in part with permission from Kim, C.; Frisbie, C. D. J. Phys. Chem. C 2014, 118, 
21160. Copyright 2014 by the American Chemical Society 
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demonstrated by Novoselov et al.89,90 in 2004, graphene has received great attention in the 
scientific research community for its fascinating electrical,30,91,92 electrochemical,93–95 
mechanical,96 and optical92,97 properties. In momentum space, graphene has symmetric 
cone-shaped conduction and valence bands in the low energy regime which touch at six 
corners of the Brillouin zone—the Dirac points. In other words, graphene is a zero bandgap 
semiconductor (or semi-metal) having linear energy dispersion and linear density of states 
(DOS) around the Fermi level. 
One of most extensively studied graphene-based devices is graphene field-effect 
transistor (G-FET), in which the conductance of the graphene channel between the two 
metal contacts (the source and drain, respectively) is controlled by the voltage applied to 
the gate. Like transistors made of conventional semiconductors, the gate control enables a 
G-FET to be used as an electronic switch for digital logic devices and analog amplifiers.98–
101 In particular, the high carrier mobilities of graphene (up to ~105 cm2 V-1 s-1 near room 
temperature for suspended graphene102) makes it a potentially attractive material for next-
generation, high-frequency switching devices. A G-FET is also a useful component for 
physical, chemical, and biological sensor applications. Because all carbon atoms in a 
graphene sheet are surface atoms, carrier transport in a G-FET is highly sensitive to 
environmental conditions (e.g., pH,103–106 ionic concentration,107–109 gas concentration,110–
113 flow rate,114,115 and binding of biomolecules such as proteins116,117 or DNAs118,119). 
Most G-FET based devices are fabricated with either a back gate or a top gate 
configuration, in which the gate is located (1) on the back side of a dielectric layer 
supporting the graphene or (2) on top of a dielectric layer deposited on the graphene, 
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respectively. An electrolyte gate configuration, in which the top gate is a metal electrode 
immersed in an ionic solution covering the top of the graphene channel, has been employed 
in several G-FET applications, such as sensors operating in liquid or solid electrolyte 
solutions.103–109,111,114–122 In an electrolyte-gated G-FET, the electrons or holes induced in 
the polarized graphene channel are compensated with counter ions packed at the 
graphene/electrolyte interface. This interfacial structure, referred to as an electric double-
layer (EDL), is usually a few nanometers thick and consequently the gate capacitance can 
be as large as ~10−20 μF/cm2, which is 1−2 orders higher than that can be achieved with 
oxide dielectrics.123 Therefore, electrolyte gating is especially useful when high charge 
carrier accumulation (up to ~1013-1014 cm-2) and low voltage operation (<5 V) are 
needed.11,124,125 Because of its atomically thin nature, graphene also can be gated 
simultaneously from two sides. The dual gate configuration provides an important platform 
for understanding electrical and optical properties of graphene such as electric field 
induced bandgap opening126–130 and the Quantum Hall effect.131–134 
In this study, we have investigated dual-gated G-FETs with a back and electrolyte 
gate configuration (Figure 4.1). The introduction of the ion gel (electrolyte) phase has an 
important advantage for fundamental measurements—the Fermi level position 𝐸𝐹 of the 
graphene channel can be directly tracked by measuring its electrochemical potential with 
respect to a (quasi-)reference electrode. Tracking 𝐸𝐹 using the reference electrode while 
sweeping the back gate bias gives the potential δ required to fill the energy band of 
graphene with charge carriers (i.e., electrons or holes). In turn, the quantum capacitance  
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CQ (i.e., the DOS) of graphene can be estimated from this information. Such direct 
measurements of δ and 𝐶Q are difficult, if not impossible, with dual-gated transistors using  
conventional oxide gates or electrolyte-gated transistors having only a single gate, because 
in these systems there is no good method for measuring the channel 𝐸𝐹  while 
independently controlling carrier density.135–137 Furthermore, the potential Δ𝜙EDL 
associated with the double layer charging at the graphene/electrolyte interface can be 
separated conveniently from δ by comparing the reference electrode potential in back 
gating mode to that in electrolyte gating mode, in which the counter electrode and the 
electrolyte are employed as a gate. Thus, as we will show, our dual-gated devices allow 
systematic determination of four parameters — δ, 𝐶Q, Δ𝜙EDL, and double layer capacitance 
𝐶EDL — at graphene/electrolyte interfaces. The dual-gated devices are generally useful 
testbeds for understanding carrier transport and electronic structure, and the approaches we 
follow here should also be applicable for investigating other 2D materials such as MoS2 
and ultrathin layers of conventional semiconductors. 
 
Figure 4.1. Cross-sectional view of a G-FET device with electrical/electrochemical 
configuration used in this study. 
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4.3. Materials and Methods 
 Materials. Highly p-doped silicon wafers with thermally grown 300 nm-thick SiO2 
on top (SiO2/p-Si wafers) were purchased from Silicon Valley Microelectronics (Santa 
Clara, CA) and used as back gates for G-FETs. Monolayer CVD graphene grown on Cu foil 
was purchased from Graphene Supermarket (Calverton, NY). Poly(methylmethacrylate) 
(PMMA, molecular weight: 350 kDa) and ammonium persulfate were purchased from 
Sigma-Aldrich (St. Louis, MO). The ionic liquid 1-ethyl-3-methylimidazolium bis-
(trifluoromethylsulfonyl)amide ([EMI][TFSA]) was purchased from EMD Chemicals 
(Gibbstown, NJ). Poly(styrene-b-methyl methacrylate-b-styrene) triblock copolymer 
[SMS(15-81-15), the numbers in parentheses denote the block molecular weights in kDa] 
was synthesized via two-step atom-transfer radical polymerization138 by Dr. Keun Hyung 
Lee. All organic solvents, including chloroform, ethyl acetate, chlorobenzene, were 
purchased from Sigma-Aldrich and used as received. 
Fabrication of Graphene FETs. Metal pads for source and drain contacts were 
prepared using photolithography. An electron-beam evaporator was used to deposit a 30 Å 
Cr adhesion layer and 300 Å Au on top of SiO2/p-Si substrates. G-FETs were prepared by 
transferring CVD graphene to the Au patterned SiO2/p-Si substrate. The detailed procedure 
for graphene transfer used in this study is described in Section 3.2.1. The transferred 
graphene was patterned by mechanical scratching so the width and the length of the channel 
became 365 μm and 700 μm, respectively. 
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Printing Ion Gel on Graphene Channel. Ion gel printing was performed using a 
commercially available aerosol-jet printing system (Optomec AJ200). The ion gel ink was 
prepared by dissolving 9 wt % of [EMI][TFSA] and 1 wt % of SMS(15-81-15) in 90 wt % 
of ethyl acetate. The flow rates of carrier and sheath gas (N2, 99.998%) were 15 standard 
cubic centimeters per minute (sccm) and 25 sccm, respectively. The ink was atomized into 
aerosol mist by ultrasonication at 15 oC and transported by the carrier gas into a print nozzle 
with a 150 μm diameter opening. The ion gel was printed to cover the graphene channel 
but not to touch the source and drain electrodes while the substrate was heated at 60 oC in 
air to enhance solvent drying. Since the ion gel does not flow at room temperature thanks 
to its physically crosslinked nature (Figure 4.2b), it can be applied on the graphene channel 
without a reservoir to hold the electrolyte phase. Therefore, the ion gel allows one to avoid 
further photolithography and/or epoxy coating processes which isolate metal contacts from 
the electrolyte but potentially contaminate or damage the graphene channel. The ion gel 
 
Figure 4.2. (a) Aerosol jet printing of ion gel on the graphene channel. (b) Schematic 
illustration of the ion gel formed by self-assembly of an ABA tri-block copolymer with 
insoluble A blocks and soluble B block in an ionic liquid. + and – symbols correspond 
to cation and anion, respectively. The optical image shows a G-FET device printed with 
the ion gel. 
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coated G-FETs were annealed at 130 oC on a hot plate in a N2-filled glovebox for 30 min 
before electrical and electrochemical measurements. 
Electrical and Electrochemical Measurements. All electrical and 
electrochemical measurements were performed at room temperature in a N2-filled 
glovebox. The electrical configuration used in this work is illustrated in Figure 4.1. The 
current-voltage characteristics of the G-FETs were measured by connecting a two-channel 
source meter (Keithley 2612A) to source, drain and back gate electrodes. In ion gel coated 
G-FETs, a high impedance electrometer (Keithley 6517A) was connected to the quasi-
reference electrode (Pt wire, 100 μm in diameter) immersed in the ion gel to measure the 
electrochemical potential of the graphene channel. Electrolyte gating was performed by 
applying voltage to the counter electrode (another Pt wire, 100 μm in diameter) immersed 
in the ion gel using a source meter (Keithley 237). 
4.4. Results and Discussions 
 Effect of Ion Gel Printing on Back Gate Capacitance and Carrier Transport 
in G-FETs. Figure 4.3a shows the transfer curves (ISD−VBG) of a G-FET at a source-to-
drain bias VSD = 10 mV, which were obtained before and after ion gel printing. Before 
printing ion gel, the Dirac point (VBG,Dirac), the potential at which the total charge carrier 
density and the conductivity of the graphene channel are minimized, was observed at 
VBG = 88 V. This indicates the graphene channel was initially in a highly p-doped state; 
the Dirac point is determined as VBG,Dirac = 𝑒?̅?/𝐶ox where e is the charge of a single 
electron, ?̅? is the carrier density induced by doping,139–141 and Cox is the back gate  
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capacitance per unit area, respectively. Such highly positive VBG,Dirac have been typically 
observed in G-FETs that are made of CVD graphene transferred on SiO2 substrate and not 
annealed under forming gas (H2 + N2) or vacuum condition before the measurements.
142,143 
Possible p-dopants in our devices include charged impurities trapped on the SiO2 
substrate,144–147 ambient molecules adsorbed on the graphene surface,112,113 and PMMA 
residues.148 After printing the ion gel on the graphene channel, however, we observed the 
Dirac point shifted to near zero gate bias (VBG = −9.3 V). This behavior has been observed 
in G-FETs covered with a dielectric medium141,149 or ionic solution,150,151 which can 
effectively screen charged impurities on graphene. Likewise, it is believed that the counter 
ions in the ion gel effectively neutralize the charged impurities on graphene. 
Although it is generally assumed that the capacitance of a gate dielectric layer is 
constant and can be directly estimated from its dielectric constant and thickness (Cox =
 
Figure 4.3. Charge transport characteristics of G-FETs before and after ion gel printing. 
(a) Back-gate transfer curves (ISD−VBG) obtained at VSD=10 mV and dVBG/dt = 29.5 V/s. 
(b) Back-gate-induced charge densities on the graphene channel at different VBG, which 
were obtained by integrating the displacement current (IBG) at dVBG/dt = 5.66 V/s. (c) 
Sheet resistances of graphene channel as a function of induced carrier density 𝑛ind. The 
lines in (c) indicate the result of curve fitting. 
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𝜀ox𝜀0/𝑡ox), it has been reported that Cox can dramatically change depending on the type 
and the size of dielectric medium on top of graphene. Xia et al.141 used Hall measurements 
to estimate the charge carrier density on graphene during back gating and they found that 
Cox can increase by up to 2 orders of magnitude in presence of a high-k top dielectric 
medium such as water droplet. Because it is important to know accurate Cox values for 
correct interpretation of electronic transport on graphene, we measured back-gate-induced 
charge on the graphene channel by integrating the displacement current ( IBG ) while 
sweeping back gate bias. Note that the contribution of the gold pads was subtracted from 
total displacement current to estimate the gated charge on the graphene channel only. 
Figure 4.3b shows the induced charge densities in the graphene channel at different gate 
biases, in which Cox values were estimated. In our devices, ~2 times increase in Cox was 
observed after ion gel printing. 
Figure 4.3c shows the sheet resistance RS = (VSD/ISD)(W/L)  of the graphene 
channel plotted against the induced carrier density 𝑛ind ≈ −Cox (VBG − VBG,Dirac)/𝑒. To 
investigate the charge transport characteristics, the RS−𝑛ind curves are fit to a model,
152 in 
which the total carrier density on the graphene channel (𝑛tot) is approximated by: 
𝑛tot = √𝑛∗
2 + 𝑛ind2                                                      (4.1)                                                          
where 𝑛∗  is the residual carrier density at the Dirac point. Although ideal monolayer 
graphene is a zero bandgap material and has zero DOS at the Dirac point, a non-zero 
residual carrier density is always observed because there are (1) thermally excited 
electrons/holes in conduction/valence bands, respectively, (2) electron/hole puddles on 
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graphene introduced by potential fluctuations at randomly distributed charged impurities 
on SiO2 substrate,
153 and (3) structural defects of the graphene. With a given 𝑛tot, the sheet 
resistance is given by: 
𝑅S = 𝑅contact (
𝑊
𝐿
) + 𝑅channel,S = 𝑅contact (
𝑊
𝐿
) +
1
𝑛tot𝑒𝜇
                     (4.2) 
where 𝑅contact is the contact resistance at the metal/graphene contacts, 𝑅channel,S is the 
sheet resistance of graphene channel, 𝑒 is the charge of an electron, and 𝜇 is the mobility 
of charge carriers, respectively. The parameters 𝑅contact, 𝑛
∗ and 𝜇 obtained from the curve 
fitting are summarized in Table 4.1.  
Due to the asymmetric nature of the data obtained before ion gel printing, electron 
(𝑛ind <  0 cm
-2) and hole (𝑛ind > 0 cm
-2) transport regimes are fit to two different curves 
of equation 4.2. Such asymmetric carrier transport has been attributed to carrier-dependent 
Coulomb scattering cross-sections at charged impurities140,154,155 and contact-induced 
 
 
Table 4.1. Physical parameters of the G-FETs shown in Figure 4.3c. 
 
Before ion gel printing After ion gel printing 
Hole Electron Hole Electron 
Cox (nF/cm
2) 6.70 ± 0.01 13.03 ± 0.01 
VBG,Dirac (V) 87.6 -9.3 
Rcontact (kΩ) −0.09 ± 0.09 2.81 ± 0.01 1.27 ± 0.09 
n*
 
(x 1012 cm-2) 0.76 ± 0.01 1.07 ± 0.00 0.70 ± 0.01 
μ (cm2 V-1 s-1) 1131 ± 23 1020 ± 3 1069 ± 22 
*The errors denote standard errors in curve fitting. 
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doping in graphene adjacent to the metal contact156–159 which leads to gate bias dependent 
injection barriers. The ion gel printed G-FET, in contrast, shows a much more symmetric 
transfer curve that can be fit to a single curve of equation 4.2. This is likely a result of the 
ionic screening effect; since the counter ions in the ion gel effectively neutralize the charge 
impurities on graphene, Coulomb scattering at the impurities becomes less dependent on 
carrier type. Chen et al.160 also reported a decrease in asymmetric transport in the G-FETs 
immersed in concentrated ionic solutions. Interestingly, we observed only slight change in 
carrier mobility (Table 4.1), while neutralization of charged impurities generally leads to 
significant increase in carrier mobility.139,161 This might be because the increased 
interaction between graphene and adjacent ions,141,162 which does not exist before the ion 
gel printing, cancels out the benefit of charge neutralization. 
Determination of CQ by Tracking EF in Back Gating Mode. Figure 4.4a displays 
the electrochemical potentials of the graphene channel (𝑉Gr) with respect to the potential 
of a Pt reference electrode measured at different back gate biases. 𝑉Gr is shifted to a more 
negative (positive) potential when a positive (negative) back gate bias is applied. This trend 
can be understood as a result of the Fermi level shift within the graphene energy band due 
to back-gate-induced charge. That is, as a positive back gate bias induces more electrons 
to fill the energy band of graphene, the Fermi level shifts to a higher energy level with 
respect to the Dirac point. Because the 𝑉Gr shift reflects how electrons fill the energy band, 
we can estimate the DOS (or quantum capacitance, 𝐶Q) of graphene from it. 
Before doing so, it is useful to consider energy band diagrams. Figures 4.5a and 
4.5b show the energy band diagrams of a G-FET with electrolyte in contact with the  
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Figure 4.4. (a) Electrochemical potential of the graphene channel VGr measured during 
back gating. The inset represents the electrical configuration for the measurement; (b) 
Quantum capacitance of graphene CQ obtained from the data in (a). The dashed line 
represents the quantum capacitance of monolayer graphene estimated by the model from 
ref. 135 with 𝑛∗ = 0.7 × 1012 cm-2 and vF = 10
6 m/s; (c) Sheet conductance measured 
during back gating. Note that data in (a) and (c) are obtained simultaneously at VSD=10 
mV and dVBG/dt = 29.5 V/s. 
 
 
 
Figure 4.5. Energy diagrams of an ion gel coated G-FET (a) at an initial state where the 
Fermi-level (EF) is aligned to the Dirac point (DP) of graphene channel at zero back gate 
bias, (b) when a positive back gate bias (VBG) is applied to the G-FET (back gating), (c) 
when a negative bias is applied to the graphene channel with respect to the Pt counter 
electrode (electrolyte gating). BG, Ox, Gr, EDL, and Electrolyte in the diagrams denote 
back gate, oxide gate dielectric, graphene, electrical double layer, and ion gel, 
respectively. χ, δ, and φ represent the work functions of an undoped graphene, the band 
filling potential in graphene, and the potential drop within the oxide dielectric layer, 
respectively. Evac and Eref represent the local vacuum level and the Fermi level of the Pt 
quasi-reference electrode, respectively. 
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channel when zero and a positive voltage biases are applied to the back gate, respectively. 
For simplicity, it is assumed that (1) the Fermi level is aligned to the Dirac point of the 
graphene channel in the initial state (Figure 4.5a) where zero bias is applied to the back 
gate; (2) no charge transfer occurs across the graphene/electrolyte interface; and thus (3) 
all electronic charge induced by gating is confined within the atomically thin graphene 
layer. The electric field within the bulk electrolyte phase should be zero at equilibrium 
because otherwise the mobile ions in the electrolyte are redistributed so that any non-zero 
electric field in the bulk electrolyte is cancelled out. Accordingly, the entire potential drop 
(or vacuum level shift) from the graphene surface to the bulk electrolyte occurs only within 
the EDL formed at the graphene/electrolyte interface as shown in Figure 4.5. Similarly, the 
back-gate/SiO2/graphene stack can be regarded as a parallel plate capacitor, in which the 
electric field generated by a voltage bias 𝑉BG  is confined between the two plates and 
completely screened outside the capacitor. In this regard, it is assumed that the initial 
potential drop across the EDL (𝜙EDL0 in Figure 4.5a) is not affected by back gate bias. 
From the energy diagrams, we can derive the following relationships: 
𝑒VBG = 𝑒(𝜑 + δ)                                                            (4.3) 
𝑛ind = −Cox 𝜑/𝑒                                                            (4.4) 
eδ + 𝑒VGr =  𝑒VGr0                                                          (4.5) 
where δ indicates the deviation of electrode potential from the Dirac point, and φ indicates 
the potential drop within the oxide dielectric layer. Accordingly, the quantum capacitance 
of graphene CQ (F/cm
2) is given by: 
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CQ = −
𝑑Qind
𝑑δ
= −𝑒
𝑑nind
𝑑δ
= Cox  
𝑑𝜑
𝑑δ
= −Cox (
𝑑𝑉BG
𝑑𝑉Gr
+ 1)                   (4.6) 
Figure 4.4b shows the quantum capacitance extracted from Figure 4.4a using equation 4.6. 
The minimum capacitance is observed at VGr = 0.07 V vs Pt, which is consistent with the 
Dirac point observed in the transfer curve (σS−VGr) shown in Figure 4.4c. Note that the 
experimentally obtained CQ is comparable to, but systemically larger than the theoretically 
predicted135 curve of monolayer graphene (the dashed line in Figure 4.4b, calculated with 
𝑛∗ = 0.7 × 1012 cm-2 from Table 4.1). This difference is at least partially attributed to the 
additional capacitance derived from defects and multilayer phases in CVD graphene. In the 
Raman analysis of CVD graphene on SiO2, which can be found in Section 3.2.1, we 
observed ~18% of our sample is composed of multilayer islands with ~1−3 μm sizes while 
most areas were the monolayer phase. 
The deviation from the theory may also be attributed to the assumption that the 
EDL structure is not influenced by back gate bias. Although this is a good approximation 
that allows us to keep our model simple, it may not be rigorously true because the closest 
ions in the electrolyte are only a few nanometers away from the charge plane in graphene. 
In such a situation, local interaction between the charges induced in graphene and the ions 
very near the graphene surface can be strong enough to disturb the EDL structure. For 
example, consider a situation where back-gate-induced electrons in graphene attract more 
cations in electrolyte to the graphene surface due to the local interactions. This ‘partial’ 
charge transfer to the electrolyte phase would reduce the potential drop across the EDL 
(i.e., 𝜙EDL0 in Figure 4.5b). Since this results in VGr responding less sensitively to back 
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gate bias, the 𝐶Q calculated from equation 4.6 becomes larger than the actual quantum 
capacitance of graphene. To better understand the influence of back gate bias on EDL 
structure, further theoretical and experimental investigations must be pursued and 
integrated into a more rigorous model. 
Separation of 𝚫𝜹 from 𝚫𝝓𝐄𝐃𝐋 via Simultaneous Back and Electrolyte Gating. 
Figure 4.6a shows the σS−VGr curves obtained in back and electrolyte gating, respectively. 
If a constant carrier mobility is assumed, the sheet conductance σS of the graphene channel 
is simply determined by the total carrier density in the channel regardless of whether the 
carriers are induced by back gating or by electrolyte gating. As can be seen from equation 
4.5, VGr shift observed in back gating mode (Figure 4.4a) is essentially the Fermi level 
shift within graphene (i.e., the band filling potential 𝛿, which occurs because induced 
charge carriers fill graphene’s energy bands). Therefore, the larger VGr shift observed in  
 
 
 
Figure 4.6. (a) Sheet conductance (σs) versus electrochemical potential of graphene 
(VGr) obtained during back gating and electrolyte gating at VBG=0 V. (b) Experimental 
and simulated σs−VGr curves for electrolyte gating. (c) δ and ∆𝜙EDL as a function of 
induced charge density in the graphene channel 𝑛ind ≈ −Cox(VBG − VBG,Dirac)/𝑒. Note 
that ∆𝜙EDL in (c) is obtained from the potential difference between the back gating and 
the electrolyte gating curves in (a). 
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electrolyte gating than that in back gating in Figure 4.6a indicates that an additional 
potential appears in electrolyte gating mode to attain a certain sheet conductance. Referring 
again to the energy level diagrams in Figure 4.5, we can see this additional potential is 
essentially the potential required for charging EDL capacitor. Figure 4.5c shows the energy 
diagram of the G-FET that is electrolyte gated from its initial state in Figure 4.5a. The 
following equations can be derived from an energy balance in Figures 4.5a and 4.5c. 
𝜒 = 𝑒𝑉Gr0 + (𝐸vac,el − 𝐸ref) + 𝑒𝜙EDL0                                               
                                   = 𝑒𝛿 + 𝑒𝑉Gr + (𝐸vac,el − 𝐸ref) + 𝑒𝜙EDL                              (4.7) 
or 
(𝑉Gr − 𝑉Gr0) = −𝛿 − (𝜙EDL − 𝜙EDL0) = −𝛿 − ∆𝜙EDL                      (4.8) 
where χ is the work function of undoped graphene, and 𝐸vac,el and 𝐸ref are the vacuum 
level of the electrolyte and the Fermi level of the Pt reference electrode, respectively.  
Because an EDL can be considered as a nanometer-thick capacitor consisting of two 
parallel charge planes at the electrode surface and adjacent electrolyte (i.e., electrons/holes 
induced on the electrode surface and the corresponding counter ions), the electrolyte-gate-
induced charge density in each layer is the same (i.e., 𝑛ind = −QEDL/𝑒 = −CEDL∆𝜙EDL/𝑒, 
where CEDL is the EDL capacitance). Therefore, the additional potential change ∆𝜙EDL in 
equation 4.8 (referred to as double layer charging potential) can be interpreted as the 
potential required to charge EDL capacitor. Figure 4.6b shows two σS−VGr  curves for 
electrolyte gating, one of which is the experimental curve also presented in Figure 4.6a, 
and the other is a simulated curve, which is obtained by shifting the potential 𝑉Gr of each 
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back gating data point in Figure 4.6a by the expected double layer charging potential (i.e., 
−Δ𝜙EDL = 𝑒𝑛ind/CEDL ≈ −Cox (VBG − VBG,Dirac)/CEDL  where CEDL =5.43 μF/cm
2 is 
obtained from the dual gating experiments discussed below). The two transfer curves 
nearly coincide with each other, supporting the idea that the difference between the back 
gating and the electrolyte gating curves in Figure 4.6a is the double layer charging potential. 
The slightly smaller σS in the experimental curve compared to the simulated curve in the 
high carrier density regime ( |VGr − VGr,Dirac| > 0.2  V) probably originates from the 
difference in Coulomb scattering effects in back and electrolyte gating.162 Figure 4.6c 
shows a plot of δ and Δ𝜙EDL with respect to 𝑛ind. At this point, our measurements and 
analysis are able to separate δ  and Δ𝜙EDL  in electrolyte gating, subject to two 
approximations: (1) that the carrier mobility is essentially the same for back and electrolyte 
gating and (2) that the second term in equation 4.8 is near zero for back gating. 
It is also noteworthy that the ideal electrolyte gating shown in Figure 4.5c, in which 
the voltage drop within the oxide dielectric (𝜑) remains constant and thus there is no back 
gate induced charge in the graphene channel, changes the back gate bias to VBG = δ. This 
means that back gate induced charge during the “actual” electrolyte gating, which is 
conducted while VBG is fixed at 0 V (grounded), is non-zero. Nevertheless, as long as VBG 
is fixed while electrolyte gating, we can ignore the back gate contribution to the total 
induced charge in graphene because |∆𝑛ind,BG/∆𝑛ind| ≪ 1. This is a direct consequence 
of the fact that CQ ≫ Cox for entire δ range. 
Determination of the CEDL. Importantly, the dual gate configuration also allows 
accurate determination of CEDL. From the slope of the Δ𝜙EDL vs. 𝑛ind in Figure 4.6c, the 
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EDL capacitance can be estimated: CEDL = −𝑒∆𝑛ind/Δ𝜙EDL = ~4.22 μF/cm
2. It should be 
noted, however, that the carrier mobility should be assumed to be the same for back and 
electrolyte gating to obtain Δ𝜙EDL shown in Figure 4.6c, and thus mobility discrepancy in 
the two gating modes can introduce error in the CEDL estimation. To avoid this problem 
and better estimate CEDL, we performed dual gating of a G-FET in which source-to-drain 
current was measured while electrolyte gating at fixed back gate biases from -70 to 70 V. 
As shown in Figures 4.7a and 4.7b, the potential at the Dirac point (VGr,Dirac) systematically 
shifts with the applied back gate bias. At the Dirac point in each curve, the back gate 
induced charge is counterbalanced with electrolyte-gate-induced charge, giving minimum 
carrier density and sheet conductance. 
 
 
 
 
 
Figure 4.7. (a) Sheet conductance measured during electrolyte gating at dVEG/dt = 0.59 
V/s, VSD=10 mV, and fixed back gate biases from −70 V to 70 V. (b) The electrochemical 
potential of graphene at the Dirac point at different back gate biases. The inset shows an 
energy diagram where the back-gated and electrolyte-gated charges are counterbalanced 
and the Fermi-level is aligned at the Dirac point. 
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Therefore, the following charge balance relationship holds at each Dirac point (δ = 0 V). 
Cox(VBG) = −CEDL(𝜙EDL,Dirac − 𝜙EDL0)                                                    
 = CEDL(𝑉Gr,Dirac − 𝑉Gr0)                                                    (4.9) 
Note that this relationship is derived from the energy diagrams in Figure 4.5a and 4.7b 
(inset). Accordingly, from the slope of the plot shown in Figure 4.7b, the EDL capacitance 
is estimated to be CEDL = Cox/0.0024 = 5.43  μF/cm
2. Previously, Zhang et al.138 
measured the EDL capacitance of similar ion gel sample ([EMI][TFSA] with 10 wt % 
SMS(18-86-18)) using electrochemical impedance spectroscopy (EIS) analysis. The 
reported EDL capacitance (~6 μF/cm2 at 1 Hz at 30 oC) is close to the value obtained in 
this work. From the obtained EDL capacitance, the double layer charging potential required 
in electrolyte gating (∆𝜙EDL = −𝑒𝑛ind/CEDL) can be calculated without the assumption of 
mobility invariance for back and electrolyte gating modes. 
One final point is that δ~∆𝜙EDL (Figure 4.6c), which is a consequence of the fact 
that CQ~CEDL . Indeed, CQ  ranges from ~2.5 to ~8.5 μF/cm
2 (Figure 3.4b), which is 
comparable to the obtained CEDL. 
Hysteresis in Transfer Curves of Back- and Electrolyte-Gated G-FETs. Figure 
4.8 shows the transfer curves of G-FETs in forward and reverse sweep of (a-c) back-gating 
and (d) electrolyte-gating modes, respectively. While negligible hysteresis was observed 
in 𝐼SD−𝑉BG curve before ion gel printing (Figure 4.8a), significant hysteresis was observed  
at the same 𝑉BG sweep rate after ion gel printing (Figure 4.8b). Recently, Levesque et al.
144 
demonstrated that the charge transfer between graphene and adjacent donors/acceptors (e.g.  
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O2/H2O molecules adsorbed on the graphene surface) is an important mechanism that 
causes large hysteresis in 𝐼SD−𝑉BG curves. Likewise, when the Fermi level in the graphene 
channel shifts to a sufficiently high energy level at 𝑉BG ≫ 0 V in our device, the electrons 
induced in the graphene channel can transfer to adjacent electron acceptors in ion gel phase 
rather than reside in the graphene channel. Because this charge transfer reduces the number 
of electrons in graphene channel at VBG ≫ 0 V, the Dirac point is observed at more positive 
VBG in the reverse sweep (Figure 4.8b). The hysteresis leads to less accurate estimation of 
charge carrier density and quantum capacitance 𝐶Q  (especially at high 𝑉BG ), and thus 
should be minimized. In this work, smaller hysteresis could be achieved by increasing the 
𝑉BG sweep rate (Figure 4.9). The fast 𝑉BG scan makes the Fermi level stay at the high 
energy range for shorter time, and thus minimizes the hysteresis caused by charge transfer 
between graphene and the electrolyte. 
 
Figure 4.8. Source-to-drain current vs. back gate bias (ISD−VBG curves) of the G-FET 
(a) before and (b) after ion gel printing. The data was obtained at VSD=10 mV and 
dVBG/dt  = ±29.5  V/s. (c) Source-to-drain current vs. graphene potential (ISD −VGr ) 
curve of the ion gel printed G-FET. Note that the data in (b) and (c) were simultaneously 
measured in back gating mode. (d) ISD−VGr curve obtained in electrolyte gating mode 
with VSD=10 mV, VBG=0 V, and dVEG/dt = ±0.59 V/s, where VEG is the voltage applied 
to the Pt counter electrode. 
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Negligible hysteresis is observed in the 𝐼SD−𝑉Gr curve (Figure 4.8c), where 𝑉Gr was 
simultaneously measured in the back gating mode (Figure 4.8b). This shows that 𝑉Gr, rather 
than 𝑉BG, is a good indicator of charge carrier density in the graphene channel especially 
when there is significant charge transfer between graphene and ion gel phase. 
Lastly, we observed little but observable hysteresis in 𝐼SD − 𝑉Gr  curves in the 
electrolyte-gating mode (Figure 4.8d). It is believed that this small hysteresis comes from 
relatively slow ionic transport, which does not occur in back-gating mode, compared to 
carrier injection into the graphene channel—the slow ion transport prohibits the EDL 
structure at the graphene/ion gel interface from reaching thermodynamic equilibrium and 
thus 𝑉Gr at a given carrier density in graphene can have different values in the forward and 
reverse sweeps. 
4.5. Conclusion 
 In this chapter, we demonstrated (1) the effects of ion gel coating on back gate 
capacitance and carrier transport in graphene; (2) an electrolyte-modified G-FET 
 
Figure 4.9. Hysteresis in VGr−VBG curves at two different VBG scan rate. Note that the 
faster VBG scan rate generates smaller hysteresis.  
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architecture that enables simultaneous estimation of the quantum capacitance 𝐶Q , the 
double layer capacitance 𝐶EDL, carrier density, and energy band alignments of graphene at 
a given gating condition. It was observed that the ion gel coating leads to more symmetric 
carrier transport as well as ~2 times higher back gate capacitance. By measuring the 
changes in the electrochemical potential during back gating and electrolyte gating in the 
ion gel coated G-FETs, the potentials associated with (1) energy band filling  in graphene 
and (2) double-layer charging ∆𝜙EDL  at the graphene/electrolyte interface could be 
experimentally separated. With the quantum capacitance and the double layer capacitance 
obtained from the experimental data, the carrier densities and the energy band alignments 
throughout the back gate/SiO2/graphene/electrolyte system can be specified in terms of the 
back gate bias and the electrochemical potential of the graphene. Overall, the electrolyte-
modified G-FETs provide an excellent model system for probing the electronic structure 
and transport properties of graphene and for understanding the differences between the two 
gating mechanisms. This basic strategy should be applicable to other 2D materials. 
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5. Field Effect Modulation of Outer-Sphere 
Electrochemistry on ZnO Electrodes: Cyclic 
Voltammetry Study† 
5.1. Abstract 
Here we report field-effect modulation of solution electrochemistry at 5 nm thick 
ZnO working electrodes prepared on SiO2/degenerately doped Si back gates. We find that 
an ultrathin ZnO electrode behaves like a 2D semiconductor, in which charge carriers 
electrostatically induced by the back gate lead to band edge shift at the front 
electrode/electrolyte interface. This, in turn, manipulates the charge transfer kinetics on the 
electrode at a given electrode potential. Experimental results and the proposed model 
indicate that band edge alignment can be effectively modulated by 0.1-0.4 eV depending 
on the density of states in the semiconductor and the capacitance of the gate/dielectric 
stack. 
5.2. Introduction 
 The electrochemistry of semiconductors is central to the development of 
photoelectrochemical conversion systems163–167 and to understanding the 
geophotochemistry of light-absorbing minerals in water,168 for example. The recent advent 
of ultrathin two dimensional (2D) semiconductor materials prepared either by 
exfoliation89,169 or thin film growth methods42,170 opens up new opportunities to examine 
the role of dimensionality in semiconductor electrochemistry.171–179 A particularly 
                                                 
† Reproduced in part with permission from Kim, C.; Frisbie, C. D. J. Am. Chem. Soc. 2016, 138, 
7220. Copyright 2016 by the American Chemical Society 
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intriguing possibility explored here is to exploit the transverse field effect180—so central to 
silicon CMOS technology—to modulate the carrier density in the valence (VB) and 
conduction bands (CB) of a 2D semiconductor that simultaneously serves as the working 
electrode (WE) in an electrochemical cell. This can be accomplished by placing the 
(grounded) 2D material on a metal gate/dielectric stack, Figure 1a, where application of 
voltage on the gate shifts the VB and CB edges with respect to the Fermi-level; this 
phenomenon is the transverse field effect. 
The potential significance of such a field effect modulated WE architecture is two-
fold: (1) because of the extreme thinness of the 2D material, the charge induced in the 
semiconductor by the back gate should in principle be accessible to an electrolyte solution 
on the opposite (front) face; (2) this charge is separate from, but in addition to, double-
layer charge induced by the independently controlled WE potential with respect to the 
reference (RE). We posit that such a gate tunable semiconductor electrode may open 
opportunities to modulate (reduce) electrochemical overpotentials for both outer-181–183 and 
inner-sphere184,185 (electrocatalytic) redox reactions, and thus may serve as a useful 
platform for electrochemical investigations. To our knowledge, the possibility of gate 
tunable, ultrathin semiconductor electrodes has not been demonstrated before. For this 
initial demonstration, we focus on outer sphere redox chemistry at ultrathin ZnO 
electrodes, as described below. 
5.3. Materials and Methods 
Materials. Highly boron doped silicon wafers with thermally grown 300 nm-thick 
SiO2 layer (SiO2/p-Si) were purchased from Silicon Valley Microelectronics. 
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Polydimethylsiloxane (PDMS) blocks used for electrolyte reservoirs were made from the 
precursor solutions (Sylgard 184 Silicone Elastomer, Dow Corning). Platinum wires for 
reference and counter electrodes (99.99%, 100 μm and 500 μm in diameter, respectively) 
were purchased from Sigma-Aldrich. The redox species 2,3,5,6-tetrabromo-1,4-
benzoquinone (TBBQ, >98%) and tris(2,2’-bipyridine) ruthenium(II) hexafluorophosphate  
(Ru(bpy)3(PF6)2, 97%) were purchased from TCI America and Sigma-Aldrich, 
respectively, and used as received without further purification. The room temperature ionic 
liquid 1-buthyl-3-methylimidazolium bis(trifluoromethylsulfonyl) imide ([BMI][TFSI]) 
was synthesized by following the literature186 by Dr. Hong Chul Moon. 
Device Fabrication and Characterization. ZnO electrodes on back gates were 
prepared following the procedure fully described in Section 3.2.1 and 3.2.2. Briefly, a ZnO 
layer was deposited on a SiO2/p-Si substrate (~300 nm thick oxide thermally grown on 
525 μm thick degenerately boron doped silicon wafer) by atomic layer deposition (ALD),  
 
 
 
Figure 5.1. Sheet conductance (𝜎𝑆𝐷) between two gold source and drain contacts versus 
back gate bias (VBG) for (a) 5 nm thick and (b) 50 nm thick ZnO devices without 
electrolyte phase. Measurements were done in N2 atmosphere. 
 82 
followed by a series of annealing, photolithography, wet etching, and e-beam evaporation 
steps to make metal contacts and passivation layers that prevent electrochemical reaction 
from occurring on the metal contacts. We prepared 5 nm and 50 nm thick ZnO electrodes, 
both of which show n-type characteristics upon reaching the threshold back gate bias 𝑉BG,T 
at ~10−20 V (Figure 5.1); electrons induced at positive 𝑉BG enhance sheet conductance of 
the ZnO layer between peripheral source and drain metal contacts while depletion of 
electrons at negative 𝑉BG turns off the electronic conduction within the layer. 
Electrochemical Measurements. To perform electrochemical tests while applying 
variable back gate biases, we configured the setup as shown schematically in Figure 5.2. 
All electrochemical measurements were performed at room temperature in a N2-filled  
 
 
 
Figure 5.2. Cross-sectional view of a back-gated electrochemical cell with the 
experimental setup used in this study. 
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glove box with a 3-electrode configuration—thin ZnO (30 x 30 μm2) as the WE, platinum 
wires as quasi-reference and counter electrode (100 μm and 500 μm in diameter, 
respectively), and the room temperature ionic liquid 1-butyl-3-methylimidazolium 
bis(trifluoro-methylsulfonyl) imide ([BMI][TFSI]) as supporting electrolyte and solvent. 
Calibration of Pt Quasi-Reference Electrodes. WE potentials in redox-active 
electrolytes, if not specified, are reported vs. Fc0/+ (i.e., the formal potential of 
ferrocene/ferrocenium on Au electrode) by using the redox species in the electrolyte as an 
internal standard. To calibrate the Pt quasi-reference electrode, all CV measurements were 
conducted first on gold electrode and then on ZnO electrode that were prepared on the same 
substrate (Figure 5.3). The gold electrode was prepared during the photolithography and 
the subsequent Ti and Au evaporation steps as described above but without further SiO2 
passivation. Figure 5.4 shows that the redox peak potentials (vs. Pt quasi-reference) of 
these two redox species on gold electrodes are neither a function of scan rate (d𝑉W/dt) nor 
applied 𝑉BG . This indicates that (1) redox reactions of the redox species on gold are 
electrochemically reversible (i.e., charge transfer kinetics is fast), and (2) the electric field 
from the back gate is effectively screened in the bulk electrolyte and does not perturb the 
quasi-reference potential. In this regard, the formal potentials of TBBQ0/- or Ru(bpy)3
2+/+ 
(estimated from the respective half wave potentials) on gold were used as internal standards 
to identify where the Pt quasi-reference potential indicates in each electrochemical cell. 
Knowing the redox potentials of TBBQ0/- and Ru(bpy)3
2+/+
 with respect to Fc
0/+ (Figure 
5.4c and 5.4f), we reported working electrode potentials 𝑉W in vs. Fc
0/+ scale, if desirable. 
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Figure 5.3. Optical image of ZnO and Au electrodes fabricated on a SiO2/p-Si substrate. 
Note that the ZnO and the Au electrodes are exposed through square-shaped windows 
on transparent epoxy-based photoresist (SU8) film that covers the whole substrate. 
 
Figure 5.4. Cyclic voltammograms of (a-c) 10 mM TBBQ and (d-f) 10 mM 
Ru(bpy)3(PF6)2 on gold electrodes. (a) and (d) were obtained at different VW scan rates 
and VBG=0 V. (b) and (e) were obtained at different back gate biases and VW scan rate 
at 300 mV/s. (c) and (f) were obtained after ferrocene (Fc) was added to the electrolyte 
with VW scan rate at 300 mV/s. 
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5.4. Results and Discussion 
Electrochemistry on 5 nm ZnO Electrodes. We conducted cyclic voltammetry 
(CV) measurements on 5 nm thick back-gated ZnO electrodes in 10 mM TBBQ or 10 mM 
Ru(bpy)3(PF6)2 dissolved in [BMI][TFSI] (Figure 5.5). For the case of TBBQ voltammetry, 
it is crucial to note that the formal potential 𝐸0 lies below the CB edge (~0.7 V vs. Fc0/+) 
for ZnO85 (i.e., it lies in the band gap), as shown schematically in Figure 5.5a. The key 
result of this chapter is thus shown in Figure 5.5b, which displays the CV for TBBQ at the 
 
Figure 5.5. (a) Schematic showing electron transfer (red arrows) at ZnO/electrolyte 
interface. Note that λ represents solvent reorganization energy, and TBBQ●− and 
Ru(bpy)3
+ have lower energy than TBBQ and Ru(bpy)3
2+, respectively, due to the solvent 
reorganization. Cyclic voltammetry results of (a) TBBQ and (b) Ru(bpy)3(PF6)2 at a 5 
nm thick ZnO electrode at different back gate biases (VBG) from −100 V to 100 V. Inset 
in (a) shows the onset potential (VON), where the CV current becomes greater than 1 
μA/cm2, for each VBG. The arrows on x-axes in (a) and (b) indicate the formal potential 
(Eo) of TBBQ0/- and Ru(bpy)3
2+/+, respectively. All CV experiments were conducted in 
10 mM [BMI][TFSI] solutions at scan rate of 60 mV/s. 
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5 nm ZnO electrode as a function of back gate voltage (𝑉BG relative to a grounded contact 
on the ZnO, Figure 5.2). At 𝑉BG = 0 V (the green curve in Figure 5.5b), the first reduction 
peak of TBBQ is observed at −1.05 V, which is ~0.7 V more negative than 𝐸0 on gold 
(Figure 5.4). A large overpotential is expected for TBBQ reduction at ZnO as 𝐸0 lies in the 
band gap and a sufficient concentration of electrons in the CB must first accumulate, due 
to double layer charging, before reduction can commence. The important point evident in 
Figure 5.5b is that the onset of TBBQ reduction systematically shifts with 𝑉BG. Positive 
𝑉BG shifts the CB edge down (more negative in electron energy)—closer to 𝐸
0—via the 
field effect. This results in a smaller overpotential for TBBQ reduction. Likewise, negative 
𝑉BG shifts the CB edge upward (more positive in energy) further from 𝐸
0 and increasing 
the overpotential. The shift is completely systematic and predictable based on a simple 
model described below. The absence of any significant reoxidation of TBBQ●− in Figure 
5.5b, at any gate voltage, is a consequence of the solvent reorganization energy 2λ (Figure 
5.5a), which places the electronic manifold for TBBQ●− even deeper in the band gap of 
ZnO. Thus, it is relatively easy, due to electronic state overlap, to reduce the TBBQ 
acceptor state once there is sufficient electron occupation of the higher lying ZnO CB, but 
the reverse process (i.e., reoxidation of TBBQ●−) is suppressed because of poor overlap 
between the TBBQ●− electronic manifold and the CB.70,71 
The CV of Ru(bpy)3
2+ at an identical 5 nm thick ZnO electrode, shown in Figure 
5.5c, serves as a control experiment because 𝐸0 lies well above the CB edge for ZnO 
(Figure 5.5a). No additional overpotential, compared to the same process on gold electrode, 
is observed for multi-step reduction of Ru(bpy)3
2+ because by the point at which the ZnO 
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WE potential reaches 𝐸0, sufficient electron accumulation in the CB has occurred such that 
the ZnO surface in contact with the electrolyte is effectively metallic. Thus, reversible 
reduction and reoxidation of Ru(bpy)3
2+ can take place at the formal potential (−1.71 V) as 
is well known in semiconductor electrochemistry.70,71 Importantly, this behavior is 
independent of 𝑉BG as anticipated given that 𝐸
0 for this redox couple is well above the CB 
edge. Evidently, even very large negative 𝑉BG biases are not sufficient to push the CB edge 
of ZnO above 𝐸0 for Ru(bpy)32+. Altogether, the significant qualitative differences in the 
CVs for TBBQ and Ru(bpy)3
2+ support the concept that the transverse field effect can 
modulate the rates of judiciously chosen outer-sphere electron transfer processes at 
ultrathin semiconductor electrodes. 
The electronic coupling between the front and back faces of the 5 nm ZnO layer 
can also be verified by examining the ZnO source-to-drain sheet conductance 𝜎𝑆𝐷 as 
function of its simultaneously controlled electrochemical potential 𝑉w (i.e., ‘front gate’ 
potential) and back gate bias 𝑉BG. Figure 5.6a displays 𝜎𝑆𝐷 versus 𝑉w at 𝑉BG values ranging 
from −30 V to 50 V. At any one 𝑉BG value, 𝜎𝑆𝐷 increases as 𝑉w sweeps negative due to 
electric double layer charging of the ZnO/electrolyte interface. That is, negative 𝑉w values 
result in electron accumulation in ZnO and turn the conductance of the film ‘ON’. There 
is a clear, systematic trend in the conductance onset with 𝑉BG, namely as 𝑉BG becomes 
more positive the conductance onset shifts to more positive 𝑉w. This is shown explicitly in 
Figure 5.6b, which plots  𝑉w versus  𝑉BG at specific values of 𝜎𝑆𝐷. The apparent linear 
relationship between 𝑉w and 𝑉BG can be explained by recognizing that the gate/dielectric/  
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ZnO/electrolyte stack can be viewed as two series-coupled capacitors. The total charge  𝑄w 
on the thin ZnO WE is expressed to a first approximation as: 
𝑄𝑊 = −𝐶𝐵𝐺𝑉𝐵𝐺 + 𝐶𝐸𝐷𝐿𝑉𝑊                                                (5.1) 
where 𝐶𝐵𝐺 and 𝐶𝐸𝐷𝐿 are the back gate and double layer capacitances, respectively. At fixed 
𝑄𝑊, corresponding to fixed 𝜎𝑆𝐷 as in the Figure 5.6b plots, equation 5.1 predicts a linear 
relationship between 𝑉𝑊 and 𝑉𝐵𝐺 with slope  
(
𝜕𝑉𝑊
𝜕𝑉𝐵𝐺
)
𝜎𝑆𝐷
=
𝐶𝐵𝐺
𝐶𝐸𝐷𝐿
                                                      (5.2) 
Fits to the data in Figure 5.6b give 𝐶𝐵𝐺/𝐶𝐸𝐷𝐿 ~ 0.006 consistent with the capacitance of 
the 300 nm SiO2 dielectric (~20 nF/cm
2) and the estimated double layer capacitance (~10 
μF/cm2) measured with gold electrodes (Figure 5.7). 
 
Figure 5.6. (a) Sheet conductance (𝜎𝑆𝐷) of a 5 nm thick ZnO electrode in [BMI][TFSI] 
versus electrode potential (VW) with back gate biases (VBG) adjusted from −30 V to 50 
V with 10 V intervals. The sheet conductance was obtained with VSD=10 mV. The inset 
in (a) shows the same data on log scale. (b) VW versus VBG at designated 𝜎𝑆𝐷 values.  
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The data in Figure 5.6 demonstrate definitively that the front and back faces of the 
5 nm ZnO layer are coupled; electron accumulations at the ZnO/dielectric and 
ZnO/electrolyte interfaces overlap, and thus for a given sheet conductance 𝑉𝑊 and 𝑉𝐵𝐺 are 
strongly and predictably correlated. Importantly, identical sheet conductance 
measurements on 50 nm thick ZnO films, which will be discussed below, revealed no 
correlation between 𝑉𝑊 and 𝑉𝐵𝐺, again indicating that for thicker ZnO the front and back 
interfaces are not electronically coupled. Altogether, the sheet conductance measurements  
 
Figure 5.7. (a) Capacitive current in Au/SiO2/p-Si structure with VBG scan rates from ~3 
V/s to ~12 V/s. Note that the capacitive current from the cables and the probes was 
subtracted from the raw data. (b) Averaged capacitive current versus the VBG scan rates 
in (a). (c) EDL charging current on gold in [BMI][TFSI] with VW scan rates from ~60 to 
~300 mV/s. (d) Averaged EDL charging current versus VW scan rates in (c). The gold 
electrodes used in (a) and (c) were prepared following the same procedure to prepare the 
metal contacts for ZnO. Relatively large Au electrodes (2 x 2 mm2 and 400 x 400 μm2 
for (a) and (c), respectively) were used for measurements to increase the signal-to-noise 
ratio. 
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support the conclusion from Figure 5.5b that the back gate can modulate band edge 
positions and redox chemistry at suitably thin ZnO working electrodes. 
Physical Model for Gate-Tunable Electrodes. Schematic energy level diagrams 
shown in Figure 5.8 help to conceptualize the back gating experiment. In creating these 
diagrams, we have assumed that the 5 nm thick ZnO is essentially a 2D semiconductor in 
which the energy band bending within the electrode can be ignored. Figure 5.8a depicts the 
initial electrically neutral state at 𝑉𝐵𝐺= 𝑉𝐵𝐺0 and 𝑉𝑊= 𝑉𝑊0, where δ0 represents the initial 
offset of the CB edge from 𝐸𝐹. Figure 5.8b depicts a charged state that corresponds to the 
application of 𝑉𝐵𝐺  ≠ 𝑉𝐵𝐺0 and 𝑉𝑊 ≠ 𝑉𝑊0. In (pseudo-)equilibrium condition, the electric 
fields in the gate and the bulk electrolyte are zero due to effective screening by abundant 
free electrons and mobile ions in each phase. Therefore, the total charge in the 
 
Figure 5.8. Energy diagrams of a back gated ultrathin ZnO electrode in electrolyte when 
the gate, the ZnO, and the electrolyte are in (a) electrically neutral (VBG=VBG0 and 
VW=VW0, analogous to a flat band condition in bulk semiconductor) and (b) charged 
(VBG≠VBG0 and VW≠VW0) states. The symbols used in the diagram are as follows: CB 
edge (Ec) and VB edge (Ev) of ZnO, local vacuum level (Evac); Fermi-levels of back gate 
(EBG), ZnO (EF), and RE (Eref); work functions of back gate (ΦBG) and RE (Φref); 
electron affinity of ZnO (χ); vacuum level shifts in SiO2 (∆𝜙BG) and EDL (∆𝜙EDL); CB 
edge offset (δ) from EF in ZnO. Note that ΦBG, Φref, and χ are assumed to be constant. 
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gate/dielectric/ZnO/electrolyte stack should be zero following Gauss’s law—i.e., the 
charge density 𝑄𝑊 in the thin ZnO working electrode is the sum of the charge in the gate 
and the electric double layer (EDL) as follows: 
−𝑒𝑄𝑊 = 𝐶BG∆𝜙BG + 𝐶EDL∆𝜙EDL                                             (5.3) 
where e is the magnitude of the electronic charge, and ∆𝜙𝐵𝐺 and ∆𝜙𝐸𝐷𝐿 are vacuum level 
shifts in the dielectric and the EDL, respectively. From Figure 5.8b, ∆𝜙𝐵𝐺 and ∆𝜙𝐸𝐷𝐿 are 
given by: 
∆𝜙BG = 𝑒𝑉BG + 𝛿 + 𝜒 − ΦBG                                               (5.4) 
∆𝜙EDL = 𝛿 + 𝜒 − (𝑒𝑉𝑊 + Φref)                                           (5.5) 
where 𝜒 is the electron affinity of ZnO, ΦBG and Φref are work functions of the gate and 
the reference electrode, respectively. Considering 𝜒, ΦBG, and Φref are constant, we obtain 
the following fundamental relationship from equation 5.3−5.5: 
𝑑𝑄𝑊 = −𝐶𝐵𝐺𝑑𝑉𝐵𝐺 + 𝐶𝐸𝐷𝐿𝑑𝑉𝑊 −
(𝐶𝐸𝐷𝐿 + 𝐶𝐵𝐺)
𝑒
𝑑𝛿                               (5.6) 
Assuming the sheet conductance 𝜎𝑆𝐷 and 𝑄𝑊 are both solely determined by δ only, we get 
the following relation:  
(
𝜕𝑄𝑊
𝜕𝑉𝐵𝐺
)
𝛿
= 0 = −𝐶𝐵𝐺 + 𝐶𝐸𝐷𝐿 (
𝜕𝑉𝑊
𝜕𝑉𝐵𝐺
)
𝜎𝑆𝐷
                                     (5.7) 
which in turn gives equation 5.2. The following relationships can also be derived from 
equation 5.6. 
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(
𝜕𝛿
𝜕𝑉𝐵𝐺
)
𝑉𝑤
=
−𝑒
1 +
𝐶𝐸𝐷𝐿
𝐶𝐵𝐺
+
𝐶𝑊(𝛿)
𝐶𝐵𝐺
                                               (5.8) 
(
𝜕𝛿
𝜕𝑉𝑊
)
𝑉𝐵𝐺
=
𝑒
1 +
𝐶𝐵𝐺
𝐶𝐸𝐷𝐿
+
𝐶𝑊(𝛿)
𝐶𝐸𝐷𝐿
                                               (5.9) 
where 𝐶𝑊(𝛿) is the quantum capacitance of the working electrode given by:  
𝐶𝑊(𝛿) = 𝑒
𝑑𝑄𝑊(𝛿)
𝑑𝛿
                                                    (5.10) 
Note that 𝐶𝑊(𝛿) essentially represents the density of states of the ZnO film in capacitance 
units and thus it has a strong dependence on δ. Assuming an ideal, trap state free ZnO film 
described with the free conduction electron model,187 the total charge density 𝑄𝑊(𝛿) can 
be estimated. Note that the charge density in the VB was ignored because ZnO has a large 
bandgap (3.2 eV). Since 𝛿 = 𝐸𝑐 − 𝐸𝐹, where 𝐸𝑐 and 𝐸𝐹 are the CB edge and the Fermi 
level in the ZnO layer, respectively, 𝑄𝑊(𝛿) is given by: 
𝑄𝑊 = 𝑒 𝑑 ∫
1
1 + exp (
𝐸 − 𝐸𝐹
𝑘𝐵𝑇
)
4𝜋(2𝑚𝑛
∗ )3/2
ℎ3
∞
𝐸𝑐
√𝐸 − 𝐸𝑐 𝑑𝐸 
              =  𝑒 𝑑 ∫
1
1 + exp (
𝐸 + 𝛿
𝑘𝐵𝑇
)
4𝜋(2𝑚𝑛
∗ )3/2
ℎ3
∞
0
√𝐸 𝑑𝐸                             (5.11) 
where 𝑑 is the thickness of ZnO layer, 𝑘𝐵 is Boltzmann’s constant, 𝑇 is temperature, ℎ is 
Plank’s constant, and 𝑚𝑛
∗  is the effective mass of electron for zinc oxide188 (𝑚𝑛
∗ =0.29 𝑚0 
where 𝑚0 is the mass of an electron in rest).  
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Figure 5.9 shows the numerically calculated 𝐶𝑊  and 𝛿  at various 𝑉w  and 𝑉BG 
values. In the calculation, it is assumed that the Fermi level is aligned to the CB edge at 𝑉w 
= −0.7 V and 𝑉BG = 0 V. According to the calculation results, Δδ at fixed 𝑉w=𝐸𝑇𝐵𝐵𝑄
𝑜  is 
expected to be ~0.4 eV with 𝑉BG  swinging from −100 V to 100 V, while, for fixed 
𝑉w =𝐸𝑅𝑢(𝑏𝑝𝑦)3
𝑜 , the same 𝑉BG  range gives Δδ = ~0.07 eV. This result is qualitatively 
consistent with our observations shown above. Equations 5.8, which describes band edge 
shift (Δδ) achieved with application of 𝑉BG at a fixed 𝑉w, helps one to understand this trend. 
Since the reduction of TBBQ on ZnO occurs when the Fermi level is located near or well 
below the CB edge, where 𝐶w  is mostly negligible, TBBQ reduction kinetics can be 
effectively modulated by significantly shifting the band edge positions with 𝑉BG . In 
contrast, redox reaction of Ru(bpy)3
2+
 occurs at far more negative potential, where the ZnO 
undergoes a semiconductor-to-metal transition via EDL charging, and only small Δδ can 
be achieved due to the huge 𝐶w (~45 μF/cm
2
 from the calculation) in the potential range. 
Ultimately, the magnitude of Δδ will also be controlled by the choice of back gate dielectric  
 
Figure 5.9. (a) Quantum capacitance (CW) of 5 nm thick ZnO electrode calculated from 
the free conduction electron model. (b) CB edge offset (δ) at various VW and VBG 
conditions. The arrows in (b) indicate the formal potential Eo of TBBQ0/- and 
Ru(bpy)3
2+/+.  
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material. Thin layers of high dielectric constant HfO2, for example, can increase 𝐶BG ten-
fold over the 300 nm SiO2 layer employed here, allowing larger Δδ values to be obtained. 
In-plane Polarization on ZnO Electrodes. Figure 5.10a-c show the reaction 
current (𝑖𝑟𝑥𝑛), sheet conductance (𝜎𝑆𝐷=1/𝜌𝑠), and the in-plane polarization (𝑉𝐿/2 − 𝑉𝑊) 
obtained by the method proposed in Section 3.3, respectively, that were simultaneously 
collected during CV cycles on a 5 nm thick ZnO electrode. In redox-active potential range 
(i.e., 𝑉w < 𝑉ON), the in-plane polarization increases up to ~100 mV but does not exceed 
 
Figure 5.10. (a) Cyclic voltammetry results on a 5 nm thick ZnO electrode in 10 mM 
TBBQ solution with VBG biased from −100 V to 100 V. Inset in (a) shows the onset 
potential (VON) at each VBG. (b) Sheet conductance change in the ZnO electrode during 
the CV cycles. Note that VSD is biased at 1 mV when VBG =0, 50, 100 V and VSD at 10 
mV when VBG=−50, −100 V, respectively, to improve signal in the measurements. (c) 
In-plane polarization (𝑉𝐿/2 − 𝑉𝑊) versus overall polarization, which is defined as the 
potential difference between VW and E
o of TBBQ0/- (−0.35 V vs. Fc0/+), during negative 
VW scan. (d) In-plane and out-of-plane polarizations at VON for different VBG. 
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25% of total polarization of the electrode for any 𝑉BG (Figure 5.10c). This indicates that in-
plane charge transport to the electrode center is relatively fast process and thus overall 
reaction kinetics is more limited by out-of-plane charge transfer and/or mass transport of 
redox species. Since there is negligible mass transport polarization in the beginning of 
TBBQ reduction, the total overpotential at onset potential (𝑉ON) can be divided into in-
plane and out-of-plane polarizations as shown in Figure 5.10d. The data clearly shows that 
gate-controlled redox electrochemistry observed in TBBQ solution is essentially achieved 
by modulating out-of-plane charge transfer kinetics rather than in-plane charge transport 
kinetics. It is believed that the in-plane polarization can be more effectively eliminated on 
single crystal 2D semiconductors (e.g., MoS2, WSe2) which have superior carrier 
mobilities.189,190 
Electrochemistry on 50 nm ZnO Electrodes. As noted earlier, critical to this 
concept is that the electrons induced by the back gate are accessible to the electrolyte 
solution on the front side of the ZnO. Thus, it is expected that thick ZnO WEs in the same 
back-gated configuration should not show gate modulated electrochemistry, i.e., when the 
thickness of the ZnO film is greater than the transverse electric field screening length, gate 
modulated electrochemistry at the ZnO/electrolyte interface should not occur. Indeed, we 
observed little gate modulation of TBBQ voltammetry at 50 nm thick ZnO electrodes 
(Figure 5.11a), consistent with expectations. Note that the sheet conductance in Figure 
5.11c also clearly shows that, for 50 nm ZnO, the front and back interfaces are not 
electronically coupled; the electrons induced by the back gate bias are not compensated by 
the holes induced from the front face via electrolyte gating and vice versa. The sheet 
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conductance at a given 𝑉BG asymptotically decreases with 𝑉w to value obtained at the same 
𝑉BG in N2 atmosphere (Figure 5.1b). This indicates the charges induced at the front and the 
back faces (by EDL charging and back-gating, respectively) are spatially separated, and 
thus charge induced at one face does not effectively compensate opposite charge induced 
at the other face. Further work is required to determine more precisely the critical thickness 
(between 5 and 50 nm) at which field effect modulation of the voltammetry can just be 
observed. 
 
Figure 5.11. Cyclic voltammetry results of (a) TBBQ and (b) Ru(bpy)3(PF6)2 on 50 nm 
thick ZnO electrodes at different VBG. Inset in (a) shows the onset potential (VON), where 
the reduction current becomes greater than 1 μA/cm2, at each VBG. All CV experiments 
were conducted in 10 mM solutions with VW scan rate at 60 mV/s. (c) Sheet conductance 
of the ZnO electrode in [BMI][TFSI] versus VW at VBG ranging from −40 V to 100 V 
with 20 V intervals. Inset of (b) shows the sheet conductance on log scale. The sheet 
conductance was obtained with VSD biased at 10 mV. 
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5.5. Conclusion 
To summarize, we have demonstrated continuous, in-situ modulation of 
electrochemical reaction kinetics on ultrathin semiconductors with voltage biases applied 
to a back gate. The onset potential of TBBQ reduction at a 5 nm thick ZnO electrode could 
be shifted by ~0.4 V with back gate biases. The sheet conductance measurements in 
electrolyte and the model proposed in this work suggest that the observed gate-controlled 
redox reaction kinetics are essentially attributed to the shifts in band edge alignments at the 
electrode/electrolyte interface. Thus, the ability to control the band edge alignment 
independent of the working electrode potential should be generally useful for quantitative 
measurements of heterogeneous electron transfer rates at semiconductor/electrolyte 
interfaces.181,182 The application of the back-gated electrode structure is not necessarily 
limited to the band alignment control demonstrated here but may also be employed to 
modulate surface chemisorption, or degree of band bending for thicker films, for example. 
We believe that fundamental understanding of gate-controlled electrochemical phenomena 
will provide a new research platform and an optimization tool for various semiconductor-
based electrochemical systems. 
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6. Field Effect Modulation of Outer-Sphere 
Electrochemistry on ZnO Electrodes: Steady-State 
Kinetics Study 
6.1. Abstract 
Here we report the steady-state kinetic analysis of outer-sphere electrochemistry on 
gate-tunable ZnO working electrodes (i.e., ultrathin ZnO electrodes prepared on 
SiO2/degenerate Si back gates). To realize the steady state in the electrolyte phase, a PDMS 
microfluidic channel is integrated on the gate-tunable ZnO electrode. In this flow cell, 
continuous supply of fresh electrolyte generates time-invariant diffusion layers near the 
ZnO surface, allowing steady-state kinetic analysis like other hydrodynamic methods. 
From the analysis, we found that the electron density on ZnO surface increases with the 
voltage bias applied to the back gate, while the rate constant for electron transfer decreases 
due to band alignment shift at the ZnO/electrolyte interface. This trend is consistent with 
the behaviors observed and predicted in Chapter 5, considering the energy distribution 
function of the redox species (TBBQ) used in this study; at a fixed working electrode 
potential, a positive back gate bias shifts the conduction band edge down, leading to an 
increased surface electron density and a reduced number of acceptor states available in the 
solution near the conduction band edge. 
6.2. Introduction 
Recently, our group demonstrated continuous and reversible tuning of outer-sphere 
redox reaction kinetics on back-gated ultrathin ZnO electrodes without altering chemistry 
of the system.59 The redox reaction on a back-gated electrode becomes gate-tunable, in 
that the reaction rate at a given electrochemical potential is freely modulated by a voltage 
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bias applied to the back gate (note: the term back gate is adopted from MOSFETs because 
of their structural similarity). The idea underlying the gate-tunable electrode is to 
electrostatically induce extra charge carriers on the 2D electrode to alter the 
electrode/electrolyte interface. Because of extreme thinness of the 2D electrode, the gate-
induced carriers are accessible to the electrolyte solution on the opposite (front) face and 
thus alter the electric double layer (EDL) structure (i.e., energy alignment at the 
electrode/electrolyte interface). In the previous studies, despite the fact that we could 
successfully modulate redox reaction rate at a given electrochemical potential, we could 
not fully clarify how the kinetic parameters of the redox reactions are influenced by the 
applied back gate bias in the overall potential range because the current-to-voltage 
responses obtained from cyclic voltammetry (CV) were not simple enough to interpret with 
well-known kinetic analysis techniques, such as Nicholson’s method.86 Accordingly, the 
current investigation introduced a more advanced electrochemical cell in which a 
microfluidic channel was integrated onto the gate-tunable electrode. In this gate-tunable 
electrochemical flow cell, continuous supply of fresh electrolyte under forced convection 
generates time-invariant diffusion layers near the electrode surface, so we can conduct 
steady-state analysis of the reaction kinetics on the gate-tunable electrode. Like other 
electrochemical cells using hydrodynamic methods, such as rotating electrode techniques, 
our flow cell provides several important advantages over CV including: (1) easier and more 
accurate analysis of charge transfer kinetics is possible because the mass transport 
contribution to the overall electrode polarization can be minimized under forced 
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convection; (2) the current flow measured on the electrode exclusively comes from redox 
reaction because double layer charging current does not flow at a steady state. 
Herein, with the gate-tunable electrochemical flow cells and a rate law based on the 
Gerischer model,70,71 we investigated how the charge transfer kinetics between an outer-
sphere redox species and ultrathin ZnO film are modulated by a voltage bias applied to the 
back gate. Our results indicate that a positive back gate bias leads to an increased electron 
density on the ZnO surface but a reduced kinetic constant at a given electrochemical 
potential. Overall, the activation overpotential to attain a given reaction current decreases 
at a positive back gate bias because the electron density is more susceptible to the back 
gate bias than the rate constant. With the prediction from the Gerischer model, these 
experimental results confirm that the continuous and reversible change of charge transfer 
kinetics on ZnO surface is attributed to the gate-induced band alignment shift at the 
ZnO/electrolyte interface. We believe that the concept and the system adopted in this study 
will open new opportunities to modulate kinetics of other outer- and inner-sphere redox 
reactions and serve a useful platform for electrochemical investigations of various 
solid/liquid interfaces. 
6.3. Materials and Methods 
Materials. Highly boron doped silicon wafers with thermally grown 300 nm-thick 
SiO2 layer on top (SiO2/p-Si) were purchased from Silicon Valley Microelectronics. 
Polydimethylsiloxane (PDMS) precursor solutions (Sylgard 184 Silicone Elastomer) were 
purchased from Dow Corning. The redox species, 2,3,5,6-tetrabromo-1,4-benzoquinone 
(TBBQ, >98%), was purchased from TCI America. Platinum wires (99.99%, 500 μm in 
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diameter) for counter electrode, tetrahexylammonium hexafluorophosphate (THAP, 
≥97%), silver nitrate (≥99%), and acetonitrile (MeCN, anhydrous, 99.8%) were purchased 
from Sigma-Aldrich. All chemical reagents were used as received without further 
purification. 
Fabrication of Electrochemical Flow Cells. The fabrication procedure of gate-
tunable ZnO electrodes (before integrating microfluidic channels on them) is thoroughly 
described in Section 3.2.1 and 3.2.2. Briefly, 5 nm ZnO film was grown on a SiO2/p-Si 
substrate (∼300 nm-thick oxide thermally grown on 525 μm thick highly boron doped 
silicon wafer) by atomic layer deposition (ALD), and a series of annealing, 
photolithography, wet etching was performed to pattern the ZnO film into an array of 
 
 
Figure 6.1. Optical images of (a) Au and (b) gate-tunable ZnO electrodes underneath 
PDMS microfluidic channel. (c) Structure of the gate-tunable electrochemical flow cell 
with Au or ZnO electrode. (d) Geometry of microfluidic channel (width d and height 2h) 
and active electrode area (length xe and width w). 
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microband electrodes with desired dimensions. Then a series of photolithography and 
electron beam evaporation steps were taken to prepare Au/Ti metal contacts (30 nm thick 
Au top layer on 3 nm thick Ti adhesion layer) and SiO2 passivation layer that prevents 
electrochemical reaction from occurring on the metal contacts. Similarly, Au microband 
electrodes were prepared on a SiO2/p-Si wafer by a series of photolithography and electron 
beam evaporation steps (3 nm Ti and 30 nm Au, respectively). Figure 6.1a and 6.1b show 
Au (50 μm wide) and ZnO (60 μm x 60 μm) electrodes prepared for this study. 
For the hydrodynamic steady-state kinetic analysis, a microfluidic channel was 
prepared on a poly(dimethylsiloxane) (PDMS) block and integrated onto Au or ZnO 
electrodes as shown in Figure 6.1c. The width and the height (d and 2h in Figure 6.1d) of 
the microfluidic channel are 200 μm and 50 μm, respectively. To prepare PDMS 
microfluidic channels, we first fabricated a master mold via photolithography. To begin 
with, epoxy-based cross-linkable photoresist (SU-8 2050, MicroChem) was spin-coated on 
a Si wafer at 3000 rpm for 1 min and then soft baked at 65 °C and 95 °C for 2 min and 7 
min, respectively, on a hot plate. To remove the thicker photoresist film built up on the 
edge of the wafer, which prohibits a close contact between the wafer and the photomask, 
we used a small stream of solvent (EBR PG, Microchem) while spinning the wafer at 700 
rpm. After drying up the solvent, the wafer was exposed to UV light (12 mW/cm2) for 14 
s through the photomask with micro patterns using a contact mask aligner (MA6, SUSS 
MicroTec). The wafer was then baked at 65 °C and 95 °C for 2 min and 6 min, respectively, 
on a hot plate, and developed in SU-8 developer solution (MicroChem) for 3 min. For the 
developed patterns to be fully cured, the wafer was hard baked at 120 °C for >30 min. 
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Lastly, the master mold was treated with HMDS vapor for 30 min at room temperature to 
prevent the Si substrate from sticking to PDMS during the replication step. The height of 
the patterns on the master mold was measured to be ~50 μm by a surface profiler (P-16, 
KLA-Tencor). 
To replicate the microchannel patterns, PDMS precursors (base:curing agent=10:1 
in weight) were thoroughly mixed, vacuum de-aired, and carefully poured onto the master 
mold in a container made of Al foil. Then, the container was covered and transferred to a 
convection oven, so that the PDMS was cured at 65 °C for 4 hours. After cooling down to 
room temperature, the cured PDMS was carefully detached from the master mold, and cut 
into blocks with proper sizes so that each block has a microchannel at the center. In each 
PDMS block, two holes with 0.75 mm and 3 mm in diameters which served as the inlet 
and the outlet of the microfluidic channels, respectively, (as shown in Figure 6.1c) were 
made using punch tools. 
Integration of a PDMS microfluidic channel on a gold or gate-tunable ZnO 
electrode was achieved by O2 plasma treatment followed by thermal annealing. To 
maximize the mechanical integrity of the flow cell, the PDMS block (the microchannel 
side up) and the substrate (Au or ZnO side up) were treated with O2 plasma in optimal 
condition191 (gas composition: O2 100%, pressure: 120 mTorr, power: 40 W, treatment 
time: 15 sec); the O2 plasma improves bonding between PDMS and SiO2 by removing 
surface contaminants, and introducing roughened bonding surfaces and reactive chemical 
groups. In particular, the surface functional groups –O-Si(CH3)2 on PDMS are converted 
to silanol group (–OH), which can form a chemical bonding (–Si-O-Si–) with another 
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silanol group on SiO2 via condensation. While observing the alignment between the 
microfluidic channel and the electrodes on the substrate through the transparent PDMS 
block with an optical microscope, the two components were assembled so the active 
electrode is located near the outlet of the microfluidic channel. The assembled flow cell 
then was annealed at 100 °C and 120 °C for 30 min each on a hot plate. Lastly, the back 
gate (i.e., p-Si) of the flow cell was scratched with a tungsten carbide tip and painted with 
a silver paste to provide a better electrical contact to the instruments. 
Electron Mobility in ZnO Electrode. The electron mobility on the prepared ZnO 
electrode was calculated from its transfer curve (𝐼𝐷 vs. 𝑉BG) shown in Figure 6.2, which 
was obtained in a nitrogen-filled glove box without electrolyte phase. Given the applied 
𝑉𝑆𝐷 = 10 mV and 𝑉BG varying from −50 to 100 V, the device works as a MOSFET with a 
n-type semiconductor in a linear regime, in which the drain current 𝐼𝐷 is given by equation 
2.1. The threshold voltage 𝑉BG,T of 65.9 ± 0.6 V was observed, and the electron mobility 
was calculated to be ~1.1 cm2 V-1 s-1 with 𝐶BG = 23.8 nF/cm
2 from Figure 5.7. 
 
 
Figure 6.2. Transfer curve (𝐼𝐷 vs 𝑉BG) of a ZnO device obtained at 𝑉𝑆𝐷= 10 mV in N2 
environment without electrolyte. The threshold voltage 𝑉BG,T of identical devices are 
observed at 65.9 ± 0.6 V. 
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Instrumental Setup for Steady-State Analysis. To perform electrochemical 
measurements while applying variable back gate biases, we configured the instrumental 
setup as schematically shown in Figure 6.3a. In this study, TBBQ and THAP were used 
for the outer-sphere redox species and the supporting electrolyte, respectively. 0.5−2.0 mM 
TBBQ and 0.1 M THAP in MeCN solution was supplied to the microfluidic channel using 
a syringe pump (Model 00323VE, Cole-Parmer). An Ag/Ag+ reference electrode (BASi 
Co., filled with 10 mM AgNO3 and 0.1 M THAP in MeCN) was plugged to a Luggin 
capillary filled with 0.1 M THAP in MeCN, and the tip of the capillary was placed at the 
outlet of the microfluidic channel. A platinum wire used for the counter electrode was 
placed ~3−5 mm away from the outlet of the microfluidic channel. Note that, if not 
specified in the article, 𝑉𝑆𝐷  in Figure 6.3a is set to 0 V. The reaction current 𝐼𝑤  at the 
grounded working electrode (WE) was obtained from the sum of the current flow through 
 
Figure 6.3. (a) Electrical configuration and electrolyte solution streams connected to 
the flow cell. The symbols indicated in the scheme are as follows: WE potential (Vw), 
source (Is) and drain (Id) current, source-to-drain bias (VSD), and back gate bias (VBG). 
(b) photograph of the experimental setup and the device (inset) used in this study. 
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source and drain (i.e., 𝐼𝑆 and 𝐼𝐷 in Figure 6.3a, respectively). For ZnO electrodes, 𝑉BG was 
applied to the back gate (i.e., p-Si) to induce the field effect. The complete detail of the 
electrical connections to multiple source meters for electrochemical measurements can be 
found in Section 3.3. All electrochemical measurements were performed at room 
temperature in ambient condition and the data were collected with an in-house LabVIEW 
program. 
Formal Potential of TBBQ. The formal potential 𝑈0
′
 of the TBBQ was estimated 
by cyclic voltammetry (CV) in a stationary electrochemical cell. A gold disk electrode 
(BASi Co., 1.6 mm in diameter) and a platinum wire (500 μm in diameter) were used as 
working and counter electrodes, respectively. An Ag/Ag+ reference electrode (BASi Co., 
filled with 10 mM AgNO3 and 0.1 M THAP in MeCN), which is identical to one used for 
 
 
Figure 6.4. Cyclic voltammograms of 1 mM TBBQ and 0.1 M THAP in MeCN solution 
on gold electrodes which are obtained at different VW scan rates. Inset shows the cathodic 
and anodic peak current densities as a function of (sweep rate)1/2. 
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flow cell experiments, was prepared for the CV measurement. The electrolyte was 1 mM 
TBBQ and 0.1 M THAP dissolved in MeCN. Figure 6.4 shows the cyclic voltammograms 
of the TBBQ solution obtained at five different 𝑉𝑤 sweep rates. The cathodic and the anodic 
peak potentials (∆𝑉w,peak ≈ 65 mV) not varying at different sweep rates and the linearity 
between the peak current density 𝑗w,peak and (d𝑉𝑤/d𝑡)
1/2 indicate that the redox kinetics 
of TBBQ on a Au electrode can be regarded as Nernstian, in which the half wave potential 
𝑈1/2 is given by:
61 
𝑈1/2 = 𝑈
0′ + (
𝑅𝑇
𝑛𝐹
) ln (
𝐷red
𝐷ox
)                                              (6.1) 
where R is the gas constant, T is the temperature, F is the Faraday constant, n is the number 
of electrons associated with the reaction, and 𝐷red and 𝐷ox are the diffusion constants of 
reduced and oxidized species, respectively. Assuming 𝐷red = 𝐷ox, 𝑈
0′is estimated to be 
−0.286 V vs. Ag/Ag+. 
Correction of 𝑽𝐰 by IR Compensation. In this study, 𝑉𝑤 in microchannel flow 
cells was corrected by “IR compensation”, which offsets potential drop due to ohmic 
resistance between the WE and the reference electrode (RE), as follows. Like in other 
typical electrochemical systems, the equivalent circuit between the working, the reference, 
and the counter electrodes in the electrolyte in our system can be represented as Figure 6.5 
(note: here 𝑉SD is assumed to be 0 V and the back gate is not shown to focus only on the 
electrolyte phase). The blue components stand for the equipment for electrochemical 
measurements, and the black components represent the three electrode including the 
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interface with the electrolyte. The red components indicate the lumped ohmic resistances 
of the electrolyte between three electrodes: the uncompensated resistance 𝑅u, the solution 
resistance 𝑅sol, and the bridge resistance 𝑅bridge. Although 𝑅bridge, the ohmic resistance 
of the electrolyte filled in the Luggin capillary, can be significant, a properly designed 
electrical equipment accurately measures the solution potential at the tip of the Luggin 
capillary because the current 𝐼ref  through the reference electrode is minimized and the 
potential drop in the Luggin capillary (𝐼ref𝑅bridge) becomes negligible. 
When investigating the charge transfer kinetics on a working electrode, it is 
important to measure the actual potential difference applied at the electrode/electrolyte 
interface (i.e., 𝑉w,true indicated in Figure 6.5). In practice, however, the working electrode 
potential (𝑉w − 𝑉ref) obtained from the equipment should always include the additional 
ohmic polarization from 𝑖𝑅u as well as 𝑉w,true. Although 𝑅u, in general, can be minimized 
by placing the tip of the Luggin capillary very close to the working electrode, such an 
 
 
 
Figure 6.5. Equivalent circuit that represents the electrical connection (blue), the 
electrode/electrolyte interfaces (black), and bulk electrolyte between the working, the 
reference, and the counter electrodes (red). 
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approach cannot be applied in our flow cell because inserting the tip to the microfluidic 
channel can cause an irregular flow pattern of the electrolyte near the working electrode. 
Therefore, the tip of the Luggin capillary is placed at the outlet of the microfluidic channel 
while the working electrode is located within the microfluidic channel but near the outlet. 
Even though the distance between the outlet and the working electrode is relatively short 
compared to the length of the entire channel, 𝑅u can be significant due to the narrow nature 
of the microfluidic channel. Therefore, instead of eliminating 𝑅u of the system, we offset 
the ohmic polarization to estimate 𝑉w,true with an IR compensation technique described 
below. 
Figure 6.6a shows a series of Au electrodes in a microfluidic channel, and Figure 
6.6b shows the steady-state voltammograms of 2mM TBBQ solution (with 0.1 M THAP 
as the supporting electrolyte and MeCN as the solvent) obtained on the corresponding Au 
electrodes with volumetric flow rate 10 𝜇L/min . The voltammogram shows that the 
electrode polarization (i.e., 𝑉w − 𝑉ref)  to attain a certain current 𝐼𝑤 increases linearly with 
the distance, 𝑙, between the working electrode and the outlet, while the onset potential for 
TBBQ reduction is the same on all electrodes. The linearity between 𝑉w and 𝑙 is explicitly 
shown in the inset of Figure 6.6b, in which the slope is given by 𝐼𝑤𝑅u/𝑙. Considering the 
relationship 𝑅u = 𝑙/𝜅𝐴, where 𝜅 is the bulk conductivity of the electrolyte and 𝐴 is the 
cross-sectional area of the microfluidic channel (200 μm x 50 μm), 𝜅 is estimated to be to 
be 10.9 mS/cm. The obtained 𝜅 is very close to ~10 mS/cm, the bulk conductivity of 0.1 
M tetrahexylammonium hexafluorophosphate (TBAP) dissolved in MeCN,192 most likely 
due to their structural and chemical similarities. Given the fact that the total amount of the  
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supporting electrolyte (THAP) is 50 times greater than the redox species (TBBQ), 𝜅 should 
be little influenced by the generation or consumption of the redox species during the redox 
reaction. Assuming a constant 𝜅, 𝑉w,true can be estimated as follows: 
𝑉w,true = 𝑉𝑤 − 𝐼𝑤 (
𝑙
𝜅𝐴
)                                                    (6.2) 
By correcting the electrode potential 𝑉𝑤 in Figure 6.6b to 𝑉w,true, Figure 6.6c is obtained; 
the IR compensation makes the steady-state voltammograms on different Au electrodes 
nicely collapse on top of one another. Note that, in the rest of this chapter, the working 
 
Figure 6.6. (a) Array of Au electrodes, numbered from #1 to #5, in a microfluidic 
channel. (b-c) Steady-state voltammograms of 2 mM TBBQ solution on the 
corresponding Au electrodes at  𝑉𝑓=10 μL/min. (b) shows the plot of raw data obtained 
from the measurement and (c) shows the same data corrected by IR compensation. Inset 
of (b) shows the electrode potential 𝑉𝑊 to attain the 𝐼𝑊 = −0.5 μA as a function of the 
distance from the outlet. 
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electrode potentials shown in all data plots are corrected by IR compensation, but 
designated as 𝑉w for simplicity. 
6.4. Results and Discussion 
Mathematical Model for Outer-Sphere Electrochemistry in Microfluidic 
Channels. The hydrodynamic and electrochemical behaviors in our flow cells are 
described by the mathematical model explained in Section 3.5, which was developed to 
analyze quasi-reversible redox reaction with the form ( Ox + 𝑒 ⇄ Red ) where both 
oxidized (Ox) and reduced (Red) species are kinetically stable on the timescale of the 
experiment, and the bulk solution contains only Ox before it enters the flow cell. In all 
experiments conducted in this work, dimensionless parameters Re and Pe are kept in 
0.93−14.9 and 1.72 × 103−2.76 × 104  ranges, satisfying the criteria that the analytical 
solutions of the model are valid. 
Redox Reaction of TBBQ on Gold Electrodes. To confirm the validity of the 
experimental setup and the mathematical model used for this study, we first performed the 
hydrodynamic analysis of TBBQ reaction on gold microband electrodes. It is assumed the 
redox reaction follows Bulter-Volmer kinetics with 𝑘𝑓 and 𝑘𝑏  determined as: 
𝑘𝑓 = 𝑘0exp (−
𝛼𝐹
𝑅𝑇
(𝑉𝑤 − 𝑈
0′)) = 𝑘0exp(−𝛼𝜃)                                (6.3) 
𝑘𝑏 = 𝑘0exp (
(1 − 𝛼)𝐹
𝑅𝑇
(𝑉𝑤 − 𝑈
0′)) = 𝑘0exp((1 − 𝛼)𝜃)                       (6.4) 
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where 𝛼 is the transfer coefficient, 𝑈0
′
 is the formal potential of the redox couple, 𝜃 is a 
dimensionless potential, 𝑘0 is the standard rate constant, R is the ideal gas constant, and T 
is the temperature. 
 Figure 6.7a and 6.7b show that the steady-state voltammograms of TBBQ, which 
were obtained at different flow rates 𝑉𝑓 and bulk concentrations 𝑐ox
∗, match well with the 
curves simulated with equations 3.11−3.13, 6.3, and 6.4 with parameters 𝑘0 = 0.3 cm/s, 
𝛼 = 0.5, and 𝐷ox = 𝐷red ≈ 1.4 × 10
−5 cm2/s (note: Ox and Red correspond to TBBQ and 
TBBQ●−, respectively, in this work). The parameters used to fit the experimental data are 
consistent with the previously reported values (𝑘0 = 0.3 cm/s, 𝛼 = 0.5, and 𝐷ox = 𝐷red =
1.25 × 10−5 cm2/s).193 The insets of Figure 6.7a and 6.7b show that 𝐼𝑤,𝑙𝑖𝑚 have the good 
linear relationships with 𝑉𝑓
1/3 and 𝑐ox
∗ as predicted in equation 3.14. From these results, 
 
 
 
Figure 6.7. (a) Steady state voltammograms of 2 mM TBBQ solution on Au band 
electrode at different flow rates  𝑉𝑓. The inset of (a) shows the limiting current 𝐼𝑤,𝑙𝑖𝑚 vs 
 𝑉𝑓
1/3. (b) Steady state voltammograms of TBBQ solution on Au band electrode with 
different concentrations 𝑐ox
∗ and the flow rate fixed at 10 μL/min. The inset of (b) shows 
the limiting current 𝐼𝑤,𝑙𝑖𝑚 vs 𝑐ox
∗. The symbols and the lines in (a) and (b) indicate the 
experimental data and the simulated curves, respectively. 
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we could confirm (1) a stable, time-invariant diffusion layer is formed near the electrode 
in our devices in the given 𝑉𝑓 range, (2) TBBQ
●− radical formed by reduction of TBBQ is 
kinetically stable and does not further reduced to TBBQ2−  as long as 𝑉𝑤>−0.7 V. We 
observed that sweeping the potential to more negative range leads to an insoluble organic 
film formed on the gold electrode. This unfavorable behavior becomes more severe when 
TBAP was used for the supporting electrolyte. Therefore, it is believed that TBBQ2− reacts 
with cations in supporting electrolyte to form insoluble film on the electrode like other 
quinone-type molecules.194 
Redox Reaction of TBBQ on Gate-Tunable ZnO Electrodes. The energy 
diagram in Figure 6.8 schematically represents an example of the ZnO/electrolyte interface, 
where equimolar Ox and Red species are dissolved in the electrolyte and the applied 𝑉𝑤 is 
slightly more negative than their formal potential 𝑈0
′
 (i.e., 𝑉𝑤 =
𝐸𝐹−𝐸ref
−𝑒
< 𝑈0
′
=
𝐸0′−𝐸ref
−𝑒
 
where 𝐸𝐹 and 𝐸ref represent the Fermi levels of WE and RE, respectively). While the left 
side of the diagram represents the electronic states of an ideal ZnO surface which consists 
of the conduction band (CB) and the valence band (VB) separated by the bandgap energy 
(Eg=~3.2 eV for ZnO), the right side of the diagram represents the donor (TBBQ
●−) and 
the acceptor (TBBQ) states (corresponding to Red and Ox, respectively) at the electrode 
surface (namely, outer Helmholtz plane, OHP). The Gerischer model, which is briefly 
explained in Section 2.4, explains that the energy difference between the donor and the 
acceptor states is due to the solvent reorganization energy λ (generally in the range 0.5-2 
eV), and that their Gaussian type of distribution is a consequence of the thermal fluctuation 
of the solvation shell. Charge transfer rate at a given E is essentially determined by the  
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overlap of occupied and empty states between the two phases. As already shown in Section 
2.4, the cathodic and anodic current density (𝑗𝑤
− and 𝑗𝑤
+, respectively) on the ZnO surface 
can be described as follows: 
𝑗𝑤
− ≈ −𝑘et,max exp [−
(𝐸𝑐 − 𝐸
0′ − 𝜆)
2
4𝑘𝐵𝑇𝜆
] 𝑛s 𝑐ox = −𝑒𝑘et
−  𝑛s 𝑐ox                  (6.5) 
𝑗𝑤
+ ≈ 𝑘et,max exp [−
(𝐸𝑐 − 𝐸
0′ + 𝜆)
2
4𝑘𝐵𝑇𝜆
] 𝑝s𝑐red =  𝑒𝑘et
+  𝑝s 𝑐red                     (6.6) 
 
Figure 6.8. Schematic representation of DOS and electronic occupations at the surface 
of ZnO WE (left) and those in electrolyte solution containing equimolar TBBQ and 
TBBQ●− (right). The symbols used in this diagram are as follow: CB edge (Ec) and VB 
edge (Ev) of ZnO; Fermi levels of ZnO WE (EF) and RE (Eref); CB edge offset (δ) from 
EF in ZnO; electrochemical potential (vs reference) of the ZnO WE (Vw); energy level 
corresponding to the formal potential of TBBQ/TBBQ●− (E0’); and the solvent 
reorganization energy (λ). The red arrows indicate the electron transfer across the 
interface. Note that the electron transfer from CB to TBBQ is fast (expressed as a solid 
line) because the overlap between the filled (blue shadow in CB) and the empty states 
(TBBQ) is significant, while the electron transfer from TBBQ●− to CB is negligible 
(expressed as a dotted line) because there are not acceptor states available in ZnO that 
can receive electrons from TBBQ●−. 
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where 𝑘et’s are the rate constants (cm
3 s-1) for cathodic and anodic charge transfer, and 𝑛s 
and 𝑝s are the densities (cm
-2) of electrons and holes on 2D ZnO electrode, respectively. 
Note that 𝐸𝐹 is assumed to be more than 2𝑘𝐵𝑇 below CB edge (𝐸𝐶) when deriving these 
equations. Considering 𝑛s~𝑓(𝐸𝑐)𝐷(𝐸𝑐) and 𝑝s~(1 − 𝑓(𝐸𝑐))𝐷(𝐸𝑐), we can get: 
|
𝑗𝑤
−
𝑗𝑤
+| ≈ exp [
𝐸𝐹 − 𝐸
0′
𝑘𝐵𝑇
]
 𝑐ox
𝑐red
                                             (6.7) 
Note that 𝑐ox/𝑐red ≪ 1 can be achieved only when |𝑗𝑤
−/𝑗𝑤
+| ≫ 1 because, in our system, 
Red is initially not present and only generated from the reduction of Ox on the electrode. 
Therefore, as long as 𝐸𝐹 − 𝐸
0′ ≫ 𝑘𝐵𝑇  (i.e., 𝑉𝑤 − 𝑈
0′ ≪ −26 mV), the anodic current 
density 𝑗𝑤
+ is negligible compared to the total current density (𝑗𝑤 = 𝑗𝑤
− + 𝑗𝑤
+) and 𝑗𝑤 ≈ 𝑗𝑤
−. 
When 𝐸𝐹 lies within the bandgap, 𝑛s in equation 6.5 can be approximated as: 
𝑛s = 𝑁𝑐 exp [−
(𝐸𝑐 − 𝐸𝐹)
𝑘B𝑇
]                                               (6.8) 
where 𝑁𝑐 is the effective DOS at the lower edge of the CB. 
The mass transport effect in electrolyte can be corrected (see Section 2.4 for detail) 
as follows: 
𝑗w,k = (
1
𝑗𝑤
−
1
𝑗𝑤,𝑙𝑖𝑚
)
−1
= −𝑒𝑘et
−  𝑛s 𝑐ox
∗                                     (6.9) 
Note that 𝑗w,k represents the reaction current density when the mass transport rate of Ox is 
extremely fast such that 𝑐ox  equals to  𝑐𝑜𝑥
∗ . Being neither a function of 𝑘𝑓  nor 𝑘𝑏  (see 
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equation 3.14), the limiting current density 𝑗𝑤,𝑙𝑖𝑚(=
𝐼𝑤,𝑙𝑖𝑚
𝑥𝑒w
) is determined not by electrode 
materials but by a given set of 𝑐ox
∗, 𝐷ox, 𝑉𝑓, and the geometry of the flow cell. Therefore, 
in this study, 𝑗𝑤,𝑙𝑖𝑚 measured on the Au electrodes is used to correct mass transport effect 
on the ZnO electrodes. The maximum error that can be potentially introduced by this 
correction method is less than 2%, because the 𝑘𝑓 = 𝑘et
−  𝑛s  observed in our ZnO 
experiments is smaller than 6.3 × 10−7 cm/s (see Section 2.4 for detail). 
 
 
 To identify the relationship between 𝑗w,k and 𝑐ox
∗ , we first obtained the 𝑗w vs. 𝑉w 
curves on ZnO electrodes at four different 𝑐ox
∗  of TBBQ while applying constant 𝑉BG =
0 V and 𝑉𝑓 = 10 𝜇L/min. Figure 6.9a shows apparently two-step reduction of TBBQ with 
onset potential 𝑉w,on at −0.2 V and −0.45 V. Considering 𝑉w,on on Au electrode is −0.2 
V (Figure 6.7), the apparent first reduction at −0.2 V is believed to come from the Au/Ti 
 
Figure 6.9. (a) Steady state voltammograms (𝑗w  vs 𝑉𝑤 ) of TBBQ solution on gate-
tunable ZnO electrode (where back gate bias 𝑉BG=0 V) with different concentrations 𝑐ox
∗ 
and flow rate fixed at 10 μL/min. The inset of (a) shows the mass transport corrected 
reaction current density 𝑗w,k (in a log scale) at different 𝑐ox
∗ and 𝑉𝑤. (b) 𝑗w,k (in a linear 
scale) at different 𝑐ox
∗ and 𝑉𝑤. 
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metal contacts (most likely from their edges), which are not fully passivated with the SiO2 
film, to the ZnO electrode. The reduction current on the exposed Au should reach a constant 
value when 𝑉w<−0.4 V because mass transport limiting condition is met at such a negative 
𝑉w range (Figure 6.7). Therefore, the reaction current on ZnO electrode should be obtained 
by subtracting the constant background current (indicated as the dashed base line in Figure 
6.9a for 𝑐ox
∗ =0.5 mM case) from the total current for each 𝑐ox
∗ . It is noteworthy that the 
background current may not be merely proportional to 𝑐ox
∗ , as is in Figure 6.9a, because the 
area of exposed Au in each device can be very different from one another. The inset of 
Figure 6.9a and Figure 6.9b show the good linear relationship between 𝑗w,k and 𝑐ox
∗  in the 
𝑉w  range from −0.45 V to −0.7 V, which is consistent with the rate law proposed in 
equation 6.9. 
 To investigate how charge transfer kinetics between TBBQ and a ZnO electrode is 
affected by the transverse field effect, 𝑗w vs. 𝑉w curves (Figure 6.10a) were obtained at 
different 𝑉BG  while maintaining constant 𝑐ox
∗  and 𝑉𝑓  at 0.5 mM  and 10 𝜇L/min , 
respectively. We observed that the charge transfer rate between TBBQ and ZnO (i.e., 𝑗w) 
at a given 𝑉w gets faster at a positive 𝑉BG and slower at a negative 𝑉BG. In other words, the 
electrode polarization 𝜂 = 𝑉w − 𝑈
0′ to generate a given 𝑗w systematically decreases with 
𝑉BG. The basic idea of applying 𝑉BG is injecting extra charge carriers to the ZnO electrode 
surface; in the previous chapters, it is demonstrated that those extra charge carriers are fully 
accessible at the front face of the 2D electrode (i.e., the electrode/electrolyte interface). 
Potential origin of the reduced electrode polarization at a positive 𝑉BG is two-fold: (1) 
reduced out-of-plane polarization due to improved charge transfer kinetics at the ZnO 
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surface and (2) reduced in-plane polarization due to reduced ohmic resistance (i.e., 
increased 𝑛s) within the ZnO electrode. In our gate-tunable electrodes, since the WE is 
prepared on the insulating SiO2 rather than on a metallic current collector, the effect of in-
plane polarization to overall reaction rate can be significant and thus should also be taken 
into account. To separate the contributions of those two polarizations, in-situ monitoring 
of the sheet conductance of the ZnO film was conducted by applying a small and constant 
𝑉SD during electrochemical measurements (Figure 6.10b, see Section 3.3 for experimental 
detail). The inset of Figure 6.10a reveals that the 𝑉BG-induced change in the electrode 
polarization is mostly attributed to the out-of-plane polarization (e.g., up to 0.2 V change 
for 𝑗w = −10 𝜇A/cm
2  when 𝑉BG  changes from −60 to 90 V) rather than in-plane 
polarization (e.g., up to 0.04 V change for the same 𝑗w  and 𝑉BG range). Therefore, the 
systematic changes of 𝑗w vs. 𝑉w curves at different 𝑉BG are not merely because of the 𝑉BG-
 
Figure 6.10. (a) Steady state voltammograms (𝑗w vs 𝑉𝑤) of 0.5 mM TBBQ solution on 
gate-tunable ZnO electrode at different back gate biases 𝑉BG with flow rate 𝑉𝑓 fixed at 
10 μL/min. The inset in (a) shows how overall polarization (solid) and in-plane 
polarization (blank) of the ZnO electrode at given current densities 𝑗w change with 𝑉BG. 
(b) Sheet conductance of ZnO electrode (inset in a log scale) simultaneously obtained 
with the data in (a). 
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induced change in ohmic resistance of the electrode but because of the 𝑉BG-induced change 
in charge transfer kinetics at the electrode/electrolyte interface.  
The 𝑗w in 𝑉w<−0.4 V in Figure 6.10 is converted into 𝑗w,k using equation 6.9 and 
plotted vs. 𝑉w  in Figure 6.11a. Note that 𝑗w,k  could not be calculated for 𝑉w >−0.4  V 
because the background current from the non-passivated Au is not constant and thus hard 
to be corrected in the 𝑉w regime. The sheet conductance (Figure 6.10b) obtained in the 
above analysis can be exploited to estimate the electron density 𝑛s on the ZnO electrode, 
because the sheet conductance 𝜎𝑠 of the 2D electrode is given by: 
𝜎𝑠 = 𝑒 𝜇𝑒 𝑛s + 𝑒 𝜇ℎ 𝑝s                                                  (6.10) 
 
 
 
Figure 6.11. (a) Mass transport corrected reaction current density 𝑗w,k plotted vs. 𝑉𝑤 for 
different VBG. (b) Surface electron density ns plotted vs 𝑉𝑤 for different VBG. (c) Rate 
constant 𝑘et
−  for TBBQ reduction on ZnO plotted vs 𝑉𝑤 for different VBG. VBG values in 
(a-c) are adjusted from −60 to 90 V with 30 V intervals. Note that all data in this figure 
are calculated from the data shown in Figure 6.10. 
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where  𝜇𝑒  and 𝜇ℎ  are the mobilities of electrons and holes, respectively. Since the hole 
density 𝑝s  is essentially zero for the ZnO electrode, the hole conduction is negligible. 
Therefore, assuming the electron mobility 𝜇𝑒  has a constant value (~1.1 cm
2 V−1 s−1 , 
estimated from the 𝜎𝑠 vs. 𝑉BG curve in Figure 6.2) regardless of applied 𝑉w and 𝑉BG, 𝑛s can 
be estimated from 𝜎𝑠 divided by 𝑒𝜇𝑒 (Figure 6.11b). Then, 𝑘et
−  can also be obtained from 
𝑗w,k divided by −𝑒𝑛s𝑐ox
∗  at each data point (Figure 6.11c). Our result shows that 𝑛s and 𝑘et
−  
at a fixed 𝑉BG generally increase with −𝑉w. The apparent exponential dependence of 𝑛s 
with −𝑉w is an expected behavior of an n-type semiconductor electrode, consistent with 
equation 6.9. On the other hand, at a fixed 𝑉w, 𝑛s increases by ~2 orders of magnitude with 
𝑉BG changing from -60 V to 90 V, while 𝑘et
−  generally decreases (down to 5% of initial 
value) at 𝑉w = −0.68 V in the meantime. Overall, because 𝑛s is more susceptible to 𝑉BG 
than 𝑘et
− , the reaction current density 𝑗w,k at a fixed 𝑉w increases with 𝑉BG (Figure 6.11a). 
The observed trends of 𝑛s and 𝑘et
−  at different 𝑉w and 𝑉BG can be better understood 
with the schematic energy diagrams shown in Figure 6.12, which show a specific case 
where 𝑉w is fixed (more general diagrams can be found in Figure 5.8). Figure 6.12a depicts 
the initial state with 𝑉𝐵𝐺=0 V, where δ0 represents the initial offset of the CB edge from 
𝐸𝐹. Figure 6.12b corresponds to the application of 𝑉𝐵𝐺 > 0 V while 𝑉w is fixed. In this case, 
the CB edge has shifted via the field effect closer to 𝐸𝐹; the offset is now δ, and electron 
accumulation in the thin ZnO layer has occurred. Note that the 𝑉BG induces charges not 
only in the ZnO electrode but also in the electric double layer. The vacuum level shift in 
the EDL due to 𝑉BG-induced charge eventually leads to the band alignment shift at the 
electrode/electrolyte interface. In Chapter 5, we showed that the combination of the charge  
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balance and the energy balances gives the variation in the CB edge offset with respect to 
𝑉BG at a fixed 𝑉w, namely: 
(
𝜕𝛿
𝜕𝑉𝐵𝐺
)
𝑉𝑤
=
−𝑒
1 +
𝐶EDL
𝐶BG
+
𝐶𝑤(𝛿)
𝐶BG
                                            (6.11) 
where 𝐶BG  and 𝐶EDL  are the back-gate and double-layer capacitances, respectively, and 
𝐶𝑊(𝛿) is the quantum capacitance of the electrode given by: 
𝐶𝑊(𝛿) = 𝑒
𝑑𝑄𝑊(𝛿)
𝑑𝛿
                                                       (6.12) 
Note that 𝐶𝑊(𝛿) essentially represents the DOS of the WE in capacitance units, which is a 
function of 𝛿 = 𝐸𝑐 − 𝐸𝐹 . When 𝐸𝐹  lies within the bandgap, 𝐶𝑊(𝛿) essentially becomes 
 
Figure 6.12. Energy diagrams of a back-gated 2D ZnO electrode in electrolyte (a) before 
and (b) after a positive VBG is applied to the back gate while VW is fixed. The red arrows 
indicate electron transfer processes. The additional symbols used in the diagram, which 
are not shown in Figure 6.8, are as follows: local vacuum level (Evac); Fermi level of 
back gate (EBG); work functions of back gate (ΦBG) and RE (Φref); electron affinity of 
ZnO (χ); vacuum level shifts in SiO2 (∆𝜙BG) and EDL (∆𝜙EDL); energy distribution 
function of the oxidized species (Dox). 
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zero if there are no surface trap states near the energy level. Considering the estimated 𝐶BG 
(~20 nF/cm2) is much smaller than the estimated 𝐶EDL  (~10 μF/cm
2), equation 6.12 is 
reduced to 
(
𝜕𝛿
𝜕𝑉BG
)
𝑉w
≈ −𝑒
𝐶BG
𝐶EDL
≈ −0.002 𝑒                                       (6.13) 
Therefore, the band alignment shift that can be achieved with 𝑉BG between -60 V to 90 V 
is estimated to be Δ𝛿 ≈ −0.3 eV. Δ𝛿 can be increased by preparing a gate dielectric layer 
with a higher dielectric constant or a reduced thickness. 
Figure 6.12 also schematically shows how this VBG-induced band alignment shift 
influences the charge transfer kinetics at the ZnO/electrolyte interface. In creating these 
diagrams, it is assumed the maximum of the energy distribution function of TBBQ 
(𝐷ox(𝐸)), which occurs at 𝐸
0′ + 𝜆 (Equation 2.14), is above the CB edge in most cases, 
based on the fact that 𝜆 = ~0.76 eV for TBBQ.193 Note that only 𝐷ox(𝐸) is illustrated in 
the diagrams because practically anodic reaction does not occur in our system. Contrary to 
the DOS of the electrode 𝐷(𝐸), which can be freely shifted by 𝑉BG, 𝐷ox(𝐸) is not subject 
to the field effect because the electric field from the back gate is completely screened 
outside the OHP by the abundant mobile ions in the electrolyte. As a result, 𝑉BG can lead 
to a significant change in 𝑛s and 𝑘et
−  at a given 𝑉w. In Figure 6.12b, the CB edge shift to a 
lower energy level gives rise to an increased 𝑛s (by equation 6.8) and a reduced energy 
states overlap (i.e., smaller 𝑘et
− ) between the 𝐷(𝐸) and 𝐷ox(𝐸) near the CB edge. This is 
consistent with the general trends observed in Figure 6.11b and 6.11c. 
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Lastly, it is noteworthy that the proposed model assuming an ideal n-type 
semiconductor electrode catches the essence of our observations but does not fully explain 
several behaviors including the response of 𝑘et
−  to 𝑉w. Since the CB edge of an ideal n-type 
semiconductor is essentially pinned with respect to the reference energy 𝐸ref (when 𝑉BG is 
fixed), 𝑘et
−  in equation 6.5 should not be a function of 𝑉w , which is contrary to our 
observation in Figure 6.11c. This abnormality is most likely attributed to the surface trap 
states of the ZnO electrodes prepared in this study. According to the physical model 
proposed in Chapter 5, the variation in the CB edge position with respect to 𝑉w at a fixed 
𝑉BG is given by: 
(
𝜕𝐸𝑐
𝜕𝐸𝐹
)
𝑉BG
=
𝐶BG + 𝐶𝑤(𝛿)
𝐶EDL + 𝐶BG + 𝐶𝑤(𝛿)
                                         (6.14) 
If 𝐸𝐹  lies within the bandgap and there are no surface trap states at the energy range, 
equation 6.14 becomes zero because 𝐶𝑊(𝛿) is zero and 𝐶BG is much smaller than 𝐶EDL. In 
other words, in an ideal n-type semiconductor having no surface trap states in the bandgap, 
𝐸𝑐 is essentially pinned with respect to the reference potential 𝐸ref when 𝑉𝑊 (i.e., 𝐸𝐹) is 
swept at a fixed 𝑉BG . In reality, ZnO film grown by ALD is generally amorphous or 
polycrystalline, and has intrinsic surface states due to dangling bonds at Zn or O atoms at 
the surface or grain boundaries.64 If the ZnO electrode has significant surface states so 
𝐶𝑤(𝛿) is comparable to 𝐶EDL, equation 6.14 would have a positive value and thus a positive 
sweep of 𝐸𝐹 (i.e., a negative sweep of 𝑉w) pushes up the CB edge to a higher energy level. 
This explains the trend observed in Figure 6.11c; 𝑘et
−  increases with −𝑉w as long as 𝐸𝑐 is 
below the maximum of 𝐷ox(𝐸) at 𝐸
0′ + 𝜆 = 1.05 eV vs. 𝐸ref. The presence of the surface 
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states is also supported by the trend how 𝑛s responds to 𝑉w. According to equation 6.8, if 
𝐸𝑐 is pinned, −𝑉w should increase by ~60 mV per decade increase of 𝑛s. Therefore, ~150 
mV increase in −𝑉w  per decade observed in Figure 6.11b suggests that a significant 
number of surface states on ZnO surface, which pushes up 𝐸𝑐 during a positive sweep of 
𝐸𝐹, comes in play at the ZnO/electrolyte interface. 
6.5. Conclusion 
 In summary, we investigated continuous and reversible modulation of outer-sphere 
charge transfer kinetics on gate-tunable ZnO electrodes, in which the charge densities on 
the ultrathin ZnO surface and the EDL are controlled by a voltage bias applied to the back 
gate, as well as by its electrochemical potential set independently. A microfluidic channel 
integrated on this gate-tunable electrode allows one to conduct electrochemical 
measurements at a steady-state condition while mass transport effect, which introduces 
difficulties in analysis of reaction kinetics, is minimized. We observed that, at a given 
working electrode potential, the surface electron density 𝑛s increases with the back gate 
bias (up to ~2 orders of magnitude), while the kinetic constant 𝑘et
−  generally decreases 
(down to 5% of initial value depending on the electrode potential) at the same time. Overall, 
the charge transfer rate at a given electrode potential increases at a positive back gate bias. 
Along with the Gerischer model, the observed trends of the kinetic parameters at different 
gate biases are consistent with our predictions; the transverse field effect induces band 
alignment shift at the electrode/electrolyte interface, which leads to the modulation of (1) 
charge carrier density at the electrode surface and (2) the energy overlap of empty and 
occupied states in the two phases at a given electrochemical potential. Although a simple 
 125 
outer-sphere electrochemistry has been studied in the current investigation, the same 
concept can be potentially applied to control other interfacial phenomena, including inner-
sphere charge transfer and surface binding of reaction species to the electrode. We believe 
that the system introduced here would be a useful research platform to investigate and 
optimize solid/liquid interfaces in various electrochemical systems including liquid 
junction solar cells, and (photo)electrocatalysts. 
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7. Outlook: Field Effect Modulation of Electrocatalytic 
Activity on 2D Electrodes 
Based upon the results and the insight gained from this dissertation project, this 
chapter discusses the opportunities and the challenges expected in application of gate-
tunable 2D electrodes for electrocatalysis, and proposes the strategies to overcome the 
hurdles. For the initial investigation to prove the concept, hydrogen evolution reaction 
(HER) on back-gated MoS2 electrode is proposed as a model system. Other electrocatalytic 
systems that are potentially applicable to our devices are also briefly explored in the last 
section. 
7.1. Electronic Structure: A Key Factor Determining Electrocatalytic Activities 
As briefly discussed earlier in Section 2.4, activity of an electrocatalyst is ultimately 
determined by its surface electronic structure. Researchers have long investigated various 
types of electrocatalysts for different electrochemical reactions, and have found that the 
(electro)catalytic activities can be generally described by the several key descriptors (in 
terms of surface binding energies) of important reactants and reaction intermediates. This 
means that, on such electrocatalysts, the overall reaction rate is essentially limited by the 
sluggish surface binding and/or release steps, rather than the facile electron transfer steps. 
Taking hydrogen evolution reaction (HER) on a transition metal as an example, which is 
one of simplest electrocatalytic reactions where protons and electrons recombine to form 
molecular H2 (i.e., 2H+ + 2𝑒 → H2), the activity is simply a function of the adsorption 
free energy of hydrogen ∆𝐺H∗ as shown in the “volcano plot” in Figure 7.1a.
195–197 This 
makes sense considering the reaction pathway of HER, which is either the Volmer- 
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Heyrovsky or the Volmer-Tafel mechanism described as follows, has H∗  as the key 
reaction intermediate:200  
Volmer setp:   H+ + 𝑒 + ∗ → H∗ 
Heyrovsky step:   H∗ + H+ + 𝑒 → H2 + ∗ 
Tafel step:   2H∗ → H2 + ∗ 
where * denotes a binding site on the electrode surface. For an electrocatalyst to be an 
optimal electrode material for HER, the surface binding of H∗ should not be too weak or 
too strong but be “just right” (Sabatier principle); if H∗ is too weakly bound to the surface, 
the overall reaction rate is limited due to the slow Volmer step, and if H is too strongly 
bound, the rate is limited by desorption steps (i.e., Heyrovsky and Tafel steps). 
Figure 7.1b. schematically shows the Gibbs free energy changes during Volmer-
Heyrovsky reaction pathway on an ideal and a real electrocatalyst. Note that the Gibbs free 
 
Figure 7.1. (a) Volcano plot of the exchange current density as a function of adsorption 
free energy of atomic hydrogen (b) Plot of Gibbs free energies of reaction species versus 
the reaction coordinate of the hydrogen evolution reaction (HER) via Volmer-Heyrovsky 
pathway. Dashed lines indicate energetics at the electrode potential where all 
thermochemical barriers disappear. [(a) is adapted from ref. 198 with permission; 
Copyright 2007 by the American Association for the Advancement of Science. (b) is 
reproduced from ref. 199 with permission; Copyright 2010 by Wiley-VCH] 
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energies at the initial (2H+ + 2𝑒) and the intermediate (H∗ + H+ + 𝑒) states are functions 
of the electrode potential 𝐸, because the energy of electrons is determined by the electrode 
potential (i.e,, 𝜇𝑒̅̅ ̅ = 𝜇𝑒 − 𝑛𝐹𝐸 where 𝜇𝑒̅̅ ̅ and 𝜇𝑒 are the electrochemical potential and the 
chemical potential of the electrons, respectively; 𝑛 is the number of electrons associated 
with the state; and 𝐹 is the Faradaic constant). For HER to occur, each elementary step 
should be thermodynamically downhill process (i.e., both ∆𝐺1 and ∆𝐺2 should be ≤ 0 eV). 
As can be seen in the diagram, an ideal HER electrocatalyst should have ∆𝐺H∗ of 0 eV at 
the equilibrium potential 𝐸2  because it makes the whole reaction pathway a downhill 
process even at equilibrium. On the contrary, a real catalyst, which has ∆𝐺H∗ > 0 eV at 𝐸2 
in this example, the non-zero activation barrier in Volmer or Heyrovsky step prohibits HER 
to proceed at equilibrium; the overall reaction pathway becomes downhill at a more 
negative potential 𝐸3. This explains why platinum, which has nearly zero adsorption free 
energy of hydrogen, is the best electrocatalyst for HER (Figure 7.1a). 
The d-band model, which is developed by Hammer and Nørskov50,201 and 
successfully applied to explain the trend of the adsorption free energy on different 
transition metal surfaces, gives an important insight to see the link between the electronic 
structures and the electrocatalytic activities of solids. Figure 7.2a schematically shows the 
formation of chemical bond due to electronic coupling between an adsorbate valence level 
and the s and d bands of a transition metal surface. The adsorbate state is first coupled with 
s band of the metal, giving rise to a shifted and broaden valence states. To a first 
approximation, this coupling effect is the same in all transition metals because they all have 
half-filled, very broad s bands. The ‘renormalized’ valence states are again coupled with  
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d-band of the metal, generating bonding and antibonding states. The strength of the 
chemical bonding is determined by the Fermi level in the electrocatalyst because it is 
essentially the maximum energy level that the bonding and the antibonding states are filled 
up to. Considering the antibonding states are always formed above the d states, the energy 
of the d-band center with respect to the Fermi level is a good first indicator of the bond 
strength; the higher the d-band center is in energy relative to the Fermi level, the less the 
antibonding states are filled and thus the stronger the bond. Figure 7.2b shows the d-band 
 
Figure 7.2. (a) Schematic illustration of the formation of a chemical bond between an 
adsorbate valence level and the s and d states of a transition metal surface (b) Density of 
states (DOS) for H atom adsorbed on (111) surface of transition metals. The solid lines 
indicate DOS projected on atomic H 1s state, and the dashed lines indicate DOS of d 
bands on clean metal surfaces. [(a) is reprinted from ref. 49 with permission; Copyright 
2005 by Springer. (b) is reproduced from ref. 201 with permission; Copyright 1995 by 
the Nature Publishing Group] 
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center is indeed a good indicator for transition metals; the H 1s-metal d antibonding peak 
on density of states (DOS) is right above the metal d-band, and the trend in H binding 
energies in Figure 7.1a is consistent with what d-band theory predicts. The metals (Ni and 
Pt) on which the antibonding states of H atoms are formed above the Fermi level exhibit 
strong H binding energies, while the metals (Cu and Au) with the antibonding states below 
the Fermi level exhibit relatively weak H binding energies. 
In this section, we have seen that the surface electronic structure ultimately 
determines the activity of an electrocatalyst. Although only HER on transition metals is 
discussed as an example, the general principle applies to the other types of heterogeneous 
electrocatalysts for different reactions, while they often require, rather than a few simple 
indicators, more complicated ab initio calculation based on density function theory (DFT) 
to predict the correlation between surface binding energies and electrocatalytic activities. 
7.2. Opportunities, Challenges, and Strategies 
Opportunities. In light of the strong correlation between the surface electronic 
structure and the electrocatalytic activities on a solid, we reach a natural conclusion that 
electrocatalytic activities, as well as double layer structure and outer-sphere charge transfer 
kinetics, should be gate-tunable. If an electrode is an active electrocatalyst, there would be 
bonding and antibonding states associated with the surface-bound reaction species around 
the Fermi level. From Chapter 4 to 6, we have demonstrated that the energy bands of 2D 
semiconductors can be shifted with respect to the Fermi level, which is fixed at a given 
electrode potential, by a voltage bias applied to the back gate. If the same principle applies 
to the surface of a 2D electrocatalyst prepared on a back gate, it would be possible  
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to modulate the surface binding energies of reaction species by adding or removing 
electrons in the bonding or the antibonding states at a fixed electrode potential; this, in turn, 
will change the activities on the 2D electrocatalysts as discussed in the previous section. 
Figure 7.3 shows the energy diagrams in such a situation; in the given example, a positive 
gate bias 𝑉BG at a fixed electrode potential shifts down the whole energy bands and fills 
more electrons in the antibonding states between the adsorbate and the electrocatalyst, 
leading to a weaker surface binding. A negative bias acts in the opposite way, resulting in 
a stronger surface binding. 
Although it is not represented in the energy diagrams in Figure 7.3, it would be 
noteworthy that not only the band alignment shift with respect to the Fermi level but the 
bonding and the antibonding states themselves can be altered by the field effect. In contrast 
 
Figure 7.3. Energy diagrams of a back-gated 2D electrocatalyst (EC) in electrolyte (a) 
before and (b) after a positive back gate bias VBG is applied while the working electrode 
potential VW is fixed. Note that bonding and antibonding states are generated by 
electronic coupling between the electrocatalyst surface and adsorbates (Ads). The 
symbols used in the diagrams are as follows: gate dielectric (DE); local vacuum level 
(Evac); Fermi level of back gate (EBG); work function of reference electrode (Φref); 
vacuum level shifts in SiO2 (∆𝜙BG) and EDL (∆𝜙EDL). 
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to the outer-sphere redox species discussed in earlier chapters, reaction species on 
electrocatalysts are specifically adsorbed to the electrode surface and thus located at the 
inner Helmholtz plane (IHP), where the electric field is not completely cancelled out. Since 
the double layer structure is altered by the back-gate bias (Figure 7.3), the changes in 
electric field and ion-solvent interactions, as well as the energy alignment shift, would 
come in play in the field-effect modulation of surface binding energies. In this regard, a 
gate-tunable 2D electrode can serve a potentially useful “physical simulation” tool to 
investigate electrochemical interfaces, in which the double layer structure can be modified 
without changing the electrode potential or chemistry of the system. 
In the theoretical investigations based on DFT, this electric double layer effect has 
been often ignored because (1) its contribution to free energy change is relatively small 
(~0.1-0.2 eV V-1)200,202,203 compared to other terms, and (2) modeling a solid/electrolyte 
interface including charged surface, solvents, and ions is a very demanding task even with 
the modern computing power.204 Nevertheless, for better description of electrocatalytic 
systems, theorists have tried to include solid/electrolyte interfaces in their models in several 
different approaches. Filhol and Neurock205,206 developed the first methodology to deal 
with charged interfaces, so-called double reference method, in which charges are first 
placed in the system then balanced with a constant background charge. Nørskov et al.207–
209 modeled the electric double layer with a water bilayer, in which extra charges introduced 
by hydrogen atoms are balanced with the charge on the metal surface. In the models 
suggested by Jinnouchi and Anderson210 as well as Otani et al.,211 the double layer is 
described by Poisson-Boltzmann distribution of countercharge, which is combined by 
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DFT. Despite their great success in explaining some interfacial phenomena, a satisfactory 
method that can be generally applied to all electrochemical interfaces is yet to come. In 
this regard, a gate-tunable electrode may serve a complementary tool to develop and verify 
the ab initio methods dealing with charged interfaces. 
Challenges. The greatest challenge expected in application of electrocatalytic 
systems to our devices is that most electrocatalysts have metallic electronic structures. This 
is because metallic conductivity is obviously one of most desired properties for good 
electrocatalysts. A solid with poor electronic conductivity is hardly a good 
electrocatalyst—even if it exhibits an optimal surface binding energy for a certain type of 
reaction—because the overall reaction rate in such a poor electronic conductor would be 
largely limited by the sluggish charge transport within the electrode. In the previous 
chapters, it has been shown that the band alignment shift that can be achieved by back gate 
bias 𝑉𝐵𝐺 at a fixed electrode potential 𝑉𝑤 is given by: 
(
𝜕𝛿
𝜕𝑉𝐵𝐺
)
𝑉𝑤
=
−𝑒
1 +
𝐶EDL
𝐶BG
+
𝐶𝑤(𝛿)
𝐶BG
                                             (7.1) 
where 𝛿  is the conduction band edge offset from the Fermi level, and 𝐶BG , 𝐶EDL , and 
𝐶𝑊(𝛿)  are the back-gate, the double-layer, and electrode’s quantum capacitances, 
respectively. This means, to induce a significant band alignment shift at a metallic surface 
that has a large DOS (i.e., 𝐶𝑊(𝛿)) near the Fermi level, we need a huge 𝐶BG (preferably) 
comparable to 𝐶𝑊(𝛿). Considering the result of the control experiment conducted with the 
redox species Ru(bpy)3
2+
 on ZnO electrode in Chapter 5, it is clear that our current SiO2 
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back gate does not provide a sufficiently large capacitance to control the band alignment 
at metallic surfaces. Therefore, for a gate-tunable 2D electrode to be a truly versatile 
platform to modulate electrocatalytic activities on it, preparing new back gates with much 
higher capacitances is essential. 
Strategies. First of all, to make electrocatalytic activities at a metallic surface gate-
tunable, it is very important to prepare an atomically thin electrode. Thickness control is 
more critical issue in metallic electrodes than in semiconductor electrodes because metals 
intrinsically have higher numbers of energy states and mobile charge carriers near the 
Fermi level. Although the procedures to prepare such atomically thin films are highly 
material-specific, basic strategies would the same as those described in Section 2.2: either 
using intrinsic 2D materials or depositing ultrathin 3D material with precise thickness 
control. 
Second, as discussed above, another important prerequisite for follow-up research 
is preparing back gates with higher capacitances. Simply speaking, this can be achieved by 
using high-k dielectric materials and reducing the thickness of the dielectric layer; the back 
gate capacitance 𝐶BG is given by 𝐶BG = 𝜀𝜀0/𝑑 where 𝜀 is the dielectric constant, 𝜀0 is the 
permittivity of free space, and d is the thickness of the gate dielectric. As can be seen from 
Table 7.1, the capacitance of the current 300 nm thick SiO2 back gate can be greatly 
improved in this way. With a given dielectric material, the optimal thickness of the 
dielectric layer should be tuned such that the product of the capacitance and the breakdown 
voltage, i.e., maximum charge density that can be stored in the capacitor, is maximized. 
Among the candidate dielectric materials in Table 7.1, Na-β-Al2O3 looks particularly 
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promising material for the new gate dielectric because of its huge dielectric constant and 
large bandgap. The reason why Na-β-Al2O3 exhibits such a large dielectric constant is that 
it is actually a solid-state ionic conductor rather than a regular dielectric material. Like 
those in a liquid electrolyte, the mobile Na+ ions in Na-β-Al2O3 generate an electric double 
layer at the electrode/Na-β-Al2O3 interface, exhibiting a huge capacitance. 
It is believed that a uniform film of Na-β-Al2O3 can be prepared on a doped Si 
wafer (which serves a metallic gate) following the procedure reported in the previous work. 
Pal et al.213 prepared crystalline (SBA1) and amorphous (SBA2) Na-β-Al2O3 films on 
indium-tin-oxide (ITO) glasses in two different methods: (1) a sol-gel route proposed by 
Yoldas,215 in which sodium acetate and [Al(OC4H9)3] are used as precursors, followed by 
spin-coating and 750oC annealing, and  (2) a spin-coating or dip coating process, in which 
 
 
Table 7.1. Static dielectric constant, experimental band gap of gate dielectrics212–214 
Oxide Dielectric Constant Bandgap (eV) 
SiO2 3.9 9 
Si3N4 7 5.3 
Al2O3 9 8.8 
Ta2O5 22 4.4 
TiO2 80 3.5 
ZrO2 25 5.8 
HfO2 25 5.8 
HfSiO4 11 6.5 
La2O3 30 6 
Y2O3 15 6 
a-LaAlO3 30 5.6 
SrTiO3 ~300 3.2 
Na β-Al2O3 ~170 ~8.8 
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Al(NO3)3 and NaHSO3 are used as precursors, followed by 200 
oC annealing. 75 nm SBA1 
film and 72 nm SBA2 film (with average roughness of ~1.15 nm from ref. 216) prepared 
by these methods showed low frequency (~50-500 Hz) capacitances of ~2.3 μF/cm2 and 
~3.6 μF/cm2 with breakdown voltage of ~40 V and ~22 V, respectively. Therefore, the 
maximum charge densities that can be potentially induced with these films are ~5.8 ×
1014 cm-2 and ~5.0 × 1014 cm-2, respectively, which is ~2 orders higher charge density 
than that can be achieved with current SiO2 back gate. To induce such a high charge density 
with a SiO2 dielectric layer, electric field of ~230–270 MV/cm, which corresponds to 
~7000-8000V for the current 300 nm thick SiO2 back gate, would be necessary. This 
greatly exceeds the breakdown field of SiO2 (~23–40 MV/cm).217 Assuming monolayer 
Pt(111) film (atomic packing density: ~1.5 × 1015  cm-2 from ref. 218) is used as 2D 
electrocatalyst, the maximum charge density that can be induced by the proposed Na-β-
Al2O3 back gate corresponds to ~0.4 electrons per Pt atom. 
7.3. Field Effect Modulation of HER and HOR on 2D Electrodes 
As discussed in Section 7.1, HER and HOR are the simplest types of 
electrocatalytic reactions that have been extensively studied for various electrocatalysts 
and thus are relatively well understood in general. Since only one surface species (i.e., 
surface adsorbed hydrogen atoms, H∗) would come in play in the overall HER or HOR 
pathways, it is relatively easy to analyze the reaction mechanisms and kinetics compared 
to other more complex electrocatalytic reactions. Accordingly, investigation of HER and 
HOR on gate-tunable 2D electrodes would be a reasonable starting point for follow-up 
research. Particularly, HER is of immediate interest because HER, in context of 
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experimental setup, is easier to investigate than HOR; the reactant of HER is simply an 
acid solution while that of HOR is H2 dissolved in solution (e.g., by gas bubbling). 
In principle, any currently available HER electrocatalysts are applicable to gate-
tunable electrode structure as long as atomically thin smooth films for active electrodes can 
be prepared. Nevertheless, such film preparation is often challenging for 3D materials 
(MBE, mentioned in Section 3.2.1, is likely the only option). On the other hand, some of 
intrinsic 2D materials including graphene and MoS2 can be relatively easily obtained with 
well-established film growth and transfer techniques. In this regard, such intrinsic 2D 
materials offer a great advantage over 3D materials in device fabrication. Several transition 
metal dichalcogenides (TMDs) including MoS2 and WS2, and N-, P-codoped graphene.
219 
are 2D materials known to have HER activities. Among them, MoS2 has been most 
vigorously studied during the last decade, because it exhibits a nearly optimal hydrogen 
binding energy (Figure 7.1a). On the other hand, MoS2 has also attracted great attention as 
a 2D semiconductor for transistor devices due to its sizable bandgap (Eg=1.8 eV). 
Naturally, fundamental theories, electronic structures, materials properties, and 
experimental techniques for MoS2 are quite well established. All things considered, we 
propose HER on back-gated MoS2 electrodes as the first experimental system for follow-
up research. Essentially the same device structure (i.e., gate-tunable electrochemical flow 
cell) and experimental techniques described in Section 3.5 and 6.3 can be applied for MoS2-
based devices, though device fabrication procedure should be slightly modified due to the 
new components: the MoS2 film and the Na-β-Al2O3 back gate. 
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MoS2 as Candidate Electrode Material. DFT calculation predicts the monolayer 
1H-MoS2 as an active electrocatalyst for HER as its ∆𝐺H∗ is 0.08 eV, close to the optimal 
value 0 eV, for the Mo-terminated zigzag edges.221 Hydrogen atoms are bound to every 
second S atoms at the edge (i.e., 50% coverage) while the basal plane is catalytically 
inactive (∆𝐺H∗=1.92 eV). Jaramillo et al.
198 experimentally verified that the active sites for 
HER by establishing the direct correlation between the HER activities and the density of 
1H-MoS2 prepared on Au substrate; the linear dependence between exchange current 
density and the MoS2 edge length (rather than the MoS2 area coverage) confirms the active 
sites are at the edges, not on basal plane. As a strategy to increase the activity of the basal 
plane, phase engineering has been proposed; lithium intercalation into bulk 2H-MoS2 leads 
to chemical exfoliation accompanied by phase transformation into 1T-MoS2.
25,26,222,223 The 
resulting 1T-MoS2 exhibits metallic properties
224 and greatly improved HER activities with 
Tafel slope of ~40 mV/decade.225,226 While Lukowski et al.225 attributed the enhanced HER 
activity to the increase in number of active edge sites and the decrease in charge transfer 
resistance, Voiry et al.226 claims that the basal plane of 1T-MoS2 are catalytically active 
 
Figure 7.4. Different polymorphs or phases of single-layer and stacked single-layer 
transition metal dichalcogenides (TMDs): (A) 1H phase, (B) ideal (a × a) 1T phase, (C) 
distorted (2a × a) 1T phase, (D) 2H phase, and (E) 3R phase. [Adapted from ref. 220 
with permission; Copyright 2015 by the Royal Society of Chemistry] 
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while the edges are not. A recent DFT calculation227 proposes that the S atoms on basal 
plane of 1T-MoS2 are active H binding sites. It has been reported that phase transformation 
from 2H- to 1T-WS2 also greatly enhances HER activities.
228,229 
Doping transition metal atoms including Fe, Co and Ni into MoS2 can be another 
effective strategy to increase HER activity.230,231 A scanning tunneling microscopy (STM) 
study has revealed that the dopants are located predominantly at the S-terminated edges (S-
edges), modifying the hydrogen binding energy.232 DFT calculation shows that 
incorporation of Co dopants modifies ∆𝐺H∗ at S-edges from 0.18 eV (undoped MoS2) to 
0.10 eV, while ∆𝐺H∗ at Mo-edges (0.08 eV) is unaffected.
233 
An interesting prediction from DFT calculations is that H binding at the edge sites 
and the basal plane of 1H-MoS2 can be modified by substrate interaction.
234–236 The change 
in H binding is attributed to the van der Waals interaction with the substrate, and a strong 
interaction can result in several orders of magnitude difference in HER turnover frequency 
(TOF). The authors proposed the physisorption strength between MoS2 and the substrate 
should be approximately −0.30 eV for optimal HER activity.235 Since MoS2 on graphene 
is expected to have ∆𝐺H∗ of approximately −0.25 eV, it is expected to have ~2-3 orders 
lower exchange current of HER compared MoS2 prepared on the optimal substrate. As 
discussed in Chapter 4, graphene is transparent, though not completely, to the electric field 
from the back gate; the EDL beyond graphene can be altered by the back gate bias at a 
fixed electrode potential. Therefore, MoS2 on graphene is also expected to be gate-tunable, 
though the increased quantum capacitance would somewhat limit the extent of band 
alignment shift. In this regard, HER on a back-gated MoS2/graphene electrode would be 
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also an interesting experimental system to investigate in follow-up research. The devices 
could be prepared by transferring an epitaxial MoS2/graphene film
237,238 to the back gate. 
Since graphene has a superior electronic conductivity even at the Dirac point, we expect 
the in-plane polarization issue in the experiments can be effectively avoided in this system. 
Preliminary Results from Other Group. Recently, Wang et al.60 reported that 
HER activities on MoS2 nanosheets can be greatly enhanced by the field effect. The authors 
used mechanically exfoliated MoS2 films and employed essentially the same device 
structure to ours for CV analysis. They observed the overpotential at current density of 100 
mA cm-2, which was initially 240 mV at back gate bias of 0 V, is reduced to 38 mV at back 
gate bias of 5 V. Despite the inspiring results, we have found that the devices were not 
properly designed in that the MoS2 channel between the two metal contacts is not fully 
exposed to the solution, and this led the authors to a potentially wrong conclusion. With 
their device design, overall reaction rate can be limited by the resistance of the ‘unexposed’ 
channel area where carrier transport can be ‘tuned off’ by the back gate bias—note that 
MoS2 is an n-type semiconductor with a bandgap of 1.8 eV. The channel conductivity in 
their report, which only responds to the back gating but not to electrolyte gating, indicates 
that the reaction current is simply regulated by the ‘switch’ at the unexposed channel area. 
For the HER activity on MoS2 to be truly gate-tunable, the entire channel area should 
contact the electrolyte as illustrated in Section 3.2.2. While the previous report simply 
attributed the enhanced HER activity to the increased electronic conductance of MoS2, it 
still needs more investigations to figure out how the hydrogen binding energy and HER 
activity on MoS2 are influenced by the field effect. 
 141 
7.4. More Electrocatalytic Reactions Beyond HER and HOR 
Although HER/HOR on 2D electrocatalysts are proposed as model systems for 
initial investigation, application of the back-gated 2D electrode structure is not limited to 
HER and HOR. In this section, other electrocatalytic systems that can be potentially applied 
to our devices are briefly explored. 
Oxygen Reduction/Evolution Reactions. Although oxygen reduction reaction 
(ORR) and oxygen evolution reaction (OER) occur in similar ways to HER and HOR in 
that they are also essentially governed by surface binding energies of reaction species, their 
reaction mechanisms are much more complicated than HER and HOR. ORR generally 
involves either four-electron transfer, which is desirable pathway for fuel cells, or two-
electron transfer, which might be attractive for industrial H2O2 production, as shown in 
Table 7.2.  
The four-electron pathway can proceed via several different mechanisms. For example, in 
acidic solution, a direct four-electron pathway can be either dissociative or associative, 
depending on the oxygen dissociation barrier on the electrocatalyst surface:239 
 
 
Table 7.2. ORR reaction pathways in acidic and alkaline solutions. 
Electrolyte Reactions 
Acidic 
O2 + 4H
+ + 4𝑒 → H2O 
O2 + 2H
+ + 2𝑒 → H2O2 
H2O2 + 2H
+ + 2𝑒 → 2H2O 
  
Alkaline 
O2 + H2O + 4𝑒 → 4OH
− 
O2 + H2O + 2𝑒 → OOH
− +  OH− 
OOH− + H2O + 2𝑒 → 3OH
− 
 
 
 142 
Dissociative: O2 + 2 ∗ +4𝑒 → 2O
∗ 
2O∗ + 2H+ + 2𝑒 → 2OH∗ 
2OH∗ + 2H+ + 2𝑒 → 2H2O + 2 ∗ 
Associative: O2 + ∗  →  O2
∗
 
O2
∗ + H+ + 𝑒  →   OOH∗ 
OOH∗ + H+ + 𝑒 →  O∗ + H2O 
O∗ + H+ + 𝑒  →   OH∗ 
OH∗ + H+ + 𝑒 →  H2O +  ∗ 
In an indirect four-electron pathway, H2O2 is first generated via two-electron pathway, and 
then further reduced to water via another two-electron transfer (detailed reaction steps are 
not shown here). In contrast to HER, more than one surface species (i.e., O∗, OH∗, O2
∗
, 
OOH∗) can be involved in the overall reaction pathway. On close-packed metal surfaces, 
ORR activity and adsorption free energy of O∗ (∆𝐺O∗) shows ‘volcano’ type relationship 
as in HER (Figure 7.5a). It should be noted, however, that this simple relationship arises 
not because O∗ is the only important surface species, but because surface binding energies 
of the surface species are strongly correlated and cannot be easily decoupled, following 
scaling relations (Figure 7.5b).240,241 Since independent tuning of the surface binding 
energies is largely prohibited due to the scaling relations, even an electrocatalyst having an 
optimal  ∆𝐺O∗  in the volcano plot has a nonzero theoretical overpotential of 0.3 to 0.4 
V.63,240,241 
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Although currently available ORR catalysts are largely limited to precious metals 
(Pt and Pd) and their alloys (with Ni, Fe, Co, Cu, etc), non-precious metal compounds 
including (i) metal-N4 organometallic complexes (M-N4, M=Co, Fe) with or without 
carbon support; and (ii) metals coupled with nitrogen-containing carbon materials (M-Nx/C, 
M=Co, Fe, Ni, Mn) are also known to exhibit ORR activities.200 Graphene derivatives242,243 
(doped with heteroatoms, especially N-doped graphene) are also promising non-precious 
metal ORR electrocatalysts. Heteroatom doping of graphene can be achieved by various 
synthesis or modification methods including CVD, thermal annealing, plasma, 
photochemistry, arc-discharge, etc.243 In general, the enhanced ORR activities are 
attributed to electronegativity of the heteroatoms, which creates charged active sites 
favorable for oxygen adsorption while the rich π electrons in graphene are utilized for 
oxygen reduction.244 Despite its relatively low TOF compared to Pt-based catalysts, N-
doped graphene has been received great attention as ORR electrocatalyst because it is made  
 
Figure 7.5. (a) Volcano plot of ORR activity versus oxygen binding energy. (b) ORR 
activities plotted as a function of both the O* and the OH* binding energies. Note that a 
strongly linear correlation between the O* and the OH* binding energies is found in (b). 
[Reproduced with permission from ref. 203; Copyright 2004 by the American Chemical 
Society] 
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from abundant elements (C and N) and it has an excellent tolerance to CO poisoning which 
is a notorious drawback of Pt-based catalysts. While N-doped graphene has three main 
types of N sites (graphitic N, pyridinic N and pyrrolic N structures shown in Figure 7.6)246 
that can potentially generate the active sites, it is still controversial which N-sites produce 
the improved ORR activity.242 Recently, Song and coworkers reported that oxygen 
incorporated and P-doped MoS2 nanosheets are also active electrocatalysts for ORR.
247,248 
Given that heteroatom-doped graphene and MoS2 can be prepared as 2D film appropriate 
for device fabrication, investigating their ORR kinetics on back-gated structure would be 
another interesting topic for follow-up research. 
Most common OER electrocatalysts are transition metal oxides. While rutile-type 
RuO2 shows the highest OER activity among metal oxides, it suffers from weak stability 
under acidic condition; at a high potential (> 1.4 V), RuO2 at the surface is oxidized into 
dissolvable RuO4 and loses OER activity.
249,250 Accordingly, IrO2, which shows a slightly 
higher overpotential than RuO2 but is stable under operating potential up to ~2.0 V, has 
 
 
 
Figure 7.6. Nitrogen species commonly found in nitrogen-containing carbons. The 
energies indicate the peak positions in XPS spectra. [Adapted from ref. 245 with 
permission; Copyright 2006 by Elsevier Inc.] 
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been employed as an alternative OER electrode.200 Among non-precious metal oxides, Ni-, 
Co-, and Mn-based oxides have been widely studied for OER catalysts.200,239 The DFT 
study conducted by Man et al.66 shows the universal relationship between the adsorption 
energies of key intermediate species (*O and *OH) and the OER activities on various oxide 
surfaces, which excellently agrees with the experimental results (Figure 7.7). 
On the other hand, possibilities of 2D materials as OER catalysts have been actively 
explored these days. Layered double hydroxides (LDHs),251,252 which consist of positively 
charged layers and weakly bounded charge-balancing anions or solvation molecules and 
interlayer water molecules, is gaining popularity as promising alternatives of conventional 
OER catalysts for alkaline media. Song et al. reported Co-Mn LDH nanosheets exhibit ~9 
times higher TOF than IrO2 catalyst.
252 By exchanging the interlayer anions in a liquid 
phase, LDH can be exfoliated into nanosheets of single to several atomic layers.251 Zn-Co 
LDH grown on reduced graphene oxide (rGO) has also been reported.253 Some TMDs 
 
 
 
Figure 7.7. (a) Trends of ORR activity for (a) perovskites and (b) rutile, anatase, Co3O4, 
Mnx Oy oxides plotted against the standard free energy of the ∆𝐺O∗ − ∆𝐺HO∗ [Adapted 
from ref. 66 with permission; Copyright 2011 by Wiley-VCH.] 
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including ZrS3, Co3S4, and CoSe2 nanosheets showed good OER activities,
254–257 though 
they tend to be easily oxidized during operations.219 
Other Electrocatalytic Reactions on 2D Materials. Recently, anisotropic 
sysnthesis of ultrathin 2D metal nanosheets has been achieved,258–261 and their possibilities 
as electrocatalysts have been explored. Among them, Pd nanosheet (~10 atomic layers) 
exhibited ~2.5 times higher electrocatalytic activity for the oxidation of formic acid 
compared to commercial Pd black catalyst.259 Partially oxidized Co nanosheets (~4 atomic 
layers) were found to be an active electrocatalyst for CO2 reduction which produces 
formate (HCOO−) with 90% selectivity in aqueous solution at a lower overpotential than 
bulk metal or oxide electrodes.262 The edge sites of MoS2 have been found to serve a robust 
CO2 reduction catalyst outperforming noble metal electrode.
263 
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