In this paper we analyze the formation of stiipes of expression of the pair-rule gene eve. We identify detailed mechanisms which control the formation of stripes 2-5. Each stripe is formed as a result of generalized activation by bed and ubiquitous transcription factors combined with localized repression by gap genes. Each of the eight stripe borders of these four stripes is shown to be under the control of a particular gap gene expression domain. Protein synthesis from eve and its controlling gap genes begins at the same time, but localized eve expression is substantially delayed relative to localized expression of gap domains. We show that this delay results from a change in the spatial balance between activation and repression due to the intensification and refinement of gap domains during cleavage cycle 14. eve stripe formation is ordered in time; stripe 2 appears earlier than stripes 3-5. We show that this happens because the formation of stripe 2 is less dependent on gap domain refinement than is the case for stripes 3-5: Each of stripes 3-5 is controlled by a pair of overlapping gap domains, whereas stripe 2 is controlled by a disjoint pair of gap domains. Finally, we observe that eve stripes do not form unless Eve protein has an extremely small diffusivity, and argue that this low diffusivity is a result of the apical localization of pair-rule message. This implies that localization of pair-rule message is required for stripe formation. The essential tool used to obtain these results is the method of gene circuits, which is a new approach to the analysis of gene expression data. Its purpose is to provide a way to use this data to infer how concentrations of products of a given gene change with time and how these changes are influenced by the activating or repressing effects of the products of other genes. The gene circuit method is based on three main ideas, explained in the paper. First is the choice of protein concentrations as state variables for the description of gene regulation. Second is the summary of chemical reaction kinetics by coarse-grained rate equations for protein concentrations. Third is the use of least squares fits to gene expression data to measure phenomenological parameters occurring in the gene circuit.
Introduction
The segmented pattern of the insect Drosophila melanogaster is established during the blastodenn stage of embryogenesis.
At the time of blastoderm formation, the somatic tissues of the embryo form a syncytial ellipsoid of totipotent nuclei. By the the time these nuclei become fully enclosed in cellular membranes at the end of the blastoderm stage, the segmental structure of the animal has been stably determined up to a resolution of a half segment. Cell fates have become determined as finely as possible at this time, since this level of determination corresponds to a spatial resolution in the blastoderm of about one cell. This process is remarkable for its precision and speed: at 25"C, the entire blastoderm stage lasts less than two hours.
Work over the last decade has shown that segmental determination is a result of the action of a coordinated cascade of zygotic and maternal gene products (Akam, 1987; Ingham, 1988) . These gene products fall into four classes based on mutant phenotype, regulatory action and the degree of spatial resolution of expression domains. Maternal products present in broad gradients activate gap genes in overlapping patterns which are 0925-4773/95/%09.50 0 1995 Elsevier Science Ireland Ltd. All rights reserved SSDI 0925-4773(94)00310-J expressed in domains with spatial resolution on the order of 10 nuclei. Combinations of gap gene products, in concert with other pair-rule gene products and maternal factors, direct the expression of pair rule genes in striped patterns typically containing seven stripes, each of which is about four nuclei in width. The pair rule expression domains are themselves displaced from one another by as little as one nucleus. These overlapping stripes of pair rule expression in turn control the expression of segment polarity genes, such as engrailed, in stripes one nucleus wide which directly specify the segments.
further result which implicated knirps (kni) as the posterior delimiter of eve stripe 3 is not consistent with these observations, as eve stripe 3 remains intact in kniembryos (Frasch and Levine, 1987, S. Small, personal communication) .
The striped pair-rule expression patterns are the first direct manifestation of the periodic pattern of the segments. For this reason, understanding the mechanism of formation of pair-rule stripes is an essential step in understanding the segmentation process itself. In this paper, we analyze the mechanism of stripe formation by the pair-rule gene even-skipped (eve). eve is unique among pair-rule genes in that it shows no crossregulatory effects from other pair-rule genes until after gastrulation Levine, 1987, Carroll and Vavra, 1989) . Since eve stripes form during the blastoderm stage of development, this leads to the simplification that for eve the mechanism of stripe formation should be understandable on the basis of regulation by gap and maternal gene products alone.
In this paper, we analyze the eight borders that delimit eve stripes 2-5. Using the gene circuit method, we are able to show that control of each border results from repression of eve by a specific gap gene expression domain. In the case of stripe 2 and the anterior border of stripe 3, our results agree with those obtained by other methods. We find that the posterior border of stripe 3 is delimited by Kr, a result that is consistent with the observed disruption of stripe 3 in Kr -embryos.
The phenomenon of eve stripe formation presents two central questions: How do regulatory interactions control the size and location of each stripe? How do these interactions set the timing of stripe formation? In Section 3 of this paper we report substantial progress towards answering both of these questions. The essential tool used to obtain the results is the method of gene circuits. As explained here and elsewhere (Reinitz et al., 1994) , the gene circuit method is a new way to analyze gene expression data which allows one to use this data to infer how concentrations of products of a given gene change with time, and how these changes are influenced by the activating or repressing effects of other gene products.
Mechanisms unrelated to the regulation of gene expression have been implicated in the formation of pairrule stripes. eve, like other pair-rule genes, produces mRNA that is localized to the apical side of each blastoderm nucleus. It has been demonstrated that this localization results in markedly reduced diffusion of protein synthesized from apical message, but it has not yet been experimentally demonstrated that apical localization is required for stripe formation (Davis and IshHorowitz, 1991 ). An important result of this paper is that correct formation of eve stripes, in conjunction with correctly formed gap domains, requires that eve have extremely small diffusivity while the gap gene proteins, notably Kruppel, have comparatively large diffusivity. On this basis, we conclude that apical localization of pair-rule message is required for stripe formation because it ensures that only a small amount of Eve protein can diffuse to neighboring cells.
The passage from a state of uniform expression of Eve product to fully formed eve stripes is characterized by a complex series of intermediate patterns. Understanding the detailed gene circuitry responsible for these time dependent patterns raises a new class of questions about stripe formation. What is the mechanism by which eve stripe formation is coordinated in time with the formation of gap domains? Why do some eve stripes form before others? Previous studies of eve expression in gap mutants
The question of the temporal coordination of eve showed that specific groups of stripes are under the constripe formation with gap domain formation is trol of specific gap genes. However, the mechanism by prompted by the following observations. Transcripts or which a particular stripe was formed by regulatory input protein products of eve are first detectable at about from specific gap gene products remained obscure cleavage cycle 11, which is the time when zygotically . More recent work using Pproduced gap gene products are first found. Although element mediated transformation of embryos and transspatially localized gap gene domains are distinguishable fection assays in tissue culture cells has indicated that by cleavage cycles 12-13, and essentially established the anterior and posterior borders of eve stripe 2 are save for minor refinement by the beginning of cleavage under the control of the gap genes giant (gt) and Kruppel cycle 14, the distribution of Eve protein remains spatial-(Kr), respectively, while the anterior border of stripe 3 ly uniform until the middle of cleavage cycle 14. At this is under the control of hunchback (hb) (Goto et al., 1989;  time, the expression of eve undergoes a rapid transition, Stanojevic et al., 1991; Small et al., 1991; culminating in the formation of stripes. This is some-1992; Small et al., 1993) . These results are consistent what of a paradox, in that the regulatory actions of the with observations of eve expression in gap mutants. A gap genes on eve appear suspended until the middle of cycle 14. If gap genes control eve stripes, why don't eve stripes form slowly in step with the establishment and refinement of gap domains? The delay in the formation of eve stripes is not a consequence of the time taken to process gap gene signals through the transcription and translation apparatus, because the same delay is seen at the RNA level even though expression features at the level of transcripts precede those at the level of protein by lo-15 min (Macdonald et al., 1986; Harding et al., 1986) . We show in Section 3 that eve expression stays uniform while gap domains are established because of a precise balance of repression among gap domains. As gap gene expression domains refine and intensify during cleavage cycle 14, this balance is broken. The gain in intensity of gap domains provides the extra repression needed to create interstripes. As gap domains refine, nuclei on the margins of the domain lose gap gene product, which decreases the amount of repression in those nuclei, allowing a stripe to form. Stripes cannot form until the refinement process has proceeded to a critical level, which does not happen until the middle of cleavage cycle 14.
Although eve stripes form very rapidly, they do not appear simultaneously. eve, like the other pair-rule genes, exhibits a distinctive transient expression pattern. Stripe formation is ordered in time: Stripe 1 forms first, then stripe 2, next stripes 3 and 7, then 4 and, finally, stripes 5 and 6 . In this paper, we show that the early appearance of stripes 1 and 2 relative to the other stripes can be predicted from a knowledge of the relative locations of stripes and gap domains, together with the fact that stripes do not form until after the beginning of cleavage cycle 14. We show that the early appearance of stripe 2 relative to stripes 3-5 is a consequence of the placement of each stripe relative to the gap gene expression domains that control it. Although gap gene domains form a succession of overlaps along the A-P axis of the embryo, the pair of controlling gap domains for a given stripe may overlap or be disjoint. Thus, eve stripe 2 is controlled by a gt domain anteriorly and a disjoint Kr domain posteriorly, while eve stripe 5 is controlled by the posterior gt domain posteriorly and an overlapping kni domain anteriorly. Stripes that appear early are those controlled by disjoint domains, while late appearing stripes are controlled by overlapping domains.
The basic phenomena connected with the formation of eve stripes have been known for several years. Nevertheless, a detailed account of the regulatory actions controlling most of these phenomena has not previously appeared in the literature. It is worth thinking about why this is so. The conventional tools of modern molecular genetics were developed to answer questions about chemical structure (What is the sequence of this gene?) or analytical chemistry (During what developmental stages can the transcript of this gene be detected?). As is common in science, the extremely successful application of these tools has raised questions whose answers require new tools. The formation of eve stripes is the result of a process in which the concentrations of proteins in different blastoderm nuclei change with time. Thus, to ask how eve stripes form is really to ask about the rate at which gene products are synthesized in the presence of other gene products, and this question leads beyond structural and analytic chemistry towards chemical kinetics.
An analysis of the control and timing of stripe formation based on fully explicit chemical kinetics would be out of the question today, both because the input data necessary for such a study are lacking and because of the complexity of the system that is to be understood. A practical method for the analysis of gene regulation in stripe formation and similar developmental problems must therefore be based on an approximation to the exact biochemistry. The approximation underlying the gene circuit method used in our work is based on four main ideas. First is the choice of protein concentrations as state variables for the description of gene regulation. Second is the summary of chemical reaction kinetics by coarse-grained rate equations for protein concentrations. Third is the use of a gene circuit, which is a simple method to keep explicit track of the activation or repression of one gene by another. Fourth is the use of least squares fits to gene expression data to measure phenomenological parameters occurring in the gene circuit (as resistances occur in electrical circuits), so that the gene circuit is fully determined and usable as an analytic tool. These ideas, and their range of applicability, require very careful explanation. This explanation is given in Section 2, where we also show how the ideas are implemented to produce a concrete method for the study of gene regulation.
The detailed results are given in Section 3. The reader who is interested only in the biological conclusions can go directly to Section 4. The Appendix provides a technical description of the simulated annealing method, which is used to obtain circuit parameters from gene expression data.
The gene circuit method
We begin this section by explaining how the interpretation of gene expression data leads to the need for gene circuits (2.1). We next outline the specific reasoning on which the gene circuit method is based (2.2), describe how this method makes direct contact with experiment (2.3) and clarify some issues concerning the prior application of the gene circuit method to gap genes (2.4).
The need for gene circuits
The development and application over the past decade of experimental techniques such as single and double labeling using fluorescence tagged antibodies and in situ hybridization has produced abundant data on gene expression in model systems such as Drosophila. This data has been interpreted to provide convincing evidence for the existence of a network of regulatory interactions among genes which control important deveiopmental processes in the Drosophila embryo. For example, the study of expression patterns of segmentation genes in mutant embryos has provided much important information about regulatory circuits. Here it has been found that the expression of a given pair-rule gene is always altered in gap mutants Carroll and Scott 1986; Carroll et al., 1988) and is often altered in a mutant for another pair-rule gene (Carroll and Scott, 1986; Carroll et al., 1988) , while gap gene expression is altered only in embryos mutant for gap genes but not pair-rule genes (Tautz et al., 1987) . Thus gap genes regulate pairrule genes, while pair-rule genes regulate one another but do not regulate gap genes. Such work represents important progress in understanding gene circuitry. Nevertheless, many important questions about regulatory interactions remain unanswered. The questions about eve stripe formation with which this paper is concerned are examples. To answer these questions, one must fully exploit the information present in gene expression patterns. We believe this requires new methods of analysis based on gene circuit ideas.
The need for gene circuits can be illustrated by several arguments. We first note that the regulatory actions of genes are generally not observed directly. They must be inferred from in vivo experimental data and this often cannot be accomplished solely by visual inspection of expression patterns. This can be quite confusing in situations where gene products coarsely distributed in space act in concert to create more spatially refined expression of other genes. For example, it is easy to see that eve stripes 4-6 are under the control of kni: kni expression approximately overlaps with these stripes, and they are disrupted in kni mutants. But that does not explain how stripe 5, in particular, is generated. Nor does it explain why stripe 5 is also disrupted in mutants for Kr -Kr is not expressed between stripe 4 and a region posterior to stripe 7! More generally, assertions of the form 'gene a activates gene b' are usually based on the observation that expression for gene b is reduced in mutants for gene a. Of course gene a is usually acting as well on genes c, d, e etc, which in turn act back on gene b. Thus there is the critical question of separating direct from indirect actions of gene a. To do this requires a method of analysis which keeps explicit track of each individual gene's contribution to the expression of a given gene. This is the purpose of a gene circuit. Note that even if a direct mechanism of action, such as a segmentation gene product binding to a specific site, is established by biochemical methods in vitro, the role of this regulatory mechanism in embryogenesis must still be demonstrated in vivo using transgenic embryos. Thus the use of biochemical methods does not remove the necessity of considering how the intact regulatory circuitry acts in an embryo, and the need for gene circuits remains.
A second point is that many questions about gene regulation are essentially quantitative and so cannot be answered by qualitative inferences from data. An example of such a problem concerns the shifts in cell fate markers that occur when the Bicoid gradient is resealed by changing the number of copies of the gene. Analysis of the quantitative behavior of these shifts using the gene circuit method led to the insight that a second gradient was also involved (Reinitz et al., 1994) . Another example of such a question is how the same set of gap gene domains can establish eve and hairy stripes that are displaced from each other by as little as one nucleus.
The third point, developed in the Introduction, is that understanding the timing of regulatory actions of genes requires a method of analysis which takes account of the rate at which genes are synthesized.
We believe that these points establish the need for a gene circuit model. The form that this model takes must be determined by what is useful and what is feasible as a modeling approach in this scientific context.
Formulating the gene circuit method
The gene circuit method is formulated by successive approximations to the exact biology. The approximations made proceed from general assumptions which determine the overall approach to very specific approximations made in applying these ideas to the Drosophila blastoderm.
We intend to make these approximations plausible. When an approximation is made, we shall argue that it is in accord with some specific experimental evidence. Nevertheless, the specific form of the gene circuit model is not dictated by experiment. Scientific judgement is required in deciding both what to include and what to leave out. The important thing is that when something that turns out to be necessary has been left out, say, this will show up in comparing to experiment and the model can be corrected.
The fundamental hypothesis of our work is that gene regulation can be usefully studied with concentrations of gene products taken as fundamental state variables, and with gene interactions represented by their effect on the synthesis rate of gene products. We believe that gene expression patterns furnish the correct experimental data base in which to seek answers to many (not all) important questions about gene regulation.
This hypothesis reflects a coarse-grained approach to gene regulation, compared to one based directly on vability of state variables in the blastoderm provides an detailed biochemistry. This is a central point and the opportunity to analyze the dynamics of important reason for adopting this approach requires careful exdevelopmental processes at an unprecedented level of planation.
detail. We first explain why we have not attempted to base our method on a tine-grained, biochemical level of description. The short answer is that such a method would be too complicated to use in the context of development and that the experimental input data which would be needed is not available. For example, to use such a method, one would need extensive knowledge of the relationship between the binding state of a transcription complex and concentration history. However, the relationship of binding state to transcription rate cannot be assayed until there is a faithful in vitro assay for RNA polymerase II regulation using only purified factors.
The full set of state variables used to describe an embryo in the gene circuit method consists of the concentration of regulatory molecules and the number and type of biological entities which are present at a given time. The next idea is that it is possible to write a fairly simple set of equations which determine how these quantities change with time. This is done as follows.
A coarse-grained method is always incomplete relative to the total scientific picture. This is reflected in two important ways. One is that the coarse-grained description will contain parameters, not fixed by the model, which must be determined either by experiment or by a more fundamental theory. Second, the scope of the method is limited. Application of the method in new experimental regimes will generally require changes in the model and certain important questions will fall outside its scope.
The regulatory molecules represented in the current implementation of the gene circuit method are proteins synthesized by certain gap and pair rule genes. RNA is not included because there is no evidence, that we are aware of, for a direct role of RNA or small ligands in the regulation of zygotic segmentation genes, although the formation of maternal gradients involves the selective localization (bed, nanos) and translation (/Par) of RNA. This is the first of many assumptions we make which are system specific. Such an assumption is evidently not fundamental and could be relaxed if necessary.
Both of these features are present in the gene circuit method. The method does not determine the coefficients defining the coupling strength of genes in the regulatory circuit; these coefficients must be found by fits to expression data. The method would have to be extended if one were to describe the effect of promoter structure on expression patterns, or the influence of cell-cell interactions. Likewise, the method must be modified when it is applied at a time or to a region of the embryo where new genes become active.
The change in time of concentrations of proteins is governed by three basic processes: Direct regulation of protein synthesis from a given gene by the protein products of other genes (including auto-regulation as a special case); transport of molecules between cell nuclei; and decay of protein concentrations. Each of these processes must be represented in any method which has a chance of being correct and the equations we shall write down are the simplest set of equations which do this.
We emphasize that these features do not prevent a coarse-grained method from having both predictive power and explanatory value. Our previous work on gap genes and the work on eve reported in Section 3 of this paper are examples. Extremely useful analysis can be carried out at a coarse level of description even when a finer level of description is available.
State variables carry the information necessary to provide a complete description of a system at a given level of approximation. A consequence of our fundamental hypothesis is that the state variables defining a gene circuit are observable, since most genes active during blastoderm have been cloned and the expression patterns of cloned genes can be monitored with specific reagents such as antibodies.
The form of the term accounting for the direct regulation of protein synthesis is suggested by general experience with regulated enzymatic reactions. Such reactions are characterized by a maximum reaction rate and the property that they can vary from zero up to this maximum rate. We thus introduce a scale factor setting the maximum rate of synthesis for each gene, as well as a term which describes the regulatory effect of uniformly distributed transcription factors. We next introduce a 'regulation-expression function' which makes the synthesis rate of a given gene a monotonic, saturating function of the regulating gene products (Fig. 1) . This choice of regulation-expression function is the simplest way to interpolate between the state in which a gene is completely turned off and its state of maximum activity. It is an important, and necessary, aspect of our approach that its main results do not depend sensitively on the exact choice of this function.
The fact that the state variables used in formulating the gene circuit method are directly observable is of course of critical importance in bringing this model into contact with experiment. We believe that the obserWe next discuss the dependence of the regulationexpression function on protein concentrations. This dependence must allow for the regulatory effects of various genes on the concentration of a particular gene. We believe that the precise binding states of regulator . The total regulatory input ua to the promoter of gene a is shown on the x-axis. The elements of T"h and m' have dimensions of inverse concentration so that ua is dimensionless. The y-axis shows g(zP), a dimensionless quantity that describes the relative activation level of gene a. When g(u") = I, the gene is transcribed at the maximum possible rate. Note the rapid approach to saturation at values of U" above 2 and the rapid approach to zero for values of u" below -2.
proteins are not required for a description of the regulative state of a gene. Although the regulative state is in a general sense a result of ligand binding, these binding configurations are highly redundant and thus do not provide a useful way of specifying the regulative state of a gene. This, of course, is a restatement of our coarse-graining approximation and it leads to the important consequence that the direct regulatory action of one gene on another can be described simply in terms of its effect on concentrations. We further suppose that these interactions can be characterized by a single real number (for each pair of genes). In a specific problem, we will generally need to allow for an interaction between any pair of genes represented in the gene circuit, so that we must consider a collection of regulatory coefficients Fb. This collection of numbers is conveniently represented as a matrix, T. The matrix of regulatory coefftcients defines a gene circuit. It is thus the fundamental theoretical object in the gene circuit method. In the future it may be possible to relate the coefficients Tab to quantities having direct biochemical significance. We emphasize that at present these coefficients have the status of phenomenological parameters, which must be determined by experimental data. The way in which this is done is described in Section 2.3.
We observe that in assuming that gene interactions can be characterized by a single real number per pair of genes, we are excluding certain kinds of interactions which are consistent with the general idea that gene regulation can be modeled in terms of concentrations. For example, a more complicated approach would be required if gene a activated/repressed gene c, depending on whether the product of gene b was present/absent. This could actually happen. At the moment, we proceed assuming it does not, pending evidence to the contrary. Another possibility, that gene interactions depend on the space derivatives of concentrations, is excluded for a different reason. At the early stage of embryonic development which we model, it seems clear that cell nuclei must be represented as discrete objects. The spatial dependence of gene concentrations is therefore represented as a discrete variable, and a gradient is represented by a finite difference operator, determined by neighboring cell nuclei. The regulatory coefficients would thus not be a property of a single cell nucleus, contradicting a basic biological fact.
The gene circuit method also includes transport of gene products between cell nuclei and decay of gene products. Exchange of gene products is modeled as a classical diffusion process (with discretized space derivatives). This way of modeling molecular transport is not likely to be correct at a fine level of description, but it is our judgement that classical diffusion is suff~-ciently accurate for our present purposes. Decay of gene products is modeled as a simple exponential, with a rate constant that must be supplied from experiment.
To summarize the discussion so far, our model for the change in concentration of a gene product leads to an ordinary differential equation having the schematic form A differential equation of this kind holds during mterphase, while gene products are synthesized. It is also essential to represent mitosis in the model. We do not model the process of mitosis, which is itself quite complicated, in detail. Instead, we introduce a further coarse-graining assumption and model mitosis as an elementary event in which just three things occur: The synthesis of gene products is suspended; the number of cell nuclei is doubled; and the gene products present in a cell nucleus at the onset of mitosis are distributed among the progeny. At the mathematical level, this is accomplished by adjoining a rule to the differential equation which suspends the equation and re-initializes the state variables according to the schedule of mitosis. In general, it is possible to arrange for this rule to be triggered when the dynamics brings a given cell to a particular state (so that, for example, a specific gene product exceeds a concentration threshold). In applying the equation to the Drosophila blastoderm, however, we will take advantage of the simplifying fact that the timing of cell division is under maternal control to implement a pre-determined schedule of mitosis. In either case, the resulting mathematical framework is an example of a hybrid dynamical system, consisting of linked continuous and discrete time evolution. This scheme can also be understood, more generally, as a dynamical grammar in the sense of Lindenmayer (1968) and Mjolsness et al. (1991) .
The foregoing discussion has focussed specifically on the gene circuitry. In a typical embryo, many other processes are coupled to gene regulation. These include cell-cell interactions, hormonal regulation and morphogenetic movements. Elsewhere (Mjolsness et al., 1991) we have sketched out how the gene circuit approach can be enlarged to include such processes.
These additional complications can be avoided in applying the gene circuit method to the Drosophila blastoderm. During the blastoderm stage of development, the genetic regulatory network is effectively isolated from other developmental processes. This is a consequence of the specifics of Drosophila development. The mechanical milieu is set by substances provided by the mother so that, although a complex series of nuclear movements and divisions occur, they can be regarded as a prescribed arena in which gene regulation dynamics takes place. Prior to gastrulation, the zygotic genes required for segmentation regulate only one another; they do not directly affect morphological processes like cell movements, cell shape or cell division. This de-coupling between mechanical variables and the action of zygotic genes prior to gastrulation is demonstrated by the fact that the earliest visible alterations in embryonic morphology as a result of mutating a zygotic segmentation gene are seen in the gastrula or later (Lehmann and Nusslein-Volhard, 1987; Wieschaus et al., 1984; Petschek et al., 1987; Strecker et al., 1988; Merrill et al., 1988) . Mutations in early acting zygotic genes do alter the patterns of expression of other early acting zygotic genes in the blastoderm (Jtickle et al., 1986; Reinitz and Levine, 1990; Mohler et al., 1989; Pankratz et al., 1989; Kraut and Levine, 1991a; Kraut and Levine, 1991 b; Eldon and Pirrotta, 1991) , but these altered patterns of expression do not result in morphological changes until after the onset of gastrulation. Cell-cell interactions are not important because cells have not yet formed; any spatial interactions between cell nuclei can be treated by exchange of gene products. Lineage is known not to restrict cell fate until the blastoderm has cellularized (Simcox and Sang, 1983) . Thus the Drosophila blastoderm has many properties which simplify the analysis of its gene circuitry.
To make the ideas we have discussed fully explicit, we must make further approximations which are specific to the Drosophila blastoderm.
In applying the gene circuit method to study the role of gap genes in the formation of eve stripes, we analyze the blastoderm during cleavage cycles 11-14 and focus on the region of the blastoderm which generates the thoracic and anterior abdominal segments. Here, the four gap genes Kr, kni, gt and hb, all under the control of bed, and the pair-rule gene eve form an approximately isolated set of mutually regulating genes, during the interval of time under consideration.
This approximation is based on several facts. First, genes affecting the anterior-posterior (A-P) and dorsalventral (D-V) axes are uncoupled in the central part of the blastoderm, as is known from the fact that mutations in D-V genes do not affect the expression of A-P genes and vice versa. In the middle region of the embryo, the main gap genes active during cycles 1 l-14 are the four listed above, with genes such as tailless exerting an effect (in wild type embryos) only at the anterior and posterior ends of the region modeled.
Although cross-regulation and auto-regulation of pair-rule genes are critical for their correct function, we need not consider pair-rule regulation of eve here. Each pair-rule gene has a characteristic time at which altered expression becomes visible in pair-rule mutants; for eve, this time occurs after the onset of gastrulation . Moreover, the onset of crossregulatory effects on eve occurs later than for any other pair-rule gene (Carroll and Vavra. 1989) .
We further note that in the middle region of the embryo, the level of expression of gap and pair-rule genes is, approximately, a function only of position along the A-P axis. This implies that it is suflicient to consider a one-dimensional system consisting of a line of nuclei running along this axis.
Let the position of a cell nucleus along the A-P axis be indexed by i, such that nucleus i+l is immediately posterior to nucleus i. Each cell nucleus contains a copy of a regulatory circuit composed of N genes, and which is determined by an N x N matrix T. The concentration of the ath gene product in nucleus i is a function of time, denoted by vi"(t). In this notation, the schematic equation (1) can be written in the explicit form dv" I.
where N is the number of zygotic genes included in the circuit (= 5 in the present application). The first term on the right hand side of the equation describes gene regulation and protein synthesis, the second describes exchange of gene products between neighboring cell nuclei and the third represents the decay of gene products.
In (2), pb is the previously discussed matrix of genetic regulatory coefficients, whose elements characterize the regulatory effect of gene b on gene a. This matrix does not depend on i, a reflection of the fundament.al fact that the cell nuclei of a multicellular organism con-tain identical genetic material. The bed input is given by mavpd, where vpd is the concentration of Bicoid protein in nucleus i and ma is the regulatory coefficient of bed acting on zygotic gene a. g, is the regulationexpression function (Fig. l) , which we assume takes the form g&o) = (1/2)[(~/~) + 11 for all a, where u" = Cj=, Tab VP + mavPcd + ha. R, is the maximum rate of synthesis 'from gene a and h" summarizes the effect of general transcription factors on gene a. The diffusion parameter D"(n) depends on the number n of cell divisions that have taken place and varies inversely with the square of the distance between nuclei. We assume that the distance between adjacent nuclei is halved after a nuclear division. X, is the decay rate of the product of gene a.
hb""' protein concentration is incorporated into the circuit as an initial value (at cleavage cycle 11) for the concentration of hb product. This is a mathematical expression of the fact that the observed concentration of hb protein consists of both maternal and zygotic components. Initial values of the other, purely zygotic, gene products are taken to be zero at cleavage cycle 11.
In implementing the rule for cell division, we incorporate the facts that in the Drosophila blastoderm, mitosis lasts about four minutes and that gene products appear to be equally distributed between the two daughter nuclei.
How experimental data determines a gene circuit
Equation (2) forms the basis of the gene circuit method for analyzing time dependent gene expression data, The function of the method is two-fold: It takes gene expression data as input and produces a gene circuit, Yb, as output. Conversely, given Yb, the method can be used to achieve biological insight into the ways in which genes, acting collectively, form expression patterns in the blastoderm.
In this section, we will explain how gene expression data is used to determine the coefficients Tab. There are two basic ideas. The first is to formulate the problem of finding Pb as that of obtaining a least squares fit to gene expression data; the second is to solve this problem using the method of simulated annealing.
As applied to gene circuits, the least squares fitting procedure works as follows. The input data consists of information about the concentration of a number of proteins in a large number of cells, at a number of different times and possibly in several different genotypes as well. These data are fit with protein concentrations obtained as solutions to Equation (2). For fixed initial conditions, a solution of Equation (2) can be thought of as a function of the parameters pb, R, etc. The values of these parameters are varied so as to minimize the summed squared deviations of the computed protein concentrations from the experimentally observed concentrations.
This defines a least squares problem for gene circuits. The key to solving this problem is in the method used to systematically vary the parameters so as to achieve the desired minimization. We use a minimization algorithm known as 'simulated annealing' (Kirkpatrick et al., 1983 ). Although it is sometimes possible to solve minimization problems by fairly straightforward gradient descent methods (i.e., by going 'downhill'), such methods fail on this problem. The function we are trying to minimize is very 'bumpy', i.e., it has many local minima that will trap a local downhill search. Simulated annealing has the advantage that it can find the true global minimum in such circumstances, although this is accomplished at the price of intensive computation. (Each fit reported in Section 3 required about 1 week of CPU time on a SparQ workstation.)
Simulated annealing works as follows. Imagine that we have just calculated the protein concentrations by integrating Equation (2) (once for every genotype for which there is data) and used this solution to compute the summed squared deviations from the data. We call this quantity the 'cost function'. Next we change a parameter in Equation (2) and recalculate this cost function. If the new cost function has a smaller value than the old (we have gone 'downhill'), we keep the new value of the cost function. If the new value is larger (an 'uphill move'), we may or may not keep it: the decision is made according to chance. The bigger the uphill step, the smaller the probability that it will be accepted. More importantly, the chance of making an uphill move decreases slowly throughout the entire procedure, so that when the fit is over, the chance of an uphill move is zero. The ability to make uphill moves is why simulated annealing does not get trapped in local minima; the gradual reduction of the probability of an uphill move to zero is why it eventually finds the global minimum. Because simulated annealing is a random process, one must obtain the same results in multiple annealing runs in order to gain confidence that the global minimum has been found. A more detailed description of how simulated annealing is applied to the genetic circuitry problem is given in the Appendix.
Comments on the use of the data
It is clear that the quality of the conclusions that come out of the gene circuit method depend critically on the quality of the data that goes in. In this section we discuss that data, together with its limitations. We consider what types of information can and cannot be reliably extracted from the data with the methods we are currently using.
The data used in this paper were obtained by visual inspection of photomicrographs of embryos simultaneously stained with two fluorescently tagged antibodies. Estimates of the staining intensity were made visually and given numerical intensities ranging from oriented embryo in (a) has been stained with FITC tagged antibody to hb (green) and rhodamine tagged anti-klr (red) , Stanojevic et al.. 1989 . Kraut and Levine, 1991a . while the laterally oriented embryo in (b) has been stained for hb (red) and eve (green) (M. Levine. unpublished data). In (a) and (b), the white scale bar on the lower right corresponds to 10 microns. These two photomicrographs and about 30 additional ones comprised our raw data. Eve levels are shown on the bottom half and gap domains on the top. The cyan band between the Kr and hb domains is a visual artifact resulting from the mixture of Kruppel and Hunchback: the two cyan bands at the edge are gf domains. zero to ten. These photomicrographs were made for every pairwise combination of gene product and then grouped by developmental stage. The level of temporal resolution permitted a clear division into early middle and late cleavage cycle 14; earlier times were grouped by cleavage cycle. A full dataset was bootstrapped by aligning common expression domains. Because the critical spatial information for each expression domain is its position relative to every other expression domain considered, we obtained critical overlap data ourselves as part of an earlier study (Reinitz et al., 1994) . This procedure is illustrated in Fig. 2 .
Datasets obtained in this way have high quality information about the overlap of domains. They have poor quality information about the absolute levels of gene product concentrations. All of the data contain an unknown scale factor relating the observed staining intensity to the actual concentration. This means that certain types of information about the circuitry can be extracted from the data reliably, while others cannot, as we now explain.
Any information about gene expression that is not critically dependent on the absolute scale of concentrations can be extracted using the gene circuit method. This includes information about the specification of positional information by gradients (Reinitz et al., 1994) , as well as the qualitative circuitry features discussed in Section 3. It is important to bear in mind that most important facts about development are fundamentally qualitative in nature. With current data, we are essentially inputing qualitative data and drawing qualitative conclusions. The fact that the intermediate workings of the method are carried out in quantitative terms should not obscure this fact. The key objective is to find features of the answer that are insensitive to this scaling uncertainty: we briefly indicate how this is done below and return to the topic in Section 3.
The uncertainty in scale factor for the concentration vQ of a gene product a has the following effect. If vu is multiplied by a scale factor 0, the equations remain the same if R", D", X" and the column of the T matrix Pb are multiplied by l/P. That is, an uncertainty of scale in v leads to an uncertainty of scale of those parameters attached to that v. Thus, it is significant if a parameter turns out to zero or nearly so; similarly, for parameters like Yb that can take on positive or negative values, the sign is significant.
We emphasize that it is false to think that the construction of a quantitative model is an all-or-nothing process in which all data must be perfectly quantified before any scientific conclusions can be drawn. It is a fact that nearly all currently available information about gene regulation in the blastoderm is derived from visual inspection of photographs of embryos. We are carrying this mode of analysis further by mapping the expression domains as carefully as possible and systematically analyzing this data with the gene circuit method. This analysis will be further improved by the acquisition of quantitative data using CCD cameras or confocal microscopes. But even with current data, the gene circuit analysis of blastoderm circuitry is a major advance compared to what can be achieved by visual inspection of patterns.
The formation of eve stripes
In this Section, we present a detailed analysis of the formation of eve stripes 2-5. We restrict our attention to a region of the blastoderm which extends from the middle of eve stripe 1 to the middle of the interstripe between stripes 5 and 6. This is approximately the region where the four gap genes we consider constitute a full set of gap-type regulators. Extension of the analysis to the remaining stripes would require the inclusion of additional gap genes such as tailless (tlf) and hucklbien (hkb).
The regulatory circuit
The data used for the gap expression domains specifies the concentrations of gap gene products in early, middle and late cleavage cycle 14. This data, together with data specifying maternal gradients of bed and hb, is extracted from a dataset given elsewhere (Reinitz et al., 1994) . Here we use the central 32 nuclei (i.e. nucleus 17 to nucleus 48) of that dataset. The late cleavage cycle 14 gap gene expression data used in this study are shown in Fig. 2 . Published observations were used to generate eve data for early and late cycle 13 as well as early cycle 14 (See Fig.  3 ). At each of these times the eve data is spatially uniform in the region considered. We also included eve data from late cycle 14 (Stanojevic et al., 1989, M. Levine, unpublished data) , at which time the stripes have clearly formed (Figs. 2 and 3) . Because we did not use eve data for mid cycle 14, we included eve data for two different times during cycle 13. This ensured that the same total number of data points was available for each gene, so that the tit was not biased in favor of any particular gene's expression pattern.
An important remark is in order about this dataset. We have input no information which directly specifies the transient pattern of eve expression. The eve data essentially tells the model that eve expression should be spatially uniform through the beginning of cycle 14 and fully striped by the end of cycle 14. It says nothing about the route taken from uniform expression to stripes.
Our dataset also includes expression data for eve-for the same times at which we have wild type data. Although, in general, the mutant expression patterns would be quite different, they are the same in this particular case. This is because gap expression is unaltered in eve mutants and eve expression is unaltered in eve- No middle cleavage cycle 14 data was used. A-P Position (nucleus number)
A-+---+ P (e) show the eve data from early and late cycle I4 that was used for the lit; no data for middle cycle 14 was used. The axes for the graphs are as described for Fig. 2e . Each small diamond indicates the eve concentration in a single nucleus. The left hand column shows the behavior of the circuit and the right hand column shows the eve expression data used for the lit. Additional spatially uniform eve expression data for early and late cleavage cycle 13 are not shown. The eve expression level at early cycle I3 was set to 4.0 and at late cycle 13, to 4.5. Time is measured from the completion of the tenth nuclear division. As measured from this marker, 'early cycle 13' occurs at 30.66 min, 'late cycle 13' at 48 min. 'early cycle 14' at 57.33 min. 'middle cycle 14' at 73.66 min and 'late cycle 14' (the onset of gastrulation) at 89.66 min (Foe and Alberts, 1983) . Time increases downward, as indicated. until after gastrulation. We incorporate this information into the method as follows. For each evaluation of the cost function, the equations are integrated and compared with data twice; first to the wild type data and then to the mutant data. When integrating the equation for the purpose of comparing with mutant data, the Tmatrix elements that describe the regulatory effect of eve on all the other genes are set to zero. This describes a mutant which is functionally null but nevertheless synthesizes inactive protein. This procedure incorporates the fact that gap gene expression patterns are unchanged in mutants for eve.
Application of the simulated annealing procedure described in Section 2.3 determined a set of parameters for Equation (2) that gave the closest possible fit to the data. Several simulated annealing runs gave scores which agreed to within 1% and nearly identical values for the parameters, so that the results are reproducible and can be reliably taken to represent the global minimum.
Solving the equation using these parameters gave the results shown in Fig. 3 . This figure shows the eve expression patterns at early, middle and late cycle 14, as well as the experimental data used. Fig. 4 provides a representation of the results in Fig. 3 as they would appear in a stained embryo, together with photomicrographs of actual stained embryos for comparison.
We call attention to the principal features of the solution. Five distinct eve stripes are formed by the end of cycle 14. They are in the proper location and have the correct width, although there is a small amount of residual expression in some of the interstripes. The peaks are of the same height, as is the case in the dataset, although they are a little too low. Because of uncertainties in the absolute scale of intensities, discussed in Section 2.4., deviations from the data that amount to a uniform scale factor are not significant.
The time dependence of the eve expression pattern is also given correctly (Figs. 3 and 4) . As seen in these figures, eve expression is essentially uniform through early cycle 14. A phased process of stripe formation is initiated in middle cycle 14, beginning with the formation of stripes 1 and 2, followed by the formation of stripes 3-5. Stripe formation is completed by the end of cycle 14.
It is to be emphasized that key features of the pattern predicted by the gene circuit for mid cycle 14 are in substantial agreement with the observations here ( Fig. 4 ; Reinitz and Sharp, unpublished observations) and elsewhere . These observations show that as uniform expression breaks up into stripes in mid cycle 14, stripes 1 and 2 appear first, followed quickly by stripes 3 and 7. This gives four stripes and a broad belt of expression containing the presumptive stripes 4-6. Stripe 4 resolves next, followed by the splitting of stripes 5 and 6. In the circuit, stripes 1 and 2 appear tirst, followed by the synchronous appearance of stripes 3-5. The early appearance of stripes 1 and 2 is an important feature of the transition pattern that is correctly predicted by the gene circuit, although no direct information about this pattern was included as part of the input data. This is a striking fact, which raises the question of how the gene circuit gets this right. We show that this can be understood by looking in more detail at this gene circuit.
The T-matrix which determines this circuit has five notable features (See Table 1 (1) and (2) is that a few of the T-matrix elements are zero. We can infer from this a picture in which there is generalized activation of expression domains by bed and general transcription factors. This activation is modulated by local repression to form stripes.
To understand how this happens, one must look in detail at the spatial variation of gap gene expression and its regulatory effect on eve. It is in the analysis of this question that the gene circuit method shows its real power. Each gene active in the region is explicitly represented and we can isolate its individual effect on the expression pattern of eve. The effect of spatially varying regulation of gene a on eve is given by F ye-ave (or by mevey!cd in the case of bed). In particular, at eich spatial lodation i, the various contributions are summed. In analyzing stripe formation, we need consider only the genes that are expressed in the region where the stripe is formed.
The formation of stripes
We first consider the repressive effects of pairs of gap genes on eve expression. The four panels in Fig. 5 show the results obtained using the gene circuit method for the expression of eve, together with the expression patterns of four different pairs of gap genes at late cleavage cycle 14. The existence of a minimum of pairwise repression coinciding with stripes 2 ( Fig. 5a ; repression by Kr and gt) and 5 ( Fig. 5d ; repression by gt and kni) suggests that pairwise repression is sufficient to form a stripe. For stripes 3 ( Fig. 5b ; repression by hb and Kr) and 4 ( Fig. 5c ; repression by Kr and kni), the situation is more ambiguous: A clear feature in the pairwise repression curve corresponds to the peak of each stripe but, in this case, the feature is a shoulder in the curve, rather than a minimum. Because each side of these minima or shoulders of repression are formed by a different gap domain, it is reasonable to suppose that each stripe border is under the control of a particular gap domain. Fig. 5 thus suggests several interesting hypotheses about the role of repression by pairs of gap genes in stripe formation. We turn to more detailed analyses which sharpen and confirm these general observations.
The main thing that this analysis must do is separate out the gene contributions that actually make a given stripe. We will carry out this analysis for each stripe, beginning with stripe 5. The four panels in IL -"py , , 
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Figure 7 correspond to early cycle 13 and early, middle and late cycle 14. Each panel shows four curves: bed activation, mevevjbcd; the net repression of eve by gt and kni, Teve-g'v.g' + Teve--knivikni; the sum of the foregoing contributions and the total input to eve, u"" (see Equation (2)). These curves carry the information which allows us to determine whether regulation by a given pair of gap genes is in fact sufficient to form a particular stripe. To do this we need to have the curve for the combined repression of the two gap genes under consideration. Since the only activating gene product is bed, we must also have the curve of bed activation. To determine the balance between activation and repression, we must also have the sum of these two curves. Finally, we display zP to demonstrate that the combined effects of bed and the gap genes accounts accurately for the total input to eve. The behavior of U' allows us to track the formation of stripes. Now we can understand how the two gap genes gt and kni control the formation of stripe 5. The joint repressive effect of these two genes combines with the bed gradient to produce a local maximum of eve activation at the location of the peak of stripe 5, surrounded by local minima of eve activation corresponding to the two interstripes. These maxima and minima are amplified by the regulation-expression function g(u) to produce eve stripe 5. In particular, kni sets the anterior border of stripe 5 and gt sets its posterior border. Thus the virtually exact coincidence of the net contribution of bed, gt and kni with the total eve input in the stripe 5 region clearly accounts for the formation of this stripe. The patterns of maxima and minima of eve activation first becomes apparent at the beginning of cycle 14 and strengthens thereafter. This is a consequence of the increase in peak gap gene expression during cycle 14, shown in Fig. 7 . The increase in peak levels increases repression in the interstripes, which forms a gap in repression leading to the formation of a stripe. Thus the rate of growth of gap domains combined with the exact values of connection strengths control the timing of stripe formation. Although gt and kni domains are present in cycle 13 and early cycle 14, their combined effect is spatially uniform (compare Fig. 7a and 7b to Fig. 6a  and 6b) .
We next discuss the formation of stripes 4 and 3. Referring to Fig. Sa-d , we draw attention to the time development of the combined repression of Kr and kni (magenta curve). The shoulder appearing in Fig. 5 also appears here, as early as middle cycle 14. In cycle 13 and early cycle 14, this feature is absent. The appearance of the shoulder correlates well with the appearance of three peaks of activation of P' in middle cycle 14 that are the first indicators of stripes 3-5. The coincidence of the green curve summing the effects of bed, Kr and kni with P' (blue) throughout the region where stripe 4 and its surrounding interstripes will form indicates that these three genes are solely responsible for the formation of stripe 4. It is thus evident from the figure that the posterior margin of stripe 4 forms as a consequence of kni repression together with the small differences in Bicoid level across the stripe. The anterior margin of stripe 4 is delimited by Kr. The formation of the shoulder in repression, and thus the stripe, is a result not only of the growth of Kr and kni repression to make interstripes but also of the spatial refinement of these domains (Fig. 7) . Gap protein concentration declines in a few nuclei at the edge of the domains during the refinement process, which lowers repression and contributes Fig. 5 . Placement of eve stripes relative to pairs of repressing gap domains as given by the gene circuit. The x-axis of each graph shows anteriorposterior position as described for Fig. 3e . Positive values along the y-axis represent relative concentrations as in Fig. 3e ., while the negative values indicate the net repressive effects of the pair of gap genes shown, (a) shows the placement of eve stripe 2 (labeled) relative to gf (cyan) and Kr (green) expression domains. The magenta curve shows T+ "I -KrvKr + Pye -s'rs'. the combined repressive effect of gf and Kr on eve. The arrow indicates a gap in repression corresponding to stripe 2. (b) shows the placement of eye stripe 3 (labeled) relative to domains of hb (blue) and Kr (green) expression. The magenta curve shows pve -Kr~K' + F" -hbvhb, the combined repressive effect of Kr and hb on eve. The arrow indicates a shoulder in repression corresponding to stripe 3. (c) shows the placement of eve stripe 4 (labeled) relative to domains of kni (red) and Kr (green) expression, The magenta curve shows Teve -Kr~K' + 7p"' -kni~kn', the combined repressive effect of kni and Kr on eve. The arrow indicates a shoulder in repression corresponding to stripe 4. (d) shows the placement of eve stripe 5 (labeled) relative to domains of gr (cyan) and kni (red) expression. The magenta curve shows Te "e -kn'vknr + Te"' -a'@. the combined repressive effect of g! and kni on eye. The arrow indicates a gap in repression corresponding to stripe 5. Fig. 6 . Regulatory input to eve stripe 5. The x-axis of each graph shows anterior-posterior position as described for Fig. 3e . In (a). the axis extends from 0 to I5 since it represents cleavage cycle I3 data in which half as many nuclei are present compared to cleavage cycle 14. The y-axis shows regulatory input to (dimensionless units). The panels display the same quantities at each of four times. The red line represents ~I".~v*". the magenta line ~"c -knIyk"I f UP" -glyph, the green line ~"'e -kn,yknI + T~'C -slyer + m'YCyhr.d and the blue line. up"@. Where the blue line overlaps the green line kni, gf, and bed provide all input to eye, leaving eye under the effective control of kni and gl. The region of this overlap is marked 'kniigt control' in (d). The prepattern of the five stripes in u '"' is visible by middle cleavage cycle 14 and the stripes are labeled in (c). 
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A -P Fig. 8 . Regulatory input to eve stripes 2-4. The axes are the same as in Fig. 6 . Each row displays a given time. In each panel, the red line represents mpvevbc', and the blue line P'. In (a)-(d), the magenta line shows Tp"' -knivkni + P"' -Kr~Kr and the green line shows PYe -knivkn' + Pve -KrvKr + mevevbcd. In (e)-(h), the magenta line shows Te" -hbvhb + TeYe -K'~Kr, and the green line shows Te" -hbvhb + Teve -KrvKr + mevevbcd. In (i)-(l), the magenta line shows Tp"' -*'v@ + T" -K'vKr and the green line Te" -g'vg' + P"' -KrvKr + mevevbcd. The prepattem of the five stripes in P is visible by middle cleavage cycle I4 and the stripes are labeled in (c), (g) and (k). For further information, see the text.
to the formation of the stripe. Similar arguments acWe now turn to stripe 2. Fig. 8i-1 shows the combined count for the formation of stripe 3 (See Fig. 8e-h ). In repressive effects of Kr and gt on eve, bed activation of this case, the gap genes Kr and hb combine with bed to eve, the sum of bed activation with repression from Kr form the pattern of repression and activation leading to and gt, and the total activation UT of eve. Here the stripe formation. Fig. 8h also shows that the anterior green curve does not coincide with the blue UT over border of stripe 3 is set by hb and its posterior border the region where stripe 2 will form, since hb expression is set by Kr.
is constant in space in that region. Rather, the green Table 2 The additional parameters of Equation (2) curve is displaced by a constant value from upYe from the anterior margin of the region under consideration back to the middle of the interstripe separating stripes 2 and 3. Since the contribution of hb is constant throughout that region, it cannot have an essential role in the formation of stripe 2 and its associated interstripes. In contrast with stripes 3-5, which are controlled by pairs of gap genes having overlapping domains, stripe 2 is under the control of Kr and gt which have cleanly separated domains. In this case, gt sets the anterior border and Kr sets the posterior border. Note that the minimum of repression and corresponding peak of ueve that will eventually lead to the formation of stripe 2'is detectable at early cycle 14. This is because disjoint domains of gap gene expression form a minimum of repression without the need for refinement. We emphasize that the early forming stripe 2 is controlled by gap genes with non-overlapping expression patterns, while the later appearing stripes 3-5 are controlled by pairs of genes having overlapping domains. These stripes cannot form until the expression domains have refined their spatial structure; it is this fact which accounts for the delay in formation of stripes 3-5 as compared to stripe 2.
We do not analyze stripe I because our data pertains only to the posterior side of this stripe and there is no reason to think that we have represented all the genes that control the formation of stripe 1. Table 2 shows that eve product has very low diffusivity. This feature of the fits occurs whenever each gene product is allowed to have its own diffusivity. We have also fit to data in such a way as to constrain all proteins to have the same diffusivity. In this case, the fits exhibit one of two eve pathologies. In one class, one or more interstripes are missing -that is, eve stripes are fused. In another class, eve stripes are formed correctly, but the Kr domain is incorrectly formed, in that it appears as a rectangular rather than a bell-shaped expression domain. When eve stripes do form, the transient pattern is as shown above. These results indicate that Kr and eve, at least, have quite different diffusivities in the embryo.
Sensitivity studies
We have carried out many studies to explore the sensitivity of our conclusions to variation in the details of the simulated annealing procedure used to obtain the fits. The following features of the analysis are insensitive to these details. (1) The sign and relative magnitudes of Pb and associated circuit parameters. (2) The observation that the circuit gives the correct transient pattern without that pattern being used in the input data. (3) The conclusions reached about the role of pairs of gap genes in forming stripes. (4) The fact that the overall timing of stripe formation depends on the increase in gap gene expression levels over cycle 14, together with their refinement. (5) The fact that the relative timing of the appearance of stripe 2 compared with that of 3-S is a consequence of the fact that stripes 3-5 are controlled by two overlapping gap domains while stripe 2 is controlled by a pair of disjoint domains.
Limits on the search space must be imposed in order for the simulated annealing procedure to be feasible. These limits were imposed in different ways on different parameters. It turned out to be unnecessary to impose limits on the search space for D. The search space for R and X was controlled by setting minimum and maximum values for these parameters. The search space for Pb, ha and ma, the parameters entering u', was controlled by limiting the maximum value of g(u"). Use of different search spaces for R and A, with data and other annealing conditions unchanged, did not lead to any significant changes in the results discussed above. However, the effect of bed on the formation of stripes 3-5 showed a dependence on the maximum allowed value of g(P). This dependence was as follows. As the maximum value of g(u") was varied from 0.999 to 0.99999, the size of meVe increased. This increase in meve correlated with the involvement of bed in setting posterior margins of stripes at more and more posterior positions. When the maximum value of g(u") was set to 0.999, bed helped set the posterior boundary of stripe 3 but not stripe 4. When the maximum value was set to 0.9999 (in the results discussed above), there was bed involvement in stripe 4. Further increase in the maximum value of g(P) to 0.99999 showed even more bed involvement; these runs were not characterized further because the search space was so large the annealer was no longer effective. The effect of bed on stripe 2 did not show this sensitivity. For these reasons, our results on the involvement of bed in setting the posterior margins of stripes 3 and 4 should be regarded with some reservation. Further details are given in the Appendix.
Fits performed using only wild type data gave the same transient pattern of eve expression described above and had qualitatively similar circuit elements for gap auto-regulation, cross regulation and regulation of eve by gap genes. However, these fits gave incorrect results in the sense that eve itself had a prominent role in the formation of gap domains, which were profoundly altered in eve-. Moreover, there was considerably more variation in the T matrix than was the case for the results presented in the Tables. These points notwithstanding, the same features which appeared in the timing analysis above were present.
Fits were also done with eve-data that had Eve protein levels set to zero, i.e. a deficiency for eve. These gave incorrect results in that they contained a substantial auto-regulatory term and stripes were completely disrupted in eve-, although gap gene expression was normal. Although eve auto-regulation is very important after gastrulation, no decrease of Eve protein levels in eve-relative to wild type is seen before gastrulation, the time for which our data applies. With this exception, these results were identical to those described above.
To summarize, whenever the gene circuit forms five eve stripes and correct gap domains, it gives the same transient pattern, has the same controlling gap domains for each stripe and gives very low diffusivity for Eve protein. This is an inescapable consequence of three things: Spatially uniform expression of eve at the beginning of cycle 14; fully formed eve stripes at the end of cycle 14; and the relative location of eve stripes and gap domains.
Discussion
Our results bear on several topics of broad interest. In this section, we compare our conclusions to those based on studies of eve and other pair-rule genes using more conventional methods. This comparison shows that a variety of methods lead to a common picture of the basic regulatory actions required for stripe formation. We draw implications of our findings on the low diffusivity of Eve protein for understanding the apical localization of pair-rule message. We also relate our results to previous theoretical work on pattern formation in Drosophila.
General activation-local inhibition circuits
A substantial body of work suggests that the striped pattern of eve forms by generalized activation combined with local repression.
The first analyses of eve regulation by gap genes were performed by monitoring eve expression in gap mutants . There were two difficulties in interpreting these experiments. Since a gap gene expression domain is larger than a single stripe, abolishing that gap domain will affect multiple stripes. This complicates the assignment of a particular regulatory action from a given gap domain to a single stripe. Also, gap genes cross regulate (Jackie et al., 1986; Reinitz and Levine, 1990) so that, in effect, multiple gap domains are sometimes altered in mutants for a single gap gene. Nevertheless, these experiments provide a useful guide to which stripes are not regulated by a given gap gene. Thus, in stripes 2-5, these results indicate that hb does not regulate stripe 5, kni does not regulate stripes 2 and 3 and gt does not regulate stripes 3 and 4. Our conclusions are consistent with all of these facts, which were in no way incorporated into the gene circuit beforehand.
One way to circumvent the complexity of interpreting gene expression data from mutants is to perturb the system by pharmacological means, a-amanitin can be used to halt RNA polymerase II dependent transcription, affording a means to estimate RNA lifetimes. Similarly, cycloheximide injections will halt translation. These techniques can indicate which aspects of the evolution of an expression pattern are dependent on the synthesis of new proteins. Studies of this kind were performed onftz (Edgar et al., 1986 ) and subsequent studies with cycloheximide only were performed on eve, h and run (Edgar et al., 1989) . Forftz, turnover of RNA was very rapid with a half-life of 7-15 min, in good agreement with the 6 minute value for the half-life of Eve protein obtained here. Cycloheximide injections up to the middle of cycle 14 caused eve transcripts to accumulate in interstripes, indicating that stripe formation is dependent on the synthesis of repressors at least through that time. The results reported here are consistent with this picture and extend it by identifying the repressing factors with specific gap genes.
Another approach to untangling circuitry is to use a promoter-reporter construct. This approach has two essential features. First, since the reporter gene typically codes for a bacterial enzyme (usually P-galactosidase) that does not regulate other genes, the promoter does not feed back into the regulation network as it would for an intact gene synthesizing regulatory product. Second, small fragments of the promoter can be assayed for regulatory action and these sometimes have expression patterns that are readily interpretable. The eve promoter has been extensively studied using this methodology. Early work demonstrated that the late autoregulation (Harding et al., 1989) and pair-rule cross-regulation (Goto et al., 1989 ) of eve was controlled by a different region of the promoter than that which controls the establishment of stripes 2, 3 and 7. This work showed that stripes 2 and 3 were controlled by small discrete regions of the promoter, while stripe 7 was under the control of a large region that contained the discrete elements responsible for establishing stripes 2 and 3.
A particularly thorough set of investigations of this kind has established that stripe 2 is formed as a result of general activation by bed, followed by repressive refinement by gt on the anterior edge and 1yr on the posterior edge (Goto et al., 1989; Stanojevic et al., 1991; Small et al., 1991; Small et al., 1992) . This result was established using three types of construct. The proximal 1.7 kb of the eve promoter together with its native TATA region direct expression that is coextensive with the native stripe 2 in late cleavage cycle 14. This stripe extends posteriorly in Kr-mutants and anteriorly in gt-. Removal of an internal segment of about 480 bp in length abolishes stripe 2 expression (Goto et al., 1989) , and an almost identical segment fused to the eve TATA element will direct a faithful stripe 2 by the onset of gastrulation (Small et al., 1992) ; this segment is referred to as the stripe 2 MSE (Minimal Stripe Element). The expression of the stripe 2 MSE differs from the proximal 1.7-kb construct only in that early expression is always posteriorly delimited at the eventual posterior limit of stripe 2, while the proximal 1.7 kb of promoter directs considerably more posterior expression, which is then restricted to form the stripe.
Within the stripe 2 MSE are binding sites for bed, hb, Kr and gt proteins, with most sites located in clusters on either end of the element. Transcription of a construct containing the two clusters fused to the Drosophila hsp70 TATA region and the E, coli CAT gene and transfected into Schneider cells with suitable effector plasmids was repressed by Kruppel and Giant proteins, activated by Bicoid, and activated by Hunchback only in the presence of Bicoid protein (Small et al., 1991) . These regulatory actions were shown to be dependent on DNA binding. Furthermore, site-directed mutagenesis of all of the bed and gt binding sites gave essentially the same expression pattern seen in bed-and gt-embryos, respectively (Small et al., 1992) . These results on gene fragments are consistent with studies of the intact gene, in which stripe 2 was altered for mutants in gt, Kr and hb, but not km' or tll .
We cite these results in detail because they constitute a very important biochemical control on our circuitry results for stripe 2 (Fig. 9) . The single substantive discrepancy between the results reported here and those discussed above concerns the role of hb, for which those authors observed a weak activating role. We note that both the biochemical and the gene circuit methods indicate that hb plays an auxiliary role in forming stripe 2: Biochemically, one out of 12 sites in the stripe 2 MSE bind Hunchback; moreover, in Schnieder cells, Hunchback can only activate MSE 2 sequences in the presence of Bicoid, while the converse is not true. Using the gene circuit method, we find that Hunchback balances the Bicoid activation over the presumptive stripe 2 so that it will form at the proper time. In both cases, the hb input is not significant without bed.
The biochemical analysis of the stripe 2 element is particularly significant because it assigns specific physiological roles to binding sites. The gene circuit method as formulated here cannot do that, because as yet it contains no explicit representation of promoter substructure. At the same time, biochemical dissections of promoters are hampered by their inability to reliably assay the regulation of an intact gene from a fragment of its promoter.
The difficulty is the following. The labor involved in analyzing transformant lines dictates that promoter analyses will focus on the study of contiguous fragments of DNA. Since the stripe 2 regulating sites are tightly clustered, this method of analysis leads to definitive results. Stripe 7, on the other hand, is controlled by sequences distributed over about 4.5 kb that overlap localized elements for stripes 2 and 3. One can imagine that there exist, say, 10 isolated regions of 50 bp each that mediate stripe 7 function in a concerted manner. Perhaps these sequences could be put together so as to form a stripe 7 MSE that is as well characterized as the stripe 2 MSE, but finding these dispersed sequences will be difficult and laborious using current methods.
Even with a well defined functional element in hand, it is not clear how faithful the common DNA binding assays are to in vivo physiology. The problem here is that in vivo binding to DNA occurs in the context of intact chromatin. Some proteins known to bind specifically to intact chromatin do not bind in footprinting or gel shift assays (Zink and Paro, 1989; Paro, 1990) while some sites that bind in footprinting assays have no apparent physiological activity (Jiang et al., 1991) .
These considerations show the importance of characterizing the genetic circuitry at the level of the intact gene as an aid to more detailed biochemical investigations of promoter function.
In essence, understanding the regulatory function of the intact gene acts as an experimental check on promoter dissections: Is the same answer obtained by both methods? For the stripe 2 MSE, the answer is yes.
In the case of stripe 3, the situation is more complex. Our results indicate that stripe 3 is delimited on the anterior side by hb and on the posterior side by Kr. There is a minimal stripe element for stripe 3 (stripe 3 MSE) which gives fucZ expression that is coextensive with the native expression of stripe 3 in wild type embryos (Small et al., 1993, S. Small, personal communication) . The stripe 3 MSE has multiple Hunchback binding sites, which suggests that the anterior boundary of this stripe is set by hb. The same result was obtained in this work. Our results differ from those obtained by P-transformation with respect to the posterior delimiter of stripe 3. We found that the posterior boundary of stripe 3 was set by Kr. By contrast, expression of the stripe 3 MSE is unaltered in Kr-but extends very far posteriorly in kni-(S. Small, personal communication) . Since Diffusion Geometrically the expression of stripe 3 in an intact eve gene is unaltered in kni-and disrupted in Kr- , it is likely that sequences outside the stripe 3 MSE contribute to the regulation of that stripe. The observed absence of strong Kr binding sites in the stripe 3 MSE (Stanojevic et al., 1991) is consistent with this picture, since the concentration of Kruppel is much higher at the posterior border of stripe 3 compared to the posterior border of stripe 2.
Our finding that stripe 4 is delimited anteriorly by Kr and posteriorly by kni and that the anterior and posterior borders of stripe 5 are delimited by kni and gt, respectively, is consistent with the observation that stripe 4 is narrower than normal in Kr heterozygotes, stripe 5 is narrower than normal in kni heterozygotes and that stripe 5 forms more slowly in gt heterozygotes . It will be of great interest to see how these regulatory actions are reflected in more distal regions of the eve promoter.
It is remarkable that we find that Kr can set three separate stripe borders (two posterior, one anterior), even though the regulatory action of Kr on eve is described by a single number. This is surprising, because inspection of expression patterns in mutant embryos often seems to require different regulatory actions in different parts of the embryo. For example, in tll-, hb expression is increased anteriorly and decreased posteriorly, which was interpreted as separate activating and repressing actions in these two regions (Reinitz and Levine, 1990) . Our work suggests that complex behavior of this type can result from combining simple interactions of several genes, rather than from complex interactions of a single gene. This can be the case despite the undeniable complexity of the molecular apparatus underlying transcriptional control. Indeed, a situation of exactly this kind is found in translation: The detailed molecular architec- ture of the ribosome is highly complex but a functional description satisfactory for most purposes is given by the genetic code.
The role of diffusion: Why pair-rule message is apically localized
A striking result of our analysis is that correct formation of eve stripes in the context of correctly formed gap domains requires Eve protein to have extremely small diffusivity while the gap gene proteins, notably Kruppel, must have comparatively large diffusivities. This result supports a previously proposed mechanism (Edgar et al., 1987, Davis and Ish-Horowitz, 1991) to account for the observed apical localization of pair-rule message.
The mRNA of pair-rule genes, including eve, ffz and h is confined to cytoplasm on the apical side of each blastoderm nucleus that expresses it, while gap gene message is distributed throughout the cortex of the egg. Hence the sources of gap and pair-rule proteins are distributed differently in each energid (cytoskeletal unit in the syncytium that will become a cell). Since cell membranes invaginate in an apical -basal direction, this growing geometric obstacle will affect apically synthesized pair-rule proteins more than gap proteins synthesized both apically and basally (see Fig. 10 ). This maps to a sharp difference in diffusivity of gap and pairrule proteins in our one dimensional circuit.
Our work suggests that in order to understand the specification of segments in the blastoderm, it is not sufficient to consider a 'snapshot' of the blastoderm at one particular time. The gap gene patterns are dynamic, changing throughout the blastoderm period and after the onset of gastrulation. Changes in the gap expression pattern control the sequence of formation of eve stripes. This shows the importance of careful mapping of expression patterns not only in space but also in time. Furthermore, each pair-rule gene has a characteristic transient pattern, which may give important information about how the expression of that gene is controlled. For example, while eve stripes 5 and 6 are the last stripes to form, ftz stripe 5 is the second stripe seen (after 1) (Karr and Kornberg, 1989) .
Implications for pattern formation theories
We next discuss the relationship of our work to previous studies of pattern formation in Drosophila. Such studies have their origin in the seminal paper of Turing (Turing, 1952) .
There is experimental evidence for this mechanism. It has been shown that fi-galactosidase synthesized from apically localized transcripts diffuses much less than from unlocalized transcripts (Davis and Ish-Horowitz, 1991) . It was conjectured that apical localization was required for stripe formation because it prevented pair-rule protein from diffusing. The causal link could not be determined experimentally, however, because the sequences that control localization also control message lifetime. Our result that very low diffusivity of Eve protein is required for proper stripe formation provides that causal link. This is an important example of a problem in developmental biology that can best be solved by numerical methods in conjunction with experiment.
Turing proposed a state description approach to the analysis of development. He considered 'masses of tissues which are not growing, but within which certain substances are reacting chemically and through which they are diffusing ' (ibid, p. 38) . This system was modeled by a set of reaction-diffusion equations. Our interphase equations (2) are similar to Turing's equations, generalized to include N reacting species, nuclear divisions, degradation of proteins and with explicit expressions substituted for Turing's general reaction functions f and g.
Dynamics of expression is functionally important
Turing was chiefly concerned with how chemical patterns could arise from a spatially uniform initial state. He was able to treat this question using analytic methods, since a linear approximation to his equations can be used close to a homogeneous state. Turing himself was well aware that the important biological problems to be solved did not involve the formation of pattern from a homogeneous initial state: 'Most of the organism, most of the time, is developing from one pattern into another, rather than from homogeneity into a pattern. ' (ibid, pp. 71-72) . The finding that progressive refinement of gap
In the absence of critical information regarding the domains during cycle 14 is essential for proper function identity of the actual morphogens, a tradition arose of highlights an important feature of the hierarchical relatreating the simplest possible system that could give rise tion between gap and pair-rule genes. Maternal genes to a particular pattern. For example, in a reactionact earlier than other segmentation genes simply because diffusion system composed of two substances, one subthey are transcribed from the maternal genome; segment stance (the 'activator') is assumed to diffuse slowly and polarity genes are most downstream because their to exert an autocatalytic effect on its own synthesis. A transcripts are not detected until the onset of gastrulasecond substance (the 'inhibitor') diffuses faster than the tion. In these cases, the hierarchical relationship is set activator and inhibits production of the activator. Such from outside the segmentation gene system. In contrast, systems can give rise to spots or stripes (Meinhardt, the hierarchical relationship between the gap and pair-1982, for review). The stripes produced are often irregurule genes is set entirely by their regulatory relationships lar in shape, but they can be stabilized in somewhat to one another. more complex models by various methods (Lacalli et al.. 1988; Meinhardt et al., 1982; Hunding et al., 1990; Lacalli et al., 1990; Meinhardt et al., 1986; Meinhardt et al., 1988; Hunding et al., 1990; Lacalli et al., 1990; Nagorcka et al., 1988) . Other workers have used mathematical results from dynamical systems theory to show that idealized gene expression patterns can be regarded as a generic series of bifurcations of standing waves . This work has been useful in illustrating different ways in which patterns can be generated. The fact that generic processes can produce observed patterns in a stable and precise manner is of particular importance. However, the same features of the model that lead to generic results are a drawback in relating them to specific experiments. The dynamical equations for these models have been selected to be mathematically tractable; they were not chosen to represent the behavior of specific gene products. Moreover, all of these models must assume something about the regulatory interactions between gene products; this information is put in by hand. However, these regulatory interactions are in fact not known experimentally; finding them is a fundamental objective of much work on gene regulation.
Previous work using an approach similar to our own considered a very specific model of pair-rule gene interactions using both the concentrations of protein products and mRNA as state variables (Edgar et al., 1989) . It was shown in this model that schematic pair-rule genes could amplify a periodic positional cue to form a striped pattern that becomes stable against short pulses of gene product. The periodic gap gene cue postulated by these authors is analogous to the periodic pattern of eve input (uPVe; see Fig. 8 ) that we observed. We have extended their results by showing in detail how and when this periodic cue is generated by specific gap genes. An important conclusion that emerges from our results is that a local activation/long range inhibition model is far too restrictive to describe real developmental systems. In the circuit reported in this work, Eve protein does not diffuse but is inhibited by diffusible gap gene products. This much is similar to the local activation/long range inhibition model. However, prior to gastrulation, eve is activated by products distributed even more widely than its inhibitors, rather than autocatalytically. Similarly, it is a fundamental postulate of local activation/long range inhibition models that differential diffusion is required to form pattern. We have shown elsewhere that differential diffusion is not required to form gap gene patterns (Reinitz et al., 1994) . It is not that the mechanisms postulated in local activation/long range inhibition models are wrong. In fact autocatalysis, differential diffusion and long range inhibition have all been observed in various circuits which we have constructed from experimental data. One does not, however, necessarily see all of these mechanisms occurring together, nor do we find that morphogens always come in autocatalytic/inhibitory pairs. Which mechanisms operate in a specific case must be determined experimentally, rather than postulated ab initio.
Limitations and future prospects
There are presently three main limitations of the gene circuit method. The first is that this method depends critically on the quality and scope of the experimental input data, which is currently not entirely adequate for quantitative modeling purposes. The second limitation is that not everything is represented in the model that should be. A third limitation is that computational expense restricts the scope of feasible numerical investigations. These limitations can be addressed by suitable improvements in data quality, computational power and theoretical analysis.
For example, limits on the search space for simulated annealing (Section 3.3 and Appendix) are due to computational expense. Limitations from this source and from inadequate data are reflected in the fact that the gene circuit did not correctly describe all the features of the transients in the eve expression pattern. Stripes 1 and 2 formed first in the circuit, as is observed in embryos, but we did not see the full transition pattern in which stripe 3 forms next, followed in a short time by stripe 4. This transition pattern changes quite rapidly and presumably depends on fine details of the refinement kinetics of gap domains. These details may well not be present in the gap gene expression data we used, which refers to just three distinct times. Additional errors may have made in assigning a developmental stage to particular embryos. These problems can be overcome with better data. With regard to computational resolution, we note that Equation (2) was integrated using 80-s time steps. This time resolution may be insufficient to capture all the significant features of the rapidly changing transient pattern.
Difficulties stemming from all three sources are indicated by the fact that the gene circuit fails to give correct results for expression patterns of zygotic gap mutants if wild type data alone is used to determine the circuit parameters (Reinitz and Sharp, unpublished observations) . This problem could result from the uncertainty in absolute scale of the visually estimated expression data, which leads to a corresponding uncertainty in Ra (Section 2.4). For a system of two genes that repress one another, so that one is always active and the other repressed, which gene ends up being active is sensitive to the ratio of the maximum synthesis rates R of each gene (Reinitz and Vaisnys, 1990) . The gap genes repress one another. When one gap domain is removed by mutation, others will compete to be expressed in that region and the final expression pattern will depend on the precise ratio of synthesis rate constants R for the respective genes. It could also be that expression pat-terns from some gap mutants must be included in the dataset in order to predict the expression patterns of others which are not included. Recall that in this study it was necessary to use experimental data on eve-in order to obtain a well defined circuit. Finally, it is possible that there is an error in the way that a mutant gene is represented in the circuit. These questions are under investigation.
Key projects for the future are to obtain fully quantitative data by digital methods, to include more genes in the model and to find a way to represent promoter substructure in the model. If the latter can be done, it will provide a way to incorporate the extremely important experimental results linking promoter sub-structure to the expression patterns of intact genes and thereby to address some critical questions concerning them. Our approach analyses a gene circuit from the top down, while studies of enhancers and binding sites analyze a circuit from the bottom up. An exciting task for the future is to bridge this gap. The correspondence previously noted between the regulatory relations we have found and those found by biochemical methods give hope that this will be possible.
Appendix
Here we give a more technical description of the simulated annealing method. We first discuss the annealing algorithm itself, which is independent of the particular problem to be solved. We next discuss two problem-specific features of the implementation: the construction of a cost function and the formulation of a move generation strategy. Finally, we discuss the performance of the algorithm as implemented for the gene circuitry problem.
The annealing schedule
Simulated annealing is derived from statistical mechanics (Metropolis et al, 1953) , where it models the slow cooling (annealing) of a physical system to its lowest energy state; later it was generalized by Kirkpatrick (Kirkpatrick et al., 1983) . In the following, the function to be minimized (the 'cost function') is E = Ax,,..., x;,...x,) and T is a parameter (the 'temperature') that starts off large and slowly gets smaller.
The simulated annealing procedure is as follows. Let xi, i = l,..., n be a set of random numbers. Then 1. 2.
3.
Compute E = E,,ld from the variables xi. Make a change in one (or more) of the xP (This is referred to as a 'move'). Compute E = E,,e, from the newly generated set of xi.
4.
Compute exp (%+)
5.
If the above quantity is bigger than a random number between zero and one, keep the new xi's ('accept the move'). Otherwise, restore the old xi's ('reject the move'). 6.
Repeat while allowing T to decrease slowly from a large value to zero. This sequence of steps will converge to the global minimum of E as long as T decreases sufficiently slowly. In practice, it is desirable to lower T as fast as possible while still obtaining a sufficiently accurate answer. Good performance of the algorithm is also dependent on the strategy of move generation. The formula for decreasing T is called an 'annealing schedule'; we use the Lam schedule (Lam and Delosme, 1988a; Lam and Delosme, 1988b) . The Lam schedule is accurate and rapid, as it decreases the temperature after every move. It is given by:
where s,, = l/T,, and T,, is the temperature at the nth evaluation of E. a(~,,) is the variance of E at this step and p&J is the acceptance ratio; that is, the ratio of accepted to proposed moves. The four factors play the following roles. X is a quality factor. Making X smaller increases the quality of the answer but also increases the computation time. We used X = 0.0001 in the studies reported here.
[Note that the quality factor X should not be confused with the decay rate parameter h" which occurs in equation (2).] (l/o+,)) measures how close the system is to thermal equilibrium. One of the features of the Lam algorithm is a set of statistical estimators, derived from control theory, for a(~,) and the average energy E&J. These estimators require two 'memory length' parameters known as lambdamemv (for E&J) and lambdamemv (for a@,)) that set the time scale for taking quasiequilibrium statistics while the temperature is changing. Lambdamemu was set to 0.2; lambdamemv was set to 100.
is the inverse of the specific heat. where p2 is the variance of the average energy change the search space for terms that contribute to ua, since a during a move. It is a measure of how effectively the very large penalty will arise whenever the argument of state space is sampled and is at a maximum value when the exponential is greater than l/A. Thus the effect of the PO = 0.44. We maintain p. close to this value by adappenalty on r./ is to limit the maximum saturation of u to tively changing the size of moves (see below).
(1 -A). Annealing runs were started with random parameter values. To erase any dependence on the initial state, the cost function was evaluated 100 000 times at a starting temperature of 1000. Then all statistics were discarded and the function was evaluated another 100 000 times to collect initial statistics, whereupon cooling began. During cooling, the temperature was lowered every 10 steps, and the statistics which determine the cooling rate were recalculated every 100 iterations. When the system changed its energy by a factor of less than lo-' it was deemed frozen; after being found in the frozen state, five times the final values of the parameters were printed, terminating the run. Final temperatures were about 10m3. A single simulated annealing run entailed 106-lo7 evaluations of the cost function.
Move generation strategy
The move generation strategy is based on that used (Lam and Delosme, 1986b) for the Traveling Salesman Problem. Let Xi be a parameter that is being adjusted and let t be a random number between zero and one. Then a move consists of changing xi to XineW by setting XFW = Xi f 8' In 5,
The cost function
Our cost function is given by 
The first term is the sum of the squared deviation of the solutions to (2) for each time, gene product, genotype and nucleus for which data exists. The penalty terms II are where the sign is chosen randomly and 8' is a scaling parameter that is dynamically adjusted to keep the acceptance ratio close to 0.44. This move generation procedure amounts to selecting the move from an exponential distribution with mean 8'. In general, increasing the size of moves lowers the acceptance ratio while decreasing the size of moves increases it. As annealing progresses, moves are made on each variable in turn. A set of moves that attempt to change each variable once is called a 'sweep'. Every 100 sweeps, the full set of 8' is updated using In Bin,, = In 8' + 3 (PO -0.44),
E penalty = &a + II,0 + I-I",,
where I&a and II,,, represent search space limits for Ra and X", respectively. When these search space limits were exceeded, the move was rejected without integrating the equations, so this term may be thought of as being zero within the search space and infinity outside it. The third penalty term is given by where p. is the observed acceptance ratio and the constant 3 was found by numerical experiment. Independent scaling of move size for each parameter was essential for proper performance of the algorithm; these often differed by two orders of magnitude during the course of the run. The reliability of the simulated annealing procedure was assessed in three ways. First, the annealing procedure as described above was tested on a small system consisting of two genes. Parameters were randomly assigned, the equations were solved and the solutions at a few timesteps were used as synthetic 'data' for the annealing procedure. In this system, the root mean square (rms) deviation of the solution was < 10e3 and the original parameters were recovered to an accuracy of 0.53%. For annealing runs on biological data, accuracy in finding the global minimum was assessed by checking that multiple runs resulted in nearly the same minimum scores and closely similar values for the parameters. (See Table 3 ). The accuracy was also checked using the parameters determined by a fit to generate synthetic data and then fitting to this dataset. These controls gave rms deviations of about 0.1 and parameters The three runs summarized in this Table had totat scores that agreed to within 1% (see line 2, rms deviation). The scatter in the parameters listed allow one to judge the degree to which various parameters are constrained by the data. Note that parameters connected with eve (e.g De"' and m'") are very tightly constrained, while parameters associated with the gap gene circuit (e.g. Dhb and p"' -K') are less constrained.
were recovered with an accuracy of about 10%. The equations were integrated using the Euler method with a stepsize of 80 seconds, which led to integration errors of less than lOoh, based on comparison with integration at smaller step sizes. In order for simulated annealing to be effective, the search space must be sampled in a sufficiently dense manner. The sampling of the search space is controlled by the annealing schedule so that sampling can always be improved by reducing the quality factor X. In practice, this is limited by available computing power. If the search space is enlarged while keeping the annealing schedule fixed, the algorithm eventually becomes unreliable. Unreliability is indicated by a failure to obtain repeatable minimum scores with similar parameters and often by poorer scores.
The procedure was most sensitive to limits on the search space for R and the protein half-life 1112 (21~ = In 2/X"). Search spaces were uniform across protein species. It appears that annealing reliability is dependent on the product of the ranges that R and ti/2 are allowed to assume during annealing. This can be understood by considering a system with one gene and one nucleus where g(u) = 1. In that case, the protein concentration will tend toward a steady state v. given by v. = Rt&ln 2.
It is likely that when the search space for R and tlj2 is large, there are many combinations of synthesis and decay rates that can give rise to a given concentration. The work described here used a search space for R between 0.38 and 1.12 min-' and for tl12, between 6 and 18 min. A search space where R ranged from 0.25 to 0.75 min-' and tl,2, from 8 to 24 minutes gave scores about 10% worse. Larger search spaces rendered the annealer ineffective. The search space on u was set to three different ranges, equivalent to limiting g(u) to 99.9%, 99.99% and 99.999% of its saturation value. The annealer operated reliably at the first two of these values, but not the last. Scores were improved by about 20% by enlarging the saturation limit from 99.9% to 99.99%. They improved somewhat when it was increased to 99.999%, although we are not confident that we obtained a true minimum in that case. In all cases, there was a nonzero value for II: contributing to the final score. This was apparently due to meve, which consistently grew larger as the search space was enlarged. We believe this is due to absence of a posterior cutoff for the Bicoid gradient in our dataset, equivalent to a minimum concentration below which Bicoid is ineffective. Larger values of meve, since they multiply Y bcd, have the effect of resealing the Bicoid gradient to make it larger in posterior regions of the blastoderm.
