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THE CONDENSATION PHASE TRANSITION IN THE REGULAR k-SAT MODEL
VICTOR BAPST∗, AMIN COJA-OGHLAN∗
ABSTRACT. Much of the recent work on phase transitions in random discrete structures has been inspired by ingenious
but non-rigorous approaches from physics. The physics predictions typically come in the form of distributional fixed
point problems that are intended to mimic Belief Propagation, a message passing algorithm. In this paper we propose
a novel method for harnessing Belief Propagation directly to obtain a rigorous proof of such a prediction, namely the
existence and location of a condensation phase transition in the random regular k-SATmodel.
Mathematics Subject Classification: 05C80 (primary), 05C15 (secondary)
1. INTRODUCTION
1.1. Background andmotivation. Over the past three decades the study of random constraint satisfaction prob-
lems has been driven by ideas from statistical physics [22, 23]. This work has had a substantial impact on com-
puter science (e.g., proofs that certain benchmark instances are difficult for certain algorithms), coding theory
(“low density parity check codes”) and probabilistic combinatorics (random graphs, hypergraphs and formulas);
e.g., [9, 13, 16, 17, 18, 19, 28]. All of these disciplines deal with a common setup. There are a large number of
“variables” that interact through a similarly large number of “constraints”. Each variable ranges over a finite do-
main (such as the Boolean values ‘true’ and ‘false’) and every constraint binds a small number of variables, either
encouraging or discouraging certain value combinations.
The striking feature of the physics work is that it is based on a non-rigorous but generic approach called the
cavity method, centered around the Belief Propagation message-passing algorithm, that can be applied almost
mechanically [21]. Hence the impact of a single technique on such a wide range of problems. By comparison, the
rigorous study of random problems has largely been case-by-case. This begs the question of whether the Belief
Propagation calculations can be put on a rigorous basis more directly.
This is precisely the thrust of the present paper. We showhow thephysics calculations canbe turned into a rigor-
ous proof in a highly non-trivial and somewhat representative case. Specifically, we determine the “condensation
phase transition” in the random regular k-SAT model. The proof is based on a novel approach that demonstrates
how our recent general results on the connection between spatial mixing properties and the computation of the
free energy [5] can be put to work. The centrepiece of the proof is a fairly direct analysis of the Gibbs marginals by
means of Belief Propagation. The arguments are rather generic and we expect them to extend to other problems.
The random regular k-SAT model is defined as follows [26]. There are Boolean variables x1, . . . ,xn andm con-
traints, namely propositional clauses of length k. Each variable occurs precisely d/2 times as a positive and pre-
cisely d/2 times as a negative literal. Hence, m = dn/(2k); we assume tacitly that d is even and that k divides
dn. Let Φ =Φd ,k (n) signify a uniformly random such k-SAT formula.1 For k exceeding a certain constant k0 the
threshold whereΦ ceases to be satisfiable is known [9]. 2 While the exact formula is cumbersome, asymptotically
dk−SAT/k = 2k ln2−k ln2/2+O(1) for large k.
Of course, finding the satisfiability threshold is hardly the end of the story. Much more precise information
is encoded in the Hamiltonian σ 7→ EΦ(σ) that maps each truth assignment σ to the number of clauses that it
violates. We think of it as a “landscape” on the Hamming cube. For instance, if EΦ is riddled with local minima, we
should expect that Markov processes such as Simulated Annealing get trapped [1, 20, 23]. Hence, EΦ holds the key
to understanding algorithms for finding, counting and sampling solutions [25, 27].
Date: June 26, 2018.
∗The research leading to these results has received funding from the European Research Council under the European Union’s Seventh
Framework Programme (FP/2007-2013) / ERC Grant Agreement n. 278857–PTCC.
1The regular k-SAT model shares many of the properties of the better known model wherem clauses are chosen uniformly and indepen-
dently but avoids the intricacies that result from having a few variables of very high degree.
2In the sense that liminfn→∞P [Φ is satisfiable]> 0 if d < dk−SAT and limn→∞P [Φ is satisfiable]= 0 if d > dk−SAT.
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The key quantity upon which the study of the Hamiltonian hinges is the partition function
ZΦ :β ∈ (0,∞) 7→
∑
σ
exp(−βEΦ(σ)).
As usual, the larger the inverse temperature β, the bigger the relative contribution of “good” assignments that vio-
late few clauses. Of course, we are interested in the asymptotics as n→∞. Since ZΦ(β) scales exponentially with
n, we consider
φd ,k :β ∈ (0,∞) 7→ lim
n→∞
1
n
E[lnZΦ(β)]. (1.1)
Clearly, what makes φd ,k vicious is that the log is inside the expectation. The existence of the limit follows from the
interpolation method [8] and Azuma’s inequality implies that lnZΦ(β) concentrates about E[lnZΦ(β)].
A key question is how smoothly φd ,k (β) varies as a function of β for fixed d ,k. Formally, let us call β0 ∈ (0,∞)
smooth if there exists ε> 0 such that the function β ∈ (β0−ε,β0+ε) 7→φd ,k (β) admits an expansion as an absolutely
convergent power series around β0. If β0 fails to be smooth, a phase transition occurs at β0.
1.2. Results. According to (non-rigorous) physics predictions [20] for certain values of d close to the satisfiability
threshold dk−SAT there occurs a so-called condensation phase transition at a certain critical βcond(d ,k) > 0. The
main result of this paper proves this conjecture. Let us postpone the precise definition of βcond(d ,k) for amoment.
Theorem 1.1. There exists k0 ≥ 3 such that for all k ≥ k0, d ≤ dk−SAT there is βcond(d ,k) ∈ (0,∞] such that any
β ∈ (0,βcond(d ,k)) is smooth. If βcond(d ,k)<∞, then there occurs a phase transition at βcond(d ,k).
Thus, if we fix d ,k such that βcond(d ,k) = ∞, then the function φd ,k is analytic on (0,∞). But if d ,k are such
that βcond(d ,k) < ∞, then φd ,k is non-analytic at the point βcond(d ,k). In fact, we will see that βcond(d ,k) < ∞
for d exceeding a specific dcond(k)< dk−SAT. Crucially, Theorem 1.1 identifies the precise condensation threshold
βcond(d ,k); it is the first such result in a model of this kind.
Let us take a look at the precise value ofβcond(d ,k). Asmost predictions based on the cavitymethod, βcond(d ,k)
results from a distributional fixed point problem, i.e., a fixed point problem on the space of probability measures
on the unit interval (0,1). The fixed point problem derives mechanically from the “1RSB cavity equations” [21].
Specifically, writing P (Ω) for the set of probability measures onΩ, we define twomaps
Fk ,d ,β :P (0,1)→P (0,1), Fˆk ,d ,β :P (0,1)→P (0,1)
as follows. Given π ∈P (0,1) let η = (η1, . . . ,ηk−1) ∈ (0,1)k−1 be a random k −1-tuple drawn from the distribution
(zˆ(η)/Zˆ (π))d
⊗k−1
j=1 π(η j ), where
zˆ(η)= 2− (1−exp(−β))
∏
j<k
η j and Zˆ (π)=
∫
zˆ(η)d
⊗
j<k
π(η j ).
Then F̂k ,d ,β(π) is the distributionof (1−(1−exp(−β))
∏k−1
i=1 ηi )/ẑ(η). Similarly, given πˆ ∈P (0,1) draw ηˆ= (ηˆ1, . . . , ηˆd−1)
from (z(ηˆ)/Z (πˆ))d
⊗k−1
j=1 πˆ(ηˆ j ), where
z(η̂)=
∏
j<d/2
η̂ j
∏
j≥d/2
(1− η̂ j )+
∏
j<d/2
(1− η̂ j )
∏
j≥d/2
η̂ j , Z (πˆ)=
∫
z(η̂)d
⊗
j<k
πˆ(ηˆ j ).
Then Fk ,d ,β(π̂) is the distribution of (
∏
j<d/2 η̂ j
∏
j≥d/2(1− η̂ j ))/z(η̂). Call a distribution π ∈ P (0,1) skewed if the
probability mass of the interval (0,1−exp(−kβ/2)) satisfies π(0,1−exp(−kβ/2))< 2−0.9k .
Proposition 1.2. Let d−(k)= dk−SAT−k5 andβ−(k,d)= k ln2−10lnk. ThemapGk ,d ,β =Fk ,d ,β◦F̂k ,d ,β has a unique
skewed fixed point π⋆
k ,d ,β
, provided that k ≥ k0, d ∈ [d−(k),dk−SAT] and β>β−(k,d).
To extract βcond(d ,k), let ν1, . . . ,νk , νˆ1, . . . , νˆd be independent random variables such that the νi have distribu-
tion π⋆
k ,d ,β
and the νˆi have distribution F̂k ,d ,β(π
⋆
k ,d ,β
). Setting
z1 =
∏
j≤d/2
νˆ j
∏
j>d/2
(1− νˆ j )+
∏
j≤d/2
(1− νˆ j )
∏
j>d/2
νˆ j , z2 = 1− (1−exp(−β))
∏
j≤k
ν j
and z3 = ν1νˆ1+ (1−ν1)(1− νˆ1), we let
F (k,d ,β)= lnE [z1]+
d
k
lnE [z2]−d lnE[z3], B(k,d ,β)=
E [z1 lnz1]
E [z1]
+ d
k
E [z2 lnz2]
E [z2]
−d E[z3 lnz3]
E[z3]
. (1.2)
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Finally, with the usual convention that inf;=∞ we let
βcond(k,d)=
{
∞ if d < d−(k),
inf{β>β−(k,d) :F (k,d ,β)<B(k,d ,β)} if d ∈ [d−(k),dk−SAT].
We proceed to highlight a few consequences of Theorem 1.1 and its proof. The following result shows that
βcond(d ,k) < ∞, i.e., that a condensation phase transition occurs, for degrees d strictly below the satisfiability
threshold.
Corollary 1.3. If k ≥ k0, then dcond(k)=min{d > 0 :βcond(d ,k)<∞}< dk−SAT−Ω(k).
Furthermore, the following corollary shows that the so-called “replica symmetric solution” predicted by the cavity
method yields the correct value of φd ,k (β) for β<βcond(d ,k).
Corollary 1.4. If k ≥ k0, d ≤ dk−SAT and β<βcond(d ,k), then φd ,k (β)=F (k,d ,β).
Corollary 1.4 opens the door to studying the “landscape” EΦ for β < βcond(d ,k). Specifically, Corollary 1.4 en-
ables us to bring the “planting trick” from [1] to bear so that we can analyse typical properties of samples from the
Gibbs measure. We leave a detailed discussion to future work. Finally, complementing Corollary 1.4, the following
result shows that F (k,d ,β) overshoots φd ,k (β) for β>βcond(d ,k).
Corollary 1.5. If k ≥ k0, d ≤ dk−SAT and β > βcond(d ,k), then there is βcond(d ,k) < β′ < β such that φd ,k (β′) <
F (k,d ,β′).
1.3. Outline and related work. Admittedly, the definition of βcond(k,d) is not exactly simple. For instance, even
though the fixed point distribution from Proposition 1.2 stems from a discrete problem, it turns out to be a contin-
uous distribution on (0,1). Yet perhaps despite appearances, the analytic formula (1.2) is conceptually far simpler
than the definition ofφd ,k . For instance, we are going to see in Section 2 that the fixed point problem can be under-
stood elegantly in terms of a Galton-Watson tree. Thus, one could say that Theorem 1.1 reduces the condensation
problem on the complex random formulaΦ to a problem on a random tree.
The proof of Theorem 1.1 builds upon an abstract result from [5] that, roughly speaking, reduces the study
of the partition function to two tasks. First, to calculate the marginals of the Gibbs measure induced by a random
formula Φˆ chosen froma reweighted probability distribution, the “plantedmodel”. Second, to prove that the Gibbs
measure of Φˆ enjoys the non-reconstruction property, a spatial mixing property. The technical contribution of the
present work is to actually tackle these two tasks problems in a fairly generic way. Our principal tool is going to
be the Belief Propagation algorithm, the cornerstone of the physicsts’ cavity method. In particular, we are going
to reduce the see that the distributional operator Gk ,d ,β from Proposition 1.2 mimics Belief Propagation run on
a Galton-Watson tree that captures the local geometry of the formula Φˆ. The predictions of the “cavity method”
typically come as distributional fixed points but there are few proofs that establish such predictions rigorously.
The one most closely related to the present work is the paper of Bapst et al. [6] on condensation in random graph
coloring. It determines the critical average degree d for which condensation starts to occur with respect to the
number of proper k-colorings of the Erdos-Rényi random graph. Conceptually, this corresponds to taking the
limit β→∞ in (1.1), which simplifies the problem rather substantially. Thus, the main result of [6] corresponds
to Corollary 1.3. Other previous results on condensation, which dealt with random hypergraph 2-coloring and the
Potts model on the random graph, were only approximate [7, 11, 12].
Interestingly, determining the satisfiability threshold on the random regular formula Φ is conceptually much
easier than identifying the condensation threshold [9]. This is because the local structure of the random formula
Φ is essentially deterministic, namely a tree comprising of clauses and variables in which every variable appears
d/2 times positively and d/2 times negatively. In effect, the satisfiability threshold is given by a fixed point problem
on the unit interval rather than on the space of probability measures on the unit interval. Similar simplifications
occur in other regular models [14, 15], and these proofs employed Belief Propagation in this simpler setting. By
contrast, we will see in Section 2 that the condensation phase transition hinges on the reweighted distribution Φˆ,
whose local structure is genuinely random.
Recent work on the k-SAT threshold in uniformly random formulas [9, 10], in particular the breakthrough paper
by Ding, Sly and Sun [16], also harnessed the physicists’ Belief Propagation or Survey Propagation calculations.3 In
the uniformly randommodel a substantial technical difficulty is posed by the presence of variables of exceptionally
3Survey Propagation can be viewed as a Belief Propagation applied to a modified constraint satisfaction problem [21].
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high degree, an issue that is, of course, absent in the regular model. Specifically, [9, 10, 16] apply the second
moment method to a random variable whose construction is guided by Belief/Survey Propagation. By contrast,
here we employ Belief Propagation in the more direct way enabled by [5].
1.4. Notation and preliminaries. We generally view a regular k-SAT instance Φ as bijections from sets of clause
clones to sets of variable clones (“configurationmodel”). That is, given n,m,d ,k, we let {x1, . . . ,xn }× [d] be the set
of variable clones and {a1, . . . ,am }× [k] the set of clause clones. Then Φ : {x1, . . . ,xn }× [d]→ {a1, . . . ,am }× [k] is a
bijection. The first d/2 clones of each variable are considered its positive occurrences and the last d/2 ones its
negative occurrences.
We denote the image of a clone (xi , j ) by ∂Φ(xi , j ) and the inverse image of (ai , j ) by ∂Φ(ai , j ). Analogously,
∂ℓ
Φ
(v, j ) is the depth-ℓ neighborhood of clone (v, j ). Moreover, we define Φ as a uniformly random bijection. By
standard arguments this distribution is easily seen to be contiguous to the uniform distribution on regular formu-
las.
Suppose that the variables and clauses of Φ,Φ′ are xi ,x′i ,a j ,a
′
j
for i ∈ [n], j ∈ [m]. We distinguish (variable
or clause) clones r,r ′ of Φ,Φ′, which we consider their roots. An isomorphism ψ : Φ→ Φ′ is a bijection with the
following properties.
ISM1: r ′ =ψ(r ).
ISM2: ψmaps variable clones to variable clones and clause clones to clause clones.
ISM3: Ifψ(v,h)= (w, j ), then h = j .
ISM4: We haveψ◦Φ(v,h)=Φ′ ◦ψ(v,h) for all clones (v,h).
Let ℓ≥ 0 and let T be a regular k-SAT formula with a distinguished (variable or clause) clone r . For each variable
clone (x, i ) of Φ we have a random variable 1{∂ℓT ∼= ∂ℓ
Φ
(x, i )} that indicates that the depth-ℓ neighborhood of Φ
rooted at (x, i ) is isomorphic to T . Similarly, for each clause cone (a, j ) of Φ we consider the random variable
1{∂ℓ+1T ∼= ∂ℓ+1
Φ
(a, j )}. Let Tℓ be the σ-algebra generated by all these random variables. Thus, Tℓ captures the
“local structure” of the random formula up to depth ℓ.
2. OUTLINE
2.1. Twomoments do not suffice. The default approach to studying the function φd ,k (β) is the venerable “second
moment method”. Cast on a logarithmic scale, if
limsup
n→∞
1
n
lnE[ZΦ(β)
2]≤ lim
n→∞
2
n
lnE[ZΦ(β)], then (2.1)
φd ,k (β)= lim
n→∞
1
n
lnE[ZΦ(β)]. (2.2)
The last term is easy to study because the log is outside the expectation. In particular, the function β ∈ (0,∞) 7→
limn→∞ 1n lnE[ZΦ(β)] turns out to be analytic. Consequently, the least β ∈ (0,∞) where (2.2) fails to hold must be a
phase transition.
From a bird’s eye view, both the physics intuition and the second moment are all about the geometry of the
Gibbs measure ofΦ at a given β ∈ (0,∞). Let us encode truth assignments as points σ ∈ {±1}n with the convention
that 1 stands for ‘true’ and −1 for ‘false’. Then the Gibbs measure is the distribution on {±1}n defined by
σ ∈ {±1}n 7→ exp(−βEΦ(σ))/ZΦ(β).
Thus, we weigh assignments according to the number of clauses that they violate, giving greater weight to ‘bet-
ter’ assignments as β gets larger. Let σ,σ1,σ2, . . . be independent samples from the Gibbs measure and write
〈X (σ1, . . . ,σl )〉Φ,β for the expectation of X : ({±1}n)l → R. Then according to the physics picture the condensation
point βcond(k) should be the supremum of all β> 0 such that E〈|σ1 ·σ2|〉Φ,β = o(n). In other words, if we choose a
random formulaΦ and then sample two assignments σ1,σ2 according to the Gibbs measure independently, then
σ1,σ2 will be about orthogonal. This decorrelation property is, roughly speaking, a necessary condition for the
success of the second moment method as well [2, 4]. Therefore, the prediction that E〈|σ1 ·σ2|〉Φ,β = o(n) right up
to βcond(d ,k) may inspire confidence that the same is true of (2.1). In fact, we will prove in Section 7 that (2.1)
holds if either d or β is relatively small.
Lemma 2.1. If d ≤ d−(k) or β≤β−(k,d) then (2.1) is true.
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However, for β near βcond(d ,k) the second moment method turns out to fail rather spectacularly. Formally, if
βcond(d ,k)<∞, then there exists ε> 0 such that (2.1) is violated for all β>βcond(d ,k)−ε, i.e., the second moment
overshoots the square of the first moment by a factor that is exponential in n.
2.2. Quenching the average. To understand what goes awry it is convenient to turn the second moment into
a first moment under a reweighted distribution that we call the planted model. This is the distribution on for-
mula/assignment pairs under which the probability of (Φˆ,σˆ) equals exp(−βE
Φˆ
(σˆ))/E[ZΦ(β)]. Let (Φˆ,σˆ) be a ran-
dom pair drawn from this distribution. Then by symmetry the distribution of the assignment σˆ is uniform and
wemay assume without loss that σˆ= 1 is the all-ones assignment. Further, the probability that a specific formula
Φˆ comes up equals P[Φˆ= Φˆ]= Zβ(Φˆ)/E[Zβ(Φ)]. Thus, the planted distribution weighs formulas by their partition
function. In effect,
E[ZΦ(β)
2]= E[ZΦ(β)] ·E[ZΦˆ(β)].
If we go over the proof of Lemma 2.1, we see that E[Z
Φˆ
(β)] is dominated by two distinct contributions. First,
assignments that are more or less orthogonal to σˆ yield a term of order E[ZΦ(β)]. Second, there is a contribution
from σ close to σˆ= 1; say, σ ·1 ≥ n(1−2−k/10). Geometrically, this reflects the fact that the planted assignment 1
sits in a “valley” of the Hamiltonian E
Φˆ
w.h.p. The valleys are known as clusters in the physics literature and we let
C
Φˆ,σˆ(β)= ZΦˆ(β)〈1{σ ·1> n(1−2−k/10)}〉Φˆ,β
be the (weighted) cluster size. Performing an elementary calculation, we find that it is the expected cluster size that
derails the second moment method for β near βcond(d ,k).
At a second glance, this is unsurprising. For C
Φˆ,σˆ(β) scales exponentially with n and is therefore prone to large
deviations effects. To suppress these we ought to investigate E[lnC
Φˆ,σˆ(β)] instead of E[CΦˆ,σˆ(β)]. A similar issue
(that the expected cluster size drives up the secondmoment) occurred in earlierwork on condensation [6, 7, 11, 12].
Borrowing the remedy suggested in these papers, we prove in Section 7 that applying the second moment method
to a carefully truncated random variable yields
Lemma 2.2. Equation (2.2) holds iff
limsup
n→∞
n−1E[lnC
Φˆ,σˆ(β)]≤ limn→∞n
−1 lnE[Z
Φˆ
(β)]. (2.3)
Computing limn→∞n−1 lnE[ZΦˆ(β)] is easy, as the following standard lemma shows.
Lemma 2.3. Assume that d ≤ dk−SAT and β ∈R. Then limn→∞n−1 lnE[ZΦˆ(β)]=F (k,d ,β).
Hence, we are left to calculate E[lnC
Φˆ,σˆ(β)], the “quenched average” in physics jargon. As the log and the ex-
pectation do not commute, this problem is well beyond the reach of elementary methods. Tackling it is the main
achievement of this paper. Specifically, we are going to prove
Proposition 2.4. Assume that d ∈ [d−(k),dk−SAT] and β>β−(k,d). Then limn→∞n−1E[lnCΦˆ,σˆ(β)]=B(k,d ,β).
2.3. Non-reconstruction and the Bethe free energy. In the following we let for a formula Φ and v ∈ V ∪F and
ℓ≥ 0, ∂ℓ
Φ
v (resp. ∆ℓ
Φ
v) denote the set of vertices at distance exactly ℓ (resp. less than ℓ) from v in Φ.
To prove Proposition 2.4 we investigate the spatial mixing properties of the conditional Gibbs measure
 ·
Φˆ,β =
〈
·
∣∣C
Φˆ,σˆ(β)
〉
Φˆ,β
.
Specifically, for a variable x, an assignment σ ∈ C
Φˆ,σˆ(β) and an integer ℓ ≥ 0 let ∇(Φˆ,x,ℓ) be the σ-algebra on
C
Φˆ,σˆ(β) generated by the random variables σ(y) for variable y at distance greater either ℓ or ℓ+1 from x. Further,
we define
µ(ℓ)
Φˆ,x
(±1)=

1{σ(x)=±1}|∇(Φˆ,x,ℓ)

Φˆ,σˆ (σˆ). (2.4)
In words, µ(ℓ)
Φˆ,x
(±1) is the probability that x gets assigned ±1 in a random assignment of its depth-ℓ neighborhood
under the boundary condition induced by σˆ.
We lift the distributions from (2.4) to clauses. In slightly greater generality, suppose that µ is a map that assigns
each variable x a probability distribution µx ∈ P ({±1}). Then for clause a of a formula Φˆ we let µ(2ℓ+1)
Φˆ,a
be the
distribution on {±1}k with the following two properties.
(i) if j ∈ [k] and x = ∂
Φˆ
(a, j ), then the marginal distribution of the j th coordinate coincides with µx .
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(ii) subject to (i), H(µ(2ℓ+1)
Φˆ,a
)+〈lnψa〉µ(2ℓ+1)
Φˆ,a
is maximum.
These two conditions determine µ(2ℓ+1)
Φˆ,a
uniquely (because the entropy is concave).
Now, we say that a formula Φˆ has the non-reconstruction property if for any ε> 0 there is ℓ> 0 such that
lim
n→∞P
[
1
n
∑
x
∣∣∣µ(2ℓ)
Φˆ,x
(1)−σ(x)|∇(Φˆ,x,2ℓ)
Φˆ,β
∣∣∣
Φˆ,β
< ε
]
= 1
The first half of the proof of Proposition 2.4 consist in proving the following.
Proposition 2.5. Assume that d ∈ [d−(k),dk−SAT] and β>β−(k,d). Then Φˆ has the non-reconstruction property.
Together with results from [5] Proposition 2.5 implies an upper bound on E[lnC
Φˆ,σˆ(β)]. But to obtain a match-
ing lower bound a little more work is needed. Specifically, we need to consider a further distribution on for-
mula/assignment pairs that we call the planted replica model (Φ˜,σ˜) generated by the following experiment.
PR1: Choose a random formula Φˆ.
PR2: For each variable x choose σ˜(x) from µ(2ℓ)
Φˆ,x
independently.
PR3: For every clause a choose σ˜(a)∈ {±1}k independently from µ(2ℓ+1)
Φˆ,a
.
PR4: Choose Φ˜ uniformly at random subject to the following conditions.
• If (a, j ) is a clause clone and ∂
Φ˜
(a, j )= (x, i ), then σ˜(a, j )= σ˜(x).
• For all clause clones (a, j ) we have ∆4ℓ+1
Φ˜
(a, j )∼=∆4ℓ+1
Φˆ
(a, j ).
If no such Φ˜ exists, start over from PR2.
The planted replica model has the non-reconstruction property if for any ε> 0 there is ℓ> 0 such that
lim
n→∞P
[
1
n
∑
x
∣∣∣µ(2ℓ)
Φ˜,x
(1)−σ(x)|∇(Φ˜,x,2ℓ)
Φ˜,β
∣∣∣
Φ˜,β
< ε
]
= 1
Proposition 2.6. Assume that d ∈ [d−(k),dk−SAT] and β > β−(k,d). Then the planted replica model has the non-
reconstruction property.
The non-reconstruction property enables us to determine E[lnC
Φˆ,σˆ(β)]. Indeed, given a map µ : x 7→ µx ∈
P ({±1}) that assigns each variable a distribution on ±1 we define the Bethe free energy of a formula Φˆ as
B
Φˆ
(µ)=
∑
x
(1−d)H(µx )+
∑
a
[
H(a)+
〈
lnψa
〉
µa
]
.
Of course, µa is the extension of µ from variables to clauses as defined above. We also let BΦˆ,ℓ = BΦˆ((µ(2ℓ)Φˆ,x )x∈V ).
Then by combining Propositions 2.5 and 2.6 with [5, Theorems 4.4 and 4.5] we obtain the following.
Corollary 2.7. We have limn→∞ 1n E[lnCΦˆ,σˆ(β)]= limℓ→∞ limn→∞ 1n E[BΦˆ,ℓ].
Furthermore,B
Φˆ,ℓ is determined by the local structure of Φˆ. Since Φˆ, the local structure of the random formula
can be described in terms of a random tree. In fact, tracing the Belief Propagation algorithm on this random tree
enables us to relate E[B
Φˆ,ℓ] to the distributional fixed point problem from Proposition 1.2. The result of this,
derived in Section 4, is
Proposition 2.8. We have limℓ→∞ limn→∞ 1n E[BΦˆ,ℓ]=B(k,d ,β).
Finally, Proposition 2.4 follows from Corollary 2.7 and Proposition 2.8.
3. BELIEF PROPAGATION ON RANDOM TREES
In the following of the paper we assume that d ∈ [d−(k),dk−SAT] and that β≥ β−(k,d). We let cβ = 1−exp(−β) ∈
(0,1).
In this section, we introduce a Galton-Watson process on trees, that will describe the local neighborhood of
randomly chosen vertices in random formulas but also allow to analyze the probabilistic fixed point problem in
Section 4.
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3.1. A Galton-Watson process on trees. We consider the following Galton-Watson process. We first observe that
there is a unique q = q(k,d ,β) ∈ (0,1) such that
1− (1−exp(−β))qk = 2(1−q). (3.1)
We start from the tree T2ℓ of depth 2ℓ (ℓ≥ 0) such that
• Each node at an even depth of the tree is a variable node and has for offspring d −1 clause nodes.
• Each node at an odd depth of the tree is a clause node and has for offspring k−1 variable nodes.
Let V2ℓ be the set of T2ℓ variable nodes, F2ℓ be the set of its clause nodes. Let ∂V2ℓ denote the subset of variables at
distance 2ℓ from the root, and for node v of T2ℓ, let ∂v (resp. ∂↓v) denote the set of neighbors (resp. children) of v
in T2ℓ. We further decorate T2ℓ has follows. Each node v ∈V2ℓ∪F2ℓ carries a number bv,↑ ∈ {−1,1} determined by
the following process.
(i) For the root r , we have br,↑ = 1 with probability q and br,↑ =−1 with probability 1−q .
(ii) The offspring of a variable node x with bx,↑ =±1 is d2 −1 clause nodes a with ba,↑ =±1 and d2 clause nodes
a such that ba,↑∓1.
(iii) If a clause node a is such that ba,↑ =−1, the number of x ∈ ∂↓a such that bx,↑ =−1 has distribution Bin(k−
1,1−q).
(iv) If a clause node a is such that ba,↑ = 1, then with probability exp(−β)qk−1/(1− (1− exp(−β))qk−1) the
offspring is k −1 variables x with bx,↑ = 1, and otherwise the number of x ∈ ∂↓a such that bx,↑ = −1 has a
conditionnal distribution distribution Bin≥1(k−1,1−q). .
Then we define for a clause a and x ∈ ∂a, ba,x = bx,↑ if x ∈ ∂↓a and ba,x = ba,↑ otherwise. We let ∂±1a = {x ∈
∂a,ba,x = ∓1} and for a variable x, ∂±1x = {a ∈ ∂x,ba,x = ∓1}. We finally let, for 0 ≤ l ≤ k, ∂±1,l x = {a ∈ ∂±1x, |{y ∈
∂a \ {x},ba,y = 1}| = l}.
Let T = T (d ,k,β,2ℓ) be the resulting random (decorated) tree, let p(2ℓ)
k ,d ,β
denote its distribution, and let T2ℓ
denote the support of p(2ℓ)
k ,d ,β
. Similarly, we denote by T̂ the random tree pending below the first clause adjacent to
the root of T (d ,k,β,2ℓ+2), by V̂2ℓ+1 its set of variables and by ∂V̂2ℓ+1 its set of variable at distance 2ℓ+1 from the
root, by p̂(2ℓ+1)
k ,d ,β
its distribution, and by T̂2ℓ+1 the support of p̂
(2ℓ+1)
k ,d ,β
.
We call a sequence ∂ν ∈ P ({−1,1})∂V2ℓ a boundary condition over T ∈ T2ℓ. Similarly, for T̂ ∈ T̂2ℓ+1, we call a
sequence ∂ν ∈P ({−1,1})∂V̂2ℓ+1 a boundary condition on T̂ .
Wedefine theBelief Propagationmessages induced by theboundary condition ∂νonT as the families (νT,∂ν
x,↑ )x∈V2ℓ
and (ν̂T,∂ν
a,↑ )a∈F2ℓ , where ν
T,∂ν
x,↑ = (∂ν)x for x ∈ ∂V2ℓ, and otherwise
νT,∂ν
x,↑ (s)=
∏
a∈∂↓x ν̂
T,∂ν
a,↑ (s)∑
s ′∈{−1,1}
∏
a∈∂↓x ν̂
T,∂ν
a,↑ (s
′)
for x ∈V2ℓ \∂V2ℓ and s ∈ {−1,1}, (3.2)
ν̂T,∂ν
a,↑ (s)=
∑
sa∈{−1,1}∂a 1sx=sψa,β(sa)
∏
y∈∂↓a ν
T,∂ν
y,↑ (sy )∑
sa∈{−1,1}∂a ψa,β(sa)
∏
y∈∂↓a ν
T,∂ν
y,↑ (sy )
for a ∈ F2ℓ and s ∈ {−1,1}. (3.3)
In the following of this section, we let ℓ large enough be fixed. We will be interested in showing that, under
reasonnable assumptions, the message exiting a tree T ∈T2ℓ only weakly depends on the boundary conditon ∂ν.
More precisely, we define ∂ν(0) ∈ P ({−1,1})∂V2ℓ by ∂ν(0)x (1) = 1 = 1− ∂ν(0)x (−1) for all x ∈ ∂V2ℓ. For T̂ ∈ T̂2ℓ+1 we
define ∂ν(0) ∈P ({−1,1})∂T̂ similarly. For a tree T ∈T2ℓ with root r , and a boundary condition ∂ν on T , we denote
by
ν∂νT = νT,∂νr,↑ , ν
(2ℓ)
T
= νT,∂ν(0)
r,↑ .
Similarly for T̂ ∈ T̂2ℓ+1 with root r and a boundary condition ∂ν on T̂ we let
ν̂∂νT = ν̂T,∂νr,↑ , ν̂
(2ℓ+1)
T
= ν̂T,∂ν(0)
r,↑ .
We are now ready to state themain results of this section. In the following, we denote by T a random tree drawn
from the distribution p(2ℓ)
k ,d ,β
, and by ∂ν a random boundary condition, independent of T and that satisfies the
following condition.
H For any x ∈ ∂V2ℓ, P
[
(∂ν)x (1)≤ 1−exp(−kβ/2)
∣∣∣((∂ν)y )y∈∂V2ℓ\{x} ]≤ 2−0.9k
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Similarly, we denote by T̂ a random tree drawn from the distribution pˆ(2ℓ+1)
k ,d ,β
, and by ∂ν a random boundary con-
dition, independent of T̂ and that satisfies the following condition.
H For any x ∈ ∂V2ℓ+1, P
[
(∂ν)x (1)≤ 1−exp(−kβ/2)
∣∣∣((∂ν)y)y∈∂V2ℓ+1\{x} ]≤ 2−0.9k
Proposition 3.1. We have
P
[
‖ν∂ν
T
−ν(2ℓ)
T
‖∞ ≥ 2ℓ−1
]
≤ ℓ−1,
P
[
‖ν̂∂ν
T̂
− ν̂(2ℓ+1)
T̂
‖∞ ≥ 2k2 exp(2β)ℓ−1
]
≤ k2ℓ−1.
The following variant of the proposition will follow from similar steps, and will prove usefull when analyzing
random graphs in Sec 5-6. We first need to slightly generalize the process considered up to now. Let GW(k,d ,β,2ℓ)
denote theGalton-Watson process introduced considered up to now. Let GW′(k,d ,β,2ℓ) be themulti-type random
process defined by the same rules as GW(k,d ,β,2ℓ), except for the first and second rule which are replaced by
(i)’ The root r has for offspring d2 clauses nodes a with ba,↑ = 1 and d2 clauses nodes a with ba,↓ =−1.
(ii)’ The offspring of a variable node x different from the rootwith bx,↑=±1 is d2−1 clause nodes a with ba,↑ =±1
and d2 clause nodes a such that ba,↑∓1.
Let T˜2ℓ denote the set of trees generated by the process and by p˜
(2ℓ)
k ,d ,β
the associated probability distribution. Let,
in the following, T ′ denote a random tree drawn from this distribution. Let ∂V ′
2ℓ
denote the variables ar distance 2ℓ
from T ′ root (which is, as previously, a deterministic quantity). Let us call as before ∂ν ∈P ({−1,1})∂V ′2ℓ a boundary
condition over T ′, and let us extend conditionH into
H’ For any x ∈ ∂V ′
2ℓ
, P
[
(∂ν)x (1)≤ 1−exp(−kβ/2)
∣∣∣((∂ν)y )y∈∂V ′
2ℓ
\{x}
]
≤ 2−0.9k
Proposition 3.2. Assume that ∂ν′′ is a random boundary condition over ∂V ′
2ℓ
, independent of T ′ and that satisfies
H’. the following assumption. Further assume that the random boundary condition ∂ν′ (whose distribution may
also depend on T ′) satisfies for all x ∈ ∂V ′
2ℓ
, ∂ν′x (1)≥ ∂ν′′x (1). Then
P
[
‖µ∂ν′
T ′ −µ
(2ℓ)
T ′ ‖∞ ≥ k exp(β)ℓ
−1
]
≤ ℓ−1.
3.2. The (random) trunk of random trees : proof of Proposition 3.1. In order to prove Proposition 3.1, we shall
identify a concrete condition on (T,∂ν) under which the message ν∂νT is close to ν
(2ℓ)
T
. We define the Trunk of T
under the boundary condition ∂ν, Trunk(T,∂ν), as the largest subsetW of V2ℓ such that for any x ∈W either
TR0: x ∈ ∂V2ℓ and ∂νx (1)≥ 1−exp(−kβ/2)
or the five following conditions hold
TR1: there are at least ⌊0.9k⌋ clauses a ∈ ∂↓x such that ∂1a = {x}.
TR2: there are nomore than ⌈0.1k⌉ clauses a ∈ ∂x such that |∂−1a| = k.
TR3: for any 1≤ l ≤ k the number of a ∈ ∂−1x such that |∂1a| = l is bounded by k l+3/l ! .
TR4: there are nomore than k3/4 clauses a ∈ ∂1x such that |∂1a| = 1 but ∂a 6⊂W .
TR5: there are nomore than k3/4 clauses a ∈ ∂−1x such that |∂−1a| < k and |∂1a \W | ≥ |∂1a|/4.
We will first observe that the following is true.
Lemma 3.3. We have
P
[
the root of T under the boundary condition ∂ν is cold
]≥ 1−ℓ−1.
Proof. The lemma is easily proved by induction. 
Further, we need to introduce the following definitions. For T ∈ T2ℓ with root r and x ∈ ∂V2ℓ, we denote by
[x→ r ] the unique shortest path from x to r in T .
(i) We say that a factor node a ∈ F2ℓ is cold if and only if ∂1a∩Trunk(T,∂ν) 6= ;.
(ii) We say that a variable node x ∈V2ℓ is cold if x ∈ Trunk(T,∂ν).
(iii) We say that (x,a) (with x ∈ ∂↓a) is cold if x is cold or a is cold.
(iv) We say that a path [x→ r ] (x ∈ ∂V2ℓ) is cold if it contains at least ⌊0.4ℓ⌋ cold pairs (x,a).
(v) Finally, we say that the pair (T,∂ν) ∈T2ℓ×P ({−1,1})∂V2ℓ is cold if all the paths [x → r ], with x ∈ ∂V2ℓ, are
cold.
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The key result of this section is the following estimate.
Proposition 3.4. We have
P [(T ,∂ν) is cold]≥ 1−ℓ−1.
Then in Section 3.3 we shall prove the following.
Proposition 3.5. If (T,∂ν) ∈T2ℓ×P ({−1,1})∂V2ℓ is cold, then
‖ν∂νT,↑ −ν(2ℓ)T,↑ ‖∞ ≤ ℓ
−1.
Let us see how this implies Proposition 3.1.
Proof of Proposition 3.1. The first part of the proposition directly follows from the combination of Proposition 3.4
and Proposition 3.5. For the second part of the proposition, we first need to introduce one more notation. For
T̂ ∈ T̂2ℓ+1 and j ∈ [k−1] we denote by T̂ [ j ] ∈T2ℓ the subtree of T̂ pending below the j -th neighbor of the root. For
a boundary conditon ∂ν over ∂T̂ , we denote by ∂ν[ j ] its restriction to T̂ [ j ].
We observe that if ∂ν satisfies H, then so does ∂ν[ j ]. Moreover, for any T ∈ T2ℓ and j ∈ [k − 1], we have by
definition of the Galton-Watson process
P
[
T̂ [ j ]= T
]
≤ 2P [T = T ] .
For T̂ ∈ T̂2ℓ+1 and a boundary condition ∂ν, using (3.3) and Taylor’s theorem, we get
‖ν̂∂ν
T̂
− ν̂(2ℓ+1)
T̂
‖∞ ≤ 8k exp(2β) sup
j∈[k−1]
‖ν∂ν[ j ]
T̂ [ j ]
−ν(2ℓ)
T̂ [ j ]
‖∞.
Thereby, we obtain, using the previous observations
P
[
‖ν̂∂ν
T̂
− ν̂(2ℓ+1)
T̂
‖∞ ≥ k2 exp(2β)ℓ−1
]
≤P
[
sup
j∈[k−1]
‖ν∂ν[ j ]
T̂ [ j ]
−ν(2ℓ)
T̂ [ j ]
‖∞ ≥ ℓ−1
]
≤ (k−1)P
[
‖ν∂ν[1]
T̂ [1]
−ν(2ℓ)
T̂ [1]
‖∞ ≥ ℓ−1
]
≤ 2(k−1)P
[
‖ν∂ν[1]
T
−ν(2ℓ)
T
‖∞ ≥ ℓ−1
]
.
For ℓ large enough, and using the first part of the proposition that we already proved, we have
P
[
‖ν∂ν[1]
T
′ −ν(2ℓ)
T
′ ‖∞ ≥ (ℓ−1)−1
]
≤ ℓ−1.
The second part of the proposition follows. 
Proof of Proposition 3.2. For T ∈ T˜2ℓ+2, let T ′ be the tree obtained by removing the tree pending below the last
children of T ’s root. Then if (T ′,∂ν′′) is good, then so is (T ′,∂ν′). In particular
P
[
(T ′,∂ν′) is cold
]
≥P
[
(T ′,∂ν) is cold
]
≥ 1−ℓ−1.
In this case we have
‖ν∂ν
T ′ −ν
(2ℓ+1)
T ′ ‖∞ ≤ ℓ
−1
and moreover, applying Taylor’s theorem and by a similar token as previously,
‖µ∂ν′
T
−µ(2ℓ+2)
T
‖∞ ≤ k exp(β)ℓ−1.
This concludes the proof of the proposition.

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3.3. Proof of Proposition 3.5. We begin with the following lemma, that shows that the messages exiting vertices
x ∈Trunk(T,∂ν) are under tight control.
Lemma 3.6. Let (T,∂ν) ∈T2ℓ×P ({−1,1})∂V2ℓ be fixed. For all x ∈Trunk(T,∂ν), we have
νT,∂ν
x,↑ (1)> 1−exp(−kβ/2) and ν
T,∂ν(0)
x,↑ (1)> 1−exp(−kβ/2).
The lemma will rely on a detailled analysis of terms of the form
ν̂T,∂ν
x,↑ (1)
ν̂T,∂ν
x,↑ (−1)
. In order to simplify the discussion, we
shall isolate this analysis in the following lemma.
Lemma 3.7. Let a clause a be fixed along with its adjacents variables x ∈ ∂a and a family (νx→a)x∈∂a ∈P ({−1,1})k .
Let
∂gooda =
{
x ∈ ∂a,νx→a (1)≥ 1−exp(−kβ/2)
}
.
Let (ν̂a→x )x∈∂a ∈P ({−1,1})k be defined by the following equations.
ν̂a→x (s)=
∑
sa∈{−1,1}k 1sx=sψa,β(sa)
∏
y∈∂a\{x})νy→a(sy )∑
sa∈{−1,1}k ψa,β(sa)
∏
y∈∂a\{x}νy→a(sy )
(3.4)
Then for x ∈ ∂a, the following estimates hold true.
(a)
exp(−β)≤ ν̂a→x (1)
ν̂a→x (−1)
≤ exp(β).
(b) If x ∈ ∂1a, then
ν̂a→x (1)
ν̂a→x (−1)
≥ 1.
(c) If {x}= ∂1a and ∂−1a ⊂ ∂gooda, then
ν̂a→x (1)
ν̂a→x (−1)
≥ exp(0.99β).
(d) If |∂1(a) \ {x}∩∂gooda| ≥ p, then
ν̂a→x (1)
ν̂a→x (−1)
≥ exp(−exp(−pkβ/3)).
Proof. Point (a) easily follows from the fact that for any sa ∈ {−1,1}∂a , exp(−β) ≤ ψa,β(s) ≤ 1, and that if there is
x ∈ ∂a such that sx = 1, thenψa,β(sa)= 1.
Point (b) follows from the observation that if sa , s
′
a ∈ {−1,1}∂a satisfy sx = 1 and sy = s′y for y ∈ ∂a \ {x}, then
ψa,β(sa)≥ψa,β(s′a).
Point (c) follows from the observation that, if {x}= ∂1a and ∂−1a ⊂ ∂gooda,
exp(−1s 6=1β)≤
∑
sa∈{−1,1}∂a
1sx=sψa,β(sa)
∏
y∈∂a\{x}
νy→a(sy )≤ exp(−1s 6=1β)+2k exp(−kβ/2).
Finally, point (d) is obtained by observing that, if |∂1a \ {x}∩∂gooda| ≥ p,∣∣∣∣∣ ∑
sa∈{−1,1}∂a
1sx=sψa,β(sa)
∏
y∈∂a\{x}
νy→a(sy )−1
∣∣∣∣∣≤ ∏
y∈∂1a\{x}
(
1−νy→a (1)
)≤ exp(−pkβ/2).

Proof of Lemma 3.6. We first prove the statement concerning νT,∂ν·,↑ . We prove it by induction over t = ℓ−
dist(x,r )
2
.
For t = 0 the result holds by definition of Trunk(T,∂ν). Assume that the results hold for all x ∈ V2ℓ such that
dist(x,r )≥ 2(ℓ− t) and let x ∈V2ℓ with dist(x,r )= 2(ℓ− t −1) be fixed. We define
∆1x = ∂↓x∩∂1x,
∆1,0x =
{
a ∈ ∂↓x, ∂−1a∩Trunk(T,∂ν)= ∂↓a
}
,
∆−1,0x =
{
a ∈ ∂↓x, a ∈ ∂−1,0x
}
,
and for 1≤ l ≤ k, ∆−1,l x = {a ∈ ∂−1(x,a), |∂1(x)| = l , |∂1(x) \Trunk(T,∂ν)| ≤ |∂1(x)|/4}
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We have, by Eq. (3.2)
νT,∂ν
x,↑ (1)
νT,∂ν
x,↑ (−1)
=
∏
a∈∆1,0x
ν̂T,∂ν
a,↑ (1)
ν̂T,∂ν
a,↑ (−1)
∏
a∈∆1x\∆1,0x
ν̂T,∂ν
a,↑ (1)
ν̂T,∂ν
a,↑ (−1)
k∏
l=1
∏
a∈∆−1,l x
ν̂T,∂ν
a,↑ (1)
ν̂T,∂ν
a,↑ (−1)
∏
a∈∆−1,0x
ν̂T,∂ν
a,↑ (1)
ν̂T,∂ν
a,↑ (−1)∏
a∈∂↓x\(∆1x∪kl=0∆−1,l x)
ν̂T,∂ν
a,↑ (1)
ν̂T,∂ν
a,↑ (−1)
. (3.5)
Because the messages (ν, ν̂) satisfy Eq. (3.4), we can apply the result of Lemma 3.7 to them. It follows that
νT,∂ν
x,↑ (1)
νT,∂ν
x,↑ (−1)
≥ exp(β[0.99|∆1,0x|− |∆−1,0x|])exp
(
k∑
l=1
|∆−1,l x|exp(−kβl/4)
)
exp
(
−2β|∂↓x \ (∆1x∪ (∪kl=0∆−1,l x))|
)
.
By definition of Trunk(T,∂ν), we have
|∆1,0x| ≥ ⌊0.9k⌋, |∆−1,0x| ≤ ⌈0.1k⌉, |∂↓x \ (∆1x∪ (∪kl=0∆−1,l x))| ≤ k3/4.
Moreover, for 1≤ l ≤ k we have |∆−1,l x| ≤ |∂−1,l x| ≤ k l+3/l ! (by TR3) and hereby
k∑
l=1
|∆−1,l x|exp(−kβl/4)≤
k∑
l=1
k l+3
l !
exp(−kβl/4)≤ k3 exp(k exp(−kβ/4))≤ 2.
Replacing with these four estimate in (3.5), we obtain
νT,∂ν
x,↑ (1)
νT,∂ν
x,↑ (−1)
≥ exp(2kβ/3), as desired.
The second part of the lemma, regarding ν(2ℓ)
x,↑ , follows from the observation that Trunk(T,∂ν)⊂Trunk(T,∂ν(0)).

Proof of Proposition 3.5. Let x ∈V2ℓ \∂V2ℓ be fixed, and let for a ∈ ∂↓x and a boundary condition ∂ν, ε̂∂νa,↑ : {−1,1}→
R be defined by, for s ∈ {−1,1}
ε̂T,∂ν
a,↑ (s)=
∑
sa∈{−1,1}∂a
1sx=sψa,β(sa)
∏
y∈∂↓a
νT,∂ν
y,↑ (sy ). (3.6)
By applying Taylor’s theorem to equation (3.2), observing that νT,∂ν
x,↑ (1)=
(
1+∏a∈∂↓x ε̂T,∂νa,↑ (−1)ε̂T,∂ν
a,↑ (1)
)−1
we obtain
‖νT,∂ν
x,↑ −ν
T,∂ν(0)
x,↑ ‖∞ ≤ sup
u∈[0,1]
(
uνT,∂ν
x,↑ (−1)+(1−u)ν
T,∂ν(0)
x,↑ (−1)
uνT,∂ν
x,↑ (1)+(1−u)ν
T,∂ν(0)
x,↑ (1)
)
(
1+ uν
T,∂ν
x,↑ (−1)+(1−u)ν
T,∂ν(0)
x,↑ (−1)
uνT,∂ν
x,↑ (1)+(1−u)ν
T,∂ν(0)
x,↑ (1)
)2 ∑
a∈∂↓x
sup
u∈[0,1]
∥∥∥∥∥∥
ε̂T,∂ν
a,↑ − ε̂
T,∂ν(0)
a,↑
uε̂T,∂ν
a,↑ + (1−u)ε̂
T,∂ν(0)
a,↑
∥∥∥∥∥∥
∞
. (3.7)
We observe that for (x1,x2,x3,x4) ∈ [0,∞)4 we have
(x1+ x2+ x3)
(1+ x1+ x2+ x3)2
≤min{x1+ x2+ x3, (x1+ x2+ x3)−1}≤ 1,
sup
u∈[0,1]
ux1+ (1−u)x2
ux3+ (1−u)x4
≤ max{x1,x2}
min{x3,x4}
.
Using this in cunjunction with Lemma 3.6 we obtain
sup
u∈[0,1]
(
uνT,∂ν
x,↑ (−1)+(1−u)ν
T,∂ν(0)
x,↑ (−1)
uνT,∂ν
x,↑ (1)+(1−u)ν
T,∂ν(0)
x,↑ (1)
)
(
1+ uν
T,∂ν
x,↑ (−1)+(1−u)ν
T,∂ν(0)
x,↑ (−1)
uνT,∂ν
x,↑ (1)+(1−u)ν
T,∂ν(0)
x,↑ (1)
)2 ≤ 6exp(−kβ1x is cold/2) . (3.8)
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We further observe that
sup
u∈[0,1]
∥∥∥∥∥∥
ε̂T,∂ν
a,↑ − ε̂
T,∂ν(0)
a,↑
uε̂T,∂ν
a,↑ + (1−u)ε̂
T,∂ν(0)
a,↑
∥∥∥∥∥∥
∞
≤ exp(β)
∥∥∥ε̂T,∂ν
a,↑ − ε̂
T,∂ν(0)
a,↑
∥∥∥
∞
.
In particular,
‖νT,∂ν
x,↑ −ν
T,∂ν(0)⊗
x,↑ ‖∞ ≤ 6exp(β)exp(−kβ1x is cold/2).
Using again Taylor’s theorem, for any a ∈ F2ℓ we have∥∥∥ε̂T,∂ν
a,↑ − ε̂
T,∂ν(0)
a,↑
∥∥∥
∞
≤ 4exp(−kβ/2)
∑
z∈∂↓a
min
y∈∂↓a∩∂1a
y 6=z
max
{
νT,∂ν
y,↑ (−1),ν
T,∂ν(0)
y,↑ (−1)
}
‖νT,∂ν
z,↑ −ν
T,∂ν(0)
z,↑ ‖∞. (3.9)
Therefore, if a is cold and the unique x such that δ↑a = {x} is not cold, we have∥∥∥ε̂T,∂ν
a,↑ − ε̂
T,∂ν(0)
a,↑
∥∥∥
∞
≤ exp(−kβ/2)
∑
x∈∂↓a
1x not cold‖νT,∂νx,↑ −ν
T,∂ν(0)
x,↑ ‖∞+
∑
x∈∂↓a
1x is cold‖νT,∂νx,↑ −ν
T,∂ν(0)
x,↑ ‖∞. (3.10)
Combining (3.8) with (3.10), we obtain∥∥∥νT,∂ν
x,↑ −ν
T,∂ν(0)
x,↑
∥∥∥
∞
≤ 24exp(β)
∑
a∈∂↓x
∑
y∈∂↓a
exp
(−kβ(1x is cold+1x is not cold1a is cold1y is not cold)/2)∥∥∥νT,∂νy,↑ −νT,∂ν(0)y,↑ ∥∥∥∞ .
Iterating this equation, we obtain, (using that for any x ∈ ∂V2ℓ, the path from the root r of T to x contains at least
⌊0.4ℓ⌋ cold pairs (x,a))∥∥∥ν∂νT,↑−ν(2ℓ)T,↑ ∥∥∥∞ ≤ 24ℓ exp(βℓ) ∑
x∈∂V2ℓ
exp
(−kβ⌊0.4ℓ⌋/2) ∥∥∂νx −∂ν(0)x ∥∥∞
≤ |∂V2ℓ|24ℓ exp(βℓ)exp
(−kβ⌊0.4ℓ⌋/2)
≤ (dk)ℓ24ℓ exp(−0.01k2ℓ)= oℓ(1).

3.4. Proof of Proposition 3.4.
Proof. In order to prove the proposition, we will need to slightly extend the notion of cold variables and cold
clauses. Let a pair (T,∂ν) ∈ T2ℓ ×P ({−1,1})dℓ be fixed. Given v ∈ T and {w} = ∂↑v , let Tv denote the subtree of
T \ {w} rooted at v . Also recall that we denoted by ∂V2ℓ = ∂T .
For (a,x) with {x}= ∂↑a, we say that x is strongly cold with respect to a for the pair (T,∂ν) if there exists no tree
T ′ ∈T2ℓ and no boundary condition ∂ν′ over ∂V2ℓ such that the following is true.
• x is not cold in (T ′,∂ν′),
• T ′x = Tx ,
• ∀x ∈ ∂Tx \∂Ta , (∂ν′)x = (∂ν)x .
Observe that strongly cold variables are also cold. Let, for a′ ∈ ∂↓x, px,a′ be the probability that x is not strongly
cold with respect to a′ when the pair (T ,∂ν) is drawn at random. We shall prove by induction over t ∈ {1, . . . ,ℓ} that
for x at distance 2t from ∂V2ℓ and a
′ ∈ ∂ ↓ x, px,a′ ≤ 2−0.9k . For t = 0, the result follows from the assumption on the
distribution of ∂ν. Let us now assume that we have proved the result up to t ≥ 0 and consider x at distance 2(t +1)
from ∂V2ℓ and a
′ ∈ ∂↓x. For x not to be strongly cold with respect to a′, one of the followingmust happen. Let V (t )cold
be the set of strongly cold variables at distance t from ∂V2ℓ. Let a be the clause such that ∂↑x = {a}.
(a) there are less than ⌊0.95k⌋ clauses a ∈ ∂1x such that ∂1a = {x},
(b) there are more than ⌈0.05k⌉ clauses a ∈ ∂x such that |∂−1a| = k,
(c) there is 1≤ l ≤ k such that there are more than 0.5k l+3/l ! clauses a ∈ ∂−1x with |∂1a| = l ,
(d)
∣∣∣{b ∈ ∂1,0x \ {a},∂b \ {x} 6⊂V (t−1)cold }∣∣∣≥ k3/4−1,
(e) |{b ∈ ∂−1x, |∂−1b| ≤ k, |∂1b \ {x} \V (t−1)cold | ≥ |∂1b|/4}| ≥ k3/4−1.
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By definition of our random process, (a), (b) and (c) each hold with probability at most 2−0.95k . The probability
that a given clause b ∈ ∂1,0x \ {a} contains at least one not strongly cold variable different from x is
∑
y∈∂↓b py,b +
O˜k (2
−k ) ≤ k2−0.9k . By definition, the probability that each of the clauses b1, . . . ,by ∈ ∂1,0x \ {a} contain at least
one not strongly cold variable different from x is upperbounded by
(|∂1,0x\{a}|
y
)
(k2−0.9k )y . Therefore, the probability
that (d) happens is at most 2−1.5k . Similarly, (e) happen with probability at most 2−1.5k . Therefore we obtain
px,a′ ≤ 3.2−0.95k +2.2−1.5k ≤ 2−0.9k , as needed.
Let a clause a ∈ F2ℓ be fixed as well as x ∈ ∂↓a. Let ∂↑a = {y}. We say that a is strongly cold with respect to x if
|∂1a \ {x, y}∩V (t )cold| ≥ 1. Let qa,x denote the probability that a is not strongly cold with respect to x ∈ ∂↓a when the
pair (T ,∂ν) is drawn from a distribution that satisfies the hypothesis of the proposition. By our previous estimate
(g) and (h) happen with probability at most 2−1.5k while (f) happens with probability at most 2−0.9k . In particular,
qa,x ≤ 2−0.9k . By construction of the strongly cold clauses, the probability that a pair (x,a) with {a} = ∂↑x is not
strongly cold with respect to b ∈ ∂ ↓ x is then upperbounded by px,bqa,x ≤ 2−1.7k .
Let x ∈ ∂V2ℓ be fixed. Recall that we denoted by r the root of T . We denote sequence of variables and clauses on
the path [x→ r ] by (x0 = x,a0,x1,a1, . . . ,r ). For the path [x → r ] not to be cold, there must be at least ⌊0.6ℓ⌋ pairs
(xi ,ai ) along this path that are not strongly cold. Moreover, for i1 6= i2 6= · · · 6= il , the probability that the (xi j ,ai j )
are strongly cold is independent (by construction). Therefore we obtain
P [[x→ r ] not cold]≤
∑
l≥⌊0.6ℓ⌋
∑
0≤i1≤···≤il<ℓ
P
[
(xi1 ,ai1 ) not strongly cold and (xi2 ,ai2 ) not strongly cold and
.. . and (xil ,ail ) not strongly cold
]
≤
∑
l≥⌊0.6ℓ⌋
∑
0≤i1≤···≤il<ℓ
l∏
j=1
P
[
(xi j ,ai j ) not strongly cold
]
≤ 2ℓ
(
2−1.7k
)⌊0.6ℓ⌋
≤ 2−1.02kℓ.
Consequently, we obtain with the union bound
P [(T ,∂ν) is not cold]≤
∑
x∈∂V2ℓ
P [[x→ r ] not cold]≤ |∂V2ℓ|2−1.02kℓ ≤ (dk)ℓ2−1.02kℓ = oℓ(1).

4. THE FIXED POINT PROBLEM ON TREES
In this section we prove Proposition 1.2 and Lemma 2.3.
We shall obtain the propositions by making the connection between the skewed fixed points of the operator
Gk ,d ,β and the analysis of Belief Propagation on random Galton-Watson trees studied in the previous section. We
first identify P ({−1,1}) with (0,1) through η 7→ η(−1). This also identifies P (P ({−1,1})) with P (0,1). With the
notations of the previous section (and, in particular, q given by (3.1)), we shall prove that
Proposition 4.1. Let π be a skewed fixed point of Gk ,d ,β and ℓ≥ 1 be fixed. Then we have
π=
∑
T∈T2ℓ
p(2ℓ)
k ,d ,β
(T )
∫
P ({−1,1})∂V2ℓ
δν∂ν
T
⊗
x∈∂V2ℓ
(
1bx,↑=−1
1−∂νx (−1)
1−q dπ(∂νx )+1bx,↑=1
∂νx (−1)
q
dπ(∂νx )
)
.
Let us see how Proposition 1.2 follows from this proposition and from the result of the previous section.
Proof of Proposition 1.2. Let, for ℓ≥ 0, π(2ℓ) ∈P ({−1,1}) be the distribution of ν(2ℓ)
T
. Let ν be distributed according
to π. It follows from Proposition 4.1 that ν = ν∂ν
T
, where T and ∂ν satisfies the assumptions of Section 3. In
particular it follows from Proposition 3.1 that π weakly converges towards π(2ℓ), hence the unicity of the fixed
point. By a similar reasonning, we see that π(2ℓ) admits a weak limit, proving the existence of the fixed point. 
4.1. Themulti-type Galton-Watson branching process: proof of Proposition 4.1. For π, π̂ ∈P (0,1) we define
h(π)=
∫
(0,1)
ηdπ(η), ĥ(π̂)=
∫
(0,1)
η̂dπ̂(η̂).
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We let f : (0,1)d−1 → (0,1) (resp. f̂ : (0,1)k−1→ (0,1)) be defined by
f (η̂1, . . . , η̂d−1)=
∏d/2−1
j=1 η̂ j
∏d−1
j=d/2(1− η̂ j )
z(η̂1, . . . , η̂d−1)
, f̂ (η1, . . . ,ηk−1)=
1−cβ
∏k−1
i=1 ηi
ẑ(η1, . . . ,ηk−1)
,
and fd , f̂k ,β : [0,1]→ (0,1) be defined by
fd (η̂)= f (η̂, . . . , η̂)= 1− η̂, f̂k ,β(η)= f̂ (η, . . . ,η).
We say that (π, π̂) is a fixed point of (Fk ,d ,β,F̂k ,d ,β) iff π=Fk ,d ,β(π̂) and π̂= F̂k ,d ,β(π).
Lemma 4.2. If (π, π̂) is a fixed point of (Fk ,d ,β,F̂k ,d ,β), then we have
h[π]= fd (ĥ[π̂]), ĥ[π̂]= f̂k ,β(h[π]).
Proof. We first observe that, using the multilinearity of z (resp. ẑ)
Z [π̂]=
∫
(0,1)d−1
z(η̂1, . . . , η̂d−1)
d−1⊗
j=1
dπ̂(η̂ j )= z(ĥ[π̂], . . . ĥ[π̂]),
Ẑ [π]=
∫
(0,1)k−1
ẑ(η1, . . . ,ηk−1)
k−1⊗
j=1
dπ(η j )= ẑ(h[π], . . . ,h[π]).
Using these equations, we obtain
h[π]=
∫
(0,1)
ηdFd ,k ,β[π̂](η)=
1
Z [π̂]
∫
(0,1)d−1
z(η̂1, . . . , η̂d−1) f (η̂1, . . . , η̂d−1)
d−1⊗
j=1
dπ̂(η̂ j )
= 1
Z [π̂]
∫
(0,1)d−1
[
d/2−1∏
j=1
η̂ j
d−1∏
j=d/2
(1− η̂ j )
]
d−1⊗
j=1
dπ̂(η̂ j )
= fd (ĥ[π̂]).
Similarly, we have
ĥ[π̂]=
∫
(0,1)
η̂dF̂d ,k ,β[π](η̂)=
1
Ẑ [π]
∫
(0,1)k−1
ẑ(η1, . . . ,ηk−1) f (η1, . . . ,ηk−1)
k−1⊗
j=1
dπ(η j )
= 1
Ẑ [π]
∫
(0,1)k−1
[
1−cβ
k−1∏
j=1
η j
]
k−1⊗
j=1
dπ(η j )
= f̂k ,β(h[π]).

Recalling the definition of q = q(d ,k,β) in Eq. (3.1), and defining q̂ = 1−q , the following is a simple observation.
Fact 4.3. The set of equations
y = 1− yˆ , yˆ = f̂k ,β(y),
admits for unique solution in [0,1]2 the pair (q, q̂).
We define the measures π+,π−, π̂+ and π̂− over (0,1) by
dπ+(η)=
1−η
1−q dπ(η), dπ−(η)=
η
q
dπ(η), (4.1)
dπ̂+(η)=
1− η̂
1− q̂ dπ̂(η̂), dπ̂−(η̂)=
η̂
q̂
dπ̂(η̂). (4.2)
Lemma 4.4. If (π, π̂) is a fixed point of (Fk ,d ,β,F̂k ,d ,β), we have
π− =
∫
(0,1)d−1
δ f (η̂1,...,η̂d−1)
d/2−1⊗
j=1
dπ̂−(η̂ j )
d−1⊗
j=d/2
dπ̂+(η̂ j ), (4.3)
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π+ =
∫
(0,1)d−1
δ f (η̂1,...,η̂d−1)
d/2−1⊗
j=1
dπ̂+(η̂ j )
d−1⊗
j=d/2
dπ̂−(η̂ j ), (4.4)
π̂− =
k−1∑
r=1
(
k−1
r
)
qr (1−q)k−1−r
1−cβqk−1∫
(0,1)k−1
δ f̂ (η1,...,ηk−1)
r⊗
j=1
dπ−(η j )
k−1⊗
j=r+1
dπ+(η j ) (4.5)
+exp(−β) q
k−1
1−cβqk−1
∫
(0,1)k−1
δ f̂ (η1,...,ηk−1)
k−1⊗
j=1
dπ−(η j ),
π̂+ =
k−1∑
r=0
(
k−1
r
)
qr (1−q)k−1−r
∫
(0,1)k−1
δ f̂ (η1,...,ηk−1)
r⊗
j=1
dπ−(η j )
k−1⊗
j=r+1
dπ+(η j ). (4.6)
Proof. We first observe that, recalling the definition of z in Section 1.2, qZ [π̂]= q̂d/2−1(1− q̂)d/2. We then compute
π− =
∫
(0,1)
η
q
δηdπ(η)=
∫
(0,1)
η
q
δηdFk ,d ,β[π̂](η)
= 1
Z [π̂]
∫
(0,1)d−1
1
q
z(η̂1, . . . , η̂d−1) f (η̂1, . . . , η̂d1 )δ f (η̂1,...,η̂d1 )
d−1⊗
j=1
dπ̂(η̂ j )
=
∫
(0,1)d−1
∏d/2−1
j=1 η̂ j
∏d−1
j=d/2(1− η̂ j )∏d/2−1
j=1 q̂
∏d−1
j=d/2(1− q̂)
δ f (η̂1,...,η̂d1 )
d−1⊗
j=1
dπ̂(η̂ j )
=
∫
(0,1)d−1
δ f (η̂1 ,...,η̂d−1)
d/2−1⊗
j=1
dπ̂−(η̂ j )
d−1⊗
j=d/2
dπ̂+(η̂ j )
The equation on π+ is proved similarly. We also compute
π̂− =
∫
(0,1)
η̂
q̂
δη̂dπ̂(η̂)=
∫
(0,1)
η̂
q̂
δη̂dF̂k ,d ,β[π](η̂)
=
∫
(0,1)k−1
1−cβ
∏
η j
1−cβqk−1
δ f̂ (η1,...,ηk−1)
k−1⊗
j=1
dπ(η j )
=
k−2∑
r=0
(
k−1
r
)
qr (1−q)k−1−r
1−cβqk−1∫
(0,1)k−1
δ f̂ (η1 ,...,ηk−1)
r⊗
j=1
dπ−(η j )
k−1⊗
j=r+1
dπ+(η j )
+exp(−β) q
k−1
1−cβqk−1
∫
(0,1)k−1
δ f̂ (η1 ,...,ηk−1)
k−1⊗
j=1
dπ−(η j ).
The equation on π̂+ is proved in a similar manner. 
Proof of Proposition 4.1. We observe that π= (1−q)π++qπ−. Replacing with Lemma 4.4 yields
π=
∑
T∈T2
p(2)
k ,d ,β
(T )
∫
P ({−1,1})∂V2
δν∂ν
T
⊗
x∈∂V2
(
1bx,↑=−1
1−∂νx (−1)
1−q dπ(∂νx)+1bx,↑=1
∂νx (−1)
q
dπ(∂νx )
)
.
By induction over 1≤ t ≤ ℓ, using repeatedly Lemma 4.4, we obtain that
π=
∑
T∈T2t
p(2t )
k ,d ,β
(T )
∫
P ({−1,1})∂V2t
δν∂ν
T
⊗
x∈∂V2t
(
1bx,↑=−1
1−∂νx (−1)
1−q dπ(∂νx )+1bx,↑=1
∂νx (−1)
q
dπ(∂νx )
)
.
This concludes the proof of the proposition. 
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We define, for (ν1, . . . ,νk , ν̂1, . . . , ν̂d )∈P ({−1,1})k+d and (b1, . . . ,bk ) ∈ {−1,1}k ,
z1(ν̂1, . . . , ν̂d )=
∏
j≤d/2
ν j (−1)
∏
j>d/2
ν j (1)+
∏
j≤d/2
ν j (1)
∏
j>d/2
ν j (−1),
z2(ν1, . . . ,νk ,b1, . . . ,bk )= 1−cβ
k∏
j=1
ν j (b j ),
z3(ν1, ν̂1)= ν1(1)ν̂1(1)+ν1(−1)ν̂1(−1).
In order to prove Lemma 2.3, we also recall the following standard result, which we prove in Section 7.
Proposition 4.5. We have
1
n
lnE
[
Zβ(Φ)
]
∼ ln2+ d
k
ln
(
1−cβqk
)
− d
2
ln
(
1
2q
)
− d
2
ln
(
1
2(1−q)
)
.
Proof of Lemma 2.3. We compute
lnE [z1(ν̂1, . . . , ν̂d )]= ln
(
2qd/2(1−q)d/2
)
,
lnE [z2(ν1, . . . ,νk ,b1, . . . ,bk )]= ln
(
1−cβqk
)
,
lnE[z3(ν1, ν̂1)]= ln
(
2q(1−q)
)
.
Thereby we have
F (k,d ,β)= ln2+ d
k
ln
(
1−cβqk
)
− d
2
ln
(
1
2q
)
− d
2
ln
(
1
2(1−q)
)
.
The proposition then follows from Proposition 4.5. 
4.2. Finite ℓ approximations of B(k,d ,β). We finally present a simple approximation of B(k,d ,β) that will be
useful in the following. Recall that GW(k,d ,β,2ℓ) and GW′(k,d ,β,2ℓ) were defined in the previous section. Let
p̂(2ℓ+1)
k ,d ,β
(T̂1, . . . T̂d ) denote the probability that the neighborhood of the root in is equal to (T̂1, . . . , T̂d ) under the pro-
cess GW′(k,d ,β,2ℓ+2). Denoting by e1 the first edge exiting the root of the random process GW′(k,d ,β,2ℓ+2),
let for T ∈ T2ℓ and T̂ ∈ T̂2ℓ+1 qp(T, T̂ ) be the probability that the 2ℓ-neighborhood (resp. 2ℓ+ 1-neighborhood)
of this edge when removing its clause node (resp. variable node) is formed of the tree T (resp. T̂ ). Similarly, de-
noting by a1 the first clause connected to the root of the random process GW
′(k,d ,β,2ℓ+ 2), let for T1, . . . ,Tk ∈
Tℓ p̂k ,d ,β(T1, . . .Tk ) be the probability that the 2ℓ-neighborhood of a1 is equal to (T1, . . . ,Tk ) under the process
GW′(k,d ,β,2ℓ+2).
Finally, let π⋆
k ,d ,β
be the unique skewed fixed point of Gk ,d ,β and, for the ease of notations, let π+,π−, π̂+, π̂−
denote the quantities associated to π⋆
k ,d ,β
through Eq. (4.1-4.2).
Lemma 4.6. We have
B(k,d ,β)=
∑
(T̂1 ,...,T̂d )∈T̂ d2ℓ+1
p(2ℓ+1)
k ,d ,β
(T̂1, . . . , T̂d )
∫
(0,1)d
ln
[
z1(ν̂
∂ν1
T̂1
, . . . , ν̂
∂νd
T̂d
)
] d⊗
j=1
⊗
x∈∂1T̂ j
dπ+((∂ν j )x )
⊗
x∈∂−1T̂ j
dπ−((∂ν j )x )
+ d
k
∑
(T1 ,...,Tk )∈T k2ℓ
p̂(2ℓ)
k ,d ,β
(T1, . . . ,Tk )
∫
(0,1)k
ln
[
z2(ν
∂ν1
T1
, . . . ,ν
∂νk
Tk
)
] k⊗
j=1
⊗
x∈∂1T j
dπ+((∂ν j )x )
⊗
x∈∂−1T j
dπ−((∂ν j )x )
−
∑
T∈T2ℓ ,T̂∈T̂2ℓ+1
qp(2ℓ+1)
k ,d ,β
(T, T̂ )
∫
(0,1)2
ln
[
z3(ν
∂ν1
T
, ν̂
∂ν2
T̂
)
] 2⊗
j=1
⊗
x∈∂1 T̂ j
dπ+((∂ν j )x )
⊗
x∈∂−1T̂ j
dπ−((∂ν j )x )+oℓ(1).
Proof. The proof is obtained by writing the expectation values in the definition of B(k,d ,β) explicitly in terms of
π+,π−, π̂+, π̂− and by following steps similar to the one of the proof of Proposition 4.1. 
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We define
B
(ℓ)(k,d ,β)=
∑
(T̂1 ,...,T̂d )∈T̂ d2ℓ+1
p̂(2ℓ+1)
k ,d ,β
(T̂1, . . . , T̂d ) ln
[
z1(ν̂
(2ℓ+1)
T̂1
, . . . , ν̂(2ℓ+1)
T̂d
)
]
+ d
k
∑
(T1 ,...,Tk )∈T k2ℓ
p(2ℓ)
k ,d ,β
(T1, . . . ,Tk ) ln
[
z2(ν
(2ℓ)
T1
, . . . ,ν(2ℓ)
Tk
)
]
−
∑
T∈T2ℓ ,T̂∈T̂2ℓ+1
qp(2ℓ+1)
k ,d ,β
(T, T̂ ) ln
[
z3(ν
(2ℓ)
T
, ν̂(2ℓ+1)
T̂
)
]
.
Proposition 4.7. We have
B(k,d ,β)=B(ℓ)(k,d ,β)+oℓ(1).
Proof. The result easily follows from the weak convergence of π(ℓ) toward π⋆
k ,d ,β
. 
We now proceed to prove Proposition 2.8. In order to do so, we need to state here a standard lemma about the
local convergence of the random formula Φ̂, that we will prove in Section 6 (see Lemma 6.1).
Lemma 4.8. For all ℓ≥ 0 and ∀T ∈ T˜2ℓ+2, we have ρΦ(T )∼ p˜(2ℓ+2)k ,d ,β (T ).
Proof of Proposition 2.8. By the previous lemma we have, for ℓ≥ 0,
lim
n→∞
1
n
E[B
Φˆ,ℓ]=B(ℓ)(k,d ,β).
The result then follows from Proposition 4.7. 
5. MARGINAL ANALYSIS
We will exhibit a number of deterministic conditions (six in total) that entail the non-reconstruction property.
Subsequently we are going to show that the random formulas Φˆ and Φ˜ enjoy these properties with high probability.
Then we will need some information on the local structure of a formula Φ. For a variable node x ∈ V and t ≥ 0
we let ∆(t )Φ(x) denote the t-neighborhood of x in Φ. For a tree T ∈ T˜2ℓ+2 (defined in Section 4.2) we define the
empirical density of T by
ρΦ(T )=
1
n
∑
i∈[n]
1
∆(2ℓ+2)Φ(xi )∼=T .
We shall say that a regular k-SAT formula Φ satisfies property Local Structure if the following is true, for every ℓ
large enough.
Local Structure: ∀T ∈ T˜2ℓ+2, ρΦ(T )∼ p˜(2ℓ+2)k ,d ,β (T ).
We shall also demand that Φ satisfies the Cycles property:
Cycles: There are o(
p
n) cycles of length at most
p
lnn.
In order to proceed further, we need to introduce a few more notations, similar to the ones that we used in
Section 3. LetΦbefixed andV denote its set of vertices, F denote its set of edges andE denote its set of (undirected)
edges. For x ∈V (resp. a ∈ F ), we let
∂1x = {a ∈ ∂x,ba,x =−1}, ∂−1x = {a ∈ ∂x,ba,x = 1}, ∂l x =
{
a ∈ ∂x, |{y ∈ ∂a \ {x},ba,y = 1}| = l
}
,
∂1a = {x ∈ ∂a,ba,x =−1}, ∂−1a = {x ∈ ∂a,ba,x = 1}.
We also introduce ∂1,l x = ∂1x ∩∂l x, ∂−1,l x = ∂−1x ∩∂l x, and for a0 ∈ ∂x fixed, ∂1(x,a0) = ∂1x \ {a0}, ∂−1(x,a0) =
∂−1x \ {a0}, ∂1,l (x,a0)= ∂1,l x \ {a0}, ∂1,l (x,a0)= ∂1,l x \ {a0}.
We define the λ-core of Φ (in symbols: Coreλ(Φ)) as the largest setW of variables such that all x ∈W satisfy the
following conditions.
CR1: there are at least k(1− λ−1100 ) clauses a ∈ ∂1x such that ∂1a = {x}.
CR2: there are nomore than k exp(−β)
(
1+ λ
100
)
clauses a ∈ ∂x such that |∂−1a| = k.
CR3: for any 1≤ l ≤ k the number of a ∈ ∂−1x such that |∂1a| = l is bounded by λk l+3/l ! .
CR4: there are nomore than λk3/4 clauses a ∈ ∂1x such that |∂1a| = 1 but ∂a 6⊂W .
CR5: there are nomore than λk3/4 clauses a ∈ ∂−1x such that |∂−1a| < k and |∂1a \W | ≥ |∂1a|/4.
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The λ-core is well-defined; for ifW,W ′ satisfy the above conditions, then so doesW ∪W ′. Further, if λ < λ′, then
Coreλ(Φ)⊂Coreλ′(Φ). Also note the similarity with the trunk of trees defined in Section 3.2. We say thatΦ satisfies
the property Core if and only if
Core: |Core1/2(Φ)| ≥ (1−2−0.95)n.
Our aim will be to identify a large set Vgood ⊂V of vertices whose value under a typical assignment in the cluster
is unlikely to be very far from the planted one. A first candidate for vertices whose marginal may go wrong are
those which do not belong to the 1-core of Φ. Yet, we are not guaranteed that vertices in the core have marginals
sufficiently close to µ(0). For instance, if the marginals of most of the neighbors of a given vertex x ∈Core1(Φ) went
astray, there would be no reason for x’s marginal not to go astray itself. However, we see that the vertices in the core
whose marginals are not what we think they should be must clump together. We say that a set S ⊂V is λ-sticky if
and only if for all x ∈ S, one of the following conditions holds true.
ST1: there are at least λk3/4 clauses a ∈ ∂1x such that ∂1a = {x} and ∂−1a∩S 6= ;.
ST2: there are at least λk3/4 clauses a ∈ ∂−1x such that |∂−1a| < k and |∂1a∩S| ≥ |∂1a|/4.
We say that Φ satisfies the property Sticky if and only if
Sticky: Φ has no 1/2 sticky set of size between 2−0.95kn and 2−k/20n.
Finally, say that a variable x ∈V is (ε,2ℓ)-cold if the following is true. Let T =∆2ℓx. Then T is a tree. Moreover,
if we choose a boundary condition τ such that
• the values of variables y that do not belong to the core are chosen adversarially,
• the values of the other variables are chosen i.i.d. such that the probability of −1 equals exp(−2β),
• subsequently an adversary is allowd to change some of the −1s to +1s,
thenwith this boundary condition the BPmarginal at the root of the tree is within ε ofµT in total variation distance.
We say that Φ satisfies the property (ε,2ℓ)-Cold iff
(ε,2ℓ)-Cold: All but εn variables are (ε,2ℓ)-cold.
We say that a formula Φ is (ε,ℓ)-tame iff the properties Local Structure, Cycles, Core, Sticky and (ε,2ℓ)-Cold
hold. Planted formulas are likely to be tame.
Proposition 5.1. For any ε> 0, there is ℓ> 0 such that w.h.p. Φ̂ is (ε,ℓ)-tame.
Similarly, formulas from the planted replica model are likely to be tame as well.
Proposition 5.2. For any ε> 0, there is ℓ> 0 such that w.h.p. Φ˜ is (ε,ℓ)-tame.
We prove Propositions 5.1 and 5.2 in Section 6. We are going to show that (ε,ℓ)-tame formulas have the non-
reconstruction property. In the rest of this section, we assume that Φ is (ε,ℓ)-tame. Let us briefly write  · = ·Φ,β
and 〈 ·〉 = 〈· 〉Φ,β.
We say that a set T ⊂Core1(Φ) \S1(Φ) is σ-closed if for any x ∈T and all a ∈ ∂x we have
{y ∈ ∂a∩Core1(Φ) \S(Φ) :σ(y)=−1}⊂ T.
Moreover, for a clause b we say T ⊂Core1(Φ) \S(Φ) is (σ,b)-closed if the above holds for all x ∈ T and all a ∈ ∂x \b.
Lemma 5.3. Suppose thatΦ is (ε,ℓ)-tame. Then for any σ such that 1 ·σ≥ (1−2−k/2)n and for any (σ,b)-closed set
T ⊂Core1(Φ) \S(Φ) the following is true. Let σ˜(x)= (−1)1{x∈T }σ(x). Then
EΦ(σ˜)≤ EΦ(σ)−k3/4|T |. (5.1)
Proof. Consider the following process:
• Let σ0 =σ, V0 = T andU0 =σ−1(−1)\V0.
• While there is it ∈ Vt such that EΦ((−1)1{ ·=it }σt ( ·))≤ EΦ(σt )−k3/4, pick one such it uniformly at random
and let σt+1( ·)= (−1)1{ ·=it }σt ( ·) and Vt+1 =Vt \ {it }.
Clearly,
EΦ(σt )≤ EΦ(σ)−k3/4t . (5.2)
Let τ be the stopping time of this process and assume that τ< |T |, or, in other words, that Vτ 6= ;. We claim that Vτ
is a 1-sticky set. Indeed, because T is σ-closed for i ∈Vτ we have
−k3/4 ≤ EΦ((−1)1{ ·=i}σt ( ·))−EΦ(στ)≤ 1{b ∈ ∂i }−|∂1,0(i )|+ |{a ∈ ∂1,0i ,∂−1a∩ (Vτ∪U0) 6= ;}|
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+|∂−1,0i |+ |∪1≤l≤k {a ∈ ∂′−1,l ,∂1a ⊂Vτ∪U0)}|.
Because i ∈Core1(Φ) we have |∂1,0i | ≥ k7/8, |∂−1,0i | ≤ 3, |{a ∈ ∂1,0,∂−1a∩U0 6= ;}| ≤ k3/4 and |{a ∈ ∂1,0i , |∂−1a∩U0| ≥
|∂−1a|/4}| ≤ k3/4. Therefore, one of the following must hold.
(a) |{a ∈ ∂1,0,∂−1a∩Vτ 6= ;}| ≥ k3/4,
(b) |{a ∈ ∂1,0i , |∂−1a∩Vτ| ≥ |∂−1a|/4}| ≥ k3/4,
It follows that the setVτ is 1-sticky. However, Core1(Φ)\S1(Φ) cannot contain a 1-sticky set of size |Vτ| ≤ |T | ≤ 2−k/20
as this would contradict the maximality of S(Φ). It follows that τ = |T |, and therefore στ = σ˜, from which (5.1)
follows using (5.2). 
Fact 5.4. For any variable x the following is true. Let γ(x,L) be the number of trees of order L rooted at x that are
contained in the factor graph of Φ. Then γ(x,L)≤ L(100dk)L .
WriteT (x,σ) for the smallestσ-closed set that contains x. In otherwords, this is the−1-component inCore1(Φ)\
S1(Φ) that x belongs to. If σ(x)= 1 we let T (x,σ)=;.
Lemma 5.5. If Φ is (ε,ℓ)-tame, then for all x ∈Core1(Φ) \S1(Φ)we have
σ(x) ≥ 1−exp(−βk3/4/2) and 1{|T (x,σ)| > ln lnn} ≤ 1/lnn.
Proof. Let N = 2−k/2n. Because Φ is tame we have 1 ·σ<n−N ≤ exp(−Ω(n)). Therefore, 1{|T (x,σ)| >N } ≤
exp(−Ω(n)). Hence, let t < N and let θ be a tree of order t with root x that is contained in the factor graph of
Φ and whose vertices lie in Core1(Φ) \ S1(Φ). If σ is such that T (x,σ) = θ, then Lemma 5.3 implies that σ˜(x) =
(−1)1{x∈T (x,σ)}σ(x) satisfies EΦ(σ˜)≤ EΦ(σ)−k3/4t . Consequently,
〈1{σ=σ}〉
〈1{σ= σ˜}〉 ≤ exp(−βk
3/4t).
Hence, by Fact 5.4, the union bound and our assumptions on β and d ,
〈1{|T (x,σ)| = t }〉
〈1{σ(x)= 1}〉 ≤ t(100dk)
t exp(−βk3/4t)≤ exp(−0.99βk3/4t). (5.3)
This bound readily implies the second assertion. To obtain the first assertion, we sum (5.3) over 1≤ t ≤N . 
Fact 5.6. Let q ∈ (0,1) and L ≥ 1. Suppose that µ is a probability distribution on {±1}L such that for any i ∈ [L] and
any y1, . . . , yL ∈ {±1}we have
(1−q)µ(y1, . . . , yi−1 ,−1, yi+1 , . . . , yL )≤ qµ(y1, . . . , yi−1 ,1, yi+1 , . . . , yL).
Furthermore, let ν be the distribution on {±1}l such that for all y1, . . . , yL ∈ {±1}we have
(1−q)ν(y1, . . . , yi−1 ,−1, yi+1 , . . . , yL )= qν(y1, . . . , yi−1 ,1, yi+1 , . . . , yL).
Moreover, let B ⊂ {±1}L be a set such that for all b ∈B and all b′ ≥ b we have b′ ∈ B. Then µ(B)≥ ν(B).
Lemma 5.7. Let r be a variable for which the following conditions hold.
(1) r is (ε,ℓ)-cold.
(2) r has distance at least ln1/3n from any cycle of length at most
p
lnn.
Let Γr be the event thatσ is a good boundary condition for r . Then 〈1{σ 6∈Γr }〉 ≤ 2ε.
Proof. Let X be the set of boundary variables. Moreover, let A be the event that maxx∈X |T (x,σ)| ≤ ln lnn and that
σ·1≥ (1−2−k/2)n. Because ℓ is bounded, Lemma 5.5 and the union bound imply that 1{σ ∈A } ∼ 1. Furthermore,
if A occurs, then our assumption ensures that the subgraph of the factor graph induced on Y = ∂ℓr ∪⋃x∈X T (x,σ)
is acyclic.
Now, fix a variable x ∈ X and σ ∈A such that σ(x)=−1. Let a be the clause that is adjacent to x on its shortest
path to r and let T (x,a,σ) be the smallest (σ,a)-closed set that contains x. Further, define σ˜(y) = (−1)1{y∈T (x,σ)} .
Then Lemma 5.3 shows that EΦ(σ˜)≤ k3/4|T (x,a,σ)|. Moreover, because the subgraph induced on Y is acyclic we
have σ˜(x′)=σ(x′) for all x′ ∈ X \ {x}. Consequently, by Fact 5.4 and the union bound,〈
1{σ(x)=−1}∏y∈X \{x}1{σ(y)=σ(y)}1{σ ∈A }〉〈
1{σ(x)= 1}∏y∈X \{x}1{σ(y)=σ(y)}〉 ≤
∑
t≤lnlnn
t(100dk)t exp(−βk3/4t)]≤ exp(−βk3/4/2). (5.4)
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Since 1{σ ∈A } ∼ 1 and because for all τ : X → {±1} we have〈 ∏
y∈X \{x}
1{σ(y)= τ(x)}
〉
≥ exp(−dkβ|X |)=Ω(1),
(5.4) implies that for any τ, 〈
1{σ(x)=−1}∏y∈X \{x}1{σ(y)= τ(y)}〉〈
1{σ(x)= 1}∏y∈X \{x}1{σ(y)= τ(y)}〉 ≤ exp(−βk3/4/3).
Thus, the assertion follows from Fact 5.6. 
Finally, Propositions 2.5 and 2.6 follow from Propositions 5.1 and 5.2 and Lemma 5.7.
6. TYPICAL PROPERTIES OF THE RANDOM FORMULA
In this section we prove Proposition 5.1 and Proposition 5.2 . Let En,k ,d denote the set of regular k-SAT formulas.
For v ∈ V ∪F and ℓ ≥ 0, we let ∂ℓv (resp. ∆ℓv) denote the set of vertices at distance exactly ℓ (resp. less than ℓ)
from v .
6.1. Proof of Proposition 5.1 and Proposition 5.2. We first deal with the easiest condition Local Structure.
Lemma 6.1. W.h.p. Φ̂ satisfies Local Structure.
Proof. Let x ∈ V and T ∈ T˜2(ℓ+1) be fixed. Let Xx (T ) be the number of formulas Φ such that ∆2(ℓ+1)Φ(x)= T . It is
straightforward to compute that there are precisely
p˜2(ℓ+1)
k ,d ,β
(T )
(nd/2)!2
(nd/2−ǫ+)!(nd/2−ǫ−)!
(1+on (1))
ways to construct a tree of depth 2(ℓ+1) around x, where ǫ+ (resp. ǫ−) is the number of positive (resp. negative)
literals that appear in T \∂T . Once this as been done, it remains to connect the (dn/2−ǫ+) positive litterals clones
(resp. (dn/2−ǫ−) negative litterals clones) together. This yield
Xx (T )
|En,k ,d |
= p˜(ℓ+1)
k ,d ,β
(T )
(nd/2)!2
(nd/2−ǫ+)!(nd/2−ǫ−)!
(nd/2−ǫ+)!(nd/2−ǫ−)!
(nd/2)!2
(1+on (1))= p˜(ℓ+1)k ,d ,β(T ).
Consequently, we have
E
[
ρΦ(T )
]= Xx (T )|En,k ,d | = p˜2(ℓ+1)k ,d ,β (T ).
Moreover by standard concentration arguments ρΦ(T ) is concentrated around its mean and we have w.h.p.
ρΦ(T )∼ p˜2(ℓ+1)k ,d ,β (T ).
This holds for any T in the finite set T˜2(ℓ+1), ending the proof of the lemma. 
In particular, this entails the following.
Corollary 6.2. W.h.p. Φ˜ satisfies Local Structure.
The following is a standard result.
Fact 6.3. W.h.p. Φ̂ and Φ˜ satisfy the property Cycles.
Wewill prove the following in Section 6.3.
Proposition 6.4. W.h.p. Φ̂ and Φ˜ satisfy Core and Sticky.
The remaining of this section is devoted to a proof of the two following lemmas.
Lemma 6.5. For all ε> 0, there is ℓ> 0 such that w.h.p. Φ̂ is (ε,ℓ)-cold.
Lemma 6.6. For all ε> 0, there is ℓ> 0 such that w.h.p. Φ˜ is (ε,ℓ)-cold
Proof of Proposition 5.1 and Proposition 5.2. The propositions immediatly follow from the above lemmas. 
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Let α ≥ 0 and (z1, . . . ,zα) ∈ V α be fixed. Let ∆ = {y ∈ V ,∃l ∈ [α], y ∈ ∂(2ℓ)Φ̂(zl )} and for y ∈ ∆ let Cy be the event
that y ∈Core1(Φ̂) \S1(Φ̂). Moreover, let D be the event that z1,z2, . . . ,zα are at distance strictly greater than 5ℓ one
from the other in Φ̂, and that their 5ℓ neighborhoods are tree-like. For y ∈ ∆, let also Fy denote the σ-algebra
generated by the function (Φ,z1, . . . ,zα) 7→
(
∆
(2ℓ)
Φ(z1)∪·· ·∪∆(2ℓ)Φ(zα)
)
.
Lemma 6.7. For y ∈∆, we have
P
[
¬Cy |D,Fy
]
≤ 2−0.95k .
Proof. Let ay ∈ ∂y be such that ay ∈∪l∈[α]∆(2ℓ)Φ̂(zl ). Let Φ̂′ be obtained from Φ̂ by the following operations.
• Select x ∈ Φ̂ and ax ∈ ∂x uniformly at random.
• Replace the pair of edges {(y,ay ), (x,ax )} by the pair of edges {(y,ax ), (x,ay )}.
Let E be the event that Φ̂′ satisfies D. We observe that P[D]= 1−on(1) and P[E ]= 1−on (1). Conditioned on D,E
and Fy , Φ̂ and Φ̂
′ are identically distributed. Moreover, we have
Core1/2
(
Φ̂
)
\S1/2
(
Φ̂
)
⊂Core1
(
Φ̂
′)\1 S (Φ̂′) .
It follows that
P
[
¬Cy |D,Fy
]
=P
[
¬Cy |D,E ,Fy
]
+on (1)
≤P[ x ∉Core1/2 (Φ̂)\S1/2 (Φ̂)∣∣D,E ,Fy ]+on (1)
≤P[ x ∉Core1/2 (Φ̂)\S1/2 (Φ̂)∣∣Fy ]+on (1). (6.1)
For a fixed σ-algebra F generated by (Φ,z1, . . . ,zα) 7→
(
∆
(2ℓ)
Φ(z1)∪·· ·∪∆(2ℓ)Φ(zα)
)
, let H denote the event that
there is Φ̂′′ isomorphic to Φ̂ such that Fy =F . Then, because x is a random element of V , we have
P
[
x ∉Core1/2
(
Φ̂
)
\S1/2
(
Φ̂
)∣∣Fy =F ]=P[x ∉Core1/2 (Φ̂)\S1/2 (Φ̂)∣∣H ]
=P[x ∉Core1/2 (Φ̂)\S1/2 (Φ̂)]+on (1), (6.2)
where the last line used that P [H ]= 1−on (1). Finally, Proposition 6.4 implies that
P
[
x ∉Core1/2
(
Φ̂
)
\S1/2
(
Φ̂
)]≤ 21−0.96k +on (1). (6.3)
Combining (6.1), (6.2) and (6.3) concludes the proof of the lemma. 
Proof of Lemma 6.5. For ε > 0 fixed, let Y = |{x ∈ V , ∆(2ℓ)Φ̂(x) is not (ε,2ℓ)-cold in Φ̂}|, and let α(n) be a slowly
diverging function. We are going to show that there is a sequence yℓ = oℓ(1) such that
E [Y (Y −1) . . . (Y −α+1)]≤
(
yℓn
)α
. (6.4)
This bound implies the assertion; indeed,
P
[
Y > 3yℓn
]≤P[Y (Y −1) . . . (Y −α+1)> (2yℓn)α]
≤ E [Y (Y −1) . . . (Y −α+1)]
(2yℓn)
α
≤ 2−α.
To prove (6.4), we observe that Y (Y −1) . . . (Y −α+1) is just the number of orderer α-tuples of variables such that
∆
(2ℓ)
Φ(x) is not (ε,2ℓ)-cold. Hence, by symmetry and linearity of expectation,
E [Y (Y −1) . . . (Y −α+1)]≤nαP [T 1, . . . ,T α are not (ε,2ℓ)-cold] ,
where T 1, . . . ,T α are the 2ℓ- neighborhoods chosen of α random vertices x1, . . . ,xα of V . Let D be the event that
x1, . . . ,xα are at distance greater than 5ℓ from each others and have tree-like 5ℓ neighborhoods, and let ∆= ∂T 1∪
·· ·∪∂T α. Then Lemma 6.7 implies that for j ∈∆
P
[
¬C j
∣∣D,F j ]≤ 2−0.95k .
In particular, using Lemma 6.1 we can apply the result of Proposition 3.2 to obtain that, for 1≤ i ≤α,
P [T i is not (ε,2ℓ)-cold|D,T 1, . . . ,T i−1,T i+1,T α]≤ ℓ−1. (6.5)
We have
P [T 1, . . . ,T α are not (ε,2ℓ)-cold]≤P [T 1 is not (ε,2ℓ)-cold|D]P [T 2 is not (ε,2ℓ)-cold|T 1 is not (ε,2ℓ)-cold(, D] . . .
P [T α is not (ε,2ℓ)-cold|T 1, . . . ,Tα−1 are not (ε,2ℓ)-cold, D] .
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Using (6.5) this yields
P [T 1, . . . ,T α are not (ε,2ℓ)-cold|D]≤ (oℓ(1))α.
Along with the observation that P [D]= 1−on (1), this concludes the proof of the proposition. 
In order to prove Lemma 6.6, we need to extend Lemma 6.7 to the planted replica model. This will require a few
more auxiliary results. We say that a tree T ∈Tℓ is 2ℓ-pure if and only if
ν(2ℓ)
T
(1)≥ 1−exp(−100β).
Let T +
2ℓ
⊂T2ℓ denote the set of pure trees. Let, as before, α ≥ 0 and (z1, . . . ,zα) ∈ V α be fixed, as well as a formula
and an assignment (Φ,σ)∈ En,k ,d×{−1,1}n . Let∆= {y ∈V ,∃l ∈ [α], y ∈ ∂(2ℓ)Φ(zl )} and for y ∈∆, let ay be the unique
clause in ∂y ∩∪α
l=1∆
(2ℓ)
Φ(zl ) and let ly ∈ [k] (resp. l ′y ∈ [d]) be such that y appears in ly -th position in ay (resp. ay
appears in l ′y position in y). For y ∈ ∆, let ∆(2ℓ)Φ˜(y → ay ) denote the 2ℓ neighborhoof of y in the formula where
the edge between y and ay has been removed and let
• Ay be the event that ∆(2ℓ)Φ˜(y→ ay ) is tree-like and is 2ℓ-pure in Φ˜,
• By be the event that σ˜(y)= 1,
• Cy be the event that y ∈Core1/2(Φ˜) \S1/2(Φ˜).
Moreover, let D be the event that z1, . . . ,zα are at distance greater than 5ℓ in Φ˜. For y ∈ ∆, let also Gy denote the
sigma algebra induced by the functions
(Φ,z1, . . . ,zα, y) 7→
(
X =∆(2ℓ)Φ(z1)∪·· ·∪∆(2ℓ)Φ(zα) \∆(2ℓ)Φ(y→ ay ),σ|X
)
.
With these notations in mind, we will prove the following.
Lemma 6.8. For y ∈∆, we have
P
[¬Ay |D,Gy ]≤ 2−0.95k .
Proof. This lemma follows from Lemma 3.3 and Lemma 3.6, using in addition the fact that P [D]= 1−on (1). 
Lemma 6.9. For y ∈∆, we have
P
[
¬By |Ay ,D,Gy
]
≤ 4−k .
Proof. Let
˜̂
T2ℓ+1 denote the set of 2ℓ+ 1 neighborhoods of the first children of the root of the Galton-Watson
process GW′(k,d ,β,4ℓ) (defined in Section 3). For a probability distribution µ over {−1,1}k and 1 ≤ l ≤ k, let µ[l ]
denote the l-th marginal of µ. Finally, recall that for a ∈ F , µ(2ℓ+1)a was defined in Section 2.3.
Recalling the definition of the replica planted model, we have
P
[¬By |Ay ,D,Gy ]= ∑
T̂∈˜̂Tℓ
P
[
∆
(2ℓ+1)
Φ˜(ay )= T̂ |Ay ,D,Gy
]
µ̂(2ℓ+1)a [ly ](−1).
For T̂ ∈ ˜̂T2ℓ+1 and 1 ≤ l ≤ k, let T̂ [l ] denote the subtree of size 2ℓ rooted at the l-th variable node adjacent to the
root of T̂ . For T ∈T +
2ℓ
, let T̂2ℓ+1(T, l)⊂ ˜̂T2ℓ+1 denote the set of trees compatible with T on l-th position:
T̂2ℓ+1(T, l)=
{
T̂ ∈ ˜̂T2ℓ+1, T̂ [l ]= T} .
Then we immediately deduce from the previous equation that
P
[
¬By |Ay ,Fy
]
≤ sup
T∈T +
2ℓ
sup
T̂∈T̂2ℓ+1(T,ly )
µ̂(2ℓ+1)
T̂
[l ](−1)(1+on (1))
Using the definition of ℓ-pure trees, and the observation that marginals and messages cannot differ by a factor of
more than exp(β), for any T ∈T +
2ℓ
and T̂ ∈ T̂ℓ(T, l) we have µ̂(2ℓ+1)
T̂
[l ](−1) ≤ exp(−50β) ≤ 4−k , ending the proof of
the lemma. 
Lemma 6.10. For y ∈∆, we have
P
[
¬Cy |Ay ,By ,D,Gy
]
≤ 2−0.95k .
Proof. Let Φ˜′ be obtained from Φ˜ by the following operation.
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• Select x ∈ Φ˜ such that σ˜x = σ˜y and (denoting by ax the l ′y -th clause adjacent to x)∆(4ℓ)Φ˜(x,ax )=∆(4ℓ)Φ˜(y,ay )
at random.
• Replace the pair of edges {(y,ay ), (x,ax )} by the pair of edges {(y,ax ), (x,ay )}.
Let E be the event that Φ˜′ satisfies D. We observe that P [D]= 1−on(1) and P [E ]= 1−on(1). Conditionned onD,E
and Gy , Φ˜ and Φ˜
′ are identically distributed. Moreover, we have
Core1/2
(
Φ˜
)
\S1/2
(
Φ˜
′)⊂Core1 (Φ˜′)\S1 (Φ˜′) .
It follows that
P
[¬Cy |Ay ,By ,D,Gy ]=P[¬Cy |Ay ,By ,D,E ,Gy ] (1+on (1))
≤
∑
T ′∈T +
4ℓ
P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣Ay ,By ,D,E ,Gy ]
P
[
x ∉Core1/2
(
Φ˜
)
\S1/2
(
Φ˜
) ∣∣∣Bx ,D,E ,Gy , ∆(4ℓ)Φ˜(x,ax )= T ′ ] . (6.6)
We define, for T ′ ∈ T +
4ℓ
, T (T ′) ∈ T̂4ℓ+1 by T [l ′y ] = ∆(4ℓ)Φ(ay → y) and T [l ] = T ′[l ] for l ′ 6= l ′y (where T [l ] denotes
the l-th subtree pending on T ’s root). It follows from the same argument as previously for T ′ ∈ T +
4ℓ
we have
µ(2ℓ+1)
T (T ′) [ly ](1)≥ 1/2. Therefore
P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣∣Ay ,By ,D,E ,Gy ]= P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣Ay ,Gy ]µ(2ℓ+1)T (T ′) [ly ](1)∑
T ′′∈T +
4ℓ
P
[
∆(4ℓ)Φ˜(y,ay )= T ′′
∣∣Ay ,Gy ]µ(2ℓ+1)T (T ′′) [ly ](1) (1+on (1))
≤
P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣Ay ,Gy ]µ(2ℓ+1)T (T ′) [ly ](1)∑
T ′′∈T +
4ℓ
P
[
∆(4ℓ)Φ˜(y,ay )= T ′′
∣∣Ay ,Gy ]1/2
≤ 2P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣∣Ay ,Gy] ,
Moreover
P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣∣Ay ,Gy]≤
≤P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
]
P
[
Ay
]−1
P
[
Gy
]−1
≤ 2P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
]
= 2P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
]
.
where we used Lemma 6.10 to obtain the second inequality. Using Baye’s theorem oncemore, we have
P
[
∆Φ˜
(4ℓ)(y,ay )= T ′
]
= P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣By ]P[By]
P
[
By
∣∣∆Φ˜(4ℓ)(y,ay )= T ′] ≤ 2P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣∣By] .
In order to deduce the last inequality, we used that by an argument similar to Lemma 6.9, P
[
By
∣∣∆(4ℓ)Φ˜(y,ay )]≥
1/2. It follows by replacing in (6.6) that
P
[
¬Cy |Ay ,By ,D,Gy
]
≤ 6
∑
T ′∈T +
4ℓ
P
[
∆
(4ℓ)
Φ˜(y,ay )= T ′
∣∣∣By]P[x ∉Core1/2 (Φ˜)\S1/2 (Φ˜) ∣∣∣Bx ,D,E ,∆(4ℓ)Φ˜(x,ax )= T ′ ]
≤ 6P
[
x ∉Core1/2
(
Φ˜
)
\S1/2
(
Φ˜
) |Bx ,D,E ]
≤ 6P[x ∉Core1/2 (Φ˜)\S1/2 (Φ˜)]P [Bx ]−1P [D]−1P [E ]−1
≤ 8P[x ∉Core1/2 (Φ˜)\S1/2 (Φ˜)].
We used Lemma 6.9 to deduce the last inequality. Along with Proposition 6.4, this ends the proof of the lemma. 
Proof of Proposition 5.2. We take a path similar to the proof of Proposition 5.1. Let ε> 0 be fixed. Let
Y = |{x ∈V , ∆(2ℓ)Φ˜(x) is not (ε,2ℓ)-cold in Φ˜}|,
and let α(n) be a slowly diverging function. We are going to show that there is a sequence yℓ = oℓ(1) such that
E [Y (Y −1) . . . (Y −α+1)]≤
(
yℓn
)α
. (6.7)
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This bound implies the assertion as previously. As before, we observe that
E [Y (Y −1) . . . (Y −α+1)]≤nαP [T 1, . . . ,T α are not (ε,2ℓ)-cold] ,
where T 1, . . . ,T α are 2ℓ- neighborhoods of α random vertices x1, . . . ,xα of V . Let D be the event that x1, . . . ,xα are
at distance greater than 5ℓ from each others and have tree-like 5ℓ neighborhoods, and let ∆= ∂T 1∪·· ·∪∂Tα. By
combining Lemma 6.8, Lemma 6.9, Lemma 6.10 we obtain that for y ∈∆
P
[¬Cy ∣∣D,Gy ]≤ 2−0.94k .
In particular, using Corollary 6.2 we can apply the result of Proposition 3.2 to obtain that, for 1≤ i ≤α,
P [T i is not (ε,2ℓ)-cold|D,T 1, . . . ,T i−1,T i+1,T α]≤ ℓ−1. (6.8)
We have
P [T 1, . . . ,Tα are not (ε,2ℓ)-cold|D]≤P [T 1 is not (ε,2ℓ)-cold|D]P [T 2 is not (ε,2ℓ)-cold|T 1 is not (ε,2ℓ)-cold, D] . . .
P [Tα is not (ε,2ℓ)-cold|T 1, . . . ,T α−1 is not (ε,2ℓ)-cold, D] .
Using (6.8) yields
P [T 1, . . . ,T α are not (ε,2ℓ)-cold|D]≤ (oℓ(1))α.
Along with the observation that P [D]= 1−on (1), this concludes the proof of the proposition. 
6.2. Proof of Proposition 6.4. In order to prove Proposition 6.4, we will identify a set of simpler events that will
imply the proposition. We will first need to control the number of vertices with unusual 2-neighborhood. To this
end, we let for a formula Φ,U0 be the set of variables such that
∣∣{a ∈ ∂1,0x}∣∣< 2k7/8, |∂−1,0x| ≥ 2 or such that there
exists 1≤ l ≤ k such that |{∂−1,l x}| ≥ 0.01k l+3/l !. Our first condition will ensure thatU0 is not too large:
|U0| ≤ 2−0.98kn. (C 0)
We now turn to expansion properties of Φ. We define, for a set T ⊂V the sets
F0(T )= {a ∈ F, |∂1a| = 1,∂1a ⊂ T, |∂−1(a)∩T | ≥ 1},
Fl (T )= {a ∈ F,∂−1a∩T 6= ;, |∂1a| = l , |∂1a∩T | ≥ l/4} (for 1≤ l ≤ k).
The following conditions encompass bounds on the sizes of the sets Fi (T ) when T has moderate size.
There is no set T ⊂V of size |T | ∈ [2−0.97kn,2−k/20n] and such that |F0(T )| ≥ k3/4|T |/100. (C 1)
For each 1≤ l ≤ k, there is no set T ⊂V of size |T | ∈ [2−0.97kn,2−k/20n] (C 2)
and such that |Fl (T )| ≥ k3/4|T |/(100l2).
Lemma 6.11. Assume that Φ satisfies (C 0)-(C 2). Then it satisfies Core and Sticky.
Proof. Let Φ be such that it satisfies (C 0)-(C 2). We first prove that Φ does not admit a 1/2-sticky set S with |S| ∈
[2−0.97kn,2−k/20n]. Indeed, let S ⊂V be a 1/2-sticky set for Φ and let
S0 =
{
x ∈ S,
∣∣{a ∈ ∂1,0x,∂(a,x)∩S 6= ;}∣∣≥ k3/4/2} ,
Sl =
{
x ∈ S,
∣∣ {a ∈ ∂−1,l x, ||∂1(a,x)| = l , |∂1(a,x)∩S| ≥ l/4}∣∣≥ k3/4/2} (for 1≤ l ≤ k−1).
We first observe that
|F0(S)| ≥ k3/4|S0|/2, and that for 1≤ l ≤ k−1 |Fl (S)| ≥ k3/4|Sl |/(2l). (6.9)
Because S is 1/2-sticky, we have S ⊂ S0
⋃∪k−1
l=1 Sl and therefore either |S1| ≥ |S|/100 or there is 1≤ l ≤ k−1 such that
|Sl | ≥ |S|/(100l2). In either case, it follows from (6.9) and (C 1)-(C 2) that |Sl | ∉ [2−0.98kn,2−k/20n]. Using that (for
0≤ l ≤ k−1) |Sl | ≤ |S| ≤ k|Sl | shows that S has size outside the range [2−0.97kn,2−k/20n].
We now turn to the study of the 1/2-core ofΦ. GivenΦ, we consider the followingwhitening process. LetU =U0
initially. While there is a variable x 6∈U such that one of the following conditions occurs, add x toU .
(a) |{a ∈ ∂1,0x, |∂−1,0a∩U | ≥ 1}| > k3/4/2.
(b) |{a ∈ ∂−1x, |∂1a∩U | ≥ |∂1a|/4}| > k3/4/2.
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It is easily seen that the process converges. LetU∞ be the resulting subset of V , then we have
Core(Φ)1/2=V \U∞. (6.10)
We are going to show thatU∞ cannot be too large. By condition (C 0), we can assume that |U0| ≤ 2−0.98kn. Assume
for contradiction that |U∞| ≥ 2−0.97kn and letU be the set obtained when precisely 2−0.97kn− |U0| variables have
been added toU0. By construction each variable x ∈U has one of the following properties.
(00) x belongs toU0,
(0) x belongs to more than k3/4/2 clauses a with ∂1a = {x} and |∂−1a∩U | ≥ 1,
(l) x belongs to more than k3/4/2 clauses a ∈ ∂−1,l x with |∂1a∩U | ≥ l/4.
LetU0 ⊂U be the set of variables x ∈U that satisfy (00), V0 ⊂U be the set of variables x ∈U that satisfy (0), and
for 1≤ l ≤ k−1 Vl ⊂U be the set of variables x ∈U that satisfy (l). As |U | ≤ |U0|+ |V0|+
∑k
l=1 |Vl | and |U0| ≤ |U |/k,
either |V0| ≥ |U |/100 ≥ 2−0.98kn or there is l such that |Vl | ≥ |U |/(100l2) ≥ 2−0.98kn. Either case is impossible by a
similar reasonning as previously and we obtaind that|U∞| ≤ 2−0.97kn w.h.p.. 
Studying Φ̂ will be enough to obtain the information needed about Φ˜. Indeed, we shall obtain sufficiently
strong estimates of the probability of events under the random formula Φ̂ to transfer them into high probability
statements for the biased distribution generating Φ˜. More precisely, say that Φ̂ satisfies a property (P ) with very
high probability (w.v.h.p.) iff (P ) has probability larger than 1−exp(−2−0.99kn) under Φ̂. Then we can infer that
(P ) has a large probability under the random formula Φ˜.
Lemma 6.12. Let A be an event. Assume that Φ̂ satisfiesA w.v.h.p.. Then Φ˜ satisfiesA w.h.p..
Proof. Without loss of generality we can assume that A contains the event
{all but 2−0.999kn of the 2ℓ neighborhood of variables x ∈V consists of a pure tree}.
Reformulating the definition of the planted replica model, we see that
P [¬A ]=
∑
Φ1 [Φ ∉A ]P
[
Φ̂=Φ]exp(nBΦ,ℓ)∑
ΦP
[
Φ̂=Φ]exp(nBΦ,ℓ)
≤ supΦ∈A exp(nBΦ,ℓ)∑
ΦP
[
Φ̂=Φ]exp(nBΦ,ℓ)P [¬A ] . (6.11)
We observe that BΦ,ℓ ≤H(µ(2ℓ)Φ ). Moreover, for all pure trees T H(µ
(ℓ)
T
)≤ 4−k . It therefore follows that
sup
Φ∈A
exp(nBΦ,ℓ)≤ exp
[
nH(µ(2ℓ)
Φ
)
]
≤ exp
(
2−0.999kn
)
.
Returning to the definition of B(ℓ)(k,d ,β) in Section 4.2 we obtain on the other hand∑
Φ
P
[
Φ̂=Φ
]
exp(nBΦ,ℓ)≥ 1/2exp
(
nB(ℓ)(k,d ,β)
)
≥ exp
(
−2−0.999kn
)
,
where the last estimate follows from an analysis similar as previsously. Replacing in (6.11) yields
P [¬A ]≤ 2exp
(
21−0.999kn
)
P [¬A ]≤ 2exp
(
21−0.999kn−2−0.99kn
)
= on (1),
as desired. 
In order to obtain our result, we are thus left with proving the following proposition.
Proposition 6.13. W.v.h.p. Φ̂ satisfies (C 0), (C 1) and (C 2).
Proof of Proposition 6.4. The propositions follow from combining Lemma 6.11 combined with Lemma 6.12 and
Proposition 6.13. 
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6.3. Proof of Proposition 6.13. In this section we shall study typical properties of the random formula Φ̂. For a
formula Φ and 0≤ l ≤ k, we letml (Φ) count the number of clauses a of Φ such that |δ1a| = l .
Lemma 6.14. W.v.h.p. Φ̂ satisfies (C 0).
Proof. Let Y 1 denote the number of variables x ∈ V such that
∣∣{a ∈ ∂1,0x}∣∣ ≤ 4k7/8. Let p denote the probability
that a binomial of parameters (k−1,1−q) takes values 0. Using Lemma 6.1 and recalling the definition of p˜(ℓ)
k ,d ,β
in
Section 4 gives
E[Y 1]≤
4k7/8−1∑
r=0
(
d/2
r
)
pr (1−p)d/2−r .
A simple computation reveals that p = 21−k +O˜k (4−k ). This implies that the summand is maximal for r = 4k
7/8
and
allows to bound E[Y 1] as
E[Y 1]≤Ok (k10)
(
ke(ln2)
k7/8
)4k7/8
2−k +O˜k (4−k )= O˜k (2−k ).
A standard concentration argument then yields that Y 1 ≤ 2−0.99k w.v.h.p..
Similarly, let Y 2 denote the number of variables x ∈ V such that ∂−1x ≥ 2. Let Q denote the probability that a
binomial of parameter (d/2,exp(−β)qk−1/(1−cβqk−1) takes a value larger than 2. By another simple computation,
we find Q = O˜k (2−k ). It follows from Lemma 6.1 that E[Y 2] =Q = O˜k (2−k ). Again, by concentration this implies
Y 2 =≤ 2−0.99k w.v.h.p..
Finally, for 1 ≤ l ≤ k let Y 3(l) be the number of variables x ∈ V with |∂1,l i | ≥ k l+3/l !. By similar computations,
we obtain
E[Y 3(l)]≤
d/2∑
r=k l+3/l !
(
d/2
r
)(
k−1
l
)
1
2k
(
1+O˜k (2−k )
)
= O˜k (2−k ).
It follows that E[Y 3]= O˜k (2−k ), and by the same concentration argument as previously Y 3 ≤ 2−0.99k w.v.h.p..
The proof of the lemma is completed by noting that |U 0| ≤Y 1+Y 2+Y 3. 
We definem′
l
= 1
200
d
2k
k l+3/l !. The previous estimates can easily be (slightly extended and) recast as follows.
Remark 6.15. W.v.h.p. we have for all 0≤ l ≤ k, ml (Φ̂)≤m′l .
We are now ready to complete
Lemma 6.16. W.v.h.p. Φ̂ satisfies (C 1).
Proof. Given Φ̂, let X 0(t ,r, y) count the number of sets T ⊂V of size |T | = tn, such that
• |F0(T )| = r tn.
• ∑a∈F0(T ) |∂−1a∩T | = yr tkn.
By definition of F1(T ), X 0(t ,r, y)= 0 if y < k−1. The expected value of X 0(t ,r, y) can be computed in the following
manner. First choose the sets T and F0(T ). The latter has to be chosen among them0(Φ̂) satisfied clauses. Among
the tdn literal clones from T , choose the r tn positive literal clones that will be connected to the positive literal
clones of clauses in F0(T ), and the ytdnk literal clones that will be connected to negative literal clones of clauses in
F0(T ). Make the same choices among the negative and positive literal clones of the clauses in F0(T ). Then match
these r tn positive literal clones (resp. yr tkn negative literal clones) at random, and then match the remaining
dn/2− r tn remaining positive literal clones (resp. dn/2− r tn remaining negative literal clones) at random. The
normalizing factor is the total number of graphs that can be obtained from the configuration model, (dn/2)!2 .
Without words, and using in addtion Remark 6.15 to observe that we can assumem0(Φ̂)≤m′0 = d2k k
3, this gives
E[X 0(t ,r )]≤
(
n
tn
)(
m′0
r tn
)(
tdn
r tn
)(
tdn
yr tkn
)(
r tkn
r tn
)(
r tkn
yr tkn
)
(r tnk)!(dn/2− r tnk)!(dn/2)!
(dn/2)!2
≤
(
n
tn
)(
m′0
r tn
)(
tdn
r tn
)(
tdn
yr tkn
)(
r tkn
r tn
)(
r tkn
yr tkn
)(
dn/2
r tn
)−1(
dn/2
yr tkn
)−1
.
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We shall bound this quantity by using the bounds, for 1≤ a ≤ b and n > 0
b ln
(a
b
)
≤ 1
n
ln
(
an
bn
)
≤ b ln
(ae
b
)
. (6.12)
This yields
1
n
lnE[X 0(t ,r, y)]≤ t ln
(e
t
)
+ r t ln
(
dk3
2k tr
)
+ r t ln
(
2ke2t
)
+ yr tk ln
(
2e2t
y
)
.
In particular for r ≥ k3/4, t ∈ [2−0.98kn,2−k/20n], and y ≥ 1/k, we get
1
n
lnE[X 0(t ,r, y)]≤−t ln t + t +k3/4t ln
(
k10t
)≤−2−0.98kn.
In particular ∑
t∈[2−0.98k ,2−k/20]
tn∈N
∑
r∈[k3/4 ,d ]
r tn∈N
∑
y∈[0,1]
yr tn∈N
E
[
X 0(t ,r, y)
]≤ exp[−2−0.985kn] .
This implies by Markov’s inequality that w.v.h.p. there are no sets T of size |T | ∈ [2−0.98kn,2−k/20n] such that
|F0(T )| ≥ k3/4|T |. 
Lemma 6.17. W.v.h.p. Φ̂ satisfies (C 2).
Proof. Given Φ̂ and 1 ≤ l ≤ k, let X l (t ,r,x, y) count the number of sets T ⊂ V of size |T | = tn and such that the
following condition are true.
• |Fl (T )| = r tn.
• ∑a∈Fl (T ) |∂1a∩T | = xr tkn.
• ∑a∈Fl (T ) |∂−1a∩T | = yr tkn.
By definition of Fl (T ), X l (t ,r,x, y)= 0 if x < lk−1/4 or y < k−1. With Remark 6.15 we can assume
ml (Φ̂)≤m′l .
Reasoning as before, we obtain
E[X l (t ,r,x, y)]≤
(
n
tn
)(
m′
l
r tn
)(
tdn
xr tkn
)(
tdn
yr tkn
)(
r tkn
xr tkn
)(
r tkn
yr tkn
)(
dn/2
xr tnk
)−1(
dn/2
yr tkn
)−1
.
Taking logarithm and using (6.12), we obtain
1
n
lnE[X l (t ,r,x, y)]≤ t ln
( e
t
)
+ r t ln
(
dk l+3
2k l !r t
)
+ xr tk ln
(
2e2t
x
)
+ yr tk ln
(
2e2t
y
)
.
In particular, for r ≥ k3/4/(100l2), t ∈ [2−0.98k ,2−k/20] and x ≥ lk−1/4, y ≥ k−1, we have
1
n
lnE[X l (t ,r,x, y)]≤ t ln
( e
t
)
+ r t ln
(
dk l+6t l/4+1
2k r /l !
)
≤−t ln t + t + k
3/4
100l2
t ln
(
k l+8t l/4+1
)
For any 1≤ l ≤ k we have k l+6t l/4+1 ≤ k l2 and we thereby obtain that
1
n
lnE[X l (t ,r,x, y)]≤−2−0.98kn.
This entails that, for any 1≤ l ≤ k,∑
t∈[2−0.98k ,2−k/20]
tn∈N
∑
r∈[k3/4/(100l2),d ]
r tn∈N
∑
x∈[0,1]
xr tn∈N
∑
y∈[0,1]
yr tn∈N
E
[
X l (t ,r,x, y)
]≤ exp[−2−0.985kn] .
This implies by Markov’s inequality that w.v.h.p. there are no 1≤ l ≤ k and no sets T of size |T | ∈ [2−0.98kn,2−k/20n]
such that |Fl (T )| ≥ k3/4|T |/(100l2). 
7. MOMENT COMPUTATIONS
In this section we prove Lemma 2.1, Lemma 2.2 and Proposition 4.5. We recall that q = q(k,d ,β) was defined in
Section 3, Eq. (3.1).
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7.1. Preliminaries. Wewill need the following version of the inverse function theorem.
Lemma 7.1. LetU ⊂Rh be an open set and let f ∈C∞(U ). Assume that u ∈U and r > 0 are such that
{x ∈Rh : ‖x−u‖2 ≤ r }⊂U .
Let D f (x) be the Jacobian matrix of f at x, id the identity matrix, and ‖ · ‖ the operator norm over L2(Rh). Assume
that D f (u)= id and
‖D f (x)− id‖≤ 1
3
for all x ∈Rh such that ‖x−u‖2 ≤ r .
Then for each y ∈ Rh such that ‖y − f (u)‖ ≤ r /2 there is precisely one x ∈ Rh such that ‖x −u‖ ≤ r and f (x) = y.
Furthermore, the inverse map f −1 is C∞ on {x ∈Rh : ‖x−u‖ < r }, and D f −1(x)= (D f (x))−1 on this set.
Wewill also need the following result on the large deviation function of the multinomial distribution.
Lemma 7.2. Let l ≥ 2 and (p1, . . . ,pl ) ∈ (0,1)l satisfying
∑l
j=1 p j = 1 be fixed. We have, for any (q1, . . . ,ql ) ∈ (0,1)l
satisfying
∑l
j=1 q j = 1
1
n
lnP
[
∀ j ∈ [l ],
∣∣Multinomial(n,p1, . . . ,pl ) j −nq j ∣∣≤ 0.01pn]= l∑
j=1
q j ln
(
p j
q j
)
+on (1).
Finally, we will need the following concentration result.
Lemma 7.3. Let d ≤ dk−SAT and β ∈R be fixed. For any α> 0 there is δ> 0 such that
P
[∣∣∣∣ 1n lnZΦ(β)− 1n E ln[ZΦ(β)]
∣∣∣∣>α]< exp(−δn),
P
[∣∣∣∣ 1n lnCΦ̂,σˆ(β)− 1n E ln
[
C
Φ̂,σˆ(β)
]∣∣∣∣>α]< exp(−δn).
Proof. The proof follows from the fact that if two formulaΦ,Φ′ differ by atmost one switch of edges, the associated
partition functions satisfy
| lnZΦ(β)− lnZΦ′(β)| ≤ 2β and, for σ ∈ {−1,1}n | lnCΦ,σ(β)− lnCΦ′,σ(β)| ≤ 2β.
The stated concentration result is then a consequence of Azuma’s inequality (applied to the configurationmodel).

7.2. The firstmoment computation. Let z1,k :R× (0,1)→ (0,1] be defined by
z1,k (β,h)= 1−cβ(1−h)k ,
the Kullback-Leibler divergenceD1 : (0,1)
2 →R be defined by
D1(α,h)=α ln
(α
h
)
+ (1−α) ln
(
1−α
1−h
)
,
and f1,k :R
2→R be defined by
f1,k (d ,β)= ln2+
d
k
lnz1,k (β,1−q)+dD1
(
1
2
,1−q
)
.
Proof of Proposition 4.5. We need to compute the expected value of
∏
a∈F ψa,β(σ) under a random assignment σ ∈
{−1,1}n . To do this, we introduce a different probability space formed of all vectors in {−1,1}km × {0,1}m
(φal )a∈[m],l∈[k], (ya )a∈[m]
with a probability distribution P such that the (φal )a∈[m],l∈[k] are independent random variables distributed as
P(φal = 1)= 1−q and the (ya )a∈[m] are independentBernoulli randomvariables of parameter exp(−β)/(1+exp(−β)).
We consider the two events
S = {∀ a ∈ [m] (ya = 0 and ∃ l ∈ [k],φal = 1) or (ya = 1 and ∀ l ∈ [k],φal =−1)}
and
B =
{∣∣∣∣|{(a, l) :φal = 1}|− d2 n
∣∣∣∣≤pn} .
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Then, using that ψa,β(φal ) =
(
1+exp(−β))(P[ya = 0]1∃ l∈[k],φal=1+P[ya = 0]1∀ l∈[k],φal=−1), we see the expected
value of
∏
a∈F ψa,β under any given assignment σ ∈ {−1,1}n is given by P[S|B](1+exp(−β))m . In particular,
1
n
lnE
[
Zβ(Φ)
]
∼ ln2+ 1
n
lnP[S|B]+ d
k
ln(1+exp(−β)). (7.1)
By Bayes’ theorem we have
P[S|B]= P[S]P[B |S]
P[B]
. (7.2)
It follows from Lemma 7.2 that
1
km
lnP[B]∼−D1
(
1
2
,1−q
)
. (7.3)
It is also straightforward to obtain that
1
m
lnP[S]∼ z1,k (β,1−q)− ln(1+exp(−β)), (7.4)
and by definition of q we have (using the central limit theorem)
1
m
lnP[B |S]= on (1). (7.5)
The proposition is obtained by combining Eq.(7.1-7.5). 
7.3. The second moment computation. Recall that cβ = 1− exp(−β). Let T = {(h, ĥ) ∈ (0,1)2, ĥ < h}. Let z2,k :
R×T → (0,1] be defined by
z2,k (β,h, ĥ)= 1−2cβ(1−h)k +c2β(1−2h+ ĥ)k .
Lemma 7.4. Let g2,k ,β :T →R2 be defined by
g2,k ,β(h, ĥ)=
(
ĥ+ (h− ĥ)[1−cβ(1−h)k−1]
z2,k (β,h, ĥ)
,
ĥ
z2,k (β,h, ĥ)
)
.
Let α ∈ (0,1) and let U = {(x, y) ∈ R2,‖(x, y)− ( 1
2
, 1−α
2
)‖2 ≤ k2−k }. Then the equation g2,k ,β(h, ĥ)= ( 12 , 1−α2 ) admits a
unique solution inT ∩U that we denote by (hβ(α), ĥβ(α)). Moreover,α→ hβ(α) (resp. α→ ĥβ(α)) is of class C∞ on
(0,1) and the following is true.
ĥβ (1/2)= hβ (1/2)2 = q2, (7.6)
ĥ′β(α)= h′β(α)−1/2+O˜k (2−4k/3) for |α−1/2| ≤ 2−k/3. (7.7)
Proof. The Jacobian matrix Dg2,k ,β(h, ĥ) of g2,k ,β at (h, ĥ) ∈ T is given by Dg2,k ,β(h, ĥ) = id+ O˜k (2−k ); in par-
ticular it satisfies ‖Dg2,k ,β(h, ĥ)− id‖ ≤ 1/3. Then Lemma 7.1 applied to g2,k ,β ∈ C∞(T ) with y = u =
(
1
2
, 1−α
2
)
and r = k2−k imply that there is exactly one (hβ(α), ĥβ(α)) ∈ T such that ‖(hβ(α), ĥβ(α))−
(
1
2 ,
1−α
2
)
‖2 ≤ r and
g2,k ,β(hβ(α), ĥβ(α))=
(
1
2
, 1−α
2
)
. Moreover, themapα→ (hβ(α), ĥβ(α)) is of classC∞ and (h′β(α), ĥ′β(α))= (0,−1/2)+
O˜k (2
−k ). A more detailled computation (using d
dαg2,k ,β(hβ(α), ĥβ(α))= (0,−1/2) and the chain rule for computing
derivatives) reveals that, for |α−1/2| ≤ 2−k/3
ĥ′β(α)+
1
2
z2,k (β,hβ(α), ĥβ(α))=
1
4
(
h′β(α)
∂z2,k
∂h
+ ĥ′β(α)
∂z2,k
∂ĥ
)
(β,hβ(α), ĥβ(α))= O˜k (4−k ),
h′β(α)+cβĥ′β(α)21−k +O˜k (2−4k/3)=
1
2
(
h′β(α)
∂z2,k
∂h
+ ĥ′β(α)
∂z2,k
∂ĥ
)
(β,hβ(α), ĥβ(α))= O˜k (4−k ).
In particular
ĥ′β(α)−h′β(α)+
1
2
= 1
2
(
1− z2,k (β,hβ(α), ĥβ(α))
)−2−kcβ+O˜k (2−4k/3)= O˜k (2−4k/3).
Finally, (7.6) is easily proved by inspection. 
In particular, we observe that Proposition 4.5 and the above lemma imply the following.
Corollary 7.5. We have limn→∞ 1n lnE
[
Zβ(Φ)
]= 1
2
f2,k (d ,β,1/2).
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Let the Kullback-Leibler divergenceD2 : (0,1)
3 →R be defined by
D2(α,h, ĥ)=α ln
(
α
2(h− ĥ)
)
+ 1−α
2
ln
(
1−α
2ĥ
)
+ 1−α
2
ln
(
1−α
2(1−2h+ ĥ)
)
,
and f2,k :R
2× (0,1)→R be defined by
f2,k (d ,β,α)= ln2+H(α)+
d
k
lnz2,k (β,hβ(α), ĥβ(α))+dD2
(
α,hβ(α), ĥβ(α)
)
.
We also let
Z (d ,β,α)= E
 ∑
σ,τ
σ·τ=(2α−1)n
∏
a∈F
(
ψa,β(σa)ψa,β(τa)
) .
so that
E
[
Z 2β(Φ)
]
=
∑
α∈{0,1/n,...,1}
Z (d ,β,α).
Proposition 7.6. Let d > 0,β ∈R and I ⊂ [0,1] be fixed. We have
1
n
ln
( ∑
α∈{0,1/n,...,1}∩I
Z (d ,β,α)
)
∼ sup
α∈I
f2,k (d ,β,α)
and in particular
1
n
lnE
[
Z 2β(Φ)
]
∼ sup
α∈(0,1)
f2,k (d ,β,α).
Proof. We need to compute the expected value of
∏
a∈F ψa,β(σ)ψa,β(τ) under a random pair of assignements
(σ,τ) ∈ {−1,1}2n . To do this, we introduce a different probability space formed of all vectors in {−1,1}2km × {0,1}2m
(φal )a∈[m],l∈[k], (y (1)a , y
(2)
a )a∈[m]
with a probability distribution P such that the (φal )a∈[m],l∈[k] independent random variables satisfying
φal =

(1,1), with probability ĥβ(α)
(1,−1), with probability hβ(α)− ĥβ(α)
(−1,1), with probability hβ(α)− ĥβ(α)
(−1,−1), with probability 1−2hβ(α)+ ĥβ(α)
independently for all a, l , and the (y (1)a )a∈[m] (resp. (y
(2)
a )a∈[m]) are independent Bernoulli random variables of
parameter exp(−β)/(1+exp(−β)). We consider the following events.
S1 = {∀ a ∈ [m] (y (1)a = 0 and ∃ l ∈ [k],φal ∈ {(1,1),(1,−1)})
or
(
y (1)a = 1 and ∀ l ∈ [k],φal ∈ {(−1,1),(−1,−1)}
)
},
S2 = {∀ a ∈ [m] (y (2)a = 0 and ∃ l ∈ [k],φal =∈ {(1,1),(−1,1)})
or
(
y (2)a = 1 and ∀ l ∈ [k],φal ∈ {(1,−1),(−1,−1)}
)
},
S(2) = S1∩S2,
and
B (2) =
{∣∣∣∣|{(a, l) :φal = (1,1)}|− 1−α2 n
∣∣∣∣≤ 1pn ,
∣∣∣|{(a, l) :φal = (−1,1)}|− α
2
n
∣∣∣≤ 1p
n∣∣∣|{(a, l) :φal = (−1,1)}|− α
2
n
∣∣∣≤ 1p
n
,
∣∣∣∣|{(a, l) :φal = (−1,−1)}|− 1−α2 n
∣∣∣∣≤ 1pn
}
.
Then the expected value of
∏
a∈F ψa,β(σ)ψa,β(τ) under any given pair of assignments (σ,τ) ∈ {−1,1}2n that satisfies∣∣∣∣|{i ∈ [n] : (σi ,τi )= (1,1)}|− 1−α2 n
∣∣∣∣≤pn, ∣∣∣|{i ∈ [n] : (σi ,τi )= (1,−1)}|− α2 n
∣∣∣≤pn∣∣∣|{i ∈ [n] : (σi ,τi )= (−1,1)}|− α
2
n
∣∣∣≤pn, ∣∣∣∣|{i ∈ [n] : (σi ,τi )= (−1,−1)}|− 1−α2 n
∣∣∣∣≤pn.
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is given as previously by P[S(2)|B (2)](1+exp(−β))2m . In particular,
1
n
lnE
[
Z 2β(Φ)
]
∼ ln2+H(α)+ 1
n
sup
α∈(0,1)
lnP[B (2)|S(2)]+ 2d
k
ln(1+exp(−β)). (7.8)
By Bayes’ theorem we have
P[S(2)|B (2)]= P[S
(2)]P[B (2)|S(2)]
P[B (2)]
. (7.9)
It follows from Lemma 7.2 that
1
km
lnP[B (2)]∼−D2
(
α,hβ(α), ĥβ(α)
)
. (7.10)
It is also straightforward to obtain that
1
m
lnP[S(2)]∼ z2,k (β,hβ(α), ĥβ(α))−2ln(1+exp(−β)), (7.11)
and by definition of hβ we have
1
m
lnP[B (2)|S(2)]= on (1). (7.12)
The proposition is obtained by combining Eq.(7.8-7.12). 
Lemma 7.7. Assume that d ≤ dk−SAT and β ∈R. Then we have
sup
α≥2−k/10
f2,k (d ,β,α)≤ f2,k (d ,β,1/2)
Lemma 7.8. Assume that d ≤ d−(k) or that d ∈ [d−(k),dk−SAT] and that β≤β−(k).Then we have
sup
α∈(0,1)
f2,k (d ,β,α)≤ f2,k (d ,β,1/2)
We defer the proof of these lemma to Section 7.5.
Proof of Lemma 2.1. The proposition follows by combining Corollary 7.5, Proposition 7.6 and Lemma 7.8. 
7.4. Proof of Lemma 2.2. To facilitate the proof of Lemma 2.2 we introduce a random variable that explicitly con-
trols the “cluster size” CΦ,σ(β). More precisely, we call σ ∈ {−1,1}n tame inΦ iff
CΦ,σ(β)≤ E[Zβ(Φ)].
Now, let
Ztame(Φ,β)=
∑
σ∈{−1,1}n
∏
a∈F
ψa,β(σa)1σ is tame.
We shall also need to introduce a fewmore notations: we denote bym = (m0, . . . ,mk ) a vector of [m]k+1, and by
m(Φ)= (m0(Φ), . . . ,mk (Φ)), with the m j (Φ) as defined in Section 6.3. Also recall that σˆ denotes the all 1 vector of
length n.
Lemma 7.9. Let d ≤ dk−SAT and β ∈R be fixed. Assume that
P
[
σˆ isa tame in Φ̂
]
≥ exp(on(n)).
Then
E
[
Ztame(Φ,β
]≥ exp(on (n))E[Zβ(Φ)] .
Proof. Given that m(Φ) =m(Φ̂) the two formula Φ and Φ̂ are identically distributed. Thus we have for any m ∈
[m]k+1
P[σˆ is not a tame inΦ|m(Φ)=m]=P[σˆ is not a tame in Φ̂|m(Φ̂)=m].
In particular this implies that
E
[
Zβ(Φ)−Ztame(Φ,β)
]= 2n ∑
m∈[m]k+1
P
[
σˆ is not a tame inΦ|m(Φ)=m]P[m(Φ)=m]exp(−βm0)
≤ 2n
∑
m∈[m]k+1
P[σˆ is not a tame in Φ̂|m(Φ̂)=m]P[m(Φ̂)=m]E[Zβ(Φ)]
≤P[σˆ is not a a tame in Φ̂]E[Zβ(Φ)] .
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This concludes the proof of the lemma. 
Lemma 7.10. Assume that d ≤ dk−SAT and β ∈R are such that
E[Ztame(Φ,β)]
E[Zβ(Φ)]
> exp(on(n)).
Then
E[Ztame(Φ,β)]
2
E[Ztame(Φ,β)2]
> exp(on(n)).
Proof. We let
Ztame(d ,β,α)= E
 ∑
σ,τ
σ·τ=(2α−1)n
∏
a∈F
(
ψa,β(σa)ψa,β(τa)
)
1σis a tame1τis a tame
 .
Then we have, by the definition of a “tame”∑
α≤2−k/10
Ztame(d ,β,α)≤ E
[ ∑
σ∈{−1,1}n
∏
a∈F
ψa,β(σa)1σis a tameCΦ,σ(β)
]
≤ E[Zβ(Φ)]2
On the other hand we have with Lemma 7.7∑
α≥2−k/10
Ztame(d ,β,α)≤
∑
α≥2−k/10
Z (d ,β,α)= exp(on (n))E
[
Zβ(Φ)
]2
.
This implies that
E[Ztame(Φ,β)
2]=
∑
α<2−k/10
Ztame(d ,β,α)+
∑
α≥2−k/10
Ztame(d ,β,α)
= exp(on (n))O
(
E
[
Zβ(Φ)
]2)
.
The lemma then follows from the assumption that E
[
Zβ(Φ)
]≤ exp(on(n))(E[Ztame(Φ,β)]). 
The reverse direction of Lemma 2.2 will be given by the following lemma.
Lemma 7.11. Assume that d ∈ [d−(k),dk−SAT] and β>β−(k) are such that (2.3) holds. Then
1
n
E ln
[
Zβ(Φ)
]
∼ 1
n
lnE
[
Zβ(Φ)
]
.
Proof. We can apply Lemma 7.9 to find that
E[Ztame(Φ,β)]
E[Zβ(Φ)]
≥ exp(on(n)).
Hence Lemma 7.10 implies that
liminf
n→∞
E[Ztame(Φ,β)]
2
E[Ztame(Φ,β)2]
> exp(on (n)).
Using the Paley-Zigmund inequality we have
liminf
n→∞ P
[
Ztame(Φ,β)≥ E
[
Ztame(Φ,β)
]
/2
]
≥ exp(on(n)).
In particular, we have
liminf
n→∞ P
[
Zβ(Φ)≥
c1
2
E
[
Zβ(Φ)
]]
≥ exp(on(n)).
In other words
liminf
n→∞ P
[
1
n
lnZβ(Φ)≥
1
n
lnE
[
Zβ(Φ)
]
−on (1)
]
≥ exp(on(n)).
It follows from Lemma 7.3 that
1
n
E ln
[
Zβ(Φ)
]≥ 1
n
E ln
[
Zβ(Φ)
]−on (1).
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The proof is completed by Jensen’s inequality which give us
1
n
E ln
[
Zβ(Φ)
]
≤ 1
n
lnE
[
Zβ(Φ)
]
.

The second part of the proposition will be a simple application of the following lemma, which is similar to
Lemma 7.9.
Lemma 7.12. Let d ≤ dk−SAT and β ∈R be fixed. Assume that there exists a sequence of event Ên such that
P
[
Φ∈ Ên
]= 1−on (1) and liminf
n→∞ P
[
Φ̂∈ Ên
]1/n < 1.
Then we have
liminf
n→∞
1
n
lnE
[
Zβ(Φ)
]< limsup
n→∞
1
n
E ln
[
Zβ(Φ)
]
.
Proof. Letm(n) be amonotically increasing sequence and ξ be such thatP
[
Φ̂ ∈ Ên
]1/m(n) ≤ exp(−ξm(n)). We have,
by the same steps as in the proof of Lemma 7.9
E
[
Zβ(Φ)1Φ∈Êm(n)
]
≤P[Φ̂ ∈ Êm(n)]E[Zβ(Φ)]≤ exp(−ξm(n))E[Z (Φ(m(n),k,d),β)] .
Thereby we obtain, using that 1n lnZβ(Φ)∈ [−β+ ln2, ln2] for all Φ
1
m(n)
E ln
[
Zβ(Φ)
]
= 1
m(n)
E ln
[
Zβ(Φ)1Φ∈Êm(n)
]
+on(1)
≤ 1
m(n)
lnE
[
Zβ(Φ)1Φ∈Êm(n)
]
+on (1)
≤ 1
m(n)
E ln
[
Zβ(Φ)
]−ξ+on (1).

Proof of Lemma 2.2. Assume that Eq. (2.3) holds. Then by Lemma 7.11 we have 1
n
E ln
[
Zβ(Φ)
]∼ 1
n
lnE
[
Zβ(Φ)
]
.
Assume that Eq. (2.3) does not hold and let ǫ be such that
limsup
n→∞
1
n
E
[
lnC
Φ̂,σˆ(β)
]
≥ liminf
n→∞
1
n
lnE
[
Zβ(Φ)
]
+ǫ
Let z = 1n lnE
[
Zβ(Φ)
]+ǫ/2 and En be the event that 1n lnZβ(Φ)> 1n lnE[Zβ(Φ)]+ǫ/2. Then using Jensen’s inequality
and Lemma 7.3 we obtainP [Φ ∈ En ]1/n ∼ 1while liminfn→∞P
[
Φ̂ ∈ En
]1/n < 1. Therefore with Lemma 7.12 wehave
liminf
n→∞
1
n
E ln
[
Zβ(Φ)
]< limsup
n→∞
1
n
lnE
[
Zβ(Φ)
]
.

7.5. Proof of Lemma 7.7 and Lemma 7.8. We first need to study f2,k (d ,β, ·) locally around α= 1/2 and compare it
with f1,k (d ,β). This will be given by the two following lemmas.
Lemma 7.13. We have, for d ≤ dk−SAT and β ∈R,
f1,k (d ,β)= ln2−
d
k
(
cβ2
−k +2−1−2k −k2−1−2k
)
+O˜k (4−k ).
Proof. The result follows from a direct computation, using the observation that q = 1
2
+cβ2−1−k +O˜k (4−k ). 
Lemma7.14. Let d ≤ dk−SAT andβ ∈R be fixed. f2,k is of class C∞ onR2×(0,1). It satisfies f2,k(d ,β,1/2) = 2 f1,k (d ,β),
∂
∂α f2,k (d ,β,1/2) = 0 and sup|α−1/2|≤2−k/3 ∂
2
∂α2
f2,k (d ,β,α)< 0.
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Proof. α→ H(α) is clearly of class C∞ on (0,1). Similarly, (β,h, ĥ)→ lnz2,k (β,h, ĥ) is of class C∞ on T and D is
of class C∞ on (0,1)×T . The smoothness of α→ f2,k (d ,β,α) therefore follows from the one of α 7→ (hβ(α), ĥβ(α))
granted by Lemma 7.4.
Because (hβ(α), ĥβ(α)) satisfy g2,k ,β(hβ(α), ĥβ(α))= ( 12 , 1−α2 ), we have using the chain rule
∂z2,k
∂h
(β,hβ(α), ĥβ(α))=
∂D2
∂h
(α,hβ(α), ĥβ(α)),
∂z2,k
∂ĥ
(β,hβ(α), ĥβ(α))=
∂D2
∂ĥ
(α,hβ(α), ĥβ(α)).
The differential of f2,k with respect to α then simplifies to
∂ f2,k
∂α
(d ,β,α)=H ′(α)+d ∂
∂α
D2(α,hβ(α), ĥβ(α))
=H ′(α)−dH ′(α)+ d
2
ln
(
ĥβ(α)(1−2hβ(α)+ ĥβ(α))
(hβ(α)− ĥβ(α))2
)
.
In particular, for α= 1/2 we have ĥβ(1/2)= hβ(1/2)2 and ∂ f2,k∂α (d ,β,1/2) = 0.
Differentiating once more with respect to α yields
∂2 f2,k
∂2α
(d ,β,α)=H ′′(α)+d ∂
2
∂α2
D2(α,hβ(α), ĥβ(α))+d
∂2
∂α∂h
D2(α,hβ(α), ĥβ(α))+d
∂2
∂α∂ĥ
D2(α,hβ(α), ĥβ(α))
=H ′′(α)−dH ′′(α)+ d
2
[
− 2
hβ(α)− ĥβ(α)
− 2
1−2hβ(α)+ ĥβ(α)
]
h′β(α)
+ d
2
[
1
ĥβ(α)
+ 1
1−2hβ(α)+ ĥβ(α)
+ 2
hβ(α)− ĥβ(α)
]
ĥ′β(α).
In particular for |α−1/2| ≤ 2−k/3 we have with Lemma 7.4
∂2 f2,k
∂2α
(d ,β,1/2)=H ′′(α)−dH ′′(α)−8dh′β(α)+8dĥ′β(α)+O˜k (2−k/3)
=−4+8d
[
ĥ′β(α)−h′β(α)+
1
2
]
+O˜k (2−k/3)
=−4+O˜k (2−k/3).

We now study f2,k (d ,β,α) when |α− 1/2| > k22−k/2. For the sake of readability, we decompose this study in
small steps. We first show that we can upper bound f2,k by a simpler function. Let z¯2,k : R× (0,1)→ R and f¯2,k :
R
2× (0,1)→R be defined by
z¯2,k (β,α)= 1−2cβ2−k +c2β
(
1−α
2
)k
, f¯2,k (d ,β,α)= ln2+H(α)+
d
k
ln
(
z¯2,k (d ,β,α)
)
.
Lemma 7.15. For all α ∈ (0,1) we have f2,k (d ,β,α)≤ f¯2,k (d ,β,α).
Proof. Consider the event B (2),S(2) defined in the proof of Proposition 7.6 and their probability P′ under the distri-
bution where (with the notations of the proof of Proposition 7.6)
φal =

(1,1), with probability (1−α)/2
(1,−1), with probability α/2
(−1,1), with probability α/2
(−1,−1), with probability (1−α)/2
independently for all a ∈ [m], l ∈ [k]. We have
1
m
lnP′[S(2)]∼ ln
(
1−2cβ2−k +c2β
(
1−α
2
))
− ln(1+exp(−β)) ,
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1m
lnP′[B (2)]∼ 1,
1
m
lnP′[S(2)|B (2)]∼ 1
m
lnP[S(2)|B (2)].
In particular, with Bayes’ theorem
f¯2,k (d ,β,α)− f2,k (d ,β,α)∼
1
m
lnP′[S(2)]− 1
m
lnP[S(2)|B (2)]∼− 1
m
P
′β[B (2)|S(2)]≥ 0

Lemma 7.16. Assume that d ≤ dk−SAT and β ∈R. Then
f¯2,k (d ,β,1/2−k22−k/2)< f2,k (d ,β,1/2).
Proof. We compute
f¯2,k (d ,β,1/2−k22−k/2)= 2ln2−k421−k +
d
k
(
−cβ21−k −c2β2−2k
)
+O˜k (2−4k/3)
On the other hand using Lemma 7.14 and Lemma 7.13 we have
f2,k (d ,β,1/2) = 2 f1,k (d ,β)= 2ln2−2
d
k
(
cβ2
−k +2−1−2k −k2−1−2k
)
+O˜k (4−k ).
It follows that
f¯2,k (d ,β,1/2−k22−k/2)− f2,k (d ,β,1/2) ≤−k421−k +dOk (4−k )+O˜k (4−k )< 0.

In order to prove Lemma 7.7-7.8, it will be convenient to restrict the range of (d ,β) that we need to consider. We
define f¯2,k :R× (0,1)→R and z¯2,k : (0,1)→R by
f¯2,k (d ,α)= lim
β→∞
f¯2,k (d ,β,α), z¯2,k (α)= lim
β→∞
z¯2,k (β,α).
The following claim is immediate, once one observes that ∂∂d f¯2,k (d ,α)= 1k ln
(
z¯2,k (d ,β,α)
)
.
Claim 7.17. Assume that d ≤ dk−SAT. Then for α ∈ (0,1/2−k22−k/2)we have
∂
∂d
f¯2,k (d ,α)≥
∂
∂d
f¯2,k (d ,1/2−k22−k/2).
Similarly, we have the following.
Claim 7.18. Assume that d ≤ dk−SAT. Then for α ∈ (0,1/2−k22−k/2)we have
∂
∂β
f¯2,k (d ,β,α)≥
∂
∂β
f¯2,k (d ,β,1/2−k22−k/2).
Proof. We compute
∂
∂β
f¯2,k (d ,β,α)=−
exp(−β)
2k−1
d
k
1−cβ (1−α)k
1−2cβ2−k +c2β
(
1−α
2
)k .
In particular
∂2
∂α∂β
f¯2,k (d ,β,α)=−
d exp(−β)
2k−1
cβ(1−α)k−1(1+O˜k (2−k ))< 0.

Therefore, in order to prove Lemma 7.7 we can assume that d = dk−SAT and β→∞, and to prove Lemma 7.8, we
can focus on the following two cases.
• d = d−(k) and β→∞,
• d = dk−SAT and β=β−(k).
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Lemma 7.19. We have
sup
α∈[2−k+10 ,1/2−k22−k/2]
f¯2,k (dk−SAT,α)≤ f¯2,k (dk−SAT,1/2−k22−k/2).
Proof. We first compute
f¯2,k (dk−SAT,1/2−k22−k/2)=−k421−k +O˜k (4−k ). (7.13)
We differentiate f¯2,k (dk−SAT,α) with respect to α.
∂ f¯2,k
∂α
(dk−SAT,α)=− ln
( α
1−α
)
− dk−SAT
2k
(1−α)k−1
z¯2,k (α)
.
Assume that α ∈ [1/2−k22k/2,1/2−2−k/3]. Then we have
∂ f¯2,k
∂α
(dk−SAT,α)≥− ln
(
1/2−k22−k/2
1/2+k22−k/2
)
− (k ln2)21−k
(
1+Ok (2−k )
)
> 0. (7.14)
Assume that α ∈ [0.4,1/2−2−k/3]. Then we have
∂ f¯2,k
∂α
(dk−SAT,α)≥− ln
(
1/2−2−k/3
1/2+2−k/3
)
− (k ln2)(0.6)k−1
(
1+Ok (2−k )
)
> 0. (7.15)
Similarly, for α ∈ [2(lnk)/k,0.4], we have
∂ f¯2,k
∂α
(dk−SAT,α)≥− ln
(
0.4
0.6
)
− ln2
k
+Ok ((lnk)k−2)> 0. (7.16)
For α∈ [2−k/10,2(lnk)/k], we compute with the help of (7.13), and using −(1−exp(−x))≤−x/2 for 0< x < 1
f¯2,k (dk−SAT,α)≤α
(
− lnα− k ln2
2
)
+Ok (α)< f¯2,k (dk−SAT,1/2−k22−k/2). (7.17)
The lemma follows from Eq.(7.14-7.16) and (7.17).

Lemma 7.20. We have
sup
α∈(0,1/2−k22−k/2]
f¯2,k (d−(k),α)≤ f¯2,k (d−(k),1/2−k22−k/2).
Proof. We first compute
f¯2,k (d−(k),1/2−k22−k/2)= k521−k +Ok (k42−k ). (7.18)
By Lemma 7.19 and Claim 7.17 we also have
sup
α∈(2−k/10 ,1/2−k22−k/2]
f¯2,k (d−(k),α)≤ f¯2,k (d−(k),1/2−k22−k/2). (7.19)
Let α⋆ be a maximum of f¯2,k (d−(k), ·) over (0,2−k/10).The equation ∂ f¯2,k (d−(k),α)∂α = 0 reads
− ln
(
α⋆
1−α⋆
)
= k ln2(1+ok (1)). (7.20)
Expanding for α≤ 2−k/10, we obtain that α⋆ ∼ 2−k . Using (7.20) once again yields
α⋆ = 2−1−k +O˜k (4−k ).
In particular
f¯2,k (d−(k),α⋆)= ln2+k2−k +2−k +
d−(k)
k
(
−2−k −2−1−2k −k2−2k
)
+O˜k (4−k )
= k52−k +O˜k (4−k ).
Noting that limα→0 ∂∂α f¯2,k (d−(k),α)=∞ and using (7.18), this gives
sup
α∈(0,2−k/10)
f¯2,k (d−(k),α)≤ f¯2,k (d−(k),1/2−k22−k/2). (7.21)
Collecting (7.19) and (7.21) ends the proof of the lemma. 
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Lemma 7.21. We have
sup
α∈(0,1/2−k22−k/2]
f¯2,k (dk−SAT,β−(k),α)≤ f¯2,k (dk−SAT,β−(k),1/2−k22−k/2).
Proof. By combining Lemma 7.19, Claim 7.17 and Claim 7.18 we obtain
sup
α∈[2−k/10 ,1/2−k22−k/2]
f¯2,k (dk−SAT,β−(k),α)= f¯2,k (dk−SAT,β−(k),1/2−k22−k/2). (7.22)
Let α⋆ be a maximum of f¯2,k (dk−SAT,β−(k), ·) over (0,2−k/10).The equation ∂ f¯2,k (dk−SAT,β−(k),α)∂α = 0 is again given by
(7.20) and hence
α⋆ = 1
2
−2−1−k +O˜k (4−k ).
In particular
f¯2,k (dk−SAT,β−(k),α⋆)= ln2+k2−k +2−k +
dk−SAT
k
(
−cβ2−k −2−1−2k −k2−2k
)
+O˜k (4−k )
= O˜k (4−k ),
while
f¯2,k (dk−SAT,β−(k),1/2−k22−k/10)= k1021−k +Ok (k42−k ).
Noting that limα→0 ∂∂α f¯2,k (d ,β−(k),α)=∞, this gives
sup
α∈(0,2−k/10)
f¯2,k (dk−SAT,β−(k),α)< f¯2,k (dk−SAT,β−(k),1/2−k22−k/2). (7.23)
This concludes the proof of the lemma. 
Proof of Lemma 7.7. Letd andβbe as in Lemma7.7. Wefirst observe that forα ∈ (0,1/2), f2,k (d ,β,α)≥ f2,k (d ,β,1−
α). Therefore, we can restrict ourselves to α ∈ (0,1/2). By Lemma 7.14 we have
sup
1/2−2−k/3≤α≤1/2
f2,k (d ,β,α)≤ f2,k (d ,β,1/2).
Combining Claim 7.17-7.17 with Lemma 7.19 we obtain
sup
α∈[2−k/10 ,1/2−k22−k/2]
f¯2,k (d ,β,α)≤ f¯2,k (d ,β,1/2−k22−k/2).
Using in addition Lemma 7.15 and Lemma 7.16 ends the proof of the lemma. 
Prood of Lemma 7.8. The proof follows by combining the previous results with Lemma 7.20 and Lemma 7.21. 
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