*A feature selection technique based on mathematical programming that results in a robust classifier is presented for classification of electrocardiogram (ECG) beats. The classifier depends only on a small subset of numerical feature extracted from original data. Multi-class problem is converted to the binary issue by Relative Difference space (RDS) method. We verify the robustness of our method on six types of ECG beats obtained from the MIT-BIH database. The present research demonstrates that the multi-class sparse linear classifier can achieves high classification accuracies.
INTRODUCTION
Electrocardiography is an important tool in diagnosing the condition of the heart. The electrocardiogram (ECG) is the record of variation of bioelectric potential with respect to time as the human heart beats. It provides valuable information about the functional aspects of the heart and cardiovascular system. Early detection of heart diseases/abnormalities can prolong life and enhance the quality of living through appropriate treatment. Therefore, numerous research and work analyzing the ECG signals have been reported [1] [2] [3] [4] . For effective diagnostics, the study of ECG pattern and heart rate variability signal may have to be carried out over several hours. Thus, the volume of the data being enormous, the study is tedious and time consuming. Naturally, the possibility of the analyst missing vital information is high. Therefore, computer-based analysis and classification of diseases can be very helpful in diagnostics [1] [2] [3] [4] .
One of the difficulties in constructing a classifier for this task is the problem of feature selection. Mika et al, proposed a mathematical programming formulation for Linear Fisher's Discriminant using kernels [5] . This formulation included a regularization term similar to that used in the SVM formulation [6] . We will make use of Mika's formulation but use a 1-norm instead of the 2-norm to obtain solutions that are more spare, and hence dependent on a smaller number of features. The classification algorithm used in this paper is based on a special feature selection technique, which is in turn based on mathematical programming. As a result we obtain a hyperplane-based classifier that only depends on a subset of numerical features extracted from the original data through time.
METHOD Linear Fisher's Discriminant
The general idea behind Linear Fisher's Discriminant (LFD) [7] is to find the best subspace mapping such that it captures the best separation between the classes. Let 
Where,
are the between and within class scatter matrices respectively and 
For binary classification problems the solution of this problem is
Sparse Linear Fisher's Discriminant Via Linear Programming
Our objective is to formulate an algorithm that can be seen as an approximation to (1) and that provides a sparse projection vector . In order to achieve this, we add a regularization term to the objective function of (2) [8] :
Where v is the trade-off between ) ( J maximization and regularization or sparsity of the projection vector  . Let's consider the following matrix:
Hence, quadratic programming problem (4) can be rewritten as:
We can now use the 1-norm instead of the 2-norm in the objective function of (6) to obtain the following linear programming formulation that can be solved more efficiently and gives sparser solutions:
MULTI-CLASS CLASSIFICATION
Since the concerned problem is a multi-class problem, the binary classification methods cannot be applied directly. A method based on Relative Difference space (RDS) [9] and SLFD is proposed for multi-class recognition. It converts the multiclass issue to the binary problem whether the difference between two samples is within-class or between classes, and then the SLFD classifiers can be directly used to work with multi-class recognition. Assume a training set is as 
where w RD is the relative within-class set and b RD is the relative between-class set. Thus, we get a new binary-class training set of points . The decision surface is:
where the coefficients i  and b are solutions of a quadratic programming problem.
EXPERIMENTS
We verify the robustness of our method on six types of ECG beats (normal beat, left bundle branch block beat, congestive heart failure beat, premature ventricular contraction beat, non-conducted P-wave, ventricular escape beat) obtained from the MIT-BIH database [10] . High dimension of feature vectors increase computational complexity and therefore, in order to reduce the dimensionality of the extracted feature vectors, sparse projection vector is used. The approximation sparse projection vector of the ECG signals are used as the feature vectors representing the signals. Table 1 shows the extracted features of four exemplary records from six classes. Statistical features (maximum, mean, minimum and standard deviation of the ECG signal in each subband) are used as feature vectors. In order to demonstrate the effectiveness of the proposed approach for classification of the ECG signals, the classification accuracies on the test sets are presented in Table 2 . We compare the feature selection algorithm, Sparse LFD (SLFD) to three other well-known classification algorithms. From the classification results presented in Table 2 , one can see that our feature selection technique results in a robust hyperplanebased classifier which achieves the best performance in terms of area under the curve (AUC) and number of features selected when compared to four other well-known classification algorithms. [7] 84.4% 55
CONCLUSIONS
Feature extraction methods are important in developing automated diagnostic systems since these stages could change the classification accuracy. The high classification accuracy of the multiclass SLFD gives insights into the features used for defining the ECG signals. The present research demonstrates that the multiclass sparse linear classifier can achieves high classification accuracies.
