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Optical activation of material properties illustrates the potentials held by tuning light-matter interactions with impacts ranging from basic 
science to technological applications. Here, we demonstrate for the first time that composite nanostructures providing nonlocal environments 
can be engineered to optically trigger photoinduced charge transfer dynamic (CTD) modulations in the solid state. The nanostructures herein 
explored lead to unprecedented out-of-phase behaviour between charge separation and recombination dynamics, along with linear CTD 
variations with the optical-field amplitude. Using transient absorption spectroscopy, up to 270 % increase in charge separation rate is obtained 
in organic semiconductor thin films. We provide evidences that composite nanostructures allow for surface photovoltages to be created, 
which kinetics vary with the composite architecture and last beyond optical pulse temporal characteristics. Furthermore, by generalizing 
Marcus theory framework, we explain why CTD modulations can only be unveiled when optic field effects are enhanced by nonlocal image 
dipole interactions. Demonstrating that composite nanostructures can be designed to use optical fields as CTD remote actuators opens the 
path for their use in practical and original applications ranging from photochemistry to optoelectronics.  
 
 Tuning, activating, and enhancing specific properties are among 
the most common challenges undertaken by scientists. To reach 
this goal, interface and heterostructure nanoengineerings are 
attractive strategies applied for energy transduction enhancement1, 
nanophotonic circuitry design2,3, quantum information processing4, 
catalysis activation5,6, as well as tunable narrowband photo-
detection7 and scattering8. Triggers include position8, strain9, 
gating10, charge injection11-13, along light power13,14, 
wavelength15,16 or polarization17, with optical approaches of 
unique interest for remote actuation.  
Anisotropic to flat nanostructures can be designed with materials 
ranging from 2D to alternating layers of metal, dielectric or 
semiconductor of selected permittivity18-24. Metal-oxide multilayer 
composite nanostructures (CNSs) provide non-local environments, 
which are attracting attention25, as they were shown to affect 
luminescence26-30, photodegradation31, and wetting properties32, as 
well as to slow down charge transfer dynamics (CTD) in 
donor:acceptor (D:A) systems33. Charge transfer processes are 
fundamental steps impacting on biology and photosynthesis34, 
chemistry35,36, as well as electronics37,38. However, remotely 
modulating CTDs in the solid state remains challenging despite 
fundamental and applied interest. Actively controlling the time 
scale over which charge separation (CS) and recombination (CR) 
occur is critical especially in the solid state, which is relevant to 
most optoelectronic devices and circuitry. To open the path 
towards light-based technologies with remotely tunable CTDs, the 
underlaying cause of relevant phenomena25-32 need to be both 
identified and rationalised. 
 To address this challenge, we used non-invasive time-resolved 
spectroscopies to probe a range of ultra-fast phenomena. Transient 
absorption allows monitoring of CTDs between donors and 
acceptors26-29,33,36,38-44. Surface photovoltage (SPV) measurements 
provide insights on the photon-induced electrical-potential change 
across interfaces45,46. It is a well-established and powerful 
technique involved for instance in recent investigations of charge 
separation occurring in original inorganic structures22. Organic 
semiconductors were selected because of their relevance to 
solution-processable electronics43,44,47-52, and the adjustability of 
the relative position of D:A groups, in terms of energy levels and 
spatial positions. The latter characteristic makes organic D:A 
dyads attractive model systems to investigate CS and CR 
mechanisms due to reduced domain sizes and D:A interface 
distributions, which otherwise also impact on exciton formation, 
diffusion, dissociation and recombination. The D:A molecules 
were deposited on top of metal/oxide multilayer structures with 
selected thicknesses of the top oxide material. 
 In the present work, we show that engineered CNSs provide 
unprecedented optical control over CTDs in the solid-state. On 
CNSs, we evidence that CS and CR dynamics display out-of-phase 
modulations. This original, and so-far unreported behaviour results 
from a long lasting optical-field effect evidenced by SPVs, and 
enhanced by nonlocal image dipole interactions (IDI). Out-of-
phase CTD modulations are successfully integrated in a 
generalised Marcus theory framework to reproduce the trend of the 
experimental data and are shown to affect both driving force and 
reorganization energy. These results shed new lights on the 
potentials offered by nonlocal environments and by CNS 
engineering showing how CTDs, essentially governed by 
thermodynamic mechanisms, can be controlled in the solid-state 
by electromagnetic fields. The effect is coined as nonlocal 
enhanced optical field (NEOF) and this discovery bears wide 
potentials ranging from basic science to nanophotonics. 
 
Results and Discussion 
Sample configurations and CTD modulations. Figure 1a 
presents the schematic of the CNS and the organic semiconductor 
used in this work. CNSs are made of 4 pairs of 10-nm-thick silver 
(Ag) and aluminium oxide (Al2O3) successive layers, with the last 
Al2O3 top-cover ranging from 10 nm to 1 µm. The D:A molecule 
is made of triphenylene (TriPh) and perylene diimide (PerDi) 
moieties chemically grafted with a flexible decyloxy bridge 
leading to the TriPh:PerDi dyad spin-coated on top of the CNSs41,53. 
 Figures 1b and 1c display typical transient absorption signals 
resulting from relative transmittance variation (ΔT/T) of annealed 
dyad thin films on CNS for short and long delay times, respectively. 
In Figure 1b, a plateau is reached within 3 ps, as photoinduced CS 
leads to the formation of CT states, equivalently described as 
dipole moments between TriPh and PerDi charged units. The 
signal recovery in Figure 1c monitors CR, i.e. the CT state 
disappearance. The insets show that dynamics are properly 
described with single exponential characteristic times presented in 
SI-Table 1. 
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 As recently reported, CTD slowdown results from nonlocal IDI 
effects supported by metal-dielectric multilayers with CS and CR 
of the dyad film being in normal and inverted Marcus regions, 
respectively33. All the 4p CNSs used herein lead to slower CTDs 
than measured on plain fused silica (FS), which CT characteristic 
times and uncertainties are illustrated in Figure 1d and 1e by the 
horizontal straight lines. CS is the fastest for 10-nm and 1-µm 
dielectric CNSs (Fig. 1d), whereas CR is the slowest for 10 nm top-
cover CNS (Fig. 1e). Interestingly, CTDs present a non-
monotonous, almost periodic, variation with the thickness of the 
CNS top-cover. This is unexpected as the IDI description suggests 
a continuous decay of the nonlocal effect with the thickness of the 
dielectric. Noticeably, CS and CR characteristic-time variations 
show an out-of-phase relationship. The peaks and valleys of CS 
and CR are inversed, for instance ~125, 175 and 300 nm, with the 
latter materialised by red dashed vertical lines, but do not 
compensate one another (SI-Fig. 4). Noticeably, the modulation 
amplitude decreases as the D:A film is further away from the 
nearest metal-Al2O3 interface. Overall, maximum CS and CR 
variations correspond to factors of 3.7 and 1.7, respectively, when 
compared to FS data. These factors reach ~1.57 and ~1.44 when 
comparing CTDs obtained on the CNSs, corresponding to relative 
variations of 57% and 44%, respectively.  
 Importantly, control experiments in transmittance and 
reflectance show that CTDs data are measurement mode 
independent (SI-Fig. 5). On 200 nm thick Ag films (SI-Fig. 4), CS 
appears constant within the experimental uncertainty, whilst CR 
oscillations with Al2O3 thicknesses are slightly larger than the 
experimental uncertainty. They are also much smaller (~8%) than 
those observed with 4p CNSs (~44%). In addition, the CTD 
modulation periodicity differs on thick Ag film and 4p CNSs, from 
~250 nm to ~150 nm, respectively. Consequently, experimental 
and fit uncertainties, measurement mode artefacts, CT to the metal 
layers and simple IDIs can be ruled out to explain these out-of-
phase CTD modulations, which appear to be a specific, but non-
trivial, effect of CNSs. 
 
Optical- Field  Impact on  Charge Transfer  Dynamics. These 
photoinduced CTD oscillations are reminders of interference 
effects on fluorescence lifetime, quantum efficiency and energy 
transfer modulations near metal interfaces39,54,55. However, we 
stress that these are related to radiative dipoles where the change 
of radiative decay rate is induced by interferences between the 
direct radiation of an emitter and the same radiation reflected by 
the metal surface. In the present work, the photoluminescence is 
quenched and the monitored non-radiative charge transfers are of 
a different nature. Indeed, how a metal surface affects transition 
(radiative) dipoles is described through electromagnetic theory, 
which formalism considers the standing fields and surface 
reflectivity explicitly. In contrast, CTD is essentially governed by 
thermodynamics, in which electro-magnetic field effect is usual 
absent. Other examples of the impact of interferences include solar 
cells, where ideally photoluminescence is also quenched. Photo-
conversion efficiencies are related to the time average of the energy 
dissipated per second, which depends on the locally absorbed 
energy and is associated with the interferences between incident 
light and its reflection on the metal electrodes.43 However, the 
effect is related to the number of excitons formed and not to CTDs. 
 To explore standing-wave contributions, we calculated the 
optical-field-intensity distribution, |F|2, in the D:A films and the 
CNS using invariant imbedding method29,56,57 and optical constants 
measured by ellipsometry (details in SI-VI.1). Figures 2a-b-c 
present |F|2 as a function of the wavelength for three substrates. |F|2 
calculated on FS is relatively small and homogeneous compared to 
the CNSs, which present much larger |F|2 values at 725 nm than at 
325 nm (SI-Fig. 14), the probe and the pump wavelength 
respectively. |F|2 cross-sections are presented in Figures 2d-e-f. 
Whereas |F725nm|2 is transmitted through plain FS (Fig. 2d), the 
large reflectivity of the metal-dielectric stack leads |F725nm|2 to tail 
off in the CNSs. The optical field intensity is very large inside the 
D:A film on top of the 10 nm Al2O3 cover CNS (Fig. 2e), with its 
maximum value reached at the D:A-air interface. In contrast, 
Figure 2f shows that with the 100 nm Al2O3 spacer CNS, |F725nm|2 
is reduced by a factor of ~2 and its maximum value is located inside 
Figure 1 | Composite nanostructure and transient absorption data. a, Schematic representation of the Ag-Al2O3 composite nanostructure covered by an 
organic dyad film with their characteristic parameters: number of pairs (p), pair thickness and periodicity (2a = 20 nm), metal volume fraction (fv = 0.5), 
Al2O3 top-thickness (h), distance from the Al2O3-dyad interface (z), and dyad-film thickness (L=40 nm). b, c, Normalized relative transmittance variation for 
charge separation and charge recombination, respectively, as a function of the time delay with a 125-nm-thick Al2O3 CNS top-cover (inset: semi-log scale of 
1+T/T, and -T/T, note that to illustrate the signal variation the scales in the inset are inverted), respectively. Colored lines are exponential fits. d, e, CS and 
CR dynamics as a function of the thickness of the Al2O3 CNS top-cover; the horizontal straight lines correspond to the CTDs and their uncertainties measured 
on reference fused silica substrates. All the measurements were completed in transmittance mode, with a 325-nm photo-excitation and a 725 nm-probe beam. 
Dashed lines are guide-for-the-eyes. 
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the dielectric spacer. This suggests that optical fields can play a 
role in the CTD modulation herein reported. 
 
 Evidence of Long-Lasting Surface Photovoltages. For any 
optical effect to play a role on CTDs, it should outlast both the 
pulse width and the repetition rate time scale. This was 
demonstrated by time-resolved surface photovoltage measured 
with a Kelvin probe on three bare exemplary CNSs. In principle, 
interfaces, which exhibit an optically accessible depletion zone due 
to an energy band bending can show a change in the electrical 
potential upon illumination due to charge exchange processes 
between the bands or between trap states and the bands, which is 
referred to as SPV46. This can be expected for the Ag/Al2O3 
interfaces and the topmost Al2O3 surface. Indeed, the three test 
structures exhibit an SPV, as presented in Figure 3. No measurable 
SPV signal could be extracted from a single Ag layer on the FS 
substrate, showing that the metal-dielectric multilayer structure is 
essential for the appearance of SPV signals.  
 Figure 3a-b display typical SPV transients upon ON and OFF 
switching of a 633-nm laser beam with a photon flux comparable 
to the TAS experiments. In the most complex cases, SPV transients 
can only be numerically or partially analytically fitted58. However, 
bi-exponential fits were suitable for all the data obtained with these 
systems, as illustrated in the insets. Importantly, both amplitude 
Figure 3 | Surface Photovoltages Dynamics and Amplitudes supported by CNS. a,b Typical increase and decrease of the SPV amplitude as a function of 
time upon ON and OFF switching of a laser beam (inset: semi-log scale of the signal absolute value), respectively. The solid curves are the fits of the rise and 
decay obtained on a 4p-300 Al2O3 substrate. c,d Fitted SPV rise and decay with time of 3 CNSs. Note that no signal could be measured on single Ag thin film 
deposited on the FS substrate. e, Amplitude of the SPV signal and photon flux within the nanostructure (represented by the quantity “100-R (%)” with R 
being the reflectance) plotted versus the CNS Al2O3 top layer thickness. f, Dynamics of the SPV rise and decay under bright (B) and dark (D) conditions with 
the slow (SD, SB) and fast (FD, FB) component represented by the empty and filled symbols, respectively. All the measurements were completed on bare 
CNS, with a 633 nm photo-excitation and at ambient conditions with stabilized temperature and air humidity. 
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Figure 2 | Optical modulation induced by the substrate structure. a,b,c False-color plot of the optical field intensity, |F2|, as a function of incident 
wavelengths and position within the sample. d,e,f Optical field intensity distribution within the sample corresponding to a cross section at 725 nm of (a,b,c) 
with the background colors representing the sample composition. Fused silica substrate (a,d), 4p CNS with an Al2O3 top layer of 10 nm (b,e), and 100 nm 
(c,e), respectively. The horizontal lines materialize the different layers of materials.  
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and characteristic time constants vary with the structure of the CNS 
as shown by the fitted curves in Figure 3c-d. In Figure 3e, the SPV 
signal at saturation is displayed as a function of the thickness of the 
last Al2O3 layer of the CNS and against the photon flux inside the 
structure (i.e., the quantity “100-R (%)”, with R being the 
reflectance standing for the intensity not being reflected but 
passing the sample or being absorbed) confirming, as expected, 
that both are linked to one another. Figure 3f shows that both fast 
and slow components of the SPV dynamics are affected by the 
CNS in a non-monotonous manner. The rise measured in bright 
mode is systematically faster than the recovery obtained in dark 
mode, with characteristic times ranging from seconds to tens of 
minutes. In either case, the SPV supported by the CNS clearly 
outlasts the repetition rate of the present TA measurements. These 
SPVs, which likely origin from charge exchange between in-gap 
states within the Al2O3 bandgap and one of the bands, arise under 
both pulsed and continuous illumination. Therefore, the 
unexpected long persistence of optical field effect can be linked to 
SPVs stabilized by the IDI supported by the CNSs. 
To the best of our knowledge, such SPVs have not been reported 
in the context of CNSs so far, and it is also possible that they 
contribute to responses of materials deposited on multilayer 
structures including plasmonic and meta-materials/-surfaces. In the 
present study, long lasting SPVs contribute to optical effects which 
are supported by the CNSs and combine to IDI on CT states to form 
nonlocal enhanced optical field (NEOF) resulting in the CTD 
modulations. These should naturally be described in the framework 
of Marcus theory, as presented in the following section. 
 
Generalised Marcus Theory. In a dielectric continuum, non-
adiabatic CT reaction rates, kCT, can be described with Marcus 
theory in terms of reorganisation energy (CT), thermal energy 
(kBT), electronic coupling between the initial and final states (VDA, 
CT integral), activation Gibbs free energy (∆𝐺CT
∗ ) and Gibbs free 
energy  gain (∆𝐺CT, driving force)  as stated  in equations  (1) and 
(2)33,40: 
𝑘𝐶𝑇 = (
4𝜋3
ℎ2𝜆𝐶𝑇𝑘𝐵𝑇
)
1/2
|𝑉𝐷𝐴|
2𝑒𝑥𝑝 (−
𝛥𝐺𝐶𝑇
∗
𝑘𝐵𝑇
) (1) 
𝛥𝐺𝐶𝑇
∗ =
(𝜆𝐶𝑇 + 𝛥𝐺𝐶𝑇)
2
4𝜆𝐶𝑇
 (2) 
The parabolic relation predicts a maximum of kCT at the barrier-
less point. In the ‘normal’ region (−∆𝐺CT < CT), a driving force 
increase (i.e. more negative ∆𝐺CT) reduces ∆𝐺CT
∗ , hence increases 
kCT. In the ‘inverted’ region (−∆𝐺CT > CT), increasing the driving 
force reduces kCT as the activation energy decreases. In the 
generalised Marcus theory, CT state dipoles and their image 
potentials induce an energy perturbation term formalized in the IDI 
modified permittivity. This approach describes qualitatively well 
the resulting nonlocal effects on CTDs33. However, IDI alone (SI-
Fig. 6) fails at explaining both the modulations and the phase shift 
of CTDs herein reported. By analogy between external electric59,60 
and optical fields, we argue that the external electromagnetic 
waves induce a perturbation of the driving force and reorganisation 
energy due to the quasi-static dipole moment of CT states. The 
mathematical formalism is detailed in the SI, but the key 
parameters are i) the difference between the dipole moment vectors 
in the initial and final charge transfer states (∆𝜇), and ii) the optical 
field inside the medium (F). The perturbations are then: 
∆𝐺𝐶𝑇
𝑁𝐸𝑂𝐹(𝑝, 𝐹) = ∆𝐺𝐶𝑇
0 + 𝛿𝐺𝐶𝑇
𝐼𝐷𝐼(𝑝) − ∆𝜇. ?⃗? (3) 
𝜆𝐶𝑇
𝑁𝐸𝑂𝐹(𝐹) = 𝜆𝐶𝑇
0 − ∆𝜇. ?⃗? (4) 
where ∆𝐺CT
0  and 𝜆CT
0  are the intrinsic Gibbs free energy gain and 
reorganisation energy of the CT state, respectively, and are 
independent of both optical fields and image dipole interactions. 
𝛿𝐺CT
IDI is a perturbation resulting from the CT state dipole image 
potentials, and depends on the number of metal-dielectric pairs. 
 Assuming that the donor excited and ground states do not carry 
any dipole moment, that VAD is independent of the optical field, 
and considering that −∆𝜇. ?⃗?  is a perturbation, Taylor series 
expansion to the 2nd order leads to the following expression:  
𝑘𝐶𝑇
𝑁𝐸𝑂𝐹 ≈ 𝑘𝐶𝑇
𝐼𝐷𝐼 . (1 + 𝛿𝐹1𝐹 + 𝛿𝐹2𝐹
2) (5a) 
1
𝜏𝐶𝑇
𝑁𝐸𝑂𝐹 ≈
1
𝜏𝐶𝑇
𝐼𝐷𝐼 . (1 − 𝛿𝐹1𝐹 − 𝛿𝐹2𝐹
2) (5b) 
with the image dipole interaction contribution expressed as  
𝑘𝐶𝑇
𝐼𝐷𝐼 ≈ 𝑘𝐶𝑇
0 . 𝑒𝑥𝑝 (−
2𝐺𝜆−𝐶𝑇
0 𝛿𝐺𝐶𝑇
𝐼𝐷𝐼 + 𝛿𝐺𝐶𝑇
𝐼𝐷𝐼2
4𝜆𝐶𝑇
0 𝑘𝐵𝑇
) (6) 
with 𝐺𝜆−𝐶𝑇
0 = ∆𝐺𝐶𝑇
0 + 𝜆𝐶𝑇
0 . 
𝑘𝐶𝑇
0 = (
4𝜋3
ℎ2𝜆𝐶𝑇
0 𝑘𝐵𝑇
)
1/2
|𝑉𝐷𝐴|
2𝑒𝑥𝑝 (−
𝐺𝜆−𝐶𝑇
0 2
4𝜆𝐶𝑇
0 𝑘𝐵𝑇
) (7) 
with the details of δF1 and δF2 derivations presented in section SI-
III.3. Averaging over all the dipole-optical field orientations 
nullifies the linear term δF1 and only the quadratic field 
contribution remains, corresponding to the optical-field intensity. 
This analysis is supported by Figure 4a showing that the variation 
of the integral of the optical field intensity across D:A films, 
Δ|𝐹|intg.
2 , presents oscillations of comparable periods as CT 
characteristic times and that qualitatively the Δ|𝐹|intg.
2  maxima are 
well matched with those of the out-of-phase CS and CR.  
 Figure 4b presents the experimental CTD data as a function of 
the difference between the CNS’ and FS substrates’ optical field 
intensities at the probe beam wavelength. At zero, there is no IDI 
contribution, CTD is the fastest. For CS, we obtained 270 % 
enhancement at Δ|𝐹|intg.
2  = −0.3. As expected from the arguments 
leading to Eq. (5), CNS CTDs present almost linear variations with 
the optical field intensity. The agreement is better for CS than for 
CR, top and bottom lines in Figure 4b, respectively. Noticeably, 
Figure 4 | Analysis of CTD nanophotonic control by nonlocal 
enhanced optical field effects. a, Variations of CS (■) and CR () 
normalised dynamics and integral of the optical field (●) as a function of 
the Al2O3 top layer thickness. b, Linear CS (■) and CR () dynamics 
dependence with the integral of optical field intensity determined for a 
725 nm incident beam and integrated across the organic D:A thin films 
on top of 4p CNSs. The bottom pink data points were obtained on FS 
substrate, the vertical and horizontal arrows materialize nonlocal IDI 
effect and nonlocal enhanced optical field effects, labelled (0), (1) and 
(2-3), respectively. The dashed lines are guide for the eyes.  
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the slopes are negative with CS, positive with CR. This is 
consistent with CR of the present D:A system being located near 
the barrierless point33, where 𝐺λ−CT
0 ≈ 0; then we obtain: 
〈𝛿𝐹2〉𝐵𝑎𝑟𝑟𝑖𝑒𝑟𝑙𝑒𝑠𝑠 = (
3
4𝜆𝐶𝑇
0 −
1
𝑘𝐵𝑇
)
(∆𝜇)2
2𝜆𝐶𝑇
0  (8) 
In this case, F2 is dominated by the thermal energy and is 
negative at room temperature. Naturally, the inverse of kCR, i.e., the 
characteristic time CR, should present a positive slope as     
observed experimentally. The behaviour of CS is harder to grasp 
because F2 equation is more complex. However, insights are 
gained from the optical field perturbation induced on the driving 
force only (SI-Fig. 8). The expression of F2 then reads: 
〈𝛿𝐹2〉𝐷𝑟𝑖𝑣𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 = (
𝐺𝜆−𝐶𝑇
𝐼𝐷𝐼 2
2𝜆𝐶𝑇
0 𝑘𝐵𝑇
− 1) .
(∆𝜇)2
8𝜆𝐶𝑇
0 𝑘𝐵𝑇
 (9) 
where 𝐺𝜆−𝐶𝑇
𝐼𝐷𝐼 = 𝐺𝜆−𝐶𝑇
0 + 𝛿𝐺𝐶𝑇
𝐼𝐷𝐼. 
With this expression, the interplay between optical field and IDI 
effects is revealed. Eq. (9) demonstrates theoretically that the 
optical field effect is enhanced by IDI effects. A large IDI 
contribution leads to large 𝐺𝜆−CT
IDI  and δF2, which multiplies F2 in 
Eq.5. We also note that F2 changes sign near  
|𝐺𝜆−𝐶𝑇
𝐼𝐷𝐼 | = √2𝜆𝐶𝑇𝑘𝐵𝑇 (10) 
implying a positive-negative slope transition when CTD 
characteristic times are plotted as a function of the optical field 
intensity. This is consistent with the results presented in Figure 4b. 
A control experiment (SI-Fig. 5 and 12) on top of 200-nm-thick Ag 
films reproduces qualitatively both slopes and amplitude of the 
CTD variation with the optical field. We stress that, even when |F|2 
is large, simple metal films present a weak IDI contribution 
because of their single pair structure. Consequently, on top of thick 
Ag films the slopes are within and barely larger than the 
experimental and fit errors, for CS and CR, respectively. 
Nonetheless, the sign of the CR slope is consistently positive for 
both 4p composite and 200-nm-Ag structures. Another 
confirmation that CTD varies with optical field intensities is shown 
in SI-Fig. 12 where control experiments were completed with 
probe beams of larger power and diameter.  
 Figure 5 illustrates the IDI and optical field effects with energy 
parabolas. IDI moves the CT parabola upwards  (pink→blue), and 
increases the activation energy with the number of pairs in the CNS 
for both CS and CR33. In contrast, the effect of Δ|𝐹|intg.
2
 is to shift 
both vertically and horizontally the CT parabola (blue→red). The 
former is imposed by the correlation between eqs. (3) and (4). The 
latter is consistent with out-of-phase CT modulations. Noticeably 
the nonlocal IDI effect leaves unaltered the reorganization energy, 
with the CT0 (pink) and CTIDI (blue) parabolas vertically aligned 
with one another in Figure 5a.  In contrast, the optical field driven 
horizontal shift affects both activation and reorganization energies, 
as it can be better seen in the close-up views presented in Figure 
5b and c. When Δ|𝐹|intg.
2 < 0, CS increases and CR decreases. The 
activation energies ( Δ𝐺CT
∗ )  follow the same trend, which 
corresponds to a right shift of the CTF parabola combined with an 
upwards translation, as represented by the orange parabola 
displayed in the top part of Figure 5b and c. Inversely, when 
Δ|𝐹|intg.
2 > 0, CS decreases and CR increases, the resulting Δ𝐺CT
∗  
variation implies a left-shift of the CTF parabola compared with 
the blue CTIDI parabola, as represented by the red parabola 
displayed in the bottom part of Figure 5b and c. Magnifications and 
details are given in SI. The generalized description herein proposed 
is then fully consistent with the experimental CT behavior and, as 
discussed in SI-V-5, it introduces an electrodynamics component 
which is usually not present in Marcus theory. Noticeably, this 
formalism bypasses the difficulty of electrical measurements near 
the CNS-organic semiconductor material interface, and instead 
takes advantage of more straightforward calculations relying on 
the optical constants of each materials.  
 
 Figure 6|a presents the calculated CT rate, kCT, on a false-color 
Marcus parabola diagram as function of the reorganization energy 
and the driving force based on Eqs. (1) and (4). The position of 
maximum value of kCT, i.e. the barrierless points, moves to the top-
right handside as reorganization energy and intrinsic driving force 
values increase (black dashed line). The IDI corresponds to a 
translation parallel to the driving force axis as it does not affect the 
reorganisation energy. The optical field affecting both Δ𝐺CT and 
Figure 5 | Schematic representation of CTD nanophotonic control by nonlocal enhanced optical field effects. a, Potential energy profiles as a function 
of the reaction coordinates. b, and c, close-up views of the brown (CS) and green (CR) ellipses, respectively. S0 and S1 are the donor ground and first excited 
states, while CTx are the D:A system charge transfer states on FS (x: 0), and CNSs without (x: IDI) and with (x: F) the optical field effect. The vertical 
stretched ellipses illustrate the activation energy (G*) variations. Details and magnifications are given in the SI. The numbers 0,1,2,3 correspond to those 
shown in Fig. 4b. 
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λCT is illustrated by a tilted arrow (see section SI-IV for details). 
Cross-sections of Figure 6|a are presented in Figure 6|b and c, 
where (a), (b) and (c) illustrate cases for which Δ|F|2=0, Δ|F|2>0 
and Δ|F|2<0, respectively. In the present D:A system, the IDI effect 
pushes both CS and CR away from the barrierless point as CS and 
CR are in the normal and inverted regions, corresponding to 
opposite δ𝐺CT
IDI values. Consequently, both CS and CR slow down 
under the effect of image dipole interactions, as illustrated by the 
labels (0) and (1) on the blue curves. Under the effect of the optical 
field, the CT rates transfer from the blue to the orange and red 
curves, when F|2<0 and F|2>0, respectively. Both cases 
represent an out-of-phase CS and CR behaviour, which has been 
observed experimentally.  
 
In summary, the present work demonstrates that CNSs can be 
engineered for optical fields to both sustain long lasting SPVs and 
significantly alter D:A CTDs in the solid state. To the best of our 
knowledge, there are no reports on how SPV dynamics can be 
tuned with CNS and optical fields have not been explored as CTD 
alteration triggers. Observing these effects experimentally in a 
reliable manner is challenging. CTD modulations were enhanced 
by taking advantage of nonlocal IDI effects. This was achieved by 
tuning the structure of the CNS underneath D:A thin films. A 
model generalising Marcus Theory was developed, including both 
IDIs and the optical field intensity, to describe qualitatively the 
tunability of CTDs with engineered CNSs. Regardless of the 
region where CTs occur, IDIs affect only the driving force, and 
whether CTD is accelerated or slowed down depends on the sign 
of the perturbation 𝛿𝐺CT
IDI as well as the region in which the CT 
occurs. The optical field effect is more elaborate as it affects both 
driving force and reorganisation energy. Simplifications can 
nonetheless be achieved for instance when a D:A system is close 
to its barrierless point. Then, whether the optical field accelerates 
or reduces the CTD is mostly set by the relation between |𝐺𝜆−CT
IDI | 
and √2𝜆CT𝑘𝐵𝑇, which changes the sign of F2.  
The model shows how perturbations by the optical field induced 
simultaneously on driving force and reorganisation energy are 
enhanced by nonlocal image dipole interactions. The model herein 
developed provides a qualitatively good agreement with the 
experimental data displaying out-of-phase variations of CS and CR 
under original NEOF effect. It also explains qualitatively well why 
the NEOF phenomenon could not reliably be observed earlier, for 
instance on dielectric glass substrates and why the effect is much 
weaker on single metal layers and when the probe beam intensity 
and diameter are tuned (SI-Figure 14 and 15). Noticeably, the 
probe beam outweighs the impact of the pump beam (SI-Figure 13) 
and the thickness of the D:A films is also a  CTD tuning parameter 
(SI-Figure 17). 
Conclusion 
 In conclusion, we demonstrated modulations of charge transfer 
dynamics in the solid state, using organic semiconductor thin films 
on top of composite nanostructures. These are enhanced and 
revealed thanks to nonlocal IDI effects associated with metal-
dielectric multilayer structures. In the system herein investigated, 
up to 270 % increase in charge separation rate is obtained in the 
solid state. CS and CR modulations are out-of-phase, but the 
framework herein developed suggests that molecular engineering 
allows the design of materials in which in-phase CTD modulations 
occur. Indeed, we could rationalise the experimental results within 
a generalised Marcus theory framework in which image dipole 
interactions, as well as optical field, are accounted for. In first 
approximation, the CNS dependence of CTD is shown to be 
proportional to the incident optical field intensity, which results 
from nonlocal enhanced optical field (NEOF) effects. We 
evidenced surface photovoltages, which transients are tuned with 
the multilayer engineering of the CNS. They outlast the pulse 
width and the repetition rate of standard time-resolved optical 
spectroscopy, and can participate to the tuning of charge transfer 
processes.  
 The insights gained in this work, including how both driving 
force and reorganization energy can be affected, open original 
opportunities to design artificial CNSs both to tune the kinetics of 
SPV and to remotely control CTDs in the solid state without having 
to alter the molecular structure and organisation of D:A materials. 
This is also an exceptional strategy to activate, i.e. accelerate or 
slowdown, charge transfers in the solid state with an external 
optical trigger. The novel fundamental knowledge and conceptual 
understanding revealed by these results will find applications in 
fields including photonics, optoelectronic devices, material design 
and chemistry, where selectively altering charge separation and 
recombination, and more broadly tailoring chemical reaction 
dynamics, are essential. For instance, this could find exciting 
applications in optoelectronic devices relying of CTDs, including 
optically activated nanophotonic switches, photo-modulated 
chemical reactions in electrochemical cells and electronic-
photonic circuitry interfaces.  
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