We propose an RSCA allocation strategy based on service priorities with the trade-off between throughput and blocking rate, which can increase the high-priority service throughput as much as possible under the condition that the blocking rate is similar.
INTRODUCTION
With the development and application of new communication technology such as intelligent pipe/SDN, we have more options and autonomy to deal with the different traffic requests. For network operators, we can classify users according to the service level they purchased, to provide differentiated service and give priority to high-priority service customers. For enterprises, businesses are also differentiated by priorities. Vital business requests such as production control business should be maximally guaranteed. Because of the limited spectrum resources, service classification is very important.
While designing the route/spectrum/core allocation strategy, we focus on the following problems: the crosstalk threshold and the trade-off between throughput and blocking rate. That is to say, when the service request arrives, we not only look out whether there are available spectrum resources to set up, but check each link to verify if it can satisfy the crosstalk threshold as well. Only if each link meets crosstalk threshold will we establish a connection. In terms of throughput and blocking rate, we need to make a balance. If we want to increase the throughput, then small particles traffic are asked to make way for large particles business, which will beyond all doubt cause the blocking rate to rise. The RSCA strategy we proposed can maximize throughput without affecting the blocking rate. At the same time, we ensure as many high-priority service request satisfied as possible.
SDM SCHEMES AND NETWORK TOPOLOGY
A seven-core MCF is shown in Fig.1. (a) . Adjacent cores may generate crosstalk to each other, while the crosstalk between nonadjacent cores is negligible. _________________________________________ We adopt formulation (1) and formulation (2) [5] to evaluate the statistical mean crosstalk of one core within a seven-core MCF. In formulation (1), κ is the coupling coefficient, β is the propagation constant, r is the bend radius, and D is the core-pitch. These parameters can be used to calculate the increase of the mean crosstalk per kilometer. In formulation (2), m and L correspond to the number of the adjacent cores and the link distance. -30dB is set to be the threshold of inter-core crosstalk.
For simulation of the strategy we proposed, we considered a network topology with 12 nodes and 17 unidirectional links as shown in Fig. 1. (b) . the service request is available to start at each node and head to any other node as long as a route can be found.
As is shown in Fig.2(c) , each request contains 4 items: where it starts, where the destination is, how much bandwidth it requests and which priority level the request is. We use K-path algorithm to find up to two candidate paths by first fit policy for each request, if it is possible. Then we differentiate the service by the priority level. According to the priority level, we allocate the core. As is shown in Fig.2(a) , for the high-priority service, the candidate paths can take use of every core. However, for normal service, the candidate paths can only take use of core 2, 3, 5, 6, 7. Therefore, we can try the best to save the available frequency slots for the high-priority service. If the frequency slots are enough to set up for the service as shown in Fig.2(b) , we need to verify the crosstalk threshold. Only if the crosstalk threshold is satisfied, can the link be set up. After all the process, the frequency slots status must be updated for the next service. We randomly generate different service to simulate the strategy we proposed. Firstly, we did the simulation by the original algorithm, that is to say, without the consideration of priority level. Then we take priority level into consideration to do the comparison. The simulation is stopped when the blocking rate is too high.
As is shown in Fig.3 , we make comparison of the total throughput and highpriority service throughput with the two algorithms. In Fig.3(a) , we compare the total throughput. It is clearly to see that the total throughput of the two algorithms is similar which indicated that the proposed algorithm won't cause heavy influence of the total network throughput. In Fig.3(b) , we compare the high-priority service throughput. As is shown, in the beginning, when the network is empty, the number of connected service is the same with the original algorithm. However, with the increase of the network load, the original algorithm starts to reject the high-priority service. Compared with it, the proposed strategy saves the capability of the network for the high-priority service so that the low-priority service makes room for the high-priority. Before the simulation is stopped, the high-priority service throughput is guaranteed as much as possible with the throughput increases about 50%. Therefore, the highpriority service can be connected which guaranteed the vital production service connection for the enterprise as well as the high-priority customer satisfaction for the network operator.
We also tried to take use of bidirectional polarization core which means the different polarization direction for the adjacent cores. Compared with the crosstalk of same polarization direction, the backward crosstalk is small enough to be ignored [6] . As is shown, the 7-core multi-core fiber is symmetrical. Therefore, with the bidirectional polarization core, the crosstalk can be avoided. However, the backward crosstalk increase fast if the transmission distance is further than 100km so it is not acceptable for the network topology we used. If the network topology is smaller, in other words, the request path is no further than 100km, bidirectional polarization 7-core fiber can improve the throughput performance a lot.
CONCLUSION
A RSCA strategy based on service priorities in spatial division multiplexing network is proposed, in which we focus on increase the throughput of high-priority service. In this strategy, we can guarantee the connection of high-priority service as much as possible with similar blocking rate as the original strategy.
