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Abstract
Let G be a square complex matrix with less than k nonconstant invariant factors. We find
a complex matrix that gives an optimal approximation to G among all possible matrices that
have more than or equal to k invariant factors, obtained by varying only the entries of a bottom
right submatrix of G. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
1.1. Notations
In this paper we use the following notation. We denote by C the field of complex
numbers, and by Cm×n the set of m× n matrices with entries in C. We will always
use the spectral norm over Cp×q
‖M‖ = max
x∈Cq×1
‖x‖2=1
‖Mx‖2, M ∈ Cp×q .
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The singular values of a matrix M are denoted by σ1(M)  σ2(M)  · · ·  σk(M),
where k = min(p, q). It is well known that ‖M‖ = σ1(M). The Moore–Penrose in-
verse of M is denoted by M† and M∗ denotes the conjugate transpose of M. And,
when p = q, we denote by (M) the spectrum or set of distinct eigenvalues of M.
Let A ∈ Cn×n; the geometric multiplicity of an eigenvalue λ0 of A is the num-
ber of Jordan blocks associated to λ0 into the Jordan canonical form of A; we de-
note this number by gm(λ0, A). So gm(λ0, A) is the maximum number of linearly
independent eigenvectors of A associated to λ0; this implies that
gm(λ0, A) = dim Ker(λ0In − A).
Let k, 2  k  n, be an integer. A complex number λ0 is called a k-derogato-
ry eigenvalue of a matrix A ∈ Cn×n if gm(λ0, A)  k. We will say that a matrix
A ∈ Cn×n is k-derogatory if A has a k-derogatory eigenvalue. We will denote by
Sk(A) the set of k-derogatory eigenvalues of A.
The number of nonconstant (or nontrivial) invariant factors of A will be denoted
by i(A), counting the repeated invariant factors as many times as they appear. It can
be observed that i(A) is the greatest geometric multiplicity of the eigenvalues of A.
In general, for a pair of matrices (A,B) ∈ Cn×n × Cn×m we call i(A,B) the
number of nonconstant invariant factors, counting repetitions, of the polynomial
matrix
λ[In, 0] − [A,B].
If C ∈ Cp×n, we denote by
i
(
A
C
)
the number of nonconstant invariant factors, counting repetitions, of the polynomial
matrix
λ
[
In
0
]
−
[
A
C
]
.
A complex number λ0 is said to be an eigenvalue of the pair of matrices (A,B) ∈
Cn×n × Cn×m if
rank(λ0[In, 0] − [A,B]) < n.
A complex number λ0 is said to be an eigenvalue of the pair of matrices (C,A) ∈
Cp×n × Cn×n if λ0 is an eigenvalue of the pair (A∗, C∗).
We denote by Mk ⊂ Cn×n the set
Mk :=
{
A ∈ Cn×n: i(A) < k}.
That is to say, Mk is the set of matrices A with all its eigenvalues with geometric
multiplicity < k. Thus, in particular,M2 is the set of n× n nonderogatory matrices.
Since
J.M.G. de Durana, J.-M. Gracia / Linear Algebra and its Applications 349 (2002) 77–104 79
A ∈Mk ⇔ for all λ ∈ (A) rank(λI − A) > n− k,
the set Mk is open. So, its complementary set Mck is closed. Then, given a matrix
H ∈Mk , if we consider a closed ball B(H, ρ) ⊂ Cn×n, with center at H and radius
ρ, it makes sense to find the distance from H to the compact set Mck ∩ B(H, ρ) of
k-derogatory matrices in the ball.
1.2. Antecedent of the problem
The problem of finding
min
{‖Z −H‖: Z ∈Mck}, where H ∈Mk,
was addressed in [6, Theorem 4.1]. There its authors calculated this minimum value
and also the matrix where it is attained. They obtained the formula
min
Z∈Cn×n
i(Z)k
‖Z −H‖ = min
λ∈C σn−(k−1)(λIn −H) (1.1)
for the minimum and also proved that if λ0 ∈ C is a point where the function λ →
σn−(k−1)(λIn −H) attains its minimum value, then a matrix Z1 where the minimum
of the left-hand side of (1.1) is reached is given by
Z1=H + σn−(k−1)(λ0In −H)un−(k−1)v∗n−(k−1)
+ · · · + σn(λ0In −H)unv∗n,
where
σi(λ0In −H), ui, vi (i = n− (k − 1), . . . , n)
are the k last singular values and singular vectors of the matrix λ0In −H . Moreover
λ0 is an eigenvalue of Z1 with geometric multiplicity equal to k.
1.3. Problem
The main result we obtain in this article (Theorem 4.1) generalizes the previous
result to the case in which it is not allowed to vary the whole matrix but only a
submatrix. Let G be an n× n complex matrix with less than k nonconstant invariant
factors (counting repetitions)
G =
(
A B
C D
)
partitioned into four blocks A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈ Cn2×n1 , D ∈ Cn2×n2 .
We are going to find the distance from D to the set of matrices Y ∈ Cn2×n2 such
that the matrix
GY :=
(
A B
C Y
)
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is k-derogatory (in case if this set is not empty)
min
Y∈Cn2×n2
GY ∈Mck
‖Y −D‖. (1.2)
Also we are going to find a matrix Y1 ∈ Cn2×n2 where this constrained minimum is
attained.
1.4. Submatrix that lowers the rank
In order to do that we will use some results from the papers [3,12,17] and the book
[2] which point out as to what are the possible ranks of all the matrices (nonsquare
in general) in the form
GX :=
n1 n2(
A B
C X
)
m1
m2
by varyingX in Cm2×n2 , and what is the nearest matrix, of this form, to the previously
fixed matrix
G =
(
A B
C D
)
and such that rankGX < rankG.
A summary of results from [12, Theorem 19, (8.1), (8.2) and (8.6)], [3, Theorem
3], [17, Theorem 2.1] and Theorem 6.3.7, p. 102, of the book [2], which we need
here, is the following theorem.
Theorem 1.1. With the previous notations, let
ρ := rank[A,B] + rank
[
A
C
]
− rankA.
Then rankGX must satisfy
ρ  rankGX
for all matrix X ∈ Cm2×n2 . Also it is true that there exists a matrix Z ∈ Cm2×n2 such
that
rankGZ = ρ.
Now let
M := (I − AA†)B, N :=C(I − A†A). (1.3)
Then, for all X ∈ Cm2×n2 ,
rankGX = ρ + rank S(X),
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where
S(X) := (I − NN†)(X− CA†B)(I −M†M). (1.4)
If r is an integer which satisfies the inequalities
ρ  r < rankG,
then a matrix X0 ∈ Cm2×n2 such that
‖X0 − D‖ = min
{‖X− D‖ : rankGX  r}
is given by the formula
X0 :=D− U diag
(
0, . . . , 0, σp+1(S(D)),
σp+2(S(D)), . . . , σl(S(D))
)
V ∗, (1.5)
in which:
(i) p := r − ρ,
(ii) U ∈ Cm2×m2 , V ∈ Cn2×n2 are the unitary matrices which appear in the singu-
lar value decomposition of the matrix S(D):
U∗S(D)V = diag(σ1(S(D)), . . . , σp(S(D)),
σp+1(S(D)), . . . , σl(S(D))
) ∈ Cm2×n2 ,
(iii) l := min{m2, n2},
(iv) diag
(
σ1(S(D)), . . . , σp(S(D)), σp+1(S(D)), . . . , σl(S(D))
)
is the m2 × n2 ma-
trix  = (dij ), not necessarily squared, such that
dij :=
{
0 if i /= j,
σi(S(D)) if i = j,
(v) diag
(
0, . . . , 0, σp+1(S(D)), σp+2(S(D)), . . . , σl(S(D))
)
is the matrix from (iv)
with the change dii = 0 for i = 1, . . . , p.
From (1.5) it results obviously that
min
{‖X− D‖ : X ∈ Cm2×n2 , rankGX  r} = σp+1(S(D)).
Remark 1.1. The formula rankGX = ρ + rank S(X) of Theorem 1.1 also remains
true if we weaken the reference to the Moore–Penrose inverse in (1.3) and (1.4).
According to Theorem 6.3.7, p. 102 of the book [2] and Theorem 19 from [12], we
can put A−,N− and M− instead of A†,N† and M†, respectively; where A−,N− and
M− are any (1)-inverse matrices of A,N and M, respectively. An (1)-inverse matrix,
E−, of a matrix E ∈ Cp×q is any solution of the equation
EXE = E.
1.5. Organization
This paper is organized as follows: In Section 2 we address the question of exis-
tence of k-derogatory matrices in the shape
82 J.M.G. de Durana, J.-M. Gracia / Linear Algebra and its Applications 349 (2002) 77–104(
A B
C Y
)
with fixed A, B and C and variable Y; we will see that such a matrix exists always
if the size of Y is greater than or equal to k. Section 3 is devoted to an important real
function hk defined on a plane domain constituted by R2 minus some eigenvalues
of A, if the size of D is greater than or equal to k; when this size is less than k, the
definition set of the function hk is a subset of the spectrum of A (so, it is finite).
Section 4 deals with the conversion of the constrained minimization problem (1.2)
in a problem of global minimization of the function hk on its domain. Finally, in
Section 5 we consider the related question of finding where are the k-derogatory
eigenvalues of all matrices(
A B
C Y
)
with Y adequately close to D; this is linked to the concept of structured pseudospec-
trum [15,16].
2. Existence of k-derogatory matrices with constraints
Let A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈ Cn2×n1 be given matrices. Let n :=n1 + n2
and k be an integer, 2  k  n. Under what conditions there exists a matrix Y ∈
Cn2×n2 such that
GY :=
(
A B
C Y
)
satisfies i(GY )  k? From [14, Theorem 6, p. 6] we know that for all Y ∈ Cn2×n2 ,
i(GY )  k if and only if
max
{
i(A,B), i
(
A
C
)}
 k.
Now we turn to our problem. From now on let G be an n× n complex matrix such
that i(G) < k
G =
(
A B
C D
)
partitioned into four blocks A,B,C and D ∈ Cn2×n2 that by hypothesis satisfies
i(G) < k. From the aforementioned Silva’s result [14], we now have
max
{
i(A,B), i
(
A
C
)}
< k.
Even so, is it possible for the existence of matrices Y ∈ Cn2×n2 such that i(GY )  k?
This is not the same question as that which was solved by Silva, but there is a con-
nection between them. We want to find the distance from D to the set of matrices
Y ∈ Cn2×n2 such that the matrix GY is k-derogatory, in case if this set is not empty.
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2.1. General considerations
For each λ ∈ C, let Nk,λ be the set of all matrices Y ∈ Cn2×n2 such that λ is an
eigenvalue of GY with geometric multiplicity  k with symbols
Nk,λ :=
{
Y ∈ Cn2×n2 : gm(λ,GY )  k
}
.
As we will see later it can occur that for some λ ∈ C let the set Nk,λ be empty.
Taking this into account we define the set
k :=
{
λ ∈ C: Nk,λ /= ∅
}
. (2.1)
Or what is equivalent
k :=
{
λ ∈ C: ∃Y ∈ Cn2×n2 , gm(λ,GY )  k
}
.
In other words, k is the set of all k-derogatory eigenvalues of matrices in the shape(
A B
C Y
)
,
where Y runs over Cn2×n2 . Calling
Nk :=
{
Y ∈ Cn2×n2 : i(GY )  k
}
, (2.2)
we have
Nk =
⋃
λ∈k
Nk,λ. (2.3)
So, k is empty if and only if Nk is empty. Note that
Nk =
{
Y ∈ Cn2×n2 : GY ∈Mck
}
.
For every λ ∈ C we define
ρ1(λ) := rank[λIn1 − A,−B] + rank
[
λIn1 − A−C
]
− rank(λIn1 − A), (2.4)
M(λ) :=
[
In1 − (λIn1 − A)(λIn1 − A)†
]
(−B) , (2.5)
N(λ) := (−C)
[
In1 − (λIn1 − A)†(λIn1 − A)
]
. (2.6)
Thus, the functions ρ1,M and N depend only on λ ∈ C. Moreover, for every λ ∈ C
and every Y ∈ Cn2×n2 , we define the matrix
S1(λ, Y ) :=
(
In2 −N(λ)N(λ)†
) (
λIn2 − Y − C(λIn1 − A)†B
)
×
(
In2 −M(λ)†M(λ)
)
. (2.7)
84 J.M.G. de Durana, J.-M. Gracia / Linear Algebra and its Applications 349 (2002) 77–104
By Theorem 1.1, it follows
rank(λIn −GY )= rank
(
λIn1 − A −B
−C λIn2 − Y
)
=ρ1(λ)+ rank S1(λ, Y ). (2.8)
First of all, we deduce a lower bound of the function ρ1 due to the hypothesis
i(G) < k.
Proposition 2.1. With the preceding notations, for all λ ∈ C,
n1 − k + 1  ρ1(λ).
Proof. As i(G) < k, for all λ ∈ C, by (2.8),
n− k < ρ1(λ)+ rank S1(λ,D),
since rank S1(λ,D)  n2, we have
n1 − k + 1  ρ1(λ). 
Proposition 2.2.
k =
{
λ ∈ C : ρ1(λ)  n− k
}
.
Proof. If λ ∈ k , then there exists Y ∈ Cn2×n2 such that gm(λ,GY )  k; what is
equivalent to rank(λIn −GY )  n− k. Hence by (2.8)
ρ1(λ)+ rank S1(λ, Y )  n− k.
Therefore ρ1(λ)  n− k.
Conversely, if λ ∈ C is such that ρ1(λ)  n− k, then taking
Yλ :=λIn2 − C(λIn1 − A)†B,
it follows by (2.7) that S1(λ, Yλ) = 0. Thus,
rank(λIn −GYλ) = ρ1(λ),
so,
rank(λIn −GYλ)  n− k.
Consequently, Nk,λ /= ∅. Hence λ ∈ k . 
If k is greater than n2, then the set k is “small” as we are going to see next.
Proposition 2.3. If n2 < k and λ /∈ (A), then Nk,λ = ∅.
Proof. Given that every eigenvalue of (A,B), resp. of (C,A), is an eigenvalue of
A, from (2.4) for all λ /∈ (A) we have ρ1(λ) = n1. And if there exists a matrix
Y ∈Nk,λ it follows from definition of Nk,λ and (2.8) that
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ρ1(λ)+ rank S1(λ, Y )  n− k.
Hence n1  n1 + n2 − k. This implies 0  n2 − k, which contradicts n2 − k < 0.

Thus, from this proposition and definition (2.1) of the set k we can derive the
following result.
Proposition 2.4. If n2 < k, then
k ⊂ (A).
So, when n2 < k, what eigenvalues of A belong to k? We will answer this
question later on. Before, let us establish a sufficient condition for k to be empty.
Proposition 2.5. Suppose that n2 < k and for all α ∈ (A) we have
gm(α,A) < k − n2. (2.9)
Then
k = ∅.
Proof. If for all α ∈ (A), gm(α,A) < k − n2, then rank(αIn1 − A) > n− k;
therefore, ρ1(α) > n− k. Hence, by Propositions 2.2 and 2.4, k = ∅. 
Proposition 2.5 admits the next equivalent statement.
Proposition 2.6. Suppose that n2 < k and for all α ∈ (A) we have
gm(α,A) < k − n2.
Then, it does not exist any matrix Y ∈ Cn2×n2 such that
i
(
A B
C Y
)
 k,
i.e. the set Nk is empty.
2.2. Examples with n2 < k
We are going to consider two examples that show us that the set k can be empty.
Example 2.1. Let
G :=
(
A B
C D
)
:=


1 1 0 1 2
0 1 2 0 0
0 0 0 1 2
1 0 −1 0 2
−1 0 1 1 0

 .
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Here n2 = 2, n = 5. Let k :=4. Since i(G) = 1, we have i(G) < k. On the other
hand, (A) = {0, 1}. We see that gm(0, A) = 1, gm(1, A) = 1; so, 1 < 2 = k − n2
but ρ1(0) = 4 and ρ1(1) = 4. Hence
ρ1(0)  1 = n− k so, Proposition 2.2 implies 0 /∈ 4,
ρ1(1)  1 = n− k so, Proposition 2.2 implies 1 /∈ 4.
Hence, by Proposition 2.4,
4 = ∅.
As k − n2 = 2, this result can also be deduced directly from Proposition 2.5 without
the need to compute ρ1(0), ρ1(1).
Notwithstanding it can occur that k = ∅ though for some α ∈ (A) we have
gm(α,A)  k − n2, as we can see in the next example.
Example 2.2. Let
G :=
(
A B
C D
)
:=


0 1 0 1 2
0 0 0 0 0
0 0 0 1 2
1 0 −1 0 2
−1 0 1 1 0

 .
Here we again take k :=4; given that i(G) = 2 it follows i(G) < k. Now (A) =
{0}, and
gm(0, A) = 2 < 2 = k − n2
but
ρ1(0) = 3  1 = n− k.
Thus, by Propositions 2.4 and 2.2, 0 /∈ 4.
Therefore, condition (2.9) of Proposition 2.5 is sufficient for k = ∅, but it is not
a necessary condition. However, the condition n2 < k is necessary for k = ∅, as
we will see in Proposition 2.7.
2.3. Existence of k-derogatory matrices when n2  k
In the previous examples, n2 < k. Let us see that when n2  k, the situation
changes. The following proposition give us a sufficient condition so that the set in
(2.2) is not empty.
Proposition 2.7. Let n1, n2 be positive integers, let A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈
Cn2×n1 and let n :=n1 + n2. Let k, 2  k  n, be an integer. If n2  k then there
exist matrices Y ∈ Cn2×n2 such that the matrix
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GY :=
(
A B
C Y
)
∈ Cn×n
is k-derogatory.
Proof. Let λ0 be a complex number which is not an eigenvalue of A. Let
Y0 :=λ0In2 − C(λ0In1 − A)−1B. (2.10)
Due to (2.7), S1(λ0, Y0) = 0, and by virtue of (2.8),
rank(λ0In −GY0) = n1.
As k  n2, we have n1  n− k. Therefore λ0 is a k-derogatory eigenvalue of GY0
and this matrix is k-derogatory. 
Remark 2.1. Note that this proposition proves even more: For each λ ∈ C\(A)
there exists a matrix Yλ ∈ Cn2×n2 such that λ is a k-derogatory eigenvalue of GYλ .
2.4. Existence of k-derogatory matrices when n2 < k
After Proposition 2.4 we wrote the following question: When n2 < k, what ei-
genvalues λ0 of A belong to k? An answer is: λ0 belongs to k if and only if
ρ1(λ0)  n− k; as it can be seen from the final part of the proof of the next result
(“if”) and Proposition 2.2 (“only if”).
Proposition 2.8. If n2 < k, then there exists a Y ∈ Cn2×n2 such that i(GY )  k if
and only if there exists a λ0 ∈ (A) such that ρ1(λ0)  n− k.
Proof. If there exists a Y ∈ Cn2×n2 such that i(GY )  k, thenGY has a k-derogatory
eigenvalue λ0; i.e. gm(λ0,GY )  k. Hence
rank(λ0In −GY )  n− k. (2.11)
By (2.8)
rank(λ0In −GY ) = ρ1(λ0)+ rank S1(λ0, Y ). (2.12)
Therefore, λ0 ∈ (A); otherwise, given that 0  rank S1(λ0, Y ), from (2.11) and
(2.12) we should have k  n2; what is absurd. Moreover, (2.11) and (2.12) imply
ρ1(λ0)  n− k.
Conversely, if there exists a λ0 ∈ (A) such that ρ1(λ0)  n− k let
Y :=λ0In2 − C(λ0In1 − A)†B.
By (2.7), this implies S1(λ0, Y ) = 0. Hence, by (2.8),
rank(λ0In −GY ) = ρ1(λ0),
so, gm(λ0,GY )  k. 
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2.5. Scalar matrices
Consider now the case k = n. Given the matrices A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈
Cn2×n1 , D ∈ Cn2×n2 such that
i
(
A B
C D
)
< n,
what conditions must satisfy A,B and C for there exists a matrix Y ∈ Cn2×n2 such
that
i
(
A B
C Y
)
 n?
This question is equivalent to ask for conditions to
i
(
A B
C Y
)
= n
or, what is the same, that the matrix(
A B
C Y
)
is a scalar matrix. Recall that a scalar matrix is a matrix in the shape αIn with an
α ∈ C. If there exists Y ∈ Cn2×n2 such that(
A B
C Y
)
is a scalar matrix, then necessarily there is an α ∈ C such that(
A B
C Y
)
= αIn.
Hence it follows
A = αIn1 , B = 0, C = 0, Y = αIn2 .
Therefore, for the existence of Y such that
i
(
A B
C Y
)
 n
are necessary conditions that A, B and C be in the shape
A = αIn1 , for some α ∈ C, B = 0, C = 0. (2.13)
Let us see that these conditions (2.13) are also sufficient. In fact, under them there
exists Y :=αIn2 such that(
αIn1 0
0 αIn2
)
is a scalar matrix.
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Observe that as k = n, by Proposition 2.2, n = {λ ∈ C: ρ1(λ) = 0}. Then
ρ1(λ) = 0 is equivalent to
rank(λIn1 − A) = 0, rank(−B) = 0, rank(−C) = 0,
and these conditions are equivalent to
A = λIn1 , B = 0, C = 0.
Thus, the set n has only an element: the one λ ∈ C such that A = λIn1 . Therefore,
n = {α}. (2.14)
3. The function of two real variables to be minimized
Let k be an integer, 2  k  n. Let
G =
(
A B
C D
)
∈ C(n1+n2)×(n1+n2)
be an n× n, four block partitioned matrix such that i(G) < k. In order to use Theo-
rem 1.1, for each λ ∈ k we define
pk(λ) :=n− k − ρ1(λ). (3.1)
Proposition 3.1. For all λ ∈ k, 0  pk(λ)  n2 − 1.
Proof. From Proposition 2.2 for all λ ∈ k we have 0  pk(λ). By Proposition 2.1,
pk(λ)  n2 − 1. 
Let
hk : k → R,
λ → σpk(λ)+1 (S1(λ,D)) (3.2)
be the function that associates to each complex number λ ∈ k the (pk(λ)+ 1)th
singular value of the n2 × n2 matrix S1(λ,D). The definition of this matrix can be
seen in (2.7) changing Y by D.
Let us now assume that n2  k, which is the most interesting case. Theorem 3.3
summarizes some properties of the function hk . Before giving its statement, we need
some previous results.
Lemma 3.2. Let M1,M2,M3 be n× n complex matrices. Let k be an integer, 2 
k  n. Then the following inequalities concerning their singular values are true:
(i) σn(M1)σn−k+1(M2)σn(M3)  σn−k+1(M1M2M3),
(ii) σn−k+1(M1M2M3)  ‖M1‖‖M3‖σn−k+1(M2).
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Proof. The inequalities in each line follow from two applications of Theorem 1,
p. 44, of [13]. 
Now let
F(λ) :=λIn2 −D − C(λIn1 − A)−1B.
Here, λIn2 −D is a polynomial matrix in the variable λ and C(λIn1 − A)−1B is a
strictly proper rational matrix function because
lim|λ|→∞C(λIn1 − A)
−1B = 0.
Moreover, for each
λ ∈ C
∖(
(A) ∪ 
([
A B
C D
]))
,
we have
n= rank
(
λIn1 − A −B
−C λIn2 −D
)
= rank(λIn1 − A)+ rankF(λ) = n1 + rankF(λ)
in virtue of formula (7), p. 46, of [11] on the Schur complement of λIn1 − A in(
λIn1 − A −B
−C λIn2 −D
)
.
Hence,
rankF(λ) = n2
and so detF(λ) ≡ 0. Therefore, we can consider the local Smith form of the rational
matrix function F(λ) at λ0, the complex number λ0 being an eigenvalue of A
F(λ) = E1(λ) diag[(λ− λ0)ν1 , . . . , (λ− λ0)νn2 ] E2(λ), (3.3)
where E1(λ) and E2(λ) are the rational matrix functions that are defined and invert-
ible at λ0, and ν1, . . . , νn2 are the integers; these integers are uniquely determined
by F(λ) and λ0 up to permutation and do not depend on the particular choice of the
local Smith form (3.3); they are called the partial multiplicities of F(λ) at λ0 (see
[5, Section 7.2, pp. 218–219]).
In virtue of Theorem 1.13.2 (3), p. 25, of the book [9], the poles of F(λ) belong
to (A) even if the realization C(λIn1 − A)−1B is not minimal. But it may occur
that some eigenvalues of A are not poles of F(λ).
Theorem 3.3. With the previous notations, let us assume n2  k. Let hk : k → R
be the function we have defined in (3.2). Then
(i) the function hk is continuous on k\(A),
(ii) if λ0 ∈ (A) and the number of negative partial multiplicities of F(λ) at λ0 is
greater than or equal to n2 − k + 1, then
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lim
λ→λ0
hk(λ) = ∞,
(iii) if λ0 ∈ (A) and the number of negative partial multiplicities of F(λ) at λ0 is
less than n2 − k + 1, then there exists the limit
lim
λ→λ0
hk(λ),
(iv) lim|λ|→∞hk(λ) = ∞.
Proof. (i) If λ ∈ k\(A), then
(λIn1 − A)† = (λIn1 − A)−1,
and therefore
M(λ) = 0, N(λ) = 0,
and from (3.1) it follows
pk(λ) = n1 + n2 − k − n1 = n2 − k, (3.4)
so that
hk(λ) = σn2−k+1
(
λIn2 −D − C(λIn1 − A)−1B
)
. (3.5)
By virtue of the continuity of the function
λ → (λIn1 − A)−1
on C\(A) and because of being the singular values of a matrix continuous func-
tions of it, it follows that the function
λ → σn2−k+1
(
λIn2 −D − C(λIn1 − A)−1B
)
is continuous at each point λ ∈ k\(A).
(ii) Call ,(λ) the diagonal matrix
diag
[
(λ− λ0)ν1 , . . . , (λ− λ0)νn2
]
that appears in (3.3). Applying inequality (i) of Lemma 3.2 to product (3.3) we have
σn2(E1(λ))σn2−k+1(,(λ))σn2(E2(λ))  σn2−k+1(F (λ)). (3.6)
It is easy to see that the singular values of ,(λ) are
|λ− λ0|ν1 , . . . , |λ− λ0|νn2
(not necessarily ordered from largest to smallest). By the hypothesis on the negative
partial multiplicities of F(λ) at λ0, we have that the (n2 − k + 1)th singular value of
,(λ) (when ordered in nonincreasing order) is in the shape
1
|λ− λ0|p
92 J.M.G. de Durana, J.-M. Gracia / Linear Algebra and its Applications 349 (2002) 77–104
with a positive integer p (the number p does not depend on λ!) for all λ sufficiently
close to λ0 and different from it. Hence,
lim
λ→λ0
σn2−k+1 (,(λ)) = lim
λ→λ0
1
|λ− λ0|p = ∞. (3.7)
As E1(λ0) and E2(λ0) are invertible it follows:
lim
λ→λ0
σn2(E1(λ)) = σn2(E1(λ0)) > 0,
lim
λ→λ0
σn2(E2(λ)) = σn2(E2(λ0)) > 0.
Therefore, by (3.7) we have
lim
λ→λ0
σn2(E1(λ))σn2−k+1(,(λ))σn2(E2(λ)) = ∞,
from here and (3.6) it follows:
lim
λ→λ0
σn2−k+1(F (λ)) = ∞.
(iii) Let q be the number of negative partial multiplicities of F(λ) at λ0 so, q <
n2 − k + 1. Permuting the elements of the diagonal of ,(λ), if necessary, we can
suppose that
ν1 < 0, . . . , νq < 0, νq+1  0, . . . , νn2  0.
Then the singular values of ,(λ) are
1
|λ− λ0|−ν1 , . . . ,
1
|λ− λ0|−νq , |λ− λ0|
νq+1 , . . . , |λ− λ0|νn2 . (3.8)
In the case of λ sufficiently close to λ0, the numbers
1
|λ− λ0|−ν1 , . . . ,
1
|λ− λ0|−νq ,
are the q greatest numbers in list (3.8); thus,
σn2−k+1(,(λ)) = |λ− λ0|- (3.9)
with - an integer 0 (the number - does not depend on λ!).
Taking into account (3.3), (3.9) and inequality (ii) in Lemma 3.2,
σn2−k+1(F (λ)) ‖E1(λ)‖‖E2(λ)‖σn2−k+1(,(λ))
= ‖E1(λ)‖‖E2(λ)‖|λ− λ0|-. (3.10)
Given that E1(λ0) and E2(λ0) are invertible, ‖E1(λ0)‖ > 0, ‖E2(λ0)‖ > 0; then by
(3.10) there exist a real number M > 0 and a deleted neighbourhood N of λ0 such
that for all λ ∈N, we have
σn2−k+1(F (λ))  M.
J.M.G. de Durana, J.-M. Gracia / Linear Algebra and its Applications 349 (2002) 77–104 93
From this upper bound and due to the fact that σn2−k+1(F (λ)) is an algebraic func-
tion, it follows that there exists the limit
lim
λ→λ0
σn2−k+1(F (λ)).
(iv) For all λ ∈ C\(A), by [8, p.178, Theorem 3.3.16(c)] we have∣∣∣σn2−k+1 (λIn2 −D − C(λIn1 − A)−1B)− σn2−k+1 (λIn2 −D)∣∣∣
 ‖ − C(λIn1 − A)−1B‖. (3.11)
As (λIn1 − A)−1 is a matrix of strictly proper rational functions in λ, we have
‖ − C(λIn1 − A)−1B‖ → 0 (3.12)
when |λ| → ∞. Given that σn2−k+1(λIn2 −D)→∞ when |λ| → ∞ [6, Proof of
Theorem 4.1], it follows from (3.11) and (3.12) that
lim|λ|→∞ σn2−k+1
(
λIn2 −D − C(λIn1 − A)−1B
)
= ∞. 
Remark 3.1. From this theorem it follows that there exists the minimum
min
λ∈k
hk(λ). (3.13)
If n2 < k, by Proposition 2.4 the set k is finite; from which the minimum (3.13)
exists for whatever value of k.
In relation with point (iii) of the proof of Theorem 3.3, when λ0 is not a pole of
F(λ), i.e. there is no negative partial multiplicity of λ0, we can say more.
Theorem 3.4. With the preceding notations, if λ0 is not a pole of F(λ), then
lim
λ→λ0
σn2−k+1 (F (λ)) = σn2−k+1(λ0In2 −D − CSλ0B),
where
Sλ0 =
∑
α∈(A)\{λ0}
[
Pα
λ0 − α +
Dα
(λ0 − α)2 + · · · +
D
ν(α)−1
α
(λ0 − α)ν(α)
]
.
For each α ∈ (A), the matrices Pα, Dα and the number ν(α) are the Riesz eigen-
projection, the eigennilpotent matrix and the index, belonging to the eigenvalue α,
respectively.
Proof. The Laurent expansion of the resolvent of A in a neighbourhood of λ0 is
(λIn1 − A)−1 =
Pλ0
λ− λ0 +
ν(λ0)∑
j=2
D
j−1
λ0
(λ− λ0)j +
∞∑
n=0
(−1)n(λ− λ0)nSn+1λ0 ,
(3.14)
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where
Pλ0 :=
1
2i
∮

(λIn1 − A)−1 dλ,
 being a suitable sufficiently small positively oriented circle centred at λ0. The
matrix Pλ0 is the Riesz projector or eigenprojection associated to λ0. The matrix
Dλ0 is the eigennilpotent matrix
Dλ0 := (A− λ0In1)Pλ0 ,
associated to λ0 (see [1, p. 74, pp. 66–67], [10, pp. 41–42]). From (3.14), we deduce
F(λ)=λIn2 −D −
CPλ0B
λ− λ0 −
ν(λ0)∑
j=2
CD
j−1
λ0
B
(λ− λ0)j
−
∞∑
n=0
(−1)n(λ− λ0)nCSn+1λ0 B (3.15)
with
Sλ0 :=
1
2i
∮

1
λ− λ0 (λIn1 − A)
−1 dλ.
As λ0 is not a pole of F(λ), we have that all coefficients of negative powers of
λ− λ0 in (3.15) are zero. So,
F(λ) = λIn2 −D −
∞∑
n=0
(−1)n(λ− λ0)nCSn+1λ0 B, (3.16)
from which follows:
lim
λ→λ0
σn2−k+1 (F (λ)) = σn2−k+1(λ0In2 −D − CSλ0B).
From [11, p. 315], we have
Pλ0 = ϕλ0(A) with ϕλ0(λ) :=
∏s−1
j=1(λ− λj )∏s−1
j=1(λ0 − λj )
,
with
{λ1, . . . , λs−1} :=(A)\{λ0}.
The formula
Sλ0 =
∑
α∈(A)\{λ0}
[
Pα
λ0 − α +
Dα
(λ0 − α)2 + · · · +
D
ν(α)−1
α
(λ0 − α)ν(α)
]
for Sλ0 can be seen in [10, p. 42, (5.32)] (Kato defined the resolvent of A as (A−
λIn1)
−1; hence the minus sign which appears in its formula (5.32)). 
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Remark 3.2. The index, ν(α), of each eigenvalue α of A satisfies that
Dα = 0, . . . , Dν(α)−1α = 0 and Dν(α)α = 0.
4. Optimal submatrix that increases the geometric multiplicity
Let n1, n2 be positive integers and n :=n1 + n2. Let k be an integer, 2  k  n.
Let A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈ Cn2×n1 and D ∈ Cn2×n2 be matrices such that
i(G) < k, where
G :=
(
A B
C D
)
.
For each Y ∈ Cn2×n2 let
GY :=
(
A B
C Y
)
.
In this section we give a solution to the problem of finding the minimum of the set{‖Y −D‖: Y ∈ Cn2×n2 , i(GY )  k} (4.1)
by means of the following theorem.
Theorem 4.1. Using the preceding notation, let A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈
Cn2×n1 , D ∈ Cn2×n2 be matrices such that the n× n matrix
G :=
(
A B
C D
)
satisfies i(G) < k. Then
min
Y∈Cn2×n2
i(GY )k
‖Y −D‖ = min
λ∈k
hk(λ). (4.2)
Moreover, if λ0 is a complex number where the function hk: k → R attains its
minimum value, then a matrix Y1 which minimizes the left-hand side of (4.2) is given
by
Y1 :=D + U diag(0, . . . , 0, τpk(λ0)+1, . . . , τn2)V ∗, (4.3)
where U,V ∈ Cn2×n2 are the unitary matrices which appear in the singular value
decomposition of the matrix S1(λ0,D)
U∗S1(λ0,D)V = diag(τ1, . . . , τpk(λ0), τpk(λ0)+1, . . . , τn2). (4.4)
And λ0 is also a k-derogatory eigenvalue of the matrix GY1; in fact, its geometric
multiplicity is equal to k.
Proof. Recall that we denoted by Nk the set of matrices Y ∈ Cn2×n2 such that the
matrix GY is k-derogatory.
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Let us call
C :={‖Y −D‖: Y ∈Nk}
and
Cλ :=
{‖Y −D‖: Y ∈Nk,λ}
for each λ ∈ k . Then, by (2.3)
C =
⋃
λ∈k
Cλ.
Because 0 is a lower bound of C and of Cλ for each λ ∈ k , by [4, Proposition 2.3.6]
we have
infC = inf

⋃
λ∈k
Cλ

 = inf
λ∈k
(infCλ) . (4.5)
Moreover, for all λ ∈ k
infCλ = min
Y∈Nk,λ
‖Y −D‖, (4.6)
since Nk,λ is a closed set (due to the lower semicontinuity of the function X →
rank(X)) .
On the other hand, by Theorem 1.1, for each λ in k ,
σpk(λ)+1(S1(λ,D))
= min
X∈Cn2×n2
rank
(
λIn1 − A −B−C X
)
n−k
∥∥∥∥
(
λIn1 − A −B
−C λIn2 −D
)
−
(
λIn1 − A −B
−C X
)∥∥∥∥ .
(4.7)
If X ∈ Cn2×n2 is any matrix such that
rank
(
λIn1 − A −B
−C X
)
 n− k
and we define X′ :=λIn2 −X, then X′ ∈Nk,λ; conversely, if X′ ∈Nk,λ and X :=
λIn2 −X′, then
rank
(
λIn1 − A −B
−C X
)
 n− k.
Consequently, for each λ ∈ k , by virtue of (4.7),
σpk(λ)+1(S1(λ,D))
= min
X′∈Nk,λ
∥∥∥∥
(
λIn1 − A −B
−C λIn2 −D
)
−
(
λIn1 − A −B
−C λIn2 −X′
)∥∥∥∥
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= min
X′∈Nk,λ
∥∥∥∥
(
0 0
0 (λIn2 −D)− (λIn2 −X′)
)∥∥∥∥
= min
X′∈Nk,λ
∥∥X′ −D∥∥ . (4.8)
From (4.5), (4.6) and (4.8) we deduce
min
Y∈Nk
‖Y −D‖= inf
λ∈k
σpk(λ)+1 (S1(λ,D))
= inf
λ∈k
hk(λ) = min
λ∈k
hk(λ).
Now let λ0 ∈ k be such that
hk(λ0) = min
λ∈k
hk(λ). (4.9)
Let τ1, . . . , τn2 be the singular values of S1(λ0,D) in nonincreasing order. By the
singular value decomposition theorem, there exist unitary matrices U,V ∈ Cn2×n2
such that
U∗S1(λ0,D)V = diag(τ1, . . . , τpk(λ0), τpk(λ0)+1, . . . , τn2).
By the definition of hk , see (3.2), we have
hk(λ0) = σpk(λ0)+1 (S1(λ0,D)) = τpk(λ0)+1. (4.10)
Next we define
Y1 :=D + Udiag(0, . . . , 0, τpk(λ0)+1, . . . , τn2)V ∗. (4.11)
As the spectral norm is unitarily invariant it follows that
‖Y1 −D‖ = ‖diag(0, . . . , 0, τpk(λ0)+1, . . . , τn2)‖ = τpk(λ0)+1. (4.12)
Still it remains to prove that Y1 ∈Nk . In fact, we are going to prove that Y1 ∈Nk,λ0 .
Indeed, calling 0 :=diag(0, . . . , 0, τpk(λ0)+1, . . . , τn2)
rank
(
λ0In1 − A −B
−C λ0In2 − Y1
)
= rank
(
λ0In1 − A −B
−C λ0In2 −D − U0V ∗
)
= n− k,
because, by (1.5), subtracting U0V ∗ from the matrix λ0In2 −D we attain to lower
the rank of the matrix(
λ0In1 − A −B
−C λ0In2 −D
)
to the value
rank
(
λ0In1 − A −B
−C λ0In2 −D − U0V ∗
)
= n− k. 
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Remark 4.1. From (4.2) of Theorem 4.1 we deduce that the nonnegative integer -
that appears in (3.9) must be equal to 0: if - > 0, upper bound (3.10) should imply
that
lim
λ→λ0
σn2−k+1 (F (λ)) = 0.
Hence
inf
λ∈k
hk(λ) = 0,
and, by (4.2),
inf
Y∈Cn2×n2
i(GY )k
‖Y −D‖ = 0,
but this contradicts that the set Mk is open.
Theorem 4.1 can be proved with inf instead of min.
4.1. Scalar matrices. Case k = n
Following the exposed material in Section 2.5, let(
αIn1 0
0 D
)
be an n× n matrix with α ∈ C, D ∈ Cn2×n2 , n = n1 + n2, and
i
(
αIn1 0
0 D
)
< n.
Consider the problem of finding the nearest matrix Y ∈ Cn2×n2 to D so that
i
(
αIn1 0
0 Y
)
 n
or what is the same, with(
αIn1 0
0 Y
)
a scalar matrix. Now we are going to see that conclusions (4.2) and (4.3) of Theorem
4.1 follow straightforwardly in this case. Taking into account (2.14) the domain of
the function hn is n = {α}. Furthermore ρ1(α) = 0 and, accordingly, pn(α) = 0.
Hence
hn(α) = σ1(αIn2 −D) = ‖αIn2 −D‖
and
min
λ∈n
hn(λ) = hn(α) = ‖αIn2 −D‖. (4.13)
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On the other hand,
min
Y∈Cn2×n2
GY scalar matrix
‖Y −D‖ = ‖αIn2 −D‖, (4.14)
because the set{
Y ∈ Cn2×n2 |GY is a scalar matrix
}
only has an element: αIn2 . Therefore, from (4.13) and (4.14) the assertion (4.2) is
evident in this case. Besides, by (4.3) and (4.4), as S1(α,D) :=αIn2 −D, let U,V ∈
Cn2×n2 be the unitary matrices that appear in the singular value decomposition of
αIn2 −D
U∗(αIn2 −D)V = diag(τ1, . . . , τn2) with τ1 > 0.
Take
Y1 :=D + Udiag(τ1, . . . , τn2)V ∗ = D + αIn2 −D = αIn2 ,
which confirms the aforementioned exposed.
5. k-Derogatory structured pseudospectrum
Let k be an integer, 2  k  n. Let G ∈ Cn×n be the partitioned matrix
G =
(
A B
C D
)
with A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈ Cn2×n1 , D ∈ Cn2×n2 , and i(G) < k.
Where are the k-derogatory eigenvalues of all matrices
GY :=
(
A B
C Y
)
such that Y ∈ Cn2×n2 is sufficiently close to D? This question is closely related with
the problem treated in Section 4. We would like to find out the geometric description
of the set in the complex plane formed by the k-derogatory eigenvalues of all the
matrices GY whose distance from G is less than or equal to a prefixed ε > 0. If ε is
less than
min
λ∈k
hk(λ),
then there is no k-derogatory eigenvalue of the matrices GY where ‖Y −D‖  ε,
because, by (4.2), all these matrices satisfy i(GY ) < k. So, a necessary condition for
the set ⋃
‖Y−D‖ε
Sk(GY )
100 J.M.G. de Durana, J.-M. Gracia / Linear Algebra and its Applications 349 (2002) 77–104
(called the k-derogatory structured pseudospectrum of G of radius ε) to be nonempty
is that
ε  min
λ∈k
hk(λ).
It is natural that the k-derogatory structured pseudospectrum of G of radius ε is equal
to the set enclosed by the ε-level curve of the function f (x, y) :=hk(x + yi). This
fact is consequence of the following theorem.
Theorem 5.1. With the preceding notations, let ε > 0 be a real number. Then⋃
Y∈Cn2×n2‖Y−D‖ε
Sk(GY ) =
{
z ∈ k: hk(z)  ε
}
. (5.1)
Proof. Recall that
k =
{
λ ∈ C: ρ1(λ)  n− k
} = {λ ∈ C: Nk,λ /= ∅}.
Let z ∈ k be such that hk(z)  ε. Then
σpk(z)+1 (S1(z,D))  ε. (5.2)
But
σpk(z)+1 (S1(z,D))
= min
X∈Cn2×n2
rank
(
zIn1 − A −B−C X
)
n−k
∥∥∥∥
(
zIn1 − A −B
−C zIn2 −D
)
−
(
zIn1 − A −B
−C X
)∥∥∥∥
= min
X′∈Nk,z
‖X′ −D‖ = ‖X′0 −D‖,
with X′0 ∈Nk,z (what implies z is a k-derogatory eigenvalue of GX′0 ).
Furthermore, from (5.2) we have ‖X′0 −D‖  ε. Hence{
z ∈ k: hk(z)  ε
} ⊂ ⋃
‖Y−D‖ε
Sk(GY ).
Reciprocally, if z ∈ Sk(GX′0) for some X′0 ∈ Cn2×n2 such that ‖X′0 −D‖  ε, it fol-
lows that X′0 ∈Nk,z; this implies Nk,z /= ∅, so z ∈ k . Besides,
‖X′0 −D‖=
∥∥∥∥
(
0 0
0 (zIn2 −D)− (zIn2 −X′0)
)∥∥∥∥
=
∥∥∥∥
(
zIn1 − A −B
−C zIn2 −D
)
−
(
zIn1 − A −B
−C zIn2 −X′0
)∥∥∥∥
σpk(z)+1 (S1(z,D)) = hk(z).
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Therefore it implies ε  hk(z). Hence⋃
‖Y−D‖ε
Sk(GY ) =
{
z ∈ k: hk(z)  ε
}
. 
5.1. Structured pseudospectrum
Let G ∈ Cn×n be the partitioned matrix
G =
(
A B
C D
)
with A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈ Cn2×n1 and D ∈ Cn2×n2 . Here G is any matrix,
and it is not necessary that i(G) < k.
Where are the eigenvalues of all matrices
GY :=
(
A B
C Y
)
such that Y ∈ Cn2×n2 is sufficiently close to D? This question is closely related with
the problem treated in the first part of this section. We would like to find out the
geometric description of the set in the complex plane formed by the eigenvalues of
all the matrices GY whose distance from G is less than or equal to a prefixed ε > 0.
The same question, if it is permitted to perturb in all entries of the matrix G, has been
studied in [15,16], with the name of pseudospectrum of the matrix G of radius ε > 0⋃
G′∈Cn×n
‖G′−G‖ε
(G′).
It was proved that⋃
G′∈Cn×n
‖G′−G‖ε
(G′) = {z ∈ C: σn(zIn −G)  ε},
where σn(zIn −G) is the minimum singular value of the matrix zIn −G.
For every λ ∈ C , define
N1,λ :=
{
Y ∈ Cn2×n2 : λ is an eigenvalue of
(
A B
C Y
)}
and let 1 be the set {λ ∈ C: N1,λ /= ∅}. Given the matrices A, B and C, can it
happen that for some λ ∈ C the setN1,λ be empty? The answer is affirmative as we
can see that for all y ∈ C
det
(
λ− 1 −2
−3 λ− y
)
= (λ− 1)(λ− y)− 6.
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So if λ = 1, there is no y such that 1 be an eigenvalue of(
1 2
3 y
)
in fact, in this example 1 = C\{1}.
Calling for any λ ∈ 1, ρ1(λ) as in (2.4) and S1(λ,D) as in (2.7), it is simple to
see that 1 = {λ ∈ C: ρ1(λ)  n− 1}. We have always C\(A) ⊂ 1, because for
all λ ∈ C\(A) it follows ρ1(λ) = n1 and n1  n− 1.
Now we define the set (1) :={λ ∈ C : n1  ρ1(λ)  n− 1}. Obviously (1) ⊂
1, but the content can be strict. For example, given the matrix
G =
(
A B
C D
)
=


3 1 −2 0 0
0 4 2 0 0
0 0 5 0 0
0 0 0 6 −4
0 0 0 0 3

 ,
we have that 3 ∈ 1, because 3 is an eigenvalue of(
A B
C D
)
but ρ1(3) = 2  3, so 3 /∈ (1).
For all λ ∈ (1), we define p1(λ) :=n− 1 − ρ1(λ) and the function
h1: 
(1) → R
by h1(λ) :=σp1(λ)+1(S1(λ,D)). It is easy to see that this has meaning given that
for all λ ∈ (1), 0  p1(λ)  n2 − 1. Moreover, λ ∈ (G) ∩ (1) if and only if
h1(λ) = 0. By an analogous way of the proof of Theorem 5.1 we can prove the
following result.
Theorem 5.2. Let G ∈ Cn×n be the partitioned matrix
G =
(
A B
C D
)
with A ∈ Cn1×n1 , B ∈ Cn1×n2 , C ∈ Cn2×n1 and D ∈ Cn2×n2 . And let ε > 0 be a
real number. Then⋃
Y∈Cn2×n2‖Y−D‖ε
(GY ) =
{
z ∈ (1): h1(z)  ε
} ∪ (G).
There is an alternative characterization of the structured pseudospectrum of G of
radius ε > 0⋃
Y∈Cn2×n2‖Y−D‖ε
(GY ),
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as ⋃
Y∈Cn2×n2‖Y−D‖ε
(GY ) =
{
z ∈ C\(G): σn2(R(z))  ε
} ∪ (G),
where
R(z) :=
[(
0, In2
)
(zIn −G)−1
(
0
In2
)]†
is the Moore–Penrose inverse of a transfer matrix (see [7, Proposition 2.3, p. 128]).
6. Conclusions
In [17] it was reformulated a result of [3] that gives in a precise manner how to
find the nearest matrix(
A B
C Y
)
that lowers the rank of the matrix(
A B
C D
)
by means of ordinary singular values of a matrix related withA, B, C and D through
the Moore–Penrose inverse. Given that many important features of the Jordan canon-
ical form of a matrix (in particular, the geometric multiplicity of its eigenvalues) can
be formulated in terms of ranks of certain matrices, we have been able to obtain a
solution to related nearness matrix problems from this theorem.
We have obtained the nearest matrix(
A B
C Y
)
, i
(
A B
C Y
)
 k,
to the matrix(
A B
C D
)
such that
i
(
A B
C D
)
< k
if we perturb only in D. Also, we have established the relation of this last problem
with the question of where are the k-derogatory eigenvalues of matrices(
A B
C Y
)
with Y adequately close to D.
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