We present a method to use lagrangian data from remote sensing observation in a variational data assimilation process for a river hydraulics model based on the bidimensional shallow water equations. The trajectories of particles advected by the flow can be extracted from video images and are used in addition to classical eulerian observations. This lagrangian data brings information on the surface velocity thanks to an appropriate transport model. Numerical twin data assimilation experiments in an academic flow configuration demonstrate that this method makes it possible to significantly improve the identification of local bed elevation and initial conditions.
Introduction
The numerical simulation of river flows requires a precise modelling of the underlying physics. The bidimensional shallow water equations can describe accurately many free surface hydraulic configurations. In order to carry out a realistic simulation of a particular system, numerical models require information on physical parameters such as bed elevation, roughness coefficients in addition to initial and boundary conditions. Unfortunately, many model parameters are usually not well known and must be calibrated. Since the quality of the simulation is largely dependent on these model inputs, the latter must be defined accurately.
To improve the quality of the simulation, data assimilation methods combine optimally information from the model and observation data in order to identify the value of model parameters consistent with reality. Variational data assimilation [15] consists in minimizing a cost function that measures the discrepancy between simulation results and physical measurements. The minimization can be performed by a quasi-Newton method (see e.g. [7] ), which requires the computation of the gradient of the cost function. The latter can be efficiently computed using the solution to an adjoint model. Data assimilation methods have been used in river model for the identification of model parameters in one dimensional channels [13, 22] , using Kalman filter [9, 18] or for bidimensional shallow water equations using variational methods [1, 2, 6, 19, 26] .
However, in river hydraulics, observation data is available only in very small quantities. River water level can be measured locally at gauging stations, but such observations are usually very sparse in space. Velocity measurements are even more scarce, since they usually require complex human interventions. Consequently, the available eulerian observations can be insufficient to take full advantage of data assimilation for many identification problems.
Therefore, new kinds of observations would bring additional information on the flow. In particular, remote sensing techniques make it possible to get information on the water surface [5, 20] . In oceanography, data assimilation of drifting buoys positions has been experimentally used to improve numerical ocean models, either using Kalman filter [3, 14, 23] or variational based methods (see [12] for a shallow water model and more recently [21] for a primitive equations circulation model of the ocean).
In this article, we present a method to use lagrangian observations of particles spread on the surface of water and advected by the river flow, into a variational data assimilation procedure. The link between trajectories of the particles, which can be extracted from video images, and the shallow water model is made thanks to an appropriate transport model. We introduce a cost function measuring the distance between the trajectory of model particles and the available observations. Lagrangian data is used in addition to classical eulerian observations of water depth.
When considering real flows, the water surface is perturbed by physical phenomena not included in the physics of the model, such as small-scale turbulence, secondary currents, etc. To cope with this difficulty, an observa- tion operator based on a simple spatio-temporal filtering scheme is proposed to remove small-scale perturbations from trajectories observations. Lagrangian data assimilation is applied to the identification of bed elevation and initial conditions for an academic configuration of a river hydraulics model based on the bidimensional shallow water equations. The method is implemented in a software called Dassflow [11] designed to carry out data assimilation experiments. The discretization of the direct shallow water model relies on the finite volume method and the HLLC [25] approximate Riemann solver. The adjoint model is written using the automatic differentiation tool Tapenade [10] .
Numerical twin data assimilation experiments are carried out using synthetic observations of trajectories generated by a turbulent velocity field where small scale perturbations are modelled by a Gauss-Markov stochastic process. These experiments demonstrate that the proposed method makes it possible to improve significantly the quality of the identification.
We introduce the shallow water equations in Section 2 and the variational data assimilation procedure for lagrangian data in Section 3. The discretization of the direct model, the numerical scheme for the computation of trajectories and the implementation of the adjoint model are presented in Section 4. A filter used to smooth observations of trajectories is described in Section 5. Finally, twin experiments and numerical results of data assimilation for the identification of bed elevation and initial conditions are presented in Sections 6 and 7.
Shallow Water model
The river hydraulics model considered relies on the bidimensional shallow water equations in a conservative formulation. The state variables are the water depth h and the local discharge q = hu, where u is the depth-averaged velocity vector. On a domain Ω and for a computational time interval [0, T ], the shallow water equations associated with initial and boundary conditions can be written as
where g is the magnitude of the gravity, z b the bed elevation, n the Manning roughness coefficient, h 0 and q 0 the initial conditions for the state variables. The variable c = √ gh denotes the local wave celerity.
The boundary Γ of the domain Ω is split up into four different kinds of boundary conditions Γ = Γ q ∪ Γ z ∪ Γ t ∪ Γ w . Boundaries Γ q , Γ z and Γ t correspond to open (fluidto-fluid) boundaries while Γ w corresponds to a wall.
-Γ q : a scalar dischargeq is prescribed -Γ z : a water elevationz s is prescribed and the Riemann invariant is constant along the outgoing characteristic -Γ t : homogeneous Neumann conditions for all state variables are prescribed -Γ w : a slip condition on the velocity is prescribed.
Boundary condition on Γ z is valid only for sub-critical flows, i.e. when u < c. Otherwise, homogenous Neumann conditions are prescribed.
The model state variables (h, q) are completely determined by the value of model parameters, initial conditions and boundary conditions gathered in the control vector k = (h 0 , q 0 , n, z b ,q,z s ).
Lagrangian Data Assimilation
Variational data assimilation [15, 24] is based on optimal control theory [17] and consists in identifying the control vector k that minimizes a cost function measuring the discrepancy between the state variable of the model and data obtained from the observation of the physical system. An efficient minimization of the cost function is carried out using a quasi-Newton method that requires the computation of its gradient. We use the M1qn3 algorithm [7] based on the BFGS formula. Lagrangian data assimilation consists in using observations described by lagrangian coordinates in the data assimilation process. Here, we consider observations of passive particles transported by the river flow. However, the state of the flow is described in eulerian coordinates by the shallow water model. The link between the lagrangian data and the classical eulerian variables of the shallow water model is made by an appropriate transport model.
Transport model
Let us consider a set of N particles transported by the flow. We state that their trajectories X i (t) are solutions of the following ODEs:
where v is the transport velocity of the particles, t Lagrangian data assimilation for river hydraulics simulations 3 observation domain. In the following, the transport velocity is related to the shallow water model velocity by a multiplicative constant: v = γ u.
This set of ODEs is weakly coupled with the shallow water model since the state variable of the latter is not dependent on the solution of the former.
Observations and cost function
We consider two kinds of observations. The first one consists in classical, eulerian observations of the water depth in some locations of the physical domain, denoted by h obs (t). The second kind consists in the trajectories of physical particles transported by the water flow. These lagrangian observations are denoted by X obs i (t). In order to take into account both kinds of observations, we build a composite cost function measuring the discrepancy between observation data and model state variables:
where k = (h 0 , q 0 , n, z b ,q,z s ) is the control vector, α t and α p scaling parameters. The operator C computes the restriction of the model state variable h to the space of eulerian observations on which is defined the norm · obs . D is a differential operator and · k is a norm defined on the space of controls. The first term measures the discrepancy between water depth observations and model state variable. The second term measures the distance between virtual particles of the transport model and observations of trajectories. The third one is a regularization term on the bed elevation.
Adjoint model
The adjoint method [17] makes it possible to compute efficiently all partial derivatives of the cost function j with respect to the components of the control vector k. We introduce the following weakly coupled adjoint model set.
A backward integration in time of the adjoint transport model (4) followed by a backward integration in time of the adjoint shallow water model (5)- (6) give a solution ( X, h, q) to the weakly coupled system. Then, the partial derivatives of the cost function are simple functions of the adjoint state variables h and q. We have
These partial derivatives are used as inputs to the minimization algorithm. A single integration of the direct model (1)- (2) followed by a single integration backward in time of the adjoint model (4)- (6) are sufficient to compute all components of the gradient of the cost function.
Discretization

Finite Volume solver
The bidimensional shallow water equations implemented in Dassflow [11] are solved numerically on an unstructured mesh using the finite volume method. The system (1) can be written in a general form as
where U = (h, q) T is the vector of conservative variables,
T the flux vector and S(U ) the
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source term. The expression of these vectors, noting q = (q x , q y ) T , is the following
The computational domain Ω is discretized using triangular and quadrangular cells. We define the mean value of the state variable U on an arbitrary cell K i (see Fig. 1 ) by
where |K i | denotes the surface of the cell. By integrating (7) over K i , using the divergence theorem, we obtain
where N i denotes the number of faces of the cell K i (3 or 4), E ij is the cell interface and T ij is the 3 × 3 rotation matrix of angle θ ij between the horizontal plane and the normal to E ij . The usual flux term derived from the di- vergence theorem has been replaced by integrals over the cell edges thanks to the rotational invariance property of the shallow water equations (see [25, p. 65] ). Hence, the bidimensional problem actually consists in a sum of onedimensional local Riemann problems that can be solved numerically using a Riemann solver. One can write the following semi-discrete scheme
where G(U L , U R ) is an approximation of the flux through the cell interface E ij . Subscripts L and R denote cells respectively to the left and to the right of the interface.
To compute numerically the discrete flux G(U L , U R ), we use the HLLC approximate Riemann solver [25] . The discretization of the bed slope is actually included in the flux term so that the balance between the source term and the fluxes is preserved for some steady state solutions [16] . A forward Euler scheme is used for time discretization. In order to ensure stability, the following stability condition on the time step ∆t must be satisfied
where d L,R is the distance between the cell center and the center of interface (see [25, p. 157] ).
In the following, we shall consider only structured regular meshes with quadrangles, the horizontal and vertical space discretization intervals being denoted respectively by h x and h y . Hence we have
Trajectories
The numerical trajectories of the particles are obtained by the integration of the transport equation (2) using a second-order Runge-Kutta scheme. Let (t n ) n be a subdivision of the time interval [t
of the position X i (t n+1 ) of particle number i at time t n+1 is given by
This scheme requires the computation of the velocity for an arbitrary position P = (p x , p y ) in the domain Ω. However, the velocity v is known only as a constant piecewise field, solution to the finite volume discretization of the shallow water equations. Let v n j,k denote the approximation of its mean value on each cell K j,k at time t n . Using notations of Fig. 2 , we calculate a Q1-Lagrange
Since the mesh is structured and the cells are rectangular, this scheme is second-order accurate.
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Adjoint solver
In practice, there are three main methods to obtain an implementation of the adjoint model. The continuous adjoint model (4)- (6) can be discretized using an appropriate numerical scheme which is then implemented. A second solution consists in writing the adjoint of the direct numerical scheme and implementing it. Actually, we use a better way that consists in writing directly the adjoint code of the implementation of the direct model. This ensures the coherence between the discretizations of the direct and adjoint models. A large part of this extensive task can be automated using algorithmic differentiation [8] . Here, the direct program is coded in Fortran 90 and we use the automatic differentiation tool Tapenade [10] .
Trajectory filtering
When we consider real flows, surface velocity is perturbed by many physical phenomena that are not taken into account neither in the shallow water model nor in the particle transport model. Therefore, if a large number of trajectories observations is available, it should be profitable to filter this information in order to remove small-scale perturbations from the data set. Such a filter based on a priori information on the flow can improve the quality of data assimilation and consequently the quality of parameter identification. In the proposed method, filtered trajectories reconstructed from a local average in time and space of the observed velocity field are used instead of the raw trajectories in the data assimilation process. More precisely, we seek to create a set X j j=1,Nm of trajectories defined as
whereū is the local average velocity of the observed particles and x 0 j the starting point of the filtered trajectory j. Letū j (t) =ū X j (t), t denote the velocity of filtered particle j at time t. It is computed as the mean velocity observed at time t on a time-space window W = W t × W Xj (t) , where W t denotes a temporal neighborhood of t and W Xj (t) a spatial neighborhood of X j (t). Using these notations, we definē
ds ,
ds .
In Fig. 3 is drawn a square spatial window for a particle located in X at time t. Two raw trajectories of observed particles are represented with dotted lines. The solid lines correspond to the part of the trajectories included in the time window W t while the bold lines match the intersection of the latter with the space window, i.e. the parts of the trajectories actually taken into account in the computation of the local mean velocityū j (t). The filtered trajectories X j are used in place of the raw observations X obs i in the cost function for data assimilation.
6 Twin experiments
Description
Twin experiments consist in data assimilation experiments where the observations are created by the model with a given set of parameters. This makes it possible to evaluate a data assimilation method with a complete knowledge of all parameters, with no dependence on external variables.
A reference simulation is performed using a known set of parameters k ref . 
inria-00256581, version 1 -15 Feb 2008
will consider observations of water depth, denoted by h obs and observations of trajectories, denoted by X obs . Then, a different configuration resulting from a modified set of parameters k 0 made of a priori hypotheses on the reference flow is used as an initial guess for a data assimilation experiment. The aim is to identify the reference set of parameters k ref using the synthetic observations.
In order to evaluate the quality of the identification, we introduce a diagnostic function j diag measuring the discrepancy between the reference state variable and a simulation resulting from an arbitrary parameter vector k.
If the observations are perfect, directly derived from the model state variables with no additional noise, then we get
Perturbation of trajectories
For numerical twin experiments, we will actually construct observations of perturbed trajectories, i.e. trajectories of particles transported by a turbulent velocity field denoted by v tr . We consider a simple perturbation model where the observations consist in trajectories of particles transported by a velocity field made up of the sum of the model velocity v = γu and a perturbation v.
We define the perturbation v as a Gauss-Markov stochastic process. Let the random variable v n = v(·, t n ) denote the perturbation velocity field at time t n . We introduce the Reynolds tensor R(t n ) and the time correlation tensor Λ(t n , t m ) defined as
The Reynolds tensor R is a symmetric positive-definite matrix. We will consider the particular case where Λ is an exponentially decreasing function in time of R
where T L is the local turbulence characteristic duration. The perturbation v n is defined by the following recursive equation
where w n is a random variable with a zero-mean gaussian distribution and a covariance matrix W n defined by
Numerical results
We present results of some twin experiments carried out to evaluate lagrangian data assimilation for a river hydraulics configuration. Observations of particle trajectories are used in combination with local water depth measurements, first for the identification of local bed elevation z b as the only control variable, then for the joint identification of z b and initial conditions (h 0 , u 0 ).
Flow configuration
We consider a 100 × 16 m rectangular channel. The bed has a longitudinal slope of 0.4% and features a bump spanned on the whole width, centered in x = 40 m with an amplitude of 0.25 m and a length of 30 m. This bump generates an acceleration of the flow in the region x ∈ [25, 60] . A constant dischargeq = 8 m 3 /s is prescribed at the boundary Γ q : x = 0 m. The boundaries y = 0 and y = 16 m are defined as walls and denoted by Γ w . Finally, Neumann conditions are prescribed on the boundary Γ t : x = 100 m (see Fig. 4 (a) ). In order to simulate boundary layer effects, the value of the Manning coefficient n is variable in space. In the central part of the domain, denoted by Ω 1 and defined by |y − 8| < 4 m, n is set to 0.02. In the complement of Ω 1 in Ω, i.e. the lateral sides of the domain, denoted by Ω 2 , the value of Lagrangian data assimilation for river hydraulics simulations 7 n increases linearly from 0.02 at the intersection with Ω 1 up to 0.04 at the boundary Γ w .
These conditions drive the flow to a steady state that is used as an initial condition for the twin experiments. A vertical cut of the fluid domain in the longitudinal plane in Fig. 4 (b) shows the bed and the free surface elevation for this configuration. The multiple lines that can be seen on the free surface correspond to different planes of the transversal discretization. Twin data assimilation experiments are carried out for a simulation time T = 100 s and a constant time step ∆t = 0.1 s.
Creation of observations
Observations are created by the model from the reference steady flow described above. Water depth is recorded continuously in time at the abscissae x 1 = 15 m and x 2 = 70 m, for the whole width of the domain. These measurements are used as observations denoted by h obs i (y; t) for i = 1, 2 in the twin experiments.
With regards to the creation of trajectories observations, virtual particles are dropped in the reference steady flow near boundary Γ q and transported by a turbulent surface velocity v tr = γu + v, where γ = 1 and v is a Gauss-Markov process as described in Section 6.2. The correlation matrix R can be written as
with standard deviations σ x and σ y defined as 2 and σ y = c y 1 + (u y ) 2 . This choice corresponds to a perturbation that lessens when the magnitude of the velocity increases. The numerical value of the parameters depends on the position in the domain. They are summarized in Table 1 . A set of 32 particles is released in the flow, every 2 seconds of simulation, uniformly distributed over the width of the channel at the point x = 10 m. Altogether, we take into account N obs = 640 particles. The trajectories of these particles transported by the turbulent velocity field v in the following. In the same way, the longitudinal and transversal velocities are traced respectively in Fig. 6 (a) and 6 (b).
Trajectories filtering
Filtered trajectories are reconstructed from the observed trajectories X obs i using a time-space filter as described in Section 5. From the a priori hypothesis that the flow is stationary, we choose the largest possible time window
The dimensions of the space window should be chosen in order to be large enough to remove small-scale perturbations, yet small enough to prevent from smoothing most important characteristics of the flow. Since the flow features large longitudinal variations, the corresponding dimension of the space window is set to 1% of the domain length, i.e. 1 m. Concerning the transversal dimension, a filter width equal to the size of the domain would remove boundary layer effects. On the other hand, a too small value would not smooth enough transversal perturbations. A good compromise has been found with 
Identification of topography
We seek to identify the reference topography used to create the observations, from the a priori hypothesis that the bed is made of a longitudinal slope of 0.4% without bump. To that purpose, we carry out data assimilation using the available observations, i.e. water depth measurements and particle trajectories. In this experiment, the only modified parameter when compared to the reference flow is the bed topography z b . In particular, the initial condition remains unchanged. 
Water depth measurements
We first try to identify the topography using only water depth measurements h obs i at the abscissae x 1 = 15 m and x 2 = 70 m. The corresponding cost function is the following
A regularization term involving the norm of the topography gradient is introduced in the cost function in order to smooth the solution. The parameter α p is chosen so that the weight of the penalization does not hinder the observations too much. In this experiment, it set to the value α p = 10 −4 . In this configuration, the minimization algorithm converges very slowly to an identified topography that is not very satisfactory when compared to the reference. Figure 7 (a) presents the reference topography in a bold solid line as well as the identified one with a fine grey line. We can see that the latter comprises large variations with respect to the reference before the bump. In the figure to the right are shown the evolution of the cost function, the norm of its gradient and the value of j diag . The decrease in the value of the diagnostic function j diag during the assimilation can be used as a measure of the quality of the identification. Here, we can see that it has not even be divided by 2, which means that the identification is globally far from being satisfactory.
Observation of reference trajectories
In this experiment, we add observations of the 640 reference trajectories X ref i
to the water depth measurements. The particles are transported by the undisturbed shallow water velocity field, so this experiment will be used as a reference to evaluate the performance of the filtering process in the following sections.
The cost function is built from j 1 with an additional term measuring the distance between virtual particles and reference particles.
The parameter α t is the weight given to the observations of trajectories. It is set to α t = 10 −5 , which roughly balances the value of the term associated to the water depth measurement and the one associated the observations of trajectories. The weight α p remains set to 10 −4 . As we can see in Fig. 7 (b) , the identified topography is very close to the reference. This observation is confirmed by the fact that the value of the diagnostic function j diag is divided by 530 at the end of the optimization process. The quality of the identification is thus very good.
Observation of perturbed trajectories
In this experiment, we combine observations of the 640 perturbed trajectories X obs i and water depth measurements. Therefore, the cost function is built from j 1 with an additional term measuring the distance between virtual particles and particles transported by the turbulent velocity field.
When using the same values for the parameters α p and α t as in Section 7.4.2, the identified topography is very irregular with small-scale variations of large amplitude, as shown in Fig. 7 (c) . Nevertheless, the shape of the bump is roughly identified. It can be noticed that the value of the diagnostic function j diag decreases in a first time during the minimization process, but then increases up to a quarter of its initial value. It is possible to obtain slightly better results by increasing substantially the weight α p of the regularization term. For instance, with α p = 10 −2 , the final value of j diag is divided by 7 with respect to its initial value instead of 4. However, the identified topography is too much smoothed when compared to the reference.
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Observation of filtered trajectories
We now use the filtered trajectories X j as observations. The cost function is built from j 1 , with an additional term measuring the distance between the trajectories of virtual particles and N m filtered trajectories.
As described in Section 7.2, we have N m = 200. For the weight parameters, we choose α t = 2 × 10 −5 and α p = 10 −3 . Figure 7 (d) shows a substantial improvement in the quality of topography identification. Unlike the case with unfiltered trajectories, the value of the diagnostic function j diag regularly decreases all along the minimization process. Finally, it is divided by 37 with respect to its initial value.
Joint identification of topography and initial conditions
We now seek to identify jointly the topography z b and the initial conditions (water depth h 0 and velocity u 0 ) using all available observations from the initial assumption on both parameters. As in Section 7.4, we make the a priori hypothesis that the bed is made of a longitudinal slope of 0.4% without bump. However, regarding the initial condition, we use the steady state obtained with the modified topography instead of the reference one.
The filtered trajectories X j are used as observations in addition to the water depth measurements. The cost function is similar to j 4 in Section 7.4.4. The only difference is that the initial condition h 0 and u 0 are now control variables. The new cost function can then be written as
The weight given to the observations of trajectories is set to α t = 10 −4 while the one for the regularization term is set to α p = 8 × 10 −3 . As shown in Fig. 8 (a) , the identified topography is close to the reference, with a good recovery of the bump. It is similar to the result in Section 7.4.4. As for the initial conditions, we can see in Fig. 8 (c) and (d) that it reproduces the same main features as the reference. However, we can notice irregular variations in the identified variables in the upper part of the flow, as well as a slight over-estimation of the water depth combined with a slight underestimation of the longitudinal velocity in the area just downstream from the bump.
The value of the diagnostic function j diag is divided by about 20 at the end of the optimization process with respect to its initial value.
Conclusion
We have presented a method to include lagrangian observations into a variational data assimilation framework in order to improve the identification of control variables for a river hydraulics model based on the shallow water equations. The link between the eulerian state variables from the shallow water model and the lagrangian observations of particle trajectories is made thanks to a weakly coupled transport model. Numerical twin data assimilation experiments demonstrate that this method makes it possible to improve the identification of bed elevation and initial conditions significantly in an academic configuration.
A simple spatio-temporal filter has been used successfully to improve the quality of the identification with trajectories observations transported by a velocity field with small-scale perturbations.
In order to improve identification, a regularization term on the gradient of topography was introduced in the cost function. The initial condition may be similarly penalized in order to prevent large oscillations from arising in the solution, as observed in the last experiment concerning the joint identification of bed elevation and initial conditions. Another option would rely on an appropriate parameterization of the control variables in order to reduce the dimensions of the control space.
The application of the method to real data collected from video images of a steady flow in a laboratory channel is being conducted. 
