Abstract. We construct in an abstract fashion the orbifold quantum cohomology (quantum orbifold cohomology) of weighted projective space, starting from the orbifold quantum differential operator. We obtain the product, grading, and intersection form by making use of the associated self-adjoint D-module and the Birkhoff factorization procedure. The method extends to the more difficult case of Fano hypersurfaces in weighted projective space. However, in contrast to the case of weighted projective space itself or a Fano hypersurface in projective space, a "small Birkhoff cell" can appear in the construction; we give an example of this phenomenon.
Introduction
The weighted projective space P(w 0 , . . . , w n ) = C n+1 −{0} / C * , z·(z 0 , . . . , z n ) = (z −w 0 z 0 , . . . , z −wn z n ) provides a simple test case (see [3] , [2] , [12] ) for the recently developed theories of orbifold cohomology and orbifold quantum cohomology. Direct geometrical calculations are difficult, but mirror symmetry suggests an alternative and very effective approach: Corti and Golyshev conjectured (see [6] , [5] ) that the structure constants can be read off from where the matrix is interpreted as that of quantum multiplication by the generator b ∈ H 2 CP n with respect to the standard cohomology basis 1, b, . . . , b n . Thus,
if 0 ≤ i < n q if i = n from which all quantum products b i • b j can be computed.
The conjecture of Corti and Golyshev was proved in [3] , by extending to orbifold quantum cohomology a well known method of Givental for quantum cohomology. The method has three steps. First, a basis of solutions of the quantum differential equation is written downthe I-function. Then, the orbifold version of Givental's Mirror Theorem shows that the I-function is equal to the J-function, a certain generating function for Gromov-Witten invariants. This is the most substantial ingredient, but specific properties of weighted projective spaces are not required. Finally, the structure constants for the orbifold quantum product are extracted from this J-function by a method which involves repeated differentiation.
The first goal of this paper is to give a straightforward version (alluded to in the introduction to [3] ) of the last step, using the Birkhoff factorization method of [8] . This amounts to using the differential equation (D-module) rather than its solution (I-function).
The second goal, and the main emphasis of the paper, is to study in its own right the differential equation (T w − q)y = 0 (or rather, the D-module D /(T w − q), where D is a certain ring of differential operators). It is remarkable that such a simple differential operator contains all relevant geometrical information concerning the orbifold quantum cohomology, which is complicated and non-intuitive even in the case of P(w 0 , . . . , w n ).
In section 2 we review some standard notation, and in section 3 we state the results of [3] for weighted projective spaces. In section 4, we give a systematic derivation of these results from the quantum differential equations.
In section 5 we indicate how the Birkhoff factorization method extends to hypersurfaces of Fano type in weighted projective spaces. This generalizes the method of [14] for Fano hypersurfaces in weighted projective spaces. It presents a new feature: instead of the "big cell" of the Birkhoff decomposition, in general a "small cell" is needed. Alternatively, this method can be interpreted as a "big cell factorization" followed by a Gram-Schmidt orthogonalization procedure.
The first author is very grateful to Alessio Corti for explaining the conjecture and the basic ideas of orbifold quantum cohomology; the main idea for extracting the structure constants of P(w 0 , . . . , w n ) was originally worked out with him, and Alessio also explained the geometry behind the hypersurface example for which a D-module interpretation is presented here in section 5. He also thanks Hiroshi Iritani for many essential explanations, and Josef Dorfmeister for discussions on the Birkhoff decomposition.
Notation for orbifold cohomology
We write P(w 0 , . . . , w n ) = P(w) from now on. As far as possible we shall follow the notation of [3] for orbifold cohomology. First, let
Let u 1 , . . . , u k be the "multiplicities" of the fractions f 1 , . . . , f k as elements of F . We write
The positive integer u i can also be described as the cardinality of the set S f i = {j | w j f i ∈ Z} ⊆ {0, . . . , n}.
The additive structure is given by
where
The subspace of H * orbi P(w) corresponding to H * P(V f i ) has a basis of the form
where p ∈ H 2 orbi P(w) and 1 f i denotes a certain class in H * orbi P(w). In particular, when i = 1 we have u 1 = n+1 and generators 1 0 , 1 0 p, . . . , 1 0 p n ; we shall just write 1, p, . . . , p n in this case.
The orbifold cohomology of P(w) is commutative and associative, with identity element 1. It has a natural grading, in which
Here, age
The orbifold cohomology also has a nondegenerate symmetric "intersection pairing" ( , ), which generalizes the Poincaré pairing for ordinary cohomology.
We record the following properties for later use.
Lemma 2.1.
, so these sequences must coincide. This proves (1), then (2) and (3) follow immediately.
3. The structure constants: statement of results
As mentioned in the introduction, a key role is played by the s-th order differential operator
. This notation for the parameter and the complex variable q is standard.
In this section we state without explanation how the structure constants of orbifold quantum cohomology -and, in particular, of orbifold cohomology itself -may be extracted from the differential operator T w − q. A systematic explanation will be given in the next section.
Using the formula ∂q −1 = q −1 (∂ −1), we may factorize the differential operator q −1 T w in the following way:
We shall need the following symmetry properties later on, which follow directly from Lemma 2.1:
Let us rewrite the factorization above as
Then the result of [3] may be stated as follows:
Denote by c 0 , . . . , c s−1 the additive basis
of H * orbi P(w). Then the matrix of orbifold quantum multiplication by p with respect to this basis is given by 
That is, we have p
In particular, p is a cyclic generator of this ring.
The orbifold structure constants (giving the product structure of H * orbi P(w)) are obtained by setting q = 0 in the above matrix. Although the matrix itself gives only the products involving p, all other products can be deduced.
Direct approach from the D-module
The structure constants in Theorem 3.3 were computed in [3] from the I-function (i.e. solution of the differential equation (T w − q)y = 0) and the mirror theorem of Givental. In this section we discuss a somewhat different procedure: we construct "abstract orbifold quantum cohomology" from T w − q itself. To prove that our abstract orbifold quantum cohomology agrees with the usual orbifold quantum cohomology, it is still necessary to appeal to the mirror theorem, so in this sense our procedure relates only to the extraction of information from the differential equation. However, our procedure is probably the most direct way, especially in the case of hypersurfaces, of obtaining the orbifold degrees and orbifold Poincaré pairing as well as the structure constants.
We follow [8] and chapter 6 of [9] , although the orbifold case presents some new features. Let us consider the the D -module
where D denotes the ring of (ordinary) differential operators generated by ∂ with coefficients in the ring O of functions which are meromorphic in a neighbourhood of q = 0 and holomorphic in a neighbourhood of = 0. Here, (T w − q) denotes the left ideal generated by T w − q.
The D -module M is free of rank s over O. With respect to the natural basis 1, ∂, . . . , ( ∂) s−1 , the matrix of the action of ∂ is of the form
More precisely, if we identify M with the space of meromorphic sections of the trivial bundle, we may regard 1, ∂, . . . , ( ∂) s−1 as a local basis of sections, and the action of ∂ on M defines a connection on the bundle, with local connection matrix Ω.
If we replace ∂ by an abstract (commutative) variable p, then set = 0, we obtain from M a commutative ring generated by p which is subject to the relation w w p s − q, and with a distinguished basis 1, p, . . . , p s−1 . Restricting the coefficients to be polynomials in q 1/s for convenience, we obtain the "abstract orbifold quantum cohomology ring"
The matrix of Theorem 3.3 does indeed satisfy the relation w w p s − q, so our ring QA is isomorphic to the orbifold quantum cohomology ring of P(w).
In order to define "abstract orbifold Gromov-Witten invariants" (structure constants) we shall introduce a ring A, the "abstract orbifold cohomology ring", such that
A choice of basis of each ring will give a specific isomorphism δ :
on A with all the expected properties of the orbifold quantum product.
For this, our main task will be the construction of a suitable basis. The main step is to transform the basis 1, ∂, . . . , ( ∂) s−1 to a new basis, with respect to which the connection matrix has the form Ω = 1 ω whereω is independent of . In the case of a Fano manifold, the transformation procedure is explained in detail in chapter 6 of [9] .
In general it is difficult to carry out such Birkhoff factorizations. However, the factorizations needed in the present article can be carried out explicitly by the finite algorithm given in [1] and section 6.6 of [9] . In the case of weighted projective spaces themselves (though not for hypersurfaces), the differential operator factorization given in section 3 provides a short cut to an immediate explicit answer. Namely, we introduce directly a new basis P 0 , . . . , P s−1 by defining
By construction, with respect to this basis of D /(T w ), the matrix of ∂ has the form 1 ω, whereω is the matrix of Theorem 3.3.
The Birkhoff factorization is given implicitly by this. Namely, L + may be read off by regarding the above basis as
, where m 0 = 1 and Q 1 , . . . , Q k−2 are constant.
We shall use the above basis to construct in turn a product operation, a grading, and a pairing.
The product
Let us group the basis elements of M as follows:
Replacing ∂ by p we obtain a corresponding basis of QA. We introduce the algebra A by declaring that this basis of QA corresponds to the following basis of
. . .
By definition, the action of p on A ⊗ C[q 1/s ] is given (with respect to this basis) by the matrix of Theorem 3.3. As 1 is a cyclic generator, this action extends to a product operation on A ⊗ C[q 1/s ], that is, it allows us to define the product of any two elements
orbifold quantum cohomology ring of P(w). A concrete example is given below.
The grading
The differential operator T w − q is homogeneous of weight 2s, if we assign weights as follows: | | = 2, |∂| = 0, |q| = 2s. The differential operators P 0 , . . . , P s−1 are also homogeneous. Indeed, from the formula for P u 1 +···+u i , its weight is
It follows that our product operation satisfies
where | | denotes the usual orbifold quantum cohomology grading.
Self-adjointness and the pairing
We shall obtain a natural identification of the D -module M = D /(T w − q) with a "dual" D -module; this will give us a pairing on M, and a nondegenerate symmetric bilinear form on A. This pairing will turn out to be a C[q 1/s ]-linear extension of a pairing on A. We shall use the notation of section 6.3 of [9] .
First, the D -module M * is defined to be the space of O-module homomorphisms M → O. The D -module structure is given by
Next, we denote byM * the D -module obtained from M * by reversing the sign in the action of . That is,M
Proposition 4.1.
Proof. Let P * 0 , . . . , P * s−1 be the basis ofM * which is dual to P 0 , . . . , P s−1 . For readability we shall omit square brackets throughout this proof. Note that P * i = δ i for i = 0, . . . , n.
We claim that
Assuming this, the first two formulae (for α = 0, . . . , s − 1) prove (1). In the third formula P * n = δ n , P s means
∂, which is q −1 T w , so this gives (2) . The third statement is an immediate consequence of (1) and (2) (cf. section 6.3 of [9] ).
To prove the claim, we shall make use of
and the value of r α given in Definition 3.2.
The case 0 ≤ α < u 1 = n + 1.
We shall prove this by induction on i = 0, 1, . . . , k − 1 (regarding the previous case as i = 0).
by ( * * ).
(This argument applies only if i ≥ 2, but the case i = 1 is obvious.) Hence
Here we have s + n − α + 1 = u 1 + · · · + u k+1−i − l with 0 < l < u i+1 = u k+1−i (from Lemma 2.1), so r s+n−α+1 = 1. We obtain P α ⊙ δ n = m 1 m i+1 P * s+n−α again. The case α = s.
We have
Here we have r n+1 = r u 1 = 1 m 1 q ∆ 1 , and ∆ 1 = ∆ k by Lemma 3.1, so we conclude that P s ⊙ δ n = δ n .
The natural composition M × M →M * × M → O, making use of the above isomorphism M →M * , defines a pairing. We normalize it as follows:
Corollary 4.3. We have
Our normalization ensures that the induced pairing on A agrees with the usual Poincaré intersection pairing on the cohomology of P(w); it is known from [11] that (1, p n ) = 1/(w 0 . . . w n ). The induced pairing on A ⊗ C[q 1/s ] satisfies the Frobenius property (see section 6.5 of [9] ). Hence, by the cyclic property, it agrees with the orbifold quantum Poincaré intersection pairing. This concludes our construction of an abstract orbifold quantum product, grading, and pairing directly from T w − q, and our verification that they agree with the usual ones.
We have w 0 = 1, w 1 = 2, w 2 = 3 and s = 1 + 2 + 3 = 6. The differential operator is
This has order 6, and it is homogeneous of weight 12, where | | = 2, |q| = 12.
We have F = { , m 4 = 3
In the central 4 × 3 block, the number of entries in the i-th row is u i , and the number of entries in the j-th column is w j−1 .
The factorization is
The bases of M and A constructed above are:
The matrix of structure constants (quantum multiplication by p) with respect to this basis is 
These products determine all others, and we obtain the following orbifold quantum multiplication Orbifold cohomology products are obtained by setting q = 0 in this table. Note that p generates the orbifold quantum cohomology, but not the orbifold cohomology. Ages and degrees are as shown below:
Finally, the pairing on M is given by P i , P j = 1 6 if i + j = 2, P 3 , P 5 = P 5 , P 3 = 1 3 , and P 4 , P 4 = (with all other products zero). In this case we have orbifold classes with fractional degrees. We just state the results, as the calculations are very similar to those in the previous example. First, the data is
, m 3 = 3 and we have
The orbifold quantum multiplication table is
and the pairing is given by P i , P j = 1 3 if i + j = 2, P 3 , P 4 = P 4 , P 3 = (with all other products zero).
Hypersurfaces in weighted projective space
Corti and Golyshev conjectured that the orbifold quantum cohomology of a hypersurface
of degree d is governed by the differential operator
(this operator appears in section 7.3 of [6] without the factors; also in [5] for the Calabi-Yau case s = d, where the factors cancel out). The method of [3] (based on Givental's Mirror Theorem) supports this conjecture in the Fano case, i.e. when s > d.
In the spirit of the preceding sections, we shall give a method which extracts a canonical "abstract orbifold quantum cohomology" ring from this differential operator. We verify that it gives the orbifold quantum cohomology of X 3 ⊆ P(1, 1, 1, 2), a nontrivial example which has been computed geometrically by Corti ([4] ). We shall always assume that s > d, although our approach applies also when s = d (cf. section 6.7 of [9] ).
Since ∂q = q(∂ + 1), we have
which shows that both summands of
contain a factor of ∂. Cancelling this factor from the left hand side, we obtain an operator of order s − 1 (in terms of D -modules, we quotient out by the trivial D -module D /( ∂)). We call 2 this operator T w 1 ,...,wn − qS d−1 :
Here we have assumed that w 0 = 1. For simplicity, we shall also assume that w 1 , . . . , w n are such that no further left-cancellations of the above type are possible. It follows that the D -module
is irreducible. In the general case, an irreducible D -module is obtained by left-cancelling all common factors (see [6] ), and our method can in principle be applied to that.
Observe that the case d = 1 gives T w 1 ,...,wn − q, which is the operator associated with P(w 1 , . . . , w n ), as expected. The case w 1 = · · · = w n = 1 (hence s = n+1) gives ( ∂) n −qS d−1 , which is the operator associated with a degree d hypersurface in CP n , denoted by M d n+1 in [14] . As in section 2, we define
and denote by u 1 , . . . , u k the multiplicities of f 1 , . . . , f k . However, u 1 = n here. We use the notation ∆ i , m i as in section 3. Thus, we have a factorization
The abbreviation T w always means T w0,...,wn .
and we can introduce P 0 = 1 and
The equivalence classes of the operators P 0 , . . . , P s−2 form a basis of the D -module D /(T w 1 ,...,wn − qS d−1 ).
As in section 4, the action of ∂ defines a connection on the bundle whose space of sections is M. However, when d ≥ 2, the connection matrix Ω with respect to the basis P 0 , . . . , P s−2 is not of the form 1 ω. To achieve this form (which is the starting point for the construction of a product operation) we must construct a new basis.
It will be convenient to construct such a basis in two steps.
Step 1 The method of [14] produces a basisP 0 , . . . ,P s−2 , with respect to which the connection matrix has the form 1 ω. Let us review that method here. As in our discussion of the Birkhoff factorization method in section 4, the new basis is given by L −1
In contrast to the situation of section 4, there is no short cut to finding L + here. However, L + can be found as the unique solution of the system of ordinary differential equations
which satisfies the initial condition L + | q=0 = I. It is proved in [14] that the system reduces to a system of algebraic equations for Q 0 , Q 1 , . . . which can be solved by an explicit algorithm.
In the notation of [14] this is M 5 . As this example is worked out in detail in Examples 3.6, 5.4, 6.24, 6.36 of [9] we shall just summarize the results of the calculations.
First, we have the differential operator
).
With respect to the basis P 0 = 1,
The gauge transformation L + = Q 0 (I + Q 1 ) can be found by solving the o.d.e.
+ subject to L + | q=0 = I. This gives
The new basis isP 0 = 1,P 1 = ∂,P 2 = ( ∂) 2 −6q,P 3 = ( ∂) 3 −21q ∂− 6 q, and the matrix of the connection form iŝ
with respect to this basis.
The basisP 0 , . . . ,P s−2 allows us to construct a product operation as in section 4. Unfortunately, this product does not in general satisfy the Frobenius property 3 with respect to the natural pairing (which will be defined below). For this reason it is necessary to modify the basis further.
Step 2 For w 1 = · · · = w n = 1 (see [14] 
Step 2 is unnecessary. For general w 1 , . . . , w n (but still with the assumptions of this section), the combined effects of Step 1 and Step 2 may be described in terms of the general Birkhoff factorization
Step 1 amounts to applying the gauge transformation L −1
Step 2 amounts to applying another gauge transformation G −1 toΩ, giving a connection matrixΩ = 1 ω which satisfies the required condition.
To explain G, we must review the Birkhoff decomposition
, whereŤ denotes the set of homomorphisms from S 1 to the diagonal matrices in GL s−1 C. If γ is restricted to an appropriate subset, e.g. the homomorphisms satisfying a 0 ≤ · · · ≤ a s−2 , then this decomposition is a disjoint union. The "big cell" is the piece given by γ = I; it is a dense open subset of the identity component of ΛGL s−1 C. The "small cells" (where γ = I) have finite codimension in ΛGL s−1 C.
The term "cell" is used here because the decomposition is equivalent to the Λ − GL s−1 C-orbit decomposition
of the infinite-dimensional Grassmannian Gr (s−1) ∼ = ΛGL s−1 C/Λ + GL s−1 C (see section 8.3 of [13] ). It is analogous to the cell decomposition, or cell-bundle 4 decomposition, of a finite-dimensional generalized flag manifold G C /P given by the orbits of an opposite parabolic subgroup.
For (orbifold) quantum cohomology, a modification of Gr (s−1) is needed (see sections 5.3 and 10.4 of [9] ), but we shall just explain the procedure in the case of Gr (s−1) itself, from which all other cases follow. The main point is that the "cell" Λ − GL s−1 C [γ] is diffeomorphic to a unipotent subgroup Λ γ − of Λ − GL s−1 C (Theorem 8.6.3 of [13] ). This shows that any map L which takes values in Λ − GL s−1 C γ Λ + GL s−1 C (and therefore admits at least one factorization
− is the "most economical" choice for L − . The same phenomenon occurs for finite-dimensional generalized flag manifolds. The simplest example is CP n : the i-dimensional cell C i can be described as an orbit of the group of upper triangular matrices in GL n+1 C, but more economically as an orbit of a certain i-dimensional unipotent subgroup (see chapter 14, part III, of [7] ).
Step 2 amounts to extracting the economical factor L c − from L − γ. More precisely, by Theorem 8.6.3 of [13] , we can write
where L f − denotes the "superfluous factor"; this is a polynomial in 
may be regarded as a system of o.d.e. for Z 0 , Z 1 , . . . , which we can attempt to solve as in Step 1.
At this point, however, we have not specified the homomorphism γ. For the moment we just assume that there exists some γ and some G of the above form, so that we havẽ Ω = 1 ω with respect to the new basisP 0 = G −1 ·P 0 , . . . ,P s−2 = G −1 ·P s−2 . Subject to this assumption, we are now ready to construct an "abstract orbifold quantum cohomology ring" , which will be isomorphic to
The product
Let A be the vector space with basis denoted by the symbols 1, p, . . . , p u 1 −1 ;
We define QA to be A⊗C[q 1/(s−d) ] with the product structure specified by saying that the matrix of multiplication by p isω.
The grading
The differential operator T w 1 ,...,wn − qS d−1 is homogeneous of weight 2s − 2, if we assign weights as follows: | | = 2, |∂| = 0, |q| = 2s − 2d. The differential operatorsP 0 , . . . ,P s−1 are also homogeneous, and their weights are by definition the degrees of the corresponding abstract orbifold quantum cohomology classes listed above. Sinceω is homogeneous, this makes QA a graded ring.
Self-adjointness and the pairing
We have the following analogue of Proposition 4.1:
Proof. We omit the proof, which is similar to that of Proposition 4.1, and which will be given in a more general context elsewhere.
The pairing obtained from the natural composition M×M →M * × M → O will be normalized in a different way from Definition 4.2, in order to take account of the degree of the hypersurface:
We can now explain the choice of the homomorphism γ in Step 2 above. It arises from the fact that the isomorphism M →M * is not "homogeneous", in general. We must choose a 0 , . . . , a s−2 with the property that the elements −a 0P 0 ⊙ δ n−1 , . . .
−a s−2P
s−2 ⊙ δ n−1 ofM * have minus the weighted degrees of the elementsP 0 , . . . ,P s−2 (not necessarily in the same order). It is natural to impose the additional condition that a j is independent of j for u 1 + · · · + u i ≤ a j ≤ u 1 + · · · + u i+1 − 1; in this case there is a unique solution
At this point we must extend the ring D to D , −1 i.e. we allow negative powers of .
We have w 0 = w 1 = w 2 = 1, w 3 = 2 and s = 5, d = 3. The differential operator is
We have
}, so u 1 = 3, u 2 = 1. As in section 4 we can display the data as follows:
The factorization of q
where r = 1 2 q 1 2 . Thus, our starting point is the basis P 0 = 1,
We have |r| = 2, so the degrees of these basis elements are 0, 2, 4, 4. With respect to this basis we have
Step 1 The gauge transformation L −1 + is given by
Application of L −1
+ produces the new basisP 0 = P 0 ,P 1 = P 1 ,P 2 = P 2 − 12r 2 P 0 ,P 3 = P 3 − 30rP 1 − 12 rP 0 . With respect to this basis, we haveΩ
We omit the details of this calculation, which is similar to those in [14] .
Step 2 Since the degrees ofP 0 ,P 1 ,P 2 ,P 3 are 0, 2, 4, 4, the degrees of P 0 ⊙ δ 2 ,P 1 ⊙ δ 2 ,P 2 ⊙ δ 2 ,P 3 ⊙ δ 2 are −4, −2, 0, 0, which are not the same as −0, −2, −4, −4. To remedy this, it suffices to replaceP 3 by −1P
3 and repeat the calculation. Thus, we take the homomorphism γ( ) = (1, 1, 1, ) .
To find the gauge transformation G −1 , which is necessarily of the form G −1 = γ −1 Z = γ −1 (Z 0 + 1 Z 1 ), we must attempt to solve the o.d.e.
1 Zω = γΩγ −1 Z + dZ subject to the initial condition Z| q=0 = diag(1, 1, 1,
3
Equating the coefficients of each power of gives a collection of equations for the coefficients of Z 0 , Z 1 andω. These equations can be solved, and produce This is the connection matrix with respect to the new basisP 0 = 1,P 1 = ∂,P 2 =P 2 − 2r P 3 − 6r 2 P 1 ,P 3 = 2 3 P 3 + 2r P 1 (obtained by applying G −1 to the previous basisP 0 ,P 1 ,P 2 ,P 3 ).
Explicit expressions for L f − , E can be read off from the factorization By construction (see the discussion following Definition 6.14 of [9] ), our product satisfies the Frobenius property with respect to the pairing whose matrix is S. The latter happens to agree with the matrix of the orbifold Poincaré pairing from [4] .
This gives rise to an alternative interpretation of Step 2 of our procedure. Namely, starting fromP 0 ,P 1 ,P 2 ,P 3 we apply the Gram-Schmidt orthonormalization procedure to obtain a basis O 0 , O 1 , O 2 , O 3 which is "orthonormal" with respect to the above pairing in the sense that O i , O j = (and O i , O j = 0 otherwise). There are many ways to do this, but a further Birkhoff factorization (of the form L = L − L + ) always produces the above basis P 0 ,P 1 ,P 2 ,P 3 .
The explanation for the uniqueness ofP 0 ,P 1 ,P 2 ,P 3 is as follows. 
