Many Random Number Generators (RNG) are available nowadays; they are divided in two categories, hardware RNG, that provide "true" random numbers, and algorithmic RNG, that generate pseudo random numbers (PRNG). Both types usually generate random numbers (Xn)n as independent uniform samples in a range 0, . . . 2 b − 1, with b = 8, 16, 32 or b = 64. In applications, it is instead sometimes desirable to draw random numbers as independent uniform samples (Yn)n in a range 1, . . . M , where moreover M may change between drawings. Transforming the sequence (Xn)n to (Yn)n is sometimes known as scaling. We discuss different methods for scaling the RNG, both in term of mathematical efficiency and of computational speed.
Introduction
8/3 = 59%
of the input. The waste may be consider as an unnecessary slowdown of the RNG: if the RNG can generate 1 bit in 1µs, then, after the example procedure, the rate has decreased to 1.6µs per bit. Since a lot of effort was put in designing fast RNG in the near past, then slowing down the rate by +60% is simply unacceptable.
Another problem in the example method above is that, although it is quite unlikely, we can have a very long run of "00" bits. This means that we cannot guarantee that the above procedure will generate the next number in a predetermined amount of time.
There are of course better solutions, as this ad hoc method.
Example 2 ([1])
We draw eight random bits, and consider them as a number x in the range 0 . . . 255; if the number is more than 3 5 − 1 = 242, we throw it away and draw eight bits again; otherwise we write x as five digits in base 3 and return these digits as 5 random samples. This is much more efficient! The entropy in the returned five samples is 5 log 2 (3) = 7.92bits; there is a 13/256 probability that we throw away the input, so the expected number of 8-tuples of inputs is 256/253 and then expected number of input bits is 2048/253; all together we are now using 5 log 2 (3) 2048/253 = 97% of the input. In this paper we will provide a mathematical proof (section 2), and discuss some method (section 3), to optimize the scaling of a RNG. Unfortunately after writing this paper it turned out that one of the ideas we are presenting in section 3, was already described in [1] . This paper contains the mathematical proof of the method, the discussion of how best to choose parameters, discussion of its efficiency, and numerical speed tests.
Remark 3
A different approach may be to use a decompressing algorithm. Indeed, e.g., the arithmetic encoder decoding algorithm, can be rewritten to decode a stream of bits to an output of symbols with prescribed probability distributions 2 . Unfortunately, it is quite difficult to mathematically prove that such an approach really does transform a stream of independent equidistributed bits into an output of independent random variables. Also, the arithmetic encoder is complex, and this complexity would slow down the RNG, defeating one of the goals. (Moreover, the arithmetic encoder was originally heavily patented.)
A note on notations. In all of the paper, ns is a nanosecond, that is 10 −9 seconds. When x is a real number, x = floor(x) is the largest integer that is less or equal than x.
Process splitting
Let lN = {0, 1, 2, 3, 4, 5 . . .} be the set of natural numbers.
Let (Ω, A, P) a probability space, let (E, E) be a measurable space, and X a process of i.i.d. random variables (X n ) n∈lN defined on (Ω, A, P) and each taking values in (E, E). We fix an event S ∈ E such that P{X i ∈ S} = 0, 1; we define p S def = P{X i ∈ S}. We define a formal method of process splitting/unsplitting. The splitting of X is the operation that generates three processes B, Y , Z, where B = (B n ) n∈lN is an i.i.d. Bernoulli process with parameter p S , and Y = (Y n ) n∈lN and Z = (Z n ) n∈lN are processes taking values respectively in S and E \ S. The unsplitting is the opposite operation. These operations can be algorithmically and intuitively described by the following pseudocode (where processes are thought of as queues of random variables). The fact that the splitting operation is invertible implies that no entropy is lost when splitting. We will next show a very important property, namely, that the splitting operation preserve probabilistic independence.
Mathematical formulation
We now rewrite the above idea in a purely mathematical formulation.
We define the Bernoulli process (B n ) n∈lN by
and the times of return to success as
whereas the times of return to unsuccess are
it is well known that (U n ), (V n ) are (almost certainly) well defined and finite. We eventually define the processes (Y n ) n∈lN and (Z n ) n∈lN by 
where N = max{u K , v M } and b j ∈ {0, 1} are suitably chosen. Indeed, supposing that N = u K > v M , then we use the success times, and set that b j = 1 iff j = u k for a k ≤ K; whereas supposing that N = v M > u K , then we use the unsuccess times, and set that
Let F K,M be the family of all above events A defined as per equation (7), for different choices of
let A B ⊂ A be the sigma algebra generated by the process B. The above equality (8) proves that F is a base for A B : it is stable by finite intersection, and it generates the sigma algebra A B . Consider again K, M ≥ 1 integers, and events F i , G j ∈ E for i = 0, . . . K, j = 0, . . . M , and the event
let A ∈ F K,M non empty; we want to show that
this will prove that (Y , Z) are independent of B, by arbitriness of (F i ), (G j ), K, M and since F is a base for A B . We fix (u i ), (v j ) and define A as in equation (7); we let N = max{u K , v M } and define (b n ) as explained after equation (8). By defining S
for notation convenience, we can write equation (8) as
the last equality is due to the fact that: when n = u k then b n = 1, when n = v m then b n = 0, and for all other n we have E n = E. Since the last term does not depend on A, that is, on (u i ), (v j ), we obtain that (Y , Z) are independent of B.
The above equality then also shows that
and this implies that Y , Z are processes of independent variables, distributed as in the thesis. By associativity of the independence, we conclude that the random variables B n , Y n , Z n are independent.
Recycling in uniform random number generation
We now restrict our attention to the generation of uniformly distributed integer valued random variables. We will say that R is a random variable of modulus M when R is uniformly distributed in the range 0, . .
We present an algorithm, that we had thought of, and then found (different implementation, almost identical idea) in [1] . We present the latter implementation.
The following algorithm Uniform random by bit recycling in figure 1, given n, will return a random variable of modulus n; note that n can change between different calls to the algorithm. The algorithm has an internal constant parameter N , which is a large integer such that 2N can still be represented exactly in the computer. We must have n < N . 3 The algorithm draws randomness from a function NextBit() that returns a random bit.
Here is an informal discussion of the algorithm, in the words of the original author [1] . At line 10, as r is between 0 and (n * q − 1), we can consider r as a random variable of modulus n * q. As this is divisible by n, then d := (r mod n) will be uniformly distributed, and the quotient r/n will be uniformly distributed between 0 and q − 1.
Note that the theoretical running time is unbounded; we will though show in the next section that an accurate choice of parameters practically cancels this problem.
Mathematical analysis of the efficiency
We recall this simple idea. figure 1 on the previous page will return a sequence of independent and uniformly distributed numbers.
Proof. We sketch the proof. We use the lemma above 5 and the theorem 4. Consider the notations in the second section. The bits returned by the call NextBit() builds up the process X. When reaching the if (line 9 in the pseudocode at page 5), the choice r < n * q is the choice of the value of B n in equation (1) . This (virtually) builds the process B. At line 10 r is a variable in the process Y ; since it is of modulus nq, we return (using the lemma) the remainder as d, that is a random variable of modulus n, and push back the quotient into the state. At line 16 we would be defining a variable in the process Z, that we push back into the state.
The "pushing back" of most of the entropy back into the state recycles the bits, and improves greatly the efficiency.
The only wasted bits are related to the fact that the algorithm is throwing away the mathematical stream B. Theoretically, if this stream would be feeded back into the state (for example, by employing Shannon-Fano-Elias coding), then efficiency would be exactly 100%. 4 Practically, the numbers N and n can be designed so that this is totally unneeded. In particular, this means that each B n in the mathematical stream B contains ∼ 10 −8 bits of entropy, so there is no need to recycle them.
Indeed, in the numerical experiments we found out that the following algorithm wastes ∼ 30 input bits on a total of ∼ 10 9 input bits (!) this is comparable to the entropy of the internal state (and may also be due to numerical error in adding up log 2 () values).
Also, this choice of parameters ensures that the algorithm will never practically loop twice before returning. When the condition in the if at line 9 is false, we will count it as a failure. In ∼ 10 10 calls to the algorithm, we only experienced 3 failures. 
Speed, simple vs complex algorithms
We now consider the algorithm Uniform random simple in 2 on the following page.
Again, when the condition in the if at line 5 is false, we will count it as a failure. This algorithm will always call the original RNG to obtain b bits, regardless of the value of n. When the algorithm fails, it starts again and again draws b bits. This is inefficient in terms of entropy: for small values of n it will produce far less entropy than it consume. But, will it be slower or faster than our previous algorithm? It turns out that the answer pretty much depends on the speed of the back-end RNG (and this is unsurprising); but also on how much time it takes to compute the basic operations "integer multiplications" q * n and "integer division" N/n : we will see that, in some cases, these operations are so slow that they defeat the efficiency of the algorithm Uniform random by bit recycling. if r < n * q then 6:
return r mod n remainder, is random variable of modulus n 7:
end if otherwise, start all over again 8:
until forever 9: end procedure 6 Numerical tests
Architectures
The tests were performed in six different architectures, In the first five cases, the host was running a Debian GNU/Linux or Ubuntu O.S. , and the code was compiled using gcc 4.4, with the optimization flags -march=native -O3 -finline-functions -fno-strict-aliasing -fomit-frame-pointer -DNDEBUG . In the last case, the O.S. was Gentoo and the code was compiled using gcc 4.0 with flags -march=nocona -O3 -finline-functions -fno-strict-aliasing -fomit-frame-pointer -DNDEBUG .
Back-end PRNGs
To test the speed of the following algorithms, we used four different back-end PRNGs.
(sfmt_sse) The SIMD oriented Fast Mersenne Twister(SFMT) ver. 1.3.3 by Mutsuo Saito and Makoto Matsumoto [2] (compiled with SSE support) (xorshift) The xorshift generator by G. Marsaglia [4] (sfmt_sse_md5) as sfmt_sse above, but moreover the output is cryptographically protected using the MD5 algorithm (bbs260) The Blum-Blum-Shub algorithm [5] , with two primes of size ∼ 130bit.
The last two were home-made, as examples of slower but (possibly) cryptographically strong RNG 6 . All of the above were uniformized to implement two functions, my_gen_rand32() and my_gen_rand64(), that return (respectively) a 32bit or a 64bit unsigned integer, uniformly distributed. The C code for all the above is in the appendix B.1. The speeds of the different RNGs are listed in the tables in sec. A.1 on page 10.
We also prepared a simple counter "RNG" algorithm, that returns numbers that are in arithmetic progression; since it is very simple, it is useful to assess the overhead complexity in the testing code itself; this overhead is on the order of 2 to to 4 ns, depending on the CPUs.
Ad hoc functions
We implemented some ad hoc functions, that are then used by the uniform RNGs (that are described in the next section).
NextBit returns a bit

Next2Bit returns two bits
NextByte returns 8 bits
NextWord returns 16 bits
For any of the above, we prepared many variants, that internally call either the my_gen_rand32() or my_gen_rand64() calls (see the C code in sec. B.2 on page 20) and then we benchmarked them in all architecture, to choose the faster one (that is then used by the uniform RNGs).
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We also prepared a specific method (that is not used for the uniform RNGs):
NextCard returns a number uniformly distributed in the range 0 . . . 51 (it may be thought of as a card randomly drawn from a deck of cards).
The detailed timings are in the tables in sec. A.1 on page 10.
Uniform RNGs
We implemented nine different versions of uniform random generators. The C code is in B.3 on page 23; we here briefly describe the ideas. Four versions are based on the "simple" generator in fig. 2: uniform_random_simple32 uses 32bit variables internally, N = 2 32 − 1, and consumes a 32bit random number, (a call to my_gen_rand32()) each time uniform_random_simple40 uses 64bit variables internally, N = 2 40 , and calls my_gen_rand32() and NextByte() each time uniform_random_simple48 uses 64bit variables internally, N = 2 48 , and calls my_gen_rand32() and NextWord() each time uniform_random_simple64 uses 64bit variables internally, N = 2 64 − 1, and calls my_gen_rand64() each time.
Then there are three versions based on the "bit recycling" generator in fig. 1 (all use 64bit variables internally):
uniform_random_by_bit_recycling is the code in fig. 1 (but it refills the state by popping two bits at a time)
uniform_random_by_bit_recycling_faster it refills the state by popping words, bytes and pairs of bits, for improved efficiency uniform_random_by_bit_recycling_cheating as the "faster" one, but the if/else block is not implemented, and the modulus r mod n is always returned; this is not mathematically exact, but the probability that it is inexact is ∼ 2 −30 .
Moreover there are "mixed" methods uniform_random_simple_recycler uses 32bit variables internally, keeps an internal state that is sometimes initialized but not refilled each time (so, it is useful only for small n), uniform_random_by_bit_recycling_32 when n < 2 29 , it implements the "bit recycling" code using 32bit variables; when 2 29 ≤ n < 2 32 , it implements a "simple"-like method, using only bit shifting.
We tested them in all of the architectures, for different values of the modulus n, and graphed the results (see appendix A.2.1 on page 11).
Timing
To benchmark the algorithms, we computed the process time using both the Posix call clock() (that returns an approximation of processor time used by the program) and the CPU TSC (that counts the number of CPU ticks). When benchmarking one of the above back-end RNGs or the ad hoc functions, we called it in repeated loops of 2 24 iterations each, repeating them for at least 1 second of processor time; and then compared the data provided by TSC and clock(). We also prepared a statistics of the values cycles_per_clock := ∆TSC ∆clock() so that we could convert CPU cycles to nanoseconds; we verified that the standard deviation of the logarithm of the above quantity was usually less than 1%.
To avoid over-optimization of the compiler, the results of any benchmarked function was xor-ed in a bucket variable, that was then printed on screen.
During benchmarking, we disabled the CPU power-saving features, forcing the CPU to be at maximum performance (using the cpufreq-set command) and also we tied the process to one core (using the taskset command).
Unfortunately the clock() call, in GNU/Linux systems, has a time resolution of 0.01sec, so it was too coarse to be used for the graphs in section A.2.1: for those graphs, only the TSC was used (and then cycles were converted to nanoseconds, using the average value of cycles_per_clock).
Conclusions
While efficiency is exactly mathematically assessed, computational speed is a more complex topic, and sometimes quite surprising. We report some considerations.
In our Intel
TM CPUs running in 32bit mode, integers divisions and remainder computation using 64bit variables are quite slow: in HW1, each such operations cost ∼ 15ns.
2. Any bit recycling method that we could think of needs at least four arithmetic operations for each result it produces; moreover there is some code to refill the internal state.
3. In the same CPUs, the cost of bit shifting or xor operations are on the order of 3 ns, even on 64bit variables; moreover the back-ends sfmt_sse and xorshift can produce a 32bit random number in ∼ 5 ns.
4. So, unsurprisingly, when the back end is sfmt_sse and xorshift, and the Intel TM CPU runs in 32bit mode, the fastest methods are the "simple32" and "simple_recycler" methods, that run in ∼ 10ns; and the bit recycling methods are at least 5 times slower than those.
5. When the back-end is sfmt_sse and xorshift, but the the Intel TM CPU runs in 64bit mode, the fastest method are still the "simple32" and "simple_recycler" methods; the bit recycling methods are twice slower.
6. When the back-ends RNGs are sfmt_sse or xorshift, in the AMD TM CPUs, the "simple32" and "simple_recycler" take ∼ 40ns; this is related to the fact that 32bit division and remainder computation need ∼ 20ns (as is shown in sec. A.2.2). So these methods are much slower than the back-ends RNGs, that return a 32bit random number in ∼ 6ns.
One consequence is that, since the uniform_random_by_bit_recycling_32 for n > 2 29 uses a "simple"-like method with only bit shifting, then it is much faster than the "simple32" and "simple_recycler".
What we cannot explain is that, in the same architectures, the NextCard32 function, that implements the same type of operations, runs in ∼ 8ns (!) (We also tried to test the above with different optimizations. Using the xorshift back-end, setting optimization flags to be just -O0, NextCard32 function takes ∼ 21ns; setting it to -O, it takes ∼ 12ns.) 7. The back-end RNGs sfmt_sse_md5 or bbs260, are instead much slower, that is, sfmt_sse_md5 needs ∼ 300 ns to produce a 32bit number, and bbs260 needs ∼ 500 ns when the CPU runs in 64bit mode and more than a microsecond (!) in 32bit mode.
In this case, the bit recycling methods are usually faster. Their speed is dominated by how many times the back-end RNGs is called, so it can be estimated in terms of entropy bitrate, and indeed the graphs are (almost) linear (since the abscissa is in logarithmic scale).
8. One of the biggest surprises comes from the NextCard functions: there are four implementations,
• using 64bit or 32bit variables;
• computing a result for each call, or precomputing them and storing in an array (the "prefilled" versions).
The speed benchmarks give discordant results. When using the faster back-ends sfmt_sse and xorshift, the "prefilled" versions are slower. When using the slower back-ends sfmt_sse_md5 or bbs260, the 64bit "prefilled" version is the fastest in Intel TM CPUs; but it is instead much slower than the "non prefilled" version in AMD TM CPUs. It is possible that the cache misses are playing a rôle in this, but we cannot provide a good explanation.
Curiously, in some Intel
TM CPUs, the time needed for an integer arithmetic operation depends also on the values of the operands (and not only on the bit sizes of the variable)! See the graph in sec. A.2.2. So, the speed of the functions depend on the value of the modulus n. This is the reason why some the graphs are all oscillating in nature.
In particular, when we looked at the graphs for Core 2 architectures in 32bit mode, by looking at the graphs of the functions simple_40, simple_48 (where N = 2 40 , 2 48 constant) we noted that the operations q := N/n, qn := n * q are ∼ 10 ns slower when n < N 2 −32 than when n > N 2 −32 . This is similar to what is seen in the graphs in sec. A.2.2.
Instead the speed graphs in AMD TM CPUs are almost linear, and this is well explained by the average number of needed operations.
Summarizing, the speeds are quite difficult to predict; if a uniform random generator is to be used for n in a certain range, and the back-end RNG takes approximatively as much time as 4 integer operations in 64bits, then the only sure way to decide which algorithm is the fastest one is by benchmarking. If a a uniform random generator is to be used for a constant and specific n (such as in the case of the NextCard function), there may be different strategies to implement it, and again the only sure way to decide which algorithm is the fastest one is by benchmarking.
A Test results
A.1 Speed of back-end RNGs and Ad hoc functions
These tables list the average time (in nanoseconds) of the back-end RNGs and the ad hoc functions (see the C code in sec. B.2 on page 20); these same data are plotted as red crosses in the plots of the next section. For each family, the fastest function is marked blue; competitors that differ less than 10% are italic and blue; competitors that are slower more than 50% are red. 
A.2 Graphs
In all of the following graphs, the abscissa is n, (that is the modulus of the uniform RNGs); the abscissa is in log-scale (precisely, it contains all n from 2 to 32, and then n is incremented by n/32 up to 2 32 , for a total of 733 samples). The number in parentheses near the graph labels are the average time for call (in nanoseconds; averaged in the aforementioned log scale).
A.2.1 Uniform random generators
To reduce the size of the labels, we abbreviated uniform_random_by_bit_recycling as bbr, and uniform_random_simple as simple. (61) bbr_cheating (51) simple_64 (30) simple_48 (28) simple_40 (25) bbr32 ( (132) bbr_faster (91) bbr_cheating (75) simple_64 (56) simple_40 (44) simple_48 (42) bbr32 (29) simple_recycler (15) simple_32 ( (85) simple_40 (81) simple_48 ( (75) simple_40 (72) simple_48 ( (42) bbr_cheating (37) simple_48 (31) simple_40 (31) simple_64 (29) bbr32 (28) simple_recycler (14) simple_32 ( (40) bbr_cheating (36) bbr32 (28) simple_48 (27) simple_40 (27) simple_64 (26) simple_32 (17) (111) bbr_faster (65) bbr_cheating (48) simple_48 (35) simple_64 (30) simple_40 (26) bbr32 (22) simple_recycler (11) simple_32 ( (161) bbr_faster (100) bbr_cheating (70) simple_48 (52) simple_64 (45) simple_40 (45) bbr32 (33) simple_recycler (16) simple_32 ( (86) simple_40 (79) simple_48 ( (75) simple_40 (70) simple_48 ( (43) bbr_cheating (36) bbr32 (31) simple_48 ( (40) bbr_cheating (38) simple_48 (28) simple_40 (27) simple_64 (27) bbr32 (22) (356) simple_64 (297) simple_32 (284) bbr (234) simple_recycler (206) bbr_faster (205) (525) simple_64 (437) simple_32 (416) bbr (343) simple_recycler (303) bbr_faster (302) bbr_cheating (288) bbr32 ( (1056) simple_64 (969) simple_40 (930) simple_32 (823) simple_recycler (593) bbr32 (348) bbr ( (1425) simple_40 (1375) simple_32 (1213) simple_recycler (871) bbr32 (513) bbr (508) 
A.2.2 Integer arithmetic
typedef uint64_t st; st div32(uint32_t n) { return my_gen_rand32() / n ; } st div32_24(uint32_t n) { return (my_gen_rand32() & 0xFF000000) / n ; } st div48(uint32_t n) { uint64_t r = my_gen_rand32(), m = r << 16; return m / n ; } st div64(uint32_t n) { uint64_t m = my_gen_rand64() / n ; return m; } st mod32(uint32_t n) { return my_gen_rand32() % n ; } st mod32_24(uint32_t n) { return (my_gen_rand32() & 0xFF000000) % n ; } st mod48(uint32_t n) { uint64_t r = my_gen_rand32(), m = r << 16; return m % n ; } st mod64(uint32_t n) { uint64_t m =my_gen_rand64() % n ; return m; } st prod32(uint32_t n) { return my_gen_rand32() * n ; } st prod32_24(uint32_t n) { return (my_gen_rand32() & 0xFF) * n ; } st prod48(uint32_t n) { uint64_t r = my_gen_rand32(), m = r << 16; return m * n ; } st prod64(uint32_t n) { uint64_t m = my_gen_rand64() * n ; return m; } (16) div48 (16) prod64 (8) mod32_24 (7) div32_24 (7) mod32 (7) div32 (7) prod32_24 (6) prod48 (6) prod32 ( (16) mod48 (12) div48 (10) prod64 (6) prod48 (6) mod32_24 (5) div32_24 (5) div32 (5) mod32 (5) prod32_24 (4) prod32 ( (34) mod32_24 (21) div32_24 (21) mod32 (21) div32 (21) prod64 (7) prod32_24 (6) prod48 (6) prod32 ( ad hoc mod64 (15) div64 (15) mod48 (13) div48 (13) mod32 (8) mod32_24 (8) div32_24 (8) div32 (8) prod64 (6) prod32 (4) prod48 (4) prod32_24 (4) 
B Code
The complete C code is available on request. The code that we wrote is licensed according to the Gnu Public License v2.0. (The SFMT code is licensed according to a modified BSD license -they are considered to be compatible).
In the following code, the macro COUNTBITS was used in testing efficiency; and was disabled while testing speeds.
B.1 Back-end RNGs
// //to compile this code, define RNG, by using 'gcc .... -DRNG=n', where n is // 1 -> SFMT , by M. Saito and M. Matsumoto // 2 -> SFMT + md5 // 3 -> xorshift , by Marsaglia // 4 -> Blum Blum Shub with~128bit (product of two~31bit primes) (only on amd64, using gcc 128 int types) // 5 -> Blum Blum Shub with~260bit modulus (product of two~130bit primes) //disclaimer: methods 2,4,5 are not guaranteed to generate high quality pseudonumbers; they were used // only to test the code speed /*************** SFMT ***/ #if 1==RNG #ifdef HAVE_SSE2 char *RNGNAME="SFMT (sse)"; char *RNGNICK="sfmt_sse"; #else char *RNGNAME="SFMT"; char *RNGNICK="sfmt"; #endif #include "SFMT.h" uint32_t my_gen_rand32() { uint32_t r=gen_rand32(); COUNTBITS(32); return r; } uint64_t my_gen_rand64() { uint64_t r=gen_rand64(); COUNTBITS(64); return r; } void my_init_gen_rand(uint32_t seed) { init_gen_rand(seed); } /*************** SFMT + md5 ***/ #elif 2==RNG #ifdef HAVE_SSE2 char *RNGNAME="SFMT (sse) + md5"; char *RNGNICK="sfmt_sse_md5"; #else char *RNGNAME="SFMT + md5"; char *RNGNICK="sfmt_md5"; #endif #include "SFMT.h" #include "md5. (4); init_gen_rand(seed); } /*************** xorshift , by Marsaglia***/ #elif 3==RNG char *RNGNAME="xorshift"; char *RNGNICK="xorshift"; static uint32_t __xorshift__x = 123456789; static uint32_t __xorshift__y = 362436069; static uint32_t __xorshift__z = 521288629; static uint32_t __xorshift__w = 88675123; uint32_t my_gen_rand32(void) { uint32_t t; t = __xorshift__x^(__xorshift__x << 11); __xorshift__x = __xorshift__y; __xorshift__y = __xorshift__z; __xorshift__z = __xorshift__w; COUNTBITS(32); return __xorshift__w = __xorshift__w^(__xorshift__w >> 19)^(t^(t >> 8)); } uint64_t my_gen_rand64() { uint64_t a=my_gen_rand32(), r = (a << 32) | my_gen_rand32(); return r; } void my_init_gen_rand(uint32_t seed) { __xorshift__x = 123456789^seed; __xorshift__y = 362436069; __xorshift__z = 521288629; __xorshift__w = 88675123; } /******************** Blum Blum Shub (needs amd64 arch) *******************/ #elif 4==RNG char *RNGNAME="Blum Blum Shub (64bit)"; char *RNGNICK="bbs64"; ; } /***********************************************************/ /******************** Blum Blum Shub *******************/ #elif RNG==5 char *RNGNAME="Blum Blum Shub (260bit)"; char *RNGNICK="bbs260"; #include "gmp. 0x1, 0x2, 0x4, 0x8 , 0x10, 0x20, 0x40, 0x80, 0x100, 0x200, 0x400, 0x800, 0x1000, 0x2000, 0x4000, 0x8000, 0x10000, 0x20000, 0x40000, 0x80000, 0x100000, 0x200000, 0x400000, 0x800000, 0x1000000, 0x2000000, 0x4000000, 0x8000000, 0x10000000, 0x20000000, 0x40000000, 0x80000000 if(unlikely(l<=0)) { R=my_gen_rand64(); l=64; } unsigned int bit=R&1; R>>=1; l--; return bit; } //draws one card from a deck of 52 cards, using 32bit variables unsigned int NextCard32() { static int l=0; static uint32_t R=0; if(unlikely(l<=0)) { R=my_gen_rand32(); l=5; } l--; unsigned int c = R % 52; R /= 52; return c; } //draws one card from a deck of 52 cards, using 64 bit variables unsigned int NextCard64() { static int l=0; static uint64_t R=0; if(unlikely(l<=0)) { R=my_gen_rand64(); l=11; } l--; unsigned int c = R % 52; R /= 52; return c; } //draws one card from a deck of 52 cards, using 32 bit variables //and prefilling an array in memory unsigned char __32saved_cards [5] ; unsigned int NextCard32_prefilled() { static int l=0; if(unlikely(l<=0)) { uint32_t R=my_gen_rand32(); //52**5 < 2**32 __32saved_cards 
B.3 Uniform random generators
In the following code, the macro COUNTFAILURES was used in testing efficiency; and was disabled while testing speeds.
// /********** uniform_random_by_bit_recycling this implements the pseudocode in page 5 (but pops 2 bits at a time) *******************/ uint32_t uniform_random_by_bit_recycling(uint32_t n) { static uint64_t m = 1, r = 0; const uint64_t N62=((uint64_t)1)<<62; while(1) { while(m<N62) { //fill the state r = (r<<2) | Next2Bit();} uint32_t d = r % n; r = r/n; m = m/n; return d; } /********** uniform_random_by_bit_recycling32 this implements the pseudocode in page5 but only using 32bit variables, so it has some special methods when n>=2^29 *******************/ uint32_t uniform_random_by_bit_recycling32(uint32_t n) { const uint32_t N29=((uint32_t)1)<<29, N30=((uint32_t)1)<<30, N31=((uint32_t)1)<<31, N24=((uint32_t)1)<<24; //special methods if(n>=N31) { while(1) { uint32_t r = my_gen_rand32(); if( likely(r < n) ) { return r; } else { COUNTFAILURES(); } }} if(n>=N30) { while(1) { uint32_t r = my_gen_rand32() >> 1; if( likely(r < n) ) { return r; } else { COUNTFAILURES(); } }} if(n>=N29) { while(1) { uint32_t r = my_gen_rand32() >> 2; if( likely(r < n) ) { return r; } else { COUNTFAILURES(); } }} //usual bit recycling static uint32_t m = 1, r = 0; while(1) { while(m<N24) { //fill the state r = (r<<8) | NextByte(); m = m<<8; } while(m<N30) { //fill the state r = (r<<2) | Next2Bit(); m = m<<2; } uint32_t q=m/n, nq=q*n; if(likely( r < nq) ) { uint32_t d = r % n; //remainder, is a random variable of modulus n r = r/n; //quotient, is random variable of modulus q m = q; return d; } else { COUNTFAILURES(); m = m -nq; r = r -nq; // r is still a random variable of modulus m } } } /********** uniform_random_simple_64 this is a simple implementation, found in many random number libraries this version uses 64 bit variables *******************/ uint64_t r = my_gen_rand32(); r=(r<<8) | NextByte(); //create 40 bits random numbers if( likely(r < nq) ) { uint32_t d = r % n; //remainder, is a random variable of modulus n return d; } else { COUNTFAILURES(); } } } uint32_t uniform_random_simple_48(uint32_t n) { const uint64_t N=((uint64_t)1)<<48; uint64_t q = N/n, nq=((uint64_t)n) * q; while(1) { uint64_t r = my_gen_rand32(); r=(r<<16) | NextWord(); //create 48 bits random numbers if( likely(r < nq) ) { uint32_t d = r % n; //remainder, is a random variable of modulus n return d; } else { COUNTFAILURES(); } } } //
