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1. Introduction
The general aim of model approximation is to replace a complex dynamical sys-
tem by a simpler, less complex one without undue loss of accuracy. Model approxi-
mation techniques have been proven to be of paramount interest in engineering and
in areas where modeling, control and system identification are the key elements in
the analysis and synthesis of dynamical systems. In econometrics and statistical data
analysis, model approximation is commonly used to reduce the order of high-order
regression models. In identification, spectral estimation and control system design,
high-order systems are typically used as basis for lower-order approximants.
Many techniques have been developed for approximating a complex system by a
simpler one. The standard paradigm is to approximate a linear time-invariant system
of McMillan degree n by another linear time-invariant system of lower degree such
that the behavior of the approximate system resembles that of the original, more
complex system. Balanced truncations [7,20,24,31,35], optimal Hankel norm re-
ductions [1,17,30,44], spectral reductions [25], Padé approximations [5], projection
techniques [45], complexity reduction of system graphs [10,13] and model reduc-
tions by means of Akaike’s canonical correlations [2,23,34] are common examples of
this theme. See also [4,19,33,36] for other seminal contributions in this field. In many
such theories, systems are assumed to be stable, in input–output form and often with
stochastic assumptions on system variables. In spite of the unquestionable strength
and widespread applications of these approximation techniques, this paradigm has,
however, some important shortcomings.
Firstly, few techniques provide quantitative insight in the question of the accuracy
of the approximate model with respect to the original, complex one. Many model
reduction techniques are based on heuristic procedures and the quality of the ap-
proximate model is usually judged on the basis of visual inspection of typical system
responses, such as frequency responses, impulse responses, etc. Obviously, the lack
of a rigorous quality assessment of approximate models is unsatisfactory from a
system theoretic point of view.
Secondly, many models of physical and economical systems do not allow an obvi-
ous or natural representation in input–output form. Assuming an input–output struc-
ture to be present is undesirable for at least two reasons. The first is a pragmatic one:
if a system has no obvious partitioning of variables in inputs and outputs, there seems
little reason to assume one. Second, the non-uniqueness of such a partitioning implies
that different choices of input and output variables lead to different approximate
models. The implications of this non-uniqueness for model approximation has never
been subject of investigation.
Thirdly, the fact that many model approximation techniques assume systems to
be stable constitutes a severe limitation for many practical situations.
The present paper is motivated by these shortcomings. We investigate an optimal
model approximation problem for the class of linear time-invariant systems on dis-
crete time. To formalize this problem, we give concise definitions of model classes,
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and discuss notions such as system complexity and system accuracy. Following the
behavioral framework [49–51], systems will be defined as sets of time series. It is a
distinctive feature of our approach that system variables are treated in a symmetric
way without an explicit identification of input and output variables, without stabil-
ity assumptions, and without reference to a specific representation of the system.
Roughly speaking, we address the question of synthesizing a linear time-invariant
dynamical system whose state dimension is strictly smaller than the one of a given
system, and such that the angle between the two systems is minimized. The angle
between two systems is defined in a worst-case sense, as the largest angle that can
occur between the trajectories in one system and their closest approximations in
the other. Here, ‘closest approximation’ will be understood in a deterministic least
squares sense. The angle between two systems is equivalent to the gap between two
closed subspaces.
The main results of this paper can be summarized as follows. Firstly, we introduce
the concept of past–future links of a dynamical system, which can be considered as a
generalization of the Hankel singular vectors of a transfer function to systems that do
not rely on an input–output structure. Secondly, the optimal approximation problem
is solved for reduction of the degree by one. It is shown that a sequential applica-
tion of this reduction is not optimal. Thirdly, our approach employs the standard
2-geometry, is representation free and entirely in the time-domain.
The outline of the paper is as follows. Section 2 introduces the relevant model
class and contains basic definitions and preliminaries. The optimal angle reduction
problem is formulated in Section 3. In Section 4, we introduce the concept of canoni-
cal past–future links, and in Section 5 it is shown how truncation of these links gener-
ates optimal angle approximants. Section 6 describes how this reduction technique is
implemented in terms of canonical isometric state representations. Explicit reduction
formulas are given, together with some error bounds for lower-order approximations
derived from sequential reductions. In Section 7, we compare the approach with
some other reduction techniques, in particular we point out the relation with opti-
mal Hankel norm approximations, and explain the connection between past–future
links and realizations of output balanced normalized (doubly) coprime factorizations.
Section 8 contains a numerical example.
To make the paper as self-contained as possible, we have incorporated many
proofs of basic system properties. We believe that this enhances the tutorial value
of the paper. Some early results of this work have been published in [41–43].
1.1. Notation
Integers, positive integers, and the real and complex numbers are denoted by
Z,N,R and C, respectively. Z+ and Z− denote the non-negative and negative el-
ements of Z, respectively. For T ⊆ Z and a normed finite dimensional vector space
(W, ‖ · ‖) we define (T ,W) := WT and 2(T ,W) := {w ∈ (T ,W)|∑t∈T ‖wt‖2
<∞}. The latter space becomes a Hilbert space when equipped with its usual
192 B. Roorda, S. Weiland / Linear Algebra and its Applications 337 (2001) 189–235
inner product, 〈·, ·〉, and is also denoted as 2 or q2 if the dimension q = dim(W) is
relevant for the context. Further, −2 := 2(Z−,W) and +2 := 2(Z+,W). For any
of these sets, the symbol 0 will indicate the zero-element, and ek is the kth unit pulse
defined as the time series which is zero except for a unit entry at its kth component
at time t = 0. The evaluation of a time series w ∈ (T ,W) at time t ∈ T will be
denoted as wt . Multiple evaluations will be denoted as {. . . ,w−2,w−1|w0,w1, . . .},
where the symbol | is used to separate evaluations in Z− and Z+. For T ′ ⊂ T ⊆ Z,
we denote the restriction of w ∈ (T ,W) and B ⊆ (T ,W) to T ′ by wT ′ and BT ′ .
For k ∈ Z, σ k : 2 → 2 denotes the k-shift (σ kw)t = wt+k . We refer to left-shifts if
k > 0 and to right-shifts if k < 0. Left-shifts are also applied to +2 and right-shifts
to −2 , with obvious definitions. If w ∈ 2 is a multivariate time series, then shifts(w)
denotes the collection of all shifts of w, i.e., shifts(w) := {σkw | k ∈ Z}. The sym-
bol ⊥ is defined, given w,w′ ∈ 2, as w ⊥ w′ :⇔ 〈w,w′〉 = 0. If B,B′ ⊆ 2, then
B ⊥ B′ means that w ⊥ w′ for all w ∈ B and w′ ∈ B′. The symbol ∧
t
denotes the
concatenation product of time series at time t, i.e. w∧
t
w′ denotes the time series
{. . . ,wt−2,wt−1,w′t ,w′t+1, . . .}. We write ∧ for ∧t if the concatenation instant t is
obvious from the context. For n ∈ N, In is the n× n identity matrix, ek is the kth
standard unit vector of Rn, and Ek ∈ Rn×(n−1) is the matrix In from which the kth
column has been removed.
2. Systems
2.1. Dynamical systems
The model class which we consider in this paper will be defined in an abstract,
representation free way and has transfer function and state space models as special
cases. To introduce the model class, we follow the language of the behavioral frame-
work initiated by Willems in [49–51]. A dynamical system is a set B of mappings
w : T → W defined on a time set T and taking values in a signal space W. A dynam-
ical system is therefore a subset B ⊆ (T ,W). Elements in B are called trajectories
and we sometimes refer to B as the behavior. In this paper we exclusively consid-
er systems with discrete time set T = Z and finite dimensional real-valued signal
spaces W = Rq .
We consider systems which are subspaces of the Hilbert space 2 of square sum-
mable time series. Specifically, a system B ⊆ (T ,W) is called linear if it is a linear
subspace of (T ,W). It is called time-invariant if w ∈ B implies that the k-shifted
trajectory σkw belongs to B for any integer k ∈ Z. Further, B ⊆ (T ,W) is said
to be 2-complete if a trajectory w belongs to B, whenever w ∈ 2 and its restric-
tions wl belong to Bl for all (finite) intervals l ⊂ Z. Hence, 2-complete systems
are subsets of 2 whose elements can be verified on the set of all restrictions to fi-
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nite intervals. Linearity, time-invariance and 2-completeness define the system class
which we study in this paper.
Definition 2.1 (System class). The system class Bq is the set of all linear, time-
invariant and 2-complete systems B ⊆ 2(Z,Rq). We write B for Bq where the
dimension q of the signal space need not be specified.
This system class can be given various interpretations. It allows us to interchange-
ably consider systems in the time domain and in the frequency domain. Indeed, since
2 is unitarily isomorphic to the space L2 of complex valued functions which are
square integrable on the unit circle, we can identify B ∈ B with its bilateral Laplace
transform. With this isomorphism, systems B ∈ B closely resemble the L2-graph
of a linear operator as introduced in [8,46]. The L2-graph of a rational multiplica-
tion operator on L2 (all possible L2-bounded input–output pairs which are com-
patible with the operator) is isomorphic with a system B ∈ B (see Proposition 2.2
below). The role of the L2-graph has been the subject of numerous investigations
in the context of stability, coprime factor model uncertainty and robust stabilization
[10,12–16,32,47,48]
Some topological considerations on the system class B are the following. Systems
in B are closed in the 2 topology. However, not every closed subspace of 2 is an
element of B. Linear, time-invariant systems which are closed in the topology of
pointwise convergence have been the main topic of investigation in [49–51]. This
system class coincides with the ubiquitous class of linear, time-invariant systems
which admit finite dimensional state space representations, but is essentially dif-
ferent from B. Indeed, every linear, time-invariant subset B′ ∈ (Z,W) which is
closed in the topology of pointwise convergence, generates a system B ∈ B by the
restriction B := B′ ∩ 2, but this restriction is, in general, not injective. That is, two
linear, time-invariant systems B′,B′′ ∈ (Z,W), closed in the topology of pointwise
convergence may satisfy B′ ∩ 2 = B′′ ∩ 2 even though B′ /= B′′. We will see that
B are those closed subspaces of 2 that admit a finite dimensional realization, cf.
[51–53].
To further motivate the relevance of the system class B, we summarize some
results pertaining to representations of elements in B. Associate with a rational mul-
tiplication operator H ∈ Rp×m(z) its 2-graph graph(H) := {(u, y) ∈ 2 | y = Hu},
where u and y are the Laplace (or z-)transforms of u and y, respectively.
Proposition 2.2. The following statements are equivalent:
1. B ∈ Bq .
2. B = {w ∈ q2 |R(σ)w = 0} for some polynomial matrix R ∈ Rp×q [z] with p ∈{0, . . . , q}.
3. B = {w ∈ q2 |w = M(σ)v, v ∈ (Z,Rm)} for some polynomial matrix M ∈
Rq×m[z] with m ∈ {0, . . . , q}.
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4. B =  graph (H) for some coefficient permutation matrix  and rational multi-
plication operator H ∈ Rp×m(z) with p +m = q.
5. B = {w ∈ q2 |w = Gv, v ∈L2} for some rational multiplication operator G ∈
Rq×m(z), bounded on |z|  1 and isometric in that ‖Gv‖ = ‖v‖ for all v ∈L2.
For a proof we refer to [21,52]. Item 2 of Proposition 2.2 states that systems in
B coincide with the square summable solutions of a finite number of autoregres-
sive 2 deterministic difference equations of finite order. The number of difference
equations, p, can, in fact, be chosen <q for non-trivial systems, so that the repre-
sentations in statement 2 define underdetermined sets of equations in the variable w.
Item 3 implies that every system in B allows a moving average representation by a
polynomial matrix operator in the shift, which acts on square summable time-series.
The fourth item in Proposition 2.2 shows that every system in B is the 2-graph of
a rational transfer function which maps inputs to outputs. The equivalence between
statement 1 and 5 will be proven in Section 6.
Example 2.3. The system
D =
{
w =
(
u
y
)
∈ 22
∣∣ yt = ut − ut−1} (2.1)
will be used as a simple illustration of notions throughout. This is a system in B2. It
models ‘taking first differences’, as the second component is the first difference of
the first component.
2.2. Rank and degree
The dimension of a system restricted to a (finite) time-window is a useful measure
of the complexity of a system. The definition of system complexity will be based on
the following fact.
Lemma 2.4. For every system B in Bq there exists a pair of integers (m, n) such
that dim(B[0,N−1]) = mN + n for all N  n.
Proof. A proof is given in [38] and based on results in [49,50]. As the argument
is also needed in other proofs, we give a (slightly adapted) proof. Let B ∈ Bq and
consider the integers Lk := dim{w ∈ Rq | 0 ∧ w ∈ B[−k,0]}. Then dim(B[0,N−1]) =∑N−1
k=0 Lj and the sequence {Lk} is non-increasing and bounded by q. Consequently,
the limit L∗ := limk→∞ Lk exists and is achieved for some finite k∗ ∈ Z+. This im-
plies that for all N  k∗, dim(B[0,N−1]) = mN + n with m = L∗ and n =∑k∗−1k=0
2 No stochastics is implied by this terminology. See [38] for a comparison with stochastic ARMA
models.
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(Lk − L∗). Finally, all terms in the latter summation are at least one, so k∗  n and
hence the dimension formula is valid for all N  n. 
Definition 2.5 (Rank, degree, complexity). The complexity of a dynamical system
B ∈ Bq is the pair of integers (m, n) such that dim(B[0,N−1]) = mN + n for all
N  n. The number m is called the rank of the system, q −m its co-rank, and n its
degree.
For future reference we list some basic properties of rank and degree.
Lemma 2.6. Let B ∈ Bq and let (m, n) denote its complexity. Then:
1. 0  m  q. If m = 0, then n = 0 and B = 0; if m = q, then n = 0 and B = q2 .
2. dim{w ∈ B[0,N−1] | 0∧
0
w ∈ B(−∞,N−1]} = dim{w ∈ B[0,N−1] |w∧
N
0 ∈ B[0,∞)}
= mN .
3. If m /= 0, then B contains a non-zero trajectory of finite support.
Proof. 1. As 0  dim B[0,N ] − dim B[0,N−1]  q. If m = 0, then dim B[0,N−1] =
n for all N  n, and hence dim B = n. So B is of finite dimension (as a vector
space), and hence for every w ∈ B the elements w, σw, . . . , σ nw are linearly de-
pendent. Hence, w satisfies an equation of the form α0wt + · · ·αnwt+n = 0, where
αi ∈ R. Each component of w is therefore a polynomial–exponential time series. But
since the only square summable polynomial–exponential time series is 0, it follows
that B = 0 and n = 0. If m = q, then B[0,N−1] = ([0, N − 1],Rq) for all N. By
Lemma 2.4, n = 0 and 2-completeness of B implies that B = q2 .
2. Let l ⊂ Z be an interval of length N and define B0∧l as the subspace of Bl
whose trajectories can be preceded by zeros in B. It follows from the definition of
L∗ (= m) in the proof of Lemma 2.4 that B0∧l has dimension mN. Similarly, the
dimension of B∧0l , the subspace of Bl whose trajectories can be followed by zeros,
also has dimension mN.
3. Let l ⊂ Z be an interval of length N and define B0l := {w ∈ Bl | 0 ∧ w ∧ 0 ∈
B}. Then
B0l = B0∧l ∩B∧0l (2.2)
and both sets in the right-hand side are mN-dimensional subspaces of Bl, which
itself has dimension mN + n for N  n. Hence
mN − n  dim B0l  mN (2.3)
for all N  n (in fact it equals the lower bound). Since the lower bound is strictly
positive if m /= 0 and N > n, we conclude that B contains a non-zero trajectory of
finite support. 
The first statement implies that all 2-systems in one variable (i.e., with q = 1)
are trivial. The second statement justifies to interpret the rank of a system as its
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degree of freedom at each time instant. Indeed, the set of trajectories in B with
zero antecedents allows for m independent degrees of freedom at each future time
instant. A similar interpretation holds for trajectories with zero futures. In view of
the representations of Proposition 2.2, the rank m equals the dimension of the input
space, the co-rank p = q −m is the dimension of the output space and the degree
n is the McMillan degree of a transfer function whose 2-graph coincides with B.
Further, a system of rank m and degree n admits autoregressive, moving average or
isometric representations as stated in Proposition 2.2, where p = q −m and n is the
McMillan degree of R,M and G.
Example 2.7. Consider the system D given by (2.1). At any finite interval l of
length N either u or y can be given arbitrary values, and one initial or end value of
the other variable is arbitrary. This implies that dim Dl = N + 1, so the rank and
degree of D are both one.
2.3. Orthogonal complement
The orthogonal complement of a system B ∈ B is defined as the subset of square
summable time series that are orthogonal to all elements of the system, i.e.,
B˜ := B⊥ := {w˜ ∈ 2 |w ⊥ w˜ for all w ∈ B}.
Some basic properties of the orthogonal complement are summarized in the follow-
ing proposition.
Proposition 2.8 (Orthogonal complement). Let B be a system in Bq of complexity
(m, n) and let B˜ be its orthogonal complement. Then
1. q2 = B⊕ B˜ and (B˜)⊥ = B.
2. B˜ belongs to Bq .
3. B˜ has complexity (q −m, n).
Proof. 1. This is a well-known property of closed subspaces of Hilbert spaces. Re-
call that both B and B˜ are closed subspaces of 2, cf. Section 2.1.
2. Clearly, B˜ is linear and shift-invariant. 2-Completeness can be deduced from
Statement 3 of Lemma 2.6.
3. Let l ⊂ Z be an interval of length N and observe that (B˜l)⊥ = B0l (see (2.2)
for the notation) as, indeed, w¯ ⊥ B˜l if and only if 0 ∧ w¯ ∧ 0 in B. So dim B˜l +
dim B0l = qN . From (2.3) it follows that (q −m)N  dim B˜l  (q −m)N + n for
all N  n. Conclude that B˜ has rank q −m and degree n˜  n. From (B˜)⊥ = B it
follows that n  n˜, so n = n˜. 
The reader may skip the remainder of Section 2 and refer to this part when it is
required in Section 5.
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2.4. From trajectory to system
Dynamical systems can be generated from a finite number of time series by a
process called completion. For a subset B ⊆ q2 its completion is defined as
comp(B) := {w ∈ q2 ∣∣wl ∈ Bl for all (finite) intervals l ⊂ Z}.
It follows that comp(B) is the smallest 2-complete set that contains B. Note that
B ∈ Bq implies that comp(B) = B.
Definition 2.9 (System generated by trajectories). The system generated by a finite
set of time series w(i) ∈ q2 , i = 1, . . . , m, is defined as
B(w(1), . . . ,w(m)) = comp
(
span
[
shifts(w(1), . . . ,w(m))
])
.
Note that B(w(1), . . . ,w(m)) belongs to Bq , as the completion process does not
distort linearity and time-invariance. Obviously B(w(1), . . . ,w(m)) is the smallest
dynamical system (in Bq ) containing {w(1), . . . ,w(m)}. In view of concepts intro-
duced in [49,50], it is also called the most powerful unfalsified model of the given
time series.
Example 2.10. The completion process may enlarge a set of time-series consider-
ably beyond its closure. An example taken from [21] illustrates this. Let
w :=
[· · · 0 0 1 0 0 · · ·
· · · 0 0 112 122 132 · · ·
]
.
Every finite time series can be decomposed in a basis consisting of shifts of w, i.e.,
{span[shifts(w)]}l = R2×N , where N is the length of l. Hence B(w) = 2. This also
shows that span[shifts(w)] is a time-invariant, linear closed subset of 2 that is not 2-
complete. In fact, a generic time series (suitably defined) in q2 generates the trivial
system q2 .
The example shows that time series may be “too rich” to qualify as generators of
systems of small complexity. We will therefore consider systems that are generated
by time series of finite degree. Formally, a time series w ∈ 2 is said to have finite
degree if both its forward degree and its backward degree are finite. Here,
forward degree := dim
(
span
{
(σ j+1w)Z+
}
j∈Z+
)
,
backward degree := dim
(
span
{
(σ−jw)Z−
}
j∈Z+
)
.
(2.4)
The total degree of a finite set of finite degree time series is the sum of the forward
degrees and backward degrees of their elements. It is easy to see that w ∈ 2 has
finite degree if and only if w has a rational z-transform w ∈L2. Well-known exam-
ples of finite degree trajectories are impulse responses of finite dimensional linear
time-invariant systems in input–output form.
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Proposition 2.11 (Finite degree generators). Let w(1), . . . ,w(m) ∈ q2 be a set of finite
degree trajectories with total degree n. Then B := B(w(1), . . . ,w(m)) has rank at
most m and degree at most n.
Proof. Let w(1), . . . ,w(m) have finite degree and let l = [0, N − 1], N > 0. We
first show that
Bl =
(
span[shifts(w(1), . . . ,w(m))]
)
l
. (2.5)
To see this, consider the spaces spanned by shifts over a restricted lag,
B
(K)
l :=
(
span[σ i1w(1), . . . , σ imw(m)]−KijK
)
l
. (2.6)
Then
0 ⊆ B(0)l ⊆ · · · ⊆ B(K)l ⊆ B(K+1)l ⊆ · · ·
defines a nested sequence of linear subspaces in RqN . Hence its limit limK→∞ B(K)l
is attained for finite K, and this limit must be Bl. Finally, all shifts in the definition
of B(K)l in (2.6) with ij ∈ [−(N − 1), 0] contribute at most n to the dimension of
the behavior restricted to l, for all K. Hence dim Bl  mN + n. 
Remark 2.12. As an alternative to Definition 2.9, systems can be generated from
trajectories by means of convolutions. Let w ∈ q2 and define
B′(w) := {v ∗ (σ jw) ∣∣ v ∈ 2(Z,R), j ∈ Z}, (2.7)
where ∗ denotes convolution. Then, generically, B(w) = B′(w) but B′(w) may not
yield an 2-complete system. For instance, let w = b + σb with b a non-zero ele-
ment in q2 . Then b ∈ B(w), but b ∈ B′(w). On a functional level, the problem is
that the convolution operator has a zero on the unit circle.
2.5. From system to trajectory
Next, we discuss the reverse question of how to obtain a set of generating trajec-
tories from a given dynamical system.
Proposition 2.13 (Trajectories generating a given system). Let B ∈ Bq be a system
with rank m and degree n.
1. There exist m time series w(1), . . . ,w(m) ∈ q2 , all of finite degree, that generate
B, and B cannot be generated by fewer time series of finite degree.
2. The minimum total degree of any set of time series that generates B is n.
3. If m = 1, then B(w) = B for all non-zero w ∈ B.
Proof. 1. Let B ∈ B have rank m and consider the induction hypothesis that B can
be generated by m finite degree trajectories. Ifm = 0, then by Lemma 2.6, B = 0 and
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the hypothesis is correct. If m > 0, then B contains a non-zero trajectory, say w, with
finite support (cf. Lemma 2.6). Then w has finite degree and we define w(m) := w.
Consider B ∩B(w)⊥. This set belongs to Bq , has rank m− 1, and by induction
hypothesis there are m− 1 trajectories of finite degree that generate this subsystem,
and hence, together with w(m), generate B.
2. The lower bound follows from Proposition 2.11 and dim(B[0,N−1])=mN+n.
Further, an example of a generating set for B of m time series of total degree n is a so
called minimum lag description in terms of difference equations for the orthogonal
complement of B. Existence of such representations is proved in e.g. [51, Proposition
X.5].
3. Clearly B(w) ⊂ B for all w ∈ B, and for w /= 0 both systems are of rank one.
If this is a strict inclusion for w /= 0, this would imply that {w′ ∈ B |w′ ⊥ B(w)} is
a finite dimensional linear shift-invariant subspace of q2 . By Lemma 2.6, this set is
0 which shows that B(w) = B, as desired. 
From statement 1 of Proposition 2.13 we infer that every system in B can be
generated by a finite number of finite degree trajectories. Proposition 2.13 shows
that the notion of rank (Definition 2.5) is a straightforward generalization of the rank
of matrices. The image of a matrix of rank m has an m-dimensional basis. Likewise, a
system of rank m is generated by m time series. The degree determines the time-span
of the system dynamics.
Example 2.14. Consider the trajectory in D given by
w =
[· · · 0 0 1 0 · · ·
· · · 0 0 1 −1 · · ·
]
.
It is of finite degree, as the sets in (2.4) have dimensions 0 and 1. It generates the
system D in the sense that B(w) = D. Also w′ := w + σw generates D, while D /=
{v ∗ (σ jw′) | v ∈ 2, j ∈ Z}, as the latter space does not contain w, cf. (2.7).
3. The model approximation problem
In the first part of this section a measure of ‘distance’ between two systems in B
is introduced. This leads to the formulation of a model approximation problem in the
second part of this section.
3.1. Angle between systems
As an approximation criterion for dynamical systems we consider the angle be-
tween two systems. This is defined as follows. The angle between two square sum-
mable time series is given by
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θ(w,w′) :=

0 if w = 0 and w′ = 0,
arccos
( |〈w,w′〉|
‖w‖‖w′‖
)
if w /= 0 and w′ /= 0,
π/2 if either w = 0 or w′ = 0.
This definition is motivated by the geometric analog of orthogonal projections in
finite dimensional vector spaces. The angle between a time series and a closed linear
subspace B′ ⊆ 2 is defined as the minimal possible angle between the time series
and elements of B′, i.e.,
θ(w,B′) := min
w′∈B′
θ(w,w′).
This minimum exists and it is easy to see that it is attained for the orthogonal pro-
jection of w onto B′, i.e., θ(w,B′) = θ(w,w′) with w′ the orthogonal projection of
w onto B′. The question how to compute projections is deferred to Section 6. The
angle between two systems is defined as the maximum angle that can occur between
one system and elements of the other.
Definition 3.1 (Angle). The angle between two systems B and B′ in B is defined as
θ(B,B′) := max
{
sup
w∈B
θ(w,B′), sup
w′∈B′
θ(w′,B)
}
.
The angle is called flat if θ(B,B′) = θ(w,B′) = θ(w′,B) for all non-zero w ∈ B
and w′ ∈ B′.
The angles θ(w,B′) and θ(w′,B) are well defined and bounded by π/2 as sys-
tems in B define closed subspaces. This implies that the suprema are finite and hence
0  θ(B,B′)  π/2. Obviously, the angle is a metric on Bq as it is nonnegative,
only zero if the systems are equal, symmetric in the arguments, and it satisfies the
triangle inequality (cf. also [8,9]). The angle has close connections to the gap met-
ric. The gap between two closed subspaces B and B′ is defined as gap(B,B′) :=
‖B −B′ ‖, where B denotes the orthogonal projection of 2 onto B ⊆ 2. See
[8,9,15,16,21,26]. We have that
sin θ(B,B′) = gap(B,B′). (3.1)
Further, we remark that the minimum angle between closed non-zero subspaces, as
defined in [18],
cosφ(B,B′) := sup
w∈B,w′∈B′
|〈w,w′〉|
‖w‖‖w′‖
satisfies cosφ(B,B′) = gap(B˜,B′) = gap(B, B˜′) [18,32] and is related to the an-
gle by θ(B,B′) = π/2 − φ(B˜,B′) if θ(B,B′) < π/2. This follows from
π/2 = sup
w∈B,w /=0
θ(w,B′)+ inf
w˜∈B˜,w˜ /=0
θ(w˜,B′). (3.2)
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Some other basic properties of the angle are summarized in the following lemma.
Lemma 3.2. Let B and B′ be elements of B of rank m and m′, respectively. Then:
1. θ(B,B′) = π/2 if m /= m′.
2. If θ(B,B′) < π/2, then supw∈B θ(w,B′) = supw′∈B′ θ(w′,B).
3. θ(B,B′) = θ(B˜, B˜′).
4. θ(B,B′)+ θ(B˜,B′)  π/2 and equality holds if and only if the angle is flat.
Proof. 1. Suppose m > m′. Infer from (2.3) that there exists a non-zero w ∈ B0l ∩
(B′l)⊥ for l sufficiently large, so that 0 ∧ w ∧ 0 ∈ B achieves angle π/2 with respect
to B′.
2. If θ(B,B′) < π/2,BB′ must constitute a bijection from B to B, implying
BB
′ = B. Hence, with w ∈ B there exists 0 /= w′′ ∈ B′ such that Bw′′ = w.
Then θ(w,B′)  θ(w′′,B)  supw′∈B′ θ(w′,B). Taking the supremum over all w ∈
B thus yields that supw∈B θ(w,B′)  supw′∈B′ θ(w′,B). A similar argument yields
the converse inequality, which proves statement 2.
3. Trivial if B and/or B′ are 0 or 2. Item 3 follows from statement 1 and Proposi-
tion 2.8 if B and B′ are of different rank. Therefore, suppose B and B′ are non-trivial
with equal rank. By Statement 2, it then suffices to prove that supw∈B θ(w,B′) =
sup
w˜′∈B˜′ θ(w˜
′, B˜). To see this, observe that for ‖w‖=1, θ(w,B′)=max
w˜′∈B˜′ arccos‖w − w˜′‖, and hence
sup
w∈B
θ(w,B′)= sup
w∈B, w˜′∈B˜′
arccos
‖w − w˜′‖
‖w‖
= sup
w∈B, w˜′∈B˜′
arccos
‖w − w˜′‖
‖w˜′‖ = sup
w˜′∈B˜′
θ(w˜′, B˜)
which yields the claim.
4. Immediate from (3.2). 
The angle criterion is a robust criterion in the following sense. If the angle be-
tween the system B and B′ is small, then for every system trajectory in B there exist
accurate approximations in B′. Conversely, no trajectory in B′ is far away from B.
Example 3.3. We compute the angle between D and the static system
C :=
{
w =
(
u
y
)
∈ 22
∣∣ yt = ut} .
First we compute the orthogonal projection of an element in D onto C. As C is a static
system, this projection can be carried out pointwise: the projection of wt = (ut , yt ) ∈
D is given by ŵt = ( 12 (ut + yt ), 12 (ut + yt )). Hence the angle of (u, y) ∈ D with
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respect to C is the angle between (u, y) and ( 12 (u + y), 12 (u + y)). This angle is given
by arccos(
√
(5 − 4ρ)(6 − 4ρ), with correlation ρ := 〈u, σu〉/‖u‖2. For ρ → 1 this
approaches the supremum θ(C,D) = arccos( 12
√
2) = π/4. This angle is not flat.
3.2. Problem formulation
The notions introduced so far lead to the following problem formulation.
Definition 3.4 (Optimal angle reduction (OAR) problem). Given a system B ∈ B
with rank m and degree n, and an integer n′ < n. The optimal angle reduction prob-
lem amounts to determining a system R ∈ B with the same rank m and degree at
most n′ such that the angle θ(B,R) is minimized. Any such system R is called an
optimal degree n′ approximant of B.
In this paper we will characterize the optimal degree (n− 1) angle approximants
of systems B ∈ B of degree n. The following characterizations of optimal approxi-
mants are immediate from Proposition 2.8 and Lemma 3.2. Let (rev w)t := w−t be
the time reversal operator and let
Brev := {w | rev(w) ∈ B} (3.3)
denote the time reversed system B.
Corollary 3.5. Let B ∈ Bq . The following conditions are equivalent.
1. R is an optimal approximant of B.
2. R⊥ is an optimal approximant of B⊥.
3. Rrev is an optimal aproximant of Brev.
4. UR is an optimal approximant of UB for unitary U ∈ Rq×q .
4. Cutting links between past and future
4.1. Past–future links
In this section we introduce the system structures that are relevant for the model
approximation problem. Let B ∈ B be a given system and define its past and future
behavior as
B− := BZ− = B(−∞,−1],
B+ := BZ+ = B[0,∞). (4.1)
Obviously, for every concatenated trajectory w− ∧ w+ belonging to B its past w−
belongs to B− and its future w+ to B+. The converse, however, is not true: w− ∈
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B−,w+ ∈ B+ does, in general, not imply that the concatenation w− ∧ w+ belongs
to B. Indeed, the memory structure of a dynamical system causes past and future
behavior to be linked. In this section we discuss some qualitative and quantitative
aspects of the memory structure. The trajectories w− ∈ B− and w+ ∈ B+ are said to
be compatible (or linked) if their concatenation w− ∧ w+ ∈ B. For any such compat-
ible pair, w+ is said to be a minimal future of w− if its norm, ‖w+‖, is minimal among
all compatible futures of w−. The notion of a minimal past is similarly defined.
Definition 4.1 (Past–future links). A past–future link of a system B is a system tra-
jectory w = w− ∧ w+ ∈ B in which w− is a minimal past of w+ and w+ a minimal
future of w−. The set of all past–future links of B is denoted by B⇔. The set of all
minimal futures of trajectories in B− is denoted by B⇒. Similarly, B⇐ denotes the
set of all minimal pasts.
Note that B⇒ = [B⇔]+ and B⇐ = [B⇔]−. Clearly, a past trajectory may or
may not be compatible with a zero future. Similarly, futures (i.e. trajectories in B+)
may or may not be compatible with a zero past. To distinguish between these trajec-
tories we introduce the left- and right-part of the system.
B←o := {w ∈ B | wZ+ = 0} and Bo→ := {w ∈ B | wZ− = 0}. (4.2)
The idea is that these sets reflect pasts that bring the system into its equilibrium, or
futures that can emerge from rest. In the next proposition we summarize some basic
properties of past–future links.
Proposition 4.2 (Past–future links). Let B ∈ B have complexity (m, n). Then:
1. B = B←o ⊕B⇔ ⊕Bo→.
2. dim B⇔, dim B⇐ and dim B⇒ are all finite and equal to n.
3. For all w = (w− ∧ w+) ∈ B there holds:w ⊥ B⇔ ⇔ w− ⊥ B⇐ ⇔ w+ ⊥ B⇒.
4. σ jB⇒ ⊆ B⇒ and σ−jB⇐ ⊆ B⇐ for all j ∈ Z+.
5. w ∈ B⇔ and w[0,n] = 0 implies w = 0.
Proof. 1. First observe that B←o ⊥ Bo→. Since B⇔ = B ∩ (B←o +Bo→)⊥ it
follows that B = B←o ⊕B⇔ ⊕Bo→ as desired.
2. Infer from Definition 2.5, and item 1 that for all N  n we have
mN + n= dim[Bo→ ⊕B⇒][0,N−1]
= dim Bo→[0,N−1] + dim B⇒[0,N−1] − dim Bo→[0,N−1] ∩B⇒[0,N−1].
The latter dimension is zero for sufficiently large N, as with B also Bo→ and B⇒
are 2-complete, and they have zero intersection. Since dim Bo→[0,N−1] = mN (Lem-
ma 2.6, statement 2), dim B⇒ = n. Similarly, dim B⇐ = n, while dim B⇔ = n fol-
lows from the fact that minimal futures are functions of minimal pasts and vice versa.
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3. Infer from item 1 that w ⊥ B⇔ implies both w− ∧ 0 and 0 ∧ w+ belong to B,
hence w− ⊥ B⇐ and w+ ⊥ B⇒. Conversely, w− ⊥ B⇐ implies (w− ∧ 0) ∈ B←o,
hence w − (w− ∧ 0) = (0 ∧ w+) ∈ Bo→, so w+ ⊥ B⇒, and w ⊥ B⇔.
4. Let p ∈ B− and f ∈ B+ be compatible in B, i.e., (p ∧ f) ∈ B. If f ∈ B⇒, then
for any j > 0 the tail f[j,∞) is a minimal norm continuation of p ∧ f[0,j−1]. By time
invariance of B, also [σ j (p ∧ f)](−∞,−1] belongs to B− so that σ j f ∈ B+ is its
minimal future. Hence, for any j > 0, σ j f ∈ B⇒. The second inclusion is proven in
a similar way.
5. Suppose w ∈ B⇔,w[0,n] = 0 and w+ /= 0, then {w+, . . . , σ nw+} is set of n+
1 independent elements of the n-dimensional space B⇒. A contradiction. 
Of particular interest is the relation between past–future links in a system and its
orthogonal complement.
Proposition 4.3 (Links in orthogonal complement). Let B be a system in B with
orthogonal complement B˜. Then:
1. B⇐ = B˜⇐,B⇒ = B˜⇒.
2. B⇐ = B− ∩ B˜−,B⇒ = B+ ∩ B˜+.
3. B⇔ ⊥ B˜⇔.
Proof. 1. B⇐ and B˜⇐ are both the orthogonal complement of B←o ⊕ B˜←o in −2 ,
so they must be identical.
2. In view of the previous, clearly B⇐ is contained in B− ∩ B˜−. Equality follows
from equality of dimensions.
3. Trivial, as every trajectory in B is orthogonal to every trajectory in B˜. 
Summarizing, three concepts coincide: minimal pasts in a system, minimal pasts
in its orthogonal complement, and the intersection of past behavior of a system and
past behavior of its orthogonal complement. As the set of (separate) minimal futures
is the same in a system and in its orthogonal complement, their (two-sided) links
only differ in how these minimal pasts are connected with minimal futures.
4.2. Weakest past–future links
As we shall see, optimal degree-1 approximations of a system are determined
by the weakest link between past and future in a system. This notion is defined as
follows.
Definition 4.4 (Weakest gain and weakest link). The weakest forward and weakest
backward gain of a system B ∈ B is defined as, respectively,
−→ρ := min
{ ‖f‖
‖p‖
∣∣0 /= (p ∧ f) ∈ B⇔} ,
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←−ρ := min
{‖p‖
‖f‖
∣∣0 /= (p ∧ f) ∈ B⇔} .
Weakest forward and backward links in B are past–future links that achieve the ratios−→ρ and ←−ρ , respectively. The weakest gain, ρ, of B is the minimum of −→ρ and ←−ρ ,
and weakest links are weakest forward or backward links that achieve this ratio.
Hence, a weakest forward gain quantifies the minimal relative size of futures ver-
sus pasts in the set of all past–future links of the system. Further notice that 0 < ρ 
1, and that ρ = 1 implies that all past–future ratios in B⇔ are one.
Example 4.5. A weakest link p ∧ f ∈ D is given by
pt :=
[
2
−1 +√5
](
1
2
(3 −√5)
)−t−1
, t ∈ Z−,
ft :=
[
3 −√5
1 −√5
](
1
2
(3 −√5)
)t
, t ∈ Z+.
The time series belongs to D, its past, p is orthogonal to D←o and hence of minimal
size. Similarly, f is orthogonal to Do→ and is therefore also of minimal norm. In fact,
p ∧ f is a weakest forward as well as a weakest backward link, and the set of all
those links is given by scalar multiples of this time series. This is always the case for
systems of degree one. Here, the weakest backward gain
←−ρ = ‖p‖/‖f‖ =
√
1
2
(3 +√5)
and the weakest forward gain
−→ρ = 1/←−ρ =
√
1
2
(3 −√5),
which is the smallest and hence equal to the weakest gain ρ of D.
4.3. Canonical links and ratios
The weakest backward and forward gain of a system B ∈ B determines the
bounds for all past–future ratios ‖p‖/‖f‖ in past–future links: they are in between←−ρ and −→ρ −1. We refine these notions of extreme ratios to a set of non-decreasing
past–future ratios
←−ρ =: ρ1  · · ·  ρi  · · ·  ρn = −→ρ −1 (4.3)
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with n equal to the degree of the system. These numbers are called the canonical
past–future ratios of B; they will be related to the singular values of a suitable Hankel
operator in Section 7.2.
Definition 4.6 (Canonical past–future ratios and links). The canonical past–future
ratios ρ1, . . . , ρn and the canonical past–future links ŵ(1), . . . , ŵ(n) of B are defined
recursively by setting ρ1 =←−ρ and ŵ(1) ∈ B⇔ equal to a weakest backward link in
B and
ρk := min
{‖p‖
‖f‖
∣∣∣ 0 /= (p ∧ f) ∈ B⇔ and
(p ∧ f) ⊥ ŵ(i), for i = 1, . . . , k − 1
}
,
where ŵ(i) ∈ B⇔, i = 1, . . . , k − 1, is such that
‖ŵ−(i)‖
‖ŵ+(i)‖
= ρi and ŵ(i) ⊥ ŵ(j) for j < i.
In addition, we say that a ρk has multiplicity r if the number ρk occurs precisely r
times in (4.3).
A brief comparison with canonical correlation coefficients, which are used in
linear stochastic realization theory and introduced by Akaike in [2], reveals the fol-
lowing. Given two Hilbert spaces H1 and H2, the canonical correlation coefficients
are defined as the square roots of the non-zero eigenvalues of the self-adjoint positive
operator H1H2H1 , where H denotes the orthogonal projection on H. With H1
the Hilbert space spanned by the (realizations of) past stochastic inputs, and H2 the
Hilbert space spanned by the future outputs of a linear stochastic system, the canon-
ical correlation coefficients classify how information on past inputs is transmitted to
future outputs. See [29,34] where canonical correlations are used for model reduc-
tion of linear stochastic systems. With H1 = B←o +B⇔ and H2 = B⇔ +Bo→,
this yields n crisp canonical correlations equal to one, reflecting sure linear relation-
ships. A setting in which the values of canonical correlations coincide with past–
future ratios requires endowment of B with a probability distribution, which falls
outside the scope of this paper.
The following proposition shows that the canonical past–future links of a system
and the canonical links of its orthogonal complement are closely related.
Proposition 4.7 (Canonical past–future links). Let B ∈ B have degree n and let
{ρk}nk=1 and {ρ˜k}nk=1 be the canonical past–future ratios of B and B˜ = B⊥, re-
spectively. Then:
1. ρk = ρ˜−1n−k+1 for k = 1, . . . , n.
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2. There exist orthonormal bases P := {p(1), . . . ,p(n)} for B⇐ and F := {f(1), . . . ,
f(n)} for B⇒ such that the trajectories
ŵ(k) := γ˜kp(k) ∧ γkf(k), (4.4)
w˜(k) := γkp(k) ∧ −γ˜kf(k), (4.5)
where k = 1, . . . , n and γk, γ˜k > 0 defined by
γ 2k :=
1
1 + ρ2k
and γ˜ 2k :=
ρ2k
1 + ρ2k
,
define orthonormal bases X := {ŵ(1), . . . , ŵ(n)} and X˜ := {w˜(1), . . . , w˜(n)} of B⇔
and B˜⇔, respectively. Moreover, X and X˜ are the canonical past–future links cor-
responding to the canonical ratios {ρk}nk=1 and {ρ˜k}nk=1, and whenever all canon-
ical past–future ratios are distinct, these bases are unique modulo n sign changes
in one of the four bases.
Proof. Let φ : B⇒ → B⇐ be the mapping that associates with f ∈ B⇒ its minimal
compatible antecedent p ∈ B⇐ in B. Since both B⇒ and B⇐ are n-dimensional, φ
has finite rank and admits a diadic expansion of the form φ =∑nk=1 σkp(k)〈f(k), ·〉
with σ1  · · ·  σn its singular values. Now take for P and F, respectively, these
left- and right-singular vectors, which are orthonormal bases for B⇐ and B⇒. It
follows that σk = 1/ρk , and that X is indeed an orthonormal basis of B⇔ consist-
ing of canonical links. Moreover, σn denotes the smallest singular value of φ, and
hence −→ρ = σn, which proves the equation in (4.3). Using Proposition 4.3 it is easily
deduced that X˜ is an orthonormal basis of B˜⇔. Moreover, the quotient
‖γkp(k)‖
‖γ˜kf(k)‖ =
γk
γ˜k
= ρ−1k
defines a canonical past–future ratio, namely ρ˜n−k+1, of B˜. This proves the result.

It follows from Proposition 4.7 that canonical past–future links of a system and
its orthogonal complement only differ in a scaling factor of their pasts and futures. In
particular, the weakest forward and weakest backward gain of a system are equal to
the weakest backward and weakest forward gain of its orthogonal complement, and
the weakest gain of a system equals the weakest gain of its orthogonal complement.
4.4. Cutting canonical links
In this section we analyze the effect of cutting past–future links of a system. Here,
‘cutting’ will mean annihilating either the past or the future in a past–future link.3 Let
3 Equivalently, in the frequency domain ‘cutting’ amounts to projecting the z-transformed past–future
links to the Hardy space of complex valued functions that are square integrable on the unit circle and
analytic for either |z| < 1 or |z| > 1.
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B ∈ B have degree n and suppose that P = {p(1), . . . ,p(n)} and F = {f(1), . . . , f(n)}
are orthonormal bases of B⇐ and B⇒ with properties as stated in Proposition 4.7.
Consider, for k = 1, . . . , n, the following systems:
B(p(k) ∧ 0), (4.6a)
B(0 ∧ f(k)), (4.6b)
B(γ˜kp(k) ∧ γkf(k)) = B(ŵ(k)), (4.6c)
B(γkp(k) ∧ −γ˜kf(k)) = B(w˜(k)). (4.6d)
By construction, B(ŵ(k)) ⊆ B and B(w˜(k)) ⊆ B˜ and equality holds whenever these
systems have rank m = 1. The following proposition provides a main tool in the
construction of optimal approximate systems.
Proposition 4.8. Let B ∈ B have complexity (m, n) and let 1  k  n. Then:
1. Systems (4.6a–d) have all rank 1.
2. Systems (4.6a) and (4.6b) have degree at most n− 1.
3. If m = 1, then B(ŵ(k)) = B.
4. If m = q − 1, then B(w˜(k)) = B˜.
5. shifts(p(k) ∧ 0) ⊥ shifts(0 ∧ f(k)).
6. θ(B(ŵ(k)),B(p(k) ∧ 0)) = arcsin(γk) = θ(B(w˜(k)),B(0 ∧ f(k))); these angles
are flat.
7. θ(B(ŵ(k)),B(0 ∧ f(k))) = arcsin(γ˜k) = θ(B(w˜(k)),B(p(k) ∧ 0)); these angles
are flat.
Proof. To simplify notation, let f = f(k), p = p(k), γ = γk and γ˜ = γ˜k .
1. By Proposition 2.11, it suffices to show that all generating trajectories are of
finite degree (cf. (2.4)). To see this, infer from statement 4 in Proposition 4.2 that for
all j ∈ Z+, σ j (0 ∧ f)Z+ ∈ B⇒. Hence, (0 ∧ f) has forward degree at most n (and
zero backward degree). Similarly, (p ∧ 0) has backward degree at most n. Finally,
(αp ∧ βf) with α, β ∈ R has backward and forward degree at most n, hence its total
degree is at most 2n.
2. Let N > n and note that
B(0 ∧ f)[0,N ] =
(
span
{
[σ−j (0 ∧ f)][0,∞)
}
j=0,...,N
)
[0,N ]
+
(
span
{
[σ j (0 ∧ f)][0,∞)
}
j∈N
)
[0,N ]
.
The second set in the right-hand side is contained in B⇒. As (0 ∧ f)[0,N ] is an ele-
ment of both sets in the right-hand side, dim B(0 ∧ f)[0,N ]  (N + 1)+ (n− 1), so
its degree is at most n− 1.
3 and 4. Immediate from Proposition 2.13.
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5. Define the correlations cpj := 〈(p ∧ 0), σ j (p ∧ 0)〉, cfj := 〈(0 ∧ f), σ j (0 ∧ f)〉
and cpfj := 〈(p ∧ 0), σ j (0 ∧ f)〉. Obviously, cpj = cp−j , cfj = cf−j for all j ∈ Z,
and cpfj = 0 for j ∈ Z−. By Proposition 4.3, shifts(γ˜p ∧ γ f) ⊥ shifts(γp ∧ −γ˜ f).
Consequently, 0 = 〈γ˜p ∧ γ f, σ j (γp ∧ −γ˜ f)〉, which implies 0 = γ γ˜ (cpj − cfj )−
γ˜ 2cpfj = 0 for j ∈ Z− and 0 = γ γ˜ (cpj − cfj )+ γ 2cpfj = 0 for j ∈ Z+. Substract-
ing both equations and using that γ 2 + γ˜ 2 = 1 yields cpfj = 0 for all j ∈ Z+.
6 and 7. By Proposition 4.7,
(p ∧ 0) = γ˜ (γ˜p ∧ γ f)+ γ (γp ∧ −γ˜ f), (4.7)
(0 ∧ f) = γ (γ˜p ∧ γ f)− γ˜ (γp ∧ −γ˜ f) (4.8)
define decompositions of p ∧ 0 and 0 ∧ f in terms of their projections on B(ŵ(k)) and
B(w˜(k)). Consequently, θ(p ∧ 0,B(ŵ(k))) = arcsin(γ ), and θ(0 ∧ f,B(ŵ(k))) =
arcsin(γ˜ ). Using item 5 in Proposition 4.8 and linearity of the projection operator it
follows that also for all w ∈ S := span[shifts(p ∧ 0)], θ(w,B(ŵ(k))) = arcsin(γ ).
Now S is a dense subset of B(p ∧ 0), and continuity of the projection operator now
implies that θ(B(ŵ(k)),B(p(k) ∧ 0)) = arcsin(γk), and this angle is flat.
The remaining statements can be proven analogously. 
4.5. Weakest gains with larger multiplicity
If the multiplicity of a canonical gain exceeds one, it does not determine a unique
canonical link. However, the following result shows that the cutted weakest links all
generate one and the same system.
Proposition 4.9 (Multiple links). Let B be a system with rank m = 1 or m = q − 1
and suppose that the weakest forward gain has multiplicity r. The systems generat-
ed by the pasts of its weakest forward links are identical, have rank m and degree
n− r . Similarly, the systems generated by the futures of its weakest forward links are
identical, have rank m and degree n− r . These statements also hold with ‘forward’
replaced by ‘backward’.
Proof. We prove the statement for weakest backward links, and systems of rank
m = 1. For forward links the proof is analogous, and for systems of co-rank 1 a
proof is obtained by interchanging the role of B and its orthogonal complement
B˜, which then is of rank 1. For r = 1 the result is already proved, so we assume
r > 1. Let L ⊂ B⇔ denote the r-dimensional space spanned by the weakest back-
ward links, where r > 1. First we show that there exists an element w∗ ∈ L that
belongs to σ r−1B⇔, i.e., for which the continuation after t = −r + 1 is minimal. In-
deed, the difference between elements in L and their minimal continuations starting
already at t = −r + 1 is of the form
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0 ∧−r+1 w¯∧0 w¯
+ ∈ N := {w ∈ σ r−1Bo→ ∣∣w+ ∈ B⇒}.
From Lemma 2.6, statement 2, it follows that dim N = dim N[−r+1,−1] = m(r −
1) = r − 1. As L itself is of higher dimension, it contains an element in σ r−1B⇔.
Now observe that this w∗ ∈ L ∩ σ r−1B⇔ must be of the form p∗ ∧−r+1 0∧0 f
∗
, as
otherwise σ−r+1w∗ ∈ B⇔ would have backward gain below ←−ρ . Hence
{σ−jw∗}j=0,...,r−1 is a basis for L, and the pasts of all these basis elements gen-
erate the same system B(p∗ ∧ 0), and their futures all generate B(0 ∧ f∗). The de-
gree of the system, n− r , is derived from an obvious extension of the proof of
Proposition 4.8, statement 2. 
We remark that in view of [1, Corollary 1.1] one might expect that a similar result
holds true for other multiple canonical links as well.
5. Optimal degree-one reductions
Systems (4.6a) and (4.6b) are candidate systems for approximate models and their
degree is strictly smaller than the degree of B. In fact, the weakest links of B define
degree n− 1 approximants of B that turn out to be optimal in the sense of Defini-
tion 3.4. This is a main result of this paper and stated in the following section. The
proof is given in Section 5.2.
5.1. Solution for systems of rank 1
Theorem 5.1. Let B ∈ Bq be a system of rank m and degree n > 0, with weakest
forward gain −→ρ and weakest backward gain ←−ρ . Let (−→p ∧ −→f ) and (←−p ∧←−f ) de-
note a weakest forward and weakest backward link, respectively, i.e., ‖−→f ‖/‖−→p ‖ =
−→ρ and ‖←−p ‖/‖←−f ‖ = ←−ρ . Let ρ = min(−→ρ ,←−ρ ) be the weakest gain of B, r its mul-
tiplicity and define α∗ := arctan(ρ) ∈ (0, π/4].
1. Suppose that m = 1 or m = q − 1 and ←−ρ /= −→ρ . Then there exists a unique opti-
mal degree (n− 1) approximant R∗ of B, given by
R∗ :=

B(−→p ∧ 0) if m = 1, ρ = −→ρ ,
B(0 ∧←−f ) if m = 1, ρ =←−ρ ,
B(0 ∧ −→f )⊥ if m = q − 1, ρ = −→ρ ,
B(←−p ∧ 0)⊥ if m = q − 1, ρ =←−ρ .
(5.1)
Moreover, R∗ has degree n− r, θ(B,R∗) = α∗ and this angle is flat.
2. Suppose that m = 1 or m = q − 1 and ←−ρ = −→ρ . Then both
R∗1 :=
{
B(−→p ∧ 0) if m = 1,
B(0 ∧ −→f )⊥ if m = q − 1,
and
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R∗2 :=
{
B(0 ∧←−f ) if m = 1,
B(←−p ∧ 0)⊥ if m = q − 1,
are optimal degree (n− 1) approximants and there are no other solutions. More-
over, R∗i , i = 1, 2, has degree n− ri, with ri the multiplicity of, respectively, the
weakest forward and backward link, θ(B,R∗i ) = α∗, and these angles are flat. If
ρ = 1, all optimal approximants are static (i.e., of degree zero).
3. All systems R ∈ B of rank m and degree n′ < n satisfy
θ(B,R)  α∗, (5.2)
and equality implies that either
−→ρ ←−ρ , (−→p ∧ 0) ∈ R and (0 ∧ −→f ) ⊥ R (5.3)
or
←−ρ  −→ρ , (←−p ∧ 0) ⊥ R and (0 ∧←−f ) ∈ R. (5.4)
The interpretation of this theorem is most straightforward for systems with rank
m = 1. Optimal reduction of the state dimension (by at least one degree) amounts
to cutting the weakest link of the system. Specifically, for systems of rank m = 1,
an optimal degree (n− 1) approximant is the system generated by either the past or
the future of the weakest link in B. This result shows an interesting relation between
realization theory (or exact modeling) and approximation theory. The system gen-
erated by a trajectory w ∈ 2 is the smallest coverage in B of w and can be viewed
as a realization or an exact model of w. As such, Theorem 5.1 states that optimal
degree (n− 1) approximants are realizations of either p ∧ 0 or 0 ∧ f, where p ∧ f is
the weakest link in B. This optimal model is unique unless the weakest forward and
weakest backward gain coincide. The latter occurs in e.g. time symmetric systems.
Systems with weakest gain ρ = 1 are ‘irreducible’, in the sense that the optimal
approximant has a flat angle π/4 with respect to the optimal system. In that case the
approximant does not resemble any of the original dynamics, as it has degree 0. For
systems with arbitrary rank the result is less specific. In fact, the bound α∗ is tight
for systems of arbitrary rank as we will derive in Section 7 on the basis of Hankel
approximation theory.
Note that Theorem 5.1 does not characterize optimal approximants of degree n′ <
n− 1. The difficulty in this case is that solutions do no longer have flat angles with
respect to the original system. For n′ < n− 1, approximate models can be obtained
iteratively by n− n′ consecutive approximations in which at each step an optimal
approximant of degree one less than the degree of the previous step is obtained.
However, such an iterative scheme of sequential reductions will in general not result
in an optimal approximate model of degree n′. See Section 6.6 and the example in
Section 8.
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Example 5.2. In Example 4.5 we determined the weakest link in D. According to
Theorem 5.1, the optimal degree 0 approximant of D is given by R∗ := B(p ∧ 0)
with p as in Example 4.5. This is a static system given by
R∗ :=
{
w =
(
u
y
)
∈ 2
∣∣∣ (utyt
)
∈ im
[
2
−1 +√5
]}
.
Here, θ(D,R∗) = arctan( 3−
√
5
2 ). The angle is flat, which means that the angle is
achieved for every element in D, and for every element in R∗. This concludes the
leading example.
5.2. Proof
The proof of Theorem 5.1 is structured as follows. First we show how the first part
of the theorem, concerning systems of rank m = 1 or m = q − 1, can be derived as
a consequence of statement 3. Then we prove that α∗ is indeed a lower bound on
achievable angles, by constructing specific trajectories in B that enforce this bound
for a given reduced-order system R. From this construction we derive the proper-
ties of approximants that achieve the optimal angle α∗. Note that α∗ ∈ (0, π/4] as
0 < ρ  1.
Statement 3 ⇒ Statements 1 and 2.
If the rank m of B satisfies m = 1 or m = q − 1, then we infer from Propositions
4.8, statement 1 and 2.8, statement 3 that R∗,R∗1 and R∗2 have rank m. By Proposi-
tion 4.8, statement 2, the degree of these systems is at most n− 1. More specifically,
by Proposition 4.9, the degree of these systems is, respectively, n− r, n− r1 and
n− r2. Since arcsin γk = arccos γ˜k = arctan ρ−1k , we infer from the last four state-
ments of Proposition 4.8 that θ(B,R∗) = θ(B,R∗1) = θ(B,R∗2) = arctan ρ = α∗.
Here, we used Lemma 3.2, statement 3 and Proposition 4.7, statement 1 to charac-
terize the angle if m = q − 1. If ρ = 1, then all canonical ratios must be one, hence
ρ =←−ρ = −→ρ = 1. In that case, r = r1 = r2 = n and R∗,R∗1 and R∗2 have zero de-
gree and angle π/4 with respect to B. Conclude that inequality (5.2) implies that the
models defined in statements 1 and 2 are optimal degree (n− 1) approximants.
Eqs. (5.3) and (5.4) specify one trajectory belonging to a candidate approximant
and one belonging to its orthogonal complement. By Proposition 2.13, these trajec-
tories determine the system completely if m = 1 or m = q − 1. Consequently, there
are no other systems than (5.1) that satisfy (5.3) or (5.4). So it remains to prove
statement 3.
Proof of statement 3.
First we focus on the lower bound (5.2). This lower bound is established by defin-
ing trajectories in B which achieve an angle α∗ with respect to an arbitrary model R
of rank m and degree n′ < n. To avoid some technicalities in the proof we assume,
throughout this section, that θ(B,R) < π/2.
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Lemma 5.3. For every interval l ⊂ Z of length N  n there exists w. ∈ B of the
form w. = w← ∧ w∗ ∧ w→ with the following properties:
1. 0 /= w∗ ∈ Bl ∩ (Rl)⊥.
2. w← and w→ are, respectively, the minimal backward and minimal forward con-
tinuation of w∗ in B.
3. ‖w← ∧ w→‖ = 1.
Proof. First we show that Bl ∩ (Rl)⊥ has positive dimension, which guarantees ex-
istence of a non-zero element w∗. By Lemma 2.4, dim Bl = mN + n and dim Rl =
mN + n′. Hence, (Rl)⊥ has dimension qN − (mN + n′). Now dim Bl + dim(Rl)⊥
= qN + n− n′, which implies that there must be an (n− n′)-dimensional inter-
section of both. Since w∗ ∈ Bl it admits an extension w−− ∧
t0
w∗ ∧
t1+1
w++ ∈ B,
where t0 = min l and t1 = max l. Obviously we may choose σ−t0 w−− ∈ B⇐ and
σ t1−1w++ ∈ B⇒. Finally, the normalization constraint in item 3 can be satisfied
without loss of generality as, by assumption, θ(B,R) < π/2, and hence ‖w← ∧
w→‖ /= 0. 
In this way, the system can frustrate any approximation on finite intervals of any
length. This can be translated to the following lower bound on angles.
Lemma 5.4. θ(B,R)  arctan(‖w∗‖) with w∗ as in Lemma 5.3.
Proof. Let w. be as defined in Lemma 5.3 and define ŵ as the orthogonal projection
of w. onto R and w˜ := w. − ŵ. Consider the decomposition w. = wext + (0 ∧ w∗ ∧
0), where wext = w← ∧ 0 ∧ w→. Let ŵext be the orthogonal projection of wext onto
R and put w˜ext = wext − ŵext. Then w˜ext ⊥ R. By construction, (0 ∧ w∗ ∧ 0)
⊥ R, so ŵ = ŵext and w˜ = (0 ∧ w∗ ∧ 0)+ w˜ext. Consequently, ‖ŵ‖ = ‖ŵext‖ 
‖wext‖ = 1. Furthermore, the restriction w˜extl = −ŵextl ∈ Rl, which implies that
w˜extl ⊥ w∗ and consequently ‖w˜‖2 = ‖w˜ext‖2 + ‖w∗‖2  ‖w∗‖2. With these obser-
vations we now have that
θ(B,R) θ(w.,R)
= θ(w., ŵ)
= arctan
(‖w˜‖
‖ŵ‖
)
 arctan
( ‖w∗‖
‖ŵext‖
)
 arctan
(‖w∗‖)
which yields the result. 
Next we derive a lower bound on the size of w∗ in terms of the weakest gain of
the system B. This bound is independent of R.
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Lemma 5.5. For K > 0, let ρK be the minimum of ‖w∗‖ over all w∗ ∈ B[−K,K−1]
for which (w← ∧ w∗ ∧ w→) ∈ B with w← and w→ the minimal-norm past and
future extensions of w∗ satisfy ‖w← ∧ w→‖ = 1. Then supK∈N ρK  min(−→ρ ,←−ρ ).
Proof. Note that σ−Kw← ∈ B⇐, and σKw→ ∈ B⇒. By definition of the weakest
forward link, the minimal norm continuation of σ−Kw← has norm at least−→ρ ‖w←‖.
Similarly, σKw→ is only compatible with pasts of norm at least ←−ρ ‖w→‖. The final
step in the proof is a limiting argument. As B⇐ and B⇒ form finite dimensional
spaces of square summable sequences, for all / > 0 there exists N ∈ N such that for
all p ∈ B⇐ and f ∈ B⇒ the norm ‖p[−N,−1]‖  (1 − /)‖p‖ and ‖f[0,N ]‖  (1 −
/)‖f‖. Hence for all / > 0 there also is a K such that ρK  (1 − /)min(−→ρ ,←−ρ ),
from which the bound on the supremum follows. 
Inequality (5.2) can now be proven as follows. Let B and R satisfy the hypotheses
of Theorem 5.1, Statement 3, let K  n and let
w
.
(K) = w←(K) ∧−K w
∗
(K) ∧
K
w→(K) (5.5)
be defined as in Lemma 5.3 with l = [−K,K − 1] and with ρK := ‖w∗(K)‖minimal.
As w.(K) ∈ B,
θ(B,R) sup
K
θ(w
.
(K),R)
 sup
K
arctan
(
‖w∗(K)‖
)
= arctan
(
sup
K
ρK
)
 arctan ρ = α∗, (5.6)
where we used Lemma 5.3–5.5.
Finally we need to show that either (5.3) or (5.4) holds for approximate systems
that achieve the angle α∗. Suppose R satisfies θ(R,B) = α∗. Then the first two
suprema in (5.6) must be equal, implying limK→∞ θ(w←(K) ∧ 0 ∧ w→(K),R) = 0. As
for all K, w←(K) ∈ B⇐ and w→(K) ∈ B⇒, it follows that R must contain an element
p ∧ 0 with p ∈ B⇐ or an element 0 ∧ f with f ∈ B⇒. Now θ(R,B) = α∗ (and, in
case of multiple links, Proposition 4.9) imply that (−→p ∧ 0) ∈ R if −→ρ <←−ρ , and
(0 ∧←−f ) ∈ R if ←−ρ < −→ρ , while in case ←−ρ = −→ρ one of both must belong to R.
Finally, the orthogonality conditions in (5.4) and (5.3) now follow from the fact that
(0 ∧ w∗(K) ∧ 0) ⊥ R for all K.
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6. Isometric state representations
The purpose of this section is to introduce isometric state representations (ISRs)
of dynamical systems in the model class B. These representations are applications
of the discrete scattering representations introduced in [27], and applied for behav-
ioral systems in e.g. [38,39,52]. In order to facilitate computational procedures, we
provide algorithms for the transformation of classical input/state/output representa-
tions to canonical isometric state representations in Section 6.3, and describe how to
compute orthogonal projections onto systems in Section 6.4. In Section 6.6, we char-
acterize the process of cutting links in terms of isometric state space representations
and provide realization algorithms for optimal degree-one reductions. In Section 7,
we relate ISRs to coprime factorizations of transfer functions.
6.1. Definition of ISR
We consider state space representations for systems in B. To facilitate notation,
variables that belong to a system B and those belonging to its orthogonal comple-
ment B˜ are distinguished by hats and tildes, respectively.
Theorem 6.1 (Canonical isometric state representations). B ∈ Bq if and only if there
exist integers m, n and a square partitioned matrix
M =
[
A B B˜
C D D˜
]
∈ R(n+m+p)×(n+q)
with p = q −m, such that
1. M is unitary, i.e., MM" = M"M = In+q .
2.
B = {ŵ ∈ q2 ∣∣ ∃̂x ∈ n2, v̂ ∈ m2 such that
x̂t+1 = Âxt + Bv̂t ,
ŵt = Cx̂t +Dv̂t
}
. (6.1)
3.
B˜ = {w˜ ∈ q2 ∣∣ ∃˜x ∈ n2, v˜ ∈ p2 such that
x˜t+1 = A˜xt + B˜v˜t ,
w˜t = Cx˜t + D˜v˜t
}
. (6.2)
4. The gramian W :=∑j∈N AjBB"A"j is diagonal with non-increasing diagonal
elements 1 > λ1  · · ·  λn > 0, the gramian W˜ :=∑j∈N Aj B˜B˜"A"j = In −W
is diagonal with non-decreasing diagonal elements 0 < λ˜1  · · ·  λ˜n < 1 with λ˜k
:= 1 − λk .
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Proof. This has been proved in [21,39]. In the context of this paper we provide
an independent proof of the ‘only if’ part as follows. Let F := {0 ∧ f(k)}nk=1 with
f(k) ∈ B⇒ as defined in Proposition 4.7. Let V denote an orthonormal basis of V̂ :=
(B⇔ + σ−1B⇔) ∩ (B⇔)⊥ and let V˜ denote an orthonormal basis of V˜ := (B˜⇔ +
σ−1B˜⇔) ∩ (B˜⇔)⊥. Define W0 := {e1, . . . , eq}, where ek has been introduced in
Section 1.1. Then W0 is an orthonormal basis for the values of time series in q2 at
t = 0. Let M be such that
M : T1 := {F,V, V˜} $→ T2 := {σ−1F,W0}. (6.3)
We claim that T1 and T2 are both orthonormal bases of
H := {w ∈ q2 ∣∣w = (0 ∧ w0 ∧ w→) with w0 ∈ Rq and σw→ ∈ B⇒}. (6.4)
For T2 this is obvious. To see this for T1, we claim that
V̂= {ŵ ∈ B ∣∣ ŵ = (0 ∧ ŵ0 ∧ ŵ→) with σ ŵ→ ∈ B⇒}, (6.5)
V˜= {w˜ ∈ B˜ ∣∣ w˜ = (0 ∧ w˜0 ∧ w˜→) with σ w˜→ ∈ B˜⇒}. (6.6)
Then V̂ ⊆ Bo→ and V˜ ⊆ B˜o→ which, by Proposition 4.2, implies orthonormality
of T1. Further, as ŵ→ and w˜→ denote (unique) minimum norm continuations in
respectively, B and B˜, dim V̂ = dim V̂0 = m and dim V˜ = p = q −m, cf. Lem-
ma 2.6. So T1 contains n+ q elements, and all belong to H. Therefore it suffices to
prove the claim (6.5) (the proof of (6.6) is analogous).
First observe that V̂ ⊥ B⇔ implies V̂− ⊥ B⇐ (the implication is valid for any
subset of B, cf. Proposition 4.2). On the other hand, from the same proposition it
follows that σ−1B⇐ ⊂ B⇐, and hence V̂− ⊂ B⇐. Conlude that V̂− = 0. Also
(σV̂)+ ⊆ (σB⇒ +B⇒) = B⇒, which implies that for any ŵ ∈ V̂, ŵ[1,∞) is
indeed the (unique) minimal continuation of its past. The equation for V˜ is proved
analogously. As a consequence, M is a unitary matrix.
Eqs. (6.1) are valid with (̂xt , v̂t ) the coefficients of the projection of σ t ŵ onto H
for basis T1. Namely, for ŵ ∈ B we have v˜t = 0 for all t ∈ Z, and by definition of
M, (̂xt+1, ŵt ) are its coefficients with respect to T2. The proof of (6.2) is analogous.
Finally, the result concerning W and W˜ is an immediate consequence of the defi-
nition of F in Proposition 4.7. The diagonal elements of the gramian W coincide with
the values of γ 2k in that proposition. 
The matrix M is a canonical isometric state representation (CISR) of B. These
representations are minimal, in the sense that neither the state dimension nor the
number of auxiliary inputs can be reduced. (This follows from [38, Proposition 4.2.2]
and the fact that both gramians W and W˜ are invertible.) The term ‘canonical’ is
usually related to uniqueness of representations. If all canonical gains of a system
are distinct, the only non-uniqueness in a CISR is a sign transformation of each state
component, and a unitary basis transformation of the auxiliary inputs v and v˜.
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If M satisfies conditions 1–3 of Theorem 6.1, then M is called an isometric state
representation (ISR) of B. The quadruple (A,B,C,D) in (6.1) is referred to as
a state representation (SR) of B, and we write B(A,B,C,D). In Section 6.3 we
describe how to transform an SR to an equivalent CISR.
6.2. From CISR to canonical links
It is straightforward to construct the canonical links from a given CISR. Let
M =
[
A B B˜
C D D˜
]
define a CISR of B (and of B˜), with gramians W and W˜ = In −W and let F :=
AWC" + BD". The kth canonical link ŵ(k) = (γ˜kp(k) ∧ γkf(k)) ∈ B satisfies the
state equations (6.1) with auxiliary input v̂(k) and state sequence x̂(k) given by
ŵ(k) :=
{
F"A"−t−1W−1/2ek if t ∈ Z−,
CAtW 1/2ek if t ∈ Z+,
v̂(k) :=
{
B"A"−t−1W−1/2ek if t ∈ Z−,
0 if t ∈ Z+,
(6.7)
x̂(k) :=
{
WA"−tW−1/2ek if t ∈ Z−,
AtW 1/2ek if t ∈ Z+, (6.8)
p(k) := F"A"−t−1(WW˜)−1/2ek, t ∈ Z−,
f(k) := CAtek, t ∈ Z+. (6.9)
We remark that the explicit formula for the links ŵ(k) can be exploited for devel-
oping several state evolution maps, i.e., operators that map system trajectories to
state trajectories. Convolution with ŵ+(k) and ŵ−(k) yields, respectively, an anti-causal
and strictly causal state map for B, while (two-sided) convolution with ŵ(k) yields a
‘filter state map’ that produces for any w ∈ q2 the state of its projection onto B. All
these mappings are rational (in the frequency domain); polynomial state maps have
been studied in [37].
6.3. Conversion between CISR and ISO
In addition to the abstract construction of CISRs in Section 6.1, we now describe
the conversion between CISR and the more common input/state/output (ISO) repre-
sentations (cf. [38,39]). Consider the state equations
xt+1=A′xt + B ′ut ,
yt=C′xt +D′ut , (6.10)
where ut ∈ Rm and yt ∈ Rp denote the input and output of the system at time t.
Let Bi/o(A′, B ′, C′,D′) denote the set of square summable trajectories (u, y) that
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satisfy (6.10). The representation is called minimal if the state dimension is minimal
in the class of all ISO representations of the same system. A classic result states that
minimality is equivalent to controllability of (A′, B ′) and observability of (A′, C′).
The next algorithm converts a minimal Bi/o(A′, B ′, C′,D′) to a CISR, as proved in
[21,38].
Data. A minimal state representation (A′, B ′, C′,D′) which defines the system B =
Bi/o(A
′, B ′, C′,D′), with m inputs and p = q −m outputs.
Step 1. Construction of an SR: Define
A := A′, B := B ′, C :=
[
0
C′,
]
, D :=
[
Im
D′
]
.
Step 2. Construction of an ISR: Determine matrices H and non-singular matrices S
and R such that
M̂ :=
[
S 0
0 Iq
] [
A B
C D
] [
S−1 0
HS−1 R
]
(6.11)
is isometric. This is obtained by solving S"S = K,RR" = P−1 and taking H :=
−P−1L, with P := B"KB +D"D, L := B"KA+D"C and K the unique sym-
metric positive definite solution of the algebraic Riccati equation K = A"KA−
L"P−1L+ C"C which occurs in the standard H2 and LQ optimal control problem.
An ISR M is obtained by completing M̂ to a square unitary matrix, by adding
the last q −m columns of U with UV " a singular value decomposition of M̂ .
(Re)define A,B,C,D, B˜, D˜ corresponding to this M.
Step 3. Diagonalize gramian: Determine the unique symmetric solution of W =
AWA" + BB". Let W = UU" be a singular value decomposition of W, with
 = diag(λ1, . . . , λn) and 1 > λ1  · · · > λn > 0. Redefine M as[
U" 0
0 Iq
]
M
[
U 0
0 Iq
]
,
and redefine A,B,C, B˜ correspondingly.
Result. M is a CISR of B.
Conversely, all minimal SRs (in particular CISRs) can be transformed to ISO
representations as follows:
Data: A minimal SR (A,B,C,D) of a system B.
Step 1. Rearrange the components such that
D =
[
Du
Dy
]
and C =
[
Cu
Cy
]
with Du square and nonsingular.
Step 2. Define A′ := A− BD−1u Cu, B ′ := BD−1u , C′ := Cy −DyD−1u Cu, and D′
:= DyD−1u .
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Result. Bi/o(A′, B ′, C′,D′) is a minimal ISO representation of B.
The resulting CISR of the first algorithm is a realization of a coprime factor-
ization of the input–output transfer function associated with (6.10), as explained in
Section 7. Further, notice that Step 1 in the last algorithm shows that an input–output
decomposition of variables is not unique in general. In particular, the stability prop-
erties of input–output systems relating to the same ISR may be quite different. This
implies that optimal angle reduction is hard to interpret in terms of system poles.
Note that Eqs. (6.7) induce that in B minimal futures of any past w− are obtained
by setting v̂+ = 0 in (6.1); in other words, minimal futures of w− correspond to
LQ-optimal controlled behavior under cost criterion ‖w‖2 = ‖u‖2 + ‖y‖2, which is
obtained by the trivial feedback law v̂ = 0̂x applied for positive time.
6.4. Orthogonal projection formula
The orthogonal projection of a time series w ∈ q2 onto a system B can be calcu-
lated in terms of CISRs as follows. It is quite well known how to compute it, but we
need the equations for future reference.
Proposition 6.2 (Orthogonal projection). Let B ∈ B. Every w ∈ 2 admits a decom-
position w = ŵ + w˜ with ŵ the orthogonal projection of w on B and w˜ the orthog-
onal projection of w on B˜. ŵ and w˜ are uniquely determined by (6.1) and (6.2),
where v̂ and v˜ are given by
xt = A"xt+1 + C"wt ,
v̂= B"xt+1 +D"wt , (6.12)
v˜= B˜"xt+1 + D˜"wt .
Proof. Premultiplying (6.12) with M yields
xt+1 = Axt + Bv̂t + B˜v˜t ,
wt = Cxt +Dv̂t + D˜v˜t . (6.13)
Hence, x = x̂ + x˜ and w = ŵ + w˜ with ŵ ∈ B and w˜ ∈ B˜, from which the result
follows. 
6.5. Computing the angle between systems
In this section we provide an algorithm that computes θ(B,B′) for arbitrary sys-
tems B,B′ ∈ B, cf. Definition 3.1. First observe that for systems with a flat angle
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(the most relevant case in this paper), this amounts to orthogonally projecting an
arbitrary non-zero trajectory of one system onto the other, and then determine the
corresponding angle, cf. Section 3.1.
If the angle θ(B,B′) is not flat, it can be computed by using relation (3.1) and the
fact that the gap can be expressed as the induced norm of ‖B −B′ ‖. For clarity
we give an algorithm, adapted from [15],
Data. A CISR of a system B and B′, both of the same rank m, given by respectively.[
A B B˜
C D D˜
]
and
[
A′ B ′ B˜ ′
C′ D′ D˜′
]
(6.14)
Step 1. Construct the rational transfer functions G1(s) := C(sIn − A)−1B +D and
G˜2(s) := C′(Is − A′)−1B˜ ′ + D˜′.
Step 2. Define H := G˜∗2G1, with G˜∗2(s) = G˜"(s−1) the adjoint of G˜2.
Step 3. Determine the induced norm ν := ‖H‖∞ := sup̂v∈L2 ‖H v̂‖/‖̂v‖, which is
equal to sup0θ2π σmaxH(eiθ ), where σmax denotes maximal singular value.
Result. θ(B,B′) = arcsin ν.
The proof relies on the fact that H maps the auxiliary input v̂ of a system trajectory
in B to the auxiliary input v˜′ of the projection error ŵ − ŵ′, with ŵ′ the projection
of ŵ onto B′. As G˜2 is isometric, ‖˜v′‖ is the size of the projection error, from which
the result follows.
6.6. Cutting links in state representations
In this section, the effect of cutting a canonical link is translated in terms of state
representations. In view of hrefdegonered, state representations of B(p(k) ∧ 0) and
B(0 ∧ f(k)) and their orthogonal complements are of primary interest. In the anal-
ysis, we focus on B(0 ∧ f(k)). Similar results can be inferred for B(p(k) ∧ 0) by a
time-reversion argument.
Let
M =
[
A B B˜
C D D˜
]
define a CISR for B ∈ B. The trajectory 0 ∧ f(k) is given by{
. . . , 0, 0 |Cek, CAek, CA2ek, . . .
}
.
A state representation for B(0 ∧ f(k)) is given by
zt+1=Azt + Aekht ,
wt=Czt + Cekht ,
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with h an auxiliary input. Since the degree of this system is strictly smaller than
the degree n of B (Proposition 4.8), it follows that the latter representation is non-
minimal. A reduced-order representation is obtained by setting h := h′ − e"k z. This
leads to
σz′ =E"k AEkz′ + Aekh′,
w=CEkz′ + Cekh′,
where Ek has been introduced in Section 1.1. If the kth canonical gain has multiplic-
ity one, this is indeed a minimal state representation of B(0 ∧ f(k)). Notice, however,
that in general it is not isometric.
To obtain a state representation for B(0 ∧ f(k))⊥, consider Eqs. (6.13) and let
w ∈ 2 be arbitrary. Then σ jw ⊥ (0 ∧ f(k)) is equivalent to e"k xj = 0 (cf. the proof
of Theorem 6.1), and hence w ∈ B(0 ∧ f(k))⊥ if and only if e"k x = 0. The latter
condition is equivalent to the algebraic constraint
e"k
(
Ax + Bv̂ + B˜v˜) = 0, (6.15)
which may be translated in more explicit form as a state feedback law for one compo-
nent of the joint auxiliary variables (̂v, v˜). Eliminating this single component results
in a state representation with q − 1 remaining auxiliary inputs.
If B ∈ Bq has rank m = q − 1, then v˜ is scalar valued, and if also e"k B˜ /= 0, it
can be eliminated in this way by substituting
v˜ = −e
"
k Ax
e"k B˜
− e
"
k Bv̂
e"k B˜
. (6.16)
This results in the following state representation for B(0 ∧ f(k))⊥.
Proposition 6.3 (SR of kth canonical state annihilator). Suppose that B has rank
m = q − 1. If e"k B˜ /= 0, then B(0 ∧ f(k))⊥ has a state representation
xt+1 = TkAxt + TkBv̂t ,
wt = (C − βkD˜e"k A)xt + (D − βkD˜e"k B)̂vt
(6.17)
with βk := 1/(e"k B˜) and Tk := I − βkB˜e"k .
Its controllability gramian is given by W − (λk/˜λk)W˜ . This system is of degree
n− r, with r the multiplicity of the gain λk in W; TkA has at most k′ − 1 eigenvalues
in |z| < 1, with k′  k the first index for which λk′ = λk .
Proof. The state representation (6.17) follows directly from the substitution of
(6.16) in (6.13). Define the gramian X = W − (λk/˜λk)W˜ . Then X satisfies X =
Tk(AXA
" + BB")T "k , which follows by observing that TkB˜ = 0 and e"k Tk = 0,
and hence
Tk(AXA
" + BB")T "k = Tk
(
AXA" + BB" − λk
λ˜k
B˜B˜"
)
T "k
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= TkXT "k
= X.
Finally, notice that X is diagonal, and that its first k′ − 1 entries on the diagonal
are positive, followed by r zero entries, followed by negative entries. This implies
that the k′st till the (k′ + r − 1)th row in (TkA TkB) are zero. Removing these
r rows yields a minimal representation, as the degree of the represented system is
n− r by Proposition 4.9, and the resulting system has the same gramian with the
zero diagonal entries removed. Infer from Theorem 3.3 in [17] that TkA has k′ − 1
eigenvalues inside the unit circle. 
We emphasize that the state representation (6.17) is not necessarily isometric. It
can be transformed into a CISR as described in Section 6.3. In general, it is difficult
to derive explicit analytic expressions for this transformation but in the following
section we derive such expressions for systems in two variables (q = 2).
6.7. Reduced order CISR for siso systems
The following theorem gives an explicit CISR representation of the optimal de-
gree (n− 1) approximant of a system B ∈ Bq with rankm = 1 and q = 2. As shown
in Proposition 2.2, this case corresponds to complexity reduction of single-input sin-
gle-output systems.
Theorem 6.4 (CISR optimal reductions). Let B ∈ B have a CISR
M =
[
A B B˜
C D D˜
]
as defined in Theorem 6.1 and suppose that q = 2, m = 1, λn  1 − λ1, and all λj
are distinct. Define λ˜ := λ˜n and λ := λn. A CISR of the optimal angle approximant
R∗ = B(0 ∧ fn)⊥ = B(pn ∧ 0) of B is given by
M∗ :=
[
Q.TAQ λ˜1/2Q.T B βλ˜1/2QAen
(C − βD˜e"n A)Q λ˜1/2(D − βD˜e"n B) βλ˜1/2Cen
]
n¯
=:
[
AR BR B˜R
CR DR D˜R
]
. (6.18)
Here, [·]n¯ denotes the removal of the nth row and nth column in a matrix, β :=
1/(e"n B˜), T := In − βB˜e"n , Q := (In − λW−1)1/2, and Q. its pseudo-inverse
diag
{√
λ1
λ1 − λ, . . . ,
√
λn−1
λn−1 − λ, 0
}
.
The angle θ(B,R∗) = arcsin(λ1/2) and is flat. The canonical past–future ratios of
R∗ coincide with the ones of B, with the smallest one removed.
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Proof. According to Theorem 5.1, R∗ is given by B(0 ∧ fn)⊥ = B(pn ∧ 0), has
rank m = 1, degree n− 1, and a flat angle arcsin(λ1/2) with respect to B. We first
show that e"n B˜ /= 0, so that Proposition 6.3 is applicable. Let v˜(n) denote the auxilia-
ry input of the weakest (backward) link w˜∗ := (γnpn ∧ −γ˜nfn) of B˜, with γn =
√
λ
and γ˜n =
√
λ˜ (cf. (4.6c)), achieving B˜’s minimal past–future ratio γn/γ˜n. Suppose
e"n B˜ = 0, then in analogy with (6.7), v˜(n)−1 = B˜"W˜−1/2en = 0. Hence then also
σ−1w˜∗ ∈ B˜⇔, of which the past–future ratio is not increased and hence must be the
same as in w˜∗. This would imply a multiple weakest link in B˜, hence in B, which
contradicts the assumption that all singular values are distinct. So e"n B˜ /= 0, and
(6.17) with k = n and r = 1 is a state representation for R∗, which is minimal after
removing the last component in x. So for all t ∈ Z,(
zt+1
wt
)
=
[
AR BR
CR DR
](
zt
ht
)
with zt := E"k Q.xt and ht := λ˜−1/2̂vt . (6.19)
This proves that R∗ is represented by (6.18). Further, the controllability grami-
an in (6.17) transforms into E"k Q.(˜λW − λW˜)Q.Ek = diag(λ1, . . . , λn−1), which
proves the claim on the canonical gains in the reduced system.
It remains to show that M∗ is a unitary matrix. Straightforward verification turns
out to be problematic, and instead we give a more abstract derivation of this fact,
based on a further analysis of (6.17) for siso systems. If we take for v̂ in (6.17) the
value
v̂ = γ˜k v̂(k), (6.20)
as defined in (6.7), then w and x are given by
w= (p(k) ∧ 0), (6.21)
x= (γ˜−1k Q2̂x−(k) ∧ 0), (6.22)
which can be proved as follows. Observe that v̂, x and w in (6.17) are consistent with
their definition in (6.12) and (6.13). Consequently, for the given value of v̂, the corre-
sponding w in (6.17) must satisfy w − γ˜kŵ(k) ∈ B˜, which holds true for (6.21). The
existence of any other element w′ ∈ B(0 ∧ f(k))⊥ with this property would imply that
0 /= w − w′ ∈ B˜ ∩B(0 ∧ f(k))⊥, which contradicts Proposition 4.8 (by assumption
B˜ has rank one). Hence (6.21) must be true. Substituting this formula with k = n
in (6.12) yields (6.22), where it may be helpful to use that ∑j−1i=0 AiFCAj−1−i =
AjW −WAj for all j ∈ N, with F as in Section 6.2.
Now the representation matrix in (6.19) must be isometric, as for this specific
triple (̂v, x,w) and all t ∈ Z−,
h"t ht + z"t zt − z"t+1zt+1 − w"t wt
= λ−1˜λ−1e"n A−t−1
(˜
λBB" + AWQ2WA" −WQ2W − FF"
)
A"−t−1en
= 0
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(as W = AWA" + BB" and WW˜ = AWW˜A" + FF"), while
span
{(
zt
ht
)}
t∈Z−
= Rn
(from minimality of state z).
Finally, we have to show that the last column in M∗ completes the others to
a square unitary matrix. Orthogonality of the last column to the others in M∗ is
straightforward from the fact that M is a unitary matrix, which implies C"D =
−A"B and C"D˜ = −A"B˜. Hence
λ˜−1β−1(B˜"RBR + D˜"RDR)= e"n A"QQ.T B + e"n C"(D − βD˜e"n B)
= enA"T B − e"n A"(B − βB˜e"n B)
= 0.
Similarly,
λ˜−1/2β−1(B˜"RAR + D˜"RCR)= e"n A"QQ.TAQ+ e"n C"(C − βD˜e"n A)Q
= enA"TAQ− e"n A"(A− βB˜e"n A)Q+ e"n Q
= 0.
In order to derive that the last column has unit norm, we make use of the fact
(only for siso systems) that
W−1/2AW 1/2 = SW˜ 1/2A"W˜ 1/2S (6.23)
with S some diagonal sign matrix, i.e., with diagonal entries 1 or −1 and other
entries zero. This is derived as follows. W−1/2AW 1/2 represents the projection of
σB⇔ onto B⇔ and W˜ 1/2A"W˜ 1/2 represents the projection of B˜⇔ onto σ B˜⇔ with
respect to the bases of B⇔ and B˜⇔ as given in Proposition 4.7, cf. Section 6.2. If
m = 1 and q = 2, then B˜rev has CISR[
A B B˜
JC JD JD˜
]
, (6.24)
with
J :=
[
0 −1
1 0
]
.
Now (6.23) follows from an obvious relation between the past–future links in this
system and B⇔, and the fact that canonical past–future links are unique modulo a
sign change if all gains are distinct, cf. Proposition 4.7.
Then
B˜"R B˜R + D˜"R D˜R = β 2˜λ(e"n A"Q2Aen + e"n C"Cen).
As C"C = In − A"A, this equals β 2˜λ(1 − e"n A"(In −Q2)Aen), and applying
(6.23) twice results in
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β 2˜λ
(
1 − e"n S(WW˜)−1/2A(WW˜)1/2SλW−1S(WW˜)1/2A"(WW˜)−1/2Sen
)
= β2(˜λ− e"n AW˜A"en).
Substitute AW˜A" = W˜ − B˜B˜" and apply the definition of β to see that the squared
norm is indeed 1. 
We remark that for systems with a backward link as weakest link (so λn  1 −
λ1), the algorithm can be applied to a CISR of B˜, whose weakest link will be a
weakest forward link, or, equivalently, to a CISR of the time-reversed system Brev.
We conclude this section by a corollary that follows immediately from applying
the above theorem several times. Recall that sin θ(R,B) is the gap between R and
B, see (3.1).
Corollary 6.5 (Sequential reduction). Under the hypotheses of Theorem 5.1 (and
also for the case λn > 1 − λ1), k sequential optimal reductions of B by one degree
results in a (n− k)th order system R with τn−k+1  sin θ(R,B) ∑nj=n−k+1 τj ,
with {τj }nj=1 the set of real numbers {min(
√
λj ,
√
1 − λj )}nj=1 in decreasing order.
7. Comparison with other methods
In this section we will compare some of the main results of this paper with ear-
lier and related work. We start with a comparison to the global total least squares
(GTLS) method of identifying a dynamical system from an observed time series as
in [38,39]. Since the analysis of this paper has many similarities with balancing tech-
niques and balanced reductions of input-state-output systems (cf. [31]), we describe
this connection in Section 7.2. In Section 7.3 we consider a relation of the present
work to optimal Hankel norm reductions. The relation with coprime factorizations is
addressed in Section 7.4.
7.1. Comparison with GTLS
The GTLS method of identifying a dynamical system B ∈ B from an observed
time series w can be formulated with the angle θ(w,B) as identification criterion.
This problem has been considered for time series w, either on finite time [38] or in
2 [39], or in a stochastic setting [22]. Given w ∈ 2 and integers m, n′, this problem
amounts to finding a dynamical system B∗ ∈ B with rank m, degree  n′ and
θ(w,B∗) = min {θ(w,B) |B ∈ B,B has rank m and degree < n′}, (7.1)
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If w belongs to a system B ∈ B with rank m and degree n > n′, then the difference
with the problem of optimal angle approximation is that in GTLS just one trajectory
is approximated, and not a whole system. If w is a canonical past–future link in B⇔,
then we obtain the following result.
Proposition 7.1. Let w = ŵ(k) be the kth canonical past–future link of a system B ∈
B of rank m = 1 and degree n. Then θ(w,B(p(k) ∧ 0)) = θ(B(w),B(p(k) ∧ 0)) =
arcsin γk and B(p(k) ∧ 0) is a stationary point for the optimization (7.1) 4 if n′ =
n− 1.
Proof. Under projection onto B(p(k) ∧ 0),w(k) falls apart into a seperate past and
future, cf. Proposition 4.8. Consequently, the approximation and its state trajecto-
ry in B(p(k) ∧ 0) on the one hand, and the projection error and its state trajecto-
ry in B(p(k) ∧ 0)⊥ on the other hand, have zero covariance. This is precisely the
stationarity condition, cf. [39, Theorem 8.1]. 
The question arises under which circumstances these systems are also globally
optimal under the GTLS criterion. Simulations show that this is not always true,
as systems can be found for which the GTLS angle (7.1) for a weakest link w and
n′ = n− 1 may fall below the OAR bound α∗ in (5.2).
7.2. Comparison with balanced truncation
In this section we compare our results to the balanced truncation model reduction
technique initiated in [31]. Since balanced truncation methods apply to stable input–
output systems, the methods are best compared on the level of the (auxiliary) input–
output mapping induced by the isometric state representations. For a comparison on
the level of input–output transfer functions we refer to [43].
For a CISR
M =
[
A B B˜
C D D˜
]
,
let
G(z) := C(Iz− A)−1B +D ∈ Rq×m(z) (7.2)
be the induced transfer function. In the time domain, G(σ) : m2 → q2 is the causal
isometric function which maps v̂ to ŵ as defined in (6.1), and hence B is the im-
age of G(σ). In the frequency domain, G(z) is the inner function that relates the
z-transforms vˆ of v̂ and wˆ of ŵ as wˆ(z) = G(z)vˆ(z). We write G for G(σ), so that
Gv̂ := G(̂v) = ŵ. The Hankel operator with symbol G is the mapping G : −2 →
4 More precisely, the criterion function θ(w, ·) : B → R has zero partial derivatives in the parameter
space location corresponding to a representation of B(p(k) ∧ 0)
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+2 defined Gv̂ := [Ĝv]Z+ = [Ĝv]+. The Hankel operator has finite rank and the
square roots of its non-zero eigenvalues are the Hankel singular values associated
with G.
Now (A,B,C,D) has observability gramian In and controllability gramian W,
as defined in Theorem 6.1. A diagonal state transformation x $→ W−1/4x brings
(A,B,C,D) in balanced form in the sense that the observability and controllability
gramians in the transformed system are both equal to W 1/2. In fact, the Hankel
singular values of G are equal to the diagonal elements of W 1/2 and therefore in
one-to-one correspondence with the canonical gains. More precisely, the kth Hankel
singular value σk of G satisfies
σ 2k =
1
1 + ρ2k
= γ 2k = λk,
with ρk the kth canonical past–future ratio (cf. Definition 4.6). Moreover, with v̂k ,̂w(k)
defined in (6.7) the pair (̂v−k , λ−1/2k ŵ+(k)) is the kth Schmidt pair of G corresponding
to the singular value σk .
Consider the smallest singular value σn. It satisfies
σ 2n =
1
1 +−→ρ 2 ,
where −→ρ is the weakest forward gain of B, cf. Definition 4.4. If this is also the
weakest gain, i.e., if −→ρ <←−ρ , and m = 1 or m = q − 1, then the optimal degree
n− 1 approximant characterized in Theorem 5.1 is obtained by cutting the weakest,
or nth canonical link. Truncation by balancing amounts to annihilating the nth state
component.
The two methods agree in the formalization of a concept of ‘least important state’,
but they differ, however, in the implementation of the idea of annihilation of these
states. In the method of balanced truncations, reduced-order models are obtained
be removing the rows and columns in the systems’ balanced state representation
which correspond to the least important states. Alternatively, a reduced-order model
is defined by adding the constraint e"n (xt+1 − xt ) = 0 to the system equations (as in
the Matlab procedure dmodred). Both approaches are heuristic, in the sense that the
approximate systems have no well-defined optimality properties.
The annihilation condition in our approach is (6.15). The main point is that, on
the one hand, the state x does coincide with the ‘true’ state x̂ for trajectories w ∈ B,
cf. Section 6.4. Consequently, (6.15) with k = n may be viewed as ‘annihilating
the least important state of the system’. On the other hand, x in (6.15) is defined
more generally for every w ∈ q2 (with value x = x̂ + x˜, cf. Section 6.4), with v˜ not
necessarily zero. In fact, the proof of Theorem 6.4 shows that the state component
is annihilated by v˜ alone, without adapting the value of v̂. We consider it as a strong
point of our approach that optimal reduction is more straightforward on the level of
‘balanced’ trajectories (truncation of past–future links) than on the level of balanced
representations.
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7.3. Relation with Hankel norm reduction
In view of the previous it is obvious that there must also be a close connection
between the result of Theorem 5.1 and approximations of the Hankel operator G as
defined above. For the sake of simplicity, assume that the system is of rank m = 1,
so that the transfer function G, defined in (7.2), has a single input, and G is uniquely
defined by one non-zero input–output pair (̂v,Gv̂). The process of cutting the kth
canonical link suggests a decomposition of G,
G = Ĝ(k) + G˜(k),
where Ĝ(k) and G˜(k) are operators on 2 with the property that
Gv̂(k) = (γ˜kp(k) ∧ γkf(k)), (7.3)
Ĝ(k)̂v(k) = (γ˜kp(k) ∧ 0), (7.4)
G˜(k)̂v(k) = (0 ∧ γkf(k)). (7.5)
It turns out that these operators are rational and that the stable part of Ĝ(k) has
McMillan degree< k and is the (k − 1)th-order optimal Hankel norm approximation
of G. Indeed, from Proposition 4.8 it follows that ‖G˜(k)‖ = γk = σk , while (6.20),
(6.21) and Proposition 6.3 induce that Ĝ(k) has at most k − 1 stable poles.
This means that for the operator G, the optimal Hankel approximation of degree
k is the stable part of the transfer function obtained by truncation of the future in the
kth canonical link.
The result shows that, despite the substantial difference in interpretation, from a
technical viewpoint there is an immediate connection between optimal angle approx-
imations and Hankel norm approximations of isometric systems:
Let G and G˜ denote the isometric image operators for B and B˜ as induced by the
ISR of a system B in B. Then the optimal n− 1-order angle approximant of B
equals the graph of the (n− 1)th-order optimal Hankel norm approximant of G,
or it is equal to the orthogonal complement of the graph of the (n− 1)th-order
optimal Hankel norm approximant of G˜.
In fact, Hankel approximation theory for MIMO systems implies that the graph
of at least one of both aforementioned Hankel approximants achieves the angle α∗
of hrefdegonered, even for systems of rank > 1.
With some modifications the construction can also be applied for (not necessarily
isometric) input–output system, as described in [43].
7.4. Coprime factorizations
In this section we relate various notions of this paper to normalized coprime fac-
torizations, which form one of the cornerstones of modern robust control techniques
[10,28,47]. This connection is rather straightforward and may be of independent
interest.
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Consider a bounded rational transfer function H ∈ Rp×m(z), with H(σ) : m2 →

p
2 denoting the input–output operator in time domain, and the multiplication op-
erator H(z) :Lm2 →Lp2 its counterpart in the frequency domain. We write H for
H(σ) and associate the system B := graph(H) in Bq with H, where q = m+ p,B
has rank m and degree n. Let M ′ denote a CISR of B constructed from a minimal
realization of H as described in Section 6.3. Let G ∈ Rq×m(z) denote the transfer
function induced by M ′ as in (7.2), so that B = imG. See also Proposition 2.2.
In this way, M ′ defines an output-normalized realization of a normalized right
coprime factorization (nrcf) of H. Specifically, the partitioning
G =
[
M
N
]
, M ∈ Rm×m(z), (7.6)
yields an nrcf H = NM−1, as G is inner, M∗M +N∗N = Im and both N and M are
stable (cf. [40,47]).
A unitary dilation of G is obtained from the CISR M ′ by defining G˜ := C(Iz−
A)−1B˜ + D˜, as G˜ is also inner, and im G˜ = B˜ is orthogonal to B = imG and G :=
(G G˜) is square with G∗G = Iq .
A normalized left coprime factorization (nlcf) of H is obtained in a dual way,
which amounts to reverting time and interchanging the role of B and B˜. Let MR
denote a CISR of B˜rev (cf. (3.3)), which is the basis transformation
MR : T′1 :=
{
σ−1P,VR, V˜R} $→ T′2 :=
{
P,W0
}
in the n+ q-dimensional space
HR :=
{
w ∈ q2 | w = (w← ∧ w0 ∧ 0) with w0 ∈ Rq and w← ∈ B⇐
}
, (7.7)
cf. (6.3) and (6.4). Here P and W0 are as in Theorem 6.1, and VR and V˜R are the
duals of V and V˜, e.g., V˜R is an orthonormal basis of V˜R := (B˜⇔ + σ−1B˜⇔) ∩
(σ−1B˜⇔)⊥.5
Now partition the transpose of the transfer function G˜R induced by MR according
to G˜"R = [−N M] with M ∈ Rp×p(z). Then H = M
−1
N is an nlcf, as G˜R is inner,
and B = ker G˜"R (the dual version of B˜ = kerG∗, cf. (6.12)).
Finally we describe how to extend these geometric constructions to a doubly co-
prime factorization (dcf) of H,[
V L −UL
N M
] [
M UL
N VL
]
=
[
Im 0
0 Ip
]
, (7.8)
with all blocks stable rational. In fact we construct the unique dcf with R∗ := M∗UL
+N∗VL strictly anti-stable (hence with responses in (m2 )− ∧ 0 for impulses at t =
0). Then V −1L UL =: K = ULV −1L is the LQG controller associated to G as intro-
duced in [24] (cf. [10, Section 4]).
5 For siso systems MR is given by (6.24). Explicit transformations between M ′ and MR for q > 2 are
not so hard to derive, but fall outside the scope of this paper.
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First notice that indeed −NM +MN = 0, as B = imG = ker[−N M]. In order
to construct the other blocks in (7.8) we concentrate on impulse responses. Observe
that V consists of the impulse responses (in obvious order) of [M
N
], cf. (7.6) and
(7.2). Analogously, the (anti-causal) impulse responses of [−N
∗
M
∗ ] form the basis V˜R .
Now from the requirement −NUL +MVL = Ip it follows that [ULVL ] must have kth
impulse response of the form ĝ + g˜, with ĝ ∈ B and g˜ the kth element of V˜R . As
stability is imposed, the impulse response must have zero past, hence ĝ− = −˜g−.
Existence of such ĝ is proved by g˜− ∈ B˜⇐ + (σ−1B˜⇔)− = B˜⇐ = B⇐ = (B⇔)−,
cf. Propositions 4.2 and 4.3. Strict antistability of R∗ = M∗UL +N∗VL implies that
the auxiliary input v̂ of ĝ, given by v̂ := G∗(̂g) = G∗(̂g + g˜), cf. (6.12), has v̂+ = 0,
and hence ĝ+ must be in B⇒. So ĝ must be the unique past–future link in B that
annihilates the past of g˜. In a similar way it can be shown that (7.8) implies that the
kth (anti-causal) impulse response of [ V
∗
L−U∗L ] is ĝ
′ + g˜′, with ĝ′ the kth element in V
(hence the kth impulse response of G) and g˜′ ∈ σ−1B˜⇔ such that ĝ′ + g˜′ is zero on
[1,∞). It is now easily verified that in this way a dcf (7.8) is obtained that satisfies
the minimum degree constraint.
In more condensed form, we have derived the following. LetMdcf denote the basis
transformation in H given by
Mdcf : {F,V,L} $→ T2
with L the unique basis of (V˜R +B⇔) ∩ (0 ∧ +2 ) of which the (elementwise) pro-
jection onto B˜ yields the basis V˜R . Then Mdcf is an output-balanced realization
matrix of[
M UL
N VL
]
.
These results further enhance the geometric insights in robust stabilization and
model uncertainty descriptions as studied in, for instance, [6,10,30,32].
8. Exact numerical example
We illustrate the model reduction approach by a numerical example. For a second-
order system we determine its unique first-order approximation under the angle-crite-
rion. The example is chosen such that the approximation formulas remain reasonably
simple. The exact numerical computations have been performed in Mathematica.
Consider a system in two variables u and y described by
yt − 13 yt−1 = ut − ut−1 + 12 ut−2. (8.1)
Formally, this defines the system B = {w = (uy ) ∈ 22|(8.1) holds}. If y is regarded as
the output of u, the system corresponds to the transfer function (6 − 6s−1 − 3s−2)/
(6 − 2s−1), having poles {0, 13 } and complex zeros { 12 ± 12 i}, and realization
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xt+1 =
[ 1
3 0
1 0
]
xt +
[
1
0
]
ut ,
yt =
[− 23 12 ] xt + ut . (8.2)
Using the algorithm in Section 6.3 this representation can be transformed to a canonical
isometric state representation (6.1). In step 2 of the algorithm of Section 6.3 this gives
K =
[ 1
4 − 16
− 16 536
]
,
S"S = K is solved for
S =
[
0 16
1
2 − 13
]
,
R = 23 , F =
[ 1
3 − 29
]
and
M̂ = 1
3

2 1 0 2
−2 0 1 2
0 2 2 −1
1 −2 2 0
 , (8.3)
In the third step, we have to diagonalize the observability gramian
W = 1
595
[
11 −4
−4 71
]
by a unitary transformation U. A solution for U that also orders the diagonal elements
is obtained via the SVD of W. It is given by
U =
−
√
1
2 − 152√229
√
1
2 + 152√229√
1
2 + 152√229
√
1
2 − 152√229
 (8.4)
and it is unique modulo sign changes for each column. A canonical isometric state
representation for B is given by
M =

1
3 − 143√229 −
1
2 − 196√229
1
3
√
1
2 + 152√229
2
3
√
1 − 2√
229
1
2 − 196√229
1
3 + 143√229
1
3
√
1
2 − 152√229
2
3
√
1 + 2√
229
1
3
√
2 + 30√
229
1
3
√
2 − 30√
229
2
3 − 13
− 13
√
5
2 + 532√229
1
3
√
5
2 − 532√229
2
3 0

(8.5)
with gramian
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W =
[
λ1 0
0 λ2
]
with
λ1 = 41 + 2
√
229
595
≈ 0.1198 and λ2 = 41 − 2
√
229
595
≈ 0.0180.
The canonical past–future ratios are given by
ρ1 =
√
(1 − λ1)/λ1 = −7 +
√
229
3
≈ 2.71,
ρ2 =
√
(1 − λ2)/λ2 = 7 +
√
229
3
≈ 7.38.
The weakest backward gain of the system is given by ←−ρ = ρ1 ≈ 2.71, the weakest
forward gain by −→ρ = 1/ρ2 ≈ 0.136, which is also the weakest gain ρ. It has multi-
plicity one, and the corresponding weakest link is unique modulo scaling and sign;
its numerical value follows from (6.7).
The optimal approximation R∗ of degree one is generated by the past of the weak-
est (forward) link, or, equivalently, it is the orthogonal complement of the future of
this link, which is the future effect of the second state variable. The corresponding
CISR of R∗ is given by Theorem 6.4, and takes the value
Mred =

11−√229
18
1
9
√
53+5√229
14 − 23
√
−2+√229
7
7
9
√
−13+11√229
170
1
9
√
51997−569√229
1190
1
3
√
2714−178√229
595
− 13
√
−26+22√229
85
2
3
√
554+2√229
595 3
√
41−2√229
595
 , (8.6)
If we eliminate the state variable, then the approximate system is described by
yt − 73 − 13
√
229
206
yt−1 = 274 + 2
√
229
309
(ut − 17 −
√
229
20
ut−1). (8.7)
Hence, R∗ = {w = (uy ) ∈ 22 | (8.7) holds} are the 2 solutions of (8.7). This is the
unique first-order system that has minimal angle with respect to B. This angle equals
arcsin
√
(41 − 2√229)/595, which is about 7.7 degrees. Any other first-order linear
time-invariant equation has a square summable solution that has larger angle with
respect to square summable solutions of (8.1). Moreover, the angle is flat, which
implies that every element of R∗ attains this angle with respect to B, and, conversely,
every system trajectory in B attains this angle with respect to R∗.
Finally, we consider the result of sequential optimal reduction by one degree.
Cutting the past–future link in R∗ results in the optimal static model R0 defined by
the system law
7ut = 6yt .
This system has a flat angle with respect to R∗, but the angle with respect to B is not
flat. According to Section 6.5, the latter angle is given by arcsin ν with
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ν :=
√
sup
0θ2π
‖H"(e−iθ )H(eiθ )‖∞ (8.8)
and
H(s) = 7√
85
Gu(s)+ −6√
85
Gy(s)
with
Gu(s) = 2s − 66s2 − 9s − 2 and Gy(s) =
−3s2 + 6s − 6
6s2 − 9s − 2 ,
which are the transfer functions from v̂ to, respectively, the first and second compo-
nent of ŵ as induced by (8.5).
Straightforward exact computations show that ν = 2√229/7√85, which is
achieved for θ = arccos( 611 ). So θ(B,R0) = arcsin ν ≈ 27.97 degrees. Remarkably
enough, this turns out to be equal to the sum of the flat angles between the subse-
quent reductions, arcsin(
√
λ1)+ arcsin(√λ2).6 To show that this is not an optimal
static approximation, we also determine the angle between B and the static system
R1 described by the equation 4ut = 5yt , in a similar way. This angle is given by
arcsin(
√
(143 + 2√8530)/2009) ≈ 23.82 degrees. Consequently, θ(B,R1) <
θ(B,R0), i.e., R0 is not optimal.
9. Conclusions
We formalized an optimal model approximation problem in the behavioral setting
for a class of linear time-invariant 2 models. A complete solution has been provid-
ed for system reductions of the degree of the to-be-approximated system with one.
Reduced-order models have been characterized as those models that can be realized
by means of a completion process based on the weakest link trajectories of the sys-
tem. Partial results on arbitrary degree reductions have been derived by sequential
reductions. Algorithms have been given for the algebraic calculations of optimal
approximate models, based on isometric state space representations of systems. The
relation of the results to global total least squares algorithms, model reduction by
balanced truncations and optimal Hankel norm reductions has been indicated. It is
explained how the geometric constructions relate to doubly coprime factorizations.
A simulation example is given and it is shown that an iterative scheme of sequential
reductions is not optimal.
6 More generally, systems with all singular values of the same sign (as defined in e.g. [10]) turn out to
have the property that k sequential reductions result in an approximation angle equal to the sum of the
k seperate approximation angles in each step. It is out of the scope of this paper to further analyze this
phenomenon.
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