Abstract-We examine the prohlem of distributed estimation when only one sensor can take a measurement per time step. We solve lor the optimal recursive estimation algorithm when the sensor switching schedule is given. We then consider the effect of noise in communication channels. We also investigate the problem of determining an optimal sensor switching strategy. We see that this problem involves searching a tree in general and propose two strategies for pruning the tree to minimize the computation. The first is a sliding window strategy motivated by the Viterhi algorithm, and the second one uses thresholding. The performance of the algorithms is illustrated using numerical examples.
I. INTRODUCTION AND MOTIVATION
Recently there has been a lot of interest in networks of sensing agents which act cooperatively to obtain the best However, in some applications, the use of one sensor places restrictions on the use of other sensors. This situation exists whenever simultaneous use of sensors causes interference in measurements. This is a common problem in robotic systems, e.g. when acoustic sensors are used for ranging. When the individual sensor platforms are using sonar range-finding devices, only one sonar sensor may be active at any time, so as to isolate the reflected signal appropriately. In such a case, apart from the issue of optimal multi-sensor data fusion, there is the additional issue of optimally scheduling the sensor measurements so as to minimize the error covariance associated with state estimation.
In this paper, we study the problem of multi-sensor data fusion when only one sensor is allowed to take a measurement at every time step. Assuming that measurements are being exchanged between sensors, we also consider the case of the communication channels being noisy. We also investigate the issue of constructing the optimal sensor schedule. In the case of tracking an object moving amongst dispersed sensing agents, we seek a sequencing of sonar measurements among the sensors that best accomplishes this task. While optimization of sensor schedules have been examined using optimal or stochastic control theory techniques, as in [12].
[13]. solutions to Ricatti differential equations, and even information-theoretic methods, as in [ 141, we pursue two simpler methods, sliding window and thresholding, for determining an optimal sensing schedule. These methods trade computatiodmemory requirements for sub-optimality; however, they seem to work well on the simulation examples. A more detailed description of the optimizing algorithms can be found in 1151; in this paper we focus more on setting up the problem and solving for the optimal data fusing algorithm.
The paper is organized as follows. The next section, sets up the problem and describes the optimal data-fusion algorithm for a given sensor schedule. Section III considers the degradation in the performance when this scheme is used in the presence of communication noise. Section N considers the question of choosing the optimal sensor schedule. We present some methods that obtain sub-optimal sensor schedules, but have the advantage of simplicity. We demonstrate these algorithms via examples and simulations. Assuming that the j-th sensor takes the measuremetkat time step k, we ob%n that
MODELING AND PROBLEM FORMULATION
Defining &e 'inner produst '(5, U) as E.
[zyT]; we have &e form of the. linear estimator as
.Now:define &error by. .
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Ad. let P;[klk : 11 be the: error covariance. Also define 
By definition, we immediately obtain that P;[kli-11's evolve we compute
Thus we see that the recursive optimal filtering equation is given by no, the initial covariance matrix for above &cursions is also given by Pi(0I -1) = no. Note that P;[klk -11 is of. independent interest as it is the error covariance-for the i-th sensor at.time step k when-it has processed the measurements till time-step k-.l. We will refer to it as P;[k]'in short. Since all the & d e s have access to the same measuremenvj, there is only one innovation and hence all the state estimates are the same. So'the subscript i is unnecessary in this case and P;[k] = P[k] for all i.
C. Optimal AIgoriihm -Communicaiion Noise Case
Let us assume now that any signal exchanged between sensor nodes i and j is corrupted by additive, -mean, Gaussian white noise, u;j. We wish to see how the performance ofthe scheme of exchanging measurements between the sensors outlined above is affected. Going tbrough a similar derivation as above, we find that (3) is modified to
.assuming that the j-th sensor has taken the~measurement at time step k. Let us assume the noise vector
Then, we find that the Kalman filter form remains the same as before except that (4) becomes 
We note that the only difference from the earlier case is that the effective measurement noise includes the actual sensor noise plus the communication noise. Observe, however, that sending only the measurement from one sensor to the other might not be the optimal thing to do in this case. Sending more information (e.g., the state estimates) might lead to better performance for all the sensors considered together.
OPTIMIZATION ALGORITHMS A. Optimization of rlie Sensor Schedule
In the analysis presented so far, we have assumed that the sensor schedule was given. It is obvious that the minimum error covariance achievable is a function of the sensor schedule. Next, we wish to find the sensor schedule that minimizes the error covariance over a given time horizon. In this and subsequent sections, we consider this problem. For simplicity and without loss of generality, we consider only two sensors and define the cost function, J , to be the sum of the error covariance matrices for the two sensors over the running time of the system: We can represent all the possible sensor schedule choices by a tree smcture, as shown in Fig. 1 for the case of two seusors.
Each node on the tree represents the active (ie. measurementtaking) sensor at its particular time step, with the root defined to he time zero. The branches from each node correspond to choosing a particular sensor to be active at the next time instant. Thus, the path from the root to any node at depth d represents a particular sensor schedule choice for time steps 0 to d. We can associate with each node the cost function evaluated using the sensor schedule corresponding to the path from the root to that node. Obviously, finding rhe optimal sequence requires traversing all the paths from the root to the leaves in a binary tree (for the case of two sensors). If the leaves are at a depth N , a total of 2N schedules need to be compared. This procedure might place too high a demand on the computational and memory resources of the system. Moreover, in practical applications N might not he fixed a-priori. Hence we need some son of on-line optimization procedure. We present some approximations which address these difficulties. The basic idea behind the two approximations is to prune the tree to a manageable size. However, the pruning should The tree s w c t m defined by the various possible choices of sensor ensure with a high probability that the optimal sequence is not lost. The algorithms presented involve choosing some arbitrary paranieters which depend on the problem and the computatiodmemory resources available. Choosing these parameters conservatively will ensure that the suh-optimal solution will be closer to the optimal solution hut it might mean maintaining a large pan of the tree intact. Therein lies the trade-off involved. However, in the numerical examples studied, relatively liberal choices keep the tree size fairly small.
B. Sliding Window Algorithm
This algorithm is similar to a pseudo real time version The arbitrary parameter for this algorithm, mentioned earlier, is the window size d. If the window size is large enough, the sequence yielding the lowest cost will resemble the optimal sequence for the entire time horizon. Also note that when we slide the window, we already have the error covariances for the fist d -1 time steps stored hence they do not need to be recalculated. Consequently, the method is not very computationally intensive. In essence, this sliding window approach employs a less computationally-intensive variation of the A* search algorithm [IS] by determining the minimum cost path over each window rather than the entire me.
C. Threshulding
This algorithm is similar to that presented in [19] , in the context of choosing the optimal controller from a set of many possible choices. We define a factor f where f 2 1. The algorithm proceeds as follows: The intuition behind the method is that any sequence which yields too high a cost at any intermediate time step would probably not be the one that yields the'nunimum cost over-all.
By playing with the factor f, we obtain a trade-off between the certainty that we would not prune away the^ optimal sequence and the number of branches in the tree that'need to be traversed.
IV. SIMULATION RESULTS

A. Example model and cosifunction
In this section, we walk through an example demonstrating the application of algorithms developed above. We assume two sensing vehicles trying to locate a non-cooperating target.
We model the target vehicle with the standaid constant acceleration model [20] . This model assumes that the vehicle has constant acceleration equal to zero except for a small random perturbation. We assume that the vehicle moves in can be modelled to be related to the range noise variance for the particular sensor.
In the numerical example, we consider the value h = 0.2. The process noise is considered to have covariance math Q given by
We consider two sensors. The first sensor is placed at position corresponding to . 9 = 0' (see Fig. 3 .) It is closer to the target and accordingly the range noise is comparatively smaller. The second sensor is given to be at a position corresponding to 6' = -9 0 ' . Specifically the numerical values of the sensor t' 
E. Choosing any one sensor always is not optimal
Note that the simple strategy of always choosing the closer sensor (sensor 1) is not optimal. We compare the strategy of choosing only sensor 1 or only sensor 2 with a randomly generated strategy that uses both the sensors with the sensor schedule [1,1,1,2,1,1,1,2,1,1,1,2,1,1,1,2,1,1,1,2] over the 20 time steps. The sum of traces of the error covariances of the two sensors for the three strategies as a function of time is shown in Fig. 4 .
We see that even a random sensor switching strategy can help to bring down the cost. At any time step, the errors are much more if any single sensor is being used. In fact summed over the entire time horizon, we see that the switching strategy helps to bring down the cost by about 24% over any of the single sensor strategies. 
C. Effecf of communication noise
In this section, we consider the same example but add communication noise in the channel between the two sensors. The noise covariance is given by
We consider the cost function as the sum of the traces of the error covariances of the two sensors over the time horizon [O,ZO] . Fig. 5 shows the improvement in cost by the sensor switching strategy given above over always using sensor 2 as the parameter ( I i s varied over small values. As a increases, we see the communication noise rapidly detenorates the efficiency obtained by sensor switching since it deteriorates the estimates of both the sensors.
As noted earlier. in the presence of communication noise, sending measurements might not be the optimal thing to do.
D. Performance of the sliding window algorithm
In this section we study the performance of the sliding window algorithm described earlier. We consider the same example and cost function as before. Fig. 6 shows the improvement in the cost due to the predicted (sub)-optimal sensor sequence over using only sensor 2 as a function of varying window sizes.
It can be seen from the figure that even a window size of k = 1 leads to more than 42% improvement in the cost by predicting a good sensor switching strategy.
E. Performance of the rhresholding algorithm
We now consider the thresbolding algorithm presented earlier. The example and cost function considered are the same. Fig. 7 shows the improvement in cost due to the optimal sensor sequence predicted by the thresholding protocol as the cut-off factor f is varied.
A large improvement can be obtained by using a fairly small thresholding factor. For f = 1, the improvement i s over 42%. strategy as predicted by lhe thresholding scheme.
Percent impmvement in cost due to the optimal sensor switching V. CONCLUSIONS-AND FUTURE WORK In this paper, we looked at the problem of distributed estimation when only one sensor is allowed to take a measurement per time step. We saw that exchanging measurements between sensors is sufficient if the communication channel is noiseless and solved for the optimal recursive estimation algorithm. We looked at performance degradation when communication noise ispresent. Then we investigated the problem of determining an optimal sensor switching strategy. We saw that this problem involves searching a tree in general and proposed two strategies for pmning the-tree to keep the computation tractable. Some examples demonstrating these algorithms were presented.
The work can potentially be extended jn many ways. Examining better strategies for addressing communication noise and types of channels. are of interest. Additionally, this work hints at possibilities for maneuvering mobile sensor platforms to further improve the estimate..
