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1 Einleitung
1.1 Problemstellung
1.1.1 Die Maxwell-Gleichungen
Wir betrachten das Anfangsrandwertproblem zu den Maxwell-Gleichungen in li-
nearen anisotropen Medien zu homogenen rechten Seiten in einem Außengebiet
Ω ⊂ R3 mit der Randbedingung der totalen Reﬂektion:
ε∂tE − rotH = 0 in Ω
µ∂tH + rotE = 0 in Ω
n ∧ E|∂Ω = 0
E(0) = E0
H(0) = H0 .
(1)
Hierbei sind die Dielektrizität ε und die Permeabilität µmessbare Funktionen von
x ∈ Ω in die Menge der beschränkten gleichmäßig positiv deﬁniten symmetrischen
reellwertigen 3×3Matrizen. E ist das elektrische undH das magnetische Feld, E0
und H0 gegebene Anfangsdaten und n die nach außen gerichtete Einheitsnormale
an ∂Ω. Für eine Hilbertraumformulierung des Problems (1) deﬁniert man
M :=
(
ε 0
0 µ
)
undHεµ := L2(Ω ,C3)×L2(Ω ,C3)mit dem Skalarprodukt 〈U , V 〉Hεµ :=
〈
U , MV
〉
.
(Die verwendeten Bezeichnungen werden im letzten Kapitel erläutert.) Die Rand-
bedingung wird verallgemeinert zu E ∈ ◦R(Ω) und man erhält eine selbstadjun-
gierte Realisierung M des Maxwell-Operators mit
D(M) := ◦R(Ω)× R(Ω)
und
M := −iM−1
(
0 − rot
rot 0
)
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(siehe [15, Kapitel 8]). Mit Hilfe des Spektralkalküls erhält man zu Anfangsdaten
U0 = (E0, H0) ∈ L2(Ω ,C3) × L2(Ω ,C3) eine eindeutig bestimmte schwache
Lösung
U(t) = (E(t), H(t)) = e−iMt U0 =
∫ ∞
−∞
e−iλt dP (λ)U0
mit ﬁniter konstanter Energie. Dabei ist P (λ) die zuM assoziierte Spektralschar
(für die Deﬁnition und für Eigenschaften der Spektralschar siehe z.B. [29]).
Um genauere Informationen über die Lösung U zu erlangen, ist eine Unter-
suchung des Spektrums und der Spektralschar des zugrunde liegenden Operators
M nötig. Es gilt 0 ∈ σp(M) und N (M) =
◦
R 0 × R0. Wir nehmen zunächst
ε = µ = id zumindest in einer Umgebung von ∞ an. Ist nun (E,H) eine Eigen-
lösung des Maxwell-Operators M zum Eigenwert ω 6= 0, so lösen jeweils E und
H die Helmholtz-Gleichung zu ω2 in Ω. Nach der Rellich'schen Abschätzung [18]
haben sie dann beschränkten Träger. Ist zudem das Prinzip der eindeutigen Fort-
setzbarkeit, ab jetzt mit PdeF abgekürzt, für den Operator M gültig, so erhält
man σp(M) = {0}.
Wir zeigen in dieser Arbeit, dass auch im Fall asymptotisch gegen die Identität
abklingender C2-Matrizen keine Eigenwerte ω 6= 0 auftreten.
Um die Spektralschar für geeignete rechte Seiten mit Hilfe der Stone'schen
Umkehrformel zu berechnen und die Existenz von Wellenoperatoren zu zeigen,
wird eine geeignete Einschränkung der Resolvente auf die reelle Achse fortgesetzt;
dazu wird eine Lösungstheorie für das Maxwell'sche Strahlungsproblem benötigt.
Wir sagen: (E,H) ist eine Lösung des StrahlungsproblemsMax(ε, µ, ω, F, G)
für (F,G) ∈ L2
> 1
2
× L2
> 1
2
und ω 6= 0, wenn
(E,H) ∈
( ◦
Rloc × Rloc
)
∩
(
L2
<− 1
2
× L2
<− 1
2
)
i ε−1 rotH − ωE = F in Ω
− iµ−1 rotE − ωH = G in Ω
(2)
und zusätzlich die Strahlungsbedingung
E + ξ ∧H , H − ξ ∧ E ∈ L2
>− 1
2
(3)
erfüllt ist. (Dabei ist f ∈ L2s :⇔ (1 + r2)s/2 ∈ L2 und L2>(<)s := ∪t>s(∩t<s)L2t .)
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Für die Eindeutigkeit zeigt man zunächst mit Hilfe der Strahlungsbedingung,
dass Lösungen zu homogenen rechten Seiten in L2
>− 1
2
liegen. Sind ε und µ wieder
die Identität in einer Umgebung von Unendlich, so folgt mit der Rellich'schen
Abschätzung der beschränkte Träger. Falls das Prinzip der eindeutigen Fortsetz-
barkeit gilt, müssen die Eigenlösungen verschwinden. Die Existenz einer Lösung
erhält man mit dem Prinzip der Grenzabsorption.
In dieser Arbeit zeigen wir die Eindeutigkeit des Strahlungsproblems im Fall
asymptotisch gegen die Identität abklingender C2-Matrizen.
1.1.2 Elastizitätsgleichungen
Wir betrachten die auf q-Formen verallgemeinerten linearen Elastizitätsgleichun-
gen in einem isotropen Medium in einem Außengebiet Ω ⊂ RN . Dazu sei q ∈
{1, ..., N − 1} und a, c : Ω −→ R die Lamé Funktionen mit a, c ∈ C1 und
a(x) > 0 , b(x) := c(x) + 2a(x) > 0 in Ω.
Die Elastizitätsgleichungen lauten
∂2tU − div (a rotU)− rot (b divU) = 0 .
Hierbei ist U eine Diﬀerentialform vom Grad q und wir bezeichnen, einem Vor-
schlag von Weyl (siehe [30]) folgend, die äußere Ableitung d mit rot und die
Co-Ableitung δ mit div um die Korrespondenz mit dem klassischen Kalkül zu
betonen. (Bei der Behandlung der Maxwell-Gleichungen im R3 behalten rot und
div ihre vektoranalytische Bedeutung.) Im Fall N = 3 und q = 1 ergeben sich
gerade die klassischen Elastizitätsgleichungen. Hinzu kommt eine geeignete Rand-
bedingung, z.B. die Dirichlet'sche oder die Neumann'sche Randbedingung, und
die Vorgabe von Anfangswerten U(0) = U0 und ∂tU(0) = U1.
Auch dieses Problem besitzt eine Hilbertraumformulierung. Dazu wählt man
H = L2,q(Ω) mit dem normalen L2,qSkalarprodukt und deﬁniert, z.B. für die
Dirichlet'sche Randbedingung, den Lamé-Operator L vermöge
D(L) =
{
U ∈ H◦ 1,q(Ω)
∣∣∣ div (a rotU) + rot (b divU) ∈ L2,q(Ω)}
und
L = −div(a rot · )− rot(b div · ) .
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L ist selbstadjungiert und hat ein nicht negatives Spektrum, zudem existiert
L 12 (siehe [15, Kapitel 11]). Damit ergibt sich für Anfangsdaten U0 ∈ D(L 12 )
und U1 ∈ H die Existenz und Eindeutigkeit einer schwachen Lösung mit ﬁniter
Energie aus dem Spektralkalkül
U(t) = cos(L 12 t)U0 + L− 12 sin(L 12 t)U1 .
Das Spektrum von L muss also wieder diskutiert werden, insbesondere die Nicht-
existenz von Eigenwerten.
Zudem ist man an der Existenz und Eindeutigkeit von Strahlungslösungen in-
teressiert. Wir sagen: U ist eine Lösung des Strahlungsproblems Ela(a, b, P , ω, F )
für ω ∈ R∗ und F ∈ L2,q
> 1
2
, wenn
U ∈ H◦ 1,q
<− 1
2
LU + PU − ω2U = F
(4)
und die Strahlungsbedingungen
rotU − iωa− 12 rot r ∧ U ∈ L2,q+1
>− 1
2
(5)
divU − iωb− 12σq,N ∗ (rot r ∧ ∗U) ∈ L2,q−1>− 1
2
(6)
(σq,N := (−1)(q−1)N , * und ∧ deﬁniert wie in [3]) erfüllt sind. Hierbei ist P eine
reelle symmetrische matrixwertige Störung nullter Ordnung.
Sei nun U ∈ N (L − ω2) bzw. eine Lösung von Ela(a, b, 0, ω, 0). Im Falle
homogener isotroper Medien, d.h. a = a0, b = b0 mit Konstanten a0, b0 > 0, läßt
sich U in zwei Lösungen zu Helmholtz-Gleichungen zerlegen. Mit
Ud := − a0
ω2
div rotU und Ur := −b0
ω2
rot divU
und aus
∆ = rot div + div rot
berechnet man
U = Ud + Ur und ∆Ud +
ω2
a0
Ud = 0 , ∆Ur +
ω2
b0
Ur = 0 .
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Mit der Rellich'schen Abschätzung und dem PdeF für Lösungen der Helmholtz-
Gleichung folgt dann N (L − ω2) = {0} und die Eindeutigkeit von Lösungen des
Strahlungsproblems Ela(a0, b0, 0, ω, F ).
In dieser Arbeit sollen diese Aussagen für variable C2-Koeﬃzienten a und
b mit abfallenden ersten und zweiten Ableitungen und eine asymptotisch ver-
schwindende matrixwertige C1-Störung nullter Ordnung P hergeleitet werden.
1.2 Geschichte und Vorgehensweise
Sowohl bei den Maxwell-Gleichungen als auch bei den Gleichungen der linearen
Elastizität weist die Frage nach dem Punktspektrum und der Eindeutigkeit des
Strahlungsproblems eine enge Verbindung zur Eindeutigkeit von Lösungen ge-
störter Helmholtz-Gleichungen auf. Über diese ist viel geforscht worden, siehe
[18], [10], [9], [19], [1],[21], [7] und auch die Diskussion in [21] und [7]. In den letz-
ten beiden Arbeiten ist ein Beweisschema entwickelt worden, das grob gesprochen
aus vier Schritten besteht.
1. Schritt: Lösungen in L2
>− 1
2
fallen polynomial ab.
2. Schritt: Lösungen, die polynomial abfallen, fallen exponentiell ab.
3. Schritt: Lösungen, die exponentiell abfallen, haben beschränkten Träger.
4. Schritt: Lösungen mit beschränktem Träger verschwinden.
Dabei sagen wir, dass eine Funktion oder ein Feld f polynomial bzw. exponentiell
abfällt, kurz f in L2pol bzw. in L
2
exp, wenn r
kf bzw. exp(kr)f in L2 für alle k > 0
ist.
Um die Eindeutigkeit des Strahlungsproblems zu zeigen, benötigt man noch
einen vorgeschalteten Schritt:
0. Schritt: Strahlungslösungen zu Nulldaten liegen in L2
>− 1
2
.
Es erweist sich, dass dieses Schema auch auf die Maxwell- und Elastizitätsglei-
chungen anwendbar ist. Der nullte Schritt erfolgt jeweils duch eine Integration
der Strahlungsbedingung (siehe Lemma 7 bzw. Lemma 9).
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Nun zunächst zu den Maxwell-Gleichungen: Der erste Schritt wird in [16] für
L∞-Matrizen ε und µ , die mit einer Rate O(r−τ ), τ > 1, gegen die Identität
abfallen, bewiesen. Dabei wird eine Zerlegung von den polynomial gewichteten
L2s-Räumen in divergenzfreie und rotationsfreie Räume benutzt, die in [27] gezeigt
wird. Diese Technik steht aber nur für das polynomiale Abfallen zur Verfügung.
Eidus führt in [7] den ersten und den zweiten Schritt für Matrizen durch, die
in einer Umgebung von Unendlich C2-Koeﬃzienten haben. Für die Störungen
wird ein Abklingverhalten von o(r−1) benötigt. (O- und o-Bezeichnungen sind
hier und im weiteren Verlauf immer auf den Limes r → ∞ bezogen und gleich-
mäßig bezüglich ξ ∈ S2 bzw. ξ ∈ SN−1 zu verstehen.) Es wird benutzt, dass eine
Eigenlösung (E,H) ein System
(∆ + ω2 + S)(E,H) = 0
löst, wobei S ein matrixwertiger Diﬀerentialoperator zweiter Ordnung mit abfal-
lenden Koeﬃzienten ist. Dieses System ist jedoch stark gekoppelt. Deshalb läßt
sich mit der verwendeten Technik nicht der beschränkte Träger (3. Schritt) zeigen.
Der vierte Schritt läßt sich mit dem PdeF erledigen: Für den Fall von C2-
Matrizen wird das PdeF von Leis in [12] bewiesen (siehe auch [15, Kapitel 8]).
Durch geschicktes Benutzen der Diﬀerentialgleichung wird gezeigt, dass (E,H)
ein schwach gekoppeltes elliptisches Gleichungssystem löst, für welches das PdeF
gilt.
Da das Maxwell-System ein System erster Ordnung ist, erwartet man, dass
das PdeF auch für Gleichungen mit C1-Matrizen gültig ist. Jedoch können bis-
her für C1-Koeﬃzienten allgemeine Anisotropien nicht zugelassen werden. In [8]
wird das PdeF für skalarwertige C1-Funktionen ε, µ hergeleitet. In [22] werden
Carleman'sche Abschätzungen für Gleichungen vom Maxwell-Typ gezeigt. Um
diese aber anzuwenden, muss wohl ε = f · µ mit einer skalaren Funktion f ver-
langt werden. Das heißt aber, dass der anisotrope Fall durch dieses Ergebnis nicht
abgedeckt ist.
In dieser Arbeit wird der fehlende dritte Schritt gezeigt, indem wir den be-
schränkten Träger für Lösungen des schwach gekoppelten elliptischen Systems
zweiter Ordnung zeigen.
Nun zu den Elastizitätsgleichungen: Außenraumprobleme für dieses System
sind im klassischen Kalkül im R3 von Kupradze [11], Eidus [5], Leis [13][15]
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und Weck [24] behandelt worden. In diesen Arbeiten werden die Gleichungen
als homogen und isotrop im äußeren einer hinreichend großen Kugel angenom-
men. Die Schritte 1 bis 3 lassen sich also durch die geschilderte Beziehung zur
Helmholtz-Gleichung erledigen.
Weck und Witsch [28] betrachten die verallgemeinerten Elastizitätsgleichun-
gen in beliebigen Raumdimensionen N ≥ 2. Es werden L∞-Inhomogenitäten bei
Unendlich zugelassen, die mit einer Rate O (rτ ), τ < −1, gegen konstante Funk-
tionen abfallen. Mit Raumzerlegungsmethoden wird das polynomiale Abfallen
von Eigenlösungen gezeigt.
Jetzt der vierte Schritt: Das Lamé-System hat keine einfachen Charakteris-
tiken. Aus diesem Grund ist das PdeF nicht durch allgemeine Sätze zu erhalten.
In [4] wird das PdeF für Systeme mit Lamé-Hauptteil und Störungen erster Ord-
nung und C∞-Koﬃzienten mit Hilfe von Pseudodiﬀerentialoperatoren gezeigt,
mit einfacheren Mitteln in [2] für C3-Koeﬃzienten und matrixwertige Störungen
nullter Ordnung. Ein sehr viel älteres Resultat stammt von Weck [25], das in [24]
wieder aufgegriﬀen und erweitert wurde. Danach gilt das PdeF für Systeme mit
C2-Lamé-Hauptteil und C1-Störungen erster Ordnung. Durch eine Substitution
wird das System dabei auf ein schwach gekoppeltes elliptisches System zweiter
Ordnung zurückgeführt.
Um die fehlenden Schritte 2 und 3 durchzuführen, müssen wir also, wie bei
den Maxwell-Gleichungen, den beschränkten Träger für Lösungen von schwach
gekoppelten elliptischen Systemen zweiter Ordnung zeigen. Hier kommt jedoch
noch eine Schwierigkeit hinzu: Bei der Reduktion entstehen Koeﬃzienten erster
Ordnung, die nicht abfallen.
Wir werden zunächst unsere Ergebnisse bezüglich des Maxwell- und Lamé-
Systems darstellen. Im zweiten Kapitel werden wir eine Klasse von schwach ge-
koppelten elliptischen Systemen deﬁnieren, welche die Reduktionen von Maxwell-
und Lamé-Systemen umfasst, und die Trivialität von Lösungen dieser Systeme
herleiten. Dabei wollen wir im Hinblick auf eventuelle weitere Anwendungen eine
größere Klasse behandeln, als für unsere Anwendungen nötig ist. Wir benutzen
unterschiedlich gewichtete elementare L2-Abschätzungen um die Schritte 1  3 zu
zeigen und stützen uns dabei stark auf die Rechnungen in [21]. Im Hinblick auf
die nicht abfallenden Terme nullter und erster Ordnung müssen wir noch einige
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Zusatzgewichte einbauen.
Das PdeF für diese Systeme ist eine einfache Folgerung aus dem Ergebnis für
elliptische Gleichungen in [17].
Im dritten Kapitel wird zunächst der nullte Schritt für Lösungen des Max-
well'schen Strahlungsproblems durchgeführt und danach das Maxwell-System auf
ein elliptisches System reduziert. Mit Kapitel 2 folgt der beschränkte Träger und
das PdeF. Anschließend gehen wir kurz auf die im Formenkalkül verallgemeiner-
ten Maxwell-Gleichungen ein. Für bestimmte Fälle (z.B. q = 1 und µ eine skalare
Funktion) läßt sich die Eindeutigkeit des Strahlungsproblems und σp = {0} zei-
gen.
Im vierten Kapitel wird das Programm des dritten Kapitels für die auf q-
Formen verallgemeinerten Elastizitätsgleichungen absolviert.
Im weiteren Verlauf der Arbeit benutzen wir folgende Konventionen: Römische
Indizes i, j, k, l,m, n durchlaufen stets den Indexbereich von 1 bis zur gerade
aktuellen Raumdimension, die entweder mit N bezeichnet wird oder, falls die
Maxwell-Gleichungen behandelt werden, 3 ist. Treten in einem Produkt römische
Indizes doppelt auf, so wird über sie von 1 bis zur aktuellen Raumdimension sum-
miert. Große römische Indizes I, J durchlaufen stets den Indexbereich J (N, q)
(siehe (81)), wobei q aus dem Zusammenhang ersichtlich ist. Treten sie in einem
Produkt doppelt auf, so wird über den gesamten Indexbereich summiert.
1.3 Ergebnisse und Bemerkungen
Bei der Behandlung des Maxwell-Operators sei Ω ⊂ R3 ein Außengebiet, ω ∈ R∗
und rot und div die vektoranalytischen Operatoren. Wir stellen folgende Anfor-
derungen an die Koeﬃzienten:
Voraussetzungen MV.1 Es gibt eine Konstante m > 0 mit
m |ζ|2 ≤ ζiεijζj ≤
1
m
|ζ|2
m |ζ|2 ≤ ζiµijζj ≤
1
m
|ζ|2 für alle ζ ∈ C3 .
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Bezüglich der Regularität und der Asymptotik verlangen wir
εij , µij ∈ C2
εij − δij , µij − δij = o (r−1)
∂mεij , ∂l∂mεij , ∂mµij , ∂l∂mµij = o (r
−1) .
In dieser Arbeit zeigen wir folgenden Satz:
Satz 1 Angenommen die Koeﬃzienten erfüllen MV.1.
Löst (E,H) ∈ Rloc × Rloc
rotH = iωεE in Ω
rotE = −iωµH in Ω
und liegen E, H in L2
>− 1
2
, so verschwinden E und H in Ω.
Insbesondere gilt
σp(M) = {0} .
Ferner ergibt sich auch die Eindeutigkeit des Strahlungsproblems:
Satz 2 Angenommen MV.1 gilt und (E,H) löst Max(ε, µ, ω, 0, 0) (siehe
(2),(3)). Dann verschwinden E und H in Ω.
Wir werden diese beiden Sätze in Kapitel 3 beweisen.
Wir betrachten nun Störungen des auf q-Formen operierenden Lamé-Operators.
Dazu deﬁnieren wir (mit rot = d, div = δ nach Weyl)
L˜ : H2,qloc (Ω) −→ L2,qloc(Ω)
U 7−→ −div (a rotU)− rot (b divU) + PU
mit zwei reellen positiven Funktionen a und b und einer symmetrischen reellen
Störung nullter Ordnung P mit
PF = pIJfJdxI
für alle F ∈ L2,qloc. Wir nehmen folgende Voraussetzungen an.
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Voraussetzungen EV.1
a, b ∈ C2(Ω , R) ∩ L∞(Ω , R)
pIJ ∈ C1(Ω , R) ∩ L∞(Ω , R)
pIJ = pJI = pIJ
und es gibt Konstanten a0 > 0 und b0 > 0 mit
a ≥ a0 und b ≥ b0 in Ω .
Bezüglich des Verhaltens von a, b und P bei ∞ verlangen wir
Voraussetzungen EV.2 Es gibt Konstanten cL, ρ > 0 mit
cLa− b = o(1) (7)
∂ia , ∂i∂ja , ∂ib , ∂i∂jb , pIJ , ∂ipIJ = O
(
r−2−ρ
)
.
Nun zu den Sätzen.
Satz 3 Angenommen EV.1 und EV.2 gelten. Sei U ∈ L2,q
>− 1
2
eine Lösung der
Gleichung L˜U − ω2U = 0 für ein ω ∈ R∗. Dann verschwindet U in Ω.
Ferner gilt der folgende
Satz 4 Es gelte EV.1 und EV.2. Dann gibt es zu F ∈ L2,q
> 1
2
und ω ∈ R∗ höchstens
eine Lösung des Strahlungsproblem Ela(a, b, P , ω, F ).
Wir werden die beiden Sätze im Kapitel 4 beweisen.
Es ist eine interessante Frage, ob man, vielleicht mit ähnlichen Rechnungen wie
in [20], auch im Fall nicht asymptotisch konstanter Gleichungen die Existenz von
Lösungen zeigen kann.
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Zum Schluß sei noch bemerkt, dass sich in Beweisen die Erläuterungen zu
längeren Rechnungen bisweilen am Ende dieser beﬁnden, um den Leseﬂuss nicht
weiter zu beeinträchtigen. Dabei werden elementare Beziehungen, wie etwa die
Gleichung 2Re(f∂jf) = ∂j |f |2 oder die Cauchy-Schwarz'sche-Ungleichung, nicht
ausdrücklich erwähnt. Die Ungleichung
〈 e , f 〉 ≤ ε
2
‖e‖2 + 1
2ε
‖f‖2 (∀ε > 0)
referenzieren wir als Young'sche Ungleichung. Konstanten sind duchgängig mit c,
c1 usw. bezeichnet, auch wenn sich deren Wert im Verlauf eines Beweises ändert.
2 Das verallgemeinerte Helmholtz-System
In diesem Kapitel wollen wir eine einigermaßen allgemeine Klasse von schwach ge-
koppelten elliptischen Systemen zweiter Ordnung behandeln, die wir als Helmholtz-
Systeme bezeichnen wollen. Diese Bezeichnung wählen wir der Einfachheit halber,
auch wenn die Koeﬃzienten dieser Systeme nicht unbedingt gegen die Koeﬃzi-
enten der Helmholtz-Gleichung konvergieren müssen (vergl. die Voraussetzung
AV.1). Im weiteren Verlauf dieses Kapitels sei Ω stets ein Außengebiet im RN ,
N ≥ 2 und ν ∈ N. Wir deﬁnieren
H : H2loc(Ω,Cν) −→ L2loc(Ω,Cν)
E 7−→ HE,
mit
HE := ∂i(aij∂jE) + ωE +Bi∂iE +PE .
Hierbei setzen wir aij = diag(a1ij, ..., a
ν
ij) und ω = diag(ω
1, ..., ων).
Bi = (biκλ)κ,λ=1,...,ν und P = (pκλ)κ,λ=1,...,ν sind ν × ν Matrizen . Eine zusätzliche
Konvention: Wenn nichts anderes angegeben ist, durchlaufen griechische Indizes
stets die Indexmenge {1, ..., ν}.
Wir stellen folgende Regularitätsvoraussetzungen an die Koeﬃzienten.
Voraussetzungen GV.1
aκij ∈ C1(Ω,R)
aκij , ∂ma
κ
ij ∈ L∞(Ω,R) , Bi ,P ∈ L∞(Ω,Rν2)
aκij = a
κ
ji , ω
κ ∈ R+ .
(8)
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Wir werden die Indizierung des Gebietes Ω von nun an unterdrücken. Wir setzen
Elliptizität im folgenden Sinn voraus.
Voraussetzungen GV.2 Es gibt eine Konstante e > 0 mit
1
e
|v|2 ≤ viaκij(x)vj ≤ e |v|2 ,
für alle v ∈ CN und alle x ∈ Ω.
Bezüglich der Asymptotik des Hauptteils verlangen wir die
Voraussetzungen AV.1 Verhalten bei Unendlich
Auf Ω gibt es eine beschränkte gleichmäßig positiv deﬁnite C2-Metrik M,
M = (mij) , M
−1 =: N = (nij)
mit
∂lmij = o
(
r−1
)
, ∂k∂lmij = o
(
r−2
)
, (9)
so dass
aκij − nij = o(1) . (10)
Ferner verlangen wir
∂la
κ
ij = o
(
r−1
)
. (11)
Z.B. die Metrik
M1 := (2 + sin [(ln r)
γ]) id
mit 0 < γ < 1 erfüllt die Voraussetzungen AV.1(9).
Um die Resultate bezüglich der Helmholtz-Systeme auf die Elastizitätsglei-
chungen anwenden zu können, müssen wir zulassen, dass bestimmte Koeﬃzi-
enten erster und nullter Ordnung gar nicht abfallen. Dazu führen wir spezielle
Gewichtsfunktionen ein.
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Voraussetzungen AV.2 Zu H gibt es eine monoton wachsende Abbildung
σ : {1, ... , ν} −→ {0, ..., ν − 1}
mit σ(1) = 0, σ(i)−σ(i−1) ≤ 1 für alle i ∈ {2, ..., ν}. Mit Hilfe dieser Abbildung
deﬁnieren wir
t̂κ := (r2 · ln r)σ(κ) und τ̂κλ :=
(
t̂κ
t̂λ
) 1
2
und fordern
biκλ , pκλ = o
((
rτ̂κλ
)−1)
, falls σ(κ) ≥ σ(λ) . (12)
Bemerkung 1 Für Koeﬃzienten biκλ, pκλ mit σ(κ) < σ(λ) werden keine über
(8) hinausgehenden Bedingungen gestellt.
Nun zum wesentlichen technischen Satz dieser Arbeit.
Satz 5 Wir nehmen GV.1, GV.2, AV.1 und AV.2 an. Es sei E ∈ L2
>maxσ− 1
2
und HE ∈ L2>s+1 für ein s ∈ R, bzw. exp(tr)HE ∈ L2>1 für ein t ∈ R+ bzw.
HE ∈ L2vox.
Dann ist E ∈ L2s, bzw. exp(tr)E ∈ L2, bzw. E ∈ L2vox.
Um das polynomiale Abfallen für E ∈ L2
>− 1
2
auch im Fall σ 6≡ 0 zu zeigen, müssen
wir etwas stärkere Voraussetzungen an die abfallenden Koeﬃzienten nullter und
erster Ordnung stellen.
Voraussetzungen AV.3 Zu H gibt es eine Abbildung σ wie in AV.2, so dass
mit einem ρ > 0
biκλ , pκλ = o
(
r−1−ρ−(σ(κ)−σ(λ))
)
, falls σ(κ) ≥ σ(λ) . (13)
Damit erhalten wir den
Satz 6 Wir nehmen GV.1, GV.2, AV.1 und AV.3 an. Sei E ∈ L2
>− 1
2
und
HE ∈ L2pol.
Dann gilt E ∈ L2pol.
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(Zur Erinnerung: L2pol = ∩s∈RL2s.) Die Beweise werden in den folgenden Unterka-
piteln geführt.
In den Unterkapiteln 2.12.4 setzen wir o.B.d.A. stets Ω = A(R0) mit R0 > 0
voraus. Ferner können wir zu vorgegebenen R > R0 immer suppE ⊂ A(R)
annehmen. Ansonsten wählen wir eine Ausschneidefunktion ϕ ∈ C∞(RN) mit
ϕ ≡ 0 in U(R) und ϕ ≡ 1 in A(R + 1). Damit ergibt sich ϕE = E sowie
H(ϕE) = HE in A(R + 1).
Weiterhin gelte in 2.12.5 immer GV.1, GV.2, AV.1 und AV.2.
2.1 Vorbereitungen
In den Rechnungen benutzen wir die Metrik M.
Zunächst legen wir weitere Notationen fest und deﬁnieren
r˜(x) :=
(
xtM(x)x
) 1
2 .
Wegen AV.1 gibt es eine Konstante c0 > 0 mit
c0r˜ ≤ r ≤ 1
c0
r˜ . (14)
Wir setzen o.B.d.A. r˜ ≥ exp(1) in Ω voraus.
Weiterhin modiﬁzieren wir die 1-Funktion sowie das Radial- und das Radial-
einheitsfeld. Dazu setzen wir mit Aκ :=
(
aκij
)
χκ := (∂ir˜)a
κ
ij∂j r˜ , y
κ := r˜Aκ∇r˜ und ηκ := Aκ∇r˜ , (15)
sowie
χ := diag
(
χ1, ..., χν
)
yl := diag
(
y1l , ..., y
ν
l
)
ηl := diag
(
η1l , ..., η
ν
l
)
.
Für eine diﬀerenzierbare Funktionen g : R −→ R und G = g ◦ r˜ sei
∂r˜G := g
′(r˜) .
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Wir notieren folgende Tatsachen, die sich durch elementare Rechnungen mit Hilfe
von AV.1 ergeben.
∇r˜ = 1
r˜
Mx+
1
2r˜
xi (∇mij)xj = 1
r˜
Mx+ o(1) (16)
ηi∂ir˜ = χ (17)
χ = id+o(1) (18)
∂jχ = o
(
r−1
)
(19)
yκ = x+ (Aκ −N)x+ 1
2
Aκxi (∇mij)xj = x+ o(r) (20)
∂iy
κ
j = δij + o(1) (21)
ηκ =
x
r˜
+
1
2r˜
Aκxi (∇mij)xj = x
r˜
+ o(1) (22)
∂iηi = (N − 1)r˜−1 + o
(
r−1
)
. (23)
Wegen (10), (20), (18) und (21) gilt
Re
[
(yl∂l(aij) + 2χaij) ζjζi − 2aijζj(∂iyl)ζl
]
= o(1) |ζ|2 (24)
gleichmäßig für ζ ∈ CN .
Wir müssen unsere speziellen Gewichtsfunktionen t̂κ an die Modiﬁzierungen an-
passen und setzen dazu
tκ :=
(
r˜2 ln r˜
)σ(κ)
und τκλ =
(
tκ
tλ
) 1
2
.
Damit ergibt sich, dass tκ und t̂κ bzw. τκλ und τ̂κλ im folgenden Sinne äquivalent
sind: Aufgrund (14) gibt es eine Konstante c1 mit
c1t̂κ ≤ tκ ≤ 1
c1
t̂κ und c1τ̂κλ ≤ τκλ ≤ 1
c1
τ̂κλ (25)
für alle x ∈ Ω. Nun deﬁnieren wir
T := diag(t1, ..., tν) .
und erhalten
∂iT = (∂ir˜)∂r˜T = (∂ir˜)ST
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mit
S =
(
2r˜−1 + (r˜ · ln r˜)−1) diag(σ(1), ..., σ(ν)) . (26)
Ferner gilt
∂r˜S = −r˜−1S+ o
(
r−2
)
= O
(
r−2
)
. (27)
Wir führen drei Klassen von Gewichtsfunktionen ein, mit denen wir nacheinander
das polynomiale Abfallen, das exponentielle Abfallen sowie den beschränkten
Träger zeigen. Für k > 0 und α ∈ R deﬁnieren wir
w˜ := w˜k := w˜
e
k := exp(kr˜) , (28)
w˜ := w˜k := w˜
p
k := r˜
k (29)
w˜ := w˜k := w˜
l,α
k := (ln r˜)
k · r˜α (30)
und setzen
w := wk := w˜kT . (31)
Damit ergibt sich
∂iw = (∂ir˜)∂r˜w = (∂ir˜)vw (32)
mit
v = ve = k id+S ,
bzw.
v = vp = kr˜−1 id+S ,
bzw.
v = vlα = k (r˜ · ln r˜)−1 id+αr˜−1 id+S .
Die folgenden Beziehungen o(...) bzw. O(...) sind stets für alle α ∈ R (falls α
auftritt) und gleichmäßig bezüglich k ∈ R+ zu verstehen.
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Wir berechnen
∂r˜v
e = ∂r˜S = O
(
r−2
)
,
∂r˜v
p = −r˜−1vp + o (r−2) ,
∂r˜v
lα = −r˜−1vlα [1 + o(1)] + o (r−2)
(33)
und
∂2r˜v
e = O (r−3)
∂2r˜v
p = 2r˜−2vp + o (r−3)
∂2r˜v
lα = r˜−2vlα [2 + o(1)] + o (r−3) .
(34)
Für E ∈ H1 und k > 0 führen wir die Abkürzungen
I(E) :=
〈 (
id+v2
)
wE , E
〉
, J(E) :=
〈
w∂iE , ∂iE
〉
sowieK(E) := I(E)+J(E) ein. Mit δ(R) bezeichnen wir im weiteren verschiedene
Funktionen von R, für die
lim
R→∞
δ(R) = 0 (35)
gilt. Die in den folgenden Rechnungen auftretenden Konstanten c bzw. Funktio-
nen δ(R) können sich von Schritt zu Schritt ändern. Sie existieren aber jeweils
für alle α (falls α auftritt) und sind unabhängig von k und β (falls β auftritt).
In einem ersten Schritt wollen wir zunächst Abschätzungen für gewichtete
Felder unabhängig von k herleiten. In einem zweiten Schritt werden dann diese
Abschätzungen über k aufsummiert.
2.2 Abschätzungen
Lemma 1 Es gibt eine Konstante c, so dass für alle k > 0 und alle E ∈ H2vox
mit suppE ⊂ Ω und HE = F die folgende Abschätzung gilt:〈
w∂iE , ∂iE
〉
≤ c
[〈
(id+v2)wE , E
〉
− Re
〈
wF , E
〉]
. (36)
2 DAS VERALLGEMEINERTE HELMHOLTZ-SYSTEM 21
Beweis: Zwei partielle Integrationen sowie (32) und (15) liefern
Re
〈
∂i(aij∂jE) , wE
〉
= − Re
〈
aij∂jE , w∂iE
〉
− Re
〈
aij∂jE , (∂iw)E
〉
= − Re
〈
aij∂jE , w∂iE
〉
− Re
〈
ηj∂jE , vwE
〉
= − Re
〈
aij∂jE , w∂iE
〉
+
1
2
〈
∂j(ηjvw)E , E
〉
.
Wir nutzen die Gleichung HE = F aus und erhalten〈
aij∂jE , w∂iE
〉
= − Re
〈
F − (Bi∂i +P)E , wE
〉
+
〈
ωwE , E
〉
+
1
2
〈
∂j(ηjvw)E , E
〉
.
Mit Hilfe der Young'schen Ungleichung können wir für alle θ > 0 abschätzen
−Re
〈
F − (Bi∂i +P)E , wE
〉
(37)
≤ c
[
θJ(E) +
(
1
θ
+ 1
)
I(E)
]
− Re
〈
F , wE
〉
,
wobei c unabhängig von θ ist. Andererseits erhalten wir mit Hilfe von (23), (17),
(32) und (33)
∂j(ηjvw) ≤ c(id+v2)w . (38)
Mit GV.2 gilt außerdem〈
w∂iE , ∂iE
〉
≤ 1
e
〈
aij∂jE , w∂iE
〉
. (39)
Nun wählen wir θ hinreichend klein, stellen dann die Terme um, erhalten (36)
und damit die Aussage des Lemmas. q.e.d.
Wir wollen nun Felder ohne beschränkte Träger betrachten.
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Lemma 2 Sei suppE ⊂ Ω sowie w 12E und w 12HE in L2.
Dann ist auch w
1
2∂iE in L
2.
Beweis: Wir wählen eine Abschneidefunktion ψ ∈ C∞(R) mit 0 ≤ ψ ≤ 1 , ψ ≡ 1
in (−∞ , 1 ] , ψ ≡ 0 in [ 2 , ∞ ) und deﬁnieren ψz(x) := ψ(|x| − z). Ferner setzen
wir Ez := ψzE. Mit elementaren Rechnungen erhalten wir
HEz = ψzF + 2aij(∂iψz)∂jE + (∂iaij(∂jψz))E + (∂iψz)BiE =: F˜ z .
Aufgrund der Deﬁnition von ψz gilt(
w∂iE
z, ∂iE
z
)
−→
(
w∂iE, ∂iE
)
punktweise f.ü. für z →∞, und(
w
(
id+v2
)
Ez, Ez
)
≤
(
w
(
id+v2
)
E,E
)
.
Mit partieller Integration erhalten wir∣∣∣Re〈wF˜ z , Ez〉∣∣∣ ≤ c [〈wF , F〉+ 〈w (id+v2)E , E〉] (40)
mit einer Konstanten c unabhängig von z. Mit Lemma 1, (40) und dem Lemma
von Fatou schließen wir(
w∂iE, ∂iE
)
∈ L1 .
q.e.d.
Nun zur Hauptabschätzung:
Lemma 3 Ein  > 0 sei vorgegeben. Dann gibt es Konstanten c, R1 und ei-
ne Funktion δ gemäß (35), so dass für alle k > 0, β ∈ (−1 , 1 ], R > R1 und
E ∈ H2loc mit suppE ⊂ A(R), HE = F , w
1
2
kE ∈ L2 und w
1
2
k F ∈ L2>1+ 
2
die
folgenden Abschätzungen gelten
(1 + β)
〈
ωχwE , E
〉
+
〈
[(1− β) id+2vr˜]wηk∂kE , ηl∂lE
〉
(41)
≤ c
〈
(|v|3 r˜ id+v2)wE , E
〉
+ c
〈
r˜2+wF , F
〉
+ δ(R)I(E)
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und
2
〈
ωχwE , E
〉
(42)
≤ −1
2
〈
(v2 + r˜v∂r˜v)χ
2wE , E
〉
+ c
〈
r˜2+wF , F
〉
+ δ(R)I(E) .
Beweis: Wir nehmen zunächst E ∈ H2vox an und multiplizieren die Gleichung
HE = F mit wyl∂lE. Mit mehreren partiellen Integrationen erhalten wir
2Re
〈
∂i(aij∂jE) , wyl∂lE
〉
= −2Re
〈
aij∂jE , wyl∂l∂iE + ∂i(wyl)∂lE
〉
= Re
〈
∂l(aijwyl)∂jE , ∂iE
〉
− 2Re
〈
aij∂jE , ∂i(wyl)∂lE
〉
= Re
〈
∂l(wyl)aij∂jE , ∂iE
〉
+Re
〈
wyl(∂laij)∂jE , ∂iE
〉
−2Re
〈
vwr˜ηj∂jE , ηl∂lE
〉
− 2Re
〈
waij∂jE , (∂iyl)∂lE
〉
.
Dabei haben wir in der dritten Zeile
aij∂l((∂jE)(∂iE)) = aij((∂l∂jE)∂iE + (∂l∂jE)∂iE)
ausgenutzt. Diese Gleichheit gilt aufgrund der Symmetrie der aij. Mit einer wei-
teren partiellen Integration ergibt sich
2Re
〈
ωE , wyl∂lE
〉
= −Re
〈
ω∂l(wyl)E , E
〉
.
Wir setzen
G := F −Bi∂iE −PE .
Mit Hilfe der Gleichung HE = F schließen wir dann
2
〈
vwr˜ηl∂lE , ηk∂kE
〉
(43)
= −2Re
〈
G , wyl∂lE
〉
+Re
〈
wyl(∂laij)∂jE , ∂iE
〉
− 2Re
〈
waij∂jE , (∂iyl)∂lE
〉
+Re
〈
(∂l(wyl))aij∂jE , ∂iE
〉
− Re
〈
ω∂l(wyl)E , E
〉
.
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Unter Beachtung von (24) bemerken wir
Re
[〈
w (yl(∂laij) + 2χaij) ∂jE , ∂iE
〉
− 2
〈
waij∂jE , (∂iyl)∂lE
〉]
≤ δ(R)J(E) . (44)
Das veranlasst uns 2Re
〈
wχaij∂jE , ∂iE
〉
auf beiden Seiten von (43) zu addie-
ren. Auf der rechten Seite schreiben wir das zur zweiten Zeile und erhalten mit
(44) die Abschätzung
2
〈
vwr˜ηi∂iE , ηl∂lE
〉
+ 2
〈
wχaij∂jE , ∂iE
〉
(45)
≤ −2Re
〈
G , wyl∂lE
〉
+
〈
∂l(wyl)aij∂jE , ∂iE
〉
−
〈
ω∂l(wyl)E , E
〉
+ δ(R)J(E) .
Wir führen einen Parameter β ∈ (−1 , 1 ] ein und addieren
−(1 + β)
[〈
wχaij∂jE , ∂iE
〉
−
〈
ωwχE , E
〉]
auf beiden Seiten, wodurch sich
(1 + β)
〈
ωwχE , E
〉
+ (1− β)
〈
wχaij∂jE , ∂iE
〉
+2
〈
vwr˜ηl∂lE , ηk∂kE
〉
≤ −2Re
〈
G , wyl∂lE
〉
(46)
+
〈
[∂l(wyl)− (1 + β)χw] aij∂jE , ∂iE
〉
−
〈
[∂l(wyl)− (1 + β)χw]ωE , E
〉
+ δ(R)J(E)
ergibt. Mit (32), (17) und (23) rechnen wir
∂l(wyl)− (1 + β)χw = w(N − 1 + (r˜v − β)χ) + o (1)w . (47)
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Mit (47), einer partiellen Integration und unter Ausnutzung der Gleichung HE =
F formen wir die zweite und dritte Zeile auf der rechten Seite von (46) um.〈
[∂l(wyl)− (1 + β)χw] aij∂jE , ∂iE
〉
−
〈
[∂l(wyl)− (1 + β)χw]ωE , E
〉
≤ −Re
〈
w(N − 1 + (vr˜ − β)χ)G , E
〉
(48)
−Re
〈
∂i(w(N − 1 + (vr˜ − β)χ))aij∂jE , E
〉
+ δ(R) (I(E) + J(E)) .
Wir betrachten die letzte Zeile auf der rechten Seite von (48). Mit (19) der
Young'schen Ungleichung, (32), (15) und einer partiellen Integration erhalten
wir
−Re
〈
∂i(w(N − 1 + (vr˜ − β)χ))aij∂jE , E
〉
(49)
= −Re
〈
w(vr˜ − β)(∂iχ)aij∂jE , E
〉
−Re
〈
[(∂iw)(N − 1 + (vr˜ − β)χ) +wχ∂i(r˜v)] aij∂jE , E
〉
≤ δ(R) (I(E) + J(E))
+
1
2
〈
∂j
(
ηjw (v(N − 1) + (vr˜ − β)χv + ∂r˜(r˜v)χ)
)
E , E
〉
.
Auf der linken Seite von (46) addieren wir eine 0 der Form
−(1− β)
〈
wηk∂kE , ηl∂lE
〉
+ (1− β)
〈
wηk∂kE , ηl∂lE
〉
setzen (48) und (49) ein, und erhalten
(1 + β)
〈
ωχwE , E
〉
+(1− β)
[〈
wχaij∂jE , ∂iE
〉
−
〈
wηk∂kE , ηl∂lE
〉]
+
〈
w(1− β + 2vr˜)ηk∂kE , ηl∂lE
〉
(50)
≤ −Re
〈
wG , (N − 1 + (r˜v − β)χ)E + 2yl∂lE
〉
+
1
2
〈
∂j
(
ηjw (v(N − 1) + (vr˜ − β)χv + ∂r˜(r˜v)χ)
)
E , E
〉
+ δ(R)K(E) .
Die zweite Zeile von (50) ist positiv semideﬁnit, da nach der Cauchy-Schwarz'schen
Ungleichung |ηκζ|2 ≤ χκζiaκijζj für alle x ∈ Ω und alle ζ ∈ CN ist. Wir können
diese Zeile also einfach weglassen.
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Wir wenden uns der ersten Zeile der rechten Seite von (50) zu, setzen
H := (N − 1 + (vr˜ − β)χ)E + 2yl∂lE
und schätzen ab:
I1 := − Re
〈
wF , H
〉
≤ δ(R)K(E) +
〈
r˜2+wF , F
〉
;
(51)
I2 := Re
〈
w(Bi∂i +P)E , H
〉
= Re
ν∑
κ,λ=1
〈
w˜tκ(biκλ∂i + pκλ)E
λ , Hκ
〉
= Re
ν∑
κ,λ=1
〈
w˜
1
2 τκλ
(
tλ
) 1
2 (biκλ∂i + pκλ)E
λ , (w˜tκ)
1
2 Hκ
〉
≤ δ(R)K(E) ,
(52)
da im Falle σ(κ) ≥ σ(λ)
(biκλ + pκλ)τ
κλ = o
(
r−1
)
wegen (12) gilt, und wir andererseits auch
τκλ =
(
r˜ · (ln r˜) 12
)σ(κ)−σ(λ)
= o
(
r−1
)
haben, falls σ(κ) < σ(λ).
Nun berechnen wir die Ableitung im zweiten Term auf der rechten Seite von
(50). Mit (32), (17), (23), (19), (33) und (34) erhalten wir
∂j
(
ηjw [v(N − 1) + (vr˜ − β)χv + ∂r˜(r˜v)χ]
)
(53)
= (∂jηj)w
[
v(N − 1)︸ ︷︷ ︸+(vr˜ − β︸︷︷︸)χv + ∂r˜(r˜v)χ︸ ︷︷ ︸
]
+ χvw [v(N − 1) + (vr˜ − β)χv + ∂r˜(r˜ v)χ]
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+ χw
[
∂r˜v(N − 1)︸ ︷︷ ︸+∂r˜((v r˜ − β) χ︸︷︷︸v) + ∂r˜(∂r˜(r˜v)χ)︸ ︷︷ ︸
]
= wv3χ2r˜ + (2− β)wv2χ2 + 2(N − 1)wv2χ
+ 3wvr˜χ2∂r˜v + (o(1) + o(1)v + o(1)v
2)w︸ ︷︷ ︸ .
Dabei wandern die unterklammerten Terme in den Resteterm. Wir werden die
Gleichung (53) später noch einmal brauchen. Mit Hilfe von (50)(53), (33) und
der Young'schen Ungleichung schließen wir
(1 + β)
〈
ωwχE , E
〉
+
〈
(1− β + 2vr˜)wηl∂lE , ηk∂kE
〉
≤ c
〈
w
(|v|3 r˜ id+v2)E , E〉+ 〈r˜2+εwF , F〉 + δ(R)K(E) ,
und dann mit Lemma 1 die Abschätzung (41), zunächst für E ∈ H2vox.
Um zur zweiten Abschätzung (42) zu kommen, zunächst für E ∈ H2vox, setzen
wir β = 1 und betrachten den Term
2
〈
wvr˜ηk∂kE , ηl∂lE
〉
.
Es sei wκ das κ-te Hauptdiagonalelement von w. Mit
(wκ)
1
2 ηκ∇Eκ = ηκ∇
(
(wκ)
1
2 Eκ
)
− 1
2
χκvκ (wκ)
1
2 Eκ
erhalten wir durch Quadrieren
(
wηk∂kE,ηl∂lE
)
=
(
ηl∂l(w
1
2E),ηk∂k(w
1
2E)
)
− 1
2
ν∑
κ=1
χκvκηκ∇
∣∣∣(wκ) 12Eκ∣∣∣2 + 1
4
(
χ2v2wE,E
)
f.ü.
Im zweiten Term integrieren wir partiell und bekommen mit (19), (17), (23)
und (33)
2
〈
wvr˜ηk∂kE , ηl∂lE
〉
(54)
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= 2
〈
vr˜ηk∂k(w
1
2E) , ηl∂l(w
1
2E)
〉
+
1
2
〈 [
v3χ2r˜ + 2∂k
(
ηkr˜χv
2
)]
wE , E
〉
= 2
〈
vr˜ηk∂k(w
1
2E) , ηl∂l(w
1
2E)
〉
+
〈[
1
2
v3r˜χ2 + (N − 1)v2χ+ v2χ2 + 2χ2r˜v∂r˜v
]
wE , E
〉
+
〈
(o(1) + o(1)v + o(1)v2)wE , E
〉
.
Wir schließen mit (50)-(53) (man beachte β = 1) und (54)
2
〈
ωχwE , E
〉
(55)
≤ − 1
2
〈 (
v2 + r˜v∂r˜v
)
χ2wE , E
〉
+
〈
r˜2+εwF , F
〉
+ δ(R)K(E) .
Mit Lemma 1 ergibt sich dann (42).
Nun zu Feldern ohne beschränkte Träger: Wir wenden (41) bzw. (42) auf HEz =
F˜ z (deﬁniert wie im Beweis zu Lemma 2) an. Mit dem Grenzübergang z →
∞, Lemma 2 und dem Satz von Lebesgue erhalten wir die Behauptungen des
Lemmas. q.e.d.
2.3 Polynomiales Abfallen
In diesem Unterkapitel zeigen wir das polynomiale Abfallen.
Lemma 4 E ∈ L2
>maxσ− 1
2
löse die Gleichung HE = F ∈ L2>s+1 für ein s ∈ R
Dann gilt auch
E ∈ L2s .
Beweis: Wir können α > −1 und  > 0 so wählen, dass
E ∈ L2>maxσ+α
2
, F ∈ L2>s+1+ 
2
. (56)
Im Falle s ≤ maxσ + α
2
gilt dann schon die Behauptung; andernfalls folgt
s+ 1 +

2
> maxσ + 1 +
1
2
(α+ )
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und wir erhalten für alle k > 0
(ln r˜)k/2r˜α/2T1/2E ∈ L2 , r˜ α2 (ln r˜)k/2T1/2F ∈ L2>1+/2 .
Wir können suppE ⊂ A(R) annehmen, wobei R > R1 später passend gewählt
wird, und benutzen (41) für die logarithmischen Gewichtsfunktionen
w = w˜l,αk T (siehe (30) und (31)). Mit Hilfe von GV.1, (18), (26) und (32)-(34)
können wir diese zur folgenden Abschätzung vereinfachen:
(1 + β)
〈
(ln r˜)k r˜αTE , E
〉
(57)
+
〈 [
(1− β) id+2(k (ln r˜)−1 + α+ r˜S)] (ln r˜)k r˜αTηm∂mE , ηl∂lE〉
≤ c
[〈 (
k3 (r˜ · ln r˜)−3 r˜ + k2 (r˜ · ln r˜)−2) (ln r˜)k r˜αTE , E〉
+
〈
(ln r˜)k r˜α+2+TF , F
〉]
+ δ(R)
〈 (
id+k2 (r˜ · ln r˜)−2) (ln r˜)k r˜αTE , E〉
≤ c
〈
(ln r˜)k r˜α+2+TF , F
〉
+ δ(R)
〈 (
id+k2 · (ln r˜)−2 + k3 · (ln r˜)−3) (ln r˜)k r˜αTE , E〉 ,
mit c und δ unabhängig von β, k, E und F . Wir wählen β mit −1 < β < α.
Daher ist[
1− β + 2α+ 2k(ln r˜)−1] id+2 (2 + (ln r˜)−1) diag(σ(1), ..., σ(ν))
eine Diagonalmatrix mit nicht negativen Einträgen. Wir setzen sˆ := 2s− α und
schließen für alle K ∈ N, K > 3
K∑
k=3
sˆk
k!
〈
(ln r˜)kr˜αTE , E
〉
≤ c
K∑
k=3
sˆk
k!
〈
(ln r˜)kr˜α+2+TF , F
〉
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+ δ(R)
K∑
k=3
sˆk
k!
〈 (
1 + k2(ln r˜)k−2 + k3(ln r˜)k−3
)
r˜αTE , E
〉
≤ δ(R)
(
K−3∑
k=0
sˆk+3(k + 3)3
(k + 3)!
〈
(ln r˜)kr˜αTE , E
〉
+
K−2∑
k=1
sˆk+2(k + 2)2
(k + 2)!
〈
(ln r˜)kr˜αTE , E
〉
+
K∑
k=3
sˆk
k!
〈
(ln r˜)kr˜αTE , E
〉)
+ c
〈
r˜2s+2+TF , F
〉
≤ δ(R)
K∑
k=3
sˆk
k!
〈
(ln r˜)3r˜αTE , E
〉
+ c1
mit einer Konstante c1 unabhängig von K. Nun wählen wir R hinreichend groß,
stellen die Terme um und erhalten
K∑
k=3
sˆk
k!
〈
(ln r˜)3r˜αTE , E
〉
≤ c2
für alle K ∈ N. Mit dem Lemma von Levi ergibt sich(
r˜sˆ+αTE,E
)
∈ L1 ,
was E ∈ L2s nach sich zieht. q.e.d.
Wir wollen auch das polynomiale Abfallen für E ∈ L2
>− 1
2
für den Fall σ 6≡ 0
zeigen.
Beweis von Satz 6: Sei o.B.d.A suppE ⊂ Ω. Zuerst wollen wir bemerken, dass
es ausreichend ist den folgenden Sachverhalt für ein δ > 0 und alle t > −1/2 zu
zeigen: Ist E in L2<t und löst HE = F mit F ∈ L2pol, so ist E auch in L2<t+ρ. Wir
zeigen eine etwas stärkere Aussage durch Induktion nach n = maxσ.
Wir behaupten: Für alle ν ∈ N, n ∈ N0 und alle Operatoren H, die GV.1,
GV.2, AV.1 und AV.3 mit maxσ = n erfüllen, gilt folgende Implikation: Ist
E ∈ L2<t, t > −1/2 und (HE)κ ∈ L2<t+σ(κ)+ρ+1, so ist Eκ in L2<t+σ(κ)+ρ.
Lemma 4 liefert den Induktionsanfang für n = 0. Gegeben sei nun ein Opera-
tor H mit maxσ = n+ 1. Mit den Störungengκλ und den HauptteilenHκ, die
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durch
gκλ(E
λ) := biκλ∂iE
λ + pκλE
λ
Hκf := ∂i(aκij∂jf) + ωκf
deﬁniert sind, spalten wir das System HE = F mit F κ in L2t+σ(κ)+ρ+1 in zwei
Systeme auf:
HκEκ +
∑
σ(λ)=0
gκλ(E
λ) = F̂ κ , σ(κ) = 0 , (58)
mit F̂ κ = F κ −
∑
σ(λ)>0
gκλ(E
λ) .
HκEκ +
∑
σ(λ)>0
gκλ(E
λ) = F˜ κ , σ(κ) > 0 , (59)
mit F˜ κ = F κ −
∑
σ(λ)=0
gκλ(E
λ) .
Unter Beachtung von AV.3 bemerken wir
F˜ κ ∈ L2<t+σ(κ)+ρ+1 , σ(κ) > 0 .
Das System (59) erfüllt mit σ˜ := σ|σ−1({1,...,n+1}) − 1, ν˜ := ν − |{σ = 0}| und
t˜ = t + 1 gerade die Voraussetzungen der Induktionsbehauptung für max σ˜ = n.
Nach Induktionsannahme erhalten wir also
Eκ ∈ L2<t+1+σ˜(κ)+ρ = L2<t+σ(κ)+ρ , σ(κ) > 0 . (60)
Mit GV.1 und (60) schließen wir
F̂ κ ∈ L2<t+1+ρ .
Das System (58) erfüllt also die Voraussetzungen der Induktionsbehauptung für
n = 0, damit haben wir
Eκ ∈ L2<t+ρ , σ(κ) = 0
und in Verbindung mit (60) schließlich Eκ in L2<t+σ(κ)+ρ für alle κ. q.e.d.
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2.4 Exponentielles Abfallen und beschränkter Träger
Lemma 5 Sei s ∈ R+ und E ∈ L2pol löse die Gleichung HE = F mit exp(sr)F ∈
L2>1.
Dann gilt exp(sr)E ∈ L2.
Beweis: Der Beweis verläuft ähnlich zum Beweis von Lemma 4. Wir können
suppE ∈ A(R) annehmen, wobei wir R > R1 später passend wählen. Es wird
Gleichung (42) für die polynomialen Gewichte w = w˜pkT (siehe (29) und (31))
benutzt . Unter Beachtung von GV.1, (18), (26), (32) und (33) liest sich diese
Abschätzung als
〈
r˜kTE , E
〉
≤ c
〈
r˜k+2+TF , F
〉
+ δ(R)
〈
(1 + k2r˜−2)r˜kTE , E
〉
oder (für genügend großes R) als
〈
r˜kTE , E
〉
≤ c
〈
r˜k+2+TF , F
〉
+ δ(R)
〈
k2r˜k−2TE , E
〉
mit c und δ unabhängig von k, E und F .
Wir setzen sˆ = 2s, wählen 0 <  mit exp(sr)F ∈ L2
1+ 1
2

und schließen für alle
K ∈ N , K > 2
K∑
k=2
sˆk
k!
〈
Tr˜kE , E
〉
≤ δ(R)
K∑
k=2
sˆk
k!
〈
k2r˜k−2TE , E
〉
+ c
K∑
k=2
sˆk
k!
〈
r˜k+2+TF , F
〉
≤ δ(R)
K−2∑
k=0
sˆk+2 · k2
(k + 2)!
〈
r˜kTE , E
〉
+ c
〈
r˜2+ exp(sˆr˜)TF , F
〉
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≤ sˆ2δ(R)
K∑
k=2
sˆk
k!
〈
Tr˜kE , E
〉
+ c3
mit c3 unabhängig von K. Wir wählen nun R hinreichend groß, stellen die Terme
um und erhalten
K∑
k=2
sˆk
k!
〈
Tr˜kE , E
〉
≤ c4
für alle K. Damit haben wir nach dem Satz von Levi(
T exp(sˆr˜)E,E
)
∈ L1 .
q.e.d.
Lemma 6 Sei E ∈ L2exp eine Lösung der Gleichung HE = F mit F ∈ L2vox.
Dann gilt E ∈ L2vox.
Beweis: Wir nehmen suppE ⊂ A(R) mit einem R > R1 an. Nun benutzen wir
(42) für exponentielle Gewichte w = w˜ekT (siehe (28) und (31)). Wegen (26), (27),
(32) und (33) ist der erste Term auf der rechten Seite von (42) negativ deﬁnit
modulo δ(R)I(E). Mit GV.1, (18),(26), (27), (32) und (33) ergibt (42) daher
(1 + k2)
〈
exp(kr˜)TE , E
〉
≤ c
〈
r˜2+ exp(kr˜)TF , F
〉
+ δ(R)
〈 (
1 + k2
)
exp(kr˜)TE , E
〉
und damit für genügend großes R〈
exp(kr˜)TE , E
〉
≤ c
〈
r˜2+ exp(kr˜)TF , F
〉
.
Wir ﬁxieren ein genügend großes R3 mit suppF ⊂ U(0, R3). Unter Beachtung
von (14) können wir abschätzen
exp(2R3k)
〈
TE , E
〉
A(2R3)
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≤
〈
exp(r˜k)TE , E
〉
≤ c
〈
exp(r˜k)r˜2+TF , F
〉
≤ c exp(R3k)
〈
r˜2+TF , F
〉
.
Der Grenzübergang k →∞ ergibt dann E |A(2R3)= 0. q.e.d.
2.5 Das PdeF
Wir wollen dieses Kapitel abschließen, indem wir ein Resultat über das PdeF für
elliptische Gleichungen in völlig kanonischer Weise auf unser System verallgemei-
nern. Der Beweis wird nur der Vollständigkeit halber durchgeführt.
Satz 7 Sei E eine Lösung von HE = 0. Weiterhin verschwinde E in einer Um-
gebung eines Punktes x ∈ Ω, dann verschwindet E in Ω.
Beweis: Es gibt eine Konstante c5 mit∑
κ
∣∣aκij∂i∂jEκ∣∣2 ≤ c5 [|E|2 + (∂iE, ∂iE)] f.ü. .
Sei x0 ∈ Ω und E verschwinde auf einer Umgebung von x0. Wir wählen 0 <
R < 1 mit U(x0, R) ⊂ Ω, dazu eine Abschneidefunktion ψ ∈ C∞◦ (U(x0, R))
mit ψ|U(x0,R/2) ≡ 1 und setzen Ê = ψE. Ferner deﬁnieren wir für β > 0 die
Gewichtsfunktionen
φβ(x) := exp
(
|x− x0|−β
)
und damit
P κ1 :=
∫
RN
φ2β(x)
∣∣∣Êκ(x)∣∣∣2
|x− x0|2β+2
dx , P κ2 :=
∫
RN
φ2β(x)
∣∣∣∇Êκ(x)∣∣∣2 dx ,
Q :=
∑
κ
∫
RN
φ2β(x) |x− x0|β+2
∣∣∣aκij∂i∂jÊκ(x)∣∣∣2 dx .
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Nach [17] gilt folgende Carlemann'sche Abschätzung: Es gibt Konstanten β0,
c6 > 0 mit
β4P κ1 + β
2P κ2 ≤ c6Q für alle β > β0 .
O.B.d.A. nehmen wir x0 = 0 an. Dann gilt für alle β > β0
∑
κ
∫
|x|<R/2
φ2β
(
β4
|Eκ|2
r2β+2
+ β2 |∇Eκ|2
)
dx
≤ c6Q
≤ c5c6
(∑
κ
∫
|x|<R/2
φ2β
(|Eκ|2 + |∇Eκ|2) dx)+ c6(∑
κ
∫
|x|>R/2
φ2β
∣∣aκij∂i∂jEκ∣∣2 dx
)
.
Für hinreichend große β erhalten wir
∑
κ
∫
|x|<R/2
φ2β
|Eκ|2
r2β+2
≤ g(β)
∑
κ
∫
|x|>R/2
φ2β
∣∣aκij∂i∂jEκ∣∣2 dx
mit g(β) := c6/(β4 − c5c6). Aufgrund der Monotonie von φβ und r−2β−2 haben
wir
∑
κ
∫
|x|<R/2
|Eκ|2 dx ≤ g(β)
∑
κ
∫
|x|>R/2
∣∣aκij∂i∂jEκ∣∣2 dx
≤ c7g(β) .
Der Grenzübergang β →∞ ergibt E|U(R/2) = 0. Damit ist das Komplement des
Trägers von E abgeschlossen in Ω und deshalb ganz Ω.
q.e.d.
3 Das Maxwell-System
Wir nehmen für dieses Kapitel an, dassMV.1 erfüllt ist und zeigen aus Gründen
der Vollständigkeit den nullten Schritt. Die Darstellung orientiert sich an [16,
Theorem 10] (rot und div bezeichnen zunächst wieder die vektoranalytischen
Operatoren).
3 DAS MAXWELL-SYSTEM 36
Lemma 7 Sei (E,H) eine Strahlungslösung zum Maxwellproblem zu verschwin-
denden rechten Seiten (siehe (2),(3)). Dann gilt (E,H) ∈ L2
>− 1
2
.
Beweis: Da (E,H) eine Strahlungslösung ist, gibt es ein s > −1
2
mit
E + ξ ∧H , H − ξ ∧ E ∈ L2s .
Wir ﬁxieren R˜ > 0 mit R3 \ Ω ⊂ U(R˜). Dann gibt es eine Konstante c, so dass
für alle R > R˜ folgendes gilt:
c ≥
∫
A(R˜)∩Ω(R)
(|E + ξ ∧H|2 + |H − ξ ∧ E|2) r2t dx
=
∫
A(R˜)∩Ω(R)
(|E|2 + |H|2 + |ξ ∧H|2 + |ξ ∧ E|2) r2t dx
− 4Re
∫
A(R˜)∩Ω(R)
ξ · (E ∧H)r2t dx
≥
∫
A(R˜)∩Ω(R)
(|E|2 + |H|2) r2t dx
− 4Re
∫ R
R˜
∫
S(r)
ξ · (E ∧H) do r2t dr
=
∫
A(R˜)∩Ω(R)
(|E|2 + |H|2) r2t dx
− 4Re
∫ R
R˜
r2t
∫
Ω(r)
(rotE ·H − E · rotH) dxdr
Der Integrand im letzten Summand ist aufgrund der Diﬀerentialgleichung rein
imaginär. Damit ergibt sich die Behauptung. q.e.d.
Bemerkung 2 Für dieses Lemma reichen L∞-Koeﬃzienten ohne weitere Asymp-
totik aus.
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Um das folgende Reduktionslemma zu zeigen führen wir einige Notationen ein:
ε = εˆ+ id , µ = µˆ+ id ,
ek sei der k-te kartesische Einheitsvektor und γkjl der Levi-Civita-Tensor, also
γkjl =

1 falls (k, j, l) eine gerade Permutation von (1, 2, 3) ist
−1 falls (k, j, l) eine ungerade Permutation von (1, 2, 3) ist
0 sonst .
Lemma 8 Sei (E,H) ∈ Rloc ×Rloc eine Lösung von
rotH = iωεE
rotE = −iωµH .
(61)
Dann ist (E,H) ∈ H2loc ×H2loc und löst das folgende Gleichungssystem:
∂i(εij∂jE) + ω
2E (62)
= iω∂i(εˆijγkjlµlmHm)ek − ∂i((∂kεˆij)Ej)ek − ω2εˆE + iω rot µˆH,
∂i(µij∂jH) + ω
2H (63)
= −iω∂i(µˆijγkjlεlmEm)ek − ∂i((∂kµˆij)Hj)ek − ω2µˆH − iω rot εˆE .
Beweis: Wir rechnen zunächst im Distributionensinn, wenden rot auf die Glei-
chungen (61) an und erhalten mit
∆ = − rot rot+∇div
die Gleichung
(∆ + ω2)E = ∇divE − ω2εˆE + iω rot µˆH . (64)
Wiederum mit (61) und div rot = 0 schließen wir
divE = −divεˆE
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womit
(∆ + ω2)E = −∇divεˆE − ω2εˆE + iω rot µˆH (65)
folgt. Da aufgrund von (61)
∂kEj = ∂jEk − iωγkjlµlmHm (66)
gilt, erhalten wir
∇divεˆE
= ∂k∂i(εˆijEj)ek
= ∂i(εˆij∂jEk)ek − (iω∂i(εˆijγkjlµlmHm) + ∂i((∂kεˆij)Ej)ek,
woraus (62) folgt. Analoge Rechnungen ergeben (63). Mit [23] folgt aus (61)
E, H ∈ H1loc. Innerer elliptischer Regularität in Verbindung mit (62) und (63)
ergibt E, H ∈ H2loc. q.e.d.
Jetzt sind Satz 1 und Satz 2 einfach zu zeigen.
Beweis von Satz 1 und 2: Im Fall einer Strahlungslösung liefert Lemma 7
(E,H) ∈ L2
>− 1
2
× L2
>− 1
2
, im Fall einer L2-Lösung gilt das sowieso. Wir wenden
Satz 5 mit N = 3, ν = 6 und σ ≡ 0 auf das schwach gekoppelte System (62),(63)
an. Aufgrund MV.1 sind dann GV.1, GV.2, AV.2 und AV.1 mit M = id
erfüllt. Also folgt der kompakte Träger von (E,H). Nach Satz 7 müssen sie dann
verschwinden. q.e.d.
Es bleibt die Frage, ob man entsprechende Ergebnisse auch für Matrizen mit C1-
Koeﬃzienten bekommen kann. In diesem Fall ist bereits das PdeF ein Problem.
Der Weg über das System zweiter Ordnung ist dann schwierig.
Das Maxwell-Problem besitzt eine natürliche Verallgemeinerung auf q-Formen.
Sei dazu Ω ⊂ RN ein Gebiet und q ∈ {0, ..., N}. Wir deﬁnieren den verallge-
meinerten Maxwell-Operator Mq : D(Mq) ⊂ L2,q × L2,q+1 −→ L2,q × L2,q+1
mit D(Mq) :=
◦
R q ×Dq+1 und
Mq := −i
(
ε−1 0
0 µ−1
)(
0 div
rot 0
)
.
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Hierbei sind ε und µ gleichmäßig positiv deﬁnite
(
N
q
)
bzw.
(
N
q+1
)
Matrizen und,
nach Weyl, rot = d und div = δ. Die zum Lemma 8 analoge Reduktion von
Lösungen des homogenen Gleichungssystem
divH = iωεE
rotE = iωµH
auf ein schwach gekoppeltes elliptisches System zweiter Ordnung gelingt für N ≥
4 nur in den Spezialfällen q = 1, µ eine skalarwertige Funktion und q = N − 2,
ε eine skalarwertige Funktion. In allen anderen Fällen führt das Analogon von
(66) nicht mehr zu einer Entkopplung der Terme zweiter Ordnung. In den an-
gesprochenen Spezialfällen ergeben aber dieselben Rechnungen das PdeF, den
beschränkten Träger und damit die Eindeutigkeit von L2- und Strahlungslösun-
gen.
4 Das Lamé-System
Wir führen zunächst den nullten Schritt des Beweisschemas für die Elastizitäts-
gleichungen durch. Die Darstellung ist aus [28, Theorem 5] entnommen. Wir
wiederholen die Rechnungen aber noch einmal, da wir andere Voraussetzungen
an die Koeﬃzienten stellen (a und b sind nicht notwendig asymptotisch kon-
stant). Der Beweis besteht aus einer Integration der Strahlungsbedingung und
anschließenden partiellen Integrationen. Dabei ist es sinnvoll von kartesischen
auf Kugelkoordinaten zu wechseln. Ein bequemer Kalkül für Kugelkoordinaten
ist von Weck und Witsch in [27] entwickelt worden und wird hier benutzt. Wir
werden nur die wichtigsten Notationen und Eigenschaften erwähnen. Für genaue-
re Informationen sei auf [27, section 2] verwiesen.
Wir beschreiben
•
R
N
:= RN\{0} lokal mitN -dimensionalen Kugelkoordinaten
u = (r, ϕ1, ..., ϕN−1)t. Dann ist {dr, dϕ1, ..., dϕN−1} eine Orthogonalbasis von
A1( •RN) und (mit der natürlichen Einbettung ι : SN−1 −→ •RN ) ist
{d(ϕ1 ◦ ι), ..., d(ϕN−1 ◦ ι)} eine Orthogonalbasis in A(SN−1). Wir können E ∈
Aq( •RN) lokal darstellen als
E(u−1(r, ϕ)) = cτI (r, ϕ)dϕI + c
ρ
J(r, ϕ)dr ∧ dϕJ (67)
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(man beachte die unterschiedlichen Indexbereiche für I und J). Wir deﬁnieren
τ : Aq( •RN) −→ F(R+,Aq(SN−1))
und
ρ : Aq( •RN) −→ F(R+,Aq−1(Sn−1)) ,
die lokal bestimmt sind durch
[τE(r)](ϕ) = r−qcτI (r, ϕ)d(ϕ ◦ ι)I
[ρE(r)](ϕ) = r−(q−1)cρJ(r, ϕ)d(ϕ ◦ ι)J ,
(68)
wenn (67) eine lokale Darstellung von E ist. Mit Blick auf (67) gibt es kanonische
Rechtsinverse
∨
τ , bzw.
∨
ρ mit
τ
∨
τ = id auf F(R+,Aq(SN−1)) ,
ρ
∨
ρ = id auf F(R+,Aq−1(SN−1)) ,
∨
τ τ+
∨
ρ ρ = id auf Aq( •RN) ,
τ(E ∧ F ) = τE ∧ τF ,
ρ(E ∧ F ) = ρE ∧ τF + (−1)q1τE ∧ ρF
(69)
für alle q1-Formen E und alle q2-Formen F .
Wir führen die Operatoren M und D auf (geeigneten Unterräumen von)
F(R+,Aq(SN−1)) ein.
ME(r) := r · E(r) , DE(r) := d
dr
E(r) .
Mit elementaren Rechnungen ergibt sich für hinreichend glatte q-Formen E
rotE = − ∨ρ (M−1RotρE −M−qDM qτE)+ ∨τ (M−1RotτE)
divE = − ∨ρ (M−1DivρE)+ ∨τ (M−N+qDMN−qρE +M−1DivτE)
dr ∧ E = ∨ρ τE .
(70)
Dabei bezeichnen Rot und Div die äußere Ableitung bzw. die Co-Ableitung auf
der Sphäre.
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Für den auf q-Formen operierenden Hodge-Operator ∗ ergibt sich
ρ∗ ∨τ= (−1)q? , ρ∗ ∨ρ= 0 , τ∗ ∨ρ= ? , τ∗ ∨τ= 0 , (71)
dabei ist ? der Hodge Operator auf SN−1 mit der vom
•
R
N
induzierten Metrik.
Für alle messbaren E gilt nach Fubini und Tonelli E ∈ L2,q( •RN) genau dann,
wenn ∫
R+
rN−1
[
‖τE(r)‖2L2,q(SN−1) + ‖ρE(r)‖2L2,q−1(SN−1)
]
dr <∞ .
Mit den induzierten Skalarprodukten in L2,q(SN−1) bzw. L2,q−1(SN−1) erhält man
für E, F ∈ L2,q( •RN)
〈E , F 〉 =
∫
R+
rN−1 〈E , F 〉r dr
mit
〈E , F 〉r := 〈 τE(r) , τF (r) 〉L2,q(SN−1) + 〈 ρE(r) , ρF (r) 〉L2,q−1(SN−1) .
Für eine ausreichend glatte (N − 1)-Form w in •RN gilt∫
S(R)
ι∗w = RN−1
∫
SN−1
(τw)(R) für alle R > 0 . (72)
Jetzt führen wir den nullten Schritt für die Elastizitätsgleichungen durch.
Lemma 9 Es sei U eine Lösung des Ausstrahlungsproblems Ela(a, b, ω, P , 0)
mit ω ∈ R∗ (siehe (4)(6)). Dann gilt U ∈ L2,q
>− 1
2
.
Beweis: Sei R > R0, ψ und ψR deﬁniert wie im Beweis zu Lemma 2. Aus
〈 a rotU , rotψRU 〉Ω+ 〈 b divU , divψrU 〉Ω = ω2 〈U , ψRU 〉+ 〈 PU , ψRU 〉
und EV.1 schließen wir
Im
(
〈 a rotU , rotψRU 〉A(R) + 〈 b divU , divψrU 〉A(R)
)
= 0 ,
woraus
I(R) := Im
∫
S(R)
(
aU ∧ ∗rotU + bdivU ∧ ∗U) = 0 für alle R > R0 (73)
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folgt. Andererseits gilt mit (69)-(71) und (72)
I(R) = ImRN−1
[
〈M−qDM qτU −M−1RotρU , τaU 〉L2,q(SN−1)
+
〈
M−N+qDMN−qρU +M−1DivτU , ρbU
〉
L2,q−1(SN−1)
]
(R) .
(74)
Wir multiplizieren (5) mit a3/4 und (6) mit b3/4 und drücken nun die Strahlungs-
bedingung in Kugelkoordinaten aus. Dazu berechnen wir mit Hilfe von (69)-(71),
(73) und (74)
RN−1
(
‖ρ (a3/4rotU − iωa1/4dr ∧ U) (R)‖2L2,q(SN−1)
+‖τ (b3/4divU − iωb1/4σN,q ∗ dr ∧ ∗U) ‖2L2,q−1(SN−1))
= RN−1
(
‖a3/4(−M−1RotρU +M−qDM qτU)− iωa1/4τU‖2L2,q(SN−1)(R)
‖b3/4(M−q′DM q′ρU +M−1DivτU)− iωb1/4ρU‖2L2,q−1(SN−1)(R)
)
≥ RN−1ω2
(
‖a1/4τU‖2L2,q(SN−1)(R) + ‖b1/4ρU‖2L2,q−1(SN−1)(R)
)
.
Jetzt wählen wir s > −1
2
mit rotU−iωa− 12dr∧U ∈ L2,q+1s und divU−iωb−
1
2σN,q∗
dr ∧ ∗U ∈ L2,q−1s und haben
‖U‖2
L2,qs
(A(R0))
≤ c
∫ ∞
R0
RN−1+2s
(
‖a1/4τU‖2L2,q(SN−1)(R) + ‖b1/4ρU‖2L2,q−1(SN−1)(R)
)
dR
≤ c
(
‖a3/4rotU − iωa1/4dr ∧ U‖2
L2,q+1s (A(R0))
+‖b3/4divU − iωb1/4σN,q ∗ dr ∧ ∗U‖2L2,q−1s (A(R0))
)
< ∞ ,
woraus sich U ∈ L2,q
>− 1
2
ergibt. q.e.d.
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Um nun die Schritte 1 bis 4 durchführen zu können reduzieren wir das Glei-
chungssystem auf ein schwach gekoppeltes System zweiter Ordnung. Dabei be-
nutzen wir die Substitution aus [25] und verallgemeinern diese. Ab jetzt setzen
wir stets EV.1 voraus. Für q ∈ N0 und eine q-Form E deﬁnieren wir die Kom-
mutatoren von rot bzw. div mit der Multiplikation mit einer C1 Funktion f :
Crot ,fE := rot (fE)− frotE bzw. Cdiv fE = div (fE)− fdivE .
Diese Kommutatoren sind Operatoren nullter Ordnung, die q-Formen in (q + 1)-
bzw. in (q − 1)-Formen abbilden. Die Abfallrate der Koeﬃzienten ist dabei die
Abfallrate der ersten Ableitungen von f .
Sei nun U eine Lösung von
L˜U − ω2U = F ∈ Rqloc ∩Dqloc . (75)
Wir setzen
V := rotU ∈ H1,q+1loc , W := divU ∈ H1,q−1loc . (76)
Damit erhält man
−a∆U − (b− a)rotW − ω2U = R(U, V,W ) + F (77)
− b∆U − (a− b)div V − ω2U = R(U, V,W ) + F (78)
mit
R(U, V,W ) = Cdiv,aV + Crot,bW − PU .
Wir wenden div auf (77) an und bekommen (im Distributionensinn)
−Cdiv,a∆U − a div rotW − (b− a)div rotW − Cdiv,b−arotW − ω2W
= divR(U, V,W ) + divF .
Mit divW = div divU = 0 schließen wir
−b∆q−1W − ω2W = Cdiv,a∆U + R˜(U, V,W ) + divF ,
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wobei R˜ ein Operator erster Ordnung ist. Wir ersetzen ∆U durch (77) und er-
halten
−b∆q−1W − ω2W (79)
= − 1
a
Cdiv,a
[
(b− a)rotW + ω2U +R(U, V,W ) + F ]
+ Cdiv,b−arotW + divR(U, V,W ) + divF .
Durch Anwendung von rot auf (78) und analoge Rechnungen ergibt sich
−a∆q+1V − ω2V (80)
= − 1
a
Crot,b
[
(b− a)rotW + ω2U +R(U, V,W ) + F ]
+ Crot,a−bdiv V + rotR(U, V,W ) + rotF .
Elliptische innere Regularität ergibt dann V ∈ H2,q+1loc , W ∈ H2,q−1loc , womit die
Gleichungen (79) und (80) auch in H2,q−1loc , bzw. in H
2q+1
loc gelten.
Wir kommen zum
Beweis von Satz 3: Nach Lemma 9 ist U ∈ L2,q
>− 1
2
. Wir betrachten das System
(78)(80) in kartesischen Koordinaten, wobei wir Gleichung (80) mit cL (siehe
(7)) multiplizieren, und erhalten ein Gleichungssystem in N Variablen und ν =(
N
q
)
+
(
N
q−1
)
+
(
N
q+1
)
Gleichungen. Unter Berücksichtigung von EV.1 und EV.2
sehen wir, dass GV.1, GV.2, AV.1 und AV.3 mitM = b−1 id und σ(κ) = 0 für
1 ≤ κ ≤ (N
q
)
, σ(κ) = 1 für κ >
(
N
q
)
erfüllt sind. Mit Satz 6 und Satz 5 können wir
dann auf den beschränkten Träger einer Lösung U ∈ L2,q
>− 1
2
von LU − ω2U = 0
schließen. Nach Satz 7 gilt dann U = 0 in Ω. q.e.d.
5 Bezeichnungen
Mengen und Abbildungen
Wir bezeichnen mit Z die ganzen, mit N die positiven ganzen, mit N0 die nicht
negativen ganzen, mit R die reellen, mit R+ die positiven reellen, mit R∗ die
reellen Zahlen ohne Null, mit C die komplexen Zahlen und mit i die imaginäre
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Einheit. Für eine komplexe Zahl z ist z die konjugiert komplexe Zahl. Für ν ∈ N
und x, y in Cν oder in Rν stellt xi die Projektion von x auf die i-te Koordinate,(
x, y
)
das euklidische Skalarprodukt von x und y und |x| den euklidischen Betrag
von x dar. Wir setzen r(x) = |x| sowie für x 6= 0 zusätzlich ξ(x) = x/r(x).
Darüberhinaus sei x · y =∑νi=1 xiyi, also ist (x, y) = x · y.
Für zwei Mengen A und B sei F(A,B) die Menge der Abbildungen von A
nach B. Für f ∈ F(A,B) und C ⊂ A sei f |C die Einschränkung von f auf C. Ist
f eine lineare Abbildung zwischen Vektorräumen, so bezeichen wir den Nullraum
von f mit N (f), das Spektrum mit σ(f) und das Punktspektrum mit σp(f). Für
N ∈ N und Mengen Ω,Ξ ⊂ RN sei Ω der Abschluß und ∂Ω der Rand von Ω; wir
sagen Ω ⊂⊂ Ξ, wenn Ω kompakt ist und Ω ⊂ Ξ gilt. Wir nennen Ω ein Gebiet,
wenn Ω oﬀen und zusammenhängend ist und ein Außengebiet, wenn Ω ein Gebiet
ist und RN \ Ω kompakt ist.
Für R ∈ R+ , N ∈ N , x0 ∈ RN und Ω ⊂ RN werden folgende Notationen
benutzt:
U(x0, R) :=
{
x ∈ RN ∣∣ |x− x0| < R}
U(R) := U(0, R)
A(R) := RN \ U(R)
S(R) := A(R) ∩ U(R)
SN−1 := S(1)
Ω(R) := Ω ∩ U(R)
Funktionen und Funktionenräume
Für eine auf einer Teilmenge Ω ⊂ RN deﬁnierte komplex- oder vektorwertige
messbare Funktion f ist
supp f := Ω \ {x ∈ Ω ∣∣ ∃ε > 0 : f = 0 f.ü. in U(x, ε) ∩ Ω}
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ihr Träger und wir nennen f eine Ck-Funktion, wenn sie k-mal stetig partiell
diﬀerenzierbar ist. Für Gebiete Ω benutzen wir folgende Funktionenräume:
Ck(Ω ,Cν) :=
{
f ∈ F(Ω,Cν) | f ist Ck}
C∞(Ω ,Cν) :=
⋂
k∈N
Ck(Ω ,Cν)
C∞0 (Ω ,Cν) := {f ∈ C∞(Ω ,Cν) | supp f ⊂⊂ Ω}
Mit L2(Ω,Cν) bzw. L∞(Ω,Cν) bezeichnen wir den Raum der Äquivalenzklas-
sen Lebesgue-messbarer Funktionen f mit Deﬁnitionsbereich Ω und Werten in
Cν , für die
‖f‖2 := ‖f‖20,Ω :=
∫
Ω
|f(x)|2 dx <∞
bzw.
ess sup
x∈Ω
|f(x)| <∞
gilt.
Für f, g ∈ L2(Ω,Cν) ist〈
f , g
〉
:=
〈
f , g
〉
Ω
:=
∫
Ω
(
f, g
)
dx
das L2-Skalarprodukt.
Wir benutzen für die Bezeichnung partieller Ableitungen die übliche Multiin-
dexschreibweise: Für α ∈ NN0 , α = (α1, . . ., αN), ist |α| :=
∑N
i=1 αi und
∂α := ∂α11 . . .∂
αN
N , ∂n :=
∂
∂xn
.
Für m ∈ N0 deﬁnieren wir die Sobolevräume
Hm(Ω,Cν) :=
{
f ∈ L2(Ω,Cν) ∣∣ ∂αfi ∈ L2(Ω,C) für |α| ≤ m, i = 1, ..., ν} ,
‖f‖2m := ‖f‖2m,Ω :=
∑
|α|≤m
ν∑
i=1
‖∂αfi‖2 ,
dabei sind die Ableitungen im Distributionensinn zu verstehen. Es gilt H0 = L2.
Ferner seiH
◦
m(Ω ,Cν) der Abschluss von C∞0 (Ω ,Cν) unter der durch ‖ · ‖m|C∞0 (Ω ,Cν)
induzierten Metrik.
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Für die Theorie der Maxwell-gleichungen im R3 benötigen wir ferner die Räu-
me mit L2-integrierbarer Rotation. Für ein Gebiet Ω ⊂ R3 sei
R(Ω) :=
{
f ∈ L2(Ω ,C3) ∣∣ rot f ∈ L2(Ω ,C3)} ,
R0(Ω) := {f ∈ R(Ω) | rot f = 0} ,
‖f‖2rot := ‖f‖2 + ‖ rot f‖2 .
Der vektoranalytische Operator rot ist im Distributionensinn zu verstehen. Zur
Verallgemeinerung der Randbedingung n ∧ E|∂Ω = 0 benutzen wir den Abschluss
von C∞0 (Ω ,Cν) unter der durch ‖ · ‖rot|C∞0 (Ω ,Cν) induzierten Metrik, den wir mit◦
R(Ω) bezeichnen, ferner sei
◦
R0(Ω) :=
◦
R(Ω) ∩ R0(Ω).
Wir sagen f ∈ L2loc(Ω,Cν) bzw. f ∈ Hmloc(Ω,Cν) bzw. f ∈ Rloc(Ω), wenn für
alle ϕ ∈ C∞0 (Ω) das Produkt ϕf in L2(Ω,Cν) bzw. in Hm(Ω,Cν) bzw. in R(Ω)
liegt. Liegt für alle ϕ ∈ C∞0 (RN) das Produkt ϕ|Ω f in H
◦
m(Ω ,Cν), bzw. in
◦
R(Ω)
so schreiben wir f ∈ H◦ mloc(Ω ,Cν) bzw. in
◦
R loc(Ω). Durch ein angehängtes vox
kennzeichnen wir die Räume, deren Elemente beschränkten Träger haben; so ist
z.B. f ∈ Hmvox(Ω ,Cν), wenn f ∈ Hm(Ω ,Cν) und f beschränkten Träger hat.
Mit % := (1 + r2)1/2 und für s ∈ R deﬁnieren wir die gewichteten L2-Räume
L2s(Ω,Cν) := {f ∈ L2loc(Ω,Cν) | %sf ∈ L2(Ω,Cν)} ,
‖f‖20,s := ‖f‖20,s,Ω := ‖%sf‖20,Ω
.
Ferner deﬁneren wir für t ∈ R
L2>t(Ω,Cν) :=
⋃
s>t
L2s(Ω,Cν) und L2<t(Ω,Cν) :=
⋂
s<t
L2s(Ω,Cν) ,
sowie
L2pol(Ω ,Cν) :=
⋂
s∈R
L2s(Ω,Cν)
und
L2exp(Ω ,Cν) :=
⋂
s∈R+
{
f ∈ L2(Ω ,Cν) ∣∣ exp(sr)f ∈ L2(Ω ,Cν)} .
Auf die Indizierung des Gebietes und des Wertebereiches wird verzichtet, wenn
Missverständnisse ausgeschlossen sind.
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q-Formen
Sei M̂ eine reelle orientierte N -dimensionale glatte Riemann'sche Mannigfaltig-
keit, M ⊂ M̂ eine oﬀene Teilmenge von M̂ . Für m ∈ M sei TmM der Tangen-
tialraum in m an M . Den komplexen Vektorraum der kovarianten alternieren-
den Tensoren vom Rang q bezeichnen wir mit Aq(m), das Bündel mit Aq(M).
Für q ∈ Z nennen wir Elemente aus Aq(M) q-Formen oder einfach Formen (für
q ∈ Z \ {0, . . . , N} setzen wir Aq(M) := {0}). Für die Deﬁnition des äußeren
Produktes ∧, des Hodge'schen Sternoperators ∗ und der äußeren Ableitung d
verweisen wir auf [3]. Sei (V, h) ein Kartengebiet, dann läßt sich die Einschrän-
kung einer Form E ∈ Aq(M) auf V eindeutig darstellen als
E|V =
∑
I∈J(N,q)
EIdhI
mit
J(N, q) := {(i1, . . ., iq) | ij ∈ {1, . . ., N} ∧ i1 < · · · < iq}, (81)
dhI := dhi1 ∧ · · · ∧ dhiq ,
wobei dhi das Diﬀerential der i-ten Koordinatenfunktion ist.
Wir sagen eine Form habe lokale Eigenschaften wie Messbarkeit oder Diﬀe-
renzierbarkeit, wenn die mit der Karte heruntergeholten Komponentenfunktionen
diese Eigenschaft haben. Wir deﬁnieren
Cq,∞(M) := {E ∈ Aq(M) | E ist C∞} ,
Cq,∞0 (M) := {E ∈ Cq,∞(M) | supp E ist kompakt} .
Ist M˜ eine weitere glatte Mannigfaltigkeit, so induziert eine diﬀerenzierbare Ab-
bildung τ : M → M˜ eine lineare Abbildung, den Pullback
τ ∗ : Aq(M˜)→ Aq(M) .
In Aq(m) benutzen wir das durch den Sternoperator induzierte Skalarprodukt
und die zugehörige Norm
(E ,F )Aq(m) := ∗(E ∧ ∗F ) ,
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|E|Aq(m) :=
(
(E ,F )Aq(m)
)1/2
.
Wir deﬁnieren
L2,q(M) :=
{
E ∈ Aq(M) | E ist messbar und
∫
M
∗ |E|2Aq(m) <∞
}
N (M) :=
{
E ∈ Aq(M) | E ist messbar und
∫
M
∗ |E|Aq(m) = 0
}
L2,q(M) := L2,q(M)/N (M) .
L2,q(M) ist zusammen mit dem Skalarprodukt
〈E , F 〉q := 〈E , F 〉q,M :=
∫
M
E ∧ ∗F (82)
ein Hilbertraum (wie üblich wird in der Notation nicht zwischen einem Reprä-
sentanten und der Äquivalenzklasse unterschieden). Die Indizierung der Mannig-
faltigkeit wird in den meisten Fällen unterdrückt.
Um die Korrespondenz zum klassischen Kalkül zu betonen, setzen wir ei-
ner von Weyl vorgeschlagenen Konvention folgend rot := d und div := δ.
Wir sagen E ∈ Rq(M), wenn rotE ∈ L2,q+1(M) ist, und E ∈ Dq(M), wenn
divE ∈ L2,q−1(M). Dabei sind die Ableitungsoperatoren im Distributionensinn
zu verstehen. Ferner sei E ∈ Rqloc(M) bzw. in Dqloc(M) wenn ϕE ∈ Rq(M) bzw.
E ∈ Dq(M) für alle ϕ ∈ Cq,∞0 (M) gilt. Für die Verallgemeinerung der Randbedin-
gung ′′ι∗E = 0′′ (ι bezeichne hier die natürliche Einbettung der Mannigfaltigkeit
M in ihren Rand) deﬁnieren wir noch
E ∈ ◦R q(M) :⇐⇒ ∀F ∈ Dq+1(M) : 〈 rotE , F 〉q+1 + 〈E , divF 〉q = 0 .
Sei Ω ⊂ RN ein Außengebiet Wir betrachten Ωmit der durch (id,Ω) erzeugten
diﬀerenzierbaren orientierten Struktur als eine glatte N -dimensionale orientierte
Riemann'sche Mannigfaltigkeit. Den Tangentialraum im Punkt x ∈ Ω identiﬁzie-
ren wir mit dem RN ; der Metriktensor ist durch das euklidische Skalarprodukt
im RN gegeben. Mit xi bezeichnen wir die kartesischen Koordinaten und können
jede Form E ∈ Aq(Ω) global eindeutig darstellen durch
E(x) =
∑
I∈J(N,q)
EI(x) dxI .
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Wir führen die Sobolev- und gewichteten Sobolevräume von q-Formen mit Hilfe
dieser Darstellung ein. Wir sagen E ∈ Hq,m(loc,vox)(Ω) , wenn für alle I ∈ J(N, q)
die Funktionen EI ∈ Hm(loc,vox)(Ω ,C) sind. Entsprechend werden die gewichteten
Räume L2,q(<,>)s(Ω) für s ∈ R deﬁniert. Die Normen sind deﬁniert durch
‖E‖2q,s :=
∑
I∈J (N,q)
‖EI‖20,s .
Wir sagen E ∈ ◦R qloc(Ω), wenn ϕ|ΩE ∈
◦
R q(Ω) für alle Funktionen ϕ ∈ C∞0 (RN)
gilt.
Sonstiges
Für α ∈ R bezeichnen wir mit o (rα) verschiedene Funktionen oder Felder f , für
die
lim
R→∞
sup
x∈A(R)
∣∣r−αf ∣∣ = 0
gilt. Mit O (rα) werden verschiedene Funktionen bezeichnet, für die
sup
x∈A(R)
∣∣r−αf ∣∣ <∞
für ein R > 0 gilt.
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