We quantitatively identify the origin of anomalous transport in a representative model of a heterogeneous system-tracer migration in the complex flow patterns of a lognormally distributed hydraulic conductivity (K) field. The transport, determined by a particle tracking technique, is characterized by breakthrough curves; the ensemble averaged curves document anomalous transport in this system, which is entirely accounted for by a truncated power-law distribution of local transition times ψ(t) within the framework of a continuous time random walk. Unique to this study is the linking of ψ(t) directly to the system heterogeneity. We assess the statistics of the dominant preferred pathways by forming a particle-visitation weighted histogram {wK}. Converting the ln(K) dependence of {wK} into time yields the equivalence of {wK} and ψ(t), and shows the part of {wK} that forms the power-law of ψ(t), which is the origin of anomalous transport. We also derive an expression defining the power law exponent in terms of the {wK} parameters. This equivalence is a remarkable result, particularly given the correlated K-field, the complexity of the flow field and the statistics of the particle transitions.
As noted in many of these studies, the mechanisms for anomalous transport and diffusion are varied, e.g., flow in heterogeneous fracture networks and porous media, multiple trapping, chemical sorption, migration in crowded environments and electron transfer (hopping), and yet the time dependence is the same. In this Letter, the origins of anomalous transport are identified through an analysis of the particle pathway statistics in a completely controllable model disordered geophysical system. We show the transport cannot be explained solely by the structural knowledge of the disordered medium. We probe the nuanced dynamic processes and find that the basic determinant of the distribution of local transition times, which defines the anomalous transport, is a conductivity histogram weighted by the particle flux. This remarkable relationship is quantitatively exact.
The system is a geophysical model, based on a lognormally distributed and spatially correlated hydraulic conductivity (K) random field in a fluid saturated, twodimensional (2D) domain. The field is characterized by a variance of ln(K), σ 2 . We determine the steadystate uniform (in the mean) flow and the transport of tracer particles through it as a function of head gradients and σ 2 . The transport, determined by a particle tracking technique, is characterized by breakthrough curves (BTCs), quantifying the arrival of an injected plume of particles at the domain outlet. The ensemble averaged BTC for this disordered system documents anomalous (or "non-Fickian") transport. Other studies have attempted to quantify the effect of the underlying heterogeneous structure of the K distribution on BTC patterns; they note the occurrence of preferential flow paths and long BTC tails, but quantification of the relationship between K field statistics and transport parameters remains obscure [e.g., 13, 14] . Here, not only is it shown that anomalous behavior is accounted for within the theoretical framework of a continuous time random walk (CTRW), but an entirely new assessment-the statistical analysis of flux-weighted particle pathways-is linked directly to the CTRW framework.
The discrete (in space), temporal semi-Markov CTRW transport equations leads to the (Laplace space) working continuum transport equation for the normalized concentration c(s, t) for an ensemble-averaged system:
(1) whereM (u) ≡tuψ(u)/ [1 −ψ(u) ] is a memory function, with the Laplace transform of a function f (t) denoted bỹ f (u),t is a characteristic time, ψ(t) is the probability rate for a transition time t between sites, andtv ψ andtD ψ are, respectively, the first and second moments of p(s), the probability distribution of the length of the transitions. The "transport velocity", v ψ , is distinct from the "average fluid velocity", v, due to the heterogeneity.
Unique to this study is the linking of ψ(t) directly to the heterogeneity of our model system. The key feature of the CTRW distribution ψ(t) that we use, which has been successful in analyzing a number of laboratory and field observations, is a truncated power law (TPL) distribution of the site-to-site transition times with an evolution to Fickian behavior:
where
is a normalization factor (for large t 2 , n ≈ β [15] ), β is a measure of the transition time spectrum, t 1 (=t in (1)) is a characteristic time, e.g., for median transitions between sites, t 2 is a "cutoff" time, and Γ(a, x) is the incomplete Gamma function [16] . For transition times t 1 < t < t 2 , ψ(t) behaves as a power law ∝ (t/t 1 ) −1−β while for t > t 2 , ψ(t) decreases exponentially; thus a finite t 2 enables evolution from non-Fickian to Fickian transport. A pure exponential ψ(t) = λ exp(−λt) reduces the CTRW transport equation (1) As background to answer this question, our method of model construction and particle tracking is outlined in the Supplementary Material (SM) [17] . The BTC is a key measure of the accumulative response of all the transitions comprising the transport within the velocity field of the domain. The ensemble mean BTCs (100 realizations) are seen in Fig. 1 , with σ 2 = 3, 5, 7, and fits with 1D solutions of the CTRW (using (2) ) and the ADE. The distinguishing feature is the broadness of the BTCs, which increases with increasing σ 2 . Overall, the CTRW effectively captures the tails as well as the peaks of the BTCs. The TPL values of β show a clear trend to decrease (from 1.77 to 1.57) with increasing σ 2 (3 to 7), as expected. This emphasizes the physical meaning of β: it is a generalized dispersion parameter that captures the entire shape of the BTC and not only a width of a normal curve (i.e., D). The subtle interplay among the TPL parameters β, t 1 , t 2 , which determine the shape of the entire TPL, is quantified in terms of the particle paths (below). Fig. 2a shows the heterogeneity of the K-field with σ 2 = 5. The mean ln(K) is 0 with a 7 decade spread in K over a statistically homogeneous map of a single realization. The lowest values of ln(K) tend to appear as local patches with a concentric ring of moderately lower conductivity. We investigate how this map manifests the preferred particle pathways. As a reference, Fig. 2b shows a path constructed by excluding cells where the conductivity is lower than a given threshold; the threshold value is lowered iteratively until a connected (percolation) path is formed. This type of critical path analysis (CPA) [18, 19] has been linked, using percolation theory scaling arguments, to anomalous transport and CTRW theory [20] [21] [22] . In Fig. 2c , we superimpose on the full conductivity field (Fig. 2a) the number of particles visiting each cell. The striking feature that emerges is the occurrence of preferential particle paths which are so dominant that the difference in particle visitation in various cells ranges from zero to 10% of the total number of particles in the simulation. The white areas where particles do not enter have an effect on the surrounding areas, confining the preferential paths to converge between low conductivity areas. Figure 2d shows a sparser set of preferential paths than Fig. 2c , generated by recording only those cells having visitations of ≥100 particles (0.1% of all particles). The color contrasts show an admixture of the higher conductivities in the paths, however low conductivity cells are still present. We find (not shown) that as residence time increases (i.e., for smaller head gradients), the overall transport evolves to a biased Gaussian (denoting Fickian) behavior for time scales > t 2 , with a BTC described by the ADE (see Fig. 1 ). Significantly, though, the particle flux in this limit is not spatially uniform across the domain cross sections, as commonly envisaged for application of the ADE; rather, the flux is still, largely, in limited preferential pathways. It is illuminating to observe deviations from the particle pathways defined by the CPA. Fig. 2e shows the "lower conductivity transitions" (LCTs) -defined for convenience as cells with K values less than the CPA threshold -taken from the paths in Fig. 2d . Clearly, the critical path is insufficient to predict or estimate the actual particle movement. Indeed, CPA and percolation scaling arguments, based entirely on the K field structure [22] , do not include the significant influence of the transitions below the threshold and residence time effects (see below).
Two histograms are shown in Fig. 3 , together with a quantitative measure of the LCTs. One histogram corresponds to the conductivity field in Fig. 2a , while the other derives from the preferred paths of Fig. 2c weighted by the particle visitation in each cell, which we designate {wK}. The mean and skewness of {wK} are significantly larger than those for the full K field (Fig. 3  caption) . The mean of {wK} is a quantitative measure of the particle selectivity of the higher conductivity cells. The fraction of the weighted conductivities considered as LCT is 11.5%. Hence these LCTs are significant, and as we show below, are responsible for the long tail in the BTC. The {wK} in Fig. 3 is for one realization; averaging the weighted mean over 100 realizations for the same σ 2 follows this pattern closely. Moreover, similar behavior was observed for a variety of realizations with different ln(K) variances (see below).
The {wK} is the basic characterization of transport in our model. This is seen clearly by converting the ln(K) axis to time t. Based on Fig. 3 , for each K bin, we determined the head gradient over each associated cell, and obtained an average head gradient (weighted by the relative number of particles passing through these cells). We then determined the average residence time in these cells, using Darcy's law for flow, ∆t = θ(∆x) 2 /(K∆h), where θ is porosity (= 0.3) and ∆h is the weighted average head difference over the cell. Determining these average times for cells in all K bins, we obtain a frequency (weighted by the number of particles) of particle residence times in all cells in the domain. Dividing by ∆t to obtain equal bin sizes, yields the probability density result for an ensemble of 100 realizations is shown in Fig. 4 ; the entire density is coincident with the TPL (2) using β = 1.63. Significantly, the β, t 1 and t 2 values of (2) used here are the same as those used to determine the BTC in Fig. 1 (σ 2 = 5). The statistical analysis of particle paths, which renders the probability density {wK}, leads directly to the CTRW framework of the probability density ψ(t); indeed, they are the same. The red portion of the curve corresponds to the power-law region; by equating the logarithmic derivatives of both curves we can develop an analytic expression for β in terms of {wK} parameters. We first write K = C/t (following Darcy's law), the time associated with each K being the transit time across a "Kbin". The points in Fig. 4 are determined from the numerical {wK} for each realization. The mean of the data in Fig. 4 is matched by f = n k exp[−(ln K−µ) 2 /(2σ 2 )]/t, where µ, the mean of {wK}, is a function of σ 2 and the variance of {wK} is ≈ σ 2 (confirmed numerically); n k is a normalization constant. We compute the logarithmic derivative d log f /d log t, and obtain (see SM [17])
by equating it to -1-β, the log derivative of the TPL (2) in the power law region. This result has a slow time dependence for β; Fig. 4 has some curvature in the power-law region. The value for β is determined near the end of the range of small ln(K) (large time). Using representative ensemble values (σ 2 = 5, µ = 1.5) and choosing ln K = −6.5 (the low end (large time) of the LCTs in Fig. 3 ) yields β = 1.6 (see Fig. 1) .
A picture emerges from the path analysis of high particle flux through the preferred paths, encountering relatively low conductivities (aided by diffusion). The LCTs with highest particle flux occur in or near the preferred paths. The inclusion of these LCTs in the context of the preferred path template is sufficient to provide to {wK} a power law behavior of ψ(t); this is the origin of nonFickian transport. This is highlighted in the power-law region t 1 < t < t 2 of Fig. 4 ; this region corresponds to a ln(K) range −1 in the LCT region (red bars in Fig.  3 ). The role of the K structure is to set up the flow field, which forms the dynamical basis of the preferred paths. It is the range of LCTs within this context that accounts for the anomalous transport, as demonstrated here with the quantitative relation {wK} ↔ ψ(t).
In conclusion, we have quantitatively identified the origin of anomalous transport in a richly representative model of a heterogeneous system. We proceeded via two levels. In the first, we determined the BTCs, which are the cumulative particle arrival times (first passage times). The BTCs document the anomalous nature of the transport by the power-law dependence of late times tails. The BTCs were fit with the solutions of the ADE and the CTRW transport equation (1) using a TPL (2) form of ψ(t). The TPL accounts for the full shape of the BTCs, with the TPL β parameter decreasing with enhanced disorder (larger σ 2 ) as expected. The TPL ψ(t) hence serves as a characterization of anomalous transport. In the second level, we deeply examined the nature of the particle pathways across the domain and established the dominance of preferred pathways. We assessed the dynamic statistics of these paths by forming a particle-visitation weighted histogram {wK}. We showed that these paths were, mainly, linked high conductivity cells with an important, sparse mix of a relatively small number of LCTs. We converted the ln(K) dependence of {wK} into time and demonstrated the equivalence of {wK} and the TPL ψ(t). In effect, we show that one can derive the TPL (2) directly from the statistical analysis of the actual particle pathways! We further pinpointed the range of the LCTs as corresponding to the power-law region of the TPL and derived a simple expression (3) for β in terms of σ 2 and µ. Thus all the information is contained in {wK}-including all correlations in the transitions-and directly yields the values of β as well as t 2 . This is a remarkable result, particularly given the correlated K-field, the complexity of the flow field and the statistics of the particle transitions. 2 , identical to the values for the fit shown in Fig. 1 . Highlighted (in red online) is the power-law region t1 < t < t2 corresponding to −7.5 < ln(K) < −1. We provide details of the model construction and particle tracking methods, and the derivation of Eq. (4), employed in the main text.
MODEL CONSTRUCTION AND PARTICLE TRACKING METHODS
Deterministic head values are prescribed along the left and right boundaries of the 2D domain (300 × 120 cells of uniform length and width ∆ = 0.2; all quantities are given in consistent units) while the top and bottom boundaries are impervious. Values of ln(K) in each cell are set equal to those generated through a widely tested sequential Gaussian simulator [1] . We generate different random realizations of statistically homogeneous and isotropic, multivariate Gaussian fields. Each field is associated with a spatial covariance of the simple exponential type, with unit correlation length, L = 1, and ln(K) variance, σ 2 . Different values of σ 2 are analyzed, to explore fields associated with mildly to strongly heterogeneous conditions. In all scenarios, L/∆ = 5.0, to accurately reproduce the adopted covariance model for ln(K) at all spatial lags of interest and its influence on transport [e.g., [2, 3] ]. For each generated ln(K) field, we solve the corresponding deterministic flow problem using Galerkin finite elements to obtain head and velocity distributions.
Solute movement in each realization is modeled by a Lagrangian particle tracking method, to generate the BTCs. Particles are injected, flux-weighted, along the left boundary. Starting from a known location of the particles at time t k , the displacement vector d for each particle is given by the Langevin equation
with v the fluid velocity, δt the time step magnitude, and d D the diffusive displacement; ξ is a N [0, 1] random number and the modulus of d D is ξ √ 2Dδt. The advective displacement in (1) is computed with the velocity at x. A uniform spatial step, δs, along each particle trajectory is fixed. Preliminary numerical tests confirmed that using δs = ∆/10 did not introduce numerical dispersion [4] , and that consideration of 10 5 particles was sufficient. The magnitude of the time step δt in (1) is calculated as δt = δs/v, v being the modulus of v. Reflection boundary conditions are imposed at no-flow boundaries.
DERIVATION OF EQUATION (4)
The weighted histogram {wK} is fit by a probability distribution, which is then converted to time with K ij = θ∆x 2 /∆h ij ∆t, which we write as K = C/t with the understanding that the time associated with each K is the transit time across a "K-bin".
The mean of the data in Fig. 4 can be plotted as
where µ, the mean of {wK}, is a function of σ 2 and the variance of {wK} is ≈ σ 2 ; n k is a normalization constant. We compute the logarithmic derivative of (2), d log f /d log t. First, we have log f = log n k + −(ln K − µ) 2 2σ 2 log(e) − log t.
Then d log f /d log t = (ln K − µ) σ 2 log(e) ln(10) − 1 (4) so that
because log(e) ln(10) = 1.
The above is equated to −1 − β, the log derivative of the TPL in the power law region, to obtain
which is > 0.
The result in (7) has a slow time dependence for β. In Fig. 4 there is some curvature in the power-law region. The value for β is determined near the end of the range of small ln(K) (large time).
