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Abstract
We define geodesic normal forms for the general series of complex reflection
groups G(e, e, n). This requires the elaboration of a combinatorial technique in
order to explicitly determine minimal word representatives of the elements of
G(e, e, n) over the generating set of the presentation of Corran-Picantin. Using
these geodesic normal forms, we construct intervals in G(e, e, n) that are lat-
tices. This gives rise to interval Garside groups. We determine which of these
groups are isomorphic to the complex braid group B(e, e, n) and get a complete
classification. For the other Garside groups that appear in our construction, we
provide some of their properties and compute their second integral homology
groups in order to understand these new structures.
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1 Introduction
A complex reflection is a linear transformation of finite order, which fixes a hyper-
plane pointwise. Let W be a finite subgroup of GLn(C) with n ≥ 1 and R be the set
of complex reflections ofW . We say thatW is a complex reflection group if W is gen-
erated by R. It is well known that every complex reflection group is a direct product
of irreducible ones. These irreducible complex reflection groups have been classified
by Shephard and Todd [23] in 1954. The classification consists of the following cases:
• The infinite series G(de, e, n) depending on three positive integer parameters,
• 34 exceptional groups.
As we are interested in the groups of the infinite series, we provide the definition
of the group G(de, e, n). For the definition of the 34 exceptional groups, see [23].
Definition 1.1. The group G(de, e, n) is defined as the group of n × n monomial
matrices (each row and column has a unique nonzero entry), where
• all nonzero entries are de-th roots of unity and
• the product of all the nonzero entries is a d-th root of unity.
Broué, Malle and Rouquier [5] managed to associate a complex braid group B to
each complex reflection group W . The definition of the complex braid group related
to W is as follows. Let A := {Ker(s− 1) s.t. s ∈ R} be the hyperplane arrangement
and X := Cn \
⋃
A be the hyperplane complement. The complex reflection group W
acts naturally on X . Let X/W be its space of orbits.
Definition 1.2. The complex braid group associated with W is defined as the funda-
mental group:
B := π1(X/W ).
If W is equal to G(de, e, n), then we denote by B(de, e, n) the associated complex
braid group. According to the results in [5], one can readily check that the complex
braid groups B(de, e, n) are all isomorphic to B(2e, e, n) for d > 1. Hence the com-
plex braid groups associated with the 3-parameter series G(de, e, n) arise from the
two 2-parameter series G(e, e, n) and G(2e, e, n). This paper concerns the complex
braid groups B(e, e, n) and their associated complex reflection groups G(e, e, n).
Let W be a real reflection group, meaning that W is a subgroup of GLn(R). By
[3] and [2], we recover in the previous definitions the notion of Coxeter and Artin-Tits
groups that we recall now.
Definition 1.3. Assume that W is a group and S be a subset of W . For s and t
in S, let mst be the order of st if this order is finite, and be ∞ otherwise. We say
that (W,S) is a Coxeter system, and that W is a Coxeter group, if W admits the
presentation with generating set S and relations:
• quadratic relations: s2 = 1 for all s ∈ S and
• braid relations: sts · · ·︸ ︷︷ ︸
mst
= tst · · ·︸ ︷︷ ︸
mst
for s, t ∈ S, s 6= t and mst 6=∞.
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We define the Artin-Tits group B(W ) associated with a Coxeter system (W,S) as
follows.
Definition 1.4. The Artin-Tits group B(W ) associated with a Coxeter system (W,S)
is defined by a presentation with generating set S˜ in bijection with the generating set
S of the Coxeter group and the relations are only the braid relations: s˜t˜s˜ · · ·︸ ︷︷ ︸
mst
= t˜s˜t˜ · · ·︸ ︷︷ ︸
mst
for s˜, t˜ ∈ S˜ and s˜ 6= t˜, where mst ∈ Z≥2 is the order of st in W .
Consider W = Sn, the symmetric group with n ≥ 2. It is a Coxeter group with
set of generators S consisting of simple transpositions in Sn. The Artin-Tits group
associated with the Coxeter system (Sn, S) is the usual braid group denoted by Bn.
It is defined as follows.
Definition 1.5. The braid group Bn is defined by a presentation with generators
s˜1, s˜2, · · · , s˜n−1 and relations:
1. s˜is˜i+1s˜i = s˜i+1s˜is˜i+1 for 1 ≤ i ≤ n− 2,
2. s˜is˜j = s˜j s˜i for |i− j| > 1.
This presentation can be described by the following diagram. The nodes are
the generators of the presentation. An edge between two adjacent nodes describes
Relation 1 of Definition 1.5. Relation 2 is described by the fact that there is no edge
between the corresponding nodes.
s˜1 s˜2 s˜n−2 s˜n−1
Figure 1: Diagram for the presentation of Bn.
It is widely believed that complex braid groups share similar properties with Artin-
Tits groups. One would like to extend what is known for Artin-Tits groups to other
complex braid groups. An important feature about finite-type Artin-Tits groups is
that they admit Garside structures. One of the important aspect of a Garside struc-
ture is the existence of normal forms that enable us to solve the Word and Conjugacy
problems for the associated groups. Garside structures also enjoy important group-
theoretical, homological and homotopical properties. It is therefore interesting to
construct Garside structures for a given group. Subsections 1.1 and 1.2 are devoted
to introduce the concept of Garside structures and interval Garside structures.
For instance, it is shown by Bessis and Corran [1] in 2004, and by Corran and Pi-
cantin [8] in 2009 that the complex braid group B(e, e, n) admits Garside structures.
The aim of this paper is to construct interval Garside structures for B(e, e, n) that
derive from natural and explicit intervals in the associated complex reflection group.
In Section 3, we determine geodesic normal forms for all the elements of G(e, e, n)
over an appropriate generating set and present an algorithm to explicitly compute
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them. As an application, we are able to determine the elements of maximal length in
G(e, e, n) and to construct intervals. Next, we prove that these intervals are lattices
which gives rise to interval Garside structures, see Theorem 5.15. The combinato-
rial techniques used are elementary and the associated characterizations are elegant.
In Section 6, we provide nice presentations for these structures that we denote by
B(k)(e, e, n) for 1 ≤ k ≤ e− 1 and identify which of them are isomorphic to B(e, e, n).
For the Garside structures that are not isomorphic to B(e, e, n), we provide some of
their properties and compute their second integral homology groups, see Proposition
7.7. Thus, we get a complete classification (in Theorem 7.8) of the interval Garside
structures of the complex braid groups B(e, e, n) that derive from our construction:
B(k)(e, e, n) is isomorphic to B(e, e, n) if and only if k and e are coprime.
These Garside structures have been implemented by Michel and the author by
using the development version of the CHEVIE package for GAP3 (see [20] and [21]).
The explicitness of the geodesic normal forms is what makes this implementation
possible. In the next part of the introduction, we include the necessary preliminaries
to accurately describe these Garside structures.
1.1 Garside monoids and groups
In his PhD thesis, defended in 1965 [14], and in the article that followed [15], Garside
solved the Conjugacy Problem for the braid group Bn by introducing a submonoid B
+
n
of Bn and an element ∆n of B
+
n that he called fundamental, and then showing that
there exists a normal form for every element in Bn. In the beginning of the 1970’s, it
was realized by Brieskorn and Saito [4] and Deligne [13] that Garside’s results extend
to all finite-type Artin-Tits groups. At the end of the 1990’s, after listing the abstract
properties of B+n and the fundamental element ∆n, Dehornoy and Paris [12] defined
the notion of Gaussian groups and Garside groups which leads, in “a natural, but
slowly emerging program” as stated in [10], to Garside theory. For a detailed study
about Garside structures, we refer the reader to [10].
Let M be a monoid. Under some assumptions about M , more precisely the as-
sumptions 1 and 2 of Definition 1.7 below, one can define a partial order relation on
M as follows.
Definition 1.6. Let f, g ∈M . We say that f left-divides g or simply f divides g when
there is no confusion, written f  g, if fg′ = g holds for some g′ ∈M . Similarly, we
say that f right-divides g, written f r g, if g′f = g holds for some g′ ∈M .
The definition of a Garside monoid is the following.
Definition 1.7. A Garside monoid is a pair (M,∆), where M is a monoid and
1. M is cancellative, that is fg = fh =⇒ g = h and gf = hf =⇒ g = h for
f, g, h ∈M ,
2. there exists λ : M −→ N s.t. λ(fg) ≥ λ(f) + λ(g) and g 6= 1 =⇒ λ(g) 6= 0,
3. any two elements of M have a gcd and an lcm for  and r,
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4. ∆ is a Garside element of M , this meaning that the set of its left divisors
coincides with the set of its right divisors, generate M , and is finite.
The divisors of ∆ are called the simples of M .
A quasi-Garside monoid is a pair (M,∆) that satisfies the conditions of Definition
1.7, except the finiteness of the number of divisors of ∆.
Assumptions 1 and 3 of Definition 1.7 ensure that Ore’s conditions (see [10]) are
satisfied. Hence there exists a group of fractions of the monoidM in which it embeds.
This allows us to give the following definition.
Definition 1.8. A Garside group is the group of fractions of a Garside monoid.
Consider a pair (M,∆) that satisfies the conditions of Definition 1.7. The pair
(M,∆) and the group of fractions of M provide a Garside structure for M .
1.2 Interval Garside structures
Let G be a finite group generated by a finite set S. There is a way to construct Garside
structures from intervals in G. Let us start by defining a partial order relation on G.
Definition 1.9. Let f, g ∈ G. We say that g is a divisor of f or f is a multiple of
g, and write g  f , if f = gh with h ∈ G and ℓ(f) = ℓ(g) + ℓ(h), where ℓ(f) is the
length over S of f ∈ G.
Definition 1.10. For w ∈ G, define a monoid M([1, w]) by the monoid presentation
with
• generating set P in bijection with the interval
[1, w] := {f ∈ G | 1  f  w} and
• relations: f g = h if f, g, h ∈ [1, w], fg = h, and f  h, that is ℓ(f) + ℓ(g) = ℓ(h).
Similarly, one can define the partial order relation on G as follows:
g r f if and only if ℓ(fg−1) + ℓ(g) = ℓ(f),
then define the interval [1, w]r and the monoid M([1, w]r).
Definition 1.11. Let w be in G. We say that w is a balanced element of G if
[1, w] = [1, w]r.
We have the following theorem due to Michel (see Section 10 of [19] for a proof).
Theorem 1.12. If w ∈ G is balanced and both posets ([1, w],) and ([1, w]r,r)
are lattices, then (M([1, w]), w) is a Garside monoid with simples [1, w], where w and
[1, w] are given in Definition 1.10.
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The monoid M([1, w]) is called an interval Garside monoid. Since it is a Garside
monoid, its group of fractions exists and is denoted by G(M([1, w])). We call it an
interval Garside group. An interval Garside structure consists of an interval Garside
monoid and its group of fractions. We will give a classical example of this structure.
It shows that Artin-Tits groups admit interval Garside structures. For proofs and
details about the statements given in this example, see Chapter 9, Section 1.3 in [10].
Example 1.13. Let W be a finite Coxeter group and B(W ) the Artin-Tits group
associated with W .
W =< S | s2 = 1, sts · · ·︸ ︷︷ ︸
mst
= tst · · ·︸ ︷︷ ︸
mst
for s, t ∈ S, s 6= t,mst = o(st) >,
B(W ) =< S˜ | s˜t˜s˜ · · ·︸ ︷︷ ︸
mst
= t˜s˜t˜ · · ·︸ ︷︷ ︸
mst
for s˜, t˜ ∈ S˜, s˜ 6= t˜ >.
Take G = W and g = w0 the longest element over S in W . We have [1, w0] = W .
Construct the interval monoid M([1, w0]) as in Definition 1.10. We have M([1, w0])
is the Artin-Tits monoid B+(W ), where B+(W ) is the monoid defined by the same
presentation as B(W ), see Definition 1.4. Hence B+(W ) is generated by a copy W
of W with f g = h if fg = h and ℓ(f) + ℓ(g) = ℓ(h); f, g, and h ∈ W . It is also
known that w0 is balanced and both posets ([1, w0],) and ([1, w0]r,r) are lattices.
Hence by Theorem 1.12, we have the following result.
Theorem 1.14. (B+(W ), w0) is a Garside monoid with simples W , where w0 and
W are given in Example 1.13.
2 Presentations for G(e, e, n) and B(e, e, n)
In this section, we recall the presentations by generators and relations of G(e, e, n)
and B(e, e, n) according to the results of [5] and [8].
2.1 Presentations of Broué, Malle and Rouquier
Recall that for e, n ≥ 1, G(e, e, n) is the group of n×nmatrices consisting of monomial
matrices, with all nonzero entries lying in µe, the e-th roots of unity, and for which
the product of the nonzero entries is 1. Note that this family includes three families
of finite Coxeter groups: G(1, 1, n) is the symmetric group, G(e, e, 2) is the dihedral
group, and G(2, 2, n) corresponds to Coxeter-type Dn. We have the following result,
see [5].
Proposition 2.1. The complex reflection group G(e, e, n) is isomorphic to the group
defined by a presentation with generators t0, t1, s3, s4, · · · , sn−1, sn and relations
as follows.
1. quadratic relations for all the generators,
2. the braid relations for s3, s4, · · · , sn−1 given earlier in Definition 1.5,
3. s3tis3 = tis3ti for i = 0, 1,
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4. sjti = tisj for i = 0, 1 and 4 ≤ j ≤ n,
5. s3t1t0s3t1t0 = t1t0s3t1t0s3,
6. t0t1t0 · · ·︸ ︷︷ ︸
e
= t1t0t1 · · ·︸ ︷︷ ︸
e
.
This presentation is called the presentation of BMR (Broué-Malle-Rouquier) of
G(e, e, n). It can be described by the following diagram.
2t0
2t1
2
s3
2
s4
2
sn−1
2
sn
e
Figure 2: Diagram for the presentation of BMR of G(e, e, n).
The matrices in G(e, e, n) that correspond to the generators are given by ti 7−→
ti :=

 0 ζ−ie 0ζie 0 0
0 0 In−2

 for i = 0, 1 and sj 7−→ sj :=


Ij−2 0 0 0
0 0 1 0
0 1 0 0
0 0 0 In−j

 for
3 ≤ j ≤ n, where ζe is the e-th root of unity that is equal to exp(2iπ/e) and Ik is the
identity matrix for 1 ≤ k ≤ n.
According to [5], if we remove the quadratic relations in Proposition 2.1, we get a
presentation of the complex braid group B(e, e, n) associated with G(e, e, n) that we
call the presentation of BMR of B(e, e, n). The generators of this presentation are in
bijection with t0, t1, s3, s4, · · · , sn and are denoted by t˜0, t˜1, s˜3, s˜4, · · · , s˜n. The
diagram of this presentation is the following.
t˜0
t˜1
s˜3 s˜4 s˜n−1 s˜n
e
Figure 3: Diagram for the presentation of BMR of B(e, e, n).
2.2 Presentations of Corran and Picantin
Consider the presentation of BMR of the complex braid group B(e, e, n). For e ≥ 3
and n ≥ 3, it is shown in [7] that the monoid defined by the corresponding monoid
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presentation fails to embed in B(e, e, n). Thus, this presentation does not give rise
to a Garside structure for B(e, e, n). In [8], Corran and Picantin described another
presentation for B(e, e, n) and showed that it gives rise to a Garside structure for
B(e, e, n). We have the following.
Proposition 2.2. The complex braid group B(e, e, n) is isomorphic to a group defined
by a presentation with generators t˜0, t˜1, · · · , t˜e−1, s˜3, s˜4, · · · , s˜n−1, s˜n and relations
as follows.
1. the braid relations for s˜3, s˜4, · · · , s˜n−1 given earlier in Definition 1.5,
2. s˜3t˜is˜3 = t˜is˜3 t˜i for 0 ≤ i ≤ e− 1,
3. s˜j t˜i = t˜is˜j for 0 ≤ i ≤ e− 1 and 4 ≤ j ≤ n,
4. t˜i t˜i−1 = t˜j t˜j−1 for i, j ∈ Z/eZ.
This presentation is called the presentation of Corran-Picantin of B(e, e, n). It can
be described by the following diagram (the kite). The dashed circle describes Relations
4 of Proposition 2.2. The other edges used to describe all the other relations follow
the standard conventions for the usual braid group diagram, see Figure 1.
t˜0
t˜1
t˜2
t˜i
t˜e−1
s˜3
s˜4
s˜n−1
s˜n
· · ·
Figure 4: Diagram for the presentation of Corran-Picantin of B(e, e, n).
One of the important results proved in [8] is the following.
Theorem 2.3. The presentation of Corran-Picantin gives rise to a Garside structure
for B(e, e, n) with
• Garside element: ∆ = t˜1 t˜0︸︷︷︸
∆2
s˜3t˜1t˜0s˜3︸ ︷︷ ︸
∆3
· · · s˜ns˜n−1 · · · s˜3 t˜1t˜0s˜3 · · · s˜n︸ ︷︷ ︸
∆n
,
• Simples: the elements of the form δ2δ3 · · · δn where δi is a left-divisor of ∆i (see
Definition 1.6) for 2 ≤ i ≤ n.
It is also shown in [8] that if one adds the quadratic relations for all the generators
of the presentation of Corran-Picantin of B(e, e, n), one obtains a presentation of a
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group isomorphic to G(e, e, n). It is called the presentation of Corran-Picantin of
G(e, e, n). Its diagram is as follows.
2
t0 2
t1
2 t22
ti
2
te−1
2
s3
2
s4 2
sn−1
2 sn
· · ·
Figure 5: Diagram for the presentation of Corran-Picantin of G(e, e, n).
Remark 2.4.
1. For e = 1 and n ≥ 2, we get the classical presentation of the symmetric group Sn.
2. For e = 2 and n ≥ 2, we get the classical presentation of the Coxeter group of
type Dn.
Denote by X the set {t0, t1, · · · , te−1, s3, · · · , sn} of the generators of the presen-
tation of Corran-Picantin of G(e, e, n). The matrices in G(e, e, n) that correspond
to the generators are given by ti 7−→ ti :=

 0 ζ−ie 0ζie 0 0
0 0 In−2

 for 0 ≤ i ≤ e− 1 and
sj 7−→ sj :=


Ij−2 0 0 0
0 0 1 0
0 1 0 0
0 0 0 In−j

 for 3 ≤ j ≤ n, where ζe is the e-th root of unity
that is equal to exp(2iπ/e) and Ik is the identity matrix for 1 ≤ k ≤ n. Denote by X
the set {t0, t1, · · · , te−1, s3, · · · , sn}.
To avoid confusion, we use regular letters for matrices in G(e, e, n) and bold letters
for words over X. We also set the following convention.
Convention 2.5. A decreasing-index expression of the form sisi−1 · · · si′ is the empty
word when i < i′ and an increasing-index expression of the form sisi+1 · · · si′ is the
empty word when i > i′. Similarly, in G(e, e, n), a decreasing-index product of the
form sisi−1 · · · si′ is equal to In when i < i′ and an increasing-index product of the
form sisi+1 · · · si′ is equal to In when i > i
′, where In is the identity n× n matrix.
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3 Geodesic normal forms for G(e, e, n)
In this section, we define geodesic normal forms for the elements of the general series
of complex reflection groups G(e, e, n) by using the presentation of Corran-Picantin of
these groups. Actually, we define an algorithm that produces a word representative
for each element of G(e, e, n) over X, where X is the set of the generators of the
presentation of Corran-Picantin. Then we prove that these word representatives are
geodesic. Hence we get geodesic normal forms for G(e, e, n). As an application, we
determine the elements of G(e, e, n) that are of maximal length over X.
3.1 Minimal word representatives
Denote by ℓ(w) the word length over X of the word w ∈ X∗, where X is the set of
the generators of the presentation of Corran-Picantin. Let us start by the following
definition.
Definition 3.1. Let w be an element of G(e, e, n). We define ℓ(w) to be the minimal
word length ℓ(w) of a word w over X that represents w. A reduced expression of w
is any word representative of w of word length ℓ(w).
Our aim is to represent each element of G(e, e, n) by a reduced word over X. This
requires the elaboration of a combinatorial technique to determine a reduced expres-
sion decomposition over X for an element of G(e, e, n).
We introduce the algorithm below (see next page) that produces a word RE(w)
over X for a given matrix w in G(e, e, n). Note that we use Convention 2.5 in the
elaboration of the algorithm. Later on, we prove that RE(w) is a reduced expression
over X of w, see Proposition 3.12.
Let wn := w ∈ G(e, e, n). For i from n to 2, the i-th step of the algorithm
transforms the block diagonal matrix
(
wi 0
0 In−i
)
into a block diagonal matrix(
wi−1 0
0 In−i+1
)
∈ G(e, e, n) with w1 = 1. Actually, for 2 ≤ i ≤ n, there exists a
unique c with 1 ≤ c ≤ n such that wi[i, c] 6= 0. At each step i of the algorithm, if
wi[i, c] = 1, we shift it into the diagonal position [i, i] by right multiplication by trans-
positions of the symmetric group Sn. If wi[i, c] 6= 1, we shift it into the first column
by right multiplication by transpositions, transform it into 1 by right multiplication
by an element of {t0, t1, · · · , te−1}, and then shift the 1 obtained into the diagonal
position [i, i].
We provide two examples in order to better understand the algorithm. The first
one is for an element w of G(3, 3, 4) and the second example is for an element w of
G(2, 2, 4), that is the Coxeter group of type D4. At each step, we indicate the values
of i, k, and c such that wi[i, c] = ζ
k
e .
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Input : w, a matrix in G(e, e, n), with e ≥ 1 and n ≥ 2.
Output: RE(w), a word over X.
Local variables: w′, RE(w), i, U , c, k.
Initialisation: U := [1, ζe, ζ
2
e , ..., ζ
e−1
e ], s2 := t0, s2 := t0,
RE(w) := ε: the empty word, w′ := w.
for i from n down to 2 do
c := 1; k := 0;
while w′[i, c] = 0 do
c := c+ 1;
end
#Then w′[i, c] is the root of unity on the row i;
while U [k + 1] 6= w′[i, c] do
k := k + 1;
end
#Then w′[i, c] = ζke .
if k 6= 0 then
w′ := w′scsc−1 · · · s3s2tk; #Then w′[i, 2] = 1;
RE(w) := tks2s3 · · · scRE(w);
c := 2;
end
w′ := w′sc+1 · · · si−1si; #Then w′[i, i] = 1;
RE(w) := sisi−1 · · · sc+1RE(w);
end
Return RE(w);
Algorithm: A word over X corresponding to an element w ∈ G(e, e, n).
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Example 3.2. We apply the algorithm to w :=


0 0 0 1
0 ζ23 0 0
0 0 ζ3 0
1 0 0 0

 ∈ G(3, 3, 4).
Step 1 (i = 4, k = 0, c = 1): w′ := ws2s3s4 =


0 0 1 0
ζ23 0 0 0
0 ζ3 0 0
0 0 0 1

.
Step 2 (i = 3, k = 1, c = 2): w′ := w′s2 =


0 0 1 0
0 ζ23 0 0
ζ3 0 0 0
0 0 0 1

,
then w′ := w′t1 =


0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

, then w′ := w′s3 =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

.
Step 3 (i = 2, k = 0, c = 1): w′ := w′s2 = I4.
Hence RE(w) = s2s3t1s2s4s3s2. Recall that s2 = t0. Thus, RE(w) = t0s3t1t0s4s3t0.
Example 3.3. We apply the algorithm to w :=


0 1 0 0
0 0 0 −1
0 0 1 0
−1 0 0 0

 ∈ G(2, 2, 4).
Step 1 (i = 4, k = 1, c = 1): w′ := wt1 =


−1 0 0 0
0 0 0 −1
0 0 1 0
0 1 0 0

,
then w′ := w′s3s4 =


−1 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 1

,
Step 2 (i = 3, k = 0, c = 2): w′ := w′s3 =


−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1

.
Step 3 (i = 2, k = 1, c = 2): w′ := w′s2 =


0 −1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1

,
then w′ := w′t1 = I4.
Hence RE(w) = t1s2s3s4s3t1 = t1t0s3s4s3t1 (since s2 = t0).
Remark 3.4. Let w be an element of G(e, e, 2), that is the dihedral group I2(e).
Denote by ε the empty word. By the algorithm and by assuming Convention 2.5,
RE(w) belongs to {ε, t0, t1, · · · , te−1, t1t0, t2t0, · · · , te−1t0}.
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The next lemma follows directly from the algorithm.
Lemma 3.5. For 2 ≤ i ≤ n, suppose wi[i, c] 6= 0. The block wi−1 is obtained by
• removing the row i and the column c from wi, then by
• multiplying the first column of the new matrix by wi[i, c].
Example 3.6. Let w be as in Example 3.2, where n = 4. The block w3 is obtained by
removing the row number 4 and first column from w4 = w to obtain

 0 0 1ζ23 0 0
0 ζ3 0

,
then by multiplying the first column of this matrix by 1. The same can be said for the
other block w2.
Definition 3.7. Let 2 ≤ i ≤ n. Denote by wi[i, c] the unique nonzero entry on the
row i with 1 ≤ c ≤ i.
• If wi[i, c] = 1, we define REi(w) to be the word
sisi−1 · · · sc+1 (decreasing-index expression).
• If wi[i, c] = ζke with k 6= 0, we define REi(w) to be the word
si · · · s3tk if c = 1,
si · · · s3tkt0 if c = 2,
si · · · s3tkt0s3 · · · sc if c ≥ 3.
Remark that for 3 ≤ i ≤ n, the word REi(w) is either the empty word (when
wi[i, i] = 1, see Convention 2.5) or a word that contains si necessarily but does not
contain any of si+1, si+2, · · · , sn. Remark also that for i = 2, by using Convention
2.5, we have RE2(w) ∈ {ε, t0, t1, · · · , te−1, t1t0, · · · , te−1t0}.
Lemma 3.8. We have RE(w) = RE2(w)RE3(w) · · ·REn(w).
Proof. The output RE(w) of the algorithm is a concatenation of the words
RE2(w), RE3(w), · · · , and REn(w) obtained at each step i from n to 2 of the algorithm.
Example 3.9. If w is defined as in Example 3.2, we have
RE(w) = t0︸︷︷︸
RE2(w)
s3t1t0︸ ︷︷ ︸
RE3(w)
s4s3t0︸ ︷︷ ︸
RE4(w)
.
Proposition 3.10. The word RE(w) given by the algorithm is a word representative
over X of w ∈ G(e, e, n).
Proof. The algorithm transforms the matrix w into In by multiplying it on the right
by elements of X . We get wx1 · · ·xr = In, where x1, · · · , xr are elements of X .
Hence w = x−1r · · ·x
−1
1 = xr · · ·x1 since x
2
i = 1 for all xi ∈ X . The output RE(w)
of the algorithm is RE(w) = xr · · ·x1. Hence it is a word representative over X of
w ∈ G(e, e, n).
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The following proposition will prepare us to prove that the output of the algorithm
is a reduced expression over X of a given element w ∈ G(e, e, n).
Proposition 3.11. Let w be an element of G(e, e, n). For all x ∈ X, we have
|ℓ(RE(xw)) − ℓ(RE(w))| = 1.
Proof. For 1 ≤ i ≤ n, there exists a unique ci such that w[i, ci] 6= 0. We denote
w[i, ci] by ai.
Case 1: Suppose x = si for 3 ≤ i ≤ n.
Set w′ := siw. Since the left multiplication by the matrix x exchanges the rows
i − 1 and i of w and the other rows remain the same, by Definition 3.7 and Lemma
3.5, we have:
REi+1(xw)REi+2(xw) · · ·REn(xw) = REi+1(w)REi+2(w) · · ·REn(w) and
RE2(xw)RE3(xw) · · ·REi−2(xw) = RE2(w)RE3(w) · · ·REi−2(w).
Then, in order to prove our property, we should compare ℓ1 := ℓ(REi−1(w)REi(w))
and ℓ2 := ℓ(REi−1(xw)REi(xw)).
Suppose ci−1 < ci, by Lemma 3.5, the rows i − 1 and i of the blocks wi and w′i
are of the form:
wi :
i
i− 1
.. c .. c′ .. i
bi−1
ai
w′i : i
i− 1
.. c .. c′ .. i
bi−1
ai
with c < c′ and where we write bi−1 instead of ai−1 since ai−1 may change when
applying the algorithm if ci−1 = 1, that is ai−1 on the first column of w.
We will discuss different cases depending on the values of ai and bi−1.
• Suppose ai = 1.
– If bi−1 = 1,
we have REi(w) = si · · ·sc′+2sc′+1 and REi−1(w) = si−1 · · ·sc+2sc+1.
Furthermore, we have REi(xw) = si · · ·sc+2sc+1
and REi−1(xw) = si−1 · · · sc′+1sc′ .
It follows that ℓ1 = ((i−1)− (c+1)+1)+(i− (c′+1)+1) = 2i− c− c′−1
and ℓ2 = ((i− 1)− c′+1)+ (i− (c+1)+1) = 2i− c− c′ hence ℓ2 = ℓ1+1.
– If bi−1 = ζ
k
e with 1 ≤ k ≤ e − 1,
we haveREi(w) = si · · · sc′+2sc′+1 andREi−1(w) = si−1 · · ·s3tkt0s3 · · · sc.
Furthermore, we have REi(xw) = si · · · s3tkt0s3 · · · sc and REi−1(xw) =
si−1 · · · sc′ .
It follows that ℓ1 = (((i−1)−3+1)+2+(c−3+1))+(i−(c′+1)+1) = 2i+
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c−c′−3 and ℓ2 = ((i−1)−c′+1)+((i−3+1)+2+(c−3+1)) = 2i+c−c′−2
hence ℓ2 = ℓ1 + 1.
It follows that
if ai = 1, then ℓ(RE(siw)) = ℓ(RE(w)) + 1. (a)
• Suppose now that ai = ζke with 1 ≤ k ≤ e − 1.
– If bi−1 = 1,
we have REi(w) = si · · ·s3tkt0s3 · · · sc′ and REi−1(w) = si−1 · · · sc+1.
Also, we have REi(xw) = si · · · sc+1 and
REi−1(xw) = si−1 · · · s3tkt0s3 · · ·sc′−1.
It follows that ℓ1 = ((i− 1)− (c+1)− 1)+ ((i− 3+1)+2+ (c′− 3+1)) =
2i−c+c′−5 and ℓ2 = (((i−1)−3+1)+2+((c′−1)−3+1))+(i−(c+1)−1) =
2i− c+ c′ − 6 hence ℓ2 = ℓ1 − 1.
– If bi−1 = ζ
k′
e with 1 ≤ k
′ ≤ e− 1,
we have REi(w) = si · · ·s3tkt0s3 · · · sc′ and
REi−1(w) = si−1 · · · s3tk′t0s3 · · ·sc.
Also, we have REi(xw) = si · · · s3tk′t0s3 · · · sc and
REi−1(xw) = si−1 · · · s3tkt0s3 · · ·sc′−1.
It follows that ℓ1 = ((i−1)−3+1)+2+(c−3+1)+(i−3+1)+2+(c′−3+1) =
2i+ c+ c′ − 5 and ℓ2 = ((i− 1)− 3 + 1) + 2+ ((c′ − 1)− 3 + 1) + (i− 3 +
1) + 2 + (c− 3 + 1) = 2i+ c+ c′ − 6 hence ℓ2 = ℓ1 − 1.
It follows that
if ai 6= 1, then ℓ(RE(siw)) = ℓ(RE(w)) − 1. (b)
Suppose, on the other hand, ci−1 > ci. Recall that w
′ = siw. If w
′[i− 1, c′i−1] and
w′[i, c′i] denote the nonzero entries of w
′ on the rows i− 1 and i, respectively, we have
w′[i− 1, c′i−1] = ai and w
′[i, c′i] = ai−1. For w
′, we have c′i−1 < c
′
i, in which case the
preceding analysis would give:
if ai−1 = 1, then ℓ(RE(si(siw))) = ℓ(RE(siw)) + 1,
if ai−1 6= 1, then ℓ(RE(si(siw))) = ℓ(RE(siw))− 1.
Hence, since s2i = 1, we get the following:
if ai−1 = 1, then ℓ(RE(siw)) = ℓ(RE(w)) − 1. (a′),
if ai−1 6= 1, then ℓ(RE(siw)) = ℓ(RE(w)) + 1. (b′).
Case 2: Suppose x = ti for 0 ≤ i ≤ e− 1.
Set w′ := tiw. By the left multiplication by ti, we have that the last n − 2 rows
of w and w′ are the same. Hence, by Definition 3.7 and Lemma 3.5, we have:
RE3(xw)RE4(xw) · · ·REn(xw) = RE3(w)RE4(w) · · ·REn(w). In order to prove our
property in this case, we should compare ℓ1 := ℓ(RE2(w)) and ℓ2 := ℓ(RE2(xw)).
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• Consider the case where c1 < c2.
Since c1 < c2, by Lemma 3.5, the blocks w2 and w
′
2 are of the form:
w2 =
(
b1 0
0 a2
)
and w′2 =
(
0 ζ−ie a2
ζieb1 0
)
with b1 instead of a1 since a1 may
change when applying the algorithm if c1 = 1.
– Suppose a2 = 1,
we have b1 = 1 necessarily hence ℓ1 = 0. Since RE2(xw) = ti, we have
ℓ2 = 1. It follows that when c1 < c2,
if a2 = 1, then ℓ(RE(tiw)) = ℓ(RE(w)) + 1. (c)
– Suppose a2 = ζ
k
e with 1 ≤ k ≤ e− 1, then b1 = ζ
−k
e .
We get RE2(w) = tkt0. Thus, ℓ1 = 2. We also get RE2(xw) = ti−k. Thus,
ℓ2 = 1. It follows that when c1 < c2,
if a2 6= 1, then ℓ(RE(tiw)) = ℓ(RE(w)) − 1. (d)
• Now, consider the case where c1 > c2.
Since c1 > c2, by Lemma 3.5, the blocks w2 and w
′
2 are of the form:
w2 =
(
0 a1
b2 0
)
and w′2 =
(
ζ−ie b2 0
0 ζiea1
)
with b2 instead of a2 since a2 may
change when applying the algorithm if c2 = 1.
– Suppose a1 6= ζ
−i
e , then b2 6= ζ
i
e.
We have ℓ1 = 1 necessarily, and since ζ
i
ea1 6= 1, we have ℓ2 = 2. Hence
when c1 > c2,
if a1 6= ζ−ie , then ℓ(RE(tiw)) = ℓ(RE(w)) + 1. (e)
– Suppose a1 = ζ
−i
e ,
we have ℓ1 = 1 and ℓ2 = 0. Hence when c1 > c2,
if a1 = ζ
−i
e , then ℓ(RE(tiw)) = ℓ(RE(w)) − 1. (f)
This finishes our proof.
Proposition 3.12. Let w be an element of G(e, e, n). The word RE(w) is a reduced
expression over X of w.
Proof. We must prove that ℓ(w) = ℓ(RE(w)).
Let x1x2 · · ·xr be a reduced expression overX of w. Hence ℓ(w) = ℓ(x1x2 · · ·xr) = r.
SinceRE(w) is a word representative overX ofw, we have ℓ(RE(w)) ≥ ℓ(x1x2 · · ·xr) =
r. We prove that ℓ(RE(w)) ≤ r. Observe that we can write w as x1x2 · · ·xr where
x1, x2, · · · , xr are the matrices of G(e, e, n) corresponding to x1,x2, · · · ,xr.
By Proposition 3.11, we have: ℓ(RE(w)) = ℓ(RE(x1x2 · · ·xr)) ≤ ℓ(RE(x2x3 · · ·xr))+
1 ≤ ℓ(RE(x3 · · ·xr)) + 2 ≤ · · · ≤ r. Hence ℓ(RE(w)) = r = ℓ(w) and we are done.
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The following proposition is useful in the next sections. Its proof is based on the
proof of Proposition 3.11.
Proposition 3.13. Let w be an element of G(e, e, n). Denote by ai the unique
nonzero entry w[i, ci] on the row i of w where 1 ≤ i, ci ≤ n.
1. For 3 ≤ i ≤ n, we have:
(a) if ci−1 < ci, then
ℓ(siw) = ℓ(w)− 1 if and only if ai 6= 1.
(b) if ci−1 > ci, then
ℓ(siw) = ℓ(w)− 1 if and only if ai−1 = 1.
2. If c1 < c2, then ∀ 0 ≤ k ≤ e− 1, we have
ℓ(tkw) = ℓ(w)− 1 if and only if a2 6= 1.
3. If c1 > c2, then ∀ 0 ≤ k ≤ e− 1, we have
ℓ(tkw) = ℓ(w)− 1 if and only if a1 = ζ−ke .
Proof. The claim 1(a) is deduced from (a) and (b), 1(b) is deduced from (a′) and (b′),
2 is deduced from (c) and (d), and 3 is deduced from (e) and (f) where (a), (b), (a′),
(b′), (c), (d), (e), and (f) are given in the proof of Proposition 3.11.
Remark 3.14. Proposition 3.13 was useful in order to implement the interval Garside
monoids that we will construct in Section 5, see [20] and [21].
3.2 Elements of maximal length
By using the geodesic normal forms of the elements of G(e, e, n) defined by the algo-
rithm, we characterize the elements that are of maximal length over the generating
set of the presentation of Corran-Picantin of G(e, e, n). We get the following.
Proposition 3.15. Let e > 1 and n ≥ 2. The maximal length of an element of
G(e, e, n) is n(n− 1). It is realized for diagonal matrices w such that w[i, i] is an e-th
root of unity different from 1 for 2 ≤ i ≤ n. A minimal word representative of such
an element is of the form
(tk2t0)(s3tk3t0s3) · · · (sn · · · s3tknt0s3 · · · sn),
with 1 ≤ k2, · · · , kn ≤ e− 1. The number of elements of this form is (e− 1)(n−1).
Proof. By the algorithm, an element w in G(e, e, n) is of maximal length when
wi[i, i] = ζ
k
e for 2 ≤ i ≤ n and ζ
k
e 6= 1. By Lemma 3.5, this condition is satis-
fied when w is a diagonal matrix such that w[i, i] is an e-th root of unity differ-
ent from 1 for 2 ≤ i ≤ n. A minimal word representative given by the algorithm
for such an element is of the form (tk2t0)(s3tk3t0s3) · · · (sn · · · s3tknt0s3 · · · sn) with
1 ≤ k2, · · · , kn ≤ (e− 1) which is of length n(n− 1). The number of elements of this
form is (e − 1)(n−1).
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Denote by λ the element


(ζ−1e )
(n−1)
ζe
. . .
ζe

 ∈ G(e, e, n).
Example 3.16. We have RE(λ) = (t1t0)(s3t1t0s3) · · · (sn · · · s3t1t0s3 · · · sn). Hence
ℓ(λ) is equal to n(n− 1) which is the maximal length of an element of G(e, e, n).
Remark 3.17. Consider the group G(1, 1, n), that is the symmetric group Sn. There
exists a unique element of maximal length in Sn that is of the form
t0(s3t0) · · · (sn−1 · · · s3t0)(sn · · · s3t0).
This corresponds to the maximal number of steps of the algorithm. The length of such
an element is n(n − 1)/2 which is already known for the symmetric group Sn, see
Example 1.5.4 of [16].
Remark 3.18. Consider the group G(2, 2, n), that is the Coxeter group of type Dn.
We have e = 2. Then, by Proposition 3.15, the number of elements of maximal length
is equal to (e − 1)(n−1) = 1. Hence there exists a unique element of maximal length
in G(2, 2, n). It is of the form
(t1t0)(s3t1t0s3) · · · (sn · · · s3t1t0s3 · · · sn).
The length of this element is n(n − 1) which is already known for Coxeter groups of
type Dn, see Example 1.5.5 of [16].
4 Balanced elements of maximal length
We prove that the only balanced elements of G(e, e, n) that are of maximal length
overX are λk with 1 ≤ k ≤ e−1, where λ is the diagonal matrix such that λ[i, i] = ζe
for 2 ≤ i ≤ n and λ[1, 1] = (ζ−1e )
n−1
, see Proposition 3.15. This is done by explicitly
characterizing the intervals of the elements that are of maximal length. We start by
defining two partial order relations on G(e, e, n) as follows.
Definition 4.1. Let w,w′ ∈ G(e, e, n). We say that w′ is a divisor of w or w is
a multiple of w′, and write w′  w, if w = w′w′′ with w′′ ∈ G(e, e, n) and ℓ(w) =
ℓ(w′) + ℓ(w′′). This defines a partial order relation on G(e, e, n).
Similarly, we consider another partial order relation on G(e, e, n).
Definition 4.2. Let w, w′ ∈ G(e, e, n). We say that w′ is a right divisor of w or w
is a left multiple of w′, and write w′ r w, if there exists w′′ ∈ G(e, e, n) such that
w = w′′w′ and ℓ(w) = ℓ(w′′) + ℓ(w′).
Lemma 4.3. Let w,w′ ∈ G(e, e, n) and let x1x2 · · ·xr be a reduced expression over
X of w′. We have w′  w if and only if, for all i s.t. 1 ≤ i ≤ r, ℓ(xixi−1 · · ·x1w) =
ℓ(xi−1 · · ·x1w)− 1.
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Proof. On the one hand, we have w′w′′ = w with w′′ = xrxr−1 · · ·x1w and the condi-
tion ∀ 1 ≤ i ≤ r, ℓ(xixi−1 · · ·x1w) = ℓ(xi−1 · · ·x1w)−1 implies that ℓ(w′′) = ℓ(w) − r.
So we get ℓ(w′′) + ℓ(w′) = ℓ(w). Hence w′  w.
On the other hand, since x2 = 1 for all x ∈ X , we have ℓ(xw) = ℓ(w) ± 1 for all
w ∈ G(e, e, n). If there exists i such that ℓ(xixi−1 · · ·x1w) = ℓ(xi−1 · · ·x1w) + 1 with
1 ≤ i ≤ r, then ℓ(w′′) = ℓ(xrxr−1 · · ·x1w) > ℓ(w)− r. It follows that ℓ(w′)+ ℓ(w′′) >
ℓ(w). Hence w′  w.
Consider the homomorphism −: X∗ −→ G(e, e, n) : x 7−→ x := x ∈ X . If
RE(w) = x1x2 · · ·xr with w ∈ G(e, e, n) and x1,x2, · · · ,xr ∈ X, then RE(w) =
x1x2 · · ·xr = w where x1, x2, · · · , xr ∈ X .
In the sequel, we fix 1 ≤ k ≤ e− 1 and let w ∈ G(e, e, n).
Definition 4.4. Let λ be the diagonal matrix of G(e, e, n) such that λ[i, i] = ζe for
2 ≤ i ≤ n and λ[1, 1] = (ζ−1e )
n−1. We define Dk to be the set{
w ∈ G(e, e, n) s.t. REi(w)  REi(λk) for 2 ≤ i ≤ n
}
,
where REi(w) is given in Definition 3.7.
Proposition 4.5. The set Dk consists of the elements w of G(e, e, n) such that for
all 2 ≤ i ≤ n, REi(w) can be any of the following words:
si · · · si′ with 2 ≤ i′ ≤ i,
si · · · s3tk′ with 0 ≤ k′ ≤ e− 1,
si · · · s3tkt0s3 · · · si′ with 2 ≤ i′ ≤ i.
Proof. We have REi(λ
k) = si · · · s3tkt0s3 · · · si. Let w ∈ G(e, e, n). Note that REi(w)
is necessarily one of the words given in the first column of the following table. For
each REi(w), there exists a unique w
′ ∈ G(e, e, n) with RE(w′) given in the second
column, such that REi(w)w
′ = REi(λk).
For REi(w) = si · · · si′ with 2 ≤ i′ ≤ i, we get RE(w′) = si′−1 · · · s3tkt0s3 · · · si.
For REi(w) = si · · · s3tk′ with 0 ≤ k
′ ≤ e − 1, we get RE(w′) = tk′−ks3 · · · si. In
this case, REi(w) RE(w′) = si · · · s3tk′ tk′−ks3 · · · si = si · · · s3tkt0s3 · · · si = REi(λk).
For REi(w) = si · · · s3tkt0s3 · · · si′ with 2 ≤ i′ ≤ i, we get RE(w′) = si′+1 · · · si.
Finally, for REi(w) = si · · · s3tk′t0s3 · · · si′ with 1 ≤ k′ ≤ e − 1, k′ 6= k, and
2 ≤ i′ ≤ i, we get RE(w′) = si′ · · · s3tk−k′t0s3 · · · si.
In the last column, we compute ℓ
(
REi(w)
)
+ℓ(RE(w′)). It is equal to ℓ
(
REi(λk)
)
=
2(i− 1) only for the first three cases. The result follows immediately.
REi(w) RE(w
′)
si · · · si′ with 2 ≤ i′ ≤ i si′−1 · · · s3tkt0s3 · · · si 2(i− 1)
si · · · s3tk′ with 0 ≤ k′ ≤ e− 1 tk′−ks3 · · · si 2(i− 1)
si · · · s3tkt0s3 · · · si′ with 2 ≤ i′ ≤ i si′+1 · · · si 2(i− 1)
si · · · s3tk′t0s3 · · · si′ with 1 ≤ k′ ≤ e− 1, si′ · · · s3tk−k′t0s3 · · · si 2(i− 1)+
k′ 6= k, and 2 ≤ i′ ≤ i 2(i′ − 1)
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The next proposition characterizes the divisors of λk in G(e, e, n).
Proposition 4.6. The set Dk is equal to the interval [1, λ
k], where
[1, λk] =
{
w ∈ G(e, e, n) s.t. 1  w  λk
}
.
Proof. Let w ∈ G(e, e, n). We have RE(w) = RE2(w)RE3(w) · · ·REn(w). Let w ∈ X∗
be a word representative of w. Denote by ←−w ∈ X∗ the word obtained by reading w
from right to left. For 3 ≤ i ≤ n, we denote by αi the element that corresponds to
←−−−−−−
REi−1(w) · · ·
←−−−−−
RE2(w) in G(e, e, n).
Suppose that w ∈ Dk. We apply Lemma 4.3 to prove that w  λk. Fix 2 ≤ i ≤ n.
By Proposition 4.5, we have three different possibilities for REi(w).
First, consider the cases REi(w) = si · · · s3tkt0s3 · · · si′ or si · · · si′ with 2 ≤ i′ ≤ i.
Hence
←−−−−
REi(w) = si′ · · · s3t0tks3 · · · si or si′ · · · si, respectively. Note that the left mul-
tiplication of the matrix λk by αi produces permutations only in the block consisting
of the first i − 1 rows and the first i − 1 columns of λk. Since λ[i, i] = ζke (6= 1),
by 1(a) of Proposition 3.13, the left multiplication of αiλ
k by si′ · · · si decreases the
length maximally − that is, each generator causes a decrease of length 1. Now, by 2 of
Proposition 3.13, the left multiplication of s3 · · · siαiλ
k by tk decreases the length of
1. Note that by these left multiplications, λk[i, i] = ζke is shifted to the first row then
transformed to ζke ζ
−k
e = 1. Hence, by 1(b) of Proposition 3.13, the left multiplication
of t1s3 · · · siαiλk by si′ · · · s3t0 decreases the length maximally. Thus, by Lemma 4.3,
we have w  λk.
Suppose that REi(w) = si · · · s3tk′ with 0 ≤ k′ ≤ e − 1. We have
←−−−−
REi(w) =
tk′s3 · · · si. Since λk[i, i] = ζke (6= 1), by 1(a) of Proposition 3.13, the left multipli-
cation of αiλ
k by s3 · · · si decreases the length maximally. By 2 of Proposition 3.13,
the left multiplication of s3 · · · siαiλk by tk′ also decreases the length of 1. Hence, by
applying Lemma 4.3, we have w  λk.
Conversely, suppose that w /∈ Dk, we prove that w  λk. If RE(w) = x1 · · ·xr,
by Lemma 4.3, we show that there exists 1 ≤ i ≤ r such that ℓ(xixi−1 · · ·x1λk) =
ℓ(xi−1 · · ·x1λk) + 1. Since w /∈ D, by Proposition 4.5, we may consider the first
REi(w) that appears in RE(w) = RE2(w) · · ·REn(w) such that REi(w) =
si · · · s3tk′t0s3 · · · si′ with 1 ≤ k′ ≤ e − 1, k′ 6= k, and 2 ≤ i′ ≤ i. Thus, we have
←−−−−−
REi(w) = si′ · · · s3t0tk′s3 · · · si. Since λk[i, i] = ζke (6= 1), by 1(a) of Proposition
3.13, the left multiplication of αiλ
k by s3 · · · si decreases the length maximally. By
2 of Proposition 3.13, the left multiplication of s3 · · · siαiλk by tk′ also decreases the
length of 1. Note that by these left multiplications, λk[i, i] = ζke is shifted to the
first row then transformed to ζke ζ
−k′
e = ζ
k−k′
e . Since k 6= k
′, we have ζk−k
′
e 6= 1. By
3 of Proposition 3.13, it follows that the left multiplication of tk′s3 · · · siαiλk by t0
increases the length. Hence w  λk.
We want to recognize if an element w ∈ G(e, e, n) is in the set Dk directly from
its matrix form. For this purpose, we introduce nice combinatorial tools defined as
follows. Fix 1 ≤ k ≤ e− 1. Let w ∈ G(e, e, n).
Definition 4.7. An index [i, c] is said to be a bullet if w[j, d] = 0 for all [j, d] ∈
{[j, d] s.t. j ≤ i and d ≤ c} \ {[i, c]}. When [i, c] is a bullet, w[i, c] is represented by
an encircled element.
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Definition 4.8. We define two sets of matrix indices Z(w) and Z ′(w) as follows.
• Z(w) := {[j, d] s.t. j ≤ i and d ≤ c for some bullet [i, c]}.
• Z ′(w) is the set of matrix indices not in Z(w).
We draw a path in the matrix w that separates it into two parts such that the
upper left-hand side is Z(w) and the other side is Z ′(w). Let us illustrate this by the
following example.
Example 4.9. Let w =


0 0 0 ζ23 0
0 0 0 0 ζ3
0 0 ζ3 0 0
1 0 0 0 0
0 ζ23 0 0 0


∈ G(3, 3, 5). When [i, c] is a bullet,
w[i, c] is an encircled element and the drawn path separates Z(w) from Z ′(w).
Remark 4.10. Let [i, c] be one of the bullets of w ∈ G(e, e, n). We have
[i− 1, c] ∈ Z(w) and [i, c− 1] ∈ Z(w).
An index [i, c] such that w[i, c] 6= 0 and [i, c] is not a bullet does not satisfy this
condition.
Remark 4.11. The indices corresponding to nonzero entries on the first row and the
first column of w are always bullets. In particular, when w[1, 1] 6= 0, we have [1, 1] is
a bullet and it is the only bullet of w (as this nonzero entry at [1, 1] is above, or to
the left of, every entry of w).
The following proposition gives a nice description of the divisors of λk in G(e, e, n).
Proposition 4.12. Let w ∈ G(e, e, n). We have that w ∈ Dk (i.e. w  λk) if and
only if, for all [j, d] ∈ Z ′(w), w[j, d] is either 0, 1, or ζke .
Proof. Let w ∈ Dk and let w[i, c] 6= 0 for [i, c] ∈ Z
′(w). Since w ∈ Dk, by Proposition
4.5, we have REi(w) = si · · · si′ or si · · · s3tkt0s3 · · · si′ for 2 ≤ i′ ≤ i (the case
REi(w) = si · · · s3tk′ for 0 ≤ k′ ≤ e − 1 appears only when w[i, c] 6= 0 and [i, c] is a
bullet). By Lemma 3.5, we have w[i, c] = wi[i, d] for some 1 < d ≤ i. It follows that
for REi(w) = si · · · si′ , we have w[i, c] = 1 and for REi(w) = si · · · s3tkt0s3 · · · si′ , we
have w[i, c] = ζke .
Conversely, suppose that w[j, d] is 0, 1, or ζke whenever [j, d] ∈ Z
′(w). Firstly,
consider a nonzero entry w[i, c] of w for which [i, c] ∈ Z ′(w). From Remark 4.11, we
have i ≥ 2. Once again REi(w) = si · · · s3tkt0s3 · · · si′ or si · · · si′ for 2 ≤ i
′ ≤ i. On
the other hand, if w[i, c] is a nonzero entry of w for which [i, c] /∈ Z ′(w) − that is,
[i, c] is a bullet of w, so by Lemma 3.5, we have wi[i, 1] = ζ
k′
e for some 0 ≤ k
′ ≤ e− 1,
for which case REi(w) = si · · · s3tk′ . Hence, by Proposition 4.5, we have w ∈ Dk.
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Example 4.13. Let w =


0 0 0 1 0
0 0 0 0 ζ3
0 0 ζ3 0 0
ζ3 0 0 0 0
0 1 0 0 0


∈ G(3, 3, 5).
For all [i, c] ∈ Z ′(w), we have w[i, c] is equal to 1 or ζ3 (these are the boxed entries
of w). It follows immediately that w  λ (w ∈ [1, λ]).
Example 4.14. Let w =


0 0 0 1 0
0 0 0 0 1
0 0 ζ3 0 0
1 0 0 0 0
0 ζ23 0 0 0


∈ G(3, 3, 5).
For all [i, c] ∈ Z ′(w), we have w[i, c] is equal to 1 or ζ23 (these are the boxed entries
of w). It follows immediately that w ∈ [1, λ2].
Example 4.15. Let w =


ζ23 0 0 0
0 0 ζ3 0
0 ζ3 0 0
0 0 0 ζ23

 ∈ G(3, 3, 4).
There exists [i, c] ∈ Z ′(w) such that w[i, c] = ζ23 (the boxed element in w). It follows
immediately that w /∈ [1, λ]. Moreover, there exists [i′, c′] ∈ Z ′(w) such that w[i′, c′] =
ζ3. Hence we have w /∈ [1, λ2].
Remark 4.16. Let w be an element of the Coxeter group G(2, 2, n). The nonzero
elements w[i, c] with [i, c] ∈ Z ′(w) are always equal to 1 or −1. Hence by Proposition
4.12, all the elements of G(2, 2, n) are left divisors of the unique element of maximal
length λ in G(2, 2, n), see Remark 3.18.
For example, Let w =


0 0 0 1 0
0 0 0 0 1
0 0 −1 0 0
1 0 0 0 0
0 −1 0 0 0


be an element of G(2, 2, 4). Since
all the nonzero elements w[i, c] with [i, c] ∈ Z ′(w) are equal to 1 or −1, it follows
immediately that w  λ.
Our description of the interval [1, λk] allows us to prove easily that λk is balanced.
Let us recall the definition of a balanced element.
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Definition 4.17. A balanced element in G(e, e, n) is an element w such that w′  w
holds precisely when w r w′.
The next lemma is obvious.
Lemma 4.18. Let g be a balanced element and let w,w′ ∈ [1, g]. If w′  w, then
(w′)−1w  g.
In order to prove that λk is balanced, we first check the following.
Lemma 4.19. If w ∈ Dk, we have w−1λk ∈ Dk and λkw−1 ∈ Dk.
Proof. Let w ∈ Dk. We show that w−1λk = twλk ∈ Dk and λkw−1 = λktw ∈ Dk,
where tw is the complex conjugate of the transpose tw of the matrix w. We use
the matrix form of an element of Dk. If [i, c] is a bullet of w, then [c, i] is a bullet
of tw = w
−1 and w−1[c, i] = w[i, c]. Then, if [i, c] ∈ Z ′(w−1), we have [c, i] ∈
Z ′(w). Since w ∈ Dk, we have w[c, i] ∈
{
0, 1, ζke
}
whenever [c, i] ∈ Z ′(w). Then
w−1[i, c] ∈
{
0, 1, ζ−ke
}
whenever [i, c] ∈ Z ′(w−1). Multiplying w−1 by λk, we get that
(w−1λk)[i, c] and (λkw−1)[i, c] are equal to 0, 1, or ζke whenever [i, c] ∈ Z
′(w−1λk)
and Z ′(λkw−1). Hence w−1λk and λkw−1 belong to Dk.
Example 4.20. We illustrate the idea of the proof of Lemma 4.19 for k = 1.
Consider w ∈ D1 as follows and show that twλ ∈ D1: w =


0 0 0 0 1
0 1 0 0 0
0 0 0 ζ3 0
ζ23 0 0 0 0
0 0 1 0 0


tw−→


0 0 0 ζ23 0
0 1 0 0 0
0 0 0 0 1
0 0 ζ3 0 0
1 0 0 0 0


tw−→


0 0 0 ζ3 0
0 1 0 0 0
0 0 0 0 1
0 0 ζ23 0 0
1 0 0 0 0


twλ−→


0 0 0 1 0
0 ζ3 0 0 0
0 0 0 0 ζ3
0 0 1 0 0
ζ3 0 0 0 0


.
Proposition 4.21. The element λk is balanced.
Proof. Suppose that w  λk. By Proposition 4.6, we have w ∈ Dk, so λkw−1 is in
Dk by Lemma 4.19. Hence λ
k = (λkw−1)w satisfies ℓ(λkw−1)+ ℓ(w) = ℓ(λk), namely
w r λk.
Conversely, suppose that w r λk. We have λk = w′w with w′ ∈ G(e, e, n) and
ℓ(w′) + ℓ(w) = ℓ(λk). It follows that w′ ∈ Dk, then w′
−1
λk ∈ Dk by Lemma 4.19.
Since w = w′
−1
λk, we have w ∈ Dk, namely w  λk.
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In the following theorem, we show that the elements λk are the only balanced
elements of maximal length of G(e, e, n) for 1 ≤ k ≤ e− 1.
Theorem 4.22. The balanced elements of G(e, e, n) that are of maximal length are
precisely λk with 1 ≤ k ≤ e−1. The set Dk of the divisors of each λk is characterized
in Propositions 4.5 and 4.12.
Proof. Let w ∈ G(e, e, n) be an element of G(e, e, n) of maximal length, namely by
Proposition 3.15, a diagonal matrix such that for 2 ≤ i ≤ n, w[i, i] is an e-th root of
unity different from 1. Analogously to Proposition 4.12, a left divisor w′ of w satisfies
that for all 2 ≤ i ≤ n, if [i, c] is not a bullet of w′, then w′[i, c] is either 0, 1, or w[i, i].
By Proposition 4.21, we already have that λk is balanced for 1 ≤ k ≤ e − 1.
Suppose that w is of maximal length such that w[i, i] 6= w[j, j] for 2 ≤ i, j ≤ n and
i 6= j. Let sij be the transposition matrix. We have sij [1, 1] is nonzero and so, by
Remark 4.11, [1, 1] is the unique bullet of sij . Hence if [j, d] is not a bullet of sij , then
sij [j, d] is either 0 or 1. So, sij left-divides w. Hence w
′ := s−1ij w = sijw right-divides
w. We also have w′[1, 1] is nonzero, and so [1, 1] is the unique bullet of w′. Thus,
[j, i] is not a bullet and w′[j, i] = w[i, i] is neither 0, 1, nor w[j, j] (which was assumed
different from w[i, i]). So w′  w, and so w is not balanced.
It follows that the balanced elements of G(e, e, n) that are of maximal length are
precisely λk with 1 ≤ k ≤ e− 1.
5 Interval Garside structures
In this section, we construct the monoid M([1, λk]) associated with each of the inter-
vals [1, λk] constructed in the previous section with 1 ≤ k ≤ e−1. By Proposition 4.22,
λk is balanced. Hence, by Theorem 1.12, in order to prove thatM([1, λk]) is a Garside
monoid, it remains to show that both posets ([1, λk],) and ([1, λk],r) are lattices.
This is stated in Corollary 5.13. The interval structures are given in Theorem 5.15.
5.1 Least common multiples
Let 1 ≤ k ≤ e − 1 and let w ∈ [1, λk]. For each 1 ≤ i ≤ n there exists a unique ci
such that w[i, ci] 6= 0. We denote w[i, ci] by ai. We apply Lemma 4.3 to prove the
following lemmas. The reader is invited to write the matrix form of w to illustrate
each step of the proof.
Lemma 5.1. Let ti  w where i ∈ Z/eZ.
• If c1 < c2, then tkt0  w and
• if c2 < c1, then tj  w for all j with j 6= i.
Hence if ti  w and tj  w with i, j ∈ Z/eZ and i 6= j, then tkt0  w.
Proof. Suppose c1 < c2.
Since a1 = w[1, c1] is nonzero , and above and to the left of a2 = w[2, c2] (as c1 < c2),
then [2, c2] is not a bullet. It belongs to Z
′(w). Since w ∈ [1, λk] and [2, c2] ∈ Z ′(w),
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by Proposition 4.12, a2 = 1 or ζ
k
e . Since ti  w, we have ℓ(tiw) = ℓ(w) − 1. Hence
by 2 of Proposition 3.13, we get a2 6= 1. Hence a2 = ζke . Again by 2 of Proposition
3.13, since a2 6= 1, we have ℓ(tkw) = ℓ(w) − 1. Let w′ := tkw. We have w′[1, c2] =
ζ−ke a2 = ζ
−k
e ζ
k
e = 1. Hence by 3 of Proposition 3.13, ℓ(t0w
′) = ℓ(w′) − 1. It follows
that tkt0  w.
Suppose c2 < c1.
Since ti  w, we have ℓ(tiw) = ℓ(w) − 1. Hence by 3 of Proposition 3.13, we have
a1 = ζ
−i
e . If there exists j ∈ Z/eZ with j 6= i such that tj  w, then ℓ(tjw) = ℓ(w)−1.
Again by 3 of Proposition 3.13, we have a1 = ζ
−j
e . Thus, i = j which contradicts the
hypothesis.
The last statement of the lemma follows immediately.
Lemma 5.2. If ti  w with i ∈ Z/eZ and s3  w, then s3tis3 = tis3ti  w.
Proof. Set w′ := s3w and w
′′ := tiw
′.
Suppose c1 < c2.
Since w ∈ [1, λk] and [2, c2] ∈ Z ′(w), by Proposition 4.12, we get a2 = 1 or ζke . Since
ti  w, we have ℓ(tiw) = ℓ(w) − 1. Thus, by 2 of Proposition 3.13, we get a2 6= 1.
Hence a2 = ζ
k
e .
Suppose that c3 < c2. Since s3  w, we have ℓ(s3w) = ℓ(w) − 1. Hence by 1(b) of
Proposition 3.13, a2 = 1 which is not the case. So instead it must be that c2 < c3.
Assume c2 < c3. Since c1 < c2 < c3, a1 = w[1, c1] is a nonzero entry which is
above and to the left of a3 = w[3, c3]. Then [3, c3] is in Z
′(w). Since w ∈ [1, λk] and
[3, c3] ∈ Z ′(w), we have a3 = 1 or ζke . By 1(a) of Proposition 3.13, we have a3 6= 1.
Hence a3 is equal to ζ
k
e . Now, we prove that s3tis3  w by applying Lemma 4.3.
Indeed, since a3 6= 1, by 2 of Proposition 3.13, we have ℓ(tiw′) = ℓ(w′)− 1, and since
a2 6= 1, by 1(a) of Proposition 3.13, we have ℓ(s3w′′) = ℓ(w′′)− 1.
Suppose c2 < c1.
Since ℓ(tiw) = ℓ(w) − 1, by 3 of Proposition 3.13, we have a1 = ζ−ie .
• Assume c2 < c3.
Since ℓ(s3w) = ℓ(w)− 1, by 1(a) of Proposition 3.13, we have a3 6= 1. We have
ℓ(tiw
′) = ℓ(w′)−1 for both cases c1 < c3 and c3 < c1. Actually, if c1 < c3, since
a3 6= 1, by 2 of Proposition 3.13, we have ℓ(tiw′) = ℓ(w′) − 1, and if c3 < c1,
since a1 = ζ
−i
e , by 3 of Proposition 3.13, ℓ(tiw
′) = ℓ(w′) − 1. Now, since
ζiea1 = ζ
i
eζ
−i
e = 1, by 1(b) of Proposition 3.13, we have ℓ(s3w
′′) = ℓ(w′′)− 1.
• Assume c3 < c2.
Since a1 = ζ
−i
e , by 3 of Proposition 3.13, ℓ(tiw
′) = ℓ(w′) − 1. Since ζiea1 = 1,
by 1(b) of Proposition 3.13, we have ℓ(s3w
′′) = ℓ(w′′)− 1.
Lemma 5.3. If ti  w with i ∈ Z/eZ and sj  w with 4 ≤ j ≤ n, then tisj = sjti  w.
Proof. We distinguish four different cases: case 1: c1 < c2 and cj−1 < cj , case 2:
c1 < c2 and cj < cj−1, case 3: c2 < c1 and cj−1 < cj , and case 4: c2 < c1 and
cj < cj−1. The proof is similar to the proofs of Lemmas 5.1 and 5.2 so we prove that
sjti  w only for the first case. Suppose that c1 < c2 and cj−1 < cj . Since ti  w,
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we have ℓ(tiw) = ℓ(w) − 1. Hence, by 2 of Proposition 3.13, we have a2 6= 1. Also,
since sj  w, we have ℓ(sjw) = ℓ(w)− 1. Hence, by 1(a) of Proposition 3.13, we have
aj 6= 1. Set w′ := sjw. Since a2 6= 1, then ℓ(tiw′) = ℓ(w′)− 1. Hence sjti  w.
The proof of the following lemma is similar to the proofs of Lemmas 5.2 and 5.3 and
is left to the reader.
Lemma 5.4. If si  w and si+1  w for 3 ≤ i ≤ n−1, then sisi+1si = si+1sisi+1  w,
and if si  w and sj  w for 3 ≤ i, j ≤ n and |i− j| > 1, then sisj = sjsi  w.
The following proposition is a direct consequence of all the preceding lemmas.
Proposition 5.5. Let x, y ∈ X = {t0, t1, · · · , te−1, s3, · · · , sn}. The least common
multiple in ([1, λk],) of x and y, denoted by x∨y, exists and is given by the following
identities:
• ti ∨ tj = tkt0 = titi−k = tjtj−k for i 6= j ∈ Z/eZ,
• ti ∨ s3 = tis3ti = s3tis3 for i ∈ Z/eZ,
• ti ∨ sj = tisj = sjti for i ∈ Z/eZ and 4 ≤ j ≤ n,
• si ∨ si+1 = sisi+1si = si+1sisi+1 for 3 ≤ i ≤ n− 1,
• si ∨ sj = sisj = sjsi for 3 ≤ i 6= j ≤ n and |i− j| > 1.
We have a similar result for ([1, λk],r).
Proposition 5.6. Let x, y ∈ X. The least common multiple in ([1, λk],r) of x and
y, denoted by x ∨r y, exists and is equal to x ∨ y.
Proof. Define a map on the generators of G(e, e, n) by φ : ti 7−→ t−i and sj 7−→ sj
with i ∈ Z/eZ and 3 ≤ j ≤ n. On examination of the relations for G(e, e, n), it
is quickly verified that this map extends to an anti-homomorphism G(e, e, n) −→
G(e, e, n). Clearly φ2 is the identity, so in particular, φ respects the length function
on G(e, e, n): ℓ(φ(w)) = ℓ(w). Suppose that x, y ∈ X and x r w and y r w,
we will show that x ∨ y r w. Write w = vx and w = v′y with v, v′ ∈ G(e, e, n).
Thus, φ(w) = φ(x)φ(v) = φ(y)φ(v′), and since φ respects length, φ(x)  φ(w) and
φ(y)  φ(w). Hence φ(x) ∨ φ(y)  φ(w).
For each pair of generators, it is straightforward to check that
φ(x) ∨ φ(y) = φ(x ∨ y): the only non-trivial case being when x = ti and y = tj for
i 6= j, when we have:
φ(ti) ∨ φ(tj) = t−i ∨ t−j = tkt0 = φ(t0t−k) = φ(tkt0).
Thus, φ(x ∨ y)  φ(w), that is φ(w) = φ(x ∨ y)u for some u ∈ G(e, e, n). Applying φ
again gives w = φ(u)(x ∨ y), and since φ respects length, x ∨ y r w.
Note that Propositions 5.5 and 5.6 are important to prove that both posets
([1, λk],) and ([1, λk],r) are lattices. Actually, they will make possible an in-
duction proof of Proposition 5.12 in the next subsection.
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5.2 The lattice property and interval structures
We start by recalling some general properties about lattices that will be useful in our
proof. Let (S,) be a finite poset.
Definition 5.7. Say that (S,) is a meet-semilattice if and only if f ∧ g := gcd(f, g)
exists for any f, g ∈ S.
Equivalently, (S,) is a meet-semilattice if and only if
∧
T exists for any finite
nonempty subset T of S.
Definition 5.8. Say that (S,) is a join-semilattice if and only if f ∨ g := lcm(f, g)
exists for any f, g ∈ S.
Equivalently, (S,) is a join-semilattice if and only if
∨
T exists for any finite
nonempty subset T of S.
Proposition 5.9. Let (S,) be a finite poset. (S,) is a meet-semilattice if and only
if for any f, g ∈ S, either f ∨ g exists, or f and g have no common multiples.
Proof. Let f, g ∈ S and suppose that f and g have at least one common multiple.
Let A := {h ∈ S | f  h and g  h} be the set of the common multiples of f and g.
Since S is finite, A is also finite. Since (S,) is a meet-semilattice,
∧
A exists and∧
A = lcm(f, g) = f ∨ g.
Conversely, let f, g ∈ S and let B := {h ∈ S | h  f and h  g} be the set of all
common divisors of f and g. Since all elements of B have common multiples,
∨
B
exists and we have
∨
B = gcd(f, g) = f ∧ g.
Definition 5.10. The poset (S,) is a lattice if and only if it is both a meet- and
join- semilattice.
The following lemma is a consequence of Proposition 5.9.
Lemma 5.11. If (S,) is a meet-semilattice such that
∨
S exists, then (S,) is a
lattice.
We will prove that ([1, λk],) is a meet-semilattice by applying Proposition 5.9.
For 1 ≤ m ≤ ℓ(λk) with ℓ(λk) = n(n− 1), we introduce
([1, λk])m := {w ∈ [1, λk] s.t. ℓ(w) ≤ m}.
Proposition 5.12. Let 0 ≤ k ≤ e− 1. For 1 ≤ m ≤ n(n− 1) and u, v in ([1, λk])m,
either u∨v exists in ([1, λk])m, or u and v do not have common multiples in ([1, λk])m.
Proof. Let 1 ≤ m ≤ n(n− 1). We make a proof by induction on m. By Proposition
5.5, our claim holds for m = 1. Suppose m > 1. Assume that the claim holds for
all 1 ≤ m′ ≤ m − 1. We want to prove it for m′ = m. The proof is illustrated in
Figure 6 below. Let u, v be in ([1, λk])m such that u and v have at least one common
multiple in ([1, λk])m which we denote by w. Write u = xu1 and v = yv1 such that
x, y ∈ X and ℓ(u) = ℓ(u1) + 1, ℓ(v) = ℓ(v1) + 1. By Proposition 5.5, x ∨ y exists.
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Since x  w and y  w, x ∨ y divides w. We can write x ∨ y = xy1 = yx1 with
ℓ(x ∨ y) = ℓ(x1) + 1 = ℓ(y1) + 1. By Lemma 4.18, we have x1, v1 ∈ [1, λk]. Also, we
have ℓ(x1) < m, ℓ(v1) < m and x1, v1 have a common multiple in ([1, λ
k])m−1. Thus,
by the induction hypothesis, x1 ∨ v1 exists in ([1, λ
k])m−1. Similarly, y1 ∨ u1 exists in
([1, λk])m−1. Write x1∨v1 = v1x2 = x1v2 with ℓ(x1∨v1) = ℓ(v1)+ℓ(x2) = ℓ(v2)+ℓ(x1)
and write y1 ∨ u1 = u1y2 = y1u2 with ℓ(y1 ∨ u1) = ℓ(y1) + ℓ(u2) = ℓ(u1) + ℓ(y2). By
Lemma 4.18, we have u2, v2 ∈ [1, λk]. Also, we have ℓ(u2) < m, ℓ(v2) < m and u2, v2
have a common multiple in ([1, λk])m−1. Thus, by the induction hypothesis, u2 ∨ v2
exists in ([1, λk])m−1. Write u2 ∨ v2 = v2u3 = u2v3 with ℓ(u2 ∨ v2) = ℓ(v2) + ℓ(u3) =
ℓ(u2) + ℓ(v3). Since uy2v3 = vx2u3 is a common multiple of u and v that divides
every common multiple w of u and v, we deduce that u ∨ v = uy2v3 = vx2u3 and we
are done.
y2 v3
u1 u2 u3
y1 v2
x x1 x2
y v1
w
Figure 6: The proof of Proposition 5.12.
Similarly, applying Proposition 5.6, we obtain the same results for ([1, λk],r). We
thus proved the following.
Corollary 5.13. Both posets ([1, λk],) and ([1, λk],r) are lattices.
Proof. Applying Proposition 5.9, ([1, λk],) is a meet-semilattice. Also, by defini-
tion of the interval [1, λk], we have
∨
[1, λk] = λk. Thus, applying Proposition 5.9,
([1, λk],) is a lattice. The same can be done for ([1, λk],r).
We are ready to define the interval Garside monoid M([1, λk]).
Definition 5.14. Let Dk be a set in bijection with Dk = [1, λ
k] with
[1, λk] −→ Dk : w 7−→ w.
We define the monoid M([1, λk]) by the following presentation of monoid with
• generating set: Dk (a copy of the interval [1, λ
k]) and
• relations: w = w′ w′′ whenever w,w′ and w′′ ∈ [1, λk], w = w′w′′ and ℓ(w) =
ℓ(w′) + ℓ(w′′).
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We have that λk is balanced. Also, by Corollary 5.13, both posets ([1, λk],) and
([1, λk],r) are lattices. Hence, by Theorem 1.12, we have:
Theorem 5.15. (M([1, λk]), λk) is an interval Garside monoid with simples Dk,
where Dk is given in Definition 5.14. Its group of fractions exists and is denoted by
G(M([1, λk])).
Note that these interval structures have been implemented by Michel and the
author by using the package CHEVIE of GAP3 (see [20] and [21]). The next two
sections are devoted to the study of these interval structures.
6 Isomorphism with B(e, e, n)
We provide a new presentation for the interval Garside monoid M([1, λk]). Further-
more, we prove that when k and e are coprime, meaning that k ∧ e = 1, the interval
Garside group G(M([1, λk])) is isomorphic to the complex braid group B(e, e, n).
Among the results we prove in this section is an important property that is similar
to Matsumoto’s property in the case of real reflection groups, see Proposition 6.2.
6.1 Presentations
Our first aim is to prove that the interval Garside monoid M([1, λk]) is isomorphic to
the monoid B⊕k(e, e, n) defined as follows.
Definition 6.1. For 1 ≤ k ≤ e − 1, we define the monoid B⊕k(e, e, n) by a monoid
presentation with
• generating set: X˜ = {t˜0, t˜1, · · · , t˜e−1, s˜3, · · · , s˜n} and
• relations:


s˜is˜j s˜i = s˜j s˜is˜j for |i− j| = 1,
s˜is˜j = s˜j s˜i for |i− j| > 1,
s˜3t˜is˜3 = t˜is˜3t˜i for i ∈ Z/eZ,
s˜j t˜i = t˜is˜j for i ∈ Z/eZ and 4 ≤ j ≤ n,
t˜it˜i−k = t˜j t˜j−k for i, j ∈ Z/eZ.
Note that the monoid B⊕1(e, e, n) is the monoid defined by the presentation of
Corran-Picantin considered as a monoid presentation, see Proposition 2.2. In [8], this
monoid is denoted by B⊕(e, e, n).
Fix k such that 1 ≤ k ≤ e − 1. We define a diagram for the presentation of
B⊕k(e, e, n) in the same way as the diagram corresponding to the presentation of
Corran-Picantin of B(e, e, n) given in Figure 4, with a dashed edge between t˜i and
t˜i−k and between t˜j and t˜j−k for each relation of the form t˜it˜i−k = t˜j t˜j−k, i, j ∈ Z/eZ.
For example, the diagram corresponding to B(2)(8, 8, 2) is as follows.
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•
0
•
1•
2
•
3
•
4
•
5 •
6
•
7
Figure 7: Diagram for the presentation of B(2)(8, 8, 2).
The following result is similar to Matsumoto’s property in the case of real reflection
groups, see [18].
Proposition 6.2. There exists a map F : [1, λk] −→ B⊕k(e, e, n) defined by
F (w) = x˜1x˜2 · · · x˜r whenever x1x2 · · ·xr is a reduced expression over X of w, where
x˜i ∈ X˜ for 1 ≤ i ≤ r.
Proof. Let w1 and w2 be in X
∗. We write w1
B
 w2 if w2 is obtained from w1 by
applying only the relations of the presentation of B⊕k(e, e, n) where we replace t˜i by
ti and s˜j by sj for all i ∈ Z/eZ and 3 ≤ j ≤ n.
Let w be in [1, λk] and suppose that w1 and w2 are two reduced expressions over X
of w. We prove that w1
B
 w2 by induction on ℓ(w1).
The result holds vacuously for ℓ(w1) = 0 and ℓ(w1) = 1. Suppose that ℓ(w1) > 1.
Write
w1 = x1w
′
1 and w2 = x2w
′
2, with x1,x2 ∈ X.
If x1 = x2, we have x1w
′
1 = x2w
′
2 in G(e, e, n) from which we get w
′
1 = w
′
2. Then, by
the induction hypothesis, we have w′1
B
 w
′
2. Hence w1
B
 w2.
If x1 6= x2, since x1  w and x2  w, we have x1 ∨ x2  w where x1 ∨ x2 is the lcm
of x1 and x2 in ([1, λ
k],) given in Proposition 5.5. Write w = (x1 ∨ x2)w′. Also,
write x1 ∨ x2 = x1v1 and x1 ∨ x2 = x2v2 where we can check that x1v1
B
 x2v2 for
all possible cases for x1 and x2. All the words x1w
′
1, x2w
′
2, x1v1w
′, and x2v2w
′
represent w. In particular, x1w
′
1 and x1v1w
′ represent w. Hence w′1 = v1w
′ and by
the induction hypothesis, we have w′1
B
 v1w
′. Thus, we have
x1w
′
1
B
 x1v1w
′.
Similarly, since x2w
′
2 and x2v2w
′ represent w, we get
x2v2w
′ B
 x2w
′
2.
Since x1v1
B
 x2v2, we have
x1v1w
′ B
 x2v2w
′.
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We obtain:
w1
B
 x1w
′
1
B
 x1v1w
′ B
 x2v2w
′ B
 x2w
′
2
B
 w2.
Hence w1
B
 w2 and we are done.
Remark 6.3. In the case of the Coxeter group G(2, 2, n) of type Dn, we have [1, λ] =
G(2, 2, n), where λ is the unique balanced element of maximal length of G(2, 2, n),
see Remarks 3.18 and 4.16. Hence the previous result is valid for G(2, 2, n). This is
Matsumoto’s property for the case of G(2, 2, n), see [18].
By the following proposition, we provide an alternative presentation for the inter-
val Garside monoid M([1, λk]) given in Definition 5.14.
Proposition 6.4. The monoid B⊕k(e, e, n) is isomorphic to M([1, λk]).
Proof. Consider the map ρ : Dk −→ B⊕k(e, e, n) : w 7−→ F (w) where F is defined
in Proposition 6.2. Let w = w′w′′ be a defining relation of M([1, λk]). Since ℓ(w) =
ℓ(w′) + ℓ(w′′), a reduced expression for w′w′′ is obtained by concatenating reduced
expressions for w′ and w′′. It follows that F (w′w′′) = F (w′)F (w′′). We conclude that
ρ has a unique extension to a monoid homomorphism M([1, λk]) −→ B⊕k(e, e, n),
which we denote by the same symbol.
Conversely, consider the map ρ′ : X˜ −→ M([1, λk]) : x˜ 7−→ x. In order to prove
that ρ′ extends to a unique monoid homomorphism B⊕k(e, e, n) −→ M([1, λk]), we
have to check that w1 = w2 in M([1, λ
k]) for any defining relation w˜1 = w˜2 of
B⊕k(e, e, n). Given a relation w˜1 = w˜2 = x˜1x˜2 · · · x˜r of B⊕k(e, e, n), we have w1 =
w2 = x1x2 · · ·xr a reduced word over X. On the other hand, applying repeatedly
the defining relations in M([1, λk]) yields to w = x1 x2 · · ·xr if w = x1x2 · · ·xr is a
reduced expression over X. Thus, we can conclude that w1 = w2, as desired.
Hence we have defined two homomorphisms ρ : Dk −→ B⊕k(e, e, n) and ρ′ :
X˜ −→ M([1, λk]) such that ρ ◦ ρ′ = idB⊕k(e,e,n) and ρ
′ ◦ ρ = idM([1,λk]). It follows
that B⊕k(e, e, n) is isomorphic to M([1, λk]).
Since B⊕k(e, e, n) is isomorphic to M([1, λk]), we deduce that B⊕k(e, e, n) is a
Garside monoid and we denote by B(k)(e, e, n) its group of fractions.
6.2 Identifying B(e, e, n)
Now, we want to check which of the monoidsB⊕k(e, e, n) are isomorphic toB⊕(e, e, n).
Assume there exists an isomorphism φ : B⊕k(e, e, n) −→ B⊕(e, e, n) for a given k with
1 ≤ k ≤ e− 1. We start with the following lemma.
Lemma 6.5. The isomorphism φ fixes s˜3, s˜4, · · · , s˜n and permutes the t˜i where
i ∈ Z/eZ.
Proof. Let f be in X˜∗. We have ℓ(f) ≤ ℓ(φ(f)). Thus, we have ℓ(x˜) ≤ ℓ(φ(x˜)) for
x˜ ∈ X˜. Also, ℓ(φ(x˜)) ≤ ℓ(φ−1(φ(x˜))) = ℓ(x). Hence ℓ(x˜) = ℓ(φ(x˜)) = 1. It follows
that φ maps generators to generators, that is φ(x˜) ∈ {t˜0, t˜1, · · · , t˜e−1, s˜3, · · · , s˜n}.
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Furthermore, the only generator of B⊕k(e, e, n) that commutes with all other
generators except for one of them is s˜n. On the other hand, s˜n is the only generator
of B⊕(e, e, n) that satisfies the latter property. Hence φ(s˜n) = s˜n. Next, s˜n−1 is the
only generator of B⊕k(e, e, n) that does not commute with s˜n. The only generator
of B⊕(e, e, n) that does not commute with s˜n is also s˜n−1. Hence φ(s˜n−1) = s˜n−1.
Next, the only generator of B⊕k(e, e, n) different from s˜n and that does not commute
with s˜n−1 is s˜n−2. And so on, we get φ(s˜j) = s˜j for 3 ≤ j ≤ n. It remains that
φ({t˜i | 0 ≤ i ≤ e− 1}) = {t˜i | 0 ≤ i ≤ e − 1}.
Proposition 6.6. The monoids B⊕k(e, e, n) and B⊕(e, e, n) are isomorphic if and
only if k ∧ e = 1.
Proof. Assume there exists an isomorphism φ between the monoids B⊕k(e, e, n) and
B⊕(e, e, n). By Lemma 6.5, we have φ(s˜j) = s˜j for 3 ≤ j ≤ n and φ({t˜i | 0 ≤ i ≤ e− 1})
= {t˜i | 0 ≤ i ≤ e−1}. Write t˜ai for the generator of B
⊕k(e, e, n) for which φ(t˜ai) = t˜i.
The existence of the isomorphism implies t˜ai+1 t˜ai = t˜a1 t˜a0 for each i ∈ Z/eZ. But the
only relations of this type in B⊕k(e, e, n) are t˜ai+k t˜ai = t˜a0+k t˜a0 . Thus, a1 = a0 + k,
a2 = a0+2k, · · · , ae−1 = a0+(e− 1)k. Since φ is bijective on the t˜i-type generators,
{a0 + ik | i ∈ Z/eZ} = Z/eZ, so k ∧ e = 1.
Conversely, let 1 ≤ k ≤ e − 1 such that k ∧ e = 1. We define a map φ :
B⊕(e, e, n) −→ B⊕k(e, e, n) where φ(s˜j) = s˜j for 3 ≤ j ≤ n and φ(t˜i) = φ(t˜ik),
that is φ(t˜0) = t˜0, φ(t˜1) = t˜k, φ(t˜2) = t˜2k, · · · , φ(t˜e−1) = t˜(e−1)k. The map φ is a
well-defined monoid homomorphism, which is both surjective (as it sends a generator
of B⊕(e, e, n) to a generator of B⊕k(e, e, n)) and injective (as it is bijective on the
relations). Hence φ defines an isomorphism of monoids.
When k ∧ e = 1, since B⊕k(e, e, n) is isomorphic to B⊕(e, e, n), we have the
following.
Corollary 6.7. B(k)(e, e, n) is isomorphic to the complex braid group B(e, e, n) for
k ∧ e = 1.
The reason that the proof of Proposition 6.6 fails in the case k ∧ e 6= 1 is that
we have more than one connected component in Γk that link t˜0, t˜1, · · · , and t˜e−1
together, as we can see in Figure 7. Actually, it is easy to check that the number of
connected components that link t˜0, t˜1, · · · , and t˜e−1 together is the number of cosets
of the subgroup of Z/eZ generated by the class of k, that is equal to k ∧ e, and each
of these cosets have e′ = e/k ∧ e elements. This will be useful in the next section.
7 New Garside structures
When k ∧ e 6= 1, we describe B(k)(e, e, n) as an amalgamated product of k ∧ e copies
of the complex braid group B(e′, e′, n) with e′ = e/e ∧ k, over a common subgroup
which is the Artin-Tits group B(2, 1, n − 1). This allows us to compute the center
of B(k)(e, e, n). Finally, using the Garside structure of B(k)(e, e, n), we compute its
first and second integral homology groups using the Dehornoy-Lafont complex [11]
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and the method used in [6].
By an adaptation of the results of Crisp [9] as in Lemma 5.2 of [6], we have the
following embedding. Let B := B(2, 1, n − 1) be the Artin-Tits group defined by a
presentation with generators q1, q2, · · · , qn−1 and relations that can be described by
the following diagram presentation. This diagram follows the standard conventions
for Artin-Tits diagrams.
q1 q2 q3 qn−2 qn−1
Proposition 7.1. The group B injects in B(k)(e, e, n).
Proof. Define a monoid homomorphism φ : B+ −→ B⊕k(e, e, n) : q1 7−→ t˜it˜i−k,
q2 7−→ s˜3, · · · , qn−1 7−→ s˜n. It is easy to check that for all x, y ∈ {q1, q2, · · · , qn−1}, we
have lcm(φ(x), φ(y)) = φ(lcm(x, y)). Hence by applying Lemma 5.2 of [6], B(2, 1, n− 1)
injects in B(k)(e, e, n).
We construct B(k)(e, e, n) as follows.
Proposition 7.2. Let B(1) := B(e′, e′, n) where e′ = e/e ∧ k. Inductively, define
B(i + 1) to be the amalgamated product B(i + 1) := B(i) ∗B B(e′, e′, n) over B =
B(2, 1, n− 1). Then we have B(k)(e, e, n) is isomorphic to B(e ∧ k).
Proof. Due to the presentation of B(k)(e, e, n) given in Definition 6.1 and to the
presentation of the amalgamated products (see Section 4.2 of [17]), one can deduce
that B(e ∧ k) is isomorphic to B(k)(e, e, n).
B(e′, e′, n) B(e′, e′, n)
B(e′, e′, n)
B(2)
B(3)
B(e′, e′, n)
B(e ∧ k) ≃ B(k)(e, e, n)
Figure 8: The construction of B(k)(e, e, n).
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Example 7.3. Consider the case of B(2)(6, 6, 3). It is an amalgamated product of
k ∧ e = 2 copies of B(e′, e′, 3) with e′ = e/(k ∧ e) = 3 over the Artin-Tits group
B(2, 1, 2). Consider the following diagram of this amalgamation.
The presentation of B(3, 3, 3) ∗B(3, 3, 3) over B(2, 1, 2) is as follows:
• the generators are the union of the generators of the two copies of B(3, 3, 3),
• the relations are the union of the relations of the two copies of B(3, 3, 3) with
the additional relations s˜3 = s˜
′
3 and t˜2 t˜0 = t˜3t˜1
This is exactly the presentation of B(2)(6, 6, 3) given in Definition 6.1.
t˜3t˜1 s˜3
∼
−→
t˜2t˜0 s˜
′
3
t˜1
t˜3t˜5
s˜3
t˜0
t˜2t˜4
s˜′3
B(2)(6, 6, 3)
Proposition 7.4. The center of B(k)(e, e, n) is infinite cyclic isomorphic to Z.
Proof. By Corollary 4.5 of [17] that computes the center of an amalgamated product,
the center of B(k)(e, e, n) is the intersection of the centers of B and B(e′, e′, n). Since
the center of B and B(e′, e′, n) is infinite cyclic [5], the center of B(k)(e, e, n) is infinite
cyclic isomorphic to Z.
Since the center of B(e, e, n) is also isomorphic to Z (see [5]), in order to distin-
guish B(k)(e, e, n) from the braid groups B(e, e, n), we compute its first and second
integral homology groups. We recall the Dehornoy-Lafont complex and follow the
method in [6] where the second integral homology group of B(e, e, n) is computed.
We order the elements of X˜ by considering s˜n < s˜n−1 < · · · < s˜3 < t˜0 < t˜1 <
· · · < t˜e−1. For f ∈ B⊕k(e, e, n), denote by d(f) the least element in X˜ which
divides f on the right. An r-cell is an r-tuple [x1, · · · , xr] of elements in X˜ such that
x1 < x2 < · · · < xr and xi = d(lcm(xi, xi+1, · · · , xr)). The set Cr of r-chains is
the free ZB⊕k(e, e, n)-module with basis X˜r, the set of all r-cells with the convention
X˜0 = {[∅]}. We provide the definition of the differential ∂r : Cr −→ Cr−1.
Definition 7.5. Let [α,A] be an (r + 1)-cell, with α ∈ X˜ and A an r-cell. Denote
α/A the unique element of B
⊕k(e, e, n) such that (α/A)lcm(A) = lcm(α,A). Define
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the differential ∂r : Cr −→ Cr−1 recursively through two Z-module homomorphisms
sr : Cr −→ Cr+1 and ur : Cr −→ Cr as follows.
∂r+1[α,A] = α/A[A]− ur(α/A[A]),
with ur+1 = sr ◦ ∂r+1 where u0(f [∅]) = [∅], for all f ∈ B⊕k(e, e, n), and
sr([∅]) = 0, sr(x[A]) = 0 if α := d(xlcm(A)) coincides with the first coefficient in A,
and otherwise sr(x[A]) = y[α,A] + sr(yur(α/A[A])) with x = yα/A.
We provide the result of the computation of ∂1, ∂2, and ∂3 for all 1, 2, and 3-cells,
respectively. For all x ∈ X˜, we have
∂1[x] = (x− 1)[∅],
for all 1 ≤ i ≤ e− 1,
∂2[t˜0, t˜i] = t˜i+k[t˜i]− t˜k[t˜0]− [t˜k] + [t˜i+k],
for x, y ∈ X˜ with xyx = yxy,
∂2[x, y] = (yx+ 1− x)[y] + (y − xy − 1)[x], and
for x, y ∈ X˜ with xy = yx,
∂2[x, y] = (x− 1)[y]− (y − 1)[x].
For j 6= −k mod e, we have:
∂3[s˜3, t˜0, t˜j] = (s˜3 t˜k t˜0s˜3 − t˜k t˜0s˜3 + t˜j+2k s˜3)[t˜0, t˜j ]− t˜j+2k s˜3t˜j+k[s˜3, t˜j] + (t˜j+2k −
s˜3t˜j+2k)[s˜3, t˜j+k] + (s˜3 − t˜j+2k s˜3 − 1)[t˜0, t˜j+k] + (s˜3 t˜2k − t˜2k)[s˜3, t˜k] + (t˜2ks˜3 + 1−
s˜3)[t˜0, t˜k] + [s˜3, t˜j+2k] + t˜2ks˜3t˜k[s˜3, t˜0]− [s˜3, t˜2k] and
∂3[s˜3, t˜0, t˜−k] = (s˜3 t˜k t˜0s˜3 − t˜k t˜0s˜3 + t˜ks˜3)[t˜0, t˜−k]− t˜ks˜3t˜0[s˜3, t˜−k] + (1 − t˜2k +
s˜3t˜2k)[s˜3, t˜k] + (1 + t˜2ks˜3 − s˜3)[t˜0, t˜k] + (t˜k − s˜3t˜k + t˜2ks˜3t˜k)[s˜3, t˜0]− [s˜3, t˜2k].
Also, for 1 ≤ i ≤ e− 1 and 4 ≤ j ≤ n, we have:
∂3[s˜j , t˜0, t˜i] = (s˜j − 1)[t˜0, t˜i]− t˜i+k[s˜j , t˜i] + t˜k[s˜j , t˜0]− [s˜j , t˜i+k] + [s˜j , t˜k],
for x, y, z ∈ X˜ with xyx = yxy, xz = zx, and yzy = zyz,
∂3[x, y, z] =
(z+xyz− yz− 1)[x, y]− [x, z]+ (xz− z−x+1− yxz)y[x, z]+ (x− 1− yx+ zyx)[y, z],
for x, y, z ∈ X˜ with xyx = yxy, xz = zx, and yz = zy,
∂3[x, y, z] = (1− x+ yx)[y, z] + (y − 1− xy)[x, z] + (z − 1)[x, y],
for x, y, z ∈ X˜ with xy = yx, xz = zx, and yzy = zyz,
∂3[x, y, z] = (1 + yz − z)[x, y] + (y − 1− zy)[x, z] + (x− 1)[y, z], and
for x, y, z ∈ X˜ with xy = yx, xz = zx, and yz = zy,
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∂3[x, y, z] = (1− y)[x, z] + (z − 1)[x, y] + (x− 1)[y, z].
Let dr = ∂r ⊗ZB⊕k(e,e,n) Z : Cr ⊗ZB⊕k(e,e,n) Z −→ Cr−1 ⊗ZB⊕k(e,e,n) Z be the
differential with trivial coefficients. For example, for d2, we have: for all 1 ≤ i ≤ e−1,
d2[t˜0, t˜i] = [t˜i]− [t˜0]− [t˜k] + [t˜i+k],
for x, y ∈ X˜ with xyx = yxy,
d2[x, y] = [y]− [x], and
for x, y ∈ X˜ with xy = yx,
d2[x, y] = 0.
The same can be done for d3.
Definition 7.6. Define the integral homology group of order r to be
Hr(B
(k)(e, e, n),Z) = ker(dr)/Im(dr+1).
We are ready to compute the first and second integral homology groups ofB(k)(e, e, n).
Using the presentation of B(k)(e, e, n) given in Definition 6.1, one can check that the
abelianization of B(k)(e, e, n) is isomorphic to Z. Since H1(B(k)(e, e, n),Z) is iso-
morphic to the abelianization of B(k)(e, e, n), we deduce that H1(B
(k)(e, e, n),Z) is
isomorphic to Z. Since H1(B(e, e, n),Z) is also isomorphic to Z (see [5]), the first in-
tegral homology group does not give any additional information whether these groups
are isomorphic to a certain complex braid group of type B(e, e, n) or not.
Recall that by [6], we have
• H2(B(e, e, 3),Z) ≃ Z/eZ where e ≥ 2,
• H2(B(e, e, 4),Z) ≃ Z/eZ×Z/2Z when e is odd and H2(B(e, e, 4),Z) ≃ Z/eZ×
(Z/2Z)2 when e is even,
• H2(B(e, e, n),Z) ≃ Z/eZ× Z/2Z when n ≥ 5 and e ≥ 2.
In order to computeH2(B
(k)(e, e, n),Z), we follow exactly the proof of Theorem 6.4
in [6] and use the same notations. We only point out the part of our proof that is differ-
ent from [6]. Define vi = [t˜0, t˜i]+[s˜3, t˜0]+[s˜3, t˜k]−[s˜3, t˜i]−[s˜3, t˜i+k] where 1 ≤ i ≤ e−1.
As in [6], we also have H2(B
(k)(e, e, n),Z) = (K1/d3(C1)) ⊕ (K2/d3(C2)). We have
d3[s˜3, t˜0, t˜j ] = vj − vj+k + vk if j 6= −k and d3[s˜3, t˜0, t˜−k] = v−k + vk. Denote
ui = [s˜3, t˜0, t˜i] for 1 ≤ i ≤ e− 1. We define a basis of C2 as follows. For each coset of
the subgroup of Z/eZ generated by the class of k, say {t˜x, t˜x+k, · · · , t˜x−k} such that
1 ≤ x ≤ e − 1, we define wx+ik = ux+ik + ux+(i+1)k + · · · + ux−k for 0 ≤ i ≤ e − 1,
and when x = 0, we define wik = uik + u(i+1)k + · · ·+ u−k for 1 ≤ i ≤ e− 1. Written
on the Z-basis (wk, w2k, · · · , w−k, w1, w1+k, · · · , w1−k, · · · , wx, wx+k, · · · , wx−k, · · · )
and (vk, v2k, · · · , v−k, v1, v1+k, · · · , v1−k, · · · , vx, vx+k, · · · , vx−k, · · · ), d3 is in trian-
gular form with (e ∧ k) − 1 diagonal coefficients that are zero, all other diagonal
coefficients are equal to 1 except one of them that is equal to e′ = e/(e ∧ k). In
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this case, we have H2(B
(k)(e, e, 3),Z) = Z(e∧k)−1 × Z/e′Z. The rest of the proof is
essentially similar to the proof of Theorem 6.4 in [6].
When n = 4, we get [s˜4, t˜i] + [s˜4, t˜i+k] ≡ [s˜4, t˜k] + [s˜4, t˜0] for every i and since
2[s˜4, t˜i] ≡ 0 for every i, we get K2/d3(C2) ≃ (Z/2Z)c, where c is the number of
[s˜4, t˜j ] that appear in the solution of the congruence relations [s˜4, t˜i] + [s˜4, t˜i+k] ≡
[s˜4, t˜k] + [s˜4, t˜0] and 2[s˜4, t˜i] ≡ 0 in Z/eZ. We summarize our proof by providing the
second integral homology group of B(k)(e, e, n) in the following proposition.
Proposition 7.7. Let e ≥ 2, n ≥ 3, 1 ≤ k ≤ e− 1, and e′ = e/e ∧ k.
• If n = 3, we have H2(B
(k)(e, e, 3),Z) ≃ Z(e∧k)−1 × Z/e′Z.
• If n = 4, we have H2(B
(k)(e, e, 4),Z) ≃ Z(e∧k)−1 ×Z/e′Z× (Z/2Z)c, where c is
defined in the previous paragraph.
• If n ≥ 5, we have H2(B(k)(e, e, n),Z) ≃ Z(e∧k)−1 × Z/e′Z× Z/2Z.
Comparing this result withH2(B(e, e, n),Z), one can readily check that if k∧e 6= 1,
B(k)(e, e, n) is not isomorphic to a complex braid group of type B(e, e, n). Thus, we
conclude this section by the following theorem.
Theorem 7.8. B(k)(e, e, n) is isomorphic to B(e, e, n) if and only if k ∧ e = 1.
In Appendix A of [22], we provide a general code to compute the homology groups
of order r ≥ 2 of Garside structures by using the Dehornoy-Lafont complexes. In
particular, we apply the code for the Garside monoids B⊕k(e, e, n) that have been
already implemented (see [20] and [21]) and compute some cases of the integral ho-
mology groups of B(k)(e, e, n).
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