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1. INTRODUCTION 
Boundary value problems are important from both the theoretical and applied point of view (for 
example, they are used to model the deflection of an elastic beam supported at the end points), 
and they have received a good bit of attention in the literature. The paper of Henderson and 
Wang [1] contains a nice discussion of physical problems giving rise to various types of boundary 
value problems. In recent years, many papers (see, for instance, [1-5] and references therein) 
discussed the existence of positive solution to the following equations: 
~(4>(t) =~a(t)f(t,~(t)), 0 < t < 1; 
~(0) = ~(1) = ~"(0) = ~"(1) = 0. 
(1.1) 
Some of them studied the nonsingular case, that is, a 6 C[I, R+], f 6 C[R +, R+], where I = [0, 1], 
R + = [0, +co). Others dealt with the singular case. However, their singularity was only limited 
to that a(t) is infinite at t -- 0 and t = 1, and the result they obtained was the existence of one 
positive solution. As far as we know, there is no paper to study the existence of multiple positive 
solutions to BVP (1.1) under the condition that f(u) is singular at u = 0. The purpose of this 
paper is to fill the gap in this area and more extensively, to study the following singular boundary 
value problem of fourth-order equation: 
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x(4)(t) = f ( t ,x(t ) ,x"(t ) ) ,  0 < t < 1; 
x(0) = x(1) = x"(0) = x"(1) = 0, (1.2) 
where f • C[(0, 1) x (0, +ec) x ( -0% 0), R +] and may be singular at t = 0, 1; x = 0 and x" = O. 
x is said to be a solution of BVP (1.2) if x • C2[I, R] A C4[(0, 1),R] and satisfies (1.2); in 
addition, x is said to be a positive solution of (1.2) if x > 0 for t E (0, 1) and x is a solution of 
BVP (1.2). 
The techniques used in this paper are priori estimates of positive solutions and a cone specially 
constructed in order to overcome difficulties caused by singularity and to use the fixed-point 
theorem of cone expansion and compression. Comparing with previous l iterature to study the 
singular problem, neither the approximation method nor upper-lower solution approach is applied 
in the present paper. 
The paper is organized as follows. Section 2 gives preliminaries and some lemmas. Section 3 
is devoted to our main results. Section 4 gives some examples to indicate the application of our 
main results. 
At the end of this section, we list the following two lemmas from literature which will be used 
in Sections 2 and 3. 
LEMMA 1.1. (See [6].) Let K be a cone of a real Banach space E and B : K --~ K a completely 
continuous operator. Assume that B is order-preserving and positively homogeneous of degree 1 
and that there exist v • K \  {0}, A > 0 such that Bv > Av. Then, r(B) >_ A, where r(B) denotes 
the spectral radius of B. 
LEMMA 1.2. FIXED-POINT THEOREM OF CONE EXPANSION AND COMPRESSION. (See [7].) 
Let P be a cone of real Banach space E and P~,s = {x E P : r <_ [Ix[[ _< s} with s > r > O. 
Suppose that A : P~,~ --+ P is a completely continuous mapping such that one of the following 
two conditions is satisfied: 
(i) Ax ~ x for x • P, Ilxl[ - -  ~ and Az  ~ x for x E P, II~ll = ~, 
(ii) Ax ~ x for x c P, IIxll = r and Ax ~ x for x 6 P, IlxII = s. 
Then A has a fixed point x • P such that r < [IxI[ < s. 
2. PREL IMINARIES  AND SOME LEMMAS 
For convenience, we first list the following assumption. 
(H0) f • C[(0, 1) x (0, +oo) x ( -oc ,  0), R +1 and 
0 < t(1 - t)f~,R(t) dt < +oc, YR_>r>0,  
where for t E (0, 1), 
f~,R(t) =: max f(t ,  x ,y ) :  x • t(1 - t) , y • [ -R , - r z ( t ) ]  , 
z(t) = min{t, 1 - t}. 
We assume that (H0) holds throughout  the remainder  of the paper. 
In the following, we  introduce some notations. Let 
E =: {x • C2[0, I]- x(0) = x(1) = 0} 
and define the norm ]IxlI2 -- maxte[o,1] Ix"(t)l, x 6 E. It is easy to see (E, II' 112) is a Banach space~ 
which will be our basic space in the present paper. Evidently, if xn, x 6 E and []xn - x][ 2 --+ 0 
as n +oo, it follows that II n - xIIo 0 as n +oo, where II Io = m x  Io,1] I (t)I. 
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Define 
P=:  xcE :x" ( t )  <z(t )x"(s)  <0, x(t) >- - f - f i x  (s), Vt, s C I . (2.1) 
Since t(1 - t )  E P, it is not difficult to see that P is a nonempty, convex and closed subset 
of E. In addition, P is a cone of Banach space E. 
For x C P\{O} (0 denotes the zero element of E), notice that x(t) > 0 for t E (0, 1). Moreover, 
from (2.1) and 
2 x(t) = - c(t ,  s)x"(s) d~, 
where 
t (1 -s ) ,  0<t<s<l ;  
a( t , s )= 41- t ) ,  0<s<t<l ,  
it can be derived that x(t) < (1/2)t(1 - t)Ilxll2. Consequently, 
z(t) t(1 - t) 
12 11~112 ~ x(t) ~ 2 Ilxl12, II~ll~ ~-x" ( t )  ~ z(t)jlxll2, Vx • P \  {0}. (2.2) 
Also from (2.2), it can be seen that if BVP (1.2) has a solution x • P \  {0}, then x is a positive 
solution of BVP (1.2). 
For x • P \ {0}, define an operator A by 
1 fo x (Ax)(t) =: /0  G(t,s) G(s ,T) f (7 ,  x(7),x"(7))  drds, v~ • P \ {0}. (2.3) 
Now we claim that Ax is well defined for x C P\{O}. First, we show fo G(s, T)f(T, x(r), x"(r)) dr 
is convergent. In fact, since x E P \ {0}, we can see that ]lx]12 # 0 and x(r) C [(z(7)/12)Hx]]2, 
(7 (1 -  T)/2)l]xH2], x"(T) • [--Ilxtl2,--z(T)Hxll2] , for T • [0, 1]. At the same time, notice that 
G(s, 7) <__ 7(1 - 7), for s, r • (0, 1). 
This together with (H0) yields that f~ G(s, 7)f(7, x(7), x"(7))d7 is convergent and 
f0 1 ~(i - 7)f(7, ~ (r), ~"(7)) d7 < +~,  v~ • p \ {e). (2.4) 
The Lebesgue dominated convergence theorem implies that f l  G(s, 7)f(r, x(7), x"(T)) d7 (x E 
P \ {0}) is continuous in s oll I. Therefore, from (2.3), we know Ax E C2[I, ft] and 
(Ax)(4)(t) = f(t,x(t),x"(t)), 0 < t < 1; 
(Ax)(O) = (Ax)(1) = (Ax)"(O) = (Ax)"(1) = O. 
(2.5) 
Now, we are ready to give the following lemma. 
LEMMA 2.1. B VP (1.2) has a positive solution belonging to C2[I , R] A C4[(0, 1), R] if and only 
if A has a fixed point x in P \ {0}. 
PROOF. From above, sufficiency is evident. In the following, we need to prove only necessity. 
Suppose x is a positive solution of BVP (1.2), that is, x(t) > 0 for t E (0, 1) and satisfies (1.2). 
Now we show x E P \ {8}. To see this, notice that 
~o 1 x"(t) = - a(t ,  s) f  (~, x(~), ~"(~)) d~ < o. (2.6) 
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Also, notice that 
o( t ,  s) 
G(~-, s) 
t (1  - s)  
~-(1 - s) 
s(1 - t )  
s(1 - ~-) 
t(1 - s) 
sO - ,-) 
s(1 - t______~) > 1 - t > z(t), 
T(I - s )  - 
- -  >_ t > z ( t ) ,  
- -  > 1 - t _> z(t ) ,  
- -  > t > z ( t ) ,  
t, T _< S; 
t, ~- _> s; 
t<s<~-; 
t>s>-r .  
Analogously, 
g(t)> l - t _  VtE  [2,1 ] 
- 12  ' 
that is, 
g(t) > z(t)  v t  • z. 
- 12 '  
As a result, this together with (2.7) implies that for Vt, ~- • I, 
/0 /0 z(t)  = - a f t ,  s)x"(s) ds >_ - a ( t ,  s )z (s )x" ( r )  ds (2.s) 
folG(t,s)min{s, 1 s}ds x"(~-) -g(t)x"(T) >_ ~2) x"('r). 
Immediately, (2.6)-(2.8) guarantee that x • P \ {0}. 
On the other hand, Ax -- x is obvious. This completes our proof. | 
Applying Lemma 2.1, we know that the existence of positive solution for BVP (1.2) is equivalent 
to that of fixed point of A in P \  {0}. By (2.5) and the process imilar to the proof of Lemma 2.1, 
we also can obtain the following lemmas. 
LEMMA 2.2. A(P \ {0}) C P. 
LEMMA 2.3. For any R 2 > R 1 > O, A : DR2 \ PR1 ~ R is completely continuous, where 
P, =: (x • P :  Ilxl12 < r} (r > 0). 
PROOF. First of all, we show A is bounded. To see this, notice that for x • PR2 \ PR1, by 
using (2.2), we can get 
z(t) R1 < x(t) < t(1 - t______))R2 ' z(t)R1 < -x"(t) < R~. (2.9) 
12 - - 2 - - 
This, together with (2.3) and (H0), implies that 
IIAxll2 _< a =: s(1 - s)fR~,R:(S) ds < +0% Vx • PR2 \ PR1, (2.10) 
which means A is bounded on PR2 \ PRI" 
g( t )=g g=t  - _>t - = i~ '  
This, together with (2.6) means for Vt, r C I ,  
-x ' ( t )  = G(t, s)f (s, x(s), x"(s)) ds 
(2.7) 
>_ z(t) G(r,s)f (s,x(s),x"(s)) ds = -z(t)x"(r) > O. 
Let g(t) =: f~ G(t, s) min{s, 1 - s} ds. Then, g(t) > 0 on (0, 1). From the properties of G(t, s), it 
is easy to see that g(t) = g(1 - t) for t E I and 
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Next, we show for any V C Pt~2 \PR~, AV is relatively compact. By (2.10) and the Ascoli-Arzela 
theorem, we need to show only that {(Ax)"(t) : x C V} are equicontinuous on I. 
Therefore, we need to prove only that (Ax)"(t) ~ 0 as t --* 0 + and t --, 1-  uniformly with 
respect o x E V and (AV)"(t) are equicontinuous on any closed subinterval of (0, 1). 
To see this, notice that 
f 1 
(Ax)"(t) =/_  G(t, s)f  (s, x(s), x"(s)) ds 
dO (2.11) 
/o = ( l - t )  sf(s,x(s),x"(s))  ds+t  (1-s ) f (s ,x(s ) ,x" (s ) )  ds, te l  
Consider the case of t --~ 0 +. Notice that 
/0 /0 ( l - t )  8fR.R2(s)a~ <_ ( l -  s)sfR~,R2(s)as, t c (o,1). 
This together with (Ho) guarantees that 
lim (1 - t) sfR~,R2 (s) ds = 0. (2.12) 
t---.~0+ 
On the other hand, for any given s > 0, by (H0) there exists 51 > 0 such that 
f ~ s(1 - s)fn~,R~ (8) as < e, v t  ~ (0, d~). 
Choose 5 = rain{51, e51/c}, where c is given by (2.10). Then, 
t (1--s)fR~,R2(s)ds< s(1-s)fth,R2(s)ds-}-~-~t s(1--s)fRi,R2(s)ds 
1 
1 
<~+ ~ s(1 --s)fR~,R~(s)as <_ 2~, Vt e (0,~), 
that is, 
lim t f ]1 (1 -  s)fR1,R2(s)ds = 0. (2.13) 
t - *0+ J t  
It follows from (2.9), (2.11)-(2.13), and (H0) that (Ax)"(t) --* 0 as t --~ 0 + uniformly with 
respect o x E V. 
Very similarly, the same results follows when t -~ 1-.  
Now, we are in position to show for any a E (0, 1/2), (AV)"(t) are equicontinuous on [a, 1 - a]. 
In fact, for tl,t2 E [a, 1 - a], t l  < t2, (2.11) and (Ho) imply that 
[(Ax)"(t2) - (Ax)"(tl)] <_ (t2 - tl) sfR1,R2 (s) ds + (1 - s)fR1,R2 (s) ds 
2 
+ (1 - t l )  8fR1,R~ (s) d8 + tl (1 - 8)fR1,R~ (8) d8 
1 
< a+-£ ( t2 - t~)+ + s(1--s)fn~,R2(s)ds, 
a a 
VxEV.  
This guarantees the equicontinuity of (AV)" on [a, 1 - a]. Therefore, AV is relatively compact. 
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Finally, it remains to show A : PR2 \PR1 is continuous. Let xn, x E PR2\PR1 and 112:n--X]I2 --~ 0, 
then I[xn - xiI0 + 0, that is, Xn(t) --+ X(t), x~(t) --+ Xl'(t) (n --+ +OO), g t  e I. From (H0), (2.3), 
and the Lebesgue dominated convergence theorem, it follows that (Ax~)"(t) --+ (Ax)"(t), Vt E I. 
Also notice that {Axe} is relatively compact. Thus, IiAx~ - Ax]I2 + 0 as n ~ +oc. 
To sum up, A : PR2 \ PRI -+ P is completely continuous. I 
In the remainder of this section, we give some results which combine linear integral operator 
with Green's function G(t, s). 
Define a linear integral operator L by 
(Lx)(t) =: G(t, s)a(s)x(s) ds, Vx E C[I, R], 
where G is the same as in (2.3), a E C[I, R +] and does not vanish identically on any subinterval 
of I. 
It is easy to verify that L : C(I) ~ C(I) is a completely continuous positive operator. In 
addition, let w(t) = 4t(1 - t), then I[wiIo = 1. By G(t, s) > ts(1 - t)(1 - s), we know (Lw)(t) >_ 
fo 1 s2(1 - s)2a(s) ds. w(t) = 5ow(t), Vt E I. From Lemma 1.1, it follows that r(L) >_ 50 > 0. So, 
the welt-known Krein-Rutman theorem [6] implies that there exists p E C[I, R +] and p(t) ~ 0 
such that 
(Lp)(t) = G(s, t)a(s)p(s) ds = r(L)p(t). (2.14) 
Moreover, we have the following lemma. 
LEMMA 2.4. There exists a 5 > 0 such that 
p(t) >_ 5G(r,t), Vt, r E I, (2.15) 
where p(t) is given by (2.14). 
PROOF. In fact, by (2.14) and G(s,t) > z(s)G(r,t), Vs,t , r  E I, it is easy to see 
1 
p(t) = a(s, t)a(s)p(s) ds >_ ~ z(s)a(s)p(s) ds. a(r, t), 
Choosing 5 =: (1/r(L)) f3 z(s)a(s)p(s) ds, our result follows. 
REMARK 2.1. By (2.14),(2.15), we have 
/o' 1/0  r(L)p(t) = a(s, t)a(s)p(s) ds <_ ~ p(t)a(s)p(s) ds, 
that is, 
Yt,'r E I. 
~0 1 a(8)p(8) ~ 5r(L). (2.16) ds 
3. MAIN  RESULTS 
In this section, we shall give some existence r sults about positive solutions for BVP (1.2). 
First let us list some assumptions for convenience. 
(HI) There exists ~ E L[0,1] satisfying liminfx-~O+,y-.o-f(t,x,y) >_ ~(t) uniformly with re- 
spect to t E (0, 1) such that 
~o 1 o < s(1 - ~)~(~) ds < +oo. 
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(H2) There exists R > 0 such that 
~o 1 s(1 - s)fR,l~(s) ds < R, 
where fR,R(S) is the same as in (H0). 
(H3) There exists a, b e C[I, R+], a(t) does not vanish identically on any subinterval of I such 
that 
f ( t ,x ,y)>_-a( t )y -b( t ) ,  Vte I ,  x>0,  y<0.  
(H4) There exists [c, d] C (0, 1) and e > 0 such that 
lim inf f(t, x, V____~) > N x---*-~-oc X 
uniformly with respect o t C [c, d] and y c ( -oc ,  -e l ,  where 
N- -  G 2's z(s) ds , 
z(t) is the same as in (H0). 
REMARK 3.1. (H1) is reasonable since f ( t ,x ,y)  is singular at x = 0, y = 0. 
Let L be the integral operator defined as in Section 2 with a(t) given by (H3). Denote by r(L) 
the spectral radius of L. 
THEOREM 3.1. Let (Ho)-(H3) be satisfied and r(L) > 1. Then BVP (1.2) has at least wo 
positive solutions. 
PROOF. Set 
{ ~01 } K =: x e P:  p(t)a(t)x"(t)dt <_5r(L)x"(s), Vs e I , (3.1) 
where P is given by (2.1), a(t) is given by (H3), p(t), r(L), 5 are given by (2.14),(2.15). 
By (2.16), we know that I4 ¢ 0, K ~ {0} and I4 is also a cone of E. We now prove that 
operator A defined by (2.3) maps P \ {0} into K. In fact, for x C P \ {0}, it follows from (2.14), 
(2.15), and (Ho) that 
/o 1 /o 1 /o 1 p(t)a(t)(Ax)"(t) dt= - p(t)a(t) G(t, s)f (s, x(s), x"(s)) ds dt 
~01 f l-1/n 
---- -- n~_ill~c~ p(t)a(t) JX/n G(t, s)f  (S, X(S), X"(S)) ds dt 
fl-1/n ~01 
=-  lim ] f (s ,x(s) ,x ' (s ) )  ds G(t,s)p(t)a(t)dt 
n--++c¢ J1/n 
f1-1/~ 
= -r(L) lim l p(s)f (s ,x(s) ,x"(s))  ds 
f l -1 /n  
<_ -hr(L) lim / G(~-,s)f (s ,x(s) ,x"(s))  ds 
n--.+oo J1/n 
= -fir(L) G(% s)f (s, x(s), x'(s)) ds = fir(L)(Ax)"('c), VTE I .  
Therefore, this together with Lemmas 2.2 and 2.3 means that A :/(R2 \KR1 --+ [( is completely 
continuous, where R2 > R1 > 0, KR1 =: {x 6 K :  Ilxl12 < R1}. 
754 Y. LIu 
Choose Ro > R such that 
/0 /0 Ro > dr(L)(r(L) - 1) p(t)a(t)G(t, s)b(s) ds dt. 
Now, we assert that 
(3.2) 
Ax ~ x, V x • OKRo. (3.3) 
Suppose, on the contrary, there exists Xl • OKRo such that AXl ~_Xl, that is, Xl-AXl  • K c P. 
Therefore, x~'(t) - (AXl)"(t) < O, t • I. This together with (H3), (3.1), and (2.14) implies that 
0 >_ - p(t)a(t)(AxJ"(t) dt + p(t)a(t)x~(t) dt
~o I ~oo 1 Joo 1 > p(t)a(t) a(t, s)f (s,xl(s),x~(s)) ds + p(t)a(t)xf(t) dt 
>_ - p(t)a(t) a(t,  s)a(s)zi'(s) ds - a(t, s)p(t)a(t)b(s) ds  dt 
+ p(t)a(t)xf(t) dt 
___ - ( r (L )  - 1) p (s )~(s )x i ' ( s )  ds - ~ 
>__ - (~(L )  - ~)dr (L )~i ' (~)  - 9, V,- • Z, 
where/9 : f2 f~ G(t, s)p(t)a(t)b(s)ds dr. Thus, 
>_ -(r(L) - 1)dr(L)x'l'(~-), VT • I ,  
that is, fl >_ Rodr(L)(r(L) - 1), which is a contradiction with (3.2). So, (3.3) holds. 
Next, we claim 
Ax ~ x, V x • OKR. (3.4) 
If this is false, then there exists x~ • OKR such that x2 <_ Ax2, that is, Ax2 - x2 • K c P. 
Notice that 
0 <_ -x~(t) <_ -(Ax2)"(t), Yt • I. 
This together with (2.2), (H0), and (H2) implies that 
R--Iix2II2 G m a~l(Ax2)"(t)l 
< max a(t,s)f  (s,z~(s),z~(~)) as
-- tEI 
<__ s(1 - s)IR,R(s) es < m 
which is a contradiction. Hence, (3.4) holds. Also this means no positive solution exists on OKR. 
Finally, we show there exists R t > R such that 
Ax ~ x, Vx E OKra. (3.5) 
In fact, by (H1), we know for z e (0, fo 1 G(1/2, s)~(s) ds), there exists 1 > 0 such that 
f ( t ,x ,y )>_~(t ) -e ,  VtE(0 ,1) ,  xE(0 , / ) ,  yE( - - / ,0 ) .  (3.6) 
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Choose 
R'=:min{~, l ,  fo~G(~,s )~(s )ds -6}  • 
Then, for x C OKR,, by (2.2), we have 
(~.7) 
0 < x(t) < l, 0 < -~"( t )  < l, v t  e (0,1). (3.s) 
Now, we are ready to prove (3.5), where R' is defined by (3.7). 
If this is not true, then there exists x3 E OKR, satisfying Ax3 <_ x3, that is, xa -Ax3  C K C P. 
Therefore, 
-x~(t) >_ -(Axa)"(t) >_ O, Vt E I. 
This together with (3.6)-(3.8) guarantees that 
R' =max x~(t)l > (Ax3)" G f (s ,  xa(s),x~(s)) ds 
tE I  . . . .  = ~ S 
>_ G G ½,s 
which is a contradiction. Then (3.a) holds. 
To sum up, by Lemma 1.2, our conclusion follows. 
COROLLARY 3.1. / f  (Ho)-(H3) hold and 
fo s2(1 - s)2a(s) ds > 1, 
then BVP (1.2) has at least two positive solutions. 
PROOF. Notice that 
G(t,s) >ts (1 - t ) (1  - s ) ,  Yt, s • (0,1) 
and 
/o 11 1 a(~, t)a(8)s(1 - s) es _> t(1 - t) s~(1 - 8)23(s) ds. 
This together with t(1 - t) E P and Lemma 1.1 guarantees that r(L) > 1, where L is as defined 
in (2.14). From Theorem 3.1, our conclusion follows. I 
THEOREM 3.2. Suppose that (Ho)-(H#) and (Ha) hold. Then BVP (1.2) has at 1east wo positive 
solutions. 
PROOF. First, similar to the proof of Theorem 3.1, it is easy to see that (3.4) and (3.5) hold for 
x E OPR and x 60Pm,  respectively. 
On the other hand, by (H4), we know there exist M > N and R2 > 0 such that 
f ( t ,x ,y)  >_ Mx, Yt e [c,d], x e [R2,+oo), y e ( -o%-e] .  (3.9) 
Choose 
e 12R2 } 
R l=:max c (1Ld) 'e (1 -d) 'R+l  . 
Now it remains to show 
Ax 1£ x, Vx e OPR1. 
If this is not true, then there exists xo e OPR1 such that Axo <_ xo, that is, 
(3.1o) 
(3.11) 
0 < -(Axo)"(t) <_ -x~(t), Vt E I. (3.12) 
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Moreover, by (3.10) and (2.2), we know 
xo(t) > Zl@ [[xo[]2 > c(1 -d )R1  > R2, V t e [c, d], 
- - 1 2  - 
-x~(t) >__ z(t)][Xo[12 >_ c(1 - d)R1 >_ e, Vt e [c, d]. 
This together with (3.9) and (3.12) guarantees that 
R= mea]~lx'~(t)l >_ -(Axo)" = G ,s f(s, xo(s),x~(s)) ds 
fcd (2 )  f cdG( l ' s )  x°(s)ds >_ a ,s f (s, xo(s),z~(s)) ds >_ M 
>_ M ~dG (1,s)  ~HxoH2ds >_ ~ fcdG (1, s) z(s)ds" R > R, 
which is a contradiction. Hence, (3.11) holds. 
In conclusion, the result of Theorem 3.2 follows from above and Lemma 1.2. | 
REMARK 3.2. If f = f(t, X) or f = f(t, x"), then there exists similar results as Theorem 3.1 or 
Theorem 3.2. 
By using Lemma 1.2, we also can obtain the following corollary. 
COROLLARY 3.2. I f  one of the following conditions holds: 
(i) (H0),(H1),(H2), 
(ii) (Ho),(H2),(Ha), 
(iii) (Ho),(H2),(H4), 
then BVP (1.2) has at least one positive solution. 
4. EXAMPLES 
EXAMPLE 4.1. Consider the singular boundary value problem 
x(4)(t) = f (t, x(t), x"(t)), 0 < t < 1; (4.1) 
~(0) = ~(1) = x"(0) = ~"(1) = 0, 
where 1 ( 1 1 )  _ / ( t ,x ,y ) -  ~+~- - - - - -~-y~ 
Notice that z(t) >_ t(1 - t), Vt E I and 
fo l~dt  =Tr. 
It is easy to verify that assumptions of Theorem 3.1 are satisfied with R = 1. Therefore, BVP (4.1) 
has at least two positive solutions. 
EXAMPLE 4.2. Consider the following singular boundary value problem: 
x(4)(t) = f(t,x(t),x"(t)), 0 < t < 1; (4.2) 
x(0) = ~(1) = x"(0) = x"(1) = 0, 
1 (~ 1 +x~/2) 
f ( t ,~,y)= 1 4 ~ ~  -~ 
Similar to Example 4.1, one can show (H0)-(H2) and (H4) are satisfied with R = 1. By 
Theorem 3.2, we know BVP (4.2) has at least two positive solutions. 
In conclusion, we note that f(t,x,y) both in BVP (4.1) and BVP (4.2) are singular at t = 0, 1; 
x -- 0 and y = 0. Naturally, the results in [1-5], for example, do not apply to these problems. 
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