This paper examines the noise performance of an inverse-geometry volumetric CT (IGCT) scanner through simulations. The IGCT system uses a large area scanned source and a smaller array of detectors to rapidly acquire volumetric data with negligible cone-beam artifacts. The first investigation compares the photon efficiency of the IGCT geometry to a 2D parallel ray system. The second investigation models the photon output of the IGCT source and calculates the expected noise. For the photon efficiency investigation, the same total number of photons was modeled in an IGCT acquisition and a comparable multi-slice 2D parallel ray acquisition. For both cases noise projections were simulated and the central axial slice reconstructed. In the second study, to investigate the noise in an IGCT system, the expected x-ray photon flux was modeled and projections simulated through ellipsoid phantoms. All simulations were compared to theoretical predictions. The results of the photon efficiency simulations verify that the IGCT geometry is as efficient in photon utilization as a 2D parallel ray geometry. For a 10 cm diameter 4 cm thick ellipsoid water phantom and for reasonable system parameters, the calculated standard deviation was approximately 15 HU at the center of the ellipsoid. For the same size phantom with maximum attenuation equivalent to 30 cm of water, the calculated noise was approximately 131 HU. The theoretical noise predictions for these objects were 15 HU and 112 HU respectively. These results predict acceptable noise levels for a system with a 0.16 second scan time and 12 lp/cm isotropic resolution.
INTRODUCTION
The development of multi-slice computed tomography (CT) detectors has enabled volumetric imaging with faster scan times, reduced motion artifacts, and thinner slices compared to single-slice scanners. This has also stimulated research on systems with very wide detectors in the slice direction. Such a "cone-beam" system would be able to image a volume in a single rotation. However, these systems have a fundamental limitation as a single circular scan cone-beam acquisition does not acquire a sufficient dataset for accurate reconstruction of a volume.
1 Approximate algorithms are available and generally used. 2 At small cone angles the resulting artifacts are negligible, but as the detector size in the slice direction increases, the artifacts become more severe.
We have proposed an inverse-geometry volumetric CT system (IGCT) to acquire a sufficient dataset for a 15 cm thick volume in one circular scan in one second or less. 3 The IGCT system uses a large area scanned anode x-ray source and a smaller detector array. In the transverse direction the sampling is fan-like, and in the axial direction the source and detector have the same axial extent thus avoiding cone-beam artifacts.
In this paper, we first give a brief description of the IGCT geometry and reconstruction algorithm followed by an overview of CT noise. We then examine two aspects of the IGCT noise performance through simulations. The first investigation studies the photon utilization efficiency of the IGCT system compared to a multi-slice 2D parallel ray acquisition. The second study predicts the noise in the IGCT images by modeling the x-ray photon flux based on currently available components. Only noise due to photon statistics is considered in these simulations. Other sources of noise, such as scatter and electronic noise, are not simulated. 
METHODS AND MATERIALS

System Geometry
The basic system geometry is illustrated in Fig. 1 . The proposed x-ray source has an electron beam that is electromagnetically steered across a transmission anode, dwelling at a series of source locations. An array of collimator holes limits the resulting x-ray beam at each location so that the beam illuminates only the detector. The detector is comprised of a smaller array of fast photon-counting detectors. The source and detector arrays are mounted on a gantry and rotated about the patient. For each source position, the entire detector array is read out producing a 2D divergent projection covering a fraction of the field of view (FOV). This is repeated for all source locations and for all gantry rotation angles. The scanning of the entire source is rapid compared to the gantry rotation.
The proposed source and detector arrays are conceptually similar to those used by NexRay Inc., for their cardiology C-arm system. 
Reconstruction Algorithm
The noise simulations described in this paper depend on accurate reconstruction of the IGCT data. The proposed reconstruction algorithm has been described previously, 3 however we will give a brief summary of the algorithm here.
In the IGCT system, the rays connecting each source row and the opposed detector row sample one transverse plane in the imaged volume. In the absence of noise, these in-plane rays ensure accurate reconstruction of the volume. In addition to these in-plane rays, there are also cross-plane rays which connect each source row to the remaining detector rows. This acquisition geometry is similar to that of a multi-ring PET system, therefore the proposed algorithm is based on a 3D PET reconstruction algorithm.
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The data are first rebinned into 2D parallel-ray projections which are at multiple tilt angles to the axis of rotation. The output volume is then reconstructed using 3D filtered backprojection.
CT Noise
The variance, σ 2 , in a reconstructed CT voxel depends on the total number of detected photons that passed through the voxel and the spatial resolution as expressed in the following equation,
where N j is the mean detected photon density that has passed through the voxel in the j th projection, and A is the integral of the reconstruction filter squared. For the specific case of multi-slice 2D parallel ray reconstruction (i.e., only the in-plane rays), A can be expressed as
where m is the number of projections, k u and k v are the coordinates of the 2D Fourier transform of the projection, and W is the window function, in our case a Hanning window with frequency cutoff k c ,
Combining Eqs. 1, 2 and 3 , and assuming that the photon density is the same for all projections, the relationship between the noise variance and the photon density, N , is
This expression will be used to verify the results of the noise simulations.
Photon Utilization Efficiency
The IGCT system uses ray measurements that cross transverse planes. The goal of this part of the study was to see if these rays introduce any noise penalty. To study this potential effect, we used the metric of photon utilization efficiency and modeled the same total number of photons in an IGCT acquisition and a multi-slice 2D parallel ray acquisition. Here we define the multi-slice 2D parallel ray geometry to consist of only in-plane rays and to have sampling and resolution comparable to the IGCT system.
For these simulations, the photon density was calculated such that the noise predicted by Eq. 4 would give a standard deviation of 10 HU in the slice reconstructed by the 2D parallel ray acquisition. From the photon density, which is defined as the number of photons per unit area, the total number of photons in the parallel ray acquisition can be calculated by
where pix u and pix v are the detector dimensions in pixels, and area d is the area of a detector element.
The total number of photons as calculated in Eq. 5 was distributed across all the rays in the IGCT geometry and noise projections simulated. For verification, multi-slice 2D parallel ray noise projections were also simulated with the same total number of photons. The parallel ray dataset was reconstructed with standard filtered backprojection. The IGCT data was rebinned into parallel ray projections and reconstructed as described in Section 2.2. For both cases the central axial slice was reconstructed and noise standard deviation measured across the slice.
Expected Noise
The photon efficiency simulation provides an estimate of the IGCT noise performance assuming a reasonable source output. In order to predict the expected noise of the IGCT reconstructions in a realistic system, we model the photon flux of the source based on currently available components, and simulate noisy data of ellipsoid phantoms. For simplicity, we assume monoenergetic photons.
We define the photon flux, F , to be the number of photons per second per mA per steradian. The number of photons in each IGCT ray measurement, P igct , depends on the flux and can be calculated as
where t is the dwell time at each source location, area d is the area of a detector element, and SDD is the source to detector distance. Using P igct incident photons per ray measurement, noisy data was simulated for an ellipsoid water phantom (µ = 0.2 cm −1 ) located at the isocenter with diameters 10 cm by 10 cm by 4 cm. A second simulation was performed with the same size phantom with an attenuation coefficient of 0.6 cm −1 , that is with maximum attenuation equivalent to 30 cm of water. The central axial slice of each ellipsoid was reconstructed and the standard deviation measured for a small region of interest (ROI) at the center of the reconstructed slice.
For verification, a theoretical noise prediction was calculated for a multi-slice 2D parallel ray acquisition of the same phantoms using the same total number of photons. Eq. 4 was used for this calculation, with the photon density N calculated to be the density of detected photons exiting the center of the ellipsoid.
Simulation Details
The specifications of the simulated IGCT system are summarized in Table 1 . These specifications are based on the current NexRay components, with possible modifications for comparison with a conventional CT geometry. For example, the NexRay system has a SDD of 150 cm and operates at a magnification of roughly three, while the investigated IGCT system has a SDD of 95 cm and operates at a magnification of roughly two. In the IGCT system the source focal spot size has been increased to 0.6 mm instead of the current 0.3 mm spot, which subsequently increases the possible source power.
Ideally, the source and detector areas would support a 30 cm by 15 cm FOV. However, since the initial investigations are based on currently available components, the FOV is limited to 10 cm by 5 cm.
For all simulations, 63 "views" over a 2π gantry rotation were simulated for the IGCT system, as this was the number necessary to sample Radon space sufficiently. A "view" is defined as all projections acquired by one scan of the source array and contains much more Radon space data than a single view in a conventional CT scanner. The IGCT data was rebinned into 2D parallel ray projections at 11 tilt angles ranging from -.03 to +.03 radians, with 1008 projections over 2π for each tilt angle. Each projection was 380 by 880 pixels, with a 1/8 mm by 1/8 mm pixel pitch.
The comparison multi-slice 2D parallel ray projections were also 380 by 880 pixels with a 1/8 mm by 1/8 mm pixel pitch and 1008 projections over 2π.
For all simulations, the reconstruction filter was apodized with a Hanning window with a cutoff of 15 lp/cm, unless otherwise noted. The 11.5 cm by 11.5 cm central axial slice was reconstructed, with a pixel pitch of 0.25 mm by 0.25 mm.
All simulations were repeated 10 times.
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RESULTS AND DISCUSSION
Simulation results are summarized in Table 2 .
Photon Utilization Efficiency
Using Eq. 4 and the simulated geometry parameters, a total of 2.637 · 10 11 photons were determined necessary for a standard deviation of 10 HU in the parallel ray reconstruction. These photons were distributed to both the IGCT geometry and the parallel ray geometry. The calculated noise was 9.96 +/-0.06 HU for the parallel ray simulations and 7.61 +/-0.05 HU for the IGCT simulations, compared to the theoretical 10 HU.
The noise in the IGCT geometry is significantly lower than expected. This is most likely due to the blurring introduced during the rebinning step of the reconstruction algorithm. To verify this result, the same simulations were performed, but with the reconstruction filter windowed to a cutoff of 7.5 lp/cm for both systems. With the window width halved compared to the original simulation, the filter should dominate over the rebinning blur, and the IGCT system should have noise more comparable to the parallel ray system. The total number of photons was chosen using Eq. 4 to give a theoretical standard deviation of 10 HU. With these new parameters, the standard deviation of the simulated parallel ray reconstructions and IGCT reconstructions were 10.33 +/-0.12 HU and 9.44 +/-0.11 HU respectively. Alternatively, the rebinning blur can be incorporated into the theoretical noise calculation. The majority of the rebinning blur can be accounted for by replacing Eq. 3 with the following expression which is derived in Appendix A.
where
With 2.637 · 10 11 total photons and a filter cutoff of 15 lp/cm, Eqs. 7 and 8 predict a standard deviation of 8.57 HU, which is closer to the measured 7.61 HU.
The noise in the simulations is 5% to 10% lower than in a parallel beam system with the same photon density. This agreement is fairly good and suggests that using oblique rays does not introduce a penalty. The source of the residual disagreement is not known at this time.
Expected Noise
The flux of the NexRay source was calculated, through a combination of experimental measurement and Monte Carlo simulations, to be 3.164 · 10 13 photons/s/mA/sterad.
8
Using Eq. 6 and assuming 1 mm 2 detector pixel area and the specifications in Table 1 , the number of incident photons in each IGCT ray measurement is 2137 photons.
When this input flux was used to simulate IGCT data of a water ellipsoid with diameters 10 cm by 10 cm by 4 cm, the resulting noise at the center of the reconstructed slice, estimated with a 20 by 20 pixel ROI, was 14.61 +/-2.55 HU. For a parallel ray acquisition with the same total number of photons, Eqs. 4 and 7 predict a noise level of 17.72 HU and 15.18 HU, without and with the rebinning blur respectively.
For the same ellipsoid phantom with attenuation equal to 0.6 cm −1 , the simulated standard deviation was 131.22 HU +/-24.5 HU, compared to a predicted value of 130.96 HU without rebinning blurring and 112.18 HU with rebinning blurring. Fig. 2 shows the reconstructed noise images for both ellipsoid phantoms. 
Discussion
The simulation results suggest that the IGCT geometry is as efficient in photon utilization as a multi-slice 2D parallel ray geometry. That is, there is no noise penalty in using the IGCT system.
The predicted noise levels are encouraging and support further investigation of the IGCT system. We briefly analyze the differences between the simulated IGCT sytem and a conventional system as they relate to the expected noise.
The results presented in this paper pertain to a system with a relatively small FOV. In order to increase the FOV in the transverse direction, additional transverse source spots are required. To increase the axial FOV, additional axial source spots and detector elements are required. Because the sampling of the source and detectors within the FOV would not change significantly, we expect the photon efficiency results to be applicable to similar IGCT geometries with larger FOVs.
Increasing the FOV would, however, impact the scan time. For the simulated 10 cm by 5 cm FOV and the timing parameters in Table 1 , each scan of the source is 2.56 ms. Therefore, a full acquisition (63 views over 2 π) takes 0.161 seconds. The detector read out time is faster than the time needed to steer the x-ray beam and is neglected in these calculations. If the FOV is increased by enlarging the source and detector areas, the scan time will scale with the total number of source spots. For example using a source with 200 by 60 spots (and a 5 cm by 15 cm detector) would produce a 30 cm by 15 cm FOV with a total scan time of 0.968 s. New IGCT geometries are being investigated which increase the transverse FOV by using multiple detector arrays, and thus do not increase the scan time. The IGCT system as described in this paper has an isotropic resolution of roughly 12 lp/cm., which is higher than that used when noise measurements are made on conventional scanners. This should be taken into account when evaluating the results of the ellipsoid phantom simulations, as the noise variance in CT is proportional to resolution to the fourth power.
7 Typical isotropic resolutions for a conventional CT scanner in high resolution mode is 8 lp/cm. The results in this paper predict a 54 HU standard deviation for a 30 cm water phantom for an IGCT acquisition with 8 lp/cm isotropic resolution. Table 3 summarizes the noise measured on a General Electric (GE) CT/I single slice scanner for a 48.5 cm polyethylene phantom at a one mm slice thickness. For comparison, the noise is predicted for the IGCT system for the same maximum attenuation and resolution. The effective mAs is calculated for the IGCT system based on the fraction of time that a voxel in the object is irradiated during a scan. That is, a voxel in the object only receives photons when the source is in certain array positions and does not receive photons while the beam is being steered. The effective mAs calculation also takes into account the increased efficiency of the transmission target used in the IGCT system. 4 As shown in Table 3 , the predicted IGCT noise is comparable to the measured noise, and even slightly lower. The discrepency may be caused by noise sources not modeled in the IGCT calculation.
CONCLUSIONS
This paper examined the noise performance of an IGCT system. The results of the photon efficiency simulations verify that the IGCT geometry has comparable photon utilization efficiency to a 2D parallel ray geometry. The simulations predict acceptable noise levels for the fast scan time and high resolution. For example, for a 30 cm by 30 cm by 15 cm ellipsoid water phantom, 12 lp/cm isotropic resolution, and an effective mAs of 70 mAs, the expected noise standard deviation is 131 HU. Experiments with a table top system are planned to verify these theoretical results.
APPENDIX A. EXPECTED NOISE WITH REBINNING BLUR
The rebinning of the IGCT data into 2D parallel ray projections at multiple tilt angles is done by "gridding" which essentially convolves the data with a gridding kernel, and resamples the data onto a uniform grid. 10 The gridding is performed in a 4D Radon space, where the four dimensions are the rotation angle, tilt angle, and two distances which describe the location of each ray with respect to the central ray.
In our implementation, the 4D gridding kernel is defined as four separable 1D Hanning filters in each of the four dimensions. In the spatial domain, each kernel can be expressed as
where w is the full kernel width, and the kernel has been normalized to have an area of 1.
The Fourier transform of this kernel is
Since the convolution in Radon space is performed separately in each of the four dimensions, the corresponding filtering in frequency space can also be considered separately.
The two distance dimensions of the 4D Radon space are the same dimensions that are filtered when a 2D projection is filtered and backprojected. Therefore, the blur caused by gridding in these two dimensions can be modeled as part of the reconstruction filter. The modified reconstruction filter, R(k) is
and the modified noise relationship is
Eq. 12 can be used in place of Eq. 4 to calculate the expected noise of the IGCT system. The residual blurring in the two angular dimensions cannot be modeled in the reconstruction filter but should not affect the noise near the center of the image.
The gridding kernel width, w, used in these simulations was 0.65 mm.
