Abstract. In this paper, by using Krasnoselskii's fixed point theorem in a cone, we study the existence of single and multiple positive solutions to the three-point integral boundary value problem (BVP)
Introduction
In this work, we study the existence of positive solutions of the following threepoint integral boundary value problem (BVP): where 0 < η < T and 0 < α < 
3)
The study of the existence of solutions of multi-point boundary value problems for linear second-order ordinary differential equations was initiated by II'in and Moiseev [11] . Then Gupta [5] studied three-point boundary value problems for nonlinear second-order ordinary differential equations. Since then, the existence of positive solutions for nonlinear second order three-point boundary-value problems has been studied by many authors by using the fixed point theorem, nonlinear alternative of the Leray-Schauder approach, or coincidence degree theory. We refer the reader to [3, 6, 7, 13, 27, 28, 29, 38, 1, 2, 8, 21, 22, 23, 24, 25, 4, 26, 14, 15, 16, 17, 18, 19, 30, 31, 32, 33, 34, 35, 36, 37] and the references therein.
Liu [20] proved the existence of single and multiple positive solutions for the three-point integral boundary value problem (BVP) u ′′ (t) + a(t)f (u(t)) = 0, t ∈ (0, 1), (1.4) u ′ (0) = 0, u(1) = βu(η), (1.5) where 0 < η < 1 and 0 < β < 1.
In [9, 10] , the authors considered the following three-point integral boundary value problem (BVP) u ′′ (t) + a(t)f (u(t)) = 0, t ∈ (0, T ), (1.6)
where 0 < η < T and 0 < α < Motivated by the results of [20, 9, 10 ] the aim of this paper is to establish some simple criterions for the existence of positive solutions of the BVP (1.1),(1.2). In Section 2, we prove several preliminary results that will be used to prove our results. In Section 3, we discuss the existence of single positive solution for the BVP (1.1),(1.2) under f 0 = 0, f ∞ = ∞ or f 0 = ∞, f ∞ = 0. In Section 4, we establish the existence conditions of two positive solutions for the BVP (1.1),(1.2) under f 0 = f ∞ = ∞ or f 0 = f ∞ = 0. In Section 5, we also obtain some existence results for positive solutions of the BVP (1.1),(1.2) under f 0 , f ∞ ∈ {0, ∞}. Finally, in Section 6, we give some examples to illustrate our results.
The key tool in our approach is the following Krasnoselskii's fixed point theorem in a cone [12] . Theorem 1.1. [12] . Let E be a Banach space, and let K ⊂ E be a cone. Assume Ω 1 , Ω 2 are open bounded subsets of E with 0 ∈ Ω 1 , Ω 1 ⊂ Ω 2 , and let
Preliminaries
To prove the main existence results we will employ several straightforward lemmas.
has a unique solution
Proof. From (2.1), we have
Integrating (2.3) from 0 to η, where η ∈ (0, T ), we have
Therefore,
from which it follows that
Proof. From the fact that u ′′ (t) = −y(t) ≤ 0 , we know that the graph of u(t) is concave down on (0, T ) and u ′ (t) monotone decreasing. Thus u
If u(T ) < 0, then η 0 u(s)ds < 0. Since the graph of u is concave down, we get
Since u(t) is monotone decreasing, by (2.5), we obtain 6) which contradicts the fact that u(t) is a monotone decreasing function. 
which is a contradiction to the fact that u(t) is a monotone decreasing function.
, a contradiction with the fact that u is monotone decreasing. Therefore, no positive solutions exist.
where
Proof. By Lemma 2.2, we know that
From (2.4) and the fact that u is monotone decreasing, we get
Using the concavity of u and (2.2),(2.4) and (2.10) we have
Combining this with (2.9), we obtain
, and only the sup norm is used. It is easy to see that the BVP (1.1),(1.2) has a solution u = u(t) if and only if u is a fixed point of operator A, where A is defined by
where γ is defined in (2.8). It is obvious that K is a cone in E. Moreover, by Lemma 2.2 and Lemma 2.4, AK ⊂ K. It is also easy to see that
In what follows, for the sake of convenience, set
3. The existence results of the BVP (1.1),(1.2) for the case:
In this section, we establish the existence of single positive solution for the BVP (1.1),(1. 
Proof. At first, let (H1) hold. Since f 0 = 0, then for any ǫ ∈ (0, Λ 1 ], there exists ρ ⋆ > 0 such that
Let Ω ρ⋆ = {u ∈ E : u < ρ ⋆ }, then from (2.11),(3.1), for any u ∈ K ∩ ∂Ω ρ⋆ , we have
which yields
Therefore, from (3.2),(3.4) and Theorem 1.1, it follows that A has a fixed point in
Set Ω r⋆ = {u ∈ E : u < r ⋆ }, for u ∈ K ∩ ∂Ω r⋆ . Since u ∈ K, it follows that min t∈[0,T ] u(t) ≥ γ u = γr ⋆ . Thus, from (2.11), (3.5), for any u ∈ K ∩ ∂Ω r⋆ , we can get
which implies
Again, since f ∞ = 0, then for any ǫ 1 ∈ (0, Λ 1 ), there exists r 0 > r ⋆ such that
We consider two cases:
For u ∈ K and u = r ⋆ , from (2.11) and (3.9), we obtain
Hence, in either case, we always may set Ω r ⋆ = {u ∈ E : u < r ⋆ } such that
Hence, from (3.6), (3.10) and Theorem 1.1, it follows that A has a fixed point u in
The proof is therefore complete.
4.
The existence results of the BVP (1.1),(1.2) for the case:
Theorem 4.1. Assume that the following assumptions are satisfied.
Then, the BVP (1.1),(1.2) has at least two positive solutions u 1 and u 2 such that
Proof. At first, in view of f 0 = ∞, then for any
Set Ω ρ⋆ = {u ∈ E : u < ρ ⋆ } for u ∈ K ∩ ∂Ω ρ⋆ . Since u ∈ K, min t∈[0,T ] u(t) ≥ γ u = γρ ⋆ . Hence, for any u ∈ K ∩ ∂Ω ρ⋆ , from (2.11),(4.1), we have
Hence, for any u ∈ K ∩ ∂Ω ρ ⋆ , from (2.11),(4.3), we can get
Finally, let Ω ρ1 = {u ∈ E : u < ρ 1 }. By (H4), for any u ∈ K ∩ ∂Ω ρ1 , we have
Which yields Au ≤ u , for u ∈ K ∩ ∂Ω ρ1 . (4.5) Hence, since ρ ⋆ < ρ 1 < ρ ⋆ and from (4.2), (4.4), (4.5), it follows from Theorem 1.1 that A has a fixed point u 1 in K ∩ (Ω ρ1 \Ω ρ⋆ ) and a fixed point u 2 in K ∩ (Ω ρ ⋆ \Ω ρ1 ). Both are positive solutions of the BVP (1.1),(1.2) and 0
Theorem 4.2.
Assume that the following assumptions are satisfied.
. Then, the BVP (1.1),(1.2) has at least two positive solutions u 1 and u 2 such that
Proof. Firstly, since f 0 = 0, for any ǫ ∈ (0, Λ 1 ], there exists ρ ⋆ ∈ (0, ρ 2 ) such that
(4.6)
Let Ω ρ⋆ = {u ∈ E : u < ρ ⋆ } for any u ∈ K ∩ ∂Ω ρ⋆ . Then, from (2.11),(4.6), we obtain
Which yields
Au
For u ∈ K and u = ρ ⋆ , from (2.11), (4.10), we obtain
Hence, in either case, we always may set Ω ρ ⋆ = {u ∈ E : u < ρ ⋆ } such that
Finally, set Ω ρ2 = {u ∈ E : u < ρ 2 } for u ∈ K∩∂Ω ρ2 . Since u ∈ K, min t∈[0,T ] u(t) ≥ γ u = γρ 2 . Hence, for any u ∈ K ∩ ∂Ω ρ2 , from (2.11) and (H6), we can get
Hence, since ρ ⋆ < ρ 2 < ρ ⋆ and from (4.7), (4.11) and (4.12), it follows from Theorem 1.1 that A has a fixed point u 1 in K ∩ (Ω ρ2 \Ω ρ⋆ ) and a fixed point u 2 in K ∩ (Ω ρ ⋆ \Ω ρ2 ). Both are positive solutions of the BVP (1.1),(1.2) and 0 < u 1 < ρ 2 < u 2 . The proof is therefore complete.
5.
In this section, we discuss the existence for the positive solution of the BVP (1.1),(1.2) assuming f 0 , f ∞ ∈ {0, ∞}. Now, we shall state and prove the following main result.
Theorem 5.1. Suppose (H4) and (H6) hold and that ρ 1 = ρ 2 . Then, the BVP (1.1),(1.2) has at least one positive solution u satisfying ρ 1 < u < ρ 2 or ρ 2 < u < ρ 1 .
Proof. Without loss of generality, we may assume that ρ 1 < ρ 2 .
Let Ω ρ1 = {u ∈ E : u < ρ 1 }. By (H4), for any u ∈ K ∩ ∂Ω ρ1 , we obtain
Hence, for any u ∈ K ∩ ∂Ω ρ2 , from (2.11) and (H6), we can get
2) Hence, since ρ 1 < ρ 2 and from (5.1) and (5.2), it follows from Theorem 1.1 that A has a fixed point u in K ∩ (Ω ρ2 \Ω ρ1 ). Moreover, it is a positive solution of the BVP (1.1),(1.2) and ρ 1 < u < ρ 2 . The proof is therefore complete. Since θ 1 ∈ (0, 1], then θ 1 Λ 1 ∈ (0, Λ 1 ]. By the inequality above, (H4) is satisfied.
This completes the proof.
Examples
In this section we present some examples to illustrate our main results.
Example 6.1. Consider the boundary value problem u ′′ (t) + tu p = 0, 0 < t < 1, (6.1) 
We can show that 0 < α = 3/2 < 2 = 1/η. Through a simple calculation we can get f 0 = 0 and f ∞ = ∞, which implies that the condition (H1) holds. Hence, by Theorem 3.1, BVP (6.3), (6.4)) has at least one positive solution.
Example 6.3. Consider the boundary value problem
We can show that 0 < α = 1/2 < 3 = 1/η. Through a simple calculation we can get f 0 = ∞ and f ∞ = 0, which implies that the condition (H2) holds. Hence, by Theorem 3.1, BVP (6.5), (6.6)) has at least one positive solution.
Example 6.4.
. We can show that
which implies (H2) holds. Hence, by Theorem 4.1, the BVP (6.7), (6.8) has at least two positive solutions u 1 and u 2 such that 0 < u 1 < 4 < u 2 .
Example 6.5. Consider the boundary value problem
because f (u) is monotone decreasing function for u ≥ 2, taking ρ 2 = 3, M 2 = 3 ∈ [Λ 2 , ∞), then when u ∈ [γρ 2 , ρ 2 ], we obtain f (u) ≥ f (3) = 9 = M 2 ρ 2 , which implies (H4) holds. Hence, by Theorem 4.2, the BVP (6.9), (6.10) has at least two positive solutions u 1 and u 2 such that 0 < u 1 < 3 < u 2 . , which imply (H7) and (H8) hold. Therefore, by Corollary 5.3 , the BVP (6.13), (6.14) has at least one positive solution.
