The Kalman filter computes the maximum a posteriori (MAP) estimate of the states for linear state space models with Gaussian noise. We interpret the Kalman filter as the solution to a convex optimization problem, and show that we can generalize the MAP state estimator to any noise with log-concave density function and any combination of linear equality and convex inequality constraints on the states.
INTRODUCTION
State estimation in stochastic linear models is an imponant problem in many model-based approaches in signal processing and automatic control applications, where the Kalman filter IS the standard method. However, if we have prior information of some kind it is often impossible to incorporate this in the Kalman filter framework. We will in this paper show how we can use prior information by considering the optimization problem that the Kalman filter solves. A similar treatment can be found in [l] , however they only consider quadratic problems, whereas we will consider a larger class of convex problems.
CONVEX OPTIMIZATION
In this section we will give a very brief introduction to convex optimization (see also [2] ).
The main message in convex optimization is that one should not differ between linear and non-linear optimization problems, but instead between convex and non-convex problems. This is due to the fact that the class of convex problems is much larger than that covered by linear problems, and we know that for a convex problem any local optimum is also a global optimum. Moreover, there exist efficient algorithms for solving convex optimization problems. A convex optimization problem is defined as 
where the functions f 0 , . . . , fm are convex and the equality constraints are linear. We will in the following sections try to identify some estimation problems that can be cast as convex optimization problems.
NOTATION AND BACKGROUND
Maximum a posteriori (MAP) estimation [3] is about finding an estimator of a stochastic variable t that maximizes the conditional density p ( z l y ) , given the observation y (y E IW". and 2 E IWnz ). Thus, the MAP problem is
In the sequel, the measurements vectors.yi from time 1 to time IC will be denoted y i :~, and similarly Z O :~ denotes all unknowns including the initial values. The operator t p )
extracts the jth element from the vector ti. The assumptions commonly used in the literature are that the elements in the t vectors are spatially and temporally independent ('white noise') and Gaussian distributed. We will insist on the independence assumption, hut not on the assumption of Gaussian densities, giving us the following form of logp(z) (supressing the dependence on y)
Depending on the distribution, the objective function in ( I ) can be explicitely written as in Table 1 
CONVEX OPTIMIZATION ESTIMATION
In this section we will discuss the estimation problem in the presence of constraints. In Table 1 ( I ) for different normalized (zero mean and unit variance) probability density functions.
arise in the derivation of some of these probability density functions (PDF), but constraints also arise from prior information of some kind, e.g., a model assumption. This will be discussed in the Section 6.
Assume we want to estimate ( x , z). where I has a certain known distribution, and that x and t are related through the constraints
If we now want to use (2) we are faced with the problem of finding the joint distribution of z and t, which can be quite tedious. eters conditioned on the measurements xly, and then t is just a nuisance parameter. The standard approach, not often written explicitely, is to marginalize the nuisance parameters to get p ( z l y ) = j "~( r ( y , r ) p ( t l y ) d a where the constraints are used explicitely. This works fine in a range of applications, and the solution most often has a quite simple form. In the general case, we can formulate the problem below.
LINEAR REGRESSION EXAMPLE
As an example of estimation, consider a linear regression problem in matrix form
Interpret E +t z as a Gaussian nuisance parameter with variance U', the regression parameter 0 +f x as the parameter and Y , 0 y as the observations. The well-known result from marginalization is that Altematively, we can pose the problem as
If this regression model happens to be an ARX model of a transfer function (9) in system identification, we use 0 = ( a T , bT)T. Now, we can simply add constraints such as bounded DC gain L 5 G(0) 5 U , or more generally, any lower and upper bound on the transfer function which is easily rewritten in the standard form. Similarly, any other interval for any other frequency of the transfer function can be bounded.
CONVEX OPTIMIZATION FILTERING
In the previous section we talked about constraints in geoeral. We will in this section discuss a special type of constraints, namely the ones that appear in describing the dynamic behaviour of a model. In order to obtain convex problems we will use linear models of the dynamics. The following model Ex*+, = Axr; + B w~ + K e n ,
( I la)
(1 1b) and interpret x as xl:klyl:k. To rewrite the conditional density more explicitly, use the independence assumption and (3). which gives
I.
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Using Bayes' rule, p(zly) = p(ylz)p(z)/p(y) and the fact that we obtain the following goal function Remark: Any linear equalities and convex inequalities may be added to this formulation, and standard software applies. As is evident from Problem 6.1 we see that we are free to use different densities for the different disturbancesp,, , p w * , and p,, . It is here also worth noting that the recursive solution to Problem 6. I under the assumptions of Gaussian densities and a non-singular E-matrix is the celebrated Kalman filter. This has been known for a long time, see e.g., [SI, and [61 for nice historical accounts of this fact, and for a proof see e.g., [7] . It is also worthwhile noting that Problem 6.1 under the assumption of Gaussian disturbances is a weighted least-squares problem. To see this combine 6.1 and the Gaussian case in Table I , where the weights are the inverse of the covariance matrices. This provides a deterministic interpretation of the problem that the Kalman filter solves. For more on the similarities and differences between deterministic and stochastic filtering see e.g., [SI. We also see that if we solve Problem 6.1 we will not only obtain the filtered estimate but also all the smoothed estimates, i;lI;,i = 0 , . . ., k , -1.
So why should we solve the estimation problem via 6.1, which demands more computations, instead of via the Kalman filter? There are two reasons. The first reason is that we can handle all log-concave density functions, not just the Gaussian. The second reason is that we can add any prior information, in convex form, to problem 6.1. That is we can add linear equality constraints and convex inequality constraints, and still find the optimal estimate. We will see an illustration of this in the example in the subsequent section.
HMM EXAMPLE
There are mainly two filtering problems, where there exist finite-dimensional recursive optimal filters, and in panicular a finite-dimensional MAP estimator. One is, as already mentioned, linear state space models with Gaussian noise. Here the Kalman filter is optimal in ML, MAP and minimum variance senses. For non-Gaussian noises, the Kalman filter computes the linear state estimate with minimum variance, but it is no longer the MAP OT ML estimator.
The other case is hidden Markov models (HMM). Interestingly, it has been pointed out [9] that the HMM can be written in a state space model. That is, the Kalman filter computes the best possible linear estimate of the Markov state. This fact makes it possible to compare conceptually different approaches on the same example! A hidden Markov model is defined by a discrete variable < E ( 1 , 2 , . . . , n) with a known transition probability matrix A , where A("j) = P(Ck = ij&l = j), that is, given that = j at time k -1, the probability that ( = i at time k is A("'). We will assume an observation process
The filter for computing the aposteriori probabilities can be expressed as the recursion
The MAP estimate is can be written as the state space model = argmax; lry'. Now, the HMM
where zr' = p ( & = i ) and y t ) = ~( u I ; = i ) . This is the
where the disturbances are zero-mean white noises, and the stationary covariance matrices can be shown to be
where lr is the stationary solution to (in vector form) (18b) lr = lim At*,, where TO > 0.
(1% k i m
Since the states z we are estimating in a HMM are probabilities we have the following prior information on the states (20)
In the standard Kalman filter it is impossible to incorporate this prior information about the states, however in Problem 6.1 it is straightforward. We will now examine four different filters using an increasing amount of prior information (In 1-3 we have approximated w t and et in (17) as
Gaussian with zero mean and covariances (18)):
2 Edi) = 1, and z (~) 2 0, i = 1 , Z .
;=I 1. The Kalman filter.
2.
The convex optimization filter with constraint xi zy' = 1. This case can alternatively be computed by the Kalman filter using PO = po (i :) andany xi z8' = 1, or by using the fictitious measurement u0 = (1,1,. . . ,l)zo = 1 with zero measurement noise. Note, however, that the Ricatti equation will be singular here, which may imply certain numerical difficulties. A more theoretically sound alternative is given in [9] .
3. The convex optimization filter with constraint (20).
The optimal filter (16)
The numerical example is taken from [9] , where In Table 2 , the root mean square error (RMSE) is given for these four cases and in Fig. 1 Table 2 . RMSE values for the different filters this table it is obvious that we can obtain better estimates by using more information in this case. Of course, the convex optimization filters cannot compare to the performance of the optimal filter. However, the point is to show the flexibility of the approach, and the problem of consideration can be generalized with more contraints or a more complicated measurement relation, such that the optimal filter does no longer exist.
CONCLUSIONS
We have formulated the state estimation problem in a convex optimization framework. In this way, well-known numerical efficient algorithms can be used to compute the MAP estimate of the state vectur, without any problems with local minima. Compared to the Kalman filter, the advantage is that any log-concave noise distribution can be used and any linear equality or convex inequality state contraint may be included, while the main drawback is that no recursive convex optimization algorithm is yet available, which makes the approach computer intensive.
