We consider the problem of reconstructing remotely obtained images from image-plane detector arrays. Although the individual detectors may be larger than the blur spot of the imaging optics, high-resolution reconstructions can be obtained by scanning or rotating the image with respect to the detector. As an alternative to matrix inversion or least-squares estimation [Appl. Opt. 26, 3615 (1987)], the method of convex projections is proposed. We show that readily obtained prior knowledge can be used to obtain good-quality imagery with reduced data. The effect of noise on the reconstruction process is considered.
In remote sensing and astronomy, images are often reconstructed from data obtained by fixed or scanning detector arrays superimposed upon the image field.' Since detectors are typically much larger than the blur spot of the imaging optics, a naive reconstruction of the image from the detector data would produce an image of lower resolution than that furnished by the imaging optics. The reduction of the detector size to match the blur spot of the imaging optics may not be technically feasible, and even if it were, the associated signal-to-noise ratio (SNR) of the detector output might be too low to be useful. 2 Frieden and Aumann 3 argued that, if one permits an overlap of successive scans and rescans of the same area from different directions, there might be enough information in the acquired data to permit a higher-resolution reconstruction, i.e., one more commensurate with the imaging optics. Frieden and Aumann illustrated such increased-resolution reconstructions by using a least-squares algorithm that they called filtered localized projection.
In this paper we also attempt to reconstruct high-resolution images from coarse detector data, but we use an algorithm that permits the incorporation of prior data. The algorithm, which is a realization of the method of convex projections, alternatively known as the method of projections onto convex sets (POCS), is a two-dimensional extension of a one-dimensional algorithm used earlier in computerized tomography. 4 The method of POCS is often used to recover missing information in limited-data situations. 5 -9 In Ref. 4 , however, it was used explicitly to reconstruct an image from a set of line integrals called ray sums. In this paper the image is reconstructed from a set of area integrals in a fashion that parallels the approach in Ref. 4 . Moreover, in addition to permitting the use of prior knowledge, the method of POCS does not require any particular detector or scanning geometries; detectors can be of any size, the scanning can be in any direction, and the angular scan increments need not be uniform.
METHOD OF CONVEX PROJECTIONS
Consider an unknown signal s(x) that is known to have properties ri, 7r2,
1
, 7rm-With each property 7ri there is associated a set Ci that is the set of all signals having property 7ri. Often these sets are closed (they contain their limit points) as well as convex, meaning that if s(x) and S2(x) belong to Ci then the weighted sum sl(x) + (1 -)s 2 (x) belongs to C for any 0 < g < 1. Of importance is the observation that s(x) must belong to the solution set C A ni=,m Ci, if one assumes that this intersection is not empty.
The central theorem of the method of POCS is as follows: the recursion
where fo is an arbitrary starting point, converges weakly1 0 to a feasible solution that lies in Cs. The projection operator or projector Pi projects an arbitrary signal f onto the closed, convex sets, Ci (i = 1, . . ., m). By projection we mean the function (point) g e C nearest the original arbitrary signal f. The central problem in POCS is to synthesize the projectors Pi (i = 1, . . ., m). Although this may not be a trivial task it is, in general, much easier than to find Ps, i.e., the projector that projects onto the solution set C, in one step. orthogonal coordinate system (x, y), for example, the rectangularly shaped detector of length a and width b in Fig. 1(a) . Now assume that the detector is superimposed upon the image f(x, y), and let its response function when it is in positionj be aj(x, y). Then the detector output dj is given by The geometry is shown in Fig. 1(b) . The rectangular detector in Fig. 1 In real-world situations, the processing is often done by computer. In this case the finite size of the pixels must be accounted for. One way to do this is to include in the detector response the fractional pixel areas included within the detector footprint. The detector output at the jth reading can be written as
METHOD OF PROJECTION ONTO CONVEX
where f(l, k) is the brightness of the pixel centered at (1, k) and o,(l, k) is the detector response at position (1, k) and includes the fractional area of the pixel at (1, k) within the In POCS Eq. (6) is used recursively. Thus, if f,(x, y) represents the nth estimate of the correct but unknown image f(x, y), then the improved estimate fn+,(x, y) would be obtained at the next step, from the detector footprint when it is in the jth position. For example, suppose that the detector has a uniform, say, unity, response over its footprint; then
We note that (y, ay) in Eq. (6) is not merely the area of the detector; it includes terms involving r 2 and therefore depends on the position of the detector array relative to the image-plane coordinates.
Prior Knowledge
In addition to the constraints imposed by the data, there are additional constraints that can be imposed from prior knowledge (all functions in this discussion are assumed to belong to L2; the usual L2 norm and inner product are used throughout). The only prior-knowledge constraint sets used in this paper are as follows:
1. The amplitude constraint set CA:
when pixel centered at (1, k) lies wholly outside detector footprint when pixel centered at (1, k) lies wholly within the detector footprint (O < rj < 1) when pixel centered at (1, k) lies partially within the detector footprint (8a) * (4) In Eq. (4) rj is the fractional area of that portion of the (1, k)th pixel that lies within the detector footprint. Equation (3) is recognized to be a discrete two-dimensional inner product. Therefore it, too, can be written as dj = (f, aj).
We now define the sets Cj (j = 1, . . , K) as
In words, Cj is the set of all image functions whose inner product with the detector function aj is d. We note that the K sets described in Eq. (5) are in effect K constraints on the image. Since f occurs linearly in the expression (f, aj) = d it is possible, in principle, to obtain enough equations, even with detectors larger than a pixel, so that a formal solution can be obtained by matrix inversion. For example, if the image has P 2 pixels and K = 2 is the number of independent equations (f, aj) = d, then, by matrix inversion of the p 2 linear equations, f(x, y) can be found.
1 ' However, since P is typically 525 or more, the matrix inversion process is ill conditioned and not feasible.
Returning to Eq. (5), we show in Appendix A that (a) C is convex, (b) it is closed, and (c) it has a projection g(x, y) given by
In Eq. (6) h(x, y) is an arbitrary function in the L 2 space of square-integrable functions, (h, aj) is an inner product, g(x, y) is the projection of h(x, y) onto Cj, Pj is the projector, and dj is the measurement constraint and is assumed to be given.
The projection of an arbitrary function
The energy constraint set CE:
where E is the maximum permissible energy in the reconstructed image.
The projection of the function h(x, y) onto CE is
3. The reference-image constraint set CR:
In Eq. (lOa), fR is a previously known reference function, and ER is the permitted rms deviation from the reference and is known a priori. CR is sometimes called the sphere constraint because the set includes all L 2 functions that lie within a sphere of radius ER and centered at R. The projection onto CR is
EXPERIMENTAL RESULTS

Reconstruction from Detector Readings
We attempt to reconstruct images from low-resolution data gathered in two different ways: (1) a fixed detector array is superimposed upon the image field, but controlled, sequenced rotation between the image field and the detector array is permissible (Fig. 2) ; and (2) an array is scanned across the image, and data are collected for different positions during the scan (Fig. 3) .
In the example shown in Fig. 2 , each detector has dimensions 4 (horizontal) X 2 (vertical) (all dimensions are in pixels), and the number of pixels in the image is 64. Hence a minimum angular displacement of 8 pixels is required to yield enough equations to solve for the 64 unknown brightness levels. In the example shown in Fig. 3, a 
tion of Fig. 3 , all our experiments were done with the fixed array, in which rotation between the array and the image is used to get additional equations. The image to be reconstructed is a 64 X 64 version of the widely used Shepp-Logan phantom 13 shown in Fig. 4(a) . Superimposed upon the image is a rectangular detector array consisting of 8 detectors along the horizontal and 16 detectors along the vertical. Each detector has dimensions of 8 pixels along the horizontal and 4 pixels in the vertical.
As there are 64 X 64 = 4096 unknown brightnesses, a full data set would require a minimum of 32 angular displacements (128 X 32 = 4096). Note that for each angular displacement we obtain approximately 128 equations.
The first experiment shows the feasibility of using POCS an an alternative to matrix inversion for reconstructing the image. Figure 4 shows the reconstruction of the SheppLogan phantom obtained by using POCS and only the data constraints given in Eq. (5) The derivations of all these projects were given previously id curve shows the reconstruction error when fo = 0, dashed curve (see, e.g., Refs. 5 and 12). We do not repeat them here.
shows the error for the value of fo shown in Fig. 5 . and 4(d) show the reconstructions after 10, 50, and 100 iterations, respectively. The fine structure in the SheppLogan phantom becomes evident after 50 iterations and, except for some noise, is reproduced exactly after 100 iterations. We note that the mean-square error due to the noise is still decreasing at 100 iterations, but at a slow pace; the rms error at this point is 6.8%. The algorithm used to get these results is given by f.+l(x, y) = PK .... Plfn,
where Pk (k = 1, 2, ... K) is defined implicitly in Eq. (12) is used for fo, as in Fig. 5 , and for fo = 0, respectively. Both are clearly converging to the correct solution, but the reconstruction using the more propitious Jo is smoother than the reconstruction initialized by fo = 0. The rms error history for the two reconstructions starting with different initializations is shown in Fig. 7 . Figure 8 shows the effect of limited-view reconstruction by POCS. Of a full angular range of 180 deg (divided into 32 view angles), we did not collect data in regions of angular diameters of 20, 40, 60, and 90 deg. Hence the numbers of available detector readings and the numbers of equations available for reconstruction are reduced from the full data set of 4096 to (8 X 16) X 29 = 3712, (8 X 16) X 25 = 3200, (8 X 16) X 21 = 2688, and (8 X 16) X 15 = 1920, respectively. To ameliorate the effect of insufficient data, we used prior knowledge associated with the sets CA and CR: the amplitude and reference-image constraint sets, respectively. In CA we let a = O and: = 1, and in CR we letfR be the image of Fig. 5 , which we also picked as fo; the parameter ER was set to eR = I1fR -fTII, where JR is the true image shown in Fig. 4(a) .
The results are shown in Fig. 8 . As expected, the visibility decreases with increasing loss of data, but, even with 40 deg of missing view data, the fine structure in the Shepp-Logan reconstruction is still visible in Fig.8(b) . The results should be contrasted with Fig. 9 , which shows reconstructions that were attempted without using prior knowledge.
Effect of Noise
To investigate the effect of noise on the image-recovery procedure, we made the following assumptions: the average intensity across any detector is constant both in time and in displacement across the detector; the number of photons, X, striking the detector is a Poisson process; and the noise in each detector is independent of the noise in any other detector. Under these conditions it can easily be shown that the mean j and the variance a 2 of the Poisson process are given by = aI, a 2 = , (13) (14) where ADAt hp (15)
In Eqs. (13)- (15), I is the intensity at the detector, a is a constant of proportionality, AD is the detector area, At is the Fig. 9 . Same as Fig. 8 but with the reference-image constraint and the amplitude level constraint omitted. Also, the initial image is fo = 0. This image is reconstructed from data only, whereas that of Fig. 8 integration time of the detector, h is Planck's constant, and v is the frequency of radiation. To generate a given SNR, we adjust a to have the value log a = 0.1 (SNR -10 log I).
The parameter a is computed this way for each detector reading. Thus Eq. (16) is written more properly as log an = 0.1(SNR -10 log I),
where K is the total number of readings. This procedure is one way of defining a SNR for the whole image; no doubt there are others. The actual procedure for generating noisy data then consisted of the following steps. Because we were interested only in high SNR's, we used the Gaussian approximation to the Poisson law to generate random samples with the correct (d) (b) reconstruction from noiseless data, (c) variance. Thus at, say, the nth reading we measure a noiseless intensity In. Then the correct photon variance, from Eq. (14), is anIn, where an is computed from Eq. (17) for any specified SNR. The next step is to use a random-number generator to generate a photon-noise term from a Gaussian probability-density function with a mean of 0 and a variance of anIn. This sample is converted to intensity noise by dividing by an. The total measured intensity is then the sum of In and the noise component obtained as described above. This procedure is repeated for every detector reading in the image-plane array.
The results for SNR's of 30 and 50 dB are shown in Fig. 10  for 100 iterations. The reconstruction with a 30-dB SNR is noisy enough to obliterate the details of the image. Results are much better for a 50-dB SNR, but there is still a considerable amount of noise present. We found that the smooth-ing induced by the CR constraint had little effect for this image. The task of finding effective noise-suppressant schemes for reconstruction from noisy data is left for future research.
Comparison with Two-Step Least-Squares Results
In a recent paper 3 Frieden and Aumann proposed a two-step least-squares scheme for reconstructing high-resolution images from data obtained from scanning arrays. There too, the blur spot of the imaging optics was significantly smaller than the size of the array detector elements. Frieden Of course, if there is no noise and the equations are consistent, the original image is reconstructed. Thus the FLP method realizes the least-squares estimator OLS in two steps. Another way to inverse filter Op is to recognize that H1H
is Toeplitz and therefore is associated with a well-defined point-spread function connecting the LP reconstruction and true object. Hence the LP image can be inverse filtered in the frequency plane by a fast Fourier transform to yield 0. In our research we compared the FLP method, using frequency-plane inverse filtering, with the POCS approach. Although both techniques furnished good results, each had certain advantages compared with the other. The results are discussed below.
In the first experiment of this series, we used a scanning arrangement similar to that shown in Fig. 3 ; each detector was 1 pixel high and 2 pixels wide. We call this a two-point horizontal blur (2-PHB). The test image is shown in Fig.  4(a) , i.e., a 64 X 64 Shepp-Logan phantom. All the detectors were assumed to have unity response. The pointspread function in this case is the sequence .... 0,0,1,2,1,0, 0.... For the POCS reconstructions, Jo was taken as the zero image; R was the uniform ellipse of Fig. 5 ; and the region A, enclosing the ellipse and representing our knowledge of the finite support of the object, was a rectangle of dimensions 50 X 60. Figure 11 shows the results for the 2-PHB. Figure 11 (a) shows the unprocessed detector image: the 2-PHB effect is evident. In Figure 11 (b) the LP image Op= H7I. The FLP image is shown in Fig.11 (c) and should be compared with the POCS reconstruction after 30 iterations, shown in Fig. 11(d) . Both approaches, POCS and FLP, yield comparable results and represent significant improvements over the unprocessed detector image of Fig.  11(a) . Figure 12 shows a much more severe blurring produced by using 4 X 1 detectors, which introduce a four-point horizontal blur. The unprocessed detector image [ Fig. 12(a) ] and the LP image [ Fig. 12(b) ] are so badly blurred that the finer details in the Shepp-Logan object are obliterated. The FLP image [ Fig. 12(c) ] is quite good except for a mottled background. The same kind of mottling appears after 30 iterations in the POCS image, which, in other respects, is quite good. When the POCS image is reconstructed after 100 iterations [ Fig. 12(d) ], an excellent noise-free image is reconstructed that is superior to the FLP image [ Fig. 12(c) or  11(c) ]. On the other hand, it may be possible to improve the FLP image by techniques other than simple inverse filtering, which is known to be noisy.
It appears that both FLP and POCS can recover highresolution images from badly blurred detector images. Although the FLP technique is much faster than POCS, the latter seems to yield better results when the blurring is severe.
In the final experiment in this series we compared POCS and FLP results obtained when the obtained data are incomplete, i.e., when some of the detector are not working. Frieden and Aumann 3 pointed out that data obtained from the Infrared Astronomical Satellite suffer from missing scan tracks because some of the detectors did not work. We wished to determine which technique was more susceptible to the propagating interference resulting from dead detectors. To this end we returned to the 2-PHB case and set the response of four central detectors equal to zero. More specifically, if the scanning configuration shown in Fig. 3 is adopted for a 64 X 64 image, and the detectors are numbered from -32 to +32 (the -32nd detector playing the role of detector 1 in Fig. 3 and the +32nd detector playing the role of detector 9), then detectors 0 through 3 were set to zero.
The results are shown in Fig. 13 . Figure 13(a) shows the unprocessed detector image. Both the blurring and the effect of the dead detectors are evident. Figure 13 the LP image. The FLP image is shown in Fig. 13(c) ; note the artifacts introduced by high-pass filtering. These artifacts are not visible in the POCS image, which is shown in Fig. 13(d) after 30 iterations. Thus it appears that the POCS method is more likely to propagate the effects of dead detectors into the rest of the image than is the FLP method. The problem of how to recover the missing picture data when detectors stop functioning is another matter and is left for future research.
