Sea ice dynamics is examined for the frequency spectra of ice velocity using mathematical models and ice motion data. The data are from the Baltic Sea and Sea of Okhotsk. A general spectrum for linear coupled ice-ocean free drift is derived and analysed. Interior dynamics shows singularity in the Coriolis (inertial) frequency and asymptotic high frequency power law of -2. In the presence of internal friction the spectrum is expected to evenly fall to zero with frictional resistance increasing above yield level. In the observations, the main spectral peak is wide at the synoptic time scales. The Okhotsk Sea spectra show inertial and tidal signals but they are missing from the Baltic Sea due to very weak tides and shallow depth damping inertial oscillations. Above semidiurnal frequency ice velocity spectra fall in power law of -5/3, inherited from atmospheric and oceanic dynamics, and at very high frequencies, above 0.5 cph the fall seems to slow down to power law below -1. The Eulerian ice velocity 2 spectrum was higher than the Lagrangian spectrum throughout the entire obtained spectrum (0.1-5 cpd). Theoretical spectra show general agreement with observations except that they have less kinetic energy at very high frequencies and much stronger inertial peak. Thus Eulerian observations are more variable than Lagrangian observations.
Introduction
Sea ice motion is forced by winds and ocean currents. It is a granular medium. Each ice floe performs its own individual trajectory, independently in the absence of internal stress. On scales much larger than the floe size, a continuum approximation is commonly assumed.
Continuum parcels consist of a large number of ice floes. This large-scale ice is a twodimensional, compressible and non-linear geophysical fluid at the continuum length scale, and consequently the problem and solutions are of general scientific interest. Wind acts as an independent external force, but the motion of ice is closely coupled with the ocean boundary layer (OBL). Momentum is transferred from wind to drifting ice and further to water body, or from geostrophic ocean currents and tidal currents through OBL to ice. The response of drift ice to forcing is dictated by its inertia, rheology and re-distribution of its thickness field. In closely packed fields of ice floes, internal stress is very important and can even prevent the ice from moving, while in open packing the floes drift free with no significant mutual interactions.
The first records of drift ice kinematics are from Nansen (1902) . The motion of Fram, crossing the Eurasian side of the Arctic Ocean, was 2% of the surface wind speed directing 30º to the right from the wind direction. In later years, with accumulated database, empirical corrections for different ice conditions were applied on this relationship (Zubov, 1945) , to account for the influence of internal ice stress. Also the variation of the atmospheric and oceanic drag parameters due to stratification of the boundary layers and roughness of sea ice was examined by Rossby and Montgomery (1935) . These results could explain some of the observed variability in sea ice drift velocity. The presence of internal stress was known from the beginning (Nansen, 1902) but only in 1950s it was first mathematically formulated, then as a linear viscous law (Laikhtman, 1958) . Plastic flow laws, corresponding to the present understanding of drift ice mechanics, were introduced 15 years later ).
In free drift, i.e. in the absence of internal stress, atmosphere-ice-ocean forms a linear system in the first approximation (Shuleikin, 1938; McPhee, 1980; Leppäranta, 1981) . Nonlinearities arise due to nonlinear ice-water drag force and momentum advection, which, however, is a minor term. In contrast, plastic drift of closely packed or compact ice fields contains highly nonlinear dynamics Pritchard, 1975; Hibler, 1979) . Plastic yield of drift ice is quite specific, as it shows no resistance to tension but high, strain-hardening resistance to compression. In the regime between plastic flow and free drift there is a state when interactions between ice floes are due to floe collisions (Shen et al., 1986) but the resulting internal ice stress is then small.
The physics of sea ice drift is fairly well understood (e.g., Leppäranta, 2011) , but there are still relevant open questions. A particular problem is scaling of sea ice dynamics and its space-time spectrum. Temporal characteristics of ice drift have been treated in papers about drifter data (e.g., Hibler et al., 1974; Ono, 1978; Thorndike and Colony, 1980; McPhee, 1980; Leppäranta, 1981; Leppäranta and Omstedt, 1990; Schevchenko et al., 2004; , where the close connection with wind and the presence of Coriolis and tidal signals have been recognised. Inertia of the ice itself shows up only at very high frequencies. Less work has been done on the spatial characteristics of ice drift, and the present knowledge of spatial variability of ice motion is still only qualitative. Thorndike (1986) analysed drift buoy data for correlation structure in longitudinal (along ice motion) and transverse drift directions, and Kheysin (1978) , Sanderson (1988) and Richer-Menge et al. (2002) have examined internal ice stress in different length scales. Spatial structures and scales have been discussed by Overland et al. (1995) , Marsan et al. (2004) , Hutchins and Hibler (2008) , Goldstein et al. (2009 ), Rampal et al. (2009 ), and Stern and Lindsay (2009 .
A better knowledge of scaling dynamics processes is required for research and applications.
Comparisons between sea ice velocities from model simulations and Radarsat data have shown that the present models are incapable to produce spatial or temporal scaling laws that match those observed in nature (e.g., Leppäranta et al., 1998; Girard et al., 2009 ). The time co-ordinate presents a more straightforward problem as it can be approached using the continuum theory, but in spatial scaling one needs to go from a continuum system of ice floes to granular flow and further to interior dynamics of individual ice floes. GPS techniques are now feasible to monitor ice velocity at very high accuracy (e.g., MacMahan et al., 2009 ).
Spatial scaling is very important for practical applications, since it is connected to forces that can act on structures. Temporal scaling is connected to short term (1 day) and very short term (1 hour) local forecasting problems for ship route planning, oil platforms, oil spills and ice pressure on ships.
In this work the frequency spectrum of sea ice drift is examined based on theoretical analysis of the equations of ice dynamics and on observations. The purpose is to combine theoretical analysis and ideal models with ice motion data to obtain a better understanding of the velocity spectrum of drift ice. We consider the structure and shape of the spectra and spectral response to forcing. First, the theory of sea ice drift is briefly introduced based on Leppäranta (2011) . It is then extended to examine the ice velocity frequency spectrum. Then observed spectra, covering frequencies from synoptic time scales up to more than one cycle per hour, are analysed, and their correspondence with theory is discussed. The shape and level of observed ice velocity spectra can be well understood with the existing theory down to frequencies of about 1/3 cycle per hour.
Sea ice dynamics theory and models

General laws
The present knowledge of the structure and mechanics of drift ice was developed during the twentieth century. The linear theory was produced by several authors (Nansen, 1902; Ekman, 1902; Rossby and Montgomery, 1935; Zubov, 1945; Nikiforov, 1957; Laikhtman, 1958; Doronin and Kheisin, 1975) , and the nonlinear contribution was given by the AIDJEX (Arctic Ice Dynamics Joint Experiment) sea ice team in the 1970s (Coon, 1974; Coon et al., 1974) .
Since then satellite remote sensing has brought much new information, in particular in sea ice kinematics (Kwok et al., 1990; Agnew et al., 1997) . Numerical models have made great progress (Hunke and Dukewicz, 1997; Coon et al., 1998; Girard et al., 2009) , and ice-ocean and ice-atmosphere interaction have become much better understood (Andreas, 1998; McPhee, 2008) . But the fundamental theory of sea ice dynamics holds much as it was in the 1970s. It has gained support from observations and its applicability has been widened, but detail field and remote sensing observations have also shown deficiencies in this theory (see Leppäranta, 2011) .
The general system of equations of drift ice dynamics consists of the equation of motion and ice conservation law:
Here  is ice density, h is mean ice thickness, u is ice velocity, t is time, f is Coriolis parameter, k is unit vector vertically upward,    (J,,  )is internal ice stress,  is strain and   is strain-rate, J is the ice state containing the relevant material properties of drift ice, a is wind stress w is water stress, g is acceleration due to Earth's gravity,  is sea surface elevation, is ice state change due to mechanical deformation, and is ice state change due to freezing and melting. Internal stress is related to the deformation of the continuum, while stress divergence contributes to the momentum balance. In the case of sea ice these forces are frictional-they consume mechanical energy in an irrecoverable manner.
Ice state should contain at least ice compactness A and mean ice thickness, J = {A, h}, or a more complete ice thickness distribution (Thorndike et al., 1975) . Free drift (   0) assumption is valid for A < 0.7-0.8, but for higher compactness, a plastic flow law (Coon et al., 1974; Hibler, 1979) is employed. Then the strength of drift ice is determined by ice thickness and compactness. In floe collision models (Shen et al., 1986) , valid for compactness less than about 0.8 or less, the strength depends also on the floe size, but the resulting internal stress remains low.
Ice-ocean or ice-atmosphere interaction take place in the boundary layer or Ekman layer of ocean or atmosphere. Assuming that the ocean depth is more than Ekman depth or the boundary layer thickness, the sea surface pressure gradient term can be determined using the geostrophic flow law: -g = fkU wg , where U wg is the geostrophic current velocity (e.g., Gill, 1982; McPhee, 2008) . Quadratic drag laws are normally employed for the air and water stresses on ice (Brown, 1980; McPhee, 1980 McPhee, , 2008 :
where  a and  w are air and water densities, C a and C w are air and water drag coefficients, U a and U w are air and water velocities, and  a and  w are air and water turning angles. In exact terms, in Eq. (2a) wind velocity should be replaced by the relative velocity of wind with respect to ice velocity, U a -u. But since u << U a , the used approximation is good.
Parameterization of these drag laws was thoroughly examined in AIDJEX programme in the 1970s (Brown, 1980; McPhee, 1980) .
The system of equations of sea ice dynamics (Eqs. 1a, b) contains three time scales. The immediate response is determined by the time scale of ice inertia:
where H and U are the ice thickness and velocity scales, respectively. 
Inertial timescale of very thin ice (less than 10 cm) is down to 5 minutes, and in the Central Arctic the deformation time scale is up to 100 days. Inertial timescale is proportional to the thickness of ice, while deformation time scale is related to thickness via ice strength.
The dynamics of sea ice is strongly coupled with the dynamics of the oceanic boundary layer (OBL) beneath. In the linear theory, advection is ignored and ocean current velocity can be split into geostrophic and Ekman flow parts (e.g., Gill, 1982; McPhee, 2008) , U w = U wg + U wE .
The former part is obtained from large-scale geostrophic dynamics, while the latter part is closely coupled with ice:
where K v and K H are the vertical and horizontal turbulent viscosities, and z is the vertical coordinate.
Linear free drift
In free drift, the internal ice stress is ignored. It is easy to see by scaling analysis that momentum advection is practically always a small term in sea ice drift (Leppäranta, 2011, Section 5.4) . In more exact terms, the ice-water drag coefficient is larger than 10 -3
, and the length scale in free drift is limited from below by the baroclinic Rossby radius of deformation
, where L is the length scale, the ratio of advection to icewater stress can be estimated as
where U is ice velocity scale, and Û  u  U w is the scale of ice-water velocity difference.
Thus only when Û  U can advection be important; this means that ice must basically follow the surface current, with insignificant wind stress or internal friction. Sea ice drift is then solved as part of the ocean dynamics problem, and momentum advection may be important in intensive dynamics situations.
Ignoring momentum advection, free drift becomes a local problem, u = u(t). The steady-state free drift equation can be easily solved for the ice velocity relative to the geostrophic ocean current, û g  u  U wg , showing that ice motion is the sum of pure wind-driven drift and geostrophic current (e.g., Leppäranta, 2011, Section 6.1). The non-steady situation can be analysed by subtracting the time derivative of geostrophic current from both sides of the free drift equation. Eq. (1a), ignoring advection and ice stress, gives:
The negative time derivative of geostrophic current becomes a driving force for û g . However,
the inertial time scales of ice velocity and geostrophic current differ by one order of magnitude: their ratio is T I f ~ 10 -1
. Thus inertial ice processes can be examined with fixed geostrophic current, while for variable geostrophic current, quasi-steady ice dynamics can be assumed.
In the linear theory, a linearized drag coefficient is employed: C w1  C wÛ . Integrating Eq. (5) across the OBL, assuming horizontal homogeneity, ice and oceanic boundary layer dynamics can be written in general form as:
where D is sea depth and  U wE is the vertically averaged Ekman current velocity. We have taken, for simplicity, zero turning angle in the ice-water stress formula. Forcing of this coupled system is by wind stress and geostrophic ocean current. Eqs. (8a, b) form a pair of linear equations, and they can be easily solved using the elimination method (Leppäranta, 2011, section 6.3 ; also consult basic calculus textbooks, such as Adams, 1995) . Briefly,  U wE is eliminated and then a second-order equation is obtained for u. The ice velocity is then is a linear function of the forcing, and the spectrum is directly obtained from the forcing spectrum (e.g., Jenkins and Watts, 1968) . The resulting spectrum p = p() of the relative sea ice velocity û g is:
where  is frequency,  i and  w are ice and Ekman layer inverse response times, respectively, and p F () is the spectrum of the forcing. The spectrum can be expressed as p = ap F , where a = a() is the spectral modulation factor; a can be taken as the spectral response to white noise forcing. There is one singularity, at the Coriolis frequency  = -f. Coriolis acceleration (or "Coriolis force") acts perpendicular to the direction of ice drift, to the right in the northern hemisphere, giving rise to clockwise inertial oscillation in the ice drift (e.g., Gill, 1982) . as   ±. At frequencies smaller than 0.016 cycles per hour (2.6-day period) the modulation factor becomes flat, and at frequencies larger than 1 cycle per hour the power law of -2 appears. The spectral density is higher in the negative side for all frequencies.
One may question how the simple drag law works for high frequencies. Omstedt et al. (1996) showed that the quadratic drag force differs little from the drag force obtained directly from a 2nd order turbulence model down to frequency of 0.25 cycles per hour (their analysis did not go to higher frequencies). where the ocean is passive (i.e., Eq. 8a with U wg = constant and  U wE  0), and (b) Locked ice-ocean (McPhee, 1978) , where the ice and mixed layer flow together (Eqs. 8a and 8b added together):
respectively. The factor in parenthesis in Eq. (7b) is due to that much larger mass is driven in locked ice-OBL case; it is of the order of 10 -3
. Both peak at ω = -f, but the peak is very weak in the ice-only case. They both decay as  was presented by Heil and Hibler (2002) . Sea ice velocity is extracted from the locked iceocean velocity by assuming a drag coefficient and a turning angle. The stationary solution is correct, and therefore low frequencies are reproduced very well in the ice velocity spectrum.
Also the inertial peak comes out well but at higher frequencies the spectrum falls off too fast. has two nonlinear terms: momentum advection and ice-water stress. The former would transfer energy to higher frequencies-as usually in turbulent flow-but it is a very small term in sea ice dynamics. In free drift driven by intensive ocean dynamics advection can become important but then the ice essentially traces ocean currents (see Eq. (6) and discussion there). Ice-water stress is well approximated by a quadratic law but the dependency is of the form  w ûû, which transforms the form of a forced sine wave for sea ice velocity but does not influence on the frequency (Figure 3 ). In the quadratic case, ice responds faster to changes in forcing than in the linear case. . Drag law parameters have been tuned to give the same ice velocity amplitude in both cases.
Drift in the presence of internal stress
Internal stress in drift ice is due to interaction between ice floes (see, e.g., Leppäranta, 2011, Chapters 4 and 7). Plasticity of drift ice is characterized by high compressive strength and low tensile strength and sensitivity to ice compactness . Also drift ice is strain hardening under compression but becomes unstable in shear.
In general, internal stress ranges from stress-free state to plastic flow (e.g., Leppäranta, 2011, Section 7.1). The effect on motion therefore ranges from zero in free drift to dominant when stress is on the yield surface. We can examine the range of rheologies by a family of viscous models:
where g n is n'th degree homogeneous function (i.e., g n (ax, ay) = a n g(x, y)), and   I and   II are strain-rate invariants equal to the sum and difference of the principal strain rates. At compactness ~ 0.8, stress is transferred by collisions between ice floes, and the resulting rheology is super-linear, n = 1 (Shen et al., 1986) ; however, the resulting stresses are then small. For n = 0, a linear viscous law results, while for -1 < n < 0 we have sub-linear viscous laws approaching a plastic law as n  -1. For a harmonic velocity component u = u(x, y)exp (-it) , the acceleration has frequency (n+1), and the internal friction is comparable to the acceleration. If n < 0 (n > 0), kinetic energy is transferred toward lower (higher) frequencies, while for n = 0 the system is linear and no cross-frequency energy transfer takes place.
Thus in sub-linear viscous flow, kinetic energy is transferred from higher to lower frequencies.
In the case of drift ice, however, the rheology possesses asymmetry in that there is strong resistance to compression but very small resistance to tension. Coupling the ice conservation and momentum equations introduces some interesting features. Since the ice stress is nonzero only during convergence, the frequency of an opening/closing cycle is transferred to the ice velocity spectrum. Thus, for any n is the ice moves, its velocity is forced into the deformation frequency, and deformation frequency follows the forcing frequency. Summer and winter ice velocity spectra from the Arctic Ocean illustrate the influence of the internal stress (Thorndike and Colony, 1980) ; the summer situation is closer to free drift while in winter, internal stress is important. The spectra look similar, and the main differences are that in winter the overall level of spectral density is one order of magnitude lower and the semidiurnal peak is weak.
There is no indication of cross-frequency energy transfer due to internal stress.
Consider a one-dimensional channel closed at one end (see Leppäranta, 2011, Section 7.2) .
Assume that the wind blows toward the channel end with small, cyclic variation around the mean. Then the ice will move toward the closed end but less during each wind cycle until it finally stops. The steady state situation is a stationary ice field. The ice velocity spectrum has a peak at the wind frequency and the height of the peak goes to zero with time due to the strain hardening of the ice field. In coastal shear flow (see Leppäranta and Hibler, 1985) a steady oscillating plastic flow solution is possible as v = aU a , where the coefficient a is a non-linear function of the wind direction. Again, the ice motion follows the wind frequencies.
In both channel flow and shear flow cases, however, the behaviour of ice motion is unclear at very high frequencies where neither observations nor detailed model studies are available.
Thus we must ask to how high are frequencies for which the above results are valid.
To examine the spectra of ice velocity in the presence of internal stress, a series of numerical experiments was performed by . Ice response was simulated with an oscillating wind in a rectangular basin. Wind speed was constant but the direction turned clockwise one cycle in a given periods. Different periods were used in a number of simulations. The Hibler (1979) viscous-plastic rheology was employed. Phase shift followed the forcing but no change in the frequency space was observed. However, there was a limitation in these experiments because the momentum advection term was ignored.
The above more or less heuristic reasoning based on the theory of sea ice drift suggests that in the presence of internal stress the frequency of ice drift follows the forcing frequencies but amplitude response is highly nonlinear. No observational evidence contradicts this. However, at very high frequencies the situation is unclear due to lack of accurate observed drift data.
Observations
Data collected
Many observation programmes have been performed on sea ice kinematics, and, consequently a number of papers have been published on ice velocity time series analyses (e.g., Hibler et al., 1974; Ono, 1978; McPhee, 1980; Thorndike and Colony, 1980; Leppäranta, 1981; Hutchings and Hibler, 2002; Schevchenko et al., 2004; Geiger and Perovich, 2008) . Here ice motion data from two different kinds of basins are used to extend the empirical knowledge toward higher frequencies and to compare the observed spectra of ideal models. where is frequency and t is the observation time interval. Especially good positioning accuracy is needed to obtain the very high frequency spectra of sea ice velocity. GPS noise decreases at high frequencies (Hutchings and Hibler 2008; MacMahan et al. 2009 ) and thus the white noise assumption above is a conservative underestimate of the GPS accuracy. however it provides ice velocity measurements only when ice is present above the instrument.
Since the ice concentration in the southern Sea of Okhotsk varies greatly over a few days, continuous ice velocity time series exist only for duration of 3-7 days. Buoy #6 drifted most of the time in the proximity of the ADCP, and the data that it collected less than 100 km away from the ADCP mooring site is used for the comparison of Eulerian and Lagrangian frequency spectra.
Ice velocity spectra from drifter data
The spectral calculations were performed with MatLab software using the Welch method. In the Baltic Sea case, Hann window was used on the 5-minute interval data. Segment length was 120 measurements and segment overlap was 75%. In the Sea of Okhotsk case, the time series were divided into 5 days long overlapping segments (75% overlap) and the segments were weighted using Kaiser-Bessel window. Due to the shortness of the segment needed to increase the statistical reliability, the low frequency threshold is 0.2 cpd. However, this enables the distinction between diurnal tidal, Coriolis and semidiurnal tidal responses with periods of 24 h, 16.9 h (latitude 45ºN) and 12 h, respectively. The spectral resolution is anyhow insufficient for the separation of main diurnal tidal constituents, K1 and O1. To have good outcome for confidence intervals, different weighting windows were used because of the large differences in the lengths of the individual time series. The confidence intervals plotted in the spectra were provided automatically by MatLab software.
First, consider the basic structure of sea ice velocity spectra. In the Baltic Sea ice velocity spectra are dominated by synoptic frequencies (Leppäranta and Omstedt, 1990) . Here the focus is on frequencies higher than one cycle per day. Figure 5 shows spectra from the Baltic Sea together with the corresponding wind spectra (wind velocity has been scaled by the factor of 0.02 to represent linear free drift approximation). Station S3 represents free drift while in Station S2 strong pressure was observed in the drifting ice (see Figure 4a) . The difference between the spectra of S2 and S3 is, however, small: S2 has higher level at frequencies higher than 0.1 cycles per hour (cph), while at lower frequencies the situation is opposite. Wind, on the other hand, shows similar spectral characteristics in both cases.
Coriolis or inertial oscillation (0.075 cph) is not present in these spectra although the free drift theory includes a singularity at this frequency (see Eq. 9). This oscillation develops in the ocean boundary layer and from there it is fed into ice drift. In this basin inertial oscillations are weak in winter because of frictional damping by bottom friction due to shallow depth and lack of stratification, although in summer inertial oscillations show up well (Leppäranta and Omstedt, 1990) . Internal friction of ice also damps the Coriolis acceleration (Thorndike and Colony, 1980) , but the present data support the bottom friction as the main factor.
The spectra are falling down from the synoptic scales, and through 0.1 to 0.5 cph the fall is steepest with slope quite close to -5/3. This is inherited from the atmospheric and oceanic boundary layers, and tells of wind acting as the driving force since the spectral level of the ice velocity is close to the level of 2%-wind. Interestingly, in the presence of internal stress (Station S2) ice drift is below 2%-wind up to 0.15 cph but thereafter above, while the free drift case (Station S3) is slightly below 2%-wind at high frequencies; however, these features are too weak for firm conclusions. can also be identified. The presence of inertial signal in this region was shown by Ono (1978) .
Semidiurnal tide is not clear. In frequencies higher than 1 cpd the spectra fall down at about the slope of -5/3 up to 5 cpd as in the Baltic Sea. Here higher frequencies are not available. Buoy #4 (blue), Buoy #5 (red) and Buoy #6 (green). Buoy #4 drifted in southeastern Sea of Okhotsk and Buoys #5 and #6 were close to Hokkaido coast. Short error bar is for #4 and #5, longer one for #6. The spectra are above the measurement noise up to about 5 cpd.
Very high frequencies
In sea ice dynamics it is convenient to define 'very high frequencies' by the frequencies where the inertia of ice plays an important role. Scaling the equation motion, it is seen that the importance of inertia is characterised by the Strouhal number Sr = UT/H (see Leppäranta, 2011) , which provides the inertial time-scale as shown in Eq. The present accuracy is enough to produce spectra up to a little above 1 cph.
Above the frequency of 0.1 cph, the Baltic Sea spectra first fall following the -5/3 power law ( Figure 5 ). Then the slope changes at about 0.5 cph. At higher frequencies the spectral density is flatter, falling weaker than power law of -1. The change in the power reflects changing in the dynamics of ice from quasi-steady drift under air-ocean forcing to a nonsteady ice regime. The measured ice drift spectra reach the measurement noise given by Eq.
(12) above 1 cph ( Figure 5 ). At 0.5 cph the measured spectra are well above the noise level.
The blue form of the noise spectrum is clearly revealed at higher frequencies, coming as rising line toward higher frequencies.
In the linear free drift theory, in very high frequencies the spectral modulation factor (see Eq.
9 and the lines below it) approaches asymptotically a power law of -2 as . This power law comes from the inertia of ice. The power of ice velocity spectrum is then equal to the sum of powers of the modulation factor and wind spectrum, asymptotically equal to -2-5/3 = -11/3 as . The linear theory is an idealized case and the results here suggest that features not present in the linear theory become important in high frequencies.
A remarkable feature is that the fall of ice velocity spectrum becomes weaker instead of becoming stronger as predicted by the linear free drift theory (Eq. 9). Possible reasons behind this weak slope above 0.5 cph could be the following: (i) random shifts of ice floes due to floe-floe interactions, (ii) quadratic ice-water drag law, and (iii) shallow water waves in the water body. There is a natural variation in the drift of individual floes due to their different thicknesses and form drags, since free drift is determined by the drag parameters, Rossby number U/(Hf), and the inertial time scale. The response time in ice motion is independent of actual ice speed in the linear drag law but in the quadratic case it is inversely proportional to ice speed:
where Û is a fixed scaling speed to determine the linear drag coefficient. This means that in the quadratic case the response time becomes larger than in the linear case at very high frequencies resulting in the weaker fall of the velocity spectrum. The research basin, Bay of Bothnia is weakly stratified in winter, it is shallow (mean depth is 40 m), and its size 100 km  250 km. Transverse and longitudinal shallow water waves are observed there, providing sources to force very high frequency oscillations in ice velocity; the existence of Kelvin and Poincaré waves has been hypothesized but not proved.
The band spectral power weakening is, however, rather narrow for the range it can be seen, and for frequencies higher than about 2 h -1 the spectrum is in the noise and remains unknown.
Earlier published ice velocity spectra do not go into the very high frequencies and do not show clear indications of this weakening band. Also it is unclear whether the present sea ice dynamics theory can explain the phenomenon.
Lagrangian and Eulerian spectra
The connection of Lagrangian and Eulerian is non-trivial, and in sea ice dynamics there is also a very clear distinction in them due to the finite size of ice floes. Lagrangian dynamics follow a fixed a ice floe, which responds to forcing by its shape and drag properties, while
Eulerian dynamics see different ice floes passing fixed points is space. Thus Eulerian ice velocity spectra should contain the variance due to variations in the floe characteristics and therefore should be on a higher level than the Lagrangian spectra. In free drift, the difference in the spectra shows the influence of floe characteristics exactly, but the stronger is the internal stress the more individuality of ice floes is merged into large-scale continuum floe of the ice field.
Most ice kinematics investigations are based in Lagrangian data collected by drifters and alike.
Eulerian data have also been analysed (e.g., Schevchenko et al., 2004) In the observations, Eulerian spectrum is at higher level than the Lagrangian spectrum as anticipated. The difference does not show significant variations across the spectrum, but the slopes of the spectra show indication to differ at high frequencies. In this case the ice field was not compact and likely not far from free drift, and the difference in the spectra reflects to a large degree the influence of variability of ice floe characteristics. The linear free drift theory presented in Section 2.2 exactly corresponds to Lagrangian dynamics. Its modification into Eulerian dynamics would necessitate a two-dimensional grid with marked ice floes. In simple approach, a random forcing could be added into the free drift equation and that would then rise the Lagrangian spectrum to a higher level. 
Conclusions
In this work the frequency spectrum of sea ice drift has been examined based on theoretical analysis of the equations of ice dynamics and observations. The observations sites are from the Baltic Sea and Sea of Okhotsk, both in the seasonal sea ice zone. The former basin is shallow and ice drift is mostly wind-driven, while the latter basin is deeper with strong tidal currents. The resulting ice velocity spectra shows differences due to external forcing conditions and basin characteristics but also similarities due to invariances in ice-ocean dynamics.
Linear free drift forms the basic theoretical model, coupled with the ocean boundary layer. Ice dynamics modifies the spectrum of forcing, which is due to wind and tidal and geostrophic ocean currents, determined by relaxation time scales of ice and oceanic boundary layer and Coriolis acceleration. The modulation falls asymptotically with frequency in the power of -2 at high frequencies and contains a singularity in the inertial (Coriolis) frequency. Inertia of the ice itself shows up in frequencies higher than about 0.5 cycles per hour. Nonlinearities in free drift do not cause significant transfer in the frequency space. Momentum advection is a weak factor, and the quadratic ice-water stress modifies the waveform of a sine wave forcing but does not influence the frequency. Internal stress of drift ice is plastic -strongly nonlinear.
The plastic rheology of drift ice is asymmetric in that it gives strong resistance to compression but weak resistance to tension. Convergence and divergence of ice tend to follow the forcing and consequently the internal friction does so, and therefore ice motion inherits the forcing frequency. In spin-up and spin-down of plastic ice drift the situation becomes more complicated.
In the observed spectra the main spectral peak is wide at the synoptic time scales, and toward higher frequencies the spectrum shows red noise with inertial and tidal signals peaking up from it. In the absence of geostrophic currents, wind dominates the ice velocity spectra at frequencies below one cycle per day. At higher frequencies, the tidal and inertial signals are commonly observed. In the red noise band, the slope is close to -5/3 from semidiurnal frequency down to 0.5 cph. In very high frequencies, above 0.5 cph there was indication that the power of the in the spectral fall was changed from -5/3 to weaker than -1. The reason for this was suggested to be due to nonlinearity of the ice-water interfacial stress, mechanical interactions between ice floes, or shallow water waves in the basin. One case was presented from the Sea of Okhotsk where Eulerian velocities were measured with fixed ADCP mooring and simultaneously Lagrangian measurements were collected with drift buoys in the same region. Eulerian velocity spectrum was above Lagrangian velocity spectrum over all frequencies (0.1-5 cpd). The difference in Lagrangian and Eulerian spectra is well covered by the theory.
The linear free drift theory can explain the observed free drift spectra with their synoptic, inertial and tidal peaks and the power law of the spectral density at high frequencies. The very high frequency remains, however, a major problem. Theory suggests that the spectral power law becomes stronger asymptotically but observations indicate that the power becomes weaker at least up to 2 cph. To solve this question needs first of all ice drift velocity observations with very high accuracy (positioning accuracy better than 1 m). When internal stress becomes stronger and stronger, the velocity spectrum goes to zero everywhere as known from observations. Another problem is that how this decrease takes place across the whole spectrum. The existing empirical data does not cover this question well. Understanding the very high frequencies in sea ice dynamics is important in development of short-term forecasting method for ice forces on platforms and ships and for drift and dispersion of oil spills in ice fields. 
