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In this paper we analyze the numerical solution of Volterra integro-differential equations
of neutral type with weakly singular kernels. We establish a priori error estimations for
the ﬁnite-element-method semi-discretization of the given problem by deﬁning a suitable
Ritz–Volterra projection operator: here, the key point in the proof is the fact that the
deﬁnition of the Ritz–Volterra projection operator that is not related to the neutral term.
We then discuss the discontinuous Galerkin time-stepping method for the semi-discretized
equation, together with a fully discretized form.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study neutral-type Volterra integro-differential equations (NVIDEs) of the form
ut − u = V Iαu(t) + V IIβu(t) + f (x, t), ∀x ∈ Ω, t ∈ J := [0, T ], (1.1)
u(x,0) = u0, ∀x ∈ Ω, (1.2)
u(x, t) = 0, ∀x ∈ ∂Ω, t ∈ J , (1.3)
where Ω is assumed to be a bounded domain in Rd (d = 1,2,3). The Volterra operators V Iα and V IIβ possess weakly singular








k2(t − s)(t − s)−βus(x, s)ds, (1.5)
respectively, with ki ∈ C( J ), with ki(0) = 0, and 0 < α, β < 1. We will assume, without loss of generality in the subsequent
convergence analysis, that ki(t) = λi (i = 1,2), where λ1 and λ2 are given nonzero constants.
We shall ﬁrst analyze the ﬁnite-element method for the spatial semi-discretization of (1.1)–(1.3) by deﬁning an appropri-
ate Ritz–Volterra projection operator. The notion of the Ritz–Volterra projection operator was ﬁrst introduced by Cannon and
Lin [5] for the convergence analysis of the ﬁnite element method applied to a “classical” partial Volterra integro-differential
E-mail address:mjt@swufe.edu.cn.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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J. Ma / J. Math. Anal. Appl. 356 (2009) 674–688 675equation (see also Lin, Thomée and Wahlbin [9] for a further investigation of this technique). As shown in these papers, the
use of a Ritz–Volterra projection operator signiﬁcantly simpliﬁes the usual traditional approach to the convergence proof. We
employ this technique to derive a priori error estimations for the approximation to u given by the spatially semi-discretized
version of (1.1)–(1.3). These results will also paly a role to analyzing the fully discretized method.
We describe and analyze the DG time-stepping method for (1.1)–(1.3), via a scalar model NVIDE given by
u′(t) + a(t)u(t) = V Iαu(t) + V IIβu(t) + f (t), t ∈ J , u(0) = u0. (1.6)
Here, a represents the elliptic operator in (1.1) (and its spatially semi-discretized analogue); we will assume that a ∈ C( J )
and satisﬁes the coercivity condition
μ∗  a(t)μ∗, t ∈ J , (1.7)
for some constants 0< μ∗ μ∗ .
The ﬁnite element (spatial) semi-discretization method and the discontinuous Galerkin time-stepping method for VIDEs
with weakly singular kernel have already been studied by [5] and [8], respectively. However, the presence of the neutral
term V IIβu(t) in (1.1) introduces a new level of diﬃculty in the corresponding error analysis since we now cannot simply
extend the standard techniques in [5,9] or [8] to this more complex equation.
2. The ﬁnite element method
The analysis of the ﬁnite-element method will be based on the weak form of (1.1)–(1.3): ﬁnd u ∈ H10(Ω), such that
(ut , v) + a(u, v) =
(V Iαu(t), v)+ (V IIβu(t), v)+ ( f , v), ∀v ∈ H10(Ω), (2.1)
where (u, v) := ∫
Ω
uv dx and a(u, v) := ∫
Ω
∇u∇v dx. We are seeking the approximate solution uh to (2.1) in the ﬁnite-
dimensional space Vh ⊂ H10(Ω), such that
(uh,t , v) + a(uh, v) =
(V Iαuh(t), v)+ (V IIβuh(t), v)+ ( f , v), ∀v ∈ Vh, (2.2)
with the initial condition
uh(0) := Rhu0, in Ω,
where Rh is the standard Ritz projection operator deﬁned via
a(u − Rhu, v) = 0, ∀v ∈ Vh
(see, e.g., Brenner and Scott [1]). It is well-known that the following estimation∥∥uh(0) − u0∥∥p  Chr−p‖u0‖r (p = 0,1), (2.3)
holds true (Ciarlet [7], Brenner and Scott [1]).




V hαu(t) − u(t), v
)= (V Iα(V hαu − u)(t), v), ∀v ∈ Vh. (2.4)
Let ρ(t) := V hαu(t) − u(t). The estimations of ρ and ρt with respect to ‖u‖0 := [(u,u)]1/2 and ‖u‖1 := [a(u,u)]1/2 will be
needed for our analysis. We summarize these results in Lemma 2.1; their proofs can be found in the paper [5] or the
monograph [6, Chapter 7] by Chen and Shih.
Lemma 2.1. For the Ritz–Volterra projection based on V hα we have the following estimations

























(r  2). (2.6)
Here and throughout the paper, C stands for a generic positive constant, which is independent of the grid parameter h.
676 J. Ma / J. Math. Anal. Appl. 356 (2009) 674–688We shall also need the results described in Lemma 2.2 (the generalized Gronwall inequality) and Lemma 2.3; their proofs
can be found in Chen and Shih [6, Chapter 7] or in Brunner [2,3].
Lemma 2.2. Assume that y is a nonnegative function in L1( J ) satisfying
y(t) F (t) + λ
t∫
0
(t − s)−α y(s)ds, t ∈ J , (2.7)






(t − s)−α F (s)ds
)
, t ∈ J , (2.8)
where the positive constant C solely depends on T , α and λ.















We are now ready to present and prove our desired results (Theorems 2.1 and 2.2).
Theorem 2.1. Let u(t) ∈ V = H10(Ω) and uh(t) ∈ Vh be the solutions of (2.1) and (2.2), respectively. Then the following a priori error
estimation holds:








where C := C(λ1, λ2,α,β, T ).
Proof. Let e := uh − u, θ := uh − V hαu, and ρ := V hαu − u. Obviously, e = θ + ρ . Subtracting Eq. (2.1) from Eq. (2.2) leads to
(et, v) + a(e, v) =













(t − s)βes(s)ds, v
)
, ∀v ∈ Vh. (2.10)
In view of the deﬁnition (2.4), we have



















(t − s)−βρs(s)ds, v
)
− (ρt , v), ∀v ∈ Vh. (2.11)





(‖θ‖20)+ a(θ, θ) |λ1|
t∫
0










(t − s)−β∥∥ρs(s)∥∥0 ds∥∥θ(t)∥∥0 + ‖ρt‖0∥∥θ(t)∥∥0. (2.12)
Integrating (2.12) with respect to t yields


























(τ − s)−β‖ρs‖0 ds













































1− β θ(0) + λ2
t∫
0





∥∥θ(0)∥∥0∥∥θ(τ ∗)∥∥0 + |λ2|
t∫
0
(t − s)−β∥∥θ(s)∥∥0 ds∥∥θ(τ ∗)∥∥0. (2.14)






(τ − s)−β‖ρs‖0 ds





(τ − s)−β dτ‖ρs‖0 ds



























∥∥θ(0)∥∥0∥∥θ(τ ∗)∥∥0 + |λ2|
t∫
0












F (t) + |λ1|
t∫
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F (t) := ∥∥θ(0)∥∥20 + |λ2|∥∥θ(0)∥∥0∥∥θ(τ ∗)∥∥0 + |λ2|
t∫
0


















(t − τ )−α F (τ )dτ
)
. (2.17)








(∥∥θ(0)∥∥20 + |λ2|∥∥θ(0)∥∥0∥∥θ(τ ∗)∥∥0)+ |λ2| t1−α1− α
t∫
0





1− α ‖ρs‖0 ds











[∥∥θ(0)∥∥20 + |λ2|∥∥θ(0)∥∥0∥∥θ(τ ∗)∥∥0 + |λ2|
t∫
0











Let ∥∥θ(t¯)∥∥0 := sup
st
∥∥θ(s)∥∥0, 0 t¯  t.
Then using (2.19), we obtain












(t − s)−β∥∥θ(s)∥∥0 ds
]
. (2.20)
Applying the generalized Gronwall inequality (Lemma 2.2) then leads to







Therefore, using the triangle inequality and recalling Lemma 2.1 and (2.3), we obtain the result in Theorem 2.1. 
3. The DG time-stepping method
In this section we describe and analyze the DG time-stepping method when applied to the scalar NVIDE with weakly
singular kernels (1.6). Let M := {tn: 0 =: t0 < t1 < · · · < tN < · · ·  T } be a given mesh on J , and set In := (tn−1, tn],
In := [tn−1, tn], kn := tn − tn−1, J N := [0, tN ], k := max(n) kn . In the DG method, we need to deﬁne the left- and right-sided
limits of piecewise continuous functions ϕ : J N → R at the mesh points {tn}Nn=0. Let ϕ±n := limt→tn± ϕ(t) and the jumps
across the mesh points be denoted by [ϕ]n := ϕ+n − ϕ−n . Deﬁning the discrete (ﬁnite-dimensional) space
WN :=
{
ϕ ∈ L2( J N ): ϕ|In ∈ Pq(In), 1 n N
}
, (3.1)
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such that
BDG(U , V ) = FDG(V ), ∀V ∈ WN , (3.2)
where






U ′(t)V (t) + a(t)U (t)V (t) − (V IαU (t))V (t) − (V IIβU (t))V (t)}dt +
N−1∑
n=1
[U ]nV+n + U+0 V+0 , (3.3)





f (t)V (t)dt. (3.4)
Since the exact solution of (1.6) satisﬁes
BDG(u, V ) = FDG(V ), ∀V ∈ WN ,
the helpful “Galerkin orthogonality” condition holds true:
BDG(u − U , V ) = 0, ∀V ∈ WN . (3.5)










(t − s)−αU (s)ds + λ2
t∫
tn−1














(t − s)−αU (s)ds + λ2
tn−1∫
0





for all V ∈ Pq(In). Here, we set U−0 := u0.
As a device to derive the a priori error bound of the DG method we deﬁne a linear interpolation operator π , which maps
smooth functions onto WN , by





u(t)V ′(t)dt, ∀V ∈ Pq(In), 1 n N. (3.8)
The error estimations for these deﬁned interpolations have been thoroughly investigated in [10] (compare also [8]). On a
generic time interval In there holds
|πu − u| I¯n  Ckmn
∣∣u(m)(t)∣∣ I¯n , for 0m q + 1, (3.9)
where and throughout this section we set | · | I¯n := max( I¯n) | · |.
We emphasize that in this paper we only derive the a priori error bound for the cases of q = 0 and q = 1, due to the
lack of higher regularity in the solution of problem (1.6). For higher-degree DG approximations the use of hp techniques (cf.
[4,10,11]) appears to be a more feasible approach.
Supposing that U ∈ WN is the DG solution, we split the error u − U = η + ψ , where η := u − πu and ψ := πu − U . By
the “Galerkin orthogonality” in (3.5), we ﬁnd ψ satisﬁes
BDG(ψ, V ) = −BDG(η, V ), ∀V ∈ WN . (3.10)
Deﬁne the dual bilinear form B∗DG for BDG by









[W ]nV−n + W−N V−N , ∀V ∈ WN . (3.11)
Then it is always true that
B∗DG(W , V ) = BDG(V ,W ).
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{−a(t)V (t)η(t) + (V Iαη(t))V (t) + (V IIβη(t))V (t)}dt. (3.12)
It follows that on a generic time interval In we have
∫
In























(t − s)−αψ(s)ds + λ2
t∫
0
(t − s)−βψ ′(s)ds
)
V (t)dt, (3.13)
for all V ∈ Pq(In) and n = 1, . . . ,N .
The following four lemmas will be needed in the proof of the main result given in Theorem 3.1 below.
Lemma 3.1. Let {an}Nn=1 and {bn}Nn=1 be sequences of nonnegative numbers with b1  b2  . . .  bN . Assume that for K  0 and
tN ∈ (0, T ]









(tN − t)−α dt. Furthermore suppose that δ := Kk1−α/(1− α) < 1. Then there holds
aN  C(δ, K ,α, T )bN , for tN ∈ (0, T ].
We note that this lemma is a discrete version of the generalized Gronwall inequality (Lemma 2.2). Its proof can be found
in [8]. This paper also contains the proof of Lemma 3.2.
















Lemma 3.3. For q ∈ {0,1} we have the estimation

































where C := C(μ∗,μ∗, T ,α,β) is a positive constant solely depending on μ∗ , μ∗ , T , α, and β .
































=: R1 + R2 + R3 + R4 + R5, (3.15)
where the deﬁnitions of Ri (i = 1, . . . ,5) are obvious.
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|ψ | J N  max
1nN
(|ψ−n | + ∣∣ψ+n−1∣∣) 2 max1nN |ψ−n | + max1nN−1
∣∣[ψ]n∣∣+ ∣∣ψ+0 ∣∣,
and hence









|ψ |2J N +
tN∫
0
a(t)ψ2(t)dt  R1 + R2 + R3 + R4 + R5. (3.16)


















































Using the similar techniques for deriving (2.14), we estimate R3 as






|ψ | J N








|ψ |2J N .
In analogy to the derivation of R2, we have





































In a similar way we obtain




















Hence, if we employ these estimations for Ri in (3.16) we readily complete the proof. 
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tN∫
0
(ψ ′)2 dt  C(μ∗, λ1,α, T )
tN∫
0
η2 dt + C(μ∗)
tN∫
0
























for any tN ∈ (0, T ].
Proof. This time we select V = (t − tn−1)ψ ′ in (3.13) and obtain∫
In







































(t − s)−β ∣∣ψ ′(s)∣∣ds · ∣∣(t − tn−1)ψ ′∣∣dt.
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∫
In









































Since q ∈ {0,1} we have∫
In






Thus, applying this result to (3.19) and forming the sum from 1 to N give
tN∫
0





























































where the second inequality is obtained similarly to the estimation of R3. Substituting all this in (3.20) and using Lemma 3.2
results in (3.17). 
We are now ready to state and prove our main result.
Theorem 3.1. For q ∈ {0,1} and for all suﬃciently small mesh diameters k we have the following a priori error estimation of the DG
method:












(0m q + 1),












(0m q + 1),
where C := C(μ∗,μ∗, T ,α,β,λ1, λ2).
Proof. If we multiply (3.14) (Lemma 3.3) by (2C(μ∗)/μ∗) and add the result to (3.17) in Lemma 3.4, we ﬁnd the estimation






























, (3.21)0 0 0 0





















Hence, assuming that the mesh diameter k is suﬃciently small, we use Lemma 3.1 twice and obtain



















The proof is then completed by using the triangle inequality for u − U = ψ + η and the interpolation error estima-
tion (3.9). 
4. The fully discretized method
In this section we analyze the DG time-stepping method for (1.1)–(1.3) by extending the arguments used in Section 3.
We shall work with functions in WhN := WN ⊗ Vh , where WN and Vh are deﬁned in Section 3 and Section 2, respectively.
The DG time-stepping method for (1.1)–(1.3) is described by: ﬁnd U ∈ WhN such that
BDG(U , V ) = FDG(V ), ∀V ∈ WhN , (4.1)
where






















f (t), V (t)
)
dt. (4.3)
As a device to estimate the error for u − U , we ﬁrst consider the estimation for uh − U . We shall also use the “Galerkin
orthogonality” condition:
BDG(uh − U , V ) = 0, ∀V ∈ WhN . (4.4)











(t − s)−αU (s)ds + λ2
t∫
tn−1
(t − s)−βUs(s)ds, V (t)
)}











(t − s)−αU (s)ds + λ2
tn−1∫
0
(t − s)−βUs(s)ds, V (t)
)}
dt, (4.5)
for all V ∈ Pq(In) ⊗ Vh . Here, we set U−0 := uh(0).
We also deﬁne a linear interpolation operator Π mapping smooth functions onto WN by setting











dt, ∀V ∈ Pq(In), 1 n N. (4.7)
Estimations for the error induced by these interpolation operators have been studied by [8]. On a generic time interval In
there holds
‖Πu − u‖ I¯n  Ckmn
∥∥u(m)t ∥∥ I¯n , for 0m q + 1, (4.8)
‖Πu − u‖ ¯  Ckmn
∥∥u(m)t ∥∥ ¯ , for 0m q + 1, (4.9)r,In r,In
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assume that q ∈ {0,1}.
Let the DG solution be denoted by U , with U ∈ WhN . As before, we split the error uh − U = η + ψ , where η := uh − Πuh
and ψ := Πuh − U . By the “Galerkin orthogonality” in (4.4), we ﬁnd ψ satisﬁes
BDG(ψ, V ) = −BDG(η, V ), ∀V ∈ WhN . (4.10)
Deﬁne the dual bilinear form B∗DG for BDG by









([W ]n, V−n )+ (W−N , V−N ), ∀V ∈ WhN . (4.11)
Then it is always true that
B∗DG(W , V ) = BDG(V ,W ).
Therefore, using the deﬁning property of operator Π in (4.6) and (4.7), we conclude that ψ satisﬁes





{−a(V (t), η(t))+ (V Iαη(t), V (t))+ (V IIβη(t), V (t))}dt. (4.12)
Hence, on a generic time interval In we have∫
In
[
(ψt , V ) + a(ψ, V )
]











(t − s)−αη(s)ds + λ2
t∫
0










(t − s)−αψ(s)ds + λ2
t∫
0
(t − s)−βψs(s)ds, V (t)
)
dt, (4.13)
for all V ∈ Pq(In) ⊗ Vh and n = 1, . . . ,N .
We shall need the following technical lemmas:
Lemma 4.1. For JN := [0, tN ] there holds
tN∫
0
‖V ‖20 dt  C log(q + 1)
tN∫
0
∥∥Vt(t)∥∥20 dt + C‖V−n ‖20, (4.14)
for all V ∈ WN, where the positive constant C is independent of N and q.
Proof. We know from [10] that
‖V ‖2
I¯n
 C log(q + 1)
∫
In
∥∥Vt(t)∥∥20(t − tn−1)dt + C‖V−n ‖20, ∀V ∈ Pq(In),
where the constant C is independent of In and q. The proof of (4.14) thus follows from this. 







∥∥ψ(t)∥∥21 dt  C
[ tN∫
0

















where C := C(λ1, λ2,μ∗,μ∗, T ,α,β,Ω) is a positive constant solely depending on λ1, λ2 , μ∗,μ∗, T ,α,β and Ω .













































Since q ∈ {0,1} we ﬁnd that
‖ψ‖ J N  max
1nN
(‖ψ−n ‖0 + ∥∥ψ+n−1∥∥0) 2 max1nN ‖ψ−n ‖0 + max1nN−1
∥∥[ψ]n∥∥0 + ∥∥ψ+0 ∥∥0,
and hence





















∥∥ψ(t)∥∥21 dt  R ′1 + R ′2 + R ′3 + R ′4 + R ′5, (4.18)
where











R ′3 = min{1,μ∗}
tN∫
0








We shall estimate each of terms R ′i (i = 1, . . . ,5) separately. The ﬁrst estimation is obvious:
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In analogy to the derivation of the estimation for R ′2 we obtain



























(tN − t)−α dt
tn∫
0




Finally, following again the derivation of the bound for R ′2 leads to









Hence, if we now use these estimations for the R ′i in (4.18) and recall the result of Lemma 4.1 we complete our proof. 
We are now in a position to establish our main result.
Theorem 4.1. Let q ∈ {0,1} and assume that h  Ckβn . The for all suﬃciently small mesh diameters k we have the following a priori
error estimation for the DG time-stepping method applied to (1.1)–(1.3):












∥∥u(m)t ∥∥ I¯n + max1nN kmn







with 0m q + 1 and C := C(λ1, λ2,μ∗,μ∗, T ,α,β,Ω).























∥∥ψ(t)∥∥21 dt  C
[ tN∫
0







It follows from the triangle inequality, setting η := uh − Πuh = (u − Πu) + (uh − u) + (Πu − Πuh) and ψ := Πuh − U , that
‖u − U‖ J N  ‖u − uh‖ J N + ‖uh − U‖ J N
 ‖u − uh‖ J N + ‖η‖ J N + ‖ψ‖ J N
 ‖u − uh‖ J N + max
1nN









688 J. Ma / J. Math. Anal. Appl. 356 (2009) 674–688Under the assumption that the spatial mesh diameter and the time steps are subject to the constraint h  Ckβn , we obtain
from (4.21) that
‖u − U‖ J N  C




‖u − Πu‖ I¯n + max1nN ‖u − Πu‖1, I¯n +
N∑
n=1
k1−βn ‖u − Πu‖1, I¯n
)
holds. Hence, the desired estimation in Theorem 4.1 is found upon using the interpolation error estimations (4.8) and (4.9)
and the a priori ﬁnite element error estimations in Theorem 2.1 and Theorem 2.2. 
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