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Abstract of a thesis submitted in partial fulfilment of the 
requirements for the Degree of PhD in Accounting and Finance. 
Abstract 
Intellectual Capital and Firm Perfromance: Evidence from Developed, Emerging 
and Frontier Markets of the World 
 
by 
Muhammad Nadeem 
 
Over the past decade, intellectual capital and firm performance (IC-FP) has become an emerging 
strand of accounting and finance. The evolution of various theories such as Resource-Based View 
(RBV), Resource-Dependency (RD) and Learning-Organisation (LO) has further amplified the 
importance of intangibles for firms as well as for economies. RBV argues that a firm should build its 
competitive advantage based on the unique values, knowledge and skills of the employees and 
production processes of the firm. These unique attributes have been combined in the literature 
under one term “Intellectual Capital” (IC). The transformation from physical resource-based to 
knowledge-based economies has led policy-makers to rethink their investment levels in intellectual 
resources. The past decade has witnessed an increasing number of studies linking IC efficiency with 
firm performance. These studies, however, have reported divergent results, which not only make IC 
disclosure limited but also left the managers indecisive about their investments in IC. The literature 
attributes these divergent results to a number of factors such as small samples in the studies, short 
time period, IC measurement models and/or economic development level of the economy under 
study. Moreover, the IC-FP relationship has always been considered static hence the literature 
ignores the potential endogeneity existence. 
This study is the first attempt to investigate the IC-FP relationship in developed, emerging and 
frontier markets using over 7,100 listed firms for the period 2005-2014. We apply the system 
generalized method of moments (SGMM) to overcome the problem of endogeneity and so produce 
unbiased results. The findings reveal that IC efficiency is highest for developed markets followed by 
emerging and lowest for frontier markets. Empirical evidence suggests a significant positive 
relationship between IC and FP in almost all types of market. The significant positive relationship 
between human capital (HC) and FP in static models disappears when SGMM is applied. This study 
makes some important adjustments in the value added intellectual coefficient (VAIC) model and 
 iv 
presents A-VAIC model to overcome criticism of the original VAIC model. We then test A-VAIC on 
developed and emerging markets and report more consistent results where HC is also significant and 
positive with FP in almost all markets. Furthermore, the results reveal that IC efficiency remained 
unchanged during the 2008 financial crisis. The final results, though endorsing RB, RD and LO 
theories, posit that IC increases FP in all types of economy (developed, emerging and frontier) and 
that investment in IC should be on-going process. 
Keywords: Intellectual capital, endogeneity, GMM, A-VAIC, developed emerging and frontier markets 
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Chapter 1 
Introduction 
1.1 Introduction 
Intellectual capital (IC from here on) has long been ignored as a vital contributor in the financial 
performance of a firm. This ignoring is because conventional accounting standards such as Financial 
Reporting Standards (FRS 138), restrict the disclosure of intangible assets (except goodwill) on firms’ 
balance sheets (Wang & Chang, 2005; Shiu, 2006; Gigante, 2013; Joshi et al., 2013). It is only recently 
that researchers have started to explore this topic and realized that IC is not only the driver of a 
firm’s progress but also enables a firm to build its competitive advantage. Different researchers 
(Edvinsson & Malone, 1997; Firer & Williams, 2003; Ederer, 2006) define IC differently. IC generally is 
the intangible assets that play an important role in the wealth creation process of a firm but are not 
recorded on the firm’s balance sheet like physical assets (Burgman et al., 2005). IC in other words is 
the totality of all those skills and competencies possessed by the employees that create wealth for 
the firm (Huang, 2007). O'Donnell et al. (2003) and Demediuk (2002) argue that knowledge and skills 
have started replacing physical assets in knowledge-based modern economies. In this regard, Ederer 
(2006) suggests that nothing will be more trouble to the future of Europe than the ability of 
countries’ governments, employees and firms to modernize a system that depends on the efficiency 
of decision making and the quality of human capital.  
According to Cañibano et al. (2000), the majority of manufacturing economies are being replaced by 
“knowledge driven, fast changing and technologically intensive economies”, where IC has become the 
major driver of value creation for firms (H.-Y. Su, 2014). Different measures have been adopted in 
some developed countries to transform their input based economies to knowledge-based 
economies, e.g., New Zealand (New Zealand Ministry of Economic Development, 1999), England 
(United Kingdom Trade and Industry Ministry, 1998) and Scotland (Scottish Office, 1999). These 
measures were adopted in anticipation of the shift from physical input based development to 
knowledge-based development. The World Bank Report (1998) highlights the importance of 
knowledge-based inputs in developed countries where the equilibrium between knowledge-based 
and resourced based output has moved towards the former because it has become the most 
important driver of the living standards of the citizens (Dahlman, 1998). 
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1.2 Resource Based View & Knowledge Economy 
Resource Based View (RBV) first identified the link between a firm’s internal activities such as 
managerial decisions and external environment such as what customers actually demand from the 
firm. The internal activities refer to the firm’s capacity to utilize its available resources in accordance 
with the external demands (Amit & Schoemaker, 1993). The RBV of a firm, introduced by Barney 
(1991), believes that a firm’s competitive advantage should consist of inimitable values, rare 
capabilities1 and actions. The author divided these rare values and inimitable actions into both 
tangible and intangible assets for the firm. Intangible assets comprise skills, knowledge and processes 
that can be combined under the term “Intellectual Capital”. These values, based upon knowledge 
and skills, are measured in terms of the client’s perception rather than quantitative tangibility, which 
means quantity is replaced with values (Barney, 1991). In the industrial age, the only measure of 
wealth creation was net increase in the quantity of production but in today’s knowledge economy 
the trend includes the accumulation of knowledge, skills, creativity and processes termed as IC.        
According to the OECD (1996) report, when the use of knowledge, skills, production and distribution 
becomes the major driver of a firm’s growth and its profitability across the market, the economy can 
be classified as a knowledge-based economy. This can describe an economy where the knowledge 
and skills of the humans play an important role in wealth creations. Lev (2000) defines the knowledge 
economy where human inputs replace older production based and mercantile economic activities, 
not only at the company level but also in national growth. This shift from production based 
economies to knowledge-based economies has generated a significant growth in measurement and 
management of IC both nationally and globally (Cabrita & Vaz, 2005). Cahill and Myers (2000) argue 
that the effective measurement and management of IC is the result of the shift towards knowledge-
based economies. Moreover, dependence of firms on effective measurement and management of IC 
increases with the increased dominance of knowledge-based economy (Sveiby, 1997; Cabrita & Vaz, 
2005; T. A. Stewart, 2007). In this regard, firms today make significant investment in training and 
educating staff in order to develop huge resources of IC, which is essential in a knowledge-based 
economy (Foray, 2006).        
1.3 Background to the Study and the Research Problem Statement  
Existing studies that attempt to explain the relationship between IC and firm performance have 
produced mixed results. For example, a number of studies (Chen et al., 2005; Tan et al., 2007; Clarke 
et al., 2011) find a significant positive relationship between IC and firm performance whereas other 
studies (Firer & Williams, 2003; Ho & Williams, 2003; Chan, 2009b) find no significant relationship. 
These mixed results are attributed to either the methodology used (such as using the VAIC model) to 
                                                          
1 Unique processes and procedures by which a firm converts its input into output.  
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measure IC or the stage of economic development of the country being studied, i.e., developed or 
developing. Apart from other limitations of previous studies such as small datasets, limited scope. In 
our opinion, there is another missing link in the literature in that existing studies have considered this 
relationship in only one direction, i.e., IC efficiency affects the financial performance of the firm. 
Therefore the missing link in the literature is an investigation of whether firms’ past performance 
affects the future IC efficiency (the presence of endogeneity). Most studies on IC (Sveiby, 1997; Pulic, 
1998; Bontis, 2001; Pulic, 2004; Subramaniam & Youndt, 2005) agree at least on three components 
of IC namely human capital, structural capital and relational capital. Each of these components 
requires appropriate investment to accumulate IC resources (Rastogi, 2003). Firms’ investment in 
these resources are objective driven, i.e., these investments are made to achieve specific goals. For 
example, firms invest in human capital to increase their motivation level or to enable employees to 
generate new ideas. Similarly, investment in R&D (also known as structural capital) are made to bring 
innovation into existing products or to bring new products to the market. Considering that 
investment in IC resources is objective-driven, the investment source needs to be discussed. 
According to the Pecking Order Theory of capital structure (Myers & Majluf, 1984), firms follow a 
particular order while generating their funds. They argue that firms utilize internally generated funds 
as the first priority and then think about loans or raising equity. The main source of internally 
generated funds is firms’ profits.  
The above argument postulates that a firm’s investments depend on its profit level if they follow 
pecking order theory. Moreover, it is quite practical and normal that firms will make more 
investments (in the form of salary increments or bonuses) in their employees when profits escalate. 
Similarly, for R&D firms tend to make more investments when they observe higher profits or growing 
cash flow (Chauvin & Hirschey, 1993; Mulkay et al., 2001; Becker, 2013). In this regard, Brown et al. 
(2009) in their study about R&D expenditure in mature high-tech firms in the US, find that cash flow 
correlates positively and significantly with the level of investment in R&D. Harmantzis and Tanguturi 
(2005) in their study on the determinants of R&D expenditure in US telecommunication firms, find 
that firms’ last year performance, in terms of market value and revenue, significantly affects current 
year investment in R&D. This evidence suggests that the relationship between IC components and 
firm performance is not unidirectional but bidirectional, which means that lagged firm performance 
affects current or future year IC efficiency. This argument is also consistent with Murthy and 
Mouritsen (2011)’s study that firms’ financial performance is a basis for determining investment in 
IC.  
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If the above discussion is true, i.e., the relationship between IC and firm performance is two-way2 
then, according to Baltagi (2008) and Gujarati (2012), this is a dynamic relationship and the 
application of static estimators such as OLS and fixed-effects (FE) will lead to biased results – which is 
what has been done in the literature. Departing from previous studies, this study focuses on this 
important methodological aspect and analyses step by step if this relationship is really dynamic in 
nature. We apply series of tests such as dynamic OLS and the Wooldridge (2002) test of strict 
exogeneity to investigate the presence of endogeneity. Then we apply a dynamic panel data (DPD) 
estimation to investigate the true relationship between IC and firm performance after catering for 
econometric problems such as heteroscedasticity, autocorrelation and endogeneity. 
Firer and Williams (2003) argue that the concept of IC in emerging and developing countries is still in 
its initial development stages. Because of increasing global dependence on emerging economies, 
there is a strong need to emphasize the development of IC in different socio-economic 
environments. Boekestein (2009) argues that due to a scarcity of physical resources, firms should 
make better use of their non-physical assets such as IC to create value for stakeholders. Being the key 
source of competitive advantage and the point of focus by the businesses and government 
organizations, IC is still not widely explored especially in emerging and under-developed countries 
(Pedrini, 2007). Therefore, this study aims to investigate the efficiency of IC and its impact on firms’ 
financial performance in developed, emerging and frontier countries3 to provide consistent results 
from large datasets.  
A number of studies such as Vishnu and Kumar Gupta (2014), Gan and Saleh (2008) and Firer and 
Williams (2003), argue that most studies on IC are limited to either a small sample of a specific 
industry or small sample period. Therefore, this study includes all listed firms in developed, emerging 
and frontier countries for a period of 10 years (2005-2014) and avoids such limitations. A comparison 
across different economies enables this study to identify the differences in the efficiency of IC in 
developed, emerging and frontier countries. Ståhle and Bounfour (2008) argue that IC can be used as 
a pillar for economic growth especially in developing countries during financial turmoil. The studies 
exploring the efficiency of IC during financial crisis are still scarce in the literature4. The current study 
aims to explore the relationship between IC and firm performance during the 2008 financial crisis to 
understand how companies survive and maintain their growth during financial crises.  
The increasing importance of IC has motivated researchers to develop different ways to measure and 
manage the efficiency of IC (Serena Chiucchi, 2013) but however, having an IC measurement model 
                                                          
2 This phenomenon is also known as the case of endogeneity (mainly because of simultaneity).  
3 Frontier countries as defined in MSCI index as those markets where (a) institutional framework stability is at 
modest level, (b) operational framework efficiency is at modest level, and (c) where inflow/outflow of capital is 
only partial.   
4 Apart from couple of studies such as, Young et al. (2009) and Sumedrea (2013) 
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free from criticism is still a dream. This study applies one of the most widely used monetary-based IC 
measurement model (VAIC) of Pulic (1998). This model has been criticised by authors (Ståhle et al., 
2011) especially for its measure of structural capital. Therefore, with the support of appropriate 
literature5, our study uses R&D expenses as a proxy for innovation capital, which replaces structural 
capital in the VAIC model6. This study also makes some other important changes in the VAIC model 
and introduces an adjusted-VAIC model to increase the reliability of the IC measurement model.  
1.4 Significance of the Study  
Existing studies on IC and firm performance have often ignored an important econometric aspect, 
i.e., the presence of endogeneity (mainly because of simultaneity and un-observed heterogeneity). 
This study applies a series of tests such as dynamic OLS and Wooldridge strict exogeneity test to 
check for the endogeneity in the IC - firm performance relationship. This study then applies a 
dynamic panel data estimation to produce consistent, unbiased results. For comparison purposes this 
study also applies OLS and fixed-effects estimators.      
The scope of most previous studies has been limited to either one country or industry (Firer & 
Williams, 2003; Pek, 2005; Vishnu & Kumar Gupta, 2014). According to these authors, the 
generalization of the results from previous studies is difficult because of small data samples. 
Therefore, this study extends the scope to three different economic environments, i.e., developed, 
emerging and frontier markets. This will not only enable generalization of the results but also 
increase our understanding about the efficiency of IC in different regions of the world. The study also 
investigates the relationship during 2008 global financial crisis to check for the role of IC during 
financially turbulent periods.  
This study replaces the structural capital measure of the VAIC model with innovation capital (INVCE) 
and changes its proxy measure. This study also makes some other important adjustments in the VAIC 
model to overcome general criticism of the original VAIC model. The adjusted VAIC model is then 
applied to developing and emerging markets to check for the usefulness of the adjustments in the 
VAIC model. These unique features depict the overall significance of this study.    
1.5 Research Questions 
Our study aims to answer the following questions:  
1. What is the efficiency of IC in developed, emerging and frontier markets? 
2. Is the relationship between IC and firm performance dynamic?  
                                                          
5 Which is further discussed in our chapter 6.  
6 This new proxy will be tested in developed and emerging countries because of data availability.  
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3. What is the impact of IC on firms’ financial performance in developed, emerging and frontier 
markets? 
4. What is the role of IC in the financial performance of firms pre, during and post the 2008 
global financial crisis in developed, emerging and frontier markets? 
5. Does innovation capital increase the explanatory power of the VAIC model?  
1.6 Research Objectives 
The research objectives are: 
 To analyse the dynamic nature of the relationship between IC and performance.  
 To investigate whether the efficiency of IC differs in three different economies: 
developed, emerging and frontier economies. 
 To test whether the impact of IC on a firm’s financial performance differs in three 
different economies: developed, emerging and frontier economies. 
 To determine the role of IC in value creation process during the 2008 global financial 
crisis. 
 To examine whether the inclusion of INVC increases the explanatory power of the VAIC 
model. 
1.7 Definition of Intellectual Capital   
No universally accepted definition of IC exists despite its importance to the firms (Cañibano et al., 
2000). According to Edvinsson and Malone (1997), IC consists of all entities such as knowledge, 
technology, a firm’s relationships with its customers and the professional skills of the firm’s 
employees. Dividing IC in to three components, i.e., human capital, structural capital and physical 
and/or financial capital. Vergauwen et al. (2007) define human capital as skills, knowledge and 
professionalism owned by the personnel. Structural capital, however, consists of the working 
environment, and research and development in the organisation (Guthrie et al., 2012). Bontis (2001) 
further divides structural capital into two types: (a) structural capital that is composed of strategic 
plans, patents and copyrights owned by the organisation; and (b) relational capital in the form of 
relationships with customers and suppliers. A summary of IC definitions is presented in Table 1.1. 
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Table 1.1 Summary of the Different Definitions of IC 
Author(s) Definition 
Edvinsson and Malone (1997) IC can be recognized as knowledge which can be converted 
into value. 
Bassi (1997) IC consists of all types of knowledge and its components 
include human capital, structural capital and customer capital. 
Stewart and Ruckdeschel (1998) IC is the sum of knowledge, intellectual property, skills and 
material which can be used to create wealth for an 
organization. 
Roos et al. (1997) IC consists of those assets which are not fully recorded on the 
balance sheet of a firm including what is in the head of 
employees and what is retained by the company when the 
employees leave.  
Edvinsson and Malone (1997) IC is the sum of skills, experience, knowledge, technology, 
relationships with customers which contribute towards the 
competitive advantage of Skandia in the market. 
Brooking (1996) IC is the difference between the book value and the amount 
someone is willing to pay for the company. 
Booth (1998) IC is the ability of the firm to convert new ideas into a product.  
Sveiby (1997) Sum of internal structure such as processes and external 
structure. 
Bontis (1999) IC is the sum of human capital, structural capital and relational 
capital. 
Guthrie and Petty (2000) The value of intellectual assets belong to both company and 
employees. 
Harrison and Sullivan Sr (2000) Knowledge which contributes towards profit of the 
organization. 
Brennan and Connell (2000) IC is the equity of the firm based upon knowledge. 
Ordóñez de Pablos (2003) IC is the sum of knowledge-based resources which give a firm 
a competitive edge in the market. 
Subramaniam and Youndt (2005) Knowledge resources used for competitive advantage. 
Nikolaj et al. (2005) IC can be thought of a mobilizer of employees, assets, 
technology which keep various assets together in the value 
creation process. 
Zerenler et al. (2008) IC is the sum of human capital, structural capital and relational 
capital which belongs to both employees and organization. 
Choong (2008) IC is the representative of all the expenses on R&D, training, 
operations, employees, brand, patents, trademarks, processes, 
and licences.  
*Originally sourced from Hsu and Wang (2012) and then modified  
In light of the above definitions by different authors, we define IC as the sum of unique intangible 
assets including the knowledge and skills of the employees, inimitable processes and the 
relationships with customers, which contribute significantly towards the wealth of the firm. 
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1.8 Components of Intellectual Capital 
Like the various definitions of IC, the literature divides IC into several components. 
1.8.1 Human Capital  
Human capital (HC) consists of skills and knowledge possessed by employees and goes with them 
when they leave the firm (Čater & Čater, 2009); such intangible capital cannot be retained by the 
firm. In context of the RBV, Wright et al. (1994) argue that a firm can gain a competitive advantage 
through a pool of human capital and, moreover, firms today evaluate their available resources to 
select a suitable strategy. According to Subramaniam and Youndt (2005), human capital is the key 
resource of the firm in an era where knowledge and skills of the employees are essential to create a 
sustainable competitive advantage. HC theory further explains the importance of HC as a major 
driver of a firm’s productivity and assesses the employees’ possession of necessary skills and 
knowledge to fulfil the requirements of their jobs. HC is important in industries such as banking and 
pharmaceuticals where firms compete in innovation and advancement. These firms need employees 
who possess innovation and problem solving skills.  
Hsu and Wang (2012) argue that a firm can improve its performance so long as its employees 
continue to improve their knowledge and skills because HC focuses on the value addition to the 
business in terms of profitability. HC contributes towards organizational efficiency in many ways such 
as decision making, which improves when employees possess the required skills. In this way, a firm 
can better fulfil the demands of customers when employees possess such innovative skills (Luthans & 
Youssef, 2004). Roos et al. (1997) divide HC into two types of skills and knowledge. The first set of 
skills solely belongs to employees and cannot be retained by the firm such as loyalty, employee 
professionalism, personal attributes and experience. The second set of skills can be shared between 
employees such as creativity, team work, affirmative working environment and know-how. In light of 
the literature, we define human capital in this study as the “sum of knowledge, skills, creativity and 
personal values of the employees which (a) contribute towards both the tangible and intangible 
assets of the firm and (b) can be further improved by training and other similar seminars”.  
1.8.2 Structural Capital  
Structural capital (SC) is a component of IC that remains with the firm when employees leave it. SC 
consists of policies, procedures, systems, databases and other infrastructure facilities that enable 
human capital to work properly. According to Hobley and Kerrin (2004), SC consists of the 
procedures, processes and systems in which employees actually make use of their available 
knowledge and skills towards wealth creation. The authors discuss the processes (how a firm 
converts its input into final product) as a unique resource of the firm which, once acquired, then later 
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it can be retained and legally protected by the firm. Firms with sound SC will give their employees 
opportunities to exploit their knowledge and skills to create competitive advantage (Florin et al., 
2002). Conversely, a firm with poor SC fails to achieve its performance targets (Widener, 2006). In 
today’s knowledge-based economies, firms are struggling to differentiate on the basis of quality and 
innovation. Thus it is necessary to invest in SC, which allows HC to fully utilise the skills and creativity, 
which increases the firm’s performance. we define structural capital as the “sum of unique processes 
which firms acquire through R&D and then protect in the form of patents and copyrights”.   
1.8.3 Customer Capital 
Customer capital (sometimes referred to as relational capital) is defined in the literature as the 
relationships of the firm with its stakeholders such as customers, suppliers, partners, investors, 
distributers, etc. (Roos et al., 1997; Cabrita & Vaz, 2005; Hormiga et al., 2011). Customer capital (CC) 
is considered a component of IC that strengthens the external links of the firm; advertising, selling 
and marketing investments are major sources of building this capital. CC is also defined as the sum of 
actions within communities concerned with the deployment of resources with the help of social 
structure (Cañibano et al., 2000; Bontis, 2001; Hsu & Wang, 2012). In other words, CC can be 
described as the sum of the firm’s implicit resources created and implemented by interacting with 
individuals and other firms.  
Firms with strong CC can establish more relationships with partners, which increases their 
interdependencies. Social exchanges resulting from interdependencies increase trust, which 
sometimes replaces explicit contracts (Dyer & Singh, 1998). Through these exchanges, employees 
learn new values and skills that will directly contribute towards wealth creation for the firm. In light 
of the literature, we define CC as “the sum of shared values, strategic alliances and relationships with 
all stakeholders which results in an influx of knowledge that helps better understand the external 
demands”, whereby the company’s wealth is maximized. 
1.8.4 Innovation Capital 
Innovation capital (INVC) refers to the ability of the company to innovate in terms of new products, 
technology and distributive channels. R&D is the major investment that results in innovation capital, 
which plays a vital role in enhancing proximity to suppliers (Romijn & Albaladejo, 2002)  argue that a 
company should make sufficient investment in R&D to accumulate  innovation capital. Note that the 
literature sometimes use innovations capital and structural capital terms interchangeably.     
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1.8.5 Social Capital  
Nahapiet and Ghoshal (1997) argue that social capital (SsC) consists of resources acquired by the firm 
through relationships between individuals or with society. SsC results from human connections based 
on confidence and socialisation that contributes towards competitive advantage for the firm and the 
welfare of society (Cohen & Levinthal, 1990; Nahapiet & Ghoshal, 1998). Bueno et al. (2004) 
conclude that SsC plays a vital role in the overall development of IC. 
1.9 Importance of Intellectual Capital for Firm Performance  
In the 1950s, a Kiwi’s average income was among the highest in the world (Derby, 2012) but by 2006 
New Zealand was at the bottom of developed countries in the same list. A major reason given by 
Derby was that New Zealand is remote and geographically isolated – thus it is difficult to export high 
volume goods. This disadvantage, however, can be overcome by expanding knowledge-based 
industries, by exporting and selling ideas, patents and copyrights. The author recommends New 
Zealand exploit the skills and talent of its people to create added value in service export oriented 
industries and turn the country’s economy into a resource based economy – “an economy where 
intellectual capital is the major driver of value creation for the firms”.        
Hsu and Wang (2012) argue that the interaction between external environment and a firm is related 
to the firm’s performance and the pursuit of best performance of the managers who develop 
strategies to meet the external environment. Hence, the strategies should be based upon inimitable 
knowledge-based resources. IC is the aggregate of all knowledge-based resources that contribute 
toward the competitive advantage and replace most of the physical capital based resources such as 
machinery and plant (Boulton et al., 2000). IC becomes more important for service industries such as 
insurance, banking and telecom, because these industries rely more on the knowledge and skill of 
the employees for value creation, which increases the need for the measurement and effective 
management of IC (Boulton et al., 2000). The measurement of IC is important because it is the main 
driver of value creation in knowledge-based economies (Rangone, 1997) but, unfortunately, the 
current industrial based accounting measures are poorly adapted to service these realities (Bandt, 
1999).  
The huge difference between market value and book value of the firm is attributed to the existence 
of IC (Brennan & Connell, 2000) . Financial estimates show that the M/B7 ratio of S&P8 companies 
was six in 2010 compared with about one in the 1980s (see Figure 1.1); this reflects the existence of 
IC (Lev, 2000). 
                                                          
7 Market to book value of the firm  
8 Standard and Poor’s 500 
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Figure 1.1 Tangible and Intangible Asset Distribution of S&P 500 Companies between 1975 and 
2010. 
 
Source: Tomo (2010) 
To explore the existence of IC and its relationship with a firm’s financial performance, many research 
studies have been carried out over the past decade. Pek (2005) analysed the performance of IC in 
Malaysian banks using 2001-2003 data and found that the efficiency of HC element of IC is relatively 
higher than the other two elements of IC namely SC and capital employed. Pek (2005) finds that most 
domestic banks in Malaysia failed to show any improvement in terms of IC efficiency over the study 
period. Foreign banks, however, exhibited higher efficiency scores than domestic banks. The study 
concludes that investing in IC generates more return than investment in physical assets. 
To try to study the efficiency of IC and its impact on a firm’s financial performance in a developed 
country, Clarke et al. (2011) measured the VAIC of publically listed companies in Australia from 2004-
2008 and found a positive relationship between VAIC and the performance of firms. The study also 
showed that current investment in the different components of IC may yield returns in future 
periods. The authors analysed the impact of a lag year investment in IC on the current year financial 
performance of the firm and reported a positive relationship. The study also measured the mediating 
role of IC on the relationship between capital employed and the financial performance of the firm. 
Clarke et al. (2011) argue that IC cannot work alone, rather it has to be accompanied by some other 
forces such as financial capital. Nonetheless, the authors conclude that if proper investment in IC is 
made in any given year, it can contribute significantly to the firm’s financial performance in the same 
year as well as in future years.  
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Pulic (1998) is the founder of value added intellectual coefficient (VAIC) that measures the efficiency 
of the three components of IC, namely, human capital, structural capital and financial capital9. The 
author suggests that when the value of VAIC increases it implies that IC is being efficiently managed 
for value creation. Pulic (2004) used data from 1992 to 1998 for 30 randomly selected publicly listed 
companies from the FTSE 250 and reveals a strong relationship between IC and the market value of 
the firm.  
Chen et al. (2005) used data from all the publicly listed companies on the Taiwanese stock market 
and analysed the efficiency of IC and its impact on firms’ financial performance. The authors used 
VAIC first as an aggregate measure of efficiency and then its components, i.e., human capital, 
physical and financial capital and structural capital, as individual efficiency measures. ROA, ROE, 
employee productivity and market-to-book value were used as financial performance indicators. The 
authors used R&D and advertising expenses as mediators because they believe that these expenses 
play a significant role in value creation and innovation processes. Using data from 1992 to 2002, the 
authors find that the M/B value of the firm is significantly correlated with VAIC, physical capital and 
human capital but no correlation with structural capital. Chen et al. (2005) also report that R&D 
expenses significantly correlate with M/B value suggesting that these expenses play a vital role in 
value creation. Using lagged independent variables of three years, they analysed the relationship 
between VAIC and its components and the firms’ financial performance and conclude that financial 
capital is significantly related with firms’ future performance. This implies that one could forecast the 
firms’ future performance from lagged investment in IC. 
Nevertheless almost all the aforementioned studies highlight the importance of IC for firms in the 
knowledge economy era. Although the literature documents mixed results so far, it provides a clear 
indication that much research is still required in this area to further explore the role of IC for firms. 
Further research is also required to study the elements of IC such as innovation capital, which are 
ignored in the literature. With decreasing natural resources and increasing raw material prices, firms 
need to produce new efficient ways of production. This indicates that the importance of IC will 
further increase in future with increasing competition.       
1.10 Intellectual Capital during Financial Crises  
The 2008 global financial crisis was the biggest event of the first decade of the twenty first century. It 
was apparently caused by poor surveillance systems and management flaws in strategic decision 
making in financial markets (Lin et al., 2012). Lin et al. (2012) find a positive correlation between 
National Intellectual Capital (NIC) and GDP per capita while studying NIC for over 48 countries from 
                                                          
9 More about the structure and derivation of VAIC will be discussed in methodology chapter.   
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2005 to 2010. Globalization and turbulent effects plus a complex business environment have forced 
many firms to look for new ways to use all available resources at maximum possible efficiency. 
According to Sumedrea (2013), the 2008 global financial crisis and its after effects have forced firms’ 
management, practitioners and scholars to analyse the relationships between firms’ financial 
performance and available resources. According to the author, the importance of IC becomes more 
crucial in financial turbulence where firms look for new skills and solutions to move away from the 
financial crisis. Sumedrea (2013) concludes that during financial crises the survival of firms can be 
linked to IC in terms of the company development. More specifically, human skills, knowledge and 
creativity are the factors that contribute to firm performance in financially turbulent times. 
Nevertheless both the aforementioned studies agree that there is need for more research to explore 
the role of IC during a financial crisis when firms face scarcity of physical resources.    
1.11 Structure of the Thesis 
The rest of the thesis is organised as follows: Chapter 2 reviews the relevant literature including the 
evolutionary stages of IC, models to measure the efficiency of IC, previous studies on IC and firms’ 
performance and the theoretical framework of the research. Chapter 3 explains the methodology 
and data used in this study. Chapter 4 presents and discusses the descriptive and empirical results 
from static estimators (OLS and fixed-effects). Chapter 5 presents and discusses the empirical results 
from dynamic panel data estimation. Chapter 6 discusses the shortcomings of the VAIC model, makes 
some adjustments, presents an adjusted VAIC model and applies this adjusted model to measure IC 
efficiency. Finally chapter 7 discusses the major findings of this study, policy implications and outlines 
directions for future research.  
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Chapter 2 
Literature Review 
2.1 Introduction  
The world’s economy has significantly moved from an industrial era to a knowledge one over the last 
approximately three decades. In a knowledge driven economy, the traditional factors of production 
such as land, buildings and machinery are being replaced with knowledge-based resources such as 
employees’ knowledge and skills (Stewart & Ruckdeschel, 1998). The RBV of the firm also focuses on 
the long-term competitive advantage of the firm by maintaining its strategic resources such as 
knowledge and skills, which in turn can yield above average profits for the firm (Peteraf, 1993). These 
knowledge-based resources, which create value for the firm, are commonly termed Intellectual 
Capital (Stewart & Ruckdeschel, 1998). According to Barney (1991), a firm should develop inimitable, 
valuable and rare resources to build a sustainable competitive advantage, which defines a firm’s 
profitability (Amit & Schoemaker, 1993).  Knowledge is a vital resource of a firm that can be 
developed, transferred and used for competitive advantage within and across industries (Nonaka, 
1991; Grant, 1996).     
With this shift from physical assets based economy to a knowledge-based economy, IC (commonly 
known as the difference between market value and book value of the firm) has become the key to 
the value creation process of a firm (Edvinsson & Malone, 1997; Petty & Guthrie, 2000). This new 
trend makes the measurement and management of IC an important topic in today’s knowledge-
based economies (Brooking, 1996; Roos et al., 1997; Bontis, 1999). Knight (1999) argues that a 
business must invest in its personnel for the better management of IC, which will in turn build 
competitive organizational and relational capital. Thus spending on IC is no longer being treated as 
cost rather it is recorded as an investment (Guthrie, 2001).  
2.2 Development Phases of Intellectual Capital 
This section discusses the evolutionary stages of IC and how IC emerged as vital contributor towards 
value creation in a firm.  
2.2.1 Evolution of Intangible Resources   
In the past, the role of intangible assets in value creation has been ignored because of the dominance 
of physical assets on firms’ balance sheets (Jhunjhunwala, 2009) hence, firms always try to dress up 
physical assets because they influence the net worth of the firm. Today, however, the success of 
firms mostly depends upon the effective use of their intangible assets including employees’ 
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knowledge, skills and other invisible resources such as patents and copyrights (Itami & Roehl, 1991); 
these invisibles comprise two-thirds of the total GDP of the U.S. (Jhunjhunwala, 2009). With the fast 
paced advances in information technology, knowledge has now become the major source of 
competitive advantage for firms as it replaces most of the physical assets and factors of production 
(Edvinsson & Malone, 1997). According to Moeller (2009), there was a significant change in the 
resource structure of firms during the late 1990s because firms are now relying more on intangibles 
instead of physical assets. In the past, these firms used physical assets such as land, buildings, 
infrastructure facilities and natural resources as their production factors but today modern 
organisations prefer to mix the intangible resources with physical assets to add more value to the 
firm (Moeller, 2009).  
Intangible assets such as knowledge, innovation capability, and investment in research and 
development, have dominated the wealth of organisations in the 21st century, which wasn’t so for 
the 20th century when only physical assets determined the wealth of the organisation (Garcia-Parra 
et al., 2009). The roots of research on intangible assets go back to 1988 to the preliminary work of 
Colley and Volkan (1988). According to them, goodwill can be defined in two ways. First, goodwill is 
the capacity of the firm to make abnormal profits. This implies that goodwill can be calculated by 
discounting the excess earnings of the firm over a certain time period. Second, goodwill can be 
defined as those assets which are not recorded in the balance sheet and these assets include but are 
not limited to brand name, patents, relations with customers. Salamudin et al. (2010) further divide 
these intangible assets into two perspectives, i.e., financial and marketing. The financial perspective 
includes intangibles such as goodwill and copyrights whereas the marketing perspective includes 
intangibles such as brand name, advertisements and relationships with customers that enable firms 
to capture a competitive advantage.  
The International Accounting Standard Board (IASB, 2006) defined intangible assets as: identifiable 
non-monetary assets which do not have physical existence. Interestingly, firms may still sell, 
exchange and transfer these assets. In defining the major characteristics of intangible assets, 
Diefenbach (2006) says that intangible assets are non-physical and can be considered as an idea in 
the mind rather than on paper. Moreover, these intangible assets are self-renewable once they are 
used. The typical nature of the intangible assets is that they increase when they are used, e.g., 
knowledge increases when it is shared with others (Diefenbach, 2006). Nevertheless; the evolution of 
intangible resources was a breakthrough towards recognizing the existence and importance of 
intellectual capital.   
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2.2.2 Evolution of Knowledge Resources   
The 1990s decade is an era when firms as well as researchers began to focus on the importance of 
knowledge workers, especially after the book 2020 Vision by Davis and Davidson (1992) that 
highlighted the importance of knowledge workers. Knowledge workers are the major assets of firms 
that use their knowledge to increase the productivity of the firm. Hiebeler (1996) points out that 
knowledge is a key resource of the firm that should be levered with the passage of the time, which is 
referred to as effective knowledge management. Aguiar (2009) defines knowledge management as 
sharing knowledge between different employees and groups within a firm. Knowledge sharing could 
be beneficial between departments and different business units within a firm, which adds more value 
than sharing with outside parties like suppliers and customers (Aguiar, 2009). 
Physical assets are, most of the time, transferred through different distribution channels but 
knowledge-based assets can be disseminated without transferring ownership (Brătianu & Orzea, 
2009). The transferred knowledge can have more value than the original alone. This idea gave birth 
to the concept that the dissemination and integration of knowledge should remain a continuous 
process whereby the firms can come to know “what they already know” and what needs to be 
added. Curado (2008) argues that knowledge is an integral part of IC that brings new skills and talent 
to the firm when effectively used with human capital.  
2.2.3 Evolution of Intellectual Resources   
The concepts of intangible assets and knowledge resources formed the basis of the new concept 
called “Intellectual Capital”. Based on a broader term than intangible and knowledge concepts, IC 
includes a variety of assets ranging from human resources, copyrights, brand names, goodwill, 
relationships with customers to organisational culture and databases (Guthrie et al., 2012). As 
defined by Choong (2008), IC includes all those assets that do not have physical existence but 
contribute significantly to the value of the firm. Unlike physical assets, which decrease when used, 
knowledge increases when shared and ultimately increases the value of the IC.   
2.3 The Importance of Intellectual Capital for Firms 
During the industrial era, physical assets such as plant, property and equipment have been 
considered the only source of wealth for firms. With the shift of focus from physical assets to 
knowledge-based resources along with globalization effects, firms now look at knowledge and 
communication as the strategic resources. This revolution in terms of globalization and knowledge 
transformation has given rise to the need to recognize and record intangible assets in the financial 
reports of firms (Cañibano et al., 2000; Pek, 2005; Huang, 2007; Joshi et al., 2013).      
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The difference between the market value of the firm and its book value verifies the existence of IC, 
which is not properly recognised on nor is it recorded on the firm’s balance sheet. Zambon (2004) 
argues that annual reports of firms should record all such events that are prone to have an impact on 
the financial performance of the firm. Despite firms’ desire to record IC on their annual reports, strict 
accounting standards set by some countries prevent IC disclosure on a firm’s balance sheet. For 
example, in Australia, according to the Australian Accounting Standard Board (AASB) 138, for any 
intangible asset to be eligible to be recorded in the annual report, the assets must be able to be 
separated from the entity. This rigid characteristic makes disclosure of most of intangibles such as 
patents, copyrights and goodwill reasonably difficult. Vergauwen et al. (2007) argue that costing 
intangible assets and their expected loss in the form of competitive advantage are major barriers to 
the disclosure of IC. 
In many ways, considering knowledge as the vital resource of a firm, effective management becomes 
critical in maintaining a competitive edge and the performance of the firm. For example, a firm 
investing in R&D can create knowledge to be incorporated into its operational processes (Nonaka & 
Takeuchi, 1997). Vargo and Lusch (2004) argue that companies should strengthen their relationships 
with customers thereby shifting from physical products to intangibles such as information, 
knowledge and skills.  
2.4 Intellectual Capital Theories  
The evolution of IC is based on theories such as the resource based theory, resource dependency 
theory, which focus on the importance of not only tangible but also intangible assets for modern 
firms. These theories can be used to link IC resources with the financial performance of firms. This 
section focuses on some major theories that can be linked to the importance of IC resources and 
their importance for the competitive advantage of the firms in the developed, emerging and frontier 
markets of the world. 
2.4.1 Resource Based Theory 
The resource based (RB) theory is considered the pioneer that focused on the importance of 
intangible assets for firms (Barney, 1991). The basic argument in this theory is that the competitive 
advantage of the modern firm should lie in its use of tangible as well as intangible assets. The 
intangible assets included in this theory should be unique and inimitable which and can build a 
sustainable competitive advantage for the firm. This theory argues that any firm is a bundle of 
tangible and intangible resources that depend on each other. This means that the performance of 
tangible assets depends upon the performance of intangible assets and vice versa.  
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Physical and intangible assets have long been considered strategic resources for a firm. With the 
passage of time, the focus of this theory has been mainly dragged towards intangible resources 
(Reed et al., 2006). These authors argue that it is actually intangible assets or IC capital that 
contributes more towards a sustainable competitive advantage for firms. They argue that physical 
assets such as plant, machinery and financial assets are generic and can be substituted at any time by 
any firm. This argument supports Youndt et al. (2004) who conclude that it is only IC that contributes 
significantly towards value creation and hence builds a sustainable competitive advantage for the 
firms in the knowledge economy era.  
Linking the argument by Kolachi and Shah (2013) with RB theory that IC is important for every small 
and big firm in developed as well developing countries, we use this theory to explain the relationship 
between IC and the financial performance of a firm. Based upon this theory, we argue that IC 
contributes significantly towards the financial performance of a firm regardless of the firm’s 
geographical location, i.e., in all developed, emerging and frontier markets. This argument is 
consistent with Zéghal and Maaloul (2010) who state that firms can yield extra returns and build a 
competitive advantage from the effective use of its strategic resources such as IC assets.  
2.4.2   Resource Dependency (RD) Theory 
The advocates of this theory, Pfeffer and Salancik (2003), argue that every firm depends on several 
stakeholders such as other firms that hold strategic resources necessary for the operations of the 
firm. They argue that every firm cannot hold all strategic resources so they have to build long term 
relationships with those stakeholders who can assist the firm in terms of necessary resources. This 
necessity actually motivates the firms to engage with the external environment, which forms the 
basis of social and relational capital for the firms. Linking this theory with the human resources of 
firms, Abeysekera (2010) argues that firms’ effective engagement with the external environment is 
possible only when a firm holds efficient internal resources such as human capital and learning 
environment. This argument is also consistent with Williams (2000) who argues that firms should 
utilize their available human resources effectively to increase the value creation capabilities of the 
firm.  
The resource dependency theory can be analysed from two viewpoints. First, it focuses on the 
importance of building long term relationships with different stakeholders of the firm so that the firm 
can deal with any uncertain situations with the assistance from its stakeholders to acquire different 
resources. Secondly, in continuation of the first argument, this theory recognizes the importance of 
efficient human resources, which can help the firm to achieve the above mentioned objective, i.e., 
building relationships with stakeholders. The first dimension of this theory, i.e., “relational capital” is 
beyond the scope of this study but the second dimension, i.e., human capital, is well within the scope 
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of this current study. So this study can use the theory to analyse the efficiency of human capital 
especially with regard to its contribution towards a firm’s financial performance. Consistent with 
Williams (2000), we expect the human capital resource of a firm to significantly contribute to value 
creation by the firm.  
2.4.3 Organizational Learning (OL) Theory  
Njuguna (2009) argues that a firm should follow a continuous learning process to build a sustainable 
competitive advantage. This continuous learning is necessary for a firm for many reasons. Firms, for 
example, can get more know-how about their customers’ demands and changing preferences about 
products. Through continuous learning a firm can bring in necessary innovations in the products and 
services according to the demands of the market (Goh, 2003). A firm should invest in its resources 
such as research and development and human resources, which enable a firm to innovate with 
products. Njuguna (2009) defines organisational learning as the process whereby a firm acquires a 
new wealth of knowledge that can be translated into innovation and can be protected in the form of 
unique process, models and copyright.  
Since these resources (a firm’s unique production processes, software, copyrights) are great source 
of competitive advantage for the firm so the firm should follow a learning curve to build on these 
resources (Njuguna, 2009). In the literature, these resources have been termed structural capital in 
many studies (Stewart & Ruckdeschel, 1998; Choong, 2008) so this theory can be used to explore the 
role of structural capital in value creation of a firm. Recognising the importance of structural capital 
for firms, this study uses organisational learning theory to explore the role of structural capital as an 
important element of IC, in the financial performance of firms in developed, emerging and frontier 
markets of the world.                      
2.5 Advantages in the Measurement of Intellectual Capital 
The main purpose of this study is to evaluate the importance of IC in value creation of firms to justify 
investment in IC. As argued by Kannan and Aulbur (2004), the major aim in measuring IC is to explore 
the value of hidden assets and develop those assets to help to achieve a firm’s goals. The importance 
of IC measurement can be seen in the statement, “what you can measure, you can manage, and 
what you want to manage, you need to measure” (Roos et al., 1997). The following advantages of IC 
measurement have been explored in the literature (Guthrie & Petty, 2000; Menor et al., 2007; Čater 
& Čater, 2009; Zangoueinezhad & Moshabaki, 2009).   
 IC measurement helps to identify the real value of intangible assets. 
 Evaluation of IC helps to identify the true pattern of knowledge flow within firms. 
 Learning patterns of firms will accelerate by effective IC measurement. 
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 IC measurement, from time to time, will help monitor the intangible assets and explore new 
methods to increase the value of these intangibles. 
 IC measurement helps in understanding and enhancing a firm’s relationships with different 
stakeholders such as customers. 
 IC measurement can help increase investment in R&D, which will enhance innovation in 
products and services. 
 IC can increase knowledge sharing activities among the employees and firms once the 
benefits of knowledge management are realized.  
 Measurement and effective management of human capital, one component of IC, will 
increase the motivation of employees.  
2.6 Empirical Studies on IC and Financial Performance  
A number of studies have been conducted both regionally and cross border to measure the efficiency 
of IC and its impact on a firm’s financial performance. These studies have focused on almost all 
industries from banking to textiles because IC is important for most industry types (Pek, 2005; Gan & 
Saleh, 2008; Young et al., 2009; Clarke et al., 2011; Kamal et al., 2012; Joshi et al., 2013; Lu et al., 
2014). In line with the objectives of this study, we review the literature on the efficiency of IC and its 
relationship with a firm’s financial performance in developed, emerging and frontier economies.    
2.6.1 IC and Firm Performance in Developed Economies  
Firms in the service industries such as banking and finance, rely heavily on knowledge-based 
resources. A major portion of these firms’ output comes from the ability of employees to use 
knowledge effectively to solve clients’ problems. Although physical capital is important for any 
business to operate, IC is also crucial for firms to achieve their goals (Pek, 2005). Furthermore, Young 
et al. (2009) argue that managers of firms in general and banks in particular should recognise the 
brain power of their employees as the major source of revenues and should invest in the training and 
development of their employees. A similar argument presented by Karatepe and Uludag (2008) is 
that extensive investment in training and development programmes for employees can increase the 
quality of services for customers.  
Sydler et al. (2014) find that all three factors of IC, i.e., human capital, R&D (structural capital) and 
relational capital, play significant roles in the value creation of firms. Using a residual income model 
on 69 pharmaceutical firms from Bloomberg for the period of 2002 to 2009, they conclude that 
investment in R&D and advertising creates IC in subsequent years, which leads to higher returns on 
assets. The authors further argue that these three elements of IC, i.e., human, structural and 
relational capital, also influence each other. For example, if a firm wants its promotional activities to 
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create IC efficiently then the firm should increase the quality of its products through proper R&D 
(structural capital) and skilled personnel (human capital). Similarly, Gupta and Roos (2001) argue that 
value creation should be dynamic enough that each factor can interact with the others. For example, 
having a strong database is not sufficient unless the firm has skilled employees to make efficient use 
of that database (Marr et al., 2005) 
Clarke et al. (2011) argue that the role of IC in the value creation is equally important in developed 
countries as in emerging or frontier countries. The authors studied the impact of IC on the financial 
performance of firms in Australia and find that IC efficiency (VAIC) is directly related to the financial 
performance of the firms, especially in terms of human capital and physical capital efficiency. Using 
annual report data of Australian publicly traded firms from 2003 to 2008, Clarke et al. (2011) 
measure the efficiency of IC and its relationship with the financial performance of firms. Four 
performance measures, ROA, ROE, revenues growth and employee productivity, were used in their 
analysis. The results show that, despite the growing importance of IC for firms, physical capital still 
dominates the financial performance of firms in Australia. These results are contrary to those of 
Mavridis (2004) study in Japan where banks efficient use of human resources was superior in terms 
of financial performance and physical capital is least important. An important finding of Clarke et al. 
(2011)’s study is that investment in human and structural capital in the previous year accelerates 
value creation in the current year. 
IC is increasingly replacing physical assets’ importance in value creation not only for firms but also at 
country level as illustrated by Kaplan and Norton (2004). The authors argue that, some countries 
such as Venezuela and Saudi Arabia, are rich in natural resources but have made poor investments in 
human capital hence produce a very low output per person. On the other hand, some countries such 
as Singapore and Taiwan, which are not rich in natural resources, have made significant investment 
in human capital and produce far greater output per person. Using data from the annual reports of 
public traded companies in Taiwan from 1992 to 2002, Chen et al. (2005) measure the efficiency of IC 
using VAIC model and the impact on the financial performance of firms. The authors find that IC is 
positively associated with the market value and financial performance of firms. Further analysis 
reveals that individual components of VAIC, i.e., human, physical and structural capital, exhibit 
varying degrees of correlation with the dependent variables suggesting that investors may give 
different weighting to each of the IC components. Chen et al. (2005) use R&D and advertising costs as 
additional variables and conclude that these two variables capture additional information that might 
be missing in the original VAIC model. 
The role of IC is vital in high-tech firms especially for innovation in products (Shiu, 2006). The author 
investigated the efficiency of IC and its relationship with a firm’s financial performance in 80 high-
 22 
tech firms in Taiwan for the year 2003. The results revealed that VAIC has a significant positive 
correlation with return on assets (ROA) and market to book (M/B) ratio but a negative correlation 
with assets turnover. Shiu (2006) suggests that these high-tech firms can transform IC into high value 
added products. Moreover,  Hsu and Wang (2012) measured the efficiency of IC in high-tech firms in 
Taiwan over the period 2001 to 2008. The authors use Dynamic Capability10 (DC) as a mediating 
variable. Their results reveal that dynamic capability is a strong mediator of the relationship between 
structural capital and a firm’s financial performance but the effect of human and relational capital on 
financial performance is not fully mediated by dynamic capability.  
Intangible assets are more important than tangible assets for value creation in IT industry since the 
quality of output depends on innovation (Wang & Chang, 2005). The authors investigated the 
relationship between IC and firm performance in the Taiwan IT industry. Using data from Taiwan 
Electronic Journal (TEJ) for listed firms in Taiwan’s IT industry, the authors use the Partial Least 
Squares (PLS) approach to measure the relationships. Their results reveal a significant positive 
relationship between IC elements and a firm’s financial performance. Human capital is indirectly 
correlated with the other three elements of IC, namely, customer capital, innovation capital and 
process capital. This indirect effect shows that investment in human capital can trigger the efficiency 
of the other elements of IC, which in turn increases value added for the firm.   
Realizing the important role of IC in today’s economy, countries around the world are setting their 
goals to include the enhancement of IC efficiency. As argued by Tan et al. (2007), Singapore has set 
as its objective to make the country an important centre known as a knowledge-based economy. The 
authors analysed the efficiency of IC and its impact on the financial performance of firms in 
Singapore. Selecting 150 companies from the Singapore stock exchange, the data were drawn from 
the annual reports for the years 2000 to 2002. The study categorized all 150 firms into (a) 
manufacturing firms (b) trading firms (c) service firms and (d) property related firms. The purpose of 
this classification was to critically analyse differences in the IC efficiency of different industries. VAIC 
was used to measure IC and three financial ratios were used as performance measures: return on 
equity, earnings per share and annual stock returns. Their results reveal that a firm’s financial 
performance is positively correlated with IC in terms of VAIC. Tan et al. (2007)’s study is the first to 
analyse the relationship between growth rate of IC and a firm’s financial performance. They find a 
positive correlation where the growth rate of IC was calculated as the increase in the value of IC from 
one year to another. An important finding of this study is that the impact of IC on a firm’s financial 
performance varies significantly from industry to industry. The authors suggest that managers in 
                                                          
10 Dynamic Capability is defined as the ability of the firm to accumulate knowledge through continuous learning 
process. 
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knowledge intensive industries should realize the importance of IC and increase investment in IC to 
gain a competitive advantage.  
An empirical study based on high-tech industries, traditional industries and service industries was 
conducted by Zéghal and Maaloul (2010). The purpose of the categorization of industries was to test 
whether the role of IC in value creation differs from industry to industry. The authors used VAIC to 
measure the efficiency of IC for data obtained from Value Added Scoreboard (VAS) issued by UK DTI11 
for 300 firms listed on London Stock Exchange (LSE) for the year 2005. The study used three different 
aspects of a firm’s performance: (a) economic performance measured as operating income to sales 
ratio; (b) financial performance measured as ROA; and (c) market valuation measured as the M/B 
ratio. The results reveal that VAIC is significantly, positively correlated with the economic 
performance of firms, which implies that IC can help to reduce production costs for firms (Zéghal & 
Maaloul, 2010). VAIC was also significant and positively correlated with ROA, which implies that IC 
plays a significant role in value creation for shareholders as well as other stakeholders such as 
creditors, suppliers and government. Zéghal and Maaloul (2010)’s results support the argument that 
the role of IC differs across different industries. The authors suggest that future research should 
increase the time period and should revisit some basic assumptions of the VAIC model to validate the 
results.  
2.6.2 IC and Firm Performance in Emerging Economies  
Knowledge is a major resource of firms and its creation is critical for the firms to gain a competitive 
advantage for firms, especially in emerging economies (Spender & Grant, 1996; Argote & Ingram, 
2000). Firms can achieve this goal by increasing their investment in R&D and training and 
development programmes. These investments enhance the firms’ ability to absorb and disseminate 
new knowledge effectively (Deeds & Decarolis, 1999). Furthermore, firms can acquire new, highly 
qualified personnel who will increase the present levels of knowledge in the firm. Another way to 
enhance knowledge-based resources is by knowing consumers’ perceptions of the firms’ products, 
which allows the firm to follow the learning curve to innovate its products (Leslie, 2006).          
Bharathi Kamath (2008) investigated the efficiency of IC and its relationship with the financial 
performance of firms in the Indian pharmaceutical industry. Using annual data for 10 years (1996-
2006), the author used VIAC to measure the efficiency of IC. The results reveal that domestic firms 
are relatively more efficient in using IC. The results also reveal that only human capital is closely 
associated with the profitability and productivity of the firm in terms of ROA and assets turnover, 
respectively. The author argues that since the study is a time series further analysis in terms of a 
cross-section study may improve the results. In a similar study, Sharabati et al. (2010) examined the 
                                                          
11 UK Department of Trade and Industry 
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relationship between IC and business performance in Jordan. The results show that IC significantly 
positively influences the financial performance of firms.   
In a knowledge driven economy, IC has become the major source of value creation for services 
industries such as banks where bank management determines the quality of services being offered 
(Bontis, 2001). In this regard, Pek (2005) used VAIC as a measure of IC to study the efficiency of IC in 
the Malaysian banking sector. The study sample included both foreign and domestic banks in 
Malaysia. The results reveal that banks show higher human capital efficiency than structural capital 
efficiency. In addition, foreign banks are more efficient in using IC than domestic banks and 
investment in IC yields higher returns than investment in physical capital. The author argues that 
banks can benchmark the efficiency of IC among themselves to improve the utilization of IC in the 
future. Kamal et al. (2012) examined the efficiency of IC and its association with the financial 
performance of 18 commercial banks publicly traded in Malaysia and finds different results from 
those of Pek (2005). Kamal et al. (2012) find only physical capital is significantly positively correlated 
with a firm’s performance. Surprisingly, human capital efficiency was negatively correlated with ROA 
and ROE, which means that an increase in human capital efficiency leads to a decrease in ROA and 
ROE, which contradicts the basic theory of IC. The differences in the results for the same industry in 
Malaysia may be attributed to the small sample size. Kamal et al. (2012) indicate that some 
independent variables that could better explain the variation in a firm’s financial performance were 
omitted in their study. 
Yalama and Coskun (2007) investigated the role of IC in value creation for the banks listed on the 
Istanbul stock exchange (ISE). The authors measured the performance of IC using the VAIC model for 
banks listed on the ISE for the period 1995-2004. The preliminary analysis revealed that all banks 
differ in utilizing IC efficiently. The authors then used Data Envelopment Analysis (DEA) to test the 
effect of IC on the financial performance of the banks. Their results reveal that IC is a more important 
driver in value creation than physical capital. The authors recommend that banks should effectively 
manage IC to generate above average returns.   
Ting and Lean (2009) studied the impact of IC on the financial performance of financial institutions in 
Malaysia. Data from annual reports of Malaysian financial institutions were used to measure IC for 
the period 1999-2007. The results reveal that VAIC is significantly positively correlated with a firm’s 
financial performance in terms of ROA. Further analysis of the individual components of VAIC shows 
that human and physical capital significantly contribute to the added value. Structural capital, 
however, shows a negative relationship with profitability. The authors argue that in a knowledge-
economy, investors also need information about non-financial aspects of the company when making 
investment decisions thus disclosure of IC related information on the balance sheet of firms is now 
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required (Li et al., 2012). Muhammad and Ismail (2009) investigated the relationship of IC and 
financial performance in Malaysian banks. Their results reveal that VAIC (as a measure of IC 
efficiency) is significantly correlated with profitability. Further industry level analysis reveals that the 
banking sector relies more on IC than insurance and brokerage firms. Individual components of VAIC, 
i.e., HCE, CEE12 and SCE, however, did not show any significant relationship with either the 
profitability or productivity of the firms, which means that investors do not place separate the 
weights on individual components of VAIC. The authors argue that this disparity in results (between 
VAIC and its individual components) may be attributed to the small sample size since the study 
investigated only 18 banks.      
Joshi et al. (2013) studied the efficiency of IC in the Australian financial sector and report that VAIC is 
significantly correlated with human costs and performance of banks. The authors selected 33 
financial firms including investment banks, insurance companies and diversified financial companies 
for the period 2006 to 2008. Their results reveal that, in the Australian financial sector, IC efficiency is 
highly dominated by human capital. Similar results were reported by Pek (2005) and Joshi et al. 
(2010) where human capital was the major contributor to a firm’s value creation and higher market 
returns (Pantzalis & Park, 2009). Joshi et al. (2010) also report that investment companies in Australia 
rely more heavily on human capital than investment banks or insurance companies. Insurance 
companies however, rely more on physical capital.  
Lu et al. (2014) argue that the insurance industry relies heavily on the knowledge and skills of the 
employees who bring innovation into the services offered by the firms. The authors analyse the 
efficiency of IC and its impact on the financial performance of firms in the Chinese life insurance 
industry. Using data from annual reports of life insurance companies from 2006 to 2010, the authors 
used the dynamic slack based model to measure the efficiency of IC and its relationship with the 
financial performance of the firms. Contrary to Joshi et al. (2010)’s study, the results of Lu et al. 
(2014)’s study reveal that the efficiency scores of IC in insurance companies are stable over the study 
period. Further analysis shows a significant positive relationship between IC efficiency and a firm’s 
financial performance, which supports the argument that IC plays a vital role in value creation in 
insurance firms.  
Gan and Saleh (2008) analyse the efficiency of IC and its relationship with corporate performance in 
technology-intensive firms in Malaysia. The study shows that technology-intensive companies still 
rely heavily on financial capital for value creation. Further analysis shows that investors may give a 
different value to individual components of IC but physical capital remains the most important factor 
in value creation for these firms. The study finds a weak relationship between VAIC and the 
                                                          
12 Pulic (2000) use this term “capital employed efficiency” for total capital of the firm. 
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profitability and productivity of the firms but no relationship between VAIC and market value of the 
firms. These results are similar to those of Firer and Williams (2003) but Gan and Saleh (2008)’s study 
focused only on companies listed on MESDAQ (Malaysian Exchange of Securities Dealing and 
Automated Quotations), which does not reflect all companies traded on the Bursa. Another possible 
reason for this weak relationship could be the study’s limited time period (2004-2005). A similar 
study by Ahangar (2011) on IC performance and its association with profitability, sales growth and 
employee productivity, documents that among individual components of IC, only human capital 
shows a significant relationship with a firm’s financial performance. The author reports that the 
impact of IC on the financial performance is mediated by the competitive advantage of the firms.    
The concept of IC is still very new in emerging markets as argued by Vishnu and Kumar Gupta (2014) 
and Razafindrambinina and Anggreni (2008) who studied the impact of IC on a firm’s financial 
performance in India and Indonesia, respectively. The authors find that IC is significantly correlated 
with the overall financial performance of firms with the exception of revenue growth. Both studies 
confirm the argument that physical capital plays a vital role in value creation of firms in developing 
countries. Appuhami (2007) reveals that IC significantly influences the stock performance of Thai 
firms in terms of capital gain. This relationship reveals that effective management of IC can also 
directly increase the shareholders’ wealth, which may help the firm to attract new investors. 
In a cross-industry study, Pal and Soriya (2012) analyse the efficiency of IC in the pharmaceutical and 
textile industries in India. The authors use the VAIC model to measure the efficiency of IC. The results 
show a positive relationship between IC and the profitability of firms measured in terms of ROA. 
Surprisingly, no correlation was found between IC and the ROE of firms in either industry. In a similar 
study by Bollen et al. (2005) on the efficiency of IC in the pharmaceutical industry in Germany, the 
authors find a positive relationship between IC and ROE. The different results may be attributed to 
the economic development stage of the countries. 
The software industry is known as an IC intensive industry where the output mostly depends on the 
creativity of human skills (Kweh et al., 2013). These authors measured the efficiency of IC and its 
impact on the financial performance of firms in the software sector of Malaysia. The study’s sample 
included all 25 firms in the software sector listed on Bursa Malaysia. Individual components of VAIC 
were used as inputs in the DEA with ROE and Tobin’s Q as output variables for a firm’s performance. 
The results reveal that firms listed on ACE are more efficient than those on Bursa in terms of IC. 
Human capital was, however, the major contributor towards value creation in all firms, which 
supports the argument that IC plays an important role in value creation. Kweh et al. (2013) conclude 
that firms in the software industry should understand the value of IC and effective management to 
achieve competitive advantage. 
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In a knowledge driven economy, the use of traditional performance measures, which are prey to 
conventional accounting rules in defining income, are perhaps inappropriate (Firer & Williams, 2003). 
The authors argue that the use of these measures provides wrong or insufficient knowledge to 
investors in decision making. The authors further raise two questions: (a) why do these traditional 
accounting standards restrict the reflection of IC in financial measures knowing that knowledge is a 
key to the firm’s success? And (b) if financial measures are mainly used by managers to make 
decisions then what measuring system will be more suitable in this knowledge driven era?  
To address these issues, Firer and Williams (2003) analyse the relationship between efficiency of IC 
(VAIC) and the firm’s financial performance in terms of profitability, productivity and market-to-book 
value. The authors use firm size, leverage, ROE and industry type as controlled variables to capture 
their effects. Using data drawn from the annual reports of 75 publicly listed firms on the 
Johannesburg stock exchange (South Africa) for the year 2000, the authors used VAIC to measure IC 
efficiency. Despite numerous studies reporting a strong positive correlation between IC and a firm’s 
financial performance, Firer and Williams (2003) report inconclusive results. There is only a moderate 
relationship between structural capital and profitability. Surprisingly, the authors’ study reports a 
negative relationship between human capital efficiency and productivity measured in terms of assets 
turnover. According to authors, these inconclusive results may be attributed to the limited number of 
firms and only one year time period used in the study. Firer and Williams (2003) suggest that further 
research is required to better understand the relationship between IC and the financial performance 
of firms especially in emerging economies.  
In a recent study on IC efficiency and its impact on financial performance of pharmaceutical firms in 
India, Vishnu and Kumar Gupta (2014) extended the original VAIC model by including a new variable 
called relational capital (RC). The authors’ results show a positive relationship between IC and firm 
performance but the new variable RC fails to produce any significant relationship. ROA is the 
preferred dependent variable over ROS (Return on Sales). Vishnu and Kumar Gupta (2014) however, 
suggest adding more variables to the VAIC model and using new proxies to measure the variables. 
The authors also suggest adding more industries and countries to generalize the results because their 
study was limited to 22 firms in the Indian pharmaceutical industry.  
Chan (2009b) analysed the relationship between IC and a firm’s financial performance in Hong Kong. 
The author includes all the firms listed on the Hong Kong stock exchange and uses annual reports 
data for the period 2001 to 2005. The study uses the VAIC model to measure IC efficiency. Chan’s 
results reveal only a moderate correlation between IC efficiency and the financial performance of 
firms in terms of profitability. Physical capital remains the major contributor to value added in Hong 
Kong firms. These results are consistent with Firer and Williams (2003). Moreover, Chan (2009b) 
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argues that Hong Kong is lagging behind its competitors such as Singapore and Taiwan in the 
development of IC. The author recommends that policy makers in Hong Kong should pay more 
attention towards the cultivation of IC to compete in today’s knowledge driven economy.  
Şamiloğlu (2006) studied the relationship between IC efficiency ‘measured in terms of VAIC’ and 
market valuation of the firms measured as the M/B ratio. The study uses annual reports data for all 
banks listed on the Istanbul stock exchange for the period 1998-2001. The author’s results show no 
significant relationship between VAIC and the market value of a firm. Similarly, Maditinos et al. 
(2011) measured the efficiency of IC and its impact on the financial performance and market value of 
firms listed on the Athens stock exchange. Using annual report data for the period 2006-2008, the 
study reveals no significant relationship between VAIC and market value and firm financial 
performance. However, the authors argue that these results are not surprising because of some 
alarming characteristics of the Greece economy, such as the low level of foreign direct investment, 
an inefficient capital market and huge public sector holdings, which may have caused the low IC 
efficiency.    
Based on these results, Maditinos et al. (2011) raised some concerns about the research 
methodology as well as the consistency of results using VAIC. First, as far as the research 
methodology is concerned, the authors argue that the use of the M/B ratio might be inappropriate 
because it is highly influenced by the investor sentiment in the market. Second, linking IC to market 
valuation might be incorrect because sometimes the market value goes down because of external 
forces such as investors’ perceived risk. Third, calculating the market value of firms based on the 
stock price at the end of the year might not be a true representation of the price throughout the 
year. The authors recommend using the VAIC model to measure IC efficiency in developed and 
frontier economies to check the consistency of the results. 
2.6.3 IC and Firm Performance in Frontier Economies                    
Despite increasing effort to measure and manage IC efficiently in developed economies and, to some 
extent, in emerging economies, the concept of IC is still in its initial stage in developing13 countries 
(Bharathi Kamath, 2008). Mehralian et al. (2012) studied the performance of IC and its impact on the 
financial performance of firms in Iran’s pharmaceutical industry. The results reveal that IC is weakly 
associated with the profitability of firms but there is no association between IC and productivity and 
market valuation of the firms. The authors checked robustness through applying an Artificial Neural 
Networks (ANN) model and report same results. Physical capital is found to be the major contributor 
towards value creation as is expected from most of the studies in frontier economies.  
                                                          
13 As per the MSCI index, the majority of the developing countries are classified as frontier countries.  
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Mehralian et al. (2012) argue that the strong association between physical capital and firm 
performance is because the Iranian pharmaceutical industry is still underdeveloped. Conversely, no 
association between firm performance and HCE or SCE shows little or no investment in: (a) training 
and development programmes for employees, (b) improper advertising and marketing strategies, 
and (c) a low level of research and development. Mehralian et al. (2012) suggest that managers in 
such a knowledge-intensive industry should realize that their future growth depends on innovation in 
the products that can be achieved only through efficient structural capital and well trained human 
resources. The small number of firms included was, however, the major limitation of the research 
and its findings.  
The first study investigating the efficiency of IC and its impact on the financial performance of Islamic 
banks was by Rehman et al. (2011). Using annual report data of Mudarba firms listed on the Karachi 
Stock Exchange, the authors used the VAIC model to measure IC efficiency. The results reveal a 
strong association between IC and financial performance of Islamic banks in Pakistan. The results also 
reveal that human capital is the major contributor towards value added for the banks. All individual 
components of VAIC, i.e., HCE, SCE and CEE, are significantly correlated with the financial 
performance of Pakistani Islamic banks. These results support the notion that sufficient investment in 
IC and efficient management can contribute significantly towards value creation in firms in an 
underdeveloped country such as Pakistan.  
2.6.4 IC and Firm Performance: Cross-Country Comparisons         
IC efficiency differs significantly across borders because of different levels of economic development 
and different environments in which employees work (Gigante, 2013). In a cross-country study on IC 
efficiency and its impact on the financial performance of banks in selected European countries, 
Gigante (2013) finds that IC efficiency varies significantly among banks from the sample countries14. 
The study uses data from the annual reports of 64 selected banks from nine European countries for 
the period 2004 to 2007. The study finds that the mean IC efficiency scores for Finnish banks are 
highest, i.e. 12.23, and 1.88 for German banks being the lowest. Further analysis shows that human 
capital efficiency for banks in Finland is again the highest. The study reveals that IC efficiency is 
significantly correlated with the financial performance of banks in terms of ROA and ROE. However, 
there is no correlation between IC efficiency and market valuation in terms of the M/B ratio of the 
banks. The author recommends further study to include more banks and increase the time span to 
generate more robust results.  
Young et al. (2009) argue that banks play an important role as intermediaries by mobilizing funds 
from depositors to households and businesses; human resources play a significant role in this 
                                                          
14 Countries include Czech Republic, Denmark, Finland, Germany, Italy, Norway, Poland, Spain, and Sweden.  
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transfer. The authors did a cross country comparison of eight Asian economies15 measuring the IC 
efficiency in banking. Using banks’ financial reports data from 1996 to 2001, the authors use the VAIC 
model to measure IC efficiency in eight Asian countries. The authors find that both human and 
financial capital play significant roles in value creation of banks. Following the 1997 Asian financial 
crisis, the authors find that the ability of human capital to create value was negatively affected during 
financial turmoil, making human capital a most vulnerable resource during uncertain environments. 
2.7 Summary of the Empirical Studies 
The importance of IC was realized by developed countries in the late 1980s and early 1990s when IC 
became the focus of the research and business communities. Since then, a number of attempts have 
been made both at firm level and individual researchers to develop appropriate models to measure 
IC. The Skandia Navigator model developed by Edvinsson and Malone (1997) was among the 
pioneers to recognize and measure IC. The purpose in developing this model was to increase the 
importance of IC to include its disclosure on the balance sheet. Among the limited empirical studies 
(Guthrie & Petty, 2000; Maditinos et al., 2011; Gigante, 2013; Joshi et al., 2013) on IC and firm 
performance in developed economies, most studies support the argument that IC plays a vital role in 
value creation of firms. However, these studies have several limitations such as a small number of 
firms included in the sample and a short study period. The concept of IC is still very new in emerging 
economies. Despite of the number of studies16 on IC and firm performance in emerging economies, 
the results are inconclusive. Some studies, such as Young et al. (2009), show a positive relationship 
between IC and firm performance but other studies, such as Firer and Williams (2003), find no 
relationship.  
This inconsistency in results from emerging economies is mostly attributed to different factors, such 
as the level of economic development of the economy, the lack of available data and the limited 
scope of the studies in terms of time period and number of firms studied. In addition, Ståhle et al. 
(2011) criticise the construction of the VAIC model, in general, and its structural capital measure, in 
particular. The VAIC model ignores some key elements of IC, such as relational capital and social 
capital. Nonetheless, most researchers emphasize the necessity to recognize the importance of IC as 
a vital contributor to value creation for firms. IC is a key factor in value added for firms during 
financial crisis in Young et al. (2009)’s study. The authors suggest that further research on the role of 
IC in financial crises should be tested to determine if IC plays a significant role in saving troubled 
firms.  
                                                          
15 The list of Asian countries is: Hong Kong, Indonesia, Malaysia, Philippines, Singapore, South Korea, Thailand 
and Taiwan.    
16 See, for example: Vishnu and Kumar Gupta (2014), Bharathi Kamath (2008), Kamal et al. (2012), Ting and 
Lean (2009).  
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Surprisingly, some studies17 on IC and firm performance in frontier countries produce a strong 
positive relationship. Few studies (Mehralian et al., 2012), however, find a very weak or no 
relationship between IC and firm performance. This disparity in results is again attributed either to 
differences of industries or lack of available data, which has always been a problem in most under-
developed countries. Another reason for this weak or no relationship is the low level of investment in 
employees since most businesses are owned or managed by one person in frontier economies such 
as Iran and Pakistan. Despite strong efforts to make full use of IC in developed economies and, to 
some extent, in emerging economies, IC still needs to be explored in emerging and frontier 
economies (Bharathi Kamath, 2008).   
2.8 IC Measurement Models and Conceptual Framework  
This section outlines and discusses monetary and non-monetary models used in the literature to 
measure IC efficiency. This section also outlines the conceptual framework used in this study along 
with the monetary based VAIC model to measure IC efficiency.   
2.8.1 IC Measurement Models 
The RBV of a firm holds that a firm’s intangible assets contribute equally towards the financial 
performance as its tangible assets and VA should be recognized as a measure of performance rather 
than the return to owners. VA augments the true measure when it comes to an economy’s 
production in today’s knowledge-based economy (Sveiby, 1997). Firer and Williams (2003) argue that 
different perceptions of accounting income have led to different performance measurements based 
on different theories. For example, under the enterprise resource perspective, an organization acts 
as a decision making unit on behalf of its stakeholders including employees, shareholders, and 
creditors, and the profit, the reward for these stakeholders is termed value added.  
In accordance with the different theories on a firm’s income, different models have been introduced 
in the literature to measure IC efficiency. These models can be classified into two broad groups, i.e., 
monetary and non-monetary. Table 2 summarizes these models.  
 
 
 
                                                          
17 See, for example: Rehman et al. (2011). 
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Table 2.1 Monetary and Non-Monetary Models Used to Measure IC 
Monetary Models Non-Monetary Models 
Market Capitalization models 
 M/B value model 
 Tobin’s Q by Luthy (1998) 
ROA models 
 EVAa & MVAb models by Bontis 
(1999) 
 Calculated intangible value by 
Dzinkowski (2000) 
 VAIC by Pulic (1998) 
 Intangible driven value model by Lev 
(2000) 
 Residual income model by Ohlson 
(1995) 
Scorecard models 
 Balance scorecard by Kaplan and Norton 
(1995) 
 Technology broker model by Brooking 
(1996) 
 Skandia Navigator by Edvinsson and 
Malone (1997) 
 IC-Index model by Roos et al. (1997) 
 Intangible assets monitoring model by 
Sveiby (1997) 
 Heuristic frame by Joia (2000) 
 aEconomic value added 
bMarket value added 
2.8.2 The Evolution of Prominent IC Models and the Conceptual Framework 
The Skandia Navigator model is among the pioneers acknowledging the importance of IC and its 
disclosure on the balance sheet. The model classifies IC into four elements namely human, process, 
renewal and customer capital.  
Kaplan and Norton (1995) propose an IC measurement model known as the Balance Score Card. The 
idea was to measure the efficiency of intangible assets which were previously ignored. This model 
produces results in the form of scores for different elements of IC such as human, structural and 
innovation capital. Using Skandia Navigator as a base, Bontis (2004) constructed a new measure 
called National Intellectual Capital Index (NICI) aimed at measuring and managing IC at the national 
level. The model includes market capital, process capital, renewal capital and human capital as 
different indicators of the IC of a nation. The author applied NICI model to several Arab countries to 
measure the national IC and concludes that national IC represents almost 20 percent of the total 
financial wealth of each country in the study’s sample.  
Based partially on the Skandia Navigator framework, Pulic (1998) developed a new but more 
comprehensive, easy to calculate measure called Value Added Intellectual Coefficient (VAIC). The 
VAIC model is unique since it measures the IC size and efficiency thereby giving a base for 
comparison between firms, industries and economies (Pulic, 1998). Unlike previous models, which 
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are either customized or fit for some specific profile of firms, the VAIC model uses data from audited 
reports of firms, which increase its authenticity (Pek, 2005).  
The VAIC model has been extensively used in the literature to measure IC efficiency. For example, 
Chen et al. (2005) used the VAIC model to study the relationship between IC and a firm’s financial 
performance in Taiwan and reports a significant positive relationship. Firer and Williams (2003), 
studying the relationship between IC and a firm’s financial performance, found the relationship to be 
limited and mixed. The VAIC model has been extensively used in previous studies (Tan et al., 2007, 
2008; Ting & Lean, 2009; Hsu & Wang, 2012; Pal & Soriya, 2012; Joshi et al., 2013; Kweh et al., 2013; 
Sumedrea, 2013; Berzkalne & Zelgalve, 2014; Lu et al., 2014; Vishnu & Kumar Gupta, 2014) because 
of its usefulness and ease of understanding. Following the aforementioned studies and the unique 
characteristics of the VAIC model, we use it to measure IC efficiency. The VAIC model has several 
benefits. For example, the results of the model provide a basis for comparison of IC efficiency across 
firms. The VAIC model uses publicly available data from annual reports of firms, which minimizes the 
risk associated with the results’ authenticity (Pek, 2005). 
Since the main objective of this current study is to measure IC efficiency and its impact on firm 
performance, we use the VAIC model and its individual components, i.e., human, structural and 
physical capital, to measure IC efficiency along with the performance of individual components. This 
study uses ROA, ROE, assets turnover and P/B as firm performance measures. Departing from 
previous studies, this study replaces the structural capital measure of the VAIC model with 
innovation capital18 and introduces an adjusted-VAIC model to overcome criticism of the VAIC model. 
Figure 2.1 outlines the basic conceptual framework of this study.   
                                                          
18 This is discussed in details in chapters 3 and 6 of this study.  
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Chapter 3 
Research Methodology 
3.1 Introduction 
This chapter outlines the research methodology used in this current study. Section 3.1 discusses the 
VAIC model, the advantages, calculations and interpretations of the model. Section 3.2 presents the 
adjusted-VAIC model after making necessary adjustments in the original VAIC model. Section 3.3 
defines the dependent variables and their measures and section 3.4 discusses the regression models 
used in this current study. Section 3.5 discusses the sample including markets, firms, data collection 
and data transformation. Finally, section 3.6 summarizes the chapter.      
3.2 Monetary Measure of IC: the VAIC Model 
Several models are in the literature that can be used to measure IC efficiency. These models can be 
broadly categorized into two categories: monetary and non-monetary measures (Edvinsson & 
Malone, 1997). According to Sydler et al. (2014), non-monetary models (qualitative) limit 
benchmarking and provide limited information because of a company’s specific characteristics. It is 
more challenging when there are no set guidelines regarding the disclosure of IC by companies. 
Cheng et al. (2008) classify IC research into survey questionnaire and financial data methods. The 
former approach uses a survey questionnaire to ask respondents to rate their agreement on a 5 point 
Likert scale. This indirect method contains several questions depending upon the purpose of the 
study and measures the relationships between the respondent’s behaviour and the results (Bontis, 
2001; Cabrita & Vaz, 2005; Martínez-Torres, 2006). The latter approach however, uses financial data 
obtained from the financial reports of firms. Monetary based models allow users to compare firms or 
industries and sometimes countries. Another benefit from using quantitative models is that these 
models use publicly available information, usually audited that increases the reliability of the results. 
This current study uses the quantitative approach because of these validation features and the ability 
to compare results across firms or countries.    
One of the most widely used monetary measures is Value Added Intellectual Coefficient (VAIC) 
developed at the Austrian Intellectual Capital Centre (Pulic, 1998, 2004). The VAIC model measures 
the value added by the business along with individual contributions of each asset category towards 
the firm’s value. These asset categories include tangible and intangible assets such as intellectual 
resources. Unlike other assessment-based measures that are unable to measure the asset value of IC 
of a firm, VAIC is an indicator-based measure that uses financial report data and calculates the asset 
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value and IC efficiency of a firm, which is useful for decision making by management. This study 
adopts the VAIC model because of its unique benefits discussed below.  
3.2.1 Advantages in using VAIC model 
The literature (Firer & Williams, 2003; Pek, 2005; Chan, 2009a; Joshi et al., 2013) provides the 
following benefits from using VAIC model to calculate IC efficiency:  
 The VAIC model results in numerical indicators that are equally important for all stakeholders 
such as creditors, investors, customers, shareholders, providing them the basis for comparing 
the components of IC. 
 Unlike other measures, which demand scores or grading award criteria, VAIC is a quantitative 
measure that uses statistical analysis and computations for a large number of companies 
covering millions of data items collected over time. 
 Because of the quantitative measurement, VIAC results can be compared with traditional 
financial measures such as turnover ratios and profitability ratios that are found in firms’ 
financial reports. 
 VAIC is a simple measure in terms of computational procedures and is easy to understand by 
management and other stakeholders who are familiar with corporate financial information. 
 According to Chan (2009a), the VAIC model can be consistently applied and its results can be 
compared at departmental, firm, industry and country level thereby providing a benchmark 
for effective IC management. 
 Using publicly available information from audited financial reports increases the reliability 
and effectiveness of the results. 
 The VAIC model is based on a value added approach that is consistent with the RBV of the 
firm, which highlights the importance of IC for the firm. 
 The VAIC model has been used rigorously to measure the efficiency and effectiveness of IC of 
publicly listed companies in a number of countries such as Australia, Taiwan, Malaysia, India, 
Austria, Pakistan and UK (Chan, 2009a).           
3.2.2 Calculations of VAIC 
This section discusses in detail how the VAIC model works and what steps are involved in the 
calculations of VAIC. The VAIC calculations involve a two-step process (Pulic, 1998) where value 
added is calculated in the first step and VAIC is calculated in the second step. 
Step 1 
In the VAIC model, total Value Added (VA) by the business can be calculated as:  
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..........(3.1)VA OUT IN   
Where VA is value added, OUT is output, which represents the total revenue of a firm earned by 
selling its products or services. IN is input, which includes all expenses a firm makes in raw materials, 
operational overheads. Pulic (1998) did not include staff costs as expenses in the VAIC model. The 
author argues that since this money is spent on employees who play a major role in the value 
creation process, therefore these expenses should be treated as an investment. By replacing output 
and input with their individual variables in equation 3.1, we can write equation 3.2 as follows: 
........(3.2)VA R C   
Where R is total revenues, C is total material cost incurred during the year. Equation (3.2) can also be 
written as: 
.........(3.3)VA NI LC I T DP      
Where NI is net income for the year, DP is depreciation and amortization, LC is labour cost, I is 
interest cost and T is taxes.  
Net income can be calculated as: 
.........(3.4)NI R C DP LC I T       
The VA equation (3.3) can also be written as:  
.........(3.5)R C NI LC I T DP       
The left hand side of equation (3.5) represents the total value added by the firm and the right hand 
side explains its distribution to different stakeholders such as wages for employees, interest for 
creditors, taxes to government and net income for the shareholders and retained earnings. 
Step 2 
In step two the VAIC is calculated by measuring the human capital (HCE), structural capital (SCE) and 
capital employed (CEE) efficiencies19. 
........(3.6)VAIC ICE CEE   
Where ICE is the intellectual capital efficiency and is expressed as: 
                                                          
19 The term “Capital Employed Efficiency” is used in the literature as Equity Capital invested by the 
shareholders.   
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........(3.7)ICE HCE SCE   
HCE measures the ability of the firm to create value through making a one dollar investment in 
employees and is calculated as: 
/ ......(3.8)HCE VA HC  
Structural Capital Efficiency (SCE) measures how much capital has been created by structural capital 
and is calculated as: 
/ .......(3.9)SCE SC VA  
Capital employed efficiency measures how much value has been created from each dollar of 
shareholders’ capital and can be calculated as: 
/ ........(3.10)CEE VA CE  
Hence, VAIC can be written as: 
..........(3.11)
VA SC VA
VAIC
HC VA CE
    
 
Variables and proxies: 
The variables in equation (3.11) are measured as follows (see Table 3.1 for more details). 
 Human capital is measured as the total cost of employees in wages and salaries. 
 Capital employed is the book value of total capital employed in the business.  
 Structural capital is calculated as SC = VA – HC 
 
3.3 Proposed adjusted-VAIC Model 
This section highlights some of the problems, criticisms and solution to the original VAIC model. This 
current study also uses an adjusted version of VAIC (called A-VIAC) to address some of the problems 
in the original VAIC model. 
3.3.1 Structural Capital Measure 
Structural Capital in the VAIC model is the difference between VA and HC, which might be 
problematic as argued by Ståhle et al. (2011). As discussed previously, VA = OP+LC+DP and SC = VA-
HC where HC is defined as total cost of employees which is termed the LC (labour cost). Thus, we can 
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say that SC=OP+DP. Ståhle et al. (2011) argue that operating profit (OP) and deprecation are 
perfectly affected by company strategies where the former is affected by present investments and 
later is affected by the previous year’s investments of the company. This calculated parameter is 
purely an accounting variable comparable to the operating margin of the company and cannot be 
logically classified as structural capital (Ståhle et al., 2011).  
Furthermore, SCE in the VAIC model is calculated as SCE = SC/VA which can be interpreted as: when 
VA decreases the structural capital, efficiency increases which contradicts financial principles20. To 
solve this problem, following Vishnu and Kumar Gupta (2014), we replace the SC variable with 
innovation capital (INVC from here onward) for which R&D will be used as a proxy for the following 
reasons. 
Chen et al. (2005) argue that traditional accounting standards treat R&D as expenses and are 
subtracted when calculating VA in VAIC model. Investment in R&D is considered the major driver for 
technological advancement in innovation, thus these expenses should be treated as an investment. 
Lev and Sougiannis (1996) and Chauvin and Hirschey (1993) studied the relationship between R&D 
and advertising investment and future stock performance of the company and report a significant 
positive relationship. Lev and Sougiannis (1996) regard R&D and advertising investment as the major 
driver of stock prices whereas Chauvin and Hirschey (1993) conclude that investors expect higher 
cash flows from R&D and advertising intensive companies. We argue that if personnel cost is treated 
as investment in the VAIC model then R&D costs should also be treated as an investment since this 
accumulates structural capital for the firm. Hence we add back R&D investments when calculating VA 
for our adjusted version of VAIC (A-VAIC)21. Following Cheng et al. (2008), we use R&D as a proxy for 
innovation capital so INVC efficiency can be calculated as follows. 
/ INVC.......(3.12)INVCE VA  
Where INVCE measures the ability of the company to create value by making a one dollar investment 
in innovation capital (i.e., R&D).   
Following this change, the adjusted-VAIC model is as follows: 
    IN   .......(3.13)A VAIC HCE VCE CEE     
Or 
                                                          
20 In finance, when VA decreases it means the structural capital has not performed well but, as per the VAIC 
model, when VA decreases SCE increases, which should not be true.    
21 This is further discussed in Chapter 6. 
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......(3.14)
VA VA VA
A VAIC
HC INVC CE
     
We use the adjusted version of VAIC model (equation 3.13) to determine if it can solve the existing 
problems with the original VAIC model.  
The independent variables included in this current study are VAIC and its components, HCE, SCE and 
CEE (right hand side of equation 3.11). When we adjust the original VAIC model, the independent 
variables become A-VAIC and its components, HCE, INVCE and CEE as in equation (3.13). 
Following previous studies (Firer & Williams, 2003; Pal & Soriya, 2012; Joshi et al., 2013), we use firm 
size as a control variable because it can potentially affect firm performance. Nguyen et al. (2015) 
believe that certain macro-economic variables such as GDP growth might influence firm 
performance. Moreover, Koller et al. (2010) state that a firm’s value is directly influenced by future 
assumptions of macro-economic variables. Therefore, departing from existing studies on IC-firm 
performance, this current study also applies GDP growth rate as a control variable, we believe that 
GDP growth rate might influence firm performance, apart from our desired independent variables.   
 Dependent Variables 
This section discusses the dependent variables and their measurement.   
3.3.1..1 Profitability measures  
Different authors use different profitability measures such as ROA (Return on Assets) (Ting & Lean, 
2009; Clarke et al., 2011; Hsu & Wang, 2012) and Return on Equity (ROE) (Tan et al., 2007; Ståhle et 
al., 2011; Pal & Soriya, 2012; Kweh et al., 2013; Sumedrea, 2013) to measure the relationship 
between IC and firm performance. ROA measures the earning capability of a firm by using a dollar of 
asset and ROE measures the same by using a dollar of equity. In line with the literature, this study 
uses ROA as the main performance measure with ROE for a robustness check. 
....(3.15)
NI
ROE
TE
  
Where NI is the total net profit left over for the shareholders and TE is total shareholders’ equity in 
the business.   
....(3.16)
NI
ROA
TA

 
Where ROA is return on assets and TA is total assets of the business.  
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3.3.1..2 Productivity measure  
Apart from profitability measures, this current study uses other performance measures for 
robustness purposes. Consistent with (Firer & Williams, 2003; Gan & Saleh, 2008; Pal & Soriya, 2012), 
we use total Assets Turnover (ATO) as a productivity measure which measures the revenue 
generated from using total assets. 
......(3.17)
S
ATO
TA

 
Where S is total sales of the firm for the year and TA is total assets held by the firm. 
3.3.1..3 Market measure  
A major objective of an organization is to increase the shareholders’ wealth (Ross et al., 2008); there 
are two ways a company can increase shareholders’ wealth. First, a company can distribute its 
residual profits among the shareholders and second is capital gain, which is preferred, according to 
Ross et al. (2008). Capital gain is the increase in share price in the market over time. In analysing the 
role of IC in the market value of a firm, this current study employs the M/B ratio for the market value 
measurement of the company: 
/ .....(3.18)
MV
M B
BV

 
Where MV is market value of the firm calculated by multiplying the number of shares outstanding 
with market price per share (Ross et al., 2008). BV is book value of equity in the balance sheet of the 
firm.    
3.4 Statistical Models  
One of the objectives of this current study is to analyse the impact of IC on the financial performance 
of the firm to test if the outcomes are in accord with the IC theories discussed in the literature. Since 
the objective is to explore the relationship between the dependent variable (firm performance, in 
this case) and independent variables (VAIC and it components), we conduct regression analysis to 
measure this relationship. This study uses unbalanced panel data as firms (discussed in the next 
section) have missing values. Following Baltagi (2008) and Gujarati (2012), we begin our analysis with 
a basic linear regression model (BLRM) and apply OLS to the following models (advanced estimators 
such as panel data analysis and dynamic panel model are discussed and applied in chapters 4 and 5).      
........................................0( , , ATO, M/ B) (3.19)it it itFP ROA ROE VAIC Control YEAR          
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................................
0 1 2 3 4
5
( , , ATO, M/ B)
(3.20)
it it it it
it
FP ROA ROE HCE CEE SCE Control
YEAR
        
    
Equation (3.19) explores the impact of VAIC (collective measure of IC efficiency) on the financial 
performance of firms. Pulic (2004) and Chen et al. (2005) argue that investors may place different 
values on each component of VAIC, i.e., HCE, SCE and CEE, hence equation (3.20) explores the impact 
of individual components of the VAIC model on the financial performance of the firms.  
Table 3.1 Variables and Measurements 
Variables 
 
Measurement 
Independent Variables 
HCE (Human Capital Efficiency) 
 
Total salaries and wages 
SCE (Structural Capital Efficiency) VA-HC 
CEE (Capital Employed Efficiency)   Total book value of firm 
VAIC (Value Added Intellectual Capital Efficiency) 
INVCE (Innovation Capital Efficiency)    
HCE + SCE + CEE 
Total R&D Investment  
A-VAIC (Adjusted VAIC) HCE + INVCE + CEE 
 
Dependent Variables 
ROA (Return on Assets) Net Income/Total Assets 
ROE (Return on Equity) Net Income/Total Equity 
ATO (Assets Turnover)  Total Sales/Total Assets 
P/B (Price to Book Ratio) Market Price/Book Value 
 
Control Variables  
Size 
GDP Growth  
Year 
 
 
Natural Log of Capitalization 
GDP growth rate  
Year dummies  
 
We change the structural capital measurement in the original VAIC model and replace it with R&D as 
innovation capital in the A-VAIC model. The following equations, (3.21) and (3.22), measure the 
impact of m-VAIC and its components on the financial performance of firms.  
.......
0 1 2
3
( , ,ATO,M/ B)
(3.21)
it it
it
FP ROA ROE A VAIC Control
YEAR
     
   
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......................
0 1 2 3
4 5
( , ,ATO,M/ B)
(3.22)
it it it it
it
FP ROA ROE HCE INVCE CEE
Control YEAR
    
  
 
Where INVCE is innovation capital efficiency for firm i at time t; A-VAIC is the adjusted version of 
VAIC with the inclusion of innovation capital or R&D.   
3.5 Sample and Data  
This section discusses the sample markets in the study, firms and sources of data used in the study.  
3.5.1 Sample Markets and Firms 
As discussed in Chapter One, the purpose of this study is to measure IC efficiency and compare it 
between developed, emerging and frontier countries. The purpose of this comparison is to 
determine if economic development plays any role in the performance of IC. Previous studies on IC 
produce quite divergent results. Some studies, Vishnu and Kumar Gupta (2014) and Chen et al. 
(2005) report a significant positive relationship between IC efficiency and firm performance in 
emerging markets, whereas Firer and Williams (2003) report no relationship. Similarly, Tan et al. 
(2007) report a significant positive relationship between IC and firm performance in developed 
markets whereas W. H. Su and Wells (2015) and Joshi et al. (2013) find no conclusive results in the 
Australian developed economy. Similar results are documented for the under-developed markets.  
These mixed results can be attributed to at least three reasons. First, there is no study in the 
literature that includes different types of market (developed, emerging and frontier) to look at the 
bigger picture. There is a gap in the literature whether economic development plays any significant 
role in the efficiency of IC or if IC can perform efficiently in any given scenario. Second, the existing 
published studies on IC rely on static measures such as OLS or FE to estimate the relationship 
between IC and firm performance. In other words, previous studies ignore the dynamic relationship 
between IC and firm performance (see chapter 4). Third, most studies use the original version of VAIC 
model, which suffers from criticism of its construction.       
To address the first gap in the literature, we expand the study’s scope to three types of market, i.e., 
developed, emerging and frontier markets. As per the MSCI index, countries are divided into three 
categories, i.e., developed, emerging and frontier countries22. Five countries from each region are 
selected based on their GDP per capita23. GPD per capita24 is applied as the first criterion in sample 
selection because the IC efficiency is associated with GDP per capita where countries with a good 
                                                          
22 This list of categories is available from https://www.msci.com/market-cap-weighted-indexes.  
23 Previous researchers who used multiple countries for comparison have resorted to random selection of the 
countries (Kwan, 2003; De Jong et al., 2008; Young et al., 2009; T. Chen, 2013; Gigante, 2013; Berzkalne & 
Zelgalve, 2014);    
24 Lists of countries ranked by GDP per capita and KEI are obtained from the World Bank indicators as of 2013. 
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GDP performance exhibit greater efficiency of IC (Navarro et al., 2011). Cañibano et al. (2000) argue 
that most manufacturing economies are quickly replaced by knowledge-based economies that 
ultimately increases the importance of IC. We apply the Knowledge Economy Index (KEI) as the 
second criterion in sample selection. KEI scores for each country are from the World Bank 
development indicators. Countries with higher GDP per capita as well as KEI (see Table 3.2) from 
each region (developed, emerging and frontier) are selected for the sample. The markets included in 
our study sample are presented in Table 3.2. 
Table 3.2 Sample Markets from Developed, Emerging and Frontier Countries 
Developed Markets Emerging Markets Frontier Markets 
Market GDP  KEI Market GDP KEI Market GDP KEI 
Australia 67.46 8.88 China 6.80 4.37 Argentina 14.76 5.43 
Austria 49.05 8.61 Malaysia 10.51 6.10 Nigeria 3.01 2.20 
Netherlands 47.61 9.11 Russia 14.61 5.78 Pakistan 1.29 2.45 
Singapore 55.18 8.26 South Africa 6.61 5.21 Saudi Arabia 25.85 5.96 
Sweden 58.26 9.43 Turkey 10.94 5.16 Ukraine 3.90 5.73 
Note: GDP is GDP per capita (amounts are in US$ 000) and KEI is the knowledge economy index. All data are 
sourced from World Bank Development Indicators 2013.  
 
The next step is to select firms from each market. Firer and Williams (2003) and Zéghal and Maaloul 
(2010) argue that IC is necessary for firms in every sector hence it should be studied across all 
sectors. Although IC is important for all types of firm such as small or big, public or private (Kolachi & 
Shah, 2013), one advantage in selecting publicly listed firms is that data for listed firms are available 
publicly. Another advantage is that since the annual reports of publicly listed firms are always 
audited by reliable sources, it increases the reliability of the results (Chen et al., 2005). Based on 
Kolachi and Shah (2013) argument that IC is important for big firms with as many as 500,000 
employees as well as for small firms with 50 employees, we select all publicly listed firms frim in the 
15 markets. The study time period is 10 years (2005 to 2014) since Wintoki et al. (2012) argue that a 
panel data study of fewer than 10 years may produce biased results. The time period is specifically 
chosen to encompass the 2008 global financial crisis that provides a basis to analyse the role of IC in 
the performance of firms pre and post a financial crisis.  
One of the limitations of the VAIC model is that it does not work for the companies with negative 
value added or losses (Firer & Williams, 2003). Pulic (1998) argues that since firms with negative 
income do not add any value, their IC efficiencies cannot be calculated. Thus, following previous 
studies (Shiu, 2006; Ting & Lean, 2009; Zéghal & Maaloul, 2010) we drop from the study firms with 
negative value added or negative operating profits. Firms in our sample should have at least four 
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years of data; firms with fewer than four years of data were deleted from the sample. There were 
11,189 listed firms in the study time period but after carefully reviewing that the firms in the sample 
met all the above criteria, there were 7,117 listed firms left. Table 3.3 presents the markets list of 
firms in the sample. 
Table 3.3 The Markets List of Firms in the Study Sample 
Developed Markets Emerging Markets Frontier Markets 
Market Firms Market Firms Market Firms 
Australia 571 China 2536 Argentina 74 
Austria 75 Malaysia 874 Nigeria 83 
Netherlands 96 Russia 689 Pakistan 215 
Singapore 598 South Africa 256 Saudi Arabia 132 
Sweden 290 Turkey 280 Ukraine 348 
 
3.5.2 Data sources 
This current study uses a monetary measure, i.e., the VAIC model to calculate the IC efficiency, 
quantitative performance measures such as ROA and ROE, and annual reports data to measure the 
variables. We obtained firms’ financial data from the Bloomberg database for the years 2005 to 
2014. We also obtain country level data, such as GDP, and other country statistics from the World 
Bank development indicators 2013.       
3.5.3 Data Transformation (Natural Logarithm)   
The study’s scope is expanded over three major markets, i.e., developed, emerging and frontier 
markets, and covers all publicly listed firms. Therefore, varying size of the firms is expected. Another 
unique characteristic of the dataset in our study is that it includes more percentage form ratio 
variables such as ROA and ROE as dependent variables and efficiencies such as HCE and SCE as 
independent variables. Charbaji (2011) argues that ratio variables increase skewness in the data so 
one should log transform the data for better statistical analysis. Similarly, Osborne (2005) claims that 
log transformation improves data distribution for statistical testing. The author also argues that all 
data points remain in the same relative order as they were before transformation. Gujarati (2012) 
states that log transformation is popular in econometric analysis that measures the rate of change of 
the slope coefficient (β) Y against the X variable. However, one precautions is that if there are 
negative values in the dataset then log transformation might not be useful since a natural log of a 
negative number is not defined. Since firms with negative operating profits or equity were deleted 
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from our sample, following (Osborne, 2005; Charbaji, 2011; Gujarati, 2012), we take natural 
logarithms of the variables to increase the efficiency of the econometric analysis.           
3.5.4 Data Analysis 
We measure the IC efficiency scores for firms in each market with MS Excel and SPSS (version 22) to 
perform the descriptive analysis. Next we use STATA (version 12) to estimate the static models (OLS 
& Fixed-Effect) as well dynamic panel data estimator such as system GMM. All diagnostic tests such 
as unit root, heteroscedasticity and autocorrelation are performed in STATA.    
3.6 Chapter Summary 
This chapter presents the methodology used in the study. This current study uses the VAIC model to 
measure IC efficiency. The VAIC and its individual components, HCE, SCE and CEE, are the 
independent variables. Performance measures, ROA, ROE, ATO and P/B, are the dependent variables 
in this study. IC measurement models in the literature can be divided into two broad categories, i.e., 
monetary and non-monetary based measures. Both categories have their pros and cons, e.g., 
monetary measures provide results in the form of numerical values that are easy to interpret and can 
be compared across firms and industries (Sydler et al., 2014). Non-monetary measures provide 
results in the form of indexes that are relatively complex to interpret. Another difference between 
the two types of measure is that monetary measures rely on financial data from annual reports 
whereas non-monetary measures use survey data from questionnaires.  
One of the most widely used monetary based measure is VAIC model (Pulic, 1998, 2004). The VAIC 
model measures the value added by the business along with individual contributions of each asset 
category towards the firm’s value creation. Unlike other assessment-based measures that are unable 
to measure the asset value of IC of a firm, VAIC is an indicator-based measure that uses financial 
report data and calculates the asset value and efficiency of a firm’s IC, which is useful in decision 
making by management. This current study uses the VAIC model to measure IC efficiency along with 
its individual components, i.e., human, structural and physical capital. The VAIC model involves a 
two-step process with value added calculated in the first step and IC efficiency calculated in the 
second step. 
There is criticism of the VAIC model especially on its structural capital measure. We replace the 
structural capital measure with a new proxy, i.e., R&D, to modify the original VAIC model into the A-
VAIC model. In line with the literature, we use ROA as the main performance measure and ROE as 
the dependent variable for robustness check. This current study also uses a productivity measure, 
i.e., ATO and a market measure, i.e., M/B, for robustness purposes. This current study also uses firm 
size and GDP growth rate as control variables since these variables might influence firm 
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performance. The scope of this current study is expanded to three market types, i.e., developed, 
emerging and frontier. GDP and knowledge economy index are the criteria for sample selection. 
Fifteen countries (five from each market type, see Table 3.2) are in the study to allow comparisons.  
Based on the arguments by Firer and Williams (2003) and Kolachi and Shah (2013), this current study 
includes all publicly listed firms in the selected markets. There were 11189 listed firms in the study 
time period but after carefully reviewing that firms met the specified criteria, there are 7117 listed 
firms left in the sample. The data are from the Bloomberg database for the period 2005-2014 and 
country specific data, such as GDP, are from World Development Indicators 2013. Following Charbaji 
(2011)’s argument that ratio based data exhibit problems such as skewness we log transformed the 
data in the study.          
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Chapter 4 
Static Models (OLS & Fixed-Effects) Results 
4.1 Introduction 
This chapter reports and discusses the results of static OLS and Fixed-Effects (FE) estimations. The 
chapter is organised as follows: Section 4.2 discusses the descriptive statistics of the dependent and 
independent variables. Section 4.3 discusses the diagnostic tests such as multicollinearity and unit 
root test, and OLS results followed by FE estimations. Section 4.4 presents advanced diagnostic test 
results such as heteroscedasticity and autocorrelation to check the reliability of the OLS and FE 
estimates. Section 4.5 explains the problems in the OLS and FE estimates and discusses possible 
solutions. Section 4.6 summarizes the chapter.       
4.2 Descriptive Statistics 
One objective of this current study is to measure and compare the IC efficiency and its relationship 
with the financial performance of firms in different markets. Tables 4.1 to 4.3 report the summary 
statistics of the dependent and independent variables for developed, emerging and frontier markets, 
respectively. Table 4.1 shows the mean IC efficiency scores “measured in terms of VAIC” vary from 
5.08 to 9.28 with an overall mean of 7.90 for the five developed markets in the study. The mean VAIC 
scores for individual countries are, from lowest to highest, 5.08, 8.01, 8.57, 8.59 and 9.28 for Austria, 
Netherlands, Sweden, Singapore and Australia, respectively. Among the five developed markets, 
Australia exhibits the highest and Austria the lowest, which implies that Australian firms use IC more 
efficiently than the other four developed markets. The mean IC efficiency scores are consistent with 
those reported by Joshi et al. (2013) for Australia (scores 8.82) but the scores are higher than those 
reported by Chen et al. (2005) for Taiwan (5.49). The mean VAIC scores in our study (7.90) are 
generally higher than for European countries (Czech Republic, Denmark, Finland, Germany, Italy, 
Norway, Poland, Spain and Sweden) reported by Gigante (2013) and, in particular, the VAIC score for 
Sweden (8.57) in this current study is much higher than for Sweden (3.97) in that study. These mean 
IC efficiency scores are slightly lower than those reported by El-Bannany (2008) for UK banks (10.80).  
In terms of human capital efficiency, the mean scores vary from 4.13 to 8.06 with an overall mean of 
6.66 for the developed markets. Australia again tops the list with Austria at the bottom, which means 
that firms in Australia use human capital more efficiently than the other four developed markets. The 
mean HCE score for Australia (8.06) is slightly higher than that reported by Joshi et al. (2013) for 
Australia (7.77). 
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Table 4.1 Cross-Country Summary Statistics of the Dependent and Independent Variables (Developed Markets) 
    ROA ROE ATO P/B HCE SCE CEE VAIC GDP Obs. 
Australia Mean 10.45 21.29 1.06 2.84 8.06 0.54 0.67 9.28 1.30 571 
 
Median 7.11 14.91 0.85 1.61 1.76 0.49 0.40 2.89 1.73 
 
 
Min 0.27 0.65 0.05 0.25 1.07 0.07 0.02 1.56 -3.79 
 
 
Max 51.06 103.20 4.20 14.06 67.71 1.00 3.95 69.44 3.62 
 Austria Mean 4.66 12.16 0.79 1.64 4.13 0.54 0.43 5.08 2.84 75 
 
Median 3.74 10.35 0.87 1.24 1.70 0.48 0.33 2.68 2.74 
 
 
Min 0.07 0.38 0.03 0.22 1.11 0.10 0.01 1.71 1.81 
 
 
Max 21.24 43.41 2.04 6.01 22.71 1.00 1.79 23.70 3.75 
 Netherlands Mean 7.68 18.36 1.11 2.29 6.76 0.46 0.64 8.01 0.98 96 
 
Median 5.84 15.11 1.01 1.81 1.54 0.37 0.50 2.65 1.53 
 
 
Min 0.09 0.35 0.03 0.43 1.05 0.05 0.02 1.79 -3.76 
 
 
Max 32.67 77.32 3.51 9.78 63.29 1.00 3.32 64.56 3.69 
 Singapore Mean 9.80 20.28 1.02 1.83 7.61 0.58 0.39 8.59 5.88 598 
 
Median 6.73 13.42 0.86 1.03 2.32 0.57 0.26 3.25 5.32 
 
 
Min 0.22 0.43 0.03 0.19 1.15 0.13 0.03 1.59 -0.60 
 
 
Max 49.44 116.26 4.13 12.34 55.08 0.98 1.84 58.01 15.24 
 Sweden Mean 9.34 20.30 1.21 2.95 6.77 0.48 0.98 8.57 1.71 290 
 
Median 7.06 16.56 1.13 2.09 1.50 0.39 0.53 2.80 2.49 
 
 
Min 0.25 0.60 0.03 0.39 1.03 0.04 0.02 1.65 -5.18 
 
 
Max 41.78 87.86 4.01 14.61 77.90 1.00 6.78 101.34 5.98 
  
                              Overall Mean 8.385 18.479 1.037 2.310 6.664 0.518 0.625 7.905 2.542   
Note: All variables are averaged over 10 years (2005-2014); minimum and maximum values restricted to 1 and 99 percentiles, respectively;. Obs. is number of firms per 
country in our study. 
Source: Author’s calculations   
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Table 4.2 Cross-Country Summary Statistics of the Dependent and Independent Variables (Emerging Markets) 
    ROA ROE ATO P/B HCE SCE CEE VAIC GDP Obs. 
China Mean 7.25 14.57 0.82 3.77 8.19 0.86 0.19 9.18 9.99 2536 
 
Median 5.21 10.78 0.68 2.70 4.90 0.92 0.13 5.87 9.55 
 
 
Min 0.17 0.45 0.07 0.72 1.43 0.35 0.02 1.95 7.26 
 
 
Max 34.41 62.57 3.06 14.81 54.96 1.00 0.57 57.40 14.19 
 Malaysia Mean 7.26 12.64 0.80 1.39 6.16 0.63 0.24 7.06 4.94 874 
 
Median 5.31 9.73 0.70 0.86 2.79 0.64 0.20 3.64 5.40 
 
 
Min 0.15 0.29 0.05 0.21 1.22 0.18 0.03 1.69 -1.51 
 
 
Max 32.12 64.61 2.90 9.89 63.64 0.98 0.95 64.65 7.42 
 Russia Mean 7.88 17.48 1.46 1.88 5.08 0.59 0.49 6.15 3.46 689 
 
Median 4.91 12.00 1.00 1.11 1.74 0.54 0.36 2.82 4.38 
 
 
Min 0.01 0.04 0.06 0.08 1.09 0.09 0.01 1.60 -7.82 
 
 
Max 43.71 109.54 10.04 11.59 22.52 1.00 2.59 24.18 8.53 
 South Africa Mean 10.40 24.08 1.26 2.87 4.52 0.64 0.50 5.10 3.00 256 
 
Median 8.38 19.43 1.11 1.76 1.90 0.59 0.40 3.07 3.11 
 
 
Min 0.42 0.86 0.05 0.28 1.14 0.13 0.02 1.72 -1.53 
 
 
Max 41.44 108.01 4.96 13.03 48.54 1.00 2.05 46.38 5.58 
 Turkey Mean 8.46 16.43 2.30 2.19 7.07 0.76 0.24 8.02 4.29 280 
 
Median 5.74 13.07 0.85 1.27 3.06 0.81 0.19 3.99 4.43 
 
 
Min 0.16 0.45 0.04 0.28 1.18 0.17 0.03 1.61 -4.82 
 
 
Max 49.68 74.03 53.63 11.39 88.12 1.00 1.23 89.39 9.15 
  
                     Overall Mean 8.251 17.040 1.327 2.419 6.203 0.697 0.331 7.103 5.136   
Note: All variables are averaged over 10 years (2005-2014); minimum and maximum values restricted to 1 and 99 percentiles, respectively; Obs. is number of firms per 
country in our study. 
Source: Author’s calculations   
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Table 4.3 Cross-Country Summary Statistics of the Dependent and Independent Variables (Frontier Markets) 
    ROA ROE ATO P/B HCE SCE CEE VAIC GDP Obs. 
Argentina Mean 7.22 19.89 1.04 1.48 4.11 0.65 0.59 5.39 5.06 74 
 
Median 5.89 14.47 0.90 1.25 2.35 0.65 0.38 3.54 5.52 
 
 
Min 0.15 0.30 0.08 0.33 1.08 0.08 0.04 1.70 0.05 
 
 
Max 24.08 161.34 3.83 5.50 41.90 1.00 2.27 43.02 9.45 
 Nigeria Mean 3.11 12.13 0.65 1.09 1.49 0.31 6.08 7.82 6.03 83 
 
Median 1.69 2.91 0.66 0.32 1.46 0.32 5.02 6.66 6.28 
 
 
Min 0.21 1.01 0.17 0.08 1.07 0.07 0.03 2.08 3.44 
 
 
Max 22.64 80.91 0.99 2.85 2.34 1.00 26.31 27.08 8.21 
 Pakistan Mean 9.64 22.56 1.17 2.10 6.40 0.73 0.37 7.54 4.01 215 
 
Median 7.46 18.52 0.98 1.15 3.58 0.74 0.27 4.64 3.93 
 
 
Min 0.21 0.64 0.08 0.11 1.38 0.28 0.03 1.80 1.60 
 
 
Max 38.49 108.50 4.88 18.74 68.66 1.00 1.70 78.32 7.66 
 Saudi Arabia Mean 9.45 16.60 0.55 3.00 10.35 0.83 0.19 11.36 5.53 132 
 
Median 7.40 15.12 0.39 2.17 5.12 0.88 0.17 6.17 5.48 
 
 
Min 0.14 0.48 0.02 0.71 1.54 0.37 0.01 2.13 1.82 
 
 
Max 33.59 55.69 2.91 11.95 54.36 1.00 0.66 55.69 9.95 
 Ukraine Mean 6.76 15.71 1.07 28.67 3.11 0.53 0.54 4.21 0.81 348 
 
Median 2.97 7.72 0.95 1.81 1.91 0.51 0.37 2.98 2.50 
 
 
Min 0.00 0.02 0.00 0.05 1.07 0.07 0.00 1.46 -14.80 
 
 
Max 46.23 96.57 4.21 37.81 17.82 1.00 4.02 20.89 7.90 
   
                             Overall Mean 7.238 17.376 0.896 7.266 5.092 0.610 1.554 7.264 4.288   
Note: All variables are averaged over 10 years (2005-2014); minimum and maximum values restricted to 1 and 99 percentiles, respectively; Obs. is number of firms per 
country in our study. 
Source: Author’s calculations 
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This minimal difference could be because Joshi et al. (2013)’s study includes only Australia financial 
sector whereas our study includes all listed firms. Nonetheless, this increase in scores after including 
all firm types shows that IC is necessary for all firms whether in the services sector or manufacturing.  
The mean SCE score varies from 0.46 to 0.58 with an overall mean of 0.51 among the five developed 
markets. Singapore exhibits the highest score (0.58) whereas The Netherlands is the lowest (0.46), 
which means firms in Singapore accumulate and utilize their structural capital more efficiently than 
their counterparts in the other four developed markets in this current study. The mean CEE score in 
the five developed markets varies from 0.39 to 0.98 with an overall mean of 0.62. The mean CEE 
score for Singapore (0.39) is lowest, which implies that physical capital is no longer a major 
contributor towards firm value in Singapore.   
The mean profitability in terms of ROA varies from 4.66% to 10.45% with an overall mean of 8.38% 
among the five developed markets (see Table 4.1). The ROE means vary from 12.16% to 21.29% with 
an overall mean of 18.47%, which is consistent with those reported by Gigante (2013) for most 
countries such as Denmark (18.58%). Similarly, the mean ATO values vary from 0.79 to 1.21 with an 
overall mean of 1.03. Among the five developed markets, the mean P/B ratio varies from 1.64 to 2.95 
with an overall mean of 2.31. The mean P/B (2.31) is slightly higher than those reported by Chen et 
al. (2005) for Taiwan (P/B 1.95), which means that firms in our sample exhibit a higher P/B ratio.   
Table 4.2 reports the descriptive statistics for the five emerging markets. The mean IC efficiency 
scores vary from 5.10 to 9.18 with an overall mean of 7.10. The mean scores are consistent with 
those reported by Pek (2005) for Malaysia (7.11) but higher than those reported by Pal and Soriya 
(2012) for India (4.71 and 4.61 in pharmaceutical and textile industries, respectively). China is top 
with a 9.18 VAIC score, which means Chinese firms use their intellectual resources more efficiently 
than their counterparts in other emerging markets. South African firms use IC least efficiently among 
the emerging markets; this is consistent with Firer and Williams (2003) who conclude that firms in 
South Africa still focus more on physical capital. The HCE means in emerging markets vary from 4.52 
to 8.19 with an overall mean of 6.20. The HCE score for South Africa is the lowest (4.52), which is 
similar to Firer and Williams (2003) argument that South African firms still rely on physical capital for 
value creation. The mean structural capital efficiency scores in Table 4.2 vary from 0.59 to 0.86 with 
an overall mean of 0.69. China tops the list with a mean of 0.86, which means Chinese firms make 
huge investments in R&D.  
The mean profitability in terms of ROA varies from 7.25% to 10.40% with an overall mean of 8.25%, 
which is slightly lower than that for developed markets (8.38%). The mean ROA for emerging markets 
is consistent with Pal and Soriya (2012) score for India (8.1%). Similarly, for profitability in terms of 
ROE, the mean scores vary from 12.64% to 24.8% with an overall mean of 17.4%, which is higher 
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than that reported by Pal and Soriya (2012) for India (13.1%). The mean P/B in the current study is 
lowest for Malaysia (1.39) and highest for China (3.77) with an overall mean of 2.41 among the five 
emerging markets. These results are again consistent with Pal and Soriya (2012)’s study which 
reports a mean M/B ratio of 2.1 for Indian firms.  
Table 4.3 reports the descriptive statistics for the five frontier markets in this current study. The 
mean IC efficiency scores for the frontier markets vary from 4.21 to 11.26 with an overall mean of 
7.26. The mean VAIC scores are slightly skewed towards the higher side because Saudi Arabian firms 
exhibit exceptionally high mean scores (11.26) compared with the other four frontier markets. The 
mean IC score (7.26) is higher than that reported by Alipour (2012) for Iran (5.8). In terms of human 
capital, Nigeria scored the lowest (1.49) and Saudi Arabia scored the highest (10.35). The high mean 
HCE scores for Saudi Arabia contradict Kaplan and Norton (2004)’s argument that countries such as 
Saudi Arabia and Venezuela are rich in natural resources but make poor investments in their human 
capital. Our results provide evidence that, in the 21st century, firms rich in natural resources invest in 
their human resources significantly in order to exploit the knowledge and skill of their employees. 
The mean SCE scores in frontier markets vary from 0.31 to 0.83 with an overall mean of 0.61. This 
mean SCE score (0.61) is slightly lower than that reported by Alipour (2012) for Iran (0.83). This 
difference could be because Alipour (2012)’s study focused only on insurance firms that tend to 
invest more in human and structural capital to offer new products to their customers. Saudi Arabian 
firms accumulate and utilize structural capital more efficiently than the other four frontier markets 
whereas Nigerian firms are least efficient in using structural capital. The mean ROA varies from 3.11% 
to 9.64% with an overall mean of 7.23%; Pakistani firms achieved the highest profitability rate during 
one decade. Nigerian firms again performed least efficiently in achieving profitability.        
In comparing developed, emerging and frontier markets, the IC efficiency scores are highest for 
developed markets, which implies that developed countries are most efficient in using IC for value 
creation. This argument is further supported by the highest mean score for CEE (1.55) in the frontier 
markets, which implies that firms in frontier markets focus more on financial capital rather than IC. 
Firms in developed markets exhibit the highest mean ROA (8.38%) followed by emerging markets 
(8.25%) and is lowest for frontier markets (7.23%). As far macroeconomic variables are concerned, 
emerging markets exhibit the highest GDP growth rate (5.13%), then frontier markets (4.28%) and is 
lowest for developed markets (2.54%). This implies that over 2005-2014 emerging markets grew 
faster than their frontier or developed counterparts.   
We also measure the 10 year trend of IC efficiency scores for all three markets. Figures 4.1 and 4.2 
present the trends for developed, emerging and frontier markets, respectively. One key point from 
these figures is that the IC efficiency scores reduced significantly after 2008 for all three types of 
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market (developed, emerging and frontier). One explanation for this downward trend could be the 
2008 global financial crisis that may have caused firms to cut back investment in IC. The 2008 global 
financial crisis affected almost all firms regardless of the size or reputation (Sumedrea, 2013) because 
the scarcity of funds means cuts in investment are necessary. Nevertheless, the results show that 
economic development matters in enabling IC resources to contribute towards value creation in 
firms. This analysis validates the need to expand the scope of IC studies to different regions based 
upon economic development level, which is the core purpose of this current study. 
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Figure 4.2 The 10 Year Trends in IC Efficiency Scores Trend for Frontier Markets 
 
Source: Author’s calculations  
4.3 Multiple Regression Results 
This section presents the static regression estimation (OLS & Fixed Effect) results used to measure 
the relationship between IC and firm performance. Following previous studies (Bharathi Kamath, 
2008; Clarke et al., 2011; Pal & Soriya, 2012; Joshi et al., 2013; Vishnu & Kumar Gupta, 2014), the 
analysis begins with OLS followed by fixed effect estimations after applying some basic diagnostic 
tests. Next we critically analyse the reliability of these estimation techniques along with more 
advanced diagnostic tests. We systematically analyse what could be possible drawbacks in using 
static estimation techniques and how previous studies that explored the relationship between IC and 
firm performance ignored the dynamic nature of this relationship that might produce inconsistent 
results.  
4.3.1 Basic Diagnostic Tests 
Before applying the OLS estimator, it is necessary to perform some basis diagnostic tests on the data 
set. These tests are similar to the several assumptions of Classic Linear Regression Model (CLRM).    
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4.3.1.1 Unit Root Test 
Though it is recent, it has become important to check for the stationarity of panel data (Maddala & 
Wu, 1999). Testing for stationarity means that the mean and variance of variables does not depend 
on time. In the field of economics and finance, time related or seasonal shocks in one time period 
may strongly influence subsequent periods; one basic assumption of CLRM is that current values of 
variables should be independent of their past values. Gujarati (2012) argues that the application of 
CLRM to a non-stationary data set can produce spurious results. The author presents an example 
how the regression of y on x can produce a statistically significant relationship even though y and x in 
reality are not related to each other25. This significant relationship (when it should be none) is known 
as a spurious regression and the results are totally meaningless (Gujarati, 2012). Hence, it is 
important to check for the stationarity of data before one applies CLRM to those data.  
Among the different panel data tests for unit root such as the Lavin-Lin test and the IM-Pesara-Shin 
test, etc., the only panel data unit root test that incorporates the unbalanced nature of panel data is 
Fisher-Type p test. This test also allows different lag lengths in the individual Augmented Dickey-
Fuller test. The test can be written as: 
 
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Equation (4.1) is designed for relatively smaller N and Choi (2001) presents a modified version of the 
Fisher-Type test that deals with large N. The test can be written as follows.  
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This current study applies both the Fisher-Type and Modified Fisher-Type tests to check for 
stationarity in the unbalanced panel data. The null hypothesis of these tests is that there exists a unit 
root in the panels. Table 4.4 reports the results of both tests for all 15 markets. Looking at the p-
values in Table 4.4, the null hypothesis can be rejected at all conventional significance levels in all the 
countries for all four dependent variables (ROA, ROE, ATO and P/B), which means that there is no 
unit root in our data. This implies that the means and variances in our data do not depend on time, 
hence the application of CLRM can produce meaningful results (Gujarati, 2012).    
4.3.1.2 Pearson Pairwise Correlation 
Another basic assumption of CLRM according to Baltagi (2008) and Gujarati (2012) is that there 
should be no multicollinearity among the independent variables or regressors. This current study 
                                                          
25 For an in-depth knowledge, one can read detailed example in Chapter 21 of the basic econometrics book by 
Gujarati.   
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applies Pearson pairwise correlation to achieve two objectives. First, to test whether the 
independent and dependent variables are correlated with each other. The test checks whether there 
is any correlation between variables or is it worth continuing this study. The second objective is to 
test the degree of correlation among the regressors. The reason is, if the correlation among the 
regressors is too strong, say above 0.80, this implies the presence of multicollinearity (Gujarati, 
2012), the existence of which violates the basic assumptions of the CLRM as argued by Baltagi (2008). 
The correlation results are presented in Appendix Tables A1 to A3 for developed, emerging and 
frontier markets, respectively. The appendices tables show that all independent variables are 
correlated with the dependent variables in all 15 countries. Appendix Table A1, for example, shows 
that the IC efficiency in terms of VAIC is positively correlated with firm performance especially in 
terms of ROA and ROE in all five developed markets. This preliminary evidence endorses the RB 
theory that IC efficiency increases firm performance in developed markets. Individual components of 
the VAIC model, HCE, SCE and CEE, are also positively correlated with firm ROA and ROE supporting 
the RD and OL theories that human, structural and physical capital contribute towards firm 
performance. The correlation between IC efficiency and other performance measures, i.e., ATO and 
P/B, however, is quite weak. IC efficiency is also correlated with ROA and ROE in all emerging 
markets which means that IC also increases firm performance in emerging markets. Similar results 
are recorded in frontier markets where a correlation is found between IC and firm performance.  
The second purpose of correlation analysis is to check for the presence of multicollinearity. The rule 
of thumb is that the correlation should not exceed 0.80 (Gujarati, 2012). The Appendix Tables A1 to 
A3 show the correlations between the independent variables do not exceed 0.80 in any specification, 
which means there is no multicollinearity problem in our data.  
4.3.2 Static OLS Estimation Results 
The results of the tests (unit root test and multicollinearity) allow the application of OLS estimation 
between IC and firm performance. Following previous studies (Firer & Williams, 2003; Gan & Saleh, 
2008; Ting & Lean, 2009; Clarke et al., 2011; Kai et al., 2011; Pal & Soriya, 2012) we begin with the 
traditional OLS estimation of our basic regression models.  
Tables 4.5 and 4.6 and Appendix Tables B1 and B2 present the results of the OLS estimation for four 
firm performance measures ROA, ROE, ATO and P/B, respectively (where ROA is our main variable; 
the rest are used to check for robustness). Model 1 includes VAIC as the independent variable along 
with control variables and year dummies. Year dummies are included to capture any time related 
shocks. Model 2 includes the individual components, HCE, SCE and CEE, along with control variables 
and year dummies. The results in Table 4.5 show IC efficiency is positively significant (at 1%) with 
firm performance in terms of ROA in all 15 markets.                               
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Table 4.4 The Results of Fisher-Type Unit Root Tests on the Sample Data Set 
 
 
ROA 
 
ROE 
 
ATO 
 
P/B 
  
Inv. Chi-
Sq. 
M-Inv. 
Chi 
 
Inv. Chi-
Sq. 
M-Inv. 
Chi 
 
Inv. Chi-
Sq. 
M-Inv. 
Chi 
 
Inv. Chi-
Sq. 
M-Inv. 
Chi 
Developed Markets 
Australia 2470.14 * 30.19 * 
 
2476.80 * 30.91 * 
 
2709.66 * 35.44 * 
 
1952.17 * 21.09 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Austria 205.75 * 3.49 * 
 
22.85 * 4.49 * 
 
398.76 * 14.79 * 
 
213.92 * 4.26 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Netherlands 335.34 * 8.49 * 
 
327.52 * 8.23 * 
 
506.73 * 17.62 * 
 
379.13 * 11.34 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Singapore 2208.41 * 23.82 * 
 
2063.48 * 20.91* 
 
2066.55 * 20.85 * 
 
2417.80* 33.91 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Sweden 1425.72 * 27.51 * 
 
1368.36 * 25.75* 
 
1184.46 * 20.10 * 
 
813.25 * 10.24 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Emerging Markets 
China 1130.00 * 72.18 * 
 
1110.00 * 70.75 * 
 
1210.00 * 76.54 * 
 
1770.00 * 147.00 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Malaysia 3003.00 * 23.70 * 
 
3385.95 * 80.00 * 
 
3003.00 * 23.70 * 
 
3385.95 * 80.00 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Russia 3771.21 * 48.46 * 
 
3698.54 * 47.64 * 
 
3589.74 * 44.90 * 
 
796.43 * 16.50 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
South Africa 1067.89 * 18.76 * 
 
1034.89 * 18.01 * 
 
820.10 * 10.97 * 
 
915.51 * 14.82 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Turkey 1228.14 * 23.46 * 
 
1280.57 * 25.25 * 
 
963.01 * 15.01 * 
 
837.06 * 13.19 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Frontier Markets 
Argentina 561.69 * 25.50 * 
 
612.28 * 28.87 * 
 
782.85 * 38.81 * 
 
350.93 * 15.42 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Nigeria 337.46 * 11.01 * 
 
375.56 * 12.62 * 
 
267.65 * 6.47 * 
 
405.50 * 14.33 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Pakistan 751.18 * 12.01 * 
 
676.61 * 9.59 * 
 
701.08 * 10.35 * 
 
578.16 * 6.30 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Saudi 
Arabia 917.68 * 29.04 * 
 
888.22 * 27.74 * 
 
659.18 * 17.66 * 
 
727.41 * 21.88 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Ukraine  968.22 * 18.46 * 
 
1046.45 * 22.35 * 
 
1290.77 * 19.22 * 
 
1046.45 * 18.46 * 
  (0.000) (0.000)   (0.000) (0.000)   (0.000) (0.000)   (0.000) (0.000) 
Note: This table presents the t-statistics (p-values in parentheses) of the Fisher-Type original and Modified Unit 
Root tests; Inv.Chi.Sq. is Inverse Chi-Squired Fisher-Type P test and M-Inv.Chi is Modified Inverse Chi-Squired 
Fisher-Type PM test; * significance at 0.01.   
Source: Author’s calculations  
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These findings support our argument that IC contributes significantly towards firm performance in all 
types of market. The findings are consistent with previous VAIC studies such as Clarke et al. (2011) 
for Australia, Vishnu and Kumar Gupta (2014) for India, Chen et al. (2005) for Taiwan, Ting and Lean 
(2009) for Malaysia and Rehman et al. (2011) for Pakistan. When we conduct individual component 
analysis in model 2, the results in Table 4.5 show that HCE is not significantly correlated in most 
markets; the exception is frontier markets. These findings are somewhat contrary to some previous 
studies (Young et al., 2009; Clarke et al., 2011; Vishnu & Kumar Gupta, 2014) that report a positive, 
significant relationship between human capital and firm performance. Our findings suggest weak or 
no relationship in developed and emerging markets. Similarly, some studies (Rehman et al., 2011; 
Alipour, 2012; Mehralian et al., 2012) find a negative or no relationship between human capital and 
firm performance in frontier countries whereas our study finds a significant (at 10% or less) positive 
relationship for Pakistan, Saudi Arabia and Ukraine but a negative significant (at 1%) relationship for 
Nigeria.  
The SCE coefficient in Table 4.5 is significantly, positively correlated with ROA at 1% level in all 15 
markets, which implies that firms in developed, emerging and frontier markets realize the 
importance of structural capital for the innovation in products and services. These results are 
consistent with Chen et al. (2005), Kai et al. (2011) and Vishnu and Kumar Gupta (2014) who report a 
positive, significant relationship between SCE and firm performance in terms of ROA. Contrary to 
some studies (Firer & Williams, 2003; Ting & Lean, 2009; Clarke et al., 2011), which report a negative 
relationship between SCE and firm performance, our findings suggest that structural capital 
contributes positively towards value creation of a firm. The CEE coefficient in Table 4.5 is positive and 
significantly related to ROA at 1% level in all the markets, which means that firms in developed, 
emerging and frontier markets rely heavily on financial capital for value creation. These findings are 
consistent with most IC related studies (Firer & Williams, 2003; Chan, 2009a; Ting & Lean, 2009; 
Young et al., 2009; Clarke et al., 2011; Joshi et al., 2013; Vishnu & Kumar Gupta, 2014), which report 
a positive, significant relationship between financial capital and firm performance. The adjusted R2 
varies from 2% to 31% in model 1 and 16% to 58% in model 2, which means that individual 
component analysis has greater explanatory power.  
Table 4.6 reports the results of the relationship between IC and firm performance in terms of ROE for 
a robustness check. The VAIC coefficient is positive and significant with ROE at 5% level in all 15 
markets, which means that IC increases firm performance when measured in terms of ROE. The 
individual component analysis yields somewhat similar results as ROA. SCE and CEE are again 
positively and significant (at 5% or less) with ROE in all market types. The HCE coefficient in Table 4.6 
produces an inconclusive result, i.e., either a negative, weak relationship or no relationship with ROE. 
This result is consistent with studies (Clarke et al., 2011; Kai et al., 2011; Vishnu & Kumar Gupta, 
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2014) in which only VAIC and CEE are positive and significantly related to firm performance in terms 
of ROE. The adjusted R2 varies from 3% to 19% in model 1 and 22% to 62% in model 2, which is 
higher than the R2 in regression with ROA as the dependent variable. 
Table 4.5 The Impact of IC on Firm Performance - OLS Results with ROA as the Dependent Variable 
 
 
Model 1 
 
Model 2 
  Intercept VAIC Adj-R2   Intercept HCE SCE CEE Adj-R2 
Developed Economies 
Australia 1.577* 0.404* 0.08 
 
3.469* 0.029 0.887* 0.789* 0.43 
 
(0.000) (0.000) 
  
(0.000) (0.227) (0.000) (0.000) 
 Austria 0.724* 0.485* 0.04 
 
3.824* -0.001 1.558* 0.963* 0.58 
 
(0.000) (0.000) 
  
(0.000) (0.983) (0.000) (0.000) 
 Netherlands 1.518* 0.246* 0.05 
 
3.723* -0.025 1.221* 0.950* 0.43 
 
(0.000) (0.000) 
  
(0.000) (0.665) (0.000) (0.000) 
 Singapore 1.292* 0.425* 0.12 
 
3.270* 0.105* 0.961* 0.706* 0.39 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Sweden 1.483* 0.414* 0.08 
 
3.400* 0.199* 0.972* 0.836* 0.44 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Emerging Economies 
China 0.715* 0.263* 0.09 
 
3.250* -0.002 0.934* 1.057* 0.43 
 
(0.000) (0.000) 
  
(0.000) (0.856) (0.000) (0.000) 
 Malaysia 0.787* 0.479* 0.09 
 
3.576* 0.023 1.358* 0.855* 0.41 
 
(0.000) (0.000) 
  
(0.000) (0.303) (0.000) (0.000) 
 Russia 0.250 0.910* 0.11 
 
3.648* -0.029 1.644* 1.066* 0.36 
 
(0.107) (0.000) 
  
(0.000) (0.570) (0.000) (0.000) 
 South Africa 1.814* 0.301* 0.09 
 
3.272* 0.010 0.918* 0.559* 0.30 
 
(0.000) (0.000) 
  
(0.000) (0.794) (0.000) (0.000) 
 Turkey 1.148* 0.463* 0.12 
 
2.499* 0.314* 0.458* 0.484* 0.21 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Frontier Economies 
Argentina 0.782* 0.276* 0.02 
 
2.141* 0.022 0.637* 0.485* 0.16 
 
(0.001) (0.001) 
  
(0.000) (0.823) (0.000) (0.000) 
 Nigeria -1.194* 0.954* 0.31 
 
1.525* -1.626* 0.673* 0.430* 0.29 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Pakistan 0.791* 0.614* 0.12 
 
3.484* 0.124* 1.157* 1.085* 0.50 
 
(0.000) (0.000) 
  
(0.000) (0.008) (0.000) (0.000) 
 Saudi Arabia 1.083* 0.438* 0.15 
 
3.219* 0.216* 0.706* 0.909* 0.54 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Ukraine 0.019 1.026* 0.12 
 
3.191* 0.146*** 1.400* 1.010* 0.40 
  (0.921) (0.000)     (0.000) (0.090) (0.000) (0.000)   
Note: This table presents standard coefficients (p-values in parentheses) of OLS results with ROA as the 
dependent variable; * ** and *** show significance at 0.01, 0.05 and 0.10 level, respectively. Control variables 
and year dummies were included in every specification.   
Source: Author’s calculations  
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Table 4.6 The Impact of IC on Firm Performance - OLS Results with ROE as the Dependent Variable 
 
 
Model 1 
 
Model 2 
  Intercept VAIC Adj-R2   Intercept HCE SCE CEE Adj-R2 
Developed Economies 
Australia 2.404* 0.367* 0.09 
 
4.111* -0.006 0.804* 0.657* 0.37 
 
(0.000) (0.000) 
  
(0.000) (0.786) (0.000) (0.000) 
 Austria 2.467* 0.116 0.03 
 
4.326* -0.294* 1.041* 0.470* 0.29 
 
(0.000) (0.144) 
  
(0.000) (0.001) (0.000) (0.000) 
 Netherlands 2.719* 0.146** 0.07 
 
4.363* -0.161* 0.983* 0.495* 0.29 
 
(0.000) (0.010) 
  
(0.000) (0.005) (0.000) (0.000) 
 Singapore 2.056* 0.420* 0.12 
 
4.244* 0.032 1.305* 0.729* 0.41 
 
(0.000) (0.000) 
  
(0.000) (0.199) (0.000) (0.000) 
 Sweden 2.507* 0.367* 0.10 
 
4.267* 0.080* 0.909* 0.648* 0.39 
 
(0.000) (0.000) 
  
(0.000) (0.006) (0.000) (0.000) 
 Emerging Economies 
China 1.763* 0.278* 0.15 
 
4.072* 0.034* 0.835* 0.958* 0.50 
 
(0.000) (0.000) 
  
(0.000) (0.004) (0.000) (0.000) 
 Malaysia 1.367* 0.503* 0.11 
 
4.110* 0.041*** 1.366* 0.817* 0.44 
 
(0.000) (0.000) 
  
(0.000) (0.050) (0.000) (0.000) 
 Russia 1.337* 0.871* 0.11 
 
4.840* -0.173* 1.773* 0.986* 0.40 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 South Africa 2.701* 0.322* 0.12 
 
4.309* -0.032 1.028* 0.545* 0.38 
 
(0.000) (0.000) 
  
(0.000) (0.347) (0.000) (0.000) 
 Turkey 2.085* 0.318* 0.07 
 
3.621* 0.093** 0.719* 0.476* 0.22 
 
(0.000) (0.000) 
  
(0.000) (0.022) (0.000) (0.000) 
 Frontier Economies 
Argentina 1.476* 0.412* 0.06 
 
3.265* 0.120 0.584* 0.734* 0.30 
 
(0.000) (0.000) 
  
(0.000) (0.208) (0.000) (0.000) 
 Nigeria 2.771* -0.727* 0.19 
 
3.573* -1.640* 0.655* -0.498* 0.41 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Pakistan 2.142* 0.470* 0.12 
 
4.435* 0.004 1.243* 0.794* 0.47 
 
(0.000) (0.000) 
  
(0.000) (0.914) (0.000) (0.000) 
 Saudi Arabia 2.114* 0.282* 0.08 
 
4.730* -0.047 1.362* 0.929* 0.62 
 
(0.000) (0.000) 
  
(0.000) (0.159) (0.000) (0.000) 
 Ukraine 0.805* 1.048* 0.14 
 
4.047* 0.084 1.418* 0.989* 0.44 
  (0.000) (0.000)     (0.000) (0.259) (0.000) (0.000)   
Note: This table presents standard coefficients (p-values in parentheses) of OLS results with ROE as dependent 
variable; * ** and *** show significance at 0.01, 0.05 and 0.10 level, respectively. Control variables and year 
dummies were included in every specification.    
Source: Author’s calculations  
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We also conducted regression analysis with two more firm performance measures (ATO & P/B) for a 
robustness check. Appendix Tables B1 and B2 give the results of the relationship between IC and ATO 
and P/B, respectively. Appendix Table B1 shows that IC efficiency is negative and significantly related 
(at the 10% level) to firm performance in terms of ATO. Similarly, IC is negatively related to P/B (see 
Appendix Table B2) but is statistically insignificant. The individual component analysis produces 
similar results where HCE and SCE are negative and significantly related to ATO at the 10% level (see 
Appendix Table B1) for most markets. CEE, however, yields mixed results. This is not a surprise since 
these results are consistent with previous studies (Firer & Williams, 2003; Kai et al., 2011; Mehralian 
et al., 2012; Gigante, 2013) that also report that IC is significantly related to firm performance when 
measured in terms of ROA and ROE but weakly or not related to firm performance when measured in 
terms of either ATO or the P/B ratio.  
Most IC studies (Bharathi Kamath, 2008; Kamal et al., 2012; Gigante, 2013; Vishnu & Kumar Gupta, 
2014) rely on OLS estimation but there are several underlying assumptions of OLS that must be 
checked for the robustness of the results (Baltagi, 2008; Gujarati, 2012). According to Gujarati (2012), 
the OLS model is likely to produce highly significant results and a higher R2 as it does in this study. 
One major problem is that OLS does not distinguish between cross sections, i.e., firms in our case. In 
other words, OLS does not depict whether the response of firm performance to VAIC, HCE, SCE and 
CEE is similar or different over time and among cross-sections. If the response over time is different 
then the CLRM suffers from a heterogeneity problem.  
The heterogeneity problem can, however, be eliminated through the FE model because it allows 
individuals to have their own different intercepts. In other words, one can control for firm specific 
fixed effects in FE regression, which is not possible in OLS. The next section reports and discusses the 
FE estimation of our basic regression models.  
4.3.3 Fixed-Effects Estimation Results 
Baltagi (2008) argues that fixed-effects controls for the individual effects hence overcomes the 
problem of OLS estimation where individual specific effects are dumped into the error term. In this 
section, we apply the FE estimator to measure the impact of IC efficiency on the financial 
performance of firms in developed, emerging and frontier markets. Table 4.7 and Appendix Tables C1 
to C3 present the results of the fixed-effects estimations with ROA, ROE, ATO and M/B as the 
dependent variables, respectively. The FE estimation results are quite similar to those obtained by 
the OLS estimation. Table 4.7 shows the VAIC coefficient is positive and significantly related to firm 
performance (ROA) at the 1% level in almost all markets; the exception is the Netherlands. These 
results are consistent with previous IC related studies (Ting & Lean, 2009; Young et al., 2009; Rehman 
et al., 2011; Alipour, 2012; Vishnu & Kumar Gupta, 2014) that also report a significant, positive 
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relationship between VAIC and firm performance in developed markets such as Australia, emerging 
markets such as Malaysia and China and frontier markets such as Iran and Pakistan.     
Table 4.7 The Impact of IC on Firm Performance: Fixed Effects Results with ROA as the Dependent 
Variable 
 
 
Model 1 
 
Model 2 
  Intercept VAIC R2   Intercept HCE SCE CEE R2 
Developed Economies 
Australia 1.247* 0.708* 0.09 
 
3.353* 0.116* 0.895* 0.667* 0.42 
 
(0.000) (0.000) 
  
(0.000) (0.003) (0.000) (0.000) 
 Austria 1.027* 0.284* 0.04 
 
3.674* -0.173*** 1.498* 0.713* 0.57 
 
(0.000) (0.003) 
  
(0.000) (0.075) (0.000) (0.000) 
 Netherlands 1.754* 0.083 0.05 
 
3.539* -0.148** 1.199* 0.537* 0.35 
 
(0.000) (0.176) 
  
(0.000) (0.013) (0.000) (0.000) 
 Singapore 1.072* 0.662* 0.12 
 
3.497* 0.062** 1.143* 0.710* 0.39 
 
(0.000) (0.000) 
  
(0.000) (0.043) (0.000) (0.000) 
 Sweden 1.456* 0.516* 0.09 
 
4.079* -0.079 1.387* 0.825* 0.40 
 
(0.000) (0.000) 
  
(0.000) (0.176) (0.000) (0.000) 
 Emerging Economies 
China 0.606* 0.541* 0.08 
 
2.953* 0.146* 0.739* 0.813* 0.40 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Malaysia 0.757* 0.557* 0.09 
 
3.649* 0.035 1.243* 0.922* 0.41 
 
(0.000) (0.000) 
  
(0.000) (0.151) (0.000) (0.000) 
 Russia 0.223*** 1.067* 0.11 
 
3.226* 0.082 1.389* 0.835* 0.36 
 
(0.074) (0.000) 
  
(0.000) (0.204) (0.000) (0.000) 
 South Africa 1.852* 0.299* 0.10 
 
3.669* -0.088** 1.201* 0.646* 0.31 
 
(0.000) (0.000) 
  
(0.000) (0.039) (0.000) (0.000) 
 Turkey 1.373* 0.302* 0.12 
 
2.650* 0.099*** 0.374* 0.449* 0.19 
 
(0.000) (0.000) 
  
(0.000) (0.077) (0.005) (0.000) 
 Frontier Economies 
Argentina 0.506** 0.476* 0.04 
 
2.282* -0.019 0.994* 0.447* 0.17 
 
(0.018) (0.000) 
  
(0.000) (0.866) (0.000) (0.000) 
 Nigeria -0.028 0.236* 0.19 
 
0.709*** -0.883** 0.086 0.106** 0.19 
 
(0.883) (0.005) 
  
(0.086) (0.026) (0.670) (0.013) 
 Pakistan 0.737* 0.691* 0.13 
 
3.442* 0.078 1.085* 0.997* 0.51 
 
(0.000) (0.000) 
  
(0.000) (0.165) (0.000) (0.000) 
 Saudi Arabia 0.218 0.892* 0.16 
 
3.767* 0.090 1.699* 0.859* 0.52 
 
(0.149) (0.000) 
  
(0.000) (0.176) (0.000) (0.000) 
 Ukraine -0.213 0.994* 0.12 
 
2.864* 0.111 1.486* 0.720* 0.39 
  (0.176) (0.000)     (0.000) (0.253) (0.000) (0.000)   
Note: This table presents results from the fixed-effects estimation with ROA as the dependent variable; *, ** 
and *** represent significance at 0.01, 0.05 and 0.10, respectively. Control variables and year dummies were 
included in every specification; 
Source: Author’s calculations  
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The results in Table 4.7 show that SCE and CEE are significant at 5% level in almost all markets but 
HCE is negative and insignificant. This means that firms treat salaries and wages as expenditure 
rather than investment as stated in the RBV theory. Appendix C1 reports the results of the fixed-
effects with ROE as the dependent variable where the VAIC, SCE and CEE coefficients are positive and 
significant at the 10% level in almost all markets (developed, emerging and frontier). This implies that 
IC significantly contributes towards value creation of firms. Appendix Tables C2 and C3 produce 
inconclusive results especially for individual component analysis, i.e., weak or no relationship 
between HCE and firm performance in terms of ATO and P/B, respectively. However, VAIC is still 
positive and significant at 10% level (Appendix Tables C2 and C3).  
4.4 Advanced Diagnostic Tests 
One important assumption of CLRM is that the error term is constant over time as well as across 
cross sections; violation of this could cause heteroscedasticity (Gujarati, 2012). Similarly, the error 
term should not be correlated with its past values; violation of this assumption means that there is 
serial correlation in the data and OLS or fixed-effects estimation will no longer be the Best Linear 
Unbiased Estimator (BLUE). In the next sections, we investigate these two assumptions of CLRM.  
4.4.1 Breusch-Pagan / Cook-Weisberg Test for Heteroscedasticity 
assumption of CLRM is that the variance of the error term is constant over time and individuals or 
disturbances are homoscedastic (Baltagi, 2008). In other words, the error term µi is equal to a 
constant number, which is σ2, and numerically can be written as: 
E (µ2i ) =  σ2  where i = 1, 2, ….n …( 4.3) 
This assumption is, however, very restrictive especially for panel data where cross sections (firms in 
our case) may be of varying size, which can easily lead to violation of this assumption. There could be 
many sources of heteroscedasticity including changing habits of people, the presence of extreme 
values (outliers) in the data, adding too many or too few variables (Gujarati, 2012). One potential 
source of heteroscedasticity in our data could be the different sizes of firms (small versus big), which 
prompts the need to test for heteroscedasticity. We use the Breusch-Pagan Test since it can 
overcome the limitation of correctly identifying the X variables that is not in possible with the 
Goldfeld-Quandt Test. The Breusch-Pagan Test can be illustrated in simple numerical equations as 
follows.  
We assume our basic model where firm performance (FP) depends on X variables: 
FPi = β0 + β1X1i + β2X2i + ………. + βkXki + ui  …..(4.4) 
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and that the error term σ2 is: 
σ2 = f(α1 + α2 Z2 + …… αk Zki) …. (4.5) 
Equation 4.5 assumes that σ2 is a linear function of Z variables or α2 = α3 = 0 or σ2i = α1 which is 
constant. We test the null hypothesis of the Breusch-Pagan Test that α2 = α3 = 0, which is so for 
homoscedasticity.  
Table 4.8 presents the results of Breusch-Pagan Test for models 1 and 2 with four dependent 
variables (ROA, ROE, ATO and P/B) for all 15 markets. From the p-values in Table 4.8, the null 
hypothesis can be rejected in all 15 markets with all four performance measures, which means that 
the error variance is not constant or there is heteroscedasticity in the data. Baltagi (2008) and 
Gujarati (2012) argue that the OLS estimation in the presence of heteroscedasticity could still be 
consistent but is no longer efficient. The basic assumption of the CLRM is that β2 is BLUE. So, even if 
the estimation in the presence of heteroscedasticity is linear, unbiased and consistent but not BLUE 
these estimations are not efficient since the variance is not minimum.  
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Table 4.8 The Results of the Breusch-Pagan / Cook-Weisberg Test for Heteroscedasticity 
 
 
ROA 
 
ROE 
 
ATO 
 
P/B 
  Model 1 Model 2 
 
Model 1 Model 2 
 
Model 1 Model 2 
 
Model 1 Model 2 
Developed Markets 
Australia 44.04 * 
 433.93 
* 
 
96.21 * 633.03 * 
 
15.63  247.06 * 
 
133.67 * 24.81 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.110) (0.000) 
 
(0.000) (0.015) 
Austria 26.11 * 116.43 * 
 
31.02 * 79.49 * 
 
18.92 ** 168.49 * 
 
7.97 92.02 * 
 
(0.003) (0.000) 
 
(0.000) (0.000) 
 
(0.041) (0.000) 
 
(0.631) (0.000) 
Netherlands 15.27  65.55 * 
 
44.59 * 75.47 * 
 
24.16 * 123.43 * 
 
25.51 * 33.92 * 
 
(0.122) (0.000) 
 
(0.000) (0.000) 
 
(0.003) (0.000) 
 
(0.004) (0.000) 
Singapore 60.87 * 745.44 * 
 
70.74 * 695.04 * 
 
100.51 * 583.97 * 
 
70.25 * 216.09 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Sweden 74.96 * 284.40 * 
 
97.48 * 577.20 * 
 
63.20 * 189.92 * 
 
57.53 * 30.15 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.002) 
Emerging Markets 
China 76.95 * 1194.6 * 
 
61.51 * 2397.3 * 
 
265.14 * 1206.6 * 
 
147.09 * 412.05 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Malaysia 23.32 * 1603.0 * 
 
41.16 * 2026.2 * 
 
144.74 * 344.70 * 
 
394.62 * 234.31 * 
 
(0.009) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Russia 83.90 * 330.99 * 
 
159.97 * 795.39 * 
 
75.13 * 84.64 * 
 
15.31 24.16 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.121) (0.019) 
South Africa 54.33 * 483.46 * 
 
69.78 * 800.17 * 
 
7.47  68.80 * 
 
41.09 * 85.51 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.680) (0.000) 
 
(0.000) (0.000) 
Turkey 13.00 111.09 * 
 
38.82 * 212.08 * 
 
32.83 * 281.12 * 
 
63.50 * 124.10 * 
 
(0.223) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Frontier Markets 
Argentina 26.45 * 50.07 * 
 
33.22 * 145.42 * 
 
8.93 58.47 * 
 
56.70 * 104.62 * 
 
(0.003) (0.000) 
 
(0.000) (0.000) 
 
(0.538) (0.000) 
 
(0.000) (0.000) 
Nigeria 9.24  10.90 
 
282.26 * 316.91 * 
 
417.58 * 623.36 * 
 
340.46 * 382.20 * 
 
(0.509) (0.537) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
Pakistan 40.90 * 287.76 * 
 
51.63 * 362.80 * 
 
27.64 * 53.37 * 
 
78.59 * 167.79 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.002) (0.000) 
 
(0.000) (0.000) 
Saudi Arabia 60.19 * 350.38 * 
 
108.42 * 569.77 * 
 
55.00 * 78.84 * 
 
11.68 34.87 * 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.000) (0.000) 
 
(0.307) (0.000) 
Ukraine  157.03 * 250.77 * 
 
211.88 * 435.44 * 
 
79.27 * 301.90 * 
 
65.81 * 78.68 * 
  (0.000) (0.000)   (0.000) (0.000)   (0.000) (0.000)   (0.000) (0.000) 
Note: This table presents Chi2 (p-values in parentheses) of the Breusch-Pagan Test for heteroscedasticity; 
model 1 includes VAIC and model 2 includes VAIC and HCE, SCE, CEE as independent variables;. Superscripted * 
and ** show significance at 0.01and 0.05, respectively.    
Source: Author’s calculations  
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4.4.2 Autocorrelation Test 
The CLRM assumes that there is no autocorrelation in the disturbance term. In other words, the error 
term relating to one particular observation is not influenced by the error term of the other 
observation. This relationship can be written symbolically as: 
cov(ui, uj│xi, xj) = E(ui uj) = 0    where i ≠ j….. (4.6) 
Baltagi (2008) and Gujarati (2012), however, argue that this assumption might be very restrictive in 
cross-section data especially in economics and finance where shocks in the current period might 
influence coming periods. The point of concern is: “What happens to CLRM if the disturbance terms 
are correlated? Baltagi (2008) argues that the estimation of the linear panel model in the presence of 
autocorrelation is consistent but inefficient because of downward biased standard errors. 
Autocorrelation in panel data can be detected using several tests such as the Baltagi-Wu test, Durbin-
Watson test and the Breusch-Godfrey test. According to Drukker (2003), these tests employ many 
specification assumptions such as individual effects types, need for non-stochastic regressors and 
inability to work in the presence of heteroscedasticity. Drukker (2003) further argues that the 
autocorrelation test of Wooldridge (2002) does not have such limitations and can also deal with 
unbalanced panel data with and without gaps in the observations. Therefore, this test fits in our 
study and can be written as: 
1 it i 1 1t 1(X X ) it iit i tty y e e      ….. (4.7) 
or 
1it it ity X e     ….. (4.8) 
Where yit is firm performance (ROA, ROE, ATO and P/B), Xit is a vector of independent variables such 
as VAIC, HCE, SCE and CEE, and eit is the error term. This test uses the residuals from the simple 
regression in the first difference Δ and test the null hypothesis that there is no autocorrelation. We 
estimate this test with the user written command “xtserial” in STATA (version 12), which implements 
the Woolridge test for serial correlation in unbalanced panel data. Appendix Table D reports the 
results of the Woolridge (2002) autocorrelation test for all 15 markets with four dependent variables. 
By the p-values in Appendix Table D, the null hypothesis can be rejected at the 5% significance level, 
which means that there is autocorrelation in the data.  
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4.5 Reliability of Static Models (OLS &FE) and Possible Solutions 
The diagnostic tests (heteroscedasticity and autocorrelation) reject the null hypotheses that there is 
heteroscedasticity as well as autocorrelation in the data. The question is how reliable are the 
estimates from OLS and FE? What are the possible solutions to these problems? As argued by Baltagi 
(2008), the estimations of OLS are consistent but inefficient in the presence of heteroscedasticity and 
autocorrelation as the standard errors are downward biased and CLRM assumes that the disturbance 
terms are constant and independent across cross-sections and time. Similarly, FE estimation also 
assumes that the disturbance term vit is identically distributed and independent of vit for all i and t. 
Since our estimates (OLS & FE) are inefficient, we now try to find solutions to these problems.     
One prominent solution to heteroscedasticity suggested by Gujarati (2012) is to assign weights to 
each observation in the data. He argues that observations from a population with less variability 
should carry more weight and those coming from a population with greater variability should have 
less weight in the regression. In other words, the weights should be inversely related to the standard 
deviation of the observations. Simple OLS and FE cannot incorporate these weight phenomena but 
this problem, however, can be overcome by running Generalized Least Squares (GLS), which assigns 
weights to each observation and solves the problem of heteroscedasticity. Similarly, the problem of 
autocorrelation, according to Baltagi (2008) and Gujarati (2012), can be solved in few ways such as 
adding more independent variables, data transformation such as taking logarithms and using lags of 
dependent variable as regressors. 
However, we suspect another missing link between IC and firm performance. This missing link is the 
potential existence of an endogeneity problem that is mainly because of simultaneity or reverse 
causality in the IC - firm performance relationship. In the literature, the focus has been on a one way 
relationship, i.e., how does IC efficiency affect the financial performance of the firm? But there is a 
possibility that IC efficiency is also being affected by past firm performance, which is the case with 
simultaneity. If simultaneity exists (a cause of endogeneity), then the usual static models such as OLS 
and FE (this issue is further discussed in chapter 5) do not generate BLUE estimations (Wintoki et al., 
2012) rather, the Dynamic Panel Data (DPD) estimator should be used (Gujarati, 2012). However, no 
existing study in the literature has explored the dynamic nature of the relationship between IC and 
firm performance.   
In the next chapter, we test whether the relationship between IC and firm performance is dynamic 
and how this relationship should exactly be estimated.   
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4.6 Chapter Summary 
This chapter reports the results of descriptive statistics, static OLS and Fixed-Effects (FE) estimation 
models. Mean IC efficiency scores “measured in terms of VAIC” vary from 5.08 to 9.28 with an overall 
mean of 7.90 for all five developed markets in this current study. Among the five developed markets, 
Australia scores highest and Austria lowest, which implies that Australian firms use IC more 
efficiently than the other four developed markets. The mean IC efficiency scores are consistent with 
those reported by Joshi et al. (2013) for the Australian financial sector (8.82), however, the scores are 
higher than those reported by Chen et al. (2005) for Taiwan (5.49). In terms of human capital 
efficiency in developed markets, the mean scores vary from 4.13 to 8.06 with an overall mean of 
6.66. Australia once again tops the list with Austria at the bottom, which means firms in Australia use 
human capital more efficiently than the other four developed markets. The SCE scores vary from 0.46 
to 0.58 with an overall mean of 0.51 among the five developed markets. The CEE scores among the 
five developed markets vary from 0.39 to 0.98 with an overall mean of 0.62. The mean CEE scores for 
Singapore (0.39) are lowest, which implies that physical capital is no longer considered a major 
contributor towards firm value in Singapore.  
Among emerging markets, the mean IC efficiency scores vary from 5.10 to 9.18 with an overall mean 
of 7.10. The mean scores are consistent with those reported by Pek (2005) for Malaysia (7.11) but 
higher than those reported by Pal and Soriya (2012) for India. The mean HCE scores in emerging 
markets vary from 4.52 to 8.19 with an overall mean of 6.20. The HCE for South Africa is lowest 
(4.52), which is similar to Firer and Williams (2003)’s argument that South African firms still rely on 
physical capital for value creation. Among the emerging markets, the structural capital scores in 
Table 4.2 vary from 0.59 to 0.86 with an overall mean of 0.69.  
The IC efficiency scores for frontier markets vary from 4.21 to 11.26 with an overall mean of 7.26. 
The mean VAIC scores are slightly skewed towards the higher side because Saudi Arabia exhibited 
exceptionally high scores (11.26) compared with the other four frontier markets. In terms of human 
capital, Nigeria scored the lowest (1.49) and Saudi Arabia the highest (10.35). These high HCE scores 
contradict Kaplan and Norton (2004)’s argument that countries such as Saudi Arabia and Venezuela 
are rich in natural resources but make poor investment in their human capital. Our results provide 
evidence that in the 21st century firms rich in natural resources are significantly investing in their 
human resources. In terms of the developed, emerging and frontier markets, the IC efficiency scores 
are highest in developed markets, which means that developed countries are most efficient in using 
IC for value creation.  
This current study applies both Fisher-Type and Modified Fisher-Type tests to check for stationarity 
on the unbalanced panel data. From p-values in Table 4.4 the null hypothesis can be rejected at all 
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conventional significance levels in all the countries for all four dependent variables (ROA, ROE, ATO 
and P/B), which means that there is no unit root in our data. Pearson pairwise correlation results 
show that correlations among the regressors do not exceed 0.80, which implies that there are no 
issues of multicollinearity. The OLS results show that IC efficiency in terms of VAIC is positive and 
significant at 1% with ROA in all 15 markets in this study. This shows that IC resources contribute 
significantly towards value creation of firms, which endorses the RB theory. Individual components of 
the VAIC model show that only SCE and CEE are significant (at 10% or less) with ROA in most markets 
whereas HCE is either negative or insignificant in nine markets in the study. Our robustness checks 
indicate that IC is significant only with ROE but insignificant with ATO and the P/B ratio.  
Fixed-effects analysis of the relationship between IC and firm performance shows that VAIC is 
positive and significant (at 5% or less) in all developed, emerging and frontier markets. Individual 
component analysis produces similar results to OLS. HCE is once again negative or insignificant with 
ROA whereas SCE and CEE are significant (at 5% or less) in almost all markets. Advanced diagnostic 
tests, such as the Bruesch-Pagan test for heteroscedasticity and Wooldridge test for autocorrelation, 
reject the null hypotheses which means that there is heteroscedasticity and autocorrelation in the 
data.  
As argued by Baltagi (2008), the estimations of OLS are consistent but inefficient in the presence of 
heteroscedasticity and autocorrelation as the standard errors are downward biased and CLRM 
assumes that the disturbance terms are constant and independent across cross-sections and time. 
Similarly, FE estimator also assumes that the disturbance term vit is identically distributed and 
independent of vit for all i and t. These problems can be solved in many ways such as through the 
application of GLS, taking first difference or data transformation. However, we suspect another 
econometric problem, i.e., the presence of endogeneity. The literature has so far considered the IC 
and firm performance relationship as one way but we look at it from another angle, i.e., firm 
performance might also affect IC and this is simultaneity. As argued by Gujarati (2012), the 
application of OLS or FE produces biased, inconsistent results in the presence of endogeneity (mainly 
because of simultaneity). In the next chapter, we test whether the relationship between IC and firm 
performance is dynamic and how this relationship should exactly be measured.   
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Chapter 5 
Dynamic Panel Data Estimation Results 
5.1 Introduction  
This chapter discusses the dynamic nature of the relationship between IC and firm performance. 
Section 5.1 discusses the theoretical and empirical evidence of the dynamic relationship and section 
5.2 explains how the application of static OLS and fixed effects estimators can produce biased and 
inconsistent results. Section 5.3 identifies how many lags of firm performance are significant and 
should be included in the dynamic estimation. Section 5.4 discusses the results and justification of 
GMM estimator for the study. Section 5.5 discusses the diagnostic tests of the System GMM 
estimator. Section 5.6 explores the relationship between IC and firm performance during the 2008 
financial crisis and section 5.7 concludes this chapter.      
5.2 The Dynamic Relationship between IC and Firm Performance   
This section discusses the nature of the relationship between IC and firm performance. First, we 
provide theoretical justification from the literature that forms the basis of our argument, i.e., the 
relationship between IC and firm performance is dynamic. Next we provide some empirical evidence 
to support the argument.   
5.2.1 Theoretical Evidence   
The literature on IC and firm performance focuses on one direction, i.e., IC efficiency affects the 
financial performance of firms. There is a missing link in the literature, i.e., whether firms’ past 
performance affects the efficiency of IC. Most literature on IC (Sveiby, 1997; Pulic, 1998; Bontis, 
2001; Pulic, 2004; Subramaniam & Youndt, 2005) agrees at least on three components of IC namely, 
human capital, structural capital and relational capital. Each of these components requires 
appropriate investment to accumulate IC resources (Rastogi, 2003). Firms’ investment in these 
resources is objective driven and is made to achieve specific goals. For example, a firm will invest in 
human capital to increase employees’ motivation level or to enable its employees to generate new 
ideas. Similarly, investment in R&D (also known as structural capital in the literature) is made to bring 
innovation to existing products or to bring new products to the market. According to the pecking 
order theory (Myers & Majluf, 1984), firms follow a particular order while generating their funds. The 
authors argue that firms use internally generated funds as the first priority before taking loans or 
raising new equity. In general, the main source of internally generated funds is firms’ profits (Ross et 
al., 2008).  
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The above argument postulates that firms’ investments depend on their profit levels if they follow 
the pecking order theory. It is quite common that firms invest (in the forms of salary increments or 
bonuses) in their employees when profits increase. Similarly, for R&D, firms make more investments 
when they observe higher profits or growth in their cash flows (Mulkay et al., 2001; Becker, 2013). 
Brown et al. (2009) in their study about R&D expenditure in mature high-tech firms in US find that 
cash flows correlate positively and significantly with investment in R&D. Harmantzis and Tanguturi 
(2005) in their study on the determinants of R&D expenditure in US telecommunication firms find 
that a firm’s last year performance, in terms of market value and revenue, significantly affects the 
current year’s investment in R&D. This evidence suggests that the relationship between the IC 
components and a firm’s performance is not unidirectional but bidirectional, which means that 
lagged firm performance also affects current or future year IC efficiency. This argument is consistent 
with Murthy and Mouritsen (2011) view that a firm’s financial performance is the basis for 
determining investment in IC resources.  
If the relationship between IC and firm performance is two-way26 (also known as simultaneity), then 
according to Baltagi (2008) and Gujarati (2012), the application of static estimators such as OLS or FE 
will lead to biased results because of simultaneity (a cause of endogeneity). There is no evidence in in 
the literature that this issue has been explored. The next section empirically analyses the nature of 
this relationship.  
5.2.2 Empirical Evidence   
Gujarati (2012) states that one method to investigate if the empirical model is dynamic or static is to 
test whether the lagged dependent variable is also a regressor. If the test is significant, then it implies 
that the model is dynamic and should be estimated with dynamic panel data models. Given this 
argument, our basic linear model can be written as a dynamic model with the lagged dependent 
variable as:  
FPit = α + FPit-1 + Ωβ1Xit+∂β2Zit + ηi + eit ……… (5.1) 
where FP is firm performance and FPit-1 is lagged firm performance, X is vector of IC capital 
components, ∂ is a vector of control variables, ηi is unobserved firm specific effect and e is error 
term for firm i at time t.  
                                                          
26 This means it’s not only IC that affects firm performance but firm performance also has a significant influence 
on IC efficiency.  
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5.1.2.1 Dynamic OLS Estimation (between IC and Firm Performance) 
Following Wintoki et al. (2012), we apply dynamic OLS to equation (5.1) to test if the coefficient of 
the lagged dependent variable is significant. Table 5.1 presents the results of dynamic OLS 
estimations with ROA as the dependent variable. The first clear indication according to Wintoki et al. 
(2012) is the change in adjusted R2, i.e., if there is any increase in the adjusted R2 from static OLS to 
dynamic OLS. Table 5.1 shows the adjusted R2 increases significantly from static to dynamic OLS. The 
average increase in adjusted R2 in developed markets is 43% in model 1 (where VAIC is the 
independent variable) and 16% in model 2 (where HCE, SCE and CEE are the independent variables). 
Similarly, the average increase in adjusted R2 in emerging markets is 42% in model 1 and 25% in 
model 2. Frontier markets exhibit an average increase in adjusted R2 of 49% in model 1 and 31% in 
model 2. This increase in adjusted R2 from static OLS to dynamic OLS is a clear indication that the IC 
and firm performance relationship is dynamic. Apart from the increase in adjusted R2, the 
coefficients of the lagged dependent variables in models 1 and 2 are statistically significant at 0.01 
level in all 15 markets. This further strengthens our argument that this relationship is dynamic.  
  
 75 
Table 5.1 The Dynamic OLS Results with ROA as the Dependent Variable (the Impact of IC on Firm 
Performance) 
 
 
Model 1 (VAIC) 
 
Model 2 (HCE, SCE, CEE) 
  
Lag-DV VAIC 
Adj-R2 
(ΔAdj-
R2) 
  Lag-DV HCE SCE CEE 
Adj-R2 
(ΔAdj-
R2) 
Developed Economies 
Australia 0.635* 0.217* 0.45 
 
0.399* 0.122 0.657* 0.572* 0.59 
 
(0.000) (0.000) (0.36) 
 
(0.000) (0.592) (0.000) (0.000) (0.16) 
Austria 0.811* 0.186** 0.65 
 
0.525* 0.032 0.821* 0.522* 0.72 
 
(0.000) (0.010) (0.61) 
 
(0.000) (0.688) (0.000) (0.000) (0.14) 
Netherlands 0.744* 0.050 0.53 
 
0.573* -0.087 0.636* 0.457* 0.59 
 
(0.000) (0.412) (0.48) 
 
(0.000) (0.189) (0.000) (0.000) (0.16) 
Singapore 0.606* 0.209* 0.44 
 
0.454* 0.064* 0.638* 0.469* 0.55 
 
(0.000) (0.000) (0.32) 
 
(0.000) (0.007) (0.000) (0.000) (0.16) 
Sweden 0.635* 0.132* 0.46 
 
0.438* 0.033 0.750* 0.556* 0.61 
 
(0.000) (0.000) (0.38) 
 
(0.000) (0.313) (0.000) (0.000) (0.17) 
Average increase in Adj-R2 0.43 
     
0.16 
Emerging Economies 
China 0.819* 0.107* 0.69 
 
0.685* 0.008 0.430* 0.505* 0.75 
 
(0.000) (0.000) (0.60) 
 
(0.000) (0.417) (0.000) (0.000) (0.32) 
Malaysia 0.637* 0.245* 0.45 
 
0.452* -0.026 1.021* 0.571* 0.58 
 
(0.000) (0.000) (0.36) 
 
(0.000) (0.215) (0.000) (0.000) (0.17) 
Russia 0.663* 0.464* 0.53 
 
0.538* -0.046 1.031* 0.642* 0.61 
 
(0.000) (0.000) (0.42) 
 
(0.000) (0.308) (0.000) (0.000) (0.25) 
South Africa 0.700* 0.129* 0.53 
 
0.585* 0.002 0.504* 0.333* 0.59 
 
(0.000) (0.000) (0.44) 
 
(0.000) (0.937) (0.000) (0.000) (0.29) 
Turkey 0.543* 0.231* 0.40 
 
0.467* 0.180* 0.263** 0.346* 0.44 
 
(0.000) (0.000) (0.28) 
 
(0.000) (0.000) (0.011) (0.000) (0.23) 
Average increase in Adj-R2 0.42 
     
0.25 
Frontier Economies 
Argentina 0.555* 0.132*** 0.30 
 
0.514* -0.036 0.495* 0.329* 0.38 
 
(0.000) (0.053) (0.28) 
 
(0.000) (0.664) (0.000) (0.000) (0.22) 
Nigeria 0.873* 0.290* 0.83 
 
0.877* -0.204 0.201*** 0.148* 0.83 
 
(0.000) (0.000) (0.52) 
 
(0.000) (0.468) (0.050) (0.000) (0.54) 
Pakistan 0.821* 0.203* 0.71 
 
0.660* -0.034 0.813* 0.448* 0.77 
 
(0.000) (0.000) (0.59) 
 
(0.000) (0.421) (0.000) (0.000) (0.27) 
Saudi Arabia 0.777* 0.154* 0.72 
 
0.590* 0.109* 0.362* 0.465* 0.79 
 
(0.000) (0.000) (0.57) 
 
(0.000) (0.000) (0.007) (0.000) (0.25) 
Ukraine 0.774* 0.393* 0.63 
 
0.642* 0.036 0.667* 0.555* 0.69 
 
(0.000) (0.000) (0.51) 
 
(0.000) (0.638) (0.000) (0.000) (0.29) 
Average increase in Adj-R2 0.49           0.31 
Note: ΔAdj-R2 is the increase in the adjusted R2 from the static OLS to dynamic OLS model; * ** and *** 
indicate significance at 0.01, 0.05 and 0.10 level, respectively.  
Source: Author’s calculations  
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5.1.2.2 Wooldridge Test for Strict Exogeneity  
One basic assumption of the FE estimator is that the error term is independent of all the regressors; 
violation of this assumption can lead to inconsistent results (Wooldridge, 2002). This phenomenon is 
called the problem of endogeneity that can be caused by measurement error, omitted variable (also 
known as un-observed heterogeneity) and simultaneity. Endogeneity can occur in both directions, 
i.e., the error term is correlated with lagged values of regressor and where future values of the 
regressors are correlated with the current error term. The second situation resembles simultaneity. 
Wooldridge (2002, p 285) argues that it is easy to solve the problem of endogeneity if the error terms 
are correlated with lagged values of the regressors by including lags of the regressors in the model. 
However, the real problem is when the error terms are correlated with future values of the 
regressors (IC in our case). Wooldridge (2002) suggests a test that can be used to test for strict 
exogeneity. If t > 2 (which is true in this case) then the test can be written as:  
FPit = α +βXit+γZit+1 + ∂Cit +ηi + eit,    t = 1,2,…    (5.2) 
Where Zit+1 are subsets of future values of IC efficiency (VAIC, HCE, SCE and CEE) and ∂ is a vector of 
the control variables. The null hypothesis is γ = 0, which means future IC efficiency is not correlated 
with current firm performance. We apply the fixed effects estimator to equation (5.2); Table 5.2 
reports the results of the relationship between current firm performance and future IC efficiency, 
controlling for current IC efficiency and other control variables such as GDP growth and firm size. 
Table 5.2 shows that coefficients of future values of IC efficiency, i.e., VAIC, HCE, SCE and CEE, are 
significantly different from zero in most markets (developed, emerging and frontier). The significance 
is at the 1% level in four markets, 5% in five markets and 10% in one market (see Table 5.2). The null 
hypothesis of the Wooldridge test for strict exogeneity can be confidently rejected. This means that 
future values of one or more of the regressors in our model is significantly correlated with current 
firm performance, which violates the assumption of strict exogeneity. This violation leads to 
inconsistent results in the OLS and FE estimators (Wooldridge, 2002).        
5.3 Problems in the Application of Static OLS & FE to Dynamic Models   
The dynamic OLS and Wooldridge Test for strict exogeneity show that the relationship between IC 
and firm performance is dynamic. This section discusses the types of problem that can arise if one 
applies static estimators such as OLS and FE to investigate the IC and firm performance relationship 
in the presence of endogeneity.  
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5.3.1 The Problem of Simultaneity   
Simultaneity in equation (5.1) exists when E(eit│FPit, Xit) ≠ 0. This implies that it is not only IC that 
affects firm performance but the firm’s past performance also affects IC. The discussion in section 
(5.1) provides the theoretical and empirical evidence about how IC depends on firms’ past 
performance (the case of simultaneity). In this case, the application of static OLS and FE will generate 
biased, inconsistent results (Gujarati, 2012). This problem can be solved if we measure these 
relationships in two separate equations where one equation measures the effect of IC on firm 
performance and the other equation measures the effect of firm performance on IC. This process is 
called simultaneous equation modelling (SEM) (Gujarati, 2012). An important assumption of SEM, 
however, is to have strictly exogenous instruments which is difficult to accomplish (Wintoki et al., 
2012).  
  
 78 
Table 5.2 The Wooldridge Test for Strict Exogeneity with the Dependent Variable ROA 
   VAIC(t) VAIC(t+1) HCE(t) HCE(t+1) SCE(t) SCE(t+1) CEE(t) CEE(t+1) 
Australia 0.732* -0.100** 0.066* -0.012 0.946* 0.040 0.678* -0.150* 
 
(0.000) (0.024) (0.000) (0.790) (0.000) (0.467) (0.000) (0.000) 
Austria 0.169*** -0.009 -0.195** -0.089 1.501* 0.709** 0.575* 0.291*** 
 
(0.054) (0.913) (0.034) (0.341) (0.000) (0.011) (0.000) (0.090) 
Netherlands 0.003 0.037 -0.025* -0.203** 1.198* 1.020* 0.681* 0.292** 
 
(0.963) (0.681) (0.001) (0.035) (0.000) (0.000) (0.000) (0.011) 
Singapore 0.624* 0.202* 0.038 0.041 1.152* 0.645* 0.759* 0.276* 
 
(0.000) (0.000) (0.263) (0.337) (0.000) (0.000) (0.000) (0.000) 
Sweden 0.208** 0.080 -0.113 0.056 1.420* 0.254* 0.785* 0.145** 
 
(0.012) (0.328) (0.140) (0.534) (0.000) (0.001) (0.000) (0.031) 
China 0.610* 0.339* 0.183* 0.093* 0.910* -0.225* 0.841* -0.068* 
 
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.001) 
Malaysia 0.498* 0.257* -0.011 0.088* 1.355* 0.448* 0.913* 0.229* 
 
(0.000) (0.000) (0.676) (0.007) (0.000) (0.000) (0.000) (0.000) 
Russia 1.069* 0.186** 0.056 0.029 1.515* -0.170 0.881* -0.042 
 
(0.000) (0.014) (0.464) (0.722) (0.000) (0.102) (0.000) (0.569) 
South Africa 0.402* 0.165* -0.219* -0.081 1.392* 0.743* 0.676* 0.182* 
 
(0.000) (0.000) (0.000) (0.101) (0.000) (0.000) (0.000) (0.002) 
Turkey 0.349* 0.127** 0.094 0.046 0.521* 0.152 0.405* 0.182** 
 
(0.000) (0.012) (0.246) (0.454) (0.007) (0.337) (0.000) (0.012) 
Argentina 0.274** -0.102 -0.095 0.037 0.886* -0.136 0.347* -0.233** 
 
(0.010) (0.281) (0.463) (0.755) (0.000) (0.561) (0.000) (0.031) 
Nigeria 0.379* -0.128 0.152 -0.228 0.168 -0.001 0.184* -0.043 
 
(0.003) (0.340) (0.814) (0.738) (0.560) (0.990) (0.005) (0.560) 
Pakistan 0.630* 0.203** 0.107*** 0.253* 1.122* 0.536** 1.060* 0.196** 
 
(0.000) (0.011) (0.098) (0.009) (0.000) (0.020) (0.000) (0.021) 
Saudi Arabia 0.992* -0.029 0.163*** -0.103 1.286* 0.854* 0.997* -0.192** 
 
(0.000) (0.703) (0.054) (0.231) (0.000) (0.000) (0.000) (0.025) 
Ukraine 0.752* 0.279** -0.058 0.173 1.575* 0.214 0.923* -0.330* 
  (0.000) (0.017) (0.594) (0.192) (0.000) (0.298) (0.000) (0.006) 
Note: * ** and *** indicate significance at 0.01, 0.05 and 0.10, respectively.   
Source: Author’s calculations 
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5.3.2 Problem of Unobserved Heterogeneity    
The second source of endogeneity is unobserved heterogeneity i.e. there are some other firm 
specific factors such as image of the firm, leverage, etc. which might affect firm performance as well 
as IC. The fixed part of this unobserved heterogeneity can however be solved by applying FE 
estimator to the linear model (Wintoki et al., 2012). But, as argued by Baltagi (2008) FE estimator will 
only produce unbiased results if the current values of independent variable (IC and its components) 
are independent of past values of the dependent variable (firm performance in our case). However, 
future IC efficiency is significantly correlated with firm past performance  in our study (see section 
5.1.2.2),  thus  the application of FE will lead to inconsistent results (Baltagi, 2008).  
The previous discussion so far in sections 5.1 to 5.2 posit some important facts such as, firstly, the 
relationship between IC and firm performance is dynamic in nature. Secondly, lagged firm 
performance is also an explanatory variable in our model. Moreover, there is reverse causal 
relationship i.e. IC efficiency also gets affected by past firm performance which is the case of 
simultaneity. Apart from these problems, as discussed in chapter 4 there are also problems of 
heteroscedasticity and autocorrelation in our data. We also discussed in chapter 4 that how these 
problems of heteroscedasticity and autocorrelation can be resolved without applying dynamic panel 
data estimator. But our supposition in chapter 4 about the dynamic relationship and endogeneity is 
proved true in our sections 5.1 to 5.2. This means now we need to develop a model which can not 
only resolve the problems of heteroscedasticity and autocorrelation but also can deal with 
endogeneity (mainly because of simultaneity) and dynamic nature of this relationship. 
In the next section we develop a dynamic panel model which addresses endogeneity (mainly because 
of simultaneity and unobserved heterogeneity), heteroscedasticity and autocorrelation in our data.   
Equation (5.1) shows the basic characteristic of the dynamic panel model  with lagged values of 
dependent variables as regressors (Gujarati, 2012). It is therefore important, first, to check how 
many lags of firm performance can capture the complete effect of past performance for the 
completeness of the dynamic model.  
5.4 How Many Lags of Firm Performance are Significant?   
Any statistical model that contains lagged dependent variables as a regressors is called a dynamic 
model; it should be estimated with dynamic estimation techniques (Gujarati, 2012). In other words, 
one should take into account the effect of past values of the dependent variable (firm performance 
in this case). An important question here is: “How many lags of the dependent variable should be 
included as the regressor?” This is particularly important because if one uses too few lags then this 
might not capture the complete effect of past on the present (Wintoki et al., 2012). This implies that 
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equation (5.1) is still misspecified. Another reason for needing to know how many lags are significant 
is that these lags can be used as instruments if we use dynamic panel data estimator. Different 
authors have different opinions in this regard. For example, Glen et al. (2001) argue that generally 
two lags are sufficient to capture the effect of past on future in dynamic panel models. Nevertheless, 
to determine how many lags are significant in this current study, we regress current firm 
performance on past firm performance after controlling for IC, its components and control variables. 
We estimate the following equation:  
1 it p it it ii itt LFP XFP Z       ……… (5.3) 
Where LFPit-p is lagged firm performance (t = 2013, 2012, ….) and Zit is a vector of independent 
variables (VAIC, HCE, SCE and CEE) and ∂ is a vector of control variables. Following Wintoki et al. 
(2012), we apply dynamic OLS to equation (5.3). We first include two lags. Table 5.3 shows the first 
two lags are significant at the 1% level in almost all 15 markets (developed, emerging and frontier). 
We re-run equation (5.3) dropping the recent lags of firm performance (1&2) and include a third and 
fourth lag. The third and fourth column in Table 5.3 shows that these older lags (3rd & 4th) are also 
significant at the 1% and 5% level in most markets, which is a good sign because these deeper lags 
can be used to find optimal instruments. However, when we include all four lags at the same time, 
un-tabulated results show that the first lag is still significant (at 1%) in all markets whereas the 
second lag is significant (at 5%) in almost half of the markets. The adjusted R2 is fairly high in all 
specifications which shows the goodness of fit in our model. Arellano and Bond (1991) argue that the 
use of one lag is compulsory in dynamic panel estimation but one can use more lags to identify good 
instruments. However, one has to be careful in using more lags, which can reduce the data set. Thus 
caution should be exercised. Though deeper lags contain relevant information but, following Wintoki 
et al. (2012), we assume that the information is subsumed in the most recent lags, i.e., the first lag. 
Hence, we use the first lag as a regressor in our dynamic estimation and deeper lags, i.e. 2nd, 3rd and 
4th, are used for GMM and IV style instruments.  
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Table 5.3 Lags of Firm Performance with ROA as the Dependent Variable 
 
 
Model 1 = VAIC 
 
Model 2 = HCE, SCE, CEE 
  t-1 t-2 t-3 t-4 Adj-R2   t-1 t-2 t-3 t-4 Adj-R2 
Developed Economies 
Australia 0.424* 0.216* 0.140* 0.055 0.57 
 
0.296* 0.139* 0.091* 0.036 0.65 
 
(0.000) (0.000) (0.000) (0.090) 
  
(0.000) (0.000) (0.004) (0.216) 
 Austria 0.598* 0.053* 0.099 0.234** 0.73 
 
0.424* 0.005 -0.018 0.153 0.78 
 
(0.000) (0.009) (0.449) (0.043) 
  
(0.000) (0.964) (0.874) (0.151) 
 Netherlands 0.492* 0.229* 0.022 0.173** 0.54 
 
0.417* 0.163** 0.025 0.137** 0.60 
 
(0.000) (0.002) (0.767) (0.013) 
  
(0.000) (0.019) (0.720) (0.036) 
 Singapore 0.511* 0.163* 0.076** 0.006 0.47 
 
0.404* 0.117* 0.065** -0.017 0.55 
 
(0.000) (0.000) (0.018) (0.809) 
  
(0.000) (0.000) (0.027) (0.462) 
 Sweden 0.599* 0.043** 0.148* 0.090** 0.67 
 
0.468* 0.030** 0.097** 0.070** 0.73 
 
(0.000) (0.030) (0.000) (0.020) 
  
(0.000) (0.023) (0.010) (0.044) 
 Emerging Economies 
China 0.804* 0.009 0.059* 0.009 0.67 
 
0.643* 0.012 0.066* 0.043* 0.72 
 
(0.000) (0.535) (0.000) (0.439) 
  
(0.000) (0.398) (0.000) (0.000) 
 Malaysia 0.572* 0.100* 0.131* -0.007 0.55 
 
0.432* 0.069* 0.116* -0.008 0.64 
 
(0.000) (0.001) (0.000) (0.764) 
  
(0.000) (0.012) (0.000) (0.709) 
 Russia 0.548* 0.107* 0.087* 0.091* 0.65 
 
0.449* 0.103* 0.066** 0.080* 0.71 
 
(0.000) (0.000) (0.002) (0.000) 
  
(0.000) (0.000) (0.011) (0.001) 
 South Africa 0.527* 0.143* 0.124** 0.065 0.60 
 
0.386* 0.146** 0.123** 0.069 0.66 
 
(0.000) (0.007) (0.020) (0.129) 
  
(0.000) (0.003) (0.012) (0.082) 
 Turkey 0.476* 0.096** -0.001 0.249* 0.61 
 
0.428* 0.078** -0.006 0.229* 0.63 
 
(0.000) (0.031) (0.979) (0.000) 
  
(0.000) (0.037) (0.859) (0.000) 
 Frontier Economies 
Argentina 0.628* 0.124** 0.168** 0.148* 0.55 
 
0.525* 0.077** 0.156** 0.158* 0.65 
 
(0.000) (0.039) (0.015) (0.005) 
  
(0.000) (0.003) (0.011) (0.001) 
 Nigeria 0.882* 0.118 0.033 -0.085 0.90 
 
0.896* 0.123 0.044 -0.081 0.89 
 
(0.000) (0.414) (0.764) (0.440) 
  
(0.000) (0.408) (0.705) (0.485) 
 Pakistan 0.573* 0.194* 0.135** -0.045 0.79 
 
0.448* 0.150* 0.142* -0.059 0.84 
 
(0.000) (0.001) (0.017) (0.297) 
  
(0.000) (0.003) (0.005) (0.129) 
 Saudi Arabia 0.778* -0.008 0.030 0.797** 0.83 
 
0.683* -0.006 0.006 0.083** 0.85 
 
(0.000) (0.860) (0.526) (0.033) 
  
(0.000) (0.894) (0.903) (0.019) 
 Ukraine 0.759* 0.092** 0.037 0.017 0.76 
 
0.577* 0.081* 0.067 0.014 0.82 
  (0.000) (0.017) (0.517) (0.692)     (0.000) (0.003) (0.181) (0.709)   
Note: * and ** represent significance at 0.01 and 0.05 level, respectively.    
Source: Author’s calculations  
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5.5 The Dynamic Panel Data Estimation: Model and Results    
Endogeneity (because of simultaneity and unobserved heterogeneity) restricts the use of static OLS 
or FE estimator because these estimators produce biased results (Wintoki et al., 2012). Therefore, we 
developed the dynamic panel data (DPD) estimation model that can incorporate the dynamic nature 
of the relationship between IC and firm performance and produce unbiased results. 
A dynamic panel model including lagged firm performance can be written as:  
1 1 .it itit it i itF LFP VAIC ControlP T         ……. (5.4) 
Where FP is firm performance, T.λ is a vector of year dummies, η is unobserved firm specific effects 
and ε is error term. Equation (5.4) for individual components of VAIC can be written as:  
1 1 .it it it it ti it i it LFP HCE SCE CEE ControlFP T             ..(5.5) 
To estimate equations (5.4) and (5.5), we select the Arrelano-Bond generalised method of moments 
(GMM) as the estimation method. We select this estimation technique for several reasons discussed 
in the next section. 
5.5.1 Justification of the Arrelano - Bond GMM Estimator   
Baltagi (2008) argues that dynamic panel models have at least two unique characteristics. First, these 
models contain autocorrelation because of the presence of lagged dependent variables among the 
regressors (LFPit-1 in equations (5.4) and (5.5). Secondly, these models also are characterized with 
endogeneity (mainly because of simultaneity) problem. The first characteristic posits that if FPit is a 
function of εit then FPit-1 is also function of εit, which means that FPit-1 (as a regressor) is correlated 
with the error term. In this case the application of OLS is not only biased but also inconsistent even if 
εit is not serially correlated. Similarly, the FE estimator can eliminate firm specific fixed effects (ηi) in 
our models, but FPit-1 will still be correlated with εit, which makes the FE estimation inappropriate in 
the dynamic panel models (Baltagi, 2008). More precisely, Wooldridge (2010) states that the 
application of FE in equations (5.4) and (5.5) could produce the following bias. 
1 1
1 1
() ) )( (
T T
it it it it
t t
i iZ Z ZE E E
T T
  
 
       ….. (5.6) 
Where Z  is Z Z  and Z is current year values of the independent variables such as VAIC, HCE, SCE 
and CEE. Equation (5.6) implies that if the current values of regressors are positively (negatively) 
correlated with past values of firm performance then the FE of current values of firm performance on 
current values of IC will be negatively (positively) biased.  
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A well-developed GMM estimator by Arellano and Bond (1991) can produce consistent results 
solving all the econometrics in dynamic panel models (equations 5.4 & 5.5). The following points 
explain how GMM can resolve the issues and why this estimator is most appropriate for this current 
study. 
(a) GMM is an appropriate estimator when there is heteroscedasticity (individuals with varying 
size and different characteristics) in the data (Baltas et al., 2003). This is true in this case 
because publicly listed firms in our data can be of varying size. In chapter 4, we applied the 
Bruesch-Pagan Test which shows that there is heteroscedasticity in the data. Therefore, 
GMM is an appropriate estimator because it allows the disturbance term to be non-constant 
(Arellano & Bond, 1991).  
(b) GMM wipes out firm specific fixed effects by taking the first difference of the variables. In the 
first differencing, the first observation of each variable is subtracted from the second value 
and so on. Our dynamic models can be written in the first difference form as:  
.it it itit VAF IC ContP rol T             ……..  (5.7) 
.it it it it iit tHCE SCE CEE Control TFP                    .. (5.8) 
Where ΔFPt = (FPt –FPt-1) and Δεt = (εt -εt-1) for firm i.  
(c) In the GMM instrument, the lagged values of the dependent variables (first-differenced) with 
its past levels which solve the problem of autocorrelation. Since we have tested for the 
presence of autocorrelation in chapter 4, GMM is an appropriate estimator in this current 
study (Baltagi, 2008).  
(d) GMM exploits the dynamic nature of the relationship by using instruments to produce 
consistent, unbiased results (Wintoki et al., 2012) which again make it an appropriate 
estimator for our study. 
(e) Based on Arrelano and Bond’s (1991) work, Blundell and Bond (1998) proposed a system of 
GMM (SGMM) that can use a level equation in addition to a differenced equation to increase 
the efficiency of the results, especially in data with a smaller time dimension. SGMM is also 
an efficient estimator when the variables in levels are weak instruments for the first-
difference equation. The use of the level equation also increases one other assumption of 
SGMM about the exogeneity of the instruments.    
(f) Another important aspect of GMM or SGMM is that these estimators use lagged values of 
dependent or independent variables as instruments. This means that all necessary 
information (to be used as instruments) comes from the firms’ history (Arellano & Bond, 
1991; Blundell & Bond, 1998). This characteristic is particularly important when one cannot 
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find strictly exogenous instruments from outside the dataset. In other words, SGMM allows 
us to use instruments from within the existing dataset.       
5.5.2 Dynamic Panel Data Estimation: System GMM Results    
This section reports the results of the two step robust system GMM estimates of the relationship 
between IC and firm performance. We apply the two step SGMM instead of one step because 
Roodman (2006) argues that two step yields a robust covariance matrix with respect to 
autocorrelation and heteroscedasticity. Another reason is that the two step method produces the 
Sargan Test (robust Hensen J-Test), which is not available in the one step SGMM estimation. Tables 
5.4 and 5.5 and Appendix Tables E1 and E2 present SGMM results for all 15 markets (developed, 
emerging and frontier), with ROA, ROE, ATO and P/B as independent variables, respectively. Table 
5.4 shows IC efficiency in terms of VAIC is positive and significant at the 1% level in 11 markets and at 
5% level in two markets. These findings support our basic argument that IC contributes significantly 
towards the firm performance in developed and emerging markets with the exception of the 
Netherlands. The significant relationship between IC and firm performance in the Netherland in the 
OLS estimation could be the result of spurious regression. The findings from the SGMM estimation 
are consistent with previous VAIC studies, Clarke et al. (2011) for Australia, Vishnu and Kumar Gupta 
(2014) for India, Chen et al. (2005) for Taiwan, and Ting and Lean (2009) for Malaysia.        
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Table 5.4 The Dynamic Panel-Data Estimation: the Two Step Robust System GMM Results with ROA 
as the Dependent Variable 
 
 
Model 1 
 
Model 2 
  L.ROA VAIC   L.ROA HCE SCE CEE 
Developed Economies 
Australia 0.324* 0.370* 
 
0.257* 0.025 0.825* 0.708* 
 
(0.000) (0.005) 
 
(0.000) (0.761) (0.000) (0.000) 
Austria 0.509* 0.290** 
 
0.325* -0.011 1.154* 0.710* 
 
(0.000) (0.029) 
 
(0.000) (0.893) (0.000) (0.000) 
Netherlands 0.291** 0.565 
 
0.344* -0.192 0.918* 0.586* 
 
(0.027) (0.138) 
 
(0.000) (0.203) (0.000) (0.000) 
Singapore 0.046 0.297* 
 
0.224* 0.029 0.886* 0.589* 
 
(0.764) (0.000) 
 
(0.003) (0.493) (0.000) (0.000) 
Sweden 0.247** 0.303* 
 
0.177** 0.199** 0.846* 0.781* 
 
(0.022) (0.000) 
 
(0.043) (0.016) (0.000) (0.000) 
Emerging Economies 
China 0.564* 0.478* 
 
0.653* -0.346** 1.225* 0.561* 
 
(0.000) (0.005) 
 
(0.000) (0.038) (0.001) (0.000) 
Malaysia 0.442* 0.326* 
 
0.227* -0.173 1.520* 0.755* 
 
(0.000) (0.005) 
 
(0.000) (0.149) (0.000) (0.000) 
Russia 0.646* 0.544* 
 
0.507* -0.148 0.855** 0.423** 
 
(0.000) (0.004) 
 
(0.001) (0.715) (0.020) (0.041) 
South Africa 0.397* 0.219** 
 
0.231* -0.010 0.889* 0.522* 
 
(0.000) (0.012) 
 
(0.001) (0.901) (0.000) (0.000) 
Turkey 0.225** 0.305* 
 
0.099 0.233* 0.428* 0.533* 
 
(0.022) (0.000) 
 
(0.216) (0.000) (0.004) (0.000) 
Frontier Economies 
Argentina 0.411* 0.200 
 
0.467* -0.360 0.866* 0.361* 
 
(0.000) (0.234) 
 
(0.000) (0.120) (0.003) (0.000) 
Nigeria 0.778* 0.333* 
 
0.760* -0.297 0.223 0.193* 
 
(0.000) (0.000) 
 
(0.000) (0.518) (0.154) (0.001) 
Pakistan 0.531* 0.538* 
 
0.463* -0.054 1.035* 0.642* 
 
(0.000) (0.001) 
 
(0.000) (0.282) (0.000) (0.000) 
Saudi Arabia 0.407* 0.334* 
 
0.391* 0.145* 0.459** 0.651* 
 
(0.001) (0.000) 
 
(0.000) (0.007) (0.037) (0.000) 
Ukraine 0.613* 0.801* 
 
0.489* 0.193 0.763* 0.706* 
  (0.000) (0.001)   (0.000) (0.240) (0.001) (0.000) 
Note: * ** and *** represent significance at 0.01, 0.05 and 0.10, respectively. Control variables and time 
dummies are included in all specifications.    
Source: Author’s calculations 
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Table 5.5 The Dynamic Panel-Data Estimation: the Two Step Robust System GMM Results with ROE 
as the Dependent Variable 
 
 
Model 1 
 
Model 2 
  L.ROE VAIC   L.ROE HCE SCE CEE 
Developed Economies 
Australia 0.277* 0.455* 
 
0.225* 0.089 0.693* 0.588* 
 
(0.000) (0.004) 
 
(0.000) (0.391) (0.000) (0.000) 
Austria 0.281** 0.233*** 
 
0.193** -0.164** 0.853* 0.407* 
 
(0.032) (0.092) 
 
(0.042) (0.023) (0.000) (0.000) 
Netherlands 0.300* 0.105 
 
0.240** -0.202 0.801* 0.384* 
 
(0.004) (0.441) 
 
(0.015) (0.174) (0.000) (0.000) 
Singapore 0.052 0.347* 
 
0.207* -0.018 1.029* 0.609* 
 
(0.701) (0.000) 
 
(0.000) (0.692) (0.000) (0.000) 
Sweden 0.198*** 0.246** 
 
0.157** 0.011 0.908* 0.591* 
 
(0.071) (0.011) 
 
(0.017) (0.907) (0.000) (0.000) 
Emerging Economies 
China 0.396* 0.707* 
 
0.287* -0.175** 1.065* 0.724* 
 
(0.000) (0.002) 
 
(0.000) (0.033) (0.000) (0.000) 
Malaysia 0.407* 0.458* 
 
0.206* -0.015 1.290* 0.716* 
 
(0.000) (0.000) 
 
(0.000) (0.910) (0.000) (0.000) 
Russia 0.346* 0.699** 
 
0.448* -0.180 1.302* 0.703* 
 
(0.000) (0.020) 
 
(0.000) (0.380) (0.000) (0.000) 
South Africa 0.394* 0.209** 
 
0.151** -0.011 0.980* 0.549* 
 
(0.000) (0.024) 
 
(0.049) (0.878) (0.000) (0.000) 
Turkey 0.207*** 0.204* 
 
0.042 0.045 0.626* 0.485* 
 
(0.052) (0.000) 
 
(0.524) (0.445) (0.000) (0.000) 
Frontier Economies 
Argentina 0.505* 0.245*** 
 
0.419* -0.220 0.719* 0.483* 
 
(0.000) (0.093) 
 
(0.000) (0.247) (0.003) (0.000) 
Nigeria 0.709* -0.167** 
 
0.552* -0.660*** 0.296* -0.208** 
 
(0.000) (0.026) 
 
(0.000) (0.076) (0.006) (0.037) 
Pakistan 0.512* 0.321* 
 
0.398* -0.123** 1.236* 0.526* 
 
(0.000) (0.000) 
 
(0.000) (0.015) (0.000) (0.000) 
Saudi Arabia 0.447* 0.175* 
 
0.302* -0.008 0.853* 0.716* 
 
(0.000) (0.000) 
 
(0.000) (0.806) (0.000) (0.000) 
Ukraine 0.540* 0.703* 
 
0.379* 0.109 0.827* 0.763* 
  (0.007) (0.006)   (0.000) (0.455) (0.001) (0.000) 
Note: * ** and *** represent significance at 0.01, 0.05 and 0.10, respectively. Control variables and time 
dummies are included in all specifications.    
 Source: Author’s calculations 
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With the exception of Argentina, Table 5.4 shows VAIC is significant and positively related to ROA in 
frontier markets at the 5% level. The relationship for Argentina is significant in the static models (OLS 
& FE) but insignificant in SGMM. Considering VAIC is an accurate measure of IC efficiency (further 
discussed in the next chapter) these findings are in line with the RB theory. The RB theory argues that 
IC forms a sustainable competitive advantage for the firm. Our findings endorse this theory that IC 
significantly contributes towards the financial performance of a firm, which can help the firm to yield 
above average returns. This also confirms the argument of Kolachi and Shah (2013) that IC is 
important for all types of firm (big or small) in all types of market (developed or underdeveloped). 
Zéghal and Maaloul (2010) state that firms can yield extra returns and build a competitive advantage 
from the effective use of their strategic resources such as IC assets. Our findings are consistent with 
Zéghal and Maaloul (2010)’s argument, which means when IC efficiency increases, a firm’s 
performance (ROA) also increases.              
The individual component (HCE, SCE and CEE) analysis shows that HCE is insignificant in almost all 
markets (developed, emerging and frontier); the exceptions are one developed (Sweden), two 
emerging (China and Turkey) and one frontier (Saudi Arabia) market, which show a weak or negative 
significant relationship with ROA. This relationship between HCE and ROA was positive and 
significant in previous studies (Young et al., 2009; Clarke et al., 2011; Vishnu & Kumar Gupta, 2014) 
which are based on static (OLS and FE) estimators. Our results are consistent with previous studies 
(Rehman et al., 2011; Alipour, 2012; Mehralian et al., 2012) which show a negative or no significant 
relationship between HCE and ROA. These findings suggest that firms in most markets, regardless of 
the economic development stage, treat investment in human capital as expenditure. Our findings 
cannot endorse the Resource Dependency (RD) theory which argues that firms should utilize their 
available human resources to increase the value creation of the firm.  
The basic argument by Pulic (2004), while developing the VAIC model, was that money spent on 
humans within the firm should be treated as investment instead of expense. He argues that human 
resources create value for the firm just like other assets such as land and buildings. Therefore, if 
spending on those tangible assets are investments then spending on human resources should also be 
treated as long term investments. This is why Pulic (2004) does not include salaries and wages as 
expenses in calculating value added (VA). This contradictory result (where our findings are differ from 
theory) gives rise to two possible scenarios. First, it raises doubts on the reliability of the VAIC model 
to measure the efficiency of individual components (HCE, SCE and CEE) accurately. It is noteworthy 
that the measurement of the VAIC model in general and its two components, i.e., HCE and SCE, in 
particular, have been criticised by Ståhle et al. (2011). In the next chapter, we further discuss 
criticisms of the VAIC model and modify the original VAIC model. Secondly, since the firm’s owners 
(shareholders) hire and pay employees to act on their behalf, that spending is treated as 
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expenditure. That is why these investments are recorded on the expense side of conventional 
accounting statements (income statement). Some pioneers in the IC field such as Edvinsson and 
Malone (1997), suggest firms produce separate statements for IC assets. We discuss and test the 
reliability of the VAIC model in next chapter. 
Table 5.4 shows SCE and CEE are positive and significantly related to ROA at the 1% and 5% level in 
14 markets; the exception is Nigeria for which no significant relationship was found between SCE and 
ROA. These findings suggest that firms in all types of market accumulate and utilize SC and CE quite 
efficiently for the value creation. Our findings, in terms of SCE, agree with the OL theory. Njuguna 
(2009) states that organizational learning is a process whereby a firm can acquire a new wealth of 
knowledge that can be translated into innovation and protected in the form of unique processes, 
models and copyrights. Our findings suggest that firms can transform their structural capital 
resources into innovation that, in turn, increases the firm’s profitability. Our findings in terms of 
physical capital (CEE) support the general argument that physical assets are vital resources for the 
firm to create value (Firer & Williams, 2003; Chan, 2009b; Ting & Lean, 2009; Young et al., 2009; 
Vishnu & Kumar Gupta, 2014).  
The analysis extends to another performance measure, i.e., ROE for a robustness check. Table 5.5 
shows ROE, used as a performance measure, produces quite similar results to ROA. The relationship 
between VAIC and ROE is positive and statistically significant at the 1% level in eight markets, 5% 
level in four markets and 10% level in two markets (Table 5.5), which means IC increases firm 
profitability (measured in terms of ROE). The individual components of VAIC analysis produces similar 
results where HCE is insignificant with ROE in 11 markets. SCE and CEE are positive and significantly 
related to ROE in all 15 markets at the 5% level. Our findings of SGMM estimation are consistent with 
some studies (Clarke et al., 2011; Kai et al., 2011; Vishnu & Kumar Gupta, 2014) with only VAIC and 
CEE are positive and significantly related to firm performance in terms of ROE. These studies used 
static measures (OLS & FE). The findings again endorse RD theory that IC resources contribute 
significantly toward firm performance in terms of ROE and ROA.   
We also extend our analysis to other dimensions of firm performance, i.e., productivity and market 
measure (ATO & P/B) to test whether there are any differences in the results when performance is 
measured in terms of productivity or asset utilization (ATO) and market valuation (P/B). Appendix 
Tables E1 and E2 show the relationships between IC and ATO and P/B, respectively. These results are 
quite different from ROA and ROE. The results show IC efficiency is neither significantly related to 
ATO nor to P/B. However, CEE of the individual components is statistically significant (at 10% or less) 
with ATO and P/B. These results are consistent with previous studies (Firer & Williams, 2003; Kai et 
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al., 2011; Mehralian et al., 2012; Gigante, 2013) that report that IC is significantly related to ROA and 
ROE but weakly or not related to either ATO or P/B.  
P/B exhibits two unique characteristics. First, the measure is mostly favoured by investors when 
making investment decisions. Investors are mostly concerned with the physical resources a firm 
holds; IC resources are least important to them (Firer & Williams, 2003). Another possible 
explanation could be that since P/B is based on the closing price on the stock exchange, it might not 
depict the true situation of the market.  
The results from SGMM estimation are mostly consistent to those of the static estimators (OLS and 
FE) with the exception of HCE, which is significantly related to performance measure but insignificant 
in this study. Before we generalize these results, it is pertinent to mention that like OLS and FE, 
SGMM estimations are subject to various diagnostic tests. As argued by Baltagi (2008) and Roodman 
(2006), one should test the reliability of SGMM results through various tests such as autocorrelation, 
and validity of instruments. The next section reports and discusses diagnostic tests of SGMM 
estimators. 
5.6 Dynamic Panel Data Estimation: Tests of the Specifications    
As discussed in section 5.4.1, SGMM is the most appropriate estimator for this current study. It is 
also discussed there how this estimator can solve most econometric problems embedded in our data 
set. These problems range from heteroscedasticity to endogeneity, which can be resolved through 
the application of SGMM. How reliable are the SGMM estimations? Roodman (2006) and Baum 
(2006) argue that one should perform diagnostic tests of SGMM to check the reliability of the 
estimator. In this section, we perform some validity tests of SGMM estimations based on the 
literature. 
5.6.1 First-Order (AR1) and Second-Order (AR2) Autocorrelation Tests    
Arellano and Bond (1991) argue that the SGMM estimator requires first-order autocorrelation but 
not second-order autocorrelation in the error term. They recommend checking the AR (1) and AR (2) 
diagnostic tests. The null hypothesis under both tests is that there is no autocorrelation in first and 
second-order for AR (1) and AR (2), respectively, therefore one should strictly not reject the null 
hypothesis in AR (2). The p-values for the AR (2) test are well above any conventional significance 
level (see Tables 5.6 and 5.7 and Appendix Tables F1and F2). We cannot reject the null hypothesis 
which means that there is no second-order serial correlation. The p-values of AR (1) are significant at 
the 5% level which means that there is first-order autocorrelation – which is required in the SGMM 
estimator.  
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5.6.2 The Hansen J. Test for Over-Identification of Instruments    
The validity of the instruments used in SGMM is very important since SGMM can easily over-identify 
instruments that violate the assumptions of SGMM. Baum (2006) argues that the Hansen J. Test is 
robust in the case of SGMM to test the over-identification restrictions. The null hypothesis under this 
test is that over identifying restrictions are true and instruments are exogenous. Column three in 
Tables 5.6 and 5.7 and Appendix Tables F1 and F2 show that the p-values of the Hansen J. Test are 
well above any conventional significance level so we cannot reject the null hypothesis. This implies 
that the instruments used in our SGMM estimation are valid and/or correctly identified (Roodman, 
2006).  
5.6.3 The Difference-in-Hansen Test of Exogeneity    
As discussed in section 5.1.1, SGMM bears an additional assumption of exogeneity of lagged 
differences as instruments, hence it is important to test this assumption. Baum (2006) and Roodman 
(2006) suggest that this assumption can be tested with the Difference-in-Hansen Test. The null 
hypothesis of this test is that the subset of instruments (lagged differences) are exogenous. The 
fourth column in Tables 5.6 and 5.7 and Appendix Tables F1 and F2 report the p-values of the 
Difference-in-Hansen Test. The results show no evidence to reject the null hypothesis which implies 
that all subsets of the instruments used in SGMM are strictly exogenous.      
5.6.4 The Assumption of Steady State    
One can also check for the validity of the instruments in SGMM through the “steady state” 
assumption (Roodman, 2006). Under this assumption one should test the systematic relationship 
between deviation from long-term values and fixed effects. This means that the coefficients of the 
lagged dependent variables should be less than absolute value of one. The results in Tables 5.4 and 
5.5 and Appendix Tables E1 and  E2  show the coefficients of all lagged dependent variables (ROA, 
ROE, ATO and P/B) are less than one (unity), which means the steady-state assumption holds 
(Roodman, 2006). 
5.6.5 Instruments Count Method     
Roodman (2006) suggests that one should always report the number of instruments included in the 
SGMM estimation. The number of instruments, according to Roodman (2006), is another way to 
check the validity of the results of SGMM. The rule of thumb is that the number of instruments 
should always be less than the number of observations. The results in Table 5.6 and 5.7 and 
Appendix Tables F1 and F2 show the number of instruments are less than the number of 
observations in all cases which fulfils one of the assumptions of SGMM.  
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Thus the diagnostic tests verify the validity of SGMM estimation and hence provide sufficient 
evidence that our results from SGMM estimation are efficient, consistent and unbiased. 
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Table 5.6 The Dynamic Panel-Data Estimation: Diagnostic Tests with the Dependent Variable ROA 
 
 
Model 1 (VAIC) 
 
Model 2 (HCE,SCE,CEE) 
  
AR1 AR2 
Han.J. 
O.Id. 
Han.J. 
Diff 
No. 
INS 
Obs.   AR1 AR2 
Han.J. 
O.Id. 
Han.J. 
Diff 
No. 
INS 
Obs. 
Developed Economies 
Australia 0.000 0.231 0.522 0.520 34 2563 
 
0.000 0.321 0.118 0.563 68 2563 
Austria 0.024 0.883 0.531 0.597 60 378 
 
0.023 0.650 0.681 0.762 68 378 
Netherlands 0.009 0.320 0.134 0.182 41 468 
 
0.002 0.062 0.300 0.223 68 468 
Singapore 0.028 0.759 0.415 0.769 30 3058 
 
0.000 0.190 0.140 0.506 84 3058 
Sweden 0.021 0.709 0.157 0.760 48 1232 
 
0.000 0.398 0.138 0.638 68 1232 
Emerging Economies 
China 0.000 0.313 0.315 0.401 42 9599 
 
0.000 0.979 0.100 0.235 60 9599 
Malaysia 0.000 0.981 0.145 0.070 60 4012 
 
0.000 0.657 0.451 0.153 68 4012 
Russia 0.000 0.052 0.064 0.994 42 2724 
 
0.100 0.314 0.424 0.107 52 2724 
South Africa 0.000 0.449 0.167 0.384 34 1166 
 
0.000 0.221 0.228 0.812 68 1166 
Turkey 0.000 0.141 0.269 0.541 34 1014 
 
0.000 0.204 0.390 0.278 68 1014 
Frontier Economies 
Argentina 0.064 0.223 0.254 0.516 60 348 
 
0.026 0.255 0.286 0.383 68 348 
Nigeria 0.000 0.381 0.342 0.895 34 304 
 
0.001 0.996 0.567 0.303 68 304 
Pakistan 0.000 0.556 0.491 0.970 34 921 
 
0.000 0.570 0.522 0.235 68 921 
Saudi Arabia 0.045 0.373 0.360 0.654 48 636 
 
0.022 0.256 0.254 0.062 68 636 
Ukraine 0.000 0.224 0.120 0.772 60 920   0.000 0.354 0.095 0.086 96 920 
Note: AR1 and AR2 are tests for first and second order serial correlation in the first-difference residuals, respectively. Han.J,O.Id is the Hansen J. Test for over 
identification of instruments. Han.J.Diff is the Difference-in-Hansen test for exogeneity of instruments; No. INS is the number of instruments used in each 
specification and Obs is the number of observations.   
Source: Author’s calculations 
  
 93 
Table 5.7 The Dynamic Panel-Data Estimation: Diagnostic Tests with the Dependent Variable ROE 
 
 
Model 1 (VAIC) 
 
Model 2 (HCE,SCE,CEE) 
  
AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs.   AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs. 
Developed Economies 
Australia 0.000 0.268 0.439 0.467 34 2541 
 
0.000 0.350 0.255 0.904 68 2541 
Austria 0.057 0.638 0.229 0.696 34 374 
 
0.043 0.729 0.612 0.963 68 374 
Netherlands 0.006 0.261 0.320 0.442 48 464 
 
0.005 0.104 0.364 0.243 68 464 
Singapore 0.019 0.686 0.473 0.231 42 3040 
 
0.000 0.229 0.065 0.267 68 3040 
Sweden 0.009 0.961 0.311 0.959 34 1219 
 
0.000 0.781 0.655 0.582 68 1219 
Emerging Economies 
China 0.000 0.220 0.996 0.100 42 9559 
 
0.000 0.850 0.850 0.448 84 9559 
Malaysia 0.000 0.955 0.076 0.307 60 3996 
 
0.000 0.810 0.791 0.739 68 3996 
Russia 0.000 0.086 0.026 0.594 60 2672 
 
0.000 0.340 0.150 0.953 84 2672 
South Africa 0.000 0.515 0.104 0.216 34 1161 
 
0.000 0.710 0.087 0.192 96 1161 
Turkey 0.000 0.102 0.539 0.263 34 1010 
 
0.000 0.228 0.430 0.481 68 1010 
Frontier Economies 
Argentina 0.031 0.377 0.630 0.661 34 345 
 
0.018 0.324 0.319 0.437 68 345 
Nigeria 0.049 0.051 0.709 0.204 34 325 
 
0.049 0.086 0.489 0.382 68 325 
Pakistan 0.000 0.349 0.199 0.217 34 916 
 
0.001 0.523 0.593 0.206 68 916 
Saudi Arabia 0.029 0.348 0.547 0.571 34 636 
 
0.017 0.335 0.479 0.129 68 636 
Ukraine 0.000 0.160 0.057 0.695 60 893   0.001 0.263 0.114 0.673 120 893 
Note: AR1 and AR2 are tests for first and second order serial correlation in the first-difference residuals, respectively; Han.J,O.Id is the Hansen J. Test for over 
identification of instruments; Han.J.Diff is the Difference-in-Hansen test for exogeneity of instruments; No. INS is the number of instruments used in each 
specification and Obs is the number of observations.  
 Source: Author’s calculations 
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5.7 IC and Firm Performance during 2008 Global Financial Crisis 
The 2008 global financial crisis was one of the worst financial turmoil in history and led many firms to 
rethink their strategic investments (Lin et al., 2012). Globalization and turbulent effects plus a 
complex business environment have forced many firms to look for new ways to use available 
resources at maximum possible efficiency. Sumedrea (2013) argues that the 2008 global financial 
crisis and its after effects have forced firms’ management, practitioners and scholars to analyse the 
relationship between a firm’s financial performance and available resources. As a result, the 
importance of IC became more critical in the event of financial turbulence when the firms look for 
new skills and solutions to recover from financial crises. Sumedrea (2013) concludes that during 
financial crises the survival of firms can be linked to IC in terms of company development. More 
specifically, the intellectual resources can be used efficiently to create value during financial turmoil 
when firms cannot afford major investments in other physical resources.   
In our understanding, published studies exploring the role of IC during financial crises are minimal 
(see Sumedrea (2013) & Lin et al. (2012)). The results of these studies are difficult to generalize since 
the former study covers only the Romanian economy whereas the latter study focuses on national IC 
in a few Asian economies. Young et al. (2009)’s study analyses the role of IC during the 1997 Asian 
financial crisis through the interaction terms of financial crisis and human and physical capital in 
selected Asian markets. In order to further explore the role IC during financial turmoil and to expand 
its scope to economically different markets (developed, emerging and frontier), we explore the role 
of IC during the 2008 global financial crisis. Following Young et al. (2009), we introduce the 
interaction terms of the 2008 global financial crisis with VAIC, HCE, SCE and CEE. We estimate the 
following regression models.  
1 1 *it itit t itit ontrolFP LFP VAIC C VAIC C          …….(5.9) 
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Where C*VAIC, C*HCE, C*SCE and C*CEE are the interaction terms between the 2008 global financial 
crisis (a dummy variable that has a value of 1 in 2008 and 0 otherwise) and VAIC, human capital, 
structural capital and physical capital. Table 5.8 reports the SGMM estimations of equation (5.9) and 
(5.10). The interaction terms of IC efficiency, i.e., VAIC as well as its individual components (HCE, SCE 
and CEE) are insignificant in almost all markets (developed, emerging and frontier), which means IC 
efficiency was unaffected during the 2008 global financial crisis. Our results are contrary to those 
reported by Sumedrea (2013) and Young et al. (2009) where a positive, significant relationship is 
recorded between IC and financial crisis. For robustness purposes, we then include a dummy of 2008 
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(which has a value of 1 in 2008 and 0 otherwise); un-tabulated results are similar to those in Table 
5.8.    
Table 5.8 IC and Firm Performance During the 2008 Financial Crisis; Two Step Robust System GMM 
Results 
 Dependent Variable 
ROA  
C*VAIC C*HCE C*SCE C*CEE 
Developed Economies 
Australia 0.001 0.001 -0.351 -0.106 
 
(0.737) (0.515) (0.167) (0.300) 
Austria 0.083 0.080 -0.427 -0.134 
 
(0.458) (0.518) (0.697) (0.656) 
Netherlands -0.017 -0.525 1.746 0.326 
 
(0.955) (0.545) (0.618) (0.275) 
Singapore 0.001 0.000 -0.260 0.453 
 
(0.505) (0.967) (0.593) (0.243) 
Sweden -0.006 0.007 -0.317 -0.052*** 
 
(0.814) (0.879) (0.559) (0.092) 
Emerging Economies 
China -0.002 0.001 0.962 1.829 
 
(0.298) (0.407) (0.460) (0.445) 
Malaysia 0.000 0.001 -0.304 0.199 
 
(0.995) (0.312) (0.351) (0.433) 
Russia 0.002 -0.014 2.381 1.343 
 
(0.715) (0.523) (0.169) (0.272) 
South Africa 0.002 0.000 0.401 0.296 
 
(0.859) (0.982) (0.348) (0.110) 
Turkey 0.075 0.017 -0.257 -0.249 
 
(0.148) (0.487) (0.869) (0.636) 
Frontier Economies 
Argentina -0.011 0.065 -1.120 0.617 
 
(0.696) (0.133) (0.401) (0.309) 
Nigeria 0.025 -12.385 24.606 -0.047** 
 
(0.564) (0.428) (0.402) (0.021) 
Pakistan -0.120 0.014 -0.170 1.545* 
 
(0.182) (0.456) (0.895) (0.004) 
Saudi Arabia 0.001 0.002 -0.190 -0.260 
 
(0.415) (0.581) (0.740) (0.829) 
Ukraine -0.077 -0.148 2.797 0.428 
  (0.495) (0.257) (0.135) (0.101) 
Note: * ** and *** indicate significance at 0.01, 0.05 and 0.10 levels, respectively.   
Source: Author’s calculations 
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5.8 Chapter Summary 
The theoretical and empirical evidence in this current study reveals that the relationship between IC 
and firm performance is dynamic. The dynamic OLS results show that there is a significant increase in 
adjusted R2 from static to dynamic OLS, which reflects the dynamic nature of the relationship. The 
coefficients on lagged dependent variables are statistically significant at the 5% level in all markets, 
which provides further evidence that lagged firm performance acts as a regressor. Following Wintoki 
et al. (2012), we applied the Wooldridge Test to test for strict exogeneity in order to determine if the 
regressors are strictly exogenous. We include future values of VAIC and its components (HCE, SCE 
and CEE) to investigate the impact of current firm performance on future IC efficiency. The results of 
the Wooldridge Test show that current firm performance is significantly related at the 10% level to 
future IC efficiency in almost all 15 markets. These results provide sufficient evidence that an IC and 
firm performance relationship exhibit the endogeneity problem and this relationship should be 
estimated using dynamic models (Baltagi, 2008). Our analysis shows that IC efficiency is related to 
past firm performance up to 4 years but the first lag is significant in all specifications hence we use 
first lag of firm performance as a regressor in dynamic estimations and deeper lags as instruments.  
We apply the two step SGMM estimator to estimate the dynamic relationship between IC and firm 
performance. The results show that VAIC is positive and significantly related to firm performance 
(ROA) at the 5% level in all developed and emerging markets. VAIC is also significant and positively 
correlated at the 5% level with ROA in four frontier markets; the exception is Argentina. The 
relationship in Argentina was significant in static models (OLS & FE) but insignificant in SGMM. 
Nevertheless, these findings endorse the RB theory that firms can use their physical as well as 
intangible assets efficiently for value creation. Among the individual components of VAIC, HCE is 
insignificant in almost all markets (developed, emerging and frontier); the exceptions are one 
developed (Sweden), two emerging (China and Turkey) and one frontier (Saudi Arabia) market, which 
show mixed results, i.e., an insignificant (positive) and significant (negative) relationship with ROA. 
The relationship between HCE and ROA is positive and significant in most previous studies (Young et 
al., 2009; Clarke et al., 2011; Vishnu & Kumar Gupta, 2014) based on static (OLS and FE) estimators. 
The SCE and CEE coefficients are positive and significantly related at the 5% level to ROA in 14 
markets; the exception is Nigeria. These findings suggest that firms in all types of market accumulate 
and utilize SCE and CEE quite efficiently for value creation. The relationship between VAIC and ROE is 
positive and statistically significant at the 10% level in almost all markets (developed, emerging and 
frontier markets), which means IC increases firm profitability when measured in terms of ROE. 
Individual component analysis shows similar results to ROA, i.e., SCE and CEE are positive and 
significant (at the 5% level) whereas an insignificant relationship was found between HCE and ROE in 
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most markets in the study. We further extended analysis to two additional performance measures. 
ATO and P/B, for robustness purposes. The results show that IC efficiency is neither significantly 
related to ATO nor to P/B. Only CEE of the individual component analysis is statistically significant 
with ATO and P/B. This suggests that ROA and ROE are favourable performance measures to study IC 
efficiency.  
Diagnostic tests of SGMM, such as AR1 and AR2 for first and second order autocorrelation, the 
Hansen J. Test for over-identification of instruments, the difference in Hansen J. Test for exogeneity 
and instrument count method provide sufficient evidence that SGMM is an appropriate estimator for 
this study. We also analysed the relationship between IC and firm performance during the 2008 
global financial crisis. The interaction terms of IC efficiency, i.e., VAIC and as its individual 
components (HCE, SCE and CEE) are statistically insignificant in almost all markets (developed, 
emerging and frontier). This implies that IC efficiency was unaffected during the 2008 global financial 
crisis. These findings were consistent when we test the robustness through a dummy variable (2008 
global financial crisis), which takes a value of 1 during 2008 and 0 otherwise. This chapter shows that 
the IC-firm performance relationship is dynamic and measures this relationship through a dynamic 
estimator, i.e., SGMM to produce unbiased, consistent results. The next chapter discusses some 
potential problems of the VAIC model, criticisms of it in the literature and provides some possible 
adjustments to increase the accuracy of measurements of IC efficiency.       
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Chapter 6 
Adjustments in the VAIC Model  
6.1 Introduction  
As discussed in chapter 3, because of some unique characteristics, the VAIC model has been 
extensively used to measure IC efficiency. The VAIC model, however, has also been criticised in the 
literature, especially for its structural capital measure. This chapter explores and examines the 
capabilities of the VAIC model to measure IC efficiency. The chapter also discusses some of the 
criticisms of the VAIC model and how this criticism can be overcome. This study makes some 
adjustments to the VAIC model and introduces an Adjusted-VAIC model.  
The chapter is organised as follows: Section 6.1 discusses the original VAIC model and the potential 
estimation problems of the model. Section 6.2 explains changes made in the VAIC model by several 
researchers to overcome criticisms of the model. Section 6.3 presents our adjusted-VAIC (A-VAIC) 
model. Empirical application of an A-VAIC model and its results are discussed in section 6.4; section 
6.5 presents a critical discussion of the A-VAIC model. Section 6.6 summarizes the chapter. 
6.2 Understanding the VAIC Model and its Problems  
The shift from physical resource-based to knowledge-based economies and the increasing gap 
between firms’ M/B value has caused researchers to look for different models to measure the value 
of intangibles (Ståhle et al., 2011). The quest to develop a new model has been motivated by not only 
the need to measure IC resources but also to manage these resources efficiently to increase value 
added for firms. This quest for better management of IC resources has led to several IC measurement 
models such as Skandia Navigator (Edvinsson & Malone, 1997) and the VAIC model by Pulic (1998). 
As discussed in Chapter 3, the major benefit of using monetary based models to measure IC 
efficiency is that these models provide numerical results that are easy to understand and compare 
within departments and across industries.  
Among the monetary based measures, the VAIC model has been extensively used not only by 
researchers but also at a corporate level, to measure the efficiency of IC in the first stage27 (Ho & 
Williams, 2003). In the second stage, researchers attempted to link VAIC with overall financial 
performance of firms. VAIC is based on the value added concept which takes into account the total 
value added by an entity during any given time period. Pulic (2004) argues that firms’ total value 
                                                          
27 VAIC model was initially used to measure only IC efficiency and later on this efficiency was linked with 
financial performance of the firms 
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added depends upon two types of capital, physical capital and IC. This is why the VAIC model is a 
composite measure of both physical and IC efficiencies. The calculations of the VAIC model along 
with its individual components, human, structural and physical capital, have been discussed in great 
detail in Chapter 3. The next section discusses the problem areas in the calculations of the VAIC 
model.  
6.2.1 General Criticisms of the VAIC Model 
Despite its popularity, the VAIC model has been criticised for its construction and ability to capture 
the full information of IC resources. The VAIC model is based on the VA concept and VA is calculated 
as the sum of a firm’s operating profit (OP), its personnel costs (LC) and depreciation and 
amortization (D&A) expenses. The basic argument of Pulic (1998) is that since money spent on 
human resources creates value for the firm these expenses should be treated as investments – this is 
consistent with (Frederickson et al., 2010). Ståhle et al. (2011) argue that OP and D&A expenses are 
generally affected by the decisions of firms such as OP is the outcome of current investment whereas 
D&A are the outcomes of previous investment. Furthermore, structural capital (SC) is calculated by 
subtracting personnel costs from value added (SC = VA – LC); in other words SC = OP + D&A. Ståhle et 
al. (2011) therefore state that OP + D&A is comparable to the operating margin of the firm thus there 
is no reason to call structural capital. Matching the concept of the VAIC model with different 
definitions of IC in the literature, Ståhle et al. (2011) argue that VAIC does not meet the full criteria 
for being representative of IC. However, the VAIC model has been used extensively in spite of major 
criticisms. Vishnu and Kumar Gupta (2014) believe that the VAIC model fairly represents important 
components of IC. However, there is one serious problem in the VAIC model, i.e., the SCE measure of 
the VAIC model is not justifiable (Ståhle et al., 2011; Vishnu & Kumar Gupta, 2014; Nimtrakoon & 
Chase, 2015). The next section discusses this problem in detail.   
6.2.2 Problems in Structural Capital Efficiency Measurement     
In addition to structural capital measure, the VAIC model exhibits another serious problem as far 
structural capital efficiency (SCE) is concerned. SEC is measured by dividing structural capital by value 
added (SCE = SC/VA). There are two basic problems in this calculation. First, since SC is the difference 
between VA and LC or human capital, thus there is perfect dependency upon each other. This means 
that the value of SC depends on the value of HC as shown in the equation below.   
.......(6.1)SC VA HC   
Moreover:  
/ .......(6.2)HCE VA HC  
 100 
/ .......(6.3)SCE SC VA  
Hence SCE can also be written as: 
1 1/ .......(6.4)SCE HCE  28 
Similarly, HCE can also be written as: 
1/ (1 ).......(6.5)HCE SCE   
This scenario leads to two problematic situations. First, because of the perfect dependency between 
HCE and SCE, which stems from equation (6.1), one can say that an increase in human capital will 
lead to a decrease in structural capital, VA being constant. Second, based on equation (6.3), one can 
interpret that an increase in VA will lead to a decrease in structural capital efficiency, which is against 
the basic principles of finance29. Because of the severity of the problems with SCE in the VAIC model, 
many researchers have tried to overcome the problem by using alternative measures of structural 
capital. The next section discusses these proposals in the literature in a quest to resolve the issues.  
6.3 Earlier Modifications of the Original VAIC Model  
The VAIC model pioneered by Pulic (1998) has been quite popular among researchers because of its 
unique characteristics. For example, Andriessen (2004) argues that the VAIC model uses publicly 
available data that are audited by reliable resources. Furthermore, Schneider (1998) argues that as 
sophistication in data collection increases, the reliability of results obtained from those data poses 
different challenges. Since the VAIC model involves simple financial statement data and its 
calculations are easy to understand, it provides a perfect basis for comparing IC efficiency across 
industries (Firer & Williams, 2003). Despite these benefits, the VAIC model has been criticised for 
several reasons (see section 6.1). In trying to overcome criticisms of the VAIC model, several studies 
have tried to produce an extended or modified version of the VAIC model. These studies tried 
different new variables and proxy measures to capture as much information about IC as possible. 
Bontis et al. (2007), for example, discuss the taxonomy of the VAIC model in detail and propose new 
variables that can overcome criticisms of the original VAIC model. The basic argument of Bontis et al. 
(2007) relates to the structural capital measure of the VAIC model. The authors divide structural 
capital into sub-components, customer capital, innovation capital and process capital. Customer 
capital can be taken as marketing costs, innovation capital can be treated as R&D investment and 
                                                          
28 For example, if a firm’s value added in any given period is $10 and if its human capital is $4 then the SC per 
Pulic is $6 (VA-HC). In this case HCE = 10/4 = 2.5. SCE is 6/10 = 0.6. As per equation (6.4), SCE is 1-1/2.5 = 0.6 
and HCE as per equation (6.5) is 1/(1-.6) is also 2.5.    
29 In finance, it is generally perceived that when VA increases it means a firm’s resources (SC in this case) 
performed well.   
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process capital is equal to structural capital minus customer and innovation capital. It is worth 
mentioning here that rest of the calculations such as VA and efficiency measures are similar to the 
original VAIC model. Bontis et al. (2007) recommend future researchers should use this extended 
measure to test whether it can increase the reliability of the VAIC model.     
Vishnu and Kumar Gupta (2014) propose three new models with two new proxy measures. The new 
variables include relational capital, which is measured through selling and marketing related 
expenses. They also replaced the structural capital measure in the original VAIC model with R&D 
expenses to overcome the criticism of structural capital measurement. The authors argue that since 
most IC definitions in the literature term R&D as structural capital and marketing costs as relational 
capital, they use these new proxies. Vishnu and Kumar Gupta (2014) also introduce an intensity 
model with sales instead of value added to measure the intensity of each variable, namely, human 
capital, structural capital, relational capital and physical capital. However, their results show that 
inclusion of the new variables and proxies does not contribute anything new; the ability of the new 
models to capture IC information is same as the original VAIC model.  
Recently, Nimtrakoon and Chase (2015) modified the original VAIC model by introducing a new 
component, i.e., relational capital, to make the VAIC model more comprehensive. The authors use 
marketing expenses as a proxy for relational capital. All other calculations, such as VA and efficiency 
measures, are similar to the original VAIC model. This modified VAIC (m-VAIC) model is then applied 
to sample firms from ASEAN countries to test the relationship between IC and firm performance but 
once again no conclusive results are reported.  
Vishnu and Kumar Gupta (2014) and Nimtrakoon and Chase (2015), in general, and Bontis et al. 
(2007), in particular, conclude that the VAIC model is not a robust model; alterations and additions 
can develop a more reliable measure that can calculate the efficiency of IC more accurately. The next 
section critically discusses the model modifications.    
6.3.1 A Critical Overview of the Modifications to the VAIC Model 
Several studies have tried to overcome criticisms of the VAIC model by introducing new variables 
such as innovation capital, process capital and customer or relational capital. These studies have also 
tried different proxies such as R&D for structural capital and marketing expenses for relational 
capital. The results from these studies are quite divergent and inconclusive, which further increases 
the ambiguities about the validity of the VAIC model. For example, Vishnu and Kumar Gupta (2014) 
report that inclusion of new variables such as relational capital do not show a significant relationship. 
Ulum et al. (2014), however, report that inclusion of relational capital improves the overall results of 
the VAIC model and hence new variables can be included in the original model.  
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If we critically look at the criticism of the VAIC model by Ståhle et al. (2011) and how previous studies 
have attempted to overcome this criticism, we note some important differences. First, Ståhle et al. 
(2011) point to the calculation method rather than missing variables. For example, they criticise the 
way structural capital and its efficiency are measured. The authors clearly point towards the perfect 
superimposition between human capital and structural capital since human capital is subtracted 
from VA to obtain structural capital. Similarly, the criticism of structural capital efficiency is legitimate 
since structural capital is divided by VA to obtain its efficiency30. However, studies that try to 
overcome this criticism focus on only one aspect. These studies (see, for example, Nimtrakoon & 
Chase (2015), Vishnu & Kumar Gupta (2014)) change the proxy measures of variables or add new 
variables but use same VA suggested by Pulic (1998). These studies also measure efficiencies in the 
way suggested by Pulic, i.e., divide structural capital by VA to obtain SCE. This could be one potential 
reason why modified VAIC model studies produce divergent results. In the next section, we propose 
some changes to the original VAIC model, through not only a new proxy but also the calculation 
methods to overcome the criticisms.  
6.4 Proposed Adjustments to the VAIC Model in this Current Study 
In this section, we propose some adjustments to the original VAIC model to test whether the changes 
can increase the reliability of VAIC as a comprehensive measure of IC efficiency. 
6.4.1 Proposed Changes in the Structural Capital Measure  
As criticised by Ståhle et al. (2011), the calculations of SC in the VAIC model are problematic. Pulic 
(1998) subtracts human capital from VA to obtain SC, which is equal to operating profit but has 
nothing to do with structural capital (Ståhle et al., 2011). Various definitions of IC define IC in 
different ways. For example, according to Bassi (1997), IC consists of knowledge and its components 
such as HC, SC and customer capital. Choong (2008) defines IC as sum of investments such as R&D, 
human costs, copyrights, brand names31. These definitions agree there are at least three components 
of IC, namely, human, structural and relational capital. The structural capital component of IC has 
been referred to as unique production processes, copyrights, R&D, and sometimes to those 
infrastructural facilities that help employees make use of their knowledge.  
As discussed in Chapter 1, structural capital is the “sum of unique processes which firms acquire 
through R&D and then protect in the form of patents and copyrights”. Under this definition, 
structural capital refers to investment in R&D, which is the main source of unique processes, and 
copyrights. Furthermore, R&D investment is the main source of innovation; the literature sometimes 
refers to SC as innovation capital (INVC). We therefore, replace the structural capital measure of the 
                                                          
30 This has been discussed in detail in section 6.2.1.  
31 A detailed list of different definitions of IC is provided in Table 1.1 in Chapter 1.  
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VAIC model with R&D investment. Previous studies (Vishnu & Kumar Gupta, 2014; Nimtrakoon & 
Chase, 2015) that extend the original VAIC model also replace SC with R&D costs. The use of R&D 
costs as an SC measure has two advantages. First, this investment directly represents SC hence our 
Adjusted-VAIC model includes SC unlike the original VAIC model where SC is the difference between 
VA and HC. Secondly, the use of R&D investment overcomes the superimposition of VA and HC 
because R&D is an independent variable in our adjusted A-VAIC model.  
6.4.2 Proposed Changes in Structural Capital Efficiency  
Pulic (1998) measured SCE as SC divided by VA, which was criticised by Ståhle et al. (2011) (see 
section 6.1.2). It is worth noting here that the previous studies (Vishnu & Kumar Gupta, 2014; 
Nimtrakoon & Chase, 2015) that modify the original VAIC model, calculate SCE similarly to the 
original VAIC model hence produce inclusive results. HCE or CEE, which are calculated as VA divided 
by HC or CE, measures how much value has been added by investing each dollar in HC or CE. SCE is 
calculated as SC divided by VA, which resembles VA efficiency rather than SCE. One possible reason 
for the method could be that SC is the difference (superimposition) between VA and HC. Since, in our 
adjusted VAIC model, INVC (R&D) is an independent variable, we can measure INVC efficiency as 
follows: 
/ INVC.......(6.6)INVCE VA  
Equation (6.6) measures how much value has been added from each dollar investment in INVC, 
which is measured as R&D investment. Thus, equation (6.6) is the true representative of INVCE as per 
general finance principles.  
6.4.3 Proposed Changes in the Value Added Measure  
As identified in equation (3.3), Pulic (1998) calculates VA by adding labour costs and depreciation and 
amortization to operating profit. Pulic (1998) argues that since money spent on employees generates 
long term benefits for the firm, these expenses should be treated as investments. This is why Pulic 
adds back employee costs to operating profit to obtain net value added. In line with this argument, 
several authors (Stewart & Ruckdeschel, 1998; Bontis, 1999; Mouritsen et al., 2005) also argue that 
investment in R&D creates wealth for firms in long run, hence these expenses should be treated as 
investments rather than expenditure. Further, if employees use their knowledge and skills to create 
value for the firm then it is SC which enables employees to make use of their skills (see section 6.3.1). 
Therefore, if employee cost is added back to VA then R&D investment should also be added back 
since this investment also creates value for firms. Moreover, R&D investment converts knowledge 
and skill into unique processes that then form the basis of competitive advantage according to RB 
theory. Therefore, we modify VA equation to add R&D investment to obtain net VA. 
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& ......(6.7)VA NI LC I T DP R D       
Equation (6.7) is used to calculate human, structural and physical capital efficiencies in our A-VAIC 
model.  
Finally, our A-VAIC can be written as: 
......(6.8)
VA VA VA
A VAIC
HC INVC CE
     
6.5 Empirical Application of the A-VAIC Model 
In this section we apply the proposed A-VAIC to our data set to test if the proposed adjustments 
overcome previous criticism of the original VAIC model and capture more information on IC 
resources.   
6.5.1 Empirical Models  
Our dynamic empirical models with modified variables are:  
1 1 .....(6.9).it itit i it ti LFP A VAI XFP C T            
1 1
....(6.10).
it it it itit
i
i
it
t LFP HCE INVCE CEE XP
T
F
 
        
  

 
Where A-VAIC is our proposed adjusted-VAIC model with INVCE as a new measure for structural 
capital, ∂ is vector of control variables X and λ is vector of time dummies T. To estimate equations 
(6.9) and (6.10) we select the Arrelano-Bond difference GMM as an estimation method32. We select 
the difference GMM (DGMM) instead of SGMM because DGMM is more appropriate when there are 
more gaps in the data set (Roodman, 2006). Because of some unavoidable restrictions in our data 
source (Bloomberg), every firm does not report R&D expenditure; this restriction left us with some 
gaps in the unbalanced panel data. In this scenario, an extra option in DGMM called forward 
orthogonal deviation is quite useful. This option allows the average future values of the variables to 
be subtracted from their current values rather than lagged values. In this way the degrees of 
freedom are preserved whereas they are lost in opposite case because of differencing (Roodman, 
2006). We use the two step DGMM with orthogonal deviation. We run the two step instead of one 
step because the two step produces more efficient estimates and also report the robust Hansen in 
difference tests that are not available in one step. Because of the unavoidable restrictions in the data 
source, we were not able to obtain R&D data for frontier markets. Hence, we apply equations (6.9) 
                                                          
32 General justification of GMM estimator is discussed in detail in Section 5.5.1  
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and (6.10) to the five developed and five emerging markets in the study. We also run the dynamic 
OLS to test how many lags of firm performance are significant and find quite similar results to those 
in Chapter 5, i.e., the first lag will be used as regressor and up to four lags can be used to find optimal 
instruments.     
6.5.2 Empirical Results 
Table 6.1 reports the two step DGMM estimation of equations (6.9) and (6.10) with ROA as the 
dependent variable. In the first model, A-VAIC is used as a comprehensive measure of IC efficiency 
and in the second model, individual components of A-VAIC namely, HCE, INVCE and CEE, are used as 
independent variables. Table 6.1 shows A-VAIC is positive and significant with ROA at the 1% level in 
five markets (Austria, Netherlands, Singapore, China and Turkey) and at the 5% level in three markets 
(Australia, Sweden and South Africa). This means an increase in IC efficiency exhibits a positive, 
significant impact on the financial performance of firms in almost all markets in the sample. These 
results endorse the RB theory that IC resources contribute significantly to firm performance and form 
the basis for sustainable competitive advantage. The findings from the DGMM estimation are 
consistent with previous VAIC studies such as Clarke et al. (2011) for Australia, Vishnu and Kumar 
Gupta (2014) for India, Chen et al. (2005) for Taiwan and Ting and Lean (2009) for Malaysia. 
Model 2 in Table 6.1 reports the results for individual components of the A-VAIC model. One 
surprising change in the results is that HCE is positive and significant in as many as eight markets in 
the sample. HCE is significant at the 1% level in Australia, the Netherlands, Sweden, China, Malaysia 
and South Africa. HCE is significant at the 5% level in Singapore and at the 10% level in Austria. 
However, HCE is either negatively significant or positively insignificant in our previous results (OLS, 
FE) including SGMM (see chapter 5). This shows that HCE measurement in the original VAIC model 
did not accurately depict human capital. This result might be because of the perfect superimposition 
of SCE and HCE in the original VAIC model. Nonetheless, our results endorse the RD theory that firms 
utilize their human resources effectively towards value creation for firms. The findings contradict 
previous studies based on the original VAIC model, such as Firer and Williams (2003) and Mehralian 
et al. (2012), who report no relationship between HCE and firm performance.  
The new component in the A-VAIC model namely INVCE is positive and significant in eight markets. 
INVCE is significant with ROA at the 1% level in Australia, Austria, the Netherlands, Singapore, 
Sweden, China, South Africa and Turkey. This positive, significant relationship yields two outcomes. 
First, INVCE is a true measure for structural capital free from perfect superimposition with human 
capital. This new proxy measure also overcomes the criticisms by Ståhle et al. (2011) and Bontis et al. 
(2007) who argue that the structural capital measure in the original VAIC model is not a true measure 
of structural capital. Secondly, our findings endorse OL theory and, in this regard, Njuguna (2009) 
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states that organizational learning is a process whereby a firm acquires a new wealth of knowledge 
that can be translated into innovation and can be protected in the form of unique process, models 
and copyrights. Hence, our findings suggest that firms are able to transform their structural capital 
resources into innovation, which, in turn, increases the profitability of the firm. Only Russia exhibits a 
negative significant correlation; this is because very few Russian firms reported R&D values in 
Bloomberg, hence our data set for Russian firms, in terms of R&D, is very small. Table 6.1 shows the 
CEE results are similar to those in reported Chapter 5 as well as in our OLS and FE estimation. These 
findings validate the overall argument of the importance of physical capital for value creation that 
cannot be eliminated.  
Table 6.1 The Dynamic Panel-Data Estimation, Twostep Difference GMM Results with ROA as the 
Dependent Variable 
 
 
Model 1 
 
Model 2 
  L.ROA A-VAIC   L.ROA HCE INVCE CEE 
Developed Economies 
Australia 0.287** 0.278** 
 
0.218* 0.296* 0.173* 0.878* 
 
(0.024) (0.012) 
 
(0.000) (0.006) (0.000) (0.000) 
Austria -0.047 0.747* 
 
0.444*** 0.851*** 0.949* -1.142 
 
(0.682) (0.000) 
 
(0.054) (0.068) (0.008) (0.156) 
Netherlands 0.018 0.226* 
 
-0.114 3.196* 0.276* -0.660** 
 
(0.572) (0.007) 
 
(0.629) (0.003) (0.000) (0.017) 
Singapore 0.631* 0.569* 
 
0.257* 0.162** 0.174* 1.303* 
 
(0.000) (0.000) 
 
(0.000) (0.013) (0.000) (0.000) 
Sweden -0.013 0.044** 
 
0.229* 0.315* 0.106* 0.488* 
 
(0.631) (0.017) 
 
(0.000) (0.000) (0.000) (0.000) 
Emerging Economies 
China 0.587* 0.365* 
 
0.231* 0.159* 0.161* 0.561* 
 
(0.000) (0.000) 
 
(0.000) (0.000) (0.000) (0.000) 
Malaysia 0.323* 0.021 
 
0.322* 0.497* 0.045 0.932* 
 
(0.003) (0.807) 
 
(0.005) (0.005) (0.649) (0.000) 
Russia 0.103 0.039 
 
-0.503 -1.159 -0.300** 2.041** 
 
(0.757) (0.857) 
 
(0.131) (0.414) (0.046) (0.041) 
South Africa 0.289* 0.050** 
 
0.121* 0.466* 0.112* 1.070* 
 
(0.000) (0.018) 
 
(0.000) (0.000) (0.003) (0.000) 
Turkey 0.152* 0.374* 
 
0.047* -0.035 0.041* 0.520* 
  (0.000) (0.000)   (0.000) (0.196) (0.000) (0.000) 
Note: * ** and *** represent significance at 0.01, 0.05 and 0.10, respectively; p-values are in parentheses; 
L.ROA is one year lagged ROA. Control variables and time dummies were included in all specifications.    
Source: Author’s calculations 
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We also apply robustness checks by replacing ROA with ROE as the performance measure; Table 6.2 
reports the results. Table 6.2 results are quite similar to those reported in Table 6.1. With ROA as the 
dependent variable, IC efficiency in terms of A-VAIC is once again positive and significant at the 1% 
level with ROE in seven markets (Austria, the Netherlands, Singapore, Sweden, China, South Africa 
and Turkey). These findings again endorse RB theory that IC resources contribute significantly 
towards a firm’s performance. The findings also demonstrate the accuracy of the A-VAIC model in 
measuring the efficiency of IC. Individual component analysis of A-VAIC produces similar results to 
those from ROA (see Table 6.1). The results in Table 6.2 show that HCE is positive and significantly 
related to ROE as the dependent variable in eight markets (at the 1% level in Australia, the 
Netherlands, Sweden, China, Malaysia and South Africa;, at the 5% level in Turkey and at the 10% 
level in Austria). These findings endorse RD theory that human capital is a valuable resource and 
firms should use this resource effectively to create more value. The findings reject the argument by 
Firer and Williams (2003) that firms treat spending on employees as expenditure and hence is not 
important for value creation. The findings suggest that spending on employees should be treated as 
investment because it contributes significantly towards the financial performance of firms. 
Our new proxy measure for structural capital, i.e., INVCE, is also positive and significantly related to 
ROE in seven markets (see Table 6.2). INVCE is significant at the 1% level in Austria and Singapore, at 
the 5% level in the Netherlands, Sweden, China and South Africa and at the 10% level in Australia. 
These findings again endorse OL theory that firms acquire and utilize structural capital resources 
efficiently and that they contribute significantly towards the financial performance of the firm. The 
findings also postulate that INVCE is a more accurate measure of structural capital than Pulic’s VAIC 
model.  
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Table 6.2 The Dynamic Panel-Data Estimation, Twostep Difference GMM Results with a Robustness 
Check with ROE 
 
 
Model 1 
 
Model 2 
  L.ROE A-VAIC   L.ROE HCE INVCE CEE 
Developed Economies 
Australia 0.504* 0.175 
 
0.162* 0.214* 0.072*** 0.843* 
 
(0.002) (0.222) 
 
(0.000) (0.000) (0.052) (0.000) 
Austria -0.112 0.586* 
 
0.410** 0.787*** 0.804* -0.184 
 
(0.487) (0.003) 
 
(0.010) (0.074) (0.003) (0.671) 
Netherlands 0.068** 0.253* 
 
-0.598* 4.464* 0.183** -0.740*** 
 
(0.031) (0.002) 
 
(0.001) (0.000) (0.048) (0.071) 
Singapore 0.770* 0.380* 
 
0.201* 0.009 0.240* 1.377* 
 
(0.000) (0.000) 
 
(0.001) (0.939) (0.000) (0.000) 
Sweden 0.130* 0.112* 
 
0.094* 0.286* 0.074** 0.602* 
 
(0.000) (0.000) 
 
(0.000) (0.000) (0.025) (0.000) 
Emerging Economies 
China 0.578* 0.353* 
 
0.211* 0.234* 0.111** 0.732* 
 
(0.000) (0.000) 
 
(0.000) (0.002) (0.042) (0.000) 
Malaysia 0.436* 0.288 
 
0.355* 0.645* 0.064 0.971* 
 
(0.000) (0.202) 
 
(0.004) (0.001) (0.407) (0.000) 
Russia 0.304*** 0.027 
 
1.098 1.071 0.251 -1.526 
 
(0.057) (0.915) 
 
(0.176) (0.441) (0.366) (0.674) 
South Africa 0.382* 0.177* 
 
0.105* 0.486* 0.073** 1.233* 
 
(0.000) (0.000) 
 
(0.000) (0.000) (0.010) (0.000) 
Turkey 0.115* 0.210* 
 
-0.003 0.067** 0.000 0.652* 
  (0.000) (0.005)   (0.695) (0.020) (0.900) (0.000) 
Note: * ** and *** represent significance at 0.01, 0.05 and 0.10 respectively; p-values are in parentheses; 
L.ROE is one year lagged ROE. Control variables and time dummies were included in all specifications.    
Source: Author’s calculations 
               
6.5.3 Specification Tests of DGMM 
The reliability of GMM (Difference and/or System) depends on some specification tests33 (Roodman, 
2006). The specification test results are shown in Tables 6.3 and 6.4 for ROA and ROE, respectively. 
As argued by Arellano and Bond (1991), the GMM estimator requires first-order autocorrelation but 
not second-order. They also suggest AR1 and AR2 tests for first and second-order autocorrelation in 
                                                          
33 Details of these specification tests can be found in Section 5.6  
 109 
GMM. In Tables 6.3 and 6.4, the p-values of AR1 reject the null hypothesis whereas the p-values of 
AR2 cannot reject the null hypothesis in almost all markets. Thus there is first-order autocorrelation 
in our data but no second-order autocorrelation. These results allow GMM to use lagged values of 
variables as instruments.  
Roodman (2006) suggests that one should check the validity of instruments using the Hansen J. Test 
for over-identification restrictions and Difference-in-Hansen Test. Tables 6.3 and 6.4 show the p-
values of both the Hansen J. Test and the Difference-in-Hansen Test are well above any conventional 
significance level, which means we do not reject the null hypotheses. This implies that the 
instruments used in DGMM are correctly identified and are valid instruments. Roodman (2006) 
further argues that one should always report the number of instruments since it can also be used to 
check for the validity of the instruments. The rule of thumb is that the number of instruments should 
always be fewer than the number of observations. The number of instruments is fewer than the 
number of observations in all the markets, which validates the argument (see Tables 6.3 and 6.4). 
Hence, the specification tests validate the results of the DGMM estimations reported in Tables 6.1 
and 6.2.         
  
 110 
Table 6.3 The Dynamic Panel-Data Estimation, Diagnostic Tests with ROA as the Dependent Variable 
 
 
Model 1 (A-VAIC) 
 
Model 2 (HCE,INVCE,CEE) 
  
AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs.   AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No.INS Obs. 
Developed Economies 
Australia 0.057 0.386 0.845 0.607 34 322 
 
0.024 0.547 0.649 0.623 60 322 
Austria 0.044 0.382 0.289 0.565 24 127 
 
0.049 0.586 0.974 0.811 36 127 
Netherlands 0.090 0.209 0.981 0.865 38 119 
 
0.064 0.247 0.946 0.487 36 119 
Singapore 0.016 0.811 0.838 0.810 24 211 
 
0.011 0.235 0.840 0.648 68 211 
Sweden 0.030 0.108 0.508 0.385 50 259 
 
0.036 0.277 0.847 0.882 60 259 
Emerging Economies 
China 0.000 0.935 0.068 0.100 38 2002 
 
0.000 0.071 0.097 0.087 86 2002 
Malaysia 0.008 0.370 0.230 0.511 34 257 
 
0.005 0.417 0.180 0.869 36 257 
Russia 0.310 0.251 0.990 0.976 37 47 
 
0.240 0.939 0.999 0.955 36 47 
South Africa 0.019 0.838 0.608 0.345 38 173 
 
0.071 0.888 0.900 0.990 92 173 
Turkey 0.002 0.591 0.539 0.563 39 232   0.002 0.501 0.454 0.287 69 232 
Note: This table presents p-values (except for No INS and Obs.) of difference GMM tests of the specification. AR1 and AR2 are tests for first and second order serial 
correlation in the first-difference residuals, respectively. Han.J,O.Id is Hansen J. Test for over identification of instruments. Han.J.Diff is the Difference-in-Hansen 
Test for exogeneity of instruments. No.INS is number of instruments used in each specification and Obs is number of observations.  
Source: Author’s calculations 
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Table 6.4 The Dynamic Panel-Data Estimation, Diagnostic Tests with ROE as the Dependent Variable ROE 
 
 
Model 1 (A-VAIC) 
 
Model 2 (HCE,INVCE,CEE) 
  
AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs.   AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No.INS Obs. 
Developed Economies 
Australia 0.030 0.472 0.854 0.591 34 316 
 
0.039 0.693 0.633 0.861 68 316 
Austria 0.028 0.285 0.144 0.307 24 124 
 
0.024 0.843 0.963 0.866 36 124 
Netherlands 0.050 0.085 0.969 0.565 38 119 
 
0.160 0.696 0.975 0.661 36 119 
Singapore 0.013 0.608 0.805 0.906 24 211 
 
0.020 0.601 0.377 0.336 40 211 
Sweden 0.034 0.069 0.297 0.207 50 254 
 
0.034 0.115 0.993 0.995 92 254 
Emerging Economies 
China 0.000 0.324 0.403 0.131 34 1998 
 
0.000 0.402 0.382 0.547 40 1998 
Malaysia 0.035 0.900 0.538 0.362 22 256 
 
0.013 0.651 0.290 0.101 36 256 
Russia 0.000 0.192 0.917 0.769 24 43 
 
0.010 0.785 0.990 0.997 31 43 
South Africa 0.005 0.807 0.842 0.664 50 173 
 
0.080 0.863 0.396 0.649 40 173 
Turkey 0.003 0.697 0.353 0.213 39 232   0.001 0.581 0.393 0.358 69 232 
Note: This table presents p-values (except for No INS and Obs.) of difference GMM tests of the specification; AR1 and AR2 are tests for first and second order serial 
correlation in the first-difference residuals, respectively; Han.J,O.Id is the Hansen J. Test for over identification of instruments’ Han.J.Diff is the Difference-in-
Hansen Test for exogeneity of instruments; No.INS is number of instruments used in each specification and Obs is number of observations.  
Source: Author’s calculations 
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6.6 Discussion of the A-VAIC Results 
The VAIC model of Pulic (1998; 2004) has earned great popularity among researchers and companies 
for measuring the efficiency of IC. This popularity was partly because of several benefits of the VAIC 
model. For example, the model uses publicly available audited information which increases the 
reliability of the results. Another attribute of the VAIC model is that its calculations are easy to 
understand and the results are easy to interpret. Criticism of the VAIC model started with Firer and 
Williams (2003) and Bontis et al. (2007). Following these, the VAIC model was also criticised by Ståhle 
et al. (2011), among others, for its reliability. The major criticism by these authors concerns the 
structural capital measure of the VAIC model. Perfect superimposition of HC and SC has also been a 
point of critical focus34.  
Attempts have been made to modify the VAIC model and its measures to increase its reliability. 
Vishnu and Kumar Gupta (2014), for example, modified the structural capital measure of the VAIC 
model and introduce a relational capital element into the VAIC model. In a recent study by 
Nimtrakoon and Chase (2015), the authors add one more variable, relational capital, which covers 
the marketing expenses. Similar changes have previously been made by Bontis et al. (2007). A 
common point in these studies is that they either add extra variables, such as relational capital 
(Vishnu & Kumar Gupta, 2014) and/or they change the proxy measure of structural capital (such as 
R&D costs). These studies merely take into account problematic calculations such as VA and SCE. As 
argued by Ståhle et al. (2011), the SCE measure is problematic and can produce misleading results 
(see section 6.1.2). Pulic (1998) argued that spending on employees is investment hence should be 
added back into VA. Previous researchers treat R&D as structural capital but did not add back into VA 
hence ultimately do not consider spending on R&D as investment. 
This current study addresses the criticisms in a more systematic way. We treat R&D spending as 
investment and add them back to VA. It is documented in the literature that R&D investment 
produces long-term benefits for the firms35. We also replace the old measure of SC with INVC (R&D 
as a proxy) in A-VAIC, which makes it independent of HC. This modification also eliminates the 
synergistic effect in the original VAIC model that has been criticised. Furthermore, we calculate 
INVCE by dividing VA by INVC to make its measurement more logical.  
Following these modifications, the results in Tables 6.1 and 6.2 are clear evidence of the usefulness 
of the changes. One main indication comes from the significance of human capital that was 
insignificant in previous studies and/or before these modifications. The robustness of our proposed 
A-VAIC with ROE as dependent variable also shows the reliability of the new IC efficiency measure, 
                                                          
34 Details can be found in Section 6.1.  
35 Details can be found in Section 6.3  
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i.e., A-VAIC. Previous studies in which there were attempts to modify the VAIC model are limited to 
small samples or based on one market whereas this current study provides evidence from developed 
and emerging markets. The vast scope of our study provides evidence in favour of the proposed A-
VAIC. We also use a more advanced estimation method, i.e., dynamic panel data estimator (GMM) 
which overcomes several econometric problems such as heteroscedasticity and endogeneity, and 
produces more reliable results.  
6.7 Chapter Summary 
Despite vast use of the VAIC model by researchers and firms to measure IC efficiency, there are some 
criticisms of the model. Ståhle et al. (2011), for example, criticise the taxonomy of the VAIC model in 
general and its structural measurements, in particular. Our critical discussion reveals how previous 
studies document divergent results including after certain changes in the original VAIC model. Our 
study proposes some adjustments to the VAIC model that are justified on the basis of theoretical and 
empirical evidence. 
Since the literature classifies structural capital as R&D investment, we replace the structural capital 
measure of the VAIC model with R&D investment (INVC). This adjustment serves two purposes. First, 
it eliminates the perfect interrelationship between HC and SC. The results from the application of the 
A-VAIC model show that, after replacing the SC measure with INVC, the sign and significance of the 
relationship between HCE and firm performance changed significantly. Secondly, this change 
overcomes the general criticism that SCE of the VAIC model is not a true representative of structural 
capital. Therefore, the literature suggests that R&D is a better proxy for SCE, INVCE in this study. 
Similarly, the calculation of INVC efficiency and VA have been revised in accordance with basic 
financial rules. R&D spending has been added back into VA since we argue that spending on R&D 
should be treated as an investment because of its long-term contribution towards a firm’s 
performance and competitive advantage. The DGMM estimator is then applied to measure the 
relationship between A-VAIC and its components and firm performance. Because of the unavailability 
of R&D data for frontier markets, the sample consists of developed and emerging markets. The 
results reveal that A-VAIC is positive and significant (at the 1% level) in five markets and at the 5% 
level in three markets. These results from developed as well as emerging markets show that the A-
VAIC is a more reliable measure of IC efficiency. HCE, which is negative and insignificant in Chapters 4 
and 5, where the original VAIC model is used, is now positive and significant (at 5% or better) in eight 
markets. We argue that the mixed results relating to HCE and firm performance in the literature as 
well as in Chapters 4 and 5 of this study are because of the superimposition between HCE and SCE in 
the original VAIC model. Once this superimposition has been eliminated by replacing the SCE 
measure with INVCE, the results on HCE and firm performance change. 
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The new measure, i.e., INVCE, is positive and significantly (at the 1% level) correlated with ROA in 
eight markets. The insignificant relationship between INVCE and firm performance in Russia is 
because of limited data. The robustness check with ROE as a measure of the firm performance yields 
similar results. A-VAIC and its components HCE, INVCE and CEE are positive and significant in most 
markets in this study. The specification tests of DGMM, such as autocorrelation and instrument 
validity tests, validate the results of our estimation. The results with A-VAIC as an IC efficiency 
measure endorse IC related theories namely the RB, RD and OL theories, which implies that IC 
resources contribute significantly towards the financial performance of firms. Moreover, modern 
firms can use IC resources to build a sustainable competitive advantage as argued in the RB theory. 
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Chapter 7 
Conclusions and Policy Implications  
7.1 Introduction 
Intellectual capital has been among the most investigated strand of accounting and corporate 
finance fields over the last couple of decades. The evolution of a specific journal “Journal of 
Intellectual Capital” and enormous theoretical and empirical studies published in various other 
journals such as “Measuring Business Excellence”, are evidence of this emerging research field. The 
importance of IC increased especially after the 1997 Asian financial crisis and the great financial crisis 
of 2008. The reason behind the pivotal role of IC during financial turmoil is that when firms are 
financially hampered during the crisis, they look for other means of survival such as the use of 
intellectual resources (Sumedrea, 2013). The purpose of this study is to investigate the efficiency of 
IC and its impact on the financial performance of firms in different economies, i.e., developed, 
emerging and frontier markets.  
The rest of this chapter is structured as follows: Section 7.1 discusses the overall findings of the 
research; section 7.2 presents the policy implications of the research results. Section 7.3 discusses 
the contributions of the study and section 7.4 presents the limitations of this study and makes 
recommendations for future research. 
7.2 Summary of the Major Findings  
Despite the vital role of IC in firm performance, existing studies on IC and firm performance have 
produced quite divergent results (see Table 7.1). These mixed results are attributed to different facts 
such as the underlying methods to measure the efficiency of IC. The study sample and the economic 
development levels of the countries in the study have also been presented as reasons behind the 
mixed results.   
Most existing studies investigating the relationship between IC and firm performance have applied 
static estimators such as OLS and fixed-effects (see Table 7.1), which could be one potential reason 
behind the divergence. Based on this divergence, the purpose of this study is to investigate the 
relationship between IC and firm performance with some unique attributes.    
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Table 7.1 Selected Studies on IC and Firm Performance 
Authors D. Variables I. Variables Methodology Relationship Country 
Daniel Ze´ghal (2010) OI/S, ROA, M/B VAIC, CE, HC, SC OLS Positive UK 
Stahle et al. (2011) MV, ROE, ROA VAIC, HC, CE, SC OLS None Finland 
Clark et al. (2011) 
ROA, ROE, RG, 
EP 
HC, SC, CE OLS Positive Australia 
Chen et al. (2005) 
ROA, ROE, RG, 
EP 
VAIC,HC, SC, CE OLS Positive Taiwan 
Ting (2009) ROA VAIC, HCE, CE, SC OLS Positive Malaysia 
HSU (2012) ROA VAIC, HC, SC, RC 
Bayesian 
Regression 
Positive Taiwan 
Berzkalne (2014) Tobin Q VAIC, HC,SC,CE OLS Positive 
Latvia, 
Lithuania, 
Estonia 
Tan et al. (2007) ROE, EPS, ASR VAIC, HC,CE,SC PLS Positive Singapore 
Firer & Williams (2003) ROA, ATO, M/B VAIC, HC,CE,SC OLS None South Africa 
Joshi (2013) ROA VAIC, HC,CE,SC OLS Mixed Australia 
Gigante (2013) ROA,ROE,M/B VAIC, HC,CE,SC OLS Positive 
Czech 
Republic, 
Denmark, 
Finland, 
Germany, 
Italy, 
Norway, 
Poland, 
Spain, 
Sweden 
Maditinos et al. (2011) ROA,ROE,M/B VAIC, HC,CE,SC OLS Mixed Greece 
Bharathi Kamath (2008) ROA,ATO,M/B VAIC, HC,CE,SC OLS Positive India 
 Source: Author’s compilation  
This study employs a large sample of firms for a relatively longer time of 10 years to investigate the 
accumulation of IC and its efficiency36. This study focuses on different economic development levels, 
i.e., developed, emerging and frontier markets, to compare the efficiency of IC across different 
markets. This study also investigates whether the relationship between IC and firm performance is 
dynamic37 and should be measured using DPD estimators. The VAIC model used to measure the 
efficiency of IC has been criticized in the literature38, especially its structural capital measure. Thus, 
we make some important adjustments to the VAIC model and introduce the A-VAIC to test 
                                                          
36 This gap was initially identified by Firer and Williams (2003) who argue that accumulation of intellectual 
resources takes time hence should be studied over a longer time of five to ten years.  
37 If the underlying nature of the relationship between IC and firm performance is dynamic, then it means most 
previous studies using static OLS or fixed-effects produced biased, inconsistent results (Baltagi, 2008).    
38 See among others Vishnu and Kumar Gupta (2014) and Ståhle et al. (2011). 
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developed and emerging markets. The major findings of the study are presented in the following 
sections.   
7.2.1 Preliminary Findings  
The descriptive analysis shows that the mean IC efficiency (VAIC) varies across different economies. 
The mean IC efficiency is highest for developed markets (7.90) followed by frontier markets (7.26) 
and emerging markets (7.10). It is worth mentioning here that the mean scores in frontier markets 
are high particularly because of the extraordinary value for Saudi Arabia (11.36); the mean is 6.24 for 
the other frontier markets. This preliminary analysis shows that economically developed markets are 
more efficient in accumulating and utilizing IC. The mean IC efficiency scores are consistent with 
those reported by Joshi et al. (2013) for the Australian financial sector (8.82) but the scores are 
higher than those reported by Chen et al. (2005) for Taiwan (5.49). The mean VAIC scores in our 
study (7.90) are generally higher than for European countries reported by Gigante (2013) (Czech 
Republic, Denmark, Finland, Germany, Italy, Norway, Poland, Spain and Sweden) and, in particular, 
the VAIC scores for Sweden (8.57) in this study are much higher than those for Sweden (3.97) in 
Gigante’s study. These mean IC efficiency scores, however, are slightly lower than those reported by 
El-Bannany (2008) for UK banks (10.80).  
The individual components of the VAIC model show that the mean HCE is again highest for developed 
markets (6.66) followed by emerging markets (6.20) and lowest for frontier markets (5.09). This 
means that firms in developed markets are more efficient in utilizing human capital than their 
counterparts in emerging and frontier markets. Emerging markets exhibit the highest mean SCE 
(0.61) followed by frontier markets (0.61) and developed markets (0.51). The mean CEE efficiency for 
frontier markets is highest (1.55) and lowest for emerging markets (.0.33) which is consistent with 
the general argument by Firer and Williams (2003) that firms in most under-developed markets still 
rely heavily on physical capital. The mean IC efficiency trend over 10 years (2005-2014) shows that IC 
efficiency has gone down, especially after the financial crisis of 2008 in almost all markets in the 
study but the trend either flattens or reverses more recently. One possible reason behind this 
decreasing trend is that the firms cut their investment in IC resources after the financial crisis but 
started to re-invest in recent years, 2013 and 2014.            
7.2.2 Empirical Findings  
This section discusses the empirical findings of the relationship between IC and firm performance. 
Before examining this relationship based on panel data, this study applied some basic diagnostic 
tests to eliminate spurious regression problems. We implemented the panel data unit root test, i.e., 
the Fisher-Type p test, because of its unique characteristics discussed in Chapter 4. The results in 
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Table 4.4 show that there is no unit root problem in the data set, which means that the mean and 
variance does not depend on time, hence the application of CLRM can produce meaningful results 
(Gujarati, 2012). Next, we apply the Pearson correlation to test for correlation among variables. The 
results in Appendix Tables A1 to A3 show that there is a significant correlation among the variables, 
which prompts further empirical investigation. If the correlation among variables is more than 0.80, 
then multicollinearity exits (Gujarati, 2012), which violates the basic assumption of CLRM. The results 
indicate that no correlations exceeds 0.80, which means there is no multicollinearity in the dataset. 
The next sections discusses the findings of the static and dynamic estimations.       
7.2.2.1 IC and Firm Performance – Static OLS and Fixed-Effects Estimation 
In the first stage, we apply static OLS and the FE estimator to measure the relationship between IC 
and firm performance. Table 7.2 summarizes the results from these estimators. The results show that 
there is a positive, significant (at 1%) relationship between VAIC and ROA in all 15 markets in our 
study. These results endorse the RB theory that IC resources are vital for value creation in firms. Our 
findings are consistent with previous similar studies that use static estimators such as OLS and fixed 
effects (Ting & Lean, 2009; Clarke et al., 2011; Vishnu & Kumar Gupta, 2014). Human capital, 
however, produces inclusive results, i.e., either an insignificant or negatively significant relationship is 
observed with ROA. These results do not endorse RD theory which means that HC is not being 
utilized efficiently in most markets. The negative significant relationship between HCE and ROA 
shows that owners still treat investment in personnel as expenses (Frederickson et al., 2010).  
SCE and CEE, however, are positive and significant (at 5% or less) in all 15 markets in OLS as well as 
fixed-effects estimations. This significance of SCE confidently endorses LO theory which means that 
firms in almost all types of market can utilize their structural capital resources efficiently to bring 
innovation in their products and services. The significant relationship between CEE and ROA in OLS, 
as well as the fixed-effects model, is consistent with the general argument that physical capital is still 
a major contributor towards firm performance. We test for robustness by applying ROE, ATO and P/B 
as other performance measures; Table 4.6 and Appendix Tables B1, B2, C1, C2 and C3 present the 
results. ROE as a performance measure produces quite similar results to ROA but no significant 
relationship is observed between IC efficiency and P/B. Our results again are consistent with previous 
studies (Chan, 2009b; Pal & Soriya, 2012; Gigante, 2013) that report a significant relationship 
between IC and ROA or ROE but no relationship between IC and M/B.  
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Table 7.2 A Summary of the Results from OLS and Fixed-Effects Estimations 
 
Dependent 
Variable ROA 
  
Static OLS 
 
Fixed-Effects 
VAIC HCE SCE CEE   VAIC HCE SCE CEE 
Australia (+)* (+) (+)* (+)* 
 
(+)* (+)* (+)* (+)* 
Austria (+)* (-) (+)* (+)* 
 
(+)* (-)*** (+)* (+)* 
Netherlands (+)* (-) (+)* (+)* 
 
(+) (-)** (+)* (+)* 
Singapore (+)* (+)* (+)* (+)* 
 
(+)* (+)** (+)* (+)* 
Sweden (+)* (+)* (+)* (+)* 
 
(+)* (-) (+)* (+)* 
China (+)* (-) (+)* (+)* 
 
(+)* (+)* (+)* (+)* 
Malaysia (+)* (+) (+)* (+)* 
 
(+)* (+) (+)* (+)* 
Russia (+)* (-) (+)* (+)* 
 
(+)* (+) (+)* (+)* 
South Africa (+)* (+) (+)* (+)* 
 
(+)* (-)** (+)* (+)* 
Turkey (+)* (+)* (+)* (+)* 
 
(+)* (+)*** (+)* (+)* 
Argentina (+)* (+) (+)* (+)* 
 
(+)* (-) (+)* (+)* 
Nigeria (+)* (-)* (+)* (+)* 
 
(+)* (-)** (+) (+)** 
Pakistan (+)* (+)* (+)* (+)* 
 
(+)* (+) (+)* (+)* 
Saudi Arabia (+)* (+)* (+)* (+)* 
 
(+)* (+) (+)* (+)* 
Ukraine (+)* (+)*** (+)* (+)*   (+)* (+) (+)* (+)* 
Note: (+) and (-) represent positive and negative relationships; *, ** and *** indicate significance at 0.01, 0.05 
and 0.10, respectively.   
Source: Author’s calculations   
 
We then apply some advanced diagnostic tests such as the Breusch-Pagan Test to test for 
heteroscedasticity and the Woolridge (2002) Test for autocorrelation (see Table 4.8 and Appendix 
Table D). The results provide sufficient evidence for the presence of both heteroscedasticity and 
autocorrelation. Though both these problems are resolvable even with OLS and fixed-effects 
estimators but at this point, we investigate another potential econometric problem, i.e., the 
presence of endogeneity (mainly because of simultaneity and unobserved heterogeneity). The next 
section summarizes the findings on the dynamic nature of the relationship between IC and firm 
performance.      
7.2.2.2 IC and Firm Performance – Dynamic Panel Data Estimation  
One objective of this study is to test if the relationship between IC and firm performance is dynamic. 
For this purpose, we first provide theoretical evidence in support of the argument that the IC and 
firm performance relationship is dynamic. Section 5.2 of Chapter 5 describes the potential existence 
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of simultaneity. Based on previous studies (Mulkay et al., 2001; Harmantzis & Tanguturi, 2005; Brown 
et al., 2009; Murthy & Mouritsen, 2011; Becker, 2013), we explain how investment in IC resources 
depends on past firm performance. These studies provide sufficient evidence that better firm 
performance leads to more investment in IC resources, including the human and structural capital.  
For empirical evidence, following Wintoki et al. (2012), we apply both dynamic OLS and Wooldridge 
(2002) strict exogeneity tests. The dynamic OLS results in Table 5.1 provide clear evidence that a 
firm’s past performance acts as a regressor. This can be observed from the increase in adjusted R-
squared from the static OLS to dynamic OLS and also from the fact that the coefficients on the lagged 
dependent variable are significantly different from zero in all 15 markets in the study. The 
Wooldridge Test results in Table 5.2 provide sufficient evidence that the null hypotheses can be 
rejected (at 10% or less) in all markets. This implies that future values of the independent variables 
(IC) are correlated with current or past values of the dependent variable (firm performance), which is 
endogeneity. Another important point is to check how many lags of firm performance are significant. 
We ran the OLS of current firm performance on past firm performance controlling for IC and control 
variables. Table 5.3 reports the results. We first include two lags and notice that the first two lags are 
highly significant. In the next regression, we include the third and fourth lags (dropped lags 1&2) and 
note that only the third lag is significant. Finally, we include all four lags and the results39 show that, 
in most cases only the first lag is significant. This shows that the effect of older lags is subsumed in 
the first lag hence we include only the first lag of IC as a regressor and the other lags (2-4) may be 
used as instruments. 
Next, we apply the two-step SGMM to investigate the dynamic relationship between IC and firm 
performance in the presence of heteroscedasticity, autocorrelation and endogeneity problems. Table 
7.3 summarizes the results from the DPD estimation40. We reconfirm a significant (at 5% or less) 
positive relationship between VAIC and ROA in the SGMM estimation. This implies that IC efficiency 
has a positive impact on firm performance. Our findings again endorse RB theory that intangible 
resources are a great source of wealth creation and competitive advantage for firms in modern 
knowledge-based economies. This also confirms the argument by Kolachi and Shah (2013) that IC is 
important for all types of firm (big or small) in all types of market (developed or underdeveloped). 
Zéghal and Maaloul (2010) state that firms can yield extra returns and build competitive advantage 
from the effective use of their strategic resources such as IC assets. Our findings are consistent with 
Zéghal and Maaloul (2010) argument, which means when IC efficiency increases, firm performance 
(ROA) also increases. 
                                                          
39 Results are not reported to save space but are available upon request. 
40 The detailed results are presented in Tables 5.4 & 5.5 and Appendix Tables E1 & E2. 
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Table 7.3 A Summary of the Original VAIC Model Results from the Two-Step Robust System GMM 
 
 
Dependent Variable ROA 
 
Dependent Variable ROE 
  VAIC HCE SCE CEE   VAIC HCE SCE CEE 
Australia (+)* (+) (+)* (+)* 
 
(+)* (+) (+)* (+)* 
Austria (+)** (-) (+)* (+)* 
 
(+)*** (-)** (+)* (+)* 
Netherlands (+) (-) (+)* (+)* 
 
(+) (-) (+)* (+)* 
Singapore (+)* (+) (+)* (+)* 
 
(+)* (-) (+)* (+)* 
Sweden (+)* (+)** (+)* (+)* 
 
(+)** (+) (+)* (+)* 
China (+)* (-)** (+)* (+)* 
 
(+)* (-)** (+)* (+)* 
Malaysia (+)* (-) (+)* (+)* 
 
(+)* (-) (+)* (+)* 
Russia (+)* (-) (+)** (+)* 
 
(+)** (-) (+)* (+)* 
South Africa (+)** (-) (+)* (+)* 
 
(+)** (-) (+)* (+)* 
Turkey (+)* (+)* (+)* (+)* 
 
(+)* (+) (+)* (+)* 
Argentina (+) (-) (+)* (+)* 
 
(+)**** (-) (+)* (+)* 
Nigeria (+)* (-) (+)* (+)* 
 
(-)** (-)*** (+) (-)** 
Pakistan (+)* (-) (+)* (+)* 
 
(+)* (-)** (+)* (+)* 
Saudi Arabia (+)* (+)* (+)** (+)* 
 
(+)* (+) (+)* (+)* 
Ukraine (+)* (+) (+)* (+)*   (+)* (+) (+)* (+)* 
Note: (+) and (-) represent the positive and negative relationship; *, ** and *** indicate significance at 0.01, 
0.05 and 0.10, respectively.   
Source: Author’s calculations    
 
HCE shows an insignificant relationship with ROA in most markets which means that the results 
cannot endorse RD theory. SCE and CEE, however, are positive and significant (at 5% or less) in 
almost all 15 markets which means that the results endorse OL theory. Our robustness check with 
ROE as the firm performance measure produce consistent results where VAIC, SCE and CEE are 
significant (at 10% or less) in most markets. HCE is again insignificant. Our findings of SGMM 
estimation are consistent with previous studies (Clarke et al., 2011; Kai et al., 2011; Vishnu & Kumar 
Gupta, 2014) where VAIC, SCE and CEE are positive and significantly related to firm performance in 
terms of ROE. Our diagnostic tests of SGMM verify the reliability of the results and that SGMM 
estimator is the most appropriate estimator to investigate the dynamic relationship between IC and 
firm performance. We also investigate the relationship between IC and firm performance during the 
2008 financial crisis. The interaction terms between the dummy variable for 2008 and IC efficiency 
show the insignificant relationship between IC and firm performance during financial turmoil, which 
means IC efficiency remained unchanged during the 2008 financial crisis.     
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7.2.2.3 Adjustments to VAIC Model (A-VAIC)         
The VAIC model has been criticized in the literature41. We, therefore, make the following 
adjustments to the original VAIC model42. First, we replace the structural capital measure with 
innovation capital (R&D as a proxy measure), since investment in R&D is considered a major source 
of structural capital. This change makes INVCE independent of HCE or eliminates superimposition 
between SCE and HCE as in the original VAIC model. Second, as R&D investment is a source of 
innovation and long-term competitive advantage, hence we treat R&D spending as investment and 
add back to operating profit to obtain value added just like personnel cost. Third, we change the 
calculation technique of the INVCE measure to similar to HCE or CEE to make it more practical. We 
rename the original VAIC model A-VAIC after making these changes. These adjustments present a 
more relevant measure of IC efficiency. 
We then apply the two-step difference GMM to equations (6.9) and (6.10) to measure the 
relationship between A-VAIC and its components, i.e., HCE, INVCE, CEE and firm performance. We 
run the difference GMM instead of SGMM because DGMM is more appropriate since there are 
missing values in the data set. We could get R&D data only for developed and emerging markets 
hence the sample is now 10 markets (emerging and developed). A summary of the results is 
presented in Table 7.4. A-VAIC is positive and significantly (at 5% or less) related to ROA in eight 
markets. This implies that an increase in IC efficiency has a positive, significant impact on a firm’s 
financial performance. These findings endorse RB theory that IC resources are vital for value creation 
firms.    
We use equation (6.10) to investigate the relationship between the individual components of A-VAIC, 
i.e., HCE, INVCE and CEE, and firm performance. The results in Table 7.4 indicate that HCE is now 
positive and significant (at 5% or less) in eight markets. This implies that an increase in HCE leads to 
better firm performance. These findings endorse the RD theory that firms in developed and emerging 
markets utilize their human resources efficiently to increase value. It is worth mentioning that HCE 
was either negatively significant or positively insignificant in previous results (OLS, FE) including 
SGMM. This shows that the HCE measure in the original VAIC model did not accurately depict human 
capital. This may have been because of the perfect superimposition of SCE and HCE in the original 
VAIC model.  
  
                                                          
41 See, for example, Ståhle et al. (2011), Vishnu and Kumar Gupta (2014) and Bontis et al. (2007). 
42 For details see sections 6.1, 6.2 and 6.3 of Chapter 6.  
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Table 7.4 A Summary of the A-VAIC Model Results from the Robust Two-Step Difference GMM 
 
 
Dependent Variable ROA 
 
Dependent Variable ROE 
  A-VAIC HCE INVCE CEE 
 
A-VAIC HCE INVCE CEE 
Australia (+)** (+)* (+)* (+)* 
 
(+) (+)* (+)*** (+)* 
Austria (+)* (+)** (+)* (-) 
 
(+)*** (+)*** (+)* (-) 
Netherlands (+)* (+)* (+)* (+)** 
 
(+) (+)* (+)** (-)*** 
Singapore (+)* (+)** (+)* (+)* 
 
(+)* (+) (+)* (+)* 
Sweden (+)** (+)* (+)* (+)* 
 
(+)** (+)* (+)** (+)* 
China (+)* (+)* (+)* (+)* 
 
(+)* (+)* (+)** (+)* 
Malaysia (+) (+)* (+) (+)* 
 
(+) (+)* (+) (+)* 
Russia (+) (-) (-)** (+)** 
 
(+) (+) (+) (-) 
South Africa (+)* (+)* (+)* (+)* 
 
(+)* (+)* (+)** (+)* 
Turkey (+)* (-) (+)* (+)* 
 
(+)* (+)** (+) (+)* 
Note: (+) and (-) represent the positive and negative relationship; *, ** and *** indicate significance at 0.01, 
0.05 and 0.10, respectively.   
Source: Author’s calculations   
 
Our new component in A-VAIC model, INVCE, is positive and significantly (at 1%) related to ROA in 
nine markets. This implies that an increase in INVCE affects firm performance significantly. This 
positive, significant relationship yields two outcomes. First, our new measure, i.e., INVCE, is a true 
measure of structural capital that is free from perfect superimposition with human capital. Second, 
this new proxy also overcomes the criticism by Bontis et al. (2007) and Ståhle et al. (2011) about the 
structural capital measure in the original VAIC model. This finding endorses the LO theory that firms 
can acquire knowledge and translate it into innovation. CEE is positive and significantly (at 5% or less) 
related to ROA in nine markets, which implies that physical capital plays a vital role in defining firm 
performance.  
We then apply ROE as a performance measure to check for the robustness of the results. Table 7.4 
results, based on ROE as the dependent variable, are similar to those from ROA. A-VAIC As well as 
the components of A-VAIC, i.e. HCE, INVCE and CEE, are positive and significantly related to ROE in 
almost all markets in the study which shows that the results are consistent. This consistency in 
results posits some important allusions. First, the link between HCE and firm performance has been 
supressed in the original VAIC model because of the superimposition between HCE and SCE. 
Moreover, this link has been identified in the A-VAIC once the superimposition is eliminated. Second, 
INVCE (R&D) is a true representative of structural capital unlike in the original VAIC model where it is 
calculated as the difference between VA and HC. Third, the A-VAIC model produces more consistent 
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results, which implies that the changes to the original VAIC improve the overall efficiency to 
represent IC resources.  
7.3 Policy Implications of the Research 
The measurement and benchmarking of IC efficiency have had enormous popularity over the last two 
decades. This is because different theories such as RB and RD, emphasize the importance of 
intangible resources for the competitive advantage of a firm. The topic has received further attention 
since the 1997 Asian financial crisis and 2008 global financial crisis as firms realized that relying solely 
on physical assets poses significant risks to survival of firms. Therefore, the current study’s findings 
provide several policy implications relevant to policy-makers as well as academicians. 
The study’s findings exhibit that IC efficiency varies across different regions, i.e., developed, 
emerging and frontier markets. Our findings show that IC efficiency is better for firms in developed 
markets than their counterparts in emerging and frontier markets. Continuing the argument by 
Kolachi and Shah (2013) that IC is necessary for small and big firms and firms in developed as well as 
developing countries, our findings show that policy makers in emerging and frontier markets can 
benchmark IC efficiency scores from developed markets. This benchmarking will help firms in 
emerging and frontier markets increase their IC efficiency to compete in the free-trade agreements 
era (Burgman & Roos, 2007). These findings might also be useful for potential investors who can 
determine future IC efficiency of firms before making investment decisions. Investors today are 
concerned about intangibles’ performance along with financial performance. The findings can also be 
used by rating agencies to evaluate the performance of intangibles and compare IC performance of 
the firms from different regions.    
This study reports a significant, positive relationship between IC efficiency and firm performance, 
which endorse RB theory. This implies that an increase in IC efficiency leads to better firm 
performance. Different regulators such as securities and exchange commissions and governments 
can evaluate IC efficiency as part of firm performance for regulating or listing-delisting of firms. These 
findings are particularly important for firms’ management whereby they can increase investment in 
intangibles to build a sustainable competitive advantage under the RB theory. Corporate intangibles 
reporting on annual reports has always been limited because of strict financial reporting standards 
(Sujan & Abeysekera, 2007; Carvalho et al., 2016). Many authors agree that this issue is pending 
partly because of underestimation of IC importance (Sakakibara et al., 2010). Mixed results from 
limited studies have further aggravated the issue. This study’s findings provide strong evidence with 
regard to the importance of IC efficiency that can enable the authorities to alter regulations related 
to intangibles’ reporting. 
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This study reports a significant, positive relationship between human capital efficiency and firm 
performance, which endorses RD theory. This implies that an increase in HCE leads to better firm 
performance. These findings are contrary to those of many studies (Firer & Williams, 2003; Chan, 
2009b; Zéghal & Maaloul, 2010; Kamal et al., 2012), which are limited to one country, smaller sample 
size and/or rely on static estimation. These studies implicitly argue that investment in human 
resources is considered an expense hence not important for the firms. The findings, however, show 
that human resources contribute significantly towards value creation and should be considered as an 
investment as argued by Frederickson et al. (2010). These findings are useful for owners 
(shareholders) who should consider human capital as a strategic resource and hence emphasize its 
training and development. Furthermore, these findings are particularly important for regulators in 
service-oriented industries, such as banks, where humans directly determine the quality of products 
and services being offered. Regulators in these industries should set some minimum standards 
related to human capital development.  
This study also reports a positive, significant relationship between INVCE and firm performance, 
which endorses OL theory. This implies that an increase in INVCE leads to better firm performance 
through innovation in products and services. These cross-region findings will be useful for different 
stakeholders. For example, owners (shareholders) can realize the importance of R&D and increase 
investment in innovation capital to bring in innovation in products and services to compete in the 
global market. Since R&D is important for specific industries, such as information technology and 
pharmaceuticals, regulators of these industries should provide special incentives such as tax 
incentives on R&D investment to bring in more innovation in products and services as argued by 
Shah (2006). This is similar to the argument by Hall and Van Reenen (2000) that tax incentives in R&D 
by the government leads to more R&D accumulation in OECD countries.  
This study shows that the relationship between IC and firm performance is dynamic. Tests such as 
the dynamic OLS and Wooldridge (2002) Test for strict exogeneity show that the relationship 
between IC and firm performance encounters some econometric problems such as endogeneity. 
Hence, we use the dynamic panel GMM to overcome this deficiency of not providing efficient, 
unbiased results. Thus this study enables policy-makers to understand that IC efficiency not only 
affects firm performance but the opposite is also true. Furthermore, the reverse causal relationship43 
shows that policy-makers should consider IC accumulation as an ongoing process hence the 
continuation of investment in IC resources is necessary.  
                                                          
43 As discussed in chapter 5 that IC leads to better performance in future and past better firm performance also 
leads to increase in future IC efficiency.  
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The VAIC model has been well accepted and used by academicians as well as corporates but the 
model has also been criticized, in general, and its structural capital measure, in particular. We replace 
structural capital with Innovation capital (R&D, as its proxy). We then apply the new A-VAIC to five 
developed and five emerging markets and note that these adjustments provide theoretically 
consistent results. Human capital and innovation capital, for example, are positive and statistically 
significant in almost all markets. Hence, the A-VAIC can be used by the regulators to measure IC 
efficiency across firms and industries. Since recent studies44 prohibit the use of the VAIC model in its 
original form, future researchers can use the A-VAIC model in their research.  
Finally, the positive relationship between IC and firm performance during the 2008 global financial 
crisis indicates that IC efficiency remained unchanged during the crisis. This implies that firms can use 
IC to increase their value creation when other financial assets become difficult to introduce because 
of limited funds. This argument is consistent with the findings of Sumedrea (2013) who concludes 
that IC can be used as a tool for survival during financial turbulence. This finding is also useful for the 
regulators who can formulate strategies related to the effective use of IC resources during financial 
crises.    
7.4 Research Contributions 
This current study contributes to IC literature in several ways. First, the use of a large-scale data set, 
i.e., three different regions, differentiates this current study from previous studies that rely on small 
data sets hence it is difficult to generalize the results. Firer and Williams (2003) and Vishnu and 
Kumar Gupta (2014), for example, attribute their mixed results to the limited scope of their studies, 
i.e., either a small number of firms or limited years in the sample. Nimtrakoon and Chase (2015) 
conclude that generalizing the findings of IC studies is difficult for several reasons such as the limited 
scope of the study. Therefore, the findings of this study based on 15 markets of the world, provide 
sufficient basis for generalization of the results.   
Secondly, this current study finds a significant positive relationship between IC and firm 
performance, which implies that IC contributes significantly towards value creation. This finding is an 
important contribution to the IC literature. The finding is useful for policy-makers to justify their 
investment in IC resources. The significant positive relationship between HCE and firm performance 
makes it fairly reasonable to justify spending on personnel. Moreover, this finding is useful for policy-
makers to formulate effective training and development programmes to enhance the efficiency of 
human capital. Similarly, the significant positive relationship between innovation capital and firm 
performance highlights the importance of R&D investment for firm performance.       
                                                          
44 See among other Vishnu and Kumar Gupta (2014) and Ståhle et al. (2011). 
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Third, this study finds that the relationship between IC and firm performance is dynamic hence the 
application of static estimators such as OLS and fixed-effects will produce biased results. This current 
study, therefore, applies dynamic panel data estimator to measure the true relationship between IC 
and firm performance in the presence of endogeneity. Such a contribution to the literature can prove 
a breakthrough since future research can focus on this important econometric aspect of the 
relationship between IC and firm performance. 
Fourth, this current study introduces the A-VAIC model to overcome general criticisms of the original 
VAIC model. The application of the A-VAIC model to 10 markets provides more consistent results 
than the original VAIC model. Human capital, for example, is insignificant and/or negatively related 
to firm performance in the VAIC model but became statistically significant and positive when we 
applied the A-VAIC. The A-VAIC model can be used by the firms to measure IC efficiency as it truly 
depicts major components of IC, unlike the VAIC, which contains an ambiguous structural capital 
component.  
7.5 Limitations and Directions for Future Research 
7.5.1 Limitations 
First, though the dynamic panel GMM estimator solves many econometric problems such as serial 
correlation and endogeneity, it also has some limitations. For example, as argued by Wintoki et al. 
(2012), GMM uses internally generated instruments (lags of dependent and independent variables) 
so there is a possibility of weak instruments especially when the number of lags increases. Hence, 
caution should be exercised if one applies dynamic panel GMM in IC-firm performance studies. 
Furthermore, this methodology assumes that our model includes all the variables that could possibly 
influence the dependent and independent variables hence, future unexpected changes in the 
dependent variable are expectation errors (Hansen & Singleton, 1982). This assumption is very 
restrictive in empirical research because of the use of proxies and/or omitted variables (Wintoki et 
al., 2012).  
Second, this current study relies on data from publicly listed firms, excluding non-listed and/or 
private firms because of the unavailability of data. Findings drawn from listed firms can be difficult to 
generalize to private companies that might have different characteristics such as different patterns of 
investment in IC resources. Moreover, though our study covers 15 markets across three regions, the 
findings will be difficult to generalize to other countries because of country-specific factors such as 
tax exemption on R&D investments, economic development levels and state regulations.  
Third, this study used a purely quantitative model to measure IC efficiency hence ignored qualitative 
factors. Inkinen and Chase (2015) and Díaz-Fernández et al. (2015), for example, document that the 
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relationship between IC and firm performance is mediated through different factors such as top 
management teams’ knowledge and the working environment. The introduction of these mediating 
factors might produce different outcomes related to the IC-firm performance relationship hence the 
findings of this study should be interpreted carefully.  
7.5.2 Directions for Future Research 
Future research can be conducted in one of the many directions as follows. In line with the 
arguments by Inkinen and Chase (2015) that IC works through interactions, future research can focus 
on the moderating and/or mediating role of corporate governance on the relationship between IC 
and firm performance. This extension can reveal significant outcomes on how IC efficiency can be 
increased by improving governance-related factors. Future research can also focus on the role of 
state regulations in determining the relationship between IC and firm performance.    
Future research can also be extended to private firms to see if there are differences in the 
management of IC resources between listed and private firms. A cross-industry analysis of IC 
performance can reveal significant outcomes such as industry-specific factors affecting IC efficiency. 
For example, industries such as pharmaceutical and high-tech, rely more on R&D whereas industries, 
such as banking and insurance, rely more on human capital to provide better services. These 
industry-specific factors might produce more insights into the dynamics of IC efficiency.   
This study made some important adjustments in the VAIC model and introduces the A-VAIC model. 
Future research can include other components of IC such as social capital in the A-VAIC model and 
empirically test if that increases the power of the model to measure IC efficiency. R&D data for 
frontier markets were not available in our database hence future research can test the A-VAIC model 
in frontier markets. The application of A-VAIC in frontier markets will test how reliable and consistent 
A-VAIC is in measuring IC efficiency.   
Finally, this study provides a new direction for future research to apply dynamic panel GMM to 
measure the dynamic nature of the relationship between IC and firm performance. The limitations of 
GMM discussed in the previous section provide an opportunity for future research to use other 
instrumental variable regressions, such as 2SLS, provided strictly exogenous external instruments are 
available.   
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Appendix A 
A.1 Pearson Correlation Matrix between the Dependent and Independent Variables (Developed Markets) 
  
ROA ROE ATO P/B HCE SCE CEE 
 
ROA ROE ATO P/B VAIC 
Australia ROA 1 
      
ROA 1 
    
 
ROE .751** 1 
     
ROE .751** 1 
   
 
ATO .386** .286** 1 
    
ATO .386** .286** 1 
  
 
P/B .471** .598** .225** 1 
   
P/B .471** .598** .225** 1 
 
 
HCE .180** .173** -.261** .118** 1 
  
VAIC .272** .270** -.091** .219** 1 
 
SCE .135** .146** -.436** .123** .707** 1 
       
 
CEE .429** .399** .789** .385** -.295** -.551** 1 
      Austria ROA 1 
      
ROA 1 
    
 
ROE .759** 1 
     
ROE .759** 1 
   
 
ATO .440** .333** 1 
    
ATO .440** .333** 1 
  
 
P/B .355** .434** .386** 1 
   
P/B .355** .434** .386** 1 
 
 
HCE .086*** -0.018 -.402** -0.083*** 1 
  
VAIC .208** 0.066 -.223** 0.03 1 
 
SCE 0.016 -0.061 -.557** -.166** .753** 1 
       
 
CEE .471** .398** .767** .422** -.444** -.698** 1 
      Netherlands ROA 1 
      
ROA 1 
    
 
ROE .721** 1 
     
ROE .721** 1 
   
 
ATO .410** .202** 1 
    
ATO .410** .202** 1 
  
 
P/B .426** .511** .330** 1 
   
P/B .426** .511** .330** 1 
 
 
HCE .107** .088* -.261** -0.047 1 
  
VAIC .158** .109** -.127** 0.012 1 
 
SCE .085* .155** -.501** 0 .650** 1 
       
 
CEE .337** .198** .740** .395** -.416** -.704** 1 
      Singapore ROA 1 
      
ROA 1 
    
 
ROE .709** 1 
     
ROE .709** 1 
   
 
ATO .263** .250** 1 
    
ATO .263** .250** 1 
  
 
P/B .385** .496** .145** 1 
   
P/B .385** .496** .145** 1 
 
 
HCE .267** .255** -.238** 0.029*** 1 
  
VAIC .312** .304** -.170** .073** 1 
 
SCE .289** .313** -.259** .048** .769** 1 
       
 
CEE .418** .418** .682** .351** -.244** -.337** 1 
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Sweden ROA 1 
      
ROA 1 
    
 
ROE .734** 1 
     
ROE .734** 1 
   
 
ATO .275** .139** 1 
    
ATO .275** .139** 1 
  
 
P/B .388** .487** .341** 1 
   
P/B .388** .487** .341** 1 
 
 
HCE .207** .199** -.402** -.072** 1 
  
VAIC .274** .277** -.178** 0.02 1 
 
SCE .144** .173** -.435** 0.002 .617** 1 
       
 
CEE .260** .192** .775** .382** -.426** -.732** 1 
      Note: * Significance at 0.05, ** Significance at 0.01 and **** Significance at 0.10. Control variables were included in every specification but not reported to save space.
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A.2 Pearson Correlation Matrix between the Dependent and Independent Variables (Emerging Markets)   
  
ROA ROE ATO P/B HCE SCE CEE 
 
ROA ROE ATO P/B VAIC 
China ROA 1 
      
ROA 1 
    
 
ROE .788** 1 
     
ROE .788** 1 
   
 
ATO .265** .274** 1 
    
ATO .265** .274** 1 
  
 
P/B .305** .323** .091** 1 
   
P/B .305** .323** .091** 1 
 
 
HCE .206** .255** -.094** -.055** 1 
  
VAIC .222** .273** -.077** -.045** 1 
 
SCE .101** .141** -.029** 0.006 .712** 1 
       
 
CEE .622** .646** .456** .261** .038** -.159** 1 
      Malaysia ROA 1 
      
ROA 1 
    
 
ROE .707** 1 
     
ROE .707** 1 
   
 
ATO .297** .216** 1 
    
ATO .297** .216** 1 
  
 
P/B .443** .519** .104** 1 
   
P/B .443** .519** .104** 1 
 
 
HCE .272** .306** -.175** .180** 1 
  
VAIC .298** .332** -.136** .202** 1 
 
SCE .346** .385** -.196** .199** .749** 1 
       
 
CEE .460** .458** .647** .368** -.141** -.203** 1 
      Russia ROA 1 
      
ROA 1 
    
 
ROE .700** 1 
     
ROE .700** 1 
   
 
ATO .292** .255** 1 
    
ATO .292** .255** 1 
  
 
P/B .191** .342** .204** 1 
   
P/B .191** .342** .204** 1 
 
 
HCE .240** .246** -.151** .118** 1 
  
VAIC .315** .325** -0.023 .181** 1 
 
SCE .213** .243** -.111** .066* .735** 1 
       
 
CEE .352** .366** .518** .220** -.257** -.500** 1 
      South Africa ROA 1 
      
ROA 1 
    
 
ROE .785** 1 
     
ROE .785** 1 
   
 
ATO .281** .147** 1 
    
ATO .281** .147** 1 
  
 
P/B .316** .528** .130** 1 
   
P/B .316** .528** .130** 1 
 
 
HCE .179** .193** -.271** .113** 1 
  
VAIC .227** .265** -.163** .185** 1 
 
SCE .173** .184** -.328** .106** .721** 1 
       
 
CEE .251** .333** .650** .367** -.342** -.517** 1 
      Turkey ROA 1 
      
ROA 1 
    
 
ROE .796** 1 
     
ROE .796** 1 
   
 
ATO .234** 0.044*** 1 
    
ATO .234** 0.044*** 1 
  
 
P/B .195** .314** .076** 1 
   
P/B .195** .314** .076** 1 
 
 
HCE .325** .255** -.187** -0.016 1 
  
VAIC .344** .277** -.155** 0.013 1 
 
SCE .217** .214** -.136** 0.015 .749** 1 
       
 
CEE .320** .359** .442** .392** -.150** -.256** 1 
      Note: * Significance at 0.05, ** Significance at 0.01 and **** Significance at 0.10. Control variables were included in every specification but not reported to save space. 
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A.3 Pearson Correlation Matrix between the Dependent and Independent Variables (Frontier Markets) 
  
ROA ROE ATO P/B HCE SCE CEE 
 
ROA ROE ATO P/B VAIC 
Argentina ROA 1 
      
ROA 1 
    
 
ROE .717** 1 
     
ROE .717** 1 
   
 
ATO .403** .208** 1 
    
ATO .403** .208** 1 
  
 
P/B .184** .272** 0.064 1 
   
P/B .184** .272** 0.064 1 
 
 
HCE .119* 0.091*** -.229** -0.024 1 
  
VAIC .133** .189** -.164** 0.001 1 
 
SCE .220** .116** -.163** -0.012 .724** 1 
       
 
CEE .238** .416** .486** .189** -.264** -.430** 1 
      Nigeria ROA 1 
      
ROA 1 
    
 
ROE -0.052 1 
     
ROE -0.052 1 
   
 
ATO -0.021 .549** 1 
    
ATO -0.021 .549** 1 
  
 
P/B .494** -.204** -.396** 1 
   
P/B .494** -.204** -.396** 1 
 
 
HCE -.143** .141** .102* -0.069 1 
  
VAIC .523** -.458** -0.09*** .541** 1 
 
SCE -0.06 .202** .161** -0.056 .873** 1 
       
 
CEE .451** -.610** -.102* .426** -.288** -.256** 1 
      Pakistan ROA 1 
      
ROA 1 
    
 
ROE .708** 1 
     
ROE .708** 1 
   
 
ATO .503** .303** 1 
    
ATO .503** .303** 1 
  
 
P/B .312** .427** .148** 1 
   
P/B .312** .427** .148** 1 
 
 
HCE .306** .307** 0.027 .108** 1 
  
VAIC .347** .336** .074* .160** 1 
 
SCE .321** .343** -0.014 .090** .720** 1 
       
 
CEE .557** .565** .623** .437** 0.025 -0.045 1 
      Saudi Arabia ROA 1 
      
ROA 1 
    
 
ROE .734** 1 
     
ROE .734** 1 
   
 
ATO .565** .471** 1 
    
ATO .565** .471** 1 
  
 
P/B .401** .407** .270** 1 
   
P/B .401** .407** .270** 1 
 
 
HCE .379** .274** -0.039 .187** 1 
  
VAIC .391** .286** -0.023 .200** 1 
 
SCE .252** .140** -.128** .105** .792** 1 
       
 
CEE .640** .756** .635** .369** 0.064*** -.159** 1 
      Ukraine ROA 1 
      
ROA 1 
    
 
ROE .720** 1 
     
ROE .720** 1 
   
 
ATO .489** .455** 1 
    
ATO .489** .455** 1 
  
 
P/B -.185** -0.042 0.024 1 
   
P/B -.185** -0.042 0.024 1 
 
 
HCE .277** .289** -.177** -0.051 1 
  
VAIC .330** .375** -0.042 0.067 1 
 
SCE .249** .303** -.212** -.132** .671** 1 
       
 
CEE .555** .543** .776** 0.074 -.179** -.313** 1 
      Note: * Significance at 0.05, ** Significance at 0.01 and **** Significance at 0.10. Control variables were included in every specification but not reported to save space.
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Appendix B 
B.1 The Impact of IC on the Firm Performance - OLS Results with ATO as the 
Dependent Variable 
 
Model 1 
 
Model 2 
  Intercept VAIC Adj-R
2   Intercept HCE SCE CEE Adj-R2 
Developed Economies 
Australia 0.064 -0.119* 0.01 
 
0.528* -0.050* 0.009 0.707* 0.57 
 
(0.312) (0.000) 
  
(0.000) (0.004) (0.708) (0.000) 
 Austria 0.144 -0.592* 0.03 
 
0.797* -0.078 0.116 1.055* 0.80 
 
(0.526) (0.000) 
  
(0.000) (0.247) (0.212) (0.000) 
 Netherlands 0.247*** -0.173* 0.01 
 
0.828* -0.034 0.220* 0.871* 0.59 
 
(0.067) (0.002) 
  
(0.000) (0.395) (0.000) (0.000) 
 Singapore 0.147* -0.246* 0.05 
 
0.908* -0.111* 0.064*** 0.719* 0.47 
 
(0.008) (0.000) 
  
(0.000) (0.000) (0.093) (0.000) 
 Sweden 0.232** -0.244* 0.02 
 
0.998* -0.260* 0.386* 0.798* 0.59 
 
(0.017) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Emerging Economies 
China -0.359* -0.112* 0.03 
 
0.724* -0.174* 0.252* 0.566* 0.26 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Malaysia -0.252* -0.176* 0.02 
 
0.909* -0.089* -0.026 0.775* 0.42 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.490) (0.000) 
 Russia -0.084 -0.053*** 0.02 
 
0.765* -0.043 0.093** 0.847* 0.44 
 
(0.396) (0.080) 
  
(0.000) (0.139) (0.012) (0.000) 
 South Africa 0.427* -0.246* 0.03 
 
0.335* 0.037 -0.265* 0.794* 0.43 
 
(0.000) (0.000) 
  
(0.001) (0.137) (0.000) (0.000) 
 Turkey 0.051 -0.265* 0.02 
 
1.061* -0.120** -0.142 0.788* 0.25 
 
(0.885) (0.000) 
  
(0.002) (0.024) (0.242) (0.000) 
 Frontier Economies 
Argentina -0.409** -0.197* 0.05 
 
0.245 -0.171** 0.044 0.519* 0.26 
 
(0.043) (0.007) 
  
(0.266) (0.034) (0.691) (0.000) 
 Nigeria -0.296** -0.090* 0.01 
 
0.434*** -0.739* 0.421* -0.033 0.03 
 
(0.024) (0.059) 
  
(0.064) (0.003) (0.000) (0.172) 
 Pakistan -0.658* 0.136* 0.01 
 
1.135* -0.107** 0.502* 0.967* 0.41 
 
(0.000) (0.002) 
  
(0.000) (0.015) (0.000) (0.000) 
 Saudi Arabia -1.012* -0.030 0.01 
 
0.588* -0.057 -0.178 0.973* 0.42 
 
(0.000) (0.488) 
  
(0.006) (0.251) (0.399) (0.000) 
 Ukraine -0.038 -0.081 0.01 
 
1.036* -0.278* 0.263* 0.739* 0.49 
  (0.745) (0.111)     (0.000) (0.000) (0.000) (0.000)   
Note: This table presents standard coefficients (p-values in parentheses) of OLS results with ATO as dependent 
variable; * ** and *** show significance at 0.01, 0.05 and 0.1 level, respectively. Control variables and year 
dummies were included in every specification.   
Source: Author’s calculations  
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B.2 The Impact of IC on the Firm Performance - OLS Results with P/B as the 
Dependent Variable) 
 
Model 1 
 
Model 2 
  Intercept VAIC Adj-R
2   Intercept HCE SCE CEE Adj-R2 
Developed Economies 
Australia 0.528* 0.253* 0.11 
 
1.954* -0.086* 0.699* 0.519* 0.35 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Austria 0.502* 0.041 0.04 
 
1.525* -0.120 0.504* 0.348* 0.25 
 
(0.000) (0.529) 
  
(0.000) (0.100) (0.000) (0.000) 
 Netherlands 0.950* -0.011 0.10 
 
2.049* -0.179* 0.665* 0.450* 0.38 
 
(0.000) (0.758) 
  
(0.000) (0.000) (0.000) (0.000) 
 Singapore 0.114** 0.067* 0.06 
 
1.084* -0.033 0.407* 0.411* 0.20 
 
(0.025) (0.000) 
  
(0.000) (0.136) (0.000) (0.000) 
 Sweden 0.951* 0.016 0.08 
 
2.201* -0.198* 0.703* 0.525* 0.40 
 
(0.000) (0.556) 
  
(0.000) (0.000) (0.000) (0.000) 
 Emerging Economies 
China 0.320* -0.068* 0.11 
 
0.846* -0.074* 0.039 0.315* 0.19 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.339) (0.000) 
 Malaysia -0.431* 0.231* 0.06 
 
0.849* 0.073* 0.496* 0.460* 0.24 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Russia 0.154 0.353* 0.15 
 
1.080* 0.126*** 0.360* 0.391* 0.20 
 
(0.477) (0.000) 
  
(0.000) (0.050) (0.001) (0.000) 
 South Africa 0.457* 0.222* 0.08 
 
1.924* -0.085* 0.957* 0.572* 0.37 
 
(0.000) (0.000) 
  
(0.000) (0.009) (0.000) (0.000) 
 Turkey 0.585* 0.005 0.05 
 
1.679* -0.074** 0.353* 0.488* 0.28 
 
(0.006) (0.847) 
  
(0.000) (0.016) (0.000) (0.000) 
 Frontier Economies 
Argentina 0.020 0.025 0.03 
 
0.272 0.014 0.030 0.147* 0.04 
 
(0.869) (0.658) 
  
(0.162) (0.836) (0.785) (0.002) 
 Nigeria -2.284* 0.810* 0.31 
 
-1.315* 0.330 -0.028 0.324* 0.20 
 
(0.000) (0.000) 
  
(0.000) (0.360) (0.840) (0.000) 
 Pakistan 0.284** 0.181* 0.14 
 
1.116* 0.165* -0.318* 0.673* 0.34 
 
(0.021) (0.000) 
  
(0.000) (0.001) (0.022) (0.000) 
 Saudi Arabia 1.918* 0.108* 0.42 
 
2.865* 0.001 0.387* 0.347* 0.59 
 
(0.000) (0.000) 
  
(0.000) (0.962) (0.000) (0.000) 
 Ukraine -0.030 0.345* 0.16 
 
-0.297 0.360** -0.616** 0.094 0.16 
  (0.897) (0.005)     (0.439) (0.042) (0.018) (0.154)   
Note: This table presents standard coefficients (p-values in parentheses) of OLS results with P/B as dependent 
variable; * ** and *** show significance at 0.01, 0.05 and 0.1 level, respectively. Control variables and year 
dummies were included in every specification.   
Source: Author’s calculations  
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Appendix C 
C.1 The Impact of IC on Firm Performance - Fixed Effect Results with ROE 
as the Dependent Variable) 
 
Model 1 
 
Model 2 
  Intercept VAIC R
2   Intercept HCE SCE CEE R2 
Developed Economies 
Australia 1.953* 0.761* 0.09 
 
4.198* 0.109* 0.861* 0.764* 0.38 
 
(0.000) (0.000) 
  
(0.000) (0.005) (0.000) (0.000) 
 Austria 2.269* 0.290* 0.05 
 
4.926* -0.157*** 1.405* 0.806* 0.30 
 
(0.000) (0.002) 
  
(0.000) (0.096) (0.000) (0.000) 
 Netherlands 2.892* 0.036 0.09 
 
4.760* -0.234* 1.275* 0.545* 0.30 
 
(0.000) (0.579) 
  
(0.000) (0.000) (0.000) (0.000) 
 Singapore 1.828* 0.680* 0.12 
 
4.464* 0.036 1.144* 0.827* 0.41 
 
(0.000) (0.000) 
  
(0.000) (0.255) (0.000) (0.000) 
 Sweden 2.385* 0.503* 0.10 
 
5.051* -0.116** 1.392* 0.885* 0.39 
 
(0.000) (0.000) 
  
(0.000) (0.048) (0.000) (0.000) 
 Emerging Economies 
China 1.306* 0.583* 0.14 
 
4.019* 0.132* 0.806* 0.958* 0.50 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Malaysia 1.369* 0.552* 0.11 
 
4.289* 0.052** 1.202* 0.967* 0.44 
 
(0.000) (0.000) 
  
(0.000) (0.031) (0.000) (0.000) 
 Russia 1.175* 1.059* 0.12 
 
4.295* 0.033 1.436* 0.900* 0.40 
 
(0.000) (0.000) 
  
(0.000) (0.601) (0.000) (0.000) 
 South Africa 2.720* 0.328* 0.13 
 
4.469* -0.030 1.097* 0.688* 0.38 
 
(0.000) (0.000) 
  
(0.000) (0.461) (0.000) (0.000) 
 Turkey 2.086* 0.299* 0.01 
 
3.396* 0.089*** 0.399* 0.457* 0.21 
 
(0.000) (0.000) 
  
(0.000) (0.097) (0.002) (0.000) 
 Frontier Economies 
Argentina 1.383* 0.575* 0.08 
 
3.199* 0.105 0.754 0.583* 0.30 
 
(0.000) (0.000) 
  
(0.000) (0.838) (0.000) (0.000) 
 Nigeria 2.986* -0.791* 0.20 
 
2.045* -0.633*** 0.318*** 0.589* 0.29 
 
(0.000) (0.000) 
  
(0.000) (0.080) (0.084) (0.000) 
 Pakistan 1.760* 0.688* 0.12 
 
4.392* 0.090*** 1.042* 0.967* 0.47 
 
(0.000) (0.000) 
  
(0.000) (0.097) (0.000) (0.000) 
 Saudi Arabia 0.888* 0.892* 0.09 
 
4.559* 0.064 1.772* 0.891* 0.60 
 
(0.000) (0.000) 
  
(0.000) (0.360) (0.000) (0.000) 
 Ukraine 0.772* 0.960* 0.15 
 
4.153* -0.021 1.459* 0.967* 0.45 
  (0.000) (0.000)     (0.000) (0.823) (0.000) (0.000)   
This table presents results from fixed-effects estimation with ROE as dependant variable. *, ** and *** 
represent significance at 0.01, 0.05 and 0.10 respectively. Control variables and year dummies were included in 
every specification. 
Source: Author’s calculations   
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C.2 The Impact of IC on the Firm Performance - Fixed Effect Results with 
ATO as the Dependent Variable) 
 
Model 1 
 
Model 2 
  Intercept VAIC R
2   Intercept HCE SCE CEE R2 
Developed Economies 
Australia -0.363* 0.221* 0.00 
 
0.342* 0.017 0.096* 0.437* 0.56 
 
(0.000) (0.000) 
  
(0.000) (0.230) (0.000) (0.000) 
 Austria -0.600* 0.021 0.00 
 
-0.236* 0.001 -0.050 0.365* 0.80 
 
(0.000) (0.445) 
  
(0.004) (0.982) (0.439) (0.000) 
 Netherlands -0.038 0.054** 0.00 
 
0.296* 0.069* 0.072*** 0.390* 0.57 
 
(0.353) (0.012) 
  
(0.000) (0.001) (0.080) (0.000) 
 Singapore -0.291* 0.085* 0.00 
 
0.486* -0.027** -0.034 0.521* 0.47 
 
(0.000) (0.000) 
  
(0.000) (0.040) (0.146) (0.000) 
 Sweden -0.198* 0.222* 0.03 
 
0.288* 0.122* 0.126* 0.344* 0.43 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.000) (0.000) 
 Emerging Economies 
China -0.699* 0.179* 0.00 
 
0.475* -0.004 0.244* 0.459* 0.22 
 
(0.000) (0.000) 
  
(0.000) (0.421) (0.000) (0.000) 
 Malaysia -0.619* 0.098* 0.01 
 
0.388* -0.011 0.102* 0.486* 0.41 
 
(0.000) (0.000) 
  
(0.000) (0.244) (0.000) (0.000) 
 Russia -0.093* 0.100* 0.01 
 
0.303* -0.019 -0.005 0.383* 0.44 
 
(0.002) (0.000) 
  
(0.000) (0.177) (0.734) (0.000) 
 South Africa 0.153* 0.006* 0.01 
 
0.354* 0.047* -0.026 0.436* 0.42 
 
(0.000) (0.702) 
  
(0.000) (0.004) (0.413) (0.000) 
 Turkey -0.295** 0.116* 0.01 
 
0.420* 0.031 0.075 0.323* 0.19 
 
(0.012) (0.000) 
  
(0.002) (0.243) (0.239) (0.000) 
 Frontier Economies 
Argentina -0.853* 0.177* 0.01 
 
0.163*** 0.070*** -0.051 0.441* 0.26 
 
(0.000) (0.000) 
  
(0.076) (0.066) (0.389) (0.000) 
 Nigeria -0.685* 0.120*** 0.00 
 
-0.762** 0.318 -0.082 0.059*** 0.00 
 
(0.000) (0.050) 
  
(0.013) (0.279) (0.581) (0.061) 
 Pakistan -0.451* 0.098* 0.01 
 
0.417* -0.079* 0.106* 0.450* 0.40 
 
(0.000) (0.000) 
  
(0.000) (0.000) (0.001) (0.000) 
 Saudi Arabia -1.759* 0.367* 0.00 
 
0.129 -0.005 0.081 0.670* 0.42 
 
(0.000) (0.000) 
  
(0.196) (0.839) (0.371) (0.000) 
 Ukraine -0.334* 0.082** 0.01 
 
0.361* -0.147* 0.111** 0.391* 0.49 
  (0.000) (0.021)     (0.000) (0.000) (0.044) (0.000)   
This table presents results from fixed-effects estimation with ATO as dependent variable; *, ** and *** 
represent significance at 0.01, 0.05 and 0.10, respectively. Control variables and year dummies were included 
in every specification. 
Source: Author’s calculations  
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C.3 The Impact of IC on Firm Performance - Fixed Effects Results with P/B 
as the Dependent Variable 
 
Model 1 
 
Model 2 
  Intercept VAIC R
2   Intercept HCE SCE CEE R2 
Developed Economies 
Australia 0.474* 0.326* 0.11 
 
1.653* -0.045 0.475* 0.385* 0.34 
 
(0.000) (0.000) 
  
(0.000) (0.104) (0.000) (0.000) 
 Austria 0.449* 0.076 0.06 
 
1.366* -0.095 0.582* 0.190** 0.05 
 
(0.000) (0.155) 
  
(0.000) (0.108) (0.000) (0.019) 
 Netherlands 0.971* -0.003 0.11 
 
1.594* -0.068** 0.403* 0.255* 0.35 
 
(0.000) (0.916) 
  
(0.000) (0.025) (0.000) (0.000) 
 Singapore 0.006 0.184* 0.05 
 
0.643* 0.059* 0.137* 0.260* 0.18 
 
(0.854) (0.000) 
  
(0.000) (0.004) (0.000) (0.000) 
 Sweden 0.771* 0.237* 0.06 
 
1.691* -0.050 0.370* 0.369* 0.37 
 
(0.000) (0.000) 
  
(0.000) (0.193) (0.000) (0.000) 
 Emerging Economies 
China 0.683* 0.093* 0.08 
 
1.461* -0.007 -0.039 0.333* 0.18 
 
(0.000) (0.000) 
  
(0.000) (0.523) (0.304) (0.000) 
 Malaysia -0.240* 0.128* 0.06 
 
0.519* 0.007 0.257* 0.273* 0.23 
 
(0.000) (0.000) 
  
(0.000) (0.591) (0.000) (0.000) 
 Russia 0.793* 0.011 0.12 
 
1.064* -0.042 0.018 0.255* 0.16 
 
(0.000) (0.796) 
  
(0.000) (0.405) (0.868) (0.000) 
 South Africa 0.618* 0.102* 0.08 
 
1.305* -0.030 0.422* 0.317* 0.34 
 
(0.000) (0.000) 
  
(0.000) (0.294) (0.000) (0.000) 
 Turkey 0.537* 0.019 0.06 
 
1.120* 0.057*** 0.130*** 0.247* 0.26 
 
(0.000) (0.444) 
  
(0.000) (0.056) (0.073) (0.000) 
 Frontier Economies 
Argentina 0.003 0.090 0.05 
 
0.510** -0.017 0.006 0.262* 0.07 
 
(0.984) (0.226) 
  
(0.028) (0.846) (0.964) (0.000) 
 Nigeria -1.023* 0.150** 0.20 
 
-1.431* 0.265 -0.419** 0.009 0.05 
 
(0.000) (0.028) 
  
(0.000) (0.425) (0.013) (0.780) 
 Pakistan 0.218* 0.171* 0.14 
 
1.057* -0.015 0.250** 0.355* 0.27 
 
(0.000) (0.000) 
  
(0.000) (0.704) (0.015) (0.000) 
 Saudi Arabia 1.826* 0.186* 0.41 
 
2.382* 0.082*** -0.019 0.195* 0.56 
 
(0.000) (0.000) 
  
(0.000) (0.066) (0.890) (0.000) 
 Ukraine 0.488** 0.081 0.15 
 
1.895* -0.550** -0.017 0.737* 0.09 
  (0.028) (0.590)     (0.000) (0.013) (0.956) (0.000)   
This table presents results from fixed-effects estimation with P/B ratio as dependent variable; *, ** and *** 
represent significance at 0.01, 0.05 and 0.10, respectively. Control variables and year dummies were included 
in every specification. 
Source: Author’s calculations 
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Appendix D 
D.1 The Woolridge Test for Autocorrelation 
  ROA   ROE   ATO   P/B 
Developed Markets  
Australia 21.77* 
 
21.45* 
 
24.44* 
 
206.34* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Austria 1.20 
 
0.91 
 
0.64 
 
78.72* 
 
(0.278) 
 
(0.343) 
 
(0.426) 
 
(0.000) 
Netherlands 9.84* 
 
7.80* 
 
29.82* 
 
41.18* 
 
(0.002) 
 
(0.006) 
 
(0.000) 
 
(0.000) 
Singapore 45.42* 
 
46.20* 
 
137.10* 
 
87.58* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Sweden 10.82* 
 
9.32* 
 
71.56* 
 
108.79* 
 
(0.001) 
 
(0.003) 
 
(0.000) 
 
(0.000) 
Emerging Markets 
China 149.18* 
 
131.21* 
 
749.85* 
 
1009.68* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Malaysia 24.98* 
 
18.26* 
 
94.65* 
 
196.69* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Russia 28.15* 
 
24.62* 
 
80.16* 
 
67.54* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
South Africa 25.24* 
 
35.07* 
 
87.12* 
 
197.78* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Turkey 5.88** 
 
4.41** 
 
2.32 
 
16.97* 
 
(0.016) 
 
(0.037) 
 
(0.128) 
 
(0.000) 
Frontier Markets 
Argentina 10.70* 
 
10.96* 
 
7.19* 
 
54.79* 
 
(0.002) 
 
(0.001) 
 
(0.009) 
 
(0.000) 
Nigeria 34.54* 
 
39.33* 
 
51.53* 
 
127.68* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Pakistan 34.35* 
 
25.65* 
 
83.87* 
 
120.51* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Saudi Arabia 12.81* 
 
13.54* 
 
17.86* 
 
68.32* 
 
(0.000) 
 
(0.000) 
 
(0.000) 
 
(0.000) 
Ukraine  19.72* 
 
18.89* 
 
51.71* 
 
2.61 
  (0.000)   (0.000)   (0.000)   (0.112) 
Note: This table presents results of Woolridge test for autocorrelation; p-values are in parentheses; * and ** 
show significance at 0.01 and 0.05, respectively.    
Source: Author’s calculations 
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Appendix E 
E.1 The Dynamic Panel Data Estimation: Two Step Robust System GMM 
Results with ATO as the Dependent Variable 
 
Model 1 
 
Model 2 
  L.ATO VAIC   L.ATO HCE SCE CEE 
Developed Economies 
Australia 0.782* -0.062 
 
0.618* -0.048 0.053 0.310* 
 
(0.000) (0.169) 
 
(0.000) (0.138) (0.183) (0.000) 
Austria 1.017* 0.045 
 
0.925* -0.003 0.062 0.124 
 
(0.000) (0.424) 
 
(0.000) (0.943) (0.144) (0.531) 
Netherlands 0.946* 0.031 
 
0.851* 0.036 0.035 0.198*** 
 
(0.000) (0.392) 
 
(0.000) (0.292) (0.499) (0.071) 
Singapore 0.831* 0.026 
 
0.802* -0.009 0.075** 0.207* 
 
(0.000) (0.274) 
 
(0.000) (0.622) (0.035) (0.000) 
Sweden 1.021* 0.027 
 
0.957* 0.045 0.004 0.095*** 
 
(0.000) (0.409) 
 
(0.000) (0.299) (0.903) (0.064) 
Emerging Economies 
China 0.942* 0.044 
 
0.720* -0.329* 0.663** 0.285* 
 
(0.000) (0.465) 
 
(0.000) (0.008) (0.023) (0.000) 
Malaysia 0.750* -0.044 
 
0.636* -0.022 0.036 0.316* 
 
(0.000) (0.294) 
 
(0.000) (0.732) (0.727) (0.000) 
Russia 0.894* -0.006 
 
0.874* -0.030 0.047 0.127 
 
(0.000) (0.827) 
 
(0.000) (0.773) (0.585) (0.255) 
South Africa 0.994* 0.007 
 
0.931* 0.042 -0.033 0.122* 
 
(0.000) (0.812) 
 
(0.000) (0.144) (0.286) (0.001) 
Turkey 0.879* 0.009 
 
0.860* 0.031 -0.041 0.170* 
 
(0.000) (0.743) 
 
(0.000) (0.469) (0.494) (0.001) 
Frontier Economies 
Argentina 0.947* -0.046 
 
0.862* -0.171** 0.178** 0.095** 
 
(0.000) (0.485) 
 
(0.000) (0.039) (0.031) (0.047) 
Nigeria 0.967* 0.063 
 
0.907* -0.055 0.137 0.063 
 
(0.000) (0.301) 
 
(0.000) (0.814) (0.221) (0.363) 
Pakistan 0.956* 0.093* 
 
0.907* 0.058 -0.045 0.126* 
 
(0.000) (0.000) 
 
(0.000) (0.200) (0.452) (0.000) 
Saudi Arabia 0.903* 0.012 
 
0.899* 0.015 0.033 0.170* 
 
(0.000) (0.487) 
 
(0.000) (0.550) (0.729) (0.006) 
Ukraine 0.747* -0.09 
 
0.644* -0.150 0.123 0.311* 
  (0.000) (0.860)   (0.000) (0.142) (0.104) (0.000) 
Note: * ** and *** represent significance at 0.01, 0.05 and 0.10 level, respectively. Control variables and time 
dummies are included in all specifications.    
Source: Author’s calculations  
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E.2 The Dynamic Panel Data Estimation: Two Step Robust System GMM 
Results with P/B as the Dependent Variable 
 
Model 1 
 
Model 2 
  L.P/B VAIC   L.P/B HCE SCE CEE 
Developed Economies 
Australia 0.656* 0.083 
 
0.723* -0.094 0.278* 0.203* 
 
(0.000) (0.321) 
 
(0.000) (0.402) (0.003) (0.000) 
Austria 0.749* 0.111** 
 
0.702 -0.391 0.719 0.194 
 
(0.000) (0.035) 
 
(0.797) (0.912) (0.638) (0.585) 
Netherlands 0.782* 0.032 
 
0.772* -0.076* 0.249* 0.144* 
 
(0.000) (0.609) 
 
(0.000) (0.000) (0.000) (0.004) 
Singapore 0.784* -0.008 
 
0.678* 0.082 -0.022 0.145* 
 
(0.000) (0.874) 
 
(0.000) (0.089) (0.779) (0.000) 
Sweden 0.415** 0.133*** 
 
0.667* -0.100** 0.414** 0.309* 
 
(0.010) (0.063) 
 
(0.000) (0.022) (0.016) (0.000) 
Emerging Economies 
China 0.791* -0.034** 
 
1.083* -0.029 0.073 0.030 
 
(0.000) (0.011) 
 
(0.000) (0.722) (0.634) (0.291) 
Malaysia 0.798* 0.080 
 
0.673* 0.023 0.194 0.185* 
 
(0.000) (0.195) 
 
(0.000) (0.814) (0.175) (0.000) 
Russia 0.471* 0.015 
 
0.581* -0.021 0.161 0.116*** 
 
(0.002) (0.934) 
 
(0.000) (0.866) (0.384) (0.086) 
South Africa 0.878* 0.032 
 
0.742* -0.042 0.299* 0.185* 
 
(0.000) (0.257) 
 
(0.000) (0.350) (0.002) (0.000) 
Turkey 0.848* 0.040 
 
0.887* 0.001 0.017 0.133* 
 
(0.000) (0.183) 
 
(0.000) (0.980) (0.853) (0.001) 
Frontier Economies 
Argentina 0.544* 0.064 
 
0.599* -0.161 0.263*** 0.099*** 
 
(0.000) (0.528) 
 
(0.000) (0.178) (0.058) (0.079) 
Nigeria 0.959* 0.109 
 
0.883* 0.040 -0.017 -0.015 
 
(0.000) (0.322) 
 
(0.000) (0.856) (0.858) (0.865) 
Pakistan 0.838* 0.087** 
 
0.926* 0.018 0.033 0.144* 
 
(0.000) (0.033) 
 
(0.000) (0.700) (0.839) (0.000) 
Saudi Arabia 0.738* 0.033 
 
0.643* -0.038 0.316** 0.141* 
 
(0.000) (0.106) 
 
(0.000) (0.311) (0.037) (0.000) 
Ukraine 0.641* 0.347** 
 
0.752* 0.689 -0.811 0.060 
  (0.000) (0.021)   (0.000) (0.139) (0.137) (0.442) 
Note: * ** and *** represent significance at 0.01, 0.05 and 0.10 level, respectively. Control variables and time 
dummies are included in all specifications.    
Source: Author’s calculations 
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Appendix F 
F.1 The Dynamic Panel Data Estimation: Diagnostic Tests with ATO as the Dependent Variable 
 
Model 1 (VAIC) 
 
Model 2 (HCE,SCE,CEE) 
  
AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs.   AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs. 
Developed Economies 
Australia 0.000 0.808 0.116 0.758 34 2557 
 
0.000 0.407 0.140 0.100 96 2557 
Austria 0.031 0.508 0.397 0.191 34 378 
 
0.042 0.462 0.488 0.604 68 378 
Netherlands 0.016 0.157 0.529 0.841 34 468 
 
0.021 0.119 0.334 0.168 68 468 
Singapore 0.000 0.640 0.227 0.554 34 3056 
 
0.000 0.694 0.107 0.992 84 3056 
Sweden 0.000 0.307 0.215 0.257 48 1232 
 
0.000 0.409 0.248 0.303 68 1232 
Emerging Economies 
China 0.000 0.000 0.310 0.064 22 9597 
 
0.743 0.279 0.996 0.056 52 9597 
Malaysia 0.000 0.089 0.062 0.302 42 4009 
 
0.000 0.353 0.101 0.785 68 4009 
Russia 0.000 0.467 0.300 0.100 42 2723 
 
0.040 0.857 0.100 0.599 52 2723 
South Africa 0.000 0.051 0.832 0.906 34 1165 
 
0.000 0.053 0.588 0.816 96 1165 
Turkey 0.018 0.232 0.514 0.781 34 1013 
 
0.036 0.227 0.201 0.132 68 1013 
Frontier Economies 
Argentina 0.015 0.316 0.426 0.144 34 348 
 
0.019 0.162 0.523 0.663 68 348 
Nigeria 0.100 0.083 0.260 0.955 48 324 
 
0.112 0.101 0.397 0.276 72 324 
Pakistan 0.000 0.559 0.019 0.709 42 918 
 
0.000 0.707 0.182 0.140 68 918 
Saudi Arabia 0.028 0.076 0.074 0.876 30 636 
 
0.007 0.076 0.134 0.338 96 636 
Ukraine 0.001 0.679 0.150 0.628 30 895   0.002 0.972 0.153 0.293 68 895 
Note: AR1 and AR2 are tests for first and second order serial correlation in the first-difference residuals, respectively; Han.J,O.Id is Hansen J. Test for over 
identification of instruments; the Han.J.Diff is the Difference-in-Hansen Test for exogeneity of instruments; No. INS is the number of instruments used in each 
specification and Obs is the number of observations.   
Source: Author’s calculations   
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F.2 The Dynamic Panel Data Estimation: Diagnostic Tests with P/B as the Dependent Variable 
 
Model 1 (VAIC) 
 
Model 2 (HCE,SCE,CEE) 
  
AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs.   AR1 AR2 
Han.J. 
O.Id 
Han.J. 
Diff 
No. 
INS 
Obs. 
Developed Economies 
Australia 0.000 0.484 0.244 0.573 42 2422 
 
0.000 0.290 0.395 0.839 84 2422 
Austria 0.007 0.100 0.396 0.462 42 358 
 
0.800 0.978 0.432 0.464 52 358 
Netherlands 0.004 0.052 0.227 0.368 42 460 
 
0.001 0.058 0.755 0.991 84 460 
Singapore 0.000 0.219 0.075 0.520 30 2677 
 
0.000 0.837 0.800 0.845 84 2677 
Sweden 0.031 0.076 0.119 0.764 42 1170 
 
0.248 0.354 0.349 0.372 52 1170 
Emerging Economies 
China 0.000 0.275 0.547 0.579 30 7557 
 
0.100 0.749 0.998 0.466 52 7557 
Malaysia 0.000 0.410 0.100 0.001 60 3918 
 
0.000 0.555 0.003 0.237 84 3918 
Russia 0.003 0.175 0.021 0.656 34 672 
 
0.000 0.149 0.188 0.313 96 672 
South Africa 0.000 0.254 0.112 0.394 34 1126 
 
0.000 0.175 0.095 0.619 68 1126 
Turkey 0.000 0.587 0.180 0.930 42 963 
 
0.000 0.251 0.011 0.950 68 963 
Frontier Economies 
Argentina 0.026 0.047 0.814 0.560 60 286 
 
0.008 0.240 0.750 0.627 68 286 
Nigeria 0.131 0.638 0.762 0.846 34 325 
 
0.100 0.600 0.551 0.790 68 325 
Pakistan 0.000 0.400 0.253 0.332 42 898 
 
0.000 0.342 0.056 0.304 68 898 
Saudi Arabia 0.000 0.143 0.215 0.182 60 569 
 
0.000 0.285 0.262 0.622 68 569 
Ukraine 0.003 0.457 0.997 0.594 60 230   0.005 0.356 0.996 0.992 68 230 
Note: AR1 and AR2 are tests for first and second order serial correlation in the first-difference residuals, respectively; Han.J,O.Id is the Hansen J. Test for over identification 
of instruments; Han.J.Diff is the Difference-in-Hansen Test for exogeneity of instruments; No. INS is the number of instruments used in each specification and Obs is the 
number of observations.  
Source: Author’s calculations 
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