Abstract. We establish an asymptotic estimate of the lowest eigenvalue µ(bF) of the Schrödinger operator −∇ 2 bF with a magnetic field in a bounded 2-dimensional domain, where curl F vanishes non-degenerately, and b is a large parameter. Our study is based on an analysis on an eigenvalue variation problem for the Sturm-Liouville problem. Using the estimate, we determine the value of the upper critical field for superconductors subject to non-homogeneous applied magnetic fields, and localize the nucleation of superconductivity. §1. Introduction
§1. Introduction
In this paper we study the lowest eigenvalue µ(bF) for the Schrödinger operator −∇ 2 bF with a magnetic field F, where curl F vanishes non-degenerately in a bounded 2-dimensional domain, and derive asymptotic estimates for the large parameter b. This problem arises in the mathematical theory of describing the nucleation phenomenon for superconductors subject to non-homogeneous applied magnetic fields. Using the estimates of µ(bF), we determine the value of the upper critical field and the location of nucleation of superconductivity. This problem is interesting to us also because of its connection to the problem of estimating the lowest eigenvalue and describing the (bounded) eigenfunctions 1 of the Schrödinger operator with a non-degenerately vanishing magnetic field in the entire plane R 2 and in the half-plane R 2 + . A type 2 superconductor subject to an applied magnetic field will exhibit many interesting phenomena. It is well-known that, if the applied magnetic field is homogeneous and decreases from the upper critical value H C3 , superconductivity nucleates at the surface of the sample. The estimate of the upper critical field and the localization of the nucleation of superconductivity have been studied by many physicists; see Saint-James and De Gennes [SdG] , Saint-James and Sarma [SST] , and Tinkham [T] . More recently, a mathematical analysis of these problems has been carried out by many mathematicians. Among them we would like to mention the work of Chapman [C] and Bernoff-Sternberg [BS] based on the formal analysis, Bauman-Phillips-Tang [BPT] for the rigorous analysis on disks, GiorgiPhillips [GP] , , [LP2] , [LP3] , [LP4] , [LP5] , [LP6] , del Pino-FelmerSternberg [DFS] , Pan [P] , Helffer-Morame [HMor] and Helffer-Pan [HP] for rigorous analysis on general domains.
To study the nucleation of superconductivity for a sample with large value of the Ginzburg-Landau parameter κ, and subject to a strong magnetic field H appl ≡ H = σH 0 with large σ, Lu and Pan [LP4] , [LP5] introduced a number σ * (κ), which depends on H 0 , such that the sample is in the normal state if σ > σ * (κ) and is in the superconducting state if 0 ≤ σ < σ * (κ). In the special case when the applied field is homogeneous, σ * (κ) is equal to the upper-critical field H C3 . It was shown that, for a bounded sample with smooth surface, we have
where α 0 (H 0 ) is a number determined by Ω and H 0 . In the special case where the applied field is homogeneous, the above equality yields an estimate for H C3 . Although in [LP1] , [LP2] , [LP3] , [LP4] , [LP5] the authors mainly discussed the case where the applied field does not vanish, it was observed in [LP3] (Proposition 6.3) that the value of σ * (κ) is greatly raised if H 0 has zeros: σ * (κ) ≥ Cκ 2 for all large κ. In this paper we shall study this phenomenon more precisely. Let us consider a cylindrical superconductor with simply-connected cross section Ω, and placed in an applied magnetic field which is parallel to the lateral surface. Choose the axis of the cylinder as the x 3 -axis. Then Ω is a bounded domain in R 2 . In this paper we always assume that
where H 0 is a smooth function of x = (x 1 , x 2 ), and e 3 is the unit vector along the positive x 3 -axis. Then, superconductivity can be described by a complex-valued order parameter ψ and a magnetic potential A, and (ψ, A) is a minimizer of the Ginzburg-Landau functional. The Euler equation is the 2-dimensional GinzburgLandau system (see [GL] , [dG] , [SST] , [CHO] , [DGP] ):
Here i = √ −1, κ is the Ginzburg-Landau parameter and γ ≥ 0. γ is very small for an insulator, very large for magnetic material, and in between for non-magnetic material.
As we consider strong fields H = σH 0 with large σ, in the following, we set
We rewrite the Ginzburg-Landau functional as follows:
To state our main results, we need a few definitions and notations. Given H 0 , let Z(H 0 ) = {x ∈ Ω : H 0 (x) = 0}.
We say that H 0 vanishes non-degenerately if the zero set Z(H 0 ) satisfies the following condition:
Z(H 0 ) is the union of a finite number of smooth curves and ∇H 0 = 0 on Z(H 0 ).
(1.1) For the given function H 0 , there exists a unique smooth vector field F on Ω such that curl F = H 0 and div F = 0 in Ω,
Note that (0, F) is a trivial critical point of E for any σ. Let us recall the definition of σ * (κ, H 0 ) given in [LP4] (Section 1):
We shall estimate σ * (κ, H 0 ) for non-degenerately vanishing H 0 . Throughout this paper we assume that Ω is a bounded smooth (C 3 ) and simplyconnected domain in R 2 . We denote the unit outward normal of ∂Ω by ν = (ν 1 , ν 2 ) and the unit tangential vector by τ = (τ 1 , τ 2 ) = (−ν 2 , ν 1 ). We choose the orientation of ∂Ω so that the orientation of the {µ, τ } is the same as that of the x 1 x 2 -coordinate system. For x ∈ ∂Ω, denote by ϑ(x) the angle between the vector curl 2 F(x) and τ . Note that ϑ(x) is equal to the angle between ∇H 0 (x) and the inward normal vector −ν(x). Define
Let λ 0 be the number given in (1.10) below, and let λ(R 2 , ϑ) be the lowest eigenvalue of the eigenvalue problem (1.11). Define
We also definẽ
Note that if all the zero points of H 0 lie inside Ω, theñ
(ii) Concentration of order parameters: Let {k n } and {σ n } be such that
Let (ψ n , A n ) be a non-trivial minimizer of the Ginzburg-Landau functional E with κ = κ n and σ = σ n . Then, as n → ∞, we have (2) From Theorem 1 we see that superconductivity persists in a non-degenerately vanishing applied magnetic field up to the level O(κ 2 ). In a decreasing field H = σH 0 with non-degenerate zeros, superconductivity nucleates at some zero points of H 0 , namely, the setZ(H 0 ). If all the zero points of H 0 lie inside Ω, then nucleation occurs first at the zero points of H 0 where the magnitude of the gradient ∇H 0 is the least.
(3) The geometry of the zero set Z(H 0 ) of the magnetic field H 0 has an effect on the value of σ * (κ, H 0 ) and on the localization of the order parameters. We believe that, if the gap σ * (κ, H 0 ) − σ is sufficiently small, then the order parameters will concentrate at a subset Γ ofZ(H 0 ); and if σ * (κ, H 0 ) − σ is not very small, then the order parameters will localize uniformly onZ(H 0 ). It is interesting to find the geometric characterization of Γ. For this purpose, one has to estimate the difference
for large κ. To obtain an upper bound for σ H0) , one may follow the method in [LP4] (Appendix). The description of eigenfunctions for (1.6) and (1.11) given in Theorems 3 and 4 will be useful. One may also use the method in [HP] to derive a lower bound of σ H0) , and to discuss the localization of order parameters.
(4) It could be interesting to study similar problems in dimension 3, and study applied fields with higher-order zeros. We would like to mention that the semiclassical analysis for the bottom of the spectrum of the Schrödinger operator with a magnetic field vanishing up to higher order in the entire space R n has been carried out by Montgomery [M] and Helffer and Mohamed [HMoh] (see [H2] for a review).
As was observed in [LP4] and [LP5] , the estimate of σ * (κ, H 0 ) and the localization of the nucleation phenomena rely on the estimate of the lowest eigenvalue µ(bF) of the Schrödinger operator −∇ 2 bF on Ω for a large parameter b:
In fact, for a magnetic field with non-degenerate zeros, we can show that
Therefore, the following theorem is essential to establish Theorem 1. 
Using the Helffer-Morame method [HMor] , one may obtain a better estimate of the remainder.
(2) It is interesting to find the localization of the eigenfunctions of (1.5) for large b, and explore the effect of the geometry of the zero set of H 0 .
2 Using the Agmon estimates [A] and the Helffer-Morame method [HMor] , one can show that, in the L 2 sense, the eigenfunctions concentrate atZ(H 0 ), and decay exponentially in the normal direction to Z(H 0 ).
In the following, we shall describe the main ideas in our approach, and the technical problems we shall solve.
As in [LP1] , [LP3] , [LP5] , the asymptotic estimate for µ(bF) for large b will be given in terms of the lowest eigenvalues of the Schrödinger operator −∇
and on the half plane
Note that curl A = x 2 cos ϑ − x 1 sin ϑ, which vanishes along a line. In the entire plane case, we can simplify (1.6) by first rotating the coordinate system so that n is in the positive y 1 direction, then making a gauge transformation (see Section 4 for the details). In the new coordinate system we may assume n = (1, 0) and A = (− 1 2 y 2 2 , 0). Equation (1.6) is then written as
Eigenvalue problems in the entire plane R 2 including (1.6) have been studied by Montgomery [M] , Helffer and Mohamed [HMoh] , and Helffer [H2] . Among other things, Montgomery showed that, for the magnetic field A given above, the lowest eigenvalue λ(R 2 , A) of (1.6) is equal to the minimum of λ(τ ). Here, for fixed τ ,
The numerical computations shows that (see [M] , [H2] ) λ 0 0.5698. More general results in higher dimensional spaces were obtained by Helffer and Mohamed [HMoh] and Helffer [H2] . The asymptotic estimates of the lowest eigenvalue and the localization of the eigenfunctions were obtained there.
In this paper we shall classify the eigenfunctions of (1.8) associated with λ(R 2 , A). We shall see that the key point in the classification of eigenfunctions is the uniqueness of the minimum points of λ(τ ). So we ask the following two questions: (Q1) Are the minimum points of the function λ(τ ) unique? (Q2) Are the eigenfunctions of λ(R 2 , A) uniquely determined (up to gauge transformations, rotations and translations) by the eigenfunction u of (1.9) with τ = τ 0 ? We mention that the answers to these questions are needed to solve the eigenvalue problem (1.7) in the half plane (see Section 5), and will also be needed to describe the behavior of the order parameter and to get higher-order estimates for σ * (κ, H 0 ). Note that numerical results suggest that the minimum points of λ(τ ) are unique (see [H2] ).
Theorem 3. (i)
The minimum point τ 0 of λ(τ ) is unique.
(ii) Let u be the positive eigenfunction of (1.9) with τ = τ 0 . The eigenfunctions of (1.8) associated with the lowest eigenvalue λ(R 2 , A) are given by ψ = ce iτ0y1 u(y 2 ).
Remark 1.3. Note that the zero set of curl A is unbounded, and the magnitude |ψ| of the eigenfunction ψ is constant along the direction of n = (1, 0). It will be interesting to compare this fact with a result of Helffer and Mohamed ([HMoh] , Theorem 2.1), which says that the eigenfunctions of a Schrödinger operator with a magnetic field which is bounded away from zero outside a ball decay exponentially at infinity. Next we consider (1.7). In contrast to the entire plane case, the lowest eigenvalue of (1.7) depends on the direction of n. After gauge transformation, (1.7) can be written as
(1.11)
The natural space for the operator −∇ 2 A is the magnetic H 1 space associated with A:
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In the following we denote λ(R
So we discuss (1.11) for 0 ≤ ϑ < π. The case where ϑ = 0 is most interesting. In this case, equation (1.11) reads as follows:
We easily see that
and the associated eigenfunctions are
, where u is the positive eigenfunction of (1.9) with τ = τ 0 .
and the associated eigenfunctions belong to the magnetic
To classify the lowest eigenfunctions of the eigenvalue problems (1.6) and (1.12), we shall use the ideas developed in [LP1] , [LP2] , [LP5] , which was renamed the F-Principle in [LP6] (Subsection 1.4). For the reader's convenience we briefly state it here with respect to (1.6). Let ψ be a bounded eigenfunction of (1.6) associated with the lowest eigenvalue λ 0 . Formally, we fix x 2 and denote the Fourier transform of ϕ in the variable
We may call (1.13) the F-transformed equation of (1.6) (or F -equation for short). Information on the F-transformed equation (1-dimensional eigenvalue problem) will help us to study the original (2-dimensional) eigenvalue problem. For fixed τ , denote the eigenvalue of (1.13) by λ(τ ). Let λ 0 = inf τ λ(τ ) and assume λ 0 = λ(τ 0 ). Let u be the eigenfunction of (1.13) associated with the eigenvalue λ 0 . We may guess that the least value λ 0 is the eigenvalue of (1.6), and the associated eigenfunctions of (1.6) are given by ϕ = ce iτ0x1 u(x 2 ). To rigorously verify these results, we follow the main steps in [LP2] (proof of Theorem 5.3) and [LP5] (proof of Lemma 3.2).
Step 1. For fixed τ , the lowest eigenvalue of (1.13) is given by
We shall show that there exists a unique τ 0 such that
Let λ(R 2 , A) be the lowest eigenvalue of (1.6). Then we can show that λ(
Step 2. Let ϕ be a bounded eigenfunction of (1.6) associated with the lowest eigenvalue λ(R 2 , A). We can show that there exists C > 0 such that, for all a < b,
Letφ(z, x 2 ) be the Fourier transform of ϕ in the sense of distribution. Using the results in Step 1 and (1.15), we can show that, for any x 2 ,φ(·, x 2 ) is supported at the single point z = τ 0 . Then we conclude that ϕ(x 1 , x 2 ) = e iτ0x1 u(x 2 ), where u is an eigenfunction of the F-transformed equation for τ = τ 0 on R associated with the lowest eigenvalue λ(τ 0 ). Moreover, we get λ(R 2 , A) = λ(τ 0 ). We can also carry out the same arguments for the eigenvalue problem (1.12) on the half-plane. In this case, the F-equation is
It is easy to see that the lowest eigenvalue of (1.16) is equal to the lowest eigenvalue of (1.9). So we use the same notation λ(τ ) to denote the lowest eigenvalue of (1.16). We have, in addition to (1.14),
Now we see that the crucial part of our study is to prove the uniqueness of minimum points of the lowest eigenvalue λ(τ ) of the Sturm-Liouville problem (1.16) associated to (1.12), with q(t, τ ) =
This problem is closely related to the parameter variation problem of eigenvalues studied by Dauge and Helffer [DH] . Note that, if q(t, τ ) has the form q(t, τ ) = q(t + τ ), (1.18) then one can use the method in [DH] to derive the equality
which implies that the minimum point τ 0 is determined by λ 0 = λ(τ 0 ) = q(τ 0 ). Then, the uniqueness of the minimum points follows if q(t) is a monotone function. Recall that, in order to estimate the upper critical field H C3 for large κ, one is led to the Sturm-Liouville problem with q(t, τ ) = (t + τ ) 2 (see [LP2] , [LP4] ). From the above discussion we see that λ 0 = τ 2 0 , which implies the uniqueness of the minimum points (see [DH] , [BH] ).
3 However, for the Sturm-Liouville equation (1.16) with q(t, τ ) = 1 4 (t 2 + 2τ ) 2 , which is not in the form (1.18), the uniqueness of minimum points cannot be obtained by using the above method. Instead, we shall combine ODE techniques and variational ideas. We shall show that, if there exist numbers τ 1 < τ 2 such that λ(τ 1 ) = λ(τ 2 ) = λ 0 , then we can find a point τ lying in between τ 1 and τ 2 , and find a number λ < λ 0 , such that (1.16) has a bounded positive solution for τ and λ. This conclusion contradicts the fact that λ 0 is a minimum. To prove this conclusion, we make a change of variables. Let u be a positive solution of (1.16) satisfying u(0) = 1. We introduce φ such that
Then φ satisfies the following Riccati type equation:
We shall prove the conclusion by carefully analyzing the solutions of (1.19). We organize this paper as follows. In Section 2 we recall the asymptotic behavior at infinity of all positive solutions of an ordinary differential equation. In Section 3 we discuss the Riccati type equation (1.19), study the eigenvalue variation problem for the Sturm-Liouville operator (1.16), and prove the uniqueness of the minimum points of the function λ(τ ). In Section 4 we study (1.6) and prove Theorem 3. In Section 5 we study (1.7) and prove Theorem 4. In Section 6 we study the eigenvalue problem in a bounded smooth 2-dimensional domain and prove Theorem 2. Then, by using the methods in [LP4] (proofs of Theorem 1.1 and 1.3), Theorem 1 can be proved as a consequence of Theorem 2. many valuable comments on the first manuscript. This work was partially supported by the National Natural Science Foundation of China, the Science Foundation of the Ministry of Education of China, the Zhejiang Provincial Natural Science Foundation of China, and NUS Academic Research Grant R-146-000-022-112. §2. Preliminaries
In this section we recall the asymptotic behavior, for a large variable t, of positive solutions of the equation
The following lemma will be used in our discussion on the Riccati type equation in Section 3.
Lemma 2.1. Fix λ and τ .
(i) For any solution y of (2.1) which is positive and bounded near +∞, there exists c > 0 such that
1) has exactly one solution y(t) which is defined for large t and satisfies (2.2).
Lemma 2.1 follows from a general result of Sibuya [S] (Theorem 6.1), which gives the asymptotic behavior at infinity of a solution of an ordinary differential equation with a polynomial coefficient.
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Remark 2.2. Let y(t) be a bounded solution of (2.1) and y ≡ 0. Then y does not change its sign for large t. Assume y(t) > 0 for large t. Write
Then w satisfies the equation
and
Moreover, if either λ > 0, or λ = 0 and τ ≥ 0, then v is strictly increasing for large t; if either λ < 0, or λ = 0 and τ < 0, then v(t) is strictly decreasing for large t. In any case, v(+∞) exists and is a positive number.
§3. Eigenvalue Variation for Sturm-Liouville Operators
In this section we study the eigenvalue variation problem for the Sturm-Liouville equation
Lemma 3.1. For every τ , the lowest eigenvalue of (1.9) on (−∞, +∞) is equal to the lowest eigenvalue of (3.1) on (0, +∞).
Proof. Although the conclusion is obvious, we include a proof here for the reader's convenience. Let us temporarily denote the lowest eigenvalue of (3.1) by λ(τ ) and the lowest eigenvalue of (1.9) byλ(τ ). We shall show thatλ(τ ) = λ(τ ).
First we recall thatλ(τ ) is a simple eigenvalue, i.e., it has only one linearly independent eigenfunction. To see this, assume that w 1 and w 2 are eigenfunctions of (1.9) associated withλ(τ ). Then w 1 , w 2 ∈ L 2 (R). Let w(t) = w 1 (0)w 2 (t) − w 2 (0)w 1 (t). Then w is also an L 2 eigenfunction. If w ≡ 0, then from the variational characterization of the lowest eigenvalues we know that w does not change its sign. We may assume that w ≥ 0. Note that w(0) = 0. So 0 is a minimum point and hence w (0) = 0. Since w(0) = w (0) = 0, the uniqueness result for ordinary differential equations shows that w ≡ 0. Hence w 1 and w 2 are linearly dependent.
Let u(t) be an eigenfunction of (3.1) associated with the lowest eigenvalue λ(τ ), and define y(t) = u(t) for t ≥ 0, y(t) = u(−t) for t < 0. Note that y ∈ L 2 (R). Using y(t) as a test function, we see thatλ(τ ) ≤ λ(τ ). Next let w be an eigenfunction of (1.9) associated with the lowest eigenvalueλ(τ ). We show that w is an even function. Letw(t) = w(−t). Thenw is also an eigenfunction of (1.9). Since the lowest eigenvalue is simple, we see thatw = cw. Checking this equality at t = 0, we see that c = 1, i.e., w(−t) =w(t) = w(t). So w (0) = 0. Let u be the restriction of w to [0, +∞). Then u is an eigenfunction of (3.1) with eigenvalueλ(τ ). So λ(τ ) ≤λ(τ ). Hence they are equal.
In the following we denote by λ(τ ) the lowest eigenvalue of (3.1), and let
From Lemma 3.1 we see that (1.10) and (3.2) define the same number.
Theorem 3.2. There exists a unique number τ 0 < 0 such that
From Lemma 3.1 and results of Montgomery [M] (also see Helffer [H2] ), we see that λ 0 is achieved at some τ 0 , and τ 0 < 0. As mentioned in §1, to prove Theorem 1, we shall study the Riccati type equation (1.19) associated with (3.1). Fix λ and τ . Let u be a positive solution of (3.1) satisfying u(0) = 1. Set
Then φ satisfies (1.19), where
In particular, for every τ , let u(·, τ) be the eigenfunction of (3.1) associated with the eigenvalue λ(τ ) such that u(0, τ) = 1, and let φ(·, τ) be the associated solution of (1.19) defined by (3.3). Then φ(·, τ) is a global solution of (1.19) with λ = λ(τ ). Moreover, from Proposition 2.1 we have
The following lemma gives the structure of the family {φ(·, τ)}.
(
Applying the Comparison Principle to (1.19), we conclude that, for 0
We shall show that (3.5) is true for all t > 0. From (3.4) we see that (3.5) holds for sufficiently large t. Suppose that (3.5) is not true for all t. Then there exists t 0 > T (τ 1 , τ 2 ) such that φ(t 0 , τ 1 ) = φ(t 0 , τ 2 ) and φ (t 0 , τ 1 ) ≤ φ (t 0 , τ 2 ), where the prime denotes the derivative in t. However, as t 0 > T (τ 1 , τ 2 ), we have
a contradiction. Hence (3.5) is true for all t > 0.
The following observation will be used later. Then λ is equal to the lowest eigenvalue λ(τ ) of (3.1), and the function u associated with φ by (3.3) is an eigenfunction.
Proof of Theorem 3.2. Suppose that λ(τ ) has at least two minimum points τ 1 < τ 2 < 0, λ(τ 1 ) = λ(τ 2 ) = λ 0 . We shall show that there exist τ * ∈ (τ 1 , τ 2 ) and λ * < λ 0 such that (1.19) has a global solution φ, and
Then, using Lemma 3.4, we see that λ * is an eigenvalue of (3.1) with τ = τ * . This contradicts the fact that λ 0 is the minimum of λ(τ ).
Step 1. We introduce some notation. Computation shows that, for τ 1 < τ < τ 2 ,
So we have, for
Step 2. Consider local solutions on [0, t * ]. Using (3.7) and applying the Comparison Principle, we see that, for every τ 1 < τ < τ 2 , there exists a number t * > 0 such that the equation
has a unique solution φ * (t, τ ) satisfying φ(0) = 0, which is well defined on [0, t * ], and
Let a(τ ) = φ * (t * , τ). From (3.8) we see that a(τ ) is continuous and strictly increasing for τ ∈ [τ 1 , τ 2 ], and
Step 3. Consider solutions on [t * , +∞). From Lemma 2.1, for every τ ∈ (τ 1 , τ 2 ) and λ = λ * (τ ), there exists a number T * (τ ) such that (2.1) has a unique solution y * (t, τ ) which is positive for t > T * (τ ), and satisfies
Then ψ * (·, τ) solves (3.9) for t > T * (τ ), and for large t it satisfies the following estimate: 
Step 4. We show that b(τ ) − a(τ ) changes its sign in the interval (τ 1 , τ 2 ). We prove this by contradiction. Suppose not. We have the following alternatives:
Step 4.1. We show that Case 1 cannot happen. Suppose Case 1 happens. Then for every τ ∈ (τ 1 , τ 2 ), the curve of φ * (·, τ) lies below the curve of ψ * (·, τ), and eventually leaves the region bounded by φ(·, τ 1 ) and φ(·, τ 2 ) through the curve φ(·, τ 1 ) at time t = t(τ ), and t(τ ) > t * . Let [0, T (τ )) be the rightward maximal existing interval for φ * (t, τ ). Then we have t * < t(τ ) < T (τ ), and
Then ω(t) > 0 for 0 < t < T (τ ), and (3.12) where 
G(t) < +∞.
Hence ω(t) remains bounded in its rightward existing interval. This implies that the rightward maximal existing interval of φ * (t, τ ) is [0, +∞), i.e., T (τ ) = +∞.
From (3.12) we see that, if τ 2 − τ is small, then ω(t) < τ 2 − τ 1 2 for all large t.
However, from (3.11) we see that, when t is large,
This contradiction implies that Case 1 cannot happen.
Step 4.2. Similarly we can show that Case 2 cannot happen. To prove this, instead of ω(t), we consider the function ξ(t) = φ * (t, τ ) − φ(t, τ 1 ). The details are omitted.
Step 5. From Steps 2-4 we conclude that there exists a number τ
Then φ * (t) is a solution of (1.19) for τ = τ * , λ = λ * (τ * ), and
From the asymptotic behavior of φ(t, τ 1 ) we see that (3.6) holds. Thus, from Lemma 3.4 we conclude that when τ = τ * (2.1) has an eigenvalue λ * (τ * ) < λ 0 . This contradicts the fact that λ 0 is the minimum. Theorem 3.2 is proved.
In the following we always denote by τ 0 the (unique) minimum point of the function λ(τ ), denote λ 0 = λ(τ 0 ) = min τ λ(τ ), and denote by u the positive eigenfunction of (3.1) for τ = τ 0 and λ = λ 0 .
Proposition 3.5. We have
(3.13)
Proof. For any h we have
So the first equality holds.
Extend u to negative t by letting u(t) = u(0) for t < 0. Denote u h (t) = u(t + h) and set
f attains its minimum at h = 0. The second equality follows from f (0) = 0. Let v a (t) = u( t a ), a > 0, and consider
g attains its minimum at a = 1. So g (1) = 0, which gives the third equality.
Corollary 3.6 ([DH]). Assume that q(t, τ ) = q(t + τ ).
If λ 0 is the minimum of λ(τ ) and τ 0 is a minimum point, then λ 0 = q(τ 0 ).
Proof. In fact, in this case we have
From the first two equalities in Proposition 3.5 we find that λ 0 = q(τ 0 ).
For the Sturm-Liouville problem (3.1), q(t, τ ) = 1 4 (t 2 + 2τ ) 2 . Let u be the eigenfunction of (3.1) associated with the minimum of the lowest eigenvalue λ 0 = λ(τ 0 ). Then we have
(3.14)
Note that the last two equalities of (3.14) are derived from the first and third equalities in (3.13). §4. An Eigenvalue Problem in R
2
In this section we shall prove Theorem 3 concerning the eigenvalue problem (1.6), where
We first rotate the coordinate system to simplify (1.6). Set
and let φ(y) = ψ(x) = ψ(y 1 cos ϑ − y 2 sin ϑ, y 1 sin ϑ + y 2 cos ϑ).
Furthermore, let
We find that
Thus in the rest of this section we always assume
and write (1.6) as follows:
where
See [M] (Theorem 4) for the proof of Lemma 4.1. As mentioned in §1, the following lemma is needed in order to apply the Fprinciple.
Lemma 4.2.
There exists a constant C > 0 such that, for any bounded eigenfunction ϕ of (4.2) and for any a < b,
Proof. We follow the line in [LP2] (Section 5). Let η be a cut-off function with a compact support spt η. From (4.2) we have
Fix l > 0 and assume that spt η ⊂ {(y 1 , y 2 ) : y 2 > l}. From (4.3) we have
Combining this and (4.5), we get
After approximation we may choose η = η 1 (y 1 )η 2 (y 2 ), where
Letting n → +∞, we get:
Similarly we deal with the integral on {y 2 < 0}. Now we fix l > λ+2 and 0 < ε < 1, and find a constant C, depending only on l and ε, such that
. (4.4) follows from this inequality by translation.
Proof of Theorem 3.
Recall that the lowest eigenvalue of (4.2) is equal to the minimum value λ 0 of the function λ(τ ), see [M] .
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Let ϕ be a bounded eigenfunction of (4.2) associated with the lowest eigenvalue λ 0 . Letφ(z, y 2 ) be the Fourier transformation of ϕ(y 1 , y 2 ) with respect to the variable y 1 in the sense of distribution. Following the arguments in [LP2] (Section 5), we can show that, for any y 2 , the support ofφ(·, y 2 ) either is empty or contains only the minimum point τ 0 of λ(τ ). Thereforeφ(z, y 2 ) can be represented as
where N (y 2 ) and c k (y 2 ) may depend on y 2 , and δ(z − τ 0 ) is the Dirac delta function supported at τ 0 . Since ϕ is bounded, we find that c k (y 2 ) = 0 for all k > 0. Hence
where u is a bounded function. Plugging it into (4.2), we find that u(y 2 ) satisfies
So u is exactly the eigenfunction of (1.9) associated with the lowest eigenvalue
In this section we study the eigenvalue problem (1.7) and prove Theorem 4, where A was given in Section 1. Let
Then ϕ satisfies (1.11). Hence in the following we assume that
and write (1.11) as follows:
To simplify notation, in this section we denote λ(R 2 + , ϑ) by λ + (ϑ), namely,
Proof. Given a function ψ, let φ(x) = ψ(−x 1 , x 2 ). We compute
Hence λ + (−ϑ) = λ + (ϑ).
From the above two equalities we get Lemma 5.1.
In the following we assume 0 ≤ ϑ < π.
Lemma 5.2. Let λ 0 be the number given in (1.10).
with eigenfunctions given in Theorem 4, conclusion (i).
Proof.
Step 1. We show (i). Let u be the eigenfunction of (1.16) with τ = τ 0 associated with the eigenvalue λ 0 . Let η n be a cut-off function supported in {(x 1 , x 2 ) : |x 1 | < n}, and choose
as a test function. Computing the related integrals and then letting n → ∞, we find that λ + (0) ≤ λ 0 . Note that when ϑ = 0, (5.1) is reduced to (1.12) with the homogeneous Neumann condition on ∂R 2 + , and e iτ0x1 u(x 2 ) is a bounded eigenfunction of (5.1) associated with the eigenvalue λ 0 . Now, let ϕ be a bounded eigenfunction of (5.1) associated with the lowest eigenvalue λ + (0). Then ∂ 2 ϕ(x 1 , 0) = 0. Extend ϕ by letting ψ(x) = ϕ(x 1 , x 2 ) for x 2 ≥ 0 and ϕ(−x 1 , x 2 ) for x 2 < 0. Then ψ is an eigenfunction of (1.8). Hence λ + (0) ≥ λ 0 . From Theorem 3 we conclude that ψ(x) = ce iτ0x1 u(x 2 ). So the conclusion holds.
Step 2. We show that λ + (ϑ) < λ 0 if 0 < ϑ < π and ϑ = π 2 . From Lemma 5.1 we may assume 0 < ϑ < π 2 . We follow the idea in [LP5] (Section 3) to find a test function.
By gauge invariance, we choose the vector field
Then we introduce new coordinates y = (y 1 , y 2 ) as in (4.1). Note that x 2 > 0 if and only if y 2 > −y 1 tan ϑ. For any given function φ(x), we choose ϕ such that
where τ 0 is the unique minimum point of λ(τ ). Then we have
Now we let u be the positive eigenfunction of (3.1) associated with the lowest eigenvalue λ 0 = λ(τ 0 ), and choose
where g is a smooth function with compact support and is to be determined later. Let
We have
Integrating by parts and using (3.1), we get
Noting that f = −2uu , we get
Let η be a cut-off function such that η = 1 for |t| ≤ n, η = 0 for |t| > 2n, and
Recall that u decays exponentially. We compute
Now we choose large n such that
Returning to the original variables, we find a test function, and conclude that λ + (ϑ) < λ 0 .
Step 3. We show that λ + ( π 2 ) < λ 0 . Let u be the positive eigenfunction of the equation (1.9) associated with the lowest eigenvalue λ 0 = λ(τ 0 ) such that u L 2 = 1. Choose
where a > 0, g and ξ are real functions, all to be determined later. We have
Here
Here we have used the fact u L 2 = 1. Now we fix b > 0. Choose l > 0 large, µ > 0 and ε > 0 small, such that
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and (after approximation)
With the above choice we have
is an eigenfunction of λ + (π − ϑ). So we only need to consider ϑ that lies in (0,
Step 1. In order to prove the existence of eigenfunctions in W 1,2 (R 2 + , A), we consider a series of approximation problems. Define
It is easy to see that λ n (ϑ) is achieved. Obviously {λ n (ϑ)} ∞ n=1 is a decreasing sequence, and lim n→∞ λ n (ϑ) = λ + (ϑ). Let ψ n be a minimizer for
The elliptic estimates show that {ψ n } is uniformly bounded. Now we extend ψ n onto R 2 + by letting ψ n = 0 on R 2 + \ B + n . We have
Step 2. In the following we show that {ψ n } has a subsequence that strongly converges in L 2 (R 
To prove (5.4), we introduce new coordinates y = (y 1 , y 2 ) by (4.1) and let ψ n (y) = ψ n (x). Let Ω n = {y ∈ R 2 + : |y| < n, y 1 sin ϑ + y 2 cos ϑ > 0}, Γ n = {y ∈ ∂Ω n : y 1 sin ϑ + y 2 cos ϑ = 0},
Thenψ n satisfies the following equation:
Here ν = (ν 1 , ν 2 ) is the unit outward normal vector of Γ n . Introduce
n (y). We shall show that {φ n } is uniformly bounded. Then (5.4) follows.
Suppose it were not true. After passing to a subsequence we may assume that for every n there exists a point (a n , b n ) ∈ Ω n such that
Recall that {ψ n } is uniformly bounded. So we must have
In the following we shall consider the rescaled functions near (a n , b n ). Without loss of generality we may assume b n → +∞, and rewrite the equation in the region Ω + n = {y ∈ Ω n : y 2 > 0} (if b n → −∞ we rewrite the equation in the region Ω − n = {y ∈ Ω n : y 2 < 0}). In the region Ω + n we have φ n (y) = e δy2ψ n (y), and we write the equation for φ n as follows:
Then ϕ n (z) satisfies the following equation: Since spt (ηψ n ) ⊂ R 2 + , we have
Combining this with (5.9), we find that
Letting m → +∞, we get
Choose η 2 such that η 2 (x 2 ) = 0 if x 2 < l 2 and η 2 (x 2 ) = 1 if x 2 > l. From the above inequality we get
So (5.8) is true.
Step 4. From (5.7) and (5.8) we see that the sequence {ψ n } is precompact in L 2 (R 2 + ). After passing to a subsequence we may assume that ψ n → ψ weakly in W 1,2 (R Proof of Theorem 2. We shall estimate the value of µ(bF) for large b, where curl F has non-degenerate zeros, namely, H 0 = curl F satisfies the condition (1.1) stated in the Introduction. We shall adopt the arguments in [LP3] (Sections 6 and 7). So only the outline is given below.
To derive the upper bound for µ(bF), we choose a test function by modifying the eigenfunctions of (1.6) and (1.11), and use the local decomposition formula in [LP3] (Lemmas 3.1, 3.2) . We can show that lim sup b→∞ µ(bF) |b| 2/3 ≤ α 1 (H 0 ) 2/3 , (6.2) where α 1 (H 0 ) was given in (1.3).
To derive a lower bound, let b → +∞ and let ψ b (x) be the eigenfunction of (1. Combining (6.2), (6.3) and (6.4), we get the first conclusion in Theorem 2.
Next let {x b } ⊂ Ω be such that lim sup
The above discussion shows that the limiting points of {x b } must lie inZ(H 0 ). So the second conclusion of Theorem 2 follows.
Proof of Theorem 1. Using Theorem 2 and adopting the arguments in [LP4] (proofs of Theorems 1.1 and 1.3), we obtain Theorem 1. The details are omitted here.
