SEGMENTASI CITRA MENGGUNAKAN

LEVEL SET UNTUK ACTIVE CONTOUR BERBASIS






KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan  
Berdasarkan hasil pengujian dapat disimpulkan : 
1. Telah berhasil mengembangkan code program untuk segmentasi citra 
menggunakan metode level set untuk active contour berbasis CPU C++ 
dengan tingkat error 8,13%-15,83% dan GPU CUDA dengan tingkat error   
3,76% - 12,62% dibandingkan dengan matlab zhang et al (2009).  
2. Berdasarkan beberapa pengujian dari beberapa citra uji coba dan beberapa 
perangkat yang berbeda dapat disimpulkan bahwa : 
a. Menggunakan GPU NVIDIA Geforce GTX 660 dapat mempercepat proses 
komputasi hingga 34-42x lipat lebih cepat dibandingkan dengan proses 
komputasi  menggunakan CPU core i5 3330.  
b. Menggunakan GPU NVDIA Geforce GT 635M dapat mempercepat proses 
komputasi hingga 17-34x lipat lebih cepat dibandingkan dengan proses 








5.2. Saran  
Aplikasi dapat dikembangkan lebih lanjut sebagai bahan penelitian lebih 
lanjut, seperti: 
a. Pengembangan menggunakan memory CUDA yang lain seperti shared 
memory, texture memory, yang kinerja dapat lebih cepat dan lebih efisien. 
b. Pengembangan aplikasi juga dapat dikembangkan  pada segmentasi citra 
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#include <iostream>  
#include <fstream>   
#include <iomanip>  
using namespace std; 
 
#define IMAGE "b_256.bmp" 
#define KEY_ESCAPE 27 
 
const int  iterasi  = 5000; 
const int  batas   = 500; 
const int  status  = 1;  
const char  *type   = ".txt"; 
const char  *nama_txt_time = "time_b_256.txt"; 
const float epsilon = 1.5; 
const float timestep = 1; 
const float sigma = 3; 
const float sigma_phi = 0.5; 
const char *image_path = IMAGE; 
const int kernel_size = 5; 
const int kernel_size_phi = 5; 
 
#ifdef _WIN32 






    short type; 
    int size; 
    short reserved1; 
    short reserved2; 








    int size; 
    int width; 
    int height; 
    short planes; 
    short bitsPerPixel; 
    unsigned compression; 
    unsigned imageSize; 
    int xPelsPerMeter; 
    int yPelsPerMeter; 
    int clrUsed; 





    unsigned char x, y, z, w; 
} uchar4; 
 
typedef struct { 
    int width; 
 int height; 
 char* title; 
 
 float field_of_view_angle; 
 float z_near; 












































void LoadBMPFile(uchar4 **dst, int *width, int *height, const char 
*name); 
void kernel_gaussian(float *kernel, float sigma, int kernel_size); 
void konvolusi_CPU(float *pixel_data_in,float *pixel_data_out,  
 float *kernel, int kernel_size, float sigma); 
void delta_h(float *phi, float *diract_phi, float epsilon); 
void heaviside(float *phi, float *h_phi, float epsilon); 
void update_c(float *h_phi, float *c, int status); 
void update_f(float *D, float *c, float *f); 
void update_m(float *f, float *c, float *m); 
void update_phi(); 






int main(int argc, char** argv) 
{ 
 FILE *fp; 
 Timer t; 
 int c = 0; 
 
 //memanggil fungsi LoadBMPfile 
 LoadBMPFile(&h_Src, &imageW, &imageH, image_path); 
 
 //daftar memory untuk array yang digunakan 
 if((D_in = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nD_in NULL\n"); 
 } 
 if((D_out = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nD_out NULL\n"); 
 } 
 if((phi = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nphi NULL\n"); 
 } 
 if((phi_out = (float *)malloc(imageW*imageH*sizeof(float))) 






  printf("\nphi_out NULL\n"); 
 } 
 if((m1 = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nm1 NULL\n"); 
 } 
 if((m2 = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nm2 NULL\n"); 
 } 
 if((f1 = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nf1 NULL\n"); 
 } 
 if((f2 = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nf2 NULL\n"); 
 } 
 if((c1 = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nc1 NULL\n"); 
 } 
 if((c2 = (float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nc2 NULL\n");} 
 if((f1_out = (float *)malloc(imageW*imageH*sizeof(float))) 
  ==NULL) 
 { 
  printf("\nf1_out NULL\n"); 
 } 
 if((f2_out = (float *)malloc(imageW*imageH*sizeof(float))) 
  ==NULL) 
 { 
  printf("\nf2_out NULL\n");} 
 if((c1_out = (float *)malloc(imageW*imageH*sizeof(float))) 
  ==NULL) 
 { 
  printf("\nc1_out NULL\n"); 
 } 
 if((c2_out = (float *)malloc(imageW*imageH*sizeof(float))) 
  ==NULL) 
 { 
  printf("\nc2_out NULL\n"); 
 } 
 if((coba_konv = (float *)malloc(imageW*imageH*sizeof(float))) 
  ==NULL) 
 { 
  printf("\nc2 NULL\n");} 
if((heaveside_phi =  
  (float*)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nheaveside NULL\n"); 
 } 






  printf("\nh_phi NULL\n"); 
 } 
 if((diract_phi = (float *)malloc(imageW*imageH*sizeof(float))) 
  ==NULL) 
 { 
  printf("\ndiract_phi\n"); 
 } 
 if((gaussian_matrix=(float *)malloc 
  (kernel_size*kernel_size*sizeof(float)))==NULL)  
 { 
  printf("\gaussian_matrix\n"); 
 } 
 if((gaussian_matrix_phi=(float *)malloc 
  (kernel_size_phi*kernel_size_phi*sizeof(float)))==NULL)  
 { 
  printf("\gaussian_matrix_phi\n"); 
 } 
  
 //membaca nilai pixel 
 for(row=0;row<imageW;row++) 
 { 
  for(col=0;col<imageH;col++) 
  { 
   D_in[row*imageW+col] = h_Src[row*imageW+col].x; 
  } 
 } 
 
 //inisialisasi nilai phi 
 init_phi(); 
 
 //inisialisasi kernel gaussian untuk konvolusi pada fungsi 
   rectangular window 
 kernel_gaussian(gaussian_matrix, sigma, kernel_size); 
 
 //inisialisasi kernel gaussian untuk konvolusi pada  
  nilai phi baru 
 kernel_gaussian(gaussian_matrix_phi, sigma_phi, 
  kernel_size_phi); 
  
 //memulai perhitungan waktu 
     t.start(); 
  
 //update phi dengan jumlah iterasi yang ditentukan pada  
varibel iterasi  
 for(its=0;its<iterasi;its++) 
 { 
  //memanggil prosedur update_phi() 
  update_phi(); 
 
  c += 1; 
  if(c % batas == 0) 
  { 





   if(status == 1) 
   { 
    time2 = t.getElapsedTimeInMilliSec(); 
    if((fp=fopen(nama_txt_time,"a")) == NULL)  
    { 
     printf("Cannot open file.\n"); 
     exit(1); 
    } 
    fprintf (fp, "\n"); 
    fprintf (fp, "Time iterasi %d = %0.2f detik", c, 
     (time2/1000));  
    fprintf (fp, "\n"); 
   } 
   //menyimpan data phi pada file txt pada batas yang 
    ditentukan 
   else if (status == 2) 
   { 
    printf("\niterasi ke %d : %f ms\n", c, time2); 
    sprintf(filename, "%s%d%s", one,c,type); 
    save_to_file(phi,filename); 
   } 
 } 
 printf("\nITERASI = %d ... SELESAI\n",its); 
 
 //waktu perhitungan berhenti 
 t.stop(); 
     time1 = t.getElapsedTimeInMilliSec(); 
     printf("\nNormal LIF : %f ms\n", time1); 
 













 * Copyright 1993-2007 NVIDIA Corporation.  All rights reserved. 
 * 
 * NOTICE TO USER: 
 * 
 * This source code is subject to NVIDIA ownership rights under 
U.S. and 
 * international Copyright laws.  Users and possessors of this 
source code 
 * are hereby granted a nonexclusive, royalty-free license to use 
this code 






 * NVIDIA MAKES NO REPRESENTATION ABOUT THE SUITABILITY OF THIS 
SOURCE 
 * CODE FOR ANY PURPOSE.  IT IS PROVIDED "AS IS" WITHOUT EXPRESS OR 
 * IMPLIED WARRANTY OF ANY KIND.  NVIDIA DISCLAIMS ALL WARRANTIES 
WITH 
  * REGARD TO THIS SOURCE CODE, INCLUDING ALL IMPLIED 
WARRANTIES OF 
 * MERCHANTABILITY, NONINFRINGEMENT, AND FITNESS FOR A PARTICULAR 
PURPOSE. 
 * IN NO EVENT SHALL NVIDIA BE LIABLE FOR ANY SPECIAL, INDIRECT, 
INCIDENTAL, 
 * OR CONSEQUENTIAL DAMAGES, OR ANY DAMAGES WHATSOEVER RESULTING 
FROM LOSS 
 * OF USE, DATA OR PROFITS,  WHETHER IN AN ACTION OF CONTRACT, 
NEGLIGENCE 
 * OR OTHER TORTIOUS ACTION,  ARISING OUT OF OR IN CONNECTION WITH 
THE USE 
 * OR PERFORMANCE OF THIS SOURCE CODE. 
 * 
 * U.S. Government End Users.   This source code is a "commercial 
item" as 
 * that term is defined at  48 C.F.R. 2.101 (OCT 1995), consisting  
of 
 * "commercial computer  software"  and "commercial computer 
software 
 * documentation" as such terms are  used in 48 C.F.R. 12.212 (SEPT 
1995) 
 * and is provided to the U.S. Government only as a commercial end 
item. 
 * Consistent with 48 C.F.R.12.212 and 48 C.F.R. 227.7202-1 through 
 * 227.7202-4 (JUNE 1995), all U.S. Government End Users acquire 
the 
 * source code with only those rights set forth herein. 
 * 
 * Any use of this source code in individual and commercial 
software must 
 * include, in the user documentation and internal comments to the 
code, 
 * the above Disclaimer and U.S. Government End Users Notice. 
 */ 
 
    BMPHeader hdr; 
    BMPInfoHeader infoHdr; 
    int x, y; 
 
    FILE *fd; 
 
 
    printf("Loading %s...\n", name); 
    if(sizeof(uchar4) != 4){ 
        printf("***Bad uchar4 size***\n"); 
        exit(0); 






    if( !(fd = fopen(name,"rb")) ){ 
        printf("***BMP load error: file access denied***\n"); 
        exit(0); 
    } 
 
    fread(&hdr, sizeof(hdr), 1, fd); 
    if(hdr.type != 0x4D42){ 
        printf("***BMP load error: bad file format***\n"); 
        exit(0); 
    } 
    fread(&infoHdr, sizeof(infoHdr), 1, fd); 
 
    if(infoHdr.bitsPerPixel != 24){ 
        printf("***BMP load error: invalid color depth***\n"); 
        exit(0); 
    } 
 
    if(infoHdr.compression){ 
        printf("***BMP load error: compressed image***\n"); 
        exit(0); 
    } 
 
    *width  = infoHdr.width; 
    *height = infoHdr.height; 
    *dst    = (uchar4 *)malloc(*width * *height * 4); 
 
    printf("BMP width: %u\n", infoHdr.width); 
    printf("BMP height: %u\n", infoHdr.height); 
 
    fseek(fd, hdr.offset - sizeof(hdr) - sizeof(infoHdr), SEEK_CUR); 
 
    for(y = 0; y < infoHdr.height; y++){ 
        for(x = 0; x < infoHdr.width; x++){ 
            (*dst)[(y * infoHdr.width + x)].z = fgetc(fd); 
            (*dst)[(y * infoHdr.width + x)].y = fgetc(fd); 
            (*dst)[(y * infoHdr.width + x)].x = fgetc(fd); 
        } 
 
        for(x = 0; x < (4 - (3 * infoHdr.width) % 4) % 4; x++) 
            fgetc(fd); 
    } 
    if(ferror(fd)){ 
        printf("***Unknown BMP load error.***\n"); 
        free(*dst); 
        exit(0); 
    }else 
        printf("BMP file loaded successfully!\n"); 
 
    fclose(fd); 
} 
 
void kernel_gaussian(float *kernel, float sigma, int kernel_size) 
{ 





    float sum = 0.0; 
    int half = (kernel_size-1)/2; 
 
    for(int x = (-1*half); x <= half; x++) 
    { 
        for(int y = (-1*half); y <= half; y++) 
        { 
            r = sqrt((float)(x*x + y*y)); 
            kernel[kernel_size*(x+half)+(y+half)] =  
(exp(-(r*r)/s))/(M_PI * s); 
            sum += kernel[kernel_size*(x+half)+(y+half)]; 
  } 
    } 
   
    for(int i = 0; i < kernel_size; ++i) 
    { 
        for(int j = 0; j < kernel_size; ++j) 
{ 
 kernel[kernel_size*i+j] /= sum; 
} 
     } 
} 
 
void konvolusi_CPU(float *pixel_data_in,float *pixel_data_out,  
 float *kernel, int kernel_size, float sigma) 
{ 
    float sum = 0.0; 
 int half = (kernel_size-1)/2; 
 int row_i=0; 
 int col_j=0; 




  for(col=0;col<imageH;col++) 
  { 
   sum = 0; 
   for(int i=-half;i<=half;i++) 
   { 
    row_i = row + i; 
    for(int j=-half;j<=half;j++) 
    { 
     col_j = col + j; 
     temp =0; 
     if((col_j>=0)&&(col_j<imageH) 
      &&(row_i>=0)&&(row_i<imageW)) 
     { 
      temp=pixel_data_in[row_i*imageW+col_j]; 
     } 
     sum+=temp* 
      kernel[(i+half)*kernel_size+(j+half)]; 
    } 
   } 









void heaviside(float *phi, float *h_phi, float epsilon) 
{ 
 for(int row=0;row<imageW;row++) 
 { 
  for(int col=0;col<imageH;col++) 
  { 
   h_phi[row*imageW+col] =  
0.5 * (1 + (2/M_PI) * atan(phi[row*imageW+col]/epsilon)); 




void update_c(float *h_phi, float *c, int status)  
{ 
 for(int row=0;row<imageW;row++) 
 { 
  for(int col=0;col<imageH;col++) 
  { 
   if(status == 1) 
   { 
    c[row*imageW+col] = h_phi[row*imageW+col];  
   } 
   else  
   { 
    c[row*imageW+col] = 1-h_phi[row*imageW+col]; 
   } 
  } 
 }  
} 
 
void update_f(float *D, float *c, float *f) 
{ 
 for(int row=0;row<imageW;row++) 
 { 
  for(int col=0;col<imageH;col++) 
  { 
    
   f[row*imageW+col] = 
     D[row*imageW+col]*c[row*imageW+col];  
    




void update_m(float *f, float *c, float *m) 
{ 
 for(int row=0;row<imageW;row++) 
 { 
  for(int col=0;col<imageH;col++) 





   m[row*imageW+col] = 
     f[row*imageW+col]/c[row*imageW+col];  
  } 


















  for(col=0;col<imageH;col++) 
  { 
   N = row*imageW+col; 
   phi_out[N] = phi[N] + timestep * diract_phi[N] *  
((D_in[N]-(m1[N]*heaveside_phi[N])-(m2[N]* 
(1-heaveside_phi[N])))*(m1[N]-m2[N])); 
  } 
 } 
 konvolusi_CPU(phi_out, phi_out, gaussian_matrix_phi,  
kernel_size_phi, sigma_phi); 
 phi = phi_out; 
} 
void delta_h(float *phi, float *diract_phi, float epsilon) 
{ 
 for(int row=0;row<imageW;row++) 
 { 
  for(int col=0;col<imageH;col++) 
  { 
   diract_phi[row*imageW+col] =  
    epsilon/(M_PI*((epsilon*epsilon)+ 
    (phi[row*imageW+col]*phi[row*imageW+col]))); 
  } 
 } 
} 
void save_to_file(float *data_array, const char *name) 
{ 
 FILE *fp; 
 if((fp=fopen(name,"w")) == NULL)  
 { 
  printf("Cannot open file.\n"); 








  for(col=0;col<imageH;col++) 
  { 
   /* write to file */ 
   fprintf(fp,"%4.4f", 
    data_array[((imageW-1)-row)*imageW+col]);  
   fprintf(fp,"\t"); 
  } 
  fprintf(fp,"\n"); 
 } 


























 printf("\nInisialisasi phi... SUKSES...\n"); 
 for(row=0;row<imageW;row++) 
 { 
  for(col=0;col<imageH;col++) 
  { 
   if((row<15)||(col<15)||(row>(imageW-15))|| 
    (col>(imageH-15))) 
   { 
    phi[row*imageW+col] = 1; 
   } 
   else  
   { 
    phi[row*imageW+col] = -1; 
   } 












// High Resolution Timer. 
// This timer is able to measure the elapsed time with 1 micro-second 
accuracy 
// in both Windows, Linux and Unix system  
// 
//  AUTHOR: Song Ho Ahn (song.ahn@gmail.com) 
// CREATED: 2003-01-13 
// UPDATED: 2006-01-13 
// 















    QueryPerformanceFrequency(&frequency); 
    startCount.QuadPart = 0; 
    endCount.QuadPart = 0; 
#else 
    startCount.tv_sec = startCount.tv_usec = 0; 
    endCount.tv_sec = endCount.tv_usec = 0; 
#endif 
 
    stopped = 0; 
    startTimeInMicroSec = 0; 



















// start timer. 





    stopped = 0; // reset stop flag 
#ifdef WIN32 
    QueryPerformanceCounter(&startCount); 
#else 








// stop the timer. 





    stopped = 1; // set timer stopped flag 
 
#ifdef WIN32 
    QueryPerformanceCounter(&endCount); 
#else 








// compute elapsed time in micro-second resolution. 







    if(!stopped) 
        QueryPerformanceCounter(&endCount); 
 
    startTimeInMicroSec = startCount.QuadPart * (1000000.0 / 
frequency.QuadPart); 







    if(!stopped) 
        gettimeofday(&endCount, NULL); 
 
     startTimeInMicroSec = (startCount.tv_sec *1000000.0) +  
  startCount.tv_usec; 
     endTimeInMicroSec = (endCount.tv_sec * 1000000.0) +  
  endCount.tv_usec; 
#endif 
 
























































#include <iostream>  
#include <fstream>   







using namespace std; 
 
#define IMAGE "c_512.bmp" //patch image 
 
const int iterasi = 40000; 
const int batas  = 2000; 
const int status  = 1; //1 waktu, 2 phi 
const char* one  = "phi_c_512_"; 
const char* type  = ".txt"; 
const char* nama_txt_phi_awal  = "phi_c_512_0.txt"; 
const char* nama_txt_time  = "time_c_512.txt"; 
const int x = 16; 




float *D_in, *dev_D_in; 
float *D_out, *dev_D_out; 
float *phi, *phi_in, *phi_out,*dev_phi_in, *dev_phi_out; 
float *h_phi_in, *dev_h_phi_in; 
float *h_phi_out, *dev_h_phi_out; 
float *diract_phi, *dev_diract_phi; 
float *m1, *dev_m1; 
float *m2, *dev_m2; 
float *f1, *dev_f1, *dev_f1_out; 
float *f2, *dev_f2, *dev_f2_out; 
float *c1, *c1_out, *dev_c1, *dev_c1_out; 
float *c2, *c2_out, *dev_c2, *dev_c2_out; 
float *coba_konv, *dev_coba_konv; 





float *gaussian_matrix_phi, *dev_gaussian_matrix_phi; 
 
uchar4 *h_Src; 
int  imageSize; 
int  N; 
int  row; 
int  col; 
int  imageW; 
int  imageH; 
int  DIM; 
int  its=0; 
float time1; 
float sum = 0; 
 
const float epsilon   = 1.5; 
const float timestep   = 1; 
const float sigma   = 3; 
const float sigma_phi   = 0.5; 
const char *image_path  = IMAGE; 
const int  kernel_size  = 5; 
const int  kernel_size_phi  = 5; 
 
void LoadBMPFile(uchar4 **dst, int *width, int *height,  
 const char *name); 
void init_phi(float *phi); 
void kernel_gaussian(float *kernel, float sigma, int kernel_size,  
 const char *name); 
void konvolusi_CPU(float *pixel_data_in,float *pixel_data_out,  
 float *kernel, int kernel_size, float sigma); 
void pixel_data_h(float *pixel_data_in, float *pixel_data_out,  
 float *h_phi_out, int status); 
void heaviside(float *phi, float *h_phi_out, float epsilon); 
void m(float *pixel_data_in, float *pixel_data_out, float *h_phi_out,  
 float *m, int status); 
void delta_h(float *phi, float *diract_phi, float epsilon); 








__global__ void update_phi_GPU(float *phi_in,float *phi_out,  
 float *diract_phi, float *h_phi_in, float *m1, float *m2,  
 float *D_in, float timestep, int DIM)  
{ 
 int x = threadIdx.x + blockIdx.x * blockDim.x; 
     int y = threadIdx.y + blockIdx.y * blockDim.y;  
 
 int N = x*DIM+y; 
  








__global__ void delta_h_GPU(float *phi_in, float *diract_phi,  
 float epsilon, int DIM, float PI) 
{ 
 int x = threadIdx.x + blockIdx.x * blockDim.x; 
     int y = threadIdx.y + blockIdx.y * blockDim.y; 
 
 int N = x*DIM+y; 
   
 diract_phi[N] = epsilon/(PI*((epsilon*epsilon)+ 
  (phi_in[N]*phi_in[N])));  
} 
 
__global__ void heaviside_GPU(float *phi_in, float *h_phi_in,  
 float *h_phi_out,float epsilon, int DIM) 
{ 
 int x = threadIdx.x + blockIdx.x * blockDim.x; 
     int y = threadIdx.y + blockIdx.y * blockDim.y; 
 int N = x*DIM+y; 
 h_phi_in[N] = 0.5 * (1 + (2/M_PI) * atan(phi_in[N]/epsilon)); 
 h_phi_out[N] = h_phi_in[N]; 
} 
 
__global__ void konvolusi_GPU(float *pixel_data_in,  
 float *pixel_data_out, float *kernel_gaussian, int kernel_size,  
 int DIM) 
{ 
 int x = threadIdx.x + blockIdx.x * blockDim.x; 
     int y = threadIdx.y + blockIdx.y * blockDim.y; 
 
 int x_i = 0;  
 int y_j = 0; 
 float sum = 0.0; 
 float temp = 0.0; 
 int half = (kernel_size-1)/2; 
 
 for (int i=(-1*half);i<=half;++i) 
 { 
  x_i = x+i; 
  for(int j=(-1*half);j<=half;++j) 
  { 
   y_j = y+j; 
   temp = 0; 
   if((x_i>=0)&&(x_i<DIM)&&(y_j>=0)&&(y_j<DIM)) 
   { 
    int N = y_j*DIM+x_i; 
    temp = pixel_data_in[N]; 
   } 
   sum += (temp *  
    kernel_gaussian[(i+half)*kernel_size+(j+half)]); 
  } 
 } 







__global__ void update_c_GPU(float *h_phi, float *c, int status,  
 int DIM) 
{ 
 int x = threadIdx.x + blockIdx.x * blockDim.x; 
     int y = threadIdx.y + blockIdx.y * blockDim.y; 
   












__global__ void update_f_GPU(float *D, float *c, float *f, int DIM) 
{ 
 int x = threadIdx.x + blockIdx.x * blockDim.x; 
     int y = threadIdx.y + blockIdx.y * blockDim.y; 
   
 int N = x*DIM+y; 
 
 f[N] = D[N]*c[N]; 
} 
 
__global__ void update_m_GPU(float *f, float *c, float *m, int DIM) 
{ 
 int x = threadIdx.x + blockIdx.x * blockDim.x; 
     int y = threadIdx.y + blockIdx.y * blockDim.y; 
   
 int N = x*DIM+y; 
 





 DIM = imageW; 
 dim3 thread (x,y) ; 
 dim3 block (imageW /x,imageH /y) ; 
 
 delta_h_GPU<<<block,thread>>>(dev_phi_in, dev_diract_phi,epsilon,  
  DIM, M_PI); 
 heaviside_GPU<<<block,thread>>>(dev_phi_in,dev_h_phi_in, 
  dev_h_phi_out,epsilon,DIM); 
 update_c_GPU<<<block,thread>>>(dev_h_phi_in, dev_c1, 1, DIM); 
 update_c_GPU<<<block,thread>>>(dev_h_phi_in, dev_c2, 2, DIM); 
 update_f_GPU<<<block,thread>>>(dev_D_in, dev_c1, dev_f1, DIM); 






  dev_gaussian_matrix,kernel_size,DIM); 
 konvolusi_GPU<<<block,thread>>>(dev_c2,dev_c2_out, 
  dev_gaussian_matrix,kernel_size,DIM); 
 konvolusi_GPU<<<block,thread>>>(dev_f1,dev_f1_out, 
  dev_gaussian_matrix,kernel_size,DIM); 
 konvolusi_GPU<<<block,thread>>>(dev_f2,dev_f2_out, 
  dev_gaussian_matrix,kernel_size,DIM); 
 update_m_GPU<<<block,thread>>>(dev_f1_out, dev_c1_out,  
  dev_m1, DIM); 
 update_m_GPU<<<block,thread>>>(dev_f2_out, dev_c2_out,  
  dev_m2, DIM); 
 update_phi_GPU<<<block, thread>>> (dev_phi_in, dev_phi_out,  
  dev_diract_phi, dev_h_phi_in, dev_m1, dev_m2,dev_D_in,  
  timestep, DIM); 
 konvolusi_GPU<<<block,thread>>>(dev_phi_out,dev_phi_out, 
  dev_gaussian_matrix_phi,kernel_size_phi,DIM); 




int main( void )  
{ 
 LoadBMPFile(&h_Src, &imageW, &imageH, image_path); 
 imageSize = imageW * imageH * sizeof(float); 
 DIM = imageW; 
 float   elapsedTime; 
 FILE *fp; 
 int c = 0; 
 
 cudaEvent_t     start, stop; 
     HANDLE_ERROR( cudaEventCreate( &start ) ); 
     HANDLE_ERROR( cudaEventCreate( &stop ) ); 
     
 if((D_in=(float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nD_in NULL\n"); 
 } 
 if((D_out=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nD_out NULL\n"); 
 } 
 if((phi=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nphi NULL\n"); 
 } 
 if((phi_in=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nphi_in NULL\n"); 
 } 
 if((phi_out=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 






 if((m1=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nm1 NULL\n"); 
 } 
 if((m2=(float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nm2 NULL\n"); 
 } 
 if((f1=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nf1 NULL\n"); 
 } 
 if((f2=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nf2 NULL\n"); 
 } 
 if((c1=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nc1 NULL\n"); 
 } 
 if((c2=(float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("\nc2 NULL\n"); 
 } 
 if((c1_out=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nc1 NULL\n"); 
 } 
 if((c2_out=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nc2 NULL\n"); 
 } 
 if((h_phi_in=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nh_phi_in NULL\n"); 
 } 
 if((h_phi_out=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nh_phi_out NULL\n"); 
 } 
 if((diract_phi=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\ndiract_phi\n"); 
 } 
 if((gaussian_matrix=(float *)malloc 
  (kernel_size*kernel_size*sizeof(float)))==NULL)  
 { 
  printf("\gaussian_matrix\n"); 
 } 
 if((gaussian_matrix_phi=(float *)malloc 
  (kernel_size_phi*kernel_size_phi*sizeof(float)))==NULL)  
 { 






 if((coba_konv=(float *)malloc(imageW*imageH*sizeof(float)))==NULL)  
 { 
  printf("\nc2 NULL\n"); 
 } 
 
 HANDLE_ERROR(cudaMalloc((void **)&dev_D_in, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_D_out, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_phi_in, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_phi_out, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_h_phi_in, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_h_phi_out, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_diract_phi, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_m1, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_m2, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_f1, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_f2, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_c1, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_c2, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_f1_out, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_f2_out, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_c1_out, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_c2_out, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_coba_konv, imageSize)); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_gaussian_matrix,  
  kernel_size*kernel_size*sizeof(float))); 
 HANDLE_ERROR(cudaMalloc((void **)&dev_gaussian_matrix_phi,  




  for(col=0;col<imageH;col++) 
  { 
   D_in[row*imageW+col] = h_Src[row*imageW+col].x; 




 printf("Inisialisasi phi... SUKSES...\n"); 
 save_to_file(phi_in, nama_txt_phi_awal);  
 
 kernel_gaussian(gaussian_matrix, sigma, kernel_size, "kernel.txt"); 
 printf("Inisialisasi gaussian kernel... SUKSES...\n"); 
 kernel_gaussian(gaussian_matrix_phi, sigma_phi, kernel_size_phi,  
  "kernel_phi.txt"); 
 printf("Inisialisasi gaussian kernel phi... SUKSES...\n"); 
  
 
 HANDLE_ERROR( cudaEventRecord( start, 0 ) ); 
 HANDLE_ERROR(cudaMemcpy(dev_D_in,D_in,imageSize,  
  cudaMemcpyHostToDevice)); 
 HANDLE_ERROR(cudaMemcpy(dev_phi_in,phi_in,imageSize,  
  cudaMemcpyHostToDevice)); 
 HANDLE_ERROR(cudaMemcpy(dev_gaussian_matrix,gaussian_matrix,kernel_ 






  ,kernel_size_phi*kernel_size_phi*sizeof(float),  
  cudaMemcpyHostToDevice)); 
 
 for(int its=0;its<iterasi;its++) 
 { 
  update_data_phi_GPU(); 
  c= c + 1; 
  if(c % batas == 0) 
  { 
   if(status == 1) 
   { 
    if((fp=fopen(nama_txt_time,"a")) == NULL)  
    { 
     printf("Cannot open file.\n"); 
     exit(1); 
    } 
    HANDLE_ERROR(cudaEventRecord(stop,0)); 
    HANDLE_ERROR(cudaEventSynchronize(stop)); 
    HANDLE_ERROR(cudaEventElapsedTime( 
     &elapsedTime,start, stop)); 
    fprintf (fp, "\n"); 
    int b = imageW/x; 
    int t = (x*y); 
    fprintf (fp, "Time iterasi %d block = %d thread =  
     %d waktu = %0.2f detik", c, b, t,  
     (elapsedTime/1000)); 
    fprintf (fp, "\n"); 
    printf("%d \n", c); 
   } 
   else if(status == 2) 
   { 
    HANDLE_ERROR(cudaMemcpy(phi_out,dev_phi_in,  
     imageSize, cudaMemcpyDeviceToHost)); 
    
    sprintf(filename, "%s%d%s", one,c,type); 
    save_to_file(phi_out, filename); 
    
    phi_in = phi_out; 
    HANDLE_ERROR(cudaMemcpy(dev_phi_in,phi_in, 
     imageSize, cudaMemcpyHostToDevice)); 
   } 
  } 
 } 
  
 HANDLE_ERROR(cudaMemcpy(diract_phi,dev_diract_phi,imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(h_phi_in,dev_h_phi_in,imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(D_out,dev_D_out, imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(c1,dev_c1, imageSize,  
  cudaMemcpyDeviceToHost)); 





  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(c1_out,dev_c1_out, imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(c2_out,dev_c2_out, imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(f1,dev_f1_out, imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(f2,dev_f2_out, imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(m1,dev_m1, imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(m2,dev_m2, imageSize,  
  cudaMemcpyDeviceToHost)); 
 HANDLE_ERROR(cudaMemcpy(phi_out,dev_phi_in, imageSize,  
  cudaMemcpyDeviceToHost)); 
 
 HANDLE_ERROR(cudaEventRecord(stop,0)); 
     HANDLE_ERROR(cudaEventSynchronize(stop)); 
     HANDLE_ERROR(cudaEventElapsedTime(&elapsedTime,start, stop)); 
     HANDLE_ERROR(cudaEventDestroy(start)); 








void konvolusi_CPU(float *pixel_data_in,float *pixel_data_out,  
 float *kernel, int kernel_size, float sigma) 
{ 
     float sum = 0.0; 
 int half = (kernel_size-1)/2; 
 int row_i=0; 




  for(col=0;col<imageH;col++) 
  { 
   sum = 0; 
   for(int i=-half;i<=half;i++) 
   { 
    row_i = row + i; 
    for(int j=-half;j<=half;j++) 
    { 
     col_j = col + j; 
     if((col_j>=0)&&(col_j<imageH) 
      &&(row_i>=0)&&(row_i<imageW)) 
     { 
      sum += (pixel_data_in[row_i*imageW+col_j]  
      *kernel[(i+half)*kernel_size+(j+half)]); 
     } 





   } 
   pixel_data_out[row*imageW+col] = sum; 




void pixel_data_h(float *pixel_data_in, float *pixel_data_out,  




  for(col=0;col<imageH;col++) 
  { 
   if(status==1) 
   { 
    pixel_data_out[row*imageW+col] =  
     pixel_data_in[row*imageW+col] *  
     h_phi_out[row*imageW+col]; 
    h_phi_out[row*imageW+col] =  
     h_phi_out[row*imageW+col]; 
   } 
   else 
   { 
    pixel_data_out[row*imageW+col] =  
     pixel_data_in[row*imageW+col] * (1- 
     h_phi_out[row*imageW+col]); 
    h_phi_out[row*imageW+col] = 1 –  
     h_phi_out[row*imageW+col]; 
   } 




void heaviside(float *phi, float *h_phi_out, float epsilon) 
{ 
 for(int row=0;row<imageW;row++) 
 { 
  for(int col=0;col<imageH;col++) 
  { 
   h_phi_out[row*imageW+col] = 0.5 * (1 + (2/M_PI) *  
    atan(phi[row*imageW+col]/epsilon)); 
  } 
 }  
} 
  
void m(float *pixel_data_in, float *pixel_data_out, float *h_phi_out,  
 float *m, int status) 
{ 
 float *f, *c; 
 
 if((f=(float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 






 if((c=(float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("me c %d", status); 
 } 
 if((m=(float *)malloc(imageW*imageH*sizeof(float)))==NULL) 
 { 
  printf("me m %d", status); 
 } 
 
 pixel_data_h(pixel_data_in, pixel_data_out, h_phi_out, status); 
 konvolusi_CPU(pixel_data_out,f, gaussian_matrix, kernel_size,  
  sigma); 




  for(col=0;col<imageH;col++) 
  { 
   if(status==1) 
   { 
    m1[row*imageW+col]=f[row*imageW+col]/ 
     c[row*imageW+col]; 
   } 
   else 
   { 
    m2[row*imageW+col] = f[row*imageW+col]/ 
     c[row*imageW+col]; 
   } 






   
  delta_h(phi_in,diract_phi,epsilon); 
  heaviside(phi_in,h_phi_in,epsilon); 
  for(row=0;row<imageW;row++) 
  { 
   for(col=0;col<imageH;col++) 
   { 
    h_phi_out[row*imageW+col] =  
     h_phi_in[row*imageW+col]; 
   } 
  } 
  m(D_in,D_out,h_phi_out,m1,1); 
  m(D_in,D_out,h_phi_out,m2,2); 
  for(row=0;row<imageW;row++) 
  { 
   for(col=0;col<imageH;col++) 
   { 
    N = row*imageW+col; 
    phi_in[N] += timestep * diract_phi[N] *  





     (1-h_phi_in[N])))*(m1[N]-m2[N])); 
   } 
  } 
  konvolusi_CPU(phi_in, phi_in, gaussian_matrix_phi,  
   kernel_size_phi, sigma_phi); 
} 
 
void delta_h(float *phi, float *diract_phi, float epsilon) 
{ 
 for(int row=0;row<imageW;row++) 
 { 
  for(int col=0;col<imageH;col++) 
  { 
   diract_phi[row*imageW+col] =  
    epsilon/(M_PI*((epsilon*epsilon)+ 
    (phi[row*imageW+col]*phi[row*imageW+col]))); 




void save_to_file(float *data_array, const char *name) 
{ 
 FILE *fp; 
 if((fp=fopen(name,"w")) == NULL)  
 { 
  printf("Cannot open file.\n"); 




  for(col=0;col<imageH;col++) 
  { 
   /* write to file */ 
   fprintf(fp, " %4.4f ",  
    data_array[((imageW-1)-row)*imageW+col]);  
   fprintf(fp,"\t"); 
  } 
  fprintf(fp,"\n"); 
 } 









  for(col=0;col<imageH;col++) 
  { 
   if((row<15)||(col<15)||(row>(imageW-15))|| 
    (col>(imageH-15))) 
   { 





   } 
   else  
   { 
    phi[row*imageW+col] = -1; 
   } 





void kernel_gaussian(float *kernel, float sigma, int kernel_size,  
 const char *name) 
{ 
 float r, s = 2.0 * sigma * sigma; 
     float sum = 0.0; 
 int half = (kernel_size-1)/2; 
  
 FILE *fp; 
 if((fp=fopen(name,"w")) == NULL)  
 { 
  printf("Cannot open file.\n"); 
  exit(1); 
 } 
 
     for(int x = (-1*half); x <= half; x++) 
     { 
         for(int y = (-1*half); y <= half; y++) 
         { 
             r = sqrt((float)(x*x + y*y)); 
             kernel[kernel_size*(x+half)+(y+half)] =  
    (exp(-(r*r)/s))/(M_PI * s); 
             sum += kernel[kernel_size*(x+half)+(y+half)]; 
  } 
     } 
   
     for(int i = 0; i < kernel_size; ++i) 
 { 
         for(int j = 0; j < kernel_size; ++j) 
  { 
   kernel[kernel_size*i+j] /= sum; 
   fprintf(fp, " %4.4f ",  kernel[kernel_size*i+j]); 
  } 




















































 save_to_file(diract_phi, "diract_phi_GPU.txt"); 
 save_to_file(h_phi_in, "h_phi_GPU.txt"); 
 save_to_file(D_out, "D_out_GPU.txt"); 
 save_to_file(c1, "c1_GPU.txt"); 
 save_to_file(c2, "c2_GPU.txt"); 
 save_to_file(c1_out, "c1_out_GPU.txt"); 
 save_to_file(c2_out, "c2_out_GPU.txt"); 
 save_to_file(f1, "f1_GPU.txt"); 
 save_to_file(f2, "f2_GPU.txt"); 
 save_to_file(m1, "m1_GPU.txt"); 
 save_to_file(m2, "m2_GPU.txt"); 
 save_to_file(phi_out, "phi_out_GPU.txt"); 
} 
 
 
 
 
