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Translation on Graphs: an Isometric Shift Operator
Benjamin Girault, Paulo Gonçalves Member, IEEE, and Éric Fleury
Abstract—In this letter, we propose a new shift operator for
graph signals, enforcing that our operator is isometric. Doing so,
we ensure that as many properties of the time shift as possible
get carried over. Finally, we show that our operator behaves
reasonably for graph signals.
Index Terms—Graph signal processing, graph translation.
I. INTRODUCTION
Many datasets are actually structured as networks of entities,
with relations of various nature between these entities. Data
needing to be studied lie then on these entities. We can cite the
work load in a computer network, the protein ratio in a gene-
regulatory network, or the peer activities in a social network
as examples. Such datasets are the subject of the emerging
field of signal processing on graphs. Using tools borrowed
and adapted from the classical signal processing toolbox, this
field aims at studying these structured datasets. Whereas the
subject of classical signal processing has been the study of
signals supported by well defined Euclidean structures, general
graphs face here the challenge of not having the mathematical
comfort of the properties of Euclidean structures.
Yet, the field has seen several successes recently [14], and
the toolbox of graph signal processing is growing stronger.
Among the challenges not yet fully addressed, the problem
of an equivalence of the time shift operator is of particular
interest. Indeed, the time shift operator is at the very core of
temporal signal processing, from the action of time passing
by, to linear time shift invariant systems, or stationary signals
defined as the time shift invariance of their stochastic proper-
ties.
Recent communications have tackled this challenge [12],
[15]. Unfortunately, the shift operators defined therein are not
suitable for a mathematically sound definition of stationary
graph signals being statistically invariant by such operators.
In this letter, we propose a novel operator and force it to
be isometric. We ensure also that this operator shares key
properties with the time shift. Thus, we build an isometric
graph translation operator described in the spectral domain as
a phase shifting operator. Finally, we describe its action using
toy graph signal examples and show that it behaves reasonably
in the vertex domain.
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II. BACKGROUND
A. Time Series
Let x[n] = x(nτs) be a time series with τs the sampling
period. Let T be the time shift operator such that T{x}[n] =
x[n−1]. This operator is at the very core of time series since its
action is that of time passing by. Also, the entire field of Linear
Time Shift Invariant (LTSI) filtering is dedicated to operators
invariant by this time shift. Among its important properties,
this operator is linear, acts as a convolution of the signal with
a Kronecker’s delta δ1 located at n = 1, and is isometric w.r.t.
the `2-norm: ‖T{x}‖2 = ‖x‖2 = (
∑
n |x[n]|2)1/2.
Another central tool for time series analysis is the Fourier
transform given by X(ω) =
∑
n x[n]e
−ıωnτs , for any (angu-
lar) frequency ω. By duality of the time sampling, X(ω) is
periodic of period 2πτs , thus allowing to restrict the study of
X(ω) to [0, 2πτs ]. For simplicity, reduced frequencies ω̃ = ωτs
are used in the definition of the Discrete Fourier Transform











In the analysis of N -periodic time series, i.e. (Nτs)-periodic
signals, the set of reduced frequencies ωk = 2π kN with k ∈









In the DFT, lower reduced frequencies are close to 0 or
2π, and higher frequencies close to π. For example, the time
series x[n] = cos( 1N n) gives X(ω1) = X(ωN−1) =
N−1
2 and
X(ωk) = 0 elsewhere, coherent with x being a low frequency
time series.
Finally, the eigenvectors of the time shift are the Fourier
modes eω[n] = eıωn, and its eigenvalues the complex expo-
nentials e−ıω such that:
T{eω}[n] = e−ıωeω[n]. (4)
Therefore, the time shift behaves as a phase shifting operator
on the Fourier modes. In this letter, we propose a new shifting
operator on graph signals by analogy to these properties.
B. Signal Processing on Graphs
We start by presenting signal processing on graphs, the
novel field studying signals supported by vertices of a graph.
Let G = (V,E) be a graph with V the set of vertices and
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E ⊆ V × V the set of edges between vertices. Let N = |V |
be the number of vertices. The adjacency matrix of the graph G
is A with aij the weight of the edge ij or 0 if there is no edge
from i to j. A graph signal is a function X : V → C assigning
a sample to each vertex. X is represented as a column vector
of CN , its ith component being the sample on the ith vertex.
We consider in this letter only symmetric graphs for which
ij is an edge if and only if ji is an edge. The adjacency matrix
of a symmetric graph is symmetric. We define the Laplacian
matrix L = D−A where D is the diagonal matrix of degrees
dii =
∑
j aij = di. L is symmetric positive semidefinite [4]. L
has a set of orthonormal eigenvectors χl associated with non-
negative eigenvalues λl, with Lχl = λlχl and 0 = λ0 ≤ λ1 ≤
· · · ≤ λN−1 [14]. We will suppose the graph to be connected
(i.e. there is a path between any two pair of vertices in the
graph) in which case L has only one eigenvalue zero [4].
Performing signal processing on such a graph consists in
finding a meaningful set of modes to analyse signals. Most
often [14], the positive semidefinite property of the Laplacian
is used to define the Fourier transform matrix F as the
projection on the basis of eigenvectors of L {χ0, . . . , χN−1}.
The same property ensures that F−1 = F ∗ and an equivalence
of Parseval’s identity is verified. The Laplacian matrix is then
L = F ∗ΛF , with Λ the diagonal matrix of the eigenvalues λl.
We denote X̂ = FX the projection of the signal X on the
Fourier basis. The (generalised) convolution of two signals is
then defined as a multiplication in the Fourier domain [13]:




The associated convolutive operator is H = F ∗ diag(X̂)F
such that HY = X∗Y . More generally, given a linear operator
H , Ĥ = FHF ∗ denotes the expression of H in the Fourier
domain.
Given the complexity of the graph structure, and the prop-
erties it misses compared to Euclidean spaces, a definition
of signal processing on graphs that everyone would agree
on is challenging. In particular, several key tools of classical
signal processing have been recently generalised to the graph
structure using different approaches. Examples include the
Fourier transform [14], [12], wavelet decomposition [5], [10],
or the fundamental operation of translation that is at the core
of temporal signal processing [12], [15]. The translation being
the subject of this letter, we present two translation operators
recently proposed.
1) Generalised Translations: D. Shuman, B. Ricaud & P.
Vandergheynst define the generalised translations [13] from
the observation that shifting a time series by k samples is
equivalent to performing the convolution of the signal with
a Kronecker’s delta located at k. A generalised translation
operator is then an operator Tk such that TkX =
√
N δk∗X . In
the Fourier domain, this can be written as T̂k =
√
N diag(δ̂k),
i.e. as a diagonal matrix of diagonal
√
Nδ̂k. These operators
are linear and convolutive.
2) Graph Shift: A. Sandryhaila and J. Moura proposed to
use the linear operator defined by the adjacency matrix A as
the equivalent of the time shift for graph signals, and call it
the graph shift [12]. They define the Fourier transform as the
projection on the eigenvectors of the graph shift. This defini-
tion is possible for any kind of graph, symmetric or not, and
any weight on the edges. However, if A is not diagonalisable,
then the Jordan decomposition is used to obtain generalised
eigenvectors. The graph shift is justified by analogy to signal
processing on periodic time series. Indeed, periodic time series
can be seen as signals on a circular oriented graph with as
many vertices as samples in a period. In this context, the graph
shift is exactly the time shift for N -periodic time series. In
this letter, we only consider symmetric graphs such that A
is always diagonalisable. The graph shift is then an operator
shifting the value on one vertex to its neighbours according to
the weights of the edges.
III. GRAPH TRANSLATION
Both the generalised translations and the graph shift are not
isometric operators with respect to the `2-norm. This property
being mathematically comfortable to obtain a tractable invari-
ance property for graph signals, we propose in this section
to define a new shift operator verifying it. Also, similarly to
the time shift, the graph shift and the generalised translations,
we define a graph translation operator that is both linear and
convolutive. We will denote TG the matrix representation of
this operator and call it the graph translation. Since TG is a
convolutive operator, T̂G is a diagonal matrix.
A. Enforcing Isometry
We design the graph translation as an isometric operator
with respect to the `2-norm ‖X‖2 = (
∑
i |X(i)|2)1/2. From
an energy point of view, this is equivalent to saying that the
energy of the signal is left unchanged. The use of this norm
follows the convention of graph signal energy found in the
literature [12], [15], [1]. Since T̂G is diagonal, isometry forces
each component of this diagonal to be unimodular. Therefore,
T̂G = exp(ıΩ̂) with Ω̂ a diagonal matrix, leading to:
TG = exp(ıΩ). (6)
Another approach enforcing isometry would be to consider
a non isometric operator H and construct an isometric variant
by means of output normalisation. This composed operator
produces an isometric operator H iso. However, unless X 7→
‖HX‖2 is a constant function, it is not linear, nor does it
preserve the Power Spectrum Density (PSD) |X̂|2 of the signal.
A better approach to define H iso is to enforce H iso =
exp(ıΩ). If Ĥ is diagonal, i.e. H is a convolutive operator,
and |Ĥ| ≤ 1, then we can enforce Re(H iso) = H by using
Ω = acos(H): H iso = exp(ı acos(H)). In particular, we can




B. The matrix Ω
Given the general form (6), we now need to specify the
matrix Ω to identify a shift operator. We propose to proceed
by analogy to the temporal case to specify the expression of
TG . Indeed, in the context of time series, the phase shift of
a mode of frequency ω by the time shift operator is −ω as
shown in (4). We build upon this observation to define Ω̂.
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To define frequencies on a graph, we follow the observation
in [10] in which the graph Laplacian L can be seen as an
approximation of the continuous Laplacian ∆ (up to a change
of sign). More precisely, the (temporal) Fourier modes being
eigenvectors of the continuous Laplacian:
∆eıωt = −ω2eıωt, (7)
the eigenvalues of the continuous Laplacian are the opposite of
the squared frequencies. In other words, the phase shifts are the
square roots of the eigenvalues of the continuous Laplacian.
This parallel can also be found in [2] where the authors prove
that the graph Laplacian is an approximation of the Laplace-
Beltrami operator on a manifold and that the graph Laplacian
converges to the Laplace-Beltrami operator as the sampling of
the manifold densifies.
Back to our graph setting, we propose to transpose this into
the graph frequencies ωl =
√
λl, −ωl being then the lth entry




with Λ the non-negative diagonal matrix of the eigenvalues
of L. Choosing between positive and negative signs for the
graph frequencies ωl is an open question. In the temporal
case, positive reduced frequencies lying in [0, π] are paired
with negative frequencies in (π, 2π) = (−π, 0) mod 2π
to produce the modes of the Fourier series. For graphs,
frequencies are in general not paired by opposite frequencies,
and choosing one sign or the other is a question that still
needs to be elucidated. To ease the intuition, we propose in
this letter to use only positive frequencies. The question of
reduced frequencies is addressed in the next section.
C. Reduced Graph Frequencies
We saw that for time series, the Fourier transform is studied
on the interval [0, 2πτs ]. This interval is rescaled to match
the interval [0, 2π], defining the reduced frequencies. In this
section, we propose a definition of reduced graph frequency
such that they lie in the interval [0, π], according to our choice
of considering only positive frequencies.
To achieve this goal, we propose to use theoretical bounds
on λN−1 proposed in the literature. The authors of [6] have
proven the following upper bound (among others) on the









This upper bound has the interesting property of being met
only when the graph is bipartite regular, in other words when





TG 3 3 3 7
A 3 3* 7 7
Ti 3 7 7 7
* if A is non singular.
the vertices of the graph can be partitioned in two sets with
edges only between those two sets (bipartite), and all vertices
have same degree di = d (regular). In particular, the bound
is met for circular graphs with even numbers of vertices, and
not met for an odd number of vertices. This is similar to the
DFT where the reduced frequency ωk = ±π exists only when
N is even, in which case k = N2 .
Since we have a bound on the eigenvalues of the Laplacian,
we can rescale those eigenvalues such that the graph frequen-
cies lie in the interval [0, π]:
λ̃l = π
2λl/ρG . (10)
We remark that rescaling all eigenvalues of the Laplacian
by the same factor is equivalent to rescaling the weights of
the graph by the same factor: U(αΛ)U∗ = αUΛU∗ = αD −
αA, where α = π2/ρG . This is similar to time series where
frequencies are rescaled such that they come down to the case
τs = 1. The following definition introduces then the notion of
reduced graph frequency.
Definition 1 (Reduced Graph Frequency). The reduced graph




Using this definition, we introduce our graph translation
operator verifying T̂G = diag(e−ıω̃0 , . . . , e−ıω̃N−1) and such
that the translated of X reads TGX:








IV. PROPERTIES AND ILLUSTRATION
To illustrate some properties of our graph shift operator and
to compare its behaviour to that of the previously proposed
forms, we use two toy signals. One is the heat kernel suggested
in [15], a low-pass signal g that is defined in the spectral
domain as ĝ(l) = Ce−κλl , with ‖g‖2 = 1 (see Fig. 1(a)).
The second signal is a delta function δi located on vertex
i, which in contrast to the previous case, comprises high
frequency components. An important feature of this signal is
that it allows to characterise an operator impulse response.
(a) |g| (E = 1) (b) |T 50G g| (E = 1) (c) |T
100
G g| (E = 1) (d) |T
150








(f) ∠(T 200G g) (E = 1)
Fig. 1. Random graph as [15, Example 1] with N = 100, σ21 = 1/150 and σ2 = 0.3. The graph translation operator is iterated on a normalised heat kernel
of (a), i.e. on the signal g such that ĝ(λl) = Ce−50λl . The translated signals being possibly complex, the colour scale illustrates its modulus on (a)-(e) and






























(f) |T3g| (E = 0.82)
Fig. 2. Same graph structure as Fig. 1. Various shift-like operators applied
to a delta signal δ91 (left column) and the heat kernel g of Fig. 1 (right
column). On (d), the localisation of the lowest frequency components, in the
sense of [11], are circled.
To ensure isometry, we introduced the graph translation in
the Fourier domain as a phase shifting operator applied to the
spectral components. This constraint comes at a cost, as it
converts a real graph signal into a complex shifted signal. The
phase of a complex graph signal is an intricate notion that still
needs to be investigated (see example displayed in Fig. 1(f)),
and hence we restrict the present study to the magnitude of
the complex signal.
Linear convolution: All three shift operators, i.e. TG , A and
Ti, are linear convolutions, according to the definition posited
in [14]. This is also the case for the usual time shift operator.
Mathematical Group: The set of translation operators(
T kG
)
k∈R forms a mathematical group. This means that the iter-





and there exists a well-defined inverse T−1G (i.e. TG T
−1
G = Id).
This result also holds true for the graph shift operator A,
provided the adjacency matrix A is not singular. However, this
is not the case for the generalised translation operator Ti that
is not, strictly speaking, a displacement operator associated to
any composition law.
Isometry: Following our main motivation for introducing
TG , this latter is the only shift operator that satisfies to isometry
property (see Fig. 2). As a by-product, the (PSD) is invariant
under graph translation: |T̂X(l)|2 = |X̂(l)|2,∀l, as it is the
case with the standard time shift operator.
Localisation: An important property that one naturally
expects when dealing with a shift operator is that of preserving
localisation. That is, if X is localised (e.g. in the sense
proposed in [1, Eq. (9)]), around some origin vertex i, we
would like it to remain localised around the target vertex j.
Then, let us be clear: Stricto sensu, none of the proposed shift
operators (neither TG nor A nor Ti) verify this property. It
is straightforward for A, since it is a diffusion operator that
naturally spreads out the mass located on one vertex among its
neighbours (see Fig. 2(c)). The situation is more ambiguous
for the generalised translation Ti. Considering the low-pass
signal g, then Tig is localised on vertex i (see Fig. 2(f)). Yet,
g itself, is not localised beforehand. Actually, the generalised
convolution product that defines the action of Ti, forces the
energy of g to concentrate around the target vertex i [14].
Conversely, applied to the Dirac mass signal δi composed of
high frequency components, the localisation property breaks
down and Tig smears out over the entire graph.
As for our proposition TG , the situation is somehow in
between. The localisation property of the Dirac function δi is
not preserved when shifted by TG , as illustrated in Fig. 2(a).
Nonetheless, in contrast to the action of A, the energy of TGg
will not be split and trapped by the few vertices supporting
the low frequency modes of the graph (compare Fig. 2(d) with
the series of Fig. 1).
To further characterise the action of the graph translation
operator, we try to get more insight about the transformation
a signal undergoes when shifted by TG . To this end, we
study the difference norm: ‖X − TGX‖22 =
∑N−1
l=0 2(1 −
cos(ωl))|X̂(l)|2, which shows that spectral components of
higher frequencies are more altered, whereas the DC com-
ponent remains unchanged: TGχ0 = χ0. This is similar to the
classical time shift operator. In contrast, for the graph shift and
the generalised translation, the lack of isometry prevents from
drawing any conclusion from the norm of such a difference.
Tab. I summarises these properties.
V. CONCLUSIONS
We defined a new shift operator named the graph trans-
lation. This operator is defined in the spectral domain as
an isometric operator shifting the complex phase of each
of the spectral component. We saw that the requisite of
being isometric is the complex nature of the operator. We
focused on the modulus of translated signals to show that
the graph translation behaves reasonably. Complex numbers
arise regularly even when both the data and the graph can
be described with real numbers and the study of the modulus
is informative to study them [11], [3]. The question of the
meaning of the phase of a complex graph signal still needs
to be elucidated. In particular, the question of a definition of
an analytic signal naturally arises in this context of complex
graph signals.
Another question stems from the definition of the energy of
a graph signal used to enforce the isometry of our operator.
The accepted convention is to use the `2-norm in both the
vertex and spectral domains, but graphs are irregular structures
and a norm more adapted to the structure may be better suited.
The graph translation operator we proposed in this letter
allows us to propose a tractable definition of stationary graph
signals. This is an on-going work, and we present and discuss
its premisses in [7], [8], with an application in [9]. Finally,
the theory of Linear Graph Shift Invariant filters of [12] can
be adapted to our graph translation operator to obtain an
equivalence of LTSI filters using the graph translation.
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