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Abstract
We consider second order ordinary differential equations describing periodically forced
dynamical systems with one and a half degrees of freedom. First, we study Hill’s
equation where we investigate boundedness of solutions. We also construct a class of
equations, including a class of Hill’s equation, for which we can obtain closed form
solutions. We continue to analyse the boundedness of solutions to nonlinear systems
with sufficiently high and low frequency forcing, utilising averaging techniques and KAM
theory. We then focus on the study of dissipative systems with parameters chosen in
a region of parameter space for which the equilibrium points of the linearised systems
are Lyapunov stable. In dissipative systems, many of the solutions which exist in the
absence of dissipation are destroyed, leaving a finite set of attractive solutions. We
investigate the basins of attraction of the attractive equilibrium points and periodic
orbits. In particular we study how the basins of attraction change when the coefficient
of dissipation is allowed to initially vary as a function of time. Although it is the final
value of the dissipative coefficient which determines which attractors eventually exist,
the sizes of their corresponding basins of attraction are found to depend strongly on the
full evolution of the coefficient. We study the dynamics of systems with the dissipative
parameter modeled by both linearly increasing and decreasing functions of time with
various gradients. In this instance we outline four cases pertaining to the sets of attractors
at both the initial and final values of the coefficient of dissipation. For each scenario we
state our expectations which are illustrated by means of numerical simulation for the
systems of the pendulum with vertically oscillating support and the pendulum with
periodically varying length. Further to this, a method which allows the fast numerical
computation of basins of attraction for a system with an initially varying coefficient of
dissipation is identified. This method is also applied in explaining a phenomenon in
which the basins of attraction can drastically change when the coefficient of dissipation
is a function of time.
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Chapter 1
Introduction
Throughout history the study of physical systems and the equations which describe their
motion has been the focus of a wide field of mathematics. A large number of systems can
be modelled by ordinary differential equations which depend on time. However, more
often than not, the systems in which we are interested have equations of motion for
which, even the solutions to the linearised equations cannot be found in a closed form.
Consider the ordinary differential equations
x¨+G(x, t) + γx˙ = 0, θ¨ + F (θ, t) + γθ˙ = 0, (1.1)
where (x, x˙) ∈ R2 and (θ, θ˙) ∈ T × R, with T = R/2piZ. The functions F and G are
smooth and 2pi-periodic in time t (F is also 2pi-periodic in θ); the dots denote derivative
with respect to time t. Equations to describe the motion of systems with one-and-a-
half degrees of freedom are often of this form, in which case the functions G(x, t) and
F (θ, t) can be considered as an external driving force and the parameter γ represents the
damping coefficient (also commonly referred to as the coefficient of dissipation), which
for physical reasons is assumed to be positive.
Setting γ = 0, the systems (1.1) are non-dissipative and have an infinite set of
solutions, uniquely defined by their initial conditions. The space of possible position
and velocity values (and hence all possible initial conditions) for a system is known as
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the phase space. For γ > 0, it is expected that only finitely many (asymptotically) stable
solutions exist and between them they attract a full measure set of phase space; this was
conjectured by Jacob Palis [133], although no proof exists. Solutions which attract a
nonzero measure set of phase space are known as attractors. The attractors are either
fixed points, periodic curves, quasi-periodic curves or more complicated solutions such
as chaotic strange attractors. Here and throughout the rest of this thesis we refer to
equilibrium solutions of the equations (1.1) (with x˙ = 0, θ˙ = 0) as fixed points of the
systems, as they appear fixed in (x, x˙), and (θ, θ˙) co-ordinates, respectively. The set
of initial conditions in phase space whose trajectories tend toward a given attractor as
t→ +∞, is called the attractors associated basin of attraction.
In many physical systems one or more of the coefficients vary with time in a non-
periodic manner. Examples of this include the angular velocity of a rotating system
with an automatic balancing device, the forcing amplitude of a mechanical oscillator [37]
and tidal dissipation in spin-orbit systems of heavenly bodies. In this thesis we focus on
systems with varying coefficient of dissipation.
Generally in the literature, such systems are studied in the scenario of constant
damping coefficient, and in some cases a time periodic coefficient has been considered.
However, as mentioned above, in many physical systems the damping coefficient varies
with time in a non-periodic manner. This can be due to several factors, such as the
heating/cooling of a mechanical system, due to wear or rust on mechanical parts, build
up of deposits in joints or the polishing of surfaces which rub against one another.
Despite this, usually, models and numerical simulations of such systems only take the
final value of dissipation into account when calculating basins of attraction. The variation
in dissipation can be nonlinear, and need not be monotonic; however for simplicity we
shall consider monotonic, linear variations of the coefficient of dissipation.
There are a few different aspects included in the work contained in the chapters
2
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which follow. We begin by studying forced non-dissipative systems, where the focus is
on the boundedness of solutions. We first study linear systems using Hill theory and
later extend some of the analysis to nonlinear systems using KAM theory. This work is
later put in context of the systems which appear in the following chapters, as well as the
appendices.
We then study systems with a positive coefficient of dissipation. Primarily the aim is
to understand how the basins of attraction are altered when the coefficient of dissipation
is initially a function of time. As previously mentioned, the motivation for this work has
its roots in physical applications. One famous example is the spin-orbit system in celestial
mechanics. That is, the study of the ratio between the number times a satellite spins
on its own axis, to the number of orbits it completes around some central body. One of
the main focuses when studying the spin-orbit model is to understand why satellites (for
example the Moon around the Earth or Mercury around the Sun) fall into a particular
p : q resonance. In particular why many satellites have 1:1 resonance. In this instance
the main dissipation under consideration is due to tidal friction caused by the liquid
core of a heavenly body. Initially, the core is extremely hot and molten, therefore the
resulting dissipation is relatively small. As the heavenly body ages the core cools down
and becomes more viscous; this results in an increase in tidal dissipation. Finally the
core will become solid and tidal dissipation no longer exists. Here it is clear that the
dissipation is a nonconstant, nonperiodic function of time. In this instance, the system
evolves over a very long time-span, for which we will see it is important to take the full
evolution of dissipation into consideration if one wishes to obtain an accurate description
of the dynamics.
In particular our focus is on the variation in the sizes of the basins of attraction
relative to some region of phase space. That is, the probability of landing on a particular
attractive solution. In the above example it is often the probability of achieving a
3
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(a) (b)
Figure 1.1: Basins of attraction for the pendulum with oscillating support described by
θ¨ + (α − β cos(t)) sin θ + γθ˙ = 0, with α = 0.5. In (a) the parameters are fixed as β = 1.18,
γ = 0.05 for which two rotating attractors exist and have 1:1 resonance with the forcing. Namely
rotations with θ˙(t) > 0 whose basins of attraction is shown in red and rotations with θ˙(t) < 0
shown in yellow. In (b) β = 1.28, γ = 0.28 for which four attractors exist; rotations with 1:1
resonance whose basins are coloured as before and two asymmetric oscillating attractors which
have 1:2 resonance with basins shown in green and black.
particular solution which is of interest, i.e. why the probability of falling into 1:1
resonance in the spin-orbit system is so high. Furthermore, there are many systems for
which the boundaries between basins of attraction are fractal; even in classical systems
such as the pendulum with oscillating support, see Figure 1.1. This result is that the
basins of attraction appear broken and there is sensitive dependence on initial conditions
in phase space. In such cases it is impossible (in the real world) to give the system initial
conditions with enough accuracy so as to determine the final solution. In such instances,
knowing the probability of moving toward a particular attractor as t→∞ is of more use
than knowing the exact topology of the basins of attraction.
We build on and utilise information obtained for systems where the coefficient of
dissipation is set at a constant value. Of course, we do not hope nor intend to offer a full
understanding of systems with varying dissipation, indeed even the study of systems with
constant dissipation is an open problem. Instead we aim to make clear the importance
of considering the full time evolution of the damping coefficient and lay down a few basic
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rules, which may serve as a foundation for further research on the topic.
The variations in the sizes of the basins of attraction are illustrated with the use
of two forced pendula. In particular we study the pendulum with vertically oscillating
support and the pendulum with variable length. This brings us on to the final motivation
of the thesis. Although both systems are commonly studied perturbations of the simple
pendulum, little work has been conducted to contrast their dynamics. In some instances,
even as recent as 2014, the two systems have been mistaken for one-another. However,
although the two systems are both perturbations of the simple pendulum, they can
exhibit different dynamics. To avoid further confusion, we aim to make clear some of
the differences between the two systems. In Section 6.5 we draw comparisons between
the two systems, looking both at the similarities and differences, in light of the work
completed in Chapters 5 and 6.
1.1 Publications
• M.V. Bartuccelli, G. Gentile, J.A. Wright, On a class of Hill’s equations having
explicit solutions, Applied Mathematics Letters, Elsevier, 26, issue 10 (2013), 1026–
1030 . Contains the work in Section 2.2. [29].
• J.A. Wright, M. Bartuccelli, G. Gentile, The effects of time-dependent dissipation
on the basins of attraction for the pendulum with oscillating support, Nonlinear
Dynamics, Springer, 77, issue. 4 (2014), 1377–1409 . Contains the work in Sections
5.2 to 5.4. [168].
• J.A. Wright, J.H.B. Deane, M. Bartuccelli, G. Gentile, Basins of attraction in forced
systems with time-varying dissipation, Communications in Nonlinear Science and
Numerical Simulation, 29 (2015), 72-87. – an early version is available on Arxiv.org.
Contains the work in Chapter 7 and parts of Chapter 4. [168].
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1.2 Drafts
• J.A. Wright, M. Bartuccelli, G. Gentile, Comparisons between the pendulum with
variable length and the pendulum with oscillating support. Soon to be submitted
for publication. A summary comparing the two pendulum systems, analogous to
Section 6.5.
• M. Bartuccelli, G. Gentile, J.A. Wright, Stable dynamics in forced systems with
sufficiently high/low driving frequency. Submitted for publication. Contains the
work in Chapter 3.
1.3 Index of original results
• Theorem 2.5 in Section 2.1 is original.
• The work in Section 2.2 is original unless otherwise stated.
• Examples 2.3, 2.4 and 2.5 in Chapter 2 are original.
• Theorems 3.2 and 3.3 in Chapter 3 are original.
• The application of analytic continuation to a system with trigonometric
nonlinearity is original, see Chapter 4.
• The four statements in the introduction of Chapter 5 concerning how the basins
of attraction vary when the coefficient of dissipation is initially a function of time
are original.
• To the best of my knowledge, the bifurcations of the pendulum with variable length,
as studied in Section 6.4.1, are not currently available in the literature.
• The comparison between the two pendulum systems in Section 6.5 is original.
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• All the ideas, applications and definitions in Chapter 7 are original.
1.4 Chapter outline
In Chapter 2 we consider Hill’s equation, focusing our analysis on (linear) stability and a
few cases in which closed form solutions may be obtained. In the course of Chapter 2 we
show that Hill’s equation is (linearly) stable provided the frequency of the forcing term
is sufficiently high. However we are unable to obtain any information about nonlinear
systems using the linearised Hill form. This work is continued in Chapter 3 where
KAM theory is applied to nonlinear systems with either high or low frequency forcing.
Chapter 4 details the numerical schemes utilised in the chapters which follow. Also a brief
statistical justification is provided for the methods used to choose initial conditions when
calculating basins of attraction. In Chapters 5, 6 and 7 we study how basins of attraction
are affected when the coefficient of dissipation is initially a nonconstant function of time.
We focus our study on two perturbations of the simple pendulum, although we expect
our results are applicable to many more systems. At the end of Chapter 6 we compare the
two pendulum systems, pointing out both similarities and differences in the dynamics.
Finally, conclusions, interesting open problems and future work are given in Chapter 8.
Appendix A is devoted to introducing background knowledge. In the process we also
provide an introduction to some of the work contained in the earlier chapters.
7
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Chapter 2
Hill’s equation
Hill’s equation (named after George William Hill due to his work on the equation, see
[90] ) is a homogeneous linear second order ordinary differential equation of the form
y¨(t) +Q(t)y(t) = 0, (2.1)
where Q(t) is a real periodic function of t. Though not strictly necessary the period of
Q(t) is often set to pi, and many of the theorems stated throughout this chapter make
this assumption. Hill’s equation has attracted much attention in applied mathematics,
physics and engineering, as the equations of motion of many physical systems are
perturbations of this form. Furthermore any second order ordinary differential equation
of the form
x¨(t) + a(t)x˙(t) + b(t)x(t) = 0, (2.2)
with a(t) at least once differentiable can be transformed into an equation in the form of
Hill’s equation using the substitution, see [116]
y(t) = x(t)e
1
2
∫
a(t) dt, (2.3)
which results in
y¨(t) +Q(t)y(t) = 0,
Q(t) = −1
2
a˙(t)− 1
4
a2(t) + b(t).
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This is particularly useful, as finding out properties for one of the equations and its
solutions results in corresponding properties for the other. This is exploited to some
extent in Section 2.2. Another common form of Hill’s equation is obtained by writing
Q(t) = λ+ Q˜(t), so that (2.1) becomes
y¨(t) +
(
λ+ Q˜(t)
)
y(t) = 0, (2.4)
where Q˜(t) is a real periodic function of t, and again we set the period equal to pi.
The function Q˜(t) has zero mean value and the mean value of Q(t) in equation (2.1) is
represented by the constant λ. The two equations are thus equivalent, however explicitly
stating the mean value λ is often preferable. As such, unless otherwise stated we shall
continue to use equation (2.4) as the standard form for Hill’s equation, and drop the
tilde over Q˜(t). As Q(t) is pi periodic it may be represented by a Fourier series as
y¨(t) +
(
λ+
∞∑
n=1
cn cos(2nt) +
∞∑
n=1
sn sin(2nt)
)
y(t) = 0,
where the coefficients cn and sn are constants. A special case of Hill’s equation, known
as Mathieu’s equation, can be obtained by taking only the term with coefficient c1 in the
above expansion to yield
y¨(t) +
(
λ+ c1 cos(2t)
)
y(t) = 0. (2.5)
Mathieu’s equation often appears in dynamics, as the linearised equations of motion of
many mechanical systems can be written in this form. Further details on Mathieu’s
equation are given in Appendix A.9. However, in general neither Hill’s equation nor
Mathieu’s equation can be explicitly solved. In Section 2.1 we look at what information
can be discovered about the stability of solutions to Hill’s equation, even when the
solutions themselves cannot be found in a closed form. Section 2.2 focuses on a few
10
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particular cases where explicit solutions can be found and in Section 2.3 we consider
perturbations of Hill’s equation.
2.1 Linear stability
One of the fundamental interests when studying solutions to any equation is whether or
not the solutions are “stable”. In this section we outline some necessary and sufficient
criteria for the solutions of Hill’s equation to be (linearly) stable. For systems of the
form (2.4) if all the solutions of (2.4) are bounded then we say that they are (linearly)
stable. If at least one solution is unbounded then the solutions are unstable, [116].
Further discussion of stability is given in Appendix A.8, see also Appendix A.9. Before
discussing theorems regarding (linear) stability we first introduce some notation and
definitions, which may also be found in [116].
The equation (2.4) has two continuously differentiable solutions y1(t, λ), y2(t, λ) which
are determined uniquely by the initial conditions
y1(0, λ) = 1, y˙1(0, λ) = 0, y2(0, λ) = 0, y˙2(0, λ) = 1.
These are known as the normalised solutions to Hill’s equation, [116].
Definition 2.1 The characteristic equation of (2.4) is
µ2 −
(
y1(pi, λ) + y˙2(pi, λ)
)
µ+ 1 = 0,
and the characteristic exponent, ρ, is a number which satisfies
eiρpi = µ1, e
−iρpi = µ2,
where µ1, µ2 are the roots of the characteristic equation, known as characteristic numbers.
From Definition 2.1 we see that µ1µ2 = 1, 2 cos(ρpi) = µ1 + µ2 = y1(pi, λ) + y˙2(pi, λ) and
ρ is defined up to an integer multiple of 2.
11
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Theorem 2.1 (Floquet’s Theorem) If the roots µ1, µ2 of the characteristic equation
are different from one another, then Hill’s equation has two linearly independent solutions
f1(t, λ) = e
iρtp1(t, λ), f2(t, λ) = e
−iρtp2(t, λ),
where p1(t, λ) and p2(t, λ) are periodic functions with period pi.
If the characteristic numbers are equal, then Hill’s equation has a nontrivial periodic
solution with period pi if µ1 = µ2 = 1 or period 2pi if µ1 = µ2 = −1. Let p(t, λ) denote
such a periodic solution and let y(t, λ) be another solution linearly independent of p(t, λ).
Then
y(t+ pi, λ) = µ1y(t, λ) + Cp(t, λ),
for some constant C. The case C = 0 is equivalent to
y1(pi, λ) + y˙2(pi, λ) = ±2, y2(pi, λ) = 0, y˙1(pi, λ) = 0. (2.6)
From Floquet’s theorem alone we are already able to deduce some properties of the
solutions to Hill’s equation. If µ1 6= µ2 and ρ is a real number (i.e µ1, µ2 lie within the
unit circle) then the absolute value of every solution to (2.4) is bounded. That is
|y(t, λ)| < M,
for some constant M . Moreover the value of M depends only on the initial conditions of
the solution y(t, λ) and not on t. If ρ is not real then there exists a nontrivial unbounded
solution of Hill’s equation. Finally if µ1 = µ2, then for all the solutions of Hill’s equation
to be bounded and hence stable it is both necessary and sufficient that y1, y2 satisfy
equation (2.6), i.e. C = 0 in Floquet’s theorem. Floquet’s theorem is later restated in a
more applied manner in Appendix A.9, where it is used in finding the transition curves
for Mathieu’s equation. Here we present some formal theorems which we refer back to
later in the thesis, see also [116].
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Theorem 2.2 The solutions to (2.4) are stable if and only if y1(pi, λ) + y˙2(pi, λ) is real
and either
|y1(pi, λ) + y˙2(pi, λ)| < 2,
or
y1(pi, λ) + y˙2(pi, λ) = ±2, y2(pi, λ) = 0, y˙1(pi, λ) = 0.
Theorem 2.3 (Oscillation Theorem) For every differential equation of the form (2.4)
there are two monotonically increasing infinite sequences of real numbers
λ0, λ1, λ2, . . . ,
λ′1, λ
′
2, λ
′
3, . . . ,
which satisfy the inequalities
λ0 < λ
′
1 ≤ λ′2 < λ1 ≤ λ2 < λ′3 ≤ λ′4 < λ3 ≤ λ4 < . . . ,
and the relations
lim
n→∞λ
−1
n = 0, limn→∞
(
λ′n
)−1
= 0,
such that (2.4) has a solution of period pi if and only if λ = λn for n = 0, 1, 2, . . . and a
solution of period 2pi if and only if λ = λ′n for n = 1, 2, . . . . The solutions are stable in
the intervals
(λ0, λ
′
1), (λ
′
2, λ1), (λ2, λ
′
3), . . . . (2.7)
At the end points of the above intervals the solutions are in general unstable. The
solutions for λ at a given end point are stable if and only if λ = λ2n+1 = λ2n+2 or
λ = λ′2n+1 = λ′2n+2. Solutions for the value λ = λ0 are always unstable. Also if λ is
complex then the solutions of (2.4) are always unstable. The λn are the roots of the
equation
y1(pi, λ) + y˙2(pi, λ) = 2,
13
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and λ′n are the roots of
y1(pi, λ) + y˙2(pi, λ) = −2.
We shall refer to the intervals (2.7) as intervals of stability and the intervals
(λ2n+1, λ2n+2), (λ
′
2n+1, λ
′
2n+2) as the intervals of instability. The interval (−∞, λ0) is
known as the zeroth interval of instability and (λ′1, λ′2) the first interval of instability. It
can be seen from Theorem 2.3 that the intervals of stability and instability can never
shrink to a point and the intervals of stability can never vanish, but two of them can merge
together if λ2n+1 = λ2n+2 or λ
′
2n+1 = λ
′
2n+2. However if Q(t) is taken to be constant
the intervals of instability, with the exception of the zeroth interval of instability, cease
to exist. Furthermore this can only happen when Q(t) is constant, see [43]. It can be
shown, using Lemma 2.5 and Corollary 2.1 from [116] in conjunction with Theorem 2.2
that the solutions of (2.4) are stable for λ = λ2n+1 (or λ = λ
′
2n+1) if and only if λ2n+1
(or λ′2n+1) is a double root of the equation
(
y1(pi, λ)− y˙2(pi, λ)
)2
+ 4y˙1(pi, λ)y2(pi, λ) = 0. (2.8)
This condition is equivalent to λ2n+1 = λ2n+2 (or λ
′
2n+1 = λ
′
2n+2), as per Theorem 2.3.
The following theorem by Beurling (which was not published but may be found it [116])
allows one to check the stability of a class of equations in an incredibly simple way.
Theorem 2.4 If c and d are real numbers and
c2 ≤ λ+Q(t) ≤ d2,
then solutions of (2.4) will be stable for all possible λ+Q(t) satisfying the above condition
if and only if the interval (c2, d2) does not contain the square of an integer.
Note, Theorem 2.4 states that, if the interval (c2, d2) is such that it contains the square
of an integer, then there exists at least one function λ + Q(t) for which equation (2.4)
14
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does not have stable solutions. However, it is still possible to find particular choices of
λ + Q(t) for which the solutions of (2.4) are stable. The result is that the intervals of
stability (and also the stable regions for the Mathieu’s equation, see Appendix A.9) will
aways contain the regions in which Theorem 2.4 is satisfied.
Using Theorem 2.4 we are able to show that high frequency forcing can stabilise the
solutions to Hill’s equation. Consider Hill’s equation given by
y¨(t) +
(
λ+Q(ωt)
)
y(t) = 0, (2.9)
where λ is greater than the minimum of Q(ωt), so that λ+Q(ωt) ≥ 0 and the frequency
of Q is ω  1 such that the period is T = pi/ω. If T 6= pi/ω, we may write T = Ωpi/ω
for some Ω. Then define ωˆ = ω/Ω and require ωˆ  1, and drop the hat. Transforming
the system to time τ = ωt yields
y′′(τ) +
1
ω2
(
λ+Q(τ)
)
y(τ) = 0,
where Q(τ) is now periodic with period pi and the dashes denote differentiation with
respect to time τ . Provided ω is large enough that
0 ≤ 1
ω2
(
λ+Q(τ)
)
≤ 1,
Theorem 2.4 is satisfied and all the solutions are bounded and hence stable. This leads
us to the following result
Theorem 2.5 Consider Hill’s equation given by (2.9) where Q(ωt) has zero mean value,
is periodic with period pi/ω and λ+Q(ωt) ≥ 0. Provided ω satisfies
ω2 ≥ λ+Q(t),
for all t, then all the solutions to (2.9) are bounded and hence stable.
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If we consider Mathieu’s equation (see Appendix A.9) we can plot the transition
curves which separate the regions of stable and unstable dynamics. This allows us to
view Theorem 2.5 pictorially and illustrate the phenomenon clearly. Figure 2.1 shows
the transitions curves for Mathieu’s equation y¨+ (1 + δ cos(ωt))y = 0, in ω, δ space. The
first region of instability is shown by the shaded region furthest to the right. Subsequent
regions of instability occur to the left of the first region. Here it is clear that, for fixed
δ, by taking ω large the parameters occupy a region of parameter space which is to the
right of the first region of instability. Further details are given in Appendix A.9.
Figure 2.1: The first seven stability tongues for Mathieu’s equation in (ω, δ) parameter space.
For parameters in the shaded region the fixed point (y, y˙) = (0, 0) is unstable and trajectories
diverge. For parameters in the unshaded region, the fixed point is Lyapunov stable. The first
stability tongue is situated on the right, emanating from ω = 2. See Appendix A.9 for further
details.
Example 2.1
Consider the system
y¨(t) + (λ+ β sin(2ωt))y(t) = 0, (2.10)
with λ = 3 and β = 2. Letting τ = ωt the function Q(τ) is periodic in τ with period pi.
16
CHAPTER 2. HILL’S EQUATION
(a) (b)
(c) (d)
Figure 2.2: On the left a solution in time t and on the right in time τ = ωt. The top two images
show an example trajectory in phase space and the bottom two show the trajectory plotted
against time. The parameter values are α = 3, β = 2, ω = 1.9 <
√
5.
(a) (b)
(c) (d)
Figure 2.3: On the left a solution in time t and on the right in time τ = ωt. The top two images
show an example trajectory in phase space and the bottom two show the trajectory plotted
against time. The parameter values are chosen as α = 3, β = 2, ω = 2.24 >
√
5
17
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Then according to Theorem 2.4 the solutions are stable provided
0 ≤ 1
ω2
(
3 + 2 sin(2τ)
)
≤ 1.
Hence, if ω ≥ √5 all the solutions are bounded and stable. In Figures 2.2 and 2.3 we
show two numerical examples for the system (2.10), one where the solutions are unstable
and one where they are made stable as a result of larger ω. Of course, one obvious
question to ask is whether this may be extended to include nonlinear systems, such as
the cubic equation or Duffing equation, where the linearisation is in the form of Hill’s
equation. However the result does not follow through. This is demonstrated by the
following example.
Example 2.2 Cubic oscillator
Consider the equation for a perturbed cubic oscillator given by
x¨(t) +
(
1 + εf(ωt)
)
x3(t) = 0, f(ωt) = sin(2ωt), (2.11)
where ε  1 and ω  1. By transformation of the time co-ordinate to τ = ωt the
equation becomes
x′′(τ) +
1
ω2
(
1 + εf(τ)
)
x3(τ) = 0, f(τ) = sin(2τ).
Writing x(τ) as a power series in ε as
x(τ) = x0(τ) + εx1(τ) + ε
2x2(τ) + . . . ,
we have x0(τ) = α cn
(
α
ω τ,
1√
2
)
as a solution to the unperturbed system, i.e x0(t) =
α cn
(
αt, 1√
2
)
where cn(·.k) is the elliptic cosine-amplitude with elliptic modulus k, see
Appendix A.3. From here on, as the elliptic modulus has been set equal to 1/
√
2, the
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elliptic integrals and functions can be assumed to be evaluated at this value, and we
shall write cn(u), K and E(u) for short, where K and E(u) are the elliptic integrals of
the first and second kinds respectively, see Appendix A.3. At every level of ε above the
zeroth level we have
x′′j (τ) +
3x20(τ)
ω2
xj(τ) = [U ]j−1, (2.12)
where [U ]j−1 consists of all the terms which appear at lower levels. The homogenous
equation of (2.12) is of the form of Hills equation with
λ+Q(τ) =
3x20(τ)
ω2
=
3α2 cn2
(
α
ω τ
)
ω2
, (2.13)
where
λ =
α
2ωK
∫ 2ωK/α
0
3α2
ω
cn2
(
α
ω τ
)
dτ
=
3α2
ω2K
[
E
(
sn(2K)
)
−K
]
≈ 1.37α
2
ω2
,
and
Q(τ) ∈
[
−λ, 3α
2
ω2
− λ
]
.
The homogenous solutions at each level can be written as
xˆj(τ) = αe
iρτp1(τ) + βe
−iρτp2(τ), (2.14)
where p1(τ), p2(τ) have the same period as x
2
0 = α
2 cn2
(
α
ω τ
)
, i.e 2Kω/α. The parameter
ρ is given by
ρ =
1
T
arccos
(
xˆ∗ (T ) + xˆ′∗∗ (T )
2
)
, (2.15)
with T = 2Kω/α and where xˆ∗(τ) and xˆ∗∗(τ) are the normalised solutions of homogenous
equation resulting from (2.12), see [116]. It may be thought that through the correct
19
CHAPTER 2. HILL’S EQUATION
choices of α and ω, it is possible to satisfy Theorem 2.4 at each level of ε. Then one
must show that the series for x(τ) converges. However due to the construction of the
system, one of the two homogenous solutions may be written as xˆj1(τ) = x
′
0(τ). The
other linearly independent solution may be found using
xˆj2(τ) = xˆj1(τ)
∫ τ
0
1
(xˆj1(s))
2 ds.
It may be seen that the second solution is always linear in τ . This happens as the
parameter ρ is equal to zero. This property is not expected to be unique to the cubic
system, but apply to similar systems of the form
x¨(t) +
(
λ+Q(t)
)
xn(t) = 0,
with n = 2m + 1 for m ∈ N. Hence using the approach of linearising the system
so that it may be written in the form of Hill’s equation, does not allow one to use
Theorem 2.4 to analyse the stability of the solutions to the full nonlinear system. We
return to the problem of stability in nonlinear systems in Chapter 3. There are many
other theorems relating to the stability of the solutions to Hill’s equation, for example
Lyapunov’s theorem and extensions of Lyapunov’s theorem [116, 104, 14], however, as
they are not used in later sections they have not been included here.
2.2 Some explicit solutions
As previously mentioned, in general we are unable to find explicit solutions to Hill’s
equation. However there are some particular cases where solutions can be found. Using
the transformation (2.3), it is possible to investigate a few such cases. The following
examples, which were published in [29], illustrate a couple of instances where the
transformation (2.3) can be utilised to find explicit solutions to interesting special cases.
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Example 2.3 (Pendulum with varying length)
Consider the linearised system for a pendulum with periodically varying length ` = `(t)
described by
θ¨(t) + 2
˙`(t)
`(t)
θ˙(t) +
g
`(t)
θ(t) = 0, (2.16)
where g is the acceleration due to gravity, ` = `0 + `1ϕ(ωt) with `0 > `1 > 0 and ϕ is a
2pi periodic function of time τ = ωt with mean value zero and ‖ϕ‖∞ = 1. Hence ω is the
frequency at which the pendulum length varies. Transforming into the corresponding
“Hamiltonian” form we have
y¨(t) +Q(t) y(t) = 0,
where
Q(t) =
g − ¨`(t)
`(t)
.
If we take the particular case where Q(t) = ω2 = constant, then we can obtain a solution
to the above system as
y(t) = γ cos (ωt) + δ sin (ωt),
provided
`(t) = α cos (ωt) + β sin (ωt) +
g
ω2
, `1 =
√
α2 + β2 <
g
ω2
= `0.
Then transforming back to the system in θ(t) we have a solution to (2.16) as
θ(t) =
γ cos (ωt) + δ sin (ωt)
α cos (ωt) + β sin (ωt) + g
ω2
.
Remark 2.1 The choice Q = ω2 = constant effectively sets the mean length of the
pendulum l0 = g/ω
2. In fact the choice of Q equal to any positive constant results in a
relation between the class of pendulum systems with periodically varying length about
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`0 with frequency ω =
√
g/`0, and the classical pendulum with length `0. Furthermore,
choosing Q = constant results in the instability intervals vanishing (with the exception
of the zeroth interval of instability) and consequently all solutions of this form are stable
provided g > g0 where g0 satisfies g0 − ¨`(t) = 0. If we consider the inverted pendulum
by instead linearising about θ = pi, it can be seen that Q < 0 and the solutions are
hyperbolic, hence always unstable. Further details regarding the stability of similar
systems can be found in [43].
The transformation (2.3) may also be used to transform from one second order differential
equation to another as follows:
Consider the two equations
x¨1(t) + a1(t)x˙1(t) + b1(t)x1(t) = 0,
x¨2(t) + a2(t)x˙2(t) + b2(t)x2(t) = 0,
where a1(t) and b1(t) are such that the solution x1 can be found explicitly. If a2(t), b2(t)
satisfy the equation
−1
2
a˙1(t)− 1
4
a21(t) + b1(t) = −
1
2
a˙2(t)− 1
4
a22(t) + b2(t),
that is Q1(t) ≡ Q2(t) when the equations are transformed into the form of Hill’s equation,
the corresponding solution x2(t) is
x2(t) = x1(t)e
1
2
∫
(a1(t)−a2(t))dt.
Example 2.4
Take a1(t) = αt
−1 and b1(t) = βt−2, hence picking the Cauchy-Euler equation. Then a2
and b2 must satisfy
2α− α2 + 4β
t2
= −2a˙2(t)− a22(t) + 4b2(t).
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Let us choose a2(t) = δt
m, hence we require
b2(t) =
δ2t2m+2 + 2mδtm+1 − α2 − 2α+ 4β
4t2
,
giving the equation for x2 as
x¨2(t) + δt
mx˙2(t) +
δ2t2m+2 + 2mδtm+1 − α2 − 2α+ 4β
4t2
x2(t) = 0,
with solution
x2(t) = t
γe
1
2
∫
αt−1+δtm dt, with γ =
1
2
(
α− 1±
√
(α− 1)2 − 4β
)
.
In fact, it is possible to choose a1, b1 as constants and obtain solutions for systems with
coefficients a2(t), b2(t) which are functions of time.
In [25] a class of time-dependent equations were investigated for which solutions may
be found. The following theorem and further details may be found in [25].
Theorem 2.6 Given the second order linear time-dependent differential equation
d
dt
(
x˙(t)
ω(t)
)
+ ω(t)x(t) = 0, (2.17)
where ω(t) is a differentiable positive function of time, then its general solution has the
form
x(t) = α cos
(∫
ω(t) dt
)
.
The differential equation (2.17) may be written as
x¨(t)− ω˙(t)
ω(t)
x˙(t) + ω2(t)x(t) = 0, (2.18)
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which is in the form of (2.2) so that the transformation (2.3) may be used. This results
in a class of solvable Hill’s equations given by equation (2.4) with
λ+Q(t) =
1
2
ω¨(t)
ω(t)
− 3
4
(
ω˙(t)
ω(t)
)2
+ ω2(t),
y(t) =
x(t)√
ω(t)
.
More generally in [25] the authors considered systems of the form
d
dt
(
x˙(t)
ω(t)
)
+ ω(t)F (x(t)) = 0, (2.19)
which have first integral of motion given by
H(x(t), x˙(t), t) :=
1
2
(
x˙(t)
ω(t)
)2
+ U(x(t)) = E = constant, (2.20)
where U(x) is a primitive of F (x). It can be seen that setting F (x) = x we get back
the system (2.17). If we instead keep F (x) general and multiply (2.20) by ω2(t), we can
obtain an equation for the energy given by
∫
dx√
E − U(x) = ±
√
2
∫
ω(t) dt. (2.21)
The following example demonstrates one instance where Theorem 2.6 can be used to find
solutions to an interesting problem with time dependent coefficients.
Example 2.5 (Pendulum with varying length and vertically oscillating
support)
Consider the pendulum with vertically oscillating support given by ϕ(t) and varying
length `(t) = `0 + `1(t) where ϕ(t) and `(t) are both periodic functions of time t. The
motion of the system can be described by
d
dt
(
`2(t)θ˙(t)
)
+ `(t)
(
g − ϕ¨(t)
)
sin
(
θ(t)
)
= 0, (2.22)
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where θ(t) is the angle the pendulum makes with the downward vertical and g represents
the gravitational constant. The system obtained by linearising about the downward
vertical position θ = 0 is
d
dt
(
`2(t)θ˙(t)
)
+ `(t)
(
g − ϕ¨(t)
)
θ(t) = 0. (2.23)
If we constrain ourselves to the particular case where
`(t) =
(
1
g − ϕ¨(t)
)1
3
, (2.24)
then equation (2.23) is in the form of (2.17) and the solution is given by
θ(t) = α cos
(∫
`(t)
(
g − ϕ¨(t)
)
dt+ β
)
, (2.25)
for arbitrary constants α, β. As one example we can consider the physically interesting
case ϕ(t) = a cos(ωt) which gives g − ϕ¨(t) = g + aω2 cos(ωt) with a constant such that
g > |a|ω2; the corresponding solution is given by
θ(t) = α cos
(∫ (
g + aω2 cos(ωt)
) 2
3
dt+ β
)
. (2.26)
Note that θ(t) is in general a quasi-periodic function of time. It is also possible to study
the nonlinear system (2.22) using the more general form of the system (2.19). In this
instance the system can be rearranged to obtain an equation of the form (2.21) so that
the solutions depend on the elliptic integrals and elliptic functions.
Remark 2.2 The relationship between ϕ(t) and `(t) given by (2.24) constrains the
length and support of the pendulum to oscillate with the same frequency and the mean
length of the pendulum to be governed by the gravitational constant. This result can
be viewed as follows: although in general the pendulum with periodically, vertically
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oscillating support and varying length exhibits complicated dynamics, if we relate the
mean length, `0, of the pendulum to the gravitational constant and match the frequencies
at which the support oscillates and length varies then we can find an explicit solution to
the equation of motion.
Now let us reconsider Hill’s equation in the form of (2.4) and the transformed equation
(2.2). If Hill’s equation can be transformed into an equation of the form (2.18) then we
may proceed to find solutions using Theorem 2.6. When this is possible it is evident that
b(t) may be expressed in terms of a(t), and λ+Q(t) may be written as a function of a(t)
only, namely
λ+Q(t) = −1
2
a˙(t)− 1
4
a2(t) + e−2
∫
a(t)dt.
In this form it is apparent that for the solution y(t) of (2.4) to be periodic, a(t) must
be a periodic function of t with zero mean value. Rewriting equation (2.2) in terms of
a(t) and recalling the solutions to (2.2) where a(t) = −ω˙(t)/ω(t) are finite and periodic,
we see that all solutions found for the corresponding Hill’s equation are in turn bounded
and hence stable.
z¨(t) + a(t)z˙(t) +
(
e−2
∫
a(t)dt
)
z(t) = 0,
z(t) = cos
(∫ (
e−2
∫
a(t)dt
)
dt
)
,
y(t) =
(
e
1
2
∫
a(t)dt
)
cos
(∫ (
e−2
∫
a(t)dt
)
dt
)
.
Using the definition of ω(t) we can rewrite the solution y(t) as
y(t) =
1√
ω(t)
cos(ω¯t+ Ω(t)), (2.27)
where ω¯ is the average of the function ω(t) and Ω(t) is a primitive of the zero-average
function ω(t) − ω¯. Note that in general y(t) is a quasi-periodic function, with two
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frequencies ω¯ and ω0, where ω0 is the frequency of ω(t). The solution reduces to a
periodic function if and only if ω¯ is commensurate with ω0. More generally, we can
consider the case in which ω(t) is a quasi-periodic function with frequencies ω0, . . . , ωn.
In this instance the solution y(t) can still be found and is of the form (2.27), but with
Ω(t) now a quasi-periodic function with the same frequencies as its derivative ω(t). This
provides an example where we can construct a quasi-periodic Hill’s equation which we
can solve, though in general the study of the quasi-periodic Hill’s equation would require
very delicate analysis.
As mentioned, all of the solutions found using Theorem 2.6 have been stable solutions.
We now consider a slightly modified form of equation (2.17) given by
d
dt
(
θ˙(t)
Cω(t)
)
+ Cω(t)θ(t) = 0, (2.28)
where C is constant. Using the transformation (2.3) we find the corresponding Hill’s
equation for (2.28) given by
y¨ +
[
1
2
d
dt
(
ω˙(t)
ω(t)
)
− 1
4
(
ω˙(t)
ω(t)
)2
+ C2ω2(t)
]
y = 0, (2.29)
with corresponding solution
y =
1√
ω(t)
cos
(
C
∫
ω(t) dt
)
.
It can be seen from the solution that if C is real the solutions to (2.29) are bounded and
stable. If C is purely imaginary, (C2 < 0 and real) then the solutions are hyperbolic
and therefore unstable. Finally if C has nonzero real and imaginary parts (i.e C2 6∈ R),
then the solutions are always unstable, see [116]. Comparing equation (2.29) with Hill’s
equation, (2.4) we find the relation between C and λ as
λ =
1
2T
∫ T
0
d
dt
(
ω˙(t)
ω(t)
)
dt− 1
4T
∫ T
0
(
ω˙(t)
ω(t)
)2
dt+
C2
T
∫ T
0
ω2(t) dt, (2.30)
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where T is the period of ω(t). Note that the first integral vanishes as the integrand
has zero average. Using equation (2.30) we can see how the stability and instability of
the solutions found correspond to the stable and unstable intervals of Hill’s equation
mentioned in Theorem 2.3. We find that the choice of C2 < 0 corresponds to the zeroth
interval of instability, (−∞, λ0) where λ0 is given by
λ0 = − 1
4T
∫ T
0
(
ω˙(t)
ω(t)
)2
dt.
Choosing C2 > 0 and purely real, all the solutions are stable. It is possible to generate
stable and unstable intervals of (2.29) in C by modeling C as a function of another
constant with respect to time which goes between real and imaginary values as the
constant is varied, for example C =
√
sinα, removing the values C = 0. However this
is equivalent to moving in and out of the zeroth region of stability for λ. Of course,
provided the coefficient of y in (2.29) is nonconstant, further intervals of instability exist
for real λ, however they are not found by this class of solutions.
Note, multiplying equation (2.28) by C, the corresponding equation in Hill form is
the same. Hence the same properties hold, however now the value C = 0 need not be
omitted.
2.3 Instability regions for perturbations of Hill’s equation
We now consider Hill’s equation with the inclusion of damping for which we wish to
find the regions of (asymptotic) stability/instability. In this section we recap some of
the material in [147, 149] which is later applied to the pendulum with variable length in
Chapter 6 and Mathieu’s equation in Appendix A.9. We study systems of the form
y¨(t) +
(
λ+ εQ(t)
)
y(t) + γy˙(t) = 0, (2.31)
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where Q(t) is a piecewise continuous periodic function of t and ε is a parameter
representing a smallness factor so the system may be considered as a perturbation of
an integrable one. The parameter γ > 0 is the coefficient of dissipation, which again
we shall assume to be small, typically of the order ε with γ = εC for some constant
C. We set the period of Q(t) to T = 2pi. This is done so as to match with the systems
studied later in Chapters 5 and 6, though of course we could renormalise such that T = pi
to correspond with the previous results. Taking both ε and γ equal to zero, the system
reduces to that of the Harmonic Oscillator, which may be solved trivially. In this instance
it is clear that the solution has natural frequency ω0 =
√
λ. The full system (2.31) can
be written as a pair of coupled first order equations, represented in matrix form as
y˙ = A(t)y, y =
(
y
y˙
)
, A(t) =
(
0 1
−λ− εQ(t) −γ
)
. (2.32)
Definition 2.2 Consider the system y˙ = A(t)y. The Matrix Y(t) which satisfies
Y˙(t) = A(t)Y(t),
with initial condition
Y(0) = I,
is called the principal fundamental matrix or matricant of the system.
An equivalent statement to Definition 2.2 is; if we let y1, . . . ,yn be the n linearly
independent solutions of an n dimensional matrix system Y˙(t) = A(t)Y(t) then the
fundamental matrix is Y = [y1, . . . ,yn]. Note, the matricant Y˜ of the system with
A˜ = −AT (minus the transpose of A) satisfies Y˜TY = I.
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Definition 2.3 The matricant Y(t) taken at the period t = T gives the matrix
F = Y(T ),
which is called the Floquet matrix or monodromy matrix.
It is shown in [149] that
∂F
∂s
= F0
∫ T
0
Y−1
∂A
∂s
Y dt, (2.33)
where s is one of the parameters of the system (2.32) and F0 is the Floquet matrix of
the unperturbed system. Also note that
det F = det Y(T ) = det Y(0) = 1,
so the product of the eigenvalues µ1, µ2 is equal to 1 and hence
µ1 =
1
µ2
.
As mentioned, the system (2.32) without damping and periodic forcing (γ = ε = 0) has
matrix A independent of t and the system can easily be solved. The unperturbed system
has matricants
Y0 =
(
cos (ω0t)
1
ω0
sin (ω0t)
−ω0 sin (ω0t) cos (ω0t)
)
, Y˜0 =
(
cos (ω0t) ω0 sin (ω0t)
− 1ω0 sin (ω0t) cos (ω0t)
)
,
and Floquet matrix
F0 =
(
cos (2piω0)
1
ω0
sin (2piω0)
−ω0 sin (2piω0) cos (2piω0)
)
. (2.34)
Finding the eigenvalues of the Floquet matrix (2.34) yields
µ1,2 = cos (2piω0)± i sin (2piω0) .
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If ω0 6= k/2 for any integer k = 1, 2, . . . the eigenvalues are simple, complex conjugate
and lie on the unit circle in the complex plane. If ω0 = k/2 then the eigenvalues are
double and satisfy
µ1 = µ2 = (−1)k.
In this case the Floquet matrix is F0 = (−1)kI and the eigenvalues have two linearly
independent eigenvectors. Values of ω0 = k/2 are called the resonance or critical values
of the natural frequency. Using equation (2.33) we find the derivatives of F with respect
to the parameters as
∂F
∂ω0
=
1
2ω0
F0
 1− cos (4piω0) 4piω0−sin(4piω0)ω0
−ω0 (4piω0 + sin (4piω0)) cos (4piω0)− 1
 ,
∂F
∂ε
=
1
2ω0
F0
∫ 2pi
0
 sin (2ω0t) 1−cos(2ω0t)ω0
−ω0 (1 + cos (2ω0t)) − sin (2ω0t)
Q(t) dt,
∂F
∂γ
=
1
4ω0
F0
 sin (4piω0)− 4piω0 1−cos(4piω0)ω0
ω0 (1− cos (4piω0)) − sin (4piω0)− 4piω0
 ,
(2.35)
from which an approximation to the Floquet matrix of the system (2.32) with γ 6= 0,
ε 6= 0 can be constructed by Taylor expansion in a neighbourhood of the unperturbed
system. Doing so yields
F = F0 +
∂F
∂ω0
(√
λ− ω0
)
+
∂F
∂ε
ε+
∂F
∂γ
γ + h.o.t. (2.36)
The system is then (asymptotically) stable if and only if all the eigenvalues of the Floquet
matrix F, lie within the unit circle. If at least one eigenvalue lies outside of the unit
circle the system is unstable. For non-critical values of the frequency, i.e ω0 6= k/2, the
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simple eigenvalues when γ = 0 satisfy µ1 = 1/µ2, thus cannot leave the unit circle when
ε is small. When dissipation is added the Floquet matrix satisfies
µ1µ2 = det F = 1− 2piγ + h.o.t.
Hence a positive coefficient of dissipation causes the eigenvalues to move further into the
unit circle and the system becomes asymptotically stable (while γ < 0 causes them to
move out and the system loses stability). For critical values of the natural frequency the
eigenvalues satisfy
F =
 1 + pik−1bkε− piγ 4pik−1 (∆ω + 2k−1ε(c0 − ak))
−pik (∆ω + 2k−1ε(c0 + ak)) 1− pik−1bkε− piγ
 ,
µ1,2 = (−1)k(1− piγ)± pi
√
D,
D =
r2k
k2
ε2 − 4
(√
λ− k
2
+
c0
k
ε
)2
,
where rk =
√
a2k + b
2
k and c0, ak and bk are defined by
c0 =
1
2pi
∫ 2pi
0
Q(t) dt,
ak =
1
pi
∫ 2pi
0
Q(t) cos(kt) dt,
bk =
1
pi
∫ 2pi
0
Q(t) sin(kt) dt.
(2.37)
If D < 0 then the eigenvalues of F are complex conjugate and lie on the unit circle when
γ = 0, outside the unit circle if γ < 0 and inside for γ > 0. When D > 0 the system is
unstable if
√
D − γ > 0 and hence D > γ2. Then the regions of instability in parameter
space are where the following inequality is satisfied
4
(√
λ− k
2
+
c0
k
ε
)2
+ γ2 <
r2k
k2
ε2.
32
Chapter 3
High and low frequency forcing
We return to the phenomena noticed in Section 2.1, where it was found that a class
of Hill’s equation has (linearly) stable solutions provided the forcing frequency is high
enough, see Theorem 2.5. Here we focus on nonlinear systems and show that an analogous
result holds when the frequency of the forcing is either sufficiently high or sufficiently
low. We consider integrable systems, which we perturb by adding a forcing term. When
dealing with forced systems, it is well known that, in the extreme situations in which the
oscillation of the forcing is either very slow or very fast, the dynamics can be strikingly
different with respect to the case in which the forcing period is comparable with the
motions of the unperturbed, integrable system [42, 135, 68, 11, 51, 32, 61]; a classical
example is provided by the pendulum with oscillating support [160, 41, 98, 42, 26] which
is a perturbation of the simple pendulum. The standard technique used to attack the
problem is the averaging method; however, a rigorous implementation is quite nontrivial,
as it involves KAM-like arguments. In particular we study the case where the forcing
amplitude is far beyond the perturbation regime and show how to reduce the problem to
results already available in the literature. In doing so we prove that most of the phase
space is filled by KAM invariant tori when the period of the forcing is sufficiently large
or sufficiently small. A similar scenario has been studied in [112, 113, 114], in which the
authors consider KAM tori which are far from the origin, that is, |x(t)|+|x˙(t)| sufficiently
33
CHAPTER 3. HIGH AND LOW FREQUENCY FORCING
large and forcing with frequency 0 < ω < 1. In doing so they show that motions are
bounded, as they are trapped inside the KAM tori and cannot move to infinity. However,
to prove boundedness one has to prove the existence of confining KAM tori far away
from the origin. Hence only the asymptotic behaviour of the potential really counts,
and in general one needs a condition on the growth of the potential at infinity – besides
smoothness conditions, see [112, 113, 114]. On the contrary, here we consider a region
with distance of order O(1) from the origin and show that, not only are the orbits of
the perturbed system bounded, but that they remain close to those of the unperturbed
system. To study the existence of KAM tori in a fixed region of phase space of a forced
system, one needs information about the potential in that region: this explains why the
assumptions we shall require on the potential are stronger, as they are not just asymptotic
properties. As a concrete example, we study the model of a forced cubic oscillator, which
has been extensively investigated in the literature [122, 18, 23, 68], however the results
are formulated for general Hamiltonians of forced systems which satisfy a few conditions
which we outline in Section 3.1.
Consider a cubic oscillator subject to a periodic driving force. The Hamiltonian
describing the system is
H(y, x, t) = y
2
2
+ (1 + µf(ωt))
x4
4
, (3.1)
where (y, x) ∈ R2, µ ∈ R, ω ∈ R is the frequency of the driving force and f is a 2pi-
periodic analytic function of t with zero average and ‖f‖∞ = 1. The phase space for the
system is R2×Tω, with Tω = R/(2pi/ω)Z and the corresponding equations of motion are

x˙ = y,
y˙ = − (1 + µf(ωt))x3,
t˙ = 1,
(3.2)
where the dots denote derivative with respect to time t.
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For µ = 0 the system is integrable, so that the full phase space is filled by invariant
tori, with t increasing linearly in time with frequency 1 and (x, y) moving on a closed
orbit in the plane with frequency Ω depending on the initial data.
Fix arbitrarily Ω2 > Ω1 > 0 and consider, for the unperturbed cubic oscillator, the
closed orbits C1 and C2 with frequencies Ω1 and Ω2, respectively. Call D0 ⊂ R2 the
bounded region enclosed by C1 and C2 and set D = D0 × Tω. For µ small enough, we
can apply KAM theorem [11], so as to obtain the existence of most of the invariant tori
inside D, independently of the value of the frequency ω, see Appendix A.6. This well
known result, see for example [72, 137], is captured by the following theorem.
Theorem 3.1 For µ small enough the set of existing invariant tori in D for the system
with Hamiltonian (3.1) leaves out a set with relative measure O(√µ).
In this Chapter we want to show that the same kind of results extend by removing
the condition of smallness on µ, provided the frequency ω is either large enough or small
enough. In particular, by increasing ω from 0 to infinity, a double transition regularity-
chaos-regularity occurs. This is supported in Section 3.3 by numerical results, which also
give evidence that the regularity regime extends to wider ranges of the parameters for
which the analytical results do not apply. In Section 3.4 a brief discussion is provided
on how to extend the analysis to more general systems.
3.1 High frequency regime
We consider first the case of ω large and we set ω = 1/ε, with ε small. We can formulate
our result for such a case in a more general context. In action-angle variables, the
Hamiltonian (3.1) becomes, see Appendix A.5
H(I, ϕ, t) = H0(I) + µH1(I, ϕ, ωt), (3.3)
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where
H0(I) = 1
4
(
3I
T
)4/3
, H1(I, ϕ, t) = 1
4
(
3I
T
)4/3
cn4(Tϕ)f(t), (3.4)
with cnϕ := cn(ϕ, 1/
√
2) and T := 2K(1/
√
2)/pi, where cn(ϕ, k) and K(k) denote
respectively the cosine-amplitude function and the complete elliptic integral of the first
kind with elliptic modulus k, see Appendix A.3.
The corresponding Hamilton equations are
{
ϕ˙ = Ω0(I) + µ∂IH1(I, ϕ, ωt),
I˙ = −µ∂ϕH1(I, ϕ, ωt),
(3.5)
where Ω0(I) := ∂IH0(I) = (3I/T 4)1/3. In terms of the variables (I, ϕ, t) the domain D
defined above becomes D = I0×T×Tω, where T = T1 and I0 = {I ∈ R+ : I1 ≤ |I| ≤ I2},
with I1 = Ω
3
1T
4/3 and I2 = Ω
3
2T
4/3.
More generally we shall consider Hamiltonians of the form (3.3) and make the
following assumptions on H0 and H1 (trivially satisfied in the case (3.4)).
Assumption 1 Assume the Hamiltonian function (3.3) to be real-analytic in a domain
D := I0 × T× Tω, where I0 is an open subset of R.
Assumption 2 Assume I 7→ Ω0(I) := ∂IH0(I) to be a local diffeomorphism on I0.
Assumption 3 Assume 〈H1(I, ϕ, ·)〉 :=
∫
T
dt
2pi
H1(I, ϕ, t) = 0, ∀(I, ϕ) ∈ I0 × T.
In (3.3) rescale time t→ τ = ωt. Then the equations of motion (3.5) become
{
ϕ′ = εΩ0(I) + εµ∂IH1(I, ϕ, τ),
I ′ = −εµ∂ϕH1(I, ϕ, τ),
(3.6)
where the dashes denote derivative with respect to time τ .
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We can apply Neishtadt’s averaging theorem [129, 130] to cast the system into the
form {
ϕ′ = ε (Ω0(I) + µ∂IVε(I, ϕ) + µ∂IRε(I, ϕ, τ)) ,
I ′ = −ε (µ∂ϕVε(I, ϕ) + µ∂ϕRε(I, ϕ, τ)) ,
(3.7)
where Vε and Rε are suitable analytic functions, with Vε(I, ϕ) = 〈H1(I, ϕ, ·)〉 + O(ε)
and Rε an exponentially small remainder, that is |Rε| ≤ C exp(−c/ε) for some positive
constants c and C. The change of coordinates is canonical and ε-close to the identity
— in order not to overwhelm the notations, we denote the new variables with the same
letters as the old ones.
By Assumption 3 the average of H1 vanishes, hence Vε is a correction of order ε to
H0. So one can perform a further close-to-identity change of coordinates which leads to
the equations {
ϕ′ = εΩε(I) + εµ∂IRε(I, ϕ, τ),
I ′ = −εµ∂ϕRε(I, ϕ, τ),
(3.8)
where Ωε(I) = Ω0(I) + O(ε) and R is still exponentially small (and once more we still
denote by (I, ϕ) the transformed coordinates). The corresponding Hamiltonian is
H(I, ϕ, ε) = ε (Hε(I) + µRε(I, ϕ, τ)) . (3.9)
The overall change of coordinates leading to (3.9) is close to the identity within O(ε)
and hence, up to a region with measure O(ε), the domain D is transformed into a region
enclosed between two KAM invariant tori. By studying the Hamitlonian H(I, ϕ, ε)/ε
we see that we can apply once more KAM theorem and conclude that most of the
unperturbed tori for the Hamiltonian Hε(I) still exist when the perturbation Rε(I, ϕ, τ)
is switched on. Since now the perturbation is exponentially small, the relative measure
of the tori which are destroyed is exponentially small in ε. To go back to the original
coordinates, we have to scale back time. So we obtain the following result.
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Theorem 3.2 Consider a system with Hamiltonian (3.3) which satisfies Assumptions 1
to 3. For any value of µ, for ω large enough the domain D is filled by KAM invariant
tori, up to a region whose relative measure is O(1/ω). Apart from a thin region close to
the boundary, the invariant tori leave out a region with measure exponentially small in
1/ω.
Note that Assumption 3 is needed here, contrary to Theorem 3.1, to ensure that the
averaged system is integrable (such a condition is automatically satisfied for µ small,
without any assumption on H1).
3.2 Low frequency regime
Now consider (3.1) with ω = ε. We can reason as in [106] (see also [70, 71, 64]). Fix
|µ| < 1, so that 1 + µf(ωt) > 0. We rewrite the equations of motion (3.2) as
{
x˙ = y,
y˙ = −a(εt)x3, a(t) := 1 + µf(t). (3.10)
Then the argument proceeds through the following steps.
First, through a time-dependent canonical change of coordinates (x, y) 7→ (I, ϕ), with
x =
(
3I
T
)1/3
(a(εt))−1/6 cn(Tϕ), y = −
(
3I
T
)2/3
(a(εt))1/6 sn(Tϕ) dn(Tϕ), (3.11)
where snϕ and dnϕ are the sine-amplitude and delta-amplitude functions with modulus
k = 1/
√
2, respectively, see Appendices A.3 and A.5, one writes (3.10) as the Hamilton
equations corresponding to the Hamiltonian
H(I, ϕ, t) = H0(I, ϕ, t) + ε
6
3I
T
cn(Tϕ) sn(Tϕ) dn(Tϕ)
b(εt)
a(εt)
,
H0(I, ϕ, t) := 1
4
(
3I
T
)4/3
(a(εt))1/3 ,
(3.12)
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where b(t) = a˙(t) and T = 2K/pi. Next, in order to eliminate the dependence on time in
the leading term one makes the change of coordinates (I, ϕ, t) 7→ (p, q, s), with
p = H(I, ϕ, t), q = t, s = ϕ, (3.13)
which leads to the Hamiltonian, see Appendix A.5
A(p, q, s) = A0(p, εq) + εA1(p, εq, s),
A0(p, q) := T
3
(4p)3/4
(a(q))1/4
,
(3.14)
for some function A1 of order 1 in ε. Then one may perform a further change of variables
(p, q, s) 7→ (J, φ, s) into action-angle variables for A0, so yielding the Hamiltonian
B(J, φ, s) = B0(J) + εB1(J, εφ, s),
B0(J) = (κJ)3/4 , 1
κ
:=
1
4
(
3
T
)4/3 ∫ 2pi
0
(a(q))1/3
dq
2pi
,
(3.15)
for a suitable function B1 of order 1 in ε.
Finally we integrate the Hamiltonian equations corresponding to (3.15) between s = 0
and s = 2pi. Denote by (J(s), φ(s)) the solution; then, defining ψ(s) = εφ(s) and setting
(Jˆ , ψˆ) = (J(2pi), ψ(2pi)) and (J, ψ) = (J(0), ψ(0)), we obtain the twist map
Jˆ = J + ε
2F (J, ψ),
ψˆ = ψ + εΩ0(J) + ε
2G(J, ψ), Ω0(J) =
3pi
2
κ3/4J−1/4,
(3.16)
for suitable analytic functions F and G.
Therefore we can apply Moser’s twist theorem, see Appendix A.6, and conclude that
any invariant curve with Diophantine rotation number still exists for ε small enough. For
fixed ε, the relative measure of the invariant curves which still exist in a given region of
the cylinder is O(
√
ε) [108, 160].
Coming back to the original coordinates we obtain the existence of a large measure
set of invariant tori for the continuous flow which has the twist map (3.16) as Poincare´
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section at times which are multiples of 2pi. We can summarise the discussion by the
following statement.
Theorem 3.3 Consider the system with Hamiltonian (3.1) and fix µ ∈ (−1, 1). For ω
small enough the domain D is filled by KAM invariant tori, up to a region whose relative
measure is O(
√
ω).
3.3 Numerical results
Numerically we may illustrate the scenarios considered in the previous sections as well
as provide some insight into cases which are not covered by the analysis. We study the
system (3.1) with f(ωt) = cosωt. In particular we consider three situations, |µ| < 1,
|µ| > 1 and |µ| = 1, with both high and low frequency forcing.
To check the dynamics we take 10 000 pseudo-random initial conditions within a
square [−2, 2] × [−2, 2] from the phase plane (x, y). The chosen numerical integration
method is a Sto¨rmer-Verlet scheme with variable step size. The Sto¨rmer-Verlet method
is a second order symplectic scheme, details of which may be found in [110].
After an initial transient period, the trajectories are checked to ascertain how their
asymptotic behaviour has changed with respect to the trajectories of the unperturbed
system with the same initial conditions. If most of the orbits have remained close to the
corresponding orbits of the unperturbed system, then we say that the system is “stable”1.
This is expected to occur when the system is well within the KAM regime: the majority
of the unperturbed tori still exist, albeit slightly deformed, so that every orbit either
lies on a torus or is trapped between two surviving tori. However it is possible that the
trajectories of the perturbed system do not remain close, but are still bounded. This
1Note that here the use of the term “stable” is different from linear stability used in Chapter 2 and
asymptotic stability which is used in later chapters. Here the use of the term stability is more close to that
of structural stability, although it is still not the same; as the system is non-dissipative the equilibrium
point is not hyperbolic.
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can happen as we are moving out of the KAM regime; most of the tori are destroyed,
with a few of them still existing and undergoing much larger deformations. We refer to
such a case by saying that the system is “bounded”. Numerically it is difficult to classify
trajectories as unbounded, as a trajectory which appears unbounded may be bounded
within a very large region. Therefore, we class the trajectories as unbounded once their
amplitude exceeds 30 in either the x or y direction, and class the system as “unbounded”
if any trajectory is found to be so. When this happens, nearly all (if not all) KAM tori
are expected to be destroyed, at least in the region investigated, otherwise any of them
would confine the orbits inside. We note, however, that, even though KAM theory no
longer applies in this case, one can still have invariant curves of a different kind, such
as cantori (see for instance [144]), so that it is quite possible for some trajectories to
be unbounded whilst others remain bounded (and possibly even close to those of the
unperturbed system).
First we consider the scenario where |µ| < 1, in particular we choose µ = 0.8, 0.9
and 0.95; some numerical results are shown in Table 3.1. As proved in the previous
sections, for ω sufficiently large or small, the dynamics are stable, whilst between these
two extremes, the orbits move away from those of the unperturbed system and there
exists unbounded trajectories. In Figure 3.1 we show some example orbits corresponding
to the initial conditions (x, y) = (1, 1) with µ = 0 in Figure 3.1(a) and µ = 0.8 in (b),
(c) and (d). It may be seen that the perturbed orbits remain close to the unperturbed
system for suitable ω. With µ getting close to 1, one has to take ω increasingly small or
increasingly large for the system to be stable.
The results in Table 3.1 show that for µ = 0.8 the orbits become unstable when
ω > 0.2. We see in Figure 3.2(b) and (c) that as ω is increased from 0.2 to 0.4, many
of the tori are broken and cantori separate the invariant KAM tori, creating larger and
larger gaps. However, as many of the tori still exist in the region investigated, the orbits
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ω µ = 0.8 µ = 0.9 µ = 0.95
0.05 Stable Stable Stable
0.1 Stable Stable Bounded
0.2 Stable Bounded Bounded
0.3 Bounded Bounded Unbounded
0.4 Bounded Unbounded Unbounded
0.5 Bounded Unbounded Unbounded
0.7 Bounded Unbounded Unbounded
0.8 Unbounded Unbounded Unbounded
12.0 Unbounded Unbounded Unbounded
13.0 Stable Unbounded Unbounded
14.0 Stable Stable Stable
Table 3.1: Stability and boundedness results for choices of |µ| < 1 and various values of ω.
Orbits are classed as stable if they remain close to the corresponding orbit of the unperturbed
system with the same initial conditions, unbounded if their amplitude is greater than 30 in either
direction and bounded otherwise, see text for details.
(a) (b)
(c) (d)
Figure 3.1: Orbits for the system (3.2) with initial conditions (x, y) = (1, 1). In Figure (a)
µ = 0. In Figures (b), (c) and (d) µ = 0.8 and ω = 0.0001, 0.2 and 14 respectively.
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(a) (b)
Figure 3.2: Poincare´ maps for the system (3.1) with µ = 0.8 and various initial conditions,
showing the break up of the KAM tori. The parameter ω = 0.2 and 0.4 in (a) and (b) respectively.
ω µ = 1 µ = 1.2 µ = 2 µ = 5
0.0001 Stable Stable Stable Stable
0.0002 Stable Stable Bounded Unbounded
0.0003 Bounded Unbounded Unbounded Unbounded
0.0004 Bounded Unbounded Unbounded Unbounded
0.0005 Bounded Unbounded Unbounded Unbounded
0.0010 Unbounded Unbounded Unbounded Unbounded
13 Unbounded Unbounded Unbounded Unbounded
14 Stable Stable Unbounded Unbounded
16 Stable Stable Unbounded Unbounded
18 Stable Stable Stable Unbounded
20 Stable Stable Stable Stable
Table 3.2: Stability and boundedness results for choices of |µ| ≥ 1 and various values of ω.
Orbits are classed as stable if they remain close to the corresponding orbit of the unperturbed
system with the same initial conditions, unbounded if their amplitude is greater than 30 in either
direction and bounded otherwise, see text for details.
remain bounded. Increasing ω further causes more of the KAM tori to break and for
ω = 0.8 the orbits are no longer confined in the region [−30, 30]× [−30, 30].
For |µ| ≥ 1 the analysis in the previous sections can only be applied when the system
undergoes high frequency forcing. Numerically we find that the system is also stable
with low frequency forcing, however ω must be taken considerably smaller than the cases
where |µ| < 1. This is not true for high frequency forcing, where similar orders of
ω (compared with the cases where |µ| < 1) are sufficient for the dynamics to become
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stable. Some numerical results are presented in Table 3.2. In Figure 3.3 we show some
example orbits with µ ≥ 1. Similarly to the case where |µ| < 1 it is evident that the
perturbed orbits remain close to that of the unperturbed system provided ω is suitably
chosen. In Figure 3.3(f) we see that, although the system is classed as unbounded for
ω = 14 and µ = 5, it is still possible to find initial conditions for which the orbit remains
close to the unperturbed system.
(a) (b) (c)
(d) (e) (f)
Figure 3.3: Orbits for the system (3.2) with initial conditions (x, y) = (1, 1). In Figures (a),(b)
and (c) ω = 0.0001 and in Figures (d), (e) and (f) ω = 14. The parameter µ = 1, 2 and 5 in
Figures (a, d) , (b, e) and (c, f) respectively.
3.4 Further remarks
More generally one can write the Hamiltonian of a forced cubic oscillator as
H(y, x, t) =
1
2
my2 + (a+ µf(ωt))
x4
4
. (3.17)
However, the form (3.1) is not restrictive, since we can reduce (3.17) to that form by
rescaling both variables x and y and redefining the parameter µ.
44
CHAPTER 3. HIGH AND LOW FREQUENCY FORCING
Other generalisations could be easily envisaged. For instance any potential V (x)
yielding closed orbits in a region encircling the origin could be considered. For example
one could take a potential x2n/2n, n ≥ 1 instead of x4/4: the unperturbed system would
still be integrable, so that the analysis of Section 3.1 would apply immediately. Also
the discussion in Section 3.2 could be easily adapted to cover such a case; see [71, 106]
for details. Also, less regularity can be required for the driving force. Finally, one could
consider quasi-periodically forced systems, as in [114], in the case in which all components
of the frequency vectors are small or large.
Coming back to our system (3.1), the condition that f has zero average could be
relaxed. In fact, for Theorem 3.2 to hold, what we really need is that 1 + µ〈f(·)〉 > 0,
so that the averaged system is integrable. On the other hand, Theorem 3.3 requires
1 + µf(·) > 0. In particular, if 〈f(·)〉 = 0 and ‖f‖∞ = 1, this excludes the cases µ ≥ 1.
However, if the average of 1 + µf(ωt) is positive, one can argue that the potential
remains positive for most of time, so one can conjecture that the condition 1 +µ〈f(·)〉 >
0 might also be sufficient in the low frequency regime. Furthermore, we have shown
numerically that the orbits remain close to those of the unperturbed system if the forcing
frequency is sufficiently low, even when |µ| ≥ 1. It would be interesting to investigate
the issue in more detail by means of analysis, see the comments in Chapter 8. Further
comments are also given in Appendix A.9, where the results of this chapter are related
to the stability regions of Mathieu’s equation.
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Chapter 4
Numerical analysis
This chapter is devoted to the details of the numerical simulations which were used to
obtain the data presented in Chapters 5, 6 and 7. In particular, we explain some of the
techniques used and the justification of choices made regarding numerical simulations.
The chapter is organised as follows. In Section 4.1 the method used to classify the
attractors is outlined. In Section 4.2 we provide details about the selection of initial
conditions, as well as a justification of the number of initial conditions used. In Section
4.3 we talk about the numerical integration schemes utilised, in particular Section 4.3.1
gives an in depth explanation of analytic continuation, which is the primary integration
method used in the later chapters. Finally in Section 4.4 we discuss the technique of cell
mapping.
4.1 Classification of initial conditions
All of the simulations used in Chapters 5, 6 and 7 utilised a solution library to classify
the limiting behaviour of trajectories. Originally, solutions were classified using the area
of phase space they occupied in conjunction with their period. This method posed a
number of disadvantages, and was discarded early on in favour of the solution library.
One of the main disadvantages of the original approach is that the user is required to
know all of the attractive solutions which exist for the system under the given parameter
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values, prior to running the simulation. This of course results in extra work for the user
and can lead to solutions being missed if the user is not aware of them. Furthermore,
as the parameter values are varied, the attractive solutions also vary. Slight variations
in the amplitude and location in phase space of attractors or bifurcations which the
user is unaware of may cause problems in the classification of a trajectories limiting
behaviour. A library of solutions, which trajectories can be checked against and is built
up as new solutions are found during the course of the simulation, overcomes all of the
above mentioned problems.
4.2 Selection of initial conditions
In Chapters 5 and 6 initial conditions were chosen using a stream of pseudo-random
numbers, which were scaled so as to uniformly cover the desired region of phase space. A
pseudo-random sequence is one that is generated by a deterministic process, but shows
no discernable pattern. As such the same sequence of numbers may be used for each
simulation. In Chapter 7, for ease of coding, we also took initial conditions from a
uniform grid covering the region of phase space investigated. In the literature, both
approaches have been used, for example in [18, 155] the authors use pseudo-random
initial conditions, and in [22, 109] the authors used a grid with uniform spacing. There
appears to be no justification either way, and in much of the literature the authors do
not specify how initial conditions were selected. One of the advantages of a pseudo-
random stream over a uniform mesh of initial conditions is that it is easier to add extra
data from more initial conditions if greater accuracy is required. Further to this, if the
simulation is unexpectedly interrupted, the data obtained is still distributed across all of
the desired region of phase space. This is not true for a mesh of initial conditions, where
unexpected interruptions result in only partial coverage of the phase space, for which it
is much more difficult to top up. However, as mentioned previously, in Chapter 7 a mesh
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of initial conditions is used. Therefore in Section 4.2.1 we compare the results obtained
using the two methods and show that statistically the methods are equivalent.
Since basins of attraction are computed by taking a large but finite discrete set of
initial conditions (either on a mesh or uniformly and randomly distributed), an error is
always produced by using the fraction of trajectories converging towards a given attractor
to estimate the corresponding relative area. The following statistical result gives the
confidence interval for results obtained by Monte Carlo simulation; see [127]. If p and
pˆ are the actual and estimated probability, respectively, of landing in a given basin of
attraction, then we have
pˆ− zα/2
√
pˆ(1− pˆ)
N
< p < pˆ+ zα/2
√
pˆ(1− pˆ)
N
, (4.1)
where N is the sample size (the number of initial conditions used for the simulation);
N
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0.5 0.1386 0.0620 0.0438 0.0310 0.0253 0.0219 0.0196 0.0179 0.0139
1 0.1950 0.0872 0.0617 0.0436 0.0356 0.0308 0.0276 0.0252 0.0195
2 0.2744 0.1227 0.0868 0.0614 0.0501 0.0434 0.0388 0.0354 0.0274
3 0.3344 0.1495 0.1057 0.0748 0.0610 0.0529 0.0473 0.0432 0.0334
4 0.3841 0.1718 0.1215 0.0859 0.0701 0.0607 0.0543 0.0496 0.0384
5 0.4272 0.1910 0.1351 0.0955 0.0780 0.0675 0.0604 0.0551 0.0427
10 0.5880 0.2630 0.1859 0.1315 0.1074 0.0930 0.0832 0.0759 0.0588
15 0.6999 0.3130 0.2213 0.1565 0.1278 0.1107 0.0990 0.0904 0.0700
20 0.7840 0.3506 0.2479 0.1753 0.1431 0.1240 0.1109 0.1012 0.0784
30 0.8982 0.4017 0.2840 0.2008 0.1640 0.1420 0.1270 0.1160 0.0898
40 0.9602 0.4294 0.3036 0.2147 0.1753 0.1518 0.1358 0.1240 0.0960
50 0.9800 0.4383 0.3099 0.2191 0.1789 0.1550 0.1386 0.1265 0.0980
Table 4.1: Largest expected error for various basin sizes and number of initial conditions
N using equation (4.1) with a 95% confidence level.
the variable zα/2 is the so-called z value, which ensures a (1 − α) × 100% confidence
level [127]. A confidence level of 95% results in the error values shown in Table 4.1. For
example if we take N = 10 000 we can see that if an estimated basin of attraction covers
99.5% of the phase space, then we can state with 95% confidence that the actual basin
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of attraction will be (99.5 ± 0.1386)%. Similarly, if the estimated basin covers 0.5% of
the phase space, the actual basin of attraction will also be (0.5 ± 0.1386)%; although
the error is the same, the error relative to the basin size is much greater for small basins
of attraction. Thus when the basins of attraction are small, it is necessary to use more
initial conditions. From equation (4.1) it is evident that the error is proportional to one
over the square root of the sample size. Therefore it is necessary to take many more
initial conditions to improve the estimates with any significance.
4.2.1 Grid versus pseudo-random
As previously mentioned, selecting initial conditions from a stream of pseudo-random
numbers is often advantageous when compared to taking a mesh of initial conditions.
However, for the numerics carried out in Chapter 7, using a uniform mesh of initial
conditions is preferable as it removes many complexities in numerical implementation.
In the following we compare the use of uniformly distributed pseudo-random initial
conditions against that of a uniform mesh of initial conditions. The aim is to verify
whether the two methods of selecting initial conditions are statistically equivalent. To
check that the two methods of initial condition selection are equivalent, we use data
obtained for the sizes of basins of attraction for the system of the pendulum with
oscillating support. This system is chosen so as to fit with the numerical studies later
on, in particular Chapter 7. Throughout this section the chosen numerical integration
scheme is matlab’s ODE113. Although it is found in later sections that ODE113 is not
the best numerical integrator for the problem, it is easy to use and is sufficient for the
purpose of comparing the two methods of selecting initial conditions.
To make comparisons, we use two sets of random initial conditions, taken from
a stream of pseudo-random numbers. The results using pseudo-random numbers are
compared with those created by using different meshes of initial conditions and a χ2 test
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is implemented to check if there is evidence that the results from the two approaches are
significantly different.
First data using both methods of initial condition selection are obtained. This we
refer to as the “observed” results and denote the observed results in the i-th row and
j-th column by Oi,j .
Number of points in BOA
A1 A2 A3 Row sum
Random1 O1,1 O1,2 O1,3 RS1
Mesh1 O2,1 O2,2 O2,3 RS2
Column sum CS1 CS2 CS3 N
Table 4.2: Example table of observed results for random initial conditions and those
chosen from a mesh, with three attractors present, A1, A2 and A3.
The “expected” results Ei,j are then calculated as
Ei,j =
RSi × CSj
N
,
where RSi is the sum of the i-th row, CSj is the sum of the j-th column and N is the
total, i.e
N =
∑
i
RSi =
∑
j
CSj .
Number of points in BOA
A1 A2 A3
Random E1,1 E1,2 E1,3
Mesh E2,1 E2,2 E2,3
Table 4.3: Example table of expected results for random initial conditions and those
chosen from a mesh, with three attractors present, A1, A2 and A3.
Then the χ2 test statistic is defined as, [84]
χ2 =
∑
i
∑
j
(Oi,j − Ei,j)2
Ei,j
.
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To understand the meaning of the value obtained for test statistic χ2, we must first
calculate the number of degrees of freedom. The number of degrees of freedom is equal
to (rows− 1)× (columns− 1), in our case 2. Under the null hypothesis, that the results
do not depend on the approach used to generate the initial conditions, the test statistic
is a random observation from the χ2 distribution with 2 degrees of freedom. Then the
probability that under the null hypothesis the deviation of the observed results from
the expected results is due to chance alone can be determined. It is standard to have
a critical region corresponding to a probability of 5%, [84]. This means that the test
statistic is compared against the 95th percentile of χ2(2), i.e. 5.991. The hypothesis that
the results from a uniform mesh of initial conditions are equivalent to those generated
using uniformly distributed random initial conditions is rejected if the test statistic is
greater than 5.991.
Tables 4.4 to 4.7 show the observed results for the system of the pendulum with
oscillating support. For the chosen parameter values there exist three (asymptotically)
stable attractive solutions which we refer to as UFP, DO2 and DO4, further details on
these attractors may be found in Section 5.5. The values of χ2 are calculated separately
for each mesh, and each set of pseudo-random initial conditions, so that the observed
data may be written as in Table 4.2. Tables 4.4 to 4.7 show that, provided a large enough
number of initial conditions is chosen, the hypothesis that the results produced with the
two methods are statistically equivalent is not rejected.
Number of points in BOA
UFP DO2 DO4 χ2R1 χ
2
R2
Random1 1721 7945 335 N/A 5.515
Random2 1779 7940 282 5.515 N/A
Mesh1 1779 8048 374 1.790 11.653
Mesh2 1778 8120 308 1.889 1.084
Mesh3 1779 8104 368 0.999 9.970
Table 4.4: The observed results obtained using approximately 10,000 initial conditions.
“Random 1” and “Random 2” correspond to 2 different sets of uniformly distributed pseudo-
random initial conditions. Mesh 1, 2 and 3 correspond to meshes of initial conditions with
spacing (∆θ,∆θ′) = (0.0628, 0.08), (0.0785, 0.0640) and (0.1256, 0.04) respectively.
52
CHAPTER 4. NUMERICAL ANALYSIS
Number of points in BOA
UFP DO2 DO4 χ2R1 χ
2
R2
Random1 8613 39779 1609 N/A 3.528
Random2 8811 39638 1552 3.528 N/A
Mesh1 8741 40072 1638 0.262 2.945
Mesh2 8733 40172 1621 0.065 2.679
Table 4.5: The observed results obtained using approximately 50,000 initial conditions.
“Random 1” and “Random 2” correspond to 2 different sets of uniformly distributed pseudo-
random initial conditions. Mesh 1 and 2 correspond to meshes of initial conditions with spacing
(∆θ,∆θ′) = (0.0314, 0.032) and (0.0502, 0.02) respectively.
Number of points in BOA
UFP DO2 DO4 χ2R1 χ
2
R2
Random1 17247 79518 3236 N/A 1.117
Random2 17291 79556 3154 1.117 N/A
Mesh1 17361 80020 3320 0.590 3.306
Mesh2 17393 79985 3273 0.087 1.551
Table 4.6: The observed results obtained using approximately 100,000 initial conditions.
“Random 1” and “Random 2” correspond to 2 different sets of uniformly distributed pseudo-
random initial conditions. Mesh 1 and 2 correspond to meshes of initial conditions with spacing
(∆θ,∆θ′) = (0.0314, 0.0160) and (0.0251, 0.02) respectively.
Number of points in BOA
UFP DO2 DO4 χ2R1 χ
2
R2
Random1 34421 159069 6511 N/A 1.584
Random2 34490 159139 6372 1.584 N/A
Mesh1 34653 159674 6574 0.210 2.414
Mesh2 34704 159701 6541 0.253 1.637
Table 4.7: The observed results obtained using approximately 200,000 initial conditions.
“Random 1” and “Random 2” correspond to 2 different sets of uniformly distributed pseudo-
random initial conditions. Mesh 1 and 2 correspond to meshes of initial conditions with spacing
(∆θ,∆θ′) = (0.0157, 0.016) and (0.0196, 0.0128) respectively.
4.3 Numerical integrators
In Chapters 5, 6 and 7 three numerical methods are used to integrate the trajectories
which evolve from the chosen initial conditions. Of these the most easy to implement
is matlab’s ode113. ode113 uses a variable order Adams-Bashforth-Moulton method
which is a standard approach for solving ODEs of the form (5.1) and (6.1). However,
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whilst matlab offers ease of implementation, the simulations often run much more
slowly than programs written in C. This is the case as matlab compiles each line
of code as it runs, whereas C compiles the whole code at the start. Also used is a
Runge-Kutta integration scheme which was implemented in C. Runge-Kutta is also
a standard method applied to solve ODEs of the form (5.1) and (6.1). The primary
numerical integration method used in Chapters 5 and 6 is analytic continuation, which is
a numerical implementation of the Frobenius method [48, 55, 78]. Analytic continuation
is the preferred scheme as it allows the user greater control over the error induced in a
given time-step and proved to be the fastest of the three methods. The details of analytic
continuation, as well as application to the pendulum with vertically oscillating support
are explained in Section 4.3.1.
4.3.1 Analytic continuation
Analytic continuation is a method which can be used to extend the domain over which
a power series representation of an analytic function is valid. Given an analytic function
g(z), defined on a region of the complex plane, the extension of its domain is achieved
by constructing a locally convergent power series about a point, z0 ∈ C, for which the
function and sufficient derivatives of the function are already known. This may be written
in the form
g(z) =
∞∑
i=0
gizˆ
i, zˆ = z − z0, (4.2)
where the coefficients gi are constants to be found. The expansion (4.2) is convergent
within a disk whose radius is governed by the nearest singular point of g(z) to z0. Picking
another point in the complex plane, z1, within the radius of convergence about z0, the
process may be iterated to extend the domain of the power series representation of g(z),
see [48, 100, 158]. An illustration of this is shown in Figure 4.1.
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Figure 4.1: Two disks of convergence in the complex plane centred about the points z0
and z1. The red dots represent singular points of the function.
By taking g(z) as a solution of an ordinary differential equation, analytic continuation
can be utilised to solve initial value problems. In this instance the coefficients gi are
determined by the derivatives of g(z), evaluated at the point about which the function
is expanded, i.e. z0. For this reason the method is often referred to as the Taylor Series
Method or Frobenius method. The use of Taylor series expansions to solve initial value
problems in ordinary differential equations has been well known as both a classical and a
numerical method for many years. It has been rediscovered and applied in many areas of
mathematics, for example in Celestial Mechanics it is known as the recurrent power series
method [16, 146]. Previous examples may be found in the literature [16, 17, 146, 59, 120].
An advantage that the Taylor series method can often have, is that it enables one to
take large steps compared with integrators such as Runge-Kutta, which typically uses
a step size of the order 10−2 or less. This may result in faster numerical integrators,
despite the necessary computational overhead. It is not surprising then that much work
already exists in the literature to determine where singular points of functions are in
the complex plane and the possible step sizes that the Taylor series method can attain.
These include both classical and numerical approaches, see for example [60, 86].
Calculating the locations of the singular points can require a lot of computation.
Furthermore it is not enough to compute the singular points of the system one time only.
The singular points move depending on the initial conditions, and hence with each step
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the integrator takes. This may be illustrated even with a system as simple as
x˙− x2 = 0, (4.3)
with initial condition x0. Separating the variables and integrating, the solution is found
as
x =
x0
1− tx0 , (4.4)
from which it is explicitly apparent that the singular point varies with x0. In the process
of numerical integration, each step takes the result from the previous step as an initial
condition. Hence the values of x0 and t at the start of each step vary non-predictably,
and so also do the locations of the singular points. For this reason, in practice it is not
always the best way to decide the length of each time step, and instead the error inherent
in a time-step is used.
The ability to directly check the error inherent in a given time-step is another
substantial advantage that analytic continuation has over other numerical integrators.
Often, numerical integrators with an adaptive step size use comparisons between
integrations with different sized steps to decide on an appropriate step size to choose.
This is achieved by integrating forward one step, then completing the same integration
again with more, smaller steps. Once the difference between the two integrations is less
than a given tolerance the error is assumed to be acceptable. A consequence of using the
Taylor series method is that, from a power series for the solution the user can deduce
a series expansion for the left-hand side of the ODE. Time-steps may be substituted
into this series and the error can be directly calculated using the value of the right-hand
side. By taking all forcing and constant terms to the left-hand side of the system, the
right-hand side is zero and the value of the series expansion, E(zˆ), is a measure of the
error in the solution.
However for any finite series approximation to the solution of an ODE system, E(zˆ)
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will be an n-th degree polynomial, which has n roots, some of which may be real.
Substituting values of zˆ close to one of the roots into the approximation of E(zˆ) may
give the appearance of small error when it is not the case. It is possible to construct
a series for dE(zˆ)/dzˆ and obtain the gradient of the error. We will later see that the
series expansion for the derivative of a function can be quickly computed using the series
expansion of the function itself. In cases where E(zˆ) gives false appearance of small error,
the gradient, E ′(zˆ), will be large. It is only possible for both E(zˆ) and E ′(zˆ) to falsely
look small if the Taylor series expansion has no linear term. Hence by checking the series
expansions for E(zˆ) and E ′(zˆ) against tolerances, the user has greater control over the
error induced by a step zˆ than is possible with many other integration schemes.
Application to the pendulum with oscillating support
In previous literature the Taylor series method has been utilised to solve systems with
finite polynomial nonlinearities [55, 78, 88, 143]. To the best of our knowledge it has
not yet been applied to systems with trigonometric nonlinearities. In the following we
apply the Taylor series method to a pendulum system. In the process we show how
addition formulae may be used in the application of analytic continuation to systems
with trigonometric nonlinearities. In fact, we shall see that it is possible to apply analytic
continuation to a system which has polynomial nonlinearities of infinite degree, provided
there exists addition formula for the nonlinearities which allow the constant terms to be
separated from the rest of the series expansion. Consider the system
θ¨(t) + f(θ, t) + g(θ˙, t) = 0, (4.5)
where θ(t) is a generalised co-ordinate depending on time t and the dots denote
derivatives with respect to t. The functions f(θ, t) and g(θ˙, t) are analytic in their
arguments and we shall assume that the nonlinearities in both functions are either finite
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polynomials or trigonometric functions. Given initial conditions θ(t0) and θ˙(t0), analytic
continuation may be applied by first expanding the functions f(θ, t), g(θ˙, t) as well as
θ(t) and its derivatives as infinite power series in time, around t = t0. Letting τ = (t−t0)
the power series may be written as
θ(t) =
∞∑
i=0
θiτ
i, (4.6)
θ˙(t) =
∞∑
i=0
(i+ 1)θi+1τ
i, (4.7)
θ¨(t) =
∞∑
i=0
(i+ 1)(i+ 2)θi+2τ
i, (4.8)
f(θ, t) =
∞∑
i=0
fiτ
i, (4.9)
g(t) =
∞∑
i=0
giτ
i. (4.10)
For numerical integration these series may be truncated to a finite order which achieves
the desired level of accuracy. Setting t = t0 it becomes explicitly obvious that the initial
conditions θ(t0) and θ˙(t0) give us the coefficients θ0 and θ1, respectively. The coefficients
fi and gi will in general be dependent on the coefficients in the series for θ(t) and its
derivatives. Substituting equations (4.6) to (4.10) into (4.5) it is clear that the coefficients
for θ(t) may be calculated iteratively using the relation
θi+2 = − gi + fi
(i+ 1)(i+ 2)
, (4.11)
provided that fi and gi only depend on θk for k = 0, . . . , i + 1. If either of fi or gi
depend on θk for k ≥ i + 2 it is not possible to iteratively construct a series for θ(t) in
this way. In systems where the nonlinearities in f(θ, t) and g(θ˙, t) are finite polynomials
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it is clear that this requirement is satisfied. However, if at least one of the functions
contains trigonometric nonlinearities, by simply expanding we find that the entire series
for θ(t) is required to calculate the function at each order of τ = (t− t0). This becomes
explicitly apparent when expanding, for example sin(θ0 + θ1τ + . . . ) in the Horner form.
Letting θ(t) = θ0 + θˆ(t) and using the addition formulae for trigonometric functions we
may write
sin θ = sin (θ0) cos (θˆ) + cos (θ0) sin (θˆ), (4.12)
cos θ = cos (θ0) cos (θˆ)− sin (θ0) sin (θˆ), (4.13)
where θˆ is defined by
θˆ(t) = θ(t)− θ0 =
∞∑
i=1
θiτ
i. (4.14)
Now the coefficients at the i-th order in τ of cos (θˆ) and sin (θˆ) (and hence cos θ and
sin θ) are dependent only on coefficients of lower order in the series for θ(t). Thus (4.11)
may be used iteratively.
The system of the damped pendulum with oscillating support may be described by
equation (4.5) with f(θ, t) = (α − β cos t) sin θ and g(θ˙, t) = γ(t)θ˙. For simplicity in
this example we take γ(t) to be a constant and write γ(t) = γ, though it may be easily
extended to include time-dependency. In this instance equation (4.11) becomes
θi+2 = −γ(i+ 1)θi+1 + fi
(i+ 1)(i+ 2)
. (4.15)
Expanding cos t and sin θ using the addition formula the expansion of f(θ, t) can be
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written as
∞∑
i=0
fiτ
i =
[
α− β
(
cos (t0)
∞∑
n=0
(−1)n
2n!
τ2n − sin (t0)
∞∑
n=0
(−1)n
(2n+ 1)!
τ2n+1
)]
×
sin (θ0) ∞∑
n=0
(−1)n
2n!
( ∞∑
k=1
θkτ
k
)2n
+ cos (θ0)
∞∑
n=0
(−1)n
(2n+ 1)!
( ∞∑
k=1
θkτ
k
)2n+1 .
It may be checked that the coefficients fi depend only on coefficients θk for k ≤ i and
hence equation (4.11) may be used. As mentioned previously the expansion of θ(t)
is valid on a disc in the complex plane, centred about the point t0 ∈ C. The radius of
convergence is determined by the nearest singular point of the system to t = t0. Although
the expansion is valid for values of time in the complex plane, it is often preferable to
view the solutions θ(t), in real time. For this reason we often specify that t ∈ R although
in general it is possible to take values of t ∈ C. From the physical properties, we know
that the pendulum system does not begin to move infinitely fast at any point in real
time. Hence there are no singular points on the real axis and the expansion is always
valid on the real time axis for some radius greater than zero.
The Taylor series method is used in later chapters to integrate both the system of
the pendulum with oscillating support and that of the pendulum with variable length,
with both constant and linear coefficients of dissipation. In both cases, the time taken
to complete numerical integrations was faster than that of a Runge-Kutta integrator,
once appropriate possible step sizes were chosen. This was also observed in [22] for the
system of a forced cubic oscillator. In particular, for the pendulum with variable length
the Taylor series was able to take time steps with length larger than 6, which is 600 times
greater than the largest time step used by Runge-Kutta.
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4.4 Cell-to-cell mapping
Numerically estimating basins of attraction can be computationally heavy due to the
large number of initial conditions in phase space required for accurate estimates, see
Table 4.1. This has motivated research into faster numerical integrators and methods to
speed up computation time. One such method, originally proposed by C.S. Hsu [92, 93]
is cell-to-cell mapping; often referred to as CCMT (cell-to-cell mapping technique) or
simply CM (cell mapping). In this section we give an overview of the method and also
some reasons why it was not utilised in Chapters 5 and 6.
Consider an ordinary differential equation given by
x˙ = f(x, α), (4.16)
where x is the co-ordinate vector, α is a vector of the parameters (which we assume
to be fixed) and the dot denotes derivative with respect to time t. We assume without
loss of generality that the system is autonomous, since a non-autonomous system can be
converted into an autonomous one by letting t be an additional co-ordinate. Then, for
any trajectory starting from an initial condition x(t) = x0 in phase space, the arrival
point, x1, at time t+ ∆t is uniquely determined by [31]
x1(x0, α) =
∫ t+∆t
t
f(x(s), α)ds (4.17)
The idea of cell-to-cell mapping is to partition the region of phase space we wish to
study into cells, say Vj for j = 1, 2, . . . , J . Note that this region of phase space should
contain all the attractive solutions for the system under the parameters α. The dynamics
of the system may then be thought of as a mapping between these cells, the time interval
∆t is then the mapping step. There are two techniques to study this mapping, simple
cell mapping and generalised cell mapping.
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Simple cell mapping (SCM)
For simple cell mapping, one departure point in phase space is chosen in each cell, this
is usually the centre points of the cells. If we consider a particular cell, Vh, we wish to
find its image under the mapping. This is done by integrating the departure point in
the cell and determining the arrival point using equation (4.17). Whichever cell, Vi, the
arrival point falls into is considered the image cell of Vh, see Figure 4.2. Since there is
only one departure point chosen in Vh, the probability that an initial condition chosen in
Vh maps to Vi is p(h, i) = 1. If the image of a cell is the cell itself, the cell is called a sink
cell. Sink cells correspond to fixed points of the system. A cell is called a periodic cell of
period K if it maps back into itself in K mappings; therefore a sink cell is a period cell
with K = 1. If a cell is not a periodic cell then it is called a transient cell. In this way
we are able to quickly build up a picture of the basins of attraction.
Figure 4.2: Illustration of the cell-to-cell mapping technique. The green cell Vh, is mapped to
the blue cell Vi.
However, the method of single cell mapping requires a large number of cells, as
trajectories are essentially averaged to the centre point of cells after each mapping. If
the cells are not small enough this averaging at each step can cause a number of problems
in estimating the basins of attraction of the original, continuous system. For example,
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in Figure 4.3(a) the yellow cell is found to be the image of the red cell after three
applications of the map. However, if the cells are not small enough, the averaging which
occurs after each application of the map may result in inconsistencies compared to the
continuous system. Furthermore it is possible for cell mapping to find “fake solutions”
[57]. A fake solution is a solution found by cell mapping which does not occur in the
continuous system. For example a cell may be found to be a sink due to slow dynamics or
a periodic solution may be found as a result of the averaging process, see Figure 4.3(b).
Thus the accuracy and reliability of simple cell mapping is limited [62]. One technique
to try and avoid such inaccuracies is generalised cell mapping.
(a) (b)
Figure 4.3: In figure (a) we illustrate the multiple applications of averaging that occur which
can lead to errors when compared with the continuous system. In (b) we show how a periodic
solution is constructed; here we show a period 4 solution. Due to the averaging of the trajectories
after each mapping, the continuous system may not have such a periodic solution.
Generalised cell mapping (GCM)
In generalised cell mapping, multiple departure points are allowed from each cell, and
therefore each cell may have several image cells. The procedure proposed by Hsu [93]
is as follows. Choose multiple departure points in the cells, typically both interior and
boundary points. Then find the fraction of points starting in a particular cell Vh which
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map to a particular cell Vi during the interval [t, t+ ∆t]. The probability p(h, i) that an
initial condition starting in Vh is mapped to Vi is then defined as this fraction.
In generalised cell mapping a cell Vh “leads” to a cell Vi if the probability that
x(t+ k∆t) ∈ Vi given that x(t) ∈ Vh is positive for some k i.e. after k mappings. A cell
Vh is said to “communicate” with a cell Vi if and only if Vh leads to Vi and Vi leads to
Vh. A cell Vh is called a “persistent cell” if a point starting in Vh eventually returns to
Vh. The set of persistent cells which communicate with each other form a “persistent
group”. Persistent groups then correspond to fixed points or periodic solutions of the
continuous system.
The method of generalised cell mapping results in more algorithmic complexity
compared with simple cell mapping. In practice generalised and simple cell mapping
are employed together [62]. However, even with generalised cell mapping the important
structures in phase space (such as persistent groups and boundaries of basins of
attraction) are often too crude and need to be improved via refinement techniques [62].
In particular, for systems which are sensitive to slight variations in the initial conditions,
such as those considered in Chapters 5, 6 and 7, a very large number of cells must be
used to attain accuracy when determining the basins of attraction. Furthermore, as the
trajectories are averaged after each application of the map, if too few cells are used the
errors induced by averaging are repeatedly compounded. For these reasons cell mapping
is not utilised to calculate basins of attraction in Chapters 5 and 6.
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Chapter 5
The Pendulum with vertically
oscillating support
We now extend the system of the simple pendulum (see Appendix A.4) to that of
the pendulum with vertically oscillating support and additional dissipative forces. The
pendulum with vertically oscillating support has attracted much attention over the years
and is arguably one of the most studied perturbations of the simple pendulum, see for
example [26, 27, 28, 40, 65, 66, 154]. First, we recap some analysis of the linearised system
which can be found in the literature [27, 96], after which we focus on the full nonlinear
system. In particular we extend the action-angle variables for the simple pendulum to
those for the forced, damped system. These “perturbed” action-angle variables are then
used to calculate the thresholds of dissipation (commonly referred to as the thresholds
of friction [18, 22]), that is, the largest coefficient of dissipation under which a given
periodic solution exists. However, it shall be seen that the method used to calculate the
thresholds of dissipation, due to its nature and roots in perturbation theory, can only be
applied in very limited cases.
We then continue to investigate the pendulum outside of this regime by means of
numerical simulation. We focus our attention on the scenario where dissipation linearly
increases or decreases to some constant value over an initial period of time. The
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motivation is to investigate the effects on the sizes of the basins of attraction when
the coefficient of dissipation is initially a function of time, see Chapter 1 for further
details. Similar work has been conducted in [22], Attractiveness of periodic orbits in
parametrically forced systems with time-increasing friction, in which the results suggest
that, although the final value of dissipation determines which solutions exist and are
attractive, the evolution of dissipation to this final value affects the relative sizes of the
basins of attraction. However in [22] the only functions considered for the dissipative
coefficient are ones which increase linearly from zero to a given constant value. Contrary
to this, we consider both increasing and decreasing functions which need not start from
zero. As such, many of the observations which follow in this chapter are not included in
[22].
Let us illustrate in more detail the phenomenology. Suppose that for two values γ0
and γ1 of the damping coefficient, with γ0 6= γ1, the same attractors exist, that is, the sets
of attractors for the two values γ0, γ1 are the same. Provided the difference between the
two values is sufficiently large, the relative sizes of the basins of attraction under the two
coefficients will in general be appreciably different. If we allow the damping coefficient γ
to depend on time, γ = γ(t), and vary from γ0 to γ1 over an initial period of time [0, T0],
after which it remains constant at the value γ1, then the sizes of the basins of attraction
will be different from those where the system has constant coefficient γ1 throughout.
Moreover if T0 is taken larger, the sizes of the basins of attraction tend towards those
for the system under constant γ = γ0; this reflects the fact that the damping coefficient
remains close to γ0 for longer periods of time.
Now consider two values γ0 and γ1 of the damping coefficient for which the
corresponding sets of attractors A0 and A1 are not the same. As a system evolving
under dissipation is expected to have only finitely many attractors, there can only be a
finite number of attractors which exist for one of the two values and not for the other
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one. What happens is that, by varying γ(t) from γ0 to γ1, an attractor can either appear
or disappear, and in the latter case it can disappear either by being replaced with a
new attractor by bifurcation or leaving behind trajectories which are attracted by the
remaining attractors. Suppose, for instance, that the only difference between A0 and A1
is that the attractor a0 ∈ A0 simply disappears, that is A0 \ A1 = {a0}; then, if the
time T0 over which γ(t) varies is large, each remaining attractor tends to have a basin of
attraction not smaller than that it has for γ fixed at γ0. The reason being, again, that
the damping coefficient remains close to γ0 for a long time and, moreover, the trajectories
which would be attracted by a0 at γ = γ0 will move towards some other attractor when
a0 disappears. If, instead, the only difference between the sets of attractors A0 and A1
is that the attractor a0 ∈ A0 is replaced by an attractor a1, say by period doubling
bifurcation, then, letting γ(t) vary from γ0 to γ1 over a sufficiently large time T0 causes
the size of the basin of attraction of a1 to tend towards that of the basin of attraction
that a0 has for γ = γ0.
We summarise our results by the following statements:
1. If A0, the set of attractors at γ = γ0, is a subset of A1, the set of attractors which
exist at γ = γ1, that is A0 ⊆ A1, then, as the time T0 over which γ(t) is varied
from γ0 to γ1 is taken larger, the basins of attraction tend towards those when γ
is kept constant at γ = γ0. In particular, if an attractor belongs to A1 \ A0, then
the larger T0 the more negligible is the corresponding basin of attraction.
2. If the set of attractors at fixed γ = γ1 is a proper subset of those which exist at
γ = γ0, that is A1 ⊂ A0, then, as T0 is taken larger, the basins of attraction for
the attractors which exist at both γ0 and γ1 change so that for γ(t) varying from
γ0 to γ1 they tend to become greater than or equal to those for constant γ = γ0.
3. If an attractor a0 exists for γ = γ0 but is destroyed as γ(t) tends towards γ1, and a
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new attractor a1 is created from it by bifurcation (we will explicitly investigate the
case of saddle-node and period doubling bifurcations), then the size of the basin of
attraction of a1, as T0 is taken larger, tends towards that of a0 at constant γ = γ0.
4. If A01 is the set of attractors which exist at both γ = γ0 and γ = γ1, that is
A01 = A0 ∩ A1, and none of the elements in A0 \ A01 are linked by bifurcation
to elements in A1 \ A01, then, as T0 is taken larger, the phase space covered by
the basins of attraction of the attractors which belong to A01 tends towards 100%.
Moreover, all such attractors have a basin of attraction larger than or equal to that
they have when the coefficient of dissipation is fixed at γ = γ0.
The system of the pendulum differs from that of the cubic oscillator in many ways.
For example, the existence of a separatrix allows for rotating solutions and greatly
complicates the dynamics. Another important difference with respect to the results
in [22] is the following. In [22], if an attractor exists for some value of γ, it is also found
to exist for smaller values of γ. This is not always true for the pendulum considered in
the following sections, where we will see that, at least for some values of the parameters,
both increasing and decreasing γ can destroy attractors as well as create new ones. This
is related to the choice of parameters and the bifurcation structure of the system, we
refer to sections 5.4.1 and 5.5.1 for further details. However, for the parameter values
which we choose to investigate, this only occurs away from the perturbation regime,
where the system can no longer be considered as a perturbation of an integrable one;
the appearance and disappearance of attractors is expected to occur also in the case of
the cubic oscillator for larger values of the forcing coefficient. Therefore, in such cases
more possibilities must be taken into account when considering how the relative sizes of
the basins of attraction change when γ is allowed to initially vary with time. In addition
to the case of increasing dissipation studied in [22], here we also include the case where
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the damping coefficient decreases to a constant value, which is appropriate for physical
systems where joints are initially tight and require time to loosen. In this case similar
phenomena are expected. For instance, as the value of variation time T0 is taken larger,
the amount of phase space covered by each of the basins of attraction should tend towards
that corresponding to original value γ0 of γ, provided the set of attractors remains the
same.
5.1 Linearised systems
The system of the non-linear pendulum with vertically oscillating support can be
described by
θ¨(t) + f(t) sin θ(t) + γθ˙(t) = 0, f(t) =
(
g
l
− bω
2
l
cos (ωt)
)
, (5.1)
where the parameters l, b, ω and g represent the length of the pendulum, the amplitude
and frequency of the forcing oscillations and the gravitational coefficient respectively, all
of which remain constant. The parameter γ represents the coefficient of dissipation, which
remains constant with respect to time until Section 5.4.2. Note that the high frequency
result of Chapter 3 do not apply to this system, as the coefficient of forcing contains the
term ω2. By the same reasoning, the low frequency result applies trivially. Equation (5.1)
may be considered as a pair of coupled first order non-autonomous differential equations
by letting x = θ and y = x˙. The system can then be written as
{
x˙(t) = y(t),
y˙(t) = −
(
g
l − bω
2
l cos (ωt)
)
sinx(t)− γy(t).
The pendulum system can be non-dimensionalised by defining dimensionless parameters
α =
g
lω2
, β =
b
l
, τ = ωt,
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and rewriting equation (5.1) as
θ′′(τ) + f(τ) sin θ(τ) + γθ′(τ) = 0, f(τ) = (α− β cos τ), (5.2)
or equivalently, as a system of first order differential equations
q′ = p, p′ = −f(τ) sin q − γp, (5.3)
where the dashes represent differentiation with respect to the new time τ and γ has been
normalised so as not to contain the frequency. The system in this form is preferable
for numerical analysis as it has a reduced number of parameters. It is evident, due to
the properties of cos τ that a change in the sign of β is equivalent to a shift of pi in
time τ , hence the invariant curves do not depend on the sign of β. It can also be seen
from the way in which the parameters are defined, that changing the sign of α has the
effect of negating the length. While physically this makes little sense, for the purpose of
analysis and computer simulations, the result is that the same equation can be used for
both the downward and inverted configurations, simply by changing the sign of α. The
linearisation of the system about either one of its fixed points results in a system in the
form of the Mathieu’s equation, a special case of Hill’s equation discussed in Chapter
2. Linearising about the downward and upward fixed points (θ = 0, θ = pi) respectively
results in the two equations
ψ′′1(τ) + (α− β cos τ)ψ1(τ) + γψ′1(τ) = 0, (5.4)
ψ′′2(τ)− (α− β cos τ)ψ2(τ) + γψ′2(τ) = 0, (5.5)
where ψ1, ψ2 represent the angle between the pendulum and the downward or upward
verticals respectively. However as stated, for numerical computation it is possible to
consider only the first of the two equations by changing the sign of α. Setting γ = 0
in the above linearisations, one can use the methods described in [96] to obtain the
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transition curves (or stability curves) of the system, see Appendix A.9 for details. Figure
5.1 shows both the 2pi and 4pi periodic solution curves. Regions of instability have been
shaded and the regions which are stable (also known as the stability tongues) are white.
Choosing values of the parameters α and β inside the stable regions, the fixed point
ψ = 0 is (linearly) stable. Choosing parameters inside the unstable regions, the fixed
point ψ = 0 is (linearly) unstable and the solutions grow exponentially; this corresponds
to Lyapunov instability of the fixed point θ = 0 in the nonlinear system. In the nonlinear
system resonance causes the amplitude of the motion to increase, as a result the relation
between the period and amplitude causes the resonance to detune. Hence we do not see
exponential growth in the nonlinear system (as one might expect from a physical point
of view). Choosing parameter values in the unstable regions of Figure 5.1 we observe
oscillatory and rotating solutions in the nonlinear system [79, 118, 141]. Further details
on stability and Mathieu’s equation are given in Appendices A.8 and A.9, respectively.
Figure 5.1: Stability curves for the linearised system of the pendulum with oscillating
support. The broken line shows the curves of the 2pi periodic solutions and the solid line
those of the 4pi periodic solutions. The regions shaded in grey are those in which the
fixed point ψ = 0 is unstable and exponential growth occurs. In the nonlinear system,
solutions in these regions are typically oscillatory, rotating or chaotic.
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5.2 Condition for the origin to attract a full measure set
of phase space
To compute the conditions for which the origin attracts the entire phase space, up to a
zero measure-set, we use the approach outlined in [24]; see also [23]. We define f(τ) as
in (5.2) and require f(τ) > 0; the consequences of this restriction are that the method
can only be applied to the pendulum centred about the downward hanging position,
with α > β. This restriction is necessary to apply the Liouville transformation to the
time parameter. In terms of the physical parameters, this restricts our consideration to
cases where the coefficient of forcing in (5.1), that is bω2, is not too large i.e. the system
maybe be considered as a perturbation of an integrable one. Then we apply the Liouville
transformation
τ˜ =
∫ τ
0
√
f(s)ds,
and write our equation (5.2) in terms of the new time τ˜ as
θτ˜ τ˜ +
 f˜(τ˜)τ˜
2f˜(τ˜)
+
γ√
f˜(τ˜)
 θτ˜ + sin θ = 0,
where the subscript τ˜ represents derivative with respect to the new time τ˜ and f˜(τ˜) :=
f(τ). This can be represented as the two-dimensional system on T × R, by setting
x(τ˜) = θ(τ˜) and writing
xτ˜ = y, yτ˜ = − y√
f˜
 f˜τ˜
2
√
f˜
+ γ
− sinx,
for which we have the energy E(x, y) = 1−cosx+y2/2. By setting H(τ˜) = E(x(τ˜), y(τ˜)),
one finds
Hτ˜ = − y
2√
f˜
 f˜τ˜
2
√
f˜
+ γ
 , (5.6)
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thus Hτ˜ ≤ 0, i.e x, y are bounded provided γ satisfies
γ > −min
τ˜≥0
f˜τ˜
2
√
f˜
= −min
τ≥0
f ′
2f
. (5.7)
Moreover we have that for all τ˜ > 0
H(τ˜) +
∫ τ˜
0
y2√
f˜
 f˜τ˜
2
√
f˜
+ γ
 ds = H(0),
so that, as τ˜ →∞, using the properties above we can arrive at
min
s≥0
 1√
f˜
 f˜τ˜
2
√
f˜
+ γ
∫ ∞
0
y2(s)ds <∞.
Hence y → 0 as time tends to infinity. There are two regions of phase space to consider.
Any level curve of H strictly inside the separatrix1 of the simple pendulum is the
boundary of a positively invariant set D containing the origin, since S = {(x(τ˜), y(τ˜)) :
Hτ˜ = 0} ∪D consists purely of the origin, we can apply the local Barbashin-Krasovsky-
La Salle theorem [103], to conclude that every trajectory that begins strictly inside the
separatrix will converge to the origin as τ˜ → +∞.
Outside of the separatrix we may use equation (5.6), which shows the energy to be
strictly decreasing while y 6= 0, provided γ is chosen large enough, coupled with y → 0 as
time tends to infinity. The result is that all trajectories tend to the invariant points on
the x-axis as time tends to infinity. One of two cases must occur: either the trajectory
moves inside the separatrix or it does not. In the first instance we have already shown
that the limiting solution is the origin. In the latter there is only one possibility. As all
points on the x-axis are contained within the separatrix other than the unstable fixed
1A separatrix is a heteroclinic orbit which separates two modes of behaviour. In the simple pendulum
the orbit connects the saddle points at θ = ±pi and separates the rotating and oscillating dynamics.
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point, the trajectory must move onto such a fixed point and hence belongs to its stable
manifold, which is a zero-measure set. Therefore we conclude that a full measure set of
initial conditions are attracted by the origin. Reverting back to the original system with
time τ , we conclude that also for that system the basin of attraction of the origin has
full measure, provided β < α and γ satisfies (5.7).
5.3 Threshold values of γ
The following method to calculate the threshold values of γ below which given attractors
exist follows that described in [18, 22], where it was applied to the damped quartic
oscillator and the spin-orbit model. We consider the system (5.3), with β = ε and
γ = C1ε, where ε, C1 > 0. This approach is well suited to compute the leading order of
the threshold values. In general, it would be preferable to write γ as a function of ε of
the form γ = C1ε+C2ε
2 + . . . (bifurcation curve), and fix the constants Ck by imposing
formal solubility of the equations to any perturbation order, see [80]; however this only
produces higher order corrections to the leading order value.
For ε = 0 the system reduces to the simple pendulum θ′′ + α sin θ = 0, which
admits periodic solutions inside the separatrix (librations or oscillations) and outside
the separatrix (rotations). In terms of the variables (q, p) the equations (5.3) become
q′ = p, p′ = − sin q: the librations are described by
{
qosc(τ) = 2 arcsin [k1 sn (
√
α(τ − τ0), k1)],
posc(τ) = 2k1
√
α cn (
√
α(τ − τ0), k1),
k1 < 1, (5.8)
while the rotations are described by
{
qrot(τ) = 2 arcsin [sn (
√
α(τ − τ0)/k2, k2)],
prot(τ) = 2k
−1
2
√
α dn (
√
α(τ − τ0)/k2.k2),
k2 < 1, (5.9)
where cn (·, k), sn(·, k) and dn(·, k) are the Jacobi elliptic functions with elliptic modulus
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k [44, 54, 107, 165], and k1 and k2 are such that k
2
1 = (E + α)/2α and k
2
2 = 1/k
2
1, with
E being the energy of the pendulum, see Appendices A.3 and A.4. From (5.8) and (5.9)
it can be seen that the solutions are functions of (τ − τ0), so that the phase of a solution
depends on the initial conditions. We can fix the phase of the solution to zero without
loss of generality by instead writing f(τ) in equation (5.3) as f(τ − τ0). This moves the
freedom of choice in the initial condition to the phase of the forcing.
The dynamics of the simple pendulum can be conveniently written in terms of action-
angle variables (I, ϕ), for which we obtain two sets of variables: for the librations inside
the separatrix one expresses the action as
I =
8
pi
√
α
[
(k21 − 1)K(k1) + E(k1)
]
, (5.10)
where K(k) and E(k) are the complete elliptic integrals of the first and second kinds
respectively, and writes
q = 2 arcsin
[
k1 sn
(
2K(k1)
pi
ϕ, k1
)]
, p = 2k1
√
α cn
(
2K(k1)
pi
ϕ, k1
)
, (5.11)
with k1 obtained by inverting (5.10), while for the rotations outside the separatrix one
expresses the actions as
I =
4
k2pi
√
αE(k2), (5.12)
and writes
q = 2 arcsin
[
sn
(
K(k2)
pi
ϕ, k2
)]
, p =
2
k2
√
α dn
(
K(k2)
pi
ϕ, k2
)
, (5.13)
with k2 obtained by inverting (5.12); further details can be found in Appendix A.4.
For ε small, in order to compute the thresholds values, we first write the equations
of motion for the perturbed system in terms of the action-angle coordinates (I, ϕ) of the
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simple pendulum, then we look for solutions of the form
I(τ) =
∞∑
n=0
εnI(n)(τ), ϕ(τ) =
∞∑
n=0
εnϕ(n)(τ), (5.14)
where I(0)(τ) and ϕ(0)(τ) are the solutions to the unperturbed system, that is, see
Appendix A.4,
I(0)(τ) = Iosc =
8
pi
√
α
[
(k21 − 1)K(k1) + E(k1)
]
, ϕ(0)(τ) = ϕosc(τ) =
pi
2K(k1)
√
α τ,
I(0)(τ) = Irot =
4
k2pi
√
αE(k2), ϕ
(0)(τ) = ϕrot(τ) =
pi
K(k2)
√
α
τ
k2
,
in the case of oscillations and rotations respectively, with given k1 = k
(0)
1 and k2 = k
(0)
2 .
As the solution (5.14) is found using perturbation theory, its validity is restricted
to the system where ε is comparatively small. In particular this limitation has the
consequence that the calculations of the threshold values are not valid for the inverted
pendulum, where large ε is required to stabilise the system. On the other hand the
regime of small ε has the advantage that we can characterise analytically the attractors
and hence allows a better understanding of the dynamics with respect to the case of large
ε, where only numerical results are available.
5.3.1 Librations
We first wish to write the equations of motion (5.3) in action-angle variables. By equation
(A.4.13) one has
(
∂ϕ/∂q ∂ϕ/∂p
∂I/∂q ∂I/∂p
)
=
(
∂p/∂I −∂q/∂I
−∂p/∂ϕ ∂q/∂ϕ
)
.
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Taking into account the forcing term −β cos τ sin θ in (5.2), and shortening (·) =(
2K(k1)ϕ
pi , k1
)
as in Appendix A.4, one finds
I ′ =
∂I
∂q
q′ +
∂I
∂p
p′ = − ∂p
∂ϕ
q′ +
∂q
∂ϕ
p′
=
8βk21K(k1)
pi
cos(τ − τ0) sn(·) cn(·) dn(·),
ϕ′ =
∂ϕ
∂q
q′ +
∂ϕ
∂p
p′ =
∂p
∂I
q′ − ∂q
∂I
p′
=
pi
√
α
2K(k1)
− piβ
2K(k1)
√
α
[
sn2(·) + 2E(k1)ϕ sn(·) cn(·) dn(·)
pik′21
+
k21 sn
2(·) cn2(·)
1− k21
− E(·) sn(·) cn(·) dn(·)
1− k21
]
cos(τ − τ0),
where we have used the properties of the Jacobi elliptic functions in Appendix A.3 as
well as the relation sin (2 arcsin(kx)) = 2kx
√
1− k2x2. The shorthand I and ϕ have been
used to represent Iosc and ϕosc respectively. Adding the dissipative term γθ
′ the system
becomes
p′(τ) + (α− β cos(τ)) sin
(
q(τ)
)
+ γq′(τ) = 0.
We then have
q′(τ) =
∂q
∂I
I ′ +
∂q
∂ϕ
ϕ′ = 2k1
√
α cn(·).
Note that, all the terms containing ε, that is all the perturbed terms, have canceled
leaving q′ exactly as it is for the unperturbed system, namely q′ = p. Hence the action-
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angle variables satisfy
I ′ =
8βk21K(k1)
pi
cos(τ − τ0) sn(·) cn(·) dn(·)− 8γk
2
1
√
αK(k1)
pi
cn2(·),
ϕ′ =
pi
√
α
2K(k1)
− piβ
2K(k1)
√
α
[
sn2(·) + 2E(k1)ϕ sn(·) cn(·) dn(·)
pi(1− k21)
+
k21 sn
2(·) cn2(·)
1− k21
− E(·) sn(·) cn(·) dn(·)
1− k21
]
cos(τ − τ0)
+
γpi cn(·)
2K(k1)
[
sn(·)
dn(·) +
2E(k1)ϕ cn(·)
pi(1− k21)
+
k21 sn(·) cn2(·)
(1− k21) dn(·)
− E(·) cn(·)
1− k21
]
.
Using the property that E(u, k) = E(k)u/K(k) + Z(u, k) and setting β = ε, γ = C1ε we
arrive at the equations
ϕ′ =
pi
√
α
2K(k1)
− εpi
2K(k1)
√
α
[
sn2(·) + k
2
1 sn
2(·) cn2(·)
1− k21
− Z(·) sn(·) cn(·) dn(·)
1− k21
]
cos(τ − τ0)
+
C1ε pi cn(·)
2K(k1)
[
sn(·)
dn(·) +
k21 sn(·) cn2(·)
(1− k21) dn(·)
− Z(·) cn(·)
1− k21
]
,
I ′ =
8εk21K(k1)
pi
cos(τ − τ0) sn(·) cn(·) dn(·)− 8C1ε k
2
1
√
αK(k1)
pi
cn2(·),
(5.15)
where Z(·) is the Jacobi zeta function, see [107]. Note that in (5.15), the dependence
on I of the vector field is through the variable k1, according to (5.10). It is thus also
possible to carry out the following calculations using the variable k1 instead of the action
I. The coordinates for the unperturbed system (ε = 0) satisfy
ϕ′ =
dE
dI
:= Ω(I) =
pi
√
α
2K(k1)
, I ′ = 0.
Linearising around (ϕ(0)(τ), I(0)(τ)) = (Ω(I(0)) τ, I(0)), we have
δϕ′ =
∂Ω
∂I
(I(0)) δI, δI ′ = 0, (5.16)
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where, see Appendix A.4,
ζ :=
∂Ω
∂I
(I) = − pi
2
16k21K
3(k1)
[
E(k1)
1− k21
−K(k1)
]
. (5.17)
Since I = I(k1), that is the action is a function of k1, setting I = I
(0) fixes k1 = k
(0)
1 ,
yielding ζ = ζ(0), with ζ(0) given by (5.17) with k1 = k
(0)
1 . The linearised system (5.16)
can be written in compact form as
(
δϕ′
δI ′
)
=
(
0 ζ(0)
0 0
)(
δϕ
δI
)
.
The Wronskian matrix W (τ) is a solution of the unperturbed linear system
W ′(τ) =
(
0 ζ(0)
0 0
)
W (τ), W (0) = I,
where I is the 2× 2 identity matrix. Hence
W (τ) =
(
1 ζ(0)τ
0 1
)
. (5.18)
We now look for periodic solutions (ϕ(τ), I(τ)) with period T = 2piq = 4K(k1)p/
√
α,
with p/q ∈ Q, of the form (5.14); see also [80, 81] for a more general discussion. A solution
of this kind will be referred to as a p : q resonance. The functions (ϕ(n)(τ), I(n)(τ)) are
formally defined by, see [128]
(
ϕ(n)(τ)
I(n)(τ)
)
= W (τ)
(
ϕ¯(n)
I¯(n)
)
+W (τ)
∫ τ
0
dσW−1(σ)
(
F
(n)
1 (σ)
F
(n)
2 (σ)
)
, (5.19)
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where ϕ¯(n) and I¯(n) are the nth order in the ε-expansion of the initial conditions for ϕ
and I, respectively, while F
(n)
1 (τ) and F
(n)
2 (τ) are given by
F
(n)
1 (τ) =
[
pi
√
α
2K(k1)
− ζ(0)I
](n)
+
[
− pi
2K(k1)
√
α
[
sn2(·) + k
2
1
1− k21
sn2(·) cn2(·)
− Z(·)
1− k21
sn(·) cn(·) dn(·)
]
cos(τ − τ0)
+
C1pi cn(·)
2K(k1)
[
sn(·)
dn(·) +
k21 sn(·) cn2(·)
(1− k21) dn(·)
− Z(·) cn(·)
1− k21
]](n−1)
,
F
(n)
2 (τ) =
[
8k21K(k1)
pi
cos(τ − τ0) sn(·) cn(·) dn(·)− 8C1k
2
1
√
αK(k1)
pi
cn2(·)
](n−1)
.
The notation [. . . ](n) means that one has to take all terms of order n in ε of the function
inside [. . .]. In the last term of (5.19) we have
W (τ)
∫ τ
0
dσW−1(σ)
(
F
(n)
1 (σ)
F
(n)
2 (σ)
)
=
∫ τ
0
dσW (τ − σ)
(
F
(n)
1 (σ)
F
(n)
2 (σ)
)
.
This yields
ϕ(n)(τ) = ϕ¯(n) + ζ(0)τ I¯(n) +
∫ τ
0
dσ F
(n)
1 (σ) + ζ
(0)
∫ τ
0
dσ
∫ σ
0
dσ′ F (n)2 (σ
′),
I(n)(τ) = I¯(n)(τ) +
∫ τ
0
dσ F
(n)
2 (σ).
(5.20)
For a periodic function g, let us denote the average of g with 〈g〉 and the zero-average
function g − 〈g〉 with g˘. Suppose that
〈F (n)2 〉 :=
1
T
∫ T
0
dτ F
(n)
2 (τ) = 0, (5.21)
where T = 4K(k1)p; we will check later on the validity of (5.21). Then we may write
F
(n)
1 (τ) =
∫ τ
0
dσ F
(n)
1 (σ) = 〈F (n)1 〉τ +
∫ τ
0
dσ F˘
(n)
1 (σ),
F
(n)
2 (τ) =
∫ τ
0
F
(n)
2 (σ) dσ =
∫ τ
0
dσ F˘
(n)
2 (σ),
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and subsequently rewrite (5.20) as
ϕ(n)(τ) = ϕ¯(n) + ζ(0)τ I¯(n) + 〈F (n)1 〉 τ +
∫ τ
0
dσ F˘
(n)
1 (σ) + ζ
(0)〈F (n)2 〉 τ + ζ(0)
∫ τ
0
dσF
(n)
2 (σ),
I(n)(τ) = I¯(n) +
∫ τ
0
dσ F˘
(n)
2 (σ),
in which all the terms which are not linear in τ are periodic. If we choose our initial
conditions I¯(n) such that they satisfy
I¯(n) = − 1
ζ(0)
〈F (n)1 〉 − 〈F (n)2 〉,
the above reduces to
ϕ(n)(τ) = ϕ¯(n)(τ) +
∫ τ
0
dσ F˘
(n)
1 (σ) + ζ
(0)
∫ τ
0
dσF
(n)
2 (σ),
I(n)(τ) = I¯(n) +
∫ τ
0
dσ F˘
(n)
2 (τ˜),
so that both ϕ(n)(τ) and I(n)(τ) are periodic functions with period T , provided (5.21)
holds.
Lemma 5.1 Consider the series (5.14). If p/q = 1/2m, m ∈ N and C1 is small enough,
then it is possible to fix the initial conditions (ϕ¯(n), I¯(n)) in such a way that (5.21) holds
for all n ≥ 1. If p/q 6= 1/2m for all m ∈ N, then (5.21) can be satisfied only for C1 = 0.
Proof For n = 1 we have
F
(1)
2 (τ) =
8k21K(k1)
pi
cos(τ − τ0) sn(
√
ατ, k1) cn(
√
ατ, k1) dn(
√
ατ, k1)
− 8C1k
2
1
√
αK(k1)
pi
cn2(
√
ατ, k1),
with k1 = k
(0)
1 here and henceforth. Moreover set, see Appendix A.3
∆ :=
√
α
4K(k1)
∫ 4K(k1)/√α
0
dτ cn2(
√
ατ, k1)
=
1
2K(k1)
∫ 2K(k1)
0
dτ cn2(τ, k1) =
1
k21
[
1
2K(k1)
E (2K(k1), k1)− (1− k21)
]
,
(5.22)
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where E(u, k) is the incomplete elliptic integral of the second kind, and
Γ1(τ0; p, q) =
1
T
∫ T
0
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) cos(τ − τ0) dτ
=
cos(τ0)
T
∫ T
0
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) cos(τ) dτ
+
sin(τ0)
T
∫ T
0
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) sin(τ) dτ
=
sin(τ0)
T
∫ T
0
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) sin(τ) dτ,
where T = 2piq = 4K(k1)p and the integral multiplying cos(τ0) vanishes due to parity.
Thus Γ1(τ0; p, q) := sin(τ0)G1(p, q), with
G1(p, q) =
1
T
∫ T
0
sn(
√
ατ, k1) cn(
√
ατ, k1) dn(
√
ατ, k1) sin(τ)
=
1
4K(k1)p
∫ 4K(k1)p
0
dτ sn(τ, k1) cn(τ, k1) dn(τ, k1) sin(τ/
√
α).
(5.23)
Under the resonance condition pi
√
α/2K(k1) = p/q , one has
sin(τ/
√
α) = sin
(
piτ
2K(k1)
q
p
)
,
where p and q are relatively prime. By expanding the Jacobi elliptic functions in Fourier
series, see Appendix A.3, we find that p, q must also satisfy the condition
p
(
±(2m1 − 1)± (2m2 − 1)± 2m3
)
± q = 0,
for G1(p, q) to be non-zero. Thus q = 2mp, m ∈ N, that is p = 1 and q ∈ 2N, and
〈F (1)2 〉 = 0 provided C1 and τ0 satisfy
C1 =
sin(τ0)√
α∆
G1(p, q). (5.24)
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Note that the existence of a value of τ0 satisfying (5.24) is possible only if
|C1| ≤ C1(p/q) := 1√
α∆
G1(p, q).
q k1 G1(1/q) ∆ C1(1/q)
2 0.885201568846 0.172135 0.407121 0.597944
4 0.998888384493 0.077675 0.224342 0.489649
6 0.999986981343 0.051734 0.150043 0.487616
8 0.999999846887 0.038800 0.112539 0.487578
10 0.999999998199 0.031040 0.090032 0.487577
12 0.999999999979 0.025867 0.075026 0.487577
Table 5.1: Constants C1 for the oscillating attractors with α = 0.5.
For all n ≥ 2 we can write F (n)2 (τ) as
F
(n)
2 (τ) =
8k21K(k1)
pi
∂
∂ϕ
(
cos(τ − τ0) sn(·) cn(·) dn(·)−
√
αC1 cn
2(·))∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−1) +R(n)(τ),
where R(n)(τ) is a suitable function which does not depend on ϕ¯(n−1). It can be seen
that 〈F (n)2 〉 = 0 if and only if
〈R(n)〉 = −8k
2
1K(k1)
pi
(
1
T
∫ T
0
dτ
2K(k1)√
αpi
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)
cos(τ − τ0)
−
√
αC1
T
∫ T
0
dτ
2K(k1)√
αpi
∂
∂τ
(
cn2(
√
ατ)
))
ϕ¯(n−1).
This can be rewritten as
〈R(n)〉 = −16k
2
1K
2(k1)√
αpi2
cos(τ0)G1(p, q)ϕ¯(n−1),
using the evaluation of the integrals
1
T
∫ T
0
2K(k1)√
αpi
∂
∂τ
(
cn2(
√
ατ)
)
dτ = 0,
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and
1
T
∫ T
0
2K(k1)√
αpi
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)
cos(τ − τ0) dτ
=
1
T
∫ T
0
2K(k1)√
αpi
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) sin(τ − τ0) dτ
=
cos(τ0)
T
∫ T
0
2K(k1)√
αpi
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) sin(τ) dτ
− sin(τ0)
T
∫ T
0
2K(k1)√
αpi
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) cos(τ) dτ,
where T = 2piq = 4K(k1)p. The integral multiplying sin(τ0) vanishes due to parity and
hence
2K(k1)√
αpiT
∫ T
0
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)
cos(τ − τ0) dτ = 2K(k1)√
αpi
cos(τ0)G1(p, q).
The coefficient of ϕ¯(n−1) is non-vanishing for τ0 chosen such that (5.24) is satisfied.
Therefore it is possible to fix the initial conditions ϕ¯(n−1) in such a way that one has
〈F (n)2 〉 = 0 at all orders, thus completing the proof of the lemma. 2
Lemma 5.1 implies that the threshold values of the p : q resonances are γ(p/q) =
C1(p/q)ε for p = 1 and q even, with the constants C1(p/q) in Table 5.1, while the
threshold values of the other resonances are at least O(ε2).
5.3.2 Rotations
Similarly, for the rotating scenario the presence of the forcing term leads to the equations
I ′ = − ∂p
∂ϕ
q′ +
∂q
∂ϕ
p′ =
4βK(k2)
pi
cos(τ − τ0) sn(·) cn(·) dn(·),
ϕ′ =
∂p
∂I
q′ − ∂q
∂I
p′ =
pi
√
α
k2K(k2)
+
pik2β√
αK(k2)
[
E(k2)ϕ sn(·) cn(·) dn(·)
pi(1− k22)
+
k22 sn
2(·) cn2(·)
1− k22
− E(·) sn(·) cn(·) dn(·)
1− k22
]
cos(τ − τ0),
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where here and throughout this subsection we set (·) =
(
K(k2)
pi ϕ, k2
)
. Again, adding a
dissipative term, we arrive at
I ′ =
4βK(k2)
pi
cos(τ − τ0) sn(·) cn(·) dn(·)− 4γ
√
αK(k2)
pik2
dn2(·),
ϕ′ =
pi
√
α
k2K(k2)
+
pik2β√
αK(k2)
[
E(k2)ϕ sn(·) cn(·) dn(·)
pi(1− k22)
+
k22 sn
2(·) cn2(·)
1− k22
− E(·) sn(·) cn(·) dn(·)
1− k22
]
cos(τ − τ0)
− γpi
K(k2)
[
E(k2)ϕ dn
2(·)
pi(1− k22)
+
k22 sn(·) cn(·) dn(·)
1− k22
− E(·) dn
2(·)
1− k22
]
.
As for the libration case we use that E(u, k) = E(k)u/K(k) + Z(u, k) and set β = ε,
γ = C1ε so that the above can be written as
ϕ′ =
pi
√
α
k2K(k2)
+
εpik2√
αK(k2)
[
k22 sn
2(·) cn2(·)
1− k22
− Z(·) sn(·) cn(·) dn(·)
1− k22
]
cos(τ − τ0)
− C1εpi
K(k2)
[
k22 sn(·) cn(·) dn(·)
1− k22
− Z(·) dn
2(·)
1− k22
]
,
I ′ =
4εK(k2)
pi
cos(τ − τ0) sn(·) cn(·) dn(·)− 4C1ε
√
αK(k2)
pik2
dn2(·).
(5.25)
In this scenario, the Wronskian matrix W (τ) can be written as in (5.18), with ζ(0) given
by, see Appendix A.4,
ζ = − pi
2√α
4K3 (k2)
[
E (k2)
1− k22
−K (k2)
]
, (5.26)
for k2 = k
(0)
2 . We again look for solutions (ϕ(τ), I(τ)), this time with period T = 2piq =
4k2K(k1)p/
√
α corresponding to a resonance p : q , of the form (5.14). The functions
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ϕ(n)(τ) and I(n)(τ) are defined as in (5.19), with F
(n)
1 (τ) and F
(n)
2 (τ) defined as
F
(n)
1 (τ) =
[
pi
√
α
k2K(k2)
− ζ(0)I
](n)
+
[
pik2√
αK(k2)
[
k22 sn
2(·) cn2(·)
1− k22
−Z(·) sn(·) cn(·) dn(·)
1− k22
]
cos(τ − τ0)
− C1pi
K(k2)
[
k22 sn(·) cn(·)
1− k22
− Z(·) dn(·)
1− k22
]](n−1)
,
F
(n)
2 (τ) =
[
4K(k2)
pi
cos(τ − τ0) sn(·) cn(·) dn(·)− 4C1
√
αK(k2)
pik2
dn2(·)
](n−1)
.
The theory goes through exactly as previously shown for the case of libration and we
must show that 〈F (n)2 〉 = 0.
Lemma 5.2 Consider the series (5.14). If p/q = 1/2m, m ∈ N, and C1 is small enough,
then it is possible to fix the initial conditions (ϕ¯(n), I¯(n)) in such a way that 〈F (n)2 〉 = 0
for all n ≥ 1. If p/q 6= 1/2m for all m ∈ N then 〈F (n)2 〉 = 0 only when C1 = 0.
Proof One has
F
(1)
2 (τ) =
4K(k2)
pi
cos (τ − τ0) sn
(√
α
k2
τ, k2
)
cn
(√
α
k2
τ, k2
)
dn
(√
α
k2
τ, k2
)
− 4C1
√
αK(k2)
pik2
dn2
(√
α
k2
τ, k2
)
,
with k2 = k
(0)
2 here and henceforth. Define, see Appendix A.3
∆ :=
√
α
2k2K(k2)
∫ 2k2K(k2)/√α
0
dτ dn2
(√
α
k2
τ, k2
)
=
1
2K(k2)
E
(
2K(k2), k2
)
,
and Γ1(τ0; p, q) := sin(τ0)G1(p, q), where
G1(p, q) =
1
T
∫ T
0
dτ sn
(√
α
k2
τ, k2
)
cn
(√
α
k2
τ, k2
)
dn
(√
α
k2
τ, k2
)
sin(τ)
=
1
4K(k2)p
∫ 4K(k2)p
0
dτ sn(τ, k2) cn(τ, k2) dn(τ, k2) sin(k2τ/
√
α),
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then use the resonance condition to set
sin
(
k2τ√
α
)
= sin
(
piτ
2K(k2)
q
p
)
.
On inspection of the above we see that Γ1(τ0; p, q) can be calculated similarly to the case
inside the separatrix. It follows that the same applies and p/q = 1/2m for m ∈ N. Then
〈F (1)2 〉 = 0 if
C1 =
k2 sin(τ0)√
α∆
G1(p, q), (5.27)
which requires
|C1| ≤ C1(p/q) := k2√
α∆
G1(p, q).
q k2 G1(1/q) ∆ C1(1/q)
2 0.924397052341 0.156774 0.474414 0.432005
4 0.998899257272 0.077612 0.225808 0.485542
6 0.999986983601 0.051734 0.150063 0.487439
8 0.999999846887 0.038800 0.112540 0.487577
10 0.999999998199 0.031040 0.090032 0.487577
12 0.999999999978 0.025867 0.075026 0.487577
Table 5.2: Constants C1 for the rotating attractors with α = 0.5.
For n ≥ 2 one has
F
(n)
2 (τ) =
4K(k2)
pi
∂
∂ϕ
(
cos(τ − τ0) sn(·) cn(·) dn(·)−
√
αC1 dn
2(·))∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−1) +R(n)(τ),
where again R(n)(τ) will be a suitable function which does not depend on ϕ¯(n−1).
Similarly to the case of libration, 〈F (n)2 〉 = 0 if and only if
〈R(n)〉 = −4K(k2)
pi
(
1
T
∫ T
0
k2K(k1)√
αpi
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)
cos(τ − τ0) dτ
−
√
αC1
T
∫ T
0
k2K(k1)√
αpi
∂
∂τ
(
dn2(
√
ατ)
)
dτ
)
ϕ¯(n−1) = −4k2K
2(k2)√
αpi2
cos(τ0)G1(p, q)ϕ¯(n−1),
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so that the coefficient of ϕ¯(n−1) turns out to be non-vanishing for τ0 chosen such that
equation (5.27) is satisfied. Therefore it is possible to fix the initial conditions ϕ¯(n−1) in
such a way that one has 〈F (n)2 (τ)〉 = 0 at all orders, thus completing the proof. 2
Lemma 5.2 implies that the threshold values of the p : q resonances are γ(p/q) =
C1(p/q)ε for p = 1 and q even, with the constants C1(p/q) in Table 5.2, while the
threshold values of the other resonances are at least O(ε2).
Note, in Tables 5.1 and 5.2 it is apparent that, for α = 0.5, increasing q causes the
value of C1(1/q) to converge to 0.487577 in both cases. However this does not mean
that for γ < 0.487577 ε there are infinitely many attracting solutions with increasing
period; this would be a counter-example to Palis’ conjecture! The explanation for this
seeming paradox is as follows: as q increases the solutions move closer and closer to the
separatrix (this can be seen by the corresponding values of k1 and k2), where the power
series expansions (5.14) for the solutions I(τ) and ϕ(τ) which were constructed with
perturbation theory converge only for very small values of ε; the larger q , the smaller ε
must be. In particular, for any fixed ε there is only a finite number of periodic solutions
which can be studied by perturbation theory. In particular, for the chosen parameters
the only periodic solution corresponds to the resonance 1:2 inside the separatrix. We also
note that the above analysis applies only to periodic attractors with p = 1 and q even.
However we shall see that the numerical simulations provide also rotating attractors with
period 2pi, that is the same period as the forcing; we expect that continuing the analysis
to second order and writing γ = C2ε
2, see [18], would give the threshold values for these
periodic attractors.
5.4 Numerics for the pendulum centred about (θ, θ′) = (0, 0)
We investigate the system (5.2) in the same region of phase space as studied in [27, 50, 91],
namely θ ∈ [−pi, pi], θ′ ∈ [−4, 4] and calculate the relative areas of the basins of attraction,
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that is the percentage of phase space they cover, relative to this region. Throughout this
section we fix the parameters α = 0.5 and β = ε = 0.1. These parameter values, also
investigated in [27], are inside a region of the stability tongues for the corresponding
linearised system (linearised about θ = 0), for which the fixed point θ = 0 is Lyapunov
stable, see Figure 5.1, Section 5.1 and [96]. Therefore the downward configuration is
(Lyapunov) stable even in the absence of dissipation. Adding dissipation causes the
unstable regions to move up away from the β = 0 axis, hence the parameter values never
end up inside the unstable tongues, see Appendix A.9 for further details. However, as the
full system is nonlinear we also observe periodic orbits which coexist with the fixed point
attractor. The chosen values for the damping coefficient span values between γ = 0.002
and 0.06, of which only γ = 0.03 was previously investigated in [27]. For some values of
γ, the system exhibits three non-fixed-point attractors, examples of which are shown in
Figure 5.2, as well as the downward fixed point attractor (θ, θ′) = (0, 0), which we denote
by DFP. Here and henceforth, for brevity, we shall say that a solution has period n if it
comes back to its initial value after n periods of the forcing. Of course the upward fixed
point (UFP) also exists as a solution to the system, however it is unstable for the chosen
parameter values and thus does not attract any non-zero measure subset of phase space.
In Section 5.5 we will consider parameter values for which the upward vertical position
(UFP) is stable.
It can also be seen from Figure 5.2 that, for α = 0.5 and β = 0.1 the attractive
solutions are near the separatrix of the unperturbed, simple pendulum system; this is
evident as the curves described by the two rotating attractors are close to that of the
oscillating attractor and the separatrix lies between them. This observation confirms
the reasoning as to why the computation of the threshold values in Section 5.3 can only
produce valid results for the period 2 oscillating attractor with the chosen parameter
values (see the concluding remarks in Section 5.3).
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Figure 5.2: Attracting solutions for the system (5.2) with α = 0.5, β = 0.1 and γ = 0.02, namely
two period 1 rotations (PR and NR) and one period 2 solution (DO2) which oscillates about the
downward fixed point and the downward fixed point which is marked with a dot. Periods can be
deduced by circles corresponding to the Poincare´ map.
For γ < γ¯0, for a suitable γ¯0 ∈ (0.4, 0.5), the system has three periodic attractors, in
addition to the downward fixed point: one oscillating and two rotating attractors. For
γ ≥ γ¯0 the two rotating attractors no longer exist, leaving just the oscillatory attractor
and the fixed point. The basins of attraction for γ = 0.02, 0.03, 0.04 and 0.05 are
shown in Figure 5.3, from which we can see that the entire phase space is covered;
this suggests that no other attractors exist, at least for the values of the parameters
considered. It is also apparent that some regions of the basins of attraction appear
sparse and sensitive to slight perturbations in initial conditions. This happens when
the boundaries of the basins of attraction are fractal, see Appendices A.10 and A.11
for further details. The corresponding relative areas, as estimated by the numerical
simulations, are given in Table 5.3 and plotted in Figure 5.4. The relative areas of the
basins of attraction for positive and negative rotations have been listed in the same
column; numerical simulations found a difference in size no greater than 10−2% and,
due to the symmetries of the system, it is expected that this difference is numerically
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induced by the selection of initial conditions. The basins of attraction were estimated
using numerical simulations with 600 000 pseudo-random initial conditions in phase
space. This results in an error in the first or second decimal place. More notes on the
numerics used can be found in Chapter 4. It can be seen that the results in Table 5.3
are in agreement with the calculations for the threshold value for the period 2 oscillatory
attractor. The calculations in Section 5.2 predict that, for the chosen values α = 0.5 and
β = 0.1, taking γ > γ¯1 ≈ 0.1021 ensures that the origin captures a full measure set of
initial conditions.
(a) (b)
(c) (d)
Figure 5.3: Basins of attraction for the system (5.2) with α = 0.5, β = 0.1 and (a) γ = 0.02, (b)
γ = 0.03, (c) γ = 0.04 and (d) γ = 0.05. The downward fixed point (DFP) is shown in blue, the
positive and negative rotating solutions (PR and NR) are shown in red and yellow, respectively.
and the oscillating solution (DO2) in green.
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Basin of attraction %
γ DFP PR/NR DO2
0.00200 84.57 3.35 8.73
0.00500 79.91 3.88 12.32
0.01000 72.24 4.60 18.57
0.02000 71.95 4.57 18.90
0.02300 70.73 5.18 18.90
0.02500 69.28 5.19 20.35
0.03000 69.94 4.42 21.23
0.03300 68.92 3.75 23.59
0.03500 68.77 3.16 24.90
0.03700 70.76 2.51 24.23
0.04000 73.84 1.42 23.32
0.04300 78.12 0.15 21.59
0.04500 80.87 0.00 19.13
0.04700 82.88 0.00 17.12
0.05000 85.61 0.00 14.39
0.05300 87.95 0.00 12.05
0.05500 91.13 0.00 8.87
0.05900 96.96 0.00 3.04
0.05970 98.59 0.00 1.41
0.05979 99.20 0.00 0.80
0.06000 100.00 0.00 0.00
Table 5.3: Relative areas of the basins
of attraction with α = 0.5, β = 0.1 and
constant γ.
Figure 5.4: Plot of the relative areas of the
basins of attraction with constant γ as per
Table 5.3.
From Table 5.3 a stronger result emerges numerically; the fixed point attracts the full
phase space, up to a zero-measure set, for γ ≥ γ¯2 ≈ 0.06. Upon comparing results in
Table 5.3, we see that, essentially, the basin of attraction for the fixed point becomes
smaller with an increase in γ, up to approximately 0.035, after which it grows again.
Similarly, by increasing the value of γ, the basins of attraction of the oscillating and
rotating solutions attractors increase initially, up to some value (about γ = 0.025 and
0.035, respectively), after which they become smaller. Furthermore, the variations of
the relative areas of the basins of attraction are never monotonic, as one observes slight
oscillations for small variations of γ. These features seem contrary to systems such as the
cubic oscillator, where decreasing dissipation seems to cause the relative area of the basin
of attraction of the fixed point to decrease monotonically, while the basins of attraction
of the periodic attractors reach a maximum value, after which their relative areas
92
CHAPTER 5. THE PENDULUM WITH VERTICALLY OSCILLATING SUPPORT
Basin of attraction %
γ 0 1/2 1/4 1a 1b 1/6 3a 3b
0.00052 39.03 41.73 14.72 1.22 1.22 1.59 0.25 0.25
0.00051 39.73 41.70 13.88 1.24 1.24 1.66 0.27 0.27
0.00050 38.72 41.85 14.65 1.28 1.28 1.65 0.29 0.29
0.00049 39.26 41.96 13.81 1.29 1.29 1.77 0.27 0.32
0.00048 38.48 41.87 14.60 1.30 1.30 1.75 0.34 0.34
Table 5.4: Relative areas of the basins of attraction of the main
attractors for the system x¨ + (1 + ε cos t)x3 + γx˙ = 0, with ε = 0.1
and γ around 0.0005. The basins of attraction were estimated using
numerical simulations with 1000000 random initial conditions in the
square [−1, 1]× [−1, 1] in phase space.
slightly decrease, see for instance Table III in [22]. We note, however, that a more
detailed investigation shows that oscillations occur also in the case of the cubic oscillator.
This was already observed for some values of the parameters (see Table IX in [22]), but
the phenomenon can also be observed for the parameter values of Table III, simply by
considering smaller changes of the value of γ with respect to the values in [22]. For
instance, by varying slightly γ around 0.0005 (see Table III in [22] for notations), one
finds for the main attractors the relative areas in Table 5.4.
In conclusion, for the pendulum, apart from small oscillations, by decreasing the
value of γ from 0.06 to 0.002, the basins of attraction of the periodic attractors, after
reaching a maximum value, becomes smaller. A similar phenomenon occurs also in the
cubic oscillator (albeit less pronounced). However, a new feature of the pendulum, with
respect to the cubic oscillator, is that the basin of attraction of the origin after reaching
a minimum value increases again. In the case of the cubic oscillator the slight decrease
in the sizes of the basins of attraction of the periodic attractors was due essentially to
the appearance of new attractors and their corresponding basins of attraction. This is
not so for the pendulum system, where the decrease is in fact related to the bifurcation
structure, and the region of parameter space in which the parameters are chosen; a more
detailed explanation is given at the end of Section 6.5.
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5.4.1 Bifurcation Structure
The bifurcation structure of the pendulum system (5.2) has previously been studied in
[49, 79, 36, 66, 67, 56]. The authors studied the bifurcation structure in relation to the
amplitude and frequency of the forcing, keeping the coefficient of dissipation fixed at a
constant value. First we consider the bifurcation structure of the pendulum system (5.2)
in α-β space, with constant γ. This frames the results of [49, 79, 66, 67, 56] in the context
of our parameters. We note that, due to the use of different parameters, the bifurcation
structure appears reversed when compared with the results in [49, 36, 35, 66, 67]. We
then fix α = 0.5, β = 0.1 and study the bifurcations leading to the disappearance of the
attractors PR, NR and DO2 as γ increases, see Table 5.3 and Figure 5.4.
The bifurcation structure may be studied numerically by starting on a particular
attractor and allowing a parameter of the system to slowly vary until the attractor is
either destroyed or bifurcates into another attractor. This method is simplistic, and
will only allow the user to view stable solutions, since trajectories will not converge
toward unstable solutions. More rigorous numerical techniques exist which allow the
user to view both the stable and unstable solutions which are created at a bifurcation
and thus classify a bifurcation with more accuracy. However as there is already a wealth
of literature on the bifurcations of the pendulum with oscillating support, we already
know the bifurcations which occur and need only to locate them in parameter space.
Therefore we are able to use this simplistic approach coupled with knowledge from the
literature.
Note that the bifurcation structure is symmetric through the line α = 0. Hence,
the results in this section may also be applied when the pendulum is centred about the
upward vertical position θ = pi, see Section 5.5. The bifurcation structure of the rotating
solutions PR and NR with γ = 0.05 and 0.2 is shown in Figure 5.5. The choice γ = 0.2
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(a) (b)
Figure 5.5: Bifurcation structure of the period 1 rotating attractors for the system (5.2). At line
A the rotations appear at a saddle node bifurcation. Line B corresponds to a period doubling
bifurcation, where a period 2 rotation is born. Line C corresponds to the start of a period
doubling cascade which leads to chaos. The start of chaos is marked by the line slightly above
C. In (a) γ = 0.05 and in (b) γ = 0.2.
is much larger than the values studied throughout the rest of this section. The reason for
also plotting the curves for large γ is to illustrate the shifting of the curves for different
values of γ and so that the results fit with those in Section 5.5.
For fixed α, by increasing β from zero the 1:1 rotations appear by a saddle-node
bifurcation at the curve A. Following the notation in [67] we can classify a solution by
how many rotations r, it completes in n cycles of the forcing. In [67], the authors note
that any (r, n) orbit can only bifurcate from another rotating solution which has the
same r/n ratio; hence rotating solutions cannot bifurcate from fixed point solutions or
oscillating solutions, which have r = 0. For α large enough, by increasing β further the
rotations undergo a series of period doubling (also called flip) bifurcations leading to
chaos. The first and second period doubling bifurcations are marked by lines B and C,
respectively. The line above the line C marks the start of chaotic dynamics, which exists
in a very small interval of parameter values and disappears at a catastrophic bifurcation
(also called crisis bifurcation, see [89]). It is evident in Figure 5.5(b) that for α slightly
less than 0.25, by increasing β only the first period doubling bifurcation is observed. By
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increasing β further the period 2 rotating solutions undergo a period halving bifurcation
as the line B is crossed a second time. For α less than α ≈ 0.15 no period doubling
bifurcations were observed in the range of the parameter values investigated. The same
is also observed in Figure 5.5(a), albeit less pronounced. Note that in Figure 5.5(a), the
values α = 0.5, β = 0.1 lie below the curve A, this is in agreement with Figure 5.3(d)
where we can see that the rotating attractors do not exist for γ = 0.05.
The bifurcation structure of the oscillating solution (DO2) is shown in Figure 5.6. In
Figure 5.6(a) γ = 0.05 and in Figure 5.6(b) γ = 0.2. Here the focus is on the region of
parameter space around the primary instability tongue in Mathieu’s equation (the curve
marked as F in the figure). The appearance of the period 2 oscillating attractor of the
pendulum with vertically oscillating support has been previously studied in [36, 49, 66,
79]. At the curve F the origin loses stability by a period doubling bifurcation, which is
supercritical to the left and subcritical to the right of c [36]. Indeed, if we fix α and let β
increase, to the left of c the stable fixed point bifurcates into a stable symmetric period
2 oscillation at the curve F , while to the right of c, along the curve D, a stable
(a) (b)
Figure 5.6: The line D corresponds to a saddle-node bifurcation, where a stable period 2
oscillation appears, together with an unstable period 2 oscillating solution. The line F is where the
fixed point loses stability. At the line E, the oscillating solution undergoes a symmetry breaking
bifurcation. The asymmetric oscillations period double at the line G, leading to a period doubling
cascade and chaotic dynamics. In (a) γ = 0.05 and in (b) γ = 0.2.
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period 2 oscillation appears by a saddle-node bifurcation [66], together with an unstable
period 2 oscillation. The unstable oscillation coalesces with the stable fixed point at
the curve F. Note that for fixed α the curve D can be obtained analytically from the
perturbation theory calculations in Section 5.3, which express the threshold value for
γ in terms of β. In practice, for any fixed value of γ, we can invert the expression to
deduce the value of β at which the bifurcation occurs in terms of α. In that way, we
construct the curve D in α-β space. It is evident that for p = 1, q = 2 and α < 1/4
the resonance condition pi
√
αq = 2K(k1)p can no longer be satisfied for k1 ∈ (0, 1), since
K(k1) > pi/2 for k1 > 0 [107]. This agrees with the fact that the curve D terminates
at α = 1/4, that is in correspondence of the point c. The line E is where a symmetry
breaking bifurcation takes place. Here the symmetric period 2 oscillation bifurcates into
two stable asymmetric period 2 oscillations, which are reflections of each other
Figure 5.7: Regions of existence of four attractors for γ = 0.2. Lines D to G are as in Figure
5.6(b). The line H (blue) corresponds to a pitchfork bifurcation, where the point θ = pi becomes
stable. The line K (lower red line) is where the fixed point θ = pi becomes unstable at a
period doubling bifurcation. The lines L (top two red lines) correspond to a symmetry breaking
bifurcation and the start of a period doubling cascade. The lines are coloured for clarity purposes.
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through the origin [79]. This is observed later for the inverted pendulum, see the
comments in Section 5.5.1. At the line G the asymmetric oscillations undergo a period
doubling bifurcation. This is closely followed by a period doubling cascade which leads
to chaos, again further comments are given in Section 5.5.1.
Finally in Figure 5.7 the regions of existence of four attractors when γ = 0.2 are
shown, namely DFP, DO2, the upward pointing fixed point (UFP) θ = pi and oscillations
about the upward pointing fixed point. Lines D to G are labeled as in Figure 5.6. Between
the lines H and K the fixed point (θ, θ˙) = (pi, 0) is asymptotically stable. The stability
of the inverted position has been previously studied in great detail in [99]. Crossing line
H as β increases (or α decreases), the fixed point θ = pi becomes stable at a reverse
pitchfork bifurcation, see [99]. The line K is a continuation of the line F. Here the fixed
point θ = pi loses stability and bifurcates into a stable symmetric period 2 solution which
oscillates about the upward fixed point, see [99] for further details. The two lines L
mark a symmetry breaking bifurcation and the first period doubling bifurcation of the
asymmetric oscillations. Shortly after the first period doubling bifurcation the solutions
transition to chaos, which exists only in a small range of parameter values before being
destroyed by a catastrophic bifurcation.
We now fix α = 0.5, β = 0.1 and consider the bifurcations in relation to the parameter
γ. As for the bifurcations in α-β space, numerical simulations can be used to find
estimates for the values of γ at which solutions appear/disappear. This is done by
starting with initial conditions on a solution, then allowing the parameter γ to slowly
vary. In this way we are able to see at which value of γ the solution vanishes. By
starting on a rotating solution and gradually increasing γ, we can follow the solution and
determine where the bifurcation takes place. As γ increases past γ ≈ 0.043 the rotating
attractors PR/NR disappear. If we consider γ decreasing then the rotating attractors
appear as γ moves below γ ≈ 0.043, although we would be unable to see them using this
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(a) (b)
Figure 5.8: Saddle-node bifurcation leading to the creation of the positive rotation PR as γ
decreases. By increasing γ we see that the rotations vanish, in this instance the trajectories are
then attracted to the equilibrium DFP. (a) The amplitude of Poincare´ points on the θ axis plotted
against γ. (b) The amplitude of Poincare´ points on the θ′ axis.
approach with γ decreasing, since the fixed point (DFP) remains stable. Decreasing γ is
analogous to increasing the forcing term, although the link is not direct, see Figure 5.5
and the comments later in Section 5.5.1. In particular, as the parameters α, β are chosen
in a region where the fixed point is stable even for γ = 0, as γ decreases the system will
never cross the line F in Figure 5.6. Never the less, by decreasing γ we cross the line A
in Figure 5.5 and the rotating attractors appear by saddle-node bifurcation at γ ≈ 0.043.
Figure 5.8 shows the points of a Poincare´ section plotted against γ.
As mentioned earlier, and predicted by the threshold calculations, increasing γ
through γ ≈ 0.05979 the oscillating attractor disappears. Again if we consider γ
decreasing the oscillating attractor is created at γ ≈ 0.05979. By considering the
location of the parameter values α, β in Figure 5.6, we see that we are to the right
of c, hence as γ is decreased the parameters move above the line D. Therefore the period
2 oscillations appear at a saddle node bifurcation, see earlier comments and [66] for a
more detailed description. It is expected that, if γ is taken small enough, a symmetry
breaking bifurcation will occur, see Figure 5.6 and [79, 66, 49], and for yet smaller values
of γ we would observe a period doubling cascade leading chaotic oscillations, which exist
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(a) (b)
Figure 5.9: Saddle-node bifurcation leading to the creation of the oscillating attractor DO2 as
γ decreases. By increasing γ we see that the oscillations vanish, in this instance the trajectories
are then attracted to the equilibrium DFP. (a) The amplitude of Poincare´ points on the θ axis
plotted against γ. (b) The amplitude of Poincare´ points on the θ′ axis.
only in a small window of values for γ. Such behaviour is observed in Section 5.5, where
the amplitude of the forcing is taken much larger.
5.4.2 Increasing dissipation
In this section we investigate the case where dissipation increases with time, up to a
time T0, after which it remains constant. In [37, 38] the authors studied the scenario in
which the forcing amplitude initially increases. As mentioned in Section 5.4.1 increasing
(decreasing) the coefficient of dissipation is analogous to decreasing (increasing) the
forcing amplitude, although the link is not direct. In [37, 38] the equation studied
was a damped Duffing equation, with additive forcing. The focus was on escape from a
potential well and the authors studied the “safe basin of attraction” which ensured that
trajectories remained inside the well. Rather than varying the initial time over which
the variation happens, the authors varied the final amplitude of the forcing, keeping the
initial amplitude fixed. Although the parameter varied is the forcing amplitude and the
forcing is additive rather than parametric, we still expect the four statements outlined
at the start of this chapter to apply. Indeed this is evident from the results in [37, 38]
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where the increase in amplitude is small. In this case the gradient of the ramped forcing
is shallow which is analogous to considering large values of T0. We expect that also that
for a large increase in forcing amplitude, if the time T0 were to be increased and thus
the gradient made more shallow, the authors would have seen similar behaviour to that
of a small increase in forcing amplitude.
Here we will consider a linear increase in dissipation from an initial value γi at time
t = 0 up to a final value γf at time T0, that is (see Figure 5.10)
γ = γ(τ) =
{
γi + (γf − γi) τ
T0
, 0 ≤ τ < T0,
γf , T0 ≤ τ.
(5.28)
Figure 5.10: Plot of equation (5.28) with γi = 0.02, γf = 0.03 and varying T0.
Although this is a greatly simplified model of what might take place in reality, it serves
the purpose of demonstrating the significant effects of initially non-constant dissipation
on the final basins of attraction. Below we will consider explicitly the cases γi = 0.02
and γf = 0.03, 0.04 and 0.05.
As previously mentioned, we expect that increasing the value of T0 results in the
relative areas of the basins of attraction moving along the curves plotted for constant γ
in Figure 5.4. The movement along these curves starts at γf and goes towards γi. In
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particular, any values of the relative area of a basin of attraction for constant values
of the damping coefficient between γf and γi are traced as the value of T0 varies for
time-dependent dissipation. This movement along the curve is not linear with the value
of T0 but asymptotic, with the relative area of the basin of attraction tending towards
the value at γ = γi as T0 → ∞, provided the attractors existing at γ = γi also exist at
γf . When the attractors which exist at γ = γf are a proper subset of those which exist
at γi, we expect the attractors which exist at γ = γi to absorb the remaining phase space
left by the attractors which have disappeared; thus their basins of attraction should be
greater than or equal to those at γ = γi. For the values of the parameters in the chosen
range, only these two cases may occur as the solutions which exist for γ = γf also exist
at γ = γi, see Table 5.3.
The results in Tables 5.5, 5.6 and 5.7 are in agreement with the expectations above.
It can be seen from Tables 5.5 and 5.6 that the relative areas of the basins of attraction
trace those of constant γ. In particular, the relative area of the basins of attraction of the
rotating attractors, tends towards that at γ = γi from above, despite having a smaller
basin of attraction for the chosen values of γf . More precisely, the larger T0, the closer
Basin of Attraction %
T0 DFP PR/NR DO2
0 69.94 4.42 21.23
25 69.80 4.42 21.36
50 69.57 4.45 21.52
75 69.40 4.64 21.33
100 68.84 4.85 21.47
200 68.82 5.10 20.99
500 69.86 5.17 19.80
1000 70.65 5.18 18.99
2000 71.17 5.11 18.61
Table 5.5: Relative areas of the
basins of attraction with γi = 0.02,
γf = 0.03 and T0 varying.
Figure 5.11: Plot of the relative areas of the
basins of attraction as per Table 5.5.
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Basin of Attraction %
T0 DFP PR/NR DO2
0 73.84 1.42 23.32
25 73.66 1.44 23.45
50 73.37 1.50 23.63
75 72.15 2.22 23.41
100 68.69 3.50 24.31
200 67.46 4.76 23.03
500 69.05 5.02 20.92
1000 69.85 5.17 19.81
2000 70.63 5.18 19.02
Table 5.6: Relative areas of the
basins of attraction with γi = 0.02,
γf = 0.04 and T0 varying.
Figure 5.12: Plot of the relative areas of the
basins of attraction as per Table 5.6.
Basin of Attraction %
T0 DFP DO2
0 85.61 14.39
25 86.01 13.99
50 86.18 13.82
75 84.19 15.87
100 80.42 19.58
200 75.47 24.53
500 77.95 22.06
1000 77.55 22.45
1500 78.03 21.97
Table 5.7: Relative areas of the
basins of attraction with γi = 0.02,
γf = 0.05 and T0 varying.
Figure 5.13: Plot of the relative areas of the
basins of attraction as per Table 5.7.
the relative area of the basin of attraction is to the value it has at γ = γi. However,
the convergence to the asymptotic value is rather slow; for instance in Table 5.5, even
T0 = 2000 is not enough to reach the values corresponding to γ = 0.02. The simulations
for time varying dissipation have in general taken 300 000 or 400 000 initial conditions
in phase space. In some cases more points were used for additional accuracy. In Table
5.7, we see that for γi = 0.02 and γf = 0.05 only two attractors are present; indeed the
rotating attractors no longer exist for γ = 0.05. Hence, when γ(τ) increases and crosses
the value at which those attractors disappear, all the trajectories which up to this time
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were converging towards them, will fall into the basins of attraction of the attractors
which still exist, that is the fixed point and the oscillating solution. In particular the
corresponding basins of attraction will acquire relative areas larger than those they have
at constant γ = γi, because of the absorption of all these trajectories. It is difficult to
predict how such trajectories are distributed among the remaining attractors. In the case
of Table 5.7 it is expected that they are attracted to the fixed point. This phenomenon
is studied further in Chapter 7.
5.4.3 Decreasing dissipation
In this section we conversely look at the damping coefficient decreasing from some value
γi > γf , with different rates of decrease, see Figure 5.14. We will consider the cases
γi = 0.04 and γf = 0.02, γi = 0.04 and γf = 0.03, γi = 0.05 and γf = 0.02.
In this situation it is possible that more attractors exist at γf than at γi, see Table 5.3.
We again expect that increasing T0 causes the relative areas of the basins of attraction
to tend towards those at γi. As a consequence, solutions which do not exist at γi will
attract less and less of the phase space as T0 increases, and for T0 large enough their
basins of attraction will tend to zero.
Figure 5.14: Plot of equation (5.28) with γi = 0.04, γf = 0.03 and varying T0.
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Tables 5.8 and 5.9 illustrate cases in which the system admits the same set of
attractors for both values γi and γf of the damping coefficient. An example of what
happens when an attractor exists at γf but not at γi can be seen in the results of Table
5.10, where γ(τ) varies from 0.05 to 0.02. As the damping coefficient starts off at a
larger value, then decreases to some smaller value, we also expect the change in the
basins of attraction to happen over shorter values of T0, compared with the case where
γ(t) increases from a smaller value to a larger value. The reasoning for this is simply
that larger values of dissipation cause trajectories to move onto attractors in less time.
Basin of Attraction %
T0 DFP PR/NR DO2
0 71.95 4.57 18.90
25 71.85 4.60 18.94
50 72.36 4.48 18.69
75 73.64 4.43 17.51
100 74.10 4.32 17.27
200 72.31 2.99 21.71
500 71.51 2.09 24.31
1000 72.61 1.79 23.81
2000 73.11 1.63 23.64
Table 5.8: Relative areas of the
basins of attraction with γi = 0.04,
γf = 0.02 and T0 varying.
Figure 5.15: Plot of the relative areas of the
basins of attraction as per Table 5.8.
Basin of Attraction %
T0 DFP PR/NR DO2
0 69.94 4.42 21.23
25 69.73 4.50 21.28
50 70.78 4.23 20.77
75 72.03 3.45 21.07
100 71.77 2.95 22.33
500 72.61 1.79 23.81
1000 73.11 1.63 23.64
Table 5.9: Relative areas of the
basins of attraction with γi = 0.04,
γf = 0.03 and T0 varying.
Figure 5.16: Plot of the relative areas of the
basins of attraction as per Table 5.9.
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Basin of Attraction %
T0 DFP PR/NR DO2
0 71.95 4.57 18.90
25 72.13 4.58 18.72
50 72.97 4.24 18.55
75 76.14 3.15 17.56
100 77.02 2.18 18.62
200 77.71 0.31 21.67
500 81.94 0.00 18.06
Table 5.10: Relative areas of the
basins of attraction with γi = 0.05,
γf = 0.02 and T0 varying.
Figure 5.17: Plot of the relative areas of the
basins of attraction as per Table 5.10.
Increasing T0 results in the system remaining at higher values of dissipation for more
time and thus trajectories land on the attractors in less time.
5.5 Numerics for the inverted pendulum, centred about
(θ, θ′) = (pi, 0)
The upward fixed point (UFP) of the pendulum can be made stable for values of β which
are large relative to α, see Figure 5.7 and [99], this also corresponds to high frequency
ω, see equation (5.1). In this section we numerically investigate the system (5.2) for
parameter values for which this happens. Previous investigation of this regime has been
carried out in [27, 65, 126]. For simplicity, as mentioned in the introduction, we refer to
this case as the inverted pendulum. It can be more convenient to set ξ = θ+ pi, so as to
centre the origin at the upward position of the pendulum. Then the equations of motion
become
ξ′′ + f(τ) sin ξ + γξ′ = 0, f(τ) = −(α+ β cos τ), (5.29)
α =
g
`ω2
, β =
b
`
, τ = ωt.
The difference between equations (5.2) and (5.29) is that here the parameter α has
changed sign.
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The stability of the upward fixed point creates interesting dynamics to study
numerically, however it means that the system is no longer a perturbation of the simple
pendulum system. This in turn has the result that the analysis in Section 5.3 to compute
the threshold values of γ cannot be applied. However, we shall see that the very idea that
attractors have a threshold value below which they always exist does not apply to the
inverted pendulum; both increasing and decreasing the damping coefficient can create
and destroy attractors. This happens by crossing bifurcation curves as γ is decreased,
we refer to sections 5.4.1 and 5.5.1 for details.
For numerical simulations of the inverted pendulum we shall take parameters α = 0.1
and β = 0.545 throughout, which again are within the stable regime for the upward
position ξ = 0 even in the absence of dissipation. For these parameter values the function
f(τ) changes sign. As such, the analysis in Section 5.2 cannot be applied. Again these
particular parameter values were also investigated in [27], but with a small value for the
damping coefficient, that is γ = 0.08, where only three attractors appeared in the system:
the upward fixed point and the positive and negative rotating solutions. We have opted
to focus on larger dissipation because the range of values considered for γ allows us to
incorporate already a wide variety of dynamics, in which remarkable phenomena occur,
and, at the same time, larger values of γ are better suited to numerical simulation because
of the shorter integration times. We note that, for the chosen values of the parameters,
no strange attractors arise; numerically, besides the fixed points, only periodic attractors
are found.
For constant dissipation we provide results for γ ∈ [0.05, 0.6]. These values of γ
are considered to correspond to large dissipation, however non-fixed-point attractors
still exist due to the large coefficient of the forcing term, β. Some examples of the
non-fixed-point attractors can be seen in Figure 5.18; of course, the exact form of the
curves depends on the particular choices of γ. For γ varying in the range considered
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the following attractors arise (we follow the same convention as in previous section when
saying that a solution has period n): the upward fixed point (UFP), the downward fixed
point (DFP), a positively rotating period 1 solution (PR), a negatively rotating period
1 solution (NR), a positively rotating period 2 solution (PR2), a negatively rotating
period 2 solution (NR2), an oscillating period 2 solution (DO2) and an oscillating period
4 solution (DO4). However, as we will see, the solution DO2 deserves a separate, more
detailed discussion.
The basins of attraction corresponding to the values γ = 0.2, 0.23 and 0.2725 are
shown in Figure 5.19. The relative areas of the basins of attraction for γ ∈ [0.05, 0.6]
(a) (b)
(c) (d)
Figure 5.18: Attracting solutions for the system (5.29) with α = 0.1 and β = 0.545. Figure (a)
shows an example of the positive and negative rotating attractors with period 2 (PR2 and NR2),
taken for γ = 0.05. Figure (b) shows the positive and negative attractors with period 1 (PR and
NR) when γ = 0.23. Figures (c) and (d) show the oscillatory attractors with periods 2 (DO2)
and 4 (DO4) respectively when γ is taken equal to 0.2725. These solutions oscillate about the
downward fixed point ξ = pi and the axis has been shifted to show a connected curve in phase
space. The period of each solution can be deduced from the circles corresponding to the Poincare´
map.
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(a) (b) (c)
Figure 5.19: Basins of attraction for constant dissipation with γ = 0.2, 0.23 and 0.2725 from
left to right respectively. The upward fixed point (UFP) is shown in blue, the positively rotating
solution (PR) in red, the negatively rotating solution (NR) in yellow, the downward oscillation
with period 2 (DO2) in green and finally the downward oscillation with period 4 (DO4) in orange.
Basin of Attraction %
γ UFP DFP PR/NR PR2/NR2 DO2 DO4
0.0500 4.30 0.00 0.00 47.85 0.00 0.00
0.0750 5.08 0.00 0.00 47.46 0.00 0.00
0.0900 7.41 0.00 0.00 46.30 0.00 0.00
0.1000 8.51 0.00 0.00 45.74 0.00 0.00
0.1100 9.60 0.00 45.20 0.00 0.00 0.00
0.1700 49.65 0.00 25.17 0.00 0.00 0.00
0.2000 64.31 0.00 17.84 0.00 0.00 0.00
0.2230 72.09 0.00 13.95 0.00 0.00 0.00
0.2250 27.60 0.00 13.59 0.00 45.22 0.00
0.2300 25.00 0.00 12.68 0.00 49.61 0.00
0.2500 15.87 0.00 8.49 0.00 67.16 0.00
0.2690 16.50 0.00 2.13 0.00 79.25 0.00
0.2694 17.26 0.00 0.00 0.00 82.74 0.00
0.2700 17.28 0.00 0.00 0.00 82.73 0.00
0.2725 17.21 0.00 0.00 0.00 79.44 3.35
0.2800 17.30 0.00 0.00 0.00 82.70 0.00
0.2900 17.30 0.00 0.00 0.00 82.70 0.00
0.3000 16.97 0.00 0.00 0.00 83.03 0.00
0.4600 9.61 0.00 0.00 0.00 90.39 0.00
0.4700 9.80 90.20 0.00 0.00 0.00 0.00
0.5000 10.06 89.94 0.00 0.00 0.00 0.00
0.5500 10.32 89.68 0.00 0.00 0.00 0.00
0.6000 8.79 91.21 0.00 0.00 0.00 0.00
Table 5.11: Relative areas of the basins of attraction with constant damping coefficient γ. The
solutions are named as per Figures 5.18 and 5.19 with the addition of the downward fixed point
(DFP) and the rotating period 2 solutions (PR2/NR2). For details on the solution DO2 we refer
to the text.
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are listed in Table 5.11 and plotted in Figure 5.20. Again the positive and negative
rotations have been listed together as any difference in the size of their basins of attraction
is expected to be due to numerical inaccuracies.
In Figure 5.20, there is a large jump in the relative area of the basin of attraction
for the upward fixed point (ξ = 0) UFP between the values of γ = 0.22 and 0.225,
approximately; this is due to the appearance of the oscillatory solution which oscillates
about the downward pointing fixed point (ξ = pi). For values of γ slightly larger than
0.22 large amounts of phase space move close to the solution DO2, where they remain
for long periods of time; however they do not land on the solution and are eventually
attracted to UFP. The percentage of phase space which does this is marked in Figure
5.20 by a dotted line, which becomes solid when the trajectories remain on the solution
for all time (however, see comments below). When the parameter values are chosen such
that they are near to parameter values for which the system undergoes a bifurcation, the
speed of attraction to solutions decreases; this is known as critical slowing down [162].
This slow rate of attraction is the reason behind the phenomenon where trajectories take
a long time to land on the attractor UFP. The closer the parameters are to the values
at which the bifurcation occurs, the longer it takes for trajectories to move onto the
attractors. The parameter values used in Table 5.11 remained far enough away from the
bifurcation that a transient period of 10 000 was long enough to deduce the asymptotic
behaviour of trajectories. The parameter values in Table 5.11 were also used to plot
Figure 5.20, i.e. the curves are plotted by joining together a discrete set of points, not
by continually varying the parameters. Hence the parameters do not pass through any
values for which a bifurcation occurs.
The solution DO4 listed in Table 5.11 is found to exist only in the interval
[0.272, 0.27422], where it only attracts a small amount of the phase space. As such
it has not been included in Figure 5.20.
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Figure 5.20: Relative sizes of basins of attraction with constant γ as per Table 5.11. The lines
are labeled as in Table 5.11 and regions in which a bifurcation takes place are marked with a dot.
The basin of attraction for the oscillatory solution with period 4 (DO4), has not been included
due to its small size and the small range of γ in which it exists. The broken lines for UFP
and DO2 represent areas of transition just before DO2 (and the solutions created by the period
doubling bifurcation) becomes stable, see text.
5.5.1 Bifurcation Structure
As mentioned in Section 5.4.1 the bifurcation structure is symmetric in α, β parameter
space through the line α = 0. Hence the bifurcation structure for the system (5.29) is as
shown in Figures 5.5 and 5.7. For the upward position ξ = 0 (θ = pi) to become stable
we take α small and β relatively large, see [99].
In Table 5.11, we see that for γ small enough we observe period 2 rotating solutions.
Figure 5.21: Bifurcation structure of the rotating solutions PR/NR in α, β space with γ = 0.09.
The lines are labelled so as to match with those in Figure 5.5.
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(a) (b)
Figure 5.22: Amplitude of the Poincare´ points in the θ′ co-ordinate plotted against β. The
parameter α = 0.1 is constant. The parameter γ = 0.09 in (a) and γ = 0.1 in (b).
Looking at Figure 5.5(b) one may not expect to observe period a doubling bifurcation
when α = 0.1. However as mentioned in Section 5.4.1, although decreasing (increasing)
the coefficient of dissipation is analogous to increasing (decreasing) the forcing amplitude,
the link is not direct. In fact, as γ decreases (increases) the bifurcation curves for the
rotating solutions move down and to the left (up and to the right). This may be seen by
comparing Figure 5.5(a) with Figure 5.5(b). The bifurcation curves in α-β space when
γ = 0.09 are shown in Figure 5.21. Here it is clear that the values α = 0.1, β = 0.545
lie in the region where period 2 rotations exist. For γ = 0.1 the chosen parameter values
are also in this region, however the period doubling is far less prominent. Furthermore,
by increasing β we find that the solution does not undergo a second period doubling
bifurcation, instead the rotations cross back over the line B and bifurcate back to period
1 rotations. The amplitude of the Poincare´ points as β varies is shown in Figure 5.22,
with γ = 0.09 in Figure 5.22(a) and γ = 0.1 in Figure 5.22(b).
We now consider fixed α and β and study the bifurcations as γ varies. In Figure 5.23
the transition from the period 2 negatively rotating solution to the period 1 negatively
rotating solution is shown; by moving towards smaller values of γ, this corresponds to
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a period doubling bifurcation [85, 63] (period halving, if we think of γ as increasing).
Period doubling bifurcations occur when one of the Floquet multipliers decreases through
negative 1. Figure 5.24 shows the amplitude of the Poincare´ points plotted against the
value of γ. It is expected that by decreasing γ further a period doubling cascade would
be observed, leading to rotating chaos which exists only in a small window of parameter
values, see also [67]. Similarly, starting on one of the period 1 rotating attractors and
increasing further γ, the solution disappears at γ ≈ 0.2694. Again if we consider γ
decreasing (and hence analogous to increasing the forcing amplitude) we find that the
period 1 rotating attractors are created at γ ≈ 0.2694. The rotations are created by
(a) (b)
(c) (d)
Figure 5.23: The transition from the period 2 rotating solutions to the period 1 rotating
solutions. γ = 0.09, 0.094, 0.096 and 0.098 from (a) to (d) respectively.
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(a) (b)
Figure 5.24: Period doubling bifurcation of the positive rotating solution as γ decreases. (a)
The amplitude of Poincare´ points on the ξ axis plotted against γ. (b) The amplitude of Poincare´
points on the θ′ axis.
(a) (b)
Figure 5.25: Saddle-node bifurcation leading to the creation of the positive rotation PR as γ
decreases. By increasing γ we see that the rotations vanish, in this instance the trajectories are
then attracted to one of the asymmetric period 2 oscillations DO2. (a) The amplitude of Poincare´
points on the ξ axis plotted against γ. (b) The amplitude of Poincare´ points on the θ′ axis.
saddle-node bifurcation as the line A in Figures 5.5 and 5.21 is crossed. The saddle-
node bifurcation is illustrated in Figure 5.25 by use of points in the Poincare´ section,
plotted against γ. See [67] for further discussion on the phenomenon. We note that
the oscillating attractors DO2 and DO4 oscillate about the downward fixed point ξ = pi
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(θ = 0). Oscillations about upward the fixed point ξ = 0 are possible and have been
previously studied in [3, 65]. However this does not occur for the parameter values
investigated throughout Section 5.5. Looking at Figure 5.7 we see that the chosen values
of α = 0.1, β = 0.545 are below the region where such solutions exist, when γ = 0.2.
Furthermore, by decreasing γ from 0.2 this region does not move downward significantly,
see Figure A.7 in Appendix A.9. Therefore even for the smallest value of γ which we
investigate (γ = 0.05) we remain inside the region where ξ = 0 is (asymptotically) stable
and no upward oscillations are observed.
(a) (b)
(c) (d)
Figure 5.26: The solution DO2 for different values of time independent γ. As the damping
coefficient is increased, the solution becomes more clearly defined: this is due to a period halving
bifurcation which stops when the period becomes 2. The damping coefficient is γ = 0.23, 0.235,
0.239 and 0.24 from (a) to (d), respectively. The position of the trajectory at every 2pi, i.e the
period of the forcing, is shown by circles.
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We find that the downward oscillatory solution labeled DO2 exists for γ in the interval
[0.222, 0.46], approximately. However such a solution is really a period 2 solution only
for γ greater than γ ≈ 0.24. In the interval [0.222, 0.24] the trajectory is “thick”, see
Figure 5.26. Furthermore in the interval [0.24, 0.27] there are two asymmetric period 2
solutions which are reflections of one another through the fixed point ξ = pi (θ = 0). The
curves of the two solutions move closer together as γ increases to 0.27. For γ ≈ 0.27 the
period 2 oscillations become one single solution as shown in Figure 5.18(c). The splitting
of the solution into two asymmetric solutions is known as symmetry breaking,
(a) (b)
(c) (d)
Figure 5.27: Plots showing the symmetry breaking bifurcation of the period 2 solution DO2
and the transition to chaos via period doubling cascade. (a) and (b) show Poincare´ points on the
ξ axis plotted against γ whilst (c) and (d) show Poincare´ points on the θ′ axis. Figures on the
right are zoomed in versions of those on the left.
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see [79, 66, 65, 49]. The symmetry breaking may be seen by plotting the amplitude of
the Poincare´ points against γ, see Figure 5.27. The point at which the symmetry is
broken is marked on Figure 5.27(b) by the line Sb. Only due to similarity to the solution
DO2 and to prevent Table 5.11 having yet more columns, the basin of attraction of these
solutions in the range [0.225, 0.46] have also been listed under that of DO2. Nevertheless,
by decreasing γ starting from 0.24 we have a sequence of period doubling bifurcations,
corresponding to values of γ closer and closer to each other. Similar work was conducted
in [79] for the pendulum centred about the downward position (θ = 0), in which the
authors studied asymmetric periodic oscillations as the forcing amplitude in the system
was increased. They noted that a series of period doubling bifurcations follow after a
symmetry breaking bifurcation, see also [35, 65, 66, 49] and Figures 5.6 and 5.7. A
period doubling cascade is expected to lead to a chaotic attractor, which, however, may
survive only for a tiny window of values of γ (at γ = 0.221 it has already definitely
disappeared at a catastrophic bifurcation) and has a very small basin of attraction (for
γ getting closer to the value 0.221 its relative area goes to zero). The period doubling
cascade may be seen in Figure 5.27 as γ decreases from 0.24. A similar figure is also
available in [79], however as the authors looked at varying the forcing amplitude rather
than the dissipative parameter, the figure in [79] appears reversed when compared with
Figure 5.27. The appearance of chaotic attractors for small sets of parameters and with
small basins of attraction has been observed in similar contexts of multistable dissipative
systems close to the conservative limit [75]. For the value γ = 0.223 numerical simulations
find that trajectories remain in the region of phase space occupied by DO2 for a long
time, before eventually moving onto the fixed point. It is expected that this is related
to the chaotic attractor [40].
As γ increases further towards γ ≈ 0.46, the amplitude of the period 2 oscillatory
solution gradually decreases and taking γ larger causes a slow spiral into the downward
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fixed point, which now becomes stable. Looking at the bifurcation as γ decreases, the
fixed point ξ = pi (θ = 0) becomes unstable and a period 2 oscillation is born at a
supercritial period doubling bifurcation, see Section 5.4.1 and reference [66] for further
(a) (b)
Figure 5.28: Bifurcation diagram showing the amplitude of Poincare´ points as γ is varied. (a)
The amplitude on the ξ axis of the solution DO2 as it bifurcates into the fixed point ξ = pi. (b)
The amplitude on the θ′ axis.
Figure 5.29: Schematic bifurcation diagram for the oscillations DO2. Solid and dashed lines
represent stable and unstable solutions, respectively. As γ decreases the downward fixed point at
ξ = pi becomes unstable at γ = γ1 and a period 2 oscillation is created, see Section 5.4.1. At γ = γs
the period 2 oscillation undergoes symmetry breaking, creating two mirror image asymmetric
stable oscillations, still with period 2. Between γ = γp and γc the asymmetric solutions undergo
a cascade of period doubling bifurcations which lead to chaos before a catastrophic bifurcation
at γ = γc.
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details. The amplitude of the Poincare´ points is plotted in Figure 5.28. A schematic
bifurcation diagram illustrating the full bifurcation structure of the oscillations DO2 is
shown in Figure 5.29.
Finally we consider the period 4 oscillations DO4. The attractor DO4 exists only
in a small window of values, see Table 5.11, and attracts only a small region of phase
space. Such solutions have previously been studied in [66]. Applying the same numerical
analysis as was done for the period 1 rotations and period 2 oscillations, we find that as γ
is decreased the attractor bifurcates into a chaotic oscillation. It is expected that this is
a result of a period doubling cascade, however it happens over such a small window of γ
that it is difficult to see on first inspection. For γ ∈ [0.2705, 0.2710] this chaotic solution
vanishes at a catastrophic bifurcation. In the instances studied, after the catastrophic
bifurcation the trajectories – which were tending towards the chaotic solution prior to
the bifurcation – are attracted to the nearby solution DO2, see Figure 5.30. One may
also expect that DO4 undergoes a symmetry breaking bifurcation, see the comments for
DO2. However, numerically it is difficult to observe if this is the case as the attractor
only exists in a small window of values for γ. For γ > 0.2725 the period 4 oscillation is
destroyed by a saddle-node bifurcation, see Figure 5.31.
(a) (b)
Figure 5.30: Bifurcation plot showing the amplitude of Poincare´ points as γ is varied. (a) The
amplitude on the ξ axis of the solution DO4 which becomes chaotic as γ decreases, leading to a
catastrophic bifurcation. (b) The amplitude on the θ′ axis.
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(a) (b)
Figure 5.31: Bifurcation plot showing the amplitude of Poincare´ points as γ is varied. (a) The
amplitude on the ξ axis of the solution DO4 which becomes unstable as γ increases from 0.2740
to 0.2745. (b) The amplitude on the θ′ axis.
5.5.2 Increasing dissipation
As mentioned in Section 5.4.2, as γ(τ) increases from γi to γf it is expected that taking
T0 larger causes the sizes of the basins of attraction to tend towards the sizes of the
corresponding basins when γ = γi, when the set of attractors remains the same for all
values in between. If an attractor is replaced by a new attractor (by bifurcation), then
the new attractor inherits the basin of attraction of the old one.
We shall begin by fixing γf = 0.2 and γi ∈ [0.05, 0.2], as for γ = γf the basins of
attraction are not so sensitive to initial conditions, see Figure 5.19(a), and for γ in that
range the set of attractors consists only of the the upward fixed point and two rotating
solutions; moreover the profiles of the corresponding relative areas plotted in Figure 5.20
are rather smooth and do not present any sharp jumps.
Tables 5.12, 5.13 and 5.14 show the relative area of each basin of attraction as γ
increases from 0.05, 0.1 and 0.17, respectively, to 0.2 with varying T0. It can be seen
from the results in Tables 5.13 to 5.14 that the numerical simulations are in agreement
with the above expectation. With the exception of Table 5.12 the relative areas of the
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basins of attraction tend towards those when γ is kept constant at γi. The exception of
the case of Table 5.12 is due to the fact that the set of attractors has changed as γ passes
from 0.05 to 0.2; the period 2 rotating solutions have been destroyed and replaced by
the period 1 rotating solutions. However, when the transition occurs, the new attractors
are located in phase space very close to the previous ones and we find that the initial
conditions which were heading towards or had indeed landed on the period 2 rotating
solutions move onto the now present period 1 rotating solutions. On the other hand, when
the damping coefficient crosses the value γ ≈ 0.1, the attractor undergoes topological
changes, but, apart from that, the transition is rather smooth; the location in phase space
and the basin of attraction change continuously. In conclusion, we find that the relative
areas of the basins of attraction for the two period 1 rotating attractors (PR/NR) tend
towards those that the (now destroyed) period 2 rotating attractors (PR2/NR2) had at
γ = γi. As in Section 5.4 we expect that the sizes of the basin of attraction at γ = γi are
recovered asymptotically as T0 →∞. Nevertheless, once more, the larger T0 the smaller
is the variation in the relative area; for instance in Table 5.12 for T0 = 100 the relative
area of the basin of attraction of the fixed point has become nearly 1/4 of the value for
Basin of Attraction %
T0 UFP PR/NR
0 64.31 17.84
25 51.41 24.30
50 32.09 33.95
75 23.48 38.26
100 17.09 41.45
200 6.85 46.58
500 4.35 47.82
1000 4.15 47.92
1500 4.09 47.96
Table 5.12: Relative areas of the
basins of attraction with γi = 0.05,
γf = 0.2 and T0 varying.
Figure 5.32: Plot of the relative areas of the
basins of attraction as per Table 5.12.
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Basin of Attraction %
T0 UFP PR/NR
0 64.31 17.84
25 49.06 25.47
50 38.54 30.73
75 31.25 34.37
100 25.67 37.16
150 18.12 40.94
200 14.14 42.93
500 9.81 45.09
1000 9.45 45.27
Table 5.13: Relative areas of the
basins of attraction with γi = 0.1,
γf = 0.2 and T0 varying.
Figure 5.33: Plot of the relative areas of the
basins of attraction as per Table 5.13.
Basin of Attraction %
T0 UFP PR/NR
0 64.31 17.84
25 58.54 20.73
50 56.78 21.62
100 55.41 22.29
200 53.69 23.15
500 51.93 24.04
1000 50.80 24.60
1500 50.62 24.69
Table 5.14: Relative areas of the
basins of attraction with γi = 0.17,
γf = 0.2 and T0 varying.
Figure 5.34: Plot of the relative areas of the
basins of attraction as per Table 5.14.
γ = 0.2 constant, while in order to have a further reduction by a factor of 4 one has to
take T0 = 1000.
We now consider the case where either γi = 0.2 and γf = 0.23 or 0.2725 or γi = 0.23
and γf = 0.2725. Such values for γ offer more complexities as not only are there more
attractors to consider, but one may have attractors (PR and NR) that are destroyed
without leaving any trace. When this happens it is not obvious which of the remaining
attractors will inherit their basins of attraction. The result of this could cause the final
basins of attraction to be drastically different from those for constant γ and even not
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monotonically increasing or decreasing as the value of T0 is increased.
In Table 5.15 we see that initially, for values of T0 not too large, the basin of attraction
of UFP slightly reduces in size, while those of the rotating solutions PR/NR increase
substantially. Instead, for larger values of T0, the basin of attraction of UFP increases
appreciably, while those of PR/NR increase very slowly. Apparently, the rotating
solutions react more quickly as γ is varied, attracting phase space faster, so that the
relative areas of their basins of attraction tend towards the values at γ = γi for shorter
initial times T0. It would be interesting to study further this phenomenon.
When γ(τ) varies from γ = 0.2 to γ = 0.2725 and from γ = 0.23 to γ = 0.2725, the
rotating solutions PR/NR disappear, so that their basins of attractions are absorbed by
the remaining attractors. In Table 5.16 one sees a very slow movement towards global
attraction of the upward fixed point, which is the only attractor which exists at both γi
and γf . However even taking T0 = 5000 is not enough for the asymptotic behaviour
Basin of Attraction %
T0 UFP PR/NR DO2
0 25.00 12.68 49.61
10 24.86 13.81 47.52
15 24.34 14.84 45.98
20 24.43 15.57 44.43
25 24.77 16.04 43.15
50 27.60 16.98 38.45
75 30.12 17.28 35.32
100 33.08 17.42 32.08
150 38.29 17.56 26.58
200 42.60 17.66 22.08
300 49.36 17.73 15.18
400 54.20 17.75 10.30
500 57.37 17.77 7.08
1000 63.39 17.78 1.06
1500 64.26 17.79 0.16
2000 64.38 17.80 0.03
Table 5.15: Relative areas of the
basins of attraction with γi = 0.2,
γf = 0.23 and T0 varying.
Figure 5.35: Plot of the relative areas of the
basins of attraction as per Table 5.15.
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to be approached. The results in Table 5.17 show that, by taking T0 larger and larger,
the relative areas of the basins of attraction of UFP and DO4 both tend to the values
corresponding to γi = 0.23 (in particular the basin of attraction of DO4 becomes
negligible). For nearly all values of T0, the trajectories which were converging towards
the rotating solutions before the latter disappeared are attracted by the period two
oscillations. We will see in Chapter 7 that this is a result of the size and position in
phase space of the basin of attraction associated with DO2.
However, the more striking feature of Figures 5.36 and 5.37 are the jumps
corresponding T0 = 1000 in the prior and T0 = 100 and T0 = 500 in the latter. Moreover
such jumps are very localised; for instance in Figure 5.37 for T0 = 99 and T0 = 100 the
Basin of Attraction %
T0 UFP DO2 DO4
0 17.21 79.44 3.35
25 18.63 78.33 3.04
50 20.32 79.29 0.39
75 23.38 76.52 0.12
100 25.71 74.27 0.02
150 28.45 71.55 0.01
200 30.92 69.08 0.00
300 35.70 64.30 0.00
400 39.82 60.18 0.00
500 42.76 57.24 0.00
980 54.19 45.81 0.00
990 54.39 45.81 0.00
995 54.30 45.70 0.00
1000 90.11 9.89 0.00
1005 54.58 45.43 0.00
1010 54.52 45.48 0.00
1020 90.34 9.66 0.00
1030 54.81 45.19 0.00
1050 55.13 44.87 0.00
1500 59.78 40.22 0.00
2000 62.12 37.88 0.00
3000 63.89 36.11 0.00
5000 64.29 35.71 0.00
Table 5.16: Relative areas of the basins of
attraction with γi = 0.2, γf = 0.2725 and T0
varying.
Basin of Attraction %
T0 UFP DO2 DO4
0 17.21 79.44 3.35
25 17.96 79.45 2.60
50 16.04 83.36 0.60
75 18.39 80.27 1.34
90 19.56 80.38 0.05
95 20.05 79.91 0.04
97 20.08 79.89 0.04
98 20.01 79.96 0.03
99 44.14 55.83 0.03
100 43.96 56.01 0.03
101 20.54 79.42 0.03
105 20.40 79.57 0.03
110 20.79 79.19 0.02
125 21.55 78.45 0.01
150 22.46 77.54 0.00
200 23.33 76.67 0.00
300 24.06 75.94 0.00
400 24.36 75.64 0.00
490 24.54 75.46 0.00
500 49.45 50.55 0.00
510 24.42 75.58 0.00
1000 24.81 75.19 0.00
Table 5.17: Relative areas of the basins of
attraction with γi = 0.23, γf = 0.2725 and T0
varying.
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Figure 5.36: Plot of the relative areas of the
basins of attraction as per Table 5.16.
Figure 5.37: Plot of the relative areas of the
basins of attraction as per Table 5.17.
basins of attraction of UFP and DO2 are found to be about 44% and 56%, respectively,
whereas by slightly increasing or decreasing T0 they settle around 20% and 80%. The
quantity of phase space exchanged in these instances is roughly equal to that attracted
to the rotating solutions for γi. For particular values of T0 when the rotating attractors
disappear their trajectories move to the upward fixed point rather than the period 2
oscillations. The reason behind this will be studied in Chapter 7, though it shall be seen
that it is difficult to predict for which values of T0 such jumps occur.
5.5.3 Decreasing dissipation
Tables 5.18, 5.19, 5.20 and 5.21 and the corresponding Figures 5.38, 5.39, 5.40 and 5.41
illustrate the cases when dissipation decreases over an initial period of time T0. We have
considered the cases with γi = 0.23, 0.2725 and γf = 0.2, with γi = 0.2725 and γf = 0.23
and with γi = 0.3 and γf = 0.2725.
In particular they show that if the set of attractors at γ = γf is a proper subset of
the set of attractors which exist at γ = γ0, then, as T0 → ∞, the basin of attraction
of each attractor which exists at γf turns out to have a relative area which tend to be
greater than or equal to that found for γ = γi. In Table 5.18 we consider the situation in
which the attractor DO2, which has a large basin of attraction for γi = 0.23, is no longer
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Basin of Attraction %
T0 UFP PR/NR
0 64.31 17.84
25 70.69 14.65
50 72.57 13.72
75 73.24 13.38
100 73.57 13.22
200 74.10 12.95
500 74.42 12.79
Table 5.18: Relative areas of the
basins of attraction with γi = 0.23,
γf = 0.2 and T0 varying.
Figure 5.38: Plot of the relative areas of the
basins of attraction as per Table 5.18.
Basin of Attraction %
T0 UFP PR/NR
0 64.31 17.84
5 65.80 17.10
10 69.52 15.24
15 74.40 12.80
20 77.90 11.05
25 80.38 9.81
50 86.22 6.89
75 88.64 5.68
100 90.07 4.97
200 92.79 3.61
500 95.92 2.04
1000 99.34 0.33
1500 99.35 0.32
Table 5.19: Relative areas of the
basins of attraction with γi = 0.2725,
γf = 0.2 and T0 varying.
Figure 5.39: Plot of the relative areas of the
basins of attraction as per Table 5.19.
Basin of Attraction %
T0 UFP PR/NR DO2
0 25.00 12.68 49.61
25 24.73 7.44 60.40
50 19.67 5.35 69.63
75 17.13 4.44 73.99
100 16.42 3.88 75.83
200 16.29 2.72 78.28
500 17.03 0.76 81.45
Table 5.20: Relative areas of the
basins of attraction with γi = 0.2725,
γf = 0.23 and T0 varying.
Figure 5.40: Plot of the relative areas of the
basins of attraction as per Table 5.20.
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Basin of Attraction %
T0 UFP DO2 DO4
0 17.21 79.44 3.35
25 17.15 80.99 1.86
50 16.83 83.03 0.14
75 16.75 83.24 0.01
100 16.79 83.21 0.00
200 16.81 83.19 0.00
500 16.80 83.20 0.00
Table 5.21: Relative areas of the
basins of attraction with γi = 0.3,
γf = 0.2725 and T0 varying.
Figure 5.41: Plot of the relative areas of the
basins of attraction as per Table 5.21.
present when γ(t) has reached the final value γf = 0.2, as a consequence the trajectories
which would be attracted by DO2 at γ = γi end up moving onto the other attractors; in
fact most of them are attracted by the fixed point.
We also notice the interesting features in Table 5.19, as UFP is the only attractor
which exists for both γi and γf , we find that as T0 increases its basin of attraction tends
towards 100%, which corresponds to attraction of the entire phase space, up to a zero-
measure set. This happens despite the fact that γ(τ) does not pass through any value for
which global attraction to UFP is satisfied. It also suggests that it is possible to provide
conditions on the intersection of the two sets Ai and Af of the attractors corresponding
to γi and γf , respectively, in order to obtain that all trajectories move towards the same
attractor when the time T0 over which γ(τ) is varied is sufficiently large. In particular,
it is remarkable that it is possible to create an attractor for almost all trajectories by
suitably tuning the damping coefficient as a function of time.
In Table 5.20, the relative areas of the rotating solutions, which are absent at γ = γi,
tend to become negligible when T0 is large. Similarly, in Table 5.21, the basin of attraction
of the period 4 oscillating attractor, which exists only for the final value γf of the damping
coefficient, tends to disappear when T0 is taken large enough. This confirms the general
expectation: the basin of attraction of the disappearing attractor is absorbed by the
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closer attractor, that is the solution DO2 in this case.
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Chapter 6
The pendulum with variable
length
The pendulum with periodically varying length is less studied than the pendulum with
oscillating support, however it is still a well known and much studied perturbation of the
simple pendulum [6, 21, 33, 147, 148, 149, 136]. Rather than the support of the pendulum
oscillating vertically, the length of the pendulum oscillates about a given mean length.
The two systems are sometimes said to be similar, and in some instances even mistaken
for one another [77, 53, 131, 132]. However, this is not the case in all aspects of the
dynamics, for example it is already well known that the pendulum with variable length
cannot be stabilised about the upward vertical fixed point (θ, θ˙) = (pi, 0) [13, 34]. In this
chapter we study the system of a variable length pendulum in the same way that the
pendulum with oscillating support was studied in Chapter 5. In Section 6.5 comparisons
are drawn between the two systems, highlighting some aspects of the systems which are
indeed similar and some where they are different.
6.1 Linearised system
Although the system of the pendulum with variable length has attracted less attention
than the system with oscillating support, in recent years much work has been carried out
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in an attempt to better understand the dynamics. We have already seen in Section 2.2
that if the parameters of the system satisfy particular conditions, a closed form solution
can be obtained. However in general the system exhibits very complicated dynamics
and we are unable to obtain an explicit solution. For now we focus our attention on
summarising some of the properties of the system which are already known and can be
found in the literature [33, 147, 148, 149]. We then extend our analysis to the perturbed
system in a similar way as was done in Chapter 5.
The motion of the pendulum with variable length can be described by the equation
θ¨(t) +
2 ˙`(t)
`(t)
θ˙(t) +
g
`(t)
sin θ(t) = 0, (6.1)
where `(t) = `0 +`1φ(ωt), `1 < `0, φ is a periodic function of time t with zero mean value
and ω is the frequency at which the length varies. One immediately obvious difference
between this system and that of the pendulum with oscillating support is that, here
the equation of motion has a dissipative term resulting naturally from the Lagrangian.
Furthermore, the coefficient of dissipation is already time dependent. This dissipation
occurs as the length of pendulum varies. When the pendulum extends, the mass moves
further away from the centre of rotation. Due to the conservation of momentum the
angular velocity is reduced. Similarly, when the pendulum retracts, the mass moves
closer to centre of rotation and the angular velocity increases.
The system may be non-dimensionalised by setting τ = ωt and defining dimensionless
variables α = g/`0ω
2 and ε = `1/`0 < 1, which results in the equation
θ′′(τ) +
(
2εφ′(τ)
1 + εφ(τ)
)
θ′(τ) +
α
1 + εφ(τ)
sin θ(τ) = 0. (6.2)
Using the transformation (2.3), the system may be put into a form which does not include
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a term containing θ′. This results in the corresponding system
θˆ(τ) = e
1
2
∫
2`′/` dτθ(τ) = `(τ)θ(τ),
θˆ′′(τ)− εφ
′′(τ)
1 + εφ
θˆ(τ) + α`0 sin
(
θˆ(τ)
`0(1 + εφ)
)
= 0. (6.3)
Linearising about the downward fixed point we get an equation in the form of Hill’s
equation given by
ψ′′(τ) +
α− εφ′′(τ)
1 + εφ
ψ(τ) = 0, (6.4)
where ψ(τ) represents the angle between the pendulum and the downward vertical. It
may be seen by setting the perturbation equal to zero, that is `1 = ε = 0, that
√
α =
√
α0 =
√
g/(`0ω2) is the natural frequency of the system in time τ . Hence the stability
tongues should emanate from the same values of α as in the system of the pendulum
with oscillating support, see Appendix A.9. From equation (6.4) it may appear that we
are able to calculate the transition curves in the same way as was done for the pendulum
with vertically oscillating support in Section 5.1, see Appendix A.9 for the methodology.
However, attempting to do so leads to coefficients in the infinite determinant being of
order O(1), thus convergence can not be guaranteed. Instead we first expand as
1
1 + εφ
=
∞∑
k=0
(−εφ)k,
under the assumption ε 1. Keeping only the terms at first order in ε yields
ψ′′(τ) +
(
α− ε(φ′′(τ) + αφ(τ))
)
ψ(τ) = 0. (6.5)
The above equation is of the form of Hill’s equation and no longer has a division by ε, as
such we can now calculate the transition curves in the same way as was done in Section
5.1. Choosing φ = cos(τ) (and hence (6.5) is in the form of Mathieu’s equation) we find
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the regions of stability and instability shown in Figure 6.1(a). There are four important
points to note about the transition curves shown in Figure 6.1(a):
1. They do not appear as the classical transition curves for Mathieu’s equation, see
Appendix A.9. This is a consequence of the forcing coefficient in (6.5) also depending on
α. More specifically we have that ζn in equation (A.9.3) and ηn in (A.9.4) become
ζn = − ε(α− 1)
2(α− n2) , ηn = −
ε(α− 1)
2(α− 14n2)
. (6.6)
Therefore when α = 1 the forcing term vanishes and hence the stability tongue which
originates at α = 1 disappears.
2. The curves are plotted as far as |ε| = 1, however they only give us meaningful insight
for |ε|  1. Indeed the equation (6.3) is not defined at ε = 1, and the expansion of
1/1 + ε cos τ becomes inaccurate for ε too large.
3. More care must be taken when considering the stability of the upward position θ = pi.
The transformation θˆ = `θ does not preserve both fixed points of the system (6.2): under
that transformation one has θ = 0 → θˆ = 0, while θ = pi → θˆ = pi`0(1 + ε cos t), thus
the hyperbolic fixed point θ = pi corresponds to a hyperbolic orbit of order ε in the
θˆ coordinates. However, if we consider the original system (6.2) and transform to the
coordinates Θ = θ − pi we obtain the system
Θ¨(t)− 2ε sin t
1 + ε cos t
Θ˙(t)− α
1 + ε cos t
sin Θ(t) = 0. (6.7)
It is clear that equation (6.7) is the same as equation (6.2) (with φ = cos τ), except for
a change in sign of α. Then transforming to coordinates Θˆ(t) = `(t)Θ(t) and linearising
around Θˆ = 0 we obtain a system of the form (6.4), where only the sign of α is changed.
Therefore, by changing the sign of α in equation (6.4) we are still able to obtain the
stability of the inverted position θ = pi. However, the stable regions shown for α < 0 in
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Figure 6.1(a) do not correspond to the stability of the fixed point θ = pi in the system
(6.2), see the next comment.
4. The first order approximation to (6.4) results in a system of the form of Mathieu’s
equation. Therefore it is not surprising that there are stable regions for α < 0, however
this does not correspond to the stability of the upward vertical position of the pendulum
with varying length. In Section 6.3 we shall see that first order approximations are
not sufficient when considering the pendulum with variable length. Approximating the
linearised system (6.4) as far as O(ε8), we find the stability curves shown in Figure
6.1(b). It may be seen that for α > 0 and ε  1 the the curves show good agreement
with those in Figure 6.1(a), whilst for α < 0 the stable region has vanished. It is already
well known that the fixed point θ = pi in the system (6.2) is unstable for all values of the
parameters, see [13, 34].
The curve emanating from α = 0 in Figure 6.1(b) is still not vertical, as one expects
it to be given that the pendulum with variable length can not be stabilised about the
(a) (b)
Figure 6.1: Stability regions for the linearised system of the pendulum with periodically varying
length (6.4) with φ(τ) = cos τ . In (a) the system is approximated at first order in ε given by
equation (6.5). In (b) the system (6.4) is approximated at O(ε8). The broken line shows the
curves of the 2pi periodic solutions and the solid line those of the 4pi periodic solutions. Shaded
regions are those in which the solutions are unbounded.
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upward vertical position. However, we are able to show that the curve tends towards a
vertical line as higher orders of ε are considered.
The transition curves for Hill’s equations, such as (6.4), are obtained by fixing α =
α(ε) in such a way that the corresponding solutions ψ(t) = ψ(t, ε) are periodic with
periods either 2pi or 4pi [116, 12, 96]. For ε small enough we look for solutions which
depend analytically on ε. Therefore we write [96]
α(ε) =
∞∑
k=0
εkαk, ψ(t, ε) =
∞∑
k=0
εkψk(t), (6.8)
and fix recursively the constants αk in such a way that the functions ψk(t) all have the
same period (which is either 2pi or 4pi). By inserting (6.8) into (6.4) (with φ = cos τ) we
obtain a sequence of equations,
ψ¨0(t)+α0ψ0(t) = 0,
ψ¨k(t) +
∑
k1,k2,k3≥0
k1+k2+k3=k
αk1(− cos t)k2ψk3(t) + cos t
∑
k1,k2≥0
k1+k2=k−1
(− cos t)k1ψk2(t) = 0, k ≥ 1. (6.9)
For k = 0 one requires α0 = n
2/4, with n = 0, 1, 2, . . ., since the curves must pass through
these values at ε = 0 for the solution to be periodic with period 2pi or 4pi, see Appendix
A.9. We are interested in the transition curve emanating from α = ε = 0 which gives, by
equation (6.9), ψ0 = 1. In fact ψ0 can be any constant value, however we can set ψ0 = 1
without loss of generality. For k = 1, (6.9) gives
ψ¨1(t) + α0ψ1(t)− α0 cos t ψ0(t) + α1ψ0(t) + cos t ψ0(t)
= ψ¨1(t) + α1 + cos t = 0,
which yields α1 = 0 and ψ1(t) = cos t. Then, one can easily prove by induction that
αk = 0 and ψk(t) = 0 for all k ≥ 2. Indeed, for k = 2 (6.9) becomes
ψ¨2(t) + α2 − cos2 t+ cos2 t = ψ¨2(t) + α2 = 0,
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while for k > 2, by using the inductive hypothesis, one finds
ψ¨k(t) + αk + cos t
(
(− cos t)k−1 + (− cos t)k−2ψ1(t)
)
= ψ¨k(t) + αk = 0.
This shows that α(ε) = 0 and ψ(t, ε) = 1 + ε cos t. The solution has been found formally
by assuming ε to be small, however, as the series reduces to a polynomial, it is in fact
defined and solves the equation for all values |ε| < 1. Therefore the first transition curve
is defined by the vertical line α(ε) = 0 (and as a by-product of the construction, the
corresponding periodic solution is ψ(t, ε) = 1 + ε cos t).
Adding a dissipative term to the equation (6.5) results in the equation
ψ′′(τ) + γψ′(τ) +
(
α− ε(φ′′(τ) + αφ(τ))
)
ψ(τ) = 0. (6.10)
Taking φˆ = −(φ′′(τ) + αφ(τ)) we can apply the stability analysis outlined in Section
2.1 which incorporates dissipation into the stability, see also [33, 148]. In [33, 148], the
system was studied and written as a pair of coupled first order differential equations in
such a way which allows for the stability analysis to be applied with the integrals ak,
bk, see Section 2.3, depending only on φ and not its derivatives. However as we chose
φ = cos(τ) and thus φ′′ = −φ this is not necessary. Following from Section 2.1 we know
that instability occurs near frequencies
√
α0 = k/2 for k ∈ N. For φ = cos(τ) we find the
instability domains are in the regions of parameter space which satisfy the inequality
4
(√
α− k
2
)2
+ γ2 <
r2k
k2
(
1− k
2
4
)2
ε2,
where rk is defined as
√
a2k + b
2
k, see equation (2.37). Taking k = 1, we find the first
instability domain is where
γ2 <
9
16
ε2 − (2√α− 1)2. (6.11)
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Note that, as γ was added after the transformation to time τ we have γ =
√
α0β = kβ/2
for some constant β which corresponds to the coefficient of dissipation for the system in
time t = τ/ω
It is also interesting to note that, if the dissipative coefficient is added to the system
(6.2), that is, before applying the transformation (2.3), the Taylor expansion resulting
from the linearised system remains the same as equation (6.10). Hence the analysis
of the instability domains is unchanged by adding the dissipative coefficient before or
after applying the transformation (2.3). In Figure 6.2 we show the first instability
domain corresponding to equation (6.11), with numerical calculations of largest Lyapunov
exponents, see [156, 163, 164] . Figure 6.2 is a recreation of a figure which may be found
in [33]. Throughout the remainder of the chapter we use the full nonlinear system (6.2)
with the inclusion of added dissipation, given by
θ′′(τ) +
(
2εφ′(τ)
1 + εφ(τ)
+ γ
)
θ′(τ) +
α
1 + εφ(τ)
sin θ(τ) = 0. (6.12)
Figure 6.2: Parameter space of Lyapunov exponents for the system (6.2) with added
dissipative term γθ′(τ). The value of γ is fixed at 0.0335, as in [33]. The white line
marks the region of the first instability domain predicted by equation (6.11). Black
regions of phase space have Lyapunov exponents ≤ 0 while positive lyapunov exponents
are coloured by magnitude, increasing from red through to yellow.
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6.2 Condition for the origin to attract a full measure set
of phase space
The conditions for the origin to attract a full measure set of initial conditions are
calculated in a similar way to those for the pendulum with oscillating support in Section
5.2. Therefore we only give an overview here and refer the reader to Section 5.2 for
details of the method, see also [24, 23]. We define f(τ) and g(τ) as
f(τ) =
α
1 + εφ(τ)
, g(τ) =
2εφ′(τ)
1 + εφ(τ)
,
and make the assumption α > 0 and ε < 1 so that f(τ) > 0. Applying the Liouville
transformation
τ˜ =
∫ τ
0
√
f(s) ds,
the system may be written in terms of the new time τ˜ as
θτ˜ τ˜ +
2g˜(τ˜) + f˜(τ˜)τ˜
2f˜(τ˜)
+
γ√
f˜(τ˜)
 θτ˜ + sin θ = 0,
where the subscript τ˜ represents derivative with respect to the new time τ˜ and f˜(τ˜) :=
f(τ), g˜(τ˜) := g(τ). Representing the system in two dimensions on T×R, with x(τ˜) = θ(τ˜)
yields
xτ˜ = y, yτ˜ = − y√
f˜
2g˜ + f˜τ˜
2
√
f˜
+ γ
− sinx,
for which we have the energy E(x, y) = 1 − cosx + y2/2. Setting H(τ˜) = E(x(τ˜), y(τ˜))
the time derivative of H is found as
Hτ˜ = − y
2√
f˜
2g˜ + f˜τ˜
2
√
f˜
+ γ
 ,
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thus Hτ˜ ≤ 0, i.e x, y are bounded provided γ satisfies
γ > −min
τ˜≥0
2g˜ + f˜τ˜
2
√
f˜
= −min
τ≥0
2g
√
f + f ′
2f
. (6.13)
Furthermore for all τ˜ > 0 we have that
H(τ˜) +
∫ τ˜
0
y2√
f˜
2g˜ + f˜ ′
2
√
f˜
+ γ
ds = H(0),
so that, as τ˜ →∞, using the properties above we can arrive at
min
s≥0
 1√
f˜
2g˜ + f˜τ˜
2
√
f˜
+ γ
∫ ∞
0
y2(s)ds <∞.
Hence y → 0 as time tends to infinity. The same argument used in Section 5.2 may
be applied to show that the the origin attracts a full measure set of initial conditions
provided f(τ) > 0 and γ satisfies (6.13).
6.3 Threshold values of γ
The calculations for the threshold values of γ for the pendulum with variable length
relate very closely to those of the pendulum with oscillating support in Section 5.3. As
such the calculations here will be brief and the reader should refer to Section 5.3 for
details of the approach used, see also [18, 22]. We begin by writing the system (6.12)
in the standard Hamiltonian notation with co-ordinates p, q and set the coefficient of
dissipation to be of the same order as the perturbation, yielding
p′ +
(
2εφ′
1 + εφ
+ γ
)
p+
α
1 + εφ
sin q = 0, γ = εC . (6.14)
As in Section 5.3, the calculations for solutions inside and outside of the separatrix are
computed separately, we begin with the motion inside of the separatrix.
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6.3.1 Librations
It is first necessary to find the action-angle variables for the perturbed system in the
absence of dissipation. The time derivative of the action is
I ′ = − ∂p
∂ϕ
q′+
∂q
∂ϕ
p′ =
4
√
αk1K(k1) sn(·) dn(·)
pi
p−4k1K(k1) cn(·)
pi
[
2εφ′
1 + εφ
p+
α
1 + εφ
sin q
]
,
where here and throughout this subsection we use the shorthand (·) =
(
2K(k1)
pi ϕ, k1
)
.
Using sin(2 arcsin(kx)) = 2kx
√
1− k2x2, we may rewrite the above as
I ′ =
8k21αK(k1) sn(·) cn(·) dn(·)
pi
− 16k
2
1
√
αK(k1)εφ
′ cn2(·)
pi(1 + εφ)
− 8k
2
1αK(k1) sn(·) cn(·) dn(·)
pi(1 + εφ)
=
8k21αK(k1) sn(·) cn(·) dn(·)
pi
[
1− 1
(1 + εφ)
]
− 16k
2
1
√
αK(k1)εφ
′ cn2(·)
pi(1 + εφ)
.
Furthermore using
1
1 + εφ
=
∞∑
n=0
(−εφ)n, (6.15)
the derivative of the action may be written in the more applicable form
I ′ = −8k
2
1αK(k1) sn(·) cn(·) dn(·)
pi
∞∑
n=1
(−εφ)n − 16k
2
1
√
αK(k1)εφ
′ cn2(·)
pi
∞∑
n=0
(−εφ)n.
Similarly the angle variable satisfies
ϕ′ =
∂p
∂I
q′ − ∂q
∂I
p′ =
pi
√
α
2K(k1)
{
1 +
[
sn2(·) + 2E(k1)ϕ sn(·) cn(·) dn(·)
pi(1− k21)
+
k21 sn
2(·) cn2(·)
1− k21
−E(·) sn(·) cn(·) dn(·)
1− k21
] ∞∑
n=1
(−εφ)n
}
+
piεφ′ cn(·)
K(k1)
[
sn(·)
dn(·) +
2E(k1)ϕ cn(·)
pi(1− k21)
+
k21 sn(·) cn2(·)
(1− k21) dn(·)
− E(·) cn(·)
1− k21
] ∞∑
n=0
(−εφ)n,
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where again we use the shorthand I, ϕ to represent Iosc, ϕosc respectively. Taking into
account the dissipative term we have
q′ =
∂q
∂I
I ′ +
∂q
∂ϕ
ϕ′ = 2k1
√
α cn(·), (6.16)
so that the action-angle variables satisfy
I ′ = −8k
2
1αK(k1) sn(·) cn(·) dn(·)
pi
∞∑
n=1
(−εφ)n
− 16k
2
1
√
αK(k1)εφ
′ cn2(·)
pi
∞∑
n=0
(−εφ)n − 8γk
2
1
√
αK(k1) cn
2(·)
pi
,
ϕ′ =
pi
√
α
2K(k1)
{
1 +
[
sn2(·) + 2E(k1)ϕ sn(·) cn(·) dn(·)
pi(1− k21)
+
k21 sn
2(·) cn2(·)
1− k21
−E(·) sn(·) cn(·) dn(·)
1− k21
] ∞∑
n=1
(−εφ)n
}
+
piεφ′ cn(·)
K(k1)
[
sn(·)
dn(·)
+
2E(k1)ϕ cn(·)
pi(1− k21)
+
k21 sn(·) cn2(·)
(1− k21) dn(·)
− E(·) cn(·)
1− k21
] ∞∑
n=0
(−εφ)n
+
γ
√
αpi cn(·)
2K(k1)
[
cn(·)− 2E(k1)ϕ sn(·) dn(·)
pi(1− k21)
−k
2
1 sn
2(·) cn(·)
1− k21
+
E(·) sn(·) dn(·)
1− k21
]
.
As in Section 5.3 the angle variable may be simplified using the property E(u, k) =
E(k)u/K(k) +Z(u, k), where Z(u, k) is the Jacobi zeta function, see [107, 45]. Note that
the equation (6.16) is the same as in Section 5.3.1, a consequence of the two systems
having the same unperturbed system. As noticed for the pendulum with oscillating
support, it is possible to use the variable k1 instead of the action I; as I = I(k1) depends
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solely on k1. Here we choose to use the variable k1 and use the transformation
k′1 =
(
dI
dk1
)−1
I ′ =
pi
8k1
√
αK(k1)
I ′,
which results in the equation
k′1 = −k1
√
α sn(·) cn(·) dn(·)
∞∑
n=1
(−εφ)n − 2k1εφ′ cn2(·)
∞∑
n=0
(−εφ)n − εCk1 cn2(·).
The co-ordinates for the unperturbed system satisfy
ϕ′ =
dE
dI
= Ω(k1) =
pi
√
α
2K(k1)
, k′1 = 0.
Linearising around (ϕ(0), k
(0)
1 ) = (Ω(k
(0)
1 )τ, k
(0)
1 ) we have
δϕ′ =
∂Ω
∂k1
(
k
(0)
1
)
δk1, δk
′
1 = 0,
where
ζ =
∂Ω
∂k1
(k1) = − pi
√
α
2K(k1)k1
(
E(k1)
1− k21
−K(k1)
)
. (6.17)
The Wronskian matrix is given as per equation (5.18) with ζ(0) given by setting k1 = k
(0)
1
in equation (6.17). We then look for solutions (ϕ(τ), k1(τ)) with period T = 2piq =
4K(k1)p/
√
α with p/q ∈ Q, of the form
k1(τ) =
∞∑
n=0
εnk
(n)
1 (τ), ϕ(τ) =
∞∑
n=0
εnϕ(n)(τ). (6.18)
The functions (k
(n)
1 (τ), ϕ
(n)(τ)) are given by, see [128]
(
ϕ(n)(τ)
k
(n)
1 (τ)
)
= W (τ)
(
ϕ¯(n)
k¯
(n)
1
)
+W (τ)
∫ τ
0
dσW−1(σ)
(
F
(n)
1 (σ)
F
(n)
2 (σ)
)
, (6.19)
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where ϕ¯(n) and k¯
(n)
1 are the n
th order in the ε-expansion of the initial conditions for ϕ
and k1, respectively, while F
(n)
1 (τ) and F
(n)
2 (τ) are given by
F
(n)
1 (τ) =
[
pi
√
α
2K(k1)
− ζ(0)k1
](n)
+
n∑
j=1
[
pi
√
α
2K(k1)
(
sn2(·) + k
2
1 sn
2(·) cn2(·)
(1− k21)
−Z(·) sn(·) cn(·) dn(·)
1− k21
)
(−φ)j
](n−j)
+
n−1∑
s=0
[
piφ′ cn(·)
K(k1)
(
sn(·)
dn(·) +
k21 sn(·) cn2(·)
(1− k21) dn(·)
− Z(·) cn(·)
1− k21
)
(−φ)s
](n−s−1)
+
[
C
√
αpi cn(·)
2K(k1)
(
cn(·)− k
2
1 sn
2(·) cn(·)
1− k21
+
Z(·) sn(·) dn(·)
1− k21
)](n−1)
,
F
(n)
2 (τ) = −
n∑
j=1
[
k1
√
α sn(·) cn(·) dn(·)(−φ)j](n−j)
−
n−1∑
s=0
[
2k1φ
′ cn2(·)(−φ)s](n−s−1) − [Ck1 cn2(·)](n−1) .
The theory is the same as in Section 5.3 and we proceed to prove Lemma 5.1 for this
instance.
Proof As in Section 5.3 we must find C such that 〈F (n)2 〉 = 0. Setting n = 1 we have
F
(1)
2 (τ) =
[
k1
√
α sn(·) cn(·) dn(·)φ− 2k1φ′ cn2(·)− C1k1 cn2(·)
](0)
.
Taking φ = cos(τ − τ0) and writing k1 as shorthand for k(0)1 we proceed by defining
∆ :=
√
α
4K(k1)
∫ 4K(k1)/√α
0
dτ cn2(
√
ατ, k1)
=
1
2K(k1)
∫ 2K(k1)
0
dτ cn2(τ, k1) =
1
k21
[
1
2K(k1)
E (2K(k1), k1)− (1− k21)
]
,
(6.20)
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Γ1(τ0; p, q) := sin(τ0)G1(p, q), with
G1(p, q) =
1
4K(k1)p
∫ 4K(k1)p
0
dτ sn(τ, k1) cn(τ, k1) dn(τ, k1) sin(τ/
√
α), (6.21)
and Λ1(τ0; p, q) := sin(τ0)H1(p, q) with
H1(p, q) =
1
4K(k1)p
∫ 4K(k1)p
0
dτ cn2(τ, k1) cos(τ/
√
α).
Under the resonance condition pi
√
α/2K(k1) = p/q , one has
sin(τ/
√
α) = sin
(
piτ
2K(k1)
q
p
)
,
with p and q relatively prime. Expanding the Jacobi elliptic functions in Fourier series,
see Appendix A.3, we find that for G1(p, q) to be non-zero, p, q must satisfy
p
(
±(2m1 − 1)± (2m2 − 1)± 2m3
)
± q = 0,
hence p/q = 1/2m for m ∈ N. Then choosing C1 and τ0 such that
C1 =
√
αG1(p, q)− 2H1(p, q)
∆
sin τ0, (6.22)
we have 〈F (n)2 〉 = 0. Of course the existence of such a τ0 is only possible if
|C1| ≤ C1(p/q) :=
√
αG1 − 2H1
∆
.
q k1 G1(1/q) H1(1/q) ∆ C1(1/q)
2 0.885201568846 0.172135 0.243436 0.407121 0.896916
4 0.998888384493 0.077675 0.109849 0.224342 0.734474
6 0.999986981343 0.051734 0.073163 0.150043 0.731424
8 0.999999846887 0.038800 0.054873 0.112539 0.731354
10 0.999999998199 0.031043 0.043902 0.090055 0.731279
12 0.999999999979 0.025861 0.036584 0.075020 0.731747
Table 6.1: Values of C1 corresponding to oscillations with periods which are even
multiples of the forcing period for
√
α = 0.5
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For all n ≥ 2 we can write F (n)2 (τ) as
F
(n)
2 (τ) = −k1
n∑
j=1
((
− cos(τ − τ0)
)j ∂
∂ϕ
(
sn(·) cn(·) dn(·)
)∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−j)
)
+ 2k1
n−1∑
s=0
(
sin(τ − τ0)
(
− cos(τ − τ0)
)s ∂
∂ϕ
(
cn2(·)
)∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−s−1)
)
− C1k1 ∂
∂ϕ
(
cn2(·)
)∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−1) +R(n)(τ),
where R(n)(τ) is a suitable function which does not depend on ϕ¯(n−1). In order that
〈F (n)2 〉 = 0, R(n)(τ) must satisfy
〈R(n)〉 =
n∑
j=1
[
1
T
∫ T
0
2k1K(k1)√
αpi
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)(
− cos(τ − τ0)
)j
dτ
]
ϕ¯(n−j)
−
n−1∑
s=0
[
1
T
∫ T
0
4k1K(k1)√
αpi
∂
∂τ
(
cn2(
√
ατ)
)
sin(τ − τ0)
(
− cos(τ − τ0)
)s
dτ
]
ϕ¯(n−s−1)
+
[
C1
T
∫ T
0
2k1K(k1)√
αpi
∂
∂τ
(
cn2(
√
ατ)
)
dτ
]
ϕ¯(n−1),
where T = 2piq = 4K(k1)p. This may be simplified by noticing that the last integral
vanishes; furthermore by expanding the term sin(τ−τ0) in the second integral one obtains
〈R(n)〉 =
n∑
j=1
[
1
T
∫ T
0
2k1K(k1)√
αpi
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)(
− cos(τ − τ0)
)j
dτ
]
ϕ¯(n−j)
+
n−1∑
s=0
[
cos(τ0)
T
∫ T
0
4k1K(k1)
pi
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) sin(τ)
(
− cos(τ − τ0)
)s
dτ
]
ϕ¯(n−s−1).
We again conclude that the coefficient of ϕ¯(n−1) is non-vanishing for τ0 chosen such that
equation (6.22) is satisfied. Hence it is possible to fix the initial conditions ϕ¯(n−1) in such
a way that 〈F (n)2 〉 = 0 at all orders. 2
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6.3.2 Rotations
The action-angle variables for the rotations of the perturbed system without dissipation
satisfy
I ′ = − ∂p
∂ϕ
q′ +
∂q
∂ϕ
p′
= −4αK(k2) sn(·) cn(·) dn(·)
pi
∞∑
n=1
(−εφ)n − 8K(k2)εφ
′√α dn2(·)
pik2
∞∑
n=0
(−εφ)n,
ϕ′ =
∂p
∂I
q′ − ∂q
∂I
p′ =
pik2
√
α
K(k2)
[
1
k22
−
(
ϕE(k) sn(·) cn(·) dn(·)
pi(1− k22)
+
k22 sn
2(·) cn2(·)
1− k22
− E(·) sn(·) cn(·) dn(·)
(1− k22)
) ∞∑
n=1
(−εφ)n
]
− 2εpiφ
′ dn(·)
K(k2)
[
ϕE(k2) dn(·)
pik2(1− k22)
+
k2 sn(·) cn(·)
1− k22
− E(·) dn(·)
k2(1− k22)
] ∞∑
n=0
(−εφ)n,
where here and throughout this subsection we set (·) =
(
K(k2)
pi ϕ, k2
)
for convenience.
Note that in finding the expression for ϕ′ we use the following equality, which may
be derived using the identities in Appendix A.3
dn2
k2
− k
2 sn2 cn2
1− k2 +
sn2 dn2
1− k2 =
dn2
k2
− k
2 sn2(1− sn2)
1− k2 +
sn2 dn2
1− k2
=
dn2
k2
+
sn2
1− k2
[
dn2−k2 + k2 sn2
]
=
dn2
k2
+
sn2
1− k2
[
1− k2
]
=
1
k2
[
dn2 +k2 sn2
]
=
1
k2
.
Again we find the same expression for q′ as in Section 5.3, given by
q′ =
∂q
∂I
I ′ +
∂q
∂ϕ
ϕ′ =
2
k2
√
α dn(·).
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Thus the action-angle variables for the pendulum with variable length with the inclusion
of added dissipation satisfy
I ′ = − ∂p
∂ϕ
q′ +
∂q
∂ϕ
p′ = −4αK(k2) sn(·) cn(·) dn(·)
pi
∞∑
n=1
(−εφ)n
− 8K(k2)εφ
′√α dn2(·)
pik2
∞∑
n=0
(−εφ)n − 4γ
√
αK(k2) dn
2(·)
k2pi
,
ϕ′ =
∂p
∂I
q′ − ∂q
∂I
p′ =
pik2
√
α
K(k2)
[
1
k22
−
(
ϕE(k) sn(·) cn(·) dn(·)
pi(1− k22)
+
k22 sn
2(·) cn2(·)
1− k22
− E(·) sn(·) cn(·) dn(·)
(1− k22)
) ∞∑
n=1
(−εφ)n
]
− 2εpiφ
′ dn(·)
K(k2)
[
ϕE(k2) dn(·)
pik2(1− k22)
+
k2 sn(·) cn(·)
1− k22
− E(·) dn(·)
k2(1− k22)
] ∞∑
n=0
(−εφ)n
+
γ
√
αpik2 dn(·)
K(k2)
[
dn(·)
k22
+
E(k2)ϕ sn(·) cn(·)
pi(1− k22)
+
sn2(·) dn(·)
1− k22
− E(·) sn(·) cn(·)
1− k22
]
.
As in Section 5.3 the angle may be simplified using the property E(u, k) = E(k)u/K(k)+
Z(u, k), see [107]. Similar to the case of libration, we find that it is easier to use k′2 as a
co-ordinate rather than I ′. Transforming to k2 we find
k′2 =
(
dI
dk2
)−1
I ′ =
−pik22
4
√
αK(k2)
I ′,
hence
k′2 =
√
αk22 sn(·) cn(·) dn(·)
∞∑
n=1
(−εφ)n + 2εφ′k2 dn2(·)
∞∑
n=0
(−εφ)n + γk2 dn2(·).
The coordinates for the unperturbed system (ε = 0) satisfy
ϕ′ = Ω(k2) =
pi
√
α
k2K(k2)
, k′2 = 0,
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linearising around (ϕ(0)(τ), k
(0)
2 (τ)) = (Ω(k
(0)
2 )τ, k
(0)
2 ), we have
δϕ′ =
∂Ω
∂k2
(k
(0)
2 )δk2, δk
′
2 = 0,
where
ζ =
∂Ω
∂k2
(k2) = − pi
√
αE(k2)
k22(1− k22)K(k2)
. (6.23)
Fixing k2 = k
(0)
2 in equation (6.23) yields ζ
(0). The Wronskian matrix W (τ) can again be
written as equation (5.18) in Section 5.3 with ζ(0) given by equation (6.23). As before,
we look for solutions of (ϕ(τ), k2(τ)), this time with period T = 2piq = 4k2K(k1)p/
√
α
corresponding to a resonance p : q , of the form (6.18), replacing k1 with k2. The functions
ϕ(n)(τ) and k
(n)
2 (τ) are defined as in equation (6.19), with F
(n)
1 (τ) and F
(n)
2 (τ) defined
as
F
(n)
1 (τ) =
[
pi
√
α
k2K(k2)
− ζ(0)k2
](n)
−
n∑
j=1
[
pik2
√
α
K(k2)
(
k22 sn
2(·) cn2(·)
1− k22
− Z(·) sn(·) cn(·) dn(·)
(1− k22)
)
(−φ)j
](n−j)
−
n−1∑
s=0
[
2piφ′ dn(·)
K(k2)
(
k2 sn(·) cn(·)
1− k22
− Z(·) dn(·)
k2(1− k22)
)
(−φ)s
](n−s−1)
+
[
C
√
αpik2 dn(·)
K(k2)
(
dn(·)
k22
+
sn2(·) dn(·)
1− k22
− Z(·) sn(·) cn(·)
1− k22
)](n−1)
,
F
(n)
2 (τ) =
n∑
j=1
[√
αk22 sn(·) cn(·) dn(·)(−φ)j
](n−j)
+
n−1∑
s=0
[
2φ′k2 dn2(·)(−φ)s
](n−s−1)
+
[
Ck2 dn
2(·)](n−1) .
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The theory follows through exactly the same as for all previous cases and we wish to
prove Lemma 5.2 for the system of the pendulum with variable length.
Proof As in Section 5.3 we require 〈F (n)2 〉 = 0 for all n. For n = 1 we have
F
(1)
2 = −
√
α
(
k
(0)
2
)2
sn(·) cn(·) dn(·)φ+ 2φ′k(0)2 dn2(·) + Ck(0)2 dn2(·).
We now set φ(τ) = cos(τ − τ0) and to save on clutter, we shall continue by writing k2
instead of k
(0)
2 . Define
∆ =
√
α
2k2K(k2)
∫ 2k2K(k2)/√α
0
dτ dn2
(√
α
k2
τ, k2
)
=
1
2K(k2)
E
(
2K(k2), k2
)
,
Γ1(τ0; p, q) := sin(τ0)G1(p, q), where
G1(p, q) =
1
4K(k2)p
∫ 4K(k2)p
0
dτ sn(τ, k2) cn(τ, k2) dn(τ, k2) sin(k2τ/
√
α),
and Λ1(τ0; p, q) := H1(p, q), where
H1(p, q) =
1
4K(k2)p
∫ 4K(k2)p
0
dn2(τ, k2) cos(k2τ/
√
α).
We then use the resonance condition to set
sin
(
k2τ√
α
)
= sin
(
piτ
2K(k2)
q
p
)
.
As in the previous calculations, when expanding in Fourier Series we find that p, q must
satisfy p/q = 1/2m for m ∈ N. Then 〈F (1)2 〉 = 0 if
C1 =
√
αk2G1 − 2H1
∆
sin(τ0), (6.24)
hence
|C1| ≤ C1(p/q) =
√
αk2G1 − 2H1
∆
.
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q k2 G1(1/q) H1(1/q) ∆ C1(1/q)
2 0.924397052341 0.156774 0.204949 0.474414 0.648007
4 0.998899257272 0.077612 0.109639 0.225808 0.728313
6 0.999986983601 0.051734 0.073162 0.150063 0.731309
8 0.999999846887 0.038800 0.054871 0.112540 0.731365
10 0.999999998199 0.031040 0.043897 0.090032 0.731363
12 0.999999999978 0.025893 0.036567 0.075026 0.729694
Table 6.2: Values of C1 corresponding to rotations with periods which are even multiples
of the forcing period for
√
α = 0.5
For n ≥ 2 we find
F
(n)
2 (τ) =
√
αk22
n∑
j=1
[(
− cos(τ − τ0)
)j ∂
∂ϕ
(
sn(·) cn(·) dn(·)
)∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−j)
]
− 2k2 sin(τ − τ0)
n−1∑
s=0
[(
− cos(τ − τ0)
)s ∂
∂ϕ
(
dn2(·)
)∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−s−1)
]
+ C1k2
∂
∂ϕ
(
dn2(·)
)∣∣∣∣
ϕ=ϕ(0)
ϕ¯(n−1) +R(n)(τ),
where once again R(n)(τ) is a suitable function which does not depend on ϕ¯(n−1). It can
be seen that 〈F (n)2 〉 = 0 if and only if
〈R(n)〉 = −
n∑
j=1
[
1
T
∫ T
0
k32K(k2)
pi
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)(
− cos(τ − τ0)
)j
dτ
]
ϕ¯(n−j)
+
n−1∑
s=0
[
1
T
∫ T
0
2k22K(k2)√
αpi
sin(τ − τ0) ∂
∂τ
(
dn2(
√
ατ)
)(
− cos(τ − τ0)
)s
dτ
]
ϕ¯(n−s−1)
−
[
C1
T
∫ T
0
k22K(k2)√
αpi
∂
∂τ
(
dn2(
√
ατ)
)
dτ
]
ϕ¯(n−1),
where T = 2piq = 4K(k1)p. The last integral of 〈R(n)〉 is vanishing and the second
integral may be simplified to obtain
〈R(n)〉 = −
n∑
j=1
[
1
T
∫ T
0
k32K(k2)
pi
∂
∂τ
(
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ)
)(
− cos(τ − τ0)
)j
dτ
]
ϕ¯(n−j)
−
n−1∑
s=0
[
cos(τ0)
T
∫ T
0
2k32K(k2)
pi
sn(
√
ατ) cn(
√
ατ) dn(
√
ατ) sin(τ)
(
− cos(τ − τ0)
)s
dτ
]
ϕ¯(n−s−1).
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Then the coefficient of ϕ¯(n−1) is non-vanishing provided τ0 is chosen such that equation
(6.24) is satisfied. Therefore it is possible to fix the initial conditions ϕ¯(n−1) so as
〈F (n)2 〉 = 0 at all orders, thus completing the proof. 2
Similarly to the calculations in Section 5.3, we find that for α = 0.5, increasing q causes
the value of C1(1/q) to converge to a constant, in this instance approximately 0.73. The
explanation for this is the same as for the pendulum with oscillating support, see Section
5.3: As q increases the corresponding solutions move closer to the separatrix, where the
power series expansions of the action-angle variables for the perturbed system converge
only for very small ε. As for the pendulum with oscillating support, the values of k1 and
k2 are related to the choice of α, in particular K(k1) = pi
√
αq/2p and k2K(k2) = pi
√
αq/2p
where p = 1. Hence by choosing smaller values of α > 1/4 it is possible to obtain
threshold results for solutions corresponding to higher values of q .
6.4 Numerics for the pendulum centred about (θ, θ′) = (0, 0)
We continue to investigate the system of the pendulum with variable length by means
of numerical simulation. The study is analogous to that in Section 5.4, in the sense
that we follow a similar format and investigate the same region of phase space, namely
θ ∈ [−pi, pi], θ′ ∈ [−4, 4]. We also fix the parameters α = 0.5, ε = 0.1 throughout this
section. Again the chosen parameter values lie in a region of parameter space for which
the system linearised about the fixed point (θ, θ′) = (0, 0) is (Lyapunov) stable, even for
γ = 0. Further to this, for γ ∈ [0.005, 0.0903], numerically we only find the fixed point
attractor and periodic orbits.
We use the same convention as in Section 5.4 when referring to a solution of period n ,
that is the period is n times the period of the forcing. Tables 6.4 to 6.6 show numerical
estimates to the relative sizes of the basins of attraction when γ is constant throughout
150
CHAPTER 6. THE PENDULUM WITH VARIABLE LENGTH
the evolution of the system. For the range of γ investigated, γ ∈ [0.003, 0.0903], we
find a wider variety of attractors than were observed in Section 5.4 for the pendulum
with oscillating support. Namely: the downward fixed point (DFP), a positively rotating
period 1 solution (PR), a negatively rotating period 1 solution (NR), a second positively
rotating period 1 solution (PR1), a second negatively rotating period 1 solution (NR1),
a positively rotating period 3 solution (PR3), a negatively rotating period 3 solution
(NR3), a positively rotating period 8 solution (PR8), a negatively rotating period 8
solution (NR8), an oscillating period 2 solution (DO2), an oscillating period 4 solution
whose curve occupies the left of phase space (OSC L), and an oscillating period 4 solution
whose curve occupies the right of phase space (OSC R), examples of which are shown
in Figure 6.3. Of these, only solutions similar to DFP, PR, NR and DO2 were observed
in the investigation carried out in Section 5.4. The sizes of the basins of attraction for
the positively and negatively rotating solutions with period n , as well as OSC L and
OSC R, have been listed in the same column as their counter part. This was done as
the numerical results showed very small differences between the estimated sizes of their
basins of attraction. Furthermore, given the symmetry of the system we expect these
small differences to be numerical artifacts only.
It is clear from Figure 6.3(c) that the period 2 oscillating attractors (DO2) cross
the rotating attractors (PR/NR) when projected into the phase plane. This happens
as the length of the pendulum varies. Through conservation of momentum, when the
pendulum extends (or retracts) the angular velocity θ˙ decreases (or increases). Thus
an oscillating solution may temporarily move faster than a rotating solution, without
escaping the potential well. This is quite different from the pendulum with oscillating
support investigated in Chapter 5, where the curves of the rotating and oscillating
attractors did not cross when mapped in to phase plane.
The period one rotating attractors PR1 and NR1, shown in Figure 6.4(a), are found
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to exist for particularly small values of γ, in particular they were observed for γ = 0.003
and γ = 0.005. These attractors are interesting as they complete two rotations in each
period of the forcing. In [67] the authors studied rotating solutions of the pendulum with
(a) (b)
(c) (d)
(e) (f)
Figure 6.3: Examples of the attracting solutions for the system (6.12) with α = 0.5 β = 0.1.
Figures (a) and (b) show the period 1 rotations (PR/NR1) and the period 8 rotations (PR/NR8)
respectively for γ = 0.003. Figure (c) shows the positive and negative rotations (PR/NR) and the
period 2 oscillation (DO2) when γ = 0.047. Figure (d) shows the period 3 rotations (PR/NR3)
with γ = 0.04, (e) and (f) show (OSC L) and (OSC R) respectively for γ = 0.05. The periods
may be deduced from the circles which correspond to the Poincare´ map.
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Basin of attraction %
γ DFP PR/NR DO2
0.00700 91.50 1.67 5.16
0.00900 90.98 1.77 5.48
0.01000 90.67 1.81 5.70
0.02000 83.39 2.90 10.81
0.03000 79.90 1.60 16.91
0.03700 78.28 1.59 18.53
... See Table 6.5
0.04500 75.65 3.69 16.97
0.04700 73.86 3.82 18.50
0.04800 72.76 3.65 19.95
... See Table 6.6
0.05500 73.00 2.94 21.12
0.06000 70.84 1.93 25.31
0.06500 73.39 0.26 26.10
0.06600 74.15 0.00 25.85
0.06700 74.29 0.00 25.71
0.07000 75.99 0.00 24.01
0.08000 84.83 0.00 15.18
0.08700 91.71 0.00 8.29
0.08800 93.14 0.00 6.86
0.08900 94.94 0.00 5.06
0.09000 97.62 0.00 2.38
0.09010 98.06 0.00 1.94
0.09020 98.71 0.00 1.29
0.09022 98.98 0.00 1.02
0.09023 100.00 0.00 0.00
0.09030 100.00 0.00 0.00
Table 6.3: Relative areas of the basins
of attraction with α = 0.5, ε = 0.1
and constant damping coefficient γ. The
solutions are named as per Figure 6.3.
Basin of attraction %
ζ DFP PR/NR PR1/NR1 DO2
0.005 91.62 1.49 0.50 4.42
0.006 91.74 1.62 0.00 5.02
Table 6.4: Relative areas of the basins
of attraction with α = 0.5, ε = 0.1 and
constant damping coefficient γ = 0.005,
0.006. The solutions are named as per
Figure 6.3.
Basin of attraction %
γ DFP PR/NR PR/NR3 DO2
0.038 78.29 1.77 0.00 18.17
0.039 77.24 2.29 1.20 15.77
0.040 77.16 1.36 2.12 15.88
0.041 77.34 1.56 1.76 16.00
0.042 77.35 2.61 0.78 15.87
0.043 77.11 3.36 0.00 16.17
Table 6.5: Relative areas of the basins
of attraction with α = 0.5, ε = 0.1
and constant damping coefficient γ ∈
[0.038, 0.043]. The solutions are named as
per Figure 6.3.
Basin of attraction %
γ DFP PR/NR DO2 OSC L/R
0.049 71.58 3.53 21.36 0.00
0.050 71.30 3.67 17.79 1.79
0.051 71.21 3.68 18.09 1.67
0.052 71.52 3.54 21.40 0.00
Table 6.6: Relative areas of the basins
of attraction with α = 0.5, ε = 0.1
and constant damping coefficient γ ∈
[0.049, 0.052]. The solutions are named as
per Figure 6.3.
oscillating support. They noted that rotating attractors which complete more than one
rotation per period of the forcing were not expected to exist. Further comments on this
phenomena are given in Section 6.5.
For γ = 0.003 the attractors are DFP, DO2, PR/NR, PR/NR1 and PR/NR8 which
attract 88.93%, 3.78% 1.38%, 2.03% and 0.014% of phase space, respectively.
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Figure 6.4: Relative sizes of basins of attraction with constant γ as per Tables 6.3, 6.5 and 6.6.
The plots are labeled as in Table 6.3 and regions in which a bifurcation takes place are marked
with a dot. The basins of attraction for the period 3 rotating solutions (PR3 and NR3) and the
oscillatory solutions with period 4 (OSC L and OSC R), have not been included due to their
small sizes and the short range of γ under which the solutions exist.
However a small proportion (≈ 0.45%) of initial conditions have trajectories whose final
behaviour could not be determined. Of course one expects problems to arise in numerical
simulations with very small coefficients of dissipation, because the trajectories converge
very slowly towards the attractors. Similar problems were experienced for γ = 0.004.
For this reason we only include results for γ ≥ 0.005. It would be interesting to study
both the pendulum with oscillating support and the pendulum with varying length
with smaller coefficients of dissipation utilising schemes designed specifically for small
dissipative coefficients such as conformal symplectic schemes, see for example [121, 119].
The calculations in Section 6.2 predict that, with the chosen values of α and ε, taking
γ > γ¯1 ≈ 0.1508 ensures the origin to attract a full measure set of phase space. Similarly
to the pendulum with oscillating support, when comparing the result of the calculations
with those found by numerical simulation (in Table 6.3), we find the numerical value to
be much lower. In particular we find γ ≥ γ¯1 ≈ 0.09023 to be sufficient.
It is clear from the results in Table 6.3 that the calculations for the threshold values
of γ in Section 6.3 do not match up with the numerical results as well as they do for
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Basin of attraction %
γ DFP DO2
0.0890 99.77 0.23
0.0896 99.95 0.05
0.0900 100.00 0.00
Table 6.7: Relative sizes of the basins of
attraction for equation (6.14) with ε = 0.01
Basin of attraction %
γ DFP DO2
0.0890 96.13 3.87
0.0896 98.16 1.84
0.0900 100.00 0.00
Table 6.8: Relative sizes of the basins of
attraction for equation (6.26) with ε = 0.1
the pendulum with vertically oscillating support. This is a direct consequence of the
perturbation in the system (6.14). For threshold calculations at the first order in ε the
functions
f(τ) =
α
1 + εφ(τ)
, g(τ) =
2εφ′(τ)
1 + εφ(τ)
,
are approximated using equation (6.15), so that at first order we have
f1(τ) = α(1− ε cos τ), g1(τ) = −2ε sin τ. (6.25)
Although the approximation to f(t) is reasonable, the approximation of g(t) is
significantly different. Hence, although the first order in ε is often sufficient for threshold
calculations [18, 22, 167], the system itself has been changed. Taking ε to be very small,
we find that the results become more accurate, see Table 6.7. This is to be expected as
1 + ε cos τ → 1 and the approximation g1(τ) becomes comparable to g(τ). If we replace
g(τ) in equation (6.14) with g1(τ) we obtain
p′ + (−2ε sin τ + γ) p+ α
1 + ε cos t
sin q = 0, γ = εC. (6.26)
It is not surprising then that the calculations in Section 6.3 are in agreement with the
numerical threshold of dissipation for equation (6.26) see Table 6.8.
6.4.1 Bifurcation Structure
As in Sections 5.4.1 and 5.5.1 we begin by fixing γ at a constant value and study the
bifurcation structure in α-ε space. To the best of my knowledge, an overview of the
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bifurcation structure has not been previously conducted for the pendulum with variable
length. However, as one may expect, around the first region of instability for the
corresponding linearised equation, similarities exist between the bifurcation structures
of the two pendulum systems. Further comments on the comparison of the bifurcation
structures are given in Section 6.5.
Figure 6.5 shows the bifurcation structure of the period 1 rotating attractors PR/NR
with γ = 0.05 in (a) and 0.2 in (b). At the curve A the rotating solutions appear at a
saddle-node bifurcation. The reasoning is the same as in Section 5.4.1, see also [67]. We
label a rotating solution which completes r rotations in n cycles of the forcing period as
an (r, n) solution. Then an (r, n) solution can only bifurcate with another solution which
has the same r/n ratio. Hence rotating solutions can only bifurcate with other rotating
solutions; they cannot bifurcate with the fixed point or oscillating solutions which have
r = 0. At the curve B the rotations undergo a period doubling bifurcation, resulting in
(2, 2) rotations. This is closely followed by a period doubling cascade starting at the line
C, which leads to chaos.
(a) (b)
Figure 6.5: Bifurcation structure of the rotating solutions PR/NR in α-ε space. In (a) γ = 0.05
and in (b) γ = 0.2. Lines are labeled so as to match with Figure 5.5, see text for details.
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(a) (b)
Figure 6.6: Bifurcation structure of the oscillating attractor DO2 in α-ε space. In (a) γ = 0.05
and in (b) γ = 0.2. Lines are labeled so as to match with Figure 5.6.
Figure 6.6 shows the bifurcation structure of the period 2 oscillation DO2 with γ =
0.05. The lines are labeled so as to correspond with Figure 5.6. At the curve D the
oscillations appear by saddle-node bifurcation, see Section 5.4.1 for further details. At
line E the oscillations undergo symmetry breaking, resulting in two asymmetric period
2 oscillations. These asymmetric oscillations undergo a period doubling cascade starting
at the line G, which leads to chaos. Note that the asymmetric oscillations created by the
symmetry breaking bifurcation at E are different from the attractors OSC L and OSC R
shown in Figure 6.3 (e) and (f). Not only are the attractors OSC L and OSC R periodic
with period 4, but they also coexist with the period 2 oscillations. Hence OSC L and
OSC R appear as the result of another bifurcation. At line F the fixed point θ = 0 loses
stability and small perturbations away from (θ, θ˙) = (0, 0) result in an initial growth.
The bifurcations which occur at the line F are the same as in Section 5.4.1, which we
refer to for further details.
We now consider α = 0.5, ε = 0.1 fixed and study the disappearance of attractors
as γ is varied. The rotating attractors disappear as γ increases past γ ≈ 0.06535. As
stated above, their disappearance is similar to rotations of the pendulum system studied
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in Chapter 5, see also [67]. As no other rotations exist for γ > 0.066, by decreasing γ
the rotations PR/NR are created by saddle-node bifurcation corresponding to the line
A, see Figure 6.7. If we consider the attractors PR1 and NR1, which are (2, 1) rotations,
we find that they also appear as a result of a saddle-node bifurcation, as there are no
other attractors with the same r/n ratio.
(a) (b)
Figure 6.7: Saddle-node bifurcation leading to the creation of the positive rotation PR as γ
decreases. By increasing γ we see that the rotations vanish, in this instance the trajectories are
then attracted to the equilibrium point DFP. (a) The amplitude of Poincare´ points on the θ axis
plotted against γ. (b) The amplitude of Poincare´ points on the θ′ axis.
(a) (b)
Figure 6.8: Saddle-node bifurcation leading to the creation of the oscillating attractor DO2 as
γ decreases. By increasing γ we see that the oscillations vanish, in this instance the trajectories
are then attracted to the equilibrium DFP. (a) The amplitude of Poincare´ points on the θ axis
plotted against γ. (b) The amplitude of Poincare´ points on the θ′ axis.
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Figure 6.8 shows the disappearance of the period 2 oscillating attractor DO2 as γ is
increased. If we consider γ decreasing then the attractor DO2 is created as γ decreases
past γ ≈ 0.09022. By considering the location of the parameter values α, ε in any of
Figures 6.1(a), 6.1(b) or 6.6, we see that we are to the right of the first region of instability.
This is similar to the case observed for the pendulum with oscillating support in Section
5.4. Here also, the solution DO2 appears at a saddle-node bifurcation as the line D is
crossed, see Figure 6.8 for an illustration.
The attractors PR3, NR3, OSC L and OSC R exist only for small windows of γ. The
rotations PR3 and NR3 exist for γ ∈ [0.038400, 0.042095] and the oscillations OSC L
and OSC R exist for γ ∈ [0.0496, 0.05177]. The appearance and disappearance of these
four solutions may be investigated in the same way as above, see also Section 5.5.
We begin with the rotating solutions PR/NR3. As γ increases from 0.038 towards
0.0384, the rotating attractors PR and NR gain some of the basin of attraction associated
with the attractor DO2. This may be seen in Figure 6.4 and from the results of Table
6.5, where the basin of attraction belonging to DO2 reduces in size for γ between 0.038
and 0.039. When γ ≈ 0.0384 the rotations PR3 and NR3 appear, attracting the region
of phase space which DO2 had lost. By studying decreasing γ and following the solution
NR3 we see that the solution undergoes a period doubling cascade. This is expected to
lead to chaos which exists in a small region of parameter space before vanishing via a
catastrophic bifurcation. An illustration of points on a Poincare´ section plotted against γ
may be seen in Figure 6.9. Chaotic solutions which exist in small windows of parameter
values have also been studied in [67, 75]. As γ increases further and passes through
γ ≈ 0.042095, the period 3 rotations vanish, see Figure 6.10. If we consider γ decreasing
then the attractors appear at a saddle-node bifurcation. The reasoning is the same as for
the attractors PR/NR and PR/NR1, see also [67]. It is worth noting that the rotations
PR/NR3 do not bifurcate with the rotations PR/NR. This may be seen
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(a) (b)
Figure 6.9: Period doubling cascade of the negative rotation NR3 as γ decreases. (a) The
amplitude of Poincare´ points on the θ axis plotted against γ. (b) The amplitude of Poincare´
points on the θ′ axis.
(a) (b)
Figure 6.10: Saddle-node bifurcation leading to the creation of the negative rotation NR3 as
γ decreases. By increasing γ we see that the rotations vanish. (a) The amplitude of Poincare´
points on the θ axis plotted against γ. (b) The amplitude of Poincare´ points on the θ′ axis.
numerically from the fact that the attractors coexist for these values of the parameters.
The period 4 asymmetric oscillations OSC L and OSC R appear when the coefficient
of dissipation increases to γ ≈ 0.0496. Their basins of attraction occupy a region of phase
space which, for slightly smaller values of γ is inside the basin of attraction of DO2. The
reduction in the size of the basin of attraction associated with DO2 may be clearly seen
in Figure 6.4 for γ ≈ 0.0496. Starting at γ > 0.0496 and decreasing, we find that the
oscillations OSC L and OSC R undergo a bifurcation leading to chaos, See Figure 6.11.
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(a) (b)
Figure 6.11: Transition from the unsymmetric oscillation OSC R to chaos as γ decreases. By
increasing γ we see that the oscillations vanish. (a) The amplitude of Poincare´ points on the θ
axis plotted against γ. (b) The amplitude of Poincare´ points on the θ′ axis.
This is similar to the behaviour of the the oscillation DO2, and also to the solutions DO2
and DO4 for the pendulum with oscillating support in Section 5.5.
As γ increases through γ ≈ 0.0518 the period 4 asymmetric oscillations become
unstable and the period 2 oscillations recapture the regions of phase space which had
been attracted to OSC L and OSC R, this may again be seen in Figure 6.4. Studying
the points on the Poincare´ section as γ increases, see Figures 6.12, we find that OSC
L and OSC R disappear as a result of saddle-node bifurcation. This is again similar
to the previous attractors, see also the attractors in Chapter 5. Similar behaviour was
studied in [79], where the authors witnessed bifurcations in a pendulum system as the
forcing amplitude was increased, see the comments in Section 5.5. Again, we note that
the oscillations OSC L and OSC R do not bifurcate from the attractor DO2, as here also
the two solutions coexist for the values of the parameters. By considering the bifurcation
structure of the oscillating attractors studied previously, one expects OSC L and OSC R
to result from a symmetry breaking bifurcation. However, numerically it is difficult to
see if this is the case as the attractors exist only in a small window of parameter values.
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It would be interesting to study the structure of these attractors in more detail, however
it is outside the main aims of the thesis.
(a) (b)
Figure 6.12: Saddle-node bifurcation leading to the creation of the unsymmetric oscillation
OSC L as γ decreases. By increasing γ we see that the oscillations vanish. (a) The amplitude of
Poincare´ points on the θ axis plotted against γ. (b) The amplitude of Poincare´ points on the θ′
axis.
6.4.2 Increasing Dissipation
As in Chapter 5 we wish to study the basins of attraction when the coefficient of
dissipation initially varies. We again consider a linear variation from an initial value
γi to a final value γf over a time [0, T0], as described by equation (5.28). For all τ ≥ T0
the coefficient of dissipation remains constant at γ = γf . We give results for a few
choices of γi and γf , which specifically illustrate the hypotheses outlined at the start of
Chapter 5. The results from the numerical simulations with γi < γf are in agreement
with our expectations, see Tables 6.9 to 6.13 along with the corresponding figures. The
results in Tables 6.10 and 6.12 illustrate an interesting phenomenon, captured by the
case Ai ⊆ Af ; see the first statement at the beginning of Chapter 5. In this instance, γi
and γf are chosen such that Ai = Af , but as γ(τ) is varied, new attractors appear and
then disappear. What happens is that the variation of the basins of attraction follow as
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in the first statement in Chapter 5. As γ(τ) is varied over longer durations of time, that
is, as T0 is taken larger, the sizes of the basins of attraction trace the curves plotted in
Figure 6.4, moving from γf towards γi. However, the troughs seen in Figure 6.4 for γ
in the intervals [0.038, 0.043] and [0.49, 0.52] are not observed in Figures 6.14 and 6.16
respectively. The explanation for the phenomenon is as follows: consider an attracting
solution a∗, which exists for γ in some small interval I1 and remains close to another
attractor ap which exists for γ in an interval I2 such that I1 ⊂ I2. Furthermore for γ ∈ I1
the basin of attraction of a∗ occupies a region of phase space which is inside the basin
of attraction of ap when γ ∈ I2\I1. Now consider the coefficient of dissipation γ(τ) as
a function of time which varies continuously from γi ∈ I2 to γf ∈ I2 such that γi and
γf are on opposite sides of the interval I1. As γ(τ) enters the interval I1 the attractor
a∗ appears and is stable (for example the attractors PR/NR3 for γ(t) ∈ [0.038, 0.043]
and OSC L/R for γ(τ) ∈ [0.49, 0.52] ). However as γ(τ) increases/decreases toward γf
and exits I1 the attractor a
∗ becomes vanishes, thus any trajectory which was moving
toward or had landed on a∗ will be attracted to one of the attractors which exists for
γ(τ) ∈ I2\I1. It happens that such trajectories are captured by the attractor ap due to
Basin of attraction %
T0 DFP PR/NR DO2
0 78.28 1.59 18.53
25 78.46 1.56 18.41
50 78.48 1.58 18.36
75 78.14 1.57 18.72
100 77.52 1.59 19.29
200 78.76 1.72 17.80
500 83.30 2.12 12.46
1000 87.43 2.14 8.29
1500 89.30 1.97 6.76
Table 6.9: Relative areas of the basins
of attraction with γ varying from γi =
0.007 to γf = 0.037.
Figure 6.13: Plot of the relative areas of the
basins of attraction as per Table 6.9.
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Basin of attraction %
T0 DFP PR/NR DO2
0 75.65 3.69 16.97
25 76.07 3.57 16.78
50 75.51 3.65 17.20
75 75.23 3.64 17.49
100 75.25 3.64 17.48
200 76.28 3.70 16.32
500 76.84 3.58 16.01
1000 77.14 2.89 17.08
1500 77.63 2.33 17.71
2000 77.99 1.98 18.06
Table 6.10: Relative areas of the basins
of attraction with γ varying from γi =
0.037 to γf = 0.045.
Figure 6.14: Plot of the relative areas of the
basins of attraction as per Table 6.10.
Basin of attraction %
T0 DFP PR/NR DO2 OSC L/R
0 71.21 3.68 18.09 1.67
25 71.14 3.72 18.11 1.66
50 71.04 3.76 18.13 1.66
75 71.14 3.80 17.98 1.64
100 71.30 3.75 17.90 1.65
200 71.34 3.67 18.05 1.64
500 71.40 3.61 19.38 1.00
1000 71.40 3.56 20.70 0.39
1500 71.45 3.53 21.19 0.15
Table 6.11: Relative areas of the basins of
attraction with γ varying from γi = 0.049 to
γf = 0.051.
Figure 6.15: Plot of the relative areas of the
basins of attraction as per Table 6.11.
Basin of attraction %
T0 DFP PR/NR DO2
0 71.52 3.54 21.40
25 71.26 3.61 21.52
50 70.92 3.65 21.77
75 70.97 3.73 21.57
100 71.05 3.76 21.42
200 71.41 3.69 21.21
500 71.44 3.64 21.28
1000 71.37 3.61 21.41
Table 6.12: Relative areas of the basins
of attraction with γ varying from γi =
0.049 to γf = 0.052.
Figure 6.16: Plot of the relative areas of the
basins of attraction as per Table 6.12.
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Basin of attraction %
T0 DFP DO2
0 75.99 24.01
25 76.04 23.96
50 74.65 25.35
75 72.95 27.05
100 72.46 27.54
200 75.24 24.77
500 72.04 27.96
1000 71.81 28.19
1500 78.44 21.56
Table 6.13: Relative areas of the
basins of attraction with γ varying
from γi = 0.052 to γf = 0.07.
Figure 6.17: Plot of the relative areas of the
basins of attraction as per Table 6.13.
the closeness of the attractors. Hence the troughs in the size of the basin of attraction
corresponding to ap for constant γ ∈ I1 are not present when γ(τ) crosses over I1 and
γi, γf 6∈ I1.
6.4.3 Decreasing Dissipation
We now consider decreasing dissipation, that is γi > γf . Again the results of the
simulations show that the variation in the basins of attraction follow the hypotheses
stated at the start of Chapter 5. Table 6.15 and the corresponding figure show results
with γi = 0.045 and γf = 0.037, these values of γ were also chosen in Table 6.10, but
the initial and final values have been reversed. We find that exactly the same behaviour
occurs in respect to how to basins of attraction vary. Once again the trough in the basins
of attraction for the rotations PR/NR seen in Figure 6.4 is not observed. However, with
decreasing dissipation we find the sizes of the basins of attraction vary more quickly,
that is, smaller values of T0 are required. This is a result of the larger initial dissipation
which causes trajectories to move onto the attractors in less time. Hence the sizes of the
basins of attraction tend towards those for constant γ = γi for lower values of T0. Indeed
we find that for T0 = 1000 the sizes of the basins of attraction are already close to those
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corresponding to constant γ = γi = 0.045. This is not the case in Table 6.10 where even
T0 = 2000 is not enough. This phenomenon was also observed for the pendulum with
oscillating support in Chapter 5.
Basin of attraction %
T0 DFP PR/NR DO2
0 78.28 1.59 18.53
25 78.31 1.56 18.58
50 78.50 1.52 18.46
75 78.61 1.58 18.22
100 78.83 1.58 18.01
200 79.01 1.80 17.38
500 79.57 1.88 16.67
1000 79.72 1.74 16.80
Table 6.14: Relative areas of the
basins of attraction with γ varying
from γi = 0.041 to γf = 0.037
Figure 6.18: Plot of the relative areas of the
basins of attraction as per Table 6.14.
Basin of attraction %
T0 DFP PR/NR DO2
0 78.28 1.59 18.53
25 78.53 1.55 18.38
50 78.65 1.56 18.22
75 78.63 1.60 18.17
100 78.79 1.67 17.86
200 78.56 2.16 17.12
500 77.30 3.37 15.96
1000 76.96 3.50 16.04
Table 6.15: Relative areas of the
basins of attraction with γ varying
from γi = 0.045 to γf = 0.037
Figure 6.19: Plot of the relative areas of the
basins of attraction as per Table 6.15.
6.5 Comparing the two pendulum systems
Perturbations of the simple pendulum can exhibit a rich variety of dynamics whilst
still allowing the user complete control over the unperturbed system. For this reason
perturbed pendula are often used as toy models to study new phenomena in dynamics,
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see for example [5, 40, 126, 154, 152, 167], or act as simplified models for more complex
real world systems [117, 140, 159]. One of the most commonly studied perturbations
is the pendulum with vertically oscillating support studied in Chapter 5, see also [15,
27, 28, 65, 167]; often referred to as the parametrically forced pendulum, for example
[40, 56, 66, 111, 169]. The pendulum with periodically varying length studied in the
previous sections of this chapter is another well known system, which also offers a wide
variety of interesting dynamics, see [6, 33, 148, 34].
A motivation for studying the pendulum with variable length in a way analogous to
that of the pendulum with oscillating support is to see the similarities and differences
between the two systems. In [42, 134] it was noted that the pendulum with variable length
is an example of a periodic, forced system whose linearisation is different from Mathieu’s
equation, but no further analysis was completed. In 2009 [34] a brief comparison was
made between the pendulum with oscillating support and the pendulum with variable
length, stating that they are qualitatively different and that further comparison of the
two systems deserves a separate study. However there has not been further work in the
literature focused on exploring the differences of the two systems. In fact, there are
still instances, even as recent as 2014 [53], where the two systems are confused with one
another, see also [77, 131, 132]. Therefore to avoid further confusion and misguidance it
is important not only to highlight the differences between the two systems but also note
where they are similar to one another. In this section we compare the two systems in
light of the work completed in the previous sections. For ease we restate the two systems
here; the pendulum with oscillating support is described by
θ′′(τ) + γθ′(τ) + (α− ε cos τ) sin θ(τ) = 0, (6.27)
and the pendulum with periodically varying length by
θ′′(τ) +
(
− 2ε sin τ
1 + ε cos τ
+ γ
)
θ′(τ) +
α
1 + ε cos τ
sin θ(τ) = 0, (6.28)
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where γ > 0 is the added coefficient of dissipation, which we keep constant throughout
this section. On first inspection we see that the parameters α in the two systems
correspond to one another, as the systems are perturbations of the simple pendulum,
see Appendix A.4. As a consequence, at least within the perturbation regime when
ε  1, it is not unreasonable to expect some similarities in the dynamics of the two
systems with the same values of α. On the other hand, the perturbation parameter ε
appears very differently in the two systems and in general there is no direct link between
particular values of ε > 0. Furthermore, as ε is increased, the dynamics of the two
systems become more and more different. For instance, it has long been well known
that for ε large and α chosen accordingly, it is possible to stabilise the upward fixed
point (θ, θ′) = (pi, 0) of the pendulum with oscillating support [28, 27, 65, 159], whilst
stability of the upward fixed point can not be achieved for any values of the parameters
in the system of the pendulum with variable length, see [13, 33]. We therefore focus our
comparison of the two systems on the case ε small, and show that even in this scenario
the systems can exhibit different dynamics.
In Sections 5.1 and 6.1 we studied the linearised equations of the two pendulum
systems. Indeed even here the differences between the two systems are clear. Setting
γ = 0, the linearisation of (6.27) about either one of its fixed points results in Mathieu’s
equation, see Appendix A.9, a special case of Hill’s equation which was studied in
Chapter 2, see also [116, 12, 96]. Hence the theory outlined in Appendix A.9 may
be applied immediately. The same can not be said for the system (6.28) which must first
be transformed and then expanded in a Taylor series before one can apply the analysis of
Appendix A.9. Furthermore, in the Taylor expansion (6.5) the coefficient of the forcing
depends not only on ε but also on α, hence the transition curves are different from the
classical transition curves of Mathieu’s equation. In particular the region of instability
emanating from α = 1 has disappeared completely, see Figure 6.1.
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The sufficient conditions for the origin (DFP) to attract a full measure set of phase
space were calculated in Section 5.2 for the pendulum with oscillating support and Section
6.2 for the pendulum with variable length. The calculations show that, in order to ensure
the origin attracts a full measure set of phase space the coefficient of dissipation must
satisfy
γ >= −min
τ≥0
ε sin τ
2(α+ ε cos τ)
, (6.29)
for the system (6.27) and
γ > −min
τ≥0
(
ε sin τ
2(1 + ε cos τ)
− 2ε sin τ√
α(1 + ε cos τ)
)
, (6.30)
for the system (6.28). As expected, condition (6.30) for the pendulum with variable
length has some similarity to the condition (6.29) for the pendulum with oscillating
support. However for the system of the pendulum with variable length we find that
coefficient of dissipation must be taken larger, so as to exceed the forcing term which
appears in the coefficient of θ′(τ). This shows that the periodic attractors of (6.28)
are more robust and exist under larger values of the damping coefficient. This could
be expected by looking at (6.28), since the coefficient of θ′(τ) is not of definite sign for
γ = 0. For both systems, the numerical results showed that global attraction to the
origin was achieved for lower values of γ, however it was still found that the system
(6.28) required larger damping coefficients and the periodic orbits existed under larger
values of γ compared with the system (6.27).
In Sections 5.3 and 6.3 the threshold values of γ were calculated for the two systems
perturbation techniques. It was found that the pendulum with variable length is less
suited to study with perturbation theory, as the perturbation parameter ε appears in
the denominator of (6.28). Therefore when investigating the system (6.28) by means of
perturbation techniques it is imperative to check the validity of results and one may need
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to take higher orders of ε into account. This may be seen when comparing the results of
the calculations in Section 6.3 with the numerical results in Section 6.4. For the period
two oscillating attractor of (6.28), the calculated value for the threshold of dissipation
with α = 0.5 is γ = 0.896916 ε. However, numerically with ε = 0.1 we found the period 2
oscillations exist as far as γ = 0.09022. Details of the explanation behind this inaccuracy
may be found in Section 6.4. This was not the case for the pendulum with oscillating
support, where calculated and numerical threshold values matched closely for the period
2 oscillating attractor (at least as far as 5 decimal places), see Sections 5.3 and 5.4.
The numerical results in Sections 5.4 and 6.4 for the two systems centred about the
downward fixed point θ = 0, show both similarities and differences in the dynamics of
the two systems. For instance, when the solution curves for the system of the pendulum
with variable length are mapped into phase plane (see Figure 6.3), we see that the
curves of the oscillating attractors clearly cross those of the rotating attractors, the same
behaviour is not observed for the system (6.27). This happens as the length of the
pendulum varies. Through conservation of momentum, when the pendulum extends (or
retracts) the angular velocity θ′ decreases (or increases). Thus an oscillating solution
may temporarily move faster than a rotating solution, without escaping the potential
well. Another interesting difference are the rotations PR/NR1 shown in Figure 6.3(a).
Following the convention in [67] we classify attractors by how many rotations r, they
complete in n periods of the forcing; that is a period-n solution which completes r
rotations is written as an (r, n) rotation. Under this convention the rotations PR/NR1
are classified as (2, 1) rotations. In [67] the authors studied the system (6.27) and noted
that they were unable to find a rotating solution with r > n and that such solutions may
not exist after the transient phase. However we find that such a solution does exist in
the system (6.28) and moreover attracts a nonzero measure set of phase space for some
values of the parameters. It may be that a corresponding attractor also exists for the
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system (6.27), but exists only for values of γ smaller than those which were investigated.
It would be interesting to study this phenomenon in more detail.
The system (6.28) also exhibits a wider variety of attractors for the chosen parameter
values, some of which only exist in small windows of γ. Thus solutions may be both
created and destroyed by either increasing or decreasing γ. Similar behaviour was seen
in Section 5.5 for the pendulum with oscillating support when the system is far away
from the perturbation regime, that is ε relatively large. This hints that for a given value
of ε the system (6.28) has dynamics which are further away from the unperturbed simple
pendulum, than the system (6.27) with the same value of ε. That is, for any particular
value of ε 1 the system (6.28) is more perturbed.
However, looking at Figure 6.20 it is apparent that the basins of attraction for the
two systems share some common traits. For both systems, when γ is large enough,
the downward fixed point attracts a full measure set of phase space. Decreasing γ, the
non-fixed point attractors (PR/NR and DO2) appear and attract more of the phase
(a) (b)
Figure 6.20: Sizes of the basins of attraction for the systems (6.27) and (6.28) with constant
coefficient of dissipation γ. Figure (a) corresponds to Figure 5.4 for the pendulum with oscillating
support and (b) to Figure 6.4 for the pendulum with variable length. For further details see
Sections 5.4 and 6.4.
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(a) (b)
(c) (d)
Figure 6.21: Basins of attraction for the two pendulum systems. The basins of attraction at the
top correspond to the system (6.27) and those on the bottom to the system (6.28). Figures (a)
and (c) show basins of attraction for γ = 0.02 and figures (b) and (d) for γ = 0.04. The basins
are colour coded with the fixed points (DFP) shown in blue, period 2 oscillations in green, period
1 positive and negative rotations in red and yellow respectively and the period 3 positive and
negative rotations in cyan and magenta respectively.
space as γ continues to decrease. First the size of the basin of attraction corresponding
to the oscillating solution peaks and then begins to decrease as the sizes of the basins
of attraction corresponding to the rotating solutions peak. Decreasing γ further, the
non-fixed point attractors attract less of the phase space, and the basin of attraction
belonging to the downward fixed point increases again. This was not observed for the
cubic oscillator in [22], where decreasing the coefficient of dissipation causes the basin
of attraction of the fixed point solution to decrease. This is related to the choice of
parameter values α, ε and the bifurcation structures of the two systems, see the comments
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later.
Although the curves of the sizes of the basins of attraction show similarities in their
shape, for any particular value of γ they are significantly different. For example, for
γ = 0.06 the downward fixed point attracts a full measure set of phase space for the
system (6.27), while in the system (6.28) even the period 1 rotations still exist and the
period 2 oscillations attract approximately a quarter of the phase space. In this sense,
the basins of attraction for the two systems differ greatly. In Figure 6.21 we show basins
of attraction for γ = 0.02 and 0.04 with the basins of attraction for the pendulum with
oscillating support on the top and the pendulum with variable length underneath. It is
clear that not only do the sizes of the basins of attraction of similar attractors differ, but
the regions of phase space occupied by the corresponding basins of attraction are also
different.
In Section 5.3, it was shown that the threshold of dissipation for the period 2
oscillations of the system (6.28) is given by, at first order, γ = 0.896916ε. Choosing
ε = 0.0667 we have γ = 0.896916ε ≈ 0.0598; this value matches with the threshold of
dissipation for the pendulum with oscillating support when ε = 0.1. In Table 6.16 we
give the sizes of the basins of attraction for the system (6.28) with ε = 0.0667. Note
that for γ = 0.025 we also find rotations with 4:4 resonance, which attract 0.57% of
phase space each. When the 4:4 rotations appear, the size of the fixed points basin of
attraction reduces in size. When the 4:4 rotations disappear their basin of attraction is
absorbed by the 1:1 rotations; resulting in the increase in size shown in Table 6.16 for
γ = 0.027. It is evident that the sizes of the basins of attraction and the values at which
attractors disappear is similar to the pendulum with oscillating support with ε = 0.1, see
Table 5.3 in Section 5.4. This confirms further the hypothesis that the pendulum with
variable length is perturbed to a greater extent for the same value of the perturbation
parameter.
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Basin of attraction %
γ DFP PR/NR DO2
0.00500 79.53 4.44 11.60
0.01000 72.02 5.94 16.11
0.01500 70.55 3.93 21.59
0.02000 72.33 3.68 20.32
0.02500 68.48 3.90 22.61
0.02700 68.78 4.45 22.32
0.03000 68.40 4.25 23.11
0.03500 68.20 3.13 25.54
0.04000 73.40 1.39 23.82
0.04300 77.50 0.24 22.01
0.04500 80.39 0.00 19.61
0.05000 85.42 0.00 14.58
0.05500 91.27 0.00 8.73
0.05900 96.78 0.00 3.22
0.05970 98.34 0.00 1.67
0.05979 98.64 0.00 1.36
0.06000 100.00 0.00 0.00
Table 6.16: Relative areas of the basins
of attraction for the system (6.28) with
α = 0.5, ε = 0.0667. The solutions are
named as per Table 6.3.
Figure 6.22: Plot of the relative areas of the
basins of attraction for the system (6.28) with
α = 0.5, ε = 0.1, for different values of γ as per
Table 6.16.
In Sections 5.4.1 and 6.4.1 the bifurcation structures of the two pendulum systems
were studied. Figures 6.23 and 6.24 show the bifurcation curves for the systems (6.27)
and (6.28), respectively, with γ = 0.05. For both systems we focused on a region of
parameter space around the first tongue of instability for the corresponding linearised
equations. The bifurcations which occur for the main attractors (DFP, DO2 and PR/NR)
are the same in both systems, in this sense the two pendula are very similar, although of
course the regions of parameter space in which each bifurcation curve lies and the shape
of the curve is different. In particular for the pendulum with variable length, the line
at which the first period doubling bifurcation for the rotating solutions occurs, does not
appear to fold back over itself. Therefore, by increasing ε no period halving bifurcation
is observed for any of the values of α and ε investigated. Moreover, as γ is taken larger,
the line A moves up much more quickly for the pendulum with variable length than for
the pendulum with oscillating support, see Sections 5.4.1 and 6.4.1. Hence, for larger
γ the region of existence of the rotating attractors PR/NR in α − ε space becomes
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very thin. This is particularly clear when compared with the pendulum with oscillating
support with the same parameter values. Furthermore if we were to focus on a region
of parameter space around α = 1 the bifurcation structure would look quite different.
This is because the pendulum with variable length is missing this instability tongue for
the corresponding linearised equation, see previous comments as well as Section 6.1 for
further details.
(a) (b)
Figure 6.23: Bifurcation curves for the system (6.27) with fixed γ = 0.05. Figure (a) shows the
bifurcations of the rotations PR/NR and (b) the bifurcation structure of the oscillation DO2.
Details of the bifurcation structure are given in Section 5.4.1.
(a) (b)
Figure 6.24: Bifurcation curves for the system (6.28) with fixed γ = 0.05. Figure (a) shows the
bifurcations of the rotations PR/NR and (b) the bifurcation structure of the oscillation DO2.
Details of the bifurcation structure are given in Section 6.4.1.
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The bifurcation curves in Figures 6.23 and 6.24 are linked to the sizes of the basins
of attraction shown in Figure 6.20. In particular, we focus on the increase in the fixed
points basin of attraction as γ is decreased below γ ≈ 0.35 for the system (6.27) and
γ ≈ 0.5 for the system (6.28). We outline the scenario for the system (6.27), which
also caries over to the system (6.28). As previously mentioned, increasing (decreasing)
the value of γ causes the bifurcation curves for the rotating solutions shown in Figure
6.23(a) to move up and to the right (down and to the left). Similarly, by increasing
(decreasing) the value of γ, the curves in Figure 6.23(b) move up (down). Hence a point
corresponding to fixed values of α and ε in the system (6.27) may be found inside a given
region of existence rather than another, depending on the value of γ.
In particular, the point P corresponding to the values α = 0.5, ε = 0.1 is in a region
of parameter space for which the fixed point is (Lyapunov) stable even when γ = 0, see
Figure 5.1. Hence the fixed point remains asymptotically stable however small γ may
be, as far as it is positive. As γ → 0 the bifurcation curves move downward: the point c
gets closer and closer to the α-axis and the point P turns out to be situated close to the
curves B and E in Figure 6.23(a) and (b), respectively. By moving toward the edge of
the region of existence of an attractor, the size of the corresponding basin of attraction
decreases. As there are no new attractors in this region of parameter space, the basin
of attraction of the fixed point increases, in agreement with Figure 6.20(a). Hence the
increase is related to the location of parameters α and ε in respect to the regions of
existence of the attractors at fixed γ, shown in Figure 6.23. In particular, by choosing
(α, ε) either to the left of c in Figure 6.23(b) or in a region where the fixed point is
(Lyapunov) unstable for γ = 0, this phenomenon would not be observed.
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Utilising basins of attraction with
constant dissipation
In Chapters 5 and 6 we showed that it is important to consider the entire time evolution of
dissipation to obtain an accurate measure of the sizes of the basins of attraction. However,
in much of the literature basins of attraction are calculated using a constant coefficient
of dissipation. As such, there is already a large amount of data which has been obtained
for the case of constant dissipation. In this chapter we outline and apply a methodology
which utilises the data already obtained for basins of attraction in the constant coefficient
scenario to acquire basins of attraction in the scenario where dissipation initially varies
with time. In the process we are able to obtain information about a phenomenon observed
in Chapter 5, where the basins of attraction can suddenly drastically change with small
variations in T0.
7.1 Outline of the problem
Consider the ordinary differential equation
θ′′(τ) + f(θ, τ) + γ(τ) θ′(τ) = 0, (7.1)
where θ ∈ T = R/2piZ, the dashes denote derivatives with respect to time τ , the
driving force f is smooth and 2pi-periodic with respect to its arguments and the damping
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coefficient γ(τ) ≥ 0 depends on time. For concreteness we shall consider explicitly the
case of a pendulum with oscillating support, as studied in Chapter 5, which is described
by the ordinary differential equation
θ′′(τ) +
(
α− β cos τ) sin θ(τ) + γ(τ)θ(τ) = 0, α, β ∈ R, (7.2)
but our results apply to systems (7.1) with more general forces, or even systems of the
form x′′ + g(x, τ) + γ(τ)x′ = 0, with x ∈ R, such as those considered in [23].
With a few exceptions, forced systems of the form (7.1) have been studied only in
the case of constant dissipation. Despite the simplicity of the model, not much is known
analytically. For instance only a finite set of attractors are expected to exist [133, 76, 145],
but no proof exists for this. Furthermore, the corresponding basins of attraction are
usually calculated only numerically; see for example [109, 155, 7, 97, 115, 33], see also
[39, 150]. To add complication, in many physical systems the damping coefficient is not
constant throughout its entire evolution. Time-dependent dissipation has been studied
in the previous chapters (Chapters 5 and 6) as well as in the literature [22], where the
focus was mainly on the case of γ(τ) varying linearly over some initial time span, say
(a) (b)
Figure 7.1: Pictorial representations showing how time can be split into two intervals.
Interval 1 where dissipation is allowed to vary with time and interval 2 where dissipation
remains constant. The initial value of dissipation is represented by γi and γf represents
the final value of dissipation.
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τ ∈ [0, T0], after which it remains constant. In that case considering only the final value of
the damping coefficient does not give a correct representation of the basins of attraction
and in fact the entire time evolution of γ(τ) must be taken into account.
Nevertheless, the analysis of a system with constant damping coefficient γ may
provide information for the same system with damping coefficient varying in time. For
fixed constant γ, consider an attractor and denote by A(γ) the relative area of the
corresponding basin of attraction, that is the percentage of initial data in a given sample
region whose trajectories go to that attactor. It has already been pointed out in Chapter
5 and [22, 167] that, if one knows the profiles γ 7→ A(γ) (i.e. the sizes of the basins of
attraction for each value of constant γ) describing how the relative areas of the basins of
attraction depend on γ in the system with constant dissipation, then, when γ(t) varies
quasi-statically (that is very slowly) from an initial value γi towards a final value γf
over a time T0, one may be able to predict the relative areas of the basins by looking
only at the profiles, and the slower the variation of the damping coefficient, the better
the prediction. More precisely, at least for systems which have small enough forcing
and damping coefficients that they may be considered as a perturbation of an integrable
system, if an attractor exists for γ = γf , then, when γ(τ) increases slowly from γi towards
the value γf , the relative area of the corresponding basin of attraction is close to the
value that the function A(γ) attains for γ = γi. Moreover, the larger T0, the closer the
relative area will be to the value A(γi). For more details see Chapter 5.
In this chapter, we wish to discuss other cases, where knowledge of the behaviour of
the system for constant γ may be utilised in the case in which dissipation changes in
time. In particular, we shall discuss the following:
1. Suppose that one is interested in investigating systems with γ(τ) varying linearly
from an initial value γi to a final value γf , with γi and γf fixed, over a time interval
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[0, T0], for many values of T0. In Section 7.3 we outline a method to speed up the
computation of the basins of attraction. The method utilises basins of attraction
calculated for the system with constant damping coefficient γf , and it reduces
the length of time over which it is necessary for the equations of motion to be
numerically integrated. In effect, our method is to extrapolate from an observation
time T1 ≥ T0 to the full evolution time Tf , by using pre-computed data. We will
refer to this as ‘the method of fast numerical computation’. This is first stated
as a general method and later numerically implemented for the pendulum with
oscillating support.
2. In Section 7.4, we come back to a phenomenon observed in Section 5.5. When the
damping coefficient increases linearly over a time T0 towards a final value γf , the
relative areas of the basins of attraction of the surviving attractors generally change
smoothly as functions of T0, without abrupt variations; however, in a few cases we
saw sharp jumps, concentrated in small intervals of values of T0 — see Figure 7.2.
By using the same ideas as in the method of fast numerical computation, we give
an explanation as to why this happens.
(a) (b)
Figure 7.2: Relative areas of the basins of attraction for (7.2), with α = −0.1, β = 0.545 and
γ(t) varying linearly over time T0 from (a) γi = 0.2 and (b) γi = 0.23 to γf = 0.2725. UFP, DO2
and DO4 denote the attractors: upward fixed point, period-2 oscillation and period-4 oscillation
— see Section 7.4 for details.
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The method of fast numerical computation can be described as follows. Assume that
the basins of attraction of a system of the form (7.1) with constant γ = γf are known.
Of course, this information can only be obtained numerically and requires integration
of the equations of motion for a time Tf large enough for the attractors to be closely
approached. Then, if one is interested in investigating a system of the form (7.1) with
γ(τ) varying in time from an initial value γi to the final value γf over a time T0 much
smaller than Tf , the corresponding basins of attraction can be obtained by integrating
the differential equation over a time interval [0, T1], with T1 ≥ T0 still much smaller
than the entire time evolution Tf . As a result the computation time is reduced by a
factor Tf/T1; for example, with T1 = 48pi and Tf = 3000, simulations take under 12
hours to complete, compared with nearly 10 days for the simulations using full time Tf .
Roughly, T1 is the time needed for the trajectories to fall inside the basins of attraction
for constant γ = γf , so that their evolution from that instant onwards is known — we
refer to Section 7.3 for more details.
This method of calculating the basins of attraction can significantly reduce
computation time when one has to investigate a large number of values of T0 or different
functions of γ(τ), particularly for systems which require long time integration or where
computationally heavy integration methods are needed. From a physical point of view,
it is natural to assume that dissipation increases with time, as an effect of wear,
aging, cooling, the build up of deposits and so on. A linear increase, in addition to
being particularly well-suited for numerical investigation, also simulates situations where
dissipation tends to settle around some asymptotic value, which again are of physical
interest; we refer to [22] for further comments. For these reasons, as well as to fit with
the investigations carried out in Chapters 5 and 6, in this chapter we have focused on
the linear case. Nevertheless we expect our results to apply in more general contexts,
where the variation of the damping coefficient is not linear (or not even monotonic), or
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the final value is reached only asymptotically.
The results produced by the method of fast numerical computation show good
agreement with the results obtained by integrating the system over the full time Tf
required for trajectories to settle numerically on the attractive solutions. We shall find
not only that there are small differences between the results obtained with the method
of fast numerical computation and those of the full time integration, but also that these
differences are less than the width of the 95% confidence interval on the results as
computed by Monte Carlo simulation, see Chapter 4. However, as we shall see, the
choice of the time T1 may be a delicate matter and need a few caveats.
7.2 Some required definitions
In order to study the basins of attraction of a dissipative dynamical system x′ = F (x, τ)
in T×R, one takes initial conditions in a sample region of phase space, say S ⊂ T×R, and
lets them evolve in time. As a result of dissipation, the sample region S will contract with
time as trajectories move towards the attractors. This leads to the following definition.
Definition 7.1 (Contracted phase space) Given a dissipative dynamical system and
a sample region S, the region of phase space still occupied by trajectories starting in S at
time τ = 0, after time T has elapsed, will be called the contracted phase space at time
T and denoted by CT .
In principle S is arbitrary, but in practice it is convenient to take S in such a way that
(a) it contains the (relevant) attractors and (b) one has CT ⊂ S for T large enough.
Thus, if the total time over which the system evolves consists of two intervals, a first
interval [0, T0] in which γ = γ(τ) varies and a second interval [T0, Tf ] in which γ = γf is
constant, then whilst the first interval takes initial conditions from the whole of S, the
second interval only receives initial conditions from CT0 , see Figure 7.1. It is also useful
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(a) (b)
Figure 7.3: An example of a movement map for the system (7.2), with α = −0.1, β = 0.545
and γ(t) growing linearly from γi = 0.1 to γf = 0.2 over time T0 = 8pi; these parameter
values correspond to the regime in which the upward fixed point is stable and were previously
investigated in Section 5.5.2, see Table 5.13. (a) sample phase space S at time τ = 0 and (b)
contracted phase space C8pi. Colours are used to indicate subregions of S and C8pi: a trajectory
starting in a region of S marked by a particular colour will arrive in a region of C8pi with the
same colour. For clarity purposes the origin is centred at the stable fixed point (i.e. the upward
vertical position) of the pendulum ξ = θ + pi.
to know where points in S are mapped to in CT . This information is captured in the
movement map, which is defined as follows.
Definition 7.2 (Movement map)Fix a set X0 of points x0 ∈ T × R at time τ = 0
and let X1 be the set of corresponding points x1 that the trajectories with such initial
conditions arrive at for τ = T . The continuous, bijective map MT defined by MT (X0) =
X1 is called a movement map from time 0 to time T .
Definition 7.2 may be easily generalised so that the movement map acts on a set X0 of
points x0 at time τ = τ0 and maps them to the corresponding set X1 of points x1 at
time τ = τ1. However, as such a case is not considered in the following sections and
would require extra notation, we continue to use the definition as stated.
The points in the contracted phase space need not (and in most cases will not) be
uniformly distributed. To specify how “dense” regions of the contracted phase space are
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we introduce the following definition.
Definition 7.3 (Density map) Let r > 0 be small enough. Given a dissipative
dynamical system and a sample region S, let CT be the contracted phase space at time
T . Consider a cover of CT with cubes of side r and denote by X1 the set of centres x1
of the cubes. Fix X0 ⊂ S and for x1 ∈ X1 define ρ(x1) as the fraction of trajectories
starting in X0 which evolve into the cube of side r and centre x1 at time T . We define
the density map from time t = 0 to time T as the map which associates the value ρ(x1)
with each x1 ∈ X1.
If X0 = S, the function ρ(x1) is expected to become r-independent for r small
enough; for this reason we have omitted its dependence on r. On the other hand, if X0
is a discrete set (as in any numerical implementation), r cannot be too small for the
definition to make sense.
The definitions above are given explicitly in T × R, but could be easily extended to
R2, or even to higher dimensional systems. Throughout the rest of the chapter we focus
on systems of the form (7.1), so that x = (θ, θ′) and the driving force is 2pi-periodic
(a) (b)
Figure 7.4: Contracted phase space for (7.2), with α = 0.5, β = 0.1 and γ(τ) decreasing linearly
from γi = 0.05 to γf = 0.02 over a time (a) T0 = 32pi and (b) T0 = 48pi. The densities are coded
with red being the most dense, then yellow, green, blue and black.
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in t. Moreover we consider damping coefficients γ(τ) which vary linearly between two
values and become constant after a time T0. If X0 ⊂ S is the set of initial conditions, we
take T1 ≥ T0 such that X1 = MT1(X0) ⊂ CT1 ⊂ S. For the system (7.2), a convenient
choice for the sample region S is S = [−pi, pi] × [−4, 4]. When considering a trajectory
(θ(t), θ˙(t)), the points x0 = (θ0, θ
′
0; τ = 0) and x1 = (θ1, θ
′
1; τ = T1) are just different
points on the same trajectory and share the same path as τ → ∞. Furthermore, if
T1 = 2Npi, where N ∈ N, since the forcing is 2pi-periodic then the solutions with initial
conditions (θ1, θ
′
1; τ = T1) and (θ1, θ
′
1; τ = 0) move towards the same attractor if we set
γ = γf from τ = 0. This observation will be used when choosing T1 to be a multiple of
2pi in the following — see Section 7.3.1.
A discrete approximation to the movement map will be represented by a p×m matrix,
in which the indices i = 0, . . . , p and j = 0, . . . ,m correspond to the coordinates of the
initial condition (θ0 = −3.14+i∆θ, θ′0 = −4+j∆θ′), with p∆θ = 6.28 and m∆θ′ = 8, and
in each i,j-th entry is a vector of the coordinates (θ1, θ
′
1) for the corresponding trajectory
at time T1. Colour coding the phase space we can represent the action of the movement
map as shown in Figure 7.3. A numerical representation of a density map can be achieved
by averaging trajectories onto a grid, as done for the movement map. Different colours
may be used to express how dense regions of phase space are. In particular a density
map allows us to see how the most dense regions of the contracted phase space change
with variations in T0 — see Figure 7.4.
7.3 Fast numerical computation of the basins of attraction
7.3.1 General setting
A movement map can be used to compute quickly the relative areas of basins of attraction
for systems in the form of (7.1) with γ(τ) varying over a time T0 before reaching a final
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value γf , with only the need to integrate over a time T1 ≥ T0, provided that the basins
of attraction for constant damping coefficient γ = γf are known. This can be achieved
as follows.
First, one covers the sample region S with a mesh of points, with the requirement
that the limiting solution of each point on the mesh is known for constant γ = γf .
Of course, the basins of attraction for constant dissipation are obtained numerically, so
that which attractor any point of the mesh converges to is known only within numerical
tolerance; hence, high accuracy is required at this preliminary stage. In particular for
initial conditions in the mesh, the equations of motion have to be integrated over a time
interval [0, Tf ] sufficiently large for the attractors to be reached numerically. Next, a
set of initial conditions in S (not necessarily the same as those on the mesh) is chosen
and for each, the equations with time-dependent γ(τ) are integrated for τ ∈ [0, T1]. The
point in phase space which the trajectory occupies at time T1 is then rounded to the
nearest point on the mesh. Provided T1 is chosen to be a multiple of the forcing period,
we know towards which attractor the rounded point moves asymptotically (as T1 > T0,
thus γ = γf ). Repeating this for all initial conditions allows one to estimate the relative
areas of the basins of attraction.
From the discussion above, it may seem natural to take T1 to be the smallest multiple
of the forcing period 2pi larger than T0, because then a trajectory which is inside a given
basin of attraction at time T1 will move towards the corresponding attractor. However,
error is inevitably introduced when approximating the coordinates of the trajectories at
time T1 to the nearest point in the mesh. In systems where the basins of attraction
are sparse, the slight change of co-ordinate during the approximation may cause the
results to be inaccurate. As a consequence it is found that in cases where T0 is relatively
small, or the basins of attraction are increasingly broken and sparse, T1 must be taken
larger than this. Using a finer mesh reduces the error in the approximation and should
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cause the results obtained with the method of fast numerical computation described
above to tend towards those when the system is fully integrated. In practice this is not
always true, especially for systems with high sensitivity to initial conditions. Indeed, it
is possible that with a coarse mesh the approximation to the point at time T1 has the
same attractor, whilst with a finer mesh, the new, more accurate approximation moves
to a different attractor. Moreover there can be compensations which are destroyed by
refining the mesh; this is best explained by a simple example. Imagine there are two
initial conditions, one of which tends to attractor a1 and the other to attractor a2, but
which, on the contrary, the method of fast numerical computation predicts them to tend
to attractors a2 and a1, respectively, in this case, the two errors cancel each other out
and the relative areas of the basins of attraction match with those of the full integration.
Suppose we then use a finer mesh and one of the two points is predicted correctly, while
the other prediction remains incorrect, now the errors do not cancel and the predictions
of the relative areas of the basins of attraction will be in error. However, provided that
this is a rare occurrence, increasing the number of points on the mesh will tend to increase
the accuracy in general.
The basins of attraction are computed by taking a large but finite set of initial
conditions. The statistical analysis in Chapter 4 may be used to compute the confidence
interval for a given sample size. In the forthcoming analysis, the error in the results
obtained with the method of fast numerical computation relative to the fully integrated
results will be deemed acceptable if it is less than the estimated 95% confidence interval
for the relative areas of the basins of attraction, see Table 4.1.
7.3.2 Application to the pendulum with oscillating support
In this section we investigate, in a concrete model, which types of basin of attraction
are suitable for our method of fast numerical computation, how to reduce the error
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with respect to the full integration and how to increase the accuracy. We consider the
pendulum with oscillating support, see (7.2), with γ(τ) varying linearly over a time T0
from the initial value γi to the final value γf . Of course, the reduction in computational
time compared with the the full time-span [0, Tf ] is a result of the smaller integration time
T1. Since T1 ≥ T0, in systems where T0 is large and comparable with Tf this advantage
is lost. However, we saw in Chapters 5 and 6 that the most significant changes to the
relative areas of the basins of attraction happen over a short initial time T0, where the
method is particularly effective.
The main numerical integration scheme used to test the method is matlab’s ODE113,
which is a variable order Adams-Bashforth-Moulton scheme – chosen simply because
matlab offers ease in programming compared to using a low-level language such as C.
Although it is found that the integrator ODE113 is not always reliable for this system,
our aim is mainly to compare the method of fast numerical computation with the full
time integration, rather than the accuracy of the full simulations relative to the true
dynamics. For the same reason, throughout, the relative areas of the basins of attraction
are given to 4 decimal places, despite the number of initial conditions for the full
(a) (b) (c)
Figure 7.5: Basins of attraction for (7.2) with constant damping coefficient γ(τ) = γf . In Figure
(a) α = −0.1, β = 0.545 and γf = 0.2 (for clarity purposes the origin is centred at the upward
position of the pendulum ξ = θ + pi). In Figures (b) and (c) α = 0.5, β = 0.1 and γf = 0.05 and
0.02, respectively. The colours black, blue, red, yellow and green represent the basins of attraction
for the attractors UFP, DFP, PR, NR and DO2, respectively – see Chapter 5 for further details.
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simulations producing uncertainty in the first or second decimal place — see Table 4.1.
As well as providing the results obtained for both fast and full simulations with the
chosen method of integration, we also give the results obtained with two different, more
efficient integration methods, a standard Runge-Kutta integrator and a scheme based on
series expansion, see Section 4.3.1, both of which were implemented in C. The reason for
this is to check whether the error produced by the method of fast numerical computation
is within the difference produced by simply choosing a different numerical method and
a different selection of initial conditions.
To test the method, we consider cases where the basins of attraction for constant
values of γ = γf become increasingly intertwined. We study (7.2) with α = 0.5, β = 0.1
and γf = 0.05 and 0.02; the corresponding basins of attraction are shown in Figure
7.5(b) and Figure 7.5(c), respectively. For γ = 0.02 the system exhibits four attractors,
namely the fixed point (θ, θ′) = (0, 0), two rotating attractors (one positively rotating
and one negatively rotating) and an oscillatory attractor; we shall refer to them as DFP,
PR, NR and DO2, respectively. For γ = 0.05, only DFP and DO2 exist. Further details
on these attractors can be found in Section 5.4. Similar tests have also been conducted
for α = −0.1, β = 0.545 and γf = 0.2, with the basins of attraction as in Figure 7.5(a).
However, owing to the simple geometry of these basins of attraction, the results obtained
were of little use for studying to what extent the numerical method may be applied. As
such the results have not been included and hence we shall use the parameters α = 0.5,
β = 0.1 throughout the rest of this section.
In order to implement the method of fast numerical computation, first a mesh of
initial conditions must be set up and for each point in the mesh the equations must
be integrated for constant damping coefficient γf . This is computationally expensive as
the system is integrated over the full time span [0, Tf ], required for solutions to move
sufficiently close to the corresponding attractors that they can be identified. For constant
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γ, this happens over times O(1/γ) and values of Tf between 10 and 100 times 1/γ turn
out to be sufficient; for the chosen values of γ, this yields Tf larger than 10
3. Using the
contracted phase space — see Definition 7.1 and Figure 7.6 — for our smallest value
of T0 (that is 8pi) we can see that it is unnecessary to cover the entire region S with a
mesh of initial conditions, as roughly half of them will never be used. Only covering the
region C8pi would reduce both the computation time and memory required by a factor of
roughly 2; see Figure 7.6.
(a) (b)
Figure 7.6: Contracted phase space for (7.2) α = 0.5, β = 0.1 and γ(τ) varying linearly over a
time T0 = 8pi (a) from γi = 0.02 to γf = 0.05 and (b) from γi = 0.05 to γf = 0.02. The rectangle
containing the shaded region marks the area S, from which initial conditions were taken.
Relative area %
ODE113 Fast ODE113 Series Fast Series Runge-Kutta
T0 DFP DO2 DFP DO2 DFP DO2 DFP DO2 DFP DO2
0 N/A N/A 85.5832 14.4168 N/A N/A 85.6522 14.3478 85.6744 14.3256
8pi 86.1340 13.8660 86.0804 13.9196 86.1818 13.8182 86.1812 13.8188 86.1510 13.8490
16pi 86.1977 13.8023 86.1874 13.8126 86.2572 13.7428 86.2370 13.7630 86.1566 13.8434
24pi 84.0702 15.9298 84.0855 15.9145 84.1378 15.8622 84.1346 15.8654 84.0230 15.9770
32pi 80.4622 19.5378 80.4795 19.5205 80.4374 19.5626 80.4330 19.5670 80.5804 19.4196
48pi 75.6663 24.3337 75.6652 24.3348 75.6666 24.3334 75.6776 24.3224 75.6702 24.3298
64pi 75.4444 24.5556 75.4472 24.5528 75.4918 24.5082 75.4912 24.5088 75.4440 24.5560
128pi 77.3244 22.6756 77.3302 22.6698 75.8202 24.1798 75.8234 24.1766 75.8780 24.1220
160pi 77.9221 22.0779 77.9191 22.0809 78.4282 21.5718 78.4280 21.5720 78.4092 21.5908
Table 7.1: Relative areas of the basins of attraction for (7.2) with α = 0.5, β = 0.1 γi = 0.02,
γf = 0.05. Initial conditions for ODE113 were taken from the same mesh (with ∆θ = ∆θ
′ = 0.01)
as used to approximate trajectories at time T1, totalling 503 829 points. The Runge-Kutta and
Series integrators each used a different set of 500 001 random initial conditions in S. The “ODE113
Fast” and “Series Fast” results used the same integrator and the same initial conditions as
“ODE113” and “Series”, respectively.
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We first consider γ(τ) linearly evolving from 0.02 to 0.05 over a time T0 = 2piN , with
N ∈ N, and fix the integration time at T1 = T0. A mesh of roughly 500 000 points is
considered in S and each trajectory at time T1 is rounded to the nearest point of the mesh.
The results in Table 7.1 show that the method performs well in this instance. Indeed, the
error produced by estimating the basins of attraction with the method of fast numerical
computation rather than integrating over the full time Tf is less than the difference in
results obtained by choosing a different integrator with different initial conditions — see
Figure 7.7. Note that the integrator ODE113 disagrees with the other integrators for
T0 = 128pi and T0 = 160pi; however, for each integrator the results obtained with the
method of fast numerical computation are still close to the full integrations.
Of course Table 7.1 allows comparison only of the relative areas of the basins of
attraction, but does not reveal to what extent the method correctly determines the
asymptotic dynamics of each initial condition. As pointed out in Section 7.3.1, there
could be substantial compensations and, in principle, the distribution of the basins of
attraction in phase space could be wrongly described by the method of fast numerical
(a) (b)
Figure 7.7: Error in the relative areas of the basins of attraction in Table 7.1. The full
line represents the error of the method of fast numerical computation with respect to the full
integration: (a) difference between “ODE113 Fast” and “ODE113”, (b) difference between “Series
Fast” and “Series”. The dashed line represents the difference between the estimates of “Series”
and “Runge-Kutta” and the dotted line represents the 95% confidence interval, as calculated in
Chapter 4.
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Accuracy of the method %
T0 ODE113 Fast Series Fast
8pi 96.6004 97.1218
16pi 99.0513 99.1206
24pi 99.6497 99.6984
32pi 99.8577 99.8860
48pi 99.9464 99.9686
64pi 99.9678 99.9922
128pi 99.7600 99.9999
160pi 99.5254 99.99998
Table 7.2: The percentages of initial conditions for which the limiting behaviour is correctly
described for the simulations in Table 7.1 using the method of fast numerical computation instead
of the full integration.
Relative area %
T0 Attractor Fast 1 Fast 2 Fast 3 ODE113 Series Runge-Kutta
0
DFP N/A N/A N/A 71.8847 71.2994 71.3856
PR N/A N/A N/A 4.6098 4.8996 4.8844
NR N/A N/A N/A 4.6149 4.8800 4.8916
DO2 N/A N/A N/A 18.8906 18.9210 18.8384
8pi
DFP 71.9491 72.0382 72.1258 72.0892 71.4668 71.4953
PR 4.6425 4.6150 4.5799 4.5587 4.8784 4.8529
NR 4.6513 4.6132 4.5706 4.5540 4.8703 4.8484
DO2 18.7572 18.7336 18.7237 18.7982 18.7845 18.8034
16pi
DFP 73.2636 73.3001 73.3398 73.1836 72.6196 72.6889
PR 4.2390 4.2512 4.2130 4.1818 4.4743 4.4508
NR 4.2441 4.2515 4.2054 4.1828 4.4691 4.4652
DO2 18.2533 18.1972 18.2418 18.4518 18.4370 18.3951
24pi
DFP 76.1441 76.1815 76.2378 76.0930 76.0347 76.0037
PR 3.1458 3.1531 3.1333 3.1330 3.1620 3.1668
NR 3.1466 3.1548 3.1281 3.1353 3.1826 3.2077
DO2 17.5635 17.5105 17.5008 17.6387 17.6207 17.6218
32pi
DFP 76.9920 77.0224 77.0556 76.9517 76.9123 76.8659
PR 2.1505 2.1358 2.1274 2.1375 2.0973 2.1022
NR 2.1416 2.1315 2.1281 2.1363 2.1171 2.1130
DO2 18.7158 18.7103 18.6888 18.7745 18.8733 18.9189
48pi
DFP 76.3075 76.3077 76.3121 76.2824 76.2565 76.3226
PR 0.9210 0.9172 0.9179 0.9176 0.8702 0.8789
NR 0.9209 0.9169 0.9184 0.9179 0.8750 0.8771
DO2 21.8505 21.8582 21.8515 21.8820 21.9983 21.9189
64pi
DFP 77.6648 77.6674 77.6690 77.6652 77.6993 77.7806
PR 0.2970 0.2971 0.2965 0.2962 0.2752 0.2819
NR 0.2972 0.2972 0.2968 0.2964 0.2758 0.2739
DO2 21.7410 21.7383 21.7377 21.7422 21.7497 21.6636
128pi
DFP 81.0690 81.0690 81.0690 81.0688 81.1812 81.1750
DO2 18.9310 18.9310 18.9310 18.9312 18.8188 18.8250
160pi
DFP 81.8492 81.8492 81.8492 81.8491 81.9317 81.9386
DO2 18.1508 18.1508 18.1508 18.1509 18.0683 18.0614
Table 7.3: Results for γ(τ) varying from γi = 0.05 to γf = 0.02 over times T0. The Runge-
Kutta and Series integrators used different sets of 1 000 001 random initial conditions in S, while
ODE113 used a mesh of initial conditions in S with increments (∆θ,∆θ′) = (0.01, 0.005). The
meshes in “Fast 1”, “Fast 2” and “Fast 3” have increments (∆θ,∆θ′) = (0.01, 0.01), (0.01, 0.005)
and (0.005, 0.005), respectively.
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computation despite the good agreement between the corresponding relative areas.
However, Table 7.2 shows that this is not the case: it is true that the percentage of
points assigned by the method of fast numerical computation to the wrong basin is
larger than suggested by Table 7.1, but still is not large, and also tends to decrease with
increasing T0 and hence T1.
This may still be regarded as a very simple case, as only two attractors coexist
and the boundaries of their basins of attraction for constant γf still have relatively
simple geometry. We now consider (7.2), with the same values for α and β as in the
previous case, but with γ(τ) linearly decreasing from γi = 0.05 to γf = 0.02. We first
ran simulations with roughly 500 000 initial conditions and two meshes with increments
(∆θ,∆θ′) = (0.01, 0.01) and (0.005, 0.005), respectively; at time T1 = T0 each trajectory
was rounded to the nearest point of the mesh. Afterwards we considered roughly 1 000 000
initial conditions and three meshes with increments (∆θ,∆θ′) = (0.01, 0.01), (0.01, 0.005)
and (0.005, 0.005), respectively; once more we chose T1 = T0. The corresponding results
for 1 000 000 initial conditions are reported in Table 7.3. Figure 7.8 illustrates that,
as previously, the difference between the fast numerical computations and the full time
integrations is comparable to — if not smaller than — both the difference between the
results obtained with the other two integrators and the 95% confidence interval.
As expected, the difference between the results obtained using different integrators
reduces significantly when increasing the number of initial conditions. Contrary to this,
neither increasing the number of initial conditions nor using a finer mesh in general
significantly improves the error relative to the full time integration — see Table 7.4.
Slight improvements are only obtained for the attractors with smaller basins of attraction
(that is the two rotating attractors), where the error becomes comparable to that created
by using different numerical integrators and sets of initial conditions.
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(a) (b)
(c) (d)
Figure 7.8: Error in the relative areas of the basins of attraction in Table 7.3: Figures (a)
through to (d) show the differences for DFP, PR, NR and DO2, respectively, with (b) and (c)
only going as far as T0 = 64pi since the rotating solutions disappear after this. The plain, starred
and crossed full lines show the difference between “Fast 1”, “Fast 2” and “Fast 3”, respectively,
and “ODE113”. The dashed line shows the difference between the estimates using “Series” and
“Runge-Kutta”. The dotted line shows the 95% confidence interval.
Accuracy of the method %
N ≈ 500 000 N ≈ 1 000 000
T0 Mesh 1 Mesh 3 Mesh 1 Mesh 2 Mesh 3
8pi 77.1284 77.1986 76.5894 75.8780 78.0587
16pi 87.9880 87.9715 88.0697 86.8358 88.7351
24pi 95.0983 95.4209 95.0905 93.6584 95.4112
32pi 97.4872 97.7471 97.5068 96.3252 97.7284
48pi 99.6298 99.6542 99.6308 99.3272 99.6504
64pi 99.9637 99.9637 99.9585 99.9262 99.9586
128pi 99.9996 99.9996 99.9996 99.9996 99.9996
160pi 99.9998 99.9998 99.9999 99.9999 99.9999
Table 7.4: The percentages of initial conditions for which the limiting behaviour is correctly
described for the simulations in Table 7.3 and the analogous ones with 500 000 initial conditions.
Mesh 1, Mesh 2 and Mesh 3 correspond to increments (∆θ,∆θ′) = (0.01, 0.01), (0.01, 0.005) and
(0.005, 0.005), respectively.
It is also apparent that the larger the value of T0 (and thus also T1), the more reliable
the method. Table 7.4 shows that for T0 ≥ 48pi the results are correct for more than
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99% of initial conditions. The reason behind this can be seen by plotting the contracted
phase space CT1 for different values of T1 and superimposing it on the basins of attraction
for constant γ = γf = 0.02; see Figure 7.9. When T1 is larger, CT1 occupies regions of
the basins of attraction which are deep inside the cores surrounding the attractors; thus,
they are distant from the boundaries and hence less sensitive to slight variations in initial
conditions. In turn, the error created by the process of approximation onto the mesh is
less significant. For the same reason, the results in Table 7.3 corresponding to T0 = 128pi
and 160pi show that decreasing the spacing of points in the mesh does not improve the
results for T0 large.
All this suggests that setting a minimum value for the integration time T1 increases
the accuracy of the method of fast numerical computation. Doing so also results in an
increase in the computational time if T1  T0. However it is still quicker than integrating
over the full time Tf . Moreover the larger T1, the smaller is CT1 and hence the mesh is
required to cover less of the phase space, so reducing the points in the mesh. Tables 7.5
and 7.6 give the results obtained by integrating solutions over a time T1 = 48pi instead
of T1 = T0, to be compared with those in Table 7.3 and 7.4, respectively. Figure 7.10
shows that the error has dramatically decreased, falling below the differences between
(a) (b) (c)
Figure 7.9: Images of the contracted phase space CT1 superimposed on top of the basins of
attraction for constant γf = 0.02. The values of T1 are (a) 8pi, (b) 32pi and (c) 160pi.
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Relative area %
Fast 1 Fast 3
T0 DFP PR NR DO2 DFP PR NR DO2
8pi 72.1750 4.5484 4.5771 18.6995 72.1704 4.5795 4.5661 18.6838
16pi 73.2071 4.1834 4.2040 18.4054 73.2283 4.1922 4.1835 18.3960
24pi 76.1309 3.1296 3.1390 17.6005 76.1392 3.1359 3.1327 17.5922
32pi 76.9679 2.1347 2.1343 18.7631 76.9765 2.1371 2.1350 18.7514
Table 7.5: Results for γ(τ) varying from γi = 0.05 to γf = 0.02 over times T0, with integration
time T1 = 48pi. The meshes for “Fast 1” and “Fast 3” have increments of (0.01, 0.01) and
(0.005, 0.005), respectively.
Accuracy of the method %
Fast 1 Fast 3
8pi 94.8805 95.1295
16pi 96.2629 96.4448
24pi 98.0571 98.1563
32pi 98.7308 98.8242
Table 7.6: The percentages of initial conditions for which the limiting behaviour is correctly
described for the simulations in Table 7.5 using an integration time T1 = 48pi instead of T1 = T0.
The results are less than 99% accurate because γi > γf and hence S contracts more slowly at
γ = γf , i.e. in the region [T0, T1].
(a) (b)
(c) (d)
Figure 7.10: The same as Figure 7.8 with an integration time T1 = max{48pi, T0}. Figures (a)
through to (d) show the differences for DFP, PR, NR and DO2, respectively, with (b) and (c) only
going as far as T0 = 64pi since the rotating solutions disappear after this. The plain and crossed
full lines show the differences between “Fast 1” and “Fast 3”, respectively, and “ODE113”. The
dashed line shows the difference between the estimates using “Series” and “Runge-Kutta”. The
dotted line shows the 95% confidence interval.
196
CHAPTER 7. UTILISING BASINS OF ATTRACTION WITH CONSTANT
DISSIPATION
the other two integrators, even when a coarse mesh is used (to reduce further the overall
integration time).
7.4 Jumps in the relative areas of the basins of attraction
We consider (7.2) with α = −0.1, β = 0.545 and γ(τ) varying from γi = 0.23 to
γf = 0.2725. For γ = γi the system admits four attractors: the upward fixed point
(UFP), the period-1 positively and negatively rotating solutions (PR/NR) and the
period-2 oscillations (DO2) — we refer to Section 5.5 for more details. For γ = γf
only UFP and DO2 survive and a new attractor appears: the period-4 oscillation (DO4).
The corresponding basins of attraction are shown in Figure 7.11; in Figure 7.12 the basins
of attraction for γ(τ) varying in time from γi = 0.23 to γf = 0.2725 are shown for some
values of T0.
In Section 5.5, for γ(t) varying from γi = 0.23 to γf = 0.2725 over a time T0, we
noticed large transitions in the basins of attraction for T0 = 99, 100, 500; see Figure
7.2(b). To understand why a jump appears, say, for T0 = 99, we can reason as follows:
we increase T0 in steps of one from 92 to 99. For all such values the appropriate density
map shows that, after a time T1 = 32pi > T0, over 90% of the trajectories are clustered
(a) (b)
Figure 7.11: Basins of attraction for (7.2) with α = −0.1, β = 0.545 and (a) γ = 0.23 and
(b) 0.2725. The basins of attraction are as follows: Blue = UFP, Green = DO2, Red=PR,
Yellow=NR and Orange = DO4. The origin is centred at the upward vertical position of the
pendulum, with ξ = θ + pi.
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(a) (b) (c)
Figure 7.12: Basins of attraction for (7.2) with α = −0.1, β = 0.545 and γ(t) increasing linearly
from γi = 0.23 to γf = 0.2725 over a time (a) T0 = 93.6, (b) 94.0 and (c) 99.2. The colours are
as in Figure 7.11. Where ξ = θ + pi so that the origin is centred at the upward vertical position
of the pendulum.
in very small regions; this is an effect of the dissipation being rather large. Indeed,
initially the trajectories are attracted to the attractors which exist at γ = γi = 0.23.
The attractors UFP and DO2 still exist at γ = 0.2725. Most of the trajectories moving
towards them form clusters at time T1 close to the points at which the attractors cross
the plane at τ = T1; we denote by UFP and DO2 such clusters, according to the attractor
they are approaching. Instead, the attractors PR and NR disappear when the damping
coefficient reaches the value γ ≈ 0.269, see Section 5.5. The trajectories that were
moving towards them form clusters which we denote by U. Thus, at time T1, there
are seven clusters of points: two clusters U , one cluster UFP and four clusters DO2;
since up to γ ≈ 0.27 there are two period-2 solutions — see Figure 7.13. The cluster
UFP and each cluster DO2 correspond roughly to 20% and 11-13% of initial conditions,
respectively, while the two clusters U each represent roughly 12% of the initial conditions
(approximately the relative areas of the basins of attraction for the rotating solutions at
γ = γi = 0.23).
Since both attractors UFP and DO2 remain (asymptotically) stable for all values of
γ ∈ [γi, γf ], it is unlikely that the clusters labelled as UFP and DO2 will change their
limiting solutions. This is confirmed by the fact that the clusters UFP and DO2 are
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(a) (b)
Figure 7.13: Clusters in phase space superimposed onto basins of attraction for constant
γ = 0.2725: (a) whole sample region with clusters UFP, DO2 and U in Blue, Green and Red,
respectively, and (b) magnification of the region containing the clusters U in the upper half-plane
(here the colour code is: Blue=92, Cyan=93, Green=94, Magenta=95, Yellow=96, Orange=97,
Red=98, Brown=99). The basins are colour coded with Black for UFP, Dark Grey for DO2 and
Light Grey for DO4. The snapshots in time are taken at time T1 = 32pi. The coloured dots have
been drawn larger than the actual sizes of the clusters for clarity purposes. Where ξ = θ + pi so
that the origin is centred at the upward vertical position of the pendulum.
well inside the basins of attraction of the corresponding attractors UFP and DO2,
respectively, for all values of T0. On the contrary the clusters U move slightly from
right to left in the upper half-plane and from left to right in the lower half-plane as T0
increases. In doing so, they cross the boundaries of the basins of attraction for constant
γ = 0.2725.
We interpret the results above as follows: after some transient behaviour, the original
sample phase space has contracted enough and been re-organised so that some regions
of phase space become more dense than others; in particular most of the trajectories end
up inside some small, well separated clusters. The clusters U were initially converging
towards the attractors PR/NR, however, they occupy slightly different positions at time
T1 as T0 is varied due to the different evolution of γ(τ). Since they fall in a region
where the basins of attraction for γ = 0.2725 are sparse and formed of very thin bands,
changing the value of T0 causes the clusters to cross the boundaries separating the bands
belonging to different basins — see Figure 7.13(b). This results in a large jump in the
relative area of the basin of attraction of UFP, as shown in Figure 7.2; see also Figure
7.12. According to the results reported in Figures 7.13(b) and 7.14, the clusters U fall
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inside the basin of attraction of UFP for T0 = 93 and 99, inside the basin of attraction
of DO2 for T0 = 92, 95, 96, 97 and 98, and inside the basin of attraction of DO4 for
T0 = 94.
Of course, the jumps occur for many other values of T0. Furthermore, it may be seen
in Figure 7.13(b) that the structure of the basins of attraction for γ = γf in the region
which the clusters U traverse, is such that it forms periodically spaced bands. Therefore,
as the clusters move linearly with changes in T0, the jumps in the sizes of the basins of
attraction are locally periodic. For much larger values of T0 this may not be the case, as
the clusters may move into very different regions of phase space.
Figure 7.14 shows that jumps upward take place for UFP, for instance, at T0 ≈ 72.6,
79.2, 85.8, 92.4, 99.0 and 105.6. When a peak appears, it survives for a very narrow range
of T0 (proportional to the width of the bands of the basins of attraction), after which a
jump downward follows. For this reason, in practice it is difficult to predict exactly the
values of T0 where jumps occur, even though apparently they follow a periodic pattern
— at least in the range of values we have investigated. Indeed, every value of T0 at which
a jump appears is obtained by adding the same quantity ∆T0 ≈ 6.6 to the previous one.
For some values of T0 the basin of attraction of the period-4 oscillation has grown, which
implies that the basin of attraction of the new attractor DO4 has formed exactly where
the dense region U has arrived at that time. Also in the case of DO2 and DO4 the jumps
seem to have some periodicity in T0, however with a more intricate structure. It would
be interesting to investigate further such a phenomenon.
Note that, if one applies the method of fast numerical computation described in
Section 7.3 to compute the relative areas of the basins of attraction in these cases,
one needs to take a much larger value for the time T1 at which the trajectories are
approximated to the closest points of the mesh. More generally, this happens every time
(i) an attractor disappears with increasing dissipation and (ii) the trajectories which
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Figure 7.14: Relative areas of the basins of attraction for (7.2) with α = −0.1, β = 0.545
and γ(τ) varying from γi = 0.02 to γf = 0.05 over a time T0. The circles represent results
from numerical simulation, while the dashed lines are extrapolated on the basis of the observed
periodicity — see the text for details.
were moving towards that attractor cluster into a small set in a region with tiny bands
of the basins of attraction for γ = γf . Then T1 must be large enough for the clusters to
have reached the core surrounding one of the attractors. When T0 is such that at time
t = 2piN the clusters (which have finite size) touch or even spread across the boundaries
of the bands, time T1 must be very large for the method of fast numerical integration to
work, in principle as large as Tf itself. In this case the method may have no advantage
over full time integration of the equations.
7.5 Comparison with cell-to-cell mapping
On first inspection the methodology outlined in Section 7.3 may appear similar to that
of cell-to-cell mapping, see Section 4.4 and [92, 93]. However there are some important
differences separating the two methods.
Cell-to-cell mapping involves integrating (mapping) departure points in cells over
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some interval of time to obtain the image of the cell. In doing so, one is able to quickly
build up an estimate to the basins of attraction of a continuous system. In practice
this can result in trajectories being repeatedly averaged to nearby points in phase space,
see Section 4.4. Furthermore, as the method is used to obtain a picture of the basins
of attraction the user is (in general) unaware of the topology of the basins and cannot
make well informed judgements about suitable cell sizes.
Contrary to this, the technique outlined in Section 7.3 utilises basins of attraction
already obtained for the scenario in which the damping coefficient is constant, to quickly
estimate the basins of attraction in the case where damping varies with time. This
methodology is of no use to construct basins of attraction for the constant damping
scenario, since it requires these basins of attraction to already be known to a relatively
high degree of accuracy. Using this technique, the process of averaging trajectories to
nearby points in phase space happens one time only. Furthermore, the user is already
aware of the topology of the basins of attraction for the constant case and is able to make
informed judgements to reduce the errors induced by the process of averaging trajectories.
Typically this is done by ensuring that the trajectories are only averaged once they are
well inside an attractors corresponding basin of attraction i.e. the trajectories are not
near the basin boundary. Another important difference is that, for the method outlined
in Section 7.3, the attractive solutions are already known, so it is impossible for the
method to introduce “fake solutions”.
Further to this, using the density map (see Definition 7.3) we are able to follow the
most dense “clusters” of trajectories in phase space. This was utilised in Section 7.4 to
explain a phenomenon noticed previously in Chapter 5, where the sizes of the basins of
attraction undergo large jumps concentrated in small intervals of the parameter T0. It is
not possible to utilise cell-to-cell mapping in this way, since the user has no information
about the “density” of trajectories in phase space.
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Conclusions and further research
In Chapter 2 we studied Hill’s equation, focusing mainly on the boundedness of the
solutions. We also expanded the literature [25], finding explicit solutions to a class of
Hill’s equation. As an example we found a solution to a particular case of the linearised
system of a pendulum with variable length, as well as a particular case of the pendulum
with variable length and oscillating support. We also utilised a classical transformation
which transforms second order differential equations into their corresponding Hill form.
By applying the transformation, and then an inverse transformation to get back to the
original form, we linked the solutions of second order differential equations which have the
same corresponding Hill’s equation. As a consequence, by considering systems for which
the solutions can be found, we are able to construct a class of systems with corresponding
solutions. Furthermore, we are able to obtain solutions to systems with time-dependent
coefficients using the solutions to systems with constant coefficients.
At the end of Section 2.1 we noted that all of the solutions to a class of Hill’s equation
are bounded, provided the frequency of the forcing is sufficiently high. By means of
example, it was shown that this approach cannot be applied to obtain information about
the boundedness of solutions to nonlinear systems. In Chapter 3 we returned to the
problem for nonlinear systems and applied KAM theory to show that here also, even
outside of the perturbation regime, the solutions are bounded if the frequency of the
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forcing is sufficiently high. In fact, we were able to show that, provided the forcing
frequency is high enough, not only are the solutions bounded, but they remain close to
the corresponding solutions of the unperturbed system. We also showed the same is true
for low frequency forcing, although in this instance no analytical result was obtained
when the coefficient of forcing is greater than the coefficient of the unperturbed system.
The phenomena was illustrated with the use of numerical simulations for a forced cubic
oscillator. Numerically, we were able to show that even in cases where the coefficient
of forcing is larger than that of the unperturbed system, the dynamics of the perturbed
system remain close to those of the unperturbed one, provided the forcing frequency is
sufficiently low. It would be interesting to investigate this further and extend the analysis
to cover this scenario.
Throughout the remainder of the thesis we considered systems with the inclusion of
dissipation. In Chapter 4 we gave details of the numerical simulations in the chapters
which followed. In the process we illustrated the application of analytic continuation to
systems with trigonometric nonlinearities. We also calculated the confidence intervals for
the numerical simulations which estimate the sizes of the basins of attraction. This was
shown to depend on the square root of the number of initial conditions. As such, we are
able see the accuracy of the results in Chapters 5, 6 and 7. Furthermore, it makes clear
the importance of using enough initial conditions when numerically estimating the sizes
of basins of attraction, a detail which is often left out in the literature. In particular, we
emphasised the importance of using enough initial conditions when one or more attractors
has a small basin of attraction.
In Chapters 5 and 6 we studied two pendulum systems, focusing on the attractive
solutions and their corresponding basins of attraction. For both systems we computed the
sufficient conditions on the coefficient of dissipation γ, such that global attraction to the
stable fixed point (θ, θ′) = (0, 0) is achieved; however in both instances we numerically
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found a lower value of γ was sufficient. We applied perturbation theory to calculate
the threshold values of γ under which a given periodic solution exists, noting also the
limitations of the approach, due to its roots in perturbation theory and as a result of the
separatrices in the systems. In Sections 5.4.1, 5.5.1 and 6.4.1 we looked at the bifurcations
which occur as the parameter γ is varied. This work was related to bifurcation analysis
already in the literature [67, 154, 65, 159, 79, 36, 66, 49, 99]. We then numerically
investigated the basins of attraction of both systems with different values of γ. It was
seen that, in the perturbation regime (that is ε small) as γ is decreased towards γ = 0,
for both systems the basin of attraction belonging to the downward fixed point increases
significantly. This is not observed for the cubic system in [22]. A brief explanation for this
behaviour was given at the end of Section 6.5. It would be interesting to investigate this
phenomenon further and find out if such behaviour may be observed in other systems.
In our study of initially varying dissipation, we extended the ideas put forward in
[22] and outlined four specific cases regarding the sets of attractors at the initial value of
the coefficient of dissipation γi and the final value γf . These four cases were illustrated
using numerical simulations for the two pendulum systems, the pendulum with vertically
oscillating support and the pendulum with variable length, although we expect the results
to apply to a wider class of systems. Moreover, even though we specifically focused on the
coefficient of dissipation, we expect the results to apply when varying any parameter of
a system which effects which attractors exist and their basins of attraction. It would be
interesting to extend this work further, to include non-monotonic and nonlinear variations
of parameter values. Another interesting focal point is to consider coupled systems of
ODEs, to check if the results carry over and what, if any, extra conditions must be
satisfied by the system and its parameters. It would also be interesting to take into
consideration the speed of attraction to different attractors. Attractors which attract
trajectories more quickly, can capture more unstable solutions as γ(τ) varies and are
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more likely to obtain a larger basin of attraction. Finally, we saw that it is possible for
an attractors basin of attraction to tend towards a full measure set of phase space as
γ(τ) varies over longer periods of time T0, despite not attaining 100% of phase space for
any intermediate values of constant γ. This happens when only one attractive solution
exists at both γi and γf , see for example the basin of attraction corresponding to the
fixed point in Table 5.19. It would be interesting to study this further, as it creates the
opportunity to maximise the basin of attraction of a solution by suitably controlling the
parameters in the system. This can be useful in systems where a particular solution or
outcome is desired.
In Section 6.5 we directly compared the two pendulum systems in respect to the
work contained in the previous sections. We found that in general, the dynamics of the
two systems are different and that their behaviour becomes increasingly disparate as the
perturbation parameter is taken larger. Even when considering the linearised equations
for the two systems the differences are clear, see Section 6.5. In our analysis of the
nonlinear systems, we found the periodic orbits of the pendulum with variable length
exist for larger values of γ; this is apparent from the conditions for global attraction to the
origin, the thresholds of dissipation and the numerical analysis. Furthermore, we found
that the pendulum with variable length is more difficult to study with perturbation
theory. In particular, for any specific value of the perturbation parameter, when
compared with the pendulum with oscillating support, the pendulum with variable length
exhibits the characteristics of a system which is perturbed to a greater extent. Moreover,
for the parameter values chosen in Chapters 5 and 6, we found that not only do more
attractors exist for the pendulum with variable length, but even when the two systems
share similar attractors, the regions of phase space occupied by the corresponding basins
of attraction are different.
In Chapter 7 we introduced a method for the fast numerical computation of basins of
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attraction. We showed that the method can be used to estimate the basins of attraction
in systems with damping coefficient γ(t) varying between two given values γi and γf over
a time T0. Although we only tested explicitly the scenario in which dissipation varies
linearly, there is no reason why the method cannot be applied to nonlinear functions
of γ(t). The method was found to work well for systems which have at least some
regions surrounding the attractors which are not sensitive to slight perturbations in
initial conditions. It becomes more accurate as the integration time T1 increases, a
result of the phase space contracting into regions distant from the boundaries of the
basins of attraction. Thus the results can be improved by setting a minimum time Tmin,
and taking T1 = 2piN ≥ max{T0, Tmin}. This seems to be necessary when T0 is rather
small or such that an attractor disappears in a region where the basins of attraction for
γ = γf have a multi-band structure. Provided T1 is chosen appropriately, the method
was shown to correctly identify the asymptotic behaviour of initial conditions in more
than 99% of cases and significantly reduce the required computation time – up to a
factor 20 in some cases we considered. We found that using a finer mesh to approximate
trajectories at the time T1 does not necessarily improve the results. However, smaller
basins of attraction benefit from a finer mesh, as they intersect with fewer points in
the mesh. The accuracy could be improved further by using a mesh with non-uniform
spacing and better fitting the mesh to the region CT1 to which the sample phase space
has contracted at time T1. This was not implemented in Chapter 7, as it would add
extra numerical complexities when rounding a trajectory at time T1 to the nearest point
on the mesh. Both measures would reduce unnecessary full time integration of initial
conditions on the mesh. Further work could be carried out to remove the use of a mesh
and instead have a set of random initial conditions. Similarly the density of the random
initial conditions in particular regions could be chosen so as to optimise the results.
In the last section of Chapter 7 we returned to a phenomenon observed in Section
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5.5.2, that is, for particular values of T0 the sizes of the basins of attraction undergo
large jumps. Using Density maps we showed that when an attractor becomes unstable,
it leaves areas of phase space which are densely occupied by trajectories. Furthermore,
the position of these dense regions in phase space at times τ = 2npi varies as a function
of T0. If the basins of attraction at constant γ = γf are sufficiently intertwined in bands,
these dense regions can cross the boundaries of the basins of attraction, hence varying
which attractor they move towards. The result is that the basins of attraction of the
remaining attractors experience large variations in size, as they gain or lose the dense
clusters of trajectories. It would be interesting to study this further for other systems
which also have “banded” basins of attraction, for example the cubic oscillator [22] and
the Duffing equation.
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Background knowledge
The following sections are devoted to introducing the main techniques and ideas used
throughout the previous chapters, as well as providing further details to some of the
calculations in the main body of the thesis.
A.1 An introduction to Lagrangian and Hamiltonian
dynamics
Classical mechanics is an area of applied mathematics in which the motion of macroscopic
objects is studied, encompassing everything from the famous examples of the pendulum,
harmonic oscillator and rigid body to the motion of heavenly bodies in celestial
mechanics. The foundations for classical mechanics were laid in the 17th century, largely
by Sir Isaac Newton who proposed three basic laws,
1. Inertia: If an object experiences no net force then its velocity is constant.
2. Acceleration: The acceleration of a body is proportional and parallel to the net
force acting upon it and inversely proportional to the mass of the body. i.e F = ma.
3. Action and reaction: When a body exerts a force on a second body, the second
body simultaneously exerts an equal and opposite force on the original body.
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It is also well known that Newton was the first to discover a mathematical formulation
of gravity1, which he showed to be applicable to all objects around us as well as
celestial objects. Due to his considerable contribution, the early classical mechanics
is now referred to as Newtonian mechanics. Another way of studying such systems is
through the methods of Lagrangian and Hamiltonian mechanics, which fundamentally are
reformulations and extentions of Newtonian mechanics. Whereas Newtonian mechanics
is based on using the vectorised forces in the system, both Lagrangian and Hamiltonian
mechanics use the total energy of the system. The prior, Lagrangian mechanics, applies
to both conservative and non-conservative systems where as the latter only applies to
systems in which the total energy is conserved with respect to time. The energy of a
system consists of two types, kinetic energy T , and potential energy V , the sum of which
is the total energy of the system E. In Lagrangian mechanics the entire evolution of
the system is described by a function L, known as the Lagrangian of the system. The
Lagrangian L is a continuous and differentiable function in all of its arguments. The
integral of the function L between two points in time is known as the action, often
denoted by S. A fundamental point of Lagrangian mechanics is that the action of a
Lagrangian for any system satisfies Hamilton’s principle of stationary action. That is
δS = δ
∫ t2
t1
Ldt = 0, (A.1.1)
i.e. the variation of the action is zero. We shall later use this property to calculate the
equations of motion of a general system. We begin by defining the general Lagrangian
1In the 4th century BC, the Greek philosopher Aristotle believed there is no effect or motion without
a cause. The downward motion of heavy bodies such as the element “earth”, was related to where they
naturally belonged, which caused them to move downward toward the centre of the universe. Conversely
lighter elements such as fire moved upward toward to moon. The Roman engineer and architect Vitruvius
contended that gravity does not depend on the weight of a substance but on its “nature”, commenting
that a small amount of gold would sink when placed on top of quicksilver, whereas a heavy stone
would not. During the 17th century Galileo found that all objects accelerated equally when falling and
Robert Hook came close to an experimental proof that gravity follows an inverse square law, which he
hypothesised to govern the motions of the planets. In the late 17th century these ideas were developed
by Sir Isaac Newton who derived a mathematical formulation for gravity and was able to derive Kepler’s
three kinematic laws of planetary motion.
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for a system of n particles moving in three-dimensional space with k degrees of freedom.
The position of the i-th particle can be described in Cartesian co-ordinates by a vector
xi = (xi, yi, zi) which depends on time t. As the position of the particle is measured by
xi(t) the velocity can be measured by x˙i(t) where the dot denotes derivative with respect
to time t. In this formulation the total kinetic energy of the system, T is
T =
1
2
n∑
i=1
mix˙i · x˙i, (A.1.2)
where mi is the mass of the i-th particle. The potential energy is a function of the forces
which appear in the system and does not have a general formula. The Lagrangian in
Cartesian co-ordinates is then defined as
L(x1, . . . ,xn, x˙1, . . . , x˙n; t) = T (x˙1, . . . , x˙n; t)− V (x1, . . . ,xn; t), (A.1.3)
An alternative approach to describe the system is via the number of degrees of freedom it
possesses. For each degree of freedom we require a co-ordinate, known as a generalised co-
ordinate which we shall denote qj for j = 1, . . . , k and the derivatives q˙j are known as the
generalised velocities. The Cartesian co-ordinates are then functions of the generalised
co-ordinates, namely
xi = xi(q1, . . . qk),
yi = yi(q1, . . . qk),
zi = zi(q1, . . . qk).
This approach is advantageous as it incorporates the restrictions of the system while
using no more co-ordinates than are necessary to describe the position of the particles.
Using
x˙i =
k∑
j=1
∂xi
∂qj
q˙j ,
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we may write the total kinetic energy of the system as a function of the generalised
velocities, giving
T =
1
2
k∑
i=1
k∑
j=1
ai,j q˙iq˙j , (A.1.4)
for some constants ai,j . The Lagrangian, L(q, q˙; t), of the system thus becomes
L(q1, . . . , qn, q˙1, . . . , q˙n; t) = T (q˙1, . . . , q˙n; t)− V (q1, . . . , qn; t). (A.1.5)
As previously mentioned, we can use the principle of stationary action to calculate the
Lagrangian equations of motion. We have
δS = δ
∫ t2
t1
L(q, q˙; t) dt
=
∫ t2
t1
δL(q, q˙; t) dt
=
∫ t2
t1
(
∂L
∂q
· δq + ∂L
∂q˙
· δq˙
)
dt
=
∫ t2
t1
(
∂L
∂q
· δq− d
dt
(
∂L
∂q˙
)
· δq
)
dt
=
∫ t2
t1
(
∂L
∂q
− d
dt
(
∂L
∂q˙
))
· δq dt,
where the multiplication is via the dot product and both the derivatives and variations
are applied component wise. The step between the third and fourth line uses integration
by parts of the second term and the fact that the variations vanish on the boundary.
Referring back to equation (A.1.1), and as the variation δq is arbitrary we have
∂L
∂qj
− d
dt
(
∂L
∂q˙j
)
= 0, j = 1, . . . , k, (A.1.6)
which are the Lagrangian equations of motion also known as the Euler Lagrangian
equations. Similarly to Lagrangian mechanics, in Hamiltonian mechanics the dynamics
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of a system are described by a function called the Hamiltonian which is a function
of the generalised co-ordinates q, q˙. We proceed to define the Hamiltonian starting
with the Lagrangian function, this approach highlights the connection between the two
functions and allows us to see the properties of the Hamiltonian via simple comparisons.
Differentiating the Lagrangian with respect to time, using the chain rule we have
dL
dt
=
k∑
j=1
(
∂L
∂qj
q˙j +
∂L
∂q˙j
q¨j
)
=
k∑
j=1
(
d
dt
(
∂L
∂q˙j
)
q˙j +
∂L
∂q˙j
q¨j
)
=
d
dt
 k∑
j=1
∂L
∂q˙j
q˙j
 ,
where the second equality uses equation (A.1.6). It follows that
d
dt
 k∑
j=1
∂L
∂q˙j
q˙j − L
 = 0,
and hence
k∑
j=1
∂L
∂q˙j
q˙j − L = constant w.r.t. time.
This constant is defined as the Hamiltonian, H. Furthermore, we can show that generally
for standard physical systems the Hamiltonian is equal to the total energy of the system.
Noticing from (A.1.5) that L is seperable, that is L(q, q˙) = T (q˙)− V (q), so
∂L
∂q˙s
=
∂T
∂q˙s
=
1
2
k∑
i=1
k∑
j=1
(
ai,j
∂q˙i
∂qs
q˙j + ai,j q˙i
∂q˙j
∂qs
)
=
k∑
i=1
ai,sq˙i,
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we have
H =
k∑
j=1
∂L
∂q˙j
q˙j − L =
k∑
j=1
∂T
∂q˙j
q˙j − L
=
k∑
i=1
k∑
j=1
ai,j q˙iq˙j − L = 2T − (T − V )
= T + V,
which of course is the total energy of the system, E. This shows that for Hamiltonian
systems the energy is constant with respect to time, i.e. the systems are energy
conserving. To derive the equations of motion from the Hamiltonian, we introduce n
new variables pj(t) which are defined as p˙j = ∂L/∂qj (and hence pj = ∂L/∂q˙j). This
yields
dH = d
k∑
j=1
pj q˙j − dL
=
k∑
j=1
(q˙jdpj + pjdq˙j)−
k∑
j=1
(
∂L
∂qj
dqj +
∂L
∂q˙j
dq˙j
)
− ∂L
∂t
dt
=
k∑
j=1
(q˙jdpj + pjdq˙j)−
k∑
j=1
(p˙jdqj + pjdq˙j)− ∂L
∂t
dt
=
k∑
j=1
d(pj q˙j)−
k∑
j=1
(p˙jdqj + d(pj q˙j)− q˙jdpj)− ∂L
∂t
dt
=
k∑
j=1
(q˙jdpj − p˙jdqj)− ∂L
∂t
.
We also have
dH =
k∑
j=1
(
∂H
∂qj
dqj +
∂H
∂pj
dpj
)
+
∂H
∂t
dt,
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which upon comparison we see that
q˙j =
∂H
∂pj
, p˙j = −∂H
∂qj
,
∂L
∂t
= −∂H
∂t
. (A.1.7)
The above equations are what we call Hamilton’s equations of motion.
A.2 Canonical transformations and action-angle variables
When transforming from one set of co-ordinates to another it is often required that
certain properties of the system are preserved. A canonical transformation is one which
is area preserving and hence preserves the form of the Hamilton’s equation, i.e. preserves
the energy of the system. In this section we primarily follow the discussion in [135], see
also [74]. If we start with a system with one degree of freedom which has trajectories in
2-dimensional phase space measured by a set of co-ordinates p, q and wish to transform
to co-ordinates P , Q, then the areas of a region R in each representation are defined as
Ap,q =
∫ ∫
Rp,q
dqdp,
AP,Q =
∫ ∫
RP,Q
dPdQ,
where Ap,q, AP,Q, Rp,q and RP,Q are the areas and regions in each co-ordinate space
respectively. In general, the two integrals above are related by
∫ ∫
RP,Q
dPdQ =
∫ ∫
Rp,q
∂(P,Q)
∂(p, q)
dqdp .
Thus if the co-ordinate change is canonical, that is we have Ap,q = AP,Q, then the
transformation must satisfy
∂(P,Q)
∂(p, q)
=
∂Q
∂q
∂P
∂p
− ∂Q
∂p
∂P
∂q
= 1, (A.2.1)
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or of course equivalently
∂(p, q)
∂(P,Q)
=
∂q
∂Q
∂p
∂P
− ∂q
∂P
∂p
∂Q
= 1. (A.2.2)
It is clear that the two equations above are equivalent to requiring that the determinant
of the Jacobian transformation matrix is unity. Furthermore, if the Jacobian determinant
of a transformation from co-ordinates p, q to P , Q is equal to some constant, C 6= 1, then
we can take a new set of co-ordinates Q˜ = Q/C, P˜ = P for which the equations (A.2.1)
and (A.2.2) are satisfied, [135]. Of course, the reason for transforming from one set of co-
ordinates to another set is that the new set of co-ordinates make the dynamics easier to
understand. For the bounded motion of conservative Hamiltonian systems there exists a
set of co-ordinates in which the dynamics can be expressed in the simplest possible way,
these co-ordinates are known as action-angle variables (sometimes called angle-action
variables). More precisely, the action-angle variables (I, ϕ), are such that the action I,
depends solely on the energy and as such is not only constant along each phase curve
but each of the phase curves is uniquely labeled by the action. The angle variable ϕ,
is an angle in the true sense and increases by 2pi each time the curve is traced, thus it
is linear with respect to time and each point on the phase curve is labeled by a single
valued function of ϕ. From this description it is apparent that
I˙ =
∂H
∂ϕ
= 0, ϕ˙ =
∂H
∂I
= constant,
from which it follows that the Hamiltonian is a function of I only. One benefit of action-
angle variables is that the frequency of the system is immediately obvious without the
need to solve any equations of motion, that is, as ϕ˙ is constant, this constant must be
the frequency.
We now continue to outline a method for calculating the action-angle variables, which
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Figure A.1: A pictorial representation of the transformation from p,q co-ordinates to
action-angle variables. Note, the picture on the right could also be drawn as concentric
circles each with a fixed radius
√
2I and ϕ increasing by 2pi each time the curve is traced.
can be found in [74, 135]. We only consider Hamiltonians of the form
E = H(p, q) = p
2
2m
+ V (q), (A.2.3)
where V (q) is some periodic function of q. The area is then defined by
A(E) =
∮
p(q, E) dq =
∮ √
2m
(
E − V (q)) dq.
Clearly, there are three different cases that can occur, E is less than the maximum of
V (q), E is greater than the maximum of V (q) or E is equal to the maximum of V (q).
When E is less than the maximum of V (q) the system is in libration and the area can
be written as
A(E) =
∮
p(q, E) dq = 2
∫ q1
q0
√
2m
(
E − V (q)) dq, (A.2.4)
where V (q0) = V (q1) = E, see Figure A.2. In action-angle variables the area is given by
A(E) =
∫ 2pi
0
I dq = 2piI, (A.2.5)
which upon comparison with equation (A.2.4) we see that
I(E) =
1
pi
∫ q1
q0
√
2m
(
E − V (q)) dq. (A.2.6)
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Figure A.2: On the left is a representation of the area (shaded region) in (q, p) co-
ordinates and on the right the area in action-angle variables.
When E is greater than the maximum of V (q) the system rotates, although the basic
idea remains the same, now the phase curves are not closed and are either increasing or
decreasing. The area in action-angle variables has the same form as in (A.2.5) however
the area in p, q co-ordinates is now
A(E) =
∮
p(q, E) dq =
∫ 2pi
0
√
2m
(
E − V (q)) dq,
and thus
I(E) =
1
2pi
∫ 2pi
0
√
2m
(
E − V (q)) dq. (A.2.7)
The oscillating and rotating dynamics are separated by a separatrix, which occurs when E
equals the maximum of V (q), on which action-angle variables are not defined. Variables
separated by a separatrix are in general unrelated.
The angle variable can then be found in one of two ways, both of which, unlike
finding the action can be applied in exactly the same manner for both the rotational and
librational dynamics. The first method, which holds true for all systems, is to consider
two nearby phase curves of the action, say I and I + εI, and measure the area between
them, Aε, in both co-ordinate representations, which we then compare. The second
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method is most easily seen by example, and will be demonstrated later for the simple
pendulum in Appendix A.4. We begin the first method by finding the area between the
two phase curves in p,q co-ordinates,
Aε =
∫ q
0
p dq =
∫ q
0
p(q, I + εI)− p(q, I) dq = εI
∫ q
0
∂
∂I
p(q, I) dq + h.o.t,
and in the I, ϕ co-ordinates we have
Aε =
∫ ϕ
0
I + εI − I dϕ = εI
∫ ϕ
0
dϕ = εIϕ.
Then by simple comparison we find
ϕ =
∫ q
0
∂
∂I
p(q, I) dq. (A.2.8)
In many cases, including those of the pendulum system and cubic oscillator in Appendices
A.4 and A.5, the integrals involved in finding the action-angle variables are elliptic, and a
knowledge of elliptic integrals is required in order to evaluate the integrals and calculate
the co-ordinates. This brings us on to Appendix A.3
A.3 Elliptic integrals and the Jacobi elliptic functions
Here we review some basic knowledge about elliptic integrals and the Jacobi elliptic
functions, all of which may be found in the literature [44, 54, 107, 165]. In general any
integral of the form ∫
A(x) +B(x)
√
S(x)
C(x) +D(x)
√
S(x)
dx,
where A(x), B(x), C(x) and D(x) are polynomials in x and S(x) is a polynomial of
third or fourth degree is an elliptic integral. More simply put, an elliptic integral is
any integral
∫
R
(
x,
√
P (x)
)
dx where P (x) is a cubic or quartic polynomial in x with
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no repeated roots and R is a rational function of its arguments. Furthermore, without
loss of generality we may restrict ourselves to consider only the cubic polynomials, as
any polynomial P (x) of degree 2n can be written as a polynomial of degree 2n − 1,
using the transformation x = a + 1/y where a is a root of P (x), [83]. Conversely, we
may restrict ourselves to only consider polynomials of fourth degree, as any polynomial
P (x) of degree 2n − 1 may be transformed into a polynomial of degree 2n using the
transformation x = a+ 1/y where a is not a root of P (x). Then
√
P (x) =
1
yn
√
P1(y),
and hence ∫
R
(
x,
√
P (x)
)
dx =
∫
R1
(
y,
√
P1(y)
)
dy.
In the literature it is more common to consider P (x) as a polynomial of degree four. Some
early work on elliptic integrals was done by Fagnano [73] in relation to the rectification
of the arc of the lemniscate. This was later expanded by Euler, who derived an addition
theorem. Further work was done by Lagrange and Landen; however it was Legendre who
first systematically investigated elliptic integrals and showed that any elliptic integral
can, by linear transformations and reduction formula, be expressed as a finite sum of
elementary integrals and three fundamental elliptic integrals. These three fundamental
elliptic integrals, F(φ, k), E(φ, k), Π(n;φ, k), are now known as the incomplete elliptic
integrals of the First, Second and Third kinds respectively. As there is not a definite set
of notation used for elliptic integrals, which can create unnecessary confusion, we shall
make clear the terminology used throughout, which follows closely to that of Whittaker
and Watson [165]. The first through to third kinds of incomplete elliptic integrals are
defined as follows
F(φ, k) =
∫ φ
0
1√
1− k2 sin2 θ
dθ, (A.3.1)
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E(φ, k) =
∫ φ
0
√
1− k2 sin2 θ dθ, (A.3.2)
Π(n;φ, k) =
∫ φ
0
1
(1− n sin2 θ)
√
1− k2 sin2 θ
dθ. (A.3.3)
It is clear from the left-hand sides of the equations that incomplete elliptic integrals take
two arguments with the exception of the Third kind, which takes three. The argument
k is known as the elliptic modulus and in theory can take any complex value, however
in application it is usually confined to take values on the real line in the open region
(0, 1). When confined, the elliptic modulus can be thought of as a measure of the
eccentricity of the ellipse, taking k = 0 gives an arc of a perfect circle while k = 1
causes the ellipse to break. The complimentary modulus, k′ is defined by its relation
to k as k′ =
√
1− k2 and the complimentary elliptic integrals are defined as the elliptic
integrals of the complimentary elliptic modulus. The argument φ represents the Jacobi
amplitude also known as the amplitude angle and is normally restricted to take values
in [0, pi/2]. Finally, the parameter n in the Third elliptic integral is known as the elliptic
characteristic, however as knowledge of this is not required in the main body of the
thesis, the details of are not included here. Defining the change of co-ordinate y = sin θ
the three incomplete elliptic integrals can be expressed in another common form. Often
when expressed in this form, many books use the variable t = sin θ, however we have
chosen y so as to avoid confusion both here and throughout this thesis with time t. Under
this transformation, the three incomplete elliptic integrals are
F(φ, k) =
∫ sinφ
0
1√
(1− y2)(1− k2y2) dy, (A.3.4)
E(φ, k) =
∫ sinφ
0
√
1− k2y2√
1− y2 dy, (A.3.5)
Π(n;φ, k) =
∫ sinφ
0
1
(1− ny2)√(1− y2)(1− k2y2) dy. (A.3.6)
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As well as the incomplete elliptic integrals, we also have the complete elliptic integrals
which are found by fixing φ at its upper limit, that is φ = pi/2. The three types of
complete elliptic integrals are given by
K(k) =
∫ pi/2
0
1√
1− k2 sin2 θ
dθ =
∫ 1
0
1√
(1− y2)(1− k2y2) dy, (A.3.7)
E(k) =
∫ pi/2
0
√
1− k2 sin2 θ dθ =
∫ 1
0
√
1− k2y2√
1− y2 dy, (A.3.8)
Π(n; k) =
∫ pi/2
0
1
(1− n sin2 θ)
√
1− k2 sin2 θ
dθ
=
∫ 1
0
1
(1− ny2)√(1− y2)(1− k2y2) dy,
(A.3.9)
where we now use K(k) to denote the complete elliptic integral of the First kind out
of convention. The First and Second complete elliptic integrals can also be expanded
simply as an infinite power series as
K(k) =
pi
2
∞∑
n=0
[
(2n)!
22n(n!)2
]2
k2n,
E(k) =
pi
2
∞∑
n=0
[
(2n)!
22n(n!)2
]2 k2n
1− 2n.
The derivatives of the complete elliptic integrals with respect to their arguments can be
found in [107] and are stated below without proof.
dK(k)
dk
=
1
kk′2
(E(k)− k′2K(k)),
dE(k)
dk
=
1
k
(E(k)−K(k)),
∂Π(n; k)
∂n
=
1
2(k2 − n)(n− 1)
(
E(k) +
1
n
(k2 − n)K(k) + 1
n
(n2 − k2)Π(n, k)
)
,
∂Π(n; k)
∂k
=
k
n− k2
(
E(k)
k2 − 1 + Π(n, k)
)
.
(A.3.10)
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The idea of inverting an elliptic integral, to obtain what is known as an elliptic
function was first pioneered by Abel [1], Jacobi [94, 95] and Gauss independently of one
another. Later work was also conducted by Weierstrass, however the most commonly
used elliptic functions are those of Jacobi, known as the Jacobi elliptic functions. In
general, an elliptic function is any function f(u), which is analytic except at poles, has
no singularities other than poles for any finite value of u and is doubly periodic with
periods T1, T2 which are such that T1/T2 /∈ R.
The Jacobi elliptic function sn(u, k) is defined as the inverse of the incomplete elliptic
integral of the First kind. A very good and easy to read derivation of the elliptic functions
can be found in [44], here we will give a summary of the approach. We begin by defining
u as
u =
∫ x
0
1√
(1− y2)(1− k2y2) dy, (A.3.11)
where −1 ≤ x ≤ 1 and real. This characterises u as an odd function of x which increases
from 0 to K(k) as defined in (A.3.7) as x increases from 0 to 1 (or indeed decreases from
0 to −K(k) as x decreases from 0 to −1). By inverting equation (A.3.11) it is possible
to define x as a function of u, which increases from 0 to 1 as u increases from 0 to K(k),
this function we shall denote as sn(u, k).
x = sn (u, k), sn−1(x, k) = u.
From this derivation we can see that sn(u, 0) = sinu, which is perhaps made more clear
by comparing equations (A.3.4) and (A.3.11), where it may be seen that x = sinφ and
hence sn−1(sinφ) = u, sinφ = sn(u, k). Setting k = 0 we have
u =
∫ sinφ
0
1√
1− y2 dy = arcsin (sinφ)− arcsin 0 = φ,
hence sn(u, 0) = sinu. The other two main Jacobi elliptic functions are then defined
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using sn(u, k) as follows
cn(u, k) =
√
1− sn2(u, k), dn(u, k) =
√
1− k2 sn2(u, k). (A.3.12)
Similar to the circular functions (trigonometric functions) there are also composite
functions, which are
ns(u) =
1
sn(u)
, nc(u) =
1
cn(u)
, nd(u) =
1
dnu
,
sc(u) =
sn(u)
cn(u)
, sd(u) =
sn(u)
dnu
,
cs(u) =
cn(u)
sn(u)
, cd(u) =
cn(u)
dnu
,
ds(u) =
dn(u)
sn(u)
, dc(u) =
dn(u)
cn(u)
,
where we have admitted k to save on clutter. By simple rearrangement of (A.3.12) we
can derive the following identities
sn2(u) + cn2(u) = 1,
dn2(u)+k2 sn2(u) = 1,
k2 cn2(u) + k′2 = dn2(u),
cn2(u) + k′2 sn2(u) = dn2(u)
(A.3.13)
To find the derivatives of the Jacobi elliptic functions with respect to u we use equation
(A.3.11) coupled with the knowledge that x = sn(u, k). Thus
∂
∂u
sn(u, k) =
∂x
∂u
=
√
(1− x2)(1− k2x2) = cn(u, k) dn(u, k). (A.3.14)
From which, with the use of (A.3.12) we obtain
∂
∂u
cn(u, k) = − sn(u, k) dn(u, k),
∂
∂u
dn(u, k) = −k2 sn(u, k) cn(u, k).
(A.3.15)
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The derivatives of the Jacobi elliptic functions with respect to the parameter k can be
found in [107] as follows
∂
∂k
sn(u, k) =
1
k
u cn(u, k) dn(u, k) +
k
k′2
sn(u, k) cn2(u, k)− 1
kk′2
E(u, k) cn(u, k) dn(u, k),
∂
∂k
cn(u, k) = −1
k
u sn(u, k) dn(u, k)− k
k′2
sn2(u, k) cn(u, k) +
1
kk′2
E(u, k) sn(u, k) dn(u, k),
∂
∂k
dn(u, k) = −ku sn(u, k) cn(u, k)− k
k′2
sn2(u, k) dn(u, k) +
k
k′2
E(u, k) sn(u, k) cn(u, k).
Until now, we have restricted u to the interval [−K(k),K(k)]. We now show that sn(u, k)
can be extended for all u ∈ R and in fact u ∈ C. We give without proof, the addition
formulae for the Jacobi elliptic functions sn(u), cn(u) and dn(u)
sn(u+ v) =
sn(u) cn(v) dn(v) + sn(v) cn(u) dn(u)
1− k2 sn2(u) sn2(v) ,
cn(u+ v) =
cn(u) cn(v)− sn(u) sn(v) dn(u) dn(v)
1− k2 sn2(u) sn2(v) ,
dn(u+ v) =
dn(u) dn(v)− k2 sn(u) sn(v) cn(u) cn(v)
1− k2 sn2(u) sn2(v) .
(A.3.16)
Substituting v = K(k) into the above relations and using that sn(K) = 1, cn(K) = 0
and dn(K) = k′ (which can be seen from equation (A.3.12) taking the values u = 0 and
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u = K), yields
sn(u+ K) =
sn(u) cn(K) dn(K) + sn(K) cn(u) dn(u)
1− k2 sn2(u) sn2(K) =
cn(u)
dn(u)
,
cn(u+ K) =
cn(u) cn(K)− sn(u) sn(K) dn(u) dn(K)
1− k2 sn2(u) sn2(K) = −
k′ sn(u)
dn(u)
,
dn(u+ K) =
dn(u) dn(K)− k2 sn(u) sn(K) cn(u) cn(K)
1− k2 sn2(u) sn2(K) =
k′
dn(u)
.
Further substituting in u = K gives
sn(2K) = 0, cn(2K) = −1, dn(2K) = 1.
Similarly, by putting v = 2K and v = 4K into (A.3.16) and using our result above we
have
sn(u+ 2K) = − sn(u), sn(u+ 4K) = sn(u),
cn(u+ 2K) = − cn(u), cn(u+ 4K) = cn(u),
dn(u+ 2K) = dn(u),
which shows sn(u) and cn(u) to be periodic with period 4K and dn(u) to be periodic
with period 2K, allowing us to take any real value of u. In Figure A.3 the three Jacobi
elliptic functions are shown for the elliptic modulus k2 = 0.5. As mentioned previously,
elliptic functions are doubly periodic and by an analogous method we can also find the
complex periods. Doing so we find sn(u) to be periodic with period 2iK′, cn(u) to be
periodic with period 2K + 2iK′ and the period of dn(u) as 4iK′.
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Figure A.3: Plot of the Jacobi elliptic functions with k2 = 0.5 over the real axis. The
function cn(u, k) is in blue, sn(u, k) in red and dn(u, k) in black.
Finally, as it shall later be required in Chapters 5 and 6, we give the integral for the
square of the Jacobi elliptic function dn(u, k). This is found as
∫ x1
0
dn2(x, k) dx =
∫ sn(x1,k)
0
√
1− k2xˆ2√
1− xˆ2 dxˆ = E
(
sn(x1, k), k
)
,
from which using the identities (A.3.13) the squares of sn(u, k) and cn(u, k) can also
be simply computed. We also state the Fourier series expansions of the Jacobi elliptic
functions as
sn(u, k) =
2pi
kK(k)
∞∑
n=1
qn−1/2
1− q2n−1 sin
(
(2n− 1)piu
2K(k)
)
,
cn(u, k) =
2pi
kK(k)
∞∑
n=1
qn−1/2
1 + q2n−1
cos
(
(2n− 1)piu
2K(k)
)
,
dn(u, k) =
pi
2K(k)
2pi
K(k)
∞∑
n=1
qn
1− q2n cos
(
2npiu
2K(k)
)
,
where q is the nome, defined by
q = exp
(−piK(k′)
K(k)
)
.
A more in depth analysis of elliptic integrals and elliptic functions can be found in [44,
54, 107, 165] including details of Theta functions and alternate derivations, however the
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above is sufficient for the purpose of understanding the work contained in this thesis and
provides all the necessary tools, without unnecessary complication. In Chapters 5 and 6,
dashes are used to represent differentiation, hence, to avoid confusion the complimentary
elliptic modulus will be written as
√
1− k2 and not k′.
A.4 The simple pendulum
We consider the simple pendulum as an example to illustrate the techniques described
in the previous sections of this appendix, as well as carrying out calculations which
are referred to in the main body of the thesis. The simple pendulum is one of
the fundamental systems in classical mechanics and has attracted the interest of
mathematicians throughout history. The system is an example of an integrable system
and while itself is fully analytically understood, it acts as a gateway to perturbed systems
which we still could not hope to find general closed form solutions to. Two of the most
famous perturbations of the pendulum system are those of the pendulum with vertically
oscillating support and the pendulum with periodically varying length. In Chapters 5 and
6 we study both of these perturbations, however here we shall concentrate our analysis
on the system of the simple pendulum. The Lagrangian of the simple pendulum can be
found by considering the mechanics of the system and using the approach described in
Appendix A.1. The Lagrangian may then be written as
L(θ, θ˙) = 1
2
ml2θ˙2(t) +mlg cos θ(t),
where the dots represent derivative with respect to the unscaled time t. From the
Lagrangian we can find the Hamiltonian
E = H(θ, θ˙) = 1
2
ml2θ˙2(t)−mgl cos θ(t),
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and from either of which we can obtain the equation of motion
θ¨(t) +
g
l
sin θ(t) = 0. (A.4.1)
An equivalent equation of motion for the simple pendulum is
θ′′(τ) + α sin θ(τ) = 0, (A.4.2)
where the dashes represent derivative with respect to the scaled time τ . We shall proceed
using the system (A.4.2) in time τ as it will be advantageous when studying the perturbed
systems in Chapters 5 and 6. Here and henceforth unless otherwise stated, θ = θ(τ).
The Hamiltonian for the simple pendulum thus becomes
E = H(θ, θ′) = 1
2
(θ′)2 − α cos θ . (A.4.3)
Although using the angle θ and its time derivatives as the co-ordinates is perhaps the
most natural approach when choosing a co-ordinate system and calculating the equations
of motion for the pendulum, they do not describe the dynamics in the simplest possible
way. As mentioned in Appendix A.2, for the bounded motion of conservative Hamiltonian
systems it is possible to change into a canonical set of co-ordinates known as action-angle
variables. Rewriting the Hamiltonian (A.4.3) in standard Hamiltionian co-ordinates,
substituting q(τ) = θ, p(τ) = q′ = θ′, we have
E = H(p, q) = 1
2
p2 − α cos q. (A.4.4)
which is in the form of equation (A.2.3), as required for transforming into action-angle
variables. Rearranging equation (A.4.4) for p we obtain p = ±p(E, q), with
p(E, q) =
√
2(E + α cos q) =
√
2α(E0 + cos q),
where E0 = E/α. It is clear that there are two types of dynamics, oscillatory dynamics
when E0 < 1 and rotational dynamics when E0 > 1, separated by a separatrix where
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E0 = 1, for which no action-angle variables exist, see Appendix A.2. We treat the two
cases separately.
Librations
We first consider the case E0 < 1. The action variable is given by
I =
1
2pi
∮
pdq =
2
pi
√
2α
∫ q1
0
√
E0 + cos q dq =
8
pi
√
α
[
(k21 − 1)K(k1) + E(k1)
]
, (A.4.5)
where k21 = (E0 + 1)/2 and q1 = arccos(−E0). The functions K(k) and E(k) are the
complete elliptic integrals of the First and Second kinds respectively as described in
Appendix A.3.
The angle variable ϕ is found as
ϕ′ =
∂H
∂I
=
dE
dI
=
(
dI
dE
)−1
, (A.4.6)
where
dI
dE
=
d
dE
2
pi
∫ q1
0
√
E + α cos q dq =
2
pi
√
α
K(k1).
Hence we have
ϕ(τ) =
pi
2K(k1)
√
α(τ − τ0). (A.4.7)
Taking s = sin (q/2); then using equation (A.4.4) it is easy to show that
(s′)2 = α(1− s2) (k21 − s2) . (A.4.8)
Integrating using the Jacobi elliptic functions
s(τ) = k1 sn
(√
α(τ − τ0), k1
)
,
the expresssion can then be rearranged to achieve the following result:
q = 2 arcsin
[
k1 sn
(
2K(k1)
pi
ϕ, k1
)]
, p = 2k1
√
α cn
(
2K(k1)
pi
ϕ, k1
)
,
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Using equations (A.3.10), one obtains from (A.4.5)
∂I
∂k1
=
8
pi
k1K(k1)
√
α, (A.4.9)
a relation which is later used in Chapters 5 and 6.
Rotations
When the pendulum rotates we have
I =
1
2pi
∫ 2pi
0
pdq =
1
2pi
√
α
∫ 2pi
0
√
E0 + cos q dq =
4
k2pi
√
αE(k2), (A.4.10)
where we now let k22 = 2/(E0 + 1) = 1/k
2
1. The angle variable ϕ can similarly be found
using (A.4.6), where dI/dE is calculated as
dI
dE
=
d
dE
1
2pi
∫ 2pi
0
√
E + α cos q dq =
k2
pi
√
α
K(k2),
which hence gives
ϕ(τ) =
pi
K(k2)
√
α
(τ − τ0)
k2
. (A.4.11)
Using (A.4.8) and the definition of k2, for the rotating solutions we find that
s(τ) = sn
(√
α
(τ − τ0)
k2
, k2
)
,
and similarly, by simple rearrangement, we arrive at
q = 2 arcsin
[
sn
(
K(k2)
pi
ϕ, k2
)]
, p =
2
k2
√
α dn
(
K(k2)
pi
ϕ, k2
)
.
Using equations (A.3.10), in conjunction with (A.4.10) we obtain
∂I
∂k2
= − 4
pik22
K(k2)
√
α. (A.4.12)
which has been used to derive relations in Chapters 5 and 6.
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A result of calculating q(t) and p(t) in terms of the action-angle variables is that we
have found explicit solutions to the simple pendulum equation in the regions of phase
space for which the action-angle variables are valid. These solutions are extended for the
perturbed systems in Chapters 5 and 6.
Jacobian determinant
We now compute the entries of the Jacobian matrix, J , of the transformation to action-
angle variables, which will be used when considering the perturbed systems in Chapters
5 and 6. As a by-product we check that the determinant of J is equal to 1, that is
∂q
∂ϕ
∂p
∂I
− ∂q
∂I
∂p
∂ϕ
= 1. (A.4.13)
The derivative with respect to ϕ is straightforward in both the libration and rotation
case, however the dependence of p and q on the action I is less obvious. That said, the
dependence of p and q on k1 in the oscillating case and k2 in the rotating case is clear
and we know the relationship between I and k in both cases, hence the derivative of the
Jacobi elliptic functions can be calculated by using, see also [45]
∂
∂I
=
∂k
∂I
∂
∂k
+
∂u
∂I
∂
∂u
=
∂k
∂I
(
∂
∂k
+
∂u
∂k
∂
∂u
)
, (A.4.14)
where u is the first argument of the functions, i.e sn(u, k), etc. Then for the oscillations
we have
∂q
∂I
=
pi
4k1K(k1)
√
α
[
sn(·)
dn(·) +
2E(k1)ϕ cn(·)
pi(1− k21)
+
k21 sn(·) cn2(·)
(1− k21) dn(·)
− E(·) cn(·)
1− k21
]
,
∂p
∂I
=
pi
4k1K(k1)
[
cn(·)− 2E(k1)ϕ sn(·) dn(·)
pi(1− k21)
− k
2
1 sn
2(·) cn(·)
1− k21
+
E(·) sn(·) dn(·)
1− k21
]
,
∂q
∂ϕ
=
4k1K(k1) cn(·)
pi
,
∂p
∂ϕ
= −√α 4k1K(k1) sn(·) dn(·)
pi
,
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where (·) =
(
2K(k1)ϕ
pi , k1
)
. From the above it is easy to check that equation (A.4.13) is
satisfied. Similarly, for the rotations we have
∂q
∂I
= − pik
2
2
2K(k2)
√
α
[
ϕE(k2) dn(·)
pik2(1− k22)
+
k2 sn(·) cn(·)
1− k22
− E(·) dn(·)
k2(1− k22)
]
,
∂p
∂I
=
pik22
2K(k2)
[
dn(·)
k22
+
ϕE(k2) sn(·) cn(·)
pi(1− k22)
+
sn2(·) dn(·)
1− k22
− E(·) sn(·) cn(·)
1− k22
]
,
∂q
∂ϕ
=
2K(k2) dn(·)
pi
,
∂p
∂ϕ
= −√α 2k2K(k2) sn(·) cn(·)
pi
,
where (·) =
(
K(k2)
pi ϕ, k2
)
. It is once again easily checked from the above that (A.4.13) is
satisfied.
A.5 The forced cubic oscillator
In this section we calculate the action-angle variables for the forced cubic oscillator which
are used in Chapter 3. The system has Hamiltonian
H(y, x, t) = y
2
2
+ (1 + µf(ωt))
x4
4
, (A.5.1)
where (y, x) ∈ R2, µ ∈ R, ω ∈ R is the frequency of the drive and f is a 2pi-periodic
analytic function with zero average and ‖f‖∞ = 1. The phase space for the system is
R2 × Tω, with Tω = R/(2pi/ω)Z and the equations of motion for the system are
{
x˙ = y,
y˙ = −a(ωt)x3, a(t) := 1 + µf(t),
where the dots denote derivative with respect to the time t. For the unperturbed system
we focus explicitly on the case of low frequency forcing with ω = ε as in Section 3.2 and
calculate the Hamiltonian H0(I) in equation (3.12). For the high frequency regime it is
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assumed that the frequency is high enough that the system only experiences the average
of the forcing f at first order, thus the Hamiltonian H0(I) in (3.4) can be obtained by
setting a(t) = 1 in the following calculations. Using the methodology in Appendix A.2
we may write the action variable as
I =
1
pi
∫ x1
−x1
√
2E − a(εt)x
4
2
dx,
where ±x1 are the points where the integrand equals zero, hence 4E = a(εt)x41 and we
may write
I =
√
a(εt)√
2pi
∫ x1
−x1
√
x41 − x4 dx =
x21
√
a(εt)√
2pi
∫ x1
−x1
√
1−
(
x
x1
)4
dx.
Making the co-ordinate change x = x1xˆ we get
I =
x31
√
a(εt)√
2pi
∫ 1
−1
√
1− xˆ4 dxˆ,
then setting xˆ = cn(x1s, k) we arrive at
I =
x41
√
a(εt)√
2pi
∫ 2K(k)/x1
0
sn(x1s, k) dn(x1s, k)
√
1− cn4(x1s, k) ds.
If we fix k =
√
1/2 then the above may be written as
I =
x41
√
a(εt)√
2pi
∫ 2K/x1
0
sn(x1s) dn(x1s)
√
2 sn2(x1s) dn
2(x1s) ds
=
(
x41
√
a(εt)√
2pi
)(
2
√
2K
x1
)
〈sn2(x1s) dn2(x1s)〉,
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where 〈·〉 represents the average of the function. The average 〈sn2(sˆ) dn2(sˆ)〉 can be
calculated using the relations in Appendix A.3, see also [18].
〈sn2(sˆ) dn2(sˆ)〉 = −〈cn′(sˆ) sn(sˆ) dn(sˆ)〉 = 〈cn(sˆ)(sn(sˆ) dn(sˆ))′〉
=
〈
cn2(sˆ)
(
dn2(sˆ)− 1
2
sn2(sˆ)
)〉
= 〈cn2(sˆ)(1− sn2(sˆ))〉
= 〈cn2(sˆ)− (2 dn2(sˆ)− 1) sn2(sˆ)〉
= 〈cn2(sˆ) + sn2(sˆ)〉 − 2〈sn2(sˆ) dn2(sˆ)〉 = 1− 2〈sn2(sˆ) dn2(sˆ)〉,
(A.5.2)
where the dashes represent derivative with respect to sˆ. Hence 〈sn2(sˆ) dn2(sˆ)〉 = 1/3 and
we have
I =
1
3
(
x41
√
a(εt)√
2pi
)(
2
√
2K
x1
)
=
Tx31
√
a(εt)
3
=
T (4E)3/4a−1/4(εt)
3
,
where T = 2K/pi. Rearranging we have
H0(I, ϕ, t) = E = 1
4
(
3I
T
)4/3
a1/3(εt). (A.5.3)
and
x = x1xˆ =
(
4E
a(εt)
)1/4
cn
((
4E
a(εt)
)1/4
s
)
=
(
3I
T
)1/3
a−1/6(εt) cn(Tϕ), (A.5.4)
where ϕ = (3I/T )1/3a−1/6(εt)s/T so x is periodic in ϕ with period 2pi.
High frequency perturbed Hamiltonian
We now give details of the calculation for the perturbed Hamiltonian H1 in equation
(3.4). We first calculate the time derivative of the unperturbed angle from (A.5.3) with
a(t) = 1 which gives
ϕ˙ =
(
dI
dE
)−1
=
1
T
(
3I
T
)1/3
. (A.5.5)
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Then using equations (A.5.1), (A.5.4) and (A.5.5) we may calculate x˙, y˙ as
{
y = x˙ = − (3IT )2/3 sn(Tϕ) dn(Tϕ),
y˙ = −(1 + µf) (3IT ) cn3(Tϕ). (A.5.6)
Then, the angle variable of the perturbed system satisfies
ϕ˙ =
∂y
∂I
x˙− ∂x
∂I
y˙
=
2
T
(
3I
T
)1/3
sn2(Tϕ) dn2(Tϕ) +
1
T
(1 + µf(t))
(
3I
T
)1/3
cn4(Tϕ)
=
1
T
(
3I
T
)1/3
+ µf(t)
(
3I
T
)1/3
cn4(Tϕ).
(A.5.7)
where we have used cn4(·) = 1 − 2 sn2(·) dn2(·), see Appendix A.3. Integrating (A.5.7)
with respect to I we obtain
H(I, ϕ, t) = H0(I) + µH1(I, ϕ, t) = 1
4
(
3I
T
)4/3
+
µ
4
f(t)
(
3I
T
)3/3
cn4(Tϕ),
which is as in equation (3.4).
Low frequency perturbed Hamiltonian
The low frequency regime follows a similar approach to the high frequency regime, with
a := a(εt). The unperturbed Hamiltonian H0 is given by equation (A.5.3) so that the
unperturbed angle variable satisfies
ϕ˙ =
1
T
(
3I
T
)1/3
a1/3(εt). (A.5.8)
Using equations (A.5.1), (A.5.4) and (A.5.8) we have
{
y = x˙ = − (3IT )2/3 a1/6(εt) sn(Tϕ) dn(Tϕ)− ε6 (3IT )1/3 a˙(εt)a−7/6(εt) cn(Tϕ),
y˙ = − (3IT ) a1/2(εt) cn3(Tϕ).
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Hence the perturbed angle variable satisfies
ϕ˙ =
1
T
(
3I
T
)1/3
a1/3(εt) cn4(Tϕ) +
3ε
6T
a˙(εt)a−1(εt) sn(Tϕ) cn(Tϕ) dn(Tϕ) +O (ε2) ,
which may be integrated with respect to I to obtain
H(I, ϕ, εt) = H0(I) +H1(I, ϕ, t)
=
1
4
(
3I
T
)4/3
a1/3(εt) +
ε
6
(
3I
T
)
a˙(εt)a−1(εt) sn(Tϕ) cn(Tϕ) dn(Tϕ) +O (ε2) ,
as in equation (3.12).
Co-ordinate transformation (3.13)
We now wish to transform the co-ordinates to those in (3.13) , so that the Hamiltonian
(3.12) becomes A(p, q, s) as in equation (3.14). We begin by setting
p = H0(I, ϕ, t) +O(ε), q = t, s = ϕ
so that q˙ = 1 and s˙ = ϕ˙ = ∂IH = ∂IH0 +O(ε). In the new co-ordinates we have
∂pA = dq
ds
= q˙
dt
ds
=
1
s˙
= T
(
3I
T
)−1/3
a−1/3(εq) +O(ε).
Using the relation
I =
T
3
(4p)3/4a−1/4(εq) +O(ε),
we have
∂pA = T (4p)−1/4a−1/4(εq) +O(ε),
which we integrate with respect to p to obtain
A(p, q, s) = A0(p, q, s) + εA1(p, q, s),
A0 = T (4p)
3/4
3
(
a(εq)
)1/4 ,
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which is as in equation (3.14). The final change of co-ordinates to obtain the Hamiltonian
in (3.15) is defined by the usual action-angle variable procedure, using equation (A.2.7)
in Appendix A.2.
A.6 Introduction to KAM theory
In 1954 the Russian mathematician Andrey N. Kolmogorov wrote a letter to the
International Congress of Mathematicians concerning tori of integrable Hamiltonian
systems which still exist when the Hamiltonian is perturbed away from an integrable
one. The point of the letter was that the motion of perturbed Hamiltonian systems may
be shown to remain bounded under certain criteria. Later the same year Kolmogorov
sketched a proof of his theory in [101]. Since then a considerable amount of work has been
carried out extending and sharpening Kolmogorov’s ideas. Much of the early work was
completed by Kolmogorov’s student Vladimir I. Arnold [8, 9, 10] and Ju¨rgen K. Moser
[124, 125], to which we now owe the name KAM theory. In this section we introduce
the basic ideas of KAM theory, which are used in Chapter 3 where it is applied to
Hamiltonian systems which have either a high or low frequency perturbation. The book
by H. Scott Dumas [72] provides a very accessable look at KAM theory, explaining the
ideas, history and application. Another pedagogical approach is given in Ju¨rgen Po¨schel
[137]. More mathematical (yet still readable) approaches may be found in the lecture
notes by Rafael de la Llave [69] and C. Eugene Wayne [166], see also [47, 138].
Consider a smooth (or analytic) completely integrable n-degree-of-freedom
Hamiltonian system h, in action-angle variables (I, ϕ) valid in a region U of phase space.
We saw in Appendix A.2 that the Hamiltonian only depends on the action and we may
write h = h(I). We then wish to add a perturbation to our integrable system h in the form
of a smooth (or analytic) function of both actions and angles which we write as εf(I, ϕ, ε),
where ε > 0 represents a smallness factor. This gives us a perturbed Hamiltonian system
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(also called nearly integrable Hamiltonian or quasi-integrable Hamiltonian)
H(I, ϕ, ε) = h(I) + εf(I, ϕ, ε), (A.6.1)
with (I, ϕ, ε) ∈ Rn×Tn×R. Prior to KAM theory, the case ε = 0 was understood but as
soon as ε became positive very little was known and such systems were conjectured to be
ergodic2. KAM theory shows that, although positive ε immediately breaks integrability
in the classical (19th century) sense3, there is a gradual disruption of integrability as ε
increases away from zero.
One method to find out if a Hamiltonian is integrable is to look for a smooth canonical
change of co-ordinates (I, ϕ) → (J, φ) such that in the new action-angle variables
(J, φ) the Hamiltonian depends only on J , that is H(I, ϕ, ε) → K(J). This approach
was developed in the 19th century, largely by C.G.J Jacobi. As the perturbation in
(A.6.1) is O(ε), we expect the change of co-ordinates to be O(ε)-close to the identity
transformation. The change to the new action-angle variables may be achieved using the
Lie series method. The method involves looking for a generating function χ = χ(J, φ)
which is inserted into the left of the Poisson bracket4 {, } to make a ‘Liouville operator’
denoted by Lχ. The Liouville operator acts on sufficiently smooth phase-space functions
as Lχ(H) = {χ,H}. To create a near-identity change of co-ordinates we define the
operator
eεLχ = I+ εLχ +O(ε2).
This co-ordinate change acts on the Hamiltonian H = h + εf to give a transformed
2All measurable sets that are invariant under the flow are either negligable or of full measure.
Intuitively, an ergodic flow moves almost all sets all over the place. Any system that is ergodic is
non-integrable, but the converse is not necessarily true.
3A Hamiltonian system with n degrees of freedom is completely integrable if it has n constants of
motion f1, . . . , fn which are independent and the Poisson bracket {fi, fj} ≡ 0 for all i,j. An older
meaning of the word integrable applied to systems which could be solved explicitly.
4In Hamiltonian mechanics the Poisson bracket is a binary operation. Given a phase space M with
canonical co-ordinates (q1, . . . , qn, p1, . . . , pn) and two functions f , g of class C
1 which map M → R,
the Poisson bracket is defined as {f, g} = ∑nk=1 ( ∂f∂pk ∂g∂qk − ∂g∂pk ∂f∂qk ). The Poisson bracket characterises
canonical transformations which map canonical co-ordinate systems into canonical co-ordinate systems.
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Hamiltonian K(J, φ, ε) given by
K = eεLχH = H+ εLχ(H) +O(ε2).
Expanding terms explicitly we can re-write the above as
K(J, φ, ε) = h(J) + εf(J, φ) + ε{χ, h}(J, φ) +O(ε2), (A.6.2)
from which it is clear that, in order for the transformed Hamiltonian K to depend only
on the action J , at first order in ε we require f + {χ, h} = 0 and hence
f(J, φ) = −
n∑
k=1
∂χ
∂φk
∂h
∂Jk
. (A.6.3)
Note that the second half of the Poisson bracket is missing as h does not depend on
the angles φ. The aim is to solve equation (A.6.3) to find the generating function χ.
Expanding both f and χ in Fourier series, we may write
f(J, φ) =
∑
k∈Zn
fˆk(J)e
2piik·φ, χ(J, φ) =
∑
k∈Zn
χˆk(J)e
2piik·φ, (A.6.4)
which upon substituting into (A.6.3) and using the fact that the frequency ω(J) = ∂h/∂J ,
see Appendix A.2, we arrive at
∑
k∈Zn
fˆk(J)e
2piik·φ = −2pii
∑
k∈Zn
χˆk(J)k · ω(J)e2piik·φ.
Formally solving for the Fourier coefficients χˆ we get
χˆk(J) =
−fˆk(J)
2piik · ω(J) . (A.6.5)
It does not require one to look closely at the equation (A.6.5) to notice that when k = 0
the denominator of the right-hand side is zero. By itself this does not pose too much of a
problem, since f0(J)e
2pii0·φ = f0(J) is the only term in the Fourier series of f that never
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has any dependence on φ, thus we may redefine χˆ0 ≡ 0. However there could be other
‘zero divisors’ in the right-hand side where k · ω(J) = 0. This brings us on to resonant
and nonresonant tori.
Resonant and nonresonant tori
To understand the idea of resonant and nonresonant tori it is easiest to pick a single 2-
dimensional torus (i.e. consider a system with 2-degrees of freedom described by variables
(I1, I2, ϕ1, ϕ2) and fix the actions I1 and I2 to be constant) on which the flow is described
by the angle variables (ϕ1, ϕ2). The frequency of the flow on the torus is then ω =
(ω1, ω2). A 2-dimensional torus may be cut open and unwrapped to form a topological
square, as shown in Figure A.4. When the flow crosses over the edge of the square, it
appears on the opposite side. It is clear that the flow in the interior of the square is
linear with fixed gradient ω2/ω1. There are two cases which may arise:
1. ω2/ω1 is a rational number, in which case the flow eventually returns to the point
where it started; that is the flow is periodic.
2. ω2/ω1 is an irrational number and the flow never returns to the same point, but
instead fills the torus more and more densely as time increases.
In the first instance where ω2/ω1 is a rational number it is easy to see that aω1 +bω2 = 0
is satisfied for some nonzero integers a, b. In the case where ω2/ω1 is an irrational number
the equation aω1 + bω2 = 0 is only satisfied when a = b = 0. This generalises to flows on
n-dimensional tori with frequency ω = (ω1, . . . , ωn) as follows: Consider the equation
k · ω = 0, (A.6.6)
where k = (k1, . . . , kn) is an n-dimensional vector with integer components, i.e. k ∈ Zn.
Either equation (A.6.6) has at least one nonzero solution k and we say that the frequency
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Figure A.4: A representation of a 2-dimensional torus unfolded as a topological square. Opposite
edges of the square correspond to one another with the arrows pointing in the same direction. In
the square, the flow on the torus appears linear with direction vector ω = (ω1, ω2) and gradient
ω2/ω1.
ω is resonant or the only solution is k = (0, 0, . . . , 0) and we say it is nonresonant. As
the frequency ω = ω(I) depends solely on the action variables (which uniquely define the
tori), the terms resonant and nonresonant also apply to the flow and the torus on which
it resides.
Returning to equation (A.6.5), we find that the right-hand side has zero divisors for
every resonant torus, which are dense in phase space for nondegenerate systems (the
resonant and nonresonant tori occupy the phase space in the same way that the rational
and irrational numbers occupy the real line). The result is that we are not able to define
a change of co-ordinates using (A.6.5) on any domain which is open or contains any
nonempty open subsets. Removing the portions of phase space for which zero-divisors
occur it is still possible that the divisors become arbitrarily small. Hence even on the
part of phase space from which all zero-divisors have been removed, we are unable to
ensure the convergence of the Fourier series for χ using the coefficients defined in equation
(A.6.5). This brings us on to the problem of small divisors.
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The small divisor problem and diophantine conditions
In 1942, Carl Ludwig Siegel was working on a problem left over from the research of E.
Schro¨dinger and H. Poincare´, which involved a small divisor problem. Siegel solved this
problem in [151] and became the first researcher to successfully overcome small divisors.
The techniques that Siegel used may be adapted and applied to KAM theory in the
following way: in order for the Fourier series (A.6.4) for χ to converge, we require the
Fourier coefficients χˆk in equation (A.6.5) to decay rapidly enough. Siegel knew that the
Fourier coefficients fˆk = fˆk(J) of a smooth or analytic function f decay rapidly (faster
than polynomially) as their index is increased. More specifically we may write5
||fˆk||B ≤ C|k|b ,
where C > 0 and the exponent b > 0 can be made as large as desired by taking sufficiently
smooth f . The notation ||fˆk||B represents the uniform norm (also called the supremum
norm) of fˆk over a closed, bounded set of J values, B, i.e. ||fˆk||B = maxJ∈B |fˆk(J)|, and
|k| = ∑ni=1 ki. It therefore remains to be shown that the divisor on the right-hand side
of equation (A.6.5) remains sufficiently large on some nonempty set of J values which
intersects with B. The following definition is given in [69], see also [46, 47] for more
details.
Definition A.1 A number α is called Diophantine of type (σ, ν) for σ > 0 and ν ≥ 1 if
∣∣∣∣α− pq
∣∣∣∣ > σ|q |1+ν (A.6.7)
for all p/q ∈ Q. We denote the set of numbers which satisfy (A.6.7) by Dα(σ, ν).
When considering a frequency vector ω = (ω1, ω2) ∈ R2, we slightly modify Definition
A.1 and say that ω is Diophantine if equation (A.6.7) is satisfied with α replaced by
5In fact the Fourier coefficients of an analytic function f may be shown to decrease even more quickly,
satisfying ||fˆk||B ≤ Ce−b|k| for suitable C, b > 0
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ω2/ω1. We may generalise for frequencies of higher dimensional flows ω ∈ Rn, with
n ≥ 2 in which case the Diophantine condition (A.6.7) becomes
|k · ω| ≥ σ|k|m ∀k ∈ Z\{0}, (A.6.8)
where again σ > 0 and m > 0. The set of Diophantine frequencies is then
Dω(σ,m) =
{
ω ∈ Rn| for each nonzero k ∈ Zn, |k · ω| ≥ σ|k|m
}
.
The set Dω(σ,m) is a union of closed half-lines6 in the sense that if ω ∈ Dω(σ,m), then
for all s ≥ 1 we have sω ∈ Dω(σ,m), [46]. In 2-dimensions, we are able to visualise
Dω(σ, ν) as the plane R2 with linear strips removed. For each inequality |k ·ω| ≥ σ|k|−m
a linear strip is removed between the two parallel lines k · ω = ±σ|k|−m (i.e the strip
where |k ·ω| < σ|k|−m), lying on opposite sides and equidistant from the origin. Once all
the strips have been removed, the remaining set is a union of closed half-lines pointing
towards the origin. An illustration of this is shown in [46]. Form > n−1, the setDω(σ,m)
is nonempty provided σ > 0 is small enough7. In fact we have that the set of invariant
tori in phase space leaves out a set of measure O(√ε), [138]. Furthermore, provided
the unperturbed Hamiltonian h(J) is nondegenerate8, the frequency map ω(J) = ∂h/∂J
preserves the basic structure of the frequencies when mapping back to the actions, thus
the corresponding set of J values
DJ(σ,m) =
{
J ∈ Rn| for each nonzero k ∈ Zn, |k · ω(J)| ≥ σ|k|m
}
6A half-line is given by A = {x ∈ Rn| ∀t > 0, x = x0 + t(a − x0)} for some starting point x0 and
constant a.
7Dω(σ,m) = ∅ for m < n−1 and is nonempty but has zero measure for m = n−1, see [137]. Although
almost all frequencies are strongly nonresonant provided m > n − 1, it is not true that almost all tori
survive a perturbation εf , however small ε is chosen. This is because the parameter σ in (A.6.8) restricts
the perturbation through the condition ε  σ2, hence σ  √ε, [137]. A consequence of this is that σ
may not be varied, but must instead be fixed in advance.
8Nondegeneracy is a condition on the frequency map I → ω. Kolmogorov’s nondegeneracy condition
is: det ∂ω/∂I = ∂2h/∂I2 6= 0, i.e. the map I → ω is a local diffeomorphism.
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is also nonempty. The sets Dω(σ,m) and DJ(σ,m) are Cantor-like in the sense that they
have empty interior, i.e. they contain no nonempty open sets. We now consider J values
in the set S = DJ(σ,m) ∩ B, on which the coefficients χˆk for k > 0 satisfy
||χˆk||S =
∣∣∣∣∣
∣∣∣∣∣ fˆk(J)2piik · ω(J)
∣∣∣∣∣
∣∣∣∣∣
S
≤ C
2piσ|k|b−m .
If f is chosen smooth enough that b−m > n, then on the set S the Fourier coefficients
χˆk decay fast enough to get absolute convergence of the Fourier series for χ in equation
(A.6.4), i.e. ∑
k∈Zn\{0}
||χˆk||S ≤ C
2piσ
∑
k∈Zn\{0}
|k|m−b <∞.
As a result, on the set S the transformation eεLχ is defined and we eliminate the φ
dependence of equation (A.6.2) at order ε.
Iterating the process
Having shown that it is possible to construct a transformation of the co-ordinates on
a nonempty set, so that the Hamiltonian is of the form H1 = h1(J1) + ε2f1(J1, φ1, ε),
we may iterate the process so that the dependence on the angle variable is removed at
every order. If we iterate in a regular manner, solving the homological equation at order
εl at the l-th step, we may expect that after n steps the Hamiltonian will have been
transformed to integrable form through O(εn), i.e.
Hn(Jn, φn, ε) = hn(Jn) + εn+1fn(Jn, φn, ε).
However this is problematic as the distance of the actions Jn from the original actions
I, is |I − Jn| which may be up to O(εn+1). Similarly the frequency ω(Jn) will be
comparatively close to the frequency ω(I). The consequence is that the frequency can
move too close to resonance, causing the Diophantine condition (A.6.8) to eventually fail
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to be satisfied. To solve the problem Kolmogorov adapted Newton’s method [102, 9], so
that the transformed Hamiltonian after the n-th step is of the form
Hn(Jn, φn, ε) = hn(Jn) + (εs)n fn(Jn, φn, ε),
with s > 1. In turn |I − Jn| is O(εαn). This rapid convergence coupled with the
Diophantine condition allows us to overcome the small divisors at all orders of ε and
transform the Hamiltonian into the integrable form
H∞ = h∞(J∞, ε),
for any J ∈ DJ(σ,m). We may then state the following result, see also [72, 137]:
Theorem A.1 KAM Theorem. Let (I, ϕ) = (I1, . . . , In, ϕ1, . . . , ϕn) be action-angle
variables for the smooth completely integrable Hamiltonian h : M → R with n ≥ 2 degrees
of freedom. Assume h is nondegenerate, and let ε ∈ R+ be a small parameter. Then for
any smooth perturbation εf(I, ϕ, ε) there exists a threshold value ε0 such that whenever
||εf ||M < ε0, the perturbed Hamiltonian H(I, ϕ, ε) = h(I) + εf(I, ϕ, ε) has a nonempty
set of invariant n-dimensional KAM tori in its phase space. On each invariant torus
the flow of H is quasiperiodic with highly nonresonant frequency. Furthermore the set is
large in that its measure becomes full as ε→ 0.
There are several different versions of the KAM theorem which are suited to different
applications, see for example [47, 166, 8, 10, 138]. In Chapter 3, we also utilise Moser’s
twist theorem which is applicable to maps. A map can be created by integrating the
equations over one cycle of the forcing; in the work in Chapter 3 this is 2pi. Doing so we
obtain an unperturbed system of the form
ϕ1 = ϕ+ 2piΩ(I), I1 = I (A.6.9)
where ϕ = ϕ(0), ϕ1 = ϕ(2pi), I = I(0) and I1 = I(2pi). The parameter Ω(I) corresponds
to the amount of twist in one application of the map, i.e. the frequency, and we require
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dΩ/dI ≡ Ω′ > 0 in the region a ≤ I ≤ b. We may assume a ≥ 0 since if a is negative we
can translate the variable I. This map, M0, on the annulus D = {0 ≤ a ≤ I ≤ b, 0 ≤
Ω ≤ 2pi}, keeps each circle invariant, simply rotating the points of the circle round in a
counter clockwise direction, through the angle 2piΩ(I). Clearly M0 is area preserving,
since the map is derived from a Hamiltonian system.
If we now consider the perturbed system, then our perturbed map Mε, can be written
as
ϕ1 = ϕ+ 2piΩ(I) + εf(I, ϕ, ε),
I1 = I + εg(I, ϕ, ε),
(A.6.10)
where f(I, ϕ, 0) = g(I, ϕ, 0) = 0, Ω′ > 0, I ∈ D, Ω(I) is smooth, and f , g are smooth in
all variables and periodic in ϕ with period 2pi. Again Mε is area preserving and we have
the following theorem due to Moser, see [30, 52]
Theorem A.2 Moser’s Twist Theorem Assume f , g and Ω are Cj, j ≥ 5, and
|Ω′(I)| ≥ ν > 0 on A. Then there exists a δ(µ,Ω(I)) > 0 such that if
sup
(I,ϕ)∈D
{||f ||j + ||g||j} < νδ,
then Mµ possesses an invariant curve γµ of the form
I = c+ u(ψ), ϕ = ψ + v(ψ)
in D, where u,v ∈ C1, are periodic of period 2pi, and ||u||1 + ||v||1 < ε, a < c < b. The
induced map on γε is given by
ϕ→ ϕ+ 2piΩ,
where Ω is irrational, and satisfies the infinite set of inequalities
∣∣∣Ω− n
m
∣∣∣ ≥ βm−α
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for some β, α > 0, and all integers m, n > 0. Each choice of Ω satisfying the above
(diophantine) condition in the range of Ω(I) gives rise to such an invariant curve.
A.7 Averaging systems
In this section we give a brief introduction to an averaging theorem for ODE systems,
which is applied in Chapter 3. There is more than one variation on the theorem, see for
example [87, 129, 130]. Consider systems of the form
x˙ = εf(x, t, ε), (A.7.1)
where x ∈ U ⊆ Rn, 0 ≤ ε 1, the dot denotes derivative with respect to time t and the
function f : Rn ×R×R+ → Rn is Cm smooth for m ≥ 2, bounded on bounded sets and
periodic in t with period T > 0. The corresponding averaged system is defined as
y˙ =
ε
T
∫ T
0
f(y, t, 0) dt = εf¯(y). (A.7.2)
For the systems (A.7.1) and (A.7.2) we state the following theorem, as given in [85];
Theorem A.3 (The averaging theorem) There exists a Cm change of co-ordinates
x = y + εw(y, t, ε) under which equation (A.7.1) becomes
y˙ = εf¯(y) + ε2f1(y, t, ε),
where f1 is of period T in t. Moreover
1. If x(t) and y(t) are solutions of (A.7.1) and (A.7.2) with initial conditions x0 and
y0 respectively, at t = 0, and |x0 − y0| = O(ε), then |x(t)− y(t)| = O(ε) on a time
scale t ∼ 1/ε.
2. If yp is hyperbolic fixed point of (A.7.2) then there exists ε0 > 0 such that, for all
0 < ε < ε0 equation (A.7.1) possesses a unique periodic orbit xε(t) = yp +O(ε) of
the same stability type as yp.
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3. If xs ∈W s(xε) is a solution of (A.7.1) lying in the stable manifold of the hyperbolic
periodic orbit xε(t) = yp +O(ε), ys ∈ W s(yp) is a solution of (A.7.2) lying in the
stable manifold of the hyperbolic fixed point yp and |xs(0) − ys(0)| = O(ε), then
|xs(t)− ys(t)| = O(ε) for t ∈ [0,∞). Similar results apply to solutions lying in the
unstable manifolds on the time interval t ∈ (−∞, 0].
A proof of Theorem A.3 is given in [85], see also [87].
Example A.1 Cubic Oscillator
As an example we consider the system of a parametrically forced cubic oscillator,
described by {
x˙1(t) = εx2(t),
x˙2(t) = −ε(1 + sin(t))x31(t),
which is in the form x˙ = εf(x, t, ε) = εf¯(x)+εf˜(x, t, ε) where x = (x1, x2). We transform
to the co-ordinates u = (u1, u2) with u2 = u˙1 defined by the transformation x = u +
εw(u, t, ε), and hence
u˙ = x˙− εw˙ − εDuw.
Expanding the above we have
u˙1 = x˙1 − εw˙1 − εDuw1 = ε(u2 + εw2)− εw˙1 − εDuw1,
u˙2 = x˙2 − εw˙2 − εDuw2,
= −ε(u1 + εw1)3 − ε(u1 + εw1)3 sin(t)− εw˙2 − εDuw2.
We then choose w˙ such that the forcing terms are of O(ε2) or higher, that is, we wish to
cancel out the terms of O(ε). This motivates the choice
w˙ =
(
0
−u31 sin(t)
)
, w =
(
0
u31 cos(t)
)
+
(
wˆ1(u, ε)
wˆ2(u, ε)
)
,
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and setting wˆ = 0 we obtain the system
{
u˙1 = εu2 + ε
2u31 cos(t) +O(ε3),
u˙2 = −εu31 − ε23u21u2 cos(t) +O(ε3).
To push the forcing term to O(ε3), we repeat the averaging process, defining a new co-
ordinate transformation u = q + εs(q, t, ε). The process follows the same structure and
we arrive at the system given by
q˙1 = u˙1 − εs˙1 − εDqs1q˙
= ε(q2 + εs2) + ε
2(q1 + εs1)
3 cos(t)− εs˙1 − εDqs1q˙,
q˙2 = u˙2 − εs˙2 − εDqs2q˙
= −ε(q1 + εs1)3 − 3ε2(q1 + εs1)2(q2 + εs2) cos(t)− εs˙2 − εDqs2q˙.
Again we wish to find s so as to eliminate the forcing terms at O(ε2). It may be checked
that taking
s = ε
(
q31 sin(t)
−3q21q2 sin(t)
)
,
we eliminate the O(ε2) terms and arrive at the equations of motion
{
q˙1 = εq2 − ε36q21q2 sin(t) +O(ε4),
q˙2 = −εq31 − ε3
[
6q51 sin(t) + 6q1q
2
2 sin(t)
]
+O(ε4).
It is possible to repeat the process up to n times where n ∼ 1/ε so that the perturbation
terms only appear at O(εn+1), [130]. Furthermore, in [130] A.I. Neishtadt showed that
there exists a real analytic change of co-ordinates such that the perturbation terms decay
exponentially, in particular as C exp(−c/ε) for positive constants c and C.
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A.8 A discussion of stability
Here we introduce some definitions of stability and discuss their relevance in context of
the work throughout the thesis. Consider the system
x˙ = f(x, t), (A.8.1)
where x = (x, x˙). We begin by discussing the stability of solutions in the phase plane,
that is, to perturbations in initial conditions. Later the ideas are extended to structural
stability, which is concerned with perturbations of the system itself. One of the most
basic definitions of stability in the phase plane is due to Aleksandr Lyapunov, and is so
named Lyapunov stability [141].
Definition A.2 (Lyapunov stability) A solution x1(t) of (A.8.1) is Lyapunov stable
if for each ε > 0 and t0 ∈ R there exists δ = δ(ε, t0) > 0 such that if x2(t) is a solution
of (A.8.1) and |x1(t0)− x2(t0)| < δ then |x1(t)− x2(t)| < ε for all t ≥ t0.
In particular, consider a fixed point p0 in the (x, x˙) plane (also called equilibrium point)
of the system (A.8.1). The fixed point is said to be Lyapunov stable if by choosing any
initial conditions sufficiently close to p0 (inside a δ-ball) the resulting trajectory remains
inside some small neighbourhood of p0 (inside a ε-ball) as t → ∞. For linear systems
there is an equivalent definition of stability, which is given in Appendix A.9. If a solution
is not Lyapunov stable, it is said to be Lyapunov unstable. In the definition A.2 of
Lyapunov stability, the parameter δ depends not only on ε, but also on the initial time
t0. If δ depends only on ε and not on the initial time t0, then the solution is uniformly
stable. More precisely we have
Definition A.3 (uniform stability) A solution x1(t) of (A.8.1) is uniformly stable if
for each ε > 0 there exists δ = δ(ε) > 0 such that if x2(t) is a solution of (A.8.1) and
|x1(t0)− x2(t0)| < δ for some t0 ∈ R then |x1(t)− x2(t)| < ε for all t ≥ t0
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From the definition A.2, it may seem that if a solution is not Lyapunov stable, then nearby
solutions diverge as time increases. If the solution x1 is a fixed point then the curves of
nearby solutions diverge when mapped into the phase plane (x, x˙). However if x1 is a
periodic orbit, then it may not be the case that the curves diverge, only the location of
the solution at particular points in time. This prompts the following definition, which
becomes equivalent to Lyapunov stability if the solution x1 is an equilibrium point.
Definition A.4 A solution x1(t) of (A.8.1) is orbitally stable if for every ε > 0 there
exists δ = δ(ε) > 0 such that if x2(t) is a solution of (A.8.1) and |x1(t0) − x2(t1)| < δ
for some t0, t1 ∈ R, then ⋃
t≥t1
x2(t) ⊆
⋃
t≥t0
B(x1(t), ε).
The following example illustrates the difference between orbital stability and Lyapunov
stability.
Example A.2
Consider the system
φ˙ = Ω(r), r˙ = 0,
where Ω(r) is a function of the radius r which may be thought of as the frequency. If we
pick any circle of the system we find that it is not Lyapunov stable, since nearby solutions
move with different angular velocities. The solutions are however orbitally stable, since
nearby orbits remain close to one another in phase space (as concentric circles).
To relate this to the work in Section 2.1 and Appendix A.9 we consider a linearisation
of the system (A.8.1) so that we may rewrite the system as x˙ = P (t)x, where P (t) is
periodic with minimal period T . If the system is autonomous (P does not depend on
time) then we may simply look at the eigenvalues of P to determine the stability. If all of
the eigenvalues are nonpositive, the solution is Lyapunov stable. If at least one eigenvalue
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is positive, then the solution is Lyapunov unstable. For nonautonomous systems we
consider the Poincare´ map of the system, see Floquets Theorem 2.1 in Chapter 2, also
Theorem A.6 in Appendix A.9. Then the Lyapunov stability of the linear system may be
checked using Lyapunov exponents (the real parts of the ρj defined in Theorem A.7 of
Appendix A.9 , see also Definition 2.1 in Section 2.1). If all of the Lyapunov exponents
are nonpositive (all the Floquet multipliers lie on or inside the unit circle), then the
solution is Lyapunov stable. If at least one of the exponents is positive, then the solution
is unstable. In dissipative systems, it is possible that all the Lyapunov exponents are
negative, which means the solutions decay, this prompts the following definition.
Definition A.5 (Asymptotic stability) A solution x1(t) of (A.8.1) is asymptotically
stable if it is Lyapunov stable and if for every t0 ∈ R there exists δ = δ(t0) > 0 such that
if x2(t) is a solution of (A.8.1) and |x1(t0) − x2(t0)| < δ then |x1(t) − x2(t)| → 0 as
t→∞.
Asymptotic stability is the definition prominantly used in dissipative systems, i.e. the
solution is attractive. In this instance the solution x1(t) is known as an attractor and
has an associated basin of attraction, see Chapters 5 and 6 and Appendix A.10.
Linear systems and nonlinear systems
What can we deduce about the nonlinear system, using stability analysis for the linear
system? Even when the linearised system is stable, this does not necessarily imply
stability of the nonlinear system. We consider autonomous systems of the form
x˙ = f(x), (A.8.2)
where x = (x, x˙) and f is continuous. Then we have the following theorem [141].
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Theorem A.4 (Lyapunov’s Theorem)
1. An equilibrium point in a nonlinear system is asymptotically stable if all the
eigenvalues of the linearised system have negative real parts.
2. An equilibrium point in a nonlinear system is Lyapunov unstable if there exists at
least one eigenvalue of the linearised system which has positive real part.
We define a hyperbolic equilibrium point of the system (A.8.2) as follows.
Definition A.6 An equilibrium point of the system (A.8.2) is said to be hyperbolic if all
eigenvalues of its linear variational equations have non-zero real parts.
Then by Lyapunov’s Theorem, if an equlibrium is hyperbolic the Lyapunov stability
analysis of the linear system correctly predicts the Lyapunov stability of the equilibrium
in the nonlinear system. This is extended by the Hartman-Grobman theorem, see [170,
141], which says that, in some neighbourhood of a hyperbolic equilibrium point, the flow
of the nonlinear system is homeomorphic to the flow of the linearised system.
Structural stability
We now continue the idea of stability to that of structural stability. The discussion
presented here closely follows that found in [141]. Structural stability concerns the
relationship between the dynamics of a given system, and those of a neighbouring system
i.e. a system which is a slight perturbation of the original one. Here we give the results for
autonomous equations, however the ideas may be extended to nonautonomous equations,
see for example [105]. Consider the system (A.8.2) and a perturbed system given by
x˙ = f(x) + εf1(x) (A.8.3)
where ε  1 and f1 is continuous. A system is structurally stable if all nearby systems
are topologically equivalent to it. In particular, the system (A.8.2) is structurally stable
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if there exists a homeomorphism taking the motions of (A.8.2) to motions of (A.8.3)
for some ε > 0. If a system in the form (A.8.2) has an equilibrium point which is not
hyperbolic, then the system is not structurally stable. However it is possible that all
of the equilibrium points of a system are hyperbolic, and still the system may not be
structurally stable. We state the following theorem due to Mauricio Peixoto, see [139, 85]
for details.
Theorem A.5 (Peixoto’s Theorem) Let x˙ = f(x) be a C1 dynamical system on a
smooth closed surface M. Then the dynamical system is C1-structurally stable if and only
if it satisfies the following properties.
• All recurrent behaviour consists of only finitely many equilibrium points and periodic
orbits, all of which are hyperbolic.
• There are no saddle-sadlle connections (no separatrices).
For example, we see that the simple pendulum discussed in Appendix A.4 is not
structurally stable. Thus when dissipation is added to the pendulum system, the topology
of the dynamics changes. However, the pendulum with dissipation already added is
structurally stable, since all equilibrium points are hyperbolic and the separatrix is
broken.
A.9 Mathieu’s equation
Mathieu’s equation is a special case of Hill’s equation, studied in Chapter 2, and has
become one of the predominant examples of a system with parametric excitation [118,
96, 141, 142]. The equation may be written as
x¨(t) +
(
α+ β cos(t)
)
x(t) = 0, (A.9.1)
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where the dots denote derivative with respect to time t and (x, x˙) ∈ R2. Often the period
of the forcing is taken as T = pi, however here we choose T = 2pi so as to match with
the linearisation of the pendulum system studied in Chapter 5. In general the solutions
of equation (A.9.1) cannot be found in an explicit form, however the stability of the
solutions under different parameter values can be studied.
For undamped linear systems such as Mathieu’s equation (A.9.1) and Hill’s equation
(2.4) we use the following definition of stability, known as linear stability, see [116, 118].
Definition A.7 If all the solutions are bounded, they are said the be stable. If at least
one solution is unbounded, they are said to be unstable.
The above definition is equivalent to Lyapunov stability for linear systems. More details
on different types of stability are given in Appendix A.8. The regions of parameter space
in which solutions are stable or unstable are called the regions of stability and instability,
respectively. These regions are separated by “transition curves”, also known as “stability
curves”, see [118, 96, 141]. The method used to calculate the transition curves requires
a number of theorems from Chapter 2, which are restated below in a more applicable
manner. All of the following theorems and definitions can also be found in [96].
Theorem A.6 (Floquet’s Theorem) The regular system x˙ = P(t)x where P is an
n×n matrix function with minimal period T , has at least one non-trivial solution x = χ(t)
such that,
χ(t+ T ) = µχ(t), −∞ < t <∞,
where µ is a constant.
Definition A.8 Take the regular system x˙ = P(t)x where P is an n×n matrix function
with minimal period T . Let X(t) be the fundamental matrix for the system and define
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the nonsingular matrix Ξ by
X(t+ T ) = X(t)Ξ,
so that
Ξ = X−1(t0)X(t+ T ),
for a convenient value of time t0.
Theorem A.7 Take the regular system x˙ = P(t)x where P is an n×n matrix function
with minimal period T . Let X(t) be the fundamental matrix for the system and Ξ as per
definition A.8. Suppose that Ξ has n distinct eigenvalues, µj, j = 1, 2, . . . , n then the
system x˙ = P(t)x has n linearly independent normal solutions of the form
xj = pj(t)e
ρjt,
where the pj(t) are vector functions with period T . The eigenvalues µ are known as
the characteristic numbers (also called characteristic multipliers or Floquet multipliers)
of the system and ρj are the characteristic exponents (also called Floquet exponents)
corresponding to µj defined by
eρjT = µj
Theorem A.8 (A variation of Abel’s identity) For any t0, the Wronskian of the
system x˙ = P(t)x is,
W (t) = W (t0) exp
(∫ t
t0
tr
(
P(s)
)
ds
)
,
where tr
(
P(s)
)
is the trace of P(s) .
Theorem A.9 For the system x˙ = P(t)x where P has minimal period T , let the
characteristic numbers of the system be µ1, µ2, . . . , µn. Then
µ1µ2 . . . µn = exp
(∫ t
t0
tr
(
P(s)
)
ds
)
,
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a repeated characteristic number being counted according to it’s multiplicity.
The system(A.9.1) can be written in the form x˙ = P(t)x where
x =
(
x
x˙
)
, P(t) =
(
0 1
−α+ β cos t 0
)
,
so that P(t) is periodic with minimal period 2pi. The structure of the solution can thus
be determined by Theorem A.7. Clearly tr
(
P(t)
)
= 0, hence by Theorem A.9 we have
µ1µ2 = e
0 = 1, (A.9.2)
where µ1, µ2 are the solutions of the equation
det(Ξ− µI) = 0.
There are five possible cases which can arise for the values of µ1, µ2, which correspond
to the intervals mentioned in Theorem 2.3.
(i) µ1, µ2 are real, different and positive, hence by equation (A.9.2) one of them is
greater than one. The corresponding characteristic exponents have the property
ρ1 = −ρ2 > 0 and by Theorem A.7 the solution is of the form
x(t) = c1e
ρ1tp1(t) + c2e
−ρ1tp2(t),
where c1, c2 are constants and p1, p2 have minimal period 2pi.
(ii) µ1 = µ2 = 1, hence ρ1 = ρ2 = 0. By Theorem A.7 there is one bounded solution of
period 2pi.
(iii) µ1, µ2 are complex conjugates with |µj | = 1. Thus ρ1 = −ρ2 = iν for some real
value ν and the solution is of the form
x(t) = c1e
iνtp1(t) + c2e
−iνtp2(t),
for c1, c2 constant and p1, p2 have minimal period 2pi.
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(iv) µ1 = µ2 = −1, hence ρ1 = ρ2 = −12 i, there is one bounded solution with period 4pi.
(v) µ1, µ2 are real, different and negative, hence by equation (A.9.2) one of them is
less than minus one. The general solution is then of the form
x(t) = c1e
(
c3+
1
2 i
)
t
p1(t) + c2e
(
−c3+ 12 i
)
t
p2(t),
for constants c1, c2 and c3 > 0 with p1, p2 again having minimal period 2pi. This
can also be written as,
x(t) = c1e
c3tq1(t) + c2e
−c3tq2(t),
where q1 and q2 have minimal period 4pi.
From the above five cases, see also Theorem 2.3, it is apparent that the curves on which
period 2pi and period 4pi solutions occur separate the parameter regions where unbounded
solutions exist from those where all solutions are bounded. Therefore, if we find the
parameter values for which these solutions exist, we have also found the boundaries
between the stable and unstable regions of parameter space i.e the transition curves.
Further details on the method used for finding the transition curves can be found in
[96, 118]
We begin by finding the 2pi periodic solutions, which we represent by the complex
Fourier series
x(t) =
∞∑
n=−∞
cne
int.
Substituting the above series into equation (5.4) and writing cos t as (eit + e−it)/2 yields
∞∑
n=−∞
[−βcn+1 + 2(α− n2)cn − βcn−1] eint = 0.
The equality can only be satisfied for all τ if
−βcn+1 + 2(α− n2)cn − βcn−1 = 0,
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for n = 0,±1,±2, . . . ,±∞ . Defining
ζn = − β
2(α− n2) , (A.9.3)
the equation in α and β may be written as
ζncn+1 + cn + ζncn−1 = 0,
which can be represented by the infinite determinant
∣∣∣∣∣∣∣∣∣∣∣∣
. . .
...
...
...
...
... . .
.
· · · ζ1 1 ζ1 0 0 · · ·
· · · 0 ζ0 1 ζ0 0 · · ·
· · · 0 0 ζ1 1 ζ1 · · ·
. .
. ...
...
...
...
...
. . .
∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
Note that ζn = ζ−n. Solving this determinant for α and β with n large enough gives
accurate estimates to curves of the 2pi periodic solutions. The curves for the 4pi periodic
solutions are calculated in the same way, this time substituting
x(t) =
∞∑
n=−∞
dne
1
2 int.
Following the same steps as before, we arrive at
−12βdn+2 + (α− 14n2)dn − 12dn−2 = 0,
for n = 0,±1,±2, · · · ,±∞ . Substituting
ηn = − β
2(α− 14n2)
, (A.9.4)
the equation in α and β becomes
ηndn+2 + dn + ηndn−2 = 0,
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which again we can write as an infinite determinant as
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . .
...
...
...
...
...
...
...
...
... . .
.
· · · η2 0 1 0 η2 0 0 0 0 · · ·
· · · 0 η1 0 1 0 η1 0 0 0 · · ·
· · · 0 0 η0 0 1 0 η0 0 0 · · ·
· · · 0 0 0 η1 0 1 0 η1 0 · · ·
· · · 0 0 0 0 η2 0 1 0 η2 · · ·
. .
. ...
...
...
...
...
...
...
...
...
. . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
However, solving the above determinant would give us the stability curves for both 2pi
and 4pi periodic solutions. Only considering the solutions for odd n, we can eliminate
the terms involving d2m = 0, resulting in the new infinite determinant∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . .
...
...
...
...
...
... . .
.
· · · η2 1 η2 0 0 0 · · ·
· · · 0 η1 1 η1 0 0 · · ·
· · · 0 0 η1 1 η1 0 · · ·
· · · 0 0 0 η2 1 η2 · · ·
. .
. ...
...
...
...
...
...
. . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0,
where we have redefined ηm = −β/2
(
α− 14(2m− 1)2
)
. Choosing m large enough and
solving the m by m determinant for α and β gives an estimate to the stability curves for
the 4pi periodic solutions. We should note that the convergence of the two determinants
are ensured by both ζn and ηn having order O(n−2). Figure 5.1 shows both the 2pi and
4pi periodic solution curves. Regions of instability have been shaded and the regions
which are stable (also known as the stability tongues) are white.
The values of α for which the transition curves start, that is where they touch the axis
at β = 0, may easily be found without having to deal with large matrix determinants.
For β = 0 the system reduces to the simple harmonic oscillator and the solutions have
natural frequency ω0 =
√
α (and hence natural period T0 = 2pi/
√
α). However, T0 is
the minimal period and the solutions are of course also periodic with periods nT0 for
n ≥ 0 ∈ Z. Therefore resonance occurs when the period of the forcing (that is 2pi) is
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Figure A.5: Stability curves for Mathieu’s equation (A.9.1). The broken line shows the curves
of the 2pi periodic solutions and the solid line those of the 4pi periodic solutions. The shaded
regions are those in which unstable solutions occur.
equal to nT0, hence
2npi√
α
= 2pi.
Solving for α we find the transition curves touch the axis at α = n2 for n ≥ 0 ∈ Z.
However, this only corresponds to the tongues of the period 2pi solutions. To find where
the period 4pi tongues touch the axis we set
2npi√
α
= 4pi.
and hence α = n2/4. Notice that again to avoid repeating the period 2pi solutions we
must replace n with 2m+ 1 for m > 0 ∈ Z. This may also be seen by substituting β = 0
into the equations (A.9.3) and (A.9.4) then rearranging. Therefore the stability tongues
touch the β = 0 axis at
α = 0,
1
4
, 1,
9
4
, 4,
25
4
, . . . ,
n2
4
, n ∈ Z.
Applying the analysis in Section 2.3 with Q(t) = cos t we can calculate the instability
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domains of Mathieu’s equation. In particular, the n-th instability region occurs where
(√
α− n
2
)2
<
r2nβ
2
4n2
(A.9.5)
is satisfied, where rn is defined in equation (2.37). Then for β small we can rearrange
the above relation and set n = 1 to obtain
1
4
− β
2
+O(β2) < α < 1
4
+
β
2
+O(β2),
which is a well known result for Mathieu’s equation, see [118, 147, 96, 141, 142]. The
above result may also be obtained using the method of two variable expansion, writing
s = t, sˆ = βt, see [141, 142].
To put the results concerning high frequency forcing in Chapters 2 and 3 in context
of the analysis here, we instead consider Mathieu’s equation with forcing frequency ω.
Then the tongues touch the axis at α = n2ω2/4. Therefore, for large ω the first interval
of stability occupies a wide interval of α. To look at this in a different way we can
Figure A.6: Diagram of the first region of instability using the analysis in Section 2.3.
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renormalise time to τ = ωt to obtain the equation
x¨+
1
ω2
(α+ β cos τ)x = 0.
Then clearly for ω large enough, the coefficients α/ω2, β/ω2 are situated in the first
region of stability. In particular for any values of the parameters α and β, it is possible
to suitably choose ω such that this happens. Conversely for small ω, the stability intervals
bunch up towards the α = 0 axis. Thus choices of α which are not too small put the
system in the n-th interval of stability where n is very large and by equation (A.9.5)
the intervals of instability are very thin, see also [147]. Then the system is stable for
parameters β < α.
The damped Mathieu’s equation
We now study the damped Mathieu’s equation, given by
x¨(t) +
(
α+ β cos(t)
)
x(t) + γx˙ = 0, (A.9.6)
where γ > 0 is the coefficient of dissipation. The equation (A.9.6) can be transformed
back into the form of equation (A.9.1) using the transformation (2.3) in Chapter 2, by
which α is mapped to α− γ2/4. Studying the system (A.9.6) and applying the analysis
of Section 2.3 we find that the n-th region of instability occurs where
4
(√
α− n
2
)2
+ γ2 <
r2nβ
2
n2
(A.9.7)
is satisfied, where again rn is defined in equation (2.37). One immediately apparent result
is that if γ > rnβ/n the n-th region of instability vanishes; this was also noted in [147].
Therefore, for fixed parameters α and β, as γ is increased the instability regions vanish
in the order of decreasing values of n. Another way of saying this is, as γ increases the
instability regions move away from the axis β = 0. Furthermore, the distance between
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the n-th instability region and the axis β = 0 increases with increasing n. For n = 1
equation (A.9.7) reduces to
4
(√
α− 1
2
)2
+ γ2 < β2
which can be rearranged to obtain
1
4
− 1
2
√
β2 − γ2 +O(β2) < α < 1
4
+
1
2
√
β2 − γ2 +O(β2),
which is a well known result for the damped Mathieu’s equation, often calculated using
the two variable expansion method, see [141].
The stability tongues for the damped equation (A.9.6) may be calculated using the
method in [96, 118], as used above for the undamped Mathieu’s equation. The system
may be written in matrix form as
x˙ = P(t)x, P(t) =
(
0 1
−α+ β cos t −γ
)
. (A.9.8)
Now tr
(
P(t)
)
= −γ and by Theorem A.9 we find µ1µ2 = exp(−2piγ). If µ1 > µ2 > 0, the
system is stable if µ1 ≤ 1 and for µ1 = 1 we have µ2 = exp(−2piγ). If µ2 < µ1 < 0, the
system is stable if µ2 ≥ −1 and if µ2 = 1 we find µ1 = − exp(−2piγ). These correspond
to the 2pi and 4pi periodic solutions, respectively, see [96]. In this instance, the equations
(A.9.3) and (A.9.4) become
ζn =
β
2(α− n2 + iγn) , ηm =
β
2
[
α− 14(2m− 1)2 + 12(2m− 1)iγ
] ,
where n, m ∈ Z. For n and m large enough we can solve the matrix determinates to
obtain the stability tongues, see Figure A.7. Note that, as the system (A.9.6) is damped,
in the stable regions of Figure A.7 one of the eigenvalues has absolute value less than one.
Hence the trajectories decay to the fixed point (x, x˙) = (0, 0) and asymptotic stability
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Figure A.7: Stability tongues for damped Mathieu’s equation (A.9.6). The values of γ
are γ = 0, 0.1 and 0.2 with the grey regions increasingly dark for larger values of γ. As
γ increases the stability tongues move further away from the β = 0 axis.
is predicted. In the unstable regions, one of the eigenvalues has absolute value greater
than one, and the trajectories are unstable and diverge [96].
The effects of nonlinearity can be explained as follows: as the resonance causes the
amplitude of the motion to increase, the relation between the period and amplitude causes
the resonance to detune, decreasing the tendency to produce large motions. Therefore in
the unstable tongues of Figures A.5 and A.7 we find stable solutions which are oscillatory
and rotating, see also [79, 141].
A.10 Basins of attraction
The corresponding basin of attraction of a particular attractive solution (a so-called
attractor) is the set of initial conditions which move towards that solution in the limit t→
∞. In Chapters 5, 6 and 7 basins of attraction were numerically estimated using a large
number of random initial conditions which uniformly populate a desired region of phase
space. This method is computationally heavy, but is well suited to estimating the sizes
of the basins of attraction relative to the region investigated, see [22, 155, 115, 33, 58].
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Further details of the approach are given in Chapter 4. However when investigating
basins of attraction, the size of a basin of attraction is not always the feature of interest
[39, 7, 161]. Here we give a brief discussion of how the boundaries of basins of attraction
may be calculated using stable manifolds. This has particular application when one is
interested in studying the topology of basins of attraction or the location in phase space
[39, 7, 161], without wishing to know approximations to the size.
We consider systems of the form
x¨+ f(x, x˙, t) = 0, (A.10.1)
where f is a nonautonomous function which is periodic in time t. We restrict our
attention to systems with a linear dissipative term with constant coefficient, and so
may rewrite the system as
x¨+ γx˙+ h(x, t) = 0, γ > 0. (A.10.2)
If h is linear in x then only one attractive solution can exist [39], and the corresponding
basin of attraction occupies the whole domain of phase space up to a zero measure
set. If h is nonlinear then multiple attractive solutions can coexist, see for example
[27, 28, 22, 76, 58], each with their own basin of attraction. Here we are interested in
studying fixed points and periodic orbits of such systems, which relates to the work in
Chapters 5, 6 and 7. If we study the Poincare´ map of the system (A.10.2), the periodic
attractors are represented by points. An attractor which is periodic with period n times
the of the forcing period is represented by a series of n points, which the trajectory jumps
between on each iteration of the map. Of course, the location of the Poincare´ points in
phase space is dependent both on the attractor and the phase at which the Poincare´
section taken.
267
APPENDIX A. BACKGROUND KNOWLEDGE
Figure A.8: Representation of a stable node, saddle point and a stable spiral.
The trajectories of a dissipative system are governed by characterizing points such
as stable nodes, saddle points or a spiral in to a stable point, see Figure A.8. Saddle
points can be used to determine the boundaries between the basins of attraction for
the various coexisting attractors. The stable manifold (also called the inset) of a saddle
point, that is the pair of trajectories which tend toward the saddle point as time goes
to infinity, form a separatrix between two basins of attraction9. The unstable manifold
(also called the outset) of the saddle point does not play a role in determining the basins
boundaries [39], however it is useful when determining the location of the saddle point.
The positions of both the stable and unstable manifolds can be found using a numerical
technique [39], which essentially involves integrating a set of initial conditions over one
cycle of the forcing period. By joining up successive Poincare´ points, a set of vectors
is obtained. A stable manifold separates vectors which point in opposite directions.
An unstable manifold may be found by completing the same process with time running
backward. Having located both the stable and unstable manifolds to an acceptable degree
of accuracy, the saddle point point may be found where the two cross one another.
Once a saddle point has been located, if we give the system an initial condition
9This is only true if the saddle is not an inverting saddle, which is always true for systems of the form
(A.10.1), see [39, 85] for further details
268
APPENDIX A. BACKGROUND KNOWLEDGE
which is very close to the saddle point and allow it to evolve under backward time, the
resulting trajectory will trace out a curve which corresponds to the stable manifold. Using
a Poincare´ map, we instead have a series of points which are positioned along the curve.
Depending on the eigenvalues of the map the distance between successive points may be
large, and thus the path of the stable manifold can be unclear. This problem can be
overcome by using the “ladder method” [39], which results in a pseudo-continuous curve.
By considering suitably chosen initial conditions close to the saddle point, the distance
between successive Poincare´ points can be subdivided (into “rungs” of the ladder). Using
enough initial conditions we obtain a curve which is nearly continuous. By following the
path of the stable manifold we can determine the boundary of the basin of attraction for
a particular attractor, see Figure A.9.
Figure A.9: An illustration of a typical case. The region enclosed by the stable manifold
of the saddle point is creates the basin of attraction of the attractor to which the unstable
manifold moves toward.
Studying the basins of attraction in this way, it is clear that, if the stable and
unstable manifolds cross one another the basins of attraction become sensitive to slight
perturbations in initial conditions, see Appendix A.11 for details. Of course, as we change
the phase of the Poincar’e section, t0, at which we take a snapshot of the system, the
location of the stable and unstable manifolds change, see Appendix A.11. The movement
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of the manifolds is periodic in t0 with the same period as the forcing. Therefore, by
changing t0 we find the location and shape of the basins of the attraction also varies
periodically. In Chapters 5, 6 and 7 we studied the sizes of the basins of attraction,
taking our initial conditions in phase space at time t0 = 0. A possible question to ask is:
as we change the initial time t0, the shape and location of the basins of attraction vary,
does the size of the basin of attraction also change?
The answer is no, see Table A.1. One possible explanation is as follows. We focus
on the interval t0 ∈ [0, 2pi], since the forcing of the systems investigated in Chapters 5, 6
and 7 are periodic with period 2pi; hence also the phase t0 repeats every 2pi. If we take
a set of pseudo-random initial conditions in phase space at a time t = t0 and integrate
forward we find that the region of phase space still occupied by the trajectories contracts
as t increases, see Chapter 7. By taking initial conditions x0 at time t0 = 0 and letting
them evolve up to a time t1 ∈ [0, 2pi], the trajectories have moved slightly away from
their initial conditions. Of course, the positions of each trajectory at time t1 could also
be used as a set of initial conditions for the system, starting at time t1. Furthermore,
each initial condition (x1, t1) continues toward the same attractor as its corresponding
initial condition (x0, t0). As t1 is small, provided γ is not too large, much of the original
phase space is still occupied and approximately uniformly populated by the set x1, see
Figure A.10. Therefore the initial conditions (x1, t1) are a reasonable approximation to
a uniform, pseudo-random set of initial conditions (y1, t1), which covers the whole of the
original region of phase space. Therefore, we only need to consider what happens outside
of the contracted phase space Ct1 , in particular whether or not this region changes the
sizes of the basins of attraction. Again, provided γ is not too large, the region of the
initial phase space which is outside of Ct1 should be distant from the attractive solutions,
see C2pi in Figure A.10. Therefore it is expected that, provided Ct1 is not too small, initial
conditions outside of Ct1 move towards the attractors in similar proportions as initial
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conditions inside of Ct1 [22].
Table A.1 gives the sizes of the basins of attraction for the system (5.2), see Chapter
5, with initial conditions taken at times t0 = npi/4, for n = 0, 1, . . . , 7. The results were
obtained using 100 000 pseudo-random initial conditions, thus we expect an error in the
first decimal place, see Table 4.1 in Chapter 4. We find that the sizes of the basins of
attraction do not change significantly. Any small variation in the sizes is due to the
choice of initial conditions and by taking a larger set of initial conditions we expect this
difference to decrease.
Figure A.10: An image of C2pi for the
pendulum with oscillating support as studied
in Chapter 5. The parameter values are chosen
as α = 0.5, β = 0.1 and γ = 0.023. The initial
region of phase space is [−pi, pi]× [−4, 4] and the
black region is C2pi.
Basin of Attraction %
n DFP PR/NR DO2
0 70.73 5.18 18.90
1 71.04 5.14 18.67
2 71.18 5.13 18.55
3 70.78 5.20 18.83
4 70.93 5.14 18.79
5 70.90 5.14 18.83
6 71.10 5.10 18.71
7 70.91 5.16 18.77
Table A.1: Relative areas of
the basins of attraction for the
pendulum with oscillating support
(see Chapter 5) with constant
damping coefficient γ = 0.023. The
initial conditions for the system
were taken at times t=n/pi, for n =
0, 1, . . . , 7.
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A.11 Melnikov theory
Melnikov’s method is a procedure which can be applied to a class of systems of ordinary
differential equations, and gives a bound on the parameter values where transverse
intersections of the stable and unstable manifolds occur. The method may be applied to
perturbations of conservative systems, where the unperturbed system has one degree of
freedom and a separatrix (homoclinic orbit). The separatrix of the unperturbed system
will in general be broken when the perturbation is applied. The idea of Melnikov’s method
is to utilise perturbation expansions and show that there exists an intersection of the
stable and unstable manifolds of the saddle point in the Poincare´ map when the separatrix
is broken. This implies the existence of a horseshoe [153] in the Poincare´ map, which in
turn implies that there exist periodic motions of all periods, as well as motions which
are not periodic. In particular there is an infinite number of unstable periodic orbits.
As well as this, the horseshoe map exhibits sensitive dependence on initial conditions,
and is hence of interest when studying the topology of basins of attraction, see Appendix
A.10. Melnikov’s method has previously been applied to the pendulum system in [66, 35]
where the authors focused on the existence of a horseshoe with three sections (so called
a 3-shoe). As a result they were able to show the existence of high period orbits which
become stable only inside small regions of the parameter values. Here we only intend
to give an overview of the method and discuss the relevance that it has to the work
contained in the previous chapters, for a more in depth discussion of the method see for
example [85].
We consider systems of the form
x˙ = f(x) + εg(x, t), (A.11.1)
where x ∈ R2, f ,g are Cr smooth with r ≥ 2 and g is periodic in time t with period T .
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The equation (A.11.1) may be rewritten as
(
x˙1
x˙2
)
=
(
f1(x)
f2(x)
)
+ ε
(
g1(x, t)
g2(x, t)
)
. (A.11.2)
We then make the following assumptions:
1. For ε = 0 the system (A.11.1) possesses a homoclinic (or heteroclinic) orbit q0(t),
to a hyperbolic saddle point p0.
2. Let C0 = {q0(t)| t ∈ R} ∪ {p}. The interior of C0 is filled with a continuous
family of periodic orbits qa, a ∈ (−1, 0). Let d(x, C0) = inf
q∈C0 |x − q| then we have
lim
a→0
sup
t∈R d(q
a(t), C0) = 0.
3. The period Ta of the orbit q
a tends to ∞ monotonically as a→ 0.
The first assumption implies that the Poincare´ map (starting at time t0) P
t0
0 of the
unperturbed system has a hyperbolic saddle point p0 and that the closed curve C0 =
W u(p0) ∩W s(p0) is filled with nontransverse homoclinic points on P t00 . This structure
is expected to break for ε > 0, resulting in either transverse homoclinic orbits, or no
homoclinic points at all. Note that the second assumption implies that q−1 is a fixed
point of the system.
Figure A.11: An illustration of the unperturbed system with homoclinic orbit q0(t).
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Lemma A.1 Under the above assumptions, for ε sufficiently small, the system (A.11.1)
has a unique hyperbolic periodic orbit xε = p0 +O(ε). The corresponding Poincare´ map
P t0ε has a unique hyperbolic saddle point p
t0
ε = p0 +O(ε).
Note that the orbit xε may indeed be the equilibrium p0, as it is for the inverted position
of the pendulum systems studied in the previous chapters. We wish to obtain the distance
between the stable and unstable manifolds of xε in the perturbed system, W
s
ε (xε) and
W uε (xε), respectively. To do so we study the Poincare´ map of the perturbed system P
t0
ε ,
where again t0 is the initial time. The points of P
t0
ε on W
s
ε (xε) and W
u(xε) are given
by qsε(t, t0) ∈W sε (pt0ε ) and quε (t, t0) ∈W uε (pt0ε ), respectively. The points qsε(t, t0), quε (t, t0)
may be estimated by, see [85]
qsε(t, t0) = q
0(t− t0) + εqs1(t, t0) +O(ε2), t ∈ [t0,∞),
quε (t, t0) = q
0(t− t0) + εqu1 (t, t0) +O(ε2), t ∈ (−∞, t0].
(A.11.3)
Then the separation of the manifolds W uε (p
t0
ε ), W
s
ε (p
t0
ε ) on P
t0
ε at q
0(0) is defined as
d(t0) = q
u
ε (t0)− qsε(t0).
(a) (b)
Figure A.12: The stable and unstable manifolds of the perturbed system. Figure (b) shows a
zoomed image of the region around qsε(t0) and q
u
ε (t0).
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The above may be rewritten as, see [85]
d(t0) = ε
f(q0(0)) ∧ (qu1 (t, t0)− qs1(t, t0))
|f(q0(0))| +O(ε
2). (A.11.4)
where the wedge product is defined by a ∧ b = a1b2 − a2b1. It may be shown that, see
[85]
d(t0) =
εM(t0)
|f(q0(0))| +O(ε
2), (A.11.5)
where
M(t0) =
∫ ∞
−∞
f(q0(t− t0)) ∧ g(q0(t− t0), t) dt, (A.11.6)
is the Melnikov function. The integral spans the time −∞ to +∞ as the period on the
homoclinic orbit q0 is infinite. In particular we integrate over the unstable manifold from
−∞ to t0 then over the stable manifold from t0 to +∞, which gives the overall interval
of −∞ to +∞. We are now able to state the following theorem, see [85] for a detailed
proof.
Theorem A.10 If M(t0) has simple zeros and is independent of ε, then, for ε > 0
sufficiently small W uε (p
t0
ε ) and W
s
ε (p
t0
ε ) intersect transversely. If M(t0) remains away
from zero then W uε (p
t0
ε ) ∩W sε (pt0ε ) = ∅
Theorem A.10 allows us to test for the existence of a transverse homoclinic orbit in a
system of the form (A.11.2). The presence of such an orbit implies that the Poincare´
map has a Smale horseshoe and thus contains a countable infinity of unstable periodic
orbits, an uncountable set of bounded nonperiodic orbits and a dense orbit. As previously
mentioned, in [66, 35] the authors showed that, for particular values of the parameters
the pendulum with vertically oscillating support contains a 3-shoe and therefore the
system also has these properties.
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Figure A.13: An illustration of the stable and unstable manifolds crossing. As they cross, they
partition the phase space and separate basins of attraction.
We can think of computing the Melnikov function as standing at a point q0(0) on a
moving cross section of the flow and watching the stable and unstable manifolds of the
perturbed system oscillate as a periodic function of t0. Note that the periodicity of M(t0)
in t0 is implied since the maps P
t0
ε and P
t0+T
ε are the same. Therefore if M(t0) = 0 for one
value of t0, then there are infinitely many values of t0 ∈ (−∞,∞) for which M(t0) = 0.
Furthermore, as the orientation of the manifolds is the same for t = t0 and t = t0 + nT ,
where n ∈ Z, the manifolds must also cross for values of t ∈ (t0 + (n− 1)T, t0 + nT ). In
particular near the hyperbolic equilibrium pt0ε the stable and unstable manifolds intersect
transversely an infinite amount of times, see Figure A.13. This is known as a homoclinic
tangle. One result of this is that the manifolds are stretched and squashed. As the stable
manifold separates basins of attraction, see Appendix A.10, the boundaries of the basins
of attraction are fractal and the basins of attraction in this region exhibit sensitivity to
initial conditions.
For the pendulum system where the fixed point θ = 0 is stable, there is a saddle
point at θ = pi, with a separatrix. Hence when the system is perturbed parametrically,
provided the forcing amplitude and coefficient of dissipation are sufficiently small and
chosen such that M(t0) has a simple zero for some t0 ∈ [0, 2pi], the basins of attraction
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around θ = pi are sensitive to slight perturbations in the initial conditions. We now
calculate the conditions such that this happens. First we find the separatrix of the
unperturbed system θ¨ + α sin θ = 0. The energy of the unperturbed system may be
written as
E = H(x, y, α) = y
2
2
+ α(1− cosx),
where x = θ and y = x˙. As mentioned above, we know that the separatrix originates
from the saddle point at (x, y) = (pi, 0). Therefore, the energy on the the separatrix is
given by E(α) = H(pi, 0, α) = 2α, and hence on the separatrix we have
(y0)2
2
+ α
(
1− cosx0) = 2α,
⇒(y
0)2
2
− α (1 + cosx0) = 0,
⇒(y
0)2
2
= α
(
1 + cosx0
)
= 2α cos2
(
x0/2
)
.
The above may be rearranged to obtain y0 = ±2√α cos(x0/2). Setting z = x0/2 we have
z˙ = ±√α cos(z). This first order differential equation is separable and may be solved by
∫
sec z dz = ±√α(t− t0),
from which we obtain
sec z + tan z = e±
√
α(t−t0).
Using the identity sec z =
√
1 + tan2 z, and writing s = exp(±√α(t− t0)) the above may
be rewritten as
tan z =
s2 − 1
2s
=
1
2
(s− s−1) = ± sinh(√α(t− t0)).
Going back to our co-ordinates q, p we have
x0 = 2z = ±2 arctan (sinh(√α(t− t0))) ,
y0 = x˙ = ±2√α sech(√α(t− t0)),
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on the separatrix. If we consider the perturbed system studied in Chapter 5, given by
x˙ = y, y˙ + (α− ε cos(t)) sinx+ εCy = 0,
then we have, from equation (A.11.2),
f1 = y, g1 = 0,
f2 = −α sinx, g2 = cos(t) sin(x)− Cy,
so that the Melnikov function may be written as
M±(t0, α, C) =
∫ ∞
−∞
f(q0±(t)) ∧ g(q0±(t), t+ t0) dt
=
∫ ∞
−∞
y0±
(
cos(t+ t0) sinx
0
± − Cy0±
)
dt.
Calculating M+ we have
M+(t0, α, C) =
∫ ∞
−∞
2
√
α sech(
√
αt) sin
(
2 arctan
(
sinh(
√
αt)
))
cos(t+ t0) dt
−
∫ ∞
−∞
4αC sech2(
√
αt)
= I1 + I2.
The integral I2 is evaluated as −8
√
αC. The integral I1 may be calculated by the method
of residues, see [123].
I1 = 2
√
α
∫ ∞
−∞
sech(
√
αt) sin
(
2 arctan
(
sinh(
√
αt)
))
cos(t+ t0) dt
= 2
∫ ∞
−∞
sech(τ) sin
(
2 arctan
(
sinh(τ)
))
cos
(
(τ + τ0)/
√
α
)
dτ
= −4pi
α
sinh(pi/2
√
α)
1− cosh(pi/√α) sin(τ0/
√
α).
Therefore we have
M+(t0, α, C) = −4pi
α
sinh(pi/2
√
α)
1− cosh(pi/√α) sin(t0)− 8
√
αC.
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In order for there to exist a value of t0 such that M+(t0) = 0, the values of α and C
must satisfy
C ≤ Cmax(α) = − pi sinh(pi/2
√
α)
2α
√
α(1− cosh(pi/√α)) . (A.11.7)
For α = 1/2 we find that Cmax(1/2) ≈ 0.12189. It is easily checked that M− results
in the same condition. An image of the basins of attraction for the pendulum with
oscillating support, as studied in Chapter 5, is shown in Figure A.14. The parameters
are chosen as α = 0.5, β = ε = 0.01. In (a) γ = 0.002 > γmax = εCmax and in (b)
γ = 0.001 < γmax. The basins of attraction are shown in a region around the unstable
fixed point θ = pi, where there is a homoclinic tangle for γ < γmax. It is clear from Figure
A.14(b) that in a neighbourhood around (θ, θ˙) = (pi, 0) the basins are fragmented and
sparse. Furthermore, the regions shown in blue, cyan, magenta and orange correspond
to attractors which have high periods; this is in keeping with the presence of a horseshoe.
In Figure A.14(a), where γ > γmax, we see that there are no attractors with high periods.
(a) (b)
Figure A.14: Basins of attraction for the pendulum with oscillating support given by equation
(5.2) with α = 0.5, β = ε = 0.01. In (a) γ = 0.002 > γmax and in (b) γ = 0.001 < γmax.
The black region corresponds to the fixed point θ = 0, green to the period two oscillations,
red and yellow to the period one positive and negative rotations, respectively, see Chapter 5 for
further details of these attractive solutions. The regions coloured blue, cyan, magenta and orange
correspond to chaotic attractors.
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However, the basin of attraction corresponding to the oscillating solution (shown in
green) still appears fragmented, albeit less so. In fact, this is the case even for γ taken
large enough that the rotating solutions no longer exist. Therefore it is possible for the
basins of attraction to be fragmented even when the stable and unstable manifolds of
the unstable equilibrium do not cross. This was also observed in Section 5.4, see Figure
5.3.
The Melnikov function for the pendulum with variable length has been calculated
in [21], to which we refer the interested reader. Further applications to similar systems
may be found in [19, 20] Melnikov theory is a much more in depth topic than what is
presented here. Including for example, results pertaining to perturbations of the periodic
orbits qa of the unperturbed system, as well as the location of saddle points at which
periodic orbits occur, see [85]. However the results are outside the scope of the thesis
and so are not presented here.
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