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Abstract: We place the healthy diversity of current (i.e., early 21st-century) phonological theory un-
der scrutiny, and identify the four fundamental approaches that make it up: Rule-Based Phonology,
Representation-Based Phonology, Constraint-Based Phonology, and Usage-Based Phonology. We then
focus on the key aspects of and recent developments in Representation-Based Phonology: we separate
out hybrid models and purely representational ones, we identify Government Phonology (GP) as the most
popular form of the latter (and show that it is even present in what we call ‘GP-friendly’ analyses), and
finally, we discuss and illustrate recent innovations in both subsegmental and prosodic structure in the
two strands that we identify as ‘hyperhierarchical’ (or ‘vertical’) and ‘flat’ (or ‘horizontal’).
Keywords: phonological theory; representations; phonological structure; autosegmental phonology;
Government Phonology
1. Introduction: the current landscape of phonological theory
The current theoretical landscape in phonology (at the end of the second
decade of the 21st century) is healthily diverse (cf. Hannahs & Bosch 2017,
chapter 1). One way to show this is to consider the presentations given
at ‘generalist’ academic conferences dedicated to phonology. The largest
annual phonology conference is the Manchester Phonology Meeting (the
‘mfm’ – see www.lel.ed.ac.uk/mfm), which has occurred each year for a
quarter of a century, with a steady number of around 80 presentations in
recent years, and with participation from all around the world. Sebregts
(2017) analysed the presentations given at the first 25 mfms, and identi-
fied quite steady proportions of talks from a number of different theoretical
perspectives over the last decade, with no individual perspective taking up
2559–8201 © 2020 The Author(s)
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much more than 40% of the presentations. This paper analyses this di-
versity of approach in the current landscape of phonological theory and
recognises four fundamental strands.1 After a brief contextualisation of
contemporary work in terms of its historical background, we set out these
four approaches and consider the key characteristics of each, in section 2.
Sections 3 and 4 focus on one of them (which we call ‘Representation-Based
Phonology’) in detail, as it rests on quite recent developments, and has not
been described before in synoptic work on phonological theory: section 3
discusses its key concepts and principles, while section 4 introduces and
illustrates its current strands and their innovations in subsegmental (sec-
tion 4.1) and prosodic (section 4.2) structure. Finally, section 5 concludes.
2. Four major currents in the contemporary phonological landscape2
A major turning point in the development of the investigation of sound
structure in human language came with the structuralist separation of
phonetics and phonology. It was this move that led to the birth of au-
tonomous (i.e., formal) phonology, which in turn enabled the inception
of generative phonological theory in the seminal work of Chomsky and
Halle in 1968 (SPE). One of the greatest merits of SPE’s rule-based and
linear model, however, was its very imperfection, which stimulated a flow-
ering of formal phonological theory, which both provoked the rehabilita-
tion of syllable structure in mainstream phonological theory, and led to
the introduction of novel hierarchical organisation in autosegmental rep-
resentations both below and above the syllabic tier. Quite soon after this,
primarily due to their inability to handle conspiracies and missed gen-
eralisations, the very rules of the SPE model also came under attack,
and an alternative view in which well-formedness constraints make up
the core of grammar was proposed. By the 1990s, these events had led
to a theoretical landscape made up of three major components: rules,
representations, and constraints. Since then, there has occurred a ‘loop’
back to non-autonomous phonology, with the development of a strand of
work where the analytical focus is directed towards usage-based factors
1 There is a strict requirement for brevity in this paper, so we must ignore many details,
but we hope that our basic analytical points make sense.
2 The discussion in this section heavily draws on Honeybone (2011). For an overview
in Hungarian, see Balogné Bérces (2019).
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(phonetics, analogy, frequency).3 As a result, we can now identify four
major currents in present-day phonological theory: Rule-Based Phonol-
ogy (RBP), Representation-Based Phonology (RepBP), Constraint-Based
Phonology (CBP), and Usage-Based-Phonology (UBP), all of which can
be seen as diffuse ‘theory groups’. Naming the currents in this way places
emphasis on what is the most important thing for the understanding of
phonology according to those who work in each framework. RBP, RepBP
and CBP are fundamentally formal approaches to phonology, while UBP
dissents on this issue.
All these currents are contemporary (and have been live throughout
the current century), but they differ in their popularity, and a number of
strands have developed within each basic current. As we mention above,
the primary representative of RBP is the SPE model (also including de-
velopments such as Lexical Phonology); nowadays this approach is in the
minority but it has several prominent current proponents (see, for example,
Vaux 2008). The majority of present-day representatives of autonomous,
formal phonology come from either a RepBP or a CBP background. The
fundamental hallmark of RepBP is a subscription to autosegmentalism
(see sections 3–4), and RepBP-type frameworks include two major related
strands, Dependency Phonology (DP) and Government Phonology (GP),
and currently form a substantial minority position in Europe (e.g., Scheer
2004), and a few other places. The largest, most popular and most populous
contemporary framework in phonology is CBP, with Optimality Theory
(OT)4 as the primary (albeit not the only) representative (e.g., McCarthy
2001; Prince & Smolensky 1993/2002/2004), while UBP presents a sub-
stantial minority position (e.g., Bybee 2001). The UBP movement is part
of a twenty-first-century ‘assault on autonomous phonology’ (e.g., Port &
Leary 2005), and is characterised by eclecticism in its proponents and icon-
oclasm in its views – the strand of phonological work dubbed Exemplar
Phonology (e.g., Pierrehumbert 2001) fits in here.5
3 At the same time, the idea of a ‘hyper-autonomous’ phonological module has been
pursued by proponents of Substance-Free Phonology. As pointed out by a reviewer,
current RepBP is divided over the issue of substance in phonology and the universal
nature of acoustic signatures. See Scheer (2019) and the papers in Chabot (to appear).
4 Note that Uffmann (2011) treats all of GP, DP and OT as forms of constraint-based
phonology, using the label to mean something like ‘non-rule-based’. It may well be
that the popularity of OT is now on the wane (see, for example van Oostendorp to
appear), but the framework is still widely used and is being actively developed.
5 For recent overviews of the four approaches (albeit not quite adopting the frame-
work for understanding them set out here), see the chapters of Hannahs & Bosch
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This model of the current landscape of phonological theory does not
have a distinct place for ‘Laboratory Phonology’ (often called ‘LabPhon’),
which may strike the reader as mistaken, given that there is a clearly iden-
tifiable set of ideas and people who identify under this banner. We think
that our four-way distinction is correct, however, as those identifying un-
der the banner of Laboratory Phonology are fundamentally a ‘method-
ology group’, rather than a ‘theory group’, with a commitment to use
experimental methods (often with acoustic measurements and statistical
interpretation of results) to investigate phonological issues. As such, work
in LabPhon typically requires a theory to generate questions to test, and
this theory could be either of the four currents of theory set out above, so
LabPhon work could be RBP, RepBP, CBP or UBP.
In order to briefly illustrate the basic mechanism of each of the four
major currents of theory just identified, in order to compare their analytical
methods and exemplify the differences they display, we turn to the German
data in (1), meant as an example of some classic data of the type that
phonologists frequently fall back on.
(1) The alternation of voiced and voiceless obstruents in base-final position in German6
Word-final Pre-vocalic Word-final Pre-vocalic
[lo:p] [lo:bəs] [rap] [rapəs]
[bʊnt] [bʊndəs] [bʊnt] [bʊntəs]
[ve:k] [ve:gəs] [rɔk] [rɔkəs]
[bra:f] [bra:vəs] [ʃtaɪf] [ʃtaɪfəs]
[haʊs] [haʊzəs] [vaɪs] [vaɪsəs]
Autonomous, formal approaches typically have in common a clear role for
distinct phonological levels: at the underlying level, predictable character-
istics and variation are stripped away, whereas, at the surface level, the
distribution of segments can be predictable. Thus, for the words in the
first column, like Bund ‘federation’, for instance, it is standard to identify
the underlying representation /bʊnd/, which has two corresponding sur-
face realisations [bʊnt] (when final) and [bʊnd-] (when prevocalic) – this
contrasts with words like bunt (and others in the third column), which
(2017): CBP/OT in chapters 2–5, RBP in chapters 6–8, RepBP in chapters 9–12,
and connectionist theories and UBP in chapters 13–14 and 18–23.
6 Glosses: Lob ‘praise’, Bund ‘federation’,Weg ‘path’, brav ‘well-behaved’, Haus ‘house’,
Rap ‘rap music’, bunt ‘colourful’, Rock ‘skirt’, steif ‘stiff’, weiß ‘white’. The first
column for each morpheme gives a nominative or predicative uninflected form, and
the second column a genitive or nominative neuter inflected form (the inflected form
given for Rap would be jocular).
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do not alternate, and which thus have underlying final fortis segments. In
RBP, the basic generalisation that there are no word-final voiced obstru-
ents in German is expressed as a dynamic rule, which can affect underlying
representations:
(2) [+voice] ! [ voice]
.
#
Next, we illustrate CBP in the guise of OT. OT essentially assumes under-
lying (‘input’) and surface (‘output’) mappings like RBP, but (unlike RBP)
it derives input-output pairs using a set of constraints on surface/output
forms, ranked in order of how bad it is to violate them. There are (i)
markedness constraints, which penalise specific configurations in the sur-
face/output forms (cf. *FOV in the derivation of the German data, in (3)),
and which conflict with (ii) faithfulness constraints, which penalise differ-
ences between underlying and surface forms (see the examples in (4)). The
OT tableaux in (5) illustrate how the evaluation process weighs up a set
of candidate outputs.
(3) *FINALOBSTRUENT/VOICE (*FOV)
= final obstruents may not be specified [+voice]
(4) IDENT(voice)
= the value of [voice] must be the same in input and output
MAX
= everything in the input must have a correspondent in the output, ruling out deletion
(5) OT tableaux illustrating the process of candidate evaluation
/bUnd/ *FOV MAX IDENT(voice)
bUnd 
FbUnt 
bUn 
/bUnd+@s/ *FOV MAX IDENT(voice)
FbUn.d@s
bUn.t@s 
bU.n@s 
The candidate which is calculated to be optimal (for the given grammar,
under the circumstances created by the given constraint ranking), indi-
cated by the pointing finger (F), is not ideal as it, too, typically violates
a set of constraints (constraint violations are indicated by an asterisk);
Acta Linguistica Academica 67, 2020
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in fact, it may turn out to be non-optimal in a different grammar with a
different constraint ranking (e.g., that of English), where the low ranking
of *FOV will render IDENT(voice) fatal to violate.7
While OT typically pays no special attention to what phonological
objects the input and the candidates are composed of (note the simple use
of phonetic symbols to represent segments), this is the very issue that is
at the heart of RepBP, which focuses on the make-up of the segments in-
volved and the representation of the phonological environment in which a
pattern occurs. A fundamental assumption in mainstream RepBP is that
there is always a direct link between the structural description of a struc-
tural change (i.e., the context in which it occurs) and the change itself.8
In the specific case of the German data in (1), the phonetic form of the
obstruent derives from its syllabic affiliation on a RepBP approach: prevo-
calic consonants (‘onsets’) are strong (or: licensed), which ensures that they
remain stable in their subsegmental make-up in, e.g., [bʊn.dəs]; whereas
syllable-final consonants in examples like [bʊnt] are weak (in GP and a few
similar models, such consonants are in fact followed by an empty nucleus,
i.e., /bʊn.d / and are weak because they inherit the empty nucleus’ di-
minished capacity for maintaining phonetic material), and are therefore
likely to lenite (decompose). In autosegmental terms, weak licensing leads
to the delinking of subsegmental material (‘voice’, or its equivalent; in clas-
sical forms of GP’s Element Theory, this is the privative element |L|). As
we show in the next section, the other major autosegmental mechanism
is spreading, which creates the link between context and change in the
representation in assimilatory processes.
Finally, let us turn to UBP. Not being a formal approach, UBP tends
to use rules as informal statements of patterns, but in its strictest form,
there are no psychologically real alternations. There are only a vast num-
ber of exemplars of word forms stored in the lexicon, i.e., e.g., [bʊnt]
and [bʊndəs]; word-forms may be linked psychologically, but not through
phonological derivation. Segment-sized generalisations are often thought to
be made over these exemplars and, while potentially category-like, these
generalisations are expected to be subject to gradient generalisations. The
focus in a UBP approach to the data in (1) is on questions like (i) is there
really full neutralisation? (ii) do some words not undergo the phenomenon
7 For the purposes of compact demonstration, both the facts and the description are
oversimplified – English, too, exhibits some form of obstruent voicelessness in lenes.
See the literature produced by proponents of laryngeal realism, mentioned in section
4, e.g., Honeybone (2005); Huber & Balogné Bérces (2010).
8 See the discussion of the concept of the local source in sections 3–4.
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(as much as others)? (iii) can statistical modelling help us understand the
phenomenon?
As may be clear from the above discussion, RBP, RepBP and CBP are
commensurable, as all three are forms of formal approaches to a phonol-
ogy that is regarded as autonomous and as a mechanism deriving surface
forms from underlying structures. According to these currents, phonologi-
cal categories are expected to typically behave categorically, whereas UBP
insists that gradience is not a negligible aspect of language use but is in
fact expected in all phonological generalisations. While UBP assigns no
role at all, and both RBP and CBP typically assign little role, to complex
phonological representations (although hybrid models, such as C&RepBP,
for example, exist), RepBP puts the vast majority of the explanatory load
in phonology on the shoulders of the structural configuration.
3. Key concepts and principles
of representation-based phonological models
This brief section introduces some further key concepts of RepBP (which
will be the focus of the rest of the article, as explained above, because it
has not much been analysed in generalising work such as this), highlighting
issues in terms of which it is (or claims to be) more successful than the
other frameworks.
The fundamental principle of RepBP is the following: sound patterns
and processes can be described, and their workings (including triggers,
targets and outputs) explained, with reference to hierarchical structure
that can be represented by tree diagrams (relations of association between
higher-order and lower-order constituents). The degree to which associa-
tion is constrained varies: the upper limit is sometimes set to binary (e.g.,
in GP) but typically zero is accepted as the lower limit (i.e., the absence
of association – already early autosegmental phonology included empty
categories/nodes and floating segments; latterly, empty categories have
proliferated in GP). It aims to remain formal (unlike UBP); so that the
analysis ensures falsifiability and avoids overgeneration. Below, we devote
some space to this latter issue.
Analysts do not agree on how important overgeneration is, that is:
whether it is important to worry about whether a framework predicts
to be possible more than actually occurs (so much so that it is not even
considered as a relevant issue in UBP or some versions of CBP/OT). How-
ever, it has been the main motor behind the emergence of autosegmental
phonology ever since its inception. It is what has led to the introduction
Acta Linguistica Academica 67, 2020
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of the concept of the local source (emphasised repeatedly in GP as the
‘Non-Arbitrariness Principle’;9 see section 4 for more detail), and to the
general acceptance within RepBP of the claim that overgeneration may
be conceived of as ‘missing the point’. If we invoke the simple example
of laryngeal assimilation to illustrate the argument: a rewrite rule for this
pattern is easy to write in RBP, as in (6a) – this works, but it can be
seen to miss the point in a way that is best shown by the fact that the
formalism allows the rule in (6b), too, just as easily.
a.(6) [+voice] ! [–voice]
.
[–voice]
b. [+voice] ! [–voice]
.
[+voice]
A crucial difference between (6a) and (6b) is that, while (6a) describes a
cross-linguistically widespread pattern, (6b) is not attested. The rewrite
rules of SPE/RBP, therefore, heavily overgenerate, and were as a result
largely replaced by the mechanism of spreading in representational, au-
tosegmental approaches, in which the impossible pattern is simply un-
formulable. Anything unformulable (either totally or without crossing
branches) is predicted to be ill-formed, or at least highly marked. In this
way, the strict adherence to autosegmentalism in RepBP with the require-
ment of a link between context and change helps it avoid overgeneration
(and, in fact, forces it to undergenerate in many cases), granting it a rela-
tively high degree of explanatory adequacy.
4. Current strands in RepBP
In the discussion of current strands in RepBP, it is highly relevant that
phonology in general has two major aspects: processes/computation10 and
representations. SPE expressed clearly defined principles underlying both
components: computation is serial (with rewrite rules being ‘chronolog-
ically’ ordered with respect to each other, producing multi-stage chains
of derivation with intermediate representations – defining ‘derivational’
phonological theory), while representation is simply composed of un-
ordered bundles of binary features (feature matrices) and boundary mark-
ers (e.g., #) organised in a linear sequence ‘like beads on a string’. Since
9 ‘There is a direct relation between a phonological process and the context in which
it occurs’ (Kaye et al. 1990, 194).
10 The traditional generative phonological term is ‘rules’, but that is already theory-spe-
cific, cf. the discussion above.
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SPE, the two components have developed in a parallel fashion in formal
phonology, with analysts concentrating on either one or the other: arguing
for constraints and against rules (or vice versa) irrespective of the repre-
sentations of the constituents the rules/constraints manipulate; or arguing
for certain representations (e.g., for empty categories) and against others
(e.g., against the theoretical relevance of the syllable or the coda) without
even sketching out how they envisage phonological computation, or sim-
ply wording the computational or interpretational instructions as informal
statements (e.g., ‘the spreading of element |I| causes palatalisation’, or ‘an
unlicensed empty nucleus is phonetically interpreted as schwa’).
This is possible because a given analysis does not need to introduce
modifications and innovations in both modules. As a matter of fact, a
strict adherence to autosegmentalism with its requirement of a local source
makes a separate computational module largely unnecessary – processes
apply iff (and as soon as) the local source is present. Still, theoretically
at least, any theory of representation can be coupled with any theory
of computation.11 In the present-day perspective, for example, CBP as a
purely computational framework with no well-defined model of represen-
tations of its own, is able to receive any type of representations fed into its
mechanism (allowing for hybrid models, as mentioned above). Therefore
there exists a plethora of representations of different types that pop up in
CBP (which for the most part means OT) analyses; typically, these are
rather ‘traditional’ or ‘standard’ in nature: binary (or occasionally unary)
features of mainstream feature theory composing segments, which are or-
ganised into a prosodic hierarchy of the constituents of standard syllable
theory or Prosodic Phonology (Nespor & Vogel 1986).12
Although in most cases it is a primarily OT analysis that adopts some
representations, less frequently a representational model adopts OT as its
procedural mechanism. There have been, for instance, attempts to feed
GP representations into OT-like computations (Polgárdi 1998; 2015; Blaho
& Szentgyörgyi 2003; Faust & Smolensky 2017; Faust & Torres-Tamarit
2017), but they have mostly met with objections (to say the least) from
GP circles and indifference from the side of OT.
11 The same point is made in Scheer & Kula (2017).
12 Declarative Phonology, whose major claim is that phonology should be non-
derivational and any kind of feature-changing or feature-removal from the input is
illegitimate (and therefore lexical entries are highly underspecified), also bases its
representations on rather orthodox components of feature and syllable theory (Lodge
2009; Neef 2018), which makes it, too, a framework primarily focussing on issues of
computation. For OT analyses making use of less traditional representations, see,
e.g., Torres-Tamarit & Hermans (2017); Zimmermann (2017).
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Outside GP, however, OT has largely become the default choice as the
analytical framework in formal work: models of representation that are not
associated with any particular model of computation regularly choose to
be couched in OT. For example, scholars from the Toronto School (argu-
ing that phonological features are organised into contrastive hierarchies,
which are representations of universal markedness relations on the one
hand, and language-specific segment inventories on the other – Hall 2007;
Dresher 2009),13 have shown that the contrastive hierarchy lends itself very
easily to formulation in terms of a set of constraints (cf. esp. chapter 6 of
Dresher 2009). Another example is the theory of laryngeal realism (LR),
which claims that the phonetic difference observed between aspiration lan-
guages like Germanic and true voice languages like Slavic has phonological
relevance and should consequently be integrated into the model of a lan-
guage’s laryngeal phonology. The purely phonological [voice] of SPE is
therefore replaced with some kind of representation of [aspiration/spread
glottis] in languages of the former type and [voice] in the latter, and the
representations can be fed into an OT mechanism (Petrova et al. 2006;
Huszthy 2016).
The claim that computation and representations are two separate
modules of phonology and as a consequence any theory of representation
should be freely combinable with any theory of computation finds further
support in the alternative ways in which the theories of representations
mentioned above have been adapted. For example, the contrastive hierar-
chies of the Toronto School are often coupled with RBP; LR has also been
applied in GP (in an early form in Harris 1994, and in a framework that
explicitly identifies itself as LR in, e.g., Huber & Balogné Bérces 2010) and
GP-like models (Cyran 2014). In addition, many forms of suprasegmental
phonology including metrical phonology, intonational phonology and tonal
phonology are fundamentally representation-based in nature, but analysts
will necessarily choose one or another theory of computation (RBP or
CBP) that will manipulate their representations during the derivation.
As is clear from the above discussion, these current strands in RepBP
that combine with other frameworks to produce hybrid models contribute
to a large extent to the diversity of approach characterising the present-
day landscape of phonological theory. However, this diversity becomes even
more apparent when we consider non-hybrid, purely representationalmod-
els. These are representation-only frameworks, which are characterised by
13 Contrastive hierarchy theory is typically based on binary phonological features. For
a proposal to extend it to a set of unary primes (elements claimed to be directly
related to the particles of Schane 1984), see Carvalho (2011) and Sandstedt (2018).
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what is referred to above as a strict adherence to autosegmentalism, and
which, accordingly, need no expansive separate mechanism for computa-
tion as part of the model. GP serves as a straightforward illustration,
whose explicitly pronounced view is that as long as the input (i.e. the lex-
ical representation) is properly formulated/reconstructed, rules/processes
automatically apply whenever their conditions are met (the ‘Minimality
Hypothesis’, Kaye 1992, 141) – that is, analyses simply identify the lo-
cal source, and give the computational or interpretational instructions as
informal statements. This approach rules out extrinsic rule ordering but
not necessarily intrinsic rule ordering (allowing for feeding rule order; cf.
Harris & Kaye 1990), and it is in this sense that it can be regarded as
‘non-derivational’.14
In purely representational models, both the requirement of the local
source (in GP, the Non-Arbitrariness Principle) and the rejection of ex-
trinsic rule ordering (in GP, due to the Minimality Hypothesis) stem from
the assumption that our model of phonological knowledge should be con-
strained enough to avoid overgeneration and make predictions that are
falsifiable (cf. section 3 above). In fact, it is the recognition that there
is always a local source in phonological events that leads RepBP to be
input-oriented as well as to deny the existence of exceptions and ‘crazy
rules’.15 Also, the notion of the local source is central to RepBP’s clas-
sification of phonological phenomena into two basic types (and its ruling
out other types, like RBP’s simple ‘feature-changing rules’) – assimilations
and lenitions. In assimilations, the local source is a melodic prime/feature
geometrical node which is local (i.e., adjacent to the target) on the relevant
tier/projection in the hierarchy – what happens is spreading (cf. the ex-
ample of laryngeal assimilation given in section 3). In lenitions (segmental
weakening processes), on the other hand, the local source is the inherent
prosodic weakness of the position that the target segment occupies (lead-
ing to weak or no licensing) – what happens is delinking (i.e., the loss of
the association) or segmental decomposition (cf. the German case study
in section 2).
In what follows, we will consider some of the manifestations of these
principles, mentioning their major representatives as present in the phono-
logical literature of the 2010’s but concentrating on their most recent
14 In fact, as pointed out by a reviewer, even these purely representational models are
not purely representational in the sense that they are not without computation – of
course, events like spreading, de- linking, or rule ordering (however intrinsic) require
computation, even if it is automatic.
15 On ‘exceptions’ and ‘crazy rules’, see Scheer (2015; 2019), and Chabot (to appear),
though.
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developments. Due to their dominance in non-canonical representations, we
will focus on the (related) forms of DP, Radical CV Phonology (RcvP), and
GP, the most popular member of the RepBP family. We will also see that
the current popularity of GP, at least on the European scene of phonologi-
cal modelling, is not only rooted in the lingering of the many subbranches of
GP proper, but it is also supplemented by the emergence of ‘GP-friendly’
analyses, which arise from analysts who, despite not being proclaimed
proponents of GP, occasionally adopt certain components thereof: typi-
cally, they accept GP-type empty categories in prosodic structure and/or
adopt Element Theory’s privative prime model of subsegmental structure.
The upcoming discussion will deal with melodic representations first
(section 4.1), and will turn to prosodic structure at the end of the paper
(4.2). As it will turn out, however, this traditional division into melody
and prosody is not without problems, since a number of solutions qualify
for being mentioned in both sections. This is for either of two reasons.
First, certain theories claim that the two dimensions of phonology are uni-
form in the sense that they utilise the same primitives: RcvP provides a
straightforward example of this, proposing that both aspects of phonolog-
ical constituents can be represented in terms of but two primes (‘C’ and
‘V’, hence the model’s name), which are subsegmentally grouped into three
sets (place, manner and laryngeal), and which also serve as the prosodic
constituents into which segments are organised. As a result, RcvP is men-
tioned in both sections. Second, certain theoretical frameworks are less
easy to place in a rigorous melody–prosody division because the config-
urations they offer contain no boundary between those two dimensions,
and they propose a single unified phonological structure; as we will see
below, this is the fundamental property of the models dubbed ‘hyperhier-
archical’. Since such approaches innovate more in terms of multi-layered
configurations familiar from prosody (and typically employ some radically
reduced form of ET for what they claim remains melodic in nature); they
are discussed in section 4.2.
4.1. Subsegmental structure
Segment-internal, melodic representations in current RepBP share a num-
ber of general properties, some of which are the following. First, they accept
the ‘one-mouth’ principle (Harris 1994, 118), i.e., they employ the same
set of melodic primes for the representation of consonants and vowels,
or at least there is a considerable overlap between the two sets. Second,
they claim that all primes are unary/monovalent/privative, which receive
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direct phonetic interpretation in both simplex and complex phonological
expressions (partly rooted in Particle Theory – Schane 1984). Third, they
assume segment-internal dependency relations (typically in the form of
headedness, which is sometimes accompanied by some kind of melodic ge-
ometry) – one of the reasons for van der Hulst (2011) to call such models
‘dependency-based phonologies’.
The theoretical frameworks that belong here are DP (Anderson &
Ewen 1987; more recently, e.g., Anderson 2011 and Navarro 2018; for a
summary, see van der Hulst & van de Weijer 2017), RcvP (a development
of DP; van der Hulst 1994 et seq; most recently, 2018; van der Hulst & van
de Weijer 2018), and Element Theory (ET; GP’s primary model of seg-
ment-internal structure). Since its first appearance in Kaye et al. (1985),
ET has undergone various revisions (one of the earliest is in fact explicitly
referred to as Revised ET), which space restrictions prevent us from intro-
ducing. For recent overviews, see Backley (2011; 2012) about ET; Scheer &
Kula (2017) about both ET and RcvP. Most ET applications illustrate its
use with no element geometry envisaged as part of the model; however, in
certain recent versions as well as in DP and RcvP, elements are organised
into intricate structures with multi-layered, three-dimensional configura-
tions. For instance, based on the insights of RcvP, such an approach is
sketched out in Kula (2002) and (2012), which have in turn inspired Liu
(2017) and Kula & Liu (2020). Within GP, element organisation into some
kind of geometry was first proposed as early as in Harris (1994) but re-
mained largely uninfluential until the idea of segment-internal organisation
was taken up again in the form of a grid of tiers in Nasukawa & Backley
(2005; slightly revised and recycled for the purposes of LR in Huber &
Balogné Bérces 2010), and in the form of non-segmental representations
with a unified prosody–melody hierarchy of the GP2.0 type (see next sec-
tion). A few illustrations are given in (7) for comparison.
(7) Multi-layered subsegmental geometries
a. Harris (1994, 129)
Melody 129 
is, however, similar to a syntactic tree in defining relations of dominance between 
mother and daughter nodes; in (47), a class node dominates terminal elements, 
either immediately (as in the case of B and C) or indirectly via an intervening class 
nod  (as in the case of A). 
Applied to the geometric model, the principle in (46) allows each phonological 
process to target either a single terminal node or a single class node. The 
functional unity of groups of elements is captured by assuming that a process 
targeting a class node automatically affects any nodes it dominates. For ex mple, 
delinking a class node results in the delinking of its daughters, whether these be 
class nodes themselves or terminal elements. 
The class nodes for which there is the firmest empirical support involve the 
recurrent groupings mentioned above. As shown in the geometric fragment in 
(48), elements defining resonance or place-of-articulation properties are gathered 
under a PLACE node, while laryngeal elements are dominated by a LARYNGEAL 
node. These class nodes are grouped under a ROOT node, the matrix which 
defines the integrity of the melodic expression.80 
(48) * 
ROOT,. 
LARYNGEAL • \ „T . „ „ 
• PLACE 
More controversial is the question of whether the phonological behaviour of 
primes defining degree and manner of stricture warrants representation under an 
independent class node. Even amongst phonologists who assume there is evidence 
to support such a view, there is considerable disagreement about where such a node 
should be located in the geometric model and about whether this dimension is 
itself subdivided into further class nodes.81 Here we may follow one well estab-
lished view on this matter, namely that the number of class nodes should not b  
multiplied beyond that which is minimally necessary to account for the uncon-
troversial evidence. The implication of this position is that the 'manner' elements 
N, h and ? should be directly and independently attached to the ROOT node.82 
The geometric arrangement of the elements discussed up to now is thus as 
follows:83 
(49) 
• PLACE 
(LARYNGEAL hosts |L| or |H| depending on language type as in LR)
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b. Nasukawa & Backley (2005)16
i. for consonants: ii. for vowels:
EDGE fh, Pg = X FUNDAMENTAL fAg = X
| |
SOURCE fL, Hg RESONANCE fI, Ug
| |
RESONANCE fI, Ug SOURCE fL, Hg
| |
FUNDAMENTAL fAg EDGE fh, Pg
c. Dependency Phonology (van der Hulst & van de Weijer 2017, 335)17
d. 3D view of the geometry in Liu (2017)
16 From Huber & Balogné Bérces (2010, 451).
17 The term ‘phonatory’ is in quote marks because the authors regard its use unfor-
tunate; this gesture primarily defines major class and manner properties (i.e., the
segment’s place on the ‘sonority scale’).
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As (7) shows, these models still maintain a relatively large set of melodic
primes, which is accompanied by a geometric design of varying complexity.
However, subsegmental hierarchy (and, in fact, autosegmentalism in gen-
eral) has for a long time been fed from at least two independent sources:
first, the observation that phonological features group into subsets, which
determines their behaviour, and therefore melodic geometry is inevitable;
and second, the argument that many phonological properties previously
thought to be substantive (and thus represented by primes) are in fact
structural in nature. That is, some of the analytical burden carried by
phonetically-based primes can be taken over by the structural configura-
tion which is needed anyway. As a result, it is apparent in recent trends
that substance and structural configuration (branching) balance out: the
more structure is proposed, the fewer primes are needed; and vice versa:
the fewer primes are assumed, the more structure is introduced. All of
these insights, coupled with the ever-existing ambition in ET to reduce
the number of primes so that the model’s predictive power is sufficiently
constrained, have led some of the representation-oriented phonologists to
introduce the ‘hyperhierarchical’ structures discussed in the next section.
Nevertheless, the non-geometrical view of ET continues to be the
default framework used for melodic representations in forms of GP (cf.
the ‘flat’ models of prosody in the next section), and ET as such seems
to have become the default choice even for non-GP analysts aiming to
utilise a non-canonical model of segment-internal structure, producing
‘GP-friendly’ models and analyses: new proposals that take the represen-
tations of dependency-based phonologies as the point of departure (e.g.,
Cavirani & van Oostendorp 2020); or discussions of general, melody-related
theoretical issues and/or issues of the interpretation of empirical facts
which (primarily) consider them from the perspective of ET representa-
tions (e.g., Szigetvári 2020). ET seems to be on the rise as the new lingua
franca for a wide segment of the RepBP community.
4.2. Prosodic structure
Supra-melodic representations in current RepBP are characterised by
(i) the denial of canonical (constituents of) syllable structure; (ii) the
recognition (or even proliferation) of empty categories; and (iii) depen-
dency/licensing relations between heads (governors, licensors) and depen-
dents (governees, licensees) – the other reason for van der Hulst (2011)
to dub all of DP, RcvP and GP ‘dependency-based phonologies’. These
properties are exemplified by the German case study in section 2 above
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(from GP) as well as the dependency graph in (8) (from DP – Anderson
2011, cited in van der Hulst & van de Weijer 2017, 347).
(8) Dependency graph for city, illustrating ambisyllabicity in DP
347
Dependency Phonology
Dependency graphs also permit one daughter to be dependent on two heads, which cre-
ates a structure that appears to correspond to the notion of ambisyllabicity (cf. Kahn 1980; 
among others):
(33) {V}
{V} {V}
{C\{V}} {V}
{V/C} {V}
{C\{V}}
{C}, 
{C\{V}}
s I t i
Here we have also included the dependency relation that represents ‘foot structure’. Indeed, 
early work in DP anticipated the essence of metrical theory by representing ‘stress’ as an 
exponent of a dependency relation between two syllables.
Anderson (1986b) proposes an interesting constraint on syllable representations:
(34)  The Dependency Preservation Condition
 Dependency relations are preserved, where possible, throughout a derivation 
(and in diachronic changes)
Anderson introduces this condition as part of his syllabification algorithm, to ensure that 
dependencies introduced by earlier rules are not undone or reversed by later rules. We note 
that this principle anticipates the Projection Principle proposed in GP (see Kaye et al. 1990).
Within the expression plane, Anderson makes an intraplanar distinction between word 
structure and utterance structure, which is more or less equivalent to the distinction between 
lexical and post-lexical structure. Here we reproduce a diagram from Anderson (1986b) which 
illustrates this distinction (and which abstracts away from many details of node labeling):
(33)
Although GP in its ‘standard’ or ‘classical’ form (dubbed standard Gov-
ernment Phonology (SGP) by some and GP1.0 by others) still survives in
occasional publications like Charette (2017), most of GP’s current forms
display the trend discussed at the end of the preceding section, ‘aim[ing] at
reduci g substance by exploiting structure’ (Cavirani & van Oostendorp
2020). There ppear to be two directions to do so, nd therefore there are
two extreme vi ws with respect to the general design of sound structure
in contemporary RepBP:18 a ‘flat’/’horizontal’ model, placing the struc-
tural burden on empty categories and lateral dependency relations rather
than multi-layered hierarchies, and a number of ‘hyperhierarchical’/’verti-
cal’ models, stemming from the considerations mentioned in the previous
section (and pushing the limits of ‘exploiting structure’ to its extremes)
but ultimately rooted in a long but not particularly widespread tradition in
generative phonology to conceive of the syllable as the maximal projection
of the nucleus.19 Such x-bar (i.e., N-bar) models of syllable structure (as
part of the so-called structural analogy argument, pinpointing parallelisms
18 For a recent, concise summary of the history of prosodic structure in standard GP
and of CVCV phonology, see Scheer & Cyran (2017).
19 As noted by a reviewer, the division into ‘horizontal’ vs. ‘vertical’ models coincides
with the difference between a strict separation of structure and melody vs. no split
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between phonology and syntax – see Bermúdez-Otero & Honeybone 2006)
have been around since the 1980’s, and are not only found in forms of GP
– note that the dependency graph in (8) above is also an example thereof.
Neither are such radically structural approaches particularly novel to GP:
already in Rennison & Neubarth (2003), all structural relations are defined
by the x-bar theoretic principle that heads project and stand in an asym-
metric relation to their specifiers and complements. What marks the more
recent developments to be discussed presently as special is that they are
non-segmental, too, in the sense that they offer a unified melody–prosody
hierarchy in which the two are not discrete components, and not only are
traditional prosodic units such as nucleus, mora, rhyme, syllable and foot
epiphenomenal but the segment is not a constituent, either: it is difficult (if
not impossible) to delineate the sound segments, which the symbols of pho-
netic transcriptions idealise into discrete objects, in their representations.
The hyperhierarchical or vertical models include GP2.0 (Pöchtrager
2006 et seq.; most recently, 2020; Tifrit & Voeltzel 2016; Živanović 2020),
Precedence-free Phonology (PfP – Nasukawa 2011 et seq.; most recently,
2019), as well as certain ‘GP-friendly’ approaches like the Onset Promi-
nence (OP) representational framework (Schwartz, a number of publica-
tions; most recently, 2019). A fundamental principle that underlies these
models is the re-interpretation of manner as structure (roughly, the more
layers a structure has, the less sonorous the segment is), and only the place
of articulation remains melodic (represented by elements associated in var-
ious ways to the nodes of the tree diagram). In GP2.0, even the element
|A| (corresponding to [low] and [coronal]) is replaced by extra structure in
the configuration, while laryngeal features may be regarded as either struc-
tural (GP2.0) or partly structural (PfP, OP). Both PfP and OP build the
insights of Modulation Theory (Traunmüller 1994) into their representa-
tions. The representations of fortis plosives in the three frameworks are
cited in (9) for comparison.
(9) Fortis plosives in ‘vertical’ models
a. Fortis /p/ in GP2.0 (Pöchtrager 2006, 70, 97)
length. We finally have a non-arbitrary account of the distribution of length
in English.
Let us now move on to the stops. The respective representations of a lenis
b and a fortis p are given in (17).
(17) a. lenis b (final)
O′′
qqq
qqq
q
MMM
MMM
M
x1 O
′
qqq
qqq
q
MMM
MMM
M
x2 ← xO{U}
b. fortis p (final)
O′′
qqq
qqq
q
MMM
MMM
M
xxqqq
qqq
q ff
MMM
MMM
M
x1 O
′
qqq
qqq
q
MMM
MMM
M
ff
MMM
MMM
M
x2 ← xO{U}
Again, both are melodically identical: their head is labelled for the element
U. Also, since both are stops, they will both have a two-layered structure.
The only difference between the lenis b and the fortis p is m-command. In a
lenis b (17a) xO does not m-command any other point.12 In a fortis p (17b),
on the other hand, xO m-commands x1. This is thus entirely parallel to one-
layered structures like v and f: In a fortis f the onset head xO m-commands
the highest unannotated x, in a lenis v it does not. This is summed up in
(18).
(18) fortis: xO m-commands highest unannotated x
two points involved
lenis: xO does not m-command highest unannotated x
only one point involved
The notion of m-command allows us to express which points belong to-
gether. The definition in (18) also allows us to understand the distinction
between fortis and lenis as one of length: A fortis structure is longer than a
lenis structure in the sense that in a fortis structure an xO m-commands ex-
actly one point (and this point is the highest unannotated x) while in a lenis
12 We will come to the meaning of the arrow between xO and x2 in both structures in
(17) in section 2.3.2.3. It does not represent an m-command relationship.
70
between melodic and structural levels, mentioned above as a source of difficulty in
classifying models into either section 4.1 or section 4.2.
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b. Aspirated /p/ in OP (Schwartz 2017, 9)20
fHgfUg N
H U VO
H U
c. Aspirated /k/ in PfP (Nasukawa 2017, 44)
|H|
|U|
|P|
|H| |P|
|U|
|H|
The other strand in RepBP seeking non-canonical solutions has ended up
with the opposite conclusion: prosody is separable from melody, and is
flat; structural relations are not primarily vertical but lateral/horizontal.
This is because one way to constrain a representational model is to as-
sume strict binarity in branching as a consequence of local dependency
relations; this assumption, however, has led to less and less branching, and
to what had been seen as constituents being redefined as bogus sequences
with the members sandwiching empty categories. At the same time, a
strict adherence to the structure preservation principle in the analysis of
processes like vowel–zero alternations and compensatory lengthening lends
extra motivation for positing empty positions. The end result is Strict CV
phonology or CVCV phonology (Lowenstamm 1996), merging the skele-
ton and syllable structure into a single tier of strictly alternating C and
V slots, in which parametrically licensed empty positions produce surface
clusters and edge effects, and lateral forces (government and/or licensing,
depending on the version of the theory) are responsible for asymmetries in
phonological strength, resulting in representations such as those in (10).
All this is typically accompanied by some relatively ordinary form of ET
for the representation of melody.
20 The structure is dominated by Closure. N = Noise, VO = Vocalic Onset.
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(10) Strict CV representations with empty positions licensed by trochaic government
(Polgárdi 2015, 387)
Among the proponents of this ‘flat’/’horizontal’ model, perhaps the most
salient is Scheer (a highly prolific author with numerous publications in-
cluding a thick monograph on CVCV – Scheer 2004); but there is also a
group of other France-based researchers belonging to the CNRS (Centre
National de la Recherche Scientifique, or National Centre for Scientific
Research) e.g., Dabouis et al. (2020); Faust (2020); Lahrouchi & Ségéral
(2010); Enguehard & Luo (2020); Passino (2020). Other work in CVCV
phonology includes Balogné Bérces (a number of publications incl. 2015)
and Ulfsbjorninn (a number of publications; most recently, 2020) – see
further references in Scheer & Cyran (2017). One of two sub-branches
of the theory proposes an alternative segmentation of the skeleton (VC
phonology – Szigetvári 1999), the other assumes the non-uniformity of
word edges (Loose CV phonology – Polgárdi 1998 et seq.; recently, 2015).
The diagrams in (11) demonstrate the analysis of a surface CVCV string
(as well as surface ‘ambisyllabicity’) in GP2.0 and Strict CV Phonology
for a comparison of ‘vertical’ (11a) and ‘horizontal’ (11b) approaches. The
reader is invited to also compare these representations to that of city in
DP in (8) above.
(11) A CVCV string in GP2.0 and in Strict CV Phonology
a. hippie in GP2.0 (Pöchtrager 2006, 131)
(52) N′′1
qqq
qqq
q
VVVVV
VVVVV
VVV
O
xx
xx
xx
FF
FF
FF
N′1
qqq
qqq
q
VVVVV
VVVVV
VVV
xN1{I} N′5
qqq
qqq
q
VVVVV
VVVVV
VVV
O′′4
qqq
qqq
q
MMM
MMM
M
xxqqq
qqq
q ff
MMM
MMM
M xN5{I}
x2
ONMLHIJK O′4
qqq
qqq
q
MMM
MMM
M
ff
MMM
MMM
M
x3 ← xO4{U}
Obviously, nothing in particular has to be said about x2 in (52). In hippie
the domain head is followed by a fortis onset, i. e. x2 is m-commanded by
xO4. The representation of hippie does not raise any questions, but the one
of Libby does. In (51), x2 is neither m-commanded by xO4 (the b is lenis),
nor by xN1 (otherwise the nuclear expression would be long). What we need
to find out is why xN1 does not m-command x2 in (51).
What I want to claim is that there is a principle of “closest licenser” (a
formal definition will be given in a moment). That is, xN1 in (51) does not,
in fact cannot m-command x2 and license it, because there is a closer licenser
for x2 that licenses it. This closer licenser is the final nucleus, xN5.
(53) N′′1
qqq
qqq
q
VVVVV
VVVVV
VVV
O
xx
xx
xx
FF
FF
FF
N′1
qqq
qqq
q
VVVVV
VVVVV
VVV
xN1{I} N′5
qqq
qqq
q
VVVVV
VVVVV
VVV
kk licensing
VVVVV
VVVVV
VVVlicensing
xxqqq
qqq
q
O′′4
qqq
qqq
q
MMM
MMM
Mlicensing
xxqqq
qqq
q xN5{I}
x2
ONMLHIJK O′4
qqq
qqq
q
MMM
MMM
M
x3 ← xO4{U}
131
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b. city in Strict CV Phonology (Balogné Bérces 2015, 151)21
C V C V
| | | |
s ɪ t i
city
Of course, GP and GP-related approaches are not alone on the current
scene of RepBP – other, non-GP representational frameworks also exist.
For instance, the Toronto-School-type expanded segmental representations
mentioned above form an aspect of RepBP, as does the CVX theory of syl-
lable structure (Duanmu various publications, recently 2011) which pro-
poses that universally the maximal syllable size in languages is CVX, where
the X variable can be realised as either a V (to yield CVV) or a C (to yield
CVC). This radically restrictive template can be maintained due to the
monosegmental analysis of many consonant sequences traditionally taken
to be clusters, via non-exhaustive syllabification of edge consonants, and
by assuming that any extra C outside the VX window is a potential onset
for a vowel in a vowel-initial suffix. Although similarly intriguing proposals
regularly emerge in current research on suprasegmental structure, the the-
oretical frameworks introduced above retain a dominant position in purely
representational phonology.
5. Conclusion
We have seen that the palette of phonological theory at the end of the
second decade of the 21st century is characterised by a ‘healthy diversity’.
Most probably, the reason for this (in formal phonology at least) is that
the enterprise the generative programme in linguistics sets out to pursue
aims to cover such a multifaceted phenomenon that it necessitates a sim-
ilar multifacetedness of approach, and requires considerable flexibility in
decisions about what exactly falls under the rubric of the object of study
– even when it is only phonology (or only its representational aspect) that
is within the scope.
21 Simple arrows indicate government, double arrows denote licensing. The IPA symbols
on the melodic tier are shorthand for phonological expressions in ET.
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