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Abst ract - -For  the linear complementarity problem, we set up a class of parallel matrix multisplit- 
ting accelerated overrelaxation (AOR) algorithm suitable to multiproceesor ystems (SIMD-systems). 
This new algorithm, when its relaxation parameters are suitably chosen, can not only afford extensive 
choices for parallely solving the linear complementarity problems, but also can greatly improve the 
convergence property of itself. When the system matrices of the problems are either H-nmtrices with 
positive diagonal elements or symmetric positive definite matrices, we establish convergence theories 
of the new algorithm in a detailed manner. 
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1. INTRODUCTION 
For a given matrix A = (amj) E L(R n) and a vector b = (bin) E R n, the so-called linear 
complementarity problem is to find (or conclude there is no) x E R n such that 
x > 0, Ax-  b > O, and xT(Ax-  b) = 0, (1.1) 
where the ordering "_" is understood element by element. 
This problem often arise from bounteous practical problems uch as the Nash equilibrium point 
of a bimatrix game (see [1]), the partial differential equations which model systems with moving 
boundaries, for example, fluid flow in a porous media or the one phase Stefan problem (see [2-4]), 
and so on. Therefore, it deserves to pay much more attention to the researches on both theoretical 
properties and numerical methods about the solution of this problem. Historically, there have 
been a lot of literature on both existence and uniqueness of the solution and efficient serial 
numerical methods for the linear complementarity problem (1.1) (see [1-3,5-10], and references 
therein). 
Considering the large and sparse characteristics of the problem as well as the intrinsic superi- 
orities of the multiprocessors, Benassi and White (see [6]) proposed a class of parallel successive 
overrelaxation (SOR) method for numerical solution of the problem (1.1) by making use of the 
projecting technique described in [9]. This method is substantially of strong parallel function 
and has achieved good numerical effect. Under proper conditions, namely, when the system 
matrix A E L ( /P )  is a symmetric M-matrix or a symmetric positive definite matrix, the par- 
allel SOR method was proved to be convergent to the solution of the linear complementarity 
problem (1.1). 
a3'pe~t by .4,~,.¢-~X 
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In this paper, by further extending the parallel SOR method in [6] to two parameter cases, we 
set up a class of parallel matrix multisplitting accelerated overrelaxation (AOR) algorithm for 
solving the linear complementarity problem (1.1). Besides its suitability for the multiprocessor 
systems, this algorithm affords more flexible and wider choice for getting the solution of the prob- 
lem since two relaxation parameters which can be arbitrarily chosen in practical implementation 
are included in it. Moreover, the convergence rate of the new algorithm can be greatly improved 
by suitably adjusting the relaxation parameters. With reasonable constraints on both the relax- 
ation parameters and the multiple splittings, we establish the convergence theory of the parallel 
multisplitting AOR algorithm when the system matrix A E L(R n) is an H-matrix with positive 
diagonal elements. Moreover, several sufficient conditions guaranteeing the convergence of the 
new algorithm are shown for the case that the system matrix is a symmetric positive definite 
matrix. 
The results of this paper can be thought as developments of [8-10], and also extensions of [5,6]. 
2. MULTIPLE SPLITTINGS AND RELAXED METHODS 
Let a < n be a given integer and J4 (i = 1, 2 , . . . ,  c~) be a decomposition of the number set 
N = {1, 2 , . . . ,  n}, namely, they satisfy 
J4C_N, i = 1 ,2 , . . . ,a  
and 
UJ~=N. 
i----1 
For A = (amj) E L(Rn), let D = diag(A). Assume for i = 1, 2 , . . . ,  a that L~ = (£~) E L(R n) 
are strictly lower triangular matrices, U4 = (/4(~) E L(R n) are zero-diagonal matrices, and 
E~ "" , (4) (4) L(R n) nonnegative diagonal matrices, = alag(e I ,e 2 , . . .  ,e ((4)) e are 
I I (4) i fm>j ,m,  jEJ~, 
• mj, m,j E N ,  
£~)J = 0, otherwise, 
L/(4). 0, if m = j, m, j E N, 
-'ms u (0 otherwise, mj, 
e~)={e~)>O, if m e J~, meN,  
0, otherwise, 
such that 
(1) D is nonsingular; 
(2) A=D-L4-U4,  i= I ,2 , . . . ,a ;  
(3) ~=1 E4 = I (I E L(R n) is the identity matrix). 
Then the collection of triples (D-  Li, U4,E4) (i = 1,2,. . .  ,a)  is called a multisplitting of the 
matrix A e L(Rn). 
Now, based on this concept, we can set up the following parallel relaxation algorithm in the 
sense of matrix multisplitting, called the multisplitting AOR algorithm (MAOR-algorithm), for 
solving the linear complementarity problem (1.1). 
MAOR-ALGORITHM.  Given an initial value x ° e R n. For p = 0, I, 2 .... until convergence, 
compute 
z~'+l = max { O'zpm + "rr~'+l }atom ' mE J4, (2.1) 
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where 
t .mj~ j - -  ~mvr*  m,  
j<m j#m 
j~J~ 
"Y i=l 
m~ J~, 
mEN.  
(2.2) 
(2.3) 
Here, 7 > 0 is called a relaxation factor while w > 0 an acceleration factor. 
In the above algorithm, if we define 
_ atom 
r~P+lXPm, for r~hlr+l < - x~, ~/~p-I-1 =
7, otherwise, 
mEJ i ,  
al,  n~ 
i = 1 ,2 , . . . ,a ;  p = 0,1,2, . . . ,  
(2.4) 
then there clearly have 
r~p -{'l = (x~p "l-I _ xPm) atom ~f~- l '  me J~,  i = 1 ,2 , . . . ,a ;  p= 0,1,2, . . .  (2.5) 
with 
0 < q,~P+I <_ ~/, mEJ~,  i= l ,2 , . . . ,a ;  p = 0,1,2, . . . .  
On the other hand, by specially choosing the relaxation parameter pair (7, w) in this algorithm, 
a sequence of applicable parallel matrix multisplitting relaxation methods can be generated. For 
example, 
(1) when 7 = w > 0, the parallel matrix multisplitting SOR algorithm (MSOR(I)-algorithm) 
proposed in [6] can be obtained; 
(2) when 7 > 0,w = 1, another parallel matrix multisplitting SOR algorithm (MSOR(II)- 
algorithm) can be got; 
(3) when 7 = 1, w > 0, an extrapolated parallel matrix multisplitting Gauss-Seidel algorithm 
(EMGS-algorithm) can be reduced; and 
(4) when 7 = w = 1, a parallel matrix multisplitting Gauss-Seidel algorithm (MGS-algorithm) 
can be resulted. 
Therefore, an extensive sequence of parallel relaxation methods for the linear complementarity 
problem (1.1) is well formed in the sense of matrix multisplitting, which makes all the existing 
serial relaxation methods can be implemented in parallel. So, a broad and novel way is af- 
forded for efficiently solving the linear complementarity problem (1.1) in parallel multiprocessor 
environments. 
3. CONVERGENCE THEORY FOR THE H-MATRIX  CLASS 
Let us first review some known results needed in the subsequent discussion of this section. To 
formulate them, we begin with some basic concepts. 
For a vector x = (x l ,x2, . . .  ,Xn) v E R n, z > 0 (x >_ 0) will denote that all its components are 
positive (nonnegative). Similarly, for x, y E R n, x _> y (x > y) will mean that x - y > 0 (>). For 
x E R n, Ixl will denote the vector whose components are the absolute values of the corresponding 
components of x. We shall employ similar notations for matrices. 
For a matrix A = (amj) E L(Rn), we represent by/A)  = (/amj)) the comparison matrix of it 
where 
[amj[, if m = j, N. 
{amj) = -[amj[,  if m # j, 
m, j  E 
4 Z.-Z. BA! 
We call A = (amj) E L(R n) an M-matrix if it is nonsingular with amj _< 0 for m ~ j and with 
A -1 _> 0. We call it an H-matrix if CA) is an M-matrix. 
One classical necessary and sufficient criterion on M-matrices is as follows. 
LEMMA 3.1. (See [11].) Let A e L(R n) have nonpositive off-diagonal entries. Then A is an 
M-matrix if and only if there exists a positive vector u E R n such that Au > O. 
Lemma 3.1 implies the following well-known result. 
LEMMA 3.2. (See [11].) Let A, B E L(R n) be M-matrices, D = diag(A), and C 6 L(Rn). Then 
(a) D is nonsingular; D, D -1 are nonnegative matrices with positive diagonal entries; 
(b) A <_ B implies B -1 < A- l ;  
(c) A <_ C < B implies C is an M-matrix. 
We now cite another lemma from [11,12], which will be frequently used in the sequel. 
LEMMA 3.3. (See [11,12].) Let A, B • L(Rn) such that IA[ < B. Then p(A) < p(B), where p(.) 
denotes the spectral radius of the corresponding matrix. 
Corresponding to H-matrices, the following conclusions hold. 
LEMMA 3.4. (See [12].) Let A • L(R n) be an H-matrix, D = diag(A), and A = D - B. Then 
(a) A is nonsingular; 
(b) IA-II  <_ (A)-I; 
(c) [D[ is nonsingular and p([D[-I[B[) < 1. 
Before proving the convergence of the MAOR-algorithm, we cite a lemma from [5] which gives a 
sufficient condition for the existence and uniqueness of the solution of the linear complementarity 
problem (1.1). 
LEMMA 3.5. (See [5].) For the linear complementarity problem (1.1), ff A • L(R n) is an H-ma- 
trix with positive diagonal elements, then for any b • R n, this problem has unique solution 
X* • R n. 
We now establish a convergence r sult for the MAOR-algorithm when the system matrix A • 
L(R n) is an H-matrix. 
THEOREM 3.1. Let A = (amj) • L(R n) be an H-matrix with positive diagonal dements, and 
( D - L~, Ui, E~) (i = 1, 2,. . . ,  a) be a multisplitting of it with 
C A) = D - I Ld -  IUd - D - IB I ,  i = 1,2,. . .  ,a. (3.1) 
Then, for any starting vector x ° E I~, the sequence {x p} generated by the MAOR-a]gorithm 
converges to the unique solution x* E l~  of the linear complementarity problem (1.1) provided 
the relaxation parameters "r and w satisfy either 
or  
2~ (3.2a) 
o < ,~ < 1, o < ~ < 2 + (p(D-1 IB I )  - 1),), 
2 2 
I< 'V< I+p(D_I IBI  ), 0<w< I+p(D_aIBI ). (3.2b) 
PROOF. In accordance with Lemma 3.5, we know that the linear complementarity problem (I.I) 
has unique solution 
x* = (x~, x~,..., z~,) v e R", 
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for any b • R n. Considering the problem (1.1) and the matrix multisplitting concept described 
in Section 2, there therefore hold 
bm< ammX*-  ~ l~x; -  ~"  (') -* - " t tmi  ~i  ' 
j<m j#m 
jEJ ,  
m • J~, i = l ,2, . . . ,a.  (3.3) 
Now, from (2.2) and (3.3), we have the following relations: 
r~ p+I < amm(X~-XPm)- ~ ~.(i) (x; -x~ 'p-t'I) - ~--~'(') - 
j<m j#m 
jEJ ,  
m•J~,  i = 1,2,...,(~. 
Represent 
~p-{-1 : atom (x* - xPm) - ~ l~  (x; - x~ 'p+I)  - E ~l(i2J (x ;  - ~P) , 
j<m j~m 
jEdl 
m•J~,  i=1 ,2  .. . .  ,a. 
(3.4) 
Then, it clearly holds 
and 
r~P+l < ?~p+l, m • J i ,  i -- 1, 2,.. . ,  o~ (3.5) 
r m = 
l(O (0 X* =b in -a tom m+ ~.~ 
+ - mj (3 .6 )  i<m i#m 
jeJ~ 
= [b - 
for m • Ji, i = 1, 2, . . . ,  a, where [b - Ax*]m denotes the mth component of the vector b - Ax*. 
On the other hand, from (2.1) we see that 
X~tp+ 1 -- Xm* = ( XPm -- X m ÷ amm'Y r~ p+I, for xVm + - -7  ri,P+lamm m >- 0, 
--x~n, otherwise, 
m• J i ,  i= l ,2 , . . . ,a .  
Making use of (3.6), these relations can also be equivalently expressed as 
Xpm X~ n ÷ ")' ~p+l ÷ ~f * ~' ri,P+l • , - rm, f ° rxPm+  m >0, 
X~ p+ I -- X m -~ atom atom mm -- 
-x* ,  otherwise, 
m E J~, i = l ,2, . . . ,a.  
Hence, for Vm E Ji, Vi E {1, 2,..., c~}, if x~ p+t > x*, there holds 
x~p+ l_xm_< xPm-x~+ 7 ~i,P+lamm m , forxPm+~mm _>0, 
O, otherwise, 
because the solution x* of the linear complementarity problem (1.1) must satisfy x~ ~_ 0 and 
r*  <_ O, and if x~ p+I < x*, there holds 
z~, p+I - x~, > x~ - x*  + ~__7_ei,p+l + 7 . 
-- am m m am m rm 
* ~ ~,p' i ' l  = x ~ - x ~ + : ~  , 
6 Z.-Z. BA! 
since now xTn > 0 should imply rTn = 0. So, in all cases, we can obtain 
I 3" ~i,p+ 1 I
l~r  +' - :~:,,I -< :~ - ~;, + ~--: ~ I '  
meJ i ,  i=1 ,2  . . . .  ,a. 
Therefore, by applying (3.4) we can get 
x lx ll l a  j m 
_< ,I- 3", ,xPm -x~[ + ~ j~<m l~l IxJ'P+I -x; + 7-!-ar"m ~ u(i)'lrn3 Ix~- x;l , 
• j#  
jeJ~ 
for rn 6 Ji, i = t ,2 , . . . ,a ,  that is 
- -  l rn 3 , 
j<m j~m 
jeJ~ 
rneJi ,  i = t ,2 , . . . ,a ,  
or in the vector form, 
[ (D  - 9' IL, I ) Ix  ''p+I - x* I],~ _< [(It - 3'ID + 3' IU, I ) Ix" - x*l]m, 
mEJ~, i = t ,2 , . . . ,a .  
(3.~') 
Noticing the particular structures of the matrices L~, Ui (i = 1, 2 , . . . ,  a) as well as (D-3'ILi[) (i = 
1, 2 , . . . ,  a) being M-matrices, (3.7) then implies 
[x~ p+z - xT~l ~ [ (D - 3' IL, I) -z  (IZ - "riD ÷ 3' IUdl) Ix"  - x* l ]m,  
mEJ~,  i= l ,2 , . . . ,a .  
(3.8) 
Presently, from (2.3) there holds 
" I=~, '+1 " I=~-  =~,1, m ~ N I:r~ +1 - : r*  I _< ~. ~ e~) - real + 1 - -~- 
i= I  
By substituting (3.8) into these inequalities, we have 
~'~-~E,(D-71L, I)-z[I1-3"ID+3"IU, I]IxP-x'I÷ z -  I xp -x ' l  
I:~ ~ ' -  x'l _< ;,__1 
= ~":  E,  (D  - 3' IL, I) -1 [a(3',,,,)D - I~ - 3'1 IL, I + ,,, Iv, I] Ix" - x ' l ,  
i=1  
where  
If we wr i te  
0¢ 
£(7 ,  o~) = EEd (D - 7 IL, I) - t  [,7(7, o~)D - Io~ - 3'1 ILd + w IV, l], 
/=l 
(3.9) 
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the above estimate can be expressed as 
[Xp'F1- X*l <_ f (~,w) lxP-  x*l, p = 0 ,1 ,2 , . . . .  (3.10) 
Evidently, to prove x p ---* x*(p ~ or), we only need to verify p(£(7,w))  
constraints of the theorem. 
In fact, according to (3.1) there have 
<1 under the 
c(7,w) = z + Z 
i----1 
o~ 
-~ I+  ~-'~ 
i----1 
<I+~ 
<I+~ 
i=l  
Ei (D - 7 ILd) -x [(~(~,w) - 1)D + (~/-  Iw - 71)IL, I ÷ w IVd] 
Ei (D - 7 ILd)-* [(a(~,w) - X)D + (7 - w - Iw - ~1)IL~I + wlnl] 
E~ (D - 7 ILd) -x [(o(7,w) - 1 )9  + wlnl] 
E, (D - ~ IL, I)-* D [(a(7,w) - 1)I + wJe], 
(3.11) 
where 
J e=D-1 lB l+eee r ,  e>0,  e=(1 ,1 , . . . ,1 ) - r•R  ". 
Since A • L(R n) is an H-matrix, we see p(D-11BI) < 1 from Lemma 3.4. By the continuit3' of 
the spectral radius, we know that Pe = P(Je) < 1, provided e is sufficiently small. Moreover, in 
light of the Perron-~obenius theorem in the nonnegative matrix theo~, there is a vector xe > 0 
such that 
J, xe = pex¢. (3.12) 
Here, that the matrix Je is positive has been noticed. 
At this time, multiplying (3.11) by x~ and making use of the inequalities D -1 < (D - 
"y]L,I) -1 (i = 1,2 . . . .  ,a) as well as (3.12), we can obtain 
ot 
z:('7, w)ze < xe + ~ E, (D - ~ IL, I) -~ D [(,r('7, w) - 1)I + wJ¢] x~ 
/ f f i l  
ot 
= xe + (a("f,w) + woe - 1) E E, (D - 7 IL, I) -1 Dx,  
i=1 
_< x~ + (a(-y,w) +wo~ - 1 )z ,  
= (~(~,w)+ w0~) x, 
where the inequality a('y, w) + wpe < 1 implied by either (3.2a) or (3.2b) when 6 is small enough 
has been considered in the third and fifth lines. Therefore, 
[£('r,w)=e].~ < ~(~, w) + w#. < 1, m • N 
[=A~ - 
and Exercise 2 in [11, p. 47] guarantees 
pC£("r,w)) _< ,rC-r,w)+wp, < 1. 
This fulfills the proof of the theorem. 
8 Z.-Z. B^I 
4. CONVERGENCE THEORY FOR THE SYMMETRIC  
POSIT IVE  DEF IN ITE  MATRIX  CLASS 
In this section, we will restrict our discussion on the case when the system matrix is in dis- 
section form (see [13]) and the multisplitting is in stipulated structure so that the convergence 
demonstration of our new method can be somewhat simplified. Concretely, in the sequel we will 
assume that the system matrix A E L(R n) and its multisplitting (D-  Li, Ui, E~) (i = 1, 2 , . . . ,  a) 
have the following properties: 
(Px) A E L(R n) has the dissection form 
A= (A1 
with 
C T 
0 
Aa 
c) 
A0 
Ao = diag (Aa+l, Aa+2,. . . ,  A2a-1), 
C1(~+I) C1(~+2) ""  C1(2~-1) 
C = C2(a+l) C2('~+2) "'" C2(2a-1) J , 
Ca(a+1) Ca(a+2) ... Ca(2a_l) 
where A~ are ni x ni matrices for i = 1, 2 , . . . ,  2a - 1, Ao is an m × m matrix with nl +n2 -F... 
na + m = n, and C is (n - m) x m matrix. 
(PII) Let no = rio = 0 and for i = 1, 2 , . . . ,  2a - 1, 
i--1 
fii-1 = Znx ,  Pi = {fi~-I + 1 , f i i - l+  2, . . . .  fii-1 + n~}. 
Affi0 
Then, the decomposition of the number set N are composed of overlapping blocks of unknowns 
in which each J~ (i = 1, 2 , . . . ,  a) are defined by slabs as follows: 
J~ = P~ u P..+~, 
J~ = P~ u/:'.+~_1 u P,~+~, 
J,~ = P,~ u P2,~_~. 
l< i<a 
(Pro) The multisplitting has the form 
f(i). = ~ --amj, 
m~ i O, u(O O, 
- "m.7 - -am j , 
e~) = { e~k > 0, 
0, 
if m > j ,m,  j E J~, 
otherwise, 
if m = j, or m > j ,m,  j e J~, 
otherwise, 
if m G Pk,Pk C J~, 
otherwise, 
m, jEN;  i = 1 ,2 , . . . ,a .  
Now, let for i -- 1, 2 , . . . ,  2a - 1, Di, -L~ and -U i  be the diagonal, strictly lower triangular 
and strictly upper triangular matrices of A~ E L(R n~), respectively. Then 
A~ = ~ - ~ - U~, i = 1, 2 . . . .  ,2¢~ - 1. 
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Introduce matrices 
Evidently, there holds 
-c~(7,~) = ~1 ((1 - ~)~,  + (~ - 7 )L  + ~) ,  
i = 1 ,2 , . . . ,2a -  1. 
Ai = Bi(7, w) - Ui(7, w), i = 1, 2 , . . . ,  2~ - 1. 
On the other hand, we can easily see that the splitting matrices D, Li (i = 1, 2 , . . . ,  a) as well 
as the weighting matrices Ei (i = 1, 2 . . . .  , a) are of the forms 
D = diag (-D1,D2,... ,D2a-1) ,  
L i = 
/0 
E~ = 
0 
0 
m 
Li 
0 
0 
T 
C v 
- -  i (¢*+i -2 )  
C T 
- -  i (¢~+i - - I )  
T -Ci(,~+i) 
C T 
- i(a+i+D 
C v 
- -  i (2~-  1) 
0 
0 
°. 
0 
0 
•o 
ei(a+i-1) la+i-1 
0 
La+i -1  
e~(,~+OI,~+, 
La+~ 
0 
Oj 
0 
0 
i = 1 ,2 , . . . ,a ,  
respectively, in accordance with property (Pro), where Ij represents he n jx  nj identity matrix. 
If we define 
1 (D - 7L~), B~(7,~) = 
I ((I - w)D + (w - 7)L~ + wU~), c~(7,~)  = 
I0 Z.-Z. BAI 
it holds 
A = B~(7,w) - C~(7,w), 
and if det(D) ~ 0, there exists 
i = 1,2,. . . ,c~, 
and it satisfies 
where 
B( '7 ,~)  = i ") ' ,~ - I  , 
I ) "•• O B(%w) = "'. , (4.1) ~UT Bo 
with 
Bo = diag (S(~+l,S(~+2,... ,B2a-1) , 
/ C1(c~+1) Ul(a+2) "'" / V2(~"I" l) Cl(2et- 1) '~ 
\ Ca(el+l) Vet(a+2) Ca(2,,,- 1) / 
C o = e oco  
for i 6 {1, 2 , . . . ,  a}, j 6 {a + 1, a + 2 , . . . ,  2a - 1}. Furthermore, through direct calculations, we 
can obtain 
B(-y,w) T + c(~, ,~)  = 
. . .  SYM 
Here, 
(2- ~)~ + (~- ~)z~ +~ -~z~ 
n~(~,~)  = 
~g 
and the matrix C(7,w) E L(/i~) is defined by 
: 
, j = 1 ,2 , . . . ,2a -  1, 
(4.2) 
Up to now, by our letting 
c(-r, ~) = B(-y, o~) - A. (4.3) 
n (~,~)  = 
n~(~, o~) 
• . .  SYM 
. . .  
• o .  
• I • 
(4.4) 
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the Householder-John theorem (see [14,15]) then implies the following convergence theorem for 
the MAOR-algorithm. 
THEOREM 4.1. Let A E L(R n) be symmetric positive definite, (D - L~,U~,E~) (i = 1,2,... ,c~) 
be a multisplitting of it, and they have properties (PI)-(PIII). Let A = B(7,w) - C(7,w) 
be given by (4.1) and (4.3). Then, ff the matrix 7~(7,w ) defined by (4.4) is positive definite, 
the sequence {x p} generated by the MAOR-algorithm starting from any initial value x ° E Rn 
converges to the unique solution of the linear complementarity problem (1.1). 
PROOF. Define f : R n ~ R n by 
f (x)  = lx-C Ax - bT x. 
Then, by simple manipulations we know 
1 
.f(x) - f(y) = ~(x - y)'r A(x - y) - (x - y)T (b - Ay). (4.5) 
Let 
By (2.3) we have 
Write 
with 
ot 
~--'Pm+l --~ E e(mi)X~P+l' 
i--1 
VInE N. (4.6) 
• + 1-  VInE N. (4.7) 
~(p+l,m) (~p+l , x-'~-+I ~_ p)  T 
---- ' ' ' "  m , m+l , ' ' ' ,Xn  , Vm E N, 
~(p+l,0) = Xp, ~(p-t-l,n) = X---p+1. 
Consider the case m E Ji \ Pi, i.e., m E Pa+i-1 [..J Pa+i. By applying (4.5), we can deduce 
f('~(P+l'~))--fI'~(P+l'~-l))=l C~m ~1 (~--Pm ~1 " _ _ _ (4 .8 )  
where 
3=I 
Y/mP+l=bm-  E amjx;'P+l- E amj~ ' 
j<m j_~m, 
jEPkCJi or 
- j~p~ 
for m E Pk, k = a + i - l,a + i, and (x)ej represents the vector 
Xflj-1+l, ~fl#-t +2, • • •, Xfi#-1+n#) T , 
while [x]m denotes the mth element of the vector x. By the notations analogous to (2.4) and (2.5), 
we have 
• n~P+ 1 
= 
where 
% 
for ~p+1 < _a~mx~ ' 
otherwise. 
12 Z.-Z. BA! 
Since 0 < 94& p+I _< 7, (4.8) yields 
1(1-2)  (~-P+I - z~)2  f(2--'(P÷I',"))--f(x--'(P÷I',"--I))<~ G,",m, 
- (m I - E ,,) ] 
P, J ," 
5=1 
for m 6 Pk,/¢ = a + i - 1, a + i. Let m2a-  1 be the last element of P2a-  1 and m = 1 be the first 
element of Pa+1. Then the above inequality gives 
,"2a-- 1 
f('x(P÷l'm~e-1)) -f(xp) = E [f(.~(,÷l,j)) __f(-~(p÷l,j--1))] 
j=l 
2a-1 [1 (1_~)  (~-P+I P T -- (X--P+1 <--j=~a+l "~ --X, )pj Dj -2P)pj 
k=1 
Consider the case m e Pi C_ Ji. Then (4.5) yields (4.8), but with +~p+l replaced by 
2a-1 
:~i,n+l --ri,p+l 
j fa+l  
where 
~74~ p÷I -- (X~ P÷I -- X~) ~,-~'~Tl,a,"," 
7, .  
--'F/,p+ 1 M~p÷I 
r m =-- b," - ~mj~j  - £1 
j<m 
jEP~UPo 
with Po = Pa+l  O Pa÷2 U ' "  U P2a-1, and 
E . P am3X j , 
j>m 
or  
j~P~UPo 
{ --(~,","X~ -74,P÷1 
~,---7i,P +1 _--'~n ,P" , for r ," < -ammx~'7  
7 ," = Fm "{-1 
7, otherwise. 
Here, O < 7 ," -< 7. Thus, for m E Pi, 
1 (1 -2)  (~P~+I - Z~)2 f (-~(p÷l,m)) _ f (.~(p÷l,,"-l)) ~_ ~ 0,," m 
2a-  1 
-- (~Pm+I--xPm) E [Cij (x --p+I -x  p) l 
P~J,"" jffia÷l 
Therefore, 
f (X--'p÷1) -- f (~(p÷l,m,a-1)) __~ 
m~ 
E (f(.~(F.{..1,m))_f(.~(f~l-l,m--1))) 
j=m2a-1+1 
< - - x )~, D~ (:-~i x,,)p, 
2a-1 ] (~.p+l p T - -  Zp)pj.  
k=a+l 
(4.9) 
(4.10) 
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Combining (4.9) and (4.10), we then obtain 
1 (X__I~. 1 -- Xp ) T U(~,'~) (~-p÷l _ xp ) (4.11) f (x -p+I) - f (x') <_ -2  
On the other hand, from (4.7) we see 
03 
while by (4.5) we know 
1 (x_V+ 1_ xp ) T A (~p÷l (-~'p÷l _ xp) T (b -  A~ p) ---- -~ -- XP) -- ( f  (x--p÷1) -- S (xP)) 
Making use of (4.11), we see that there hold 
1 ~ [(x~+l _ ~p)~ A (~÷1 (~+1_ ~)~(b-  A~) >_ ~ - ~) 
(4.12) 
+ (X p÷I --xP) T ~'~(')',~/)(X p÷I -- xP)]. 
Based on (4.5) again, we can get 
I(xP+I (xP"[-I (XP÷ 1 s (~+~)  - s (~)  = ~ - ~)  ~ A - ~)  - - ~)  ~ (b - A~)  
<: 1 (2:p+l _Tp)T [~.~(~/,.y)_ (1 -  ~--)A] (x p÷I -x  p) 
- 2 
Noticing 
we finally deduce the estimate 
1 (xp+ 1 _ xp ) T '~("/, w) (x  p{I - x p) f (~p-I-1) _ f (x p) <_ -2  
Since 7~(7,w ) is a positive definite matrix under the conditions of the theorem, there is a 
positive constant c such that the inequality 
f (x~+l) + c (x~,l _ ~)T (~+1 _ ~p) < f (~) (4.13) 
is true. 
Up to now, begin from the estimation (4.13), we can immediately deduce that the sequence {x p} 
converges to a solution of the linear complementarity problem (1.1). Since the deduction is exactly 
the same as in [9], we will omit it. 
When A E L(R n) is symmetric positive definite, each matrix Aj (j = 1, 2 , . . . ,  2a - 1) on its 
jth diagonal block is symmetric positive definite, too. Expressing by D--j the diagonal matrix 
corresponding to the matrix Aj and Bj = Dj - Aj. Then 
p( ' J j )<l ,  -~j=-~;1/2-~/~;1/2, j -- 1 ,2 , . . . ,2o i -  1. 
Moreover, at this time the diagonal blocks 7~j(%03) (j = 1, 2 . . . .  ,2a - 1) of the matrix ~/(%03) 
defined in (4.3) turn to 
~J(% 03) = wl [(2 _ w)~j .{. (03 _ ^/)~j] , j ---- 1,2, .... 2c~ - i. 
14 Z.-Z. BAz 
By the above observation and based on Theorem 4.1, we can immediately get the following 
sufficient conditions ensuring the convergence of the MAOR-algorithm for the case that the system 
matrix of the linear complementarity problem (1.1) is a symmetric positive definite matrix. 
THEOREM 4.2. Let A E L( tP ~ ) be symmetric positive definite, (D - Li, Ui, E~ ) (i = 1, 2 , . . . ,  a) 
be a multisplitting of it, and they have properties (PI)-(Pm). Assume 
?/j(7,~v) = ~1 [(2 - c#)Dj + (w - 7)Bj] ,  j = 1, 2, . . . ,  2a - 1 (4.14) 
be positive definite, where 
Dj = diag(Aj), Bj = Dj - At, j = 1, 2, . . . ,  2a - 1. (4.15) 
Then, the sequence {z p} generated by the MAOR-algorithm starting from any initial value 
x ° E R" converges to the unique solution of the linear complementarity problem (1.1) in either 
of the following two cases: 
(i) C~j=0,  l<k<a,a+l<_ j<2a-1 ;  
(ii) e ik= (1/2)(Pk _C J~ \ P~, 1 _< i < a) and 7 = 2w. 
PROOF. Because in either case (i) or case (ii), there have 
~(7, w) = diag (?/1 (7, ~), ?/2 (7, w),. . . ,  7~2,_ 1 (7, w)) 
by recalling (4.4), where ?tJ (7, ~) (J = 1, 2, . . . ,  2a - 1) are given by (4.14),(4.15) and they are 
positive definite under the conditions of the theorem, we can easily know that ?/(7, ¢v) is a positive 
definite matrix. Therefore, Theorem 4.1 immediately guarantees the validity of the conclusions 
what we are going to prove. 
Theorem 4.2 evidently implies the following corollaries which show convenient ways for judging 
the convergence of the new algorithm. 
COROLLARY 4.1. Let A E L( R '~ ) be symmetric positive definite, (D - Li, Ui, Ei ) ( i = 1, 2,... , a ) 
be a multisplitfing of it, and they have properties (PI)-(PIn). Assume 
Cej=O, l<k<a,  a+l_<j<2a-1 .  
Let Jj = ~ l~ j  (1 < j < 2~ - 1) for Dj  and B j  (1 < j < 2~ - 1) being given by (4.15). 
Then, the sequence {x p} generated by the MAOR-algorithm starting from any initial value 
x ° E 1~ converges to the unique solution of the linear complementarity problem (1.1) provided 
the relaxation parameters 7 and ~ satisfy 
171 < 2 0 < w < 2 + 7PmaxSgn(2 -- 7) (4.16) 
-- Pmax' 1 + PmaxSgn(2 -- 7) ' 
where 
Pmax---- max p (Jj). (4.17) 
l_<j<_2a--1 
PROOF. To prove this corollary, by Theorem 4.2 we only need to verify each matrix 
1 [<2-~)~ + <~-7)~j] 
defined by (4.14),(4.15) being positive definite for j E {1, 2 . . . .  ,2a - 1}. Considering that for 
Vj E {1, 2 , . . . ,  2a - 1}, ?/j(%w) is positive definite if and only if the matrix 
! [(2- ÷ 
o) 
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is positive definite, and noticing that 
1 
we therefore only need to test 
this matrix is similar to the matrix 
[(2 - w)I  + (w - ~[)Jj] , 
1[(2 - w) + (w - 7)A] > 0 (4.18) 
o) 
for all eigenvalues A of the matrices Jj (j = 1, 2 , . . . ,  2a - 1). However, we see that (4.16) imme- 
diately implies (4.18). Thereby, the conclusion of Corollary 4.1 is true. 
COROLLARY 4.2. Let A E L(R n) be symmetric positive de/inite, (D-  Li, Ui, Ei) (i = 1, 2 , . . . ,  a) 
be a multisplitting of it, and they have properties (PI)-(PIIt). Assume 
1 
eik = -~, P~ C_ Ji \ P,, l< i<a.  
Let Jj = ---1--Dj Bj (1 < . . . .  j < 2(~ - 1) for Dj  and B j  (1 < j < 2~ - 1) being given by (4.15). 
Then, the sequence {x p} generated by the MAOR-algorithm starting from any initial value 
x ° E R ~ converges to the unique solution of the linear complementarity problem (1.1) provided 
the relaxation parameters 7 and w satisfy 
2 
m ,  7=2w,  0<W< 1 + Pmax 
where Pmax is the same as in (4.17). 
PROOF. The proof of this corollary is exactly similar to that of Corollary 4.1, so it is omitted. 
5. NUMERICAL  RESULTS 
In this section, we are going to imitate the performance of our new algorithm through solv- 
ing the well-known free boundary problem describing the flow of water through a porous dam 
(see [2,10]), namely, find u on the rectangle f~ = [0,~] x [0,7] such that 
u >_ in fl, (5.1) 
u(u t + u,,) = 
u = g(t, s), on 0f~, (5.2) 
where 
g(t,s) = 
(~ - s) 2 
t=O,  O<s<~,  
2 ' 
(_, - s) 2 
t=t ,  0 <s< s_, 
2 ' 
i f - t )  + 2t 
2~ , O<t<~,  s=O,  
O, t=t ,  _s<s<~,  
orO<_t ~t ,  s=~.  
(5.a) 
When this problem is discretized by the finite difference method at ~ x ~ equidistant nodes of a 
quadratic grid with the stepsize h = ~/ (~+ 1) -- t/(W+ 1), we obtain the linear complementarity 
problem 
4Ui j  - -  ~ i - - l j  - -  U i+ l j  - -  U i j - I  - -  U i j+ l  ~-- -h2 ,  
u~j _> O, 
u 0 (4uij - u i - l j  - u iq - l j  - u i j -1  - uij+l -I- h 2) -- O, (5.4) 
i = 1 ,2 , . . . ,~ ,  j = 1 ,2 , . . . ,~,  
16 Z.-Z. B^I 
where 
uo~= 2~ ' 
~+ l j  "~- O, 
(-~ -- ih )  2 
~liO =- - - ,  2 
(8 -- i h )  2 
2 
ff'i~+ 1 --  
j = 0 ,1 , .• . ,N+ 1, 
j = 0 ,1 , . . . ,~+ 1, 
i = 1,2,...,~, 
i=1,2,.. ,Int{ (~+l)-s}- 
$ 
(5.5) 
0, i= In t{(m+l ) - s}  + l ' ' s  " "m'  
with Int{(((~ + 1)s)/~)r} being the largest integer not greater than (~ + 1)s/~. 
In (5.4),(5.5), uij is an approximation for u(ih,jh) and it is unknown unless i • {0, 1,... ,~+1} 
or j • {0, 1,... ,~ + 1} in which case it is known from (5.5) by the boundary condition. Thus, 
(5.4),(5.5) describes a linear complementarity problem including unknowns 
Uij, i = 1 ,2 , . . . ,~,  j = 1,2,. . . ,~. 
These unknowns and the inequalities in (5.4) are numbered in a natural manner by the double 
index 
(i,j) • {1,2,. . . ,m} × {1,2,. . . ,~}. 
We will conserve this natural numbering during the rest of our discussion. 
In our calculations we take t = 2, ~ = 1, s -- 0.25, and h = 0.125 which means that 
(5.4),(5.5) represent a linear complementarity problem of size 7 x 15 = 105. On the other 
hand, we adopt the block multisplitting scheme shown in section four in which we take 
(a)  a = 3, 
P l={( i , j ) : i= l ,2 ; j= l ,2 , . . . ,15} ,  
P2 = {(4,j) : j  = 1,2,...,15}, 
Pz - -{ ( / , j ) : i  =6,7; j=  1,2,.. . ,  15}, 
P4 = {(3,j) : j  = 1,2,...,15}, 
P5 = {(5 , j ) : j  = 1,2,.. . ,  15}; 
(b) a = 4, 
{(2 i - l , j ) : j= l ,2 , . . . ,15} ,  i=1,2 ,3 ,4 ,  
Pi= {(2 i -8 , j ) : j  1,2, ,15}, i = 5,6,7. 
All our iterations are started with an initial guess having all components equal to zero, and are 
terminated once 
lU" - -uP - - l [  < 10--4 × h 2. max  i j  
1<i<~ 
l_<j_<15 
These values of the iteration index p are listed in numerical Tables 1-4 to show the feasibility 
and efficiency of the MAOR-algorithm. 
From these numerical tables we see that the more overlapping case (Case (a)), roughly speaking, 
can result in faster convergence rate of the algorithm than the less one (Case (b)), and by suitably 
choosing the relaxation parameters, the MAOR-algorithm can really show better convergence 
behaviour than other single-parameter r laxed multisplitting methods• 
Table 1. The EMGS-algorithm ('y = 1.0, w > 0). 
w 0.9 1.1 1.3 1.4 1.5 1.6 1.7 1.8 
(a) 118 98 83 78 73 106 o¢ o¢ 
(b) 179 149 128 120 113 106 121 oo 
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Table 2. The MSOR(I)-algorithm (~f = co > 0). 
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w 0.9 1.0 1.1 1.3 1.5 1.6 1.7 1.8 
(a) 125 107 91 67 48 40 56 162 
(b) 188 163 142 109 83 72 62 64 
Table 3. The MSOR(II)-algorithm (-y > 0, co = 1.0). 
co 0.9 1.1 1.3 1.4 1.5 1.6 1.7 1.8 
(a) 114 100 85 78 71 64 56 48 
(b) 171 155 138 130 121 112 103 93 
Table 4. The MAOR-algor i thm (7 > 0, co > 0). 
")" 1.5 1.7 1.7 1.7 1.72 1.8 1.9 1.9 
co 0.9 1.75 1.5 1.6 1.7 1.5 1.1 0.9 
(a) 78 82 37 36 56 34 35 44 
(b) 113 60 70 66 60 63 76 92 
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