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Resumo
Neste trabalho, utilizamos alguns conceitos da física, em especial, damecâ-
nica estatística, que são aplicados no estudo de dados financeiros. Nos concentramos nos
processos estocásticos e propriedades estatísticas que descrevemos retornos de preços de
ações e no estudo das correlações entre elas. Utilizamos a Teoria da Matriz Aleatória para
testar incertezas estatísticas presentes na matriz de correlação, obtida usando-se séries
temporais dos retornos diários de preços de um conjunto de ações muito negociadas na
Bolsa de Valores de São Paulo (Bovespa) no período de 2001 a 2007. Obtemos a densi-
dade de autovalores da matriz de correlação e comparamos a estatística desses autova-
lores com a dos autovalores de umamatriz de correlação aleatória, construída a partir de
séries temporaismutuamente descorrelacionadas. Analisamos a distribuição das compo-
nentes dos autovetores e observamos que os autovetores correspondentes aos menores
autovalores, que não são explicados pela Teoria da Matriz Aleatória, carregam consigo
informação econômica real, enquanto o maior autovalor corresponde a uma influência
comum do mercado sobre todas as ações. Utilizamos o conceito de Espaço Ultramétrico
e Teoria de Grafos para construir árvores de extensão mínima a fim de obtermos infor-
mações sobre o agrupamento das ações e extrair informações comuns partilhadas entre
elas. Consideramos diferentes intervalos de tempo ao obtermos a árvore na tentativa de
se entender as flutuações dos preços ao longo do tempo.
Abstract
In this work, we use some physical concepts, particularly, from statistical
mechanics, which are applied in the study of financial data. We focus our attention in
stochastic process and statistical properties, which describe price returns and in the study
of cross correlations among stocks. We use the Random Matrix Theory to test statistical
uncertainties in the estimation of the correlation matrix constructed for daily price re-
turns of a set of stocks highly traded at São Paulo Stock Exchange (Bovespa) for the 7-yr
period 2001-2007. We find the density of eigenvalues from the correlation matrix and we
compare its statistics with that of a random correlation matrix - a correlation matrix con-
structed from mutually uncorrelated series. We analyze the distribution of eigenvector
components of the correlation matrix and we observe that eigenvectors belonging to the
smallest eigenvalues, which deviates from theRandomMatrix Theory, carry real economic
information, while the largest eigenvalue of the correlationmatrix accounts the influence
of the whole market that is shared by all stocks. We use concepts of Ultrametric Distance
and Graph Theory to obtain minimum spanning trees in order to get useful information
on the stocks clustering and to extract common information shared by them. We consider
different time horizons to obtain trees in an effort to understand how price fluctuations
evolve in time.
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CAPÍTULO 1
Introdução
1.1 Física e Finanças - Introdução Histórica à Econofísica
O contato de físicos com Finanças é de longa data. Isaac Newton perdeu
muito de sua fortuna na Bolsa de Londres e reclamou que enquanto podia calcular pre-
cisamente o caminho de corpos celestes em minutos e centímetros, ele era incapaz de
prever o quão alta ou baixa a cotação de um ativo poderia chegar.
Carl Friederich Gauss (1777-1855) teve muito êxito em suas operações fi-
nanceiras. Isto é evidenciado por sua fortuna deixada de 170000 Taler (unidademonetária
local na época) ao morrer, enquanto seu salário era de 1000 Taler. Acredita-se que ele de-
rivou a distribuição normal de probabilidade (Gaussiana) ao estimar o risco ao fornecer
crédito a seus vizinhos [1].
Mas podemos considerar como uma raiz da área conhecida como Econofí-
sica a primeira formalização da caminhada aleatória (random walk). Esse trabalho não
se deu em uma publicação de Einstein, mas em uma tese de doutorado de Bachelier. O
matemático francês Louis Bachelier defendeu sua tese na Academia de Paris em 29 de
março de 1900 intitulada "Théorie de la Spéculation"(Teoria da Especulação)[2]. Sua tese
1
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lida com apreçamento de opções1 2 emmercados especulativos, uma atividade que hoje é
extremamente importante nos mercados financeiros em que derivativos3 são negociados
em vários mercados. Bachelier determinou a probabilidade de mudanças de preços ao
escrever a equação que atualmente é conhecida como equação de Chapman-Kolmogorov,
e ao reconhecer que o processo de Wiener satisfaz a equação de difusão (este ponto foi
redescoberto por Einstein em seu artigo sobre o Movimento Browniano em 1905)[4].
Outra contribuição importante nessa área foi dada pelo economista Vil-
fredo Pareto (1848-1923). Ele investigou o caráter estatístico das riquezas individuais em
uma economia estável usando um modelo de distribuição segundo uma lei de potência.
Pareto usou uma lei de potência para descrever a distribuição de riquezas dentre os indi-
víduos, uma vez que ela descrevia muito bem o fato de uma grande parte da riqueza de
qualquer sociedade pertencer a uma pequena fração das pessoas dessa sociedade. Este
estudo serviu de base para modelos da teoria de probabilidade [4].
Analogias à física desempenharam um papel importante no desenvolvi-
mentoda TeoriaEconômica duranteo século XIX, e alguns fundadores daTeoria Econômi-
ca Neoclássica, incluindo Irving Fisher, tiveram uma formação básica em física; Fisher foi
aluno de Willard Gibbs [5].
1Opção é um instrumento financeiro que confere a seu titular o direito de comprar ou vender um ativo-
objeto a um preço determinado. Opções são instrumentos derivativos, isso significa que o valor de uma
opção e suas características de negociação estão ligados ao ativo adjacente às opções. Uma opção da Petro-
brás PN está ligada ao ativo PETR4, Petrobrás PN.
2Ativos são títulos, valores mobiliários e outros instrumentos financeiros de emissor público ou privado.
3Derivativos são ativos financeiros ou valores mobiliários cujo valor e características de negociação
derivam do ativo que lhes servem de referência. [3]
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1.2 Motivação
A partir de 1970, uma série de mudanças significativas ocorreram no
mercado financeiro. Especialmente em 1973, moedas começaram a ser negociadas no
mercado financeiro e seus valores determinados em mercados de diferentes países, um
mercado financeiro ativo 24 horas por dia em todo o mundo. Nesse mesmo período,
Robert C. Merton eMyron S. Scholes, com a colaboração de Fischer Black, desenvolveram
um trabalho sobre apreçamento de derivativos. Fisher Black e Myron Scholes reduziram
o problema de apreçamento de opções a um problema de difusão. Esse trabalho deu
origema novas formas de tratar os instrumentosfinanceiros e facilitou a administraçãodo
risco. Desde então, o volume de negociações emmercados financeiros em todo o mundo
cresceu a uma taxa impressionante. O volume de negociações em 1995 foi 80 vezes maior
que em1973, e umcrescimento aindamais expressivo se deu nosmercados de derivativos.
Uma segunda grande transformação se deu nos anos 80 com a expansão da
negociação eletrônica para bolsas de valores em diversas regiões do mundo. Isso gerou
uma quantidade muito grande de dados disponíveis eletronicamente. A enorme expan-
são dos mercados financeiros requer grandes investimentos em dinheiro e em recursos
humanos para atingir uma qualificação confiável e para que haja uma minimização dos
riscos para as instituições financeiras envolvidas [4].
1.3 Foco Atual
N o final do século passado alguns físicos da área da Mecânica Estatís-
tica passaram a fazer pesquisas relacionadas com as flutuações observadas no mercado
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financeiro. Essa área de pesquisa tem se desenvolvido muito nos últimos anos devido ao
volume enorme de dados disponíveis. Há na natureza poucos sistemas físicos com tantos
dados disponíveis, em várias escalas de tempo.
O conceito de sistemas complexos em física não tem uma definição muito
precisa, mas uma característica que permeia todos eles é a presença da não-linearidade e
de umnúmeromuito grande de unidades interagentes. O comportamento coletivo desses
sistemas exibe padrões espaciais e temporais em suas propriedades dinâmicas.
Mercados financeiros exibemvárias das propriedades que caracterizam sis-
temas complexos. As regras que os governam são estáveis e a evolução temporal do sis-
tema é continuamentemonitorada. É possível desenvolvermodelos e testar sua validade,
além de fazer previsões a partir dos dados disponíveis, de modo que o sistema financeiro
se apresenta como um verdadeiro laboratório para aplicar as idéias desenvolvidas na área
deMecânica Estatística fora do equilíbrio, particularmenteaquelas relativas aos processos
estocásticos.
O fato de haver um grande número de participantes nos mercados, com
maneiras diversas de agir e interesses diferentes, implica em um comportamento não de-
terminístico para o sistema. O estudo estatístico consiste em, a partir de observações
das flutuações de preços no passado, obter informações sobre a frequência de possíveis
mudanças nos preços dos ativos. Se assumirmos que essa frequência reflete algummeca-
nismopróprio dosmercados, entãopodemos esperar que ela irá permanecer estacionária.
Essa suposição émuito razoável, por exemplo, para descrever o comportamentode dados,
mas é menos justificável no caso de mercados financeiros - apesar de o grande número
de participantes conferir ao sistema uma certa regularidade. Está claro que os mercados
financeiros não se comportam da mesmamaneira que há 30 anos atrás, mas o estudo es-
tatístico está baseado na idéia segundo a qual as evoluções ocorrem lentamente (na escala
de vários anos), exceto ao ocorrer, por exemplo, crises. Dessa maneira, a observação do
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passado recente é útil para descrever um futuro não tão distante [6]. Essa nova área foi
batizada por Mantegna de Econofísica [4].
Uma das áreas mais ativas em Finanças é o apreçamento de derivativos
quando certas suposições do Modelo de Black e Scholes são alteradas. No caso mais sim-
ples, um ativo é descrito por um processo estocástico e um derivativo é obtido com base
no ativo do qual deriva, no valor deste e em suas propriedades estatísticas. Este problema
apresenta pelo menos dois aspectos diferentes: um está relacionado à natureza do pro-
cesso aleatório do ativo e o outro está relacionado às soluções do problema de apreça-
mento da opção, que se baseia na suposição da ocorrência de certos processos aleatórios.
Outra área de interesse se refere à completa caracterização dos processos
estocásticos das mudanças de preços de ativos financeiros. Vários estudos têm sido rea-
lizados concentrando-se nos diferentes aspectos do processo estocástico analisado como,
por exemplo, a forma da distribuição das mudanças de preços, memória temporal e pro-
priedades estatísticas de ordens maiores. Esta é uma área muito ativa e esforços estão
sendo feitos a fim de desenvolver um modelo estocástico mais satisfatório que descreva
todos os aspectos dos dados empíricos (ver referências contidas em [4]).
Outro campo de interesse é o desenvolvimento de modelos teóricos ca-
pazes de descrever as características dos mercados financeiros reais. Muitos modelos já
foram propostos e algumas das principais propriedades da dinâmica estocástica do preço
das ações são reproduzidas por eles como, por exemplo, a forma não gaussiana da cauda
da distribuição das mudanças de preços.
Alémdos trabalhos que analisam emodelamos sistemas financeiros, há es-
tudos sobre a distribuiçãode riquezas de empresas e estudos das propriedades estatísticas
de seu crescimento. As propriedades estatísticas de resultados econômicos de organiza-
ções complexas tais como países e universidades também têm sido estudadas [4].
Neste trabalho, focalizamos nosso estudo nos processos estocásticos e pro-
priedades estatísticas que descrevem os retornos de preços de ações, assuntos discutidos
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no Capítulo 2, e no estudo das correlações desses retornos. No Capítulo 3, utilizamos
conceitos da Teoria da Matriz Aleatória para testar incertezas estatísticas encontradas na
matriz de correlação obtida a partir dos retornos de preços diários de um conjunto de
ações muito negociadas na Bolsa de Valores de São Paulo. Usamos conceitos de Espaço
Ultramétrico e Teoria deGrafos para obter informações quanto ao agrupamentodas ações
e extrair informações comuns partilhadas entre elas. Obtemos árvores de extensão mí-
nima de diferentes períodos na tentativa de entender as flutuações dos preços ao longo
do tempo. O entendimento das flutuações dos preços é muito importante para a escolha
das ações que irão compor uma carteira de investimento.
CAPÍTULO 2
Definições Gerais e Introdução aos Processos Estocásticos
2.1 Informações Básicas sobre Ações
Uma ação representa a menor parcela do capital social de uma empresa
(sociedade anônima, sociedade por ações ou companhia).
Todas as ações negociadas atualmente no Brasil são nominativas (N) ou es-
criturais (E). Para ações nominativas, presume-se a propriedade para aquele que constar
no Livro Registro das Ações Nominativas. Já para as ações escriturais, dispensa-se a emis-
são de títulos de propriedade; circulam e se transferemmediante extratos dos bancos de-
positários [7].
Quanto às suas características, podem ser classificadas em duas categorias:
ordinárias (O) e preferenciais (P). Ações ordinárias são aquelas que garantem a seu pos-
suidor o direito a voto nas assembléias dos acionistas, e ações preferenciais garantem a
preferência a seu detentor no recebimento de dividendos1 em relação às ordinárias.
As ações também podem apresentar características específicas definidas
em sua emissão que as fazem ser classificadas por letras A, B ou C, vindas logo após
1Dividendos representam a mais importante forma de remuneração do acionista. A Lei das Sociedades
Anônimas determina que pelo menos 25% do lucro líquido da empresa seja distribuído na forma de divi-
dendos, após a realização das reservas de lucros permitidas em lei [3].
7
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sua designação principal, como, por exemplo, PNA (ações preferenciais nominativas série
A). Não existe uma regra geral para delimitar as características de cada classe, que são
definidas pela empresa emissora em seu estatuto social [8].
2.2 Distribuições de Probabilidade, Momentos e Funções
Características
P ara descrever um processo descrito por uma variável aleatória X para
a qual o resultado é um número real2 x , usamos a densidade de probabilidade P(x ). A
probabilidade de a variável aleatória X assumir um valor no intervalo [a ,b ] é
∫ b
a
P(x )dx , (2.1)
sendo que P(x ) deve ter as propriedades
P(x )≥ 0, (2.2)
∫ ∞
−∞
P(x )dx = 1. (2.3)
2Nesta dissertação, usamos a convenção de que variáveis aleatórias são designadas por letrasmaiúsculas,
enquanto os valores que elas tomam são designados por letras
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Os momentos µn da distribuição P(x ) são definidos como
µn ≡ 〈x n 〉=
∫
x n P(x )d x . (2.4)
A média µ é o primeiro momento (n = 1) e a dispersão ou variância está
relacionada ao segundomomento (σ2 =µ2−µ21). A eq. (2.4) é válida somente se a integral
converge, o que requer que P(x ) decresça suficientemente rápido para grandes valores de
|x |.
O conhecimento de todos os momentos de uma distribuição equivale ao
conhecimento da própria distribuição3 P(x ). Na análise de dados coletados em experi-
mentos reais, na maioria das vezes, apenas o primeiro e segundomomentos são conside-
rados. Por exemplo, no caso de séries temporais, para se avaliar momentos de ordem
maior do que dois, necessitamos de séries muito longas; caso contrário há uma certa
perda de precisão ao se determinar a distribuição .
A função característica de uma variável aleatóriaX é definida como a trans-
formada de Fourier da densidade de probabilidade associada a ela
eP(z )≡ ∫ e i z x P(x )dx = 〈e i z x 〉. (2.5)
Definimos os cumulantes cn deumadistribuiçãopelas derivadas sucessivas
do logaritmo da função característica:
cn = (−i )n
dn
dz n
log eP(z )
z=0
. (2.6)
3Isto não é rigorosamente correto, uma vez que há exemplos de distribuições diferentes que possuem os
mesmos momentos. Veja, por exemplo, as distribuições na página 9 da Referência [6].
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Os cumulantes cn são combinações polinomiais dosmomentosµp com p ≤
n [9]. Por exemplo:
c1 = µ1,
c2 = µ2−µ21 =σ2,
c3 = µ3−3µ2µ1+2µ31,
c4 = µ4−4µ3µ1−3µ22+12µ2µ21−6µ41.
(2.7)
É útil normalizar os cumulantes por uma potência da variância apropriada,
de maneira que obtemos quantidades adimensionais. Os cumulantes normalizados λn
são definidos [6] por
λn ≡ cn/σn . (2.8)
Destacamos aqui o terceiro e quarto cumulantes normalizados, chamados
de obliquidade4 (skewness) (ς) e curtose5 (kurtosis) (κ), respectivamente
ς ≡ 〈(x −µ)
3〉
σ3
, (2.9)
κ ≡ 〈(x −µ)
4〉
σ4
−3. (2.10)
A definição acimade cumulantes pode parecer arbitrária,mas essas quanti-
dades possuempropriedades interessantes. Por exemplo, cumulantes se adicionamquan-
do variáveis aleatórias independentes são somadas. Além disso, uma distribuição Gaus-
siana é caracterizada pelo fato de todos os seus cumulantes de ordem maior que dois
serem identicamente nulos. Consequentemente, os cumulantes, em especial κ, podem
ser interpretados como umamedida da distância entre uma dada distribuição P(x ) e uma
Gaussiana.
4Obliquidade é uma medida da assimetria de uma determinada distribuição de probabilidade.
5Curtose é umamedida de dispersão que caracteriza o "achatamento"da curva da função de distribuição.
Note que é possível encontrar κ+3, e não κ, sendo chamado de curtose.
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Se umadistribuiçãopossuiκ> 0, isto significa que relativamente a umadis-
tribuição Gaussiana, ela apresenta um pico mais acentuado no valor médio e uma cauda
que decresce mais suavemente. Por outro lado, se κ < 0, a distribuição é mais achatada
em torno do valor médio e sua cauda decresce mais abruptamente.
Uma densidade de probabilidade Gaussiana de média µ e variância σ é
definida como
P(x )≡ 1p
2πσ2
exp

− (x −µ)
2
2σ2

. (2.11)
Uma variável com uma distribuição Gaussiana é peculiar porque ’grandes
desvios’ são extremamente raros. A quantidade exp[−(x−µ)2/2σ2] decai tão rapidamente
para grandes valores de x quedesvios algumasvezesmaiores queσ sãoquase impossíveis.
Por exemplo, uma variável Gaussiana se desvia de seu valor mais provável por 2σ apenas
em 5% das vezes, enquanto flutuações de 10σ possuem uma probabilidade de ocorrência
de 2×10−23.
Definimos uma densidade de probabilidade para a distribuição log-normal
[6] por
P(x )≡ 1
x
p
2πσ2
exp

− (lnx −µ)
2
2σ2

, (2.12)
válida somente para x > 0.
As distribuições normal e log-normal estão relacionadas entre si. Se X pos-
sui distribuição log-normal com parâmetrosµ eσ2, então lnX possui distribuição normal
com parâmetros µ e σ2. A log-normal é aplicável quando a quantidade de interesse deve
ser positiva. Essa distribuição é utilizada em matemática financeira para modelar a dis-
tribuição de riquezas, por exemplo.
Quandoa probabilidadede semedir umvalor particularde umadadaquan-
tidade variar inversamente como uma potência desse valor, essa quantidade possui com-
portamento tipo lei de potência, também conhecida na literatura como distribuição de
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Pareto [10]. A densidade de probabilidade é definida por
P(x )≡C x−α, (2.13)
sendo α o expoente da lei de potência. Deve haver um valor mínimo xm i n para o qual a
distribuição seja ainda válida, uma vez que ela diverge àmedida que x → 0. A constanteC
é determinada através da condição de normalização,
C = (α−1)xα−1
m i n
, para α> 1. (2.14)
Note que para α= 1, a distribuição não é normalizável.
A média, ou primeiromomento, é dada por
µ1 =
∫ ∞
xm i n
x P(x )dx =
α−1
α−2xm i n , (2.15)
sendo que leis de potência com 1<α≤ 2 não possuemmédia finita.
O segundomomento é dado por
µ2 =
C
3−α

x−α+3
∞
xm i n
=
α−1
α−3x
2
m i n
, (2.16)
que diverge para 1 < α ≤ 3. De maneira geral, todos os momentos µn são finitos para
n <α−1 enquanto que todos os momentos de ordemmaior divergem.
A distribuição de riqueza dos indivíduos em um país e a intensidade das
manchas solares são exemplos de distribuições que seguem leis de potência. Outra situ-
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ação na qual pode aparecer distribuição do tipo lei de potência é em transições de fase.
Alguns sistemas podem apresentar apenas uma escala de comprimento ou de tempo que
os governam. Um exemplo clássico é o de um magneto, que possui um comprimento
característico que mede o tamanho típico das correlações magnéticas. Sob certas cir-
cunstâncias, esta escala de comprimento pode divergir, deixando o sistema sem uma
escala característica. Neste caso, o comportamento de certas quantidades macroscópi-
cas seguem leis de potência. No caso de sistemas ferromagnéticos, esse comportamento
surge nas vizinhanças de seu ponto crítico.
Outra distribuição importante é a de Lévy, que aparece no contexto do Teo-
rema Central do Limite 6, devido a sua propriedade de estabilidade 7 sob adição. A cauda
de certas distribuições de Lévy decai menos abruptamente que a da Gaussiana e é, conse-
quentemente,mais útil para descrever fenômenos para os quais valores muito grandes ou
muito pequenos de uma quantidade podem ser observados, como, por exemplo, riquezas
pessoais, tamanho de fundos de pensão, amplitudes de terremotos ou qualquer outra
catástrofe natural.
Lévy [11] resolveuo problemadedeterminarumaclasse inteirade distribui-
ções estáveis. A forma mais geral para a função característica de um processo estável [4]
é
eP(z ) =
 exp

iµz − c |z |α[1− iβ z|z | tan(
π
2
α)]
	
[α 6= 1],
exp

iµz − c |z |[1+ iβ z|z |
2
π
ln |z |]	 [α= 1], (2.17)
sendoµ qualquer número real, 0<α≤ 2, c um fator de escala positivo, que é umamedida
da largura da distribuição, e β um parâmetro de assimetria variando no intervalo [−1,1].
O caso simétrico ocorre para β = 0.
6OTeorema Central do Limite afirma que se a soma (combinação linear) de variáveis aleatórias indepen-
dentes possui variância finita, então a distribuição da soma tenderá a uma distribuição Gaussiana, àmedida
que o número de variáveis aleatórias torna-se muito grande. Para o caso em que não haja independência
ou variância finita das variáveis aleatórias, então há generalizações desse teorema [4].
7Se um conjunto de variáveis aleatórias independentes possui uma distribuição estável, então uma com-
binação linear dessas variáveis terá a mesma distribuição, mas com parâmetros de escala diferentes. Gaus-
siana, Lorentziana e Lévy simétrica são exemplos de distribuições estáveis.
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A forma analítica da distribuição estável de Lévy é conhecida apenas para
alguns valores de α e β :
• α= 1,β = 0 (Cauchy ou Lorentziana)
Pα=1(x ) =
γ
π(x 2+γ2)
, (2.18)
• α= 1/2,β = 1 (Lévy-Smirnov)
Pα=1/2(x ) =
Ç
c
2π
e−c/2(x−x0)
(x −x0)3/2
, (2.19)
sendo x0 um parâmetro de desvio da curva.
• α = 2 (Gaussiana)
Uma importante propriedade das distribuições de Lévy é o seu comporta-
mento do tipo lei de potência para grandes valores de seu argumento [6]:
Pα(x )∼
αAα±
|x |1+α para x →±∞, (2.20)
sendo Aα± duas contantes chamadas de parâmetros de escala que indicam a ordem de
magnitude de grandes flutuações (positivas ou negativas), β ≡ (Aα
+
− Aα−)/(Aα+ + Aα−) e α
um expoente 0≤ α≤ 2. Pode-se observar, entretanto, comportamentos de lei de potência
para α ≥ 2, mas essas distribuições não correspondem ao comportamento assintótico de
uma distribuição de Lévy.
Em particular, todos os processos de Lévy estáveis com α < 2 possuem va-
riância infinita. Consequentemente, processos estocásticos estáveis não-Gaussianos não
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possuem escala característica - a variância é infinita! No caso de α ≤ 1, a densidade de
probabilidade decai tão lentamente quemesmo a média não é mais finita8.
Outra densidade de probabilidade é a distribuição t-Student [4], que possui
também caudas do tipo lei de potência:
P(x )≡ 1p
πγ
Γ[(1+γ)/2]
Γ(γ/2)
1
(1+x 2/γ)(1+γ)/2
, (2.21)
que coincide com a distribuição de Lorentz para γ = 1, e para γ→∞ esta distribuição é
Gaussiana. Umprocesso estocástico caracterizado por esta distribuição pode termomen-
tos finitos ou infinitos, dependendo do parâmetro γ selecionado.
A Fig. (2.1) ilustra as densidades de probabilidade Gaussiana (a) e Log-nor-
mal (b). A Fig. (2.2) mostra as densidades de probabilidade de Lévy (a) e t-Student (b),
ambas com casos especiais que se reduzem à Lorentziana e à Gaussiana. Notem como as
densidades diferem entre si na cauda e em torno do centro da distribuição. Nas legendas
de cada densidade ilustrada estão os parâmetros e expoentes utilizados.
8Amediana e o valor mais provável, entretanto, existem.
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Figura 2.1: Densidade de probabilidade Gaussiana (a) e Log-normal (b). Os parâmetros
utilizados estão ilustrados nas figuras.
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(a)
σ = 1, µ = 0 (Gaussiana)
γ = 0.8 (Lorentziana)
c = 1.5, xo = -0.5 (Levy-Smirnov)
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γ = 1 (Lorentziana)
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γ = inf (Gaussiana)
Figura 2.2: Densidade de probabilidade de Lévy (a) e t-Student (b) com os casos especiais.
Os parâmetros utilizados estão indicados em cada figura.
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2.3 Modelos Estocásticos da Dinâmica de Preços
Definindo Si (t ) como o preço do ativo financeiro i no instante t , vamos
considerar duas variáveis estocásticas: a mudança de preço Zi (t ) e a diferença do loga-
ritmo natural dos preços Ri (t ) [4],
Zi (t )≡Si (t )−Si (t −∆t ), (2.22)
Ri (t )≡ lnSi (t )− lnSi (t −∆t ). (2.23)
sendo∆t um intervalo de tempo escolhido.
Definimos a eq. (2.23) como o retorno de preços. Usaremos essa variável
em nosso estudo, considerando∆t = 1 dia. A vantagem do uso dessa variável estocástica
é que a correção média das mudanças de escala são incorporadas sem a necessidade de
fatores de desconto, pois o intervalo de tempo escolhido em nosso estudo é pequeno.
Assim, os preços utilizados não precisam ser recalculados a fim de se levar em conside-
ração a inflação do período. A principal desvantagem de se trabalhar comZi (t ) é que essa
variável é muito afetada por mudanças de escala.
Uma vez que a ação representa a menor parcela do capital social de uma
empresa, seu preço de alguma maneira deve refletir o valor dessa empresa. Note que o
valor presente de uma companhia depende não apenas de sua situação atual, mas tam-
bém de sua performance futura. Aqui surge o problema básico de apreçamento de um
ativo: estamos tentando fazer previsões futuras baseadas em informações atuais. Assim,
se uma nova informação é revelada, e que poderá afetar o desempenho futuro da ação,
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então a dinâmica de preços também poderá ser afetada por essa expectativa, ou seja, o
preço futuro de uma ação estará sujeito a um certo grau de incerteza. Isto é refletido no
comportamento errático que os preços exibem quando são vistos em função do tempo.
Podemos escrever uma equação que ilustra a taxa de variação de preço de um ativo
dS
dt
= [µ+σξ(t )]S, (2.24)
sendo que o termo entre colchetes se divide em duas componentes: a taxa de retornomé-
dia previsível µ e um termo de flutuação ou ruído σξ(t ), responsável pela aleatoriedade
do preço da ação.
O modelo estocástico mais comum da dinâmica de preços assume que o
lnSi (t ) é umprocesso difusivo, e que os incrementos do lnSi (t ) são distribuídos de acordo
com uma distribuição Gaussiana [4]. Esse modelo, conhecido como Movimento Brow-
niano Geométrico e descrito na Subseção 2.3.1, fornece uma primeira aproximação do
comportamento observado em dados empíricos. Entretanto, desvios sistemáticos das
previsões do modelo são observados, e as distribuições das séries temporais reais apre-
sentam picosmais acentuados em relação ao valor médio e caudas que decrescemmenos
abruptamente que uma distribuição Gaussiana. Por esse motivo, outros modelos foram
propostos numa tentativa de descrever melhor o comportamento de dados reais. Um e-
xemplo demodelo alternativo é discutido na Subseção 2.3.2.
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2.3.1 Movimento Browniano Geométrico
OmovimentoBrowniano geométrico faz duas hipóteses fundamentais so-
bre um processo estocástico [1]:
1. Acontecimentos sucessivos da variável estocástica são estatisticamente indepen-
dentes;
2. O retorno de preços, ou mudanças relativas da variável estocástica são dados por
uma função densidade de probabilidade Gaussiana, e assim, a função densidade
da variável estocástica, isto é, dos preços, é Log-normal.
OmovimentoBrowniano geométrico édefinido 9 comoa soluçãoda equação
diferencial estocástica [12]
dS = µSdt +σSdW , (2.25)
sendo µ e σ constantes, sujeitas a uma condição genérica inicial S(t0) = S0, e dW re-
presenta o processo estocástico de Wiener (ver Apêndice B). Fazendo a mudança de va-
riável,G = lnS e aplicando a Fórmula de Itô, eq.(B.11) dada no Apêndice B com a = µS e
b =σS e F (S) = lnS, temos
dG =

µ− 1
2
σ2

dt +σdW. (2.26)
O lnS segue um processo de Wiener generalizado com uma tendência efe-
tivaµ− 1
2
σ2 e desvio padrãoσ. Note que tanto dS como dG são afetados pelamesma fonte
de incerteza: o processo estocástico dW (t ). Após integração de dG , obtemos a equação
G (t ) =G0+

µ− 1
2
σ2

(t − t0)+σ[W (t )−W (t0)], (2.27)
9Note a semelhança dessa equação com a equação de Langevin dada no Apêndice A e discutida de forma
mais geral no Apêndice B, eq. (B.7).
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sendoG0 = lnS0. Podemos obter, assim, a solução da eq. (2.25)
S(t ) =S0 exp
n
µ− 1
2
σ2

(t − t0)+σ[W (t )−W (t0)]
o
. (2.28)
Da eq. (2.27), vemos queG (t )−G0 se distribui segundo a densidade de pro-
babilidade GaussianaN ((µ−σ2/2)τ,σpτ), sendo τ= t − t0. Assim, o movimento Brow-
niano geométrico com valor inicial S(t0) =S0 possui a seguinte distribuição Log-normal:
P(S(t )) =
1
Sσ
p
2πτ
exp
¨
−
h
ln( S
S0
)− (µ− 1
2
σ2)τ
i2
2σ2τ
«
. (2.29)
2.3.2 Outras Propostas
Baseado em suposições teóricas e análise de dados, váriosmodelos alter-
nativos ao movimento Browniano geométrico foram propostos [4]. Os modelos diferem
entre si não apenas com respeito à forma da função densidade de probabilidade, mas
também com respeito a certas propriedades, tais como:
• segundomomento emomentos de ordemmaior da distribuição finitos ou infinitos,
• caráter contínuo ou descontínuo de S(t ) - ou lnS(t ),
• comportamento de escala do processo estocástico.
Em sua análise pioneira de séries temporais do preço do algodão, Mandel-
brot [13] observou que a distribuição dos retornos não era muito bem descrita por uma
distribuição Gaussiana, principalmente na cauda. Mandelbrot propôs que a distribuição
do retorno de preços é consistente com uma distribuição de Lévy estável.
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Estudos recentes de dados reais do índice Standard and Poor’s 500 (S &
P 500) analisam tipicamente 106-107 pontos, em contraste com aproximadamente 2000
pontos analisados no trabalho clássico de Mandelbrot [13]. É mostrado na referência [14]
que a parte central da distribuição dos retornos do índice S & P 500 é bem ajustada por
uma distribuição de Lévy, mas o comportamento assintótico dessa distribuição decresce
mais abruptamente do que o previsto.
Apesar de existirem muitos modelos para descrever a distribuição do re-
tornode preços para diferentes ativos financeiros, resultados conclusivos ainda não foram
obtidos e requerem uma quantidade de dadosmuito grande para se estudar eventos raros
que dão origem às caudas da distribuição [15].
2.4 Correlação Temporal em Séries Financeiras
N osmercados de capitais,muitas ações são negociadas simultaneamen-
te. Umamaneira de detectar similaridades e diferenças na evolução temporal síncrona de
umpar de ações i e j é estudar o coeficiente de correlaçãoρi j entre retornos de preços (eq.
(2.23)).
O coeficiente de correlação é definido [4] por:
ρi j (∆t ) =
<Ri R j >−<Ri ><R j >p
(<R2i >−<Ri >2)(<R2j >−<R j >2)
i , j = 1, . . . ,n , (2.30)
sendo n o número de ações, i , j os rótulos das ações e∆t o intervalo de tempo escolhido
para o cálculo dos retornos. Utilizamosos preços de fechamento para se calcular o retorno
dos preços.
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Os coeficientes de correlação podem assumir valores no intervalo de −1 a
1, com três valores especiais:
ρi j =

1, mudanças no preço completamente correlacionadas,
0, não correlacionadas,
−1, mudanças completamente anti-correlacionadas.
(2.31)
A matriz de correlação é uma matriz n × n cujos elementos são os coefi-
cientes de correlação ρi j . Essa matriz é uma excelente ferramenta utilizada no estudo do
comportamento coletivo de sistemas caracterizados pela presença de um grande número
de elementos interagindo entre si em um dado intervalo de tempo. Séries temporais com
muitas variáveis são detectadas e obtidas em experimentos e pelo monitoramento de um
grande número de sistemas físicos, biológicos e econômicos [16]. Entretanto, ao se ana-
lisar séries temporais concentrando-se no estudo de correlações cruzadas entre os ele-
mentos do sistema, depara-se com incertezas estatísticas, que resultam do fato das séries
terem comprimento finito, do ruído devido à interação do sistema com o ambiente e tam-
bém da complexidade intrínseca das interações entre os elementos do sistema. Uma ten-
tativa de superar esses problemas é filtrar informações confiáveis estatisticamente dama-
triz de correlação [17].
No caso de séries temporais do retorno de preço de ações, a matriz de cor-
relação pode conter informações sobre os setores econômicos das companhias conside-
radas. Análises teóricas e empíricas recentes têmmostrado que essas informações podem
ser detectadas usando-se uma variedade de métodos [16]. Neste estudo, vamos consi-
derar métodos baseados na Teoria da Matriz Aleatória, na Teoria de Grafos e utilizar os
conceitos de espaço ultramétrico.
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2.5 Teoria daMatriz Aleatória
Matrizes aleatórias apareceram pela primeira vez nos anos 30 do século
passado, mas não atraíram muita atenção nessa época [18]. A Teoria da Matriz Aleatória
preocupa-se com a seguinte questão: considere uma grande matriz cujos elementos são
variáveis aleatórias distribuídas segundo uma dada densidade de probabilidade. O que
podemos dizer sobre a probabilidade de alguns de seus autovalores ou de seus autove-
tores? Esta questão é pertinente para a compreensão do comportamento estatístico de
ressonâncias de nêutrons a baixas velocidades em física nuclear, questão proposta em
1950 e intensivamente estudada por físicos.
Naquela época, estava disponível uma grande quantidade de dados espec-
troscópicos sobre os níveis de energia de grandes núcleos, mas eram muito complexos
para serem explicados através dos modelos existentes, uma vez que a natureza exata das
interações entre os nucleons era desconhecida. A Teoria da Matriz Aleatória foi desen-
volvida inicialmente a fim de lidar com a estatística dos níveis de energia dos sistemas
quânticos complexos. Com a suposição de que o Hamiltoniano que descreve um núcleo
pesado é dado por uma matriz simétrica real com elementos aleatórios independentes
distribuídos segundo uma dada densidade de probabilidade, uma série de previsões im-
portantes foram feitas e testadas com sucesso no estudo de núcleos complexos (ver refe-
rências citadas em [19]). As previsões feitas pela Teoria da Matriz Aleatória representam
uma média sobre todas as possíveis interações. Desvios das previsões da teoria indicam
propriedades não-aleatórias específicas do sistema considerado, fornecendo indicações
sobre a natureza das interações.
Mais tarde, a Teoria daMatrizAleatória ganhou importânciaemoutras áreas
da física e damatemática, comopor exemplo, na caracterização de sistemas caóticos, con-
dutividade emmetais desordenados, distribuição dos valores da função Zeta de Riemann,
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enumeraçãode permutaçõesque possuemcertas particularidades, cromodinâmicaquân-
tica, dentre outros [18].
No estudo da estatística dos autovalores de matrizes aleatórias, três classes
de matrizes com variáveis distribuídas segundo uma densidade de probabilidade Gaus-
siana desempenham papéis importantes [20]:
• Ensemble OrtogonalGaussiano (GOE):matrizes são simétricas e seus elementos são
números reais,
• Ensemble Unitário Gaussiano (GUE): matrizes com elementos Hermitianos com-
plexos,
• Ensemble Simplético Gaussiano (GSE): matrizes com elementos Hermitianos auto-
duais.
Neste trabalho, consideramos apenas matrizes reais simétricas.
Uma forma de se construir uma matriz simétrica real M (n ×n), cujos ele-
mentos x i j são distribuídos independentemente por densidades de probabilidade Gaus-
sianas é dada por
P(x i i ) =
1p
2π
e−x
2
i i/2 com µ= 0, σ= 1, (2.32)
P(x i j ) =
1p
π
e−x
2
i j com µ= 0, σ= 1/
p
2. (2.33)
Assim, a distribuição conjunta dos n (n−1)/2 elementos independentes de M é o produto
das distribuições individuais e pode ser escrita em uma forma composta
P(M ) = An e
−t r (M 2)/2, (2.34)
sendo An uma constante de normalização.
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2.5.1 Teoria daMatriz Aleatória na Análise de Séries Finan-
ceiras
As dificuldades em analisar o peso e o significado do coeficiente de cor-
relação ρi j calculado são devidas a muitas razões [21], dentre as quais:
• Condições demercadomudam com o tempo e correlações existentes entre pares de
ações podem não ser estacionárias,
• O comprimento finito das séries temporais usadas para obter as correlações intro-
duz ruído.
Se usarmos séries temporais longas a fim de driblar o problema devido ao
comprimentofinito, nossas estimativas serão afetadas pela não estacionariedade dos coe-
ficientes de correlação. Por essas razões, medidas empíricas dos coeficientes vão conter
ruído, e é difícil, em geral, estimar os coeficientes que não resultam da aleatoriedade, a
partir da matriz de correlação.
Uma maneira de identificar ações que permanecem correlacionadas (em
média) no intervalo de tempo estudado é testar a estatística damatriz de correlação (obti-
da usando as séries reais) em relação a uma matriz de correlação aleatória, construída a
partir de séries temporais mutuamente descorrelacionadas. Se as propriedades da matriz
de correlação dos dados reais obedecerem às das matrizes aleatórias, então isso significa
que as medidas empíricas da matriz de correlação serão aleatórias. Por outro lado, se as
propriedades da matriz de correlação diferirem daquelas da matriz aleatória, então infor-
mações sobre correlações reais podem ser estimadas.
Consideremos a matriz de correlação aleatória dada por [21]
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R =
1
T
AAT , (2.35)
onde A é uma matriz n ×T contendo n séries temporais de T elementos aleatórios com
média zero e variância 1, extraídas de uma distribuição Gaussiana, que são mutuamente
não-correlacionados. AT é a transposta de A.
As propriedades estatísticas das matrizes aleatórias tais como R são bem
conhecidas. Particularmente, no limite n →∞, T →∞, de maneira que a razãoQ ≡ T
n
> 1
é fixa, a função densidade de probabilidade dos autovalores λ da matriz de correlação
aleatória R é dada por
PR (λ) =
Q
2πσ2
p
(λm ax −λ)(λ−λm i n)
λ
, (2.36)
para λ no intervalo λm i n ≤ λ≤ λm ax , sendo λm i n e λm ax , respectivamente, os autovalores
mínimo e máximo da matriz R , dados por
λm ax
m i n
=σ2

1+
1
Q
±2
r
1
Q

. (2.37)
Para n e T finitos, o corte abrupto observado em PR (λ) é substituído por um decaimento
um pouco mais suave.
A eq. (2.36) é exata para o caso de elementos da matriz R distribuídos se-
gundo uma densidade de probabilidade Gaussiana. Numericamente, observa-se que sé-
ries temporais com elementos distribuídos segundo leis de potência com expoentes idên-
ticos aos encontrados para séries de retornos de preços, mostram boa concordância com
a eq. (2.36) [22].
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2.6 Teoria de Grafos
A Teoria de Grafos 10 tem sido amplamente utilizada na análise de sis-
temas complexos [17]. Ela é usada para extrair informações de sistemas que apresentam
elementos correlacionados entre si. Considere um sistema de n elementos. O coeficiente
de correlação pode ser interpretado como a magnitude da ligação conectando pares de
elementos. Em outras palavras, o sistema pode ser descrito por uma rede de elementos
conectados entre si, por um peso associado às ligações de acordo com o coeficiente de
correlação.
A idéia é extrair un sub-grafo da rede completa considerando os pesos das
ligações entre os elementos. O objetivo deste procedimento é transferir as informações
contidas na matriz de correlação do sistema em uma estrutura topológica do sub-grafo e
então explorar técnicas da Teoria de Grafos para analisar tais informações.
Um sub-grafo da rede completa amplamente utilizado é a árvore de exten-
são mínima (minimal spanning tree). O número de ligações da árvore é n − 1 para um
sistema de n elementos e a árvore é um grafo conectado.
Estudos feitos utilizando árvores de extensão mínima revelam ser este um
métodoexcelentepara estudar sistemasfinanceiros [24]. Um resultado interessanteobtido
ao se investigar as propriedades da árvore de extensão mínima está relacionado ao com-
portamento domercado nas proximidades de uma quebra nas Bolsas como, por exemplo,
a segunda-feira negra de 1987, onde uma mudança topológica na árvore foi observada
[25], [26].
10Grafo é um conjunto de pontos ou vértices e um conjunto de linhas unindo todos ou alguns desses
pontos [23].
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2.6.1 Distância entre Ações
O coeficiente de correlação ρi j quantifica o grau de sincronização de um
par de ações i e j . Este conceito é útil de duas maneiras diferentes: ele permite definir
uma distância métrica que fornece umamedida relativa entre ações de uma dada carteira
e fornece ummétodo para extrair informações econômicas contidas nas séries temporais
dos retornos de preço das ações [4].
O coeficiente de correlação nãopode ser usado comoumadistânciamétrica
entre duas ações, pois pode assumir valores negativos. Essa distância é determinadaa par-
tir da distância Euclidiana entre vetores, que no nosso caso, são as séries temporais dos
retornos ~Ri . Os três axiomas que definem uma distância métrica Euclidiana são:
(i ) d i j = 0 ⇔ i = j ,
(ii ) d i j = d j i ,
(iii) d i j ≤ d i k +d k j .
(2.38)
Entretanto, umamétrica generalizada pode ser obtida usando-se como dis-
tância uma função apropriada do coeficiente de correlação. Normalizando cada série
temporal, temos:
eRi = Ri −〈Ri 〉
σRi
, (2.39)
sendo σRi o desvio padrão do retorno. A distância entre vetores é representada por d i j =
|fRi −fR j |. Desta forma,
d 2
i j
= |fRi −fR j |2 = |fRi |2+ |fR j |2−2fRifR j = 2−2ρi j , (2.40)
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onde ρi j =fRifR j e ρi i = |fRi |2 = 1. Assim, a distância entre duas ações em função de seus
coeficientes de correlação pode ser escrita como
d i j =
p
2(1−ρi j ). (2.41)
Com essa escolha, d i j satisfaz os axiomas de uma métrica Euclidiana (eq.
(2.38)), (i) é satisfeita se a correlação é completa ( ρi j = 1 apenas se duas ações forem
descritas por processos estocásticos idênticos, quer dizer, se i = j ), a condição (ii) é vá-
lida porque a matriz de correlação ou a matriz de distância é simétrica por definição, e a
condição (iii) é naturalmente satisfeita pela própria definição de distância métrica Eucli-
diana.
O conhecimento da matriz de distância dos n objetos é geralmente usada
para decompor o conjunto em subconjuntos de objetosmais estreitamente correlaciona-
dos. Para obter tal configuração, assume-se a hipótese sobre o espaço dos n objetos, se-
gundo a qual uma distância ultramétrica sub-dominante descreve o arranjo das ações em
uma carteira.
2.6.2 Espaços Ultramétricos
Um espaço ultramétrico é um espaço no qual a distância entre dois ob-
jetos é dada pela distância ultramétrica. Uma distância ultramétrica d i j deve satisfazer as
propriedades (i) e (ii) da eq. (2.38), enquanto a desigualdade triangular (iii) é substituída
por uma desigualdademais forte, chamada de desigualdade ultramétrica [4]
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d i j ≤max{d i k ,d k j }. (2.42)
Espaços ultramétricos fornecem uma maneira de descrever sistemas com-
plexos hierarquicamente estruturados, uma vez que o conceito de ultrametricidade está
diretamente ligada ao conceito de hierarquia.
Uma vez que a distância métrica entre n objetos existe, muitos espaços ul-
tramétricos podem ser obtidos através de diferentes separações de um dado conjunto de
objetos. Dentre todas as estruturas ultramétricas possíveis associadas com a distância
métrica d i j , uma se destaca pela sua simplicidade e propriedades importantes: a ultra-
métrica sub-dominante.
Considerando a existência de uma espaço métrico, no qual n objetos estão
ligados entre si, a estruturaultramétrica sub-dominantepode ser determinadacalculando-
se a árvore de extensão mínima conectando os objetos. Em um grafo conectado cujas li-
gações possuem pesos, a árvore de extensão mínima é uma árvore que minimiza a soma
total das distâncias entre os n objetos. A investigação de medidas ultramétricas sub-
dominantes nos permite determinar de uma maneira única a hierarquia do sistema. O
método utilizado para a construção da árvore de extensão mínima conectando os ele-
mentos do sistema, conhecido como Algoritmo de Kruskal, é simples e direto.
O Algoritmo de Kruskal pode ser resumido da seguintemaneira [23]:
Passo 1 Comece com um grafo completamente desconectado T de n vértices.
Passo 2 Construa uma lista ordenada de maneira crescente de pares de ações Lor d com to-
dos os pares possíveis de acordo com as distâncias d i j . O primeiro par de Lor d possui a
menor distância.
Passo 3 Começando do topo da lista, adicione ligações a T de maneira que essas ligações
não formem laços.
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Passo 4 Repita o Passo 3, analisando Lor d e escolhendo pares, até que n −1 ligações sejam
feitas. Assim T é a árvore de extensão mínima do grafo.
Nas figuras a seguir (Figuras 2.3 a 2.14), apresentamosum exemplo de cons-
trução da árvore de extensãomínima usando o algoritmo de Kruskal.
No Capítulo 3, aplicaremos esta técnica na análise de séries temporais dos
retornos de preço de uma carteira selecionada de ações negociadas na Bovespa.
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Figura 2.3: Grafo inicial. Números indicam
os valores das ligações entre os vértices. Outras
possíveis ligações não foram consideradas para
simplificar o exemplo.
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Figura 2.4: As ligações ADeCE são asmenores.
O algoritmo seleciona arbitrariamente AD.
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Figura 2.5: CE é escolhido.
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Figura 2.6: DF é selecionado.
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Figura 2.7: Os menores arcos são AB e BE. AB
é escolhido arbitrariamente.
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Figura 2.8: Em seguida, BE é selecionado.
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Figura 2.9: Os menores arcos são BC e EF. BC
não é adicionado ao grafo, pois formaria o laço
BCE.
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Figura 2.10: EF também é excluído, uma vez
que formaria o laço ABEFD.
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Figura 2.11: Considerando-se os arcos BD e
EG, BD não é adicionado, pois formaria o laço
ABD.
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Figura 2.12: EG é selecionado.
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Figura 2.13: FG é excluído para não formar
laço.
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Figura 2.14: DE é excluído do processo e
temos a árvore resultante de extensão mínima.
CAPÍTULO 3
Análise dos Dados
Investigamos as propriedades estatísticas do retorno de preços para um
conjuntode 43 ações negociadasnaBolsa deValores de SãoPaulo. Os dados foramobtidos
gratuitamente na página www.analistademercado.com.br e compreendem o período de
02-01-2001 a 18-06-2007, totalizando 1603 dias de negociações. Essas ações estão dentre
aquelas mais negociadas na Bovespa e pertencem a 8 setores econômicos diferentes de
acordo com a classificação que se encontra na página www.bovespa.com.br.
A Tabela 3.1 lista as 43 empresas estudadas, símbolos de negociação, se-
tores e sub-setores aos quais pertencem. Sub-setores econômicos são mostrados a fim
de especificar a atividade das empresas pertencentes a um mesmo setor. Cada símbolo
é composto por quatro letras que indicam a empresa e um número que indica o tipo da
ação: 3 representa ações ordinárias nominativas (ON), 4 indica ações preferenciais no-
minativas (PN), 5 ações preferenciais nominativas série A (PNA) e 6 representa ações pre-
ferenciais nominativas série B (PNB). Em nosso estudo, estamos considerando 3 ações do
setor Petróleo, Gás e Biocombustíveis, 11 do setor Minerais Básicos, 1 papel do setor Bens
Industriais, 4 do setor Consumonão-Cíclico, 2 do ConsumoCíclico, 7 ações de Telecomu-
nicações, 11 de Utilidade Pública e 4 papéis do setor Financeiro e Outros.
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Nome de Pregão Símbolo Setor econômico Sub-setor
Petrobras PETR3, PETR4 Petróleo, Gás e Petróleo, Gás e
Ipiranga Pet PTIP4 Biocombustíveis Biocombustíveis
Vale R Doce VALE3, VALE5 Mineração
Acesita ACES4
Gerdau GGBR4
Gerdau Met GOAU4 Siderurgia e Metalurgia
Sid Nacional CSNA3 Materiais Básicos
Usiminas USIM5
Braskem BRKM5 Químicos
Aracruz ARCZ6
Klabin S/A KLBN4 Madeira e Papel
Votorantim VCPA4
Embraer EMBR3 Bens Industriais Material de Transporte
Sadia SDIA4 Alimentos
Ambev AMBV4 Consumo não-Cíclico Bebidas
Souza Cruz CRUZ3 Fumo
P.Açucar - CBD PCAR4 Comércio
Lojas Americ LAME4 Consumo Cíclico Comércio
NET NETC4 Mídia
Brasil T Par BRTP3, BRTP4
Brasil Telec BRTO4 Telefonia Fixa
Telemar TNLP3, TNLP4 Telecomunicações
Telemig Part TMCP4
Vivo VIVO4 Telefonia Móvel
Celesc CLSC6
Cemig CMIG3, CMIG4
Copel CPLE6
Cesp Cesp6 Energia Elétrica
Eletrobras ELET3, ELET6 Utilidade Pública
Light S/A LIGT3
Tran Paulist TRPL4
Sabesp SBSP3 Água e Saneamento
Comgas CGAS5 Gás
Bradesco BBDC4
Itaubanco ITAU4 Financeiro e Outros Intermediários Financeiros
Itausa ITSA4
Bradespar BRAP4 Holdings Diversificadas
Tabela 3.1: Lista das 43 empresas estudadas. A primeira coluna identifica as empresas
pelo nome de pregão, a segunda coluna indica o símbolo de negociação da empresa que
é composto por 4 letras e um número: 3 indica ações do tipo ON, 4 PN, 5 PNA e 6 PNB.
A terceira coluna mostra o setor e a quarta o sub-setor econômico ao qual a companhia
pertence.
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A Figura 3.1 ilustra a série temporal do preço da ação Aracruz (ARCZ6). S(t )
é o preço, em reais, da ação numa determinada data, de janeiro de 2001 a junho de 2007.
Vale ressaltar que os preços não foram corrigidos, ou seja, não foram trazidos para o valor
presente considerando a inflação do período. A partir dos preços de fechamento, cal-
culamos os retornos através da eq. (2.23), que são mostrados na Figura 3.2 usando-se o
intervalo∆t = 1 dia.
Selecionamos séries do retorno de preços para ações de cada um dos se-
tores econômicos: Petróleo, Gás e Biocombustíveis (PETR4), Materiais Básicos (ARCZ6),
Bens Industriais (EMBR3), Consumonão-Cíclico (PCAR4), ConsumoCíclico (LAME4), Te-
lecomunicações (BRTO4), Utilidade Pública (CGAS5), Financeiros e Outros (ITAU4). Di-
vidimos o intervalo total dos valores possíveis do retorno em caixas igualmente espaçadas
de largura∆R = 1/1603 e calculamos a densidade de probabilidade dos retornos. O resul-
tado está ilustrado nas Figuras 3.3 e 3.4, que mostram a distribuição de probabilidade do
retorno de preços. Ajustamos uma distribuição Gaussiana sobre os dados. Observamos
que a distribuição para os dados reais decai mais suavemente que a distribuição Gaus-
siana, enquanto que o pico da distribuição é mais pronunciado, confirmando resultados
obtidos na literatura (ver citações e discussão em [4]). Os coeficientes para a distribuição
Gaussiana são ajustados com um nível de confiança de 95%.
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Figura 3.1: Evolução temporal do preço S(t ), em reais, da ação ARCZ6 no período de
janeiro de 2001 a junho de 2007. Está indicado o intervalo correspondente a cada ano
estudado.
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Figura 3.2: Série temporal do retorno de preço da ação ARCZ6 de janeiro de 2001 a junho
de 2007.
3.1. Análise dos coeficientes de correlação 39
−0.1 −0.05 0 0.05 0.1
0
5
10
15
20
25
30
35
40
R(t)
P(
R(
t))
PETR4
Gaussiana
−0.1 −0.05 0 0.05 0.1
0
5
10
15
20
25
30
35
40
R(t)
P(
R(
t))
ARCZ6
Gaussiana
−0.1 −0.05 0 0.05 0.1
0
10
20
30
40
50
60
70
R(t)
P(
R(
t))
PCAR4
Gaussiana
−0.15 −0.1 −0.05 0 0.05 0.1 0.15
0
10
20
30
40
50
60
70
R(t)
P(
R(
t))
EMBR3
Gaussiana
Figura 3.3: Distribuição de probabilidadedo retorno de preço para ações selecionadas dos
setores Petróleo, Gás e Biocombustíveis (PETR4), Materiais Básicos (ARCZ6), Bens Indus-
triais (EMBR3) e Consumo não-Cíclico (PCAR4).
3.1 Análise dos coeficientes de correlação
Usando a eq. (2.30), calculamos os coeficientes de correlação entre re-
tornos síncronos para todas as séries temporais. A matriz dos coeficientes de correlação é
umamatriz simétrica n×n , sendo n = 43 papéis estudados, cujos elementos são os coefi-
cientes ρi j e ρi i = 1 na diagonal principal. Temos um conjunto de n (n −1)/2 coeficientes
distintos. O cálculo foi feito para todo o período compreendido entre janeiro de 2001 e
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Figura 3.4: Distribuição de probabilidade do retorno de preço para ações escolhidas
dos setores Consumo Cíclico (LAME4), Telecomunicações (BRTO4), Utilidade Pública
(CGAS5), Financeiros e Outros (ITAU4).
junho de 2007 e para cada ano separadamente. A Tabela 3.2mostra os coeficientes de cor-
relação mínimo ρm i ni j e máximo ρ
m ax
i j obtidos para cada ano estudado. Vale ressaltar que
os ρm axi j obtidos para todos os anos são entre papéis da mesma companhia. Por exemplo,
para o ano de 2001, omaior valor do coeficiente de correlação éρm axi j = 0,92 entre as séries
PETR4 e PETR3 , mas escolhemosmostrar os ρm axi j obtidos entre empresas diferentes.
A Figura 3.5 mostra duas séries do logaritmo natural dos preços, respecti-
vamente, para as ações SBSP3 e VALE3, e BRTO4 e BRTP4. O primeiro par apresenta coe-
ficiente de correlação ρi j = 0,38 em 2001, anticorrelação nos anos de 2002 (ρi j = −0,14)
e 2003 (ρi j = −0,10), ρi j = 0,34 em 2004 , ρi j = 0,27 em 2005, ρi j = 0,40 em 2006 e
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Figura 3.5: Séries do logaritmo dos preços para as ações SBSP3 e VALE3 e BRTO4 e BRTP4,
respectivamente.
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Ano ρm i ni j i j ρ
m ax
i j i j
2001 -0,03 ARCZ6 CGAS5 0,86 BRTO4 BRTP4
2002 -0,14 SBSP3 VALE3 0,89 BRTP4 BRTO4
2003 -0,13 SBSP3 VALE5 0,85 BRTP4 BRTO4
2004 0,04 NETC4 PCAR4 0,86 GOAU4 GGBR4
2005 0,04 NETC4 PCAR4 0,87 GOAU4 GGBR4
2006 0,05 CRUZ3 EMBR3 0,91 GOAU4 GGBR4
2007 0,03 CRUZ3 EMBR3 0,93 GOAU4 GGBR4
01-07 0,03 ARCZ6 NETC4 0,85 BRTP4 BRTO4
Tabela 3.2: Coeficientes de correlaçãomínimo emáximo obtidos para cada ano estudado.
São mostrados os ρm axi j obtidos para companhias i e j diferentes.
ρi j = 0,41 em 2007. Já as ações BRTO4 e BRTP4 apresentam coeficientes de correlação
superiores a ρi j = 0,82 em todos os anos estudados.
A seguir, aplicamos métodos baseados na Teoria da Matriz Aleatória, na
Teoria de Grafos e vamos utilizar os conceitos de Espaço Ultramétrico a fim de analisar
a correlação obtida a partir do retorno dos preços diários.
3.1.1 Teoria daMatriz Aleatória
N o contexto da administração de carteiras de investimento, a Teoria da
Matriz Aleatória é útil porque permite estimar o efeito de incertezas estatísticas da matriz
de correlação. A teoria tem sido aplicada na investigação de matrizes de correlação dos
retornos dos preços de ativos financeiros e tem sido mostrado que o espectro da matriz
de uma carteira típica pode ser dividido em 3 classes de autovalores. O maior autovalor
é totalmente incompatível com a eq. (2.36) discutida na Subseção 2.5.1 e descreveria o
comportamento comum das ações que compõem a carteira. Este fato implica em outra
hipótese, segundo a qual parte da matriz de correlação que é ortogonal ao autovetor cor-
respondente ao maior autovalor é aleatória. Isto corresponde a quantificar a variância da
parte não explicada pelo maior autovalor como
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σ2 = 1− λm ax
n
, (3.1)
sendo n o número de autovalores encontrados, e usar este valor para recalcular novos
λm i n e λm ax (utilizando novamente a eq.(2.37)), que chamaremos de eλm i n e eλm ax .
Com essa suposição, estudos anteriores mostraram que uma parte dos au-
tovalores tambémé incompatível com a Teoria daMatriz Aleatória, uma vez que estão fora
do intervalo ]eλm i n ,eλm ax [ . Esses valores provavelmente descrevem informações econômi-
cas contidas na matriz de correlação.
Para nossos dados, n = 43, T = 1603 , Q = T /n = 37,3, e substituindo na
eq. (2.36), obtemos λm ax = 1,35. Entretanto, ao calcularmos os autovalores da matriz
de correlação, encontramos um autovalor λ43 = 16,6 , aproximadamente 12 vezes maior
que λm ax previsto, claramente incompatível com a Teoria da Matriz Aleatória. A fim de
se levar em consideração o valor do maior autovalor encontrado, usamos a eq. (3.1) para
encontrarσ2 e obtemos eλm i n = 0,43 e eλm ax = 0,83.
É interessante observar que o valor de Q neste trabalho difere muito dos
valores encontrados na literatura, devido ao número reduzido de ações que utilizamos.
Apesar disso, os valores encontrados para os autovalores da matriz de correlação, bem
como o intervalo [λm i n ,λm ax ] em nossa análise estão de acordo com aqueles vistos na
literatura.
Plerou e colaboradores [21] examinaram retornos de preços calculados com
∆t = 30 min das n = 1000 maiores empresas norte-americanas, cujas séries contém T =
6648 dados coletados no período entre 1994 e 1995. Obtiveram, através da eq. (2.36),
0,36 ≤ λ ≤ 1,94. Observaram que parte dos autovalores encontrados estão fora do in-
tervalo previsto segundo a Teoria de Matriz Aleatória, tanto para λ < λm i n como para
λ > λm ax . O maior autovalor encontrado por eles é λ1000 ≈ 50, que é cerca de 25 vezes
maior que λm ax = 1,94. Eles também analisaram n = 442 ações norte-americanas, cujas
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séries dos retornos diários possuem um comprimento T = 1737, no período entre 1990 e
1996. Obtiveram resultados semelhantes, sendo λ442 = 46,3.
Laloux e colaboradores [27] estudaram a densidade de autovalores da ma-
triz de correlação para um conjunto de n = 405 ativos que compõem o índice Standard
and Poor’s 500 (S & P 500). As correlações foram calculadas utilizando-se retornos diários
de preços no período entre 1990 e 1996, totalizando T = 1309 dias (Q = 3,22). Eles com-
pararam a densidade dos autovalores encontrada por eles com a prevista pela Teoria da
Matriz Aleatória (eq. (2.36)) e obtiveram 94% do espectro situado abaixo do limite teórico
λm ax . Enfatizaram que um ajustemelhor da distribuição dos autovalores reais poderia ter
sido obtido usando-se um valor deQ menor, o que poderia ser explicado pela existência
de correlações da volatilidade.
Estatística dos autovetores
Desvios da distribuição dos autovalores da matriz de correlação em re-
lação aos resultados previstos para matrizes aleatórias (eq. (2.36)) sugerem que esses
desvios também devem estar presentes na estatística das componentes dos autovetores
que correspondem a esses autovalores [27]. Nesta Subseção, vamos testar se os autova-
lores obtidos para o intervalo [λm i n ,λm ax ] estão de acordo com as previsões da Teoria da
Matriz Aleatória, através da análise da distribuição das componentes dos autovetores da
matriz de correlação obtida para o período de 2001 a 2007, T = 1603.
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A distribuição das componentes {u ki ; i = 1...n} do autovetor u k ,{k = 1...n}
da matriz de correlação aleatória R (eq. (2.35)), descrita na Subseção 2.5.1, deve cor-
responder a uma distribuição Gaussiana commédia 0 e variância 1 [28] dada por
ρr m (u ) =
1p
2π
e x p

−u
2
2

. (3.2)
Comparamos a distribuição das componentes dos autovetores damatriz de
correlação real com a eq. (3.2). A Figura 3.6 mostra as distribuições das componentes dos
autovetores correspondentes a alguns autovalores no intervalo eλm i n ≤ λk ≤ eλm ax com-
paradas ao previsto pela Teoria da Matriz Aleatória. Observamos que essas densidades,
bem como as densidades de grande parte dos autovetores cujos autovalores estão nesse
intervalo, é bem próxima da prevista pela teoria.
Testamos a concordância da distribuiçãoρ(u i ) em relação aρr m (u ) para os
autovalores no intervalo eλm i n ≤ λk ≤ eλm ax calculando-se a curtose (eq. (2.10)), que para
a Gaussiana é κ = 3. Para as componentes do autovetor correspondente a λ16, obtemos
κ= 3,41, e o valor da curtose para alguns dos demais autovetores que estamos assumindo
serem aleatórios são próximos a κ obtida para a Gaussiana. Entretanto, isso não é válido
para todos os autovetores situados nesse intervalo. Uma possível explicação seria devido
ao fato do nosso estudo considerar poucas ações.
A Figura 3.7 ilustra as densidades das componentes dos autovetores cor-
respondentes aos autovalores λ7 = 0,208, λ16 = 0,480, λ40 = 0,894 e λ43 = 16,65 compara-
das a ρr m (u ). O autovalor λ16 está no intervalo eλm i n ≤ λk ≤ eλm ax , dado pela teoria que
considera o limite n →∞, T →∞.
Observamos que a distribuição das componentes dos autovetores cujos au-
tovalores λk ≤ eλm i n difere muito da distribuição teórica dada pela eq. (3.2), como pode
ser visto na Figura 3.7, sugerindo que esses autovetores da matriz de correlação podem
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conter informações reais. Isto também é válido para a distribuição das componentes dos
autovetores cujos λk ≥ eλm ax .
É interessante notar que a distribuição das componentes do autovetor u43
difere sistematicamente da densidade de probabilidade das componentes aleatórias, sen-
do que todas aquelas componentes possuem o mesmo sinal, fazendo com que a dis-
tribuição esteja deslocada à direita em relação a ρr m (u ). Isto sugere que todos os par-
ticipantes significativos desse autovetor são afetados por ummesmo fator.
Laloux e colaboradores [27]mostraramque a distribuiçãodas componentes
dos autovetores se ajustamuito bem à densidade de probabilidade teóricaρr m (u ), exceto
para os autovetores correspondentes aλk ≥ eλm ax . Resultados semelhantes também foram
obtidos por Plerou e colaboradores [21], quemostraramque os desvios nas densidades de
probabilidade das componentes de u k quando comparadas a ρr m (u ) se dá para poucos
autovalores(menores e maiores) que se encontram fora do intervalo eλm i n ≤λk ≤ eλm ax .
Aplicando-se a Teoria daMatriz Aleatória é possível identificar parte dama-
triz de correlação que contém informação econômica. Testamos um método [29] usado
para mostrar que alguns autovetores cujos autovalores não são explicados por essa teoria
descrevem setores econômicos. O conjunto de ações investigadas é dividido em S setores
s = 1,2, ...,S de acordo com os setores econômicos. Definimos uma matriz de projeção
P com elementos Ps i = 1/n s , se a ação pertencer ao setor considerado ou Ps i = 0, caso
contrário, sendo n s o número de ações pertencentes ao setor s .
Para cada autovetor u k , calculamos
X k
s
≡
n=43∑
i=1
Ps i [u
k
i
]2. (3.3)
Esta grandeza fornece umamedida da importância de um dado setor s na composição do
autovalor u k .
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Figura 3.6: Densidades das componentes dos autovetores correspondentes a alguns auto-
valores no intervalo eλm i n ≤λk ≤ eλm ax comparadas a ρr m (u ). Estão indicados os índices k
dos autovetores u k analisados.
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Figura 3.7: Densidade de probabilidadedas componentes de alguns autovetores damatriz
de correlação comparada à distribuição teóricaρr m (u ). Estão ilustradas a distribuiçãodas
componentes dos autovetores correspondentes aos autovalores λ7, λ16, λ40 e λ43, respec-
tivamente.
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A Figura 3.8 mostra a contribuição X k
s
para os autovetores corresponden-
tes aos autovalores λ1, λ2, λ3, λ4, λ6 e λ35, como está indicado na figura. No eixo s estão
indicados os setores econômicos, s = 1 indica o setor Petróleo, Gás e Biocombustíveis,
s = 2Materiais Básicos, s = 3 Bens Industriais, s = 4 Consumonão-Cíclico, s = 5 Consumo
Cíclico, s = 6 Telecomunicação, s = 7 Utilidade Pública e s = 8 Financeiro e Outros.
Observamos que o autovetor u k=1 está associado, predominantemente, ao
setor Gás, Petróleo e Biocombustíveis, enquanto o setor Utilidade Pública está associado
ao autovetor u k=2. Já o autovetoru k=3 mostra uma grande contribuição do setorMateriais
Básicos s = 2. O setor Telecomunicações está associado ao autovetor u k=4. O autovetor
correspondente ao autovalor λ6 = 0,19 está associado ao setor Financeiro e Outros.
É interessante notar que para os demais autovaloresλk ≤ eλm i n , observamos
algumsetor econômicopredominantementeassociado ao autovetor correspondente. Para
os autovalores no intervalo eλm i n ≤ λk ≤ eλm ax , nenhum autovetor está associado a um
dado setor econômico, como era esperado, uma vez que esses autovetores não carregam
informação real, segundo a Teoria daMatriz Aleatória. Já para autovalores λk ≥ eλm ax , não
observamos nenhum setor econômico específico em destaque, mas uma mistura deles,
como pode ser visto na Figura 3.8 para o autovetor u35, que parece associado a dois se-
tores, Bens Industriais s = 3 e Consumo não-Cíclico s = 4, indicando, provavelmente, que
esses são autovetores correspondentes a autovalores fortemente afetados por incertezas
estatísticas.
A Figura 3.9 mostra a contribuição X k
s
para o autovetor correspondente ao
maior autovalor λ43 = 16,6. Notamos que todos os setores econômicos estão associados
de umamaneira similar a esse autovetor.
Uma vez que todas as componentes do autovetor correspondente aomaior
autovalor contribuem de uma maneira similar, isto representa uma influência comum a
todas as ações. Então, omaior autovalor quantifica a noção qualitativa de que certas notí-
cias (fatos relevantes, variação da taxa de juros), afetam todas as ações damesmamaneira
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Figura 3.8: ContribuiçãoX k
s
para alguns autovetores damatriz de correlação. No eixo s es-
tão indicados os setores econômicos, s = 1 indica o setor Petróleo, Gás e Biocombustíveis,
s = 2Materiais Básicos, s = 3 Bens Industriais, s = 4 Consumonão-Cíclico, s = 5 Consumo
Cíclico, s = 6 Telecomunicação, s = 7 Utilidade Pública e s = 8 Financeiro e Outros.
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Figura 3.9: Contribuição X k
s
para o autovalor λ43. Os setores econômicos são indicados
por s, ver Figura 3.8.
[30]. Podemos também interpretar o maior autovalor e seu autovetor correspondente
como uma resposta coletiva de todo omercado frente a um estímulo.
Plerou e colaboradores [21] investigaramquantitativamente essa idéia atra-
vés da comparação da projeção (produto escalar) das séries temporais sobre as compo-
nentes do autovetor correspondente ao maior autovalor com umamedida padrão do de-
sempenho do mercado de ações norte-americano - os retornos do índice S&P500. Após
a comparação, encontraram um comportamento muito similar entre as duas grandezas.
Assim, interpretaram o maior autovalor como uma grandeza que quantifica grandes in-
fluências domercado sobre todas as ações.
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Autovetores correspondentes aos menores autovalores
V imos que os autovetores correspondentes aos menores autovalores car-
regam informação econômica. Analisando as componentes desses autovetores, obser-
vamos que as componentes significativas são relativas a pares de ações que possuem os
maiores coeficientes de correlaçãoρi j da nossa amostra, em outras palavras, destacam-se
pares de ações cujos ρi j >> 〈ρi j 〉.
Para o autovetor da matriz de correlação (calculada no período compreen-
dido entre os anos de 2001 e 2007) correspondente ao menor autovalor, as maiores com-
ponentes (em valor relativo) são 0,68 e −0,72 relativas aos papéis PETR3 e PETR4, par
com maior coeficiente de correlação ρi j = 0,94 . Já para o autovetor u2, as maiores com-
ponentes −0,66 e 0,73 correspondem, respectivamente, a ELET3 e ELET6, ações com o
segundo maior coeficiente de correlação ρi j = 0,90. As duas maiores componentes do
u3 são relativas aos papéis VALE3 e VALE5 que possuem ρi j = 0,87 (terceiro maior coefi-
ciente de correlação). Isso é válido para os autovetores correspondentes aos oitomenores
autovalores da matriz de correlação.
Plerou e colaboradores [21] chegaram a resultados semelhantes. Asmaiores
componentesdo autovetor correspondente aomenor autovaloru1 correspondemàs ações
estudadas Texas Instruments (TXN) eMicron Technology (MU) com ρi j = 0,64, maior co-
eficiente de correlação da amostra. As maiores componentes do autovetor u2 se referem
às empresas Telefonos de Mexico (TMX) e Grupo Televisa (TV) com ρi j = 0,59, segundo
maior coeficiente de correlação, enquanto asmaiores componentes do autovetor u3 estão
relacionadas às empresas com o terceiro maior ρi j da amostra.
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3.1.2 Árvore de ExtensãoMínima
Algumas análises do espaço ultramétrico em dados financeiros nos pos-
sibilitam obter informações interessantes quanto ao agrupamento de alguns setores eco-
nômicos das ações negociadas, e a comparação das árvores de extensão mínima para
diferentes períodos nos possibilita entender as flutuações dos preços ao longo do tempo.
Esse entendimento é importante, por exemplo, para a escolha de ações que irão compor
carteiras de investimento, uma vez que ao diversificá-las, minizam-se os riscos.
As árvores de extensão mínima foram obtidas aplicando-se o Algoritmo de
Kruskal (Subseção 2.6.2) para a matriz de distâncias ultramétricas construída a partir dos
coeficientes de correlação dos retornos de preços diários para as ações da carteira sele-
cionada, com n (n − 1)/2 elementos d i j distintos. Os resultados estão ilustrados nas Fi-
guras 3.10 a 3.17. As figuras foram construidas utilizando-se o programa Pajek, um pro-
grama para análise e visualização de grandes redes [31].
Na Figura 3.10 está ilustrada a árvore de extensão mínima obtida para o
ano de 2001. Cada círculo (vértice da árvore) representa uma ação, que é designada pelo
símbolo de negociação (ver Tabela 3.1). Os vértices são coloridos, indicando diferentes
setores econômicos: azul claro representa o setor Petróleo, Gás e Biocombustíveis, preto
ilustra Materiais Básicos, azul escuro setor Bens Industriais, rosa claro representa Con-
sumo não-Cíclico, rosa escuro Consumo Cíclico, amarelo Telecomunicações, vermelho
Utilidade Pública, verde indica o setor Financeiro e Outros. Vértices mais próximos entre
si indicam menor valor para d i j entre os papéis considerados. Observamos que 6 das 11
ações do setor Utilidade Pública formam um cluster em torno da ação BRAP4, que é do
setor Financeiro e Outros. Já 3 das 4 ações do setor Financeiro e Outros estão conectadas
entre si e com TNLP4, companhia do setor Telecomunicações. O setor econômico com
maior número de ações na carteira escolhida, Materiais Básicos, não apresenta formação
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Figura 3.10: Árvore de extensão mínima para o ano de 2001. Círculos indicam ações
designadas por seus símbolos de negociação. Cores representam diferentes setores
econômicos: azul claro indica o setor Petróleo, Gás e Biocombustíveis, preto ilustra Ma-
teriais Básicos, azul escuro setor Bens Industriais, rosa claro Consumo não-Cíclico, rosa
escuro Consumo Cíclico, amarelo Telecomunicações, vermelho Utilidade Pública, verde
indica o setor Financeiro e Outros. Quanto mais próximos os vértices na árvore, menor é
o valor da distância entre as respectivas ações.
de cluster. Já ações do setor de Telecomunicações estão agrupadas entre si. Os papéis que
apresentammaior número de ligações são BRAP4 e TNLP4. BRAP4 se conecta a 7 papéis,
sendo que com ACES4 ocorre a menor distância (d = 0,79) e com CLSC6 a maior ligação
(d = 0,93). TNLP4 se liga a 6 papéis, com valores de distância variando entre d = 0,59
(TNLP3) e d = 0,94 (CPLE6). O menor valor de uma ligação na árvore ocorre entre os
papéis PETR3 e PETR4 (d = 0,40) e a maior entre VCPA4 e ARCZ6 (d = 1,14).
A Figura 3.11 mostra a árvore de extensão mínima para o ano de 2002. A
legenda desta figura, assim como das demais árvores ilustradas, é idêntica à legenda da
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Figura 3.10. Nessa árvore, a ação TNLP4, do setor Telecomunicações, apresenta o maior
número de ligações, 14. As distâncias variam entre d = 0,68 (BRTO4) e d = 1,06 (EMBR3).
Notamos a ligação entre 5 das 11 ações pertencentes ao setor Materiais Básicos, VALE3,
VALE5 (sub-setor Mineração), ARCZ6, VCPA4 (ambas do sub-setor Madeira e Papel) e
CSNA3 (sub-setor Siderurgia e Metalurgia). Um resultado visto aqui, como também na
figura anterior, é o agrupamento de 3 das 4 ações do setor Financeiro e Outros. Há a for-
mação de cluster entre ações do setor Utilidade Pública, 7 dentre 11 estão agrupadas em
torno de ELET6. Outro cluster ocorre entre as ações do setor Telecomunicações. A menor
distância encontrada entre os vértices é d = 0,44 entre ELET3 e ELET6 e entre TNLP3 e
TNLP4, enquanto o maior valor obtido é d = 1,22 entre os papéis LIGT3 e BRAP4.
A árvore de extensão mínima para o ano de 2003 revela resultados seme-
lhantes aos encontrados anteriormente. As ações TNLP4 e CMIG4 apresentam maior
número de ligações, 8 e 6, respectivamente. Dentre as ligações com TNLP4, o menor
valor de uma ligação é d = 0,47 (TNLP3) e o maior d = 1,07 (USIM5). Há formação de
cluster entre 3 das 4 ações do setor Financeiro e Outros, resultado visto para as árvores
de extensão mínima dos anos de 2001 e 2002 e observamos ligações entre 4 ações do se-
tor Materias Básicos, VALE3, VALE5, ARCZ6 e VCPA4, que também estavam conectadas
entre si na árvore do ano de 2002. Observamos um cluster entre ações do setor Utili-
dade Pública (9 dos 11 papéis estão agrupados) e outro entre as ações pertencentes ao
setor Telecomunicações. Os valores para as distâncias entre os papéis estão no intervalo
0,44 (E LE T3,E LE T6)≤ d ≤ 1,21 (PC AR4,VALE3).
Para o ano de 2004, novamente a ação TNLP4 apresenta ummaior número
de ligações, 12. Observamos novamente o cluster formado por companhias do setor Tele-
comunicações e outro formado por empresas do setor Utilidade Pública (8 dentre as 11
ações). Notamos a formação de um cluster grande de ações do setor Materiais Básicos (9
dentre os 11 papéis). Novamente as ações ITAU4, ITSA4, BBDC4 (setor Financeiro e Ou-
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Figura 3.11: Árvore de extensão mínima para o ano de 2002. Mesma legenda da Figura
3.10.
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Figura 3.12: Árvore de extensãomínima para o ano de 2003. Legenda idêntica a da Figura
3.10.
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Figura 3.13: Árvore de extensão mínima calculada usando-se como dados de entrada a
matriz de distância do ano de 2004. Ver legenda da Figura 3.10.
tros) estão conectadas. Para esta árvore, as distâncias variamentre 0,33 (PE T R3,PE T R4)≤
d ≤ 1,14 (AM BV 4,C M I G4).
Em 2005, bem como em 2006, as árvores de extensão mínima mostram a
persistência na formação de clusters entre papéis de mesmo setor, sendo eles dos setores
Telecomunicações, Financeiros eOutros (3 dentre 4 ações), Materiais Básicos (9 em 2005 e
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Figura 3.14: Árvore de extensão mínima para o ano de 2005. Mesma legenda da Figura
3.10.
8 em 2006 dentre as 11 ações estudadas desse setor) eUtilidadePública (9 entre 11). Entre-
tanto, as ações que não formam cluster comoutras demesmo setor citadas anteriormente,
diferemde umano para outro. Por exemplo, em 2005 ARCZ6 e VCPA4, ambas do setorMa-
teriais Básicos e sub-setor Madeira e Papel estão ligadas entre si, mas não fazem parte do
cluster formado por papéis do mesmo setor. Já em 2006, as companhias que não formam
cluster com as ações do setor Materiais Básicos são ACES4 que está conectada a CMIG3
(Utilidade Pública), KLBN4 que está ligada a TNLP4 (Telecomunicações) e BRKM5 conec-
tada a BRTO4 (Telecomunicações). Em 2005, a distância mínima encontrada é d = 0,31
(VALE3, VALE5) e a máxima é d = 1,08 (PCAR4, ITAU4). Já em 2006, as distâncias encon-
tradas na árvore variam entre 0,32 (PE T R3,PE T R4)≤ d ≤ 1,14 (I TAU4,E M BR3).
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Figura 3.15: Árvore de extensãomínima para o ano de 2006. Legenda idêntica à da Figura
3.10.
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Figura 3.16: Árvore obtida para o período entre janeiro e junho de 2007. Ver legenda da
Figura 3.10.
Em 2007, não há cluster de ações do setor Utilidade Pública, mas persiste
o agrupamento de ações dos setores Materiais Básicos (8 dentre 11 ações), Financeiro e
Outros (sub-setor Intermediários Financeiros) e Telecomunicações (5 dentre 7 papéis).
A Figura 3.17 ilustra a árvore de distância mínima para todo o período es-
tudado, de janeiro de 2001 a junho de 2007. Os coeficientes de correlação foram calcu-
lados usando-se a média e a variância dos retornos de preços sobre todo o período, foi
obtida amatriz de distâncias e aplicado o Algoritmode Kruskal. Essa árvoremostra a ação
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Figura 3.17: Árvore obtida para o todo o período estudado, de janeiro de 2001 a junho de
2007.
TNLP4 como aquela que possui o maior número de ligações, 14, resultado encontrado
em árvores obtidas para certos anos estudados. Há formação dos seguintes clusters: Tele-
comunicações, Utilidade Pública (9 dentre 11 ações estudadas desse setor), Financeiro e
Outros (papéis do sub-setor Intermediários Financeiros). O menor valor entre dois vér-
tices é d = 0,36 entre os papéis PETR3 e PETR4 enquanto o maior valor obtido é d = 1,17
entre TNLP4 e LAME4.
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É interessante observar que há certas ligações que estão presentes nas ár-
vores de distância mínima em todos os anos considerados separadamente e em todo o
período estudado. Destacamos as ligações entre ações do setor Financeiros e Outros,
sub-setor Intermediários Financeiros, ITAU4, ITSA4 e BBDC4. Em nenhuma das árvores
a ação de mesmo setor BRAP4, mas de sub-setor diferente, Holdings Diversificadas, está
conectada às anteriores. Outras ligações sempre presentes ocorrem entre PETR3 e PETR4,
VALE3 e VALE5, papéis da mesma companhia,mas de tipos diferentes e GGBR4 e GOAU4.
A ação PTIP4 do setor Petróleo, Gás e Biocombustíveis não está ligada a PETR3, PETR4
em nenhuma das árvores obtidas. Destacamos ainda a formação de cluster de ações per-
tencentes ao setor Telecomunicações em todas as árvores de extensão mínima obtidas.
Observamos que não há conexão nem formação de cluster entre ações do setor Consumo
não-Cíclico nemdo setor ConsumoCíclico nos resultados obtidos. Ações que estão inten-
samente conectadas a outras, como, por exemplo, TNLP4, que se destaca nas árvores de
algunsanos estudados, indicamque suas flutuações servem frequentementede referência
para um dado grupo de ações.
Esses resultados indicam que é possível extrair informações comuns que
afetamgruposde ações de umacarteira selecionadaa partir de séries temporaisdos preços
das ações. Através do estudo das árvores de extensãomínima observamos que a escala de
tempo das variações das informações contidas nessas árvores é maior que um ano, isto é,
árvores de extensãomínima entre anos diferentes mantém algumas características, como
por exemplo, presença de clusters formados por ações de ummesmo setor econômico.
Apesar de o número de empresas investigadas n = 43 e do tamanho das
séries temporais T = 1603 serem pequenos, nossos resultados estão, qualitativamente,
em acordo com os encontrados na literatura. Mantegna [24] investigou uma carteira com-
posta de n = 30 ações que compõem o índice Dow Jones (Dow Jones Industrial Average -
DJIA) e uma carteira com n = 443 ações que fazem parte do índice S&P 500 no período
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de julho de 1989 a outubro de 1995. Ambos os índices descrevem principalmente o com-
portamento da bolsa de valores de Nova York (NYSE). Foram obtidas árvores de extensão
mínimapara os dois grupos estudados. Uma inspeção da árvore para ações do índiceDJIA
mostra a existência de 3 grupos de ações. O primeiro grupo é formado por 3 ações perten-
centes ao mesmo setor econômico (Energia) e ao mesmo sub-setor (International Oil). O
segundo grupo é formado por 2 empresas domesmo setor (Insumos), mas de sub-setores
diferentes. O terceiro grupo envolve companhias que estão em setores econômicos rela-
cionados à consumo não durável, bebidas e tabaco.
A mesma investigação foi feita para o conjunto formado por empresas que
compõem o índice S&P 500. A estrutura da árvore de extensão mínima mostra muitos
grupos de ações que são homogêneas do ponto de vista econômico. Com algumas pou-
cas exceções, os grupos são homogêneos com respeito aos setores econômicos e, muitas
vezes, em relação aos sub-setores, sugerindo que conjuntos de ações que executam ativi-
dades do mesmo setor e sub-setor econômico respondem, de uma maneira estatística,
ao mesmo fator econômico. Esses resultados mostram que séries temporais do preço das
ações carregam informação econômica importante que pode ser detectada.
Coronnello e colaboradores [16] investigaramséries temporais dos retornos
de preços diários para um conjunto de n = 100 ações com grande volume de negociação
na NYSE ao longo do ano de 2002. Compararam resultados obtidos através da árvore de
extensãomínima com aqueles obtidos analizando-se árvores hierárquicas e, sugerem que
a árvore de extensão mínima contém informações adicionais àquelas presentes nas ár-
vores hierárquicas. A topologia das árvores de extensão mínima mostra a existência de
várias ações com um grande número de ligações com outros vértices.
Outro estudo interessante foi feito por Coronnello e colaboradores [32] con-
siderando n = 92 ações com grande volume de negociação na bolsa de valores de Londres
(LSE) no ano de 2002. Investigaram as propriedades estatísticas do retorno de preços cal-
culados em 2 intervalos de tempo, ∆t = 1 dia e ∆t = 5 min. Para dados considerando
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retornos diários, eles observaram que duas ações se comportam como um ponto central
de conexão na árvore de extensão mínima: Royal Bank of Scotland (RBS) e Shell (SHEL).
Notaram que empresas pertencentes a certos setores econômicos formam clusters como,
por exemplo, empresas do setor Financeiro se agrupamem torno deRBS,mas observaram
tambémque empresas do setor de Serviços se encontram espalhadas pela árvore, não for-
mando cluster.
Já para um horizonte de tempo de ∆t = 5 min, a estrutura da árvore de ex-
tensãomínima é um pouco diferente quando comparada com a obtida para um intervalo
de ∆t = 1 dia. A organização de todas as ações em torno dos pontos centrais é mais pro-
nunciada para ∆t = 5 min, ou seja, o número de ligações que partem de RBS e SHEL é
maior quando se leva em consideração ummenor intervalo∆t . Entretanto, menos ações
do mesmo setor econômico estão agrupadas em torno dela. Coronnello e colaboradores
[32] concluíram que a eficiência na obtenção de informações sobre setores econômicos
depende do horizonte de tempo considerado ao se calcular o retorno dos preços. Es-
pecificamente, o sistema é mais hierarquicamente estruturado quando se analisa dados
utilizando-se retornos diários, confirmando que o mercado necessita de um certo inter-
valo de tempo para avaliar o correto grau de correlação cruzada entre pares de ações cujos
preços são simultaneamente coletados.
CAPÍTULO 4
Conclusões e Perspectivas
N o final do século passado, alguns físicos da área daMecânica Estatística
passarama fazer pesquisas relacionadas às flutuações observadas noMercado Financeiro.
Essa área de pesquisa tem se desenvolvido muito nos últimos anos, devido ao volume
enorme de dados disponíveis, tanto em longos períodos de tempo, na escala de dezenas
de anos, como também em escalas curtas de tempo. Não há na natureza sistemas físicos
com tantos dados disponíveis, em várias escalas de tempo, demodoque oMercado Finan-
ceiro se apresenta como umverdadeiro laboratório para se aplicar as idéias desenvolvidas
na área da mecânica estatística fora do equilíbrio, particularmente aquelas relativas aos
processos estocásticos.
No Capítulo 2, estudamos alguns processos estocásticos que descrevem as
flutuações de preços de ativos financeiros, bem como propriedades estatísticas aplicáveis
a séries temporais. Fizemos uma revisão de métodos como Teoria da Matriz Aleatória e
Espaço Ultramétrico utilizados para extrair informações de séries temporais.
NoCapítulo3, estudamosas correlações cruzadas entre flutuaçõesde preços
de diferentes ações. Calculamos os coeficientes de correlação a partir dos retornos diários
depreços de 43 açõesmuitonegociadasnaBovespa noperíodocompreendidoentre janei-
ro de 2001 a junho de 2007, totalizando 1603 dias de negociações. Aplicamos o método
da Teoria da Matriz Aleatória para a matriz de correlação calculada usando-se retornos
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diários de todo o período estudado. Encontramos o espectro de autovalores e compara-
mos com os valores teóricos previstos para séries temporais em que é válido o limite
T → ∞, n → ∞, sendo n o número de ações estudadas e T o comprimento das séries
temporais. O valor encontrado para a razão Q = T /n difere muito dos valores encontra-
dos na literatura, isto é devido, possivelmente, ao número reduzido de ações estudadas.
Apesar disso, os valores encontrados para os autovalores da matriz de correlação, bem
como o intervalo [λm i n ,λm ax ] estão de acordo com os resultados publicados na literatura.
Testamos a distribuiçãodas componentes dos autovetores damatriz de cor-
relação com a distribuição das componentes de uma matriz aleatória. Para uma parte
dos autovalores dentro do intervalo teórico e considerados autovalores aleatórios, obser-
vamos que a distribuição está de acordo com a densidade de probabilidade obtida para
componentes aleatórias. Isto é um indício de que os autovalores situados no intervalo
[eλm i n ,eλm ax ] são aleatórios e não carregam informação real.
Usando-se a Teoria daMatriz Aleatória é possível identificar parte damatriz
de correlação que contém informação econômica real. Usamos ummétodo utilizadopara
mostrar que alguns autovetores cujos autovalores não são explicados pela Teoria estão as-
sociados a setores econômicos, sendo possível medir a importância de um dado setor na
composição do autovetor. Observamos que os autovetores cujos autovalores λk ≤ eλm i n
estão associados a um setor econômico. Já para autovalores λk ≥ eλm ax , não observamos
destaque de nenhum setor específico, mas uma mistura deles, indicando que esses são
autovetores correspondentes a autovalores fortemente afetados por incertezas estatísti-
cas. Ao se analisar a importância dos setores econômicos na composição do autovetor
u43, correspondente ao maior autovalor, obtemos contribuições similares de todos os se-
tores na caracterização desse autovetor, o que confirma resultados da literatura. Esses
resultados interpretam o maior autovalor como uma grandeza que corresponde a uma
resposta ou influência domercado sobre todas as ações.
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OestudodoEspaçoUltramétrico emdadosfinanceiros nospossibilitaobter
informações interessantes quanto ao agrupamento das ações analisadas, e a comparação
das árvores de extensão mínima para diferentes períodos nos possibilita entender as flu-
tuações dos preços ao longo do tempo. Obtemos árvores para todo o período estudado
e para cada ano separadamente. É interessante observar que há certas ligações que es-
tão presentes nas árvores de distância mínima em todos os anos considerados separada-
mente e em todo o período estudado, e estão relacionadas a empresas de mesmo setor e
sub-setor econômico. Ações que estão intensamente conectadas a outras, como, por e-
xemplo, TNLP4, indicam que suas flutuações servem frequentemente de referência para
um dado grupo de ações.
Esses resultados mostram que é possível extrair informações comuns que
afetamgruposde ações de umacarteira selecionadaa partir de séries temporaisdos preços
das ações. Observamos que a escala de tempo das variações das informações contidas
nessas árvores é maior que um ano, isto é, árvores de extensão mínima entre anos dife-
rentesmantémalgumas características, comopor exemplo, presença de clusters formados
por ações de ummesmo setor econômico.
Para um próximo trabalho, é necessário utilizar mais séries de retornos, ou
seja, um número maior de ações. É interessante usar séries temporais mais longas, a fim
de se estudar melhor a estatística da matriz de correlação de uma carteira de ações se-
lecionada. Isto permitiria, por exemplo, comparar propriedades universais das matrizes
aleatórias com propriedades da matriz de correlação dos dados, obtendo, assim, resulta-
dos mais quantitativos. Apesar de termos estudado poucas ações e utilizado séries pe-
quenas, nossos resultados estão, qualitativamente, de acordo com aqueles encontrados
na literatura.
O estudo das matrizes de correlação é muito relevante, uma vez que um
aspecto importante do gerenciamento de risco é a estimativa da correlação entre osmovi-
mentos de preços de diferentes ativos financeiros. A probabilidadede grandesperdas para
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uma dada carteira ou books de opções é dominada pelos movimentos correlacionados de
seus diferentes constituintes. Assim, o estudo das matrizes de correlação (ou covariância)
possui uma longa história em Finanças e é um dos pilares da Teoria de Markowitz para
otimização de portfólios: dado um conjunto de ativos financeiros caracterizados por seu
retorno médio e risco, qual é o peso ótimo de cada ativo na composição da carteira, de
maneira que ela forneça o melhor retorno para um nível fixo de risco, ou o menor risco
para um certo retorno?
Mais precisamente, o retorno médio RP de uma carteira P de n ativos é
definida como Rp =
∑n
i=1 p i Ri , sendo p i o capital investido e Ri o retorno esperado do
ativo i . Similarmente, o risco de uma carteira de investimentos pode ser associado à va-
riância totalσ2 =
∑n
i ,j=1 p i C i j p j , sendo C a matriz de covariância [27].
Emparticular, a composição da carteiramenos arriscadapossui umagrande
contribuição dos autovetores de C correspondendo aos menores autovalores da matriz.
Seria interessante aplicar esses resultados e utilizar a Teoria de Otimização de Markowitz
a fim de montar carteiras, bem como administrar os riscos de investimento.
APÊNDICE A
Movimento Browniano
Discutimos aqui o movimento browniano descrevendo uma partícula de
massa m imersa num líquido. Para mais detalhes ver referência [9].
Considere uma partícula sujeita a uma força viscosa proporcional a sua ve-
locidade e a forças de caráter aleatório devidas ao impacto das moléculas do líquido com
a partícula. Considerando o caso de ummovimento unidimensional ao longo do eixo x , a
equação de movimento é
m
dv
dt
=−αv + F (t ), (A.1)
sendo v = dx
dt
a velocidade da partícula, α uma constante e F (t ) é a força aleatória que
possui as seguintes propriedades:
〈F (t )〉= 0, (A.2)
pois, emmédia, a força devida à colisão aleatória com as moléculas é nula e
〈F (t )F (t ′)〉= Bδ(t − t ′), (A.3)
uma vez que estamos assumindo impactos independentes. A eq. (A.1), suplementada
pelas propriedades (A.2) e (A.3) é denominada equação de Langevin.
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Podemos reescrever a equação de Langevin dividindo a eq. (A.1) por m .
Temos assim
dv
dt
=−γv +ζ(t ), (A.4)
onde γ=α/m e ζ(t ) = F (t )/m . O ruídoζ(t ) é umavariável estocástica, isto é, uma variável
aleatória dependente do tempo, que possui as propriedades:
〈ζ(t )〉= 0, (A.5)
〈ζ(t )ζ(t ′)〉=Γδ(t − t ′), (A.6)
sendo que Γ= B/m 2.
Para encontrar a solução geral da equação diferencial (A.4), vamos escrever
que v (t ) = u (t )e−γt , sendo u (t ) uma função de t a ser determinada. Substituindo na
eq.(A.4) temos,
du
dt
= e γtζ(t ), (A.7)
cuja solução é
u = u0+
∫ t
0
e γt
′
ζ(t ′)dt ′. (A.8)
Portanto,
v = v0e
−γt + e−γt
∫ t
0
e γt
′
ζ(t ′)dt ′, (A.9)
sendo v0 a velocidade da partícula no instante t = 0. Essa solução é válida para qualquer
tipo de ruído ζ(t ).
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Vamos calcular o deslocamento médio da partícula. O deslocamento x (t ) é
dado por
x = x0+
∫ t
0
v (t ′)dt ′, (A.10)
sendo x0 a posição da partícula no instante t = 0. Tendo em vista a eq.(A.9), temos
x = x0+ v0
∫ t
0
e−γt
′
dt ′+
∫ t
0
e−γt
′
∫ t ′
0
ζ(t ′′)e γt
′′
dt ′′dt ′. (A.11)
Resolvendo a primeira integral e invertendo a ordem das integrais na última parcela, e
integrando-se em t ′, obtemos o resultado
x = x0+ v0
1
γ
(1− e−γt )+ 1
γ
∫ t
0
ζ(t ′′)(1− e γ(t ′′−t ))dt ′′, (A.12)
que é válido para qualquer ruído ζ(t ).
Levando-se em conta a propriedade (A.5), obtemos o deslocamento médio
da partícula
〈x 〉= x0+ v0
1
γ
(1− e−γt ). (A.13)
Usando as equações (A.12) e (A.13), temos que
x −〈x 〉= 1
γ
∫ t
0
ζ(t ′′)(1− e γ(t ′′−t )dt ′′. (A.14)
Elevando-se essa equação ao quadrado e usando a propriedade (A.6), obtemos
(x −〈x 〉)2= Γ
γ2
∫ t
0
(1− e γ(t ′−t ))2dt ′, (A.15)
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e, resolvendo-se essa integral, temos, finalmente, o desvio quadrático médio
〈x 2〉− 〈x 〉2= Γ
γ2

t − 2
γ
(1− e−γt )+ 1
2γ
(1− e−2γt )

. (A.16)
Para tempos longos (t >> 1/γ), o termo dominante é o primeiro, de modo
que nesse regime o desvio quadrático médio é proporcional a t , isto é,
〈x 2〉− 〈x 〉2= Dt , (A.17)
sendo D =Γ/γ2 = B/α2 o coeficiente de difusão.
A.1 Distribuição de probabilidade da velocidade
P ara achar a distribuição de probabilidade relativa a v (t ), começamos
por discretizar o tempo em intervalos iguais a τ, escrevendo t = nτ. Dessa maneira, a
equação de Langevin (A.4) pode ser escrita na seguinte forma
vn+1 = a vn +
p
τΓξn , (A.18)
sendo que a = (1−τγ) e as variáveis aleatórias ξj possuindo as propriedades
〈ξj 〉 = 0,
〈ξjξk 〉 = δj k . (A.19)
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A partir da eq. (A.18), podemos escrever que
vn =
n−1∑
t =0
w l , (A.20)
sendo w l variáveis aleatórias independentes definidas por
w l ≡ a l
p
τΓξn−1−l , (A.21)
onde consideramos, por simplicidade, a condição inicial v0 = 0.
A função característica relativa à variável vn é
ePn (z ) = 〈e i z vn 〉= n−1∏
l =0
〈e i z w l 〉. (A.22)
Supondoque a distribuiçãode probabilidadesda variávelξl seja umaGaus-
siana demédia zero e variância 1,N (0,1), segue-se que a distribuição da variável w l tam-
bém será uma Gaussiana demédia zero, mas com variância a 2lτΓ. Portanto,
〈e i z w l 〉= e−a 2l τΓz 2/2, (A.23)
de onde obtemos
ePn (z ) = e−bn z 2/2, (A.24)
sendo que
bn = τΓ
n−1∑
t =0
a 2l =
1−a 2n
1−a 2 τΓ. (A.25)
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Portanto, a densidade de probabilidade da variável estocástica v (t ) é obtida
tomando-se a anti-transformada de Fourier da eq.(A.24). Desta forma, obtemos
Pn (vn ) =
1p
2πbn
exp

−
v 2
n
2bn

. (A.26)
Tomando-se o limite em que τ→ 0 e n →∞, com nτ= t fixo, a densidade
de probabilidade da variável v no instante t é
P(v, t ) =
1p
2πb (t )
exp

− v
2
2b (t )

, (A.27)
onde
b (t ) =
Γ
2γ
(1− e γt ). (A.28)
Logo, a velocidade v (t ) de uma partícula livre nummeio viscoso e sujeita a
forças aleatórias varia de acordo com a equação de Langevin (A.4) e se distribui segundo
uma densidade de probabilidade Gaussiana.
APÊNDICE B
Processo deWiener
Uma teoria matemática rigorosa para o movimento Browniano foi pro-
posta porWiener em 1923. Aqui vamos fazer uma breve revisão dos conceitos e definições
envolvidos.
Definição 1 O movimento Browniano padrão ou processo de Wiener (W (t ), t ≥ 0) é um
processo estocástico com as seguintes propriedades [12]:
1. W (0) = 0;
2. Os incrementos W (t )−W (s ) são estacionários ( a função densidade de probabilidade
é invariante) e independentes;
3. Para todo t > 0, W (t ) possui uma distribuição normal com média zero e desvio
padrão
p
t ,N (0,pt );
4. As trajetórias são contínuas.
A condição de estacionariedade implica que a função densidade de proba-
bilidade de W (t )−W (s ), para t ≥ s , depende apenas da diferença t − s . Esse fato, com-
binado com a propriedade Gaussiana de W (t ), implica que os incrementos W (t )−W (s )
são distribuídos de acordo comN (0,pt − s ) para t > s . Isto segue da definição que W (t )
possui 〈W (t )〉= 0 para todo t ≥ 0.
O movimento Browniano possui a importante propriedade de ser estatisti-
camente auto-afim:
W (a t )
d
= a 1/2W (t ), (B.1)
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para a > 0. Aqui
d
= significa igual no sentido de distribuição de probabilidade, ou seja,
os dois processos estocásticos W (a t ) e a 1/2W (t ) possuem a mesma distribuição finita
P(x1, t1; ...,xn , tn ) para qualquer escolha de t i , i = 1, ...,n e n ≥ 1. Auto-afinidade sig-
nifica que qualquer porção da trajetória domovimento Browniano, quando propriamente
reescalada é (estatisticamente) indistinguível de toda a trajetória. Por exemplo, se am-
pliarmos uma pequena região da trajetória de ummovimento Browniano (não importa o
quão pequena), reescalando o eixo dos tempos por um fator a e o eixo vertical por
p
a ,
obtemos uma curva similar (estatisticamente) à trajetória original.
Apesar da derivada de W (t ) não existir como um processo estocástico re-
gular, é possível dar um sentido para dW /dt como um processo generalizado (no sentido
de funções generalizadas ou distribuições). Neste caso, a derivada de W (t ) é chamada de
ruído branco ξ(t ):
ξ(t )≡ dW
dt
. (B.2)
Na física, o ruído branco ξ(t ) é simplesmente ’definido’ como uma ’função
que flutua rapidamente’ (na verdade, um processo estocástico generalizado) que satisfaz
as seguintes condições :
〈ξ(t )〉= 0, (B.3)
e
〈ξ(t )ξ(t ′)〉=δ(t − t ′). (B.4)
B.1 Fórmula de Itô
Vamos retornar à equação deLangevin (A.4), reescrevendo-seζ(t ) =σξ(t ).
Temos então:
dv
dt
=−γv +σξ(t ), (B.5)
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onde ξ(t ) é um ruído branco. Introduzindo-se o processo deWiener ξ(t ) = dW /dt , temos
dv =−γvdt +σdW. (B.6)
Essa equação é um caso particular de uma equação diferencial estocástica
mais geral da forma,
dX = a (X , t )dt +b (X , t )dW, (B.7)
sendo a (x , t ),b (x , t ) funções conhecidas e X uma variável aleatória com uma dada densi-
dade de probabilidade P(x ).
Suponhamosque temosumnovoprocesso estocástico, processoG , definido
por
G (t ) = F (X (t ), t ), (B.8)
para uma dada função F (x , t ), sendo que X (t ) satisfaz a eq. (B.7). Queremos encontrar a
dinâmica local seguida porG (t ), ou seja, a equação diferencial estocástica cujas soluções
correspondem ao processo G (t ). A resposta é dada pela fórmula de Itô e, para obtê-la,
vamos considerar a expansão de Taylor da função F (X , t ):
dG =
∂ F
∂ t
dt +
∂ F
∂ x
dX +
1
2
∂ 2F
∂ x 2
(dX )2+
+
1
2
∂ 2F
∂ t 2
(dt )2+
1
2
∂ 2F
∂ x∂ t
dt dX + · · · (B.9)
Mas
(dX )2 = b 2dt +0(dt 3/2), (B.10)
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pois dW 2 = dt e dt dW = 0(dt 3/2). Reescrevendo dG até termos de ordem dt , obtemos
dG =
h∂ F
∂ t
+a (X , t )
∂ F
∂ x
+
1
2
b 2(X , t )
∂ 2F
∂ x 2
i
dt
+b (X , t )
∂ F
∂ x
dW, (B.11)
que é a Fórmula de Itô.
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