Modern control systems heavily relay on sensors for closedloop feedback control. Degradation of sensor performance due to sensor aging affects the closed-loop system performance, reliability, and stability. Sensor aging characterized by the sensor measurement noise covariance. This paper proposes an algorithm used to identify the slow varying sensor noise covariance online based on system sensor measurements. The covariancematching technique, along with the adaptive Kalman filter is utilized based on the information about the quality of weighted innovation sequence to estimate the slow time-varying sensor noise covariance. The sequential manner of the proposed algorithm leads to significant reduction of the computational load. The covariance-matching of the weighted innovation sequence improves the prediction accuracy and reduces the computational load, which makes it suitable for online applications. Simulation results show that the proposed algorithm is capable of estimating the slow time-varying sensor noise covariance for MIMO systems with white noise whose covariance varies linearly, exponentially , or linearly with added sinusoid perturbation. Furthermore, the proposed estimation algorithm shows a reasonable convergence rate. * Aqeel Madhag is a Ph.D. student
INTRODUCTION
Due to the increasing complexity of modern engineering systems, reliability has become an increasingly important matter. One way to improve the reliability is to enhance system ability of fault detection and identification [1, 2] . There are many sources of the system faults, one of the most common faults is the variation of the sensor performance due to sensor aging, which characterized by the senor measurements noise covariance [3, 4] . Filtering theory could be used to monitor the sensor performance. For example, Kalman filter (KF) is a very powerful tool since it is able to estimate the past, present, and even future states [5] . The performance of KF under actual operational conditions can be significantly degraded from the ideal one due to the deviation of the sensor measurement noise covariance [5] [6] [7] [8] [9] . Typically, deviation from the whiteness assumption for the innovation process of the Kalman filter makes the KF no longer optimal for the given data, and it becomes a sub-optimal filter [6, 10] . The root cause leading to the sub-optimality could be due to the system modeling error, strong nonlinearity, and/or illed noise properties, i.e., noise statistics are unknown. The resulting filter to deal with this matter is known in the literature as Adaptive Kalman Filter (AKF), which has been investigated by several researchers, for example, in [11, 12] . The adaptive Kalman filter adjusts its parameters according to the gap between the predicted estimates and the current measurements. However, the unknown noise statistics can be estimated online from the observed data. This leads to the investigation of estimating the sensor noise covariance, or equivalently, covariance matrices related to the state and measurement models [2] . Mehra [11] classified these methods into four categories, Bayesian, maximum likelihood, correlation (autocorrelation), and covariance-matching. The covariance-matching method has been shown to be one of the most promising techniques for practical applications due to its simplicity and online applicability. For example, it has been used in time series analysis with many applications [13, 14] . The basic idea behind the covariance-matching technique is to make the innovation sequences consistent with their theoretical covariances [13] .
The primary goal of this work is to model the sensor performance degradation due to the aging, which characterized by the senor measurements noise covariance, i.e., estimate the sensor noise covariance using a modified adaptive filter. The main contribution of this paper is the incorporation of the innovation sequence quality information with the weighted measurements, used by the adaptive Kalman filter, for estimating the slow timevarying sensor noise covariance. In contrast to the other works considering the case with time-invariant sensor noise covariance only, this work extends to the case with time-varying sensor noise covariance due to sensor aging. Besides, the proposed algorithm is suitable for online applications due to its sequential manner and using weighted information about the innovation sequence quality, which reduced computational load. Consequently, the proposed algorithm could be used as a fault identification technique.
The next section provides a general overview of the system model and describes the proposed approach for estimating sensor noise covariance using adaptive Kalman filter based on a weighted innovation process and whiteness test covariancematching. A simulation example is used to demonstrate the capability of the proposed approach and the bounds of the estimation window. Conclusions are drawn in the last section.
PROBLEM FORMULATION System Model
To describe the proposed algorithm clearly, the dynamic system model considered and the associated assumptions are reviewed first. The discrete stochastic linear time-varying system is shown in Fig. 1 . The plant model is described in the following state-space representation where the subscript k is the sample time index; x ∈ R n is the state vector; y ∈ R p is the measurement vector; u ∈ R m is the input vector; A(k) ∈ R n×n is the state matrix; B(k) ∈ R n×m is the input matrix; C(k) ∈ R p×n is the measurements matrix; D(k) ∈ R p×m is the control feedforward matrix; H(k) is a diagonal matrix with proper dimension; ω and ν are the process and measurement sensor noises, respectively. The process and measurement sensor noises, ω and ν, respectively, are uncorrelated and Gaussian white noises with mean and covariances as follows
denotes the expectation operator, δ is a Kronecker Delta function, i.e., δ(0) = 1 and δ(k) = 0 ∀ k = 0 otherwise. W k and V k are time-varying process and measurement sensor noise covariance matrices, respectively. The Kronecker Delta function is used to match with the discrete system while for continuous case a Dirac Delta Function is should be used. Note that the dotted line in Fig. 1 represents the part that is not consider in this work.
The process used to simulate and model the sensor performance degradation due to the aging, is carried out under the following assumptions. The initial state vector x 0 is assumed to have a normal distribution with zero mean, E [x(0)] = 0, and co-
The process noise covariance matrix, W k , is assumed to be positive definite and known at each time instant. The sensor noise covariance, V k , is assumed to be positive definite and to be estimated.
Remark 1.
The sensor noise covariance variation is used to simulate practical engineering problems. For example, the sensor noise covariance varying linearly, exponentially, or linearly with added sinusoid perturbation represents an aging sensor that has measurement noise (or error) increases linearly, exponentially, or linearly with added sinusoid perturbation.
Remark 2.
Kalman filter is very sensitive to the positive definiteness of matrix V k , and non-definiteness could affect estimation convergence and lead to divergence. In the numerical calculations, the negative eigenvalues of the matrix V k are replaced by its absolute values.
Remark 3.
There are three time scales for our system. Time scale 1, S 1 , represented by the sensor noise covariance that has the slowest rate of variation. Time scale 2, S 2 , represented by the time varying coefficients of the matrices, A, B, C, D, and H, that has a slow time-varying coefficients but is much faster than sensor noise covariance rate of variation. Time scale 3 S 3 , represented by the system dynamics, that has the fastest rate of variation and is much fast than the other two time scales in the system.
The aforementioned assumptions and remarks are required to be satisfied to proceed with the sensor noise covariance estimation algorithm. The detectability and stabilizability assumptions of the system are essential to sensor noise covariance estimation. If the system has unstable modes, the sensor noise covariance estimation deviates far away from the accurate value. The assumptions of the process and measurement noise covariances are required to match with the goal of this work, that is, online estimating sensor noise covariance. The proposed algorithm through this work requires the time scales to have an ascending order of the rate of variation, i.e., sensor noise covariance has the slowest rate of variation, system matrices coefficients have a slow rate of variation, and system dynamics has rate of variation faster than others.
Adaptive Sub-Optimal Filter with Covariance-Matching Technique
The primary goal is to model the performance degradation of the sensor measurement due to its aging, i.e., monitor the variation of the sensor noise covariance. In particular, we usually cannot obtain the exact statistical properties of the noise because it is impossible to isolate the noise from the measurement signals accurately. Also, in most cases, we are not able to understand the mechanism of the noise completely. References [6, 15] show that using the noise covariance, that is different from the actual one, in the Kalman filter affects the accuracy of the state estimation since it is not optimal anymore. Our goal is to estimate online the slow time-varying sensor noise covariance from the set of measurements based on the modified adaptive Kalman filter with the covariance-matching technique for this work, where the adaptive Kalman filter is given below by [6, 15] 
Note that the adaptive Kalman filter [6, 15] under such conditions, shown in equation (2), is a sub-optimal filter, where the subscript k is the sample time index, the superscripts " " and "ˆ" denote the sub-optimal and the estimated value, respectively. The adaptive scheme with Kalman filter is used to reduce or bound errors by modifying or adapting the Kalman filter to the actual measurements, i.e., the adaptive Kalman filter adjusts its knowledge about the values according to the gap between the predicted estimates and the current measurements. There are many approaches utilizing the adaptive Kalman filtering to estimate online the unknown sensor noise covariance from the measurements. One of them is the covariance-matching technique considered in this work. Note that covariance-matching technique is highlighted in many publications such as [8] and others. The basic idea behind the covariance-matching technique is to make the innovation process sequences, defined in equation (2), consistent with their theoretical covariances. Note that, the innovation process is described as the difference between the actual measurements and its predicted values. It is well known that the innovation sequence is a reliable indicator for the filtering performance.
Remark 4.
The innovation process is said to be white if it is uncorrelated with zero means.
To test whiteness of the innovation process, two steps are used: Bias and Whiteness Tests [16] [17] [18] . Note that v k is the innovation process while ν k ∼ N(µ k ,V k ) is the sensor measurement noise. The sample mean for the collection of the innovations process is given below by [11, [16] [17] [18] [19] 
where N is the number of sample points. The auto-covariance function of the innovation process is [16] [17] [18] Cov
Note that use the divisor N instead of N − τ ensures that the autocovariance matrix is nonnegative definite [20] . The Bias Test is used to check statistically whether the mean of the innovation process is zero, i.e.,v N = 0 or not. The Whiteness Test is to check statistically whether the auto-covariance function of the innovation process is white noise or not. That is, the auto-covariance of the innovation process is within the confidence interval or not. The 95% confidence interval estimate of the auto-covariance function is given below by [17] 
Note that the auto-covariance function, Cov(τ), with zero (τ = 0) lag is the covariance function denoted by P v , i.e., Cov(0) = P v .
Remark 5. The innovation sequences, used to estimate the sensor measurement noise covariance, has to pass both bias and whiteness tests.
The proposed algorithm uses the information about whiteness and the weighted innovations (which is explained later) for the adaptive estimation of the sensor noise covariance. Fig. 2 shows the proposed algorithm, where n is the estimation window number; N is the estimation window size; x 0 and P 0 are the initial estimated state and its estimation error covariance; k is the sample time index within the estimation window; u k , y k and v k are input, measurement and innovation, respectively;V o is the initial noise covariance estimate;V n,N is the estimated sensor noise covariance by the end of estimation window "n". A particularly attractive feature of combining the adaptive Kalman filter with the quality of the innovation process information is the that the filter is acting like a detection algorithm identifying not only changes in the system properties but also variations in the statistics of the disturbances.
Consider system (1) and filter (2), the exact value of the sensor measurement noise, ν k , is unknown, an intuitive approximation of ν k is the innovation sample, that is given by
where x k is x k|k−1 defined in equation (2) . The innovation estimate is given below by [11, 19] 
where N is the number of sample points. The covariance function of the estimate is [11, 19] 
Note the divisor is N −1 instead of N to ensure unbiased estimate of the covariance P v [19] . Then, the estimate of the sensor measurement noise covariance at estimation window n with sample time k = N is given by [19] V n,N = 1
The last equation is used online to estimate the sensor measurement noise covariance. Indeed, to obtain a feasible estimation model based on the available measurements (minimal available information) for reduced estimation error and computational load, we combine the last estimation technique with a weighted innovation process. The weight coefficient α is used as a "forgetting factor" for the past innovation process data, and it is adaptively adjusted to improve the estimation accuracy. The weighted innovation mean in equation (6) can be rewritten as follows
where N is number of sample points, α ∈ (ε, 1] is the forgetting factor for the innovation process data in the past and ε > 0,ṽ N is the innovation mean defined in (6) but with forgetting factor. Then, equation (7) could be written aŝ
whereṼ n,N is the estimate of the sensor measurement noise covariance defined in (7) but with forgetting factor.
Lemma 6.
Consider system in equation (1) and filter in equation (2) with aforementioned assumptions and follow the algorithm in Figure 2 , the estimation of the sensor measurement noise covariance,V k , is given by equation (9).
The last Lemma states the proposed algorithm to estimate the slow time-varying sensor noise covariance using the adaptive Kalman filter with covariance-matching technique.
Simulation Results and Discussion
The objective of conducting simulation study using a numerical example in this section is to demonstrate the ability of the proposed algorithm for a system model whose output measurements are polluted with slow time-varying covariance white noise. That is, the slow time-varying sensor noise covariance increases linearly, exponentially, or linearly with added sinusoid perturbation. The sensor noise covariance variations are chosen to simulate certain practical engineering problems. For example, the linear or exponential increment, or linear increment with added sinusoid perturbation of sensor noise covariance represents an aging sensor with its measurement noise increase linearly, exponentially, or linearly with added sinusoid perturbation.
In the simulation study, the controllability and observability for the considered system have been checked at each time step, and all simulation results are created using MATLAB R2015 with a computer has Intel Core i7 Processor and 16 GB RAM. Note that, to eliminate the redundancy in simulation results, channel 1 of the MIMO only considered, i.e., channel 2 gives similar behavior. Example: Consider the system model in [21] . It is a multi-input and multi-output (MIMO) linear time-varying (LTV) system and describes the motion of a satellite in low orbit. The discretized version of that system model matrices are given by
(10) where
01, t k is the time step (discrete) and the sampling time is 0.1. In addition, the sensor, that is considered for the current simulation, is assumed to have a rate of the noise covariance variation rate of 9 * 10 −4 . The confidence interval is required to be 95%. Our goal is to estimate the sensor noise covariance. The upper and the lower bounds of the estimation window length is set to 200 and 550, respectively. It is advised to note that the upper and lower bounds of the estimation window are found numerically using a derived equations and those equations and their derivations are omitted due to the page limitation.
In Fig. 3 and Fig. 4 , we consider the system defined in equation (10) and N = 400 samples is used as the estimation time window length. Fig. 3 and Fig. 4 , show the the actual and estimated sensor noise covariance with linear and exponential increase, respectively. Fig. 5 shows the the actual and estimated sensor noise covariances with linearly increased covariance perturbed by the sinusoid signal. Solid and doted lines represent the actual and estimated sensor noise covariance, respectively. The estimated sensor noise covariances show a reasonable tracking for the actual ones with linear and exponential cases. Indeed, for the exponential increase case, the estimated covariances show good tracking when the slope is close to that of linear case and it deviates when the slope increases. Similarly, for the the linearly increased covariance with the sinusoid perturbation, the estimated values track the actual one with small estimation errors. In other words, the proposed algorithm works well for a slow rate of variation of this class of noise covariances.
The estimation window should be selected adequately (not too short and not too long). When the estimation window length is shrunk, the noise covariance estimation error increase due to the insufficient amount of information required for estimation and the insufficient period required to got the estimation error initial conditions to still down. Comparatively, when the estimation window length is enlarged, the noise covariance estimation error due to the fixed noise covariance assumption will increase, i.e., as N → ∞ =⇒ || V n,N || → ∞. Fig. 6 and Fig. 7 show the latter simulation, i.e., the linear increase noise covariance case simu- lations, for N = 50 and N = 800 sample times as an estimation window lengths, respectively. It is clear that when the time window length is set within the specified bounds, the proposed algorithm shows a reasonable convergence. On the other hand, when the time window length is set outside the bounds, the proposed algorithm diverges (see Fig. 6 and Fig. 7) , and the small the win-dow length N, the quick the divergence. Indeed, the proposed algorithm assumes that the noise covariance is fixed within the estimation window, N. Therefore, with a short window length, the noise covariance estimation error at the end of the previous estimation window and the noise covariance estimation error due to the assumption of a fixed noise covariance (estimated) over the estimation window are combined to form the estimation error at the end of estimation window. On the other hand, with the long estimation window length N, the effect of the noise covariance estimation error at the end of the previous estimation window is significantly reduced due to the nature of stable Kalman filter, but the constant measurement noise covariance assumption is no long true, leading to additional estimation error. As a summary, the estimation window should be selected adequately (not too short and not too long). Different time window lengths were tested through the simulations. It is advised to note that the simulations of the other noise covariance increase with estimation window outside the 200-550 rage not presented due to the page number limitation and they express similar behavior to linear increase case. Fig. 8 shows different time window lengths and corresponding noise covariance estimation errors. The time window length of 400 samples shows the smallest noise covariance estimation error. The proposed algorithm shows its capability of estimating the slow time-varying sensor noise covariance under different covariance variation functions with convergent estimation when the estimation window is properly selected.
Conclusions
The control systems used in industry and other fields of life should be safe, reliable, and stable. Degradation of sensor performance due to the sensor aging could be a crucial factor affects these stated before. Adapting the control system to sensor performance variations helps to avoid many catastrophic consequences. Our work focuses on monitoring the degradation of sensor performance, i.e., online estimation of the sensor noise covariance variations with assumption slow-varying sensor noise covariance. The covariance-matching technique with adaptive Kalman filter is used in this work. The information about the quality of the weighted innovation sequence is used for the estimation process. The convergence of the proposed algorithm is demonstrated in simulation study. The iterative nature of the proposed algorithm significantly reduces the computational load. As a summary, the proposed algorithm is able to estimate the slow-varying unknown sensor noise covariance with good convergence when the estimation window is properly chosen.
