Companies often manage a large number of items. It is difficult to give all these items, the same level of monitoring and control. For this reason, managers should set priority levels for each category of items. Once this hierarchy established, we can assign specific business rules to each family of items. In this field, the ABC classification is mostly used by managers for inventory control. The classical ABC classification is based on the Pareto principle and according to the criterion of the annual use value. In fact, Class A items are relatively few in number (between 10% and 20%) but they represent between 70% and 80% of the total annual use value. The Class A items represents a great annual use value. For this reason, control of items of this class must be rigorous and tight. Class B contains between 30% and 40% of items that represent 15% to 20% of the total annual use value. The inventory control of class B items can be less tight than that of the first class A. Finally class C items can reach 50% of the items but represent only 5% to 10% in terms of value. Managers can reduce their effort in controlling these items because they are numerous but too small in terms of total annual use value.
I. Literature review
Companies often manage a large number of items. It is difficult to give all these items, the same level of monitoring and control. For this reason, managers should set priority levels for each category of items. Once this hierarchy established, we can assign specific business rules to each family of items. In this field, the ABC classification is mostly used by managers for inventory control. The classical ABC classification is based on the Pareto principle and according to the criterion of the annual use value. In fact, Class A items are relatively few in number (between 10% and 20%) but they represent between 70% and 80% of the total annual use value. The Class A items represents a great annual use value. For this reason, control of items of this class must be rigorous and tight. Class B contains between 30% and 40% of items that represent 15% to 20% of the total annual use value. The inventory control of class B items can be less tight than that of the first class A. Finally class C items can reach 50% of the items but represent only 5% to 10% in terms of value. Managers can reduce their effort in controlling these items because they are numerous but too small in terms of total annual use value.
When handling inventory classification, managers need to consider at the same time many important classification factors. Several Methodologies have been proposed in the literature for the multicriteria inventory classification problem (MCIC), but we will focus on the weighted optimization models. These models used a weighted additive function to aggregate the performance of an inventory item in terms of different criteria to a single score, called the inventory score of an item. Ramanathan (2006) proposed a linear model which gives each item an opportunity to choose a set of weights favorable to the item itself when maximizing its score. To improve this model proposed by Ramanathan (2006) , Zhou and Fan (2007) suggested a new classification based on a composite index. This score or index is a combination of a good index (maximizing score) and a bad index (minimizing score). The items classification will be then based on the calculated composite index. Ng (2007) proposed a linear programming model for the MCIC using a scalar measuring for all the criteria and with the main contribution of giving an importance order to the criteria. Hadi-Vencheh (2010) presented a nonlinear programming model as an extension version of the Ng-model. This model changed in the linear programming the constraint of the criterion weights by considering squared coefficients. Finally, Chen (2011) developed an improved approach to MCIC by which all items are peer-estimated. This new approach first determines two performance scores for each inventory item, then we determine a weight for each score in order to calculate a final aggregated index that will be used for the classification.
In this paper we will suggest firstly, a modified variant of R-model proposed by Ramanathan (2006) for MCIC. In this version, called R*-model, we consider the normalization step of the data to measure and analyze the impact of this pre-processing on the initial model. In the second part of this work, we will propose a new weighted linear optimization model which is an improvement of the Ngmodel developed by Ng (2007) . This new model will be referred to as M-Ng model.
II. Impact of normalization step on the R-model
In this section, we start by recalling the R-model. The main objective of the normalization step is to eliminate the bias due to the unit effect. This transformation is considered as a pre-processing step in the weighted optimization multicriteria inventory models. This step plays a crucial role in standardizing scale measures of the y ij  i = 1, ...., n;  j = 1, ......J where y ij is the performance of the item i on the criterion j. More formally, this step convert all the y ij in a 0 − 1 scale. They ij  i = 1, ...., n;  j = 1, ......J , will be transformed on y* ij  i = 1, ...., n;  j = 1, ......J by using the following expression : 
III. Modified Ng-Model
In this section firstly we recall the Ng-model proposed by Ng (2007) . Then we detailed the modifications made on this model in order to improve it.
III.1. The Ng-Model
To improve the quality of the inventory process, decision makers are needed to classify items using sophisticated and adequate methods. Generally these methods are based on advanced optimization backgrounds. In order to help the inventory managers in his inventory control and make it more easier, Ng(2007) proposes a multicriteria inventory classification model with a minimal mathematical background and without the use of an optimization solver. In fact Ng-model provides the scores of inventory items without a linear optimizer.
Consider an inventory with n items must be classified based on J criteria. y ij : the measurement of the i th item under the j th criterion. w ij : the non-negative weight represents the contribution of performance of the i th item for the j th criterion. x ij : the sum of the first j th y ij of the item i. S i : the score of the item i. z i : the dual variable. After two transformations of the Ng-Model, we obtain:
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III.2. Modified Ng-model (M-Ng model)
The modified Ng-model is a two-phase model. The first phase is very similar to the original model but we remove the dominance order between the criteria. More precisely, we eliminate the following constraint in the linear model : w ij − w i(j−1) ≥ 0 in order to avoid the subjectiveness or in case of no consensus to set dominance order relations.
The second phase consists, firstly in computing the average weight of each criterion using weights generated by the original Ng-model. Secondly we use these obtained average weights to compute final score for each item. Finally, we classify items according to ABC principle and satisfying the constraint distribution. This second phase try to overcome the weakness of Ng-model in considering independently each item when maximizing its score.
Consider an inventory with n items must be classified based on J criteria. y ij : the measurement of the i th item under the j th criterion. w ij : the non-negative weight represents the contribution of performance of the i th item for the j th criterion. S i : the score of the item i. 
IV. Computational results
In order to illustrate and compare the performance of our proposed models to the R-Model and the Ng-Model, we apply it to the MCIC problem using the 47 benchmark inventory items presented in Flores et al (1992) . Our experimental study is based on the following four criteria: average unit cost, annual dollar usage, lead time and critical factor. More precisely, we add the critical factor criterion in the Ng-model while considering the old dominance constraint and considering also that the critical factor is dominated by the three others criteria. As in the previous studies we maintain the same distribution of 10-class A items, 14-class B items and 23-class C items. It should be noted that all the considered criteria are positively related to the importance degree called score of the inventory items.
IV.1. Performance of the R*model
In this section, we present a comparison between the R-model and the R*-model using normalization. As shown in table 1, we note a difference between the two models. In fact, the percentage of items correctly classified by the two models is 40%. The detailed benchmarking by class suggests differences between the three classes in terms of percentage of items correctly classified by the two models. This percentage is relatively high for class C (57%). For classes A and B respectively 30% and 21% of items are similarly classified by the R-model and the R*-model.
The new classification according to the R*-model is structured as follows. The new class A is composed by 3 items (15, 29 and 34) similarly classified by the old R-model. The remaining seven items were over classified from class B to A (items 1 and 23) and from class C to A (items 9, 13, 32, 2 and 3). The new class B in the R* model maintains the same 3 items 21, 31 and 40. Items 4, 14, 18, 19, 28 and 45 were under classified from class A to B. However, five items (10, 11, 12, 24 and 36) jumped from class C to B. In the last class C, we find that 13 items are identically classified as in the R-model. Item 16 is dropped down from class A to C. Nine other items (17, 22, 27, 33,37, 39, 47, 20 and 43) are under classified from class B to C. The detailed obtained results are depicted in table 2.
IV.2. Performance of the M-Ng model
In this section, firstly we present a comparison between the Ng-model and the modified one. Then we will analyze conflicts between R-model and the Ng-model that are solved by the M-Ng model. As shown in table 3, we notice a significant difference between Ng and M-Ng models. In fact, the percentage of items correctly classified by the two models is 60%. In the detailed benchmarking by class, we notice relevant differences between the three classes in terms of percentage of items correctly classified by the two models. This percentage is high for class C (74%) but decreases to 50% for items of class A and to 43% for those of class B. 
IV.3. Conflict handling
As shown in Table 4 
V. Conclusion
In this paper, improved models for multi-criteria inventory classification are proposed. In fact, the first contribution of this work is to analyze the effect of using normalized data in the R-model. This new R* model leads to 60% difference in items classification. The second contribution of this paper is the improvement of the Ng model used in the MCIC by proposing a new model called M-Ng model. This new model presents significant differences compared to initial Ng-model and also handles classification conflicts between the R and Ng models. One way to extend this research is to apply and compare our improved models using larger data sets for MCIC. Percentage of items correctly classified by the two models (R and R*) 30% 21% 57% 40% 3  4  1  3  1  3  3  2  2  3 A  45  1  10  12  15  17  19  20  22  24  28  31  34  36  40  4  5  6  7  8  11  16  25  26  27  30  32  33  35  37 
