




















■開　会   
■特定領域研究の紹介 
　「特定領域研究『日本語コーパス』 ─ 目標、進捗状況、そして夢 ─」　前川 喜久雄（国立国語研究所）
■デモンストレーション




休　憩   
■パネルディスカッション 「コーパスが拓く可能性」
　田野村 忠温（大阪外国語大学）／砂川 有里子（筑波大学）／田中 牧郎（国立国語研究所）
　荻野 綱男（日本大学）／奥村 学（東京工業大学） 
■閉　会   
■開　会 
■計画班研究進捗状況報告（15分×8班、途中休憩15分）
　●データ班　山崎 誠　●ツール班　松本 裕治　●電子化辞書班　伝 康晴　●日本語学班　田野村 忠温
休　憩




　　丸山 岳彦、柏野 和佳子、山崎 誠、佐野 大樹、秋元 祐哉、稲益 佐知子、吉田谷 幸宏 
　「『現代日本語書き言葉均衡コーパス』における著作権処理について」 
　　森本 祥子、前川 喜久雄、小沼 悦、新井田 貴之、松下 愛、吉田谷 幸宏、神野 博子、大石 有香 
　「『現代日本語書き言葉均衡コーパス』における電子化フォーマットの概要」 
　　山口 昌也、高田 智和、北村 雅則、間淵 洋子、西部 みちる 
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Priority-Area “Japanese Corpus” Project: Goals, Progress, and Dreams 





構築：21 世紀の日本語研究の基盤整備」（略称「日本語コーパス」)は平成 18 年 7 月に採択



























































































































なる。この全体を『現代日本語書き言葉均衡コーパス』と呼ぶ。英語名称は Balanced Corpus 
of Contemporary Written Japanese であり BCCWJ と略する。 
















































































るのに対して、BCCWJ のサンプル長は 1000 文字とはるかに長くなっている。これはコー
パスとしての利用を考えれば当然のことである。また BCCWJ では長さを 1000 字に固定し
たサンプルの他に、文書の構造を反映した可変長サンプルも同時に採取することにしてい
る（山崎 2007、丸山ほか 2007）。 
 
４．KOTONOHA 計画  





































代語書き言葉と現代語話し言葉を対象としたものである（国語研 2005, 2006, 前川 2004）。 
BCCWJ は KOTONOHA の最重要構成要素であるが、KOTONOHA の整備は BCCWJ の完
成後も継続される。図にはその開発の候補となるコーパスも示されている。「太陽」とBCCWJ
を繋ぐ書き言葉コーパス、CSJ で十分にカバーできなかった対話や雑談を対象とした現代語















































A) 国会会議録（30 年分） 
B) インターネット掲示板（ヤフー知恵袋、1 年半分） 
















いる。文字に関するタグには、JISX0213:2004 の表外字であることを示す missingCharacter、 
ruby（フリガナ）、superScript（上付文字）などの特殊な活字組を処理するためのタグ、誤字・
誤植を示す correction などがある。文書構造に関するタグには、sample（サンプル全体）, article













初に約 46000 語であった短単位見出し語数を現在 10万語以上まで拡張した（小椋ほか 2007）。
拡張された unidic と形態素解析ソフト「茶荃」をあわせ用いた場合の解析精度を白書のデ




BCCWJ の構築作業を開始してほぼ 1 年が経過する現在、我々が直面している最大の困難
は予想どおり著作権処理の問題である。我々は当初、著作権無償利用に依頼をどの程度許
諾していただけるかに不安を抱いていたが、実際に最大の障壁となっているのは、むしろ




















７.１ Corpus-based と corpus-driven 













































（原文の『文芸春秋』への掲載は 1948 年）. 







































定が可能になる。Pereira(2000)は初期の生成文法の有名な例文（Colorless green idea sleeps 
furiously と Furiously sleep ideas green colorless）の生起確率を推定している。 






































2005 年 1 年間に自分が読んだすべての和書の記録をとってみた。その結果は約 2600 万文字、
短単位になおせば 1530 万語程度になった。この調査は単行本だけを対象としたもので、新
聞、雑誌、WEB 文書、マンガ、論文等を除外している。それらを適当に按配すれば 1 年で




                                                   
9 東京工業大学の古井貞煕教授のご指摘による。 
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From Word Survey to Language Corpus 




































  全体的統計 統計的分析 個別の記述 実例の提示 
現代語の助詞・助動詞     ◎ ◎ 
朝日新聞調査 ◎       
婦人雑誌調査 ◎ ○ ○   
談話語の実態   ◎     
総合雑誌調査 ◎ ○     
話しことばの文型     ◎ ○ 
『郵便報知』（明治）調査 ◎ ○     
                （コンピューター導入）  
雑誌九十種調査 ◎ ○ ○   
新聞調査（電算機） ◎       
               （『分類語彙表』初版）  
動詞・形容詞・アスペクト     ◎ ○ 
教科書調査（電算機） ◎ ○     
『中央公論』経年調査 ◎ ○     
テレビ調査（電算機） ◎ ○     
国定読本索引 ◎       
話し言葉コーパス     ○ ◎ 































































140 位「身頃」 343 位「増資」 
513 位「ぬいしろ」 356 位「当社」 
718 位「えりぐり」 479 位「配当」 








417 位「素材」 434 位「ポイント」 
561 位「設定」 648 位「ＣＤ」 
671 位「性能」 828 位「ソフト」 




































































































 和語 漢語 外来語 混種語 
雑誌九十種(1956)  53.9 41.3 2.9 1.9 








 寝台 ベッド 食卓 テーブル 汽車 電車 列車 幹線 
１８９５年(太陽) 4 - 7 2 120 50 26 5 
１９０１年(太陽) 17 - 19 7 116 15 143 3 
１９０９年(太陽) 16 1 4 24 135 173 38 4 
１９１７年(太陽) 16 - 20 5 86 66 27 1 
１９２５年(太陽) 23 21 21 22 93 51 47 6 
.... 
１９５６年(九十種) 9 25 9 24 26 33 33 2 




















































No.3  現代語の助詞・助動詞 ―用法と実例―〔1951〕  
 資料集 2 語彙調査―現代新聞用語の一例―〔1952〕  
No.4  婦人雑誌の用語 ―現代語の語彙調査― 〔1953〕  
 資料集 6 分類語彙表〔1964〕 
No.8  談話語の実態〔1955〕  
No.12 総合雑誌の用語 ―現代語の語彙調査―前編〔1957〕  
No.13 総合雑誌の用語 ―現代語の語彙調査―後編〔1958〕  
No.15 明治初期の新聞の用語〔1959〕  
No.18 話しことばの文型 ―対話資料による研究―〔1960〕  
No.21 現代雑誌九十種の用語用字 第 1 分冊総記・語彙表〔1962〕  
No.22 現代雑誌九十種の用語用字 第 2 分冊漢字表〔1963〕  
No.23 話しことばの文型 ―独話資料による研究―〔1963〕  
No.25 現代雑誌九十種の用語用字 第 3 分冊分析〔1964〕  
No.37 電子計算機による新聞の語彙調査 Ｉ  〔1970〕  
No.38 電子計算機による新聞の語彙調査 II 〔1971〕  
No.42 電子計算機による新聞の語彙調査 III〔1972〕  
No.43 動詞の意味・用法の記述的研究〔1972〕  
No.44 形容詞の意味・用法の記述的研究〔1972〕  
No.48 電子計算機による新聞の語彙調査 IV 〔1973〕  
No.56 現代新聞の漢字〔1973〕  
No.76 高校教科書の語彙調査 I [1983〕  
No.78 日本語教育のための基本語彙調査〔1984〕  
No.81 高校教科書の語彙調査 II [1984〕  
No.82 現代日本語動詞のアスペクト [1985〕  
No.87 中学校教科書の語彙調査 [1986〕  
No.89 雑誌用語の変遷 [1987〕  
No.99 高校・中学校教科書の語彙調査 分析編 [1983〕  
No.112 テレビ放送の語彙調査 I [1995〕  
No.114 テレビ放送の語彙調査 II [1997〕  
No.115 テレビ放送の語彙調査 III [1999〕  
  資料集 14 分類語彙表―増補改訂版―〔2003〕 
  日本語話し言葉コーパス〔2004〕 












The Age of Large Scale Text Processing 



































































平成 18 年度研究進捗状況報告：データ班 
（代表性を有する現代日本語書籍コーパスの構築） 
 








大和 淳 （分担者：横浜国立大学大学院国際社会科学研究科） 
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録である J-BISC に収録されたものから 2001 年～2005 年に発行されたものを抜き出し、書
き言葉コーパスに収録する適切性条件でふるいを掛け、317,117 冊を母集団とした。 
 雑誌の母集団は、2001 年～2005 年の間に社団法人日本雑誌協会に加盟していた出版社の
発行する雑誌 1,259 タイトル、総数 55,779 冊と決定し、リストを作成した。 
総文字数 構成比率 固定長 合計語数 必要サンプル数 可変長 合計語数
書籍 485.40億字 74.14% 741.4万語 12,604サンプル 2891.5万語
雑誌 105.16億字 16.06% 160.6万語 2,730サンプル 481.8万語
新聞 64.16億字 9.80% 98.0万語 1,666サンプル 98.0万語
合計 654.72億字 100.00% 1,000万語 17,000サンプル 3471.3万語
生産実態サブコーパス













 新聞の母集団は、2001 年～2005 年に発行された、全国紙 5 紙（朝日、毎日、読売、日経、
産経）、ブロック紙 3 紙（北海道、中日、西日本）、地方紙 8 紙（河北新報、新潟日報、京
都新聞、神戸新聞、中国新聞、高知新聞、愛媛新聞、琉球新聞）と決定し、リストを作成
した。 

































(2)白書サンプルの XML 化 
 白書 1500 サンプル 500 万語の入力が完了し、入力精度が 99.95％以上を確認したのち、11
月 10 日にプレーンテキスト版を全文検索ソフト『ひまわり』に同梱の形で特定領域内で公
開した。年度内には Web 上での試験公開（全文検索）を開始する予定である。 
流通SC
メディア 書籍 雑誌 新聞 書籍 白書 国会会議録 Yahoo! 法令 検定教科書 日本語教科書
必要サンプル数 12,604 2,730 1,666 12,604 1,500 ? 39,969 ? ? ?
母集団定義 済 済 済 済 済 済 済 済 不要 不要
リスト作成 済 済 済 済 済 未 未 未 済 済
総文字数 済 済 済 未 不要 不要 不要 不要 不要 不要
台帳作成 済 未 未 未 済 未 未 未 不要 不要
サンプリング 2500 未 未 未 済 未 未 未 不要 不要
データ入力 2500 未 未 未 済 未 未 未 着手 着手





 電子化辞書班と共同で構築を進めている UniDic に格納する辞書データ（短単位データベ
ース）の整備拡充を行った。整備拡充に用いた資料は、『岩波国語辞典』第 6 版、ＣＳＪ、
ipadic、cannadic、郵便番号データなどである。2 月 9 日現在、語彙素の数は 102,919、書字
形の数は 132,581に達している。なお、以上の情報を格納した解析用辞書 unidic ver.1.3.0は、
関連ツールとともに近く一般に公開する予定である。 
(2)言語単位の設計について（ツール班と連携） 
 文節認定基準の見直し、及び、短単位と ipadic との対応付けにおける問題点（品詞と単位
の長さ）を検討する検討会を 4 回開催した。 
(3)学習用データの作成（ツール班と連携） 
 形態素解析システムの学習用データとするため、BCCWJ に収められたサンプルから、新
聞、雑誌、書籍、白書、その他のそれぞれから 20 万語合計 100 万語を選び、人手修正を加
えて短単位・長単位とも精度 99％以上のデータを作成する。このデータには、ツール班で
文節区切り、係り受け情報などを付与する。 





(1)『現代日本語書き言葉均衡コーパス』短単位規程集 Version 1.2（執筆：小椋秀樹） 
(2)『現代日本語書き言葉均衡コーパス』におけるサンプル構成比の算出法―現代日本語書
き言葉の文字数調査―（執筆：丸山岳彦、秋元祐哉） 















山崎誠、 前川喜久雄、 田中牧郎、他(2006) 「代表性を有する現代日本語書き言葉コーパ
スの設計」，言語処理学会第 12 回年次大会発表論文集，pp.440-443 
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汎用のタグ付け仕様とツール化を目指した研究の一つに AGTK(Annotation Graph 























  日時：2006 年 8 月 31 日（木），場所：NAIST 東京事務所（東京都田町） 
    議題：コーパス解析とアノテーションに関するこれまでのメンバーの実績報告と班の
今後の活動計画について話し合った． 
・第２回ツール班会議 
  日時：2006 年 10 月 13日（金），場所：産業技術総合研究所（秋葉原ダイビル）  
    議題：ISO/TC37 におけるコーパスアノテーションの標準化に関する動向調査報告，お
よび，今後の共通化ツール構築の方針について議論した． 
・第３回ツール班会議 
  日時：2006 年 11 月 17 日（金），場所：NAIST 東京事務所（東京都田町） 




  日時：2007 年 1 月 19 日（金），場所：NAIST 東京事務所（東京都田町） 




  日時：2007 年 2 月 21 日（水），場所：産業技術総合研究所（秋葉原ダイビル） 



























































図４．汎用タグ付けツール aTagrin の動作画面 
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図 1 階層的見出し 
表 1 各階層に記述される属性 
階層 見出 の他の属性 
 
し属性 そ
語彙 語彙素読み・語彙素表記 （語種）・（意味分素 
語彙素細分類・類 
類） 
語形 活用型 語頭変化型・語末変化型・簡略活用型 語形基本形・品詞・
語頭変化結合型・語末変化結合型 
































図 2 辞書登録フォーム 
 














の修正を行なっている。辞書の規模は、語彙素で約 108,000、書字形で約 138,000 となって
いる（2007 年 2 月 22 日現在）。 
さらに、電子化辞書班では、こ
セント辞典』『新明解日本語アクセント辞典』および『日本語話し言葉コーパス』の音声














図 3 形態素解析システム用辞書生成過程 
 
.2. 形態素解析用 GUI の開発 







辞書の Windows 版インストーラとセットにして配布する予定である。 
 
 























































に示す。コーパス全体を学習と評価に用いたものを上段、コーパスの 9 割を学習に残りの 1
割を評価に用いたものを下段に示す。評価は、単位境界が正解、品詞・活用型・活用形ま






表 2 形態素解析システム用辞書の評価（F 値） 
単位認定 品詞認定 語彙素認定
学習データ 99.5% 98.2% 97.8% 






































彙素表記 (lemma)・発音形 (pron)・語末変化型 (fType)・語末変化形 (fForm) と後続語の語
末変化結合型 (fConType) を引数とする以下のような関数を定義し、その値により最尤の発
音形を選択するような枠組みが考えられる。 











































ATR 音素バランス文 503 文）である。現段階では、このうちおよそ四分の一についてのラ
ベリングが完了している。 
このようにして作成したア
合処理を行なった。アクセントコーパスの完成分を、学習用 3,581 文（25,692 アクセント

















計的チャンキングモデルを採用した(Uchimoto et al., 2004)。短・長単位情報が付与された『日
本語話し言葉コーパス（CSJ）』を用いた実験では、入力となる短単位の情報が適切な場合、
約 99%の精度で長単位を解析できることが分かっている(Uchimoto & Isahara, 2007)。 
ここでは、さらに、話し言葉コーパスを用いて学習した統計モデルを書き言葉コーパス
に適用することを行なった。統計モデルの学習に用いる話し言葉コーパスとして、CSJ のう
ち人手修正が施された 396 講演（931,282 短単位、773,677 長単位）を用いた。書き言葉コ
ーパスとしては、『京都大学テキストコーパス（Version3.0）』を用いた。京都大学テキスト
コーパスは、1995 年の毎日新聞記事から抽出した約 4 万文に形態素・文節係り受け構造を
付与したものである。このコーパスの語の定義は本研究の短単位とは異なるため、上記学
習コーパスを用いて学習した、単語ベースの統計モデルに基づく短単位解析システムによ













別の二次作業者 1 名の計 3 名により付与した。一次作業者は各講演にそれぞれ係り受け構
造を付与し、二次作業者は一次作業者の付与結果のずれをチェックし最終判断を行なった。   
係り受け構造の付与には、図 5 のような支援ツールを作成して用いた。右下のウィンド














 短単位辞書の拡充・整備（語彙素数 7 万以上） 
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   (1)   太郎が学生｛である／ だ／×な／×の／×φ｝から～ 
   (2) 私は太郎が学生｛である／ だ／×な／×の／？φ｝と思う 
   (3)   太郎が学生｛である／×だ／×な／×の／×φ｝ものの～ 
   (4)   太郎が学生｛である／×だ／？な／ の／×φ｝はずだ 




   (6) a. 太郎が学生｛である／×だ／？な／×の／×φ｝だけだ 





























にすることを試みた。対象とするデータは新聞 13 年分、約 16 億字である。 
 この目的のため、原データの抽出と解析手法の検討を行った。文末まで 10 字以内の述語
に対象を限定して、一定以上の回数出現する述語のすべてと程度副詞との共起例のすべて
を新聞記事データから切り出した。当該の述語は 555 個、程度副詞は 15個あり、組み合わ


















































































  (1)通時コーパスを使った、現代語における語彙変化の研究 
  (2)画像付きコーパスを使った、言語行動（としての単語使用の）研究 
 後半で行うＡの研究としては、 

























 1950 1960 1970 1980 1991 2000 
外人 ５(１)  １(２) ２   
外国人 ２ ２ ８ ３(１) ６ ３ 
 
（表２）『中央公論』調査における「外人／外国人」の用例数 
 1906 1916 1926 1936 1946 1956 1966 1976 
外人 １  １      











  研究発表５件（班外の方１件）および全体討議 
  班外・領域外の方を含め 16 名参加 
  領域公開サイトに実施報告を掲載 
  領域内部サイトにプログラム、配布資料、質疑応答・全体討議の記録を登録 
・11/20 非公開の会議を開催（東京） 
  今後の活動方針の相談、各種情報・意見交換 




  研究発表５件（班外の方１件）および全体討議 
  班外・領域外の方を含め 10 名参加 
  領域公開サイトに実施報告を掲載 
  領域内部サイトにプログラム、配布資料を登録 
 
４．班間の交流状況（総括班会議への班長の参加を除く） 
 ・9/9-10  全体会議             田野村・杉本・石井が参加 
 ・9/25    日本語学班研究会     班外・領域外より 12 名の方が参加 
 ・11/3    コロケーション研究会 杉本が参加 
 ・11/7    コーパス仕様説明会   田野村・杉本が参加 
 ・12/11   辞書編集班研究会     田野村が参加 
 ・1/14    日本語学班研究会     班外・領域外より６名の方が参加 
 ・2/26    辞書編集班研究会     田野村が参加 


































平成 18 年度進捗状況報告：日本語教育班 
（代表性を有する書き言葉コーパスを活用した日本語教育研究） 
 
砂川 有里子 （班 長：筑波大学大学院人文社会科学研究科）† 
井上 優 （分担者：国立国語研究所日本語教育基盤情報センター） 
小林 ミナ （分担者：早稲田大学大学院日本語教育研究科） 
滝沢 直宏 （分担者：名古屋大学大学院国際開発研究科） 
投野 由紀夫 （分担者：明海大学外国語学部） 
山内 博之 （分担者：実践女子大学文学部） 
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  ・課題１「日本語教材コーパスの作成と分析」 
  ・課題２「書き言葉均衡コーパスを活用した日本語教材作成法の開発」 








２．平成 18 年度の研究経過 
２．１ 班会議の開催 
 班会議を 6 回開催した。各回の日時，場所，主なテーマと発題者などは以下のとおり。 
   
                                                   
† sunakawa@sakura.cc.tsukuba.ac.jp 
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第１回 2006 年 7 月 31 日（月） 早稲田大学西早稲田キャンパス 
・特定領域全体に関する概略説明（前川） 
・日本語教育班の研究計画に関する検討 
  第２回 2006 年 8 月 22 日（火） 東京大学駒場キャンパス 
・日本語教育班の研究計画に関する検討 
  第３回 2006 年 10 月 1 日（日） 早稲田大学西早稲田キャンパス 
       ・「日本語教科書コーパス」に関する検討 
       ・研究課題に関する構想発表 
         ａ 語彙文法シラバスの作成 
         ｂ コーパスにもとづく日本語教育文法の再考 
         ｃ コロケーション研究の日本語教育への応用 
         ｄ 英語教育での経験にもとづく，日本語教育へのコーパスの活用 
         ｅ 「用例用法辞書」とコーパス 
  第４回 2006 年 11 月 3 日（日） 国立国語研究所 
       ・班会議 
         ａ 「日本語教科書コーパス」の進捗状況（井上） 
         ｂ 日本語教育のための「語彙シラバス」の作成（山内） 
         ｃ 中国の「日本語教科書コーパス」の紹介（曹大峰） 
       ・プレ・コロケーション研究会 
         ａ 発題：「日本語のコロケーション研究」（滝沢） 
         ｂ ディスカッション 
  第５回 2006 年 12 月 17 日（日） 早稲田大学西早稲田キャンパス 
       ・「日本語教科書コーパス」の進捗状況（井上） 
       ・研究課題に関する発表 
         ａ 日本語学習者のためのコロケーション辞書作成のための基礎的
研究（滝沢） 
         ｂ コーパスを活用したジャンル別文法シラバスの作成（砂川・小林） 
         ｃ 日本語教育のための語彙シラバスの作成（山内） 
         ｄ Sketch Engine の日本語インターフェイス構築（投野） 
  第６回 2007 年 2 月 11 日（日） 早稲田大学西早稲田キャンパス 
・「日本語教科書コーパス」の進捗状況（井上） 
       ・均衡コーパスに付与を希望する情報に関する検討。 
 
２．２ 平成 18 年度の進捗状況 
 平成 18 年度は，「１．日本語教育班の研究目的」で掲げた 3 つの課題について，次のこ
とを行った。 
  課題１「日本語教材コーパスの作成と分析」 





     ・現状においてまず実態把握が必要なのは中級以上の教材であると考え，中級
向けの総合教科書と読解教材のコーパスの作成に着手した。 
  課題２「書き言葉均衡コーパスを活用した日本語教材作成法の開発」 
     ・他研究班との関係を視野に入れながら，以下の方向でコーパスを日本語教育
に活用する可能性について検討した。 
        ・日本語学習者のためのコロケーション・リストの作成 
        ・ジャンル別文型シラバスの構築 
        ・語彙シラバスの構築 
  課題３「日本語教育のためのコーパス活用ツールの開発」 




























































３．平成 19 年度以降の計画 
３．１ 平成 19 年度 
 平成 19 年度は，各課題について次のことを行う。 
  課題１「日本語教材コーパスの作成と分析」 
     ・平成 19 年度末までに中級向け総合教科書と読解教材のコーパスを作成する。 
  課題２「書き言葉均衡コーパスを活用した日本語教材作成法の開発」 
     ・日本語学習者向けのコロケーション・リストに求められる条件について検討
し，リストの試作を行う。 
     ・既存のコーパス等を利用し，文章のジャンルによる文型の出現の様相につい
て予備的調査を行う。 
     ・語彙の難易度を測るための予備的調査を実施する。 
  課題３「日本語教育のためのコーパス活用ツールの開発」 
     ・日本語教育のために有効な検索について問題の整理を行う。 
     ・日本語コーパス・データを Sketch Engine 実装で検索することを試行する。 
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TANAHASHI Hisako（Nara University of Education） 
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第１回 平成 18年 8月 17日 国立国語研究所 
・ 言語政策班の研究計画（１） 
第２回 平成 18年 9月 10日 国立国語研究所 
・ 言語政策班の研究計画（２） 
                                                  
† mtanaka@kokken.go.jp 
59







































































 （１） 全教科コーパス 




 （２） 国語科コーパス 













































文部省（1999）『小学校学習指導要領解説 国語編』東洋館,pp1-189  
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 主として国語年鑑から 1960-2006 年の日本語学分野の研究文献を調査し、コロケーショ
ンや共起関係、結合価などをあつかった文献を抜き出し、どんな研究が行われてきたかを
概観した。 
 約 50 年間でコロケーションに関連する論文は 48 本，書籍は 9 冊，辞書は 2 冊があった。 
 1960 年代までは、見るべき研究はなかった。1970 年代から、文法研究の分野で、いく
つかの論文があらわれるが、その数はあまり多くない。仁田義雄や水谷静夫の研究が先駆




















































































































                                               
寂しい A B C 平均 淡い D E F 平均 
① 23% 15% 21% 20% ① 62% 61% 61% 61% 
② 32% 40% 36% 36% ② 13% 12% 16% 14% 
③ 45% 14% 32% 30% ③ 19% 27% 23% 23% 
× 0% 31% 10% 14% × 5% 0% 0% 2% 





















1) 「日本開催なのに，町中でＷ杯の文字がほとんどなくて寂しい」と知恵を絞った。（A③ B× C①) 
2) いま，テレビの時代劇枠が少なくなっているのは寂しい限り。    （A③ B× C①) 
 
 さびしい（明鏡語釈） 
  ①人やものが少なくて，にぎわいを感じさせないさま。 
  ②寄り添うものがあってほしいのに，それがなくて孤独な気持ちである。 





 H① ② ③ ④ ⑤ ⑥ ⑦ ×  
G① 69 0 4 0 0 0 0 0 73 
② 4 27 8 0 0 1 0 0 40 
③ 0 0 21 0 0 0 0 0 21 
④ 0 89 3 56 0 9 1 0 158 
⑤ 0 1 2 0 0 0 0 0 3 
⑥ 1 8 2 0 0 8 0 0 19 
⑦ 0 0 1 0 0 0 1 0 2 
× 4 5 64 1 0 3 6 0 83 
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本研究の問題設定は, 白井 (白井, 2003)の報告にあるのと同じであり, テキスト中の単語の各出現
について, 辞書中のその単語の語義の区分に基づき, 語義を同定するものである. 我々も, 元となる辞
書として, 岩波国語辞典を用いることにした.
白井 (白井, 2003)の報告にもある通り, 近年の語義曖昧性解消研究では, 訓練コーパスを用いて分
類器を学習し, その分類器により語義を同定する (ある単語の出現がその単語の語義のうちどの語義
の出現であるか分類する)手法が採用されることが多く, また, より良い性能を得られている. そこ
で, 我々も, 機械学習に基づく手法を採用することとし, 今年度は, 比較的良い性能が得られると報告
がある, 以下の 3つの手法を用いることで, ベースラインシステムを開発した.
1. Support Vector Machines(SVM),
2. Naive Bayes(NB),
3. Maximum Entropy(ME)
NBを用いた語義曖昧性解消手法については, 3.1.1節で詳しく述べる. SVM, MEについては, それ
ぞれ (Kudo, 2000; Ratnaparkhi, 1996)を参照して頂きたい. なお, SVMは本来 2値分類器である.




たのと同じデータ (RWCコーパス)を用いた. 毎日新聞の 1994年の 3,000記事に人手で語義タグ付
けが行なわれたコーパスである. 品詞が名詞, 動詞, 形容詞のいずれかであり, 岩波国語辞典に見出し
がある, 多義の単語, 総数で 148,558語に語義タグが付与されている.
評価用データも, 「SENSEVAL-2 日本語辞書タスク」で用いられた 100単語 (名詞, 動詞がそれぞ
れ 50単語)をそのまま用いており, 実験は, 10分割交差検定により行なった. 評価尺度としては, 精


























– 対象単語および, 前後 2語までの単語の表記,






















コーパスは, いくつかのジャンルごとのサブコーパスに分割できることになる. そのため, コーパス
全体で学習したモデルと, サブコーパスで学習したモデルを併用し, 対象とするテキストのジャンル













義を決定することにある．単語の語義は，辞書などで定義されている n個の語義 s1, · · · , sn (以下，










cj は対象語 (語義を決めたい単語)を含む文を，fi は cj に含まれる素性を表わす．素性とは文中か
ら得られるWSDにとって有効と思われる情報である．ここでは，対象語の前後に現われる単語，そ
の品詞，文脈内の自立語など，既存の語義曖昧性解消でよく用いられる素性を用いた．P (sk) は語義
sk の出現確率，P (fi|sk) はある文が語義 sk を持つ単語を含むとき，その文中に素性 fi が生起する
確率である．語義の曖昧性を解消する際には，未定義語義を含む全ての語義 sk について式 (1)を推
定し，それが最も大きい語義を正しい語義として選択する．
式 (1)中のパラメタ P (sk), P (fi|sk)は教師なし学習のひとつである EMアルゴリズムによって学
習する．ここでは，基本的にはManningらによって提案されたアルゴリズム (Manning and Schütze,
1999) を用いる．彼らの手法では，まずパラメタの初期値をランダムに決定する．次に，平文テキス
トを学習データとし，与えられたパラメタから P (sk|cj) (ある文脈 cj 中の対象単語の語義が sk であ
る確率)を推定する E-stepと，推定された P (sk|cj)からパラメタを再推定するM-stepを交互に繰





まず，語義の生起確率 P (sk)の初期パラメタを式 (2), (3) のように設定する．
P 0(sk) = (1 − Iu)
O(sk)∑n
k=1 O(sk)
(1 ≤ k ≤ n) (2)
P 0(sn+1) = Iu (3)
Iu は未定義語義 sn+1に与えるべき初期パラメタで，定数とする．本研究では Iu = 0.1とした．一方，
既定義語義 sk については語義タグ付きコーパスから最尤推定する．式 (2)中の O(sk)はコーパスに
おける sk の出現回数である．なお，式 (2)で (1 − Iu)という項をかけているのは
∑n+1
k=1 P (sk) = 1
という制約を満たすためである．
一方，P (fi|sk)の初期パラメタは以下のように求める．まず，既定義語義 skについては，P (fi|sk)
の大きい上位 n個の素性集合 Fsk と，それ以外の素性集合 Fsk に分ける．ここで P (fi|sk)は語義タ
グ付きコーパスから最尤推定で求める．そして，Fsk 中の素性に対する初期パラメタ P
0(fi|sk) の














|F | + (r − 1)n
fi ∈ Fsk
(4)
一方，未定義語義 sn+1については，P (fi|sk)の大きい上位 n′個の素性集合 F ′と，それ以外の素性
集合 F ′に分ける．先ほどと異なるのは，sk毎に上位の P (fi|sk)を選択するのではなく，全ての fi,sk
の組について P (fi|sk)を比較し，その上位 n′個の素性を異なりで選別するということである．そし








|F | + (r′ − 1)n′
fi ∈ F ′
P 0(fi|sn+1) =
r′
|F | + (r′ − 1)n′
fi ∈ F ′
(5)
n,r,n′,r′ は語義タグ付きコーパスから得られる統計情報をどれだけ初期パラメタの設定に反映さ
せるかを調整する役割を持つことに注意していただきたい．nまたは n′ が 0のとき，あるいは rま
たは r′ が 1のときは，語義タグ付きコーパスを使わずに初期パラメタを全て一様分布に設定するこ





対象単語の語義が，既定義語義 (s1 ∼ sn のいずれか)か未定義語義 (sn+1)のどちらであるかの二
値判定を行う．この二値判定を行うモデルは，モデル 1と同様に EMアルゴリズムによって学習す
る．すなわち，初期パラメタを式 (2)～(5)のように設定し，E-stepとM-stepを繰り返して確率モデ




Ru Pu Fu Aa
モデル 1 0.16 0.82 0.26 0.50
モデル 2 0.46 0.33 0.38 0.49
最尤推定 NB – – – 0.53
Step 2. 既定義語義の判別
















実験結果を表 5 に示す．Ru，Pu，Fu は未定義語義判別の再現率，精度 (適合率)，F値である．一
方，Aa は既定義語義，未定義語義全てに対する語義曖昧性解消の正解率である．「モデル 1」「モデ
ル 2」はそれぞれ 3.1.1，3.1.2節で述べた語義判別手法を表わす．一方，「最尤推定 NB」は語義タグ
付きコーパスから最尤推定によって学習された Naive Bayesモデルを用いる手法を表わす．この手
法は常に既定義語義のいずれかを選択し，未定義語義は出力しない．
表 5 から，未定義語義判別の F値 (Fu)は，既定義語義と未定義語義を同時に判別するモデル 1よ
りも，まず未定義語義を判別し，次に既定義語義を判別するモデル 2の方が高いことがわかった．と






















述するものである．例えば「あげる/渡す」という動詞の LCSは [x CAUSE [BECOME [y BE AT



































Agent 動作を引き起こす主体 彼が (Agent)茶碗を洗う
Experiencer ある心理事象を体験する者 彼が (Experiencer)風邪をひく
Instrument/Cause ことがらを起こす原因 雨で (Instrument)かさが濡れる
Theme/Object 変化の対象 おもちが (Theme)焼ける
Source 移動・変化の起点 神戸港から (Source)出港する
Goal 移動の終点，変化結果 彼に (Goal)ボールを投げる
Location/Place 場所や位置 喫茶店で (Location)会う
Time 時間を表す役割 6時に (Time)待ち合わせる
Scene 状況・場面 国際会議で (Scene)発表する
Path 経路や経由点 ウィーンを (Path)旅する
Reason 動作の理由 雨で (Reason)遠足が中止になる





発足 [x=y CAUSE[BECOME [y BE AT z]]]
動詞 格の制約 意味役割との対応
発足 人, が :: Agent, が,Theme, を,
Goal, に
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• 母集団の定義 — 母集団をどのように定義するか。それをどのように層別するか。
• サンプル構成比の決定 — 各層に含まれる総文字数をどのように推計し，固定長サンプル 1,000
万語分の構成比を算出するか。
• サンプリング台帳の作成 — どのような手順により 1文字をランダムに抽出するか。
以下の各節では，上記の 3点について順に解説する。
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り，書籍の内容により，大きく「0. 総記」「1. 哲学」「2. 歴史」「3. 社会科学」「4. 自然科学」「5.
技術・工学」「6. 産業」「7. 芸術・美術」「8. 言語」「9. 文学」という 10のカテゴリに分類される3。
我々は，J-BISCに付与されている NDC（1桁目）の 10分類に加え，NDCが付与されていないレ
コードを「n（null；記録なし）」として，合計 11の層に分類した。これに「発行年」として 2001年
から 2005年までの 5分類を重ね合わせ，書籍全体を合計 55の層に分割した。
生産実態 SC「書籍」の母集団を NDCで層別した際の冊数とページ数について，表 1に示す4。
表 1: 生産実態 SC「書籍」の母集団
NDC 総冊数 総ページ数
0 （総記） 11,132 2,859,793
1 （哲学） 18,067 4,529,329
2 （歴史） 24,624 6,449,172
3 （社会科学） 62,986 16,059,116
4 （自然科学） 28,745 6,771,958
5 （技術工学） 31,377 6,681,335
NDC 総冊数 総ページ数
6 （産業） 15,332 3,298,313
7 （芸術） 25,387 5,153,531
8 （言語） 5,211 1,196,840
9 （文学） 73,716 18,888,278




















で示されている「1. 総合」「2. 教育・学芸」「3. 政治・経済・商業」「4. 産業」「5. 工業」「6. 厚生・
医療」という 6分類である。これに「発行年」として 2001年から 2005年までの 5分類を重ね合わ
せ，雑誌全体を合計 30の層に分割した。
生産実態 SC「雑誌」の母集団を「分野」で層別した際の冊数とページ数について，表 2に示す。
表 2: 生産実態 SC「雑誌」の母集団
分野 総冊数 総ページ数
1. 総合 38,383 7,163,989
2. 教育・学芸 5,456 983,224
3. 政治・経済・商業 3,168 469,282
4. 産業 599 115,172
5. 工業 7,101 1,493,800
6. 厚生・医療 1,072 189,488
合計 55,779 10,414,955




































































0 （総記） 1,636,414,548 3.371%
1 （哲学） 2,597,610,813 5.351%
2 （歴史） 4,301,204,340 8.861%
3 （社会科学） 12,408,321,943 25.563%
4 （自然科学） 5,069,594,034 10.444%
5 （技術工学） 4,615,929,967 9.510%
NDC 総文字数 構成比
6 （産業） 2,196,387,437 4.525%
7 （芸術） 3,258,432,447 6.713%
8 （言語） 888,800,128 1.831%
9 （文学） 9,341,275,486 19.245%














表 6: 総文字数推計基準表 （雑誌）
分野 A4系 A5系 AB系 B4系 B5系
1. 総合 1022.1 1031.2 1413.7 831.1 807.5
2. 教育 765.4 884.8 1413.7 831.1 878.1
3. 政治 1014.2 921.4 1413.7 831.1 798.2
4. 産業 1093.2 921.4 1413.7 831.1 506.6
5. 工業 973.2 921.4 1413.7 831.1 767.9
6. 厚生 1273.3 921.4 1413.7 831.1 510.0
表 7: 総文字数の推計結果（雑誌）
分野 総文字数 構成比
1. 総合 7,421,447,806 70.575%
2. 教育 877,875,592 8.348%
3. 政治 456,459,405 4.341%
4. 産業 110,640,958 1.052%
5. 工業 1,468,293,360 13.963%



















区分 新聞タイトル 総文字数 構成比





ブロック 北海道新聞 420,730,356 6.557%
紙 中日新聞 455,131,442 7.094%
西日本新聞 420,730,356 6.557%
区分 新聞タイトル 総文字数 構成比

















書 0.総記 1,636,414,548 2.50%










雑 1.総合 7,421,447,806 11.34%





新 全国紙 2,417,622,461 3.69%











表 10: 生産実態 SC全体の構成比
総文字数 構成比 固定長 合計語数 必要サンプル数 可変長 合計語数
書籍 485.40億文字 74.14% 741.4万語 12,604サンプル 2891.5万語
雑誌 105.16億文字 16.06% 160.6万語 2,730サンプル 481.8万語
新聞 64.16億文字 9.80% 98.0万語 1,666サンプル 98.0万語








































を捉える —書き言葉はどれだけ生産されるのか—. 『言語処理学会 第 13回年次大会 発表論文集』. 言
語処理学会
丸山岳彦・秋元祐哉 (印刷中)『『現代日本語書き言葉均衡コーパス』におけるサンプル構成比の算出法—現代
日本語書き言葉の文字数調査—』. 特定領域「日本語コーパス」平成 18年度研究成果報告書 (JC-D-06-2)
丸山岳彦・柏野和佳子・稲益佐知子・秋元祐哉・吉田谷幸宏・山崎誠 (2007) 書き言葉の構造を捉える—書き
言葉の多様な構造とサンプリング手法—. 『言語処理学会 第 13回年次大会 発表論文集』. 言語処理学会
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表 著作権処理の進捗状況（2006年 12月～2007年 2月） 
 サンプル数 1500件  
 作家団体経由で一括許諾依頼予定のもの 507件  
 個別に著作権処理の必要なもの 993件  
   著作権者に連絡済  227件  
     許諾   92件  
     拒否   3件  
     回答待ち   132件  
   一部の著作権者に連絡済*  45件  
   出版社に依頼予定**  163件  









Outline of Text Encoding Format
in the Balanced Corpus of Contemporary Written Japanese
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1 はじめに

















































































• 文書記述言語として，XML (eXtensible Markup Language)を用いる。XML は拡張
性に優れた文書記述言語であり，多様な文書形式や利用目的に特化した情報付与に対
応しやすい ([要求 1,2])。また，TEI (Text Encoding Initiative) をはじめとして，多
くのコーパスや電子化フォーマットで採用されており，『太陽コーパス』(国立国語研究


















に含まれる文字数は，約 11000字である。JISX0213:2004 には，現在 も一般的に利用され
ている JISX0208の約 6800字に，第 3，4水準漢字・非漢字，約 4000字が追加されている。
































整備を<correction type="excess" originalText="を" />図るべく
2例えば，『太陽コーパス』












階層構造 cluster title 要素が包括する文書要素全体
































missingCharacter JIS X 0213:2004 で規定されている文字以外の文字 (JIS外字)
enclosedCharacter 連続や参照などのラベルとして機能している囲み付きの文字












<?xml version="1.0" encoding="UTF-16" ?>
<?xml-stylesheet href="sc_check.xsl" type="text/xsl" ?>
































でマークアップされる。missingCharacter タグは，属性として，文字種を表す attribute 属











と次のようになる。なお，字下げは，下位の階層であることを示す。例えば，図 1 の article














表す isWholeArticle 属性は，“false” となる。
hierarchy hierarchy要素は，当該の article要素の上位の階層構造を格納し，当該の article
要素が階層構造上どのような位置づけにあるかを表す。この要素の役割は，収録文字数の制
限により，「記事」全体を収録できなかった場合に，当該の article 要素が文書構造中どこに
位置づけを明確にすることである。例えば，図 1の article 要素の場合は，第 2 節からしか
取得できていないが，hierarchy 要素に記述されている，部と章のタイトルを参照すること
により，この article 要素の位置付けを把握することができる。
cluster cluster 要素は，章，節といったように，タイトル (titleBlock要素)を持った，ひ
とまとまりの文書要素を表す。cluster 要素自体には，章，節といった特定の階層を表すた
めの意味づけを行っていないが，入れ子構造により，階層の上下を表す。例えば，上記の













テキストを電子的に記述するための形式としては，従来から，TEI や CES (Corpus En-
coding Standard) などが提案されている。BCCWJ で新たに電子化フォーマットを策定し
たのは，次の理由による。まず，TEI は，汎用の電子化フォーマットであるため，仕様が複
雑であり，BCCWJ の規模，実施期間を考慮すると，実際に実装するのは困難である。一
方，CES は TEI よりもシンプルな仕様であるが，適用範囲として，言語工学やその応用を












Text Encoding Initiative, The XML Version of the TEI Guidelines,
http://www.tei-c.org/P4X/index.html





国立国語研究所 (2005) 『太陽コーパス』(国語研究所資料集 15)，博文館新社












Outline of short-unit word in the Balanced Corpus of Contemporary
Written Japanese
Hideki Ogura (Dept. Lang. Res., National Institute for Japanese Language)
Toshinobu Ogiso (Dept. Lang. Res., National Institute for Japanese Language)
Hanae Koiso (Dept. Lang. Res., National Institute for Japanese Language)
Yumi Fujiike (Dept. Lang. Res., National Institute for Japanese Language)
Satsuki Souma (Dept. Lang. Res., National Institute for Japanese Language)
Ryoko Watanabe (Dept. Lang. Res., National Institute for Japanese Language)
Ryutaro Hattori (Dept. Lang. Res., National Institute for Japanese Language)
１．はじめに
国立国語研究所が構築を進めている『現代日本語書き言葉均衡コーパス』（Balanced
































































和 語 ： /豊か/な/暮らし/に/つい/て/ /大/雨/が/降っ/た/の/で/
102
漢 語 ： /国/語/ /研/究/所/
外来語 ： /コール/センター/ /オレンジ/色/
人 名 ： /星野/仙一/ /ジェフ/・/ウィリアムス/ /林/威助/
地 名 ： /大阪/府/豊中/市/待兼山町/ /六甲/山/ /琵琶/湖/































 和　語 ： 豊か　大　雨 …
 漢　語 ： 国　語　研　究　所 …




助詞・助動詞  う　だ　ます　か　から　て　の …　
人名・地名  星野　仙一　大阪　六甲 …



















|大統領| |不可解| |明後日| |殺風景|
|輸出入| |国内外| |原水爆| |市町村長|












付属要素 ： |筒|状| |扱い|兼ねる|
助詞･助動詞 ： |豊か|な|暮らし|に|つい|て|
人名 ： |星野|仙一| |ジェフ|・|ウィリアムス| |林|威助|
地名 ： |大阪|府|豊中|市|待兼山町| |六甲|山| |琵琶|湖|
記号 ： |図|Ａ| |ＪＲ|
３．３ 付加情報
3.2節に示した規定によって認定した短単位には，次に挙げる情報を与える。






名詞 代名詞 形状詞 連体詞 副詞 接続詞 感動詞 動詞
形容詞 助動詞 助詞 接頭辞 接尾辞 記号 補助記号 空白
さらに，これらの品詞を unidic を参考にして用法等の観点から細分化した。例えば名詞
は，次の11種類に細分化した。
普通名詞 サ変可能 数詞 助動詞語幹
104























































































短単位境界 代表形 品詞 活用型 活用形 合計


























































































日本語コーパスでの Sketch Engine 実装の試み 
投野由紀夫（日本語教育班分担者：明海大学大学院応用言語学研究科）† 
 
Using the Sketch Engine for Japanese Corpora  














える多様な web interface の試み（BNCWeb; VIEWS, Phrases in English など），複数コーパス
の自動タグ付与・頻度比較インタフェース（Wmatrix），複数コーパスの統一 web インタフ
ェース（小学館コーパス・ネットワーク）などがある。 
そのような中で近年特に注目されている検索システムの１つが Sketch Engine である。こ
れは Adam Kilgarriff らが中心で開発しているコーパス検索インタフェースであるが，最近
はこの Sketch Engine が多言語対応で数多くの言語での実装が試みられている。日本語教育




一部分の日本語データを Sketch Engine 上で動作させた結果を報告する。  
 
２．Sketch Engine の概要 














文法関係とコロケーションを１ページで一覧できる Word Sketch を考案して，マクミラン英




(1) a. コロケーション統計（MI 値など）で極度に低頻度項目を強調してしまう欠点 
 b. 見出し語（lemma）ではなく，活用形・表層形（wordform）である点 
 c. 左右の文脈何語を統計量抽出の基準にするかが曖昧である点 
 d. 抽出結果に言語学的に重要でない項目，いわゆるノイズが多い点 














図１に Sketch Engine で school を検索した結果を示す。school の場合には (1) object_of
（動詞＋ school）, (2) subject_of （school＋動詞），(3) adj_subject_of （school ＋ be + 形容









(2)  a. 見出し語化（lemmatization） 
 b. 品詞タグ付与（POS tagging） 
 c. 入力フォーマット（Input formatting） 
 d. 文法関係の定義（grammatical relations） 
 
日本語の実装の際には，(2a) から (2c) までは形態素解析ツール「茶筅」の出力形式を利
用すればよい。最も困難なのは，(2d) の文法関係の記述で，これに関しては大まかに 2 通
りの方法がある： 
 
(3) a. 文法関係を注釈付けした構文解析済みのデータを用いる 
 b. 品詞タグ付与のレベルで，正規表現などを用いて検索式を用意する 
 
(3a) に関しては，日本語の場合には「南瓜」などが形態素解析器として利用できるが，
Sketch Engine にどの程度適しているかはまだ検討していない。現在のところ (3b) の品詞タ
グ付与をしたデータをもとに文法関係を抽出する検索式を IMS Corpus Workbench の CQS 




茶筅により形態素解析し，その出力を 1 行 1 単語（表層形－品詞－見出し語）形式でユニ
コード（UTF-8）に変換し，Sketch Engine の Corpus Builder の機能を使って web 上のサー
バーにアップロードした。図 2 はコンコーダンサー部分が動作している様子である。 








Sketch Engine の文法関係定義ファイルは以下のような書式になっている： 
 
(3)  1: [キーワードの文法関係を表す CQS 式] 2: [抽出したい collocate] 
 
例えば，他動詞の目的語に関しては (4) のような定義式を持つ： 
 










(5)  a. 文法関係を定義する部分で，日本語文法の専門家との協議が必要 
 b. 日本語教育の観点からどのような文法関係を取り出すことが意義があるか？ 
 c. 語順が一定しない日本語の場合，正規表現で抽出することの限界がある 





Kilgarriff, A. and Rundell, M. (2002). Lexical Profiling Software and its lexicographic applications: a 
case study. Proceedings of EURALEX 2002. Copenhagen: 807-818.  









A Stochastic Word Segmentation Tool – “Bar++” 
















確率的単語分割 (Mori 2004)は N 文字からなる生コーパス（文字列） Nxx L1 とその隣接
する各２文字 1, +ii xx の間に単語境界が存在する確率 iP の２つによって定義される。コー
パスの開始位置と終了位置には単語境界が存在するとみなせるため、 10 == nPP とする。
確率変数 iX を 
 
   
   
とする(ここで iiii PXPPXP −==== 1)0(,)1( )。各確率変数 NN XXXX ,,,, 110 −K は独立
であることを仮定する。確率値 iP を k bits で表現した場合には、これらの情報を保持する
ために必要な領域は元の文字列に加えて )1( +Nk bits である。 
２．２ 確率的単語分割モデルの推定手法 
(Mori 2004)は単語 2-gram の生成モデルに基づく自動単語分割器により確率的単語分割
                                                  
† masayu-a@is.naist.jp 
ス パ ーコ 割分語単 的 率 確 























では α−= 1iP とする。この推定手法では文字境界に付与される確率値はα もしくは α−1
のいずれかである。 
(森 2006b) は、最大エントロピーモデルを適用し、文字境界毎に単語境界であるか否か
の確率値を推定する手法を提案した。文字列 Nxxx L1= が与えられているとして、各文字












 (岡野原 2006) は、条件付確率場 (Lafferty 2001)により文字境界毎に単語境界であるか否
かのラベルを付与する手法を提案した。文字列 nxxx L1= が与えられているとして、ラベ


































































































３． Bar++ の構成 
Bar++ は確率的単語分割を行うためのツールである。(岡野原 2006) の手法と同様に確率
値を文字単位の条件付確率場が出力する周辺確率を用いる。図２に Bar++の構成を示す。内






























































r PPPwf  
 ここで mb は単語列
nw1 中 m 番目の単語の開始文字、 me は単語列
nw1 中 m 番目の単語の終
了文字を表す。この n-gram 頻度は得たい単語列の境界と確率的単語分割コーパスの境界と






























 また n-gram 統計を用いてコロケーション抽出を行う場合でも同様に期待頻度を用いる
ことが可能である。本手法を用いると t-score などの統計量を得る際に形態素解析の一次解
を用いるのに比べて、形態素解析誤りの影響が少ないと考える。 









単語分割ツールにより解析し、確率値が 0.4～0.6 である部分を 0.5 から近い順に出力し検





















Masayuki Asahara and Yuji Matsumoto (2004). “Japanese unknown word identification by 
character-based chunking” In Proc. of COLING-2004. 
John Lafferty, Andres McCallum, and Fernando Pereira (2001). "Conditional Random Fields: 
Probabilistic models for segmenting and labeling sequence data" In Proc. of ICML 2001. 
Shinsuke Mori and Daisuke Takuma (2004). "Word n-gram probability estimation from a Japanese raw 
corpus" In Proc. of ICSLP 2004. 
岡野原大輔，工藤拓，森信介 (2006) 「形態素周辺確率を用いた確率的単語分割コーパスの構築
とその応用」第１回ＮＬＰ若手の会． 











形態素解析器『ChaSen』   http://chasen.naist.jp/ 











Development of Search Tool for Annotated Corpus 
Yuusaku Taniguchi  
Masashi Shimbo 




















検索する事が出来る．検索された文は KWIC（KeyWord In Context）形式にユーザに表示
するもので，文だけでなく，品詞や活用型などのコーパスにタグ付けられた情報を同時に
閲覧することができる． 
























































つ Words テーブルには各文のテキストを持つ  Sentences ・文節の情報を受け持つ 
Bunsetsus ・語彙の情報を持つ Lexemes の各テーブルの ID を持っており，Lexemes は各








索結果を呼び出す Web API 及びユーザインターフェースの開発に力を入れて行きたい． 
 
文献 
松本裕治, 浅原正幸, 橋本喜代太, 投野由紀夫, 大谷朗，森田敏生（２００６）「タグ付きコー




図 1 Yahoo!知恵袋 






Yahoo! Chiebukuro Data for “Japanese Corpus” 
Makoto Okamoto (Yahoo Japan Corporation) 
Fuyuko Kido (Yahoo Japan Corporation) 






























 Yahoo!知恵袋データは、2004 年 4 月 7 日に Yahoo!知恵袋がベータ版（テスト版）として
公開されてから、2005 年 10 月 31 日にベータ版の運用を停止し、正式版に移行するまでの
123






















 なお、投稿者数は Yahoo! JAPAN ID 数である。Yahoo! JAPAN ID は一人の人物が複数取得
することが可能であるため、約 24 万という投稿者数はそのまま約 24 万人の人間を意味す













（第 7 条） 














































































表 2. 1 文あたりの平均文字数 
質問 98 文字 
回答 101 文字 
ベストアンサー 136 文字 






















たち」（人工知能学会第 20 回全国大会、2006-06-09） 
http://www.jaist.ac.jp/jsai2006/program/paper-163.html 
川浦康至、三浦麻子、大瀧直子、地福節子、岡本真「知識共有コミュニティを創り出す人







インターネット上の利他的行動」（「Yahoo! JAPAN ネット生活予測レポート」3、2006-09-29） 
http://docs.yahoo.co.jp/info/report/data/003.pdf 
Asako Miura, Yasuyuki Kawaura, Naoko Otaki, Setsuko Jifuku and Makoto Okamoto, People Who 









































Basic Design of the "Balanced Corpus of Contemporary Written 
Japanese" 

















































































































































 書籍は、国立国会図書館の所蔵データである J-BISC より抽出した 2001 年～2005 年発行
の刊行物 317,117 冊3を母集団とする。雑誌は、2001 年～2005 年の間に社団法人日本雑誌協
会に加盟していた出版社の発行する雑誌 1,259 タイトル、総数 55,779 冊を母集団とする。
新聞は、2001 年～2005 年に発行された、全国紙 5 紙（朝日、毎日、読売、日経、産経）、










都立中央図書館より ISBN 総合目録の提供を受け、そのデータを利用した。51 自治体の共
通所蔵の分布は図２のとおりである。51 館すべてに所蔵されている書籍は、異なりで 2,305
                                                  
3 漫画、写真集、人名録のように言語表現を主体としないものなどを除いた数。 
4『雑誌新聞総合かたろぐ』（メディア・チサーチ・センター発行）記載されている雑誌数は約 18,000、新
聞等は約 4,000 である。 
5 ISBN のデータが得られなかった世田谷区、檜原村、島嶼部を除いている。 
流通実態サブコーパス
約 3,000 万語 
書籍 
生産実態サブコーパス
約 3,500 万語 
書籍、雑誌、新聞 
非母集団サブコーパス 































図３ 51 自治体共通蔵書の年代分布 
  




















































































































































































 生産実態サブコーパスの収録語数は、約 3,500 万語であるが、これは以下のような手順で
決定した。なお、詳細については丸山他(2007)を参照。 
 (1)書籍、雑誌、新聞の母集団を確定する。 
  (2)それぞれの母集団に含まれる文字数を推計する。 










するかという問題である。周知のように、Brown Corpus は各テキストが 2,000 語という固定
長であった。それにならったとされる LOB Corpus も各テキストの長さは 2,000 語で固定長








 固定長のサンプルは、句読点などの記号類を除く 1,000 字から構成される。1,000 字は、






















      Ａ：可変長サンプルが固定長サンプルを包含する場合 
                  ★ 
  
      B：固定長サンプルの一部が可変長サンプルの外に出る場合 
                    ★ 
  
      C：固定長サンプルが可変長サンプルを包含する場合 
                  ★ 
 
       図４ 固定長サンプルと可変長サンプルの関係 
  










                                                  














 エリアサンプリング 文字サンプリング 
母集団の把握 ○（全ページを数えれば済む） ×（推定する必要がある） 
抽出比の正確さ ○（正確） ○（ただし、母集団文字数の推定
に依存） 








この比率に従って、固定長部分の 1,000 万語を配分すると、書籍 741.4 万語、雑誌 160.6 万
語、新聞 98.0 万語になる。語数が決まったことにより、その分量を確保するためのサンプ
ル数が決まる。１語は 1.7 文字とみなして、語数に 1.7 を掛け、1,000 で割れば必要サンプ
ル数が出る。必要サンプル数は、書籍 12,604 サンプル、雑誌 2,730 サンプル、新聞 1,666 サ
ンプルである。必要サンプル数に各媒体の平均サンプル長を掛ければ、生産実態サブコー
パスにおける可変長部分の分量が推定できる。計算の過程は省略するが、結果は、書籍が


















 生産実態サブコーパスの部分は、2001 年～2005 年の資料を対象とする。この部分は、将
来的に同じ仕様で拡張が可能なように期間を短めに設定している。一方、流通実態サブコ
ーパスは、図書館の蔵書は比較的長い期間所蔵されると推測されるため、1976 年～2005 年



































































Francis, W.N.(1992) Language corpora B.C. in Svartvik(1992) “Directions in Corpus Linguistics: 






















A corpus annotation tool based on segments and links
— Design and implementation —
Tokunaga, Takenobu (Tokyo Institute of Technology)
Inui, Kentaro (Nara Institute of Science and Technology)
Noguchi, Masaki (Tokyo Institute of Technology)
Miyoshi, Kenta (Tokyo Institute of Technology)
Iida, Ryu (Nara Institute of Science and Technology)












る．例えば，テキストに対し構文や意味の情報を付与したGDA (Global Document Annotation) (Hasida
2005)や，CES (Corpus Encoding Standard) (Ide 2000)が提案されている．
GDAは，図 1 (a)に示すように統語的依存関係をはじめ，代名詞等の照応，共参照，多義語の語
義など様々な情報を XMLの形式で表現する．CESは，コーパスのメタデータ，文章の構成などの情



































np 1.110, 1.113 id="9"






































































































































Scott Cotton and Steven Bird. (2002). An integrated framework for treebanks and multilayer annotations.
In Proceedings of the Third International Conference on Language Resources and Evaluation (LREC
2002), pages 1670–1677. ELRA.
Koiti Hasida. (2005). Global document annotation (gda). http://i-content.org/gda.
Nancy Ide. (2000). Corpus encoding standard. http://cs.vassar.edu/CES/.












Development of a large-scale accent corpus labeled by a single labeler
and its use for statistical learning of word accent sandhi
Nobuaki Minematsu (The University of Tokyo)



































































































I, J, K列にラベリング結果が示されている。数値の意味については，第 3.2節にて説明する。作
業が完了した全文に対して，アクセント句を構成する形態素数，及び，アクセント句を構成する





























の連続する変数の組（yt−1と yt, ytと xtなど）の関係についての独立した特徴（素性）f を列挙
し，各素性 f の重要度を θf，(x, y) 内で素性 f が満たされている箇所の数を φf (x,y)とおいた上































下，“基本形等”と記す。），[品詞]，[品詞 (大分類のみ)]，[活用型 (大分類のみ)]，[活用形 (大分類
のみ)]，[モーラ数]のそれぞれと当該形態素の文中アクセント型との関係を与えた。また，遷移素
性として，連接する形態素の文中アクセント型同士の関係を与えた。CRF++で学習・推定した結
果が表 3上段である。82.1% のアクセント句について正しい推定が得られている。{名詞, 動詞,
















直接学習（単独型なし） 2833 /3533 82.1% 703 /822 85.9% 530 /688 77.0%
直接学習（単独型あり） 3081 /3533 87.2% 775 /822 94.3% 523 /688 76.0%
簡易変化学習 3137 /3533 88.8% 791 /822 96.2% 553 /688 80.4%
簡易変化学習（組合せ素性使用） 3214 /3533 91.0% 790 /822 96.1% 578 /688 84.0%
規則適合変化学習（組合せ素性使用） 3238 /3533 91.7% 792 /822 96.4% 589 /688 85.6%
表 4: CRFによる文中アクセント型推定の結果（許容度 3以上を正答とする場合）
アクセント句単位
すべての句 単純な句 複合名詞を含む句


















































その他の場合は，文中アクセント型（“1”, “2”, . . .; “−1”）











現形読みの 先頭のモーラ], [出現形読みの 第 2モーラ], [出現形読みの 単独発声核位置の前のモー
ラ], [出現形読みの 単独発声核位置のモーラ], [出現形読みの 単独発声核位置の後のモーラ], [出現
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A Factor Analysis Approach to Cooccurrence Restrictions 
Between Degree Adverbs and Predicates 


























  手順３：10 回以上出現（表で横の合計が 10 以上）の述語等のみを残す。この結果表１のよう
な共起度数表を得る（下略）。 
 
                                                   
1) 新聞記事のデータは著作権者である毎日新聞社の許諾を得て研究用に使用している。 
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表１：共起度数 
 きわめて 非常に 大変 とても 相当 ずいぶん かなり 大分 けっこう なかなか 多少 やや 少し 合計 
、違う 0 0 0 0 0 0 0 11 0 0 0 0 0 11 
あいまい 4 5 0 0 0 0 3 0 0 0 0 0 0 13 
あいまいだ 22 5 0 1 0 0 1 0 1 0 0 0 0 31 
あった 0 2 0 0 13 13 60 2 12 0 1 0 2 105 
あったという 0 0 0 0 2 0 8 0 0 0 0 0 0 10 
ありがたい 0 13 30 17 0 0 0 0 0 0 0 0 0 60 
ありました 0 2 0 0 0 2 11 0 9 0 2 0 2 28 
あります 0 1 2 1 2 2 24 0 21 0 0 0 4 60 
ある 0 8 0 3 29 13 134 0 83 0 5 1 8 284 
あるという 0 0 0 0 2 0 12 0 6 0 0 0 1 21 





 きわめて 非常に 大変 とても 相当 ずいぶん かなり 大分 けっこう なかなか 多少 やや 少し 
、違う 0 0 0 0 0 0 0 1 0 0 0 0 0 
あいまい 1 1 0 0 0 0 1 0 0 0 0 0 0 
あいまいだ 1 1 0 1 0 0 1 0 1 0 0 0 0 
あった 0 1 0 0 1 1 1 1 1 0 1 0 1 
あったという 0 0 0 0 1 0 1 0 0 0 0 0 0 
ありがたい 0 1 1 1 0 0 0 0 0 0 0 0 0 
ありました 0 1 0 0 0 1 1 0 1 0 1 0 1 
あります 0 1 1 1 1 1 1 0 1 0 0 0 1 
ある 0 1 0 1 1 1 1 0 1 0 1 1 1 
あるという 0 0 0 0 1 0 1 0 1 0 0 0 1 
あると思う 0 1 0 0 1 0 1 0 1 0 0 0 0 
つまり「共起例があるかないか」の二値データになる。共起の量的側面（頻度）を捨象するの
は乱暴なようであるが、用例というのは「あるかないか」が最も重要と思われる。  


















 １ ２ ３ ４ 
１  1.00 -0.41  0.22  0.16 
２ -0.41  1.00  0.12 -0.06 
３  0.22  0.12  1.00  0.32 
４  0.16 -0.06  0.32  1.00 
表４ ：因子パターン行列 
因子 
 １ ２ ３ ４ 
ずいぶん 0.757 0.120 -0.139 -0.238 
大分 0.620 -0.005 -0.117 -0.196 
少し 0.528 -0.004 -0.013 -0.053 
かなり 0.497 -0.187 0.229 0.270 
相当 0.487 0.045 0.252 0.031 
多少 0.441 0.035 -0.077 -0.140 
やや 0.355 -0.169 -0.078 0.210 
非常に 0.138 0.723 -0.064 0.391 
大変 -0.037 0.612 -0.030 0.016 
とても -0.022 0.611 0.236 -0.121 
けっこう 0.011 0.030 0.687 -0.251 
なかなか -0.162 0.077 0.561 0.039 











    
表５：第１因子の因子得点（高得点順） 
ずいぶ







変わる 1 1 1 1 1 1 1 1 0 0 0 0 0 2.71 
違う 1 1 1 1 1 1 1 1 1 0 1 0 0 2.69 
減った 1 1 1 1 1 1 1 0 0 0 0 0 0 2.63 
異なっている 1 1 1 1 1 1 1 0 0 0 0 0 0 2.63 
異なる 1 1 1 1 1 1 1 0 1 0 0 0 0 2.55 
あった 1 1 1 1 1 1 0 1 0 0 1 0 0 2.50 
増えている 1 1 0 1 1 1 1 1 0 0 0 0 0 2.40 
変わった 1 1 1 1 1 1 0 0 0 0 0 0 0 2.35 
違ってくる 1 1 1 1 1 1 0 0 0 0 0 0 0 2.35 
変わってきた 1 1 1 1 1 0 1 1 0 0 0 0 0 2.25 
違っていた 1 1 1 1 0 1 1 0 0 0 0 0 0 2.22 
違った 1 1 1 1 1 0 1 0 0 0 0 0 0 2.17 
増えた 1 1 1 1 1 0 1 1 0 1 0 0 0 2.16 
ある 1 0 1 1 1 1 1 1 0 1 1 0 0 2.12 
狭い 1 1 1 1 1 0 1 1 1 0 0 0 1 2.08 
違いがある 1 1 1 1 0 1 0 0 0 0 1 0 0 2.00 
楽になった 1 1 1 1 1 0 1 0 1 1 0 0 0 2.00 
安い 1 1 1 1 1 0 1 1 1 1 0 0 1 1.99 
増えてきた 1 1 1 1 1 0 0 1 0 0 0 0 0 1.97 
長い 1 0 1 1 1 1 1 1 1 1 1 0 1 1.95 
違うようだ 1 1 1 1 0 1 0 0 0 0 0 0 0 1.94 
違います 1 1 1 1 0 1 0 1 0 1 0 0 0 1.94 
進んでいる 1 1 0 1 1 0 1 1 0 1 1 0 0 1.91 
回復した 1 1 0 1 0 1 1 0 0 0 0 0 0 1.91 
悩んだ 1 1 1 1 1 0 0 1 0 1 0 0 0 1.88 
進んだ 1 1 0 1 1 0 1 0 0 0 0 0 0 1.85 
差がある 1 1 0 1 1 0 1 0 0 0 0 0 0 1.85 
残っている 1 0 1 1 1 1 0 0 0 0 1 0 0 1.84 

















参考になった 1 0 0 0 0 0 0 1 1 1 0 1 0 1.27 
楽しかった 0 0 0 0 0 0 0 1 1 1 1 1 0 1.26 
面白かった 0 0 0 0 0 0 0 1 1 1 1 1 0 1.26 
楽しみです 0 0 0 0 0 0 0 1 1 1 1 1 0 1.26 
おいしい 0 0 0 0 0 0 0 1 1 1 1 1 0 1.26 
難しいのです 0 0 0 0 0 0 0 1 1 1 1 1 0 1.26 
難しいものです 0 0 0 0 0 0 0 1 1 1 1 1 0 1.26 
難しい問題です 0 0 0 0 0 0 0 1 1 1 1 1 0 1.26 
良かった 1 0 0 0 0 0 0 1 1 1 0 1 1 1.25 
難しかった 0 0 1 0 0 0 0 1 1 1 1 1 1 1.18 
厳しかった 0 0 1 0 0 0 0 1 1 1 1 1 1 1.18 
素晴らしい 0 0 0 0 0 0 0 1 1 1 0 1 0 1.18 
魅力的だ 0 0 0 0 0 0 0 1 1 1 0 1 0 1.18 
興味深かった 0 0 0 0 0 0 0 1 1 1 0 1 0 1.18 
興味深い 0 0 0 0 0 0 0 1 1 1 0 1 1 1.16 
便利 0 0 0 0 0 0 0 1 1 1 0 1 1 1.16 
難しいですね 0 0 0 0 0 0 0 1 1 1 0 1 1 1.16 
元気 0 0 0 0 0 0 0 1 1 1 0 1 1 1.16 
魅力的 0 0 0 0 0 0 0 1 1 1 0 1 1 1.16 
勉強になった 1 0 0 0 0 0 0 1 1 1 0 0 0 1.15 
勉強になりました 1 0 0 0 0 0 0 1 1 1 0 0 0 1.15 
参考になりました 1 0 0 0 0 0 0 1 1 1 0 0 0 1.15 
うれしかった 0 0 0 0 0 0 0 1 1 1 1 0 0 1.14 
危険です 0 0 0 0 0 0 0 1 1 1 1 0 0 1.14 
喜んでいる 0 0 0 0 0 0 0 1 1 1 1 0 0 1.14 
喜ばれた 0 0 0 0 0 0 0 1 1 1 1 0 0 1.14 
重要である 0 0 0 0 0 0 0 1 1 1 1 0 1 1.13 
満足している 0 0 0 0 0 0 0 1 1 1 1 0 1 1.13 
多いのです 0 0 0 0 0 0 0 1 1 1 1 0 1 1.13 
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深刻だ 0 0 1 1 1 0 0 1 1 1 1 1 1 2.29 
強かった 0 0 1 1 1 0 0 1 1 1 1 1 1 2.29 
難しい 0 0 1 1 1 0 1 1 1 1 1 1 1 2.29 
重い 0 0 1 1 1 0 1 1 1 1 1 1 1 2.29 
つらい 0 0 1 1 1 0 1 1 1 1 1 1 0 2.29 
怖い 0 0 1 1 1 0 1 1 1 1 1 1 0 2.29 
大変です 0 0 0 1 1 0 0 1 0 1 1 1 0 2.28 
迫力がある 0 0 0 1 1 0 0 1 0 1 1 1 0 2.28 
面白い 0 0 0 1 1 0 0 1 1 1 1 1 1 2.27 
忙しい 0 0 0 1 1 0 0 1 1 1 1 1 0 2.27 
勇気がいる 0 0 1 1 1 0 0 0 1 1 1 1 0 2.22 
高い 0 1 1 1 1 0 1 1 1 1 1 1 1 2.12 
いい 0 1 0 1 1 0 0 1 1 1 1 1 1 2.10 
少ない 0 1 0 1 1 0 1 1 1 1 1 1 1 2.10 
深い 1 0 0 1 1 0 1 1 0 1 1 1 1 2.03 
厳しい 1 0 0 1 1 0 1 1 1 1 1 1 1 2.03 
うるさい 0 0 1 1 1 0 0 1 0 0 1 1 0 2.02 
厳しいものがある 0 0 0 1 1 0 0 1 1 0 1 1 1 1.99 
むずかしい 0 0 1 1 0 0 1 1 1 1 1 1 1 1.90 
うまい 0 0 1 1 0 0 0 1 1 1 1 1 0 1.90 
説得力がある 0 0 0 1 0 0 0 1 0 1 1 1 1 1.89 
大変だ 0 0 0 1 0 0 0 1 0 1 1 1 0 1.88 
役に立つ 0 0 0 1 0 0 0 1 1 1 1 1 1 1.88 
広い 0 0 0 1 0 0 1 1 1 1 1 1 1 1.88 
おもしろい 0 0 0 1 0 0 0 1 1 1 1 1 0 1.88 
しんどい 0 0 0 1 0 0 0 0 0 1 1 1 0 1.81 
大変 0 0 1 0 1 0 0 1 0 1 1 1 0 1.68 
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しっかりしている 0 0 0 0 1 0 0 1 0 1 1 1 0 1.66 
きつい 0 0 1 1 0 0 0 1 1 0 1 1 0 1.61 
















楽になりました 1 1 1 0 0 0 0 0 0 0 0 0 0 -1.79 
お世話になった 1 0 0 0 0 0 0 0 1 0 0 0 0 -1.57 
迷惑をかけた 1 0 0 0 0 0 0 0 1 0 0 0 0 -1.57 
おいしかった 0 0 0 0 0 0 0 0 1 1 1 0 0 -1.53 
気に入っている 0 0 0 0 0 0 0 0 1 1 1 0 0 -1.53 
好きだ 0 0 0 0 0 0 0 0 1 1 1 0 0 -1.53 
好きです 0 0 0 0 0 0 0 0 0 1 1 0 0 -1.47 
楽しいです 0 0 0 0 0 0 0 0 0 1 1 0 0 -1.47 
好き 0 0 0 0 0 0 0 0 0 1 1 0 0 -1.47 
、違う 0 1 0 0 0 0 0 0 0 0 0 0 0 -1.37 
お世話になりました 0 0 0 0 0 0 0 0 1 1 0 0 0 -1.36 
うれしく思う 0 0 0 0 0 0 0 0 1 1 0 0 0 -1.36 
驚いています 0 0 0 0 0 0 0 0 1 1 0 0 0 -1.36 





  比較構文 計量構文 判断構造 評価 表現性 語例 
発見系  とても類 × ○ 発見 ± 驚嘆 
とても・はなはだ・すこぶる・大変・極めて・
非常に・ずいぶん 
発見系  結構類 × ○ 望外発見 ＋ 脱懸念 けっこう・なかなか・わりに・ばかに・やけに 
比較系 多少類  ○ 潜在比較 － 反期待 
多少・すこし・ちょっと・やや・いささか・か
なり 
比較系 多少類 ○  潜在比較 ± 反期待 同上 
 この分類は当分析の結果とよく一致していることが分かる。つまり、「とても類」は第2因子
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An Attempt to Construct a Lexical Syllabus 
for Japanese Language Education 











「診療所」と「激怒する」の難易度の違い   ⇒ わかりにくい･･･ 
「病院」と「診療所」の難易度の違い     ⇒ わかる！ 
「怒(おこ)る」と「激怒する」の難易度の違い  ⇒ わかる！ 
 
『分類語彙表』の「1.2650-21」 
医院 診療所 クリニック 病院 避病院 救急病院 サナトリウム 療養所 産院 養
老院 老人ホーム ホスピス 養護施設 
     ↓ 
     ↓（難易度の設定） 
     ↓ 
難易度１：病院 老人ホーム 
難易度２：医院 診療所 救急病院 
難易度３：産院 ホスピス 養護施設 クリニック 




怒(おこ)る 怒(いか)る 頭に来る 青筋を立てる 怒り狂う 腹立つ 腹が立つ 小腹
が立つ 腹を立てる むかっ腹を立てる 立腹する 激怒する 憤怒する 激高する 
     ↓ 
     ↓（難易度の設定） 
     ↓ 
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難易度１：怒(おこ)る 頭に来る 腹が立つ 
難易度２：怒(いか)る 立腹する 腹を立てる 
難易度３：激怒する 怒り狂う 腹立つ むかっ腹を立てる 





(1) paradigmatic な広がり：難易度１→ → → 難易度５ 
 
私はビールを飲みます。 私はビールを飲みます。   おいしいビール 
↓日本酒              ↓いただく    ↓うまい 
↓冷酒                ↓がぶ飲みする  ↓ほろ苦い 
↓どぶろく             ↓痛飲する    ↓まろやかな 
↓ひれ酒              ↓口にする    ↓口当たりのいい 
↓般若湯              ↓すする     ↓のど越しのいい 
 













06 酒（さけ） ささ（酒） 酒（しゅ） 般若湯 美禄 百薬の長 御酒（ごしゅ）  洋
酒 中国酒 地酒 清酒 生酒 原酒 吟醸酒 新酒 古酒 うま酒 美酒 銘酒 
銘醸 薬酒 
07 燗酒 燗冷まし 熱燗 ぬる燗 冷や酒 冷酒 
08 食前酒 アペリティフ 寝酒 ナイトキャップ 朝酒 迎え酒 やけ酒 罰杯 振る
舞い酒 升酒 コップ酒 
09 合成酒 混成酒 醸造酒 蒸留酒 みりん 酒塩 焼酎 リカー ホワイトリカー 
泡盛 濁酒 濁り酒 どぶろく もろみ［～酒］ 甘酒 白酒 ひれ酒 卵酒 甘露
酒 
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10 果実酒 梅酒 りんご酒 ぶどう酒 ワイン 赤ワイン 白ワイン ロゼ シャンパ
ン シェリー ウイスキー モルト バーボン ブランデー コニャック ウォッ
カ ラム ラオチュー 麦酒 ビール 生ビール 黒ビール スタウト 地ビール 
缶ビール 発泡酒 リキュール キュラソー サワー 
11 カクテル オンザロック ハイボール 水割り［～酒］ ポンチ フルーツポンチ 




02 召し上がる 聞こし召す 頂く 
04 暴飲する 痛飲する がぶ飲みする 酔いつぶす 満喫する 愛飲する 飲み飽きる 
12 飲む 飲ます・飲ませる すする 飲み干す 満を引く 独酌する 晩酌する 酌み
交わす 杯を傾ける 献杯する 返杯する 乾杯する 飲酒する 禁酒する 
2.3393 口・鼻・目の動作 
02 飲む 飲ます・飲ませる 飲み込む 飲み下す 嚥下（えんか・えんげ）する 飲み
干す 飲みかける 





03 酔う 酔っ払う 微醺を帯びる 酩酊する 酔いしれる 陶酔する 飲みつぶれる 
酔いつぶれる 沈酔する 盛りつぶす 乱酔する 泥酔する 悪酔いする 船酔い
する 麻酔する 




01 おいしい うまい まずい 美味 あごが落ちそう 味のよい 後味がよい／が悪い 
のど越しがよい 口当たりのよい すっきり［～としたワイン］ 
02 甘い 甘ったるい 甘美 
03 酸い 酸っぱい 甘酸っぱい 
04 塩辛い しょっぱい 甘辛い 塩の利いた 辛（から）い 激辛 
05 苦い ほろ苦い 
06 渋い えがらっぽい えぐい・えごい 
07 ひりひり ぴりっと ぴりぴり 
08 あっさり さっぱり 淡泊 淡淡 大味 小味 しつこい くどい こてこて こっ
てり 濃厚 













収録語数    ：約 10000 












難易度２：医院（5） 診療所 救急病院 
難易度３：産院 ホスピス（1） 養護施設 クリニック（7） 




難易度１：怒(おこ)る（50） 頭に来る 腹が立つ 
難易度２：怒(いか)る 立腹する 腹を立てる 
難易度３：激怒する 怒り狂う（1） 腹立つ（1） むかっ腹を立てる 










Teaching Japanese Language and Enriching Students’ Vocabulary 




























59 回生(１年) 58 回生(２年)   57 回生(３年) 
一斉授業・読解 12.9 14.9 一斉・読解 14.6 
少人数・表現 13.1 16.5 一斉・文法･語彙 17.5 
少人数・文法 11.7 12.2 一斉・古典 15.8 
（平成 16 年 9 月下旬実施 1・2・3 学年対象） 
 
                                                   
† suzuki-j@hs.p.u-tokyo.ac.jp 


















CRT(2004,3,4) NRT(2004,4,12) 全国比 
(全国を 100 とした場
合) 
56 回生 57 回生 58 回生 57 回生 58 回生 59 回生 
話すこと・聞くこと 108 108 115 110 114 112 
書くこと 120 112 125 126 125 134 
読むこと 120 113 113 135 132 141 
言語事項 121 121 128 145 171 145 
 
＜表３＞ 
読書力テスト(2004,3) 全国比 56 回生 57 回生 58 回生 
読字力 125 124 157 
語彙力 120 127 147 





























語彙 相関係数 1 .120 .194(*) .286(**) .129 .192(*) .078 .213(*) 
  有意確率 (両側)   .195 .035 .002 .161 .036 .398 .020 
表現 相関係数 .120 1 .421(**) .362(**) .287(**) .156 .236(**) .186(*) 
  有意確率 (両側) .195   .000 .000 .002 .091 .010 .043 
文法 相関係数 .194(*) .421(**) 1 .470(**) .462(**) .236(**) .481(**) .268(**) 
  有意確率 (両側) .035 .000   .000 .000 .010 .000 .003 
読解0 相関係数 .286(**) .362(**) .470(**) 1 .320(**) .355(**) .337(**) .323(**) 




.129 .287(**) .462(**) .320(**) 1 .430(**) .504(**) .450(**) 




.192(*) .156 .236(**) .355(**) .430(**) 1 .485(**) .548(**) 




.078 .236(**) .481(**) .337(**) .504(**) .485(**) 1 .591(**) 




.213(*) .186(*) .268(**) .323(**) .450(**) .548(**) .591(**) 1 
  有意確率 (両側) .020 .043 .003 .000 .000 .000 .000  





1 年の入学当初 6 月に行った外部テスト（CRT）と前期末に行った定期テストとを重ねて
検討することで、1 年生の学習傾向と能力を分析する。分析方法は、定期テストについては、
「語彙」「文法」「読解」「表現」の各項目で個別に採点し得点を出す。 
前期課程 1 年生 120 人に、前期末テストを 10 月上旬に実施した。配点は「語彙」20 点、
「表現」30 点、「文法」50 点、「読解」100 点、である。時間は「語彙」「表現」「文法」合





外部テストである CRT は 4 月下旬に実施。「国語」「数学」「理科」「社会」をそれぞれ 100












































                                                   

















言葉 ゆっくり 淡黄色 黄色 機織り 牧場（ぼくじょう） 牧場（まきば） 




「ア おお牧場はみどり 草の海 風が吹く 












































































































































































































































 ア 身近な学習の中から課題を見つけ、材料を集め、自分の考えをまとめる。 






































導入 7 分 
①今日の授業と PC の使い方について説明する。 
173
②「少年の日の思い出」の「とりこ」の意味を確認する。 
展開 40 分 
① 「とりこ」の類義語を書き出し、意味の違いを考えてみる。 






















荻野綱男（日本大学文理学部）   荻野孝野（日本システムアプリケーション） 
A review on the researches in co-occurrence and collocation 
----Focussing  on the field of quantitative linguistics,  
natural language processing and dictionary data---- 
Tsunao OGINO (Nihon University  College of Humanities and Sciences) 










例 1 鉛筆が歩く 
② 形態的にも意味的にも結びつき可能な表現で、全体の意味も各単語の意味の合成で
通じるもの 




例 3 ○決して 行か｛ない｝       ×決して 行く 
④ 類義の範囲の単語が共起し、全体で類義の意味を合成しているもの 
例 4 ｛顰蹙、失笑｝を買う 
⑤ 構成する各単語の合成でも全体の意味は出てこないもの 


































   ①日本語で書かれた日本語を対象にした研究 
   ②英語で書かれた日本語を対象にした研究 
   ③日本語で書かれた英語を対象にした研究 
   ④日本語で書かれた日本語・英語以外を対象にした研究 
   ⑤英語で書かれた英語を対象にした研究 
 表 1 調査対象とした学会誌（一部書籍）と関係論文数 
 調査対象 区分 対象文献年度 抽出論文数 
(1) 日本語で記載された国内文献 ①②④   
(1.1) 計量国語学会  1970～2006 10 
(1.2) 言語処理学会大会  1996～2006 105 
(1.3) 言語処理学会論文誌  1994～2006 22 
(1.4) 情報処理学会自然言語処理研究会（NL）  1960～2006 143 
(1.5) 情報処理学会 NL 以外の研究会  1960～2006 11 
(1.6) 情報処理学会論文誌  1980～2006 21 
(1.7) 書籍類   17 
(2) 英語で記載された国内外文献、日本語で
記載された英語を対象とした文献注1） 
②③⑤   
(2.1) Computational Linguistics （②⑤） 1986～2006 9 






                                                   















②著者名  ③表題  ④書誌情報  ⑤発行年月日  ⑥ページ 















１：結合価の概論や説明   ２：辞書開発あるいはデータ 



















各論文の傾向は表 3 に見られる通りである。全体の傾向でみると、国内文献では、 ①格助
詞レベル、②体言部分の意味レベルまで触れたものが多く、③意味役割まで言及しているも
のは少ないといえる。 
 表 2  文献調査表とその作業見本 
参考文
献 
        言及のレベル 係先
タイ
プ 
区分     
要約 































































































(1.1）計量国語学会 8 2 4 
(1.2)言語処理学会大会 58 38 19 
(1.3）言語処理学会論文誌 15 15 9 
(1.4）情報処理学会自然言語処理研究会（NL) 67 50 25 
(1.5）情報処理学会研究会報告その他 7 5 3 
(1.6）情報処理学会論文誌 11 7 4 
(1.7)日本語書籍 9 9 2 









図 1 からわかるように、1996 年、1999 年あたりに論文数の極端な増加が見られる。これ
を時代別利用分野でみると、1990 年代に入って、「機械翻訳、情報検索、構文解析」などへ
の結合価利用が盛んになったことがわかる。これは、「IPAL 動詞辞書」（情報処理振興事業協





















































































































表 4  利用分野別論文数(国内文献) 
利用分野 論文数  利用分野 論文数  利用分野 論文数 
機械翻訳 65  多義性判定 7  校正システム 2 
構文解析 28  音声認識 6  呼応表現抽出 2 
情報検索 28  単語分類 6  固有名詞抽出 2 
格解析 18  自然言語処理 5  情緒表現解析 2 
照応・省略解析 12  音声処理 5  深層格抽出 2 
仮名漢字変換 10  キーワード抽出 4  大規模辞書 2 
言い換え 10  テキスト処理 4  トピック抽出 2 
意味解析 9  共起表現抽出 3  複合名詞解析 2 
情報抽出 9  形態素解析 3  用言の分類 2 
シソーラス構築 9  辞書作成 3  格フレーム獲得 2 
文書分類 8  質問応答 3  要約 2 

























































が                 を に 英語文型 
Ｎ1 Ｎ2 Ｎ3  
主体 絵、額、衣類 住居 N1 hang N2 on N3 











 例 6  プログラム言語は 問題解決の アルゴリズムを 表現できる A 記述力と 
計算機の B 機能を 充分に C 駆動できる D枠組みが E 必要である。 
「A 記述力と B機能を」が並列構造になって「C駆動できる」にかかるのか 
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Semantic Role Labeling Based on Lexical Conceptual
Structure Dictionary
Koichi Takeuchi (Okayama University)
1 はじめに
















述するものである．例えば「あげる/渡す」という動詞の LCSは [x CAUSE [BECOME [y BE AT
















































































入力文       :  彼女たちの/本国への/送金は/年間/一億ドルを/超える。
  文節の位置 :
係り関係
送金:彼女, の, 0:本国, へ, 1 超える:年間, 無, 3:一億ドル, を, 4
取り出されるイベント構造








る (図 2)．この際入力単語 (ここでは「部門」)には複数の概念パスが存在するがここではもっとも










































• 彼が 道路/道 を 尋ねる/聞く/質問する



















Akiko Aizawa (2002) “A method of Cluster-Based Indexing of Textual Data,” in Proceedings
of COLING 2002, pp. 1–7.
下村拓也、竹内孔一 (2006) 「名詞の概念体系を利用した規則に基づく意味役割付与システム
の構築」，自然言語処理研究会，175-NL-2006，pp.13–20．









連絡先 〒190-8561　東京都立川市緑町10-2  独立行政法人国立国語研究所研究開発部門内
電　話 042-540-4300（代表）
文書管理番号　JC-G-06-01
(C) 2007 General Headquarters, Priority-Area Research "Japanese Corpus"

