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	 El	Análisis	Exploratorio	de	Datos,	conocido	por	sus	siglas	en	
inglés	EDA	 (Exploratory Data Analysis),	 es	considerado	actual-
mente	como	un	conjunto	de	procedimientos	cuyo	objetivo	gene-













1.	 Estudiar	 la	 tendencia,	distribución	y	forma	de	cada	uno	
de	los	indicadores	incluidos	en	el	modelo	matemático.			
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	 Como	 ya	 hemos	 apuntado,	 en	 aquellos	 casos	 en	 los	 que	























2.  Cuadro de Diálogo para la tipificación de variables
Figura 1
Figura 2
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citan	 en	 la	 presentación	 de	 la	 lección.	 Nunca	 podremos	 estar	
trabajando	 con	 variables	 que	 tengan	 escalas	 diferentes,	 porque	











derán	 en	 número	 a	 nueve,	 las	 incluiremos	 en	 la	 lista	 que	 el	
cuadro	de	diálogo	nombra	como	Dependientes.	En	el	ejemplo	









tipo	 de	 análisis,	 sino	 también	 los	 estadísticos	 asociados	 a	 los	
mismos.	 Dentro	 de	 los	 Estadísticos	 tendremos	 los	 estadísticos	
robustos,	 esenciales	para	 la	 detección	de	una	distribución	nor-
3.  Cuadro de Diálogo del Análisis Exploratorio
Figura 3
Figura 4
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marcaremos	 la	 opción	 Dependientes	 juntas dentro	 de	
Diagrama	de	cajas.	Esto	nos	permitirá	representar	en	un	
mismo	 gráfico	 y	 de	 forma	 conjunta	 cada	 una	 de	 las	
“cajas	con	bigotes”	para,	de	este	modo,	poder	comparar-
las.	En	el	caso	de	que	solo	tengamos	una	variable	o	no	
estén	 tipificadas,	 dejaremos	 la	 opción	 que	 viene	 por	
defecto:	Niveles	de	los	factores	junto. 
 
•	 Dado	 que	 uno	 de	 nuestros	 intereses	 es	 determinar	 la	
normalidad	de	las	variables,	también	marcamos	la	opción	
Gráficos	con	pruebas	de	normalidad.	
	 La	 aplicación	 de	 este	 test	 de	 normalidad	 nos	muestra	 dos	
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	 No	obstante,	y	pese	a	que	 los	gráficos	pueden	orientarnos	
sobre	 la	 procedencia,	 o	 no,	 de	 la	 muestra	 de	 una	 población	
normal,	 contamos	 con	 la	 posibilidad	 de	 obtener	 una	 prueba	
analítica	que	certifique	la	normalidad	de	las	variables.	El	test	de	
Kolmogorov-Smimov,	con	un	nivel	de	significación	de	Lilliefors,	
establece	 la	probabilidad	de	cometer	un	error	si	 rechazamos	 la	
hipótesis	nula.	Si	la	sig.	es	superior	a	0.2000	la	distribución	de	
la	población	es	normal.
•	 Por	 último,	 más	 a	 la	 derecha,	 en	 la	 opción	 de	 los	
Descriptivos	 le	pedimos	que	 represente	el	diagrama	de	
tallos	y	hojas,	finalizando	con	ello	la	secuencia	necesaria	
para	 la	 realización	del	análisis	exploratorio	de	 las	varia-
bles	deseadas.
	 Sabemos	 que	 la	mayor	 parte	 de	 los	 análisis	 que	 vamos	 a	
utilizar	 a	 partir	 de	 ahora,	 son	 análisis	 paramétricos	 que	 exigen	
unos	requisitos	de	distribución	de	los	datos	como	los	de	norma-
lidad,	homocedasticididad...	Por	ello,	un	paso	previo	a	cualquier	









	 SPSS	 contempla	 un	 amplio	 abanico	 de	 posibilidades	 a	 la	
hora	de	transformar	las	variables.	Para	optar	por	una	u	otra	trans-




con	 bigotes”,	 al	 representar	 la	 dirección	 de	 la	 asimetría,	 nos	





4. Cuadro de Diálogo de Transformaciones
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x)	(la mediana más cerca de la parte inferior de la caja, 
concentración de  los casos en los valores inferiores de 
la distribución y cola extendida hacia los valores gran-
des):	 elevar	 al	 cuadrado	 o	 al	 cubo,	 así	 como	 calcular	




	 x,	-1/x,	-1/x2)	(Mediana más cerca de la parte supe-
rior de la caja, concentración de los casos en los valores 
altos de la distribución y la cola alargada hacia los valo-
res inferiores de la distribución):	es	conveniente	utilizar	
raíces	cuadradas,	logaritmos,	etc.
	 Las	 transformaciones	 más	 comúnmente	 utilizadas	 son:	
“Iogaritmo	(In)”,	“raíz	cuadrada	(SQRT)”	y	“potencias	(**2)”.	
	 Para	 acceder	 al	 Cuadro	 de	 Diálogo	 seguir	 (figura 6)	
Transformar:	Calcula. Los	pasos	del	proceso	son	los	que	siguen:		
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los	 resultado	 requeridos,	 volveremos	 a	 repetir	 la	 operación	 y	
secuencia	de	pasos	descritos	en	esta	última	sección.	Sin	embar-
go,	conviene	advertir	que	con	variables	que	muestran	una	distri-





en	García	Ferrando,	M.	et	al.	(compilador)	(1986),	El análisis de 
la realidad social.	 Madrid,	 Alianza	 Universidad	 textos,	 pp.	
325-358.
En este capítulo el autor ofrece una breve introducción 
a algunas de las técnicas de análisis de datos. En con-
creto expone el análisis exploratorio y el proceso de 
transformación de variables.






normalidad	 debe,	 definitivamente,	 cumplirse.	 A	 este	 clima	 de	
incertidumbre	 metodológico	 contribuye	 el	 hecho	 de	 que	 las	
investigaciones	 en	 las	 que	 se	 aplica	 las	 técnicas	 factoriales,	 y	
entre	éstas	a	aquellas	que	lo	hacen	con	el	objetivo	de	identificar	
pautas	latentes	de	organización	en	el	espacio	social	urbano,	no	
recogen	 explícitamente	 este	 aspecto.	Esta	 situación	no	deja	 de	
resultar	 paradójica	 ya	 que	 la	 validez	 estadística	 e	 inferencias	
sociológicas	derivadas	de	estas	técnicas	dependen	de	su	cumpli-
5. Bibliografía Comentada
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miento.	A	continuación	consideramos	los	términos	en	los	que	se	
han	manifestado	algunos	autores	al	respecto.		
•	 Johnston,	 R.	 J.	 (1976):	 “Residencial	 Area	 Characteristics:	
Research	Methods	for	Identifying	Urban	Sub-Areas.	Social	Area	
Analysis	and	Factorial	Ecology”,	en	Herbert,	D.	T	y	Johnston,	R.	
J.	 (eds)	 (1976),	Social Areas in Cities.	New	York,	John	Wiley	
and	Sons,	vol	I,	pp.	193-235.
Para Johnston (ecólogo especializado en aspectos meto-
dológicos de la técnica factorial aplicada a los estudios 
de diferenciación social y segregación espacial) este 
supuesto es irrelevante en los estudios de ecología 
humana. Justifica su afirmación en que este supuesto 
teórico se aplica cuando se trabaja con muestras desde 
las que se desea inferir al conjunto de población. En los 
estudios que nos ocupan, este supuesto es improbable 
ya que se trabaja directamente con la población, esto es, 
con datos censales siendo éstos un recuento exhaustivo 
de la población.
•	Díaz	Muñoz	Mº	Ángeles	(1988): El espacio social en la ciu-
dad de Alcalá Henares.	 Madrid,	 Universidad	 Complutense,	
Colección	de	Tesis	Doctorales,	nº	209,	2	tomos.
El análisis intraurbano que lleva a cabo la autora en la 
ciudad de Alcalá Henares, y una vez aplicadas las trans-
formaciones pertinentes con el fin de normalizar sus 
variables, le lleva a afirmar que si bien con éstas se 
consiguen unos mejores resultados factoriales (las 
correlaciones obtenidas son mayores), éstos no se tra-
ducen en una reducción de factores (finalidad última de 
las técnicas factorial) capaces de explicar un mayor por-
centaje de varianza explicada.
•	Lavia,	Cristina	 (1995):	Áreas sociales en el sistema urbano 
vasco.	 Bilbao,	 Instituto	 Vasco	 de	 Administraciones	 Públicas	
(IVAP),	506	págs.
Por último, Cristina Lavia otorga un papel diferente a la 
condición de normalidad. La autora, y puesto que a 
partir de la normalización no ha conseguido mejorar su 
modelo matemático e interpretativo, relega este análisis 
como criterio de selección en aquellos casos en los que 
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se deba decidir entre operacionalizaciones alternativas a 
una misma variable. En esta circunstancia, cuando un 
mismo concepto o dimensión del concepto es suscepti-
ble de ser medido por distintos indicadores o variables 
operativas, se elegirá aquel que mejor se ajuste a las 
pautas de normalidad.
	 Como	ya	hemos	apuntado,	la	finalidad	del	análisis	explorato-
rio	 reside	en	confirmar	a	partir	de	éste	 la	 supuesta	normalidad	
que	 se	 supone	 deben	 cumplir	 las	 variables	 que	 sometamos	 a	
cualquiera	de	los	análisis	paramétricos.	Para	ello,	contamos	con	
pruebas	y	gráficos	específicos.	Si	 la	conclusión	es	que	nuestra	
matriz	 de	 datos	 no	 sigue	 una	 distribución	 normal	 deberemos	








de	 carácter	 general	 respecto	 a	 las	 variables	 selecciona-
das:	la	primera	de	ellas	expone	un	resumen	global	de	los	
datos;	y	la	segunda	nos	muestra	los	estadísticos	descrip-
tivos	básicos	 y	 robustos	para	 cada	una	de	 las	 variables	
que	van	a	participar	en	el	análisis.	












C a p í t u l o  2
A n á l i s i s  E x p l o r a t o r i o
Estadística Informática: casos y ejemplos con el SPSS• 12 •
•	 Por	último,	y	con	la	finalidad	de	valorar	si	efectivamente	
las	variables	sometidas	a	análisis	superan	el	supuesto	de	
normalidad,	y	a	 tenor	de	 las	especificaciones	 introduci-







lidad	 que	 complementan	 y	 ayudan	 a	 resolver	 la	 citada	
cuestión.	
6.1. Resumen del procedimiento
6.2. Descriptivos Básicos
(continúa...)
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6.2. Descriptivos (Continuación)
6.3. Pruebas de Normalidad: Kolmogorov - Smirnov
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P5a
Actualmente Stem-and-Leaf Plot
 Frequency    Stem &  Leaf
    47,00 Extremes    (=<2,0)
    38,00        3 .  00000
      ,00        3 .
    55,00        4 .  00000000
      ,00        4 .
   332,00        5 .  000000000000000000000000000000000000000000000
00
      ,00        5 .
   224,00        6 .  00000000000000000000000000000000
      ,00        6 .
   231,00        7 .  000000000000000000000000000000000
      ,00        7 .
   176,00        8 .  0000000000000000000000000
      ,00        8 .
    40,00        9 .  000000
    57,00 Extremes    (>=10)
 Stem width:   1
 Each leaf:       7 case(s)
P5b
Hace un año Stem-and-Leaf Plot
 Frequency    Stem &  Leaf
    60,00 Extremes    (=<2,0)
    56,00        3 .  000000000
      ,00        3 .
    72,00        4 .  000000000000
      ,00        4 .
   266,00        5 .  00000000000000000000000000000000000000000000
      ,00        5 .
   221,00        6 .  0000000000000000000000000000000000000
      ,00        6 .
   254,00        7 .  000000000000000000000000000000000000000000
      ,00        7 .
   164,00        8 .  000000000000000000000000000
      ,00        8 .
    52,00        9 .  000000000
    55,00 Extremes    (>=10)
 Stem width:   1
 Each leaf:       6 case(s)
6.4. Diagrama de Tallos y Hojas (Stem and Leaf )
(continúa...)
C a p í t u l o  2
A n á l i s i s  E x p l o r a t o r i o
Estadística Informática: casos y ejemplos con el SPSS • 15 •
P5c
dentro de 1 año Stem-and-Leaf Plot
 Frequency    Stem &  Leaf
    25,00        0 .  00000
      ,00        0 .
    10,00        1 .  00
      ,00        1 .
    25,00        2 .  00000
      ,00        2 .
    34,00        3 .  0000000
      ,00        3 .
    55,00        4 .  00000000000
      ,00        4 .
   183,00        5 .  0000000000000000000000000000000000000
      ,00        5 .
   134,00        6 .  000000000000000000000000000
      ,00        6 .
   183,00        7 .  0000000000000000000000000000000000000
      ,00        7 .
   164,00        8 .  000000000000000000000000000000000
      ,00        8 .
    76,00        9 .  000000000000000
      ,00        9 .
   107,00       10 .  000000000000000000000
      ,00       10 .
   204,00       11 .  00000000000000000000000000000000000000000
 Stem width:   1
 Each leaf:       5 case(s)
6.5. Gráfico de Normalidad
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6.6. Diagrama de Cajas con Bigotes (Box and Wisper)
