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Abstract
For one dimensional or multidimensional compressible Euler system of polytropic gases,
it is well known that the smooth solution will generally develop singularities in finite time.
However, for three dimensional Chaplygin gases, due to the crucial role of “null condition”
in the potential equation which is derived by the irrotational and isentropic flow, P.Godin in
[9] has proved the global existence of a smooth 3-D spherically symmetric flow with variable
entropy when the initial data are of small smooth perturbations with compact supports to a
constant state. It is noted that there are some essential differences on the global solution or
blowup problems between 2-D and 3-D hyperbolic systems. In this paper, we will focus on
the global symmetric solution problem of 2-D full compressible Euler system of Chaplygin
gases. Through carrying out involved analysis and finding an appropriate weight we can derive
some uniform weighted energy estimates on the small symmetric solution to 2-D compressible
Euler system of Chaplygin gases and further establish the global existence of smooth solution
by continuous induction method.
Keywords: Full compressible Euler system, Chaplygin gases, global existence, null condi-
tion, ghost weight, weighted energy estimate
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§1. Introduction and main results
In this paper, we are concerned with the global existence of a smooth symmetric solution to
∗Ding Bingbing and Yin Huicheng are supported by the NSFC (No. 10931007, No. 11025105), and by the
Priority Academic Program Development of Jiangsu Higher Education Institutions.
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22-D full compressible Euler system of Chaplygin gases. The 2-D full Euler system is
∂tρ+ div(ρu) = 0 (Conservation of mass),
∂t(ρu) + div(ρu⊗ u) +∇P = 0 (Conservation of momentum),
∂t
(
ρ(e +
|u|2
2
)
)
+ div
(
(ρ(e +
|u|2
2
) + P
)
u
)
= 0 (Conservation of energy),
P = P (ρ, S), e = e(ρ, S) (Equations of state),
(1.1)
where t ≥ 0, x = (x1, x2) ∈ R2, ∇ = (∂1, ∂2), and u = (u1, u2), ρ, P, e, S stand for the ve-
locity, density, pressure, internal energy, specific entropy respectively. Moreover, the pressure
function P = P (ρ, S) and the internal energy function e = e(ρ, S) are smooth in their argu-
ments. In particular, ∂ρP (ρ, S) > 0 and ∂Se(ρ, S) > 0 for ρ > 0. When P (ρ, S) = Aργe
S
cv and
e(ρ, S) =
A
γ − 1
ργ−1e
S
cv hold for some positive constants A, cv and γ (1 < γ < 3), such flows
are then called the polytropic gases.
For the Chaplygin gases, the equation of pressure state (one can see [7] and so on) is given
by
P = P0 −
A(S)
ρ
, (1.2)
where P0 > 0 is a positive constant, A(S) is a positive smooth function of S, and P > 0 for
ρ > 0.
If (ρ, u, S) ∈ C1 is a solution of (1.1) with ρ > 0, then (1.1) admits the following equivalent
form 
∂tρ+ div(ρu) = 0,
∂tu+ u · ∇u+
∇P
ρ
= 0,
∂tS + u · ∇S = 0.
(1.3)
We pose the symmetric initial data of (1.3) as follows:
ρ(0, x) = ρ¯+ ερ0(r),
u(0, x) = εU0(r)
x
r
,
S(0, x) = S¯ + εS0(r),
(1.4)
where ρ¯ > 0 and S¯ ∈ R are constants, ε > 0 is a small parameter, r =
√
x21 + x
2
2 and
(ρ0(r), U0(r), S0(r)) ∈ C
∞
0 (B(0,M)) (here and below B(0,M) stands for a ball centered at
the origin with a radius M > 0). Moreover, ρ(0, x) > 0, P0 − A(S¯)
ρ¯
> 0 and A′(S¯) 6= 0 hold.
Our main result in this paper is
Theorem 1.1. Under the assumptions above, if ε > 0 is small enough, then (1.2)-(1.4) has
a global C∞([0,∞) × R2) solution (ρ(t, x), u(t, x), S(t, x)) which admits such a symmetric
structure: (ρ(t, x), u(t, x), S(t, x)) = (ρ(t, r), U(t, r)
x
r
, S(t, r)).
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Remark 1.1. For the polytropic gases, it is well-known that the bounded smooth solution of
1-D or multidimensional full compressible Euler system will generally develop singularities in
finite time whether the vacuum states appear or not, one can see [1-2], [6-8], [14], [17] [19-23]
and the references therein. However, for the Chaplygin gases, by the results of 1-D case in [17],
3-D symmetric case in [9] and our Theorem 1.1 for 2-D symmetric case, the small perturbed
symmetric flows will exist globally. Here we point out that the main difference for 2-D (or 3-D)
compressible Euler systems of polytropic gases and of Chaplygin gases is: if one neglects the
influences of rotations and entropy, the resulting potential equation of polytropic gases, which
is a 2-D (or 3-D) quasilinear wave equation, does not fulfill the “null conditions” put forward
in [4], [5] and [12] but the related potential equation of Chaplygin gases does. In fact, when
the 2-D or 3-D quasilinear wave equations satisfy the null conditions, it is well-known that the
small data smooth solutions will exist globally (see [4-5], [11], [12] and [16]), otherwise the
smooth solution will blow up in finite time (one can see [3], [10-11] and the references therein).
Remark 1.2. As in Remark 2.2 of [9], Theorem 1.1 still holds when the initial data (1.4) is
replaced by (ρ(0, x), u(0, x), S(0, x)) = (ρ¯+ ερ0(r), u¯+ εU0(r)
x
r
, S¯ + εS0(r)) where u¯ ∈ R2
is a constant vector since the compressible Euler system is invariable under the translation
transformation.
Let us give some comments on the proof of Theorem 1.1. As the usual first step to prove
the global existence or blowup of a smooth small data solution for the quasilinear hyperbolic
equation, one should construct a suitable approximate solution (ρa, ua, Sa) to (1.2)-(1.4). To
this end, as in [8-9] and [21], a solution to the related potential equation with suitable ini-
tial data will be taken as the approximate solution. Through considering the difference of
the real solution (ρ, u, S) and approximate solution (ρa, ua, Sa), and by applying a transfor-
mation of unknowns introduced in [21], one can obtain a new symmetric hyperbolic system.
From this system, we can get a potential equation satisfying both null conditions in two space
dimensions outside a compact support of perturbed entropy. The so-called both null condi-
tions in two space dimensions are defined in [4] as follows: For the 2-D quasilinear wave
equation w +
∑
0≤i,j,k≤2
gkij∂kw∂
2
ijw +
∑
0≤i,j,k,l≤2
gklij ∂kw∂lw∂
2
ijw = 0, where x0 = t, gkij and
gklij are certain constants, then
∑
0≤i,j,k≤2
gkijξkξiξj ≡ 0 and
∑
0≤i,j,k,l≤2
gklij ξkξlξiξj ≡ 0 hold for
(ξ0, ξ1, ξ2) = (−1, cosθ, sinθ) with 0 ≤ θ ≤ 2pi. Especially, the former
∑
0≤i,j,k≤2
gkijξkξiξj ≡ 0
and the latter
∑
0≤i,j,k,l≤2
gklij ξkξlξiξj ≡ 0 are called the first and the second null condition respec-
tively by the terminology in [4]. Under both null conditions, S. Alinhac in [4] established the
global existence of small data solution to the 2-D quasilinear wave equation by looking for a
crucial “ghost weight” to derive an energy estimate. In this paper, we will focus on the global
existence of solution to (1.2)-(1.4). To this end, we require to derive the uniform weighted en-
ergy estimate of solution (ρ, u, S) so that the uniform bound of (ρ, u, S) for (t, x) ∈ [0,∞)×R2
can be obtained. Motivated by the methods in [4], we will look for a suitable “ghost weight”
to deal with the related compressible Euler system (1.3) so that both null conditions and the
4variable entropy can be simultaneously considered. Here we point out that the ghost weight
introduced in [4] will not be applied for our case directly since (1.3) can not be changed into
a scalar quasilinear wave equation due to the influence of variable entropy, and thus the ghost
weight in [4] should be suitably adjusted for our uses (one can see more detailed explanations in
Remark 4.1 of §4 below). On the other hand, although some procedures in this paper are some-
what analogous to those in [8-9] for considering the 3-D symmetric Euler system, our analysis
is more involved since the decay rate of solution to 2-D free wave equation is lower than that
in 3-D case as well as the treatments on the both null conditions in 2-D quasilinear wave equa-
tion are more complicated than the treatments on one null condition in 3-D quasilinear wave
equation (one can compare the reference [4] with [5] and [12]).
The rest of the paper is organized as follows. In §2, we will construct an approximate
solution of (1.2)-(1.4) and give some useful preliminary knowledge. In §3 and §4, we will
establish the uniform higher order energy estimates on the solution (ρ, u, S) near the light cone
and in the whole time-space respectively. Based on these uniform estimates, Theorem 1.1 will
be proved by continuous induction method.
In what follows, we will use the following convention as in [8-9] and [21]:
x0 = t (≥ 0) denotes the time variable, ∂ = (∂0, ∂1, ∂2) = (∂t,∇);
Ω = x⊥ · ∇ with x⊥ = (−x2, x1), X = t∂t + r∂r, Lj = t∂j + xj∂t for j = 1, 2;
Λ = (Λ1, · · · ,Λ7) = (∂,Ω, X, L1, L2), Γ = (Γ1, · · · ,Γ4) = (∂,X);
Z = (Z1, Z2) = (∂1 + ω1∂t, ∂2 + ω2∂t) =
t− r
t
(∂1, ∂2) +
(x1, x2)X + (−x2, x1)Ω
rt
with
ωi =
xi
r
(i = 1, 2) and ω = (ω1, ω2);
For Rl-valued smooth functions f(t, x) and f˜(t, x), we put
|f(t)| = sup
x∈R2
|f(t, x)|, |f(t)|± = sup
D±
|f(t, x)|,
〈f, f˜〉(t) =
∫
R2
f(t, x) · f˜(t, x) dx, 〈f, f˜〉±(t) =
∫
D±(t)
f(t, x) · f˜(t, x) dx,
and
‖f(t)‖ = 〈f, f〉1/2(t), ‖f(t)‖± = 〈f, f〉
1/2
± (t),
where D−(t) = {x ∈ R2 : r ≤
t
2
+M + 1} and D+(t) = {x ∈ R2 : r ≥
t
2
+M + 1};
If g is only a function of x, then ‖g‖ represents the usual L2 norm;
Define 〈ξ〉 = 1 + |ξ| for ξ ∈ R and σ(x) = 〈x〉, σ±(t, x) = 〈t± |x|〉.
§2. The construction of approximate solution to (1.2)-(1.4) and some preliminaries
Without loss of generality, we will assume the sound speed c¯ =
(
∂ρP (ρ¯, S¯)
)1/2
≡ 1 in the
whole paper. As in [8-9], denote (ρa, ua, S¯) by a solution of (1.3)-(1.4) satisfying the initial
data condition ua(0, x) = u0(0, x) and Pa(0, x) = P (0, x), which means the initial density
ρa(0, x) = ρa(0, r) =
A(S¯)ρ(0, x)
A(S(0, x))
. At this time, since the initial data of (ρa, ua, S¯) are sym-
metric and isentropic, one can introduce a potential φa(t, r) such that ua = ∇φa and φa satisfies
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the following potential equation
∂2t φa + 2
2∑
j=1
∂jφa∂t∂jφa +
2∑
j,k=1
∂jφa∂kφa∂
2
jkφa − (1 + 2∂tφa + |∇φa|
2)△φa = 0,
φa(0, r) = −ε
∫ M
r
U0(s)ds,
∂tφa(0, r) = −
1
2
ε2U20 (r)− h
(
ρa(0, r)
)
,
(2.1)
where h(ρ) = 1
2
−
A(S¯)
2ρ2
is the enthalpy. Meanwhile, the density ρa is determined by the
Bernoulli’s law h(ρa) = −∂tφa − 12 |∇φa|
2
.
It is easy to verify that (2.1) satisfies both null conditions in two space dimensions (i.e., the
first null condition and second null condition, which have been illustrated in §1) posed in [4].
Then (2.1) has a global smooth solution φa in terms of [4] and we have
Lemma 2.1. If ε > 0 is small enough, then
(1) (|Λα(ρa − ρ¯)|+ |Λ
αua|)(t, x) ≤ Cαεσ−(t, x)
−1σ+(t, x)
−1/2;
(2) |∂Λα(ρa − ρ¯)(t, x)|+ |∂Λ
αua(t, x)| ≤ Cαε〈t〉
−5/2 if |x| ≤ lt +M with 0 ≤ l < 1;
(3) |Xkua(t, x)| ≤ Ckδε〈t〉
−5/2+δ if 0 ≤ δ < 1 and |x| ≤ C〈t〉δ,
where Cα, Ckδ and C are some generic positive constants independent of ε and (t, x).
Proof. Since (2.1) satisfies both null conditions in 2-D spaces, then one has by the result of
[4] or [13]
|Λα∂βφa| ≤ Cαεσ−(t, x)
−|β|σ+(t, x)
−1/2. (2.2)
From this, (1) and (2) can be obtained directly.
In addition, by Xkua(t, x) = (Xk∂rφa)(t, r)
x
r
=
(∫ r
0
∂λ(X
k∂rφa)(t, λ) dλ
)
x
r
and (2.2),
then (3) holds obviously. 
As in [8] and [21], we set θ(t, x) = 1−A(S(t, x))ρ¯
A(S¯)ρ(t, x)
,w(t, x) = u(t, x), z(t, x) =
A(S¯)
A(S(t, x))
−
1, then it follows from (1.3)-(1.4) that
∂tθ + w · ∇θ + (1− θ)∇ · w = 0,
∂tw + w · ∇w + (1− θ)(1 + z)∇θ = 0,
∂tz + w · ∇z = 0,
θ(0, x) = 1−
A(S¯ + εS0(r))ρ¯
A(S¯)(ρ¯+ ερ0(r))
,
w(0, x) = εU0(r)
x
r
,
z(0, x) =
A(S¯)
A(S¯ + εS0(r))
− 1.
(2.3)
6Corresponding to the approximate solution (ρa, ua, S¯), define θa(t, x) = 1 −
ρ¯
ρa(t, x)
and
wa(t, x) = ua(t, x). Then a direct computation yields by Lemma 2.1 that
Lemma 2.2. For small ε > 0, we have
(1) (|Λαθa|+ |Λ
αwa|)(t, x) ≤ Cαεσ−(t, x)
−1σ+(t, x)
−1/2;
(2) |∂Λαθa(t, x)| + |∂Λ
αwa(t, x)| ≤ Cαε〈t〉
−5/2 if |x| ≤ lt+M with 0 ≤ l < 1;
(3) |Xkwa(t, x)| ≤ Ckδε〈t〉
−5/2+δ if 0 ≤ δ < 1 and |x| ≤ C〈t〉δ.
Let θ˙ = θ − θa, w˙ = w − wa and z˙ = z − z(0, x), then we have by (2.3)
∂tθ˙ +∇ · w˙ = −(w · ∇θ − wa · ∇θa) + (θ∇ · w − θa∇ · wa),
∂tw˙ +∇θ˙ = −(w · ∇w − wa · ∇wa) + (θ∇θ − θa∇θa)− (1− θ)z∇θ,
∂tz˙ = −w · ∇(z(0, x) + z˙),
θ˙(0, x) = 0, w˙(0, x) = 0, z˙(0, x) = 0.
(2.4)
To establish the global existence of solution to (2.4) in subsequent sections, we require to
give some preliminary analysis on the related energies. As usual, we define the energy for
n ∈ N ∪ {0}
En(t) =
∑
|α|≤n
(‖Γαθ˙(t)‖2 + ‖Γαw˙(t)‖2 + ‖Γαz˙(t)‖2).
We also set Qn(t) =
∑
|α|≤n−1
(
‖σ−(t)∇Γ
αθ˙(t)‖+ ‖σ−(t)∂tΓ
αw˙(t)‖+ ‖σ−(t)∇ ·Γ
αw˙(t)‖
)
for n ≥ 1, and define Q˜n(t) = Qn(t) + E1/2n−1(t) for n ≥ 1 and Q̂n(t) = Qn(t) + E
1/2
n−2(t) for
n ≥ 2 as in [8-9] and [21].
In addition, for our requirements to treat the 2-D full Euler system (1.3)-(1.4), it is necessary
to introduce some kinds of “interior energies” as follows:
Choose a smooth function
χˆ(s) =
{
1, if s ≤ 1/2,
0, if s ≥ 3/4,
and set χ(t, x) = χˆ( |x|
t+ 2M + 2
), then we define for n ≥ 1
Q−n (t) =
∑
|α|≤n−1
(‖σ−(t)∇Γ
α(χθ˙)(t)‖+ ‖σ−(t)∂tΓ
α(χw˙)(t)‖+ ‖σ−(t)∇ · Γ
α(χw˙)(t)‖),
Q˜−n (t) = Q
−
n (t) + E
1/2
n−1(t), for n ≥ 1,
Q̂−n (t) = Q
−
n (t) + E
1/2
n−2(t), for n ≥ 2.
The following relations and properties on the above defined energies will be repeatedly
utilized later on.
7Lemma 2.3.
(1) ‖σ−(t)∇v‖ ≤ C(‖σ−(t)∇ · v‖+ ‖v‖) if v ∈ C∞0 (R2,R2) and ∇ · v⊥ = 0,
(2) |σ1/2Γαw˙(t)|+ |σ1/2Γαθ˙(t)|+ |σ1/2Γαz˙(t)| ≤ CαE
1/2
|α|+2(t),
(3) |σ1/2σ−(t)∇Γ
αθ˙(t)| ≤ CαQ|α|+3(t),
(4) |σ1/2σ−(t)∇Γ
α(χθ˙)(t)| ≤ CαQ
−
|α|+3(t),
(5) |σ1/2σ−(t)∇Γ
αw˙(t)| ≤ CαQ˜|α|+3(t),
(6) |σ1/2σ−(t)∇Γ
α(χw˙)(t)| ≤ CαQ˜
−
|α|+3(t),
(7) |σ1/2σ
1/2
− (t)Γ
αθ˙(t)| ≤ CαQ̂|α|+2(t),
(8) |σ1/2σ
1/2
− (t)Γ
α(χθ˙)(t)| ≤ CαQ̂
−
|α|+2(t),
(9) |σ1/2σ
1/2
− (t)Γ
αw˙(t)| ≤ CαQ˜|α|+2(t),
(10) |σ1/2σ
1/2
− (t)Γ
α(χw˙)(t)| ≤ CαQ˜
−
|α|+2(t).
Proof. (1) comes from the formula (6.7) in [21] directly.
In addition, according to Lemma 1 of [21], one has for any smooth function f(x)
σ(x)1/2|f(x)| ≤ C
1∑
j=0
2−j∑
|α|=0
‖∇αΩjf‖,
σ(x)1/2σ−(t, x)|f(x)| ≤ C
1∑
j=0
2−j∑
|α|=0
‖σ−(t)∇
αΩjf‖,
σ(x)1/2σ−(t, x)
1/2|f(x)| ≤ C
1∑
j=0
(
‖Ωjf‖+
2−j∑
|α|=1
‖σ−(t)∇
αΩjf‖
)
.
(2.5)
This, together with the facts of ∇ · (Γa(χw˙))⊥ = 0 and [Ω,Γα] =
∑
|β|≤|α|
CαβΓ
β
, yields
(2)− (10) directly. 
Applying ∂α(X + 1)k to (2.4) and setting Γµ = ∂αXk, then we have
∂tΓ
µθ˙ +∇ · Γµw˙ = hµ0 ≡
∑
1≤j≤6
fµj ,
∂tΓ
µw˙ +∇Γµθ˙ = hµ ≡
∑
7≤j≤13
fµj ,
(2.6)
fµ1 = −
∑
ν≤µ
(
µ
ν
)
Γνwa · ∇Γ
µ−ν θ˙, fµ2 = −
∑
ν≤µ
(
µ
ν
)
Γνw˙ · ∇Γµ−νθa,
8fµ3 = −
∑
ν≤µ
(
µ
ν
)
Γνw˙ · ∇Γµ−ν θ˙, fµ4 =
∑
ν≤µ
(
µ
ν
)
Γνθa∇ · Γ
µ−νw˙,
fµ5 =
∑
ν≤µ
(
µ
ν
)
Γν θ˙∇ · Γµ−νwa, f
µ
6 =
∑
ν≤µ
(
µ
ν
)
Γν θ˙∇ · Γµ−νw˙,
fµ7 = −
∑
ν≤µ
(
µ
ν
)
Γνwa · ∇Γ
µ−νw˙, fµ8 = −
∑
ν≤µ
(
µ
ν
)
Γνw˙ · ∇Γµ−νwa,
fµ9 = −
∑
ν≤µ
(
µ
ν
)
Γνw˙ · ∇Γµ−νw˙, fµ10 =
∑
ν≤µ
(
µ
ν
)
Γνθa∇Γ
µ−ν θ˙,
fµ11 =
∑
ν≤µ
(
µ
ν
)
Γν θ˙∇Γµ−νθa, f
µ
12 =
∑
ν≤µ
(
µ
ν
)
Γν θ˙∇Γµ−ν θ˙,
fµ13 = −∂
α(X + 1)k
(
(1 − θ)z∇θ
)
, here we point out that the concrete expressions of fµi
(1 ≤ i ≤ 12) are important in order to derive the basic energy estimate in Lemma 3.5 below
(one can see the details in dealing with (3.21)) since we require to utilize the first null condition
by observing the main parts of fµ1 and f
µ
4 (or fµ7 and fµ10), and the second null condition by
observing the left parts of fµ1 and f
µ
4 (or fµ7 and fµ10) except the terms in the first null condition
together with the main parts of fµi for i = 2, 3, 5, 6 (or fµi for i = 8, 9, 11, 12).
It follows from an analogous computation in [9] that
(t− r)∇Γµθ˙ = −
t
t + r
XΓµw˙ +
t
t+ r
(ΩΓµw˙)⊥ − (XΓµθ˙)
x
t+ r
−
x⊥
t + r
ΩΓµθ˙ +
t
t + r
hµ0x+
t2
t+ r
hµ, (2.7)
(t− r)∇ · Γµw˙ = −
t
t + r
XΓµθ˙ −
XΓµw˙
t + r
· x−
(ΩΓµw˙)⊥
t+ r
· x+
t2
t+ r
hµ0 +
t
t+ r
hµ · x,
(2.8)
(t− r)∂tΓ
µw˙ =
t
t + r
XΓµw˙ −
t
t+ r
(ΩΓµw˙)⊥ + (XΓµθ˙)
x
t+ r
+
x⊥
t+ r
ΩΓµθ˙
−
t
t + r
hµ0x−
r2
t+ r
hµ. (2.9)
Based on (2.7)-(2.9), we can establish a useful energy inequality inside the light cone as
follows:
Lemma 2.4. For fixed n ∈ N with n ≥ 4. There exist positive constants η and C such that
if (θ˙, w˙, z˙) is a smooth solution of (2.4) for (t, x) ∈ [0, T ] × R2 with E1/2[n
2
]+2(t) ≤ η, then for
0 ≤ t ≤ T and small ε > 0
Q−n (t) ≤ C
(
E1/2n (t) +
ε2
〈t〉3/2
)
. (2.10)
Remark 2.1. For the free wave equation with compactly supported initial data, it is well-
known that the decay rate of smooth solution on the time t in 2-D case is slower than that in
3-D case, therefore the author in [9] can obtain an energy estimate of Qn(t) similar to (2.10)
in the whole space R3 (one can see Proposition 4.1 of [9]) but at present we only get (2.10) for
Q−n (t) which is a kind of interior energy.
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Proof. By (2.6), we have for |µ| ≤ n− 1
∂tΓ
µ(χθ˙) +∇ · Γµ(χw˙) = h˜µ0 ≡
∑
0≤j≤6
f˜µj ,
∂tΓ
µ(χw˙) +∇Γµ(χθ˙) = h˜µ ≡
∑
7≤j≤14
f˜µj ,
(2.11)
where
f˜µ0 = ∂
α(X + 1)k
{
χ′
t+ 2M + 2
(
−
r
t + 2M + 2
θ˙ + w˙ · ω + w · ωθ˙ − θω · w˙
)}
,
f˜µ3 = −
∑
ν≤µ
(
µ
ν
)
Γνw˙ · ∇Γµ−ν(χθ˙), f˜µ6 =
∑
ν≤µ
(
µ
ν
)
Γν θ˙∇ · Γµ−ν(χw˙),
f˜µ9 = −
∑
ν≤µ
(
µ
ν
)
Γνw˙ · ∇Γµ−ν(χw˙), f˜µ12 =
∑
ν≤µ
(
µ
ν
)
Γν θ˙∇Γµ−ν(χθ˙),
f˜µ13 = −∂
α(X + 1)k
(
χ(1− θ)z∇θ
)
,
f˜µ14 = ∂
α(X + 1)k
{
χ′
t + 2M + 2
(
−
r
t + 2M + 2
w˙ + θ˙ω + w · ωw˙ − θθ˙ω
)}
,
and for i = 1, 2, 4, 5, 7, 8, 10, 11, the expressions of f˜µi are the same as f
µ
i in (2.6) when θ˙ or w˙
in fµi is replaced by χθ˙ or χw˙ respectively.
By (2.11) together with the similar expressions of (2.7)-(2.9), an easy computation yields
Q−n (t) ≤ C
(
E1/2n (t) +
∑
|µ|≤n−1
t‖h˜µ0 (t)‖+
∑
|µ|≤n−1
〈t〉‖h˜µ(t)‖
)
. (2.12)
We now focus on the estimates of ‖h˜µ0 (t)‖ and ‖h˜µ(t)‖ in the right hand side of (2.12).
According to Lemma 2.2 and by direct observations, we can obtain
‖f˜µj ‖ ≤ Cnε〈t〉
−3/2E1/2n (t), j ∈ {1, 2, 4, 5, 7, 8, 10, 11}, (2.13)
and
‖f˜µ0 (t)‖+ ‖f˜
µ
14(t)‖ ≤ Cn〈t〉
−1E
1/2
n−1(t). (2.14)
In addition, applying Lemma 2.3 (2) and (4) respectively yield that
if |ν| ≤ |µ− ν|, then
‖Γνw˙·∇Γµ−ν(χθ˙)(t)‖ ≤ C〈t〉−1|Γνw˙(t)|·‖σ−(t)∇Γ
µ−ν(χθ˙)(t)‖ ≤ Cn〈t〉
−1E
1/2
[n−1
2
]+2
(t)Q−n (t);
if |ν| > |µ− ν|, then
‖Γνw˙ · ∇Γµ−ν(χθ˙)(t)‖ ≤ |∇Γµ−ν(χθ˙)(t)| · ‖Γνw˙(t)‖ ≤ Cn〈t〉
−1Q−[n
2
]+2(t)E
1/2
n−1(t).
Therefore, one has
‖f˜µ3 ‖ ≤ Cn〈t〉
−1
(
E
1/2
[n−1
2
]+2
(t)Q−n (t) +Q
−
[n
2
]+2(t)E
1/2
n−1(t)
)
. (2.15)
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Similarly,
‖f˜µj ‖ ≤ Cn〈t〉
−1
(
E
1/2
[n−1
2
]+2
(t)Q˜−n (t) + Q˜
−
[n
2
]+2(t)E
1/2
n−1(t)
)
, j ∈ {6, 9, 12}. (2.16)
Finally, we deal with f˜µ13.
Set
L1ν(t) = ‖Γ
νz(0, x)∇Γµ−ν(χθa)(t)‖,
L2ν(t) = ‖Γ
νz(0, x)∇Γµ−ν(χθ˙)(t)‖,
L3ν(t) = ‖Γ
ν z˙∇Γµ−ν(χθa)(t)‖+ ‖∂
α(X + 1)k(
χ′
t+ 2M + 2
z˙θaω)(t)‖,
L4ν(t) = ‖Γ
ν z˙∇Γµ−ν(χθ˙)(t)‖+ ‖∂α(X + 1)k(
χ′
t+ 2M + 2
z˙θ˙ω)(t)‖.
It is easy to obtain
L1ν(t) ≤ Cnε
2〈t〉−5/2,
L2ν(t) ≤ Cnε〈t〉
−1Q−n (t),
L3ν(t) ≤ Cnε〈t〉
−5/2E
1/2
n−1(t),
L4ν(t) ≤ Cn〈t〉
−1
(
E
1/2
[n−1
2
]+2
(t)Q−n (t) +Q
−
[n
2
]+2(t)E
1/2
n−1(t)
)
+ Cn〈t〉
−3/2E
1/2
[n−1
2
]+2
(t)E
1/2
n−1(t).
This, together with the expression of f˜µ13, yields
‖f˜µ13‖ ≤ Cn
(
1 + E
1/2
[n−1
2
]+2
(t)
)
Fn−1(t) + CnE
1/2
n−1(t)F[n2 ]+1(t), (2.17)
where Fj−1(t) is defined as Fj−1(t) = ε2〈t〉−5/2 + E1/2j−1(t)
(
ε〈t〉−5/2 + 〈t〉−1Q−
[ j
2
]+2
(t)
)
+
〈t〉−1Q−j (t)
(
ε+ E
1/2
[ j−1
2
]+2
(t)
)
+ 〈t〉−3/2E
1/2
[ j−1
2
]+2
(t)E
1/2
j−1(t) for j ≥ 1.
Due to E
1
2
[n
2
]+2(t) ≤ η, (2.12) together with (2.13)-(2.17) derives
Q−[n
2
]+2(t) ≤ Cnη
(
1 +Q−[n
2
]+2(t)
)
+ Cnε
2〈t〉−3/2,
which means for small η
Q−[n
2
]+2(t) ≤ Cn
(
η +
ε2
〈t〉3/2
)
. (2.18)
And hence, Fn−1(t) ≤ Cn〈t〉−1
(
Q−n (t)(ε+η)+ηE
1/2
n−1(t)+
ε2
〈t〉3/2
)
andF[n
2
]+1(t) ≤ Cn〈t〉
−1
(
η(ε+
η) +
ε2
〈t〉3/2
)
. Substituting this into (2.17) and further combining with (2.12)-(2.16) yield
Q−n (t) ≤ Cn
(
E1/2n (t) +
ε2
〈t〉3/2
)
. 
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Next, we derive the decay estimate of solution (θ˙, w˙) inside the light cone, which is analo-
gous to Proposition 4.2 in [9]. This is relatively easier to be obtained than the one near the cone
in subsequent §3.
Lemma 2.5. For fixed λ ∈ N with λ ≥ 4, if (θ˙, w˙, z˙) is a smooth solution of (2.4) for
(t, x) ∈ [0, T ]× R2 with Eλ(t) ≤ ε2, and Q˜|µ|+2(t) ≤ η〈t〉1/2 holds for |µ| ≥ λ− 1 and small
constant η > 0, then
(1) |∇Γµ(χθ˙)(t)| + |∇ · Γµ(χw˙)(t)| ≤ Cχ|µ|(t) for |µ| ≤ 2λ− 4, where and below χk(t) ≡
Q˜−k+3(t)
〈t〉3/2
+
ε2
〈t〉5/2
.
(2) |∂tΓ
µ(χθ˙)(t)|+ |∂tΓ
µ(χw˙)(t)| ≤ Cχ|µ|(t) for |µ| ≤ 2λ− 4.
(3) |Γµ(χw˙)(t)| ≤ Cχ|µ|−1(t) for |µ| ≤ 2λ− 3 and µ2 + µ3 6= 0.
(4) |Γµw˙(t, x)| ≤ Crχ|µ|(t) for |µ| ≤ 2λ− 4, µ2 + µ3 = 0, and r ≤ t
2
+M + 1.
Proof. (1) If t ≤ 8M + 7, (1) can be got directly by Lemma 2.3 (4) and (6). Otherwise, we
know that t2 − r2 is equivalent to t2 when r ≤ 3
4
t +
3
2
(M + 1). Set mµ(t) = |∇Γµ(χθ˙)(t)| +
|∇·Γµ(χw˙)(t)| and Mµ(t) =
∑
|ν|≤|µ|
mν(t). According to the expressions (2.7)-(2.9) and Lemma
2.3, we have
mµ(t) ≤ C
(
Q˜−|µ|+3(t)
〈t〉3/2
+
13∑
j=1
|f˜µj (t)|
)
, (2.19)
here we have applied |f˜µ0 (t)|+ |f˜
µ
14(t)| ≤ C〈t〉
−3/2E
1/2
|µ|+2(t) ≤ C〈t〉
−3/2Q˜−|µ|+3(t).
We now treat
13∑
j=1
|f˜µj (t)|.
If Γν = ∂ltXk, then Γν(χw˙)(t, x) =
1
r
(∫ r
0
s(∇ · Γν(χw˙))(s)ds
)
x
r
. At this time, it follows
the inequality in Lemma 2.1 (c) of [1] that
|∂αxΓ
ν(χw˙)(t)| ≤ Cα
∑
j≤|α|−1
|∇ · ∂jxΓ
ν(χw˙)(t)|. (2.20)
This, together with Lemma 2.3 and the expressions of f˜µj (1 ≤ j ≤ 12), yields
12∑
j=1
|f˜µj (t)| ≤ C
(
εQ˜−|µ|+2(t)
〈t〉3
+ E
1/2
|µ|+2(t)Mµ(t) +
ε
〈t〉3/2
Mµ(t)
)
, (2.21)
or
12∑
j=1
|f˜µj (t)| ≤ C
(
εQ˜−|µ|+2(t)
〈t〉3
+
Q˜|µ|+2(t)
〈t〉1/2
Mµ(t) +
ε
〈t〉3/2
Mµ(t)
)
. (2.22)
Noticing f˜µ13 = −∂µ(X + 1)k(χz∇θ) + ∂α(X + 1)k(χθz∇θ) and Q˜−|µ|+2(t) ≤ Cε for
|µ| ≤ λ−2 in terms of Lemma 2.4, then by the assumption Q˜|µ|+2(t) ≤ η〈t〉1/2 for |µ| ≥ λ−1,
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Lemma 2.3 and Lemma 2.2, we can obtain that |∂α′Xk′θ(t)| is bounded for |α′| ≤ |α|, k′ ≤ k
and further arrive at
|f˜µ13(t)| ≤C
(
ε2〈t〉−5/2 + εMµ(t) + ε〈t〉
−5/2E
1/2
|µ|+2(t) +
∑
ν≤µ
E
1/2
|ν|+2(t)mµ−ν(t)
+ 〈t〉−2E
1/2
[
|µ|
2
]+2
Q˜−|µ|+3
)
. (2.23)
For |µ| ≤ λ− 2, collecting (2.21), (2.23) yields
13∑
j=1
|f˜µj (t)| ≤ C
( ε
〈t〉2
Q˜−|µ|+3(t) +
ε2
〈t〉5/2
+ εMµ(t)
)
, (2.24)
which together with (2.19) means (1) holds.
For λ − 1 ≤ |µ| ≤ 2λ − 4, due to E1/2|ν|+2(t)mµ−ν(t) ≤ εMµ(t) if |ν| ≤ λ − 2 and
E
1/2
|ν|+2(t)mµ−ν(t) ≤ Cε〈t〉
−3/2E
1/2
|ν|+2(t) otherwise, then by (2.22), (2.23)
13∑
j=1
|f˜µj (t)| ≤ C
( ε
〈t〉2
Q˜−|µ|+3(t) + (ε+ η)Mµ(t) +
ε2
〈t〉5/2
+
ε
〈t〉3/2
E
1/2
|µ|+2(t)
)
.
This, together with (2.19), also yields (1).
(2) If t is small, the estimate can be obtained by Lemma 2.3 easily. Otherwise, (2) follows
from (2.11) and (1).
(3) If µ2 + µ3 6= 0, as shown in (2.20), then we have for |µ| ≤ 2λ− 3
|Γµ(χw˙)(t)| ≤ C
∑
|α|≤µ2+µ3−1
|∇ · ∂αx∂
µ1
t X
µ4(χw˙)(t)| ≤ Cχ|µ|−1(t).
(iv) If µ2 + µ3 = 0, then Γµw˙(t, x) =
(
1
r
∫ r
0
s(∇ · ∂µ1t X
µ4w˙)(t, s)ds
)
x
r
and (4) follows
(1) immediately. 
When ε > 0 is small enough, as in [8], we next show that (1.3) is isentropic outside the
fixed ball B(0,M + 1) for any time t.
Lemma 2.6. For small ε > 0, if (θ˙, w˙, z˙) is a smooth solution to (2.4) for (t, x) ∈ [0, T ]×R2
and Eλ(t) ≤ ε2 with λ ≥ 4, then z˙(t, x) = 0 for |x| ≥M + 1.
Proof. From the third equation in (2.3), we know that ∂tz + W (t, r)∂rz = 0, where
W (t, r) = w(t, r) ·
x
r
. Define the characteristics r = r(t) by r′(t) = W (t, r(t)) with r(0) = M ,
then it is easy to see that z(t, x) = 0 for |x| ≥ r(t) by the compact support property of z(0, x).
By Lemma 2.2 (1) and Lemma 2.3 (9) together with Lemma 2.4, we have |w(t)|− ≤
|wa(t)|− + |w˙(t)|− ≤ Cε〈t〉
−3/2 + C〈t〉−1/2Q˜−2 (t) ≤ Cε〈t〉
−1/2
. In addition, it follows from
Lemma 2.3 (2) that |w(t, x)| ≤ |wa(t, x)| + |w˙(t, x)| ≤ C〈t〉−1/2(ε + E1/22 (t)) ≤ Cε〈t〉−1/2
holds for |x| ≥ t
2
+ M + 1. Therefore, |r(t)| ≤ (M + 1)〈t〉1/2. From this, we can take
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use of Lemma 2.2 (3) and Lemma 2.5 (4) to get |W (t, r(t))| ≤ Cε〈t〉−1, and hence |r(t)| ≤
(M + 1)〈t〉δ for any 0 < δ < 1
2
. Applying Lemma 2.2 (3) and Lemma 2.5 (4) again, we have
|r′(t)| ≤ Cε〈t〉−3/2+δ and further |r(t)−M | ≤ Cε. Consequently, z(t, r) ≡ 0 as |x| ≥M + 1,
so does z˙. 
§3. Analysis on (θ˙, w˙, z˙) near light cone and establishment of a crucial energy estimate
From Lemma 2.6, we know that z(t, x) ≡ 0 and then S ≡ S¯ holds when |x| ≥ M + 1.
Assume that (θ˙, w˙, z˙) is a smooth solution to (2.4) for 0 ≤ t ≤ T , and let φ ∈ C∞({(t, x) ∈
[0, T ] × R2 : |x| ≥ M + 1}) be the corresponding potential vanishing in |x| ≥ M + t and
satisfying ∇φ = u, ∂tφ = −12 |u|
2 − h(ρ). For (λ, y), (λ˜, y˜) ∈ R× R2, we define
F1(λ, y) =
1
2
(λ2 − |y|2),
F2((λ, y), (λ˜, y˜)) =
1
2
(λλ˜− y · y˜).
Let φ˙ = φ − φa, ξ = (θ, w), ξa = (θa, wa) and ξ˙ = ξ − ξa = (θ˙, w˙), where φa and (θa, wa)
are given in (2.1) and Lemma 2.2 respectively. Then we have
θa(t, x) = −∂tφa(t, x) + F1(ξa)(t, x),
θ(t, x) = −∂tφ(t, x) + F1(ξ)(t, x) for |x| ≥M + 1,
θ˙(t, x) = −∂tφ˙(t, x) + F2(ξ˙, 2ξa + ξ˙)(t, x) for |x| ≥M + 1.
In order to make use of both null conditions introduced in [4] for the second order quasilinear
wave equations, we will pay more attention to the forms of F1(ξa) and F2(ξ˙, 2ξa + ξ˙), that is, if
|x| ≥ M + 1, then
F1(ξa) =
1
2
(∂tφa)
2 −
1
2
|∇φa|
2 + F1(ξa)
(
θa −
1
2
F1(ξa)
)
, (3.1)
F2(ξ˙, 2ξa + ξ˙) =
1
2
∂tφ˙(2∂tφa + ∂tφ˙)−
1
2
∇φ˙ · (2∇φa +∇φ˙) +
1
2
F2(ξ˙, 2ξa + ξ˙)(2θa + θ˙)
−
1
2
(
F2(ξ˙, 2ξa + ξ˙)− θ˙
)(
2F1(ξa) + F2(ξ˙, 2ξa + ξ˙)
)
. (3.2)
Next we cite two fundamental estimates on the first and second null conditions which are
shown in [4], Lemma 6.64-Lemma 6.65 of [11] or [13] (one can see Lemma 3.1-Lemma 3.5 of
[13] for some details).
Lemma 3.1. Assume that gjki ∈ R with g
jk
i = g
kj
i (0 ≤ i, j, k ≤ 2) and
2∑
i,j,k=0
gjki pipjpk = 0
for any p = (p0, p1, p2) ∈ R3 satisfying p20 = p21 + p22. Then, there exists a positive constant C
such that for any f, g ∈ C∞([0, T ]× R2),
|
2∑
i,j,k=0
gjki (∂if∂
2
jkg)(t, x)| ≤ C
(
|Zf(t, x)||∂2g(t, x)|+ |∂f(t, x)||Z∂g(t, x)|
)
(3.3)
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and
∑
|α|≤n
|Γα(
2∑
i,j,k=0
gjki ∂if∂
2
jkf)(t, x)−
2∑
i,j,k=0
gjki (∂if∂
2
jkΓ
αf)(t, x)|
≤ Cn
∑
|β+ν|≤n+1, |β|,|ν|≤n
|ZΓβf(t, x)||Γν∂f(t, x)|. (3.4)
Lemma 3.2. Assume that gklij ∈ R with gklij = glkij and gklij = gklji (0 ≤ i, j, k, l ≤ 2), and
2∑
i,j,k,l=0
gklij pipjpkpl = 0 for any p = (p0, p1, p2) ∈ R3 satisfying p20 = p21 + p22. Then, there exists
a positive constant C such that for any f, g, h ∈ C∞([0, T ]× R2),
|
2∑
i,j,k,l=0
gklij (∂if∂jg∂
2
klh)(t, x)| ≤ C
(
|∂f(t, x)||∂g(t, x)||Z∂h(t, x)|
+ |∂f(t, x)||Zg(t, x)||∂2h(t, x)|+ |Zf(t, x)||∂g(t, x)||∂2h(t, x)|
)
. (3.5)
Based on Lemma 3.1 and Lemma 3.2, and noting |Zϕ(t, x)| ≤ C
( ||x| − t|
t
|∂ϕ(t, x)| +
1
t
(|Xϕ(t, x)|+|Ωϕ(t, x)|)
)
, then one can obtain the following estimates under the assumptions
of Lemma 3.1 and Lemma 3.2:
|
2∑
i,j,k=0
gjki (∂iΓ
αφa∂
2
jkΓ
βφ˙)(t, x)| ≤
Cε
t〈t〉1/2
∑
|ν|≤|β|+1
|Γν∂φ˙(t, x)|, (3.6)
|
2∑
i,j,k=0
gjki (∂iΓ
αφ˙∂2jkΓ
βφa)(t, x)| ≤
Cε
t〈t〉1/2
( ∑
|ν|≤|α|+1
|(σ−1− Γ
ν φ˙)(t, x)|+
∑
|ν|≤|α|
|Γν∂φ˙(t, x)|
)
,
(3.7)
|
2∑
i,j,k,l=0
gklij (∂iΓ
αφa∂jΓ
βφa∂
2
klΓ
µφ˙)(t, x)| ≤
Cε2
t〈t〉
∑
|ν|≤|µ|+1
|Γν∂φ˙(t, x)|, (3.8)
|
2∑
i,j,k,l=0
gklij (∂iΓ
αφa∂jΓ
βφ˙∂2klΓ
µφa)(t, x)| ≤
Cε2
t〈t〉
( ∑
|ν|≤|β|+1
|(σ−1− Γ
νφ˙)(t, x)|
+
∑
|ν|≤|β|
|Γν∂φ˙(t, x)|
)
(3.9)
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and
|
2∑
i,j,k=0
gjki (∂iΓ
αφ˙∂2jkΓ
βφ˙)(t, x)| ≤
C
t
( ∑
|p|≤|α|, |q|≤|β|
|(σ−Γ
p∂φ˙∂Γq∂φ˙)(t, x)|
+
∑
|p|≤|α|+1, |q|≤|β|
|(Γpφ˙∂Γq∂φ˙)(t, x)|+
∑
|p|≤|α|, |q|≤|β|+1
|(Γp∂φ˙Γq∂φ˙)(t, x)|
)
,
(3.10)
|
2∑
i,j,k,l=0
gklij (∂iΓ
αφ˙∂jΓ
βφa∂
2
klΓ
µφ˙)(t, x)|
≤
Cε
t〈t〉1/2
( ∑
|p|≤|α|, |q|≤|µ|+1
|(Γp∂φ˙Γq∂φ˙)(t, x)|+
∑
|p|≤|α|+1 |q|≤|µ|
|(σ−1− Γ
pφ˙∂Γq∂φ˙)(t, x)|
)
,
(3.11)
|
2∑
i,j,k,l=0
gklij (∂iΓ
αφ˙∂jΓ
βφ˙∂2klΓ
µφa)(t, x)|
≤
Cε
t〈t〉1/2
( ∑
|p|≤|β|+1, |q|≤|α|
|(σ−1− Γ
pφ˙Γq∂φ˙)(t, x)|+
∑
|p|≤|β|, |q|≤|α|+1
|(σ−1− Γ
qφ˙Γp∂φ˙)(t, x)|
)
,
(3.12)
|
2∑
i,j,k,l=0
gklij (∂iΓ
αφ˙∂jΓ
βφ˙∂2klΓ
µφ˙)(t, x)|
≤
C
t
( ∑
|p|≤|α|, |q|≤|β|,|s|≤|µ|
|(σ−Γ
p∂φ˙Γq∂φ˙∂Γs∂φ˙)(t, x)|
+
∑
|s|≤|µ|+1, |q|≤|β|,|p|≤|α|
|(Γp∂φ˙Γq∂φ˙Γs∂φ˙)(t, x)|
+
∑
|q|≤|β|+1, |s|≤|µ|,|p|≤|α|
|(Γp∂φ˙Γqφ˙∂Γs∂φ˙)(t, x)|
+
∑
|p|≤|α|+1, |q|≤|β|,|s|≤|µ|
|(Γpφ˙Γq∂φ˙∂Γs∂φ˙)(t, x)|
)
. (3.13)
To treat each term better in the right hand side of (3.6)-(3.13), we require the following two
results (Lemma 3.3 and Lemma 3.4):
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Lemma 3.3. Suppose that f(t, x) ∈ C1(R+ × R2) and suppf ⊂ {(t, x) : |x| ≤ M + t}.
Then there exists a positive constant C independent of t such that
‖(σ−1− f)(t, ·)‖L2(|x|≥M+1) ≤ C‖∇f(t, ·)‖L2(|x|≥M+1). (3.14)
Remark 3.1. Here we point out that the inequality ‖(σ−1− f)(t, ·)‖L2 ≤ C‖∇f(t, ·)‖L2 in
the whole space has been established in [15].
Proof. Due to suppf ⊂ {|x| ≤M + t}, one then has
f(t, x) = −
∫ M+t
|x|
∇f(t, sω) · ωds.
This derives
|f(t, x)|2 ≤
(∫ M+t
|x|
|∇f(t, sω)|2(1 + |t− s|)1/2ds
)∫ M+t
|x|
(1 + |t− s|)−1/2ds.
With easy computations, we have
∫M+t
|x|
(1 + |t− s|)−1/2ds ≤ C(1 + t− |x|)1/2 for t > |x|,
and
∫M+t
|x|
(1 + |t− s|)−1/2ds ≤ C for t ≤ |x|. Hence, if t ≥ M + 1, then
∫ M+t
M+1
|f(t, rω)|2(1 + |t− r|)−2rdr
≤ C
∫ t
M+1
(∫ t
r
|∇f(t, sω)|2(1 + t− s)1/2ds
)
(1 + t− r)−3/2rdr
+ C
∫ t
M+1
(∫ M+t
t
|∇f(t, sω)|2ds
)
(1 + t− r)−3/2rdr
+ C
∫ M+t
t
(∫ M+t
r
|∇f(t, sω)|2ds
)
r(1 + r − t)−2dr
≤ C
∫ M+t
M+1
s|∇f(t, sω)|2ds. (3.15)
If 1 ≤ t ≤M + 1, then∫ M+t
M+1
|f(t, rω)|2(1 + |t− r|)−2rdr ≤ C
∫ M+t
M+1
∫ M+t
r
|∇f(t, sω)|2rdsdr
≤ C
∫ M+t
M+1
s|∇f(t, sω)|2ds. (3.16)
Combining (3.15) with (3.16) yields (3.14). 
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Lemma 3.4. Suppose that f(t, x) ∈ C2(R+ × R2) and suppf ⊂ {(t, x) : |x| ≤ M + t}.
Then there exists a positive constant C independent of t such that for |x| ≥M + 1
σ(x)1/2σ−(t, x)
−1|f(t, x)| ≤ C
1∑
j=0
2−j∑
|α|=0
‖∂∇αΩjf(t, ·)‖L2(|x|≥M+1). (3.17)
Proof. Similar to the proof of Lemma 1 (3.1) in [21], we have for |x| ≥ M + 1 and
g(t, x) ∈ C2(R+ × R
2) with suppg ⊂ {(t, x) : |x| ≤M + t}
σ(x)1/2|g(t, x)| ≤ C
1∑
j=0
2−j∑
|α|=0
‖∇αΩjg(t, ·)‖L2(|x|≥M+1). (3.18)
Choosing g(t, x) = σ−(t, x)−1f(t, x) in (3.18) and applying Lemma 3.3 yield (3.17) di-
rectly. Next, we extend Lemma 2.4 so that an energy estimate in the whole space is established
as in Proposition 4.1 of [9].
Lemma 3.5. For fixed n ∈ N with n ≥ 5, if (θ˙, w˙, z˙) is a smooth solution of (2.4) for
(t, x) ∈ [0, T ] × R2, and E1/2
[n+5
2
]
(t) ≤ η holds for small positive constant η, then Qn(t) ≤
C(E1/2n (t) +
ε2
〈t〉3/2
) for 0 ≤ t ≤ T .
Proof. If t ≤ 1, it is easy to see Qn(t) ≤ CE1/2n (t). We now focus on the case of t ≥ 1.
It is noted that for |ν| ≤ n
‖Γν∂φ˙(t)‖+ ≤ C(‖Γ
ν θ˙(t)‖+ + ‖Γ
νw˙(t)‖+) ≤ CE
1/2
n (t), (3.19)
here Lemma 2.3 (2) is applied in the first inequality.
Set Q+n (t) =
∑
|µ|≤n−1
(‖σ−(t)∇Γ
µθ˙(t)‖++‖σ−(t)∂tΓ
µw˙(t)‖++‖σ−(t)∇·Γ
µw˙(t)‖+). Sim-
ilar to (2.12), the relationship between Ej(t) and Q+j (t) (1 ≤ j ≤ n) is
Q+j (t) ≤ C
(
E
1/2
j (t) +
∑
|µ|≤j−1
t‖hµ0 (t)‖+ +
∑
|µ|≤j−1
〈t〉‖hµ(t)‖+
)
. (3.20)
When |µ| ≤ j − 1, we have
‖hµ0 (t)‖+ ≤
∑
ν≤µ
Cµν
(
‖Iµν1 (t)‖+ + ‖I
µν
2 (t)‖+ + ‖I
µν
3 (t)‖+
)
+
∑
ν≤µ
Cµν‖Jµν(t)‖+, (3.21)
where
Iµν1 (t, x) =
2∑
i=1
(
(Γν∂iφa)(∂iΓ
µ−ν∂tφ˙)− (Γ
ν∂tφa)(∂iΓ
µ−ν∂iφ˙)
)
(t, x),
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Iµν2 (t, x) =
2∑
i=1
(
(Γν∂iφ˙)(∂iΓ
µ−ν∂tφa)− (Γ
ν∂tφ˙)(∂iΓ
µ−ν∂iφa)
)
(t, x),
Iµν3 (t, x) =
2∑
i=1
(
(Γν∂iφ˙)(∂iΓ
µ−ν∂tφ˙)− (Γ
ν∂tφ˙)(∂iΓ
µ−ν∂iφ˙)
)
(t, x),
and using (3.1)-(3.2) to get Jµν(t, x) =
5∑
j=1
∑
|α|+|β|+|γ|≤µ
CναβγJ
αβγ
j (t, x) + J˜µν(t, x) with
Jαβγ1 =
1
2
2∑
k=1
(∂tΓ
αφa)(∂tΓ
βφa)(∂
2
kΓ
γφ˙)−
1
2
2∑
k,l=1
(∂lΓ
αφa)(∂lΓ
βφa)(∂
2
kΓ
γ φ˙)
−
2∑
k=1
(∂tΓ
αφa)(∂kΓ
βφa)(∂k∂tΓ
γ φ˙) +
2∑
k,l=1
(∂lΓ
αφa)(∂kΓ
βφa)(∂
2
klΓ
γ φ˙),
Jαβγ2 = −
2∑
k=1
(∂tΓ
βφa)(∂kΓ
γφ˙)(∂k∂tΓ
αφa) +
2∑
k,l=1
(∂lΓ
βφa)(∂kΓ
γφ˙)(∂2klΓ
αφa)
−
2∑
k=1
(∂kΓ
βφa)(∂tΓ
γ φ˙)(∂k∂tΓ
αφa) +
2∑
k,l=1
(∂kΓ
βφa)(∂lΓ
γφ˙)(∂2klΓ
αφa)
+
2∑
k=1
(∂tΓ
βφa)(∂tΓ
γφ˙)(∂2kΓ
αφa)−
2∑
k,l=1
(∂kΓ
βφa)(∂kΓ
γ φ˙)(∂2l Γ
αφa),
Jαβγ3 = −
2∑
k=1
(∂kΓ
γφ˙)(∂tΓ
βφa)(∂k∂tΓ
αφ˙) +
2∑
k,l=1
(∂kΓ
γ φ˙)(∂lΓ
βφa)(∂
2
klΓ
αφ˙)
−
2∑
k=1
(∂tΓ
γφ˙)(∂kΓ
βφa)(∂k∂tΓ
αφ˙) +
2∑
k,l=1
(∂lΓ
γ φ˙)(∂kΓ
βφa)(∂
2
klΓ
αφ˙)
+
2∑
k=1
(∂tΓ
γφ˙)(∂tΓ
βφa)(∂
2
kΓ
αφ˙)−
2∑
k,l=1
(∂kΓ
γφ˙)(∂kΓ
βφa)(∂
2
l Γ
αφ˙),
Jαβγ4 = −
2∑
k=1
(∂kΓ
γφ˙)(∂tΓ
αφ˙)(∂k∂tΓ
βφa) +
2∑
k,l=1
(∂kΓ
γφ˙)(∂lΓ
αφ˙)(∂2klΓ
βφa)
+
1
2
2∑
k=1
(∂tΓ
γφ˙)(∂tΓ
αφ˙)(∂2kΓ
βφa)−
1
2
2∑
k,l=1
(∂kΓ
γφ˙)(∂kΓ
αφ˙)(∂2l Γ
βφa),
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Jαβγ5 = −
2∑
k=1
(∂kΓ
γ φ˙)(∂tΓ
βφ˙)(∂k∂tΓ
αφ˙) +
2∑
k,l=1
(∂kΓ
γφ˙)(∂lΓ
βφ˙)(∂2klΓ
αφ˙)
+
1
2
2∑
k=1
(∂tΓ
γφ˙)(∂tΓ
βφ˙)(∂2kΓ
αφ˙)−
1
2
2∑
k,l=1
(∂kΓ
γφ˙)(∂kΓ
βφ˙)(∂2l Γ
αφ˙),
and J˜µν is a higher order error term whose explicit expression is not needed.
In terms of Lemma 3.3 and (3.19), it is easy to find that
‖Iµν1 (t)‖+ + ‖I
µν
2 (t)‖+ ≤
Cε
〈t〉3/2
E
1/2
j (t), (3.22)
‖Jαβγ1 (t)‖+ + ‖J
αβγ
2 (t)‖+ ≤
Cε2
〈t〉2
E
1/2
j (t). (3.23)
To deal with Iµν3 , we should pay attention to (3.10). If |α| ≤ |β| and |α + β| ≤ j − 1, then
we can obtain with the help of Lemma 3.4∑
|p|≤|α|+1, |q|≤|β|
‖(Γpφ˙)(∂Γq∂φ˙)(t)‖+ ≤
∑
|p|≤|α|+1, |q|≤|β|
|σ−1− Γ
pφ˙(t)|+‖σ−∂Γ
q∂φ˙(t)‖+
≤
C
〈t〉1/2
E
1/2
[ j+5
2
]
(t)Q˜j(t).
If |α| > |β|, by using Lemma 2.3 and Lemma 3.3 we have∑
|p|≤|α|+1, |q|≤|β|
‖(Γpφ˙)(∂Γq∂φ˙)(t)‖+ ≤
∑
|p|≤|α|+1, |q|≤|β|
|σ−∂Γ
q∂φ˙(t)|+‖σ
−1
− Γ
pφ˙(t)‖+
≤
C
〈t〉1/2
Q˜[ j
2
]+2(t)E
1/2
j (t).
Similarly, we can arrive at for |α+ β| ≤ j − 1∑
|p|≤|α|, |q|≤|β|
‖σ−(Γ
p∂φ˙)(∂Γq∂φ˙)(t)‖+ +
∑
|p|≤|α|, |q|≤|β|+1
‖(Γp∂φ˙)(Γq∂φ˙)(t)‖+
≤
C
〈t〉1/2
(
E
1/2
[ j+3
2
]
Q˜j(t) + Q˜[ j
2
]+2(t)E
1/2
j−1(t)
)
,
∑
|p|≤|β|+1, |q|≤|α|
‖σ−1− Γ
pφ˙Γq∂φ˙(t)‖+ ≤
C
〈t〉1/2
(
E
1/2
[ j
2
]+2
(t)E
1/2
j−1(t) + E
1/2
[ j+3
2
]
(t)E
1/2
j (t)
)
.
Therefore,
‖Iµν3 (t)‖+ ≤
C
〈t〉3/2
(
E
1/2
[ j+5
2
]
(t)Q˜j(t) + Q˜[ j
2
]+2(t)E
1/2
j (t)
)
, (3.24)
‖Jαβγ3 (t)‖+ ≤
Cε
〈t〉2
(
E
1/2
[ j+3
2
]
(t)Q˜j(t) + Q˜[ j
2
]+2(t)E
1/2
j−1(t)
)
, (3.25)
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‖Jαβγ4 (t)‖+ ≤
Cε
〈t〉2
(
E
1/2
[ j
2
]+2
(t)E
1/2
j−1(t) + E
1/2
[ j+3
2
]
(t)E
1/2
j (t)
)
. (3.26)
Analogously, we can also get the estimate of Jαβγ5 by means of comparing the size of |p|,
|q| and |s| in (3.13), that is,
‖Jαβγ5 (t)‖+
≤
C
〈t〉2
(
Q˜[ j+5
2
](t)E
1/2
[ j+3
2
]
(t)E
1/2
j−1(t) + E[ j
2
]+1(t)Q˜j(t) + E[ j+5
2
]E
1/2
j−1(t) + E[ j
2
]+1(t)E
1/2
j (t)
+ E
1/2
[ j+5
2
]
(t)Q˜[ j+5
2
](t)E
1/2
j−1(t) + E
1/2
[ j+3
2
]
(t)Q˜[ j+5
2
](t)E
1/2
j (t) + E
1/2
[ j
2
]+1
(t)E
1/2
[ j
2
]+2
(t)Q˜j(t)
)
.
(3.27)
In addition, it is noted that J˜µν only contains the high-order error terms, then by a direct
verification one can derive that the L2 norm of J˜µν near the light cone can be controlled by
those terms in the right hand sides of (3.22)-(3.27).
Due to Q−n (t) ≤ C
(
E
1/2
n (t)+
ε2
〈t〉3/2
)
in terms of Lemma 2.4, we apply the estimates (3.21)-
(3.27) to obtain ‖hµ0 (t)‖+ ≤
C
〈t〉3/2
η(η+
ε2
〈t〉3/2
) +
Cη
〈t〉3/2
Q+
[n+5
2
]
(t) when |µ| ≤ [n + 5
2
]− 1 and
η is small enough. In addition, because of z(t, x) ≡ 0 for |x| ≥ M + 1, then we can get the
same result for hµ by the analogous analysis to hµ0 , that is, ‖hµ(t)‖+ ≤
C
〈t〉3/2
η(η +
ε2
〈t〉3/2
) +
Cη
〈t〉3/2
Q+
[n+5
2
]
(t) for |µ| ≤ [n+ 5
2
] − 1. Hence, Q+
[n+5
2
]
(t) ≤ Cη can be derived by utilizing
(3.20). Taking j = n in the estimates in (3.22)-(3.27) and applying (3.20) again, we obtain
Q+n (t) ≤ C
(
E1/2n (t) +
ε2
〈t〉5/2
)
.
This, together with Lemma 2.4, yields Lemma 3.5. 
§4. Global energy estimates and proof of Theorem 1.1
From (2.4), as in [9], we have
(∂t + w · ∇)Γ
µθ˙ + (1− θ)∇ · Γµw˙ = hˆµ0 ≡
∑
j∈{2,5}
fµj +
∑
j∈{1,3,4,6}
fˆµj , (4.1)
(
1
1 + z
∂t +
w
1 + z
· ∇)Γµw˙ + (1− θ)∇Γµθ˙ =
hˆµ
1 + z
≡
1
1 + z
( ∑
j∈{8,11}
fµj +
∑
j∈{7,9,10,12,13}
fˆµj
)
,
(4.2)
(∂t + w · ∇)Γ
µz˙ = gˆµ, (4.3)
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where fµj (j = 2, 5, 8, 11) have been defined in (2.6); if j 6= 13, then fˆ 0j = 0, and fˆµj with
µ 6= 0 are defined as fµj but with the supplementary restriction condition ν 6= 0 in the sum; if
j = 13, then fˆµj = f
µ
j + (1 − θ)z∇Γ
µθ˙. In addition, gˆµ =
∑
j∈{1,2}
gˆµaj +
∑
j∈{1,2}
gˆµj with gˆ
µ
a1 =
−
∑
ν≤µ
(
µ
ν
)
Γνwa ·∇Γ
µ−νz(0, x), gˆµa2 = −
∑
0<ν≤µ
(
µ
ν
)
Γνwa ·∇Γ
µ−ν z˙ and gˆµ1 = −
∑
ν≤µ
(
µ
ν
)
Γνw˙·
∇Γµ−νz(0, x), gˆµ2 = −
∑
0<ν≤µ
(
µ
ν
)
Γνw˙ · ∇Γµ−ν z˙ if µ 6= 0, otherwise, gˆµa2 = gˆ
µ
2 = 0 for µ = 0.
Set
ζµ =
 Γµθ˙Γµw˙
Γµz˙
 , F µ =

hˆµ0
hˆµ
1 + z
gˆµ
 , A0 =

1 0 0 0
0
1
1 + z
0 0
0 0
1
1 + z
0
0 0 0 1
 ,
A1 =

w1 1− θ 0 0
1− θ
w1
1 + z
0 0
0 0
w1
1 + z
0
0 0 0 w1
 , A2 =

w2 0 1− θ 0
0
w2
1 + z
0 0
1− θ 0
w2
1 + z
0
0 0 0 w2
 ,
where w = (w1, w2).
In this case, (4.1)-(4.3) can be written as A0∂tζµ + A1∂1ζµ + A2∂2ζµ = F µ. Taking inner
product with ζµ in the space R2 and applying integration by parts, we arrive at
d
dt
〈A0ζ
µ, ζµ〉(t) = 2〈F µ, ζµ〉(t) +
∑
0≤j≤2
〈(∂jAj)ζ
µ, ζµ〉(t). (4.4)
As in [9], we set Hµj = 〈fµj ,Γµθ˙〉 if j = 2, 5, Hµj = 〈fˆµj ,Γµθ˙〉 if j = 1, 3, 4, 6, Hµj =
〈
fµj
1 + z
,Γµw˙〉 if j = 8, 11, Hµj = 〈
fˆµj
1 + z
,Γµw˙〉 if j = 7, 9, 10, 12, 13, Hˆµaj = 〈gˆ
µ
aj,Γ
µz˙〉 and
Hˆµj = 〈gˆ
µ
j ,Γ
µz˙〉 for j = 1, 2. Then
〈F µ, ζµ〉 =
∑
1≤j≤13
Hµj +
∑
j=1,2
Hˆµaj +
∑
j=1,2
Hˆµj . (4.5)
Although the local existence of solution to (2.4) has been early established (for example,
one can see [18]), we still give some detailed illustrations for later uses.
Lemma 4.1. If ε > 0 is small, then (2.4) has a unique smooth solution (θ˙, w˙, z˙) for t ≤ 2/ε
and E1/2m (t) ≤ Cε2.
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Proof. Define
T1 = sup{T > 0 : E
1/2
m (t) ≤ ε, 0 < t ≤ 2/ε} for m ≥ 5.
It is noted that |z(t, x)| ≤ Cε holds for t ∈ [0, T1] by Lemma 2.3 (2). This, together with
Lemma 2.3 and Lemma 3.5, yields
|
2∑
j=0
∂jAj(t, x)| ≤ C
(
|∇θ(t, x)|+ |∇ ·w(t, x)|+ |w ·∇z(t, x)|
)
≤
C
〈t〉1/2
(ε+ Q˜3(t)) ≤
Cε
〈t〉1/2
.
In addition, a direct computation yields
|Hµj (t)| ≤
Cε
〈t〉1/2
Em(t) for |µ| ≤ m and j ∈ {1, 2, 4, 5, 7, 8, 10, 11}. (4.6)
With respect to Hµ3 (t) for |µ| ≤ m, we will treat it under two kinds of cases:
If |ν| ≤ |µ− ν| ≤ m− 1, then by Lemma 2.3 and Lemma 3.5
|〈Γνw˙·∇Γµ−ν θ˙,Γµθ˙〉(t)| ≤
C
〈t〉1/2
|〈σ1/2Γνw˙·σ−∇Γ
µ−ν θ˙,Γµθ˙〉(t)| ≤
Cε
〈t〉1/2
Em(t)+
Cε3
〈t〉2
E1/2m (t).
Similarly, for |ν| > |µ− ν|,
|〈Γνw˙ · ∇Γµ−ν θ˙,Γµθ˙〉(t)| ≤
C
〈t〉1/2
|〈σ1/2σ−∇Γ
µ−ν θ˙ · Γνw˙,Γµθ˙〉(t)| ≤
Cε
〈t〉1/2
Em(t).
Therefore,
|Hµ3 (t)| ≤
Cε
〈t〉1/2
Em(t) +
Cε3
〈t〉2
E1/2m (t). (4.7)
By the same way, we have
|Hµj (t)| ≤
Cε
〈t〉1/2
Em(t) +
Cε3
〈t〉2
E1/2m (t) for |µ| ≤ m and j ∈ {6, 9, 12}. (4.8)
On the other hand,
‖∂α(X + 1)k
(
(1− θ)z(0, x)∇θa
)
‖+ ‖∂α(X + 1)k
(
(1− θ)z˙∇θa
)
‖ ≤
Cε2
〈t〉5/2
+
Cε
〈t〉5/2
E1/2m (t)
(4.9)
and
‖∂α(X + 1)k
(
(1− θ)z∇θ˙
)
− (1− θ)z∇Γµθ˙‖ ≤
C
〈t〉
∑
0<ν≤µ
‖Γν
(
(1− θ)z
)
· σ−∇Γ
µ−ν θ˙‖
≤
Cε
〈t〉
E1/2m (t) +
Cε3
〈t〉5/2
, (4.10)
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which mean
|Hµ13(t)| ≤
Cε2
〈t〉5/2
E1/2m (t) +
Cε
〈t〉
Em(t). (4.11)
Moreover, one can easily obtain
‖gˆµa1(t)‖+ ‖gˆ
µ
1 (t)‖ ≤
Cε2
〈t〉5/2
+ CεE1/2m (t),
‖gˆµa2(t)‖+ ‖gˆ
µ
2 (t)‖ ≤
Cε
〈t〉5/2
E1/2m (t) + CεE
1/2
m (t)
and then ∑
j=1,2
|Hˆµaj |+
∑
j=1,2
|Hˆµj | ≤
Cε2
〈t〉5/2
E1/2m (t) + CεEm(t). (4.12)
By (4.6)-(4.9) and (4.11)-(4.12), we have from (4.4)
d
dt
Em(t) ≤
Cε2
〈t〉2
E1/2m (t) + CεEm(t),
and then for sufficiently small ε,
E1/2m (t) ≤ Cε
2eCεt ≤ Cε2.
Therefore, Lemma 4.1 is proved by the local existence of solution and continuous induction
method.
As in Lemma 4.1, in order to prove Theorem 1.1 by the continuous induction method, we
require to establish a uniform estimate on the solution (ρ, w, z). To this end, we will derive the
a priori estimate on the related potential φ in the domain {x : |x| ≥M + 1}.
Lemma 4.2. Assume that k and λ are integers with [k + 1
2
] + 3 ≤ λ ≤ k and k ≥ 7,
(θ˙, w˙, z˙) is a smooth solution of (2.4) for (t, x) ∈ [1
ε
, T ]× R2. If Eλ(t) ≤ ε2, then one can find
a positive number C independent of ε and T such that the potential φ(t, x) of velocity w(t, x)
in the domain {x : |x| ≥M + 1} satisfies∑
|µ|≤k
∫ t
1/ε
∫
D+(τ)
σ−(t, x)
−2|ZΓµφ(τ, x)|2dτdx
≤ C
(
ε4 +
∑
|µ|≤k
∫ t
1/ε
〈τ〉−1
∫
{|x|≥M+1}
|Γµ∂φ(τ, x)|2dτdx
)
(4.13)
Remark 4.1. In order to apply energy integral method to derive (4.13), we require to choose
a different “ghost weight” from the one in [4] due to the following reason: notice that the both
null conditions of 2-D quasilinear wave equation are fulfilled in the whole space R2 in [4],
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but for our 2-D compressible Euler system (1.3), the null conditions hold only in the exte-
rior domain {|x| ≥ M + 1}, and thus it is natural for us to multiply a smooth cut-off func-
tion on the potential function φ so that a suitable weighted energy estimate can be obtained.
Due to this way of doing, the resulted “ghost weight” should be reconsidered by comparison
with that in [4]. More concretely speaking, the author in [4] can obtain the a priori esti-
mate |∂Γµv(t, x)| ≤ Cεσ−1− (t, x)σ
− 1
2 (t, x) for the solution v of quasilinear wave equation
∂2t v −∆v +
∑
0≤i,j≤2
gij(∂v)∂
2
ijv = 0 when the both null conditions hold, however, here we only
get |∂Γµφ(t, x)| ≤ Cεσ−
1
2
− (t, x)σ
− 1
2 (t, x) for the potential φ (see (4.17) below) which will lead
to a different choice of the ghost weight from that in [4].
Proof. As in (2.1), the function φ(t, x) satisfies for |x| ≥M + 1
∂2t φ−△φ+ 2
2∑
j=1
∂jφ∂t∂jφ+
2∑
j,k=1
∂jφ∂kφ∂
2
jkφ− (2∂tφ+ |∇φ|
2)△φ = 0. (4.14)
Define
ϕ(t, x) = ϕ(|x| − t) =
∫ |x|−t
−∞
1
(1 + |ρ|)3/2
dρ,
then 0 ≤ ϕ ≤ 4 and ϕ′(|x| − t) = σ−(t, x)−3/2 hold. In addition, we set σ˜(t, x) =
(
1 + (|x| −
t−M)2
)1/2
and χ(t, x) = χ˜( 2r
t+ 2M + 2
) with the smooth function
χ˜(s) =
 0, if s ≤
1
2
,
1, if s ≥ 1.
Let the corresponding energy be denoted by
E˜n(t) =
∑
|µ|≤n
∫
R2
σ˜(t, x)−1/2eϕ(t,x)χ(t, x)
(
|∂tΓ
µφ(t, x)|2 + |∇Γµφ(t, x)|2
)
dx
for n ∈ N∪{0}. Motivated by the terminology in [4], the weight function σ˜(t, x)−1/2eϕ(t,x)χ(t, x)
is also called the ghost weight by us, which will display the null conditions and decay rate si-
multaneously.
Notice that
∂2t Γ
µφ−△Γµφ+ 2
2∑
j=1
∂jφ∂t∂jΓ
µφ+
2∑
j,k=1
∂jφ∂kφ∂
2
jkΓ
µφ− (2∂tφ+ |∇φ|
2)△Γµφ
=
∑
ν≤µ
CνΓ
ν
(
− 2
2∑
j=1
∂jφ∂t∂jφ−
2∑
j,k=1
∂jφ∂kφ∂
2
jkφ+ (2∂tφ+ |∇φ|
2)△φ
)
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+ 2
2∑
j=1
∂jφ∂t∂jΓ
µφ+
2∑
j,k=1
∂jφ∂kφ∂
2
jkΓ
µφ− (2∂tφ+ |∇φ|
2)△Γµφ. (4.15)
Multiplying (4.15) by σ˜−1/2(t, x)eϕ(t,x)χ(t, x)∂tΓµφ, integrating in the space R2 and using
integration by parts, we can get
1
2
d
dt
∫
R2
σ˜−1/2eϕχ
(
|∂tΓ
µφ|2 + |∇Γµφ|2
)
dx+
1
2
∫
R2
σ˜−1/2eϕχϕ′|ZΓµφ|2dx
+
d
dt
∫
R2
σ˜−1/2eϕχ
(
∂tφ|∇Γ
µφ|2 −
1
2
2∑
i,j=1
∂iφ∂jφ(∂jΓ
µφ)(∂iΓ
µφ) +
1
2
|∇φ|2|∇Γµφ|2
)
dx
−
1
4
∫
R2
(|x| − t−M)σ˜−5/2eϕχ|ZΓµφ|2dx+
5∑
i=2
Lµi (t) = L
µ
1 (t), (4.16)
where
Lµ1 (t) =
∫
R2
σ˜−1/2eϕχ∂tΓ
µφ
{∑
ν≤µ
CνΓ
ν
(
− 2
2∑
j=1
∂jφ∂t∂jφ−
2∑
j,k=1
∂jφ∂kφ∂
2
jkφ+ (2∂tφ
+ |∇φ|2)△φ
)
+ 2
2∑
j=1
∂jφ∂t∂jΓ
µφ+
2∑
j,k=1
∂jφ∂kφ∂
2
jkΓ
µφ− (2∂tφ+ |∇φ|
2)△Γµφ
}
dx,
Lµ2 (t) =−
∫
R2
σ˜−1/2eϕϕ′χ
{ 2∑
i=1
ωi∂iφ(∂tΓ
µφ)2 − 2
2∑
i=1
ωi∂tφ(∂iΓ
µφ)(∂tΓ
µφ)
−
2∑
i=1
∂tφ(∂iΓ
µφ)2 +
2∑
i,j=1
ωi∂iφ∂jφ(∂jΓ
µφ)(∂tΓ
µφ) +
1
2
2∑
i,j=1
∂iφ∂jφ(∂iΓ
µφ)(∂jΓ
µφ)
−
2∑
i=1
ωi|∇φ|
2(∂iΓ
µφ)(∂tΓ
µφ)−
1
2
|∇φ|2|∇Γµφ|2
}
dx,
Lµ3 (t) =−
∫
R2
σ˜−1/2eϕχ
{ 2∑
i=1
∂2i φ(∂tΓ
µφ)2 − 2
2∑
i=1
∂i∂tφ(∂iΓ
µφ)(∂tΓ
µφ) + ∂2t φ|∇Γ
µφ|2
+
2∑
i,j=1
∂i(∂iφ∂jφ)(∂jΓ
µφ)(∂tΓ
µφ)−
2∑
i,j=1
∂t(∂iφ∂jφ)(∂jΓ
µφ)(∂iΓ
µφ)
−
2∑
i=1
∂i(|∇φ|
2)(∂iΓ
µφ)(∂tΓ
µφ) +
1
2
∂t(|∇φ|
2)|∇Γµφ|2
}
dx,
Lµ4 (t) =(t+ 2M + 2)
−1
∫
R2
σ˜−1/2eϕχ˜′
{ r
t+ 2M + 2
(
(∂tΓ
µφ)2 + |∇Γµφ|2
)
− 2
2∑
i=1
ωi∂iφ(∂tΓ
µφ)2
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+ 2
2∑
i=1
ωi(∂tΓ
µφ)(∂iΓ
µφ) + 4
2∑
i=1
ωi∂tφ(∂tΓ
µφ)(∂iΓ
µφ) + 2r(t+ 2M + 2)−1∂tφ|∇Γ
µφ|2
− 2
2∑
i,j=1
ωi∂iφ∂jφ(∂jΓ
µφ)(∂tΓ
µφ)− r(t+ 2M + 2)−1∂iφ∂jφ(∂jΓ
µφ)(∂iΓ
µφ)
+ 2
2∑
i=1
ωi|∇φ|
2(∂tΓ
µφ)(∂iΓ
µφ) + r(t+ 2M + 2)−1|∇φ|2|∇Γµφ|2
}
dx,
Lµ5 (t) =
1
2
∫
R2
(|x| − t−M)σ˜−5/2eϕχ
{ 2∑
i=1
ωi∂iφ(∂tΓ
µφ)2 − 2
2∑
i=1
ωi∂tφ(∂iΓ
µφ)(∂tΓ
µφ)
−
2∑
i=1
∂tφ(∂iΓ
µφ)2 +
2∑
i,j=1
ωi∂iφ∂jφ(∂jΓ
µφ)(∂tΓ
µφ) +
1
2
2∑
i,j=1
∂iφ∂jφ(∂iΓ
µφ)(∂jΓ
µφ)
−
2∑
i=1
ωi|∇φ|
2(∂iΓ
µφ)(∂tΓ
µφ)−
1
2
|∇φ|2|∇Γµφ|2
}
dx.
By ∂tφ˙ = −θ˙ + F2(ξ˙, 2ξa + ξ˙) and ∇φ˙ = w˙ for |x| ≥ M + 1, then by Lemma 2.3 and
Lemma 3.5 we have
|∂Γνφ(t, x)| ≤ Cεσ−(t, x)
−1/2σ(x)−1/2 for |ν| ≤ λ− 2 and |x| ≥M + 1. (4.17)
Similarly,
|∂2Γνφ(t, x)| ≤ Cεσ−(t, x)
−1σ(x)−1/2 for |ν| ≤ λ− 3 and |x| ≥ M + 1. (4.18)
In addition, it follows Lemma 3.4 that
|Γνφ(t, x)| ≤ Cεσ(x)−1/2σ−(t, x) for |ν| ≤ λ− 2 and |x| ≥M + 1. (4.19)
Therefore, we derive from (4.16)-(4.19) that
E˜k(t) +
∑
|µ|≤k
∫ t
1/ε
∫
R2
σ˜−1/2eϕχϕ′|ZΓµφ|2dxdτ
−
∑
|µ|≤k
∫ t
1/ε
∫
R2
(|x| − t−M)σ˜−5/2eϕχ|ZΓµφ|2dxdτ
≤ C
(
E˜k(
1
ε
) +
∑
|µ|≤k
5∑
i=1
∫ t
1/ε
|Lµi (τ)|dτ
)
. (4.20)
Next we deal with each term Lµi (1 ≤ i ≤ 5) in the right hand side of (4.20). In this process,
we will often use the fact that σ˜(t, x) is equivalent to σ−(t, x).
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First, we take g0ii = gi0i = −1, gii0 = 2, g
ij
ij = g
ji
ij = −
1
2
, gjjii = 1 for i, j = 1, 2, and the
others are 0, then we have by Lemma 3.1 and Lemma 3.2 together with (4.17)-(4.19)
|Lµ1 (t)| ≤
∫
D+(t)
σ˜−1/2eϕχ|Γµ
( 2∑
i,j,k=0
gjki ∂iφ∂
2
jkφ
)
−
2∑
i,j,k=0
gjki ∂iφ∂
2
jkΓ
µφ||∂tΓ
µφ|dx
+
∑
ν≤µ
∫
D−(t)
σ˜−1/2eϕχ|CνΓ
ν
( 2∑
i,j,k=0
gjki ∂iφ∂
2
jkφ
)
−
2∑
i,j,k=0
gjki ∂iφ∂
2
jkΓ
µφ||∂tΓ
µφ|dx
+
∑
ν≤µ
∫
R2
σ˜−1/2eϕχ|CνΓ
ν
( 2∑
i,j,k,l=0
gklij ∂iφ∂jφ∂
2
klφ
)
−
2∑
i,j,k,l=0
gklij∂iφ∂jφ∂
2
klΓ
µφ||∂tΓ
µφ|dx
+
∑
ν<µ
∫
D+(t)
σ˜−1/2eϕχ|CνΓ
ν
( 2∑
i,j,k=0
gjki ∂iφ∂
2
jkφ
)
||∂tΓ
µφ|dx
≤ C
{
〈t〉−1
∫
D+(t)
σ˜−1/2eϕχ
(
σ−
∑
|ν|≤[ k+1
2
]
|∂Γνφ|+
∑
|ν|≤[ k+1
2
]+1
|Γνφ|
) ∑
|ν|≤k
|∂Γνφ|2dx
+
∫
D−(t)
σ˜−1/2eϕχ
∑
|ν1|≤[
k+1
2
]
|∂Γν1φ|
∑
|ν2|≤k
|∂Γν2φ|2dx
+
∫
R2
σ˜−1/2eϕχ
∑
|ν1|≤[
k+1
2
]
|∂Γν1φ|2
∑
|ν2|≤k
|∂Γν2φ|2dx
+
∫
D+(t)
σ˜−1/2eϕχ
∑
|ν1|≤[
k
2
]
|∂Γν1φ|
∑
|ν2|≤k
|ZΓν2φ|
∑
|ν3|≤k
|∂Γν3φ|dx
}
(4.21)
≤ Cε
∑
|ν|≤k
∫
R2
σ˜−1/2eϕχϕ′|ZΓνφ|2dx+ Cε〈t〉−1
∑
|ν|≤k
∫
R2
eϕχ|∂Γνφ|2dx, (4.22)
here we give some explanations for the derivation process from (4.21) to (4.22), for example, in
order to treat the last term in (4.21), one can make use of (4.17) to get
∫
D+(t)
σ˜−1/2eϕχ
∑
|ν1|≤[
k
2
]
|∂Γν1φ|
∑
|ν2|≤k
|ZΓν2φ|
∑
|ν3|≤k
|∂Γν3φ|dx
≤ Cε
∫
D+(t)
σ˜−
1
2 eϕχσ
− 1
2
− σ
− 1
2
∑
|ν2|≤k
|ZΓν2φ|
∑
|ν3|≤k
|∂Γν3φ|dx
≤ Cε
∑
|ν|≤k
∫
R2
σ˜−1/2eϕχϕ′|ZΓνφ|2dx+ Cε〈t〉−1
∑
|ν|≤k
∫
R2
eϕχ|∂Γνφ|2dx
(σ− is equivalent to σ˜ in D+(t)).
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Analogously,
|Lµ2 (t)| ≤ C
{∫
D+(t)
σ˜−1/2eϕχϕ′|
2∑
i=1
ωiZiφ(∂tΓ
µφ)2 − ∂tφ
2∑
i=1
(ZiΓ
µφ)2|dx
+
∫
D−(t)
σ˜−1/2eϕχϕ′|∂φ||∂Γµφ|2dx+
∫
R2
σ˜−1/2eϕχϕ′|∂φ|2|∂Γµφ|2dx
}
≤ Cε〈t〉−1/2
∫
R2
σ˜−1/2eϕχϕ′|ZΓµφ|2dx+ Cε〈t〉−1
∫
R2
eϕχ|∂Γµφ|2dx, (4.23)
|Lµ3 (t)| ≤ C
{∫
D+(t)
σ˜−1/2eϕχ
(
|∂Γµφ|2|Z∂φ|+ |(∂Γµφ)(ZΓµφ)(∂2φ)|
)
dx
+
∫
D−(t)
σ˜−1/2eϕχ|(∂2φ)(∂Γµφ)2|dx+
∫
R2
σ˜−1/2eϕχ|∂φ(∂2φ)(∂Γµφ)2|dx
}
≤ Cε
∫
R2
σ˜−1/2eϕχϕ′|ZΓµφ|2dx+ Cε〈t〉−1
∫
R2
eϕχ|∂Γµφ|2dx, (4.24)
|Lµ4 (t)| ≤ C〈t〉
−1
∫
{|x|≥M+1}
eϕ|∂Γµφ|2dx, (4.25)
|Lµ5 (t)| ≤ C
{
−
∫
D+(t)
(|x| − t−M)σ˜−5/2eϕχ|
2∑
i=1
ωiZiφ(∂tΓ
µφ)2 − ∂tφ
2∑
i=1
(ZiΓ
µφ)2|dx
+
∫
D−(t)
σ˜−3/2eϕχ|∂φ||∂Γµφ|2dx+
∫
R2
σ˜−3/2eϕχ|∂φ|2|∂Γµφ|2dx
}
≤ −Cε〈t〉−1/2
∫
R2
(|x| − t−M)σ˜−5/2eϕχ|ZΓµφ|2dx+ Cε〈t〉−1
∫
R2
eϕχ|∂Γµφ|2dx.
(4.26)
Substituting (4.22)-(4.26) into (4.20) yields
E˜k(t) +
∑
|µ|≤k
∫ t
1/ε
∫
R2
σ˜−1/2eϕχϕ′|ZΓµφ|2dxdτ
−
∑
|µ|≤k
∫ t
1/ε
∫
R2
(|x| − t−M)σ˜−5/2eϕχ|ZΓµφ|2dxdτ
≤ CE˜k(
1
ε
) + C
∫ t
1/ε
〈τ〉−1
∑
|µ|≤k
∫
{|x|≥M+1}
|∂Γµφ|2dx. (4.27)
This, together with Lemma 4.1, yields (4.13). 
From (4.13) and (2.2), we have for φ˙ = φ− φa∑
|µ|≤k
∫ t
1/ε
∫
D+(τ)
σ−(t, x)
−2|ZΓµφ˙(τ, x)|2dxdτ
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≤ C
(
ε2 ln t +
∑
|µ|≤k
∫ t
1/ε
〈τ〉−1
∫
{|x|≥M+1}
|Γµ∂φ˙(τ, x)|2dxdτ
)
. (4.28)
Lemma 4.3. Assume that k and λ are integers with [k+7
2
] ≤ λ ≤ k and k ≥ 7, (θ˙, w˙, z˙)
is a smooth solution of (2.4) for (t, x) ∈ [1/ε, T ] × R2. If Eλ(t) ≤ ε2, then one can find a
positive number C independent of ε and T such that for t ∈ [1/ε, T ] and sufficient small ε > 0,
Ek(t) ≤ Cε
2〈t〉Cε holds.
Proof. First, we come to estimate Hµj in (4.5) when |µ| ≤ k and j = 1, · · · , 13. It is easy to
conclude that
∑
|µ|≤k
13∑
i=1
|Hµi (t)|− ≤ Cε〈t〉
−1Ek(t) + Cε
2〈t〉−5/2Ek(t)
1/2, (4.29)
here the estimate on Hµ13 can be obtained as in (4.11).
We now continue to use the analogous notations as in (3.21), namely,
hˆµ0 =
∑
0<ν≤µ
Cµν
(
Iµν1 + I
µν
3
)
+
∑
0≤ν≤µ
CµνI
µν
2 +K
µ,
where
Kµ =
∑
0<ν≤µ
Cµν
(
− Γνw · ∇Γµ−νF2(ξ˙, 2ξa + ξ˙) + Γ
νF1(ξ)∇ · Γ
µ−νw˙
)
+
∑
0≤ν≤µ
Cµν
(
− Γνw˙ · ∇Γµ−νF1(ξa) + Γ
νF2(ξ˙, 2ξa + ξ˙)∇ · Γ
µ−νwa
)
.
It follows from the similar analysis of (3.22) and (3.24) together with (4.28) that∑
0<ν≤µ
Cµν‖I
µν
1 (t)‖+ ≤ Cε〈t〉
−3/2E
1/2
k (t), (4.30)
ε−1
∑
0≤ν≤µ
Cµν
∫ t
1/ε
〈τ〉‖Iµν2 (τ)‖
2
+dτ
≤ Cε−1
∫ t
1/ε
〈τ〉
∫
D+(τ)
∑
|ν1|+|ν2|≤k
(
|ZΓν1φ˙|2|∂2Γν2φa|
2 + |∂Γν1φ˙|2|Z∂Γν2φa|
2
)
dxdτ
≤ Cε
∑
|ν|≤k
∫ t
1/ε
∫
D+(τ)
σ−(t, x)
−2|ZΓνφ˙(t, x)|2dxdτ + Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ
≤ Cε3 ln t+ Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ, (4.31)
ε−1
∑
0<ν≤µ
Cµν
∫ t
1/ε
〈τ〉‖Iµν3 (τ)‖
2
+dτ
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≤ Cε−1
∫ t
1/ε
〈τ〉
∫
D+(τ)
∑
|ν1|+|ν2|≤k,|ν2|≤k−1
(
|ZΓν1φ˙|2|∂2Γν2φ˙|2 + |∂Γν1φ˙|2|Z∂Γν2φ˙|2
)
dxdτ
≤ Cε
∑
|ν|≤k−1
∫ t
1/ε
〈τ〉−2
∫
D+(τ)
|σ−∂Γ
ν∂φ˙|2dxdτ
+ Cε
∑
|ν|≤k
∫ t
1/ε
∫
D+(τ)
σ−(x, t)
−2|ZΓνφ˙(t, x)|2dxdτ + Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ
≤ Cε3 ln t+ Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ. (4.32)
By using Lemma 2.2 and Lemma 2.3, we can get
|Kµ(t)|+ ≤ Cε
2〈t〉−1
∑
|ν|≤k
(
|Γν θ˙(t)|+ + |Γ
νw˙(t)|+
)
. (4.33)
Hence, we have∫ t
1/ε
∑
|µ|≤k
6∑
i=1
|Hµi (τ)|+dτ ≤ Cε
3 ln t + Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ,
and similarly, ∫ t
1/ε
∑
|µ|≤k
12∑
i=7
|Hµi (t)|+dτ ≤ Cε
3 ln t + Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ.
Second, we deal with the terms Hˆµaj and Hˆ
µ
j in (4.5) for j = 1, 2 and |µ| ≤ k.
Due to suppz˙ ⊂ {|x| ≤M + 1}, it is obvious that for j = 1, 2
|Hˆµaj| ≤ Cε〈t〉
−5/2E
1/2
k (t)
(
E
1/2
k (t) + ε
)
. (4.34)
To treat the terms Hˆµj (j = 1, 2), we will use the analogous method in §5 of [9] (see pages
101 of [9]). For this end, we set λµνa = Γνw˙ · ∇Γµ−νz(0, x) and λµν = Γνw˙ · ∇Γµ−ν z˙.
If Γν = ∂Γd with |d| = |ν| − 1, then
‖λµνa (t)‖ ≤ Cε〈t〉
−1‖(σ−∂Γ
dw˙)(t)‖ ≤ Cε〈t〉−1
(
E
1/2
k (t) + ε
2〈t〉−3/2
)
(4.35)
and
‖λµν(t)‖ ≤
(
sup
|x|≤M+1
|∂Γdw˙(t, x)|
)
‖∇Γµ−ν z˙(t)‖ ≤ Cε〈t〉−1E
1/2
k (t) for |ν| ≤ |µ− ν|,
(4.36)
‖λµν(t)‖ ≤ C
(
sup∇Γµ−ν z˙(t, x)
)
〈t〉−1‖σ−∂Γ
dw˙(t)‖ ≤ Cε〈t〉−1
(
E
1/2
k (t) + ε
2〈t〉−3/2
)
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for |ν| > |µ− ν|. (4.37)
If Γν = X |ν| with |ν| ≤ k − 1, due to Γνw˙(t, x) =
(
ΓνW (t, r)
)x
r
holds for some smooth
function W (t, r), then we have
sup
|x|≤M+1
|Γνw˙(t, x)| ≤ C〈t〉−1‖σ−∇ · Γ
νw˙(t, x)‖ ≤ C〈t〉−1Q|ν|+1(t). (4.38)
Hence, we derive from (4.38) that for |ν| ≤ k − 1
‖λµνa (t)‖ ≤ Cε〈t〉
−1Qk(t) ≤ Cε〈t〉
−1
(
E
1/2
k (t) + ε
2〈t〉−3/2
)
, (4.39)
‖λµν(t)‖ ≤ C〈t〉−1Q|ν|+1(t)E
1/2
k (t) ≤ Cε〈t〉
−1E
1/2
k (t) for |ν| ≤ |µ− ν|, (4.40)
and
‖λµν(t)‖ ≤ Cε〈t〉−1
(
E
1/2
k (t) + ε
2〈t〉−3/2
)
for |ν| > |µ− ν|. (4.41)
If Γν = Xk, then exactly as in the proof of (5.10) in [9] (here we will apply Lemma 2.5)
together with the related estimates (4.35)-(4.41), we can obtain
|Hˆµj (t)−
d
dt
Gj(t)| ≤ Cε〈t〉
−1
(
Ek(t) + ε
2〈t〉−3/2E
1/2
k (t) + ε
5〈t〉−3
)
for j = 1, 2, (4.42)
where |Gj(t)| ≤ C
(
εEk(t) + ε
3〈t〉−3/2E
1/2
k (t) + ε
6〈t〉−3
)
.
Combining (4.34) with (4.42) yields∑
|µ|≤k
∑
j=1,2
(Hˆµaj(t) + Hˆ
µ
j (t)) =
d
dt
G˜1(t) + G˜2(t), (4.43)
where |G˜1(t)| ≤ C
(
εEk(t) + ε
3〈t〉−3/2E
1/2
k (t) + ε
6〈t〉−3
)
, and |G˜2(t)| ≤ Cε〈t〉−1
(
Ek(t) +
ε5〈t〉−3 +ε〈t〉−3/2E
1/2
k (t)
)
.
Third, according to the expressions of Aj for j = 0, 1, 2, it is easily known that
2∑
j=0
|∂jAj(t)|− ≤ C
(
|∇θ(t)|− + |∇ · w(t)|− + |w · ∇z(t)|−
)
≤ Cε〈t〉−3/2,
and then
|
2∑
j=0
〈(∂jAj)ζ
µ, ζµ〉−(t)| ≤ Cε〈t〉
−3/2Ek(t). (4.44)
For the case of |x| ≥ t
2
+M + 1, we know z(t, x) = 0 by Lemma 2.6 and
2∑
j=0
〈(∂jAj)ζ
µ, ζµ〉+(t)
32
=〈(∇ · w)Γµθ˙ −∇θ · Γµw˙,Γµθ˙〉+(t) + 〈(∇ · w)Γ
µw˙ − (Γµθ˙)∇θ,Γµw˙〉+(t)
=〈∂t∇φ · Γ
µ∇φ˙−△φΓµ∂tφ˙,Γ
µθ˙〉+(t) + 〈(△φ)Γ
µ∇φ˙− (Γµ∂tφ˙)∇∂tφ,Γ
µw˙〉+(t)
+ 〈(∇ · w)ΓµF2(ξ˙, 2ξa + ξ˙)−∇F1(ξ) · Γ
µw˙,Γµθ˙〉+(t)
+ 〈(ΓµF2(ξ˙, 2ξa + ξ˙)− Γ
µθ˙)∇F1(ξ)− Γ
µF2(ξ˙, 2ξa + ξ˙)∇θ,Γ
µw˙〉+(t). (4.45)
Notice that∫ t
1/ε
〈∂t∇φ · Γ
µ∇φ˙−△φΓµ∂tφ˙,Γ
µθ˙〉+(τ)dτ
≤ C
2∑
l=1
∑
ν≤µ
∫ t
1/ε
|〈∂t∂lφ∂lΓ
ν φ˙− ∂2l φ∂tΓ
νφ˙,Γµθ˙〉+(τ)|dτ
≤ Cε
∑
|ν|≤k
∫ t
1/ε
∫
D+(τ)
σ−2− |ZΓ
νφ˙|2dxdτ + Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ
≤ Cε3 ln t+ Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ, (4.46)
and in the same way, one has∫ t
1/ε
〈(△φ)Γµ∇φ˙− (Γµ∂tφ˙)∇∂tφ,Γ
µw˙〉+(τ)dτ ≤ Cε
3 ln t+ Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ (4.47)
and
〈(∇ · w)ΓµF2(ξ˙, 2ξa + ξ˙)−∇F1(ξ) · Γ
µw˙,Γµθ˙〉+(t)
+ 〈(ΓµF2(ξ˙, 2ξa + ξ˙)− Γ
µθ˙)∇F1(ξ)− Γ
µF2(ξ˙, 2ξa + ξ˙)∇θ,Γ
µw˙〉+(t)
≤ Cε2〈t〉−1Ek(t). (4.48)
Substituting (4.46)-(4.48) into (4.45) and further combining with (4.44) yield∫ t
1/ε
2∑
j=0
〈(∂jAj)ζ
µ, ζµ〉(τ)dτ ≤ Cε3 ln t+ Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ. (4.49)
Based on the estimates of the above three steps, if we set N(t) =
∑
|µ|≤k
〈A0ζ
µ, ζµ〉(t) −
2G˜1(t), then
N(t) ≤ Cε3 ln t+ Cε
∫ t
1/ε
〈τ〉−1Ek(τ)dτ + Cε
2
∫ t
1/ε
〈τ〉−5/2E
1/2
k (τ)dτ. (4.50)
Note that N˜(t) = N(t) + ε4〈t〉−3 is equivalent to Ek(t) + ε4〈t〉−3, then one can derive from
(4.50)
N˜(t) ≤ Cε3 ln t+ Cε
∫ t
1/ε
〈τ〉−1N˜(τ)dτ + Cε2
∫ t
1/ε
〈τ〉−5/2N˜1/2(τ)dτ. (4.51)
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Set g(t) = Cε3 ln t + Cε
∫ t
1/ε
〈τ〉−1N˜(τ)dτ + Cε2
∫ t
1/ε
〈τ〉−5/2N˜1/2(τ)dτ , it follows from
(4.51) that
g′(t) ≤ Cε〈t〉−1
(
g(t) + ε2
)
+ Cε2〈t〉−5/2g(t)1/2,
furthermore, if we set g˜(t) = g(t) + ε2, then
g˜′(t) ≤ Cε〈t〉−1g˜(t) + Cε2〈t〉−5/2g˜(t)1/2,
thus, g(t) ≤ g˜(t) ≤ Cε2〈t〉Cε and further Ek(t) ≤ Cε2〈t〉Cε. 
Based on Lemma 4.3, we next derive the uniform energy estimate on the solution (θ˙, w˙, z˙)
of (2.4).
Lemma 4.4. For a fixed integer λ with λ ≥ 9, it is assumed that (θ˙, w˙, z˙) is a smooth
solution of (2.4) for (t, x) ∈ [1/ε, T ] × R2. If Eλ(t) ≤ ε2 for t ∈ [1/ε, T ], then Eλ(t) ≤ 12ε2
holds for small ε > 0.
Proof. Similar to the proof of Lemma 4.3, we will divide the whole proof procedure into
three steps. In the following, we always assume |µ| ≤ λ and apply the same notations in (4.5).
First, by Lemma 2.2 and the assumption of Eλ(t) ≤ ε2 for t ∈ [1/ε, T ], we can get
|Hµj (t)|− ≤ Cε
3〈t〉−5/2, j ∈ {1, 2, 4, 5, 7, 8, 10, 11}. (4.52)
Since |Γνw˙(t)|− + |Γν θ˙(t)|− ≤ C〈t〉−1/2Q˜µ+2(t) ≤ Cε〈t〉−1/2+δ holds by Lemma 4.3 for
sufficient small positive number δ, we have
|Hµj (t)|− ≤ Cε
3〈t〉−3/2+δ, j ∈ {3, 6, 9, 12}. (4.53)
In addition, from (4.9) and (4.10) we can obtain ‖fˆµ13‖ ≤ Cε2〈t〉−1 and further
|Hµ13(t)| ≤ Cε
2〈t〉−1 sup
|x|≤M+1
|Γbw˙| ≤ Cε3〈t〉−3/2+δ. (4.54)
On the other hand, it follows (3.21) and (3.23)-(3.27) that
12∑
j=1
|Hµj (t)|+ ≤ Cε
3〈t〉−3/2+δ. (4.55)
Second, it is easy to get
|Hˆµaj(t)| ≤ Cε
3〈t〉−5/2 for j = 1, 2. (4.56)
Lemma 2.5 gives |Γνw˙(t, x)| ≤ Cε〈t〉−3/2+δ for |x| ≤ M + 1 and |ν| ≤ µ, and hence
|Hˆµj (t)| ≤ Cε
3〈t〉−3/2+δ for j = 1, 2. (4.57)
Third, as in the proof of Lemma 4.3, one has
|
2∑
j=0
〈(∂jAj)ζ
µ, ζµ〉−(t)| ≤ Cε
3〈t〉−3/2. (4.58)
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Similar to the estimate (3.24) on Iµν3 , we have
‖(∂t∇φ · Γ
µ∇φ˙−△φΓµ∂tφ˙)(t)‖+ ≤ Cε〈t〉
−3/2E
1/2
λ+1 ≤ Cε
2〈t〉−3/2+δ (4.59)
and
‖(△φΓµ∇φ˙− Γµ∂tφ˙∇∂tφ)(t)‖+ ≤ Cε〈t〉
−3/2E
1/2
λ+1 ≤ Cε
2〈t〉−3/2+δ. (4.60)
In addition, we can decompose
〈(∇ · w)ΓµF2(ξ˙, 2ξa + ξ˙)−∇F1(ξ) · Γ
µw˙,Γµθ˙〉+(t)
+ 〈(ΓµF2(ξ˙, 2ξa + ξ˙)− Γ
µθ˙)∇F1(ξ)− Γ
µF2(ξ˙, 2ξa + ξ˙)∇θ,Γ
µw˙〉+(t)
≡ Aµ1(t) + A
µ
2(t) + A
µ
3(t), (4.61)
where
|Aµ1(t)| = |〈△φΓ
µF2(ξ˙, 2ξa + ξ˙)− 2∇F1(ξ) · Γ
µ∇φ˙,ΓµF2(ξ˙, 2ξa + ξ˙)〉+|
≤ Cε3〈t〉−3/2Eλ(t) ≤ Cε
5〈t〉−3/2, (4.62)
|Aµ2(t)| = |〈∇∂tφ · Γ
µ∇φ˙−△φΓµ∂tφ˙,Γ
µF2(ξ˙, 2ξa + ξ˙)〉+| ≤ Cε
4〈t〉−2+δ, (4.63)
|Aµ3(t)| = |2〈∇F1(ξ) · Γ
µ∇φ˙,Γµ∂tφ˙〉+| ≤ Cε
2〈t〉−3/2Eµ(t) ≤ Cε
4〈t〉−3/2, (4.64)
here we point out that the estimate of ∇F1(ξ) in Aµ3 (t) follows from
|∂lF1(ξ)(t)|+ = |
(
∂tφ∂l∂tφ−∇φ · ∇∂lφ
)
(t) + ∂l
(
F1(ξ)(θ −
1
2
F1(ξ))
)
(t)|+ ≤ Cε
2〈t〉−3/2.
Therefore, by substituting (4.62)-(4.64) into (4.61) and further combining with (4.59)-(4.60),
it follows from (4.45) that
|
2∑
j=0
〈(∂jAj)ζ
µ, ζµ〉+(t)| ≤ Cε
3〈t〉−3/2+δ. (4.65)
Finally, inserting (4.52)-(4.58) and (4.65) into (4.4) and combining with basic energy in-
equalities (similar to (2.12) and (3.22)) yield
d
dt
Eµ(t) ≤ Cε
3〈t〉−3/2+δ. (4.66)
In addition, we have Eµ(
1
ε
) ≤ Cε4 by Lemma 4.1. This, together with (4.66), derives
Eµ(t) ≤ Cε
3 when we choose δ < 1
2
. Therefore, Eµ(t) ≤
1
2
ε2 holds for small ε > 0. 
Finally, we start to show Theorem 1.1.
Proof of Theorem 1.1. By Lemma 4.1 and Lemma 4.4, we know that (2.4) admits a global
smooth solution (θ˙, w˙, z˙) in terms of the continuity induction method. Thus, (2.3) has a global
smooth solution (θ, w, z) since the smooth solution of (2.1) exists globally. Therefore, Theorem
1.1 is proved. 
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