Learning spatiotemporal features via 3D-CNN (3D Convolutional Neural Network) models has been regarded as an effective approach for action recognition. In this paper, we explore visual attention mechanism for video analysis and propose a novel 3D-CNN model, dubbed AE-I3D (Attention-Enhanced Inflated-3D Network), for learning attention-enhanced spatiotemporal representation. The contribution of our AE-I3D is threefold: First, we inflate soft attention in spatiotemporal scope for 3D videos, and adopt softmax to generate probability distribution of attentional features in a feedforward 3D-CNN architecture; Second, we devise an AE-Res (Attention-Enhanced Residual learning) module, which learns attention-enhanced features in a two-branch residual learning way, also the AE-Res module is lightweight and flexible, so that can be easily embedded into many 3D-CNN architectures; Finally, we embed multiple AE-Res modules into an I3D (Inflated-3D) network, yielding our AE-I3D model, which can be trained in an end-to-end, video-level manner. Different from previous attention networks, our method inflates residual attention from 2D image to 3D video for 3D attention residual learning to enhance spatiotemporal representation. We use RGB-only video data for evaluation on three benchmarks: UCF101, HMDB51, and Kinetics. The experimental results demonstrate that our AE-I3D is effective with competitive performance.
I. INTRODUCTION
Action recognition is a challenging task in video understanding research. Recently, more and more algorithms and techniques [1] - [12] have been developed to recognize human actions in trimmed videos, where each video contains a single action and all the clips have a standard duration. For the action recognition study, two-stream [13] and 3D-CNN [2] , [3] are two main architectures dealing with this task. In recent years, the opening of new large-scale datasets, such as Kinetics [14] , has made action recognition more and more challenging. Meanwhile, new methods with better performance have also been developed consequently. I3D (Inflated-3D) [9] has been proved to be an effective 3D-CNN architecture, which inflates 2D-CNN model via expanding 2D filters and The associate editor coordinating the review of this manuscript and approving it for publication was Habib Ullah . pooling kernels to the 3D counterparts. The I3D architecture has three advantages: 1) Different from traditional 3D-CNN [2] using 3D convolutional kernels, it takes less parameters and reduces the computational cost. 2) It can reuse the mature models of image recognition, such as the widely used Inception models [15] - [18] and ResNets [19] . 3) Through the implementation of I3D architecture, a lot of improved attempts on 2D CNNs can also be expanded to I3D based networks for improving performance of action recognition. [14] belonging to the ''punching bags'' category. The sequence of frames is processed by our AE-I3D model trained on Kinetics dataset. The attention maps indicate the attentions on the human pose and interactive object in both each frame and temporal sequences under the spatiotemporal scope for action recognition.
The attention-based model is used to select a focused location and enhance the representation of object at that location meanwhile [20] . Given a video sequence, this situation becomes more complicated. The attention-based model needs to discriminate the human action appearing in the video by focusing on the human or the parts in a sequence of frames [28] . There are multiple attentions in an action: the scene, the context, the human pose, and the interactive objects, etc. For example, Figure 1 shows a video clip from the Kinetics dataset [14] belonging to the ''punching bags'' category, in which it can be seen that, our AE-I3D model learns to highlight the human pose and interactive object in both each frame and temporal sequences under the spatiotemporal scope to enhance the spatiotemporal representation for action recognition. Basically, attention models can be classified into soft attention and hard attention models [26] . Recent works [20] , [29] , [30] apply attention mechanism on bottomup top-down feedforward 2D-CNN architectures, showing competitive performance for image recognition.
Inspired by previous works on 3D-CNN and soft attention mechanism, we propose Attention-Enhanced I3D network, dubbed AE-I3D, to enhance the spatiotemporal representation for action recognition. The contribution of our AE-I3D is threefold:
1) Soft attention inflation in spatiotemporal scope.
We inflate soft attention in spatiotemporal scope, and also adopt softmax to generate probability distribution of attentional features in a feed-forward 3D-CNN architecture. 2) Two-branch residual learning for attentionenhanced spatiotemporal representation. We devise AE-Res module for enhancing spatiotemporal representation in a two-branch residual learning way. Our AE-Res module is lightweight and flexible to be easily embedded into many 3D-CNN architectures. For the two-branch residual learning structure, the trunk reuses the network units of the main network for feature processing, while the attention mask branch performs soft attention mechanism with softmax to learn the attentional features. 3) An end-to-end video-level architecture for RGB-only video data. Previous works show that two-stream (RGB and optical-flow) models have better performance than their RGB-only counterparts, especially for some small-scale classic datasets [31] - [34] . But for some recent large-scale datasets [9] , since the sufficient data can greatly improve the performance of deep neural networks (DNNs), the RGB-only models can be developed with competitive performance compared to their two-stream counterparts. In addition, although the two-stream models indeed contain more input motion features than RGB-only model, the training of two-stream models is a two-stage pipeline and requires to extract optical-flow data in advance, while the extraction of optical flow is a very time-consuming work, which takes much more computation and storage. Our proposed AE-I3D model is a flexible yet effective model, which performs an end-to-end video-level training fashion. By the experiments using RGB-only video data, our AE-I3D model achieves state-ofthe-art performance on three benchmarks: UCF101, HMDB51 and Kinetics.
The rest of the paper is organized as follows: Section II outlines the related works. Section III and Section IV present our proposed method and network implementation. Section V shows the various experiments which validate our proposed AE-I3D on three popular benchmarks. And Section VI concludes this paper.
II. RELATED WORKS A. IMAGE RECOGNITION
As a traditional problem in computer vision, image recognition is used to perform a large number of machine-based visual tasks, such as labeling the content of images with meta-tags, performing image content search and guiding autonomous robots, self-driving cars and accident avoidance systems. Deep convolutional neural networks [15] , [19] , [35] - [37] and large-scale datasets [38] , [39] have led a series of breakthroughs for this field. AlexNet [35] was the first widely used network in deep CNNs which was similar to LeNet [40] , which makes use of group convolutions and significantly improves the performance compared to traditional methods. Then, VGG Model [36] increased the depth of CNN using an architecture with very small 3 × 3 convolutional filters, which shows that a significant improvement can be achieved by pushing the network depth to 16 or 19 layers. Inception models [15] - [18] were successful multi-branch architectures where each branch was carefully customized. ResNets [19] could be considered as two-branch networks where one branch was the identity mapping. DenseNet [37] connected each layer to every other layer in a feed-forward fashion, so that any two layers can directly ''communicate'' with each other. Through the implementation of I3D architecture, the mature 2D CNNs models designed for image recognition can be inflated to I3D-based networks for action recognition. Because of this, we use I3D network as the main network for our action recognition task, that is, inflating popular 2D-CNNs to their 3D counterparts.
B. ACTION RECOGNITION
Early action recognition methods were mostly based on the hand-crafted visual features, such as improved Dense Trajectory Feature (iDTF) [41] , [42] consisting of HOG/HOF/MBH features extracted along dense trajectories. In recent years, frame-level deep CNNs models have been adopted and gained remarkable performance for action recognition. Karpathy et al. [1] firstly introduced CNN to action recognition task. Then, two-stream architectures [13] and 3D-CNN [2] , [3] led the two main research directions for this task. The two-stream methods [4] - [8] used RGB video data and video features such as optical flow to complete the representation and classification task. C3D [2] used a 3D convolutional filter to learn spatiotemporal features, but the large number of parameters led to the huge computational cost; recent 3D-CNN methods such as I3D [9] and P3D [10] learned spatiotemporal features by extending 2D convolutional layers to the 3D counterparts, and showed significant improvement on both performance and computation. There were also other methods [43] - [46] attempting to learn video representation for action recognition task. Recent works [11] and [12] were developed with the capability of extracting features directly from video-level input data, which is simple yet effective. Therefore, for our action recognition work, we aim to design a RGB-only 3D-CNN model and accomplish a architecture which can be trained in an end-to-end, video-level manner.
C. VISUAL ATTENTION
Recently, visual attention mechanism has been applied into DNNs and achieved remarkable results in both image recognition [20] - [25] and action recognition [7] , [25] - [28] . 1) For image recognition, Wang et al. [20] proposed a residual attention network, which accomplished attention residual learning and feedforward attention in stacked network structure; Xiao et al. [47] proposed two-level attention models which integrated three types of attention: the bottom-up attention that proposed candidate patches, the object-level top-down attention that selected relevant patches to a certain object, and the part-level top-down attention that localized discriminative parts; Zheng et al. [21] developed an attention convolutional neural network, where part generation and feature learning could reinforce each other, and the network consists of convolution, channel grouping and part classification sub-networks;
The attention-based network proposed by Sun et al.;
Peng et al. [48] proposed object-part attention model for fine-grained image classification; [22] could learn multiple attention region features and apply the attention multi-class constraint in a metric learning framework; Mnih et al. [23] and Vaswani et al. [24] used recurrent neural networks (RNNs) and long short term memory (LSTM) [25] units to implement the attention-based model. 2) For action recognition, Sharma et al. [26] proposed a soft attention based model using RNNs and LSTM [25] units; Girdhar and Ramanan [28] developed ''attentional pooling'' model to incorporate attention for action recognition; Ma et al. [27] proposed to efficiently learn higher-order interactions between arbitrary subgroups of objects for fine-grained video understanding; Long et al. [7] designed a local feature integration framework based on attention clusters, and introduced a shifting operation to capture more diverse signals. There are also other works [49] - [52] engaging in studying attention mechanism on video understanding tasks. In this work, we devise an AE-Res module to perform attention-enhanced residual learning motivated by soft attention mechanism and residual attention learning, and we construct an AE-I3D model to learn attention-enhanced spatiotemporal representation for action recognition. Different from residual attention network for image classification [20] , we explore the residual attention from 2D image to 3D video for enhancing spatiotemporal representation. Thus, our model is effective, yielding state-of-the-art performance on three popular benchmarks.
III. ATTENTION-ENHANCED SPATIOTEMPORAL REPRESENTATION
We propose AE-I3D model for learning attention-enhanced spatiotemporal representation, which is constructed by embedding our attention-enhanced residual learning (AE-Res) modules to I3D network. Each AE-Res module is designed in a two-branch residual learning structure: the trunk and attention mask branch (use mask branch for short), as shown in Figure 2 . The outputs of the two branches are integrated together, yielding the attention-enhanced spatiotemporal features.
A. ATTENTION MASK BRANCH
As shown in Figure 2 , the attention mask branch performs specified operations to learn the attentional features. We design ''ATTN'' block to extract the attentional features, and adopt softmax operation to generate probability distribution of attentional spatiotemporal feature map. The ''ATTN'' block firstly implements a 3D maxpooling to increase the receptive field, and then performs 3D interpolation to keep the output size the same as the input size. Inside the mask branch, we also insert zero or more residual units between ''ATTN'' blocks, in order to conduct a residual learning. In this way, we actually inflate the soft attention in spatiotemporal scope, so that the attention is also inflated from 2D to 3D.
B. AE-Res MODULE
We devise AE-Res module in a two-branch residual learning structure: the trunk and attention mask branch. The trunk uses the basic network units of the main network for feature processing, while the mask branch performs specified operations to learn the attentional features.
Given trunk output T (x) with input x, our mask branch M (x) learns the attentional features with the same size as trunk T (x). We use dot product to get the softly weight output features G (x) by:
where c denotes the index of the channel, t represents the temporal information of video frames, h and w denotes height and width of the video frames respectively. By adopting such soft attention mechanism, the attention mask can not only serve as a feature selector during forward processing, but also as a gradient update filter during back propagation. The gradient of mask is expressed as:
where λ denotes the trunk parameters and γ denotes the mask branch parameters. We then use sum operation to merge the two branches. The output of AE-Res module H (x) represents the attention-enhanced spatiotemporal features, and can be expressed as:
Our two-branch residual learning structure is inspired by [20] , but our work explores and extends it in a significant way on two aspects:
• Residual attention network from [20] can be considered as network-level, which changes the backbone network with increasement of convolutional layers. While, our AE-Res is designed on module-level, which is lightweight and flexible, and it doesn't change the backbone network (especially the depth), making it easily to be embedded into many 3D-CNN architectures.
• Residual attention network from [20] implements soft attention with a sigmoid layer to normalize the attentional spatial (2D) features. While, our AE-Res extends the soft attention mechanism followed by softmax to generate probability distribution of attentional features in spatiotemporal scope.
IV. NETWORK IMPLEMENTATION
Our proposed AE-I3D uses I3D ResNet-50 as the base network. For the AE-I3D model, we devise two architectures (N1 and N2, short for ''Network 1'' and ''Network 2'', respectively), as shown in Figure 4 . For the AE-Res module, we design five structures (M1 to M5, short for ''Module 1'' to ''Module 5'', respectively) according to the N1 and N2 architecture of AE-I3D, as shown in Figure 3 .
A. AE-I3D ARCHITECTURES
The proposed AE-I3D uses ResNet-50 as the backbone network. ResNet-50 network includes 5 convolutional layers, there are 3, 4, 6 and 3 residual units building up the residual layers from the second to the fifth convolutional layers (Res 2 to Res 5 ) respectively. We construct our AE-I3D via embedding AE-Res modules, and the trunk of AE-Res module reuses the network units from ResNet-50 backbone. We devise two different architectures ( Figure 4 ) of AE-I3D, based on the following considerations:
• The Res 5 layer is not used for embedding AE-Res module, because the size of feature map is too small (4 × 7 × 7), and there might be not enough spatiotemporal information. The operation of AE-Res on this layer may degrade the high-level features and lead to performance drop.
• The mask branch of AE-Res modules performs operations on the same channel size with the input. We don't use the first block of the residual layer because it increases the number of channels, which is not appropriate for embedding AE-Res module.
• The AE-I3D makes sure the feature map is enhanced before transmitted to the next residual layer, so we embed AE-Res module to the last block of residual layer, in order to provide a complete enhancement for each residual layer.
• We don't use all blocks (except the first block) of residual layer in consideration of the model complexity We use ResNet-50 as the backbone network, and devise two AE-I3D architectures (N1 and N2, short for ''Network 1'' and ''Network 2''). For architecture N1, we use one ''Res'' block to compose the trunk, and totally embed six AE-Res modules to the network; For architecture N2, we use two ''Res'' blocks to compose the trunk, and totally embed four AE-Res modules to the network. and computation. We embed AE-Res module in a regular interval among residual blocks.
• We only use one or two residual blocks for embedding the AE-Res modules in our work, because it's a flexible and effective way for embedding multiple AE-Res modules. More residual blocks for trunk can increase the convolutional layers of AE-Res module, making the origin feature map change a lot, which might degrade the effectiveness of the feature enhancement.
B. AE-Res STRUCTURES
For embedding AE-Res modules to AE-I3D, we design five different structures of AE-Res module as shown in Figure 3 , based on the following considerations: • There are one or two ''Res'' blocks in trunk, for embedding to N1 and N2 architectures of AE-I3D respectively.
• Except for ''ATTN'' and ''Softmax'' block, we add zero to two ''Res'' blocks to the mask branch, for studying the effectiveness of ''Res'' block.
• We add ''Res'' block after ''ATTN'' block in order to perform a residual learning on the attentional features extracted by ''ATTN'' block.
• We don't make the convolutional layers of mask branch deeper than the trunk's, so the number of ''Res'' blocks of mask branch is no more than the trunk's.
C. BASELINE MODEL
The baseline model of our work is shown in Table 1 , and we use 32 frames as the input. We adopt ResNet-50 [19] as the backbone network, and inflate the 2D kernels to their 3D counterparts following I3D [9] . For the 3-layer bottleneck blocks in ResNet-50, we set the convolutional kernels spatial and temporal separately inspired by recent works [11] , [53] , [54] . The three convolutional kernels are 3 × 1 × 1, 1 × 3 × 3 and 1 × 1 × 1, respectively.
V. EXPERIMENTS
In this section, we validate our proposed AE-I3D as well as AE-Res by carrying out experiments on three popular benchmarks: UCF101 [31] , and HMDB51 [32] , Kinetics [14] . We also do ablation study with different structures of AE-Res modules introduced in Section IV, and conduct the experiments with RGB-only video data, then compare with the state-of-the-art methods. Moreover, we provide the visualization of the spatiotemporal attention in video sequences for illustrating the attention-enhanced spatiotemporal representation learned by our method.
A. DATASETS UCF101 [31] and HMDB51 [32] are two classic action recognition datasets. UCF101 dataset is collected from TV channels and Internet especially the YouTube, and it contains 13,320 videos divided into 101 action categories. HMDB51 dataset is collected from movies, some public databases and online video libraries like YouTube, and it contains 6,766 videos divided into 51 action categories. We also perform our method on the new and large-scale Kinetics [14] dataset (Kinetics-400 version). The Kinetics dataset is collected from YouTube, and it contains 400 action classes with about 246K training videos and 20K validation videos. For UCF101 and HMDB51, we use top-1 classification accuracy as the evaluation metric, and for Kinetics, we measure the results of top-1 and top-5 classification accuracy.
B. EXPERIMENTAL SETUP 1) TRAINING
We firstly use Kinetics dataset to initial our experiment. We inflate 2D ResNet-50 model pretrained by ImageNet [35] to its I3D counterpart, and then finetune the model on Kinetics dataset. After the initial experiment with Kinetics, we use the generated ImageNet + Kinetics pretrained model to execute the experiments on UCF101 and HMDB51 (using the ''split1'' lists). We sample 32 frames as input with the sampling step 2 from each video clip. The input frames are scaled to the short size of [256, 320], and each frame is randomly cropped by the window size of 224 × 224. We train and evaluate our models using 4 NVIDIA GTX 1080Ti GPUs, and set batch size to 32 in training procedure. The network is trained by SGD with momentum 0.9 and weight decay 0.0001. The training procedure totally takes 40 epochs, with an initial learning rate 0.001 and reduce it by a factor of 0.1 on 20 and 30 epochs. We use PyTorch framework (version 1.0) to implement all the experiments. We also manually set the random seed and enable deterministic CuDNN algorithms to make the training and evaluation reproducible.
2) TESTING
For testing, we follow the common practice by sampling 10 clips uniformly sampled from each video. For spatial crops, we get 6 crops (two sides and the center of frames plus flipping) from each clip. We also perform spatial fully-convolutional inference [11] , [36] by scaling the shorter side of each video frame to 256. The final class scores are calculated by averaging the scores across all 60 inputs.
C. ABLATION STUDY
We study the performance of our proposed AE-I3D architectures ( Figure 4) as well as AE-Res structures (Figure 3 ) by conducting an ablation study. All the experiments of ablation study use the same experimental setups and hyper parameters. We denote our experimental models as AE-I3D Mb Na , and study a and b for different AE-I3D models. Table 2 shows the results of different AE-I3D models compared to the baseline model on UCF101 and Figure 4 and Figure 3 respectively. HMDB51 datasets. The baseline model has 27.4M parameters and 33.1B FLOPs, we can see that:
• All our five AE-I3D models perform better than the baseline model, showing that our propose method is effective with small increases in parameters and FLOPs compared to baseline model.
• For mask branch, the added ''Res'' block is effective, and it performs better with number increasing. Specifically, AE-I3D M3 N1 performs better than AE-I3D M1 N1 by using network N1. For network N2, AE-I3D M5 N2 performs best because it includes the most number of ''Res'' blocks. We don't study more ''Res'' blocks (more than 2) in mask branch in order to keep the number of convolutional layers not more than trunk's.
• For trunk, using less ''Res'' blocks means embedding more AE-Res modules, and the results show that it performs better with the number of AE-Res module increasing. That is, AE-I3D M3 N1 with 6 AE-Res modules performs best, even compared to AE-I3D M5 N2 (the most complicated model with 4 AE-Res modules).
• We also study the situation that embeds our AE-Res module to every residual block, that is, Res 2 , Res 3 and Res 4 , and 10 AE-Res modules in total which follows the design consideration of Section IV-A. The experimental results show that the performance declines (0.7% on UCF101, 0.8% on HMDB51), compared with model AE-I3D M3 N1 . The reason for this might be: firstly, the large increased parameters (1.36×) and FLOPs (1.49×) make the model hard to converge; secondly, too densely extracting and learning attention degrades the general semantic information of the feature maps. Therefore, we use the AE-I3D M3 N1 as the better model for other experiments in the paper.
We also provide the visualization of spatiotemporal attention extracted by Res 2 , Res 3 , Res 4 layers of our AE-I3D M3 N1 by using Grad-CAM [55] . The attention maps in Figure 5 show that our AE-Res module does extract the attention-enhanced spatiotemporal representation, which is critical for recognizing human action.
D. COMPARISON WITH STATE-OF-THE-ARTS 1) UCF101 AND HMDB51 Table 3 shows the comparison results of top-1 accuracy on these two datasets. We can see that our AE-I3D achieves competitive results. The best results of RGB-only models were R(2 + 1)D-RGB [53] and I3D-RGB [9] , but they used more complex models with more params or FLOPs. We note that two-stream I3D [9] obtains 98.0% on UCF101 and 80.7% on HMDB51 top-1 accuracy, and some recent works on UCF101 [59] and HMDB51 [59] , [60] , [60] - [62] even achieve better results, but they are two-stream models with pre-computed optical flow, even more extra information such as audio signals.
2) KINETICS
For the comparison with state-of-the-art methods on Kinetics, we additionally use 128 frames as the input for the experiments. The temporal downscale policy follows Table 1 , and temporal downsample is implemented at Conv 1 , Pool 1 , Pool 2 . Different from the experimental setup in Section IV, we set batch size to 8 with freezing BatchNorm parameters in training procedure. Table 4 shows comparison results of top-1 and top-5 accuracy on this Kinetics dataset. We can see that our AE-I3D model can achieve competitive results. The best results of RGB-only model were NL I3D [11] , but it used a more complex backbone model (ResNet-101). Also the best results were achieved by Attention Cluster [7] , but it's a more complicated model using RGB and optical flow plus audio signals.
VI. CONCLUSION
For action recognition, we propose an attention-enhanced 3D-CNN model, that is, AE-I3D. We also devise an attention-enhanced residual learning (AE-Res) module, for learning attention-enhanced spatiotemporal features in a two-branch residual learning way. By embedding multiple AE-Res modules, our AE-I3D can learn attention-enhanced spatiotemporal representation for action recognition. The ablation study shows that our AE-Res modules are flexible and effective. The comprehensive experiments demonstrate that our AE-I3D can achieve very competitive performance on three popular benchmarks. 
