For non-uniformly hyperbolic dynamical systems we consider the time series of maxima along typical orbits. We formulate a set of checkable conditions the dynamical system must satisfy in order for the time series (under suitable normalization) to convergence to an extreme value distribution. These conditions are based on quantitative Poincaré recurrence time statistics. For a range of applications, including Lorenz maps, Hénon maps and intermittent maps, we verify that these conditions hold. We also formulate and check corresponding conditions for suspension flows. The conditions we formulate are also suitable for numerical studies, especially for applications were analytic results are not readily available. We also study quantitative recurrence statistics of certain quasi-periodic systems.
1 Introduction and background
Extremes in dynamical systems
Consider a dynamical system (f, X , ν), where X is a d-dimensional Riemannian manifold, f : X → X a measurable transformation, and ν is an f -invariant probability measure. Assume that there is a compact invariant set A ⊂ X which supports the measure ν. We let B(x, r) = {y : dist(x, y) ≤ r} denote a closed ball in X with respect to the Riemannian metric dist(·, ·). Given an observable φ : X → R we consider the stationary stochastic process X 1 , X 2 , . . . defined as
and its associated maximum process M n defined as M n = max(X 1 , . . . , X n ).
Almost surely, M n → max φ, and hence we are interested in the existence of sequences a n , b n ∈ R such that ν {x ∈ X : a n (M n − b n ) ≤ u} → G(u),
for some non-degenerate G(u). The sequences u n := u/a n + b n are chosen so that lim n→∞ nν{x ∈ X : φ(x) > u n } → τ (u),
for some non-degenerate function τ (u). For the stochastic process defined in (1), our aim is to recover the same functions G(u) as computed in the case of independent identically distributed (i.i.d.) random variables. The case of i.i.d. random variables has been widely studied, see [24, 34, 38] , and if the limit function G(u) is a non-degenerate distribution function then the limit can only be of three following types:
Type I (Gumbel):
Type II (Fréchet):
Type III (Weibull):
for some parameters a > 0, b and α > 0. The functional form of G(u) in fact depends on τ (u), see [34] . For example, in the case of i.i.d. random variables defined by the unit exponential probability distribution P , we have that τ (u) = e −u , and P (M n ≤ u+log n) → exp(−e −u ). Type II/III distributions arise in the case where τ (u) has power law behaviour. Given a cumulative probability distribution G, we say that G follows an Extreme Value Distribution (EVD) if G is any of the three distributions above. For weakly dependent stochastic processes satisfying equation (4) , it was shown in [34] that convergence to a EVD is still valid (with the same distribution type as in the i.i.d. case) provided two probabilistic conditions D(u n ) and D ′ (u n ) are shown to hold. In the dynamical systems setting, much (recent) work has been devoted to finding conditions analogous to D(u n ) and D ′ (u n ) that ensure that (2) converges to a EVD.
Poincaré recurrence time statistics
The aim of this article is to provide a general approach and develop checkable conditions on the dynamical system which imply convergence to an EVD. The observable class we consider are those that can be written in functional form φ(x) = ψ(dist(x,x)) for some measurable function ψ : [0, ∞) → R taking its maximum at 0 (hence φ is maximized atx). When we speak of convergence to EVD, we will be interested in the convergence for ν-typical pointsx ∈ A for which φ achieves its maximum.
The conditions we develop will be applicable to a wide range of dynamical systems, including non-uniformly hyperbolic systems modelled by Young towers [42, 43] . The main conditions we require are a quantitative control on Poincaré recurrence time statistics, a control on the rate of mixing of the system (but allowing for sub-exponential mixing), and a control on the regularity of the invariant measure ν in the vicinity of the observable maxima.
For the conditions we develop, we will check them for a wide range of examples which include non-uniformly expanding maps, such as one dimensional quadratic maps [1] and systems with subexponential mixing rates (e.g. intermittency maps) [43] . We also check these conditions for systems which admit rank-one attractors and are exponentially fast mixing, see [40] . Rank one attractors include the solenoid map [30] , the Lozi map [11] and the Hénon map [2] . The conditions we develop are also applicable to other non-uniformly hyperbolic systems whose attractor has unstable dimension greater than one, and for systems with sub-exponential rates of mixing. We also extend our conditions to include flows (such as suspension flows), and we also study recurrence behaviour of quasi-periodic systems where a different form of the limit distribution function G(u) is expected (if such a limit exists).
To study extreme statistics, the main approach of this paper is to assume control of quantitative Poincaré recurrence statistics. More precisely, let us define the following sequence of sets, which we call recurrence sets: given γ ∈ (0, 1) and n ≥ 1, let E n (γ) := x ∈ X : dist(x, f j x) ≤ 1
where d is the Euclidean dimension of the space. Specifically our interest is to study the asymptotics of ν(E n (γ)) as n → ∞. To prove convergence to an EVD in the sense of establishing equation (3) (for ν-typicalx ∈ X ), we believe the following is sufficient: there exists a γ 0 ∈ (0, 1) such that for all γ < γ 0 , lim inf n→∞ log(ν(E n (γ)) −1 ) log n > 0 and lim sup n→∞ log(ν(E n (γ)) −1 ) log n < ∞.
i.e. ν(E n (γ)) → 0 as a power law. We will verify that this condition holds for a wide class of dynamical systems, such as those mentioned above. The functional form of τ (u) in equation (4) is also of relevance, and this will depend on the regularity of the observation φ and the regularity of the invariant density of ν. If ν is an SRB measure, then its local dimension will be of significance in the determination of the functional form of τ (u). We further remark that the convergence to distribution type that we obtain via equation (3) will correspond to the situation of having extremal index equal to one, see [34] . The extremal index measures the degree of clustering in a (general) time series of observations. Thus for ν-typicalx ∈ X (where φ achieves its maximum), we see that for general non-uniformly hyperbolic systems the extremal index is typically equal to one. The set of exceptional pointsx ∈ X with non-unit extremal index contains hyperbolic periodic points. It is conjectured that the set of periodic points are the only exceptions, see [23] .
We demonstrate that power law decay of ν(E n (γ)) is also amenable to numerical studies, and we confirm the power law decay property for the dynamical systems studied above. Where analytic results are not available, we also confirm that this power law decay property holds, especially for higher dimensional dynamical systems. As part of the study we include the Lorenz-63 equations [36] . This latter example is of general relevance in the prediction of extreme weather events, see [39] .
To study convergence to EVD, we also need to control the rate of mixing, and we will assume a mixing rate of sufficiently fast polynomial in order to state our results. However, it is still possible to get convergence to an EVD without mixing and we mention some examples (such as certain suspension flows).
Relevant to this article we mention the following references on extremes in chaotic dynamical systems systems [6, 9, 10, 16, 18, 19, 20, 21, 22, 28, 26, 27, 31] (amongst others). For non-uniformly expanding systems extreme value laws where first established in [10] , and the systems considered were those that could be modelled by a (one-dimensional) Young tower with exponential return times. In a later work [19] considered extremes for the Logistic family at Benedicks-Carleson parameters. Such systems can also be modelled by a Young tower, but explicit observations were considered.
Towards the ideas presented in this paper, extreme value laws for non-uniformly expanding systems were considered in [31] . The maps considered were those having invariant density absolutely continuous with respect to volume, and the system had at least a polynomial rate of mixing. Extreme value laws for suspensions flows were also considered.
In [21, 22] they showed extreme value statistics is equivalent to having return/hitting time statistics, at least for a broad class of dynamical systems and observables. Specific hyperbolic systems, such as proving extreme value laws (and hence return/hitting time statistics) for Lozi maps and billiards was done in [27] . It was later shown in [6] that certain rank-one systems admit extreme value laws. Examples include Hénon maps and systems with exponential mixing rates. The main technical steps presented in these latter articles relied on examining quantitative Poincaré recurrence estimates. For partially hyperbolic systems, [26] formulates checkable conditions on the system that ensure convergence to an EVD.
Thus, the purpose of this paper is to unify these approaches using an axiomatic approach, and show how verification of generic hypotheses (based on recurrence/mixing properties) leads to convergence to an EVD for more general non-uniformly hyperbolic systems (such as those that are not rank 1, nor have exponential mixing rates). We build upon the results in [31] in particular, and allow for systems having singularities (such as Lorenz maps), and allow for systems with SRB measures. We do not formally check, but we expect the results of [21, 22] to apply also, and hence we would establish return/hitting time statistcs too (for a broad observable class).
For quasi-periodic systems, we observe non-standard recurrence behaviour, and the limit EVD (if it exists) tends not to be one of the Types I-III. For circle homeomorphisms, results in this direction are proved in [9] . We show by an elementary argument that for circle maps there is no limiting EVD (at least for a large class of observables), and we study the quantitative recurrence statistics. A further work would be to develop an axiomatic approach to encompass systems that do not have a limiting EVD (at least for the observable classes considered in this paper).
Other recent works in the dynamical systems setting include a study of extremes for physical observables, and resp. non-smooth observables [32, 22] , extremes for systems with noise [15] , and a numerical study of the extreme distribution parameters [16, 17, 41] .
Statement of the main results
Let X be a d-dimensional Riemannian manifold, and suppose f : X → X is a local diffeomorphism with an ergodic SRB measure ν. We will assume that the system admits a Young tower with a hyperbolic product structure [42] . See Section 6 for background on SRB measures and Young towers, in particular Definitions 6.1 and 6.2. We will consider two situations. In the first, we take (f, X , ν) to be a non-uniformly expanding system. In this case we will assume that the measure ν is absolutely continuous with respect to volume m, and that ν admits a density ρ ∈ L 1+δ (m) for some δ > 0. In this case the unstable dimension ν-almost everywhere is equal to d, and for all vectors v ∈ T x X we have
In large part, extreme statistics for this class of examples was considered in [31] . However, we also study convergence to EVD when bounds on the asymptotics of ν(E n ) are sub-exponential, for example in the study of one-dimensional Lorenz maps [27] . Moreover, the main purpose of this article is to develop an axiomatic approach when (f, X , ν) is a non-uniformly hyperbolic system modelled by a Young tower, and whose invariant set A ⊂ X supports an SRB measure ν. The examples encompassed in this case include certain Axiom A systems [30, 42] and Hénon maps [2] . We now give the conditions that need to be checked in order to get convergence to an EVD of Types I-III. The key condition formulated is that of quantitative Poincaré recurrence time statistics. We slightly alter our definition of E n for purposes of stating these conditions. Let g : N → R be a monotonically increasing function and let E n be a sequence of sets defined by:
For the set E n (γ), we took explicitlyg(n) = n γ . Here, we allow for other functional forms of g(n), and consider scenarios where ν(E n ) decays to zero at a rate slower than a power law.
Dynamical assumptions on (f, X , ν).
We make the following assumptions. The functiong(n) and the sets E n are defined as in equation (6).
(H1) There exists a monotonically decreasing sequence Θ(j) → 0 such that for all ϕ 1 Lipschitz continuous and all ϕ 2 ∈ L ∞ :
where · Lip denotes the Lipschitz norm.
(H2a) (a) There exist numbers γ, α > 0 such that
(b) For all v > 0, there exists κ(v) > 0, and N := N (κ, v) > 0, such that ∀ n ≥ N :
(c) There exists a function g(n), increasing to ∞ as n → ∞, with the property that g(n) = o(g(n)), and lim n→∞ g(n)n −β = 0 for some 0 < β < γ. Moreover there exists ζ > 0 such that
(H3) There exists p > 0 such that for all δ > 1 and all continuous functions η := η(r) with the property lim r→0 η(ℓr)/η(r) = ℓ δ (∀ ℓ > 0) we have
Condition (H1) is a control on the rate of decay of correlations, see Definition 6.4 in Section 6. In condition (H2a) the quantitative control on the recurrence time statistics is precisely equation (7) . We also need sufficiently fast decay of correlations as specified by equation (9) . If Θ(n) → 0 sufficiently fast as a power law then (9) holds. In certain applications the implication in (7) is sometimes verified for a slower growingg(n), such asg(n) = O((log n) γ ) for some γ > 1. If the system has exponential decay of correlations, then this implication is usually sufficient to get the existence of a ζ > 0 in equation (9) . However, (H2a) as stated is required for systems having (at least) polynomial decay of correlations. Condition (H3) is a control of how the measure scales on small annuli. For non-uniformly expanding systems, where the density of ν lies in L p (m) for some p > 1, condition (H3) follows by Hölder's inequality. However, for general non-uniformly hyperbolic systems condition (H3) does not automatically follow from the existence of pointwise dimension. In our condition above, we just require that equation (10) holds for functions η(r) that are regularly varying with index δ. Condition (H3) could be strengthened to include other functional forms, such as η(r) = exp{(log(1/r)) 1+δ } but we will not require this in the examples we consider.
Condition (H2b) below gives an assumption on the growth ofg(n) and ν(E n ) under weak growth (resp. decay) asymptotics. These conditions will be applicable to examples where, at least analytically, we can only achieve sub-polynomial bounds for ν(E n ). In practice the rate of decay ν(E n ) may actually be faster (i.e. power law). However (H2b) will be sufficient to prove convergence to an EVD under these weaker growth/decay assumptions, provided the system has super-polynomial or exponential decay of correlations.
(H2b) (a) There exist numbers α > 1 and γ > 1 such that
(b) For all v > 0, there exists κ(v) > 0, and
(c) There exists a function g(n), increasing to ∞ as n → ∞, with the property that g(n) = o(g(n)). Moreover there exists ζ > 0 such that equation (9) is valid.
Remark 2.1. We will collectively denote (H2a) and (H2b) by (H2), unless specific reference to one of these conditions is required.
Remark 2.2. If the implication in (11) is valid under the assumption of a faster growingg(n), such asg(n) = O(n γ ), org(n) = O (exp{(log n) γ }) (for some γ ∈ (0, 1)), then equation (9) will be valid under slower decay asymptotics for Θ(n) (such as polynomial decay). We point out the interplay between the various rate functions in the proof of the Theorems in Section 5.1.
Convergence to an EVD for non-uniformly expanding systems
To keep the exposition simple, we state our main results for the explicit observable φ(x) = − log(dist(x,x)). In this case we get convergence to a Type I distribution.
Theorem 2.3. Suppose that f : X → X is a non-uniformly expanding map with ergodic measure ν having density ρ ∈ L 1+δ (m) for some δ > 0. Suppose that (H1) and (H2) hold. Givenx ∈ X , let φ(x) = − log(dist(x,x)). Then there exist constants ζ 0 , α 0 ≥ 0 such that for all ζ > ζ 0 , α > α 0 (as defined in (H2)), and for ν-a.e.x ∈ X we have
Remark 2.4. In condition (H2a) we may take α 0 = 0, but in the case of (H2b) we require a sufficiently large α 0 . In both cases the constant ζ 0 needs to be taken sufficiently large. We do not attempt to optimize the choice of these constants, but an optimization is possible from the method of proof.
This theorem extends to other functional forms of the observable. For example, suppose φ(x) = ψ(dist(x,x)), and for some positive function η(u) we have
Then we get convergence to Type I. If instead, ψ(u) → ∞ as u → 0, and there exists α > 0 such that
then we get convergence to Type II. The type III case is similar to Type II with the exception that ψ(0) < ∞. See [21, 31] for further details. We prove Theorem 2.3 in Section 5.1. Conditions (H1) and (H2) are sufficient for the convergence result to hold. Indeed there exist systems that are not-mixing (i.e. where (H1) fails), but convergence to an EVD holds. Examples include discrete and continuous-time suspensions over non-uniformly expanding systems, see [31] . For these latter examples, equation (5) is still valid. In Section 3 on applications we will show that Theorem 2.3 applies to non-uniformly expanding systems which include logistic maps [1] , Lorenz maps [25] and systems with subexponential mixing rates [43] .
Convergence to an EVD for non-uniformly hyperbolic systems
In this section we consider a local diffeomorphism f : X → X of a Riemannian manifold X equipped with Lebesgue measure m. We assume that there is a set Λ with a hyperbolic product structure, having dim(Γ u ) ≥ 1 and (f, X ν) admits a Young tower built over this set Λ, (see Definitions 6.1 and 6.2). To state our result, we take explicitly the observation ψ(u) = − log u. Analogous results hold for other functional forms, such as the case where ψ(u) is regularly varying at u = 0, see [31, 21] . Theorem 2.5. Suppose that f : X → X is a diffeomorphism modelled by a Young tower with SRB measure ν, and (H1)-(H3) are satisfied. Suppose φ : X → R is the observable φ(x) = − log(dist(x,x)) with unique maximumx. Then there exist constants ζ 0 , α 0 such that for all ζ > ζ 0 , α > α 0 (as defined in (H2)), for ν-a.e.x ∈ X , and for all ǫ > 0 we have
where G(u) = exp{−C dν (x)e −u } is the Type I Gumbel distribution. Here d ν is the ν-a.e. constant local dimension (defined atx).
Remark 2.6. In condition (H2a) we may take α 0 = 0, but in the case of (H2b) we require a sufficiently large α 0 . In both cases the constant ζ 0 needs to be taken sufficiently large.
From the definition of local dimension, we know that ∀ǫ > 0:
This is the best that can be achieved, and is a weaker statement than achieving an asymptotic of the form ν(B(x, r)) ∼ ℓ(r)r dν (for some slowly varying function ℓ(r)). It is this fact that leads to the inequality in the statement of Theorem 2.5 rather than establishing convergence in limit of ν{M n ≤ u n } for u n = u + log n. In the theory of domains of attraction, see [34, Section 1.6], necessary and sufficient conditions for convergence to an EVD of Types I-III require regular variation constraints on ν(B(x, r)) (as r → 0) in the spirit of equations (13) and (14) . Such constraints cannot be deduced from equation (15) . Theorem 2.5 is proved in Section 5.2. We will show that this theorem applies to hyperbolic billiards, Lozi maps, solenoid maps, and certain non-uniformly hyperbolic dynamical systems such as the Hénon map. In general, we expect a broad class of non-uniformly hyperbolic dynamical systems to satisfy hypotheses (H1)-(H3). Again, verification of condition (H2) via (7) is perhaps the main indicator of convergence to an EVD. Condition (H1) regarding mixing rates is known to hold for wide class of hyperbolic systems, while hypothesis (H3) is a technical constraint on how the measure ν scales on small annuli. We conjecture that (H3) holds in quite general situations provided the local dimension d ν exists and ν is SRB.
Convergence to EVD for suspension flows
Assume that f : X → X preserves the probability measure ν. We suppose that h ∈ L p ′ (ν) (for some p ′ > 1) is a positive roof function and assume further that inf h > 0. Consider the suspension space
(u ∈ Z and h : X → Z + for the discrete case). We denote the suspension (semi) flow by
On X h introduce the flow-invariant probability measure ν h given by dν × dm/h (where for the discrete case dm will denote counting measure) andh = X hdν. We will study the corresponding recurrence sets: given γ ∈ (0, 1), δ 0 > 0, and T ≥ 0, let
The choice of δ 0 is arbitrary but it will be convenient to take δ 0 ≤ inf h. We allow sup h = ∞ (as is the case for the Lorenz flow). Consider a (measurable) observation φ : X h → R and define
In [31] , it is shown that if the base transformation f satisfies convergence to an EVD, then for suitable scaling constants a T , b T , the process a T (M T − b T ) also converges in law to one of standard EVD types. In the result below, we show that power law decay of ν(E T (γ)) (in T ) for the flow g t is sufficient to ensure power law decay of E n (γ) (in n) for the corresponding base transformation f . Thus this result is useful for checking condition (H2) by working directly with the flow equations (rather than working with the Poincaré return map). If it is known that the base map has decay of correlations (so that (H1) holds) and condition (H3) holds then Theorems 2.3 and 2.5 apply to f . Hence using [31] it follows that a T (M T − b T ) converges in law to an EVD. We show (numerically) that (H2) holds for the Lorenz equations in Section 4. We summarize as follows, with proof in Section 5.
Proposition 2.7. Assume that f : X → X is ergodic, and h ∈ L p ′ (ν) for p ′ > 1. Assume also that the conditional density of ν on unstable manifolds is in L p (for some p > 1). Suppose for γ > 0 and α > 0 we have that
In [31] other metrics are considered, but for ease of exposition we state the following corollary:
, and f satisfies (H1) and (H3), with conditional density of ν in L p (for p > 1). Furthermore, suppose there exists
, and for all ǫ > 0 we have
where
Remark 2.9. For a non-uniformly expanding system, the measure ν will admit a density ρ (with respect to volume m). If this density is in L p for p > 1 then (H3) becomes redundant, and we can then take ǫ = 0 in Corollary 2.8 above.
3 Application of the main results
Extreme value laws for non-uniformly expanding systems
We consider examples of non-uniformly expanding dynamical systems that fit assumptions (H1) and (H2), and hence whose extreme statistics can be understood via Theorem 2.3. These systems will admit an invariant measure that is absolutely continuous with respect to the ambient Riemannian measure m. We will consider the following examples: uniformly expanding maps, quadratic maps [1] , expanding Lorenz maps [25] , and intermittency maps with subexponential mixing rates [43] . Extreme value laws have been proved for these systems on a case by case basis.
Uniformly expanding maps. As a simple illustration of the ideas involved we prove directly that the tent map f (x) = 1 − |1 − 2x| on [0, 1] satisfies the hypotheses of Theorem 2.3. The invariant measure ν is just Lebesgue, and this measure is mixing with exponential decay of correlations. Thus (H1) holds. To show condition (H2), we will takeg(n) = √ n. For each j, consider the set E (j) n := {x : dist(x, f j (x)) < 1/n}. Suppose I is a monotonicity sub-interval of f j and let J = I∩E (j) n . Since f j (I) = [0, 1] and f j has slope 2 j , it follows easily that |J| = O(2 −j /n). Hence, summing over all such J, we have ν(E (j)
choice ofg(n). We may now take g(n) = n 1/3 in (H2). By exponential decay of correlations, k≥g(n) Θ(k) decays to zero at a super-polynomial rate. Hence for arbitrarily large ζ in (H2), equation (9) holds. This establishes the result.
This method of approach can be used to verify (H2) for more general uniformly expanding maps, especially those that admit (a countable) Markov partition with a big image property, such as the Gauss Map and Gibbs-Markov maps. The approach is valid also for verifying (H2) in the case of expanding systems in higher dimensions, such as those modelled by a Young tower in the sense of Definitions 6.1 and 6.2 (but in the absence of stable manifolds). The Young tower construction is used for systems (f, X , ν) with no apriori Markov partition, and the key analytical steps require estimates on the measures of E n , see [10, 21, 31] .
Non-uniformly expanding quadratic maps. Consider the quadratic family f (x) = a − x 2 for x ∈ [0, 1] and parameter a ≃ 2. For a positive measure set of parameter values, it is known that f admits an absolutely continuous invariant measure ν with density ρ ∈ L 1+δ (m) for some δ > 0. Moreover the system admits exponential decay of correlations, see [42] . It was first shown by [10] that an extreme value law holds for this family of maps. In the same article other non-uniformly expanding systems with exponential decay of correlations were considered. The main argument involved estimating the measure of ν(E n ), where E n had explicit representation:
It was shown that ν(E n ) ≤ n −α for some α > 0. Thus we satisfy the assumptions of (H2b)(a), but with a stronger decay rate for ν(E n ) (power-law). The choice g(n) = (log n) 2 = o(g(n)) can be made, and using exponential decay of correlations, it follows that k≥g(n) Θ(k) decays to zero at a super-polynomial rate. Thus equation (9) holds. For the same family of quadratic maps, and for explicit observations taking maxima on the (critical) point x = 0, it was shown in [19] that extreme value laws hold. Their proof relied on the explicit recurrence statistics of the critical orbit.
One-dimensional Lorenz maps. Extreme statistics for one-dimensional Lorenz maps were established in [27] . These maps are uniformly expanding on the interval [−1, 1], but they contain a discontinuity and derivative singularity at x = 0. These maps can be modelled by a Young tower with exponential decay of correlations, [12] . Moreover the invariant measure has density in L ∞ . The recurrence sets E n considered here have the same representation as equation (19) . However, due to the derivative singularity a sub-power law estimate ν(E n ) ≤ exp{−(log n) α } is achieved (for some α ∈ (0, 1)). However this is sufficient for (H2b) to hold. Using exponential decay of correlations, and choosing g(n) = (log n) 2 , equation (9) is valid for arbitrary ζ > 0.
Related to this family, non-uniformly expanding versions of these Lorenz maps have been studied in [13] , where exponential decay of correlations is proved. To prove convergence to an EVD, it suffices to check condition (H2). We don't present the details, but the proof should follow step by step from [27 Non-uniformly expanding intermittency maps. Consider the following interval map defined for b > 0:
This map is non-uniformly expanding, and it has a neutral fixed point at x = 0. For b ∈ (0, 1), the map admits an absolutely continuous invariant measure, where the density lies in L 1+δ (m) for some δ = δ(b) > 0. The system has polynomial decay of correlations: Θ(n) = O n 1−1/b , see [43] . Using approaches from return time statistics, extreme value laws were established in [5] (via [21] ) for all b ∈ (0, 1). In our set up, the optimal range of values of b which fit conditions (H1) and (H2) are derived in [31] , and is shown to be b < b 0 with b 0 = 1/13. The derivation makes use of the following lemma which we prove in Section 5. Define E n (ǫ) := {x : dist(x, f n (x)) < ǫ}.
Lemma 3.1. Suppose f is the interval map given by equation (20) . There exists a uniform constant C > 0, such that ∀n ≥ 0, and ∀ǫ > 0 we have m(E n (ǫ)) ≤ C √ ǫ.
The proof we present in Section 5 is specific to this intermittent family, and is simpler to the proof presented in [31] , the latter done in a broader context. Using Lemma 3.1, it follows that m(E n ) ≤ Cg(n)n −1/2 , and hence by Hölder's inequality ν(E n ) ≤ C(g(n)n −1/2 ) δ ′ , for some δ ′ > 0. Thus, to ensure ν(E n ) tends to zero (in the sense of (H2a)), we must takeg(n) = n 1/2−ǫ for some ǫ > 0. Using decay of correlations, we require that for some g(n) = o(g(n)), and ζ sufficiently large: Θ(g(n)) = O(n −ζ ). This gives a bound of b < (1 + ζ) −1 once ζ is specified. The optimal (minimal) choice of ζ = ζ 0 depends on the constant δ. In Section 4 we numerically observe that ν(E n (γ)) (for γ = 0.5) decays as a power law for all b ∈ (0, 1), but the decay rate decreases as b approaches 1.
Extreme value laws for non-uniformly hyperbolic systems
In this section we consider examples of dynamical systems that can be shown to satisfy assumptions (H1)-(H3), and whose extreme statistics can be understood via Theorem 2.5. These systems admit an invariant SRB measure, and can be modelled by Young towers with exponential decay of correlations.
We consider Axiom A systems (e.g. solenoid maps), Lozi maps, dispersing billiards, and Hénon maps. In connection with verifying the conditions of Theorem 2.5 we will focus on the results obtained in [6, 27] , and show that conditions (H1)-(H3) are consistent with the recurrence properties studied in these references. For Lozi maps and dispersing billiards we will appeal directly to reference [27] . The later work [6] considered extreme statistics for general systems modelled by Young towers with exponential tails. We state the following proposition which is proved in Section 5. The proof requires some key results derived in [6] , including the Besicovich Covering Lemma [37] . Proposition 3.2. Suppose that (f, X , ν) modelled by a Young tower with exponential tails, and where the unstable dimension has dimension one. Then conditions (H1)-(H3) hold.
We remark that the conclusion of Proposition 3.2 is only applicable to rank one systems. For the examples below we explain how (H1)-(H3) are checked. Indeed for hyperbolic systems (including Axiom A systems) that are not rank one, little is known on the analytic verification of condition (H2).
The solenoid map. In R 3 with cylindrical coordinates (θ, r, z) we consider the solid torus D = {(θ, r, z) : (r − 1) 2 + z 2 ≤ R 2 } for R < 1. We define the embedded solenoid as
In order to have the map well defined we need K + λR < R and λR < K. For λ < 1 2 the solenoid attractor is defined as
and the Hausdorff dimension is given by (see [14] ):
The solenoid map admits an SRB measure ν, whose local dimension is precisely dim H (Λ). This map can be modelled by a Young tower with exponential decay of correlations, see [42] . Thus condition (H1) holds. Conditions (H2) and (H3) are proved via Proposition 3.2.
The Lozi map, the Hénon map and dispersing billiards. Convergence to extreme value laws for hyperbolic systems that include Lozi maps and planar dispersing billiards were achieved in [27] , and corresponding results for the Hénon map achieved in [6] . We briefly mention these examples. The Lozi map f is a homeomorphism of R 2 given by
For an open set of parameters this map can be modelled by a Young tower with exponential decay of correlations, see [42] . Thus condition (H1) holds. The attracting invariant set Λ supports an SRB measure whose conditional measures on unstable manifolds are uniformly equivalent to Lebesgue measure. To establish extreme value laws, it is shown explicitly in [27, Section 4.2.1] that condition (H2) holds. This is done by considering the recurrence sets:
where γ u (x) is the local unstable manifold through x (defined ν-a.e), and dist γ u is with respect to the Riemannian metric on γ u (x). If m γ u denotes the Riemannian measure on γ u (x), it was shown in [27] that m γ u (E n ) ≤ n −α for some α > 0. Condition (H2) follows from uniform equivalence of ν to m γ u . Condition (H3) on the decay of the measure on small annuli is shown to hold directly from [27, Assumption A]. In particular, (H3) follows from the uniform equivalence of the conditional measures of ν to Lebesgue measure, together with the smoothness of the holonomy map between unstable manifolds. The Hénon map f is a homeomorphism of R 2 given by
for parameters a, b ∈ R. Unlike the Lozi map, this map is non-uniformly hyperbolic. It is shown in [2] that there is a positive measure set of parameters (a ≃ 2 and |b| ≪ 1) for which the invariant set is a strange attractor (containing a dense orbit with positive Lyapunov exponent). For the same parameters, the Hénon map admits an SRB measure ν, and can be modelled by a Young tower with exponential decay of correlations, see [3, 42] . Thus condition (H1) holds. The verification of conditions (H2) and (H3) follow from Proposition 3.2, which relies on technical calculations proved in [6] . The main technical obstacles in the Hénon map being the non-invariance of the stable and unstable foliations. For planar dispersing billiard maps, the invariant measure is in fact absolutely continuous with respect to 2-dimensional Lebesgue measure, thus (H3) holds. The system can be modelled by a Young tower with exponential tails, [42] and hence (H1) applies. Finally condition (H2) is verified directly in [27, Section 4.1].
Recurrence behaviour of quasi-periodic systems
Recurrence statistics for quasi-periodic dynamical systems, such as circle homeomorphisms has been established in [8, 9] and more recently in [29] . These systems exhibit non-standard limits for the distribution of the return times. A consequence being that there is no limiting extreme value law exists for the process M n (x), at least for observables which are a function of the metric dist(x,x). This can be established using an elementary argument, and showing that the limit function G(u) in (3) is not unique. That is, we can construct exist subsequences
From the point of checking conditions (H1) and (H2), quasi-periodic systems are not mixing, and hence condition (H1) and equation (9) in (H2) are not valid. However we can still study the properties of E n (γ). Unlike hyperbolic systems, the measure of E n (γ) can abruptly change from positive to zero as n is increased (for fixed γ). To see this intuitively, first recall that the dynamical properties of quasi-periodic systems can be described in terms of their rotation number. If the rotation number is irrational then there are no periodic orbits, and therefore if E n (γ) = ∅ it will not contain periodic points. We observe that for n sufficiently large either E n (γ) is empty, quite meagre with zero measure, or has measure uniformly bounded away from zero. The latter is observed if γ is sufficiently large, or if the system has rational rotation number. From a point of view of numerical diagnostic tests for convergence to EVD, we might deduce that a sudden drop to zero in ν(E n (γ)) indicates that the statistics of extremes are governed by a non-standard law, such as those described in [8] .
Non-existence of extreme value laws for circle homeomorphisms
We consider a minimal circle homeomorphism f on S 1 = [0, 1]/(0 ∼ 1), with rotation number θ ∈ [0, 1]. Givenx ∈ S 1 and δ > 0 we letB(x, δ) denote the one-sided interval [x,x + δ]. Given ψ : R + → R, we consider the observable φ(x) = ψ(dist(x,x))1B (x,δ) (x), the processes X n (x) = φ(f n−1 (x)) and M n = max{X 1 , . . . , X n } as before. We state the following elementary result which we deduce by combining the results of [8] and [21] . The proof is given in Section 5. We remark that Proposition 3.3 applies to the particular observable supported onB(x, δ). If we replaceB(x, δ) by the standard ball B(x, δ) we expect the same result to apply. However, the proof would not automatically follow from the aforementioned references. For example in [9] they construct the sequence ǫ n using the continued fraction expansion properties of θ. For general quasi-periodic systems the existence (or otherwise) of an EVD depends on the functional form of the observable.
Properties of E n (γ) for quasi-periodic systems
In this section we consider the circle rotation map f (x) = x + θ on S 1 = [0, 1]/(0 ∼ 1), and θ ∈ [0, 1]. The results we state are also applicable to minimal circle homeomorphisms with rotation number θ. We study the decay properties of ν(E n (γ)) as n → ∞, and show that unlike for hyperbolic systems ν(E n (γ)) can abruptly drop to zero. For quasi-periodic systems, the decay properties of ν(E n (γ)) can in fact be deduced from the laws of first entrance times. In the following, we let τ r (x) denote the first entrance time to a ball B(x, r). For a wide class of dynamical systems it can be shown that
where d ν is the pointwise dimension of ν, see [4] . In general, to find bounds on the asymptotics ν(E n (γ)) from a.e. convergence of τ r (x) requires quantitative estimates on the fluctuations of τ r (x). However, as is shown in the proof of [10, Theorem 4.1], the converse can apply, and for certain non-uniformly hyperbolic systems the asymptotics of ν(E n (γ)) can be used to study statistical fluctuations of τ r (x). For circle rotations however, unique ergodicity allows us to obtain bounds on ν(E n (γ)) via the statistics of τ r (x), at least for typical rotation numbers. In [33] Proof. Clearly if θ ∈ Q then for n sufficiently large ν(E n ) = 1, but such parameters have Lebesgue measure zero. For a full measure set of parameters η = 1, and for all x ∈ S 1 we have
For all ǫ > 0, there exists r 0 such that for all r < r 0 ,
Hence by the isometric property of f , and the choice of γ it follows that ν(E n ) = 0 for all n sufficiently large.
We remark that the conclusion of Proposition 3.4 also applies to more general circle homeomorphisms, such as the Arnold Family:
In Section 4 we investigate numerically the asymptotics of ν(E n ) for these systems and confirm the results of Proposition 3.4.
Numerical examples
For a range of examples, we numerically estimate ν(E n (γ)) and show that typically the measure decays as a power law in n, especially if the system displays some degree of hyperbolicity, such as having a smooth invariant density with positive Lyapunov exponents. Hence we expect typical (hyperbolic) chaotic systems to satisfy the assumptions (H1)-(H3) that ensure convergence to an EVD.
We focus on checking condition (H2) since this quantifies the typical recurrence behaviour in X . Condition (H1) is not checked explicitly, but the numerical procedure proposed here is designed in such a way that it fails when the underlying system exhibits slow rates of mixing. On the other hand, we do not verify (H3) as it appears as more of a technical constraint on how the measure ν scales on small annuli. Indeed, condition (H3) is used in conjunction with (H2) to show how decay of correlations for Lipschitz functions can be used to estimate decay of correlations for indicator functions.
For some selected examples from Section 3, we confirm that ν(E n (γ)) decays according to our analytic results. Then we study numerically systems for which there are (to our knowledge) no bounds for ν(E n (γ)), we show that this measure decays typically as a power law. Examples include the Hénon Map (for the classical parameter values), Axiom-A diffeomorphism and the Lorenz-63 flow.
A numerical procedure to estimate ν(E n (γ))
Consider a dynamical system (f, X , ν) as in the previous sections, with X a Riemannian manifold, f : X → X a measurable transformation, and ν an f -invariant probability measure. For a ν-measurable set A we define
Birkhoff's Ergodic Theorem implies that for ν-a.e. x ∈ X ν(A) = lim
Assume now that (f, X , ν) has decay of correlations for Hölder continuous functions with rate function Θ(n) → 0 as in Definition 6.4. If the correlation decay is fast enough (e.g. |Θ(n)| = O(n −(2+ε) ) for some ε > 0), then we expect the Central Limit Theorem (CLT) to hold for the invariant measures, see [7] . When the CLT applies, the sample estimates ν est (·; N, x) are approximately normal with mean ν(·) and standard deviation
, where σ is a constant that depends on the decay of correlations.
Given a set A in X , we follow a double sampling procedure to estimate its measure. For a fixed x 0 in the support of ν, we consider its following N iterations and we estimate ν(A) bŷ ν 0 = ν est (A, N, x 0 ). We repeat this for M different starting points x 0 , · · · , x M −1 obtaining a set ν 0 ,ν 1 , . . . ,ν M −1 of M estimations. Finally, we estimate ν(A) by the sample mean
and use the sample standard deviation
to estimate the uncertainty in the approximation of ν(A).
In the following subsections we apply this procedure to estimate ν(E n ) in order to check condition (H2). In the cases with slow decay of correlations we expect the uncertainty of the estimation to behave badly. Hence, the procedure also provides an indirect check about condition (H1). . Note that the scales on both axes is logarithmic. The estimates of ν(E n (γ)) fit well to a straight line, which suggests that ν(E n (γ)) decays as a power law in n. When applying this procedure we need an initial set x 0 , · · · , x M −1 of starting points lying in the support of ν. Typically we generate x 0 by applying a transient of a few thousand iterations to a random point in X . For the rest of the points x 1 , . . . , x M −1 , we take x i = f N +1 (x i−1 ) for the sake of efficiency. In the examples below we used M = 20 samples and N = 10 4 points unless specified otherwise. The figures display the confidence intervalsν ± 1.96 × s ν as a function of n. If the estimates of ν(E n ) fit well to a straight line on a log-log plot this suggests that ν(E n ) decays as a power law in n.
Decay of ν(E n (γ)) for expanding systems
We apply the procedure described above to some examples of non-uniformly expanding dynamical systems such as uniformly expanding maps, the quadratic family and non-uniformly expanding intermittency maps. Recall that these maps fit the assumptions of Theorem 2.3, see Section 3.1 for details. Uniformly expanding maps. Consider the perturbed doubling map on the circle
where ǫ > 0 is sufficiently small. This is a uniformly expanding system and the conditions of Theorem 2.3 are satisfied. Numerically, we observe that ν(E n (γ)) for γ = 0.5 decays as a power law in n: for ǫ = 0.01 we have ν(E n (γ)) = O(n −0.48 ) and for ǫ = 0.1 we have ν(E n (γ)) = O(n −0.46 ), see Figure 1 .
The quadratic family. This map f : I → I, with I = [0, 1], is given by
There is a positive measure subset P of parameter values close to a = 4, where (f, I, ν) admits a Young tower. Here ν is absolutely continuous with respect to the Lebesgue measure, and the system admits a Young tower with exponential tails. Numerically we can explore parameter values of the family which lie out of the subset P . For instance, for a = 3.9, and γ = 0.5 we see in Figure 2 that ν(E n (γ)) decays as a power law with ν(E n (γ)) = O(n −0.36 ).
Non-uniformly expanding intermittency maps. Consider the interval map f : I → I, with I = [0, 1] and b > 0, given by
The conditions of Theorem 2.3 are satisfied for this family provided b is sufficiently small. Numerically, we observe that ν(E n (γ)) for γ = 0.5 decays as a power law for, see Figure 3 . For b = 0.1 we have ν(E n (γ)) = O(n −0.46 ), and for b = 0.7 we have ν(E n (γ)) = O(n −0.23 ). The power law weakens as b → 1 (for fixed γ). This is expected because for b ≥ 1 the invariant (physical) measure of f is no longer absolutely continuous with respect to Lebesgue: it is the Dirac measure at {0}. More importantly, this family of maps has only polynomial decay of correlations, which deteriorates as b goes to 1. In Figure 3 we can observe that there is a blow up in the confidence intervals of the estimations due to this. This demonstrates that, despite the numerical procedure focusses on checking assumption (H2), it is also sensitive to a deterioration on the decay of correlations. Hence, the procedure also provides an indirect check of assumption (H1). 
Decay of ν(E n (γ)) for non-uniformly hyperbolic systems
The numerical procedure of Section 4.1 can be applied also to systems that fit the hypothesis of Theorem 2.5. The Lozi map and the Solenoid map have been shown to fit this hypothesis in Section 3.2. As in the previous section, the numerical analysis of these two maps also shows a power decay law as expected, but these computations have not been included. In this section, let us analyse maps which are not known to satisfy (H2), such as the Hénon map (for the classic parameter values) and Axiom-A diffeomorphisms (with rank of the unstable dimension greater than one).
The Hénon map. The Hénon family is given by:
By the theory of [2, 3] it is shown that the system admits a Young tower with exponential decay of correlations. The conditions of Theorem 2.5 hold for a positive measure subset the parameter space. However this parameter set is not readily computable. It is a classical open problem to determine whether there is a strange attractor for the parameters (a, b) = (1.4, 0.3). Numerical investigations at these parameters suggest that ν(E n (γ)) = O(n −0.073 ) for γ = 0.3, and thus power law behaviour is observed, see Figure 4 . Hence we expect an extreme value law to hold. Axiom-A diffeomorphisms For non-uniformly hyperbolic systems, analytic proofs on convergence to an EVD are generally achieved for rank 1 attractors, i.e., where the dimension of the unstable conditional measures is equal to 1. However, for Axiom A systems little is known on return time statistics and convergence to EVD when the unstable dimension is greater than 1.
Consider the map in the 3-dimensional torus f : T 3 → T 3 , with T = R/Z, defined as
For ε small this map is an Anosov Map with a two dimensional unstable manifold. Our numerical computations indicate that ν(E n (γ)) = O(n −0.46 ) for ε = 0 and ν(E n (γ)) = O(n −0.33 ) for ε = 0.15. For both cases we have taken γ = 0.5. 
Decay of ν(E n (γ)) for quasi-periodic systems and flows
Circle homeomorphisms. For quasi-periodic systems, we have seen in Section 3.3 that the recurrence statistics do not conform to condition (H2), at least for typical irrational rotation numbers. We verify the behaviour of ν(E n (γ)) for the Arnold Family (26) in Figure 6 . For ω = 1/2 the map exhibits phase locking and the attractor is a period two orbit. For ω = 1/3 the family displays quasi-periodic behavior. We observe that ν(E n (γ)) takes values either equal to zero or to one as n varies, as predicted in Section 3.3.
Lorenz flow. Consider the Lorenz-63 equationṡ
with the classical parameters (σ, ρ, β) = (10, 28, 8/3) . From the resulting semi-flow we can derive two maps: a 2-dimensional Poincaré return map
defined on a section Σ transverse to the flow, and a 3-dimensional stroboscopic map
obtained by sampling the flow at multiples of a chosen sampling time τ . For the return map (33) with the section Σ = {x 3 = 30} we observe for γ = 0.3 that ν(E n (γ)) = O(n −0.23 ), see Figure 7 . Let F t denote the semi-flow of the Lorenz-63 equations. Then the measure of
can be approximated by the measure of 
Proofs of the main results
To prove Theorems 2.3 and 2.5 it suffices to check two conditions D 2 (u n ) and D ′ (u n ), which we state below. For a stochastic process {X n } define M j,l := max{X j+1 , X j+2 , . . . , X j+l }, where we will often write M 0,l as M l .
Definition 5.1. We say condition D 2 (u n ) holds for the sequence {X j } if for any integers j, l, n we have
where γ(n, j) is non-increasing in j for each n and nγ(n, j n ) → 0 as n → ∞ for some sequence j n = o(n) with j n → ∞, see [20] .
see [34] .
For the stochastic process X j = φ(f j−1 x) we sketch how D 2 (u n ) and D ′ (u n ) are used to establish an extreme value law by the following blocking argument, see [10, 27, 31] . We divide n successive observations {X 1 , . . . , X n−1 } into q blocks of length p + t, with p, q, j dependent on n, and n ∼ p(n)q(n) as n → ∞. The gap t will be large enough that successive p blocks are approximately independent but small enough so that ν(M n ≤ u n ) is approximately equal to ν(M q(p+t) ≤ u n ). Using approximate independence of p blocks it is shown in [10] that
whereΓ n = pγ(n, t) + 2p
where γ(t, n) is the bound in D 2 (u n ) for t(n) = o(p(n)). Hence, from this we deduce that
Under the assumptions of Theorem 2.3, let τ (u) = lim n→∞ nν(X 1 > u n ). We have
where C d is a constant depending only on the dimension d. Since ψ(y) = − log y, and u n = (u + log n)/d we have that τ (u) = C d ρ(x)e −u . It follows that
The proof of Theorem 2.5 is identical with the exception of quantifying the scaling law τ (u) given the bounds on the sequence u n . If φ(x) = − log dist(x,x) then we have for all ǫ > 0, and ν-a.e.x ∈ X the existence of N := N (x) such that for all n ≥ N ,
This follows from the definition of the local dimension d ν . Theorem 2.5 then follows once we prescribe that
Proof of Theorem 2.3
The proof of Theorem 2.3 amounts to checking the conditions D 2 (u n ) and D ′ (u n ) for p = n β , q = n 1−β and t = o(n β ), where β is the constant appearing in (H2).
Consider the indicator functions Φ := 1 {X 1 >un} and Ψ j,ℓ := 1 {Xj+1≤un,Xj+2≤un,...,Xj+ℓ≤un} .
Checking D 2 (u n ) is equivalent to finding an appropriate sequence γ(n, j) such that
We approximate Φ by a suitable Lipschitz function Φ B as follows. The set {X 1 > u n } is a ball of radius ℓ n := φ −1 (u n ) centered at the pointx. We define Φ B (x) to be 1 inside a ball centered atx of radius ℓ ′ n := ψ −1 (u n ) − [ψ −1 (u n )] 1+η , for some η > 0, and decaying to 0 at a linear rate so that Φ B (x) vanishes on the boundary of the set
The left hand side in (37) can be rewritten and then bounded as follows:
We have the following inequalities:
where θ := θ(d, p) > 0 depends on the dimension d and L p -space to which the density of ν belongs, and is bounded away from zero if p is bounded away from 1. Combining these inequalities with (38) and assumption (H1) gives the bound
For the sequence u n we in fact have
Pick η such that (1 + η)θ > 1. If Θ(j) → 0 at a sufficiently fast polynomial rate in j, then we can choose a sequence j n = o(n β ) such that n 2+η Θ(j n ) → 0, which implies that D 2 (u n ) is satisfied.
Proof of
To prove D ′ (u n ) it suffices to show that for a suitable function g(n) we have
We prove (40) in detail when hypothesis (H2a) is satisfied and indicate the necessary modifications for (H2b). By assumption (H2), a condition on the choice of g(n) is that g(n) = o(n β ) and g(n) = o(g(n)). The function g(n) need not coincide with the sequence t(n) chosen in D 2 (u n ).
For a function ϕ ∈ L 1 (m) we define the Hardy-Littlewood maximal function
A theorem of Hardy and Littlewood [37, Theorem 2.19] implies that
where · 1 is the L 1 norm with respect to m. Recalling
let ρ(x) denote the density of ν with respect to m and let M n (x) denote the maximal function of ϕ(x) := 1 En (x)ρ(x). For constants a, b > 0 to be fixed later consider sequences λ n = n −a and α n = ⌊n b ⌋. Inequality (41) gives
If αb − a > 1 (first constraint required on a and b), then the First Borel-Cantelli Lemma implies the existence of a number N > 0 such that for all n ≥ N we have |M αn (x)| < λ n for ν-a.e. x ∈ X . Recall in the case of Theorem 2.3 that ν is absolutely continuous with respect to m. Hence, for all n sufficiently large
Denote
, and g as defined in (H2). Since
Given the sequence α n , let k/(2v) d ∈ [α n , α n+1 ). Then (by monotonicity of g),
Applying the triangle inequality dist(x,
Since α n = ⌊n b ⌋ we have that lim n→∞ α n+1 /α n = 1. By the properties of g andg, there exists κ > 0 and a sequence c n → 0 such that for all sufficiently large α n :
Moreover, there exists N such that ∀n ≥ N we have c n κ v < 1, and hence
Applying inequality (42) gives
By definition of α andg(n) in condition (H2a), there exists β 0 < 1 such that for any β > β 0 g(k) = o(k β ). Hence the second constraint on a, b required is that 2 − a − b < 0 in order that
Simultaneous to αb − a > 1, these constraints can be satisfied given any α ∈ (0, 1), and therefore the first part of (40) is satisfied. We now use decay of correlations to prove the second part of (40) . As before we approximate the indicator function Φ := 1 {X 1 >un} by a Lipschitz continuous function Φ B , which is set equal to 1 inside a ball centered atx of radius
, for some η > 0, and decaying to 0 at a linear rate so that Φ B vanishes on the boundary of
We now take j ∈ [g(n), n]. We have the following triangle inequality:
and we estimate each term on the right hand side. By decay of correlations and for sufficiently large n:
where θ := θ(p, d) is uniformly bounded away from zero. By (H2), there exists ζ > 0 such that Θ(g(n)) = O(n −ζ−1 ) for some ζ > 0 sufficiently large. The existence of ζ 0 in the statement of Theorem 2.3 follows from the uniformity of θ, and the choice of η via the requirement θ(1+η) > 2.
For such a ζ 0 we have (for all ζ > ζ 0 ):
We now consider the case where ν(E n ) = (log n) −α , for some α > 1, and the functiong(n) is bounded by (log n) γ for some γ > 1. We let α n = e n b and λ n = n −a for some b ∈ (0, 1) and
is the corresponding maximum function as before we have:
Provided bα − a > 1, then the First Borel-Cantelli Lemma implies the existence of N > 0, such that for all n ≥ N : |M αn (x)| < λ n for ν-a.e. x ∈ M . Hence for ν-a.e.x and n sufficiently large we have
As in Section 5.1.2, let A :
Given the sequence α n , let k/(2v) d ∈ [α n , α n+1 ). Following Section 5.1.2 we obtain,
and therefore for ν-a.e.x, there exists N such that
Given γ > 1, we claim equation (45) goes to zero if α > 1 is chosen sufficiently large. From the constraints bα − a > 1, a > 0, we can choose any b so that b > (1 + a)/α. However we require b < 1. Since g(k) = o((log k) γ ), we choose a and b simultaneously so that 1 < γ < a/b, and so that the sum in equation (45) goes to zero. Thus given γ > 1, there exists α 0 , such that for all α > α 0 a simultaneous solution for a, b exists. For this choice of constants the proof of D ′ (u n ) follows as before.
Remark 5.3. Provided g(n) > (log n)γ for someγ > 1, then (H2b)(c) holds for systems with Θ(n) decaying at a rate of at least stretched exponential.
Remark 5.4. This proof extends to other asymptotic rates for ν(E n ) andg(n). For example if we takeg(n) ≤ (log n) γ for some γ > 1 and take ν(E n ) = e −(log n) a , for some a ∈ (0, 1), then we can apply the maximal function argument above by taking α n = e n b and λ n = e −n a for some a, b ∈ (0, 1). In this case for ν-a.e.x, there exists N such that
with a/b < 1. For any γ > 1, this sum goes to zero. Under these growth conditions, condition (H2b)(c) would be valid for Θ(n) super-polynomial (including all stretched exponential rates).
Proof of Theorem 2.5
We define
where B(x, r) is the ball of radius r > 0 aboutx, and γ s (x) is the local stable manifold through x, (which exists ν-a.e.). We begin with a preliminary estimate:
Lemma 5.5. Under assumption (H3) there exist constants C > 0 and 0 < τ 1 < 1 such that for any r, k:
Proof. As a consequence of property (P3) in Definition 6.2, there exists an τ ∈ (0, 1) and a C > 0 such that dist(f n (x), f n (y)) ≤ Cτ n for all y ∈ γ s (x). In particular, this implies that |f k (γ s (x))| ≤ Cτ k where | . . . | denotes the length with respect to the Lebesgue measure. Therefore, f k (B r,k (x)) lies in an annulus of width 2Cτ k around the boundary of the ball of radius r centered at the pointx. By Assumption (H3) and invariance of ν the result follows. Let α j be an increasing sequence with α j ≤ j. Then
Proof. We follow the proof of [27, Lemma 3.1] but in our case the decay of correlations need not be exponentially fast. Define the functionsΦ :
Given a reference set Λ as specified in Definitions 6.1 and 6.2, fix a reference unstable manifold γ u ⊂ Λ. By the hyperbolic product structure, for any x ∈ Λ, there existsx ∈γ u with γ s (x)∩γ u = {x}.
Define the function Ψ j,l (x, r) :=Ψ j,l (x, r). The function Ψ j,l is constant along stable manifolds in Λ. The set {Ψ j,l =Ψ j,l } consists of points (x, r) ∈ X × N, with the property that there exist x 1 , x 2 ∈ γ s (f r (x)) such that
This set is contained inside ∪ j+l k=j f −k (B un,k ). By Lemma 5.5 we have
Following the proof of [27, Lemma 3.1] we have for any α j < j, (by f -invariance of ν):
The second term on the right is bounded by:
As in the proof of Theorem 2.3 we again approximate the indicator function 1 {X 1 >un} by a suitable Lipschitz function. Condition (H3) will be important in the following lemma. Recall that φ(x) = ψ(dist(x,x)), where we take the explicit observable ψ(y) = − log(y) (for y > 0).
Lemma 5.7.
1. For ν a.e.x ∈ X , for every ǫ > 0 there exists an N ∈ N such that for all
2. Denote by S(n,x) := B(x, ℓ) \ B(x, ℓ ′ ) the annulus formed by the region between balls of radius ℓ = ψ −1 (u n ) and ℓ ′ = φ −1 (u n ) − (ψ −1 (u n )) 1+η aboutx, and for given η > 0. Then given a ′ > 0, there exists η > 0 such that
Proof. The proof follows [27] but in this case we adapt the arguments to incorporate the fact that Θ(n) need not decay exponentially fast.
(1) By the definition of d ν , for any ǫ > 0 there exists an N 1 such that for all n ≥ N 1 ,
Since we have assumed lim n→∞ nν(B(x, ψ −1 (u n ))) → τ (u), we must have lim sup n(ψ −1 (u n )) dν +ǫ ≤ τ (u). Since τ (u) > 0, this implies given η > 0 there exists
For the other direction, since lim inf
. Since η was arbitrary the result follows.
(2) The proof follows from part (1) and (H3). In particular for any η ′ > 0, choose η large enough so that
where p is the constant specified in (H3).
We approximate the indicator function Φ := 1 {X 1 >un} by a Lipschitz continuous function Φ B as follows. The set {X 1 > u n } corresponds to a ball of radius ℓ centered at the pointx. We define Φ B to be 1 inside a ball centered at x 0 of radius ℓ ′ and decaying to 0 at a linear rate on S(x, n) so that on the boundary of {X 1 > u n }, Φ B vanishes. The Lipschitz norm of Φ B is seen to be bounded by (ψ −1 (u n )) −1−η . We have the following:
which is bounded by:
Given β > 0 in (H2), set α j = j/2, and j := j n = o(n β ). Given a ′ > 1, then any η > a ′ /p will be sufficient for the conclusion of (2) in Lemma 5.7. From properties (H1) and (H2), there exists ζ 0 such that for all ζ > ζ 0 , Θ(j n ) → 0 sufficiently fast to imply nγ(n, j n ) → 0.
Proof of
The proof of condition D ′ (u n ) follows by repeating the proof of Theorem 2.3. The main modification is in the definition of the maximal function. As before we define
but this time we take ψ(y) to be the indicator function 1 En (x)ρ γ u (x), where γ u is the local unstable manifold containing x, and ρ γ u (x) the invariant density restricted to γ u . The measure m γ u is the Riemannian measure on the unstable manifold γ u . With this maximal function the same arguments used in Sections 5.1.2 and 5.1.2 apply. A minor exception being the choice of α n in the verification of D ′ (u n ), for example in equation (42) . In this case we need to take into account the unstable dimension d u rather than the Euclidean dimension d in the scaling of α n . However, the same conclusions hold.
Proof of Proposition 2.7
Proof. We prove Theorem 2.7 as follows. We introduce the projection map π h : X h → X by π h (x, u) = x forx := (x, u) ∈ X h , 0 ≤ u < h(x). To the set E n (γ) ⊂ X , we identify a corresponding setẼ n (γ) ⊂ X h by:
The setẼ n (γ) is the collection of points in X h whose projection to the base contains E n (γ) (by choice of K and using the C 1 property of the flow). Given γ > 0, we show that there exists γ ′ > 0 such thatẼ n (γ ′ ) is contained in E T (γ) modulo a set of points whose measure is O(n −α ′ ) for some α ′ > 0. Given δ > 0, we haveẼ n (γ ′ ) ⊂ A 1 ∪ A 2 where:
For A 2 we have:
By the pigeon hole principle it follows that
and therefore
where c > 0 depends on p and p ′ (the regularity of h and the density of ν respectively). Finally we have to consider the set
It suffices to consider δ 0 ≤ inf h, and for this case we have that
for some α 2 > 0. Hence provided γ ′ < min{cδ, γ − δ} it follows that there exists α ′ > 0 such that:
5. 
In particular f n | J k is a function with increasing derivative, with slope (f n ) ′ ≥ 1. We take f n (a k ) = 0, f n (a k+1 ) = 1, where it is understood on J k , that lim x→a k+1 f n (x) = 1, while on J k+1 we have lim x→a k+1 f n (x) = 0.
Suppose that there are points x
If these points exist then they are unique, and in particular
By integrating each term, we obtain:
and thus
This estimate is useful provided (a k − ǫ) is not small. Given η > 0, let k ′ = sup{k : a k < η}, and let
We estimate these sets in two different ways depending on whether n is large or small. Following [31] , the optimal choice turns out to be η = √ ǫ and so we work with this value. This would give the desired result modulo the middle term (especially when n is small).
Note that the analysis above assumes that we can always solve for such a x ± . If we cannot, then the estimates are actually improved in the sense that either E n (ǫ) ∩ J k = ∅ or J k partially crosses E n (ǫ) and the required measure would be smaller than that computed in equation (49). Suppose now that n is small with diam(P n ) > √ ǫ. By the explicit form of the intermittency map, the largest element of P n is in fact J 0 = [a 0 , a 1 ], with a 0 = 0. Hence a 1 > √ ǫ. In this case
x − = 0, and on J 0 we have f n (x) − x ≥ 2 b x b+1 . Therefore E n ∩ J 0 ⊂ {x : 2 b x b+1 < ǫ}, and so
. Therefore for n small, we have
Hence the conclusion of the Lemma follows.
Proof of Proposition 3.2
Proof. We will extract the relevant results from [6] to verify (H1)-(H3) for systems (f, X , ν) modelled by Young towers with exponential tails, where the unstable dimension has dimension one. To simplify the notation we let C i , c i > 0, i ≥ 1 denote generic system constants depending only on the map. 
Using these lemmas, we begin by verifying condition (H3). By exponential decay of correlations and Lemma 5.8 we have:
for generic constants C i , c i > 0. Thus given δ > 0, and by taking δ ′ sufficiently large, (H3) applies for all r sufficiently small. To verify condition (H2), we use Lemma 5.9 to prove powerlaw decay of ν(E n ). We will take r = 1/n. Consider the set E (j) n = {x : dist(x, f j (x)) ≤ 1/n}. Then we have:
Hence, by Lemma 5.9, we have for all x ∈Λ
In condition (H2), we have flexibility to choose p = O(r −γ ) for some γ ∈ (0, 1) sufficiently small. In fact due to exponential decay of correlations, we can choose a p with a sub-power law asymptotic (and hence work with a weaker form of (H2a)(a)). However, we will need the right hand side of equation (53) in terms of ν(B r (x)). Using [6, Lemma A.2] , it can be shown that for any s > 0, ν{x ∈ X : ν(B 2r (x)) > r −s ν(B r (x))} ≤ Cr s ,
where C is independent of r and s. Thus there is a set Λ ′ ⊂Λ, with ν(Λ \ Λ ′ ) ≤ Cr s , and such that for all x ∈ Λ ′ we have (for generic c 3 > 0):
n ∩ B r (x)) ≤ ν(B r (x))r c 3 −s .
We now estimate ν(E (j) n ) by taking a a cover of E (j) n using disjoint balls. Let C = {x ∈Λ, B r (x)} denote a cover ofΛ. By the Besicovich Covering Lemma [37] , there exists a finite number d (depending on the dimension d), and collections C 1 , . . . , Cd of balls, such that within each collection C i the balls are disjoint. Moreover ∪ i C i coverΛ, and we have the decomposition
n ∩ (Λ \Λ) .
(55)
Taking measures we obtain:
(Recalling that we have ν(Λ \Λ) ≤ Cr s 1 ). To measure the first quantity on the right hand side of equation (56), we need to take intersection of each set B r ∩ E (j) n with Λ ′ ∪ (Λ \ Λ ′ ), and apply equation (54). This gives:
where c 4 > 0 if s is chosen sufficiently small. Condition (H2a) follows directly from this estimate by summing over j ∈ [1, p] , with p = r −γ for all γ chosen sufficiently small.
Proof of Proposition 3.3
Proof. In [8, Theorem 1] , it is shown that the process ν(B(x, ǫ))τB (x,ǫ) does not converge in probability as ǫ → 0. Here τ B (x) = inf{k ≥ 1 : f k (x) ∈ B} denotes the first entrance time to B. The result is proved by characterizing the possible limits of ν{x : ν(B(x, ǫ))τB (x,ǫ) ≤ u} as ǫ tends to zero along some specified subsequence ǫ n . The limit functions G(u) are piecewise linear and continuous. The precise form of G(u) depends on the sequence ǫ n . To prove the proposition it suffices to show how this result leads to a non-unique limit for the extreme value law. The argument follows [21, Theorem 2] where in this case we use a contrapositive approach to show non-existence of the extreme law. We give the key steps. First note that given u ∈ R, there exists v ∈ R such that nν{x : φ(x) > u n } → u, where u n = v a n + b n .
This follows from the [21, Lemma 2.1], the only difference here being that we have an adjusted observable taking non-zero values on a one-sided neighbourhood of the maximumx. Now, given a sequence {ǫ n } with ǫ n → 0, let ℓ n = ⌊u/ρ(x)ǫ n ⌋. Here ρ(x) is the density of ν atx. By minimality of the circle homeomorphism, the density is a continuous function. Using equation (58), and Lebesgue's Differentiation Theorem it follows that ψ −1 (u ℓn ) ∼ ǫ n . To relate the extremal process M n (x) to the first entrance time τB (x,ǫ) (x) we have the following:
{x : ψ(dist(f j (x),x))1B (x,ǫ) (x) ≤ u ℓn } = {x : τB (x,ψ −1 (u ℓn )) (x) ≥ ℓ n }.
Taking ǫ along the subsequence ǫ n corresponding to the limit distribution where the first entrance time statistics is G(t), we claim that nu{x : M ℓn (x) ≤ u ℓn } converges to G(t). Since different subsequences give different limits for ν{M ℓn ≤ u ℓn } the result follows. We can write ν τB (x,ǫ) ≥ t ν(B(x, ǫ)) = ν{M ℓn ≤ u ℓn } + ν{τB (x,ǫ) ≥ ℓ n } − ν{M ℓn ≤ u ℓn } + ν τB (x,ǫ) ≥ t ν (B(x, ǫ) ) − ν τB (x,ǫ) ≥ ℓ n .
We show that the second and third terms on the right go to zero. The left hand term converges to G(t) by choice of the sequence ǫ n . Since ℓ n ∼ u/ν(B(x, ǫ)) it follows that for some sequence η n → 0 the third term on the right of equation (59) is bounded by:
|ν{τB (x,ǫ) ≥ ℓ n } − ν{τB (x,ǫ) ≥ (1 + η n )ℓ n }|, and is in turn bounded by |η n |ℓ n ν(B(x, ǫ)) ∼ |η n |u → 0. To bound the second term on the right of equation (59), we have |ν{τB (x,ǫ) ≥ ℓ n } − ν{M ℓn ≤ u ℓn }| = |ν{τB (x,ǫ) ≥ ℓ n } − ν{τB (x,ψ −1 (u ℓn )) ≥ ℓ n }|, and this is bounded above by:
ν(f −j (B(x, ǫ)△B(x, ψ −1 (u ℓn ))) = ℓ n ν(B(x, ǫ)△B(x, ψ −1 (u ℓn ))
(where △ denotes the symmetric difference). This completes the proof.
6 Appendix: Background on non-uniformly hyperbolic dynamical systems
In this section we describe what is meant by a hyperbolic product structure and a Young tower for a non-uniformly hyperbolic system (f, X , ν). The axiomatic set up below is described in detail in [42] , but we recall these properties and discuss their implication on the statistical properties of f .
Definition 6.1 (Hyperbolic product structure [42] ). We say that a set Λ ⊂ X has a hyperbolic product structure if there exist a continuous family of unstable disks {Γ u } and a continuous family of stable disks {Γ s } such that (i) There exists τ ∈ (0, 1), C > 0, such that for all γ s ∈ Γ s , and all x, y ∈ γ s , we have dist(f n (x), f n (y)) ≤ Cτ n . A corresponding property holds on each γ u in backward time.
(ii) We have dim(γ u ) + dim(γ s ) = d = dim(X ).
(iii) Each disk in {Γ u } is transversal to each disk in {Γ s }, with angles uniformly bounded away from zero within the disk families. Each disk γ u meets each disk γ s in exactly one point.
We now describe the Young tower structure for (f, X , ν). For each γ ∈ Γ u , we let m γ denote the Riemannian measure on this disk. The Lebesgue measure on X will be denoted by m.
Moreover, the conditional measures of ν on unstable manifolds are absolutely continuous with respect to the Riemannian measures on these manifolds.
Relevant to the results of this paper, we describe two further statistical aspects: that of pointwise dimension of ν, and decay of correlations for (f, ν). , r) ) log r ,
provided the limit exists.
If ν is an SRB measure, then d ν (x) exists and is constant for ν-a.e. x ∈ X , [35] .
Definition 6.4 (Decay of correlations). Given β ∈ (0, 1), let (H β , · β ) denote the Banach space of β-Hölder continuous functions. We say that (f, ν, X ) has decay of correlations in H β with rate function Θ(n) → 0 if for all φ 1 ∈ H β and all φ 2 ∈ L ∞ we have
The function Θ(n) is independent of φ 1 and φ 2 once β is fixed.
In [42, 43] the following asymptotic on Θ(n) is achieved: given (H β , · β ), there exists a constant C β > 0 such that Θ(n) ≤ C β k≥n m γ {x ∈ γ ∩ Λ, R(x) > k}, for some γ ∈ Γ u .
