Abstract Several techniques have been used for estimation of peak outflow from breach when dam failure occurs. This study proposes using a generalized regression artificial neural network (GRNN) model as a new technique for peak outflow from the dam breach estimation and compare the results of GRNN with the results of the existing methods. Six models have been built using different dam and reservoir characteristics, including depth, volume of water in the reservoir at the time of failure, the dam height and the storage capacity of the reservoir. To get the best results from GRNN model, optimized for smoothing control factor values has been done and found to be ranged from 0.03 to 0.10. Also, different scenarios for dividing data were considered for model training and testing. The recommended scenario used 90% and 10% of the total data for training and testing, respectively, and this scenario shows good performance for peak outflow prediction compared to other studied scenarios. GRNN models were assessed using three statistical indices: Mean Relative Error (MRE), Root Mean Square Error (RMSE) and Nash -Sutcliffe Efficiency (NSE). The results indicate that MRE could be reduced by using GRNN models from 20% to more than 85% compared with the existing empirical methods.
Introduction

Background
Dams are multipurpose structures that are constructed to improve the human life. It is built for producing of hydroelectric power, economic improvement, providing water for irrigation and water supply and flood control (Hooshyaripor et al. 2014) . Therefore, dams are essential element of infrastructure for any country (Wahl 2010) . But the huge water volume that is retained in the reservoir can produce a serious flood to the properties and population in the downstream area if a sudden released for the stored water may occur (Razad et al. 2013) . Therefore, the study of dam break is considered significantly necessary in order to determine the peak outflow and associated Emergency Action Plan (EAP) (Wahl 2010) . Dam break analysis includes three main stages: estimation of geometric breach parameters, hydrologic breach parameters and downstream flood routing. Physical model and numerical modelling techniques can be used to study dam break analysis. The numerical modeling is considered as a better and cheaper alternative because of the high cost of the physical model (Wahl 2010) . Prediction of peak outflow (Qp) from breached embankment dams is an important procedure for emergency action plan preparation and risk assessment (Singh 1988) . Therefore, the development of simple and precise approaches to deal with such problems has been the focus of many of contributions to the literature in the last decades (Coleman et al. 2002; Froehlich 1995; Hooshyaripor et al. 2014; Tingsanchali and Chinnarasri 2001; Xu and Zhang 2010) .
Over the past decades, investigation has been done on cohesive and noncohesive embankment dams by using experimental researches which were accomplished to explain the breach development process. Additionally, these experimental works contribute to provide the data which needed for numerical and statistical studies (Coleman et al. 2002; Gaucher et al. 2010) .
Furthermore, some analytical and numerical tools have been used to solve the Sainte Venant equations in order to study and analysis the flood wave that caused by a dam break Tsai 2005; Xia et al. 2010) . Additionally, peak outflow hydrograph, velocity determination along the distance and time and inundation area have been estimated numerical methods that solve the shallow water equation (Liang et al. 2007; Gallegos 2009) . A more reasonable methodology considers the mean velocity of flow or mean shear stress an independent variable to determine the eroding capacity of flow (Macchione 2008) . But the field and experimental works prove that this methodology may be suitable for a few phases of the breach development and cannot apply it for all breach development phases (Wahl 1998 ).
Problem Statement
The statistical analysis approach is considered as a traditional approach or method that be used to predict the flow and dam breach characteristics. In this method, reservoir characteristics such as the depth and volume of water were taken as the dependent variables to determine the flow characteristics and breach parameters (USBR 1982; MacDonald and Langridge-Monopolis 1984; Evans 1986; Xu and Zhang 2010; Pierce et al. 2010 ). Preferred equations can be obtained from case study analysis when the database of dam failure cases is well documented (Xu and Zhang 2010) . Following the 1970s, different observational equations have been produced utilizing regression analysis as shown in Table 1 . These relations with low levels of complexity are still necessary, especially when detailed simulations are not intended or impossible to apply easily or conveniently (Froehlich 2008) . Given the usefulness of the results of these studies it should be stressed that in most of the cases the conclusions were derived either from a small number of failure events or from incidents under very diverse conditions (Tsakiris and Spiliotis 2013) . Therefore, these relations need to be represented with the relevant uncertainty such as confidence limit. For instance, Wahl showed that the uncertainties of peak outflow predictions associated with a number of these relations were larger, hence predictions of peak outflow had an uncertainty of approximately ±0.3 to ±1 order of magnitude. However, the Froehlich peak outflow relation had the lowest uncertainty . Pierce et al. (2010) applied the uncertainty analysis used by Wahl (2004) to some new developed relations and showed their uncertainty bands were consistently between 0.45 and 0.6 order of magnitude. Froehlich (1995) evaluates the uncertainty of the parameters in breach formation relations which form the shape of a trapezoid. He used the expected values of breach parameters with their variances in stochastic models for dam breach flooding using a Monte Carlo simulation approach. The results of his research represented probability distributions of peak outflow rates covering all potential outcomes of the flood model where peak values were more than two and one half times the mean value. The uncertainty of these equations is coming from limited data sets and their low adaptability to data varieties. Also, the current databases incorporate few instances of large dam failures, so they do not envelop a wide scope of included variables (Nourani et al. 2012) . In this way, the mathematical statements which are created in view of such restricted databases cannot be dependable much for most cases.
Because of the high nonlinearity relationships of dam breach parameters and their variation with time, the estimation of these parameters is considered very complex. Therefore, the blackbox models can be used as an alternative approach if the suitable database exists. In the blackbox approach, the inputs and targets inside the model are mapped directly without detailed consideration of the internal structure of the physical process. Artificial Neural Network (Hakimzadeh et al. 2014) .
ANN recently attracted the attention of many researchers in this field due to its data driven nature, model-free form estimations, and tolerance to data errors (Babaeyan et al. 2011; Hooshyaripor and Tahershamsi 2012; Hooshyaripor et al. 2014; Nourani et al. 2012) . In a recently developed ANN model, Nourani et al. (2012) collected data from historical cases, laboratory, and a physically based numerical model and employed ANN to simulate outflow hydrograph from the earth dam breach. The sensitivity analysis of their work confirmed that both water depth in the reservoir and reservoir volume at the time of failure are the most important physical parameters compared to others when dealing with the breach process.
The neural network technique was adopted to peak outflow from dam breach estimation and it is found with good accuracy compare with the regression method. But this ANN technique used only the depth and volume of water in the reservoir at the time of dam failure as input parameters in the multilayer neural network. The depth and volume of water behind the dam at the time failure are difficult to obtain for any existing dam under operation. This defect in the existing ANN models for peak outflow estimation required to modify by including new parameters that can be easy to obtain, such as dam height, storage capacity of the reservoir. Additionally, Generalized Regression Neural Network (GRNN) that usually adopted for function approximate and don't address in this field, could enhance the degree of accuracy of peak outflow predicated and give more allowance to select variables to predict peak outflow values.
Objectives
The objectives of this study can be summarized as follows:
1-To introduce GRNN as a new technique to predict the dam breach parameters with more accuracy compared with the existing approaches. 2-To introduce new parameters for dam breach parameters estimation which is not used before.
Data Collection and Available Approaches
The estimation of the outflow from the dam break phenomena is the key information for delineating the area at risk and the estimation of the accessible warning time and associated potential consequences (Wahl 2010; Tsakiris and Spiliotis 2014) .
A few physically-based models that simulate the dam breach formulation are accessible in the literature (Cristofano 1965; Ponce and Andrew 1981; Fread 1984 Fread , 1993 Hanson et al. 2005) . They depend on sediment erosion, water discharge equations, but these models still have a poor understanding of the breach formulation (Wahl 2004) .
The proposed Methodology that shows in Fig. 1 below, utilizes a database, including more than 140 real dam failures gathered from various sources. (Froehlich Froehlich 1995; Pierce et al. 2010; Singh 1988; Tahershamsi et al. 2003; Wahl 1998; Xu and Zhang 2010] .
A large portion of the current techniques is utilizing regression analysis to represent the peak discharge value which resulted from a dam breach as a function of the depth of water behind the dam, the volume of water in the reservoir at the failure time. As shown in Table 1 , the outcomes of the numerous regression analysis reported are exhibited to incorporate the prediction equation, and the number of case studies investigations utilized as a part of the analysis. Wahl (1998 Wahl ( , 2004 introduced the case study data that utilized by the past researcher to obtain equations that can be used to predict the peak discharge of the dam breach.
3 Artificial Neural Network
General
Neural Networks are commonly thought as black boxes trained to a particular function on a substantial number of data tests. It is a data handling worldview, which is propelled by the way natural biological nervous systems process information. It is made out of countless interconnected handling components (neurons) working as one unit to solve different problems. Neural systems have impressive capability to get significance from confounding or loose information and they can be utilized to concentrate designs and recognize patterns that are too complicated to be in any way observed by either people or other computer strategies). The general architecture of the neural network has three layers of neurons, including input, hidden and output layers. Numerous hypothetical and laboratory researches were explained that the ANN with one hidden layer is adequate to approximate the function which has a complex nonlinearity. It is likewise proposed that a furthest point for the numbers of neurons in the hidden layer be lesser than 2n + 1, where n is the input neurons number (Hecht-Nielsen 1987) . There are numerous types of ANN, for example, Feed Forward Neural Networks, Radial Basis Neural Networks and Generalized Regression Neural Networks (GRNN) (Cigizoglu 2004; Cigizoglu and Alp 2005) .
Generalized Regression Neural Networks
GRNN is a sort of new neural system introduced first time by Specht. GRNN has a similar design to multilayer perceptron neural network (MLNN), yet there is an essential distinction between them. MLNN perform data characterization where the objective variable is categorical, though GRNNs perform regression where the objective variable is consistent. GRNN is equipped for evaluating any approximate function of the past recorded data.
GRNN is an alteration of the radial basis function neural networks (RBFNN), which depends on kernel regression networks (Celikoglu 2006; Cigizoglu and Alp 2005) . A GRNN does not need an iterative preparing methodology as back propagation networks. It approximates any discretionary function has two or more variable vectors, drawing the function evaluate used in the training stage, the estimation error approaches zero, with just gentle straightforwardly from training stage. Furthermore, it is steady that when the large data was limitations on the function (Celikoglu 2006) . A GRNN comprises of four layers: input layer, design layer, summation layer and the output layer. general structure of the GRNN that was used in this study. The GRNN is considered as the standardized RBFNN in which there is a unit centered at each training. The network design is a one-pass learning algorithm with a very parallel structure. Indeed, even with a meager data in a multi-dimensional estimation space, the calculation gives smooth moves starting from one target value to another. The algorithmic structure can be utilized for any regression problem as a part of which a supposition of linearity is not verified. The GRNN is a comprehensive approximate for smooth function, so it is equipped to solve any smooth function estimation problem (Disorntetiwat 2001) . The feedforward backpropagation technique execution is extremely delicate to arbitrarily appoint initial weight values. In any case, this issue was not confronted in GRNN simulation (Celikoglu 2006) . Specht explains that the GRNN does not require an iterative preparing strategy as in the backproliferation technique. The problem of local minima that occurred in training stage is not exist in GRNN procedure. Consequently, the GRNN was given preference rather than feedforward backpropagation. The number of data units in the input layer relies upon the aggregate number of the used parameters. The input layer is connected with the pattern layer and in this layer every neuron shows a training pattern and its output.
The pattern layer is connected to the summation layer. The summation layer has two distinct sorts of summation, which are a division unit and summation units. The summation and output layer together perform a standardization of output data. When the network is training, radial basis is utilized in the hidden layer, while the linear activation function is used in the output layer. Each two neurons in the summation layer (S and D) are connected with one unit in the pattern layer. S summation neuron processes the entirety of the weighted output of the pattern layer, while D summation neuron is utilized to compute unweighted output. (Kim et al. 2004 ). The output value from the GRNN model is determine by using the following equation
Where: n: No. of training cases, m: No. of output data. The term of (x i -x ij ) is equal to the difference between the training data x ij and the point of estimation x i of the ith data.
The accuracy of the function that resulted from GRNN training stage is affected by the smoothing factor s which equal to the standard deviation σ. The nature of the data is the main factor that effect on smoothing factor value selection. For example, the large value of smoothing factor is suitable for the irregular data, while a small value must be selected for the regular data in order to obtain a good performance of the GRNN.
The GRNN is chosen in this study because of its fast learning and ability to converge to the optimal regression surface. Basically, GRNN is a technique for assessing any function given just a training data. Because of the probability density function being obtained from the training without any biases about its shape, the framework is perfectly general. There is no issue if the functions are made out of numerous disjoint nonGaussian locals in any number of measurements, and in addition those of easier dispersions (Wasserman 1993) .
ANN Models Development
For development of ANN models, three scenarios have been used to divide the data of dam failure for training and testing phases. In the first scenario, 85% of the data is used for training while the remaining 15% is used for testing. For the second scenario, 87.5% of the data is used for training while the remaining 12.5% is used for testing While in the last scenario, 90% of the data is used as for training and 10% for testing. To get more accurate results and make the neural network more efficient, a preprocessing step must be done on the network variables. It is frequently helpful, before training the network, to scale the inputs and targets so that they generally fall inside a predetermined limit. In the present study, the inputs and targets have been scaled to make it fall in the range − 1 and +1. This preprocessing step can be done by using the following equation:
Where: X is the standardized value of Xi, X min is the minimum value of data and X max X min is the maximum value of data.
The principle explanation behind standardizing the data is that the variables are normally measured in various units. By this step, the level difference between the data can be avoided (Sudheer et al. 2002; Romesburg 1984) .
After simulation, all the output values are de-standardized by multiplying it by with respective standardization factor to get actual peak outflow discharge values. This step helps the neural network training to be more efficient (Demuth and Beale 2001) .
The performances of the developed GRNN models were evaluated by using a variety of standard statistical performance evaluation measures. Three statistical performance indices are presented as shown below:-1-Mean Relative Error (MRE): measures the mean relative error between the observed and the predicted values.
2-Root Mean Square Error (RMSE): measures the root square of the mean error the observed and the predicted values.
3-Nash -Sutcliffe Efficiency (NSE): this coefficient of efficency is calculated as:
4-Mean Absolute Error (MAE): measures the mean absolute error between the observed and the predicted values.
where: x o is the observed values, x p is the predicated values and x m is the average of the observed values. The values of NSE are ranged from -∞ to 1 (perfect fit). When the value of NSE is less than zero, the average values of the observed peak outflow would have been a better predictor than the model. These statistical parameters are calculated using the observed and estimated peak outflow data from the GRNN and other existing method.
To obtain more accurate results with GRNN, using the optimum value of the smoothing control factor (spread) is required. Therefore, to achieve the efficient GRNN model, a sensitivity analysis was conducted for different values of smoothing control factor.
Results and Discussion
Six GRNN models for prediction of peak outflow from breach of failed dams were conducted with different input variables. Also, these models have been compared with the exist linear regression analysis methods that used for peak outflow estimation. The results and details of each model are shown below:
Water Depth in the Reservoir (Hw) Model
This model used the water depth at the upstream (Hw) for peak outflow prediction when the dam is fail. Several investigators used a linear regression analysis to develop a relationship between H w and Q p such as kirkpartic, the Soil Conservation Service, USBR and Singh and Snorrason. Figure 3a shows the MRE of the different scenarios which used for this model. It can be seen from Fig. 3a that the best performance of the GRNN could be resulted when 90% of data is used for the training and 10% for the testing and this data division is found to give the best accurate results when used in other proposal GRNN models. Also the results for this model shows that the optimum value of the smoothing factor is 0.07. Fig. 4a shows the comparison between the performance of GRNN model and the existing empirical equation. As can be seen from Fig. 4a , the GRNN model show more accurate predication compared to the other tested models where the peak outflow values that estimated using GRNN models are ranging with ±20% of the best fit line. For more judgment, the statistical analysis was conducted and the results are shown in Table 2 . It can be seen that using GRNN model can reduce the value of MRE in the prediction of peak outflow by (67.4%, 50.5%, 57.1%, 48.3% and 68.3%) compared with using Kirkpatik, SCS, Bureau of Reclamation and, Singh and Snorrason and Pierce equations respectively.
Volume of Water Behind the Dam (Vw) Model
Empirical equations that represent the peak outflow as a function of the water volume at the upstream at the time of dam failure have been introduced by Singh and Evans. Figure 3b illustrates the variation of the MRE with different values of the spread and for different percentages of testing ratio. It is clear that the best value of the spread which can be used to build the GRNN model is 0.03. Figure 4b shows the performance of the GRNN model and the Evans equation for predication of the peak outflow depending on the volume of water behind the dam. It is very clear that the performance of GRNN model is better than the regression analysis equation where the peak outflow values that estimated using GRNN models are ranging with ±20% of the best fit line. The statistical indices which for the testing phase are shown in Table 2 . The 
Vw and Hw Model
In this model volume and depth of water behind the dam at the time of failure have been taken as an input parameters to predict the peak outflow from dam breach. Many researchers have found a relationship between (Qp) and (Vw, Hw) by using regression analysis, such as Froehich in 1995 and Pierce in 2010. From Fig. 3 -c, the optimum value of the smoothing factor to get best GRNN model is 0.10 when using 10% of the total data for testing. Figure 4c shows that the GRNN model gave a better prediction of peak outflow than the existing methods Also, it is clear from these Figures that the peak outflow values that estimated using GRNN models are ranging with ±20% of the best fit line. The statistical evaluation of the GRNN model and other equation for Qp prediction are shown in Table 2 . Also, it shows that the GRNN can reduce the MRE of the Qp prediction by more 53.7% and 69.5% compared with the Froehlich and Pierce equations respectively.
Dam Factor Model
Empirical equations that represent the peak outflow as a function of dam factor (the product of volume and depth of water in the reservoir at time failure) have been introduced by Hagen. He Figure 3d shows the value of the smoothing factor that can be used to build the GRNN model for the best prediction and it is found to be 0.08. When this this value is used, the MRE of Qp prediction can be reduced by (42.9%, 50.86% and 42.8%) compared with Costa and MacDonald, Langridge-Monopolis and Pierce respectively, as shown in the Table 2 above. Also, it is very clear from Fig. 4d above that the GRNN line close to the best fit line compared to the other method which are far from the best fit line.
Reservoir Storage (S) Model
In this model reservoir storage capacity is taken as inputs or depended variable to estimate the peak outflow when dam beak occur. Figure 3e illustrates the relationship between MRE and spread value which used in GRNN model building for different percentages of testing data. From this figure the value of the spread founded equal to 0.05 when the testing data is equal to 10% of the total data of recorded dam failures database. Fig. 4e shows the results of a comparison between the performance of GRNN and other method. As can see from Fig. 4e that the all the predicted values of Qp using GRNN are ranging with ±20% of the best fit line. The MRE and other performance indices are shown in Table 2 . The MRE was reduced by (88.8% and 25.4%) from Costa and MacDonald and Langridge-Monopolis methods respectively.
Reservoir Storage (S) and Height of Dam (Hd) Model
In this the peak outflow from breached dam was estimated depended on the reservoir storage and dam height. From the literature, the most know equations for the relationship between (Qp) and (S,Hd) were found by Hagen and Costa. Therefore, the results of GRNN model have been compared with results of these two methods. After the optimum value of the spread was found equal to 0.03 as shown in Fig. 3f . The GRNN was applied and the results have been extracted and compared to the other method as illustrated in Fig. 4f . Table 2 shows the statistical parameters that results from GRNN and regression analysis methods which used to predicate the peak outflow. The MRE was reduced by (20% and 76%) for Costa and Hagen methods respectively.
Conclusion
Due to the importance of emergency action plan preparation and risk assessment at the time of dam failure, development of simple and precise prediction models for the peak outflow of breached embankment dams have been a challenge in the recent decades. The present study developed a generalized regression artificial neural network model to predict the peak outflow from dam breach. And compare the results with the results of the existing empirical methods. The problem of peak outflow prediction from the breached dam was undertaken and the analysis was done using more than 140 recorded failed dams around the world which collected from literatures. Different ratios for dividing the data into training and testing data were used. The optimum results can be gated when the data divided into 90% for training and 10% for testing. The ratio allows for the neural network to train and learn more and more to get good results compared to the other ratio.
The values of MRE, RMSE and NSE which results from the analysis show the potential of using GRNN as a predictive tool for peak outflow prediction. Also, the results indicated that the MRE of peak outflow prediction that estimated the regression analysis methods can be reduced from 20% to more than 85%.
