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Two-phase flow with surfactants: Diffuse interface models
and their analysis
Helmut Abels ∗ Harald Garcke ∗ Kei Fong Lam ∗ Josef Weber ∗
Abstract
New diffuse interface and sharp interface models for soluble and insoluble surfac-
tants fulfilling energy inequalities are introduced. We discuss their relation with the
help of asymptotic analysis and present an existence result for a particular diffuse
interface model.
1 Introduction
Surface active agents (or commonly known as surfactants) are compounds that are able
to lower the surface tension between fluidic interfaces, and thus have found numerous
applications in both biological systems and industrial processes.
For systems with two or more immiscible fluids, surfactants can be broadly classified
into two types: insoluble and soluble. In the latter case, surfactants can exist in both
the bulk fluid phases and also on the fluid interfaces, but in the former case, insoluble
surfactants will only exist on the interfaces. When introduced to a multi-fluid system, the
soluble surfactants may migrate towards the fluid interfaces and are incorporated to the
interface by the process of adsorption.
One of the simplest model of adsorption dynamics is that studied by Ward and Tordai
[28] and is defined on (0,∞) with the interface at the origin:
∂tc = D∂xxc for x > 0, t > 0, ∂tc
Γ = D∂xc at x = 0, t > 0,
lim
x→∞
c(x, t) = cb for t > 0, c(x, 0) = cb, c
Γ(0) = 0.
Here, c and cΓ denote the concentration of the bulk and interfacial surfactants, cb is the
initial and far-field boundary condition, D denotes the diffusion coefficient, and the term
D∂xc is a source term for the surfactant concentration on the interface stemming from the
surfactant flux in the bulk. In their work, Ward and Tordai derived an equation relating
the interfacial surfactant concentration cΓ(t) and the surfactant concentration of the sub-
layer c(0, t), where the sub-layer is defined as the bulk region immediately adjacent to
the interface. To solve for cΓ(t), Ward and Tordai assumed that the sub-layer and the
interface are in thermodynamical equilibrium, and thus postulates a relation between cΓ(t)
and c(0, t), which is given by
cΓ(t) = g(c(0, t)) (1)
for some function g. This functional relation is termed adsorption isotherm [14], which
relates the interfacial concentration with the sub-layer concentration.
A key assumption in the work of Ward and Tordai is that the interface and the sub-
layer are in equilibrium, that is, the process of adsorption is fast compared to the kinetics
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in the bulk regions. This case is called instantaneous adsorption or diffusion controlled
adsorption. However, there are systems in which instantaneous adsorption is not valid, for
example in the context of ionic surfactants [12], and in these situations a closure relation
akin to (1) between c(0, t) and cΓ(t) is not available. For such cases, which we denote as
non-instantaneous adsorption or dynamic adsorption, we will have to postulate alternative
closure relations.
Two-phase flow with surfactant is classically modelled with moving hypersurfaces de-
scribing the interfaces separating the two fluids. In [16], the following sharp interface
model for a domain Ω containing two fluids of different mass densities in the presence of
soluble surfactants is derived. We denote by Ω−(t), Ω+(t) the domains of the fluids which
are separated by an interface Γ(t):
div v = 0 in Ω±(t), (2a)
∂t(ρ˜±v) + div (ρ˜±v ⊗ v) = div (−pId+ 2η±Dv) in Ω±(t), (2b)
∂•t c± = div (M
±
c ∇G′±(c±)) in Ω±(t), (2c)
[v]+− = 0, v · ν = V on Γ(t), (2d)
[pId− 2ηDv]+−ν = σ(cΓ)κν +∇Γσ(cΓ) on Γ(t), (2e)
∂•t c
Γ + cΓ divΓ v − divΓ (MΓ∇Γγ′(cΓ)) = [Mc∇G′(c)]+−ν on Γ(t), (2f)
∓α±M±c ∇G′±(c±) · ν = −(γ′(cΓ)−G′±(c±)) on Γ(t). (2g)
Here v denotes the fluid velocity, ρ˜± and η± are the constant mass densities and
viscosities of the fluids, respectively, Dv = 12(∇v + (∇v)⊤) is the rate of deformation
tensor, p is the pressure, Id is the identity tensor, ∂•t (·) = ∂t(·) + v · ∇(·) is the material
derivative, c± are the bulk densities of the surfactants, M
±
c are the bulk mobilities, and
G± are the bulk free energy densities.
On the interface, V is the normal velocity, ν is the unit normal on Γ pointing into Ω+,
cΓ is the interfacial surfactant density, γ(cΓ) is the interfacial free energy density, σ(cΓ) :=
γ(cΓ) − cΓγ′(cΓ) is the density dependent surface tension, κ is the mean curvature of Γ,
∇Γ is the surface gradient operator, divΓ is the surface divergence, MΓ is the interfacial
mobility, and α± ≥ 0 are kinetic factors which are related to the speed of adsorption.
Equations (2a) and (2b) are the classical incompressibility condition and momentum
equation, respectively. The mass balance equation for bulk surfactants is given by (2c).
Equation (2d) states that the interface is transported with the flow and that not only the
normal components but also the tangential components of the velocity field match up.
The force balance on the interface (2e) relates the jump in the stress tensor across the
interface to the surface tension force and the Marangoni force at the interface. The mass
balance of the interfacial surfactants is given by (2f), and the closure condition (2g) tells us
whether adsorption is instantaneous (α = 0, an isotherm is obtained) or dynamic (α > 0,
the mass flux into the interface is proportional to the difference in chemical potentials).
To see this, suppose the process of adsorption at the interface is instantaneous, i.e.,
fast compared to the timescale of convective and diffusive transport in the bulk regions.
This local equilibrium corresponds to the case that the bulk chemical potential G′±(c) and
the interface chemical potential γ′(cΓ) are equal, which is the case if we set α = 0 in (2g)
(we here only consider one of the bulk phases adjacent to the interface and, for simplicity,
drop the subscript ±). We obtain the following relation
γ′(cΓ) = G′(c) ⇐⇒ cΓ = g(c) := (γ′)−1(G′(c)), (3)
where g : R+ → R+ is strictly increasing. This function g plays the role of various
adsorption isotherms which state the equilibrium relations between the two densities.
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Isotherm Henry Langmuir
Relation Kc = c
Γ
cΓ
M
Kc = c
Γ
cΓ
M
−cΓ
γ(cΓ)− σ0 BcΓ(log cΓcΓ
M
− 1) B
(
cΓ log c
Γ
cΓ
M
−cΓ
+ cΓM log(1− c
Γ
cΓ
M
)
)
G(c) Bc(log(Kc)− 1) Bc(log(Kc)− 1)
σ − σ0 −BcΓ BcΓM log
(
1− cΓ
cΓ
M
)
Table 1: Possible functional forms for γ and G to obtain the Henry and Langmuir adsorp-
tion isotherms and equations of state. See [16] for the details regarding the Freundlich,
Volmer and Frumkin isotherms.
The novelty of the model (2) is two-fold; we can realise various adsorption isotherms by
choosing appropriate functional forms for the free energy densities G and γ, see Table 1
below and also [16, Table 2.1] for examples. Moreover, with positive values of α, we can
include the effects of non-equilibrium adsorption dynamics, and thus (2) is a generalisation
of the model studied in [9, 10] to the case of dynamic adsorption. Furthermore a model
involving insoluble surfactants easily arises by setting c± = M
±
c = 0 and neglecting (2g)
in (2).
In Table 1 the functional forms for γ and G for the Henry and Langmuir adsorption
isotherms are stated. Here, cΓM is the maximum interfacial surfactant density, K is a
constant relating the surface density to the bulk density in equilibrium, σ0 denotes the
surface tension of a clean interface, and B is the sensitivity of the surface tension to
surfactant. We point out that the model (2) satisfies the second law of thermodynamics
in an isothermal situation in the form of an energy dissipation inequality (under suitable
boundary conditions), cf. [16, 19],
0 =
d
dt
([∑∫
Ω±
(
ρ˜±
2 |v|2 +G±(c±)
)]
+
∫
Γ
γ(cΓ)
)
+
∫
Γ
MΓ
∣∣∇Γγ′(cΓ)∣∣2
+
∑(∫
Ω±
(
η± |Dv|2 +M±c
∣∣∇G′±(c±)∣∣2
)
+
∫
Γ
1
α±
∣∣γ′(cΓ)−G′±(c±)∣∣2
)
.
(4)
The model (2) constitutes a free boundary problem, in which the interface Γ(t) is unknown
a priori and has to be computed as part of the solution. For numerical simulations of two-
phase flow with surfactants based on the above models, we refer the reader to the work of
[7, 8].
A second approach is to model the dynamics is to relax the immiscibility assumption
of the fluids, and assume that there are some microscopic mixing of the macroscopically
immiscible fluids. This replaces the hypersurface description with a interfacial layer of
small and finite width. Within this layer the fluids are assumed to be mixed and thus we
have to account for the mixing energies. These models are commonly termed as diffuse
interface or phase field models, and at the core of these models is an order parameter
which takes distinct constant values in the bulk phases and varies smoothly across the
interfacial layer. A first diffuse interface model for two-phase flows with matched densities
was proposed by Hohenberg and Halperin [20]. For different densities, Lowengrub and
Truskinowsky [23] proposed a thermodynamically consistent quasi-incompressible model
based on a mass-averaged velocity which is not solenoidal. Meanwhile, Abels, Garcke and
Gru¨n [1, 2] derived a diffuse interface model for unmatched densities with a solenoidal
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velocity field based on a volume-averaged velocity. In contrast to the model of Ding, Spelt
and Shu [13] which also employs a volume-averaged solenodial velocity field, the model of
Abels, Garcke and Gru¨n is thermodynamically consistent and fulfills local and global free
energy inequalities. The goal is to derive thermodynamically consistent diffuse interface
models for two-phase flow with soluble surfactants, using the model of Abels, Garcke and
Gru¨n [1] as our basis.
2 Diffuse interface models
At the core of any diffuse interface model lies the Ginzburg–Landau functional
E(ϕ) :=
∫
Ω
(
ε
2
|∇ϕ|2 + 1
ε
ψ(ϕ)
)
.
Here, ϕ : Ω → R denotes the order parameter used to distinguish the bulk fluid phases,
ε > 0 is a parameter related to the thickness of the interfacial layer, and ψ is a potential
with two equal minima (which we will take to be ±1). Through the work of Modica and
Mortola [24], it is well-known that the Ginzburg–Landau functional E(ϕ) converges to a
multiple of the perimeter functional of the set {ϕ = 1} in the sense of Γ-convergence.
Hence E is often used to approximate the surface energy on the interface. Let us denote
by δΓ the Hausdorff measure restricted to Γ, and by χΩ± the characteristic function of
the set Ω±. With the help of [6, §2.7 and Theorem 2.8] (see also [21, Appendix B]) the
surfactant subsystem (2c), (2f), (2g) can be reformulated into an equivalent distributional
form
∂t(χΩ±c±) + div (χΩ±c±v − χΩ±M±c ∇G′±(c±)) = δΓj±, (5a)
∂t(δΓc
Γ) + div (δΓc
Γ
v − δΓMΓ∇γ′(cΓ)) = −δΓ(j− + j+), (5b)
j± =
1
α±
(γ′(cΓ)−G′±(c±)). (5c)
The idea of [16] is to replace the distributions δΓ and χΩ± with regularisations δε(ϕ,∇ϕ)
and ξ±,ε(ϕ) indexed by the width of the interfacial layer ε > 0. This is done in the spirit
of the so-called diffuse domain approach [22, 26]. For a rigorous treatment of the diffuse
domain approach in the limit ε → 0 we refer the reader to [4, 11, 15]. One example of a
regularisation δε is the Ginzburg–Landau density
δε(ϕ,∇ϕ) =W
(
ε
2
|∇ϕ|2 + 1
ε
ψ(ϕ)
)
,
1
W :=
∫ 1
−1
√
2ψ(s)ds.
In the following, we will rescale the potential ψ so that W = 1. Meanwhile, we can take
ξ−,ε(ϕ) =
1−ϕ
2 and ξ+,ε(ϕ) = 1 − ξ−,ε. Then, for α± > 0, the diffuse interface model for
soluble surfactants of [16] (denoted as Model A) in the case of dynamic adsorption is given
as (dropping the subscript ε from ξ±,ε and δε)
div v = 0, (6a)
∂t(ρv) + div (ρv ⊗ v) = div
(
−pId+ 2η(ϕ)Dv + v ⊗ ρ˜+−ρ˜−2 m(ϕ)∇µ
)
(6b)
+ div
(
σ(cΓ)(δ(ϕ,∇ϕ)Id − ε∇ϕ⊗∇ϕ)) ,
∂•t ϕ = div (m(ϕ)∇µ), (6c)
µ+ div (εσ(cΓ)∇ϕ) = σ(c
Γ)
ε
ψ′(ϕ) +
∑
ξ′±(ϕ)(G±(c±)−G′±(c±)c±), (6d)
4
∂•t (ξ±(ϕ)c±) = div (M
±
c (c±)ξi(ϕ)∇G′i(c±)) (6e)
+ 1
α±
δ(ϕ,∇ϕ)(γ′(cΓ)−G′±(c±)),
∂•t (δ(ϕ,∇ϕ)cΓ) = div
(
MΓ(c
Γ)δ(ϕ,∇ϕ)∇γ′(cΓ)) (6f)
− δ(ϕ,∇ϕ)
∑
1
α±
(γ′(cΓ)−G′±(c±)),
where the density ρ(ϕ) and viscosity η(ϕ) are defined as
ρ(ϕ) :=
ρ˜+ − ρ˜−
2
ϕ+
ρ˜+ + ρ˜−
2
, η(ϕ) :=
η+ − η−
2
ϕ+
η+ + η−
2
. (7)
Equations (6a) and (6b) are the incompressibility condition and the phase field momentum
equations, respectively. Equation (6c) together with (6d) forms a Cahn–Hilliard type
equation which governs how the order parameter evolves and equations (6e) and (6f) are
the bulk and interfacial surfactant equations, respectively. In (6d), the variable µ is often
denoted as the chemical potential, and in (6c), m ≥ 0 denotes a mobility for ϕ. The above
model (6) is derived by modifying the approach of Teigen et al. [27] for the surfactant
subsystem such that the following energy inequality is obtained (under suitable boundary
conditions):
0 =
d
dt
∫
Ω
(∑
ξ±(ϕ)G±(c±) + δ(ϕ,∇ϕ)γ(cΓ) + ρ(ϕ)
2
|v|2
)
+
∫
Ω
(
m(ϕ) |∇µ|2 + 2η(ϕ) |Dv|2 +MΓδ(ϕ,∇ϕ)
∣∣∇γ′(cΓ)∣∣2)
+
∫
Ω
∑(
M±c ξ±(ϕ)
∣∣∇G′±(c±)∣∣2 + δ(ϕ,∇ϕ)α±
∣∣γ′(cΓ)−G′±(c±)∣∣2
)
.
(8)
Here, we observe the similarities between (4) and (8). In particular, δ(ϕ,∇ϕ)γ(cΓ) can be
seen as an approximation of the interfacial surfactant energy density.
In the case of instantaneous adsorption for both fluid phases, that is, when the sub-
layers in both bulk phases are in equilibrium with the interface, the ansatz is to assume that
the chemical potentials γ′(cΓ) and G′±(c±) are equal on the interface. We can introduce
the chemical potential as a new continuous variable q and consider this as an unknown
field and define the surfactant densities c±, c
Γ as functions of q:
c±(q) := (G
′
±)
−1(q), cΓ(q) := (γ′)−1(q), (9)
for strictly convex free energies G± and γ. The surfactant densities are well-defined as the
derivatives G′± and γ
′ are monotone and one-to-one. Then, summing (6e) and (6f) leads
to one equation for q:
∂•t
(
ξ−c−(q) + ξ+c+(q) + δc
Γ(q)
)
= div
((
M−c ξ− +M
+
c ξ+ +MΓδ
)∇q) . (10)
We define the surface tension σ˜(q) by
σ˜(q) := σ(cΓ(q)) = γ(cΓ(q)) − qcΓ(q). (11)
Then the diffuse interface model for soluble surfactants of [16] (denoted as Model C) in
the case of instantaneous adsorption consists of (6a)-(6d) and (10) (with σ˜ replacing σ in
(6b) and (6d), and q replacing G′±(c±) in (6d)).
It is also possible to consider a model which has instantaneous adsorption in Ω+ and
dynamic adsorption in Ω−. In this case we use (3) to express c
Γ as a function of c+, and
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add (6f) to the equation (6e) for c+. This yields a equation in c+ that is coupled to the
equation of c− via a source term
1
α
δ(G′+(c+) − G′−(c−)). This is denoted as Model B in
[16].
In [16], for the choice of a degenerate mobility m(ϕ) = (1 − ϕ2)+ = max(0, 1 − ϕ2),
it has been shown via the method of formally matched asymptotic expansions that the
sharp interface model (2) with α± > 0 is recovered from Model A in the limit ε→ 0, and
analogously (2) with (3) instead of (2g) is recovered from both Model C and Model A
with the particular scaling α± = ε. We point out that the same sharp interface models
can be recovered from (6) if we consider the choice m(ϕ) = εm0 for some positive constant
m0 > 0.
In terms of the mathematical analysis of the aforementioned diffuse interface models,
the main difficulty lies in getting a compactness result for the surfactant densities. Take
for example Model C with constant mobilities M±c = MΓ = 1 and equal bulk energy
densities G− = G+ (and hence c−(q) = c+(q) =: c(q)). Then, Model C admits an energy
identity of the form
0 =
d
dt
∫
Ω
(
G(c(q)) + δ(ϕ,∇ϕ)γ(cΓ(q)) + ρ(ϕ)
2
|v|2
)
+
∫
Ω
(
m(ϕ) |∇µ|2 + 2η(ϕ) |Dv|2 + (1 + δ(ϕ,∇ϕ)) |∇q|2
)
,
(12)
where we used ξ− + ξ+ = 1. If γ is bounded from below by a positive constant, then one
obtains spatial estimates for ϕ in H1(Ω), and compactness with respect to time follows
from standard arguments. However, any time compactness for q has to come from equation
(10), which now reads as
∂•t
(
c(q) + δ(ϕ,∇ϕ)cΓ(q)) = div ((1 + δ(ϕ,∇ϕ))∇q) .
This is not a trivial matter as |∇ϕ|2 appears under the time derivative, and thus com-
pactness with respect to the strong topologies for ∇ϕ has to be derived beforehand. The
appearance of |∇ϕ|2 under the time derivative comes from the fact that we used
∫
Ω
γ(cΓ(q))
(
ε
2
|∇ϕ|2 + 1
ε
ψ(ϕ)
)
(13)
as an approximation to the interfacial surfactant energy. An alternative is to model the
interfacial surfactant energy with the help of the functional
∫
Ω
(
ε
2
|∇ϕ|2 + d(q)
ε
ψ(ϕ)
)
, with d(q) := h(q)− h′(q)q, h(q) := (σ˜(q))2, (14)
i.e., h is the square of the surface tension σ˜ and d is the Legendre transform of the square
of the surface tension. The difference between the original approximation (13) and the
alternate approximation (14) is that there are no functions involving q that are multiplied
with |∇ϕ|2. Heuristically, we have transferred the interfacial surfactant energy from the
gradient part all onto the potential part. It turns out that the correct prefactor in front of
the potential part is the Legendre transform of the square of the surface tension if we want
to recover the appropriate sharp interface model. Consequently, following the derivation
in [1, 16], we obtain the model (denoted as Model D hereafter)
div v = 0, (15a)
∂t(ρv) + div (ρv ⊗ v) = div
(
−pId+ 2ηDv + v ⊗ ρ˜+−ρ˜−2 m(ϕ)∇µ
)
(15b)
6
+ div
((
ε
2
|∇ϕ|2 + (σ˜(q))
2
ε
ψ(ϕ)
)
Id− ε∇ϕ⊗∇ϕ
)
,
∂•t ϕ = div (m(ϕ)∇µ), (15c)
µ− (σ˜(q))
2
ε
ψ′(ϕ) = −ε∆ϕ+
∑
ξ′±(ϕ)(G±(c±(q))− qc±(q)), (15d)
∂•t
(
2
ε
ψ(ϕ)σ˜(q)cΓ(q) + ξ−(ϕ)c−(q) + ξ+(ϕ)c+(q)
)
(15e)
= div
((
M−c ξ−(ϕ) +M
+
c ξ+(ϕ) +
2
ε
MΓσ˜(q)ψ(ϕ)
)
∇q
)
.
Let us point out the main differences between (15) and Model C. For the equation involving
the chemical potential µ, the surface tension is only paired with ψ′(ϕ). This is also the
case in the momentum equation. Meanwhile, in the surfactant equation, the prefactor
δ(ϕ,∇ϕ) = ε2 |∇ϕ|2 + 1εψ(ϕ) is replaced by 2εψ(ϕ)σ˜(q). Unlike in the previous models
where the surface tension appears as a common factor in both the gradient term and the
potential term, in this new model, we have transferred the prefactors all onto the potential
term. As we will discuss in Section 3, this causes the interfacial thickness to depend on
the chemical potential q (specifically see (24)). We point out that a similar situation also
occurs when the interfacial energy depends on the orientation of the interface, see Garcke,
Nestler and Stoth [17] for example.
Under suitable boundary conditions, Model D (15) admits the following energy identity
0 =
d
dt
∫
Ω
(
ρ(ϕ)
2
|v|2 + ε
2
|∇ϕ|2 + d(q)
ε
ψ(ϕ) +
∑
ξ±(ϕ)G±(c±(q))
)
+
∫
Ω
(
2η(ϕ) |Dv|2 +m(ϕ) |∇µ|2 +
(∑
M±c ξ±(ϕ) +
2
ε
MΓσ˜(q)ψ(ϕ)
)
|∇q|2
)
,
where d(q) is defined in (14). The above energy identity will be useful to show the exis-
tence of weak solutions to a simplified version of (15) in Section 4 below. For numerical
computations based on the models discussed in this section, we refer to [5, 16].
3 Sharp interface limit
The sharp interface limit of diffuse interface models can be derived with the method of
formally matched asymptotic expansions, which is described in detail in [1, 16, 18]. In this
section, we derive the sharp interface limit for Model D. The procedure is similar to the
one performed for Model C in [16], and so, in the following we only give a brief overview
of the analysis. We make the following assumptions:
σ˜(s) > 0 ∀s ∈ R, ψ(±1) = ψ′(±1) = 0, ψ(s) > 0 ∀s 6= ±1,
ξ−(1) = 0, ξ−(−1) = 1, ξ+ = 1− ξ−, m(ϕ) = εm0,
where m0 > 0 is a fixed constant. The idea of the method is as follows: We assume that
for small ε, the domain Ω can be divided into two open subdomains Ω±(t; ε) at each time,
separated by an interface Γ(t; ε). There exists a family of solutions (ϕε, µε,vε, pε, qε) to
(15), sufficiently smooth and indexed by ε such that the solutions have asymptotic expan-
sions in ε in the bulk regions (away from Γ(t; ε) which are denoted as outer expansions)
and another set of expansions in the interfacial regions (close to Γ(t; ε) which are denoted
as inner expansions). The idea is to analyse these expansions order by order in suitable
transition regions where they should match up.
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For convenience, we define the flux
F :=
(∑
M±c ξ±(ϕ) +
2
ε
MΓσ˜(q)ψ(ϕ)
)
∇q. (16)
Outer expansions. For uε = u(t, x; ε) ∈ {ϕε, µε,vε, pε, qε} we assume the following
asymptotic expansion exists:
uε(t, x) = u0(t, x) + εu1(t, x) + h.o.t.,
where h.o.t. denotes terms of higher order in ε. Due to the definition of the flux F , we
assume it has an outer expansion of the form
F ε(t, x) =
1
ε2
F
b
−2 +
1
ε
F
b
−1 + F
b
0 + h.o.t.,
where for instance
F
b
−2 = 0, F
b
−1 = 2σ˜(q0)ψ(ϕ0)MΓ(c
Γ(q0))∇q0.
To leading order (15d) gives
h(q0)ψ
′(ϕ0) = (σ˜(q0))
2ψ′(ϕ0) = 0.
Since h > 0, this implies that ψ′(ϕ0) = 0 and we choose ϕ0 to be the stable minima
of ψ, which are ±1. This allows us to define (suppressing the the dependence on time)
Ω− := {x ∈ Ω : ϕ0(x) = −1} and Ω+ := {x ∈ Ω : ϕ0(x) = 1} as the bulk fluid regions.
Then, as ϕ0 = ±1 and ψ(±1) = 0, the term div (( ε2 |∇ϕ|2 + (σ˜(q))
2
ε
ψ(ϕ))Id) on the right-
hand side of (15b) does not contribute to leading order. Furthermore, as the mobility is
scaled with ε, the terms involving m also do not contribute to leading order. Hence, we
obtain from (15a) and (15b) the incompressible Navier–Stokes equations (2a)-(2b) in Ω±.
As ψ(±1) = 0 and so F b−1 = 0, to leading order (15e) yields a trivial identity. Note that
ψ(±1) = ψ′(±1) = 0 implies that
F
b
0 =
∑
ξ±(ϕ0)M
±
c (c±(q0))∇q0, (17)
and so to first order we obtain from (15e)
∂•t
(
ξ−(ϕ0)c
−(q0) + ξ+(ϕ0)c
+(q0)
)
= divF b0
= div
(
ξ−(ϕ0)M
−
c ∇q0 + ξ+(ϕ0)M+c ∇q0
)
,
where we have used ψ(±1) = ψ′(±1) = 0. Then, using the properties of ξ± we obtain
∂•t c±(q0) = div (M
±
c (c±(q0))∇q0) in Ω±. (18)
Inner expansions and matching conditions. We assume that the zero level sets of
ϕε converge to some limiting hypersurface Γ moving with a normal velocity uΓ as ε→ 0.
Let d(t, x) denote the signed distance function to Γ with the convention d(t, x) > 0 for
x ∈ Ω+, and setting z(t, x) = d(t, x)/ε as the rescaled signed distance function, we can
express functions u(t, x) close to Γ in a new coordinate system as U(t, s, z), where s
denotes the tangential spatial coordinates on Γ. Introducing the normal time derivative
∂◦t (·) = ∂t(·) + uΓ · ∇(·), one obtains the following transformations
∂tu = −1
ε
uΓ∂zU + ∂
◦
t U + h.o.t., ∇xu =
1
ε
ν∂zU +∇ΓU + h.o.t.,
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where ν = ∇xd is the unit normal pointing into Ω+, and ∇Γ is the tangential gradient on
Γ. The inner expansions of uε ∈ {ϕε, µε,vε, pε, qε} takes the form
uε(t, x) = U(t, s, z; ε) = U0(t, s, z) + εU1(t, s, z) + h.o.t.,
with corresponding inner variables U ∈ {Φ,Ξ,V , P,Q}. For the flux F (16) we assume
the following inner expansion
Fε(t, x) =
1
ε2
F
i
−2(t, s, z) +
1
ε
F
i
−1(t, s, z) + F
i
0(t, s, z) + h.o.t.,
where for example
F
i
−2(t, s, z) = 2σ˜(Q0)ψ(Φ0)MΓ(c
Γ(Q0))∂zQ0ν. (19)
We further assume that Φ0(t, s, 0) = 0, which arises from the assumption that the zero
level set of ϕε converge to Γ. In order to match the inner expansions valid in the interfacial
region to the outer expansions we employ the following matching conditions [18]:
lim
z→±∞
U0(t, s, z) = u
±
0 (t, x), limz→±∞
∂zU0(t, s, z) = 0, lim
z→±∞
∂zU1(t, s, z) = ∇u±0 · ν,
lim
zto±∞
F
i
−2(t, s, z) = 0, lim
z→±∞
∂zF
i
−2(t, s, z) = 0, lim
z→±∞
F
i
−1(t, s, z) = 0,
lim
z→±∞
F
i
0(t, s, z) = (F
b
0 )
±(t, x),
where u±0 (t, x) := limδ→0 u0(t, x ± δν(x)) for x ∈ Γ such that x + δν(x) ∈ Ω+ and
x + δν(x) ∈ Ω−, and we have used that F b−2 = F b−1 = 0. Then, to leading order (15e)
yields ∂zF
i
−2 · ν = ∂z(F i−2 · ν) = 0, which implies that F i−2 · ν is constant in z. For any
tangential vector τ , we have by definition (19) that F i−2 · τ = 0. Thus, by the matching
conditions we obtain that F i−2 ≡ 0, which in turn implies that
∂zQ0 = 0 whenever |Φ0| < 1. (20)
To leading order (15d) yields
∂zzΦ0 − (σ˜(Q0))2ψ′(Φ0) = 0. (21)
We consider the function φ(z) satisfying
φ′′(z) = ψ′(φ(z)), lim
z→±∞
φ(z) = ±1, φ(0) = 0. (22)
For the double-well potential ψ(s) = 14(1− s2)2, the solution is φ(z) = tanh(z/
√
2) whose
derivative satisfies
lim
t→±∞
t
∣∣φ′(t)∣∣2 = 0. (23)
We now set
Φ0(t, s, z) = φ(σ˜(Q0(t, s))z). (24)
A short calculation shows that Φ0 indeed solves (21) with Φ(t, s, 0) = 0. Here we point out
that, in the asymptotic analysis of Model A and Model C, Φ0 is a function depending only
on z, and so (21) is a new feature of Model D, which states that the interfacial thickness
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depends on q. Multiplying (21) with ∂zΦ0, integrating over z and applying the matching
conditions leads to the equipartition of energy:
1
2
|∂zΦ0|2 (t, s, z) = (σ˜(Q0))2(t, s)ψ(Φ0)(t, s, z),
with
∫
R
|∂zΦ0|2 (t, s, z) dz = (σ˜(q0))2
∫
R
2ψ(φ(σ˜(q0)z) dz = σ˜(q0),
(25)
where for the last equality a change of variables t 7→ σ˜(q0)z and the fact that ψ is rescaled
so that
∫
R
2ψ(φ(t)) dt =
∫ 1
−1
√
2ψ(s) ds = 1 are used. Using (9), (11) and (14), we obtain
the relations:
h′(q) = 2σ˜(q)σ˜′(q), σ˜′(q) = γ′(cΓ(q))(cΓ)′(q)− cΓ(q)− q(cΓ)′(q) = −cΓ(q).
Using (14), this leads to the correct formula for the total energy across the interface:
∫
R
1
2
|∂zΦ0|2 + d(q0)ψ(φ(σ˜(q0)z)) dz = σ˜(q0)− σ˜′(q0)q0 = γ(cΓ(q0)).
Meanwhile, to leading order, we obtain from (15a), (15c) that
∂zV0 · ν = 0, (−uΓ + V0 · ν)∂zΦ0 = m0∂zzΞ0.
Integrating and applying matching conditions leads to [v0]
+
− · ν = 0, and simultaneously
v0 · ν = uΓ and ∂zΞ0 = 0 (see [1] for more details). Using ∂zQ0 = ∂zV0 · ν = ∂zΞ0 = 0
and (21), to leading order (15b) yields 0 = ∂z(η(Φ0)∂zV0). Integrating with respect to z
and applying the matching conditions yields ∂zV0 = 0 and hence [v0]
+
− = 0. Next, using
that F i−2 = 0, ∂zQ0 = 0, ∇ΓQ0 ·ν = 0, uΓ = v0 ·ν and that ν is independent of z, to first
order (15e) gives
0 = ∂zF
i
−1 · ν = 2∂z(σ˜(Q0)ψ(Φ0)MΓ(cΓ(Q0))∂zQ1).
Integrating with respect to z and the properties of σ˜ and ψ yield that
∂zQ1 = 0 whenever |Φ0| < 1.
To first order (15d) gives
Ξ0 −
∑
ξ′±(Φ0)(G±(c±(Q0))−Q0c±(Q0))
= h(Q0)ψ
′′(Φ0)Φ1 + h
′(Q0)Q1ψ
′(Φ0)− ∂zzΦ1 + ∂zΦ0κ,
(26)
where we used that divΓ (∂zΦ0ν) = ∂zΦ0 divΓ ν = −∂zΦ0κ with the mean curvature κ.
Multiplying (26) with ∂zΦ0, writing f
′(Φ0)∂zΦ0 = ∂zf(Φ0) for f ∈ {ξ±, ψ′}, integrating
with respect to z, integrating by parts for the right-hand side, using ∂zΞ0 = ∂zQ0 =
∂zQ1 = 0, (21), (25), and applying the matching conditions and the properties of ξ±, ψ
and ψ′ at ±1 gives
2µ0 − [G(c(q0))− q0c(q0)]+− − σ˜(q0)κ =
∫
R
(∂zzΦ0 − h(Q0)ψ′(Φ0))∂zΦ1 dz
+ [h′(Q0)Q1ψ(Φ0)− ∂zΦ0∂zΦ1 + h(Q0)ψ′(Φ0)Φ1]z=+∞z=−∞ = 0.
That is, we obtain 2µ0 = σ˜(q0)κ+ [G(c(q0)) − q0c(q0)]+− as a solvability condition for Φ1.
To first order (15a) gives ∂zV1 ·ν = −divΓ V0. Furthermore, since ∂zΞ0 = 0 and ∂zV0 = 0,
the term div (v ⊗m(ϕ)∇µ) in the momentum equation (15b) does not contribute to the
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first order inner expansion. Similarly, uΓ = v0 · ν implies that the left-hand side of (15b)
also does not contribute. Using ∂zV0 = 0 the first line of the right-hand side of (15b)
gives to first order
−[p0Id− 2ηDv0]+−ν
after integrating with respect to z and matching, see [1, 16] for more details. Meanwhile,
for the second line on the right-hand side of (15b) we obtain to first order
∂z
(−∂zΦ0∂zΦ1 + h(Q0)ψ′(Φ0)Φ1 + h′(Q0)Q1ψ(Φ0)) ν − ∂z(∂zΦ0∇ΓΦ0)
+∇Γ
(
1
2
|∂zΦ0|2 + h(Q0)ψ(Φ0)
)
− divΓ (|∂zΦ0|2 ν ⊗ ν).
Note that after integrating with respect to z and applying the matching conditions, the
first term vanishes. Furthermore, it can be shown using a change of variables and (23)
that
[∂zΦ0∇ΓΦ0]z=+∞z=−∞ = ∇Γσ˜(q0)[(φ′(σ˜(q0)z))2σ˜(q0)z]z=+∞z=−∞ = ∇Γσ˜(q0)[t(φ′(t))2]t=+∞t=−∞ = 0.
Meanwhile, by the equipartition of energy (25) we obtain
∫
R
∇Γ
(
1
2
|∂zΦ0|2 + h(Q0)ψ(Φ0)
)
− divΓ (|∂zΦ0|2 ν ⊗ ν) dz
= ∇Γσ˜(q0)− divΓ (σ˜(q0)ν ⊗ ν) = ∇Γσ˜(q0) + σ˜(q0)κν,
and thus to first order we obtain from (15b) the condition
[p0Id+ 2η
(i)
Dv0]
+
−ν = σ˜(q0)κν +∇Γσ˜(q0).
Using uΓ = v0 · ν and F i−2 = 0, to second order (15e) gives
∂◦t g(Φ0, Q0) + V0 · ∇Γg(Φ0, Q0) + V1 · ν∂zg(Φ0, Q0) = ∂zF i0 · ν + divΓ F i−1,
where we set g(Φ0, Q0) = 2ψ(Φ0)σ˜(Q0)c
Γ(Q0). Furthermore, using that ∂zQ0 = ∂zQ1 = 0,
we compute that
F
i
−1 = 2ψ(Φ0)σ˜(Q0)MΓ(c
Γ(Q0))∇ΓQ0.
Then, integrating with respect to z and applying the matching conditions, we have for the
right-hand side
F
i
0|z=+∞z=−∞ · ν + divΓ
(∫
R
F
i
−1 dz
)
= [Mc(c(q0))∇q0]+−ν + divΓ
(
MΓ(c
Γ(q0))∇Γq0
)
,
where we used the property that σ˜(q0)
∫
R
2ψ(Φ0) dz =
∫
R
2ψ(φ(t)) dt = 1 and the proper-
ties of ξ±(±1). Meanwhile, for the left-hand side, using integration by parts, the fact that
∂zV1 · ν = −divΓ V0 and the matching conditions leads to
∂◦t c
Γ(q0) + v0 · ∇ΓcΓ(q0) +
∫
R
V1 · ν∂zg(Φ0, Q0) dz
= ∂◦t c
Γ(q0) + v0 · ∇ΓcΓ(q0) +
∫
R
(divΓ V0)g(Φ0, Q0) dz + [V1 · νg(Φ0, Q0)]z=+∞z=−∞
= ∂◦t c
Γ(q0) + v0 · ∇ΓcΓ(q0) + cΓ(q0) divΓ v0 = ∂•t cΓ(q0) + cΓ(q0) divΓ v0,
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where we have used that ∂•t (·) = ∂◦t (·)+v·∇Γ(·), and the fact that
∫
R
g(Φ0, Q0) dz = c
Γ(q0).
The jump term vanishes due to ψ(±1) = 0. Altogether we obtain the equation
∂•t c
Γ(q0) + c
Γ(q0) divΓ v0 = divΓ (MΓ(c
Γ(q0))∇Γq0) + [Mc(c(q0))∇q0]+−ν.
Hence, the sharp interface model of Model D (15) is (2a), (2b), (2d), together with
∂•t c±(q) = div (M
±
c (c±(q))∇q) in Ω±(t),
[pId− 2ηDv]+−ν = σ˜(q)κν +∇Γσ˜(q) on Γ(t),
∂•t c
Γ(q) + cΓ(q) divΓ v − divΓ (MΓ(cΓ(q))∇Γq) = [Mc(c(q))∇q]+−ν on Γ(t).
4 Existence result
Setting G− = G+ =: G, M
−
c = M
+
c =: Mc, and c− = c+ =: c, the surfactant equation
(15e) can be expressed as
∂•t
(
f(q)
ε
ψ(ϕ) + c(q)
)
= div (M(ϕ, q)∇q) , (27)
where
f(q) := −h′(q) = 2σ˜(q)cΓ(q), M(ϕ, q) :=Mc + 2
ε
MΓσ˜(q)ψ(ϕ).
In this section, let T > 0 be fixed and Ω ⊂ Rd, d = 2, 3, be a bounded domain with
sufficiently smooth boundary ∂Ω. Setting QT := Ω× (0, T ), we provide an existence result
to the following model:
div v = 0 in QT , (28a)
∂t(ρv) + div (v ⊗ (ρv + J˜)) = −∇p+ div (2ηDv)
+
(
µ− h(q)
ε
ψ′(ϕ)
)
∇ϕ+ 1
2
Rv in QT , (28b)
∂•t ϕ = div (m(ϕ)∇µ) in QT , (28c)
µ = −ε∆ϕ+ h(q)
ε
ψ′(ϕ) in QT , (28d)
∂•t
(
f(q)
ε
ψ(ϕ) + c(q)
)
= div (M(ϕ, q)∇q) in QT , (28e)
where
J˜ := −ρ′(ϕ)m(ϕ)∇µ, R := −m(ϕ)∇ρ′(ϕ) · ∇µ,
together with the initial conditions
ϕ(0) = ϕ0, v(0) = v0,
f(q(0))
ε
ψ(ϕ(0)) + c(q(0)) =
f(q0)
ε
ψ(ϕ0) + c(q0) in Ω,
(29)
and the boundary conditions
v = 0, ∂nϕ = ∂nµ = ∂nq = 0 on ∂Ω× (0, T ), (30)
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where ∂nf = ∇f · ν denotes the normal derivative of f on ∂Ω.
Note that (28e) is exactly (27), and by choosing the free energy G such that G(c(q)) =
qc(q), the second term on the right-hand side of (15d) vanishes, leading to (28d). Fur-
thermore, in (15b) we have replaced p − h(q)
ε
ψ(ϕ) by a rescaled pressure, which we call p
again, and used the relation
div
(ε
2
|∇ϕ|2 Id− ε∇ϕ⊗∇ϕ
)
= −ε∆ϕ∇ϕ =
(
µ− h(q)
ε
ψ′(ϕ)
)
∇ϕ.
As the density is a physical quantity that is positively valued, the explicit form (7)
for the density ρ(ϕ) may become negative for certain values of ϕ, and in general, it is
not guaranteed that the values of the order parameter will not deviate from the physical
interval [−1, 1]. Hence, for the mathematical analysis of the models, the expression (7)
has to be modified in such a way that ρ(s) > 0 for all s ∈ R, and this modification leads
to the appearance of the terms J˜ and Rv in the momentum equation (28b). Furthermore,
in the physical interval ϕ ∈ [−1, 1], it holds that ρ′(ϕ) = 12(ρ˜+ − ρ˜−), and thus J˜ =
−12(ρ˜+ − ρ˜−)m(ϕ)∇µ, while R = 0. Then, the corresponding momentum equation (28b)
is identical to (15b) (with a rescaled pressure).
To state the existence results, we introduce some notation and function spaces. For
a, b ∈ Rd, the tensor product a⊗b is defined as a⊗b := (aibj)di,j=1. If A,B ∈ Rd×d, then
we set A : B :=
∑d
i,j=1AijBij . Let Ω ⊂ Rd be a bounded domain with C2-boundary ∂Ω.
For 1 ≤ p ≤ ∞ and k ∈ N ∪ {0}, we denote by Lp(Ω) and W k,p(Ω) the usual Lebesgue
and Sobolev spaces equipped with the norms || · ||Lp and || · ||W k,p , respectively. In the
case p = 2, we use the notation Hk(Ω) := W k,2(Ω) for k ≥ 1, along with the norm
|| · ||Hk := || · ||W k,2 . We denoted C∞0,σ(Ω) := {u ∈ C∞0 (Ω)d : divu = 0}, and define L2σ(Ω)
as the completion of C∞0,σ(Ω) with respect to the || · ||L2 norm. Furthermore, we define the
space H10 (Ω) as the completion of C
∞
0 (Ω) with respect to the || · ||H1 norm, and use the
notation H2n(Ω) := {f ∈ H2(Ω) : ∂nf = 0 on ∂Ω}.
Definition 4.1 (Weak solution). Let T ∈ (0,∞), v0 ∈ L2σ(Ω), ϕ0 ∈ H2n(Ω), and q0 ∈
L2(Ω) be given. We call (v, ϕ, µ, q) a weak solution of (28)-(30) if
v ∈ L2(0, T ;H10 (Ω)d) ∩ L∞(0, T ;L2σ(Ω)), q ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)),
ϕ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), µ ∈ L2(0, T ;H1(Ω)),
and the following equations are satisfied:
∫
QT
−ρ(ϕ)v · ∂tw − (ρ(ϕ)v ⊗ v + v ⊗ J˜) : ∇w + 2η(ϕ)Dv : Dw dx dt
+
∫
QT
1
2
m(ϕ)
(∇ρ′(ϕ) · ∇µ)v ·w −
(
µ− h(q)
ε
ψ′(ϕ)
)
∇ϕ ·w dx dt = 0
(31)
for all w ∈ C∞0 (0, T ;C∞0,σ(Ω)) and
∫
QT
M(ϕ, q)∇q · ∇ξ −
(
1
ε
f(q)ψ(ϕ) + c(q)
)
∂•t ξ dx dt = 0, (32)∫
QT
m(ϕ)∇µ · ∇ξ − ϕ∂tξ +∇ϕ · vξ dx dt = 0, (33)
∫
QT
µξ − ε∇ϕ · ∇ξ − h(q)
ε
ψ′(ϕ)ξ dx dt = 0 (34)
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for all ξ ∈ C∞0 (0, T ;C1(Ω)). Moreover, the energy inequality
E(t) +
∫ t
s
∫
Ω
(
M(ϕ, q)|∇q|2 +m(ϕ)|∇µ|2 + 2η(ϕ)|Dv|2) dx dτ ≤ E(s) (35)
has to hold for all t ∈ [s, T ) and almost all s ∈ [0, T ), where E is defined as
E(t) :=
∫
Ω
ρ(ϕ(t))
2
|v(t)|2 + ε
2
|∇ϕ(t)|2 + d(q(t))
ε
ψ(ϕ(t)) +G(c(q(t))) dx. (36)
To obtain weak solutions to (28)-(30), we make the following assumptions:
Assumption 4.1. We assume that Ω ⊂ Rd, d = 2, 3, is a bounded domain with C2-
boundary ∂Ω. The assumptions on the initial data (v0, ϕ0, q0) are as stated in Definition
4.1. Furthermore, we assume that
1. ψ, ρ, η, M , and m are smooth functions, and there exist positive constants c0, c1,
c2, c3, c4, c5, c6, c7 such that, for all s, t ∈ R,
c0 < ρ(s), η(s) < c1, |ρ′(s)|+ |ρ′′(s)| ≤ c2, c3 ≤M(s, t),m(s) ≤ c4,
ψ(s) ≥ 0, |ψ(s)| ≤ c5(|s|3 + 1), |ψ′(s)| ≤ c5(|s|2 + 1), ψ(s) ≥ c6|s| − c7,
with ρ(s) = ρ˜+−ρ˜−2 s +
ρ˜++ρ˜−
2 if s ∈ [−1, 1]. If it holds that ρ′(ϕ) is not constant,
then there exists a positive constant c8 and p ∈ (0, 1) such that
|ψ′(s)| ≤ c8(|s|p + 1) ∀s ∈ R.
2. h is a smooth concave function and d, f are smooth functions that satisfy the relations
d(s) = h(s) + f(s)s, h′(s) = −f(s),
and there exist constants qmin, qmax ∈ R with qmin < qmax such that d(s) is constant
for s /∈ [qmin, qmax].
3. The function c ∈ C2(R) is strongly monotone, i.e., for some positive constant K,
(c(a) − c(b))(a − b) ≥ K|a− b|2 ∀a, b ∈ R.
The composite function Gˆ := G◦c ∈ C2(R) is strictly convex and there exist positive
constants c9, c10 such that
Gˆ′(0) = 0, Gˆ′(r) < c9r, Gˆ
′(t) > c9t,
Gˆ′(s) = sc′(s), |Gˆ(s)| ≤ c10(|s|2 + 1), |Gˆ′(s)| ≤ c10(|s|+ 1),
for all s ∈ R, r < 0, t > 0.
We now state the existence result:
Theorem 4.1 (Existence of weak solutions). Under Assumption 4.1, for any 0 < T <∞,
there exists a weak solution (v, ϕ, µ, q) to (28)-(30) in the sense of Definition 4.1.
The idea of the proof is to first show the existence a weak solution (vδ, ϕδ , µδ, qδ) to
a regularized version of (28) with an additional δ∂tϕ on the right-hand side of (28d),
and an additional δ∆2v on the left-hand side of (28b) for δ > 0. This is achieved
with an semi-implicit time discretization, where the existence of time-discrete solutions
(vδN , ϕ
δ
N , µ
δ
N , q
δ
N )N∈N are established with the aid of the Leray–Schauder principle. A cru-
cial step is to show the compactness of {qδN}N∈N in L2(QT ), which is obtained with the
aid of a compactness result due to Simon [25] and (28e). Then, by passing to the limit
δ → 0, we obtain a weak solution to (28)-(30). For more details we refer the reader to
[3, 29].
14
References
[1] H. Abels, H. Garcke, and G. Gru¨n. Thermodynamically consistent, frame indifferent
diffuse interface models for incompressible two-phase flow with different densities.
Math. Models Methods Appl. Sci., 22(3):1150013, 40 pp, 2012.
[2] H. Abels, H. Garcke, G. Gru¨n, and S. Metzger. Diffuse interface models for in-
compressible two-phase flows with different densities. To appear in D. Bothe and A.
Reusken, editors, Transport Processes at Fludic Interfaces. Advances in Mathematical
Fluid Mechanics. Springer International Publishing AG, Cham.
[3] H. Abels, H. Garcke, and J. Weber. Existence of weak solutions for a diffuse interface
model for two-phase flow with surfactants. In preparation.
[4] H. Abels, K.F. Lam, and B. Stinner. Analysis of the diffuse domain approach for a
bulk-surface coupled PDE system. SIAM J. Math. Anal., 47(5):3687–3725, 2015.
[5] S. Aland, A. Hahn, C. Kahle, and R. Nu¨rnberg. Comparative simulations of Taylor-
flow with surfactants based on sharp- and diffuse-interface methods. To appear in D.
Bothe and A. Reusken, editors, Transport Processes at Fludic Interfaces. Advances
in Mathematical Fluid Mechanics. Springer International Publishing AG, Cham.
[6] H.W. Alt. The entropy principle for interfaces. Fluids and solids. Adv. Math. Sci.
Appl., 19(2):585–663, 2009.
[7] J.W. Barrett, H. Garcke, and R. Nu¨rnberg. On the stable numerical approximation
of two-phase flow with insoluble surfactant. ESAIM: M2AN, 49(2):421–458, 2015.
[8] J.W. Barrett, H. Garcke, and R. Nu¨rnberg. Stable finite element approximations of
two-phase flow with soluble surfactant. J. Comput. Phys., 297:530–564, 2015.
[9] D. Bothe and J. Pru¨ss. Stability of equilibria for two-phase flows with soluble surfac-
tant. Quart. J. Mech. Appl. Math., 63(2):177–199, 2010.
[10] D. Bothe, J. Pru¨ss, and G. Simonett. Well-posedness of a two-phase flow with soluble
surfactant. In H. Brezis, M. Chipot, and J. Escher, editors, Nonlinear Elliptic and
Parabolic problems, Progress in Nonlinear Differential Equations and Their Applica-
tions, volume 64, pages 37–61. Springer, New York, 2005.
[11] M. Burger, O.L. Elvetun, and M. Schlottbom. Analysis of the diffuse domain method
for second order elliptic boundary value problems. Found. Comput. Math., pages
1–48, 2015. doi:10.1007/s10208-015-9292-6.
[12] H. Diamant and D. Andelman. Kinetics of surfactant adsorption at fluid–fluid inter-
faces. J. Phys. Chem., 100:13732–13742, 1996.
[13] H. Ding, P.D.M. Spelt, and C. Shu. Diffuse interface model for incimpressible two-
phase flows with large density ratios. J. Comput. Phys, 22:2078–2095, 2007.
[14] J. Eastoe and J.S. Dalton. Dynamic surface tension and adsorption mechanisms of
surfactants at the air–water interface. Adv. Colloid Interface Sci., 85:103–144, 2000.
[15] S. Franz, R. Ga¨rtner, H.-G. Roos, and A. Voigt. A note on the convergence analysis
of a diffuse domain approach. Comput. Methods Appl. Math., 12:153–167, 2012.
15
[16] H. Garcke, K.F. Lam, and B. Stinner. Diffuse interface modelling of soluble surfac-
tants in two-phase flow. Commun. Math. Sci., 12(8):1475–1522, 2014.
[17] H. Garcke, B. Nestler, and B. Stoth. On anisotropic order parameter models for
multi-phase systems and their sharp interface limits. Phys. D, 115(1-2):87–108, 1998.
[18] H. Garcke and B. Stinner. Second order phase field asymptotics for multi-component
systems. Interfaces Free Bound., 8(2):131–157, 2006.
[19] H. Garcke and S. Wieland. Surfactant spreading on thin viscous films: Nonnegative
solutions of a coupled degenerate system. SIAM J. Math. Anal., 37(6):2025–2048,
2006.
[20] P.C. Hohenberg and B.I. Halperin. Theory of dynamic critical phenomena. Rev. Mod.
Phys., 49:435–479, 1977.
[21] K.F. Lam. Diffuse interface models of soluble surfactants in two-phase fluid flows.
PhD thesis, University of Warwick, 2014.
[22] X. Li, J. Lowengrub, A. Ra¨tz, and A. Voigt. Solving PDEs in complex geometries:
A diffuse domain approach. Commun. Math. Sci., 7(1):81–107, 2009.
[23] J. Lowengrub and L. Truskinovsky. Quasi-incompressible Cahn–Hilliard fluids and
topological transiotions. R. Soc. Lond. Pro. Ser. A Math. Phys. Eng. Sci., 454:2617–
2654, 1998.
[24] L. Modica. The gradient theory of phase transitions and the minimal interface crite-
rion. Arch. Rational Mech. Anal., 98(2):123–142, 1987.
[25] J. Simon. Compact sets in space Lp(0, T ;B). Ann. Mat. Pura Appl., 146(1):65–96,
1986.
[26] K.E. Teigen, X. Li, J. Lowengrub, F. Wang, and A. Voigt. A diffuse-interface approach
for modeling transport, diffusion and adsorption/desorption of material quantities on
a deformable interface. Commun. Math. Sci., 7(4):1009–1037, 2009.
[27] K.E. Teigen, P. Song, J. Lowengrub, and A. Voigt. A diffuse-interface method for
two-phase flows with soluble surfactants. J. Comput. Phys., 230:375–393, 2011.
[28] A.F.H. Ward and L. Tordai. Time dependence of boundary tensions of solutions I.
The role of diffusion in time effects. J. Chem. Phys., 14(7):453–461, 1946.
[29] J.T. Weber. Analysis of diffuse interface models for two-phase flows with and without
surfactants. PhD thesis, Universita¨t Regensburg, 2016.
16
