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Electron spin echo (ESE) methods are particularly useful for measuring weak 
electron-nuclear couplings in paramagnetic solids. Frequencies that correspond to nuclear 
transitions are manifested in the electron spin echo envelope modulation (ESEEM) patterns 
recorded from a sample. Information regarding the distance between the unpaired electron 
spin and neighboring magnetic nuclei and about the number of nuclei which interact with the 
unpaired electron spin can be obtained from the analysis of ESEEM data. 
In the limit of weak nuclear hyperfine coupling, i.e., the nuclear Zeeman interaction is 
much greater than the hyperfine interaction, the ESEEM depth can be enhanced by 
performing the experiment at a lower EPR excitation frequency. This modulation depth 
enhancement is demonstrated in chapter 1 of this thesis, by making a comparison of an 
ESEEM pattern recorded from a sample of vitrinite (a coal maceral) at a more commonly 
employed X-band EPR excitation frequency (~9 GHz) with an ESEEM pattern acquired at an 
S-band EPR excitation frequency (~3 GHz). The achievement of enhanced modulation depth 
(relative to X-band) was the primary impetus behind the construction of the S band (2-4 GHz) 
pulsed EPR spectrometer described in chapter 2 of this work. 
Another advantage of performing S-band ESEEM experiments is having the ability to 
extend the range of Zeeman fields employed, allowing for extended adjustment of field 
dependent interactions. For instance, for quadrupolar nuclei (I > 1/2) which sustain a 
hyperfine interaction dominated by the isotropic component, an external magnetic field can 
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be selected such that the nuclear Zeeman interaction approximately cancels the hyperfine 
interaction in one of the electron spin states on resonance. The ensuing nuclear energy 
levels,in the electron spin state in which the cancellation occurs, correspond (approximately) 
to the zero-field nuclear quadrupole states. This permits observation of the NOR transitions, 
the frequencies of which can be used to calculate the quadrupole parameters K = e2qQ/4 and 
r). This cancellation technique was used to record the N14 NOR spectrum from the nitro 
groups on the picryl ring in the 1,1 -diphenyl-2-picrylhydrazyl (DPPH) radical. The values of 
the quadrupole parameters were determined to be K = 0.26 ± 0.02 MHz and i\ = 0.35 + 0.02. 
In chapter 4 of this thesis, the results of a multi-frequency EPR investigation of a 
binuclear copper(ll) complex are presented. The two macrocycles in which the metal centers 
reside are bridged by four methylene groups. A magnetic exchange interaction, determined 
to be propagated through the aliphatic bridge, was evident from the appearance of the EPR 
spectra. It was determined that the magnitude of the exchange parameter J > > 542 MHz. 
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CHAPTER 1 
S-band Electron Spin Echo Spectroscopy 
1.1 Introduction 
The topics introduced in this chapter are provided to acquaint the reader with the new 
technique of S-band (2-4 GHz) electron spin echo (ESE) spectroscopy. A general overview 
of ESE spectroscopy is given here. Several reviews (1-8) have been written which present 
more detailed examinations of the various aspects of ESE spectroscopy. 
The usefulness of ESE spectroscopy is summarized. The advantages of performing 
ESE experiments at S-band frequencies are addressed. A discussion of electron spin echo 
envelope modulation (ESEEM) experiments is also included. 
1.2 Electron Spin Echo Spectroscopy 
ESE spectroscopy is a branch of electron paramagnetic resonance (EPR) 
spectroscopy. The majority of EPR experiments are performed in the frequency (field) 
domain by subjecting a paramagnetic sample to microwave radiation of a constant frequency, 
shone in a continuous wave (CW) manner, while an external magnetic (Zeeman) field is swept 
through resonance. In CW EPR, the signal is recorded while the microwave radiation is 
applied to the sample. The resonance condition for isolated electron spins, in the absence 
of coupling to other nearby electrons or magnetic nuclei, is given by 
AE = hv = gBB0 [1.1] 
1 
where AE is the separation of the electronic (Zeeman) energy levels on resonance, h is 
Planck's constant, v is the microwave frequency, g is the electronic g-value (-2.0 for a free 
electron), 13 is the Bohr magneton, and B0 is the magnitude of the external magnetic field. 
The resulting spectrum that is recorded displays the microwave absorption as a function of 
magnetic field. 
A simplified spin Hamiltonian, used to describe the energies associated with the spin 
states for an electron spin which may interact with nearby magnetic nuclei, is given in 
equation 1.2. 
K = gBB0.S2+AS2.I + l-P.I + gnl3„Bo*' [12] 
In equation 1.2 it is assumed that the z-direction is along B0, and isotropic electronic and 
nuclear g-values are assumed. The first term is the electronic Zeeman interaction. The 
second term describes the electron-nuclear hyperfine interaction, characterized by the tensor 
A. The third term represents the nuclear electric quadrupole interaction (may exist only if 
I > 5) with the associated tensor P. The final term describes the nuclear Zeeman interaction, 
where Gn is the nuclear magneton. In this Hamiltonian it is assumed that the electron spin is 
quantized along the z-direction, while the axis of nuclear quantization may not necessarily be 
along B0. 
In contrast to standard CW EPR methodology, ESE experiments are done in the time 
domain. The sample is placed in a constant external magnetic field, while microwave pulses 
of short duration (from a few nanoseconds to hundreds of nanoseconds), resonant with the 
electron spin system, are applied. The effect of a resonant microwave pulse is to rotate the 
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bulk electron spin magnetization Mz, originally in equilibrium along direction of the external 
field (assumed to be the z-direction), about the direction of the oscillating microwave 
magnetic field Bv by an angle determined by the pulse power and duration. A pulse is 
designated by the angle through which it rotates the sample magnetization; a n pulse rotates 
the magnetization by n radians. Typically, repetitive pulse sequences consisting of two or 
three closely spaced pulses are employed to create an electron spin echo. A two-pulse 
(n/2-T-it-c-echo) or primary echo pulse sequence is described below. A three-pulse 
(n/2-T-n/2-T-n/2-T-echo) or stimulated echo pulse sequence is equivalent to a two-pulse 
sequence in which the final it pulse is divided into two n/2 pulses. The parameters t and T 
refer to the times between the pulses during which the magnetization freely processes about 
the external field. In the two-pulse echo sequence, the sample magnetization is first rotated 
by n/2 radians from the (equilibrium) z-direction into the xy plane. The spins are then allowed 
to undergo free precession for a time t. During free precession, some of the individual spins 
may process at slightly different rates, owing to the fact that they experience slightly different 
magnetic fields, which results in a decay of the transverse (xy) magnetization. The K pulse 
applied at time t = t causes a reflection of the spins in the xy plane. Those spins, designated 
A spins, which were processing more rapidly and "leading" the precession prior to the it 
pulse are reflected such that they are now "lagging" behind the other spins, though their rate 
of precession is unchanged. Similarly, those spins which were processing more slowly 
before the % pulse, designated B spins, are reflected such that the are now "leading" the 
other spins, while they too still process at the same rate as before the n pulse. The result 
of these events is that at a time symmetric about the time that the K pulse occurs, the A spins 
catch up to the B spins and a build-up of magnetization ensues, followed by a subsequent 
decay of the magnetization as the spins dephase once again. This build-up and decay of 
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magnetization is an electron spin echo. The ESE signal is detected during a period when the 
source microwaves are not applied, contrary to the CW EPR detection scheme. 
1.3 Usefulness of ESE Spectroscopy 
Measurements of spin state lifetimes from conventional CW EPR experiments can be 
complicated by the presence of inhomogeneous (static) line broadening. Unresolved 
hyperfine interactions or g-strain effects arising from a distribution of spin environments can 
broaden the lines in an EPR spectrum, relative to the natural (dynamic) linewidth. ESE 
spectroscopy has the ability to extract the dynamic lifetimes of the spin states on resonance. 
The decay of a two-pulse ESE, as a function of r, provides a direct measurement of the 
phase memory time TM, which is the time required for an ESE to decay to 1/e of its initial 
value, regardless of the presence of inhomogeneous line broadening. Determination of the 
spin-lattice relaxation time T,, for a spin system, can be accomplished by measuring the 
decay of a three-pulse ESE, as a function of T. 
Many applications to biological systems are found for ESE spectroscopy. Since it is 
a time resolved procedure, it is useful for probing cells, where processes occur on a rapid 
time scale. Of course unpaired electron spins are necessary to form ESEs, but in many 
biological processes, species such as radicals, photoexcited triplet species, and electron 
transfer species are present. 
ESE spectroscopy, in the form of electron spin echo envelope modulation (ESEEM) 
experiments, can measure weak electron-nuclear hyperfine splittings in paramagnetic solids, 
the magnitudes of which are far too small to be resolved in standard CW EPR spectra. 
ESEEM experiments are addressed in section 1.4. 
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1.4 Electron Spin Echo Envelope Modulation 
Mims (4,5) discovered that if ESEs are recorded as a function of time from solid 
samples, the envelope of the echo decay may be modulated. The modulations are due to 
weak electron-nuclear interactions present in the sample. Modulations have also been 
reported in nuclear spin echo experiments, due to the presence of Jl,»T2 couplings (9,10). 
Classically, the ESEEM phenomenon can be envisioned by considering effects that 
the fluctuating magnetic fields created from the precession of the nuclear spins has on the 
electronic spins. The processing nuclear moments cause the local magnetic field at an 
electron, which is the sum of the external (Zeeman) field and the hyperfine field, to vary at the 
processional frequency. This has the effect of causing the electron precession to lag or lead, 
depending upon what interval of the nuclear precession has been reached. 
For a simple description in a quantum mechanical context, it is useful to consider the 
energy level diagram in figure 1.1 for an S = £, \ = i system. Though the states are labeled 
according to the quantum numbers M s and M,, each state is actually a mixed state, the 
wavefunction for which depends on both nuclear spin orientations. For instance, terms in the 
spin Hamiltonian of equation 1.1 of the form S j x and S2ly can cause mixing of the states. A 
resonant microwave pulse excites electron spin transitions from the lower electronic levels 
to the upper electronic levels. If the bandwidth of the pulse is wide enough to span the 
frequency difference between the two upper levels, branching transitions, those which 
originate from one level but connect different levels, ensue. A similar statement can be made 
about branching transitions which originate from the two lower levels, which are connected 
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"BRANCHING" TRANSITIONS 
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Figure 1.1. Energy level diagram showing "branching" EPR transitions. Branching transitions 
originate from the same energy level but are connected to different states. The solid lines 
represent the allowed EPR transitions (AMS= + 1 , AM, = 0), while the broken lines represent 
the "semi-forbidden" EPR transitions (AMS= ± 1 , A M , = +1). The ESEEM frequencies are 
beat frequencies between branching transitions. 
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to the same level in the upper electron spin state. A beat frequency between the branching 
transitions is manifested in the ESEEM. The broken lines in figure 1.1 represent 
"semi-forbidden" EPR transitions (AMS= ± 1, AM,= ± 1), while the solid lines represent the 
normally allowed transitions (AMS= +1 , AM, = 0). The ESEEM frequencies are associated 
with the nuclear resonance transitions in the spin system. These transition frequencies are 
equivalent to the electron-nuclear double resonance (ENDOR) frequencies (9). 
Mims (4) applied a density matrix formalism to characterize the time evolution of the 
spin system during the course of the events associated with an ESE pulse sequence. He 
derived the analytical expressions in equations 1.3 and 1.4. Equations 1.3 and 1.4 are, 
respectively, the two- and three-pulse modulation functions for an S = i , l = i system. 
Vmod(T) = 1-ik[2-2COSw0x-2COSo)BT + COS(w„-Wg)t + COS(wa + Wg)t] [1.3] 
VmJt.T) = 1 -k[sin2(io,at)sin2(ioJB(T + T) + sin2(^BT)sin2(ia,a(T + T))] [1.4] 
In the modulation equations, 
k = (w,B/w.WB)2. [1.5] 
w. = [(lA+w,)2+(lB)2] i , wB=[(iA-w,)2 + (iB)2]i, W| = 2itgnBnB,/h, [1.6] 
A = (2ItggnGGn/hr3)(3cos28-1) + 2KAS0, [1.7] 
and 
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B = (2jtggn6iyhr3)(3cos8sin8), [1.8] 
where 6 is the angle between the line joining the electron and nucleus and B0, w, is the free 
nuclear Larmor frequency, and o>a and wB are the nuclear resonance frequencies in the two 
electron spin states. Expressions similar to those in equations 1.3 and 1.4 have been derived 
for the case of S = £ and I = 1 (4). 
Two important features of equations 1.3 and 1.4 merit discussion at this point. First, 
the two-pulse modulation function in equation 1.3 contains terms which contain the sum and 
difference frequencies of w, and wB. These frequencies can complicate the analysis of 
two-pulse ESEEM data. Second, upon examination of equation 1.4, it is apparent that with 
an appropriate choice of T (which is held constant in the three-pulse experiment), a particular 
frequency component may be suppressed or maximized. The amplitude of the wa frequency 
component is dependent on the wB frequency and vice versa. For instance, if t = n2ir/u0, 
where n is an integer, the first sin2 term in equation 1.4 becomes zero, and the modulation 
due to the oB frequency component vanishes. Similarly, if T = n2n/uB, no modulation at w, 
is present. Conversely, if t = nn/w„, the modulation at wB will be a maximum in amplitude, 
and so forth. This is a particularly useful property associated with three-pulse ESEEM 
experiments. In hydrogenous systems in which a large, undesired matrix proton modulation 
is present, it is possible to suppress the proton modulation by a judicious choice for t . Care 
must be taken, however, to avoid accidental suppression of other frequencies which may be 
of interest. 
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1.5 Advantages of S-band ESEEM 
The primary impetus for utilizing S-band EPR excitation frequencies in ESEEM 
experiments was to enhance the echo envelope modulation depth from weakly coupled nuclei 
(12). In the limit of weak hyperfine couplings (i.e., the nuclear Zeeman interaction is much 
greater than the hyperfine interaction), w,~wB""w,. Therefore, the modulation depth parameter 
k, in equation 1.5, can be approximated by k-(B/u,)2. Since <•>, is proportional to the Zeeman 
field, and B is field independent, it can be seen that k is approximately inversely proportional 
to the applied field. Thus, for such a system, k is expected to be roughly 9 times as large at 
3 GHz (S-band) as at 9 GHz (X-band). This modulation depth enhancement is demonstrated 
in figure 1.2, where the primary (two-pulse) ESEEM patterns recorded from a vitrinite (coal 
maceral) sample at 3 GHz and 9 GHz are compared. In figure 1.3, the background decay 
has been removed from the ESEEM patterns in figure 1.2, allowing for a comparison of 
normalized modulation intensity. It is apparent that a significant modulation depth 
enhancement is realized by performing the ESEEM experiment at a lower frequency (field). 
Just as in CW EPR experiments (13), registering ESEEM at more than one EPR 
excitation frequency will allow a more reliable determination of spin Hamiltonian parameters. 
If an identical set of spin Hamiltonian parameters can simulate accurately ESEEM patterns 
which have been recorded at greatly differing EPR excitation frequencies (e.g., S-band and 
X-band), then a good deal of credibility can be placed on the Hamiltonian parameter set. 
Another benefit of employing S-band ESEEM experiments is having the ability to 
observe the effects resulting from adjustments of field-dependent interactions. For instance, 
in section 3.6.3.3 of this thesis is a discussion of an effect termed "exact cancellation" (14). 
For quadrupolar nuclei (I > £) which sustain a hyperfine interaction dominated by the isotropic 
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Figure 1.2. Demonstration of ESEEM depth enhancement. The two-pulse ESEEM patterns 
were recorded from vitrinite at room temperature, (a) S-band (3 GHz) ESEEM pattern, (b) 
X-band (9 GHz) ESEEM pattern. 
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Figure 1.3. ESEEM patterns from figure 1.2 after removal of background decay. Broken line 
is S-band pattern, and solid line is X-band pattern. 
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component, an external magnetic field can be selected such that the Zeeman interaction 
approximately cancels the hyperfine interaction in one of the electron spin states on 
resonance. The ensuing nuclear energy levels, in the electron spin state in which the 
cancellation occurs, correspond (approximately) to the zero-field nuclear quadrupole levels. 
Thus, modulations can be induced in such a spin system such that the frequencies can be 
attributed to the (nearly) pure NOR transitions. This is an important application of ESEEM. 
The frequencies of the NOR transitions can be used to calculate nuclear quadrupole 
parameters e2qO and r\ and ultimately information regarding the electric field gradient at the 
quadrupolar nucleus. The nuclear electric field gradient information is directly related to the 
molecular and electronic structure in the vicinity of the quadrupolar nucleus. For the 14N 
nucleus, for instance, the isotropic hyperfine couplings which may be "canceled" by the 
Zeeman fields employed in S-band ESEEM experiments range from about 0.5 MHz to 1 MHz. 
12 
LITERATURE CITED 
1. L.G. Rowan, EL. Hahn, and W.B. Mims. Phys. Rev. 137, A61 (1965). 
2. W.B. Mims, Rev. Sci. Instrum. 36,1472 (1965). 
3. W.B. Mims, in "Electron Paramagnetic Resonance," S. Geschwind, Ed., Plenum 
Press, New York, 1972, pp. 263-351. 
4. W.B. Mims, Phys. Rev. B5, 2409 (1972). 
5. W.B. Mims, Phys. Rev. 86, 3543 (1972). 
6. "Time Domain Electron Spin Resonance," L. Kevan and R.N. Schwartz, Eds., 
Wiley-Interscience, New York, 1979. 
7. JR. Norris, M.C. Thurnauer, and M.K. Bowman, Adv. Biol. Med. Phys. 17, 365 (1980). 
8. W.B. Mims and J. Peisach, in "Biological Magnetic Resonance," L.J. Berliner and J. 
Reuben, Eds., Plenum Press, New York, 1981, p. 213. 
9. EL. Hahn and 0.E. Maxwell, Phys. Rev. 88,1070 (1952). 
10. "The Principles of Nuclear Magnetism," A. Abragam, Oxford Press, Oxford, England, 
1961,p.498. 
11. See, for example, "Electron Spin Double Resonance Spectroscopy," L Kevan and 
L.D. Kispert, Eds., Wiley-lnterscience, New York, 1976, and references therein. 
12. R.B. Clarkson, M.0. Timken, DR. Brown, H.C. Crookham, and R.L. Belford, Chem. 
Phys. Letters 163, 277 (1989). 
13. R.L Belford, R.B. Clarkson, J.B. Cornelius, K.S. Rothenberger, M.J. Nilges, and M.D. 
Timken, in "Electronic Magnetic Resonance of the Solid State," J.A. Weil, Ed., 
Canadian Society for Chemistry, Ottawa, 1987, p.21. 
14. H.L. Flanagan and D.J. Singe!. J. Chem. Phys. 87, 5606 (1987). 
13 
CHAPTER 2 
Instrumentation for S-band Electron Spin Echo Spectroscopy 
2.1 Introduction 
This chapter is an examination of the instrumentation used in the experiments 
described in Chapter 3. A large fraction of the endeavors in the field of S-band ESE 
spectroscopy, in which I have derived much pleasure, were involved with construction, 
testing, and continually modifying the first and only (as of this writing) pulsed S-band EPR 
spectrometer. A general description of the spectrometer is accompanied by a few insights •«•- —*• 
about the operation if this particular instrument. The discussion is concluded with some 
recommendations for ways the spectrometer could be improved. 
2.2 S-band Pulsed EPR Spectrometer Description 
The S-band pulsed EPR spectrometer was constructed almost entirely from commercially 
available microwave components. Those items which were not obtained commercially 
include the microwave resonators and the associated microwave resonator holder/coupling 
assembly. The components are interconnected with 50 Q semi-rigid coaxial cable, fitted with 
type SMA connectors. 
The spectrometer can be divided, somewhat arbitrarily, into two major sections: {1} that 
portion of the spectrometer that employs the use and detection of microwave radiation and 
{2} the remaining non-microwave components of the spectrometer. A block diagram of the 
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spectrometer is found in figure 2.1. 
The microwave portion of the instrument can be further sub-divided into the following 
sections: {1} the microwave source/transmitter section, {2} the microwave bridge/resonator 
section, and {3} the microwave signal detection/amplification section. The source of the 
microwaves can be switched between a tunable (octave bandwidth of 2-4 GHz) S-band 
microwave transistor oscillator (KDI Electronics, model CC-24), which is the source used 
during pulsed operation, and an S-band microwave frequency sweeper (Weinschel 
Engineering, model 430A) used to locate the resonant frequency of the loaded resonator. 
Once the resonant frequency has been determined, the microwave source is switched to the 
transistor oscillator, the output of which is tuned to this resonant frequency and used for the 
creation of the microwave pulses. The microwave frequency is measured with an EIP, Inc. 
model 351D frequency counter. 
By pulse modulating the CW output of the transistor oscillator, employing a fast PIN diode 
switch (General Microwave, model DM863BH), and amplifying these low power pulses with 
a high gain (>60 dB) traveling wave tube (TWT) amplifier (Logimetrics, Inc., model A/71 OS), 
the transmitter pulses are formed. The TWT amplifier has a maximum repetition rate of 
10 kHz and a 2% duty cycle. Furthermore, the maximum length of time which the TWT grid 
can be energized is -10 microseconds. This puts a limitation on the length of time over 
which an ESEEM pattern can be recorded. For those samples for which the relaxation time 
is shorter that 10 microseconds, this limited length of time presents no problem. For some 
samples, however, the microwave pulse power falls off before the electron spin echoes have 
decayed to the noise level. This limits the accuracy with which coupling parameters can be 
obtained from ESEEM data from these samples. 
The pulse power can be varied with the use of a step attenuator (Weinschel 
15 
Oscillator 
Frequency] 
Countsr 
g-f Sweeper 
-20dl £ -lOdBl 
- f i * PIN SWI 
zi 
1 PPM fe 
22 
MDDG I 
Computer 
4DOG 2 
4DOG 3 
Bandpass 
Filter 
JL 
swz-Q-1-'""'" 
W 
/r+i-iodB 
Magnet L_l 
0 
LGR 
Gated 
llntegratoif 
24 
Console 
ideo 
Figure 2.1. Block diagram of S-band pulsed EPR spectrometer. 
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Engineering, model AC117A-69-11),in -1 dB increments, from the full unattenuated output 
power of the TWT amplifier (nominally 1 kW, less the transmission line losses) down to -69 
dB of the unattenuated level. With 0 dB of attenuation, the microwave pulse power has been 
measured to be approximately 540 W in the microwave resonator. 
The amplified microwave pulses are fed into the first port of a 3-port circulator (LITE 
Microwave, model CT-3242-0) which directs them out port 2 and into the resonator via a 
coupling loop. The coupling loop was formed from a short piece of semi-rigid coaxial cable, 
which has a small length (-1 inch) of its inner conductor exposed on one end and bent into 
a loop. Coupling loop designs were tested for which the loop was closed (soldered to the 
outer conductor) and open loops were tried also. It was determined that the open loop 
coupled the microwaves more effectively. The coupling is adjusted by varying the distance 
between the loop and the resonator. The end of this section of coax, opposite the coupling 
loop, is connected, by an SMA connector, to a line stretcher, the length of which can be 
changed in order to move the coupling loop nearer to or farther from the resonator. Loop-gap 
microwave resonators (LGRs) (1) are used in this apparatus (see section on LGRs). The 
plane of the loop is perpendicular to the direction of the microwave propagation and parallel 
to the flat faces of the LGR. A paramagnetic sample resides inside the loop of the resonator, 
which is concentric with the coupling loop. The response of the sample magnetization to the 
microwave pulses is coupled out of the resonator and directed into the second port of the 
circulator. It then leaves the circulator from the third port, directed toward the echo 
amplification stage of the spectrometer. 
Amplification of the weak echo signals is achieved with a GaAs FET amplifier having a 
gain of 30 dB (Miteq, Inc., model AMF-4B-2040-7-L). The GaAs FET amplifier is protected 
from the high power transmitter pulses by a limiter (Miteq, Inc., model LIM-2040) and a 
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second fast PIN diode switch. This receiver PIN diode switch is held in its off state 
(reflective) while the transmitter pulses are present in the system, thus protecting the GaAs 
FET amplifier from damage, and it is switched on (conducting) during the time when the 
echoes are to be observed and amplified. In addition to being amplified, originally the echo 
signals were band-pass filtered (K&L Microwave, Inc. .model 3H10-1000/4000-0) in an attempt 
to reject undesired switching transients and other noise. However comparisons were made 
of echo signals with and without the band pass filter in place, and it was found that no 
difference was made by the filter. Thus the filter was subsequently removed to lower the 
insertion losses in the microwave circuit. The amplified signals are fed into the RF port of 
a double balanced mixer (Watkins-Johnson Co., model WJ-M1G). The mixer combines the 
echo signals with microwaves from the transistor oscillator, which are channeled into the LO 
port of the mixer, via a -10 dB directional coupler (Narda Microwave, model 4013C-10). The 
IF output of the mixer (difference frequency) is amplified with two cascaded 20 dB gain video 
amplifiers (Comlinear Corp., model CLC100 and Hewlett Packard, model 461 A) and directed 
to a gated integrator/boxcar averager unit for signal acquisition (EG&G Princeton Applied 
Research, model 166 gated integrator, model 162 boxcar averager). 
Those components of the spectrometer which are not directly involved with microwaves 
include: {1} a commercial electromagnet and console (Varian Instruments, model E-9), for 
controlling the static field, {2} an IBM PC XT computer, {3} three digital delay generators 
(DDGs) (Berkeley Nucleonics Corp., model 7030A), and {4} a pulse programming module 
(PPM) (constructed in this laboratory). The PC XT, the DDGs, and the PPM are used to 
control the timing of the various components of the spectrometer. See the following section. 
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2.3 Pulse Programming Module and Spectrometer Timing Control 
A critical aspect of the S-band pulsed EPR spectrometer operation is controlling the 
relative timing between the various components responsible for microwave pulse generation, 
microwave pulse phase modulation, and echo detection. The timing control is accomplished 
with the IBM PC XT computer, three DDGs, and the PPM. The timing diagram found in 
figure 2.2 displays the relative timing of the various events that occur during two repetitions 
of a three-pulse ESE experiment. The timing for a two-pulse experiment is similar, though no 
phase modulation is employed. 
The PC XT is equipped with an IBM Data Acquisition and Control (DAG) adapter and 
a Quatech PXB-721 parallel I/O board. The control of the timing hardware via the I/O board 
and the acquisition of the echo signals via the DAC is accomplished with the computer 
program ESESPEC, which is described elsewhere (2). The PPM was built using standard 
TTL integrated circuits (ICs). The construction of the PPM was based on the design used by 
McCracken et al. (3) at the Albert Einstein College of Medicine for their X-band ESE 
spectrometer. The DDGs are capable of producing delays from 0 to 99.999 microseconds, 
in increments of 1 nanosecond. Upon receipt of a trigger pulse, a DDG creates 2 pulses, an 
immediate "undelayed" pulse and a "delayed" pulse, at a later time, equal to the delay set. 
Delays can be programmed into the DDGs either in a "remote" mode, through digital lines 
to the PC XT via the PXB-721 board, or set in a "local" mode with thumbwheel switches on 
the front panel. These delays are used to control the intervals of time between the microwave 
pulses in an ESEEM experiment. The pulse widths, however, are only adjustable manually, 
with the use of knobs on the front panel. The widths of the "undelayed" and "delayed" pulses 
can be set individually and are independent of each other. Two separate pulse outputs are 
19 
-Jl CLOCK PULSE Jl 
n n n 0 ^ 0 ^ ^ 0 0 n 
JUUl TRANSMITTER JUUL 
_ r TWTAGRID 
RECEIVER 
L 
_r 
_ r 
PHASE MOD. 
Figure 2.2. Timing diagram for events which occur in an ESE experiment. 
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provided that vary from 0 to 5 V and 0 to -1.5 V. 
Those components which are controlled by the PPM include: {1} the transmitter PIN 
diode switch; {2} the receiver PIN diode switch; {3} the grid of the TWT amplifier; and {4} 
the digital 0*7180° modulator. In addition, the PPM houses the circuitry necessary for 
triggering the three DDGs. The layout of the circuit board is found in figures 2.3-2.5, while the 
IC connections are displayed in figures 2.6-2.9. 
Each repetition of a pulse sequence is initiated by a TTL clock pulse from the DAC, 
which is fed into fast 50 O line driver ICs (74S140) that are used to trigger the DDGs 
simultaneously. The output from the three DDGs is input into the PPM where it is used to 
synchronize the assorted electronic events. The first microwave pulse is derived from the 
undelayed output of the first DOG, while the second microwave pulse is created from the 
delayed output of this DDG. When performing a three pulse experiment, the delayed output 
from the second DDG is used to form the third microwave pulse. The final DDG is used to 
strobe the boxcar averager during signal collection. 
An inherent delay (-300-350 nanoseconds), greater than or equal to the amount of 
time required to fully energize grid of the TWT amplifier, is introduced into the transmitter 
switch circuitry. Sufficient amplification of the microwave pulses requires that the grid be 
completely energized. Therefore the low power microwave pulses input into the TWT 
amplifier must be delayed, relative to the grid control signal, in order to receive the maximum 
amplifier gain available. Upon receipt of the first pulse from the DDGs, the PPM immediately 
sends a pulse to the grid control of the TWT amplifier to initiate energizing. The transmitter 
pulses must be delayed by an amount determined empirically. Adjustable delays are created 
with the circuit in figure 2.10. This is a handy circuit which can be (and is) used in various 
applications for which it is desired to create a pulse delay in simple fashion. To create 
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Figure 2.6. Transmitter switch driver integrated circuit connections. 
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a delayed pulse which replicates an original pulse, the original pulse (in this application a 
0- + 5 V pulse from a DDG) is input simultaneously into both halves of a dual monostable 
multivibrator IC (74LS123). One of the inputs (18 in figure 2.10) is TTL HI-level active and 
therefore triggers on the rising edge of the input pulse. The other input (2A) is TTL LO-level 
active and is triggered on the falling edge of the input pulse. The output derived from the 
monostable which is rising edge triggered (1Q) and the complementary output from the falling 
edge triggered monostable (2Q) are each connected to one or the other of the two inputs of 
a NOR gate on a quad NOR IC (74LS02). The output of the NOR gate is HI only when both 
inputs are LO. Therefore by adjusting the widths of both monostable outputs to be equal, the 
duration of time when both outputs are LO coincides with the width of the original input pulse. 
Thus the output from the NOR gate reproduces the original pulse, though it has been delayed 
by a time equal to the widths of the monostable output pulses. The widths of the monostable 
outputs (and hence the delays) are adjusted with the timing potentiometers and capacitors. 
A circuit such as that in figure 2.10 is used in all three of the transmitter pulse circuits. It is 
important to adjust the monostable timing components in all three transmitter pulse circuits 
to the same delay, in order to maintain the values of the delays set by the DDGs. In practice, 
it is somewhat tedious to adjust these transmitter delays accurately, however, when that has 
been accomplished, no further adjustment to these delays should be required. The pulse 
widths are variable from approximately 30 nanoseconds to a width equal to the delay between 
the TWT grid control pulse and the first transmitter pulse (-300-400 nanoseconds). 
The pulses from the first two DDGs are also used to trigger the circuits in the PPM 
which control the receiver PIN diode switch and the phase modulator. The function of the 
receiver PIN switch has already been discussed. The phase modulator is employed to 
remove undesired echo and FID signals by shifting the phase of the first two microwave 
30 
pulses (and hence the unwanted echoes and FIDs) in a 3-pulse experiment by 180°, on 
alternate repetitions of a pulse sequence. This is exhibited in the timing diagram in figure 2.2. 
If an even number of echoes are averaged, the undesired echoes and FIDs average to zero, 
while the stimulated echoes are added together. 
The PPM functions can be controlled in either a remote mode by the PC XT or locally 
by switches mounted on the front panel. A LOCAL/REMOTE switch is located on the front 
panel. This switch selects which set of inputs to the 2 to 1 multiplexer IC (74LS157) is active. 
The choices of experimental conditions which are controlled by the PPM are whether a 
2-pulse or 3-pulse experiment is performed and whether or not phase modulation is 
employed. The following items are also mounted on the front panel. Error lights (red LEDs), 
which indicate the state of dual "D" flip-flop ICs (74LS74) used in the receiver and phase 
modulator circuits, are present. Also momentary contact switches which serve to reset the 
aforementioned dual "D" flip-flop ICs are mounted on the front panel. Two toggle switches, 
which are active when the spectrometer is in LOCAL operation, are used to determine 
whether a two-pulse or a three-pulse experiment is performed. Eleven feed-through BNC 
connectors are used for connecting the PPM to various components. Three of the BNC 
connectors are connected to the three DDG trigger inputs. Three more of the connectors are 
connected to three of the 0-5 V outputs from the DDGs. The undelayed output of DDG 1 is 
connected to the BNC labelled P1. The delayed output from DDG 1 is connected to the P2 
connector. The delayed output from DDG 2 is connected to the P3 BNC connector. The 
remaining five BNC connectors are connected to the transmitter PIN diode switch, the 
receiver PIN diode switch, the TWT amplifier grid TTL control input, the phase modulator TTL 
control input, and the boxcar averager. Before the experiment is begun, the error lights 
should not be illuminated. If the error light(s) are illuminated, the reset switch(es) should be 
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depressed to bring the flip-flop(s) to the proper starting state. This is always the case for the 
receiver error condition. For the phase modulator, however, if the spectrometer has been 
in operation and the phase modulator error light is on while in between ESEEM scans, it is 
best nor to reset the flip-flop immediately, but rather to continue the next scan without pressing 
reset. In most instances, if the phase modulator had been operating properly during the 
previous scan, it will do so during the next scan, even if the error light is illuminated. If the 
phase modulation does not function as it should, then reset the flip-flop and try again. If it is 
not possible to bring the phase modulator back to its normal state, the trigger level(s) of one 
or more of the DDGs may need to be adjusted. This is an empirical observation, which is 
attributed to idiosyncratic behavior of the DDGs. In order to correct the state of the phase 
modulator signal, one can observe the output from the phase modulator BNC connector on 
the front panel of the PPM on the oscilloscope, along with the transmitter signal on the other 
channel of the oscilloscope. It is important that the TWT amplifier be switched to "standby" 
during this adjustment. With the oscilloscope triggered from the channel into which the phase 
modulator signal is connected, the trigger levels of the DDGs should be adjusted until the 
correct relationship between the transmitter and phase modulator signals, shown in the timing 
diagram in figure 2.2, is attained. It is normal for the phase modulator error light to appear 
illuminated while a pulsed experiment is underway. The manner in which the circuit is 
constructed causes the light to flash on and off on alternate pulse sequence repetitions. If 
the repetition rate is rapid enough, the LED appears to be illuminated continuously. 
Another item of importance which is found on the front panel is the ten-turn 
potentiometer which determines at what point in time the grid control signal ceases. In the 
timing diagram of figure 2.2, the grid control pulse is initiated immediately following the receipt 
of the computer clock pulse, however, the point at which this grid control pulse terminates 
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can be varied with the aforementioned ten-turn potentiometer. This is a useful feature, as 
during the course of a day of experiments (or even from day to day) the characteristics of the 
TWT amplifier can vary. It is desirable to allow the grid to de-energize as soon as possible, 
while still achieving full amplification of the final microwave pulse. If the grid is energized 
longer than necessary, a microwave "noise-front" extends past the final pulse, increasing the 
spectrometer dead-time. Therefore to minimize this TWT amplifier noise, one can observe 
a stationary echo (dwell time of zero) on the oscilloscope and adjust the ten-turn 
potentiometer until the echo amplitude begins to decrease. This point signifies the minimum 
grid control pulse width. At this point, the control pulse width should be increased slightly to 
assure that the width is sufficient over the full length of the ESEEM scan time. The grid 
control pulse adjustment should be checked periodically, to make certain that the noise from 
the TWT amplifier is minimized. This can make a difference of up to a few hundred 
nanoseconds in the amount of dead-time realized, which is rather substantial and worth the 
effort of adjusting the grid control pulse. 
The connections from the circuit board to the feed-through BNC connectors on the 
front panel are made with 50 Q cables connected to surface mounted BNC connectors on the 
circuit board. Other connections to the circuit board are made via connectors A-0, shown 
in the circuit board layout in figure 2.3. The pinout for these connectors is found in figure 
2.11. The connections to the DAC and parallel I/O board are made through two connectors 
mounted on the rear panel of the PPM. The layout of the pins on these connectors is also 
displayed in figure 2.11. 
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CONNECTOR A 
PIN1=+5V 
P1N2=GR0UND 
PIN 3=BLANK (SPACER) 
PIN 4=BLANK (SPACER) 
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PIN6=BO0 
PIN7=BLANK(KEY) 
PIN8=COUNTER20UT 
PIN9=C0UNTER2IN 
PINI0=BO5 
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PIN l=COMPUTER GROUND PIN6=BLANK (SPARE) 
PIN 2=BLANK (KEY) PIN 7=GRID ERROR RESET 
PIN 3=REMOTE P.M. ON/OFF PIN 8=BLANK (KEY) 
PIN 4=REM. REC. 2P CNTRL. PIN 9= GRID ERROR SIGNAL 
PIN 5=REM. REC. 3P CNTRL. PIN10=BLANK (SPARE) 
CONNECTORC 
PIN l=REC. ERROR SIGNAL 
PIN 2=REC. RESET 
PIN3=BLANK(KEY) 
PIN 4=LOCAL/REM. CNTRL. 
PIN 5=P.M. ERROR SIGNAL 
PIN 6=P.M. RESET 
PIN 7=LOCAL P.M. ON/OFF 
PIN 8=BLANK (SPARE) 
PIN 9=LOC REC. 2P CONTROL 
PIN IO=LOC. REC. 3P CONTROL 
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PIN A=COUNTER 0 OUT 
PIN B=BO0 
PIN D=B05 
PIN E=COUNTER 2 IN 
PINII=C0UNTER20UT 
PINA=GROUND 
PIN C=REM. P.M. ON/OFF 
PIN D=REM. REC. 2P CNTRL 
PIN E=REM. REC. 3P CNTRL 
PIN IfeBOXCAR OUTPUT 
Figure 2.11. Pinout diagrams for connectors A-D and rear panel connectors. 
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2.4 Loop-gap Resonators 
As discussed above, the microwave resonators used in this spectrometer are 
loop-gap resonators (LGRs) (1). The wavelengths associated with the S-band frequencies 
at which this spectrometer operates (2-4 GHz) range from 7.5 cm to 15 cm. Wavelengths of 
this magnitude certainly prohibit the use of cavity resonators, as a large amount of sample 
would be necessary to obtain a sufficient filling factor in such a voluminous cavity. 
Furthermore, the Q values of cavity resonators are too large (order of 104) for use in a pulsed 
experiment, as the resonator ring-down time and hence the spectrometer dead-time is 
proportional to the cavity Q. LGRs provide solutions to these two technical problems. Figure 
2.12 displays a LGR. The size of the hole in a LGR can be chosen such that it is only slightly 
larger than a sample tube, thus resulting in a filling factor approaching 1. Also the Q values 
of LGRs are inherently low (order of 102) so that the ring-down time is accordingly shorter 
than for cavity resonators. 
Equation 2.1 is used to predict the resonant frequencies of LGRs (1). 
v = 1/2n[1 +r02/(R2-(r0 + W)2)]i[nt/itWeM0]i1/r0[1/(1 +2.5(tM/))]* [2.1] 
In equation 2.1, the dimensions r0, R, W, and t are shown in figure 2.12. The parameters n, 
e, and u0 in equation 2.1 are the number of gaps in the LGR, the dielectric constant of the 
medium in the gap, and the magnetic permeability in a vacuum. 
In an effort to exploit the octave bandwidth of microwave frequencies (2-4 GHz) 
available for use with the pulsed EPR spectrometer, equation 2.1 was employed to have 
constructed a series of LGRs with a variety of resonant frequencies. Some resonators were 
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Figure 2.12. Loop-gap resonator. 
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machined from brass, while others were made from MACOR, a machinable ceramic material. 
The usefulness of ceramic LGRs is that they can be plated with gold or silver so that they 
support microwave resonances, but they will also admit lower frequency magnetic field 
modulations for use in CW EPR experiments at S-band. The physical dimensions, resonant 
frequencies predicted by equation 2.1, and observed frequencies of the brass LGRs are 
compiled in Table 2.1. 
2.5 Recommendations for Future Spectrometer Modifications 
Though the personnel involved in the construction of this spectrometer are chemists, 
not electrical engineers, the spectrometer has performed very well. Even though it has 
functioned well, as with any new apparatus, possible improvements exist. 
One way which the spectrometer could be improved is to employ quadrature detection. 
This is a costly process, as quadrature mixer along with another GaAs FET amplifier would 
be required. The rewards of quadrature detection are twofold. The magnitude of the 
microwave power, emitted by the processing electron spin magnetization, which can be 
detected is increased by about 40%. Furthermore, information about the relative phase 
relationship between the real and imaginary components of the microwave power is obtained. 
Some of the recommended improvements include replacing (or modifying) existing 
equipment with equipment better suited for the applications for which they are used. For 
instance the grid of the TWT amplifier could (possibly) be modified to switch on and off more 
rapidly in order to decrease the spectrometer dead time. Alternatively, the TWT has a finite 
lifetime, and replacement of the TWT itself constitutes an investment which is a significant 
fraction of the total cost of the entire TWT amplifier. Therefore, rather than replace the TWT, 
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an entire new TWT amplifier could be purchased, with specifications more in line with those 
desired in this application. 
The DDGs used in the spectrometer have some properties which could be improved 
upon. The trigger levels tend to drift slightly, which occasionally causes the PPM circuitry to 
malfunction. Moreover, the pulse widths must be adjusted by hand. It would be 
advantageous, for the sake of reproducibility, to be able to program pulse widths digitally via 
a computer. 
Although the PPM functions sufficiently well, it, too, could be improved upon. One 
improvement would be to provide the capability to perform a one-pulse pulse sequence, in 
addition to the two-pulse and three-pulse pulse sequences it currently produces, in order to 
record FIDs. The TTL circuitry might be replaced with the faster ECL (emitter coupled logic) 
family of ICs. Also, eventually it may be desirable to have the ability to perform more 
elaborate phase modulation techniques. 
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Table &1 
Loop-gap Resonator Dimensions and Frequencies 
(dimension variables from figure 2.12) 
r0 fmm) t (mm) \N (mm) Kmm) R(mm) v calc.a v obs.a 
2.55 0.381 3.85 12.7 12.5 3.06 N/O 
2.55 0.381 3.85 19.1 12.5 3.06 N/O 
2.55 0.508 3.85 12.7 12.5 3.42 N/O 
2.55 0.711 3.85 12.7 12.5 3.86 3.37 
2.55 0.711 3.85 19.1 12.5 3.86 3.37 
2.55 1.016 3.85 12.7 12.5 4.33 3.94 
2.55 0.457b 3.85 12.7 12.5 2.08 2.43 
2.55 0.508b 3.85 12.7 12.5 2.16 N/O 
2.55 0.559b 3.85 12.7 12.5 2.24 N/O 
^Resonant frequencies in GHz, bRexolite used as dielectric in gap, N/O = no resonance 
observed as of this writing. 
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CHAPTER 3 
S-band Electron Spin Echo Investigation of DPPH 
3.1 Introduction 
This chapter presents the results of S-band ESE experiments on 
1,1 -diphenyl-2-picrylhydrazyl radical, commonly known as DPPH. I selected DPPH as a pilot 
system for study by S-band ESE spectroscopy for several reasons. As no S-band ESE 
investigations have been attempted previously, a relatively uncomplicated system such as 
DPPH is ideal for testing the waters of a new spectroscopic method. Though there are many 
possible electron-nuclear couplings in DPPH, the ESEEM technique is sensitive only to those 
couplings involving the 14N nuclei of the N02 groups on the picryl ring of DPPH. Furthermore, 
there is much interest in understanding ESEEM that results from couplings to quadrupolar 
nuclei, such as 14N, thereby making DPPH an interesting subject for examining these effects. 
The ease of preparation and long-lived stability of DPPH samples also make it a nice system 
for a pilot study. 
Also included in this chapter is background information about DPPH. Discussed here 
are subjects such as: the uses found for DPPH in the chemical world, electronic and 
molecular structural properties of DPPH, the plethora of magnetic investigations of DPPH, 
previous ESEEM studies of DPPH, and the S-band ESE results. 
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Utility of DPPH 
The stable, neutral free radical DPPH is one of several hydrazyl (amino-substituted 
amino) radicals first discovered by Goldschmidt and co-workers in the 1920s (1). Since that 
time, a variety of uses for DPPH have been developed. The EPR spectrum of DPPH powder 
consists of one narrow line with a full-width at half-height of about 2.7 Gauss at a position 
g = 2.0036 + 0.0002 (2). Furthermore, amounts less than 1 nanogram are detectable by 
X-band EPR at room temperature (3). This combination of EPR properties has made DPPH 
a widely used reference standard for g-value, line width, and spin concentration 
measurements. 
Applications for DPPH are found in several areas of chemistry. DPPH has been 
widely used as radical scavenger in polymer chemistry since it was first shown (4) that it 
strongly inhibits the polymerization of vinyl acetate. DPPH has also been used in radiolysis 
experiments to scavenge solvent radicals produced by irradiation with X-rays and y-rays, in 
order to measure rates of formation and yields (5). Hydrogen-abstraction is another area of 
chemistry in which DPPH has been found useful (6). It attacks dihydroaromatics, phenols, 
thiols, and amines. 
3.3 The Structure and Stability of DPPH 
The molecular structure of DPPH is shown in figure 3.1. It is common practice to 
denote the unpaired electron as being located on N-2, but, as will be discussed, the unpaired 
electron is actually delocalized over the entire radical. 
DPPH is an exceptionally stable free radical. Those hydrazyls exhibiting the most 
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Figure 3.1. Structure of the DPPH radical. 
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stability have bulky, unsaturated and/or aromatic groups attached to the central nitrogen 
atoms. Moreover, for triarylhydrazyls, with the general structure 
(Ar)2-N-N-Ar* 
where Ar and Ar' represent aryl groups, species with electron-withdrawing substituents (such 
as N02) in the Ar' ring tend to be resistant to dimerization. 
Unlike other hydrazyls, DPPH is not subject to dimerization, even at low temperature. 
Triphenylhydrazyl, for instance, exists in equilibrium with its tetrazane dimer shown in 
figure 3.2 and also decomposes into other products. Paramagnetic susceptibility (7) and 
ortho-para hydrogen conversion (8) measurements verified that DPPH exists as essentially 
100% free radical under a variety of conditions. Also, DPPH is unreactive toward oxygen. 
The extraordinary stability of radicals such as DPPH can be attributed to a 
combination of electronic resonance (mesomeric) effects, inductive effects due to aromatic 
ring substituents, and stearic factors. An illustrative example of enhanced stability due to 
resonance effects is the contrast of the reactive phenylmethyl radical with the stable 
triphenylmethyl radical. The additional phenyl rings allow for more resonance forms (and, 
consequently, added resonance stabilization) which contribute to the hybrid structure of the 
triphenylmethyl radical. DPPH can be described by the set of resonance structures 
(mesomers) shown in figure 3.3 (9). Those mesomers with the unpaired electron on N-2 or 
N-1 have been calculated to contribute 62% and 26% respectively to the hybrid structure (10). 
Inductive effects, due to the electron-withdrawing nature of the N02 groups on the picryl ring, 
help to stabilize DPPH by decreasing the unpaired electron spin density at the N-2 atom, the 
point at which dimerization occurs. Stearic interactions due to the ortho-NQ2 groups also play 
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Figure 3.2. Telrazane dimer of triphenylhydrazyl. 
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Figure 3.3. Resonance structures of DPPH. 
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an important role in stabilization. This fact has been demonstrated (11) by contrasting the 
stabilities of the two isomers 1-(2,4-dinitrophenyl)-2,2-diphenylhydrazyl and 
1-(2,6-dinitrophenyl)-2,2-diphenylhydrazyl, which are relatives of DPPH. The 2,6-isomer 
(with two ortho-NOg groups) exists as a stable solid, while the 2,4-isomer (one ortho-N02 
and one para-N02 group) exists only in solution and has a half-life of 86 hours at room 
temperature. 
3.4 Magnetic Resonance Investigations of DPPH 
DPPH has been the subject of a multitude of magnetic resonance studies-far too 
many to discuss or even to cite all of the works in a reasonable fashion. However, what 
follows is an attempt to bring to light the exciting and important role played by DPPH in the 
evolution of the understanding of many concepts fundamental to magnetic resonance 
spectroscopy. Milestone works are chronicled, and other works are included, the results of 
which are drawn upon in the analysis of the S-band ESEEM data in Section 3.6. Discussion 
of the previous ESEEM studies of DPPH (12,13) is reserved for Section 3.5. 
The first reported magnetic resonance experiments on DPPH were EPR studies done 
simultaneously (and published in consecutive articles) by Holden et al. (2) and 
Townes and Turkevich (14) in 1950. Both groups used microwave frequencies of about 
24 GHz. Holden et al. reported a g-value of 2.0036 ±0.0002 from the EPR spectrum of 
polycrystalline DPPH. They commented that the observed powder EPR linewidth of 2.7 
Gauss is nearly two orders of magnitude narrower than expected from calculation of the 
dipole-dipole interaction between the unpaired electrons in the solid. This line narrowing was 
attributed to exchange narrowing (15). Townes and Turkevich reported a g-value of 
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2.0042 ±0.0004 for powder DPPH and a linewidth of 2.9 Gauss. They also ascribed the 
narrow linewidth to exchange narrowing and demonstrated the effect by recording EPR 
spectra of dilute benzene solutions. The linewidths of the solution spectra were found to be 
greater than the powder linewidth and widened with increasing dilution. However, the greatest 
width they reported was 15 Gauss, which is appreciably less than (as discussed below) the 
approximately 50 Gauss width observed in very dilute (-10-3 M) solutions. Another impetus 
for recording the solution EPR spectra was an attempt to observe the nuclear hyperfine 
structure due to interaction with the picryl nitrogen (N-2), on which, in a 2p orbital, they 
assumed the unpaired electron to be located. 14N hyperfine structure had been observed 
(16) in gaseous NO; however, they observed none in their DPPH spectra. 
Hutchison, et al. (17) observed the first nuclear hyperfine structure in an EPR spectrum 
in an examination of DPPH in 1952. They reported observation of a room temperature EPR 
spectrum from 0.00186 M DPPH in benzene. The spectrum was split into five peaks, 
approximately equally spaced apart by 10 Gauss, with an overall width of about 48 Gauss. 
The hyperfine pattern was interpreted by suggesting that an interaction occurred between the 
unpaired electron and two equivalent hydrazyl nitrogen nuclei (1 = 1). They also noted that the 
individual hyperfine lines were wider than expected from electronic dipole-dipole broadening 
and proposed that the additional broadening might be due to unresolved hyperfine 
interactions with the other magnetic nuclei on the radical or in the solvent. 
In 1954, the suspicion of Hutchison et al. of the existence of unresolved couplings to 
other magnetic nuclei on DPPH was supported by Beljers et al (18) who reported nuclear 
Overhauser enhancement (NOE) (19) for the protons on the radical. Observation of NOE for 
the DPPH radical was significant for two reasons. First, it demonstrated that coupling 
between the unpaired electron and protons existed, which indicated that the unpaired electron 
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was delocalized onto the aromatic rings in the radical. Second, Overhauser (19) believed the 
nuclear enhancement that he had predicted to exist would be observed only in metals, though 
Bloch (20) thought that the effect may be expected for nonmetals as well. Carver and Slichter 
(21) had detected the enhancement in Li, but DPPH was the first nonmetal for which the NOE 
was observed. 
Further confirmation of magnetic interactions between the unpaired electron and the 
protons on DPPH came from 1H nuclear magnetic resonance (NMR) measurements made 
on polycrystalline DPPH by Gutowsky and co-workers (22,23) (at 26.9 MHz 1H Larmor 
frequency) and also by Anderson et al. (24) (at 22.8 MHz). These groups were able to 
measure both upfield and downfield shifts in the proton resonances, proving the existence of 
electron spin densities of both positive and negative sign, as suggested by McConnell and 
Chestnut (25). The isotropic hyperfine coupling constants reported in these NMR studies are 
found in Table 3.1. Gutowsky et al. assigned the couplings to particular protons on the 
radical, though Anderson et al. made no such assignments. The assignments made by 
Gutowsky et al., along with valence-bond calculations they performed, confirmed the sign of 
McConnell's equation (26) 
aH = QHPc. [31] 
in which aH is the isotropic proton hyperfine coupling constant in Gauss, QH is a constant of 
proportionality with a value of -27 Gauss to -23 Gauss for protons (and is equal to the 
hyperfine coupling when a whole electron is on the carbon atom), and pc represents the 
unpaired electron spin density on the carbon atom to which the proton is attached. 
By using computer simulations of their solution EPR spectra taken from DPPH in 
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Table 3.1 
IsotroDic Nuclear Hvoerfine Couolino Constants for DPPH3 
Coupling Constant 
10 
7.85 ±0.20 
7.69±0.20b 
7.63 + 0.20° 
7.933 ±0.007 
10 
9.35 + 0.20 
9.16±O.2Ob 
9.90 ±0.20° 
9.739 ±0.014 
-1.63 
-1.7 
-2.006 ±0.002 (atoms 3&8)d 
-1.895 ± 0.002 (atoms 7&12) 
-1.52 
-1.55 
Technique 
EPR 
EPR 
EPR 
EPR 
ELDOR 
EPR 
EPR 
EPR 
EPR 
ELDOR 
'HNMR 
1HNMR 
ENDOR 
ENDOR 
2HNMR 
ENDOR/TRIPLE 
Reference 
17 
29 
30 
30 
31 
17 
29 
30 
30 
31 
22 
32 
35 
35 
38 
38 
(continued next page) 
50 
Table 3.1 (continued! 
Isotropic Nuclear Hyperfine Coupling Constants for DPPHa 
Nucleus 
m-phenyl 
p-phenyl 
m-picryl 
o-nitro 
p-nitro 
Coupling Constant 
0.97 
0.77 
0.754 ± 0.002 (atoms 4&9) 
0.675 ± 0.002 (atoms 6&11) 
0.725 
0.727 
-1.63 
-1.7 
-1.895 ±0.002 
-1.52 
-1.55 
0.97 
0.77 
1.117±0.002(atom13) 
1.016±0.002(atom 14) 
0.988 
1.06 
-0.38 
-0.48 
Technique 
1HNMR 
1HNMR 
ENDOR 
ENDOR 
2HNMR 
ENDOR/TRIPLE 
^HNMR 
'HNMR 
ENDOR 
2HNMR 
ENDOR/TRIPLE 
^HNMR 
'HNMR 
ENDOR 
ENDOR 
2HNMR 
ENDOR/TRIPLE 
14N NMR 
14N NMR 
Reference 
22 
32 
35 
35 
38 
38 
22 
32 
35 
38 
38 
22 
32 
35 
35 
38 
38 
40,41 
40,41 
aValues expressed in units of Gauss, sample not degassed, ^ sample degassed, ^numbering 
system according to figure 3.1 
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benzene, Deal and Koski (27) were the first to suggest that the hydrazyl nitrogens were not 
equivalent. They reported a ratio of the isotropic hyperfine couplings A^./A^_2 of 0.82 ± 0.01. 
Deguchi (28) was the first to record high resolution solution EPR spectra in which ^H 
hyperfine splittings were present. In all, about 120 hyperfine lines were recorded. High 
purity (degassed, dried, and vacuum distilled) solvents were used to make the solutions. The 
presence of dissolved oxygen was suggested as the line broadening agent in unpurified 
solvents. 
Lord and Blinder (29) utilized more elaborate computer simulation techniques and 
reported hyperfine couplings of AN.., = 7.85 ± 0.20 Gauss and AN.2 = 9.35 + 0.20 Gauss. The 
assignment of the larger hyperfine coupling to N-2 concurred with the results of Chen et al. 
(30), who recorded EPR spectra with 15N (I = £) substituted at this position. They reported two 
different sets of hyperfine coupling constants, one for solutions which were not degassed and 
one for degassed solutions. They found that AN., = 7.69 ± 0.20 Gauss and 
AN.2 = 9.16± 0.20 Gauss for undegassed solutions and that A ^ s 7.63 + 0.20 Gauss and 
AN 2 = 9.90±0.20 Gauss for degassed solutions. The most accurate measurements of the 
hydrazyl nitrogen hyperfine coupling constants resulted from the electron-electron double 
resonance (ELDOR) experiments of Hyde et al. (31). They cited values of 
AN., = 7.933 ± 0.007 Gauss and AN.2 = 9.739 ± 0.014 Gauss. These remain the most accurate 
values reported to date. 
With the situation regarding coupling to the hydrazyl nitrogens reasonably well 
understood, the attention paid to DPPH by magnetic resonance researchers was focused 
primarily on obtaining reliable hyperfine coupling constants for the other 15 magnetic nuclei 
(12 ring protons and 3 nitro group nitrogens) present on the radical. The complexity of the 
hyperfine structure for DPPH can be realized by considering the fact that if all of the 
52 
chemically equivalent 'H and 14N nuclei in the radical were also magnetically equivalent, 
more than 30,000 possible hyperfine transitions would exist. If all of the chemically equivalent 
sites were to become magnetically inequivalent due to molecular motions, or other 
mechanisms, the number of hyperfine lines approaches one million. In order to make 
progress sorting out the numerous magnetic couplings which may occur in DPPH, it became 
necessary to move beyond conventional EPR spectroscopy and employ multiple electron 
magnetic resonance techniques such as electron-nuclear double resonance (ENDOR) and 
electron-nuclear-nuclear triple resonance (TRIPLE), high resolution/multinuclear NMR, and 
time domain EPR. 
The early 1H NMR experiments (22-24) on DPPH were performed, by more recent 
standards, at rather low resolution. With the advances made in magnet technology, NMR 
instrumentation and NMR data analysis during the 1960s and 1970s, it became possible to 
refine the values for the hyperfine coupling constants. One such important NMR contribution 
came from Sagdeev et al. (32). They used 1H NMR at 100 MHz to study several different 
hydrazyl radicals (including DPPH) in solution at 330K. Some interesting conclusions 
regarding electronic structure and molecular geometries in solution were inferred, based on 
their hyperfine coupling data (found in Table 3.1). It was observed that for all of the radicals 
examined, the ratio of the coupling constants for meta- and para-phenyl ring protons, 
AH (meta)/AH (para), varied from 0.5-0.7, which is significantly greater than the value of 0.29 
for the case of pure n-electron spin density derealization. The difference was credited to 
a considerable contribution of o-electron mechanism in the spin density transfer. 
Furthermore, from the value of the ratio Ay (meta)/Ay (para), the angles of deflection (twist) 
of the aromatic ring planes relative to the central hydrazyl fragment can be estimated (33). 
It was determined that for DPPH in solution the phenyl rings were twisted by about 30° and 
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the picryl ring by about 33°. From X-ray crystal structure data (34) the two phenyl rings were 
found to be twisted at angles of 49° and 22°, wf.ich averages to about 35*. It was also 
determined that the picryl ring was inclined by 33°. Relatively good agreement between the 
angles in the crystal and those determined from the NMR data seems to imply that the crystal 
structure is retained, to a good degree, in solution. 
In an effort to untangle the complex hyperfine structure, the first successful ENDOR 
experiments on DPPH were reported by Dalai et al. (35,36). Earlier attempts by Hyde (37) 
to register ENDOR spectra from DPPH were unsuccessful. The failure to observe ENDOR 
transitions was credited to large anisotropy in the hyperfine couplings. The values of the 
isotropic proton hyperfine coupling constants, determined as a result of the experiments of 
Dalai et al., are in Table 3.1. One result that was obtained was that the couplings to the 
protons on the picryl ring were found to be equivalent at high temperature (coalescence of 
the ENDOR lines occurred at about 60°C) and became inequivalent as the temperature was 
lowered. This implied that the picryl ring underwent hindered rotation. Stearic hindrance of 
the N02 groups on the picryl ring was indicated in the crystal structure (34). Another 
interesting point of note from this work is the fact that no ENDOR transitions were observed 
that could be attributed to 14N nuclei. 
Biehl, Mobius, and co-workers (38,39) found the ENDOR lines in the spectra reported 
by Dalai et al. (35,36) to be interpreted inconsistently and offered their own contribution to 
understanding the hyperfine structure. They combined NMR and ENDOR techniques in a 
very elaborate investigation. In their study, several samples were prepared which were 
deuterated selectively at various sites on the radical. They used 2H NMR and the associated 
42-fold linewidth improvement, relative to ^H NMR, to measure contact shifts at room 
temperature for the deuterons, in order to determine the motionally averaged hyperfine 
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coupling constants. The proton coupling constants were calculated by multiplying the 
deuteron coupling constants by the ratio of the gyromagnetic ratios of the proton to the 
deuteron, YH/YD = 6 - 5 1 4 - Low temperature ENDOR was used on "all-proton" DPPH in an 
attempt to distinguish all twelve proton sites on the radical, but only eleven were found. It was 
suggested that the absence of the twelfth splitting could be due to accidental degeneracy with 
another proton splitting or to electronic relaxation effects. TRIPLE (39) experiments were 
used to determine the relative signs of the coupling constants. The absolute signs were 
obtained with TRIPLE, by using the splitting due to N-2 (the picryl nitrogen) as a reference; 
it was known to have a positive coupling constant. Additionally, isotopic substitution of N-2 
with 15N was used to shift the nitrogen ENDOR transitions to a higher frequency 
(YN.15/YN-I5"1-4°)« i n order to avoid overlap with the proton lines. This study also revealed 
evidence of hindered rotation of the picryl ring, as did that of Dalai et al. (35,36). In variable 
temperature (170K to 250K) proton ENDOR spectra of DPPH on which the 10 phenyl protons 
had been substituted with deuterons, the lines corresponding to the two meta-picryl protons 
exhibited classic jump process behavior due to the hindered rotation of the picryl ring. 
Presented in this article was a nice discussion of jump processes and their effect on 
measurements of hyperfine coupling constants. Two values for each proton coupling 
reported from this work are found in Table 3.1. The agreement is very good between the 
values as determined by 2H NMR and those which represent the arithmetic average of 
experimental coupling constants measured with ENDOR & TRIPLE at 180K. Though this 
study was fairly successful at measuring reliable proton coupling constants, no lines were 
found in the ENDOR spectra which could be assigned to the 14N nuclei in the N02 groups on 
the picryl ring. 
The first magnetic resonance study in which electron-nuclear hyperfine couplings to 
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the 14N nuclei in the N02 groups were measured directly was done by Dalai and co-workers 
(40,41), who employed 14N NMR methods. They originally (40) used continuous wave (CW) 
14N NMR at 4.335 MHz (1.41 Tesla) and later (41) repeated the work with 14N FT-NMR at 
13.004 MHz (4.23 Tesla). Two 14N resonances were observed with an intensity ratio of 2:1. 
The more intense resonance line was assigned to the two ortho nitrogens, the other line to 
the para nitrogen. The hyperfine coupling constant A% is related to the paramagnetic shift, 
AB, which is the change in the field value at which a nuclear transition occurs upon going 
from a diamagnetic species to one that is paramagnetic. The hyperfine coupling constant 
can be calculated from the paramagnetic shift according to equation 3.2 (42) 
AN=-(ABYN4kT)/(BdjaYegB). [32] 
where Y N is the gyromagnetic ratio for the 14N nucleus, k is the Boltzmann constant, T is the 
temperature, B ^ is the resonant field for the nucleus in a diamagnetic molecule, ye is the 
gyromagnetic ratio for an electron, g is the electron g-value, and 6 is the Bohr magneton. 
Rather than compare the 14N resonances in both a diamagnetic and a paramagnetic 
molecule, the hyperfine coupling constants can be determined by measuring the contact 
shifts for a paramagnetic species at several different temperatures. For both of the lines in 
the spectrum, the plots of contact shift vs. 1/T were essentially linear, establishing that the 
isotropic hyperfine interaction was the dominant mechanism for the shifts. From the plots, 
the values of the hyperfine constants were found to be AN(ortho)= -0.38 ±0.02 Gauss, 
AN(para) = -0.48 ± 0.03 Gauss, and AN(overall) = -0.42 ± 0.05 Gauss. These values are also 
listed in Table 3.1. One surprising result from this study was the assignment of 
|AN(para)|> |AN(ortho)|. In their first study, in which only CW 14N NMR was used, Dalai et 
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al. (40) assigned the couplings such that |AN(ortho)|> lA^para)!, but the results from the 
FT-NMR experiments (41) supported the reverse. Theoretical analyses by Gubanov et al. 
(43-45) represent the most detailed calculations of spin density distributions in hydrazyl 
radicals. Their unrestricted Hartree-Fock calculations predicted spin densities of -0.0051 
on the ortho-N02 nitrogens and -0.0050 on the para-N02 nitrogen on DPPH, with magnitudes 
reversed from those observed experimentally. Moreover, hyperfine couplings calculated from 
their estimates of the spin densities on the protons agreed reasonably well with the values 
determined by experiment (40). Perhaps this indicates that some inadequacies exist in the 
model used to calculate spin densities on nitrogen atoms on this type of radical. 
Results from several major magnetic resonance studies of DPPH have been 
presented in this section. The characterization of the hyperfine couplings between the 
unpaired electron and the magnetic nuclei on the radical has been continually refined as the 
technological capabilities have continued to improve. The verdict is still out whether one set 
of hyperfine couplings constants for the magnetic nuclei on DPPH can be regarded as 
generally accepted. However, after examining the efforts of the various research groups, the 
values of the various hyperfine coupling constants which I recommend as "most reliable" (to 
date) are the following: {1} for the hydrazyl nitrogens, the couplings reported by Hyde et al. 
(31); {2} the proton values cited by Biehl et al. (38,39); and {3} the values from Dalai et al. 
(40,41) for the nitrogens in the N02 groups on the picryl ring. Values for the quadrupole 
coupling constants are discussed in section 3.6. 
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3.5 Previous ESEEM Investigations of DPPH 
Until now, only two other electron spin echo (ESE) investigations of DPPH have been 
reported (12,13). The first work undertaken was that of Dikanov et al. (12). They used X-band 
ESE spectroscopy to record electron spin echo envelope modulation (ESEEM) patterns from 
10 mM DPPH in toluene frozen glass at 77K. They registered both primary (2-pulse) and 
stimulated (3-pulse) ESEEM patterns. However, they used only the frequencies determined 
from the stimulated ESEEM patterns in their analysis. Frequencies were extracted from the 
ESEEM patterns by Fourier transformation (FT) and by autoregression (AR) methods. The 
AR method was described in a previous work they published (46). A comparison was made 
between the two methods. 
They observed modulation patterns which contained a frequency at about 14 MHz, 
which was assigned to modulations due to protons on the radical and in the solvent. These 
modulations were not included in their analyses. In addition to the proton modulations, lower 
frequency modulations at 0.65 MHz, 1.3 MHz, 2.2 MHz, and 3.3 MHz were also observed 
which were ascribed to couplings to the nitrogen nuclei in the N02 groups on the picryl ring. 
They claimed that only the ortho-N02 groups participated in producing modulations. Their 
reasoning for this conclusion seems somewhat tenuous. They believed the para-N02 group 
to be too far removed (-5.5 A) from N-2 (the site of greatest unpaired electron spin density) 
to cause modulations, since the amplitude of modulation decreases as 1/r6. Thus they 
implied that the modulations are due to through-space interactions only, and they implicitly 
neglected the possible existence of unpaired electron spin density delocalized onto the picryl 
ring, as did the following argument. The basis of assigning the modulations to be due solely 
to the ortho-N02 groups also relied on the result that they were unable to observe nitrogen 
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modulation from the radical 1,1 -diphenyl-2-(2-nitrobenzoyl)-hydrazyl (DPNBH), the structure 
for which is in figure 3.4. They claimed that the N02 group on this radical was five bonds 
away from N-2, just as the para-N02 group on DPPH. Hence they concluded that since no 
modulation was observed due to the N02 group on DPNBH, then similarly no modulation 
effects were due to the para-N02 group on DPPH. What they conspicuously omitted 
discussing was the presence of an electron-withdrawing carbonyl group between the N02 
group and N-2 on DPNBH, which is not found on DPPH. Further evidence contradictory to 
the assumption made by Dikanov. et al. was the results of the 14N NMR experiments of Dalai 
etal. (40,41), which implied that the hyperfine coupling constant for the para-N02 nitrogen was 
larger than for the ortho-N02 nitrogens, as discussed above. 
A more reasonable explanation for the lack of nitrogen modulation from this radical 
is the fact that the carbonyl group is certainly capable of prohibiting sufficient unpaired 
electron spin density from reaching the N02 group, thus permitting no appreciable hyperfine 
coupling to take place. One can envision resonance structures for this radical in which the 
unpaired electron is located on the oxygen atom of the carbonyl group. This radical could 
be an interesting subject for an S-band ESEEM examination, to determine whether a 
measurable hyperfine coupling exists for the N02 group nitrogen. 
The analysis of the frequency spectra extracted from the ESEEM patterns was based 
on a previous work of theirs (46), in which they developed a scheme for determining possible 
modulation frequencies for disordered systems in which the quadrupole, nuclear Zeeman, 
and hyperfine interactions all may be of comparable magnitudes. In this paper, they asserted 
that the following two cases exist for these types of systems. The difference between the two 
cases arises by comparing the relative magnitudes of the effective nuclear frequency 
v d = I v i ± iAisol a n d a nuclear quadrupole coupling parameter K = ie2qQ, where v, is the free 
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Figure 3.4. Structure of DPNBH. 
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nuclear Larmor frequency, Ais0 is the isotropic hyperfine coupling constant, and e2qQ is the 
standard quadrupole coupling constant. 
They stated that if vJK< 1, the modulation frequencies should be at or near the pure 
NOR frequencies of the nucleus: 
v + = K(3 + ri), v_=K(3-r|), and v0=2Kn, [3.3] 
where y\ is the nuclear electric field gradient asymmetry parameter. For the case where 
vef/K;>1, a modulation near the frequency 
v = 2[vef2 + K2(3 + r,2)]i [3.4] 
should be observed, according to their analysis. 
The nuclear transitions that were observed in the frequency spectra obtained from the 
stimulated ESEEM patterns were assigned by comparing these frequencies with those 
observed in the NOR spectrum for nitrobenzene. In Table 3.2, 14N NOR data for several 
nitrobenzenes is tabulated (47,48). They assigned the lines at 0.65 MHz and 1.3 MHz to be 
the NOR transitions v0 and v +, respectively, for one of the ortho-N02 nitrogens. By using 
these frequencies and equations 3.3, they calculated the parameters K = 0.325 MHz and TJ - 1 . 
The assumption that the observed frequencies corresponded to NOR transitions implied that 
ve/K < 1, according to their treatment. This allowed for a range of isotropic hyperfine coupling 
values to be placed on this nucleus such that 2(v,-K)< |AjS0|<2(v, + K), which, when 
numerical values were substituted, became 1.43 MHz<|A jS0|<2.73 MHz. The lines at 
2.2 MHz and 3.3 MHz were assigned to the other ortho-N02 nitrogen. They reported an 
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Table 3,2 
14N NOR Data for Various Nitrobenzenes at 77K< 
Compound 
nitrobenzene13 
p-dinitrobenzeneb 
m-dinitrobenzeneb 
1,3,5-trinitrobenzene°'d 
2,4,6-trinitrotoluenece 
p-nitrotoluenec 
m-nitrotoluenec 
U 
1.213 
1.036 
1.035 
0.960 
0.873 
1.198 
1.190 
Z-
0.925 
0.833 
0.813 
0.830 
0.787 
0.922 
0.910 
*o 
0.288 
0.203 
0.222 
— 
— 
— 
3 
e20Q 
1.425 
1.246 
1.232 
— 
1.107 
1.406 
1.400 
a 
0.404 
0.326 
0.360 
. . . 
0.156 
0.408 
0.400 
^Transition frequencies and quadrupole coupling constants in MHz, "reference (47), 
Reference (48), dthe authors reported only partial results for this species, ^values listed 
represent the average of three separate sets of parameters listed for this compound. 
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isotropic hyperfine coupling constant of | A^l = 0.73 MHz for this nucleus and quadrupole 
parameters 0.43 MHz <=K<;0.5 MHz with 0n\ s1. 
It appears that the results from this ESEEM investigation of DPPH may have been 
misinterpreted. No attempt is made here to re-interpret the results, but weaknesses in the 
original interpretation are illustrated. First, the assumption that the "pure" NOR frequencies 
were present in the ESEEM was based on a comparison with the NOR frequencies for 
nitrobenzene. They believed that the frequencies they observed were close enough to those 
of nitrobenzene (Table 3.2) to be NOR transitions from an ortho-N02 group 14N nucleus. The 
N02 group on nitrobenzene is not a very good candidate to compare with the N02 groups on 
DPPH. From Table 3.2 it is evident that as additional N02 groups are added to the ring, the 
NOR transition frequencies decrease. A more apt comparison could be made to the N02 
groups on 1,3,5-trinitrobenzene or 2,4,6-trinitrotoluene (TNT). Furthermore, the assumption 
of having observed pure NOR transitions had a domino-like effect on interpretation of other 
results. The value of TJ-1 calculated from the alleged NOR transitions is a great deal larger 
than values reported for many other substituted nitrobenzenes (47,48). Additionally, the 
reported range over which the isotropic hyperfine coupling constant supposedly varied does 
not include the values measured by Dalai et al. (40,41) in their 14N NMR experiments. As a 
whole, not much reliability can be placed on the hyperfine and quadrupole parameters 
reported for DPPH as a result of this ESEEM investigation. 
The ESEEM study of DPPH by Flanagan and Singe! (13) combined both X-band 
(9.1 GHz) and C-band (4.6 GHz) ESE spectroscopies. Their intent was to show the 
usefulness of employing multifrequency ESEEM spectroscopy. They examined 10 mMDPPH 
in a frozen toluene glass and also a powder sample of DPPH doped into a diamagnetic 
DPPH2«C6H6 host complex; both samples were studied at 100K. Primary (2-pulse) ESEEM 
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patterns were recorded exclusively. No mention was made of stimulated (3-pulse) ESEEM. 
The modulation patterns and corresponding frequency spectra for the sample in the toluene 
glass and for the powder sample were found to be reasonably similar, and the analysis 
focussed on the DPPH/toluene sample. The frequency spectra presented were obtained by 
Fourier transformations of the time domain ESEEM patterns which resulted after a series of 
data processing manipulations were applied to the original ESEEM patterns. The processing 
included removal of the background decay, tapering the residual time domain data with a 
cosine bell window, and recasting of the experimental time domain as a sum of damped 
sinusoids of characteristic frequency, amplitude phase, and decay rate. The recasting of the 
experimental ESEEM pattern was accomplished by the linear prediction-singular value 
decomposition (LPSVD) method (49). It was maintained that differences between the original 
ESEEM patterns and those obtained by reconstruction with the LPSVD method were always 
at the noise level. 
They used the values of the hyperfine coupling constants reported from the ESEEM 
study by Dikanov et al.(12) for the ortho-N02 groups as gauges to predict whether the "pure" 
NOR transitions could be observed. They explained that the NOR transitions are expected 
when A^-twice the nuclear Larmor frequency, thereby canceling the external field in one of 
the electron spin manifolds. It was expressed that at C-band the NOR transitions should have 
been observed for both of the ortho-N02 groups, unlike at X-band where the Larmor 
frequency is greater. They claimed that for the ortho-NO2 group with the isotropic hyperfine 
coupling of 0.73 MHz reported by Dikanov et al. (12), strong NOR transitions in the range of 
1-2 MHz and below 0.5 MHz should have been observed but were not. 
The frequencies they observed at X-band were essentially the same as those cited by 
Dikanov et al.; they found peaks at 0.7 MHz, 1.3 MHz, 2.0 MHz, and 3.4 MHz. but also 
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discovered a pair of peaks above 4 MHz not reported by Dikanov et al., which were attributed 
to combination frequencies. The frequency spectrum obtained from the C-band ESEEM 
pattern included a pair of overlapping peaks at about 0.8 MHz, peaks at 1.9 MHz and 
2.4 MHz, and a peak corresponding to the proton Larmor frequency. 
Spectral simulations were created by two separate methods. One method involved 
substituting the spin Hamiltonian parameters reported by Dikanov et al. into the nuclear spin 
Hamiltonian (1 = 1) in equation 3.5 in order to calculate the transition frequencies. 
«n = 9nBnBo'> + AiSo<S)±«i-{(1-n)lx2 + (1 +^)!y2-2l22}ie2qQ [35] 
The frequencies and amplitudes were summed according to the treatment of Mims (50) and 
powder averaged. Simulations were constructed by this method at 9.1 GHz and 4.6 GHz and 
compared with the respective experimental counterpart spectra. It was maintained that the 
spin Hamiltonian parameter set used in these simulations appeared to capture successfully 
some of the features of the experimental X-band spectrum, but that the S-band simulation 
looked nothing like the experimental analogue. This result was considered evidence to 
support the need to register ESEEM patterns at more than one microwave frequency in order 
to obtain more reliable spin Hamiltonian parameters. 
The other approach to simulation of the frequency spectra avoided the use of the 
numerous spin Hamiltonian parameters necessary to characterize the three N02 groups on 
the picryl ring. They used a model in which the only parameters varied were the spin 
densities at the N02 group nitrogens and the dihedral angles between the planes of the N02 
groups and the picryl ring. The values used for the dihedral angles were those determined 
for the crystal structure (34). It was assumed that the anisotropic part of the hyperfine 
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interaction was dominated by the one-center term and that the isotropic and anisotropic 
couplings were proportional to the spin density at the nitrogen with the tensor principal values 
of (165p, 0, 0 MHz). They did not, however, mention the origin of the values taken for the 
principal values. For the quadrupole coupling constants they used the values 
e2qO = 1.25 MHz and r\ = 0.33, based on the NOR results of Cheng and Brown (47). 
They determined that an acceptable simulation was created which included two 
nitrogens of spin density 0.003 and one nitrogen of spin density 0.009, though no assignments 
of spin density were made to specific nuclei. The spin densities are of the same order of 
magnitude as those calculated by Gubanov. et al. (43-45) by the unrestricted Hartree-Fock 
method (see section 3.4). The fact that they included couplings to all three N02 nitrogens 
represented a departure from the analysis of Dikanov et al. (12), who assumed that no 
coupling to the para-NO2 occurred, as discussed above. 
Comparisons were made between the experimental frequency spectra acquired at 
both X-band and C-band and the simulations produced by both methods. They asserted that 
the simulations generated with the spin density approach more completely captured the 
features of the experimental spectra than did the simulations based on the spin Hamiltonian 
parameters cited by Dikanov et al. (12). This is entirely a subjective conclusion which is not 
self-evident from inspection of the spectra presented in the article. Equally valid arguments 
to the contrary might be made, as neither method seemed to work particularly well. However, 
an urgent need for multifrequency ESEEM analysis was demonstrated, as was a need to 
improve ESEEM simulation techniques. 
Some other useful information resulted from this work. For instance, the spectral 
simulations contained sharp lines even though the hyperfine interaction was modelled as 
anisotropic. This is particularly interesting for the X-band simulation where it was shown that 
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the two dominant peaks were not the result of pure quadrupole transitions, but were each due 
to different nitrogens. Another point of interest that was discussed was the hybridization of 
the hydrazyl nitrogen atom to which the picryl ring is attached (N-2). It is known from the 
crystal structure that in the solid state the hybridization of this atom is sp2 (34). The similarity 
of the ESEEM patterns obtained from the doped polycrystalline sample and the sample in 
frozen toluene glass may indicate that the geometry in the glassy matrix is also sp2. 
3.6 S-band Electron Spin Echo Investigation of DPPH 
3.6.1 Experimental 
1 mM and 10 mM samples of DPPH were made by dissolving DPPH powder (Aldrich 
Chemical. 95% purity) in the appropriate amount of toluene (Fisher Scientific, A C S . certified). 
The solutions were transferred to 4 mm O.D. fused silica EPR tubes and were thoroughly 
degassed by several cycles of the freeze-pump-thaw technique, and the tubes were 
flame-sealed. During experimentation it was observed that the ESEEM patterns recorded 
from the 1 mM concentration were identical to those from the 10 mM. sample, except for 
signal-to-noise aspects. Therefore only the 10 mM solution was examined, in order to 
minimize the time necessary for signal averaging. The same sample was used in all of the 
experiments where protonated toluene was the solvent. A 10 mM solution of DPPH in 
dg-toluene was also prepared for examination by ESE. The samples maintained the 
characteristic deep purple color of DPPH in solution over the period of many months when 
these ESE experiments were executed; therefore, it is assumed that the concentrations of the 
samples remained relatively constant. 
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The S-band ESE spectrometer used for these experiments is described in Chapter 2 
of this thesis. Experiments are reported in which microwave frequencies of (nominally) 3 GHz 
and 4 GHz have been employed. In all of the experiments, the sample temperature was kept 
at approximately 100K by a liquid-nitrogen-cooled stream of nitrogen gas. A n/2 pulse 
duration was approximately 40 nanoseconds. Specific details regarding the various 
experiments performed are discussed below. 
3.6.2 Electron Spin Echo-Induced EPR Spectra of DPPH 
ESE-induced EPR (ESE-IEPR) or Field-swept ESE experiments are performed by 
sweeping the external Zeeman field while acquiring echo signals (normally primary echoes) 
with a pulse sequence stationary in time (dwell time = 0). An EPR absorption spectrum is 
recorded, in which the amplitude at a particular field value depends upon the choice of t for 
the pulse sequence. This is a good demonstration of the fact that ESEEM is a function of 
both time and field. This is illustrated in figures 3.5 and 3.6 which show ESE-IEPR spectra 
obtained at 3.00 GHz and 4.02 GHz respectively, for several different values of t. The five 
line hyperfine pattern characteristic of a dilute disordered DPPH sample is observed, but the 
hyperfine lines vary in intensity as the value of t is changed. 
The ESE-IEPR is a handy method for setting the field to a particular position on an 
EPR spectrum at which is desired to acquire ESEEM data. The field can be swept up to the 
desired position on the EPR line, by viewing the scan on the monitor screen, and stopped. 
The ESEEM signal then can be recorded. It would be very useful to automate the process 
and record ESEEM patterns at various field values for the purpose of creating stacked plots 
of ESEEM patterns (and corresponding frequency spectra) across the EPR spectrum. For 
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example, for systems which exhibit significant anisotropy in the g-value, this would be helpful 
in studying orientation selection effects. 
3.6.3 S-band ESEEM Investigation of DPPH 
In the following sections the S-band ESEEM experiments on DPPH are discussed. 
Primary and stimulated ESEEM are presented, along with corresponding frequency spectra 
obtained by cosine Fourier transform, by using the computer program FTBILL (51), which is 
based on the work of Mims (52). A good discussion of FTBILL is found in reference 51. 
The S-band ESEEM data are compared with some of the results of the previous 
ESEEM experiments on DPPH. The experimental results are also compared with theoretical 
predictions (53) of the characteristics of ESEEM spectra from disordered systems where 
quadrupolar nuclei participate in the modulation effect. Nuclear quadrupole parameters for 
the N02 groups on the picryl ring are calculated from the S-band ESEEM spectra. 
3.6.3.1 Primary S-band ESEEM Experiments 
Primary (2-pulse, n/2-T-ir-r-echo) S-band ESEEM patterns were recorded from DPPH 
in the protonated toluene sample (hereafter referred to as sample 1) and the sample in 
d8-toluene (sample 2) at various field positions along the EPR spectrum. The differences 
between the ESEEM patterns acquired at the various field positions are slight and are 
ascribed to small changes in the proton Larmor frequency from one field to another. Since 
the radical possesses little g or A anisotropies, all orientations tend to contribute to the EPR 
line regardless of the field position. This being the case, only the ESEEM patterns registered 
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near the center (most intense point) of the EPR line (g .2.00-2.04) are included in this 
discussion. Since the echoes are strongest at this position in the EPR line, fewer averages 
are necessary to produce ESEEM patterns with acceptable signal-to-noise, relative to other 
positions on the EPR line. 
Figure 3.7 displays the primary ESEEM pattern recorded from sample 1 at a 
microwave frequency of 3.00 GHz and Zeeman field of 1055.5 Gauss. 2500 repetitions of the 
pulse sequence and ensuing echoes were averaged at each of the 1024 points that comprise 
this ESEEM pattern. The pulse sequence repetition rate was 2 kHz. The first point in the 
scan represents a T value of 300 nanoseconds. The dwell time was 3 nanoseconds. 
Visual inspection of the ESEEM pattern reveals several modulation components. The 
classic combination of proton matrix frequency along with twice the proton matrix frequency 
component is apparent. The mixing of the matrix and double matrix frequencies is common 
in primary ESEEM from paramagnetic species in hydrogenous matrices. This combination 
is most easily seen in the ESEEM of figure 3.7 after about 1200 nanoseconds. Until that point 
in time, a very intense low frequency modulation also is observed. 
Shown in figure 3.8 is the cosine Fourier transform (FT) of the ESEEM pattern in 
figure 3.7. Peaks are seen to occur at (approximate) frequencies of 0.87 MHz, 2.00 MHz, 
2.72 MHz, 4.49 MHz, 5.38 MHz, and 9.00 MHz. The peak at 4.49 MHz represents the proton 
matrix frequency and occurs at the proton Larmor frequency. The peak at 9.00 MHz has a 
phase (sign) opposite from the other peaks. This peak is ascribed to the twice-proton matrix 
frequency combination. The phase reversal relative to the proton Larmor peak is apparent 
from the form of the modulation function given in equation 1.3. Assignment of the other peaks 
in the spectrum is not immediately obvious. Certainly assignments could be made, but a 
more reliable method for assigning the transitions is to register the ESEEM pattern at a 
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Figure 3.7. Primary (two-pulse) ESEEM pattern recorded from sample 1 at 3.00 GHz. 
73 
120000 
100001 -
-60000 
FREQUENCY (MHz) 
Figure 3.8. Cosine Fourier transformation of ESEEM pattern in figure 3.7. 
74 
significantly different EPR excitation (microwave) frequency. In this manner, peaks 
associated with nuclei of different gyromagnetic ratios (such as 1H and 14N) can be 
distinguished by the shift in frequency produced upon changing the microwave frequency and 
Zeeman field. 
The primary ESEEM pattern recorded from sample 1 at a microwave frequency of 
4.02 GHz and a Zeeman field of 1436.5 Gauss is in figure 3.9. Each of the 512 data points 
resulted from averaging 600 echoes. The pulse sequence was repeated at a rate of 1 kHz. 
The initial point corresponds to a x value of 250 nanoseconds, and the dwell time was 
4 nanoseconds. 
The FT of the ESEEM pattern in figure 3.9 is shown in figure 3.10. The overall profile 
of the spectrum is similar to that of figure 3.8, though some peaks have shifted. Firm 
assignments of some of the peaks to either 1H or 14N is now possible, by comparing the 
frequency spectra of figures 3.8 and 3.10. The shift in Larmor frequencies is about 1.61 MHz 
for 1H and 0.12 MHz for 14N, as the Zeeman field is changed from 1055.5 Gauss to 
1436.5 Gauss. Thus the proton matrix line now is at 6.11 MHz with the double proton matrix 
frequency peak at 12.2 MHz, again with opposite phase. It is tempting to suggest that the two 
small peaks in figure 3.10 which flank either side of the proton matrix and double proton 
matrix peaks by about 0.85-0.95 MHz be due to isotropic proton hyperfine interaction. 
However, though this truly may be due to hyperfine coupling, the reliability of the peaks, which 
are about the same size as the artifacts created by the FT method, must be questioned. 
Thus, no attempt is made to analyze the spectra for proton couplings. The focus of the 
analysis is entirely on couplings to the 14N nuclei in the N02 groups on the picryl ring. 
The most intense peak in the spectrum again occurs at about 0.87 MHz, and is 
apparently independent of the Zeeman field. This is a very important result which will be 
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drawn upon in later analysis. The peak at 1.96 MHz in figure 3.8 has shifted to 2.20 MHz in 
figure 3.10. The shift in this peak is approximately twice the change in Larmor frequency for 
the 14N nucleus. This result is also significant and also will be referred to later in the 
analysis. 
The peak which is at 2.72 MHz in figure 3.8 is shifted to 3.12 MHz in figure 3.10. This 
difference of 0.40 MHz is not explicable in terms of Larmor frequency shift and may be the 
result of some combination of frequencies. Another mystery peak is the strong peak at 
5.38 MHz in figure 3.8 which appears to have no counterpart in figure 3.10. These peaks 
demonstrate one of the disadvantages associated with analysis of primary ESEEM data, the 
appearance of combination frequencies. One other aspect of primary ESEEM experiments 
which may be considered a drawback, relative to stimulated ESEEM analysis, is the fact that 
the electron relaxation time governing the decay of the primary ESEEM is T 2 \ The decays 
of primary ESEEM tend to be significantly faster than for stimulated ESEEM, the decays of 
which are related to T v As will be seen below, the decays of stimulated ESEEM patterns are 
on the order of 10000 nanoseconds or more, while the decays of the ESEEM patterns found 
in figures 3.8 and 3.10 are on the order of 2000-3000 nanoseconds. The increased length 
of time over which stimulated ESEEM signals may be registered allows for observing many 
more periods of modulation and thus permits more accurate frequency measurements. 
Before moving ahead to the discussion of the stimulated ESEEM experiments, we shall 
mention the primary ESEEM registered from sample 2. Sample 2 (10 mM DPPH in 
d8-toluene) was prepared in an attempt to observe couplings attributable to the protons on the 
DPPH radical. The primary ESEEM pattern recorded from sample 2 at 3.01 GHz and 
1063 Gauss is found in figure 3.11. Unfortunately, the dominant modulation frequency is due 
to the matrix interaction with the deuterons of the solvent. This is confirmed by examination 
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of the FT of this ESEEM pattern, which is found in figure 3.12. One major frequency at 
0.7 MHz is revealed, which is the Larmor frequency for deuterium at this field. Other much 
less intense peaks are present, but none occur near the proton Larmor frequency and are 
probably due to combination frequencies of the deuterium matrix frequency or are FT 
artifacts. It is recommended that deuterated solvents be avoided unless the focus of attention 
is on matrix effects, in which case deuterated solvents could work quite well. Similar results 
were observed from sample 2 with stimulated ESEEM experiments, as discussed in the next 
section. 
3.6.3.2 Stimulated S-band ESEEM Experiments 
Stimulated (n/2-t-n/2-T-n/2-T-echo) S-band ESEEM experiments were performed at 
microwave frequencies of around 3 GHz and 4 GHz. Just as in the primary ESEEM 
experiments, stimulated ESEEM patterns were acquired at several field positions in the EPR 
spectrum. However, here too, the differences were insignificant and are attributed mainly to 
small shifts in the nuclear Larmor frequencies as the Zeeman field was changed. The 
ESEEM data presented here were registered near the most intense region of the EPR 
spectrum (g-2.00-2.04). 
Presented in figure 3.13 is a stimulated ESEEM pattern from sample 1, acquired at 
3.02 GHz and at a Zeeman field of 1077.7 Gauss. The value of t was 925 nanoseconds, with 
the initial point of the ESEEM data taken at 1025 nanoseconds. The dwell time was 
20 nanoseconds. 1000 echoes were averaged at each of the 512 points in this ESEEM 
pattern. The pulse sequence repetition rate was 1 kHz. 
A modulation frequency due to protons is immediately discernable. On top of the 
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Figure 3.11. Primary (two-pulse) ESEEM pattern recorded from sample 2 at 3.01 GHz. 
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proton modulation, lower frequency modulations are also observed. The FT spectrum found 
in figure 3.14 reveals frequencies at about 0.16 MHz, 0.68 MHz, 0.85 MHz, 1.86 MHz, and 
4.59 MHz. The peak at 4.59 MHz is due to the proton matrix interaction. Assignment of the 
other transitions is reserved for a later section. 
Figure 3.15 shows the stimulated ESEEM pattern obtained from sample 1 at 4.02 GHz 
and at a Zeeman field of 1436.5 Gauss. Each of the 512 points represents the average of 
1200 echo signals. A pulse sequence repetition rate of 2 kHz was used, t was 
491 nanoseconds, which was chosen to suppress the proton matrix frequency. The first data 
point occurs at a point in time of 541 nanoseconds. The dwell time of was 20 nanoseconds. 
It is immediately obvious from inspection of the ESEEM pattern that the proton matrix 
frequency had been suppressed successfully; only low frequency modulations are present. 
Examination of the frequency spectrum in figure 3.16, produced by FT of the ESEEM pattern 
found in figure 3.15, reveals peaks at 0.68 MHz, 0.87 MHz, and 2.15 MHz. No peak 
discemable from the noise, is observed in the 6.1 MHz region of the spectrum, which 
corresponds to the proton Larmor frequency at this Zeeman field. This is a good 
demonstration of the T-suppression effect. However, also demonstrated is a drawback to the 
^-suppression effect, namely that the rvalue of 491 nanoseconds not only suppressed the 
proton peak, but also diminished the amplitude of the 2.15 MHz peak, as it is very near 
another frequency (2.04 MHz) suppressed by this same value of t. This illustrates the 
necessity for a judicious choice of which multiple (or half-integral multiple) of the period of the 
frequency desired to be suppressed (or enhanced) is used as the x-value in the experiment. 
It is recommended that if it is desired to suppress a frequency, ESEEM data should be taken 
with more than one value of T that will accomplish the suppression, in order to avoid 
accidental suppressions. 
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These two particular stimulated ESEEM patterns and their respective frequency 
spectra were chosen from literally dozens of experimental files acquired during these 
experiments. It is important to employ various values of T, in order not to miss possible 
modulation frequencies by accidental suppression. It is also recommended to use t-values 
as short as possible for some of the experiments, whenever possible. The dead-time in the 
data set is a sum of the minimum dead-time due to microwave resonator ring-down and the 
value of t used in the pulse sequence. Large dead-times in data sets can cause severe 
distortions and artifacts to occur in FT spectra created from the time domain data sets. This 
was the case for several of the ESEEM data sets obtained during these experiments. Based 
on these experiences, the importance of registering ESEEM signals with several t-values, 
and putting some thought into the choice of T, cannot be overemphasized. 
Stimulated ESEEM patterns registered at 3.01 GHz and 1076.4 Gauss from sample 2 
at various T-values are found in figure 3.17. As was the case for the primary ESEEM 
patterns, the deuterium matrix frequency dominated the stimulated ESEEM signals, 
regardless of the x employed in the experiment. 
3.6.3.3 Analysis of S-Band ESEEM Data 
The analysis of the S-band ESEEM data is based, to a large degree, on a work offered 
by Flanagan and Singe! (53), in which they presented the details of a suggested treatment of 
14N ESEEM data derived from disordered solids. In this paper, an analysis of ESEEM data 
from systems for which S = i, an isotropic nuclear hyperfine coupling exists, with 1 = 1, and 
also a nuclear quadrupole interaction is present, the magnitude of which is comparable to 
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the hyperfine interaction. A description of this type is applied aptly to the DPPH radical in a 
frozen glass. By comparing the 14N hyperfine couplings for the N02 groups on DPPH, listed 
in Table 3.1, with the 14N NOR data found in Table 3.2 for N02 groups in related 
aromatic-N02 compounds, it is clear that the hyperfine and quadrupole interactions are both 
on the order of 1.0-1.4 MHz. Thus the S-band ESEEM data from DPPH should prove to be 
a good test case for the analysis recommended by Flanagan and Singe!, especially since 
they presented only simulated data and no comparisons were made with real ESEEM data. 
An overview of the methodology developed by Flanagan and Singe! is presented here, 
sufficient for interpretation of the S-band ESEEM data acquired from the DPPH radical. 
However, the individual interested in applying the analysis to a particular system is strongly 
encouraged to read the original paper thoroughly to evaluate which of the possible cases they 
described is appropriate for the system of interest. 
The foundation of the Flanagan and Singe! analysis rests upon a concept which they 
termed "exact cancellation". The effective magnetic field, Bel, at a magnetic nucleus in a 
paramagnetic species which is placed in an external magnetic field is the sum of the applied 
magnetic field and the hyperfine field resulting from the unpaired electron. Bel is expressed 
in equation 3.6 
Bef=B0±(Aiso/2gn6n) [3-6] 
It is seen that with the appropriate choice of applied Zeeman field B0, namely fulfillment of the 
condition B0 = Aiso/2gn6n, the Zeeman and hyperfine fields will be equal and opposite for the 
manifold of nuclear states in one of the electron spin states on resonance. This "exact 
cancellation" of the hyperfine and Zeeman fields is depicted in figure 3.18. The nuclear 
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manifold in the opposite electron spin state is approximately the Zeeman states M, = - 1 , 0, 
+ 1 . The use of the term "exact cancellation" is itself inexact, since no hyperfine coupling 
is completely isotropic and one Zeeman field cannot cancel the hyperfine field exactly. 
Nevertheless, the term will be used in this discussion, since it was the phrase used in the 
paper on which this analysis is founded. A more appropriate term might be "approximate 
cancellation", but this really is just a matter of semantics. 
For a quadrupolar nucleus such as 14N (1=1), the energy levels which result in the 
manifold of states for which the effective nuclear field cancellation occurs represent the 
zero-field nuclear quadrupole energy levels. At other fields, quadrupolar anisotropy may 
broaden the spectral lines corresponding to the nuclear modulation frequencies. In contrast, 
at exact cancellation, the effective magnetic field vanishes so that there is no field to exploit 
the anisotropy. Frequencies which correspond to the transitions between these quadrupole 
levels can be observed in ESEEM experiments. Thus for systems in which the hyperfine 
coupling to a quadrupolar nucleus is dominated by the isotropic contribution, it is possible to 
register the NOR spectrum via the ESEEM technique (this was mentioned briefly in section 
3.5). This is an important application of ESEEM experiments, for it makes it possible to 
record the NOR spectrum from a paramagnetic species in which the unpaired electron 
relaxation effects may prohibit observing the NOR spectrum directly. Also, one is able to 
employ the sensitivity afforded by monitoring the ESE signal, making it possible to record the 
NOR in systems too dilute to yield a standard NOR spectrum, such as the many biological 
species in which a paramagnetic metal center is coordinated by nitrogen-containing ligands. 
Measurement of the NOR frequencies allows calculation of the parameters e2qQ and n. with 
the use of the equations 3.3. As mentioned in section 1.5, the nuclear quadrupole 
parameters are valuable for determining electronic and molecular structure, as they are 
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directly related to the electric field gradient present at a quadrupolar nucleus. 
The discussion by Flanagan and Singe! is divided into two sections. One section 
treats the case of exact cancellation and the other discusses cases which deviate from exact 
cancellation. The section on exact cancellation is further sub-divided into sections 
categorized by the size of the quadrupole interaction, relative to the size of the nuclear 
hyperfine interaction. They introduced the following reduced, dimensionless parameters, 
K = K/vnandA = A/vn, [3.7] 
where K = ie2qQ, A is the isotropic hyperfine coupling, and vn is the Larmor frequency of the 
quadrupolar nucleus. Variation of these reduced parameters in their simulations may be 
considered either as variations of the parameters K and A at a fixed magnetic field or as a 
variation of the Zeeman field with fixed values of K and A. Thus using the reduced variable 
A, exact cancellation occurs when A = 2 (see equation 3.6). 
The simulations were produced by calculating the powder averaged transition energies 
associated with a nuclear Hamiltonian, such as the one in equation 3.5, by the technique of 
Astashkin et al. (46). Mims' method (50) for determining the amplitudes of the modulation 
frequencies was employed. The resulting simulated data were examined exclusively in the 
frequency domain. 
As stated above, the portion of the paper in which the case of exact cancellation was 
considered was divided into three parts, distinguished by the relative magnitudes of the 
nuclear quadrupole and hyperfine couplings. Note that at exact cancellation, since 
B0 = A/2gn(3n, comparison of the quadrupole interaction with the hyperfine interaction is 
equivalent to comparison of the quadrupole interaction with nuclear Zeeman interaction. This 
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equivalence is inherent in the reduced parameter K. The three divisions of the exact 
cancellation discussion are: the low K regime (K<0.3), where the Zeeman interaction 
dominates the quadrupole interaction, the high K regime (K>3), where the quadrupole 
interaction is the dominant factor in determining the characteristics of the ESEEM, and the 
intermediate K regime, where the quadrupole and Zeeman interactions are approximately of 
the same magnitude. 
The features characteristic of the frequency spectra obtained at exact cancellation 
include three sharp lines (or possibly two, if the symmetry of the electric field gradient at the 
quadrupolar nucleus is axial) which correspond to the NOR transitions v+, v_, and v0 from 
the nuclear manifold where exact cancellation occurs and a single sharp line attributable to 
the (nominal) AM,= ±2 transition in the opposite electron spin state manifold of nuclear 
states. The frequency of this AM,= ±2 transition is approximately Aja0+2(vn). Transitions 
between the other energy levels in this manifold are broadened by the anisotropic quadrupole 
interaction, but the AM, = ± 2 transition remains sharp. This same scenario was presented 
earlier, in a qualitative way, by Mims and co-workers (54,55), while interpreting their 
experimental ESEEM results obtained from paramagnetic metal centers coordinated by 
nitrogen-containing ligands. These transitions are shown in figure 3.18. 
The category in which the S-band ESEEM data from DPPH belongs, however, is that 
of deviations from exact cancellation. The field at which the cancellation would occur can 
be calculated from the values of the isotropic hyperfine coupling constants reported by Dalai 
et al. (40,41) for the nitrogen nuclei of the N02 groups (found in Table 3.1). Note that this 
approach represents a departure from the analysis of ESEEM data from DPPH offered by 
Dikanov et al. (12). who assumed that the condition of exact cancellation was fulfilled, and 
from that assumption calculated a range of possible values for the isotropic hyperfine 
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coupling constant (a range which does not include the values reported by Dalai et al. (40,41)). 
It is more reasonable to use the known hyperfine coupling constants to estimate the Zeeman 
field and EPR frequency necessary to achieve exact cancellation. 
For the ortho-NO2 groups, A ,^ =-0.38 ±0.02 Gauss or, converting to MHz, 
AN = 2.80247(g/ge)(0.38) = 1.1 MHz (since g/ge»1). Therefore for these nuclei, cancellation 
would occur at a Zeeman field for which twice the 14N Larmor frequency equals 1.1 MHz. 
This corresponds to a Zeeman field of about 1800 Gauss, or an EPR excitation frequency of 
about 5.0 GHz. For the para-N02 group, AN =-0.48+ 0.02 Gauss (1.3 MHz), and the 
Zeeman field necessary for exact cancellation is approximately 2100 Gauss, with a 
corresponding EPR frequency of about 5.9 GHz. Therefore exact cancellation would take 
place just beyond the upper limit of the S-band range (2-4 GHz), though Flanagan and Singe! 
(13) were pretty close in their experiments at 4.6 GHz. This, then, is the major question that 
needs to be addressed: How close to exact cancellation is close enough to observe (nearly) 
pure NOR transitions? 
In their discussion of deviations from exact cancellation, Flanagan and Singe! 
introduced another dimensionless, reduced parameter 
A = A/vn, [3.8] 
where A represents the deviation from exact cancellation, A = A-2/vn, A is the isotropic 
hyperfine coupling constant, and vn is the nuclear Larmor frequency. They claimed that for 
small A, the simulated spectra were essentially indistinguishable from those spectra 
simulated at exact cancellation. It was maintained that as long as |A | < 4K/3, the spectral 
features which characterize spectra simulated at exact cancellation are retained, though the 
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frequencies of the NOR transitions may be shifted. 
Predictions, based on the criterion suggested by Flanagan and Singe!, will now be 
made to determine whether the experimental S-band ESEEM powder spectra obtained from 
DPPH should exhibit the characteristics typical for the case of exact cancellation. These 
predictions will then be compared to what was observed experimentally, as a test of the 
usefulness of A as a tool for forecasting the appearance of ESEEM powder spectra. 
In order to apply the criterion |A| <4K/3 to the experimental S-band ESEEM data, a 
reasonable estimate of K first must be made. Note that only one value of K will be employed 
in this analysis, indicating that the modulation should be due only to one nitrogen nucleus or 
from (sufficiently) equivalent nitrogen nuclei. This assumption will be discussed section 3in 
the context of molecular structural considerations in section 3.6.3.4. 
Recalling that K = £e2qQ, an estimate of K can be made by examining the 14N NOR 
data in Table 3.2. This approach was used by both of the previous ESEEM studies (12,13) 
of DPPH. The species with N02 groups most like those on DPPH is 2,4,6-trinitrotoluene 
(TNT). The actual value of K for DPPH is probably very near to that for TNT for the following 
reason. If DPPH is compared with TNT, the methyl group on TNT has been replaced with 
the paramagnetic hydrazyl fragment. Both of these substituents can be considered as weak 
electron-releasing substituents attached to an aromatic trinitrobenzene ring. It had been 
reported (47) that the addition of electron-releasing substituents to nitrobenzene rings 
increases the value of e2qQ, while addition of electron-withdrawing groups decreases the 
value of e2qQ relative to nitrobenzene. This trend is apparent from the data in Table 3.2, as 
the values of e2qQ decrease as more strongly electron-withdrawing N02 groups are added 
to the nitrobenzene ring. Substitution of a hydrazyl fragment for a methyl group probably will 
not alter significantly the value of e2qQ. Thus from the value for e2qQ of 1.107 MHz for TNT, 
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K is estimated to be 0.277 MHz. 
With this estimate of K, the predictions based on the A parameter can now be made. 
For the experiments performed at 3.02 GHz and 1078 Gauss, the 14N Larmor frequency is 
0.332 MHz (vn(14N) = 307.6B0). Using the 14N hyperfine coupling constant for the nuclei 
ortho-N02 groups, one finds A = 1.1-2(0.332) = 0.44 MHz. A is now found to be 
0.44/0.332 = 1.3, with K = 0.277/0.332 = 0.834 and 4K/3 =1.1. Therefore at this Zeeman field, 
A is greater than 4K/3, though not by very much. However, strict adherence to the criterion 
| A | < 4K/3 would suggest that the frequency spectra resulting from modulations due to the 
ortho-N02 nitrogen nuclei would not have exact cancellation-like appearance. The same 
could be stated for the para-NO2 nitrogen nucleus for which the hyperfine coupling is even 
larger (1.3 MHz), resulting in a value of A = 0.64, and the deviation is correspondingly greater. 
These predictions are compared with experimental evidence later in this analysis. Applying 
the same treatment to the experiments done at 4.02 GHz and 1437 Gauss, the following 
predictions can be made. For the ortho-N02 nuclei, A = 0.49 and 4K/3 = 0.84. Therefore at 
this Zeeman field, |A | <4K/3, and sharp NOR lines from the ortho-N02 nuclei are predicted. 
For the para-N02 nucleus at this magnetic field, A = 0.94 and 4K/3 = 0.84. Thus once again 
for the para-N02 nucleus, A >4K/3, and sharp NOR lines are not expected according to the 
criterion offered by Flanagan and Singe!. 
The predictions made above, regarding the appearance of sharp NOR lines in the 
S-band ESEEM frequency spectra, are now compared with what was observed 
experimentally. Summarizing the predictions, sharp NOR transition are not expected to be 
observed from the para-N02 nucleus at either of the S-band frequencies at which the 
experiments were performed. For the ortho-N02 nuclei, sharp NOR lines are predicted to be 
present in the spectra obtained at 4 GHz but are not expected at 3 GHz (though A and 4K/3 
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are nearly equal). The observations gathered from the experimental data indicate that sharp 
lines are observed at both EPR excitation frequencies employed in this investigation. These 
lines are ascribed to NOR transitions for the 14N nuclei of ortho-N02 groups. The hyperfine 
coupling to the nitrogen nucleus in the para-NO2 group is assumed to be negligible based on 
structural considerations, in addition to the predictions based on the A parameter of Flanagan 
and Singe!. It is known from the crystal structure of DPPH (34) that the nitrogen atom of the 
para-N02 group is coplanar with the picryl ring, and the entire N02 is also nearly coplanar, 
with a twist angle of 13*. As previously discussed, a necessary condition which must be 
satisfied in order to achieve cancellation of the Zeeman field by the hyperfine field is the 
existence of a hyperfine interaction which is chiefly isotropic. As far as the N02 groups on 
DPPH are concerned, this condition is more likely to be fulfilled for the group(s) with the 
greatest twist angle(s) relative to the plane of the picryl ring. The closer a N02 group is to 
being coplanar with the picryl ring, the more n character can be attributed to the bond formed 
between the nitrogen atom and the ring carbon to which it is attached. The para-N02 group 
most likely retains the small solid state twist angle in a frozen glass; it may even become 
more coplanar, as the natural tendency of aromatic N02 groups is to be coplanar, as is 
nitrobenzene. Thus the molecular orbital through which the hyperfine interaction is 
transferred to the 14N nucleus may possess a significant amount of n character, and the 
hyperfine interaction is likely to have a substantial anisotropic component for the 14N nucleus 
of the para-N02 group. Xo complete cancellation is possible for a significant anisotropic 
hyperfine interaction and (unresolvably) broad lines would result in the ESEEM frequency 
spectra. In the crystal, the two ortho-N02 groups are twisted at angles of 25° and 55° 
relative to the picryl ring, and the nitrogen atoms of both groups are not coplanar with the ring. 
Possibly, the ortho-N02 with the twist angle of 25° may also experience sufficient anisotropy 
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in the hyperfine coupling to preclude any effects in the ESEEM spectra due to it. The 14N 
nucleus in the N02 group with a twist angle of 55°, however, almost certainly experiences a 
mostly isotropic hyperfine coupling, as this angle of twist causes the p2-orbitals on the 
nitrogen atom and the carbon atom to which it is attached to possess a relative orientation 
which is highly unfavorable for significant it overlap. Of course this line of reasoning 
assumes that the crystal structure is preserved in a frozen toluene glass. This is not an 
unreasonable assumption, for, as discussed in section 3.4, Sagdeev et al. (32) deduced 
geometries for the two phenyl groups and the picryl ring from solution state 1H NMR data 
which were very nearly those observed in the crystal. Furthermore, Flanagan and Singe! (13) 
used the values of the dihedral angles between the N02 groups and the picryl ring determined 
for the crystal structure (34), in their simulations of ESEEM spectra from DPPH in frozen 
toluene glass. It is not at all possible to determine with great accuracy which of the N02 
groups is really responsible for producing the ESEEM, but I am confident that the 14N nucleus 
of the para-N02 group does not participate in the process. This conclusion concurs with the 
X-band ESEEM study of Dikanov et al. (12). though they offered a very different explanation 
of the absence of modulations due to the para-N02 group (see section 3.5). To be 
completely certain which nuclei or nucleus participate(s), it would be necessary to use a 
technique such as selective isotopic substitution with 15N in the various N02 groups on the 
picryl ring. 
It was mentioned above that sharp lines were observed in the experimental ESEEM 
data at both of the S-band EPR excitation frequencies employed in this investigation. The 
frequencies of the spectral lines of particular interest are the following: 0.87 MHz and 
1.96 MHz from the primary ESEEM spectrum in figure 3.8; 0.87 MHz and 2.20 MHz from the 
primary ESEEM spectrum in figure 3.10; 0.16 MHz, 0.68 MHz, 0.85 MHz, and 1.86 MHz from 
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the stimulated ESEEM spectrum of figure 3.14; and 0.68 MHz, 0.87 MHz, and 2.15 MHz from 
the stimulated ESEEM spectrum in figure 3.16. 
The peaks at 0.68 MHz and 0.85 MHz from figure 3.14. along with those at 0.68 MHz 
and 0.87 MHz from figure 3.16 are assigned to NOR transitions. As noted earlier, these 
peaks are insensitive to the change in Zeeman field, lending credence to the assignment as 
being NOR transitions. The peaks at 0.68 MHz are attributed to v_ and those at 0.85 MHz 
and 0.87 MHz to v
 + . These peaks are not resolved in the primary ESEEM spectra of figures 
3.8 and 3.10, but are enveloped in the intense peaks at 0.87 MHz. The peak at 0.16 MHz in 
figure 3.14 may be from the v0 NOR transition; however, the counterpart line in figure 3.16 
appears to be obscured by FT artifacts. The lines at 1.96 MHz in figure 3.8, 2.20 MHz in 
figure 3.10,1.86 MHz in figure 3.14, and 2.15 MHz are assigned to the AM,=2 transition in 
the nuclear manifold in which exact cancellation does not occur (this is the transition that 
Flanagan and Singe! (53) refer to as a "double quantum" transition). This transition is shown 
in figure 3.18. The changes in the frequencies of these lines upon changing the EPR 
excitation frequency from 3 GHz to 4 GHz is approximately twice the change in Larmor 
frequency for 14N. This is due to the fact that the Zeeman levels between which this transition 
occurs each are shifted by the Larmor frequency for 14N, but are shifted in opposite 
directions. The frequency of this transition is approximately A t0+2(vn). There is a slight 
discrepancy between the frequencies for this transition as determined from primary ESEEM 
spectra compared with stimulated ESEEM spectra. The differences are possibly due to 
inaccuracies in the FT method or to tainting of the primary ESEEM data by combination 
frequencies. Fortunately, the values of the nuclear quadrupole parameters calculated below 
do not depend on the frequency of this transition. 
Knowledge of the frequencies v_ and v+ allows calculation of the quadrupole 
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parameters K and r\, with the use of equations 3.3. An average value of 0.86 MHz is 
assumed for v+ . Substitution of the NOR frequencies into the appropriate equations yields 
the following: 
V
 + = K(3 + TI) = 0.86 MHz and v_ = K(3-ti) = 0.68 MHz, 
which upon solving yields: 
K = 0.26+ 0.02 MHz and n = 0.35+ 0.02. 
The values for these quadrupole parameters as calculated from the S-band ESEEM data 
compare quite well with those derived from NOR experiments on similar substituted 
nitrobenzenes (Table 3.2). Moreover, during a seminar delivered at the University of Illinois 
on January 17, 1990, Professor David J. Singe! of the Department of Chemistry at Harvard 
University reported ESEEM results from DPPH, more recent than those published originally 
(13). The quadrupole and hyperfine parameters quoted during his seminar were 
K = 0.28 MHz, q = 0.37, and A^=1.12 MHz, values certainly in agreement with the results 
from this study. The uncertainties in the values quoted above from the S-band ESEEM data 
arise from uncertainties in the measurements of the frequencies of the NOR transitions. The 
frequencies may be shifted slightly from the actual "pure" NOR transitions. Also some 
inaccuracies may result in the FT data processing. 
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3.7 Conclusions 
In this series of S-band ESEEM experiments, some steps have been made toward 
better understanding the modulation frequency spectra obtained from systems possessing 
significant quadrupole couplings. The assertion by Flanagan and Singe! (13) that 
multifrequency ESEEM investigations are necessary for determining accurate nuclear 
coupling data is supported by the S-band results from this study. Furthermore, the spectral 
characteristics that should be observed at or near exact cancellation, suggested as a result 
of computer simulations by Flanagan and Singe! (53), have been observed in the 
experimental ESEEM data from DPPH. It is possible, though, that the range of deviations 
from exact cancellation, over which exact cancellation-like spectra may be observed, may 
be slightly greater than what was proposed. Possibly ESEEM experiments at even lower 
frequencies will aid in the refinement of this valuable predicting gauge. This can be 
accomplished with the S-band ESE spectrometer used in this investigation, as the microwave 
frequency tunability extends down to 2 GHz. 
The quadrupole parameters for the N02 groups on DPPH have been determined by 
S-band ESEEM spectroscopy. It is recommended that this same line of experimentation be 
applied to other nitrogen-containing species. Systems should be chosen based on the 
value(s) of the 14N isotropic hyperfine coupling constant(s) for the nitrogen atom(s) in the 
species. Hyperfine couplings of about 0.4-1 MHz in magnitude should make good subjects 
for investigation at S-band. It is also suggested that species containing only one nitrogen 
atom be investigated, if possible, to avoid ambiguous assignments of which nuclei produce 
the observed modulation effects. 
Much more effort will be required before a thorough understanding of ESEEM effects 
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due to quadrupolar nuclei is reached. Significant contributions to this effort are now being 
undertaken with S-band ESEEM spectroscopy. The future looks very promising for S-band 
ESEEM spectroscopy. 
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CHAPTER 4 
EPR Evidence for Magnetic Exchange Through a Four-Carbon 
Aliphatic Bridge in a Binuclear Copper(ll) Complex 
4.1 Introduction 
This work is the result of a collaborative effort between this research group and the 
laboratory of Professor E. Kent Barefield of the Department of Chemistry at the Georgia 
Institute of Technology. The results of these EPR experiments were published 
subsequently (1). The work of Professor Barefield and co-workers is in the field of synthetic 
inorganic chemistry, with an interest in binucleating ligands. A series of binucleating ligands 
(n = 2-6). with the general structure found in figure 4.1, have been synthesized independently 
within the Barefield research group (2) and also by Murase and co-workers (3,4). The' 
biscopper(ll) complex with the ligand for which n = 4 is the focus of this multifrequency EPR 
investigation. 
Binucleating ligands and their metal complexes have been the subject of several 
reviews (5-8). Binucleating ligands play an important role in improving the understanding of 
the mechanisms that govern metal-metal interactions in polynuclear systems, since they allow 
the formation of bimetallic complexes. It is possible to design binucleating ligands that 
provide a variety of intramolecular metal-metal distances, thus permitting investigation of a 
range of fundamental metal-metal interactions. As can be seen in figure 4.2, for the class of 
ligands in figure 4.1, the intramolecular metal-metal distances could vary from some minimum 
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(CHj,) — 
n 
Figure 4.1. General structure for the class of binucleating ligands discussed in the text. 
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CLOSED 
CONFORMATION 
OPEN 
CONFORMATION 
Figure 4.2. Two possible conformational extremes that could be assumed by the binucleating 
ligands in figure 4.1. 
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value when the two macrocyclic moieties are nominally parallel or face-to-face 
(closed conformation) to a maximum distance that is determined by the length of the aliphatic 
chain (open conformation). 
Murase et al. (3,4) have reported evidence for intramolecular magnetic exchange of 
the unpaired electrons in biscopper(ll) complexes with several of the ligand systems 
illustrated in figure 4.1. X-band EPR spectra obtained from dilute, frozen DMF solutions of 
the complexes with n = 2-4 displayed more than the four (5-6 resolved) nuclear hyperfine 
lines expected for a copper nucleus (I = 3/2). Moreover, the value of the hyperfine coupling 
constant was approximately one-half the value observed in the EPR spectrum from the 
mononuclear analogue found in figure 4.3. This result is expected for magnetic exchange 
in binuclear complexes when the magnitude of the exchange parameter J is much greater 
than the hyperfine coupling constant A(Cu) (9). Temperature-dependent magnetic 
susceptibility measurements over the temperature range 87-290 K for biscopper(ll) 
complexes with n = 2-5 indicated that the magnetic exchange coupling was antiferromagnetic. 
It was suggested by Murase et al. that the binuclear complexes had adopted a closed 
conformation, thereby facilitating direct intramolecular interaction between the copper centers 
in the two macrocyclic units and, consequently, the exchange effects. 
A single crystal X-ray structure was subsequently reported (10) for the biscopper(ll) 
complex for which n = 2, which indicated that in the solid state the complex adopted a 
conformation such that an inversion center existed and the intramolecular distance between 
the copper centers was a maximum. This is the structure expected from electrostatic energy 
considerations, as each of the macrocycles possesses a formal 2 + charge, and repulsion 
between the macrocycles would tend to favor an open structure. Furthermore, the closed 
structure would strain the geometry of the methylene groups in the aliphatic bridge. Thus this 
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Figure 4.3. Monomeric analogue of binucleating ligands. 
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type of open structure is more acceptable intuitively than the closed structure, and the 
explanation for the presence of exchange effects, offered by Murase et al., appears rather 
unconvincing. 
The factors discussed in the preceding paragraph raise questions concerning the 
mechanism by which the magnetic exchange interaction between the copper centers occurs 
in both the solid state and in frozen glasses. In an effort to uncover the nature of the 
magnetic exchange mechanism in a representative member of the series of binuclear copper 
complexes, multifrequency EPR experiments were performed on the species with n = 4 in a 
sample where the structural conformation is known to be open. The results indicate that the 
magnetic exchange is not due to direct copper-copper interaction, but propagated through 
the aliphatic bridge via a super-exchange mechanism. 
4.2 Experimental 
4.2.1 Synthesis and Single Crystal X-ray Structure 
The methods for preparing bimetallic complexes of paramagnetic copper (I I) and 
diamagnetic nickel(ll) are found in the published results from this study (1). Also found in this 
article are the details of the crystal growth and X-ray structural determination for these 
complexes. It was determined that the copper and nickel complexes were isomorphous and 
isostructural. 
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4.2.2 Preparation of EPR Samples 
Magnetically dilute powder samples of the copper complex were obtained by doping 
into the diamagnetic, isostructural nickel host. Samples that contained either 1% or 5% by 
weight of the copper complex were prepared by mixing appropriate amounts of aqueous 
solutions of the copper and nickel complexes and allowing them to evaporate to dryness. 
The resulting red-brown solids were ground to a fine powder. The powders were placed into 
4 mm O.D. fused silica sample tubes for examination at X-band and 1 mm O.0. tubes for the 
Q-band experiments. 
1 mM samples of the binuclear complex and the mononuclear copper analogue in 
DMF were prepared by dissolving the appropriate amount of solute in the DMF solvent. A 
small amount of the solutions were transferred to EPR tubes in which they were subsequently 
degassed by the freeze-pump-thaw method and the tubes flame sealed. 
4.2.3 EPR Spectroscopy 
X-band (9.4 GHz) spectra were obtained with an IBM/Bruker ER220D spectrometer 
equipped with an ER4111 variable-temperature control unit. Q-band (34.7 GHz) were 
recorded on a Varian E-115 spectrometer. Both spectrometers were fitted with an EIP 548A 
frequency meter and a Varian E500 NMR Gaussmeter, which were employed to determine 
the microwave frequencies and static magnetic field strengths, respectively. To measure the 
Q-band frequencies, the microwave bridge was equipped with a single-ended mixer supplied 
by EIP as part of a high-frequency option. Both spectrometers were interfaced to Zenith Z100 
computers in a manner described elsewhere (11). 
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4.2.4 Simulations of EPR Spectra 
Simulations of the EPR spectra recorded from the powder and frozen glass samples 
were created with the program POWD (12). The model assumed that the unpaired electrons 
were coupled to two equivalent copper nuclei. This program calculates the primary EPR 
transitions between energy levels, which are determined to second-order (including 
cross-terms) of perturbation according to the method described by Weil (13). The calculation 
does not provide for nuclear Zeeman interactions or for nuclear quadrupole interactions. As 
will be seen below, the obvious agreement between experimental spectra and the counterpart 
simulations suggests that neglect of these interactions does not introduce noticeable errors 
in this case. 
4.3 Results 
Figure 4.4 shows the experimental and computer simulated X-band EPR spectra from 
the mononuclear copper complex in a frozen DMF glass and the experimental X-band EPR 
spectrum recorded from the biscopper sample also in frozen DMF. Both spectra were 
recorded at 11 OK. The X-band EPR spectrum obtained at 295K from the powder sample of 
bisnickel complex doped 1% by weight with the binuclear copper complex and the 
counterpart EPR simulation are found in figure 4.5. In figure 4.6, are the Q-band experimental 
spectrum obtained at 295K from the 1% doped powder sample and the simulated Q-band 
spectrum. 
The experimental spectrum taken from the mononuclear copper complex in figure 4.4 
is typical of square-planar Cu(ll) complexes with axial of near-axial symmetry; the g-parallel 
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Figure 4.4. Experimental and simulated X-band EPR spectra from mononuclear complex in 
DMF frozen glass (upper two spectra) and binuclear complex in DMF frozen glass. 
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Figure 4.5. Experimental and simulated X-band EPR spectra from sample of binuclear 
copper complex doped into isostructural, diamagnetic nickel host. 
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Figure 4.6. Experimental and simulated Q-band EPR spectra from sample of binuclear 
copper complex doped into isostructural, diamagnetic nickel host. 
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region of the spectrum is split into four hyperfine lines by the Cu nucleus. Very good 
agreement between the experimental and simulated spectra was achieved. 
The EPR spectra obtained from the binuclear copper complex exhibit additional 
hyperfine lines not present in the spectrum mononuclear complex. A comparison of the 
experimental X-band spectrum acquired from the binuclear copper complex in DMF frozen 
glass in figure 4.4 with the X-band spectrum recorded from the 1% doped powder sample in 
figure 4.5 reveals essentially the same patterns, though much enhanced resolution is 
displayed in the powder spectrum. In the frozen glass sample, the solute molecules may 
assume a range of conformations, resulting in a larger number of EPR transitions (and hence 
broader lines) compared with the powder sample in which the molecular conformation (crystal 
structure) is fixed. The spectrum obtained from the frozen glass is virtually indistinguishable 
from the spectrum reported by Murase et al. (3,4). The simulated X-band spectrum in figure 
4.4 matches the companion experimental spectrum in every detail except for the lower 
intensity of the fifth (counting from left to right) hyperfine line. The reason for this discrepancy 
is readily apparent from examination of the experimental Q-band spectrum of figure 4.6, which 
indicates that there is some impurity in the sample which absorbs at the same field position 
as the fifth hyperfine at X-band frequency. At the higher Q-band frequencies, the g-parallel 
and g-perpendicular regions are completely resolved and the parallel region shows a 
symmetrical, seven-line hyperfine pattern with an intensity ratio of approximately 1:2:3:4:3:2:1. 
The simulation of the Q-band spectrum compares well with the experimental spectrum. The 
identical set of spin Hamiltonian parameters was used in both the X-band and Q-band 
simulations. These parameters are found in Table 4.1. The fact that one set of spin 
Hamiltonian parameters yields reliable simulations at two greatly differing EPR excitation 
frequencies suggests that the parameters are credible. 
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Table 4.1 
Spin Hamiltonian parameters used in EPR spectral simulations3 
Complex gx gy g2 A, Ay Az 
Mononuclear Cu(ll) 2.0479 2.0229 2.1794 43 43 542 
Binuclear Cu(ll) 2.0479 2.0319 2.1794 22 22 271 
aHyperfine values in MHz. 
4.4 Discussion 
Methods for the estimation of the magnitude of weak exchange interactions in biradicals 
by EPR spectroscopy are well-developed (9). For a symmetrical biradical, in which the 
subunits have a magnetic nucleus of spin I which sustains a hyperfine interaction, a simplified 
(Z direction along B0, neglecting nuclear quadrupole and nuclear Zeeman interactions) spin 
Hamiltonian for the system is 
<H = gBB0(Slz+S22) + A ^ X + S ^ y + JS1.S2+S1.D.S2, [4.1] 
where the four terms represent the electronic Zeeman interaction for spins 1 and 2, the 
electron-nuclear hyperfine interaction, the intramolecular exchange interaction (J is the 
exchange integral; S1 and S2 are the spin operators), and the magnetic dipolar interaction 
between the unpaired electrons. Ignoring for the moment the effect of the last term, which 
does not effect the appearance of spectra obtained from solutions, three types of spectra can 
be observed with appearances that depend upon the relative magnitudes of J and A. When 
|J| < < |A|, the spectrum is approximately that of the mononuclear subunit. The isotropic 
spectrum of a binuclear copper(ll) complex would appear as a four-line 1:1:1:1 pattern with 
a splitting of A. When |J|> > |A|, the spectrum of a binuclear copper(ll) complex should 
appear as a seven-line 1:2:3:4:3:2:1 pattern with a splitting of £A. When |J|-|A|, the 
spectrum will be more complicated and interpretation will require spectral simulation. 
It is apparent from the appearance of the spectra presented above that the binuclear 
copper(ll) complex studied in this investigation is an example of a complex in which there 
exists an exchange interaction such that |J|> > |A|. From the spectral parameters 
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determined from the mononuclear copper(ll) complex, the magnitude of the exchange 
parameter can be estimated to be |J|> > |A| =542 MHz or |J|> >0.018 cm"1. The sign 
of J is not determined by the EPR experiments, but magnetic susceptibility measurements 
by Murase et al. (3,4) indicate that the interaction is antiferromagnetic. Regardless of the sign 
of J, its magnitude need not be large to produce the observed seven-line EPR pattern. Owing 
to the distance separating the ions in the binuclear nickel(ll) crystal structure (9.13 A), the 
exchange interaction is not due to a direct overlap of electronic orbitals on the two copper 
ions. Instead, it seems likely that the interaction is propagated through the aliphatic bridge, 
i.e., by a super-exchange mechanism. The unpaired electrons on the copper ions occupy 
d-orbitals that are directed toward the nitrogen atoms of the ligand system. This spatial 
proximity of the electrons to the terminal atoms of the aliphatic bridge serves to facilitate the 
super-exchange process. Our observations and conclusions are in agreement with those of 
others who have examined the phenomenon of super-exchange via bridging ligands in 
binuclear complexes (14). 
Coffman and Buettner (15) have reported an empirical limit function for the variation 
of J with distance in long-range super-exchange interactions between paramagnetic species 
that are separated by insulators. Application of their scheme to this binuclear copper(ll) 
system, where the paramagnetic centers are separated by 9.13 A, predicts and exchange 
interaction in the range of 0.1 cm'1 to 1 cm'1. This is consistent with our estimated 
minimum J value. 
Magnetic dipole-dipole interactions (S,*D'S2) between the unpaired electrons located 
at the paramagnetic centers can give rise to a zero-field splitting in the triplet state 
(Sl01= S, + S2= 1). As a result, the triplet state EPR spectra of binuclear complexes acquired 
from solid samples can exhibit more than one set of 2l tot+1 (llot= I, +12) primary transitions 
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(AMg= ±1) (16). "Half-field" transitions (AMS= ±2) may also be observed (17). The 
separation between the sets of primary transition bands and the intensities of the half-field 
transitions depend upon the magnitude of the zero-field splitting. Although the effect of 
zero-field splitting has been observed in the EPR spectra of a number of binuclear copper(ll) 
complexes (18), none is observed in the system on which this investigation is focussed. In 
particular, the parallel region of the Q-band spectrum reveals only one set of (resolved) 
primary transitions, and half-field transitions were not detectable. Since the extent of 
interaction between two magnetic dipoles, and therefore the magnitude of the zero-field 
splitting, depends inversely on the cube of the distance of separation, the absence of 
detectable zero-field splitting effects in these EPR spectra can be primarily attributed to the 
large distance (9.13 A) between the paramagnetic centers. The maximum dipolar splitting 
expected for two electrons separated by this distance can be estimated from the classical 
expression (19), found in equation 4.2, for the energy of interaction Ddd between two magnetic 
dipoles in an external magnetic field. 
Ddd = (MrM2/r3)(1-3cos26) [4.2] 
In equation 4.2, u1 and u2 are the magnetic dipole moments (u = gB-9.3 X10"21 erg/Gauss for 
an electron), r is the distance of separation between the dipoles, and 0 is the angle between 
the external magnetic field and the line joining the dipoles. The magnitude of the maximum 
dipolar splitting (when 8 = 0), calculated for the binuclear copper(ll) complex is about 34 MHz. 
For demonstration purposes, the zero-field splitting Hamiltonian can be written as (20) 
Mzfs = D(S22-S(S +1 )/3) + E(S*=-S/). [4.3] 
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For an axially symmetric system, the last term disappears (E = 0). The effect of the zero-field 
splitting on the EPR spectra is to split the parallel lines of the spin triplet by 2D (68 MHz) and 
to split the perpendicular lines by D (34 MHz). It becomes apparent, based on these figures, 
why the EPR spectra contain only one (resolvable) set of primary transitions. The full-width 
at half-maximum linewidths of the parallel peaks are on the order of 120 MHz. Therefore, an 
energy splitting in magnitude roughly one-half that of the linewidths would not be expected to 
be resolvable, but would only contribute to the linewidths. If the complex existed in the closed 
conformation, as suggested by Murase et al. (3,4), the expected internuclear distance 
between the copper ions would be about 6 A, which would give rise to a zero-field splitting 
of around 240 MHz. A zero-field splitting of this magnitude would certainly produce noticeable 
effects in the EPR spectra. 
4.5 Conclusions 
From the X-ray crystal structure determinations for the binuclear nickel(ll) and 
binuclear copper(ll) complexes, it was revealed that the two complexes are isomorphous and 
exist in the open conformation in the solid state. Therefore it can be safely assumed that 
exchange parameters estimated from spectra recorded from magnetically dilute, doped 
samples are a valid representation of the extent and nature of intramolecular exchange 
interactions in the binuclear species. The nearly identical features of the spectra acquired 
from the doped powder samples and the frozen DMF glass samples virtually ensures that the 
open conformation is also assumed by the binuclear copper(ll) complex in the frozen glass. 
It seems likely that each of the other members in the series of binuclear copper(ll) complexes 
investigated by Murase et al. (3,4) also adopts the open conformation in frozen solution. The 
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absence of zero-field splitting in the EPR spectra obtained from the n = 4 binuclear copper(ll) 
complex is consistent with the observed distance between the paramagnetic centers (9.13 A), 
which is maximized in the centrosymmetric, open conformation. Thus, the most important 
interaction between the unpaired electrons in the complex is the magnetic exchange 
interaction, propagated through the aliphatic chain. 
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