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RÉSUMÉ
Nous présentons dans cet article des algorithmes de localisation an-
gulaire de sources non circulaires. Nous montrons comment prendre
en compte la nature non circulaire des signaux en traitement d’an-
tenne et développons des extensions des l’algorithmes MUSIC, Root-
MUSIC et Capon. Ces extensions offrent, pour une mise en œuvre
relativement simple, des performance sensiblement supérieures aux
algorithmes classiques. Les principaux avantages liés à la non circu-
larité concernent la résolution, la variance d’estimation et le nombre
de sources localisables. Ces caractéristiques sont illustrées par des
simulations.
ABSTRACT
We present in this article an angular location algorithm of non
circular sources. We show how to take into account non circularity of
signals in array processing and develop an extension of the MUSIC,
Root-MUSIC and Capon algorithms. These extensions offer, for an
implementation relatively simple, performance appreciably superior
the classic algorithms . The main improvement linked to the non
circularity concern the resolution, the variance of estimation and the
number of localizable sources. These characteristics are illustrated by
simulations.
1 Introduction
L’estimation des paramètres du signal reçu sur une antenne
est un problème analysé de façon classique depuis déjà de
nombreuses années et la littérature relative à ce sujet est
abondante.
Des méthodes basées sur des structures particulières de si-
gnaux ont aussi vu le jour. L’objectif de ces approches est
d’introduire le maximum d’information a priori sur le signal
afin d’améliorer les performances des traitements. Cette infor-
mation a priori peut être des propriétés de cyclostationnarité
ou encore l’utilisation de statistiques d’ordre supérieur à deux
pour des signaux non gaussiens.
Plus récemment, plusieurs articles ont analysés les caracté-
ristiques de signaux aléatoires complexes non circulaires [1]
[2] [3].
Nous présentons dans cet article une méthode permettant
d’introduire cette caractéristique dans les techniques de traite-
ment d’antenne. L’algorithme utilisé pour présenter cette ex-
tension est MUSIC mais l’approche utilisée ici peut être géné-
ralisée à d’autres algorithmes.
2 Signaux non circulaires
L’objet de cette partie est de rappeler (brièvement) les
principales caractéristiques des signaux non circulaires que
nous utiliserons par la suite. Précisons dès maintenant que
nous ne nous intéresserons pas à des statistiques d’ordre
supérieur à 2. De plus, les notations utilisées dans ce document
sont T pour transposé,  pour conjugué et H pour transposé et
conjugué.
Nous considérons ici comme non circulaire (sous-entendu à
l’ordre 2), des variables aléatoires telles que E

Z Z T
 6D 0 ; ce
qui, exprimé en terme de densité de probabilité, signifie qu’il
n’existe pas d’angle  6D k tel que Z et Zei ait la même
densité de probabilité.
En traitement d’antenne, la circularité est une propriété
qui apparaît naturellement dans l’analyse de signaux à bande
étroite, signaux qui comportent souvent une phase aléatoire
équirépartie entre 0 et 2 . Elle n’est pas pour autant univer-
selle et l’on trouve de nombreux signaux non circulaires (mo-
dulation d’amplitude, modulation binaire de phase, ...).
Pour de tels signaux, les traitements mis en œuvre classi-
quement et n’utilisant que E

Z Z H

sont sous optimaux. Les
gains que l’on peut envisager en effectuant une analyse com-
plète (exploitant E

Z Z H

et E

Z Z T

) sont significatifs.
3 Matrice interspectrale non circulaire
Considérons le signal reçu sur une antenne de M capteurs
éclairée par P sources :
y.t/ D A:x.t/C b.t/
avec
– y.t/ 2 CM1 : Observation à l’instant t.
– x.t/ 2 CP1 : Signal émis par les P sources.
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– b.t/ 2 CM1 : Bruit additif.
– A 2 CMP : Matrice de transfert.
A D a1; a2; : : : ; aP
aTk D

1; eÄ j’1; : : : ; eÄ j’MÄ1

On suppose que le signal reçu est à bande étroite autour de
0, que les P sources sont décorrélées et que l’on a P < M .
Considérons de plus les hypothèses suivantes :
– E fb.t/g D 0 et E fx.t/g D 0
– E

b.t/b.t/H
 D  2Id et E b.t/b.t/T  D 0
– E

x.t/x.t/H
 D 01 et E x.t/x.t/T  D 02
La matrice interspectrale classique définie par
R D E y.t/y.t/H D A01AH C  2Id (1)
résume complètement les caractéristiques statistiques du si-
gnal reçu lorsque les sources sont gaussiennes circulaires. Ce-
pendant, si les signaux émis ne sont pas circulaires, il faut
non seulement prendre en compte E

y.t/y.t/H

mais aussi
E

y.t/y.t/T

. Ceci peut être réalisé en construisant le vecteur
ync.t/ :
ync.t/ D
"
y.t/
y.t/
#
(2)
Avec ce nouveau vecteur observation, il est possible de dé-
finir une matrice interspectrale contenant toutes les caractéris-
tiques statistiques du signal reçu :
Rnc D E

ync.t/ync.t/
H

(3)
Il est possible de montrer [4] que Rnc, de dimension 2M 
2M , s’écrit sous la forme :
Rnc D Anc0ncAHnc C  2Id (4)
où Anc0ncA
H
nc est de rang 2P .
Par suite on peut distinguer un sous espace signal et un sous
espace bruit engendrés respectivement par les 2P premiers
vecteurs propres de Rnc et par les 2M Ä 2P derniers vecteurs
propres de Rnc On peut ainsi, dès lors que l’on dispose d’un
vecteur directionnel modèle du signal reçu de mettre en œuvre
un algorithme de type MUSIC ou autre.
4 Signaux modulés en amplitude
Considérons le cas de signaux modulés en amplitude. Le
signal sp.t/ émis par la source p s’écrit :
sp.t/ D ep.t/eÄ2ı0t
Aprés démodulation et filtrage passe-bas, le signal en bande
de base peut s’écrire sous la forme :
x p.t/ D ep.t/eı9p
Ces signaux ne sont évidemment pas circulaires et de plus :
E

x.t/x.t/H
 D 01 (5)
et
E

x.t/x.t/T
 D 018 (6)
avec 8 D
266664
eı291 0    0
0 eı292 0 0
:::
: : :
0    0 eı29P
377775
Pour cet exemple de signaux, les termes de l’expression (4)
se simplifie :
– 0nc D 01
– Anc D
"
A
A:8
#
ce qui conduit à :
Rnc D
"
A
A:8
#
01
h
AH ;8T :AT
i
(7)
Cette situation est particulièrement intéressante puisque la
dimension du sous espace signal est P alors que la dimension
de l’observation est 2M . Il est alors possible de localiser deux
fois plus de sources qu’avec la formulation classique pour des
signaux circulaires.
5 MUSIC non circulaire
5.1 Principe
En considérant l’expression (7), la mise en œuvre de
l’algorithme MUSIC avec des signaux modulés en amplitude
est très similaire à celle de la formulation standard. Après la
décomposition en éléments propres de Rnc, on définit les sous
espace signal et bruit à partir respectivement des P premiers
vecteurs propres de Rnc et des 2M Ä P derniers vecteurs
propres de Rnc :
Rnc D Us nc3ncUs nc H C  2Ub ncUb nc H
Le vecteur modèle se déduit de l’expression de Anc :
anc.;9/ D
"
a./
a./:e2i9
#
ou a./ est le vecteur directionnel classique traduisant les
déphasages entre capteurs pour une source de paramètre  .
Ce vecteur directionnel dépend de la direction d’arrivée mais
aussi de la phase 9p de la source p. Puisque les vecteurs
propres associés au bruit sont orthogonaux à Anc, on obtient
lorsque  et 9 correspondent aux paramètres effectifs d’une
source :
Ub nc
H anc.;9/ D 0
Ceci conduit donc à la fonctionnelle à maximiser :
f .;9/ D 1
anc.;9/
H Ub ncUb nc
H anc.;9/
(8)
La fonctionnelle (8) est à deux dimensions. Cependant,
pour chaque valeur de  donnée, il est possible de calculer
analytiquement (cf [4]) la valeur de 9 maximisant (8). La
maximisation de (8) se réduit alors à la maximisation d’une
fonctionnelle à une dimension :
f ./ D 1
P11 Ä P21
(9)
avec
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FIG. 1 — localisation de 5 sources à l’aide de 4 capteurs
– Ub nc D
"
U1
U2
#
– P11 D a./H U1U1 H a./
– P21 D ka./T U2U1 H a./k
5.2 Illustrations
Cette section illustre les principales caractéristiques de l’al-
gorithme proposé. Ces résultats, non exhaustifs, sont obtenus
à partir de simulations. Ces simulations correspondent à la si-
tuation suivante :
– On dispose d’une antenne linéaire de 4 capteurs équidis-
tants. La distance intercapteurs est égale la la moitié de
la longueur d’onde du signal à la fréquence de travail.
– Les signaux émis sont des modulations d’amplitude
autour de la fréquence de travail. Les P sources sont
décorrélées et de même puissance. Le rapport signal sur
bruit est de 20 dB.
– Le bruit additif est blanc spatialement. Le nombre de
sources est supposé connu. La matrice interspectrale
non circulaire est estimée à partir de 100 observations.
5.2.1 Nombre de sources
Comme nous l’avons déja signalé dans le chapitre pré-
cédent, le nombre maximal de sources identifiables est égal
à 2.M Ä 1/. Il est donc possible de localiser plus de sources
que de capteurs. Ceci est illustré sur la figure (1). L’antenne
est ici constituée de 4 capteurs et 5 sources ont été simulées.
Leurs directions d’arrivée sont égales respectivement à Ä60a˛,
Ä30a˛, Ä10a˛, 20a˛ et 50a˛. Comme on peut le constater sur la
figure, ces 5 sources sont parfaitement localisées. Ceci serait
impossible avec des signaux non circulaires puisque le nombre
maximal de sources localisables serait alors égal à 3.
5.2.2 Variance d’estimation
Un autre point particulièrement intéressant de cet algo-
rithme concerne la variance d’estimation des directions d’ar-
rivée. Nous avons en effet constaté sur de nombreuses si-
mulations que la variance d’estimation est plus faible en uti-
lisant l’algorithme MUSIC non circulaire qu’en utilisant l’al-
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FIG. 2 — Localisation avec MUSIC non circulaire
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FIG. 3 — Localisation avec MUSIC standard
gorithme MUSIC standard. Ceci est illustré avec les figures (2)
et (3).
Deux sources de directions d’arrivée égales à Ä6a˛ et 0a˛
sont simulées. La figure (2) représente les résultats de MUSIC
non circulaire sur 100 réalisations de cette simulation et la
figure (3) les résultats de MUSIC standard sur ces mêmes
100 réalisations. Les croix représentent les directions d’arrivée
estimées à partir des maxima des deux fonctionnelles.
La variance d’estimation pour MUSIC non circulaire est
de l’ordre de 0:03a˛ alors que celle de MUSIC standard est de
l’ordre de 0:20a˛, soit 7 fois plus importante. Ceci se traduit sur
les figures par une dispersion très importante des directions
d’arrivée estimées par MUSIC standard vis-à-vis de celles
estimées par MUSIC non circulaire.
6 Autres algorithmes
A partir de l’expression (7), il est clair que l’ensemble des
algorithmes reposant sur une analyse de la matrice interspec-
trale (décomposition en éléments propres ou autre) peuvent
être transposés du cas circulaire vers le cas non circulaire.
Nous présentons ici l’adaptation pour les algorithme Root-
MUSIC et Capon. La démarche utilisée est similaire à celle
présentée pour MUSIC. Nous ne donnons donc que les princi-
paux résultats.
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FIG. 4 — Localisation avec Root-MUSIC non circulaire
6.1 Root-MUSIC
Dans le cas d’une antenne linéaire, on peut montrer que
la maximisation de la fonctionnelle (9) peut s’effectuer en
cherchant les racines du polynôme :
R.z/ D F11.z/:F11.z/Ä F21.z/:F21.z/ (10)
avec Fi j.z/ D

1; z;    ; zNÄ1 :Pi j : 1; zÄ1;    ; zÄ.NÄ1/T
Le polynôme ainsi obtenu est de degrès 4NÄ4 et il possède
2N Ä 2 paires de racines complexes. De même que dans la
version standard de root-MUSIC, l’angle d’arrivée des sources
s’obtient à partir de la phase des racines dont le module est
proche de 1.
La figure (4) montre les résultats obtenus sur la même
simulation que pour la figure (1) (5 sources et 4 capteurs).
On a représenté par des cercles les angles d’arrivée estimés à
partir des phases des racine du polinôme R.z/. On retrouve
5 racines de module très proche de 1 correspondant aux 5
sources simulées. La derniere racine ne peut être interprétée
comme une source, son module étant proche de 0:4
6.2 Capon
L’adaptation de l’algorithme Capon pour des signaux non
circulaires conduit à la maximisation de la fonctionnelle :
f .;9/ D 1
anc.;9/
H Rnc
1anc.;9/
De même que pour MUSIC, cette maximisation peut se ra-
mener à une maximisation de la fonctionnelle à une dimen-
sion :
f ./ D 1
a./H Q11a./Ä ka./T Q21a./k
(11)
Qi j correspondant à une partition de R
Ä1
nc .
Les résultats obtenus avec la simulation de la figure (1) sont
représentés sur la figure (5). On retrouve les 5 sources simulées
et on constate le bon fonctionnement de l’algorithme ainsi que
l’intéret de la prise en compte de la non circularité des signaux
dans les traitements.
7 Conclusion
Nous avons présenté une approche permettant d’introdui-
re la caractéristique de non circularité de certains signaux
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FIG. 5 — Localisation avec Capon non circulaire
dans l’estimation de la localisation angulaire de sources. Les
fonctionnelles proposées sans augmenter exagérément la com-
plexité des algorithmes, permet de prendre en compte les spé-
cificités des signaux circulaires. Les performances des esti-
mateur en sont significativement améliorées. Les principaux
avantages concernent le nombre de sources identifiables, la va-
riance d’estimation et la résolution.
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