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a b s t r a c t
In the paper, we propose a model that tracks the dynamics of many diseases spread by
vectors, such as malaria, dengue, or West Nile virus (all spread by mosquitoes). Our model
incorporates demographic structure with variable population size which is described by
nonlinear birth rate and linear death rate. The stability of the system is analyzed for the
existence of the disease-free and endemic equilibria points.We find the basic reproduction
number R0 in terms of measurable epidemiological and demographic parameters is the
threshold condition that determines thedynamics of disease infection: ifR0 < 1 thedisease
fades out, and for R0 > 1 the disease remains endemic. The threshold condition provides
important guidelines for accessing control of the vector diseases, and implies that it is an
efficient way to halt the spread of vector epidemic by reducing the carrying capacity of the
environment for the vector and the host. Moreover, sufficient conditions are also obtained
for the global stability of the unique endemic equilibrium E∗.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Compartmental epidemiological models have played a significant role in the development of a better understanding
the mechanism of epidemic transmission and the various preventive strategies used against it. Since the pioneering work
of Kermack–Mckendrick on SIRS, epidemiological models have received much attention from scientists (see [1–3] and
references therein). One common epidemiological model is the SIR model, which consists of a system of three differential
equations that describe the changes in the number of infected, recovered, and susceptible individuals in a given population.
Although it predicts the spread of an epidemic fairly well, one of its main shortcomings is that it does not account for the
interaction of more than one species or host population. Because some diseases can be contracted by hosts from other
species, such as the dengue fever and malaria, which are spread by mosquitoes, a vector-host model which describes the
spread of a disease between and within two populations would be useful.
The emergence and reemergence of vector-host diseases have promoted interest in their mathematical models. Recently
there has been some effort in themathematical modeling of the vector-host epidemic transmission dynamics. Feng et al. [4]
studied a vector-host model for the dengue fever. Gustavo et al. [5] formulated and analyzed a mathematical model for the
transmission ofWNV infection between vector (mosquito) and avian population. Bowman et al. [6] proposed a single-season
ordinary differential equation model for the transmission dynamics of WNV in a mosquito-bird-human community, with
birds as reservoir hosts and culicine mosquitoes as vectors. Jiang and Qiu et al. [7] considered the subsystem proposed by
Bowman et al. [6] for the primary mosquito-bird cycle, and obtained sufficient and necessary conditions for local stability
of equilibria of the subsystem. Based on the results in paper [7], Jiang and Qiu [8] provided the complete classification
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Fig. 1. Transfer diagram for the vector-host epidemic model.
for dynamics of the nine dimensional WNV model proposed by Bowman et al. [6]. Tumwiine et al. [9] proposed a model
that tracks the dynamics of malaria in the human host and the mosquito vector. In a more recent work by Hui-Ming Wei
et al. [10], they considered an epidemic model of a vector-host disease which has direct mode of transmission in addition
to the vector-mediated transmission.
In the previous works ([5,6,9,10] and references therein), some models assume constant immigration and deaths
proportional to the population size so that the population approaches an equilibrium size. Other models assume a more
natural demographic process where the birth and death rates are proportional to the population size. A disadvantage of
the models with birth and death rates proportional to the population size are that the population size decreases or grows
exponentially except in the special case when births exactly balance deaths. Extinction of the population by exponential
decay is demographically unlikely; also exponential growth to infinity is unrealistic in human and animal populations
since finite resources always eventually limit the growth. Due to the above shortcomings of the vector models in which
the population size grows or decrease linearly or exponentially, it is necessary to make some modifications and consider
the vector-host epidemic models with general demographic structure. The purpose of the paper is to propose a model
with demographic structure whose population size is described by nonlinear birth rate and linear death rate to analyze
the dynamics of many diseases spread by vectors. Models with restricted growth due to density dependence have been
considered by Anderson et al. [11], Brauer [12], Bremermann and Thieme [13] and Pugliese [14]. Gao and Hethcote [15]
proposed disease transmission models with density-dependent demographics. Cooke et al. [16] studied the asymptotical
behavior of an SIS epidemic model with nonlinear birth in population.
The rest of the paper is organized as follows: In Section 2, we introduce a vector-host epidemic model and present the
preliminary results. In Section 3, we establish a threshold between the extinction and persistence of the disease. Section 4
contains the local analysis of the unique positive endemic equilibrium. In Section 5we establish sufficient conditions for the
global stability of the unique positive equilibrium.
2. The model and preliminary results
In this section we mainly introduce a vector-host epidemic model with demographic structure and present some
preliminary results.
We consider the vector and the host population sizes with variable population sizes which are described by nonlinear
birth rates F(T ), B(N) and linear death rates T , µN , respectively. Then the vector and the host population sizes can be
described by the following differential equations
T ′ = F(T )T − T
and
N ′ = B(N)N − µN,
respectively. Here N and T are the total numbers of the vector and the host population, respectively; B(N) and F(T ) are
the birth rates of the host and the vector, respectively. This type of demographic structure with variable population size
was also proposed by Cooke et al. [16]. We assume that the total host population N(t) is partitioned into two distinct
epidemiological subclasses which are susceptibles and infectious, with the sizes denoted by S(t) and I(t), respectively,
and the total vector population T (t) is divided into susceptibles and infectious, with the sizes denoted by M(t) and V (t),
respectively. Our assumptions on the dynamical transfer of the host and vector population are demonstrated in Fig. 1. Here
b(N) denotes the per capita rate of contacts on hosts by vectors, which is continuously differential function of N . Generally,
b(N) is amonotonic increasing function onN . In this paper, we assume that b(N) = bN .α andβ are the disease transmission
probability from infected hosts to uninfected vectors and from infected vectors to uninfected hosts; ,µ are the natural death
rates of vectors and hosts, respectively; d is the disease-induced death rate of hosts, and γ is the recovery rate of infective
hosts. All the above parameters are positive except γ ≥ 0 and d ≥ 0.
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Using the transfer diagram and the assumptions that b(N) = bN , the following system of differential equations which
describes the spread of a vector-host disease can be derived:
S ′ = B(N)N − µS − bβVS + γ I,
I ′ = bβVS − (µ+ γ + d)I,
M ′ = F(T )T − bαIM − M,
V ′ = bαIM − V .
(2.1)
Themodel presented here can describe the dynamics of malaria in the human host and themosquito vector or the dynamics
of West Nile virus in the bird host and the mosquito vector. Following [3], we assume that the birth rate of the host B(N)
and the birth rate of the vector F(T ) satisfy the following basic assumptions for N, T ∈ (0,+∞):
(a1) B(0+) = limN→0+ B(N) > 0, F(0+) = limT→0+ F(T ) > 0;
(a2) B(N) and F(T ) are continuously differentiable with B′(N) < 0, F ′(T ) < 0;
(a3) µ ≥ B(+∞),  ≥ F(+∞).
Let Γ = {(S, I,M, V ) : 0 ≤ S, I ≤ Nc, 0 ≤ M, V ≤ T c}, where Nc, T c satisfy
B(Nc) = µ, F(T c) = .
Then it can be verify that all solutions of the system (2.1) starting in Γ remain in Γ for all t > 0. Thus, Γ is positively
invariant and it is sufficient to consider solutions in Γ . In this region, the usual existence, uniqueness and continuation
results hold for the system (2.1). In what follows, we always assume that the initial points lie in Γ .
The equilibria of system (2.1) are the solutions of the following equations:
B(N)N − µS − bβVS + γ I = 0,
bβVS − (µ+ γ + d)I = 0,
F(T )T − bαIM − M = 0,
bαIM − V = 0.
(2.2)
Straight forward computation yields that there are four potential boundary equilibria which we label as E00(0, 0, 0, 0), E01
(Nc, 0, 0, 0), E02(0, 0, T c, 0), E0(Nc, 0, T c, 0). Moreover, we have the following conclusions: (a) If B(0+) ≤ µ and F(0+) ≤
, system (2.1) has only one boundary equilibrium E00 and no positive equilibrium; (b) If B(0+) ≤ µ and F(0+) > , system
(2.1) has two boundary equilibria E00, E02 and no positive equilibrium; (c) If B(0+) > µ and F(0+) ≤ , system (2.1) has
two boundary equilibria E00, E01 and no positive equilibrium; (d) If B(0+) > µ and F(0+) > , then system (2.1) has all
four boundary equilibria E00, E01, E02, E0.
Theorem 2.1. (1) If B(0+) ≤ µ and F(0+) ≤ , the boundary equilibrium E00 of system (2.1) is globally asymptotically stable
in R4+.
(2) If B(0+) ≤ µ and F(0+) > , the boundary equilibrium E02 of system (2.1) is globally asymptotically stable in
R4+ \ {(S, I,M, V ) : M = 0, V = 0}.
(3) If B(0+) > µ and F(0+) ≤ , the boundary equilibrium E01 of system (2.1) is globally asymptotically stable in
R4+ \ {(S, I,M, V ) : S = 0, I = 0}.
Proof. Using the change of variables N = S + I and T = M + V , system (2.1) can be written as
N ′ = B(N)N − µN − dI,
I ′ = bβV (N − I)− (µ+ γ + d)I,
T ′ = F(T )T − T ,
V ′ = bαI(T − V )− V .
(2.3)
If B(0+) ≤ µ and F(0+) ≤ , straight forward calculation yields that system (2.3) has only one equilibrium (0, 0, 0, 0).
It follows from the first equation and the third equation of (2.3) that N(t) → 0 and T (t) → 0 as t → +∞. The limiting
system of (2.3) is{
I ′ = −bβVI − (µ+ γ + d)I,
V ′ = −bαIV − V . (2.4)
Since I ′ ≤ −(µ + γ + d)I < 0 and V ′ ≤ −V < 0 for all t ≥ 0, it follows that the unique equilibrium (0, 0) of system
(2.4) is global asymptotically stable. Thus, we can conclude that the boundary equilibrium E00 of system (2.1) is globally
asymptotically stable in R4+. This completes the proof of the first conclusion.
If B(0+) ≤ µ and F(0+) > , straight forward calculation also yields that system (2.3) has two equilibria (0, 0, 0, 0) and
(0, 0, T c, 0). It follows from the first equation and the third equation of (2.3) that N(t)→ 0 and T (t)→ T c as t → +∞ if
T (0) 6= 0. The limiting system of (2.3) is{
I ′ = −bβVI − (µ+ γ + d)I,
V ′ = bαI(T c − V )− V . (2.5)
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As in the previous proof it is also easy to show that the unique equilibrium (0, 0) of system (2.5) is global asymptotically
stable. Thus, we can conclude that the boundary equilibrium E02 of system (2.1) is globally asymptotically stable in
R4+ \ {(S, I,M, V ) : M = 0, V = 0}. This completes the proof of the second conclusion.
Using the same way as in the proof of the second conclusion, we can conclude that if B(0+) > µ and F(0+) ≤ , the
boundary equilibrium E01 of system (2.1) is globally asymptotically stable in R4+ \ {(S, I,M, V ) : S = 0, I = 0}. 
3. Threshold dynamics
Theorem 2.1 implies that the disease dies out because the host or the vector can not survive. If the host and the vector can
both survive, whether the disease can invade the host or not is determined by the basic reproduction number R0. In fact, the
linear stability of E0 is governed by the basic reproduction number R0 [11,17], which can be found from the next generation
matrix for the system (2.1). Noting that the model has two infected populations, namely V and I , it follows that, using the
notation of van den Driessche and Watmough [18], the matrices F and V , for the new infection terms and the remaining
transfer terms, respectively, are given by
F =
(
0 bβNc
bαT c 0
)
, V =
(
µ+ γ + d 0
0 
)
.
Thus,
F V−1 =
 0
bβNc

bαT c
µ+ γ + d 0

and
R0 = ρ(F V−1) =
√
b2αβNcT c
(µ+ γ + d) ,
where ρ(F V−1) is the spectral radius of the nonnegative matrix F V−1.
Now let us explain the biological meaning of R0. If system (2.1) does not have any infected hosts and infected vectors and
is in balance, then the numbers of the susceptible vectors and hosts are T c and Nc , respectively. Under these conditions, the
average number of infections that one infected host will give per unit of time is:
bˆ1 := bNcα T
c
Nc
.
Since the mean lifespan of the infected hosts is
τˆI := 1
µ+ γ + d ,
the average number of the infected vectors generated by infection of one infected host can be defined as
Vˆ := bˆ1τˆI = bαT c 1
µ+ γ + d .
The average number of the infected hosts generated by infection of one infected vector can be defined as
Iˆ := bNcβ 1

.
Therefore, the total number of secondary cases one infectious host will generate in the host population is:
R˜0 := Iˆ Vˆ = b
2αβT cNc
(µ+ γ + d) = (R0)
2
when the numbers of the susceptible vectors and hosts are T c and Nc , respectively. If R0 > 1, i.e., R˜0 > 1, it implies that an
infective host will be replaced with greater than one new cases. If R0 < 1, i.e., R˜0 < 1, it implies that an infective individual
will be replaced with less than one new case.
Theorem 3.1. Assume B(0+) > µ and F(0+) > . If R0 < 1, the boundary equilibrium E0 is locally hyperbolically stable and
hyperbolically unstable if R0 > 1.
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Proof. Evaluating the Jacobian of system (2.1) at E0 givesB
′(Nc)Nc B′(Nc)Nc + µ+ γ 0 −bβNc
0 −(µ+ γ + d) 0 bβNc
0 −bαT c F ′(T c)T c F ′(T c)T c + 
0 bαT c 0 −
 .
Its characteristic equation is given by
(λ− B′(Nc)Nc)(λ− F ′(T c)T c)((λ+ µ+ γ + d)(λ+ )− b2αβT cNc) = 0.
Solving the algebraic equation gives
λ1 = B′(Nc)Nc < 0, λ2 = F ′(T c)T c < 0,
λ3 + λ4 = −( + µ+ γ + d), λ3λ4 = (µ+ γ + d)(1− (R0)2).
If R0 > 1, then we have λ3λ4 < 0. This implies that one eigenvalue of the Jacobian matrix is positive. Thus, E0 is
hyperbolically unstable. If R0 < 1, then we have Re λ3 < 0, Re λ4 < 0, i.e., the eigenvalues of the Jacobian matrix have
negative real parts. Thus, E0 is hyperbolically stable. This completes the proof of Theorem 3.1. 
Theorem 3.2. Assume B(0+) > µ and F(0+) > . If R0 < 1, then the boundary equilibrium E0 is globally asymptotically
stable.
Proof. Since S(t) ≤ Nc,M(t) ≤ T c for t ≥ 0, it follows that{
I ′ ≤ bβVNc − (µ+ γ + d)I,
V ′ ≤ bαIT c − V . (3.1)
Then, if (I˜(t), V˜ (t)) is the solution of the system of corresponding Eqs. (3.1), then by the comparison principle we have
I(t) ≤ I˜(t) and V (t) ≤ V˜ (t). Since R0 < 1, we have I˜(t) → 0 and V˜ (t) → 0 as t → +∞. It follows that we have
I(t)→ 0, V (t)→ 0 and S(t)→ Nci ,M(t)→ T ci . This, together with the fact that the equilibrium E˜0(Nci , 0, T ci , 0) of system
(3.1) is locally asymptotically stable, implies that the disease-free equilibrium E0 of system (2.1) is globally asymptotically
stable if R0 < 1. 
Theorem 3.3. Assume B(0+) > µ and F(0+) > . If R0 > 1, then system (2.1) is uniformly persistent.
Proof. Define
X = {(S, I,M, V ) : S ≥ 0, I ≥ 0,M ≥ 0, V ≥ 0},
X0 = {(S, I,M, V ) : S > 0, I > 0,M > 0, V > 0},
∂X0 = X \ X0.
It then suffices to show that (2.1) is uniformly persist with respect to (X0, ∂X0).
First, by the form of (2.1), it follows that both X and X0 are positively invariant. Clearly, ∂X0 is relatively closed in X and
system (2.1) is point dissipative. Set
M∂ = {(S(0), I(0),M(0), V (0)) : (S(t), I(t),M(t), V (t))
satisfies (2.1) and (S(t), I(t),M(t), V (t)) ∈ ∂X0,∀t ≥ 0}.
We now show that
M∂ = B1 ∪ B2 ∪ B3, (3.2)
where B1 = {(S, I,M, V ) ∈ ∂X : S2 + I2 = 0}, B2 = {(S, I,M, V ) ∈ ∂X : M2 + V 2 = 0}, B3 = {(S, I,M, V ) ∈ ∂X :
I2 + V 2 = 0}. Assume (S(0), I(0),M(0), V (0)) ∈ M∂ . It suffices to show that S2(t) + I2(t) = 0 or M2(t) + V 2(t) = 0 or
V 2(t)+ I2(t) = 0 for all t ≥ 0. Suppose not. Then there exists a t0 ≥ 0 such that S2(t0)+ I2(t0) > 0 andM2(t0)+V 2(t0) > 0
and V 2(t0)+ I2(t0) > 0. Here we only consider the case V (t0) > 0, I(t0) > 0, S(t0) = 0,M(t0) = 0. The other cases can be
deducted in the same way. Since
S ′(t0) ≥ B(I(t0))I(t0)+ γ I(t0) > 0,
M ′(t0) ≥ F(V (t0))V (t0) > 0,
it follows that there is an ε0 such that S(t) > 0,M(t) > 0 for t0 < t < t0 + ε0. Clearly, we can restrict ε0 small enough
such that S(t) > 0,M(t) > 0, I(t) > 0, V (t) > 0 for t0 < t < t0 + ε0. This means that (S(t), I(t),M(t), V (t)) 6∈ ∂X0 for
t0 < t < t0 + ε0, which contradicts the assumption that (S(0), I(0),M(0), V (0)) ∈ M∂ . This proves (3.2).
Since B(0+) > µ and F(0+) > , analyzing the dynamics of system (2.1) in B1, B2, B3, respectively, yields the following
assertions:
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(1) E01 is global attractor in B2 \ {(0, 0, 0, 0)} for (2.1);
(2) E02 is global attractor in B1 \ {(0, 0, 0, 0)} for (2.1);
(3) E0 is global attractor in B3 \ (B1 ∪ B2) for (2.1).
It then follows that {E00, E01, E02, E0} is isolated and is an acyclic covering in ∂X0. By Theorem 4.6 of [20], we only need
to show that W s(E00) ∩ X0 = ∅,W s(E01) ∩ X0 = ∅,W s(E02) ∩ X0 = ∅,W s(E0) ∩ X0 = ∅ if B(0+) > µ, F(0+) > 
and R0 > 1. Suppose (S(t), I(t),M(t), V (t)) is a solution of system (2.1) with (S(0), I(0),M(0), V (0)) ∈ X0. By the third
and fourth equations of system (2.1) we have that M(t) + V (t) → T c as t → +∞ if M(0) > 0. This implies that
W s(E00) ∩ X0 = ∅,W s(E01) ∩ X0 = ∅.
Nowwe show thatW s(E02)∩X0 = ∅. Since B(0+) > µ, we can choose η > 0 small enough such that B(η)−µ−bβη > 0.
Assume thatW s(E02) ∩ X0 6= ∅. Then there exists a positive solution (S¯(t), I¯(t), M¯(t), V¯ (t)) with (S¯(0), I¯(0), M¯(0), V¯ (0))
∈ X0 such that (S¯(t), I¯(t), M¯(t), V¯ (t)) → E02(0, 0, T c, 0) as t → +∞. Thus, when t is sufficiently large we have
0 < S¯(t) < η, 0 < I¯(t) < η, T c − η < M¯(t) ≤ T c, 0 < V¯ (t) < η and
S¯ ′ ≥ B(S¯ + η)S¯ − µS¯ − bβηS¯.
Consider the following perturbed system
S ′ = B(S + η)S − µS − bβηS. (3.3)
Straight forward calculation yields that system (3.3) admits a unique positive equilibrium S∗(η) which is globally
asymptotically stable since B(η)−µ− bβη > 0. Thus, if S(t) is the solution of the system (3.3) satisfying S(0) = S¯(0), then
S(t) → S∗(η). By the comparison principle [21] we have that S¯(t) ≥ S∗(η) − ξ > 0 when t is sufficiently large and ξ is
small enough. This contradicts S¯(t)→ 0 as t →+∞. Thus, we haveW s(E02) ∩ X0 = ∅.
In the followingwe prove thatW s(E0)∩X0 = ∅. Assume that is contrary, i.e.,W s(E0)∩X0 6= ∅. Then there exists a positive
solution (S˜(t), I˜(t), M˜(t), V˜ (t)) with (S˜(0), I˜(0), M˜(0), V˜ (0)) ∈ X0 such that (S˜(t), I˜(t), M˜(t), V˜ (t))→ E0(Nc, 0, T c, 0) as
t → +∞. Since R0 > 1, we can choose ν > 0 small enough such that bβ(Nc − ν)bα(T c − ν) − (µ + γ + d) > 0. Thus,
when t is sufficiently large we have Nc − ν ≤ S˜(t) ≤ Nc + ν, 0 ≤ I˜(t) ≤ ν, T c − ν ≤ M˜(t) ≤ T c + ν, 0 ≤ V˜ (t) ≤ ν and{
I˜ ′ ≥ bβV˜ (Nc − ν)− (µ+ γ + d)I˜,
V˜ ′ ≥ bα I˜(T c − ν)− V˜ .
Let us consider the matrix Aν defined by
Aν =
[−(µ+ γ + d) bβ(Nc − ν)
bα(T c − ν) −
]
.
Since Aν admits positive off-diagonal element, Perron–Frobenius Theorem implies that there is a positive eigenvector
vν = (v1ν , v2ν ) for the maximum eigenvalue λν of Aν . By simple computations, we have λν > 0 since bβ(Nc − ν)bα
(T c − ν)− (µ+ γ + d) > 0.
Consider the following differential equations:{
I ′ = bβV (Nc − ν)− (µ+ γ + d)I,
V ′ = bαI(T c − ν)− V . (3.4)
Let l > 0 be sufficiently small such that lv1ν < I˜(0) and lv
2
ν < V˜ (0). Since Aν admits positive off-diagonal element, it
follows from the paper [21] that the system (3.4) is monotone. Note that Aνvν > 0, thus if (I(t), V (t)) is the solution of (3.4)
satisfying I(0) = lv1ν , V (0) = lv2ν , we have I(t)→ +∞, V (t)→ +∞ as t → +∞. By the comparison principle it follows
that I˜(t) > I(t), V˜ (t) > V (t). Hence, I˜(t) → +∞, V˜ (t) → +∞ as t → +∞. This contradicts I˜(t) → 0, V˜ (t) → 0 as
t →+∞. The above assertion is thus proved, i.e.,W s(E0) ∩ X0 = ∅.
SinceW s(E00)∩ X0 = ∅,W s(E01)∩ X0 = ∅,W s(E02)∩ X0 = ∅,W s(E0)∩ X0 = ∅ and {E00, E01, E02, E0} are acyclic in ∂X0,
by Theorem 4.6 of [20] we are able to conclude that the system (2.1) is uniformly persistent with respect to (X0, ∂X0). This
completes the proof of Theorem 3.3. 
4. The positive equilibria and their local stability
In this section we shall investigate the existence and local stability of the positive equilibria for system (2.1) in the case
R0 > 1.
If d = 0, then it follows from the system (2.1) that N(t)→ Nc and T (t)→ T c as t →+∞, and its limiting system is{
I ′ = bβV (Nc − I)− (µ+ γ )I,
V ′ = bαI(T c − V )− V . (4.1)
After extensive algebraic calculations, we have that system (4.1) has one boundary equilibrium (0, 0), and that if R0 > 1
the system (4.1) has a unique positive equilibrium E∗(I∗, V ∗), where I∗, V ∗ can be expressed as V ∗ = b2βαT cNc−(µ+γ )
(bαNc+)bβ ,
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I∗ = V∗bα(T c−V∗) . From the Jacobian of system (4.1) it follows from the paper [21] that system (4.1) is a cooperative irreducible
system in Υ = {(I, V ) : 0 ≤ I ≤ Nc, 0 ≤ V ≤ T c}. If R0 > 1, then the boundary equilibrium (0, 0) of system (4.1) is
unstable. Moreover, the behavior of the local dynamics near (0, 0) implies that system (4.1) is uniformly persistent. By the
result in [19] and the uniqueness of the positive equilibrium we conclude that the positive equilibrium (I∗, V ∗) is globally
asymptotically stable in IntΥ . Since system (4.1) is the limiting system of (2.1), it follows from Theorem 2.3 in paper [22]
that the unique positive equilibrium E∗(S∗, I∗,M∗, V ∗), where S∗ = Nc − I∗,M∗ = T c − V ∗, is a globally asymptotically
stable equilibrium of system (2.1) in IntΓ . In summary, we have the following theorem:
Theorem 4.1. If B(0+) > µ, F(0+) > , d = 0 and R0 > 1, then the system (2.1) has a unique positive equilibrium
E∗(S∗, I∗,M∗, V ∗), where S∗, I∗,M∗, V ∗ can be expressed as
V ∗ = b
2βαT cNc − (µ+ γ )
(bαNc + )bβ , M
∗ = T c − V ∗, I∗ = V
∗
bα(T c − V ∗) , S
∗ = Nc − I∗,
and E∗ is globally asymptotically stable for system (2.1) in IntR4+.
In the following we always assume that d > 0, and further study the global behavior of system (2.1).
Theorem 4.2. Assume B(0+) > µ, F(0+) >  and R0 > 1. Then the system (2.1) has a unique positive equilibrium
E∗(S∗, I∗,M∗, V ∗), where S∗, I∗,M∗, V ∗ can be expressed as
S∗ = (µ+ d− B(N
∗))N∗
d
, I∗ = (B(N
∗)− µ)N∗
d
, V ∗ = (µ+ d+ γ )(B(N
∗)− µ)
bβ(µ+ d− B(N∗)) , M
∗ = T c − V ∗,
and N∗ is the unique root of the equation
(µ+ γ + d)[bα(B(N)− µ)N + d] = T cb2αβ(µ+ d− B(N))N
in the interval [χ,Nc], where
χ =
{
B−1(µ+ d) if B(0+) > µ+ d;
0 if B(0+) ≤ µ+ d.
Proof. A positive equilibrium must satisfy the Eqs. (2.2). Adding the third and fourth equations of (2.2) leads to
F(T ) =  (4.2)
since T = M+V . It follows from F(0+) > , F(+∞) <  and F ′(T ) < 0 that the Eq. (4.2) has a unique positive root T = T c .
Adding the first and second equations of (2.2), together with the fact N = S + I , leads to
I = (B(N)− µ)N
d
, (4.3)
S = (µ+ d− B(N))N
d
. (4.4)
To ensure that S > 0, I > 0 we restrict that µ < B(N) < µ + d, that is, χ < N < Nc since B(Nc) = µ and B′(N) < 0.
Putting (4.3) and (4.4) into the second equation of (2.2) yields that
V = (µ+ d+ γ )(B(N)− µ)
bβ(µ+ d− B(N)) , (4.5)
and we have
M = T c − V . (4.6)
Substituting (4.3)–(4.6) into the fourth equation of (2.2) yields that
f (N) = (µ+ γ + d)[bα(B(N)− µ)N + d] − T cb2αβ(µ+ d− B(N))N = 0. (4.7)
In order to solve the positive solutions for (2.2) we only consider the positive solutions of Eq. (4.7) in the interval (χ,Nc).
Substituting N = χ,Nc into f (N) gives
f (χ) =
{
(µ+ γ + d)d[bαB−1(µ+ d)+ ] > 0 if B(0+) > µ+ d;
(µ+ γ + d)d > 0 if B(0+) ≤ µ+ d. (4.8)
f (Nc) = (µ+ γ + d)d − T cb2αβdNc = −(µ+ γ + d)d(R0 − 1),
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respectively. Suppose N = N∗ is a root of the Eq. (4.7) in the interval (χ,Nc). Then we have
f ′(N∗) = (µ+ γ + d)bα[B′(N∗)N∗ + B(N∗)− µ] + T cb2αβ[B′(N∗)N∗ + B(N∗)− µ− d]
= [(µ+ γ + d)bα + T cb2αβ]B′(N∗)N∗ + (µ+ γ + d)bα[B(N∗)− µ] + T cb2αβ[B(N∗)− µ− d]
= [(µ+ γ + d)bα + T cb2αβ]B′(N∗)N∗ − (µ+ γ + d)d
N∗
< 0 (4.9)
since T cb2αβ[B(N∗)−µ− d] = −(µ+ γ + d)bα[B(N∗)−µ] − (µ+γ+d)dN∗ . Hence, if R0 < 1, we have f (Nc) > 0. It follows
from (4.8) and (4.9) that Eq. (4.7) has no positive root in the interval (χ,Nc). This implies that system (2.2) has no positive
equilibrium. If R0 > 1, we have f (Nc) < 0. It follows from (4.8) and (4.9) that Eq. (4.7) has a unique positive root in the
interval (χ,Nc). This implies that system (2.2) has a unique positive equilibrium E∗(S∗, I∗,M∗, V ∗), and S∗, I∗,M∗, V ∗ can
be expressed as
S∗ = (µ+ d− B(N
∗))N∗
d
, I∗ = (B(N
∗)− µ)N∗
d
, V ∗ = (µ+ d+ γ )(B(N
∗)− µ)
bβ(µ+ d− B(N∗)) , M
∗ = T c − V ∗,
where N∗ is the unique root of the equation
(µ+ γ + d)[bα(B(N)− µ)N + d] = T cb2αβ(µ+ d− B(N))N
in the interval [χ,Nc]. 
Now let us consider the local stability of the unique positive equilibrium E∗ when R0 > 1. At the unique positive
equilibrium E∗(S∗, I∗,M∗, V ∗) of the system (2.1), the Jacobian matrix is given by
J(E∗) =

B′(N∗)N∗+
B(N∗)− µ− bβV ∗
B′(N∗)N∗+
B(N∗)+ γ 0 −bβS
∗
bβV ∗ −(µ+ γ + d) 0 bβS∗
0 −bαM∗ F ′(T c)T c − bαI∗ F ′(T c)T c + 
0 bαM∗ bαI∗ −
 .
After extensive algebraic calculations, the eigenvalues of J(E∗) are F ′(T c)T c and the roots of
λ3 + A1λ2 + A2λ+ A3 = 0,
where
A1 = bαI∗ +  + µ+ bβV ∗ + µ+ γ + d− B′(N∗)N∗ − B(N∗);
A2 = −(bαI∗ + )B′(N∗)N∗ + (bαI∗ + )(bβV ∗ + µ− B(N∗))+ b2αβS∗V ∗ − (µ+ d+ γ )dB
′(N∗)N∗
(µ+ d− B(N∗)) ;
A3 = −T cb2αβB′(N∗)N∗I∗ − b2αβB′(N∗)N∗S∗V ∗ + b2αβS∗(B(N∗)− µ)(T c − V ∗).
Since µ+ d > B(N∗) > µ, bβV ∗ > B(N∗)− µ and B′(N∗) < 0, it follows that A1 > 0, A2 > 0, A3 > 0. We also have
A1A2 − A3 = (bαI∗ + )[(bαI∗ + )(bβV ∗ + µ− B(N∗)− B′(N∗)N∗)+ b2αβS∗V ∗]
− B′(N∗)N∗
[
(bαI∗ + )(bβV ∗ + µ− B(N∗)− B′(N∗)N∗)
− (µ+ d+ γ )dB
′(N∗)N∗
(µ+ d− B(N∗))
]
+
[
(γ + B(N∗))(B(N∗)− µ)
(µ+ d− B(N∗)) + (µ+ d+ γ )
] [
(bαI∗ + )
× (bβV ∗ + µ− B(N∗)− B′(N∗)N∗)+ b2αβS∗V ∗ − (µ+ d+ γ )dB
′(N∗)N∗
(µ+ d− B(N∗))
]
+ T cb2αβS∗(µ− B(N∗)− B′(N∗)N∗)+ b2αβS∗(B(N∗)− µ)V ∗
>
(γ + µ)2
d
+ (µ+ d+ γ )
(
γ + µ+ bαN∗
d
− 1
)
 + bαN
∗(µ+ d+ γ )2
d
.
Then it follows that A1A2 − A3 > 0 if µ > B(N∗)+ B′(N∗)N∗ or γ + µ+ bαN∗ > d.
Theorem 4.3. Assume B(0+) > µ, F(0+) >  and R0 > 1. If A1A2− A3 > 0 then the unique positive equilibrium E∗ of system
(2.1) is locally asymptotically stable. Moreover, if either µ > B(N∗)+ B′(N∗)N∗ or γ +µ+ bαN∗ > d then the unique positive
equilibrium E∗ of system (2.1) is locally asymptotically stable.
The assumption that d < γ + µ + bαN∗ is of significant importance. It shows that mortality rate induced by disease
should be less than that at which the susceptible host population is refilled due to birth and loss of immunity to disease. One
expects (and we conjecture) that the positive equilibrium is locally asymptotically stable whenever it exists. Furthermore,
we conjecture that the positive equilibrium is globally asymptotically stablewhenever it exists. Global stability is established
below under additional assumption (H).
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5. Global stability of the endemic equilibrium
In this section, we mainly study the global asymptotical behavior of system (2.1). We begin this section by making an
additional assumption:
(H) µ > (B(N)N)′ > −(µ+ d+ 2γ ) for N ∈ (χ,Nc).
Now we are able to state the main result of this section.
Theorem 5.1. Assume B(0+) > µ, F(0+) >  and the assumption (H) holds. If R0 > 1, then the unique positive equilibrium
E∗ of system (2.1) is globally asymptotically stable in IntΓ .
In order to prove Theorem5.1, it is useful to briefly outline a generalmathematical framework for proving global stability.
The framework is developed in the papers of Smith [23] and Li and Muldowney [24,25]. The presentation here follows that
in [25].
Let x→ f (x) ∈ R3 be a C1 function defined in IntR3+. We consider the autonomous system in IntR3+
x˙ = f (x). (5.1)
Let x(t, x0) denote the solution of (5.1) such that x(0, x0) = x0. The linear variational equation of (5.1) with respect to x(t, x0)
is given by
y˙(t) = Df (x(t, x0))y(t), (5.2)
where Df is the Jacobian matrix of f . The second compound equation with respect to the solution x(t, x0) ∈ IntR3+ to (5.2)
can be described by
z˙(t) = Df [2](x(t, x0))z(t). (5.3)
Df [2] is the second additive compound matrix of the Jacobian matrix Df of f . Generally speaking, for a 3 × 3 matrix
A = (aij)3×3, the second additive compound matrix of A is the matrix A[2] defined as follows:(a11 + a22 a23 −a13
a32 a11 + a33 a12
−a31 a21 a22 + a33
)
.
A method of deriving a Bendixson criterion in R3 is developed in [24]. The idea is to show that the second compound
equation (5.3) is uniformly asymptotically stable, and the exponential decay rate of all solutions to (5.3) is uniform for x0 in
each compact subset of IntR3+. We make the following two assumptions:
(H1) There exists a compact absorbing set K ⊂ IntR3+ for the solutions of (5.1).
(H2) Eq. (5.1) has a unique equilibrium x¯ in IntR3+.
Let x → P(x) be a 3 × 3 matrix-valued function that is C1 for x ∈ IntR3+. Assume that P−1(x) exists and is continuous
for x ∈ K , the compact absorbing set. Set B = Pf P−1 + P ∂ f∂x
[2]
P−1, where the matrix Pf is obtained by replacing each entry
pij of P by its derivative in the direction of f , pijf . Let z = (u, v, w) denote the vector in R3. We select a suitable vector
norm for z ∈ R3, and let µ(B) be the Lozinski˘ı measure of B with respect to the induced matrix norm | · | in R3, defined by
µ(B) = limh→0+ |I+hB|−1h . Define a quantity q2 as
q2 = lim sup
t→∞
sup
x0∈K
1
t
∫ t
0
µ(B(x(s, x0)))ds. (5.4)
Then the following global-stability result is proved in Theorem 3.5 of [25].
Lemma 5.1. If the Assumption (H1), (H2) hold. The unique equilibrium x¯ of (5.1) is globally stable in IntR3+ if q2 < 0.
Proof of Theorem 5.1. It follows from the third and fourth equations of system (2.1) that T (t) → T c as t → +∞. Then,
the limiting system of (2.1) can be read asV
′ = bαI(T c − V )− V ,
S ′ = B(N)N − µS − bβVS + γ I,
I ′ = bβVS − (µ+ γ + d)I.
(5.5)
Straight forward calculation yields that system (5.5) has only one positive equilibrium E˜∗(V ∗, S∗, I∗) in R3+ if R0 > 1. It
follows that E∗(S∗, I∗, T c−V ∗, V ∗) is the uniquepositive equilibriumof system (2.1). Since system (5.5) is the limiting system
of (2.1), it follows fromTheorem2.3 in paper [22] that if the unique positive equilibrium E˜∗ is a globally asymptotically stable
equilibrium of system (5.5) then E∗ is a globally asymptotically stable equilibrium of system (2.1). Therefore, we only need
to show that E˜∗ is a globally asymptotically stable equilibrium of system (5.5) in IntR3.
Z. Qiu / Computers and Mathematics with Applications 56 (2008) 3118–3129 3127
Let Γ˜ = {(V , S, I) : 0 ≤ V ≤ T c, χ ≤ S, I, S + I ≤ Nc}. Then it can be verified that Γ˜ is positively invariant for system
(5.5). It also follows from Theorem 3.3 that system (5.5) is uniformly persistent if R0 > 1; that is, there exists constant c > 0
such that
lim inf
t→+∞ V (t) ≥ c, lim inft→+∞ S(t) ≥ c, lim inft→+∞ I(t) ≥ c. (5.6)
This implies that there exists a compact K ⊂ IntΓ˜ that is absorbing for (5.5), namely, each compact set K0 ⊂ IntΓ˜ satisfies
that x(t, K0) ⊂ K for sufficiently large t , where x(t, x0) denotes the solution of (5.5) such that x(0, x0) = x0.
Let x = (V , S, I) and f (x) denote the vector field of (5.5). The Jacobian matrix J = ∂ f
∂x associated with a general solution
(V (t), S(t), I(t)) to system (5.5) is
J =
(−(bαI + ) 0 bα(T c − V )
−bβS B′(N)N + B(N)− µ− bβV B′(N)N + B(N)+ γ
bβS bβV −(µ+ γ + d)
)
(5.7)
and its second additive compound matrix J [2] is
J [2] =

B′(N)N + B(N)− µ−
bβV − (bαI + ) B
′(N)N + B(N)+ γ −bα(T c − V )
bβV −(µ+ γ + d+ bαI + ) 0
−bβS −bβS B
′(N)N + B(N)− µ−
bβV − (µ+ γ + d)
 . (5.8)
Set the function P(x) = P(V , S, I) as
P(V , S, I) =

I
V
0 0
0
I
V
0
0 0 1
 .
Then
Pf P−1 =

I ′
I
− V
′
V
0 0
0
I ′
I
− V
′
V
0
0 0 0

and the matrix B = Pf P−1 + PJ [2]P−1 can be written in block form:
B =
(
B11 B12
B21 B22
)
,
where
B11 =

I ′
I
− V
′
V
+ B′(N)N + B(N)+
−(µ+ bβV + bαI + )
B′(N)N + B(N)+ γ
bβV
I ′
I
− V
′
V
− (µ+ γ + d+ bαI + )
 ;
B12 =
(
−bα(T c − V ) I
V
0
)
; B21 =
(
−bβSV
I
−bβSV
I
)
;
B22 = B′(N)N + B(N)− µ− bβV − (µ+ γ + d).
Let z = (u, v, w) denote the vectors in R3; we select a norm in R3 as |(u, v, w)| = sup{|u| + |v|, |w|}. Then the Lozinski˘ı
measure µ(B)with respect to | · | can be estimated as follows (see [26,27]):
µ(B) ≤ sup{ζ1, ζ2},
where ζ1 = µ1(B11) + |B12|,ζ2 = |B21| + µ1(B22).|B12|, |B21| are matrix norms with respect to the l1 vector norm, and
µ1 denotes the Lozinski˘ı measure with respect to the l1 norm. More specifically, µ1(B22) = B′(N)N + B(N) − µ − bβV
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− (µ+γ +d), |B12| = bα(T c−V ) IV , |B21| = bβSVI . To calculateµ1(B11), add the absolute value of the off-diagonal elements
to the diagonal one in each column of B22 and then take the maximum of two sums. We thus obtain
µ1(B11) = I
′
I
− V
′
V
−  − bαI +max{(B(N)N)′ − µ, |(B(N)N)′ + γ | − (µ+ γ + d)}
≤ I
′
I
− V
′
V
−  − bαI,
since µ > (B(N)N)′ > −(µ+ d+ 2γ ) for N ∈ (χ,Nc). Therefore, we have
ζ1 ≤ I
′
I
− V
′
V
−  − bαI + bα(T c − V ) I
V
, (5.9)
ζ2 = B′(N)N + B(N)− µ− bβV − (µ+ γ + d)+ bβSVI . (5.10)
Rewriting (5.5), we find that
bα(T c − V ) I
V
= V
′
V
+ , bβVS
I
= I
′
I
+ (µ+ γ + d). (5.11)
The uniform persistence constant c > 0 in (5.6) can be adjusted so that there exists T > 0 independent of x(0) ∈ K , the
compact absorbing set, such that
I(t) > c, V (t) > c (5.12)
for t > T . Substituting (5.11) into (5.9) and (5.10) and using (5.12), we obtain that
ζ1 ≤ I
′
I
− bαI ≤ I
′
I
− bαc, (5.13)
ζ2 ≤ I
′
I
− bβV ≤ I
′
I
− bβc. (5.14)
Therefore,µ(B) ≤ I ′I − % for t > T , where % = min{bβc, bαc}. Along each solution x(t, x0) to system (5.5) such that x0 ∈ K
and for t > T , we thus have
1
t
∫ t
0
µ(B)ds ≤ 1
t
∫ T
0
µ(B)ds+ 1
t
log
I(t)
I(T )
− % t − T
t
,
which implies that q¯2 ≤ − %2 < 0 from (5.4). It follows from Lemma 5.1 that the unique endemic equilibrium E˜∗ is globally
asymptotically stable. This completes the proof of Theorem 5.1. 
6. Concluding remarks
In this section we mainly summarize our results and make some further remarks.
In this paper, we propose a model that tracks the dynamics of many diseases spread by vectors. In order to be more
realistic, our model incorporates more general demographic structure proposed in [16]. The model presented here can
describe the dynamics of many vector-diseases, such as the malaria in the human host and the mosquito vector, and the
West Nile virus in the bird host and the mosquito vector. Then the systematic analysis of the model is analyzed.
Firstly, it follows from Theorem 2.1 that as a result of insufficient birth rate and large death rate of both host and vector
neither of them will survive. Secondly, under the assumption that the vector and the host can both survive independently,
we subsequently establish the basic reproduction number R0 in terms of the model parameters which determines the
persistence and extinction of the disease. It can be expressed as
R0 =
√
b2αβNcT c
(µ+ γ + d) .
When R0 < 1, by Theorem 3.2 we have that the disease-free equilibrium is globally asymptotically stable and the disease
always dies out since an infective individual will be replaced with less than one new case. For R0 > 1, it follows from
Theorems 3.3 and 4.2 that the vector disease will be uniformly persistent if it is initially present since an infective host will
be replaced with greater than one new cases, and there exists a unique endemic equilibrium E∗ in the interior of the feasible
region. It follows from the expression of R0 that the quantity R0 grows with the carrying capacity of the environment for the
vector and the host. The result implies that it is an efficientway to halt the spread of vector epidemic by reducing the carrying
capacity of the environment for the vector and/or the host. Thirdly, by applying asymptotically autonomous convergence
theorem, we provide sufficient conditions for the global stability of the unique positive equilibrium in Theorem 5.1.
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If R0 > 1, system (2.1) has a unique positive equilibrium. The global stability of the endemic equilibriumwas provedwith
the assumption (H). Numerical simulations suggest that the unique endemic equilibrium is globally asymptotically stable
whenever it exists, and we conjecture that the unique positive equilibrium is globally asymptotically stable. Additionally, in
this paper we only consider the dynamics of themodel with disease transmission among one single vector-host community.
However, the effect of seasonality andmigration of hosts are important factors since, for nontropical regions, the cold season
signals the end of the epidemic season, while the heterogeneity and migration of hosts from region to region plays a key
role in the viral amplification process. Also, it is feasible that infected hosts can migrate from one region to another. Thus, it
is also interesting to study the dynamics of the model which incorporates that infected hosts can migrate from one region
to another. We leave these for future investigations.
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