In this paper we analyse an (s, Q) inventory model in which used products can be remanufactured to new ones. Wc develop two approximations for the average costs and compare their performance with that of an approximation suggested by Muckstadt and Isaac. Next we extend the model with the option to dispose returned products and present a heuristic optimisation procedure which is checked with full enumeration.
Introduction
Environmental pressures have more and more impact on the way manufacturers operate. An important issue in this respect is that manufacturers have to take care of their products after use. This may lead to recycling, in which the materials in the products are reused, or to remanufacturing, in which old products undergo some kind of manufacturing to make them as good as new (see [1] ) for an overview of the area of product recovery management). The last variant is considered in this paper.
The result of remanufacturing is that producers have to take returns into account in their planning, next to outside procurement and internal production. This complicates their inventory control as the returns increase the fluctuations in inventory levels. At some point one may even go over to disposal of items.
Although there are many papers on inventory control of repairable items, they almost all concern systems in which the number of items remains constant (see [2, 4] for reviews). Few papers consider returns and outside procurement in a manufacturing environment, where the total number of items changes in course of time. The most relevant papers can be categorised in three groups: cash balance models, periodic and continuous review models (see [5] for a detailed review). In cash balance models demands and returns of money are explicitly modelled and various inventory control policies are considered, yet in all variants there is no leadtime which makes the inventory control much easier (see ]-6] for an overview). The same holds for the few papers [7, 8] for the periodic review case. In the continuous-review case the leadtimes and repair times can be modelled explicitly which makes them interesting from a manufacturing point of view. Yet also Heyman ]-9] and Hoadley and Heyman [10] who consider this case, assume zero repair times and no procurement leadtimes and do no! take order costs into account. The only paper which does consider leadtimes is from Muckstadt and Isaac [11] . They develop an approximative method for the single-item (s, Q) model with fixed leadtimes, but without disposal and apply this method in a two-echelon warehouse-retailer problem.
In this paper we take Muckstadt and Isaac 1-11] as starting point in investigating the effects of remanufacturing on the inventory control of a single item. We develop alternative methods in Section 2 and extend them with the option to dispose items in Section 3. The justification for disposal is that accepting all returns leads to very high inventory levels in case of a high return rate. Apart from a performance evaluation and an approximative optimisation procedure, we give ample numerical results, showing the effect of disposal.
An (s, Q) inventory system with returns
We consider a single-item single-location inventory system ( Fig. 1 ) with unit demands and returns according to independent Poisson processes with rates 2 and ~,, respectively. Every returned item has to undergo a repair in a repair facility before it is available to satisfy demands (in this paper we neglect testing and disassembly problems (see e.g. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ; it is not allowed to hold up repairs). Initially we only assume independence of repair times with respect to the repair shop. To calculate performance measures, however, one needs to specify the repair capacity and for some cases we will give results. Apart from using the returned items, it is also possible to order items from outside against fixed order costs A. Orders arrive after a fixed leadtime z. Demands not directly satisfied are backordered. The other costs considered consist of backorder costs z~ per item per unit of time, and holding costs h per item in serviceable inventory per unit of time. We assume that the inventory is continuously reviewed and that an (s, Q) inventory control policy is applied to the inventory position. Our objective is to determine those parameters s, Q that minimize the total long-term average costs.
For the analysis define the net inventory at time t as the number of on-hand serviceable units in the storage facility, O(t), minus the number of outstanding backorders, B(t). The inventory position, I(t), is the sum of the net inventory, N(t), the number of items in the repair system, R(t), and the number of units on order, P(t). Notice now that at time t all the outstanding orders from moment t -~ have arrived. Hence the net inventory at time t equals the inventory position at time t -z minus the number in the repair shop at that moment minus the demand plus the output of the repair shop during the interval [-t-r,t]. In formula, 
Q<~.
The resulting first two moments are
Taking limits yields E(N( ~. )) = Eft( oc )) -E(R( ~_ ))
+ (7 -2)t and a similar formula can be derived for the variance, The long-run number of units in the repair shop, E(R( < )), abbreviated to R, can be calculated for various repair shops; for an M/M/rF_ queue it equals 7/lz, where It denotes the expected repair time.
In order to calculate the average number of backorders we need to get hold of the distribution of the net inventory at an arbitrary point in time. In case the repair times are exponentially distributed, it is possible to obtain the exact distribution. To this end a continuous-time Markov chain has to be formulated for both the inventory position and the number of items in the repair shop. Solving this Markov chain yields the joint stationary distribution of the inventory position and the number in the repair shop (note that they are not independent and that we need to truncate the state space to allow numerical computations). Next the distribution of the output of the repair shop over r time units given an initial number in the repair shop has to be determined. Finally the distribution of the net inventory follows from the twofold convolution of the joint stationary inventory position and number in the repair shop with the output of the repair shop and the demand over r time units (see [5] for details). It will be clear that this procedure requires considerable numerical effort and does not yield explicit formulas. Therefore we will develop two approximation procedures ( [5] only provides exact results) and compare them with the exact solutions and with a procedure developed by Muckstadt and Isaac [11] .
For both approximations we assume that at any point in time there is at most one order outstanding. The output of the repair shop is now approximated by an independent Poisson process with mean 7, which is exact for M/M/c and M/G/< queues [11] . In the first approximation we assume that the net demand (i.e. demand minus output of the repair shop) during the leadtime follows a normal distribution. Hence the expected number of backorders just before a replenishment, F(s, rl, is given by the expected surplus demand over a level s-R of a normal distribution with mean tq = (/ -;,)r and variance ~-~ = (2 + ,')r. In formula
F(s,r,=(tq + R-s)CI)( s-R-a: ~:) + c~ch( s-R-''~)a: "
Assuming a linear increase of the number of backorders per time unit, it follows that the average number of backorders during the time thal net inventory is negative equals FIs, r)/2. From the same assumption it also follows that the average time that net inventory is negative equals
F(s. r)/(fi -7) divided by the average cycle length Q/(fi -7). Hence the expected number of backorders at a random point in time, E(B( ~ t1 can be approximated by F(s,r)X/2Q, which for reference we denote by BLI(S,r).
Notice next that the average number of orders per time unit is given by (2 -7)/Q. Hence the average ordering costs equal A(2 -;')/Q. In this way we obtain as total cost function Kls, Q):
K(s,Q)= A(~f/) + ~E(B(~,<, 4-hIE(N( ~ )t + E(BI ~
The function K(s, Q) can be shown to be a strict convex function in s and Q (see Appendix A). The optimal value of Q given s* is easily found by taking the first derivative of (4) and equals
h h
Notice that the second term within the square root resembles the well-known EOQ formula, adjusted for returns. Taking the derivative with respect to s and using (3) yields the following equation for the optimal value of s given Q*:
which can easily be solved with numerical techniques. Since both s and Q are integer valued, the final optimal combination is that neighbour which has lowest average costs.
In the second procedure we approximate the difference between the demand and the output process from the repair facility by a Brownian motion with drift equal to (2 -7) and variance parameter (2 + 7). Moreover, we assume that at the moment of ordering there are R items in the repair shop. Consequentially the net inventory at t time units since the ordering of a replenishment follows a normal distribution with mean s-R-(2-7)t and with vari- 
0 This leads to another total cost function which we denote by K2(s, Q). Again it is possible to show that this function is convex (see Appendix A). Using approximation (7), the optimal value of Q, Q*, is computed as i )
and the optimal value of s, s*, must satisfy 0 Muckstadt and Isaac [-11 ] approximate the net inventory by a normal distribution, where they determine the moments from those of the stationary inventory position and those of the demand and output of the repair shop during the leadtime, while assuming independence of the random variables. As a result they obtain different formulas for the expected number of backorders. A disadvantage of their analysis is that the asymptotic properties of the approximation of the net inventory do not correspond to actual behaviour in some cases. We have in this connection 
experiments using the optimal values obtained by our two methods and method of Muckstadt and Isaac, and computing the accompanying exact costs, show that the three methods differ only slightly for moderate values of ~ (see Figs. 2(a) and 3(a) ).
For higher values of z, our first procedure does not perform very well for 7/2 < 0.75, whereas for values of ? close to ), the procedure of Muckstadt and Isaac performs considerably worse (see Figs. 2(b),{c), 3(a) to (c)). In all cases we considered, our second method generated results that are very close to optimal, and we conclude that this procedure is very accurate, and superior to the other methods in almost all cases. The computation time needed for the second procedure is slightly more than that of the first procedure and that of procedure of Muckstadt and Isaac but still factors less than the exact cost evaluation.
In Fig. 4 , we compared the situation with a demand flow, with expected value 2, and a return flow, with expected value 7, to the situation where we have only a demand flow that is corrected for the expected return flow, thus with expected value ;t -7. It can be seen that the uncertainty of return flows gives rise to higher costs and higher variability of the processes involved. Moreover, as 7 tends to 2 the average costs tend to infinity. One way of reducing this explosive behaviour is applying a disposal strategy, in order to reduce the return flow.
Optimal disposal policies
An increase in the return rate of items, 7, does not result in lower costs, as can be seen in Figs 2(a) and (c). The increase in average costs is due to increasing inventory costs. Hence it makes sense to extend the model with the possibility to dispose items. Here we assume that disposal occurs in the first stage, i.e. in the repair shop, and is only based on local information, i.e. the number of items in the repair shop. We further assume that returned items are either repaired directly or disposed. Salomon et al. [-5 ] also consider disposal on the inventory position. Disposal on the number in the repair shop may be easier implemented, especially if there is a limitation in storage space. Besides, the analysis is easier for this case than for disposal on the number in the inventory position. Yet the latter policy may sometimes be economically more attractive, see [-13 ].
We will model the repair shop as an M/M/c/c + N queue with a Poisson input (i.e. return) rate 7, with c parallel servers each having a negative exponentially distributed service time with mean 1/l~ and with a waiting room (for repair) of size N, Hence a returned item is disposed if there are N other items waiting for inspection and repair. Standard queueing theory yields the following expressions for the steady-state probabilities of the M/M/c/c+ N queue: 0, where
r -~----+ --;---+--i

C-tc!(7~i-c -(15)
V=i~o~\iL/ "
The exact procedure from Section 2 to calculate the costs can easily be applied in this case, since disposing only limits the state space. Yet the procedure will remain time consuming, especially if the return rate is high and we have to consider large state spaces. So we will also develop approximate cost function. Notice that the output process of the M/M/c/c + N queueing system is no longer Poisson. Yet we will assume it is, and with a rate equal to 7 -Dc, N, so that we can apply the analysis of the previous section. We now take into account costs 61, 32 and 63 for production, repair and disposal of an item, respectively. In the objective function we therefore have to replace ~, by ~-Dc, u and add a term 
Now, if H does not satisfy the left inequality, or in other words, if Dc, u should be larger than 7/1 + V, then we want to dispose more items than is possible, since N is restricted to be non-negative, In this case the best we can do is to set N = 0. If H does not satisfy the right inequality, we do not want to dispose any item and in fact we want more items returned. Since in our model we cannot increase the rate of return, the best we can do is to set N = oc. Finally, if H satisfies both inequalities it follows directly from (14) and (17) that we can compute the unique optimal value of N from the expression --
\cy / ?, + clt where U = -()~ -7).
We now have obtained the following iterative optimisation scheme:
Step O.
Step 1.
Step 2.
Step 3.
Set N = oc Compute s* and Q* given N from the adapted formulas (5) We compared this iterative optimisation procedure with optimisation by a limited enumeration scheme of the approximate cost function includinq backorder costs and with a limited enumeration of the exact cost function. The results are given in Appendix B. For all resulting policies the associated average costs K(s, Q,N) were evaluated using an exact procedure. It appeared that in 19 out of the 36 examples we considered, the iterative procedure yielded the optimum with respect to the full approximate cost function, but the costs difference can be substantial (up to 21%). This is due to the fact that in the first stage of the iterative procedure, backorders are not taken into account, causing an underestimate of N* lin cases where the procedure estimated N* to be oo, the cost differential was small). To compensate for the consequential under-estimation of backorder costs, the second stage computes values of s and Q that are higher than the optimal values. However, still a substantial reduction in costs can be obtained using the iterative scheme with respect to the non-disposal case (last column Table 2 ). The enumerative scheme of the full approximate cost function performed very well with respect to the enumeration of the exact cost function. In 11 out of 36 cases, the optimal solution was found, whereas the maximum deviation in costs was 2% at the most. Concluding, we can say that the enumerative scheme is superior to the iterative scheme, but it is somewhat more time consuming. Yet the exact cost optimisation required more than 40 times more time, especially if a large state space had to be considered. Although we cannot guarantee convergence of the iterative scheme, less than four iterations were needed in all cases. We could improve our iterative procedure somewhat, if we would store the best solution encountered during the iterations and do a limited enumeration at the end. From Table 2 we can also observe the following behaviour of s*, Q* and N*. If 7/2 increases then both s* and Q* decrease, although not always monotonically as more experiments showed. The optimal value N* decreases with 7/2.
The effect of the value ofA = ,51 -32 + ~3, which we could denote as the net cost of disposal, is shown in Fig. 5 , where we computed exact minimum costs for various values of A. As expected, average costs increase as A increases, but costs are always less than those of the non-disposal case, except for z~ = oc, when the minimum costs are equal to the minimum costs in the non-disposal case. This means that it is always meaningful to incorporate a disposal strategy, since it reduces costs in all instances. This can also be seen in Table 2 .
Conclusions
In this note we presented an (s,Q) model for inventory control under remanufacturing and disposal. Although an exact analysis for this model is possible, we developed approximations for both the cost evaluation and the optimisation which perform reasonably well against much less numerical effort. Moreover, they provide more insight into the behaviour of the optimal parameters. We have shown that disposal is a necessary option because inventory levels may otherwise rise to very high values because of the variability in the return streams. Yet incorporating disposal does complicate the model and especially the optimisation. More research is needed to get insight into the value of this model in more complex production situations. Other possible extensions are with respect to a non-stationarity of the demand and return rates following life cycles of products, to consider other disposal strategies (with batch disposal) and to relax the Poisson assumptions of demand and return processes. 
