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Über Approximationseigenschaften differenzierter Hermitescher 
Interpolationspolynome mit Jacobischen Abszissen 
L. NECKERMANN und P. O. RUNCK 
Auf ihr Approximationsverhalten in bezug auf die m-te Ableitung einer in 
[ — 1,1] definierten und mindestens m-mal differenzierbaren reellen Funktion / 
werden Folgen von ebenfalls m-mal differenzierten / Zugeordneten Hermiteschen 
Interpolationspolynomen H„[f] mit den Nullstellen xv=xv>n(a, ß) der Jacobischen 
Orthogonalpolynome P„("'ß)(x) ( a > —1,/?> — 1) als Abszissen untersucht. Dabei 
werde das Hermitesche Interpolationspolynom mit m paarweise disjunkten Abszis-
sen xv gegeben durch 
Herrn K. Tandori zum 60. Geburtstag gewidmet 
1. Einleitung 
(1.1) H n [ f , * ] : = 2 ( h v ( * ) / 0 0 + i ) v ( * ) / ' ( * v ) ) 
v = l 
mit 
(1.2) hv(x) = hv rl(x) := v v (x ) / v 2 (x ) , 
(1.3) = „(*):= 1 - 7 7 7 7 ^ 4 = 1 +i>v '(x)(x-xv) 
und 
(1.4) f)»w = f) , , .W := ( x - x v ) /V2(x) = 
1 ßV con'(x) 
K ' ( * V ) ] 2 ( X - X V ) ' 
wobei l„ die Lagrangeschen Grundpolynome 
(1.5) 
1 (x = xv) 
Eingegangen am 2. August, 1984. 
362 L . Neckermann und P. O. Runck 
mit 
(1.6) (űn(x) = c /7 (*-*„), O^ciR 
V = 1 
sind. 
Im Sonderfall der Jacobischen Polynome P}"'ß)(x)=oj„(x) gilt für (1.3) 
(vgl. [10], S. 337 (14.5.1)) 
(1.7) vv (x) = 1 ——t (x - xv). 
In Satz 3 werden von a und ß abhängende Bedingungen über/angegeben, unter denen 
die differenzierten Polynome DmH„[f]=H(nm)[f] fü r « — <» gleichmäßig im Intervall 
[a,b] (— gegen / ( m ) konvergieren. Der Sonderfall m—0 sowie hiermit 
zusammenhängende Konvergenzuntersuchungen der verallgemeinerten Interpola-
R tl 
tionspolynome von Hermite—Fejér ^ ^ W / W i ( ! / » ! — • f i n d e n 
V=1 V=1 
sich im wesentlichen (mit weiterer Literaturangabe) bei SZEGŐ [10], S. 338 f (man 
vergleiche hierzu auch SZABADOS [9]). 
Entsprechende Untersuchungen über die m-mal differenzierten Lagrangeschen 
Interpolationspolynome wurden von den Verfassern in [5] durchgeführt. Die Appro-
ximationseigenschaften der differenzierten Lagrangeschen und Hermiteschen Inter-
polationspolynome werden am Schluß dieser Arbeit gegenübergestellt. 
Um optimale Ergebnisse zu erhalten, verwenden wir analog zu [5] bei der Her-
n ff 
leitung der Ergebnisse anstelle der Lebesguefunktionen 2 l^vWl und IfyvM! 
v = l V = 1 
die von einem Hilfsparameter abhängenden Funktionen 
(1.8) * „ « ( * ; 7) : = Í \Dmhv(x)| (V £ 0) 
V = 1 \ n / 
(1.9) $„-«(*; 7 ) : = i | £ m i > v ( * ) i P - ^ i ( 7 S 1 ) 
v = l \ n ) 
Denn bei den Jacobischen Abszissen handelt es sich um Interpolationsstellen, für die 
c1/n^\xv—xv-l\^(cjri) / l — x v 2 > 0 ( v = 2 , . . . , « ; c 2 €R + unabhängig von n) gilt. 
Mit Hilfe von i) und y), deren asymptotisches Verhalten für n-*°° 
untersucht wird, und dem Approximationssatz: von Jackson—Timan erhalten wir die 
Ergebnisse. (Man vergleiche hierzu [3], [6], [8].) 
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2. Hilfssätze über differenzierte Grundpolynome 
In [5], Hilfssatz 1 wurden zwei verschiedene Darstellungen für die m-te Ablei-
tung des «-ten Lagrangeschen Interpolationspolynoms /v(x) gegeben. Mit Rücksicht 
auf die bei der Hermiteschen Interpolation auftretenden Quadrate von /v(x) leiten 
wir in Analogie zu [5], Hilfssatz 1, entsprechende Formeln für Dm/V2(x) sowie für 
Dmi)v(x) und Dmhv(x) her. Es gilt 
H i l f s s a t z 1. 
( - 1 )"'m! ( l )ßvm(x) 
K ' (x v ) ] 2 ( x - x v r 
mit 
(2.2) : = I + D { x ^ x y D , 
bzw. 
mit 
x : = xv+<5(x—xv), |<5| S 1. 
Beweis. Die Ableitungsformel (2.1) mit (2.2) ergibt sich mit Hilfe der Leib-
nizschen Regel unmittelbar aus (1.5). Wegen ( 1 )ßvm(xv)=0, 
und 
m ( _ i y 
Z>(1)i2vra(x) = Z^-r-(x-xvyD"^con2(xy, DmQ™(xv) = 0 
ii=o H' 
(— 1 V 
(2.5) £2(1>ßvm(x) = i — p - (x — xv)mDm+2 <a„2 (x), wt! 
was direkt aus (2.2) folgt, hat das Polynom (1)ßvm(x) in xv eine (m+ 2)-fache Null-
stelle. Hiermit und mit Hilfe der l'Hospitalschen Regel ergibt sich (2.3) aus (2.1). 
Nach dem Taylorschen Satz folgt wegen 0>Qvm(xv) = D(1)¡Qvm (xv)=0 aus (2.5) 
(— 1 fv—V V 
WQSCx) = m j 2 (x — xv)mDm+2mn2 (x) 
mit x=xv+<5(x—xv), ]<5|^1, und hieraus (2.4). 
Durch Übertragung des Beweises von [5], Hilfssatz 1, folgt für f>v(x) aus (1.4) 
H i l f s s a t z 2. 
" ( 1 6 ) = U L w ( x - x T ^ 
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Für /iv(x) aus (1.2), (1.3) ergibt sich 
H i l f s s a t z 3. 
(2.10) Dmhv(x) = vv(x)Dm/v2(x) + mvv'(x)Dm~1 /v2(x) (m S 0). 
3. Hilfssätze mit Jacobischen Polynomen oo„(x) = P^",n(x) 
Von nun an sei (o„(x) stets das Jacobische Orthogonalpolynom P,^'ß)(x) 
( a > —1,/?> —1) vom Grad n mit den voneinander verschiedenen Nullstellen 
xv=xvija, ß). Ferner bezeichne ebenso wie in [5], (12) (mit JC=COS 9) 
(3.1) <N„ := {Sv mit />„(«•» (cos 9v) = 0} 
die Menge der Nullstellen von Pn(CL,P)(cos 9), die der Größenach geordnet seien. Zu 
vorgegebenem 9 sei weiter wie in [5], (26) und (16) 
(3.2) 9Jln=®l„(3,c):={9ve<R„ mit \9-9v\ < - i } c 9t„ 
(mit festem c>2rc) und 
(3.3) 9j = := min{9f mit ¡9-9,1 = min |9-9v |}ea»„ 
die (gegebenenfalls kleinere) Zu 9 nächstbenachbarte Nullstelle aus 95i„. 
H i l f s s a t z 4. a) Für und H —~ gilt 
(3.4) »,(*) = 
s v - 2 ( ( i + a ) 3 / - « V ) + o [ s v - 2 ( - ^ - + s / ) + • V + v ) ( ° < Sv S y ) 
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(3.5) 
b) für 0 = 9 = 71/2 und gilt ferner 
(2a+2) V 2 ( l +Ö(9V2)) (0 < ,9V S y ) 
vv'(x) = 
Beweis . Aus (1.7) folgt »,(*)=(1 - x , 2 ) " 1 ! 1 +(2a + l )x v 2 - (2a+2) .o : v + 
+(ß—u)(l —xv)(x—xv)} bzw. < ( x ) = ( l - x v 2 ) - 1 { - ( 2 + 2 a ) x v + ( i ? - a ) ( l - x v ) } und 
hieraus (3.4) und (3.5) mittels x = l - ( 1 / 2 ) 9 j 2 + 0 ( ( 9 j / n ) + 9 f ) und * v = l -(1/2)9V 2 + 
+ 0(9*)(0^9,9v^n/2). 
Weiter folgt aus [5], Hilfssätze 3 und 4 wegen 
D"(o„\x) = 
in der Bezeichnung von (3.3) 
H i l f s s a t z 5. Für gilt mit 0^9Sn/2 
(3.6) D / [ P n ^ « ( c o s 9 ) ] 2 = O i n " - 1 ) ^ - 2 " - " - 1 
0(92x+3n~1) (0 < 9V ^ y ) 
(3.7) (ЛЛЛ ( а '^(со8,9Л])-2 = 
Für die Hilfsfunktion 
(1 -xvY2n-* [/>„<"•« (*)]2I (3.8) f/-m(x; y):- ^ ( « , « ^ 2 
folgt aus diesem Hilfssatz 5 und der Ungleichung 
(0 ä x =s i , x ^ X v ) 
(3.9) 
92-92 3J/2 я2 
cos 9—cos 9V 
in der Bezeichnung von (3.3) 
H i l f s s a t z 6. Für O^S^n/2 und 0<9у<я gilt, falls 9У<|9Л„, für ° 
(3.10) 
S/+2*+3 [0 < 9V ^ —I 
Ф/'т ( * ; y) = 0(l)n>l—»-29j-2x-ll-1\9j2-92\,t~m-2'\ 2 
(я—9v)y+2ß+s 71 j 
mit einem nichtnegativen Hilfsparameter у und p=0, 1, ..., m. 
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4. Abschätzung von Jfnm(x;y) mit (ün(x) = Pn(I'ß)(x) für n — oo 
Zur Abschätzung der durch (1.8) und (1.9) mit a}n(x)=P„^'ß)(x) gegebenen 
Summen y) und §™(x; y) für hinreichend große Werte von n genügt es 
0 ^ x = c o s 9 s l zu wählen. Zunächst wird das Verhalten von Jf?nm(x;y) für n—°° 
untersucht, wobei sich das Abschätzungsverfahren an den Aufbau der Abschätzung 
von £C„m(x; y) in [5] anschließt. Nach (1.8), (1.2), (1.3) und Hilfssatz 3 gilt 
(4.1) XT(x; y)^ y) 
V = 1 
mit 
(4.2) <£vm(x; y):= { k (x) £T /v2 (x) | + m K ' (x)D-~ l lv 2(x)|}(1 - x * ) ^ n ~ < 
a) 3v<EÜHn; 0 N a c h (3.2) und (3.3) gilt S»V=0(9J) und 3 = 0 ( 9 j ) 
für rt—°o. Ferner ergibt sich aus (2.4) für con(x)—P^x 'n(x) unter Heranziehung der 
Hilfssätze 4 und 5 für n — 
(4.3) |yv(x)Z>m/v2(x)|(l—xv2)v/2n-y = 0 ( i ) n m - y 9 j y ~ m (m&O) 
(4.4) | i ; / (x) i ) m - 1 / v 2 (x) | ( l -x v 2 ) ' ' / 2 n- ' = 0 ( l ) n m - ' ' - 1 9 / - m - 1 (m S 1). 
Da nach [5], Hilfssatz 2 ( l /(n9j)) = 0(l) für gilt und die Anzahl der Sv£äR, 
gleichmäßig beschränkt ist, folgt aus (4.2—4) 
(4.5) 2 4>vm(x-, ?) = 0(\)nm~y9/~m für n -co. 
9ves»„ 
b) 9v$9Jin; Für 9v$9)tn schätzen wir aufgrund von (2.1) mit (2.2) 
jeden Summanden &vm(x;y) aus (4.2) für (o„(x)=P„(-',ß\x) wie folgt weiter ab 
(4.6) <Pvm(x; y)s 2<P/(*l 7) 
ii = 0 
mit 
(4.7) <p/(xi y) := {(m-Ai + l ) k ( x ) | + ( m - / O I ( x - x v ) i ' v , ( x ) | } - ^ - ^ m ( x ; y) 
und den in (3.8) definierten i^v"'m(x; 7). Hierfür gilt der 
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H i l f s s a t z 7. Ist so gelten für 
(4.8) q>S(x; y) = O ^ n " - ' " 1 S / - " " 1 (° 9v ^ y t y ) 
(4.9) <?/(*; y) = == 9V S j 9 y , M ® * . ) 
(4.10) <pv"(x; y) = 0 ( l ) [ 9 / 9 v - 2 + a + ( m - ^ ) ] / i " - ' - 2 9 J - 2 a - " - 1 V " 2 m + 2 / J + 2 a _ 1 
(4.11) <pv»(x; y) = 0(l)n»-?-29J-2:'->'-1(7i-9vy+2l3+1 
== 9V und j . 
Beweis . (4.8—11) folgen aus (4.7) und den Hilfssätzen 4 und 6, wobei für (4.8) 
( n S J - ^ O i l ) ( / = / , v) und für (4.10—11) die Beziehung (92-9J2)-1^9/59-2 
(39J/2^,9v<7t) zu beachten sind. 
Analog zu [5], Hilfssatz 6 erhalten wir weiter 
H i l f s s a t z 8. Für — °=> gelten bei vorgegebenem >9(E[0, n/2] 
2 3 / = 0 ( n 3 / + 1 ) (<r > - i ) , 
9vS9j/2 
2 O ( n ) . / , . w n 
9,/2sa7a33,./2 Uog(nS-) (ff 1) 
2 9/ = 0(n9j"+1) = 0(«"C T) (er 1), 
9vB3Sy2 
f l ( f f > - l ) 
»„¿¥»./2 Uog n (<T=-1) . 
b.a) 0<3v=s39 ; /2 (s3?c/4). In diesem Fall ist 9V = 0 (9 , ) für n - u n d es 
folgt aus den Hilfssätzen 7, (4.8—9) und 8 (unter Beachtung von ( 9 J n ) - 1 = 0 ( l ) ) 
für n—°° 
2 (Pv"(x- y) = 0 ( l . ) n m - 1 , 9 / - i n Gi = 0 , l , . . . , m ) 
0c9vS39,/2 
SVISDL„ 
und damit nach (4.6) für 
(4.12) ' 2" ?) = 0(l)nm~*9/-m. 
0<9vS39,/2 
*vC®>i. 
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b.ß) 39j/2^9v<n. Mittels (M/9,-)"9v2"-2m = 0(l)(H/9,-)m O = 0 , 1, ..., m) ergibt 
sich im Fall 3 9 j / 2 ^ 9 v S n / 2 aus Hilfssatz 7, (4.10) für a ^ O und 
(pS(x; y) = 0 ( i ) n m - y - 2 9 j - 2 z ~ m - 1 9 ; ' + 2 x - 1 (fi = 0, 1, . . . , m, a ^ 0) 
Analog folgt für a = 0 und n—°° 
<p/(x; y) = 0(l)nm-*-29j-n,+19vy-3 (n = 0, 1, . . . , m, <x = 0). 
Mit diesen Abschätzungen und mit (4.6) und Hilfssatz 8 ergibt sich für n— 
(4.13) 
1 (2ot+y > 0 bzw. a. = y — 0) 
2 4>vm(x; y) = 0 ( l ) n m _ , , _ 1 9 J _ 2 l _ m _ 1 • log n (2a+y = 0, a ^ 0) 
( _ 2 < 2 a + y -= 0). 
Im Fall 9v>-n/2 dagegen folgt aus Hilfssatz 7, (4.11) 
<p/{:c; y) = O(1)nm~y~29j~2"~m~1(n — 9v)y+2ß + 1 (ji = 0, 1, m) , 
womit sich im Fall y+2/?£— 1 wegen 0-^n — 9vSn/2 und im Fall -2<y+2ß-~ — I 
vermöge Hilfssatz 8 
(4.14) 2 &vm(*; 7) = 0(i)nn-y-19j-2x-"-1 
für —oo ergibt. 
Zusammen ergeben die Teilabschätzungen (4.5), (4.12—14) für die durch (1.8) 
erklärte Summe 3^™{x\y) nach (4.1) für und die Abschätzung 
(4.15) 
max {1, n~19j-2*-y-1} (2a + y > 0 b z w . a = y = 0) 
max { 1 , n - 1 S y - 1 l o g JI} (2a + y = 0, a ^ 0) 
1 ( - 2 < 2 a + y < 0 ) . 
^ " ( x ; y) = 0(l)nm-y9/-m-
Ebenso wie bei der Abschätzung von Z£™(x\ y) in [5] läßt sich eine entsprechende 
Abschätzung auch für — l ^ x ^ o bei Ersetzung von 9j durch (n — 9j) und von a 
durch ß bzw. ß durch a erhalten. 
Im besonderen folgt aus (4.15) 
Sa tz 1. Bei vorgegebenem « g - 1 und gilt für /7—°° 
a) y) = 0(1) 
mit 
1) y = m für Os.v^l, falls m+2a<0 und m=a = 0 ist, 
und für O S . v ^ l -S (0<<5< 1/2), falls /»+2a=-0 ist, 
und mit 
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2) y = 2 « j + 2 a für OS.TS 1, falls m+2x>0 ist 
bzw. 
b) y) = O ( l o g / 0 
mit y = m für 0 ^ x ^ 1, falls m + 2oc — Q, a ^ O 
Z u s a t z . Ein entsprechender Satz gilt bei Ersetzung von a durch ß in — 1 5=xis0 . 
5 . Abschätzung von £>",'(x-, y) mit ojn(x) = P„<x'ß)(x) f ü r n-+ 
Die Abschätzung der durch (1.9) erklärten Summen 
(5-1) & r ( j c ; y) = i Vvm(x; y) 
V = 1 
mit 
(5.2) «?„»(*; y) := { D ^ i x W - x t y v - W n - ^ 1 (y ^ 1) 
erfolgt ebenso wie die von y) 
a) 
Ebenso wie bei der Herleitung von (4.5), nur mit Hilfe von (2.9) statt (2.4), ergibt 
sich für 
(5.3) 2 Vvm(x; y) = 0(l)nm-*&f~m 
b) 0=s3^Tr/2. In Analogie zu (4.6) schätzen wir im Fall 3v(fäR„ 
aufgrund von (2.6) mit (2.7) jeden Summanden YYm(x\ y) wie folgt weiter ab 
m 
(5-4) </V"(x; y) 35 y) 
/' = 0 
mit 
mHl-x + i 
(5.5) +/(x; y) := ^ p i . ß ) ( x " ) f I ^ - x j " - - 1 ^ ^ » ^ ! . 
Für das Verhalten des Summanden <[/J'(x\ y) folgt in Analogie zur Herleitung der 
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H i l f s s a t z 9. Im Fall Зу$йПя , 0^9sn/2 gelten für 
(5.7) у) — 0(1)пт~1~у9/~1~т 
(5.8) W(x; у) = 0(l)n"~1~y9jy~m \9J — 9v\l,~m~1 ( 1 s , == 9V ^ у 9 } ; 3V$9W„) 
(5.9) ф/(х; у) = 0 ( l ) « " - 1 - y 9 ; - 2 l - " - 1 . 9 ; 2 " - 2 m + ) ' + 2 1 ( у 9j ё 9V ^ y ] 
(5.10) 
ф/(х; y) = 0(l)n"-1-y9J-i*->-1(n-9vy+2i1+2 ( y ^ s S , und у < 9V < я ) 
(ц ~ 0, 1, . . . , m) 
b.a) 0 < 3 v < 3 3 , / 2 (з=Зя/4). Mit 9v=0(9j) fü r л - - folgt nun mit Hilfe der 
Hifssätze 9, (5.7—8) und 8 (analog zur Herleitung von (4.12)) 
(5.11) 2 S V O ; y) = 0(l)nm-y9jy-m\og(n9j). 
0<3vS39,/2 
b.ß) 33y/2s=9v<H. Ebenfalls mittels («/9 ;)"Sv2 'J-2m=0(l)(/7/9J.) ra ( / /=0, 1, m) 
ergibt sich aus (5.9) für и—°° 
ф/(х; у) = 0(l)nm-1-y9J-m-2*-19vy+2x (ji = 0, 1, ..., in) 
und damit fü r л—°° 
(5.12) 2 ^ " 4 * ; i) = o(i)nm-y9f-a-m-1  
39J./2«=9vSir/2 
Im Fall 3„>я /2 folgt schließlich aus (5.10) entsprechend der Herleitung von (4.14) 
fü r n— 
(5.13) 2 ^vm(x\ y) =0(l)nm-y9j-2*-m~1. 
Zusammen ergeben die Teilabschätzungen (5.3), (5.11—13) für O S a ' ^ I und л — <*> 
die Abschätzung 
(5.14) §,n(x-, У) = 0(\)n"'~y9/-'"max {1, log (n9j), 9j-y-2*~1}. 
Hieraus folgt 
S a t z 2. Bei vorgegebenem —1 und m^0 gilt für /г — 
a) SC(x;y) = 0 ( l ) mit y = 2 n j + 2 a + l für O ^ x ^ l und m =sI bzw. m=0, 
a > 0 
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b) §"(>-; y) = 0(logn) mit y=m für O ^ j ^ l - ö (0<<5<l/2) und m ^ l 
c) l ) = 0 ( « - 1 l o g n ) für O S x S l - 5 ( 0 « 5 < l / 2 ) und oc>0 
l) = 0(max {n - 1 log w, n21}) für O S x ^ l und - l < a ^ 0 . 
Zusa tz . Ein entsprechender Satz gilt bei Ersetzung von a durch ß in — 1 ^ x ^ O . 
6. Approximationsaussagen 
Für die Abweichung des m-mal differenzierten Interpolationspolynoms von Her-
mite von / ( m ) gilt mit (1.1—4), (1.8—9), falls 02*-i ein Polynom vom Grad ^ 2 n - l 
ist 
(6.1) \H„(m)[f; x]-fmHx)\ =i \H„(m)[/; x ] - Q 2 n - , ( m ) (*)! + j / ( m ) ( jc)- Ö2n _i(m)(*)| 
und 
(6.2) \H„^[f, x ] - ö 2 „ - i ( m ) W I - I # « ( m ) [ / - ß 2 n - i ; x]\ == 
y i n » h V ! / ( * . ) , 
„ J 0 / T Z T 2 V + 
+ 
v = l \ n / 
y 
¥ v " " 1 l / ' W - ß L - i W I ^ - 1 
( y i ^ ' " 1 
, y) max ' V ) max l / ^ - g ^ l » ' - 1 
(man beachte x v ^ ± l , v = 1, ...,«). Für die weitere Abschätzung der Terme in 
(6.1—2) ziehen wir den Approximationssatz von Jackson—Timan für simultane 
Approximation heran: Für fc-mal stetig differenzierbares / mit dem Stetigkeitsmodul 
ct)(/w , ¿) existiert zu jedem n^k ein Polynom Q„ vom Grad ^ n mit der Eigenschaft 
(6.3) \fM(x)-Qn^(x)\ ^ cx(An(X))k-*co(ßk\ An(x)); 
An (x) = max i ^ 1 * , - 4 } , x€ [ - 1 , 1 ] l n n J 
(x=0, 1, ..., k) mit ( v o n / u n d n unabhängigen) positiven Konstante cx (vgl. z. Bsp. 
[11], [4], [7]). 
In (6.1) ist x=m(^k) und in (6.2) x=0 und x = l zu wählen. Gleichmäßige 
Konvergenz für die in Frage kommenden Intervalle I hegt dann vor, wenn die rechte 
Seite von (6.1) von der Ordnung o(l) gleichmäßig bezüglich x £ l ist. Aus den Sätzen 
1 und 2 folgt sodann 
Satz 3. Es sei f in [—1, 1] mindestens m-mal stetig differenzierbar, H„[f\ das 
zugehörige Hermitesche Interpolationspolynom mit Jacobischen Abszissen zu vorgege-
24» 
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benen Parameter a> —1 und /?>—1. Die Folge H„(nf>[f\ x] konvergiert für « — » 
gleichmäßig gegen f(m)(x) 
a) für -l+ö^x^l (0<<5<l/2) im Fall 
i) m ä l oder m—0, a > 0 unter der zusätzlichen Voraussetzung /(lt) mit 
Ac=2m-f[2a + l] k / für [ - 1 , 1] aus der Klasse lip (2a + l - [ 2 a + l])*) ¿zw. 
im Fall 
ii) w = 0 , — 1 < « £ 0 wn/e;- der zusätzlichen Voraussetzung f stetig in 
[-1,1] 
b ) f ü r -1+<5=2*3= l - c5 ( 0 « 5 < l / 2 ) im Fall 
i) 1 iw/er der zusätzlichen Voraussetzung, daß / ( m ) in [—1, 1] einer 
Dini-Lipschitzbedingung*) genügt, bzw. im Fall 
ii) m = 0 , a > 0 unter der zusätzlichen Voraussetzung f stetig in [ — 1, 1]. 
Eine entsprechende Aussage gilt in — l ^ A ' S l — <5 bei Vertauschung von a. mit ß 
und in — 1 1 bei Ersetzung von et durch max (a, ß). 
Z u s a t z a) Im Fall m=0, — l < a ^ 0 folgt für die Konvergenzgeschwindigkeit 
Hn[f; x ] - / ( x ) = o(max {«"Mogn, n2*}) (gleichmäßig für falls f 
stetig in [ — 1, 1] vorausgesetzt wird. 
Z u s a t z b) Für — l < a < 0 konvergieren die verallgemeinerten Interpolations-
polynome von Hermite—Fejér gleichmäßig für — l + < 5 ^ x ^ l (0<<5<l/2). Für 
a ^ O liegt für — 1 1 — <5 gleichmäßige Konvergenz dieser Polynome vor. 
B e m e r k u n g e n 1. Beim üblichen Abschätzungsverfahren (Lebesguefunktion 
und Jacksonsatz) erhalten wir statt (6.2) aus (4.15) und (5.14) im Fall - 1 < « S 0 
(6.2') l ) n - y + 1 = 0 ( l ) M 2 m - 7 + 0 ( l ) / i 2 m + 2 a + 1 - v . 
Im Fall — l < a < — 1 / 2 erhalten wir hiermit gleichmäßige Konvergenz für 2/w-mal 
stetig differenzierbares / g e g e n ü b e r / ( 2 m + [ 2 a + 1 ] ) 6 l ip (2oc + l ~[2a + l]) in Satz 3. 
Bezüglich des 1. Terms erhalten wir sogar eine Verbesserung um den Faktor n2*, 
falls - l < a < 0 gilt. 
2. Der Vergleich der Konvergenzaussagen der m ( ^ l ) - m a l differenzierten Inter-
polationspolynome von Lagrange und Hermite zeigt, daß für — 1 1/2 das m-mal 
differenzierte Hermitesche Interpolationspolynom in — l + 5 s x < l günstigere 
Abschätzungen liefert (es gilt / w G l i p k' mit k=2m+[2a + \], k'=2a + \ -[2ot + l] 
im Fall von Hermite und k=2m+[v. + \/2], k'=<x + ]f2-[x + \/2] im Fall von 
Lagrange). 
*) gQipá:oco(g, <5)= o(őa) (0S«<1); g genügt der Dini—Lipschitz—Bedingung: o 
<=xote,<5)=0((logl/<5)-1) für <5-0. 
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3. Mi th i l fe von (4.15) u n d (5.14) lassen sich wie in [15] die A p p r o x i m a t i o n s a u s -
sagen von x] f ü r x = c o s 9(n), 9 ( w ) = o ( l ) (n—oo) verschär fen . 
4. Sind die S t ruk tu rbed ingungen der be t rach te ten F u n k t i o n e n besser als in 
Satz 3 angegeben , so e rhä l t m a n mithi l fe von (4.15) u n d (5.14) s o f o r t a u s (6.2) u n d 
(6.3) sehr gu te Abschä tzungen ü b e r die Konvergenzgeschwindigkei t . 
5. In den Arbe i ten [1], [2] von B a d k o v bet r . die Approx ima t ion von F u n k t i o n e n 
du rch Pa r t i a l summen der Jacob i—Four ie r -En twick lung werden ebenfal ls fe inere 
M e t h o d e n angewand t , die A p p r o x i m a t i o n s p o l y n o m e mi t verbesser tem R a n d v e r -
hal ten benu tzen . 
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