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Abstract 
 
Time-frequency signal analysis has been widely applied in the modern radar, 
acoustic, sonar and ultrasonic signal processing techniques. Recently, the nondestructive 
testing (NDT) techniques via the ultrasonic instrumentation have shown the striking 
capability of the quality control for the material fabrication industry. In this thesis, we 
first provide a general mathematical model for the ultrasonic signals collected by pulse-
echo sensors and then design a totally blind, novel, signal processing NDT technique 
relying on neither a priori signal information nor any manual effort. The signature signal 
can be blindly extracted by using the automatic optimal frame size selection for further 
modeling and characterization of the ultrasonic signal using Gabor analysis. This 
modeled signature signal is used for multiridge detection and for reconstruction of the 
signal. The detected ridge information can be used to estimate the transmission and 
attenuation coefficients, shear modulus, and Young’s modulus associated with any 
arbitrary material sample for fabrication quality control. Thus, our algorithm can be 
applied for ultrasonic signal characterization and ridge detection in non-destructive 
testing for new material fabrication. Experimental results show that the ridge detection 
performance by our proposed method is superior to that of the existing techniques. 
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Chapter 1:  Introduction 
 
1.1  Multiridge Detection and Its Applications 
The crucial work in signal processing is to extract useful information or essential 
features from the given data samples, in order to achieve a better understanding of the 
underlying physical phenomena, which these data samples are related to. The energy 
distribution of a wide class of signals at a particular time is concentrated at more than one 
frequency. Thus, to analyze and classify such energy-compacted (time-frequency 
localized) signals, the relevant information of the signals has to be attained by extracting 
the major frequency components within the compacted energy packets [1]. 
Ridge is defined as a long elevated/raised strip or a long narrow range of hills [2]. 
Ridges are used to characterize an image (two-dimensional) or a signal (one-dimensional) 
as the most part of the energy is concentrated in them. A grayscale image may be treated 
as a height map and the ridges in the map correspond to the drainage lines in its inverted 
counterpart. Ridge detection is used in many bio-medical applications such as automatic 
vessel detection from angiogram images [3]. In image processing applications, the ridges 
are used for global structure extraction, while in one-dimensional (1-D) signals, such as 
ultrasonic waves in nondestructive testing (NDT), the ridges are related to the cracks or 
defects in the materials. 
The instantaneous frequency (IF) can also be estimated from the ridges. IF is used 
in many applications. For instance, IF can be used in radar signal processing, and it plays 
a key role in the detection, tracking, and imaging of targets whose radial velocities vary 
over time, as military targets might if they were making evasive maneuvers [4]. On the 
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other hand, biomedicine as in the study of electroencephalogram (EEG) signals also 
benefits from IF estimation techniques. Other applications of instantaneous frequency 
estimation can also be found in underwater acoustics, oceanography, and seismology [4]. 
In this thesis, we study one-dimensional (1-D) ultrasonic signals to obtain the important 
features associated with test materials. In this chapter, introduction to time-frequency 
analysis and various multiridge detection techniques based on wavelets and Gabor 
transform is provided. In addition, the problems in the current multiridge detection 
techniques and the motivation of our work to remove the current limitation on the time-
frequency analysis for the ultrasonic signals will be presented. 
1.2 Time-Frequency Analysis for Ultrasonic Signals 
Time-frequency analysis is a modern branch of harmonic analysis. It comprises 
all those parts of mathematics and its applications that use the structure of translations 
and modulations (or time-frequency shifts) for the analysis of functions and operators. 
Time-frequency analysis is a form of local Fourier analysis that treats time and frequency 
simultaneously and symmetrically [5]. 
Since its introduction in the early nineteenth century, the Fourier transform has 
become the dominant signal analysis tool for many disciplines in science and 
engineering. Fourier transform is an ideal tool to study stationary signals whose 
properties are basically time-invariant. Also the frequency contents in the Fourier 
transform domain can be easily exploited. While the Fourier transform is a very useful 
means for stationary signals, many signals encountered in real-world situations have 
time-varying frequency contents. One example is music, where the harmonic (frequency) 
contents of the acoustic signal change from one note to another. To extract the coherent 
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features, joint time-frequency transforms have been developed and investigated for 
characterizing the time-varying frequency content, or the identity, of a signal. 
The importance of the time-frequency representation can be easily understood by 
the following example. Consider a short segment of music. If we represent this piece of 
music as a function of time, we may be able to perceive the transition from one note to 
the next, but we would have little insight about which notes are in play. On the other 
hand, the conventional Fourier representation may help us understand the prevailing 
notes in terms of the frequencies, but the information about the moment of emission and 
duration associated with the individual notes is not attainable by that means. Although 
both representations are mathematically correct, neither of them is very satisfactory to 
reveal the complete characteristics of the signals. According to our physiology, we would 
prefer a representation that is localized in both time and frequency, like music notation, 
which tells the musician which note to play at a given moment. Additionally, such a 
localized time-frequency representation should be discrete, so that it can be easily 
adapted to different applications.  
The best-known time-frequency representation for time series dates back to 
Gabor and has been referred as the Short-Time Fourier Transform (STFT). It is basically 
a sliding-window Fourier transform [6]. By visualizing the frequency contents of a 
subject signal as the time-window proceeds, a two-dimensional time-frequency 
distribution, or the so-called spectrogram, will be generated. The spectrogram contains 
information on the snapshots of frequency contents of the signal at different time instants. 
One well-known drawback of the STFT is that resolution limitation is imposed by the 
selected window function. The Shorter the window function, the better the time 
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resolution, but the worse is the frequency resolution, and vice versa [7]. The general 
concept of wavelet transforms is described in the next section. More detailed theoretical 
discussions on time-frequency analysis can be found in the two texts by Cohen [8] and 
Qian and Chen [9]. 
1.3 Existing Multiridge Detection Techniques 
As time-frequency analysis can provide snapshots of time and frequency features, 
most of the ridge detection algorithms have been utilizing the time-frequency analysis 
tools. A typical time-frequency analysis tool is the wavelet transform [8]. The wavelet 
transform is particularly suitable for characterizing transient signals and time varying 
systems, as they provide compact time-frequency packets [7]. The orthogonal and bi-
orthogonal basis functions in the ubiquitous wavelet techniques can lead to fast and 
reliable algorithms for signal/image transformation, compression and reconstruction. In 
this section, the mathematical formulation of the wavelet transform will be presented and 
the associated ridge detection algorithms will be discussed. 
1.3.1 Wavelet and Wavelet Families 
A wavelet is a zero mean wiggle (no DC frequency component), localized both in 
time and frequency. For the zero mean condition (also called admissibility condition) to 
be satisfied, it must be oscillatory and hence it is called the wavelet [10]. Given a 
prototype wavelet ( )tψ , its family , ( )a b tψ  can be constructed by elementary operations 
consisting of time-shifts and scaling (i.e., dilation or contraction). This family of wavelets 
is defined as: 
⎟⎠
⎞⎜⎝
⎛ −=
a
bt
a
tba ψψ 1)(, , 0, >∈ aRb ,                                         (1.1) 
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where a is the scaling factor and b is the time shift. The prototype wavelet ( )tψ  is also 
called “mother wavelet”, and it is the intrinsic member of the family corresponding to 
b=0 and a=1. The scaling factor a>1 corresponds to dilation and a<1 to contraction of 
the mother wavelet. 
1.3.2 Continuous Wavelet Transform  
The continuous wavelet transform of a function 2( ) ( )s t L R∈  is defined as its 
inner product with a family of admissible wavelets )(, tbaψ , i.e.,  
2
*
, ,( , ) ( ), ( ) ( ) ( )s a b L a bT a b s t t s t t dtψ ψ
∞
−∞
=< > = ∫ ,                                (1.2) 
where a and b are the scale and time variables respectively, and * denotes complex 
conjugate. The inverse wavelet transform can also be formulated as [10]: 
 ,
1( ) ( , ) ( )s a b
dadbs t T a b t
C aψ
ψ
∞ ∞
−∞ −∞
= ∫ ∫ ,                                     (1.3) 
where  
  ∫ Ψ=
∞
0
2)( ωω
ω
ψ dC  and ∫=Ψ
∞
∞−
− dtet tjωψω )()(  
 i.e., )(ωΨ  is the Fourier transform of )(tψ . 
In the wavelet transform, the scaling factor a will affect both time and frequency 
contents in the wavelet family as given by Eq. (1.1). The central frequency ba,ω  of the 
wavelet )(, tbaψ  will be the central frequency 0,1ω  of the mother wavelet ( )tψ  divided 
by a, such that 
aba
0,1
,
ωω = .                                                              (1.4) 
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Hence, the effect of the scale a is that it stretches the time-domain content (duration) by a 
times but squeezes the frequency-domain content (bandwidth) by a times for a wavelet 
)(, tbaψ .  
Therefore, given a mother wavelet ( )tψ , the family of wavelets stated in Eq. (1.1) 
can provide a functional basis for an arbitrary time-frequency localized signal s(t). The 
approximation can be achieved by the superimposition of the weighted wavelets such that 
,( ) ( , ) ( )s a b
a b
s t T a b tψ≅ ∑∑ ,                                                       (1.5) 
where ( , )sT a b  are the wavelet coefficients.  
1.3.3 Ridge Detection Using Continuous Wavelet Transform 
As discussed in the previous section, the time-frequency localized signals can be 
well approximated by the projection onto the wavelet basis functions. Given a proper 
wavelet basis, we can therefore encode the function s(t) into the wavelet coefficients 
( , )sT a b . 
The various ridge detection techniques such as Stationary Phase Method 
(Marseille method) [10], Crazy-Climbers Method [11], Simple Method [10] and SVD 
method [1] are briefly introduced in this section. 
The detection of ridges is based on the following basic principle: the ridge of the 
wavelet transform ),( baTs  of the ridge function s(t) is the set of points (a, b) in the 
transform domain, where the phase of )()( *, tts baψ  is stationary [6]. 
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1.3.3.1 The Stationary Phase Method 
For determining the ridges via the phase of the wavelet coefficients, the stationary 
phase method can be utilized as follows. Let ( , )b aΦ  be the phase of ( , )sT b a  defined by 
Equation (1.6): 
  ⎟⎠
⎞⎜⎝
⎛ −−=Φ
a
bttsab ψφφ )(),( ,      (1.6) 
where sφ  and ψφ are the phase of the signal s(t) and the wavelet )(tψ , respectively. 
Differentiation of ( , )b aΦ  with respect to scale on the ridge (where 0t b= ) gives 
  ( , )
( )
0
r
b a
a a ba =
∂Φ =∂        (1.7) 
Then, for a given time b, the ridge ( )ra b  can be found by iteration as the fixed point of 
Equation (1.7). Similarly, the derivative of ( , )b aΦ  with respect to b evaluated on the 
ridges is  
  ( , )
( )
1 '(0)
r
b a
a a bb a
ψφ
=
∂Φ =∂ ,      (1.9) 
and for the Morlet wavelet is  
  ( , ) 0
( ) ( )r
b a
ra a bb a b
ω
=
∂Φ =∂ .       (1.10) 
Again, the ridge ( )ra b  can be found by iteration, as the fixed point of Equation (1.10). 
The ridge can be extracted from the amplitude or from the phase of ( , )sT b a . 
Theoretically at least, extraction from the phase is more accurate; but not in practice as it 
involves differentiation of the phase. Thus, extracting the ridge from the modulus of the 
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signal is more robust than the stationary phase method especially in presence of noise, 
because the extraction from the modulus does not involve differentiation of the phase. 
1.3.3.2 The Crazy-Climbers Method 
The method was proposed by Carmona et al. and is commonly known as 
Carmona’s method. In this method, multiridge extraction is achieved using the modulus 
of the continuous wavelet transform. This method is more robust than the other methods 
mentioned above, as extracting the ridge from the modulus of the transform is more 
robust than that from the phase and also, the a priori information on the ridge can be 
incorporated in this method as a constraint. The ridge extraction problem can then be 
transformed into a constrained optimization problem – the constraint being the 
smoothness of the ridge. Then, this is a direct search procedure that detects all candidate 
curves ar(b) that minimize the following penalty function  
  2 2 21 2[ ( )] | ( ( ), ) | [ ( )] [ ( )]r s r r rF a b T a b b db a b a b dbλ λ′ ′′⎡ ⎤= − + +⎣ ⎦∫ ∫ ,  (1.11) 
where the first term maximizes energy density along the ridge and the second term 
includes the first and second derivatives of the ridge function ar(b) to assure the 
smoothness of the ridge. The constants 1λ  and 2λ  can be chosen by the analyst 
depending on the problem and on how much weight is to be placed on the smoothness 
constraint. 
This optimization problem can be solved by a simulated annealing algorithm 
which avoids being trapped in local extrema when large-level noise is present.  
1.3.3.3 The Simple Method 
The most intuitive method for determining the ridges via the continuous wavelet 
transform, as well as its instantaneous frequency, of a signal is to search the set of (a, b) 
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which correspond to a local signal peak-amplitude in time [10]. Hence, it is known as the 
Simple Method. This method does not require any a priori information or training data 
regarding the ridges such as its smoothness in Carmona’s Method [11], but is more 
computationally efficient than Carmona’s Method which may demand thousands of 
iterations to converge, and is more stable than the Marseille Method [10] because the 
simple method deals with the amplitudes of the wavelet transform instead of the phases. 
Since the moduli of the wavelet transform are peaked along the ridges, then the 
simplest way of determining the signal ridges is to find the scales at which the scalogram 
(a local time-frequency energy density is called a scalogram) is locally maximum and 
satisfies 
   
( )
( , ; ) 0s
a a b
T a b
a
ψ
=
∂ =∂  and    (1.13) 
   2
( )
( , ; ) 0s
a a b
T a b
a
ψ
=
∂ <∂ .     (1.14) 
This simple method has good performance in the absence of noise and the resolution for 
searching (a, b) is small enough. 
1.3.3.4  The SVD Method 
To further simplify the computational complexity of the aforementioned simple 
method, an efficient ridge detection algorithm can be achieved using Singular Value 
Decomposition (SVD) of the scalogram of the mono-component nonstationary and multi-
component nonstationary signals in the presence of noise and measurement errors. The 
main principle involved in this method is based on the following lemma.  
Lemma: The Frobenius norm of an MxN matrix A of rank k is 
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  ∑ ∑∑
= ==
===
M
i
K
k
k
N
j
ijFA aAE
1 1
2
1
22 σ ,     (1.15) 
where σk are the singular values of A. 
According to this lemma, the total energy in the wavelet domain is directly related with 
the singular values. Since the singular values are in a decreasing order, the dominant 
energy components are associated with the greater singular values. Hence, the dominant 
energy concentrations can be easily detected by SVD [4]. 
1.4 Limitation on the Existing Ridge Detection Algorithms and 
Motivation of Our Work 
 
A wide class of signals may be conveniently described in terms of time-dependent 
amplitude and frequency or sums of such amplitude and frequency modulated 
components. However, the main problem is the numerical estimation of these time-
dependent characteristics [11].  
To the best of our knowledge, for the extraction of ridges, all the methods use 
wavelet transforms or equivalent time-frequency representations i.e., all the methods 
are post-processing of the time-frequency representations. All these methods require a 
priori knowledge and a lot of training data which is difficult to obtain in some cases and 
is time consuming. Hence, these methods are not practical and optimum for all purposes.  
In this thesis, we propose a novel method for the efficient and robust ridge 
detection of ultrasonic signals. This method does not require any a priori knowledge 
about the signal, instead it blindly detects the ridges. 
In this proposed method, no training data is required to extract the a priori 
knowledge. All of the signature signals are extracted dynamically using the given data. 
This data-dependent method blindly extracts the signature signal which is further used 
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for mutiridge detection. The detected ridges can be used to compute various important 
parameter values for the materials under consideration. We also mathematically model 
the ultrasonic signature signal using the Gabor transform and use this as the signal 
signature to detect the ridges. 
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Chapter 2. Nondestructive Testing and Signal Processing 
 
2.1. Nondestructive Testing (NDT) and Its Applications 
Characterization of material properties is critical for understanding mechanical 
behavior and design performance of the material under its operating conditions [12, 13]. 
The necessity to characterize materials for a myriad of applications has spurred the 
development of many new methods and instruments [14, 15]. However, many mechanical 
characterization techniques demand destructive sectioning of the material sample to 
provide desired physical or mechanical measures. On the other hand, nondestructive 
testing (NDT) is defined as a process that produces no alteration of the material being 
tested [16] i.e., it is free of any intrusion or structural damage of the material samples. 
NDT is known variously as nondestructive evaluation (NDE), nondestructive 
characterization, or nondestructive inspection [17]. Most present day sophisticated 
characterization of materials such as characterization of composites and various 
mechanical structural troubleshooting can be performed very effectively using NDT. 
Reliability measurements [18] related to quality assurance can also be performed using 
NDT. It can also cover almost all other aspects of the general characterization of solids 
concerning their microstructure, texture, morphology, chemical constituents, physical and 
chemical properties, as well as the fabrication process.  
NDT applications can be adopted not only in industrial and medical fields but also 
in our daily life. In the industrial area, NDT can be applied in the fabrication of metals, 
non-metals and all materials containing very small scale to large scale particles. The NDT 
examinations can be utilized to detect cracks, imperfect welds and junctions, inclusions, 
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tomography, and surface contamination effects without altering the sample piece in any 
form. In the medical field, NDT applications include mammography, nuclear magnetic 
resonance scans, general x-radiography and micro-angiography. Besides, non-contact 
measurements using sensors are also important to other fields, which range from geology, 
forensic studies, aerial temperatures and weather surveys, to thickness measurements 
[17]. 
One of the most common uses in everyday life for NDT is the authentication of 
art objects such as paintings, sculptures, furniture, pottery, and ceramics where the tests 
should be performed without any contact with the object, thus avoiding any friction or 
smearing damage to the testing surface. 
2.2. Various Existing NDT Methods 
There are five existing NDT techniques, namely, Radiography, Magnetic Particle 
Inspection, Liquid Penetrant Inspection, Eddy Current Testing and Ultrasonic Inspection. 
These methods are briefly introduced in the following sections. 
2.2.1 Radiography 
Radiography is a technique for obtaining a shadow image of any solid object 
using penetrating radiation such as x-rays or gamma-rays (γ-rays) [19]. The resulting 
images recorded in the film are known as radiographs. The radiograph obtained is in 
projection, without any details of the depth of the object. Radiographs are also called as 
roentgenograms, skiagrams, roentgenographs, or sciagraphs [20, 21]. X-radiography is 
one of the earliest NDT techniques for medical applications. 
The contrast in a radiograph is due to the different degrees of absorption of x-rays 
across the test specimen, and it depends on the variations in specimen thickness, chemical 
 14
constituents, densities, flaws or structural discontinuities [19]. During the test, the x-rays 
are generated and projected through the object to provide high definition and 
decipherable images. It is required that access to both sides of the test object should be 
feasible and instrumentation has to operate in a highly-restricted site under stringent 
safety conditions. 
2.2.2. Liquid Penetrant Inspection  
 Liquid Penetrant Inspection (LPI) is a simple but effective method of examining 
surface areas for cracks, defects or structural discontinuities [22]. It originated through 
the observation of blacksmiths that liquids could be seen to seep out of cracks and stain 
the surface after quenching a hot piece of ironware.  
 The LPI method is most commonly used, perhaps more than any other method, 
because of its relative simplicity, low cost and very few limitations on the specimen 
material or geometry. The LPI equipment is very simple, and the inspection can be 
performed at many stages in the production of an article as well as after the article has 
been placed in service.  
 LPI procedures involve precleaning of the inspection surface, application of the 
penetrant, observance of a dwell time to allow the penetrant to seep into flaws, removal 
of excess penetrant, application of a developer again with a dwell time to allow the 
penetrant to seep out of any surface flaws and to form visible indications. Then, the 
surface is ready for inspection in a well-lit environment. Finally, the surface may need to 
be completely cleaned for further use [22]. A permanent record can be made from the 
liquid penetrant test using photographic methods. The liquid penetrant used in NDT can 
contain a colored dye, fluorescent dye, visible using UV lamp or a dual sensitivity dye 
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with both visible coloring and fluorescent components. LPI depends heavily on the visual 
acuity and ability of the operator. This method is restricted to detect the defects that 
appear on the surface. 
2.2.3. Magnetic Particle Inspection  
 Magnetic particle inspection (MPI) is a nondestructive testing method used for the 
defect detection. MPI can be easily manipulated without lengthy procedures and does not 
require the surface preparation work of the LPI described in the previous section. These 
advantages make MPI one of the most widely utilized nondestructive testing methods.  
In principle, MPI utilizes magnetic fields and small magnetic particles, such as 
iron filings, to detect flaws in test samples [23]. To achieve satisfactory inspecting ability, 
the sample being inspected must be made of a ferromagnetic material such as iron, nickel, 
cobalt, or some of their alloys since the ferromagnetic materials can be magnetized to a 
sufficient level for effective inspection.  
The basic principle involved in MPI is as follows. When a bar magnet is broken at 
the center of its length, it results into two separate magnets with the magnetic poles on 
the ends of each piece. If the original magnet is just cracked but not completely 
dichotomized into two separate pieces, as depicted in Figure 2.1, a north and a south pole 
will be formed at each edge of the crack. The magnetic field exits from the north pole and 
enters at the south pole. The magnetic field spreads out when it encounters the small air 
gap created by the crack because the air cannot support as much magnetic field per unit 
volume as the magnet can. When the magnetic field spreads out, it appears to leak out of 
the material and, thus, it is called a flux leakage field, as depicted in Figure 2.1 [24]. 
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Figure 2.1 The principle of magnetic particle inspection (MPI). 
When iron particles are sprinkled on a cracked magnet, they are not only attracted at the 
ends of the magnet but also at the edges of the crack. This cluster of particles is much 
easier to observe than the actual crack. 
The steps involved in MPI are as follows. The sample surface is first cleaned and 
is then magnetized to ensure that the magnetic particles are spread over the entire surface, 
and the excess magnetic particles are removed. It is noted that, in MPI, careful 
examination and evaluation must be carried out, and additional demagnetization and 
cleaning work of the specimen is needed after the inspection.  
2.2.4. Eddy Current Testing  
 The basic principle involved in the eddy current testing is as follows. A varying 
electric current flowing in a coil gives rise to a varying magnetic field. A nearby 
conductor resists such an effect of the varying magnetic field. This is manifested by an 
eddy current flowing in a closed loop in the surface layer of the conductor so as to oppose 
the change and drives a back electromotive force (emf) in the coil. The existence of 
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cracks and other surface abnormalities modulates the eddy currents generated in the 
conductor so that the back emf is altered correspondingly [17]. 
 Jean-Bernard Leon Foucault, generally credited with the first clear demonstration 
of eddy currents, demonstrated that electrical currents are set up in a copper disk moving 
in a non-uniform magnetic field [17]. Eddy current testing (ET) is plausible when very 
sensitive electronic devices are available for detecting the subtle changes of the magnetic 
fields within the sample. Eddy currents are also known as Foucault currents or induced 
currents, and they can only occur in conducting materials. 
2.2.5. Ultrasonic Testing  
One typical nondestructive testing is carried out using acoustic waves of high 
frequency above the audible range, that is, above 20 kHz, which are known as ultrasound 
or ultrasonics. Hence, this method of nondestructive testing is called as ultrasonic testing. 
The frequencies used in the ultrasonic testing range from less than 0.1 MHz to greater 
than 15 MHz, and typical values of wavelengths in ultrasonic testing are from 1 to 10 mm 
[25-27]. 
Ultrasonic testing has been applied in the scientific and engineering world for 
more than 70 years. Richardson was the first to propose echo-ranging detection of objects 
in the sea in 1912 following the tragedy of the sinking of the Titanic [17]. Fessenden, in 
1914, designed a transducer sensing high-frequency sound waves for submarine signaling 
and echo-ranging, and it was capable of detecting an iceberg at a range of 2 miles using 1 
KHz acoustic waves. In France, Langevin developed a source of ultrasonic waves using 
the piezoelectric effect, and in 1918, he was able to detect submarines at a distance of 1.5 
Km [28]. In 1921, Behun measured the depth of the seabed through an ultrasonic 
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resonance method using standing waves [29]. In 1929 and 1935, Sokolov proposed the 
use of ultrasonic waves in detecting defects in metal objects [30], and in 1931, Mulhauser 
obtained a patent for detecting the flaws in solids using a transmission mode with two 
transducers. In 1940, Schraiber developed the methods for continuous ultrasonic wave 
testing. A very important development came from the studies of Firestone in 1940 and 
Simmons in 1945, namely, pulsed ultrasonic testing, using the echo principle [31]. The 
pulse-echo method [32] in which the same transducer transmits and receives the 
ultrasonic pulses has become the ubiquitous ultrasonic testing system in recent times. 
 Ultrasonic analysis for material characterization is based on a simple principle of 
physics: the motion behavior of any acoustic wave will be influenced by the medium 
through which it travels. Hence, structural discontinuities and defects give rise to 
scattering and reflection of the waves, and the detection of the reflected or transmitted 
waves is related to the localization of the defects [33]. Thus, the changes in one or more 
of four easily measurable parameters, associated with the passage of a high frequency 
sound wave through a material, transit time, attenuation, scattering, and frequency 
content, can often be correlated with the changes in physical properties such as hardness, 
elastic modulus, density, homogeneity, or grain structure [33]. Thus in this thesis, we try 
to improve ultrasonic testing techniques by processing ultrasonic signals. The advantages 
of ultrasonic testing techniques over other existing NDT techniques are provided in Table 
2.1. 
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Table 2.1 Comparison among different nondestructive testing techniques [17]. 
  Test Method   
 Ultrasonics X-ray Eddy Current MPI LPI 
Capital cost Medium to high High Low to medium Medium Low 
Consumable cost Very low High Low Medium Medium 
Time of results Immediate Delayed Immediate Short delay Short delay 
Effect of geometry Important Important Important Not too important 
Not too 
important 
Access problems Important Important Important Important Important 
Type of defect Internal Most External External Surface break 
Relative Sensitivity High Medium High Low Low 
Formal record Expensive Standard Expensive Unusual Unusual 
Operator skill High High Medium Low Low 
Operator training Important Important Important Important Important 
Training needs High High Medium Low Low 
Portability of 
equipment High Low High to medium 
High to 
medium High 
Dependent on 
material 
composition 
Very Fair Very Magnetic only Little 
Ability to automate Good Fair Good Fair Fair 
Capabilities 
Thickness 
gauging; some 
composition 
testing 
Thickness 
gauging 
Thickness 
gauging; grade 
sorting 
Defects only Defects only 
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There are two primary methods in ultrasonic nondestructive testing, namely, 
transmission and reflection (pulse-echo) methods. In the transmission method, testing is 
performed using two transducers, one for transmitting and the other for receiving, 
whereas, in the reflection methods, only a single transducer is used for both transmitting 
and receiving simultaneously. Both these techniques and the corresponding typical 
ultrasonic responses are illustrated in Figure 2.2 [17].  
 
 
Figure 2.2 Illustration of the ultrasonic testing instruments based on (i) the 
transmission method and (ii) the reflection (pulse-echo) method. 
 
As illustrated in Figure 2.2, when there is a structural discontinuity or defect, the 
transducer detects the scattered or reflected wave which can be observed and interpreted 
as impulses on the oscilloscope by the observer. The only difference between the two 
techniques is the number of impulses. For the transmission technique, the occurrence of 
RT  
T 
R 
(ii). reflection (pulse-echo) method T-Transmitter 
R-Receiver 
a. Experimental Arrangements b. Oscilloscope Displays 
Amplitude varies 
with defect 
Initial Pulse
Echo 
Defect 
Echo 
Rear Wall 
(i). transmission method 
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an impulse will be due to the defect only while for the reflection technique, two 
additional impulses will always occur due to the top (front-wall) and the bottom (rear-
wall) surfaces regardless of any defect. 
In the transmission methods, the ultrasonic signal is sent through the specimen 
(through-transmission) by the transmitting transducer and is collected by the second 
transducer (receiver) at the other end of the specimen. Thus, the transmission methods 
require access to both sides of the specimen. The transmission methods, also known as 
pulse through-transmission methods, do not rely on reflected waves and are thus used to 
detect small defects that do not give adequate reflection in the pulse echo mode, whereas 
the pulse-echo method (reflection method) can serve for any non-intrusive testing other 
than defects with weak ultrasonic refection. The pulse through-transmission method is 
often used for thin metal sheets and for the inspection of composites for large flaws. 
In the pulse-echo method, pulses are transmitted and received on the same side of 
the test panel after being reflected from the objects or the surfaces. In our study, we use 
the pulse-echo method to collect ultrasonic signals as it is more effective and needs only 
one transducer. In the pulse-echo method, the single transducer sends a pulse of 
ultrasonic waves through the specimen which is placed in a coupling liquid, mostly 
water. The ultrasound travels through the liquid medium and the specimen. The pulses 
are reflected from the defect (if any present) and also from the rear end of the sample. 
The reflected ultrasound is sensed by the same transducer. The oscilloscope which can 
measure both time and amplitude of the transmitted pulse is used to estimate the time 
required for the pulse to travel the distance between the top and bottom surfaces of the 
specimen. Usually, a regular train of pulses are sent so that the oscilloscope signal can be 
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easily observed. The initial pulse may last 1µs (microseconds) and the generation of 
pulses repeats every millisecond. The presence of a flaw gives rise to a signal reflected 
earlier than that from the rear surface. This can be visualized from the oscilloscope 
displays in Figure (2.2). The amplitudes of the reflected signals caused by the defects are 
attenuated, however, and sometimes the corresponding amplitude levels are very close to 
the background noise. Therefore, the display on the oscilloscope needs to be interpreted 
by the observer to determine the location and nature of any flaw in the specimen. Such 
useful interpretation requires material characterization expertise and full knowledge of 
the details of the specimen. To remove the aforementioned restriction on the current 
ultrasonic testing technology, we can adopt the advanced signal processing techniques to 
provide information like the location, the thickness of the flaw, the velocity of the 
ultrasonic signal in the specimen, etc. Ultimately, efficient signal processing algorithms 
can replace any human interpretation effort in ultrasonic testing. Hence, in this thesis we 
propose a new signal processing technique, multiridge detection, to determine the 
thickness of the specimen, the velocity of the signal in the specimen, the center frequency 
and the attenuation of the signal, which are related to other important physical parameters 
for the materials such as elastic modulus and density. In the following chapter we will 
present the mathematical model for ultrasonic signal characterization and introduce our 
new multiridge detection algorithm. 
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Chapter 3: Blind Multiridge Detection and Modeling 
for Ultrasonic Signals 
 
 
Without loss of generality, in this thesis, we establish the mathematical model for 
ultrasonic signals using particle-filled composites. The signals are collected giving a 
sufficient data acquisition window so that all the signal ridges are recorded completely 
within the acquisition time. Several ridges of various intensities can be found in the 
received signals and sometimes they are partially overlapped with each other. We will 
formulate the ridge detection problem and derive a novel algorithm to achieve 
satisfactory detection performance for the particulate composites. Reliable ridge detection 
is a very crucial step for automatic mechanical characterization. 
Our proposed blind multiridge detection system is depicted in Figure 3.1. It 
consists of six modules, namely, ultrasonic signal model, energy feature extraction, 
frame-size selection, signature signal extraction, Gabor parametric modeling and 
correlation detector. The corresponding mechanisms will be introduced in the following 
sections. 
3.1 Ultrasonic Signal Model  
 In this section we give a mathematical model for the ultrasonic signals collected 
by the pulse-echo method. Consider X(t) as the ultrasonic signal collected by the pulse-
echo transducer. This continuous-time ultrasonic signal can be formulated as 
( ) )(cos)()( 0
1
ttttX i
L
i
i ηθϖ ++Ω∑= = ,           ∞<<∞− t ,                        (3.1) 
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Figure 3.1. Blind Multiridge Detection System. 
 
where )(tiϖ  is the envelop waveform due to the reflection by the interface of two layers 
( )(1 tϖ  is associated with the top layer and )(tLϖ  is associated with the bottom layer); 
0Ω  is the center frequency of the ultrasonic oscillating signal; iθ  is the phase offset due 
to the ith interface and )(tη  is the additive noise. The discrete-time samples of the 
ultrasonic signal formulated by Eq. (3.1) is written as 
( )∑ ++=
=
L
i
ii nnnwnx
1
0 )(cos)()( υθω ,                                                      (3.2) 
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where ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
sF
nXnx )( , ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
sF
nn ηυ )( , 
sF
0
0
Ω=ω , Zn ∈  and sF  is the sampling 
frequency. A typical ultrasonic signal is depicted in Figure (3.2).According to the 
empirical observation in [34], the discrete-time envelop waveforms )(nwi , Li ≤≤1 , 
generally have the following characteristics [41]: 
(i) )(nwi , Li ≤≤1 , are the finite-duration window-truncation sequences or frame 
functions, i.e.,   
⎩⎨
⎧
=
≤≤≠
otherwise
qnp
nw iii ,0
,0
)( , Zqp ii ∈, . (finite duration) 
(ii) )(nwi , Li ≤≤1 , all have unique peaks, i.e.,  
0)()( max, ≥> nwnw iii , ,max,inn ≠∀  where iii qnp << max, . 
(iii) )(nwi , Li ≤≤1 , all are monotonically increasing functions prior to the occurrence of 
the peaks, i.e.,   
0)1()( ≥−> nwnw ii , iii nppn max,,,1, L+= . 
(iv) )(nwi , Li ≤≤1 , all are monotonically decreasing functions successive to the 
occurrence of the peaks, i.e., 
0)1()( ≥+> nwnw ii , iiii qqnnn ,1,,1, max,max, −+= L . 
(v) The discrete-time Fourier transforms, ( ) ∑≡ ∞
∞−
− nj
ii enwW
ωω )( , Li ≤≤1 , all have low-
pass narrow-band spectra, i.e., 
ξ
ωω
ωω
ππ
ω
ω ≥
∫
∫
−
−
dW
dW
i
i
iB
iB
2
2
)(
)(
,
, , 
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where ξ  is the energy-percentage coefficient assumed to be close to 100% and 
0, ωω <<iB . 
(vi) The time-average signal autocorrelation functions )(mrii  and signal cross-correlation 
functions )(mrii ′ , Li ≤≤1 , can be defined as  
( ) ( )( )iii
n
iii mnnmnwnwmr θωθω ++++∑≡
∞
−∞= 00
coscos)()()(   
and  
( ) ( )( )iii
n
iii mnnmnwnwmr ′′
∞
−∞=′
++++∑≡ θωθω 00 coscos)()()( .  
The time-average signal-noise cross-correlation functions can be defined as  
)()()( mnnwmr
n
ii +∑≡
∞
−∞=
υυ , Li ≤≤1 . 
Then 
[ ] [ ][ ] [ ])(max)(max )(max)(max mrmr mrmr imiim imiim υυ>>
>>
′
, ii ′∀∀ , . 
(vii) The time-average signal autocorrelation functions )(mrii  and signal cross-correlation 
functions )(mrii ′ , Li ≤≤1 , both have unique global maxima such that 
maxmax
maxmax
,)()(
,)()(
mmmrmr
mmmrmr
iiii
iiii
′≠∀>′
≠∀>
′′
, 
where  
( )( ) iiiim iim nnmrm
mrm
max,max,max
max
)(maxarg
0)(maxarg
−≈≡′
=≡
′′
. 
A typical ultrasonic signal is shown in Figure (3.2) below. 
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According to the aforementioned characteristics of the ultrasonic signals, it is noted that 
the ultrasonic signal formulated by Eq. (3.2) can be described as a finite-duration pulse-
shaping sinusoid, which is very similar to narrow-band digital communication signals 
[35]. Once the sinusoidal waveform ( )in θω +0cos  is given, the pulse function )(nwi  can 
be extracted by a frequency down-converter and a low-pass filter [35]. In this ultrasonic 
signal detection problem, however, all parameters 0ω , iθ , ip , iq , iB,ω , L, associated 
with x(n) and )(nwi , Li ≤≤1 , are unknown and therefore the conventional demodulation 
technique cannot be applied [35]. Thus, blind signal processing without any manual 
operation is considered here for arbitrary material samples. In this paper, the goal is to 
automatically estimate the number of the interfaces L and detect the peak locations: 
( ){ }iin nnw θω +0cos)(maxarg  and the corresponding peak values: 
( ){ }iin nnw θω +0cos)(max , Li ≤≤1 . 
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Figure 3.2 A typical Ultrasonic signal
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3.2 Blind Signature Signal Extraction 
Since different ultrasonic signals generated by the transducers would vary a lot in 
their waveforms among different material samples, ( )ii nnw θω +0cos)(  described in Eq. 
(3.2) cannot easily be generalized using a specific mathematical function for all types of 
materials. A priori knowledge regarding the optimal frame functions )(nwi  and optimal 
modulation sinusoids ( )in θω +0cos  using a large amount of training data has to be 
presumptive in the existing techniques [11, 37]. However, it would be unrealistic for the 
ultrasonic NDT for a wide variety of fabricated materials because a lot of expert-driven 
calibration effort has to be involved once a new material is manufactured. Therefore in 
this paper, we propose a novel data-dependent method to blindly extract the signal 
features for ultrasonic nondestructive testing. According to the mathematical model for 
ultrasonic signals described in the previous section, the signature signal can be defined as 
the signal segment )(nψ  with the dominant peak, usually the first windowed signal 
segment in time, i.e.,  
( )101 cos)()( θωψ +≡ nnwn ,                                                                    (3.3) 
where )()( max,1max,1 ii nwnw ≥ , 1≠∀i . 
3.2.1 Energy Features for Signature Signal Extraction 
Energy features have been applied for transient signal detection and empirically 
lead to robust performance in practice [37-39]. We use the framed energy here to detect 
the beginning and the end of the signature signal )(nψ . The framed energy, which 
depends on the frame size and can be considered as the transformation from the signal 
sequence, i.e., ZkkEZnnx f
fN
N ∈→∈ ∆
Γ ∆
),(),( ,
,
, is defined as [41] 
 29
[ ] ∑≡Γ= +∆−
+∆−=∆∆
f
ff
Nk
knf
NN nxN
nxkE
)1(
1)1(
2
,, )(
1)()(                                           (3.4) 
  ( ) ( )[ ]∑ ∑ ∑ −+++= +∆−
+∆−= = =′ ′′′
fNk
kn
L
i
L
i
iiiiii
f
nnwnw
N
)1(
1)1( 1 1
0 cos2cos)()(2
11 θθθθω  
                               ( ) )(1)(cos)(21 2)1(
1)1(
)1(
1)1( 1
0 nN
nnnw
N
ff Nk
knf
Nk
kn
L
i
ii
f
υυθω ∑+∑ ∑ ++
+∆−
+∆−=
+∆−
+∆−= =
, 
where fN  is the energy-frame size, ∆ is the frame forwarding size, k is the frame index 
and L,2,1=k . If the energy-frame size fN  is carefully chosen, the framed energy 
sequence )(, kE fN ∆  would be a smooth function (monotonically-increasing-then-
monotonically-decreasing) in the presence of the signature sequence. On the other hand, 
)(, kE fN ∆  would be a small constant in the absence of the signature sequence.  
 In the next two sections, we see why it is important to have the optimal frame-size 
and then brief the details of the optimal frame selection technique, respectively, for 
optimal ridge detection. 
3.2.2 Frame-size Dilemma 
The shape of the energy sequence )(, kE fN ∆  is rather sensitive to the frame size 
fN . Optimal ridge detection can be achieved when )(, kE fN ∆  has a smooth shape (least 
spiky) in each individual ridge interval [ ] Liii qp ,,2,1, L= . The spikes are associated with 
the high-frequency components in the Fourier spectrum. Therefore, we investigate the 
effect of the frame size fN  on the frequency spectrum of )(, kE fN ∆  at first. The 
discrete-time Fourier transform of )(, kE fN ∆  is given by [41] 
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To simplify our analysis in the absence of )(nυ , we assume that the durations of any two 
different frame functions do not overlap with each other, i.e., 
1−> ii qp , for Li ,,3,2 L= , or 0)()( =′ nwnw ii , ii ′≠∀ , n∀ . 
Thus, the framed energy sequence )(, kE fN ∆  can be reduced as [41] 
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where ⎩⎨
⎧ +∆−≤≤+∆−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −∆−−
elsewhere
Nknk
N
knrect f
f ,0
)1(1)1(,11)1(  and L,2,1=k .  
Consequently, according to Eqs. (3.5), (3.6), the Fourier spectrum of )(, kE fN ∆  can be 
simplified as [41] 
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where ⎣ ⎦  and ⎡ ⎤  are integer rounding down and integer rounding up operators 
respectively; b is either 0 or 1 dependent on n, ∆ and fN  and 
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According to [42], the null-to-null bandwidth of the frequency spectrum as given by Eq. 
(3.8) can be calculated as 
b
N f +⎥⎦
⎥⎢⎣
⎢
∆
−1
4π  radians. The spectral shape of ( )ω∆Ξ ,fN  is 
complicated to analyze. However, we can loosely quantify the bandwidth using the upper 
bound of the magnitude spectrum ( )ω∆Ξ ,fN . According to Eqs. (3.7) and (3.8), it is 
obvious that [41] 
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Based on the inequality in Eq. (3.9), we can conclude that the magnitude of the sidelobes, 
namely, ( )ω∆Ξ ,fN , for 
b
N f +⎥⎥⎦
⎥
⎢⎢⎣
⎢
∆
−≥ 1
2πω , in the frequency domain, can be considered 
relatively small compared to the DC frequency component ( )0, ∆Ξ fN . In other words, 
the bandwidth of ( )ω∆Ξ ,fN  can be roughly defined as 
b
N f +⎥⎦
⎥⎢⎣
⎢
∆
−1
4π . It turns out to be 
the fact that the larger fN , the less high frequency component will appear in the framed 
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energy sequence )(, kE fN ∆ . However, if fN  is too large, the bandwidth of ( )ω∆Ξ ,fN  
appears to be very narrow and therefore )(, kE fN ∆  appears to be a constant sequence, 
which can not provide informative features for a reliable ridge detection. 
3.2.3 Optimal Frame-size Selection Technique 
 The optimal frame-size for a framed-energy sequence )(, kE fN ∆  can be achieved 
when it appears to have a both smooth and compact-duration shape. From the discussion 
in Section 3.2.2, it is noted that the smoothness can be achieved once we choose a large 
frame-size fN  while the compact-duration can be achieved once we choose a small 
frame-size fN . We provide here an algorithm to seek the trade-off between these two 
goals. In our algorithm, we have applied a nonlinear programming statement to optimize 
the frame-size fN . The goal of achieving a compact-duration )(, kE fN ∆  becomes a 
nonlinear constraint. We would like to maximize the frame-size fN  subject to this 
constraint. Since the goal of a compact duration )(, kE fN ∆  is to achieve a fast-
increasing-and-then-fast-decreasing or steep waveform and 0)(, ≥∆ kE fN , we propose 
to adopt the kurtosis function ( ))(, kEkur fN ∆  [43] to construct a new constraint function. 
The kurtosis ( ))(, kEkur fN ∆  for the energy sequence kE , given a specific frame-size fN  
and a frame forwarding size ∆, can be defined as [41] 
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where kP  is the sequence satisfying the probability axioms [43] and it results from 
)(, kE fN ∆  such that [41] 
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,                                                              (3.11) 
and the mean M can be given by 
[ ]∑ +∆−≡
k
k kPM 1)1( .                                                     (3.12) 
This measure will be insensitive to any arbitrary time delay [41]. It simply means 
that we can start to collect the signal at any time for the mechanical property 
characterization. The optimal frame-size *fN  can be achieved according to the following 
criterion [41]: 
( )ff NN maxarg* =   
        subject to  
( ) ( )( ) thN NNN kEkur
kEkurkEkur
f
ff κδ ≤−
∆
∆+∆
)(
)()(
,
,,
,                                 (3.13) 
where ( ))(, kEkur fN ∆  can be formulated using Eqs. (3.10), (3.11) and (3.12) and thκ  is 
the presumptive upper bound for our proposed kurtosis sensitivity constraint function 
( ) ( )( ))( )()( , ,, kEkur
kEkurkEkur
f
ff
N
NNN
∆
∆+∆ − δ
 and Nδ  is the incremental frame-size.  
3.2.4 Signature Signal Extraction 
Once the optimal frame-size is selected according to Eq. (3.13), we can construct 
the energy sequence kE  using
*
ff NN = . Thus if the thpk  frame contains the peak value 
)( 1max,1 nw  of the signature signal )(nψ , it can be calculated as ( )kkp Ek maxarg= . Then 
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the duration [ ]11,qp  of the signature signal ( )101 cos)()( θωψ += nnwn  can be estimated 
as [41] 
( )
( ) *1
1
1ˆ
11ˆ
fe
s
Nkq
kp
+∆−=
+∆−=
,                                                             (3.14) 
where sk , ek  are the first energy frames satisfying thksE ε<  and thkeE ε<  during the 
count-down and the count-up, respectively, starting from the frame index pk ; thε  is the 
predetermined energy threshold. According to Eq. (3.14), the signature signal can be 
estimated as  
⎩⎨
⎧ ≤≤=
elsewhere
qnpnx
n
,0
ˆˆ),(
)(ˆ 11ψ .                                                   (3.15) 
Thereupon, the peak location 1max,nˆ  in the signature signal can also be estimated as 
[ ])(ˆmaxargˆ 1max, nn n ψ= .                                               (3.16) 
3.3 Gabor Analysis for Signature Signal Extraction 
 After extracting the signature signal, we would like to model the ultrasonic signal 
by applying the Gabor analysis. According to the Gabor analysis, any ultrasonic signal 
x(n) can be represented as a series of elementary functions, which are constructed from 
the translations and modulations of a single building block ( )ig n , such that 
, ,( ) Re ( ) ,i m i m
i m
x n c g n⎧ ⎫≈ ⎨ ⎬⎩ ⎭∑∑                                                   (3.17) 
where m, i are the time and scale parameters respectively and the elementary functions 
are given by 
0( )
, ( ) ( ) , ,
j in
i m ig n g n m e i m Z
ω θ+ +≡ − ∀ ∈ .                                   (3.18) 
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The short-time window function ( )ig n , also known as the frame function, in Eq (3.18) 
needs to be determined. Of all window shapes, the Gaussian window leads to the highest 
time-frequency resolution. Gaussian window function is optimal since it has the smallest 
time-frequency bandwidth product and it can represent the most localized element signals 
in the time-frequency packets [44]. 
A typical set of Gabor elementary functions is illustrated in Figure (3.3) below. 
The representation of a signal as a series of translation and modulation of the elementary 
functions can be clearly understood by these figures. 
 
 
Figure 3.3 Gabor’s elementary functions 
( )g t  ( )g t m− ( )g t im−
0 m im 
0 m im 
0( )( ) j tg t e ω θ+  0( )( ) j tg t m e ω θ+− 0( )( ) j tg t im e ω θ+−  
0( )( ) j itg t e ω θ+  0( )( ) j itg t m e ω θ+− )( 0)( θω +− itjeimtg  
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In the above figure, 0( ), ( ) ( )
j in
i m ig n g n m e
ω θ+≡ − are the shifted and modulated copies of a 
single building block g. Each ,i mg  has an envelope of the shape of g (only the real part of 
the functions ,i mg  is shown).  
Through empirical observations [34], we may model the short-time window 
function ( )ig n  as 
2
2 2exp , | | 2( ) ( : ) ,2
0, | | 2
i
n n k
g n g k n ik
n k
σσ
σ
⎧ ⎛ ⎞− ≤⎪ ⎜ ⎟= = ∀⎨ ⎝ ⎠⎪ >⎩
                            (3.19) 
where Rσ +∈  is the predetermined frame-size resolution, (2 1)kσ +  is the frame size of 
( : )g k n  to be estimated and k Z +∈ . According to Eqs. (3.18) and (3.19), the elementary 
functions can be written as  
0( )
, ( ) ( : ) , ,i
j n
i mg n g k n m e i m Z
ω θ+ += − ∀ ∈ .                                           (3.20) 
Thus, according to the above equations (3.17) through (3.20) and Eq. (3.2), the noise-free 
ultrasonic signal x(n) can be approximated as  
0ˆ( ) ( ) ( : )cos( ) .i i i
i
x n x n c g k n d ω θ≈ = − +∑                                        (3.21) 
3.4 Determination of Signature Signal Parameters 
As discussed in the previous section 3.3, the extracted signature signal, ˆ ( )nψ  
from Eq. (3.15) can be characterized by a parameter set { }0 1 1 1, , , ,k c dω θ . ˆ ( )nψ  is 
assumed to be a narrow-band signal. Thus, we can estimate its center frequency 0ω as  
[ ]0ˆ arg max | ( ) | ,ωω ω= Π                                                                       (3.22) 
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where ˆ( ) ( ) j n
n
n e ωω ψ∞ −
=−∞
Π = ∑ . The rest of parameters { }1 1 1, , ,k c d θ  associated with it can 
be estimated as  
{ } [ ]{ }1 1 1 1 1 0 1ˆ ˆ ˆ ˆ ˆˆ, , , arg max ( ), ( : ) cos( )k c d n c g k n dθ ρ ψ ω θ= − + ,                         (3.23) 
where [ ]
2 2
( ) ( )
( ), ( )
( ) ( )
n
n n
a n b n
a n b n
a n b n
ρ ≡
∑
∑ ∑ . 
According to the Eqs.(3.22) and (3.23), the signature signal ˆ ( )nψ can be characterized as  
1 1 1 0 1
ˆ ˆ ˆˆ ˆˆ( ) ( ) ( : )cos( )n n c g k n dψ χ ω θ≈ = − + .                                          (3.24) 
3.5 Multiridge Detection Using Normalized Cross-correlation 
Once we determine the parameters { }0 1 1 1ˆ ˆ ˆˆ ˆ, , , ,k c dω θ  associated with the 
approximated signature signal, 1( )nχ , according to the Gabor analysis described in 
Sections (3.3) and (3.4), we can estimate the peak locations inmax,ˆ , Li ,,3,2 L= , for the 
other ridges. Here both L and inmax,ˆ , Li ,,3,2 L= , are unknown. Consider a ridge 
resolution parameter maxnδ  associated with the minimum spacing between any two 
adjacent ridges such that 
1max,max,max −−< ii nnnδ , for Li ,,3,2 L= . 
According to the aforementioned characteristics in Section 3.1 (mathematical model of 
ultrasonic signals), we can apply the normalized cross-correlation function )(mγ  
between x(n) and 1( )nχ  to determine L and inmax,ˆ , Li ,,3,2 L= , such that 
1
2 2
1
( )
( )
( ) ( )
x
n n
r m
m
n x n
χγ χ
−≡ ∑ ∑  ,  L,2,1,0=m ,                                  (3.25) 
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where 
1 1
( ) ( ) ( )x
n
r m x n n mχ χ− ≡ −∑  is the cross-correlation function between the entire 
signal and the estimated signature.  
After )(mγ  is obtained, the indices m should be sorted in an order ( )L,,, 321 mmm  
such that  
)()( 1+> ll mm γγ , for L,3,2,1=l .                                              (3.26) 
If a cross-correlation coefficient threshold thς  is chosen, then a set of indices lm  can be 
formed as ( )Cmmm ,,, 21 L  where 
thlm ςγ <)( , for L,3,2,1 +++= CCCl .                                           (3.27) 
We would like to seek the subset B among the indices ( )Cmmm ,,, 21 L , which contains 
no adjacent ridges within the ridge resolution maxnδ . It can be defined as 
{ }llCllnmmlB ll ′≠=′>−≡ ′ ;,,2,1,;: max Lδ .                                   (3.28) 
Thus the number of the ridges can be estimated as  
Lˆ = )(# B ,                                                                  (3.29) 
where )(# B  is the number of the elements in the set B. Each peak location can be 
estimated as  
{ })(maxargˆ
1
2
,1
2
max, max
)(
max
)(
nxn n
m
n
mn
i
iBiB ⎥⎦
⎤⎢⎣
⎡ −++−∈
= δδ , for Li ˆ,,2,1 L= ,             (3.30) 
where B(i) is the ith element in the set B. 
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3.6 Reconstruction of the signal 
 Once the ridges of the ultrasonic signal are obtained, the signal can be 
reconstructed according to Eq. (3.21) in Section 3.3 as  
ˆ
0
1
ˆ( ) ( ) ( : )cos( )
L
i i i
i
x n x n c g k n d ω θ
=
≈ = − +∑ .                                        (3.31) 
3.7 Summarized Algorithm 
Based on the analysis and the discussion in the previous sections, we propose a 
novel blind multiridge detection algorithm here. The complete procedure is provided as 
follows: 
Step 1: Initialization 
Set the threshold values: thκ , thε , thς  and maxnδ . 
Step 2: Optimal frame-size selection: 
Vary the frame-size fN  on the dyadic scale, L,2,2,2 321=fN . For each fN , 
compute ( ))(, kEkur fN ∆  according to Eqs. (3.4), (3.10), (3.11) and (3.12). Then 
determine the optimal frame size *fN  according to Eq. (3.13). 
Step 3: Extraction of signature signal 
Set *ff NN = . Then determine the parameters 1max,11 ˆ,ˆ,ˆ nqp  associated with the 
detected signature signal )(ˆ nψ  according to Eqs. (3.14), (3.15) and (3.16). 
Step 4: Modeling of signature signal parameters using Gabor Analysis  
Using the results from the step 3, the signature signal )(ˆ nψ  is mathematically 
modeled by the Gabor frames. Determine the parameters { }0 1 1 1ˆ ˆ ˆˆ ˆ, , , ,k c dω θ  
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according to the Eqs. (3.22) and (3.23). Then the signature signal can be modeled 
as 1( )nχ  given in Eq. (3.24). 
Step 5: Construction of the normalized cross-correlation function  
Construct the normalized cross-correlation function )(mγ  between the entire 
signal x(n) and the modeled signature signal 1( )nχ  according to Eq. (3.25). 
Step 6: Determination of the number of ridges 
Form the sample index sequence ( )Cmmm ,,, 21 L  according to the sort-and-
select procedure in Eqs. (3.26) and (3.27). Remove the spurious ridges within the 
ridge resolution and construct a set B of sample indices corresponding to the true 
ridges according to Eq. (3.28). The number of the ridges can be determined as Lˆ  
according to Eq. (3.29). 
Step 7: Detection of peak locations 
Finally, the peak locations inmax,ˆ , Li ˆ,,2,1 L= , can be obtained according to Eq. 
(3.30). Thus, the number of ridges, the begin and end of the ridges is obtained 
through these 6 steps. The next process is to obtain the reconstructed signal using 
the Gabor Transform.  
Step 8: Reconstruction of the Signal  
Using the modeled signature signal 1( )nχ obtained in step 4, the ridges of the 
original signal obtained from Steps 6 and 7, the whole signal can be reconstructed 
according to the Eq. (3.31).  
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3.8 Flow Chart 
 
 
Initialize thresholds 
thκ , thε , thς  and 
maxnδ  
Start
Optimal frame size 
*
fN  using Kurtosis 
Sensitivity Constraint 
function  
No
Yes
Set *ff NN = and determine
1max,11 ˆ,ˆ,ˆ nqp  to extract the 
signature signal. 
Determine parameters 
0 1 1 1
ˆ ˆ ˆˆ ˆ{ , , , , }k c dω θ using Gabor 
analysis to model the 
signature signal 
Construct the Cross-Correlation 
function between the signal and 
the modeled signal 
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Figure 3.4 Flow chart of the Blind Multiridge Detection and Reconstruction 
algorithm for ultrasonic signals 
 
 
Determine the other Ridges 
using the cross correlation 
Calculate the peak locations 
and the start and the end of 
the Ridges. 
Reconstruct the Signal using 
the ridges obtained. 
Stop 
 43
Chapter 4:  Simulation and Results 
 
4.1 Acquiring the Ultrasonic Signals 
In our work, the ultrasonic signals are acquired from the ultrasonic imaging 
equipment as illustrated in Figure (4.1). The ultrasonic imaging equipment was 
manufactured by Physical Acoustics Corporation.  
 
 
 
Figure. 4.1   The ultrasonic imaging equipment. 
 
The experiments are conducted on a set of different particle-filled composite specimens 
which are also called particulate composites. Specimens used in this study include 
composite materials filled with solid particles with a varying volume fraction from 0 to 
50. The specimens are scanned by a pulse-echo transducer (the reflection method) at a 
frequency of 2.25 MHz [32]. These composite specimens can be very promising in 
structural aerospace applications because of their properties such as high strength to 
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weight ratio. As the percentage of the solid particles in the particulate composites change, 
the mechanical properties of the material such as structural strength also change. So, in 
this thesis, we detect the ridges and thereby try to detect the flaws (if any present) and 
also present a few applications of ridge detection in ultrasonic testing which help to study 
the mechanical behavior of the material. 
4.2 Algorithm Implementation and Results 
An ultrasonic signal waveform obtained from the ultrasonic imaging equipment 
for the particulate composite materials (with 10% volume of solid particles) is shown in 
Figure (4.2).  
 
Figure 4.2   Ultrasonic signal waveform for composite material 
filled with 10%.volume of solid particles. 
 
The above waveform shows two sets of front and back wall reflections obtained from the 
material sample where the first two peaks represent first set of front and back-wall 
reflections and the last two represent the second set. 
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The implementation of the algorithm is shown here for the composite material 
specimen filled with 10% volume of solid particles. 1E  is the energy for the first frame 
and 
pkE  is the maximum framed energy. The threshold parameters are chosen as 
follows: 01.0=thκ , 19.01.0 EE pkth +=ε , 5.0=thς , 6
ˆˆ 11
max
pq
n −=δ . The next step in 
the algorithm is to obtain the optimal frame size. 
4.2.1 Optimal Frame-size Selection 
For signature signal extraction the optimal frame-size is the one for which the 
framed energy of the signal is smooth and compact in duration. The framed energy kE  
for different frame-sizes ( 2, 16, 512f f fN N N= = = ) is compared in Figures 4.3(a), 
4.3(b) and 4.3(c), respectively.  
 
 
Figure 4.3(a). Framed energy sequence kE  with the frame-size 2=fN . 
 ( kE  is too spiky since the frame-size is too small.) 
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Figure 4.3(b). Framed energy sequence kE  with the frame-size 16fN = . 
    ( kE  appears to have a smooth and compact duration shape.) 
 
 
Figure 4.3(c). Framed energy sequence kE  with the frame-size 512=fN .  
(No ridge information can be perceived for detection since the  
         frame-size is too large.) 
 
As can be seen from the figures, a small frame-size 2=fN  leads to a spiky-shaped kE  
while a large frame-size 512=fN  leads to an overtly smoothed kE . Thus to obtain a 
smooth and compact duration kE , as discussed in Section 3.2.3, the optimal frame-size 
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(for this particular case, i.e., for the specimen filled with 10% solid particles) is * 16fN =  
and is as shown in Figure 4.3(b).  
The optimal frame size for extracting the signature signal is data dependent and is 
obtained automatically from Step 2 of the algorithm using the threshold thκ , the 
presumptive upper bound for the kurtosis sensitivity constraint function. The plot of the 
kurtosis function for the framed energy is shown in Figure (4.4). 
 
 
Figure 4.4   Kurtosis Function versus the frame size (20, 21, ..., 29) in terms of 
        window index (0, 1,... 9) 
 
The Kurtosis sensitivity function is obtained from Equation (3.13) in Section 3.2.3 
which is nothing but the fractional change (Eq. 3.13) of the kurtosis function shown in 
Figure (4.4). The optimal frame-size is determined as the one for which the Kurtosis 
sensitivity function does not fall beyond the threshold thκ  and is 16 (24) in this case. 
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The effect of the frame-size fN  on the number of detected ridges can be shown 
in Figure (4.5), which is achieved when Step 2 is skipped and our multiridge detection 
procedures in Steps 1, 3, 4, 5, 6 are completed using the nine different defaulted frame-
sizes. According to Figure (4.5), when the defaulted frame-sizes are 21 2,2=fN , many 
false alarms occur. On the other hand, when the defaulted frame-size is 92=fN , a 
couple of ridges are not detected.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5  The number of detected ridges, Lˆ , versus the frame size fN  where the 
true ridge number is L=3 and the optimal frame-size using our  algorithm is 
* 16fN = . 
 
According to Figure (4.5), the optimal frame-size should lie between 23 and 28 for the 
correct detection of ridges and hence, the optimal frame size achieved by our method 
* 16fN =  is reliable. 
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4.2.2 Signature Signal Extraction 
Once the optimal frame size is obtained, the signature signal is extracted as 
mentioned in Step 3. The extracted signature signal )(ˆ nψ  is depicted in Figure (4.6).  
 
Figure 4.6   The signature signal )(ˆ nψ . 
 
The absolute error graph is plotted by calculating the absolute error between the signature 
signal duration values obtained from the algorithm for each frame size and the observed 
values i.e.,  
Absolute Error = |Calculated – Observed| 
where Calculated = signature signal duration obtained from the algorithm  
 Observed = signature signal duration obtained manually. 
The observed signature signal durations are obtained by manually marking the start and 
end of the signature signal and taking the difference between them. 
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Figure 4.7   Absolute Error Graph 
 
Figure (4.7) shows absolute error plots for six different particulate composite material 
specimens for which we conducted the experiments and tested our algorithm. This graph 
as shown in Figure (4.7) also presents that for the frame size * 16fN =  we have the least 
error and thus can be seen that it is the appropriate frame size for these specimens. 
4.2.3 Signature Signal Modeling using Gabor Analysis 
As mentioned in the section 3.3, the extracted signature signal is mathematically 
modeled using the Gabor frames. Using Step 4 of the summarized algorithm in section 
3.7, the signature signal is characterized as the waveform shown in Figure (4.8).  
4.2.4 Determination of Ridges 
After obtaining the signature signal, the number of true ridges and their locations 
existing in the signal are obtained by following Steps 6 and 7 in the summarized 
algorithm. The peak location estimates { } Liin ˆ1max, ≤≤  are shown in Figure (4.9). 
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Figure 4.8   Simulated Signature Signal. 
 
 
 
 
Figure 4.9  The detected ridges in an ultrasonic signal for composite  
         material filled with 10%.volume of solid particles. 
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Figure (4.10) shows the peak locations for another material sample (with 30% particles 
filled). Our algorithm also detects a 5th peak in this material sample. 
 
 
 
Figure 4.10   The detected ridges in an ultrasonic signal for composite material  
    filled with 30% volume of solid particles. 
 
Tables 4.1 and 4.2 show the peak amplitude values and the peak location values, 
respectively. The peak amplitude values for each sample in Table 4.1 have been 
normalized by their corresponding Peak 1 amplitudes. By observing the values in Table 
4.1, it can be seen that as the percentage volume of the solid particles increases in the 
samples, the attenuation also increases. 
Due to the attenuation of ultrasonic signal in the samples, the amplitude of back-
wall reflection (peak 2) is lower than the front-wall reflection (peak 1). This amplitude 
further decreases as we go to the second set of backwall reflection (peak 4) thus showing 
that the samples cause attenuation. This attenuation for the sample with 50% solid  
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Table 4.1: The normalized ridge peak amplitudes for six solid particle filled samples  
Samples with 
different % of 
solid particles 
Peak 1 Peak 2 Peak 3 Peak 4 
0% 1 0.14 0.13 0.10 
10% 1 0.09 0.09 0.08 
20% 1 0.05 0.05 0.04 
30% 1 0.07 0.06 0.04 
40% 1 0.06 0.06 0.03 
50% 1 0.10 0.06 - 
 
particles is so high that the second back-wall reflection (peak 4) is not even obtained in 
the signal. It is to be noted that all material samples were not of uniform thickness and 
hence the decrease in the amplitude values is not consistent. It can be seen from Table 4.1 
that as the volume fraction increases, the intensity of the second back-wall reflection 
decreases. This can be attributed to the fact that as the number of particles in the 
particulate composites increases, the numerous reflections within the sample increase and 
thereby increases the attenuation of the ultrasonic signal. The decrease in the amplitudes 
with the increase in the percentage of solid particles can also be seen from Figure (4.2) 
and Figure (4.11) which show the waveforms obtained for the composite materials with 
10% and 40% of solid particles respectively. 
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Figure 4.11 Ultrasonic signal for composite material with 40% solid particles. 
 
As the distance between front and back-wall reflections are directly proportional to the 
thickness of the material, an estimate of the material thickness can be obtained from the 
Table 4.2. 
 
Table 4.2: The ridge location information for six solid particle filled samples 
        (in micro secs.) 
 
Location of the Peaks in the signal 
 (micro secs) 
Samples with 
different % of 
solid particles Peak 1 Peak 2 Peak 3 Peak 4 
Distance bet. 
Peak 1 & 2 
0% 3.49 10.78 11.94 19.81 7.30 
10% 1.92 8.96 10.50 18.27 7.04 
20% 1.06 7.52 9.57 17.31 6.46 
30% 1.22 8.58 9.98 17.82 7.36 
40% 2.11 8.51 11.17 19.04 6.40 
50% 1.98 8.61 11.78 - 6.62 
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Table 4.2 shows the ridge location information for the front and back wall 
reflections alone. Hence, the second ridge for 30% sample as shown in Figure (4.10), 
which is possibly a defect or a misdetection, is ignored in this table.  
In comparison, we also apply one other existing ridge detection technique for 
these material samples, and found that all ridges could not be detected using the Gabor 
transform in [11] no matter how we vary the frame sizes. The comparison between the 
two methods is illustrated in Figure (4.12). It shows the correct detection rate and false 
detection rate which are calculated based on the formula:  
Correct Detection Rate % = (CR/TR)*100 
False Detection Rate % = (FR/TR)*100 
 where TR = True number of ridges in the signal 
CR = Number of ridges correctly detected 
FR = Number of ridges falsely detected. 
The number of falsely detected ridges includes both the false and misdetection of the 
ridges. 
The plot shows that the maximum correct detection rate for a false detection rate 
of 20% is only about 50% using the method in [11], whereas for our technique it is 
around 90%. 
4.2.5 Signal Reconstruction 
The ultrasonic signal is reconstructed as in Step 8 and is shown in Figure (4.13). 
The original ultrasonic signal is shown in Figure (4.2) which very much resembles the 
reconstructed signal. 
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Figure 4.12  Comparison of Receiver Operating Curves (ROC) between our 
        method and the method in [11] 
 
 
 
Figure 4.13 Reconstructed Signal 
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The Signal-to-Approximation-Error (SAE) between the original signal and the 
reconstructed signal is calculated and the values are tabulated in Table (4.3). 
 
Table 4.3  The SAE of the ultrasonic signals in dB. 
 
Samples with different 
% of solid particles SAE in dB 
0% 7.35 
10% 11.32 
20% 10.58 
30% 9.90 
40% 10.60 
50% 8.82 
 
 
4.3 Applications 
In this section we present a few applications based on the ridge detection of our 
algorithm. The time difference between the front and the back wall ridges can be 
automatically calculated using the aforementioned algorithm. Consequently, the 
longitudinal velocities LV  of the ultrasonic waves in the particulate composites are 
calculated and compared for the six different material samples, as listed in Table 4.4. The 
longitudinal velocity LV  of the ultrasonic wave is calculated as the ratio between its 
traveling distance and time, i.e., 
L
DV
T
= , 
where D and T are the wave traveling distance or twice the measured thickness of the 
specimen, and the time difference between the front and the back wall reflections, 
respectively. The manually calculated values are obtained by dividing twice the thickness 
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of the material with the manually marked distance between the front and back wall 
reflections. 
TABLE 4.4  Comparison of ultrasonic wave velocities using manually marked and 
automatically computed time differences 
Velocities LV  of Ultrasonic Waves in Composites, m/s Samples with different % of 
solid particles Manually marked Automatically computed 
0% 2717.30 2779.20 
10% 2827.92 2866.50 
20% 3296.02 3281.73 
30% 2655.60 2690.21 
40% 3184.70 3168.75 
50% 3343.44 3324.28 
 
In most cases the difference between the manually calculated and the automatically 
detected values is less than 2%. The manual operations of marking ridges in the 
ultrasonic signals are often susceptible to human errors and rather time consuming, 
especially in the presence of small-amplitude ridges as illustrated in figure (4.10).  
The attenuation coefficient α of the material can be calculated using the 
amplitudes of the front and back wall reflections and is given by the equation: 
xe
A
A α−=
0  
where A0 and A are the front and back wall reflections respectively and x is the thickness 
of the material. The attenuation coefficient values obtained by manual calculation and by 
algorithm are listed in Table 4.5 
 
 59
TABLE 4.5  Comparison of ultrasonic wave attenuation coefficients 
Attenuation Coefficient of the Composites Samples with different % of 
solid particles Automatically computed Manually calculated 
0% 0.19 0.19 
10% 0.24 0.21 
20% 0.29 0.26 
30% 0.27 0.27 
40% 0.28 0.26 
50% 0.21 0.21 
 
Other mechanical properties can be calculated using the following equations: 
 Poisson’s ratio: ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
22
2221
L
s
L
s
V
V
V
V
v , 
Shear modulus: (in GPa), ( )62 10−= sVG ρ , 
Bulk modulus: (in Gpa), GVK L 3
42 −= ρ , 
Young’s modulus: (in Gpa) , ( ) ( )622 10)1)(21( vvVE L −−= ρ  
where Vs, VL and ρ are shear wave velocity, longitudinal wave velocity and specimen 
density respectively. Shear wave velocity can be obtained using a shear wave transducer. 
Unfortunately, our equipment does not provide this feature. Once Vs, VL and ρ are known, 
all the mechanical properties mentioned above can be determined which in turn help in 
studying the mechanical behavior of the materials. 
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Our algorithm was also tested on an adhesively bonded sample. Adhesive bonding 
is the most suitable method for joining of both metallic and non-metallic structures where 
strength, stiffness and fatigue life must be maximized at a minimum weight [44]. The 
detected ridges for this sample can be seen in Figure (4.14). 
 
Figure 4.14   The detected ridges in an ultrasonic signal for a material  
with an adhesive joint. 
 
In Figure (4.14) the ridge 1 and 3 represent the front and backwall reflections 
whereas the ridge 2 corresponds to the adhesive layer in the material sample. Due to the 
impedance mismatch between the CFRP (carbon fiber reinforced polymer composites) 
panels and the epoxy layer, an additional ridge (ridge 2) is observed which is detected by 
our algorithm.  
Hence, our automatic blind multiridge detection algorithm would be promising to 
the efficient ultrasonic NDT applications in the future.  
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Chapter 5. Summary 
 
 
In this thesis, we introduce a blind signal processing method for signature signal 
extraction, ridge detection and signal characterization using Gabor analysis without any 
need of a priori knowledge regarding the data statistics. The parameters in our blind 
detector are automatically adjusted for any given data and therefore no exhaustive offline 
model training is required in practice. Through numerous simulations, our proposed 
method provides the promising results when it is applied for ultrasonic signals in non-
destructive testing. Some important mechanical properties such as Poisson’s ratio, shear 
modulus and also the number of layers in the material sample can be automatically 
measured by a digital computer without any manual operation. Our method is crucial for 
the quality control of the material fabrication industry since the resulting signal 
characterization can lead to a wide variety of automatic mechanical property 
measurements in the near future. It can be foreseen that a novel computer tool can be 
generated using these blind signal processing techniques to automatically display the 
physical and mechanical measures, which will have broad impacts on the major industry 
in the future. 
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