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Resumen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
La bioequivalencia  es un estudio que consiste en comparar una formulación Test (nuevo 
medicamento) y una formulación Referencia (versión original) utilizando un diseño 
crossover 2x2. A cada sujeto se le administra una dosis de T y R y se les toman muestras de 
sangre con el fin de determinar la concentración de droga en el plasma. Si los promedios 
están “suficientemente cerca” las dos formulaciones se consideran bioequivalentes en promedio. 
El diseño estándar de crossover de dos períodos dos secuencias no es útil en presencia de 
efecto carryover. Además, no provee de estimadores independientes para las varianzas 
dentro de los sujetos. Para salvar estas desventajas, en la práctica, se considera el uso de 
diseños de orden mayor a dos. 
Si bien dos drogas pueden ser similares en media sobre la población de potenciales 
pacientes,  podrían producir efectos diferentes cuando un paciente cambia de la formulación 
T a la R o viceversa. En otras palabras, habría una interacción significante entre sujeto-
formulación. Para demostrar que esto no sucede habría que probar que ambas 
formulaciones cumplen la bioequivalencia individual . 
Los diseños de crossover replicados son necesarios para aproximar IBE ya que permiten la 
estimación de la varianza en el sujeto de T y R y la componente de la varianza de la 
interacción sujeto formulación. 
En el presente trabajo se presentan distintos métodos para el cálculo de bioequivalencia en 
promedio y bioequivalencia individual utilizando diseños de crossover replicados basándose 
en los  propuestos en las guías draft del 2001de la FDA.  
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The bioequivalence summary is a study which is to compare a formulation (new drug) Test 
and a reference (original version) formulation using a 2 x 2 crossover design. Each subject 
was given a dose of T and R and blood samples are taken to determine the concentration 
of drug in the plasma. If the averages are "close enough" two formulations are Bioequivalent 
on average (ABE). 
Standard two period crossover design two sequences is not useful in the presence of 
carryover effect. In addition, not provides of estimators independent for the variances 
within the subject. To save these disadvantages, in practice, is considered the use of order 
greater than two designs. Although two drugs can be similar in half on the population of 
potential patients, could produce effects different when a patient changes of the formulation 
T to the R or vice versa. In other words, would have a meaningful interaction between 
subject-formulation. To demonstrate that this does not happen, it would have to prove that 
both formulations to meet individual bioequivalence.  
Them designs of crossover replicated are necessary for approach IBE since allow the 
estimation of the variance in the subject of T and R and the component of the variance of 
the interaction subject formulation. This paper presents various methods for the calculation 
of bioequivalence on average and Individual bioequivalence using replicated crossover 
designs based on the proposed draft of the 2001de guidelines the FDA. 
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INTRODUCCIÓN 
 
El desarrollo de un medicamento se divide en dos etapas. La etapa preclínica, en la que se identifica 
una droga o molécula relacionada con cierta patología, se desarrolla y se verifica su interacción 
con el sitio de interés donde se busca que actúe. La etapa clínica se divide en fases: Fase I 
(seguridad), Fase II (eficacia), Fase III (eficacia comparativa) y Fase IV (farmacoviligancia). 
En Argentina, si bien se realizan estudios para las cuatro fases de análisis clínicos, la mayoría de 
los recursos de investigación y desarrollo se destinan a la Fase III, que se focaliza en ensayos sobre 
pacientes sobre la seguridad y eficacia de los medicamentos1.  
En esta etapa la regulación actual acepta para la evaluación de un medicamento el criterio de 
bioequivalencia en promedio (ABE)2  el cual sólo prueba la bioequivalencia en medias. Pero esa 
métrica no controla las varianzas de ambas formulaciones y no tiene en cuenta una posible 
interacción sujeto–formulación. Por lo tanto, la FDA (Food and Drug Administration) propone 
el uso de diseños replicados. 
En la primera sección de este trabajo se realizará una descripción de los modelos de diseños 
replicados para, en la segunda sección, aplicar esta metodología en la evaluación de bioequivalencia 
en promedio  En la tercera sección se presentarán los procedimientos para el cálculo de 
bioequivalencia individual (IBE)3, los cuales se aplicarán a datos de la bibliografía. 
Finalmente se realizará una comparación de ambos métodos y se concluirá en término de los 
resultados obtenidos. 
 
1. ¿QUÉ ES UN DISEÑO REPLICADO? 
 
Un diseño de crossover de orden mayor a dos se define como un diseño donde el número de 
períodos es mayor a dos o bien el número de secuencias es mayor que el número de tratamientos 
que se comparan. 
El diseño estándar de crossover de dos períodos dos secuencias no es útil en presencia de efecto 
carryover. Además, no provee de estimadores independientes para las varianzas dentro de los 
sujetos (within subject variance). Para salvar estas desventajas, en la práctica, se considera el uso de 
diseños de orden mayor a dos. 
                                                             
1 Para profundizar sobre la evolución de la industria farmacéutica y la producción de medicamentos en nuestro país 
ver Bianco (2015). 
2 ABE: average bioequivalence 
3 IBE: individual bioequivalence 
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Un rasgo de este tipo de diseño es que no es necesario asumir que los efectos del sujeto son 
variables aleatorias con el fin de testear la diferencia entre los efectos carryover. Aunque al 
principio se puede cubrir la información directa del tratamiento desde la variación entre sujetos, 
es sumamente difícil probar que vale la pena, debido a las diferencias entre sujetos típicas de las 
pruebas crossover. 
Consecuentemente, con el fin de comparar diseños se asume que los efectos de los sujetos son 
fijos y que los errores dentro de los sujetos  (within subject errors) son independientes con media 
cero y varianza 
2 . 
Otro punto importante es la forma en que los efectos pueden ser estimados mediante los 
contrastes dentro de los sujetos. Con el fin de hacer esto primero se debe determinar cuántos 
grados de libertad están disponibles y luego determinar los contrastes que están asociados a esos 
grados de libertad. 
Si un diseño tiene s secuencias y p períodos, entonces hay ps   medias de períodos. Por lo tanto, 
hay )1(  ps  grados de libertad entre estas medias, los cuales pueden dividirse en  )1( s  entre 
grupos, )1( p  entre períodos y )1()1(  ps  para los efectos de la interacción grupo por 
período. Este último grupo contiene los grados de libertad asociados a los efectos de mayor 
interés. Aunque este conjunto de grados de libertad puede ser particionado de distintas formas, 
siempre tendremos en cuenta estos tres conjuntos básicos: (a) el efecto directo de los tratamientos, 
(b) la interacción directa del período y los efectos carryover, (c) otros efectos que no son de interés 
directo asociados con la interacción grupos y períodos. 
En algunos diseños los efectos asociados con los grados de libertad en (b) pueden ser divididos 
en otros efectos, y por lo tanto se deberá elegir qué términos deberán incluirse en el modelo. 
En resumen, se deben identificar los grados de libertad que están asociados a los efectos de interés 
y luego formular un modelo que particione estos grados de libertad. 
 
El diseño de crossover replicado puede ser usado independientemente de la aproximación 
seleccionada para establecer bioequivalencia. Estos diseños son necesarios para aproximar IBE ya 
que permiten la estimación de la varianza en el sujeto de T y R y la componente de la varianza de 
la interacción sujeto formulación. 
 
En el Cuadro 1 se presenta el diseño de cuatro períodos dos secuencias dos formulaciones  
recomendado para estudios de bioequivalencia replicados. 
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Cuadro 1 
   Período   
  1 2 3 4 
Secuencia 1 T R T R 
 2 R T R T 
Fuente: FDA Guidance (2001). 
 
Para este diseño el mismo conjunto de T y R debe ser usado para la administración replicada. 
Cada período debe ser separado por un adecuado período de lavado. 
Los efectos fijos que usualmente se incluyen en un análisis estadístico son secuencia, período y 
tratamiento (formulación). El número de grados de libertad atribuible a cada efecto fijo es 
generalmente igual al número de niveles del efecto menos uno. Por eso, en el caso del diseño de 
dos secuencias cuatro períodos habrá un grado de libertad para la secuencia (2-1), tres grados de 
libertad para el período (4-1) y un grado de libertad para el tratamiento (2-1) dando un total de 
cinco grados de libertad para el total de los efectos fijos (1+3+1). Estos 5 grados de libertad 
difieren de los 7 grados de libertad que tiene el modelo, por lo tanto se dice que es no saturado. 
Para lograr un modelo saturado se podría agregar a los tres efectos fijos principales (secuencia, 
período y tratamiento), por ejemplo, el efecto de la interacción secuencia-tratamiento y el efecto 
de la interacción secuencia-período. 
Si el diseño de crossover replicado sólo tiene dos secuencias, el uso de los tres efectos principales 
en el modelo de efectos fijos o el uso del modelo saturado, prácticamente no tienen diferencia. 
En el Cuadro 2 se presenta el modelo de cuatro períodos dos formulaciones cuatro secuencias. 
Cuadro 2 
   Período   
  1 2 3 4 
Secuencia 1 T R R T 
 2 R T T R 
 3 T T R R 
 4 R R T T 
Fuente: FDA Guidance (2001). 
 
Si el diseño de crossover replicado contiene más de dos secuencias, el modelo de efectos fijos 
generalmente produce una estimación diferente de RT    con respecto al modelo saturado, a 
menos que el número de sujetos en cada secuencia sea el mismo. Además, la estimación de la 
varianza por el método de los momentos es eficiente sólo para el modelo saturado mientras que 
para el modelo de efectos fijos el estimador más eficiente debería incluir en el modelo alguna 
componente entre secuencias, complicando el modelo. 
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Por eso el uso de diseños con sólo dos secuencias minimiza o evita ciertas ambigüedades con 
respecto al método de estimación de la varianza elegido o al modelo de efectos fijos que se 
considere. 
La única razón para usar un modelo replicado de cuatro secuencias cuatro períodos es que se 
piense que es el óptimo si se incluye el efecto carryover. 
Se considera el siguiente modelo estadístico, el cual corresponde a un diseño de 4 períodos con 
igual número de replicaciones de T y R en cada secuencia s. Se asume que los efectos carryover 
están ausentes (la respuesta a una formulación administrada en un período particular del diseño 
no está afectada por la formulación administrada en períodos anteriores) o bien son iguales para 
cada formulación (se consideran dentro del efecto del período). 
ijklijkiklkijklY    
si ,,1      secuencia 
inj ,,1   sujeto de la secuencia i 
RTk ,    formulación 
2,1l    replicación de la formulación  k en la secuencia i 
 
ijklY  respuesta en la secuencia i del sujeto j con la formulación k en la replicación l. 
k  media de la formulación  k 
ikl   efecto fijo en la secuencia i de la formulación k en la replicación l (efecto fijo de la formulación) 
ijk efecto aleatorio en la secuencia i del sujeto j con la formulación  k  (random subject effect) 
ijkl error aleatorio en la secuencia i del sujeto j con la formulación  k en la replicación l (withing 
subject random error) 
ijk  y ijkl  son mutuamente independientes. 
ijkl  son independientes e idénticamente distribuidas 
)N(0,~ 2Wkijkl   
2Wk  varianza dentro del sujeto para la formulación k (within subject variance) 











ijTT
ijRR
ijm 

 son independientes y tienen distribución 






















2
2
;~
BTBRBT
BRBTBR
T
R
ij Nm




 
Es decir, 
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2)( BRijRVar     
2)( BTijTVar    RTBTRBRBTijTijR wCov   ),(  
2Bk  varianza entre sujetos para la formulación k (between subject  variance) 
Bajo este modelo,  
2)( DijRijTVar      donde 
2
D  es la varianza interacción sujeto 
formulación (subject by formulation interaction variance) 
Para evitar la sobreparametrización se aplica la siguiente restricción: 
0
1
2
1

 
s
i l
ikl  
Este modelo se puede resolver utilizando el Modelo Lineal Generalizado (correspondiente a la 
aproximación por el método de los momentos), máxima verosimilitud o máxima verosimilitud 
restringida. 
 
 
2. BIOEQUIVALENCIA EN PROMEDIO EN DISEÑOS REPLICADOS 
2.1 Procedimientos inferenciales para ABE en diseños replicados 
 
La regla de decisión para determinar bioequivalencia en promedio para diseños replicados es igual 
a la de un diseño crossover de dos períodos. 
Sean T  y  R  las medias poblacionales de concentración plasmática máxima ( maxC ) o bien 
del área bajo la curva de concentración plasmática (AUC) cuando los sujetos son tratados con T 
y R respectivamente. 
El clásico intervalo de %100)21(    de confianza para RT    se obtiene de la siguiente 
forma 
)ˆˆ(ˆˆˆ ;1 RTglRT arVtL                                                (1) 
)ˆˆ(ˆˆˆ ;1 RTglRT arVtU     donde gl  son los grados de libertad de una variable 
aleatoria con distribución t  de Student  (observemos que si  gltT  ~  entonces   )( ;gltTP ). 
Este intervalo puede ser convertido en un intervalo de %100)21(    de confianza para 
R
T


dividiendo por Rˆ  (considerando a Rˆ  como la verdadera media de la referencia). Por lo tanto: 
%1001
ˆ
1
2 






R
L
L

                                                         (2) 
%1001
ˆ
1
2 






R
U
U

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Luego, se concluye que existe bioequivalencia en promedio si se satisface ( RL  2,0 ; 
RU  2,0  ; %80L  ; %120U ): 
),(),( 11 ULUL    o bien  ),(),( 22 ULUL                  (3) 
Schuirman (1981, 1987) introdujo el uso de test de hipótesis para establecer bioequivalencia, 
siendo las hipótesis a testear: 
URTLRTH         o:0    URTLH  :1  
donde RL  2,0   y  RU  2,0  
Este test puede ser descompuesto en dos tests de una cola (TOST: two one – sided tests): 
LRTH  :10    RTLH  :11                 (4) 
URTH  :20         RTUH  :21  
Bajo la hipótesis de normalidad de las variables, se rechazan las hipótesis nulas si: 
gl
RT
LRT
L t
arV
T ;
)ˆˆ(ˆ
ˆˆ






   y gl
RT
URT
U t
arV
T ;
)ˆˆ(ˆ
ˆˆ






   (5) 
Se establece bioequivalencia en promedio sí y sólo si se rechazan ambas hipótesis nulas con un 
nivel de significación  . 
Si los datos están transformados, es decir, si T  y  R  son las medias poblacionales del 
)ln(AUC (o bien, max)ln(C ) cuando los sujetos son tratados con T y R respectivamente, ABE 
se demuestra si el intervalo del %100)21(    de confianza para RT    dado en (1) se 
encuentra dentro de los límites de aceptación de 2231,0)25,1ln(   y  2231,0)25,1ln(   
(FDA Guidance, 1992, 2001, 2003), conocida como la regla del %20 . 
Al aplicar la función exponencial, es decir, en la escala natural, ABE se demuestra si  hay suficiente 
evidencia para asegurar: 
25,1)exp(80,0  RT                    (6) 
En efecto, si se consideran a T
~  y R
~  como las medias poblacionales de los datos sin 
transformar, se obtiene: 
)25,1ln()25,1ln(  RT   
)25,1ln(~ln~ln)25,1ln(  RT   
)25,1ln(~
~
ln)25,1ln( 






R
T


 
   )25,1ln(exp~
~
lnexp)25,1ln(exp 












R
T


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25,1~
~
80,0 
R
T


                                                         (7) 
Se observa que la simetría del intervalo de confianza es en la escala logarítmica y no en la escala 
natural. 
Cuando se utilizan datos transformados por logaritmo, las hipótesis a testear para TOST son: 
 
25,1ln:
10
 RTH     RTH   25,1ln:11    (8) 
25,1ln:
20
 RTH     RTH  25,1ln:21  
2. 2  Métodos de estimación de ABE para diseños replicados 
 
En esta sección se presentarán distintos procedimientos de estimación. Primero se desarrollará el 
método que Chow y Liu proponen en su libro Design and Analysis of Bioavailability and Bioequivalence 
Studies (1992) en el que se asume que la varianza sujeto–formulación es nula. Luego, se presentará 
el método de los momentos el cual provee de estimadores insesgados e independientes de la diferencia 
de medias ( RT   ) y de la varianza (
2
22
22 WRWT
DI



 ). Finalmente, se discutirá 
el método de aproximación asintótica basado en los estimadores de máxima verosimilitud restringida 
(REML)4. Este método permite encontrar estimadores de cada uno de los componentes de la 
varianza. 
A continuación se enuncian las notaciones y definiciones que se usarán en las siguientes secciones 
para el cálculo de los estimadores y sus varianzas. 
Recordar que s representa la cantidad de secuencias, in  el número de sujetos en la secuencia i y 
snsn
s
i
i 





 
1
 
 
21
2
1
ijTijTijT YYY       21
2
1
ijRijRijR YYY   
 


 
 






ii n
j
ijk
i
n
j l
ijkl
i
ki Y
n
Y
n
Y
11
2
1
1
2
11
 
  ijRijTij YYI     

 
in
j
ij
i
i I
n
I
1
1
 
21 ijTijTij YYT      

 
in
j
ij
i
i T
n
T
1
1
 
                                                             
4 REML: Restricted maximum likelihood 
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21 ijRijRij YYR      

 
in
j
ij
i
i R
n
R
1
1
 



s
i
kik Y
s 1
1
ˆ   RTk ,                                           (9) 
 
 







s
i
n
j
ij
i
RT
i
I
ns 1 1
11
ˆˆˆ                                           (10) 
 
 



s
i
n
j
iijII
i
II
sn
M
1 1
22 1ˆ                                           (11) 
 
 



s
i
n
j
iijWTT
i
TT
sn
M
1 1
22
)(2
1
ˆ                             (12) 
 
 



s
i
n
j
iijWRR
i
RR
sn
M
1 1
22
)(2
1
ˆ                              (13) 
Se demuestra que los estimadores ˆ , IM , TM  y RM  de RT   , 
2
22
22 WRWT
DI



 , 2WT  y 
2
WR  , respectivamente, son insesgados e independientes 
(Patterson and Jones, 2002). En efecto, ˆ  y IM  son independientes basado en resultados de 
Fisher (1925) y Student (1908). Por otro lado, como TM  y RM  provienen de observaciones 
normales multivariadas independientes, bajo el modelo propuesto también son independientes. 
Además (Chinchilli and Esinhart, 1996): 








 

s
i i
I
RT
ns
N
1
2
2
1
;~ˆˆˆ

  
sn
σ
M snIII

 
22
2 ~ˆ

  
sn
σ
M snWTWTT

 
22
2 ~ˆ

  
sn
σ
M snWRWRR

 
22
2 ~ˆ

  
Consecuentemente ˆ  es un estimador insesgado de  RT    (Vonesh and Chinchilli, 
1997). Si definimos 
222
WRWT     y  


s
i ins
r
1
2
2 11
,  entonces: 
RTE  )
ˆ(  
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






2
)ˆ(
2
2222  DI rrVar                   (14) 
Si el diseño es de dos secuencias y cuatro períodos entonces 






21
2 11
4
1
nn
r  y si el diseño es 
de cuatro secuencias y cuatro períodos entonces 






4321
2 1111
16
1
nnnn
r  
 
Se observa que replicar las mediciones en cada sujeto reduce el error en un factor igual al número 
de replicaciones. Por ejemplo, en un diseño de crossover de dos  períodos la varianza de la media 
de cada una de las formulaciones es 
22
WiBi    ( RTi , ) donde 
2
Bi  es la varianza entre sujetos 
y 
2
Wi  es la varianza dentro del sujeto (error). En un diseño replicado, la varianza de la media de 
cada una de las formulaciones es 
2
2
2 Wi
Bi

  . Por esa razón, cuando se está frente a una gran 
variabilidad dentro de los sujetos, el diseño replicado provee una estimación más precisa de la 
verdadera respuesta individual. Para un producto de baja variabilidad, replicar no influye en la 
precisión; pero si el producto es altamente variable, un diseño con replicaciones restringe el rango 
donde la respuesta media individual varía. 
 
i) Método de Chow y Liu 
 
Shein Chung Chow y Jen Pei Liu (1992) proponen métodos para testear ABE en diseños 
replicados considerando que la varianza sujeto–formulación es nula ( 02 D ). 
Si un sujeto no recibió alguna de las dosis R o T en alguno de los períodos (incomplete data) se 
excluye del estudio. 
Se considerará el modelo planteado en la sección anterior donde los efectos carryover están 
ausentes. 
Si se asume igualdad de varianzas (
222
eWRWT   ), se considera 
2ˆ
e  como el error cuadrático 
medio al realizar el análisis de la varianza del  modelo planteado. 
Para obtener el estimador de la varianza, en (14) se reemplaza 
2  por 22 ˆ2ˆ e  . Este 
estimador tiene  43
1








s
i
in  grados de libertad. 
Si el diseño es de dos secuencias y cuatro períodos, 
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2
21
2
21
22 ˆ
11
4
1
2
ˆ211
4
1
ˆ)ˆ(ˆ e
e
nnnn
rarV 

 











                              (15) 
con 4)(3 21  nn  grados de libertad asociados 
Si el diseño es de cuatro secuencias y cuatro períodos, 
2
4321
2
4321
22 ˆ
1111
16
1
2
ˆ21111
16
1
ˆ)ˆ(ˆ e
e
nnnnnnnn
rarV 

 











           (16) 
con 4)(3 4321  nnnn  grados de libertad asociados. 
Reemplazando (10) y (15) (o (16) de acuerdo al diseño que se utilice) en (1), se concluye que los 
límites del intervalo de %100)21(    de confianza para RT    están dados por: 
22
;1
ˆˆˆ
eglRT rtL                                                          (17) 
22
;1
ˆˆˆ
eglRT rtU    
Si la hipótesis de igualdad de varianzas se rechaza, entonces para obtener un estimador de la 
varianza, la expresión de 
2  en (14) debe ser reemplazada  (Chow y Liu, 1992; Wang y Hwang, 
2000) por la suma de TM  y RM , definidos en (10) y (13) respectivamente, que son los 
estimadores de 
2
WT  y 
2
WR : 
    
 
 


s
i
n
j
iijiijRT
i
RRTT
sn
MM
1 1
222
)(2
1
ˆ                                       (18) 
En este caso los grados de libertad asociados son 













sn
s
i
i
1
2  
 
Reemplazando (10) y  (18) en (1), se concluye que los límites del intervalo de %100)21(    
de confianza para RT    están dados por: 





 

2
ˆˆ 2
;1
RT
glRT
MM
rtL                                           (19) 





 

2
ˆˆ 2
;1
RT
glRT
MM
rtU   
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ii) Método de los momentos 
 
Este método permite obtener estimadores insesgados de las componentes del modelo: diferencia 
de medias y la suma de varianzas de la varianza de la diferencia de medias. Además, tiene en cuenta 
la varianza de la interacción sujeto formulación. (Patterson and Jones, 2002b). 
Si un sujeto no recibió alguna de las dosis R o T en alguno de los períodos (incomplete data) no se 
incluye en el estudio. 
Se puede demostrar (Vonesh and Chinchilli, Chapter 4, 1997): 





 





 

22
2)ˆˆ(
22
22
22
222 WRWT
D
WRWT
BRBTBRBTRT rrVar



  
Por lo tanto, para obtener un estimador de la varianza, se reemplaza en la expresión anterior 
2
22
22 WRWT
DI



  por su estimador IM , definido en (11). 
Se concluye que los límites del intervalo de %100)21(    de confianza para RT    están 
dados por: InRT MrtL I
2
;1
ˆˆ
                                 (20) 
InRT MrtU I
2
;1
ˆˆ
   
iii) Aproximación asintótica 
 
Este método permite calcular una aproximación asintótica de la media y la varianza. Se presentan 
los resultados basados en la teoría de una aproximación normal utilizando máxima verosimilitud 
restringida (Patterson and Jones, 2002b; Jones and Kenwards, 2003). 
Las estimaciones por el método de máxima verosimilitud restringida pueden ser calculadas por 
diversos paquetes de software. Si el conjunto de datos es balanceado y completo, los estimadores 
de las componentes de la varianza y el estimador de los efectos fijos son insesgados. 
El mayor interés en la práctica de este método es obtener estimaciones en conjuntos de datos 
incompletos. Los estimadores obtenidos al utilizar REML en conjuntos de datos incompletos, son 
independientes y asintóticamente insesgados para los parámetros de interés (Milliken and 
Johnson, 1992). 
Se obtienen los siguientes estimadores: 
2ˆ
BT , 
2ˆ
BR , 
2ˆ
WT , 
2ˆ
WT  y RTˆ  los cuales están 
normalmente distribuidos en el límite con matriz de varianza–covarianza apropiada al modelo 
planteado. 
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Se concluye que los límites del intervalo de %100)21(    de confianza asintótico para 
RT    están dados por: 
)ˆˆ(ˆˆˆ1 RTRT arVzU     
)ˆˆ(ˆˆˆ1 RTRT arVzL     
 
Se debe notar que la estimación de la varianza no está bien caracterizada en ejemplos de pocos 
individuos. En muchas situaciones de bioequivalencia en promedio, sin embargo, el tamaño de la 
muestra es menor a 30, con lo cual el procedimiento asintótico se vuelve cuestionable. En 
Patterson and Jones (2002) sugieren (basándose en Kenward and Jones (1997)) que en situaciones 
donde el tamaño de la muestra sea pequeño, se utilice el mismo intervalo de confianza pero con 
una aproximación con t de Student. 
 
2.3 Aplicación a datos experimentales 
 
Ejemplo 1:  
En este ejemplo se comparan dos tabletas genéricas de furosemide: Lasix (test) y Furix (referencia) 
con un diseño de dos secuencias  cuatro períodos (TRTR / RTRT). 
El intervalo del 90% de confianza que se considera en Cuadro 3 corresponde a 
R
T


 en la escala 
natural. 
Cuadro 3 
Método 
RT  ˆˆ
ˆ 
 
)ˆ(Var  Grados de   
libertad 
              IC 90% 
Chow – Liu 
22
WRWT    
   -0,019   0,1025      20 )25,1;80,0()17,1;82,0( 
 
Chow – Liu 
22
WRWT    
   -0,019   0,0072      12 )25,1;80,0()14,1;84,0( 
 
Método de los 
Momentos 
   -0,019   0,0165        6 )25,1;80,0()26,1;76,0( 
 
Fuente: Elaboración propia basado en datos de la literatura (transformados mediante logaritmo natural) 
correspondientes a Ekbohm, G. y Melander, H. (1989) “The subject by formulation interaction as a criterion of 
interchangeability of drugs”. Biometrics, 45, 1249 – 1254. 
 
El intervalo del 90% de confianza para 
R
T

  en la escala natural utilizando aproximación asintótica  
es )26,1;76,0( . Como no está contenido dentro de los límites 8,0  y 25,1  no se puede considerar 
que T sea bioequivalente en promedio a R. 
Casparri, et al/Revista de Investigación en Modelos Financieros – Año 5 Vol. 2 (2016-II). 1-28 
15 
 
Ejemplo 2:  
El estudio compara las tabletas (test) y las cápsulas (referencia) de una prodroga de olsalazine con 
un diseño de dos secuencias y cuatro períodos (TRRT / RTTR). Se presenta un dato faltante en 
el sujeto 5. 
El intervalo del 90% de confianza que se considera en el Cuadro 4 corresponde a 
R
T

  en la escala 
natural. 
Cuadro 4 
Método 
RT  ˆˆ
ˆ 
 
)ˆ(Var  Grados de 
libertad 
         IC 90% 
Chow – Liu 
22
WRWT    
   0,169   0,0106     23 )25,1;80,0()41,1;99,0( 
 
Chow – Liu 
22
WRWT    
   0,169   0,0137     14 )25,1;80,0()45,1;96,0( 
 
Método de los 
Momentos 
   0,169   0,0042     7 )25,1;80,0()34,1;05,1( 
 
Fuente: Elaboración propia basada en datos de la literatura (transformados mediante logaritmo natural)  
correspondientes a  Ryde, M.; Huitfeldt, B.; Pettersson, R. (1991) Relative bioavailability of Olsalazine from tables and 
capsules: a drug targeted for local effect in the colon. Biopharm & Drug Disposition, 12, 233-246. 
 
El intervalo del 90% de confianza para 
R
T

  en la escala natural utilizando aproximación asintótica 
sin incluir el sujeto 5 es )34,1;05,1( . Como no está contenido dentro de los límites 8,0  y 25,1  no 
se puede considerar que T sea bioequivalente en promedio a R. 
 
El intervalo del 90% de confianza para 
R
T

  en la escala natural utilizando aproximación asintótica  
incluyendo en el estudio al sujeto 5 es )32,1;04,1( . Como no está contenido dentro de los límites 
8,0  y 25,1  no se puede considerar que T sea bioequivalente en promedio a R. 
 
Ejemplo 3:  
El estudio compara una formulación test con la formulación de referencia de Verapamil con un 
diseño de cuatro secuencias  y cuatro períodos (TRTR / RTRT / TRRT / RTTR). 
El intervalo del 90% de confianza que se considera en el Cuadro 5 corresponde a 
R
T

  en la escala 
natural. 
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Cuadro 5 
Método 
RT  ˆˆ
ˆ 
 
)ˆ(Var  Grados de 
libertad 
          IC 90% 
Chow – Liu 
22
WRWT    
   -0,02   0,0043     65 )25,1;80,0()09,1;88,0( 
 
Chow – Liu 
22
WRWT    
   -0,02   0,0044     38 )25,1;80,0()1,1;88,0(   
Método de los 
Momentos 
   -0,02   0,0026     19 )25,1;80,0()07,1;90,0( 
 
Fuente: Elaboración propia basado en datos de la literatura (transformados mediante logaritmo natural)  
correspondientes a  Esinhart, J.D.; Chinchilli, V.M. (1994) Extension to the use of tolerance intervals for the 
assessment of individual bioequivalence. Journal of Biopharmaceutical Statistics, 4, 39-52. 
 
El intervalo del 90% de confianza para 
R
T

  en la escala natural utilizando aproximación asintótica  
es )07,1;90,0( . Como está contenido dentro de los límites 8,0  y 25,1  se puede considerar que T 
es bioequivalente en promedio a R. 
 
3. BIOEQUIVALENCIA INDIVIDUAL 
 
3.1 ¿Qué es la bioequivalencia individual? 
 
Según Anderson y Hauck (1990) se declara bioequivalecia individual entre dos formulaciones test y 
referencia si la biodisponibilidad de la formulación test está “suficientemente cerca” de la 
biodisponibilidad de la formulación referencia en la mayoría de los individuos. 
Hacia principios de los 90, los métodos para evaluar bioequivalencia individual estaban 
desarrollados desde dos aproximaciones. Una primera aproximación estaba referida a los métodos 
de intervalos de tolerancia que son los criterios basados en probabilidades. Estos métodos trabajaban  
con cocientes (o  diferencias)  individuales. Una aproximación totalmente diferente para evaluar 
bioequivalencia individual se propuso en presencia de diseños de crossover  replicados.  Estos 
métodos se basaban en un concepto sumamente simple: la diferencia entre las formulaciones test 
y referencia debían estar cercanas a las diferencias entre dos respuestas de la formulación 
referencia. Anderson (1993) denominó esta aproximación  estadísticos derivados (derived statistics) ya 
que son funciones de distribución subyacente de los parámetros y no trabaja directamente con los 
cocientes individuales de las medidas de biodisponibilidad. Tienen además la ventaja de tratar 
directamente con el interés de la FDA de encontrar métodos que tengan explícitamente en cuenta 
la varianza dentro del sujeto con la formulación referencia. Con estos modelos es difícil demostrar 
bioequivalencia si la formulación referencia es muy variable. 
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3.2 Métrica y procedimientos inferenciales para IBE 
 
La bioequivalencia individual (IBE) es un criterio para decidir si un paciente que está siendo 
tratado con la droga R puede cambiar a la droga T. Este criterio tiene en cuenta la variabilidad del 
sujeto (withing subject variability) y la interacción sujeto–formulación (subject by formulation interaction) 
(FDA Guidance, 1997, 1999b, 2000, 2001). 
Se necesitan las siguientes notaciones adicionales: 
2WT varianza dentro del sujeto (withing subject variance) con la formulación T 
2WR varianza dentro del  sujeto (withing subject variance) con la formulación R 
2BT varianza entre sujetos (between subject variance) para la droga T 
2BR varianza entre sujetos (between subject variance) para la droga R 
2D varianza interacción sujeto–formulación (subject by formulation interaction variance) 
 correlación entre sujetos de T y R 
BRBTBRBTD  2
222   
T media de T 
R media de R 
RT    
A partir de ahora se considerarán los datos transformados por logaritmo natural (es decir, 
)ln(AUC ) 
Para evaluar IBE  se utiliza la siguiente métrica agregada (FDA Guidance, 1997) 
 04,0;max
)(
2
2222
WR
DWRWTRT




                                          (21) 
Esta métrica permite testear: 
IH  )0     IH  )1                  (22) 
 Si 04,02 WR , se observa que: 
  2
2222
2
2222
04,0;max
)(
WR
DWRWT
WR
DWRWTRT








  
Luego: 
I
WR
DWRWT 




2
2222
 
22222
WRIDWRWT    
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0)1( 2222  WRIDWT   
Definiendo: 
2222 )1( WRIDWTIBE                                             (23) 
las hipótesis (22) quedan: 
0)0 IBEH      0)1 IBEH                    (24) 
 Si 04,02 WR , se observa que 
  04,004,0;max
)( 2222
2
2222
DWRWT
WR
DWRWTRT 






               (25) 
 
Luego: 
I
DWRWT 



04,0
2222
 
04,02222 IDWRWT    
004,02222  IDWRWT   
Definiendo: 
04,02222 IDWRWTCIBE                                            (26) 
las hipótesis (22) quedan: 
0)0 CIBEH      0)1 CIBEH                    (27) 
A la métrica dividida por 
2
WR  se la llama escala de referencia y a la que está dividida por 0,04, escala 
constante. 
El valor de I  en 0H  es un valor igual a 2,49 (FDA Guidance, 2000). En la métrica a escala 
constante, si se asume que la diferencia de medias es )25,1ln( , la interacción sujeto– formulación 
es 0,03 y la diferencia entre las varianzas dentro del sujeto para las formulaciones T y R es 0,02, 
se obtiene: 
49,2
04,0
03,002,0)25,1ln(
04,0
2222




 DWRWTI

                (28) 
Para demostrar IBE la cota superior del intervalo de 90% de confianza para la métrica agregada 
(21) debe ser menor a 2,49. 
Con el fin de establecer si se usa escala de referencia o escala constante, previamente se realiza el 
siguiente test: 
04,0) 20
2
0 WRH    04,0)
2
0
2
1 WRH  
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Rechazo 0H  si 04,0
)(
;1


 sn
R snM

 
En general, Patterson y Jones (2002b) proponen usar escala de referencia si 04,0ˆ 2 WR  y escala 
constante en caso contrario. 
 
3.2 Métodos de estimación de IBE 
 
i) Método de los momentos 
 
Este método está propuesto por la FDA en la guía del 2001 y 2003 y se basa en Chinchilli (1996) 
y Chinchilli and Esinhart (1996), permite obtener estimadores insesgados de las componentes del 
modelo: diferencia de medias, suma de varianzas del numerador y la varianza dentro del  sujeto 
con la formulación R. La varianza entre sujetos no se estima. El problema de este método es que 
es potencialmente sensible al sesgo producido por datos faltantes (Patterson and Jones, 2002). 
Hyslop, Hsuan y Holder (2000) consideraron la siguiente descomposición de las métricas (23) y 
(26): 
22222 5,15,0 WRIWRWTIIBE                                            (29) 
IWRWTICIBE  04,05,15,0
2222                                          (30) 
2
22
22 WRWT
DI



  
La razón de esta descomposición es que se pueden obtener estimadores insesgados e 
independientes ˆ , IM , TM  y RM  de RT   , 
2
22
22 WRWT
DI



 , 2WT  y 
2
WR  respectivamente (Patterson, 2001a, 2001b). 
A continuación se enuncian las notaciones y definiciones que se usarán en esta sección para el 
cálculo de los estimadores y sus varianzas. 
Recordar que s representa la cantidad de secuencias, in  el número de sujetos en la secuencia i y 
snsn
s
i
i 





 
1
 
 
21
2
1
ijTijTijT YYY    21
2
1
ijRijRijR YYY     


 
 






ii n
j
ijk
i
n
j l
ijkl
i
ki Y
n
Y
n
Y
11
2
1
1
2
11
 
  ijRijTij YYI     

 
in
j
ij
i
i I
n
I
1
1
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21 ijTijTij YYT      

 
in
j
ij
i
i T
n
T
1
1
 
21 ijRijRij YYR      

 
in
j
ij
i
i R
n
R
1
1
 



s
i
kik Y
s 1
1
ˆ   RTk ,                                                      (31) 
 
 







s
i
n
j
ij
i
RT
i
I
ns 1 1
11
ˆˆˆ                                            (32) 
 
 



s
i
n
j
iijII
i
II
sn
M
1 1
22 1ˆ                                           (33) 
 
 



s
i
n
j
iijWTT
i
TT
sn
M
1 1
22
)(2
1
ˆ                              (34) 
 
 



s
i
n
j
iijWRR
i
RR
sn
M
1 1
22
)(2
1
ˆ                              (35) 
 
Las métricas linealizadas IBE  y CIBE  dadas en (29) y (30) pueden ser estimadas de la siguiente 
forma (FDA Guidance, 1999a, 1999b, 2000, 2001): 
RITIIBE MMM )5,1(5,0
ˆˆ 2    
IRTICIBE MMM  04,05,15,0
ˆˆ 2   
 
La guía de la FDA del 2001 adopta el método de Hyslop, Hsuan y Holder (2000) para construir 
la cota superior del intervalo de confianza para demostrar IBE. Este método, basado en los 
resultados de Howe (1974), Graybill and Wang (1980), y Ting, Burdick, Graybill, Jeyaratnam and 
Lu (1990), puede ser descripto como sigue. 
Sea  m  1 . Sean iˆ  los estimadores de i  y i
~
 las cotas superiores de intervalos del 
)%1(100   de confianza de i . Luego, si m ˆ,,ˆ1   son independientes, una cota superior 
aproximada del intervalo de )%1(100   de confianza para   es: 
22
111 )ˆ
~()ˆ~(ˆˆˆ mmmU     
La clave para utilizar este método es la independencia de los estimadores. 
El  Cuadro 6 y el Cuadro 7  dados a continuación (FDA Guidance, 2001) permiten construir la 
cota superior del intervalo del )%1(100   de confianza donde 


s
i
inn
1
 y  s es el número de 
Casparri, et al/Revista de Investigación en Modelos Financieros – Año 5 Vol. 2 (2016-II). 1-28 
21 
 
secuencias. Además, si sntT  ~  entonces    )( ; sntTP  y si 
2 ~ snX   entonces 
   )(
2
; snXP  
 Para la escala de referencia: 
Cuadro 6 
qH cota superior del intervalo de 
confianza 
qE parámetro 
estimado 
2)( qqq EHU   
2
2
1
1
2;
1ˆ














 


s
i i
I
snD
ns
M
tH   
2ˆDE  DU  
2
;1
)(
sn
I
I
Msn
H




 
II ME   IU  
2
;1
)(5,0
sn
T
T
Msn
H




 
TT ME 5,0  TU  
2
;
)()5,1(
sn
RI
R
Msn
H





 
RIR ME )5,1(   RU  
 
Fuente: FDA Guidance (2001). 
 
Luego, la cota superior del intervalo del )%1(100   de confianza  para IBE  es: 
   2
1
qq UEH IBE  
 
 Para la escala constante: 
Cuadro 7 
qH cota superior del intervalo de 
confianza 
qE parámetro 
estimado 
2)( qqq EHU   
2
2
1
1
2;
1ˆ














 


s
i i
I
snD
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M
tH   
2ˆDE  DU  
2
;1
)(
sn
I
I
Msn
H




 
II ME   IU  
2
;1
)(5,0
sn
T
T
Msn
H




 
TT ME 5,0  TU  
2
;
)(5,1
sn
R
R
Msn
H




 
RR ME 5,1  RU  
 
Fuente: FDA Guidance (2001). 
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Luego, la cota superior del intervalo del )%1(100   de confianza para CIBE  es: 
   2
1
04,0 qIq UEH CIBE   
 
Por lo tanto, si la cota superior 
IBE
H  (o bien, CIBEH ) es negativa o cero se demuestra IBE. 
 
ii) Aproximación asintótica 
 
Este método permite hallar una aproximación asintótica  de la media y la varianza de IBE   y 
CIBE  (Patterson, 2001; Patterson and Jones, 2002a,b). El uso de máxima verosimilitud restringida  
asegura estimadores insesgados aún en conjuntos de datos con datos perdidos o no balanceados. 
En general, para calcular IBE en crossover replicados se necesitan tamaños de muestra que 
superen los 20 o 30 sujetos, por lo tanto una aproximación asintótica no es irracional. 
Se obtienen los siguientes estimadores: 
2ˆ
BT , 
2ˆ
BR , 
2ˆ
WT , 
2ˆ
WT  y RTˆ  los cuales están 
normalmente distribuidos en el límite con matriz de varianza–covarianza apropiada al modelo 
planteado. 
Para resolver el modelo por este método se puede usar SAS proc mixed con la opción de REML. 
Los estimadores de la varianza y covarianza obtenida con REML tienen como valores esperados 
el siguiente vector y la siguiente matriz: 
















2
2
2
2
BR
WT
BR
RT
BT





  





















WRWRWTWRBRWRWRBT
WRWTWTWTBRWTWTBT
WRBRWTBRBRBRBRBT
WRWTBRBT
WRBTWTBTBRBTBTBT
lllll
lllll
lllll
lllll
lllll





 
Si 04,0ˆ 2 WR  entonces un estimador de IBE  para la escala de referencia (FDA Guidance, 
2001) es: 
22222 ˆ)1(ˆˆ2ˆˆˆˆ WRIWTRTBRBTIBE    
Este estimador está distribuido en forma normal asintóticamente (Patterson, 2001; Patterson and 
Jones, 2002b) y es insesgado con esperanza y varianza: 
2222 )1()ˆ( WRIWTDIBEE    
WRWTIWRIWT
WRBRIBRWTBRWRBTIWTBT
BTBRBTWRIWTBRBTIBE
lll
lllll
lllllllV






)1(2)1(44
)1(242)1(22
42)1(44)ˆ( 222






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Análogamente, si 04,0ˆ 2 WR  entonces un estimador de CIBE  para la escala constante (FDA 
Guidance, 2001) es: 
IWRWTRTBRBTCIBE  04,0ˆˆˆ2ˆˆ
ˆˆ 22222   
IWRWTDCIBEE  04,0)ˆ(
2222   
WRWTWRWT
WRBRBRWTBRWRBTWTBT
BTBRBTWRWTBRBTCIBE
lll
lllll
lllllllV






244
24222
4244)ˆ( 22


 
 
Por lo tanto, cota superior del intervalo de 90% de confianza asintótico puede ser calculada: 
)ˆ(ˆ645,1ˆ IBEIBE arV    o bien  )ˆ(
ˆ645,1ˆ CIBECIBE arV    
donde los estimadores de la varianza se obtienen reemplazando los valores estimados de las 
varianzas y covarianzas en las fórmulas de )ˆ( IBEV   o )ˆ( CIBEV  . 
Finalmente, si la cota superior es negativa o cero se demuestra IBE. 
3.3 Aplicación a datos experimentales 
 
El Cuadro 6 corresponde a la cota superior del intervalo de 90% de confianza para IBE  
 
Cuadro 8 
Datos Método de los Momentos Aproximación Asintótica 
 Referencia Constante Referencia Constante 
Ejemplo 1 0,184 0,212 0,184 0,159 
Ejemplo 2 
Sin sujeto 5 
-0,205 -0,069 0,049 0,302 
Ejemplo 2 
Con sujeto 5 
-------- -------- 0,039 0,236 
Ejemplo 3 -0,069 -0,024 -0,009 0,215 
Fuente: Elaboración propia. 
Los valores en negrita satisfacen la condición de negatividad de la cota superior del intervalo de 
90% de confianza para establecer IBE. 
El Cuadro 9 corresponde al intervalo de 90% de confianza para los estimadores de la varianza 
utilizando REML 
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Cuadro 9 
Datos Intra Subject Inter Subject 
 Test 
2ˆ
WT  
Referencia 
2ˆ
WR  
Test 
2ˆ
BT  
Referencia 
2ˆ
BR  
Ejemplo 1 0,0568 
)208,0;027,0(  
0,0584 
)214,0;028,0(  
0,1047 
)690,0;042,0(  
0,0035 
);002,0(   
Ejemplo 2 
Sin sujeto 5 
0,0975 
)315,0;048,0(  
0,1458 
)471,0;072,0(  
0,1956 
)004,1;084,0(  
0,2694 
)45,1;115,0(  
Ejemplo 2 
Con sujeto 5 
0,098 
)31,0;049,0(  
0,1447 
)457,0;073,0(  
0,1696 
)848,0;074,0(  
0,2322 
)219,1;1,0(  
Ejemplo 3 0,1272 
)239,0;08,0(  
0,0745 
)14,0;047,0(  
 
0,2078 
)511,0;115,0(  
0,2791 
)584,0;166,0(  
Fuente: Elaboración propia basada en datos de la bibliografía. 
4. CONCLUSIONES 
 
En este trabajo se presentaron métodos estadísticos eficientes que permitieran establecer 
bioequivalencia en promedio en diseños replicados en ausencia de efectos carryover. 
La diferencia fundamental en los tres métodos desarrollados radica en la forma de estimar la 
varianza de la diferencia de medias, razón por la cual se obtienen distintos intervalos de 
%100)21(    de confianza para RT   . 
El primer método presentado fue el propuesto por Chow y Liu (1992) en el que se consideró nula 
la varianza sujeto–formulación ( 02 D ). Se realizó la estimación de la varianza de la diferencia 
de medias suponiendo primero que las varianzas dentro de los sujetos eran iguales para las dos 
formulaciones (
22
WRWT   ) y luego suponiendo que eran distintas. 
Posteriormente se desarrollaron dos métodos propuestos por la Food and Drug Administration 
en la guía del 2001. Con el método de los momentos se obtuvieron estimadores insesgados e 
independientes de la diferencia de medias ( RT   ) y de la varianza (
2
22
22 WRWT
DI



 ). Luego, se presentó el método de aproximación asintótica basado en los 
estimadores de máxima verosimilitud restringida (REML), el cual permitió encontrar estimadores 
de cada uno de los componentes de la varianza. 
Una diferencia importante de estos dos últimos métodos es que en el método de los momentos 
si un sujeto no recibió alguna de las dosis R o T en alguno de los períodos (incomplete data) no se 
debe incluir en el estudio, mientras que en la aproximación asintótica se puede realizar la 
estimación aún con datos faltantes. Si bien esta diferencia significa una ventaja para este último 
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método, ya que es usual en estudios de bioequivalencia que los datos estén incompletos, la 
desventaja es que en muchas situaciones de bioequivalencia en promedio, sin embargo, el tamaño 
de la muestra es menor a 30, con lo cual el procedimiento asintótico se vuelve cuestionable. 
Estos métodos se aplicaron a los datos experimentales. El primer ejemplo corresponde a un 
diseño replicado de dos secuencias y cuatro períodos (TRTR / RTRT), el segundo ejemplo 
corresponde al estudio de dos secuencias y cuatro períodos (TRRT / RTTR) y el tercer ejemplo 
corresponde a un diseño de cuatro secuencias y cuatro períodos (TRTR / RTRT / TRRT / 
RTTR). 
Se pudo observar que se arribó a conclusiones idénticas en cada uno de los ejemplos al buscar los 
intervalos del 90% de confianza para 
R
T

  en la escala natural con cada uno de los métodos 
detallados. Más aún, en el ejemplo de olsalazine los datos son incompletos (ya que al sujeto 5 no 
se le administró ni R ni T en el segundo y tercer período) pero las conclusiones utilizando 
aproximación asintótica considerándolo en el estudio y excluyéndolo de él fueron iguales. 
Luego se describieron métodos estadísticos que permitieran establecer bioequivalencia individual 
en un modelo con ausencia de efectos carryover. 
Se desarrollaron dos métodos propuestos por la FDA. Con el método de los momentos se 
obtuvieron estimadores insesgados de las componentes del modelo: diferencia de medias, suma 
de varianzas del numerador y la varianza dentro del sujeto (withing subject variability ) con la 
formulación R. La varianza entre sujetos (between subject variability ) no se estima. El problema de 
este método es que es potencialmente sensible al sesgo producido por datos faltantes (Patterson 
and Jones, 2002). 
La guía de la FDA del 2001 adopta el método de Hyslop, Hsuan y Holder (2000) para construir 
la cota superior del intervalo de %100)1(   de confianza para demostrar IBE. 
El método de aproximación asintótica  permitió hallar una aproximación asintótica  de la media y 
la varianza de IBE   y CIBE  (Patterson, 2003; Patterson and Jones, 2002,a,b). El uso de máxima 
verosimilitud restringida asegura estimadores insesgados aún en conjuntos de datos con datos 
perdidos o no balanceados. 
Al aplicar estos métodos a los datos de la bibliografía  se obtuvieron cotas superiores de los 
intervalos del 90% de confianza para IBE distintos. La conclusión a la que se llega es que el tamaño 
de muestra de los ejemplos no es suficientemente grande como para aplicar la aproximación 
asintótica, provocando una diferencia en las conclusiones con los dos métodos. 
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En conclusión se justifica la aplicación de diseños replicados en estudios en los  que se desee 
evaluar una interacción o una varianza intra individual específica, ya que brindan mayor 
información que otros diseños 
La bioequivalencia individual presenta una desventaja económica con respecto a la bioequivalencia 
en promedio sin sumar beneficios significativos adicionales, ya que constituye una metodología 
que requiere mayor número de administraciones a voluntarios y un tiempo más prolongado de 
estudio. 
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