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Abstract
A fast algorithm for computation of default times of multiple ﬁrms in a structural model is presented. The algorithm uses a
multivariate extension of the Fortet’s equation and the structure of Toeplitz matrices to signiﬁcantly improve the computation time.
In a ﬁnancial market consisting of M?1 ﬁrms and N discretization points in every dimension the algorithm uses O(n log n · M ·
M! · NM(M−1)/2) operations, where n is the number of discretization points in the time domain. The algorithm is applied to ﬁrm
survival probability computation and zero coupon bond pricing.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Recent trends in default-risk literature have shown a strong tendency toward reduced form models. The reasons
include their analytic tractability and the ease of econometric estimation. On the other hand, reduced form modelling
disregards information that the informed lenders, such as banks, possess about their obligors. These include credit
history, insight into ﬁrmoperations and ﬁrms’ business partners etc. A structuralmodel can incorporate such information
much more precisely.
A dynamic economic environment with sequential ﬁrm defaults is a natural study object of securities pricing in a
system context. The economic environment changes with the default of a ﬁrm and the economy evolves in a changed
from thereafter. This inﬂuences the prices of all securities through the ﬁrms’ economic dependencies. The loss of
revenues of a buyer ﬁrm will necessarily inﬂuence its supplier. This effect propagates through the network and induces
a global effect on asset value evolution as well as an effect on securities pricing. The article focuses mainly on the latter.
In this paper we assume that ﬁrms’ asset processes follows a continuous multivariate Markov process with known
transition probabilities. We develop a fast algorithm for default time computation in a multi-ﬁrm structural model,
where ﬁrm default is modeled as a hitting time of the ﬁrm’s asset process to a ﬁxed boundary. The algorithm relies on
an extended version of Fortet’s equation, established for a one-dimensional setting in [3]. By discretizing the Fortet’s
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equation we can write the hitting time density of the Markov asset process as a solution to a linear system. This system
can be by Dulmage–Mandelson permutation transformed into a block diagonal matrix in which all the blocks are in
Toeplitz form. For that we use the Levinson–Durbin algorithm. In certain special cases of default boundary we can
additionally speed up the algorithm on every Toeplitz matrix. The methodology in one-dimensional case coincides
with [4] and [9], but improves their computational efﬁciency signiﬁcantly by exploiting the special Toeplitz structure
of the problem. Another special case of the algorithm are the results on double lookback options obtained in [6]. The
algorithm can accommodate general forms of network dynamics as well as default boundaries.
Next, we apply the algorithm to a multi-ﬁrm economic environment in the style of [2]. At any given point in
time a network of ﬁrms exists. Firms are buyers or/and suppliers of different goods. A default of a ﬁrm changes the
network structure of existing ﬁrms. The supplier of the defaulting ﬁrm has now lost his buyers. Since the suppliers
of the defaulting ﬁrm are buyers of other ﬁrms, the default has a global contagion effect. Default contagion can be
implemented algorithmically as follows. We start with a network of M ﬁrms. Due to buy-supply orders the process
evolves as a multivariate diffusion until one of the ﬁrms defaults, i.e., the process hits a default boundary for the set of
M ﬁrms. It then evolves from that point on without the defaulted ﬁrm. The survival probability of a ﬁrm in a network
is then the sum of survival probability that no ﬁrm defaults and the probability that some other ﬁrm defaults and the
ﬁrm survives within the network of M − 1 ﬁrms. This default structure can be naturally implemented using a recursive
default algorithm.
We then use the pricing probabilities computed by the algorithm to calculate prices of zero-coupon corporate debt
in a ﬁrm environment with sequential defaults. The results show that the increase in network dependency results in
lowering the risk-neutral survival probabilities of both the buying and the supplying ﬁrm. The effect of ﬁrm dependence
on risk-neutral survival probabilities on the buying ﬁrm is much greater than on the supplying ﬁrm. The results change
in the case when the effect of exogenous cash ﬂows are dominant. In this case the increased network dependence raises
both buyer’s and supplier’s survival probabilities up to a certain level. The intuition for that is that network cash ﬂows
are negatively correlated with exogenous cash ﬂows and therefore act as a reducer of volatility. From that point on, the
network dependency assumes its standard role of decreasing survival probability.
Firms’ asset dynamics in a one-ﬁrm example coincides with [10] and generalizes it in the multi-ﬁrm framework.
Although the transition densities are at the centerpiece of the algorithm, their estimation is not the subject of this paper.
Parameters of a general diffusion process and their transition probabilities can be estimated using the method of [1].
The paper is structured as follows. In Section 2 we develop the algorithm for computing hitting times of multivariate
diffusions and prove its convergence and computational properties. Section 3 applies the algorithm to the sequential
default of networked companies as developed in [2]. Section 4 sums up the results.
2. The hitting times distribution algorithm
LetX be a time-homogeneous continuous diffusion process inRM with transition probabilitiesp(z, x, t)=Px(X(t)=
z) = P(X(t) = z|X(0) = x), which we assume to be known. We keep x = X(0) ﬁxed. We denote by B ⊂ RM a set
(also called the boundary), which can be parameterized by an open region U ⊂ RM−1 and a differentiable function
 : U → RM . We assume that the process {X(t)}t0 hits the boundary B with probability 1. The essence of the
algorithm is an integral form of the strong Markov property for diffusions (a multivariate extension of the Fortet’s
equation in [3])
p(z, x, t) = E[E(1(X(t) = z)|X(), , X(0) = x)]
=
∫
[0,t)×B
f (X() = y, = u)p(z, y, t − u) du dS, (1)
where f is a hitting time  density of diffusion X to the boundary B, i.e.,  = inf{t;X(t) ∈ B}. The integration
in (1) is a surface integration, see [7]. We assume that B dissects RM into exactly two connected components, i.e.,
RM\B =U1 ∪U2, where U1 is the connected component of RM\B containing x =X(0) and U2 is the other connected
component. Making a transformation y = (r), where  is a parameterization of B above, we get
p(z, x, t) =
∫
[0,t]
du
∫
U
drf (X(u) = (r), = u)p(z,(r), t − u)
(
n∑
i=1
D2−i
)1/2
, (2)
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where D−i = |−i (r)/r| and −i is the transformation  without its ith element, see [7]. We denote by D =
(
∑n
i=1D2−i )
1/2
. We call Eq. (2) the fundamental equation. It is worth noting that by integrating the left and right hand
side of Eq. (2) with respect to z (and using the Fubini theorem for positive functions) over the domain (−∞, z1] ×
· · · × (−∞, zM ], we can formulate the fundamental equation in terms of transition probabilities. For the remaining
part of the paper we stick to transition densities but use transition probabilities for the actual numerical computations.
2.1. Discretization of the fundamental equation
Eq. (2) cannot be solved explicitly for general B and transition density p. We make the following discretization. Let
Kn be a sequence of compact sets, such that
⋃∞
n=1Kn = U and let Knd = Kn ∩ S(r) (we assume that r → 0 as
n → ∞), where S(r) is the set of points S(r)={x|x=(i1r, i2r, . . . , iM−1r), ik ∈ Z, k=1, . . . ,M−1}. In later
sections a speciﬁc Kn will be used. Furthermore, let Xnd be the set of points in U2, such that X
n
d ⊂ Xn
′
d , where n
′ >n
and |Xnd | |Knd |. We set f nr,x,t = f (r, x, t), gnr,z,u = p(z,(r), t − u)D(r) and pnz,x,t = p(z, x, t), where z ∈ Xnd ,
r ∈ Knd . Additionally, let T nd be the discretization of the interval [0, t] into n equally spaced intervals of length t and
the discretization points {tk = (k − 1)t}n+1k=1.
We propose to solve for hitting times f n from the equation
z ∈ Xnd :
∑
r∈Knd ,u∈T nd
(r)ntf nr,x,ug
n
r,z,t−u = pnz,x,t . (3)
An intuition for (3) comes by replacing the integral by a Riemann sum in Eq. (2). We introduce an operatorT, which
transforms a vector x into a lower diagonal Toeplitz matrix having x as its ﬁrst column, i.e.,
Tx=
⎡
⎢⎢⎣
x1
x2 x1
...
. . .
xn . . . x1
⎤
⎥⎥⎦ .
Let Cnr,z =T(gnr,z,.) and f n = f nr,x,., where gnr,z,. and f nr,x,. are the vectors whose ith element is (gnr,z,.)i = gnr,z,ti
and similar for f n
r,x,.
.We denote the number of discretization points in Knd by = |Knd | and = 	/M
 the number of
discretization points belonging to every ﬁrm. To write (3) in a matrix form we construct
Gn =
⎡
⎢⎣
Cr1,z1 . . . Cr,z1
...
. . .
...
Cr1,z . . . Cr,z
⎤
⎥⎦ and pn =
⎡
⎢⎣
pnz1,x,.
...
pnz,x,.
⎤
⎥⎦ .
We note that every Cri,zj is Toeplitz. The linearized problem (3) now reads
Gnf n = pn. (4)
If |Xnd |> |Knd |, i.e., the linear system is overdetermined, then f n is the least-squares solution to equation (4). We ﬁrst
establish the existence of solution to (4).
Proposition 1. Let D be nonsingular for all rj ∈ Knd . Then the matrix Gn is invertible if and only if for every
k = 1, . . . , n the matrix with (i, j)th element equal to p(z
i
,(rj ), tk), is invertible.
Let kn be the dimension of vector f n which grows together with n, i.e., as n → ∞ also kn → ∞. We denote by
‖ · ‖kn the Euclidean norm on Rkn . The following theorem establishes that the solution to (4) is a good approximation
to the fundamental Eq. (2) as n → ∞.
Theorem 2. Let D be bounded everywhere on U. Then ‖f n − f˜ n‖kn → 0 as n → ∞ where f˜ n is a discretization
of f at the points of Knd .
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2.2. An efﬁcient algorithm for the computation of hitting time densities
Although the solution to (4) gives an approximation to the fundamental equation, the size of the problem is ex-
tremely large. Considering an M-dimensional stochastic process and allowing for N discretization points in every space
dimension and n discretization points in the time domain, the dimension of the matrix Gn is nMNM−1. Fortunately,
the structure of the problem allows us to decompose the problem into many smaller ones that together solve (4).
The Toeplitz matricesCri,zj can be diagonalized using the same unitary matrix F, Fk,j = (1/
√
n)(k−1)(j−1), where
 = exp(− 2i
n
), i.e., Cri,zj = FHri ,zjF, where ri ,zj = diag(Fgri ,zj ,·). The multiplication of an n × n Toeplitz
matrix and a vector can be realized by 2 Fast-Fourier transforms, a scalar product multiplication and an inverse Fourier
transform in O(n log n) operations. To exploit this we write
Gn = (FH ⊗ I) ·  · (F ⊗ I)
=
⎡
⎣FH . . .
FH
⎤
⎦
⎡
⎢⎣
r1,z1 . . . r,z1
...
. . .
...
r1,z . . . r,z
⎤
⎥⎦
⎡
⎣F . . .
F
⎤
⎦ , (5)
In order to solve the system (4) quickly we need to solve a linear system with matrix structure as in  fast. This is done
in the following Proposition.
Proposition 3. Let k be deﬁned as k(i, j)=ri ,xj (k, k). Then (Gn)−1 = (FH ⊗ I)−1(F ⊗ I), where −1 has the
same structure as  and its (i, j)th block (1 i, j) is given by −1i,j (k, k) = (k)−1(i, j),
The inversion procedure in Proposition 3 is equivalent to ﬁrst performing the Dulmage–Mendelsohn permutation
of the matrix . This gives us a block diagonal matrix. The inversion is completed by inverting every block of the
permuted matrix.
The solution of a linear system with matrix  can be done in O(2 × n) operations instead of O(2 × n3) operations
normally used for inverting such a matrix. This is also precisely the lowest number of operations for inverting such a
matrix. The algorithm for calculating the vector f n in (4) is given in the algorithm COMPUTE below.
COMPUTE (p,M)
1 for k = 1, . . . , n do
2 Divide the vector pn of (4) into parts of size = NM−1 and obtain pn1,k
3 pn2,k = Fpn1,k
4 pn3,k = kpn2,k
5 pn4,k = FHpn3,k
6 endfor
Steps 2–5 of the algorithm COMPUTE can be done for all k independently of each other. This makes the algorithm
parallel in a natural way. The algorithm also generalizes the results in [9] and [4] (Collin–Dufresne and Goldstein)
with an improvement in computing times. Collin–Dufresne and Goldstein discretize the Fortet’s equation (Eq. (A5) in
their paper) to obtain the hitting times, but do not exploit the fact that the matrix they are inverting is Toeplitz.2 The
algorithm COMPUTE requires n(2 +2 log ) operations, as opposed to Collin–Dufresne and Goldstein’s algorithm,
which is quadratic in n. Parallelization of the algorithm reduces the computation time to 2 + 2 log . Further gains
in efﬁciency can be obtained for speciﬁc hitting time boundaries. This is done in the next section.
2.3. Computational speedup for octant-like hitting boundaries
Further gains in algorithm efﬁciency can be achieved in cases when the hitting boundary B = RM+ and the set
Xnd = Knd −  · 1 for some small > 0 (the latter is not a restricting assumption). In this case B can be discretized by
2 The latter can be easily seen by observing that in Eq. (A5) the integrating function is N(L(t − s)/S(t − s)) (notation is taken from the [4]),
which implies that the matrix is constant on the diagonals and therefore lower diagonal Toeplitz.
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U ⊂ RM−1, U = {x = (x1, . . . , xM−1) ∈ RM−1; at most one xi < 0, i = 1, . . . ,M − 1}. We deﬁne the transformation
 : U → RM , x ∈ U by a series of restrictions
|xi<0(x) = (x1, x2, . . . , xi−1, 0,−xi, xi+1, . . . , xM)′.
We have D|xi<0 = (
∑M−1
j=1 D2−j )
1/2 = 1, since D−j = 	ij , where 	ij is the Kronecker 	 symbol. The function 
is not everywhere differentiable, but can be approximated by a differentiable one. We leave aside these mathematical
considerations and present only the case of two dimensions, i.e., when U ⊂ R. Consider differentiable functions
a, b : R → R, such that the following conditions hold
a(x) :=
{
x, x

0, x0 , b(x) :=
{
0, x

x + 
, x < 0
with the additional restrictions that b′(
)=0, b′(0)=1 and a′(
)=1 and a′(0)=0. Such functions a and b clearly exist
and they deﬁne the function  : x → (a(x), b(x))′ from R → R2. The Jacobian D is given by D|x 
 = (1, 0)′
and D|x<0 = (0, 1)′. As 
 ↘ 0, we obtain the desired result.
The next step is to provide a fast way to solve a linear system with matrix k , where k is given in Proposition 3.
This is equivalent to solving the system with At , where,
At =
⎡
⎢⎢⎣
p(x1, r1, t) p(x1, r2, t) . . . p(x1, r, t)
p(x2, r1, t) p(x2, r2, t) . . . p(x2, r, t)
...
. . .
...
p(x, r1, t) p(x, r2, t) . . . p(x, r, t)
⎤
⎥⎥⎦ (6)
and xi ∈ Xnd , ri ∈ Knd . We order the discretization points as follows. Let {Li}M−1i=1 be the set of points Li ={x = (x1, . . . , xi−1, 0, xi, xi+1, . . . , xM−1)|xi = /2 +  · k, k = 1, . . . , N, i = 1, . . . ,M − 1} and LM = {x=
(x1, . . . , xM−1, 0)|xi =/2+ ·k, k=1, . . . , N, i=1, . . . ,M−1}. Let rj belong toLi ifNM(i−1)+1jNM · i.
We set Knd =
⋃M
i=1Li and Xnd accordingly. In this situation = M · NM−1. Then At can be written as
At =
⎡
⎣ B11 B12 . . . B1M... ... . . . ...
BM1 BM2 . . . BMM
⎤
⎦ , (7)
where Bij (z, w) = p(xz, rw, t), z ∈ Li , w ∈ Lj , Bij ∈ R×. Inspection of matrices Bij reveals that using the
discretization ordering in {Li}Mi=1, there exists a reordering of every Li , so that Bij is Toeplitz. Nevertheless, it is easy
to prove that there does not exist a series of discretizations Knd which induces a Toeplitz structure in matrices Bij . We
deﬁne
Aapt =
⎡
⎣B11 . . .
BMM
⎤
⎦
. (8)
The following theorem discusses the accuracy of solution of using Aapt instead of At .
Theorem 4. Let p(x, y, t)m‖x − y‖−r , r > 1, and let af be the solution to At af = s, where At is given in (7) and
aa the solution of the approximate system Aapt aa = s. Then the following holds (	At = At − Aapt ):
‖	At‖m−r
√
M(M + 1)N2(M−1)
(
N(2N − 1)(N2M−1 − 1)
6
)−r
.
Moreover,
‖(Aapt )−1‖MNM−1‖Y−1t ‖ + 1,
G. Brumen / Journal of Computational and Applied Mathematics 220 (2008) 574–587 579
where,
Yt =
⎡
⎢⎢⎣
p1(x1) p2(x1) . . . p(x1)
J1(x1)1 J2(x1)1 . . . J(x1)1
. . .
J1(x−1)−1 J2(x−1)−1 . . . J(x−1)−1
⎤
⎥⎥⎦
and Ji(x) = Dp(x, ri, t), i = xi+1 − xi .
The parameter r in Theorem 4 describes the transition density rate of decrease. In the case when p is the transition
density of the multivariate normal distribution we can choose r as big as we want by sufﬁciently increasing m. The
structure of Theorem 4 also applies to other distribution functions, which decrease at rate r, but still at a slower rate
than the exponential tail behavior of the normal distribution. The error analysis of using aa instead of af follows from
the standard stability inequality (‖aa − af ‖/‖aa‖)‖(Aapt )−1‖ · ‖	At‖, where the quantities are given in Theorem 4.
3. Examples
3.1. General theory of ﬁnancial networks
We use the algorithm of Section 2 to determine the default time probabilities and securities’ prices of ﬁrms in a
network market model. We use the same network structure and notation as in [2]. A network consists of M ﬁrms who
issue buy orders from their suppliers. Business relationships are described by an adjacency matrix E. Buy orders of ﬁrm
i arrive with intensity i independently of all other ﬁrms (= diag(1, . . . , M)). At each buy order the ﬁrm transfers a
proportional amount Pi of its assets to all the ﬁrms that it has business relationships with (P = diag(P1, . . . , PM)). In
addition to network generated cash ﬂows ﬁrms receive external cash ﬂows, where the correlation between the network
generated ones and the external ones is given inmatrixB. The asset evolution in a risk-neutral economyunder probability
measure Q can be approximated under “heavy-trafﬁc” conditions by (see [2, Theorem 3.1] for precise statement of the
conditions)
dR = r1 dt + 1/2 dW , (9)
where dRi = dAi/Ai is the return on assets of ﬁrm i, ith row of the matrix  is given by i = (Bij + (VijAj (0)/(1 +
Bij )Ai(0)), Bii + Vii, Bij ) and V = E′ · P. The logarithm of the process A therefore follows an arithmetic Brownian
motion with Gaussian transition densities.
The ﬁnancial structure of ﬁrms in the network is described as follows. Firm i (i=1, . . . ,M) at time 0 issues bondswith
face valueDi all maturing at the same time3 T to ﬁnance its production. If the ﬁrm’s assetsAi at any time 0iT fall
below the face value of debt, the ﬁrm defaults and repays (1−i )Di , wherei is the proportion of the ﬁrm’s value lost in
bankruptcy. The default boundaryB={x=(x1, . . . , xM); xi=Di for some1 iM} is then octant like and the results of
Section 2.3 apply. The price of debtPDi of ﬁrm i isPDi=DiQt (iT )+(1−i )DiQt (i < T )=Di(1−iQt (i < T )).
Therefore, for the computation of prices of zero-coupon bonds it sufﬁces to compute the default probabilitiesQt (iT ).
For notational conveniencewe deﬁneH ⊂ I={i1, i2, . . . , iK} to be subsets of {1, 2, . . . ,M−1} andg(I ; t, T ;, SI )
to be the hitting time density of AI , the assets of ﬁrms in I, to the default boundary at point  ∈ B and AI (t) = SI .
Finally, h(i, I ; t, T ; SI ) = Qt (iT ) is the survival probability that ﬁrm i does not default until time T and  is the
ﬁrst default time of a ﬁrm in I, i.e., = mini∈I i , with density f.
The computation of h is done in two steps. In the ﬁrst one we compute the hitting time densities of a multivariate
diffusion to the default boundary. At every point of the default boundary, one of the ﬁrms in the network defaults. The
network evolves from that point on with the remaining ﬁrms. The structure of the problem stays the same with the only
difference that we now have one ﬁrm less and a changed network dynamics. The algorithm proceeds recursively. This
is the subject of Proposition 5 and the algorithm H below.
3 This assumption is not restrictive if we consider a network with many ﬁrms.
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Proposition 5. Let D−j,I = [Di1 ,∞)× [Di2 ,∞)× · · · × [Dij−1 ,∞)× [Dij+1 ,∞)× · · · × [DiK ,∞). Then h, g and
f satisfy
h(H, I ; t, T ; SI ) = Qt (>T ) + Qt (T )
∫ T
t
f(I ; t, s) ds
·
∑
j∈I−H
∫
D−j,I
h(H, I − j ; s, T ;−j )g(I ; t, s;Dj × −j ) d−j , (10)
where f(I ; t, T ) =∑j∈I ∫D−j,I g(I ; t, T ;Dj × −j , t) d−j with u = s − t is the probability that one of the ﬁrms
defaults at time t and
Qt (T |I, SI ) =
∫ T−t
0
f(u) du =
∫ T−t
0
du
∑
j∈I
∫
D−j,I
g(I ;Dj × −j , u) d−j
is the default probability of some ﬁrm in the network.The terminal condition ish(H,H ; t, T ; SH )=g(H ; t, T ;Di, SH ).
The proposition states that the survival probability of a group of ﬁrms H equals the survival of the entire group or
the composition of a default of some ﬁrm not in Hand the survival of the group H thereafter. The formula reduces to
the ﬁrst term Qt (>T ) in the case of I = {i} as in [4]. Eq. (10) gives a recursive formula to compute h. Let Kdn,−j
denote the discretization of the grid Kdn without the discretization for the jth element.
H(i, t, T , I, A)
1 if |I | = 1 and I = {i} then
2 p
j
= p(D−i , Ai, tj ) for all tj ∈ T n
3 q
j
= p(D−i , Di, tj ) for all tj ∈ T n
4 u = Fp
5 v = Fq
6 return FH (u./v)
7 else
8 g(gp, u) = COMPUTE (p, |I |)
9 f(u) =∑gpg(gp, u)
10 for j = i do
11 Inew = I − j
12 Anew = A−j
13 for u ∈ T n do
14 for gp ∈ Knd,−j do
15 V−j (u) = V−j (u) + h(i, t, u, Inew, gp) · g(gp, u) · (grid)
16 endfor
17 endfor
18 hg(u) =∑j∈I V−j (u)
19 endfor
20 return
∑
u>T−t,u∈T n f(u) +
∑
u<T−t,u∈T n f(u) ·
∑
u<T−t,u∈T n f(u)hg(u)
21 endif
Due to its recursive structure, the algorithm can be interpreted intuitively. In the case of only one ﬁrm (lines 1–6) the
problem reduces to an improvement of Collin–Dufresne and Goldstein algorithm in [4] using the fast Fourier transform.
Additionally, the calculation in lines 2–5 is independent of the choice ofD−i . This is the feature of the Fortet’s equation.
The computation of u./v in line 6 is element by element. In the case of multiple ﬁrms in the network (lines 8–21) the
algorithm progresses recursively. It ﬁrst computes (line 8) the hitting time density of the existing network from the
algorithm COMPUTE, given in Section 2. For every hitting point in the default boundary, the probability density of
hitting that point at time u is g(gp, u) (line 14). Once the network asset process hits the point gp the network changes
(lines 11 and 12) and the economy evolves from that point on without the defaulted ﬁrm. Summing over all grid points
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Table 1
Computation times for various discretization grids in the space and time domain in dimension 2
Dimension Ns Nt Time (s)
2 10 20 2.6
2 10 50 11.7
2 10 100 42
2 20 20 5.8
2 20 50 25.6
2 20 100 88
Ns denotes the number of discretization points in the space domain. This number is the same for all dimensions. Nt is the number of discretization
points in the time domain.
Table 2
Model parameters for the network of two ﬁrms
E diag(P)  diag(B) D A0 T[
0 15
0 0
] [
0.008
0.003
] [
70
70
] [
0.055
−0.055
] [
80
80
] [
130
110
]
1
(line 15) gives the desired survival probability. Next, the outer-most for-loop (lines 10, 19) can be done simultaneously
for all j—the survival of ﬁrm i given that ﬁrm j defaults next, can be calculated independently of each other. This
parallelization feature reduces the amount of time by a factor which equals the number of remaining ﬁrms in a network.
Finally, we look at the computational demands of the algorithm.
Theorem 6. In the case of M ﬁrms, N discretization points in every space dimension and n discretization points in the
time dimension, the total number of operations in algorithm H is O(n log nMM!Nmax(2,(M−1)M/2)).
Actual computations were carried out on a Pentium 4, 2.8GHz computer with 1.5GB of memory space and are
presented in Table 1 above. The computations in an economy with more than two ﬁrms become increasingly complex
and were not performed. This implies that the factor preceeding the number of operations in Theorem 6 is large.
3.2. The case of two ﬁrms
We now consider an example of two ﬁrms with parameter values given in Table 2, chosen to correspond to typical
ﬁrm characteristics and to satisfy the conditions of Theorems in [2] so that the ﬁrms’ asset dynamics is given as in
Eq. (9). A two ﬁrm network shows all the effects of a multi-ﬁrm network and at the same time preserves economic
intuition into the results.
We examine the following two questions. What are the ﬁrms’ survival probabilities and debt prices when allowing for
sequential ﬁrm defaults? Secondly, given the network structure, what is the term structure of debt induced by sequential
ﬁrm defaults?
We denote the risk-neutral Q-survival probability of ﬁrm i (i=1, 2) by Qi . The relationship between ﬁrms’ survival
probabilities and the network dependence parameter E12 is given in Table 3. The Q-survival probabilities display the
same behavior as in the paper by [2], although computed by a different algorithm. Depending on the amount of external
cash ﬂows (matrix B), we observe two different effects of the network dependency parameter E12. If the level of
external cash ﬂows are small, the case of B1, then higher network dependency reduces the survival probability of both
the buyer and the supplier ﬁrm (columns 2 and 3 in Table 3). Network dependency increases the buyer’s and pre-default
supplier’s asset volatility. This reduces the ﬁrms’ survival probability. The survival probability of the supplier ﬁrm sets
at a higher level than that of the buyer ﬁrm (0.3 and 0.1, respectively). The opposite effect is observed in the case when
the level of network dependency is high, i.e., case of B2. Then the network dependency parameterE12 acts as a reducer
of volatility of external cash ﬂows, since it is correlated with them, and increases survival probability up to a certain
582 G. Brumen / Journal of Computational and Applied Mathematics 220 (2008) 574–587
Table 3
Debt prices in a network of two ﬁrms with respect to various degrees of network dependency parameter E12
E12 B1 B2
Q1 Q2 Q1 Q2
3.0 0.9 0.9 0.4 0.4
6.0 0.7 0.7 0.6 0.5
9.0 0.4 0.4 0.7 0.7
12.0 0.2 0.3 0.4 0.4
15.0 0.1 0.3 0.1 0.2
We distinguish between two cases of a network. One with small degree of external cash ﬂows inﬂuencing the ﬁrms in the network, i.e., B1 =B and
the one with a large degree of external cash ﬂows inﬂux, the case of B2 = diag((0.2, 0.2)′).
Table 4
Term structure of zero-coupon bond yields y1 and y2 of ﬁrms 1 and 2, respectively, in a network of two ﬁrms
t B1 B2
y1 y2 y1 y2
0.50 0.31 0.45 0.24 0.40
1.00 0.21 0.25 0.19 0.26
1.50 0.15 0.18 0.14 0.20
2.00 0.12 0.15 0.12 0.16
2.50 0.10 0.13 0.11 0.13
The network parameter E12 = 10 and time to maturity is denoted by t. We distinguish two cases of a network. One with small degree of external
cash ﬂows inﬂuencing the network, i.e., B1 = B and the one with a large degree of external cash ﬂows inﬂux, B2 = diag((0.2, 0.2)′).
point. After that level is reached, the network dependency obtains its usual role of reducing survival probability, as
described previously. The effect of B on survival probabilities is negligible for high values of the network dependence.
The network model induces an inverted yield structure, i.e., zero-coupon debt yields decrease as time to maturity
increases, see Table 4. The inverted yield curve behavior is documented in [8] where it is attributed to the difference
of time preference parameters across heterogeneous consumers. The yields for parameter case B2 are higher than their
counterparts in the case of B1 for the same time to maturity. The difference in external cash ﬂow structure of the
network is not profound for long maturities. Yields converge to almost the same value as time to maturity increases
irrespectively of the external cash ﬂows matrix B.
4. Conclusions
The article develops an algorithm to compute hitting times of a multivariate stochastic process when transition proba-
bilities are known. The structure of the problem allows for the usage of fast Fourier transform andDulmage–Mandelsohn
([5]) permutations to signiﬁcantly lower the number of operations of the algorithm. In the case of octant-like hitting
boundaries and rapidly decreasing transitional densities, we can decrease the number of operations of the algorithm
even further and at the same time preserving the numerical stability of the problem.
The algorithm is then naturally applied to structural models of ﬁrm dependence and the pricing of defaultable assets,
thereby allowing for sequential ﬁrm defaults. This captures several stylized facts of a real world economy. The results
indicate that network dependency between ﬁrms in general decreases the survival times of ﬁrms in a network, thereby
increasing the yields of defaultable securities. Depending on the level of exogenously given cash ﬂows, i.e., cash ﬂows
not connected to the network of ﬁrms under study and the survival of the counter-party ﬁrm, the network dependence
can also increase survival time, by reducing the uncertainty of cash ﬂows connected to the exogenous source. The
model generates the inverted term structure of zero-coupon bond yields.
While the model exhibits a number of attractive features, i.e., it allows for asset processes with known transition
densities and general type of hitting boundaries, one severe limitation of the model is the number of operations and
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data storage requirements. Computational time increases by a factor of NM2 with every additional dimension M, i.e.,
with every ﬁrm that is added to the economy of M already existing ﬁrms.
Appendix A. Proofs of theorems
Proof of Proposition 1. Matrix Gn can be decomposed as in (6). Therefore it sufﬁces to prove that the matrix  in
(6) is invertible. Since the blocks of  are diagonal, the inverse of  (if it exists) has the same structure as . Simple
algebra gives us that the matrices⎡
⎢⎢⎣
p(z1,(r1), tk)D(r1) p(z1,(r2), tk)D(r2) . . . p(z1,(rN), tk)D(rN)
p(z2,(r1), tk)D(r1) p(z2,(r2), tk)D(r2) . . . p(z2,(rN), tk)D(rN)
...
...
. . .
...
p(z
N
,(r1), tk)D(r1) p(zN ,(r2), tk)D(r2) . . . p(zN ,(rN), tk)D(rN)
⎤
⎥⎥⎦
should be invertible. But the matrix above can be decomposed as⎡
⎢⎢⎣
p(z1,(r1), tk) p(z1,(r2), tk) . . . p(z1,(rN), tk)
p(z2,(r1), tk) p(z2,(r2), tk) . . . p(z2,(rN), tk)
...
...
. . .
...
p(z
N
,(r1), tk) p(zN ,(r2), tk) . . . p(zN ,(rN), tk)
⎤
⎥⎥⎦
⎡
⎢⎢⎣
D(r1)
D(r2)
. . .
D(rN)
⎤
⎥⎥⎦ .
Since D is always positive, the latter matrix is invertible. The statement then follows from the invertibility of the
former matrix. 
Proof of Theorem 2. We will not write the subscript kn from the notation of the norm in the theorem, as it will be
intuitively clear which norm is used. Let f n, gn and pn be as in Section 2.1. For every n and every x ∈ Xn the following
holds: ∣∣∣∣∣∣
∫
[0,t]
du
∫
U
drf (r, x, u)g(r, z, u) −
∑
r∈Knd ,u∈T nd
(r)ntf nr,x,ug
n
r,z,u
∣∣∣∣∣∣
= |pnz,x,t − p(z, x, t)| = 0, (A.1)
since f n satisﬁes (3) and f satisﬁes the fundamental Eq. (2). The ﬁrst integral in (A.1) can be written as∫
[0,t]
du
∫
U
drfg =
∫
[0,t]
du
∫
Kn
drfg +
∫
[0,t]
du
∫
U\Kn
drfg. (A.2)
We ﬁrst show that the second integral in (A.2) converges to 0 as n → ∞. Due to the fact that both f and g are densities
and D is bounded on U we have
lim
n→∞
∫
[0,t]
du
∫
U\Kn
drfg =
∫
[0,t]
du
∫
U
dr lim
n→∞ fg1U\Kn(r)
since the function fg1U\Kn → 0 as n → ∞. By the deﬁnition of the Riemann integral we have from (A.2) that
p(z, x, t) = lim
n→∞
∫
[0,t]
du
∫
Kn
drf (r, x, u)g(r, z, u),
from where by discretization follows that∑
r∈Knd ,u∈T n
f˜ nr,x,ug
n
r,z,u(r)
nt = pnz,x,t + o((r)nt),
where f˜ nr,x,u = f (r, z, u) and r ∈ Knd . Writing the last equation in a vector form and using (A.1) we get ‖Gn(f˜ n −
f n)‖o((r)nt). Therefore ‖Gn(f˜ n − f n)‖ → 0 as n → ∞. By assumption, every Gn is an invertible matrix, so
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the only possibility is that ‖f˜ n − f n‖ → 0, what we wanted to prove. This concludes the proof for the case when the
number of discretization points in Knd is the same as in X
n
d .
Next we prove that in the case when the discretization Xnd has more discretization points as K
n
d and f
n is the least
squares solution of Eq. (4), i.e., f n is such that
f n = arg min
h
‖Gnh − pn‖2, (A.3)
the theorem still holds. For that purpose we estimate
‖Gn(f n − f˜ n)‖ = ‖Gnf n − pn + pn − Gnf˜ n‖
‖Gnf n − pn‖ + ‖Gnf˜ n − pn‖
2o((r)nt),
since f˜ n is the argument where (A.3) reaches its minimum. Since this minimum is at most what can be achieved with
f n, we have that ‖Gn(f n − f˜ n)‖ → 0 as n → ∞ and the argument follows along the same lines as in the previous
case. 
Proof of Proposition 3. To prove the inversion result we ﬁrst note that (F⊗ I)−1 =FH ⊗ I . Assuming  is invertible
we have then (Gn)−1 = (FH ⊗ I)−1(F⊗ I). For the second part of the Proposition we assume that the inverse U=−1
is of the same structure as , i.e.,⎡
⎢⎣
r1,x1 . . . rN ,x1
...
. . .
...
r1,xN . . . rN ,xN
⎤
⎥⎦
⎡
⎢⎣
Ur1,x1 . . . UrN ,x1
...
. . .
...
Ur1,xN . . . UrN ,xN
⎤
⎥⎦=
⎡
⎣I . . .
I
⎤
⎦ , (A.4)
where every Uri,xj is a diagonal matrix. The result follows by simple algebra. 
Proof of Theorem 4. We assume in this proof that ‖ · ‖ = ‖ · ‖F is the Frobenious norm. The following simple
relationships hold: ‖Aapt ‖ =
∑M
i=1 ‖Bii‖, ‖(Aapt )−1‖ =
∑M
i=1 ‖B−1ii ‖ and
‖	At‖ =
∥∥∥∥∥∥∥∥
⎡
⎢⎢⎣
0 B12 . . . B1N
B21 0 . . . B2N
...
. . .
...
BN1 . . . BN,N−1 0
⎤
⎥⎥⎦
∥∥∥∥∥∥∥∥=
∑
i =j
‖Bij‖.
By the assumption on the transition density function and the structure of the hitting boundary we can estimate the upper
bound on ‖Bij‖ in the same way for all 1 i, jM . Therefore ‖	At‖√M(M + 1)‖B12‖. The norm of ‖B12‖ can
be estimated as follows:
‖B12‖2 =
∑
xi∈M1
rj ∈M2−
p(xi, rj , t)
2
m2
∑
xi∈M1
rj ∈M2−
‖xi − rj‖−2r
=m2
N∑
i2=1
N∑
i3=1
· · ·
N∑
iM=1
N∑
j1=1
N∑
j3=1
· · ·
N∑
jM=1
‖xi − rj‖−2r ,
where,
xi =
(
0,
2i2 + 1
2
,
2i3 + 1
2
, . . . ,
2iN + 1
2

)
, rj =
(
2i1 + 1
2
, 0,
2j3 + 1
2
, . . . ,
2jN + 1
2

)
.
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Therefore,
‖B12‖2m2−2r
N∑
i2=1
N∑
i3=1
· · ·
N∑
iM=1
N∑
j1=1
N∑
j3=1
. . .
N∑
jM=1
(i22 + i23 + · · · + i2N + j21 + j23 + · · · + j2N)−r
m2−2rN2(M−1)
(
S
N2M−1 − 1
N − 1
)−r
,
where S = N(N − 1)(2N − 1)/6. Other statements follow by simple algebra. 
To compute ‖(Aapt )−1‖ we ﬁrst prove the following lemmas.
Lemma 7. Let 1g = (0, . . . , 0︸ ︷︷ ︸
g
, 1, . . . , 1︸ ︷︷ ︸
−g
)′, 10 = 1 and At as in (6). We use the following notation: pi(x)= p(x, ri, t),
1 i, Ji (x) = Dpi(x), i = xi+1 − xi , d = max1g−1‖g‖. Then the following approximation holds:
At =
−1∑
g=0
1gzg + o(d),
where z
g
= Ji (xg)g .
Proof. We can write
pi(xk) = pi(x1) + Ji (x1)1 + · · · + Ji (xk−1)k−1 + o(d)
Using this
At =
⎡
⎢⎢⎣
p1(x1) p2(x1) . . . p(x1)
p1(x1) p2(x1) . . . p(x1)
...
. . .
...
p1(x1) p2(x1) . . . p(x1)
⎤
⎥⎥⎦+
⎡
⎢⎢⎣
0 0 . . . 0
J1(x1)1 J2(x1)1 . . . J(x1)1
...
. . .
...
J1(x1)1 J2(x1)1 . . . J(x1)1
⎤
⎥⎥⎦
+ · · · +
⎡
⎢⎢⎣
0 0 . . . 0
0 0 . . . 0
...
. . .
...
J1(x−1)−1 J2(x−1)−1 . . . J(x−1)−1
⎤
⎥⎥⎦ .
The result then follows by simple algebra. 
Lemma 8. Let 1g = (0, . . . , 0︸ ︷︷ ︸
g
, 1, . . . , 1︸ ︷︷ ︸
−g
)′, A =∑−1g=0 1gx′g + o(d), d = max1g−1 ‖g‖, g = xg+1 − xg , where
xg ∈ R and assume that A is invertible. Then
A−1 =
−1∑
g=0
y
g
z′
g
+ o(d),
where z
g
= (0, . . . , 0,−1, 1︸ ︷︷ ︸
g,g+1
, 0, . . . , 0) is a vector that has 1 on the (g + 1)-st place and −1 on the gth. The vectors
{y
g
}−1g=0 are such that x′iyj = 	ij . Additionally
‖A−1‖2
−1∑
g=0
(− g)‖y
g
‖2 + o(d).
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The proof of the lemma follows by simple algebra.
Proof of Proposition 5. We denote by Qt (˜i > T |I, SI ) = Q(˜i > T |˜i > t, I, SI ) the survival probability of ﬁrm
i ∈ I till time T given survival till time t if the network consisted of ﬁrms in I and the ﬁrms’ assets at time t equaled SI .
We will omit SI where it is clear from the context what is meant. By deﬁnition Qt (˜i > T |I, SI ) = h(i, I ; t, T ; SI ).
Let us denote by ˜ the ﬁrst default of any ﬁrm in I and by f˜ its density (assuming it exists). We compute
Qt (˜i > T |I, SI ) = Qt (˜i > T |I, ˜>T )Qt (˜>T ) + Qt (˜i > T |I, ˜T )Qt (˜T )
= Qt (˜>T ) + Qt (˜T )
∫ T
t
Qt (˜i > T |I, ˜= s)f(s) ds
= Qt (˜>T ) + Qt (˜T )
∫ T
t
f˜(s) ds
∑
j∈I−i
∫
D−j,I
× Qs(˜i > T |I − j,−j )g(Dj × −j , s) d−j , (A.5)
where,
f˜(t) =
∑
j∈I
∫
D−j,I
g(I ;Dj × −j , t) d−j
and
Qt (˜T |I, SI ) =
∫ T−t
0
f˜(s) ds =
∫ T−t
0
∑
j∈I
∫
D−j,I
g(I ;Dj × −j , t) d−j ,
Qt (˜>T |I, SI ) =
∫ ∞
T−t
f˜(s) ds =
∫ ∞
T−t
∑
j∈I
∫
D−j,I
g(I ;Dj × −j , t) d−j .
We have that g(−j , s) is the density of the conditional distribution of the asset process with ﬁrms I − j being at −j
given that the ﬁrst time default occurred at time s and ﬁrm j defaulted. Eq. (10) follows from (A.5) by substitution
h(i, I − j ; s, T ;−j ) = Qs(˜i > T |I − j,−j ). 
Proof of Theorem 6. The number of operations of the algorithm H in a 1 ﬁrm economy is f1 = a1 = 2n log n +
2n+ n log n, i.e., three fast Fourier transformations and an element-by-element vector division. Since we will only be
interested in the level of algorithm operations we write f1 = O(n log n) (lines 1–6 in the algorithm). If fM represents
the number of computations in an M-ﬁrm economy, then fM satisﬁes the following recursive equation:
fM = aM + (M − 1)M−1fM−1,
where aM = O(nM2N2(M−1)) is the number of operations of the algorithm COMPUTE and bM = (M − 1)M−1 =
(M − 1)NM−1 is the number of discretization points of asset values of all ﬁrms except for the Mth one for which the
algorithm proceeds recursively. This equation can be solved as
fM =
M∑
i=1
ai
M∏
j=i+1
bj .
By using O(
∑M
i=1 ci) = O(Mmax1 iMci) we can write O(fM) = O(Mmax1 iM ai
∏M
j=i+1 bj ).
Furthermore,
M∏
j=i+1
bj =
M∏
j=i+1
(j − 1)Nj−1
= (M − 1)!
(i − 1)! N
(M(M−1)/2)−(i(i−1)/2)
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It is a matter of simple algebra that the maximum is obtained in the case of i=1, i.e., fM =O(n log nMM!NM(M−1)/2)
except for i = 2, in which case we have fM = O(n log nMM!N2). 
References
[1] Y. Ait-Sahalia, Maximum likelihood estimation of discretely sampled diffusions: a closed-form approximation approach, Econometrica 70
(2002) 223–262.
[2] G. Brumen, P. Vanini, Pricing credit risk in buyer-supplier networks, Working Paper, University of Zürich, 2006.
[3] A. Buoncore, A.G. Nobile, L. Ricciardi, A new integral equation for the evaluation of ﬁrst-passage-time probability densities, Adv. Appl.
Probab. 19 (1987) 784–800.
[4] P. Collin-Dufresne, R.S. Goldstein, Do credit spreads reﬂect stationary leverage ratios?, J. Finance 56 (2001) 1929–1957.
[5] A.L. Dulamge, N.S. Mandelsohn, Coverings of bipartite graphs, Canad. J. Math. 10 (1958) 517–534.
[6] H. He, W.P. Keirstead, J. Rebholz, Double lookbacks, Math. Finance 8 (1998) 201–228.
[7] J.J. Higgins, Some surface integral techniques in statistics, Amer. Statist. 29 (1975) 43–46.
[8] Y. Lengwiler, Heterogeneous patience and the term structure of real interest rates, Amer. Econom. Rev. 95 (2005).
[9] F. Longstaff, E. Schwartz, A simple approach to valuing risky ﬁxed and ﬂoating rate debt, J. Finance 50 (1995) 789–819.
[10] R.C. Merton, On the pricing of corporate debt: the risk structure of interest rates, J. Finance 29 (1974) 449–470.
