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L-FUNCTIONS WITH n-TH ORDER TWISTS
VALENTIN BLOMER, LEO GOLDMAKHER, AND BENOIˆT LOUVEL
Abstract. Let K be a number field containing the n-th roots of unity for some n > 3. We prove
a uniform subconvexity result for a family of double Dirichlet series built out of central values of
Hecke L-functions of n-th order characters of K. The main new ingredient, possibly of independent
interest, is a large sieve for n-th order characters. As further applications of this tool, we derive
several results concerning L(s, χ) with χ an n-th order Hecke character: an estimate of the second
moment on the critical line, a non-vanishing result at the central point, and a zero-density theorem.
1. Introduction
Analytic properties of L-functions in the critical strip often reflect subtle arithmetic properties
of the number theoretic object encoded in the coefficients. In particular the central value has re-
ceived much attention. If one has a suitable family of L-functions, their central values can again
be encoded into an L-function, and one obtains a multiple Dirichlet series. Typically such multiple
Dirichlet series no longer have Euler products, but they may have other interesting structure such
as a non-trivial group of functional equations.
One example of such a double Dirichlet series was investigated by Friedberg, Hoffstein, and Lie-
man in [FHL]. Their construction (which we review below in detail) is somewhat technical, but the
idea is straightforward. Fix n > 3, let K be a (totally imaginary) number field of degree d (> φ(n))
over Q containing the n-th roots of unity, and denote by O the ring of integers of K. We fix a set
S of (bad) finite places of K and a suitable ideal c depending only on K. There is a family of n-th
order Hecke characters χa of K indexed by integral ideals a ⊆ O coprime to S, which are a natural
analogue of the family of quadratic Dirichlet characters χD =
(
D
·
)
. If a is squarefree, then the
conductor of χa is an ideal lying between a and ca. We will discuss properties of these characters
in detail in Section 2. While the quadratic characters χD have been studied extensively, little is
known about their higher order relatives.
One can now construct a double Dirichlet series Z(s, w) which (in the region of absolute conver-
gence) looks roughly like
∑
a L(s, χa)(Na)−w where N denotes the norm of an ideal. This double
Dirichlet series has two obvious functional equations: one arising from the functional equation of
L(s, χa), and another from reciprocity of the character χa. These two functional equations generate
many others, including one which takes (s, w) ↔ (1− s, 1− w). Our first result is a subconvexity
result for the function Z(1/2, w) on the critical line Re w = 1/2 (Theorem 1.1). In fact, we prove
rather more: viewed as a function of two variables s, w, we deduce a uniform subconvexity bound
for Z(s, w) on the plane Re s = Re w = 1/2 (Theorem 1.2). The main new ingredient in our proofs
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of these subconvexity results is Theorem 1.3, a large sieve over the family of n-th order Hecke
characters χa. To further illustrate the utility of this tool, we deduce several results concerning
the behavior of the Hecke L-function L(s, χa): an estimate of the second moment on the critical
line (Corollary 1.4), a non-vanishing result at the central point (Corollary 1.5), and a zero-density
theorem for zeros off the critical line (Corollary 1.6).
As is well-known in the theory of multiple Dirichlet series, in order to obtain the desired functional
equations one needs to modify the objects in question by attaching some correction factors. With
this in mind, let Hc be the ray class group modulo c, Rc := Hc ⊗ Z/nZ, and let ψ be a (unitary)
ide`le class character of conductor dividing c and order dividing n, that is, a character of Rc. Let Sa
denote the set of prime ideals dividing the conductor of χa. For s ∈ C with sufficiently large real
part define
(1.1) L∗(s, ψ, a) = LS∪Sa(s, ψχa)A(s, ψ, a)
where the subscript S ∪ Sa indicates that the Euler factors at places in S ∪ Sa have been removed,
and where
(1.2) A(s, ψ, a1a
n
2 ) :=
∑
b1b2b3=a2
χa(b3)µ(b3)ψ(b3)
Nbns−n+11 Nbs3
 Namax(0,n(1−Re s)−1)+ε2
(with a1 n-th power free) is a suitable correction factor at the ramified primes. For two characters
ψ,ψ′ of Rc and s, w with sufficiently large real part we define
(1.3) Z1(s, w;ψ,ψ
′) :=
∑
a∈I(S)
L∗(s, ψ, a)ψ′(a)
Naw
where I(S) is the set of nonzero integral ideals coprime to S. This function has been studied in
detail in [FHL]; we will review the theory in section 4. For the moment we just mention that this
is the right object to consider with a clean set of functional equations. It has been conjectured in
[BBCFH] that Z1 together with its companion function Z2 defined in (4.2) below is a residue of a
Weyl group multiple Dirichlet series of type A
(3)
3 . The conjecture has been verified for n = 3 in [BB].
Specializing to the central value s = 1/2, the function Z1 has a functional equation in w. The
completed L-function looks roughly like Γ(nw)d/2Z1(1/2, w;ψ,ψ
′) and is essentially invariant under
w ↔ 1− w. A standard convexity argument shows
Z1(1/2, w, ψ, ψ
′) |w|nd4 +ε, Re w = 1/2.
Our first result is a power saving of this estimate and establishes a subconvexity result for this
L-function.
Theorem 1.1. With the notation developed above we have
Z1(1/2, w, ψ, ψ
′) |w|nd4 − d12+ε, Re w = 1/2.
for any ε > 0.
We emphasize that here and henceforth all implied constants may depend on n, K (including
S, c etc.) and ε even if this is not explicitly mentioned. With more work this bound can be
improved; our aim was to provide a subconvexity result with as little technical work as possible.
The functional equation for Z1(1/2, w;ψ,ψ
′) and the bound of Theorem 1.1 are shadows of the
general situation when Z1(s, w;ψ,ψ
′) is treated as a function of two complex variables s and w.
L-FUNCTIONS WITH n-TH ORDER TWISTS 3
For clarity of exposition we give a simplified description of the situation and postpone precise
statements to later sections. Let us assume for simplicity that ψ,ψ′ are trivial and drop them from
the notation. In the region of absolute convergence, the double Dirichlet series (1.3) looks roughly
like
∑
a,b
χa(b)Na−sNb−w. Applying reciprocity, we see that
(1.4) Z1(s, w) ≈ Z1(w, s).
Alternatively, we can apply the functional equation in the numerator of (1.3). This will introduce
n-th order Gauß sums, and therefore we need an auxiliary double Dirichlet series of the shape
Z2(s, w) :=
∑
a
D(w, a)
Nas , D(w, a) ≈
∑
b
(χb)χb(a)
Nbw
where (χb) is the normalized Gauß sum (of absolute value 1) appearing as the root number in
the functional equation of L(s, χb). The function D(w, a) also has a functional equation, as it
can essentially be realized as the Fourier coefficient of an Eisenstein series on the n-fold cover of
GL(2) over K. The theory has been developed in detail by Kazhdan and Patterson in [KP]. We
note already at this point an interesting asymmetry between D(w, a) and L∗(s,1, a). The function
L∗(s,1, a) is a standard GL(1) L-function over a number field with d/2 complex places, hence its
archimedean local factor is essentially Γ(s)d/2. On the other hand, D(w, a) is a more complicated
object, and its archimedean local factor is essentially Γ(w)(n−1)d/2.
We now give a simplified description of the functional equations of Z1 and Z2. The completed
versions are very roughly
Ξ1(s, w) ≈
(
Γ(s)Γ
(
(n− 1)(s+ w − 1)
)
Γ(w)
)d/2
Z1(s, w),
Ξ2(s, w) ≈
(
Γ(s)Γ
(
(n− 1)(w − 1/2)
)
Γ(s+ w)
)d/2
Z2(s, w).
(1.5)
Then in addition to (1.4) one has
Ξ2(1− s, w + s− 1/2) ≈ Ξ1(s, w),
Ξ2(s+ w − 1/2, 1− w) ≈ Ξ2(s, w).(1.6)
These functional equations can be iterated and generate a finite group. In particular, we obtain
(1.7) Ξ1(s, w) ≈ Ξ1(1− s, 1− w), Ξ2(s, w) ≈ Ξ2(1− s, 1− w).
There is no obvious concept of analytic conductor or convexity bound in the context of multiple
Dirichlet series, but in view of the functional equation (1.7) and (1.5) it seems reasonable to measure
the complexity of Z1(s, w) for Re s = Re w = 1/2 in terms of the quantity
(1.8) C := (|s||s+ w|n−1|w|)d.
We expect a “convexity” bound
(1.9) Z1(s, w) C1/4+ε, Re s = Re w = 1/2.
These notions agree with the classical ones if we specialize to the one variable case s = 1/2 or
w = 1/2. For illustrative purposes, we briefly sketch in Appendix I a convexity argument which
would yield the bound (1.9). We are now ready to state the following result, which improves on
the convexity bound (1.9) and generalizes Theorem 1.1.
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Theorem 1.2. With C as in (1.8) we have
Z1(s, w;ψ,ψ
′) C 14− 112(n+1)+ε
for Re s = Re w = 1/2 and any ε > 0.
This provides a uniform subconvexity result in all ranges of Im s and Im w, even in “exceptional”
ranges like Im s = −Im w where the conductor drops considerably. Again Theorem 1.2 may be
improved with somewhat more work. The reader may recognize certain features in the proof of
Theorem 1.2 from [Bl], where the case n = 2 is treated.
One of the main new ingredients of the present paper is a tool of independent interest, a large
sieve inequality for n-th order characters. Such results for n = 2 and n = 3 have been obtained by
Heath-Brown [HB1, HB2].1 Recently, in [GZ, Theorem 1.1], a weaker analogue of Heath-Brown’s
results was proved for the case n = 4. The following theorem, which is valid for all2 n > 3, is of
the same quality as [HB2] and improves in particular the main result of [GZ].
Theorem 1.3. Let M,N > 1/2, and let λa ∈ C be a sequence of complex numbers indexed by
a ∈ I(S). Then ∑∗
Na6M
∣∣∣∑∗
Nb6N
λbχa(b)
∣∣∣2  (MN)ε(M +N + (MN)2/3)∑∗
Nb6N
|λb|2
for any ε > 0. Here and henceforth
∑∗ indicates that the summation is restricted to squarefree
ideals coprime to S.
As in [HB2], the term (MN)2/3 is not optimal and can most likely be removed. Nevertheless,
Theorem 1.3 can be useful in various situations, as the following applications demonstrate.
Corollary 1.4. For N > 1, t ∈ R and ε > 0, one has with the notation developed so far∑
a∈I(S)
Na6N
|L(1/2 + it, χa)|2 
(
N(1 + |t|)d/2
)1+ε
.
This as strong as Lindelo¨f with respect to cond(χa) together with the convexity bound with respect
to t. For fixed t, this result is not new. In fact, an asymptotic formula for a smoothed second
moment has been established in [Di, Theorem 4.1]. In principle this can certainly be made uniform
in t, but the outcome is not clear a priori. Our method is comparatively short and elementary and
gives a uniform upper bound.
Corollary 1.5. For N > 1 sufficiently large and ε > 0 we have
#{a ∈ I(S) | Na 6 N, L(1/2, χa) 6= 0}  N1−ε.
For n = 3 this was proved in [Lu].
Corollary 1.6. For 1/2 < σ 6 1, T > 1 and a squarefree integral ideal a coprime to S let N(σ, T, a)
be the number of zeros ρ = β + iγ of L(s, χa) in the rectangle σ 6 β 6 1, |γ| 6 T . Then∑∗
Na6N
N(σ, T, a) Ng(σ)T 1+d 1−σ3−2σ (NT )ε, g(σ) :=

2(10σ−7)(1−σ)
24σ−12σ2−11 , 5/6 < σ 6 1,
8(1−σ)
7−6σ , 1/2 < σ 6 5/6.
1Baier and Young [BY] have developed a variant of Heath-Brown’s cubic large sieve over Q, and used this to
bound the second moment of L-functions associated to cubic characters.
2for n = 2 better bounds are proved in [GL].
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Plot of g(σ) with 1/2 6 σ 6 1.
This is relatively weak in the T aspect (and we have not optimized the T -exponent), but non-
trivial in the N -aspect for any σ > 1/2. In particular, this shows that for any 1/2 < σ 6 1 there
are at most Ng(σ)+ε characters χa with Na 6 N such that L(s, χa) has a real zero in the segment
[σ, 1]. A similar zero density result in the special case n = 3 that is weaker in the N -aspect and
stronger in the T -aspect was proved in [Xi], but the proof appears to be incorrect3.
By a standard procedure (see e.g. [Ro, Xi]), Theorem 1.3 and Corollary 1.6 can be used to de-
termine completely the statistical properties of L(1, χa) and in particular compute all its moments.
We leave this and further applications of the n-th order large sieve to the interested reader.
Acknowledgments. The second author is grateful to the mathematics department at the Univer-
sity of Go¨ttingen for its hospitality. The third author thanks the Centre Interfacultaire Bernoulli
at the Ecole Polytechnique Fe´de´rale de Lausanne, for its hospitality during the semester on Group
Actions in Number Theory.
2. The n-th order residue symbol
Starting from the n-th order power residue symbol (a/.) attached to the field extensionK(a1/n)/K,
Fisher and Friedberg [FF] constructed4 for each ideal a ∈ I(S) a Hecke character χa that generalizes
the power residue symbol (a/.), in the sense that for a ≡ 1 (mod c) one has χ(a) = χa. Here we
recall that we have chosen once and for all a sufficiently small ideal c whose construction depends
only on n and the field K, and we also recall the definition of the finite group Rc = Hc⊗Z/nZ from
the previous section. For an ideal a ∈ I(S) we shall denote by [a] the image of a in Rc. For the
convenience of the reader we shall give precise definitions in Appendix II, and quote here only the
relevant facts which we need for the rest of the paper; the interested reader is also referred to the
detailed accounts in [FF, FHL, GL]. We point out that we follow the convention in these references
to always mean the underlying primitive Hecke character when we write χa. In other words, χa is
by definition a primitive Hecke character. For example, χan is the arithmetic function on integral
ideals that returns the value 1 for all non-zero integral ideals b, whether or not they are coprime
to a. On the other hand, a product χaχb is the product of the two arithmetic functions χa, χb
defined on ideals and not necessarily5 a primitive character (cf. also Lemma 2.3 and the beginning
of Section 3). The various statements of the following lemma are proved in [GL, Appendix B].
3The argument between (9) and (10) in [Xi] would prove the Lindelo¨f hypothesis in the t-aspect.
4originally in the function field case and n = 2, but the number field case and general n is similar, see [FHL]
5This differs form the convention in [GL].
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Lemma 2.1. For any ideal a ∈ I(S) the character χa is a primitive n-th order Hecke character of
trivial infinite type. Let a, b ∈ I(S). Then
χaχb = χab if ab is n−th power free and χabn = χa.
If a = a1a
n
2 with a1 n-th power free, then the conductor of χa is an ideal lying between a0 and ca0,
where a0 is the squarefree kernel of a1. Finally a reciprocity formula holds in the sense that the
value of χa(b)χb(a)
−1 depends only on the classes [a], [b] ∈ Rc.
From the Chinese Remainder Theorem we conclude that any finite order Hecke character χ
modulo f = f1f2 with f1, f2 coprime decomposes as χ = χ1χ2 where χj is a Hecke character modulo
fj . This decomposition is unique up to multiplication by a character of the class group Cl of K,
and χ is primitive if and only if χ1 and χ2 are primitive. To see this, denote by G(f) the set of
Hecke characters of conductor dividing f which are unramified at infinity. Let O×f denote the image
of the units O× in (O/f)×. Then
G(f) ∼= {(χ, χCl) ∈ ̂(O/f)× × Ĉl | χ(O×f ) = 1},
and by a simple counting argument it is easy to see that the map G(f1)×G(f2) → G(f) is h-to-1,
in particular surjective.
We need this observation in the following situation: if b ∈ I(S) is squarefree, the character χb
factorizes as
(2.1) χb = χ
(b)ψ(b),
say, where χ(b) is a primitive Hecke character of conductor b and ψ(b) is a Hecke character of con-
ductor dividing c. We choose once and for all such a decomposition but fixing a choice of class
group characters.
The L-function attached to any primitive ray class character χ of conductor f satisfies the func-
tional equation( |dK |
(2pi)d
)s/2
Γ(s)d/2L(s, χ) = (χ)(N f)1/2−s
( |dK |
(2pi)d
)(1−s)/2
Γ(1− s)d/2L(1− s, χ¯)
where dK denotes the discriminant of K, and (χ) is the epsilon-factor. For a fixed smooth function
W with compact support in (0,∞), let Ŵ (s) denote its Mellin transform and let
W˙ (x) =
1
2pii
∫
(c)
Ŵ (1− s)
(
(2pi)sΓ(s)
Γ(1− s)
)d/2
|dK |−s/2x−sds,
for c > 0. A contour shift shows
(2.2) W˙ (x) |x|−A,
for any A > 0. A standard argument now yields (cf. [GL, Lemma A.2])
Lemma 2.2. Let M > 0. With the notation as above, we have∑
a
W
(Na
M
)
χ(a) =
M(χ)√N f
∑
a
W˙
(
MNa
N f
)
χ(a).
We will apply this later to a character of the type χjb1χ¯
j
b2
for j ∈ N. Therefore we state the
following auxiliary result:
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Lemma 2.3. Let b1, b2 ∈ I(S) be coprime and squarefree, and assume that [b1] = [b2] = C ∈
Rc. Let 1 6 j < n. Let χ be the primitive Hecke character that induces χjb1χ¯
j
b2
. Then χ =
(χ(b1))j(χ¯(b2))j with the notation as in (2.1). In particular, χ has conductor b1b2 and root number
(2.3) (χ) = η((χ(b1))j)((χ¯(b2))j)ψ¯(b2)(b2)
jψ(b1)(b1)
j
where η is a constant depending only on C.
Proof. The fact that χ has conductor b1b2 is proved in [GL, Appendix B]. It follows that
(2.4) χ = (χ(b1))j(χ¯(b2))j ,
and by the Chinese Remainder Theorem and (2.1) we obtain
(χ) = ((χ(b1))j)((χ¯(b2))j)χ(b1)(b2)
jχ¯(b2)(b1)
j
= ((χ(b1))j)((χ¯(b2))j)χb1(b2)
jχ¯b2(b1)
jψ¯(b1)(b2)
jψ(b2)(b1)
j .
Now (2.4) implies that ψj(b1)ψ¯
j
(b2)
is trivial on ideals coprime to S. Hence ψ¯(b1)(b2)
jψ(b2)(b1)
j =
ψ¯(b2)(b2)
jψ(b1)(b1)
j , and by reciprocity η := χb1(b2)
jχ¯b2(b1)
j depends only on C. This completes
the proof of (2.3). 
3. A large sieve inequality for n-th order characters
In this section we prove Theorem 1.3. The proof is inspired by the work of Heath-Brown [HB2,
Theorem 2]. Some extra complications arise from the fact that the character χa and its reciprocity
law are not as explicit as in the cases n = 2, 3. For simplicity of notation we shall write a ∼M to
mean M < Na ≤ 2M . For a, b ∈ I(S) square-free, coprime and in the same class C, we denote by
χa,b = χ
(a)χ(b) the primitive character inducing χaχb as in Lemma 2.3.
3.1. Preliminaries. As in the previous section let W be a fixed smooth function which is non-zero
on [1, 2] and has compact support in (0,∞). For any sequence of complex numbers λ = (λb), real
numbers M,N > 0 and an integer 1 ≤ j ≤ n− 1, we introduce the quantities
Σj1(M,N, λ) =
∑∗
a∼M
∣∣∣∑∗
b∼N
λbχ
j
a(b)
∣∣∣2, Σj2(M,N, λ) = ∑
a∼M
a∈I(S)
∣∣∣∑∗
b∼N
λbχ
j
b(a)
∣∣∣2.
For a class C ∈ Rc let
(3.1) Σj3(M,N, λ, C) =
∣∣∣ ∑
b1,b2∼N
b1,b2∈I(S)
(b1,b2)=(1)
[b1]=[b2]=C
λb1λb2
∑
a⊆O
W
(Na
M
)
χjb1,b2(a)
∣∣∣.
We write
Bji (M,N) = sup
λ 6=0
{
Σji (M,N, λ)/
∑∗
b∼N
|λb|2
}
, i = 1, 2,
and
Bj3(M,N) = sup
λ 6=0
max
C∈Rc
{
Σj3(M,N, λ, C)/
∑∗
b∼N,[b]=C
|λb|2
}
.
Our objective in this subsection is to state properties of these norms and some explicit relations
between them.
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Lemma 3.1. We have
(3.2) Bj1(M,N) Bj1(N,M).
Moreover, there exists a constant C > 1 such that whenever M2 ≥ CM1 log(2M1N),
(3.3) Bj1(M1, N) Bj1(M2, N).
This is [GL, Lemmas 2.4 and 2.5] which in turn is a slight generalization of [HB2, Lemmas 4 and
5]. From the reciprocity formula in Lemma 2.1 one concludes easily
(3.4) Bj1(M,N) Bj2(M,N)
after splitting the b-sum into classes modulo Rc. Next we bound B2 in terms of B3:
Lemma 3.2. There exist 1 ≤ ∆1  ∆2 such that
Bj2(M,N) N εBj3
(
M
∆1
,
N
∆2
)
.
Proof. Fix a sequence λb with b ∈ I(S), b ∼ N such that
∑
b |λb|2 = 1. By Cauchy’s inequality we
have ∑
a∼M
a∈I(S)
∣∣∣∑∗
b∼N
λbχ
j
b(a)
∣∣∣2  maxC∈Rc ∑
a∼M
a∈I(S)
∣∣∣∑∗
b∼N
[b]=C
λbχ
j
b(a)
∣∣∣2.
We closely follow the proof of [HB2, Lemma 7], and present only the key steps. Insert the factor
W (Na/M), open the square and sort by d = (b1, b2). Writing Cd := C[d]−1 ∈ Rc, we find that the
previous display is bounded by
max
C∈Rc
∑
d∈I(S)
∑
a∈I(S)
(a,d)=(1)
W
(Na
M
) ∑∗
b1,b2∼N/Nd
[b1]=[b2]=Cd
(b1,b2)=(d,b1b2)=(1)
λb1dλb2dχ
j
b1,b2
(a).
Note that we could replace χb1χ¯b2 by its underlying primitive character χb1,b2 since we are only
summing over a ∈ I(S). Now we remove the coprimality conditions in the a-sum by Mo¨bius
inversion. Let s denote the product of the primes contained in the set S. Recalling that in our
situation χb1,b2 = χ
(b1)χ¯(b2), we writing λ∗b := λbd(χ
(b))j(r) and recast the triple a, b1, b2-sum as∑
r|sd
µ(r)
∑
a⊆O
W
( Na
M/N r
) ∑∗
b1,b2∼N/Nd
[b1]=[b2]=Cd
(b1,b2)=(d,b1b2)=(1)
λ∗b1λ
∗
b2
χjb1,b2(a).
Hence
Σj2(M,N, λ) max
16∆1∆2
Bj3
(
M
∆1
,
N
∆2
) ∑
d∈I(S)
∑
r|sd
∑
b∈I(S)
b∼N/Nd
|λbd|2,
and the triple sum is  N ε∑b |λb|2 = N ε. 
Lemma 3.3. The following bound holds:
Bj3(M,N)M + (MN)ε
M
N
max
1≤K≤(MN)εN2/M
Bj2(K,N).
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Proof. If N ≤ 1, we estimate trivially, getting Bj3(M,N)  M . Assume now N > 1 and fix a
sequence λb with b ∼ N , [b] = C for some fixed class C ∈ Rc, b ∈ I(S) such that
∑
b |λb|2 = 1.
These assumptions imply that the character χjb1,b2 in the definition of Σ
j
3(M,N, λ, C) is a non-trivial
primitive character with conductor b1b2 (cf. Lemma 2.3). Using Lemma 2.2 and (2.3) for the inner
sum in (3.1), we obtain
Σj3(M,N, λ, C)M
∑
a⊆O
∣∣∣ ∑∗
b1,b2∼N
(b1,b2)=(1)
[b1]=[b2]=C
((χ(b1))j)((χ¯(b2))j)ψ¯(b2)(b2)
jψ(b1)(b1)
j
× λb1λb2W˙
(
MNa
N (b1b2)
)
χjb1,b2(a)√N (b1b2)
∣∣∣.
(3.5)
We factorize a = a0s where a0 ∈ I(S) and s | c∞. Next we split the a0-sum into dyadic ranges
a ∼ K for K > 1/2. Note that the term a = (0) does not occur in (3.5), because χ¯jb1,b2 is non-trivial.
For notational simplicity let us write Z := (MN)ε. By (2.2) we can neglect the values of K with
K > ZN2/(MN s), at the cost of an error (MN)−A. We insert the definition of W˙ and shift the
contour to Re s = ε. By the rapid decay of Ŵ we can truncate the integral at |Im s| 6 Zε, again
at the cost of an error (MN)−A. In this way we bound the right hand side of (3.5) by
(MN)−A + ZM
∑
s|c∞
max
K≤ ZN2
MNs
max
|t|6Z
∑
a0∈I(S)
a0∼K
∣∣ ∑∗
b1,b2∼N
(b1,b2)=(1)
[b1]=[b2]=C
λ∗b1λ
∗∗
b2
χjb1(a0)χ
j
b2
(a0)
N (b1b2)1/2+it−ε
∣∣∣
where
λ∗b := λb((χ
(b))j)ψ(b)(b)
jχ¯(b)(s)j and λ∗∗b := λb((χ¯
(b))j)ψ¯(b)(b)
jχ(b)(s)j .
Note that we replaced χ¯b1,b2(a0) by χ¯b1χb2(a0) since a0 ∈ I(S). Detecting coprimality with the
Mo¨bius function and using Cauchy’s inequality, we conclude verbatim as in [HB2, p. 121] that the
a, b1, b2-sum is bounded by

∑
Nd≤2N
Bj2(K,N)
∑∗
d|b
|λb|2N2ε−1  N3ε−1Bj2(K,N).
It remains to observe that #{s | c∞ : N s 6 ZN2}  (ZN2)ε. 
In order to state our last result, we need some more notation. Given M ≥ 1/2, let
Ξ =
{
X = (X1, . . . , Xn) ∈ [1/2,∞)n :
n∏
i=1
Xii < M 6
1
2
n∏
i=1
(2Xi)
i
}
.
For X = (X1, . . . , Xn) ∈ Ξ, we write X =
∏n
i=1Xi, and we define ` = `(X) by ` = 1 or ` = 2,
according to if X1 ≥ X2 or X1 < X2. In particular, X` = max(X1, X2).
Lemma 3.4. Suppose that j 6= n/2. Then
Bj2(M,N) (MN)ε max
X∈Ξ
{
min
(
M1/3,
(M
X`
)2/3)
Bj`1 (X`, N)
}
.
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Proof. Recall that any ideal a ∈ I(S) can be decomposed uniquely as a = a1a22 . . . an−1n−1ann, with ai
square-free for all i = 1, . . . , n− 1. For X = (X1, . . . , Xn) ∈ Ξ define
Σj4(M,N, λ,X) =
∑∗
a1∼X1
· · ·
∑∗
an−1∼Xn−1
∑
an∼Xn
an∈I(S)
∣∣∣∑∗
b∼N
λbχb(a1a
2
2 . . . a
n−1
n−1a
n
n)
∣∣∣2.
Then clearly Σj2(M,N, λ)  log(2 + M)n−1 maxX∈Ξ Σj4(M,N, λ,X). Let 1 ≤ ` ≤ 2 be as defined
above and consider only the a`-sum together with the b-sum, the other variables being fixed. Define
a new sequence λ∗ by λ∗b = λbχb(a/a
`
`). Then one sees that
Σj4(M,N, λ,X) =
∑∗
aj∼Xj
16j6n−1
j 6=`
∑
an∼Xn
an∈I(S)
Σj`1 (X`, N, λ
∗).
It is here that we need j 6= n/2, in order to ensure that j` 6≡ 0 (mod n). Since |λ∗b| 6 |λb|, it follows
that
(3.6) Bj2(M,N) (MN)ε max
X∈Ξ
X
X`
Bj`1 (X`, N).
Recall that by definition, X1X
2
2 . . . X
n
n 6M for all X ∈ Ξ. If ` = 1, i.e. X1 ≥ X2, one has
(3.7)
X
X1
= (X22 . . . X
2
n)
1/2 6
(
M
X1
)1/2

(
M
X1
)2/3
as well as
(3.8)
X
X1
= (X32 . . . X
3
n)
1/3 6
(
MX2
X1
)1/3
6M1/3.
If ` = 2, i.e. X1 < X2, one has
(3.9)
X
X2
= (X31X
3
3 . . . X
3
n)
1/3 6
(
MX21
X22
)1/3
6M1/3 
(
M
X2
)2/3
.
The lemma now follows from (3.6) – (3.9). 
3.2. The recursive argument. The idea of the proof of Theorem 1.3 is to improve iteratively on
the bounds
(Eα) B
j
1(M,N) (MN)ε(Mα +N + (MN)2/3)
and
(Fα) B
j
1(M,N) (MN)ε(M +Nα + (MN)2/3).
By (3.2), the statements (Eα) and (Fα) are equivalent.
Lemma 3.5. Assume that (Eα) holds for some α > 4/3. Then (E2− 2
3α−1
) holds.
Proof. Let us assume (Eα). As a first step we will show that
(3.10) Bj1(M,N) Bj2(M,N) (MN)ε
(
M +N2α−1M1−α + (MN)2/3
)
.
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The first inequality follows from (3.4). In order to verify the second, let us first assume j 6= n/2.
Then Lemma 3.4 implies
Bj2(M,N) (MN)ε max
X∈Ξ
min
(
M1/3,
(M
X`
)2/3)
Bj`1 (X`, N)
 (MN)ε max
X∈Ξ
min
(
M1/3,
(M
X`
)2/3)
(Xα` +N + (X`N)
2/3)
 (MN)ε max
X∈Ξ
((M
X`
)α
Xα` +M
1/3N +
(M
X`
)2/3
(X`N)
2/3
)
= (MN)ε
(
Mα +M1/3N + (MN)2/3
)
 (MN)ε
(
Mα +M1/3N
)
.
Substituting in Lemma 3.3 gives
Bj3(M,N) (MN)ε
(
M +N2α−1M1−α + (MN)2/3
)
.
Finally, we apply Lemma 3.2. By noting that ∆α−11 ∆
1−2α
2 = (∆2/∆1)
1−α∆−α2  1, we arrive at
(3.10) under the extra assumption j 6= n/2.
If j = n/2, then we have from [GL, Corollary 1.5] (which is applicable because of Lemma 2.1
and 2.3) the optimal estimate Bj1(M,N) (MN)ε(M +N). Therefore, (3.10) holds in all cases.
We can now distinguish two cases in (3.10). If M ≥ N2−3/(3α−1), then the second term on the
right hand side of (3.10) is bounded by the third, and (E2− 2
3α−1
) follows a fortiori. On the other
hand, if M ≤ N2−3/(3α−1), we use (3.3) to bound the left hand side of (3.10) by
Bj1(CN
2−3/(3α−1) log(2NM), N),
which by (3.10) is in turn bounded by (MN)ε(M +N2−2/(3α−1) + (MN)2/3). Hence (F2− 2
3α−1
) is
true and the lemma follows by duality. 
To complete the proof of Theorem 1.3, we recall from [GL, Lemma 2.2] (see also [HB2, (21)])
that (E2) holds. Thus, by iterating Lemma 3.5, we deduce that (Eα) holds for the fixed point of
α 7→ 2− 2/(3α− 1), i.e. for α = 4/3. This completes the proof of Theorem 1.3.
4. The double Dirichlet series of n-th order characters
The goal of this section is to prove Theorems 1.1 and 1.2. We begin by reviewing the work of
Friedberg, Hoffstein, and Lieman [FHL]: we give precise definitions of the double Dirichlet series
Z1 and Z2 and their completed series Ξ1 and Ξ2, and state the functional equations they satisfy.
Following this, we prove approximate functional equations for these series. From here it becomes
a relatively simple matter to deduce our main theorems.
4.1. The functional equations. Recall that we defined Z1(s, w;ψ,ψ
′) in (1.3), but did not give
a precise definition of its companion series Z2; we do so now. Let (χa) be the epsilon-factor (at
the point s = 1/2) in the functional equation of L(s, χa), and define
g(a, b) =
∏
pα‖a
pβ‖b
g(pα, pβ)
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where
(4.1) g(pα, pβ) =

1, β = 0,
Npβ/2−1(Np− 1), α > β, β ≡ 0 (mod n), β > 0,
−Npβ/2−1, α = β − 1, β ≡ 0 (mod n), β > 0,
Np(β−1)/2, α = β − 1, β 6≡ 0 (mod n), β > 0,
0, otherwise.
With this notation let
D(w, a, ψ) = ζK,S(nw − n/2 + 1)
∑
b∈I(S)
(χb)χb(a
∗)ψ(b)g(a, b)
Nbw
with a, ψ as above, a∗ the part of a coprime to the n-th power free part of b, ζK,S the Dedekind
zeta-function attached to K without Euler factor at primes in S, and Re w sufficiently large. Then
we define
(4.2) Z2(s, w;ψ,ψ
′) =
∑
a∈I(S)
D(w, a, ψ′)ψ(a)
Nas .
We next define the completed series Ξj of the double Dirichlet series Zj :
Ξj(s, w;ψ,ψ
′) := Gj(s, w)Zj(s, w;ψ,ψ′)
where the Gj are local factors at infinity defined by:
G1(s, w) :=
(
Γ(s)Γ(w)Γ
(
n(s+ w − 1))
Γ(s+ w − 1)(2pi)3/2(2pin)n(s+w−1)−1/2
)d/2
and
G2(s, w) :=
(
Γ(s)Γ(s+ w − 1/2)Γ(n(w − 1/2))
Γ(w − 1/2)(2pi)2s+1(2pin)n(w−1/2)−1/2
)d/2
.
For future reference we note that
(4.3)
G2(1− s, w + s− 1/2)
G1(s, w)
=
(
Γ(1− s)
Γ(s)(2pi)3/2−2s
)d/2
.
Having given precise definitions, we now summarize the analytic properties of these series (see
[FHL, Theorem 1.4 and Section 2]). Let
ζSK(s) :=
∏
p∈S
(
1− 1Nps
)−1
.
Proposition 4.1. Let ψ,ψ′ be two characters of Rc. Then the function Z1(s, w;ψ,ψ′) is holomor-
phic on C2, and of moderate growth in fixed vertical tubes except for possible (simple) polar divisors
at s = 1, w = 1, and s+w = 1 + 1/n. Similarly, the function Z2(s, w;ψ,ψ
′) is holomorphic on C2,
and of moderate growth in fixed vertical tubes except for possible (simple) polar divisors at s = 1,
w = 1/2 + 1/n, and s+w = 3/2. Moreover, for ρ, ρ′ ∈ R̂c there are complex numbers αψ,ψ′,ρ,ρ′ and
holomorphic functions α2,1ψ,ρ(s), α
1,2
ψ,ρ(s), α
2,2
ψ′,ρ(s), bounded in fixed vertical strips, such that
(4.4) Z1(s, w;ψ,ψ
′) =
∑
ρ,ρ′∈R̂c
αψ,ψ′,ρ,ρ′Z1(w, s; ρ, ρ
′);
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Ξ2
(
1− s, w + s− 1
2
;ψ,ψ′
)
= ζSK(ns)
∑
ρ∈R̂c
α2,1ψ,ρ(s)Ξ1(s, w;ψ,ψψ
′ρ);
Ξ1
(
1− s, w + s− 1
2
;ψ,ψ′
)
= ζSK(ns)
∑
ρ∈R̂c
α1,2ψ,ρ(s)Ξ2(s, w;ψ,ψψ
′ρ);(4.5)
Ξ2
(
s+ w − 1
2
, 1− w;ψ,ψ′
)
= ζSK
(
nw + 1− n
2
) ∑
ρ∈R̂c
α2,2ψ′,ρ(s)Ξ2(s, w;ψψ
′ρ, ψ′).
Iterating these functional equations, one can find holomorphic functions β
(1)
ψ,ψ′,ρ,ρ′(s, w) and β
(2)
ψ,ψ′,ρ,ρ′(s, w),
bounded in vertical tubes, satisfying
Ξ1(s, w;ψ,ψ
′) = ζSK(n(1− s))ζSK(n(1− w))ζSK(n(1 + 1/n− s− w))
×
∑
ρ,ρ′∈R̂c
β
(1)
ψ,ψ′,ρ,ρ′(s, w)Ξ1(1− s, 1− w; ρ, ρ′).(4.6)
4.2. Approximate functional equations. In this section we apply the functional equations to
obtain explicit expressions for the quantity Z1(s, w;ψ,ψ
′) on the plane Re s = Re w = 1/2. For
u, t ∈ R let
(4.7) C1 :=
(
(1 + |u|)(1 + |u+ t|)n−1)d.
Lemma 4.2. Let u, t ∈ R. There exist smooth functions V ± : [0,∞) → C depending on u and t
satisfying
(4.8) yj
dj
dyj
V ±(y)j,A (1 + y)−A
for all j, A ∈ N0 uniformly in u and t, such that
Z1(1/2 + it, 1/2 + iu;ψ,ψ
′)
∑
ρ,ρ′∈R̂c
∑
±
∣∣∣∑
a
L∗(1/2± it, ρ, a)ρ′(a)
Na1/2±iu V
±
( Na√
C1
)∣∣∣.
Proof. For fixed z ∈ C with Re z 6= 0 let
Pz(w) :=
(
1− 2z−w) (1− 2z+w) (1− 2z)−2 .
This is an even holomorphic function, bounded in fixed vertical strips, with a zero at w = z and
Pz(0) = 1. Let z := {±1/2− iu,±1/n− i(u+ t)}. For a large positive integer A we define
Ht,u(w) :=
(
cos
piw
3A
)−3And∏
z∈z
Pz(w).
This is an even function, satisfying Ht,u(0) = 1 with simple zeros at all w ∈ z. Moreover, Ht,u is
holomorphic in |Re w| < 3A/2. After these preparations we write
(4.9) Ξ1(1/2 + it, 1/2 + iu;ψ,ψ
′) =
1
2pii
∫
(1)
Ξ1(1/2 + it, 1/2 + iu+ w;ψ,ψ
′)Ht,u(w)
dw
w
− 1
2pii
∫
(−1)
Ξ1(1/2 + it, 1/2 + iu+ w;ψ,ψ
′)Ht,u(w)
dw
w
.
The rapid decay of Ht,u ensures the absolute convergence of the two integrals and that the integrand
is holomorphic except at w = 0, see [FHL, Theorem 1.4]. Moreover, the Dirichlet series Z1(1/2 +
±it, w;ψ,ψ′) is absolutely convergent in Re w > 1. For the last term in (4.9) we apply the functional
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equation (4.6), change variables w 7→ −w and open both Dirichlet series. This gives the lemma
with
V ±(y) =
1
2pii
∫
(1)
G1(1/2± it, 1/2± iu+ w)
G1(1/2 + it, 1/2 + iu)
Ht,u(w)(
√
C1y)
−w dw
w
.
It remains to establish (4.8). It is an easy consequence of Stirling’s formula (see e.g. [IK, p. 100])
that
Γ(s+ z)
Γ(s)
Re s,Re z (1 + |s|)Re z exp
(pi
2
|z|
)
, Re s,Re (s+ z) > 1/100.
We conclude that
G1(1/2± it, 1/2± iu+ w)
G1(1/2 + it, 1/2 + iu)
 CRe w/21 exp
(
pind
4
|w|
)
with C1 as in (4.7). Shifting the contour and differentiating under the integral sign we find
yj
dj
dyj
V ±(y)σ,j y−σ
∫
(σ)
exp
(
pi
(nd
4
− nd
)
|w|
)
(1 + |w|)j dw
w
+ δj=0,σ<0
for any −1/4 6 σ < 3A/2, σ 6= 0. The second term on the right hand side comes from the pole at
w = 0 if j = 0. The w-integral is rapidly converging. For y 6 1 we choose σ = −1/8, say, for y > 1
we choose σ = A and arrive at (4.8). 
Applying a smooth partition of unity, we conclude
(4.10) Z1(1/2 + it, 1/2 + iu;ψ,ψ
′) Cε1 max
ρ,ρ′∈R̂c
(
max
16P6C1/2+ε1
|D±ρ,ρ′(t, u, P )|
)
where
D±ψ,ψ′(t, u, P ) :=
∑
a
L∗(1/2± it, ψ, a)ψ′(a)
Na1/2±iu W
(Na
P
)
for a certain function W with support in [1, 2] depending on t, u, P , all of whose derivatives are
bounded uniformly in t, u, P . By Mellin inversion we have
D±ψ,ψ′(t, u, P ) =
1
2pii
∫
(3)
Z1(1/2± it, 1/2± iu+ w,ψ, ψ′)Ŵ (w)Pwdw
where Ŵ is holomorphic and rapidly decaying in vertical strips. Fix an even holomorphic function
Ht with Ht(0) = 1 and Ht(1/2± it) = 0 which decays rapidly in vertical strips, and let R > 0 be a
parameter. By Cauchy’s theorem we have
(4.11) D±ψ,ψ′(t, u, P ) = D1 +D2
where
D1 =
1
(2pii)2
∫
(1)
∫
(3)
Z1(1/2± it+ s, 1/2± iu+ w,ψ, ψ′)Ŵ (w)PwHt(s)R
s
s
dw ds,
D2 =
1
(2pii)2
∫
(1)
∫
(3)
Z1(1/2± it− s, 1/2± iu+ w,ψ, ψ′)Ŵ (w)PwHt(s)R
−s
s
dw ds.
Note that for Re w = 3 and −1 6 Re s 6 1 the function Z1(1/2± it+ s, 1/2± iu+ w,ψ, ψ′)Ht(s)
is holomorphic. We now choose
(4.12) R := (1 + |t|)d/2
√
P .
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The following two lemmas serve as templates of how to bring sums of central values of L-functions
into a form where Theorem 1.3 can be applied. We recall the definition (1.8) of C. We will use
frequently Lemma 2.1.
Lemma 4.3. For any ε > 0 we have D1  Cε
(
P 1/2 +R1/2 + (PR)1/3
)
.
Proof. By (1.3) and (1.1) we have
D1 =
∑
a,b∈I(S)
ψ′(a)ψ(b)χa(b)
Nb1/2±itNa1/2±iuW
(Na
P
)
V
(Nb
R
)
where
V (x) = V ±t,ψ,a(x) =
1
2pii
∫
(1)
Ht(s)A(1/2± it+ s, ψ, a)x−sds
s
and A is defined in (1.2). By the rapid decay of V and W we can truncate the double sum at
Na 6 P ′ := PCε and Nb 6 R′ := RCε at the cost of a negligible error. Having done so, we shift
the contour of the integral defining V to the line Re s = ε and truncate it at |Im s| 6 Cε at the
cost of a negligible error because of the rapid decay of Ht. Similarly we shift the contour of the
integral defining W to the line Re w = 0 and truncate at |Im w| 6 Cε. Hence
D1  C3ε sup
|y1|,|y2|6Cε
∣∣∣ ∑
Na6P ′,Nb6R′
a,b∈I(S)
ψ′(a)A(1/2 + ε± it+ iy2, ψ, a)ψ(b)χa(b)
Na1/2±it+iy1Nb1/2+ε±iu+iy2
∣∣∣+ C−A.
We decompose uniquely a = a0a1a
n
2 where a0a1 is n-th power free, a0 is squarefree, a1 is squarefull
and (a0, a1) = 1. Similarly we decompose b = b0b1 where b0 is squarefree, b1 is squarefull and
(b0, b1) = 1. Then the sum over a and b is bounded by (cf. (1.2))
(4.13)
∑
Na1an26P ′
Nan/2−1+ε2
(Na1an2 )1/2
∑
Nb16R′
1
Nb1/21
∣∣∣ ∑
Na06 P ′Na1an2
(a0,a1)=1
∑
Nb06 R′Nb1
(b0,b1)=1
ψ′(a0)ψ(b0)χa0a1(b0b1)
Na1/2±it+iy10 Nb1/2+ε±iu+iy20
∣∣∣.
Here it is understood that b0, a0 are squarefree, b1, a1 are squarefull, a1 is n-th power free, and all
ideals are coprime to S. We split the inner double sum over a0 and b0 into finitely many subsums
according to their image in Rc. By the reciprocity law stated in Lemma 2.1 we see that this double
sum is bounded by
 max
C1,C2∈Rc
∣∣∣ ∑
Na06 P ′Na1an2
(a0,a1)=1,[a0]=C1
∑
Nb06 R′Nb1
(b0,b1)=1,[b0]=C2
χa0(b0)χa1(b0)χa0(b1)
Na1/2±it+iy10 Nb1/2+ε±iu+iy20
∣∣∣,
and by Cauchy-Schwarz the double sum is at most
 (logP ′)
(∑
a0
∣∣∣∑
b0
χa0(b0)χa1(b0)
Nb1/2+ε±iu+iy20
∣∣∣2)1/2
with the same summation conditions as in the previous display. Applying Theorem 1.3 and substi-
tuting back into (4.13), we obtain the lemma. 
Lemma 4.4. For any ε > 0 we have D2  Cε
(
P 1/2 +R1/2 + (PR)1/3
)
.
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Proof. By (4.5) and (4.3) we have
D2 =
∑
ρ∈R̂c
1
(2pii)2
∫
(1)
∫
(3)
ct,u(s, w)Ŵ (w)(1 + |t|)sdPwHt(s)R
−s
s
× Z2(1/2∓ it+ s, 1/2± i(u+ t) + w − s;ψ,ψψ′ρ) dw ds.
where
ct,u(s, w) = α
1,2
ψ,ρ(1/2∓ it+ s)ζSK(n(1/2∓ it+ s))
(
Γ(1/2∓ it+ s)
Γ(1/2± it− s)(2pi)1/2∓2it+2s(1 + |t|)2s
)d/2
Re s,Re w (1 + |Im s|)dRe s
in Re s,Re w > 0, uniformly in u, t. Now we insert the definition of R given in (4.12) and change
variables, getting
D2 =
∑
ρ∈R̂c
1
(2pii)2
∫
(1)
∫
(2)
ct,u(s, w + s)Ŵ (w + s)P
wHt(s)R
s
s
× Z2(1/2∓ it+ s, 1/2± i(u+ t) + w;ψ,ψψ′ρ) dw ds.
We open the absolutely convergent Dirichlet series and write
D2 =
∑
ρ∈R̂c
∑
a,b∈I(S)
(χb)χ¯b(a
∗)ψψ′ρ(b)g(a, b)ψ¯(a)
Na1/2∓itNb1/2±i(u+t) Ω
(Na
R
,
Nb
P
)
where
Ω(x, y) =
1
(2pii)2
∫
(1)
∫
(2)
ct,u(s, w + s)ζK,S(1± in(u+ t) + ns)Ŵ (w + s)Ht(s)x−sy−w dw ds
s
.
With future manipulations in mind, we decompose uniquely b = b′(b′′)n with (b′, b′′) = 1 and
b′′ =
∏
pβ‖b
β≡0 (n)
pβ/n.
Accordingly we write a = a˜a′a′′ where (a˜, b) = 1, a′ | (b′)∞ and a′′ | (b′′)∞. Shifting contours we see
that Ω is rapidly decaying in both variables, so we can truncate6 N a˜ 6 R′ = RCε, Nb 6 P ′ = PCε
at the cost of a negligible error. Now we shift the contour to Re w = 0, Re s = ε and truncate the
two contours at |Im w|, |Im s| 6 Cε at the cost of a negligible error. As above we conclude
D2  C3ε sup
|y1|,|y2|6Cε
max
ρ∈R̂c
∣∣∣ ∑
b∈I(S)
Nb6P ′
∑
a∈I(S)
N a˜6R′
(χb)χ¯b(a
∗)ψψ′ρ(b)g(a, b)ψ¯(a)
Na1/2+ε∓it+iy1Nb1/2±i(u+t)+iy2
∣∣∣+ C−A.
Our notation (cf. Lemma 2.1) implies χb(a
∗) = χb′(a∗) = χb′(a˜a′′) and g(a, b) = g(a′, b′)g(a′′, (b′′)n).
Let
G(b′) =
(χ′b)χb′(a
′′)ψψ′ρ(b′)
(Nb′)±i(u+t)+iy2
∑
a′|(b′)∞
g(a′, b′)ψ¯(a′)
(Na′)1/2+ε∓it+iy1  1,
6We could have truncated more canonically at Na 6 R′, but the above truncation is more convenient later. Note
that a˜ depends on b, but this is not a problem.
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cf. (4.1). Then we can bound the double sum by∑
Nb′′6R′
1
(Nb′′)n/2
∑
a′′|(b′′)∞
g(a′′, (b′′)n)
(Na′′)1/2
∣∣∣ ∑
Nb′6R′(Nb′′)−n
(b′,b′′)=1
G(b′)
(Nb′)1/2
∑
N a˜6P ′
(a˜,b′b′′)=1
ψ¯(a˜)χb′(a˜)
(N a˜)1/2+ε∓it+iy1
∣∣∣.
Here all ideals are understood to be coprime to S. We now proceed exactly as in the previous
lemma: we decompose the inner sum into b′ = b′0b′1(b′2)n and a˜ = a˜0a˜1 where b′0, a˜0 are squarefree,
b′1, a˜1 are squarefull, b′0b′1 is n-th power free and (b′0, b′1) = (a˜0, a˜1) = 1. We pull the b′1, b′2, a˜1-sums
outside the absolute values, split the inner sums into finitely many subsums according to image of
b′0, a˜0 in Rc and use this to decompose χb′(a˜). Then we use Theorem 1.3 for the innermost double
sum and estimate the rest trivially. 
4.3. Proofs of Theorems 1.1 and 1.2. Combining (1.8), (4.7), (4.10), (4.11), (4.12), and Lemmas
4.3 and 4.4 we find
Z1(1/2 + it, 1/2 + iu;ψ,ψ
′) max
PC1/2+ε1
(
P 1/2 +R1/2 + (PR)1/3
)1+ε
 C1/4+ε
(
(1 + |t|)−d/4 + ((1 + |u|)(1 + |u+ t|n−1))−d/8 + (1 + |t|)−d/12) .
By (4.4) we can assume that |t| > |u| and Theorem 1.2 follows easily. Similarly, we use (4.4) to
conclude that Z1(1/2, w;ψ,ψ
′) maxρ,ρ′ |Z1(w, 1/2, ρ, ρ′)| to conclude Theorem 1.1.
5. Proofs of the Corollaries
Proof of Corollary 1.4. This follows the pattern of Lemmas 4.3 and 4.4, so we can be brief. With
later applications in mind, we will show the following slightly stronger bound. If a = a1a
n
2 ∈ I(S)
with a1 n-th power free, we will show
(5.1)
∑
a=a1an2∈I(S)Na6N
|L(1/2 + it, χa)|2(Na2)n−2+ε 
(
N(1 + |t|)d/2
)1+ε
.
Clearly this implies Corollary 1.4, but it also implies
(5.2)
∑
a∈I(S)
Na6N
|L∗(1/2,1, χa)|2  N1+ε,
cf. (1.1) and (1.2).
A standard approximate functional equation for the Hecke L-function L(1/2 + it, χa) as in [IK,
Theorem 5.3/Proposition 5.4] gives
L(1/2 + it, χa)
∣∣∣∑
b⊆O
χa(b)
Nb1/2±itV
( Nb
cond(χa)1/2(1 + |t|)d/2
)∣∣∣
where V depends on t and is rapidly decaying, uniformly in t. Similarly as in Lemma 4.3 and 4.4
we decompose uniquely a = a0a1a
n
2 where a0 is squarefree, a1 is squarefull, but n-th power free,
and (a0, a1) = 1; and b = b0b1b2 where b1 is squarefree, b2 is squarefull, (b1, b2) = (b1b2, S) = 1
and b0 is only composed of prime ideals in S. We note that
∑
b0,b2
(Nb0b2)−1/2−ε is convergent. If
Na 6 N , we can cut the b-sum at
Nb1 6 B :=
(( N
Nan2
)1/2
(1 + |t|)d/2
)1+ε
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with a negligible error. We write V as an inverse Mellin transform, shift the contour to the ε-line
and get
|L(1/2 + it, χa)|2  (NB)ε
∫ (NB)ε
−(NB)ε
∣∣∣ ∑
b⊆O
Nb16B
χa(b)
Nb1/2+ε±it+iy
∣∣∣2dy
 (NB)ε
∫ (NB)ε
−(NB)ε
∣∣∣ ∑∗
b1∈I(S)
Nb16B
χa(b1)
Nb1/2+ε±it+iy1
∣∣∣2dy.
We sum this over a = a0a1a
n
2 and conclude from Theorem 1.3 that∑
a∈I(S)
Na6N
|L(1/2 + it, χa)|2(Na2)n−2+ε  (NB)ε
∑
Na1an2N
(
N
Na1an2
+B +
( NB
Na1an2
)2/3)
(Na2)n−2.
The desired bound (5.1) follows now easily. 
Proof of Corollary 1.5. Let r be a sufficiently large real number such that the asymptotic formula
[FHL, Theorem 1.3] for the first moment holds. Rcalling (1.1), an application of the Cauchy-
Schwarz inequality together with (5.2) gives:
# {a ∈ I(S) | Na 6 N, L(1/2, χa) 6= 0} > # {a ∈ I(S) | Na 6 N, L∗(1/2,1, χa) 6= 0}
>
( ∑
a∈I(S)
Na6N
L∗(1/2,1, χa)
(
1− Na
N
)r)2( ∑
a∈I(S)
Na6N
|L∗(1/2,1, χa)|2
(
1− Na
N
)2r)−1
 N1−ε. 
Proof of Corollary 1.6. Consider the zero-detecting Dirichlet polynomial
MX(s, χa) =
∑
b∈I(S)
Nb6X
µ(b)χa(b)
Nbs
(X > 1). Note that we may replace L(s, χa) by LS(s, χa) in Corollary 1.6 as their zeros coincide.
We now closely follow [HB1, Section 11]. Choosing another parameter Y > X, we see that
(5.3)
∑∗
Na6N
N(σ, T, a) (NT )εT
(
Y 1/2−σ sup
|u|T
∑∗
Na6N
|LS(1/2 + iu, χa)MX(1/2 + iu, χa)|
+ Y ε sup
X6U6Y 1+ε
U−2σ
∑∗
Na6N
∣∣∣ ∑
b∈I(S)
U6Nb62U
cbχa(b)
∣∣∣2)
for a certain sequence of complex numbers cb  Nbε, cf. the second display on p. 273 and the third
display on p. 274 of [HB1]. By Cauchy-Schwarz, Corollary 1.4 and Theorem 1.3, the first term is
(5.4)  (NTX)εTY 1/2−σ(NT d/2)1/2(X +N + (XN)2/3)1/2.
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For the second term we write b = b1b2 where b1 is squarefree and b2 is squarefull and (b1, b2) = 1;
by Cauchy-Schwarz we can bound the double sum by( ∑
b262U
b2 squarefull
(∑∗
Na6N
∣∣∣ ∑∗
U6Nb1b262U
(b1,b2)=1
cb1b2χa(b1)
∣∣∣2)1/2)2.
We split the a and b1 sums into residue classes modulo Rc and apply reciprocity. Then we can use
Theorem 1.3 to see that the previous display is at most
 (NU)ε
( ∑
b262U
b2 squarefull
(
(N + U + (NU)2/3)
U
Nb2
)1/2)2  (NU)ε(N + U + (NU)2/3)U.
Hence the second term in (5.3) is at most
(5.5)  (NY )ε(NX1−2σ +N2/3X5/3−2σ +N2/3Y 5/3−2σ + Y 2−2σ)
for 1/2 6 σ 6 1 and 1 6 X 6 Y . Note that of the two terms N2/3X5/3−2σ +N2/3Y 5/3−2σ only one
contributes to the sum: the latter if σ < 5/6 and the former if σ > 5/6. Combining (5.3), (5.4)
and (5.5) we find∑∗
Na6N
N(σ, T, a) (NTY )εT
(
Y 1/2−σ(NT d/2)1/2(X +N + (XN)2/3)1/2
+NX1−2σ +N2/3X5/3−2σ +N2/3Y 5/3−2σ + Y 2−2σ
)
.
It remains to optimize X and Y in terms of T , N and σ. For 1/2 < σ 6 5/6 we can choose
X = N1/2, Y = N
2
7−6σT
d
6−4σ
to get
(5.6)
∑∗
Na6N
N(σ, T, a) (NT )εN 8(1−σ)7−6σ T d 1−σ3−2σ+1, 1/2 < σ 6 5/6.
This is nontrivial in the N -aspect for σ > 1/2. In the range 5/6 6 σ 6 1 we can choose
X = N1/2 +N
6σ−4
24σ−12σ2−11 , Y = N
10σ−7
24σ−12σ2−11T
d
6−4σ .
This balances Y 1/2−σ(NT d/2)1/2(XN)1/3 = Y 2−2σ = N2/3Y 5/3−2σ in the N -aspect, while the
choice for the T -exponent was just made for simplicity and is not optimal. Note that X 6 Y and
N1/2 6 X 6 N2, so that X +Q+ (XQ)2/3  (XQ)2/3. Hence we obtain
(5.7)
∑∗
Na6N
N(σ, T, a) (NT )εQ
2(10σ−7)(1−σ)
24σ−12σ2−11 T d
1−σ
3−2σ+1
for 5/6 < σ 6 1. This completes the proof. 
Appendix I
We briefly sketch a convexity argument leading to (1.9). To this end we assume
(5.8)
∑
Na6X
|D(w, a)|  X1+ε|w|(n−1)d/4+ε, Re w > 1/2,
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i.e. convexity in the w-aspect combined with Lindelo¨f in the conductor aspect on average. This is
not a trivial fact, but can be proved using the same approach as in Corollary 1.4. The bound (5.8)
implies
Z2(s, w) |w|(n−1)d/4+ε, Re s = 1 + ε, Re w = 1/2.
Applying the first functional equation in (1.6), we find after a short calculation
Z1(s, w) |s|d/2+ε|s+ w|(n−1)d/4+ε, Re s = −ε, Re w = 1 + ε.
By (1.4) we conclude the same bound with s and w interchanged. Interpolating between the lat-
ter two bounds gives the desired convexity bound (1.9). Note that interpolating naively between
(Re s,Re w) = (1+ε, 1+ε) and (−ε,−ε) via (1.7) one can only prove Z1(s, w)(|s||s+ w|2(n−1)|w|)d/4
for Re s = Re w = 1/2, which shows that the notion of convexity is much more subtle in the context
of multiple Dirichlet series.
Appendix II
In order to keep this paper self-contained, we present here the precise details of the construction
of the character χa. It slightly simplifies the presentation if we assume n > 3 which we may for the
purpose of this paper.
Given K and n, we fix once and for all a finite set of finite places S of K containing all divisors
of n such that the ring OS of S-integers has class number 1. We also fix once and for all an ideal
c =
∏
p∈Sf p
ep where ep ∈ N is sufficiently large to ensure that ordp(a− 1) > ep for a ∈ Kp implies
that a ∈ Kp is an n-th power. If p - n, we can choose ep = 1. Here, as usual, Kp denotes the
completion of K at p. Let Hc be the ray class group modulo c and Rc := Hc ⊗ Z/nZ. Write Rc
as a product of cyclic groups and choose a generator for each. Let E0 ⊆ I(S) be a complete set
of ideals representing these generators, and choose for each E0 ∈ E0 some mE0 ∈ K× such that
(mE0) = E0 as OS-ideals. Let E ⊆ I(S) be a complete set of representatives of Rc. Write each
E ∈ E as ∏EnE00 with nE0 > 0 and let mE = ∏mnE0E0 ∈ K×. Without loss of generality assume
(1) ∈ E and m(1) = 1.
For coprime a, b ∈ I(S) we decompose a = (x)Egn with x ≡ 1 (mod c), E ∈ E and (g, b) = 1.
Then we define χa(b) := (xmE/b) where the latter is the usual n-th power residue symbol given by
the Artin map. We recall that this symbol has the property that (a/b) = 1 if a ≡ 1 (mod b).
One can show that χa is well-defined [FF, FHL] and gives a Hecke character modulo ca (see [GL]).
We then agree to re-define χa as the underlying primitive Hecke character. The construction of this
character is not canonical, as it depends on all the choice made above. However, the vector space
of double Dirichlet series spanned by {Z1(s, w, ψ, ψ′) | ψ,ψ′ ∈ Rc} is independent of these choices
([FF, Proposition 1.2]).
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