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Abstract
This paper explores the identification and estimation of nonseparable panel data
models. We show that the structural function is nonparametrically identified when
it is strictly increasing in a scalar unobservable variable, the conditional distribu-
tions of unobservable variables do not change over time, and the joint support of
explanatory variables satisfies some weak assumptions. To identify the target pa-
rameters, existing studies assume that the structural function does not change over
time, and that there are “stayers”, namely individuals with the same regressor val-
ues in two time periods. Our approach, by contrast, allows the structural function
to depend on the time period in an arbitrary manner and does not require the ex-
istence of stayers. In estimation part of the paper, we consider parametric models
and develop an estimator that implements our identification results. We then show
the consistency and asymptotic normality of our estimator. Monte Carlo studies
indicate that our estimator performs well in finite samples. Finally, we extend our
identification results to models with discrete outcomes, and show that the structural
function is partially identified.
Keywords: Nonseparable models, nonparametric identification, panel data, un-
observed heterogeneity.
1 Introduction
This paper considers the identification and estimation of the following nonseparable panel
data model:
Yit = gt(Xit, Uit), i = 1, · · · , n, t = 1, · · · , T, (1)
where Yit ∈ R is a scalar response variable, Xit ∈ Rk is a vector of explanatory variables,
and Uit ∈ R is a scalar unobservable variable. Suppose that Yi = (Yi1, · · · , YiT ) and
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Xi = (X
′
i1, · · · , X ′iT ) are observable. Many widely used panel data models fall into this
category. For example, this specification contains the textbook linear panel data model
Yit = X
′
itβ + αi + it,
because we can regard αi + it as Uit. Furthermore, it contains the following nonlinear
panel data models:
Yit = h
−1(X ′itβ + γt + αi + it), (2)
Yit = c(U(αi, it)) +X
′
itβ(U(αi, it)), (3)
where (2) is the transformation model proposed by Abrevaya (1999), and (3) is the random
effects quantile regression model proposed by Galvao and Poirier (2017).
The importance of unobserved heterogeneity when modeling economic behavior is
widely recognized. Nonseparable models capture the unobserved heterogeneity effect of
explanatory variables on outcomes because these models allow the derivative of the struc-
tural function to depend on an unobserved variable. Indeed, there is extensive literature
on nonseparable panel data models including Altonji and Matzkin (2005),Evdokimov
(2010), Hoderlein and White (2012), Chernozhukov, Ferna´ndez-Val, Hahn, and Newey
(2013), D’Haultfoeuille, Hoderlein, and Sasaki (2013), and Chernozhukov, Fernandez-Val,
Hoderlein, Holzmann, and Newey (2015).
This study shows that we can nonparametrically identify gt(x, u) when gt(x, u) is
strictly increasing in u, the conditional distributions of Uit are the same over time, and the
support of Xi satisfies some weak assumptions. To identify the target parameters, many
nonseparable panel data models assume that the structural function does not change over
time, and require the existence of “stayers”, namely individuals with the same regressor
values in two time periods. By contrast, our approach allows gt to depend on the time
period t in an arbitrary manner and does not require the existence of stayers.
Although modeling time trends is important in research on panel data, existing nonsep-
arable panel data models assume that the structural function does not change over time or
impose some restrictions on these time trends. For instance, Altonji and Matzkin (2005)
do not allow gt to depend on time period t; Evdokimov (2010) and Hoderlein and White
(2012) use additive time effects; and Chernozhukov et al. (2013) and Chernozhukov et al.
(2015) use additive location time effects and multiplicative-scale time effects. Moreover,
Chernozhukov et al. (2015) assume that gt(x, u) can be written as µt(x) + σt(x)φ(x, u).
Thus, time effects are linearly conditional on explanatory variables in this model, and as
such it does not allow for nonlinear time effects. Indeed, D’Haultfoeuille et al. (2013) allow
for nonlinear time effects by assuming that gt(x, u) can be written as mt(h(x, u)), where mt
is a monotonic transformation. While this transformation extends the typical additive lo-
cation time effects and captures macro-shocks, it does not allow the effect of macro-shocks
to depend directly on an unobserved variable, and stipulates that ∇xgt(x, u)/∇ugt(x, u)
does not depend on time. For example, consider the relationship between consumption
and income. We write the Engel function of the i-th household as
Yit = φ(Xit,Mt, Uit),
where Yit is consumption, Xit is income, Uit is the scalar unobserved heterogeneity that
represents preference, and Mt is a macroeconomic variable. However, such a model does
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not satisfy D’Haultfoeuille et al. (2013) since ∇xφ(x,Mt, u)/∇uφ(x,Mt, u) depends on
Mt. By contrast, our assumptions can accommodate this model, because we can rewrite
this as (1) by treating φ(x,Mt, u) as gt(x, u).
Many nonseparable panel data models require the existence of stayers: Evdokimov
(2010), Hoderlein and White (2012), and Chernozhukov et al. (2015) require stayers in
order to identify the structural functions or derivatives of the average and quantile struc-
tural functions. In particular, to identify the structural function, Evdokimov (2010)
requires the support of (Xi1, Xi2) contains (x, x) for all x. Many empirically important
models do not satisfy this assumption. For example, in standard difference-in-differences
(DID) models, there are no individuals treated during both time periods. Our approach
does not require the existence of stayers and allows the support condition employed in
standard DID models.
Our identification approach is based on the conditional stationary condition, that is,
the conditional distribution function of Uit given Xi does not change over time. Similar
assumptions are employed in all the aforementioned papers except for Altonji and Matzkin
(2005). Indeed, Manski (1987), Abrevaya (1999), Athey and Imbens (2006), Hoderlein and
White (2012), Graham and Powell (2012), Chernozhukov et al. (2013), and Chernozhukov
et al. (2015) essentially make the same assumption. Whereas Evdokimov (2010) does
not impose this assumption explicitly, a similar assumption is made by considering the
following model: Yit = m(Xit, αi) + Uit. In this model, the unobservable variable αi
automatically satisfies the conditional stationarity because αi does not depend on t. By
contrast, D’Haultfoeuille et al. (2013) do not assume the conditional stationarity of Uit
given Xi because they consider the identification of nonseparable models using repeated
cross-sections. Rather, they assume that the conditional distribution of Uit given Vit ≡
FXt(Xit) does not depend on time.
In the literature on nonseparable panel data models, many papers allow the unobserv-
able variable to be a vector or do not impose monotonicity on the structural function, for
example, Altonji and Matzkin (2005), Evdokimov (2010), Hoderlein and White (2012),
Chernozhukov et al. (2013), and Chernozhukov et al. (2015). On the other hand, our
model assumes that the unobservable variable is scalar, and that the structural function
is strictly increasing in the unobservable variable. These assumptions are restrictive but
crucial for our identification results.
In the estimation part of the paper, we assume that the admissible collection of struc-
tural functions is indexed by a finite-dimensional parameter. In what follows, we develop
an estimator based on the conditional stationary condition. Our method is similar to that
of Torgovitsky (2017). The estimator is obtained by minimizing the distance between the
conditional distributions of Ui1 and Ui2. We then prove the consistency and asymptotic
normality of this estimator. Because the asymptotic variance is complicated, we also
show the validity of the nonparametric bootstrap. Monte Carlo studies indicate that our
estimator performs well in finite samples.
Finally, we extend our identification results to models in which outcomes are discrete.
This class of models includes many empirically important models such as binary choice
panel data models. Models in this class cannot point-identify gt, but can partially identify
it by using the suggestion developed in Chesher (2010). We also allows gt to depend on
the time period t in an arbitrary manner and does not require the existence of stayers.
However, the support condition becomes stronger than it is in models with continuous
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outcomes.
The remainder of the paper is organized as follows. Section 2 demonstrates the non-
parametric identification of gt when outcome variables are continuous. In Section 3,
we propose the estimator under the parametric assumption and discuss its consistency,
asymptotic normality, and bootstrap. Section 4 reports the results of several Monte Carlo
simulations. In Section 5, we consider the case where Yit is discrete and show the partial
identification of gt. Section 6 offers concluding remarks. The proofs of the theorems and
auxiliary lemmas are collected in the Appendix.
2 Identification
First, for notational convenience we drop the subscript i and let T = 2. It is straight-
forward to extend the results to the case with T ≥ 3. For any random variables V and
W , let FV |W and QV |W denote the conditional distribution function and the conditional
quantile function, respectively. Xt, X12, and Ut denote, respectively, the supports of Xt,
(X1, X2), and Ut.
First, we assume gt(x, u) is strictly increasing in u, and Ut is continuously distributed.
Assumption I1. (i) For all t, the function gt(x, u) is continuous and strictly increasing
in u for all x. If Xt is continuously distributed, then gt(x, u) is also continuous in x. (ii)
For all t, Ut|X = x is continuously distributed for all x.
Assumption I2. For all t and x ∈ X12, the conditional distribution of the Yt conditional
on X = x is continuous and strictly increasing.
Many nonseparable panel data models do not employ the strict monotonicity assump-
tion, for example, Altonji and Matzkin (2005), Hoderlein and White (2012), Chernozhukov
et al. (2013), and Chernozhukov et al. (2015). These models allow for unobserved vari-
ables to be multivariate. Hence, our model is more restrictive than theirs. However, as
noted in the previous section, our model covers many widely used panel data models, such
as typical linear fixed-effects models.
Assumptions I1 and I2 rule out the case where outcomes are discrete. In Section 5, we
relax the strict monotonicity assumption by allowing gt(x, u) to be flat inside the support
of Ut, and consider the case where outcomes are discrete.
Next, we impose the normalization assumption.
Assumption I3. For some x¯ ∈ X1, we have g1(x¯, u) = u for all u.
Assumption I3 is a normalization assumption common in nonseparable models (see,
e.g., Matzkin (2003)). Because we assume U1|X = x d= U2|X = x below, it is sufficient to
normalize g1(x, u) exclusively. The functions gt(x, u) and distributions of Ut depend on
the choice of x¯. However, it is easy to show that the function
ht(x, τ) ≡ gt(x,QUt(τ))
does not depend on the choice of x¯.
Nevertheless, we can normalize this model in an alternative way.
Assumption I3’. For all t, the marginal distribution of Ut is uniform on [0, 1].
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Under this normalization and additional assumptions, we can regard this structural
function as the quantile function of the potential outcome considered by Chernozhukov
and Hansen (2005). They refer to Ut as the rank variable. As they show, under the
rank invariance or rank similarity assumption, we can think of the function gt(x, u) as the
quantile function of the potential outcome. It is easy to show that the function gt(x, τ)
under Assumption I3’ is the same as the function ht(x, τ) under Assumption I3.
Hereafter, we use Assumption I3, but we can replace Assumption I3 with Assumption
I3’ and identify the structural function gt, as we show below.
We assume the conditional stationarity of Ut by following Manski (1987), Abrevaya
(1999), Athey and Imbens (2006), Hoderlein and White (2012), Graham and Powell
(2012), Chernozhukov et al. (2013), and Chernozhukov et al. (2015).
Assumption I4. (i) The conditional distributions of the unobservable Ut conditional on
X is the same across t. That is, for all x ∈ X12, we have
U1|X = x d= U2|X = x, (4)
which implies that U1 = U2 ≡ U . (ii) For all t, the conditional support of Ut|X = x is U .
When we can decompose Ut into time-variant and time-invariant parts, this assumption
does not impose any restrictions on the dependence between the time-invariant part and
X. To see this, let Ut = U(α, t), where α is time-invariant and t is time-variant. Then,
Assumption I4 holds, if
1|α = a,X = x d= 2|α = a,X = x. (5)
Because condition (5) allows α to be correlated with X arbitrarily, Assumption I4 imposes
no restrictions on the time-invariant unobservable variables.
Indeed, Evdokimov (2010) and D’Haultfoeuille et al. (2013) employ similar assump-
tions, although the former does not make this assumption explicitly. By considering the
model Yit = m(Xit, αi) + Uit, the unobservable variable αi automatically satisfies the
conditional stationarity. Moreover, since D’Haultfoeuille et al. (2013) consider the identi-
fication using repeated cross-sections, they do not impose this assumption. Instead, they
impose the following:
U1|V1 = v d= U2|V2 = v,
where Vt ≡ (FXt,1(Xt,1), · · · , FXt,k(Xt,k)) and v ∈ (0, 1)k.
To show the identification of gt, we introduce the following sets. Define S10 ≡ {x¯},
S20 ≡ {x ∈ X2 : (x¯, x) ∈ X12}, namely the cross-section of X12 at X1 = x. For m ≥ 1,
define
S1m ≡ {x ∈ X1 : there exists x2 ∈ S2m−1 such that (x, x2) ∈ X12.},
S2m ≡ {x ∈ X2 : there exists x1 ∈ S1m such that (x1, x) ∈ X12.}.
Figure 1 illustrates these sets. Because U1|X = x d= U2|X = x, for all (x1, x2) ∈ X12, we
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have
FY1|X (g1(x1, u)|x1, x2) = P (g1(x1, U1) ≤ g1(x1, u)|X1 = x1, X2 = x2)
= P (U1 ≤ u|X1 = x1, X2 = x2)
= P (U2 ≤ u|X1 = x1, X2 = x2)
= P (g2(x2, U2) ≤ g2(x2, u)|X1 = x1, X2 = x2)
= FY2|X (g2(x2, u)|x1, x2) .
Because FYt|X(y|x1, x2) is invertible in y for all (x1, x2) ∈ X12, we obtain
g1(x1, u) = QY1|X
(
FY2|X (g2(x2, u)|x1, x2) |x1, x2
)
g2(x2, u) = QY2|X
(
FY1|X (g1(x1, u)|x1, x2) |x1, x2
)
. (6)
Equations (6) imply that if g1(x1, u) (or g2(x2, u)) is identified and (x1, x2) ∈ X12,
then g2(x2, u) (or g1(x1, u)) is also identified. First, we can identify g1(x¯, u) because
g1(x¯, u) = u holds by Assumption I3. Hence, we can identify g2(x, u) for all x ∈ S20 ,
because g2(x, u) = QY2|X
(
FY1|X (g1(x¯, u)|x¯, x) |x¯, x
)
= QY2|X
(
FY1|X (u|x¯, x) |x¯, x
)
. We
now turn to identifying g1(x, u) for x ∈ S11 .
First, we fix x ∈ S11 . According to the definition of S11 , there exists x2 ∈ S20 such that
(x, x2) ∈ X12. Then, it follows from (6) that
g1(x, u) = QY1|X
(
FY2|X (g2(x2, u)|x, x2) |x, x2
)
,
and hence, g1(x, u) is identified because g2(x2, u) is already identified. Similarly, by using
(6), we can identify g2(x, u) for all x ∈ S21 . Repeating this argument provides the following
theorem.
Theorem 1. Suppose that Assumptions I1, I2, I3, and I4 are satisfied. For all t, if we
have Xt = ∪∞m=0Stm, then the structural function gt(x, u) is identified for all x ∈ Xt and
u ∈ U .
We also show the identification of gt under Assumption I3’ instead of I3.
Corollary 1. Suppose that Assumptions I1, I2, I3’, and I4 are satisfied. For all t, if
Xt = ∪∞m=0Stm holds for some x ∈ X1, then the function gt(x, u) is identified for all x ∈ Xt
and u ∈ U .
This identification approach is similar to that of D’Haultfœuille and Fe´vrier (2015),
Torgovitsky (2015), and Ishihara (2017), who all identify nonseparable IV models. D’Haultfœuille
and Fe´vrier (2015) and Ishihara (2017) use the same normalization as Assumption I3’.
D’Haultfœuille and Fe´vrier (2015) show that under appropriate assumptions, if for all x
and x′, we identify the function Tx′,x(y) that is strictly increasing in y and satisfies
g(x′, u) = Tx′,x(g(x, u)),
then we can identify the structural function g(x, u). We can also construct similar func-
tions and show that gt is point identified.
We next introduce some examples that satisfy this support condition.
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Example 1 (DID model). In standard DID models, if Xt is a treatment indicator, then
we have X12 = {(0, 0), (0, 1)}. Because X1 = {0}, we assume x¯ = 0. That is, g1(0, u) = u
for all u. Hence, we identify g1(x, u) for all x ∈ X1 and u ∈ U . Then, because S20 =
{0, 1} = X12, the support condition of Theorem 1 holds and we can identify g2(x, u) for
all x ∈ X2 and u ∈ U .
Our identification approach does not require the joint distribution of (Y1, Y2). Hence,
if we can observe D ≡ 1{X2 = 1}, then we can identify the structural function gt by
using repeated cross-sections. If the potential outcome Yt(x) is equal to gt(x, Ut), then this
setting is similar to Athey and Imbens (2006).
Similar to Athey and Imbens (2006), we can also identify the counterfactual distribu-
tion even when X12 6= {(0, 0), (0, 1)}. Let Yt(x) ≡ gt(x, Ut) denote the potential outcomes.
Then, we can identify FY2(x)|X2(y|x′), where x 6= x′. Suppose that there exists x1 ∈ X1
such that (x1, x), (x1, x
′) ∈ X12. In this case, it follows from (6) that
FY1|X=(x1,x′)
(
QY1|X=(x1,x)(FY2|X=(x1,x)(y))
)
= FY1|X
(
g1(x1, g
−1
2 (x, y))|x1, x′
)
= P
(
g1(x1, U1) ≤ g1(x1, g−12 (x, y))|X1 = x1, X2 = x′
)
= P (g2(x, U1) ≤ y|X1 = x1, X2 = x′)
= P (Y2(x) ≤ y|X1 = x1, X2 = x′) .
Hence, we can obtain FY2(x)|X2(y|x′) by integrating out x1. The left-hand side is similar to
the counterfactual distribution of Athey and Imbens (2006). When X12 = {(0, 0), (0, 1)},
this result is same as their result.
Example 2 (connected support). When the interior of X12 is connected, the support
condition of Theorem 1 holds. Because the interior of X12 is connected, for any x ∈
X1, there exists a series (x01, x02), (x11, x02), (x11, x12), (x21, x12), (x21, x22) · · · such that x01 = x¯,
(xm1 , x
m
2 ), (x
m+1
1 , x
m
2 ) ∈ X12 for all m = 0, 1, · · · , and limm→∞ xm1 = x. Figure 2 illustrates
this result intuitively. From the definition of S1m, xm1 ∈ Sm1 for all m. Hence, we have
x ∈ ∪∞m=0S1m, and the support condition of Theorem 1 holds.
The support condition of Theorem 1 rules out the case where X1 = X2. Hence, if the
explanatory variables do not vary across time periods, such as sex or race, this support
condition does not hold.
If we have panel data with more than two periods, we can relax this support condition.
Similar to the case where T = 2, we define the following sets. Define S˜10 ≡ {x¯}, S˜t0 ≡
{x ∈ Xt : (x¯, x) ∈ supp(X1, Xt)}, t = 2, · · · , T , and for m ≥ 1 and t = 1, · · · , T ,
S˜tm ≡
⋃
s 6=t
{x ∈ Xt : there exists xs ∈ S˜sm−1 such that (xs, x) ∈ supp(Xs, Xt).}.
Then, we show that gt(x, u) is point-identified under a similar support condition to that
of Theorem 1.
Corollary 2. Suppose Assumptions I1, I2, I3, and I4 are satisfied for T ≥ 3. For
t = 1, · · · , T , if Xt = ∪∞m=0S˜tm, then the function gt(x, u) is identified for all x ∈ Xt and
u ∈ U .
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3 Estimation and Inference
In the previous sections, we considered nonparametric identification. In this section,
we assume that the admissible collection of structural functions is indexed by a finite-
dimensional parameter. Consider the following parametric model:
Yit = gt(Xit, Uit; θ0) i = 1, · · · , n, t = 1, · · · , T. (7)
The outcome functions are parameterized by θ ∈ Θ ⊂ Rdθ , where θ0 ∈ Θ is the true
parameter. We assume that {(Yi,Xi)}ni=1 are independent and identically distributed.
Indeed, Torgovitsky (2017) consider a similar setting, and develop an estimator based
on the identification result of Torgovitsky (2015). Following Torgovitsky (2017), we de-
velop a minimum distance estimator based on our identification results.
The following assumptions are the parametric versions of Assumptions I1, I2, I3, and
I4.
Assumption P1. (i) For all t, the function gt(x, u; θ) is continuous and strictly increas-
ing in u for all θ ∈ Θ. (ii) For all t, Uit|Xi = x is continuously distributed for all
x.
Assumption P2. For all t and x ∈ supp(X), the conditional distribution of Yit condi-
tional on Xi = x is continuous and strictly increasing.
Assumption P3. (i) For some x¯ ∈ X1, g1(x¯, u; θ) = u holds for all u ∈ U and θ ∈ Θ.
(ii) For all θ, θ′ ∈ Θ with θ 6= θ′, we have gt(·, ·; θ) 6= gt(·, ·; θ′) for some t.
Assumption P4. (i) For all x ∈ supp(X) and s, t ∈ {1, · · · , T}, we have Uis|Xi = x d=
Uit|Xi = x. (ii) The support of Uit|Xi = x is U .
These assumptions are similar to the assumptions in Section 2. Assumption P3(ii)
allows that gt(x, u; θ) does not depend on some part of θ. For example, consider θ =
(θ1, θ2, · · · , θT ). Then, this condition allows that gt depends exclusively on θt.
Similar to Section 2, we suppose T = 2. Under Assumptions P1–P4 and the support
condition of Theorem 1, it follows from Theorem 1 that
Ui1,θ|Xi = x d= Ui2,θ|Xi = x for all x ⇔ θ = θ0, (8)
where Uit,θ ≡ g−1t (Xit, Yit; θ), t = 1, 2. Therefore, (8) implies that the function
Dθ(v) ≡ P (Ui1,θ ≤ vu, Xi ≤ vx)− P (Ui2,θ ≤ vu, Xi ≤ vx)
= E [(1{Yi1 ≤ g1(Xi1, vu; θ)} − 1{Yi2 ≤ g2(Xi2, vu; θ)}) 1{Xi ≤ vx}] (9)
is zero for all v = (vx, vu) ∈ V ≡ X12 × U if and only if θ = θ0. Let ‖ · ‖µ denote the
L2-norm with respect to a probability measure with support V . Then, we have ‖Dθ‖µ ≥ 0
and
‖Dθ‖µ = 0 ⇔ θ = θ0. (10)
Hence, θ0 is the value that provides a global minimum for ‖Dθ‖µ.
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We construct the estimator Dˆn,θ(v) of Dθ(v) as a sample analogue of (9):
Dˆn,θ(v) ≡ 1
n
n∑
i=1
(1{Yi1 ≤ g1(Xi1, vu; θ)} − 1{Yi2 ≤ g2(Xi2, vu; θ)}) 1{Xi ≤ vx}. (11)
This is a natural estimator of Dθ(v). We can obtain the estimator θˆn by minimizing
‖Dˆn,θ‖µ. That is,
θˆn = arg min
θ∈Θ
‖Dˆn,θ‖µ. (12)
This estimator is similar to the estimators proposed by Brown and Wegkamp (2002) and
Torgovitsky (2017). They prove the consistency and the asymptotic normality of their
estimators, and also show the consistency of the nonparametric bootstrap. In what follow,
we likewise prove the consistency and the asymptotic normality of our estimator, and show
that the nonparametric bootstrap is consistent.
First, we collect the observable data together into a single vector, Wi = (Yi,Xi) =
(Yi1, Yi2, Xi1, Xi2). Next, we define
Avθ(w) ≡ [1{y1 ≤ g1(x1, vu; θ)} − 1{y2 ≤ g2(x2, vu; θ)}] 1{x ≤ vx},
where w = (y1, y2, x1, x2). Then, Dˆn,θ(v) =
1
n
∑n
i=1A
v
θ(Wi).
3.1 Consistency
Here, we demonstrate the consistency of θˆn. Under condition (10), the following assump-
tions are sufficient for θˆn to be consistent.
Assumption C1. θˆn satisfies ‖Dˆn,θˆn‖µ = infθ∈Θ ‖Dˆn,θ‖µ.
Assumption C2. Θ is compact.
Assumption C3. For all θ′, θ, |gt(x, u; θ′) − gt(x, u; θ)| ≤ g¯(x)‖θ′ − θ‖ holds for some
strictly positive g¯(x) with E[g¯(Xt)] ≤ K, where 0 < K <∞.
Assumption C4. For all t, Yit is absolutely continuously distributed given Xi, with a
conditional pdf fYt|X(y|x) that is uniformly bounded above and continuous in y.
Assumption C5. For all t, there exists an integer Jt and functions {βj}Jtj such that for
every θ ∈ Θ and u ∈ U there is an αt(θ, u) ∈ RJt with gt(x, u) =
∑Jt
j=1 α
t
j(θ, u)βj(x).
Assumption C1 entails that θˆn minimizes ‖Dˆn,θ‖µ. Assumptions C3 and C4 im-
ply that ‖Dθ‖µ is continuous in θ. Assumption C5 ensures that a class of functions,
{Avθ : θ ∈ Θ, v ∈ V}, is P -Glivenko–Cantelli. Hence, we show that ‖Dˆn,θ‖µ uniformly con-
vergences to ‖Dθ‖µ almost surely. Brown and Wegkamp (2002) and Torgovitsky (2017)
also make similar assumptions. From these results and the compactness of Θ, we show the
consistency from the usual arguments of extremum estimators (e.g., Newey and McFadden
(1994)).
Theorem 2. Under Assumptions P1–P4, C1–C5, and (10), we have θˆn →a.s. θ0.
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3.2 Asymptotic Normality
Because the objective function ‖Dˆn,θ‖µ is not differentiable in θ, our approach follows
from Pakes and Pollard (1989). Similarly, although Dˆn,θ(v) is not differentiable in θ, we
also assume Dθ(v) is differentiable in θ. We let ∇xf denote the column vector of partial
derivatives of f with respect to x. We define Γθ(v) ≡ ∇θDθ(v) and Γ0(v) ≡ Γθ0(v).
Assumption N1. θ0 is an interior point of Θ.
Assumption N2. For all t, gt(x, u; θ) is continuously differentiable in θ in the neighbor-
hood of θ0. In the neighborhood of θ0, |∇θgt(x, u; θ)| is bounded by some positive function
∇g¯(x) with E|∇g¯(Xt)| <∞.
Assumption N3. (i) There exists c > 0 such that ‖Γ0(v)′a‖µ ≥ c‖a‖ for all a ∈ Rdθ .
(ii) {Γθ(v) : v ∈ V} is equicontinuous in θ at θ0. (iii)
∫ ‖Γ0(v)‖2dµ(v) <∞.
Assumption N1 is a standard assumption. Combined with Assumption C4, Assump-
tion N2 implies that Dθ(v) is continuously differentiable in θ in the neighborhood of θ0.
Assumption N3(i) is a rank condition that corresponds to Assumption D4 in Torgovit-
sky (2017). Assumption N3(ii) implies that Γ0(v)
′(θ − θ0) approximates Dθ(v) in the
neighborhood of θ0 uniformly over v.
Theorem 3. Under assumptions P1–P4, C1–C5, N1–N3, and (10),
√
n(θˆn − θ0) N(0,∆−10 Σ0∆−10 ),
where ∆0 ≡
∫
Γ0(v)Γ0(v)
′dµ(v) and
Σ0 ≡
∫ ∫
V×V
{Ψ(v, v′)Γ0(v)Γ0(v′)′} dµ(v)dµ(v′)
with Ψ(v, v′) ≡ E[Avθ0(W )Av
′
θ0
(W )].
The proof of Theorem 3 is similar to the proof in Pakes and Pollard (1989) for their
Theorem (3.3).
The asymptotic distribution of
√
n(θˆn − θ0) depends on the probability measure µ.
Carrasco and Florens (2000) consider the generalized method of moments (GMM) pro-
cedure with a continuum of moment conditions, obtaining the optimal estimator. They
consider the following type of GMM estimator to minimize∫ ∫
Dˆn,θ(v)an(v, v
′)Dˆn,θ(v′)dvdv′,
where an(v, v
′) converges to a kernel a(v, v′). As in Torgovitsky (2017), we consider only
the special case where an(v, v
′) = a(v, v′) and a(v, v′) = 0 for v 6= v′. Although our
setting appears to be similar to that of Carrasco and Florens (2000), their approach is
not directly applicable because their objective function is smooth. Hence, we do not
pursue this problem.
10
3.3 Bootstrap
Let {W ∗in}ni=1 denote a bootstrap sample drawn with replacement from {Wi}ni=1. That is,
{W ∗in}ni=1 are independently and identically distributed from the empirical measure Pn,
conditional on the realizations {Wi}ni=1. We define
Dˆ∗n,θ(v) ≡
1
n
n∑
i=1
Avθ(W
∗
in)
as the bootstrap counterpart to Dˆn,θ(v). Next, we suppose that θˆ
∗
n satisfies
‖Dˆ∗
n,θˆ∗n
‖µ = inf
θ∈Θ
‖Dˆ∗n,θ‖. (13)
Then, we can obtain the following theorem.
Theorem 4. Suppose that θˆ∗n satisfies (13). Under the assumptions of Theorem 4,√
n(θˆ∗n − θˆn) converges weakly to the limit distribution of
√
n(θˆn − θ0) in probability.
The proof of this theorem is similar to the proof of Theorem 6 in Brown and Wegkamp
(2002). From Theorem 3, we show that
θˆn − θ0 = γn + op(n−1/2),
where γn = ∆
−1
0
1
n
∑n
i=1
∫
Γ0(v)(A
v
θ0
(Wi) − E[Avθ0(Wi)])dµ(v). By using the bootstrap
stochastic equicontinuity due to Gine´ and Zinn (1990), we show that
√
n‖θˆ∗n − θˆn − γ∗n‖
converges to zero in probability, conditional on almost all samples, where γ∗n is the boot-
strap counterpart of γn. The term γ
∗
n has the same limiting distribution as γn according
to the bootstrap theorem for the mean in Rdθ . Hence, we show that
√
n(θˆ∗n− θˆn) converges
weakly to the limit distribution of
√
n(θˆn − θ0) in probability.
4 Simulations
To evaluate the finite sample performance of our estimator, we conducted two Monte
Carlo experiments.
Simulation 1. The outcome equation is given by
g1(x, u) = u+ (θ1 + θ2u)(x− x¯),
g2(x, u) = u+ (θ1 + θ3u)(x− x¯),
where x¯ = 0. Because g1(x¯, u) = u for all x, the normalization Assumption I3 is satisfied.
We assume
Xt = 4Φ(Zt) t = 1, 2,
Ut = α + t t = 1, 2,
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where Φ(·) is the standard normal distribution function and
(Z1, Z2, α) ∼ N
 00
0
 ,
 1.0 0.3 0.60.3 1.0 0.5
0.6 0.5 1.0
 ,
(1, 2) ∼ N
((
0
0
)
,
(
(0.3)2 0
0 (0.3)2
))
.
Because the correlations between α and (Z1, Z2) are not zero, X1 and X2 are correlated
with Ut. Because 1|X = x, α = a d= 2|X = x, α = a, the conditional stationarity
assumption holds. We used µ = Unif(0, 4)×Unif(0, 4)×N(0, 1) as the integrating measure.
We considered the following two settings: (i) (θ1, θ2, θ3) = (0.5, 1.0, 0.7), (ii) θ2 = θ3
and (θ1, θ2) = (0.5, 1.0). Under Setting (i), we cannot use estimation methods of other
papers, because their time effects depend on Ut. On the other hand, under Setting (ii),
there are no time effects. Hence, we can estimate E [∇xgt(Xt, Ut)|X1 = X2 = x] by using
the method proposed in Hoderlein and White (2012) because there are stayers. Thus, we
estimated E [∇xgt(Xt, Ut)|X1 = X2 = 2] using our method and their method and compared
the results of both. Under Setting (ii), we have E [∇xgt(Xt, Ut)|X1 = X2 = 2] = θ1 +
θ2E[Ut|X1 = X2 = 2] = 0.5. Hence, we estimated E [∇xgt(Xt, Ut)|X1 = X2 = 2] by using
θˆ1 + θˆ2Eˆ[Ut|X1 = X2 = 2].
Table 1 contains the results under Setting (i) for sample sizes of 400, 800, and 1600.
The number of replications was set to 1000 throughout. Table 1 shows the bias, standard
deviation, and the mean squared error (MSE) of the estimates of (θ1, θ2, θ3), highlighting
that the standard deviation and MSE decrease as the sample size increases. In some cases,
the biases of the estimates do not decrease. However they are relatively small under all
settings.
Table 2 contains the results under Setting (ii) for sample sizes of 500 and 1000. Table
2 shows that the standard error of our estimator is smaller than that of Hoderlein and
White (2012) for all settings. Although the bias of our estimator is larger than their
estimator, the MSE of our estimator is smaller.
Simulation 2 (DID model). We considered the case where X12 = {(0, 0), (0, 1)}. The
outcome equation is given by
g1(x, u) = u
g2(x, u) = (θ1 + θ2u)(1− x) + (θ3 + θ4u)x,
where (θ1, θ2, θ3, θ4) = (0.5, 0.7, 0.5, 1.2). Because g1(x, u) does not depend on x, the nor-
malization Assumption I3 holds for any x¯ ∈ X1. We assumed
X2 = 1{Z > 0},
Ut = α + t t = 1, 2,
where Φ(·) is the standard normal distribution function and
(Z, α) ∼ N
((
0
2.0
)
,
(
1.0 0.6
0.6 1.0
))
,
(1, 2) ∼ N
((
0
0
)
,
(
(0.3)2 0
0 (0.3)2
))
.
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Because 1|X2 = x d= 2|X2 = x for all x, the conditional stationarity Assumption I4 holds.
When X2 = 0, we have Y2 = g2(0, U2) = θ1 + θ2U2, and when X2 = 1, we have Y2 =
g2(1, U2) = θ3+θ4U2. This specification is similar to that of a typical DID model. However,
letting Yt(x) = gt(x, U2) be potential outcomes, this model does not satisfy the parallel trend
assumption if θ2 6= 1, because E[Y2(0)− Y1(0)|X2 = x] = θ1 + (θ2 − 1)E[U1|X2 = x] holds
by the conditional stationarity of Ut. Hence, we cannot estimate the average treatment
effect on the treated (ATT) or the average treatment effect (ATE) by using a standard
DID method. Under this setting, we have
ATE ≡ E[Y2(1)− Y2(0)] = 1.00,
QTE25 ≡ QY2(1)(0.25)−QY2(0)(0.25) ; 0.65,
QTE50 ≡ QY2(1)(0.50)−QY2(0)(0.50) = 1.00,
QTE75 ≡ QY2(1)(0.75)−QY2(0)(0.75) ; 1.35.
We also estimated ATE and QTE as follows:
ˆATE =
(
θˆ3 + θˆ4Eˆ[Uˆ ]
)
−
(
θˆ1 + θˆ2Eˆ[Uˆ ]
)
,
ˆQTE100τ =
(
θˆ3 + θˆ4QˆUˆ(τ)
)
−
(
θˆ1 + θˆ2QˆUˆ(τ)
)
,
where Eˆ[Uˆ ] is a sample average of Uˆ ≡ (Yi1, · · · , Yin, g−12 (X12, Y12; θˆ), · · · , g−12 (Xn2, Yn2; θˆ)),
and QˆUˆ(τ) is a sample τ -th quantile of Uˆ . Because X1 = 0 and X2 is discrete, we used
Avθ(w) = (1{y1 ≤ vu} − 1{y2 ≤ g2(x2, vu; θ)}) 1{x2 = vx},
where v = (vx, vu). We used µ = Ber(0.5)×N(Y¯1, sY1) as the integrating measure, where
Y¯1 is the sample average of Y1 and sY1 is the standard deviation of Y1. Table 4 contains
the results of this experiment for sample sizes of 400, 800, and 1600. The number of
replications was set to 1000 throughout. Table 4 shows the bias, standard deviation, and
MSE of the estimates of parameters, the ATE, and QTE, highlighting that the standard
deviation and MSE of estimates decrease as the sample size increases. The biases of the
estimates of parameters, the ATE, and QTE50 are relatively small, whereas the biases of
the estimates of QTE25 and QTE75 are large. This may be caused by the fact that the
sample quantiles are biased.
5 Discrete Outcomes
In this section, we consider the case where outcomes are discrete. In the case of discrete
outcomes, we cannot point-identify gt(x, u). This is likewise true in Athey and Imbens
(2006), Chesher (2010), and Ishihara (2017). They consider the case where outcomes are
discrete, and instead show partial identification of the structural function. Hence, in this
section, we also consider partial identification of gt(x, u).
First, we drop the i subscript and let T = 2, as in Section 2. Let Yt denote the support
of Yt. The assumptions employed in Section 2 do not allow the outcomes to be discrete.
Hence, we impose the following assumptions.
Assumption D1. (i) For all t ∈ {1, 2}, the function gt(x, u) is weakly increasing in u
for all x. (ii) For all t ∈ {1, 2}, Ut|X = x is continuously distributed for all x.
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Assumption D2. (i) For all t ∈ {1, 2}, Yt is discretely distributed. (ii) Y1 = Y2 ≡ Y
with y ≡ inf Y and y ≡ supY.
Assumption D3. For all t ∈ {1, 2}, the marginal distribution of Ut is uniform on [0, 1].
Assumption D4. (i) For all x ∈ X12, U1|X = x d= U2|X = x holds. (ii) The support of
Ut|X = x is [0, 1].
Assumption I1(i) stipulates that gt(x, u) is strictly increasing in u. If Ut is continuously
distributed, then Yt must be continuously distributed under Assumption I1(i). Hence,
in this section, we relax Assumption I1 by allowing gt to be flat inside the support of
Ut. Athey and Imbens (2006) and Chesher (2010) also employ this weakly monotonic
assumption in models with discrete outcomes. Furthermore, when outcomes are discrete,
we cannot use Assumption I3, because Ut is continuously distributed. Hence, we use
another normalization assumption. Assumption D4 is identical to Assumption I4.
We can thus obtain the following theorem.
Theorem 5. Suppose that Assumptions D1, D2, D3, and D4 are satisfied. For all t ∈
{1, 2}, if X12 = X1 ×X2 holds, then we have
gt(x, u) ≥ gLt (x, u) ≡ inf{y ∈ [y, y] : GLt,x(y) ≥ u},
gt(x, u) ≤ gUt (x, u) ≡ sup{y ∈ [y, y] : GUt,x(y) ≤ u},
where GLt,x and G
U
t,x are defined by (23) and (26), respectively.
This identification approach is similar to that in Ishihara (2017), who considers the
identification of nonseparable models with binary instruments and shows that the struc-
tural functions are partially identified when outcomes are discrete.
In Theorem 5, we assume that X12 = X1 × X2. Although this support condition does
not require stayers, it is nevertheless stronger than that of Theorem 1. Indeed, we can
relax this condition and partially identify gt under a weaker support condition. However,
if we do, then the bounds of gt may be looser.
To illustrate Theorem 5, we introduce two examples.
Example 3 (DID model with binary outcomes). Suppose that the outcomes are binary
and X12 = {(0, 0), (0, 1)}. Then, X12 = X1 × X2, where X1 = {0} and X2 = {0, 1}. This
is the usual DID setting. Define D ≡ 1{X2 = 1}. We consider the partial identification
of g2(0, u) and g2(1, u).
In this case, we have
GL2,0(y) = P (D = 1)F
+
Y2|D=1(T
U
2,1,0(y)) + P (D = 0)F
+
Y2|D=0(T
U
2,0,0(y)),
where TU2,1,0(y) = Q
+
Y2|D=1 ◦ F+Y2|D=1 ◦ Q+Y1|D=0 ◦ F+Y1|D=0(y) and TU2,0,0(y) = y. We define
pt(d) ≡ P (Yt = 1|D = d), then
GL2,0(y) =

P (D = 1, Y2 ≤ 1{p2(1) ≥ p1(1)}) if y < 0
P (D = 1, Y2 ≤ 1{p2(1) ≥ p1(1) or p1(0) ≥ p2(0)}) + P (D = 0, Y2 = 0) if 0 ≤ y < 1
1 if y ≥ 1
.
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Therefore, we can obtain a lower bound
gL2 (0, u) =
{
1{u > P (Y2 = 0)} if p1(1) > p2(1) and p1(0) < p2(0)
1{u > P (Y2 = 0) + P (D = 1, Y2 = 1)} if p1(1) ≤ p2(1) or p1(0) ≥ p2(0)
.
Similarly, we can obtain the following functions:
gL2 (1, u) =
{
1{u > P (Y2 = 0)} if p1(1) < p2(1) and p1(0) > p2(0)
1{u > P (D = 0) + P (D = 1, Y2 = 0)} if p1(1) ≥ p2(1) or p1(0) ≤ p2(0)
gU2 (0, u) =
{
1{u ≥ P (D = 0, Y2 = 0)} if p1(1) ≥ p2(1) or p1(0) ≤ p2(0)
1{u ≥ P (Y2 = 0)} if p1(1) < p2(1) and p1(0) > p2(0)
gU2 (1, u) =
{
1{u ≥ P (D = 1, Y2 = 0)} if p1(1) ≤ p2(1) or p1(0) ≥ p2(0)
1{u ≥ P (Y2 = 0)} if p1(1) > p2(1) and p1(0) < p2(0)
If we define the potential outcomes as Yt(x) = gt(x, Ut), we can partially identify the
ATE. Because gL2 (x, u) and g
U
2 (x, u) respectively denote the lower and upper bounds of
g2(x, u), we have
E[gL2 (x, U)] ≤ E[Y2(x)] ≤ E[gU2 (x, U)], for x = 1, 2,
where U ∼ U(0, 1). Hence, we have
E[gL2 (1, U)]− E[gU2 (0, U)] ≤ µATE ≤ E[gU2 (1, U)]− E[gL2 (0, U)],
where µATE ≡ E[Y2(1)− Y2(0)].
Hence, above bounds of g2 imply that the lower (upper) bound of ATE is not larger
(smaller) than 0. Actually, when p1(1) < p2(1) and p1(0) > p2(0), that is E[Y1(0)|D =
1] < E[Y2(1)|D = 1] and E[Y1(0)|D = 0] > E[Y2(0)|D = 0], a lower bound of ATE
becomes 0. This situation implies that the mean of the treated group increases, although
the time trend effect is negative. Hence, in this case, it is intuitive that the ATE is larger
than 0. Contrarily, when p1(1) > p2(1) and p1(0) < p2(0), that is E[Y1(0)|D = 1] >
E[Y2(1)|D = 1] and E[Y1(0)|D = 0] < E[Y2(0)|D = 0], an upper bound of ATE becomes
0. This situation implies that the mean of the treated group decreases, although the time
trend effect is positive. Hence, in this case, it is intuitive that the ATE is smaller than 0.
As an example, we consider the following case:
E[Y1|D = 1] = 0.4, E[Y1|D = 0] = 0.3,
E[Y2|D = 1] = 0.5, E[Y1|D = 0] = 0.2,
P (D = 1) = 0.5.
In this case, we can obtain
gL2 (0, u) = 1{u > 0.9},
gL2 (1, u) = 1{u > 0.65},
gU2 (0, u) = 1{u > 0.65},
gU2 (1, u) = 1{u > 0.25}.
Hence, in this case, ATE is smaller than 0.65 and larger than 0. As discussed above,
because E[Y1|D = 1] < E[Y2|D = 1] and E[Y1|D = 0] > E[Y2|D = 0], a lower bound of
ATE becomes 0.
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Example 4. We consider the following model:
Yt = gt(Xt, Ut) = 1{Ut > (1 + exp(αt + βtXt))−1}, t = 1, 2,
where Ut = Φ(t) and
(X1, X2, t) ∼ N
 00
0
 ,
 1.0 0.6 0.40.6 1.0 0.4
0.4 0.4 1.0
 .
Hence, Ut ∼ U(0, 1) for all t and U1|X = x d= U2|X = x for all x. We set (α1, α2, β1, β2) =
(0, 0.3, 0.5, 0.6). Under this setting, we calculate gLt (x, u) and g
U
t (x, u) defined by Theo-
rem 5 for x = −2,−1, 0, 1, 2. Table 4 shows gLt (x, u), gUt (x, u), and gt(x, u) at x =
−2,−1, 0, 1, 2.
When x is small, the lower (upper) bounds are uninformative (informative). Contrar-
ily, when x is large, lower (upper) bounds are informative (uninformative). In this model,
there is a positive time trend because g1(x, u) ≤ g2(x, u). These bounds reflect this fact.
That is, they also satisfy gL1 (x, u) ≤ gL2 (x, u) and gU1 (x, u) ≤ gU2 (x, u).
We can extend Theorem 5 to panel data with more than two periods.
Corollary 3. Suppose Assumptions D1, D2, D3, and D4 are satisfied for T ≥ 3. For
t = 1, · · · , T , if supp(X) = X1 × · · · × XT , then we have
gt(x, u) ≥ gLt (x, u) ≡ inf{y ∈ [y, y] : GLt,x(y) ≥ u},
gt(x, u) ≤ gUt (x, u) ≡ sup{y ∈ [y, y] : GUt,x(y) ≤ u},
where GLt,x(y) and G
U
t,x(y) are defined by (31).
6 Conclusion
This paper explored the identification and estimation of nonseparable panel data models.
We showed that the structural function is nonparametrically identified when the structural
function gt(x, u) is strictly increasing in u, the conditional distributions of Uit are the same
over time, and the joint support of Xi satisfies weak assumptions. Many nonseparable
panel data models assume that the structural function does not change over time and
that stayers exist. By contrast, our approach allows the structural function to depend on
the time period in an arbitrary manner, and it does not require the existence of stayers.
In estimation part of the paper, we assumed that the admissible collection of structural
functions is indexed by a finite-dimensional parameter. We developed an estimator that
implements our identification results. We demonstrated the consistency and asymptotic
normality of our estimator and showed the validity of the nonparametric bootstrap. Monte
Carlo studies indicated that our estimator performs well with finite samples. Finally, we
extended our identification results to models with discrete outcomes and showed that the
structural function is partially identified.
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Appendix 1: The case with T ≥ 3
Here, we consider the estimation when T ≥ 3. Then, similar to the case of T = 2, we
show that under the assumptions of Corollary 2,
Uis,θ|Xi = x d= Uit,θ|Xi = x for all x and s, t ⇔ θ = θ0, (14)
where Uit,θ ≡ g−1t (Xit, Yit; θ). (14) implies that
E [1{Uit,θ ≤ vu, Xi ≤ vx}]− E [1{Uis,θ ≤ vu, Xi ≤ vx}]
is zero for all v ∈ V and t, s ∈ {1, . . . , T} if and only if θ = θ0. Therefore, we have
Dtθ(v) = 0, for all v and t ⇔ θ = θ0,
where
Dtθ(v) ≡ E [1{Ut,θ ≤ vu, X ≤ vx}]−
1
T
T∑
s=1
E [1{Us,θ ≤ vu, X ≤ vx}] .
Then, we show that 1
T
∑T
t=1 ‖Dtθ‖2µ ≥ 0 and
1
T
T∑
t=1
‖Dtθ‖2µ = 0 ⇔ θ = θ0. (15)
Hence, θ0 is the value that provides a global minimum for
1
T
∑T
t=1 ‖Dtθ‖2µ.
We construct the estimator Dˆtn,θ(v) of D
t
θ(v) as a sample analogue of D
t
θ(v):
Dˆtn,θ(v) =
1
n
n∑
i=1
1{Yit ≤ gt(Xit, vu; θ), Xi ≤ vx}
− 1
T
T∑
s=1
(
1
n
n∑
i=1
1{Yis ≤ gs(Xis, vu; θ), Xi ≤ vx}
)
=
1
n
n∑
i=1
(
1{Yit ≤ gt(Xit, vu; θ)} − 1
T
T∑
s=1
1{Yis ≤ gs(Xis, vu; θ)}
)
1{Xi ≤ vx}.
We obtain the estimator θˆn of θ0 by minimizing
1
T
∑T
t=1 ‖Dˆtn,θ‖2µ. When T = 2, this
estimator is identical to estimator (12). Define
At,vθ (Wi) ≡
(
1{Yit ≤ gt(Xit, vu; θ)} − 1
T
T∑
s=1
1{Yis ≤ gs(Xis, vu; θ)}
)
1{Xi ≤ vx},
then Dˆtn,θ(v) =
1
n
∑n
i=1A
t,v
θ (Wi).
Then, similar to Theorems 3 and 4, the following theorems hold.
17
Theorem 6. Suppose that Assumptions P1–P4, C2–C5, and (15) hold. If
1
T
T∑
t=1
‖Dˆt
n,θˆn
‖2µ = inf
θ∈Θ
1
T
T∑
t=1
‖Dˆtn,θ‖2µ (16)
holds, then θˆn →a.s. θ0.
We define Γtθ(v) ≡ ∇θDtθ(v) and Γt0(v) ≡ Γtθ0(v).
Assumption N3’. (i) There exists c > 0 such that
∑T
t=1 ‖Γt0(v)′a‖2µ ≥ c‖a‖2 for all
a ∈ Rdθ . (ii) For all t ∈ {1, · · · , T}, {Γtθ(v) : v ∈ V} is equicontinuous in θ at θ0.
Theorem 7. Suppose that Assumptions P1–P4, C2–C5, N1, N2, N3’, (15), and (16) hold.
Then,
√
n(θˆn−θ0) N(0,∆−10,TΣ0,T∆−10,T ) holds, where ∆0,T ≡ 1T
∑T
t=1
∫
Γt0(v)Γ
t
0(v)
′dµ(v)
and
Σ0,T ≡ 1
T 2
T∑
s=1
T∑
t=1
∫ ∫
V×V
{Ψs,t(v, v′)Γs0(v)Γt0(v′)′}dµ(v)dµ(v′)
with Ψs,t(v, v
′) ≡ E[As,vθ0 (W )At,v
′
θ0
(W )].
Appendix 2: Proofs
Proof of Theorem 1. First, we show that gt(x, u) is identified for all x ∈ ∪∞m=0Stm. By the
monotonicity of gt and (4), equations (6) hold for all (x1, x2) ∈ X12. First, we can identify
g1(x, u) = u by Assumption I3. We can also identify g2(x2, u) for all x2 ∈ S20 because
(x¯, x2) ∈ X12 and we have
g2(x2, u) = QY2|X
(
FY1|X (g1(x¯, u)|x¯, x2) |x¯, x2
)
= QY2|X
(
FY1|X (u|x¯, x2) |x¯, x2
)
.
We now turn to identifying g1(x1, u) for x1 ∈ S11 . Fix x1 ∈ S11 . According to the definition
of S11 , there exists x2 ∈ S20 such that (x1, x2) ∈ X12. Then, it follows from (6) that
g1(x1, u) = QY1|X
(
FY2|X (g2(x2, u)|x1, x2) |x1, x2
)
,
and hence, g1(x1, u) is identified because g2(x2, u) is already identified. Similarly, by
using (6), we can identify g2(x, u) for all x ∈ S21 . Repeating this argument gives the
identification of gt(x, u) for all x ∈ ∪∞m=0Stm.
Next, we show that gt(x, u) is identified for all x ∈ Xt. We fix x′ ∈ Xt\ (∪∞m=0Stm). Since
Xt = ∪∞m=0Stm, there exists a sequence {xm}∞m=1 ⊂ ∪∞m=0Stm such that limm→∞ xm = x′.
By the continuity of gt, we have limm→∞ gt(xm, u) = gt(x′, u) for all u ∈ U . Hence, we
can also identify gt(x
′, u) because gt(xm, u) is identified for all m.
Proof of Corollary 1. First, we show that if for all x, x′ ∈ Xt, we can identify the strictly
increasing function Tt,x′,x(y) that satisfies
gt(x
′, u) = Tt,x′,x (gt(x, u)) , (17)
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then, gt(x, u) is point identified. We define G
t
x(y) ≡
∫
FYt|Xt (Tt,x′,x(y)|x′) dFXt(x′), and
then we have
Gtx (gt(x, u)) =
∫
FYt|Xt (gt(x
′, u)|x′) dFXt(x′)
=
∫
P (Ut ≤ u|Xt = x′) dFXt(x′)
= P (Ut ≤ u) = u,
where the last equality follows from Assumption I3’. Because Tt,x′,x(y) is strictly increasing
in y, Gtx(y) is invertible. Hence, we obtain gt(x, u) = (G
t
x)
−1
(u). This implies that gt(x, u)
is identified if we can construct Tt,x′,x(y) for all x, x
′ ∈ Xt.
To construct Tt,x′,x(y), we show that for all x ∈ Xt, we can identify the strictly in-
creasing function T ∗t,x(y) that satisfies
gt(x, u) = T
∗
t,x(g1(x¯, u)). (18)
For all x ∈ ∪∞m=0Stm, the proof of Theorem 1 implies that we can construct T ∗t,x(y) that
satisfies (18). Because FYt|X and QYt|X are strictly increasing, T
∗
t,x(y) is strictly increasing
in y for all x ∈ ∪∞m=0Stm. We fix x′ ∈ Xt\ (∪∞m=0Stm). Since Xt = ∪∞m=0Stm, there exists
a sequence {xm}∞m=1 ⊂ ∪∞m=0Stm such that limm→∞ xm = x′. By the continuity of gt and
(18), we have limm→∞ T ∗t,xm(g1(x, u)) = gt(x, u). Because gt(x, u) is strictly increasing in
u, limm→∞ T ∗t,xm(y) is also strictly increasing in y. Hence, for all x ∈ Xt, we can identify
the strictly increasing function T ∗t,x(y) that satisfies (18).
By using T ∗t,x(y), we identify Tt,x′,x(y) that satisfies (17). Because, for x, x
′ ∈ Xt, we
have
gt(x
′, u) = T ∗t,x′
(
(T ∗t,x)
−1(gt(x, u))
)
,
we can construct the function Tt,x′,x(y) that satisfies gt(x
′, u) = Tt,x′,x(gt(x, u)). Therefore,
we can identify gt(x, u).
Proof of Corollary 2. The proof is the same as that for Theorem 1.
Proof of Theorem 2. We fix δ > 0. By Lemma 1, C2, and (10), there exists  > 0 such
that ‖θ − θ0‖ ≥ δ implies ‖Dθ‖µ ≥ . Therefore, we have
‖Dθˆn‖µ <  ⇒ ‖θˆn − θ0‖ < δ
and it will suffice to show that ‖Dθˆn‖µ →a.s. 0. By (32), we have
sup
θ
‖Dˆn,θ −Dθ‖µ ≤ sup
θ,v
|Dˆn,θ(v)−Dθ(v)| = oa.s.(1). (19)
By the triangle inequality and C1,
‖Dθˆn‖µ ≤ ‖Dˆn,θˆn −Dθˆn‖µ + ‖Dˆn,θˆn‖µ
≤ ‖Dˆn,θˆn −Dθˆn‖µ + ‖Dˆn,θ0‖µ.
By the uniform convergence (19), ‖Dˆn,θˆn − Dθˆn‖µ = oa.s.(1) and ‖Dˆn,θ0‖µ = ‖Dˆn,θ0 −
Dθ0‖µ = oa.s.(1). Hence, we can show that θˆn →a.s. θ0.
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Proof of Theorem 3. First, we prove the
√
n-consistency of θˆn. As seen in the previous
theorem, θˆn is a consistent estimator of θ0. Because θˆn is consistent, we can select a
sequence {δn} that converges to zero sufficiently slowly to ensure
P (‖θˆn − θ0‖ ≥ δn)→ 0.
For this sequence, the supremum in (34) runs over a range that includes θˆn. Hence, by
the triangle inequality and Lemma 4, we have
‖Dθˆn‖µ − ‖Dˆn,θˆn‖µ − ‖Dˆn,θ0‖µ ≤ ‖Dˆn,θˆn −Dθˆn − Dˆn,θ0‖µ = op(n−1/2).
From Assumption C1,
‖Dθˆn‖µ ≤ op(n−1/2) + 2‖Dˆn,θ0‖µ.
Because E[Avθ0(W )] = 0 for all v and E|Avθ0(W )Av
′
θ0
(W )| ≤ 1 for all v and v′, we have√
nDˆn,θ0(v) =
1
n
∑n
i=1 A
v
θ(Wi)  N(0,Ψ(v, v)). Since the proof for Lemma 2 shows that
{Avθ0 : v ∈ V} is a Donsker class, {
√
nDˆn,θ0(v) : v ∈ V} converges weakly in l∞(V) to
a mean-zero Gaussian process with covariance function Ψ(v, v′) and we have ‖Dˆn,θ0‖µ =
Op(n
−1/2). Hence, we have
‖Dθˆn‖µ = Op(n−1/2).
Because Dθ0(v) = 0 for all v, Lemma 3 implies that for all θ in a neighborhood of θ0,
‖Dθ‖µ = ‖Γ0(v)′(θ − θ0)− (Dθ(v)−Dθ0(v)− Γ0(v)′(θ − θ0)) ‖µ
≥ ‖Γ0(v)′(θ − θ0)‖µ − ‖Dθ(v)−Dθ0(v)− Γ0(v)′(θ − θ0)‖µ
≥ (c− o(1))× ‖θ − θ0‖.
Therefore, ‖θˆn − θ0‖ ≤ 1c−op(1)‖Dθˆn‖µ = Op(n−1/2).
Next we establish the asymptotic normality of
√
n(θˆn − θ0) by approximating Dˆn,θ(v)
as the linear function
Lˆn,θ(v) ≡ Γ0(v)′(θ − θ0) + Dˆn,θ0(v).
We have
‖Dˆn,θˆn − Lˆn,θˆn‖µ ≤ ‖Dˆn,θˆn −Dθˆn − Dˆn,θ0‖µ + ‖Dθˆn(v)− Γ0(v)′(θˆn − θ0)‖µ
≤ op(n−1/2) + op(‖θˆn − θ0‖) = op(n−1/2),
where the second inequality follows from Lemma 3 and Lemma 4, and the last equality
follows from the
√
n-consistency of θˆn.
Let θ˜n be the value that provides a global minimum for ‖Lˆn,θ‖. Then, Γ0(·)′(θ˜n−θ0) is
the L2(µ)-projection of −Dˆn,θ0(·) onto the subspace of L2(µ) spanned by the components
of Γ0(·). Because ∆0 =
∫
Γ0(v)Γ0(v)
′dµ(v) is finite and invertible by N3, we have
√
n(θ˜n − θ0) = −∆−10
∫
Γ0(v)
√
nDˆn,θ0(v)dµ(v). (20)
Then, we have∫
Γ0(v)
√
nDˆn,θ0(v)dµ(v) =
1√
n
n∑
i=1
∫
Avθ0(Wi)Γ0(v)dµ(v)
=
1√
n
n∑
i=1
ξi,
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for ξi ≡
∫
Avθ0(Wi)Γ0(v)dµ(v). By Fubini’s theorem, E[ξi] =
∫
E[Avθ0(Wi)]Γ0(v)dµ(v) = 0,
and
E[ξiξ
′
i] =
∫ ∫
V×V
{
E[Avθ0(Wi)A
v′
θ0
(Wi)]Γ0(v)Γ0(v
′)′
}
dµ(v)dµ(v′)
=
∫ ∫
V×V
{Ψ(v, v′)Γ0(v)Γ0(v′)′} dµ(v)dµ(v′),
where all elements of E[ξξ′] are finite. Hence,
√
n(θ˜n − θ0)  N(0,Σ0) by (20). Conse-
quently, θ˜n = θ0 +Op(n
−1/2), and {δn} can be assumed to satisfy P (‖θ˜n− θ0‖ ≥ δn)→ 0.
Because θ0 is an interior point of Θ, θ˜n lies in Θ with probability approaching one. To
simplify the argument, we assume that ‖θ˜n − θ0‖ < δn and θ˜n always belongs to Θ.
Because |Dθ(v)| ≤ |Γ0(v)′(θ−θ0)|+o(‖θ−θ0‖) uniformly over v by Lemma 3, we have
‖D(θ˜n)‖µ ≤ ‖Γ0(v)′(θ˜n − θ0)‖µ + op(‖θ˜n − θ0‖) = Op(n−1/2).
By the triangle inequality and Lemma 4, we have ‖Dˆn,θ˜n‖µ − ‖Dθ˜n‖µ − ‖Dˆn,θ0‖µ =
op(n
−1/2), and hence ‖Dˆn,θ˜n‖µ = Op(n−1/2). Then, we can argue as for θˆn to deduce
that
‖Dˆn,θ˜n − Lˆn,θ˜n‖µ = op(n−1/2).
Above, we showed that ‖Dˆn,θˆn− Lˆn,θˆn‖µ = op(n−1/2) and ‖Dˆn,θ˜n− Lˆn,θ˜n‖µ = op(n−1/2).
Therefore, we have
‖Lˆn,θˆn‖µ − op(n−1/2) ≤ ‖Dˆn,θˆn‖µ
≤ ‖Dˆn,θ˜n‖µ + op(n−1/2)
≤ ‖Lˆn,θ˜n‖µ + op(n−1/2).
That is,
‖Lˆn,θˆn‖µ = ‖Lˆn,θ˜n‖µ + op(n−1/2),
and by squaring both sides, we have
‖Lˆn,θˆn‖2µ = ‖Lˆn,θ˜n‖2µ + op(n−1),
where the cross product term is absorbed into op(n
−1) because ‖Lˆn,θ˜n‖µ = Op(n−1/2).
Because Lˆn,θ˜n(·) and Γ0(·) are orthogonal according to the definition of θ˜n, we can obtain
‖Lˆn,θ‖2µ = ‖Lˆn,θ˜n(v) + Γ0(v)′(θ − θ˜n)‖2µ
= ‖Lˆn,θ˜n‖2µ + ‖Γ0(v)′(θ − θ˜n)‖2µ.
By making θ equal to θˆn, we have
op(n
−1) = ‖Γ0(v)(θˆn − θ˜n)‖2µ ≥ c2‖θˆn − θ˜n‖2.
Hence,
√
n(θˆn − θ0) =
√
n(θ˜n − θ0) + op(1) N(0,∆−10 Σ0∆−10 ).
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Suppose that each Wi is a coordinate function of (
∏∞
i=1 S,
∏∞
i=1 σ(S),
∏∞
i=1 P ). Let ω
denote one of the realizations of Wi, and let (W
∗
n1, · · · ,W ∗nn) denote the bootstrap sample.
Following Hahn (1996), we introduce the following notations. Let {ζ∗n} be a sequence of
some bootstrap statistic: each ζ∗n is some function fn(W
∗
n1, · · · ,W ∗nn) of the bootstrap
sample. We write ζ∗n = O
ω
p (an) if ζ
∗
n, when conditioned on ω, is Op(an) for almost all ω.
If ζ∗n, when conditioned on ω, is op(an) for almost all ω, we write ζ
∗
n = o
ω
p (an). We write
ζ∗n = OB(1) if, for a given subsequence {n′}, there exists a further subsequence {n′′} such
that ζ∗n′′ = O
ω
p (1). If for any subsequence {n′} there is a further subsequence {n′′} such
that ζ∗n′′ = o
ω
p (1), we write ζ
∗
n = oB(1). Note that ζ
∗
n = oB(1) if and only if ζ
∗
n converges
weakly to zero in probability.
Proof of Theorem 4. The proof is similar to that of Brown and Wegkamp (2002). First,
we define
M(θ) ≡
∫
Dθ(v)
2dµ(v),
Mn(θ) ≡
∫
Dˆn,θ(v)
2dµ(v),
M∗n(θ) ≡
∫
Dˆ∗n,θ(v)
2dµ(v).
Then, for any θ → θ0, we have
M∗n(θ)−Mn(θ) =
∫
(Dˆ∗n,θ(v)− Dˆn,θ(v))2dµ(v) + 2
∫
Dˆn,θ(v)(Dˆ
∗
n,θ(v)− Dˆn,θ(v))dµ(v)
=
∫
(Dˆ∗n,θ0(v)− Dˆn,θ0(v))2dµ(v) +
[∫
(Dˆ∗n,θ(v)− Dˆn,θ(v))2dµ(v)
−
∫
(Dˆ∗n,θ0(v)− Dˆn,θ0(v))2dµ(v)
]
+ 2
∫
Dθ(v)(Dˆ
∗
n,θ(v)− Dˆn,θ(v))dµ(v)
+2
∫
(Dˆn,θ(v)−Dθ(v))(Dˆ∗n,θ(v)− Dˆn,θ(v))dµ(v).
Suppose that ‖θ − θ0‖ ≤ δn for δn ↓ 0. By Lemma 6, we obtain ‖
√
n(Dˆ∗n,θ − Dˆn,θ)‖µ −
‖√n(Dˆ∗n,θ0 − Dˆn,θ0)‖µ = oB(1). Hence,∫
(Dˆ∗n,θ(v)− Dˆn,θ(v))2dµ(v)−
∫
(Dˆ∗n,θ0(v)− Dˆn,θ0(v))2dµ(v) = oB(n−1).
Similarly, by the Donsker property of {Avθ : θ ∈ Θ, v ∈ V},∫
(Dˆn,θ(v)−Dθ(v))(Dˆ∗n,θ(v)− Dˆn,θ(v))dµ(v)
=
∫
Dˆn,θ0(v)(Dˆ
∗
n,θ(v)− Dˆn,θ(v))dµ(v) + op(n−1).
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Therefore, we have
M∗n(θ)−Mn(θ) =
∫
(Dˆ∗n,θ0(v)− Dˆn,θ0(v))2dµ(v) + 2
∫
Dˆn,θ0(v)(Dˆ
∗
n,θ(v)− Dˆn,θ(v))dµ(v)
+2
∫
Dθ(v)(Dˆ
∗
n,θ(v)− Dˆn,θ(v))dµ(v) + oB(n−1)
=
∫
(Dˆ∗n,θ0(v)− Dˆn,θ0(v))2dµ(v) + 2
∫
Dˆn,θ0(v)(Dˆ
∗
n,θ(v)− Dˆn,θ(v))dµ(v)
+2(θ − θ0)′
∫
Γ0(v)(Dˆ
∗
n,θ(v)− Dˆn,θ(v))dµ(v)
+oB(n
−1/2‖θ − θ0‖+ n−1).
Consequently, for θ → θ0 and η → θ0,
M∗n(θ)−M∗n(η)
= [(M∗n −Mn)(θ)− (M∗n −Mn)(η)] + [(Mn −M)(θ)− (Mn −M)(η)] + [M(θ)−M(η)]
= 2(θ − η)′
∫
Γ0(v)
[
(Dˆ∗n,θ0(v)− Dˆn,θ0(v))− (Dˆn,θ0(v)−Dθ0(v))
]
dµ(v)
+
∫
[(θ − θ0)′Γ0(v) + o(‖θ − θ0‖)]2 dµ(v)−
∫
[(η − θ0)′Γ0(v) + o(‖η − θ0‖)]2 dµ(v)
+oB(n
−1/2‖θ − θ0‖+ n−1/2‖η − θ0‖+ n−1)
= 2(θ − η)′
∫
Γ0(v)
[
(Dˆ∗n,θ0(v)− Dˆn,θ0(v))− (Dˆn,θ0(v)−Dθ0(v))
]
dµ(v)
+(θ − θ0)′∆0(θ − θ0)− (η − θ0)′∆0(η − θ0)
+oB(‖θ − θ0‖2 + ‖η − θ0‖2 + n−1/2‖θ − θ0‖+ n−1/2‖η − θ0‖+ n−1). (21)
We define
γn ≡ ∆−10
∫
Γ0(v)(Dˆn,θ0(v)−Dθ0(v))dµ(v),
γ∗n ≡ ∆−10
∫
Γ0(v)(Dˆ
∗
n,θ0
(v)− Dˆn,θ0(v))dµ(v).
Then, we can rewrite (21) by
M∗n(θ)−M∗n(η) = 2(θ − η)′∆0(γn + γ∗n) + (θ − θ0)′∆0(θ − θ0)− (η − θ0)′∆0(η − θ0)
+oB(‖θ − θ0‖2 + ‖η − θ0‖2 + n−1/2‖θ − θ0‖+ n−1/2‖η − θ0‖+ n−1).
We take θ = θˆ∗n and η = θ0 − (γn + γ∗n). Observe that η ∈ Θ for n is sufficiently large,
because θ0 is an interior point of Θ. Hence, we have
0 ≥ M∗n(θˆ∗n)−M∗n(θ0 − (γn + γ∗n))
= 2
[
(θˆ∗n − θ0) + (γn + γ∗n)
]′
∆0(γn + γ
∗
n)
+(θˆ∗n − θ0)′∆0(θˆ∗n − θ0)− (γn + γ∗n)′∆0(γn + γ∗n)
+oB(‖θˆ∗n − θ0‖2 + ‖γn + γ∗n‖2 + n−1/2‖θˆ∗n − θ0‖+ n−1/2‖γn + γ∗n‖+ n−1)
=
[
(θˆ∗n − θ0) + (γn + γ∗n)
]′
∆0
[
(θˆ∗n − θ0) + (γn + γ∗n)
]
+oB(‖θˆ∗n − θ0‖2 + ‖γn + γ∗n‖2 + n−1/2‖θˆ∗n − θ0‖+ n−1/2‖γn + γ∗n‖+ n−1).
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By the same argument in Theorem 4, we have ‖θˆ∗n− θˆn‖ = OB(n−1/2). Hence, ‖θˆ∗n−θ0‖ ≤
‖θˆ∗n− θˆn‖+‖θˆn−θ0‖ = OB(n−1/2)+OP (n−1/2). Since γn = Op(n−1/2) and γ∗n = OB(n−1/2),
we have
n‖θˆ∗n − θ0 + (γn + γ∗n)‖2 = oB(1).
Because it follows from Theorem 4 that
θˆn − θ0 = −γn + op(n−1/2),
and we can obtain θˆ∗n − θˆn = −γ∗n + oB(n−1/2). The term γ∗n has the same limiting
distribution as γn by the bootstrap theorem for the mean in Rdθ . This concludes the
proof.
Proof of Theorem 5. We establish the partial identification of gt by showing that we can
identify functions TUt,x′,x : R→ R and TLt,x′,x : R→ R that satisfy
gt(x
′, u) ≤ TUt,x′,x (gt(x, u)) ,
gt(x
′, u) ≥ TLt,x′,x (gt(x, u)) . (22)
If TUx′,x is identified for all x, x
′, then we can obtain a lower bound of the function g as
follows. For any random variables V,W , we define
F+V |W (v|w) ≡ P (V ≤ v|W = w) ,
F−V |W (v|w) ≡ P (V < v|W = w) ,
where F+ is an usual distribution function. In addition, we define
GLt,x(y) ≡
∫
F+Yt|Xt=x′
(
TUt,x′,x(y)
)
dFXt(x
′). (23)
Then, we have
GLt,x (gt(x, u)) =
∫
F+Yt|Xt=x′
(
TUt,x′,x (gt(x, u))
)
dFXt(x
′)
≥
∫
F+Yt|Xt=x′ (gt(x
′, u)) dFXt(x
′)
=
∫
P (gt(x
′, Ut) ≤ gt(x′, u)|Xt = x′) dFXt(x′)
≥
∫
P (Ut ≤ u|Xt = x′) dFXt(x′) = u, (24)
where the first inequality follows from (22). Because gt(x, u) is weakly increasing in u, we
have {Ut ≤ u} ⊂ {gt(x, Ut) ≤ gt(x, u)} and the second inequality of (24) holds. Hence,
because GLt,x (gt(x, u)) ≥ u, we can obtain a lower bound
gt(x, u) ≥ inf{y ∈ [y, y] : GLt,x(y) ≥ u}. (25)
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Similarly, we define
GUt,x(y) ≡
∫
F−Yt|Xt=x′
(
TLt,x′,x(y)
)
dFXt(x
′). (26)
Then, we have
GUt,x (gt(x, u)) =
∫
F−Yt|Xt=x′
(
TLt,x′,x(gt(x, u))
)
dFXt(x
′)
≤
∫
F−Yt|Xt=x′ (gt(x
′, u)) dFXt(x
′)
=
∫
P (gt(x
′, Ut) < gt(x′, u)|Xt = x′) dFXt(x′)
≤
∫
P (Ut < u|Xt = x′) dFXt(x′) = u. (27)
Owing to the weak monotonicity of gt, we have {gt(x, Ut) < gt(x, u)} ⊂ {Ut < u} and the
second inequality of (27) holds. Hence, similarly, we can obtain an upper bound
gt(x, u) ≥ sup{y ∈ [y, y] : GUt,x(y) ≤ u}. (28)
We here describe the construction of the functions TUt,x′,x(y) and T
L
t,x′,x(y) that satisfy
(22). We define
Q+Yt|X(τ |x) ≡ sup{y ∈ [y, y] : F−Yt|X(y|x) ≤ τ},
Q−Yt|X(τ |x) ≡ inf{y ∈ [y, y] : F+Yt|X(y|x) ≥ τ}.
Because {U : U ≤ u} ⊂ {U : g(x, U) ≤ g(x, u)} and {U : g(x, U) < g(x, u)} ⊂ {U : U <
u}, for all (x1, x2) ∈ X12 and t, s ∈ {(1, 2), (2, 1)}, we have
F−Yt|X (gt(xt, u)|x1, x2) = P (gt(xt, Ut) < gt(xt, u)|X1 = x1, X2 = x2)
≤ P (Ut < u|X1 = x1, X2 = x2)
= P (Us < u|X1 = x1, X2 = x2)
≤ P (gs(xs, Us) < gs(xs, u)|X1 = x1, X2 = x2)
= F+Ys|X (gs(xs, u)|x1, x2) .
For t 6= s, we define
T˜U,t,sxt,xs(y) ≡ Q+Yt|(Xt,Xs)=(xt,xs)
(
F+Ys|(Xt,Xs)=(xt,xs)(y)
)
T˜L,t,sxt,xs(y) ≡ Q−Yt|(Xt,Xs)=(xt,xs)
(
F−Ys|(Xt,Xs)=(xt,xs)(y)
)
.
Then, we have
gt(xt, u) ≤ T˜U,t,sxt,xs (gs(xs, u)) ,
because Q+Yt|X(F
−
Yt|X(y|x)|x) = sup{y′ ∈ [y, y] : F−Yt|X(y′|x) ≤ F+Yt|X(y|x)} ≥ y. Hence, if
(x′, x˜) ∈ supp(Xt, Xs) and (x, x˜) ∈ supp(Xt, Xs), then we have
gt(x
′, u) ≤ T˜U,t,sx′,x˜ ◦ T˜U,s,tx˜,x (gt(x, u)) . (29)
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Similarly, we have
gt(x
′, u) ≥ T˜L,t,sx′,x˜ ◦ T˜L,s,tx˜,x (gt(x, u)) . (30)
We define
TUt,x′,x(y) ≡
{
inf x˜{T˜U,t,sx′,x˜ ◦ T˜U,s,tx˜,x (y)} if x 6= x′
y if x = x′
TLt,x′,x(y) ≡
{
supx˜{T˜L,t,sx′,x˜ ◦ T˜L,s,tx˜,x (y)} if x 6= x′
y if x = x′
.
Then, these functions satisfy (22).
Corollary 3. Similarly to (29) and (30), for t 6= s, we have
gt(x
′, u) ≤ T˜U,t,sx′,x˜ ◦ T˜U,s,tx˜,x (gt(x, u)) ,
gt(x
′, u) ≥ T˜L,t,sx′,x˜ ◦ T˜L,s,tx˜,x (gt(x, u)) ,
where
T˜U,t,sxt,xs(y) ≡ infx−(t,s)Q
+
Yt|(Xt,Xs,X−(t,s))=(xt,xs,x−(t,s))
(
F+Ys|(Xt,Xs,X−(t,s))=(xt,xs,x−(t,s))(y)
)
,
T˜L,t,sxt,xs(y) ≡ sup
x−(t,s)
Q−Yt|(Xt,Xs,X−(t,s))=(xt,xs,x−(t,s))
(
F−Ys|(Xt,Xs,X−(t,s))=(xt,xs,x−(t,s))(y)
)
,
and X−(t,s) denotes a vector of X except Xt and Xs. Hence,
TˆUt,x′,x(y) ≡
{
infs 6=t,x˜∈Xs{T˜U,t,sx′,x˜ ◦ T˜U,s,tx˜,x (y)} if x 6= x′
y if x = x′
and
TˆLt,x′,x(y) ≡
{
sups 6=t,x˜∈Xs{T˜L,t,sx′,x˜ ◦ T˜L,s,tx˜,x (y)} if x 6= x′
y if x = x′
satisfy inequality (22). Define
GˆLt,x(y) ≡
∫
F+Yt|Xt=x′
(
TˆUt,x′,x(y)
)
dFXt(x
′),
GˆUt,x(y) ≡
∫
F−Yt|Xt=x′
(
TˆLt,x′,x(y)
)
dFXt(x
′). (31)
By a similar argument to the proof for Theorem 2, we have gt(x, u) ≥ inf{y ∈ [y, y] :
GLt,x(y) ≥ u} and gt(x, u) ≤ sup{y ∈ [y, y] : GUt,x(y) ≤ u}.
Proof of Theorems 6 and 7. We define µT as a probability measure on {1, · · · , T} such
that µT ({t}) = 1/T for all t ∈ {1, · · · , T}. Let µ˜ be µT × µ, then 1T
∑T
t=1 ‖Dˆtn,θ‖2µ =
1
T
∑T
t=1
∫
Dˆtn,θ(v)
2dµ(v) = ‖Dˆtn,θ(v)‖2µ˜, where ‖ · ‖µ˜ is the L2-norm with respect to µ˜.
Hence, the estimator θˆn satisfies
‖Dˆt
n,θˆn
(v)‖µ˜ = inf
θ∈Θ
‖Dˆtn,θ(v)‖µ˜.
Therefore, we can prove Theorems 6 and 7 by following arguments similar to the proofs
of Theorems 3 and 4, respectively.
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Appendix 3: Auxiliary Lemmas
Lemma 1. Under Assumptions C3 and C4, ‖Dθ‖µ is continuous in θ.
Proof. By Assumption C4, the density fYt|X(y|x) is bounded above by a constant C. For
any θ′, θ and v, we have
|Dθ′(v)−Dθ(v)|
≤ 2 max
t
|E [(1{Yt ≤ gt(Xt, vu; θ′)} − 1{Yt ≤ gt(Xt, vu; θ)}) 1{X ≤ vx}] |
≤ 2 max
t
|E [(FYt|X (gt(Xt, vu; θ′)|X)− FYt|X (gt(Xt, vu; θ)|X))1{X ≤ vx}] |
≤ 2 max
t
∫ ∣∣∣∣∣
∫ gt(xt,vu;θ′)
gt(xt,vu;θ)
fYt|X(y|x)dy
∣∣∣∣∣ dFX(x)
≤ 2C max
t
∫
|gt(xt, vu; θ′)− gt(xt, vu; θ)| dFXt(xt) ≤ 2CK‖θ′ − θ‖.
Hence, |‖Dθ′‖µ − ‖Dθ‖µ| ≤ ‖Dθ′ −Dθ‖µ ≤ 2CK‖θ′ − θ‖, which implies the continuity of
‖Dθ‖µ.
Lemma 2. Under Assumptions C3, C4, and C5,
sup
θ,v
∣∣∣Dˆn,θ(v)−Dθ(v)∣∣∣ = oa.s.(1), (32)
and for any δn ↓ 0
sup
v∈V,‖θ−θ0‖<δn
∣∣∣√n(Dˆn,θ(v)−Dθ(v))−√n(Dˆn,θ0(v)−Dθ0(v))∣∣∣ = op(1). (33)
Proof. The collection of indicator functions {x 7→ 1{x ≤ vx} : vx ∈ X12} is a VC-class.
By Assumption C5, the collection of indicator functions for subgraphs of {gt(·, vu; θ) : θ ∈
Θ, vu ∈ U} is also a VC-class. By reference to Examples 2.10.7 and 2.10.8 in van der Vaart
and Wellner (1996), {Avθ : θ ∈ Θ, v ∈ V} is P -Donsker, and also P -Glivenko–Cantelli.
Hence, we have (32) and for any δn ↓ 0
sup
(θ,v),(θ′,v′):P(Avθ−Av
′
θ′ )
2<δn
|GnAvθ −GnAv
′
θ′ | = op(1)
⇒ sup
v,θ,θ0:P(Avθ−Avθ0 )2<δn
|GnAvθ −GnAvθ0 | = op(1).
Then, we have
P(Avθ − Avθ0)2
≤ E [{(1{Y1 ≤ g1(X1, vu; θ)} − 1{Y1 ≤ g1(X1, vu; θ0)})
−(1{Y2 ≤ g2(X2, vu; θ)} − 1{Y2 ≤ g2(X2, vu; θ0)})}2
]
≤ 4 max
t
E [|1{Yt ≤ gt(Xt, vu; θ)} − 1{Yt ≤ gt(Xt, vu; θ0)}|]
= 4 max
t
E [|1{gt(Xt, vu; θ0) < Yt ≤ gt(Xt, vu; θ)}+ 1{gt(Xt, vu; θ)} < Yt ≤ gt(Xt, vu; θ0)}|]
≤ 8 max
t
∫ ∣∣FYt|X (gt(xt, vu; θ)|x)− FYt|X (gt(xt, vu; θ0)|x)∣∣ dFX(x)
≤ 8CK‖θ − θ0‖.
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Because ‖θ − θ0‖ → 0 implies that P(Avθ − Avθ0)2 → 0, we have (33).
Lemma 3. Under Assumptions C4, N2, and N3, Dθ(v) is continuously differentiable in
θ in a neighborhood of θ0 for all v, and |Dθ(v) − Dθ0(v) − Γ0(v)′(θ − θ0)| = o(‖θ − θ0‖)
uniformly over v.
Proof. First, we show continuous differentiability of Dθ(v). For all v and θ in the neigh-
borhood,
∇θDθ(v) = ∇θE
[(
FY1|X(g1(X1, vu; θ)|X)− FY2|X(g2(X2, vu; θ)|X)
)
1{X ≤ vx}
]
= ∇θ
∫
{x≤vx}
(
FY1|X(g1(x1, vu; θ)|x)− FY2|X(g2(x2, vu; θ)|x)
)
dFX(x).
Let C be a constant such that fYt|X(y|x) ≤ C. Because |fYt|X(gt(xt, vu; θ)|x)∇θgt(xt, vu; θ)|
is bounded by the integrable function C∇g¯(xt), we can interchange a differential operator
with an integral. Hence, we have
∇θDθ(v) = E[fY1|X(g1(X1, vu; θ)|X)∇θg1(X1, vu; θ)1{X ≤ vx}]
−E[fY2|X(g2(X2, vu; θ)|X)∇θg2(X2, vu; θ)1{X ≤ vx}].
According to the dominated convergence theorem, ∇θDθ(v) is continuous in θ in a neigh-
borhood of θ0 for all v.
Next, we show the second statement. Because Dθ(v) is continuously differentiable in
θ, for θ in a neighborhood of θ0, there exists θ¯v between θ and θ0 such that
|Dθ(v)−Dθ0(v)− Γ0(v)′(θ − θ0)| = |{Γθ¯v(v)− Γ0(v)}(θ − θ0)|
≤ ‖θ − θ0‖ × sup
v∈V
‖Γθ¯v(v)− Γ0(v)‖
It follows from Assumption N3(ii) that supv∈V ‖Γθ¯v(v) − Γ0(v)‖ → 0 as ‖θ − θ0‖ → 0.
Hence, we have |Dθ(v)−Dθ0(v)− Γ0(v)′(θ − θ0)| = o(‖θ − θ0‖) uniformly over v.
Lemma 4. Under Assumptions C3 and C5, for every sequence {δn} of positive numbers
that converges to zero,
sup
‖θ−θ0‖<δn
‖Dˆn,θ −Dθ − Dˆn,θ0‖µ = op(n−1/2). (34)
Proof. Note that
sup
‖θ−θ0‖<δn
‖Dˆn,θ −Dθ − Dˆn,θ0‖µ ≤ sup
v∈V,‖θ−θ0‖<δn
∣∣∣Dˆn,θ(v)−Dθ(v)− Dˆn,θ0(v)∣∣∣ .
By Lemma 2, the right-hand side is op(n
−1/2). Hence, (34) holds.
Lemma 5. Under the assumptions for Theorem 3, θˆ∗ →a.s θ0 for almost all samples
W1, · · · ,Wn.
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Proof. By the triangle inequality, for almost all samples W1, · · · ,Wn, we have
sup
θ
‖Dˆ∗n,θ −Dθ‖µ ≤ sup
θ
‖Dˆ∗n,θ − Dˆn,θ‖µ + sup
θ
‖Dˆn,θ −Dθ‖µ
≤ sup
θ,v
|Dˆ∗n,θ(v)− Dˆn,θ(v)|+ sup
θ,v
|Dˆn,θ(v)−Dθ(v)| →a.s. 0,
since {Avθ : θ ∈ Θ, v ∈ V} is a Donsker class. The reminder of the proof is same as for
Theorem 3.
Lemma 6. Suppose that the assumptions of Theorem 4 hold. For every sequence {δn} of
positive numbers that converges to zero,
sup
‖θ−θ0‖<δn
‖√n(Dˆ∗n,θ − Dˆn,θ)−
√
n(Dˆ∗n,θ0 − Dˆn,θ0)‖µ = oB(1). (35)
Proof. The left-hand side of (35) is dominated above by
sup
v,‖θ−θ0‖<δn
|√n(Dˆ∗n,θ(v)− Dˆn,θ(v))−
√
n(Dˆ∗n,θ0(v)− Dˆn,θ0(v))|.
The bootstrap equicontinuity due to Gine´ and Zinn (1990) implies that this random
variable is oB(1). Hence, we can obtain (35).
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Appendix 4: Figures and Tables
Figure 1: Description of Stm.
30
Figure 2: Connected support.
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Table 1: Results of Simulation 1(i)
N = 400 N = 800 N = 1600
bias 0.0262 0.0195 0.0125
θ1 std 0.1991 0.1709 0.1121
mse 0.0403 0.0296 0.0127
bias 0.0657 0.0733 0.0363
θ2 std 0.1751 0.1375 0.1045
mse 0.0350 0.0243 0.0122
bias 0.0472 0.0605 0.0320
θ3 std 0.1158 0.1069 0.0889
mse 0.0231 0.0171 0.0089
Table 2: Results of Simulation 1(ii)
N = 500 N = 1000
bias 0.0101 0.0087
Our method std 0.0978 0.0745
mse 0.0097 0.0056
bias 0.0042 0.0017
Hoderlein and White std 0.1175 0.0855
mse 0.0138 0.0073
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Table 3: Results of Simulation 2
N = 400 N = 800 N = 1600
bias -0.0025 -0.0031 0.0005
θ1 std 0.0875 0.0604 0.0418
mse 0.0077 0.0037 0.0018
bias 0.0020 0.0022 0.0001
θ2 std 0.0522 0.0351 0.0244
mse 0.0027 0.0012 0.0006
bias -0.0082 0.0004 -0.0044
θ3 std 0.1837 0.1256 0.0886
mse 0.0338 0.0158 0.0079
bias 0.0043 0.0001 0.0023
θ4 std 0.0839 0.0562 0.0398
mse 0.0071 0.0032 0.0016
bias -0.0025 -0.0014 -0.0011
ATE std 0.0972 0.0673 0.0457
mse 0.0095 0.0045 0.0021
bias -0.0333 -0.0303 -0.0343
QTE25 std 0.1148 0.0814 0.0565
mse 0.0143 0.0075 0.0044
bias -0.0017 -0.0016 -0.0009
QTE50 std 0.0994 0.0685 0.0474
mse 0.0099 0.0047 0.0022
bias 0.0306 0.0292 0.0328
QTE75 std 0.1324 0.0896 0.0618
mse 0.0185 0.0089 0.0049
Table 4: Lower and upper bounds for Example 4
x gL1 (x, u) g
U
1 (x, u) g
L
2 (x, u) g
U
2 (x, u) g1(x, u) g2(x, u)
−2 1{u > 0.99} 1{u > 0.47} 1{u > 0.99} 1{u > 0.41} 1{u > 0.73} 1{u > 0.71}
−1 1{u > 0.98} 1{u > 0.35} 1{u > 0.98} 1{u > 0.30} 1{u > 0.62} 1{u > 0.57}
0 1{u > 0.85} 1{u > 0.13} 1{u > 0.82} 1{u > 0.10} 1{u > 0.50} 1{u > 0.43}
1 1{u > 0.64} 1{u > 0.02} 1{u > 0.59} 1{u > 0.01} 1{u > 0.38} 1{u > 0.29}
2 1{u > 0.53} 1{u > 0.01} 1{u > 0.47} 1{u > 0.01} 1{u > 0.27} 1{u > 0.18}
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