In this paper, the finite element Galerkin method is applied to the equations of motion arising in the Kelvin-Voigt viscoelastic fluid flow model, when the forcing function is in L ∞ (L 2 ). Some a priori estimates for the exact solution, which are valid uniformly in time as t → ∞ and even uniformly in the retardation time κ an κ → 0, are derived. It is shown that the semidiscrete method admits a global attractor. Further, with the help of a priori bounds and Sobolev-Stokes projection, optimal error estimates for the velocity in L ∞ (L 2 ) and L ∞ (H 1 )-norms and for the pressure in L ∞ (L 2 )-norm are established. Since the constants involved in error estimates have an exponential growth in time, therefore, in the last part of the article, under certain uniqueness condition, the error bounds are established which are valid uniformly in time. Finally, some numerical experiments are conducted which confirm our theoretical findings.
Introduction
Consider the following system of partial differential equations arising in the Kelvin-Voigt's model ∂u ∂t + u · ∇u − κ∆u t − ν∆u + ∇p = f (x, t), x ∈ Ω, t > 0, (1.1) and incompressibility condition ∇ · u = 0, x ∈ Ω, t > 0, (1.2) with initial and boundary conditions u(x, 0) = u 0 in Ω, u = 0, on ∂Ω, t ≥ 0, (1.3) where, Ω is a bounded convex polygonal or polyhedral domain in IR d , d = 2, 3 with boundary ∂Ω. Here, ν is the coefficient of kinematic viscosity and κ is the retardation time or the time of relaxation of deformations. In the context of viscoelastic fluid, this model was first introduced by Pavlovskii [16] , who called it as a model describing the motion of weakly concentrated water-polymer solutions. It was called Kelvin-Voigt model by Oskolkov [20] and his collaborators. Subsequently, Cao et. al. [6] proposed it as a smooth, inviscid regularization of the 2D and 3D-Navier-Stokes equations. For applications of such models in organic polymer and food industry, and in the mechanisms of diffuse axonal injury, etc., we refer to [4] , [5] and [7] .
Earlier, based on the analysis of Ladyzenskaya [15] in the context of Navier Stokes equations, Oskolkov [21] - [22] have proved existence of a unique 'almost' classical solution in finite time interval for the problem (1.1)-(1.3). Subsequently, further investigations on solvability were continued by group members of Oskolkov, see [24] and [25] .
On numerical analysis of such problems, Oskolkov et a. [23] have discussed the convergence analysis of the spectral Galerkin approximation for all t ≥ 0 assuming that the exact solution is asymptotically stable as t → ∞. Subsequently, Pani et a. [17] have applied a variant of nonlinear semidiscrete spectral Galerkin method and optimal error estimates are proved. It is, further, shown that a priori error estimates are valid uniformly in time under uniqueness assumption. Recently, Bajpai et al. [1] have applied finite element Galerkin methods for the problem (1.1)-(1.3) with the forcing function f = 0. They have proved a priori bounds for the exact solution in 3D and established exponential decay property. With an introduction of the Sobolev-Stokes projection, they have derived optimal error estimates, which again preserve the exponential decay property. In [2] , completely discrete schemes which are based on both backward Euler and second order backward difference methods are analyzed and optimal error bounds which again preserve exponential decay property are established. For related articles in the context of Oldroyd viscoelastic model, we refer to [10] - [12] , [18, 19] , [26] - [29] .
In this paper, we, further, continue the investigation on finite element approximation to the problem (1.1)-(1.3) when the non-zero forcing function f belongs to L ∞ (L 2 ). This is crucial particularly in the study of the dynamical system (1.1)-(1.3), when the forcing function is assumed to be time independent. The major results obtained in this paper are summarized as follows:
(i) New regularity results for the solution of (1.1)-(1.3) even in 3D, which are valid uniformly in time are derived and as a consequence, existence of a global attractor is proved. It is further shown that these estimates hold uniformly in κ as κ → 0.
(ii) When f is independent of time, it is, further, established that the semi-discrete finite element method admits a discrete global attractor.
(iii) Based on the Sobolev-Stokes projection introduced earlier in [1] , optimal error estimates for the semidiscrete Galerkin approximations to the velocity in L ∞ (L 2 )-norm as well as in L ∞ (H 1 0 )-norm and to the pressure in L ∞ (L 2 )-norm are derived with error bounds depending on exponential in time.
(iv) Moreover, it is proved under uniqueness assumption that error estimates are valid uniformly in time.
Note that for (i), exponential weight functions in time are used which help us to derive regularity result for all t > 0. A special care is taken to show that these estimates are valid uniformly in κ as κ → 0. When f is independent of time, based on uniform estimates in time existence of a global attractor is shown for the semidiscrete scheme. For (iii), a use of Sobolev-Stokes projection as an intermediate projection helps us to retrieve optimal error estimates for the velocity vector in L ∞ (L)-norm. When either f = 0 or f = O(e −α 0 t ), we derive, as in [1] , exponential decay property not only for the solution, but also for error estimates. This paper is organized as follows. In Section 2, we discuss the weak formulation and state some basic assumptions. Section 3 is devoted to development of a priori bounds for the exact solutions. In Section 4, we describe the semidiscrete Galerkin approximations and derive a priori estimates with discrete global attractor for the semidiscrete solutions. In Section 5, we establish optimal error estimates for the velocity. Section 6 deals with the optimal error estimates for the pressure. In Section 7, results of numerical experiments, which confirm our theoretical estimates, are established.
Preliminaries and Weak formulation
In this section, we define R d , (d = 2, 3)-valued function spaces using boldface letters as
where L 2 (Ω) is the space of square integrable functions defined in Ω with inner product (φ,
. Further, H m (Ω) denotes the standard Hilbert
Sobolev space of order m ∈ N + with norm
. Note that H 1 0 is equipped with a norm
Further, introduce divergence free spaces :
where n is the outward normal to the boundary ∂Ω and φ · n| ∂Ω = 0 should be understood in the sense of trace in H −1/2 (∂Ω), see [?] . Let H m /IR be the quotient space with norm p H m /IR = inf c∈IR p + c m . For a Banach Space X with norm · X , let L p (0, T ; X) denote the space of measurable X-valued functions φ on (0, T ) such that
Throughout this paper, the following assumptions are made. (A1). Setting −∆ = −P ∆ : J 1 ∩ H 2 ⊂ J → J as the Stokes operator, assume that the following regularity result holds:
The above assumption is valid as the domain Ω is a convex polygon or convex polyhedron. Note that the following Poincaré inequality [13] holds true:
where λ −1 1 , is the best possible positive constant depending on the domain Ω. Further, observe that
There exists a positive constant M such that the initial velocity u 0 and the external force f , f t satisfy for t ∈ (0, ∞)
Now, the weak formulation of (1.1)-(1.3) is to seek a pair of functions (u(t),
Equivalently, find u(t) ∈ J 1 with u(0) = u 0 such that for t > 0
Define the trilinear form b(·, ·, ·) as
Because of antisymmetric property of the trilinear form, it is easy to check that for , b(v, w, w) = 0 ∀v, w ∈ J 1 .
(2.6)
3
A priori estimates for the exact solution
In this section, some a priori bounds for the solution (u, p) of (2.4) are derived. Since these results differ from [1] in the sense that 0 = f ∈ L ∞ (L 2 ) in the present article, therefore, only the major differences in the analysis are indicated.
Lemma 3.1. Let the assumptions (A1)-(A2) hold true, and let 0 < α < νλ 1 4 (1 + κλ 1 )
. Then, the solution u of (2.5) satisfies for all t > 0
where
Proof. Setû(t) = e αt u(t) for some α > 0 in (2.5). Then, choose φ =û in (??) and use (2.6) in the resulting equation to arrive at 1 2
Now, estimate the right-hand side of (3.3) as
Substitute (3.4) in (3.3), use kickback argument and β = ν−2α(κ+λ
Integrate with respect to time from 0 to t, then multiply by e −2αt and use the assumption (A2) as well as the fact that
to complete the proof of (3.1).
Note that the second term on the left had side of (3.1) is nonnegative and hence, it can be dropped. Then taking limit superior as t −→ ∞ for the remaining terms on both sides, we arrive at
For (3.2), we rewrite (3.3) as :
Integrate with respect to time and then, divide the resulting equation by e −2αt to arrive at
Now, the first term on the left hand side of (3.8) is nonnegative which can then be dropped. Taking limit superior on the both sides of (3.8) for the remaining terms and using L' Hospital rule, we note that and hence, using (3.7) we arrive at lim sup
This completes the rest of the proof. Remark 3.1. As a consequence of Lemma 3.1, we obtain from (3.5) with α = 0 the following estimate
On integration with respect to time from t to t + T 0 , and using (3.1) of Lemma 3.1, we obtain for fixed T 0 > 0 and t ≥ 0
Taking limit superior on both sides of (3.12), we now arrive at
, where H −1 is the topological dual of H 1 0 , then following the proof of the Lemma 3.1, obtain
Remark 3.3. Earlier, Oskolkov [22] has proved the existence of a unique weak solution to the problem (1.1)-(1.3) for finite time, but the proof can not be extended to all t > 0 as the constants involved in a priori estimates depend on exponentially in time. Now, using Bubnov Galerkin method with a priori bounds in Lemma 3.1 and standard weak compactness arguments, it can be shown that there exists a unique global weak solution u to the problem (2.5) for all t > 0. Further, it is easy to check that the problem (2.5) generates a continuous semigroup S(t) :
Therefore, the result of [14] shows that if f ∈ L ∞ (H −1 ), then the semigroup S(t) has an absorbing ball
with ρ given by
. Hence, it may be easily shown that the problem has a global attractor A 1 ⊂ J 1 . and for all t > 0
holds, where 
For I 1 , we note by generalized H'older's inequality that
When d = 2, a use of Ladyzhenskaya's inequality:
and ∇û L 4 ≤ ∇û
in (3.17) with the Young's inequality with p = 4, q = 
and ∇û L 4 ≤ ∇û For I 2 , an application of the Cauchy-Schwarz inequality with the Young's inequality leads to
Substitute (3.18) and (3.21) in (3.16) to find at
where ℓ = 1, when d = 2 and for d = 3, ℓ = 3. Integrate (3.22) with respect to time from 0 to t. Then, use Lemma 3.1 and β = ν − 2α(κ + λ −1 ) ≥ ν/2 > 0 to arrive at
For the second term one the right hand side of (3.23), apply Lemma 3.1 to obtain
This completes the rest of the proof.
Note that results in Lemma 3.2 are valid uniformly in time for both 2D and 3D problems. However, constants in those bounds depend on 1/κ, which blow up as κ tends to zero. Therefore, in the following Lemma, we propose to discuss results which are valid for all time, but their bounds are independent of 1/κ. 
and for all t > 0,
, the estimate (3.24) holds true under smallness assumption on M, that is, on the data.
Proof. When d = 2, we note from (3.23) that
An application of Gronwall's lemma leads to
Apply assumption (A2) in (3.26) to obtain
A use of estimate (3.1) of Lemma 3.1 with estimate (3.13) in (3.27) shows that for all finite but fixed 0 < T 0 with 0 < t ≤ T 0 and for d = 2
Since the inequality (3.28) is valid for all finite, but fixed T 0 , now a use of the following result (3.2) from Lemma 3.1 lim sup t→∞ ∇u ≤ C leads to the boundedness of ∇u(t) for all t > 0. This completes the the proof for d = 2. When d = 3, that is, the problem in 3D, we observe from (3.23) with ℓ = 3 after multiplying with e −2αt both sides and using (3.1) that
Setting Ψ = ∇u(t) 2 and dropping the last two terms on the left hand side of (3.29) as these are nonnegative, then we arrive at
This integral inequality holds true for all finite time t > 0 provided both C 1 (K 0,∞ ) and C 2 (K 0,∞ ) are sufficiently small, that is, under the assumption that the condition (A 2 ) is valid for sufficiently small M. Therefore, the boundedness of ∇u(t) is proved for all finite, but fixed t > 0 and for sufficiently smallness assumption on both initial data and forcing function. The rest of the analysis follows as in 2D case, that is, when d = 2, using the estimate (3.2). This completes the rest of the proof. and for all t > 0
Proof. Choose φ = e 2αt u t in (2.5) to arrive at
For the nonlinear term on the right hand side of (3.31), use Sobolev imbedding theorem to obtain
Use (3.32) in (3.31), then integrate the resulting inequality with respect to time from 0 to t and apply the Young's inequality. Then, multiply the resulting equation by e −2αt to arrive at
A use of Lemmas 3.1 with 3.3 leads to the desired result and this concludes the proof.
Lemma 3.5. Let the assumptions (A1)-(A2) hold true. Then, there exists a positive constant
Proof. Differentiate (2.5) with respect to time to obtain
Choose φ = u t in (3.34) with (u · ∇u t , u t ) = 0 to find that
Apply the Ladyzenskaya's inequality (3.19) for d = 3 and the Young's inequality (with p = 8 and q = 8/7) to arrive at
A use of the Cauchy-Schwarz inequality with the Young's inequality leads to
Substitute (3.36)-(3.37) in (3.35) and then multiply by e 2αt . An application of a priori estimates from Lemma 3.3, 3.4 yields
Integrate (3.38) from 0 to t with respect to time to obtain
From (2.5), it may be observed that
Using (3.40) (see, the proof in [13] pp 285, eq (2.19)), we can define (3.40) at t = 0. A use of Lemma 3.4 with (A2) and (3.40) in (3.39) establishes the desired estimates. This completes the rest of the proof such that for 0 < α < νλ 1 4 (1 + λ 1 κ) and for all t > 0,
Moreover, the following estimate hold:
Proof. Rewrite (2.5) as
Form L 2 inner-product between (3.43) and −e 2αt∆ u t to obtain
Now, integrate (3.44) with respect to time from 0 to t and then, multiply by 2e −2αt to arrive at
For I 2 on the right hand side of (3.44), rewrite it as
Note that an application of the Ladyzhenskaya's inequality (3.19) with the Young's inequality shows that
From (3.43), we observe using bounds from Lemmas 3.3 and 3.5 that
For the third term on the right hand side of (3.46), we again employ Ladyzheskaya's inequality (3.19) with estimates from Lemmas 3.3-3.5,(3.48) and the Young's inequality to obtain
Moreover for the last term on the right hand side of (3.46), a use of following Agmon inequality (see, [8] which is valid for 3D)
with estimates from Lemmas 3.3-3.5,(3.48) and the Young's inequality yields
Substituting (3.49) and (3.51) in I 2 and integrating with respect to time, use a priori bounds in Lemmas 3.3-3.5 to arrive for the second term on the right hand side of (3.45) at 2e
For I 1 term, again rewrite it
Now integrate I 1 with respect to time and then multiply by 2e −2αt . Then, a use of assumption (A2) shows 2e 
This completes the rest of the proof. The following Lemma 3.7 deals with a priori bounds of the pressure term. and for all t > 0, the following estimate holds true:
Proof. A use of the Cauchy-Schwarz inequality with the Hölder inequality and (3.19) in (2.4) yields
Divide (3.55) by ∇φ and apply continuous inf-sup condition in (3.55) to obtain
An application of Lemmas 3.1,3.5 and assumption (A2) in (3.56) shows
Use the property of space J 1 (see [?] page no 19, remark 1.9) in (2.5) to arrive at
A use of the Cauchy-Schwarz inequality with the Hölder inequality and (3.19) in (3.58) yields
and hence,
A use of Lemmas 3.3, 3.5 and 3.6 in (3.60) yields
Take square of both sides of (3.60). Then, multiply the resulting equation by e 2αt and integrate from 0 to t with respect to time to obtain A use of (3.57), (3.61) and (3.63) would lead to the desired result. This concludes the rest of the proof.
The main Theorem of this section is stated below without proof as its proof follows easily from Lemmas 3.1,3.3-3.7.
Theorem 3.1. Let the assumptions (A1) and (A2) hold. Then, there exists a positive constant C = C(ν, α, λ 1 , M ) such that for 0 ≤ α < νλ 1 2 1 + λ 1 κ the following estimates hold true:
Remark 3.4. Results in the Theorem 3.1 are valid uniformly for all time t > 0 and even for small κ in 2D and for 3D with data small. As a result, we can take limit of the equations (2.4) as κ tends to zero which may result in the convergence of the Kelvin-Voigt system to the Navier-Stokes system. Note that an application of Lemmas 3.1,3.2-3.7 instead of Lemma 3.3 would easily provide results of Theorem 3.1, which are valid for both 2D and 3D without data small, but with constant C in the Theorem 3.1 now depending on 1/κ.
For defining the Galerkin approximations, for v, w, φ ∈ H 1 0 , set a(v, φ) = (∇v, ∇φ) and b(v, w, φ) as in Section 2. Note that, the operator b(·, ·, ·) preserves the antisymmetric properties of the original nonlinear term, i.e.,
The discrete analogue of the weak formulation (2.4) is to find u h (t) ∈ H h and p h (t) ∈ L h such that u h (0) = u 0h and for t > 0,
where u 0h ∈ H h is a suitable approximation of u 0 ∈ J 1 to be defined later. We now introduce J h as
Note that, J h is not a subspace of J 1 . Now, the semidiscrete approximation in J h is to seek u h (t) ∈ J h such that u h (0) = u 0h ∈ J h and for t > 0
Since J h is finite dimensional, the equation (4.2) leads to a system of nonlinear ordinary differential equations. Therefore, an application of Picard's theorem ensures existence of a unique solution u h for (0, t * h ) for some t * h > 0. For global existence, we need to use continuation argument provided the discrete solution is bounded for all t > 0. Following the argument in the proof of Lemma 3.1, it is easy to prove the following estimate: for 0 < α < νλ 1 4 (1 + κλ 1 ) and for all t > 0
This complete the proof of existence and uniqueness of a global discrete solution for all t > 0.
As a consequence of (4.3), the following result on existence of a discrete global attractor is derived.
Lemma 4.1. There exists a bounded absorbing set
with ρ 0 given by
Further, the problem (4.2) has a global attractor A h ⊂ J h , which attracts bounded sets in J h .
Proof. To prove the first part, we need to show an existence of ρ 1 > 0 such that for any u 0h ∈ J h , there exists a time t * := t * (( u 0h 2 + κ ∇u 0h 2 ) 1/2 ) such that for t ≥ t * the discrete solution u h (t) of (4.2) satisfies u h (t) ∈ B ρ 1 . For any ball B ρ 1 (0), ρ 1 > ρ 0 /2 with the initial condition u 0h ∈ B ρ 1 (0), it follows from (4.3) that To complete the proof, we claim that
This can be achieved if
that is, for t ≥ t * , B ρ 1 (0) ⊂ B ρ 0 (0). Note that for ρ 1 ≤ ρ 0 /2, it is trivially satisfied for all t > 0. Hence, B ρ 0 (0) is an absorbing ball and it further follows that the problem (4.2) has a discrete global attractor A h ⊂ J h , which attracts bounded sets in J h . This completes the rest of the proof. Define the quotient space L h /N h , where
with its norm given by
Furthermore, assume that the pair (H h , L h /N h ) satisfies the following uniform inf-sup condition: (B2). For every q h ∈ L h , there exist a non-trivial function φ h ∈ H h and a positive constant K 1 , independent of h, such that
As a consequence of conditions (B1)-(B2), we have the following properties of the L 2 projection P h : L 2 → J h . For φ ∈ J 1 , we note that, (see [9] , [13] ), 5) and for φ ∈ J 1 ∩ H 2
We may define the discrete operator ∆ h : H h → H h through the bilinear form a(·, ·) as
Set the discrete analogue of the Stokes operator∆ = P ∆ as∆ h = P h ∆ h . Examples of subspaces H h and L h satisfying assumptions (B1) and (B2) can be found in [?] and [13] . Next in the following Lemma, a priori bounds for the discrete solution u h of (4.2), which will be helpful in establishing the error estimates, are stated. The proof can be obtained following the similar steps as in the proofs of Lemma 3.1-3.4.
Lemma 4.2. For all t > 0, the semi-discrete Galerkin approximation u h for the velocity satisfies
Error estimates for the velocity
In this section, we analyze the error occurred due to the Galerkin approximation for the velocity term. Since J h is not a subspace of J 1 , the weak solution u satisfies
Set e = u − u h . Then, from (5.1) and (4.2), we obtain
Below, we derive an optimal error estimate of ∇e(t) , for t > 0.
Lemma 5.1. Let assumptions (A1)-(A2) and (B1)-(B2) be satisfied. With u 0h = P h u 0 , then, there exists a positive constant C depending on λ 1 , ν, α and M , such that, for fixed T > 0 with t ∈ (0, T ) and for 0 ≤ α < νλ 1 4 1 + λ 1 κ , the following estimate holds true :
Proof. On multiplying(5.2) by e αt with φ h = P hê =ê + (P hû −û), it follows that (e αt e t ,ê) + κa(e αt e t ,ê) + νa(ê,ê) = e αt Λ(P hê ) + (p, ∇ · P hê )
+ (e αt e t ,û − P hû ) + κ a(e αt e t ,û − P hû ) + νa(ê,û − P hû ).
Note that (e αt e t ,ê) + κ a(e αt e t ,ê) = 1 2
and using L 2 -projection P h , we find that (e αt e t ,û − P hû ) = (e αt (e t − P h e t ),û − P hû )) − α(e αt (e − P h e t ),û − P hû ) = 1 2
A use of (2.2) with (5.4) and (5.5) in (5.3) yields
For the last three terms on the right hand side of (5.6), apply the Cauchy-Schwarz inequality with Poincaré inequality and Young inequality to bound it as
For the second term on the right-hand side of (5.6), a use of approximation property(B 1 ) with discrete in compressibility condition and
To estimate the first term on the right-hand side of (5.6), use anti-symmetric property (2.6) of the trilinear form b(·, ·,) and the property of P h to obtain
Then, using the generalized Hölder inequality, the Agmon inequality (3.50), the Young inequality, the Sobolev embedding theorem, (2.1) and (4.5), we arrive at
Integrating (5.6) with respect to time from 0 to t, use bounds (5.7), 5.8 and (5.10) with ǫ = 2ν 3 , to arrive at
A use of (4.6) and (B1) in (5.11) yields
From the a priori bounds of u, u t and p in Theorem 5.1, we arrive using the Gronwall lemma at
A use of a priori bounds given in Lemma 3.3 yields 12) and hence, we find that
This concludes the proof. Observe that the Lemma 5.1 provides a suboptimal error estimates for the velocity in L ∞ (L 2 )-norm. Therefore, in the remaining part of this section, we derive an optimal error estimate for the velocity in L ∞ (L 2 )-norm.
Introduce an intermediate solution v h which is a finite element Galerkin approximation to a linearized Kelvin-Voigt equation, that is ,v h satisfies
with v h (0) = P h u 0 . Now, we split e as
Note that ξ is the error committed by approximating a linearized Kelvin-Voigt equation (5.13) and η represents the error due to the non-linearity in the equation. Now, subtract (5.13) from (5.1) to write an equation in ξ as
For deriving optimal error estimates of ξ in L ∞ (L 2 ) and L ∞ (H 1 )-norms, we introduce, as in [1] , the following Sobolev-Stokes's projection
where V h u(0) = P h u 0 . In other words, given (u, p), find V h u : [0, ∞) → J h satisfying (5.15). Since J h is finite dimensional, for a given u the problem (5.15) leads to a linear system of ODEs. Then, an application of Picard's theorem with continuation argument ensures existence of a unique solution in [0, ∞). With V h u defined as above, we now split ξ as Below, we briefly state the proofs of the above lemmas. The proofs are along similar lines as in the proofs of Lemmas 5.2-5.7 in [1] . The difference occur only in applying a priori estimates as they do not decay exponentially in time. Therefore, in the following proofs, we briefly indicate the differences. , the following estimate holds true:
Proof. We first multiply (5.15) by e αt with ζ = u − V h u and then choose φ h = P hζ =ζ − (û − P hû ) to arrive at
Integrating (5.16) with respect to time from 0 to t, a use of (4.5) along with the Youngs inequality yields
Now, use (4.6) and (B1) in (5.17) to obtain
From a priori bounds for u and p derived in Lemmas 3.2, 3.6 and 3.7, we arrive at the desired result. This completes the rest of the proof. Below, we state a lemma without proof. The proof can be obtained in a similar fashion as in [1] and applying now a priori estimates derived in Theorem 3.1. , the following estimate holds true for t > 0:
In the following Lemma, estimates of ρ are derived.
Lemma 5.4. Under the assumptions (A1)-(A2) and (B1)-(B2)
, there exists a positive constant C = C(ν, λ 1 , α, M ) such that for 0 < α < ν 4 1 + κλ 1 , the following estimate holds true:
Proof. Subtract (5.15) from (5.14) and substitute φ h by e αtρ to obtain (e αt ρ t ,ρ) + κ a(e αt ρ t ,ρ)
Apply the Cauchy-Schwarz inequality, (2.2) with the Young inequality in (5.19) and integrate with respect to time from 0 to t to arrive at
The desired result follows after a use of Lemma 5.3 in (5.20).
Lemma 5.5. Let the assumptions (A1)-(A2) and (B1)-(B2) be satisfied. Then, there exists a positive constant C = C(ν, λ 1 , α, M ) such that for 0 < α < νλ 1 4 1 + κλ 1 , the following estimate holds:
Proof. A use of the triangle inequality along with Lemmas 5.2-5.4 leads to the desired result.
Lemma 5.6. Let the assumptions (A1)-(A2) and (B1)-(B2) hold true. Let u h (t) ∈ J h be a solution of (4.2) with initial condition u h (0) = P h u 0 , where u 0 ∈ J 1 . Then there exist a constant C such that for 0 < T < ∞ with t ∈ (0, T ]
Proof. In view of Lemma 5.5, we only need to prove the estimate for η. From (5.13) and (4.2), the equation in η becomes
Now, a use of e = ξ + η, along with (5.24) and (5.25) leads to 
Integrate (5.27) with respect to time and observe that η(0) = 0
Apply Gronwall's Lemma in (5.28) and use Lemma 5.5. Now, a use of triangular inequality completes the rest of proof. Now, we derive the main Theorem 5.1 of this section.
Theorem 5.1. Let the assumptions (A1)-(A2) and (B1)-(B2) be satisfied. Further, let the discrete initial velocity u 0h = P h u 0 . Then, there exists a positive constant C = C(ν, λ 1 , α, M ) such that, for all t ∈ (0, T ] and for 0 ≤ α < νλ 1 4 1 + λ 1 κ , the following estimate holds:
Proof. Since e = u − u h = (u − v h ) + (v h − u h ) = ξ + η and the estimate of ξ is derived in Lemma 5.5, therefore to complete the proof, it is enough to estimate η.
With a choice of φ h = e 2αt η in (5.21), we apply (2.2) to arrive at 1 2
where Λ h (φ h ) is given as in (5.22)). For the term on the right hand side of (5.30), we first rewrite it as
An application of the Hölder inequality with the Poincaré inequality, the Agmon inequality (3.50) and the discrete Sobolev inequality (see, Lemma 4.4 in [13] ) shows
Substitute e = ξ + η in (5.31) to find that
A use of (5.32) in (5.30) now yields
Integrate (5.33) with respect to time from 0 to t and apply Lemmas 3.3, 4.2 and 5.5 to arrive at
Then, use Gronwall's Lemma and then multiply by e −2αt to obtain
For the integral on the right hand side of (5.35), apply Lemmas 3.2 and 4.2 to arrive at Remark 5.1. We observe that in the above proof the presence of the exponential term on the righthand side of the error Theorem 5.1 is due to the estimate of η, as the estimate ξ is uniform in time. In fact, the contribution of the exponential term comes from the Lemma 5.6. If u 0 and f are sufficiently small with respect to the norms in the assumptions (A2) so that
then, from (5.27), we have
Integrate (5.39) with respect to time 0 to t and use η(0) = 0 to arrive at
We can now avoid Gronwall's Lemma and use Lemma 5.5 with triangle inequality to obtain
Following similar lines of proof, one can show the estimate of e(t) for all t > 0 from Theorem 5.1, provided the assumption (5.38) is satisfied.
, all the error estimates are valid uniformly in time as all the a priori bounds hold true for α = 0 and therefore, the estimate (5.12) bounded uniformly in time.
Moreover,if f = 0 or f = O(e −α 0 t ), we have as in [1] exponential decay property for the solution as well as for the error estimates.
Uniform in time estimates for the velocity: We now derive uniform (in time) error estimate for the velocity term under the following uniqueness condition 
Proof. In order to derive estimates, which are valid uniformly for all t > 0, we need derive a different estimate for the nonlinear term Λ h (η) with the help of the uniqueness condition (5.39). Therefore, we rewrite
Using uniqueness condition, it follows that
Apply (5.24) and (5.25) to find that 
An integration with respect to time with multiplication by e 2αt leads to Letting t → ∞, we obtain Note that C is valid uniformly for all t > 0, and this complete the rest of the proof.
6
Error estimate for the pressure
In this section, the optimal error estimate for the Galerkin approximation p h of the pressure p is derived. Further, under the uniqueness condition (5.39), the estimate is shown to be valid uniformly in time. The main theorem of this section is stated as follows:
Theorem 6.1. Under the hypotheses of Theorem 5.1, there exists a positive constant C depending on ν, λ 1 , α and M , such that for T > 0 with 0
We prove the theorem 6.1 with help of Lemmas 6.1 and 6.2. From (B2), it follows that
We observe that the estimate of the first term on the right hand side of (6.1) follows from the approximation property stated in (B1). To complete the proof, it is sufficient to estimate the second term in (6.1). Use (4.1) and (5.1) to find that for
where Λ h (φ h ) is given as in (5.22) . A use of generalized Hölders inequality with Sobolev imbedding, Lemmas 3.1 and 4.2 leads to
Altogether, we derive the following result.
Lemma 6.1. The semidiscrete Galerkin approximation p h of the pressure p satisfies for all t ∈ (0, T ]
Note that the estimate ∇e is known from the Theorem 5.1. In order to complete the proof of Theorem 6.1, we only need to estimate e t −1,h and ∇e t .
Lemma 6.2. For all t ∈ (0, T ], the error e = u − u h in the velocity satisfies
Proof. Subtract (4.2) from (5.1) to write
where Λ h (φ h ) is defined in (5.22) . Choose φ h = P h e t = e t − (e t − P h e t ) = e t − (u t − P h u t ) in (6.5) to arrive at
+Λ h (P h e t ) − νa(e, P h e t ). (6.6) For the first term together with the last term on the right hand side of (6.5), apply Poincaré inequality (2.4) and the stability property of P h to obtain (e t , u t − P h u t ) − νa(e, P h e t ) ≤ λ
For the third term on the right hand side of (6.5), a use of the discrete incompressible condition with (4.5) yields
In order to estimate the fourth term on the right hand side of (6.5), apply (6.2) and (4.5) to obtain
Substitute (6.7), (6.8) and (6.9) in (6.6) to arrive at
A use of (4.6) and (B1) in (6.10) shows
An application of Theorems 3.1 and 5.1 with 3.42 shows that
To complete the rest of the proof, observe from (5.2)that
An application of the Cauchy-Schwarz inequality to (6.13) with estimates (6.8) and (6.9) shows 14) and hence, a use of (B1) with theorem 5.1 and estimate (6.12) yields the estimate of e t 1,h . This concludes the proof.
Proof of Theorem 6.1. The proof follows from Lemmas 6.1 and 6.2 with the approximation property (B1) of j h .
Remark 6.1. Under uniqueness condition (5.39), an appeal to (6.3) and (6.11) leads to the error estimate for the pressure, which is valid for all time t > 0: 15) and this provides optimal error estimate for pressure term, which is valid uniformly in time.
Remark 6.2. In Theorems 5.1, 5.2 and 5.1, if we choose κ 1/2 = O(h δ ), where δ > 0 can be take sufficiently small, then we obtain the following quasi-optimal order of convergence:
Numerical Experiments
In this section, three numerical examples using mixed finite element space P 2 -P 0 for spatial discretization and backward Euler method for temporal discretization are discussed with computed orders of convergence, which confirm our theoretical findings. Moreover, it is shown through numerical experiments that orders of convergence do not deteriorate with κ small which again matches with theory. For all three examples, consider the domain Ω = (0, 1) × (0, 1), T = 1, κ = and ν = 1. Choose approximating spaces H h and L h for velocity and pressure, respectively, as
where τ h denotes an admissible triangulation ofΩ in to closed triangles with mesh size h. Let 0 = t 0 < t 1 < · · · < t N = T , be a uniform subdivision of the time interval (0, T ] with t n = nk and k = t n − t n−1 . The fully discrete backward Euler method can be formulated as: given U n−1 , find the pair (U n , P n ) approximating the pair (u, p) at t = t n = nk satisfying
Example 7.1. The convergence rates of the approximate solution is verified by choosing the right hand side function f in such a way that the exact solution (u, p) = ((u 1 , u 2 ), p) of (1.1)-(1.3) is given as
The theoretical analysis proves the convergence rates O(h 2 ) for velocity in L 2 norm, O(h) for velocity in H 1 -norm and O(h) for pressure in L 2 norm. Figure 1 provides convergence rates obtained on successively refined meshes with time step size k = h 2 . These results agree with the optimal theoretical convergence rates obtained in Theorems 5.1-6.1. Table 2 : Numerical convergence rates for velocity error with variation in κ for Example 7.1 S No h p(t n ) − P n p(t n ) − P n p(t n ) − P n p(t n ) − P n κ = 1 κ = 10 −3 κ = 10 −6 κ = 10 Table 3 : Numerical convergence rates for pressure error with variation in κ for Example 7.1 Example 7.2. In this example, the initial velocity is chosen as u 1 = 10 x 2 (x − 1) 2 y(y − 1)(2y − 1), u 2 = −10 y 2 (y − 1) 2 x(x − 1)(2x − 1), p = 40 xy with ν = 1, κ = 1 and f = 0. In this case, to obtain the error estimates the exact solution u is replaced by finite element solution obtained in a refined mesh.
S No
The convergence rates presented in Figure 3 are in agreement with the results obtained for f = 0, that is, the convergence rate for velocity in L 2 norm is O(h 2 ), for velocity in H 1 -norm is O(h) and for pressure in L 2 norm is O(h). In Figure 4 , the exponential decay property for the approximate solution U n is shown which verifies theoretical estimates for f = 0. 1)-(1.3) . Once again, the error estimates are achieved by considering refined finite element solution as an exact solution.
The order of convergence is shown in Table 4 . Figure 5 represents the exponential decay property of U n as time varies which is expected from theoretical analysis for right hand side function f = 0.
Conclusion
This article in its first part deals with a priori estimates for the weak solution of (1.1)-(1.3) which are valid uniformly in time as t → ∞ and also uniformly for all κ as κ → 0. While estimates hold for 2D, Moreover for the pressure term, optimal order estimate L ∞ (L 2 )-norm, which is of order O(κ −1/2 h) is established. In all these error analyses, constants appeared in the error estimates depend exponentially on T. But, under the uniqueness assumption, it is shown that optimal error estimates are valid uniformly for all time t > 0. Further, with κ = O(h 2δ ), δ > 0 very small, quasi-optimal error estimates are derived which are valid uniformly in κ as κ → 0. All the above results hold true for 2D, but for 3D with smallness assumption on the data. However, in stead of applying Lemma 3.3, if we apply Lemma 3.2, then regularity results like in Theorem 3.1 can be obtained now with constants depending on 1/κ, but all results are valid for 3D without assumption of smallness on the data. Similar conclusion for optimal error estimates can be derived, but with constants depending on 1/κ. Finally, numerical experiments are conducted to confirm our theoretical findings. 
