Abstract. It follows from Oseledec Multiplicative Ergodic Theorem (or Kingmans Subadditional Ergodic Theorem) that the Lyapunov-irregular set of points for which the Oseledec averages of a given continuous cocycle diverge has zero measure with respect to any invariant probability measure. In strong contrast, for any dynamical system f : X → X with exponential specification property and a Hölder continuous matrix cocycle A : X → GL(m, R), we show here that if there exist ergodic measures with different Lyapunov spectrum, then the Lyapunov-irregular set of A displays distributional chaos of type 1.
Introduction
In page 264 of his book [21] , Ricardo Mañé wrote: "In general, (Lyapunov) regular points are very few from the topological point of view -they form a set of first category". Some authors put different interpretations on his statement. For example, Theorem 3.14 of [1] by Abdenur, Bonatti and Crovisier interprets "in general" in the statement as "for C 1 -generic diffeomorphisms"; Theorem 1.4 of [36] by Tian interprets "in general" as "a class of cocycles over dynamics with the exponential specification property". In this paper, we follow Tian's interpretation and study the dynamical complexity of Lyapunov-irregular set. We first introduce the cocycles and define the associated Lyapunov exponents.
Cocycles appear naturally in many important problems in dynamics; for instance, derivative cocycles and Schrödinger cocycles [37] . Let X be a compact metric space, f : X → X be a homeomorphism and A : X → GL(m, R) be a continuous matrix function. One main object of interest is the asymptotic behavior of the products of A along the orbits of the transformation f , called cocycle induced from A: for n > 0 A(x, n) := A(f n−1 (x)) · · · A(f (x))A(x) and A(x, −n) := A(f −n (x))
An important object in understanding the asymptotic behavior of A(x, n) is the Lyapunov exponents associated with the A(x, n).
Definition 1.1. [21] We say x ∈ X to be (forward) Lyapunov-regular for A, if there exist numbers χ 1 < χ 2 < · · · < χ r (r ≤ m), and an A−invariant decomposition of R m such that for any i = 1, · · · , l and any 0 = v ∈ G i (x) one has lim n→+∞ 1 n log A(x, n)v = χ i .
Otherwise, x is called to be Lyapunov-irregular for A. Let LI(A, f ) denote the space of all Lyapunov-irregular points for A.
If m = 1, χ 1 can be written as Birkhoff ergodic average
where φ(x) = log A(x) . φ(x) is a continuous function since A(x) is continuous. So, the case of m = 1 is in fact to study Birkhoff ergodic average. By Birkhoff ergodic theorem, the irregular set for φ(x) is always of zero measure for any invariant measure, i.e. simple from the perspective of measure. Pesin and Pitskel [25] are the first to notice the Birkhoof-irregular set displays dynamical complexity from the topological entropy and dimensional perspective in the case of the full shift on two symbols. Then, Barreira, Schmeling, etc. showed that the irregular points can carry full entropy in more general systems(see [4, 34, 8, 32, 31, 26] ). Ruelle used the terminology 'historic behavior' in [27] to describe irregular point and in contrast to dimensional perspective. Takens asked in [33] for which smooth dynamical systems the points with historic behavior has positive Lebesgue measure. Moreover, many researchers studied irregular set from topological or geometric or chaotic viewpoint(see [2, 9, 14, 18, 19, 22] ). For Lyapunov-irregular set, it is also simple from the perspective of measure by Oseledec Multiplicative Ergodic Theorem. In [12] , Furman proved that some smooth cocycles over irrational rotations (which were previously studied by Herman) have a residual set of Lyapunov-irregular points. Then Tian generalized the result in [36] and study it from the topological entropy [35] . However, there is no result from the viewpoint of chaos. The notion of chaos was first introduced in mathematic language by Li and Yorke in [20] in 1975. For a dynamical system (X, f ), they defined that (X, f ) is Li-Yorke chaotic if there is an uncountable scrambled set S ⊆ X, where S is called a scrambled set if for any pair of distinct two points x, y of S,
(We say a pair x, y is distal if lim inf n→+∞ d(f n x, f n y) > 0). Since then, several refinements of chaos have been introduced and extensively studied. One of the most important extensions of the concept of chaos in sense of Li and Yorke is distributional chaos [28] . The stronger form of chaos has three variants: DC1(distributional chaos of type 1), DC2 and DC3 (ordered from strongest to weakest). In this paper, we focus on DC1. Readers can refer to [10, 29, 30] for the definition of DC2 and DC3. A pair x, y ∈ X is DC1-scrambled if the following two conditions hold:
In other words, the orbits of x and y are arbitrarily close with upper density one, but for some distance, with lower density zero. Definition 1.2. A set S is called a DC1-scrambled set if any pair of distinct points in S is DC1-scrambled. A map f : X → X is distributional chaos of type 1 if X has an uncountable DC1-scrambled set S.
The distributional chaos is a very famous concept in describing the dynamical complexity. For example, when X is one dimension, the existence of at least one scrambled pair (in the weakest version DC3) implies positive topological entropy [28] or even much more complex dynamics [5] . Distributional chaos, to a certain extent, reveals the topological complexity of trajectories. So, inspired by Mañé's statement and the results in [12, 36, 35] , we show that for a dynamical system with exponential specification(see definition in section 2), Lyapunov-irregular set displays distributional chaos of type 1.
Theorem A. Let f : X → X be a homeomorphism of a compact metric space X with exponential specification. Let A : X → GL(m, R) be a Hölder continuous matrix function. Then either all ergodic measures have same Lyapunov spectrum or the Lyapunov-irregular set LI(A, f ) contains an uncountable DC1-scrambled set. . Let f be an invertible ergodic measure-preserving transformation of a Lebesgue probability measure space (X, µ). Let A be a measurable cocycle whose generator satisfies log
Preliminaries
Then there exist numbers
Definition 2.1. The numbers χ 1 , χ 2 , · · · , χ r are called the Lyapunov exponents of measure µ for cocycle A and the dimension m i of the space E χ i (x) is called the multiplicity of the exponent χ i . The collection of pairs
is the Lyapunov spectrum of measure µ. R µ is called the Oseledec basin of µ and the decomposition
Note that for any ergodic measure µ, all the points in the set R µ are Lyapunov-regular. By Oseledec's Multiplicative Ergodic theorem and Ergodic Decomposition Theorem, the set ∆ :
is a Borel set with total measure, that is, ∆ has full measure for any invariant Borel probability measure, where M e f (X) denotes the space of all ergodic measures. In other words, the Lyapunov-irregular set is always of zero measure for any invariant probability measure. This does not mean that the set of Lyapunov-irregular points, where the Lyapunov exponents do not exist, is empty, even if it is completely negligible from the point of view of measure theory.
Lyapunov Exponents and Lyapunov Metric.
In this section let us recall some Pesin-theoretic techniques, which are mainly from [16] (also see [3] ).
Suppose f : X → X to be an invertible map on a compact metric space X and A : X → GL(m, R) to be a continuous matrix function. For an ergodic measure µ, let χ 1 < χ 2 < · · · < χ r be the Lyapunov exponents of µ, R µ be the Oseledec basin of µ and the decomposition R m = E χ 1 ⊕ E χ 2 ⊕ · · · E χr be the Oseledec splitting of µ. We denote the standard scalar product in R m by ·, · . For a fixed ǫ > 0 and a point x ∈ R µ , the ǫ−Lyapunov scalar product (or metric) ·, · x,ǫ in R m is defined as follows.
Note that the series in Definition 2.2 converges exponentially for any x ∈ R µ . The constant m in front of the conventional formula is introduced for more convenient comparison with the standard scalar product. Usually, ǫ will be fixed and we will denote ·, · x,ǫ simply by ·, · x and call it the Lyapunov scalar product. The norm generated by this scalar product is called the Lyapunov norm and is denoted by · x,ǫ or · x . It should be emphasized that, for any given ǫ > 0, Lyapunov scalar product and Lyapunov norm are defined only for x ∈ R µ . They depend only measurably on the point even if the cocycle is Hölder. Therefore, comparison with the standard norm becomes important. The uniform lower bound follow easily from the definition:
The upper bound is not uniform, but it changes slowly along the orbits of each x ∈ R µ : there exists a measurable function K ǫ (x) defined on the set R µ such that
When ǫ is fixed it is usually omitted and write K(x) = K ǫ (x). For any l > 1 we also define the following subsets of R
Without loss of generality, we can assume that the set R µ ǫ,l is compact and that Lyapunov splitting and Lyapunov scalar product are continuous on R µ ǫ,l . Indeed, by Luzin's theorem we can always find a subset of R µ ǫ,l satisfying these properties with arbitrarily small loss of measure (for standard Pesin sets these properties are automatically satisfied).
2.3.
is not empty.
Remark that the specification property introduced by Bowen [7] (or see [17, 11] ) requires that for any
contains a periodic point with period p. We call this to be Bowen's Specification property. Definition 2.4. f is called to have exponential specification property with exponent λ > 0 (only dependent on the system f itself) if the following holds: for any δ > 0, there is a positive integer N = N(δ) such that for any k ≥ 1, any point x 1 , x 2 , · · · , x k ∈ X and any integers sequences
Further, if for any
contains a periodic point with period p, then we say f has Bowen's exponential specification property. 
Maximal Lyapunov Exponent and Estimate of The Norm of Hölder Cocycles
The maximal (or largest) Lyapunov exponent (or simply, MLE) of A : X → GL(m, R) at one point x ∈ X is defined as the limit
if it exists. In this case x is called to be (forward) Max-Lyapunov-regular. Otherwise, x is Max-Lyapunov-irregular. By Kingman's Sub-additive Ergodic Theorem, for any ergodic measure µ and µ a.e. point x, MLE always exists and is constant, denoted by χ max (A, µ). From Oseledec Multiplicative Ergodic Theorem (as stated above), it is easy to see that χ max (A, µ) = χ r where χ 1 < χ 2 < · · · < χ r are the Lyapunov exponents of µ. Let MLI(A, f ) denote the set of all Max-Lyapunov-irregular points. Then it is of zero measure for any ergodic measure and by Ergodic Decomposition theorem so does it for all invariant measures. Now let us recall a general estimate of the norm of A along any orbit segment close to one orbit of x ∈ R µ [16] .
Lemma 3.1. [16, Lemma 3.1] Let A be an α−Hölder cocycle (α > 0) over a continuous map f of a compact metric space X and let µ be an ergodic measure for f with the maximal Lypunov exponent χ max (A, µ) = χ. Then for any positive λ and ǫ satisfying λ > ǫ/α there exists c > 0 such that for any n ∈ N, any point x ∈ R µ with both x and f n x in R µ ǫ,l , and any point y ∈ X such that the orbit segments x, f x, · · · , f n x and y, f y, · · · , f n (y) are exponentially δ close with exponent λ for some δ > 0, we have
The constant c depends only on the cocycle A and on the number (αλ − ǫ).
Another lemma is to estimate the growth of vectors in a certain cone K ⊆ R m invariant under A(x, n) [16] . Let χ 1 < χ 2 < · · · < χ r be the Lyapunov exponents of µ. Let x be a point in R µ ǫ,l and y ∈ X be a point such that the orbit segments x, f x, · · · , f n x and y, f y, · · · , f n y are exponentially δ close with exponent λ. We denote x i = f i x and
For each i we have orthogonal splitting R m = E i ⊕ F i with respect to the Lyapunov norm, where E i is the Lyapunov space at x i corresponding to the maximal Lyapunov exponent χ = χ r and F i is the direct sum of all other Lyapunov spaces at x i corresponding to the Lyapunov exponents less than χ. For any vector u ∈ R m we denote by u = u ′ + u ⊥ the corresponding splitting with u ′ ∈ E i and u ⊥ ∈ F i ; the choice of i will be clear from the context. To simplify notation, we write · i for the Lyapunov norm at x i . For each i = 0, 1, · · · , n we consider cones
If all Lyapunov exponent of A with respect to µ are equal to χ(that is, r = 1), one has
If not all Lyapunov exponent of A with respect to µ are equal to χ (that is, r > 1), let σ < χ be the second largest Lyapunov exponent of A with respect to µ, that is, σ = χ r−1 . In this case set
Lemma 3.2. In the notation above, for any ǫ ∈ (0, ǫ 0 (µ)) and any set R µ ǫ,l , there exist δ > 0 such that if x, f n x ∈ R µ ǫ,l and the orbit segments x, f x, · · · , f n x and y, f y, · · · , f n (y) are exponentially δ close with exponent λ, then for every i = 0, 1, · · · , n − 1 we have 
Then the Max-Lyapunov-irregular set MLI(A, f ) contains an uncountable DC1-scrambled set.
Proof. By [9, Proposition 4.2], we can take a ν ∈ M e f (X) such that S ν is minimal and nondegenerate. By (4.1), there is a ω ∈ M e f (X) such that χ max (A, ν) = χ max (A, ω).
Without loss of generality, we can assume that
Fix a τ > 0 such that a − 2τ > b + τ. Let λ be the positive number in the definition of exponential specification. Let ǫ ∈ (0, min{τ, ǫ 0 (ν)}), where ǫ 0 (ν) is the number w.r.t. measure ν defined in (3.3) or (3.4). So λ > ǫ/α holds. By Lemma 3.1, there is a constant c such that the consequence of Lemma 3.1 for ω holds. Let δ > 0 be small enough such that Lemma 3.2 applies to ν and (4.2) cδ α < 1.
be the constant in Definition 2.4. For the measures ν and ω, take l large enough such that
Note that ν(S ν ) = 1. Then, by Poincaré Recurrence theorem, there exist two points x ∈ R ν ǫ,l ∩ S ν , z ∈ R ω ǫ,l and two increasing integer sequences {H
Let {ξ i } be a strictly decreasing sequence with lim i→∞ ξ i = 0. Then we can choose two subsequences
Then (4.3) and (4.4) can be written as
Fix z 0 ∈ X and p ∈ {0, 1} ∞ with p 1 = 0. Let
By exponential specification, G 1 = ∅. Fix a g 1 ∈ G 1 . Suppose g k has been fixed. Let
By exponential specification,
by induction. Obviously, {g k } ∞ k=1 is a Cauchy sequence since g k+1 ∈ B (k) (g k , δ k+1 , λ). Without loss of generality, we denote g(p) := lim k→∞ g k . By the continuity of f , it is easy to check that for any k ∈ N + ,
We complete the proof by proving the following three facts:
(1): By q = p, there is a integer s ≥ 2 such that p s = q s . Note that x ∈ S ν . Then by [9, Lemma 4 .1], the pair x, f x is distal. Denote
Fixed a κ < ζ, we can get an I κ > s such that for any k ≥ I κ , 4δ k+1 < ζ − κ. By (4.8), for any k
which implies g(q) = g(p). On the other hand, For any t > 0, we can choose I t ∈ N large enough such that 4δ k+1 < t holds for any k ≥ I t . Note that
and
Note that p 1 = q 1 = 0. Then, for any k ≥ I κ and any i ∈ [0,
Thus item (1) holds.
(2): Implied by item (1) and the fact that {0, 1} ∞ is uncountable.
Thus,
On the other hand, by (4.
Together with (2.1), (2.2), (3.2) and (4.10), we have Then we can apply Theorem 4.1 to the cocycle ∧ i A(x, n) and obtain that the MaxLyapunov-irregular set of ∧ i A, MLI(∧ i A, f ), contains an uncountable DC1-scrambled set. Note that LI(A, f ) ⊇ MLI(∧ i A, f ), since a point Lyapunov-regular for A should be also Max-Lypunov-regular for ∧ i A. So LI(A, f ) contains an uncountable DC1-scrambled set. Now we complete the proof.
