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Abstract 
An efficient LDPC encoder based on classic RU method is presented for CMMB in this paper. The RU 
method uses an optimized greedy algorithm for approximate triangulation with sparse matrix of LDPC 
codes. Simulation results show that this improved method can reduce encoding complexity effectively 
and save hardware resource for implementation. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords:encoder; LDPC; RU; CMMB 
1 Introduction  
Low-density parity-check (LDPC) code was first proposed by Gallager [1].  D. MacKay and R. M. 
Neal [2] found their outstanding performance as error correction coding. Today, LDPC has been applied 
extensively in wireless communication, such as channel coding in CMMB [3], DTTB, DMB-TH and 
DVB-S2. 
For Although parity-check matrix H of LDPC codes is always sparse, its corresponding  generation 
matrix G is mostly dense, meaning quadratic complexity to code length with direct generation matrix 
encoding, which is nearly infeasible for hardware implementation. Few attempts have been made to 
implement the encoder directly through dense matrix operations, for it will result in complexity quadratic 
to code lengths. The first encoding method with linear complexity is introduced by Neal [5], he used LU 
decomposition to free the encoding process of dense inverse operation. It is not easy, however, to find a 
good sparse LU decomposition for arbitrary H matrices. An alternative way is encoding with a specified 
parity check-matrix H with a low triangular shape presented by Richardson and Urbanke (named as RU 
method or RU algorithm) [4]. 
 
Zhibin Zeng. Tel.: +86-65783395;  
E-mail address: zhbzengen@cuc.edu.cn. 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
1852  Zhibin Zeng et al. / Procedia Engineering 29 (2012) 1851 – 18552 Zhibin Zeng/ Procedia Engineering 00 (2011) 00 –000 
This method, however, requires too much preprocess before encoding. There are various kinds of 
encoding methods including MacKay’s lower triangular method [6], Haley’s iterative encoding method [7]
and quasi-cyclic method [8], which are all aiming at LDPC codes with specific constructions and is not 
adapted for arbitrary LDPC codes. An optimized RU method based on greedy algorithm is proposed to 
simplify encoding complexity and improve encoding efficiency. And a novel LDPC encoder for CMMB 
is also implemented based this new algorithm. 
2 LDPC encoder  
2.1 Conventional LDPC Encoder for CMMB 
LDPC for CMMB is one of High-Structured (HS) code, which is featured by parity-check matrix H 
with a regular quasi-cyclic structure. The parity-check matrix  possesses two structural properties: 1) all 
the parity-check matrix have three 1’s per column, and six 1’s per row; and  2), for 1/2 code rate, the 
corresponding  parity-check matrix  (4608×9216) data is cyclic-shifted 36 bits for each 18 rows. Similarly, 
the parity-check matrix for 3/4 code rate (2304×9216) takes on cyclic-shift pattern. Matrix data of 3/4 are 
cyclic-shifted 36 bits for each 9 rows [3]. 
The equation of LDPC encoding with the matrix H  should be  
T Tc 0=H                                                                                                        (1) 
Where { }0 1 9215= , ,c c c cL  is encoded codeword, which consists of information bit vector 
{ }0 1 -1= , , Ks s s sL  and parity code vector { }0 1 9215-= , , Kp p p pL .
According to CMMB standard, information bits and parity bits are reordered by codeword bits 
mapping vector (named IDX table) as follows: 
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                                     (2) 
Here c  represents output encoded codeword, COL_ORDER (i) is codeword bits mapping vector, K is 
LDPC code information sequence length. K=4608 bits for 1/2 code rate and K=6912 bits for 3/4 code rate, 
respectively.
It is difficult for encoder implementation due to the asymmetry of output encoded codeword. Suppose 
sysc  is the systematic form of encoded code, i.e. [ ]sysc p s= , IDXT  is the permutation matrix 
corresponding to codeword bits mapping vector, and the weight of rows or the weight of columns is 1, 
then sys IDX=c c T . Substitute it into Eq. (1), we have  
( )T T TIDX sysc 0=HT                                                                                      (3) 
Define IDXH  to be the systematic form of parity-check matrix H  as 
T
IDX IDX=H HT . IDXH  is 
divided into two parts, PH  and SH  corresponds to parity bits p  and information bits s respectively. 
Then Eq. (3) can be expressed as:  
T T T
P S+ =p s 0H H                                                                                         (4) 
It follows that 
T -1 T
P S=-p sH H                                                                                               (5) 
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H  and IDXH  are both sparse, so PH  separated from IDXH  is still sparse. As a dense matrix, 
1
P
−H
features a high complexity, and therefore, optimized RU method for LDPC encoder should be used to 
increase encoding efficiency.  
2.2 LDPC Encoder Using Optimized RU Method 
For typical RU encoding method, the preconditioning is performed on the parity-check matrix H . The 
optimized RU method, however, only processes the matrix PH  corresponding to parity code and brings it 
into an ALT form by performing row and column permutations in preconditioning. This can simplify the 
computation significantly. The preconditioning is performed only once for the given matrix and hence 
cost-effective for encoder implementation. 
Let TRIH  be the ALT matrix from PH  by performing row and column permutations  
TRI n 2 1 P 1 2 m
N P M
= ... ...
=
H L L L H R R R
L H R
                                                               (6) 
Where N n 2 1= ...L L L L denotes that the matrix PH  is multiplied by n  permutation matrices on its 
left which is equal to realign the rows. Similarly, M 1 2 m= ...R R R R  denotes that the matrix is multiplied 
by m  permutation matrices on its right which is equal to realign the columns. 
Using  Eq.(4) and Eq.(6), we then get: 
-1 -1 T T
N TRI M S=-p sL H R H                                                                                 (7) 
Define T -1 TR M=p pR  and SL N S=H L H , it follows that 
T T
TRI R SL=p s−H H                                                                                         (8) 
Figure 1. The matrix Hp in ALT form 
TRIH  is in ALT form indicated in Figure 1, which is given below: 
TRI
⎡ ⎤= ⎢ ⎥⎣ ⎦
A  T
H
B  C
                                                                                           (9) 
where A  is (j - g) g× , B  is g g× , C  is g (j - g)× , and T  is (j - g) (j - g)× , where g  is the gap 
of the approximate triangular matrix.  
Since the matrices are all sparse and T  is lower triangular matrix with 1 along the diagonal. 
Substituting Eq.(9), R 1 2=[  ]p p p  and 
S1
SL
S2
⎡ ⎤= ⎢ ⎥⎣ ⎦
H
H
H
 into (8), multiplying 
-1
        
-
⎡ ⎤
⎢ ⎥⎣ ⎦
I 0
CT I
 from the left 
and right of Eq. (8), we get 
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[ ]T S1 T1 2-1 -1
S1 S2
               
- +   - +
p p s
⎡ ⎤⎡ ⎤ = − ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
H       A        T
CT A B 0 CT H H
                                                              (10) 
where 1p  and 2p  combined denote the parity part, 1p  has length g , and 2p  has length ( )j - g .
Equation (11) and (12) is naturally driven by (10)； Namely 
( ) ( )-1 T -1 T1 S1 S2+ p s− = −CT A B CT H H                                                                                 (11) 
T T T
1 2 S1+ =p p s−A T H                                                                                                                    (12) 
Using Eq.(11) we get 
T T
1p s= M                                                                                                                                       (13) 
Then 1p  is obtained by matrix-vector multiplication and 2p  by forward-substitution. 
[ ]TT M 1 2=p p pR can be computed from 1p and 2p . Finally, the output encoded codeword c  is 
dependent on sysc  which consisted of p  and s .
Figure 2. LDPC encoding software and hardware framework 
The basic framework of this encoder is shown in Figure 2, which consists of two steps: preprocessing 
and hardware encoding. First, the original parity-check matrix H  is preprocessed with the optimized RU 
method to generate the matrices needed by the hardware encoder. This preprocessing step is implemented 
in software and needs to be performed once for the given matrix H . The encoder itself is implemented in 
hardware to encode the message blocks and output the encoded codeword. 
3. Approximate Lower Triangulation via Optimized Greedy Algorithm 
The key of RU method is to produce an ALT matrix with a gap as small as possible. Richardson and 
Urbanke introduced greedy algorithm to perform row and column permutations with the given matrix. 
Greedy algorithms mostly could find the optimal solution. An optimized algorithm is presented based on 
classic greedy algorithm to implement triangulation. Simulation results on CMMB show that the gap of 
ALT matrix can be reduced greatly by applying the new algorithm. 
The specific algorithm procedure is presented  as follows: 
1)  Find the rows of degree one in the matrix PH . If no row is selected, remove the left most column of 
PH  and repeat step 1 with the modified matrix PH .
2) Take each "1" in the selected rows above as node. For each node compute the sum of all rows of 
degree one in the residual matrix by removing the row and column corresponding to the node. Then we 
retain the nodes corresponding to the maximum sum, record the path nodes one by one, select the path 
nodes to form the setθ .
3) Remove the row and column of the matrix corresponding to the path nodes in θ  separately, the 
residual matrix is P 'H . Different path nodes are corresponding to different residual matrix. Take each "1" 
in the rows of degree one in P 'H  as node. Compute the sum of all rows of degree one in the residual 
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matrix by removing the row and column corresponding to the node. If no row of degree one, go to step 4. 
Otherwise retain the nodes corresponding to the maximum sum, add the nodes to the path nodes inθ ,
discard the halted path nodes, and repeat step 3. 
4) According to the path nodes in θ  performing row and column permutation, bring the matrix PH
into ALT form. 
5) Modify PH  again by removing the triangular part. The residual matrix is empty, the algorithm 
terminates. Otherwise, remove a column of Hp and go to step 2. 
For 1/2 and 3/4 code rate, we triangulate the given matrices according to classic greedy algorithm and 
our algorithm. For 1/2 code rate, the classic greedy algorithm is 302 and our optimized algorithm is 184. 
And for 3/4 code rate, the former is 61 and the latter is 43. It is obvious that the new algorithm offers 
smaller gaps than greedy algorithm, so encoding complexity is reduced. 
4. Conclusion 
A new LDPC encoder is presented based on optimized RU method using greedy algorithm for CMMB, 
which has a low-complexity and high-efficiency character. This LDPC encoder is characterized by the 
software preprocessing with hardware implementation. The next study will be on the improvement of 
software algorithm and the save of the hardware resource. 
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