We demonstrate that molecular dynamics simulations using the force scaling method with a Nosé -Hoover-chain thermostat are capable of generating multicanonical ensembles. The frequency distribution of the Nosé -Hoover-chain is broad enough to handle the energy dependent force scaling factor over a wide potential energy range, when three independent Nosé -Hoover thermostats corresponding to the three orthogonal directions are attached to each particle. The performance of this method has been tested by reproducing various equilibrium properties of one-dimensional model potential, an Ar 13 cluster, and a flexible water model.
I. INTRODUCTION

Conventional molecular dynamics ͑MD͒ and Monte
Carlo ͑MC͒ simulations have a practical limitation for conformational searching purposes in that they usually explore only parts of the entire phase space ͑MD͒ or configuration space ͑MC͒ of complex systems with rugged potential energy surfaces. Thus MD or MC trajectories are usually trapped in one of the local potential energy minima for a long time, eventually leading to inaccurate thermodynamic quantities. Combined with the difficulties in dealing with many degrees of freedom, such a problem poses major obstacles in simulation studies of protein folding and phase transitions.
Several novel simulation strategies have been proposed to address such quasi-ergodic behavior. The multicanonical ensemble, developed by Berg et al. 1 and Lee, 2 is one of the most powerful methods for overcoming the problem of quasi-ergodicity. In the multicanonical ensemble, the potential energy distribution covers a wide energy range. As a result, a broad potential energy landscape can be explored by the scheme and, more importantly, correct canonical distributions can be reproduced. In actual implementations, the multicanonical distribution is obtained by introducing a weighting function resulting from the conventional canonical sampling at high temperature. 3 Usually preparation of the weighting function is a tedious and time-consuming process. However, once the multicanonical distribution is established, the canonical distributions at various temperatures can be easily obtained by a simple reweighting technique. 4 Recently several attempts have been made to simplify the generation of the multicanonical ensemble. 5, 6 Furthermore it has been shown that the multicanonical ensemble could be combined with other novel simulation methods to accelerate overall sampling efficiency. [6] [7] [8] [9] [10] [11] [12] [13] So far most multicanonical ensemble simulations have been carried out by MC. The exceptions are the works of Nakajima et al., 14 Hansman et al., 15 and Bartels et al. 12 Nakajima et al. and Hansman et al. suggested that a multicanonical ensemble could be sampled with a constant temperature MD scheme by scaling the MD forces. The corresponding scaling factor is a function of potential energy and needs to be calculated from the canonical ensemble at high temperature. This method has been successfully applied to the simulations of biomolecules with simplified model potentials. 16 -19,10 A similar method has been used to estimate the free energies. 20 However, Nakajima et al. mentioned that the Nosé -Hoover-based thermostat [21] [22] [23] could not be a suitable candidate for the generation of the multicanonical ensemble, because the extended Nosé -Hoover particle may not fully accommodate the system's time-dependent characteristic frequencies for effective temperature control. In general, the Nosé -Hoover-based thermostat is known to perform better than other temperature control schemes and produces accurate canonical distributions. In the present work, by applying Nosé -Hoover MD protocols to carefully chosen model systems, we have demonstrated that MD schemes based on either Nosé -Hoover or Nosé -Hoover chain thermostats indeed sample correct multicanonical ensemble distributions contrary to the assertion of previous studies. The Nosé -Hoover chain thermostat is found to perform better than the single thermostat, since the former provides a more flexible and broader frequency domain for the thermostat. Thus MD simulations in conjunction with the Nosé -Hoover chain can be a reliable scheme for multicanonical ensemble simulations.
II. METHODS
The probability distribution P(E,T) of a canonical ensemble at a given temperature T is given by
where C is a constant, n(E) is the energy density, k B is the Boltzmann constant, T is the temperature, and E is the potential energy. Since the probability distribution is rather narrow, especially at low temperature, high and low energy regions are rarely sampled. Multicanonical distribution, 1,2 P mc , characterized by the flat distribution over a broad energy range is constructed by introducing a weight factor W(E)ϭe ϪS(E) such that
Here C m is a constant and S(E) is a microcanonical entropy given by
is not known a priori and is estimated from canonical MC simulations at a sufficiently high temperature. Sometimes iterative procedures are needed to obtain a flat distribution over a sufficiently wide energy interval.
3 Once the multicanonical energy distribution is established, the reweighting technique can be used to generate the usual canonical ensemble distribution, such that
The canonical average of a property A at temperature T is obtained from
where ͗¯͘ mc represents an average over the multicanonical distribution. Nakajima et al. 14 showed that MD could be used for a multicanonical ensemble by the potential scaling method using a deformed potential energy E mc ,
where T 0 is the temperature at which a preliminary canonical sampling is performed. Also Hansman et al. 15 demonstrated that MD could be used with the force scaling factor f (E) given by
Note that one can easily show that the two schemes are essentially identical. Since the total potential energy E changes as the MD simulation proceeds, f (E) is a time-dependent function in the multicanonical MD. A proper treatment of f (E) requires an extended thermostat capable of accommodating everchanging forces, while keeping the system temperature constant. Nakajima et al. used a constraint method to control the system temperature in their multicanonical MD simulation. They suggested that the Nosé -Hoover thermostat would not be flexible enough to deal with the time dependent force scaling factor f (E), since it employs only fixed Nosé masses to match the system's characteristic frequency for efficient kinetic energy flow between the system and the thermostat. Such a problem, however, can easily be overcome by introducing separate thermostats to each particle 24 in addition to the chain of Nosé thermostats. 23, 25, 26 It is also possible to couple different degrees of freedom with different energy flow characteristics by including multiple thermostats.
The equation of motions for MD simulations with the Nosé -Hoover chain thermostat are given as follows: 26, 27 
where r i , p i , m i , and F i are coordinate, momentum, mass, and force of the ith system particle. M is the Nosé -Hoover chain length and Q k is the mass of the kth thermostat chain, which is determined by the characteristic frequency of the system.
23 k and p k represent position and momentum of the kth thermostat chain. G 1 and G k are given by
where N is the total number of the system particle and g is the degree of freedom of thermostat which is three if each particle has one Nosé -Hoover chain. We have used Verlet algorithm for the time integration of the Nosé -Hoover chain 28 and the resulting forces on system particles are rescaled using Eq. ͑7͒ to obtain multicanonical distribution after normal canonical MD run at high temperature. In the present work, we have carried out multicanonical MD simulations for a simple model system, a small atomic cluster, and an explicit water model. In all of our simulations, three independent Nosé -Hoover chains corresponding to three orthogonal coordinates are attached to each particle for optimum performance, i.e., gϭ1. The length of each Nosé -Hoover chain is set to two unless otherwise noted.
III. RESULTS AND DISCUSSIONS
A. Model potential
We have used the one-dimensional model potential previously used by Nakajima et al. 14 The potential function has the form
We set the total number of particles to 50 with the particle mass 1.0 in our simulations. There is no interparticle interaction in this model. Initially a canonical MD was performed at k B Tϭ2.0 to generate a preliminary multicanonical energy distribution. The time step and the Nosé -Hoover chain mass were 0.002 and 0.5, respectively. The thermostat frequency determines the thermostat masses. 23, 25, 26 The number of the canonical sampling steps was 1ϫ10 7 at k B Tϭ2. The microcanonical entropy S(E) was obtained from Eq. ͑3͒ by fitting the canonical distribution. Figure 1 shows the energy distributions from the canonical and multicanonical samplings. It should be noted that the canonical distribution at k B Tϭ1 obtained from the multicanonical sampling by the reweighting formula ͓Eq. ͑4͔͒ is essentially the same as the energy distribution from the direct canonical sampling.
B. Ar 13 cluster
As an example of a real systems we tested the current method with an Ar 13 cluster. The system has been studied extensively and it is known that it exhibits a phase transition around Tϭ35 K depending on the simulation conditions. 7, [29] [30] [31] [32] [33] [34] [35] [36] [37] The potential energy is a Lennard-Jones pair potential with potential parameter ⑀ϭ119.4 K and ϭ3.45 Å. A perfect reflecting spherical shell of radius 4 from the center-of-mass was used to avoid the vaporization of the system. The MD time step was about 0.726 fs ͑30.0 atomic units͒ and the Nosé -Hoover chain mass was 1.0 ϫ10 6 k B T. The multicanonical energy distribution is obtained from the canonical MD at 50 K with 1ϫ10 8 MD steps. The resulting multicanonical energy distribution is shown in Fig. 2 along with the corresponding canonical energy distribution at 50 K. No further iterations are performed since the energy distribution of the canonical ensemble at 10 K ͑the lowest temperature to be considered͒ is well within the multicanonical energy distribution. Several thermodynamic properties were calculated from the multicanonical energy distribution using Eq. ͑5͒ and compared with the values obtained from the conventional canonical ensembles. The number of total MD sampling steps was 3ϫ10 7 for both multicanonical and canonical ensembles. Figure 3 shows the potential energy and the constant volume heat capacity for the two ensembles. The constant volume heat capacities (C V ) are calculated from potential energy fluctuations. Both the energy and the heat capacity agree fairly well within the error range, although the error in heat capacity is rather large at low temperature for the multicanonical results. 7 It is noted that the increase of heat capacity for TϾ45 K is possibly due to the evaporation of the cluster. In fact, calculations using smaller ͑3͒ radius of the reflecting spherical boundary are found to reduce such discrepancy ͑Fig. 3͒.
The power spectrum of the Nosé -Hoover chain thermostat was calculated from the velocity time-correlation functions, using different thermostat chain lengths from one to four ͑Fig. 4͒. As was shown in Fig. 4 , the thermostat itself exhibits sufficiently broad frequency distributions, even with a chain length of one. In fact we obtained the multicanonical energy distributions corresponding to various chain lengths and found that separate thermostating was better suited for the current purpose. Thus the present results suggest that the Nosé -Hoover chain thermostat is flexible enough to deal with the time-dependence of the force-scaling factors.
C. SPCÕF water
In contrast to the above two examples with simple potentials, we have tested the method with a system that has a more complex potential form, the flexible simple point charge water SPC/F. 38 We believe this system provides a good example for demonstrating the applicability of the cur- rent method to general systems since it exhibits a broad vibrational spectrum ranging from 100 cm Ϫ1 to 3700 cm
Ϫ1
. We have used 64 water molecules with the usual minimum image convention and box boundary conditions. Ewald summation is used to treat the electrostatic forces with the Ewald screening parameter 6/L, where L is the box size. Figure 5 shows the energy distribution of the water molecules. The multicanonical energy distribution was obtained at T ϭ300 K with only 5ϫ10 6 MD steps. As was the case in the previous section, the Nosé -Hoover chain was assigned independently to each degree of freedom for the best performance. The same number of MD steps was used for the calculation of canonical energy distribution at 300 K with an MD time step of 0.3 fs. The canonical energy distribution at Tϭ200 K was generated from the multicanonical ensemble using the reweighting formula and compared with the canonical energy distribution from the conventional MD at the same temperature. In Fig. 5 , we carried out no further iterations to improve the multicanonical distribution, since the canonical distribution at Tϭ200 K was reproduced reasonably well by using the reweighting formula. The results indicate the strong possibility of using the Nosé -Hoover chain MD to sample the multicanonical ensemble in more complex systems.
IV. CONCLUDING REMARKS
In the present study, we introduced a computational scheme based on molecular dynamics simulations for efficient ergodic sampling of complex potential energy surfaces. It is shown that MD with ''microcanonical entropy'' based force scaling can be used with the Nosé -Hoover chain thermostat to generate the multicanonical ensemble. We illustrated the possibilities of the present scheme by employing three examples, namely, a one-dimensional model potential, an Ar 13 cluster, and a flexible water model. The equilibrium properties at various temperatures were accurately calculated by the present method. The frequency distribution of the Nosé -Hoover-chain is broad enough to handle the energydependent force-scaling factor over a wide potential energy range. Clearly, the increased number of degrees of freedom induced by the thermostat generates an extra computational cost. Systematic comparisons of the efficiency of the current scheme with other multicanonical generation methods such as MC and MD with constraint dynamics or Langevin dy- namics will be the subject of further studies. It is expected that a wide spectrum of problems with complex potential surfaces can be investigated by the MD-generated multicanonical ensemble method. Studies on the phase transitions of polymers or complex liquids are currently underway. Multicanonical MD simulations may also provide valuable tools for studying protein structure modifications and protein folding problems.
