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Abstract. Suppose we are given two strings of real numbers. The longer string is called text and 
the other is called pattern. We consider problems within the following framework. Suppose each 
symbol of the pattern was modified by any transformation which is a member in some family of 
transformations. Find all occurrences of the pattern in the text where the pattern may appear 
subject to any one of these transformations. Problems are introduced and efficient algorithms are 
given. 
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1. Introduction 
We recall the classical problem of matching patterns in strings considered in 
[ 1,4,6,7,15] and others. In this problem, we are given two strings: the pattern P 
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and the text T, and wish to find all (exact) occ rrences of P in ‘K However, realky 
often requires finding close but not necessarily exact occurrences. The topic of 
nonexact string matching received considerable attention in the literature. For 
instance, [ 133 mentions nine papers in three fields (molecular biology, speech 
recognition and computer science), which gave independently the same dynamic 
programming algorithm for finding the number of insertions, deletions and substitu- 
tions required to transform one given string into another given string (the String 
Edit problem). Recently, in [9,123 the problem of matching patterns in strings is 
considered where a bounded number of such edit operations between the text and 
the pattern is allowed. 
In the present paper we introduce extensions of the exact string matching problem 
in another “dimension”. We consider several problems. In each problem we are 
given a family of transformations that can be applied to the pattern. We then search 
for occurrences of the pattern in the text, where in each occurrence the pattern may 
appear subject o any one of the aI!owed transformations. The description given so 
far dictates a simple approach whets each search for occurrence of the pattern in 
some location of the text does not necessarily benefit from previous searches with 
respect to other locations. We sometimes refer to this as the naive approach. However, 
the following challenge was met by the designers of most of the above string matching 
algorithms: to identify features of the specific pattern at hand for deducing leads 
regarding occurrences at neighboring locations. The main effort in this research was 
devoted to exploring a similar challenge within the context of our problems. 
The input to all problems in the present paper consists of the pattern P and the 
text T. We denote IPI (the length of P) by m, and ITi by n. Each element in the 
text or in the pattern is a real number. 
We consider the following problems: 
(1) The adding transformation problem: For each j, 1 ~j G n - m + 1, find whether 
there exists a constant co such that Vi, 1 s is m, q_,+; = Pi + co. A match is called 
an adding transfbmation occurrence. Note that we may find different adding 
transformations for different occurrences. 
Example. Let the text be T = 1, 4, 5, 6, 8, 9, 10 and the pattern P = 1, 2, 3. There 
are two adding transformation occurrences of the pattern in the text. One starts at 
the second position of the text with co= 3 and the other starts at the fifth position 
with co = 7. 
(2) The multiplying transformation problem: For each j, 1 <jG n-m + 1, find 
whether there exists a constant cl such that Vi, 1 s i c m, Tj-l+i = C,Pi. A match is 
called a multiplying transformation occurrence. 
(3) The linear transformation ,wobfem : For each j, 1 ~j s n - m -f- 1, find whether 
there exist two constants co, c, such that Vi, 1 s is m, q_,+i = clPi+ co. A match 
is called a linear transformtition occurrence. 
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(4) The k-degree polynomial transformation problem: For each j, 1 s j d vi - m + 1, 
find whether there exist k + 1 constants co, cl,. . . , ck such that Vi, 1 d i s m, Tj_l+i = 
zf=, c,Pi (where Pf . IS the ith element of the pattern P raised to the Zth power). A 
match is called a k-degree polynomial transformation occurrence. 
(5) The k-linear trUnSfOrmUtiOn problem: we are given k patterns B, , . . . , &. For 
each j, 1 G j d n - m + 1, find whether there exist k constants cl,. . . , ck such that Vi, 
1 G i6 m, q-,+i =I;=, ClBl,i (where B,,i denotes the ith element of the pattern B,). 
A match is called a k-linear transformation occurrence of the k patterns B,, . . . , Bk 
in the text. 
The rest of this introduction outlines relations among these five problems, where 
elementary considerations and solutions suffice. Later, we overview the main results 
of the paper and provide some more motivation. 
The algorithm for the adding transformation problem is trivial. We provide a 
reduction of the adding transformation problem into the exact string matching 
problem. Instead of the given text T we look at 7, the sequence of di$erences of T, 
which is defined as follows: 
q=T,+,- ?; lGj<n-1. 
Similarly, instead of P we look at P; its sequence of differences, where 
Fi = Pi+, - Pi lsiim-1. 
The reduction is based on the following pbservation. An adding transformation 
occurrence of P starts at position j in T if and only if an (exact) occurrence of is 
starts at position j in ‘jE Thus, we can apply any of the known linear-time algorithms 
for the exact string-matching problem for T and a The constant co for each position 
j (in which there is an occurrence) is determined by solving the equation ?; = P, + co. 
We provide a reduction of the multiplying transformation problem into the exact 
string-matching problem. Let f and i’ be the sequences of quotients of T and P, 
respectively, which are defined as follows: c = q+,/ q for 1 <j S n - 1, and Pi = 
Pi+,/Pi for 1 z i G m - 1 (assuming that neither the text nor the pattern contain 
zeros). The reduction is based on the following observation. A multiplying transfor- 
mation occurrence of P starts at position j in T if and only if an (exact) occurrence 
of ir starts at position j in ?;. Again, we can apply a linear-time algorithm for the 
exact string-matching problem for F and E The constant cl for each position j (in 
which there is an occurrence) is determined by solving the equation q = clPI . 
We provide a reduction of the linear trancformation problem into the multiplying 
transformation problem. This enables us to consider a4y the latter problem later 
in this paper. Let ?; and i’ be the sequences of d&ren,c;j of the text and the pattern 
respectively. The reduction is based on the following observation. A linear transfor- 
mation occurrence of P starts at position j in T if and only if a multiplying 
transformation occurrence of P starts at position j in r So we apply the multiplying 
transformation a!gorithm for F and p The constant co for each position j (in which 
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there is an occurrence) is determined by solving the equation q = c& + co (where 
;he constant cl was computed by the multiplying transformation algorithm). 
The k-degree polynomial transformation problem is included in the (k + 1).linear 
transformation problem. To see this, simply choose the pattern Pi Pi . . . Pk (denoted 
PI) as B,, 1~ 2 s k, and the pattern consisting of 112 ones (denoted P”) as Bk+, . 
Therefore, we elaborate only on the k-linear transformation problem. 
We give algorithms for the multiplying transformation problem and the k-linear 
transformation problem. Each of these two algorithms consists of two steps. First 
some table is computed based on analysis of the pattern. Second, the text is analysed 
in order to solve the respective problem. In the multiplying transformation algorithm 
the analysis of the pattern takes O(m) (linear) time and the analysis of the text 
O(n) (linear) time. An alternative algorithm which is simpler is described in Remark 
2.6. However, we preferred to elaborate on a multiplying transformation algorithm 
whose text analysis has the advantage of being smoothly generalizable into a k-linear 
transformation algorithm. In the k-linear transformation algorithm the analysis of 
the pattern takes O(k’mz) time and the analysis of the text min{O(kmn), 0(k3n)) 
time. 
We mentioned five problems which are considered in this paper. Their formulation 
is motivated by problems which arise in fields like speech recognition and image 
processing, where human speech or images are represented as arrays of real numbers. 
In speech recognition an utterance, in the form of a continuous multidimensional 
function of time, is converted into a sequence of points in multidimensional space 
by sampling at regular time intervals. 
The general setting of the problems considered here is as follows. We get some 
complex string (one- imensional array) and one (or several) more basic string. The 
basic string may occur in the complex string subject o a single transformation which 
had been selected arbitrarily from a whole family of possible transformations. 
Actually, the basic string may occur several times in the same complex string, each 
time subject to a different transformation. We know in advance the family of 
transformations, but do not know which transformations have actually been used. 
The problem is to find all occurrences of the basic string in the complex stying and 
their respective transformations. In practice, the demand of finding an exact match 
between the pattern (following any of the transformations mentioned above) and 
the text might be too strict since real number? are likely to occur with variants. 
Therefore, we define for each of these five (exact) problems a minimum distance 
problem. We give here only the precise definition for the minimum distance k-linear 
problem. We define the minimum distance between the pattern subject o k-linear 
transformation and the text starting at position j, as follows. For each position j, 
find k numbers cjl, ~i,~, . . . , Cj,k which provide the minimum in 
Lj= i (Tj-l+i- i CjIB,i)2e 
i=] /=] ’ ’ 
he minimum distance k-linear transformation problem is to find a position j and 
numbers cj,l, . . . , cj k I for which Lj is a global minimum. 
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We give an algorithm for finding a minimum distance occurrence of the 
pattern (without any transformation) in the text. The algorithm runs in 
min{O(nm), 0( n log n)} time. We also present algorithms for minimum distance 
versions of the above transformation problems. The minimum dlistance algorithms 
for adding transformation, and linear transformation run in min{Q(nm), 
0( n log n)} time each. The minimum distance algorithm for k-linear transformation 
runs in min{O(k(kSm)n), O(k(k+log n)n)) time. 
In Section 2, we present an algorithm for the multiplying transformation problem. 
In Section 3, we present an algorithm for the k-linear transformation problem. In 
Section 4, we present the minimum distance algorithms. Technically, the more 
interesting parts of the paper are Section 3 and the minimum distance k-!icear 
algorithm of Section 4. Remarks 2.7 and 4.4 on parallel algorithms can be found 
in Sections 2 and 4. 
Note added in proof. Recently, Vishkin and Yedidia [163 have parallelized the text 
analysis part of the k-linear transformation problem. Their parallel text analysis 
algorithm runs in O( k* log n) time using A processors. 
2. AIgoritbm for the maltiplying transformation problem 
The algorithm has two stages: (1) analysis of the pattern; (2) analysis of the text. 
In this section, we describe the text analysis first and the pattern analysis later. 
2.1. Text analysis 
The input for the text analysis is a table, called uGtneq which is computed in the 
pattern analysis. Let us define this table. For each j, 2 <j < nr, witness(j) is i if there 
exists a position i, 1 C i s WI-~+ 1 such that Pi/Pi # PJPj-l+i; and witness(j) is 00 
if no such i exists (cf. Fig. 1). 
The text analysis consists of three steps. At the beginning, each position j in the 
text, 1 Cj S n - M + 1, is considered a candidate for being the start of a multiplying 
transformation occurrence of the pattern. The first step determines for each position 
j a constant 5 such that if a multiplying transformation starts atj, then the multiplier 
must be Cj. In the second step, the candidacy of some of the positions in the text 
ZP i t 
1 
I I I I I I 1 
4 1 
i i+i j-l’+ i 
Fig. 1. 
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is invalidated. The third step applies a kind of character-by-character chec 
determine in which of the remaining candidates an occurrence of the pattern really 
starts. A detailed description of the text analysis follows. 
Step 1 
For each position j in the text we fix Cj by solving the equation ?;; = CjPl . 
We describe a mechanism, called “duel”, for the purpose of invalidating candidacy 
of positions in the text. Step 2, given later, consists of applying this mechanism. 
Let jz >j, be two positions in the text which are less than 1y1 apart (i.e., jz -j, < m). 
that, following Step 1, ji and j, are candidates for the occurrences of cj,P 
respectively. 
a of duel between j,, j2. Suppose witness( j, - j, + 1) # 00, and denote wit- 
-j, + 1) by i. We show how to invalidate the candidacy of at least one of 
the two positions j, , jz (cf. Fig. 2). We know that 
52 = cjzpl, l;;=Cj,P*m (2.0 
Instruction 1 of the duel: Check whether the following equality holds: 
qz = Cj,&j,+l l (2.2) 
If not, then the candidacy of j, is invalidated. If the equality holds, then, by the 
definition of the witness table, we have 
The following observation is essential for the duel idea. 
Observation. At most one of the following two equalities may 
qz-l+i = cjzS, 
T- Q-1+1 . = Cj, Pj2-j,+i l 
(2.3) 
hoid: 
IrQO ssume to the contrary that both equalities hold. This implies 
4 ?iJ % -=-= ?;.2-l+ilcjz pi =- 
Q-j,+1 TJcj, 7;,-l+ilcj, 42-j,+i’ 
pa++ern I
1 i 
pattern 1 l I I I I I A 
4 jf j: +I j,- i, + i 
I I I I I I 
4 
4 ir j2 j2-l +i 
Fig. 2. 
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The first equality is by (2.1) and (2.2). The second is trivial. The third is by (2.4) 
and (2.5). This contradicts inequality (2.3) and the observation follows. 0 
The duel proceeds as follows. 
Instruction 2: If ?;;_l+i Z Ci,Pi, th -A the candidacy of j, is invalidated, and if 
T j2--l+i # Cj,Q-jl+i 9 then the candidacy of jl is invalidated. We say that an invalidated 
candidate is a loser in the duel (note that it is possible that both participants in a 
duel are losers). 
If witness( j, -j, + 1) = 00, then 
8 8 -=- for all i, l<iGm-j,+j,. 
&-;I+l I$-j,+i 
We still perform instruction 1. Instruction 2 is not performed since for each i both 
equations (2.4) and (2.5) may hold. Thus, it is possible that both j, and j, remain 
valid following the duel. 
2.1. Remark. Notions similar to “witness” and “duel” were used in the parallel 
(exact) String matching algorithm of [ 151. 
Step 2 
At the beginning of this step the first n - m + 1 positions of the text, which are 
all candidates for multiplying transformation occurrences, form a (doubly linked) 
list. The processing of the list proceeds in substeps. Each substep consists (essentially) 
of performing a duel between two adjacent elements in the list. Let us be more 
specific. The first substep performs a duel between positions n - m + 1 and n - m 
in the text. A typical substep roceeds as follows. The substep consists (essentially) 
of a duel between two elements B and C in the list. Suppose that C is the successor 
of B in the current list, where B represents position j and C represents position k 
in the text (note that j > k). Any element representing a loser in the duel of the 
present substep is deleted from the list. The principle for determining the two 
elements which participate in the next substep is as follows. If one or two elements 
were deleted in the present substep, then two elements (which previously were not 
adjacent) become adjacent. These two elements are the participants in the next 
substep. Let D be the successor of C in the list (if it exists). If no element was 
deleted, then C and D are the participants in the next substep. The termination 
condition of Step 2 is as follows: D does not exist and had D existed I;.t would have 
participated in the next substep. When Step 2 is over it is impossible to perform an 
“effective” duel (i.e., a duel in which at least one element loses) between any pair 
of adjacent elements in the list. (For a more precise statement see Fact 2.2 below). 
We proceed to a more detailed description of Step 2. Let A be the predecessor of 
B. For simplicity we assume that A exists. (It is simple to exten the definition of 
a substep where this assumption is false.) 
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(a) If j and k are at least m apart (i.e., j - k 2 m), then a duel is not performed. 
The participants in the next substep are the elements C and D in the list. Step 
2 terminates if D does not exist. 
) If j and k are less than m apart, then a duel is performed between them. In 
order to determine the participants of the next substep we distinguish between 
four cases: 
(0 
(2) 
(3 
(4 
There were no losers in the duel. The participants in the next substep are 
Z and D. Step 2 terminates if D does not exist. 
Both participants in the duel were losers. We delete the elements B and C 
from the list. The participants in the next substep are A and D. Step 2 
terminates if D does not exist. 
Only C lost in the duel. We delete C from the list. The participants in the 
next substep are B and D. Step 2 terminates if D does not exist. 
Only B lost in the duel. We delete B from the list. The participants in the 
next substep are A and C. 
The following fact and corollary will be used in the description of Step 3. 
2.2. Fact, Consider the end of Step 2. LG X be an element of the list and Y its 
successor. Then there must have been a substep of Step 2 in which elements X and Y 
participated. 
Proof. Let i be any substep of Step 2. Let C and B be the two narticipants of 
substep i where C is the successor of B in the list. The proof of Fact 2.2 proceeds 
by induction on i. The inductive step assumes that every pair of successive lements 
in the portion of the list which starts at the beginning of the list and ends at element 
B before substep i begins, has participated in a substep. It is left to the reader to 
verify that, following substep i, every pair of successive lements in the portion of 
the list, which starts at the beginning of the list and ends at the first of two elements 
which participate in substep i + 1 (or “end of list” if there is no substep i + l), has 
participated in a substep. Fact 2.2 follows. n 
2.3. Corollary. Consider the end of Step 2. Let j, and j, (j* > j,) be any two adjacent 
elements in the list. men, one of the two following conditions holds: 
(1) j,-.h 3 m; 
(2) j2 - j, < m and Vi, 1 c i G m - ( j2 - j,), cjz& = cj,e*-j,+i l 
roof. Let j, and j2 be two elements from the list as in Fact 2.2. If j2 -j, 3 m, then 
condition (1) holds, Suppose j2 - j, < m. By Fact 2.2 we know that in Step 2 a duel 
was performed between them. Ns one has lost. Thus, (see Fig. 2) 
Cj,P* = T2 = Cj,41-j,+* 
by the definition of witness 
pi Wi,l<iGm-(j,-j,). 
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Therefore, 
ci,S = cj,Pjz-j,+i Vi, l<iSm-(j,-j,). Q 
We say that any t o positions j, and j, (j, > j,) in the text which satisfy Corollary 
2.3 agree. Corollary 2.3 shows that any two adjacent elements in the list at the end 
of Step 2 agree. 
. Although not essential for the description of Step 3, it is interesting 
to notice that the following transitivity property can be proven: Every two elements 
in the list at the end of Step 2 (not necessarily adjacent) do agree. 
Step 3 
Let I be the number of elements in the list following Step 2. Step 3 proceeds in 
I substeps. In substep i, we finish verifying whether a multiplying transformation 
occurrence starts at (the position in the text of) element i in the list, where substep 
1 verifies such an occurrence at the element of the list representing the highest index 
in the text. We describe a typical substep i Suppose element i in the list represents 
index ji in the text. There are three basic possibilities regarding relevant information 
from the previous substep. 
Possibility 1: the indices ji_l and ji of the text are less than m apart (i.e., 
. 
Ii-1 -ji C m) and there is a multiplying occurrence at index ji_1 of the text. Denote 
by ki the integer satisfying ji-1 = ji - 1 + ki (ki :’ m). By Corollary 2.3, qi-,+k = qiPk 
for every i$ s k s m. It remains to check whether qi -I+k = qiPk for all 2 G k < ki v 
This is done in (at most) ki - 2 checks for decreasing values of k If all ki - 2 checks 
show equality, we conclude that there is an occurrence at index ji and proceed to 
substep i+ 1. If in one of these checks we find that ?;;-l+k Z ci,Pk, then we conclude 
that there is no occurrence at index ji and proceed to substep i + 1. 
Pthbility 2~ ji _ I- ji < m and there is no multiplying occurrence at index ji-1 of 
the text. Specifically, we assume that substep i - 1 found ki-1 s m such that 
qi-l-l+ki-l# qi-i_I’ki-I l 
(a) If ji_* - 1 + ki-1 G ji - 1 + m, then denote by ki the integer satisfying ji-1 - 1-k 
km r-l = ji - 1 + ki. Clearly, 1~ ki s m. By Corollary 2.3 we get that T&+ki Z CjiPki l We 
conclude that there is no multiplying occurrence at ji and proceed to substep i + 1 
(cf. Fig. 3). 
1 
4 
pattern1 1 
h-1 
t 
I I I 
pattern 1 1 I I I 1 I 
text 1 1 I I I 1 I 1 
9 
1 ji ji!, ji_, -l-I’ki_+ 
Fig. 3. 
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(b? If ji-l - 1 + ki_, > ji - 1 i- m, then we have to ~ht~k ~hetk qi-,+k = CjiPk 
all 2 ; k < m. Thus, we initialize & = m + 1 and apply Possibility 1. 
sibility 3: the indices. ii_ , and ji of the text are at least m apart (i.e., j,+ - ji > VI). 
Again, we have to check whether 7&+k = CjiPk for all 2 s k s m, so we initialize 
ki = m + 1 and apply Possibility 1. 
Correctness. At the end of Step 3 we get a list of elements Fepresenting all positions 
in the text in which a multiplying transformation occurrence of the pattern starts. 
Time coqxxity 
Step 1: For each position j, Cj is determined in 0( 1) time. Therefore, Step 1 needs 
@(n) time. 
Step 2: We show that in Step 2 we perform O(n) substeps, each takes 0( 1) time. 
Thus, Step 2 needs O(n) time. In each substep one of the following must occur: 
(i) There is a “new” participant in the substep (i.e., ;fn element which did not 
participate in any former substep). At most n - m + 1 such substeps are possible 
since this is the initial number of elements in the (doubly linked) list. 
(ii) An element was deleted from the list. most n - m + 1 such substeps are 
possible. 
(iii) Neither case (i) nor case (ii) applies. That is, there was no new participant 
in the substep and no element was deleted from the list. Such a substep must be 
preceded by a substep which falls in case (b)(4) of the detailed description of Step 
2. Since case (b)(4) results in deleting an element we “charge” the substep to this 
deleted element. Therefore, at most n - m + 1 such substeps are possible. 
We showed that Step 
Step 3: Each position 
Therefore, Step 3 needs 
We conclude that the 
2.2. Pattern analvsis 
2 has no more than 3(n - m + 1) substeps. 
in the text is compared to a pattern element at most once. 
O(n) time. 
text analysis takes a total of O(n) time. 
We compute the witness table as defined at the beginning of this section. Actually, 
our algorithm will be slightly stronger than required: witness(j) will be 1: only if i 
is the smollest index such that PI/ Pj # Pi/qi-,+i. The algorithm proceeds in cycles. 
We first describe the first cycle and then a general cycle which follows the principles 
of the first cycle but is more involved. 
The first cycle 
The first cycle consists of a few steps. In the first step witness(2) is being computed. 
The first step proceeds by checking whether P,/ Pz = PIO,,_,/ P,Os, for last = 2,3, l . l 
until either (Possibility 1) the first time equality dnes not hold or (Possibihty 2) 
last = m + 1 (cf. Fig. 4). 
1: last is the smallest index for which P,/ P2 # P,asr-I/ Pias,. We conclude 
that witness(2) = last - 1. The first cycle has last - 3 additional steps. In step k - 1, 
2 < kc last, we fix witness(k) to be last -(k - 1) (see Fig. 4). 
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I 
pattern 1 I 
Fig. 4. 
PossibihQy 2; last = m 6 1. Then witness(2) =00 and we conclude that u&es@) = 
00 for all 2 < k G m. The whole algorithm is finished within the first cycle. 
A general cycle 
In the first step we compute witness: i - 1) for some; > 2. Induct;vely, the previous 
cycle guarantees that for some L 2 j - 1 the equality P,IP,_, = Pia,,-j+J P,aq, holds 
for every j - 1 S Zas k s L. The first step proceeds by checking whether this equality 
holds for Cast=L+& L+2,. . . until the first time this equality does nor hold 
(Possibility 1) or last = m + i (Possibility 2). 
Possibil@y 1: ht fs the smallest index for which PJF& # P/nsr-j+J Prast . We set 
witness( j - 1) = last -j + 2. The cycle has at most last -j additional steps. Description 
of a typical step follows. In step k -j + 2, j - 1 < k < last, we compute witness(k). 
Denote i = k -j + 2. We distinguish among three cases. In Cases 1 and 2 below, the 
value of witness(k) is derived from dtness( i) O$V, while for Case 3 we need more 
comparisons. 
Case 1: (k + witness(i) - 1) < last (cf. Fig. 5). Since witnesd j - f j = last -j + 2, 
Pl pi S+l P -_=. . .=-= -=. . .= r+wirness(i)-2 _ P- r+dtness(i)-l 
P- J-1 & &+I P k+witrk;v( i)-2 - Pk+wimess(i)--L l 
A later remark implies that witness(i) # 00, and therefore, 
PI I% P P 
- = --t”” wifness(i)- I wirnex( i ) =. . .= 
4 Pi+1 t=i+ wirness( i)-2 ’ P,+wirness(i?-1 ’ 
pottern 1 1 
4 
I I I I I 
1 witnf&i) last-k+? 
patfern[ l l I I I I I I 
f 7 
1 2 k-j+2= i i+witness(i)-1 hst-j+2 
1 
pattern! J 
+ 
1 
I I I I I I I I I I 
f t f 
j-l j k k+witness(i)-1 last 
Fig. 5. 
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By multiplying we get, 
8 p2 P witness(i)- 1 P witness(i) 
-= 7=. . .= # 
Pk Pk+l P k+ witness( i)-2 P k+witness(i)--l’ 
We conclude that witness(k) = witness(i). If this is the last step in the present cycle 
(i.e., k = last - 1), then we proceed to the next cycle, where each of L and j - 1 gets 
the value last. 
Case 2: (k + witness(i) - 1) > last. We know that 
PI pi pi+* P last-j+1 P -=...= last-j+2 -=. . .=-= 
P pk pk+t 
B 
J-1 p last-l # Plmt 9 
8 p2 P lust-k P last-k+1 _-=. . .= 
P kist-j+1 = Plast-j+t 
which implies that 
4 p2 P last-k P last-k+l 
-= -=. c .=- 
fi fi+l P # last-l P,st l 
We conclude that witness(k) = last - k + 1. If this is the last step in the present cycle, 
then we proceed to the next cycle, as in Case 1. 
Case 3: (k+ witness(i) - 1) = last. We know that 
p* pi pi+1 P -=. . .=- =-=. . .= lust-j+ 1 
P /-I Pk pk+l P last - 1 
8 p2 P last-k S P lasr-k+l 
-= -=. . .= 
pi pi+1 P ’ last-j+1 
which implies that 
8 p2 P last-k 
-= -=. . .=- 
fi Pk+l P last-1 l 
However, we cannot know (without actually 
P last-k+,/ P,,, . In this case, the cycle ends, j - 
last - 1, and we proceed to the next cycle. 
P last -j+2 
comparing) whether PI/ Pk equals 
1 gets the value k, L gets the value 
. Note that the case witness(i) = 00 is impossible since, in order to find 
that witness(i) = 00, we would have exhausted the pattern, but last s m. 
last = m+ 1. Then witness(j- 1) = 00. In this case, the whole 
algorithm is finished within this cycle. Again, in step k -j + 2, j - 1 c k < last, we 
compute witness(k), and denote i = k -j + 2. We consider two cases. 
Case 1: (k + witncss( i) - 1) c last. Apply Case I of Possibility 1. 
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Case 2: (k + witness(i) - 1) zs last. We know that 
PI 8 Pi+1 pm-j+Z -=. . .=-s-z.. .=- 
pi-1 pk pk+l en ’ 
8 p* _-=. . *=; 
SW Pi+1 
Pm-k+, 
pnt-j+* ’ 
We get 
We conclude that witness(k) = a. 
Time complexity 
We charge each operations performed by thl: algorithm to an element of the 
pattern. We show that we charge at most a constant number of operations to each 
element. This implies that the pattern analysis takes a total of O(m) time. 
Consider the first step of a general cycle. PI/P,_, is compared to P,as,-j+l/&a,, m 
If equality holds, we charge P&, and if not, we charge Q_1. Summing up over the 
first step of all cycles, each element of the pattern will be charged at most once due 
to equality and at most once due to inequality. Each non-first step needs a constant 
number of operations. For each element k of the pattern, the computation of 
witness(k) is considered in at most one non-first step. Therefore, both first and 
non-first steps of all cycles take O(m) time. 
2.6. Remark. Consider a stage i in the text analysis of the exact string matching 
algorithm of [6]. Such a stage obeys the following framework. Suppose stage i-l 
searched for a match of the patte starting at position ji_1. Suppose positions 
ji-l,ji-l+ 1, * m m 3 ji-1 +x of the text have been examined by the end of stage i - 1. A 
“failure function” (computed in the pattern analysis), which depends only on x, 
will provide a positionji. Step i will search a match of the pattern starting at position 
ji without re-examining positions of the text. This framework can be adapted for 
the multiplying transformation problem. However, our algorithm above is somewhat 
more involved so that it will be smoothly generalizable for the k-linear transformation 
problem. Specifically, the difficulty is the following. Had we followed the same 
framework, the determination of position ji for stage i of the k-linear algorithm 
alay 1;ave to depend on some &age prior to stage i - 1. 
lark. The optimal parallel pattern matching algorithm of [IS] can be adap- 
ted into an optimal parallel algorithm for the multiplying transformation problem. 
We mention the main changes and leave the details to the interested reader. We 
change the definition of the term period as foll s. Suppose 4, ii* two strings of 
real numbers are given. We say that u is a perio of w if there exists a constant c 
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such that w is a prefix of u( cu)( c2u) . . . (cku) for some k. ( C’U, 1 G i G S is the string 
obtained by multiplying each element of u by c’). Note that this definition permits 
the proof of a “Periodicity Lemma” (similar to the Periodicity Lemma in [ 151). The 
definition of the witness table is the same as in the present section. We note two 
additional things. 
(1) Suppose a string u is a period of the pattern I? Let q = 1~1. Then 
8 p2 P m-q -=-=...=- 
P pq+2 q+l pm 
and therefore witness( q+ 1) = 00. 
(2) Throughout he whole algorithm of [ 151 we automatically replace each check 
of the fMn Pi # pi (where i Cj) by the check PI/ Pj-i+l= Pi/Pj. 
3. Algorithm for the k-linear transformation problem 
This algorithm has two stages: (1) analysis of the pattern; (2) analysis of the text. 
Some other characteristics of the algorithm will also be similar to the algorithm of 
the previous section. The output of the pattern analysis is a table called witness, 
which is defined as follows. 
Figure 6 describes the k input patterns B, , . . . , &, all starting at the same vertical 
location and again these same k patterns starting at location j of the former k 
patterns. (Following the figure, we call the former k patterns lower and the latter k 
patterns upper.) Figure 6 (and our present definition of witness(j)) will attest o the 
coexistence of the k patterns at two locations of the text which are j - 1 apart. Each 
location I in the upper patterns suggests the following equation with 2k unknowns 
Cl 9 c2, . . ..C2k. 
k k 
1 &,I = c Ck+iBi,j+l-1 . 
i=l i = 1 
The equations at all locations 16 I d m -j + 1, capture exactly the degree of freedom 
for such coexistence (subject o the k-linear rule). 
Fig. 6. 
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For each j, 2 s j C m, witness(j) is a 2k-tuple (I,, . . . , I,c). witness(j) will include 
r locations in the upper patterns, The(;e Y ICK~~~CXE styggect the maximum number 
of linearly independent equations. (Clearly, r is at most 2k). We determine these r 
locations as follows. II is 1. Once the i - 1 independent equations of locations 
I 1, . . . , Zi_, are given, Zi is the least location, in the upper patterns, which gives the 
ith independent equation. (If an ith independent equation does not exist, Zi, . . . , Zzk 
are all zero.) We describe the text analysis first and the pattern analysis later. 
3.1. Text analysis 
The text analysis consists of three steps. In this section 4 will represent a set 
whose elements am k-tuples of real numbers. The first step initializes for each 
position j (in tine text) a set Si such that if a k-linear transformation occurrence 
starts at j, ther, the k multipliers must be a k-tuple c~,~, . . . , cjvk in Si. In the second 
step, the candidacy of some positions in the text is invalidated. The third step applies 
a kind of character-by-character check to finally find in which of the remaining 
candidates a k-linear transformation occurrence of the pattern really starts. A 
detailed description of the text analysis follows. 
Step 1 
For each position j in the text we initialize Sj by attempting to find a k-linear 
match to an easier problem. Specifically, we attempt o match a prefix of length !C 
of the k patterns to the substring of length k starting at q. For this we solve the 
following linear system with Cj.i, 1 s i s k, as unknowns: 
i * Cj,i i.1 = q, i cj,iBi,,= ?+I 9 l l l 3 i Cj,iBi,k = ?;.+k-1 m 
i=l i=l i=l 
If $ is empty (i.e., this system does not have any solution), then a k-linear occurrencs; 
at q is impossible and we can already invalidate the candidacy of j. (Observe that 
this is unlike the multiplying transformation algorithm, where past Step 1 all positions 
of the text were still candidates.) If Sj is not empty, then j is a candidate and each 
k-tuple in Z$ enables a different k-linear occurrence at j. The set 5$ is represented 
by a triangulated system of equations whose solutions form 4. 
Time complexity of Step 1. For each position j these systems have identical 
homogeneous parts. Using Gauss elimination, triangulation of the homogeneous 
pati takes 0(k3) time. We will emulate this triangulation process on the right-hand 
side of each system. This takes O(k*) time per position. Step 1 takes a total of 
0( k*n) time. 
In Step 2 below, we adapt the duel mechanism for the purp:$se #:Jsf invalidating 
candidacy of positions in the text. Let j, > j, be two positions in tk *c.sxt which are 
less than m apart (i.e., j2 -j, c m). Suppose that following Step 1, j. and j, are 
candidates for k-linear transformation occurrences (i.e., neither Sj, nor Sj, + cqgty). 
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A alue1 between jr, j,: Let witness(j, -j, + I ) be (II, . . . , Zzk) (cf. Fig. 7). We update 
q, by considering the equations of locations j, - j, + Zi, where Zi # 0. Specifically, we 
demand that each k-tuple in 4, will also satisfy the following equations: 
k 
C Cj, ,lBl,j~-jl+lj = Tj2-l+lj Vi, I<iG2k,where &#O. 
I=1 
(3.1) 
This may result in reduction of the set 4,. Specifically, more equations will be added 
to form the new triangulated representation of Sjl. If Sjl becomes empty then the 
candidacy of j, is invalidated. 
Similarly, we update &. Specifically, we demand that each k-tuple in & will also 
satisfy the following equations, 
k 
C cjz,,B,,,i=1;.2_1+,i Vi,lsis2k,whereli#O 
I=1 
(3.2) 
and if Sjz becomes empty, then the candidacy of j, is invalidated. We say that an 
invalidated candidate is a loser in the duel. 
Step 2 
Following Step 1, we create a (doubly linked) list of candidates (for k-linear 
transformation occurrence). Each element in this list contains: 
(1) the original index j in the text; 
(2) the set Sj. 
The processing of the list proceeds in substeps, where two elements of the list 
participate in a substep. Determining the participants in a substep is identical to 
Step 2 of the text analysis in the previous section. Duels are performed according 
to the definition above. 
Time complexity of Step 2. There are O(n) substeps, in each we may perform a 
duel. We show that each duel needs 0( k3) time. Thus, Step 2 needs O(k3n) time. 
Consider a duel where ji is one of the participants. Updating ji involves adding 
O(k) equations to Sj, (i.e., to a system in triangular form). This is done in 0( k3) time. 
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Before we continue to Step 3 we show that Fact 2.2 and Corollary 2.3 remain valid. 
3.1. Fact. Consider the end of Step 2. Given two adjacent elements in this list, then 
there must have been a substep of Step 2 in which these two elements participated. 
The proof is similar to the proof of Fact 2.2 and does not involve any new ideas. 
3.2. Corollary. Consider the end of Step 2. Let j, and j, (j, > j,) be any two adjacent 
elements in the list. Then, one of the two following conditions holds: 
(0 j2-jl a m; 
(2) j2 -j, < m and for each k-tuple 9, l, . . . , 9, ,& in 4, and each k-tuple qz 1, . . . , q2 , , l k 
in Sjz we get 
k k 
C q2,iBl,i =C cj,,lB,3j2-j,+i Vi, l< i e m - (j2 -.h)- 
I=1 /=I 
(Inotherwords, Cj,r,...,Cj,ksCjzl,...,Cj,k satisfy the equation for any pair 
of locations of the upper and’lower patterns’?f Fig. 7 which are j2- j, apart.) 
Proof. Suppose j2 -j, < m. By Fact 3.1, a duel was performed between j, and j2. 
NO one has lost. Each k-tuple cj, ,l , . . . , Cjl ,k in Sj,, is a solution for the system (3.1). 
Each k-tuple Q~,~, . . . , q2,k in Sjz is a solution for the system (3.2). Therefore, for 
each li # 0 in witness( j2 -j, + 1) and for each pair of such k-tuples Cj, ,1, . . . ,q, ,k and 
cj2,1 9 l l l 9 cjz,& 9 we get 
i C,,lB/,li- i ~~,lBl,j~-j~+li =O* 
I=1 I=1 
This means that Cj,,l 9 . . . 9 cj,,k9 Cjz,l 9 . . . 9 Cj2,k satisfy each of the equations in 2k 
unknowns suggested by locations li # 0 in witness( j2-j, + 1). The definition of 
witness( j2- j, + 1) implies that these equations pan all the equations uggested by 
any other location. Thus, Cjr,19 . . . 9 Cj,,k9 Cj2,19 l 9 l 9 cj2.k also satisfy each of these 
equations. This establishes Corollary 3.2. Cl 
We say that any two adjacent elements in the list at the end of Step 2 do agree. 
3.3. Remark. The transitivity property of the previous section applies also for the 
k-linear transformation problem. That is, every two elements in the list at the end 
of Step 2 (not necessarily adjacent) agree. 
Step .3 
Step 3 is very similar to Step 3 of the previous section. It proceeds in substeps. 
In substep i9 we finish verifying whether a k-linear occurrence starts at the position 
in the text of element i in the list. Substep 1 deals with a higher index of the text 
and later steps deal with lower indices. We describe a typical substep i.Let ji denote 
the index in the text of element i in list. There are three basic possibilities regarding 
relevant information from the previous substep. 
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p~&~&y 1: the indices ji-r and ji of the text are less than m apart (i.e., 
j,_, -ji c m) and there is a k-linear occurrence at index ji_r of the text. Denote by 
hi the integer satisfying ji-r = ji -l+hi (hiqm). By Corollary 3.2, qi-l+r= 
CFGl c~,,B,,~ for each hi s r G m and each k-tuple, Q.1, . . . , cji,k in sji. It remains to 
check whether there are k-tuples, Cji,r , . . . , cj(,,k in Sji such that ~~-r+r=C~=, cji ,B,,, 
for each 2 < T c hi. This is done in (at most) hi - 2 iterations for decreasing values 
of r. In each iteration we add the equation qj_l+r = Cf=, QB,,, to the representation 
of S,. If Sj~ becomes empty (i.e., the new system does not have any solution), we 
conclude that there is no occurrence at index ji and proceed to substep i + 1. If, 
following all hi -2 iterations, S, is not empty, we conclude that each k-tuple in S, 
enables k-linear occurrences at index ji and proceed to substep i + 1. 
Possibility 2: j,_, - ji < m and there is no k-linear occurrence at index ji-1 of the 
text. Specifically, substep i - 1 found hi-1 s m such that ~i_,_l+hi_, Z Cf=, Cj,_, ,,B,,hi_, 
for any k-tuple, q$_,,], . . . , Cjj_i,k in sji_,. 
(a) If ji-1 - 1 f hi-1 s ji - 1+ m, then denote by hi the integer satisfying ji-1 - 1 + 
hi-1 = ji - 1+ hi. Clearly, 1 C hi s m. By Corollary 3.2 we get that qi-r+hi # ~~=, cgB,,h, 
for any k-tuple, ci,l, . . . , Ji,k c. in Sji. We conclude that there is no k-linear occurrence 
at ji and proceed to substep i+ 1. 
(b) If ji-r - 1 + hi-1 > ji - 1 + m, the integer hi satisfying ji_1 - 1+ hi-1 = ji - 1 + hi 
is greater than m. We initialize hi = m + 1 and apply Possibility 1. 
Possibilisg 3: the indices ii-1 and ji of the text are at least m apart (i.e., 
ji-1 -ji a m). Again, we initialize hi = m + 1 and apply Possibihiy 1. 
Time complexity of Step 3. In each substep i we move to a new element of the 
list. In each new iteration of a substep we move to a new position in the text. Upon 
moving to a new position in the text we add an equation to the representation of 
Sji which invctives adding the equation to the triangulated form. This needs O(k’) 
time per iteration and a total of O(k*n) time. The number of substeps is O(n) and 
therefore Step 3 takes O(k*n) t&e. 
We conclude that the text analysis takes a total of 0( k3n) time. However, if k* 
is larger (in order of magnitude) than m, we can apply a naive approach which will 
take O(kmn) time. 
Implementation Remark. If during the a’:gorithm, the cardinality of the set Si, with 
respect o some element i, becomes one, then it will be more efficient to represent 
the set simply by its member k-tuple and adapt the algorithm to this representation. 
3.2. Pattern analysis 
The witness table is computed using the naive algorithm. We set I, = 1. Suppose 
1 *, . . . , Zi-1 were determined. The i - 1 independent equations are kept as a triangu- 
lated system. In order to determine ‘the value of Ii we search locations j 2 &-I+ 1, 
in the upper patterns (as illustrated in Fig. 6). Each location j suggests an equation. 
We add the equation to the system of the i - 1 independent equations and triangulate 
the new system. If the added equation is independent of the formers, the new system 
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has i independent equations and li is set to be j. Otherwise, we continue to the next 
location. If all locations j 3 &-I + 1 in the upper patterns do not suggest an ith 
independent equation, then each of Zi, . . . , lzk is set to zero. Adding an equation to 
O(k) independent equations (with 2k unknowns) given in triangulated form, and 
triangulating it needs 0( k*) time. Thus, the computation of witness for each j needs 
O(k*m) time. The pattern analysis takes a total of O(k*m*) time. 
4. Algorithms for the minimum distance problems 
We start this section with an algorithm for finding a minimum distance occurrence 
of the pattern (without any transformation) in the text. We define the distance 
between the pattern P and the text starting at position j, denoted Lj, as follows. 
Lj= f (q-,+i-&)‘= 2 Tj-l+i+ f P:-2 f P?;._,+i. 
i = 1 i=l j= 1 i=l 
The algoritkm 
(1) Compute x2, P:. 
(2) Compute CL, Tj-l+i Qj, 1 s js n -m + 1 
(3) Compute the convolution x2, Pq-,+i Qj, 1 s js n - m + 1. 
(4) Compute Lj Qj, 1 s js n - m + 1. 
(5) Find a position j for which Lj is minimum. 
Complexity. Step (1) takes O(m) time. Each of Steps (2), (4), (5) takes O(n) time. 
The convolution in Step (3) is computed using the fast Fourier transform in 
min(O( nm), 0( n log n)} time. The algorithm takes a total of min{O( nm), 0( n log n)} 
time. ([ 141 computed convolution in a similar way.) 
An algorithm for the minimum distance adding transformation problem 
We define the minimum distance between the pattern subject o adding transforma- 
tion and the text starting at position j as follows. Find, for each position j, a number 
5 which provides the minimum in 
Lj= z (Tj-*+i-(&+Cj))* 
i=l 
m 
= CT j2_l+i+ i Pf+C;tll+2Cj i Pi-2Cj i lj_*+i-2 i Pi?;._l+i* 
i=l i = 1 i=l i=l i = 1 
The minimum distance adding transformation problem is to find a position j and 
the number Cj for which Lj is a global minimum. 
e algoritb 
(1) Compute CL, P’ and cz, P. 
(2) Compute I:, Ti-l+i and CL, q_l+i Qj, 1 s js n -m + 1. 
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(3) Compute t e convolution CL1 pil;.-l+i Vj, 1 sj s n - 112 +f. 
For each position j we get Lj = $m + c$$ + Dj: a quadratic function of cj (where 
ts that have already been computed). Lj has a minimum because 
ransformation for which the minimum value of Lj is achieved 
each j the minimum value of Ljm 
n j for which a global minimum Lj is achieved. 
(1) takes Q(m) time. Each of Steps (2), (4), (5) takes Q(n) time. 
Step (3) takes min{O( nm), O(n log n)} time. The algorithm takes a total of 
min{O( nm), O( 
e minionurn distance lmear transformation problem 
imum distance between the pattern subject o linear transforma- 
arting at position j as follows. Find for each position j, two 
which provide the minimum in 
Lj= t (T,-l+i-(~,*~+QJ)2 
i= 1 
m 
= c i= 1 Pf + 2Cj,OCjJ 
m 
c 
i=l 
Pi - T j-l+i -2c.l 
m 
c 
i=l 
Pi?;.-_l+i l 
The minimum stance linear %snsformation problem is to find a position j and 
the numbers c~,~ and Q for which Lj is a global minimum. 
he algorithm. Steps (l), (2), (2), (5) of the algorithm are identical to those in the 
previous algorithm. Step (4) wil! be given later. 
For each position j we get Lj = ciom + ci,Aj + cj,oBj + cj,lDj + cj,ocj,lEj + Fj: a quad- 
ratic function of cj.0 and ~j,~ (where Aj, Bj, Dj, Ej, 4 are the constants computed 
in the steps (l)-(3). 
4.1. Claim. Lj 
e claim uses the following lemma. 
1 Pf 2 (Cy=, Pi)2 and strict inequality holds when not all the pattern 
We omit the nroof of the Iemma. 
A critica.l point of Lj is a solution of the following system 
aLj 
- = 2Cj,om + 2Cj,l 
ac,0 
f Pi + Bj = 0, 
i=l 
-= 2Cj,O i Pi + 2Cj,, E Pf + 
aLj 
acj,* 
= 0. 
i = 1 i=l 
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If all the elements of the pattern are equal, then any pittern that can be achieved 
by linear transformation can also be achieved by only an adding transformation. 
So, in case where all elements of the pattern are equal, we apply the minimum 
distance aoding transformation algorithm. If the pattern elements are not all equal, 
Lemma 4.2 implies 
Hence, the system has only a single solution and Lj has a single critical point. If 
we show that this critical point is a relative minimum, then it must give a minimum 
value for Lj and the claim will follow. This point is a relative minimam because 
the following condition holds (cf. [3, Theorem 2, p. 232)). 
a*k, 
;ji,--=m>O. Cl 
i.0 
We are now ready for Step 4 of the algorithm. 
(4) Compute for each j the minimum value of Lie 
Complexity. Step (4) takes O(n) time. The algorithm takes a total of 
min{O( nm), 0( n log n)} time. 
The problem and algorithm for the minimum distance multiplying transformation 
are included in the minimum distance linear case. 
Considerations given in Section 1 show that the minimum distance k-degree 
polynomial transformation problem is included in the minimum distance (k + 
1).linear transformation problem. 
An algorithm for the minimum distarrce k-linear transformation problem 
We define the minimum distance between the pattern subject o k-linear trans- 
formation and the text starting at position j as follows. For each position j, find k 
numbers citl, q,*, . . . , + which provide the minimum in 
2 
I;--l+i- 
m 
= CT ;-l+i-2 i Cj.1 f ?;--,+iB,i 
i=l I=1 i=l 
+ i C~I i Bii+2 ‘i’ ’ Cj,lCj,r 2: Bl,iBr,i* 
I=1 i=l I=1 r=fi+I i=l 
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The minimum distance k-linear transformation problem is to find a position j and 
numbers Cj,,l , . . . , Cj,k for which 4 is a global minimum. 
(1) Compute CL, Bl,iBr,i VZ, r, IsI, rsk 
(2) ComputeCE, TT_l+i Vj, lSjsn--+l. 
(3) Compute the k convolutions xz”=, F ..,+iB,,i Vj, 1 SAC n-m-k 1 for each 1, 
lG19k 
For each j, 1 <j C n -m + 1, the critical points of Lj are the solutions of the 
following system 
which simplifies to 
,i, 5.1 iE, Br,iG,i = i q-l+iB,,i 1 s r~ k (4.1) i=l 
4.3. Lemma. If the patterns are linearly independent, then there exists a single solution 
1’0 system (4.1). 
Proof. We will consider a new m x k matrix B which is defined as follows. Column 
i of matrix B is the pattern Bi for ‘1 G is k. The matrix of the homogeneous part 
of system (4.1) is actually BTB. men the patterns are all independent, he matrix 
B is nonsingular. Thus, B’B is positive definite (see [8, Example 12.14, p. 2721). 
This implies that the rank of B“B is k So the rank of the homogeneous part is k 
and there exists a single solution to system (4.1). The lemma follows. 0 
Note that the homogeneous part of (4.1) does not depend on j. Therefore, each 
system (for each j) has a single solution. 
If only k’< k patterns are independent, we apply the minimum distance k’-linear 
transformation algorithm for k’ independent patterns. 
Below we assume that the patterns are independent, and Lemma 4.3 implies that 
there is a single solution to each system. Thus, for each j, I$ has a single critical 
point. For each j this critical point is a minimum. To see this, we look at matrix A’ 
which is defined as follows. 
A;is = a2Lj 
acj&j,, 
=2 E &i&i- 
i--l 
Aj is equal to 2BTB and is positive definite. For the definition of matrix B and 
the proof of positive definiteness, ee the proof of Lemma 4.3. By 13, Theorem 3, 
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p. 2341, the single critical point for each j is a relative minimum. Note that the 
matrix Ai does not depend on j. 
(4) Compute for each j the minimum value of Lj. 
(5) Find a position j for which a global minimum Lj is achieved. 
CompZeM~. Step (1) takes 0( k2m) time. Each of Steps (2), (5) takes O(n) time. 
Step (3) takes min{O( knm 1, O( kn log n)} time. In Step (4) we solve n - m + 1 systems. 
These systems have identical homogeneous parts (see (4.1)). Thus, triangulating the 
homogeneous part is done in 0( k3) time. We will emulate this triangulation process 
on the right-hand side of each system. This takes 0( k2) time. Step (4) takes 0( k2n) 
time. The algorithm takes a total of min{O( k( k + m)n), 0( k( k + log n)n)} time. 
4.4. Remark. Parallel algcrithms for the minimum distance adding transformation 
problem and the minimum distance linear transformation problem run in O(log n) 
time using O(n) processors. In both algorithms the computation of the convolution 
dominates the running time. It is comnuted using the parallel fast Fourier transform 
in O(log n) time using O(n) processors (see [2,5]). The parallel algorithm for the 
minimum distance k-linear transformation problem computes k convolutions. It 
runs in O(k log n) time using O(n) processors. 
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