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Abstract
Continuous-discrete systems can occur when the plant state
evolves in continuous time but the output values are only
available at discrete instants. Continuous-discrete observers
have the valuable property that the observation error be-
tween the true state of the system and the observer state con-
verges to zero in a uniform way. The design of continuous-
discrete observers can often be done by building framers,
which provide componentwise upper and lower bounds for
the plant state. This paper is a tutorial on these approaches,
highlighting recent results in the literature, and also provid-
ing previously unpublished, original results which are not
being simultaneously submitted elsewhere.
1 Introduction
The search for more effective designs for observers for
nonlinear systems has led to a substantial and complex
literature [3, 4, 5, 9, 15, 20, 21]. The work is motivated
by a plethora of real world applications where it may
be difficult or impossible to measure the state variables.
Then the goal is to use output measurements to design
an observer for the state such that the observation
error between the observer and the state converges to
0 as time goes to infinity. The well known literature
on observers is largely for systems with continuous
measurements; see, e.g., [21] for results based on writing
the differential equation satisfied by the estimation error
as a linear parameter varying system.
However, in real world applications, the output is
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traleSupélec, Université Paris-Sud, 3 rue Joliot Curie, 91192, Gif-
sur-Yvette, France (frederic.mazenc@l2s.centralesupelec.fr).
‡Andrieu is with AGEP, Université de Lyon, Domaine Univer-
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often unavailable for continuous measurement. Since
the dynamics are in continuous time and the output is
only available for measurement at discrete instants, this
produces a continuous-discrete system. There is now
a large literature on observer designs for continuous-
discrete systems that spans over forty years. See, e.g.,
the work [14] of Jazwinski, which used a continuous-
discrete Kalman filter to solve a filtering problem for
stochastic continuous-discrete time systems.
The high gain observer approach in [11] was ex-
tended to continuous-discrete systems in [8], where the
impulsive correction gain is found using a continuous-
discrete Riccati equation. The robustness of observers
under discretization was studied in [5], and [1, 10, 15]
used output predictors to design observers; see also
the works [4, 8, 13, 17, 19]. The paper [2] designed
continuous-discrete observers for nonlinear continuous
time systems, where the input of the system satisfies a
persistent excitation condition, and [18] covers systems
that are linear in the state and have known inputs. For
an interesting application, see [6] for continuous-discrete
observers for emulsion polymerization reactors.
In the recent work [16], we built on [4], by finding a
new class of continuous-discrete observers for continuous
time Lipschitz systems with discrete measurements. As
in [4] and [8], the continuous-discrete observers in [16]
are obtained in two steps. First, when the output is
not available for measurement, the state estimate is
computed by integrating the model. Then, when a
measurement occurs, the observer makes an impulsive
correction to the estimated state.
The works [4] and [9] used this two step approach to
show that when no measurement occurs, the estimation
error is a solution of an appropriate unknown linear
parameter varying system. This led to a construction
of a framer, meaning, an upper and lower bound for
the solution vector, in a vector sense, which made it
possible to design correction terms that ensure that
the estimation error asymptotically converges to zero.
However, [4] and [9] find the framer by integrating a
system with commutation, which does not lead to an
explicit analytic expression for the framer, and [17] is
limited to linear systems. By contrast, [16] used an
approach from [7] on cooperative systems [12] to get
analytic constructions of framers, which can be useful
for applications where explicit expressions are needed.
This paper provides a tutorial that explains some
of the preceding advances precisely, including the moti-
vation for the assumptions and methods and the value
added by our recent contributions [4, 9, 16], while also
stating and proving some previously unpublished, origi-
nal results on framers that are not being simultaneously
submitted elsewhere. We believe that our tutorial will
fill an important void in the literature, and increase the
control community’s appreciation for, and understand-
ing of, continuous-discrete observers. In the next sec-
tion, we provide the relevant definitions. In Section 3,
we discuss the work [21] of Zemouche and others in the
continuous time case, which illustrates one of the re-
curring themes in this article, namely, the possibility of
using linear matrix inequalities (or LMIs), and there-
fore also LMI solvers, to design asymptotic observers
for nonlinear systems. Then in Section 4, we discuss
an extension of [21] to the discrete time measurement
case, based on computing a reachable set for controlled
systems and solving LMIs.
In Section 5, we discuss our alternative approach to
continuous-discrete observers, which is based on design-
ing framers, including results that have not appeared
before. In Section 6, we use our framers to formulate
our latest theorem on observers. In Section 7, we show
how our closed form expressions for the framers allow
us to check the assumptions of our theorem using lin-
ear matrix inequalities. In Section 8, we summarize our
work and suggest future research topics. For novel appli-
cations of some of the theory in this paper to pendulum
and robotic DC motor dynamics, see [16].
2 Notation, Definitions, and Basic Result
Throughout the sequel, we omit arguments of func-
tions, when they are clear from the context, and the
dimensions of the matrices are arbitrary. We set N =
{1, 2, . . .}. The k × n matrix all of whose entries are
0 will also be denoted by 0, and we use A = [aij ] to
indicate that an arbitrary matrix A ∈ Rk×n has aij in
its ith row and jth column for each i ∈ {1, 2, . . . , k}
and j ∈ {1, 2, . . . , n}. Also, Is is the identity ma-
trix in any dimension s. The usual Euclidean norm√
x21 + . . .+ x
2
n of vectors and the induced norm of ma-
trices are denoted by | · |. All inequalities and maxima
are componentwise, i.e., if A = [aij ] and B = [bij ] are
matrices of the same dimensions, then we use A ≤ B
to mean that aij ≤ bij for all i and j, and max{A,B}
is the matrix C = [cij ] where cij = max{aij , bij} for
all i and j. A square matrix is cooperative or Met-
zler provided all of its off-diagonal entries are non-
negative. We use > to denote transpose. For each
r ∈ N and each function F : [0,∞) → Rr, we use
the left limits F(t−) = lims→t,s<t F(s). A function
ϕ∗ : R × Rn → Rn is uniformly Lipschitz in its sec-
ond argument provided there is a constant L > 0 such
that |ϕ∗(t, x) − ϕ∗(t, y)| ≤ L|x − y| holds for all t ∈ R,
x ∈ Rn, and y ∈ Rn. For any square matrices A and B
in Rn×n, we use A 4 B (resp., A  B) to mean that
X>(A−B)X ≤ 0 for all x ∈ Rn (resp., X>(A−B)X > 0
for all X ∈ Rn \{0}). We use Conv to denote the closed
convex hull.
3 Background on Continuous Time Observers
Consider the continuous-discrete system
(3.1) ẋ(t) = Ax(t) + φ(x(t), u(t))
with discrete output measurements at the known sample
times {tk}∞k=1 given by
(3.2) yk = Cx(tk) , tk+1 = tk + δk
where A and C are constant matrices, and the δk’s
represent the sampling delays. The function u(t) can
present an open or closed loop control, and is assumed
to be continuous. We make this assumption on (3.1):
Assumption 1. The pair (A,C) ∈ Rn×n × Rp×n is
observable. Also, for each pair (i, j) of values in
{1, 2, . . . , n}, there is a positive real number bij such that
(3.3)
∣∣∣ ∂φi∂xj (x, u)∣∣∣ ≤ bij
for all (x, u) ∈ Rn × Rp.
By a continuous-discrete observer for (3.1), we mean a
system of the form
(3.4)
{
˙̂x(t) = Ax̂(t) + φ(x̂(t), u(t)) , t ∈ [tk, tk+1)
x̂(tk) = x̂(t
−
k ) +K(yk − Cx̂(t
−
k ))
for all k ≥ 0, where
(3.5) x̂(t−k ) = limt→tk,t<tk
x̂(t).
Then the estimation problem is that of selecting K to
ensure that
(3.6) limt→+∞ |x(t)− x̂(t)| = 0
for all initial conditions.
To motivate our search for K, we recall the results
from [21] on the continuous time case where y(t) =
Cx(t). Let R be the set of all matrices in Rn×n such
that for each matrix R = [rij ] in R and each pair (i, j),
the corresponding entry rij is either bij or −bij . We
then have the following result from [21]:
Theorem 3.1. If there exist a positive definite symmet-
ric matrix P ∈ Rn×n and a matrix L ∈ Rp×n such that
the LMI
(3.7) (A+R)>P + P (A+R)− C>L− L>C < 0
holds for all R ∈ R, then the system
(3.8)
˙̂x(t) = Ax̂(t) + φ(x̂(t), u(t))
+P−1L>(y(t)− Cx̂(t))
is an asymptotic observer for (3.1) in the continuous
time case where y(t) = Cx(t), i.e., the limit (3.6) holds
for all initial conditions for (3.1) and (3.8).
Although Theorem 3.1 does not cover discrete out-
put observations, it has the important feature that the
sufficient condition is stated in terms of LMIs, which
makes it possible to check the assumptions using LMI
solvers [20]. This contrasts with traditional LMI ap-
proaches, which are usually limited to linear time in-
variant systems. We next explain our approach from [4]
for extending the basic properties of the observer (3.8)
to systems with discrete output measurements.
4 Discrete Output Measurements
To motivate our extension of [21] to the case of discrete
output observations, let δ > 0 be any constant, and
consider the error system
ė(t) = Ae(t) + ∆φ(x̂(t), u(t), e(t)) for all
t ∈ [kδ, (k + 1)δ) and k ≥ 0 ,
e(kδ) = (In −KC)e(kδ−) for all k ≥ 0.
where ∆φ(x̂, u, e) = φ(x̂, u)− φ(x̂− e, u) and e(kδ−) =
limt→kδ− e(t). Assuming that φ is C
1 in its first
argument (i.e., the state) and that there are constants
bij > 0 such that (3.3) holds for all (x, u) ∈ Rn × Rp
and all pairs (i, j), the Mean Value Theorem gives
∆φi(x̂, u, e) = (∂φi/∂x)(zi(x̂, e, u), u)e for all i for
suitable points zi(x̂, e, u). Hence, between any two
measurements, the error is a solution of ė(t) = Ae(t) +
V (t)e(t), where V (t) = [vij(t)] ∈ Rn×n is a matrix each
of whose entries is bounded by bij .
For each choice of e0 ∈ Rn and each real number
δ > 0, let Aδ(e) ⊂ Rn denote the reachability set at
time δ with the control constraint that
(4.9) |vij(t)| ≤ bij
for all i and j and t ≥ 0. This means that for each e1 in
Aδ(e0), there exists a function V (t) = [vij(t)] such that
(4.9) holds for all t in [0, δ] and all pairs (i, j), and such
that the solution e(t) of ė(t) = Ae(t)+V (t)e(t) starting
from e0 satisfies e(δ) = e1. We then have the following
discrete time extension from [4]:
Theorem 4.1. Assume that there are constants bij > 0
such that (3.3) holds for all (x, u) ∈ Rn × Rp and all
pairs (i, j) and that φ is C1. If there exist a finite set of
matrix valued functions S = {M1,M2, . . . ,M`} mapping
[0,∞) into Rn×n, a symmetric positive definite matrix
P in Rn×n, and a W ∈ Rn×p such that
(4.10) Aδ(e) ⊆ Conv{Mi(δ)e : 1 ≤ i ≤ `}
holds for all e ∈ Rn, and such that the matrix inequality
(4.11)
[
P M>i (δ)(P − C>W>)
(P −WC)Mi(δ) P
]
is positive definite for all i ∈ {1, 2, . . . , `}, then the
choice
(4.12) K = P−1W
in our observer (3.8) achieves our estimation goal (3.6).
The preceding theorem can be summarized as fol-
lows. The first step is the computation of a reachable set
for a controlled system. Exact computation of this set
is not needed, but only the upper approximation (4.10)
in terms of the Mi’s for 1 ≤ i ≤ `. For lower triangular
systems, such an upper approximation was given in [4].
The second step is to check the positive definiteness of
the matrices (4.11). For applications of Theorem 4.1, in-
cluding cases where the system is uniformly observable,
see [4]. A possible drawback of the preceding approach
is that it does not lead to analytic formulas for framers.
We next provide an alternative approach to continuous-
discrete observers that has the advantage of providing
closed form expressions for framers.
5 Background on Framers
In this section, we present several results on framers
for time-varying linear systems that we use in the next
section to build our continuous-discrete observers for
nonlinear systems. Take any linear time-varying system
(5.13) ẋ(t) =M(t)x(t)
with state space Rn, where all entries of M : [0,∞) →
Rn×n are continuous. Let %(t, t0) denote the fun-
damental solution of the system (5.13), meaning,
(∂%/∂t)(t, t0) =M(t)%(t, t0) and %(t0, t0) = In hold for
all t0 ≥ 0 and t ≥ t0. In this section, we derive lower
and upper bounds for the function Γ(t) = %(t, 0). Note
for later use that the solution φ of
(5.14) ∂φ
∂t (t, x0) =M(t)φ(t, x0), φ(0, x0) = x0
satisfies φ(t, x0) = Γ(t)x0 for all t ≥ 0 and x0 ∈ Rn.
Our next lemma on framers is a key ingredient needed
to prove our main result on framers. It assumes:
Assumption 2. There are two constant Metzler matri-
ces M∈ Rn×n and M∈ Rn×n such that
(5.15) M≤M(t) ≤M for all t ≥ 0 .
Also, M : R→ Rn×n is continuous. 
The following is shown in [16]:
Lemma 5.1. If Assumption 2 holds, then exp(Mt) ≤
Γ(t) ≤ exp(Mt) hold for all t ≥ 0. 
Next, we consider the system (5.13) under the
following much weaker assumption than Assumption 2:
Assumption 3. The matrix valued function M :
[0,∞)→ Rn×n is bounded and continuous. 
Assumption 3 allows us to pick functions K : R →
Rn×n and L : R→ Rn×n, a constant matrix L ≥ 0, and
constant Metzler matrices K and K such that
(5.16)
M(t) = K(t)− L(t), 0 ≤ L(t) ≤ L,
and K ≤ K(t) ≤ K
hold for all t ≥ 0. Since M is bounded, the decompo-
sition (5.16) can be obtained by replacing each entry of
M(t) = [mij(t)] by mij(t) + B for a big enough con-
stant B > 0 to produce the Metzler matrices K(t) for
each t, and then letting L = L be the constant matrix
with B as each entry, but other decompositions of the
type (5.16) exist. In [16], the following is shown:
Lemma 5.2. Let the system (5.13) satisfy Assumption
3, and let L, K, L ∈ Rn×n, K ∈ Rn×n, and K ∈
Rn×n satisfy the preceding requirements. Define the C1
functions Γ : [0,∞)→ Rn×n and Γ : [0,∞)→ Rn×n by
(5.17)










Then Γ(t) ≤ Γ(t) ≤ Γ(t) hold for all t ≥ 0. 
The proof of Lemma 5.2 is based on applying
Lemma 5.1 to the 2n dimensional system








Two key novel features of Lemma 5.1 are that it
produces many framers, for different K’s and L’s, and
that one only needs K, L, and K to build the framers.
However, it is useful to note that one can build
framers by applying Lemma 5.1 to lower dimensional
systems, where the embedding of the n dimensional
system is into a larger system of dimension strictly
less than 2n. We next present new original results in
this direction that have not been submitted elsewhere.
For each continuous matrix D(t) of size n × n having
the fundamental matrix q(t, t0), we set φD(t) = q(t, 0).
Then φD(0) = In and φM (0) = %(t, 0) = Γ(t). We also
set A+ = max{0, A} and A− = A+ − A for any matrix
A, so A+ ≥ 0 and A− ≥ 0. We prove:
Proposition 5.1. Let Assumption 2 hold. Assume
that there is a constant matrix P ∈ Rn×n such that





where B1 is valued in Rs×s for some s ∈ (0, n) and B2
and B3 are of suitable dimensions. Set K = [Is, 0] ∈
Rs×n, R = P−1, G = R+K>, and F = R−K>, and set
(5.21)
La(t) = P+eMt − P−eMt and
Lb(t) = P+eMt − P−eMt .
Then
(5.22)
K(La(t)G− Lb(t)F ) ≤ φB1(t)
≤ K(Lb(t)G− La(t)F )
hold for all t ≥ 0.
Proof: Throughout the proof, all equalities and inequal-
ities hold for all t ≥ 0. Our condition (5.20) implies
that P (∂φM/∂t)(t)P
−1 = PM(t)P−1PφM(t)P−1 =
B(t)PφM(t)P
−1. Hence, by the uniqueness of solutions
property, φB(t) = PφM(t)P
−1, so Assumption 2 gives
(5.23) eMt ≤ RφB(t)P = φM(t) ≤ eMt.
Consequently, since P+ ≥ 0 and P− ≥ 0, we have
(5.24)
P+eMt ≤ P+RφB(t)P ≤ P+eMt and
P−eMt ≤ P−RφB(t)P ≤ P−eMt .
Since R = P−1, it follows that
(5.25)
P+eMt − P−eMt ≤ φB(t)P





















since R+ ≥ 0 and R− ≥ 0. Therefore, subtracting the
previous inequalities and recalling that R+−R− = R =











Hence, (5.22) follows by left multiplying (5.28) through
by K, and right multiplying (5.28) through by K>. 
Proposition 5.1 includes the framer result from
Lemma 5.2 as a special case. To see why, define H as in





































0 K(t) + L(t)
]
.
Then we choose B1(t) = K(t)− L(t), and (5.22) reads
eKt − e
(K+L)t−e(K−L)t
2 ≤ φB1(t) ≤
e(K+L)t+e(K−L)t
2
(by [16, Lemma A.1]), which agrees with the conclusion
of Lemma 5.2. Therefore, Proposition 5.1 includes
Lemma 5.2 as a special case. Proposition 5.1 also
provides framers that are based on embedding an n
dimensional system into a larger system of dimension
strictly less than 2n, and which are therefore beyond
the scope of [16]. Here is an example where this occurs:
Example 1. Consider the case of the oscillator





where ω(t) : [0,∞) → [0,∞) is a continuous function.
We choose the everywhere Metzler matrix
(5.33) M(t) = ω(t)
 0 1 00 1 1
2 0 1
 .
The eigenvalues of the matrix in (5.33) are 2, i, and −i.
Therefore, there is constant matrix P ∈ R3×3 such that
(5.34) PM(t)P−1 = ω(t)
 0 1 0−1 0 0
0 0 2
 .
This gives estimates for φE by embedding the dynamics
in dimension 3, whereas [16] only implies that one gets
an estimate for φE using a system in dimension 4.
The preceding approach for the oscillator can be
generalized to many other systems that can be trans-
formed into the triangular form from Proposition 5.1,
using similarity transformations. To illustrate the ba-
sic ideas of how this can be done, we first consider the
constant matrix case
(5.35) ẋ = Ax
for any matrix A ∈ Rn×n. However, we can replace A by
a bounded function A(t) which may be uncertain, if we
allow the constants ζ and λ that follow to depend only
on suitable bounds on A(t) (analogously to Lemma 5.2).
We let V = (1.....1)> ∈ Rn be the column matrix whose
entries are all 1’s (so V V > is a matrix of all 1’s), and
we denote the rows of A by Ai for i = 1, 2, . . . , n, so the
system can be written as ẋi = Aix for i = 1, 2, . . . , n.
Let ζ and λ be positive constants to be selected. Then
(5.36) ẋi = (Ai + ζV
>)x− ζV >x for 1 ≤ i ≤ n .
We can select ζ so that each entry of each row Ai+ζV
>
is nonnegative. Hence, A+ ζV V > is Metzler. Also,
(5.37) −V >ẋ = −λV >x+ (λV > − V >A)x
Choosing λ large enough, it follows that all the entries
of the vector λV > − V >A are nonnegative.
Next, consider the system
(5.38)
{
ẏi = (Ai + ζV
>)y + ζz, 1 ≤ i ≤ n
ż = λz + (λV > − V >A)y
with state space Rn+1. This system can be written in
the form Ż = MZ for a constant Metzler matrix M,
and we deduce from (5.36) and (5.37) that any solution
of (5.35) is such that yi = xi and z = −V >x provide
a solution of (5.38). Then we can apply our approach
from [16] to designing framers for cooperative systems.
Next, consider a bounded function A(t) valued in
Rn×n. A time-varying analog of the preceding approach
provides positive constants ζ and λ such that
(5.39) M(t) =
[
A(t) + ζV V > ζV
λV > − V >A(t) λ
]







We then define µ by






Thus, we have an n + 1 dimensional upper triangular
form that is covered by Proposition 5.1, so we get
framers for the solutions of ẋ = A(t)x using solutions of
Ẏ = µ(t)Y . In particular, we only need to add a one-
dimensional dynamic extension. In the next section, we
use our framers to design continuous-discrete observers.
6 Framers and Continuous-Discrete Observers
We next discuss our new solution in [16] to the problem
of constructing exponentially stable continuous-discrete
observers. Let ν > 0 and ν > ν be any two constants,
and fix any sequences {ti} and {νi} in [0,∞) such that
(6.42)
t0 = 0 , and ti+1 = ti + νi and
νi ∈ [ν, ν] for all i ∈ N.
The ti’s will serve as the measurement times for
(6.43)
{
ẋ∗(t) = A∗x∗(t) + ϕ∗(t, x∗(t))
y∗(t) = C∗x∗(tk), t ∈ [tk, tk+1), k ∈ N
with discrete measurements, where x∗ and y∗ are valued
in Rn and Rp respectively. Assume:
Assumption 4. There is an invertible matrix P ∈
Rn×n such that the matrix A = PA∗P−1 is Metzler.
Also, ϕ∗ is C
1, and (∂ϕ∗/∂x)(t, x) is bounded. 
Set ϕ(t, x) = Pϕ∗(t, P
−1x), C = C∗P
−1, and




∂x (t, r(b− a) + a)dr .
Then the Fundamental Theorem of Calculus gives
ϕ(t, b)− ϕ(t, a) = w(t, a, b)(b− a) for all t ≥ 0, a ∈ Rn,
and b ∈ Rn. Also, Assumption 4 provides positive
constants vij such that each entry of w = [wij ] sat-
isfies wij(t, a, b) ∈ [−vij , vij ] for all t ≥ 0, a ∈ Rn,
b ∈ Rn, i ∈ {1, ..., n}, and j ∈ {1, ..., n}. Set D =
diag{v11, ..., vnn} ∈ Rn×n, V = [vij ] ∈ Rn×n, and
(6.45)









Using our bounds ν and ν from (6.42), we also assume:
Assumption 5. There exist a constant matrix K ∈
Rn×p, a constant κ ∈ (0, 1), and a symmetric positive
definite matrix Q ∈ Rn×n such that for each constant
matrix β ∈ Rn×n satisfying
(6.46) β(ρ) ≤ β ≤ β(ρ) for all ρ ∈ [ν, ν],
the inequality β>(I−KC)>Q(I−KC)β  κQ holds. 
See Section 7 for ways to verify Assumption 5. In
[16], we prove the following, where x̂(t−0 ) = x̂(t0):
Theorem 6.1. Let the system (6.43) satisfy Assump-
tions 4-5 and choose the continuous-discrete system
˙̂x∗(t) = A∗x̂∗(t) + ϕ∗(t, x̂∗(t))
for all t ∈ [tk, tk+1)
x̂∗(tk) = x̂∗(t
−
k ) + P
−1K[y∗(tk)− Px̂∗(t−k )]
for all k ≥ 0. Then the dynamics for the observation
error x∗ − x̂∗ is uniformly globally exponentially stable
to 0. 
Remark 1. We can always rewrite the x∗ dynamics
in (6.43) as ẋ∗(t) = Ψ∗(t, x∗(t)), where Ψ∗(t, x∗) =
A∗x∗ + ϕ∗(t, x∗). Hence, we can replace Assumption
4 by the requirements that ϕ∗ is C
1 and (∂ϕ∗/∂x)(t, x)
is bounded and select A∗ = 0. However, different A∗’s
and P ’s produce different conditions in Assumption 5,
so it is helpful to consider different possible A∗’s. The
proof of Theorem 6.1 provides explicit formulas for the
functions in the final exponential stability estimate. 
Remark 2. The functions (6.45) are obtained by set-
ting K = A − D, K = A + V , and L = V − D in
(5.17). They correspond to choosing M(t) = K(t) −
L(t) = A + V (t) in Lemma 5.2 for each i, where
K(t) = AV (t), L(t) = Vq(t), AV (t) = A+DV (t)+Vp(t),
DV (t) = diag{v11, v22, . . . , vnn}, V (t) = [vij(t)] =
w(t, Px∗(t), P x̂∗(t)) for any fixed solutions of the sys-
tem and observer, Vp(t) = max{VN (t), 0}, Vq(t) =
max{VN (t), 0}−VN (t), and VN (t) = V (t)−DV (t). They
provide framers for the dynamics for the error variable
x̄ = P (x̂∗−x∗) on [ti, ti+1) for all i ≥ 0. However, they
can be replaced by our new framers from Proposition
5.1, using arguments from the preceding section. This
produces different versions of Theorem 6.1 for different
framers, which were not considered in [16].
7 LMI Formalism
In applications, it can be convenient to check Assump-
tion 5 using LMIs. To see why, we define the functions








for all i and j
}
.
Following [9], this allows us to rewrite Assumption 5 as
an LMI, as in the following result from [16]:
Proposition 7.1. Assume that there exist a symmet-
ric positive definite matrix Q ∈ Rn×n and a matrix







holds for all β ∈ F(ρ) and all ρ in [ν, ν]. Then there is
a constant κ ∈ (0, 1) such that Assumption 5 holds with
K = Q−1W . 
Moreover, if a condition ensuring the existence of
an observer in the case of continuous time measurement
holds, then Assumption 5 holds provided the νk’s are
small enough. This is made precise in the following
proposition in [16]:
Proposition 7.2. Let Assumption 4 hold, and define
V as in Section 6. Assume that there exist a matrix
K0 ∈ Rn×p, a constant κ0 ∈ (0, 1), and a symmetric
positive definite matrix Q ∈ Rn×n such that
(7.48) (β0 −K0C)>Q+Q(β0 −K0C)  −κ0Q
holds for all matrices β0 ∈ Rn×n such that A − V ≤
β0 ≤ A + V . Then there exists a constant ν∗ > 0 such
that for all ν ∈ (0, ν∗], Assumption 5 is satisfied with
the choices ν = ν = ν and K = νK0. 
8 Conclusions and Open Problems
This tutorial discussed several recent results on
continuous-discrete observers. Such observers are useful
for finding asymptotic estimators of the states of con-
tinuous time systems in situations where only discrete
observations of an output of the system are available
for measurement. While many results on observers have
appeared in the literature, the authors’ approaches are
distinguished through their use of differential inclusions
coupled with the fact that they provide framers for the
original systems, i.e., explicit upper and lower bounds
for the unknown states (in the vector sense) that hold
for all times. The explicit framers in [16] are found
by embedding n dimensional systems as subsystems of
larger 2n dimensional systems.
This tutorial also included new original results on
framers, which have not appeared before and which
are not being submitted simultaneously for publication
elsewhere. Our new framers include the framers in
[16] as a special case, but are more general because
they make it possible to obtain frames by embedding
n dimensional systems as subsystems of larger systems
having dimension n + 1. One research direction worth
pursuing is to compare the performances of observers
that are obtained using the framers from our new
Proposition 5.1 with the observers that are obtained
from the framers in the previously reported Lemma
5.2. Having sample output values can be viewed as
having delayed output measurements, with a time-
varying delay. It would be interesting to generalize our
approaches to allow delays in the original plant, or cases
where the original dynamics is a PDE.
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