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Abstract
In this paper, we consider an elliptic partial di0erential equation where a small parameter is multiplied
with one or both of the second derivatives. Viewing it as an ill-posed problem, Lardy’s regularization method
is applied to approximate the solution. Convergence of the regularized solution to the original is proved.
Numerical examples have been included for illustrating the method.
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1. Introduction
We consider the singularly perturbed PDE:
Tu ≡ −2 9
2u
9x2 − 
2 92u
9y2 + u= f(x; y); in 	; (1)
u= 0; on 9	; (2)
where 	 = (0; 
) × (0; 
); 9	 is the boundary of 	; ; ∈{; 1}, not both equal to 1; ∈ (0; 1] is
a small parameter, and f : =	 → R is assumed to be a smooth bounded function, so that a unique
solution to (1) and (2) exists.
It is quite well known (see e.g. [4–6]) that the solutions of such problems contain boundary
layers. That is, either the original solution does not converge to the reduced solution obtained from
the reduced problem by setting  = 0 in (1), uniformly or, the reduced solution does not exist.
The non-uniform convergence of the solution to the reduced one, near the boundary, 9	, is termed
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as the boundary layer phenomenon. Common numerical techniques fail to approximate the solution
requiring a very Dne mesh, which in turn produces more round-o0 errors.
With a di0erent perspective, we see that the small parameter  is one of the given data, and
small variations in this, produces a large change in the solution. In other words, we are treating an
ill-posed problem. The common approach to such an ill-posed problem is to adopt a regularization
procedure.
We cast our problem (1) and (2) as an operator equation Tu=f, where domain of T is H 20 ( =	) and
co-domain is C0( =	); the solution to which is represented as u = T †f where T † is the generalized
inverse of T [9]. This representation is valid even when T−1 does not exist in the usual sense.
Though under very general assumptions on f a unique solution to (1) and (2) exists [1], we choose
to work with this representation of the solution. This is because the analysis that follows is applicable
to this representation of u, rather than the exact solution u=T−1f. In our case, since, by assumption,
T−1 exists, both the representations coincide.
Among the many regularization techniques, the best known are Lavrentiev, Tikhonov and Lardy
regularizations. Lavrentiev regularization is applicable straightforward as the linear operator T is
closed and self-adjoint. Applicability of Tikhonov regularization technique to such singularly per-
turbed problems has been explored in [7,8]. Here we adopt Lardy’s method discussed in [3] for
approximating the generalized inverse T †. Though the method has been shown to converge only
for bounded or compact linear operators, preliminary numerical experiments give evidence to its
successful applicability to unbounded operators such as in (1) and (2). We show, in this paper, that
this is indeed the case, justifying the computational guess.
In Section 2, we introduce the regularization method of Lardy along with its variational meaning.
In Section 3, we show that the regularized solution converges to the original (rather, the generalized)
solution, both in the usual norm, and also in graph norm, along with an estimation of the approx-
imation error. We derive boundary layer estimates of the regularized solution and of the error, in
Section 4. Section 5 contains numerical examples for illustrating the method and Section 6 concludes
the paper.
2. Lardy’s approximation
We consider the operator equation
Tu= f; (3)
a short form of (1) and (2). Writing T † as the generalized inverse of the linear operator T , the
solution to (3) is written as
u= T †f: (4)
Moreover, the operator T in (1) is self-adjoint. Since T 2 is a positive operator, the spectrum of
T 2; (T 2) ⊆ [0;∞). Thus (I + T 2) ⊆ [1;∞). Hence I + T 2 is invertible.
Also,
((I + T 2)−1) ⊆
{
1
1 + 2
: ∈ (T )
}
⊆ [0; 1]:
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That is,
T˜ = (I + T 2)−1; (5)
is a bounded operator. Lardy’s representation [3] of T †, for bounded operators T is given by
T † = lim
m→∞(T˜ + T˜
2 + · · ·+ T˜ n)T:
Thus Lardy’s method yields the following approximation for the solution (4) of (3):
u0 = 0; um = (T˜ + T˜ 2 + · · ·+ T˜ n)Tf: (6)
Approximation (6) can be rewritten as
u0 = 0; un+1 = T˜Tf + T˜ un; (7)
u0 = 0; (I + T 2)un+1 = Tf + un; (8)
u0 = 0; un+1 − un = T˜ n+1Tf: (9)
In the sequel, we will be using one or all of these rewritten forms of Lardy’s regularization. The
function un deDned above will be referred to as the regularized solution. Before proving that it is
a viable approximation method, even for unbounded operators, we present a variational formulation
of the scheme.
Theorem 2.1. The regularized solution un+1 minimizes the functional
u → ’(u) = ‖Tu− f‖2 + ‖u− un‖2:
Proof.
’(u) = ‖Tu− f‖2 + ‖u− un‖2
= ‖T (u− un+1) + Tun+1 − f‖2 + ‖u− un+1 + un+1 − un‖2
= ‖T (u− un+1)‖2 + ‖T (un+1 − f)‖2 + ‖u− un+1‖2
+‖un+1 − un‖2 + 2〈T (u− un+1); Tun+1 − f〉+ 2〈u− un+1; un+1 − un〉
=’(un+1) +  ;
where
 = ‖T (u− un+1)‖2 + ‖u− un+1‖2 + 2〈T (u− un+1); Tun+1 − f〉+ 2〈u− un+1; un+1 − un〉
= ‖T (u− un+1)‖2 + ‖u− un+1‖2 + 2〈u− un+1; T 2un+1 − Tf + un+1 − un〉
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= ‖T (u− un+1)‖2 + ‖u− un+1‖2; due to (8)
¿ 0:
Hence ’(u)¿’(un+1), completing the proof.
Theorem 2.1 says that Lardy’s method is an iterative least-squares method in which the penalty
term ‖u− un‖2 has a stable inJuence on the new approximation un+1.
3. Convergence
The operator T is a closed self-adjoint linear operator and T˜ = (I + T 2)−1 is bounded. Moreover
T commutes with T˜ as
T (I + T 2)−1 − (I + T 2)−1T = (T − (I + T 2)−1T (I + T 2))(I + T 2)−1
= (I + T 2)−1((I + T 2)T − T (I + T 2))(I + T 2)−1
= (I + T 2)−10(I + T 2)−1
= 0:
We use these facts to establish that the residual of the iteration, Tun − f converges to 0. We adopt
the accepted notation such as D(T ) for the domain of T; R(T ) for the range space of T; N (T ) for
the null space of T and R(T ) for the closure of R(T ).
Theorem 3.1. Let un be the regularized solution of (3). Then Tun → f as n →∞.
Proof. Since T commutes with T˜ , from (9) it follows that
T (un+1 − un) = TT˜ n+1Tf = T 2T˜ n+1f
= (I + T 2)T˜ n+1f − T˜ n+1f
= T˜ nf − T˜ n+1f
= T˜ n(I − T˜ )f: (10)
Let gn(t) = (1 − t)tn be a family of real valued functions deDned on [0; 1]. We notice that each
gn(t) is continuous and limn→∞ gn(t) = 0 for each t ∈ [0; 1]. Since (T˜ ) ⊆ [0; 1] we conclude by
Resolution of Identity [2, 9.9] that
T (un+1 − un)→ 0:
Thus in R(T ), we have un+1 − un → 0. Since T is a closed operator, un+1 − un = T †T (un+1 − un),
and we conclude that un+1 − un → 0. However, Theorem 2.1 says that ‖Tun+1 −f‖2 + ‖un+1 − un‖2
is minimum. But ‖Tu− f‖2 has minimum as 0, since a solution to (3) exists. Thus Tun+1 → f as
n →∞.
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A more direct convergence result is contained in the following.
Theorem 3.2. un → T †f as n →∞.
Proof.
un − T †f= (T˜ + T˜ 2 + · · ·+ T˜ n)Tf − T †f
= (T˜ + T˜ 2 + · · ·+ T˜ n)TTT †f − T †f
= ((T˜ + T˜ 2 + · · ·+ T˜ n)T 2 − I)T †f
= ((T˜ + T˜ 2 + · · ·+ T˜ n)(T˜−1 − I)− I)T †f
= (I + T˜ + · · ·+ T˜ n−1 − T˜ − T˜ 2 − · · · − T˜ n − I)T †f
=− T˜ nT †f (11)
with hn(t) = tn for t ∈ [0; 1], the sequence hn(t) forms a family of continuous real valued func-
tions. Further, limn→∞ hn(t) = 0. Since (T˜ ) ⊆ [0; 1], by Resolution of Identity we conclude that
−T˜ nT †f → 0 as n →∞.
The following result estimates the speed of convergence.
Theorem 3.3. ‖un − T †f‖= O(1=n).
Proof. By (11), we have un − T †f =−T˜ nT †f.
Since T † is a bounded operator and R(T ) is dense, we have
‖un − T˜f‖6 ‖T˜‖n‖T †f‖:
Moreover, (T˜ ) ⊆ [0; 1]. As there exists a unique solution to (1) and (2), 1 ∈ (T˜ ). Hence ‖T˜‖6
1=(1 + ) for some ¿ 0. Then, limn→∞1=(1 + )n = 0, shows that ‖T˜‖n6 1=n as n → ∞. This
gives the required result.
Theorems 3.1 and 3.2 show that un → T †f in graph norm also. Again, R(T ) is assumed to be
closed, then R(T †) ⊆ N (T )⊥. By closed graph theorem, ‖Tx‖¿ ‖x‖ for some ¿ 0. If x∈N (T )⊥,
then x = T˜−1w for some w∈D(T 2) ∩ N (T )⊥. Thus
‖x‖‖w‖¿ 〈x; w〉= ‖w‖2 + ‖Tw‖2¿ (1 + 2)‖w‖2:
This gives: ‖T˜ x‖= ‖w‖6 1=(1 + 2)‖x‖. That is, ‖un − T †f‖6 ‖T˜ n‖‖T †f‖ → 0 as n →∞. This
proves the uniform convergence of un to T †f.
In fact, if ‖T˜‖= 1=(1 + ) for some ¿ 0, then (see the proof of Theorem 3.3)
‖un − T †f‖6 1(1 + )n ‖T
†f‖:
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Thus convergence of un to T †f is of order O(1=(1 + )n). This is realizable numerically for each
iteration step when n is incremented. However, for the estimate O(1=n); n must be large enough so
that ‖T˜ n‖6 1=n. If ‖T˜‖ can be computed, then an a priori estimate of the least number of iterations
‘n’ can be monitored by a tolerance limit on the error as per requirements.
4. Boundary layer estimates
In addition to the error estimate of O(1=n) of the approximation, we also derive the boundary
layer estimates of the regularized solution and the error. These estimates, though valid throughout
the closed region =	, their relevance can only be felt in the boundary layer regions. The derivation
follows closely the line of arguments developed in [7]. We use a weak maximum principle [1],
which states that “for w∈C2(	) ∩ C0( =	), if w¿ 0 on 9	 and Lw¿ 0 on 	 for a linear operator
L, then w¿ 0 on =	”. Thus for the following results, we assume that the solution to (1) to (2) is
in C2(	) ∩ C0( =	).
Theorem 4.1. Let un be the regularized solution of (1). Let h(x; y) : [0; 
] → R be given by one
of the expressions in {x=; (
 − x)=; y=; (
 − y)=}, and C be a generic large constant. Then
|un(x; y)|6C(1− e−h(x;y)) in =	.
Proof. We consider the case =  = . Here,
Tu ≡ −2(uxx + uyy) + u= f(x; y) in 	
u= 0 on 9	:
From (8), un satisDes the equation
(I + T 2)un+1 = Tf + un
u0 = 0:
We prove the theorem by induction on n, the steps of iteration.
For n=0; u0 = 0; clearly the theorem holds. Suppose that for n=m, the statement of the theorem
is true. Let g(x; y) = C(1− e−x=), a function of x alone. Now,
(I + T 2)(g± um+1) = C(2− e−x=)± Tf ± um:
As  → 0; e−x= → 0. Thus the Drst term above remains non-negative. By induction hypothesis
|um|6C(1−e−x=). Moreover |Tf(x; y)| is bounded in =	. Hence for a large constant C; (I+T 2)(g±
um+1)¿ 0. By using the weak maximum principle, we conclude that g±um+1¿ 0 on =	. This shows
that |um+1(x; y)|6C(1−e−x=) in =	, completing the induction step. Choosing g(x; y)=C(1−e−h(x;y))
for di0erent h(x; y) as required, the theorem is proved for the case  =  = . The proof is similar
for other cases such as = ;  = 1 and = 1;  = .
It is well known that the boundary layer estimates of Theorem 4.1 hold for the original solution
(e.g. [4]). The result shows that the regularized solution does have the required boundary layer
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properties. In other words, the boundary layers are not blurred, unless the regularized solution de-
generates to 0 near the boundary. In the following we show that similar estimates hold for the error
terms also.
Theorem 4.2. Let u be the original solution of (1) and (2) and un be the regularized solution.
Then, for a large generic constant C,
|u(x; y)− un(x; y)|6C(1− e−h(x;y)) on =	; where h(x; y)∈{x=; (
− x)=; y=; (
− y)=}:
Proof. For n=0; u0=0; and the conclusion holds. Assume the induction hypothesis that the theorem
holds for n=m. Since Tu=f and (I + T 2)um+1 = Tf+ um, the di0erence u− um+1 satisDes T 2(u−
um+1)=um+1−um. Let g(x; y)=C(1−e−x=). We have K±=T 2(g±(u−um+1))=C±(um+1−um). Since
the regularized solutions are bounded, for a large constant C; (C +1)± (um+1(x; y)− um(x; y))¿ 0.
Thus K±¿ 0. We use the weak maximum principle to conclude that g± (u− um+1)¿ 0 on =	. This
completes the induction step. Thus follows the estimate:
|u(x; y)− un(x; y)|6C(1− e−x=):
By taking g(x; y) = C(1 − e−(
−x)=); g(x; y) = C(1 − e−y=) and g(x; y) = C(1 − e−(
−y)=) in turn,
other estimates are proved. The cases = ;  = 1, and = 1;  =  are similar.
Due to the boundary layer estimates, it is clear that the qualitative behaviour of the solution does
not change under regularization. However, the advantages in solving for the regularized solutions in-
stead of the original are that, the regularized problems are well-posed. Hence inverting ill-conditioned
matrices, etc., can be avoided.
5. Numerical examples
Example 1. We consider the equation
−2 9
2u
9x2 −
92u
9y2 + u= f(x; y) in 	;
with the boundary condition (2). The regularized equation is:
4
94un+1
9x4 + 2
2 94un+1
9x29y2 − 2
2 92un+1
9x2 − 2
92un+1
9y2 +
94un+1
9y4 + 2un+1 = Tf + un:
We choose a 26×26 grid on =	 and apply the central di0erence scheme to discretize the regularized
equation. This choice of the numerical method is arbitrary; any other numerical scheme could also
be adopted for the purpose. For
f=1000
(1− cosy)3(1 + cosy)3{6(1− e−x=)(1− e−(
−x)=)3e−2x=
− 18(1− e−x=)2(1− e−(
−x)=)2 e−x= e−(
−x)=
− 3(1− e−x=)2(1− e−(
−x)=)3 e−x=
+6(1− e−x=)3(1− e−(
−x)=) e−2(
−x)=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− 3(1− e−x=)3(1− e−(
−x)=)2 e−(
−x)=}
− 1000
(1− e−x=)3(1− e−(
−x)=)3{6(1− cosy)(1 + cosy)3 sin2y
+18(1− cosy)2(1 + cosy)2 sin2y − 3(1− cosy)2(1 + cosy)3cos(y)
− 6(1− cosy)3(1 + cosy) sin2y + 3(1− cosy)3(1 + cosy)2 cosy}
+1000
(1− e−x=)3(1− e−(
−x)=)3(1− cosy)3(1 + cosy)3
the original solution u to the problem is given by (using MATLAB):
u(x; y) = 1000
(1− e−x=)3(1− e−(
−x)=)3(1− cosy)3(1 + cosy)3:
The graphs of the exact solution u, the numerical solution un and the point-wise absolute error
|u− un| are given in Fig. 1 for = 10−5.
Example 2. Consider the PDE
−9
2u
9x2 − 
2 92u
9y2 + u= f(x; y) in 	;
with boundary condition (2). The regularized equation is
94un+1
9x4 + 2
2 94un+1
9x29y2 − 2
92un+1
9x2 − 2
2 92un+1
9y2 + 
4 94un+1
9y4 + 2un+1 = Tf + un:
For the exact solution
u(x; y) = 1000(1− x=
)3(1− e−x)3(1− y=
)3(1− e−y=)3;
the function f(x; y) is given by (using MATLAB):
f=1000
{
−
(
1− y


)3 (
1− e−y=)3
[
6

2
(
1− x


)
(1− e−x)3
− 18


(
1− x


)2 (
1− e−x)2 e−x + 6(1− x


)3
(1− e−x)e−2x
− 3
(
1− x


)3
(1− e−x)2e−x
]
−
(
1− x


)3
(1− e−x)3
[
62

2
(
1− y


) (
1− e−y=)3
− 18 


(
1− y


)2 (
1− e−y=)2 e−y= + 6(1− y


)3
(1− e−y=)e−2y=
− 3
(
1− y


)3 (
1− e−y=)2 e−y=)
]
+
(
1− x


)3
(1− e−x)3
(
1− y


)3 (
1− e−y=)3
}
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Fig. 1. Example 1,  = 10−5; n= 4: (a) exact solution; (b) numerical solution; (c) absolute error.
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Fig. 2. Example 2,  = 10−5; n= 4: (a) exact solution; (b) numerical solution; (c) absolute error.
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Fig. 3. Example 3,  = 10−5; n= 4: (a) exact solution; (b) numerical solution; (c) absolute error.
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with the same discretization scheme as in Example 1, the regularized solution is computed. Fig. 2
depicts the original solution u, the regularized solution un, and the absolute error |u−un|, respectively,
for = 10−5.
Example 3. Consider (1) and (2) with =  = .
The regularized equation is
4
94un+1
9x4 + 2
4 94un+1
9x29y2 − 2
2 92un+1
9x2 − 2
2 92un+1
9y2 + 
4 94un+1
9y4 + 2un+1 = Tf + un:
For a suitable f, (MATLAB gives an expression lengthier than that in Examples 1 and 2) the
original solution is taken as
u= 1000


2
[
x(1− 2)


+
(2− 1)(1− e−x=)
1− e−
=
]3 [y(1− 2)


+
(2− 1)(1− e−y=)
1− e−
=
]3
:
Fig. 3 shows the graphs of u; un and |u− un| with = 10−5.
Numerical experiments were carried out for various values of  namely, (10−1; 10−2; 10−3; 10−4;
10−5; 10−6; 10−7), but here they are reported for =10−5 only. It is clear that the regularized solution
approximates the original solution well. There are more errors, though negligible (of the order of
10−6 to 10−3), in the boundary layers only.
6. Conclusion
We have shown in this paper that Lardy’s regularization scheme is convergent even when the
operator T in Eq. (1) is unbounded. The convergence of the regularized solution is of order (1=n)
where n is the index of iteration. The solution has been calculated for various values of n, but we
have reported the results for n=5 only. For computational purposes we also take a tolerance limit to
use as a termination criterion for the iterations such as “stop at un when |un− un−1|¡tol”. In other
regularization procedures such as Tikhonov’s, one uses a discrepancy principle (e.g., Morozov’s or
Arcangeli’s) for an a posteriori choice of the regularization parameter, which is not as such applicable
due to integral values of n. However, an optimal choice of the iteration may still be pursued by
taking into consideration, the discretization of the operator I + T 2. The numerical solutions obtained
in Section 5 show that the method is indeed a computationally viable method. The advantages of
the regularization is that ill-conditioned matrices have been avoided in computation, though the price
is paid in solving many similar systems iteratively. Moreover, we remark that other discretization
methods than the central di0erence scheme adopted here, may also be tried for computing the
numerical solutions.
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