Components of wind turbines are subjected to asymmetric loads caused by variable wind conditions. Carbon brushes are critical components of the wind turbine generator. Adequately maintaining and detecting abnormalities in the carbon brushes early is essential for proper turbine performance. In this paper, data-mining algorithms are applied for early prediction of carbon brush faults. Predicting generator brush faults early enables timely maintenance or replacement of brushes. The results discussed in this paper are based on analyzing generator brush faults that occurred on 27 wind turbines. The datasets used to analyze faults were collected from the supervisory control and data acquisition (SCADA) systems installed at the wind turbines. Twenty-four data-mining models are constructed to predict faults up to 12 h before the actual fault occurs. To increase the prediction accuracy of the models discussed, a data balancing approach is used. Four data-mining algorithms were studied to evaluate the quality of the models for predicting generator brush faults. Among the selected data-mining algorithms, the boosting tree algorithm provided the best prediction results. Research limitations attributed to the available datasets are discussed.
Introduction
Growing usage of wind turbines has made maintenance a priority, and diagnosing potential faults is crucial to maintaining the turbine's desired availability. Turbine generators are important components of wind turbines. Harsh environments, variable wind speeds, high humidity, make the turbine generators' components susceptible to damage [1] . In particular, malfunctions of the generator brushes lead to decreased performance of wind turbines. The common problems associated with generator brushes include dusting and damaged slip rings, which lead to arcing and flashover [1, 2] . To mitigate brush malfunctions, different brush designs have been introduced, including brushless generators. Although these modified designs minimize the problems caused by the carbon plate brushes, planned maintenance and replacement remains an issue on current day generators. Traditional maintenance approaches, including scheduled and corrective maintenance have disadvantages in terms of (1) excessive cost, (2) time lost, and (3) loss of an actual component. Condition-based maintenance is a relatively new concept in wind industry aiming to minimize system damage by continuously monitoring the component's condition. Indeed, state-of-the-art research in maintenance has been discussed in the literature [3] [4] [5] [6] [7] .
Supervisory control and data acquisitions (SCADA) systems installed at wind turbines record performance parameters such as wind speed, output power, generator speed, and so on. In addition, SCADA systems record the systems' potential faults expressed as status codes. Analyzing the operational parameters and status codes of a wind turbine can be useful for identifying the relationship between wind turbine performance parameters and actual faults [8] . Further, data-mining techniques can be used to monitor performance of wind turbines [9] [10] [11] . Other applications of datamining in wind energy include: (1) predicting and optimizing power [12] [13] [14] [15] ; (2) modeling abnormal behavior [16, 17] ; and (3) forecasting wind speed [18, 19] .
The research reported in this paper uses data-mining algorithms to predict faults of a generator brush. Analysis was done based on data obtained from 27 wind turbines. Data recorded at 10 min intervals over 4 months constitutes the available dataset for this research.
This paper is organized as follows. The background of the fault discussed in this paper is presented in Sec. 2. The description of a dataset and the data sampling techniques is provided in Sec. 3. The results of the analysis are presented in Sec. 4. Section 5 concludes the research and presents the future research directions.
Fault Description
The fault considered in this paper is attributed to the excessive wear of generator slip ring brushes, which is one of the most common faults occurring in wind turbines. This fault leads to unnecessary downtime because wind turbines are taken out of generation so that brushes can be replaced or cleaned. The turbine monitoring system, that is, the brush limit switch, reports excessive wear to maintenance personnel. In the absence of timely maintenance, however, the turbine needs to be shutdown. Figure 1 illustrates the cause and effect diagram of "generator brush worn" faults. Design imperfections, turbine vibration, aerodynamic asymmetry, and generator overspeed are considered the prime causes of "generator brush worn" faults. Figure 1 clearly illustrates that the design is the main cause of such faults; however, other factors such as turbine vibration and aerodynamic imbalance also need to be considered. Research in component design has resulted in brushless generators where the drawbacks associated with the generator brushes have been eliminated. For existing wind farms, however, the cost of brushless solutions cannot be justified. While the cost to replace or maintain a worn out carbon brush cannot be eliminated, the cost corresponding to the lost operation can be minimized by predicting "generator brush worn" faults in advance. A typical carbon brush lasts for 6 months under normal operation; however, the presence of abnormalities in the system operation can reduce the brush life to a factor of 30% and thus demand early replacement. Figure 2 displays two carbon brushes that wore out one month before the anticipated time. In Sec. 2.1, "generator brush worn" faults are analyzed.
These brushes in Fig. 2 wore out a month prior to the anticipated lifespan.
Fault Analysis Based Upon Status Data.
The switch at the end of the brush reports the information to the SCADA system, where the information is stored in the form of status codes. Both status and operational parameters are used in this paper. Status data is event triggered whereas, operational data is time triggered. Based on the data considered for this research, the delay between acknowledging the status code and maintenance action can be as long 168 h; thereafter, the wind turbine will shutdown. In the present research, data from 27 wind turbines were analyzed. The distribution of faults across 27 wind turbines is shown in Fig. 3 . The faultiest turbine, Turbine 14, is considered for further analysis.
SCADA status data from Turbine 14 indicates that the "generator brush worn" fault occurred more than 100 times in the month during which data was collected. To identify the statuses associated with "generator brush fault," 1 s snapshot files were analyzed. Snapshot files are automatically generated operational data files whenever some critical fault occurs in the turbine. Snapshot files contain data at 1 s increments for the period of 7 min preceding and 3 min after the fault occurrence. Wind turbine status data was mapped with the operational data and the statuses recorded within the past 7 min and within the next 3 min of the "generator brush worn" fault being recorded. On average, more than 30 different statuses were associated with this fault. Table 1 illustrates the various status codes associated with the "generator brush worn" fault. The label "before" in Table 1 signifies the status causing "generator brush worn" faults, whereas the label "after" indicates the statuses generated due to the underlying fault itself. The analysis done here can be helpful to maintenance operators in deciding between the need for actual maintenance or to fix the logic controller. Predicting the fault early, however, is required in either case. Figure 4 shows the power curve of a turbine (here Turbine 14) affected by the brush fault over three consecutive days, Apr. 14, 2010-Apr. 16, 2010 . The power curve had already started to deteriorate, but the turbine is still operational and producing power (Fig. 4(a) ). The fault manifested itself for a time period; therefore, when the deterioration was significant, the turbine was shutdown (Figs. 4(b) and 4(c)). It is also possible that other faults could be responsible for power curve deterioration; however, the impact of the "generator brush worn" fault prevailed in the two-day time period under consideration.
Dataset Description and Preprocessing
The data available for the current research was collected by SCADA systems at 27 wind turbines recorded at 10 min intervals. In addition, the SCADA status data was used to label the fault conditions. Four months of the data collected from Mar. 1, 2010 to July 31, 2010 was analyzed. The description of both data types is provided next.
3.1 SCADA Operational Data. The SCADA system records data on more than 100 parameters averaged over 10 min intervals (10-min data). Typical parameters recorded by SCADA can be broadly categorized into (1) wind parameters, such as wind speed and wind deviations; (2) performance parameters, such as power output, rotor speed, and blade pitch angle; (3) vibration parameters, such as tower acceleration and drive train acceleration; and (4) temperature parameters, such as bearing temperature and gearbox temperature.
3.2 SCADA Status Data. SCADA also records fault and status information whenever they occur. Status indicates a potentially emerging fault. For a typical large-scale turbine, more than 400 different status codes are generated. A status can be triggered due to internal factors (e.g., component temperature or vibrations) or external factors (e.g., wind speed). Depending on the severity of the occurring problem, status codes are identified as category 1 to category 4. Category 1-3 statuses usually become fault in the future, whereas category 4 statuses represent a system update. The "generator brush worn" fault is labeled as a category 2 status.
Data Labeling.
To label the output data, the status data containing the fault information was merged with the operational data. The output (O i À 1 ) was labeled as fault or normal at time i À 1 based upon following logic In Eq. (1), t f is the time at which the fault is recorded in the status data, whereas t þ i À 1 o and t þ i o are the time interval in operational data. The output is labeled as fault at time i À 1, if the fault was recorded in between current time t þ i À 1 o and the next time stamp t þ i o , otherwise the output is normal. (5) were used to measure performance of the algorithms.
The f-metric is also used due to class imbalance of the dataset [19] .
In Eqs. (2)- (4), TFP is the total number of faults predicted, and TNP is the total normal cases predicted. TFM represents the total fault cases misclassified as normal, whereas TNP is the total normal cases misclassified as fault. The objective here is to maximize the sensitivity, while keeping the desired level of accuracy. In Eq. (5), recall is equivalent to sensitivity, whereas precision is the ratio of the number of fault instances identified to the total number of identified cases, both fault and normal.
3.5 Parameter Selection. To avoid the curse of dimensionality and improve the prediction accuracy, irrelevant parameters were removed from the analysis. A combination of data-mining techniques and well-established statistic measures were used to select parameters. The SCADA system records more than 100 parameters to monitor the wind turbine performance, including fixed values. Using domain knowledge, the initial 100 dimensional data was reduced to 50 dimensions. A description of current dataset is provided in Table 2 .
Three known parameter selection approaches-namely chisquare statistic, boosting tree, and wrapper algorithm with genetic search-were employed to identify the best subset of parameters for the prediction. Chi-square is a statistical approach to selecting parameters, whereas boosting tree uses a gradient boosting machine approach to rank the parameters. Wrapper methodology for selecting features uses the learning algorithm as a black box to rank/score subsets of features according to their predictive power. In the present research, a genetic algorithm based ranking approach was used. Table 3 describes the parameters selected based upon the three approaches, chi-square statistic, boosting tree, and wrapper methodology, respectively. Only the top 10 performing parameters were selected for each case. The role of the selected parameters in classifying faults and normal cases can be explained by calculating simple averages. Table 4 lists the 10 selected parameters and their comparison for both faults and normal cases. The parameter selection approach has reduced 50 parameters to 14.
3.6 Data Sampling. The class imbalance problem is prevalent in wind turbines where the fault cases are rare compared with normal cases (that is, when the turbine is fully operational). Considering the huge amount of data, for a typical fault (e.g., rotor imbalance, blade angle asymmetry) the ratio of normal to fault instances can be as large as 1000:1. Class imbalance is considered one of the most critical problems in machine learning and datamining based applications, and has gained attention from the researchers worldwide [20] [21] [22] . Possible recommended solutions to balance the data include: (1) over-sampling of the minority class; (2) undersampling of the majority class; and (3) cost sensitive classification. Irrespective of their widespread applications, these solutions have certain limitations. For example, oversampling might create minority class data points very close to majority data points thereby making the classification task more challenging; undersampling might cause over fitting; and the cost sensitive class classification requires cost information for misclassified cases. Another method of data sampling called data cleaning aims to remove redundant and noisy data points from the majority class. Common techniques include neighborhood preprocessing, Tomek links, and so on. In this paper, a combination of Tomek links and random forest algorithm based data sampling approaches were used.
Tomek Links Based Data Sampling.
In general, data from the majority class can be categorized into four types: noise, borderline, redundant, and safe. Removing noisy, borderline, and redundant data from the majority class can improve the prediction accuracy by making the output class more distinguishable. In this paper's research, the Tomek links based data sampling method was used. Tomek links use Euclidean distance information of input data points to identify borderline and noisy data. For example let us assume p i and p j to be two data points that belong to the minority class, and assume n i to be the data point representing the majority class. The distance between p i and p j is assumed to be d(p i ,p j ), whereas the distance between n i and p i is assumed to be d(p i ,n i ). The data point n i will be Tomek link to data point
All identified majority class forming the Tomek links are removed iteratively. The process is repeated until the Tomek links are identified. In this research, the logic illustrated in Fig. 5 was used for data sampling. Figure 6 describes the application of the logic on one such dataset (e.g., dataset t þ 3). For the particular dataset, the algorithm ran for 50 iterations and the data points from the majority class were removed. Comparing just the minimum distance interclass data points and minimum distance out of class data points made the process computationally efficient.
Random Forest Based Data
Sampling. The application of Tomek links reduces the class imbalance only up to a certain limit because it depends on a distance function defined for the dataset. To further reduce the class imbalance, a heuristic based upon random forest algorithm was developed [23] . Random forest is an ensemble of unpruned classification or regression trees, trained from bootstrap samples of the training data [24] . It uses a random subset of features in the tree induction process and classifies the output class based upon the majority of the decision obtained through individual trees in a random forest. The main emphasis is to reduce the negative instances (majority class) that overlap or close with positive instances (minority class). The extent of overlap or closeness of instances is indicated by the Euclidean distance. Eliminating such negative instances will reduce false negative classification, which can improve the prediction performance. The input of the heuristic will be the cleaned dataset obtained after applying the Tomek links. The initial step of the heuristic is similar to the Tomek link based data sampling method; however, rather than the distance metric an actual classification is performed (Fig. 7) . The number of subsets for the majority class dataset depends upon the ratio of majority and minority class instances. The training data for each subset are obtained by merging all remaining majority class subsets and minority class data, and the algorithm is tested on individual majority class subset data that is not used in training. Because the test data contains only one output class, a dummy output class, which is a positive, is added to the dataset to convert it into a two-class classification. Any misclassified instance potentially resembles the overlap between fault and normal class output and is therefore eliminated. The finally merged dataset is used to train the boosting tree algorithm, which is tested against the blind dataset. The process is repeated for all time-stamped data in the dataset.
For this paper, the number of trees was set to 100. The classification was made through a majority vote, which took the decisions of all trees into consideration. The output obtained using the aforementioned data sampling approaches was compared with the original data (Fig. 8) . Figure 8(a) describes the graphical distribution of both fault and normal class of the 24 datasets that were extracted Transactions of the ASME from the original data. On average, more than 90% of the data belonged to the majority class, which indicates the dataset is highly imbalanced. The initial imbalance in the output class was reduced; that is, the ratio of normal to fault instances became 80%:20% (Fig. 8(b) ). Applying random forest based data sampling reduced the class imbalance ratio to 65%:35% (Fig. 8(c) ). For some of the time-stamped dataset (e.g., t þ 36, t þ 57, t þ 66), the output class became completely balanced. In Sec. 3.7, an approach to select a suitable data-mining algorithm is illustrated.
3.7 Algorithm Selection. Four well-known data-mining algorithms, namely, multilayered perceptron (MLP), boosting tree, k-NN (k ¼ 10), and support vector machine (SVM) were used to build a prediction model at the t þ 21 time stamp. The best performing algorithm was used to perform predictions at 24 time stamps. A description of the dataset for algorithm selection is shown in Tables 2 and 5. Table 6 describes the results obtained using various data-mining algorithms. Compared with other datamining algorithms, boosting tree algorithms produced the best f_measure for fault class and overall best accuracy. It is therefore considered best to build prediction models at all 24 time stamps. Poor sensitivity obtained using the remaining data-mining algorithms depicts their inability to classify the minority (fault) class instances, whereas the boosting tree algorithm appears to be insensitive to class imbalance by producing good sensitivity. Table 7 describes the specific details of data results obtained using boosting tree algorithms at the t þ 21 time stamp. Results on the test dataset indicated that out of 37 fault instances, the boosting tree algorithm was correctly able to predict 31 instances, whereas in the case of normal instances, 101 were correctly predicted out of 127. In Table 7 , the column percentage represents the positive (false output), and negative (normal output) predictive values, whereas, the row values represent sensitivity and specificity. Figure 9 illustrates convergence of the boosted tree. The higher the number of tree, the lower is the average multinomial deviance. Average multinomial deviance is a measure of goodness of fit (estimated in terms of log likelihood of the model of interest and saturated model). In the proposed research, the optimal number of trees was found to be 110 with a maximum tree size being 3.
Discussion of the Computational Results
In this section, the results produced by the boosting tree algorithm are presented. The boosting tree algorithm is an ensemble learning algorithm that combines many weak classifiers to produce a power committee. In this approach, the output of a particular instance is computed by averaging the output of several classifiers [25] [26] [27] . For the current analysis, the learning rate was set to 0.1. Two-thirds of the dataset was used to train the boosting tree, whereas the remaining one-third was used for testing. Table 8 describes the results of the analysis on 24 different datasets. The results of three cases, (1) the original dataset; (2) the sampled dataset based upon Tomek links only; and (3) the sampled dataset using Tomek links and random forest algorithm, are displayed in Table 8 . Prediction accuracy on the cleaned dataset using both Tomek links and random forest algorithm was found in the range 82.1%-97.1% for all time stamps, whereas accuracy in predicting fault cases was found in the range 59.2%-100%. The significant improvement in accuracy indicates the effectiveness of data sampling methods. Figure 10 compares the performance of all three cases in terms of the relative f_measure. The f_measure obtained using Tomek links and random forest based data sampling was always found to be better than the other two cases. In addition, it is important to mention that the misclassification costs for both fault and normal class output were kept the same; that is, equal to 1. The reasonable amount of accuracy for all 24 datasets indicates that the boosting tree algorithm is able to learn efficiently even in the case of class imbalance.
The results presented in this paper offer early prediction of emerging faults. This allows operators to schedule maintenance and minimize operations and maintenance cost. In addition, the potential of collateral and severe faults is reduced. This paper presented a methodology to predict the "generator brush worn" fault in wind turbines. Information from the SCADA operational data and status data were used to generate datasets for making predictions. Analyzing wind turbine status data indicated that other than poor brush design, the main contributing factors causing worn generator brushes were drive train acceleration, generator speed, torque, and aerodynamic asymmetry. The importance of these parameters was validated by different parameter selection approaches. The computational results reported in the paper demonstrated that in most cases, faults can be predicted with a reasonable accuracy 12 h before they occur. Applying data sampling techniques improved the average prediction accuracy by 12% compared to the original data. Further improvements in prediction accuracy can be obtained by finding an optimal number of subsets from the majority class data.
Due to the data sharing practice, only low frequency (10 min) data was available for the current research. Future work will be directed toward testing the proposed model on high frequency data (e.g., 10 s or higher). Extending the prediction horizon to 24 h and beyond is a topic for future research. 
