Abstract-Positive definite kernels are an important tool in machine learning that enable efficient solutions to otherwise difficult or intractable problems by implicitly linearizing the problem geometry. In this paper we develop a set-theoretic interpretation of the Earth Mover's Distance (EMD) that naturally yields metric and kernel forms of EMD as generalizations of elementary set operations. In particular, EMD is generalized to sets of unequal size. We also offer the first proof of positive definite kernels based directly on EMD, and provide propositions and conjectures concerning what properties are necessary and sufficient for EMD to be conditionally negative definite. In particular, we show that three distinct positive definite kernels -intersection, minimum, and Jaccard index -can be derived from EMD with various ground distances. In the process we show that the Jaccard index is simply the result of a positive definite preserving transformation that can be applied to any kernel. Finally, we evaluate the proposed kernels in various computer vision tasks.
INTRODUCTION
T HE earth mover's distance (EMD) is a metric that measures the minimum amount of one histogram that must be altered to transform it into another. EMD is commonly used in computer vision for comparing color distribution or texture histograms of images for content based image retrieval [1] [2] [3] [4] [5] . If each histogram is represented by piles of dirt, EMD is the minimum cost required to move the dirt of one histogram until it acquires the distribution of the other, and from this interpretation does it receive its name (first used in print by Rubner et al. [5] ). EMD, however, has a much longer history than its use in computer vision would imply. Gaspard Monge originally laid the groundwork for EMD in 1781 [6] , and the problem was reformulated in the mid-20th century by Leonid Kantorovich [7] [8] . Thus does EMD receive its other name, the Monge-Kantorovich mass transportation distance, under which it is applied in economics, fluid mechanics, meteorology, and partial differential equations (PDEs) [9] [10] . In statistics, EMD is also known as the Wasserstein or Mallows distance between probability distributions [11] . For a more comprehensive description of its history, the reader is referred to Vershik's recent paper on the subject [12] . EMD is normally understood to be a discretized version of the Monge-Kantorovich distance, which is defined for continuous measures. Regardless of the context, we will henceforth use EMD to refer to this distance in all of its various forms.
The ground distance refers to the cost function chosen to define the distance between histogram bins. EMD is usually assumed to possess a Euclidean ground distance, and references to other ground distances can be difficult to obtain. Igbida et al. [13] study EMD in the context of PDEs with a discretized version of the Euclidean ground distance rounded up to the nearest whole number. Ling and Okada proposed an efficient tree-based algorithm for computing EMD with a Manhattan ground distance, and Pele and Werman [4] explored the effect of applying a threshold to various ground distances and its impact on computation time and accuracy. In the realm of image retrieval, EMD is often applied as a metric for nearest neighbor searches. EMD has also been applied in kernel methods for texture and object category classification with support vector machines (SVMs) [14] . A kernel is a function that possesses certain properties, namely symmetry and positive definiteness, that can be used to efficiently solve certain nonlinear problems as though they are linear. However, it is not known whether EMD is negative definite, i.e. whether the kernels derived from it are genuinely positive definite. In fact, there is evidence to the contrary for a Euclidean ground distance [15] . Regardless, it continues to be used successfully for various purposes such as facial expression analysis [16] and EEG classification [17] , and methods to ensure positive definiteness have been explored [18] . Marco Cuturi [19] suggested using the permanent of the transportation polytope, which is guaranteed to be positive definite if difficult to compute. Grauman and Darrell [20] on the other hand proposed a positive definite approximation of a maximum-cost version of EMD that also has the advantage of being easier to compute.
Our work introduces the first ground distances for which EMD can be proved to be negative definite, showing that EMD equipped with the 0-1 distance,
is directly related to the well-known intersection kernel [21] [22] . In addition, an entire class of ground distances is shown to yield scaled versions of the min-kernel, and we provide compelling evidence that another class of ground distances may also yield positive definite kernels.
In the process, we provide a set theory based motivation for EMD and new kernel forms utilizing EMD as a measure of set intersection where element identity is not binary. In addition, we also show how the well-known Jaccard index and distance may be derived from EMD and provide a new proof of the Jaccard index's positive definiteness, which has already been the subject of at least two papers [23] [24] . However, our proof shows that the Jaccard index is simply the result of a positive definite preserving transformation that can be applied to any kernel. In particular, given a positive definite kernel K, the transformation K T defined as
is positive definite and ranges from −1/3 to 1. As a corollary, we deduce that the biotope or p-smoothing transform D T of a function D,
preserves negative definite properties in addition to metric properties. Figure 1 provides a graph of proposed EMD metrics and kernels including their relationships to one another. The paper is organized as follows. Information including definitions and theorems useful for understanding the content of the paper is presented first. Next we discuss the set-based interpretation of EMD, stating several metrics and prospective kernels without elaborating much on their definiteness. We follow this with a section presenting necessary and sufficient conditions for EMD to be negative definite. Finally, we evaluate the proposed kernels in multiple domains of computer vision using SVMs and demonstrate how some of the propositions can be applied practically.
PRELIMINARIES
This section provides definitions, lemmas, and other material that is useful if not necessary for following the rest of the paper.
Metrics
A metric on a space X is a function D : X × X → R that satisfies certain properties. 
The Euclidean distance is a metric. We also define the term semimetric to indicate satisfaction of all of the preceding properties except for the triangle inequality. An example of a semimetric is the squared Euclidean distance, and a simple example of it failing the triangle inequality may be noted with the points x = (0, 0), y = (0, 2), and z = (0, 1) as elements of R 2 . We will use the term discrete metric to refer to the 0-1 distance defined by (1) . As can be inferred from its name, the discrete metric is a metric.
Kernels
A kernel on a space X is, in general, a function K : X × X → R. Be aware that our notation condenses the double summation when each index i and j shares the same range.
DEFINITION 2.
A kernel K is positive definite if and only if it is symmetric and for any choice of n distinct elements x 1 , . . . , x n and real numbers c 1 , . . . , c n ,
If the constraint
This condition is equivalent to testing whether the Gram matrix for the chosen elements G K = [K(x i , x j )] is positive semi-definite via a quadratic form, i.e. c T G K c ≥ 0 where c = c 1 , . . . , c n T . A (conditionally) strictly positive definite kernel is one in which the preceding inequalities are strict. One may note that positive definiteness implies conditional positive definiteness, but the converse does not hold. Negative definite kernels of each respective type arise by simply reversing the inequality. Consequently, if K is positive definite, then −K is negative definite. Positive definite kernels are useful for a variety of machine learning tasks including classification, regression, and principal component analysis. Positive definiteness is an attractive property because it implies the existence of a mapping φ : X → H from X to some Hilbert space H in which the kernel gives the value of the inner product and certain nonlinear problems in X become linear, i.e.
This property is the key component of the so-called "kernel trick" [25] for SVMs, wherein a separating hyperplane is implicitly found without ever working directly in H. Note that we follow traditional nomenclature for kernels in that positive definite and strictly positive definite kernels roughly correspond to positive semi-definite and positive definite matrices, respectively. The following three theorems are adapted from Berg et al. [26] and form a basis for several later propositions. The first two theorems propose a relationship between conditionally negative definite and positive definite kernels.
Theorem 1 ( [26]
). Let X be a nonempty set and let K : X × X → R be a symmetric kernel. Then K is conditionally negative (positive) definite if and only if exp(uK) is positive definite for all u < 0 (u > 0).
As an example of the theorem, consider the squared Euclidean distance on vectors x and y as
We can conclude that the squared Euclidean distance is conditionally negative definite since exp(uK), u < 0, is equivalent to the Gaussian (or radial basis function (RBF)) kernel that is known to be positive definite. The standard kernel used with EMD relies upon Theorem 1 with u < 0 and K equal to EMD presumed to be conditionally negative definite. Kernels of the form exp(uK) with arbitrary K are sometimes called generalized RBF kernels. The following lemma provides a more direct link between positive and conditionally negative definite kernels.
Lemma 1 ( [26]
). Let X be a nonempty set, x 0 ∈ X, and let D :
The next theorem demonstrates one way to produce a positive definite kernel from others, showing that positive definiteness is closed under multiplication.
Note that this theorem, originally proved by Schur in 1911 [27] , implies that products of positive and negative kernels are negative definite. Similarly, the product of two negative definite kernels is positive definite. The theorem does not, however, apply to conditionally definite kernels.
The next two propositions come from Boughorbel et al. [21] and were involved in the derivation of the generalized histogram intersection kernel, which we will see bears close relation to our own proposed kernels. As a preview of upcoming proofs and an example of working with kernels, a proof of Proposition 1 is given.
is both a conditionally positive and conditionally negative definite kernel for any function f .
Proof. Let c 1 , . . . , c n and x 1 , . . . , x n be defined as in Definition 2 with
Proposition 2 ( [21] ). If K is negative valued and a conditionally positive definite kernel, then 1/(−K) δ is positive definite for all δ ≥ 0.
Measures
A measure µ(A) is a function on a set A that generalizes the notion of area, volume, or length. The measure of a subset is less than or equal to that of its superset, i.e.
Measures also possess countable additivity, i.e. the measure of N disjoint sets is the sum of their measures. We assume that we are dealing with finite, non-negative measurable sets for the remainder of the paper. A measure space (X, µ) is a space X paired with a measure µ. Cardinality is sometimes referred to as the counting or discrete measure. A measure space endowed with a metric d is denoted (X, µ, d). We will use the terms mass, size, and measure interchangeably to denote the value of µ(A).
Multisets
A multiset is traditionally a set containing multiple copies of the same element. The multiplicity of an element x is a positive integer indicating how many copies of x are contained in a given multiset A. In the following discussion, we generalize the definition of a multiset to include any set of positive measure, where the membership is a positive real number indicating an element's or subset's multiplicity. With this definition, we may also include probability distributions and other continuous functions. Let f A (x) be the mass density (or multiplicity) function of the multiset A ⊂ X, where X is the universal set and x ∈ X. For a multiset A with density function f A (x),
Note that for a standard set A (i.e. not multiset), f A (x) = 1 for all x ∈ A. For any element x not contained in A, f A (x) = 0. The membership of an element x ∈ A is contingent upon f A (x) > 0, and the support of a multiset supp(A) is the set of all elements x ∈ X for which f A (x) = 0. The density function completely defines a multiset. We use the term singleton to denote a multiset A with support satisfying
for some fixed element x 0 ∈ A. We generalize the definition of a subset A ⊂ B in the space X to be such that f A (x) ≤ f B (x) for all x ∈ X. The density function for the intersection of two multisets A and B is defined as
and the union is defined in a similar manner:
We also define the sum of two sets as
As just demonstrated, we will henceforth use the terms multisets and sets interchangeably with context indicating which is meant in the strict sense.
Note that we prefer the use of multisets to histograms as they allow a more general definition of the ensuing metrics and kernels. Histograms are effectively fixed finite sets of bins usually only compared to histograms with the same set of bins. Multisets, however, do not imply a discrete finite space and can be unbounded. This will become more relevant in our discussion of EMD.
Earth Mover's Distance
We consider EMD to be a metric between two multisets. Note that EMD, however, is only a true metric for sets of the same size [5] . Application of EMD requires specification of a cost or ground distance D(a, b) between any two set elements a and b and computation of the flow f (a, b) of mass from a to b. EMD may then be defined as the solution of the following linear programming problem, which calculates the minimum cost maximum flow:
subject to the constraints
a∈A b∈B
Constraints (16) and (17) state that the amount of each element transported is limited by the available mass in each set centered on that element. By similar reasoning, note that the sum of the overall flow is constrained to be equal to the mass of the smaller set (18), effectively forcing the transportation of the maximum possible amount of mass. In addition, note that our definition of EMD differs slightly from that of Rubner et al. [5] , which scales (15) by the inverse of the total flow. For sets of the same size, Rubner's definition is just (15) scaled by a constant factor. For convenience, we have defined EMD with the assumption that A and B are both equipped with the discrete measure. The definition of the Wasserstein distance provides a generalization to continuous measures. We will restrict further discussion to discrete measures for simplicity.
A SET THEORETIC INTERPRETATION OF EMD
Suppose we are given a measure space (X, µ, D). Furthermore, suppose we have two subsets A and B of this space, each with finite measure. The general idea is to express basic set functions such as intersection and set difference in terms of EMD. Typically, a binary relation is assumed in which two elements are either equal or not. In other words, typically the discrete metric is used to determine whether elements in two sets are the same or not. Sometimes, though, we can quantify their degree of equality more precisely than a simple "equal" or "not equal." To highlight an issue with the binary approach, consider two sets of two-dimensional points where one is a slightly perturbed version of the other. The points can individually be compared by the Euclidean distance or some other norm. According to the strict definition of set intersection given by (12) , their intersection is empty despite the fact that they are clearly related by their elements. EMD provides a natural method to compare the sets, although it is proportional to their difference rather than intersection. We will show, however, that one can use EMD to get a measure of the point sets' intersection that incorporates the chosen norm for comparing elements.
We will see that EMD and subsequent related functions define soft generalizations or approximations of classic set operations. First, however, let us observe how classic set operations (of two sets) can be formulated as special cases of EMD.
Proposition 3.
Let EMD 0-1 be EMD equipped with the discrete metric as the ground distance. If µ(A) ≤ µ(B), then
Proof. Since the discrete metric satisfies identity and triangle inequality, the minimum cost maximum flow from an element a ∈ A to itself a ∈ B is
The equality cannot be greater than as this would violate either contraint (16) or (17) . The equality also cannot be less than since we could find a cheaper flow by enforcing (20), thus contradicting the fact that f is minimum-cost. The remainder of the mass not mapped by inclusion can be transported arbitrarily and still be minimum-cost, and thus
where f is an arbitrary flow satisfying (16), (17), (18), and (20) . The proposition directly follows from these constraints:
combined with (10) and (12),
From Proposition 3 we can easily deduce that set intersection is simply the size of the smaller set minus EMD equipped with the discrete metric, i.e.
We can also easily deduce the union using the well-known relation between intersection and union:
Finally, we can determine the larger of the set differences and the symmetric difference:
Observing these equations, it is relatively easy to extrapolate generalizations of these set operations by changing the ground distance. We assume, however, that the ground distance is bounded by some threshold t, which indicates the point at which two elements are considered "not equal." For practical purposes, if the measure space (X, µ, D) is unbounded, then it suffices to choose t greater than or equal to the diameter of the dataset. Alternatively, one may apply a threshold to the ground distance to produce D t (x, y) = min {t, D(x, y)}. Note, however, that applying a threshold will change the value of EMD and possibly affect it and the ground distance's properties.
Observing (24), we may note the first result of this interpretation of EMD: a positive definite kernel [21] [22] derived directly from EMD! Shortly we will show that this implies that EMD 0-1 is conditionally negative definite and how this result can be generalized to other ground distances. First, however, we introduce the generalized set operations EMD, SEMD, and EMI and show how they fit into existing research on metrics and kernels. Table 1 summarizes the basic set operation to which each generalization corresponds.
Metrics
This subsection discusses EMD based functions that measure the differences between sets. Some of these functions are already known but have never been incorporated into a set-based interpretation. We dub them metrics because it has been proven through various sources that they are metrics for metric ground distances. 
Function
Set Operation
Symmetric EMD
Pele and Werman introduced EMD as a means to calculate EMD between unnormalized histograms [3] for use in nearest neighbor calculations and image retrieval. Their metric, however, readily fits into our set-based framework as a measure of the set difference of the smaller set from the larger. After all, its form is almost identical to that of (26):
EMD also readily yields a generalization of the symmetric difference (27) , which we call Symmetric Earth Mover's Distance (SEMD):
In both cases, α is a scaling factor that alters the threshold used for element comparison and the cost of an unmatched element. Effectively, α denotes the value of one unit of measure. Pele and Werman [3] proved that EMD is a metric for α ≥ t/2, assuming the ground distance is also a metric. Note that our representation of EMD differs slightly from the original in that we have merged t into the value of α. With a discrete ground distance and α = 1, both EMD and SEMD reduce to their respective classical set operations.
Jaccard EMD
We can also generalize any function that can be expressed in terms of basic set operations. One such function is the Jaccard distance. The Jaccard distance is the complement of the Jaccard index, both of which have been known under a variety of names including Steinhaus (for arbitrary measure), biotope, Tanimoto, and Marczewski-Steinhaus [28] . The Jaccard index J and distance J D between two sets A and B are given by
If A = B = ∅, then J(A, B) is defined to be 1. We can thus define the Jaccard Earth Mover's Distance (JEMD) as a generalization of (32) by noting that µ(A ∪ B) = 
.
The metric properties of JEMD are easily derived by noting that it is the biotope transform (or p-smoothing transform with p = ∅) [28] of SEMD and is therefore a metric whenever SEMD is a metric. Note that through (30) it is also equivalent to the biotope transform of EMD α/2 . With a discrete ground distance and α = 1, JEMD is equivalent to the Jaccard distance. JEMD and even EMD were originally proposed under different names for point sets by Ramon and Bruynooghe [29] , although neither a connection to EMD nor the Jaccard index was acknowledged. JEMD was independently discovered and generalized to multisets of arbitrary measure by Gardner et al. [30] , where it outperformed EMD in a nearest neighbor setting. Lower and upper bounds for JEMD can be easily computed [30] :
Kernels
Now we propose kernel forms derived from EMD's connection with set intersection. In particular, we propose Earth Mover's Intersection (EMI) and Earth Mover's Jaccard Index (EMJI). Unlike the preceding metrics (which are proved to satisfy metric properties), the proposed kernels are not proved to be positive definite in the general case.
Earth Mover's Intersection
Similar to the derivations of SEMD and JEMD, the generalized set intersection EMI is relatively easy to determine:
This can also be used to define a generalized pyramid match kernel [20] , which uses histogram intersections at various resolutions to approximate a partial matching between sets of image features. An exploration of this idea is beyond the scope of this paper.
Earth Mover's Jaccard Index
Given the definition of the Jaccard distance in terms of EMD, it should come as little surprise that we can define a generalization of the Jaccard index as well:
One may note that it maintains the relationship implied by (32) regardless of the ground distance.
A Positive Definite Preserving Transformation
In addition to the identities given above for EMI, we can also derive the following:
where α is omitted for brevity. Intuition suggests that the positive definiteness of EMI and EMJI should be linked in a similar manner to the way in which EMD and JEMD are linked by a metric preserving transformation. This form suggests the possibility of a positive definite preserving transformation. In this subsection, we show that such a transformation does exist for arbitrary positive definite kernels and that it normalizes kernel values such that K(x, x) = 1 post-transformation. As a side-effect, we prove that the biotope transform is conditionally negative definite preserving. Let us first prove the following requisite lemma, which produces a negative valued and conditionally positive definite kernel from an arbitrary positive definite kernel K. For the statement of the lemma, note that if K(x, x) = K(y, y) = 0 does not imply x = y, then we may always instead consider K on the quotient space of X with respect to X 0 = {x | K(x, x) = 0} , since (40) follows from positive definiteness.
Lemma 2.
If K : X × X → R is positive definite and
is negative valued and conditionally positive definite on the space X \ {p}.
Proof. Note that by virtue of being positive definite,
and therefore K 0 is negative valued unless
which can only happen if x = y = p. By hypothesis,
for any choice of real numbers c i and elements x i . Note that the following holds regardless of positive definiteness:
If we constrain n i=1 c i = 0, then we can deduce by Proposition 1 (with f (x) = K(x, x)) that the second term equals zero. Therefore, we have n i,j=1
completing the proof.
We are now ready to prove that the transformation is positive definite preserving. 
is also positive definite. If K(x, x) = K(y, y) = 0, we define
Proof. Without loss of generality, assume K(x, x) = K(y, y) = 0 =⇒ x = y = p and let us restrict K in the following discussion to X \ {p} . Let us first note that the denominator in (47) is the opposite of K 0 from Lemma 2, which is negative valued and is also conditionally positive definite. Thus by Proposition 2 with δ = 1,
is positive definite. We therefore have the product of two positive definite kernels
which is itself positive definite by Theorem 2.
In order to include the case x = y = p, we note that if φ : X → H is the kernel's feature mapping into the Hilbert space H, then K(p, p) = φ(p), φ(p) = 0 =⇒ φ(p) = 0, which further implies
Thus, K T is positive definite.
In addition, Theorem 3 also holds for strictly positive definite K. Using Theorem 3 with K as the intersection kernel therefore provides an easy proof for the positive definiteness of the Jaccard index, which was proved to be positive definite and strictly positive definite by Gower [24] and Bouchard et al. [23] . In addition, the transformation defined by (47) can be nested indefinitely such that lim
where
T is the k-th nested transformation. From (32) we can also deduce the following corollary. Corollary 1. Let D be a conditionally negative definite kernel. The kernel biotope transform of D with respect to p, defined as
is also conditionally negative definite.
Proof. We can define a positive definite kernel K according to the relation given by Lemma 1, i.e.
Using
We see that the denominator of D T is the same as that of K T . Note then that
If x 1 , . . . , x n ∈ X, c 1 , . . . , c n ∈ R, and
We have thus shown that D T is conditionally negative definite.
Taking note of the bounds on K T , we can deduce that 0 ≤ D T (x, y) ≤ 4/3 and D T (x, y) > 1 if and only if D(x, y) > D(x, p) + D(y, p).
Note that D T reduces to the standard biotope transform if D satisfies identity. Therefore, the biotope transform preserves conditional negative definiteness in addition to metric properties. For example, suppose A and B are sets and D(A, B) = α|µ(A) − µ(B)|. This kernel is conditionally negative definite as it is equivalent to the symmetric difference between P (A) and P (B), where P : X → {x} is a surjection that maps all of X onto a single point x ∈ X. By Corollary 1 with p = ∅ followed by some simplification, we can conclude that
is conditionally negative definite. We can therefore note from (34) that JEMD is bounded above and below by conditionally negative definite kernels.
EMD IS CONDITIONALLY NEGATIVE DEFINITE FOR A CERTAIN CLASS OF GROUND DISTANCES
EMD is highly dependent upon the ground distance and has a propensity for inheriting the ground distance's properties. In fact, it is relatively easy to prove that for sets of equal measure, EMD satisfies a given metric property if and only if the ground distance satisfies that property. The most difficult of these is triangle inequality, which was shown by Rubner [5] . Intuition suggests that conditional negative definiteness may be similarly inherited. We already know from Proposition 3 that EMD with the discrete metric is equal to the symmetric difference. In addition, we know that set intersection is positive definite [21] . By Lemma 1 with x 0 = ∅ and K as set intersection, we can conclude that the symmetric difference (as D) is conditionally negative definite. As a result, we have shown that EMD 0-1 is conditionally negative definite. More generally,
and thus by Lemma 1 we can conclude that EMD α/2 and SEMD α are conditionally negative definite if EMI α is positive definite (EMD can only be conditionally negative definite for sets of the same size). Consequently, by Theorem 1 we have shown that EMD can in fact yield positive definite RBF kernels. Does our prior intuition regarding property inheritance match with these results? The following proposition answers in the affirmative and is expanded in the proposition immediately after it.
Proposition 4.
The discrete metric is conditionally negative definite.
Proof. Let c 1 , . . . , c n be a set of real numbers such that
. . , x n be members of an arbitrary space X endowed with the discrete metric. Then n i,j=1
(60) Thus, the discrete metric is conditionally negative definite.
Proposition 5.
If EMD is conditionally negative definite for sets of constant size, then the ground distance is conditionally negative definite.
Proof. Let D be the ground distance. Consider a collection of singletons X i = {x i }, each with µ(X i ) = s, s > 0. By hypothesis, n i,j=1
for any choice of multisets X i and real numbers c i where
Therefore sD is conditionally negative definite. Since s is just a positive scalar, we can conclude that D is conditionally negative definite as well.
We have thus provided evidence that EMD can be conditionally negative definite, and the definiteness of the ground distance plays a significant role in determining this. However, the discrete metric is only one data point and does not on its own suggest a trend nor imply that its case is not unique. We will therefore present results for two classes of ground distances: conditionally negative definite kernels D : X × X → R of the form g(x) + g(y) and the form β − K, where g : X → R is an arbitrary function and K : X × X → R is a positive definite kernel. Before we can propose relevant theorems, however, we must first introduce a new definition of EMD. Whereas EMD α was introduced with the assumption of a thresholded ground distance, the definition we propose here has no such limitation. Instead of stating that any unmapped mass computed from EMD(A, B) must belong to A\B (assuming A is larger) and choosing a threshold that determines the value of a single unmatched element, we choose to transport the excess mass to some sink p ∈ X. To express this transportation of excess mass, we define
where both series are shown to emphasize the symmetry of EMD p even though at least one must be zero due to EMD's constraints. Strictly speaking p does not have to be an element of X (in which case the cost of transporting mass to p could not be expressed by D). However, it is convenient for the rest of this section to assume so unless otherwise noted. We can thus define
Using (59) as a guide, we can also define
We are thus prepared to present the following proposition, which proves that for all ground distances of the form g(x)+ g(y), EMD is conditionally negative definite (for sets of the same size).
Proposition 6.
If there exists a function g : X → R such that the ground distance D(x, y) = g(x) + g(y), then EMD is conditionally negative definite for sets of constant size and EMI p is positive definite for sets of arbitrary size and any choice of p such that g(p) ≥ 0.
Proof. Let f (a, b) be the minimum-cost maximum flow between A and B. By definition,
Applying constraints (16), (17), and (18) with the fact that µ(A) = µ(B) yields
In other words,
By Lemma 1, EMD is conditionally negative definite. Now we shall show that EMI p is positive definite for g(p) ≥ 0 by showing that it reduces to the min-kernel.
Applying constraint (18) yields
Since the min-kernel is known to be positive definite and g(p) ≥ 0, we can deduce that EMI p is positive definite for sets of arbitrary size.
In (68), EMD once again exhibits its tendency to inherit properties from the ground distance. We may also note that EMI p reduces to just the min-kernel scaled by a function of p. We may also use this as an example of a situation where p does not have to be a member of X. Suppose f (x) ≤ 0 for all x ∈ X. The proposition implies that we cannot find a positive definite EMI x . We may however arbitrarily define a hypothetical element p and augmented function h : (X ∪ {p}) → R such that h(p) > 0 and h(x) = g(x) for x = p. The augmented function h satisfies the conditions of the proposition, and EMI p will be positive definite. Alternatively, of course, one could simply negate EMI x . Next we note a general result for EMD before noting its implications for ground distances of the form β − K.
Proposition 7.
If EMD is conditionally negative definite for sets of constant size and ground distance D : X × X → R and there exists x t ∈ X such that D(x, x t ) ≥ D(x, y) for all x ∈ X \ {x t }, y ∈ X, then EMD xt is conditionally negative definite for sets of arbitrary size.
Proof. By definition,
If µ(A) = µ(B), then EMD(A, B) = 0. Let X 1 , . . . , X n be subsets of X, S = max i {µ(X i )}, and X 1 , . . . , X n be singletons satisfying
We can create equal mass sets X i by adding X i and X i , i.e.
Now consider EMD(X i , X j ) and its minimum-cost maximum flow. Since D(x, x t ) ≥ D(x, y) for all x = x t , the minimum-cost flow between X i ⊆ X i and X j ⊆ X j is the same as that computed for EMD(X i , X j ). If the flows were not the same, we would arrive at a contradiction since this would imply D(x, x t ) < D(x, y) for some x, y. Any mass not mapped by the flow of EMD(X i , X j ) must consequently be transported to x t at cost
Thus,
We may also note that
and consequently,
Since µ(X i ) = S for all i, EMD(X i , X j ) is conditionally negative definite by hypothesis. In addition, C is equivalent to the min-kernel and hence positive definite. The opposite, −C, is (conditionally) negative definite. Therefore, as it is the sum of two conditionally negative definite kernels, EMD xt is conditionally negative definite.
The proposition relies upon the assumption that x t ∈ X. In fact, if one simply augmented every set with mass located at an arbitrary x ∈ X until each set was the same size and computed EMD only between the augmented sets, then one would trivially have a conditionally negative definite version of EMD for sets of arbitrary mass. However, this would not be an accurate reflection of EMD between the unnormalized sets unless the conditions of Proposition 7 were met. Computing EMD as proposed, wherein the excess mass is transported separately to an external sink, allows the original value of EMD to be used rather than compute a new flow that might distort the relationships between the sets and their respective elements.
If the conditions of Proposition 7 are satisfied and
then we may note that EMD xt = EMD α . We may also deduce that the ground distance is of the form β − K, where K is positive definite. As stated, we assumed that x t ∈ X. However, considering a hypothetical x t ∈ X does not appear to be too great of a leap for this form of ground distance, as we can always create such an element if desired, as outlined in the following proposition.
Proposition 8.
A conditionally negative definite kernel D : X × X → R is of the form β − K, where K is a positive definite kernel, if and only if there exists an element x t and α ≥ β/2 such that D * : (X ∪ {x t }) × (X ∪ {x t }) → R is conditionally negative definite, where
Proof. The "if" part is easily shown by an application of Lemma 1 with x 0 = x t , which yields K * = 2α − D * . Since D operates on a subset of the domain of D * , this implies that K = 2α − D is also positive definite and that D is conditionally negative definite and of the required form with β = 2α.
The "only if" part requires us to prove that D * inherits its definiteness from D. Therefore, consider the kernel
If α ≥ β/2, then
where = 2α − β ≥ 0. Considering the feature map φ : X → H such that H is a Hilbert space and K(x, y) = φ(x), φ(y) , we may note that K * is equivalent to adding a constant extra feature of magnitude √ to each feature vector φ(x). We can conclude then that K * is equivalent to an inner product (the dot product) in this augmented Hilbert space and is therefore positive definite. By Lemma 1, D * is conditionally negative definite.
The preceding thought process leads to the following conjecture, an easy proof of which is currently limited by the inability to assume a priori that there exists x t ∈ X satisfying (82). A characterization of kernels of the form β −K is given by Berg et al. [26] .
Conjecture 1.
If D is a conditionally negative definite kernel of the form β − K, where β is a constant and K is a positive definite kernel, and EMD is conditionally negative definite with ground distance D for sets of constant size, then EMD α is conditionally negative definite with ground distance D for α ≥ β/2 and sets of arbitrary size.
The conditional negative definiteness of EMD is intimately linked to the positive definiteness of EMI. In fact, if there exists a conditionally negative definite ground distance D for which EMD is conditionally negative definite for sets of constant size, then there exists a positive definite ground distance K such that EMD computed from a maximum-cost maximum flow with respect to K is positive definite for sets of constant size. Let us assume that
Thus we see that EMI is equivalent to EMD formulated as a maximization instead of a minimization (and specification of p is not required). In order to see that one may simply maximize with respect to K and still yield the same flow as a minimization with respect to D, note from (66) and (67) with
is constant for fixed A, B and does not depend upon the flow. Furthermore, if EMD p is conditionally negative definite as we conjecture, then we can conclude that EMI is positive definite for sets of arbitrary size for certain positive definite ground distances. To summarize, EMD formulated as a maximization tends to inherit positive definiteness for sets of arbitrary size, and EMD formulated as a minimization tends to inherit conditional negative definiteness for sets of constant size. The restrictions on set sizes for conditionally negative definite ground distances has an intriguing parallel to the conditions imposed on c i in the definitions of conditionally positive and negative definite kernels. These observations also shed some light on how the pyramid match kernel [20] , composed of intersections, can provide a suitable positive definite alternative to EMD. As one final example of EMD inheriting the form of its ground distance for sets of constant size s, we may note that EMD also inherits the form β − K,
although we cannot guarantee that K = EMI β is positive definite without a proof of Conjecture 1. It is interesting to note that the discrete metric is of the form β − K, which is easily shown by observing that 1 − d 0-1 is positive definite. In fact, the discrete kernel
T converges to for any initial K satisfying 2K(x, y) = K(x, x) + K(y, y) if and only if x = y.
We also see a sufficient condition for EMD's conditional negative definiteness in that if the quantity f (a, b)K(a, b) is positive definite (where care is taken to distinguish flows between different sets), then EMI is trivially positive definite by an application of the derived subsets kernel [25] . Likewise, it is sufficient if f (a, b) is itself positive definite since Theorem 2 would imply that f (a, b)K(a, b) is positive definite. We may note that this condition is not necessary, however, since for the discrete ground distance any unit of mass not mapped by identity can be given an arbitrary destination as part of some minimum-cost flow, and we can therefore easily construct non-positive definite flows.
EXPERIMENTAL EVALUATION
Experiments were performed on three datasets to assess the performance of the proposed kernel forms for EMD in SVM-based classification. Note that the purpose of the experiments is to examine the kernels' quality for classification, not design nor compete with state-of-the-art recognition systems. In particular, we explored texture recognition, object category classification, and hand posture recognition. In each case, we evaluated classification performance for both normalized and unnormalized sets, where a set is normalized by scaling its total mass to be 1. Each of the experiments continues to rely on the assumption that EMD is conditionally negative definite for a Euclidean ground distance. For object category classification, we assume the same for a squared Euclidean ground distance. In addition, parts of the experiments rely on the unproven assumption that applying a threshold is a conditionally negative definite preserving transformation. Our research did not discover any existing theorems regarding the following conjecture, which states the assumption more formally. Pele and Werman show that a similar theorem for metrics is true [4] .
Conjecture 2.
If D : X × X → R is a conditionally negative definite kernel and t ∈ R, then the thresholded kernel
Multiple thresholds for each chosen ground distance were tested. For all experiments, α = 1 may be presumed. A chosen threshold of t denotes that only features within a t-radius hypersphere are considered comparable. Pele and Werman also showed that thresholds enable faster computation of EMD [4] , and thus their algorithm was used to calculate EMD and its derivative kernels in each experiment.
Kernel-based SVMs serve as the primary means of classification. A positive or negative classification of a query x is given by the sign of
where γ i is the learned weight of the support vector s i and b is a learned threshold. One-versus-all SVMs provided by MATLAB's Statistics Toolbox Release 2014a were used in each experiment. In addition to EMI and EMJI, we considered generalized RBF kernels for each of EMD, EMD, and JEMD. The scaling factor u of each RBF kernel was calculated as the inverse of the average value of D between training samples, which was reported by Zhang et al. [14] as a serviceable substitute for a more rigorously obtained value via some other, more time-consuming method such as cross validation.
Texture Recognition
The KTH-TIPS database [31] is comprised of 10 texture classes under varying scale, pose, and illumination with 81 instances per class. We adopted much of the experimental design of Zhang et al. [14] , extracting features using Vedaldi and Fulkerson's implementation of the SIFT descriptor [32] with the Difference of Gaussians region detector. The SIFT descriptor [33] computes an N -bin histogram of image gradient orientations for an M × M grid of samples in the region of interest, resulting in an M × M × N dimensional vector. The resulting vectors are scaled to have a Euclidean norm of 1 to reduce the influence of illumination changes. The descriptors are then clustered using a k-means algorithm (with k = 40) to produce so-called image signatures.
Note that the chief difference between our SIFT descriptors and those used by Zhang et al. [14] is the estimation of the dominant gradient orientation. The Euclidean distance is used as the ground distance between SIFT descriptors both for clustering and classification (i.e. EMD calculation). Since all of the SIFT descriptors are normalized with non-negative components, we can consider the Euclidean ground distance to operate on the set X = (Y × {0}) ∪ Z where
It is relatively easy to show that the diameter of Y is √ 2. In addition, x t ∈ Z is exactly a distance of √ 2 from every element of Y . Assuming EMD is conditionally negative definite for this ground distance and thresholded versions of it, we may thus ensure the positive definiteness of EMI xt , EMJI xt , and the generalized RBFs by applying Proposition 7 and following the proven implications outlined in Figure 1 . Thresholds of 0.5, 1, and √ 2 (unthresholded) are used to examine the effect that the threshold has on performance.
For each class and threshold, 5 pairs of disjoint sets of 40 training samples and 40 testing samples were randomly selected, yielding 5 training sets and 5 corresponding test sets. Given the balanced representation among classes, accuracy was deemed an appropriate tool to measure the classification performance. The results for each training and test pair were then averaged and are reported in Table 2 
Object Category Classification
The methodology used for object category classification is similar to that of texture recognition, primarily differing in the dataset and choice of feature extraction. The Caltech-101 dataset [34] is comprised of 101 categories (e.g. face, car, etc.) with varied presentation as well as an extra category for unknown (BACKGROUND Google). Instead of SIFT descriptors, the PHOW descriptor implemented by Vedaldi and Fulkerson [32] is used to represent images. At a high level, the PHOW descriptor is a dense SIFT extractor (the regions of interest are densely sampled in a grid) that operates on multiple color channels instead of just grayscale. The squared Euclidean distance serves as the ground distance between the descriptors, and thresholds of 0.5, 1, and 2 (unthresholded) are applied to it. The similarity of the PHOW and SIFT descriptors allows the same X, Y , and Z from texture recognition to be used to derive positive definite kernels, provided that EMD is conditionally negative definite for a squared Euclidean ground distance. For each threshold and each class with the exception of BACKGROUND Google, 5 pairs of disjoint sets of 15 training samples and 15 test samples were randomly selected (as opposed to 40 for texture recognition) for classification, the results of which are reported in Table 3 .
Posture Recognition
The dataset used for posture recognition is comprised of 5 hand postures captured for 12 users using a Vicon motion capture camera system and a glove with attached infrared markers on certain joints. A rigid pattern on the back of the glove is used to establish a translation and rotation invariant local coordinate system for the hand's markers. The five postures in the dataset are fist, pointing with one finger, pointing with two fingers, stop (hand flat), and grab (fingers curled), each represented in the dataset by several hundred instances per user captured as parts of intermittent streams where the user held the posture for a short time.
Instances are variable-size (due to occlusion) unordered sets of 3D points and are preprocessed by transforming to local coordinates and removing all markers more than 200 mm from the origin. Due to the streaming nature of the data capture, it is likely that for an instance of a given user there will be a duplicate or near duplicate within the user's dataset, i.e. the postures for a given user are highly correlated. Therefore, we adopted a leave-one-userout evaluation strategy. In addition, this strategy allows us to measure the ability of the classifier to generalize to users it has not seen before, just as it would need to do in practice. The Euclidean distance (on R 3 ) is again chosen as the ground distance, and x t is chosen to be a sufficiently distant point so as to enable application of Proposition 7. Thresholds of 25, 50, 100, 150, and 200 are applied to the ground distance, and we may note that in this scenario they are easier to interpret as they correspond to straight-line distances measured in millimeters. Effectively, if threshold t is used, we are stating that only points within t mm of each other can possibly represent the same physical marker.
For each threshold, class, and user, 75 instances were randomly chosen without replacement. Since we performed a leave-one-user-out evaluation on 12 users, this yielded 12 pairs of disjoint training/test sets. The results of the classification are contained in Table 4 . This dataset served as the original motivation for this work, and thus we place greater emphasis on the actual accuracy obtained, noting that the results outperform the best method presented in [35] by nearly 10% and with lower deviation.
Discussion
The first thing we may note is that all kernels, regardless of whether the sets were normalized, perform significantly better than the default EMD RBF kernel on unnormalized sets, which appears to completely fall apart. This observation reinforces the intuition that EMD can only be conditionally negative definite for sets of equivalent mass. On the other hand, although the number of samples is small, there appears to be a general trend wherein EMD improves with smaller thresholds. Presumably, this trend is due to EMD approaching conditional negative definiteness through increasingly binary element comparisons. In other words, the error in EMD as an approximation of set difference is becoming smaller and smaller. At some point, though, one can expect the improvement to drop off as the measure for equality becomes too sharp to quantify any similarity beyond identity. This behavior may explain the slight decrease in accuracy observed when moving from a threshold of 50 to 25 mm in Table 4 . One may also note a sharp drop in accuracy for the rest of the kernels at this same change in threshold.
The choice of threshold for the other kernels also clearly plays a role, although a trend is not nearly as uniform across experiments as it is for EMD. For posture recognition, the threshold yielding peak performance is relatively high at 150, whereas for the others it tends to be low. The terms high and low in this sense are misleading, however, without more information about the distribution of distances. Choosing the optimal threshold, however, is clearly an important task for maximizing classification accuracy. An open question is whether there is one optimal threshold or if there exist local extrema. A more detailed analysis of the threshold's role is beyond the scope of this paper, but may be worth exploring.
If we consider each choice of normalization a separate experiment, then EMJI performed best in 4 out of 6 experiments (the other two of which belong to EMI). If we consider each threshold and choice of normalization a separate experiment, then there are a total of 22 experiments. EMJI performed best in 10 of these, EMD in 7, and EMI in 5. The standard EMD kernel performed best in 4 experiments that form a subset of EMD's 7 best. Beyond the obvious disadvantage of EMD for unnormalized sets, one cannot say that any kernel is necessarily better than another from the data. Note, however, that whereas EMD, EMD, and JEMD have the RBF parameter u chosen to ideally boost their accuracy, EMI and EMJI have no such parameter other than α, which was chosen neutrally to be 1 for all relevant kernels. Regardless of this fact, both EMJI and EMI still outperform the RBF kernels in the majority of experiments. The apparent slight advantage of EMJI in particular is intriguing, although a full exploration of EMJI and the more general transform K T defined by (47) is beyond the scope of the paper. An open question is whether nesting transformations can yield any benefit.
CONCLUSION
In this paper we presented the first proof that positive definite kernels can be derived from EMD and are dependent on the ground distance. A discussion of the ground distance's effect on EMD's properties was given, showing that EMD has a propensity for inheriting properties of the ground distance for sets of the same size. We set the previous discussions in the context of set theory, providing motivation for our derivations and an intuitive interpretation of EMD's value, namely as a generalization of otherwise binary set operations. We also showed that the Jaccard index is simply the result of a more general positive definite preserving transformation that normalizes a kernel's values and showed that a dual of this transform is the biotope transform, known to preserve metric properties. Finally, we assessed the performance of the proposed EMD-based kernels, demonstrating application of some of our propositions as well as showing that the proposed kernels are at least as effective as the standard EMD-based RBF kernel and more effective in some situations, especially those involving unnormalized distributions. Further work could explore generalizations to set operations involving more than two sets, a more in depth exploration of the proposed kernel transformation, as well as further study on the definiteness of EMD and its related kernels.
