Abstract. In this paper, we consider the Hamiltonian evolution of N weakly interacting Bosons. Assuming triple collisions, its mean field approximation is given by a quintic Hartree equation. We construct a second order correction to the mean field approximation using a kernel k(t, x, y) and derive an evolution equation for k. We show the global existence for the resulting evolution equation for the correction and establish an apriori estimate comparing the approximation to the exact Hamiltonian evolution. Our error estimate is global and uniform in time. Comparing with the work of Rodnianski and Schlein [22] , and Grillakis, Machedon and Margetis [12, 13] , where the error estimate grows in time, our approximation tracks the exact dynamics for all time with an error of the order O 1/ √ N .
Introduction
In Bose-Einstein condensation (BEC), particles of integer spins ("Bosons") occupy a macroscopic quantum state often called the "condensate". The initial observation of Einstein and Bose was confirmed experimentally in 1995 and repeated later [1, 3, 23] . This phenomenon has stimulated the study of the theory of manybody Boson systems.
In 3d, the dynamics of a system of N interacting Bosons is governed by a symmetric wave function which solves the N − body Schrödinger equation
Or written out explicitly, considering weak interactions and a condensation initial, it is
in the 3-body interaction case, and
(1.2)
The Hilbert space Boson Fock space F based on L 2 (R 3 ) contains vectors of the form ψ = (ψ 0 , ψ 1 (x 1 ), ψ 2 (x 1 , x 2 ), · · · ) where ψ 0 ∈ C and ψ n ∈ L 2 s (R 3n ) are symmetric in x 1 , . . . , x n . The Hilbert space structure of F is given by (φ, ψ) = n φ n ψ n dx.
, we define the (unbounded, closed, densely defined) creation operator a * (f ) : F → F and annihilation operator a(f ) : F → F by
f (x j )ψ n−1 (x 1 , · · · , x j−1 , x j+1 , · · · x n ), a(f )ψ n+1 (x 1 , x 2 , · · · , x n ) = √ n + 1 ψ (n+1) (x, x 1 , · · · , x n )f (x)dx.
The operator valued distributions a * x and a x are defined by
These distributions satisfy the canonical commutation relations When the Hamiltonian H N is the Hamiltonian subject to the two body interaction
y a x a y dxdy
which is the Fock space formalism of equation 1.2, Rodnianski and Schlein [22] derived a cubic Hartree equation for φ(t, x) (equation 1.14) and showed that the mean field approximation works (under suitable assumptions on v) in the sense that where · T r stands for the trace norm in x ∈ R 3 and y ∈ R 3 , and ψ 0 = e − √ N A(φ 0 ) Ω. For the precise statement of the problem and details of the proof, see Theorem 3.1 of Rodnianski and Schlein [22] . Later, in [12, 13] , Grillakis, Machedon and Margetis introduced a second-order correction (GMM type correction) to the mean field approximation of e itHN,2 e − √ N A(φ 0 ) Ω which greatly improved the error. Instead of delving into the results in [12, 13] , we state our main theorems first. This makes it easier to compare our results with the ones in [12, 13] .
In the main theorem of this paper, we consider the defocusing case:
where
built of a nonnegative regular potential v 0 which decays fast enough away from the origin and has the property that
We remark that our main theorems also work when v 0 has a proper singularity at the origin. To be specific, if for some ε ∈ (0,
where χ ∈ C ∞ 0 (R + ∪{0}) is nonnegative and decreasing and G α the kernel of Bessel potential, then Theorems 1 holds. Though we currently do not know the physical meaning for such potentials if ε = 0, we would like to understand the analysis when singularities appear since the derivation of the quintic NLS uses an interacion which goes to a delta function when N → ∞. Due to the technicality of treating the singularities, we restrict to the case of smooth potentials so that the differences between the 2-body and 3-body interactions are easier to see.
Remark 3. For simplicity, let us write A(φ) as A, A(φ(t, ·)) as A(t), v 3 (x−y, x−z) as v 3,1−2,1−3 , and φ(y) as φ 2 etc. 
If φ 0 , the initial data, satisfies (i) finite mass:
(ii) finite energy:
then based on the tensor product approximation (mean-field), we can construct ψ GMM , a GMM type approximation explained in Theorem 2, to the Hamiltonian evolution e itHN e − √ N A(φ 0 ) Ω for H N defined in formula 1.5, such that the following uniform in time error estimate holds Remark 4. The construction of ψ GMM does not require v 3 to have a definite sign. However, we take positive sign in Theorem 1 because it leads to a defocusing Hartree equation whose global behavior is controllable.
We prove Theorem 1 via Theorems 2 and 3 stated below. They deal with the construction of ψ GMM and the error estimate separately. However, it is worth pointing out that Theorem 1 is a special case of Theorems 2 and 3, which apply to a more general setting beyond initial data of the form e
Theorem 2. Let φ be a sufficiently smooth solution of the quintic Hartree equation
with initial data φ 0 and the 3-body interaction potential v 3 being symmetric in x, y, and z. Assume the following:
(1) Let a complex kernel k(t, x, y) ∈ L 2 s (dxdy) for almost all t, solve the equation
where the products ug T , kk etc. stand for compositions of operators. (2) For V defined as in formula 1.5, the functions 
dx is also locally integrable in time, where
Then we define
This definition of ψ GMM yields the error estimate 
where C is a function of v, C 1 and C 2 only. [12, 13] . In Theorem 2, if we change H N to H N,2 , and equation 1.9 to
Comparison with Results in
and we let
|x| , the above error estimate becomes
Compared with the above long time estimate, Theorem 1 demonstrates that there is a substantial difference between the 3-body interaction case and 2-body interaction. Technically speaking, the main difference between the 2-body and 3-body interactions lies in their error terms. Though the analysis is more involved even if we assume smooth potential and the formulas are considerably longer, the more complicated error terms in the 3-body interaction case in fact allow more room to play. On the one hand, an error term in the 3-body case carries at least a pair of u, p or φ which satisfy some Schrödinger equations, for instance, the term
in formula 4.2, which can be estimated by Lemma 6. A typical error term in the 2-body case can carry only one term of u, p or φ, for example, the term
implicitly inside formula 47 in [12] . On the other hand, the error estimate in the construction of the second order correction involves L [12, 13] . Or in other words, we do Cauchy-Schwarz in time differently.
For the reason stated above, one can not employ the 3-body case error estimate in the 2-body case. Furthermore, the tool of error estimate in the 2-body case [12, 13] , does not apply to the 3-body case, no matter if v 3 is regular or singular like formula 1.8.
1.4.
Outline of The Paper. We prove Theorem 2 in Section 2. The derivation of equations 1.9 and 1.10 is also included there. Section 2 is similar to Sections 3-5 in [12] . They share the same basic ideas though the computation in this paper is more complicated. Therefore we refer the readers to Sections 3-5 in [12] for details of the infinitesimal metaplectic representation of symplectic matrices, the main tool of Section 2, and the rigorous definition of e B etc. Sections 3 and 4 are devoted to the proof of Theorem 3. (1) and (3) are verified in Section 3. Error estimates are sorted out in Section 4. Like Section 3-4 in [13] , we first prove apriori estimates for u which solves equation 1.10, which are needed in the error estimates, Section 4. Because the general scheme has been set up in [12, 13] , the details of some basic lemmas and theorems are omitted e.g. Theorem 6 in Section 3. As mentioned before, our error estimates are done very differently from the corresponding ones in [13] . The L 1 t estimate, Lemma 6, is our key lemma for error estimates.
For smoothness of the presentation of Theorems 2 and 3, we postpone the proof of Theorem 4 to Section 5. 
Proof. This is a direct calculation using the canonical commutation relation 1.3. Now, we write Ψ 0 (t) = e √ N A(t) e itHN e − √ N A(0) e −B(0) Ω for which we carry out the calculation in the spirit of equation 3.7 in Rodnianski and Schlein [22] . Proposition 1. Let φ solve the Hartree equation
Proof. Applying the formulas ∂ ∂t e
The Hartree equation 1.9 is equivalent to setting terms of order
Or more explicitly, the above equation is
which is equation 2.1.
only contributes a phase when φ 0 is sufficiently smooth, we write
Then the first two terms on the right-hand side of equation 2.1 are the main ones we need to consider, since the next four terms are at most O 1/ √ N . In order to kill the terms involving "only creation operators" i.e. a * Hence we have 1 i
and the quadratic terms [12] . Let sp be the infinite dimensional Lie algebra of matrices of the form
T where k and l are symmetric, and Quad be the Lie algebra consisting of homogeneous quadratics of the form
equipped with Poisson bracket. In the spirit of page 185, Folland [11] , we define the infinitesimal metaplectic representation: a Lie algebra isomorphism
Then we see that
and it follows that (i)
(ii)
Remark 6. Properties (i) and (ii) will be used below. (iii) will be used in Section 4.
Derivation of Equation 1.10. Use the simplifications noted in Remark
and
Of course, we would like to be able to write
Unfortunately, the above equality is not true. For example
However, the commutators of I (G) , I (M ) and
with B are the same as in the discussion in page 287 in [12] . The same idea applies here. Split
which has the property that
Now, L Q from formula 2.3 reads
Then by the definition of the isomorphism I, the coefficient of a x a y is −(
To write it explicitly:
Setting formula 2.5 to 0 confers equation 1.10. This implies that
where d(t, x, y) is given by formula 1.12.
) ij means the entry on the ith row and the jth column of the matrix (
We summarize the computations we have done so far in this proposition: 
We can now write out
Remark 8. Note that L * =L andL commutes with functions of time. This is needed in the proof of Theorem 2 which is below.
2.2.3.
The proof of Theorem 2. Applying the above proposition, we can give the proof of Theorem 2 at this point.
N A(t) and e −B(t) are unitary. But
Notice that
Whence we complete the proof of Theorem 2 because e Starting from this section, we begin the proof of Theorem 3. In other words, we are assuming that
where v is defined in formula 1.7. We first study equation 1.10. We prove an apriori estimate for u = sinh(k) and use it in a Duhamel iteration argument to show global existence. Finally we verify that d(t, x, x)dx is locally integrable in time.
Written in the notations in Remark 3, equation 1.10 reads
As mentioned in Theorem 2, we write composition of kernels as products in the above e.g.
Observe that g(t, x, y) = g(t, y, x), i.e. g * = g; and m(t, x, y) = m(t, y, x), i.e.
s (dxdy). Via e K e −K = I with K defined in formula 2.4, we obtain the trigonometric identity
The major observation is the following lemma which is also the cornerstone to showing Theorem 6.
Lemma 2. [13]From equation 1.10, we deduce
and consequently
Proof. Multiply equation 1.10 on the right by u, it reads
Take the adjoint in the operator kernel sense of equation 1.10, multiply on the left by u, i.e.
Subtracting equations 3.3 and 3.4, we have
With uu = cosh(k)cosh(k) − I and uu = 2p + p 2 , we compute
which transform equation 3.5 to
i.e.
2(ip
which is equation 3.1 due to I − (I + p) −1 p = (I + p) −1 .
Multiplying equation 3.1 on the right and left by (I + p) produces
i.e. equation 3.2:
Taking the trace in formula 3.2 yields
Note that
The following lemma gives us Theorem 5.
A combination of Hölder and interpolation gives the following estimates
Ct −3 , for t 1, by Theorem 4. So we conclude the lemma.
Remark 9. Theorem 5 also has consequences on
3.2. The Existence of u. Because equation 1.10
is fully nonlinear in k, it is not easy to solve for k directly from the equation. However, if we put in I + p = cosh(k) = √ I + uu in the operator sense, equation 1.10 becomes a quasilinear NLS equation in u = sinh(k). In fact, written out explicitly, the left hand side of equation 1.10 is
and the main term of the right hand side
For our purpose, obtaining some reasonable estimates of u and p = cosh(k) − I is enough. So we would like to get around solving for k and go to u directly.
But at first, we ask the following: k certainly determines u, but does u determine k? The proof of Theorem 2 actually needs a well-defined k.
We answer the above question by the following lemma:
is one to one, onto, continuous, with a continuous inverse, from symmetric HilbertSchmidt kernels k onto symmetric Hilbert-Schmidt kernels u.
Proof. The proof of this lemma is in [13] .
Now we consider the existence of u satisfying equation 1.10. As asserted, equation 1.10 is a quasilinear NLS of u. However, we can transform it into a semilinear equation which is easier to deal with, through the following lemma.
Lemma 5. [13]
The following equations are equivalent for a symmetric, HilbertSchmidt u:
if we set
Here, Γ is a contour enclosing the spectrum of the non-negative Hilbert-Schmidt operator uu. 3 .8 is the same as equation 1.10, suitably re-written. The keystone of the proof is
Proof. (Sketch) Equation
The result follows from equation 3.2
Whence, we only need to show the existence for equation 3.9 which is of the form
where the nonlinear part N (u) involves no derivatives of u. Via the ordinary iteration procedure, we conclude the following existence theorem: 
Since we have shown m L 1
ε 0 . So the above existence theorem in fact implies the global existence of u and thus p.
Via Theorem 5, we have
Moreover, the following estimates hold.
x,y) be the solution of equation 1.10 subject to u 0 ∈ L 2 (x,y) (R 6 ) described in Theorem 6. Then u satisfies the following additional properties:
where C only depends on v, C 1 , C 2 and u 0 L 2 (x,y)
. See Theorem 1 for C 1 and C 2 .
Proof. We will only show estimate 3.10. Estimate 3.11 can be shown similarly from
The proof is separated into 2 parts.
On the one hand we show
On the other hand we control the terms in iu t +ug T +gu different from i
One sees the above two terms from formula 3.6. Part I. Recall that
We have proven
Together with the fixed time estimate:
these take care of most of the terms in N (u) because (I + p) −1 and (uu − z) −1 | z∈Γ have uniformly bounded operator norms. In inequality 3.12, · H−S stands for the Hilbert-Schmidt norm and · op stands for the operator norm. We only need to account for W. However, the fact that |z| C u
Using Hölder, it is not difficult to see the estimate
It remains to show:
According to the estimate
we acquire
for t 1,
for t 1.
i.e. estimate 3.13
defined by Formula 1.12. Rewrite it as
because I commutes with everything and I t = 0.
.
At this point, we have already shown that m, iu t + ug
) I, all traces in Formula 1.12 are well-defined and integrable on R + . However,
Inside the contour integral of W , since (uu − z) −1 | z∈Γ has uniformly bounded operator norm and
, we are in fact dealing with (Bounded)(H − S)(H − S)(Bounded)
where H −S stands for Hilbert-Schmidt. But (Bounded)(H −S) is Hilbert-Schmidt. So we are looking at (H − S)(H − S) which has a trace well-defined and locally integrable in time.
Error Estimates / Proof of Theorem 3 (Part II)
We finish the proof of Theorem 3 with the proposition below whose proof consists of classical techniques.
Proposition 3. Let φ to be the solution of the Hartree equation subject to (i), (ii), and (iii). Assume we have
then we have the error estimates:
where C only depends on v, φ, C 3 , C 4 , C 5 , and u 0 L 2 (x,y)
Remark 10. We can prove
with the same method to show estimate 3.13.
Remark 11. Theorem 7 shows that C 4 , C 5 depends only on v, C 1 , C 2 and u 0 L 2 (x,y)
. So C here is determined by v, C 1 , C 2 and u 0 L 2 (x,y)
Remark 12. For Theorem 1, we take k(0, x, y) = 0 i.e. u 0 = 0.
Ideally, we would like to prove Proposition 3 in complete details. However,
and cosh(k)(x, y) = δ(x − y) + p(x, y), their products generate a large number of terms. The fact that we will always commute the annihilations to the right, e.g. a * x1 a y2 a * z2 = δ(y 2 − z 2 )a * x1 + a * x1 a * z2 a y2 , to avoid k(x, x) or related traces, produces even more terms. Hence it is impractical to list every single term in e B V e −B Ω etc., instead, we prove a key lemma and do a typical estimate.
Lemma 6. (Key Lemma) Let x 1 , y 1 , y 2 ∈ R 3 , x 2 ∈ R n1 , y 3 ∈ R n2 with the possibility that n 1 or n 2 is zero. Assume f , g satisfy
C.
Remark 13. Specializing to the case n 1 , n 2 = 0, 3,or 6, we will apply Lemma 6 to prove Proposition 3.
In addition to the endpoint Strichartz estimates [14] which are necessary, we need the following estimate to prove Lemma 6.
We can prove Lemma 6 now.
Proof. By Duhamel's principle, it suffices to prove
because we have
x by the energy estimate. The proof is divided into two steps.
Step I: Write the partial Fourier transform to be
then we have
Step II: Let ξ 2 , η 3 be the phase variables corresponding to x 2 , y 3 . Utilizing Hölder and Claim 1, we get
The endpoint Strichartz estimates we used in the last line are the 3d L 
Because we are applying e B V e −B to Ω, we neglect the terms in product 4.1 which have more annihilation operators than creation operators. It is also unnecessary to consider terms ending with a z2 or a x2 a y2 a * z2 . These facts imply that e B V e −B Ω has nonzero elements solely in its 0th, 2nd, 4th and 6th Fock space slots. To exemplify the use of Lemma 6, we estimate two typical terms: the order 6 term
which contributes to the 6th Fock space slot of e B V e −B Ω as
and an order 4 term
x2 a * z2 a y2 ) which contributes to the 4th Fock space slot of e B V e −B Ω as
neglecting symmetrization and normalization.
4.1.1. Estimate of ψ 6 , a triple product involving one u. Via the fact that
we write out the product in ψ 6 as ψ 6 = ψ 6,δδδ + ψ 6,pδδ + ψ 6,ppδ + ψ 6,ppp according to the factors of cosh carried in each term i.e.
We proceed to estimate the worst term:
where u(y 2 , y 1 )u(z 2 , z 1 ) takes the place of g in Lemma 6. For terms in ψ 6 involving p, we deal with them as the following: By CauchySchwarz on dx 0 dy 0 dz 0 , we obtain
where the first integral is majorized by the energy estimate of p, the second integral is the same as the one appearing in ψ 6,δδδ and can be taken care of by Lemma 6.
Remark 14. In the estimate regarding ψ 6,ppp , we can do Cauchy-Schwarz in another way:
which also works by Lemma 6. Because u p 4.1.2. Estimate of ψ 4 , a double product involving one u. because we can let φ(x 1 ) be f (x 1 ), φ(y 1 )φ(y 2 ) be g(y 1 , y 2 ) Therefore we have established Proposition 3 and thus Theorem 3.
The Long Time Behavior of The Hartree Equation / Proof of Theorem 4
In this section, we discuss the Hartree equation 
