Non-selfadjoint tridiagonal matrices play a role in the discretization and truncation of the Schrödinger equation in some extensions of quantum mechanics, a research field particularly active in the last two decades. In this article, we consider an inverse eigenvalue problem that consists of the reconstruction of such a real nonselfadjoint matrix from its prescribed eigenvalues and those of two complementary principal submatrices. Necessary and sufficient conditions under which the problem has a solution are presented, and uniqueness is discussed. The reconstruction is performed by using a modified unsymmetric Lanczos algorithm, designed to solve the proposed inverse eigenvalue problem. Some illustrative numerical examples are given to test the efficiency and feasibility of our reconstruction algorithm.
1. Introduction. The process of manifesting the dynamical behavior of a system from a priori known physical magnitudes, such as mass, length, elasticity, inductance, and capacitance, is referred to as a direct problem. The problem of determining the physical parameters of the system in terms of its observed, or expected, dynamic behavior is an inverse problem. Both problems are of great importance in applications. The goal of this paper is to study an inverse eigenvalue problem for tridiagonal matrices of the form
. 
where all the diagonal entries are real, the subdiagonal entries are positive and i ∈ {1, −1}, for i = 1, 2, . . . , n − 1. These matrices, called pseudo-Jacobi matrices, are related to the selfadjoint involutory matrix H = diag(δ 1 , δ 2 , . . . , δ n ), with δ 1 = 1 and δ i = i−1 j=1 j , for i = 2, . . . , n, as follows: Consider C n endowed with the indefinite inner product [·, ·] defined as [x, y] := Hx, y for any x, y ∈ C n , where ·, · is the standard Euclidean inner product. a solution is stated in the cases when µ 1 ∩ µ 2 = ∅ and µ 1 ∩ µ 2 = ∅. A numerical algorithm to solve the PJIEP is proposed in Section 4. In Section 5, numerical examples illustrate our approach to the PJIEP and test the efficiency and feasibility of the reconstruction algorithm. In Section 6, some conclusions are drawn. The theoretical results stated in Sections 2 and 3 are proved in the Appendices A and B.
2. Modified unsymmetric Lanczos algorithms. Throughout this paper, let χ ω,υ (λ) = det(λI υ−ω+1 − J ω,υ ) and σ(J ω,υ ) be, respectively, the characteristic polynomial and the spectrum of the pseudo-Jacobi matrix J ω,υ in (1.2) . For simplicity, we denote χ 1,n (λ) as χ n (λ). Let J n ∈ J (n, , β) have real and distinct eigenvalues λ 1 , λ 2 , . . . , λ n associated with the real eigenvectors v 1 , v 2 , . . . , v n , respectively, and let Λ = diag( λ 1 , λ 2 , . . . , λ n ). It can be easily shown that the eigenvectors v i , i = 1, 2, . . . , n, may be chosen so that they constitute an H-orthonormal basis of R n , i.e., [v i , v j ] = δ ij δ i , where δ ij denotes the Kronecker delta.
Before presenting our modified Lanczos formalism, we state an useful extension of the Thompson-McEnteggert-Paige theorem [19] . THEOREM 2.1. The first and last entries of the H-orthonormal eigenvectors of a pseudo-Jacobi matrix with distinct real eigenvalues are both nonzero.
The unsymmetric Lanczos algorithm in [8] can be used to reconstruct a pseudo-Jacobi matrix J n from its distinct real eigenvalues λ 1 , λ 2 , . . . , λ n , the first, or the last, entries of the corresponding H-orthonormal eigenvectors v 1 , v 2 , . . . , v n , and from its pseudo-norms δ 1 , δ 2 , . . . , δ n , where δ j := [v j , v j ]. It should be noticed that H is indefinite and so the induced inner product lacks positivity. Therefore, it must be analyzed whether the H-norms of the computed Lanczos vectors do not vanish. By using the unsymmetric Lanczos algorithm for the matrices diag(µ 1 ) and diag(µ 2 ) with the appropriate starting vectors of order r and n − r − 1, respectively, the pseudo-Jacobi matrices J r and J r+2,n are obtained. The diagonal entry α r+1 of J n results from the trace condition and the neighboring off-diagonals come from the Lanczos procedures.
Firstly, we present the backward modified unsymmetric Lanczos algorithm to recover the matrix J n ∈ J (n, , β) initialized from the last entries of its H-orthonormal eigenvectors v 1 , v 2 , . . . , v n . THEOREM 2.2. Let λ 1 , λ 2 , . . . , λ n be the real pairwise distinct eigenvalues of J n ∈ J (n, , β). Given the last entries v n,1 , v n,2 , . . . , v n,n of the corresponding H-orthonormal eigenvectors v 1 , v 2 , . . . , v n , then J n can be constructed by the backward modified unsymmetric Lanczos algorithm in Algorithm 1.
Next, we give a forward modified unsymmetric Lanczos algorithm, initialized with the entries in the first row of the H-orthogonal matrix V . The proof of this result is similar to that of Theorem 2.2, and so it is omitted. THEOREM 2.3. Let J n ∈ J (n, , β) have distinct real eigenvalues λ 1 , λ 2 , . . . , λ n , and let v 11 , v 12 , . . . , v 1,n be the first entries of the corresponding H-orthonormal eigenvectors v 1 , v 2 , . . . , v n . Then, J n can be constructed by the forward modified unsymmetric Lanczos algorithm in Algorithm 2 REMARK 2.4. By executing Algorithm 2 from Theorem 2.3, we find the matrices
3. The construction of the pseudo-Jacobi matrix J n in the PJIEP. Let be given a sign vector and the sets λ, µ 1 , and µ 2 as in the PJIEP. We construct a solution J n ∈ J (n, , β) 
11:
r k = H s k δ k 12: end while Algorithm 2 Forward modified unsymmetric Lanczos algorithm.
Y k+1 = HZ k+1 δ k+1 8:
s k = Hr k δ k 12: end while for the PJIEP of the form
where e r = (0, . . . , 0, 1) T ∈ R r , ω 1 = (1, 0, . . . , 0) T ∈ R n−r−1 , σ(J n ) = λ, σ(J r ) = µ 1 , and σ(J r+2,n ) = µ 2 . Hence, the pseudo-Jacobi matrices J r and J r+2,n are, respectively, H 1 -symmetric and H 2 -symmetric for
. . , δ r ) and
2,i , . . . , u (1) r,i ) T be the H 1 -orthonormal eigenvector of J r associated with its eigenvalue µ i , for i = 1, 2, . . . , r, and let u
2,i , . . . , u (2) n−r−1,i ) T be the H 2 -orthonormal eigenvector of J r+2,n corresponding to its eigenvalue µ r+i , for i = 1, 2, . . . , n − r − 1. The matrices
2 , . . . , u (1) r ] and
2 , . . . , u
are, respectively, H 1 -orthogonal and H 2 -orthogonal and satisfy
In Theorems 3.1 and 3.2 below, we construct the pseudo-Jacobi matrix J n of the form (3.1) in the following two cases:
Although the notation is inevitably heavy, our approach is conceptually simple and consists of the following three main steps.
(i) We recover J r using Algorithm 1 with
and the initializing vector
Algorithm 1 is used, replacing in steps 1, 2 and 10 all the subscripts n by r.
(ii) We recover J r+2,n using Algorithm 2 with
12 , . . . , u
1,n−r−1 ) T · δ r+2 /δ r+2 .
In this forward modified unsymmetric Lanczos algorithm, we replace all the subscripts n and k by n − r − 1 and r + k + 1, respectively. Thus, all the δ r+k+1 have a multiplicative factor 1/δ r+2 . In step 1, we replace r 0 = H(v 11 , v 12 , . . . , v 1,n ) T δ 1 by r r+1 . In step 2, we also replace all the subscripts 0 by r + 1.
(iii) In the backward modified unsymmetric Lanczos process,
. . , Z n−r−1 ] = U # 2 in the forward modified unsymmetric Lanczos process. In both modified unsymmetric Lanczos processes we have γ i = i β i . THEOREM 3.1. Let be given a sign vector and the sets λ, µ 1 , and µ 2 as in the PJIEP.
then the PJIEP has a solution if and only if the following conditions are satisfied, and in this case the solution is unique:
. . , r, and δ r+1 δ j+1 x j > 0 if j = r + 1, r + 2, . . . , n − 1, 
δr+2 , and γ r+k = r+k β r+k . THEOREM 3.2. Let be given a sign vector and the sets λ, µ 1 , and µ 2 as in the PJIEP.
and µ r+i = µ i for any i = 1, 2, . . . , k with k ≤ min{r, n − r − 1}. Assume λ i = µ i , i = 1, 2, . . . , k, and set
Then, the PJIEP has a solution if and only if (1) there exist real numbers θ j / ∈ {0, 1} such that
(2) δ r+1 δ j x j > 0 for j = k + 1, . . . , r, and δ r+1 δ j+1 x j > 0, for j = r + k + 1, . . . , n − 1, Form
, j = 1, 2, . . . , n − 1.
3:
if the conditions (1)-(2) in Theorem 3.1 hold, then .
5:
Compute
1,j−r := δr+1δj+1xj βr+1 , j = r + 1, r + 2, . . . , n − 1. Rearrange the elements in λ, µ 1 , and µ 2 such that µ 1 ∩µ 2 = {µi} k i=1 , µr+i = µi, and λi = µi for i = 1, 2, . . . , k.
11:
Form
12:
Select θi in R − {0, 1} for all i = 1, 2, . . . , k.
13:
if conditions (1)-(3) in Theorem 3.2 hold, then 14:
Calculate
δr+1δr+j+1xr+j, j = k + 1, . . . , n − r − 1. Construct the pseudo-Jacobi matrix Jr from H1, µ 1 , and g1 = (u
r,r ) T by Algorithm 1.
22:
Compute the pseudo-Jacobi matrix Jr+2,n from H2, µ 2 , and g2 = (u 
Next, we discuss the computational complexity of the above algorithm considering just the case when µ 1 ∩ µ 2 = ∅.
Step 1 requires O(r(n − r − 1)) operations and step 2 O((n − 1)(4n − 5)).
Step 3 requires O(2n) operations, step 4 does not require operations, and the cost of step 5 is O(n − 1). As the computational complexities of Algorithms 1 and 2 are both at most O(15n 2 ), the cost of steps 20-22 is at most O(15(r 2 + (n − r − 1) 2 )). Finally, step 26 requires O(2n − 2) operations. Therefore, the total complexity of the algorithm when µ 1 ∩ µ 2 = ∅ is approximately O(19n 2 + 29r 2 − 29nr − 34n + 29r + 17). 
Numerical experiments.
In this section, we present some numerical examples illustrating that Algorithm 3 is theoretically effective to solve the PJIEP. All the tests are performed by using MATLAB R2016a. Because all the pseudo-Jacobi matrices J n in J (n, , β) rely on the sign vector , the main diagonal entries α = (α 1 , α 2 , . . . , α n ), and the subdiagonal entries β = (β 1 , β 2 , . . . , β n−1 ), they can be generated by the following MATLAB code: diag(alpha)+diag(beta,-1)+diag(beta. * epsilon,1).
Let i =
√ −1 be the imaginary unit. EXAMPLE 5.1. Consider an extended harmonic oscillator [12] 
which acts on L 2 (the Hilbert space of square integrable differentiable functions of the real variable x). The operator p :
. With respect to the orthonormal basis constituted by the eigenvectors of the harmonic oscillator, φ n (
Then, we consider the finite r × r tridiagonal matrix
Let a pseudo-Jacobi matrix J n of the form (3.1) be given as follows:
Assume λ = σ(J n ), µ 1 = σ(J r ), and µ 2 = σ(J r+2,n ). We choose the values of r and β such that the elements in µ 1 and µ 2 are all real and pairwise distinct and µ 1 ∩ µ 2 = ∅. By Algorithm 3 we can obtain a unique pseudo-Jacobi matrix J n . Then, we compute the spectra λ, µ 1 , and µ 2 of J n and of its principal submatrices J r and J r+2,n . In Table 5 .1, we present the comparison between λ, µ 1 , µ 2 , J n , and the initial counterparts. If the value of r is larger, then the errors λ − λ 2 , µ 1 − µ 1 2 , µ 2 − µ 2 2 , and J n − J n F will also be larger. Assume that there exist an H 1 -orthogonal matrix U 1 and an
. From the Hoffman-Wielandt theorem for diagonalizable matrices [20] , we have that
, where κ(X) denotes the condition number of the matrix X. Similarly, there exist pseudo-orthogonal matrices P and P such that P # J n P = diag(λ) and P # J n P = diag( λ).
We also have that
So the large variations in the errors for J n may yield such small variations in the errors for the eigenvalues λ, µ 1 , and µ 2 in Table 5 .1. Thus, the results agree with our theoretical results established in this paper and demonstrate the feasibility and effectiveness of Algorithm 3. EXAMPLE 5.2. Let the vector = (1, −1, −1, −1, 1, −1, −1, 1) and the matrix
be given. Consider r = 4 and let the spectra λ, µ 1 , µ 2 of J 9 and of its principal submatrices J 4 and J 6,9 be as in Table 5 .2. Then, µ 1 ∩ µ 2 = ∅, H 1 = diag(1, 1, −1, 1), and H 2 = diag(1, −1, 1, 1). By Algorithm 3, we get
x 7 = 9.00000000000002,
It is obvious that the conditions (1) and (2) in Theorem 3.1 hold. Thus,
Continuing using Algorithm 3, the pseudo-Jacobi matrix J 9 ∈ J (9, , β) in Table 5 .3 can be obtained. This matrix is the unique solution of the PJIEP because we have
Furthermore, we compute the spectra λ, µ 1 , µ 2 of J 9 and of its principal submatrices J 4 and J 6,9 . In Figure 5 .1 we compare the computed spectra with the original spectra λ, µ 1 , and µ 2 . In Table 5 .4 we also present their respective absolute errors. The computed spectra are in total accordance with the original spectra within the machine precision. EXAMPLE 5.3. Let = (−1, −1, 1, 1, −1, −1, −1, 1), r = 4, and
Then, H 1 = H 2 = diag(1, −1, 1, 1), and the spectra λ, µ 1 , and µ 2 of J 9 and of its principal submatrices J 4 and J 6,9 are given in Table 5 .5. Obviously, µ 1 ∩ µ 2 = {2.00000000000000, −2.00000000000000} and k = 2. In Algorithm 3, we consider three of the solutions. Firstly, by selecting θ 1 = 2 and θ 2 = −7, a pseudo-Jacobi matrix J (1) 9 ∈ J (9, , β (1) ) is obtained in Table 5 .6 . Then, by choosing θ 1 = 3 and θ 2 = −8, we get another pseudo-Jacobi matrix J (2) 9 ∈ J (9, , β
) whose entries are displayed in Table 5 .7. Next, taking θ 1 = 5 and θ 2 = −8, a pseudo-Jacobi matrix
) is obtained and given in Table 5 .8.
Finally, we compute the spectra λ Table 5 .9 illustrate that the computed spectra agree with the original spectra up to the machine precision. All the numerical results are in accordance with the theory developed in this paper.
6. Conclusions. In this paper, an inverse eigenvalue problem for Jacobi matrices that was investigated in [17] has been considered in the non-selfadjoint setting. This problem, 
1 , β
2 , . . . , β 
2 , . . . , β abbreviated as PJIEP, has been solved from the knowledge of a given sign vector and from the prescribed spectra λ, µ 1 , and µ 2 of J n and of two complementary principal submatrices, where λ is closed under complex conjugation and all the elements in µ 1 and µ 2 are real pairwise distinct. Necessary and sufficient conditions for the existence of the solution have been found according to the two cases µ 1 ∩ µ 2 = ∅ and µ 1 ∩ µ 2 = ∅. Then, the desired pseudo-Jacobi matrices have been constructed with the aid of a modified unsymmetric Lanczos algorithm. Furthermore, numerical experiments illustrate the efficiency and feasibility of the proposed construction algorithm (Algorithm 3). Our results extend the previous results obtained in [18] for the unique case when µ 1 ∩ µ 2 = ∅ as well as in [6] and [29] for the cases H = I r ⊕ −I n−r and H = I r ⊕ −I 1 ⊕ I n−r−1 , respectively. If the sets µ 1 and µ 2 in the PJIEP have complex elements and are closed under conjugation, then the present approach does not apply. This is an open problem that deserves future attention. They also thank Professor F. Dopico for carefully reading the manuscript and for his helpful and pertinent suggestions. This work was supported by the National Natural Science Foundation of China (Grant No. 11471122), and in part by the Science and Technology Commission of Shanghai Municipality (Grant No. 18dz2271000). The first author was also partially supported by the Natural Science Foundation of Shandong Province (Grant No. ZR2017MA050). The second author acknowledges financial support from the Centre for Mathematics of University of Coimbra (funded by the Portuguese Government through FCT/MEC and by European RDF through Partnership Agreement PT2020).
Appendix A. Proofs of Theorems 2.1 and 2.2. The proofs of the theorems in Section 2 require the following lemmas.
LEMMA A.1. Let J n ∈ J (n, , β) have distinct real eigenvalues λ 1 , λ 2 , . . . , λ n . Then, the adjugate of λ j I n − J n is , µ
where v j is the jth column of an H-orthogonal diagonalizing matrix of J n and where
Proof. Under the hypothesis on J n , there exists an H-orthogonal matrix V such that
Thus,
From the last equality, we easily obtain (A.1). REMARK A.2. Matrices in J (n, , β) may exist with multiple eigenvalues (see Examples 4.1 and 4.2 in [29] ). It has been shown in Lemma A.1 that, if J n ∈ J (n, , β) is diagonalizable and has a multiple eigenvalue λ j , then the equality (A.1) also holds. LEMMA A.3. Under the assumptions in Lemma A.1, both of the following statements hold:
Proof. If ω ≤ υ, we consider the (ω, υ)th entry on both sides of the equality (A.1), and we get
Then, (1) holds because ω · · · υ−1 = δυ δω . If ω ≥ υ, we take the (ω, υ)th entry on both sides of the equality (A.1). Then, and (2) follows.
When (ω, υ) is, respectively, taken to be (1, n), (n, 1), (1, 1) , and (n, n), the following immediate consequence of Lemma A.3 holds.
LEMMA A.4. Under the assumptions in Lemma A.1, we have (1) χ n ( λ j )v 1j v nj = δ 1 δ j β 1 β 2 · · · β n−1 ;
(2) χ n ( λ j )v 2 1j = δ 1 δ j χ 2,n ( λ j ); (3) χ n ( λ j )v 2 nj = δ n δ j χ 1,n−1 ( λ j ). Proof of Theorem 2.1. The first item in the above lemma was obtained in [5, Lemma 2.2]. Because 0 = χ n ( λ j ) ∈ R, from (1) it follows that 0 = v 1j v nj ∈ R.
Proof of Theorem 2.2. From Lemma A.4 (1) it follows that β 1 β 2 · · · β n−1 = 0 and 0 = v n,i ∈ R, for i = 1, 2, . . . , n. Since (v n,1 , v n,2 , . . . , v n,n ) is the last row of the Horthogonal matrix V , it follows that (A.2) δ 1 v 2 n,1 + δ 2 v 2 n,2 + · · · + δ n v 2 n,n = δ n .
Assume that [ s k , s k ]δ k−1 > 0, for k = n, n − 1, . . . , 2, and also [ s n+1 , s n+1 ]δ n > 0. We first show that Y n , Y n−1 , . . . , Y 1 , computed by this algorithm, are the columns of the
, and we demonstrate that the following pseudoorthogonality relations hold:
for j = n, n − 1, . . . , i and i = n, n − 1, . . . , 1.
From (A.2) and steps 4 and 6, (A.3) follows for i = n. If (A.3) holds for i = n, n − 1, . . . , l, we then prove that it also holds for i = l − 1.
If j = l − 1, steps 4 and 6 imply that (A.3) holds because For j ≥ l, from steps 6 and 10 we have
Clearly steps 7 and 9 imply that the right-hand side of the above equality is zero for j = l. If j > l, we get
= β j−1 δ l,j−1 δ l + α j δ l,j δ l + γ j δ l,j+1 δ l = β j−1 δ l,j−1 δ l from steps 6 and 10. Then
for k = n, n − 1, . . . , 2, from steps 4, 5, and 11.
Next, we show that the matrix Z = [Z 1 , Z 2 , . . . , Z n ] computed by this algorithm is an H-orthogonal matrix. As
for j = n, n − 1, . . . , i, and i = n, n − 1, . . . , 1, from step 7 and (A.3), we can also get Z = HY H as well as the biorthogonality condition Y T Z = I n .
Now, we show that s 1 = 0. It is sufficient to prove that [ s 1 , Y i ] = 0, for i = 1, 2, . . . , n, because Y 1 , Y 2 , . . . , Y n constitute an H-orthonormal basis of R n . If i = 1, we obtain
from steps 7, 9, and 10. If i = 2, we have
from steps 6 and 10, and γ 1 = 1 β 1 . If i ≥ 3, we obtain
from steps 6 and 10. Then, s 1 = r 1 = 0 holds from step 11. Thus, the algorithm will prematurely terminate in this case and it follows that Finally, we demonstrate that the constructed pseudo-Jacobi matrix J is unique. Let J be a pseudo-Jacobi matrix characterized by the distinct real eigenvalues λ 1 , λ 2 , . . . , λ n , the nonzero H-orthonormal vector (v n,1 , v n,2 , . . . , v n,n ) T , and the pseudo-norms δ 1 , δ 2 , . . . , δ n . The column vectors Y n , Y n−1 , . . . , Y 1 , obtained by the algorithm, are pseudo-orthogonal with the respective norms δ n , δ n−1 , . . . , δ 1 . The computed column vectors Z n , Z n−1 , . . . , Z 1 are also pseudo-orthogonal and satisfy the biorthogonality condition Y T i Z j = δ ij , for i, j = 1, 2, . . . , n. Thus,
Because all the subdiagonal entries β i and the superdiagonal entries γ i of J satisfy γ i = i β i , we only need to prove that all the main diagonal entries α i and subdiagonal entries β i of J are equal to the corresponding entries α i and β i of the matrix J computed by the algorithm. From the identities in (A.4), the columns Y k and Z k of the H-orthogonal matrices Y and Z, respectively, satisfy the following recurrence relations:
for k = n, n − 1, . . . , 1, with Y n+1 = Z n+1 = 0 and s 1 = r 1 = 0. As Z k = H Y k δ k and r k = H s k δ k , we only consider the first recurrence relation pre-multiplied by Z T k . It follows that
Observing that
we find that
and so
By the sequence of computations in the backward modified unsymmetric Lanczos algorithm and considering Y n = (v n,1 , v n,2 , . . . , v n,n ) T , we can easily show that the entries α n , β n−1 , α n−1 , β n−2 , . . . , β 1 , α 1 of J coincide, respectively, with the entries α n , β n−1 , α n−1 , β n−2 , . . . , β 1 , α 1 of J. REMARK A.5. By executing the algorithm in Theorem 2.3, we can also get Y = V T and Z = V # from the initial vector Y n = (v n,1 , v n,2 , . . . , v n,n ) T .
Appendix B. Proofs of Theorems 3.1 and 3.2. The proofs of the theorems in Section 3 use the following four lemmas. The first one gives a necessary and sufficient condition for J r and J r+2,n in (3.1) to share a common eigenvalue. As noticed by one of the referees, the rational function F 1 (λ) there appearing is the (r + 1, r + 1)-entry of the twisted factorization of the tridiagonal matrix λI n − J n (see [22] ).
LEMMA B.1. Let µ 1 and µ 2 be the spectra of J r and J r+2,n in (3.1), respectively. Then, an element of µ 1 is an eigenvalue of J n in (3.1) if and only if it is an element of µ 2 and vice-versa.
Proof. From (3.2), it follows that U = U 1 ⊕ I 1 ⊕ U 2 is a pseudo-orthogonal matrix with respect to H = H 1 ⊕ I 1 ⊕ H 2 , and so U # = HU T H. Thus, we get
By using the Laplace expansion for the determinant, it follows that
r,i = 0, i = 1, 2, . . . , r, and β r+1 u
1,i−r = 0, i = r + 1, r + 2, . . . , n − 1, from Lemma A.4 (1) we find that
r,j ) 2 δ j , j = 1, 2, . . . , r, δ r+1 (β r+1 u (2) 1,j−r ) 2 δ j+1 , j = r + 1, r + 2, . . . , n − 1.
Due to the fact that all the elements in µ 1 and µ 2 are pairwise distinct, µ j is an eigenvalue of J n if and only if n−1 i=1,i =j (µ j − µ i ) = 0, that is, µ j is a common eigenvalue of J r and J r+2,n .
If J r and J r+2,n have no common eigenvalues, then the following holds. LEMMA B.2. Let σ(J r ) = µ 1 and σ(J r+2,n ) = µ 2 . If σ(J r ) ∩ σ(J r+2,n ) = ∅, then the eigenvalues of J n are the n zeros of the following rational function
Proof. By Lemma B.1, µ j / ∈ σ(J n ), for any j = 1, 2, . . . , n−1, if σ(J r )∩σ(J r+2,n ) = ∅. Then, det(λI n − J n ) = 0 is equivalent to 
Proof. Because µ i ∈ σ(J r ) ∩ σ(J r+2,n ), for any i = 1, 2, . . . , k, then µ 1 , µ 2 , . . . , µ k are also eigenvalues of J n by Lemma B.1. Hence the remaining eigenvalues of J n are the zeros of the polynomial 
By construction, G(λ) has degree n − k and so G(λ) has n − k zeros. Thus, F 2 (λ) also has n − k zeros. In order to prove the main theorems in Section 3, we recall the following crucial result presented in [5, 17] .
LEMMA B.4. Let {ξ 1 , ξ 2 , . . . , ξ m } be a set of complex numbers closed under conjugation, and let {η 1 , η 2 , . . . , η m−1 } be a set of distinct real numbers with η j / ∈ {ξ 1 , ξ 2 . . . ξ m }. Then, the following system of linear algebraic equations
has a unique solution x = (x 1 , x 2 , . . . , x m−1 ) if and only if 
r,j ) 2 δ j = x j , j = 1, 2, . . . , r, δ r+1 (β r+1 u
1,j−r ) 2 δ j+1 = x j , j = r + 1, r + 2, . . . , n − 1, 
r,j , j = 1, 2, . . . , r, and u (2) 1,j−r , j = r + 1, r + 2, . . . , n − 1, are real, then condition (1) holds. By (3.2) we know that r j=1 (u (1) r,j ) 2 δ j = δ r and n−1 j=r+1 (u (2) 1,j−r ) 2 δ j+1 = δ r+2 . Thus, condition (2) follows from (B.4). Finally, conditions (3) and (4) are satisfied because
for k = r, r − 1, . . . , 2, and
Sufficiency: Assume that conditions (1)-(4) hold. Consider the sign vector and the nonzero real numbers
Let us define
1,j−r := δ r+1 δ j+1 x j β r+1 , j = r + 1, r + 2, . . . , n − 1.
Then, g 1 = (u 
1,n−r−1 ) T are, respectively, an H 1 -orthonormal and an H 2 -orthonormal vector. Furthermore, condition (3) ensures that a unique pseudo-Jacobi matrix J r can be constructed from (H 1 , µ 1 , g 1 ) by using the algorithm in Theorem 2.2. Similarly, condition (4) guarantees that the algorithm in Theorem 2.3 generates a unique pseudo-Jacobi matrix J r+2,n given (H 2 , µ 2 , g 2 ). Since α r+1 = n i=1 λ i − n−1 i=1 µ i , a unique pseudo-Jacobi matrix J n is so constructed.
From equations (B.5) and (B.7), we find
r,j ) 2 δ j , j = 1, 2, . . . , r, δ r+1 (β r+1 u (2) 1,j−r ) 2 δ j+1 , j = r + 1, r + 2, . . . , n − 1, By Lemma B.4, F 1 (λ i ) = 0 holds for i = 1, 2, . . . , n, in Lemma B.2. Thus, it follows that det(λ i I n − J n ) = 0, i = 1, 2, . . . , n. Therefore, λ = σ(J n ) and the constructed matrix J n is the unique solution of the PJIEP.
Proof of Theorem 3.2. Necessity: For the given sign vector and the sets λ, µ 1 , and µ 2 , suppose that there exists a pseudo-Jacobi matrix J n ∈ J (n, , β) as in (3.1). If µ 1 ∩ µ 2 = {µ i } k i=1 and µ r+i = µ i , for i = 1, 2, . . . , k, then λ i = µ i , i = 1, 2, . . . , k, are also the eigenvalues of J n by Lemma B.1. The remaining eigenvalues λ k+1 , λ k+2 , . . . , λ n of J n are the zeros of 
r,j = 0, j = 1, 2, . . . , r, and β r+1 u
1,j = 0, j = 1, 2, . . . , n − r − 1, from Lemma A.4, conditions (1) and (2) δ r+1 δ r+j+1 (1 − θ j )x r+j , j = 1, 2, . . . , k, 1 β r+1 δ r+1 δ r+j+1 x r+j , j = k + 1, . . . , n − r − 1.
Hence, we can construct a unique Jacobi matrix J r from H 1 , µ 1 and also the H 1 -orthonormal vector g 1 = (u
r,1 , u
r,2 , . . . , u
r,r ) T by using the algorithm in Theorem 2.2 with the help of condition (3) in Theorem 3.1. In addition, condition (4) in Theorem 3.1 ensures that a unique pseudo-Jacobi matrix J r+2,n can be constructed from H 2 , µ 2 and the H 2 -orthonormal vector g 2 = (u 
1,n−r−1 ) T by using the algorithm in Theorem 2.3. Then, α r+1 = n i=1 λ i − n−1 i=1 µ i from (3.1), and a pseudo-Jacobi matrix J n is so reconstructed. As β r , β r+1 , u (1) r,j , and u
1,j depend on θ j ∈ R − {0, 1} and the θ j can be taken arbitrarily for j = 1, 2, . . . , k, there are infinite pseudo-Jacobi matrices J r and J r+2,n obtained from the algorithms in Theorems 2.2 and 2.3, and so infinite pseudo-Jacobi matrices J n can be achieved. Finally, we show that a reconstructed pseudo-Jacobi matrix J n solves the PJIEP. By equations (B.10), (B.12), and (B.13), we have
1,j−r ) 2 δ j+1 , j = r + 1, r + 2, . . . , r + k, δ r+1 (β r u (1) r,j ) 2 δ j , j = k + 1, k + 2, . . . , r, δ r+1 (β r+1 u (2) 1,j−r ) 2 δ j+1 , j = r + k + 1, . . . , n − 1,
where δ r+1 (β r u (1) r,j ) 2 δ j = θ j x r+j and δ r+1 (β r+1 u
1,j ) 2 δ r+j+1 = (1 − θ j )x r+j , θ j ∈ R − {0, 1} for j = 1, 2, . . . , k. By Lemma B.4, F 2 (λ i ) = λ i − α r+1 − n−1 j=k+1 xj λi−µj = 0 holds for i = k + 1, k + 2, . . . , n in Lemma B.3. Then det(λ i I n − J n ) = 0, i = k + 1, k + 2, . . . , n, and λ i , i = k + 1, k + 2, . . . , n are the remaining eigenvalues of J n . Thus, λ = σ(J n ), and J n is a solution of the PJIEP.
