Abstract. We derive explicit Krein resolvent identities for generally singular Sturm-Liouville operators in terms of boundary condition bases and the Lagrange bracket. As an application of the resolvent identities obtained, we compute the trace of the resolvent difference of a pair of self-adjoint realizations of the Bessel expression −d 2 /dx 2 + (ν 2 − (1/4))x −2 on (0, ∞) for values of the parameter ν ∈ [0, 1) and use the resulting trace formula to explicitly determine the spectral shift function for the pair.
Introduction
In the classic theory of self-adjoint extensions of a densely defined symmetric operator S with equal and finite deficiency indices, Krein's resolvent identity expresses the difference of the resolvent operators of any two self-adjoint extensions of S in terms of its defect vectors (cf., e.g., [2, Section 84], [9, Appendix A], and [23, Lemma 2.30] ). When S is the closed minimal operator generated by a second-order Sturm-Liouville differential expression τ on an interval (a, b) ⊆ R, its deficiency indices are at most equal to two (their precise common value depending upon the number of limit circle endpoints for τ ) so Krein's identity expresses the difference of the resolvent operators of two self-adjoint extensions of S as an operator of rank at most equal to two. Recently, the explicit form of Krein's identity was derived in [9] for all self-adjoint extensions in the case where τ is regular on (a, b) in terms of the boundary values of the quasiderivatives of a distinguished basis of defect vectors, see [9, eq. (3.5) ]. This is made possible by the fact that functions in the domain of the maximal Sturm-Liouville operator S * , and their quasiderivatives, possess boundary values at a regular endpoint. In contrast, when τ is singular at an endpoint, neither functions in the domain of S * nor their quasiderivatives necessarily possess boundary values at the singular endpoint. It is for this reason that, in lieu of boundary values of the functions themselves, one typically uses the Wronskian (cf., e.g., [11, Section 5] ), the Lagrange bracket and boundary condition bases/functions (cf., e.g., [12, Section 6] and [26, Definition 10.4.3] ), or generalized boundary values (cf. [15] ) to parametrize the self-adjoint extensions of S.
In this paper, we derive the explicit form of Krein's resolvent identity for singular Sturm-Liouville operators on (a, b) using boundary condition bases and the Lagrange bracket. As a concrete application of the identities obtained, we consider the Bessel differential expression on (0, ∞) indexed by the parameter ν ∈ [0, 1). The Bessel differential expression is singular at both endpoints of (0, ∞) for ν = 1/2, and its self-adjoint realizations form a one-parameter family. Applying the general form of Krein's resolvent identity obtained in Section 3, we explicitly compute the difference of the resolvent of the Friedrichs extension and that of any other self-adjoint realization of the Bessel expression. Using the resulting identity, we then compute the trace of the difference of resolvents, which leads to an explicit expression for the spectral shift function of the pair.
We briefly summarize the contents of each of the remaining sections of this paper. In Section 2, we recall essential facts on self-adjoint extensions of three-term Sturm-Liouville operators on an interval (a, b) ⊆ R. Section 3 treats in detail the case of one limit circle endpoint. Assuming that a is the lone limit circle endpoint, we explicitly determine in Theorem 3.4 the form of Krein's resolvent identity for the difference of the resolvent of any self-adjoint extension of the minimal operator and the resolvent of a fixed reference self-adjoint extension in terms of a fixed boundary condition basis at a, the Lagrange bracket, and the Weyl-Titchmarsh solution at b. The difference of resolvents is a rank one operator due to the presence of exactly one limit circle endpoint, so the Krein identity obtained immediately yields an explicit formula for the trace of the corresponding resolvent difference. Analogously, Section 4 addresses the case where both endpoints {a, b} are limit circle endpoints. Treating separately the self-adjoint extensions parametrized by separated boundary conditions and those parametrized by coupled boundary conditions, we explicitly determine in Theorems 4.4-4.7 the form of Krein's resolvent identity for the difference of the resolvent of any self-adjoint extension of the minimal operator and the resolvent of a fixed reference self-adjoint extension in terms of fixed boundary condition bases at a and b, the Lagrange bracket, and a distinguished pair of linearly independent solutions of the corresponding Sturm-Liouville differential equation. The difference of resolvents is generally a rank two operator, but in certain special cases (cf. Theorems 4.5 and 4.7) the difference is rank one, owing to the fact that the two self-adjoint extensions also extend a symmetric operator which is itself a proper extension of the minimal operator. At the end of Section 4, we explain how the Krein resolvent identities obtained in [9] for regular Sturm-Liouville operators may be obtained as special cases of Theorems 4.4-4.7. In Section 5, we consider, as an example, the Bessel differential expression (cf., e.g., [4] , [5] , [8] , [10] , [13] , [15] , [18] , and the references cited therein),
The right endpoint x = ∞ is always a singular endpoint, and the left endpoint x = 0 is a singular endpoint if ν = 1/2, as it is regular if ν = 1/2. For ν ∈ [0, 1), τ ν is in the limit circle case at x = 0 and in the limit point case at x = ∞, so the expression τ ν falls within the scope of the theory developed in Section 3. Applying the abstract identities developed in Section 3, we determine the explicit form of Krein's identity in terms of the parameter ν and an explicit Weyl-Titchmarsh solution at ∞ and use this form to calculate the trace of the difference of the resolvent of the Friedrichs extension and that of any other self-adjoint extension in Propositions 5.1 and 5.8. The resulting trace formula is then used to determine the spectral shift function corresponding to the Friedrichs extension and any other self-adjoint extension in Propositions 5.4 and 5.9. As a byproduct, the explicit form of the spectral shift function for the pair yields a characterization of the nonnegative self-adjoint realizations of the Bessel expression and allows one to determine the single simple negative eigenvalue of any self-adjoint realization which is not nonnegative. For completeness, the basic facts on the spectral shift function relevant to the analysis in Section 5 are collected in Appendix A. Finally, we summarize some of the general notation used in this paper. Let H be a separable complex Hilbert space, ·, · H the inner product in H (linear in the second argument), and I H the identity operator in H. Next, let T be a linear operator mapping (a subspace of) a Hilbert space into another, with dom(T ) and ker(T ) denoting the domain and kernel (i.e., null space) of T . If T is densely defined, then T * denotes the Hilbert space adjoint of T . The resolvent set, spectrum, essential spectrum, absolutely continuous spectrum, and point spectrum of a closed linear operator in H will be denoted by ρ(·), σ(·), σ ess (·), σ ac (·), and σ p (·), respectively. The ℓ p -based trace ideals over H will be denoted by B p (H), p ∈ [1, ∞), and tr H denotes the trace functional on B 1 (H).
Throughout, χ S denotes the characteristic function of a set S ⊆ R. If z ∈ C, then z denotes the complex conjugate of z. To avoid cumbersome notation, for (a, b) ⊆ R, I (a,b) and · , · (a,b) denote the identity operator and inner product in the weighted Hilbert space L 2 ((a, b); r(x) dx), respectively, and tr (a,b) denotes the trace functional on B 1 L 2 ((a, b); r(x) dx) . In addition, SL 2 (R) denotes the set of all R ∈ R 2×2 with det(R) = 1, I 2×2 denotes the 2 × 2 identity matrix in R 2×2 , AC loc (a, b) denotes the set of locally absolutely continuous complex-valued functions on (a, b), and if M ⊆ R is Lebesgue measurable, then |M | denotes the Lebesgue measure of M . We employ the following convention throughout: "0 < ε ≪ 1" means "for all ε ∈ (0, ε 0 ) for some ε 0 ∈ (0, ∞)."
Self-Adjoint Extensions of Singular Sturm-Liouville Operators
In this preparatory section, we recall some of the essential facts on self-adjoint extensions of Sturm-Liouville operators, with particular emphasis on the singular case. The primary motivation for recalling these facts here is to set up much of the notation and conventions to be employed in later sections. As such, in most cases we only provide statements of the pertinent facts and defer to references for their proofs. We begin by introducing the following hypothesis, which is assumed throughout this section.
Hypothesis 2.1. Let −∞ a < b ∞ be fixed and suppose that p, q, and r are real-valued and Lebesgue measurable on (a, b) with p > 0, r > 0 a.e. on (a, b) and
(2.1)
Assuming Hypothesis 2.1, we define 2) and introduce the differential expression τ by
where the prime denotes differentiation with respect to the independent variable. In addition, we define the Lagrange bracket of a pair of functions f, g ∈ D(a, b) by
The next result is a Plücker-type identity. It relates the Lagrange brackets of pairs of functions in D(a, b).
Next, we recall the identities of Lagrange and Green, which relate the Lagrange bracket to the differential expression τ (cf., e.g., [11, eq. (2.6 6) and, consequently, for any α, β ∈ (a, b),
Following [11, Section 3], we now introduce the maximal and minimal operators associated to τ . The maximal operator associated to τ is denoted T max and is defined by
The operator T max is densely defined, and its adjoint is the (closed) minimal operator, T min :
(2.9) In turn, the minimal operator is densely defined and its adjoint is the maximal operator:
One verifies that g ∈ D(a, b) lies in dom(T max ) near a (resp., b) if and only if g lies in dom(T max ) near a (resp., b). Moreover, as a consequence of Green's formula, the Lagrange bracket of a pair of functions that lie in dom(T max ) near an endpoint has a finite limiting value at that endpoint.
Lemma 2.5 ([11, Lemma 3.2]).
If f and g lie in dom(T max ) near a (resp., near b), then the limit
exists and is finite.
The minimal operator may be characterized directly using the Lagrange bracket as follows:
It then follows that the minimal operator T min is a densely defined, closed, symmetric operator in the Hilbert space L 2 ((a, b); r(x) dx). Recall that if A and B are two linear operators in a Hilbert space H, then B is said to be an extension of A (equivalently, A is a restriction of B), denoted A ⊆ B, if and only if dom(A) ⊆ dom(B) and Au = Bu for all u ∈ dom(A). For the remainder of this section, we will be interested in self-adjoint extensions of the minimal operator T min . That T min actually possesses self-adjoint extensions is a consequence of von Neumann's theory of self-adjoint extensions and Weyl's limit point/limit circle classification of endpoints.
Assuming Hypothesis 2.1, one can consider for any z ∈ C the differential equation τ y = zy on the interval (a, b), that is
A function y ∈ D(a, b) is said to be a solution to (2.13) if y satisfies (2.13) pointwise a.e. on (a, b).
Definition 2.6. The differential expression τ is in the limit circle case at a (resp., b) if for each z ∈ C all solutions to (2.13) lie in L 2 ((a, b); r(x) dx) near a (resp., b). The differential expression τ is in the limit point case at a (resp., b) if for each z ∈ C, there is some solution to (2.13) which does not lie in L 2 ((a, b); r(x) dx) near a (resp., b).
Weyl's alternative states that the classification of an endpoint as limit point or limit circle exhausts all possibilities; that is, τ is in one of these cases (limit point or limit circle) at each endpoint of (a, b) (cf., e.g., [11, Lemma 4 
.1]).
Theorem 2.7 (Weyl's Alternative). If there exists a z 0 ∈ C such that every solution of τ y = z 0 y lies in L 2 ((a, b); r(x) dx) near a (resp., b), then τ is in the limit circle case at a (resp., b).
If z ∈ C and τ is in the limit point case at an endpoint c ∈ {a, b}, then there is at least one solution to (2.13) which does not lie in L 2 ((a, b); r(x) dx) near c. It is entirely natural to ask whether there is any nontrivial solution to (2.13) which lies in L 2 ((a, b); r(x) dx) near c. A nontrivial solution which lies in L 2 ((a, b); r(x) dx) near c is guaranteed to exist if z is a point of regular type of T min . Definition 2.8. A point z ∈ C is a point of regular type of T min if T min − zI (a,b) is an injection and (T min − zI (a,b) ) −1 is bounded. The set of all points of regular type of T min is denoted by r(T min ). . Let c ∈ {a, b}. If z ∈ r(T min ), then there is a nontrivial solution of τ u = zu which lies in L 2 ((a, b); r(x) dx) near c. Moreover, this solution is unique up to constant multiples if τ is in the limit point case at c.
The limit point/limit circle classification of endpoints may be characterized in terms of the Lagrange bracket and functions in dom(T max ).
Lemma 2.10 ([11, Lemma 4.4] ). Assume Hypothesis 2.1. If c ∈ {a, b}, then τ is in the limit point case at c if and only if 14) and τ is in the limit circle case at c if and only if there exists f ∈ dom(T max ) such that
The significance of Weyl's limit point/limit circle classification is that it provides a means for completely characterizing the deficiency indices of T min . Recall that if S is a densely defined symmetric operator in a Hilbert space H, then the deficiency indices of S are defined by 
0, if τ is limit circle at no endpoint of (a, b), 1, if τ is limit circle at exactly one endpoint of (a, b), 2, if τ is limit circle at both endpoints of (a, b).
(2.17)
In particular, T min possesses self-adjoint extensions.
By Theorem 2.11, the minimal operator T min has self-adjoint extensions. If T is a self-adjoint extension of T min , then the relation T min ⊆ T and (2.9) imply
Hence, T is a self-adjoint extension of T min if and only if T is a self-adjoint restriction of T max .
Remark 2.12. If T is a self-adjoint extension of T min then ρ(T ) ⊂ r(T min ). In particular, by Lemma 2.9, if c ∈ {a, b} and z ∈ ρ(T ), then there is a nontrivial solution of τ u = zu which lies in L 2 ((a, b); r(x) dx) near c. This solution is unique up to constant multiples if c is a limit point endpoint.
⋄ Next, we recall the notion of what it means for two self-adjoint extensions of a symmetric operator S to be relatively prime. Definition 2.13. If T and T ′ are self-adjoint extensions of a symmetric operator S, then the maximal common part of T and T ′ is the operator C T,T ′ defined by
Moreover, T and T ′ are said to be relatively prime with respect to S if C T,T ′ = S.
Since a self-adjoint extension T of T min is also a self-adjoint restriction of T max , to characterize the self-adjoint extension T , it suffices to characterize the domain of T (the action of T being that of T max ). The domain of a self-adjoint extension can be characterized in terms of the Lagrange bracket and boundary condition bases. Lemma 2.10 (in particular, (2.14)) shows that a boundary condition basis cannot exist at a limit point endpoint. However, a boundary condition basis always exists at a limit circle endpoint.
Lemma 2.15. Assume Hypothesis 2.1. If c ∈ {a, b} and τ is in the limit circle case at c, then there exists a boundary condition basis {φ c , ψ c } at c.
Proof. Let c ∈ {a, b} and suppose τ is in the limit circle case at c. By Lemma 2.10, there exists f ∈ dom(T max ) such that (2. The next lemma provides a characterization of T min in terms of boundary condition bases.
Lemma 2.16. Assume Hypothesis 2.1. The following statements (i) and (ii) hold. (i) If τ is in the limit circle case at a, {φ a , ψ a } is a boundary condition basis at a, and τ in the limit point case at b, then
An analogous statement holds if τ is in the limit point case at a and in the limit circle case at b.
(ii) If τ is in the limit circle case at a and b and {φ c , ψ c } is a boundary condition basis at the endpoint c ∈ {a, b}, then
Proof. We provide a proof of (i); the proof of (ii) is similar. Suppose τ is in the limit circle case at a with {φ a , ψ a } a boundary condition basis at a, and suppose τ is in the limit point case at b. Denote the set on the right-hand side in (2.20) by A, and let g ∈ A, so that
If h ∈ dom(T max ), then an application of Lemma 2.2 with the choices
Therefore, [g, h](a) = 0. In addition, since τ is in the limit point case at b, Lemma 2.10 implies [g, h](b) = 0. Since h ∈ dom(T max ) was arbitrary, it follows from (2.12) that g ∈ dom(T min ). Hence, A ⊆ dom(T min ). Conversely, if g ∈ dom(T min ), then [g, h](a) = 0 for all h ∈ dom(T max ) by (2.12) . Separately choosing h = φ a and h = ψ a , one concludes that g ∈ A. Hence, dom(T min ) ⊆ A. Having shown the two set inclusions, (2.20) follows.
Next, we recall several theorems on the parametrization of the self-adjoint extensions of T min . The precise form of the self-adjoint extensions depends on the limit point/limit circle classification of τ at each of the endpoints {a, b}. One of the primary reasons for stating the parametrizations here is to introduce notation to be used in later sections. To slightly shorten the statement of theorems and to make assumptions clear, we introduce the following basic hypothesis.
Hypothesis 2.17. In addition to Hypothesis 2.1, let T max and T min denote the maximal and minimal operators defined by (2.8) and (2.9) (equivalently, (2.12)), respectively.
To begin with, if τ is in the limit point case at both a and b, then T min is a self-adjoint operator. In the case of exactly one limit circle endpoint, all self-adjoint extensions of T min are characterized by a separated boundary condition using a boundary condition basis at the limit circle endpoint. . Assume Hypothesis 2.17 and let c ∈ {a, b}. Suppose τ is in the limit circle case at c, {φ c , ψ c } is a boundary condition basis at c, and that τ is in the limit point case at the other endpoint. If θ ∈ [0, π), then the operator T θ defined by
is a self-adjoint extension of T min . Conversely, if T is a self-adjoint extension of T min , then T = T θ for some θ ∈ [0, π).
If τ is in the limit circle case at both a and b, then one must impose boundary conditions at both endpoints to obtain a self-adjoint extension. In this case, selfadjoint boundary conditions are categorized into two classes: separated boundary conditions (cf. Suppose that τ is in the limit circle case at both a and b, and let {φ a , ψ a } and {φ b , ψ b } denote boundary condition bases at a and b, respectively. Then the following statements
is a self-adjoint extension of T min .
(ii) If η ∈ [0, π) and R ∈ SL 2 (R), then the operator T R,η defined by
(iii) If T is a self-adjoint extension of T min , then T = T α,β for some α, β ∈ [0, π) or T = T R,η for some η ∈ [0, π) and some R ∈ SL 2 (R). 
However, multiplying from the left on both sides of (2.29) by the 2 × 2 diagonal matrix J := diag(1, −1) and using
Upon taking η = ϕ and R = JRJ ∈ R 2×2 , one infers that R ∈ SL 2 (R) and (2.29) is equivalent to
As a result, (2.26) encompasses all self-adjoint extensions as characterized by [11, eq. (6.24) ] and vice versa. ⋄
The Case of Exactly One Limit Circle Endpoint
In this section, we assume that τ is in the limit circle case at exactly one endpoint. Fixing T 0 (cf. (2.24)) as a reference self-adjoint extension of T min , we derive explicit Krein resolvent identities that relate the resolvent of any other self-adjoint extension T θ , θ ∈ (0, π), of T min to the resolvent of T 0 . The resolvent identity is then used to compute the trace of the difference of the resolvents of T θ and T 0 . We treat in detail the case where a is the lone limit circle endpoint. Analogous formulas hold if b is the only limit circle endpoint. We fix some assumptions to begin: Hypothesis 3.1. Assume, in addition to Hypothesis 2.17, that: (i) τ is in the limit point case at b and in the limit circle case at a with {φ a , ψ a } a boundary condition basis at a.
(ii) For each θ ∈ [0, π), T θ is the self-adjoint extension of T min defined by (2.24) with c = a. Assuming Hypothesis 3.1, the functions u z and w z are called the regular and Weyl-Titchmarsh solutions, respectively, and, since p, q, and r are real-valued,
In particular, u z and w z are real-valued when z ∈ R ∩ ρ(T 0 ). By Theorem 2.11, the deficiency indices of T max are d ± (T max ) = 1. In fact,
The following lemma characterizes, for fixed
, in terms of the inner product of f with w z .
is an integral operator with kernel (i.e., Green's function) given by
so that
Differentiating throughout (3.7), one obtains (where prime denotes differentiation with respect to x)
for a.e. x ∈ (a, b). Applying (3.7) and (3.8), one obtains
The limit leading to (3.9) exists by Lemma 2.5. An application of the Plücker-type identity (2.5) with the choices
, and the claim in (3.5) follows.
We recall the following abstract result for the computation of the trace of a rank one operator and provide its short proof for completeness. Lemma 3.3. Let H be a separable Hilbert space, with f, g ∈ H, and define the rank one operator A = f, · H g on dom(A) = H. Then A ∈ B 1 (H) and
Proof. Since A is finite rank, A ∈ B 1 (H). Fix an orthonormal basis {e ι } ι∈I of H (with I ⊆ N an appropriate indexing set), and compute
With these preparations out of the way, we turn to differences of resolvents of the self-adjoint extensions T θ of T min , fixing T 0 as a reference extension. The main result of this section is an explicit Krein-type resolvent identity and a corresponding trace formula for resolvent differences: Theorem 3.4. Assume Hypothesis 3.1 and suppose θ ∈ (0, π). Then T 0 and T θ are relatively prime with respect to T min . Moreover, for each z ∈ ρ(T 0 ) ∩ ρ(T θ ), the scalar
is nonzero and the following operator equality holds:
and
Proof. Let θ ∈ (0, π). To prove that T 0 and T θ are relatively prime with respect to T min , it suffices to prove
However, (3.17) implies [g, ψ a ](a) = 0 since sin(θ) = 0 for θ ∈ (0, π). By Lemma 2.16 (i), g ∈ dom(T min ). This completes the proof that T 0 and T θ are relatively prime with respect to
. This is a contradiction to the assumption z ∈ ρ(T θ ). Therefore, k θ (z) = 0. To prove (3.13), define the operator
It suffices to show that
that is, it suffices to show that for every f ∈ L 2 ((a, b); r(x) dx),
so the proof of (3.21) reduces to showing that F θ (z)f satisfies the boundary condition in (2.24) with c = a; that is,
One computes
by definition of w z and the fact that
An application of Lemma 3.2 in the first term on the right-hand side in (3.26) yields
Finally, to verify (3.24), one uses (3.25) and (3.27) as follows:
The proof of (3.22) combines (3.4) and the fact that T max is an extension of both T θ and T 0 :
The right-hand side of (3.13) is a rank one (hence, trace class) operator, so (3.14)
follows. Finally, applying Lemma 3.3, (3.13), and linearity of the trace functional, one computes
Remark 3.5. The identity in (3.13) yields a similar identity that relates the resolvents of any two self-adjoint extensions
can be completely characterized by
by adding and subtracting (T 0 − zI (a,b) ) −1 and applying (3.13) to obtain
The Case of Two Limit Circle Endpoints
In this section, we assume that τ is in the limit circle case at both endpoints of (a, b). Fixing T 0,0 (cf. (2.25)) as a reference self-adjoint extension of T min , we derive explicit Krein resolvent identities that relate the resolvent of any other selfadjoint extension of T min to the resolvent of T 0,0 . We distinguish the two cases of self-adjoint extensions parametrized by separated boundary conditions (2.25) and those parametrized by coupled boundary conditions (2.26). To set the stage, we introduce the following hypothesis. Hypothesis 4.1. In addition to Hypothesis 2.17, suppose that τ is in the limit circle case at a and b and: (i) Let {φ a , ψ a } and {φ b , ψ b } be boundary condition bases at a and b, respectively.
(ii) For each α, β ∈ [0, π), let T α,β denote the self-adjoint extension of T min defined in (2.25). In particular, T 0,0 denotes the self-adjoint extension of T min with domain
(iii) For each z ∈ ρ(T 0,0 ), let {u z,j } j=1,2 denote solutions to (2.13) which satisfy the boundary conditions
Solutions u z,j , j ∈ {1, 2}, of (2.13) satisfying (4.2) exist for z ∈ ρ(T 0,0 ). To obtain u z,1 , for example, consider the unique solution u to (2. Assuming Hypothesis 4.1, the fact that p, q, and r are real-valued implies
Therefore, u z,j , j ∈ {1, 2}, is real-valued when z ∈ R ∩ ρ(T 0,0 ). Since τ is in the limit circle case at a and b and solutions to (2.13) are locally absolutely continuous, one infers
In particular,
Proof. Let z ∈ ρ(T 0,0 ) be fixed. By hypothesis, u z,1 satisfies the boundary condition at a appearing in (4.1), is an integral operator with integral kernel
Note that by (2.6),
for a.e. x ∈ (a, b). Therefore, (4.11), (4.12), and (4.14) imply
x ∈ (a, b).
Taking the limit x ↓ a throughout (4.15) and applying (4.4) yields
Next, an application of Lemma 2.2 with the choices
Finally, (4.16) and (4.17) combine to yield the first identity in (4.7). The second identity in (4.7) is established in an entirely analogous manner, and we omit further details at this point.
Remark 4.
3. An application of Lemma 2.2 with the choices
Thus, in light of (4.12) and (4.17), one infers
With these preparations in place, we are now ready to state the first set of main results in this section, a Krein resolvent identity for T 0,0 and T α,β . To simplify the statement of theorems, we treat the case when T 0,0 and T α,β are relatively prime separate from the degenerate case when T 0,0 and T α,β have a maximal common part which is a proper extension of T min . 
is invertible and
Proof. Let α, β ∈ (0, π). To prove that T 0,0 and T α,β are relatively prime with respect to T min , it suffices to prove 23) and the condition y ∈ dom(T α,β ) implies Let z ∈ ρ(T 0,0 ) ∩ ρ(T α,β ) be fixed. Suppose, by way of contradiction, that K α,β (z) is a singular matrix. Then K α,β (z) has a non-trivial null space, so there exists c, d ∈ C with |c| 2 + |d| 2 = 0 and
Therefore,
By (4.19) , the set of equations in (4.27) can be recast as
By the first equation in (4.28), the function cu z,1 + du z,2 satisfies the boundary condition for functions in dom(T α,β ) at the endpoint b. Indeed, using (4.2) one computes
where the final equality follows from the first equation in (4.28). On the other hand, employing (4.2) once more yields
where the final equality follows from the second equation in (4.28). Therefore, the function cu z,1 + du z,2 satisfies the boundary condition for functions in dom(T α,β ) at the endpoint a. Since cu z,1 + du z,2 belongs to dom(T max ), one concludes that
Since u z,1 and u z,2 are linearly independent and |c| 2 + |d| 2 = 0, the linear combination cu z,1 + du z,2 is not the zero function. Finally, (4.5) actually implies that cu z,1 + du z,2 is an eigenfunction of T α,β with eigenvalue z, a contradiction to the assumption that z ∈ ρ(T α,β ). This concludes the proof that K α,β (z) is invertible.
To prove (4.21), define the operator
36) so the proof of (4.34) reduces to showing that F α,β (z)f satisfies the boundary conditions in (2.25); that is, it suffices to prove:
To show (4.37), one uses (T 0,0 − zI (a,b) ) −1 f, φ a (a) = 0 and (4.2) to compute
Moreover, using Lemma 4.2 and the explicit form of
Therefore, upon combining (4.39) and (4.40), one obtains
By inspection, the expression in braces multiplying u z,1 , f (a,b) on the right-hand side of (4.41) vanishes. Fully expanding det(K α,β (z)) using (4.20) , one infers that the expression in braces multiplying u z,2 , f (a,b) on the right-hand side of (4.41) equals
which, by inspection, also vanishes. Consequently,
and since K α,β (z) is invertible, (4.37) follows. To prove (4.38), one proceeds in a manner analogous to the proof of (4.37) and computes
Upon combining (4.44) and (4.45), one infers
By inspection, the expression in braces multiplying u z,2 , f (a,b) on the right-hand side of (4.46) vanishes. By fully expanding det(K α,β (z)) using (4.20) , one infers that the expression in braces multiplying u z,1 , f (a,b) on the right-hand side of (4.46) equals
and since K α,β (z) is invertible, (4.38) follows. This completes the proof of (4.34), and it remains to prove (4.35). The proof of (4.35) is a simple calculation which combines (4.5) and the fact that T max is an extension of both T α,β and T 0,0 :
If α, β ∈ [0, π) and αβ = 0, then T α,β and T 0,0 are no longer relatively prime with respect to T min . In this case, we obtain: 
is nonzero and
(ii) If α ∈ (0, π), then the maximal common part of T 0,0 and T α,0 is the restriction of T max to the set
Moreover, for each z ∈ ρ(T 0,0 ) ∩ ρ(T α,0 ) the scalar
is nonzero and ∈ (0, π) . Hence, y ∈ S 1 . Conversely, if y ∈ S 1 , then (4.23) and (4.57) hold, so y ∈ dom(T 0,0 ) ∩ dom(T 0,β ). To complete the proof of item (i), let z ∈ ρ(T 0,0 ) ∩ ρ(T 0,β ) be fixed and let K 0,β (z) be the scalar defined in (4.51). To prove the claim that K 0,β (z) is nonzero, suppose on the contrary that K 0,β (z) = 0. We claim that z is then an eigenvalue of T 0,β . Indeed, K 0,β (z) = 0 implies
2)) and u z,1 ∈ dom(T max ), it follows that u z,1 ∈ dom(T 0,β ), so that z is an eigenvalue of T 0,β and u z,1 is a corresponding eigenfunction. This contradicts the assumption that z ∈ ρ(T 0,β ) and completes the proof that K 0,β (z) = 0. It remains to establish the resolvent identity in (4.52). Define
In order to prove (4.52), it suffices to show
63) so the proof of (4.61) reduces to showing that F 0,β (z)f satisfies the boundary conditions for functions in dom(T 0,β ); that is, it suffices to prove
To check the first boundary condition in (4.64), one uses (4.2) and (4.25) to compute
To check the second boundary condition in (4.64), one computes
Note that the second identity in (4.7) is used to obtain the second equality in (4.66). This proves (4.61), and subsequently, the claim in (4.62) is a result of the following calculation:
Now, we derive results analogous to Theorems 4.4 and 4.5 for coupled boundary conditions. Again, we separate the case in which T R,η and T 0,0 are relatively prime with respect to T min from the rest. The first is: Theorem 4.6. Assume Hypothesis 4.1. If R 1,2 = 0, then T 0,0 and T R,η are relatively prime with respect to T min . Moreover, for each z ∈ ρ(T 0,0 ) ∩ ρ(T R,η ) the matrix
Proof. Suppose that R 1,2 = 0. In order to show T 0,0 and T R,η are relatively prime with respect to T min , it suffices to show
Note that any y ∈ dom(T R,η ) satisfies the boundary conditions 
75) and it follows that y ∈ dom(T min ). Thus, the containment in (4.70) holds. This concludes the proof that T 0,0 and T R,η are relatively prime with respect to T min .
Next, for z ∈ ρ(T 0,0 ) ∩ ρ(T R,η ), we prove that the matrix K R,η (z) defined by (4.68) is invertible. Suppose, by way of contradiction, that K R,η (z) is singular. Then e iη R 1,2 K R,η (z) is a singular matrix, so its rows are linearly dependent: for some α ∈ C,
76)
The equality in (4.77) may be recast as
Define the function
Note that by applying (4.80) and (4.81), the identity in (4.78) may be recast in terms of g z :
In addition, by the definition of g z ,
Therefore, by (4.76),
which may be rewritten as
To obtain (4.86), one uses (4.78), which implies
Hence, g z ∈ dom(T max ) satisfies T max g z = zg z and
In light of (4.89), one infers that g z ∈ dom(T R,η ), and it follows that z is an eigenvalue of T R,η , which is a contradiction to the assumption that z ∈ ρ(T R,η ). Therefore, the matrix K R,η (z) must be invertible. In order to complete the proof, it remains to establish the resolvent identity in (4.69). To prove (4.69), let z ∈ ρ(T 0,0 ) ∩ ρ(T R,η ), and define the operator It suffices to show that
94) so the proof of (4.92) reduces to showing F R,η (z)f satisfies the boundary conditions in (2.21); that is,
To begin, one computes the product of the left-hand side of (4.95) with the factor R 1,2 det(K R,η (z)) as follows:
The coefficient in square brackets which multiplies u z,1 , f (a,b) on the right-hand side in (4.97) equals
which vanishes by inspection. Using the definition of K R,η (z) in (4.68) to compute det(K R,η (z)), the coefficient in square brackets which multiplies u z,2 , f (a,b) on the right-hand side in (4.97) equals
which also vanishes by inspection. Therefore,
and since neither R 1,2 nor det(K R,η (z)) is zero, the boundary condition in (4.95) is satisfied. Next, we compute the product of the left-hand side of (4.96) with the factor R 1,2 det(K R,η (z)) as follows:
The coefficient in square brackets which multiplies u z,1 , f (a,b) on the right-hand side of (4.101) equals
Similarly, the coefficient in square brackets which multiplies u z,2 , f (a,b) on the right-hand side of (4.101) equals
As a result of (4.101)-(4.103), one infers that F R,η (z)f satisfies
and since neither R 1,2 nor det(K R,η (z)) is zero, the boundary condition in (4.96) holds. Now (4.92) follows from (4.94), (4.95), and (4.96). It remains to show (4.93), but this is a straightforward calculation using the fact that T 0,0 and T R,η are both restrictions of T max :
If R 1,2 = 0, then T R,η and T 0,0 are no longer relatively prime with respect to T min . In this case, we obtain: Theorem 4.7. Assume Hypothesis 4.1. If R 1,2 = 0, then the maximal common part of T R,η and T 0,0 is the restriction of T max to the set
Moreover, for each z ∈ ρ(T R,η ) ∩ ρ(T 0,0 ), the scalar
is nonzero, and
Proof. Let R ∈ SL 2 (R) with R 1,2 = 0. To prove that the maximal common part of T 0,0 and T R,η is the restriction of T max to S R,η , it suffices to show
To this end, suppose y ∈ dom(T 0,0 ) ∩ dom(T R,η ). Then the fact that y ∈ dom(T 0,0 ) implies y satisfies the conditions in (4.23), and the fact that y ∈ dom(T R,η ) implies
Hence, y ∈ S R,η . Conversely, if y ∈ S R,η , then (4.23) and (4.111) hold, so y ∈ dom(T 0,0 ) ∩ dom(T R,η ). To complete the proof, let z ∈ ρ(T 0,0 ) ∩ ρ(T R,η ) be fixed and let k R,η (z) be the scalar defined in (4.107). To prove the claim that k R,η (z) is nonzero, suppose on the contrary that k R,η (z) = 0. We claim that z is then an eigenvalue of T R,η and u z,R,η defined by (4.109) is a corresponding eigenfunction.
To justify this claim, it is enough to show that u z,R,η ∈ dom(T R,η ). In turn, it suffices to show u z,R,η satisfies the boundary conditions in (2.26). To this end, one computes
using the conditions (4.2) and 1 = det(R) = R 1,1 R 2,2 . Moreover, the assumption k R,η (z) = 0 implies
The identities (4.112) and (4.113) imply that u z,R,η ∈ dom(T R,η ), from which it follows that z is an eigenvalue of T R,η with corresponding eigenfunction u z,R,η . This is a contradiction to the choice of z ∈ ρ(T R,η ). This completes the proof that k R,η (z) = 0. It remains to establish the resolvent identity in (4.108). Define
In order to prove (4.108), it suffices to show
To this end, let f ∈ L 2 ((a, b); r(x) dx) be arbitrary. It is clear from the definition of F R,η (z) that (4.118) so the proof of (4.116) reduces to showing that F R,η (z)f satisfies the boundary conditions for functions in dom(T R,η ); that is,
To check (4.119), one uses (4.1) and (4.2) to compute
To check (4.120), one uses (4.1), (4.2), and Lemma 4.2 to compute
This proves (4.116), and subsequently, the claim in (4.117) is a result of the following calculation:
Remark 4.8. Using linearity of the trace functional, the rank one trace formula in (3.10), and (4.21), (4.52), (4.55), (4.69), (4.108), one may obtain explicit trace formulas which are analogous to (3.15) for the resolvent differences
Remark 4.9. Assume Hypothesis 2.17. Explicit Krein resolvent identities for threeterm Sturm-Liouville operators were derived in detail in [9] under the additional assumption that τ is regular on (a, b). Recall that τ is said to be regular on (a, b) if a and b are finite and
Treating both separated and coupled boundary conditions, the authors of [9] derive Krein resolvent identities that relate the resolvent of any self-adjoint extension of T min , with either separated or coupled boundary conditions, to the resolvent of the Dirichlet extension (parametrized by vanishing boundary values) of T min in the regular case. Here we briefly comment on how the resolvent identities from [9] can be recovered as special cases of the Krein resolvent identities obtained in Section 4. For simplicity, we consider only those self-adjoint extensions of T min corresponding to separated boundary conditions which together with the Dirichlet extension are relatively prime with respect to T min . The other cases may be treated in a similar fashion. Henceforth, we shall assume that τ is regular on (a, b).
Recall that in the regular case, if f ∈ dom(T max ), then f and pf ′ possess boundary values. That is, the following limits exist
The self-adjoint extensions of T min corresponding to separated boundary conditions are characterized in [9, eq. (3.1)] as a two-parameter family
Note that H 0,0 is the Dirichlet extension of T min . We briefly explain how the Krein resolvent identity obtained in [9, eq. (3.13)] may be recovered as a special case of Theorem 4.4. For simplicity, we treat only the case θ a , θ b = 0. To recover the Krein resolvent identity from [9] , one expresses H θa,θ b in terms of the operators in (2.25) parametrized in terms of boundary condition bases. Fix a pair of boundary condition bases {φ c , ψ c }, c ∈ {a, b}, by choosing φ a , φ b , ψ a , ψ b ∈ dom(T max ) such that
The relations in (4.129) imply [ψ c , φ c ](c) = 1, c ∈ {a, b}, and
With this choice of boundary condition bases, the self-adjoint extensions of T min given by (2.25) are
A comparison of (4.128) with (4.131) yields
In particular, for the Dirichlet extension,
The Krein resolvent identities in [9, Theorem 3.1] relate the resolvents of H θa,θ b and H 0,0 and are expressed in terms of the basis {u j (z, · )} j=1,2 , z ∈ ρ(H 0,0 ), of ker(T max − zI (a,b) ) specified by the conditions
Comparing (4.2), (4.5), (4.6), (4.133), and (4.134), one infers that z,j (c) = −u [1] j (z, c), j ∈ {1, 2}, c ∈ {a, b}, z ∈ ρ(T 0,0 ). (4.136) Therefore, by (4.20) and (4.136), for z ∈ ρ(T π−θa,θ b ) ∩ ρ(T 0,0 ), 
Applications to Bessel Operators
The Bessel differential operator has a storied history and has been studied by many authors; see [15] for an extensive list of references in this connection. In this section, we consider the Bessel operator (in Liouville form) as an application of the results of Section 3 to a problem with singular endpoints. Using Theorem 3.4, we determine the explicit form of Krein's resolvent identity and use it to calculate the trace of the difference of the resolvents of the Friedrichs extension and any other self-adjoint extension. The trace formula obtained via (3.15) is then used to explicitly compute the Krein spectral shift function for the pair of self-adjoint extensions.
For ν ∈ [0, ∞) the Bessel differential expression τ ν is defined by choosing, in the notation of Hypothesis 2.1:
so that the differential expression (2.3) takes the form
Following (2.8), one defines the maximal operator T
and, in accordance with (2.9), the associated minimal operator
Recall that I (0,∞) and · , · (0,∞) denote the identity operator and the inner product in L 2 ((0, ∞); dx), respectively, and tr (0,∞) denotes the trace in B 1 L 2 ((0, ∞); dx) . As reported, for example, in [12, Section 12] , for ν ∈ [0, 1), τ ν is in the limit circle case at x = 0 and in the limit point case at x = ∞. On the other hand, for ν ∈ [1, ∞), τ ν is in the limit point case at both x = 0 and x = ∞. It follows from Theorem 2.18 that for ν ∈ [1, ∞), the minimal operator T (ν) min is self-adjoint and, therefore, possesses no proper self-adjoint extensions. So, it is to ν ∈ [0, 1) that we restrict our attention. In this case, the self-adjoint extensions of T . Our first goal is to explicitly compute the right-hand sides in (3.12), (3.13), and (3.15). This is carried out below in Propositions 5.1 and 5.8. The objects of interest (φ 0 , ψ 0 , k θ ( · ), w z , etc.) will all depend on ν. To clearly indicate this dependence, we append the subscript "ν" to relevant quantities (φ 0,ν , ψ 0,ν , k θ,ν ( · ), w z,ν , etc.) . Moreover, as will become apparent, there is a natural bifurcation between ν ∈ (0, 1) and ν = 0, so the two cases are treated in separate subsections.
The fact that x = 0 is a limit circle endpoint and x = ∞ is a limit point endpoint implies that the difference of the resolvents of T is rank one, so that
In particular, T have the same essential (resp., absolutely continuous) spectra. In particular,
Since the deficiency indices of T For each ν ∈ [0, 1) and θ ∈ (0, π), the resolvent comparability condition (5.5) and the fact that T 9) and for which the following trace formula holds:
(5.10)
Our second goal is to compute the spectral shift function ξ · ; T
. By Lemma A.3, the behavior of the spectral shift function on (−∞, 0) yields information about the presence of negative eigenvalues of T Many of the formulas obtained in this section contain nonintegral powers of the complex parameter z. For z ∈ C\{0} and β ∈ (0, 1), we define the complex powers z ±β by writing z in polar form z = |z|e i arg(z) with arg(z) ∈ [0, 2π), (5.11) and setting z ±β = |z| ±β e ±iβ arg(z) . , where for θ ∈ [0, π), min . For details on the significance of the Friedrichs and Krein-von Neumann extensions, we refer to [3] , [6] , [7] , and [19] .
For z ∈ C\{0}, a basis of solutions {s z,ν , c z,ν } to the equation
is fixed by setting
Here Γ( · ) denotes the gamma function and J ±ν ( · ) denote the Bessel functions of the first kind with indices ±ν (cf., e.g., [1, Section 9.1]): = C\[0, ∞), then s z,ν is the unique solution to (5.16) which satisfies the conditions in (5.19) , and a nontrivial solution of (5.16) which lies in L 2 ((0, ∞); dx) is given by
where H
(1) In order to explicitly compute (3.12), (3.13), and (3.15), the Weyl-Titchmarsh solution w z,ν corresponding to "w z " in Hypothesis 3.1 (iv) must be determined. To this end, one computes
For the sake of brevity, set
Then, based on (5.23), one infers
As a result, Hypothesis 3.1 holds with the choices 26) and Theorem 3.4 may be applied to relate the resolvents of T for any θ ∈ (0, π) and compute the trace of the corresponding resolvent difference.
To begin with, (5.19), (5.20) , and (5.25) imply
which yields an explicit expression for the right-hand side of (3.12):
With w z,ν given by (5.25) and k θ,ν ( · ) given by (5.28), the right-hand side in (3.13) is completely determined.
To compute the right-hand side in (3.15) , the inner product w z,ν , w z,ν (0,∞) must be calculated for z ∈ ρ T (ν) 0
. Using the definition of the inner product and (3.3), one computes for z ∈ ρ T
The antiderivative after the final equality in ( 5.12) ). In like fashion, at the lower limit:
Finally, substitution of (5.30) and (5.31) into (5.29) yields
where the last equality is due to [1, eq. 6.1.17] . Now (5.28) and (5.32) permit one to explicitly compute the right-hand side in (3.15) . The results are summarized in:
where w z,ν is defined by (5.25). In particular,
and the following trace formula holds:
Remark 5.2. In the special case ν = 
In this case, the trace formula (5.35) reduces to
(5.38) ⋄ Next, as an application of the trace formula (5.35), we explicitly compute the spectral shift function ξ · ; T
. To simplify the statement of our results, we begin with a hypothesis that fixes some useful notation. 
, let the function Ξ θ,ν : R → R be defined for each λ ∈ R by
The following theorem provides the explicit form of the spectral shift function ξ · ; T 
(5.42)
In particular, T (ν) θ has no negative eigenvalues.
(ii) If θ ∈ 0,
(5.43)
(5.44)
In particular, T (ν) θ has a single negative eigenvalue e θ,ν of multiplicity one.
(5.45)
In particular, T (ν) θ has a single negative eigenvalue e θ,ν of multiplicity one. We begin with some general considerations before specializing to the individual cases (i)-(v). The trace formula (5.10) implies
(5.47) 
To obtain the second equality in (5.65), one uses (5.58), which implies Re m θ,ν (λ + iε)
and let P
The sets in (5.69) allow one to express (0, ∞) as a disjoint union:
contains at most one element, so it has Lebesgue measure zero, In the special case (θ, ν) = In this appendix, we recall a few basic facts on the spectral shift function for a pair of resolvent comparable self-adjoint operators which are bounded from below in a Hilbert space H. These facts are used extensively in Section 5.1 in connection with Proposition 5.4.
Suppose that S and S 0 are self-adjoint operators which are bounded from below in H and resolvent comparable in the sense that for some (hence, for all) z ∈ C\R,
Definition A.1. The class F(R) is defined to be the set of all functions f : R → C which possess two locally bounded derivatives and satisfy
for some C = C(f ) ∈ (0, ∞) and ε = ε(f ) ∈ (0, ∞). Moreover, the spectral shift function may also be used to detect the presence of isolated eigenvalues of S or S 0 (cf., e.g., the discussion following [25, Theorem 8.7 .2]). 
