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Abstract: Floodplains are highly complex and dynamic systems in terms of their hydrology.
Thus, they harbor highly specialized floodplain plant species depending on different inundation
characteristics. Climate change will most likely alter those characteristics. This study investigates the
potential impact of climate change on the inundation characteristics of a floodplain of the Rhine River
in Hesse, Germany. We report on the cascading uncertainty introduced through climate projections,
climate model structure, and parameter uncertainty. The established modeling framework integrates
projections of two general circulation models (GCMs), three emission scenarios, a rainfall–runoff
model, and a coupled surface water–groundwater model. Our results indicate large spatial and
quantitative uncertainties in the simulated inundation characteristics, which are mainly attributed to
the GCMs. Overall, a shift in the inundation pattern, possible in both directions, and an increase in
inundation extent are simulated. This can cause significant changes in the habitats of species adapted
to these highly-endangered ecosystems.
Keywords: climate change; rainfall–runoff model; inundation; floodplain; surface water–groundwater
model; (catchment modeling framework) CMF; cascading uncertainty; Rhine River
1. Introduction
The ecohydrology of floodplains is highly influenced by regular floods, defined by characteristics
such as the height of the water level, flood duration, and recurrence intervals [1–5]. Consequently,
a wide habitat heterogeneity exists and species which are highly-specialized on the present conditions
can be found in these ecosystems [6,7]. Apart from providing habitats for plants and breeding birds
or fish, floodplains provide many other ecosystem services, including the regulation of floods, water
supply, and nutrient retention [8]. At the same time, floodplains are among the most-endangered
ecosystems worldwide [9]. Flow regulation and damming, urban sprawl, and agricultural land use
change have resulted in disconnected floodplains that can no longer sustain their original services.
Climate change is likely to have additional effects on floodplains and their functionality due to
general changes in the hydrological cycle [10]. More precisely, the seasonality and extremes of low and
high flows will be altered [11–13]. As flood characteristics are changed, a shift in habitat availability
and species distribution is expected [14–17].
Reconnecting floodplains to rivers is promoted as a key to restore floodplains’ functionalities [9,18].
A common way to develop restoration plans or assess the effect of management options is through
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model projections. Floodplains should be simulated with fully-integrated models that consider
surface water–groundwater interactions to capture all relevant ecohydrological processes [19–21].
These models can enhance the understanding of the hydrological functions of floodplains and can
provide insight into the potential impacts of climate change [17,22,23].
Studies of climate change impact involve several cascading uncertainties related to the climate
model itself, the emission scenario, hydrological model structure and parameters, spatial model
input data, and initial conditions [24–29]. Studies have rarely considered the propagation of the
uncertainty from climate projections to rainfall–runoff models and flood inundation models [30,31].
One of the few existing modeling studies on climate change impacts on floodplains was carried out by
Sorribas et al. [32], who focused on the changes of discharge, inundation extent, and the uncertainty
introduced by the general circulation model (GCM) in the Amazon. Thompson et al. [17] used a
coupled hydrological/hydraulic model (MIKE SHE/MIKE 11) to assess the impact of climate change
on wet grassland in lowlands for different emission scenarios. Finally, Barron et al. [33] investigated
the impact on groundwater-dependent terrestrial vegetation using rainfall–runoff and groundwater
models with data from 15 GCMs but did not consider any further sources of uncertainty.
This paper addresses this gap by studying the cascading effect of projected climate change
impact on inundation frequency and duration on a floodplain of the Rhine River in Germany.
We investigate the uncertainty through the modeling chain of a rainfall–runoff model Hydrologiska
Byråns Vattenbalansavdelning (HBV) and a coupled parsimonious surface water–groundwater model
(catchment modeling framework (CMF)). For this, we use projections of two GCMs and three emission
scenarios as driving forces for HBV to simulate the future discharge of the Rhine. The generated
discharge time series by the rainfall–runoff model are then used to drive the surface water–groundwater
model in order to project spatially-distributed flood characteristics in a specific floodplain of the Rhine
and identify the uncertainties in the modeling procedure.
The guiding questions for our research are as follows: How are the changes in inundation
characteristics related to the river discharge projections? How will the spatial distributions of
inundation characteristics change on a small scale and through time? What are the main sources
causing differences related to the projected inundation characteristics, and how is the uncertainty
propagating throughout the modeling framework?
2. Materials and Methods
2.1. Study Site
The floodplain “Knoblochsaue” is located on the right bank of the Rhine, approximately 30 km
southwest of Frankfurt in the Federal State of Hesse, Germany (49◦49′ N, 88◦6′ E). The floodplain is
part of the nature reserve Kühkopf-Knoblochsaue, the largest of its type in Hesse (Figure 1). The nature
reserve is of particular importance for rare and endangered flora and fauna and is protected by
the European Habitats Directive (Council Directive 92/43/EEC). The study area is approximately
14.9 km2. As the floodplain is frequently flooded, embankment protects a subarea of about 6.4 km2
from inundations. This area is also referred to as the inactive floodplain.
Annual precipitation is about 618 mm and the mean daily temperature is about 10.7 ◦C (observed
at the station Darmstadt (49◦52′ N, 8◦40′ E) by the German meteorological service) between the
years 1981 and 2010. Daily water levels measurements for the Rhine are available for the gauging
station Nierstein Oppenheim (49◦51′ N, 8◦21′ E; approximately 3.5 km downstream the study area).
Average discharge between 2000 and 2014 was 1673 m3 s−1 (90% quantile: 2460 m3 s−1; 10% quantile:
1010 m3 s−1).
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Figure 1. Geographic location of the study area (lower left), digital elevation of the larger nature 
reserve with the study area (middle), and the setup for the surface water–groundwater model in the 
catchment modeling framework (CMF) (right). The irregular polygons are based on similar elevation 
and land use. 
2.2. Surface Water–Groundwater Model 
For this study, we modified a previously-developed parsimonious, physically-based surface 
water–groundwater model to simulate flood characteristics in the floodplain [34]. The model is built 
with the catchment modeling framework (CMF), version v0.1315 [35,36] and includes the interaction 
between surface water and groundwater flow. CMF is a flexible modular framework suitable for 
different hydrological model structures (from detailed mechanistic to lumped large-scale linear 
storage-based models). The models differ in their number and connectivity of water storages as well 
as in the type of equation calculating the water fluxes between the components. In order to implement 
an irregular grid for the lateral spatial discretization, CMF is based on the concept of finite volumes 
for discretizing continuous water storages [37]. 
The study area is divided into 272 irregular polygons with different sizes (336–480,000 m2) based 
on similar elevation and land use (Figure 1 right). Land use was divided into six classes (stream, 
water body, agriculture, meadow, forest and urban area). The standard deviation of the elevation in 
one polygon was kept at a maximum of 2.3 m (mean: 0.5 m). 
A vertical discretization is not considered to simplify the model. The model is forced by the daily 
water level of the stream and the groundwater level at the upslope edge of the study area, both set 
as a dynamic Dirichlet boundary condition. Precipitation and modeled evapotranspiration using the 
FAO guidelines [38] complement the system boundaries. More details about the study area and the 
model set up, including the surface water routines, can be found in Maier et al. [34]. 
To reduce the amount of forcing data, we replaced the upslope boundary condition with a no-
flow boundary. A subsequent recalibration of the model resulted in similar optimal parameter sets 
and an increase of the RMSE of less than 0.1 m in the active floodplain. We tested several CMF 
parameter sets from Maier et al. [34] for numerical stability. Due to the numerical stability and 
computation effort, we selected only one parameter set. The parameter set defines the soil properties 
as follows: 2830 m/d for hydraulic conductivity, 0.3 m3/m3 for porosity, 0.23 m3/m3 for residual 
wetness, and 7.4 m for soil thickness. 
  
Figure 1. Geographic location of the study area (lower left), digital elevation of the larger nature
reserve with the study area (middle), and the setup for the surface water–groundwater model in the
catchment modeling framework (CMF) (right). The irregular polygons are based on similar elevation
and land use.
2.2. Surface Water–Groundwater Model
For this study, we modified a pr viously-dev loped parsimonious, physically-based surface
water–groundwater o el to simulate flood characteristics in the floo plain [34]. The model is
built ith the catchment modeling framework (CMF), version v0.1315 [35,36] and includes the
interaction between surface water and groundwater flow. CMF is a flexible modular framework
suitable for different hydrological model structures (from detailed mechanistic to lumped large-scale
linear storage-based models). The models differ in their number and connectivity of water storages
as well as in the type of equation calculating the water fluxes between the components. In order to
implement an irregular grid for the lateral spatial discretization, CMF is based on the concept of finite
volumes for discretizing continuous water storages [37].
The study area is divided into 272 irregular polygons with different sizes (336–480,000 m2) based
on similar elevation and land use (Figure 1 right). Land use was divided into six classes (stream, water
body, agriculture, meadow, forest and urban area). The standard deviation of the elevation in one
polygon was kep at a maximum of 2.3 m (mean: 0.5 m).
A vertical discretizati n is not considered to simplify the el. The model is forced by the daily
water level of the stream and the groundwater level at the upslope edge of the study area, both set as a
dynamic Dirichlet boundary condition. Precipitation and modeled evapotranspiration using the FAO
guidelines [38] complement the system boundaries. More details about the study area and the model
set up, including the surface water routines, can be found in Maier et al. [34].
To reduce the amount of forcing data, we replaced the upslope boundary condition with a no-flow
boundary. A subsequent recalibration of the model resulted in similar optimal parameter sets and an
increase of the RMSE of less than 0.1 m in the active floodplain. We tested several CMF parameter sets
from Maier et al. [34] for numerical stability. Due to the numerical stability and computation effort,
we selected only one parameter set. The parameter set defines the soil properties as follows: 2830 m/d
for hydraulic conductivity, 0.3 m3/m3 for porosity, 0.23 m3/m3 for residual wetness, and 7.4 m for
soil thickness.
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2.3. Water Level Forcing
For CMF forcing, we need stream water level data. Measured data are used for current conditions,
and we use projected data for our future climate scenarios. We applied the rainfall–runoff model
(HBV) [39,40] in a modified version [41] as a conceptual semi-distributed hydrological model to
simulate the discharge of the Rhine River. It has been shown in recent comparison studies that
HBV gives satisfactory results using various model performance criteria for the Rhine River [42,43].
Based on these studies and a previous study from Vetter et al. [44], in which a minor part of the overall
uncertainty was shown to be related to hydrological models, we only consider the HBV model to
simulate discharge in the Rhine River and no further hydrological multi-model ensemble. We then
transformed discharge projections from HBV to water levels by existing, calibrated, and validated
rating curves.
The HBV model was set up for the Rhine catchment at the Mainz gauging station, which was
separated into six sub-catchments. This subdivision was done in order to include different
climatic conditions. For the semi-lumped model, only one parameter set for the entire catchment
was considered.
We considered both the parameter and predictive model uncertainty of HBV. To capture the
parameter uncertainty, the GLUE methodology [45] was applied. Accordingly, we ran the model
100,000 times following a Latin hypercube procedure using SPOTPY [46] with all the 12 input model
parameters of HBV (Table A1). We used the Nash–Sutcliffe (NSE) coefficient [47] as the objective
function in order to focus the model performance investigation on the high flows, which are of
course the most important source for flooding. As behavioral runs, we chose the top 10% of all
model runs, resulting in an acceptable threshold of NSE > 0.72. We projected the discharge with the
parameter sets defined as acceptable for each climate scenarios. The years 2001 to 2009 were used as
the calibration period and 2010 to 2013 as the validation period. Further, we used the 5th and 95th
percentiles over each simulation and over each time step as the synthetic minimum and maximum
water levels for the corresponding climate projection. The approach for the predictive uncertainty
is based on heteroscedastic error modeling that represents the aggregated effects of data and model
structural errors of the best model run found [48]. We applied the Box–Cox [49] transformations with
a fixed transformation value of λ = 0.5 to get a robust statistical model for the residuals of discharge
simulations. We ran the analysis with the best performing model run in a post-processing mode and
checked our results for normality. However, we did not treat any potential autocorrelation effects in
the residuals, which might result in an over-estimation of the predictive uncertainty [48]. The defined
parameters for the transformation equation are then applied to the simulations under the climate
change scenarios. Again, we used the 5th and the 95th percentiles of the predictive uncertainty as
discharge projections. Additionally, we performed simulations with the best-performing HBV model.
2.4. Climate Forcing
We selected two general circulation models (GCMs) from the Coupled Model Intercomparison
Project Phase 5 (CMIP5) [50]: HadGEM2-ES from the Met Office Hadley Centre and MPI-ESM-LR from
the Max Planck Institute for Meteorology. In recent studies, McSweeney et al. [51] concluded that both
GCMs perform satisfactorily for Europe, and Brands et al. [52] showed that both models outperform
the remaining models by reproducing the present climate conditions in Europe and Africa. Other than
that, the two GCMs show differences in the annual mean temperature and annual mean precipitation
in the contributing catchment area of the Rhine. The model HadGEM shows a larger annual mean
temperature change and a larger decrease in the annual mean precipitation especially in summer
and autumn when compared to MPI-ESM-LR [53,54]. Both models consider three representative
concentration pathways (RCP), i.e., the RCP 2.6 (low concentration), RCP 4.5 (medium concentration),
and RCP 8.5 (high concentration).
Subsequently, we obtained six different climate projections from the combination of the GCMs
and RCPs. The quantile mapping method [55,56] was used to downscale the daily precipitation and
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temperature time series projections. We used quantile mapping for bias correction for two reasons.
First, the uncertainty related to the GCMs is larger than the uncertainty associated with the downscaling
and bias-correction method [25,57,58]. Second, the quantile mapping method is reviewed by several
authors in the context of hydrological impacts studies as a preferable method [56,59–61]
This overall set-up results in 30 simulations of the CMF model for future projections through the
combination of five projected water level time series derived from the HBV model (best-performing
simulation, 5th and 95th percentiles of parameter and predictive uncertainty), the two GCMs (HadGEM
and MPI-ESM), and the three RCPs (RCP 2.6, RCP 4.5, RCP 8.5). A summarizing figure of the
methodology and the consecutive steps used is given in Figure 2.
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Figure 2. Flowchart showing the steps within the model framework. The steps within the dotted box
represent steps forced by historical data and steps within the dashed box represent future projections.
Models are depicted by grey boxes.
The reference h ight of a polygon is given by its average h ight over the entire polygon; i.e., each
polygon is represented by one defined surface height. We define inundation as a water level of
0.05 m above the surface. For the following description of inundation in the study area, we used
two inundation characteristics: the number of inundation days per year and the mean duration of an
inundation period. Those metrics are useful when considering further consequences for example for
flood meadow species composition, as those are influences by the inter-annual variation of flooding
and droughts and the duration of flooding [62,63].
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3. Results
3.1. Projection of the Rhine River Water Level
The NSE for daily discharge during the calibration (2001–2009) and validation period (2010–2013)
of the HBV model is 0.79 and 0.82, respectively (Appendix A, Figure A2). Slightly worse results of the
HBV-model can be found if only the high flows are considered (NSE: 0.54 for 70th percentile based on
observed discharge). In the next step, we forced the calibrated model with bias corrected precipitation
and temperature data from the two GCMs (HadGEM2-ES and MPI-ESM-LR) and the three RCPs (RCP
2.6, RCP 4.5 and RCP 8.5) to project future runoff. From these, we derived projected water levels
(Figure 3).
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boxplots), and from 2071 to 210 (lower figure of e , der colored boxplots). Points
indicate no trend; upward arrows indicate a i cre si tre and downward arrows a decreasing
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Figure 3 shows the simulated past and future water levels of the Rhine per month. Additionally,
the trends and absolute changes in mean water level are given below each box plot. Until 2050,
all months except January, May, June, and December show an increase between 0.55 m and 2.06 m in
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the mean water level for almost all GCMs–RCPs combinations. In January, there is a small decrease in
the water level (up to 0.45 m). The end-century period primarily shows the same pattern. However,
some future projections turn from an increasing or no trend to no trend or a decreasing trend until the
end of the end-century period. It should be noted that the total range of water levels decreases in almost
all future projections compared to the past. An over 50% decrease in the water level range for single
months compared to the past can be seen in January, May, June, October, November, and December.
Comparing the two climate scenarios, it is striking that the mean water levels of the MPI-ESM model
are always below those of the HadGEM model. At the same time, there is no clear pattern in either
increasing or decreasing water level changes from the low concentration pathway (RCP 2.6) to the
high concentration pathway (RCP 8.5).
The ranges of the uncertainty bands for the two uncertainty methods addressed here, i.e., HBV
parameter and predictive uncertainty, are almost the same for the GCMs and RCPs during both the
mid- and the end-century (Table 1; an exemplary time sequence is given in the Appendix A, Figure A3).
We observed that the uncertainty band of the predictive uncertainty is about 50% larger than that of the
parameter uncertainty. The mean range of parameter uncertainty between the 5th and 95th percentiles
was 0.85 m for the past and between 0.35 m and 0.56 m for the future period. In contrast, the mean
range for the predictive uncertainty increases from 1.16 m in the past period to 1.18 and to 1.35 m for
the future periods.
Table 1. Mean uncertainty (i.e., range of the daily water levels, averaged over the time period) of
the Rhine water level of the parameter and predictive uncertainty. GCM: general circulation model.
RCP: Representative Concentration Pathways.
Time Period Past Mid-Century End-Century
GCM model HadGEM MPI-ESM HadGEM MPI-ESM
RCP 2.6 4.5 8.5 2.6 4.5 8.5 2.6 4.5 8.5 2.6 4.5 8.5
Parameter uncertainty 0.85 0.46 0.50 0.46 0.47 0.48 0.56 0.37 0.36 0.37 0.41 0.35 0.39
Predictive uncertainty 1.16 1.32 1.34 1.35 1.18 1.32 1.35 1.24 1.25 1.27 1.21 1.22 1.26
3.2. Projection of Spatial Inundation
The projected water levels of HBV are used to run the surface water–groundwater model CMF to
simulate spatially distributed water levels of the floodplain on daily time steps. We used two different
indicators to characterize inundation: the number of inundation days per year (Figure 4) and the mean
duration of inundation period (Figure 5).
For the mid-century and the MPI-ESM model, a decrease of four to ten inundation days per year
compared to the past period is estimated considering all three RCPs. This is observed for almost the
same sites (polygons) in all three RCPs. Results for the HadGEM model are different. Some sites
are estimated to have less inundation days on average, while the majority of polygons with changes
depict an increase. Furthermore, the number of sites with projected changes of inundation days is
higher for the HadGEM model than for the MPI-ESM model. Comparing the mid- to end-century
projection, the number of polygons with a changing amount of inundation days at the end-century is
less than in the mid-century for both GCMs. The magnitude of changes of inundation days towards
the end-century is almost the same for the MPI-ESM model and the RCP 4.5 of the HadGEM model.
Under the HadGEM, some sites change from an increase to decrease of inundation days during the
mid-century to the end-century, respectively. For the mid-century, the spatial extension of changes in
inundation days under HadGEM are decreasing with increasing RCPs, whereas for the end-century,
the the spatial extension increases with increasing RCP. For MPI-ESM, the spatial distribution of
polygons with changes in inundation days is nearly the same across all RCPs, and even the magnitude
of the changes is similar. Overall, the differences between the RCPs are smaller compared to the
differences between the GCMs.
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On the whole, the projections for the duration of the mean annual inundation period (in days)
(Figure 5) show the same pattern as for the annual number of inundation days (Figure 4). The spatial
extensions of changes in the MPI-ESM model are almost the same for all RCPs within both time
periods. Under the HadGEM GCM, a broader variance in the sites affected by the changes can be
seen for the three RCPs. The number of sites with projected changes and the intensity of changes
are higher for HadGEM than for MPI-ESM. However, some sites demonstrate a contrasting change
(increase/decrease) between the RCPs under HadGEM, whereas under MPI-ESM the tendency of all
sites to change is almost the same between the RCPs.
3.3. Uncertainty of Projections
This section shows the projected annual inundation days and their differences in projections,
considering various sources of differences within the projections, i.e., differences caused by the GCMs,
the RCPs and the parameter and predictive uncertainty of HBV.
Figure 6 represents the difference of the annual inundation days clustered by the sources causing
the differences (GCMs, RCPs, and HBV). The difference is calculated as the variation between the
two components (for GCM: HadGEM and MPI-ESM, for RCP: RCP 2.8 and RCP 8.5, and for HBV:
predictive and parameter uncertainty). For each source, we estimated the mean annual inundation
days by averaging the mean annual inundation days of each possible combination with the other
components of sources. The absolute difference between the two components of the source is then
stated as quantitative uncertainty (for the corresponding source).
The magnitude of the differences is higher overall when results are clustered based on the
considered GCMs or input-driving data for the groundwater–surface water model from the HBV
model compared to the differences introduced by the RCPs. On the other hand, the spatial extension
of differences is greater for the GCMs and RCPs than for the differences caused by HBV for the
mid-century, and it is a bit larger for the GCM and HBV than for the RCP for the end-century. All in
all, the spatial extension of differences is much larger for the mid-century than for the end-century
for the GCM and RCP. For the HBV source, the spatial extension is nearly the same for the mid- and
end-century. The mean difference for the mid-century is 12.6, 3.8, and 20.0 days for the GCM, RCP,
and HBV source, respectively (end-century: 22.1 days (GCM), 5.2 days (RCP), and 21.5 days (HBV)).
As an example, for the calculated difference of each polygon (Figure 6), the derivation for
two polygons (marked as A and B) is shown in Figure A1 in the form of a tree diagram. Polygon
A shows a large difference between the mean annual inundation days between the two GCMs
(mid-century: 30.8 days, end-century: 33.4 days) as well between the different water levels under the
HBV, representing the parameter and predictive uncertainties (mid-century: 20.3 days, end-century:
25.7 days), whereas the differences between the RCPs is rather small (mid-century: 1.9 days,
end-century: 6.8 days). For polygon B, the difference arising from the RCPs and the water levels from
HBV are nearly the same for the mid-century (RCP: 4.7 days, HBV mid-century: 4.3 days), whereas
the difference arising from the GCM is about double (9.1 days). For the end-century, the difference
between the GCMs and between the parameter and predictive uncertainty of the HBV model are
nearly the same (GCM: 5.3, HBV: 5.4 days), and the differences between the RCPs are lower (3.5 days).
Additionally, our findings show that it is necessary to consider as many uncertainties as possible
within a modeling procedure, including several models and steps. For example, a difference in the
range of mean annual inundation days can be seen when considering the uncertainty introduced by
the parameter and predictive uncertainties in the HBV model under the two GCMs. The mean annual
inundation days under the HadGEM model are predominantly higher than under the MPI-ESM model
(Figure A1, bottom. Reported as HadGEM model, Parameter Uncertainty (HG PaU) vs. MPI-ESM
model, Parameter uncertainty (ME PaU) and HadGEM model, predictive uncertainty (HG PrU) vs.
MPI-ESM model, predictive uncertainty (ME PrU)).
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4. Discussion
Our HBV model of the Rhine River showed satisfactory results for the calibration and validation
periods, and it was able to reproduce peak flow as well as low flow conditions very well (Appendix A,
Figure A2). The same results have also been observed in other applications of the HBV model for the
Rhine River (e.g., [43]). We found that the water level of the Rhine River is the primary driving variable
for the groundwater–surface water model, as the Rhine River is known to be directly connected with
the groundwater of the floodplain and is mainly responsible for the groundwater level changes [34].
A similar trend of the water level changes for the best simulation of the HBV model was found
for both climate scenarios and the different concentration pathways (differentiated by the month of
the year, Figure 3). The mean range of the uncertainty band for the different projections (Table 1) is
smaller for the parameter uncertainty (0.35–0.56 m) than for the predictive uncertainty (1.18–1.35 m).
This is an indication for other prominent uncertainty sources for the model (e.g., model context,
structure or forcing data), except that of the parameters [64]. The differences in the mean range of the
water level between the GCMs and RCPs are very small (predictive uncertainty: <0.10 m, parameter
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uncertainty: <0.17 m). In contrast, the inundation characteristics (annual inundation days and average
annual inundation period) show large differences between the climate projections. While HadGEM
indicates an increase in annual inundation days over large areas, MPI-ESM actually projects a decrease
at some sites (Figures 4 and 5).
To quantify the magnitude of all three sources (GCMs, RCPs, and the input driving data for
CMF from the HBV model), causing differences in the mean annual inundation days, we averaged
the annual inundation days of all possible model combinations for each component of each source
(Figure 6). With this information, we could emphasize that our results are very sensitive to the used
GCM. In addition, we showed that the input driving data from the HBV model have an important
influence as well on the inundation of the study area. For both components of input driving data
(predictive and parameter uncertainty), the annual inundation days are much larger under HadGEM.
The mean seasonal amount of precipitation for the two GCMs already indicates different trends
(Appendix A, Table A2). Whereas the HadGEM model shows a larger increase in autumn precipitation
(+25.26%) than in spring precipitation (+2.47%), the MPI model shows a larger increase in spring
precipitation (+24.47%) than in autumn precipitation (−3.10%). For winter and summer, both models
show the same trend (increasing in winter (HadGEM: +33.85%, MPI-ESM: +47.95%) and decreasing
in summer (HadGEM: -13.05%, MPI-ESM: −18.68%)). Following this, under the HadGEM, the mean
simulated water level by HBV shows the largest increase (+1.23%) in summer and autumn. Under the
MPI-ESM model, the increases in the water levels in summer and autumn are not as high (+0.54%) as
under the HadGEM model (Appendix A, Table A3). This shows that it is necessary to consider the
cascading uncertainty, because the final uncertainty is dependent on the uncertainty sources of the
driving variables from the previously-applied model, as already depicted by other authors [65].
Similar to our study, Her et al. [66] evaluated the contribution of uncertainties contained in
multi-GCM and multi-parameter ensembles. They considered one hydrological model (ABCD) and
concluded that the significance of GCM and hydrological parameter selection varies, depending
on the hydrological components. For instance, they showed that streamflow is affected by the
uncertainty of GCMs and that the uncertainty of parameter ensembles influences groundwater
projections. This is partially consistent with our results: the GCMs and the uncertainty of the water level
projections of the Rhine River (including parameter uncertainty of HBV) have a large influence on the
inundation characteristics. However, our results also indicate that the GCMs are a single, dominating
source for different results when neglecting any further possible sources, e.g., the uncertainty of the
discharge of the Rhine River (shown in the results of the spatial distribution of inundation days
in Figure 3). Chen et al. [67] ranked several uncertainty sources (GCM, emission scenarios, GCM
initial conditions, downscaling techniques, hydrological model, and hydrological model parameters)
for seven hydrological criteria (annual/seasonal discharge, time to start/peak/end of the flood).
GCMs were the largest source of uncertainty for all criteria, which aligns with our results.
Our applied climate change projections show many varying impacts to the floodplain of the Rhine
River, from an increasing to decreasing trend of annual inundation days per year, from large to rather
small spatial changes in inundation characteristics, and from large to small differences. Only for a
small area (3.8 km2 in the southwest region of the study area, close to the cut-off meander of the Rhine
River) no inundation is simulated under any projection.
Choosing a different RCP means choosing a different future, with either higher or lower
concentration pathways; hence, the difference of the two is rather representative of the benefits
of mitigation. Strangely enough, our results, especially under the MPI-ESM model, do not really
suggest there is much benefit in mitigation. The difference in the rather optimistic RCP 2.6 and the
rather pessimistic RCP 8.5 is rather small compared to the differences arising from the selection of the
GCM and the underlying uncertainties arising from the hydrological modeling. The future predictions
of the Rhine river remains very uncertain compared to other large river basins world-wide [68].
On the whole, changes in potential habitats on the floodplain are likely, but the extent and the
direction of the changes are unclear due to the uncertainties induced by the models and the climate
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change scenarios. Nevertheless, the estimated changes in inundations would have large effects for
species living in these areas, as we identified relevant changes in inundation duration and frequency
for as soon as the mid-century period. Not included in our study, but equally important, are land-use
modifications, e.g., by humans, political economics or structures. Land use changes, such as forest
degradation or fertilization, can lead directly or indirectly through changes of the inundation patterns
and water availability to changes in biodiversity and habitat availability. For this reason, such sites
should be treated with caution when it comes to the management of natural resources, restoration
measures, or implementation of biodiversity protections schemes [9,69].
5. Conclusions
The work carried out here presents a methodological approach to evaluating the impact of climate
change on the inundation characteristics on a typical floodplain of one of Germany’s largest rivers.
We considered different climate models, emission scenarios, and Bayesian methods to assess the
uncertainty of our model chain. By linking an established rainfall–runoff model with a parsimonious
surface water–groundwater model, we are able to project the future habitat conditions of floodplains.
The results presented should be interpreted as trends and not as an accurate quantitative
prediction, particularly regarding the uncertainties related to the GCMs. We recommend the
consideration of a larger ensemble of GCMs to better constrain the potential effects of climate change
in these ecosystems.
The projected shift of inundation patterns and their extent will have consequences for habitat
availability and species distribution, which will occur during the course of climate change.
Such information is especially valuable for the protection of endangered species and for the long-term
planning and success of renaturation projects in biodiversity-rich floodplains. After linking ecological
habitat models to our modeling chain, the next step forward will be to project habitat distribution and
quality under climate change.
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polygons A and B (Figure 3) for the mid-century and the end-century, represented in the form of tree 
diagrams. Each node at the bottom represents the mean annual inundation days of the two polygons 
(A and B) of a simulation. The nodes one and two levels higher depict the mean of the two lower 
nodes. Only the node in the top depicts the difference between the two lower nodes (depicted by 
dashed lines); i.e., the top node indicates the difference between the mean annual inundation days 
and represents the quantitative uncertainty. Abbreviations used: HG = HadGEM, ME = MPI-ESM, 2.6 
= RCP 2.6, 8.5 = RCP 8.5, PrU = predictive uncertainty, PaU = parameter uncertainty. 
Table A1. HBV model parameters, their meaning, range for calibration and value for best performing 
parameter set. 





CE Potential Evapotranspiration model parameter - 0.01–0.2 0.09 
Theta Actual evapotranspiration coefficient - 0.8–1.5 1.00 
TT Threshold melting Temperature °C −0.98–2 0.43 
Cmelt Sow melting parameter - 0.2–2.0 1.10 
FC Field capacity mm 40–250 207.56 
Beta Model parameter - 1–5 1.00 
PWP Permanent wilting point mm 40–250 159.82 
L Depth of upper reservoir mm 1–100 41.50 
Figure A1. Example of the quantification of differences in the mean annual inundation days for the
polygons A and B (Figure 3) for the mid-century and the end-century, represented in the form of tree
diagrams. Each node at the bottom represents the mean annual inundation days of the two polygons
(A and B) of a simulation. The nodes one and two levels higher depict the mean of the two lower
nodes. Only the node in the top depicts the difference between the two lower nodes (depicted by
dashed lines); i.e., the top node indicates the difference between the mean annual inundation days
and represents the quantitative uncertainty. Abbreviations used: HG = HadGEM, ME = MPI-ESM,
2.6 = RCP 2.6, 8.5 = RCP 8.5, PrU = predictive uncertainty, PaU = parameter uncertainty.
Table A1. HBV model parameters, their meaning, range for calibration and value for best performing
parameter set.
Parameter Description Unit Lower Bound–Upper Bound Best Parameter Set
CE Potential Evapotranspiration model parameter - 0.01–0.2 0.09
Theta Actual evapotranspiration coefficient - 0.8–1.5 1.00
TT Threshold melting Temperature ◦C −0.98–2 0.43
Cmelt Sow melting parameter - 0.2–2.0 1.10
FC Field capacity mm 40–250 207.56
Beta Model parameter - 1–5 1.00
PWP Permanent wilting poi t mm 40–250 159.82
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Table A1. Cont.
Parameter Description Unit Lower Bound–Upper Bound Best Parameter Set
L Depth of upper reservoir mm 1–100 41.50
K1 Surface flow storage constant 1/d 10–800 25.27
K2 Interflow storage constant 1/d 10–850 35.85
KZ Percolation storage constant 1/d 10–980 178.53
K3 Baseflow storage constant 1/d 10–1000 353.30
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Table A2. Changes in the amount of precipitation for different seasons for the weather station in
Darmstadt. The change is given in percentage compared to the observed period for the historical data
(from the GCMs) and compared to the historical period of the GCM for the RCPs. Data are downscaled
by using quantile mapping. The arrows indicate the direction and the magnitude of the trend.






observed 171.50 mm 183.88 mm 197.35 mm 196.72 mm
HadGEM historical −8.53%↙ −0.17%↙ −11.75%↙ −0.27%↙






RCP 2.6 14.73%↗ −0.05%↙ −11.42%↙ 17.87%↗
RCP 4.5 41.21% ↑ 4.62%↗ −3.77%↙ 24.09% ↑
RCP 8.5 24.36%↗ 7.29%↗ −9.52%↙ 30.91% ↑
MPI
RCP 2.6 49.65% ↑ 28.51% ↑ −7.62%↙ 5.53%↗
RCP 4.5 48.44% ↑ 33.52% ↑ −8.87%↙ −4.52%↙






RCP 2.6 34.57% ↑ 6.55%↗ 3.68% ↑ 15.00%↗
RCP 4.5 32.23% ↑ −5.90%↙ −17.52% ↓ 35.25% ↑
RCP 8.5 55.99% ↑ 2.30%↗ −39.73% ↓ 28.44% ↑
MPI
RCP 2.6 50.70% ↑ 17.54%↗ −12.67%↙ 0.37%↗
RCP 4.5 46.24% ↑ 23.80%↗ −23.67% ↓ −13.05%↙
RCP 8.5 51.50% ↑ 24.30%↗ −43.64% ↓ −8.56%↙
Table A3. Changes in the mean water level at the gauging station Mainz (observed and simulated with
HBV) for different seasons. The change is given in percentage compared to the observed period for
the historical data from the GCMs) and compared to the historical period of the GCM for the RCP’s.
The arrows indicate the direction and the magnitude of the trend.






observed 83.12 m 83.34 m 82.99 m 82.76 m
HadGEM historical −0.31% ↓ 0.27%↗ −0.05%↙ 0.11%↗






RCP 2.6 0.68% ↑ 0.30%↗ 1.22% ↑ 1.21% ↑
RCP 4.5 0.81% ↑ 0.41%↗ 1.33% ↑ 1.30% ↑
RCP 8.5 0.66% ↑ 0.29%↗ 1.21% ↑ 1.21% ↑
MPI
RCP 2.6 0.25%↗ 0.39%↗ 0.76% ↑ 0.64%↗
RCP 4.5 0.18%↗ 0.49%↗ 0.75% ↑ 0.59%↗






RCP 2.6 0.64% ↑ 0.26%↗ 1.22% ↑ 1.18% ↑
RCP 4.5 0.74% ↑ 0.31%↗ 1.24% ↑ 1.27% ↑
RCP 8.5 0.72% ↑ 0.25%↗ 1.20% ↑ 1.19% ↑
MPI
RCP 2.6 0.22%↗ 0.39%↗ 0.78% ↑ 0.61%↗
RCP 4.5 0.07%↗ 0.27%↗ 0.54%↗ 0.35%↗
RCP 8.5 0.02%↗ 0.28%↗ 0.17%↗ 0.08%↗
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