The effect of flow distortion on the measurements produced by a LiDAR or SoDAR in close proximity to either complex terrain or a structure creating localised flow distortion is difficult to determine by analytical means. Also, as LiDARs and SoDARs are not point measurement devices, the techniques they employ for velocity measurements leads to complexities in the estimation of the effect of flow distortion on the accuracy of the measurements they make. This paper presents a method by which the effect of flow distortion on measurements made by a LiDAR in a distorted flow field may be determined using computational fluid dynamics. The results show that the error created by the flow distortion will cause the vector measured by a LiDAR to differ significantly from an equivalent point measurement. However, the results of the simulation show that, if the LiDAR is being used to measure the undisturbed flow field above a structure which creates highly localised flow distortion, the LiDAR results are less affected by the distortion of the local flow field than data acquired by a point measurement technique such as a cup anemometer.
Introduction
Wind resource data is a key component for all wind energy projects. As the deadline for the EU's promised 20% reduction in carbon emissions by 2020 fast approaches, offshore wind is the key area of expansion for most EU member states in order to meet their renewable energy obligations . However, there remain significant challenges ahead, not the least of which is the availability of good quality wind speed data to facilitate better project planning, accurate yield prediction, and a fundamentally better understanding of the offshore working environment.
To address this issue the EU, FP7 funded, NORSEWInD (North Sea Wind Index Database) project was established in order to create a wind atlas of the North, Baltic and Irish seas (FP7: the future of European Union research policy, 2012) (Introducing: NORSEWInD, 2012). The methodology proposed by the NORSEWInD consortium was to create the wind atlas from remote sensing satellite data which was available in the public domain (Badger et al 2010 , Beaucage et al 2008 . However, one of the issues identified with this methodology was the extension of the satellite data, which was presented at 10m above mean sea level, to the hub height of the wind turbines likely to be deployed offshore. The hub height wind speed is required for wind resource estimation and the shear profile across the turbine blades is required for aerodynamic load assessment. On shore the extension of the 10m wind speed data would have been fairly straight forward as the shape of the shear layer over land is well understood. However, offshore the height and shape of the atmospheric boundary layer is unknown (Peña et al 2008) . A number of attempts have been made to measure the shear layer offshore by mounting meteorological masts on offshore research platforms such as the FINO platforms (Neumann and Nolopp 2006) off the coasts of Denmark and Germany. These masts and the platforms they are mounted on, by their very nature, take a long time to erect and are very expensive. Also, once deployed they cannot be moved to a different location if the area of interest changes.
The NORSEWInD consortium recognised that there were available a large number of offshore platforms in the North, Irish and Baltic seas belonging to the oil and gas companies and that, by mounting instrumentation on these offshore installations, it would be possible to assess the local wind conditions and measure the maritime atmospheric boundary layer. Whilst a meteorological mast similar to those found on the FINO platforms is the accepted way of measuring the ABL there was no possibility of a similar mast being constructed on an operational offshore platform. However, the development of land based remote sensing anemometers such as LiDARs and SoDARs (Courtney et al, 2008 ) offered a viable alternative. With their small footprint, limited requirements for maintenance and power consumption, a number of platform operators agreed to have LiDARs located on their offshore platforms.
One obvious difficulty with this methodology was that, because all offshore installations are by their very nature large structures, they must modify the local flow field as the free stream passes over them. This may be seen in the distortion of the CFD generated streamlines passing over the platform shown in figure 1. The feasibility of using remote sensing devices for wind resource assessment in open terrain has been thoroughly researched in recent years. This research has led to the conclusion by Lindelow et al (2009a) that their performance is suitable for use in flat terrain. However, Lindelow (2009b) also recognised that LiDAR and SoDAR data are susceptible to interference when the flow field they are measuring is not homogeneous. Foussekis et al (2007) noted that, in a complex terrain the correlation between measurements from a meteorological mast mounted cup anemometer and a co-located LiDAR were poorer than might be expected from a similar experiment on a flat terrain. Bingol (2009) and Parmentier (2008) showed that, in complex terrain, the measurements may become biased by the distortion of the flow field caused by variation in the surrounding terrain. It was therefore deemed necessary to assess the extent of the interference of the structures, on which the NORSEWInD LiDARs were to be mounted, on the wind data acquired. 
Methodology
The effect of flow distortion on the cup and vane type anemometer, being essentially a point measurement, is easily understood and measured. However, remote sensing devices, such as LiDARs and SoDARs, determine the wind vector from a spatially averaged set of measurements which are not easily determined analytically nor easily measured experimentally on sub scale models in wind tunnels. Some attempts have been made to measure the effect of flow distortion in complex terrain such as might be found when measuring in hilly or mountainous terrain (Bingol et al 2009) but the effect of the flow distortion on these types of devices in close proximity to large structure, such as buildings and oil rigs, had not been investigated to date.
To understand the difficulty of estimating the effect of flow distortion on the measurements made by a LiDAR it is necessary to understand the fundamental difference between the point measurement of a cup anemometer and the spatially averaged velocity measurement of a LiDAR. For clarity this paper will deal with the technique employed by the Natural power ZephIR ® system. However, all LiDARs and SoDARs use a slight variation of this basic technique.
The measurement technique employed by LiDAR and SoDAR systems relies on spatially averaged line of sight velocity measurements of the flow field. To measure a 3D velocity vector three or more line of sight velocity vectors are required. Depending on the instrument and the technique employed the number of measurements for each vector can be as low as 3 (AQ500 SoDAR) or as high as 50 (Natural Power ZephIR). Figure 2 shows the scanning volume for the ZephIR LiDAR, showing how, during each scan rotation, the ZephIR acquires 50 point measurements. Also included in figure 2 are the definitions of the ZephIR cone angle, ϕ, and the azimuth scan angle, φ. In order to assess the likely impact of an inhomogeneous flow field it is necessary to measure more than a single point in the flow and assess any interference that might exist at each measurement point. Only when this interference at every measurement location has been found can the effect on the final velocity vector be determined. To assess the effect of a platform's flow distortion on the ZephIR LiDAR the flow field over each platform was simulated by Computational Fluid Dynamics. CFD was selected because, whilst wind tunnel testing is widely accepted to provide a reasonable simulation of the flow field over offshore platforms, the quantity of velocity data required from the experiment to simulate a single ZephIR measurement is, by the nature of the ZephIR measurement technique, prohibitively large. CFD allowed the flow field around each platform to be calculated and the velocity vector at any point in the flow field to be determined and therefore lent itself to the simulation of the ZephIR measurement technique.
However, the validity of a CFD simulation is always open to doubt. Therefore, to validate the faithfulness of the CFD simulation a sub scale wind tunnel test of the platform was conducted. Figure 3 shows the 75 th scale model of the offshore platform in the University of Strathclyde's 1.5m, open working section, low speed wind tunnel. The model represented a platform approximately 30m high full scale with the deck 25m above mean sea level. The LiDAR was simulated on the deck of the platform 25m above mean sea level. Wind tunnel Re based on the platform horizontal length was 5x10 5 . Free stream turbulence intensity in the wind tunnel was less than 1%. Whilst there are almost two orders of magnitude in the Re between the model scale and full scale rigs wind tunnel testing has been relied upon in the past to determine the flow around such structures where flows over helidecks have been studied by Chen et al. (1995) and Silva et al. (2010) . To validate the CFD model, measurements in the low speed wind tunnel were made with a calibrated DANTEC Streamline constant temperature (CTA), triple wire, hot wire anemometer mounted on a three dimensional traversing rig as shown in the diagram of figure 4. By traversing the hot wire probe vertically above the location of the simulated LiDAR the velocity profile in a vertical line above the rig could be determined. This velocity profile was then compared with the results of the CFD simulation of the rig. The uncertainty of the 3D hot wire anemometer measurement was calculated to be ±1.5% by the procedure given by Jørgenson (2002) . Initially, to create a base line against which the effect of the rig on the flow field could be assessed, the flow in the wind tunnel was traversed without the rig model present in the tunnel. The measured vectors were nondimensionalised by a reference wind speed measured by a single hot wire probe up stream and to the right of the proposed model location, with due care taken to ensure the reference speed was outside any likely flow disturbance that might be caused by the presence of the model of the rig. This provided the non-dimensional, undisturbed, free stream velocity at the measurement locations above the rig. The rig was then placed in the tunnel and the velocity profiles above the rig measured. Comparing this data with the data acquired in the empty tunnel the effect of the presence of the rig on the undisturbed flow field was determined. Figure 5 shows the results of four traverses above the rig with the flow approaching the rig from different azimuthal angles. The X on the plan form view of the rig shows the location above which the probe was traversed in the positive Z direction. Probe heights were normalised by the height of the rig deck (25m full scale) and the speed was normalised by the free stream velocity of the wind tunnel (15 m/s). It was taken that the flow was undisturbed when the magnitude of the velocity vector measured was 99% of the undisturbed value. It was then also possible, by rotating the rig through an azimuth angle, , in steps of 30 o , to plot a graph of flow angle against the height at which the flow was un-affected by the presence of the rig as measured by the hot wire probe, figure 6. For a full scale point measurement system such as a meteorological mast this data would be sufficient to determine where data was unaffected by flow distortion. However, for remote sensing systems which do not measure the velocity at a point, such as LiDARs and SODARs, the effect of the rig on the velocity measurement is not as easy to determine and requires an understanding of the way that a LiDAR measures the wind speed and direction. Bingöl et al (2008) describes the measurement system for the ZephIR LiDAR quite succinctly. The ZephIR LiDAR measures the component of the free stream velocity vector projected onto a beam of laser light in the flow field at a set angle to the vertical, , (=30.4 degrees in the case of a ZephIR) at 50 different azimuthal scan angles, . The point at which the measurement along the beam is made can be determined either by focussing the beam (ZephIR) or time gating (Windcube) the return signal. Gradually increasing the height of successive measurements creates a measurement cone above the device with the velocity measured over circles of steadily increasing diameter with height as shown in figure 2 . The unit vector, in the direction of the laser beam, is given by equation (1) where  and  are the cone angle and azimuth angle respectively. Figure 6 . Plot of height above rig required for 99% free stream velocity magnitude against azimuth angle using wind tunnel and CFD data
The free stream velocity vector is given by equation (2) where, , is the angle to the horizontal plane.
The projection of the wind vector on to the unit vector, calculated by the vector dot product, gives the component of the wind velocity in the direction of the laser beam, Vlos, equation
.
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If the LiDAR was placed in a perfectly homogenous flow field the output of the LiDAR against azimuth scan angle would produce a rectified sine wave, as shown in figure 7 , which is a plot of Vlos against scan angle for a 15 m/s flow.To calculate the velocity vector equation (5) is fitted to the waveform. The magnitude of the horizontal component of the wind vector and its angle in the horizontal plane are determined from equations (6) and (7) and the vertical component of the wind vector determined from equation (8).
CFD model
The simulation was carried out by the commercial CFD code Fluent 6.3.26. The 3D model was solved using a steady state, implicit, pressure based solver on an unstructured mesh of 2.8 million cells. Mesh sensitivity was assessed by reducing cell count from approximately 7 million cells until grid independence was found. Turbulence was modelled using the two equation k-omega SST turbulence model. The k-omega turbulence model was selected because the model is a mature and established algorithm intended for general use with external flows (Menter et al, 2003) . This was confirmed by comparison with a simulation using the standard k-ε model. The simulation was isothermal, steady state with inlet boundary condition defined as constant velocity of magnitude 15 m/s normal to the inlet plane with a turbulence intensity of 1% and a turbulence length scale of 0.15m. The outlet boundary condition was the standard FLUENT pressure outlet with zero gauge pressure.
Convergence was defined when the sum of global residuals fell below a level of 1.e-4. Tests were conducted to see if an inlet boundary condition simulating an ABL would affect the results of the simulation but there was not found to be any effect on the final results. For inclusion in the NORSEWInD project the CFD simulation was carried out full scale and, to assess the effect of scale. The results of the simulation at full scale were compared to the wind tunnel data and there was found to be no significant difference. The Vlos data at each point in the flow field which would be scanned by a LiDAR were determined by a user defined function (UDF) in the CFD model. The user defined function was written in Microsoft visual C. The structure of the UDF was:
1. Read a settings file which passed the location of the LiDAR in the computational domain and the measurement heights above the LiDAR in the computational domain plus the zone number used by fluent to define the volume containing the fluid. 2. Interrogate the domain at the measurement locations on the scanning circle of the LiDAR. The velocity at each measurement location was found using a sequence of fluent macros. For each measurement point the cell containing the measurement point was found by the macro; c = cell_containing_point(point, ct); where point was an array containing the measurement location in Cartesian coordinates and ct the thread containing the measurement cell. The variable, ct, was determined by the FLUENT macro ct = Lookup_Thread(d, zone) and d was determined from the FLUENT macro d = Get_Domain(1); given the values for c and ct for the cell containing the measurement point the velocity components were found using the macros u_p 3. From the u, v and w velocity components the Vlos was calculated using equation (3) 4. Given the Vlos at the fifty points the function given in equation (5) was fitted to the data with a Levenson-Marquardt fit (Press et al 1992) and the coefficients a, b and c determined.
5. From the coefficients a, b and c the velocity vector was determined. 6. The process was repeated for the range of measurement heights required.
Results
To confirm the validity of the CFD simulation and to evaluate the most appropriate turbulence model the data collected by the hot wire traverses above the rig were compared to the CFD data at the same locations. Figure 8 shows a comparison between the experimental data measured by the hot wire anemometer and the output from the CFD with the free stream aligned to 0 o as defined in figure 5 . Figure 8 also shows that the repeatability of the wind tunnel data was acceptable. Lines denoted "exp a" and "exp b" were traverses of the CTA probe with the model at the same orientation but taken several weeks apart. The comparison of the experimental results and the CFD simulation data in figure 8 gave confidence that the simulation was providing a faithful representation of the flow field over the platform. The CFD simulation even picked up the wake of the crane jib, shown at a normalised height of approximately 1.3, although the cfd predicted it to be slightly larger and lower than measured by the CTA probe.
Using the simulation data it was possible to model ZephIR measurements in the computational flow field. For example, at a height of 11.25 m above the platform the ZephIR measured 50 velocity vectors at increments of 7.2 o on a circle of radius 6.6m. Figure 8 shows the results of this simulation and compares the simulated ZephIR scan, created by interrogating the CFD dataset, with the theoretical measurements that would have been collected from a homogenous flow of 15 m/s.
By fitting equation 5 to this data a ZephIR system measuring at this height in the flow field would have output the results shown in table 1. Using this data it was possible to calculate the components of the measured wind vector as seen by the LiDAR and compare the ratio of the measured data to free stream wind speed with that determined at a point directly above the ZephIR at the measurement height. In all figures where data is referred to as either point or LiDAR it refers to the method by which the data has been calculated, For point data it is the velocity data at the cell directly above the LiDAR at the measurement height and LiDAR data is the velocity calculated from the LiDAR simulation at that height. figure 5 .
From figure 9 and figure 10 it was obvious that the LiDAR's measurements have been affected by the flow distortion created by the platform. The amount of the distortion may be seen in the percentage error which was defined as the difference between the LiDAR and the point velocities divided by the point velocity. The errors are flow direction dependent with the ZephIR either underestimating or overestimating the point measurement value depending on wind direction and the level of flow distortion. Close to the deck of the rig, where flow distortion is significant, the difference between a point and ZephIR measurement appear to become large. This would indicate that the LiDAR would not be suitable if required to measure a point velocity within the distorted flow field at a location close to the structure. However, the requirement of the NORSEWInD project was the measurement of the undistorted free stream. In light of this requirement the results of the LiDAR simulation needed to be reassessed. figure 11 , the percentage error in the measurement of the free stream velocity magnitude. Error was defined as the difference between the free stream velocity magnitude and either LiDAR or point data divided by the free stream velocity magnitude. Looking at the comparison between the LiDAR result and the point measurements of free stream velocity it may be seen that the LiDAR produced a much better estimate of the free stream velocity magnitude than a point measurement in the distorted flow. This was due to the LiDAR creating its velocity measurement over a large circular region that increased with height. Therefore, the measured result was not a single point in the disturbed flow field but an averaged result which included a significant number of measurements outside the disturbed flow. This characteristic of the LiDAR measurement technique means that the volume averaged data produced a better measurement of the free stream velocity vector than a point measurement. 
Conclusions
This paper has shown that Computational Fluid Dynamics can provide an estimate of the flow distortion on the measurements made by a ZephIR LiDAR in a distorted flow field created either by complex terrain or close proximity to large scale structures. Because of the measurement technique employed by the ZephIR, CFD was the only feasible technique that could be employed as the more conventional experimental wind tunnel tests were not feasible. The CFD simulation has shown that, if the distortion to the flow field is highly localised, such as that found near an offshore platform, the LiDAR, due to the spatial averaging in its measurement technique, will produce a more reliable estimate of the free stream velocity than a conventional point measurement technique such as a cup anemometer. As with all CFD modelling of large scale structures there is always the problem of validation of the results and this usually relies on subscale measurements in wind tunnels. However, with the installation of LiDARs on the platforms future work will look at the possibility of validating the modelling, described in this paper, with the data measured offshore.
