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Abstract
In this paper, we define a Banach SNL space to be a Banach space with a certain kind of
linear map from it into its dual, and we develop the theory of linear L–positive subsets of
Banach SNL spaces with Banach SNL dual spaces. We use this theory to give simplified
proofs of some recent results of Bauschke, Borwein, Wang and Yao, and also of the classical
Brezis–Browder theorem.
1. Introduction
This paper was motivated by a recent result of Bauschke, Borwein, Wang and Yao (which
generalizes the Brezis–Browder theorem for reflexive spaces) that if A is a norm–closed
linear monotone subspace of the product of a real Banach space with its dual space then
the adjoint, A∗, of A is monotone if, and only if, A is maximally monotone of type (NI).
This result appear in Corollary 6.1. We will show in Theorem 5.3 how to obtain relatively
simple proofs of generalizations of this results in the context of Banach SNL spaces using
the basic tools of convex analysis (that is to say Rockafellar’s formula for the subdifferential
of a sum, and the Brøndsted–Rockafellar theorem).
We introduce Banach SNL spaces in Section 2, and in Section 3, we give details of
how this concept can be applied to monotone subsets of the product of a real Banach
space with its dual space. In particular, we show in Lemma 3.4 how the definition of the
concept of maximal monotone subset of type (NI) can be recast in a very simple way in
the notation of Banach SNL spaces.
In Section 4, we lay out for the benefit of the reader the basic tools of convex analysis
(mentioned above) that we will use.
The central section of this paper, Section 5, is about linear L–positive sets and their
polar subspaces. If C is a convex L–positive subset of B, we introduce a function qC ; we
show in Lemma 5.1 that this function is convex, and we characterize its subdifferential in
Lemma 5.2. Theorem 5.3(a) is the main result in this paper, and Theorem 5.3(b–d) are
all fairly simple consequences of Theorem 5.3(a).
In Section 6, we show how to deduce the results on linear monotone subspaces of the
product of a real Banach space with its dual that we mentioned above and, in Section 7, we
introduce a surjectivity hypothesis that enables us to deduce the Brezis–Browder theorem
for reflexive spaces.
In Section 8, we describe an isometry result on Banach SNL spaces with Banach SNL
duals that was not needed in the previous sections.
While it is true that the introduction of SNL spaces to solve certain problems on
monotone sets does increase the level of abstraction, it is also true that the resulting
simplification of the proofs makes it easier to see the essential structure behind them. In
particular, the inequality (9)
(
which appears again in (17)
)
turns out to be very important.
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2. Banach SNL spaces and Banach SNL duals
We start off by introducing some Banach space notation.
Definition 2.1. If X is a nonzero real Banach space and f : X → ]−∞,∞], we say that
f is proper if there exists x ∈ X such that f(x) ∈ R. We write X∗ for the dual space of
X
(
with the pairing 〈·, ·〉:X × X∗ → R
)
and X∗∗ for the bidual of X
(
with the pairing
〈·, ·〉:X∗×X∗∗ → R
)
. If x ∈ X , we write x̂ for the canonical image of x in X∗∗, that is to
say x ∈ X and x∗ ∈ X∗ =⇒ 〈x∗, x̂〉 = 〈x, x∗〉.
We now introduce the concept of Banach SNL space. Many of the results in this
section appear (implicitly) in [12], [13], [14] and [15].
Definition 2.2. Let B be a nonzero real Banach space. A SNL map on B (“SNL” stands
for “symmetric nonexpansive linear”), is a linear map L: B → B∗ such that
‖L‖ ≤ 1 and, for all b, c ∈ B, 〈b, Lc〉 = 〈c, Lb〉. (1)
A Banach SNL space (B,L) is a nonzero real Banach space B together with a SNL map
L: B → B∗. We define the function qL: B → R by qL(b) :=
1
2 〈b, Lb〉 (b ∈ B) (“q”
stands for “quadratic”). Clearly
qL +
1
2
‖ · ‖2 ≥ 0 on B. (2)
It also follows from (1) that, for all d, e ∈ B, |qL(d) − qL(e)| =
1
2 |〈d, Ld〉 − 〈e, Le〉| =
1
2
∣∣〈d− e, L(d+ e)〉∣∣ ≤ 1
2
‖d− e‖‖d+ e‖, and so
qL is continuous. (3)
Now let (B,L) be a Banach SNL space and A ⊂ B. We say that A is L–positive if
A 6= ∅ and b, c ∈ A =⇒ qL(b − c) ≥ 0. We say that A is L–negative if A 6= ∅ and
b, c ∈ A =⇒ qL(b− c) ≤ 0. We say that A is maximally L–positive if A is L–positive and
A is not properly contained in any other L–positive set. In this case,
d ∈ B =⇒ infa∈A qL(d− a) ≤ 0. (4)
(If d ∈ B \ A then the maximality gives us a ∈ A such that qL(d− a) < 0, while if d ∈ A
then qL(d− d) = 0.) Similarly, we say that A is maximally L–negative if A is L–negative
and A is not properly contained in any other L–negative set.
Now let (B,L) be a Banach SNL space and
(
B∗, L˜
)
also be a Banach SNL space. We
say that
(
B∗, L˜
)
is a Banach SNL dual of (B,L) if,
for all b ∈ B, L˜(Lb) = b̂. (5)
2
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Then (5) and (1) imply that,
for all b ∈ B and b∗ ∈ B∗, q
L˜
(b∗+Lb) = 12
〈
b∗+Lb, L˜b∗+b̂
〉
= q
L˜
(b∗)+〈b, b∗〉+qL(b). (6)
In particular,
q
L˜
◦ L = qL. (7)
By analogy with (2), we have
q
L˜
+ 1
2
‖ · ‖2 ≥ 0 on B∗. (8)
If (B,L) is a Banach SNL space then so also is (B,−L). Further, if
(
B∗, L˜
)
is a Banach
SNL dual of (B,L) then, as the reader can easily verify,
(
B∗,−L˜
)
is a Banach SNL dual
of (B,−L).
There are many examples of Banach SNL spaces and their associated L–positive sets.
The following are derived from [14, Examples 2.3, 2.5, Remarks 6.3, 6.7, 6.8, pp. 230–231,
244–246]. More examples can be found in [7].
Example 2.3. Let B be a Hilbert space with inner product (b, c) 7→ 〈b, c〉 and L:B → B
be a nonexpansive self–adjoint linear operator. Then (B,L) is a Banach SNL space. Here
are three special cases of this example:
(a) If, for all b ∈ B, Lb = b then every subset of B is L–positive.
(b) If, for all b ∈ B, Lb = −b then the L–positive sets are the singletons.
(c) If B = R3 and L(b1, b2, b3) = (b2, b1, b3) and M is any nonempty monotone subset
of R×R (in the obvious sense) thenM×R is an L–positive subset of B. The set R(1,−1, 2)
is an L–positive subset of B which is not contained in a set M×R for any monotone subset
of R×R. The helix
{
(cos θ, sin θ, θ): θ ∈ R
}
is an L–positive subset of B, but if 0 < λ < 1
then the helix
{
(cos θ, sin θ, λθ): θ ∈ R
}
is not.
(d) If B = R3 and L(b1, b2, b3) = (b2, b3, b1) then (B,L) cannot be a Banach SNL
space, since (1) fails.
In this paper, we are particularly interested in [14, Example 6.5, p. 245], which we
will explain in Example 3.1 below.
3 Connection with monotone sets: type (NI)
We suppose in this section that E is a nonzero Banach space.
Example 3.1. Let B := E × E∗ and, for all (x, x∗) ∈ B, ‖(x, x∗)‖ :=
√
‖x‖2 + ‖x∗‖2.
We represent B∗ by E∗ ×E∗∗, under the pairing
〈
(x, x∗), (y∗, y∗∗)
〉
:= 〈x, y∗〉+ 〈x∗, y∗∗〉,
and define L: B → B∗ by L(x, x∗) := (x∗, x̂). Then (B,L) is a Banach SNL space and,
for all (x, x∗) ∈ B, qL(x, x
∗) = 12
[
〈x, x∗〉 + 〈x, x∗〉
]
= 〈x, x∗〉. If (x, x∗), (y, y∗) ∈ B then
we have qL
(
(x, x∗)− (y, y∗)
)
= qL(x− y, x
∗ − y∗) = 〈x− y, x∗ − y∗〉. Thus if A ⊂ B then
A is L–positive exactly when A is a nonempty monotone subset of B in the usual sense,
and A is maximally L–positive exactly when A is a maximally monotone subset of B in
the usual sense. We point out that any finite dimensional Banach SNL space of the form
3
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described here must have even dimension, and that there are many Banach SNL spaces of
finite odd dimension with Banach SNL duals. See [14, Remark 6.7, p. 246].
As usual, the dual norm on B∗ = E∗×E∗∗ is given by ‖(y∗, y∗∗)‖ :=
√
‖y∗‖2 + ‖y∗∗‖2.
By analogy with the analysis above, we define L˜: B∗ → B∗∗ by L˜(y∗, y∗∗) =
(
y∗∗, ŷ∗
)
.
Then
(
B∗, L˜
)
is a Banach SNL space, and, for all (y∗, y∗∗) ∈ B∗, q
L˜
(y∗, y∗∗) = 〈y∗, y∗∗〉.
Now let (x, x∗) ∈ B. Then L˜
(
L(x, x∗)
)
= L˜(x∗, x̂) =
(
x̂, x̂∗
)
= ̂(x, x∗). Thus (5) is
satisfied, and so
(
B∗, L˜
)
is a Banach SNL dual of (B,L).
Finally, let d∗ = (y∗, y∗∗) ∈ B∗ and ε > 0. From the definition of ‖y∗∗‖, there exists
z∗ ∈ E∗ such that ‖z∗‖ ≤ ‖y∗∗‖ and 〈z∗, y∗∗〉 ≥ ‖y∗∗‖2 − ε. Let d = (0, y∗+ z∗) ∈ B. But
then d∗ − Ld = (y∗, y∗∗)− (y∗ + z∗, 0) = (−z∗, y∗∗) ∈ B∗. Since
q
L˜
(−z∗, y∗∗)+ 1
2
∥∥(−z∗, y∗∗)∥∥2 = −〈z∗, y∗∗〉+ 1
2
(
‖z∗‖2+‖y∗∗‖2
)
≤ −〈z∗, y∗∗〉+‖y∗∗‖2 ≤ ε,
we have shown that
for all d∗ ∈ B∗, infd∈B
[
q
L˜
(d∗ − Ld) + 1
2
‖d∗ − Ld
∥∥2] ≤ 0. (9)
Remark 3.2. In [14, Definition 6.4, p. 245], we used the terminology “L(B) is p˜–dense in
B∗” to describe the inequality (9).
Definition 3.3 first appeared in [11, Definition 10, p. 183]. It was thought at first that
this was a weak definition, but it was proved by Marques Alves and Svaiter in [8, Theorem
4.4, pp. 1084–1086], that if A is a maximally monotone subset of E×E∗ of type (NI) then
A is of “type (D)” (the opposite implication is obviously true). This result was extended in
[14, Theorem 9.9(a), pp. 254–255], where it was proved that if A is a maximally monotone
subset of E × E∗ of type (NI) then A is of “dense type” and “type (ED)”. This has a
number of consequences, which are detailed in [14, Theorem 9.9(b–f)] and [14, Theorem
9.10]. Finally, it was proved by Bauschke, Borwein, Wang and Yao in [4, Theorem 3.1]
that if A is a maximally monotone subset of E ×E∗ then A is of type (NI) if, and only if,
A is of “Fitzpatrick–Phelps” type.
What distinguishes the definition of “type (NI)” from the definitions of the other
classes of maximally monotone sets mentioned above is that it can be recast easily in the
language of Banach SNL spaces, as we will see in Lemma 3.4 below.
Definition 3.3. Let A ⊂ E × E∗. We say that A is maximally monotone of type (NI) if
A is maximally monotone and,
for all (y∗, y∗∗) ∈ E∗ ×E∗∗, inf(x,x∗)∈A〈y
∗ − x∗, y∗∗ − x̂〉 ≤ 0.
Here is the promised reformulation of Definition 3.3 in the notation of Banach SNL
spaces. We use the conventions introduced in Example 3.1.
Lemma 3.4 Let A ⊂ B := E × E∗. Then A is maximally monotone of type (NI) if, and
only if, A is maximally L–positive and, for all d∗ ∈ B∗, infa∈A qL˜(d
∗ − La) ≤ 0.
Proof. This is immediate from the formulae for q
L˜
and L given in Example 3.1. 
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4 Standard results from convex analysis
For the rest of this paper, we suppose that (B,L) is a Banach SNL space and that
(
B∗, L˜
)
is a Banach SNL dual of (B,L). We will use the following standard notation and results
from convex analysis. If f : B → ]−∞,∞] is proper and convex and b∗ ∈ B∗ then the
Fenchel conjugate, f∗, of f is defined by
f∗(b∗) := supB
[
b∗ − f
]
.
If, further, b ∈ B then the subdifferential of f at b, ∂f(b), is the subset of B∗ defined by
b∗ ∈ ∂f(b) ⇐⇒ f(b) + f∗(b∗) = 〈b, b∗〉.
We recall
(
see Rockafellar, [10, Theorem 3(b), pp. 85–86], Za˘linescu, [17, Theorem 2.8.7(iii),
p. 127], or [13, Theorem 18.1, p. 74]
)
the following special case of:
Rockafellar’s formula for the subdifferential of a sum. Let f : B → ]−∞,∞] be
proper and convex. Then
∂(f + 12‖ · ‖
2) = ∂f + J, (10)
where J = ∂
(
1
2
‖ · ‖2
)
is characterized by
c∗ ∈ Jc ⇐⇒ ‖c‖2 = ‖c∗‖2 = 〈c, c∗〉. (11)
J is called the “duality map”. Finally, we recall
(
see Brøndsted–Rockafellar, [6, p. 608],
Za˘linescu, [17, Theorem 3.1.2, p. 161], or [13, Theorem 18.6, p. 76]
)
the following special
case of the:
Brøndsted–Rockafellar theorem. Let f : B → ]−∞,∞] be proper convex and lower
semicontinuous, η > 0, b0 ∈ B, b
∗
0 ∈ B
∗ and f(b0) + f
∗(b∗0) ≤ 〈b0, b
∗
0〉 + η
2. Then there
exist b1 ∈ B and b
∗
1 ∈ ∂f(b1) such that ‖b1 − b0‖ ≤ η and ‖b
∗
1 − b
∗
0‖ ≤ η.
5 Linear L–positive sets
In this section, we suppose that A is a linear L–positive subspace of B. If C is a convex
L–positive subset of B, we define the functions qC , pC : B → ]−∞,∞] by
qC(b) =
{
qL(b) (if b ∈ C);
∞ (if b ∈ B \ C),
and pC(b) :=
{
qL(b) +
1
2
‖b‖2 (if b ∈ C);
∞ (if b ∈ B \ C).
Now fix c0 ∈ C. Then, for all b ∈ C, qL(b)+‖b‖‖c0‖+ qL(c0) ≥ qL(b)−〈b, Lc0〉+ qL(c0) =
qL(b − c0) ≥ 0 thus, for all b ∈ B, p
C(b) = qC(b) + 1
2
‖b‖2 ≥ −‖b‖‖c0‖ − qL(c0) +
1
2
‖b‖2.
Consequently
pC(b)→∞ as ‖b‖ → ∞. (12)
Lemma 5.1 Let A be a linear L–positive subspace of B, d ∈ B, C := A− d and d∗ ∈ B∗.
Then qC is proper and convex.
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Proof. qC is obviously proper. Suppose that b, c ∈ C and λ ∈ ]0, 1[ . Then
λqL(b) + (1− λ)qL(c)− q
(
λb+ (1− λ)c
)
= λ(1− λ)qL(b− c) ≥ 0.
This implies the convexity of qC .
(
See [13, Lemma 19.7, pp. 80–81].
)

We write A0 for the linear subspace
{
b∗ ∈ B∗: 〈A, b〉 = {0}
}
of B∗. A0 is the “polar
subspace of A”. The significance of A0 lies in the following lemma:
Lemma 5.2 Let A be a linear L–positive subspace of B. d ∈ B and C := A− d. Then
∂qC(b) =
{
Lb+ A0 (if b ∈ C);
∅ (if b ∈ B \ C).
Proof. Since it is obvious that ∂qC(b) = ∅ if b ∈ B \ C, it only remains to show that
∂qC(b) = Lb+ A0 if b ∈ C. So suppose that b ∈ C. Then, since c− b runs through A as
c runs through C and, from (1), qL(b)− qL(a+ b) = −
〈
a, Lb
〉
− qL(a),
b∗ ∈ ∂qC(b) ⇐⇒ qC(b) + supc∈C
[
〈c, b∗〉 − qL(c)
]
≤ 〈b, b∗〉
⇐⇒ for all c ∈ C, 〈c− b, b∗〉+ qL(b)− qL(c) ≤ 0
⇐⇒ for all a ∈ A, 〈a, b∗〉+ qL(b)− qL(a+ b) ≤ 0
⇐⇒ for all a ∈ A, 〈a, b∗ − Lb〉 ≤ qL(a).
Since qL(a) ≥ 0, this is trivially satisfied if b
∗ ∈ Lb+A0. On the other hand, if b∗ ∈ ∂qC(b)
then it follows from the above that, for all a ∈ A and λ ∈ R,
λ〈a, b∗ − Lb〉 = 〈λa, b∗ − Lb〉 ≤ qL(λa) = λ
2qL(a),
and, from standard quadratic arguments, b∗ − Lb ∈ A0, that is to say b∗ ∈ Lb+ A0. 
Theorem 5.3 was suggested by the analysis in Bauschke, Borwein, Wang and Yao
[3, Theorem 3.1(iii)=⇒(ii)] and [5, Proposition 3.1]. In contrast to the analysis in these
two papers, the only results on convex functions that we use are Rockafellar’s formula for
the conjugate of a sum, and the Brøndsted–Rockafellar theorem, as outlined in Section 4
above.
Theorem 5.3. Suppose that A be a norm–closed linear L–positive subspace of B and A0
is L˜–negative. Then:
(a) Let d ∈ B and C := A− d. Then infC p
C ≤ 0.
(b) Let d ∈ B, C := A− d and b∗ ∈ B∗. Then −
(
qC
)∗
(b∗) ≤ 1
2
‖b∗‖2.
(c) Let d ∈ B and d∗ ∈ B∗. Then infa∈A qL˜(d
∗ − La) ≤ q
L˜
(d∗ − Ld) + 12‖d
∗ − Ld‖2.
(d) A is maximally L–positive.
6
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Proof. (a) It is clear from (2) and (12) that there exists M > 0 such that, writing
CM := {b: b ∈ C, ‖b‖ ≤ M
}
, infCM p
C = infC p
C ∈ [ 0,∞[ . Now let ε > 0 be arbitrary.
Choose η > 0 so that 2Mη + 3η2 ≤ ε, and b ∈ CM such that p
C(b) ≤ infCM p
C + η2 =
infC p
C + η2 = infB p
C + η2. We have
‖b‖ ≤M and pC(b) +
(
pC
)∗
(0)− 〈b, 0〉 = pC(b)− infB p
C ≤ η2. (13)
From (3), qL is continuous. Since C is norm–closed in B, p
C is lower semicontinous, and
so the Brøndsted–Rockafellar theorem provides us with c ∈ B and b∗ ∈ ∂pC(c) such that
‖c − b‖ ≤ η and ‖b∗‖ ≤ η. From Rockafellar’s formula for the subdifferential of a sum,
(10), ∂pC = ∂qC + J . Combining this with (13) and Lemma 5.2, we have
‖c‖ ≤M + η, ‖b∗‖ ≤ η, c ∈ C and there exists c∗ ∈ Jc such that b∗ ∈ Lc+A0+ c∗. (14)
From (1), (11) and (14), we have
‖b∗‖ ≤ η and ‖Lc+ c∗‖ ≤ ‖Lc‖+ ‖c∗‖ ≤ 2‖c‖ ≤ 2(M + η) (15)
and, from (11) and (6), we have
qL(c) + ‖c‖
2 + q
L˜
(c∗) = qL(c) + 〈c, c
∗〉+ q
L˜
(c∗) = q
L˜
(
Lc+ c∗
)
. (16)
(14) implies that b∗−Lc− c∗ ∈ A0. From (11), (8), (16), the L˜–negativity of A0 and (15),
pC(c) = qL(c) +
1
2‖c‖
2 = qL(c) + ‖c‖
2 − 12‖c
∗‖2 ≤ qL(c) + ‖c‖
2 + q
L˜
(c∗) = q
L˜
(
Lc+ c∗
)
= q
L˜
(
b∗ − Lc− c∗
)
+
〈
Lc+ c∗, L˜b∗
〉
− q
L˜
(b∗) ≤
〈
Lc+ c∗, L˜b∗
〉
+ 1
2
‖b∗‖2
≤ ‖b∗‖‖Lc+ c∗‖+ 12‖b
∗‖2 ≤ 2(M + η)η + 12η
2 < ε.
Since ε > 0 is arbitrary, this completes the proof of (a).
(b) From the definition of Fenchel conjugate (or the Fenchel–Young inequality), for
all c ∈ C, −
(
qC
)∗
(b∗) ≤ qC(c) − 〈c, b∗〉 ≤ qC(c) + ‖c‖‖b∗‖ ≤ qC(c) + 12‖c‖
2 + 12‖b
∗‖2 =
pC(c) + 12‖b
∗‖2, and the result now follows from (a).
(c) Let C := A− d. Using (6), and the definition of qC , we have
infa∈A qL˜(d
∗ − La) = infa∈A
[
q
L˜
(d∗)− 〈a, d∗〉+ qL(a)
]
= infc∈C
[
q
L˜
(d∗)− 〈d+ c, d∗〉+ qL(d+ c)
]
= infc∈C
[
q
L˜
(d∗)− 〈d, d∗〉 − 〈c, d∗〉+ qL(d) + 〈c, Ld〉+ qL(c)
]
= infc∈C
[
q
L˜
(d∗ − Ld)− 〈c, d∗ − Ld〉+ qL(c)
]
= q
L˜
(d∗ − Ld)− supc∈C
[
〈c, d∗ − Ld〉 − qC(c)
]
= q
L˜
(d∗ − Ld)−
(
qC
)∗
(d∗ − Ld),
and the result follows from (b) with b∗ := d∗ − Lc.
(d) Let d ∈ B and A ∪ {d} be L–positive. Then, for all a ∈ A, qL(a− d) ≥ 0. If now
C := A− d then qC ≥ 0 on C, and so pC = qC + 12‖ · ‖
2 ≥ 12‖ · ‖
2 on C. Thus (a) implies
that infC
1
2
‖ · ‖2 ≤ 0, from which 0 ∈ C, which implies in turn that d ∈ A. Since A is
closed, d ∈ A. This completes the proof that A is maximally L–positive. 
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Corollary 5.4. Let A be a norm–closed linear L–positive subspace of B and
for all d∗ ∈ B∗, infd∈B
[
q
L˜
(d∗ − Ld) + 12‖d
∗ − Ld‖2
]
≤ 0. (17)
Then (18)⇐⇒ (19)⇐⇒ (20)=⇒(21).
A0 is L˜–negative. (18)
For all d∗ ∈ B∗, infa∈A qL˜(d
∗ − La) ≤ 0. (19)
For all d∗ ∈ A0, infa∈A qL˜(d
∗ − La) ≤ 0. (20)
A is maximally L–positive. (21)
Proof. It is immediate from Theorem 5.3(c) and (17) that (18)=⇒(19), and it is obvious
that (19)=⇒(20). If (20) is true then, using (6), for all d∗ ∈ A0,
q
L˜
(d∗) + infa∈A qL(a) = infa∈A
[
q
L˜
(d∗)− 〈a, d∗〉+ qL(a)
]
= infa∈A qL˜(d
∗ − La) ≤ 0.
Since infa∈A qL(a) ≥ 0, it follows that qL˜(d
∗) ≤ 0, and the linearity of A0 gives (18).
Finally, it is immediate from Theorem 5.3(d) that (18)=⇒(21). 
Corollary 5.5. If A is a norm–closed linear L–negative subspace of B, and A0 is L˜–
positive then A is maximally L–negative.
Proof. This result follows by applying Theorem 5.3(d) to (B,−L), since
L–negativity is equivalent to (−L)–positivity and, L˜–positivity is equivalent to(
− L˜
)
–negativity. 
6. Linear monotone subspaces
We suppose in this section that E is a nonzero Banach space, and we use the notation
of Example 3.1. We define ρ: E∗ × E∗∗ → E∗ × E∗∗ by ρ(x∗, x∗∗) := (x∗,−x∗∗). Let
∅ 6= D ⊂ E∗ × E∗∗. Since q
L˜
◦ ρ = −q
L˜
,
D is L˜–negative ⇐⇒ ρ(D) is L˜–positive. (22)
If A is linear subspace of E×E∗ then the adjoint subspace, A∗, of E∗×E∗∗, is defined by:
(y∗, y∗∗) ∈ A∗ ⇐⇒ for all (a, a∗) ∈ A, 〈a, y∗〉 = 〈a∗, y∗∗〉. This definition goes back at
least to Arens in [1]. Clearly
A∗ = ρ
(
A0
)
. (23)
The implication (24)=⇒(25) below was shown by Bauschke, Borwein, Wang and Yao
in a two–stage process as follows: It was first shown in [3, Theorem 3.1(iii)=⇒(ii)] that if
A is a maximally monotone linear subspace of E × E∗ and (24) is satisfied then A is of
type (NI), and it was subsequently shown in [5, Proposition 3.1] that if A is a norm–closed
monotone linear subspace of E ×E∗ and (24) is satisfied then A is maximal.
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Corollary 6.1. Let A be a norm–closed linear monotone subspace of E × E∗. Then the
four conditions below are equivalent.
A∗ is monotone. (24)
For all (y∗, y∗∗) ∈ E∗ ×E∗∗, inf(x,x∗)∈A〈y
∗ − x∗, y∗∗ − x̂〉 ≤ 0.
For all (y∗, y∗∗) ∈ A0, inf(x,x∗)∈A〈y
∗ − x∗, y∗∗ − x̂〉 ≤ 0.
A is maximally monotone of type (NI). (25)
Proof. This is immediate from (23), (22), (9), Corollary 5.4, and Lemma 3.4. 
7. The surjectivity hypothesis and the Brezis–Browder theorem
In this section, we will consider the implications of the surjectivity hypothesis:
L(B) = B∗. (26)
Lemma 7.1. Let (B,L) be a Banach SNL space,
(
B∗, L˜
)
be a Banach SNL dual of (B,L)
and (26) be satisfied. Then (writing ·T for the adjoint of · in the usual sense):
(a)
(
B∗∗, LTT
)
is a Banach SNL dual of (B∗, L˜).
(b) B is reflexive.
Proof. Clearly, LTT: B∗∗ → B∗∗∗ is linear and
∥∥LTT∥∥ = ∥∥LT∥∥ = ‖L‖ ≤ 1. Now let
b∗∗, c∗∗ ∈ B∗∗. Then LTb∗∗, LTc∗∗ ∈ B∗, and (26) provides us with b, c ∈ B such that
Lb = LTb∗∗ and Lc = LTc∗∗. Thus, from (1),〈
b∗∗, LTTc∗∗
〉
=
〈
LTb∗∗, c∗∗
〉
= 〈Lb, c∗∗〉 =
〈
b, LTc∗∗
〉
= 〈b, Lc〉
= 〈c, Lb〉 =
〈
c, LTb∗∗
〉
= 〈Lc, b∗∗〉 =
〈
LTc∗∗, b∗∗
〉
=
〈
c∗∗, LTTb∗∗
〉
.
Thus the analog of (1) is satisfied, and so
(
B∗∗, LTT
)
is a Banach SNL space. We next
show that
for all c∗ ∈ B∗, LTT
(
L˜c∗
)
= ĉ∗ ∈ B∗∗∗. (27)
To this end, let c∗ ∈ B∗, and b∗∗ be an arbitrary element of B∗∗. (26) provides us with
c ∈ B such that Lc = c∗. Then, from (5), L˜c∗ = L˜(Lc) = ĉ, and so〈
b∗∗, LTT
(
L˜c∗
)〉
=
〈
LTb∗∗, L˜c∗
〉
=
〈
LTb∗∗, ĉ
〉
=
〈
c, LTb∗∗
〉
=
〈
Lc, b∗∗
〉
= 〈c∗, b∗∗〉.
Thus (27) holds. Since (27) is the analog of (5), this completes the proof of (a).
(b) Let b∗∗ ∈ B∗∗. Since LTb∗∗ ∈ B∗, (26) provides us with b ∈ B such that
Lb = LTb∗∗. Now let c∗ be an arbitrary element of B∗. From (26) again, there exists
c ∈ B such that Lc = c∗. Then, from (1),
〈b, c∗〉 =
〈
b, Lc
〉
=
〈
c, Lb
〉
=
〈
c, LTb∗∗
〉
=
〈
Lc, b∗∗
〉
= 〈c∗, b∗∗〉.
Thus B is reflexive. This completes the proof of (b). 
Our next result is suggested by Yao, [16, Theorem 2.4, p. 3].
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Theorem 7.2. Let the surjectivity hypothesis (26) be satisfied, and A be a norm–closed
linear L–positive subspace of B. Then:
(a) A is maximally L–positive if, and only if, A0 is L˜–negative.
(b) A is maximally L–positive if, and only if, A0 is maximally L˜–negative.
Proof. “If” in (a) is clear from Theorem 5.3(d). Conversely, let us suppose that A is
maximally L–positive. Let d∗ ∈ B∗. From (26), there exists d ∈ B such that Ld = d∗.
Then, from (7) and (4),
infa∈A qL˜(d
∗ − La) = infa∈A qL˜(Ld− La)
= infa∈A qL˜
(
L(d− a)
)
= infa∈A qL(d− a) ≤ 0,
and, since (26) implies (17), it follows from Corollary 5.4 that A0 is L˜–negative. This
completes the proof of (a). “If” in (b) is immediate from “If” in (a). Conversely, let us
suppose that A is maximally L–positive. Now A0 is norm–closed and, from (a), L˜–negative,
and it only remains to prove the L˜–maximality. We now show that
for all a∗∗ ∈ (A0)0, qLTT(a
∗∗) ≥ 0. (28)
To the end, let a∗∗ ∈ (A0)0. Since A is norm–closed, standard functional analysis and the
reflexivity of B
(
Lemma 7.1(b)
)
imply that there exists a ∈ A such that a∗∗ = â. From
(5), Lemma 7.1(a), and two applications of (7)
(
one to (B,L) and one to
(
B∗, L˜
))
,
qLTT(a
∗∗) = qLTT(â) = qLTT
(
L˜(La)
)
= q
L˜
(La) = qL(a) ≥ 0.
Thus (28) is true, from which it follows that (A0)0 is LTT–positive. If we now apply
Corollary 5.5, with B replaced by B∗, and A replaced by A0, we see that A0 is maximally
L˜–negative, which completes the proof of (b). 
Corollary 7.3(a) below appears in Brezis–Browder [2, Theorem 2, pp. 32–33], and
Corollary 7.3(b) in Yao, [16, Theorem 2.4, p. 3].
Corollary 7.3. Let E be reflexive and A be a norm–closed linear monotone subspace of
E × E∗. Then:
(a) A is maximally monotone if, and only if, A∗ is monotone
(b) A is maximally monotone if, and only if, A∗ is maximally monotone.
Proof. These results follow from Theorem 7.2 and the comments in Example 3.1. 
8. The isometry lemma
In this section, we make an observation about Banach SNL spaces that was not needed in
the preceding sections.
Lemma 8.1. Let (B,L) be a Banach SNL space with Banach SNL dual (B∗, L˜). Then L
is an isometry of B into B∗.
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Proof. Since ‖L‖ ≤ 1 and
∥∥L˜∥∥ ≤ 1, for all b ∈ B,
‖b‖ =
∥∥b̂∥∥ = ∥∥L˜(Lb)∥∥ ≤ ∥∥L˜∥∥∥∥Lb∥∥ ≤ ∥∥Lb∥∥ ≤ ‖L‖‖b‖ ≤ ‖b‖.
Thus ‖Lb‖ = ‖b‖. 
Lemma 8.1 implies that if the surjectivity hypothesis, (26), is satisfied then B is what
was called a SSDB space in [13, Definition 21.1], [9, Section 1], [15, Definition 4.1] and [7,
Section 3]. It also implies that (R, 0) is a Banach SNL space without a Banach SNL dual.
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