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Abstract
The purpose of the present paper is to prove a principle of large deviations for Brosamler’s
functional almost everywhere central limit theorem for i.i.d. random variables on R. This principle
of large deviations for the functional almost everywhere central limit theorem naturally implies a
principle of large deviations for Brosamler and Schatte’s almost everywhere central limit theorem.
Furthermore it implies principles of large deviations for various other almost everywhere limit
theorems. c© 1998 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
Let X1; X2; : : : be i.i.d. random variables on a probability space (
;F ; P) with the
normalization E(Xi)= 0 and E(X 2i )= 1 and let Sn denote the nth partial sum, i.e.
Sn=
Pn
i=1 Xi. Then the classical central limit theorem (CLT) states that the distribu-
tions P  (Sn=
p
n)−1 of the normalized partial sums Sn=
p
n converge to the standard
normal distribution N (0; 1), i.e. for every interval I
lim
n!1P

Snp
n
2 I

=N (0; 1)(I) :=
Z
I
1p
2
e−x
2=2 dx:
Even though the distributions of the normalized partial sums stabilize asymptotically,
this is not the case for the normalized partial sums themselves, which certainly do
not converge for P-almost all !. However, one may try to nd an almost everywhere
version of the CLT by replacing the distributions P(Sn=
p
n)−1 by the empirical distri-
butions 1=n
Pn
i=1 Si=
p
i. But this attempt fails. Indeed, the sequence 1=n
Pn
i=1 Si=
p
i(I)
diverges for P-almost all ! already for I = [0;1), as is easily seen by one of the two
arc sine laws.
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Surprisingly one obtains almost everywhere convergence of the empirical distribu-
tions, if one replaces the linear time scale by a logarithmic one, i.e. one obtains
lim
n!1
1
L(n)
nX
i=1
1
i
Si=
p
i(I)=N (0; 1)(I)
for all intervals I P-a.s., where L(n) :=
Pn
i=1 1=i, or in other words:
Theorem A. Ln := [1=L(n)]
Pn
i=1(1=i)Si=
p
i converge weakly to N (0; 1) P-a.e.
This result is known as the almost everywhere central limit theorem (AECLT) and
it is due to Brosamler (1988) and Schatte (1988) in independent papers. Actually,
Brosamler and Schatte proved the result under slightly stronger moment assumptions
than square integrability, the fact that square integrability suces is due to Philip and
Lacey (1990).
The almost everywhere convergence in Theorem A implies in particular weak con-
vergence of the distributions, i.e.
lim
n!1PfLn 2Ag=0 (1.1)
for all Borel sets AM1(R) with N (0; 1) =2 A. Here M1(R), denotes the space of
probability measures on the Borel sets of R, endowed with the topology of weak
convergence.
In the present paper we shall prove that under suitable moment assumptions the
probabilities in Eq. (1.1) decay like negative powers of n and that the power of this
decay can be estimated in terms of a principle of large deviations (LDP).
It will turn out that the rate function of this LDP is just the so called I -function of
the Ornstein{Uhlenbeck process (see Donsker and Varadhan, 1975a, 1975b, 1976; Bryc
and Dembo, 1995), i.e. the rate function of the LDP for the empirical distributions of
the Ornstein{Uhlenbeck process.
For the readers convenience we shall recall its denition: For 2M1(R) the I -
function I() is dened by
I() :=
(
E(
p
d=dN (0; 1)) if  N (0; 1);
1 else;
where E(f) denotes the Dirichlet form of the Ornstein{Uhlenbeck process, i.e. E(f) :=
1
2
R
R(f
0)2 dN (0; 1) if f :R!R is absolutely continuous and E(f) :=1 else.
Our principle of large deviations states:
Theorem 1.1. Let E(jX1jp)<1 for all p>0. Then (Ln)n2N satises the LDP with
constants (log(n))n2N and rate function I; i.e. for every Borel set AM1(R):
−inf A I 6 lim inf
n!1
1
log(n)
log(PfLn 2Ag)
6 lim sup
n!1
1
log(n)
log(PfLn 2Ag)6− inf A I:
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The CLT and the AECLT as stated above are only special cases of their much more
general functional versions. These functional versions are obtained by replacing the
real valued random variables Sn by random functions Sn, which assume their values
in the space C0([0; 1]) := ff : [0; 1]!R; with f continuous and f(0)= 0g, endowed
with the supremum norm. The random functions Sn are dened by setting Sn(0) := 0
and Sn(i=n) := Si for i=1; : : : ; n and by letting Sn be linear on [(i − 1)=n; i=n] for
i2f1; : : : ; ng.
The functional version of the CLT, which is due to Donsker (1951), proves that the
distributions P(Sn=
p
n)−1 converge weakly to the Wiener measure w2M1(C0([0; 1])).
Just like the classical CLT on the real line the functional CLT has its almost every-
where version too. The functional AECLT, due to Brosamler (1988), states
Theorem B. Rn := [1=L(n)]
Pn
k=1(1=k)Sk =
p
k converge weakly to w P-a.e.
The purpose of the present paper is to prove a LDP for the functional version of
the AECLT.
In order to formulate this LDP we shall introduce some notations and denitions:
For a2 (0; 1] we introduce the function #a :C0([0; 1])!C0([0; 1]) with #a(!)(t):=
!(t a)=
p
a. Using these functions #a we call a measure Q2M1(C0([0; 1])) #-invariant
if Q=Q  #−1a for all a2 (0; 1]. Furthermore we denote for two probability measures
;  on a measurable space by H (j) the relative entropy of  relative to , i.e.
H (j) :=
8<
:
Z
log

d
d

d if  ;
1 else:
Now we dene the rate function H :M1(C0([0; 1]))! [0;1] as follows:
H(Q) :=
8<
: lima#0
1
log( 1a)
H (Q  j−1[a;1]jw  j−1[a;1]) if Q is #-invariant,
1 else;
where j[a;1] :C0([0; 1])!C([a; 1]) := ff: [a; 1]!R; f continuousg denotes the restric-
tion operator. We shall see that H is well dened and closely related to the specic
entropy of the Ornstein{Uhlenbeck process (see Remark 2.2 and Lemma 2.3).
Our main result is:
Theorem 1.2. Let E(jX1jp)<1 for all p>0. Then (Rn)n2N satises the LDP with
constants (log(n))n2N and rate function H.
We conclude the introduction with some remarks:
Remark 1.3. (a) It is well known that Donsker’s functional version of the CLT implies
as corollaries the classical CLT as well as various other classical limit theorems, like the
arc sine laws. In the same way Brosamler’s functional version of the AECLT implies
as corollaries almost every version of the corresponding classical results. Similarly our
LDP for the functional AECLT implies LDP’s for most of these almost everywhere
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versions via Varadhan’s contraction principle (see e.g. Corollary 2.10 and Examples
2.11).
(b) It is possible to improve Theorem 1.2 by replacing C0([0; 1]) by a function space
which takes the order into account, at which a function vanishes in 0 and by replacing
the supremum norm by a weighted supremum norm (cf. Heck, 1995). This will lead to
sharper estimates as well as to LDP’s for further functionals. However, for simplicity
and clarity of the proofs we restrict ourself in this paper to C0([0; 1]) endowed with
the supremum norm.
2. Proofs
The proof of Theorem 1.2 is based on a reduction to a LDP for Brownian motion
(cf. Theorem 2.1 in Heck, 1998). Similar to Brosamler (1988) (see also Brosamler,
1990) this reduction is established via Skorokhod’s representation theorem.
For the readers convenience we shall formulate this LDP for Brownian motion be-
low: For a>0 let a :C0([0;1))!C0([0;1)) be dened by a(!)(t) := (1=
p
a)!(at)
and denote for T>1 by ST :C0([0;1))!M1(C0([0;1)) the following empirical pro-
cesses:
ST (!) :=
1
log(T )
Z pT
1p
T
t(!)
dt
t
:
We call a measure 2M1(C0([0;1))) -invariant if it is invariant under a for all
a>0 and dene H :M1(C0([0;1)))! [0;1] by
H(Q) :=
8<
: lima!1
1
2 log(a)
H (Q  j−1[1=a; a]jW  j−1[1=a; a]) if Q is -invariant;
1 else;
where W denotes the Wiener measure on C0([0;1)). We shall see (cf. Remark 2.2
below) that H is welldened.
The following result is an easy consequence of Theorem 2.1 and Lemma 3.3 part
(a) in Heck (1998).
Theorem 2.1. H is a rate function. Furthermore; (Sn)n>2 satises the LDP with
constants (log(n))n>2 and rate function H .
We remark that in this paper a rate function, say J , is understood to be a non
negative, possibly innite function with compact level sets fJ6Tg; T>0.
Theorem 2.1 is closely related to the LDP for the empirical processes of the Ornstein{
Uhlenbeck process, as we shall see in Remark 2.2 below.
Remark 2.2. Let ~C(R) := ff2C(R) : lims!−1
p
es!(s)= 0g and dene F :C0([0;
1))! ~C(R) by F(!)(s) :=!(es)=pes, then F is a bijection. It is well known that the
image W  F−1 of the Wiener measure is the distribution of the Ornstein{Uhlenbeck
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process. Further
F  t(!)()=F(!)(log(t) + ) (2.1)
and hence
1
log(T )
Z pT
1p
T
F(t(!))
dt
t
=
1
log(T )
Z pT
1p
T
F(!)(log(t)+)
dt
t
=
1
log(T )
Z 1
2 log(T )
− 12 log(T )
F(!)(s+) ds= ~S log(T )(F(!));
where ~S S(!0)= 1S
R S=2
−S=2 !0(s+) ds for !
0 2 ~C(R).
Similarly H is a \translation" of the specic entropy of the Ornstein{Uhlenbeck
process to the Wiener measure. Indeed, by Eq. (2.1) we see that Q2M1(C0([0;1))) is
-invariant i Q F−1 is shift-invariant under the canonical shift C(R)3f() 7!f(s+)
2C(R) for all s2R and that
H (Q  j−1[1=a; a]jW  j−1[1=a; a])
= H ((Q  F−1)  j−1[− log(a); log(a)]j(W  F−1)  j−1[− log(a); log(a)])
for all a>0. Since W  F−1 is the distribution of the stationary Ornstein{Uhlenbeck
process, we conclude that the limit in the denition of H exists by the corresponding
existence result for the Ornstein{Uhlenbeck process (cf. Chiyonobu and Kusuoka, 1988,
Theorem 1) and that
H(Q) :=
8>><
>>:
lim
a!1
1
2a
H ((Q  F−1)  j−1[−a; a]j(W  F−1)  j−1[−a; a]) if Q  F−1
is shift-invariant;
1 else
i.e. H(Q) is equal to the specic entropy of the Ornstein{Uhlenbeck process evaluated
at Q  F−1.
Therefore the LDP in Theorem 2.1 is equivalent to the LDP for the empirical pro-
cesses of the Ornstein{Uhlenbeck process on ~C(R).
However Theorem 2.1 is not a simple corollary of the well known LDP for the
Ornstein{Uhlenbeck process. Indeed the topology on C0([0;1)) is given by the semi
norms supfj!(t)j: t 2 [0; N ]g; N 2N. Hence we have to consider on ~C(R) the topology
given by the following semi norms of weighted suprema supfpet j!(t)j: t 2 (−1; N ]g;
N 2N. This topology is much ner than the topology underlying the well known LDP
for the Ornstein{Uhlenbeck process. The latter topology is the topology of uniform
convergence on compact sets, i.e. the topology given by the semi norms supfj!(t)j: t 2
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[−N; N ]g; N 2N. The problem of establishing rened LDP’s w.r.t. weighted suprema
for the Ornstein{Uhlenbeck process is the content of Heck (1998).
We have the following relation between the two rate functions H and H:
Lemma 2.3. H is well dened and for every q2M1(C0([0; 1]))
H(q)= inffH(Q): Q2M1(C0([0;1))); Q  j−1[0;1] = qg.
Here we use the convention inff;g=1. Lemma 2.3 implies in particular, that H
is a rate function.
Proof. We notice rst that
q2M1(C0([0; 1])) is #-invariant if there exists a -invariant
Q2M1(C0([0;1))) such that q=Q  j−1[0;1]:
(2.2)
Furthermore, Q is uniquely determined by the -invariance and q=Q  j−1[0;1].
The proof of Eq. (2.2) is easy, details shall be omitted.
Let J (q) := inffH(Q): Q2M1(C0([0;1))); Q -inv., Q  j−1[0;1] = qg. Obviously it
suces to prove that J =H.
If q2M1(C0([0; 1])) is not #-invariant, then H(q)=1 by denition and J (q)=1
by Eq. (2.2).
Assume now that q2M1(C0([0; 1])) is #-invariant. Then there exist a unique -
invariant Q0 2M1(C0([0;1))) such that Q0  j−1[0;1] = q by Eq. (2.2). Hence J (q)=
H(Q0).
Since W and Q0 are -invariant, and w=W  j−1[0;1] we conclude
H (q  j−1[1=a2 ;1]jw  j−1[1=a2 ;1]) =H ((Q0  −11=a)  j−1[1=a; a]j(W  −11=a)  j−1[1=a; a])
=H (Q0  j−1[1=a; a]jW  j−1[1=a; a]):
Therefore lima!1 1=log(a)H (q  j−1[1=a;1]jw  j−1[1=a;1]) exists and
H(q)=H(Q0)= J (q): (2.3)
We observe that the distribution of
Rpn
1=
p
n tdt=t equals that of
R n
1 tdt=t under W
by the -invariance of W. Hence, using the contraction principle and Lemma 2.3,
Theorem 2.1 implies:
Corollary 2.4. [1= log(n)]
R n
1 t j[0; 1]dt=t)n>2 satises the LDP with constants
(log(n))n>2 and rate function H.
The following lemma is a reformulation of a well known result:
Lemma 2.5. Let Yn; Zn be random variables with values in a metric space (E; d)
such that limn!1[1= log(n)] log(Pfd(Yn; Zn)>"g)=−1 for all ">0. Then (Yn)n2N
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and (Zn)n2N are equivalent w.r.t. the LDP, i.e. (Yn)n2N satises the LDP with con-
stants (log(n))n2N and a rate function I i (Zn)n2N satises the LDP with constants
(log(n))n2N and the same rate function I .
Proof. Quite easy. Details shall be omitted.
If (E; d) is separable, then the weak topology on M1(E) is metrizisable with the
metric dE(; ) := supfj
R
f d − Rf dj: f: E ! R; kfkL6 12g, where kfkL := supe2E
jf(e)j + supe; e02E; e 6=e0 jf(e) − f(e0)j=d(e; e0). For details we refer to Dudley (1989),
Chapter 11. We recall that
Remark 2.6. (a) dE61 and dE(e; e0)6d(e; e0) for all e; e0 2E.
(b) dE(1+(1−)2; 1+(1−)2)6dE(1; 1)+(1−)dE(2; 2) for all 2 [0; 1]
and 1; 2; 1; 2 2M1(E).
Lemma 2.7. Let Yt; Zt ; t 2 [1;1) be random variables with values in a separable
metric space (E; d); such that t 7! Yt and t 7! Zt are continuous from the right or left
and
lim
l!1
1
log(l)
log
 
P
(
sup
s2[l; l+1)
d(Ys; Zs)>"
)!
= −1 (2.4)
for all ">0. Then ([1=log(n)]
R n
1 Ysds=s)n2N and ([1= log(n)]
R n
1 Zsds=s)n2N are
equivalent w.r.t. the LDP.
Proof. By Lemma 2.5 it suces to prove that
lim
n!1
1
log(n)
log

P

dE

1
log(n)
Z n
1
Ys
ds
s
;
1
log(n)
Z n
1
Zs
ds
s

>"

=−1
for all ">0.
Let ";M>0.
We notice rst that there exists l0 2N such that for all l>l0
P
(
sup
s2[l; l+1)
d(Ys; Zs)>
"
2
)
6(l+ 1)−(2M=")−2
by Eq. (2.4). Using Remark 2.6 we conclude
dE

1
log(n)
Z n
1
Ys
ds
s
;
1
log(n)
Z n
1
Zs
ds
s

6
"
2
+ sup
s2(n"=2 ; n)
d(Ys; Zs): (2.5)
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Hence for n>l0
2="
P

dE

1
log(n)
Z n
1
Ys
ds
s
;
1
log(n)
Z n
1
Zs
ds
s

>"

6P
(
sup
s2(n"=2 ; n)
d(Ys; Zs)>
"
2
)
6
n−1X
l=
D
n
"
2
EP
(
sup
s2[l; l+1)
d(Ys; Zs)>
"
2
)
6
1X
l=
D
n
"
2
E(l+ 1)−
2M
" −2 6 n−M
1X
l=1
l−2;
where hti := supfn2Z: n6tg, i.e. the integral part of t. This implies in particular that
lim sup
n!1
1
log(n)
log

P

dE

1
log(n)
Z n
1
Ys
ds
s
;
1
log(n)
Z n
1
Zs
ds
s

>"

6−M:
Let ~R n := [1=log(n)]
R n
1 Shti=
p
hti dt=t for n>2, where Sn is dened as in the intro-
duction and hti denotes the integral part of t.
Lemma 2.8. ( ~R n)n>2 and (Rn)n>2 are equivalent w.r.t. the LDP.
Proof. We notice rst that limn!1 L(n)=log(n)= 1, log(1 + (1=k))= (1=k) + O(1=k2)
and
R n
1 Shti=
p
hti dt=t=
Pn−1
k=1 log(1 +
1
k )Sk =
p
k :
Hence we have for f :C0([0; 1])!R with kfkL6 12 1log(n)
Z n
1
f
 
1phtiShti
!
dt
t
− 1
L(n)
nX
k=1
1
k
f

1p
k
Sk

6kfkL
 
1
nL(n)
+
1
L(n)
n−1X
k=1
1k − log

1 +
1
k

+
 1L(n) − 1log(n)

n−1X
k=1
log

1 +
1
k
!
6
1
2
 
1
nL(n)
+
C1
L(n)
n−1X
k=1
1
k2
+
1− log(n)L(n)

!
for some C1>0. Therefore
PfdC0([0;1])( ~Rl;Rl)>"g=0 (2.6)
for all ">0 and suciently large l.
As last preparation for the proof of Theorem 1.2 we recall for the readers conve-
nience the following well known result (see e.g. Chow and Teicher, 1978, Corollary 2
on p. 357).
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Lemma 2.9. Let i; i2N be i.i.d. with E(1)= 0 and E(j1jp)<1 for a p>2; then
there exists C2>0 such that E(j
Pn
i=1 ijp)6C2np=2 for all n2N.
Proof of Theorem 1.2. Step 1: At rst we shall consider the special case of N (0; 1)-
distributed random variables.
In this case it suces to consider 
=C0([0; 1]), F =Borel sets on C0([0; 1]), P=W
and Xi :C0([0;1))!R with Xi(!)=!i −!i−1, since these Xi, i2N are independent
and N (0; 1)-distributed (with respect to W).
By Lemma 2.8 it suces to prove that ( ~R n)n>2 satises the LDP with constants
(log(n))n>2 and rate function H. Hence Corollary 2.4 implies that it suces to show
that ( ~R n)n>2 and ([1=log(n)]
R n
1 t j[0;1]dt=t)n>2 are equivalent w.r.t the LDP or by
Lemma 2.7 (with Yt = t j[0;1] and Zt =(1=
phti)Shti) that
lim
n!1
1
log(n)
log
 
W
(
sup
s2[n; n+1)
∥∥∥∥sj[0;1] − 1pnSn
∥∥∥∥
1
>"
)!
=−1 (2.7)
for every ">0, where k k1 denotes the supremum norm on C0([0; 1]).
Fix "; M>0 and n2N.
We have
sup
s2[n; n+1)
∥∥∥∥s j[0;1] − 1pnSn
∥∥∥∥
1
(2.8a)
6 sup
s2[n; n+1)
ksj[0;1] − nj[0;1]k1 +
∥∥∥∥nj[0;1] − 1pnSn
∥∥∥∥
1
: (2.8b)
Observing that Sn is dened on [(i=n); ((i + 1)=n)] by linear interpolation and
Sn(!)(i=n)=!(i) we conclude that for i2f0; : : : ; n− 1g and t2 [(i=n); ((i + 1)=n)]n(!)(t)− 1pnSn(!)(t)
6 2pn sups2[i; i+1] j!(s)− !(i)j: (2.9)
Hence
W
∥∥∥∥n j[0;1] − 1pnSn
∥∥∥∥
1
>
"
2

(2.10a)
6
n−1X
i=0
W
(
!2C0([0; 1]) : sup
s2[i; i+1]
j!(s)− !(i)j>"
4
p
n
)
(2.10b)
62n exp

− 1
32
"2n

: (2.10c)
The last estimate follows from the well known fact that for the Wiener measure W
and all 06a<b and c>0
W
(
! 2 C0([0;1)) : sup
t2[a; b]
j!(t)− !(a)j>c
)
62 exp

− c
2
2(b− a)

: (2.11)
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In order to estimate the rst summand in Eq. (2.8b) we observe that
sup
s2[n; n+1)
ks(!)j[0;1] − n(!)j[0;1]k1= sup
s2[n; n+1)
sup
t2[0;1]
!(st)ps − !(sn)pn

6 sup
s2[n; n+1)
sup
t2[0;1]
1p
s
j!(st)− !(nt)j+ sup
s2[n; n+1)

1p
n
− 1p
s

sup
t2[0;1]
j!(nt)j
6
1p
n
sup
s2[n; n+1)
sup
t2[0;1]
j!(st)− !(nt)j+ 1
2n
kn(!)j[0;1]k1:
Now by the -invariance of W and Eq. (2.11) we conclude
W

1
2n
knj[0;1]k1>
"
4

=W
(
sup
t2[0;1]
j!(t)j>n"
2
)
62 exp

−n2 "
2
8

:
Using again the -invariance of W and Eq. (2.11) we obtain
W
(
1p
n
sup
s2[n; n+1)
sup
t2[0;1]
j!(st)− !(nt)j>"
)
=W
8<
: sup
s2[1;1+ 1n )
sup
t2[0;1]
j!(st)− !(t)j>"
9=
;
6
nX
k=1
W
8<
: sup
t2[ k−1n ;
k+1
n ]
!(t)− !

k − 1
n
>"2
9=
;62n exp

− 1
16
"2n

:
Hence for "2(0; 1]
W
(
sup
s2[n; n+1)
ksj[0;1] − nj[0;1]k1>
"
2
)
6C3n exp(−C4"2n) (2.12)
with C3; C4>0. Using Eqs. (2.10a){(2.10c) and (2.12) in combination with Eqs. (2.8a)
and (2.8b) we conclude the proof of Eq. (2.7). This nishes the proof of Theorem 1.2
in the special case of Gaussian random variables.
Step 2: Now x a sequence of i.i.d. random variables X =(Xi)i2N with E(Xi)= 0,
E(X 2i )= 1 and E(jXijp)<1 for all p>1.
By Lemma 2.8 and the rst step the proof of Theorem 1.2 is complete if we show
that there exists a probability space (
;F ; P) with random variables Y =(Yn)n2N and
Z =(Zn)n2N such that
Yn; n2N are i:i:d: with the same distribution as Xn: (2.13a)
Zn; n2N are independent; N (0; 1)-distributed: (2.13b)
( ~R
Y
n )n>2 and ( ~R
Z
n )n>2 are equivalent w:r:t the LDP: (2.13c)
Here ~R
Y
n and ~R
Z
n denote the random measure ~R n constructed from the partial sums
Sn=
Pn
i=1 Yi and Sn=
Pn
i=1 Zi. Similar we shall use the notations S
Y
n and S
Z
n to
indicate that the function Sn is constructed from the partial sums of Yi and Zi.
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By Skorokhod’s representation theorem there exists a probability space (
;F ; P), a
random variable B :
!C0([0;1)) and P-a.s. nite stopping times 0=061626   
such that
The distribution of B is W: (2.14a)
Bi − Bi−1 ; i2N are i:i:d: with the same distribution as Xi; i2N: (2.14b)
i − i−1; i2N are i:i:d: with E(1)= 1 and E(p1 )<1 for all p>0: (2.14c)
(See e.g. Chapter 1, Theorem 117 in Freedman (1983) and Brosamler (1988), p. 570
regarding the moments of the stopping times.)
If we let Yn :=Bn − Bn−1 and Zn :=Bn − Bn−1 then obviously Eqs. (2.13a) and
(2.13b) are fullled. Hence it remains to prove Eq. (2.13c).
By Lemma 2.7 the proof of Eq. (2.13c) is complete if we show that
lim
n!1
1
log(n)
log

P
∥∥∥∥ 1pnSYn − 1pnSZn
∥∥∥∥
1
>"

=−1 (2.15)
for all ">0.
Note that SYn (k=n)=Bk and S
Z
n (k=n)=Bk . Again the denition of Sn via interpo-
lation implies for k2f0; : : : ; n− 1g and t 2 [(k=n); ((k + 1)=n)]
 1pnSYn (t)− 1pnSZn (t)
6 1pn maxfjBk − Bk j; jBk+1 − Bk+1jg: (2.16)
Hence the proof of Eq. (2.15) is complete if we show that for all ">0
lim
n!1
1
log(n)
log

P

max
k = 1;:::; n
jBk − Bk j>"
p
n

=−1: (2.17)
Let ";M>0.
Lemma 2.9, Eq. (2.14b) and Chebychev’s inequality imply for suciently large
n2N and k2f1; : : : ; hn3=4ig that
P
n
jBk j>
"
2
p
n
o
6

2
"
8M
n−4MC5k4M6C6"−8Mn−M (2.18)
with C5; C6>0. In the same way we conclude that for suciently large n2N and
k2f1; : : : ; hn3=4ig
P
n
jBk j>"2
p
n
o
6C7"−8Mn−M (2.19)
with C7>0.
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The same arguments imply for n2N and k2fhn 34 i; : : : ; ng
Pfjk − kj>k
3
4 g6k−6MC8k4M6C8n−M (2.20)
with C8>0. Since B is a Brownian motion, we have for suciently large n2N and
k 2fhn 34 i; : : : ; ng
PfjBk − Bk j>"
p
n; jk − kj<k
3
4 g (2.21a)
6P
(
sup
t2[k−k3=4 ; k+k3=4]
jBt − Bk j>"
p
n
)
(2.21b)
62P
(
sup
t2[0; k3=4]
jBt j>"
p
n
)
(2.21c)
64 exp

−"
2
2
nk−3=4

(2.21d)
by Eq. (2.11).
Now we conclude by the inequalities (2.18){(2.21) that
lim sup
n!1
1
log(n)
log

P

max
k2f1;:::; ng
jBk − Bk j>"
p
n

6−M + 1: (2.22)
and hence Eq. (2.17) by letting M!1 in Eq. (2.22).
Proof of Theorem 1.1. We notice rst, that dR(Q  −11 ; Q0  −11 )6dC0([0;1])(Q;Q0)
for Q;Q02M1(C0([0; 1])) and j!(1)−!0(1)j6k!−!0k1 for !;!02C0([0; 1]). Here
1 : C0([0; 1])!R denotes the evaluation in 1, i.e. 1(!) :=!(1).
Hence by Lemma 2.5 and Eq. (2.6) the LDP for (Ln)n>2 is equivalent to the LDP
for ( ~L n)n>2, where ~L n := ~R n  −11 and by Lemma 2.7 and Eq. (2.15) the LDP for
( ~L n)n>2 associated to general Xi is equivalent to the LDP for ( ~L n)n>2 associated to
N (0; 1)-distributed Xi.
Now Lemma 2.7 and Eq. (2.7) imply that the LDP for the latter sequence is equiva-
lent to the LDP for ([1=log(n)]
R n
1 1(t j[0;1]) dt=t)n>2. Since [1=log(n)]
R n
1 1(t(!)j[0;1])dt=t
= [1=log(n)]
R log n
0 !(et)=
p
et dt and (!(e
t)=
p
et)t2R is a stationary Ornstein{Uhlenbeck
process (w.r.t. W) we conclude Theorem 1.1 by the well known LDP for the empiri-
cal distributions of the Ornstein{Uhlenbeck process (cf. Donsker and Varadhan, 1975a,
1983, and 1976).
Finally we shall give some corollaries of Theorem 1.2.
Corollary 2.10. Let Xi be as in Theorem 1.2 and for  : C0([0; 1])!R denote
by C() the set of points of continuity of . Assume that Q(C())= 1 for all
Q2M1(C0([0; 1])) with H(Q)<1, then ( 1L(n)
Pn
i=1
1
i (Si =
p
i))n2N satisfy the LDP
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with constants (log(n))n2N and rate function I with I(q) := inffH(Q) :Q2M1(C0
([0; 1])); Q  −1 = qg.
Proof. Since [1=L(n)]
Pn
i=1
1
i (Si =
p
i) =Rn  −1 and Q(C())= 1 implies that
· −1 :M1(C0([0; 1]))!M1(R) is continuous in Q, Corollary 2.10 is an easy con-
sequence of Varadhan’s contraction principle (see e.g. Varadhan, 1984) and Theorem
1.2.
Examples 2.11. The following functions  : C0([0; 1])!R satisfy the assumptions of
Corollary 2.10.
(a) For (!) :=!(1) Corollary 2.10. implies Theorem 1.1 (with I instead of I).
(b) For >0 let (!):= maxt2[0;1] j!(t)j (then (Sn=
p
n)= 1pn maxi=1;:::; n jSij).
(c) Let ’ : R!R be continuous, 2M1([0; 1]) and let (!) :=
R
[0;1] ’(!(t))
(dt).
(d) Let  be the amount of time a function spends in the upper half plane; i.e.
(!) :=Lebesgueft2 [0; 1]: !(t)>0g.
(e) Let (roughly speaking)  be the last change of sign; i.e.
(!) :=
8<
:
maxft 2 [0; 1]:!(t)<0g if!(1)>0;
maxft 2 [0; 1]:!(t)>0g if!(1)<0;
0 otherwise
with maxf;g := 0:
Since  in (a){(c) is continuous, the assumptions of Corollary 2.10 are obviously
fullled. For  as in (d) and (e) it remains to check, that Q(C())= 1 for all
Q2M1(C0([0; 1])) with H(Q)<1. Fix Q with H(Q)<1:
For !2C0([0; 1]) let Nn(!) := ft 2 [ 1n ; 1]:!(t)= 0g and An := f!2C0([0; 1]):
Lebesgue(Nn(!))= 0g.
Since for  as in (d)
T
n2N AnC(), it suces to show that Q(Acn)= 0 for
all n2N. Notice that Qj(j[1=n;1])wj(j[1=n;1]) by the denition of H. Observing that
An2(j[1=n;1]) and w(Acn)= 0, we conclude Q(Acn)= 0.
In case of  as in (e) let Bn := f!2C0([0; 1]): !(1) 6=0 and ! assumes positive as
well as negative values arbitrary close to t for all t2Nn(!)g.
Now proceed as in (d).
Finally we shall prove that under the assumptions of Theorem 1.2 the functional
AECLT is an easy Corollary of Theorem 1.2:
Corollary 2.12. Let Xi be as in Theorem 1.2. Then limn!1 Rn=w P-a.e.
Proof. A simple computation shows that there exists C9>0 such that for n2N and
m2f2n + 1; : : : ; 2n+1g
dC0([0;1])(R2n ;Rm)6
C9
L(2n)
:
Hence it suces to prove that limn!1 R2n =w.
Moreover, by the Borel{Cantelli Lemma the proof is complete if we show that for ev-
ery ">0 there exists >0 such that for suciently large n2N PfdC0([0;1])(R2n ;w)>"g
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62−n, or in other words that lim supn!1[1=log(2
n)] log(PfdC0([0;1])(R2n ;w)>"g<0
for all ">0.
By Theorem 1.2 the limit superior is bounded above by − infC H, where C :=f2M1
(C0([0; 1])): dC0([0;1])(;w)>"g.
Hence it remains to verify that infC H>0.
Since H is a rate function, H attains its minimum in C. Hence it suces to verify
that H(q)>0 for all q 6= w.
Assume that H(q)= 0. Then q is #-invariant by the denition of H and H()=
H(Q0) for a Q02M1(C0([0;1))) with Q0  j−1[0;1] = q by Eq. (2.3). Hence by Remark
2.2 the specic entropy of Q0 F−1 w.r.t. the Ornstein{Uhlenbeck process = 0, where
F is dened as in Remark 2.2. It is not hard to see that this implies in particular
that H ((Q  F−1)  j−1[−a; a]j(W  F−1)  j−1[−a; a]) = 0 for all a>0 (see e.g. Deuschel and
Stroock, 1989, (5.4.5), (5.4.7) and (5.4.18) and note that W  F−1 is the distribution
of a Ornstein{Uhlenbeck process) i.e. Q  F−1 =W  F−1 on (j[−a; a]) and hence
Q  F−1 =W  F−1. Hence Q=W and q=Q  j−1[0;1] =W  j−1[0;1] =w:
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