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ABSTRACT 
Let Xi and pi (i = 1,2 ,..., N) be real constants and tii (i = 1,2 ,..., N) nonnega- 
tive variables satisfying CBi = 1. It is shown that the (N - l>dimensional extremum 
problem of finding the global maximum and minimum of the product (XL~~X~)(C@,/.Q) 
can be reduced to a one-dimensional problem defined on the boundary of the 
convex polygon spanned by the ordered pairs (Xi, pi). For a given set of posi- 
tive Xi’s (X, > X, > .. . > X, > 0), the Kantorotich inequality states that 
max{(DiXi)(Zei~,)) = (X, + X,)2/4X,X, 
l/Xi, i = 1,2 ,..., 
and min{(X8iXi)(~ei~i)) = 1 if pi = 
N. It is shown that the above new technique can be used to identify 
exactly how far the pi’s can vary from the Kantorovich values pi = l/Xi without 
invalidating the Kantorovich bounds. Let u,,,,, = sup(,, xj = 1 { ( X, Ax )( x, Bx)} and 
+, = inf(X,Xj- I((x, Ax)(r, Bx)}, where r is an N-dimensional complex vector, and 
A and B are two N X N positive definite Hermitian matrices. For the special case in 
which B = A-‘, the Kantorovich inequality implies that ~,~/t+,,~,, = [K(A) + 
1]‘/4~(A& where K(A) is the spectral condition number of A. It is shown that, in 
general, u,,/u,,~~>~~~{[K(A)+~]~/~K(A),[K(~)+~]~/~K(~)}. The conditions 
under which equality occurs are also established. 
1. INTRODUCTION 
In this paper, we consider a function which is the product of two convex 
combinations, i.e., 
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where the Xi’s and pi’s are given real constants, and the 0,‘s variables 
satisfying 
2 tli=I; e,>,o, i=1,2 )...) N. (1.1) 
i-l 
Since the function u is continuous over a compact domain, it attains the 
supremum u,, and the infimum u,~ within its domain. The corresponding 
extremum problem may be solved by using the method of Lagrange multi- 
pliers. However, as the value of N increases, this classical method may 
become very cumbersome. In this paper, it is shown that the solution of this 
extremum problem can be simplified greatly by converting the original 
problem into a one-dimensional problem defined on the boundary of a 
convex polygon [l] formed using the coefficients Xi and pi. 
This simplifying technique can be used to construct a -new proof of the 
classical Kantorovich inequality [2], i.e., 
0.2) 
where 
and the Oi’s are vtiables satisfying (1.1). Note that both bounds in (1.2) are 
sharp. The lower bound is a result of the Schwarz inequality. The upper 
bound was originally established by Kantorovich [2] in an attempt to obtain 
rates of convergence for steepest-descent methods. As will be shown, gener- 
alizations of (1.2) can also be obtained using this new technique. 
We also consider a function which is the product of two positive definite 
Hermitian forms, i.e., 
where 
A%f(aij) and Bef(fiij), i, j*1,2 ,..., N, (I.41 
THE PRODUCT OF CONVEX COMBINATIONS 11 
are given positive definite Hermitian matrices and the xi’s complex variables 
satisfying 
Obviously, v attains its supremum u,,,, and infimum u,,,~~ ( > 0) within its 
domain. For the special case in which B = A - ‘, the Kantorovich inequality 
implies that [3] 
MA) + a2 V max - 
%in OK ’ 
0.6) 
where K(A) is the spectral condition number (i.e., the ratio between the 
greatest eigenvalue and the smallest eigenvalue) of A. In the development of 
a numerical procedure for solving elliptic partial differential equations [4-5], 
the following question is raised. Given a positive definite Hermitian matrix 
A, what is the infimum of u,,/u,~ over all possible positive definite 
Hermitian matrices B? In this paper, it will be shown that 
max > b(A)+112 V 
*Inin ’ 444 (1.7) 
for all positive definite Hermitian B, with equality occurring iff (if and only 
if) 23 satisfies a given set of conditions. 
2. MAIk RESULTS 
We begin with 
DEFINITION 1. For any N = 1,2,3,. . . , let Q(N) be the set of N-tuples 
that satisfy 
; ei=l; e+o, i=1,2 ,..., N. 
i-l 
(2.1) 
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With the above definition, we have 
THEOREM 1. Let hi and pi (i=1,2,..., N) be given real constants. Let 
u max and %iW respectively, be the supremum and the infimum of the 
function 
u(e)d”( tl’ixi)( ileiPi). eES2(N)e (2’2) 
Let H denote the convex polygon [l] spanned by the ordered pairs 
$*(hi,Z$), i=1,2 N. ,...I 
Let cYH be the boundary of H. Let 
A = 2 e,xi, /l= ; I!&, f~ E Q(N), 
i=l i=l 
so that H is the set of ordered pairs (A, ZL) and u(0) = Xp. Then: 
(4 
@> 
(cl 
U max =SUPq,pjE~{h-J)y Umin=inf(h,p~EH{XCL~. 
No local maximum or minimum of the function hp occurs in the interior 
of H. 
Zf Xi20, pi>O, i=l,2 ,..., N, then a global minimum of the function 
XZ.~ on H occurs among the vertices of H, and 
umin=min{X,Ell,A,~,,...,X,CIN}. (2.3) 
Furthermore, if no global maximum of the function Xp on H occurs 
among the vertices of H, then a global maximum occurs among the 
ordered pairs (A,,, t.~,,,,) which are defined as follows: Let S be the set 
of ordered pairs (m, n) such that 
(i) m and n are two integers with N > m > n 2 1, 
(ii) 2, = (A,, p,) and z, = (A,, p,) are two adjacent vertices of H, 
i.e., the line segment joining them is a part of aH, 
(iii) (A, - A,)(Pm -EL,) < 0, and 
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(iv) 1 > 8,” > 0, where 
(2.4) 
For any (m, n) E S, an ordered pair (A,,, /A,,,,,) is defined by 
h ,,=k,~,+(vJ~, CL,,=~,P,+~-~,)P, (2.5) 
Proof. Part (a) follows from the definition of H. Since the product Xp is 
a harmonic function on the X - p plane, part (b) is a result of the maximum 
principle for harmonic functions [6]. Part (c) can be shown as follows: 
For any 
there exist a 8 (la 8 > 0) and two adjacent vertices z, and Z, (IV > m > 
nalifNa2)of Hsuchthat ~,=e~,+(l-e)z,.Thw 
xbpb = f,,(e) ef [ex, + (1 - ep,] [em + 0 - a4 y lae20. 
(2.6) 
Byusingtheassumptionthat X,>,O, ~~20, i=1,2,...,N,itcanbeshown 
that 
and 
sup { xntl(Q) 
l>f3>0 
if (A,--A&q--pa)<0 and 1>8,,>0, 
np n } otherwise, 
(2.6) 
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where e,,,, is defined in (2.4). Since H is a compact set, part (c) now follows 
from (a), (b), and (2.6) to (2.8). a 
Several comments can be made about Theorem 1: 
(a) Theorem 1 may be generalized in a straightforward fashion if the 
right side of (2.2) is a product of three or more convex combinations. 
(b) Since the convex polygon H is completely determined by its vertices, 
any ordered pair (A i, pLi) that is not a vertex of H is irrelevant in the 
determination of u,, and umin. 
(c) Let (m, n) E S. According to condition (iii) in the definition of S, the 
slope of the line segment joining z, and Z, is negative (see Figure 1). The 
extension of this line segment intersects the X- and p-axes, respectively, at 
(2L”P 0) and (0,2/.~,,). The maximum of the product Ap on the line 
segment joining (2X,,, 0) and (0,2pcl,,) occurs at the midpoint, i.e., at 
(&WV P,,). 
(d) Let X,>X,& e.. >A,>0 and pi=c/Xi, i=1,2 ,..., N, where 
c > 0 is an arbitrary positive constant (see Figure 2). For this case, hip i = c, 
FIG. 1. ceometric interpretation of ordered pairs (X,, , pm,). 
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FIG. 2. Geometric interpretation of the Kantorovich inequality (N = 4). 
i=1,2 ,..., N,and8,,,,=~forall(m,n)~SThus 
and 
4, + u2 
u m&u =c= 
4h,Xh7 
if A,=X,, 
I 
(2.9) 
if h,>h,. 
I 
The Kantorovich inequality (1.2) is an immediate result of (2.2), (2.9) and 
(2.10). 
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To establish Theorem 2, Lemmas 1 and 2 along with Definition 2 are 
given as follows: 
LEMMA 1. Let 
where X 1 > 0, A, > 0, p 1 > 0, and p2 > 0 are given constants. Then 
(a) f(O) attains the supremum f,, and the infimum f,, within its 
domuin, and f,, > fmin > 0, 
(b) f,,/f,,>,(X,+X,)2/4A,X,Y 
Cc) f,,/f,in=(X1+X2)2/4X,A2 iff X#1=X2c12~ 
(4 f,,= f(;, a~f,,=f(O)=f(l) if X,/-Q= X,PZ. 
Proof. Part (a) is obvious. Parts (b) to (d) can be shown by using the 
following results: 
Case (i): X1pI = X2p2. For this case, it can be shown that 
f(i) = 
~2Pdh + X212 
a f(e) a f(o) = fO> = b~-5~ 12e80. 
4X1X2 
Case (ii): h,p1 > X2p2. For this case, 
f(i) &+X,J2 (&+~2)(hP1-~2Pz) >. 
-- 
f@) 4x,x, = 4X1&k 
Case (iii): A2p2 > X,pl. For this case, 
LEMMA 2. Let 
h(e,,e2,e3)~*(e,~,+e2~,+e3h3) F+e2p2+: 9 ( 1 3 i 
(2.11) 
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where Xl, X2, p2, and A, are given real constants satisfying 
Then: 
(a) The function h attains the supremum h,, and the infimum hmin 
within its domain Q(3). 
(b) We have 
h,,<l (2.12) 
with the understanding that h,, = 1 iff 
(c) We have 
h > o1+x3)2 
max ’ 4Xlh3 
(2.13) 
with the understanding that equality occurs iff 
Proof. Part (a) is obvious. (2.12) is also obvious, since h($O,O) = 
h(O,O, 1) = 1. Since h,, < h(O,l,O) = X2p2 < 0 if p2 < 0, the rest of (b) can 
be shown by using (2.3). The inequality (2.13) follows from h( $, 0, i) = (A 1 + 
X3)2/4X,A3. To prove the rest of (c), let T denote the convex polygon 
spanned by 
zr~f(x,,l/x,), Z2Ef(A2,P2). z3Zf (X3,1/A,). 
According to Theorem 1, h,, is the supremum attained by the product Xp 
over all (A, p) E T. 
Note that (X2, pg) lies on the line segment joining zi and z3. Thus zr, 
z 2, and z3 are three distinct vertices of the triangle T if one assumes that 
p2 > pg and Xi > X3. For this case, there are infinitely many (h, /.L) E T such 
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that 
r.e., Xp > hMpM ==(A, -t X,)2/4h,X,. This conclusion is also true for the 
case in which p2>pX and A,= A, = A,. Thus a2 <P; is a necessary 
condition for h,, = (A, + h,y/4h,X,. 
On the other hand, with the aid of Theorem 1, a2 < a; implies that h,,, 
is attained at (A,, aM), i.e., h,, = (A, + A3)2/4AJ3. n 
DEFINITION 2. Given any 5, q, and c with { z n > 0 and c > 0, we 
define the convex sets 
and 
Note that (A, c(J + q - X)/(q) is on the line segment joining (2, c/l) and 
(q, c/g) if 5 > X > TJ. Thus, on the A+ plane, R({, q : c) is the closed region 
bounded by the curve Ap = c and the line segment joining (l, c/l) and 
(77, c/q). For q = A, and I= A,, this is the shaded region in Figure 2. By 
deleting the two points ([, c/c) and (q, c/p) from R({, 71: c) one obtains 
R’(S, 7): c). 
With the above preliminaries, we have 
THEOREM 2. Let Xi ad pi (i=l,2,..., N) be given constants satisfy- 
ing 
~,>h,> . . . >hN>O; ai>O, i-1,2 ,..., N (N> 2). 
Let 
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(a) The function u attains its supremum u,, and infimum umin ( > 0) 
within its domain Q(N). 
(b) We have 
(c) Moreover, 
(2.14) 
(2.15) 
iff 
(‘jr Pi) E R(hlP ‘N’ ‘lc11)* i = 2,3 ,..., N. (2.16) 
Proof. Part (a) is obvious. Since 8 E Q(N) and 
u(O) = [ 8X,+ (1 - e>hTl [ccl, + Cl- e>PNl (2.17) 
if 0=(0,0,0 ,..., 0,l - 8) and la 0 > 0, (2.14) follows from part (b) of 
Lemma 1. For N = 2, (2.16) is equivalent to X+i = A2pcLz and Xi z X2. Thus, 
for N = 2, part (c) follows directly from part (c) of Lemma 1. For N > 3, the 
proof of part (c) is given as follows: 
First, it will be shown that (2.16) is a set of necessary conditions for 
(2.15). Using (2.17) and part (c) of Lemma 1, one concludes that 
xlPl= XNPN (2.18) 
is a necessary condition for (2.15). Let k be any integer with N > k > 1 and 
8=(8,,0,0 ,..., O,&,O,O ,..., O,B,)ESZ(N). Then (2.18) can be used to ob- 
tain 
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Since the expression in the bracket on the right side of (2.19) has the form of 
the function h defined in (2.11), Lemma 2 can be used to show that 
A,+A,-Xk pk 1 
X,A, a~arkv k=2,3 ,..., N-l, (2.20) 
are necessary conditions for (2.15). The condition (2.16) follows from (2.18) 
and(2.20),andthea.ssumption X,>A,> .a. >X,>O. 
Conversely, it can be shown that (2.16) is a set of sufficient conditions for 
(2.15). If c = hipi, then (2.16) implies that (Xi, pi), i = 1,2 ,..., N, are points 
in the closed region on the X-p plane bounded by the curve Ap = c and the 
line segment joining (Xi, c/X,) and (X,, c/AN). Thus the convex polygon H 
spanned by (Xi,pi), i = 1,2 ,..., N, is a subset of the convex polygon H, 
spannedby(A,,c/h,),i=1,2 ,..., N (see Figure 2). Theorem 1 coupled with 
(2.9) and (2.10) implies that 
C@, + bJ2 
4XJiv = (x,y:f& 
{W 2 sup {h/_l} = U,, (2.21) 
(X,P)EH 
and 
(2.15) follows from (2.14), (2.21), and (2.22). n 
A generalization of the Kantorovich inequality can now be given as a part 
of 
THEOREM 3. Let Xi and pi, i=1,2 ,..., N, be real constants sati&ing 
x,2x,2 ... 2A,>O (N> 2). 
Let 
eEQ2(N)’ (2.23) 
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Then the following two statements are equivalent: 
(a) The function u(9) satisfies the inequality 
01+ xN)2 > u(e) > 1 
4A,h, ’ ’ ’ 
(2.24) 
with the upper and lower bounds both attained for some values of 8 E Q(N); 
(b) The ordered pairs (Xi, pi) satisfy the condition 
(hi,pi)~R(X1,XN:l), i=1,2 ,..., N. (2.25) 
Proof. First we will assume that (a) is true. Let u,, and u,~, respec- 
tively, denote the supremum and the infimum of u(e) over Q(N). Then (a) 
implies that 
U 
= @l+ 'Nj2 
max 4h,A, ’ 
Urnin = 1. (2.26) 
Since Xi>0 and hipi>~,in=l, i=l,2,...,N, one concludes that pi>O, 
i=1,2 ,***, N. Thus Theorem 2 and (2.26) can be used to show that Ai and 
pi satisfy (2.16). In turn, (2.16) implies that Xi~i > Ai/.~r= hv/.~N, i = 
2,3,..., N - 1. As a result, (2.3) and (2.26) imply that X,pi = u,,,~” = 1. With 
h ipL1 = 1, (2.25) is a direct result of (2.16) and the trivial relation (X,, pi) E 
R(X,, A,: 1). 
Conversely, (a) follows from (b). If (2.25) is assumed, then Xipi >, h,pi = 
x N~N=l, i =2,3 ,..., N - 1. Thus pi > 0, i = 1,2,. . . , N. (a) now follows 
from (2.3) and part (c) of Theorem 2. n 
Next, we consider the function v defined in (1.3) to (1.5). If the posi- 
tive definite Hermitian matrices A and B commute, there exists a uni- 
tary transformation [7] such that A + diag(h,, A,, . . . , A,), B + 
diag(pL,p2,..., pN), and xi+yi, i=1,2 ,..., N, where Xi>0 and pi>O, 
i=1,2 ,..., N, and 
N N 
c IXi12 = c IyJ2= 1. 
i=l i=l 
22 
Let 
ei kfly12, i=1,2,...,N; 
then 
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8 E Q(N). (2.27) , 
Without any loss of generality, one may assume that A i > X a >, . . . > AN > 0. 
In view of (2.27), (1.7) follows directly from Theorem 2. The necessary and 
sufficient conditions for (1.6) can also be obtained using Theorem 2. For the 
more general case in which A and B may not commute, the results of the 
current study are given in Theorem 4. To proceed, Definition 3 along with 
Lemmas 3 and 4 is given as follows: 
DEFINITION 3. Given any integer N > 0, let I’(N) be the set of complex 
vectors 
def 
x = (X,J2,...JN) 
that satisfy 
i-l 
LEMMA 3. Let 
where A, and A, are given positive constants sati&ing A, >, A, > 0, and 
Eef(pij), i, j = 1,2, 
is a given positive definite Hermitian matrix. The function g attains its 
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supremum g max and @mum g,,,, ( > 0) on r(2). Furthermore: 
(a) We have 
2 >, @I + x2j2 g 
&in 4h,X, . 
(h) Moreover, 
max _ G%+ x2j2 g 
gmin 4XJ2 
iff 
~,P,,=Mz 
and 
812 = 0. 
(c) Zf PI2 # 0, there exists a vector (x:, r,$) E r(2) such that 
gw 4 < X1&1. 
Proof. Let 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
g’(+ x2> e* (w%12+ ~21~212)(Pl&,12 -fP221”212)9 h x2> E W). 
Then 
g nlax 2 gkx 2 g61n 2 gInin’ (2.33) 
where g,!,,, and gi,, respectively, denote the supremum and the infimum of 
g’ over r(2). Since PI1 > 0 and fizz > 0, (2.28) follows from (2.33) and part 
(b) of Lemma 1. 
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Part (c) of Lemma 1 implies that (2.30) and (2.31) are sufficient condi- 
tions for (2.29). With the aid of (2.33), it also implies that (2.30) is a necessary 
condition. Assuming (2.30), part (d) of Lemma 1 implies that 
g 6, = a(& + ~2>(P11+ L&2)* 
If one further assumes that j3is z 0, then the relation &i = ais can be used to 
show that 
(2.34) 
With the aid of (2.33) and (2.34), part 03) of Lemma 1 now implies that 
~~~~f,,~, > (Xi + A s)2/4X ,X s. Thus /Ii2 = 0 is also a necessary condition for 
. . 
To prove (c), let /.L* denote the smallest eigenvalue of B and (X F, xz ) E 
I(2) a corresponding eigenvector. If fir2 # 0, then pii > /.L*. (Note: If A = 
(a i j) is an N x N Hermitian matrix, then its diagonal elements are bounded 
from above and below, respectively, by the greatest eigenvalue X,, and the 
smallest eigenvalue h,,. If aii = X,, or a,, = X,, for some i, then aij = aji 
=Ofor j=l,2,..., N and j # i. See [8].) Since 
p* = ; pijx:xi* >o 
i,j=l 
and 
X,=max{X,,X,} >, i Xi]x:]2>0, 
i=l 
one concludes that fluXi > p*Xi 2 g(xT, xic). 
LEMMAS. Let 
where A,, A,, and A, are given positive constants with A, >, X2 > A, > 0, 
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and 
B~f(p,j). i, j = 1,2,3, 
is a given Hermitian matrix with 
I41 = l/X,, and /3= = l/X,. (2.35) 
LJet %ax denote the supremum of w over I’(3). Then 
PI + x3j2 
w > max 4x,x3 
(2.36) 
if /3, # 0. 
Proof. Let &, # 0 and 
B:f(/3i,j), i, j = 2,3. 
Ob?ously, the matrix 5 is Hermitian. Let p+ denote the greatest eigenvalue 
of B. Then, by using pu z 0, one has [8] 
3 1 
/.l+= c &j&f>&=-r 
x3 
(2.37) 
i,j=2 
where (x,‘, xi ) E r(2) is an eigenvector of 8 with the eigenvalue CL+. If 
(A, + X,)/2 < X+, where 
then by using (2.37) and the assumption h, z h, > 0, it can be shown that 
x,+x3 (&+h3j2 
w(O,x;,x,+)=X+p+>-Z 
2x3 4h,X, ’ 
i.e., (2.36) is true. 
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On the other hand, if (X, + X,)/2 > X+, then by using the assumption 
1x2’ I2 -I 1x3’ I2 = 1, it can be shown that 
h1+X3 
x,2---- 
2 
>h’>,X,. 
Thus 
(2.38) 
is well defined and I> [ > 0. Furthermore, by 
, 
(2.39) 
using (2.35) and (2.37) to 
(2.39), it can be shown that (\il - 6”) [xi, [xi ) E r(3) and 
uJ(/iqQr;,~X;)- (A;;;S)2 
1 3 
= VA2 - (X3)” 
4(X1-X+) P+- 
i 
X,+h,-A* 
x,x, ‘O, 
i.e., (2.36) is also true. 
With the above preliminaries, we have 
THEOREM 4. Let 
4x> = 
i i,j-1 
where x = (x,, x2,. . . , XN) E r(N) ad 
(2.40) 
(2.41) 
are given positive definite Hermitian matrices. Let h,,, Amin, CL,,,,, and 
pmin, respectively, denote the greatest and the smallest eigenvalues of the 
matrix A, and the greatest and the smallest eigenvalues of the matrix B. Also 
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let 
The function v attains its supremum v,, and infimum vmin ( > 0) on r(N), 
and: 
(a) We have 
max> b(A)+l12 V 
vlnin ’ OK ’ 
(b) Moreover, 
MN+ a2 V max - 
%in 444 
(2.43) 
(2.44) 
iff the following conditions are satisfied: 
(9 
K(A) = K(B). (2.45) 
(ii) 
‘4’(A:X,,)=\k(B:~,in) and *(A: Xmin) = \k(B: ,a,,), (2.46) 
where \k(C: r) denotes the eigenspace of the matrix C associated 
with the eigenvalue 7. 
(iii) Zf x E l?(N) is orthogonal to both ‘k( A : A,,) and ‘k( A : Amin), and 
if 
N 
a= c aijxixj, p= f piixixj, (2.47) 
i,j=l i,j=l 
then 
Ccy, P)E R’(Amaxy Xmin’ XmaxPmin)~ (2.48) 
where R’(X,,, hmh: X _.J.L,~~) is defined in Definition 2. 
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Proof. Since A is Hermitian and positive definite, there is a unitary 
transformation such that A + diag( A,, A,, . . . , A,), where 
h max=A1>X2> ... >A,=h,,>O. (2.49) 
Moreover, the Hermitian and positive definite properties of B, its eigenval- 
ues, and the set I(N) are all invariant under the same transformation. As a 
result, without any loss of generality, one may assume that 
A = diag(X,, X, ,..., X,). (2.50) 
Let (x,, xN) E I(2), and consider u(r,,O,O,...,O,r,) as a function of xi and 
xN. Then (2.43) can be shown by using (2.40), (2.42), and (2.50), and part (a) 
of Lemma 3. 
In establishing (i) to (iii) as necessary and sufficient conditions for (2.44), 
we will assume that the matrix A has at least three distinct eigenvalues, i.e., 
there exist two integers K and L such that N > L > K > 1 and 
xi = A,,, i = 1,2 ,...) K, 
h max>XK+l>hK+g> ... ~~L’Ln~ (2.51) 
xi = Xmin, i=L+l,L+B ,..., N. 
Note that, for the case in which A has fewer distinct eigenvalues, the proof 
follows a similar line of arguments. Assuming (2.50) and (2.51), condition (ii) 
is equivalent to: 
(ii’) 
B= (2.52) 
where I, and I,_,, respectively, are the K X K and (N - L) X (N - L) 
identity matrices, and 
lef(Pij), i, j = K +l, K +2 ,..., L. (2.53) 
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Furthermore, condition (iii) is equivalent to: 
(iii’) (2.48) must be satisfied if 
i=K+l 
and p= i &,<rj, 
i,j=K+l 
(2.54) 
where (rK+l,rK+2....r rL) E r( L - K). 
By assuming (2.50) and (2.51), we have reduced conditions (ii) and (iii) to 
the simpler forms (ii’) and (iii’). Next we will show that conditions (i), (ii’), 
and (iii’) form a set of sufficient conditions for (2.44). The critical part of this 
effort is to show that 
(2.55) 
for all x E l?(N). An immediate result of (2.55) is 
max < [‘@)+112 V 
%lin ’ OK ’ 
In turn, (2.44) follows from the above inequality and (2.43). 
Assuming (i), (ii’), and (iii’), (2.55) will be shown as follows: Given any 
x E I(N), let 
t2Ef i Ixf, 
i-l i=K+l 
&ef ,=~+,Ix~[~. (2.56) 
If t2 f 0, also let 
def Xi 
Pi= -9 
K 
i=K+l,K+2,...,L (tz+o) (2.57) 
and 
i=K+l 
i BijPiPj Ct2+ O)* (2.58) 
i,j=K+l 
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Using (2.42) (2.45), and (2.50) to (2.52), it can be shown that 
if tz = 0, and 
if t, # 0. By definition, x E r(N) iff (tl, t,, t3) E Q(3). Thus, part (d) of 
Lemma 1 and (2.59) imply that (2.55) is valid if x E l’(N) and t, = 0. 
Let t,#O. By definition, (p,+,,p,+,,...,p,)~r(L-K). As a result, 
condition (iii’) implies that (X, /.J) E R’(A,,, Xmin: Xmax/Jmin)> i.e., 
x ,,>x>x,i,>o (2.61) 
and 
(2.62) 
Let 
(e,, es, es) E Q(3). (2.63) 
With the aid of (2.61) and (2.62), parts (b) and (c) of Lemma 2 imply that the 
infimum and the supremum of the function q over its domain Q(3) are 1 and 
[K(A) + 11 2/4~( A), respectively. According to (2.60), 
44 
AmaxPClmin 
= 9h t2, t3) 
if t, z 0. Since (tl, t2, t3) E Q(3) iff x E r(N), one concludes that (2.55) is 
also valid if x E r(N) and t2 # 0. 
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It has been shown that (i), (ii’) and (iii’) form a set of sufficient 
conditions for (2.44). In the following, we will show that they are also 
necessary conditions. The proof has two major steps. In the first step, it is 
shown that a necessary condition for (2.44) is 
where w > 0 is a constant. In the second step, it is shown that condition (iii’) 
and the relation 
o=h maxPmin = XminPmax (2.65) 
are also necessary conditions. Since conditions (i) and (ii’) follow from (2.64) 
and (2.65) they are also necessary conditions for (2.44). 
First step: Let m and n be any two integers satisfying K > m > 1 and 
N > n > L + 1. Also let xi = aims1 + ains2, i = 1,2 ,..., N, where ai, is the 
Kronecker delta symbol and (sr, as) can be any element of I(2). Then (2.50) 
and (2.51) imply that 
o(x) = ( XmaxlSl12 + ‘minlS212)( P7nmlSl12 + PnnlS212 + Pmns1s2 + PnmS2S1) 
(2.66) 
and A max > Xmin > 0. Recall that any principal submatrix of the matrix B is 
also a positive definite Hermitian matrix. Thus (2.66) and parts (a) and (b) of 
Lemma 3 can be used to show that 
x P max mm =A .p >o In,” nn (m=1,2,..., K; n=L+l,L+2,...,N) 
(2.67) 
and 
&,=/3,,=0 (m=1,2 ,..., K; n=L+l,L+2 ,..., N) (2.68) 
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are necessary conditions for (2.44). Since m and n can be any integers which 
satisfy K > m > 1 and N>, n >, L + 1, (2.67) implies that 
Pm, = ~/knax ’ 0 (m=1,2,...,K) (2.69) 
and 
P”“=w/h,in>O (n=L+l,L+2 ,..., N), (2.70) 
where w > 0 is a parameter independent of m and n. Substituting (2.68) to 
(2.70) into (2.66) and using part (d) of Lemma 1, one concludes that 
4LX + Xmin)2 
V = max %lmAlin 
and vmin= w (2.71) 
are also necessary conditions for (2.44). 
To proceed further, let m and p be any two integers satisfying K > m >, 1, 
N > p > 1, and m # p. Let ri = aims1 + SiPs2, i = 1,2,. . . , N, where (sr, sa) 
can be any element of r(2). Then (2.50) and (2.51) imply that 
44 = ( L&l12 + ~,b212)( Pmml~l12 + 4&212 + PmpGS2 + &n~2%) 
(2.72) 
and h mM > A, > 0. Using (2.69), (2.72) and part (c) of Lemma 3, one 
concludes that I),,,~ < A,,&,,, = o if fi,,,, # 0. To avoid contradicting (2.71) 
&,=O (m=1,2 ,..., K; p=1,2 ,..., N; m+p) (2.73) 
must be necessary conditions for (2.44). Note that the conditions given in 
(2.68) form a subset of those given in (2.73). 
Next let m, n, and 2 be any three integers satisfying K > m 2 1, 
N>,naL+l, N>Z>,K+l, and n#Z (note: m, n, and I are different 
integers). Let xi = Sims1 + airs2 + &,s3, i = 1,2,. . . , N, where (sr, s2, sa) can 
be any element of I’(3). Then (2.50), (2.51), (2.69), (2.70), and (2.73) imply 
that 
4x> = ~(Lxl~112 + hls212 + Lnl~312) 
Puls212 + Ph~,S, + P&s2 1 . (2.74) w 
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Lemma 4 and (2.74) can be used to show that u,, > w(X,,, + 
h,,)2/4h,,X,, if j3rn # 0. To avoid contradicting (2.71), one has 
Pr,=O (Z=K+l,K+2 ,,.., N; n=L+l,L+2 )...) N; n#Z). 
(2.75) 
The condition (2.64) now follows from (2.69) (2.70) (2.73) and (2.75). 
Second step: First we will show by contradiction that a necessary 
condition for (2.44) is 
(2.76) 
foranypairof aandj3definedin(2.54).L.et(rK+,,rK+,,...,rL)~I’(L-K) 
be such that (Y and j3 defined in terms of it violate (2.76), i.e., 
(2.77) 
Since any diagonal element of the matrix B is bounded from below by its 
smallest eigenvalue pmin, (2.69) and (2.77) imply that 
“Pchm~~,indX P =o mu. mm (m=1,2 ,...) K). (2.78) 
Let 
i=K+l,K+S ,..., L, 
otherwise. 
Then x E r(N) and u(x) = CXP. With the aid of (2.78) one has u,~ < C$ < o 
and thus a contradiction to (2.71). 
To continue, note that, as a result of (2.51) and (2.54), 
A ma.x > a ’ ‘min. (2.79) 
Thus 
P’Pmin (2.80) 
follows from (2.76). With the aid of (2.53) and (2.54), (2.80) implies that any 
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eigenvalue of B is greater than pLmin. Since pmin is the smallest eigenvalue of 
the matrix B, (2.64) now implies that w/X,,,~~ = P,~,,, i.e., the first half of 
(2.65) is a necessary condition for (2.44). 
Next we will show by contradiction that a necessary condition for (2.44) is 
Arnax + Amin - a P 
XmaxXmin ?I p. 
(2.81) 
max mm 
for any pair of (Y and p defined in (2.54). Let 
(&es, 0,) E Q(3). (2.82) 
If (Y and /I do not satisfy (2.81), part (c) of Lemma 2 implies that there is a 
(e; , eg , e,* ) E Q(3) such that 
(2.83) 
Let (x?, Lx;,..., x: ) be any vector such that 
and 
X1*=& i= K+l, K-t2 ,..., L, 
where (rK+1,rK+2,..., r,J E I( L - K) is the vector in terms of which (Y and 
/3 are defined. With the aid of (2.50) (2.51), (2.54), (2.64), (2.82), (2.83) and 
the first half of (2.65), one concludes that (x1*, xz,. . . , x;) E r(N) and 
This contradicts (2.71). 
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Note that (2.76) (2.79), and (2.81) are equivalent to condition (iii’). We 
complete the proof by showing that the second half of (2.65) is also a 
necessary condition. Using (2.79), (2.81), and the first half of (2.65), it can be 
shown that 
1 Arnax+Xmin-Amin 
-= 
Lin XmaxXmin 
i.e., u/A,,,~, > B. Recalling the definitions of /3 and B, Fne concludes that 
a/Xmin is greater than any eigenvalue of the submatrix B. Since p,, is the 
greatest eigenvalue of B, (2.64) implies that w/hmi, = pLmax, i.e., w = 
A .IL mm max’ w 
By reversing the roles of the matrices A and B in Theorem 4, a parallel 
theorem can be obtained. In this new theorem, (2.48) is replaced by 
w34) 
However, (2.84) is equivalent to (2.48) if ~_h,,,~, = XmaxpL,in. The last 
condition is equivalent to (2.45). Thus we have: 
V 
?&rnax 
[r~(A)+l]~ [~(B)+ll~ 
%lumin OK ’ 4K(B) i ’ 
(2.85) 
and equality occum iff conditions (i)-(Z) in Theorem 4 are satisfied, in 
which case K(A) = K(B) and the two expressions within the braces are 
identical. 
Note that the conditions (i)-(iii) referred to in Theorem 4 are satisfied if 
B = A- ‘. This may be seen from the discussion given following Theorem 3. 
3. EXTENSIONS 
Let A = (arj) and B = (/lij) be any two commutative N X N Hermitian 
matrices. Then there exists a set of orthonormal eigenvectors (cp’, ‘p’, . . . , cpN) 
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such that [7] 
(i,n=1,2 ,..., N), (3.1) 
j=l 
and 
I? Pij’P; =PncPl (i,n=1,2 ,..., N), (3.2) 
j=l 
; q$;= &$;“:=6,, (m,n=1,2 ,..., N), (3.3) 
i=l i=l 
where the X ,‘s and p,,‘s are eigenvalues, ‘pr is the jth component of ‘p”, and 
a,,,,, the Kronecker delta symbol. Given A and B, we define 
U(X,,X,,...,X,,Yl,Y,,...,Y,)= 2 aij[6ij+(1-Gij)‘JiYj]‘ixj 
i i,j=l i 
x 
i, 
, ~l~ij[~ij+(l~nij)~iYj]iixj ) 
1 
( x1, x 2 ,..., +)H’(N), IyJ<l, i=1,2 ,..., N. (3.4) 
With the above preliminaries, a generalization of Theorem 2 in [9] can be 
given as follows: 
THEOREMS. xkt A,>&> *.- > A, > 0. Then the following two state- 
ments are equivaknt: 
(a) The Function U satisfies the inequality 
&+ Ard2 > U(x, x2 
4X,A, ’ ’ 
,..., x,,yl,Y,>...~YN) a1 (3.5) 
with the understanding that both bounds are sharp. 
(b) The ordered pairs (A i, pi ) satisfy the condition 
(Ai, Pi) E R(hlP xh7z ‘)> i=1,2 )...) N. (3.6) 
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Proof. Let the functions P, (n = 1,2,. . . , N) be defined by 
I I 
2 
P”(X,,X,,...,X,,Y,,Y,,..., Y~J)‘~ i<19Fcigi + i~llT:121ri12(1 - IYi12)> 
( Xl, x 2 )...) qJEr(N), ]Yj]<l, i=l,2,...,N. (3.7) 
As shown in [9, 183-1851, (3.1) to (3.4) and (3.7) imply that (i) 
u= (gJ”““)( p”P”) (3.8) 
and (ii) (Pr, P2,. . . , PN) E D(N). Furthermore, the unitary relation 
N ,V 
1 Y$Qp;= c cpy,;=&j, i,j=1,2 N, ,..., (3.9) 
n=l n=l 
and (3.3) can be used to show that (iii) given any (8,, @,, . . . , 0,) E Q(N), 
there is a (x,, x2,..., xN) E P(N) such that 
e”=~,(x,,x,,...,x.,l,l,...,l), n=1,2 N. >...> (3.10) 
With the aid of (i) to (iii), Theorem 5 follows directly from Theorem 3. 
Theorem 5 is used in a new algorithm solving elliptic PDEs [4-51. 
n 
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