In this paper we show that the computational complexity of the Iterative Thresholding and K-Residual-Means (ITKrM) algorithm for dictionary learning can be significantly reduced by using dimensionality reduction techniques based on the Johnson-Lindenstrauss Lemma. We introduce the Iterative Compressed-Thresholding and K-Means (IcTKM) algorithm for fast dictionary learning and study its convergence properties. We show that IcTKM can locally recover a generating dictionary with low computational complexity up to a target errorε by compressing d-dimensional training data into m < d dimensions, where m is proportional to log d and inversely proportional to the distortion level δ incurred by compressing the data. Increasing the distortion level δ reduces the computational complexity of IcTKM at the cost of an increased recovery error and reduced admissible sparsity level for the training data. For generating dictionaries comprised of K atoms, we show that IcTKM can stably recover the dictionary with distortion levels up to the order δ ≤ O(1/ √ log K). The compression effectively shatters the data dimension bottleneck in the computational cost of the ITKrM algorithm. For training data with sparsity levels S ≤ O(K 2/3 ), ITKrM can locally recover the dictionary with a computational cost that scales as O(dK log(ε −1 )) per training signal. We show that for these same sparsity levels the computational cost can be brought down to O(log 5 (d)K log(ε −1 )) with IcTKM, a significant reduction when high-dimensional data is considered.
INTRODUCTION
Low complexity models of high-dimensional data lie at the core of many efficient solutions in modern signal processing. One such model is that of sparsity in dictionary, where every signal in the data class at hand has a sparse expansion in a predefined basis or frame. In mathematical terms we say that there exists a set of K unit-norm vectors φ k ∈ R d referred to as atoms, such that every signal y ∈ R d at hand can be approximately represented in the dictionary Φ = (φ 1 , . . . , φ K ) as y ≈ i∈I x(i)φ i , where I is an index set and x ∈ R K is a sparse coefficient vector with |I| = S and S d. A fundamental question associated with the sparse model is how to find a suitable dictionary providing sparse representations. When taking a learning rather than a design approach this problem is known as dictionary learning or sparse component analysis. In its most general form, dictionary learning can be seen as a matrix factorization problem. Given a set of N signals represented by the d × N data matrix Y = (y 1 , . . . , y N ), decompose it into a d × K dictionary matrix Φ and a K × N coefficient matrix X = (x 1 , . . . , x N ); in other words, find Y = ΦX where every coefficient vector x k is sparse. Since the seminal paper by Olshausen and Field, [11] , a plethora of dictionary learning algorithms have emerged, see [3] , [10] , [19] , [21] , [23] , [34] , [22] , and also theory on the problem has become available, [16] , [36] , [7] , [2] , [30] , [31] , [15] , [8] , [6] , [33] , [37] , [38] . For an introduction on the origins of dictionary learning including well-known algorithms see [29] , while pointers to the main theoretical results can be found in [32] . Despite the recent advancements in the theory of dictionary learning and the emergence of practical learning algorithms, one of the remaining open problems in dictionary learning is that so far there exist no efficient algorithms with global recovery guarantees, and that even the algorithms that are not supported by theoretical results become computationally intractable as the signal dimension increases.
We take a step towards increasing the computational efficiency of dictionary learning, thus making learning algorithms with theoretical guarantees a viable option for high-dimensional signals. We will use the ITKrM algorithm introduced in [33] as our starting point. For noisy signals with sparsity levels S ≤ O(d/( log K)) and Signal-to-Noise Ratio (SNR) of order O(1), ITKrM has been shown to recover the generating dictionary up to an error O(K 2− ) from an input dictionary within radius O(1/ max{log K, S}). In this local convergence result the number of training signals is assumed to scale as N = O(K log Kε −2 ) whereε is the target recovery error. In particular, for signals with sparsity levels up to S = K 2/3 the computational cost of dictionary recovery with ITKrM scales as O(dKN log(ε −1 )).
In this work we will show that the signal dimension bottleneck in the computational cost of ITKrM can be shattered by using randomized dimensionality reduction techniques. Our main technical tool is a result due to Johnson and Lindenstrauss in [17] , which shows that it is possible to map with high probability a fixed set of data points in a high-dimensional space to a space with lower dimension, while preserving the pairwise distances between the points up to a prescribed distortion level. We will therefore introduce the IcTKM algorithm for fast dictionary learning and study its convergence properties. We will show that by embedding N = O K log(K)ε −2 noisy training signals of sparsity levels S ≤ O(d/( log K)) and SNR of order O(1) into m ≥ O(δ −2 ϕ log 5 d) dimensions where δ is the distortion level andε = d −ϕ √ SK is the target error, we can recover the generating dictionary up to an error O(K 2− /(1+δ
2 ) from an input dictionary within radius of O(1/ max{log K, S}). Bounds on the achievable compression ratio O(d : δ −2 ϕ log 5 d) are provided. For embedding distortion levels of order
we can achieve better computational complexity bounds than ITKrM by using probabilistic matrix constructions with fast matrix-vector multiplication algorithms (such as those in [5] , [4] , [18] ) for embedding the signals. In particular, we can allow a distortion level of up to the order δ ≤ O(1/ √ log K) for an admissible sparsity level and recovery error of order O(1), and this translates to a computational cost of order O(log 5 (d)KN log(ε −1 )) (omitting additional non-leading factors) for stable dictionary recovery with IcTKM. The side effect of compressing the training signals is noise folding, a recurring issue in compressed sensing algorithms, see [1] for instance. The noise folding issue manifests itself in our admissible noise level, which is reduced by a factor of O(d/m) compared to ITKrM. The reduction in the admissible noise level seems unavoidable unless fundamentally different technical tools are used in our proofs.
The paper is organized as follows. We introduce notation and define the sparse signal model used to derive our convergence results in Section 2. The proposed algorithm is presented in Section 3, where its convergence properties and computational complexity are studied in detail. In Section 4 we present numerical simulations on synthetic and audio training data to illustrate the ability of our proposed algorithm to learn dictionaries with fairly low computational cost on realistic, high-dimensional data sets. Lastly, we present conclusions and discuss possible future research directions in Section 5.
NOTATION AND SIGNAL MODEL
Before we hit the strings, we will fine tune the notation and introduce some definitions. Regular letters will denote numbers as in u ∈ R. For real numbers u, v, w ≥ 0, we use the notation u ≶ (1 ± w) v to convey that u ∈ [(1 − w)v, (1 + w)v]. Lower-case bold letters denote vectors while upper-case bold letters are reserved for matrices, e.g., u ∈ R d vs. U ∈ R d×d . For a vector u we use u(k) to denote its kth coordinate. The supremum norm of u is defined by u ∞ = max k |u(k)|. For a matrix U , we denote its conjugate transpose by U * and its Moore-Penrose pseudo-inverse by U † . The operator norm of U is defined by U 2,2 = max v 2 =1 U v 2 . We say that a matrix U ∈ R m×d with m < d has the Restricted Isometry Property (RIP) of order k and level υ, or the shorthand
2 , see [9] for details. Upper-case calligraphy letters will denote sets; specifically, we let I denote an index set and use the notation U I to convey the restriction of matrix U to the columns indexed by I, e.g., U I = (u i1 , u i2 , . . . , u in ) with i j ∈ I and |I| = n for some integer n. Further we denote by P(U I ) the orthogonal projection onto the span of the columns indexed by I, i.e., P(U I ) = U I U † I . For a set U, we refer to 1 U (·) as its indicator function, such that 1 U (u) is equal to one if u ∈ U and zero otherwise.
The d × K matrix Φ = (φ 1 , φ 2 , . . . , φ K ) with K ≥ d denotes the generating dictionary, which we define as a collection of K unit-norm vectors φ k ∈ R d , also referred to as atoms, and d is the ambient dimension. The maximal inner-product (in magnitude) between two different atoms of the generating dictionary is called the coherence µ := max k =j | φ k , φ j |. The dictionary Φ will be used to generate our training signals as follows
where x ∈ R K is a sparse coefficient sequence and r ∈ R d is noise. By collecting a set of N training signals y n ∈ R d using (1), we form our training data set as Y = (y 1 , y 2 , . . . , y N ). We refer to the number of training signals N required to recover a dictionary with high probability as the sample complexity.
We will model the sparse coefficient sequence x as a random permutation of a randomly chosen sequence provided with random signs, where the S-largest entry of the randomly chosen sequence is greater than the (S + 1)-largest entry in magnitude. Formally, we let C denote a subset of all positive non-increasing, unit-norm sequences, that is for a c ∈ C we have c(1) ≥ c(2) ≥ . . . c(K) ≥ 0 with c 2 = 1, provided with a probability measure ν c . To model S-sparsity we assume that almost ν c -surely we have
where β S > 0 is called the absolute gap and ∆ S the relative gap of our coefficient sequence. To choose the coefficients c, we first draw them according to ν c , then draw a permutation p as well as a sign sequence σ ∈ {−1, 1} K uniformly at random and set x = x c,p,σ in (1) where
With this notation the signal model then takes the form
For most of our derivations it will suffice to think of the sparse coefficient vector x as having exactly S randomly distributed and signed, equally sized non-zero entries; in other words C contains one sequence c with c(k) = 1/ √ S for k ≤ S and c(k) = 0 for k > S, so we have β S = 1/ √ S and ∆ S = 1. In particular the main theorem of the paper will be a specialization to this particular coefficient distribution while the more general result that addresses any sequence in C is deferred to the appendix. For the numerical simulations we will again use only exactly sparse sequences with c(k) = 0 for k > S. However, for k ≤ S they will form a geometric sequence whose exact generation will be discussed in the relevant section.
The noise r is assumed to be a centered subgaussian vector with parameter ρ independent of x, that is, E(r) = 0, and for all vectors u ∈ R d the marginals u, r are subgaussian with parameter ρ such that we have E(e t u,r ) ≤ e t 2 ρ 2 /2 for all t > 0. Since E( r 2 2 ) ≤ dρ 2 , with equality holding in the case of Gaussian noise, and E Φx c,p,σ 2 2 = 1, we have the following relation between the noise level ρ and the Signal-to-Noise Ratio, SNR ≥ (dρ 2 ) −1 . As before, for most of the paper it suffices to think of r as a Gaussian random vector with mean zero and variance ρ 2 = 1/(d · SNR).
We will refer to any other dictionary Ψ = (ψ 1 , ψ 2 , . . . , ψ K ) as our perturbed dictionary, meaning that it can be decomposed into the generating dictionary Φ and a perturbation dictionary Z = (z 1 , z 2 , . . . , z K ).
To define this decomposition, we first consider the (asymmetric) distance of Ψ to Φ defined by
Although d(Ψ, Φ) is not a metric, a locally equivalent (symmetric) version may be defined in terms of the maximal distance between two corresponding atoms, see [33] for details. Since the asymmetric distance is easier to calculate and our results are local, we will refer to distances between dictionaries in terms of (4) and assume that Ψ is already signed and rearranged in a way that
With this distance in hand, let ψ k − φ k 2 = ε k and d(Ψ, Φ) = ε where max k ε k = ε by definition. We can write our perturbed dictionary by finding unit vectors z k with φ k , z k = 0 such that we have the decomposition
Lastly, we use the Landau symbol O(f ) to describe the growth of a function f . We have f (t) = O(g(t)) if lim t→0/∞ f (t)/g(t) = C < ∞, where C > 0 is a constant.
FAST DICTIONARY LEARNING VIA ICTKM
The ITKrM algorithm is an alternating-minimization algorithm for dictionary learning which can also be interpreted as a fixed-point iteration, see [33] for details. ITKrM alternates between 2 steps: (1) updating the sparse coefficients based on the current version of the dictionary, and (2) updating the dictionary based on the current version of the coefficients. The sparse coefficients update is achieved via thresholding, which computes the sparse support I t n of each point y n in the data set Y by finding the S-largest inner products (in magnitude) between the atoms of a perturbed dictionary and the data point as follows
The dictionary update, on the other hand, is achieved by computing K residual means given bȳ
The two most computationally expensive operations in the ITKrM algorithm are the computation of the sparse support I t n and the projection P (Ψ I t n )y n . If we consider one pass of the algorithm on the data set Y , then finding the sparse support of N signals via thresholding entails the calculation of the matrix-product Ψ * Y of cost O(dKN ). To compute the N projections, on the other hand, we can use the eigenvalue decomposition of Ψ * I t n Ψ I t n with total cost O(S 3 N ). Stable dictionary recovery with ITKrM can be achieved for sparsity levels up to S = O(µ −2 / log K) ≈ O(d/ log K), see [33] for details, but in practice recovery is carried out with much lower sparsity levels where thresholding becomes the determining complexity factor; conversely, the projections would dominate the computations only for impractical sparsity levels S ≥ K 2/3 . We will concentrate our efforts on the common parameter regime where thresholding is the computational bottleneck for stable dictionary recovery.
Although the cost O(dKN ) incurred by thresholding N signals is quite low compared to the computational cost incurred by other popular algorithms such as the K-SVD algorithm [3] , learning dictionaries can still be prohibitively expensive from a computational point of view when the ambient dimension is large. Our goal here is to shatter the ambient dimension bottleneck in thresholding by focusing on dimensionality-reduction techniques, which will allow us to address real-world scenarios that require handling high-dimensional data in the learning process.
Speeding-up Dictionary Learning
Our main technical tool for speeding-up ITKrM is a dimensionality reduction result due to Johnson and Lindenstrauss [17] . This key result tells us that it is possible to embed a finite number of points from a high-dimensional space into a lower-dimensional one while preserving the relative distances between any two of these points by a constant distortion factor. Say we want to embed a set X ∈ R d of |X | = p points into m < d, where m is the embedding dimension. By Lemma 4 in [17] , there exists a JohnsonLindenstrauss (JL) mapping Γ :
Furthermore, we know from [5] , [4] , [18] , for instance, that the JL mapping Γ : R d → R m in (8) can be realized with probabilistic matrix constructions where the embedding dimension is on par with the bound m = O δ −2 log p up to logarithmic factors, and fast algorithms for matrix-vector multiplication can be used to reduce the computational cost to embed the points. A precise definition of random matrices with these nice dimensionality-reduction properties is now given.
Theorem 3.1 (Fast JL-Embeddings [18] ). Let Γ ∈ R m×d be of the form Γ = ΥΠ where = d/m is a normalization factor, Π ∈ R d×d is a diagonal matrix with entries uniformly distributed on {−1, 1} d , and Υ ∈ R m×d is obtained by drawing m rows uniformly at random from a d × d orthogonal matrix, e.g., discrete Fourier/cosine unitary matrices, or a d × d circulant matrix in which the first row is a Rademacher random vector (multiplied by a 1/ √ d normalization factor), and the subsequent rows are cyclic permutations of this vector. If
holds with probability exceeding (1 − η). Proof: The proof is a direct consequence of Theorem 3.1 in [18] . Since Υ has the (k, υ)-RIP with high probability when drawing m rows at random from a Fourier/cosine matrix for m = O(υ −2 k log 4 d) (see Theorem 12.31 in [12] ), and a circulant matrix for m = O(max{υ −1 k 3 2 log 3 2 d, υ −2 k log 4 d}) (see Theorem 1.1 in [28] ), it then follows from Theorem 3.1 in [18] that the JL property in (8) holds for Γ with probability
Remark 3.1 (Operator Norm). Note that all fast JL-embeddings defined above can be decomposed as Γ = P I QΠ with |I| = m, where P ∈ R d×d is a permutation matrix, and Q ∈ R d×d is either an orthogonal or a circulant matrix. The advantage of an embedding based on an orthogonal Q is that the operator norm of Γ is bounded by since the operator norms of all three factors, P I , Q, Π are bounded by one. In the case of a circulant Q, we have that its singular values correspond to the magnitudes of the DFT of its first row. The operator norm of Q is, therefore, bounded by the supremum norm of the DFT of a Rademacher vector which concentrates around its expectation of order O( √ log d), and so with high probability the operator norm of Γ will be of the order O( √ log d). We will see that the operator norm of Q directly affects our admissible noise level ρ. In particular, the circulant matrix construction reduces our admissible noise by a factor of at least O(log d) compared to the orthogonal construction. For simplicity, we will state and prove only the stronger theoretical results for JL-embeddings based on an orthogonal Q but will point out which part of the proofs need to be amended for a circulant Q.
Remark 3.2 (Computational Complexity)
. Also note that embedding points with Γ has very low computational cost. From the same decomposition Γ = P I QΠ, we can see that the embedding cost is dominated by the action of Q. Since Q admits fast matrix-vector multiplication with the FFT, e.g., a circulant matrix can be diagonalized via the FFT, the cost of embedding a point is of the order O(d log d).
The Proposed Algorithm
We can reduce the computational cost of ITKrM with the help of fast embedding constructions such as those in Theorem 3.1. Consider updating the sparse coefficients in an alternating minimization algorithm via compressed-thresholding, which now computes the sparse support I ct n of each point y n in the data set Y by finding the S-largest inner products (in magnitude) between the embedded atoms of a perturbed dictionary and the embedded data point as follows
By replacing the thresholding operation of the ITKrM algorithm in (6) with its compressed version in (9), we arrive at the Iterative Compressed-Thresholding and K-Means (IcTKM) algorithm, see Algorithm 3.1.
IcTKM inherits all the nice properties of ITKrM as far as the implementation of the algorithm is concerned. It can be halted after a fixed number of iterations has been reached, and is suitable for online processing and parallelization. In particular, Algorithm 3.1 may be rearranged in a way that the two inner loops are merged into a single loop that goes through the data set. In this implementation, the sparse support I ct n is computed for the signal at hand and all the atomsψ k for which k ∈ I ct n as in
The algorithm proceeds to the next signal, and the dictionary is normalized once all the signals have been processed. Since each signal can be processed independently, the learning process may be carried out in N independent processing nodes Algorithm 3.1: IcTKM (one iteration) JL embedding: draw the random matrices Υ and Π, and form the dimensionality-reduction matrix Γ ; foreach training signal y n in the training set Y do Compressed Thresholding:
and thus we benefit from massive parallelization. Furthermore, we have fairly low storage complexity requirements in this online implementation. We only need to store O (d(K + m)) values which correspond to the input dictionary Ψ, the current version of the updated dictionaryΨ, the JL embedding Γ, and the current signal y n . Note that it is not necessary to store the data set Y in the online implementation, as this would have incurred a large storage overhead of O(dN ) values in memory.
Considering one pass of the IcTKM algorithm on the data set Y , it can be seen from (9) that to find the sparse support with compressed thresholding we first need to embed the dictionary and the data set as in Ψ = ΓΨ and Y = ΓY , respectively, and then compute the matrix product Ψ * Y to find the S-largest inner products Γψ k , Γy n in magnitude. We will see that computing Ψ * Y with cost O(mKN ) is the determining factor in the computational complexity of compressed thresholding because Ψ and Y can be obtained with very-low computational cost by using the FFT. Furthermore, the admissible embedding dimension for stable dictionary recovery with IcTKM can be made as low m = O(log 5 d) omitting additional factors that do not play a significant role. Thus, the computational complexity of dictionary learning is greatly improved by using dimensionality reduction on high-dimensional data because we can achieve a reduction of up to the order O(log 5 d/d) in the computational cost of stable dictionary recovery. If we set m = O(log 5 d) which amounts to a compression ratio of O(d/ log 5 d) : 1 in (9), omitting additional non-leading factors, then we can shatter the ambient dimension bottleneck and stably reduce the ITKrM dominant cost of O(dKN ) down to O(log 5 dKN ). We will now proceed by stating our main convergence result, which will then allow us to address in details the computational complexity of IcTKM, and the conditions under which we can carry out dictionary learning with the highest compression ratio.
Convergence Analysis
We now take a look at the convergence properties of IcTKM for exactly S-sparse training signals with randomly distributed and signed, equally sized non-zero entries. The convergence for approximately S-sparse signals with the more general coefficient distribution is addressed later in Appendix A. 
rows uniformly at random from a Fourier or cosine unitary matrix. If S ≤ O 1 µ 2 log K , then with high probability for any starting dictionary Ψ within distance
to the generating dictionary, after L = O(log(ε −1 )) iterations of IcTKM, each using a new JL embedding Γ and training data set Y , the distance of the output dictionaryΨ to the generating dictionary Φ will be smaller than
Proof Sketch: To prove this result we will make use of the JL property in (8) and Theorem 3.1. We first need to ensure that the relative distances between all pairs of embedded atoms of the generating and perturbation dictionaries are preserved up to a distortion δ with high probability, i.e., with probability exceeding 1 − η where η = O(ε √ S/K), and this is achieved by enforcing the embedding dimension bound in (10) . The distance preservation property in conjunction with the assumption that the coefficients have a well balanced distribution in magnitude will ensure that compressed thresholding recovers the generating (oracle) signal support with high probability. With this result in hand, we then make use of the same techniques used in the proof of Theorem 4.2 in [33] . Assuming that compressed thresholding recovers the signal support, we will apply a triangle inequality argument to the update formulaψ k = 1 N n y n − P (Ψ I ct n )y n + P (ψ k )y n · sign ( ψ k , y n ) and show that the difference between the residual based on the oracle signs and supports using Φ, and the residual using Ψ concentrates around its expectation, which is small. This concentration property also ensures that the sum of residuals using Φ converges to a scaled version of φ k . The convergence of the sum of residuals will then be used to show that one iteration of IcTKM decreases the error, e.g., d(Ψ, Φ) ≤ κε for κ < 1, with high probability. Finally, we will iterate this error decreasing result and show that the target error is reached, d(Ψ, Φ) ≤ε, after L iterations. We defer the complete proof to Appendix A to keep the flow of the paper.
It can be seen from Theorem 3.2 that IcTKM shares similar convergence properties to ITKrM, compare to Theorem 4.2 in [33] . In particular, both algorithms have the same convergence radius of the order O(1/ max{log K, S}) and sample complexity which scales as N = O(K log(K)ε −2 ). On the other hand, the embedding distortion δ now plays a fundamental role in IcTKM, as it controls its minimum achievable error of the order O(K 2− /(1+δ/µ) 2 ), admissible sparsity level S ≤ O(1/ µ 2 log K) for some ≥ 2(1 + δ/µ) 2 , and its computational complexity which for one pass on the data set Y will be shown to scale as O(δ −2 ϕ log 5 (d)KN ) for some ϕ > 0. For instance, when using a large embedding distortion we can achieve much better computational complexity bounds but at the cost of an increased error (and reduced admissible sparsity level). Conversely, if we make the embedding distortion approach zero then the achievable error and admissible sparsity level of IcTKM reduces to that of ITKrM but the embedding requirement m < d is violated, thus making IcTKM more computationally expensive than ITKrM. We will further see in the complete proof that the admissible noise level of IcTKM gets reduced by a factor of the order O(d/m) compared to ITKrM. The reason for this reduction is the JL embedding normalization factor , which appears in our concentration inequalities for the noise term. In the complete proof the noise level reduction leads to the extra condition m ≥ δ −2 dρ 2 (1 + δ), but this condition disappears in the O-notation with the assumption ρ 2 = 1/d used in Theorem 3.2.
Computational Complexity
We know from the decomposition Γ = P I QΠ in Remark 3.2 that the cost of computing Ψ * = Ψ * Γ * and Y = ΓY is dominated by the action of the orthogonal (or circulant) matrix Q. Since Q can be applied with the FFT, the cost of embedding the dictionary and the data set reduces to O(dK log d) and O(dN log d), respectively. Thus, the computational cost of compressed thresholding for one pass on the data set Y is of the order O(d(K + N ) log d) + O(mKN ). Additionally, from Theorem 3.2 we know that stable dictionary recovery can be achieved with an embedding dimension of the order m = O δ −2 ϕ log 5 d and sample complexity N = O(K log(K)ε −2 ). Substituting these bounds into the computational cost of compressed thresholding, we can then simplify it to O(δ −2 ϕ log 5 (d)KN ). Comparing the cost O(δ −2 ϕ log 5 (d)KN ) of compressed thresholding against the cost O(dKN ) of regular thresholding, we can see that an embedding distortion of at least δ = ϕ log 5 (d)/d is needed to make IcTKM faster than ITKrM. Furthermore, with the embedding distortion at this level and with the simplification of a dictionary of coherence µ ≤ 1/ √ d we have δ/µ 1, meaning that IcTKM will have lower computational cost than ITKrM for sparsity levels up to S = O(d/( log K)) for some ≥ O(ϕ log 5 d) and achievable errors as small as
On the other hand, it is possible to arrive at even better computational complexity bounds for IcTKM at the expense of a reduced admissible sparsity level and increased achievable error. This can be achieved by allowing a larger embedding distortion in the learning process. In particular, for an admissible sparsity level S = O(1), which is obtained by taking ≈ O(d/ log K), the achievable error becomes max{ε, O(K 2−1/(δ 2 log K) )}, meaning that we can take the embedding distortion as large as δ = O(1/ √ log K) for an error of the order O(1). The embedding dimension then assumes the form m = O(ϕ log K log 5 d), and this corresponds to a cost of the order O(ϕ log K log 5 dKN ) for one pass on the data set Y . Furthermore, in typical, overcomplete representations we have K = ςd for some small ς > 1, and thus we can makeε = d −ϕ √ SK ≤ O(1) also with a small ϕ. The cost of compressed thresholding is then approximated by O(log 5 dKN ), omitting the additional log factor and ϕ which does not play a significant role.
We conclude from this analysis that by allowing a reduced admissible sparsity level and increased achievable error, it is possible to carry out dictionary learning with a compression ratio as high as O(d/ log 5 d) : 1 omitting the non-leading factors, and this directly translates to a reduction of up to the order O(log 5 d/d) in the computational cost of stable dictionary recovery. This is a significant performance improvement particularly for high-dimensional data.
NUMERICAL SIMULATIONS
We will now complement our theoretical results with numerical simulations to illustrate the relation between the compression ratio, admissible sparsity level/achievable error, and the computational cost of dictionary learning in a practical setting 1 . The simulation results will further demonstrate that IcTKM is a powerful, low-cost algorithm for learning dictionaries, especially when dealing with training signals in dimension d ≥ 100, 000, where it is possible to speed-up the learning process by up to an order of magnitude. We begin with simulations carried out on synthetic training data, and then follow with simulations on audio training data obtained from the RWC music database [14] .
Synthetic data
We have generated our synthetic training set with (3) using an overcomplete generating dictionary and exactly S-sparse coefficients under Gaussian noise. Details for the signal generation are described next. Generating dictionary: The dictionary Φ is given by the union of two bases in R d , the Dirac basis and the first-half elements of the discrete cosine transform basis. For this particular setting the number of atoms in the generating dictionary amounts to K = (3/2)d. Sparse coefficients: We made use of the geometric sequence with kth term given by c k b , where c b is uniformly distributed in [1 − b, 1] for some 0 < b < 1, to generate the coefficient sequence c; to be more specific, we set c(k) = c k b / c 2 for k ≤ S and c(k) = 0 for k > S. The maximal dynamic range of our coefficients for this particular arrangement is (1 − b) 1−S , and for a given sparsity level S we choose b so that the maximal dynamic range is exactly 4. Sparsity level: We have experimented with two parameter regimes for the sparsity level S = O(1) and S = O( √ d); or more precisely, S = 4 and S = √ d/2, respectively, when adding the constant factor. For the lower sparsity levels S = O(1) we can achieve the highest compression ratio but at the expense of an increased recovery error, while for the higher sparsity levels S = O( √ d) recovery precision is increased but only modest improvements in the computational cost are possible. Recovery criteria: Given an atomψ l from the output dictionaryΨ, the criteria for declaring φ k as recovered is max l ψ l , φ k ≥ 0.95, and we have used the convention that Φ has been recovered if 95% of its atoms are recovered when S = O( √ d) as opposed to 90% of recovered atoms when S = O(1)
with N = 50K log K using 20 completely random dictionary initializations, meaning that the atomsψ l for the initial dictionaryΨ are chosen uniformly at random from the unit sphere in R d .
Noise level:
The noise r is chosen as a Gaussian random vector with mean zero and variance ρ 2 = 1/(4d). Since E( Φx 2 2 ) = 1 for our coefficient sequence and E( r 2 2 ) = dρ 2 for Gaussian noise, the signal-to-noise ratio of our training signals is exactly 4.
Next we present recovery simulations carried out with our synthetic data to evaluate the achievable compression ratio and recovery rates/time. We will also evaluate how IcTKM scales with increasing ambient dimensions.
Compression ratio
In Table 1 we evaluate the highest achievable compression ratio to recover the generating dictionary with the Discrete Fourier Transform (DFT), Discrete Cosine Transform (DCT) Table 1a and S = O(1) in Table 1b . Additionally, although low-dimensional training signals have been used in this experiment, a compression ratio of at least 3.33 : 1 can be attained for sparsity levels S = O( √ d) rising to 10 : 1 for sparsity levels S = O(1), and these good results indicate that a large constant factor might be present in our compression ratio estimate of O(d : log 5 d) in the theoretical results. Lastly note that the DFT attains consistently higher compression ratios than the DCT and the CRT as JL embeddings, particularly for the higher sparsity levels S = O( √ d). 
Recovery rates
In Figure 1 we evaluate the dictionary recovery rates attained with ITKrM, and IcTKM using the DFT, DCT, and CRT as JL embedding and increasing compression ratios for synthetic training signals with ambient dimension d = 1, 024. The solid yellow line marks at which point in the recovery process the generating dictionary is declared as recovered, i.e., 5% of unrecovered atoms for sparsity levels S = O( √ d) and 10% of unrecovered atoms for sparsity levels S = O(1). We can see from the results for sparsity levels S = O( √ d) in Figure 1 (a) that the DFT is again more stable to increasing compression ratios when compared to the DCT and CRT. In particular, at these sparsity levels the DFT with a compression ratio of 2.5 : 1 requires roughly the same number of iterations as ITKrM to recover the dictionary, but for higher compression ratios much more iterations are required, e.g., with a 6.7 : 1 compression ratio twice the number of iterations are required to recover the dictionary. We can see this same trend with the DCT and CRT for sparsity levels S = O( √ d) where higher compression ratios entail more iterations to recover the dictionary. For sparsity level S = O(1) on the other hand, this trend is much less pronounced. We can see from the results in Figure 1 (b) that, with the exception of the DCT and CRT with the higher compression ratio of 10 : 1, IcTKM recovers the dictionary with much less iterations than ITKrM for sparsity levels S = O(1). In particular, the DFT, DCT, and CRT with the lower compression ratio of 2.9 : 1 can recover the dictionary at these sparsity levels with roughly half the number of iterations required by ITKrM. 
Recovery time
In Figure 2 we evaluate the dictionary recovery time attained with ITKrM, and IcTKM using the DFT, DCT, and CRT as JL embedding and increasing compression ratios for synthetic data with ambient dimension d = 1, 024. As predicted by our theoretical results, we can attain much better improvement in the computational complexity of dictionary learning when using reduced sparsity levels, compare the results with S = O( √ d) in Figure 2 (a) and S = O(1) in Figure 2 (b). For the higher sparsity levels S = O( √ d), IcTKM with the DCT and a compression ratio of 2.5 : 1 requires roughly the same amount of time as ITKrM to recover the generating dictionary but for higher compression ratios the time to recover the dictionary is increased. The DFT and CRT with any compression ratio perform worse than ITKrM at the higher sparsity levels. It should be mention though that if for sparsity levels S = O( √ d) we had changed the criteria for declaring the dictionary as recovered, e.g., less than 2.5% of unrecovered atoms, then all the JL embeddings with a compression ratio of 2.5 : 1 would have been faster than ITKrM to recover the dictionary. Additionally, note that the DFT has been shown to be more stable to increasing compression ratios and thus it requires less number of iterations to recover the dictionary than the DCT and CRT, but the matrix product Ψ * Y in the DFT has to be computed with complex numbers thus requiring twice the number of arithmetic operations than the DCT and CRT, and this explains the worse performance of the DFT in this experiment. For the lower sparsity levels S = O(1) on the other hand, IcTKM can recover the dictionary much faster than ITKrM with any JL embedding and compression ratio. In particular, the DCT with a compression ratio of 5 : 1 is the best performer at these sparsity levels, which manages to be roughly 3.5× faster than ITKrM to recover the dictionary.
Scalability
In Figure 3 we evaluate the scalability of dictionary recovery with ambient dimension for ITKrM, and IcTKM using the DFT, DCT, and CRT as JL embedding and increasing compression ratios. Synthetic signals with ambient dimension ranging from d = 2, 048 up to d = 131, 072 have been used in this experiment. To carry out the learning process with these high-dimensional signals, we have fixed K = (3/2)d withd = 1, 024 across all the ambient dimensions tested, so that we could avoid the large dictionary memory overhead, e.g., in the highest dimension setting K = (3/2)d would have required more 
Audio data
For the real data we have selected several recordings comprised of stereo audio signals sampled at 44.1 KHz. Details for the audio training data and the recovery simulations are described next. Audio recordings: We have used three audio recordings of roughly 10 minutes each for carrying out the simulations. The recordings represent distinct musical genres: Classical, folk Japanese and Flamenco musical pieces, which have been obtained from RWC's classical and music genre databases. The Classical piece is the first movement of a piano sonata in A major by Mozart. The folk Japanese piece are min'yō traditional songs comprised of female vocal, shamisen (three-stringed instrument), shakuhachi (an endblown long flute), shinobue (a high-pitched short flute), and traditional percussion instruments. The Flamenco piece is solely comprised of male vocal and guitar, which also acts as a percussive instrument.
Block size/overlap: We have first summed the audio signals to mono and then partitioned the resulting signals into smaller blocks. Short duration blocks of 0.25 seconds and long ones of 1 second have been used. The blocks were allowed to overlap such that the maximally allowed amount of overlap of one block with a shifted version of itself varied from 95% for the short block up to 98.75% for the long block. Training signals: The dictionaries have been learned directly from the time-domain samples of our musical recordings, with each audio block assigned to one training signal. The short and long blocks amount to training signals with ambient dimension of d = 11, 025 and d = 44, 100, respectively. The number of training signals for the three audio recordings were of approximately N = 48, 000 for the Classical piece, N = 42, 000 for the folk Japanese, and N = 59, 000 for the Flamenco piece. Learning parameters: We have carried out the learning simulations with two dictionary sizes of K = 64 and K = 256 atoms, and the sparsity level was fixed at S = 4. To learn dictionaries on the audio data, we ran 200 iterations of IcTKM with a DCT based JL embedding and a compression ratio of 5 : 1.
Next, we will first explore the capabilities of IcTKM to learn audio dictionaries for extracting notes of the musical recordings. We will also take a look at how increasing ambient dimensions can be used to improve the tone quality of the audio representations.
Extracting musical notes
In Figure 4 we evaluate the magnitude spectra of the recovered atoms for the Classical piano, folk Japanese, and Flamenco recordings. The learning simulations have been carried out with short duration blocks of 0.25 seconds, and the atoms in the learned dictionaries have been sorted by their fundamental frequency. We can see from the results that the larger dictionary is able to capture more musical notes than the smaller one. In particular, for the smaller dictionary we had identified 26 [128, 1784] Hz for the larger dictionary. We can further see from the results that the learned dictionaries sometimes had multiple atoms with same fundamental frequency, but these equally pitched atoms usually differed in their harmonic structure.
Tone quality
The learned dictionaries have been found to possess musical notes with distinct tone quality, and this is a direct consequence of the different musical genres and instruments in the audio training data 2 . In particular, the musical notes found in the dictionary of the Classical piece have a distinct piano tone quality, while in the Flamenco piece the notes usually have a mixed tone quality reflecting pitched notes from the guitar/vocals and percussive, un-pitched sounds from tapping the guitar's plate and plucking its strings. In the dictionary for the folk Japanese piece the lower-pitched atoms had a distinct drum tone quality while the mid-and high-pitched ones resemble the tone quality of the traditional Japanese flutes. The harmonic content of the female vocal can be found in many atoms of the learned dictionary, which gives them a distinct chorus-like sound quality.
In Figure 5 we evaluate the spectrograms for atoms of the folk Japanese dictionary. Dictionaries have been learned with the short and long audio blocks, and their atoms have been similarly sorted by fundamental frequency. Figure 5(a) shows the spectrograms of the atoms number 15 of the dictionaries learned with short blocks (on the left) and long blocks (on the right). Similarly, Figure 5(b) shows the spectrograms of the atoms number 183. As can be seen from these figures, the learned dictionaries can extract similar musical notes, but the higher-dimensional training signals promote notes with a much richer harmonic structure. This intricate harmonic structure translates to dictionaries where the individual instruments and vocals in the musical piece can be more easily identified.
2. We encourage the reader to listen to the sonification of the learned dictionaries. The dictionary audio files can be found at the provided MATLAB toolbox package. 
CONCLUSIONS
We have shown in this work that IcTKM is a powerful, low-computational cost algorithm for learning dictionaries. For signals with sparsity levels S ≤ O(d/ log K), we can recover the generating dictionary Φ up to an error of the order
2 ) from an input dictionary Ψ within radius of the order O(1/ max{log K, S}). For a target errorε = d −ϕ √ SK, stable recovery can be achieved with an embedding dimension as low as m ≥ O(δ −2 ϕ log 5 d) and sample complexity that scale as N = O K log(K)ε −2 . We have further shown that the embedding distortion level can be taken as high as δ = O(1/ √ log K) for a sparsity level and error that scales as O(1). In this distortion regime, we can achieve a reduction of the order O(log 5 d/d) in the computational cost of stable dictionary learning compared to ITKrM. We have further shown that the admissible noise level of IcTKM is reduced by a factor O(d/m) compared to ITKrM, but for noisy signals with SNR of order O(1) we can still stably recover dictionaries with low computational cost. The theoretical results obtained lead us to conclude that IcTKM is a quite appealing algorithm for learning dictionaries from high-dimensional signals, particularly in learning tasks with heavily-sparse data under controlled noise levels.
We have further demonstrated with numerical experiments that IcTKM can stably recover dictionaries with low computational cost in a practical setting. For synthetic signals, we had successfully carried out the learning process with high compression ratios, even when low-dimensional data were used. We have also seen that IcTKM scales quite well with increasing ambient dimensions. For high-dimensional signals with roughly a tenth-of-a-million dimensions, we were able to speed-up the learning process by up to an order of magnitude. Furthermore, IcTKM has been shown to be a powerful algorithm for learning dictionaries from high-dimensional audio data. The learned dictionaries worked particularly well for extracting notes from large musical pieces. We have further seen that the ability to learn dictionaries from high-dimensional audio signals allow us to more easily identify individual instruments from musical pieces. The learned dictionaries have been found to contain richer harmonic structure directly corresponding to the musical instruments, particularly for the longer-duration training data.
There are a few research directions we would like to pursue for future work. In Non-Negative Matrix Factorization (NMF), the principle of learning representations by the (additive) combination of multiple basis is achieved via the matrix factorization Y = ΦX, where Φ and X are allowed non-negative valued entries only, see [20] . Sparse NMF, where X is required to be sparse in addition to non-negative, has been shown to work quite well in audio processing tasks such as pitch detection, automatic music transcription, and source separation [26] , [39] , [27] , [35] . In these applications the learning process is typically carried out in the frequency domain, and thus the data matrix Y is usually given by the power spectrum of the audio training data. Addressing sparse NMF problems with ITKM based algorithms is a line of inquiry we would like to pursue. Non-negative ITKM requires straightforward adjustments to the sparse coefficient update formula to ensure that the updated dictionary is non-negative.
Another line of inquiry we want to pursue is to use JL-techniques to also reduce the computational cost of the K-residual-means
, where I d is the identity matrix of size d. We know that the computational cost of this step is dominated by the orthogonal projection P (Ψ I t n ) which, when computed with maximal numerical stability, requires the QR decomposition of Ψ I t n with cost of the order O(S 2 d). We could instead preserve the pairwise distances between the embedded atoms of the perturbed and generating dictionary (by the JL Lemma) and consider the modified K-residual-means Γy n ) . This reduces the cost of the orthogonal projection down to O(S 2 m), but leaves us with the problem of being only able to learn the atoms on the observed coordinates. To solve this problem we will borrow from our experience in masked dictionary learning, [25] , and use an approach similar to the one in [24] .
In the masked setting we are asked to recover the generating dictionary Φ from training data which has been corrupted or lost via a binary erasure channel. Data corruption is typically modeled with the concept of a binary mask M , a d × d diagonal matrix with 0 or 1 entries in the diagonal, where the corrupted data is thus given by M Y , see [25] for details. A practical application of masked dictionary learning is image inpanting, which is based on the observation that if the training data is S-sparse in the generating dictionary, then the corrupted data must also be sparse in the corrupted dictionary. In other words, if Y = ΦY then M Y = M ΦX, where X is sparse. We can see that masked dictionary learning is closely related to compressed dictionary learning, in the sense that the mask M has a similar role to Γ. By erasing the data with zeros in the diagonal of M we are effectively reducing the dimension of our learning problem. However, since the erasures occur always in different coordinates we are able to observe the signals on different coordinates for each mask and combining these observations allows us to recover the full signal. To employ these concepts for compressed dictionary learning, we simply need to choose the masks such that they behave as a low-distortion embedding similar to the JL Lemma. Conversely, we can use our dimensionality reduction tools to study the theoretical properties of masked dictionary learning, and thus to prove local convergence of the ITKrMM algorithm presented in [25] . Finally note that such a combination of compressed and masked dictionary learning supported with theoretical guarantees would be a big step towards blind compressed sensing [13] .
APPENDIX A EXACT STATEMENT AND PROOF OF THEOREM 3.2
Before we can state and prove the exact version of Theorem 3.2 we have to introduce additional notation and a few statistics for our signal model in (3) . First, we refer to the position of the largest S terms of x (in magnitude) as the oracle support I o = p −1 ({1 . . . S}). On top of the already defined absolute β S and relative ∆ S > β S gaps, we also set for a ν c -random draw from our coefficient set C the following statistics 
, and so we can think of C r as the signal-to-noise ratio.
We are now ready to state the general version of Theorem 3.2.
Theorem A.1. Let the generating dictionary Φ have coherence µ and operator norm Φ 2 2,2 ≤ B. Assume that the training signals y n follow the signal model in (3) with coefficients that have an absolute gap β S > 0 and a relative gap ∆ S > 0. Further assume that S ≤ 
Additionally, assume thatε ≤ 1 − γ 2,S + dρ 2 . If the initial dictionary Ψ satisfies
(15) and the embedding dimension m is at least of the order
then after 12 log(ε −1 ) iterations of IcTKM, each using a new JL embedding Γ and a new training data set Y , with probability at least
the output dictionaryΨ satisfies
Proof: Rewriting the atom update rule in Algorithm 3.1, we havē
where R ct (Ψ, y n , k) is the compressed-thresholding residual based on Ψ defined by
and R o (·, y n , k) is the oracle residual based on Ψ (or Φ)
Applying the triangle inequality to (19), we have ψ k − s k φ k 2 ≤ t k , where
with
, and
Now from Lemma B.10 in [33] , the inequality ψ k − s k φ k 2 ≤ t k further implies that the error can be bounded as
which means that to ensure the error is not increased in one iteration, a tight control of t k /s k with high probability needs to be established for all k. We proceed by controlling t k and s k using concentration of measure results. Starting with the first term t k,1 , from Lemma B.1 we have for S ≤ K 98B and v 1 , τ, ζ > 0 the following estimate
which holds true whenever
To control t k,2 , t k,3 , and s k , we make use of Lemmata B.6-B.8 in [33] .
, and v 2 > 0, the second term t k,2 can be estimated as
and for 0 ≤ v 3 ≤ 1 − γ 2,S + dρ 2 , the third term t k,3 is estimated as
Finally, for v 0 > 0 we estimate the last term s k as follows
Collecting the concentration of measure results , we have
except with probability given by the sum of the right-hand sides of (22) and (25) to (27) . We can see from (28) that to have the error decreased in one iteration with high probability, it suffices to choose the constants v 0 to v 3 , ζ, and τ . Thus, let the target errorε ≥ 8ε µ,δ and set v 0 = 1/50, v 1 = v 2 = max {ε, ε} /24, v 3 =ε/8, ζ =ε/24, and τ = 1/24. From (21), we obtain
with probability at least 1 − υ, where
Additionally, by substituting the just chosen value for the constant ζ into (24), and using γ 1,S = Sβ S and
, we arrive at the estimate for the embedding dimension in (16) . Similarly, by substituting the value for constant τ in (23) we arrive at the estimate for the convergence radius in (15) .
Lastly, we need to ensure that the target error is actually reached. Since for each iteration we obtain Γ by redrawing Υ and m rows from an orthogonal matrix, and Y by redrawing N training signals y n using (3), it follows from (29) and (30) that the error will be d(Ψ, Φ) ≤ max ε, 0.92 L with probability at least (1 − L · υ) after L iterations. Thus, to reach the target error as in (18) we set L = 12 log(ε −1 ) . Using the fact that the failure probability υ in (30) is bounded by
leads to the final estimate in (17) . , and C r = O(1). For sparsity levels S ≤ d/(392 log K), the minimum achievable error in (14) (12) . Further by settingε = d −ϕ √ SK for some ϕ > 0, we have that the embedding dimension in (16) reduces to (10) , and from the lower/upper bounds on the embedding distortion can be taken as large as δ ≤ O(1/ √ log K). Thus, for large d we can think of κ δ = O(1), and the convergence radius in (15) then reduces to (11) . Lastly, if the number of training signals scales as N = O(K log(K)ε −2 ), then from (17) one iteration of IcTKM decreases the error with high probability, and after O(log(ε −1 )) iterations the error will be reduced to (12) .
APPENDIX B TECHNICALITIES
Lemma B.1 (Compressed-Thresholding/Oracle-Residuals Expected Difference). Assume that y n follows the model in (3) with coefficients that are S-sparse, and that have an absolute gap β S and a relative gap ∆ S . Further assume that S ≤ K 98B , and that Γ is a JL embedding based on an orthogonal transform as in Theorem 3.1. We have for τ, ζ, v > 0
Proof: Using the orthogonality of the projection operator I d − P(Ψ I o n ) + P(ψ k ) and the bound y n 2 ≤ √ B + 1, we get the following bound on the expected difference
To bound the probability of the event y n : R ct (Ψ, y n , k) = R o (Ψ, y n , k) in (34), we use the fact that for a draw of y n and a given index k, this event is contained in the event where compressed thresholding does not recover the oracle support, I ct n = I o n , or that the empirical sign pattern using Ψ is different from the oracle sign pattern, sign( Γψ k , Γy n ) = σ n (k) for k ∈ I o n . Formally we write y n : R ct (Ψ, y n , k) = R 0 (Ψ, y n , k) ⊆ y n : I 
Now consider the two events on the right-hand side of (35) . Starting with the first event y n : I ct n = I o n , we know that to have compressed thresholding recover the oracle support, i.e., I ct n = I o n , we need min
Expanding the inner products in (36) using the definition of the perturbed dictionary Ψ in (5), we have Substituting the above into (36), we arrive at a sufficient condition for having I ct n = I o n j =k σ n (j)c n (p(j)) Γφ k , Γφ j +ω k j σ n (j)c n (p(j)) Γz k , Γφ j + Γφ k , Γr n +ω k Γz k , Γr n ≤ ι k (38) where ι k = 1 − ε 2 /2 c n (S) − c n (S + 1) Γφ k 2 2 /2. For the second event {y n : sign(Ψ * I o n Γ * Γy n ) = σ n (I o n )}, we can see from (37) that the condition in (38) with ι k = 1 − ε 2 /2 c n (S) Γφ k 2 2 will also ensure that sign ( Γψ k , Γy n ) = σ n (k) for k ∈ I o n . Thus, the right-hand side of (35) 
Using this result in (34) the bound on the expected difference reduces to
We now proceed with the probability estimates. Set u 1 = u 2 = Γφ k 
Additionally, for a draw of Γ consider the event where it preserves the inner products of the embedded atoms from the generating dictionary Φ and the perturbation dictionary Z up to a distortion δ, namely, let F Γ denote the event given by F Γ := Γ : ∀j, k Γφ k , Γφ j ≶ φ k , φ j ± δ and Γφ k , Γz j ≶ φ k , z j ± δ ,
and note that from the orthogonality of Γ and the inner-product preservation property in (44), we have
By the polarization identities, (53) and (54) then reduce to the inner product bounds Γφ k , Γφ j ≶ φ k , φ j ± δ and Γz k , Γφ j ≶ z k , φ j ± δ as in the definition of the event F Γ in (44), and thus P(F Γ ) = η. Now by setting the failure probability η as
and by combining (43), (52) and (55) we arrive at the estimate for the embedding dimension in (33) . Further, from the probability estimates in (48) 
The final estimate in (31) then follows by substituting (58) into (42).
As already mentioned the proof can be amended to get weaker results also for fast JL-embeddings based on the circulant matrices. We will sketch the necessary steps in the following remark.
Remark B.1 (Circulant JL-Constructions). Note that in the case of JL-embeddings based on the circulant matrices, the bound in (45) is no longer applicable to (47) and (50). However, we can show that with high probability the operator norm of a circulant matrix, built from a Rademacher vector v, which is equivalent to the supremum norm of the DFT of v, is of the order O( √ log d) and use the bound 
Depending on the size of the chosen parameter ϕ and embedding distortion level δ, the condition in (60) is more stringent than the previous one in (10), and thus a higher embedding dimension may be required when using the circulant matrix construction.
