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Abstract
In this work we apply entropic sampling simulations to a three-state model which has exact
solutions in the microcanonical and grand-canonical ensembles. We consider N chains placed
on an unidimensional lattice, such that each site may assume one of three-states: empty (state
1), with a single molecule energetically null (state 2), and with a single molecule with energy ε
(state 3). Each molecule, which we will treat here as dimers, consists of two monomers connected
one to each other by a rod. The thermodynamic properties, such as internal energy, densities of
dimers and specific heat were obtained as functions of temperature where the analytic results in
the micro-canonical and grand-canonical ensembles were successfully confirmed by the entropic
sampling simulations.
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I. INTRODUCTION
In recent years unidimensional models of polymers have received a special attention. By
treating a simple version of reality, these models can give us extremely relevant information
on more complex problems. One of such examples is the problem of polydisperse chains of
polymers on a unidimensional lattice [1]. This kind of model is a good example to explain
equilibrium polymerization [2, 3], living polymers [4] and in the phase transition of liquid
sulfur [5]. More recently this problem has been treated in Bethe [6] and Husimi [7] lattices.
Water is a special fluid of great biological relevance with many technological applications.
Recently, da Silva et al. [8] analyzed the thermodynamics and kinetic unidimensional lattice
gas model with repulsive interaction. In this model the residual entropy and water-like
anomalies in density are investigated using matrix technique and Monte Carlo simulations.
Another interesting problem is the unidimensional model of a solvent with q orientational
states to explain the effects of hydrophobic interaction [9]. Initially, the model was described
by Ben-Naim [10] for a unidimensional model with many states (related to the q state
unidimensional Potts model [11]), which can be adapted to illustrate the entropy of dimer
chains placed on an unidimensional lattice with q states [12]. Another example of this
type are molecules with multiple adsorption states [13]. In such models the thermodynamic
functions are used to describe the adsorption of antifreeze proteins onto an ice crystal.
In such a scenario, models presenting three-states have many applications. For example,
the Ising model has been used for a long time as a “toy model” for diverse objectives, as
to test and to improve new algorithms and methods of high precision for the calculation
of critical exponents in equilibrium statistical mechanics using the Monte Carlo methods
as Metropolis [14], Swendsen-Wang [15], single histogram [16], broad histogram [17], and
Wang-Landau [18] methods. This model has been applied in various fields of science as
for example nucleation on complex networks (statistical mechanics) [19], religious affiliation
(social systems) [20], kinetic model to analyze tax evasion dynamics (econophysics) [21],
drugs as benzodiazepine (biochemistry) [22], deterministic epidemic model (epidemiology)
[23], dynamical system for cancer virotherapy [24] (medicine) and kinetic models of molecular
association (molecular and cellular biophysics) [25].
We will consider in this work a three-state unidimensional system with empty sites,
energetically null single molecules, and single molecules with energy ε, where it is important
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to emphasize that the molecules are non-interacting. In Section II we present the model
and formalisms. The entropic sampling simulations are described in Section III. The results
and discussions are presented in Section IV. Finally, the last section is devoted to ultimate
remarks and conclusions.
II. MODELS AND FORMALISM
A. Model
We consider an unidimensional model where each molecule consists of two monomers
linked by a rod, which we call dimer. The number of dimers may vary as 0 ≤ N ≤ L, where
L is the lattice size. Each site may assume one of three states, namely, an empty site, a
molecule energetically null, or a molecule with energy ε. In each case, the energy of the
state is therefore 0, 0, and ε, respectively. In addition, in this model there is no interaction
between dimers, nor between the monomers that form the dimers.
The Hamiltonian is written as
H = ε
L∑
i=1
δ3,qi, (1)
where the sum extends over all sites of the lattice and qi represents the state of the site.
The ground state consists in the lattice being completely empty or with any number of
dimers energetically null, the next energy level corresponds to a single dimer with energy ε
and any number of dimers energetically null and so on, until the configuration with maximum
energy where each site is occupied by a dimer with energy ε.
FIG. 1: Scheme of a lattice with L = 9 sites for a possible configuration. We have here three empty
sites, three sites occupied by dimers energetically null and three by dimers with energy ε.
In Fig.1 we show a possible configuration for L = 9 and N = 6. Each circle with a
horizontal bar represents a dimer energetically null, the circles with vertical bars correspond
to dimers with energy ε and the open circles are for empty sites.
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B. Microcanonical solution
The microcanonical formulation of the model of dimer chains on an unidimensional lattice
with two types of dimers is done as follows. Let N1, N2, and N3 be the fixed numbers of
empty sites, dimers with zero energy, and dimers with energy ε, respectively. According to
(1), the energy of the system can be written as
H = N3ε, (2)
The number of ways one can allocate N1 empty sites, N2 dimers of type 1, and N3 dimers
of type 2 on an unidimensional lattice of size L is given by
Ω =
L!
N1!N2!N3!
. (3)
Let N = N2 + N3 be the total number of dimers and U = N3ε the total energy. We can
therefore rewrite the number of configurations (3) as a function of U, N, and L as
Ω(U,N, L) =
L!
(L−N)!(N − U/ε)!(U/ε)!
. (4)
Now, calculating the entropy via logarithms and the Stirling’s formula, we obtain
s(u, ρ) = −kB(1− ρ) ln(1− ρ)− kB(ρ− u/ε) ln(ρ− u/ε)− kB(u/ε) ln(u/ε), (5)
where s = S
L
is the entropy per site, kB is the Boltzmann’s constant, u =
U
L
is the energy
per site, and ρ = N
L
is the density of dimers.
The equations of state in the entropy representation are 1
T
=
(
∂s
∂u
)
ρ
and − µ
T
=
(
∂s
∂ρ
)
u
,
where T is the absolute temperature and µ is the chemical potential. Solving these two
equations we obtain the energy
u =
εe(µ−ε)/kBT
1 + eµ/kBT + e(µ−ε)/kBT
. (6)
and the density of dimers
ρ =
eµ/kBT + e(µ−ε)/kBT
1 + eµ/kBT + e(µ−ε)/kBT
, (7)
as functions of T .
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C. Transfer matrix technique: grand canonical ensemble
In the grand canonical ensemble the grand partition function is given by
Ξ =
∑
j
exp(−βHj + βµNj). (8)
where β = 1/kBT , µ is the chemical potential of the dimer, and the sum is over all possible
configurations.
Since each state of the system is characterized by a set of lattice variables qi, which may
assume one of three states, the grand partition function for our model can be written as
Ξ =
∑
{qi}
exp[−βεN3 + βµN ], (9)
or
Ξ =
∑
{qi}
exp
[
−
βε
2
L∑
i=1
(δ3,qi + δ3,qi+1) +
βµ
2
L∑
i=1
(δ2,qi + δ2,qi+1 + δ3,qi + δ3,qi+1)
]
, (10)
where {qi} denotes that the sum runs over all possible configurations and, using periodic
boundary conditions, we adopted a double sum over all sites divided by 2 in order to obtain
the usual notation of the transfer matrix technique. More concisely we have
Ξ =
∑
{qi}
L∏
i=1
Tqi qi+1, (11)
where
Tqi qi+1 = exp
[
−
β
2
(ε− µ)(δ3,qi + δ3,qi+1) +
βµ
2
(δ2,qi + δ2,qi+1)
]
. (12)
The transfer matrix is therefore defined by (12) and can be written as
T =


T11 T12 T13
T21 T22 T23
T31 T32 T33

 =


1 z1/2 (wz)1/2
z1/2 z w1/2z
(wz)1/2 w1/2z wz

 ,
where z = eµβ and w = e−εβ. The largest eigenvalue of this matrix is
λ = 1 + z + wz, (13)
which corresponds to the one site grand canonical partition function: Ξ = λL.
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D. Thermodynamic quantities
The grand canonical potential per site is given by
φ = −kBT lnλ. (14)
The entropy follows from the equation of state s = − ∂φ
∂T
, and using µ
kBT
= ln z and µ−ε
kBT
=
lnwz, we obtain an expression for the entropy
s = kB lnλ− kB
z(1 + w)
λ
ln z − kB
wz
λ
lnw. (15)
Assuming that the largest eigenvalue of λ of the transfer matrix is not degenerate, the
density of dimers as function of λ is written as
ρ =
z
λ
∂λ
∂z
=
z(1 + ω)
λ
, (16)
and using the definition of mean energy in the grand canonical ensemble
u = −
∂ lnλ
∂β
+
µ
β
∂ lnλ
∂µ
= ε
wz
λ
, (17)
we can write z and w as functions of ρ and u, respectively and obtain an expression to the
entropy identical to (5). By replacing z and λ in (16) and (17) we obtain the same expressions
of (7) and (6), respectively, thus confirming the equivalence between the microcanonical and
the grand canonical formalisms.
From (9) it follows that N¯3 = −
L
β
∂ lnλ
∂ε
, giving
n3 =
N¯3
L
=
wz
λ
=
e(µ−ε)/kBT
1 + eµ/kBT + e(µ−ε)/kBT
, (18)
and using (16) we have
n2 = ρ− n3 =
z
λ
=
eµ/kBT
1 + eµ/kBT + e(µ−ε)/kBT
, (19)
and
n1 = 1− ρ =
1
λ
=
1
1 + eµ/kBT + e(µ−ε)/kBT
. (20)
The specific heat can be obtained from the definition c = du
dT
− µ dρ
dT
, giving
c(T, ε, µ) =
eµ/kBT
kBT 2
(ε− µ)2e−ε/kBT + ε2e(µ−ε)/kBT + µ2
(1 + eµ/kBT + e(µ−ε)/kBT )2
. (21)
with an explicit dependence on T , ε and µ. It is noteworthy that (21) is invariant with
respect to permutation of the variables ε and µ.
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III. SIMULATIONS
We apply to our model an entropic sampling simulation based on Wang-Landau sampling
[18], taking into account the improvements prescribed in [26, 27]. Our model has two degrees
of freedom: the energy U and the total number of dimers N . Accordingly we should seek
a joint density of states g(U,N). We define an unidimensional lattice of length L and each
site can be in any of three states: 1 - empty, 2 - occupied by an energetically null dimer,
and 3 - filled by a dimer with energy ε. A trial move is defined as giving sequentially to
each site the possibility of changing with identical probability to any new state, including
remaining in the same state. A Monte Carlo sweep is defined as a sequence of L trial moves.
At the beginning of the simulation we set g(U,N) = 1 for all energy levels and numbers of
particles. The random walk runs through all the energy levels and numbers of particles with
a probability
p(U → U ′, N → N ′) = min
{
g(U,N)
g(U ′, N ′)
, 1
}
(22)
where U,N and U ′, N ′ are the energies and numbers of particles of the current and the
new attempting configuration. The density of states and the histogram are updated after
each Monte Carlo step and the histogram is considered flat if H(U,N) > 0.8 〈H〉 for all
energies and numbers of particles, where 〈H〉 is an average over energies and numbers of
particles. In order to estimate the mean values of the number of dimers of each type and of
the empty sites, we accumulate microcanonical averages of these quantities, but these sums
begin only from the 7th Wang-Landau level onwards [26]. The simulations were halted using
the checking parameter that verifies the convergence of the peak of the heat capacity to a
steady value [27]. The grand-canonical averages of any thermodynamic variable A can be
calculated as
A¯(T, µ) =
∑
U,N〈A〉U,Ng(U,N)e
−β(U−µN)∑
U,N g(U,N)e
−β(U−µN)
, (23)
where 〈A〉U,N is the microcanonical average accumulated during the simulations.
IV. RESULTS AND DISCUSSION
As described in Section II, the thermodynamic properties of our model are size inde-
pendent. In this study we chose the lattice size L = 50. To obtain analytic results for
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the entropy S(U,N), we take the logarithm of (4), with the energy varying from U = 0 to
U = N , where we set ε = 1, and the number of dimers varying from N = 0 to N = 50.
The entropic simulations were performed following the prescriptions of Section III. In Fig.
2 we present a comparison between the two ways of obtaining the density of states, where
the continuous lines represent the analytical solution and the dots are the average over ten
independent runs. We can see that the lines and the dots coincide within very small error
bars. Once obtained the density of states we can calculate any thermodynamic average using
(23).
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FIG. 2: (Color online)Logarithm of the density of states for L = 50 calculated analytically (lines)
and obtained by entropic simulations (dots) for ten independent runs.
In Fig. 3 we present the dependence of the density of dimers on the temperature for
µ = 1 and ε = 0, 0.5, 1. At T = 0 all sites are occupied by dimers and the density of dimers
decreases with increasing temperature and this decrease is more pronounced for larger ε.
In Fig. 4 we show the temperature dependence of the density of dimers for ε = 1 and
µ = 0, 0.5, 1. At zero temperature all sites are occupied if µ 6= 0, but for µ = 0 half lattice
is empty. The density of dimers decreases with temperature for µ 6= 0 and this decrease is
more pronounced for smaller µ. Nevertheless for µ = 0 the density of dimers increases with
temperature. In all situations ρ→ 2/3 as T →∞.
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FIG. 3: (Color online) Dependence of the density of dimers on the temperature for µ = 1 and
ε = 0, 0.5, 1. The lines represent the exact results and the dots the simulations.
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FIG. 4: (Color online) Dependence of the density of dimers on the temperature for ε = 1 and
µ = 0, 0.5, 1. The lines represent the exact results and the dots the simulations.
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Fig. 5 shows the densities of empty sites n1, energetically null dimers n2 and energetic
dimers n3 when µ = ε. At zero temperature all sites are occupied by energetically null
dimers. The number of empty sites and energetic dimers increases equally with increasing
temperature while n2 decreases.
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FIG. 5: (Color online) Temperature dependence of the densities of dimers n2 and n3, and the
density of empty sites n1. The lines represent the exact results and the dots the simulations.
In Fig. 6 we show the behavior of the densities n1, n2 and n3 for different values of ε and
µ. If ε = 0, at T = 0 the lattice is equally fulfilled by both types of dimers, since in fact
in this case they are energetically equivalent. When µ = 0, at zero temperature the lattice
is half empty and the other half is occupied by dimers energetically null. With increasing
temperature the density of energetic dimers increases and the number of empty sites and
dimers energetically null decreases equally. When both µ and ε are not null, at T = 0 the
lattice is completely fulfilled by dimers energetically null. The increase of temperature favors
the increase of the density of energetic dimers if ε < µ or empty sites, if ε > µ. All three
densities n1, n2 and n3 tend to 1/3 when the temperature tends to infinite, so that at high
temperatures the lattice is equally occupied by energetic dimers, energetically null dimers
and vacancies.
Finally in Fig. 7 we depict plots of the specific heat with µ = 1 and ε = 0, 0.1, 0.2, 0.4 and
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FIG. 6: (Color online) Dependence on temperature of the densities n1, n2 and n3 for different
values of ε and µ. The lines represent the exact results and the dots the simulations.
1. The continuous lines represent the exact analytic results given by (21), and the symbols
are the mean over ten entropic sampling results for the specific heat expressed in terms of
energy fluctuations
c =
1
LT 2
(〈E2〉 − 〈E〉2), (24)
where E = U + µN . The agreement with the exact results are excellent and the error bars
are less than the symbols. An interesting effect one can observe is the emergence of a peak
of the specific heat at low temperatures when ε << µ. This collective behavior is due to
the low energetic cost of the particles entering the system. In bottom-left of Fig. 6 we see
the increase of n3 with increasing temperature. In the inset of Fig. 7 we show the plots of
ni for µ = 1 and ε = 0.1. The sudden increase of n3 is evident. At the end of subsection
IID we pointed out that (21) is invariant under permutation of ε and µ. As a result, if we
set ε = 1 and plot the specific heat for µ = 0.1, 0.2, 0.4, and 1 we obtain an identical graph
with the first sharp peak occurring for µ = 0.1 at low temperatures. In this case, as can be
observed at bottom-right of Fig. 6 we have a pronounced increase of vacancies (decrease of
the dimer density) at low temperatures for µ << ε. Since c = du
dT
− µ dρ
dT
, we see that the
first term is dominant when ε << µ, while the second prevails when µ << ε.
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FIG. 7: (Color online) Specific heat per site for µ = 1 and ε = 0, 0.1, 0.2, 0.4, and 1. The continuous
lines represent the exact analytic results and the symbols are the mean over ten independent runs
for L = 50. In the inset we show the dependence of n1, n2, and n3 with temperature for µ = 1
and ε = 0.1 where it is evident the sudden increase of the density of energetic dimers at low
temperatures.
V. CONCLUSIONS
Unidimensional models of polymers as the problem of polydisperse chains of polymers
[1], kinetic unidimensional lattice gas model with repulsive interaction [8] and the model
of a solvent with q orientational states to explain the effects of hydrophobic interaction [9]
are some examples of statistical mechanics models that can illustrate some real problems
applications.
We carried out entropic sampling simulations of a simple unidimensional model of
molecules that are constituted of a rod and two monomers (dimers), which has exact solu-
tions in both the microcanonical and the grand-canonical ensembles, where we have shown
the equivalence between ensembles.
We have obtained quite accurate simulational results as compared with the available an-
alytical exact expressions for the thermodynamic properties such as entropy, densities of
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dimers, and specific heat. The specific heat exhibits the typical behavior of a tail propor-
tional to 1/T 2 in the high temperatures limit. Another important point is that as T → 0 the
specific heat also tends to zero, not violating the third law of thermodynamics. The specific
heat as a function of temperature presents a second rounded maximum, when ε << µ or a
unique rounded maximum, when ε ∼ µ. This effect is known as a “Schottky hump” that
when observed in experimental situations is a hint that there are two privileged states in
the system as is the case in our model.
Finally, the entropic sampling simulation applied to our model proved to be very efficient
when compared with the analytical results indicating that it can be adopted in the future
to more complex systems such as, for instance, a generalization of the model of a solvent
with q orientational states to explain the effects of hydrophobic interaction [9] and the ther-
modynamics and kinetic gas model with repulsive interaction [8], in bi- and tridimensional
systems.
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