In order to reduce interference of identity information on facial expression recognition, this paper proposes a new supervised Laplacian Eigenmap method. Before dimension reduction, make full use of category information to modify the neighborhood structure of the samples which is in the high dimension space, optimize neighborhood information of the test samples, and then modify the weight matrix, improve facial expression recognition rate. The experiments on JAFFE and Cohn-Kanade expression database show the method proposed is more effective to represent facial expression feature than the Laplacian Eigenmap or supervised laplacianfaces.
Introduction
Identifying human facial expressions has become an important field of study in recent years because of its importance in the interaction and also due to possible applications such as face image compression, human computer interaction, video facial image queries, synthetic face animation and so on. Expression image is a high dimensional data, reducing the number of dimensions to extract the effective features is essential before expression recognition. Many techniques have been proposed to dimensionality reduction, most of them are linear, such as Principal Component Analysis (PCA) [1] , Linear Discriminant Analysis (LDA) [2] and Independent Component Analysis (ICA) [3] , which are characterized by a direct mapping function and effective in a Linear structure. According to some nonlinear data, nonlinear dimensionality reduction algorithms are proposed in recent years, such as Isometric Feature Mapping (Isomap) [4] , Locally Linear Embedding (LLE) [5] and Laplacian Eigenmaps (LE) [6] .
As a nonlinear dimension reduction method, Laplacian Eigenmaps could retain the nonlinear structure of the original data by reconstructing the local neighborhood of high-dimensional data in low-dimensional space and has been widely used in facial expression recognition [7, 8, 9, 10, 11] . He et al. [8] are the first users of utilizing LE in face recognition and proposed Laplacianfaces in their paper. Ying et al. [9] proposed facial expression recognition with local binary pattern and Laplacian Eigenmaps, firstly extracted LBP feature of expression sample, then used LE for dimension reduction, which could achieve high recognition rate but was unsupervised and did not take advantage of category information. Fu et al. [10] proposed Local binary patterns based facial expression recognition using Supervised Laplacianfaces (SLAP), which converted weight matrix of neighborhood relations into classification matrix of the samples to take advantage of the category information and achieved good results. However, this method did not change neighborhood structure of the test samples in expression recognition, thus affected the recognition rate to some extent.
In this paper, a new supervised LE method which can modify the weight matrix to improve the rate of expression recognition by modifying the neighborhood structure of the test samples based on the category information in a high-dimensional space before dimensionality reduction. Finally, the validity and accuracy of the method are verified by experiments on JAFFE and Cohn-Kanade expression database.
Background

Laplacian Eigenmaps
D denote n data points in the observation feature space R D , where D denotes the original feature space dimensionality. First, a weighted graph with n nodes is constructed, one for each data point and the set of edges connecting neighbouring data points to each other. If two points are close enough, there is an edge between them. Then the original high dimensional manifold is mapped onto a low dimensional manifold. Those points which are closed in the observation feature space stay as close as possible in the embedding space
d denotes n data points after embedding. The reasonable criterion for a good map from x i to x j is minimizing an objective function as below, ∑ ij
where W is a weight matrix defined as below,
or
} is the set of each data point's K-Nearest Neighbours. The heat kernel function e (−∥xi−xj∥ 2 /t) ensures neighbouring points x i and x j having a heavy penalty if they are mapped far apart.
Consider the appropriate constraints,
where D is a diagonal weight matrix,
W is the Laplacian matrix, which is a symmetric, positive semidefinite matrix that can be regarded as an operator on functions defines on graph. From (4) the problem is converted to the minimizing of the objective function, arg min y T Ly (5) with the constraint y T Dy = 1 to remove arbitrary scaling factor in the embedding. This optimization problem can be converted to the solving generalized eigenvalue problem Ly = λDy. The eigenvector associated with zeros eigenvalue is left out and the next d eigenvectors are used for the embedding in an d-dimensional Euclidean space R d .
Supervised Laplacianfaces
Fu Xiaofeng thinks that local feature extraction is superior to the global feature extraction on facial expression recognition, and supervised algorithm is superior to unsupervised algorithm. The reason why local feature extraction is superior to the global feature extraction is that the facial expression changes are mainly concentrated in the portion of the eye, mouth, and eyebrows, etc., and local feature contains more than the rate of 80 feature of facial expression, which can almost represent the entire expression. That is to say Laplacianfaces is better than the Eigenfaces and Fisher faces. The reason why supervised algorithm is superior to the unsupervised algorithm is that the first algorithm can make full use of the the category information of expression, the priori knowledge which usually is included in the data sets can be used to train the classifiers and improve facial expression recognition rate.
However, Laplacianfaces is an unsupervised method, if the the distance between sample x i and x j is close relatively in the original space, then the feature vector y i and y j become close accordingly in the low dimensional space. Otherwise, if the distance between the sample x i and x j is far away in the original space, then the feature vector y i and y j get far away too in the low dimensional space. In facial expression recognition, because of the interference of the identity information, the various expressions of the same individual get together and form a large cluster. In the similar way, the same expressions of different people get together and form a small cluster, and thus lead to many cluster are distributed crisscross in original space. The discrimination between the various expressions of the same individuals is less than the discrimination between the same expressions of the different individuals, in this case, the various expressions of the same individuals are easy to form the K-nearest neighbor, and different person have different space to form a cluster in the high dimensional space. The clusters are distributed crisscross in original space when there are many individuals. The main purpose of the expression recognition is to make similar expressions get closer and different expressions get far away to separate expressions.
Fu et al. proposed Supervised Laplacianfaces which converted weight matrix of neighborhood relations into classification matrix of the samples to take advantage of the category information. His method is described briefly as follows,
Step 1: The original set of images must be mapped to the PCA subspace to reduce the influence of noise and avoid the singular of XDX T , where X is a mapping of the PCA subspace.
Step 2: Define adjacency weight matrix S,
, x i and x j belong to the same class 0, otherwise
or S ij = { 1, x i and x j belong to the same class
where S ij =S ji
Step 3: Use feature mapping to solve the problem of generalized eigenvalue,
w k is the feature vectors of XLX
T W = λXDX T W , and then the transformation from the original image space to the mapping space can be expressed as follows,
In summary, SLAP can put category information into the algorithm and maintain local structure to as well as making similar expressions get closer and different expressions get more far away, that is to say SLAP is able to distinguish the different samples.
A New Supervised Laplacian Eigenmaps
In facial expression recognition, because of the interference of the identity information, the various expressions of the same individual form a large cluster together and the same expressions of different people form a small cluster together, and thus lead to more than a cluster are distributed crisscross in original space. Therefore, K-Nearest Neighbors of expression samples in high dimensional space will be the same expressions of different individuals or different expressions of the same individual. Fu et al. proposed Supervised Laplacianfaces which could convert weight matrix of neighborhood relations into category matrix of the samples did not adjust samples neighborhood relations. The test samples did not make use of category information in SLAP, thus realizing dimensionality reduction is still based the neighbour information of the test samples in original space. In order to optimize the neighborhood structure of the samples of all expressions, we make full use of the category information of the training samples to modify the neighborhood structure of test samples and training samples with formula (6) 
where d new ij is a new distance between x i and x j after be into the category information. d ij is original distance. The empirical parameters α, β ∈ (0, 1), α used to narrow the distance between the samples of the same category, and β used to enlarge the distance between the samples of the different category. max
is the maximum distance among all samples.
In summary, the method of this paper is described briefly as follows,
Step 1: Modify the neighborhood structure of test samples and training samples with formula (11) in original space.
Step 2: Calculate the K-Nearest Neighbors of all samples.
Step 3: Construct adjacency graph G. G = (v e). v denotes the nodes in the graph which are formed from various samples, and e denotes the edges of connecting nodes. If the sample x i and x j is adjacent, G will have edge x i x j .
Step 4: Define adjacency weight matrix S with formula (2) or (3).
Step 5: Calculate feature maps with Ly = λDy.
Analysis of Experimental Results
In those experiments, we selected 50 individuals from Cohn-Kanade Database and JAFFE Database, each person had six basic facial expressions (sad, happy, surprised, angry, disgust and fear, except neutral) and each expression had three samples, a total of 900 samples. We designed two experiments about specific person and non-specific person. Expression recognition of specific person will select a sample from each person's each expression, a total of 300 images as test samples, and the remaining 600 images as training samples. We make circulating experiment 3 times, then the average value of 3 times is the final recognition rate. In the expression recognition of non-specific person all expressions of 10 from 50 people are selected as the test samples firstly, then the expressions of remaining 40 individuals are the training samples, Fianlly we may circulate experiment 6 times, and the average value of 6 times is the final recognition rate.
In order to reduce the influence of the non-expression factor on the experimental results, normalization processing on the samples is necessary. Thus the image size is defined 100 x 106 pixel after preconditioning as shown in Fig. 1 .
To derive LBP features for each facial image, we may select the 59-bin operator, then divide the facial images into 12 regions, and represent by the LBP histograms with the length of 708(59×12) [9] . We make a contrast with the recognition rate of using LE, SLAP and, the proposed method while reducing the original data to the 30 dimension. Fig. 2 shows the influence of different K-Nearest Neighbors on facial expression recognition rate. Fig. 2 (a) shows the expression recognition of specific person, SLAP and the proposed method take advantage of category of expression and their K-Nearest Neighbors have same sample, thus SLAP and the proposed method are better than the LE when the number of neighbors k ≤ 120. The expression recognition rate of three methods were stabilized when the number of neighbors k ≥ 160, because the K-Nearest Neighbors of three methods were identical with the increase of the number of neighbors. In addition, the proposed method is always better than SLAP and LE algorithm, because the proposed method optimizes the neighborhood structure of the test samples before dimensionality reduction and then improves the expression recognition rate. Fig. 2 (b) shows the expression recognition of non-specific person. Because it does not require all of the images which appear in the training set, it has wider applications. It can be seen that the proposed method is much better than the SLAP and LE when the person of test set is not in the training set. Although SLAP which used the category information is a supervised method, the neighborhood structure of the test samples is the same as LE and thus leads to its low recognition rate. The proposed method has optimized the neighborhood structure of the test samples before dimensionality reduction, changed the weight matrix, and achieved the recognition rate of 81.
Conclusion
Compared to SLAP which may modify the weight matrix of LE directly, we present in the paper a new supervised laplacian eigenmap method for facial expression recognition. We may modify the neighborhood structure of test samples and training samples in original space to update the weight matrix before the adjacency graph is constructed. In this point, our approach is much better than SLAP in expression recognition. But there is a shortcoming that increases computation time on modifying the neighborhood structure in our current experiment. In addition, α and β are empirical value in formula (11), there is no theoretical guidance.
