High-stress environments, such as first-response or a NASA control room, require optimal task performance, as a single mistake may cause monetary loss or even the loss of human life. Robots can partner with humans in a collaborative or supervisory paradigm to augment the human's abilities and increase task performance. Such teaming paradigms require the robot to appropriately interact with the human without decreasing either's task performance. Workload is related to task performance; thus, a robot may use a human's workload state to modify its interactions with the human. Assessing the human's workload state may also allow for dynamic task (re-)allocation, as a robot can predict whether a task may overload the human and, if so, allocate it elsewhere. A diagnostic workload assessment algorithm that accurately estimates workload using results from two evaluations, one peer based and one supervisory based, is presented. The algorithm correctly classified workload at least 90% of the time when trained on data from the same human-robot teaming paradigm. This algorithm is an initial step toward robots that can adapt their interactions and intelligently (re-)allocate tasks.
INTRODUCTION
Changing the ways that robots interact with humans in uncertain, dynamic, and high-intensity environments (i.e., first response or a NASA control room) is needed to realize effective human-robot teams. Dynamic domains require new innovative human-robot teaming methodologies, which are dilation to estimate each workload model and generalized across populations. A limitation of the algorithm is that it does not generalize across human-robot interaction paradigms, as it does not estimate speech and auditory workload. Additionally, the algorithm estimates subjective workload, which can be confounded by the participant and is not an objective workload measure.
Individual proprietary algorithms classified cognitive, visual, auditory, speech, and physical workload [44] . The algorithms used EEG, heart rate, heart-rate variability, respiration rate, head movement, and electromyography signals to classify workload levels. The approach detects changes in the workload component states, but these results have not been composed into an overall workload state. Not assessing overall workload limits the algorithm's viability for adaptive teaming systems, as the system will not identify overload and underload conditions.
No existing algorithm discerns both the overall workload state and each workload component contributing to the overall workload state [24] . However, an adaptive teaming system needs to understand the state of each workload component to appropriately target adaptations to a specific workload component. Further, the existing algorithms are unable to generalize across populations and human-robot interaction paradigms. The diagnostic workload assessment algorithm has been designed to address these challenges.
WORKLOAD ASSESSMENT ALGORITHM
The diagnostic workload assessment algorithm is designed to estimate overall workload and each workload component every 30s using knowledge of the task being completed. This time threshold or window size is due to heart rate and heart-rate varability requiring at least 30s of data to be highly sensitive to workload variations [9, 10] . Other window sizes may increase or decrease algorithmic performance, but a single size was chosen for simplicity. Future work will investigate the impact of window size on the algorithm's performance. The desired estimates are based on a workload model, which is generated using IMPRINT Pro [4] .
Prior work [23] developed a similar algorithm, which relied on physiological metrics (see Table 1) to estimate cognitive and physical workload and subjective surveys to estimate the remaining workload components. Overall workload was calculated using a weighted aggregation of the workload components, where the weights were determined by IMPRINT Pro workload models. The previous algorithm is incapable of estimating workload in real time due to the reliance on subjective surveys. The current algorithm incorporates more sophisticated filtering techniques, does not rely on subjective metrics, uses IMPRINT Pro workload models as the desired workload component estimates, aggregates mapped physiological metrics using multi-variate regression, and uniformly aggregates the workload component estimates into an overall workload estimate. The new algorithm can be used in real time, which is not evaluated in this manuscript.
IMPRINT Pro creates models of complex task networks that designate start and stop times for each task and anchors each task to workload component values (i.e., a conversation is anchored to a speech workload component value of 4.0). The task networks and workload component values are used to derive continuous models across seven workload components: auditory, cognitive, visual, speech, gross motor, fine motor, and tactile. The presented models combine the gross motor, fine motor, and tactile components into the physical workload model. An overall workload model is generated by uniformly aggregating the workload component models.
Although IMPRINT Pro generates workload models, the workload models represent predicted workload outcomes, are static, and do not adjust in real time to the current situation. Additionally, there is uncertainty between the IMPRINT Pro models and the human's actual task, which creates a mismatch between the IMPRINT Pro workload values and the human's actual workload. Using physiological metrics as the foundation of the workload assessment algorithm reduces the uncertainty and provides a more objective workload estimate. The IMPRINT Pro cognitive and physical workload models are simply used to train and validate the algorithm. The IMPRINT Pro auditory, speech, and visual workload models are used to estimate the model's corresponding workload components, due to a lack of objective data. A future algorithm version will use objective metrics to estimate the auditory, speech, and visual workload components.
Adaptive Exponential Smoothing
The algorithm's incorporated metrics and their associated workload response are listed in Table 1 . Each metric is filtered using Yin and Zhang's adaptive exponential smoothing technique [56] , which extends the exponential smoothing formula by adaptively choosing λ based on shifts in the data. The exponential smoothing formula, given in Equation (1), incorporates s k representing the new value for the respective workload metric at time k, λ representing a tuning parameter, and x k−i representing the workload metric's time series,
The value of λ is determined by
A large value (λ 1 ≥ 0.6) is chosen when a step-shift in the data exists, represented by a constant (a) multiplied by the standard deviation (σ ). Otherwise, a small value is chosen (λ 2 ≤ 0.3). The constant a is set to 1 to adaptively choose λ, based on whether the change is greater than the standard deviation of the data segment. A 30s window is applied to each filtered metric, which are then mapped to the same value range to support aggregation.
Metric Mappings
Neural networks map the average of each workload metric to the same range, where each metric has its own corresponding neural network. The neural network output is essentially a noisy estimate of an IMPRINT Pro workload component model and each network was trained using the ADAM optimization algorithm [34] . The neural networks were coded using the TFLearn python library [13] , which builds upon Google's TensorFlow framework [2] . Each neuron's activation function was the TAN H function. The metrics that correlate to only cognitive or physical workload (e.g., heart-rate variability) use a single neuron in each neural network layer (a 1-1-1-1 network) that outputs a noisy estimate of the metric's corresponding workload component. The metrics that correlate to cognitive and physical workload, e.g, heart rate, each use a 3-5-5-1 network. The additional inputs to the 3-5-5-1 networks represent the cognitive and physical task composition, which is determined by the respective IMPRINT Pro cognitive and physical workload models' value at time t divided by the overall workload model value at time t (i.e., CoдnitiveT askComposition = CoдnitiveW orkloadModel (t )/OverallW orkloadModel (t )). The number of neurons per hidden layer for each network were chosen to minimize the mean-squared error loss function. The each neural network output is combined according to workload component to estimate each component.
Workload Equations
The neural network outputs are subjected to a weighted aggregation that results in a workload value for each workload component, where the weights are determined by multi-variate regression. The cognitive workload, W C , and physical workload, W P , equations are provided in Algorithm 1 on lines 8 and 9, respectively. There are instances where posture sway (PS) and posture magnitude (PM) provide no insight into the human's physical workload level (i.e., no torso flexing occurs). Thus, two sets of weights are generated: one that includes posture sway and magnitudes (when > 0) and one that does not. The auditory, W A and visual workload, W V components are estimated using their respective IMPRINT Pro models [4] , as no metrics (Table 1) correlate with said components. While noise level and respiration rate correlate to speech workload, they cannot be used to determine if a human is speaking. Therefore, speech workload, W S is provided by IMPRINT Pro.
The uniform aggregation of the individual workload components results in the overall workload, W O estimate. The estimated overall workload value is mapped to one of n workload states, based on thresholds determined by the IMPRINT Pro workload models used to train the algorithm. Subjective ratings are not used for determining these thresholds. For example, if three IMPRINT Pro workload models representing the underload, normal load, and overload workload states are used to train the algorithm, then the potential thresholds may be 10 and 50. Any value less than 10 is mapped to the underload state, any value greater than 50 represents the overload state, and remaining values represent the normal load state. However, there may be a different number of workload states in other scenarios, i.e., only low-and high-workload states.
ALGORITHM 1: Workload Assessment Algorithm
Input: NeuralNetworks, TaskComposition Output: Table 1 ) 7 ω P = has(PostureMagnitude, TaskComposition) 
Formal Algorithm
Algorithm 1 combines the filtering, metric mappings, and workload estimation into a single algorithm, where ω in lines 1 and 2 represents a tuple of metric weights. The algorithm cycles through the while loop (lines 4-13) until no workload estimate is required. The algorithm generates a workload estimate by filtering the objective metrics using the MapMetrics function (lines [15] [16] [17] [18] [19] [20] , which applies a 30s epoch on line 17, filters the metric using the adaptive exponential smoothing formula on line 18, and applies a neural network to the smoothed data on line 19. The workload component and overall workload values are generated on lines 8-13.
EXPERIMENTAL DESIGN
Physiological data from two human-machine teaming evaluations were used to analyze the workload assessment algorithm. Both evaluations manipulated workload and used a Biopac BioHarness and wireless microphone to collect the objective metrics (see Table 1 ). The Biopac Bioharness chest-strap [31] collects heart rate, heart-rate variability, respiration rate, skin temperature, and posture-based metrics. All independent variables were modeled using IMPRINT Pro. Each workload condition was verified using performance and subjective metrics. A 5-minute break occurred between each evaluation's tasks and trials. Five minutes is a common time period used with physiological measures [46] , since within 5 minutes of the highest-workload task, heart rate drops significantly to within 0.6 beats per minute of baseline values. Demographic data, such as age, gender, caffeine consumption, education level, and subjective stress levels, were collected at the start of each evaluation, and no relevant interactions were identified. A power analysis determined the number of required participants. There is a difference in sample sizes between the evaluations, but the difference is accounted for in the algorithmic analysis, as the same number of data points per evaluation were use for testing and evaluating the algorithm.
Peer-based Evaluation
The peer-based evaluation analyzed differences in workload and task performance in humanrobot peer-based teams [19, 23] . The results were suitable for analysis of the workload assessment algorithm. The peer-based evaluation scenario required training the participants as a civil support team member and focused on indentifying suspicous items, searching for hazardous materials and collecting samples of both liquid and solid hazardous materials. The tasks were ordered in the general order of response steps to a disaster event and partnered a robot with a human [28] .
The repeated-measures design used the responder partner (human and robot) and the tasks as within-subjects elements. The participants completed four tasks with both a human partner (H-H) and a robot partner (H-R). Two sessions were completed, one with each partner, in which, all four tasks were completed. The first task, the photo search task, involved determining whether photographs contained hazardous or suspicious items. The second task, the item search task, involved searching a hallway for hazardous or suspicious items. The third task, the solid contaminant sampling task, required participants to follow a hazard collection protocol for solid samples [29] . The liquid contaminant sampling task followed a similar hazard collection protocol to the third task but adapted for liquid hazards. The tasks were performed in the same order for each participant and team pairing. Each participant received a randomized combination of low-and high-task-workload levels. The evaluation partner presentation was counterbalanced; thus, half of the participants completed the tasks first with the human partner and next with the robot.
Participants.
Eighteen participants completed the evaluation. Four male and five female participants worked with the human partner first (human partner first group) and five male and four female participants were paired with the robot first (robot partner first group).
The mean age of the human partner first group was 22.63 (Standard Deviation (St. Dev.) = 6.16), with a range from 18 to 39, and the robot partner first group mean age was 21.89 (St. Dev. = 5.04) with a range from 18 to 34. The human partner first group rated their search and rescue experience on a Likert scale from 1 (little or no experience) to 9 (very experienced) as a median of 1, with a range from 1 to 9, while the robot partner first group rated their experience with a median of 4.5 with a range from 1 to 7. The human partner first group rated their robotics experience on the same scale as a median of 1, with a range from 1 to 9, while the robot partner first group rated their experience as a median of 3 with a range from 1 to 8. No significant difference existed between the two groups.
The human partner first group slept a median of 6.5 hours (range: 3 to 8) the night before their first session, while the robot partner first group slept 8 hours (range: 7 to 10) and slept significantly more hours, (Wilcox test, U = 8.5, p = 0.012). The human partner first group was awake for a median of 7.13 hours (range: 1 to 12.5) before the first session, while the robot partner first group was awake for 7.63 hours (range: 0.25 to 12.45). No significant differences existed.
The human partner first group slept a median of 6 hours (range: 3 to 9) the night before their second session, while the robot partner first group slept 7.5 hours (range: 3 to 9). The human partner first group was awake for a median of 8 hours (range: 5 to 13) before the second session, while the robot partner first group was awake for 8 hours (range: 2 to 10). No significant difference existed.
Metrics.
The objective metrics included physiological responses (i.e., heart rate, respiration rate, heart rate variability, vector magnitude, steps taken), timing measures (i.e., subtask time, primary task response time, primary task reaction time, primary task failure rate, secondary task failure rate, a memory recall task), and the calculation of task density.
Participants were assigned a secondary task to monitor a walkie-talkie for incoming messages from the Incident Commander for their team, Team 10. An example of a message was, "Incident Command to Team 10: there is a suspicious person running south on Anderson Road." The participant was responsible for recognizing that the message was directed at Team 10 and repeating it to his or her partner when the communication arrived. The failure rate counted each time the participant did not report the message to his or her partner, and a partial failure was identified when the participant was able to respond to the Team 10 message but relayed the message content incorrectly. During low-workload tasks, there were eight total messages; two messages were for Team 10. During high-workload tasks, 6 of the 24 messages were directed to Team 10.
Subjective measures were collected but are not reported in this manuscript.
Environment.
All tasks were located close to one another on the same floor of an academic building at Vanderbilt University. Training took place in a small office with minimal distractions, in which the photo search task also occurred. The item search task occurred in the hallway where random people were able to walk through the environment. Sound traveled into the area from nearby offices, classrooms, and laboratories. The solid contaminant sampling task occurred in an engineering laboratory, isolated from foot traffic, and contained engineering equipment, lab benches, tables, and tools. The liquid contaminant sampling task occurred in a virtual reality laboratory with two large tables on which the task area was focused.
Apparatus.
During the H-H condition, a second experimenter acted as the human teammate. A script, on a tablet computer, dictated verbal interactions between the participant and experimenter. The same male experimenter, who wore a reflective vest, was partnered with all participants.
Participants were instructed that the robot moved and spoke autonomously. The Pioneer 3-DX robot partner's navigation was controlled by an experimenter using line-of-sight teleoperation and a web-cam streaming video to the experimenter's laptop, unbeknownst to the participants. The robot spoke using a digital voice through on-board speakers. Participants donned a wireless microphone headset to amplify their voices when communicating with the robot. The same experimenter that controlled the robot, heard participant questions and responses, and used this knowledge to advance the robot's pre-programmed speech script. The robot's speech script was identical to the H-H condition's verbal script. When participants asked questions, the experimenter chose from a set of pre-programmed responses, repeated the robot's last statement, or wrote in a custom response.
Procedure.
Participants completed the evaluation sessions (H-H and human-robot (H-R)) on different days. The mean days between participants' sessions was 13.25 (St. Dev. = 10.77), where some second sessions were delayed due to participant cancellations and scheduling restrictions.
Upon arrival for the first session, participants completed a consent form and demographic questionnaire. The participants received an evaluation task briefing and were shown a 3-minute 40s training video. Participants donned the Bioharness heart rate monitor, a Looxcie wearable video camera, the Shure microphone headset, a walkie talkie with ear piece, the Fitbit activity monitor, the Scosche Rhythm+ heart rate monitor, and a reflective vest. Participants were introduced to the responder partner, either human or robot, and began the first task, the photo search task.
The photo search task required identifying suspicious items in photographs of an area taken by a surveillance team. The participant was told that a team of robots previously entered the building to photograph rooms and areas that may contain victims, hazardous chemicals, suspicious items, or nothing to investigate. The participant used an Google Nexus 7 tablet computer running the Android mobile operating system to view, search, and edit the photographs. The incident commander, a remotely located experimenter, was responsible for sending photograph folders to the participant's tablet and notes from the investigation team to the responder.
The small office space included two adjacent tables and two chairs. During the H-H teaming condition, the human partner sat at the table on the right, while the participant sat at the table to the left. During the H-R teaming condition, the robot drove to a spot near the table on the right. Participants held the tablet during the task without constraint. No stand was used to prop the tablet on the table. The participant was able to swivel the chair to face the partner, but no movement outside of controlling the tablet was required.
The participant's tablet computer received the transmitted folders of photographs via a document sharing service, Box. Periodically, new folders containing three photographs each, appeared to be investigated. Once the participant reviewed the photograph and identified something suspicious, it was his or her job to edit the photograph in the photo-editing application, Aviary, by circling the item or adding a note to describe why the item must be investigated by a follow-up team. An instruction sheet provided information regarding how to use Box and perform the Aviary photo-editing steps.
Participants performed a training session using test photographs prior to starting the 15-minute task and used the instruction sheet to learn how to use the tablet, Box application, and photoediting system without time pressure. The participant took as long as he or she desired to train on three test photos and to ask questions during the training.
Once the 15-minute task began, two sets of three photographs were searched in the lowworkload condition, and four sets of three photographs were searched in the high-workload condition. The photographs in each folder showed different angled perspectives of rooms, which included areas of the building in which the evaluation took place, such as study areas, classrooms, and a computer laboratory. The folders were presented in the same order for all participants within a workload condition, but different and comparable sets of photographs were used for the H-H and H-R sessions. An example photograph with post-participant annotations is provided in Figure 1 .
A remotely located evaluator uploaded the photographs to the participant's folder visible by the participant at predefined times. During both workload conditions, the first photo set was uploaded immediately before the task began. During the low-workload condition, the second set of photographs was uploaded 7 minutes and 30s into the task, while in the high-workload condition, the four folders arrived with 3 minutes and 45s in between.
Some participants took longer to finish examining the folders. If a participant was not finished with Folder 1 by the time Folder 2 arrived, then they simply opened Folder 2 when they finished Folder 1. If the team finished evaluating Folder 1 and before Folder 2 arrived, then the responder explained that the incident commander uploads folders as soon as photographs become available. An audible beep tone was used (the same tone in all tasks) to indicate when a new folder arrived. Teams viewed the photographs individually; thus, the beeps indicated time pressure for teams that were completing the task slowly. The teams who finished before the next folder arrived were able to know precisely when the new folder arrived and start the investigation immediately.
The second task, the item search task, required conducting an exhaustive search of an environment for potentially hazardous items, while gathering environmental context and air samples. The goal was to identify all hazardous items, while searching as much of the assigned area within the time limit. The participant's role was to locate and photograph the items. The participants wore equipment to simulate personal protective equipment, including safety gloves, goggles, a dust mask, and a 10-pound backpack. The dust mask and backpack represented a civil support team's rebreather. The participant in Figure 2 is wearing the backpack, dust mask, goggles, and gloves. This higher physical activity task involved walking around a hallway. The participants searched areas above the robot's sensors' field of view, while the human or robot partner scanned for hazards near the ground, collected air samples, and alerted the participant if any hazards or high air samples were detected. The team collaborated by discussing whether the detected items were suspicious.
Four items were investigated in the low-workload condition, while eight items were investigated in the high-workload condition. Each of the items investigated in the first session were identical, regardless of the participant's partner. A similar set of items, placed in different locations in the same environment, was used for all participants during the second session, independent of the assigned partner. The first session items are depicted in Figure 3 , where the starred items were only used in high-workload tasks. The items used for the second session are depicted in Figure 4 with the same denotation for the additional high-workload items.
Either teammate determined whether the team needed to stop to investigate an item, though the responder teammate only did so when the participant missed an item that required investigation. During the task, the responder paused the search to send current information to incident command and waited for a response indicating approval to continue the search. Incident command's messages were indicated with an audible beep at pre-defined times (i.e., 3:45, 7:30, 11:15, and 15:00). Teams completed the investigation of items in varying time lengths; thus, the beep created time pressure for the slower teams. The teams who finished before the next message arrived were able to know precisely when the new notification was received.
The solid contaminant sampling task, the third task, required collecting samples from potentially hazardous solids in a room. The participant donned safety gloves and goggles. This task had a lower physical activity level, because the items were in close proximity and the participant did not wear the weighted backpack. The participants collected samples of the solids stored in various containers using a sterile collection kit by following guidelines audibly provided by the responder partner. These guidelines included detailed procedures that required strict compliance for maintaining safe and sterile sampling procedures. These evaluation steps were based on published government standards for the bulk sample collection of visible powders and suspected biological agents [29] . The partner indicated which solid to sample based on a message from the incident commander.
The partner provided hazard collection instructions and requested information from the participant regarding each potential hazard. Figure 5 depicts a participant completing this task.
The team entered the room with hazards visible on a table. The hazards were containers (e.g., clear plastic storage container, glass jar, and a film canister) filled with unknown, colored solids (colored sand and baby powder). Participants used sampling kits, transported in a large gardening wagon, to collect small samples from subset of the hazards in the order requested by the incident commander. Each kit contained two sandwich-sized zip-lock plastic bags, one 4-ounce glass sample jar, one stainless steel scoopula, and one alcohol wipe, all placed in a gallon-sized storage bag and wrapped in a diaper to maintain sterility and protection from breakage. The wagon contained mailing labels to seal the bags and one permanent marker for writing the time on the seal. The participants were free to move the wagon, which was stationed at the room's entrance in the same place for each session.
Two samples were assigned in the low-workload condition, and four samples were assigned in the high-workload condition. The collection steps are presented in Figure 6 . The messages regarding additional samples were marked by an audible beep, which added time pressure for slower teams.
The liquid contaminant sampling task required following hazardous material sample collection procedures that dictate conducting the collection from the least hazardous materials to the most hazardous materials [29] . The participants sampled liquids, while wearing safety gloves, goggles, a dust mask, and the 10-pound weighted backpack, simulating the cumbersome personal protective gear (see Figure 2 ). This task had higher physical activity, as it required walking around a larger laboratory space between the samples, and wearing the backpack. The gloves and mask added extra physical workload by increasing the task difficulty, such as opening plastic bags.
The sampling steps were similar to the solid contaminant sampling task. The highly structured protocol, based on government requirements, ensured sterile and safe collection of the "toxic liquid hazards." The partner provided guidelines and gathered information from the participant.
Participants entered the room with two tables, each with containers (e.g., sports water bottle, glass jar, Pepsi bottle) containing liquids (water dyed with various hues of food coloring). Nine containers were set out for all tasks in the same configuration for each evaluation during both sessions. The first session assigned a different subset of the nine containers than the second session.
The collection kits contained two sandwich-sized zip-lock plastic bags, one four-ounce glass sample jar, one plastic pipette, one drop cloth cut from plastic sheeting (approximately 2 feet by 1 foot), and one alcohol wipe. The drop cloth was placed under the sampling area to catch potential spillage. The kits were stored in a gallon-sized plastic bag and wrapped in a diaper to maintain sterility and protection from breakage. The kits were stored in the gardening wagon stationed near the room's entrance. The wagon also held the mailing labels for sealing the sample and a marker for labeling it. Participants were able to move the wagon at their discretion.
The liquid contaminant collection steps are presented in Figure 7 . The participant and responder roles were similar to that in the solid contaminant sampling task. Two samples were assigned in the low-workload condition, while four samples were assigned in the high-workload condition. Beeps indicated when a new sample request arrived and added time pressure to slower teams.
After all four tasks, the participants returned for the second session, completing a questionnaire regarding their prior night's sleep, donning the equipment, and completing the evaluation in the identical task order as the first session, independent of responder partnering-human or robot.
Supervisory-based Evaluation
The supervisory-based evaluation focused on workload and task performance for supervision of a remotely-piloted aircraft using the NASA Multi-Attribute Task Battery (MATB-II) [12] . Four concurrent tasks are incorporated into the NASA MATB-II: tracking, system monitoring, resource management, and communication monitoring. The tracking task required using a joystik to track an object. The system monitoring task required intervening when an error occurred within the remotely piloted aircraft, while the resource management task required monitoring and maintaining the aircraft's fuel levels. The communication task required responding to air traffic control requests.
Each participant completed three 15-minute trials designed to elicit one of three workload states: underload, normal load, and overload. The evaluation is a repeated-measures design, with the workload states as the within-subjects element. Participants were randomly assigned to one of six trial orderings to counter-balance the workload conditions and reduce ordering effects.
Supervisory control [15, 50] is defined as human supervising robot(s) by specifying the robots' actions, monitoring task completion, and intervening if need be. Each participant read a script prior to training on the NASA MATB-II to stage the supervisory scenario. The script detailed that the participant was monitoring an unmanned aerial vehicle surveying an area. If the vehicle found a target, then the participant was to control the tracking of the target (tracking task). Errors occurred in the form of gauges and lights, which the participant was instructed to fix (system monitoring task). Participants were told to monitor and maintain the vehicle's fuel levels (resource management task) as well as respond to communications (communication monitoring task).
Participants.
The 30 participants (18 female and 12 male) had a mean age of 25.70 (St. Dev. = 8.65), with an age range from 18 to 62. Video game experience may impact participants' performance on the NASA MATB-II, due to the multi-tasking nature of the task environment. Twenty-five participants played video games for three or less hours per week. Participants indicated that they exercise a mean of 3.86 (St. Dev. = 1.59) times per week. Seventeen participants did not drink any caffeine the day of the experiment, while six drank ≤ 16 oz. and seven drank ≥ 16 oz.
The participants slept an average of 6.58 (St. Dev. = 1.57) hours the night before the first day of the experiment and an average of 6.78 (St. Dev. = 1.85) hours two nights prior. The participants' stress levels rated on a Likert scale (1 = little to 9 = extreme) and were rated on an average of 2.90 (St. Dev. = 1.76), while fatigue levels were rated on average of 2.83 (St. Dev. = 1.32) on the same scale. A Kruskall-Wallis test found no significant effect of sleep, fatigue, or stress on workload.
Metrics.
Objective and subjective workload measures were collected throughout the evaluation. The BioHarness measured heart rate, respiration rate, skin temperature, body activity, and posture (via a three-dimensional accelerometer). Noise level was collected using a decibel meter. Heart rate variability was derived from the BioHarness's ECG signal.
The NASA MATB-II automatically collected performance metrics of the tasks. The tracking task's performance was measured by the error in pixels between the center of the cross-hairs and the center of the object, which was collected every 15s. The system monitoring task's performance was determined by response time and failure rate. Response time was the number of seconds a participant took to click on a light or gauge once the respective light or gauge goes out of range, while failure rate represented the number of out of range lights and gauges that were not corrected (i.e., clicked) within 15s. The resource management task's performance was determined by the time fuel Tanks A and B were out of range (i.e., the fuel levels were not between 2,000 and 3,000 units). The fuel levels of each tank were collected every 30s. The number of failed communication requests (i.e., the participant failed to respond or the number of times the radio was tuned to the wrong frequency), determined the communications task performance.
Environment.
The evaluation occurred in a faculty office at Vanderbilt University's campus. The participants sat in front of a single computer monitor, using a mouse and a joystik to interact with the NASA MATB-II. The experimenter sat behind and to the side of the participant.
Procedure.
Participants completed a consent form and a demographic questionnaire upon arrival. The participants were fitted with the BioPac Bioharness and a microphone before reading a script to stage the scenario. A 10-minute training session occurred before starting the first trial.
The tracking task, depicted in the top, center of Figure 8 , required participants to keep the circle with a blue dot in the middle of the cross-hairs using a joystick. Workload was manipulated by setting the tracking mode: automatic (low) and manual (high). The underload condition used the automatic mode, with no input, for the entire trial, while the overload condition required the manual mode, or full control, for the entire trial. The normal workload condition switched between manual and automatic modes approximately every 2.5 minutes, which was determined using IMPRINT Pro. The text in the lower-right corner of the tracking task area indicated task mode.
The system monitoring task required monitoring two colored buttons and four gauges, shown in the upper left of Figure 8 . If the green button turned gray (off) or the other button turned red (on), then the value was out of range and required resetting by selecting the button. The four gauges have a randomly moving indicator, up and down, that typically remained in the middle.
Participants clicked on a gauge if it was out of range (i.e., the indicator was too high or too low). The underload condition had 1 out-of-range instance per minute, overload had 20 instances per minute, and normal load had 5 instances per minute.
The resource management task included six fuel tanks (A-F) and eight fuel pumps (1) (2) (3) (4) (5) (6) (7) (8) , shown in the bottom center of Figure 8 . The arrow by the fuel pump's number indicated the direction fuel was pumped. Participants were to maintain the fuel levels of Tanks A and B by turning the fuel pumps on or off. Fuel Tanks C and D had finite fuel levels, while Tanks E and F had an infinite fuel supply. A pump turned red when it failed. Zero pumps failed during the underload condition, while two or more pumps failed during the overload condition. The normal load condition switched from zero pumps failing to one or two pumps failing every minute.
The communications task required listening to air-traffic control requests for radio changes. A communication request may be "NASA 504, please change your COM 1 radio to frequency 127.550." The original MATB communications task required no speech, but a required verbal response was added. A response may be "This is NASA 504 tuning my COM 1 radio to frequency 127.550." Participants were to change the specified radio to the specified frequency by selecting the desired radio and using arrows to change the radio's frequency, as depicted in the lower left of Figure 8 . Communications not directed to the participants' aircraft, as indicated by the call sign, were to be ignored. The underload condition contained fewer than or equal to two requests, the overload contained more than or equal to eight, and normal load contained two to eight requests per minute.
ALGORITHM ANALYSIS
The algorithm analysis was performed from three different perspectives: workload assessment algorithm, task generalizability, and cross-interaction paradigms. The workload assessment algorithm analysis focused on the algorithm's ability to classify workload and generalize across populations and human-robot teaming paradigms, while the task generalizability analysis determined whether the algorithm generalizes across peer-based tasks. The cross-interaction paradigm analysis focused the impact of including peer-based human-human teaming data during training on assessing workload for peer-based human-robot teams.
The algorithm was trained in a supervised fashion, where the inputs were the physiological data from time (t − 30) to time (t) and the expected output is the corresponding IMPRINT Pro workload model value. No subjective ratings were used in the training and validation of the algorithm. The algorithms' estimates were compared to the corresponding IMPRINT Pro model workload values using descriptive statistics, while the Kruskal-Wallis test determined if the algorithms' estimates differed between workload conditions. Classification accuracy determines if the algorithm can accurately detect workload states and was calculated by dividing the number of correctly classified data points by the total number of data points. Pearson's correlation analysis analyzed the algorithms' ability to track workload changes within and across workload conditions.
Workload Assessment Algorithm Evaluation
Three different datasets were used to separately train the algorithm, resulting in three trained algorithms: the peer-based evaluation's data (PEER), the supervisory-based evaluation's data (SUP), and a combination of both evaluations' data (BOTH). The PEER dataset consisted of 12 participants from only the human-robot teaming condition, (70% of the peer-based human-robot data), and the SUP dataset consists of 14 participants, (50% of the supervisory-based data). The participants for each set were chosen at random. The different number of participants differed due to equating the total number of data points used to train the algorithm variants, as more training data potentially increases performance and creates an unbalanced comparison. The BOTH dataset aggregated the PEER and SUP datasets, which allowed aggregation for determining whether a single trained algorithm may be used in both human-robot teaming paradigms. Each trained algorithm was evaluated using the respective test dataset, which included four peer evaluation participants (30% of the peer-based data) and six supervisory evaluation participants (16% of the supervisory-based data). The workload assessment algorithm was also trained on 20 supervisory-based participants and tested on the other 10 participants, creating a 70/30 split for training and testing datasets. The results for this algorithm variant, while not presented in this manuscript, are virtually identical to the SUP algorithm's performance and are available online. 1 Thresholds for classifying the workload states were extrapolated from the IMPRINT Pro workload models and differ by evaluation. The supervisory evaluation thresholds were the mid-points between the maximum and minimum values for the condition pairs, underload-normal load and normal load-overload, respectively. Overlap existed between the peer-based evaluation's conditions; thus, the threshold is the median between the minimum low-workload value and the maximum high-workload value. The minimum and maximum values for each workload condition and the thresholds between each condition by evaluation are presented in Table 2 . The IMPRINT Pro model descriptive statistics for the peer and supervisory evaluations are found in Tables 3 and 7,  respectively. Classification accuracy determines how well the workload assessment algorithm discriminates between workload conditions and generalizes across populations. Hypothesis H 1 predicts that the algorithm will correctly classify workload states for each workload component and overall workload at least 80% of the time. This hypothesis tests the algorithm's population generalizability, as the testing set contains data from participants that are not in the training set. Classification accuracy is used to examine the algorithm's ability to generalize across human-robot teaming paradigms; however, it is expected that accuracy will decrease when the algorithm is not trained on the teaming relationship specific data. Thus, hypothesis H 2 predicts that the algorithm will correctly classify workload states for each workload component and overall workload at least 70% of the time, when not trained on the human-robot teaming relationship's specific data. The algorithm's ability to track workload shifts is an important factor for workload prediction and estimation, particularly for a system intended to adapt to the human's current and projected workload state. Hypothesis H 3 predicts that the algorithm's estimates will positively and significantly correlate with the IMPRINT Pro workload models, as a positive significant correlation indicates tracking of a workload shift.
The results for the three algorithms (SUP, PEER, BOTH) are presented by teaming evaluation. Bold represents highest accuracy per column.
Peer-based Evaluation Results.
The peer-based evaluation contains low-and highworkload conditions. The IMPRINT Pro's modeled workload values and the algorithms' estimates for each workload condition are presented in Table 3 . The PEER-and BOTH-trained algorithms' estimates are within a standard deviation of the IMPRINT Pro workload model values for each workload component. The SUP algorithm generally overestimated workload, due to the supervisory workload model values having a wider range, from minimum to maximum. The Kruskal-Wallis test determined that each trained algorithm's workload estimates significantly differed between workload conditions, except for the SUP algorithm's physical workload estimates.
A workload assessment algorithm must be able to detect various workload states to be viable for adaptive teaming systems. The algorithms' classification accuracy for low-and high-workload conditions is presented in Table 4 . The PEER-trained algorithm achieves >90% classification accuracy for each workload component. The BOTH and SUP algorithms classify cognitive and overall workload correctly at least 80% of the time, but both algorithms achieve lower physical workload accuracy. The SUP algorithm's physical workload accuracy is <70%, due to the algorithm receiving 
Workload Training
Peer Evaluation Task no prior training on the peer-based data. There is a negligible difference between the PEER-and BOTH-trained algorithms when classifying overall workload. It is interesting that the PEER algorithm achieves the lowest cognitive workload accuracy for the high-workload condition, which is due to the PEER algorithm underestimating high cognitive workload. Underestimating highworkload conditions means that the algorithm's estimates will be closer to the threshold between low and high workload, which decreases classification accuracy. The peer evaluation workload conditions can be decomposed by task (T 1 − T 4) and workload condition (L or H ). The classification accuracy by peer evaluation task and workload condition is provided in Table 5 . The PEER algorithm achieves the highest physical workload classification accuracy for each task-workload condition pair, while achieving the highest classification accuracy for six of the cognitive workload task-workload condition pairs and seven of the overall workload task-workload condition pairs. The BOTH algorithm achieves the second-highest classification accuracy for each workload component, which is expected. The PEER-and BOTH-trained algorithms achieve >80% accuracy when classifying cognitive or overall workload, with a negligible difference between the algorithms' overall workload classification accuracy for five tasks. The SUP algorithm achieves >80% accuracy for six of the cognitive and all overall task-workload condition pairs. The SUP algorithm has poor physical workload classification.
The algorithms' tracking of workload shifts is analyzed using the Pearson's Correlation Coefficient. The correlation coefficients between the algorithms' estimates and workload models within and across the workload conditions for the entire evaluation are presented in Table 6 . The Across column shows that each trained algorithm produced significant correlations across workload conditions, meaning that each algorithm can track large workload shifts (e.g., a shift from low to high workload). The significant correlations in the Within columns indicate that each algorithm can also track small workload shifts (i.e., a change in workload within the low-workload condition). The PEER-trained algorithm produced the highest correlations, followed by the BOTH algorithm.
It is not surprising that the PEER-trained algorithm produced the best results. The BOTH algorithm also produced very good results, even when incorporating the supervisory training data. The SUP algorithm performance is acceptable for the cognitive and overall workload assessments but is unable to accurately assess physical workload for the peer evaluation.
Supervisory-based Evaluation
Results. The IMPRINT Pro modeled workload values and the algorithms' estimates for each supervisory condition (underload (UL), normal load (NL), and overload (OL)) are presented in Table 7 . The SUP-and BOTH-trained algorithms' estimates are within one standard deviation of each IMPRINT Pro workload model for each workload The workload assessment algorithm was designed to classify various workload levels. The algorithms' supervisory classification accuracies are presented in Table 8 . Each trained algorithm achieves a 100% classification accuracy for the underload condition and has ≥85% accuracy for the normal load condition for each workload component. The SUP and BOTH algorithms achieve ≥90% classification accuracy for the overload condition, while the PEER algorithm is unable to classify the condition due to the PEER training data's maximum value being lower than the threshold (49.20, Table 2 ) between the normal load-overload task condition pair. The supervisory evaluation cannot be easily decomposed into separate tasks that permits analysis of the individual tasks for the classification accuracy; thus, such results are not presented.
The algorithms' ability to track workload shifts is analyzed using the Pearson's correlation coefficient analysis. The correlations for within and across workload conditions are presented in Table 9 . The significant correlations in the Across column indicate that the algorithms can track large workload shifts; however, each trained algorithm has difficulty tracking small workload shifts in the underload and overload conditions for the cognitive workload component. The negative cognitive workload correlations are due to the static nature of the IMPRINT Pro workload models. A human's physiological signals typically oscillate, resulting in oscillating workload estimates; thus, the estimates oscillate around the static workload model values, resulting in negative correlations. The SUP algorithm performs the best, followed by the BOTH algorithm for the supervisory relationship. The PEER algorithm performs well, except when classifying the overload state.
Workload Assessment Algorithm
Discussion. Real-world dynamic domains, such as first response, contain multiple tasks with varying workload compositions. It is essential that a workload assessment algorithm classify workload for each task within the domain to be viable in realworld dynamic domains, which requires assessing overall workload and each workload component. The state-of-the-art algorithms typically only assess cognitive workload [24] ; thus, limiting the algorithms to cognitively focused tasks. The presented workload assessment algorithm overcomes this limitation by estimating overall workload and each workload component. The current effort limits the workload components to cognitive and physical workload.
H 1 evaluates the algorithms' ability to classify cognitive, physical, and overall workload by stating that each algorithm will correctly classify workload states ≥80% of the time when trained and tested on data from the same evaluation. The hypothesis was upheld for the SUP and PEER algorithms, when the algorithms are classifying data from their corresponding evaluation (i.e., the PEER algorithm classifying the peer evaluation's data). The hypothesis was not upheld for the BOTH algorithm for the peer evaluation's physical workload component, which indicates that the supervisory data negatively impacts the classification accuracy. However, the BOTH algorithm achieves a 79% physical workload classification accuracy, which is slightly below the threshold.
The long-term objective is to develop an adaptive workload system that generalizes across human-robotic interaction paradigms; thus, H 2 evaluates the algorithms' classification accuracy across interaction paradigms. The hypothesis was partially supported. The peer evaluation's SUP algorithm achieves >80% classification accuracy when classifying cognitive and overall workload but achieves poor classification for physical workload. Likewise, the supervisory evaluation's PEER algorithm achieves high classification accuracy for the underload and normal load conditions for overall workload and each workload component but cannot classify the overload condition due to the peer training data's maximum value being below the threshold value separating the normal load and overload conditions. A limitation is that the algorithm must be trained on a similar set of workload conditions to generalize across human-robotic interaction paradigms.
H 3 evaluated the ability to track workload shifts and was supported for all algorithms when using the peer evaluation dataset. The supervisory dataset analysis only provided partial support, as large workload shifts were tracked, but not small shifts in the underload and overload conditions. The underload and overload models are typically static (low variance), due to limits on the models (e.g., the underload model cannot go below zero). However, a human's physiological signals can oscillate; thus, the algorithms' estimates fluctuate around the static models, resulting in low correlations.
The developed workload assessment algorithm typically achieves the highest accuracy when using data from the same interaction paradigm. However, the BOTH algorithm that incorporates an equal number of data points from both datasets does achieve the highest accuracy in some cases, demonstrating the benefit of training using both datasets. The BOTH algorithm's high accuracy indicates the potential for using a single algorithm for both types of tasks and interaction paradigms. However, it is uncertain how the algorithm will perform in other human-robot interaction paradigms, beyond the evaluated paradigms.
Task Generalizability Analysis
It is important that a workload assessment algorithm be capable of generalizing across tasks within a human-robot teaming paradigm, as it is infeasible to train an adaptive teaming system on every task a human may complete within the teaming paradigm. Only data from the peer-based evaluation were used to assess the algorithm's task generalizability, as the supervisory evaluation's tasks are concurrent and not easily separated. The workload assessment algorithm was cross-validated using a leave-one-task-out approach [7] , which creates four trained algorithms. Each algorithm was trained on three peer-based tasks using data from all 18 peer-based participants. The testing set was the data from all 18 participants for the peer-based task that was not used for training. Individual differences may not affect the results, as data from each participant were used to train each algorithm. The thresholds for classifying the workload conditions are the same as Table 2 .
It is expected that classification accuracy will decrease when the algorithm is not trained on a specific peer-based task; thus, hypothesis H 4 predicts that the algorithm will correctly classify workload states for each workload component and overall workload at least 70% of the time when trained on three peer-based tasks and tested on the remaining task. Although classification accuracy will decrease, it is expected that each trained algorithm will track workload shifts for an 
Task Generalizability Results.
Only the results for the algorithms' performance on each testing set are presented. For example, a result for T 1 L represents the testing set performance for the algorithm trained on tasks two, three, and four for both workload conditions (low (L) and high (H)). The algorithms' estimates and model's mean and standard deviation's are presented in Table 10 . The algorithm underestimated cognitive workload for the high-workload tasks and overestimated physical workload for the low-workload tasks. The algorithm's overall workload estimates were close to the model's values.
Correctly classifying workload for unforeseen tasks is essential to an adaptive teaming system, as it is infeasible to collect data for all tasks. The algorithms' classification accuracies by task and workload component are provided in Table 11 . The algorithms correctly classify workload ≥70%, except for T 4 L , due to the PEER algorithm having low physical workload classification accuracy.
The algorithm's ability to track workload shifts for each task is analyzed using the Pearson's correlation coefficient, which are presented in Table 12 . Each algorithms' estimates significantly correlates with each corresponding model, which demonstrates that the algorithms' estimates correctly reflects workload shifts for unforeseen tasks.
Task Generalizability Discussion.
A workload assessment algorithm's ability to generalize across tasks within the same human-robot teaming paradigm is essential for an adaptive teaming system, as it is difficult to collect training data for each task within a paradigm. Hypothesis H 4 focused on evaluating the algorithm's task generalizability and is supported for cognitive and overall workload classification. The hypothesis is only partially supported for physical workload classification, as the algorithm fails to correctly classify physical workload for T 4 L at least 70% of the time. This result is due to task T 4 L substantially differing from the other peer-based tasks. Partially supporting hypothesis H 4 for physical workload classification is not detrimental to the algorithm's task generalizability, as the average physical workload accuracy is above 70%. Further, none of the state-of-the-art workload assessment algorithms generalize across tasks; thus, showing that the algorithm generalizes across tasks for cognitive and overall workload, a significant contribution.
The workload assessment algorithm's estimates must accurately reflect a shift in workload regardless of the task, which represents hypothesis H 5 . This hypothesis is upheld, as the algorithm's estimates significantly correlate to the workload model values for each task. Having high confidence that a shift in the algorithm's estimates correctly represents a shift in workload allows an adaptive teaming system to better gauge the affect an adaptation has on the human's workload state. For example, if the human's is overloaded and the workload estimates show the workload level is decreasing appropriately, then the adaptive system can be confident that no adaptation is needed.
The task generalizability analysis demonstrates the workload assessment algorithm's ability to generalize across similar tasks for the PEER dataset. However, it is unclear whether the algorithm can generalize across tasks for other human-robot teaming domains or what happens if an unforeseen task differs substantially from the tasks on which the algorithm was trained.
Cross-Interaction Paradigm Analysis
The peer-based evaluation included human-robot and human-human teaming scenarios, which allows for analyzing the impact that training with additional workload data from the humanhuman teaming interaction paradigm has. The IMPRINT Pro model results indicate that the human-human teaming tended to have lower workload than the human-robot scenario, but a Kruskal-Wallis test found no significant differences. This analysis focuses solely on the peer-based relationship, as the supervisory-based evaluation did not include human-human teams. Three algorithms were trained: only human-human data (HH), both the human-human and humanrobot data (HH-HR), and only the human-robot data (PEER), the same dataset as in Section 5.1. Each algorithm was trained using data from 12 peer-evaluation participants, while data from 6 peer-evaluation H-R participants were used for testing. The workload classification thresholds are provided in Table 2 .
It is expected the the human-human teaming data will minimally impact the algorithm's classification accuracy for human-robot teams; thus, hypothesis H 6 predicts that the HH-HR algorithm's classification accuracy will be within 5% of the PEER algorithm's accuracy. The hypothesis also predicts that the HH algorithm's classification accuracy will be within 5% of the PEER algorithm's accuracy, as there is no significant difference between the IMPRINT Pro models for each teaming scenario. Further, it is expected that the HH-HR and HH algorithms will be able to track workload shifts. Hypothesis H 7 predicts that both algorithm's workload estimates will significantly and positively correlate with the workload models for each peer-based task.
Cross-Interaction Paradigm Results.
The workload assessment algorithm's crossinteraction paradigm performance is examined by comparing the algorithms' estimates to the IMPRINT Pro modeled workload values for the peer-based human-robot teaming tasks. The algorithms' estimates are provided in Table 13 . The HH-HR algorithm's estimates are within a standard deviation of the IMPRINT Pro workload model values for each workload component. The HH algorithm's physical and overall workload estimates are within a standard deviation of the IMPRINT Pro values, but the algorithm's workload estimates for high cognitive workload are not. The HH and HH-HR algorithms tend to overestimate high physical workload and underestimate low workload but do so minimally. The Kruskal-Wallis test found that each algorithms' estimates significantly differed between workload conditions. All three algorithm's estimates are within 10% of each other, illustrating that the respective trained algorithm produces accurate workload estimates. Each algorithm must accurately classify workload for the peer-based evaluation's H-R teaming scenario. The algorithms' classification accuracies are presented in Table 14 . The HH-HR algorithm achieves high classification accuracy for overall workload and its components. However, the models are used to analyze the algorithms' ability to track workload shifts within and across workload conditions. The correlation coefficients are presented in Table 15 . The algorithm's estimates significantly correlate with the IMPRINT Pro workload models, demonstrating that each algorithm tracks workload shifts across and within workload conditions. The correlation coefficients for each algorithm are similar to each other, thus, illustrating that the H-H teaming data do not negatively impact the algorithm's ability to track workload shifts.
Cross-Interaction Paradigm Discussion.
Incorporating human-human teaming data can increase the amount of available training data, but it must have a minimal impact on an adaptive teaming system's ability to classify workload for human-robot teaming scenarios. Hypothesis H 6 focuses on such impacts to the algorithm's classification accuracy by stating that the HH-HR and HH-trained algorithms' accuracy will be within 5% of the PEER-trained algorithm's accuracy. The hypothesis is fully supported, which demonstrates that the human-human teaming data do not significantly impact the algorithm's classification accuracy for human-robot teaming paradigms. Further, the algorithm trained only on human-human teaming data still achieved high performance for human-robot teaming scenarios, as the two scenarios have similar workload levels.
The HH-HR-trained algorithm also needs to track workload shifts within and across workload conditions. Hypothesis H 7 states that the HH and HH-HR-trained algorithms' estimates will significantly correlate with the IMPRINT Pro workload models. The hypothesis is supported, which illustrates that incorporating human-human teaming data did not impact the algorithm's ability to track workload shifts within and across workload conditions. Similarly, an algorithm trained solely on human-human teaming data tracked workload shifts for a human-robot teaming scenario. Overall, the workload assessment algorithm trained on human-robot and human-human teaming datasets did not substantially decrease performance. Further, an algorithm trained on a human-human teaming scenario achieved high performance in a similar human-robot scenario.
CONCLUSION
The diagnostic workload assessment algorithm's ability to classify workload for multiple teaming paradigms, generalize across populations, and generalize across tasks is analyzed by training the algorithm on multiple datasets. The results highlight that the algorithm achieves high classification accuracy when trained and tested on data from the same human-robot teaming paradigm. Further, the algorithm generalized across the participant populations for each human-robot teaming evaluation. The algorithm's task generalizability was analyzed using tasks from the peer-based evaluation, which showed that the algorithm generalized across peer-based tasks for cognitive and overall workload estimation. The impact of training the algorithm on multiple datasets was also analyzed by training the algorithm on two human-robot teaming datasets and on the peer-based evaluation's human-human and human-robot datasets. The results demonstrated that there is minimal negative impact on the algorithm's performance.
A common theme among the algorithm analyses is that the workload assessment algorithm had some difficulty assessing physical workload for the peer-based evaluation, which is not due to the nature of the physical workload assessment but rather due to the algorithm's workload sensitivity. The algorithm had little difficulty discriminating between supervisory-based evaluations of workload conditions, as there were extremely large effect sizes between the conditions (Cohen's d > 1.0). Effect sizes were calculated using the IMPRINT Pro workload models. The algorithm's performance decreased for the peer-based evaluation, as the effect sizes were smaller. The effect sizes for the peer-based evaluation's cognitive and physical workload conditions are still considered large, while there is a medium effect size between the physical workload conditions. This effect size analysis shows that the algorithm is sensitive to large workload differences, but sensitivity decreases for smaller differences, which is not surprising. It is difficult to compare the algorithm's sensitivity to the state-of-the-art algorithms, as the other algorithms do not examine sensitivity. The state-of-the-art algorithms only present classification accuracy, which is dependent on the difference between workload conditions, but effect sizes cannot be extrapolated from classification accuracy.
The current algorithm relies on workload models to assess the visual, auditory, and speech workload components. The algorithm will be extended to estimate the auditory and speech workload components using appropriately sensitive workload metrics (e.g., noise level, speech rate, speech response time) that provide values for the respective workload equations. Visual workload is difficult to estimate in dynamic domains (e.g., first response), as eye-tracking metrics require known focus regions. Thus, for real-world dynamic domains, a visual workload model will continue to be used to assess this workload component, at least until appropriate technology is available. The current workload assessment algorithm assumes that the human's task is always known; however, this will not be the case for dynamic real-world domains. Such domains will require activity recognition to identify the humans' tasks; thus, an activity recognition algorithm (e.g., [16, 41, 49] ) can be integrated to identify the current task focus.
Diagnostically assessing workload is imperative for the envisioned adaptive teaming system, as assessing overall workload and each workload component determines what distinct components are contributing to the overall workload state or simply why the human is in the current workload state. Identifying the distinct contributing components permits targeted adaptions to the components to normalize the workload state. An adaptation based solely on the overall workload state cannot target a specific workload component; thus, the adaptation may be ineffective (i.e., reallocating a task that is not a primary contributor to the workload state). A diagnostic workload assessment permits projection of future interactions or task allocations onto the human's current workload state to determine and account for the potential impact.
The presented workload assessment algorithm estimates the cognitive and physical workload components based on objective metrics (i.e., physiological signals) and uses models to estimate the auditory, visual, and speech workload components. The component workload estimates are combined into an overall workload value that is used to determine the human's workload state, and if task performance is likely to decrease due to the human's current state. The workload component values can be used to normalize the human's workload state by modifying a robot's interaction modality or the distribution of tasks across team members based on the distinct workload components. Data from two human-robotic interaction evaluations was used to evaluate the workload assessment algorithm's ability to classify workload, generalize across populations, and generalize across two human-robot teaming paradigms: peer and supervisory. Further investigation is need to determine the algorithm's performance on other human-robot teaming paradigms.
