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Abstract: In this study, an electronic nose (E-nose) consisting of seven metal oxide semiconductor
sensors is developed to identify milk sources (dairy farms) and to estimate the content of milk
fat and protein which are the indicators of milk quality. The developed E-nose is a low cost and
non-destructive device. For milk source identification, the features based on milk odor features from
E-nose, composition features (Dairy Herd Improvement, DHI analytical data) from DHI analysis and
fusion features are analyzed by principal component analysis (PCA) and linear discriminant analysis
(LDA) for dimension reduction and then three machine learning algorithms, logistic regression (LR),
support vector machine (SVM), and random forest (RF), are used to construct the classification model
of milk source (dairy farm) identification. The results show that the SVM model based on the fusion
features after LDA has the best performance with the accuracy of 95%. Estimation model of the
content of milk fat and protein from E-nose features using gradient boosting decision tree (GBDT),
extreme gradient boosting (XGBoost), and random forest (RF) are constructed. The results show that
the RF models give the best performance (R2 = 0.9399 for milk fat; R2 = 0.9301 for milk protein) and
indicate that the proposed method in this study can improve the estimation accuracy of milk fat and
protein, which provides a technical basis for predicting the quality of milk.
Keywords: electronic nose; milk; quality estimation; source identification
1. Introduction
Milk contains more than 100 chemical ingredients such as water, fat, phospholipids, proteins,
lactose, inorganic salts, and other primary compounds [1,2]. The composition of milk is very complex.
The mixture of lower fatty acids, acetones, acetaldehydes, carbon dioxide, and other volatile substances
affects the odor of milk. Among them, sulfide is the main component of fresh milk odor. The flavor
substances in milk are influenced by many factors, mainly produced by four forms, one of which is the
reaction of milk fat, milk protein, and carbonic acid, etc. Triacylglycerols, fatty acids, diacylglycerides,
saturated/polyunsaturated, and phospholipids in milk fat are directly related to the flavor of milk [3,4].
The degradation products of protein, fat, and lactose in milk are fatty acids, sulfur-containing
amino acids, thiamine, etc. The decomposition process of these substances will produce volatile
compounds [5–7]. Due to the different feed and growth environment of the cows from each dairy
farm, the odor of milk produced is quite different [8]. The content of milk protein and milk fat
plays a significant role in milk quality evaluation. The process of degradation for milk fat and milk
protein or the interaction between derivatives can affect the milk’s odor compounds [9]. Therefore,
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the establishment of the milk detection model is of considerable significance to the identification of
milk source and improvement of milk quality.
The traditional method to identify milk’s geographical origin is through physical tracking methods
such as recording by experimenters. In recent years, many chemical analysis methods have been used
to distinguish the origin of milk, such as the stable isotope ratio analysis method [10,11], the trace
element content analysis method, and the nuclear magnetic resonance method [12]. At present,
domestic and foreign research by near-infrared spectroscopy [13], microorganism physicochemical
analysis [14,15], and DHI laboratory testing have achieved excellent results in quantitative detection of
milk components [16]. However, these methods still have the disadvantages of high cost, low detection
efficiency, vulnerability to damage, and cannot realize real-time detection of milk products. Therefore,
it is essential to find a fast and efficient non-destructive testing method.
As a new gas detection and analysis technology, E-nose has reliable portability and simple
operation, making food non-destructive testing easier [17–19]. The E-nose is a low cost digital electronic
device that can mimic human olfaction. It can quickly evaluate complex, volatile gas mixtures and
has been used in milk recognition, differentiation, and detection [20,21]. Bougrini et al. [22] used a
hybrid E-nose and a voltammetric E-tongue to distinguish different pasteurized milk brands and their
storage day. Tong et al. [23] analyzed the concentration of volatile substances in pre-heated skimmed
milk using an E-nose and found that there was a good relationship between volatile compounds and
sensory attributes through partial least squares regression (PLSR) model analysis. Although E-nose has
been applied to the detection of dairy products, its performance still needs improvement. Analyzing
E-nose signals using advanced machine learning techniques would enhance detection and estimation
performance [24].
Therefore, this study proposes a fast identification method based on E-nose technology and
machine learning techniques for milk source (dairy farm) identification and milk quality estimation.
The developed E-nose system is mainly composed of a gas sensor array consisting of seven metal
oxide semiconductor (MOS) sensors (FIGARO, Osaka, Japan) and a data acquisition module consisting
of Arduino hardware and software modules. The collected gas information is transmitted to the PC
through analog-to-digital conversion. After the data are preprocessed, pattern recognition algorithms
are used for modeling to achieve the detection target. Based on three different classification algorithms:
logic regression (LR), support vector machine (SVM), and random forest (RF), the milk source
identification models are developed and compared. Gradient boosting decision tree (GBDT), extreme
gradient boosting (XGBoost), and RF are used to construct models to estimate the content of milk fat and
milk protein by utilizing historical data from E-nose measurements and DHI analytical measurements.
2. Materials and Methods
2.1. The Developed E-Nose
The developed E-nose is an electronic system that mimics the animal’s olfactory organs and uses
sensor array responses to identify odors. The working process is as follows: firstly, the gas sensors
of the sensitive element react with the sample gas, and then the response signal is transmitted to PC
through analog-to-digital (A/D) converter, after data preprocessing, the model is built in combination
with pattern recognition algorithm to complete detection. The E-nose developed (length: 30 cm, width:
20 cm, height: 20 cm) in this study is composed of a gas sensor array module, signal acquisition and
data acquisition module, and signal processing and pattern recognition module, as shown in Figure 1.
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Figure 1. Structure diagram of E-nose system. tr t r i
The E-nose device designed in this study is divided into two layers. The upper layer is for gas
collection, gas and sensor reaction, which includes transmission pipes, filter devices, intake pumps,
exhaust pumps, and a gas chamber containing gas sensor arrays. Moreover, the upper wall is provided
with two power ports and two air holes, respectively. The power ports are for providing power to the
air pump. The air holes are divided into air intake holes and exhaust holes connected to the sampling
test tube or the external environment. The lower layer is for the collection of response signals and data,
including the Arduino development board and expansion board, and the USB connection port is set on
the lower layer wall to be responsible for power supply and data transmission.
The sensitivity of each sensor in the array to the measured gas is different, so the system uses
its response resistance value to identify the odor. In this study, the metal oxide semiconductor
(MOS) sensors are selected as the E-nose gas sensors because of its advantages of fast response speed,
high sensitivity, and strong stability. Ghasemi et al. [25] selected the E-nose device composed of TGS
(Taguchi gas sensor) 2600, TGS2610, TGS2620 (FIGARO, Osaka, Japan) sensors to classify different
types of cheeses. Sivalingam et al. [26] developed an E-nose prototype with an array of TGS 2620,
822, 813 (FIGARO, Osaka, Japan) sensors for real-time quality analysis of raw milk. Based on the
characteristics of sensors and the above applications, seven MOS sensors (FIGARO, Osaka, Japan)
were built into the E-nose gas sensor array. Table 1 shows the names of the gas sensors and the
corresponding sensitive substances.
Table 1. Gas sensor information in E-nose system.
No. Sensor Sensitive Substance
1 TGS2600 Polluting gas
2 TGS822 Volatile substances of alcohol and organic solvents
3 TGS2611 Methane gas
4 TGS826 Ammonia
5 TGS2602 Volatile organic compounds (VOC), benzene
6 TGS832 Freon gas
7 TGS2620 Alcohol, carbon monoxide, other volatile organic vapors
The sensitive element of the Figaro sensor is composed of SnO2 semiconductors. When the sample
volatiles enter the collection system from the sampling tube and contact the heated metal oxide sensor
array, the sensor resistivity G changes, and the ratio with the initial resistivity G0, G/G0 (relative
resistivity) changes accordingly. When the gas concentration becomes larger, G/G0 deviates from 1
(greater than or less than 1). If the gas concentration is lower than the detection limit or there is no
induction gas, it is close to or equal to 1.
The signal and data acquisition module uses Arduino hardware and software for design. In the
developed E-nose system, the Arduino functions are: (1) obtaining the response values of the sensors;
(2) processing data and communicating with the computer. The microcontroller on the development
board is programmed using the Arduino programming language, compiled into a binary file, and passed
to the microcontroller. Each sensor in the sensor array will digitally convert the response value to
different volatile substances through a multiplexer analog-to-digital converter (ADC) and store the
obtained data for subsequent computer analysis and identification and extraction of related features.
The processed digital signal is transmitted to the upper computer through the serial port and finally
presented on the serial port monitor.
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The signal processing and pattern recognition module in the E-nose system plays a decision-making
role. The original data from the sensors contain lots of complex information with high dimensions,
and most of it is useless. Therefore, before inputting the data into the pattern recognition system, it is
necessary to preprocess the original data, which mainly involves standardization processing, feature
selection, feature dimensionality reduction, and retain valid information. The pattern recognition
system can solve classification and regression problems by selecting different machine learning
algorithms for modeling. According to different detection targets, setting reasonable model parameters
can realize the binary classification problem and realize the multi-classification problem.
In addition, sample gas collecting and cleaning are realized by the gas collection system, which is
composed of three parts: filter, air chamber, and air pump. Activated carbon is used as a gas desiccant
to achieve gas filtration. The gas chamber is where the sample gas contacts and reacts with the sensor
and with strong sealing performance to ensure gas concentration. The air pump provides power for
gas transmission. The following parameter settings: cleaning time of 60 s, capture gas time of 90 s,
and gas flow rate of 200 mL/min (range: 10 mL/min–1.1 L/min).
2.2. Milk Samples
Milk samples from 10 cattle farms’ raw milk in Hebei province were collected. The test cows
to which the samples belong are lactating cows from 6 days postpartum to 6 days before milkless.
The initial screening of these samples was carried out. Samples with low liquid levels and sub-standard
temperatures were rejected. For DHI (Dairy Herd Improvement) machine detection, there will be a null
value phenomenon, and the interference value needs to be eliminated before the experiment. Finally,
100 milk samples from each of 10 cattle farms were taken in the same period time for DHI analysis and
E-nose measurement. In this study, three measurements for each milk sample were taken, and they
were averaged to reduce measurement error. The DHI test samples and the E-nose test samples are
the same.
2.2.1. DHI Analytical Data
The milk composition feature (DHI analytical data) from the DHI laboratory analysis uses
imported biochemical detection equipment, including milk composition analyzer, somatic cell counter,
fresh-keeping cabinet, and other facilities. Milk sample test temperature is 40 ± 2 ◦C. It includes 6 test
indicators: milk fat rate, protein rate, lactose rate, total solids, somatic cells (SCC), and urea nitrogen.
Milk fat contains linolenic acid, arachidonic acid, and various fat-soluble vitamins and phospholipids,
which are needed by the human body [27]. The content of fat and protein is an essential indicator
of evaluation for milk quality. In regular milk, the ratio of milk fat to milk protein is ranged from
1.12 to 1.30. If the value is too low, the cow may have rumen acidosis. The content of lactose in
milk is generally between 4.6% and 5%. Its value not only affects milk production but also relates to
rumen function. Cells are a collective term for macrophages, lymphocytes, and polymorphonuclear
neutrophils in milk. The number of somatic cells (SCC) is an indicator of the extent of cow mastitis
infection [28]. The number of SCC indicates the health status of cows’ milk, which is usually less than
50 × 104/mL. Urea nitrogen of milk is derived from the blood, ranging from 10 mg/dL to 18 mg/dL [29].
Excessive urea nitrogen content proves that cows are more likely to suffer from acidosis [30].
2.2.2. E-Nose Measurements
After heating in a 40 ◦C water bath, the sample gas is drawn. An amount of 20 mL of each milk
sample was extracted and stored in a 40 mL test tube, sealed and placed for 10 min to ensure that
the milk sample’s volatile matter filled the entire test tube. Before performing volatile gas capture,
the airway and air chamber of the E-nose were cleaned with fresh air to eliminate interfering gas.
The measuring probe of E-nose and the balanced pressure tube were simultaneously extended
into the headspace of the test tube. During the process of gas capturing, the filtered headspace gas
of the milk sample is sucked into the gas chamber by the gas collection system, and contacts and
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reacts with the sensors. Then, the response value increases and tends to turn into a steady state,
this process lasts for 90 s, and the gas flow rate is 200 mL/min. During the cleaning process, the filtered
air gradually removes the volatile gas, and the response value decreases and stabilizes to a constant
value, completing a sample measurement. This process lasts for 60 s. Three times for experiments were
performed per sample, and the results averaged to reduce experimental errors. The E-nose detection
process is shown in Figure 2. The obtained milk odor data are the relative resistivity ratios (G/G0) of
the sensor array under the sample gas and the pure air environment in the steady state.
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where w and b are the SVM parameters, ξi is the classification loss of the ith sample point, φ(xi) is
the mapping function, C is the penalty parameter, x is the ith input sample, and n is the number of
training samples.
For nonlinear classification problems, the kernel (mapping) function in SVM can map samples
from the original space to high-dimensional space, making the samples linearly separable in the new
space. Among them, the most commonly used and the most effective is the radial basis kernel function
(RBF kernel):




,γ > 0 (3)
where x1, x2 are sample points of traing set; the parameter γ (gamma), defines the range of influence
for a single training example, with low values meaning ‘far’ and high values meaning ‘close’.
2.3.2. RF
Random forest is a crucial bagging-based ensemble learning method. It is composed of many
decision trees (CARTs). It can be used to solve classification and regression problems and has strong
anti-noise ability, can avoid overfitting. The procedure of developing an RF model is as follows: firstly,
m sample points are extracted from the training sample set S to form a new training subset; secondly,
a classification decision tree or regression model is constructed for each training subset, which is
obtained by randomly selecting k features among all features as split nodes; the output of the model is
the category (classification) with the highest number of votes or the average output (regression) of
each decision tree [33].
2.3.3. LR
Logistic regression is a supervised machine learning algorithm for solving classification problems.
The principle is to find the minimum value of the loss function to make the prediction function more
accurate, thereby solving the classification problem. The penalty term is a vital hyperparameter of the
LR model, and the solver parameter can optimize the loss function [34].
2.3.4. GBDT
Gradient boosting decision tree is an integrated boosting algorithm based on CART learner [35].
The purpose of its algorithm in each round of iteration is to minimize the loss function of the current
learner so that the loss function always decreases along its gradient direction, and the final residuals
approach 0 through continuous iteration, adding up all the tree results to get the final prediction.
2.3.5. XGBoost
Extreme gradient boosting algorithm is an improved version based on GBDT, which is not
sensitive to input requirements and is widely used in the industry. Compared with the general GBDT
algorithm, XGBoost uses the second derivative of the loss function about the function to be sought,
adds a regularisation term to prevent overfitting, and samples the attributes when constructing each
tree. It has fast training speed and high accuracy and fitting effect, etc. [36].
3. Results and Discussion
3.1. Response Curve and Radar Chart Analysis of E-Nose
Figure 3a–c shows the sample’s response curves in 90 s sampling for three measurements. During
the contact between the gas and the sensor surface, the ratio G/G0 (relative resistivity) keeps rising, and
finally reaches a steady state in about 60 s. Among the seven sensors, the responses of S1, S2, and S4
are significant.
Steady-state values of E-nose sensor responses (collected at 90 s) for one sample randomly selected
from each farm are used to produce a radar chart shown in Figure 3d, where each vertical axis represents
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a sensor. It can be seen from Figure 3d that the response values of sensor 1, sensor 2, and sensor 4
vary significantly with cattle farms. By observing the response curve and radar chart, the samples
of different farms are distinguishable. Therefore, milk from different cattle farms could be identified
based on E-nose measurement data.Sensors 2020, 20, x FOR PEER REVIEW 7 of 14 
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3.2.1. Results of Data Dimensionality Reduction
The original DHI analytical data (six dimensions), the E-nose measurements (seven dimensions),
and the DHI analytical and E-nose measurements fusion data (13 dimensions) were analyzed by PCA.
The cumulative variance explanation rates of the first two principal components (PC) for these three
cases are 99.908%, 95.96%, and 94.81%. Among them, PC1 and PC2 of DHI analytical data represent
99.9%, and 0.008% of the data variation respectively; PC1 and PC2 of E-nose measurements represent
88.38% and 7.58% of the data variation respectively; PC1 and PC2 of the fusion data represent 55.72%
and 39.09% of the data variation respectively.
Figure 4a–c shows the scatter plots in the principal component subspace, where the ten farms
are color-coded. It can be seen from Figure 4a that the farms are randomly distributed and cannot be
distinguished from the first two PCs of the DHI analytical data. Compared with Figure 4a, the first two
PCs of the E-nose measurements in Figure 4b show more grouping of the farms, but it is still impossible
to distinguish them. In Figure 4c, the first two PCs of the fusion data show more separations than the
other two cases.
The LDA method was used to reduce the dimensionality of the original data, and the cumulative
variance of the linear discriminant function in the three cases was 99.53%, 93.11%, and 91.5%
(Figure 4d–f). In particular, LD1 and LD2 of DHI analytical data represent 98.84% and 0.69% of
data variance respectively; LD1 and LD2 of E-nose measurements represent 84.63% and 8.48% of
data variance respectively; LD1 and LD2 of the fusion data represent 51.93% and 39.57% of data
variance respectively.
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Although the original data after PCA dimensionality reduction is more comprehensive, the data
distribution difference bet een different cattle farms after LDA imensi nality reduction is more
significant. In particular, the dimensionality reduction results of the combined fusion data can achieve
rapid differentiation, which proves th t the samples are observed to be suffic ently representative,
and the LDA dimensionality reduction method can be applied to milk sample data.
3.2.2. Model Validation and Analysis
Each cattle farm draws 80 training sets and 20 testing sets, and a total of 800 training sets and 200
testing sets are available from the ten cattle farms. The SVM, RF, and LR methods are used to classify
the milk sources after PCA and LDA dimension reduction. The classification accuracy is based on 200





where TP (True Positive) is the number of times the dairy farm was correctly classified, FP (False
Positive) is the umber of ti es th dairy farm was i correctly classified.
In the SVM classification model, radial basis function (RBF) is used as the kernel function of the
model, the p nalty para eter C and kernel param ter γ are set as 10 and 0.1 respectively, which give
the best classification results.
The number of decision trees (N) is an important parameter of the RF-based model classification
model. The larger N is, the better the model tends to perform. However, a high N value leads to longer
training time and more memory consumption. It is found that the classification performance is best
when the value of N is 4 in this study.
In the LR-based model, the parameters of the penalty term model are selected to meet L2 that
meets the Gaussian distribution, avoid overfitting the model, and obtain results with more substantial
generalization capabilities easily. Iteratively optimize the loss function by selecting a second-order
derivative matrix.
The odels of milk source identification are c structed with different features of milk, including
odor features nd composition f atures obtained from E-nose and DHI analysis, and fusio features,
which are compared with the algorithm model based on these features after dimensionality reduction
of PCA or LDA, including SVM, RF, and LR models, as shown in Table 2. During training, the five-fold
cross-validation method is used to prevent overfitting. This method randomly divides the training set
into five subsets, each time using different subsets as the validation set to obtain the accuracy rate,
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and finally acquires the mean of accuracy rate of each subset. The classification performance with PCA
dimensionality reduction is significantly worse than that with LDA dimensionality reduction. The
reason is that PCA does not consider the category during the dimensionality reduction process, and
LDA is a supervised learning method with category output [37]. Each sample of the dataset for LDA
has a category output. The LDA dimension reduction method is more geared towards classification
than the PCA method.




Train Test Train Test Train Test
DHI
PCA 19.50 15.50 17.63 18.50 19.88 18.00
LDA 57.75 58.50 52.13 53.50 53.38 56.00
E-nose
PCA 56.25 59.50 71.62 70.50 62.00 65.00
LDA 85.75 85.00 82.13 80.50 84.38 81.50
Fusion
PCA 41.50 45.00 53.38 51.50 39.75 34.50
LDA 95.50 95.00 92.50 94.00 93.50 92.50
When the input is the fusion features after LDA reduction, the model has the best classification
performance with the accuracy of 95% for SVM, 94% for RF, and 92.5% for LR (based on the testing set).
For the E-nose feature after LDA, the SVM model performs best with an accuracy rate of 85.75% for the
training set and 85% for the testing set. For DHI feature after LDA, the accuracy ranged from 53.5% to
58.5% (based on the testing set), the training set and testing set have not achieved the classification
effect. The results indicate that for milk source identification, SVM performs better than RF and LR
models. The feature fusion method effectively solves the problem of missing information of a single
feature. The fusion features contain both composition and odor information of milk, which effectively
improves the classification effect of the model.
3.3. Estimation Models of Milk Fat Content and Protein Content by E-Nose
3.3.1. Model Performance Indicators
In order to explore the established model, the following indicators are used to comprehensively
evaluate the developed models.






∣∣∣yi − yˆi∣∣∣ (5)
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In the above equations, n is the number of samples, yi is the actual value, yˆi is the predicted value,
and yi is the average of the actual value.
3.3.2. Comparison of Different Models
Based on the above evaluation indicators, the three models developed using GBDT, XGBoost,
and RF are evaluated and compared. The milk fat content and protein content were used as the outputs
of the models, and the seven sensor outputs from the E-nose were used as inputs to establish the milk
quality estimation models. The performance indices of the developed models on the training set and
testing set are shown in Tables 3 and 4. The model errors on the testing set are shown in Figure 5.
As can be seen from Tables 3 and 4, as well as Figure 5, among the different modeling methods,
the RF method provides the best performance. Compared with GBDT and XGBoost models, the RF
model has the smallest estimation error. Furthermore, it gives smaller MAE, MSE values, and larger R2
values than the other two modeling methods. In actuality, both the XGBoost and RF models estimate
very well, with only a difference of 0.02 for milk fat and 0.01 for milk protein in R2 values. The results
prove the effectiveness of the E-nose method to estimate the rate of milk fat and protein.
Table 3. Estimation models for fat content based on three algorithms.
Model
Training Set Testing Set
MAE MSE R2 MAE MSE R2
GBDT 0.3267 0.1907 0.7201 0.3245 0.1926 0.7172
XGBoost 0.1063 0.0241 0.9645 0.1487 0.0573 0.9158
RF 0.1046 0.0253 0.9627 0.1253 0.0410 0.9399
Table 4. Estimation models for protein content based on three algorithms.
Model
Training Set Testing Set
MAE MSE R2 MAE MSE R2
GBDT 0.1773 0.0498 0.7003 0.1770 0.0501 0.6985
XGBoost 0.0616 0.0071 0.9572 0.0766 0.0123 0.9257
RF 0.0488 0.0052 0.9687 0.0607 0.0116 0.9301
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4. Conclusions
Milk source identification and estimation of milk fat content and protein content using an E-nose
with machine learning techniques are studied in this paper. The E-nose developed is composed of
a gas sensor array module, signal acquisition and data acquisition module, and signal processing
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and pattern recognition module. As for the rapid identification of milk source, LR, SVM, and RF
are used, in conjunction with PCA and LDA dimension reduction, to construct the classification
models. Classification models using DHI features, E-nose features, and fusion features are investigated
and compared. It is shown that milk source identification models using LDA extracted features as
inputs give better performance than those using PCA extracted features as inputs. The reason is
that, in contrast to PCA, LDA is a supervised learning method considering the categories of the data
samples. The results show that the SVM model based on the fusion features after LDA has the best
performance with an accuracy of 95%. Therefore, the feature fusion method can effectively improve
the classification effect of the model.
For the estimation of milk fat content and protein content using E-nose data measurement, GBDT,
XGBoost, and RF algorithms were used to establish the estimation models. The RF model has the best
fitting performance with the R2 values being 0.9399 and 0.9301 for fat and protein content, respectively.
The experimental results show that milk quality can be accurately estimated from E-nose measurements
using machine learning techniques. Further works on enhancing model accuracy and reliability will
be carried out.
Author Contributions: All authors contributed extensively to the study presented in this manuscript. L.Z. proposed
the research concept of this paper, provided experimental samples and supervised the work. F.M. designed the
model and performed the experiments. Y.G., J.Z. and L.Z. revised the paper. All authors have read and agreed to
the published version of the manuscript.
Funding: The Key R&D Program of Hebei Province (19226613D and 20326602D) and the Key R&D Program of
Shijiazhuang (201500522A) supported this work.
Conflicts of Interest: All the authors declare no conflict of interest.
References
1. Zhang, J.; Yang, M.; Cai, D.; Hao, Y.; Zhao, X.; Zhu, Y.; Zhu, H.; Yang, Z. Composition, coagulation
characteristics, and cheese making capacity of yak milk. J. Food Sci. 2020, 103, 1276–1288. [CrossRef]
[PubMed]
2. Bilandzic, N.; Dokic, M.; Sedak, M.; Solomun, B.; Varenina, I.; Knezevic, Z.; Benic, M. Trace element levels in
raw milk from northern and southern regions of Croatia. Food Chem. 2011, 127, 63–66. [CrossRef]
3. Tamsma, A.; Kurtz, F.E.; Bright, R.S.; Pallansch, M.J. Contribution of milk fat to the flavor of milk. J. Dairy Sci.
1969, 52, 1910–1913. [CrossRef]
4. Kinsella, J.E.; Patton, S.; Dimick, P.S. The flavor potential of milk fat. A review of its chemical nature and
biochemical origin. J. Am. Oil Chem. Soc. 1967, 44, 449–454. [CrossRef]
5. Forss, D.A. Mechanisms of formation of aroma compounds in milk and milk products. J. Dairy Res. 1979, 46,
691–706. [CrossRef]
6. Mcgorrin, R.J. Flavor analysis of dairy products. ACS Symp. Ser. 2007, 971, 23–49. [CrossRef]
7. Keenan, T.W.; Lindsay, R.C. Evidence for a dimethyl sulfide precursor in milk. J. Dairy Sci. 1968, 51, 112–114.
[CrossRef]
8. Faulkner, H.; O’Callaghan, T.F.; McAuliffe, S.; Hennessy, D.; Stanton, C.; O’Sullivan, M.G.; Kerry, J.P.;
Kilcawley, K.N. Effect of different forage types on the volatile and sensory properties of bovine milk.
J. Dairy Sci. 2018, 101, 1034–1047. [CrossRef]
9. Kuhn, J.; Considine, T.; Singh, H. Interactions of milk proteins and volatile flavor compounds: Implications
in the development of protein foods. J. Food Sci. 2006, 71, 72–82. [CrossRef]
10. Garbaras, A.; Skipityte, R.; Meliaschenia, A.; Senchenko, T.; Smoliak, T.; Ivanko, M.; Sapolaite, J.; Ezerinskis, Z.;
Remeikis, V. Region dependent C-13, N-15, O-18 isotope ratios in the cow milk. Lith. J. Phys. 2018, 58,
277–282. [CrossRef]
11. Valenti, B.; Biondi, L.; Campidonico, L.; Bontempo, L.; Luciano, G.; Di, P.F.; Copani, V.; Ziller, L.; Camin, F.
Changes in stable isotope ratios in PDO cheese related to the area of production and green forage availability.
The case study of Pecorino Siciliano. Rapid Commun. Mass Spectrom. 2017, 31, 737–744. [CrossRef] [PubMed]
12. Tenori, L.; Santucci, C.; Meoni, G.; Morrocchi, V.; Matteucci, G.; Luchinat, C. NMR metabolomic fingerprinting
distinguishes milk from different farms. Food Res. Int. 2018, 113, 131–139. [CrossRef] [PubMed]
Sensors 2020, 20, 4238 13 of 14
13. de la Roza-Delgado, B.; Garrido-Varo, A.; Soldado, A.; Arrojo, A.G.; Valdes, M.C.; Maroto, F.; Perez-Marin, D.
Matching portable NIRS instruments for in situ monitoring indicators of milk composition. Food Control
2017, 76, 74–81. [CrossRef]
14. Yusof, N.H.; Sani, N.A.; Hannan, F.; Jamil, M.S.; Zubairi, S.I. Rapid microbial detection model system in UHT
milk products using poly (L-Lactic Acid) (PLLA) thin film. Sains Malays. 2018, 47, 2677–2683. [CrossRef]
15. Hernandez-Falcon, T.A.; Monter-Arciniega, A.; Cruz-Cansino, N.D.; Alanis-Garcia, E.; Rodriguez-Serrano, G.M.;
Castaneda-Ovando, A.; Garcia-Garibay, M.; Ramirez-Moreno, E.; Jaimez-Ordaz, J. Effect of thermoultrasound
on aflatoxin M-1 levels, physicochemical and microbiological properties of milk during storage.
Ultrason. Sonochem. 2018, 48, 396–403. [CrossRef]
16. Cabrera, V.E.; Barrientos-Blanco, J.A.; Delgado, H.; Fadul-Pacheco, L. Symposium review: Real-time
continuous decision making using big data on dairy farms. J. Dairy Sci. 2020, 103, 3856–3866. [CrossRef]
17. Cui, S.; Inocente, E.A.A.; Acosta, N.; Keener, H.M.; Zhu, H.; Ling, P.P. Development of fast e-nose system for
early-stage diagnosis of aphid-stressed tomato plants. Sensors 2019, 19, 3480. [CrossRef]
18. Yang, B.; Qi, L.; Wang, M.; Hussain, S.; Wang, H.; Wang, B.; Ning, J. Cross-category tea polyphenols evaluation
model based on feature fusion of electronic nose and hyperspectral imagery. Sensors 2020, 20, 50. [CrossRef]
19. Liu, H.; Li, Q.; Yan, B.; Zhang, L.; Gu, Y. Bionic electronic nose based on MOS sensors array and machine
learning algorithms used for wine properties detection. Sensors 2019, 19, 45. [CrossRef]
20. Gursoy, O.; Somervuo, P.; Alatossava, T. Preliminary study of ion mobility based electronic nose MGD-1 for
discrimination of hard cheeses. J. Food Eng. 2009, 92, 202–207. [CrossRef]
21. Cevoli, C.; Cerretani, L.; Gori, A.; Caboni, M.F.; Toschi, T.G.; Fabbri, A. Classification of Pecorino cheeses
using electronic nose combined with artificial neural network and comparison with GC-MS analysis of
volatile compounds. Food Chem. 2011, 129, 1315–1319. [CrossRef] [PubMed]
22. Bougrini, M.; Tahri, K.; Haddi, Z.; El Bari, N.; Llobet, E.; Jaffrezic-Renault, N.; Bouchikhi, B. Aging time
and brand determination of pasteurized milk using a multisensor e-nose combined with a voltammetric
e-tongue. Mater. Sci. Eng. C—Mater. 2014, 45, 348–358. [CrossRef] [PubMed]
23. Tong, L.; Yi, H.; Wang, J.; Pan, M.; Chi, X.; Hao, H.; Ai, N. Effect of preheating treatment before defatting on
the flavor quality of skim milk. Molecules 2019, 24, 2824. [CrossRef]
24. Zhu, J.; Chen, F.; Wang, L.; Niu, Y.; Xiao, Z. Evaluation of the synergism among volatile compounds in
Oolong tea infusion by odour threshold with sensory analysis and E-nose. Food Chem. 2017, 221, 1484–1490.
[CrossRef]
25. Ghasemi-Varnamkhasti, M.; Mohammad-Razdari, A.; Yoosefian, S.H.; Izadi, Z.; Siadat, M. Aging
discrimination of French cheese types based on the optimization of an electronic nose using multivariate
computational approaches combined with response surface method (RSM). LWT—Food Sci. Technol. 2019, 111,
85–98. [CrossRef]
26. Sivalingam, D.; Rayappan, J.B.B. Development of e-nose prototype for raw milk quality discrimination.
Milchwiss.—Milk Sci. Int. 2012, 67, 381–385. [CrossRef]
27. Jensen, R.G. The composition of bovine milk lipids: January 1995 to December 2000. J. Dairy Sci. 2002, 85,
295–350. [CrossRef]
28. Dalen, G.; Rachah, A.; Norstebo, H.; Schukken, Y.H.; Reksen, O. Dynamics of somatic cell count patterns as a
proxy for transmission of mastitis pathogens. J. Dairy Sci. 2019, 102, 11349–11358. [CrossRef]
29. Guinn, J.M.; Nolan, D.T.; Krawczel, P.D.; Petersson-Wolfe, C.S.; Pighetti, G.M.; Stone, A.E.; Ward, S.H.;
Bewley, J.M.; Costa, J.H.C. Comparing dairy farm milk yield and components, somatic cell score, and
reproductive performance among United States regions using summer to winter ratios. J. Dairy Sci. 2019, 102,
11777–11785. [CrossRef]
30. Benedet, A.; Franzoi, M.; Penasa, M.; Pellattiero, E.; De Marchi, M. Prediction of blood metabolites from milk
mid-infrared spectra in early-lactation cows. J. Dairy Sci. 2019, 102, 11298–11307. [CrossRef]
31. Cortes, C.; Vapnik, V. Support-vector networks. Mach. Learn. 1995, 20, 273–297. [CrossRef]
32. Atzberger, C.; Guerif, M.; Baret, F.; Werner, W. Comparative analysis of three chemometric techniques for
the spectroradiometric assessment of canopy chlorophyll content in winter wheat. Comput. Electron. Agric.
2010, 73, 165–173. [CrossRef]
33. Breiman, L. Random forests. Mach. Learn. 2001, 45, 5–32. [CrossRef]
Sensors 2020, 20, 4238 14 of 14
34. Chen, W.; Yan, X.; Zhao, Z.; Hong, H.; Bui, D.; Pradhan, B. Spatial prediction of landslide susceptibility using
data mining-based kernel logistic regression, naive Bayes and RBFNetwork models for the Long County
area (China). Bull. Eng. Geol. Environ. 2019, 78, 247–266. [CrossRef]
35. Semanjski, I.; Gautama, S. Smart city mobility application-gradient boosting trees for mobility prediction
and analysis based on crowdsourced data. Sensors 2015, 15, 15974–15987. [CrossRef]
36. Fan, J.; Wang, X.; Wu, L.; Zhou, H.; Zhang, F.; Yu, X.; Lu, X.; Xiang, Y. Comparison of Support Vector
Machine and Extreme Gradient Boosting for predicting daily global solar radiation using temperature and
precipitation in humid subtropical climates: A case study in China. Energy Convers. Manag. 2018, 164,
102–111. [CrossRef]
37. Li, Q.; Yu, X.; Xu, L.; Gao, J. Novel method for the producing area identification of Zhongning Goji berries by
electronic nose. Food Chem. 2017, 221, 1113–1119. [CrossRef]
© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
