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Using three-dimensional infrared (3D-IR) spectroscopy, we investigate the vibrational dynamics of
isotope-diluted ice Ih. By probing the OD stretch mode of HOD in H2O, we observe an extremely
rapid decay (≈200 fs) of the population from the second vibrational excited state. Quantum simu-
lations based on a two-dimensional Lippincott-Schroeder potential agree nearly quantitatively with
the experimental 3D-IR lineshapes and dynamics. The model suggests that energy dissipation is en-
hanced due to nonadiabatic effects between vibrational states, which arise from strong mode-mixing
between the OD stretch mode with lattice degrees of freedom. Furthermore, we compare the simu-
lation results to ab initio based potentials, in which the hydrogen bond anharmonicity is too small
to reproduce the experimental 3D-IR spectra. We thus conclude that the Lippincott-Schroeder poten-
tial effectively coalesces many degrees of freedom of the crystal into one intermolecular coordinate.
© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4812216]
I. INTRODUCTION
Vibrational energy transfer in water is a topic that has
attracted a great deal of interest in the last decades. In liq-
uid water, it has been used to probe the hydrogen bond ex-
change and orientational dynamics and as such to provide
microscopic insight to many physical and biochemical pro-
cesses. In the mid-IR range, the OH stretch vibration is typi-
cally used to probe the local hydrogen bonding environment.
The vibrational relaxation of water has been experimentally
investigated by numerous pump-probe studies1–9 assisted by
simulations,10–12 whereas the hydrogen bond exchange dy-
namics have been captured by photon echo and 2D-IR spec-
troscopy of both neat13, 14 and isotope diluted water15–21 (see
also the reviews22–26). Isotope dilution significantly simplifies
the problem, as one can resonantly excite the OD stretch mode
without exciting the OH oscillators surrounding the isolated
HOD molecule. As such, one can localize the initial excitation
and reduce effects arising from resonant excitation transfer.
Investigations of the vibrational energy transfer have also
been extended to the crystalline phase of water with a great
emphasis on ice Ih, the naturally occurring phase of the 15
different crystalline ice forms,27 and amorphous states.28 Ice
Ih features hexagonal symmetry with respect to the oxygen
lattice (symmetry P63/mmc), whereas it is disordered with re-
spect to the hydrogen positions (proton disorder).29 The sub-
structure of the OH stretch mode of neat ice has been used
to investigate the intra- and intermolecular coupling,30–33 as
well as the resulting vibrational exciton dynamics.34, 35 In the
isotope diluted case ultrafast IR spectroscopic studies probe a
0.5 ps vibrational lifetime of the first excited state,36–40 which
is remarkably faster than that of liquid water (1 ps).6, 37 Fur-
thermore, the temperature jump induced by the IR excitation
has been shown to lead to partial melting or superheating of
ice.41
a)Electronic mail: phamm@pci.uzh.ch
An adiabatic approximation, similar to the Born-
Oppenheimer approximation between electronic and vibra-
tional degrees of freedom of a molecule, can often also be
applied to the vibrational degrees of freedom in the electronic
ground state. This is possible when a separation of timescales
exists, as it frequently does between the intramolecular high
frequency modes (here the OD stretch vibration) and the low-
frequency intermolecular modes.22, 42 To obtain an adiabatic
representation, one solves the vibrational Schrödinger equa-
tion of the high-frequency degrees of freedom for fixed val-
ues of the low-frequency degrees of freedom. This way one
obtains the eigenenergies of the various vibrational states as
a function of the low frequency coordinate, resulting to vi-
brational adiabatic potential surfaces. The adiabatic approx-
imation is often very good, so that vibrational energy relax-
ation caused by the environment of a molecule can be treated
perturbatively. Vibrational nonadiabatic effects in water have
been previously suggested as possible explanations for the
fast energy dissipation and hydrogen bond dissociation in liq-
uid water and ice.10, 11 However, so far all experimental stud-
ies on water focused on energy deposited in the first vibra-
tional excited state of the OH and OD stretch mode, where
nonadiabatic effects are presumably quite weak.10, 11
In this paper, we report on the observation of very
strong vibrational nonadiabatic effects in isotope diluted ice
Ih. Using three-dimensional infrared spectroscopy (3D-IR),
we are able to directly probe the rapid energy relaxation of
the second vibrational excited state. Qualitatively reproduced
by quantum dynamics simulations based on the Lippincott-
Schroeder model, the modeling suggests that energy flow is
enhanced due to nonadiabatic coupling between vibrational
potentials, as a result of strong mode mixing of the OD and
O· · ·O degrees of freedom. The very large nonadiabatic cou-
plings result from the strong anharmonicity of the Lippincott-
Schroeder potential. As a caveat, we present a comparison
of the Lippincott-Schroeder model to ab initio based po-
tentials, whose anharmonicity is too small to reproduce the
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experimental 3D-IR spectra, even though they partially repro-
duce some of the features of the Lippincott-Schroeder poten-
tial. Finally, possible solutions to resolve this discrepancy are
discussed.
II. BACKGROUND
Multidimensional spectroscopy is a powerful experimen-
tal tool that provides information about the atomic motion
and energy flow.43 Realizations of such techniques, initially
inspired by NMR,44 extend over a broad spectrum of frequen-
cies ranging from the ultraviolet to the infrared regime. Using
a laser pulse sequence, one can create either a coherent super-
position between states, or populate certain states and thus
observe the evolution of the system. The multidimensional
character permits the simultaneous creation of multiple co-
herence or multiple population states. In the visible frequency
range realizations of three-dimensional spectroscopy feature
third-order multi-coherence electronic spectroscopies,45–47 as
well the corresponding fifth-order 3D techniques.48, 49 In the
infrared, three-dimensional IR spectroscopy (3D-IR) has been
demonstrated as a 3-pulse 5th-order experiment exploring
only coherence times,50, 51 as well as our implementation that
involves five laser interactions and allows one to also observe
multiple population times.52–54
The first experimental realization of our purely absorp-
tive 3D-IR spectroscopy investigated the prototype exam-
ple CO2 in H2O, which explored the contributing Liouville
pathways.52 Subsequent application of 3D-IR spectroscopy
on isotope diluted liquid water focused on the lineshape of
the ground state contribution, in order to extract the three-
point frequency fluctuation correlation function as a function
of the two population times.54 This study suggested that liq-
uid water exhibits heterogeneous dynamics, which originate
from distinct assemblies of water molecules with a lifetime
on the order of 0.5 ps.
In the current study, we explore a different feature of 3D-
IR spectroscopy. Due to the larger number of pulses as com-
pared to 2D-IR spectroscopy, 3D-IR spectroscopy climbs up
higher in the vibrational ladder, which enables us to simul-
taneously track the dynamics of the populations for multiple
vibrational states. Already from 2D-IR spectroscopy, one can
access information about the ν = 2 by looking at the excited
state lineshape. However, the ν = 2 is not actually populated
but probed through its coherence with the ν = 1 state, so the
observed dynamics reflects the evolution of the ν = 1 state
(just like the ν = 1 state is not populated in linear 1D spec-
troscopy, so any conclusion about its population relaxation
is not possible). In 3D-IR spectroscopy, in contrast, one can
actually populate the ν = 2 state, as well as the ν = 1 and
ν = 0 states, and observe their dynamics independently from
each other as they appear as distinct spectral components in
the 3D-IR spectrum.
The 3D-IR pulse sequence consist of six laser pulses
(Fig. 1(a)). This configuration can be thought as an extension
of 2D-IR spectroscopy by including an additional population
time t4 and coherence time t5. The latter is responsible for the
additional frequency axis ω5. The relevant molecular response
is 5th order. In 2D-IR spectroscopy exists a rephasing and a
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FIG. 1. (a) The 3D-IR pulse sequence: the time intervals t1, t3, and t5 are the
coherence times and t2 and t4 are the population times. (b) The four possible
coherence sequences with the same population states R1, R2, R3, and R4 and
(c) the ten double-sided Feynman diagrams that constitute the 3D-IR spec-
tra in the R1 sequence. (d) The corresponding pathways in the wave-mixing
energy level (WMEL) representation.
non-rephasing pathway, that need to be added up to obtain
purely absorptive spectra.55 Similarly, four such pathways ex-
ist in 3D-IR spectroscopy (R1, R2, R3, and R4).52 These dia-
grams are in the same population state during t2 and t4 (e.g.,
|0〉〈0| for diagram I in Fig. 1(b)), whereas they vary with re-
spect to the sign of their coherence states. In analogy to the
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FIG. 2. 3D-IR absorptive spectrum of the prototype sample CO2 in H2O
with the spectral positions of all the indicated diagrammatic contributions.
Data similar to Ref. 52.
2D-IR case, these diagrams oscillate with (ω1, ω3, ω5)
= (±ω01, ±ω01, ω01), depending on whether they are in a
|0〉〈1| or in a |1〉〈0| coherence state during t1 and t3.
With respect to the sequence of states during the popula-
tion times, there are ten possibilities in 3D-IR spectroscopy,
labeled I-X in Figs. 1(c) and 1(d). In Fig. 1(c) shows the R1 se-
quence; thirty additional diagrams exist, which originate from
the R2, R3, and R4 sequences. To assign the 3D-IR peaks as-
sociated with each diagram, we use the spectrum of CO2 in
H2O (Fig. 2), which is taken as a prototype example due to its
nearly homogeneous lineshape.52 Diagrams I-IV include pro-
cesses that associate the ground state |0〉 with the first excited
state |1〉. Since these diagrams are in |0〉〈1| during the coher-
ence times t1, t3, and t5, the corresponding point in the 3D-IR
spectrum is (ω1, ω3, ω5) = (ω01, ω01, ω01), as can be seen
in Fig. 2. Diagram V is in a |1〉〈0| state during the coherence
times t1 and t5, and in |2〉〈1| during t3. As a result, this peak
appears at (ω1, ω3, ω5) = (ω01, ω12, ω01), as shown in Fig. 2.
In a similar fashion, one can see that the diagrams VI
and VII appear at frequencies (ω1, ω3, ω5) = (ω01, ω01, ω12),
whereas diagrams VIII and IX appear at (ω1, ω3, ω5) = (ω01,
ω12, ω12). Finally, diagram X, which is the one that creates
a coherence |3〉〈2|, resides at (ω1, ω3, ω5) = (ω01, ω12, ω23).
One can think of diagram VIII as bleaching of the first excited
state, diagram IX as stimulated emission from the second ex-
cited state, and diagram X as excited state absorption of the
third excited state.
Wave-mixing energy level diagrams (WMEL) are an al-
ternative representation used to depict diagrammatically the
perturbation evolution of the density matrix.56 The informa-
tion content in both formalisms is equivalent and one can
translate the diagrammatic contributions between the two
representations. WMEL diagrams are most commonly used
to describe Raman scattering spectroscopies,56 as well as
mixed IR-VIS spectroscopies.57, 58 The advantage of using the
WMEL diagrams is that representation is clearer for the case
when a state (like the OD stretch here) splits to a manifold of
states (as a result of coupling to the O· · ·O vibration). Hence,
we translate the double sided Feynman diagrams used in 3D-
IR (Fig. 1(c)) to WMEL diagrams in Fig. 1(d).
III. MATERIALS AND METHODS
In the present section we discuss the experimental de-
tails of the 3D-IR setup, as well as the parameters and meth-
ods used in the simulations. A qualitative description is also
included in Secs. VI and V, so the readers not interested in
technical details can skip Sec. III.
A. Experimental methods
The experimental setup consisted of commercial
Ti:Sapphire laser system which delivers pulses at λ = 800 nm
of power 1 mJ at 1 kHz repetition rate. Consequently, by
performing a optical parametric amplification (OPA) step,
followed by difference frequency generation (DFG), we
acquired mid-IR pulses of 2.5 μJ power,59 which after pre-
compression exhibited pulse duration of 70 fs and bandwidth
of 250 cm−1.
The 3D-IR setup involved 6 laser pulses in a six-wave
mixing geometry.52 The timing between these pulses was
controlled by motorized translation stages as well as piezo
actuators, which allowed us to individually tune the coher-
ence (t1, t3, t5) and population (t2, t4) time intervals. A HeNe
laser beam was overlapped with the IR path and allowed
us to interferometrically stabilize the coherence pulse pairs
(1, 2) , (3, 4), and (5, LO) by measuring the HeNe interfer-
ence patterns.60 With the help of an active phase-stabilization
scheme, we ensured that the relative phase between the
pulse pairs remains constant throughout the whole measure-
ment and the absolute phase was determined as described in
Refs. 52 and 61.
The pulses were focused in the sample using the baseball
diamond phase-matching geometry,52 and the signal emitted
in the direction ks = (k2 − k1) + (k4 − k3) + k5 was de-
tected. This way, we selected the double-sided Feynman di-
agrams that are in a population state during the times t2 and
t4, and in a coherence state during t1, t3, and t5. The last pulse
was the local oscillator (LO) with polarization perpendicular
to the other pulses. Using a polarizer at 45◦ after the sample,
the LO was overlapped with the emitted signal, where the re-
flected component was shifted by π with respect to the trans-
mitted one.62 Each component then was frequency-dispersed
in a spectrometer and detected by a MCT detector with two
arrays of 32 pixels each (Infrared Assoc.). Scattering con-
tributions were suppressed by phase cycling the beam pairs
(1, 2) and (3, 4) with two wobbling brewster windows (in
a procedure similar to that described for 2D-IR in Ref. 63)
and beam 5 with a photoelastic modulator (PEM-Hinds
Instruments).
The shortest populations times chosen in this study were
100 fs, which we consider to be a compromise between min-
imizing pulse overlaps, that can lead to a nonresonant elec-
tronic response from the CaF2 windows, and the need to be
able to measure the very fast dynamics of the system. We did
not see any significant influence on the lineshape of peak I-IV
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as a function of both population times, which evidences that
pulse-overlap effects are small.
For the sample, we used triply distilled H2O and 99.9%
pure D2O in a mixture of 5%HOD in H2O. The sample
was placed between two CaF2 widows with no spacer (esti-
mated thickness  1 μm) to match the desired optical density
(0.15 OD). Then it was cooled at atmospheric pressure down
to 258 K using a custom made temperature-control sample
holder, attached to a EtOH heat bath circulated by a chiller.
The temperature was measured using a thermoresistor at the
sample with ±1 K precision.
B. Simulation methods
1. Lippincott-Schroeder potential
To model the experimental results, we employed the
Lippincott-Schroeder potential,64 which describes the hydro-
gen bond as a two-dimensional problem, i.e., as a function of
the rOD and the RO···O coordinates (see discussion below about
the validity of the model). We used the functional form,
V (r, R) = VIa + VIb + VII , (1)
with
VIa = DIa[1 − e−nIa (rOD−r0)2/2rOD ],
VIb = DIb[1 − e−nIb(RO···O−rOD−r0)2/2(RO···O−rOD)],
VII = DII [1 − e−nII (RO···O−R0)]2,
where r0 is the equilibrium distance, taken from the O-D
length in the gas phase. The terms VIa and VIb describe the
interaction between the proton and the two oxygens, with
binding energy DIa and DIb correspondingly. Additionally, the
term VII includes a Morse interaction between the two oxy-
gens with an equilibrium distance R0. The parameters used,
taken from Refs. 38 and 40, are summarized in Table I.
2. Ab initio based potentials
The Lippincott-Schroeder potential was compared to ab
intio based potentials, using the same two coordinates rOD
and RO···O. To that end, we considered a water dimer (H2O)2
both in vacuum and in the environment of an ice Ih crystal.
In the vacuum case, we calculated the potential energy sur-
face on the MP2/aug-cc-pVTZ level of theory65 and using a
parameterized potential made available by Bowman and co-
workers,66, 67 which has been fitted to CCSD(T)/aug-cc-pVTZ
calculations (that potential was also recently applied to simu-
late the FT-IR spectra of neat ice68). We started from a min-
imized configuration of the water dimer and varied the rOD
and RO···O distances, keeping all other coordinates fixed. In
order to capture also the polarization effects that potentially
TABLE I. The parameters of the Lippincott-Schroeder model for ice Ih, as
taken from Refs. 38 and 40.
DIa = 38750 cm−1 nIa = 10.0 Å−1 r0 = 0.97 Å
DIb = 25000 cm−1 nIb = 16.5 Å −1 R0 = 2.88 Å
DII = 2000 cm−1 nII = 2.9 Å −1
could stabilize an auto-ionized state, which is an important
ingredient of the Lippincott-Schroeder potential, we extended
the simulations to an ice Ih crystalline cluster of 34 water
molecules, using the Bowman potential. The crystalline clus-
ter was constructed around a central dimer placed along the
crystal c-axis (perpendicular to the basal plane 0001), with
two successive solvation shells. The outer solvation shell was
fixed in order to impose the crystal environment, whereas the
configuration of the waters of the inner shell was energy-
minimized for every point in (rOD, RO···O) space, in order to
mimic the lattice distortion and overall orientational polar-
izability. During energy minimization, the (rOD, RO···O) dis-
tances were constrained using SHAKE,69 but all other degrees
of freedom of the water dimer and the first solvation shell
were allowed to vary.
3. Vibrational eigenstates
For a numerical solution of the 2D vibrational
Schrödinger equation, we used a sinc-function discrete vari-
able representation (DVR) basis in cartesian coordinates,70
with an equally spaced grid properly centered with spacing
0.04 Å along the rOD and 0.07 Å along the RO···O coordi-
nate (chosen such that the relevant bound eigenstates are con-
verged). The kinetic energy operator was assumed to be de-
coupled for the two coordinates, with effective masses μOD
= 2 and μO···O = 9 (i.e., two water molecules with mass 18).
Diagonalizing the resulting Hamiltonian matrix, we obtained
all eigenstates with corresponding wavefunctions. Addition-
ally, the transition dipoles between each pair of states i and j
could be calculated
μij ∝ 〈φi |rOD|φj 〉, (2)
where we assume that only the polar OD group contributes.
We then selected eigenstates that participate to a particu-
lar Feynman diagram, referred to as bright states (Fig. 4(b)).
We exemplify the method of choosing bright states for dia-
gram IX (Fig. 1(c)). As we examined a low-temperature limit,
the initial state was the ground state at 0 cm−1 (zero point en-
ergy subtracted). Even though consideration of the thermal
occupation of the ground state manifold at the experimentally
performed temperature could potentially bring the simula-
tions even closer to the experiment, due to the low dimension-
ality of the model the density of the lower eigenstates is cap-
tured only qualitatively and as a result the temperature effect
does not make any significant difference. That is, in the frame-
work of the model, the first excited state has energy 400 cm−1,
which corresponds to a temperature of 576 K and as such it
does not contribute to the calculated response. By calculating
μij from i = 0 to j = jmax (where jmax = 100 is the maximum
number of participating eigenstates), we defined the νOD = 1
manifold. To that end, we applied a bandwidth restriction to
mimic the pulse bandwidth (1000 cm−1), and we reduced the
number of states for computational purposes by keeping only
states above a certain cutoff value of μij (tested for conver-
gence). Similarly, calculating the μij between the states of
the νOD = 1 manifold and all the higher states allowed us to
define the νOD = 2 manifold. Finally, as can be seen from
Fig. 1(c) (and the corresponding WMEL diagrams in
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Fig. 1(d)), diagram IX returns to the νOD = 1 manifold. By
calculating μij between the states involved in manifold νOD
= 2 and all the lower states, with the application of the
aforementioned restrictions, the manifold νOD = 1 was ex-
tended. Similarly in diagram X, this last step defines the
νOD = 3 manifold. This method produces a different num-
ber of states participating in each diagram during the various
time intervals.
4. Diagrammatic perturbation theory
To simulate the 3D IR spectra, we used diagrammatic
perturbation theory,43, 71 including all bright states in each di-
agram. The 5th order response functions R(5) originating from
each diagram have the general form
R(5)(t1, t2, t3, t4, t5) = (−1)n
∑
states
M
·ei·a(t1,t2,t3,t4,t5) · g(t1, t3, t5), (3)
where n is the number of interactions on the ket (which is
responsible for the final sign of each diagram encoded in
red/blue in Figs. 2, 3, 5, and 6), M is the product of the tran-
sition dipoles of each pulse interaction, a(t1, t2, t3, t4, t5) the
time evolution of the density matrix during each time interval
and g(t1, t3, t5) the 3D lineshape function. For example, the
aforementioned functions participating in diagram RX are
MX = μ01(0, i) · μ01(0, j ) · μ12(i, k)
·μ12(j, l) · μ23(k,m) · μ23(l, m),
where μ01, μ12, and μ23 are the transition dipole matrices be-
tween manifolds νOD = 1, 2, and 3, and the corresponding
summation indexes (i, j, k, l, m) refer to the bright states of
each manifold. The time evolution component for diagram
RX is
aX(t1, t2, t3, t4, t5) = −ω1(i)t1
+ [−ω1(i) + ω1(j )]t2
+ [−ω2(k) + ω1(j )]t3
+ [−ω2(k) + ω2(l)]t4
+ [−ω3(m) + ω2(l)]t5,
where the ωk(i) correspond to the frequency of state i of the
manifold νOD = k. The sign of each term reflects whether the
interaction is with the ket (−) or with the bra (+).
Finally, as phenomenological lineshape function g(t),
which we assumed to be the same for all diagrams, we have
chosen a Lorentzian profile
g(t1, t3, t5) = e−(t1+t3+t5)/T2 (4)
with a homogeneous dephasing time T2 = 0.2 ps. Addition-
ally, the Fourier transform along the coherence times was
apodized with a Gaussian window function chosen to facil-
itate the comparison between experiment and theory. No phe-
nomenological relaxation term T1 was included for the popu-
lation times t2 and t4, so any dynamics observed as a function
of the population time reflect the inherent time evolution of
the wavepacket.
IV. EXPERIMENTAL RESULTS
The experimental 3D-IR spectra of the OD stretch vibra-
tion of HOD in H2O ice Ih at T = 258 K are presented in
Fig. 3. For early population times (t2, t4) = (100 fs, 100 fs)
four distinct peaks are observed. These peaks exhibit not only
variation in the signal strength but also with respect to their
lineshape along the three axes’s. That is, the bandwidth of
peak that arises from contributions I-IV is comparable to that
of the linear spectrum, with a bit of elongation along the body
diagonal, as can be seen in the projections onto the (ω1, ω5)
and (ω3, ω5) planes. We associate this characteristic with in-
homogeneous broadening due to proton disorder. This feature,
which has been observed also in our previous 2D-IR study,40
stays constant for the observed timescale as the reorganiza-
tion of protons in ice are known to be much slower72 and as
such does not lead to spectral diffusion within the timescales
of the experiment. Peaks V and VI-VII, in contrast are elon-
gated along ω3 or ω5, respectively, whereas peak VIII-IX is
elongated along both ω3 and ω5. This lineshape asymmetry
between ground and excited state contributions has been pre-
viously observed in the pump-probe response of liquid water
and ice36, 38 and has been shown to depend on the hydrogen
bond strength.73 Finally, we do not observe peak X within the
signal-to-noise ratio of the experiment.
Figures 3(b) and 3(c) follow the dynamics of the 3D-IR
spectra as a function of the second population time t4. Peaks
I-IV, V, and VI-VII stay almost constant, whereas peak VIII-
IX vanishes within 200 fs. The volume (integrated intensity at
FWHM) of the observed peaks as a function of t4 is presented
in Fig. 3(d). Despite the limited number of time points, one
can conclude that peak VIII-IX decays much more rapidly
than the remaining ones. Even though the latter peak does
seem to vanish in the 3D-IR spectrum due to the choice of
the 3D contours, in reality it does not decay completely, as
can be seen by the corresponding projection on the (ω3, ω5)
plane, as well as from the integrated volume in Fig. 3(d).
V. SIMULATION RESULTS
A. Vibrational eigenstates
We discuss the underlying physical mechanism responsi-
ble for the peculiar lineshapes of the 3D-IR spectra and their
dynamics on the basis of the Lippincott-Schroeder model.64
The Lippincott-Schroeder potential is an empirical model of
the hydrogen bond potential, which includes two relevant de-
grees of freedom: the O–H intramolecular distance rOH (or
rOD in our case since we work with isotope diluted water)
of the hydrogen bond donor and the O· · ·O intermolecular
distance RO···O of the two waters that are hydrogen bonded
(Fig. 4(a)). The Lippincott-Schroeder potential has been used
before to simulate IR pump-probe and 2D-IR spectra of liquid
water74 and of ice38, 40 and more recently to describe the vibra-
tional dynamics in DNA.75 The model idealizes the problem
to a water dimer, a treatment which can be partially justified
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FIG. 3. (a)–(c) Experimental 3D-IR spectra of the OD stretch of isotope diluted ice Ih (5% HOD/H2O) at different population times (t2, t4). (d) The peak
volume (integrated intensity) of each of the observed peak as a function of t4 for t2 = 100 fs.
by the local character of the excitation due to isotope dilut-
ing in our experiment. In addition, it assumes that we excite
a single longitudinal phonon through a Franck-Condon like
transition, similar to the case of small molecules in rare gas
matrices, where the electronic excitation induced initially lo-
calized coherent zone boundary phononic oscillations.76 Nev-
ertheless, we interpret the simulation results on a qualitative
level and do not attempt to fit parameters to the experimental
results, but instead use a previous parametrization.38 As we
will see, this level of theory appears to be sufficient to de-
scribe the experimental observations almost quantitatively.
By solving the vibrational time-independent Schrödinger
equation on the 2D Lippincott-Schroeder potential with co-
ordinates rOD and RO···O, the spectrum of eigenstates shown
in Fig. 4(b), left column, is obtained. A selection of the
corresponding wavefunctions is shown in Fig. 4(c). Observ-
ing the nodal lines in these wavefunctions, one can assign
the corresponding states. Lower energy states can be charac-
terized as vibrational ground state (νOD, νO···O) = (0, 0) at
0 cm−1 (zero-point energy subtracted), or as excited with one
quantum along the RO···O coordinate (νOD, νO···O) = (0, 1)
at 400 cm−1 or one quantum along the rOD coordinate (νOD,
νO···O) = (1, 0) at 2240 cm−1, respectively. For higher excited
states, mode mixing becomes relevant (where the term mode
mixing refers to the sum of product states and not just to com-
bination modes). For example, the 2660 cm−1 state is still
predominantly a product state (combination mode) with (νOD,
νO···O) = (1, 1), but already contains a small contribution from
(νOD, νO···O) = (0, 13). In this energy regime, coupling is still
weak so the amount of mode mixing depends on accidental
resonances. But mode mixing becomes very strong for higher
states (4180 cm−1, 5295 cm−1), where it is no longer possible
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FIG. 4. (a) Lippincott-Schroeder potential as a function of the intramolecular OD and the intermolecular O· · ·O distances. (b, left) Spectrum of all eigenstates
and (right) of the bright states that contribute to the 3D-IR spectra. (c) A few typical vibrational wavefunctions at the energies indicated.
to unambiguously assign quantum numbers for the two de-
grees of freedom. The density of states and the coupling is so
high in this regime that mode-mixing does no longer depend
on accidental resonances but will always occur.
Calculating the transition dipole moments, Eq. (2), we
can select the bright states within the various νOD manifolds
(Fig. 4(b), right column, see Sec. III for details of the pro-
cedure). The various νOD states split into manifolds due to
contributions from O· · ·O modes. They become increasingly
richer as one climbs higher in the vibrational ladder due to
an increasing density of states and mode mixing. As we will
see, this splitting into manifolds can explain the experimen-
tally observed lineshape features as well as the kinetics of the
various 3D-IR peaks.
B. Simulated 3D-IR spectra
The 3D-IR spectra were simulated using the diagram-
matic perturbation theory, as detailed in Sec. III. The simu-
lations allow us to disentangle overlapping diagrams, so we
examine them separately in order to unravel the origin
of the 3D-IR lineshape distortion. The left-hand sides of
Figs. 5(a)–5(d) shows the WMEL diagrams V, VIII, IX, and
X with the corresponding bright states during each time in-
terval. The right-hand sides shows the corresponding purely
absorptive 3D-IR spectra.
Diagrams V and VIII are identical during the first four
field interactions. Starting from the ground state |0〉〈0|, the
first two laser pulses at t = 0 and t1 promote the system into
the νOD = 1 manifold, which consist of three bright states.
The subsequent pulse generates a coherence between the νOD
= 1 and the νOD = 2 manifolds, the latter of which is richer
in number of bright states, resulting in the elongation of the
peaks along ω3. After the coherence time interval t3, the sys-
tem returns back to the νOD = 1 manifold. Since the sys-
tem has explored more pathways by that time as compared
to t1, more states in the νOD = 1 manifold are now involved.
With the 5th laser pulse, diagrams V and VIII separate.
While diagram V returns back to the ground state (νOD = 0)
through stimulated emission, diagram VIII once again ex-
plores the νOD = 2 manifold. The even larger number of bright
states involved in this step results in further broadening of the
νOD = 2 manifold, which manifests as additional elongation
of peak VIII along ω5.
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FIG. 5. (a)–(d) Simulated 3D-IR spectra for individual WMEL diagrams. Population times are t2 = t4 = 0.
Diagrams IX and X are discussed in a similar fashion.
Diagram IX passes from the νOD = 1 to a population in the
νOD = 2 manifold during t3, which results in elongation of
peak IX along ω3. During t5 the transition from the νOD = 2
manifold back to the νOD = 1 leads to elongation of peak IX
along ω5. Peak X appears much broader than all other peaks,
as a result of the transition during t5 from manifold νOD = 2
to νOD = 3. The oscillator strength of the particular contri-
bution is distributed over a very broad range, and in fact re-
sults in a double peak along ω5 (Fig. 5(d)), which originates
from pathways that end up in the ν = 1 instead of the ν = 2
manifold of states, indicating that a clear distinction be-
tween νOD = 1 and νOD = 2 is no longer possible in this
case.
The complete 3D-IR lineshape (Fig. 6(a)) can be ob-
tained by adding up all diagrammatic contributions. Despite
the simplicity of our model, we observe surprisingly good
agreement with the experiment (Fig. 3(a)). All lineshape fea-
tures are reproduced almost quantitatively. That is, peak V
is elongated along ω3 axis just like in the experiment, peak
VI-VII along ω5 and peak VIII-IX along both ω3 and ω5.
Peak X is very weak as the oscillator strength is distributed
over a very wide range and overlaps with peaks V and VIII-
IX; as such it is not visible with the contour surfaces cho-
sen for the representation of the 3D-IR spectra in Fig. 6,
except from traces that can be identified in the (ω1,ω5) and
(ω3,ω5) projections. The weak intensity of peak X could ex-
plain why we cannot resolve it within the signal-to-noise
of the experiment. Finally, since our model does not in-
clude any inhomogeneity due to proton disorder, peak I-IV
does not exhibit the body-diagonal elongation observed in the
experiment.
The model is not only capable to explain the line
shapes of the various 3D-IR peaks, but also their dynamics.
Figure 6(b), solid line, shows the integrated volume (up to the
FWHM) of peak VIII-IX as a function of t4, which is the one
that exhibits the experimentally observed rapid decay. Once
again, the simulation compares quite well with the experiment
(Fig. 3(d)) and reproduces the observed rapid decay of peak
VIII-IX. In the simulation, we can disentangle the overlapping
contributions from diagrams VIII (dotted line) and IX (dashed
line), which probe the evolution of the νOD = 1 and νOD = 2
manifolds of states, respectively, as a function of t4. Interest-
ingly, the population from the νOD = 2 has decayed almost
completely within the observed time window, whereas that of
νOD = 1 stays almost constant. Consequently, peak VIII-IX
decay to half its initial intensity Fig. 6(b), whereas the corre-
sponding decay in the experimental data is larger (Fig. 3(d)).
That discrepancy could be due to the fact that diagram VIII
has already populated the νOD = 1 state during the time in-
terval t2 (and the same is true for diagram V). As such, in
these diagrams the manifold of the population in the
νOD = 1 state has already experienced a decay during t2,
making the corresponding response weaker. This additional
νOD = 1 decay is not the part of the model. It could be
due to additional vibrational relaxation pathways such as the
HOD bending vibration, which was shown to contribute sig-
nificantly in the case of isotope diluted water.5, 9, 10, 77 Even
though such an extension of the model would be particularly
informative concerning the additional coupling to intramolec-
ular degrees of freedom, goes beyond the scope of the present
study.
The fast relaxation of the νOD = 2 state could also be es-
timated from a harmonic scaling relation for the vibrational
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FIG. 6. (a) Complete simulated 3D-IR spectrum with all diagrams added for t2 = t4 = 0 and (b) simulated integrated intensity of diagrams VIII and IV as a
function of t4 with t2 = 0.
lifetime, which would decrease by a factor of 2 compared to
the νOD = 1 decay, which in turn has been measured to be
0.5 ps.36–40 However, within the framework of the model, such
a perturbative treatment is no longer adequate, as seen for ex-
ample from the difference in the decay of peaks VIII and IX
(νOD = 1 and νOD = 2, respectively) in Fig. 6(b).
Recurrences of the νOD = 2 state are observed at later
population times (not shown in Fig. 6(b)), which are attributed
to the finite number of states involved in the model. Note that
no phenomenological T1 relaxation term has been added to
the response functions in Eq. (3), but the rapid decay is in-
trinsic to the time-evolution of quantum system. As discussed
in Sec. V C, it is the nonadiabatic couplings between the νOD
= 2 and lower vibrational states, which facilitate population
relaxation.
C. Vibrational nonadiabatic effects
The origin of the rapid energy dissipation through the
νOD = 2 state becomes clear in a wavepacket representa-
tion (Fig. 7(a)). To that end, we idealize diagram IX and pre-
pare an impulsively excited wavepacket in the νOD = 2 state
by considering all pathways over bright eigenstates in the
νOD = 1 manifold into those in the νOD = 2 manifold, scaled
by the corresponding transition dipoles μ0i and μij, respec-
tively, of the two steps:
|2(r, R, t = 0)〉 =
n1∑
i
n2∑
j
μ0i · μij |ϕj (r, R)〉. (5)
Here, i labels all states in the νOD = 1 manifold, j those in
the νOD = 2 manifold and |ϕj(r, R)〉 are the eigenstates in the
νOD = 2 manifold. The impulsively excited wavepacket fea-
tures two vibrational quanta in the rOD coordinate without any
excitation or displacement in the RO···O coordinate (Fig. 7(a),
0 fs panel). We get an excitation exclusively in the rOD coordi-
nate, because we had defined the transition dipole along that
coordinate (Eq. (2)). In other words, the initially excited state
is a zero-order state defined through its transition dipole,78 but
it is not an eigenstate of the system. As such, the impulsively
excited wavepacket will propagate in time,
|2(r, R, t)〉 =
n1∑
i
n2∑
j
μ0i · μij |ϕj (r, R)〉e−i
	j
¯ t , (6)
where 	j is the energy of the corresponding eigenstate. The
result of that time-propagation is shown in Fig. 7(a). At early
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FIG. 7. (a) Time-propagation of an impulsively generated wavepacket on the
νOD = 2 state in a full 2D representation. (b) Vibrationally adiabatic surfaces
with the time-propagation of the wavepacket indicated. (c) Populations of the
wavepacket projected onto the different adiabatic states.
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times (40 fs) the wavepacket moves to lower RO···O, followed
by subsequent spreading of the wavepacket (65 fs) and even-
tually propagation to longer RO···O (100 fs). At that time, the
wavepacket is split into one fraction that features one quan-
tum in the rOD coordinate and that evolves out to 3.5 Å from
where it returns to shorter RO···O in an oscillatory fashion. The
second fraction features zero quanta in the rOD coordinate and
continues to evolve to longer RO···O distances (it would in fact
dissociate if our simulation box wouldn’t be finite).
The more conventional picture of the same process is ob-
tained in an adiabatic representation. The adiabatic approx-
imation is motivated by the timescale separation between
intramolecular OD vibration and intermolecular O· · ·O vi-
bration. To obtain the adiabatic representation, one solves
the 1D Schrödinger problem of the rOD coordinate for fixed
RO···O distances, resulting in energies of the various νOD
states that depend parametrically on RO···O. Repeating that
for all RO···O’s, one can assemble vibrational potential energy
surfaces for the various νOD states as a function of RO···O
(Fig. 7(b)). These vibrational potential energy surfaces are
displaced with respect to each other, become more anhar-
monic as one climbs up the νOD ladder and feature increasing
dissociation energies. The shift of the minimum of the poten-
tial energy surfaces towards shorter RO···O distances reflects
the well-known fact that excitation of the OD stretch vibra-
tion results in a shorter and stronger hydrogen bond.10
The procedure described above for the impulsive exci-
tation of a νOD = 2 wavepacket (Eq. (5)) is equivalent to
the common Franck-Condon picture, according to which the
ground state wavepacket is projected vertically onto the νOD
= 2 potential energy surface. Since that potential energy sur-
face is displaced, the wavepacket is no longer in equilibrium
and will start to propagate. If the adiabatic approximation
would be valid, it would start to oscillate on the νOD = 2
potential energy surface. What happens, however, is that the
wavepacket crosses to the νOD = 1 and νOD = 0 potential
energy surfaces at the left turning point of the νOD = 2 po-
tential energy surface. This is quantified in Fig. 7(c), where
the projection of the exact solution, Eq. (6), (Fig. 7(a)) onto
the adiabatic potential energy surfaces (Fig. 7(b)) is shown.
In this way one can acquire the population of the various νOD
states as a function of time. The νOD = 2 state (blue solid line)
is very rapidly depopulated within half an oscillation period,
with a corresponding rise in the νOD = 1 and νOD = 0 pop-
ulations. The νOD = 3 state is also transiently populated for
a short time (dotted orange line). We consider that feature to
be more a manifestation of the breakdown of the adiabatic ap-
proximation in this energy regime rather than an experimental
observable. The energy of the resulting νOD = 1 wavepacket
is not sufficient to overcome the corresponding dissociation
energy, so it remains oscillatory, but the νOD = 0 wavepacket
does have sufficient energy, so it could in fact break the hy-
drogen bond.
The rapid drop of νOD = 2, and thus the decay of diagram
IX and the corresponding peak in the 3D-IR spectrum, is the
result of an essential breakdown of the adiabatic approxima-
tion for the νOD = 2 state. Repeating the same procedure for
an impulsively excited νOD = 1 wavepacket shows in accor-
dance with earlier work10, 11 that the adiabatic approximation
is still very good in this case, so the wavepacket is oscillatory
with hardly any relaxation into the νOD = 0 state (results not
shown).
Comparison of the full 2D wavepacket propagation of
Fig. 7(a), which implicitly includes all nonadiabatic cou-
plings, with the adiabatic representation of Figs. 7(b) and 7(c)
shows that mode mixing in the full 2D representation is the
equivalent to nonadiabatic couplings in the adiabatic repre-
sentation. Eigenstates in the energy regime of the impulsively
excited wavepacket are strongly mode mixed, as shown in
Fig. 4(c). Hence, if one expands that wavepacket, which looks
like an exclusive OD excitation, in a basis of eigenstates that
have character of all possible OD excitations, it will eventu-
ally evolve into all these states.
VI. DISCUSSION AND CONCLUSION
In this paper, we apply 3D-IR spectroscopy to the OD vi-
bration of isotope diluted ice Ih, making use of the fact that
3D-IR spectroscopy climbs higher in the vibrational ladder
than previous studies and thus explores more of the anhar-
monicity of the hydrogen bonds potential. In particular, 3D-
IR spectroscopy actually populates the second excited state
of the OD vibration, while 2D-IR or IR pump-probe spec-
troscopy, which has been used extensively to study water in
its liquid and crystalline form, probes the second excited state
only through its coherence with the first excited state.
We find that quantum-dynamics simulation based on a
2D Lippincott-Schroeder potential can almost quantitatively
reproduce the experimental 3D-IR results, both in terms of the
3D-IR lineshape distortions and in terms of the pronounced
acceleration of the decay of the second excited state com-
pared to that of the first excited state. We attribute that ac-
celeration to the break-down of the adiabatic approximation
for the second excited state. The adiabatic approximation is in
fact implicitly always used when we think of the vibrational
spectroscopy of the OH/OD vibration involved in an hydro-
gen bond. However, under the assumption of the Lippincott-
Schroeder potential, the second excited state lives for only
half a vibrational period of the O· · ·O vibration. As such, we
would conclude that it becomes essentially meaningless to
talk about a second excited state of the OD vibration, because
that state is strongly mode-mixed with lattice degrees of free-
dom. In accordance with earlier work,10, 11 we find however
that the adiabatic picture is still quite correct for the first ex-
cited state, where the effect of anharmonicity is much smaller.
A similar crossover behavior has been observed in models
of vibrational energy flow in polyatomic molecules, where a
transition between a localized energy flow regime at low ex-
citations to a highly delocalized and facile regime at higher
energies has been observed.79, 80
The Lippincott-Schroeder potential is an empirical po-
tential, which has been proposed based on the observed
redshift of the OH vibration in hydrogen-bonded molecular
crystals, that increases with decreasing O· · ·O intermolecu-
lar distance.64 Its functional form Eq. (1) is motivated by
the chemical intuition that the proton may bind to either the
hydrogen-bond donor or the acceptor, where one would have
an auto-ionized state of water OH−· · ·H3O+ in the latter case.
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FIG. 8. Comparison of (a) the Lippincott-Schroeder potential with ab initio based potentials of the water dimer (b,c) in vacuum and (d) in an ice Ih crystal.
Labels i-iv indicate features discussed in the text.
A fit of the OH frequency in dependence of the O· · ·O dis-
tance for a series of hydrogen-bonded molecular crystals re-
sulted in its parametrization. To the best of our knowledge,
however, the Lippincott-Schroeder potential has never been
thoroughly verified against ab initio calculations (one step in
this direction is found in Ref. 81).
A comparison of the Lippincott-Schroeder model to var-
ious levels of ab initio based potential is shown in Fig. 8 (see
Sec. III for details). The turnover feature of the Lippincott-
Schroeder model for small rOD’s (label i in Fig. 8(a)) re-
flects the auto-ionized HO−· · ·DOH+2 state and is indeed re-
produced partially in the case of a water-dimer in vacuum,
but much less pronounced and at higher energies, by both a
MP2/aug-cc-pVTZ treatment65 (label ii in Fig. 8(b)) or when
employing a parameterized potential by Bowman and co-
workers (label ii in Fig. 8(c)).66, 67 When placing the dimer
into a crystal environment, which adds both electronic and
orientational polarizability that could in principle stabilize
(solvate) the auto-ionized state, this feature becomes a bit
more pronounced (label iii in Fig. 8(d)), but still not quite
at the level of the Lippincott-Schroeder potential. Also the
very steep rise of the Lippincott-Schroeder potential for low
O· · ·O distances (which originates from the Morse term VII
in Eq. (1)) is not reproduced. In fact, the anharmonicity of
either one of the ab initio potentials is too small, and all of
them fail to reproduce the 3D-IR lineshape distortions as well
as the observed fast decay of the second excited state.
This leaves us with the question why the Lippincott-
Schroeder model is capable to describe the nonlinear spec-
troscopy so well. Either the quantum chemistry misses an
important aspect of the potential (which we do not consider
to be very likely), or we need to think of the Lippincott-
Schroeder potential as an effective potential that lumps the
multidimensional character of the problem into one effective
intermolecular degree of freedom that we call RO···O. In this
regard it is interesting to note that the Lippincott-Schroeder
potential has been fit to reproduce the red-shift of the OH
vibrational frequency in dependence of the O· · ·O distance,
which is one aspect of anharmonic coupling, but here, we ex-
plore a very different aspect of anharmonicity, i.e., its con-
sequence for nonadiabatic effects. We nonetheless get very
good agreement which we find quite remarkable. Clarifying
this question will require multidimensional quantum dynam-
ics simulations, which are beyond the scope of this paper.
As a final remark, in the case of the crystal a second min-
imum appears at O· · ·O distances longer than 4.2 Å (label iv
in Fig. 8(d)), which corresponds to case where the hydrogen-
bond is broken and the two waters that have entered the
neighboring cages as interstitial waters. The barrier for this
transformation (2800 cm−1) is similar to the hydrogen bond
dissociation energy in the Lippincott-Schroeder potential. As-
suming that nonadiabatic effects can indeed funnel energy
specifically into the RO···O coordinate, as suggested in Fig. 7,
this observation would open the possibility to prepare a crys-
tal defect by vibrational excitation.
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