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Abstract Motivated by practical applications, chiefly clinical tri-
als, we study the regret achievable for stochastic bandits under the
constraint that the employed policy must split trials into a small num-
ber of batches. We propose a simple policy, and show that a very small
number of batches gives close to minimax optimal regret bounds. As
a byproduct, we derive optimal policies with low switching cost for
stochastic bandits.
In this supplementary material we compare, in simulations, the various
policies (grids) introduced in [PRCS15].
These are also compared withUcb2 [ACBF02], which, as noted in [PRCS15],
can be seen as an M batch trial with M = Θ(log T ). The simulations are
based both on data drawn from standard distributions, and from a real
medical trial: specifically, data from Project AWARE, an intervention that
sought to reduce the rate of sexually transmitted infections (STI) among
high-risk individuals [MFGea13].
Of the three policies introduced here, the minimax grid often does the best
at minimizing regret. While all three policies are often bested by Ucb2, it
is important to note that the latter algorithm uses an order of magnitude
more batches. This makes using Ucb2 for medical trials functionally impos-
sible. For example, in the real data we examine, the data on STI status was
not reliably available until at least six months after the intervention. Thus,
a three-batch trial would take 1.5 years to run—as intervention and data
collection would need to take place three times, six months apart. However,
in contrast, Ucb2 would use as many as 56 batches—meaning the overall
experiment would take at least 28 years. Despite this extreme difference
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in time scales, the geometric and minimax grids produce similar levels of
average regret.
1. Effects of different parameters in simulations.
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Figure 1. Performance of Policies with Different Distributions and M = 5. (For all
distributions µ(†) = 0.5, and µ(⋆) = 0.5 +∆ = 0.6.)
1.1. Effect of reward distributions. We begin, in Figure 1, by examining
how different distributions affect the average regret produced by different
policies for many values of the total sample, T . For each value of T in
the figure, a sample is drawn, grids are computed based on M and T , the
policy is implemented, and average regret is calculated based on the choices
in the policy. This is repeated 100 times for each value of T . Thus, each
panel compares average regret for different policies as a function of the total
sample T .
In all panels, the number of batches is set at M = 5 for all policies except
Ucb2. The panels each consider one of four distributions: two continuous—
Gaussian and Student’s t-distribution, and two discrete—Bernoulli and Pois-
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son. In all cases, and no matter the number of participants T , we set the
difference between the arms at ∆ = 0.1.
A few patterns are immediately apparent. First, the arithmetic grid pro-
duces relatively constant average regret above a certain number of partic-
ipants. The intuition is straightforward: when T is large enough, the etc
policy will tend to commit after the first batch, as the first evaluation point
will be greater than τ(∆). As in the case of the arithmetic grid, the size of
this first batch is a constant proportion of the overall participant pool, so
average regret will be constant once T is large enough.
Second, the minimax grid also produces relatively constant average regret,
although this holds for smaller values of T , and produces lower regret than
the geometric or arithmetic case when M is small. This indicates, using
the intuition above, that the minimax grid excels at choosing the optimal
batch size to allow a decision to commit very close to τ(∆). This advantage
over the arithmetic and geometric grids is clear, and it can even produce
lower regret than Ucb2, but with an order of magnitude fewer batches.
However, according to the theory above, with the minimax grid average
regret is bounded by a more steeply decreasing function than is apparent
in the figures. The discrepancy is due to the bounding of regret being loose
for relatively small T . As T grows, average regret does decrease, but more
slowly than the bound, so eventually the bound is tight at values greater
than shown in the figure.
Third, and finally, the Ucb2 algorithm generally produces lower regret
for all distributions, except the heavy-tailed Student’s t-distribution, than
any of the policies considered in the manuscript. This phenomenon can be
explained by the central limit theorem, or its generalization to handle ran-
dom variables with infinite variance (such a the Student’s t-distribution
with 2 degrees of freedom): batching heavy-tailed random variables creates,
asymptotically, random variables with Gaussian tails.
This increase in performance comes at a steep practical cost: many more
batches. For example, with draws from a Gaussian distribution, and T be-
tween 10,000 and 40,000, the minimax grid performs better than Ucb2.
Throughout this range, the number of batches is fixed at M = 5 for the
minimax grid, but Ucb2 uses an average of 40–46 batches. The average
number of batches used by Ucb2 increases with T , and with T = 250, 000
it reaches 56.
The fact that Ucb2 uses so many more batches than the geometric grid
may seem a bit surprising as both use geometric batches, leading Ucb2 to
have M = Θ(log T ). The difference occurs because the geometric grid uses
exactly M batches, while the total number of batches in Ucb2 is dominated
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by the constant terms in the range of T we consider. It should further be
noted that although the level of regret is higher for the geometric grid, it is
higher by a relatively constant factor.
1.2. Effect of the gap ∆. The patterns in Figure 1 are relatively indepen-
dent of the distribution used to generate the simulated data. Thus, in this
subsection, we focus on a single distribution: the exponential (to add vari-
ety), in Figure 2. What varies here is the difference in mean value between
the two arms, ∆ ∈ {.01, .5}.
In both panels of Figure 2, the mean of the second arm is set to µ(†) = 0.5,
so ∆ in these panels is 2% and 100%, respectively, of µ(†). This affects both
the maximum average regret T∆/T = ∆ and the number of participants it
will take to determine, using the statistical test in Section 3.1, which arm
to commit to.
When the value of ∆ is small (0.01), then in small to moderate samples
T , the performance of the geometric grid and Ucb2 are equivalent. When
samples get large, then the minimax grid, the geometric grid, and Ucb2
have similar performance. However, as before, Ucb2 uses an order of mag-
nitude larger number of batches—between 38–56, depending on the number
of participants, T . As in Figure 1, the arithmetic grid performs poorly, but
as expected, based on the intuition built in the previous subsection: more
participants are needed before the performance of this grid stabilizes at a
constant value. Although not shown, middling values of ∆ (for example,
∆ = 0.1) produce the same patterns as those shown in the panels of Figure
1 (except for the panel using Student’s t).
When the value of ∆ is relatively large (0.5), then there is a reversal of
the pattern found when ∆ is relatively small. In particular, the geometric
grid performs poorly—worse, in fact, than the arithmetic grid—for small
samples, but when the number of participants is large, the performance of
the minimax grid, geometric grid, and Ucb2 are comparable. Nevertheless,
the latter uses an order of magnitude more batches.
1.3. Effect of the number of batches (M). There is likely to be some
variation in how well different numbers of batches perform. This is explored
in Figure 3. The minimax grid’s performance is consistent between M =
2 to M = 10. However, as M gets large relative to both the number of
participants T and gap between the arms ∆, all grids perform approximately
equally. This occurs because as the sizes of the batches decrease, all grids
end up with decision points near τ(∆).
These simulations also reveal an important point about implementation:
the values of a, the termination point of the first batch—suggested in The-
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Figure 2. Performance of Policies with different ∆ andM = 5. (For all panels µ(†) = 0.5,
and µ(⋆) = 0.5 + ∆.)
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Figure 3. Performance of policies with different numbers of batches. (For all panels µ(†) =
0.5, and µ(⋆) = 0.5 + ∆.)
6 PERCHET ET AL.
orems 2 and 3 are not feasible when M is “too big”, that is, if it is com-
parable to log(T/(log T )) in the case of the geometric grid, or comparable
to log2 log T in the case of the minimax grid. When this occurs, using this
initial value of a may lead to the last batch being entirely outside the range
of T . We used the suggested a whenever feasible, but, when it was not, we
selected a such that the last batch finished exactly at T = tM . In the simu-
lations displayed in Figure 3, this occurs with the geometric grid for M ≥ 7
in the first panel, and M ≥ 6 in the second panel. For the minimax grid, this
occurs for M ≥ 8 in the second panel. For the geometric grid, this improves
performance, and for the minimax grid it slightly decrease performance. In
both cases, this is due to the relatively small sample, and to how the grid
locates decision points relative to τ(∆).
1.4. Real Data. Our final simulations use data from Project AWARE,
a medical intervention to reduce the rate of sexually transmitted infections
(STI) among high-risk individuals [MFGea13]. In particular, when partic-
ipants went to a clinic to get an instant blood test for HIV, they were
randomly assigned to receive an information sheet—control, or arm 2, or
extensive “AWARE” counseling—treatment, or arm 1. The main outcome
of interest was whether a participant had an STI upon six-month follow up.
The data from this trial is useful for simulations for several reasons. First,
the time to observed outcome makes it clear that only a small number of
batches is feasible. Second, the difference in outcomes between the arms ∆
was slight, making the problem difficult. Indeed, the difference between the
arms was not statistically significant at conventional levels within the studied
sample. Third, the trial itself was fairly large by medical trial standards,
enrolling over 5,000 participants.
To simulate trials based on this data, we randomly draw observations,
with replacement, from the Project AWARE participant pool. We then as-
sign these participants to different batches, based on the outcomes of previ-
ous batches. The results of these simulations, for different numbers of par-
ticipants and different numbers of batches, can be found in Figure 4. The
arithmetic grid once again provides the intuition. Note that the performance
of this grid degrades as the number of batches M is increased. This occurs
because ∆ is so small that the etc policy does not commit until the last
round, where it “goes for broke”. However, when doing so, the policy rarely
makes a mistake. Thus, more batches cause the grid to “go for broke” later
and later, resulting in worse performance.
The geometric grid and minimax grid perform similarly to Ucb2, with
minimax performing best with a very small number of batches (M = 3), and
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Figure 4. Performance of Policies using data from Project AWARE.
geometric performing best with a moderate number of batches (M = 9). In
both cases, this small difference comes from one grid or the other “going
for broke” at a slightly earlier time. As before, Ucb2 uses between 40–56
batches. Given the six-month time between intervention and outcome mea-
sures, this suggests that a complete trial could be accomplished in 1.5 years
using the minimax grid, but would take up to 28 years—a truly infeasible
amount of time—using Ucb2.
It is worth noting that there is nothing special in medical trials about
waiting six months for data from an intervention. Trials of cancer drugs
often measure variables like the 1- or 3-year survival rate, or the increase
in average survival off a baseline that may be greater than a year. In these
cases, the ability to get relatively low regret with a small number of batches
is extremely important.
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