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UNIVERSAL β-EXPANSIONS
NIKITA SIDOROV
Abstract. Given β ∈ (1, 2), a β-expansion of a real x is a power
series in base β with coefficients 0 and 1 whose sum equals x.
The aim of this note is to study certain problems related to the
universality and combinatorics of β-expansions. Our main result
is that for any β ∈ (1, 2) and a.e. x ∈ (0, 1) there always exists a
universal β-expansion of x in the sense of Erdo¨s and Komornik, i.e.,
a β-expansion whose complexity function is 2n. We also study some
questions related to the points having less than a full branching
continuum of β-expansions and also normal β-expansions.
1. Formulation of main results
Let β ∈ (1, 2) be our parameter, Σ = ∏∞1 {0, 1} and x ≥ 0. We will
call a sequence ε ∈ Σ a β-expansion of x, if it satisfies
(1.1) x = πβ(ε) :=
∞∑
n=1
εnβ
−n.
Remark 1.1. Note that traditionally this term implies the greedy β-
expansion of x (see, e.g., [10]) but for our purposes it is better to use
it in the above sense, because we will be interested in all β-expansions
of a given x. We hope this will not cause any confusion.
It is clear that since ε = (εn)
∞
1 ∈ Σ, any x representable in the form
of the series (1.1), must belong to the interval Iβ := [0, 1/(β − 1)].
On the other hand, each x ∈ Iβ does have at least one β-expansion,
namely, the greedy β-expansion: if x ∈ [0, 1), let
Tβ(x) = βx mod 1,
and put
εn := ⌊βT n−1β x⌋, n ≥ 1
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(here the power stands for the corresponding iteration, ⌊·⌋ denotes the
integral part of a number and {·} stands for its fractional part). If
x ∈ [1, (β − 1)), then we put
ℓ = min {k ≥ 1 : x− β−1 − · · · − β−k ∈ (0, 1)}
and apply the greedy algorithm to x − β−1 − · · · − βℓ to obtain the
digits εℓ+1, εℓ+2, etc. Finally, if x = 1/(β − 1), then inevitably εn ≡ 1.
An important property of the greedy β-expansions consists in their
monotonicity, i.e., if x < y, then the greedy β-expansion of x is lexico-
graphically less than the one of y. A detailed description of all possible
greedy β-expansions for a given β was given by Parry [10] and is briefly
described in Section 2.
One of the intriguing questions regarding the β-expansions is as fol-
lows: does a given x have β-expansions different from the greedy one,
and if so, “how many”? (cardinality, dimension)
Recently the author proved the following metric result:
Theorem 1.2. [13, 14] For any β ∈ (1, 2) a.e. x ∈ Iβ has a continuum
of distinct β-expansions.
The proof given in [13] is deliberately elementary; however, in the
survey paper [14] a more revealing (dynamical) proof of this result is
given. In the present paper Theorem 1.2 comes in a slightly stronger
form – see Theorem 3.6.
The main goal of this paper is to obtain a similar metric result about
universal β-expansions which were introduced by Erdo¨s and Komornik
[5]. Recall their definition:
Definition 1.3. A β-expansion ε = (ε1, ε2, . . . ) is called universal if
for any finite 0-1 word w there exists k ≥ 1 such that εk . . . εk+N−1 = w,
where N is the length of w (notation: N = |w|). In other words, its
complexity function must be 2n (see, e.g., the survey paper [6] for the
definition of complexity and dynamics-related results).
In [5] the authors concentrate their efforts mostly on the case x = 1;
however, they present some results for general x as well. They show
in particular that there exists β0 > 1 such that for each β ∈ (1, β0)
every x ∈ (0, 1/(β − 1)) has a universal β-expansion. At the same
time there exist larger β’s for which this is not the case (in particular,
β = 1
2
(1 +
√
5) – see Counterexample below). The question about
the maximal possible β0 with this property remains open; one of the
obstacles proves to be the fact that if β is a Pisot number (an algebraic
integer greater than 1 whose conjugates are all less than 1 in modulus),
then, as was shown in [5], x = 1 cannot have a universal β-expansion.
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It would be conceivable if for every β ∈ (1, 1
2
(1 +
√
5)
)
every x had a
universal β-expansion unless β is a Pisot number.
The main result of the present paper is
Theorem 1.4. For every fixed β ∈ (1, 2) a.e. x ∈ Iβ has a universal
β-expansion.
It is natural to ask the question whether Theorems 1.2 and 1.4 are
related. The answer is negative in one direction: namely, there exist β
and x having a continuum of distinct β-expansions, none of which is
universal:
Counterexample. Let β = 1
2
(1 +
√
5) and x = 1/2β. As was shown
by Vershik and the author in [15], the space of all β-expansions for x
is
∏∞
1 {100, 011}. It is easy to see that the word 1010 cannot occur in
any of them, i.e., none of them is universal.
We believe (but have failed to show) that if x has a universal β-
expansion, then it has a continuum of distinct β-expansions. Since it is
easy to show that any x that has a finite number of β-expansions can
be excluded (see Remark 3.7 below), the problem may be reformulated
as follows:
Open problem. Prove or disprove that there exist β ∈ (1, 2) and x
which has precisely ℵ0 different β-expansions such that one of them is
universal.
Section 3 contains a claim that improves Theorem 1.2; more precisely,
we deal with the set of points x whose branching compactum is not full
(for example, such are points which have not more than countable set
of β-expansions). We show that this set is in a way very close to the
set of unique β-expansions studied in [8] (see Proposition 3.5 below)
and in particular, has the Hausdorff dimension strictly less than 1.
Finally, in Section 4 we discuss more delicate questions related to
normal β-expansions (see the definition at the beginning of Section 4).
2. Universality
This section is devoted completely to the proof of Theorem 1.4. Our
method may be called anti-normalization; let us recall first some defi-
nitions and present a model example, for which our proof will be espe-
cially simple and revealing.
2.1. Necessary definitions. Let the sequence (an)
∞
1 be defined as
follows: let 1 =
∑∞
1 a
′
kβ
−k be the greedy expansion of 1, i.e, a′n =
⌊βT n−1β 1⌋, n ≥ 1. If the tail of the sequence (a′n) differs from 0∞,
then we put an ≡ a′n. Otherwise let k = max {j : a′j > 0}, and
4 NIKITA SIDOROV
(a1, a2, . . . ) := (a
′
1, . . . , a
′
k−1, a
′
k − 1)∞. In the seminal paper [10] it
is shown that for each greedy expansion ε in base β, (εn, εn+1, . . . )
is lexicographically less (notation: ≺) than (a1, a2, . . . ) for every n ∈
N. Moreover, it was shown that, conversely, every sequence with this
property is actually the greedy expansion in base β for some x ∈ [0, 1).
Thus, the set of all greedy β-expansions for x ∈ [0, 1) is the β-
compactum
(2.1) Xβ = {ε ∈ Σ | (εn, εn+1, . . . ) ≺ (a1, a2, . . . ), n ∈ N}
The sequences from the β-compactum will be called β-admissible (or
simply admissible if it is clear which β is in question).
As is shown in [10], the map ϕβ : Xβ → [0, 1) defined by the formula
(2.2) ϕβ(ε) =
∞∑
n=1
εnβ
−n,
is in fact one-to-one with the exception of a countable set of sequences.
Let τβ denote the shift on Xβ (it is obvious from (2.1) that the β-
compactum is shift-invariant). Then Tβ = ϕβτβϕ
−1
β , and it is shown in
[12] that there exists unique ergodic shift-invariant probability measure
νβ on Xβ such that ϕβ(νβ) is equivalent to the Lebesgue measure. This
measure is positive on all cylinders [ε1 = i1, . . . , εn = in] provided
(i1, . . . , in, 0
∞) is β-admissible.
Define the β-value of a 0-1 word w = (xk)
N
1 (N ≤ ∞) as follows:
valβ(w) :=
N∑
1
xkβ
−k.
Let Σβ denote the set of 0-1 sequences whose β-value is less than or
equal to 1. The normalization (in base β) is the map from Σβ to Xβ
defined by the formula
(2.3) nβ := ϕ
−1
β ◦ πβ ,
where πβ is given by (1.1) and ϕβ is given by (2.2). We will identify
sequences whose tail is 0∞ with the corresponding finite words. So,
the normalization of a finite word can be finite (see below). For more
detail and “automatic” properties of normalization see [7].
Thus, the operation of normalization assigns to each 0-1 sequence
the admissible sequence with the same β-value.
Definition 2.1. Two 0-1 words of the same length (finite or infinite)
will be called equivalent, if they have the same β-value.
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2.2. Special case of Theorem 1.4. Consider the case β = G :=
1
2
(1 +
√
5). Let W denote the set of all finite 0-1 words whose β-
value is less than 1, and V denote the set of all β-admissible 0-1 words
(obviously, V (W ). Note that in this case admissibility simply means
that there are no two consecutive unities. As is well known, in this
case the normalization of a finite w ∈ W is a finite word of the same
length (see, e.g., [15]).
Since the shift (Xβ, νβ, τβ) is ergodic, for any fixed v ∈ V , νG-a.e.
sequence ε ∈ XG contains v infinitely many times.1 Let the equivalence
class of v be [v] = {w1, . . . , wℓ}.
We perform the anti-normalization for v as follows: take a generic
sequence ε in question; first time we hit v, we change it to w1, next time
we hit it – to w2, etc., until we get to wℓ. Note that this operation has
not changed the β-value of ε. Now we fix some ordering of V , say, the
lexicographic one: V = {v1, v2, . . . } = {0, 1, 00, 01, 10, 000, 001, . . .}
and perform this operation consecutively for v1, v2, etc. Since each word
from V occurs infinitely many times, we can avoid “overlaps”. The
resulting “anti-normalized” sequence ε′ a β-expansion of a Lebesgue-
generic x, and by our construction, it contains all 0-1 words, i.e., is a
universal sequence.
The actual reason why the case β = G is so easy to deal with, is the
fact that G is a finitary Pisot number, i.e., the normalization of each
finite word in base G is finite as well. For an arbitrary (even Pisot) β
this is, generally speaking, not true, and we will need a more delicate
argument.
2.3. General case. Note first that it suffices to prove Theorem 1.4
only for x ∈ (0, 1). This is because for x ∈ (1, 1/(β − 1)) one can find
ℓ ≥ 1 such that y = x−β−1−· · ·−β−ℓ ∈ [0, 1), then apply the theorem
to y (i.e., a generic y has a universal β-expansion (y1, y2, . . . )). Finally,
(1, . . . , 1, y1, y2, . . . ) (with ℓ unities) is a universal β-expansion of x.
Since the proof is somewhat technical, we would like to present a
sketch first and then fill up the details. Let V,W be as in the previous
subsection, w ∈ W ; then there exists v ∈ V whose β-value is slightly
greater than the β-value of w (just consider v′ = nβ(w), replace 0 by 1
at a sufficiently large coordinate of v′ and drop the rest of it).
A generic sequence ε ∈ Xβ is of the form (. . . , v, (tail)) and we
“anti-normalize” it into (. . . , w, (tail′)), where the dots denote one and
the same symbols, tail′ = (ε′n, ε
′
n+1, . . . ) is admissible, and tail
′ =
v+tail−w (we identify an admissible sequence with its β-value). Since
we have chosen v slightly greater than w, the β-value of (ε′n, ε
′
n+1, . . . )
1More precisely, there exist infinitely many k such that εk . . . εk+|v|−1 = v.
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fills some interval (a, b) ⊂ (0, 1), where a = a(w), b = b(w). Since
tail is “random”, so is tail′ (more precisely, its shift (ε′n, ε
′
n+1, . . . )).
Hence we can repeat this procedure ad infinum; the claim follows from
the fact that for a.e. x ∈ (a, b), its greedy β-expansion contains every
admissible word infinitely many times (this is a trivial consequence of
Poincare´’s recurrence theorem for the shift τβ).
To turn this sketch into a real proof, we have to clarify the following
points:
(1) accurate choice of v;
(2) “randomness” of tail′.
(1) Let w = x1 . . . xk and v
′ = (ε1, . . . , εk, . . . ) = nβ(w). Put
n := min {j ≥ 1 : εk+j = 0 and ε1 . . . εk+j−11 is β-admissible}.
The number n is well defined, because the tail of v′ does not coincide
with the tail of (ai)
∞
1 (see the beginning of the section), whence one
can always increase v′ at a sufficiently large coordinate.
Put v := ε1 . . . εk+n−11. Now a := valβ(v) − valβ(w) ∈ (0, 1) (it
is positive by the monotonicity of the greedy β-expansions – see Sec-
tion 1). To determine b, we consider the sequence v˜ which is defined
as the largest possible β-admissible sequence beginning with v. Then
b := valβ(v˜)− valβ(w) < 1.
(2) Put
E(j)w := {x ∈ (0, 1) : ε = (ε1, . . . ) is the greedy β-expansion of x and
εj+1 . . . εj+|v| = v},
(here v = v(w) as above) and Ew := ∪j≥0E(j)w . Obviously, L(Ew) = 1,
where L denotes Lebesgue measure. The relation v + tail = w + tail′
can be rewritten in the following way: we have for x ∈ E(j)w :
valβ(v) + β
−|v|T
j+|v|
β x = valβ(w) + β
−|w|y,
whence
y = c1(w) + c2(w)T
j+|v|
β x ∈ (a(w), b(w)),
where c1(w), c2(w) are some constants. Hence in view of Tβ(L) be-
ing equivalent to L ([12]), Lebesgue measure of all possible y’s in
(a(w), b(w)) is full. Therefore, a generic x leads to a generic y, and
we may repeat this operation for all w, thus constructing a universal
β-expansion of a generic x.2
Theorem 1.4 is proved.
2Note that from the proof it follows that y being in (a, b) (whereas x could
assume any value in (0, 1)) does not affect the choice of the next interval (a, b).
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3. Combinatorics and branching
3.1. Unique expansions. We need first to recall some facts about
unique β-expansions. Namely, x ∈ Iβ will be said to have unique β-
expansion if the greedy β-expansion is the only one β-expansion for
x. Let Aβ denote the set of such x ∈ (0, 1/(β − 1))’s (x = 0 and
x = 1/(β − 1) obviously have a unique β-expansion). It is shown in
[4] that if β < G, then Aβ = ∅. A natural question to ask is about its
properties when G ≤ β < 2. The following theorem has been recently
proved by P. Glendinning and the author:
Theorem 3.1. [8] The set Aβ has measure zero for any β ∈ (1, 2).
The cardinality of the set Aβ is
(i) ℵ0 if β ∈ (G, β∗) and
(ii) 2ℵ0 if β ∈ [β∗, 2).
Moreover, if β = β∗, then Aβ is a Cantor set of zero Hausdorff dimen-
sion, and if β ∈ (β∗, 2), then 0 < dimH(Aβ) < 1.
Here β∗ = 1.787231650 . . . is the Komornik-Loreti constant, i.e., the
smallest β such that x = 1 has a unique β-expansion. In [9] it is shown
that in fact β∗ is the unique solution of the equation
∞∑
n=1
mnx
−n+1 = 1,
where m = (mn)
∞
1 is the Thue-Morse sequence [1]:
m = 0110 1001 1001 0110 1001 0110 0110 1001 . . .
In [8] we have given a symbolic description of unique β-expansions.
Namely, let a = (a1, a2, . . . ) (see Section 2), and σ denote the shift on
Σ. Define
Uβ := {ε ∈ Σ : a ≺ σnε ≺ a, n ≥ 0},
where bar denotes the inversion, i.e., 0 = 1, 1 = 0.
In [8] it is shown that any unique β-expansion which is neither 0∞
nor 1∞, is of the form 0sε or 1sε, where s ≥ 0, and ε ∈ Uβ.
3.2. “Less than continuum” of β-expansions. We will show that
having “less than the full continuum” of possible β-expansions is almost
the same cardinality-wise as having a unique one. Let Rβ(x) denote
the set of all β-expansions of x. We are going to construct by induction
the branching compactum Γβ(x) ⊂
∏∞
1 {0, 1}.
Firstly, if x ∈ Aβ, then we define Γβ(x) := {0∞}; otherwise, there
exists a branching, i.e., there exist (ε1, . . . , εn, εn+1, . . . ) ∈ Rβ(x) and
(ε1, . . . , εn, ε
′
n+1, ε
′
n+2 . . . ) ∈ Rβ(x) for some n ≥ 0, and εn+1 6= ε′n+1.
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Thus, we can make a choice for the first symbol in Γβ(x): it is 1 if we
choose the “lower branch” (i.e., zero at the n’th place) and 0 otherwise.3
Performing the same operation for (εn+1, εn+2, . . . ) and (ε
′
n+1, ε
′
n+2, . . . )
yields the second symbol in Γβ(x), etc. If one of the “tails” happens to
be a unique β-expansion, we assume for simplicity that the remaining
symbols are all 0’s.
Example 3.2. For β = G and x = β−1, as is well known, Rβ(x) =
{10∞, 0110∞, 010110∞, . . . }, whence Γβ(x) = {0∞, 10∞, 010∞,
0010∞ . . . }. On the other hand, in Counterexample described in Sec-
tion 1, Γβ(x) =
∏∞
1 {0, 1}.
By our construction, to every β-expansion of x one can assign the
(unique) sequence from Γβ(x), i.e., Rβ(x) and Γβ(x) are naturally iso-
morphic. Put
Cβ :=
{
x ∈ (0, 1/(β − 1)) : Γβ(x) 6=
∞∏
1
{0, 1}
}
.
Thus, the set of x’s, for which cardRβ(x) < 2
ℵ0, is a subset of Cβ . Note
that in [14, Theorem 2.18] we have in fact shown that for every β the
set Cβ has zero Lebesgue measure. Here we would like to make this
result more precise.
The following auxiliary claim is straightforward:
Lemma 3.3. x ∈ Cβ if and only if there exists its β-expansion ε and
n ≥ 0 such that σnε is a unique β-expansion.
This simple observation helps us to refine Theorem 1.2.
Lemma 3.4. There exists a map ψβ : Cβ → Aβ which is countable-to-
one.
Proof. By the above, if x ∈ Cβ , then x =
∑n−1
1 εjβ
−j + β−ny, where
εj ∈ {0, 1} and y ∈ Aβ. We define the map ψβ : x 7→ y. The choice of a
specific y is unimportant; for example, if there multiple y’s, choose the
smallest n first, and if there is still a choice, choose the lexicographically
smallest (ε1, . . . , εn−1).
Now, if we have also x′ =
∑n′−1
1 ε
′
jβ
−j+β−n
′
y, then x−βkx′ ∈ Q(β)
for k = n′ − n, whence for a given x ∈ ψ−1β {y} there can be not more
than a countable set of x′’s from the same preimage. 
Recall now that in [4, Theorem 3] quoted above, it was in fact shown
that for any β ∈ (1, G), cardRβ(x) = 2ℵ0 for every x ∈ (0, 1/(β −
3This in fact corresponds to the dynamical model described in detail in [14, §2].
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1)).4 This result is in a way best possible, because for β = G there is
already a countable set of points, each of which has ℵ0 β-expansions
(for instance, x = 1), and for β > G, as we know, there are points
which even have a unique β-expansion.
Nevertheless, some improvement of Theorem 1.2 for β > G is possi-
ble. Namely, we show that having a non-full branching is very close to
having just a single β-expansion.
Let wn := m2 . . .m2n+1, n ≥ 0, where m is the Thue-Morse sequence.
That is, w0 = 1, w1 = 11, w2 = 1101, w3 = 1101 0011, etc.
Proposition 3.5. (1) For any β ∈ (G, β∗) we have Cβ ⊂ Q(β). More
precisely, every x ∈ Cβ has an eventually periodic β-expansion with the
period 0∞, 1∞ or wnwn for some n ≥ 0.
(2) For β ∈ [β∗, 2),
dimH Cβ = dimH Aβ ∈ [0, 1).
Proof. (1) By [8, Proposition 13], Uβ contains only eventually periodic
sequences with the period wnwn for some n ≥ 0 if β ∈ (G, β∗). Now
the claim follows directly from Lemma 3.3.
(2) is a consequence of Lemma 3.4. 
As a corollary of [4, Theorem 3] and Proposition 3.5 we obtain
Theorem 3.6. The set{
x ∈ (0, 1/(β − 1)) : cardRβ(x) < 2ℵ0
}
is
• empty if β ∈ (1, G);
• a proper subset of Q(β) if G ≤ β < β∗;
• a continuum of Hausdorff dimension 0 if β = β∗;
• a continuum of Hausdorff dimension strictly between 0 and 1 if
β ∈ (β∗, 2).
Remark 3.7. Note that ifRβ(x) is finite, then for every ε ∈ Rβ(x) there
exists n = n(ε) ≥ 0 such that σnε is unique. Hence such a sequence
cannot be universal, because a unique β-expansion cannot contain, for
instance, the word 0s for s large enough.
On the other hand, ifRβ(x) is countable, there will be both sequences
whose n’th shift is unique but also inevitably those not having this
property. This is the main obstacle for an easy solution of the open
problem mentioned in the end of Section 1.
4Actually, from their proof it even follows that Cβ = ∅ for every β < G.
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4. Normal β-expansions
We know from Theorem 1.4 that for a given β a.e. x has at least one
universal β-expansion. Note that by the ergodicity of the shift τβ, each
admissible block occurs in the greedy expansion of a generic x with a
positive limiting frequency. Thus, the proof given in Section 2 can be
easily modified to yield
Proposition 4.1. Given β ∈ (1, 2), a.e. x ∈ Iβ has a universal β-
expansion with a positive limiting frequency of each 0-1 block.
It is thus natural to ask the following question: is it true that for
every β a.e. x ∈ Iβ has a normal β-expansion, i.e., the one for which
the limiting frequency of each 0-1 block B is exactly 2−|B|?5 A partial
answer to this question is
Theorem 4.2. There exists a set E ⊂ (1, 2) of full Lebesgue measure
such that for each β ∈ E, Lebesgue-a.e. x ∈ Iβ has a normal β-
expansion.
Proof. Let p denote the product measure
∏∞
1 {12 , 12} on Σ, and µβ =
πβ(p), where πβ is given by (1.1). This measure is called the Bernoulli
convolution parameterized by β (see, e.g., [11]).
Note first that the claim in question is valid for every β and µβ-a.e.
x – it suffices to consider a set N of “normal” sequences in Σ (which by
the SLLN has p-measure 1) and take Nβ := πβ(N). This set will have
full µβ-measure, and clearly, every x ∈ Nβ has a normal β-expansion.
To end the proof of the theorem, it suffices to recall that by the famous
theorem due to B. Solomyak [16], for a.e. β the Bernoulli convolution
µβ is absolutely continuous with respect to the Lebesgue measure on
Iβ, whence for a.e. β the set Nβ has Lebesgue measure 1 as well. 
Remark 4.3. We believe Nβ has Lebesgue measure 1 for all β, even if
β is a Pisot number (it is well known that µβ in this case is singular
[3]). We plan to return to this problem in the future.
Acknowledgment. The author’s research was supported by the
EPSRC grant no GR/R61451/01. The author is grateful to Vilmos
Komornik for stimulating discussions.
References
[1] J.-P. Allouche and J. Shallit, The ubiquitous Prouhet-Thue-Morse sequence, in
C. Ding. T. Helleseth, and H. Niederreiter, eds., Sequences and Their Applica-
tions: Proceedings of SETA ’98, Springer-Verlag, 1999, pp. 1–16.
5Yet again, we hope there will be no confusion with the notion of normal greedy
β-expansions – see, e.g., [2].
UNIVERSAL β-EXPANSIONS 11
[2] A. Bertrand-Mathis, Points ge´ne´riques de Champernowne sur certains syste`mes
code´s; application aux θ-shifts, Ergodic Theory Dynam. Systems 8 (1988), 35–
51.
[3] P. Erdo¨s, On a family of symmetric Bernoulli convolutions, Amer. J. Math. 61
(1939), 974–975.
[4] P. Erdo¨s, I. Joo´ and V. Komornik, Characterization of the unique expansions
1 =
∑∞
i=1 q
−ni and related problems, Bull. Soc. Math. Fr. 118 (1990), 377–390.
[5] P. Erdo¨s and V. Komornik, Developments in non-integer bases, Acta Math.
Hungar. 79 (1998), 57–83.
[6] S. Ferenczi, Complexity of sequences and dynamical systems, Discrete Math.
206 (1999), 145–154.
[7] Ch. Frougny, Representations of numbers and finite automata, Math. Systems
Theory 25 (1992), 37–60.
[8] P. Glendinning and N. Sidorov, Unique representations of real numbers in non-
integer bases, Math. Res. Lett. 8 (2001), 535–543.
[9] V. Komornik and P. Loreti, Unique developments in non-integer bases, Amer.
Math. Monthly 105 (1998), 636–639.
[10] W. Parry, On the β-expansions of real numbers, Acta Math. Acad. Sci. Hung.
11 (1960), 401–416.
[11] Y. Peres, W. Schlag and B. Solomyak, Sixty years of Bernoulli convolutions,
Fractal geometry and stochastics, II (Greifswald/Koserow, 1998), 39–65, Progr.
Probab., 46, Birkhauser, Basel, 2000.
[12] A. Re´nyi, Representations for real numbers and their ergodic properties, Acta
Math. Acad. Sci. Hung. 8 (1957) 477–493.
[13] N. Sidorov, Almost every number has a continuum of β-expansions, accepted
for publication in Amer. Math. Monthly, http://www.ma.umist.ac.uk/nikita
[14] N. Sidorov, Arithmetic Dynamics, to appear in “Topics in Dynam-
ics and Ergodic Theory”, LMS Lecture Notes, Cambridge Univ. Press,
http://www.ma.umist.ac.uk/nikita
[15] N. Sidorov and A. Vershik, Ergodic properties of Erdo¨s measure, the entropy
of the goldenshift, and related problems, Monatsh. Math. 126 (1998), 215–261.
[16] B. Solomyak, On the random series
∑±λi (an Erdo¨s problem), Ann. Math.
(2) 142 (1995), 611–625.
Department of Mathematics, UMIST, P.O. Box 88, Manchester M60
1QD, United Kingdom. E-mail: Nikita.A.Sidorov@umist.ac.uk
