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Abstract
In the last decade, while statistical machine translation has advanced significantly, there
is still much room for further improvements relating to many natural language process-
ing tasks such as word segmentation, word alignment and parsing. Human language is
composed of sequences of meaningful units.
These sequences can be words, phrases, sentences or even articles serving as basic elements
in communication and components for computational modeling. However, in monolingual
text some sequences are not naturally separated by delimiters, and in bilingual text both
sequence boundaries and their corresponding translations can be unlabeled. This work
addresses solutions of sequence segmentation and alignment for statistical machine trans-
lation, including the following topics:
Chinese word segmentation: Different from the explicit word segmentation in trivial ap-
proaches, I introduce integrated Chinese word segmentation, where segmentation and
alignment of words are trained jointly, and the decoding is performed on the lattice
composed of alternative word segmentations. I show that direct translation on Chinese
characters can achieve even better translation performance than translation on Chinese
words;
Phrase training: Currently phrases are extracted in a heuristic way. I propose a mixture
phrase pair model which is trained discriminatively allowing to combine multiple extrac-
tion processes and various resources, especially the underlying word alignment models
discarded in the standard approach;
Parallel sentence exploitation: Training corpus acquisition is crucial for a data-driven
translation system. I propose a maximum-entropy model where document pairs are parti-
tioned recursively into sentence pairs using ’binary segmentation’ without any requirement
on sentence boundary markers;
Domain adaptation: A hierarchical clustering algorithm is applied to classify the training
data into distinct domains. Domain specific language models and translation models are
then combined to build a domain dependent system, and domain priors are estimated
with a minimum error rate training.
Experimental results on state-of-the-art, large-scale Chinese-English tasks show that the
training speed can be increased with a factor of four and each above mentioned method
leads to an enhancement of the translation quality up to 6% relatively.
Zusammenfassung
Menschliche Sprache besteht aus Sequenzen sinnvoller sprachlicher Einheiten. Diese Ein-
heiten ko¨nnen Wo¨rter, Phrasen, Sa¨tze oder Artikel sein, die als Basiselemente in der Kom-
munikation und als Komponenten fu¨r die maschinelle Modellierung dienen. Aller-dings
sind die Definitionen von einigen Sequenzen wie der von Phrasen und chinesischer Wo¨rter
nicht eindeutig, da keine Trennsymbole im Text existiert. Dies stellt eine Anforderung
an viele Sprachverarbeitungsaufgaben dar, zum Beispiel in der maschinellen U¨bersetzung.
Wenn ein Text automatisch von einer Sprache in eine andere Sprache u¨bersetzt wird, kom-
men die Sequenzen paarweise in beiden Sprachen vor. Eine wesentliche Aufgabe ist die
Erkennung der Sequenzen in der Quellsprache und deren entsprechenden U¨bersetzungen.
Diese Arbeit stellt Lo¨sungen der Probleme der einsprachigen und zweisprachigen Sequen-
zsegmentierung fu¨r die statistische maschinelle U¨bersetzung vor, die sich auf die Seg-
mentierung und Alignierung von Wo¨rtern, Phrasen, Sa¨tzen und Dokumenten beziehen.
Wo¨rter im chinesischen Text sind nicht durch Separatoren getrennt, was die chinesische
Sprache von den meisten europa¨ischen Sprachen unterscheidet. Ein allgemein verwendeter
Ansatz in der Chinesisch-Englischen U¨bersetzung ist die Verwendung von expliziter Wort-
segmentierung, indem die chinesischen Wo¨rter erst segmentiert und dann mit dem Stan-
dardverfahren u¨bersetzt werden. Diese Art der Wortsegmentierung ist nicht notwendiger-
weise optimal fu¨r die U¨bersetzung. Wir setzen eine halb-ub¨erwachte Wortsegmentierung
ein, die einsprachige und zweisprachige Informationen beru¨cksichtigt, um eine geeignete
Segmentierung fu¨r die U¨bersetzung abzuleiten. Die Alignierung und Segmentierung von
Wo¨rtern werden durch das sogenannte ”Gibbs Sampling” gleichzeitig trainiert. Neue
Wo¨rter werden nach dem Prinzip des Bayes’schen Lernen generiert. Daru¨ber hinaus wer-
den unterschiedliche Wortsegmentierungen in einem Wortgraph repra¨sentiert und bei der
Suche nach der besten U¨bersetzung beruc¨ksichtigt. Die Segmentierungsentscheidung ist
auf diese Weise in die Dekodierung integriert.
Die Phrasenpaare, die als Sequenzen von Wo¨rtern und deren U¨bersetzungen definiert
werden, bilden ein weiteres Kernelement im Aufbau des U¨bersetzungssystems. Im Stan-
dardverfahren sind die Phrasenpaare heuristisch extrahiert basierend auf der besten
Wort-alignierung, wa¨hrend die zugrunde liegende Wortalignierungsmodelle verworfen wer-
den. Um diese Information einzubeziehen, fu¨hren wir ein Mixture-Modell ein, das un-
terschiedliche Modellableitungen kombiniert. Verschiedene Extrahierungsprozesse und
Ressourcen ko¨nnen zur Generierung der Phrasenpaare beitragen.
Parallele Sa¨tze und doma¨nspezifische Korpora, die im Training verwendet werden, sind
fu¨r die Leistung des datengetriebenen U¨bersetzungssystems von entscheidener Bedeu-
tung. Wir werden daher einen neuartigen Ansatz vorstellen, mit dem wir die satzalig-
nierten Daten erhalten, indem wir die zweisprachigen Dokumente rekursiv in zwei Teile
aufteilen. Diese Methode u¨bertrifft die Leistung der allgemeinen Satzalignierungsmeth-
oden und setzt keine Ankerwo¨rter an den Satzgrenzen voraus, was besonders interes-
sant fu¨r Transkriptionstext ist. Daru¨ber hinaus fu¨hrt die Verku¨rzung von langen Satz-
paaren zu einem effizienteren Training und zu einer ho¨heren Qualita¨t in der Wortalig-
nierung. Da immer gro¨ssere Menge an Trainingsdaten einbezogen werden, gibt es einen
gro¨sseren Bedarf an Doman¨enanpassungen. Wir diskutieren Clusteralgorithmen, um do-
mainabha¨ngige Sprachmodelle und U¨bersetzungssysteme aufzubauen. Die vorgeschla-
gene Methode fordert viel weniger zweisprachige Daten als normalerweise fu¨r den Auf-
bau eines domainabha¨ngigen Systems verwendet werden. Dieses Verfahren ist einfach
und effizient, um viele Doma¨nen zu erfassen. Abschliessend werden wir die Ergebnisse
der Experimente der oben genannten Methoden vorstellen. Die Qualitat¨ im Bereich der
Chinesisch-Englischen Ub¨ersetzungsaufgaben ist gegenub¨er dem Stand der Technik sig-
nifikant verbessert worden und das Modelltraining ist effizienter. Weiterhin werden wir
zeigen, dass es ein besseres U¨bersetzungsmodell gibt, das direkt die chinesische Zeichen
statt der chinesischen Wo¨rtern u¨bersetzt.
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Chapter 1
Introduction
The goal of this thesis is to show the impact of sequence segmentation on the performance
of a state-of-the-art statistical machine translation system.
In mathematics a sequence is defined as an ordered list of elements, in which the same
elements can appear multiple times at different positions. In natural language processing
(NLP) a character is the smallest unit in a text. A sequence of characters forms a word,
and a sequence of words forms a phrase or a sentence. Segmentation is a process to divide
a sequence into meaningful sub-sequences, which includes detecting word boundaries,
extracting phrase pairs, chunking texts as well as clustering topics.
Statistical machine translation (SMT) is a sub-field of NLP and addresses the problem
of automatically translating a text of one language into a text of another language using
machine learning techniques and statistical modeling approaches. Identification of trans-
lation model units is therefore an elementary issue for SMT and may result in a bottleneck
in developing a high-performance translation system.
While most of the European languages have explicit word boundary markers, in Chinese
texts, words are not separated by delimiters. This leads to the Chinese word segmen-
tation (CWS) problem. A widely used approach is to apply a Chinese word segmenter
trained from manually annotated data using a fixed lexicon. Such word segmentations
are not necessarily optimal for translation. We propose a semi-supervised Chinese word
segmentation model which uses both monolingual and bilingual information to derive a
segmentation suitable for SMT. On a test corpus we take all possible segmentations of a
sentence into account and integrate the segmentation decision into the search for the best
translation. This allows the Chinese word segmentation model to be estimated for the
use in SMT and leads to improvements in translation performance.
Once the words are defined, the translation is performed based on phrases instead of on
single words to capture context dependency. Therefore, generating the proper phrases
and their corresponding translations is a major issue in the translation task, called phrase
pair segmentation.
Usually, the phrase pairs are extracted heuristically based on the word alignment results,
and the translations are performed afterwards. We will present a discriminative phrase
pair training algorithm which is parameterized with feature functions; the weights of these
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features are then optimized directly with respect to the end-to-end system performance.
Multiple data-driven feature functions are proposed to create a balance between precision
and recall.
With refined translation models in general, we meet higher demands on parallel sentences
to train large-scale data-driven SMT systems. But plenty of bilingual resources are only
available on the document level. We will show novel methods to align sentences to their
translations by partitioning document or paragraph pairs which is referred to as sentence
segmentation. This approach can also effectively reduce the computation requirement in
word alignment training without deterioration of the translation performance.
While statistical machine translation has advanced significantly with better modeling
techniques and much more training data, domain specific SMT has received much less at-
tention and leaves much room for further improvements. In this work, we address domain
issues and use a combination of feature weights and language model adaptation in order to
distinguish multiple domains, which share a general translation engine with phrase-based
log-linear models. The proposed method requires much less parallel data than what is
typically used to build a domain independent system, which makes it easy, cost-effective
and efficient to capture as many domains as required. Domain adaptation during decod-
ing is approached by source text classification methods. The results of proposed method
show significant improvements of the proposed domain dependent translation over domain
independent translation.
Throughout this work, in order to allow a meaningful comparison of different segmenta-
tion approaches, the proposed methods are applied to two well-known translation tasks in
a tourism-related domain for small data track and in a news domain for large data track.
Results of experiments demonstrate consistent and significant improvements on transla-
tion performance over the widely used standard sequence segmentation approaches. The
main contributions of this work are summarized on Page ??.
Structure of this document
The work is organized as follows: Chapter ?? describes the advanced methods of CWS in
machine translation, which includes Bayesian semi-supervised CWS in the training of the
word alignment and the integrated CWS into the search for the best translation. Chap-
ter ?? discusses the mixture phrase segmentation method that combines features derived
from underlying word alignment models instead of from single-best word alignments. In
Chapter ?? we employ sentence segmentation for efficient training and data exploitation,
and in Chapter ?? we address the domain issue and present an unsupervised clustering
method for language model adaptation. Finally, in Chapter ?? we present the corpora
used in the experiments, summarize the methods used in current research and discuss the
error rates presented by other researchers.
Chapter 2
Scientific goals
The goals set out at the starting point of the work for this thesis (and supplemented at
different points in time along the work) were to
• improve the state-of-the-art translation performance for machine translation systems
(measured by automatic evaluation criteria) using enhanced statistical sequence
segmentation models;
• investigate Bayesian methods used in large scale, practical NLP tasks;
• integrate Chinese word segmentation into the application of statistical machine
translation;
• update the heuristic phrase extraction method with a sound phrase training model;
• explore automatically bitext for data-driven MT;
• train system efficiently with reduced computational requirements;
• translate text depending on its domain.
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State of the art
This chapter provides a brief overview of the state-of-the-art methods related to sequence
segmentation for machine translation (MT). These methods serve as baselines for a com-
parison and as a starting point for later sections. We introduce the methodologies of
statistical machine translation and address major problems to be solved along this thesis.
We also anticipate results based on proposed solutions discussed in later chapters and put
them into their frame of reference here.
Machine translation is a sub-field of computational linguistics that investigates the use of
computer software to translate text or speech from one natural language into another. The
history of machine translation begins in the 1950s. There are mainly three approaches
which address the problem of machine translation: Rule-based methods parse a text,
usually creating an intermediary, symbolic representation, from which the text in the
target language is generated. Statistical machine translation generates translations using
statistical methods based on bilingual text corpora, a corpus in a source language together
with its translation corpus in a target language. The example-based machine translation
(EBMT) is often characterized by its use of a bilingual corpus as its main knowledge
base at run-time, which is essentially a translation by analogy and can be viewed as an
implementation of a case-based reasoning approach of machine learning.
The currently most widespread and top-performing approach is the statistical machine
translation. Therefore, in this work we will only focus on methods and methodologies
in the field of SMT. The basic work flow of a statistical machine translation is com-
posed of data exploitation, preprocessing, training, translation and evaluation. Sequence
segmentation plays an important role along these steps.
With the increasing availability of online corpora, data-driven approaches have become
central to the natural language processing community. Statistical machine translation is
a data-driven process. Translation systems are trained based on the assumption of a set
of parallel sentences. Automatical data exploitation and employment is in high demand
and seen as a new challenge for MT. We will describe the baseline methods for sentence
segmentation and alignment in Section ??, the novel methods in Chapter ?? and
show experiments in Section ??.
The bilingual raw texts obtained from various resources need to be prepared and converted
into a machine-readable format. For example, punctuations are tokenized from English
6
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words. Ambiguities in words are truncated and sentence pairs which are too long are
filtered out or shortened. These steps apply to all language resources. In addition, some
special handling on certain languages is necessary. One of the most crucial problems
is Chinese word segmentation, because Chinese word boundaries are not naturally
given but have to be detected. We will discuss the baseline methods for this problem in
Section ??, the improved methods in Chapter ?? and experimental results in Section ??.
In statistical approaches we take pre-defined models and train model parameters based
on labeled data. In MT, the input for training is the sentence aligned corpus. Given
a source language sentence, which is to be translated into a target language sentence,
the model is designed to find the most probable translation among all possibilities. A
standard training produces the word alignment output, which indicates one or more
words in the source sentence are to be translated into one or more words in the target
sentence. In Chapter ??, we will present a new training method that jointly aligns and
segments words and which leads to and enhanced translation quality.
Based on the model and trained parameters, best translations are generated. To capture
the context information and local reordering, word groups, so-called phrases are extracted
to form the translation units. The search for the best translation is performed on a
set of phrase pair sequences. The target side of the selected phrase pairs compose a
sentence. The conventional phrase pair generation is only based on the word alignment
input, which is heuristic and not very accurate as to be described in Section ??. In
Chapter ?? we will show that phrase pairs induced from various data resources using
a combination of multiple features results in a significant improvement in translation
performance. Experiments will be presented in Section ??.
Finally, text styles and topic contents need to be considered for a refined translation and
a sound formulation. Domain adaptation is therefore investigated to automatically
identify user-specific domains with this aim in mind. The methods introduced by other
authors are stated in Section ??, and we propose language model adaptation in Chap-
ter ??, which is shown to be very effective to improve translation quality and which is
widely applied by other researchers, along with the results in Section ??.
Now, we will briefly overview the previous work on these problems in the following sections.
3.1 Chinese word segmentation
In contrast to most of the European languages, words in Chinese texts are not separated
from each other, which is difficult and poses an essential problem for many natural lan-
guage processing tasks. Detecting Chinese word boundaries automatically is therefore
widely applied in areas such as text processing, Chinese character input, speech recogni-
tion and information retrieval.
A word is the smallest meaningful unit of a language. However, a clear definition of a
Chinese word does not exist so far but depends on the application. There are two major
problems in CWS: ambiguities and words not contained in the lexicon. An ambiguity
occurs if a given Chinese sequence has more than one manual word segmentation. For
instance, ’Xw?(not satisfied)’ can be segmented into ’X(not) w?(satisfied)’ or ’X
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w(not satisfied) ?(meaning)’ with different meanings, and ’jÞ(immediately)’ can ei-
ther be treated as one word or separately as ’j(horse)Þ(on)’. This problem has troubled
linguists for decades. In some cases, even a human can hardly decide which segmentation
is correct. The other problem concerning words out of lexicon is that some words exist
but are not collected in the manual predefined dictionary. Named entities and professional
glossaries are typical examples of words that are difficult to capture in advance. For in-
stance, a corpus of legal language with 15K entries may contain 30% out-of-vocabulary
words given a manual dictionary with 70K word entries.
The performance of Chinese word segmentation is usually evaluated by three criteria:
precision, recall and F-measure. Precision is defined as the number of correctly segmented
words divided by the number of all words after segmentation. Recall is defined as the
number of correctly segmented words divided by the number of words in the reference
document. And F-measure is calculated based on precision and recall. These criteria
can measure the quality of Chinese word segmentation given a reference with correct
segmentations. However, a real standard segmentation does not exist but depends on the
application and context. In the experiments we observed that the correlation of word
segmentation quality and translation error rates are not high enough. Therefore, we
have abandoned the above measures and take only the translation error rates as the final
evaluation criteria to measure the Chinese word segmentation performance.
In Chinese-to-English machine translation, the common approach has been to segment
the Chinese text using an off-the-shelf CWS method and to perform a standard training
and translation process once the segmentation is fixed. There are many ways to recognize
word boundaries. The simplest method is to use the maximum matching. Characters
in a sequence are checked whether they match the words in the dictionary from left to
right; first the longest words are checked, then shorter words. An inverse maximum
matching matches words from right to left. This method is rather naive because words
with equal lengths are treated in the same way. Statistical methods are introduced to
estimate model parameters based on the training data. The advantages of statistical
approaches are robustness and generalization. By assigning a probability to each word
entry, high frequency and low frequency words are distinguished. Under various statistical
methods, the N-gram based Chinese word segmentation is widely applied, such as in [?],
[?], [?]. We will present this method in detail in Section ?? and use the unigram word
segmentation as one of the baselines in the experiments, which requires a manual lexicon
containing a list of Chinese words and their frequencies. The lexicon and frequencies are
obtained using manually annotated data. HMM is another statistical model to perform
word segmentation. In [?], named entities are taken as features besides the segmentation
lexicon. Bigram class dependency and word conditional probability are taken into account
in the HMM based framework to search for optimal segmentation boundaries. Maximum
entropy [?] is a similar approach that combines user defined features and segmentation
decisions. Single character words, characters at the beginning, in the middle and at the
end of a word constitute four basic classes of the model. [?] employed a conditional
random field (CRF) model for sequence segmentation.
The increasing amount of monolingual data encourages researchers to generate word lex-
ica automatically, which may be more domain-specific. [?] developed a Chinese word
segmenter by only using a manually segmented corpus, where segmentation rules were
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extracted from the corpus. [?] and [?] used neither a dictionary nor a segmented corpus.
The input texts are grouped into pairs which have the highest value of mutual informa-
tion. This can be learned from the Chinese monolingual corpus. [?] firstly introduced
t-tests to measure word correspondences. Recent investigations were carried out taking
multiple features into account. [?]’s models included morpho-syntactic information and
adapted CWS to domain specific environments.
Nonetheless, those methods are still not necessarily optimal for translation for the fol-
lowing two reasons: 1. The segmentations may be erroneous, because the context varies.
2. The best segmentation for a given character sequence depends also on its transla-
tion. For a given character sequence the ’correct’ segmentation is not universal, but we
need to consider the context and the language to be translated into. So far, a Chinese
word segmentation method with dominant advantages has not been found. Since most
methods are not specifically developed for the MT application, significant improvements
in translation performance have not yet been shown to result from using these more so-
phisticated methods for CWS. Therefore, designed with the translation task in mind, we
investigate a joint word segmentation and alignment approach with integrated Chinese
word segmentation in the search for the best translation.
The main characteristic of the proposed Chinese word segmentation method is that the
segmentation model is designed for and derived from the machine translation application.
We enhance the trivial approach, the segmenting of words in the preprocessing, by inte-
grating the word segmentation into the word alignment training as well as the decoding
for the best translations. Translation on Chinese characters is therefore feasible as the
segmentation process is pushed to the translation step. In Chapter ?? we will discuss how
to combine CWS with training and decoding in Section ?? and Section ??, respectively.
In the model training we propose a Bayesian semi-supervised Chinese word segmentation
model, which uses both monolingual and bilingual information to derive a segmentation
suitable for MT. Word segmentation and alignment are trained jointly, and new word
entries and their distributions are introduced automatically using linear interpolation.
The experiments on both large (GALE) and small (IWSLT) data tracks of Chinese-
to-English translation show that the proposed method improves the performance of a
state-of-the-art machine translation system.
In the decoding, the translation is performed on the character level. Multiple segmenta-
tions are generated as a lattice based on the lexicon obtained from semi-supervised CWS
in training. Segmentation decisions are integrated into the search for the best translation.
The translation is performed on segmentation alternatives instead of on the single-best
segmentation, in order to avoid OOVs and to minimize translation errors. Similar ap-
proaches were applied in speech translation, e.g. [?], where speech recognition and
text translation are combined by using recognition lattices. We also weight the different
segmentations with a language model trained on the Chinese corpus at the word level.
Weighting the word segmentation by language model cost was introduced in [?]. The
experiments on Chinese-to-English translation show that the proposed method improves
the performance of a state-of-the-art machine translation system.
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3.2 Sentence segmentation
Another important step is the sentence segmentation. In a statistical machine transla-
tion system we define a mathematical model, train the model parameters on the parallel
sentence-aligned corpora and translate the test text with this model and its parameters.
In practice many sentences in the training corpora are long. Some translation applications
cannot handle sentences with a length larger than a predetermined value. The reasons
are memory limits and the computational complexity of the algorithms. Therefore, long
sentences are usually removed during the preprocessing. But even if long sentences are
included, there are still two problems: 1. high computational requirements. 2. the poor
quality of the resulting word alignment.
Therefore, we discuss sentence segmentation methods that solve these problems by split-
ting long sentence pairs into shorter sentence pairs. Previous research on the bilingual
sentence segmentation problem can be found in some literature. [?] employed ’concept
learning’ and ’genetic learning’ to find potential segmentation positions and to select
an actual segmentation point. [?] search for the segmentation boundaries using a dy-
namic programming algorithm. This technique is based on the lexicon information, but
only monotone sentence alignments are allowed, and manually defined anchor words are
needed as possible segmentation boundaries. [?] imposed a compositionality constraint
on alignments using IBM model 1. [?] presented a method to discover parallel sentences
in comparable, non-parallel corpora by training a maximum entropy classifier. Inspired
by the phrase extraction approach of [?], we introduced a new sentence segmentation
method which does not need anchor words and allows for non-monotone alignments of
the sub-sentences. As described in [?] and here in Section ??, we separate a sentence pair
recursively into two sub-pairs with the IBM model 1 until the lengths of all sub-segments
are smaller than a given value. This simple algorithm leads to a significant improvement
in translation quality and a speed-up of the training procedure.
Sentence segmentation is the problem of dividing a string of words into sub-strings or
a pair of word strings into pairs of sub-strings, while sentence alignment is the problem
of making the relations explicit that exist between the sentences of two texts that are
known to be mutual translations. The task of sentence segmentation is similar to the
task of sentence alignment. In the case of sentence segmentation we assume that the
sentence pairs are aligned correctly. The task is to find appropriate split points and to
align the sub-sentences. In the case of sentence alignment the corpus is only aligned at
the document level. Here, we have to align the sentences of two documents rather than
find appropriate split points.
Large-scale translation systems require an automatic and accurate exploitation of bilingual
sentences. Therefore, sentence alignment is necessary. The conventional method to align
sentences is to break the documents into sentences using anchor words such as punctuation
marks and to align these sentences using dynamic programming. Previous investigations
can be found in [?, ?, ?, ?, ?] and [?]. However, most methods only allow monotone
sentence alignment. We will present an extended approach based on [?] in Section ??
allowing sentence alignment reordering. This method does not require anchor words and is
especially suitable dealing with speech transcriptions. Moreover, it is feasible to combine
this approach with other alignment approaches. [?] performs a two-stage procedure. The
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documents are first chunked and aligned at sentence level using dynamic programming, the
initial alignments are then refined to produce shorter segments using binary segmentation.
However, on the Chinese-English FBIS training corpus the alignment accuracy and recall
are lower than with the Champollion tool [?].
We will present a method that leads to more satisfying results. The corpora produced
using two approaches are concatenated, and each corpus is assigned a weight. During
the training of the word alignment models, the counts of the lexicon entries are linearly
interpolated using the corpus weights. In the experiments on the Chinese-English FBIS
corpus, the algorithm derived from the method of [?] was capable of producing translation
results comparable to the Champollion sentence aligner. Using a combination of these
two approaches improves the translation performance in comparison to the performance
of Champollion.
3.3 Phrase pair segmentation
State-of-the-art statistical machine translation uses phrases as translation units to incor-
porate context into translation models, as described by [?], [?] and [?]. A phrase is defined
as a contiguous sequence of words, a phrase pair contains a phrase in the source language
and its translation in the target language. The basic idea of phrase-based translation is
to segment the given source sentence into phrases, then translate each phrase and finally
compose the target sentence from these phrase translations. Extraction and evaluation of
proper phrase pairs are hence crucial for building up a high-performance translator.
The mostly applied phrase pair extraction method is the so-called Viterbi Extract [?].
We take the Viterbi word alignment of one sentence as input. A source and a target
phrase are considered to be translations of each other, if their words are only aligned
within this phrase pair and not to the words outside. Summing up phrases and their
corresponding translations extracted on all sentences in the bilingual training corpus, we
obtain a phrase table with a set of phrase pairs as well as rating scores indicating their
significance and translation accuracy.
The translation system employs a phrase-based log-linear model. The decoder generates
target sentences from left to right by covering source phrases in a certain order. The
underlying feature functions include relative frequencies of the phrase pairs obtained from
the extraction process, a word-based lexicon model, a target language model, a heuristic
source phrase reordering model, as well as a word and phrase penalty model.
Currently this is the most widely applied phrase pair generation and scoring approach
currently. However, it is still far away from a fair and comprehensive evaluation on phrase
entries. The frequency model depends heavily on the Viterbi word alignment input, and
a mistake in the Viterbi alignment results in errors in the phrase pair extraction. The
information from the alignment models is not fully explored and is discarded after the
output of the Viterbi word alignment.
Other approaches have been investigated to obtain phrase pairs in less heuristic ways.
[?] presented an integrated phrase segmentation/alignment algorithm (ISA) for statistical
machine translation, which segments and aligns phrases simultaneously. Without the
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need of training word alignment models, phrases are identified based on the similarities
of mutual information values among word alignment points. [?] presented a technique
that begins with improved IBM models to create phrase level knowledge sources that
represent effectively local as well as global phrasal context. [?] showed an ITG inspired
phrase extraction method using sentence splitting. [?] introduced a joint probability
model for statistical machine translation, which automatically learns word and phrase
equivalents from bilingual corpora. [?] described a phrase to phrase HMM model to align
documents to abstracts. [?] employed posterior probabilities to derive word to phrase as
well as phrasal alignments.
In Chapter ?? we will introduce a novel phrase pair induction method by building a
mixture model that combines different phrase pair probabilities derived directly from the
underlying word alignment models instead of from the Viterbi word alignments. Phrase
pair probabilities calculated such as by [?] and [?] are taken as features in the log-linear
model. This relaxes the standard phrase extraction heuristics and provides a more flexible
infrastructure to introduce phrase pairs from various resources. Learning is pushed down
to the level of phrase extraction. All knowledge sources, such as probabilities derived by
IBM model 1, HMM and other models, are treated as feature functions in the mixture
model framework, which can be extended easily by adding new feature functions. Hence,
the standard phrase extraction is a special case by setting the weights of the other features
to zero. Additional phrases that are not generated from the standard approach can be
obtained, and less meaningful phrase pairs are pruned. The experimental results on the
IWSLT 2007 task show that the proposed method improves the translation performance
over the conventional method.
3.4 Document segmentation
In SMT models are trained from parallel and monolingual corpora. The quality and
quantity of the data and the underlying modeling approach determines the quality of the
translation output. With the increasing availability of parallel corpora and better mod-
eling approaches, a significant improvement of the translation quality has been achieved
in recent years.
While translation performance has advanced substantially in general, translation style
and domain issue leave much room for further improvements. For instance, translating
an utterance can be quite different from translating a written sentence in selecting words
and phrases and their order. Short phrases such as ’what’s up’ are more likely to be
observed in an informal situation than in written form. This offers a challenge to genre
adaptation of SMT systems but at the same time causes a rise to potential improvement
if the issue is handled properly. There are mainly four problems to be studied for domain
issues.
1. Obtaining in-domain data
Available parallel or even monolingual domain specific data are usually of limited
size. However, building a domain dependent systems requires plenty of training data
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with a content closer to the test corpus. Therefore, obtaining large-scale in-domain
data from an out-of-domain corpus is a first step for domain adaptation.
Many investigations have been performed for this purpose recently. [?] selected sen-
tences similar to the test set to form an adapted training corpus, which allows a bet-
ter use of additionally available out-of-domain training data or finds in-domain data
in a mixed corpus. [?] use an in-domain translation dictionary and/or in-domain
monolingual corpus to improve the in-domain performance. [?] take advantage of a
resource-rich language such as English, utilizing cross-lingual information retrieval
to adapt language models for a resource-deficient language. Small but effective texts
are selected by information retrieval for adaptation. [?] explored transductive learn-
ing, where they translated source sentences from the development set and test set
repeatedly. The generated translations are then used to improve the performance of
the SMT system. [?] proposed methods for feature weight combination and mixture
language model adaptation to distinguish multiple domains, which share a general
translation engine with phrase-based log-linear models. Domain adaptation during
decoding is approached with source text classification methods. A similar approach
is presented in [?], where two basic settings are investigated: cross-domain adap-
tation, in which a small sample of parallel in-domain text is assumed; and dynamic
adaptation, in which only the current input source text is considered. Adaptation
relies on mixture models estimated on the training data by unsupervised clustering
methods. Given available adaptation data, mixture weights are re-estimated ad-
hoc. This work is related to [?]. In addition, we performed unsupervised document
clustering to automatically segment a training corpus into different domains.
2. Model combination (translation model, language model)
Domain specific translation or language models are usually combined so that differ-
ent models contribute more or less to the final model depending on how its content
is related to the test domain. Language model adaptation has been investigated
previously in many ways. For example, linear interpolation of a general and a do-
main specific model by [?]. Back off of domain specific probabilities with those
of a specific model [?]. Retrieval of documents pertinent to the new domain and
training a language model on-line with this data by [?] and [?]. Maximum entropy,
minimum discrimination adaptation by [?]. Adaptation by linear transformation
of vectors of bigram counts in a reduced space by [?]. Smoothing and adaptation
in a dual space via latent semantic analysis modeling long-term semantic depen-
dencies and trigger combinations by [?]. For the application of statistical machine
translation language model interpolation is widely applied, such as in [?] and [?].
While [?] presented an empirical study of four techniques for adapting language
models, including a maximum a posteriori (MAP) method and three discriminative
training models in the application of Japanese Kana-Kanji conversion. [?] intro-
duced a statistical formulation in terms of a simple mixture model and presented
an instantiation of this framework to maximum entropy classifiers and their linear
chain counterparts. They presented efficient inference algorithms for this special
case based on the technique of conditional expectation maximization. However, fur-
ther research on these methods in machine translation has not been successful yet.
Therefore, we will employ the interpolation techniques for model combination and
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direct the attention more to data clustering and model weights optimization in this
thesis.
3. Parameter optimization and evaluation set adaptation
[?] presented the algorithm of boosting and perception as well as the minimum
sample risk method for parameters optimization. However, the experiment was not
performed for machine translation application. We investigate two optimization
methods here: downhill simplex method with the optimization criterion of the final
translation performance and the EM algorithm with respect to language model
perplexity.
After building up the domain specific translation systems, we need to know to
which domain the evaluation set or part of the evaluation set belongs. Measuring
the distance between the evaluation corpus and the domain specific training corpus
is therefore a way to classify a test corpus into a domain so that the translation can
be performed using the right domain dependent translation system. We will show
methods presented in [?] based on information retrieval and language model per-
plexity. Similar approaches can also be found in [?], where the correlation between
the classification error rate and translation performance was not investigated.
In Chapter ?? we will describe domain adaptation in machine translation with unsu-
pervised clustering methods in detail. Solutions to the above mentioned problems are
presented including: how to classify training data into distinct domains; how to build
domain specific SMT systems in training, and how to optimize model weights and to per-
form domain adaptation during decoding. For the first problem we propose hierarchical
clustering to segment training corpora into multiple parts; for the second problem we
use the domain dependent language modeling mixing language models trained on various
data; for the last problem, when translating a test document, we will identify its domain
automatically and then apply a corresponding decoding setup. Furthermore, different text
classification methods will be compared, and their impact on translation performance are
investigated. We will see that the domain adaptation using language models does not only
enhance the translation performance but also reduces the computational requirements.
Chapter 4
Chinese word segmentation
4.1 Problem description
In Chinese texts, sentences are written as a sequence of Chinese characters without sepa-
rating the words composed of single or multiple characters with delimiters such as white
space. This is different from most European languages and poses a challenge in natural
language processing tasks such as machine translation. The conventional way of solving
this problem is to segment the Chinese character sequence into Chinese ’words’. Finding
proper word boundaries in a sequence of Chinese characters is referred to as the Chinese
word segmentation problem.
It is difficult to define a ’correct’ Chinese word segmentation (CWS), and various defini-
tions have been proposed. In this work, we explore the idea that the best segmentation
depends on the task and concentrate on developing a CWS method for MT. For MT, intu-
itively the best Chinese words should be those units that provide the best word alignment
and lead to the best translation performance.
4.2 Definition of Chinese word segmentation
In statistical machine translation we are given a Chinese sentence as a sequence of charac-
ters cK1 = c1c2...ck...cK (k ∈ 1, 2, .., K), which is to be translated into an English sentence
of words eI1 = e1e2...ei...eI (i ∈ 1, 2, .., I), where K and I is the length of the Chinese
sentence in characters and the English sentence in words, respectively.
In order to obtain a more adequate mapping between Chinese and English translation
units, cK1 is usually segmented into words. The positions of Chinese word boundaries on
a character sequence cK1 is indicated by k0 ≡ 0 and kJ1 = k1k2...kj...kJ (j ∈ 1, 2, .., J),
where kj ∈ {1, 2, ...K}, kj−1 < kj, kJ ≡ K, and J is the number of Chinese words in the
sentence. We use kj to indicate that the j-th word segmentation boundary is placed after
(on the right side of ) the Chinese character ckj and in front of character ckj+1, where
1 ≤ j < J . k0 is a boundary on the left side of the first Chinese character c1, which is
defined as 0, and kJ is always placed after the last Chinese character cK and therefore
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equals K.
Given a sequence of Chinese characters cK1 and its segmentation boundaries k
J
1 , a sentence
can also be represented in the form of a sequence of Chinese words fJ1 = f1f2...fj...fJ
(j ∈ 1, 2, .., J), and each individual Chinese word fj is defined as
fj = ckj−1+1..ckj = c
kj
kj−1+1 (4.1)
fJ1 is composed of two sources of information, the character sequence and its word seg-
mentation.
Table 4.1: An example for the definition of Chinese words and word segmentations.
Characters B / m  ]
Glosses of characters small child/children play paper card/cards
cK1 c1 c2 c3 c4 c5
Segmentation boundaries B / m  ]
kJ1 k1 = 2 k2 = 3 k3 = 5
Characters into words c1c2 c3 c4c5
Words B/ m ]
Glosses of words child/children play card/cards
fJ1 f1 f2 f3
An example is illustrated in Table ??. The sentence B/m] contains five Chinese
characters (K = 5), where c1 denotes B, c2 denotes /, etc. The first word segmentation
boundary is placed after the second Chinese character (k1 = 2), the second boundary
is after the third character (k2 = 3) and the third boundary is after the fifth character
(k3 = 5). That means B(c1) and /(c2) together compose the word B/(f1), m(f2) is a
single character word, and ](c4c5) is the third word (f3) of this sentence.
4.3 Common methods
We will give a short overview on the current Chinese word segmentation methods in
statistical machine translation. These methods can be categorized into three types:
1. Each Chinese character is treated as a word.
The Chinese training and test corpora are processed with their single characters, and
each single character is considered as a word. That means for a character sequence
cK1 , J = K and kj = j and fj = cj for all j ∈ {1, ..., J} . Training and translation
at the Chinese character level do not require additional tools or human effort. But
[?] showed that direct translation on the character level does not lead to the same
translation performance as translation on the word level.
4.4. N -GRAM SEGMENTATION 17
2. The training and test texts are segmented manually.
The word segmentation boundaries kJ1 are decided by humans. Manual segmentation
avoids the segmentation errors but requires human effort. Moreover, the correct
segmentation does not always lead to the best translation result. The segmentation
in the test set should be consistent with the segmentation in the training to avoid
out-of-vocabulary words.
3. The training and test texts are segmented by an automatic segmentation tool.
This is a widely applied solution to the Chinese word segmentation problem. The
Chinese texts are segmented using an off-the-shelf Chinese word segmentation
method and translated afterwards given this fixed segmentation. This approach
usually performs better than the previous two methods.
4.4 n-gram segmentation
The simplest and widely applied automatic segmentation tool is based on a unigram
segmentation, which requires a manual lexicon containing a list of Chinese words
and their frequencies, an example of which is shown in Table ??. The lexicon and
frequencies can be obtained using manually annotated data, e.g. the LDC lexicon [?]
or a lexicon that is extracted from the alignment of the training corpora [?]. We
need to maximize the probability of a sentence considering all word segmentation
alternatives. Assuming each Chinese word in the sentence is distributed indepen-
dently, we are interested in knowing how to put the word delimiters properly so that
the product of the probabilities of all words is maximized:
kˆJˆ1 (c
K
1 ) = argmax
kJ1 ,J
J∏
j=1
Pr(fj = c
kj
kj−1+1) (4.2)
= argmax
kJ1 ,J
J∏
j=1
Pr(c
kj
kj−1+1) (4.3)
Pr(fj = c
kj
kj−1+1) is the probability of a word fj which is a sequence of characters
c
kj
kj−1+1 with a boundary after the kj−1-th character and before the kj-th character
in the sentence. Taking the word dependency into account we extend Equation ??
into Equation ??, by using the concept of an n-gram language model, where n is
the order of the n-gram model:
kˆJˆ1 (c
K
1 ) = argmax
kJ1 ,J
J∏
j=1
Pr(fj=c
kj
kj−1+1|fj−1−n=c
kj−1−n
kj−2−n+1, .., fj−1=c
kj−1
kj−2+1) (4.4)
= argmax
kJ1 ,J
J∏
j=1
Pr(c
kj
kj−1+1|c
kj−1−n
kj−2−n+1, .., c
kj−1
kj−2+1) (4.5)
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Table 4.2: All possible word segmentations for cK1 are illustrated in Table ??. The number
of all possible segmentations for cK1 is 2
K−1. The best word segmentation is the sentence
with ID. 2.
ID. J Chinese word sequence
1 5 B / m  ]
2 3 B/ m ]
3 4 B/ m  ]
4 3 B/ m ]
5 2 B/ m]
6 3 B/m  ]
7 2 B/m ]
8 2 B/m ]
9 1 B/m]
10 3 B /m  ]
11 2 B /m ]
12 3 B /m ]
13 2 B /m]
14 4 B / m ]
15 3 B / m]
16 4 B / m ]
Table 4.3: Manually generated Chinese word lexicon.
Word B / m  ] B/ ...
Frequency 3465 22 588 146 361 367 ...
The dynamic programming algorithm is used to maximize the product of the relative
frequencies of all words in one sentence. The segmenter finds the path which has
the highest product of word probabilities.
Another instance of this type of segmenter is the LDC tool, which is also based on
unigram segmentation but with additional text normalizations. The LDC segmenter
finds the path which has the highest product of word probability and the next word
is selected from the longest phrase. More details can be found on the LDC web
site [?].
The unigram Chinese word segmentation method is so far the most commonly ap-
plied method in machine translation, but it has several problems: First, maximizing
the product of single word probabilities does not guarantee that the context infor-
mation is taken into account; hence, the segmentation may contain errors. Second,
a more accurate word segmentation does not always lead to a great improvement
in translation performance. The “correct” segmentation for one character sequence
is not universal but depends on the Chinese context and the destination language.
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This method is sub-optimal for MT. For example, (paper) and ](card) can be
separated or composed into one word ](cards). Because ] does not exist in
the manual lexicon, it cannot be generated by this method.
Table 4.4: An example of translation hypotheses of a Chinese sentence with different
Chinese word segmentations.
In Characters B / m  ]
Segmentation 1. B/ m  ]
Segmentation 2. B/ m ]
... ...
Reference Children play cards
Hypothesis 1. Children play a card
Hypothesis 2. Children play cards
An example is shown in Table ??: the first line is a Chinese sentence as a sequence of
characters selected from the NIST 2006 translation evaluation set. Using the LDC
first segmentation method described in Section ??, ”‘ ]”’ is separated into two
words, and the translation ’a card’ is incorrect. In contrast, the second segmentation
method that we will describe in this chapter leads to a correct translation.
In standard approaches word segmentation is performed beforehand and indepen-
dent of the translation system. Segmentation and alignment of words are two sep-
arate processes, though they actually influence each other. In the widely applied
unigram method, single word probabilities are computed as relative frequencies us-
ing a manually generated lexicon. But this lexicon requires human effort and might
be sub-optimal for certain tasks. As we know, the definition of correct Chinese word
segmentation depends on the application. The goal of this work is to find an optimal
CWS for Chinese-English MT. We assume that for MT the best Chinese words are
those translation units that provide us with the best word alignment and phrase
table, which leads to best translation performance. We evaluate the translation
performance in this chapter using BLEU [?] and TER [?]. The proposed approach
outperforms other methods in two aspects: First, employing the Bayesian approach
allows us to introduce new words to the lexicon with a prior distribution. Second,
the semi-supervised training algorithm jointly optimizes CWS and word alignment
discriminatively with respect to translation performance.
We developed novel methods that learn the word distributions and even word entries
in the lexicon automatically from the bilingual training corpus. Chinese word seg-
mentation and word alignment are trained jointly. In Section ?? we will introduce
the learned segmentation method to train a word segmentation model using the
word alignment information. The words in the texts are hence segmented without
any pre-defined human knowledge. An unsupervised CWS method will be described
in detail, where both word entries and word distributions are learned simultaneously.
The model parameters are optimized with respect to the translation performance.
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We will describe advanced methods for CWS in detail. In the model training we apply
two approaches: learned segmentation and semi-supervised word segmentation. In learned
segmentation a lexicon such as in Table ?? is extracted automatically from single-best
word alignments trained on Chinese characters and English words. Bilingual and context
information are employed with respect to the translations. However, the single-best word
alignments can contain errors, thus we further refined the model into a semi-supervised
word segmentation method, where word segmentation and alignment are trained jointly
using both monolingual and bilingual information; see [?]. In the translation process
multiple segmentations are represented as a lattice so that segmentation decisions are
integrated into the search for the best translation, as presented in [?]. Multiple segmen-
tations are incorporated into the translation instead of a single-best segmentation.
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4.5 Segmentation learned from the alignment
cards • • •  
play • •  • •
Children   • • •
B / m  ]
Figure 4.1: An example of an alignment matrix between Chinese characters and English
words. A black box indicates a single-best (Viterbi) word alignment.
We will introduce the first word segmentation approach in this section, namely learned
segmentation. In statistical machine translation, a bilingual corpus is used. As introduced
by [?], from this corpus a segmentation of the Chinese part is obtained in the following
way: First, we train the statistical translation models on the bilingual corpus. There is no
word segmentation performed on Chinese texts, and each Chinese character is interpreted
a word, as described for the first segmentation type in Section ??.
As a result of this word alignment training, we obtain for each sentence pair a mapping of
Chinese characters to the corresponding English words i.e. the single-best word alignment
between Chinese characters and English words. Such an alignment is represented as a
binary matrix with K · I elements. An example is shown in Figure ??, where a Chinese
training sentence in characters is plotted along the horizontal axis and its English trans-
lation sentence in words along the vertical axis. The black boxes show the best alignment
for this sentence pair after word alignment training. In this example the first two Chinese
tokens are aligned to “Children”, the next one is aligned to “play”, and the last two tokens
are aligned to “cards”.
Based on this information, we can generate a Chinese word list with each entry composed
of one or more Chinese characters, which are aligned to one English word in the word
alignment matrix. In the experiments we train the alignments in both directions with
the GIZA++ tool and combine them. Chinese word entries are extracted based on this
combined alignment. Lexicon entries learned from the alignment matrix in Figure ?? are
’B/’, ’m’ and ’]’; each of them has a frequency of one. With the help of this self-
learned lexicon we use a segmentation tool, such as a unigram segmenter in Section ??
to obtain a segmented Chinese text. If we calculate the frequencies for every word, the
distribution can be obtained, too. Finally, we retrain the translation system with the
segmented corpus.
This lexicon shows the distribution of Chinese words in the training corpus. The extrac-
tion method differs from other self-learned methods because it uses the bilingual training
corpus instead of the monolingual corpus such as in [?]. Since we are more interested
in the relationship between the languages, this method is more suitable for the machine
translation application.
The central idea of the proposed lexicon learning method is: several Chinese characters
constitute a Chinese word if they are aligned to the same English word. Using this
idea and the bilingual corpus, we can generate a Chinese lexicon automatically. As a
conclusion, the ’learned translation with learned segmentation’ consists of three steps:
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1. The input is a sequence of Chinese characters without segmentation. After the
training using GIZA++ , we extract a monolingual Chinese dictionary from the
alignment.
2. Using this learned dictionary we segment the sequence of Chinese characters into
words. In other words, the unigram method is used, but the manual lexicon is
replaced by the learned lexicon.
3. Based on this word segmentation, we perform another training using GIZA++ .
Then, after training the models IBM model 1, HMM and IBM model 4, we extract
bilingual word groups, which are referred to as phrase pairs.
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4.6 Semi-supervised Chinese word segmentation
The learned segmentation method models the word distributions in the lexicon using
alignment information. But an erroneous alignment can result in an incorrect word seg-
mentation, which may lead to sub-optimal translation results. Therefore, we further
propose a refined Chinese word segmentation model that learns both Chinese word en-
tries and their distribution to generate a dynamic lexicon. New words are introduced
with a prior distribution using Bayesian learning. The Chinese word segmentation and
the word alignment, which influence each other, are trained simultaneously.
This method is semi-supervised, namely, the Chinese word segmentation is jointly trained
with the word alignment given an initialized word segmentation and alignment. We
employ linear interpolation to introduce new words to the lexicon with a prior distribution.
We describe a generative model which consists of a word model and two alignment models,
representing the monolingual and bilingual information respectively. We first segment the
Chinese text using a unigram segmenter and then learn new words and word distributions,
which are suitable for MT.
The experiments show that both in a large (GALE) and in a small (IWSLT) data track
of Chinese-to-English translation, the proposed method improves the performance of a
state-of-the-art machine translation system.
In the following text, we will first introduce the semi-supervised word segmentation ap-
proaches in Section ??, along with their main characteristics that are different from the
other approaches. Then we will describe the generative model in Section ?? in detail,
which is the central idea of this approach. Furthermore, in Section ?? we will extend the
generative model to a final model, similar to a maximum entropy model in which most
features are derived from the sub-models of the generative model. Finally, we will discuss
the training procedures using Gibbs sampling algorithm and the re-alignment alternatives
in Section ??, ?? and ??.
4.6.1 Approaches
The training and translation processes for semi-supervised Chinese word segmentation
of the above example sentence are illustrated in Figure ??. The inputs to the system
are the bilingual training data, including Chinese sentences in characters and its English
translations in words, a manual Chinese word lexicon, such as the LDC lexicon, as well
as a test corpus on the character level.
First, we segment the character sequence of the Chinese training corpus with a unigram
word segmentation using the manual lexicon, then the word alignment and Chinese word
segmentation are jointly trained using semi-supervised Chinese word segmentation. After
that, by counting the Chinese word frequencies of the training corpus, we easily obtain an
automatically generated lexicon. A lexicon combining the automatic and the manual lex-
icons is then applied to perform a unigram segmentation on the test corpus. The Chinese
word segmentation on the test corpus is another output from the proposed segmentation
system.
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Chinese training data in characters
↓
unigram CWS [manual lexicon]:
Equation ??
⇓
Chinese training data in words as initialization
↓
English training joint word alignment and segmentation training:
data in words → Equation ??
⇓
word segmentation and alignment
↓
count word frequency
⇓
test in → unigram CWS [SCWS+manual lexicon]: ⇒ test in
characters Equation ?? words
Figure 4.2: Workflow of semi-supervised CWS.
There are two main techniques for Bayesian estimation of such models: Markov Chain
Monte Carlo (MCMC) and Variational Bayes (VB). MCMC encompasses a broad range
of sampling techniques including component-wise Gibbs sampling, named after the physi-
cist J. W. Gibbs. In general, MCMC techniques do not produce a single model that
characterizes the posterior, but instead produce a stream of samples from the posterior.
Gibbs sampling is a widely applicable MCMC, which generates a sequence of samples
from the joint probability distribution of two or more random variables. The purpose
of such a sequence is to approximate the joint distribution or to compute an integral
(such as an expected value). This algorithm is applicable if the joint distribution is not
known explicitly, but the conditional distribution of each variable is known. The Gibbs
sampling algorithm generates an instance from the distribution of each variable in turn,
depending on the current values of the other variables. This characteristic is particular
interesting if the categories are unknown and to be learned. In this chapter the categories
are the Chinese words, namely word entries themselves. There are approximately 90K
Chinese characters and 7000 are commonly in use; any of these characters can be an
element of a word. Usually, a Chinese word is composed of one to four characters. The
number of Chinese words is calculated as 7000 + 70002 + 70003 + 70004, which is difficult
to be fixed before translation. If there is no previously defined lexicon, the number of all
possible segmentations for a sequence of characters cK1 is 2
K−1, as illustrated in Table ??.
That means that the complexity is exponential in the order of character sequence length.
Therefore, we have to approximate the space of all possible derivations in some way: we
can define that a word contains at most four characters. With such a constraint, the
complexity becomes polynomial, but it is still a high order polynomial. We can perform a
standard beam search to prune low cost paths. As an alternative to draw a space with all
segmentation derivations for one sentence, we apply the Gibbs sampling algorithm, which
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learns each parameter value depending on all other parameter values in turn. [?] showed
that in the decoding the search spaces produced by the sampling approach occupied
roughly half the memory as those produced by the beam search with similar results.
4.6.2 Generative model
Table 4.5: Observations and hidden variables of the generative model for Chinese word
segmentation.
Symbol Abb. Example
Observations
Chinese sequence in characters cK1 C B / m  ]
English sentence eI1 E Children play cards
Hidden variables
Alignment normal aJ1 A e.g. cards → ]
Alignment inverse bI1 B e.g. ]→ cards
Segmentation (Chinese sequence in words) kJ1 (f
J
1 ) (F ) e.g. B/ m ]
We apply a generative classifier to learn a model of the joint probability of observations.
As shown in Table ??, the generative model assumes that a corpus of parallel sentences
(c1
K ,e1
I) is generated along with a hidden sequence of Chinese words f1
J and a hidden
word alignment b1
I for every sentence. The alignment indicates the aligned Chinese word
fbi for each English word ei, where f0 indicates a special null word as in the IBM models.
The joint probability of the observations (c1
K , eI1) can be obtained by summing up all
possible values of the hidden variables kJ1 and b
I
1. The model probability Pr(c
K
1 , e
I
1) can
be seen as the sum of all possible Chinese word segmentations kJ1 of the character sequence
cK1 :
Pr(cK1 , e
I
1) =
∑
kJ1
∑
bI1
Pr(cK1 , e
I
1, k
J
1 , b
I
1) (4.6)
Given a sequence of Chinese characters and its word segmentation boundaries, the cor-
responding sequence of Chinese words is determined, and vice versa. Given a sequence
of Chinese words, we can determine its sequence of Chinese characters and its word seg-
mentation boundaries. Therefore, we use fJ1 to represent the information of c
K
1 and k
J
1 .
Without assuming any special form for the probability of a sentence pair along with hid-
den variables, we can factor it into a monolingual Chinese sentence probability and a
bilingual translation probability as follows:
Pr(eI1, f
J
1 , b
I
1) = Pr(f
J
1 )Pr(e
I
1, b
I
1|fJ1 ) (4.7)
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This suggests a monolingual Chinese sentence model Pr(fJ1 ) and a bilingual translation
model Pr(eI1, b
I
1|fJ1 ). In the following paragraphs we will describe the modeling assump-
tions behind the monolingual Chinese sentence model and the translation model, respec-
tively.
4.6.2.1 Monolingual Chinese sentence model
We use the unigram model to estimate the sentence probability using monolingual infor-
mation. In this model words are generated independently. The probability of a sequence
of Chinese words in a sentence is thus:
Pr(fJ1 ) =
J∏
j=1
PG(fj), (4.8)
where PG(fj) is further explained by the word generation model in the following section.
4.6.2.2 Word generation by Bayesian learning
The conventional Chinese word segmentation approach applies a manual lexicon contain-
ing fixed Chinese words and their frequencies as distributions. Different from a standard
method, the semi-supervised segmentation model can introduce new Chinese words and
learn word distributions automatically from unlabeled data.
We never estimate a word distribution explicitly but instead integrate over its possible
values and perform a Bayesian inference. It is easy to compute the probability of a Chinese
word given a set of already generated words. According to this model, each word in a
Chinese corpus is generated using linear interpolation:
PG(f) = (1− α1)N(f)
N
+ α1P0(f) (4.9)
This is done by casting Chinese word generation as a Chinese restaurant process [?] i.e.
a restaurant with an infinite number of tables (approximately corresponding to Chinese
word types), each table with infinite number of seats (approximately corresponding to
Chinese word frequencies). The model with linear interpolation in Equation ?? is equiv-
alent to a word model based on the Chinese restaurant process, such as the word model
in [?]. Each random variable f is drawn independently and identically distributed from
G , where G is a distribution over words drawn from a prior with base measure P0 and a
concentration parameter.
N(f) is the number of Chinese words f in the previous context: In the first training
iteration, N(f) is the frequency of word f appearing from the beginning of the text to
the current position; after the first iteration, it is the frequency of word f in the text
counted in the last iteration. the N is the total number of Chinese words, P0 is the base
probability over words, and α1 influences the probability of introducing a new word at
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each step and controls the size of the lexicon. The probability of generating a word from
the cache increases as more instances of that word are seen. α controls the number of
word types, i.e. size of the lexicon. It is the total probability to generate any new word.
P0 defines a probability distribution over new words i.e. how likely a sequence of Chinese
characters forms a word.
For the base distribution P0, which governs the generation of new words, we use the
following distribution (called the spelling model):
P0(f) =
∑
L
P (L)P (f |L), (4.10)
where L is the number of Chinese characters of word f . We decompose the spelling model
into a word length model P (L) and a word model depending on its length P (f |L). The
length model follows a Poisson distribution:
P (L) =
κL
L!
e−κ (4.11)
According to Poisson,
∑
L P (L) =
∑
L
κL
L!
e−κ = 1.
The word model is defined based on two cases: a uniform distribution on words with a
length equals to the given length and zero otherwise. The probability of a word f given
a word length L is defined as
P (f |L) =
{
( 1|c|)
L : |f | = L
0 : |f | 6= L (4.12)
|f | is the length of the word f , and |c| is the character vocabulary size i.e. the number of
different characters in the document. The normalization constraint is proven for Equation
?? as follows:
∑
f P (f |L) = |c|L · ( 1|c|)
L
+ 0 = 1, because there are |c|L possible words
with a length of L and each has a probability of ( 1|c|)
L
, the other words with a length not
equals to L have a probability of 0.
4.6.2.3 Translation model
We employ the inverse IBM model 1 to generate English words and alignments given the
Chinese words. In this model, for every Chinese word f (including the null word), a
distribution over English words Gf is first drawn from a prior P0(e), which is estimated
by the empirical distribution over English words in the parallel data. Then, given these
parameters, the probability of an English sentence and alignment given a Chinese sentence
(sequence of words) is given by
P (eI1, b
I
1|fJ1 ) =
I∏
i=1
1
J + 1
PGfbi
(ei|fbi), (4.13)
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where ei is distributed according to Gfbi . This is the same model form as the inverse
IBM model 1. We place priors on the Chinese-word specific distributions over English
words. a
In practice, we observed that using a word-alignment model in one direction is not suffi-
cient. We then added a factor to the final model which includes word alignment in the
other direction. Such combinations of models in both directions are widely used for phrase
extraction [?].
Therefore, we also used a translation model in the other direction, the IBM model 1.
We ignore the detailed description here, because the calculation is the same as that of
the inverse IBM model 1. According to this model, for every English word e (including
the null word), a distribution over Chinese words Ge is first drawn from a prior PG(f)
derived from Equation ??. The probability of a sequence of Chinese words fJ1 and a word
alignment aJ1 given a sequence of English words e
I
1 is then:
P (fJ1 , a
J
1 |eI1) =
J∏
j=1
1
I + 1
PGeaj (fj|eaj) (4.14)
4.6.3 Final model
We put the monolingual model and the translation models in both directions together
into a single model, where each of the component models is weighted by a scaling factor.
This is similar to a maximum entropy model. We optimize the weights of the sub-models
on a development set by maximizing the BLEU score of the final translation. We used
three features derived from Equation ?? and equations in Section ??.
The maximum entropy model can be viewed as a weighted linear combination of the log
probabilities of the sub-models. The weights that are optimized on development datasets
have empirical justifications. Since different sub-models have been trained on different
datasets, their dynamic value ranges can be so different that it is inappropriate to combine
their log probabilities through simple addition. Moreover, for instance, some models
may be poorly estimated due to the lack of a large amount of training data. Therefore,
empirical results have demonstrated that the use of scaling factors that reflect the relative
contribution of different sub-models often improves the performance. Similar approaches
have been used very successfully before, for example in the IBM models 3–6 [?]. The final
model applied in the experiments is
(kˆJˆ1 (c
K
1 , e
I
1), aˆ
Jˆ
1 (c
K
1 , e
I
1), bˆ
I
1(c
K
1 , e
I
1))
= argmax
kJ1 ,J,a
J
1 ,b
I
1
{
Pr(cK1 , k
J
1 )
λ1
Pr(eI1, b
I
1|cK1 , kJ1 )λ2Pr(cK1 , kJ1 , aJ1 |eI1)λ3
}
(4.15)
where a is the alignment for the Chinese-to-English translation, and b is the alignment
for the English-to-Chinese translation.
afbi is the Chinese word aligned to ei and Gfbi is the distribution over English words conditioned
on the word fbi . Similarly, eaj is the English word aligned to fj in the other direction and Geaj is the
distribution over Chinese words conditioned on eaj .
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4.6.4 Gibbs sampling training
Using the generative model we would like to choose the most likely word segmentation
given the observed pairs of Chinese-English sentences.
It is generally impossible to find the most likely segmentation according to the proposed
model using exact inference, because the hidden variables do not allow exact computation
of the integrals. Nonetheless, it is possible to define algorithms using Markov chain Monte
Carlo (MCMC) that produces a stream of samples from the posterior distribution of the
hidden variables given the observations. We applied the Gibbs sampler [?], one of the
simplest MCMC methods, in which transitions between states of the Markov chain result
from sampling each component of the state conditioned on the current value of all other
variables.
In this work, the observations are D = (d1, ..ds, .., dS), where ds=(c
K
1 , e
I
1) indicates a bilin-
gual sentence pair, the hidden variables are the word segmentations fJ1 and the alignments
in two directions aJ1 and b
I
1.
Gibbs sampling is an iterative procedure that samples variables given the current values of
all other variables. The Gibbs sampler for Chinese word segmentation works as follows:
For each step, we take a single possible boundary point by fixing other segmentations
and alignments, then we compare hypotheses considering this boundary and the related
alignments. After sampling by using the posterior probabilities of each candidate, we
choose one of these candidates and perform the same operation for the next position.
To perform Gibbs sampling we start with an initial word segmentation and with ini-
tial word alignments. We re-sample iteratively the word segmentation and alignments
according to Equation ??.
For example, we are interested in determining the word boundary after in the sentence
’B/m]’. We only show the example with the monolingual model for convenience.
We suppose that] are two words from the initialization. N is the number of words in
Chinese corpus. First, we decrease the related counts N , N(), N(]), N(, Children),
.. by one. After that, we calculate the probabilities P (]|..), P (]|..), .. again. Now,
we compare P (]|..) and P (]|..) using sampling i.e. after the normalization on the
probabilities so that P ′(]|..) and P ′(]|..) sum to one, we select a random number
between zero and one, if this random number is smaller than P ′(]|..), we choose],
otherwise, we choose  ]. That means that a higher probability segmentation is more
likely to be chosen. Finally, we increase the associate counts of the chosen segmentation
N , N(]), N(], Children), N(], play), N(], card),.. by one. This is an
iterative process going over all positions in a document until the segmentation results
converge.
We only allow limited modifications to the initial word alignments for reasons of effi-
ciency. Thus, we only use models derived from IBM model 1 (instead of IBM model 4)
for comparing different word segmentations and not for large-scale modification of the
word alignment. IBM model 4 from GIZA++ is an improved model in comparison to
IBM model 1 that we use. On the other hand re-sampling the segmentation causes re-
linking alignment points to parts or groups of the original words.
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Hence, we organize the sampling process around possible word boundaries. For each
character ck in each sentence, we consider two alternative segmentations: ck
+ indicates
the segmentation where a boundary exists after ck, and ck
− indicates the segmentation
where no boundary exists after ck keeping all other boundaries fixed. Let f denote the
single word spanning character ck if there is no boundary after it, and f
′,f ′′ denote the
two adjacent words resulting if there is a boundary: f ′ includes ck and f ′′ starts just to
the right, with character ck+1. The introduction of f
′ and f ′′ leads to 2|e| new possible
alignments in the E-to-C direction b+k1, . . . , b
+
k|c|, such as in Figure ??. |e| is defined as
the total number of English words aligned to f ′ or f ′′, previously to f . Together with
the boundary versus no-boundary state at each character position, we re-sample a set
of alignment links between English words and any of the Chinese words f or f ′ and f ′′
keeping all other word alignments in the sentence pair fixed.
Thus, we consider a set of alternatives for the boundary after ck and relevant alignment
links at each step in the Gibbs sampler keeping all other hidden variables fixed. We need
to compute the probability of each of the alternatives at each step given the fixed values
of the other hidden variables.
We introduce some notation to make the presentation easier. For every position k in
sentence pair s, we denote by dhsk the observations and hidden variables for all sentences
other than sentence s, and the observations and hidden variables inside sentence s, not
involving character position ck. The fixed variables inside the sentence are the words
not neighboring position k and the alignments in both directions to these words. dhsk
+
denotes that there is a word boundary after ck in sentence s, and dhsk
− denotes that there
is no word boundary after ck in sentence s given the observations.
In the process of sampling we consider a set of alternatives: segmentation ck
+ along
with the product space of relevant alignments in both directions b+k1, . . . , b
+
k|e|, and a
+
k ,
and segmentation c−k along with relevant alignments bk
− and a−k . For brevity reasons,
we denote these alternatives by cbak,e
+ and cbak
−, where e is the e -th candidate after
re-alignment. Table ?? shows schematically one iteration of Gibbs sampling through the
whole training corpus of parallel sentences, where S is the number of parallel sentences.
We will describe how we compute probabilities of alternatives in Section ?? and how we
determine the set of alternative hypotheses in Section ??.
4.6.5 Computing probabilities of alternatives
For the Gibbs sampling algorithm in Table ??, we need to compute the probability of each
alternative segmentation/alignments given the fixed values of the rest of the data dhsk.
The probability of the hidden variables in the alternatives is proportional to the joint
probability of the hidden variables and observations, and thus it is sufficient to compute
only the probability of the latter.
Let cbak denote an alternative hypothesis including a boundary or no boundary at position
k, and relevant alignments to English words in both directions of the one or two Chinese
words resulting from the segmentation decision at k. The probability of this configuration
given by the proposed model is
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Table 4.6: General algorithm of Gibbs sampling for CWS.
1 Input: initial segmentation and alignments
2 Output: sampled segmentation and alignments
3 for each sentence s = 1 to S
4 for each character position k = 1 to K where ck ∈ ds
5 Create |e|+ 1 candidates, cba+k,e and cba−k , where
6 cba+k,e : there is a word boundary after ck
7 cba−k : there is no word boundary after ck
8 Compute probabilities
9 P (cba+k,e |dhsk−)
10 P (cba−k |dhsk+)
11 Sample boundary and relevant alignments
12 Update counts
P (cbak|dhsk) ∝ Pm(cbak|dhsk)λ1 · Pef (cbak|dhsk)λ2 · Pfe(cbak|dhsk)λ3 , (4.16)
where Pm(cbak|dhsk) is the monolingual word probability, and Pfe(cbak|dhsk) and
Pef (cbak|dhsk) are the translation probabilities in the two directions.
Now we describe the computation of each of the component probabilities.
4.6.5.1 Word model probability
The word model probability Pm(cbak|dhsk) in Equation ?? is derived from Equation ??.
There are two cases: If the hypothesis specifies that there is a boundary after character
ck, we need the probabilities of the two resulting words f
′, and f ′′; otherwise, we need
the probability of the single word f .
Let N denote the total number of word tokens in the rest of the corpus dhsk, and N(f)
denote the number of instances of word f in dhsk. The probabilities in the two cases
Pm(cba
+
k |dhsk) and Pm(cba−k |dhsk) are computed using PG(f ′) · PG(f ′′) and PG(f) respec-
tively.
4.6.5.2 Translation model probability
The translation model probabilities depend on whether or not there is a segmentation
boundary at ck. They also depend on the English words which are aligned to the relevant
Chinese words.
In the first case, we assume that there is a word boundary in cbak, but previously there
was no word boundary in cbak (see Figure ?? and ??). Here, we overload the notation
and use bk and ak to indicate the alignments of the relevant Chinese words at position k
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e4 • • 
e′′(e3) •  •
e′(e2) •  •
e1  • •
f0 f f2

e4 • • • 
e′′ • •  •
e′ •  • •
e1  • • •
f0 f
′ f ′′ f3
or
e4 • • • 
e′′ •  • •
e′ • •  •
e1  • • •
f0 f
′ f ′′ f3
e4 • • • 
e′′ •  • •
e′ •  • •
e1  • • •
f0 f
′ f ′′ f3
or
e4 • • • 
e′′ • •  •
e′ • •  •
e1  • • •
f0 f
′ f ′′ f3
Figure 4.3: Transition from no boundary(−) to a boundary(+): The monolingual
probability Pm(cba
+
k |dhsk−) is estimated as PG(f ′)PG(f ′′), and the translation proba-
bility in the E-to-C direction Pef (cba
+
k |dhsk−) is estimated as 1J+2
|e|
P (e′ |f ′)P (e′′ |f ′′) or
1
J+2
|e|
P (e′′ |f ′)P (e′ |f ′′) or 1
J+2
|e|
P (e′ |f ′)P (e′ |f ′′) or 1
J+2
|e|
P (e′′ |f ′)P (e′′ |f ′′), here |e| = 2
and J = 2.
e2 • • 
e∗ •  •
e0  • •
f1 f f3

e2 • • • 
e∗ •   •
e0  • • •
f1 f
′ f ′′ f4
Figure 4.4: Transition from a no-boundary(−) to a boundary(+): The monolingual prob-
ability Pm(cba
+
k |dhsk−) is estimated as PG(f ′)PG(f ′′), and the translation probability in
the C-to-E direction Pfe(cba
+
k |dhsk−) is estimated as 1I+1
2
PG(f
′|e∗)PG(f ′′|e∗), here |e| = 2
and I = 2.
to any English word. Let I denote the total number of English words in the sentence, and
J denote the number of Chinese words according to this segmentation. We consider the
null words when calculating IBM model 1 in both directions. We also denote the total
number of English words aligned to either f ′ or f ′′ in the E-to-C direction by |e|.
The translation model probability from no word boundary to a word boundary in the
E-to-C direction if f ′ aligns to e′ and f ′′ aligns to e′′ as in Figure ?? is thus
Pef (cba
+
k |dhsk−) :
(
1
J + 2
)|e|
PG(e
′|f ′)PG(e′′|f ′′). (4.17)
The translation model probabilities with other re-alignments in Figure ?? are calculated
in the same way. Here we compute PG(e
′|f ′) and PG(e′′|f ′′) as
PG(e|f) = (1− α3)N(e, f)
N(f)
+ α3P (e), (4.18)
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e4 • • • 
e′′(e3) • •  •
e′(e2) •  • •
e1  • • •
f0 f
′ f ′′ f3

e4 • • 
e′′ •  •
e′ •  •
e1  • •
f0 f f2
Figure 4.5: Transition from a boundary(+) to no boundary(−): The monolingual proba-
bility Pm(cba
−
k |dhsk+) is estimated as PG(f), and the translation probability in the E-to-C
direction Pef (cba
−
k |dhsk+) is estimated as 1J
|e|
PG(e
′|f)PG(e′′|f), here |e| = 2,J = 3.
e3 • • • 
e′′∗(e2) • •  •
e′∗(e1) •  • •
e0  • • •
f1 f
′ f ′′ f4

e3 • • 
e′′∗ • • •
e′∗ •  •
e0  • •
f1 f f3
or
e3 • • 
e′′∗ •  •
e′∗ • • •
e0  • •
f1 f f3
Figure 4.6: Transition from a boundary(+) to no boundary(−): The monolingual proba-
bility Pm(cba
−
k |dhsk+) is estimated as PG(f), and the translation probability in the C-to-E
direction Pfe(cba
−
k |dhsk+) is estimated as 1I+1PG(f |e′∗) or 1I+1PG(f |e′′∗), here |e| = 2 and
I = 3.
where the counts are computed over the fixed assignments dhnk
−, and P (e) is the relative
frequency among all English words in the corpus.
The translation probability in the other direction is similarly computed as
Pfe(cba
+
k |dhsk−) :
(
1
I + 1
)2
PG(f
′|e∗)PG(f ′′|e∗), (4.19)
where PG(f
′|e∗) and PG(f ′′|e∗) are computed as
PG(f |e) = (1− α2)N(f, e)
N(e)
+ α2PG(f). (4.20)
In the second case, if the hypothesis in the evaluation does not have a word boundary
at position k, the total number of Chinese words would be one less, i.e. J instead in the
equations above, and there would be a single set of English words aligned to the word f in
the E-to-C direction (see Figure ??) and a single word e′∗ or e′′∗ aligned to f in the C-to-E
direction (see Figure ??). The probability of this hypothesis is computed analogously.
The parameters θ are estimated on-the-fly, which means that updating θ indicates up-
dating the counts N(f, e), N , N(e) and N(f) according to the proposed model. The
probabilities and counts are computed when they are called in the sampling.
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4.6.6 Determining the set of alternative hypotheses
The sampling on the word segmentation can change the Chinese word and its alignment.
Therefore, some implementation issues need to be addressed to enable the algorithm to
work properly in the experiments.
4.6.6.1 How to maintain one-to-many alignment during sampling?
As mentioned earlier, we consider alternative alignments which deviate minimally from
the current alignments and which satisfy the constraints of the IBM model 1 in both
directions. In order to describe the set of alternatives, we consider two cases, depending
on whether there is a boundary at the current character before sampling at position k.
Case 1. There was no boundary at ck previously (see Figure ?? and ??).
If there was no boundary at ck, there is a single word f spanning that position. We denote
by {e} the set of English words aligned to f in the E-to-C direction and by e∗ the English
word aligned to f in the C-to-E direction in this case. Due to the fact that we consider
the IBM model 1 one-to-many constraints, there is exactly one English word aligned to
f in the C-to-E direction and the words {e} have no other words aligned to them in the
E-to-C direction.
In this case, we consider as hypothesis cbak
− the same segmentation and alignment as
before. (see Table ?? for an overview of the alternative hypotheses.)
We consider 2|e| different hypotheses which include a boundary at k in this case, where
2|e| depends on the number of words aligned to f previously. As we are dividing the word
f into two words f ′ and f ′′ by placing a boundary at ck, we need to re-align the words
{e} to either f ′ or f ′′. Additionally, we need to align f ′ and f ′′ to English words in the
C-to-E direction. These alternatives arise by considering that each of the words in {e}
needs to align to either f ′ or f ′′, and there are 2|e| combinations of these alignments. For
example, if {e} = {e′ , e′′} as in Figure ??, after splitting the word f there are four possible
alignments illustrated in Figure ??: I. (f ′, e′) and (f ′′, e′′), II. (f ′, e′′) and (f ′′, e′), III.
(f ′, e′) and (f ′, e′), IV. (f ′′, e′′) and (f ′′, e′′). For the alignment ak in the C-to-E direction,
we only consider one option, in which both resulting words f ′ and f ′′ align to e∗. These
alternatives form cbak,e
+ in Table ??.
Case 2. There was a boundary at ck previously (see Figure ?? and ??).
In this case, for the hypothesis c+k we only consider one alternative, which is exactly the
same as the assignment of segmentation and alignments as previous.
Let f ′ and f ′′ denote the two words at position k previously. As in Figure ??, e′ and e′′
denote the English words aligned to them in the E-to-C direction, respectively, and as
in Figure ??, e′∗ and e′′∗ denote the English words aligned to f ′ and f ′′ in the C-to-E
direction.
4.6. SEMI-SUPERVISED CHINESE WORD SEGMENTATION 35
We only consider one hypothesis cbak
− where there is no boundary at ck. There is a
single word f spanning position k in this hypothesis, and all words align to f in the
E-to-C direction. For the C-to-E direction we approximately consider the ’better’ one of
the alignments (f, e′∗) and (f, e
′′
∗) where the better alignment is defined as the one having
higher probability according to the C-to-E word translation probabilities.
cards •  
play •  
Children  • •
B/ m ]
1 K1 P(play|m) P(cards|m) P(m) P(])
2 K2 P(play|]) P(cards|]) P(m) P(])
3 K3 P(play|])P(cards| m) P(m) P(])
4 K4 P(play|m)P(cards|]) P(m) P(])
Figure 4.7: An example of a word segmentation and alignment alternatives using Gibbs
sampling.
For example, we need to decide on the boundary between m and ]. Figure ?? shows
the alignment matrix of this sentence pair on the left side. The black boxes indicate the
single-best alignments. We transit from no boundary to a boundary for E-to-C translation
direction. That means previously m] is a single Chinese word aligning to ’play
cards’, and now we treat them as two words m and ]. Inserting a word boundary
betweenm and] results in the re-alignment, therefore we receive four candidates. The
computation of probabilities of these candidates is shown on the right side of Figure ??,
where K1, K2, K3, K4 are values for the length normalization.
4.6.7 Complete segmentation algorithm
So far, we have described how we re-sample word segmentation and alignments, starting
from an initial segmentation and alignments from GIZA++. Putting these pieces together,
we get the algorithm that is summarized in Table ??.
Table 4.7: Complete algorithm of Gibbs sampler for CWS including alignment models.
The observations are D = (d1, ..ds, .., dS), where ds=(c
K
1 , e
I
1) indicates a bilingual sentence
pair. Hidden variables Ft and At indicate the word segmentation and word alignment of
the corpus in the t-th iteration respectively.
1 Input: D, F0
2 Output: AT , FT
3 for t = 1 to T : each iteration
4 Run GIZA++ on (D,Ft−1) to obtain At
5 Run GS on (D,Ft−1, At) to obtain Ft
We further improve performance by repeatedly aligning the corpus using GIZA++ for a
more adequate re-alignment. We do so after deriving a new segmentation. The complete
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algorithm which includes this step is shown in Table ??, where Ft indicates the word seg-
mentation at iteration t and At denotes the GIZA++ corpus alignment in both directions.
The GS re-segmentation step is done according to the algorithm in Table ??.
Using this algorithm we obtain a new segmentation of the Chinese data and train the
translation models using this segmentation as in the baseline MT system. To segment
the test data for translation, we use a unigram model trained with maximum likelihood
estimation of the final segmentation of the training corpus FT .
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4.7 Integrated Chinese word segmentation in search
We described the learned and semi-supervised Chinese word segmentation methods in
Section ?? and Section ??, where the word segmentation is learned during the training of
the word alignment. However, a test corpus is still processed using a unigram segmenter,
which does not guarantee optimal segmentations as addressed in Section ??. For instance,
B/ and / can both mean ’children’. The first one is used more often. Therefore, a
segmenter usually puts both characters together rather than separating them. But if only
/but not B/ appears in the training corpus, B/ should be broken into two words in
the test corpus so that / can be recognized and translated into ’children’.
Whenever inconsistencies appear between the expressions in the training and test data, it
is a good idea to consider segmentation alternatives in order to adapt the writing style of
the test text to that of the training text. Hence, a so-called ’integrated word segmentation’
will be described in detail in this section as introduced in [?]. The algorithm works
as follows: Given a set of character sequences as the input text, we take all possible
segmentations of one sentence into account and integrate the segmentation decision into
the search for the translation. Different segmentation possibilities represented as a lattice
instead of a single segmentation are translated, and the segmentation decision is only
taken during the search for the best translation.
Single-best Text → CWS → Translation decision → Translation
segmentation:
Segmentation Text → Global decision: → Translation
lattice: CWS + translation decision
Figure 4.8: Translation procedures of the integrated Chinese word segmentation vs. single-
best word segmentation.
Figure ?? shows the translation procedures of the integrated Chinese word segmentation
based on lattices compared to a common translation procedure with single-best word
segmentations as input. In the conventional method only the single-best word
segmentation is employed into the search for the best translation. This approach is
not ideal because the segmentation may not be optimal for these translations given the
training data segmentation. Making hard decisions in word segmentation may lead to
loosing Chinese words that can contribute to find the correct translations. Hence, for
one input sentence, we take all possible segmentations into account and represent them
as a lattice. The input to the translation system is then a set of lattices instead of the
segmented text. As shown in Figure ??, in the integrated segmentation the search decision
of the word segmentation is combined with the translation decision as a global decision.
The segmentation of a sentence is not selected until the translation is generated.
The following part of this section is structured as follows: First we will describe the
model of the integrated word segmentation based on lattices in Section ??. Then, the
generation process of the segmentation lattices is described in Section ?? in detail. Finally
we will show how to weight the segmentation alternatives using different feature costs in
Section ??, which improves the translation performance.
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4.7.1 Integrated Chinese word segmentation model
In this section, we will explain the methods addressed in Figure ?? in detail. First, we
will repeat a general word segmentation model described in Section ??, which serves as a
baseline and starting point to derive the integrated word segmentation model. Afterwards,
we will present the integrated word segmentation model using the lattice translation.
In the description of common word segmentation models in Section ??, a Chinese
input sentence is denoted as cK1 at the character level and f
J
1 at the word level, where
c1, c2,...,cK are the succeeding characters and f1, f2,...,fJ are the succeeding words.
kJ1 = k1k2...kj...kJ (j ∈ 1, 2, .., J) are the segmentation boundaries. The optimal
segmentation boundaries kˆJˆ1 are obtained in the preprocessing step. fˆ
Jˆ
1 indicates the
word sequence, and its character sequence cK1 is segmented by boundaries kˆ
Jˆ
1 , namely
fˆ Jˆ1 = c
kˆ1
1 , .., c
kˆj
kˆj−1+1
, .., cK
kˆJˆ−1+1
and fJ1 is a word sequence of c
K
1 segmented by boundaries
kJ1 . The translation of c
K
1 can be performed in two ways: Single-best segmentation
In the conventional approach only the best segmentation kˆJˆ1 is translated into the target
sentence:
eˆIˆ1 = argmax
eI1
{
Pr(eI1|cK1 , kˆJˆ1 )
}
(4.21)
Segmentation lattice
In the transfer of the single-best segmentation from Equation ?? to Equation ?? some
segmentations that are potentially optimal for the translation may be lost. Therefore, we
combine the two steps. The search is then rewritten as:
eˆIˆ1 = argmax
I,eI1
{
Pr(eI1|cK1 )
}
(4.22)
We optimize the segmentation boundaries kJ1 to achieve the best translation directly.
In this way, the segmentation model and the translation model are combined into one
model. The global decision on Chinese word segmentation and translation are performed
together.
4.7.2 Constructing segmentation lattices
To perform the lattice translation we introduce the weighted finite-state acceptor [?].
Now, we will take a short sentence as an example and simulate the segmentation process.
The Chinese sentence in Table ?? was selected from the [?] development corpus. The
sentence consists of nine characters and a punctuation mark: ’ó(at) ý(what) °(inner)
Í(do) ®(manage) ~(ascend) å(machine) C(hand) (continue) ?’. After a manual
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segmentation it contains six words: ’ó(at) ý°(where) Í®(deal with) ~å(boarding)
C(formality/formalities) ?’. Here, we use the manually segmented training corpus. As
shown in Table ?? a translation on a lattice of different word segmentations leads to a
better translation result.
Table 4.8: An example of simulating the process of the integrated Chinese word
segmentation.
Source characters: ó ý ° Í ® ~ å C  ?
cK1 : c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
Manual source words: ó ý° Í® ~å C ?
fJ1 : f1 f2 f3 f4 f5 f6
Translation by
single-best segmentation: where to go through boarding formalities ?
segmentation lattice: where do I make my boarding arrangements ?
One reference: where do I complete boarding procedures ?
There are many approaches which help to build a segmentation lattice. The aim of
the lattice construction is on the one hand allowing word segmentation alternatives
as candidates for translation and on the other hand avoiding too many ambiguities
so that segmentations leading to optimal translations can always be preferred. We
experimented on three types of segmentation lattices: single-best segmentation on words
or characters, multiple segmentations generated by arbitrary segmentation methods as
well as all segmentations given a word lexicon.
The simplest lattices are linearly constructed, i.e. a word sequence is taken as the only
path in the lattice. In the case of infrequent ambiguities of the words in a sentence, a
single-best segmentation on words can be applied.
1. Single-best segmentation on words
Inside the translation systems the input sentence is represented in the form of a
linear acceptor. Figure ?? shows the acceptor of the manually segmented sentence
in Table ??. Here, if any of the six words does not appear in the training corpus, then
its translation would be missing. We note that not only the manual segmentation,
but any word segmentation can be represented as a single-best segmentation such
as the one performed by the unigram method in Section ??.
Figure 4.9: Single-best segmentation: the input sentence as a linear automaton
2. Single-best segmentation on characters
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As described in Section ?? a straight-forward approach is to take each character
as a single word relying on the phrase-based decoder to capture the context
dependency among characters. This method is seldom applied in real applications
because of suboptimal translation performance. However, plain translation on
characters is quite often mentioned serving as a comparison and a baseline for refined
segmentation methods.
3. Multiple segmentations
In order to introduce segmentation alternatives N-best word segmentations instead
of the single best segmentation are used in the translation. Chinese texts processed
using different word segmentation methods are concatenated one after another to
train the word alignment models. A segmentation lattice offers multiple paths with
different segmentation possibilities allowing the decoder to take the final decision
on the optimal word boundaries.
Figure 4.10: Segmentation lattice composed of a manual and a character-based
segmentation
Figure ?? shows a segmentation lattice in the form of a finite state acceptor. The
character-based segmentation and a manual segmentation ’ó ý° Í® ~å C
 ?’ in Table ?? are combined in the lattice. The numbered states with one and
eleven are the start and final state, respectively. Each arc is noted with its input
label namely the corresponding Chinese word.
We can combine different segmentations in the lattice. For instance, we can add an
automatic segmentation result ’óý°Í®~åC ?’ to the lattice in Figure ??,
the acceptor in Figure ?? is extended where only the arc with ’~åC’ is added
between state five and state nine.
4. All segmentation alternatives
If the vocabulary of Chinese words is given, it is possible to construct a lattice
with all possible segmentations for a sentence. Allowing all alternative word
segmentations tends to be a good idea, if several segmentations are not sufficient to
detect words that are consistent with the training texts. This is realized by using
the operator ’composition’ within the framework of finite state acceptors introduced
in the beginning of Section ??.
We generate the segmentation lattice using the following steps:
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(a) First, we generate a word list shown in Table ?? from the vocabulary of the
Chinese training corpus which contains all the entries that could be translated.
Each word in the list is mapped to its characters to be consistent with the
input of an unsegmented text. There may be several mapped words for one
character sequence.
In order to avoid the problem of unknown characters from the unsegmented
corpus, the additional characters from the test corpus are also added to the
word list.
Table 4.9: A word list generated from the vocabulary of the Chinese training corpus.
characters words
ó ó
.. ..
ý ° ý°
Í ® Í®
¥ ) | ¥)|
(b) We convert the mapping in Table ?? into a finite-state transducer for
segmentation, as shown in Figure ??. Here the input labels are the characters
from the test corpus, and the output labels are Chinese words to be translated
by the translation system. State 0 is the start and end state.
Figure 4.11: Segmentation transducer.
(c) The input character sequence is represented as a linear acceptor in the same
way as the single-best segmentation, shown in Figure ??.
(d) The linear automaton is composed with the segmentation transducer in
Figure ??. The result is a lattice which represents all possible segmentations
of this sentence as shown in Figure ??. Note that the alphabet in Figure ?? is
a subset of the input alphabet in Figure ?? because the unknown characters
are added as single words to the word list.
(e) Now, we get a new finite-state acceptor representing all alternatives of different
word segmentations. We only need to read the segmentation lattice in
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Figure 4.12: Segmentation lattice without weights including all word segmentation
alternatives given a vocabulary.
Figure ?? instead of the linear acceptor in Figure ?? to have an integrated
word segmentation in the translation.
4.7.3 Weighting segmentation lattices
The method for introducing segmentation alternatives is based on the assumption that the
decoder is robust enough to choose the right segmentation using the translation model
costs. However, if there are ambiguities, the decoder might prefer a path with lower
translation costs without considering any context information. As a result, translations
differ to a great extent from the original content. Therefore, we discuss possible features
to evaluate different segmentations. Paths in a lattice are weighted by feature costs.
Infrequent word segmentations are penalized and more frequent word segmentations
gain priority. In this way features in the segmentation lattice and in the decoder both
contribute to finding the best segmentation results.
We will describe two models to weight lattice paths. The first one is a length model based
on the observation that single character words are often chosen without context meanings.
The other one is a language model estimated on the Chinese training text. A unigram
language model gives priority to frequent words used in the training data, and a higher
order language model also captures the source context information for decisions.
• Length model
Figure 4.13: Three segmentations composed of a character-based segmentation, a manual
segmentation and an automatic segmentation weighted by the word length model if η = 1.
The length model weight of one arc is estimated by the length of the word on the
input label to the power of a parameter value η. For example, if the Chinese word
on the input label contains two characters, then its weight is 2η. The motivation for
4.7. INTEGRATED CHINESE WORD SEGMENTATION IN SEARCH 43
this approach is to prefer longer words and to penalize single-character words. After
applying the length model weights, each arc in the acceptor is assigned a weight as
shown in Figure ??.
• Language model
Figure 4.14: Segmentation lattice weighted by a language model considering all
alternatives given a vocabulary.
A word segmentation model represents the fluency of a Chinese word sequence and
can be built as an n-gram language model of the word-based text as formulated in
Equation ??. We trained the language model on the Chinese training corpus with
the SRILM toolkit [?] and used the modified Kneser-Ney discounting. To combine
the segmentation lattice with the word-based language model we simply transform
the language model into a finite-state transducer and compose the lattice with it.
Note that after inserting the weights the number of states and arcs in a lattice may
increase because of differing language model histories.
Chapter 5
Phrase pair segmentation
Current statistical machine translation systems take phrases as units and perform
translations based on phrase pairs. Inducing sufficient and accurate phrase entries is
an elementary problem for a high quality translation system.
? • • • • • • • 
it • • • • • •  •
not • • • • •  • •
was •  • • • • • •
, • • • •  • • •
dollars • • •  • • • •
ninety-nine • •  • • • • •
was •  • • • • • •
It  • • • • • • •
Ç 4 Ê

Ê

Ã
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? • • • • • • • 
it • • • • • •  •
not • • • • •  • •
was • • • • •  • •
, • • • •  • • •
dollars • • •  • • • •
ninety-nine • •  • • • • •
was •  • • • • • •
It  • • • • • • •
Ç 4 Ê

Ê

Ã
Ç X
4
m Ú
Figure 5.1: An example of phrase pair segmentation using the standard approach: the left
figure shows that a wrong word alignment results in a missing phrase pair; the right figure
shows that this missing phrase pair can be generated using the correct word alignment.
In the standard approach described in [?] and [?] the consecutive and consistently aligned
words in the Viterbi word alignments are extracted as phrase pairs. This approach is
widely applied but has two shortcomings: 1. As the extraction solely depends on the best
word alignments a useful phrase pair could be missing if words are aligned incorrectly.
Figure ?? shows an example of phrase pair extraction of a bilingual sentence selected
from the [?] task. The Chinese words and their English glosses are ’Ç(it) 4(is/was)
ÊÊ(99) Ã(dollars) Ç X4(is/was not) m Ú’ . There are two ’4’ in the source
sentence and two ’was’ in the target sentence. The first ’was’ should align to the first
’4’, and the second ’was’ is a translation of the second ’4’ which is a character in the
word ’X4’ (was not). However, if the second ’was’ misaligns to the first ’4’, the correct
phrase pair ’Ç4ÊÊÃÇ / It was ninety-nine dollars,’ cannot be extracted in the
standard approach. 2. Noisy phrase pairs can be contained without regard to linguistic
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meanings. For example ’X4m / not it’ is extracted according to the algorithm in [?].
But ’not it’ alone is syntactically incorrect, therefore errors may occur in the translation.
Therefore, we present an algorithm that allows to learn the phrase pairs discriminatively
in order to maximize the overall translation performance and push learning down to the
level of phrase extraction. All knowledge resources, such as probabilities derived from
IBM model 1, HMM and other models, are treated as feature functions in the mixture
model framework, which is easily to be extended by adding new feature functions. The
standard phrase extraction is hence a special case by setting the feature weights of the
other features to zero. Moreover, we introduced a bilingual entropy model to achieve
better phrase pair precisions.
5.1 A mixture phrase model
We present a generic phrase training algorithm which is parametrized with feature
functions and can be jointly optimized with the translation engine to maximize the end-
to-end system performance directly. Multiple data-driven feature functions are proposed
to capture the quality and confidence of phrase pairs. Experimental results demonstrate
consistent and significant improvements over the widely used method that is only based
on the word alignment matrices.
Now, we describe this approach in detail. A phrase table includes entries composed of a
source phrase f˜ = fj1 , .., fj2 which is a sequence of words in the source language sentence
starting from position j1 and ending at position j2, a target phrase e˜ = ei1 , .., ei2 which is a
sequence of words in the target language sentence starting from position i1 and ending at
position i2, and a score (cost) to evaluate how likely the phrase pair is irrelevant. Given
a sentence pair fJ1 , e
I
1 the cost of a phrase pair (e
i2
i1
, f j2j1 ) is based on a mixture model
combining several feature functions:
M∑
m=1
λmhm(i1, i2, j1, j2, f
J
1 , e
I
1) (5.1)
Each feature represents a phrase generation process indexed by m, where 1 ≤ m ≤ M
is chosen randomly according to a feature weight λm indicating how likely the process m
contributes to the final phrase pair score. Feature weights are discriminatively trained
with the minimum error rate criterion. hm(i1, i2, j1, j2|fJ1 , eI1) is the probability that ei2i1 is
the translation of f j2j1 in the process m.
Figure ?? shows the basic architecture of a mixture model for phrase pair induction. The
task is to classify a test source phrase f˜ into a target phrase e˜. The standard approach
employs a single source of training data and one word alignment as input, while the
mixture model is able to combine the phrases generated from multiple training domains
and by different models.
The mixture model is trained in a way that each feature function hm models a
corresponding process and that the weight λm models the mixing parameter. Each feature
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Figure 5.2: Architecture of mixture phrase table vs. standard phrase table generation.
function and its parameters can be obtained from different data resources and various
models. We concentrate here on diverse model functions rather than on multiple data
sets and therefore only perform experiments on the combination of features derived from
several models on the same training data.
In Figure ?? the bilingual training data contains S parallel sentences
(F1, E1), (F2, E2), .., (Fs, Es), .., (FS, FS), where (Fs, Es) is the s-th sentence pair
(F,E) also written as (fJ1 , e
I
1). We consider all possible phrase pairs (f˜ , e˜) for each
sentence pair (Fs, Es) - in practice, we apply a phrase length restriction and compute M
feature functions for each phrase pair given the sentence pair. The feature functions are
derived based on the word alignment models and their parameters θ which are trained
using GIZA++ [?] on the whole training set. A cost for a phrase pair can be assigned by
summing all feature values hm weighted by λm. We acquire a sentence level phrase table
after accumulating all weighted phrase pairs for the sentence pair.
However, the complexity to generate all phrase pairs for a bilingual sentence is
O[ϕfϕe(2J −ϕf )(2I −ϕe)], where J and I is the length of the source and target sentence
respectively, and ϕf and ϕe are the maximum allowed phrase length of the source and
target phrase respectively. Because of the high computational requirement, we introduce
a threshold parameter to cut off phrase pairs with high costs. Phrase pairs assigned
with a higher cost than the threshold are pruned. Merging the phrase tables generated
from all sentence pairs, we obtain a global phrase table to perform the final translation
on a test corpus. In order to receive an adequate phrase model, the mixture weights
λM1 can be trained iteratively using the minimum error rate criterion. Therefore, both
features and their weights which can also be viewed as a prior of the feature, are bound
dynamically with the phrase model. Learning is pushed down to the level of phrase
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extraction. All knowledge sources, such as probabilities derived by IBM model 1, HMM
and other models, are treated as feature functions in the mixture model framework, which
can easily be extended by adding new feature functions. The standard phrase extraction
is hence a special case if the feature weights of other features are set to zero and the
pruning step is omitted.
5.2 Phrase model features
Instead of only taking the Viterbi word alignment as input in the standard phrase
extraction approach, we apply the underlying probability distribution derived directly
from model training to compute feature costs. Now, we will present several feature
functions that can be used in the mixture model of Equation ??.
We will introduce data-driven features which are defined using the posterior distribution
of the statistical word alignment models: One of them is based on the IBM model 1. The
other one is based on the HMM word alignment model. The last one is based on the
bilingual entropy to smooth the phrase boundaries.
It is assumed that a word alignment a in a statistical word alignment model indicates a
target word e to be the translation of a source word f . Given a phrase pair in a sentence
pair, there will be many paths (sequences of word alignments) to align the source phrase
to the target phrase. The likelihood of those procedures can be accumulated to obtain the
likelihood of the phrase pair [?], which is implemented as the summation of the likelihood
function over all valid hidden word alignments.
5.2.1 IBM model 1 based on word posterior probabilities
ei2+1, .., eI
ei1 , .., ei2
e1, .., ei1−1
f1, .., fj1−1 fj1 , .., fj2 fj2+1, .., fJ
Figure 5.3: Phrase extraction using IBM model 1 based on the posterior probabilities of
word alignments. The posterior probability of a phrase pair alignment between fj1 , .., fj2
and ei1 , .., ei2 is defined as the sum of the posterior probabilities of the word alignments
in the shaded areas.
The assignment of a probability to a phrase pair using IBM model 1 was investigated by
[?] and [?]. Given a sentence pair (fJ1 , e
I
1), we want to find the translation of a sequence
of words in one sentence in the other language. We can evaluate the relevance of a phrase
pair as follows: We sum up word alignment posterior probabilities inside the target phrase
for words inside the source phrase; and we sum up word alignment posterior probabilities
outside the target phrase for words outside of the source phrase.
Let Ai1,i2j1,j2 be the set of word alignments that aligns the source phrase e
i1
j1
to the target
phrase f j1j2 (links to the null word are ignored for simplicity): A
i1,i2
j1,j2
= {a : aj ∈
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[i1, i2] iff j ∈ [j1, j2]}. The alignment set given a phrase pair ignores those pairs with
word links across the phrase boundary. Using IBM model 1, let γθ(i|j, fJ1 , eI1) be the
posterior of aj = i given the sentence pair f
J
1 and e
I
1 and model parameters θ. The
posterior of the alignment Aj1,j2i1,i2 that is consistent with the phrase pair f
j2
j1
and ei2i1 is
calculated as
P1(A
j1,j2
i1,i2
|fJ1 , eI1, θ) =
∏
j∈J1
∑
i∈I1
γθ(i|j, fJ1 , eI1) ·
∏
j∈J2
∑
i∈I2
γθ(i|j, fJ1 , eI1), (5.2)
where J2 = {j1, j1 + 1, ..., j2} is the set of word indices of the concerned source phrase,
J1 = {1, 2, ..., j1− 1, j2 + 1, ..., J} the set of other source words, I2 = {i1, i1 + 1, ..., i2} the
set of word indices of the concerned target phrase, and I1 = {1, 2, ..., i1 − 1, i2 + 1, ..., I}
the set of other target words. The left factor in Equation ?? relates to the alignments
inside the phrase pair i.e. the gray area in Figure ??. The right factor in Equation ??
relates to the alignments outside the phrase pair i.e. the light gray areas in Figure ??.
The feature obtained from the IBM model 1 posterior probability is defined as
h1(i1, i2, j1, j2, f
J
1 , e
I
1, θ) = − logP1(Aj1,j2i1,i2 |fJ1 , eI1, θ). (5.3)
The phrase pair evaluation using the IBM model 1 posterior probability in the inverse
direction h2(i1, i2, j1, j2|fJ1 , eI1, θ) is calculated in the same way.
5.2.2 HMM based on word posterior probabilities
ei2+1, .., eI
ei1 , .., ei2
e1, .., ei1−1
f1, .., fj1−1 fj1 , .., fj2 fj2+1, .., fJ
Figure 5.4: Phrase extraction using HMM model based on the posterior probabilities of
word alignments. The posterior probability of a phrase pair alignment between fj1 , .., fj2
and ei1 , .., ei2 is defined as the sum of posterior probabilities of the word alignments in the
shaded area after normalization.
Using HMM we evaluate the relevance of a phrase pair by adding up word alignment
posterior probabilities inside the target and the source phrase with a normalization of
the sum of all word alignment posterior probabilities in this sentence pair, as shown in
Figure ??. Consequently, the phrase pair posterior distribution based on HMM is defined
as
P3(A
j1,j2
i1,i2
, fJ1 , e
I
1; θ) =
∑
a∈Aj1,j2i1,i2
γθ(a|fJ1 , eI1)∑
a∈A γθ(a|fJ1 , eI1)
, (5.4)
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where A is all alignments of a target word given a source word in this sentence (fJ1 , e
I
1),
and γθ(a|fJ1 , eI1) can be efficiently calculated using the forward algorithm of HMM.
Equation ?? formulates the translation probability of a target to a source phrase.
Switching source and target, we can obtain the posterior distribution in the other
translation direction.
After transforming the probability into a cost, we get the feature function to represent
the HMM posterior probability in the normal direction:
h3(i1, i2, j1, j2, f
J
1 , e
I
1, θ) = − logP3(Aj1,j2i1,i2 |fJ1 , eI1, θ) (5.5)
The computation for the other direction h4(i1, i2, j1, j2, f
J
1 , e
I
1, θ) is analogous.
5.2.3 Bilingual entropy
We observed that some phrase pairs might have less meaningful phrase boundaries because
the posterior probability presented before only shows how close the bilingual phrases are
related to each other, but not how common a source or target phrase is used. Hence, we
introduce a prior probability based on information entropy theory [?] to smooth phrase
boundaries.
Here, the fewer target phrases a source phrase is aligned to, the more confident and
convincing is it to represent the data and vice versa. The bilingual entropy of the source
and target phrase can be calculated as in Equation ?? and in Equation ?? respectively:
h5(·, ·, j1, j2, fJ1 , eI1, θ)
= −
∑
1≤i1′≤i2′≤I
P3(A
j1,j2
i1′,i2′ |fJ1 , eI1, θ) logP3(A
j1,j2
i1′,i2′ |fJ1 , eI1, θ) (5.6)
h6(i1, i2, ·, ·, fJ1 , eI1, θ)
= −
∑
1≤j1′≤j2′≤I
P3(A
j1′,j2′
i1,i2
|fJ1 , eI1, θ) logP3(Aj1
′,j2′
i1,i2
|fJ1 , eI1, θ), (5.7)
where 1 ≤ j1′ ≤ j2′ ≤ J indicates all possible source phrase boundaries on the left and
right side respectively in sentence fJ1 , and 1 ≤ i1′ ≤ i2′ ≤ I indicates all target phrase
boundaries on the left and right side respectively in sentence eI1. The feature function is
defined as the sum of the entropies in both languages.
5.3 Discriminative training
We would like to improve phrase translation accuracy and at the same time extract as
many valid phrase pairs as possible that are missed due to incorrect word alignments.
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Table 5.1: MER training for mixture feature weights in phrase pair segmentation.
1 Train model 1 and HMM word alignment models
2 Initialize an empty phrase table
3 for each sentence pair (fJ1 , e
I
1)
4 Identify candidate phrases on each side
5 for each candidate phrase pair (f j2j1 , e
i2
i1
)
6 Calculate its feature function values
7 Obtain the final score:
∑
m λmhm(i1, i2, j1, j2, f
J
1 , e
I
1, θ)
8 Sort candidate phrase pairs by this final score
9 for each candidate phrase pair (f j2j1 , e
i2
i1
)
10 if
(∑
m λmhm(i1, i2, j1, j2, f
J
1 , e
I
1, θ) < min
i1′,i2′,j1′,j2′
∑
m λmhm(i1
′, i2′, j1′, j2′, fJ1 , e
I
1, θ) + τ
)
add this phrase pair into the phrase table
11 Use the phrase table to perform translations
12 Discriminatively train feature weights λM1 and threshold τ
We present a generic discriminative phrase pair extraction framework that can integrate
multiple features aiming to identify correct phrase translation candidates. A significant
deviation from most other approaches is that the framework is parametrized and can be
optimized jointly with the decoder to maximize translation performance on a development
set. We employ features based on word alignment models and alignment matrices. All of
these features are data-driven and languages independent. The proposed phrase extraction
framework generally applies to any other bilingual and monolingual feature as well as to
linguistic features such as semantic and syntactic dependency.
Here, a minimum error rate (MER) training is employed to find optimal feature weights
that maximize the final translation performance, which is achieved by minimizing the
translation error rate on the development data. Previous successful MER applications in
machine translation can be found for example in [?].
Table ?? shows the algorithm to train weights λm for feature hm(i1, i2, j1, j2, f
J
1 , e
I
1, θ)
in a mixture phrase pair model discriminatively, where m ∈ {1, .., 6}. We calculate the
translation result on a development corpus in each training iteration (line 1 to 11) given
fixed feature weights and a threshold. Using the Powell algorithm [?], values of feature
weights and pruning threshold that bring best translation performance are taken as the
optimization results.
The process to perform translations based on a mixture phrase model is as follows: We
first train IBM model 1 and HMM on the whole training corpus (line 1). Then for each
sentence pair in the training corpus, we consider all phrase pairs that are shorter than a
previously defined phrase length as candidate phrases (line 4). We introduced six different
feature functions in Section ??. These functions are evaluated for each phrase pair (line 6),
and the function values are combined using feature weights (line 7). After that, all phrase
pairs for a sentence pair are sorted according to their combined function value (line 8).
Phrase pairs with a higher function value than the sum of the minimum function value and
a threshold τ are pruned (line 10). Finally, translations are performed using the pruned
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phrase table (line 11). This process is performed iteratively until the result converges.
This generic phrase extraction procedure is an evaluation, ranking, filtering, estimation
and tuning process, and it can be described by the following steps:
1. Preparation of feature calculations
Beginning with a uniform distributed lexicon we train IBM model 1 and HMM
alignment models with 5 iterations for each translation direction using GIZA++ [?].
We use these models with parameters θ to evaluate candidate phrase pairs such as
to calculate word alignment posterior probabilities as described in Section ??.
2. Phrase pair selection
This step consists of phrase pair evaluation, ranking and filtering. Each normalized
feature score derived from the word alignment models will be combined to a final
score. Phrase pair filtering is simply putting a threshold on the final score by
comparing it to the minimum within the sentence pair.
3. Phrase pair evaluation
This step pools all candidate phrase pairs that exceed the threshold test and
estimates the final phrase translation table using the maximum likelihood criterion.
To each candidate phrase pair which is below the threshold, we assign a model cost
based on the phrase pair posterior probability and put the phrase pair into the global
phrase table. One of the advantages of the proposed phrase training algorithm is
that it is a parametrized procedure that can be optimized jointly with the translation
engine to minimize the final translation errors measured by automatic metrics such
as BLEU.
4. Feature weight optimization
In the final step, parameters are trained discriminatively on a development set using
the Powell method [?]. This phrase training procedure is configurable and trainable
with different feature functions and their parameters. The commonly used phrase
extraction approach based on word alignment heuristics as described in [?] and [?] is
a special case of the algorithm where candidate phrase pairs are restricted to those
which respect word alignment boundaries. We rely on multiple feature functions
that aim to describe the quality of candidate phrase translations and the generic
procedure to figure out the best way of combining these features.
Chapter 6
Sentence segmentation
We addressed two types of segmentation problems in machine translation and their
solutions in Section ?? and ??. Identifying proper boundaries for words and phrases are
crucial issues in a state-of-the-art translation system. In Section ?? word boundaries are
detected using Gibbs sampling and lattice translation; in Section ?? phrase segmentation
and the alignment are performed under a mixture model with features based on posterior
probabilities. In this chapter we will extend the sequence to be segmented and discuss
the significance of segmentation on parallel sentences and paragraphs.
There are two major functions for sentence segmentation: efficient word alignment training
and sentence alignment. In statistical machine translation word alignment models are
trained on bilingual corpora. Long sentences pose severe problems: First, the high
computational requirements, because the training is the most time-consuming part in the
SMT process; Second, the poor quality of the resulting word alignment. We will present
a sentence segmentation method that solves these problems by shortening long sentence
pairs. Sentence pairs are split up using the so-called ’binary segmentation’ method [?].
This algorithm leads to an improvement in translation quality and a significant speed-up
of the training procedure. Furthermore, we apply the binary segmentation to the sentence
alignment task in order to exploit parallel sentences effectively. Experimental results show
an improvement in the translation performance over a state-of-the-art sentence aligner.
6.1 Binary segmentation
The main idea of the proposed sentence segmentation method is based on the so-called
’binary segmentation’, i.e. we detect the optimal split point in a sentence pair and separate
it into two pairs. The algorithm is inspired by the inversion transduction grammar (ITG)
[?]. As the full parsing with ITG has a cubic complexity, it is too expensive to apply
this algorithm on long sentences, which may be composed of over a hundred words. We
approximately take the local decision after each recursion and present a top-down parsing
concept to derive the best segmentation.
For a given sentence pair (fJ1 , e
I
1) or paragraph pair, each source position j ∈ {1, .., J} in
combination with each target position i ∈ {1, .., I} is taken as a candidate segmentation
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point.
Monotone Non-monotone
Target B A
Positions C D
Source Positions
Figure 6.1: Two types of sentence alignment in binary sentence segmentation.
As shown in Figure ?? a candidate segmentation point (i, j) divides a word alignment
matrix for this sentence pair or its subset (a segment pair) into four parts: the upper
left (A), the upper right (B), the bottom left (C) and the bottom right (D) area. For a
sentence pair with the start point (1, 1) and end point (J, I) two types of alignments of
sub-sentence pairs are possible in the binary segmentation:
1. Monotone alignment
One case is the monotone alignment i.e. C is combined with B. We denote this
case as o = 1 for alignment orientation. The segmentation cost is denoted as
h(j, i, 1, fJ1 , e
I
1).
2. Non-monotone alignment
The other case is the non-monotone alignment indicated as o = 0. This means A is
combined with D. We denote the cost as h(j, i, 0, fJ1 , e
I
1).
All candidate segmentation points are computed with this method and the best splitting
point and its orientation is selected so that the feature costs are minimized.
In most cases the sub-sentences, also called ’segments’, are still too long after one splitting
procedure. Therefore, the splitting is applied recursively until the length of each new
segment is less than a predefined value. We introduce the maximum sentence lengths for
the source language Jmax and for the target language Imax. If one of the sentences in
the pair is longer than the maximum length, the sentence pair is split into two segment
pairs and each of the two segment pairs will be treated as a new sentence pair, and the
same process will be iterated. Otherwise the sentence pair is kept unchanged and the
segmentation process terminates.
Table ?? shows the recursive segmentation algorithm Υ(f j2j1 , e
i2
i1
) for a bilingual sentence
or segment (f j2j1 , e
i2
i1
). The first and last word position in source sentence are j1 and
j2, respectively; the first and last word position in the target sentence are i1 and i2,
respectively. For sentence pairs that are longer than the user-defined maximum length, a
best segmentation point and its orientation o is selected among all candidates according
to Equation ??. Two types of sentence alignments (orientations) are allowed as shown in
Table ??. If oˆ = 1, we process (f jˆj1 , e
iˆ
i1
) and (f j2
jˆ+1
, ei2
iˆ+1
), otherwise (f jˆj1 , e
i2
iˆ+1
) and (f j2
jˆ+1
, eiˆi1)
using the same algorithm.
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Table 6.1: Recursive binary sentence segmentation procedure.
1 Υ(f j2j1 , e
i2
i1
) : if (2 ≤ j2 − j1 + 1 ≤ Jmax and ≤ i2 − i1 + 1 ≤ Imax)
2 then
3 (f j2j1 , e
i2
i1
) : output the sub-sentence pair
4 else
5 (ˆi, jˆ, oˆ) = argmax
i,j,o
{∑M
m=1 λmhm(j, i, o, f
j2
j1
, ei2i1)
}
,
6 where i ∈ [i1, i2 − 1], j ∈ [j1, j2 − 1], o ∈ {0, 1}
7 if oˆ = 1
8 then
9 Υ(f jˆj1 , e
iˆ
i1
); Υ(f j2
jˆ+1
, ei2
iˆ+1
)
10 else
11 Υ(f jˆj1 , e
i2
iˆ+1
); Υ(f j2
jˆ+1
, eiˆi1)
6.2 Segmentation model
In order to include information from various resources, the sentence segmentation and
alignment is evaluated by a mixture (log-linear) model combining different sub-models:
the modified IBM model 1 in normal and inverse direction, the anchor words model as
well as the IBM model 4.
Let (fJ1 , e
I
1) be a bilingual sentence to be split, the probability of a split point after (j, i)
with orientation o is calculated using the following Equation:
(ˆi, jˆ, oˆ) = argmax
i,j,o
{
M∑
m=1
λmhm(j, i, o, f
J
1 , e
I
1)
}
, (6.1)
where j ∈ [1, J − 1] and i ∈ [1, I − 1] are positions in the source and target sentences
respectively. To avoid the extraction of segments which are too short, e.g. single words,
we use the minimum segment lengths (Imin, Jmin). The possible split point is then limited
to: i ∈ [i1 + Imin−1, i2− Imin] , j ∈ [j1 +Jmin−1, j2−Jmin]. M denotes the total number
of different models. hm(j, i, o, f
J
1 , e
I
1) is a score evaluated for (j, i) using sub-model m.
Each model m is assigned with a feature weight λm. o is a Boolean variable to indicate
the alignment monotonicity of the two sub-sentence pairs. The optimal split point and
the alignment direction (jˆ, iˆ, oˆ) are found by traversing all positions of the sentence pair
and maximizing the score, combining different features. The sub-models will be described
in the following sections. The feature functions include
• h1, h2: normalized IBM model 1 in both directions
• h3: anchor word model
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• h4: IBM model 4 word alignment
In most cases the sentence pairs are quite long, and even after one segmentation iteration
we still may have long sub-segments. Therefore, we separate the sub-segment pairs
recursively until the length of each new segment is less than a defined value.
6.2.1 Normalized IBM model 1
A shortcoming of the simple word-alignment-based model for the sentence segmentation
is that the lengths of the separated sentence pairs are ignored. To balance the lengths of
the two sub-sentence pairs, we normalize the alignment probability by the source sentence
length and adjust its weight with a parameter β as described in [?]. Without considering
empty words, IBM model 1 can be extended to:
p(fJ1 |eI1) =
J∏
j=1
(
1
I
I∑
i=1
p(fj|ei)
)β· 1
J
+(1−β)
(6.2)
The IBM model 1 for monotone alignment is therefore calculated as
h1(j, i, 1, f
J
1 , e
I
1) = log
(
p(f j1 |ei1)β·
1
j
+(1−β) · p(fJj+1|eIi+1)β·
1
J−j+(1−β)
)
, (6.3)
and the non-monotone alignment is formulated in the same way:
h1(j, i, 0, f
J
1 , e
I
1) = log
(
p(f j1 |eIi+1)β·
1
j
+(1−β) · p(fJj+1|ei1)β·
1
J−j+(1−β)
)
(6.4)
The standard IBM model 1 calculates the conditional probability of a target sentence given
a source sentence. The inverse IBM model 1 calculates the probability of a source sentence
given a target sentence. By exchanging the source and target sentence or segment, the
model using the inverse IBM model 1 is computed analogously.
6.2.2 Other features and alignment concatenation
• Anchor words
Intuitively, some anchor words such as punctuation marks are more likely to be
sentence boundaries. Preferring these anchor words as split points can effectively
avoid the extraction of incomplete segment pairs. Therefore, we use an anchor word
model to opt for the segmentations after special words, where the source and target
words are identical. There are two options to realize this idea:
1. Soft constraint
Bonuses are assigned to those positions after anchor words when looking for
split points. Segmentations are preferably placed after anchor words, but this
is not a necessary condition:
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h3(j, i, o, f
J
1 , e
I
1) =
{
1 : fj = ei ∧ ei ∈ A
0 : otherwise
(6.5)
A is a user defined anchor word list, here we use A={.,”?;}. If the
corresponding model scaling factor λ3 is assigned a high value, the segmentation
positions are placed most frequently after anchor words.
2. Hard constraint
Segmentation boundaries are only allowed to take place after anchor words.
This is a hard constraint and can be performed by looking for the split points
at certain positions along the sentences. This means the search space in
Equation ?? is limited to i ∈ [Imin, I − Imin] ∧ j ∈ [Jmin, J − Jmin] ∧ fj ∈
A ∧ ei ∈ A ∧ fj == ei.
• IBM model 4 word alignment
If we already have the IBM model 4 Viterbi word alignments for the parallel
sentences and need to retrain the system, for example to optimize the training
parameters, we can include the Viterbi word alignments trained on the original
corpora into the binary segmentation. In the monotone case the model is represented
as
h4(j, i, 1, f
J
1 , e
I
1) = log
(
Na(f
j
1 , e
i
1) +Na(f
J
j+1, e
I
i+1)
Na(fJ1 , e
I
1)
)
, (6.6)
where Na(f
j
1 , e
i
1) denotes the number of alignment links inside the matrix (1, 1) and
(j, i). In the non-monotone case the model is formulated in the same way.
• Word alignment concatenation
In phrase-based translation, we extract all phrases matched in the training corpus
for an input sentence and translate with these phrase pairs. During sentence
segmentation we might separate a phrase into two segments so that the whole phrase
pair can not be extracted.
To avoid this, we concatenate the word alignments trained with segment pairs
extracted from one sentence pair in their original order. During the segmentation,
the position of each segmentation point in the sentence is memorized. After training
the word alignment model with the segmented sentence pairs, the word alignments
are concatenated again according to the positions of their segments in the sentences.
Finally the original sentence pairs and the concatenated alignments are used for the
phrase extraction.
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6.2.3 Efficient IBM model 1 computation
Among all above mentioned features the IBM model 1 and its inverse direction needs most
of the computation time. The naive implementation of this algorithm using IBM model 1
has a complexity of O((I · J)2). We benefit from the structure of the IBM model 1
and calculate the alignment probability for each position using the idea of ’running
sums/products’. The complexity is reduced to O(I · J) which is factor of 10 000 for
sentences with 100 words. But this implementation is not possible for the fertility-based
higher-order models.
Table 6.2: Efficient computation of IBM model 1.
1 Max = 0;
2 ∀j ∈ [j1, j2] : Vup[j] =
∑i2
i=i1
p(fj |ei);
3 ∀j ∈ [j1, j2] : Vdown[j] = 0;
4 for (i = i1; i < i2; i = i + 1)
5 ∀j∈[j1,j2] : Vup[j] = Vup[j]− p(fj |ei);
6 ∀j∈[j1,j2] : Vdown[j] = Vdown[j] + p(fj |ei);
7 A = C = 1;
8 B =
∏j2
j=j1
Vup[j];
9 D =
∏j2
j=j1
Vdown[j];
10 for (j = j1; j < j2; j = j + 1)
11 A = A · Vup[j];
12 B = B/Vup[j];
13 C = C · Vdown[j];
14 D = D/Vdown[j];
15 if (max(A ·D,B · C) > Max∧
16 i ∈ [i1 + Imin − 1, i2 − Imin]∧
17 j ∈ [j1 + Jmin − 1, j2 − Jmin])
18 then
19 Max = max(A ·D,B · C);
20 jˆ = j; iˆ = i;
21 mˆ = (B · C >= A ·D);
Details are shown in Table ??. The input to the program is the lexicon probabilities
p(fj|ei) and the minimum sentence lengths Jmin, Imin. The output is the optimal split
point (jˆ, iˆ) and its orientation oˆ.
In the program Max is the highest alignment probability. A, B, C and D are the
IBM model 1 scores for each block in Figure ??. Vup stores the sums of the lexicon
probabilities in each column in the areas A and B, and Vdown does the same for the areas
C and D.
In the outer loop of the target position i, p(fj|ei) in the actual position is added to and
subtracted from the value in Vdown and Vup, respectively. In the inner loop of the source
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position j, the alignment probability in the area A/B are multiplied/divided by Vup[j],
and the probability in C/D is multiplied/divided by the Vdown[j]. After traversing all
positions the point with the maximum alignment probability is selected as the split point.
6.2.4 Segmentation example
Beijing • • • • •  •
in • • • •  • •
held • • • • • • 
be • • •  • • •
will • • •  • • •
seminar • •  • • • •
German •  • • • • •
Sino  • • • • • •
¥ y Ï
ÿ
Ì
ý
R
ó ð
®
Þ
q
Beijing • • • • •  •
in • • • •  • •
held • • • • • • 
be • • •  • • •
will • • •  • • •
seminar • •  • • • •
German •  • • • • •
Sino  • • • • • •
¥ y Ï
ÿ
Ì
ý
R
ó ð
®
Þ
q
Figure 6.2: Word alignment matrix of a sentence pair, where darker blocks indicate a
lexicon probability. The shaded area indicates the alignments of the sub-sentence pairs
after the first iteration of segmentation.
Now, we will provide an example to explain the segmentation procedure. The Chinese
sentence in words is ’¥(China) y(German) ÏÿÌ(seminar) ýR(will) ó(in/at) ð
®(Beijing) Þq(held/hold)’. As illustrated in Figure ??, we present the word alignment
of this Chinese sentence and its English translation as a matrix. Each position contains
a lexicon probability p(fj|ei) which is trained on the original bilingual corpus, where long
sentences are truncated to a maximum size, e.g. one hundred. For a clearer presentation,
Figure ?? shows a short sentence pair of seven Chinese and eight English words. The
gray scale indicates the value of the probability. The darker the box, the higher the word
alignment probability. All positions are considered as possible split points. GB
¥y ÏÿÌ ýR ó ð® Þq / Sino German seminar will be held in Beijing
¥y ÏÿÌ ýR / Sino German seminar will be ó ð® Þq / held in Beijing
¥y ÏÿÌ / Sino German seminar ýR / will be ó ð® / in Beijing Þq / held
¥y / Sino German ÏÿÌ / seminar ýR / will be ó / in ð® / Beijing Þq / held
Figure 6.3: Result of the sentence segmentation example.
Using the algorithm of Table ??, the sentence pair is segmented as in Figure ?? if we
set the maximum sentence length in both languages to one. First, the lengths of the two
sentences are longer than the maximum lengths, thus sentences will be segmented. After
the calculation with Equation ?? we obtain the first segmentation point between ’ýR’
and ’ó’ in the source language and between ’be’ and ’held’ in the target language i.e.
jˆ = 4, iˆ = 5. The alignment is monotone i.e. oˆ = 1. The Chinese sentence is segmented
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into two parts ’¥yÏÿÌýR’ and ’óð®Þq’, and the English sentence is segmented
into ”‘Sino German seminar will be”’ and ”‘held in Beijing”’. After the first iteration,
both segments in Chinese should be further separated. Hence, the first segment pair is
split up again into two pairs ’¥yÏÿÌ/Sino German seminar’ and ’ýR/will be’ with
a monotone alignment, and the second segment pair is split up into ’óð®/in Beijing’
and ’Þq/held’ with a non-monotone alignment. The recursion stops when each segment
contains a single word. Note that in real applications the maximum allowed segment
length is usually longer than twenty.
6.3 Bitext exploitation
In statistical machine translation, a large number of parallel sentences are required to
train the model parameters. However, plenty of bilingual language resources that are
available on web are only aligned at the document level. To exploit this data, we have to
extract the bilingual sentences from these documents.
The common method is to split the documents into sentences using predefined anchor
words such as punctuation marks and then to align these sentences. This is the so-called
’sentence alignment task’. However, it could be sub-optimal for the translation task
if we only assume positions at the anchor words as sentence boundaries, and incorrect
alignments may also decrease the translation quality.
We employ the sentence segmentation model in Section ?? for the sentence alignment task
and combine it with the approach of [?]. The corpora produced using both approaches are
concatenated, and a weight is assigned to each corpus. During the training of the word
alignment models, the counts of the lexicon entries are linearly interpolated using the
corpus weights. We will describe the different methods to extract the bilingual sentence
pairs from the document aligned corpus in detail.
Document pair
↓
# Paragraph in source and target same?
↓ ↓
One-one monotone Champollion
yes ↓ ↓ no
Paragraph pair
↓
1. Binary segmentation or 2. Champollion or 3. Hybrid
↓
Sentence pair
Figure 6.4: Sentence alignment using binary sentence segmentation method, dynamic
programming algorithm (Champollion) and a hybrid approach.
As shown in Figure ??, given each document pair, we assume that the paragraphs are
aligned monotonically one to one if both the source and target language documents
60 CHAPTER 6. SENTENCE SEGMENTATION
contain the same number of paragraphs. Otherwise, the paragraphs are aligned with
the Champollion tool. After obtaining the paragraph aligned corpus, we can use binary
segmentation as described in Section ??, dynamic programming e.g. Champollion or a
Hybrid approach to align bilingual sentences:
1. Binary segmentation
The segmentation method described in Section ?? is applied by treating the
paragraph pairs as long sentence pairs. Segmentation of paragraph pairs into
sentence pairs is realized by segmentation of long sentence pairs into shorter segment
pairs. We can use the anchor words model described in Section ?? to prefer splitting
up at punctuation marks.
The lexicon parameters p(f |e) in Equation ?? are estimated as follows: First, the
sentences are aligned roughly using the dynamic programming algorithm. We get
the initial lexicon parameters while training on these aligned sentences. Then the
sentence segmentation algorithm is applied to extract the sentences again.
2. Champollion
After paragraphs are divided into sentences at punctuation marks in both languages,
the Champollion tool [?] is used to apply dynamic programming based sentence
alignment.
3. Hybrid approach
The binary segmentation and the Champollion method search for alignments using
different approaches: the previous one is based on the ITG, and the latter one is
based on the dynamic programming. Therefore, we combine these two methods by
concatenating the corpora produced by both methods and using them in the word
alignment training. A weight is assigned to each corpus. That means, the counts of
the lexicon entries in the EM algorithm are linearly interpolated using the corpus
weights.
Chapter 7
Document segmentation
While statistical machine translation systems have been improved significantly with better
modeling techniques and an increasing amount of training data, domain specific SMT
has received much less attention and leaves much room for further improvements. For
instance, the documents to be translated can have different language styles. The language
style of broadcast conversation is very different from that of the newswire text.
In this chapter, we will present domain dependent machine translation with a series of
problems to be solved: The first one is how to partition (cluster) training documents
into multiple domains; The second one is how to build domain specific SMT systems in
training and obtain the prior probability of each domain given a development set; The
last one is how to perform domain adaptation during decoding.
In this chapter, we address an unsupervised document clustering method to segment the
corpus into multiple parts depending on their domains, which makes it easy and efficient to
capture as many domains as required. For the second problem we use domain dependent
language modeling and model combination. Domain priors are optimized with respect
to the translation performance on a development set. Finally, domain adaptation during
decoding is approached using source text classification methods. When translating a
test document we will identify its domain automatically and then apply a corresponding
decoding setup.
7.1 Document clustering
Training corpora delivered by linguistic organizations are in general sets of documents
collected from diverse resources. They can be newswire text, broadcast transcriptions,
Internet conversations or any other type. A newswire text usually has longer sentences in
correct grammar, while the sentences in a conversation record may be short and formulated
simpler. Another instance is that a scientific article is expected to contain more words like
’distribution’ or ’problem’, while in a document from travel agency words like ’flight’ and
’restaurant’ appear more often. A translation system trained on a travel domain might
fail in translating a scientific document and vice versa. Therefore, properly classifying
documents into multiple domains properly turns out to be a crucial issue for translating
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a certain type of test data.
Ideally, we would have domain specific training data and could build a separate SMT
system for each domain. Practically, this is hardly the case. We assume that we have
a collection of training corpora from the general domain including a variety of different
domains. At the same time we have a small amount of domain specific parallel documents
to be used for building the domain specific systems.
We focus on performing clustering to achieve the best translation performance. In theory,
the clustering problem can be solved by exhaustive enumeration. However, there are c
n
c!
ways to partition n documents into c clusters, and this exponential growth with n is
overwhelming and difficult to implement. Without an initialization, we can intuitively
follow either a top-down approach (all documents are regarded to be in one cluster, and
the clusters are split iteratively) or a bottom-up approach (each document forms its own
cluster, the clusters are merged step by step). In the experiments, we take the second
approach because we only need to compute the similarity between clusters approximately.
The bottom-up method was described in [?] and applied by [?] for speech recognition. In
selecting which clusters should be merged, we take two kinds of information into account:
the number of samples in each cluster and the similarity between clusters. In general, this
method tends to favor growth by merging singletons or small clusters with large clusters
over merging medium-sized clusters. Let Wr be the set of unique content words in cluster
r, |Wr| be the number of words in Wr, and |Dr| be the number of documents in cluster r,
then the similarity measure between cluster r1 and cluster r2 is defined as
S(Dr1 ,Dr2) =
√
|Dr1|+ |Dr2|
|Dr1||Dr2|
|Wr1 ∩Wr2 |
|Wr1 ∪Wr2 |
. (7.1)
The similarity is proportional to the number of common words in cluster r1 and r2 but
is anti-proportional to the number of all words in both clusters. The left factor in
Equation ?? serves as a normalization factor to avoid the tendency for small clusters
to group with one large cluster rather than other small clusters.
Table 7.1: Stepwise optimal hierarchical clustering using bottom-up method
(agglomerative hierarchical clustering) where Dr indicates the r-th domain (r ∈ 1, .., R),
and uq indicates q-th document (q ∈ 1, .., Q).
1 Initialize: each document has its own cluster: R = Q and Dr = {uq}
2 while (!terminate)
3 D′R′1 = DR1 and R′ = R
4 (rˆ1, rˆ2) = argmaxr1 6=r2 S(Dr1 ,Dr2): find two clusters most similar
5 merge Drˆ1 and Drˆ2
6 update DR1 and decrease R with one
7 if (ψ(DR1 ,D′R
′
1 ) ) terminate
8 Output R as optimal cluster number and DR1 as optimal document clustering
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Once the similarity measure between two clusters is defined, we can apply the
agglomerative clustering as shown in Table ??. Given a number of documents
u1, u2, .., uq, .., uQ, we initialize each document as its own cluster where Dr only contains
one document ur and the number of clusters is equal to the number of documents. In
each iteration the similarity of any two distinct clusters is calculated. The two clusters
with the highest similarity are merged into one. The number of clusters is then decreased
by one. This process is performed iteratively until the termination condition is satisfied.
The output is the clusters DR1 in the last iteration and the number of these clusters R.
The termination condition ψ(DR1 ,D′R
′
1 ) can be calculated in many ways, such as the
previously described in [?] and [?]. Here, we can heuristically check whether the
degradation of the maximaum similarity between any of two clusters is smaller than
a given value. While ideally, in order to decide on which level of the hierarchy the action
of merging clusters stops, we should measure the translation performance with respect to
a criterion whenever a new cluster is generated. We compare translation performances
based on the clustering results in all iterations and choose the clustering that leads to the
best translation performance. However, this approach is limited by a high complexity.
Let Q be the document number, then in the worst case Q − 1 translation operations
are required. As the corpus might contain millions of documents, it is a difficult task to
perform such frequent translations.
Nonetheless, we observed an anti-proportional relationship between the perplexity of the
language model in search and the final translation performance in the experiments, which
means that we only need to minimize the perplexity of the language model instead of
maximizing the final translation quality. Therefore, the termination constraint ψ(DI1,D′I
′
1 )
can be defined as the difference of two perplexities on a given test set. These two
perplexities are measured using the mixture language models trained on the data which are
clustered in the previous and in the current iteration respectively. The program terminates
if the difference is smaller than a user defined threshold. This method avoids the drawing
of the whole clustering hierarchy but terminates when an acceptable clustering has been
achieved with respect to the language model quality.
7.2 Building domain specific translation systems
We described methods to cluster monolingual training data into appropriate domains
based on the unigram coverage in Section ??. Now, we will employ this data and discuss
how to build domain specific SMT systems on it. We avoid building separate phrase
translation tables for various domains due to computational requirements, and only one
general phrase table is shared among all domain specific systems. Domain dependent
translation systems are built under two approaches: adapted language models and domain
specific translation model combination.
1. Domain dependent language modeling
We apply a general decoder but use different domain dependent language models.
Using the method in Section ??, documents can be clustered according to their
contents automatically. As a result, we have training data on the target side in R
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domains. A hypothesis is then evaluated by a language model that is a mixture of
R sub-language models [?]. Each sub-language model indexed with r is trained on
domain-specific data cluster r. Here, we overload notations and use J to denote the
number of words in a test corpus. Let P (fj|·, r) be the probability of the j-th word
in the test corpus estimated by the r-th sub-language model. The probability of a
word sequence f1, .., fJ is modeled as
P (f1, .., fJ) =
J∏
j=1
R∑
r=1
λrP (fj|f j−1j−n+1, r), (7.2)
where the weight λr is the prior probability of the r-th sub-language model.
Equation ?? defines a mixture language model linearly combining probabilities
estimated by domain-specific n-gram language models. The feature weights λ will
be optimized with respect to a lower perplexity tested on a predefined development
corpus. We will discuss the optimization methods in Section ??.
A mixture language model has the strength to predict the word distributions in the
right domain. For instance, if the content of a test set is about traveling, we will be
able to enhance the weights of the sub-language models of this domain automatically
so that the writing style and the n-gram coverage of the translation is closer to that
of a text in the tourism-related domain.
Moreover, training language models separately reduces the computational
requirement significantly. We observed that increasing the amount of training corpus
could help to enhance the language model quality. However, the size of the language
model is limited by the computational resources because the training of a language
model on huge corpora requires a large memory. Therefore, we train sub-language
models on each cluster respectively instead of training a universal language model on
the above data. Experiments in Section ?? show that with the same memory limit,
we are able to lower the language model perplexity by about 15% absolutely using
this approach, which leads to a significant improvement in translation performance.
2. Domain dependent model combination
Another method to build a domain specific SMT system is to configure the feature
weights in the log-linear model combination of the decoder i.e. scaling factors of
phrase relative frequency model, language model, word penalty model and so on.
Details of these models can be found in [?]. Domain specific scaling factors are
trained discriminatively on the domain specific development set. For instance, a
sentence in a blog may be shorter than that in a news article, where a higher word
penalty is preferred.
The major advantage of both of the methods discussed above is that we only need a
small amount of bilingual data from each domain, which is much easier to obtain. The
monolingual data for each domain is clustered by the method in Section ??.
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7.3 Extremum of functions
We mentioned the optimization problem of feature weights in Section ??, more precisely,
the estimation of the λr in Equation ??. The optimization problem is defined in [?]:
Given a single function that depends on one or more independent variables, we want to
find the value of those variables where the function takes on a maximum or a minimum
value. Performing this optimization fast and memory-efficient is a key issue.
In translation tasks the optimization problem appears frequently. For example, feature
weights in the log-linear model combination of the decoder are optimized with respect
of the translation performance. Assigning appropriate feature weights can enhance the
translation performance up to 20% relatively measured in the BLEU score. The other
instances can be found in the log-linear combination of the semi-supervised Chinese word
segmentation (Equation ??), of the phrase models (Equation ??) and of the sentence
segmentation (Equation ??). Therefore, the maximization or minimization of functions
is of crucial importance in building an efficient translation system. In this section
we will only consider the example of optimizing the mixture language model weights
(Equation ??). Nevertheless, the algorithms can be applied to the other problems as well.
A domain dependent language model formulated in Equation ?? is a mixture of several
sub-language models trained on different domains. The vector λR1 measures how sub-
language models contribute to the mixture language model, which contains the variables to
be optimized. We take the language model perplexity measured on a development corpus
as the evaluation criterion. As we need to optimize a set of feature weights together, the
optimization algorithm has to suitable for the multidimensional case. We propose two
algorithms, the downhill simplex method and the Powell’s method, where only function
evaluations but not derivatives are required.
The downhill simplex method was developed by [?] and is slow but extremely robust, with
a memory requirement in the order of R2. A simplex is the geometrical figure consisting
of R+ 1 points in R dimensions and all related lines and faces, etc. In a two-dimensional
space, a simplex is a triangle. If any point of the simplex is taken as the origin, then the
R other points define vector directions that span the R dimensional vector space. The
algorithm starts with a random, R-vector of independent variables as an initialization,
then continues with a series of steps updating the simplex to get close to the function
minimum, and finally the calculation terminates if the decrease of the function value is
smaller than a given tolerance threshold. A detailed description can be found in [?].
Powell’s method is a prototype of ’direction-set’ methods with a storage of order R2.
Powell’s method is faster than downhill simplex. The main idea is as follows: There is
always a starting point and a vector of R independent directions for search. We start at a
point in the R-dimensional space and proceed from there to one-dimensional optimization
sequentially in R directions. A new direction is decided using this starting point and the
endpoint after R one-dimensional optimizations. We replace one of the directions in the
vector with this new direction, then a new direction vector is created. The new starting
point is set as the minimum along the new direction starting from that end point. This
process is iterated until the extremum is found.
Downhill simplex and Powell methods can be applied to estimate scaling factors of log-
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linear models in decoding, feature weights for semi-supervised Chinese word segmentation
as well as prior probabilities of sub-language models in a mixture model. Here, for the
last case we also introduce an EM algorithm to find the most suitable λ in Equation ??.
Table 7.2: EM algorithm of feature weights λ optimization in a unigram mixture language
model. λr ∈ {1, .., R}: the weight of the r-domain; j ∈ {1, .., J}: a word position in the
development corpus; σ: a user-defined threshold.
1 Input: initialization λR1 , t = 0
2 Output: final estimated λˆR1
3 for each pair (j, r)
4 calculate P (fj|r)
5 while (!terminate)
6 for each domain r
7 λˆr =
1
J
∑
j
λrP (fj |r)∑
r′ λr′P (fj |r) (Equation ??)
8 if (|λˆr − λr| < σ ) terminate
9 λr = λˆr
We experiment with a method provided by the SRI tool kit [?] and the feature weights
of the sub-language models λ is updated as
λ˜r =
1
J
J∑
j=1
λrP (fj|r)∑R
r′=1 λr′P (fj|r′)
, (7.3)
where r = 1, .., R is the index of a sub-language model to be merged, and j = 1, .., J is
the position of a word in the test set. All sub-language models should be evaluated on
the same development corpus. P (fj|r) is the probability of the j-th word estimated by
the r-th sub-language model. For simplicity, we only consider training sub-model weights
for a unigram mixture language model. However, this algorithm can be generalized for
any higher-order language model.
Table ?? represents the Expectation Maximization (EM) algorithm for the optimization.
The initialization consists of a vector of weights λR1 and a matrix of probabilities P (fj|r)
for each word on position j in the development corpus estimated by the r-th sub-language
model. The output is the estimated vector of λˆR1 which fills the constraint that the change
of posterior probability for each domain is smaller than a user defined value σ (line 8).
The posterior probabilities estimated by the r-th language model are accumulated over
all words (line 11) and normalized to compute the new estimation of λr for an update
(line 5-9).
7.4 Domain adaptation
Before decoding a test document, we decide which domain specific SMT system we apply.
Therefore, the domain adaptation is transformed into a monolingual text classification
problem: Which domain is the test document most similar to?
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In theory any text classification method can be applied here. We investigate two text
classification techniques: one based on domain specific language models and the other
based on information retrieval techniques.
7.4.1 Language model based domain identification
Here, we will consider two domains as an example: newsgroup and newswire. We build
domain specific language models Pd (d ∈ {1, 2}) with the source side of the development
sets for each domain. Note that we need to distinguish these from the domain specific
language models trained on the target side of the corpus described in Section ??. As the
development sets are usually small, each of the models Pd is linearly interpolated with a
general domain independent language model Pg:
P ∗d (f |·) = (1− α)Pd(f |·) + αPg(f |·) (7.4)
For a test document to be translated, we compute the perplexity of each domain specific
language model P ∗d and select the domain with the lowest perplexity.
7.4.2 Information retrieval approach
The second method for text classification is based on the concept of information retrieval.
Using the method described in [?], which is based on Equation ??, we can calculate the
similarity Sd(y, x) between a test document x and the development set y of a domain as
Sd(y, x) =
∑
f∈Wx∩Wy
1
(|W fx |+ 1)|Wx|
, (7.5)
where Wy is the set of words for the development set, Wx is the set of words in the test
document, |Wx| is the vocabulary size of the test document, and |W fx | is the number
of documents in the test corpus containing the word f . We select the domain with the
highest score Sd(y, x) for each test document x.
Chapter 8
Results
In this chapter we introduce evaluation criteria and datasets used in this work as well
as in the baseline translation systems. Experiments related to the approaches that are
discussed in the main part in Chapter ??, ??, ?? and ?? will be described in this chapter
to serve as a context for the discussion.
In comparison to the results we concentrate on the evaluation criteria described
in Section ?? as a measure of translation performance, although current automatic
translation evaluations do not perfectly match human evaluation results. This is
disregarded in the basic comparison here.
We focus on Chinese-to-English translation systems, therefore experiments in this thesis
only cover this single language pair. However, the Chinese word segmentation method
in Chapter ?? is theoretically applicable to translate Chinese to any other language, and
methods in Chapter ??, ?? and ?? are generalized to translations between any language
pair.
8.1 Evaluation criteria
If a translation is generated, a quantitative evaluation of the validity of this translation is
necessary. Ideally, error counting by a human being would be suitable to score any output.
However, human evaluation is expensive and time consuming, different evaluator might
come to different conclusions and their decision is not always repeatable. Therefore,
automatic evaluations which are based on comparing human generated references to
a translation hypothesis are introduced in machine translation. Some of the current
evaluation criteria are based on the edit distance [?], which can be categorized into two
classes: error rates including the word error rate (WER), the position-independent word
error rate (PER) [?] and the translation edit error rate (TER) [?]; other criteria are based
on accuracy measures such as the BLEU score [?] and the NIST score [?].
Usually, a single reference cannot capture all formulations of a translation, therefore
the above mentioned criteria are computed with respect to multiple references, where
the average or minimum errors as well as precisions are counted with regard to these
references. The translation results are measured case sensitive, while translation systems
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are built in lower case, and the hypotheses are converted into true case using the SRI
toolkit [?].
8.2 Task and corpus statistics
In this work experiments are performed on two types of datasets: a small data track, where
the training corpus is rather clean and efficient to test the translation algorithms on sparse
data; a large data track, where a better translation performance is expected. Here, the
bilingual training corpus contains hundreds of million words, and the monolingual English
data can obtain trillions of words.
We take the [?] (International Workshop on Spoken Language Translation) task for the
small data track. The IWSLT organization holds an annual evaluation campaign that is
carried out using a multilingual speech corpus on a small data track. It contains tourism-
related sentences similar to those usually found in phrase books for tourists going abroad.
For the large data track we experiment on the [?] 2006, 2008 as well as on the [?]
2005, 2006, 2008 task. The GALE (Global Autonomous Language Exploitation) program
is one of the currently well-known machine translation projects based on a very large
amount of training data. In the annual evaluations the source language, either Arabic
or Chinese, is translated into English. Input data will be in the form of either audio or
text with the output always being text. The MT evaluation series started in 2001 as part
of the [?] Translingual Information Detection, Extraction and Summarization (TIDES)
program driven and coordinated by [?]. They provide an important contribution to the
direction of research efforts and the calibration of technical capabilities in MT. The Open
MT evaluations are intended to be of interest to all researchers working on the general
problem of automatic translation between human languages.
The baseline systems are the official submission systems by RWTH-Aachen university
in the evaluations of [?], [?] 2006, 2008 and [?] 2005, 2006, 2008. The best or well
comparable results worldwide are also presented for each evaluation. In the following
context we will present the corpus statistics of these tasks. The training corpus (Train)
is used to train the word alignment and segmentation models. The feature weights of
different translation models in the decoding are optimized on the development corpus
(Dev) using the downhill simplex [?] algorithm with respect to the BLEU [?] score. The
resulting systems are evaluated on the evaluation (Eval) corpora. In all large tracks,
numbers, dates and hours are categorized and only the categorizations are contained in
the statistics.
• IWSLT 2007
The experiments of the Chinese word and phrase segmentation are performed on
the [?] task. The Basic Travel Expression Corpus (BTEC) [?] is a multilingual
speech corpus which contains tourism-related sentences similar to those found in
phrase books. The corpus was provided in the course of the International Workshop
on Spoken Language Translation [?].
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Table 8.1: Corpus statistics of the IWSLT 2007 task.
Chinese English
Chars ICT- LDC Uni- Learned- Semi-
CLAS gram IU CWS
Train Sentences[K] 42.9
R.W.[K] 519.9 380.3 385.4 393.8 343.7 396.8 420.4
Vocabulary[K] 2.8 11.8 9.4 8.8 13.3 6.2 9.9
Singletons 364 4637 2841 2629 4755 727 3937
Dev2 Sentences 500
R.W.[K] 4.8 3.6 3607 3.7 3.3 3.7 3.9
Vocabulary 823 950 1021 987 1078 1004 834
OOVs (R.W.) 7 75 52 49 17 16 216
OOVs (Voc.) 6 73 50 47 15 14 44
Dev3 Sentences 506
R.W.[K] 5.2 3.8 3.8 3.9 3.6 4.0 4.0
Vocabulary 837 936 996 969 1081 980 831
OOVs (R.W.) 242 72 51 51 18 19 194
OOVs (Voc.) 20 69 48 48 16 15 45
Eval Sentences 489
R.W.[K] 4.3 3.2 3.3 3.3 3.0 3.4 3.8
Vocabulary 762 885 944 915 1008 904 819
OOVs (R.W.) 5 60 37 33 9 13 205
OOVs (Voc.) 5 59 36 32 9 12 33
After the tokenization and automatic sentence segmentation, the training corpus
nearly contains 43K bilingual sentences for each language as shown in Table ??. We
calculated the number of words and the vocabulary size as well as the number of
singletons of the corpus.
As shown in Table ?? we used three test sets from the [?] translation evaluations:
Dev2, Dev3 and Eval. Each of them contains 16 references. For convenience, we
only list the statistics of the first reference translation after the tokenization. Dev2 is
selected as the development corpus, Dev3 and Eval are taken as evaluation corpora.
We show the statistics using different Chinese word segmentations: the standard
CWS methods such as character-based translation (Chars), ICTCLAS [?], LDC [?]
and Unigram, as well as the proposed method which is the learned segmentation
with alignment combination IU [?] and semi-supervised CWS described in Section ??
and Section ?? respectively. Running words (R.W.), out of vocabulary in running
words i.e. OOVs (R.W.) and out of vocabulary in vocabulary i.e. OOVs (Voc.) are
listed, too.
• GALE 2008
The experiments of Chinese word segmentation contributing to the system
combination were performed on the [?] 2008 task and used in the final submission
system.
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Table 8.2: Corpus statistics of the GALE 2008 task.
Chinese English
Train Sentences[M] 19.5
Running words[M] 242.9 264.3
Vocabulary[K] 295.0 545.1
Singletons[K] 122.5 247.7
Dev Sentences 480
Running words[K] 13.8 17.2
Vocabulary[K] 3.3 3.3
OOVs (running words) 2 71
OOVs (in vocabulary) 2 50
Test Sentences 485
Running words[K] 13.7 17.1
Vocabulary[K] 3.3 3.3
OOVs (running words) 4 85
OOVs (in vocabulary) 3 53
The training corpora for [?] are a collection of individual corpora collected from
different sources and provided by the Linguistic Data Consortium [?] and [?].
The domains of most sub-corpora are news articles. Some sub-corpora contain
documents from other domains such as transcriptions of broadcast conversation,
web text and newsgroups.
The corpus statistics of the bilingual training data and the test sets are shown in
Table ??. The preprocessing step includes tokenization and the categorization
of numbers and dates. Long sentences are segmented into short sentences using
the sentence segmentation method that we introduced in Chapter ?? to reduce the
training time. After the preprocessing and segmentation, the parallel training data
contains more than 19.5 million sentences and more than 240 million words in each
language.
• GALE 2006
Earlier experiments of the domain dependent model combination for domain
adaptation in Chapter ?? have been carried out on the [?] Chinese-English tasks
of 2006. We discuss two domains of the test data: newswire and newsgroup.
The language models were trained on the English part of the bilingual training
corpus and on the monolingual data from the LDC GigaWord corpus. The total
amount of the language model training data is around 1.5 billion running words.
For domain dependent optimization of log-linear scaling factors in Chapter ?? we
use the [?] 2002 evaluation set as the newswire and the [?] dry run development
corpus as the newsgroup development set. The evaluation set is the [?] evaluation
data. We aim to optimize the baseline system with ’in domain data’ so that we
have two domain specific SMT systems. One is trained discriminatively to translate
newswire documents and the other is trained for newsgroup documents.
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Table 8.3: Corpus statistics of task GALE 2006.
Chinese English
Train Sentences[M] 20.3
Running words[M] 249 269
Vocabulary[K] 251 430
Singletons[K] 109 160
Dev newswire Sentences 878
Running words[K] 24.1 27.9
Vocabulary[K] 4.1 3.9
OOVs (running words) 3 100
OOVs (vocabulary) 3 65
newsgroup Sentences 2 203 2 115
Running words[K] 41.1 46.8
Vocabulary[K] 5.7 5.4
OOVs (running words) 11 113
OOVs (vocabulary) 4 83
Eval newwire Sentences 460 364
Running words[K] 10.0 10.3
Vocabulary[K] 2.6 3.1
OOVs (running words) 11 1 279
OOVs (vocabulary) 9 875
newsgroup Sentences 441 415
Running words[K] 9.6 10.5
Vocabulary[K] 2.6 3.0
OOVs (running words) 11 1 378
OOVs (vocabulary) 8 989
Because of the large amount of training data and the categorization, the out-of-
vocabulary words (OOVs) on all Chinese test sets are low. The statistics of the
English references are measured without preprocessing.
• NIST 2008
The experiments of the semi-supervised Chinese word segmentation is also
performed on a large data track [?] 2008. The development corpus is a part of
the evaluation data provided by [?] in 2006 (MT-06), and the evaluation corpus is
the evaluation data in 2008 (MT-08). The corpus statistics are shown in Table ??.
• NIST 2006
The experiments of mixture language model adaptation are performed on the [?]
2006 task, where the proposed method was used in the final system to generate the
RWTH Aachen University official submission results. Originally, there are about
9.5 million parallel sentences for the word alignment training. After the binary
sentence splitting there are 19.5 million sentence pairs. More words are included if
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Table 8.4: Corpus statistics of task NIST 2008.
Chinese English
Train Sentences[M] 8.2
Running words[M] 192.1 205.2
Vocabulary[K] 178.6 103.3
Singletons[K] 64.0 725.5
Dev (MT-06 nist) Sentences 1664
Running words[K] 40.5 46.2
Vocabulary[K] 6.0 5.6
OOVs (running words) 57 151
OOVs (in vocabulary) 36 94
Eval (MT-08) Sentences 1357
Running words[K] 34.4 42.3
Vocabulary[K] 6.1 5.6
OOVs (running words) 28 143
OOVs (in vocabulary) 13 108
Table 8.5: Corpus statistics of task NIST 2006.
Chinese English
Train Sentences[M] 9.5
Train with Sentences[M] 19.5
sentence segmentation Running words[M] 225.1 243.9
Added running words 8.0% 8.2%
Vocabulary[K] 236 400
Dev (MT-02) Sentences 878
Running words[K] 24.1 27.9
Vocabulary[K] 4.1 3.9
OOVs (running words) 8 112
OOVs (in vocabulary) 4 69
Test (MT-05) Sentences 1 082
Running words[K] 32.1 34.4
Vocabulary[K] 5.2 4.8
OOVs (running words) 8 185
OOVs (in vocabulary) 5 93
Eval (MT-06) Sentences 3940
Running words[K] 87.2 103
Vocabulary[K] 9.1 8.4
OOVs (running words) 86 474
OOVs (in vocabulary) 60 296
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long sentences are not truncated. The evaluation data in 2002 (MT-02) is taken as
a development corpus, and the evaluation data in 2005 (MT-05) and the evaluation
data in 2006 (MT-06) are taken as two evaluation corpora. The corpus statistics on
task [?] 2006 is shown in Table ??.
• NIST 2005
We will present the experiments on the sentence segmentation described in
Chapter ?? on the translation task of [?] 2005.
The training corpora used in the [?] tasks are a set of individual corpora provided
by the Linguistic Data Consortium [?]; the domain is news articles. The translation
experiments are carried out on the NIST 2002 evaluation set (MT-02).
As shown in Table ?? the bilingual sentences are segmented into shorter segment
pairs for an efficient training (Sentence segmented) and to include long sentences
that are filtered out before (Sentence segmented all). We calculated the number of
sentences and running words in the original and segmented corpora.
There are 8.6 million sentence pairs in the original corpus, and the average
sentence length is about 25. After the bilingual sentence segmentation described
in Chapter ?? we have 17.9 million sentence pairs, and the average sentence length
is around 12. The training time is reduced from one week to one and a half days. Due
to a limitation of GIZA++ [?], sentences consisting of more than one hundred words
are filtered out in the original corpus. Segmentation of long sentences circumvents
this restriction and allows us to include more data. If we include the sentences that
are too long to be used without segmentation, we obtain 19.5 million sentence pairs
and thus we are able to add 8% Chinese and 8.2% English running words to the
training data.
• FBIS
For the sentence alignment task we need a document aligned corpus instead of a
sentence aligned one. Therefore, we only take the Foreign Broadcast Information
Service (FBIS) corpus, one of the sub-corpora from the [?] and [?] evaluation, to
perform the translation. This corpus is document aligned and therefore we employ
it for the experiments of the sentence alignment task.
Table ?? shows the statistics of the FBIS corpus, which contains over 50 bilingual
documents. Only document alignments are provided for this corpus. After applying
the paragraph alignment described in Section ?? we have nearly 81 thousand
paragraphs, 8.6 million Chinese and 10.1 million English running words. One of
the advantages of the sentence segmentation is that we do not loose words during
the extraction of bilingual sentences. However, we produce sentence pairs with very
different lengths. Using Champollion we loose 10.8% of the Chinese and 3.1% of
the English words.
There are four main topics in this thesis: Chinese word segmentation, phrase pair
segmentation, sentence segmentation and document segmentation. In the following
sections, we will present experiments for the methods proposed in this work in comparison
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Table 8.6: Corpus statistics of task NIST 2005.
Chinese English
Train Sentences[M] 8.6
Running words[M] 210 226
Average Sentence Length 24.4 26.3
Vocabulary[K] 224.3 359.6
Singletons[K] 98.8 156.5
Train with Sentences[M] 17.9
sentence segmentation Running words[M] 210 226
Average sentence length 11.7 12.6
Vocabulary[K] 221.5 353.1
Singletons[K] 97.1 153.0
Train with Sentences[M] 19.5
sentence segmentation Running words[M] 230.3 248.2
+ additional data Added running words 8.0% 8.2%
Eval (MT-02) Sentences 878 3512
Running words[K] 24.1 105.5
Vocabulary[K] 4.1 6.8
OOVs (Running words) 8 658
OOVs (in vocabulary) 4 382
Table 8.7: Corpus statistics of task FBIS.
Segmentation Champollion
Chinese English Chinese English
Train Sentences[K] 739.9 177.8
Running words[M] 8.6 10.1 7.7 9.8
Average sentence length 11.6 13.7 43.1 55.1
Vocabulary[K] 34.9 56.6 34.4 55.8
Singletons[K] 4.8 19.3 4.6 19.0
Eval (MT-02) Sentences 878 3513 878 3513
Running words[K] 24.1 105.5 24.1 105.5
Vocabulary[K] 4.1 6.8 4.1 6.8
OOVs (Running words) 109 2257 119 2309
OOVs (in vocabulary) 59 882 66 891
to the worldwide and RWTH final submissions on the same tasks. The mapping between
the methods and the tasks they were applied to is summarized in Table ??. All algorithms
of this work are implemented by myself except for the mixture language modeling using
the SRI tool [?]. The algorithms are based on my publications during my Ph.D. study.
For Chinese word segmentation we introduced a learned segmentation from alignment [?],
semi-supervised Chinese word segmentation in training [?] and integrated Chinese word
segmentation in search [?]. For phrase pair segmentation we introduced the mixture
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Table 8.8: Algorithms and translation tasks for experiments.
Algorithm Description in Chapter Translation tasks
Semi-supervised CWS Section ?? [?] 2008,
[?] 2008, [?]
Integrated CWS Section ?? [?]
Phrase segmentation Chapter ?? [?]
Sentence segmentation Chapter ?? [?] 2005, FBIS
Domain adaptation Chapter ?? [?] 2006, [?] 2006
model framework and MER training as solutions to combine different features [?], the
applied feature derivation based on IBM model 1 and HMM are previously described
in [?] and [?] respectively. We introduced the sentence segmentation method with
normalized IBM model 1 and its efficient calculation [?] as well as the log-linear model [?]
to consider various features. For the document segmentation, the mixture language model
was previously applied in automatic speech recognition. We firstly used this tool to
generate language models for machine translation [?].
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8.3 Chinese word segmentation
The experiments for the learned Chinese word segmentation in Section ?? are performed
on the IWSLT 2007 task, see Table ??, and the experiments for the semi-supervised
Chinese word segmentation in Section ?? are performed on the IWSLT 2007 task, NIST
2008 task as well as GALE 2008 task, see Table ?? and Table ??. The integrated
Chinese word segmentation method described in Section ?? is applied to the IWSLT
2007 and NIST 2008 task. These approaches allow us to translate directly based on
Chinese characters, because the Chinese word boundary detection is integrated into the
translation processes. The word segmentation model is learned automatically from the
bilingual training corpus during the training of the word alignment.
8.3.1 Statistics of the word length in the dictionary
The central idea of the learned and semi-supervised CWS methods is to automatically
generate the lexicon using bilingual information so that the segmentation is task- and
domain- oriented. As there is no unique definition of a ‘correct‘ lexicon, we will compare
the statistics on the word lengths of the learned lexicon and the word lengths of the lexicon
generated by the semi-supervised CWS using Gibbs sampling (GS lexicon) to that in the
manual lexicon provided by LDC [?].
Table 8.9: Statistics of word lengths in the vocabulary of the LDC lexicon, learned lexicon
with alignment combination IU [?] and lexicon generated by semi-supervised CWS using
Gibbs sampling (GS).
Word LDC lexicon Learned lexicon IU GS lexicon
length Count [%] Count [%] Count [%]
1 2 334 18.6 2 582 16.5 1 941 29.3
2 8 149 65.1 6 926 44.1 3 599 54.3
3 1 188 9.5 3 670 23.4 508 7.7
4 759 6.1 1 507 9.6 141 2.1
5 70 0.6 490 3.1 24 3.6
6 20 0.2 267 1.7 9 1.4
7 6 0.0 118 0.8 3 0.5
> 7 11 0.0 130 0.8 1 0.0
total 12 527 100 15 690 100 6226 100
Table ?? shows the statistics of the word lengths in the three lexicons. We calculate the
number of word entries, distinguishing between the different lengths from 1 to 7 and the
lengths larger than 7. For example, there are 2 334 words consisting of a single character
in the LDC lexicon, 2 582 words in the learned lexicon and 1 941 words in the GS lexicon.
These single character words represent 18.6% of the total number of entries in the LDC
lexicon, 16.5% in the learned lexicon and 29.3% in the GS lexicon.
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From Table ?? we see that in the manual LDC lexicon more than 60% of the words consist
of two characters and only about 15% of the words consist of three or four characters.
Longer words with more than four characters are used rarely. Evidently, there are too
many words with more than two characters in the learned dictionary. In the GS lexicon,
the length distribution is similar to that in the LDC lexicon. There are about 15%
word entries containing more than two characters. Figure ?? visualizes the statistics in
Table ??. The horizontal axis shows the word lengths and the vertical axis shows the
percentage of the word entries in the lexicon with a given length.
Figure 8.1: Number of words given a length in the LDC lexicon, the learned lexicon with
alignment combination IU and the GS lexicon using Gibbs sampling.
Figure 8.2: Total number of words given a length in the LDC lexicon, the learned lexicon
with alignment combination IU and GS lexicon using Gibbs sampling.
Each word entry in the lexicon has a certain frequency. If we take these frequencies
into account, we obtain the total number of words given a length in the lexicon. The
percentages are shown in Figure ??. For example, if the frequency of one two-character
word entry is ten, we add ten to the two-character words count instead of one. Figure ??
shows that the word distribution in the manual LDC lexicon is closer to that in the GS
lexicon than to that in the learned lexicon.
8.3.2 Translation results
We show the translation results of the CWS methods in Table ??. This includes
translation on characters i.e. each character is taken as a word, LDC [?], ICTCLAS [?]
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Table 8.10: Translation results for various Chinese word segmentation methods studied
in this work on the IWSLT 2007 task. The system using ICTCLAS is an improved
RWTH system in Table ?? built after the final submission. The experiments marked by
an asterisk are based on the software downloaded from [?] and [?].
Test Method BLEU[%] TER[%]
Dev2 Unigram 53.9 38.6
Semi-supervised CWS 55.1 37.5
Integrated CWS 54.1 37.7
Dev3 Unigram 59.0 33.4
Semi-supervised CWS 59.6 32.7
Integrated CWS 58.4 32.5
Eval Characters 38.0 47.0
LDC∗ 37.9 46.2
ICTCLAS∗ 38.8 46.0
Learned-IU 38.6 46.6
Unigram 40.2 46.6
semi-supervised CWS 40.2 45.9
Integrated CWS 39.3 45.3
Table 8.11: Comparison of this work with the first ten ranked official submission results
at the IWSLT machine translation evaluation in 2007.
Organization BLEU[%]
Institute for Infocomm Research, Singapore 40.8
Chinese Academy of Science, Beijing 37.5
Carnegie Mellon University, Pittsburgh 37.4
RWTH Aachen University 37.1
Institute of Automation at Chinese Academy of Sciences, Beijing 36.5
MIT Lincoln Lab and Air Force Research Lab, USA 36.3
Fondazione B. Kessler, Italy 34.7
Hong Kong University of Science and Technology 34.3
University of Maryland 32.1
ATR, Japan 31.3
This work (Semi-supervised CWS) 40.2
and the unigram method described in Section ??, as well as the learned segmentation with
IU alignment combination and semi-supervised method with an initialization of unigram
segmentation using the manual LDC lexicon. The experiments marked by an asterisk are
based on the softwares downloaded from [?] and [?]. Other experiments are performed
with tools implemented by myself. The evaluations are performed under automatic criteria
BLEU and TER scores with multiple references described in Section ??.
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The semi-supervised CWS is evaluated using the full model with both monolingual and
bilingual information according to Equation ??. The model weights λ in Equation ?? are
optimized using the Powell [?] algorithm with respect to the BLEU score. We obtained
λ1 = 1.4, λ2 = 1 and λ3 = 0.8 as optimal values and T = 4 as the optimal number of
iterations of the re-alignment with GIZA++ in Table ??.
From Table ?? we see that the Chinese word segmentation using semi-supervised CWS
leads to the best translation performance on IWSLT 2007 according to the BLEU and
TER score. In the BLEU score the translation performance is 1.4% higher than that of
the ICTCLAS and in the TER score it is 0.7% lower than that of the unigram method.
We also show the translation results using integrated Chinese word segmentation.
In Table ?? we list the first ten ranked official submission results from the different
participants, which include the Institute for Infocomm Research in Singapore (I2R), the
Institute of Computing Technology at Chinese Academy of Sciences in China (ICT),
Carnegie Mellon University in Pittsburgh (CMU), RWTH Aachen University in Germany
(RWTH), the Institute of Automation at Chinese Academy of Sciences in China (CASIA),
the MIT Lincoln Laboratory and the Air Force Research Laboratory Wright-Patterson
AFB (MIT-LL+AFRL), the Fondazione B. Kessler in Italy (FBK), the Hong Kong
University of Science and Technology (HKUST), the University of Maryland (UMD) and
the ATR Spoken Language Communication Research Laboratories in Japan (ATR).
Table 8.12: Comparison of this work with results reported by Google and the RWTH’s
final submission on NIST 2008[%].
System Dev 08 Test 08
BLEU TER BLEU TER
One of Google’s systems [?] - - 28.5 -
Final submission by RWTH (LDC CWS) 33.4 60.6 26.2 65.6
This work (semi-supervised CWS) 34.2 60.1 26.4 65.4
This work (integrated-CWS) 33.5 61.0 26.2 66.6
We also show translation experiments performed on NIST 2008. Because of the intellectual
property issue, we cannot repeat the experiments on the evaluation set of 2008 and
compare it with any official result by participants outside RWTH. We choose one of
Google’s systems described in [?] as a worldwide baseline. As an internal baseline, LDC
Chinese word segmentation is applied in the official final submission system of RWTH
Aachen University. The system using the semi-supervised CWS outperforms the RWTH
baseline system by 0.2% in the BLEU score and 0.2% in the TER score absolutely.
In the semi-supervised CWS we take the unigram method to initialize the Gibbs sampling
and to segment the test corpus using a combined lexicon as illustrated in Figure ??. The
probability of each word entry from the manual lexicon is linearly interpolated with that
in the Gibbs sampling generated lexicon. The weight for the manual lexicon is 0.6, and
the weight for the Gibbs sampling generated lexicon is 0.4. The integrated Chinese word
segmentation does not perform better than the baseline in the large data track, because
we are currently not able to put corpora using different Chinese word segmentations into
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Table 8.13: Final translation submission results of leaving-one-system-out experiment in
system combination by RWTH on GALE 2008 for newswire data[%].
Newswire Dev (Test 08) Eval (Dev 08)
BLEU TER BLEU TER
Best single system 31.0 61.6 32.1 61.8
System combination 34.9 57.8 35.7 57.5
Leaving one out: without pbt-LDC 35.2 57.7 35.6 57.6
Leaving one out: without pbt-semi-supervised-CWS 34.6 58.0 35.3 57.8
word alignment training due to limited computational resources and a large amount of
training data.
To measure the diversity of translation systems generated based on different Chinese word
segmentations, we performed a leaving-one-system-out experiment. In Table ?? we show
the translation performance by remaining a single system from the system combination
and re-optimizing the weights on the Test 08 data (Dev). The Dev 08 data was used as
a blind test set (Eval). The experiment was performed on the newswire documents.
The result on the blind test by the best single system at RWTH official submission is
evaluated with a BLEU score of 32.1%. Several systems are included in the system
combination: standard phrase-based systems, syntax-based systems and systems with
different Chinese word segmentations. After the system combination, the BLEU score
is improved to 34.9%. By leaving out the phrase-based system with LDC segmentation,
the BLEU score decreases 0.1%, while by leaving out the phrase-based system with semi-
supervised CWS, the BLEU score decreases 0.4%, which indicates that the system with
semi-supervised CWS contributes 0.4% in the BLEU score on Dev 08 in the RWTH system
combination. The semi-supervised CWS is applied to the system combination for the final
submission of RWTH Aachen University.
8.3.3 Analysis of translation outputs
We present some examples of translation output to show that the segmentation has an
effect on the translation quality in Table ??. Three examples are selected from the
experiments on the evaluation corpus of IWSLT 2007. For each of them we show the
Chinese source sentence segmented using the baseline unigram, learned segmentation and
semi-supervised segmentation method, as well as their corresponding translation and the
human reference translation.
In the first example, both semi-supervised CWS and baseline methods lead to correct
segmentations, while the learned segmentation results in an error, because ’tJ’ should
be separated into two words. ’t’ means ’late’ and ’J’ means ’a little’.
In the second example, the translation results in the learned and semi-supervised CWS
segmentation are closer to the reference translation. As the single character words ’’
and ’’ occur more often than their combination in the training corpus, it is easier to
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Table 8.14: Examples of segmentation and translation outputs with baseline, learned
segmentation and semi-supervised CWS method.
a) Baseline ·Ì t J t b >X R> · { ½½ 
i will arrive late , but please do not cancel my reservation .
Learned-IU ·Ì tJ t b >X R> · { ½½ 
i will call later , but please do not cancel my reservation .
Semi-supervised ·Ì t J t b >X R> · { ½½ 
CWS i will arrive late , but please do not cancel my reservation .
REF I’ll arrive late , but keep my reservation , please .
b) Baseline >·ª·
please show me the in .
Learned-IU >·ª·
please show me the total price .
Semi-supervised >·ª·
CWS please show me the total price .
REF can you tell me the total amount ?
c) Baseline >É ·,=,
please give me .
Learned-IU >É·,=,
please give me a good coke .
Semi-supervised >É·,=,
CWS please give me a coke .
REF coke , please .
recognize the single character word in the evaluation text.
In the third example, the segmentation with both learned method and baseline method
made mistakes. For the learned method ’>É’ should be two words, where ’>’ means
’please’ and ’É’ means ’give’. Though the baseline segmentation is reasonable for a human
evaluation, the translation result is still erroneous because the sequence of characters ’,
=,’ never appears in the training corpus, but ’,’ can be found many times. As
both of them mean ’coke’, we only need the word ’,’ to obtain the correct translation.
We manually compared the translation output on the evaluation set using semi-supervised
CWS with the baseline method. 196 sentences are different out of 489 lines whereby 64
sentences from semi-supervised CWS are better, 33 sentences are worse, and the remaining
sentences have a similar translation quality.
8.3.4 Conclusions
We have successfully developed novel Chinese word segmentation methods for statistical
machine translation. In the training process, Chinese word boundaries are learned jointly
with the word alignments. Both monolingual and bilingual information are employed
to derive a segmentation suitable for MT. New Chinese words and their distributions
are generated automatically. At translation time, multiple segmentation alternatives
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instead of the single-best segmentation are considered, and the segmentation decision
is taken during the search for the best translation. The semi-supervised CWS in training
outperforms the standard Chinese word segmentation approach in terms of translation
quality.
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8.4 Phrase pair segmentation
In this section we will discuss the translation experiments of the phrase pair segmentation
methods described in Chapter ??.
8.4.1 Translation results
Table 8.15: Translation results for various phrase pair segmentation methods studied in
this work on the IWSLT 2007 task. ’Baseline’ is presented in Table ??; ’Baseline + HMM
features’ combines two additional features derived from HMM posterior probabilities as
described in Section ??; ’Baseline + IBM model 1 phrases’ includes phrase pairs extracted
using IBM model 1 posterior probabilities as in Section ?? into the standard phrase table.
Test Method BLEU TER
Dev (Dev2) Baseline 53.9 38.6
Baseline + HMM features 54.3 37.7
Baseline + IBM model 1 phrases 55.5 37.1
Eval (Dev3) Baseline 59.0 33.4
Baseline + HMM features 59.2 33.1
Baseline + IBM model 1 phrases 59.6 32.6
Table ?? gives us an overview of the translation results with the baseline phrase extraction
method described in Section ?? as well as with the mixture model in Section ??. We
use the standard phrase extraction method to obtain phrase pairs in ’Baseline’. In
’Baseline + HMM feature’ phrase pairs are evaluated with two additive features, which are
computed using HMM posterior probabilities in normal and inverse direction as described
in Section ??. The factors of the HMM features are optimized together with the scaling
factors of the log-linear model in the decoding using minimum error rate, see [?].
For the development and evaluation data, a set of evaluation scores is presented in
Table ??. On the development corpus, using the mixture method, the TER is decreased
by nearly 1% absolute, and the BLEU score is improved, too. We take Dev3 as evaluation
data, which is considered more similar in content to the development corpus Dev2. On the
evaluation data the PER is reduced by 0.4% absolutely. The BLEU score is increased,
and the WER and PER are decreased, too. We see that adding the HMM posterior
probabilities leads to better translation results compared to the baseline method on all
test sets under all evaluation criteria.
Table ?? also shows experimental results on combining the standard phrase extraction
method with the method using the IBM model 1 posterior probabilities described in
Section ??. Probabilities of phrase pairs that are extracted using the standard method
are combined linearly with that of phrase pairs extracted using IBM model 1 with a
weight of 0.4. In the row of ’Baseline + IBM model 1 phrases’, we can see that on all
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test sets with respect to different criteria, the improvements of mixture model over the
conventional approach are stable.
The experimental results of phrase segmentation on a large data track is not shown in this
work, because the computational requirements to extract phrase pairs using the proposed
methods are too large so that it is not feasible to perform at the moment.
8.4.2 Analysis on translation outputs
Table 8.16: Translation outputs with baseline and mixture methods.
a) Chinese bmÚ
Baseline it will cost ?
Mixture do i have to pay for this ?
REF do i have to pay ?
b) Chinese 4^{ê
Baseline is cherry blossoms .
Mixture it is cherry blossoms .
REF it’s cherry blossom season .
c) Chinese ·ZÕ?óåÓ*
Baseline i am john .
Mixture i am with john together .
REF i work with john together .
d) Chinese ©UÚ
Baseline the door will not close ?
Mixture how can i spell ?
REF how do you spell it ?
e) Chinese òÉ·´ËmÚ
Baseline can i have a beer please ?
Mixture could you give me a bottle of beer ?
REF could i get another bottle of beer ?
We manually compared the translation output of the system using the mixture model
with the baseline system. On the development data the translations of 148 sentences are
different out of 500 lines, where 40 sentences from mixture model are translated better,
17 sentences are translated worse, and the rests have similar translation quality. Table ??
shows five examples from the development corpus. We list source and reference sentences
as well as the translations produced by the baseline and mixture methods. Though some
translations are not optimal, the mixture model generates better translation results than
the baseline method does in general.
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8.4.3 Conclusions
The generic phrase training algorithm follows an information retrieval perspective but
aims to improve both precision and recall with the trainable log-linear model. A clear
advantage of the proposed approach over the widely used phrase extraction method based
on Viterbi word alignments is the trainability. Under the general framework one can
put together as many features as possible under the log-linear model to evaluate the
quality of a phrase pair. The phrase table extraction procedure is trainable and can
be optimized jointly with the translation engine to directly maximize the end-to-end
translation performance. Another advantage is flexibility, which is provided partially by
the threshold. We use feature functions to decide the order and the threshold to locate
the boundary guided by a development set. We investigated which features are important
and valuable in ranking candidate phrase pairs. We propose several feature functions
derived from posterior distribution. The standard phrase extraction method is a special
case where a single binary feature function defined from word alignments is used. The
experimental results on IWSLT 2007 have demonstrated a consistent improvement over
the widely used extraction method based on the word alignment matrix.
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8.5 Sentence segmentation
Table 8.17: Sentence segmentation vs. sentence alignment.
Sentence segmentation Sentence alignment
Method Sentence segmentation Hybrid approach as in Section ??
as in Section ?? (Champollion+sentence segmentation)
Goal Shorten sentences Extract bilingual sentences
Reduce training time and memory Better translation performance
Enlarge training data in use
Task NIST 2005 FBIS
Sentence segmentation and sentence alignment are closely related to each other. Bilingual
sentence segmentation is concerned with to chop a long sentence pair into two sub-sentence
pairs, which represents two problems: 1. how to locate the optimal split point. 2. how
to assign the two sub-sentences in the target language to the sub-sentences in the source
language. Sentence alignment only covers the second problem i.e. how to correctly assign
sentences in the target language to sentences in the source language. However in this
work we prove that the sentence segmentation method can also be applied to a sentence
alignment task, where we treat the paragraph or document pair as a ’very long’ bilingual
sentence and chunk them until the sub-sentences are short enough.
Table ?? shows the methodologies, goals and tasks we applied for sentence segmentation
and alignment respectively. We use the segmentation model described in Section ?? for
sentence segmentation and the hybrid approach discussed in Section ?? to align sentences.
The goal of the former is to reduce the computational requirement and include long
sentences that are truncated before. The purpose of the latter is to extract bilingual
sentences from document aligned corpora so that more training data can be included to
train word alignment. We are going to apply the experiments of sentence segmentation
on the NIST 2005 task and the experiments of sentence alignment on the FBIS task:
1. On the [?] 2005 task, we will show improvements using the sentence segmentation
method as described in Section ??. Besides a better translation performance, the
usage of the sentence segmentation method also has other advantages:
• Enlargement of data in use
By splitting long sentences during preprocessing, fewer words are filtered out,
as shown in Table ??. Thus, we are able to use more data in the training.
• Speedup of the training process
In experiments the computational requirements of the word alignment training
with GIZA++ can be significantly reduced after segmenting long sentence
pairs.
2. We will compare the different sentence alignment methods described in Section ??
on the FBIS corpus with respect to translation performance. We do not apply the
extraction methods on the whole NIST corpora, because most corpora provided by
LDC [?] are already sentence aligned.
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8.5.1 Segmentation parameters
The parameters of the segmentation model are optimized on some development data with
respect to translation results measured on a system trained on the Treebank corpus, which
is a subset of the NIST corpus. The length normalization factor β is set to β = 0.9, which
configures the weight of the length normalization in Equation ??. The minimum and
maximum sentence lengths restrict the lengths of the sub-sentences within a range. We
took a minimum length of 1 and a maximum length of 25.
We did not optimize the log-linear model scaling factors for the segmentation in
Equation ?? but used the following fixed values:λ1 = λ2 = 0.5 for the IBM model 1 in
both directions; λ3 = 10
8, if the anchor words model is used; λ4 = 30, if the IBM model 4
Viterbi word alignment is used.
8.5.2 Translation results
Table 8.18: Translation results for various sentence segmentation methods studied in this
work on MT-02 test data for NIST 2005.
BLEU[%] TER[%]
Baseline 33.5 59.9
+ sentence segmentation 33.5 59.9
+ segmentation + concatenation 33.6 59.8
+ segmentation + concatenation + IBM model 4 33.6 59.8
+ segmentation + added data 33.9 59.6
Table 8.19: Comparison of this work with results reported by other research groups on
MT-02 test data for NIST 2005.
BLEU[%]
Google 3˜6.0
IRST 27.9
Edinburgh 27.2
This work 33.9
For the segmentation of long sentences into short segments, we performed the experiments
on the NIST task. Here, the NIST 2002 test set with 878 sentences is the evaluation
corpus. We present the results of different experiments for sentence segmentation as
shown in Table ??, which is compared with worldwide results as shown in Table ??:
1. Baseline: We filter out those sentences that contain more than one hundred words
on either side of the language from the original training corpus to train the system.
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2. + sentence segmentation: We use exactly the same data that is actually used
in the ’baseline’ experiment, but apply the proposed splitting algorithm. Thus, the
original training corpus is filtered and then split.
3. + segmentation + concatenation: As described in Section ?? the word
alignments trained on the split data are concatenated. The original source, target
sentences and the concatenated alignments are used in phrase extraction.
4. + segmentation + concatenation + IBM model 4: As described in Section ??
the Viterbi word alignment of model-4 is applied in the segmentation model. This
method is only used if the data has been trained before and the word alignments
are available. For example, to optimize the word alignment training parameters, we
need to retrain the word alignments in shorter time.
5. + segmentation + added data: Here, we first split the training corpus and then
apply the filtering. This enables us to use more data because sentences that would
have been removed in the ’baseline’ experiment are now included. Note that still
some sentences are filtered out because the source and target length differ too much.
Table 8.20: Time of training process and memory requirements for NIST 2005.
Method Time (day) Memory (GB)
Baseline 5.8 2.4
Sentence segmentation 1.4 1.2
Both in the baseline and the segmentation systems we obtain 4.7 million bilingual phrases
during the translation. The method of alignment concatenation increases the number of
the extracted bilingual phrase pairs from 4.7 million to 4.9 million; the BLEU score is
improved by 0.1%. The IBM model 4 Viterbi word alignment does not help to improve the
translation quality in the experiment. As shown in Table ?? the training of the baseline
system requires more than five days. After the sentence segmentation it only requires
less than one and a half days. Moreover, the segmentation allows the inclusion of long
sentences that are filtered out in the baseline system. Including the additive data the
translation performance is enhanced by 0.3% in BLEU. Because of the long translation
period the translation parameters are only optimized on the baseline system with respect
to the BLEU score. We could expect further improvement if the parameters were also
optimized on the segmentation system.
One of the major objectives here is to introduce another approach to parallel sentence
extraction: segmenting the bilingual texts recursively. We use the paragraph-aligned
corpus as a starting point as illustrated in Figure ??. Table ?? presents the translation
results on the training corpora generated by the different sentence alignment methods
described in Section ??. We observe that the segmentation method is comparable to
Champollion, and the segmentation with anchors outperforms the one without anchors.
By combining the methods of Champollion and the segmentation with anchors, the BLEU
score is improved by 0.4% absolutely.
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Table 8.21: Translation results of the sentence alignment task using the FBIS training
corpus on the MT-02 data set. The experiment marked by an asterisk is based on the
software downloaded from [?].
TER[%] BLEU[%]
Champollion∗ 60.7 29.8
Segmentation preferring anchor words 60.4 30.1
Hybrid 60.5 30.3
Figure 8.3: Translation performance as a function of the weight for the sentence
segmentation (binary segmentation) α; the weight for Champollion is 1− α.
We optimized the weight for the segmentation method in the hybrid approach; the sum
of the weights for both methods is one. As shown in Figure ?? using one of the methods
alone does not produce the best result. The maximum BLEU score is attained if both
methods are combined with equal weights.
8.5.3 Conclusions
We have developed a new method to segment long bilingual sentences into several short
parts using a modified IBM model 1 for an efficient word alignment training. The
experiments on NIST 2005 task show both the reduction of the training time and the
feasibility of long sentence pairs in training. We also successfully applied the sentence
segmentation method as well as a hybrid method to extract bilingual sentence pairs from
the document aligned texts. The experiments on the FBIS data for sentence alignment
task show an improvement of 0.4% of the BLEU score compared to the score obtained
using a state-of-the-art sentence aligner. In addition to the encouraging results obtained,
further improvements could be achieved in the following ways:
1. Sentence parts without translation:
In some bilingual sentences, one or more parts of a sentence in the source or target
8.5. SENTENCE SEGMENTATION 91
language may have no translation at all. These parts should be marked or removed
during the splitting process.
2. Alignment of non-consecutive sub-sentences:
In the sentence segmentation we do not allow the alignment of non-consecutive
segments. For example, the source sentence could be divided into three parts and
the target sentence into two parts. The first and the third part of the source sentence
might be translated as the first part into the target sentence, and the second part
in the source sentence could be translated as the second part in the target sentence.
Such a case is not yet discussed here.
3. By extracting bilingual paragraphs from the documents we lost running words using
Champollion. Applying the segmentation approach to paragraph alignment might
avoid the loss of this data.
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8.6 Document segmentation
The experiments for domain adaptation have been carried out on the GALE 2006
and NIST 2008 Chinese-English task. The experiments for domain dependent model
combination in Section ?? were performed on GALE 2006. There are two domains in
this task: newswire and newsgroup. The domain of the test data is not given, so we
applied the domain adaptation methods described in Section ??. The experiments for
domain dependent language modeling in Section ?? are performed on NIST 2008. The
first use of the mixture language model in machine translation [?] enhances the translation
performance significantly.
8.6.1 Classification results
The primary goal of addressing the domain issue in machine translation is to improve the
translation quality. As the domain adaptation is implemented as document classification,
the classification accuracy can be indicative of the translation performance. In this section
we are going to present the results of the classification methods described in Section ??.
We separate the evaluation set into two different domains: newswire and newsgroup.
There are 55 documents in the evaluation set including 36 newswire and 19 newsgroup
articles. We calculate the classification error rate by dividing the number of incorrectly
classified documents by the number of all test documents.
1. Language model approach
This method was presented in Section ??. We build a six-gram language model
using SRI toolkit [?] from the Dev newswire corpus and from the Dev group corpus
respectively. Because of the limited resources in each domain we also produce a
trigram general language model LMg as in Equation ?? to cover some unknown
words from the evaluation data. The vocabulary is constrained to the union of the
vocabularies of the Dev newswire and Dev group. The general language model was
trained on the Chinese side of the bilingual corpora. The lowest error rate is 25.5%,
if the value of α (see Equation ??) is set between 0.5 and 0.7. Experiments show
that as long as a very high value is not given to the general language model weight,
the results of the combination of the in-domain and the general language model are
stable.
2. Information retrieval approach
Using the information retrieval approach described in Section ??, we have a
classification error rate of 34.5%, where none of the newswire articles is classified
incorrectly, and 19 of the newsgroup articles are classified incorrectly as newswire.
As the language model approach outperforms the information retrieval approach in the
test document domain classification results, we simply perform the translation with the
classification results obtained using the language model approach. The weight of the
general language model is fixed to 0.5.
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Figure 8.4: The translation performance in the BLEU score related to the documents
classification error rate for newsgroup text with domain specific optimization for GALE
2006.
We plot the BLEU scores of the newsgroup text translations and the classification error
rates measured for newsgroup text. The incorrectly classified documents are randomly
selected. As shown in Figure ??, a roughly proportional relationship exists between the
document classification accuracy and the translation performance.
8.6.2 Translation results
On the GALE 2006 task we distinguish the systems with different settings of the scaling
factors of the log-linear model in the decoder. In Table ?? the scaling factors of the baseline
system are optimized on the newswire development corpus. If all newsgroup documents
are translated with the optimized feature weights on the newsgroup development corpus,
we receive oracle best translation results. Here, we show the oracle best results optimized
with respect to BLEU and TER. Using the language model based on the document
classification method with α = 0.5, the BLEU score rises from 9% to 11%, which is
an improvement of 18% relatively, while the TER score reduces, too. The oracle best
shows the BLEU score can still reach to 13.6%, if all documents are classified correctly.
The results in Table ?? are compared with worldwide results as illustrated in Table ??.
Table 8.22: Translation results for various domain specific optimization methods on
newsgroup text for GALE 2006.
Method WER[%] PER[%] BLEU[%] NIST TER[%]
Baseline 73.3 62.0 9.5 3.0 70.0
Oracle best Opt-bleu-newsgroup 77.6 59.1 13.6 4.6 71.3
Opt-ter-newsgroup 75.6 61.4 9.4 3.6 68.4
Opt-bleu α = 0.5 73.7 60.8 11.0 3.8 69.5
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Table 8.23: Comparison of this work with results reported by other research groups for
GALE 2006. The NIGHTINGALE group includes the RWTH team.
Method TER[%]
AGILE 65.5
NIGHTINGALE 69.9
ROSETTA 71.7
Table 8.24: Translation results with various mixture language models for NIST 2006.
TER[%] BLEU[%] LM PPL[%] Memory
requirement[GB]
4-gram standard LM 65.0 26.5 103.0 < 16 < 4
6-gram mixture LM 62.8 28.7 87.2 < 16 < 8
(RWTH without
rescoring,postprocessing)
The experiments of domain dependent language models were applied at the NIST 2006
machine translation evaluation, see Table ??. In Table ??, we presented the first four
ranked official results submitted by the Information Sciences Institute (ISI), Google,
Language Weaver and RWTH Aachen University. In the RWTH submission system we
applied a 6-gram mixture language model, the BLEU score measured on MT-06 test data
is 30.2%. Without rescoring and postprocessing, the BLEU score is 28.7%. At the NIST
2006 evalaution, the maximal available computer memory for us was 16 GB. Due to this
limitation we could only train a 4-gram language model using the standard approach.
The mixture language model can reduce the memory requirement of the language model
training significantly. By applying the mixture model we are able to train a 6-gram
language model, which leads to a much lower perplexity, from 103.0 to 87.2, and a
significant improvement in the translation quality i.e. about two percent in the BLEU
score.
Table ?? shows the case insensitive results on the MT-05 test data. In the fourth column
we see that the perplexity of the language model decreases rapidly by increasing the order
of its history. The mixture language model allows to realize building larger language
models with the same available computational resource. This leads to an absolute
improvement of about two percent in the translation performance measured by the BLEU
score, while the maximal memory in decoding increases from 4 GB to 8 GB.
8.6.3 Conclusions
We have discussed the domain issue in statistical machine translation and proposed the
document segmentation method to build domain specific machine translation systems.
We have used a combination of feature weights of the phrase-based log-linear translation
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Table 8.25: Comparison of this work with results reported by other research groups for
NIST 2006.
BLEU[%]
ISI 33.9
Google 33.2
Language Weaver 32.8
This work (6-gram mixture LM) 30.2
Table 8.26: Translation experiments with various genre language models on MT-05 test
set for NIST 2006, case insensitive
TER[%] BLEU[%] LM Memory requirement[GB]
PPL[%] LM training Translation
4-gram standard LM 58.2 33.4 103.0 < 16 < 4
5-gram mixture LM 57.0 34.4 94.7 < 16 < 6
6-gram mixture LM 56.1 35.4 87.2 < 16 < 8
+Rescore (final system) 55.6 36.7 87.2 < 16 < 8
model to distinguish between multiple domains. The training of a domain specific
system is a tuning process where the translation performance is to be maximized on
a small amount of the domain specific development set which is a small amount of data.
Moreover, the domain dependent language modeling enhances the translation performance
significantly.
Domain classification during the translation of the test documents is implemented as
monolingual text classification. We compared an approach based on language model to
an approach based on information retrieval. We observed that the former one achieved a
lower document classification error rate.
The results on the GALE 2006 Chinese-English translation task have shown that the
domain adaption in the translation process achieved significant improvements over the
domain independent translation, even in the case of a rather high document classification
error rate in the domain adaptation. The mixture language model greatly improved the
translation performance on the NIST 2006 task.
The future work is to better exploit document classification algorithms and to perform
adaptation driven by the evaluation data.
Chapter 9
Scientific contributions
The main contributions of this work include the following issues (all presented algorithms
are self-developed and implemented if not indicated otherwise):
• Chinese word segmentation
Words in Chinese texts are usually segmented using an off-the-shelf method, and
a standard translation model is applied given the fixed segmentation. Well-known
methods are for instance LDC [?], ICTCLAS [?] and conditional random field [?].
Nonetheless, those methods are not necessarily optimal for translations due to the
following two reasons: 1. The segmentations may be erroneous because the context
varies. 2. The best segmentation for a given character sequence also depends
on its translation. We propose word segmentation methods that are designed for
the machine translation application, and segmentation ambiguities are considered
during the search for the best translation.
First, we train word segmentation and alignment models simultaneously, where both
monolingual and bilingual information are applied to derive a segmentation suitable
for machine translation. New words are introduced using Bayesian learning. On the
[?] task, the best submission result is evaluated with a BLEU score of 40.8%. The
semi-supervised Chinese word segmentation method improves the RWTH baseline
system with ICTCLAS segmentation from 38.8% to 40.2% in the BLEU score. On
the [?] 2008 task, one of Google’s systems performed 28.5% on the evaluation data
in 2008. The proposed method enhances the BLEU score from 26.2% to 26.4% over
the official baseline submission system by RWTH Aachen University.
Secondly, a lattice representing all segmentation alternatives is taken as an input
of decoding instead of the single-best segmentation used in common approaches.
Multiple word segmentations are considered, and the segmentation decisions are
performed during the generation of translations. In this way, we are able to train
and translate on sequences of Chinese characters. The experiments on the [?] task
shows an improvement of translation performance from 53.9% to 54.1% in the BLEU
score on the development set and from 38.8% to 39.3% on the evaluation set.
• Sentence segmentation and improved sentence alignment
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The performance of data-driven machine translation systems heavily relies on the
quantity and quality of the training data. Exploiting and efficiently employing
this large amount of data is hence a crucial problem. The standard systems take
parallel sentences to train translation models without chunking long sentence pairs.
This results in a long training time. We apply sentence segmentation to reduce
the computational requirement in the training. Previously, [?] searches for the
segmentation boundaries using a dynamic programming algorithm. This technique
only allows monotone sentence alignments, and manually defined anchor words are
needed as possible segmentation boundaries.
We introduce a sentence segmentation method based on the ITG [?] bilingual
parsing concept, which chops a long sentence pair into shorter segment pairs allowing
segment reordering. Experiments on the [?] 2005 task show sentence segmentation
is capable to speed up the word alignment training significantly. The translation
quality of the system using the sentence segmentation is same as that of the baseline
system. The BLEU score is 33.5% measured on the evaluation data in 2002 (The
BLEU score of the Google system was 36% at that time). However, after applying
sentence segmentation, the word alignment training time reduces from 5.8 days to
1.4 days and the memory requirement decreases from 2.4 GB to 1.2 GB. In addition,
the proposed sentence segmentation method improves the performance of a state-of-
the-art sentence aligner Champollion [?] for the translation application from 29.8%
to 30.3% in the BLEU score on the evaluation data in 2002 of the FBIS task.
• Phrase pair segmentation
State-of-the-art statistical machine translation uses phrases as translation units
to incorporate a context into translation models, as described by [?], [?] and [?].
However, it is still far from a fair and comprehensive evaluation on phrase entries.
The frequency model heavily depends on the Viterbi word alignment input, and a
mistake in the Viterbi alignment results in errors in the phrase pair extraction. The
information from the alignment models is not fully explored and is discarded after
the output of the Viterbi word alignment.
We present a generic phrase training model to minimize the translation error rates.
The model is parameterized with feature functions and can be optimized jointly
with the translation engine to maximize the end-to-end system performance directly.
Multiple data-driven feature functions are able to capture the quality and confidence
of phrases and phrase pairs. The methods in [?] and [?] are re-implemented as
feature functions. Experimental results demonstrate consistent improvements over
the widely used method that is based on the word alignment matrix only. On the
[?] task, the BLEU score is enhanced from 59.0% to 59.6% on the test corpus.
• Document segmentation
While translation performance has been advanced substantially in general,
translation style and the domain issue leave much room for further improvements.
Previous investigations have been applied to speech recognition such as [?].
We [?] address domain issues for statistical machine translation and propose
the combination of feature weights and language model adaptation to distinguish
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between multiple domains. The proposed approach requires much less parallel data
than what is typically used to build a domain independent system, which makes it
easy and efficient to capture as many domains as required. We realize a hierarchical
clustering algorithm to segment a large corpus into different domains and use the
SRI toolkit [?] to combine models from various domains. The results on the [?]
2006 task show improvements with the proposed domain dependent translation over
domain independent translation. The TER score decreases from 70.0% to 68.4%,
which is to be compared with 69.9% for NIGHTINGALE group and 71.7% for
ROSETTA group and 65.5% for AGILE group. On the [?] 2008 task, the mixture
language model enhances the translation performance significantly, from 26.5% to
28.7% in the BLEU score, using the same amount of memory.
Chapter 10
Conclusion
In the previous chapters we discussed several methods to model sequence segmentation
aiming at a reduction of the translation error rate in statistical machine translation. We
discussed the impacts of Chinese word segmentation, phrase pair induction as well as
bilingual sentence and document segmentation in statistical machine translation. Various
algorithms are presented to solve these problems. Both on translation performance and
efficiency we achieved significant improvements in the following areas:
We showed that it is possible to learn Chinese word boundaries so that the translation
performance of Chinese-to-English MT systems is enhanced. We presented a Bayesian
generative model for parallel Chinese-English sentences which treats word segmentation
as a hidden variable and incorporates both monolingual and bilingual information for
word alignment and segmentation training. Starting with an initial word segmentation,
the semi-supervised Chinese word segmentation learns both new Chinese words and
distributions for these words using Bayesian learning. Not only in a small, but also
in a large data environment, the proposed method outperformed the standard Chinese
word segmentation approach in terms of the final Chinese-to-English translation quality.
Then we introduced and implemented a novel phrase extraction framework, which induces
the phrase pairs using the word alignment model directly instead of from the single best
word alignment. Multiple features and resources are combined for phrase pairs induction.
We also unified the features in the phrase extraction and evaluation processes so that the
phrase scoring is consistent and expanded to both processes. This turns the phrase pair
inventory problem into a problem of how to assign the probabilities to the phrase pairs in
a bilingual sentence more accurately and more fairly. Better phrase pairs are obtained by
incorporating HMM and IBM model 1 derived information. The experiments verify that
the mixture phrase pair model improves the state of the art machine translation system
stably in a small data track.
Moreover, we successfully applied the binary segmentation method to split long sentence
pairs for an efficient model training and extraction of bilingual sentence pairs from the
document aligned texts. The experiments show the reduction of the word alignment
training time and memory requirements as well as the enhancement of translation
performance with an improved sentence alignment method.
Finally, we discussed the domain issue and proposed an efficient method to build
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domain dependent machine translation systems by document segmentation. We used
a combination of feature weights of the phrase-based log-linear translation model as
well as the domain dependent mixture language modeling for system building. Domain
specific training data is obtained by an unsupervised clustering method. A significant
improvement has been achieved using domain adaptation.
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Mathematical symbols
·ˆ a selection from all candidates
α1, α2, α3 parameters in the linear combination for new word generation
β sentence length normalization factor in modified IBM model 1
γθ(·) the word posterior probability given model parameters θ
θ model parameters
κ a parameter of the spelling model in the semi-supervised CWS
λ model scaling factor i.e. feature weight
σ threshold to terminate an optimization process of
feature weights in a mixture language model
τ threshold to filter phrase pairs
ω1, ω2 a variable or a sequence of variables
ϕf maximum allowed source phrase length
ϕe maximum allowed target phrase length
ψ(DR1 ,D′R
′
1 ) function to tell if the clustering fullfills the termination condition
Υ(·, ·) sentence segmentation algorithm
aJ1 = a1, ..., aj, ..., aJ word alignment (mapping)
bI1 = b1, ..., bi, ..., bI inverse word alignment (mapping)
c+k the segmentation where a boundary exists after ck
c−k the segmentation where no boundary exists after ck
cba+k,e segmentation c
+
k along with the product space of
relevant alignments in both directions b+k,e and a
+
k
cba−k segmentation c
−
k along with the product space of
relevant alignments in both directions b−k and a
−
k
|c| character vocabulary size
ds = (c
K
1 , e
I
1) a bilingual sentence pair i.e. an observation in the
semi-supervised CWS
dh−sk all observations and hidden variables which are not
involved by ck-th position in s-th sentence pair
e˜ = ei2i1 = ei1 , ..., ei2 target phrase
f˜ = f j2j1 = fj1 , ..., fj2 source phrase
e = 1, ..., |e| index of possible alignments after splitting a Chinese word
|e| number of English words aligned to a Chinese word
h hidden variables
h(·) feature function of a log-linear or mixture model
i a word position in a sentence of the target language
j a word position in a sentence (document) of the source
language
kJ1 = k1, ..., kj, ..., kJ positions of Chinese word boundaries of sentence c
K
1
m ∈ {1, ...,M} feature function index
n language model order
o alignment orientation in sentence segmentation
q ∈ {1, ..., Q} document index
r ∈ {1, ..., R} domain i.e. cluster index
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s = 1, ..., S index of parallel sentences in the training data
t = 1, .., T iteration index in a training algorithm
uq q-th document
v number of characters in a document i.e. character vocabulary size
x test document
y development document
A ⊆ J × I word alignment (general)
Ai1,i2j1,j2 the set of word alignment that aligns source phrase f
j1
j2
to target phrase ei1j1
A user defined anchor word list for sentence segmentation
B ⊆ I × J word alignment inverse (general)
C = cK1 = c1, ..., ck, ..., cK source language sentence in characters
D = (d1, ..ds, .., dS) a bilingual training corpus
Dr r-th domain i.e. cluster
|Dr| the number of documents in cluster r
E = eI1 = e1, ..., ei, ..., eI target language sentence in words
F = fJ1 = f1, ..., fj, ..., fJ source language sentence in words
H(·) function to estimate bilingual entropy
I length of a target language sentence in words
Imax/Imin maximum/minimum target sentence length in the sentence
segmentation
J length of a source language sentence (or document) in words
Jmax/Jmin maximum/minimum source sentence length in sentence
segmentation
K length of a source language sentence in characters
L word length
N total number of Chinese words in the training corpus
N(f) frequency of Chinese word f in the previous context
N(f, e) coocurrence frequency of f and e in the previous context
Na(·) number of Viterbi word alignments
O(·) complexity
P (·) model-based probability distribution
P0(f) prior for Chinese word f
Pd(f |·) domain specific language model probability
P ∗d (f |·) interpolated language model probability
Pef (·) translation probability in the inverse direction for
semi-supervised CWS
Pfe(·) translation probability in normal direction for
semi-supervised CWS
Pg(f |·) general language model probability
Pm(·) monolingual word probability for semi-supervised CWS
PG(f) probability of word f according to distribution G
PGe(f |e) probability of f given e according to distribution Ge.
Pr(·) general probability distribution with no specific assumptions
S(Dr1 ,Dr2) similarity measure between cluster r1 and r2
Sd(x, yr) similarity between a test set and the development set of domain r
103
Wr the set of unique content words in cluster r
|Wr| the number of words in Wr
Z a normalization factor
Acronyms
BLEU bilingual evaluation understudy
BTEC basic travel expression corpus
C-to-E Chinese-to-English
CWS Chinese word segmentation
Dev development corpus
DARPA Defense Advanced Research Projects Agency
E-to-C English-to-Chinese
Eval evaluation corpus
EM expectation maximization
FBIS Foreign Broadcast Information Service
GALE Global Autonomous Language Exploitation
GS Gibbs sampling
HMM hidden Markov model
IBM International Business Machines Corporation
ICT Institute of Computing Technology
ITG inversion transduction grammar
IU intersection and union
IWSLT International Workshop on Spoken Language Translation
LDC Linguistic Data Consortium
LM language model
MCMC Markov chain Monte Carlo
MER minimum error rate
MT machine translation
NIST National Institute of Standards and Technology
NLP natural language processing
OOV out-of-vocabulary
PER position-independent word error rate
PPL perplexity
R.W. running words
RWTH Rheinisch-West-fa¨lischen Technischen Hochschule
SMT statistical machine translation
TER translation edit rate
TIDES Translingual Information Detection, Extraction, and Summarization
Voc. vocabulary
WER word error rate
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