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Electricity is the essence of the modern civilization. It is truly beneficial compared to other fossilbased fuels because they require massive transportation due to its mass and volume. Despite these benefits, conventional fossil-based fuels dominate the energy system, because electricity is not a natural energy source. This problem gets complicated considering the shifting trends from fossilbased energy to renewable energy and discrepancy in demand and supply. The feasible solution for this quest is energy storage device that is apt for each of the purposes, and it requires further study to maximize the performance.
Recent Trend
Trends in demand of electricity 1 . There are two distinctive patterns: one is maximum and minimum on the evening and daybreak, and another is that demand increases significantly during the night in Q3.
This deviation results in huge fluctuation in the grid system and require a grid capacity large enough to prevent sudden power surges or unexpected failures in the grid system. This motivates the concept of 'reserve margin' defined by the equation [1.1].
capacity -demand reserve margin demand  Since it is determined that the reserve margin should be greater than 15%, the capacity should be at least 115% of the peak demand over the year. on the current grid system. The most prominent problem is the enormous reserve power from midnight to dawn. Along the day, it spikes up to 133% in Q3 and even 174% in Q1. In other words, we use only 36 to 43% of overall max capacity during midnight. The second problem is the excessive reserve margin continues over the whole days. In the evening, when the demand reaches to the peak, the margin is expected to hit the minimum, but it reached about 44% in Q3 and up to 96% in Q1. Though the high margin in Q1 may due to the less demand than Q3, but 44% of reserve margin in Q3 is due to the deviation of demands between days in Q3. One of the common strategies to mitigate the excessive reserve margin is to categorize the power plants and operate them on an as-needed basis. The first level of demands is called base load, and it determines the minimum demand of the grid. Because this kind of demand lasts 24 hours a day, the power plants and grid system which cover this load level are requested to be operative continuously. Also, low operating expenditure is expected rather than rapid respond to demands.
On the contrary, there is a load level called peak demand. Most days, high demands of this level does not continue for more than a few hours, but it critically affects the reserve margin as explained in Figure 1 .2. The power plants at this level do not have to be operational all day long, but it should respond to demands promptly, with a minimum delay in start-up and shut-down. Finally, there is a level between the base load and peak demand. In this level, the plants are required to be malleable gas. Due to safety issue and complexity of the system, they may take a few days to reach maximum capacity and it is hard to manipulate the output swiftly. Instead, they have low fuel cost or high heat rate which results in low operating expense per unit of output. Figure 1 .3 shows average heat rate of different fossil fuels and generation type at full load.
3 Among the various fuels and generation types, the combined cycle with natural gas marks the highest efficiency, approximately 45%, and ideal for base load. On the contrary, the gas turbine with natural gas is apt for peak demand loads because it needs short warm-up time to be operational. Meanwhile, the middle level of needs can be met by steam-powered power plants. Though the efficiency is not as good as steam or combined cycle, they are advantageous in the variety of fuels which leads to cost effectiveness in the fuel market. Although we are widely using electricity in the world, there are critical problems in current grid infrastructure. The most serious one is that electricity is not an energy 'source'. The power source is defined as something that supplies more energy than we invest to get it. Even though we need to put energy to drill for the coal mines and the oil wells, the value from coal and petroleum compensates the cost and produces greater energy, just as the renewable sources like solar, wind, and geothermal do. Unlike these sources, electricity cannot be found in nature. That is why we need a generator that transforms the energy into electricity, safely and efficiently. and most of this portion was taken by natural gas and the portion of renewable energy, increased less than 5%. This shows that the dependence on these fossil fuels has been chronic, and even worse, might continue in the future. One feasible solution to diminish the dependency of fossil fuel is the enhancement of efficiency of conventional power plants. However, while these efforts may maintain or reduce the consumption, it cannot resolve the fundamental problem that these resources will be depleted. Renewable energy
In the meantime, renewable energy, especially wind and solar, is drawing attention as alternatives.
They are naturally abundant and environmentally sustainable, thus considered as an ultimate solution that fossil-based fuels cannot achieve. However, wind and solar, both promising sources of renewable energy, have fundamental problems; they are transitory and fluctuating. it is true that we have longer daytime and stronger insolation in summer than winter and leads to higher and timely longer generation in Q2 and Q3 than Q1 and Q4. Meanwhile, wind power generation shows significant drop during day time in Q2 and Q3, and it cannot be manipulated for convenience. This trait is called transitory, and this makes hard to rely on renewable energy as the ultimate solution.
Another problem with renewable energy is the fluctuation of output due to weather. Dealing with these two hindrances, the high reserve margin in the conventional grid system and transitory of renewable energy, one of the feasible options is having a buffer which temporarily stores and releases electricity as needed. However, we cannot store electricity as it is. The fossil fuels are substances, and we may stock in silos or warehouses. Meanwhile, electricity is movement of electrons, and it cannot exist once the current stops. The only way we can store electrical energy is convert it to other forms.
For example, pumped hydroelectric energy storage (PHES) drains water from the reservoir and stores the energy in the form of gravitational potential. Another method is transforming the energy into chemical potential, which is happens in a battery. Though both ways are commercially available, there is a huge difference in the application. While the PHES has limitations that there are only handful of places that are apt for construction of a reservoir and has high upfront costs, batteries cost more per unit of capacity and suffer capacity loss during a cycle of charge and discharge. On the other hand, PHES has huge capacity and low price per unit, while the battery has flexibility in capacity and high energy density. With these traits, PHES is applied for part of the grid system, at a scale of MW, and batteries are used for portable devices like smartphones, laptops, and electrical vehicles.
In the meantime, new energy storage system is required for smart grid system that solves the problem of excessive reserve margin and allows integration of renewables. To achieve this, low price, flexibility, and durability of capacity are needed. As explained earlier, these are the factors that cannot be done at the same time in both conventional PHES and batteries. One of the 11 candidates is Redox Flow Battery (RFB), which is kind of rechargeable battery that stores the energy in the electrolyte at both electrodes.
Redox Flow Battery
Unlike other batteries, Redox Flow Battery is advantageous in both capacity loss by the cycle and price per unit of capacity. 
Instead of dissociating or associating the electron from the compounds and producing ions, electrons in a RFB interact with ions swiftly. Also, the electrolyte circulates in the reservoir and cells by a pump, and this gives good mobility to the ions and facilitates fast reaction compared to other batteries. These traits give advantages on balancing between capacity and power. While the power of the battery is proportional to the surface area of the electrode, the capacity is related to the amount of active material. For other batteries, as the amount of active material is increased, the electrodes get thicker, and the traveling distance for the charge carrier gets longer. In the end, it causes an ohmic potential drop, which leads to power loss. Also, slow reaction speed causes overpotential too. On the other hand, with good mobility and fast reaction speed, flow battery minimizes these side effects and increases the capacity by having bigger reservoir tanks that contain the electrolyte.
Unfortunately, the RFBs also have challenges to overcome. One of them is the ionic crossover.
The separator between the electrolytes is an ion exchange membrane, which is for the cation to preserve electrical neutrality during charging and discharging. However, not only the cation but also the active material may cross the membrane and cause self-discharge or even worse, capacity fade. Another challenge is optimization of electrolyte flow rate. While the flow of electrolyte facilitates the reaction and minimizes the losses, it costs energy to pump the fluid and circulate it in the system. Though there have been numerous studies to find the optimal condition of flow rate 13 that maximizes the output, the dynamic profile is still unknown. 5 Partially, this is due to the uncertainty of parameter values, like diffusion rate or porosity of the membrane, but the ambiguity of physics of fluid dynamics can play a role in degradation of the cell components. When considering the fact that the ionic crossover is also affected by fluid dynamics, it is clear that the understanding of the motion of ions in the electrolyte and electrolyte itself is important. 
Also, consider that stress tensor can be expressed in terms of pressure p and viscous stress tensor  , equation [2. 1] is transformed into Cauchy momentum equation:
Though the net body force is only gravitation, the Cauchy momentum equation is valid for every dynamic fluid. However, it is impossible to get the general solution of this equation, since there is no information about the stress tensor. One of the idea is to the fluid to be a 'Newtonian fluid', i.e.
the fluid or which viscous stress is proportional to deformation. With this speculation, stress tensor can be assumed as follows, with new constants  and  , which stand for viscosity and bulk viscosity,
Also, we may have another simplification for the incompressible Newtonian fluid. Any-fluid should satisfy the continuity equation:
If we consider incompressible fluids, which implies that density is constant over the time domain, the partial derivative of  with respect to time t and gradient of  becomes zero, and equation To apply this equation to Cauchy equation, we need to get the divergence of the stress tensor.
With implementing equation [2.7] 
When only the first derivative term is considered and the rest of higher order terms are neglected, it can simplify the equation [2.9] :
Simultaneously, there is another relationship between relative speed  
Combining these two equations, another relationship can be induced:
When this equation is divided by 2 r  , it reveals more clear meaning:
The left-hand side stands for the rate of relative instantaneous change, which is the rate of strain.
This equation clarifies that
() Vr  is the key of strain and can be decomposed as symmetric and anti-symmetric part. It can be done by adding or subtracting the transpose of  
As described in Figure 2 .1, only the rotation does not account the deformation. It means that antisymmetric tensor  takes part in describing the motion of rotation, while symmetric tensor  takes part in deformation. Additionally,  can be reformulated as follows, while  is the alternating unit tensor:
This equation defines the new variable, the vorticity w .
Cavity Flow
Although there is no analytical solution for the Navier-Stokes equation, approximated solution is valid with a margin of error, calculated from numerical methods. [6] [7] [8] [9] To compare the approximated solution with real data and estimate the accuracy, good models simple enough to compute in simulation, and observe in a physical experiment are needed. One of the models is the 'lid-driven cavity flow', shown in figure 2.2. It successfully demonstrated that high accuracy can be achieved simultaneously with minimum number of points. [25] [26] [27] In this study, OCFE is introduced for the cavity flow problem with imaginary points outside of the cavity. The imaginary points helps to evade the singularity points at the corner and to deduce non-flux condition and velocity profile at the boundary. The performance of the method will be discussed in the view point of accuracy and computational speed.
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Chapter 3. METHOD
Governing Equation
One of the best ways to describe 2-dimensions is introducing the stream function . It is defined as a contour line which is perpendicular to the velocity at each axis and gives additional benefits in visualization. Since it is valid for incompressible fluid only, it automatically satisfies the continuity condition. And the velocity in x and y direction, u and v , can be described in terms of stream function as follows:
In the meantime, the motion of 2-dimentional incompressible Newtonian fluid can be described as Navier-Stokes (N-S) equation.
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Simultaneously, the vorticity can be expressed in terms of the stream function as well: In addition to these governing equations, the boundary conditions of cavity flow are summarized as follows:
The noticeable point in boundary conditions is the absence of the condition for pressure. 10] 
Discretization and Grid
Conventional multi-grid methods discretize the domain along the axes and build grid points. In FEM, the solution is defined as a function which passes through these points. As the mesh of grid gets finer, the solution becomes more accurate. In return, the order of trial function also increases 24 proportionally and demands high computational cost. Figure 3. Similarly, the second procedure discretizes each sub-domain into 
node N  points locate at the boundaries are shared with contiguous domain or cavity wall, and four points exist at the corners. These points which are located at the boundary or corner of 
Point index ,,     11 11 [ , ]
,, Finally, the smoothness should be maintained at the junction points between four subdomains. In Instead of introducing two equations independently, a sum of these two equations will define the character of the grid point:
In general form, the junction points of the subdomains can be written as follows. 
and, With these boundary conditions, stream and vorticity is calculated at grid points.
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Chapter 4. RESULT As already discussed in Chapter 2, the cavity flow problem is scaled with dimension, velocity and other constants like density and viscosity. Consequently, Reynolds number characterizes the complexity of the problem. Even the cases that Reynolds number greater than 10,000 are considered to estimate the performance of the solver, the range exceeds the critical points causing a transition from laminar to turbulent flow. [28] [29] In this study, the Reynolds number is limited up to 1000 and the accuracy and computational time are discussed with other algorithm and software.
In OCFE method, Maple® 2016 was used, and all the simulation was conducted on the desktop with hexacore 3.4 GHz Intel® i7 CPU and 32 GB RAM.
Convergence
The common feature of numerical methods is large-scale discretization along axes, and the computational time is proportional to the scale of equations. The more relation between grid points is inaccurate, it requires finer grid and many iterations to compensate for the accuracy. In other words, as each point is correlated firmly and the order of accuracy is high, acceptable solutions are calculated in smaller grid and iteration.
Because the cavity flow problem is a BVP, the solution at the center is the most inaccurate point.
When the center value matches well with the result when the grid is finer, or iteration number is greater, it guarantees that other values close to the boundaries are also accurate. Table 4 .1 shows the velocity in the y direction at the center ( x is 0.5). For the low range of Reynolds number from 0 to 400, the solution shows consistency between all the methods. When
Re was 1000, the result of OCFE was a bit different from the references, but the error was only less than 2.2%. It demonstrates that OCFE is valid even at the high Reynolds numbers. Table 4 .2 shows the calculation of time and usage of RAM based on the increment of the Reynolds number. Compare to SOR and ADI, OCFE was faster, up to 27 times. Though both SOR and ADI utilized only 5 MB of memory, the benefit of improvement of time is much more valuable. On the other hand, OCFE took less memory than COMSOL, whereas COMSOL is faster or equivalent to OCFE. Though finer grid mesh in COMSOL is one of the reasons for using more resources, it was a mandatory condition to get a high accuracy close enough to the OCFE method. Also, COMSOL was optimized for the parallel computation and utilized up to 50% of CPU, while MAPLE 2015 shared only 10% of it. From the results in Table 4 .1 and 4.2, OCFE method is effective in the speed of calculation and memory usage. Especially, the low usage of memory may mean that there is a possibility that finding an extremely accurate solution enough to be considered as the absolute one with limited hardware setup. 
Conclusion
The RFB is the key to resolve the barrier towards the renewable energy based system. To achieve the maximum performance, the numerical solver for the optimal control is essential. In this study, the performance of the OCFE is tested with widespread 2D Cavity Flow problem. The N-S equation is mathematically reformulated to the second order PDE of stream and vorticity. The cavity is spatially discretized in two different way, one is for the subdomains, and another is for the collocation points in the each of subdomain. At the interface of the subdomains, continuity condition connects the adjacent subdomains, and help to evade the complex calculation by N-S equation. On the boundaries, the trial function is redefined with ghost points, and it circumvents the singular points at the corner of the cavity. As a result, it shows good matching with known numerical solutions, and converged fast and requires the less computational cost. Because this study conducted with MAPLE, the speed and memory usage can be improved with converting low-level language and combined with other numerical technics and solvers. Besides, it can be applied to the various field. The most promising area is optimization for the real-time control.
While the conventional controller operates the system while ignoring the singularities by a sudden change of environment or mal-define of the geometry, it can minimize the effect of these problems and guarantee the robustness. Also, the low computational cost for the simulation shows another possibility. Instead of centralized control with a large scale main frame, distributed processing with inexpensive microcomputer can reduce the cost and response time simultaneously. That is why OCFE is promising and worthy to be studied and developed.
