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В статье предлагаются алгоритмы коррекции суждений экспертов, пред-
ставляемых матрицей парных сравнений.  
 
В теории системного анализа существует большой класс задач, ре-
шение которых возможно только на основе экспертных данных. При 
этом всегда возникает проблема, связанная с оценкой согласованности 
суждений группы экспертов, а  в некоторых задачах и согласованности 
суждений одного эксперта. Несогласованность суждений экспертов 
обычно возникает в тех случаях, когда эксперту приходиться оценивать 
достаточно большие выборки объектов. Поэтому актуальной является 
задача разработки экспертных систем, обеспечивающих требуемый уро-
вень согласованности  на основе коррекции экспертных суждений. Оце-
нить согласованность мнений эксперта позволяет метод главного соб-
ственного вектора, в котором оценка согласованности экспертных суж-
дений, представленных в виде матрицы парных сравнений, производится 
с использованием индекса согласованности Is. Индекс согласованности Is 
определяется соотношением 
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где n - порядок матрицы парных сравнений А = {aij}, n,1j,i  ;  
max  - максимальное  собственное значение матрицы А. 
Значение Is < 0,1 считается практически приемлемым для последу-
ющего вычисления вектора приоритетов W = {wi}, где i=1, …, n, по мат-
рице А. Вектор W получается в результате нормализации главного соб-
ственного вектора матрицы А, соответствующего максимальному соб-
ственному значению max. 
Если значение Is > 0,1, то представленные экспертом данные несо-
гласованны и их не рекомендуется использовать для характеризации 
представленных на экспертизу объектов [1]. Поэтому для коррекции 
мнения эксперта необходимо либо провести следующий тур экспертного 
опроса, либо применить алгоритмы коррекции, описанные, например, в 
[2].  
Алгоритмы коррекции представляют собой многошаговые процеду-
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ры. На каждом шаге по выбранному критерию определяется подмноже-
ство таких элементов матрицы парных сравнений, что их коррек-
ция повышает согласованность экспертных суждений. Сложность обос-
нования критериев выбора корректируемых элементов обусловлена не-
возможностью получения точного аналитического решения задачи о 
собственных значениях для матриц порядка n > 4. Но фундаментальные 
свойства матрицы парных сравнений, построенной в шкале отношений  
Саати, позволяют сформулировать эмпирические алгоритмы коррекции, 
повышающие уровень согласованности экспертных суждений.  
Как показано в [1], матрица парных сравнений является положи-
тельной обратной симметричной матрицей. Если суждения согласованы, 
т.е. если  
aij = aik akj,     i, j, k  , 
то имеется единственное собственное значение, не равное нулю 
max = n; 
ранг матрицы парных сравнений равен единице и  
aij = wi / wj ,   i, j .  
Эти свойства легли в основу предлагаемых алгоритмов коррекции 
экспертных суждений. В этих алгоритмах многошаговый процесс кор-
рекции матрицы парных сравнений прекращается при достижении Is<0,1, 
а сам процесс имеет итерационный характер и направлен на получение 
aij
wi
*/wj* ,  i, j, 
где aij
некоторое согласованное мнение эксперта; wi
* и wj* - искомые 
приоритеты. В основе трех алгоритмов лежит предположение о том, что 
замена в матрице парных сравнений элемента aij на отношение wi/wj, 
уменьшит величину Is. При этом уменьшение на каждом шаге Is означает 
сходимость процесса коррекции.   
В первом алгоритме по критерию максимума модуля разности эле-
ментов матрицы парных сравнений и соответствующих им отношений 
приоритетов находится некоторый элемент akq, который  заменяется на 
отношение wk/wq. Процесс коррекции прекращается при  Is < 0, 1.  
Алгоритм 1. 
Шаг 1. Ввод матрицы А={aij},i,j=1,…,n. 
Шаг 2. Вычисление max и вектора W={wi}, i=1,…,n. 
Шаг 3. Вычисление Is . 
Шаг 4. Если Is<0,1, то переход на шаг 10, иначе – шаг 5.  
Шаг 5. Формирование матрицы Z = {zij | zij = wi /wj }, i,j=1,…,n. 
Шаг 6. Определение строки k, для которой  


n
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i
max . 
  215 
Шаг 7. Определение столбца q, для которого  |za|max kjkj
j
 . 
Шаг 8. Коррекция матрицы А akq = zkq. 
Шаг 9. Переход на шаг 2.  
Шаг 10. Останов. 
Эксперименты с экспертными матрицами парных сравнений показа-
ли, что при использовании данного алгоритма возможно «зацикливание» 
процедуры коррекции, т.е. начиная с определенного шага, индекс согла-
сованности Is  перестает уменьшаться. Чтобы избежать этого в приведен-
ном ниже алгоритме предлагается вместо замены одного элемента мат-
рицы парных сравнений заменить всю строку. Сходимость процесса кор-
ректировки при этом увеличивается. Однако, выбор такой области кор-
рекции может привести к потере значительной части информации, пред-
ставляемой экспертными данными. 
Алгоритм 2. 
Шаг 1. Ввод матрицы А={aij}, i,j=1,…,n. 
Шаг 2. Вычисление max и вектора W={wi}, i=1,…,n. 
Шаг 3. Вычисление Is. 
Шаг 4. Если Is<0,1, то переход на шаг 9; иначе – шаг 5.  
Шаг 5. Формирование матрицы Z = {zij | zij = wi /wj }, i,j=1,…,n. 
Шаг 6. Определение строки k, для которой   

n
1j
ijij |za|max
i
. 
Шаг 7. Коррекция матрицы А akq =zkq.  
Шаг 8. Переход на шаг 2.  
Шаг 9. Останов. 
Эксперименты показали, что при использовании данного алгоритма 
количество шагов коррекции по сравнению с алгоритмом 1 умень-
шилось. 
Алгоритм 3. 
Шаг 1. Ввод матрицы А={aij},  i,j=1,…,n. 
Шаг 2. Вычисление max и вектора W={wi}, i=1,…,n. 
Шаг 3. Вычисление Is. 
Шаг 4. Если Is<0,1, то переход на шаг 9; иначе – шаг 5.  
Шаг 5. Формирование матрицы D={dij|dij=aij/(wi /wj)},  i,j=1,…, n. 
Шаг 6. Определение элемента dkq матрицы D для которого 
)d/1d(max ijij
j,i
 . 
Шаг 7. Коррекция матрицы А  akq = wk /wq,aqк =1/ akq. 
Шаг 8. Переход на шаг 2.  
Шаг 9. Останов. 
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Использование данного алгоритма представляется теоретически бо-
лее обоснованным, так как выбор очередного элемента матрицы парных 
сравнений для коррекции осуществляется в соответствии с его вкладом в 
индекс несогласованности.  
Действительно, как показано в[1], индекс согласованности  Is можно 
выразить следующим образом: 
 
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 
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1n
1i
n
1ij
ijijs ))d/1d(
)1n(n
1
1I ,  где )w/w/(ad jiijij  . 
Следовательно, выбор )d/1d(maxd ijij
j,i
kq   обеспечивает максимально 
возможное на данном шаге уменьшение индекса согласованности. 
Работоспособность алгоритмов проверена на экспертных матрицах, 
имеющих порядок n = 6,7,8,9 и 10 при начальной несогласованности         
Is  0,2. Оценивалось количество шагов коррекции ,  алгоритмов 
1, 2 и 3 исходной матрицы парных сравнений А для достижения Is< 0,1. 
Во всех случаях количество шагов коррекции меньше или равно пя-
типричем  
Все рассмотренные алгоритмы обладают тем свойством, что при 
проведении коррекции не нарушается начальное упорядочивание  пред-
ставленных на экспертизу объектов. Указанные алгоритмы коррекции 
экспертных суждений реализованы в диалоговой информационно - рас-
четной системе “Рейтинг - К” [3]. 
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