Abstract. We consider the Boussinesq PDE perturbed by a time-dependent forcing. Even though there is no smoothing effect for arbitrary smooth initial data, we are able to apply the method of self-consistent bounds to deduce the existence of smooth classical periodic solutions in the vicinity of 0. The proof is non-perturbative and relies on construction of periodic isolating segments in the Galerkin projections.
Introduction
In recent years pioneering contributions have been made in the field of rigorous computer-assisted results for dynamics of dissipative PDEs [2, 3, 5, 6, 8, 9, 16, 17, 19, 20, 21] . The methods exploit the smoothing property of the system to apply either topological or functional-analytic tools. However, little attention has been paid to apply these methods to other types of evolution PDEs, such as the ones with tail of saddle type. In such problems we need to deal with an infinite number of strongly repelling and strongly attracting directions. From a the point of view of topological methods this situation is just as good as the dissipative one -for example Theorem 2.3 in [16] is formulated in a way that is readily applicable to finding equilibria of these systems. We take it one step further and use periodic isolating segments to show the existence of periodic in time solutions in a nonautonomously perturbed equation of such type.
Our example will be the Boussinesq equation but without much difficulty the methods can be applied to produce similar results in other systems with an indefinite tail of saddle type.
The forced Boussinesq equation.
We consider the following second order nonlinear equation perturbed by a time-dependent forcing term:
On u and f we impose periodic and even boundary conditions and a zero-average condition in x: u(t, x + 2π) = u(t, x),
u(t, −x) = u(t, x),
2π 0 u(t, x)dx = 0,
f (t, x + 2π) = f (t, x),
2π 0 f (t, x)dx = 0.
For β > 0 the unperturbed equation
is the "bad" Boussinesq equation and was derived by Boussinesq [4] as a model for shallow water waves. The equation is famous for its ill-posedness. Indeed, when looking at its linear part u tt = u xx + βu xxxx (9) one can observe a rapid growth in high Fourier modes for almost all initial data, hence a consequent loss of regularity of the solution. This is a significant complication in the numerical analysis of (8) , since slightest perturbations of the initial problem can produce a totally different behaviour at output. Because of that, regularized versions of the equation were considered in numerical studies [11] . Solutions to the equation (8) were also obtained analytically [10] and by the inverse scattering method [15] . Our approach is different; we analyze the direction of the vector field on certain subsets of the phase space, and by a topological method we deduce the existence of smooth, periodic solutions.
Here is an example result illustrating our method. We define families of functions Tables 1 and 2 there exists a classical τ -periodic in time solution to (1), subject to conditions (2), (3) and (4). The solution exists in the vicinity of 0 and the bounds on its L 2 and C 0 norms and the norms of its time derivative are given in Tables 1 and 2 1 . The solution and its time derivative are C 4 and C 2 smooth in x, respectively.
Observe, that 0 is a constant in time solution of the unperturbed system (8), hence the requested τ -periodic solution for ε = 0. Nevertheless, the method is not perturbative. We consider a perturbation problem only because it gives a convenient approximation of the periodic solution for |ǫ| = 0 small.
The proof is computer-assisted, that means certain inequalities contained in it are verified rigorously by a computer program in interval arithmetics. The program Table 2 . Bounds on ǫ and on the norms of periodic solutions and their time derivatives for f ∈ F B τ .
source code is available at [7] . From Table 3 and equation (26) one can also extract the exact bounds on the Fourier coefficients of the solutions, which we do not give here. By following the steps of the proof it will become clear that we can easily produce results of the same type for:
• any parameters σ ∈ R and β > 1, • any given smoothness s > 5, • any forcing of the form f (t, x) = n k=1 f k (t) cos kx where each f k is continuous and τ -periodic.
The periodic solution will exist for ε ∈ [−ε 0 , ε 0 ], ε 0 small enough, and we can attempt to verify an explicit range and obtain a bound for the norm with help of the program.
Let us finish this section with listing some generalizations. Most of them can be adapted from the previous treatment of dissipative PDEs [5, 6, 21] and several would require only little effort to be introduced in this paper. However, we consider this exposition as a preview of the method. We tried to focus on the key matter, which is how to deal with the linear instability of the high Fourier modes in a simplest scenario.
1. We could take β from the range (0, 1]. Then, the linearized equation 9 possesses purely imaginary eigenvalues in its low modes. This would involve conducting a finite-dimensional analysis of the higher order terms of the low modes. 2. We could allow non-zero averages, non-even functions or periodic solutions obtained in the proximity of non-zero equilibria of the unperturbed system. 3. For the forcing term it would have been enough to assume a sufficiently fast decay in the high Fourier terms. 4. We could consider non-periodic forcings and attempt to prove existence of (not necessarily periodic) solutions that exist for all t ∈ R, by techniques from [6] .
The apparently difficult problems are
• proving the existence of periodic solutions which are not obtained as perturbations of stationary points, • proving dynamics more complicated than a periodic orbit (e.g. chaotic dynamics), • proving the existence of periodic orbits in autonomous ill-posed systems.
We think that to efficiently treat these cases within the framework of self-consistent bounds we would need a rigorous integration procedure, akin to the rigorous integration of dissipative PDEs [5, 19, 20] . Obviously, the ill-posedness is a significant issue and it seems that the integration should be combined with an automatic segment placement in the expanding coordinates. We are currently looking into the feasability of this approach.
This paper is organized as follows. In Section 2 we invoke the general method of self-consistent bounds and a result which states that a sequence of solutions for the Galerkin projections converges to a solution of the PDE. In Section 3 we present a result of Srzednicki [12] stating the conditions under which non-autonomous timeperiodic ordinary differential equations -in our case the Galerkin projections -have periodic solutions. In Section 4 we apply these tools to the Boussinesq equation (1) and prove Theorem 1.1.
The general method of self-consistent bounds
In this section we recall the general method of self-consistent bounds, as introduced in the series of papers [19, 20, 21] . We follow the exposition given in [6] for time-dependent systems.
Let J ⊂ R be a (possibly unbounded) interval. We consider a nonautonomous evolution equation on a real Hilbert space H (L 2 in our case) of the form
We assume that the set of x such that F (t, x) is defined for every t ∈ J is dense in H and we denote it byH. By a solution of (11) we mean a function a :
′ is a subinterval of J, u is differentiable and (11) is satisfied for all t ∈ J ′ . Let I ⊂ Z d and let H k ⊂ H be a sequence of subspaces with dim
and H k 's are pairwise orthogonal. We will denote the orthogonal projection onto H k by A k and write
From now on we will fix some (arbitrary) norm | · | on Z d . For n > 0 we set
We will denote the orthogonal projections onto X n and Y n by P n : H → X n and
Definition 2.1. Let J ⊂ R be an interval. We say that F : J × H ⊃ dom F → H is admissible, if the following conditions hold for each i ∈ Z d such that dim X i > 0:
Definition 2.2. Let F : J ×H → H be admissible. The ordinary differential equation dp dt
will be called the n-th Galerkin projection of (11). 
Given self-consistent bounds formed by W and {B k } k∈I,|k|>m , by T (the tail ) we will denote the set
The following theorem is a straightforward adaptation of Lemma 5 from [19] (see also Section 4 in [18] ) to a nonautonomous setting.
Theorem 2.4. Let W and {B k } k∈I,|k|>m form self-consistent bounds. Assume that for all k > 0 there exists a solution
Then there exists a convergent subsequence lim l→∞ p k l = p * , where p * : [t 1 , t 2 ] → W ⊕ T is a solution of (11). Moreover, the convergence is uniform with respect to t on [t 1 , t 2 ].
It turns out that it is fairly straightforward to find the self-consistent bounds. In the treatment of evolution PDEs such as Kuramoto-Sivashinsky or Navier-Stokes it is enough to take tails of the form B k = {a ∈ H k : ||a|| ≤ C/|k| s } for s large enough. This will also be the case in our study of the Boussinesq equation.
Unlike in the previous papers on self-consistent bounds, we do not assume any conditions on the direction of the vector field on the boundary of the tail yet (e.g. condition C4 in [21] , C4a in [19] ). They are also not necessary to prove Theorem 2.4. We will postpone this type conditions to the analysis of the Galerkin projectionscf. condition (21) in Section 3. This is more convenient for our application because we will change coordinates in our Galerkin projections and express these conditions in the new coordinates.
Periodic isolating segments
The purpose of this section is to recall a result of Srzednicki [12] on the existence of periodic orbits in non-autonomous time-periodic ODEs. For the Boussinesq equation this theorem will be used to treat each of the Galerkin projections of the system.
We consider an ODEẋ = g(t, x),
where g : R × R n → R n is of class C 1 and τ -periodic in t. Let L i : R n → R, i = 1, . . . , k be C 1 functions and let r ∈ {0, . . . , k}. We define sets
and put S :
Definition 3.1. We call S a periodic isolating segment 2 over [0, τ ] and S − its exit set iff the following conditions hold g = (g 1 , . . . , g n ) be defined as above. Suppose that for each i it holds that
for all x, y ∈ S 0 : π i x = a i , π i y = b i and for all t ∈ [0, τ ]. Then there exists a τ -periodic in t solution of (19) with values contained in int S 0 .
Proof. In what is below we denote the i-th coordinate of x by x i . After rearranging the coordinates we can assume that g i (t, x) > 0, for x ∈ S 0 : x i ∈ {b 1 , . . . , b r , a r+1 , . . . , a n },
for all t ∈ [0, τ ] and some r ∈ {1, . . . , n}.
. . , n. Then S 0 is given by the sequence {L i } and Later on we will refer to condition (21) as the isolation conditions or the isolation inequalities.
Application to the Boussinesq PDE

The Boussinesq equation in the Fourier basis. Our goal in this section
is to express our PDE in coordinates suitable for application of Corollary 3.3 to the Galerkin projections. For that purpose we express the problem in the Fourier basis and diagonalize its linear part.
By formally substituting u(t, x) = k∈Z u k (t)e ikx into the Boussinesq equation (1) we obtain an infinite ladder of second order equations
Since u is real and even in x, we have u k = u −k and u k ∈ R for all k ∈ Z. Moreover, from (4) we have u 0 = 0. After these substitutions and rewriting the system as a first order system we obtain the following equationṡ
(25) As one can see, the linear part of (25) is already in a block-diagonal form. All we need is to diagonalize each of the blocks. From now on we assume that β > 1. After a simple calculation we see that the eigenvalues of the linear part of (25) are ± k 2 (βk 2 − 1) with eigenvectors 1, ± k 2 (βk 2 − 1) T , respectively. We introduce the variables u
We have
and our equations becomė
where
We remark that it is unprofitable to rewrite the convolutions in the new variables as we will eventually estimate these terms. The n-th Galerkin projection of (28) is given bẏ
Our next step is to construct a sequence of isolating segments S n for the Galerkin projections (30).
4.2.
Construction of periodic isolating segments. We look for periodic isolating segments S n of the form S n = [0, τ ] × S n 0 , where
i.e. the set of n-tuples of pairs (u
s . For now it is enough to take C ∈ R + and s ∈ {2, 3, . . . }, however later on we will assume that s is at least 6, to comply with condition C3 from the definition of self-consistent bounds.
Observe that we would like to choose the values of C and s, as well as the first M intervals the same for each projection. Therefore we can say that our segments are a projection of an "infinite-dimensional segment" given by
The elements of S ∞ 0 are sequences of pairs (u
. We denote them by the same symbols as elements of S n 0 but we will always make it clear to element of which set we are referring to.
We would like to choose u l k , u r k , C and s such that the linear part of (30) dominates the nonlinear terms and the isolation conditions (21) hold -at least for sufficiently high modes, for n large enough. The inequalities for the low modes we will treat one-by-one with aid of rigorous numerics.
We assume the bounds for u + k to be the same as the ones for u − k . As we will see later, due to the symmetry of the equations (30), the isolation conditions for both u + k and u − k are given by the same inequalities. From estimates in [21] 3 it follows that, for a set S ∞ 0 of the form given above, there exists a constant D ∈ R + such that
The value of D can be given by an explicit formula, but we postpone its evaluation to Subsection 4.3.
Lemma 4.1. Assume that for some M ∈ N + , we have f k = 0, k > M and
Consider the Galerkin projection (30) for n ≥ M 0 and let S n 0 be given by (32). Then, for k > M and (u + , u − ) ∈ S n 0 the following inequalities holḋ u
Proof. We will prove (36) and (38). The proof of (37) and (39) follows by reversing the inequality signs. We want
Since u ± k = C/k s , the above is equivalent to
By the estimate (34) it is enough that
and the right-hand side is at most
. 3 We note that the estimates from [20] improve the bound on (34) toD/k s for someD, but the one we use here is fine enough for our applications.
Nonlinearity estimates.
In this subsection we provide bounds for the nonlinear terms and compute D. In fact we will look for an estimate
for
as it is an upper bound on the left-hand side of (34) for all n, k : n ≥ k. Let S ∞ 0 be of the form as in (33) and (u
The nonlinearity consists of terms given by an infinite sum and a finite sum
These terms, arising from the nonlinearity in the Kuramoto-Sivasinsky equation, were estimated in [21] (cf. also [20] , section 8). Throughout the rest of this subsection we will denote by u k the whole interval [2u 
Lemma 4.3 (Lemma 3.5 in [21] ). For k > 2M we have
Lemma 4.4 (Lemma 3.6 in [21] ). For k > M we have
Following [20] we give D 1 , D 2 such that
and then set D := D 1 + 2D 2 . Using Lemmas 4.3 and 4.4 we get the following formulas for D 1 , D 2 :
4.4. Low mode isolation and a procedure for refining the bounds. We will now discuss the low mode isolation inequalities. Assume, that we found M ∈ N and segments S n 0 , n > M such that the assumptions of Lemma 4.1 hold. To apply Corollary 3.3 to all Galerkin projections it is now enough to check
for (u − , u + ) ∈ S n 0 and n > M . It is enough to verify
is bounded by use of Lemma 4.2, while F S(k) are finite sums which can be for example rigorously enclosed by use of interval arithmetics. Therefore we can compute an explicit bound
for each k = 1, . . . , M . Assume that we are also have some bounds
Given these enclosures, inequalities (61) can be checked easily, in our case on a computer using interval arithmetics. Note that there is no guarantee that for given ǫ = 0 and given bounds S ∞ 0 the inequalities (61) will be satisfied. However, for |ǫ| small enough "good" bounds should exist. Since we cannot expect to choose the correct values for {u l,r k }, C and s at first try, we will use an algorithm from [21] (Section 3.3) for refining an initial guess for the bounds.
Our goal is both to increase s and correct our guesses for the bounds on coordinates where the isolation inequalities do not hold. We iteratively adjust the pairs (u l k , u r k ), and later C and s, so at each step our new guess is at worst case an equality in the isolation conditions. This way the bounds are tight on each coordinate, so the nonlinear terms do not contribute much error. Note that the procedure is heuristic and we do not claim that the algorithm will produce correct bounds -this we verify a posteriori in interval arithmetics. (1) First we adjust C and s. Recall that, by (42) for k > M we want to choose C and s such that
and the form of our change of variables it follows, that there exists aĈ > 0 (an exact value of which is not important to us), such that
for all n, k : k ≤ n and t ∈ R. A standard argument (cf. Theorem 10 in [20] ) proves that the set
satisfies conditions C2, C3 and forms self-consistent bounds for (25) . Note that at this moment we need the polynomial coefficient decay rate to be of order at least 2 for v n k 's and 6 for u n k 's (we have 4 and 6, respectively). Let u n (t, x) = k∈N u k (t)e ikx , v n (t, x) = k∈N v k (t)e ikx . From Theorem 2.4 it follows that the sequence {(u n (t, x), v n (t, x))} n has a subsequence {(u n l (t, x), v n l (t, x))} l converging uniformly on compact time intervals to a solution (u * (t, x), v * (t, x)) of
i.e. the Boussinesq equation (1) rewritten as a first order system. We have u * (t, x) = lim 
for all x, t ∈ R, hence the solution is periodic. The C 0 and L 2 bounds on u * and v * are computed from equations (26) and (67). From the coefficient decay (68) and elementary facts about the Fourier series (see Section 6 in [18] ) it follows that u * (t, x) is of class C 4 and v * (t, x) is of class C 2 as functions of x.
