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Talk Outline
• Primal-Dual View of First-Order Methods in Convex Optimization
– Algorithms maintain upper and lower bounds to optimum across iterations
– Different choices of upper/lower bound yield different algorithms
– This talk: Lipschitz-continuous and smooth objectives in the blackbox model
• More general: strongly-convex, Holder-continuous gradients, saddle-point, 
proximal/composite, etc.
– Main Goal: Clearer, more flexible interpretation of accelerated methods
1. Primal gradient updates aim to decrease upper bound
2. Mirror descent updates aim to increase lower bound
3. Accelerated methods combine these to decrease duality gap
Talk Outline
• Primal-Dual View of First-Order Methods and Acceleration
– Algorithms maintain upper and lower bounds to optimum across iterations
– Different choices of upper/lower bound yield different algorithms
– This talk: Lipschitz-continuous and smooth objectives in the blackbox model
• More general picture: strongly-convex, Holder-continuous gradients, saddle-point, etc.
– Main Goal: Clearer, more flexible interpretation of accelerated methods
• Applications
– Specific Problems: fast approximate solvers for packing and covering LPs (and SDPs)
– General Methods: novel accelerated algorithms
A Primal-Dual View
Convex Optimization in the Blackbox Model
COMPUTATIONAL MODEL: 
GOAL: minimize number of queries                                                         to obtain
BLACKBOX
ANALYSIS:  each algorithm must present 
• A feasible solution xout with an UPPER BOUND:
• A LOWER BOUND to optimum:
f  convex, differentiable
X µ Rn compact, convex set
PRIMAL SIDE
DUAL SIDE
Primal-Dual Approach
ANALYSIS:  each algorithm must present 
• A feasible solution xout with an UPPER BOUND:
• A LOWER BOUND to optimum:
SEPARATION OF CONCERNS: algorithm will iteratively maintain
GOAL: after T iterations, duality gap is small
PRIMAL SIDE
DUAL SIDE
CURRENT UPPER BOUND
CURRENT LOWER BOUND
Objective f
Upper bound to f
Smooth Functions: Primal Side
SMOOTHNESS CONDITION:
Objective f
Upper bound to f
Smooth Functions: Primal Side
SMOOTHNESS CONDITION:
UPPER BOUND:
for unconstrained 
problems
Current lower bound
Dual Side
LOWER BOUND:
Single Lower 
Bounding
Hyperplane
Current lower bound
Dual Side
LOWER BOUND: replace by average
Single Lower 
Bounding
Hyperplane
Gradient Descent for Smooth Functions
UPPER BOUND:
for unconstrained 
problems
LOWER BOUND:
GRADIENT DESCENT STEP: 
DUALITY GAP: 
Limitations of Gradient Descent
Current lower bound
Current lower bound
POOR LOWER BOUND. IMPROVES SLOWLY.
Limitations of Gradient Descent
Limitations of Gradient Descent 
• Gradient Descent attempts to construct best possible upper bound
• Gradient Descent does NOT attempt to construct a good lower bound.
It uses a single lower bounding hyperplane.
Dual Strategy: Conceptual Example
IMPROVED
LOWER BOUND
Dual Averaging Update
Average of 
Hyperplanes
Non-Smooth Functions: Primal Side
f convex, differentiable, ½-Lipschitz ASSUMPTION:
UPPER BOUND:
UPPER
x(t+1) x(t+2) x(t)
Non-Smooth Functions: Dual Side
f convex, differentiable, ½-Lipschitz ASSUMPTION:
LOWER BOUND:
Average of
Hyperplanes
LOWER
BOUND
x(t+1) x(t+2) x(t)
Consider a convex set                  and a linear optimization problem:
The optimal solution f(c) may be very unstable under perturbation  of c :
Smoothing by Regularization
and
Consider a convex set                  and a regularized linear optimization 
problem
where F is ¾-strongly convex. 
Then:
Example: Regularization Helps Stability
implies
Non-Smooth Functions: Dual Side
f convex, differentiable, ½-Lipschitz ASSUMPTION:
Regularized
Dual Lower Bound
x(t+1) x(t+2) x
(t)
Dual Averaging for Non-Smooth Functions
LOWER BOUND:
REGULARIZATION YIELDS:
Next iterate
Dual Averaging/Mirror Descent Step
Regularizer
Strong
Convexity
Non-Smooth Functions: Progress on Dual Side
f convex, differentiable, ½-Lipschitz ASSUMPTION:
Regularized
Dual Lower Bound
Convergence Analysis
PROGRESS IN ONE ITERATION:
DUAL AVERAGING/MIRROR DESCENT:
CONVERGENCE:
UPPER BOUND:
LOWER BOUND
Summary of Upper and Lower Bounds
Average of function values Minimum of average hyperplane
UPPER BOUNDS LOWER BOUNDS
Function value after gradient step Regularized minimum of average hyperplane
Nesterov’s Acceleration
UPPER BOUND:
LOWER BOUND:
Use better strategy on both primal and dual side:
Non-uniform distribution
PROGRESS IN ONE ITERATION: For any choice of the next iterate x(t+1)
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Nesterov’s Acceleration
PROGRESS IN ONE ITERATION: For any choice of the next iterate x(t+1)
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Step condition: 
Accelerating Non-Negative LPs
Non-Negative Linear Programs (NNLPs)
Linear Programs where objective and constraints are non-negative.
Feasibility formulation:
where                            .
Many applications:
- resource allocation, - covering LPs,
- packing LPs, - mixed packing-covering LPs
Variations:
1. Explicit: constraint matrices are given explicitly.
2. Implicit: exponential number of constraints with efficient separation oracle.
Non-Negative Linear Programs (NNLPs)
NNLP can always be written as
where                            
Notions of approximation is multiplicative: find x such that
Computational models: sequential, parallel, distributed.
Running time depends on sparsity N of P and C.
What’s special about NNLPs?
Non-smooth optimization problem with Lipschitz parameter
Largest Entry of P and C
WIDTH:
In general, non-smooth optimization requires:
gradient computations
For general LPs, we can exploit the minmax structure. This requires:
gradient computations
UNESCAPABLE WIDTH DEPENDENCE?
Width-Independent Algorithms
Non-smooth optimization problem with Lipschitz parameter
Largest Entry of P and C
WIDTH:
In general, non-smooth optimization requires:
gradient computations
For general LPs, we can exploit the minmax structure. This requires:
gradient computations
Young[‘01]
OUR WORK
KEY CONTRIBUTION: Accelerating Width-Independent Algorithms
Explaining Width Independence
What’s special about non-negative LPs?
Consider saddle point formulation for packing LP:
Standard Regularization/Smoothing by entropy:
Taylor Series:
when smoothness is bad, gradient is large
Running Time Bounds: Parallel Algorithms
Novel Accelerated Methods
Novel Accelerated Methods
Primal-Dual Viewpoint on Discretization
Recent work (submitted): Accelerated Extra-Gradient Descent
General Way to Design Accelerated Method: 
1) Consider dynamical system by Krichene et al. Primal-dual view provides Lyapunov function.
2) Apply discretization methods to dynamical system and Lyapunov argument. In our case, 
approximate backward Euler yields:
RESULT: for smooth functions,
The Bregman divergence D ⇤(x,y) captures the difference between  ⇤(x) and its first order approxi-
mation at y. Notice that, for a differentiable  ⇤, we have:
rxD ⇤(x,y) = r ⇤(x) r ⇤(y).
The Bregman divergence D ⇤(x,y) is a convex function of x. Its Bregman divergence is itself.
Proposition 1.9. For all x,y, z 2 X
D ⇤(x,y) = D ⇤(z,y) + hr ⇤(z) r ⇤(y),x  zi+D ⇤(x, z).
2 Accelerated Extra-Gradient Descent
In this section, we describe the axgd method and analyze its convergence. For comparison, steps of
agd and axgd are shown next to each other in the box below. Steps in each iteration of agd come
from explicit (forward) Euler discretization, followed by the gradient step that is used to correct the
discretization error. The points x(k) are used in the construction of the lower bound, while the points
xˆ(k) = Grad(x(k)) are used in the upper bound.
Accelerated Gradient Descent (agd )
x(k+1) =
Ak
Ak+1
xˆ(k) +
ak+1
Ak+1
r ⇤(z(k)),
z(k+1) = z(k)   ak+1rf(x(k+1)),
xˆ(k+1) = Grad(x(k+1)).
(2.1)
Accelerated Extra-Gradient Descent (axgd )
xˆ(k) =
Ak
Ak+1
x(k) +
ak+1
Ak+1
r ⇤(z(k)),
zˆ(k) = z(k)   ak+1rf(xˆ(k)),
x(k+1) =
Ak
Ak+1
x(k) +
ak+1
Ak+1
r ⇤(zˆ(k)),
z(k+1) = z(k)   ak+1rf(x(k+1)).
(2.2)
The iterations of axgd come from an approximate implementation of implicit (backward) Euler
discretization. The idea is similar to Nemirovski’s mirror prox algorithm [10], with the main difference
coming from the discretization of the accelerated dynamics in Equation (2.3) (as opposed to the standard
mirror descent dynamics used in [10]). As we will show, an exact implicit Euler step would have x(k+1)
equal r ⇤(z(k+1)) in the third line of axgd. However, obtaining such an x(k+1) could be computationally
prohibitive since z(k+1) implicitly depends on x(k+1) through its gradient. Instead, we opt for an extra
prox-step r ⇤(zˆ(k)) that adds the gradient at an intermediate point xˆ(k) constructed using x(k) and
z(k) from the previous iteration. Thanks to this extra-gradient (or, more accurately, extra-prox) step,
axgd can correct the discretization error without using a gradient step as agd, and both the upper
bound and the lower bound are constructed from the points x(k).
Convergence proofs for the two algorithms together with the sufficient conditions for obtaining optimal
convergence bounds are provided in Section 2.3 and Appendix B. Theorems 2.6 and B.1 show that when
the objective function is smooth, agd and axgd converge at the optimal rate of 1/k2.
2.1 Accelerated Mirror Descent in Continuous Time
Recently, Krichene et al. [7] introduced the accelerat d-mirror-descent (AMD) dynamics as a continuous-
time analogue of accelerated first-order methods. We start by redefining AMD in a more general form by
allowing for an arbitrary scaling of time. We use “dot” notation to denote the time derivative. That is,
x˙ = dx/dt. We let ↵(t) be a continuously-differentiable monotonically increasing function of time t with
↵(1) = 1. The conti uous-time AMD dynamics with this more g neral t me sc ling is then given as:(
z˙(t) =  ↵˙(t) · rf(x(t)),
x˙(t) = ↵˙(t) · r ⇤(z(t)) x(t)
↵(t)
.
(2.3)
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time analogue of accelerated first-order methods. We start by redefining AMD in a more general form by
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↵(t)
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(2.3)
4
Two steps of the fixed-point iteration yield the following updates, which are exactly those performed by
axgd: (
xˆ(k) = AkAk+1x
(k) + ak+1Ak+1r ⇤(z(k)).
x(k+1) = AkAk+1x
(k) + ak+1Ak+1r ⇤(z(k)   ak+1rf(xˆ(k)))
We can now analyze axgd as producing an approximate solution to the implicit Euler discretization
problem. The following theorem gives a general bound on the convergence of axgd for a convex and
differentiable f(.) without additional assumptions. The only (mild) difference is replacing D (x,x(1))
and D (x⇤,x(1)) by D (x, xˆ(0)) and D (x⇤, xˆ(0)), since we start from the “intermediate” point xˆ(0). This
change is only important for bounding the initial gap G1; everything else remains the same.
Theorem 2.6. Consider the axgd algorithm as described in Equation (2.2), starting from an arbitrary
point xˆ(0) with z(0) = r (xˆ(0)) and A0 = 0. Then the error from Theorem 2.4 is bounded by:
Ek+1 
D
rf(x(k+1)) rf(xˆ(k)),r ⇤(zˆ(k)) r ⇤(z(k+1))
E
.
P of. As in the proof f Theorem 2.5, we use onvexity t bound the error given by Theo em 2.4,
followed by the definitio of axgd :
Ek+1 
D
rf(x(k+1)), Ak+1x(k+1)  A x(k)   ak+1r ⇤(z(k+1))
E
 D ⇤(z(k), z(k+1))
= ak+1
D
rf(x(k+1)),r ⇤(zˆ(k)) r ⇤(z(k+1))
E
 D ⇤(z(k), z(k+1))
= ak+1
D
rf(x(k+1)) rf(xˆ(k)) +rf(xˆ(k)),r ⇤(zˆ(k)) r ⇤(z(k+1))
E
 D ⇤(z(k), z(k+1))
We now use the fact t t ak+1f(xˆ(k)) = z(k)   zˆ(k) together with the standard triangle-inequality for
Bregman divergences (see Proposition 1.9) to show that:
ak+1
D
rf(xˆ(k)),r ⇤(zˆ(k)) r ⇤(z(k+1))
E
=
D
z(k)   zˆ(k),r ⇤(zˆ(k)) r ⇤(z(k+1))
E
= D ⇤(z
(k), z(k+1)) D ⇤(zˆ(k), z(k+1)) D ⇤(z(k), zˆ(k)),
Combining the results of the two previous equations, we have the final bound on the error:
Ek+1 
D
f(x(k+1)) rf(xˆ(k)),r ⇤(zˆ(k))   ⇤(z(k+1))
E
 D ⇤(zˆ(k), z(k+1)) D ⇤(z(k), zˆ(k)).
2.4 Smooth Minimization with axgd
We show that axgd achieves the asympto ically optimal convergence rate of 1/k2 for the minimization
of an L-smooth convex bjective f(.) by applying Theorem 2.6. The crux of the proof is that we can
tak sufficiently large steps while maintaining the error from Theorem 2.6 non-positive. In other words,
we are able to move quickly through the continuous evolution of amd by taking large discrete steps.
Theorem 2.7. Let f : X ! R be an L-smooth convex function and let x(k), z(k), xˆ(k), zˆ(k) be updated
according to the axgd algorithm in Equation (2.2), starting from an arbitrary initial point xˆ(0) with the
following initial conditions: z(0) = r (xˆ(0)) and A0 = 0. Let  : X ! R be  -strongly convex. If the
steps ak satisfy the inequality ak
2
Ak
  L , then for all k   1,
f(x(k))  f(x⇤)  D (x
⇤, xˆ(0))
Ak
.
In particular, if ak = k+12 ·  L and  (x) =  2 kxk2, then:
f(x(k))  f(x⇤)  L
(k + 1)2
kx⇤   xˆ(0)k2.
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Conclusion
• Primal-Dual View of First-Order Methods and Acceleration
– Main Goal: Clearer, more flexible interpretation of accelerated methods
• Applications
– Specific Problems: fast approximate solvers for packing and covering LPs (and SDPs)
– General Methods: novel accelerated algorithms
• Future Work:
– Extend primal-dual viewpoint to stochastic algorithms
– Incorporate more advanced discretization strategies
– Problems with underlying combinatorial structure
Conclusion
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