We propose a structure of a semiparametric twocomponent mixture model when one component is parametric and the other is defined through linear constraints on either its distribution function or its quantile measure. Estimation of a twocomponent mixture model with an unknown component is very difficult when no particular assumption is made on the structure of the unknown component. A symmetry assumption was used in the literature to simplify the estimation. Such method has the advantage of producing consistent and asymptotically normal estimators, and identifiability of the semiparametric mixture model becomes tractable. Still, existing methods, which estimate a semiparametric mixture model have their limits when the parametric component has unknown parameters or the proportion of the parametric part is either very high or very low. We propose in this paper a method to incorporate a prior linear information about the unknown component in order to better estimate the model when existing estimation methods fail. This linear information is either translated by linear constraints, such as momenttype constraints or L-moments constraints (linear constraints over the quantile). The new method is based on ϕ−divergences and has a non classical form since the minimization is carried over both arguments of the divergence. The resulting estimators are proved to be consistent and asymptotically normal under standard assumptions. We show that using the Pearson's χ 2 divergence our algorithm has a linear complexity when the constraints are moment-type. Simulations on univariate and multivariate mixtures demonstrate the viability and the interest of our novel approach.
The importance of this model appears when we have no (good) idea about the distribution of one of the components of the mixture. For example in multiple testing procedures a mixture model with two components is used to model the (independent) p-values under the null and the alternative hypotheses. The distribution of the p-values under the null is uniform over [0, 1], but the distribution of the p-values under the alternative is unknown. Model (1) is then used in order to treat such problem and estimate the the local false discovery rate of Benjamini and Hochberg [1] ; see [2] and [3] . Model (1) can also be used in sequential clustering algorithms as a second step after having calculated the centers of the clusters; see [4] . Song et al. [4] considered a situation where the model of the current cluster p 1 is Gaussian with known location and unknown scale, whereas the distribution of the remaining clusters is represented by p 0 and is supposed to be unknown. Finally, Model (1) can also be regarded as a contamination model; see [5] or [6] for further applications of mixture models.
Model (1) was used in less generality than the context we are giving here above in the study of gene expression data coming from microarray analysis [2] by supposing that the density p 1 is fully known. An application to a bovine gestation mode comparison is performed in [7] where p 1 is known, p 0 is symmetric around an unknown μ and r = 1. In [8] , the authors studied a more general setup by considering θ unknown and applied model (1) on the Iris data by considering only the first principle component for each observed vector. Another application of model (1) in genetics can be found in [9] .
Several estimation methods were proposed in the aforementioned papers. A method was proposed in [7] and was later improved in [10] where the authors assume that the unknown density is symmetric around an unknown value μ and that the parametric component p 1 (.|θ) is fully known, i.e. θ is known. The idea behind their procedure is to calculate p 0 as a function of the other terms in equation (1) , then use the symmetry of p 0 to write F 0 (x) = 1 − F 0 (−x), where F 0 is the cumulative distribution function (cdf) of p 0 . They then use a suitable distance to compare between F 0 (x) and 1−F 0 (−x). The method as it is cannot be used in multivariate contexts. Besides, in univariate ones it is not possible to use such method when any of the two components of the mixture has a nonnegative support. Indeed, in this situation, the comparison should be done between F 0 (x) and 1 − F 0 (2μ − x). 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Besides, p 0 must have a compact support. In comparison to other proposed methods, this method has the advantage of possessing a solid theoretical basis. The resulting estimators of λ and p 0 (and also μ) are proved in [10] to be consistent and asymptotically Gaussian. Besides, the authors prove (see also [7] ) that the model becomes identifiable under further assumptions on the parametric component (we do not know if these results hold for the modification for positive-supported distributions). Two other estimation methods were proposed in [4] ; the π−maximizing method and an EM-type algorithm. The π−maximizing algorithm is a very interesting method based on the identifiability of model (1) when p 1 is a scale Gaussian model. The idea is that model (1) is not identifiable as long as the curve of λp 1 is under the curve of the whole mixture p. They use this idea to calculate λ by maximizing the quotient between p and p 1 . Asymptotic properties of this method were not studied, and the only theoretical justification is given in the Gaussian case and it is not clear how to generalize it. The method is still adaptable to multivariate situations. Their EM-type algorithm shares similarities with other existing approaches in the literature such as [3] , [9] and [11] . These algorithms estimate at each iteration the proportion of the parametric component as an average of weights attributed to the observations. The difference between these methods is in their way of calculating the vector of weights; see Section X for more details. EM-type methods are not based on the minimization of a criterion function as in [10] or [4] . Besides, their asymptotic properties are generally very difficult to establish. Finally, a Hellinger-based two-step directional optimization procedure was proposed in [8] ; a first step minimizes the divergence over p 0 and a second step minimizes over the parameters (λ, θ ). Their method seems to give good results, but the algorithm is very complicated and no explanation on how to do the calculation is given. Properties of the iterative procedure are not studied either.
All above methods were illustrated to work in specific situations when the parametric component is fully known or is a Gaussian distribution. A comparison among the methods proposed in [4] , [8] and [10] is illustrated on a two-component Gaussian data provided that the parametric component is fully known. As we add θ to the set of unknown parameters, i.e. the parametric component is not fully known, things become different. The symmetry method of [10] does not perform well unless the proportion of the unknown component (that is p 0 ) 1 − λ is high enough. This is not surprising since this method is based on the properties of the unknown component; hence it should be well estimated. On the contrary, other methods (EM-type methods and the π−maximizing one) perform well when the proportion of the parametric component λ is high enough.
It is important and of further interest that the estimation method takes into account possible unknown parameters in the parametric component p 1 . We believe that the failure of the existing methods to treat model (1) comes from the degree of difficulty of the semiparametric model itself. The use of a symmetric assumption made the estimation better in some contexts, but such assumption is still restrictive and cannot be applied on distributions with positive support or in multivaraite contexts. We need to incorporate other prior information about p 0 in a way that we stay in between a fully parametric settings and a fully semiparametric one. We thus propose a method which permits to add relatively general prior information. Such information needs to apply linearly on the distribution function of the unknown component such as moment-type information. For example, we may have an information relating the first and the second moments of p 0 such as x p 0 (x)dx = α and x 2 p 0 (x)dx = m(α) for some unknown α; see [12] and the references therein. Such information adds some structure to the model without precising the value of the moments. More examples will be discussed later on. In a second part, we propose a similar method which permits to incorporate alternative constraints preferred in the context of heavy-tailed distributions. These constraints apply on the quantile of the distribution and are called L-moments ( [13] ).
Unfortunately, the incorporation of linear constraints on the distribution function cannot be done directly in existing methods because the optimization will be carried over a (possibly) infinite dimensional space, and we need a new tool. Convex analysis offers a way using the Fenchel-Legendre duality to transform an optimization problem over an infinite dimensional space into the space of Lagrangian parameters (finite dimensional one). ϕ−divergences offer a way by their convexity properties to use this duality result when the constraints are linear. A complete study of this problem in the nonmixture case is done in [12] , [14] , and [15, Ch. 3] . We will exploit the results in these papers to build upon them a new estimation procedure which takes into account linear information over the unknown component's distribution.
The paper is organized as follows. Section II presents the general context of semiparametric models defined through linear constraints on the distribution function of the unknown component. Section III presents ϕ−divergences and some of their general properties. We show how we can estimate a semiparametric model defined through linear constraints using ϕ−divergences. Section IV introduces the semiparametric mixture model (1) when p 0 is defined through linear constraints on its distribution function. We introduce an algorithm which permits to estimate efficiently using ϕ−divergences the semiparametric mixture model. Identifiability and existence of a unique solution of the estimation methodology are also discussed. In Section V, we prove that our estimator is consistent and asymptotically normal under standard assumptions. In Section VI we present L-moments and semiparametric models defined through L-moments constraints. We define in Section VIII our semiparametric mixture model when the unknown component is defined through L-moments constraints. Section IX is devoted to the asymptotic properties of the resulting estimator. Finally, Section X is devoted to the illustration of the method on several mixture models in univariate and multivariate contexts and a comparison with existing methods which permits to show how the prior information can improve the estimation. The Appendix contains the proofs of the lemmas, propositions and theorems presented in the text.
II. MODELS DEFINED THROUGH LINEAR CONSTRAINTS ON THE DISTRIBUTION FUNCTION
We want to integrate linear information in the semiparametric mixture model (1) . The linear information is a set of linear constraints imposed on the unknown component. The objective is still to retrieve the true vector of parameters defining the model on the basis of a given i.i.d. sample X 1 , · · · , X n drawn from the mixture distribution P T .
We prefer to proceed step by step. We start with models which can be defined through a linear information. These models are not necessarily mixtures of distributions in this section. Besides, the constraints or the linear information will apply over the whole model, i.e. if the model is a mixture then the constraints apply over the whole mixture and not only over one component. We give in this section a brief idea of what the literature offers us to study and estimate such model. In the next section we will proceed to aggregate the two ideas, i.e. mixture models and semiparametric models defined through linear constraints, in order to introduce our semiparametric mixture model where a component is parametric (but not fully known) and a component is defined through linear constraints.
A. Definition and Examples
Denote M + the set of all probability measures (p.m.) defined on the same measurable space as P T , i.e. (R r , B(R r )).
Definition 1: Let X be a random variable taking values in R r distributed from a probability distribution P T 
where g : R r → R and m : A → R are known vectorvalued functions. This semiparametric linear model was studied by many authors; see [12] , [14] (with d P replaced by d P −1 the quantile measure), [16] (in the empirical likelihood context) and [17] (for finite population problems). It is possible in the above definition to make g depend on the parameter vector α, but we stay for the sake of simplicity with the assumption that g does not depend on α. The theoretical approach we present in this paper remains valid if g depends on α with slight modifications on the assumptions and more technicalities in the proofs. Example 1: A simple and standard example is a model defined through moment constraints. Let P T be the Weibull distribution whose density function is p T 
with scale a * and shape b * . We define M + α with α = (a, b) ∈ (0, ∘) 2 to be the set of all probability measures whose first three moments are given by:
The set M + α * is a "neighborhood" of probability measures of the Weibull distribution P T . It contains all probability measures a.c. w.r.t. the Weibull mixture P T and which share the first three moments with it. The union of the sets M + α contains all probability measures whose first three moments share the same analytic form as a Weibull distribution. If the true distribution P T verifies the set of constraints (2) for some α * , then the set
constitutes a "neighborhood" of probability measures of P T . Generally, one would rather consider the larger "neighborhood" defined by
because the value of α * is unknown and needs to be estimated. The estimation procedure aims at finding α * the ("best") vector for which P T ∈ M + α * . This is generally done by either solving the set of equations (2) defining the constraints for Q replaced by (an estimate of) P T or by minimizing a suitable distancelike function between the set M and (an estimate of) P T . In other words, we search for the "projection" of P T on M. Solving the set of equations (2) is in general a difficult task since it is a set of nonlinear equations. In the literature, similar problems were solved using the Fenchel-Legendre duality; see [12] and [14] .
In the next section, we present the approach proposed in [12] which will be the basis for estimating our semiparametric mixture model. We recall the notion of a ϕ−divergence and present the duality result which permits to estimate a semiparametric model efficiently using a ϕ−divergence.
III. ESTIMATION OF A SEMIPARAMETRIC MODEL USING ϕ-DIVERGENCES AND THE DUALITY TECHNIQUE
A. ϕ-Divergences: Definitions and General Properties ϕ-divergences are measures of dissimilarities. They were introduced independently in [18] (as " f -divergences") and [19] . Let P be a probability measure and Q be a finite signed measure defined on (R r , B(R r )) such that Q is a.c. w.r.t. P. Let ϕ : R → [0, +∘] be a proper convex function with ϕ(1) = 0 and such that its
The ϕ-divergence between Q and P is defined by
where d Q d P is the Radon-Nikodym derivative. When Q is not a.c. w.r.t. P, we set D ϕ (QP) = +∘. When, P = Q then D ϕ (QP) = 0. Furthermore, if the function x → ϕ(x) is strictly convex on a neighborhood of x = 1, then
Several standard statistical divergences can be expressed as ϕ−divergences. The Pearson's χ 2 is a ϕ−divergence with ϕ(x) = (x − 1) 2 and is defined by
The Hellinger, the Neymann's χ 2 , and the (modified) Kullback-Leibler can also be written as ϕ−divergences with ϕ from the class of Cressie-Read, also known as "power divergences" (see [20] ), defined by
for γ = 1 2 , −2 respectively, and when γ → 0 and γ → 1. We denote ϕ 0 (t) = − log(t) + t − 1 for the likelihood divergence and ϕ 1 (t) = t log(t)−t+1 for the Kullback-Leibler. More details and properties can be found in [21] or [22] . When function ϕ is not defined on (−∘, 0), we extend the definition of ϕ γ to the whole real line by attributing the value +∘ when x is negative.
Estimators based on such a tool were developed in the parametric (see [23] , [24] , [25] , [26] ) and the semiparametric settings (see [12] and [14] ). In all these methods, the ϕ−divergence is calculated between a model Q and a true distribution P T . We search our estimators by making the model approach 1 the true distribution P T . In this paper, we provide an original method where the minimization is done over both arguments of the divergence in a way that the two arguments approach one another for the sake of finding a suitable estimator. 2 In completely nonparametric setup, we may mention the work of Karunamuni and Wu [28] on two component mixture models when both components are unknown. The authors use the Hellinger divergence, and assume that we have in hand a sample from each component and a sample drawn from the whole mixture. For regression of nonparametric mixture models using the Hellinger divergence; see [29] .
The following definitions concern the notion of ϕ-projection of a probability measure over a set of finite signed measures. Let M be the space of finite signed measures.
Definition 2: Let M be some subset of M. The ϕ-divergence between the set M and some probability measure P, noted as D ϕ (MP), is given by
Furthermore, we define the ϕ−divergence between a subset of M, say M, and a subset of M + (the set of all probability measures), say N by
Definition 3: Assume that D ϕ (MP) is finite. A measure Q * ∈ M which verifies D ϕ (Q * P) ≤ D ϕ (QP), for all Q ∈ M 1 More accurately, we project the true distribution on the model. 2 There still exists some work in computer vision using ϕ−divergences where the minimization is done over both arguments of the divergence; see [27] . The work concerns a parametric setup in discrete models.
is called a ϕ-projection of P onto M. This projection may not exist, or may not be defined uniquely.
The essential tool we need from a ϕ−divergence is its characterization of the projection of some probability measure P onto a set M of finite signed measures. Such characterization will permit to transform the search of a projection in an infinite dimensional space to the search of a vector δ in R .
B. Estimation of the Semiparametric Model Using ϕ-Divergences and the Duality Technique
Estimation of the semiparametric model using ϕ−divergences is summarized by the following optimization problem:
where M α is given by
We are, then, searching for the projection of P T on the set M = ∪ α M α . We are more formally interested in the vector α * for which the projection of P T on M belongs to the set M α * . Notice that the sets M α need to be disjoint so that the projection cannot belong to several sets in the same time.
The magical property of ϕ−divergences stems from their characterization of the projection of a probability measure P onto a set M of finite signed measures; see [30, Th. 3.4] . Such characterization permits to transform the search of a projection in an infinite dimensional space into the search of a vector δ in R through the duality of Fenchel-Legendre and thus simplify the optimization problem (7) . Note that [30, Th. 3.4 ] provides a formal characterization of the projection, but we will only use it implicitly.
Let ϕ be a strictly convex function which verifies the same properties mentioned in the definition of a ϕ−divergence; see paragraph III-A. The Fenchel-Legendre transform of ϕ, say ψ is defined by
We are concerned with the convex optimization problem
We associate to (P) the following dual problem
We require that ϕ is differentiable. Assume furthermore that |g i (x)|d P T (x) < ∘ for all i = 1, . . . , and there exists some measure Q T a.c. w.r.t. P T such that D ϕ (Q T P T ) < ∘. According to in [12, Proposition 4.2] (see also [30, Th. 5.1] and [14, Proposition 26] for the case of σ -finite measures) we have a strong duality attainment, i.e. (P) = (P * ). In other words,
The estimation procedure of the semiparametric model (7) is now simplified into the following finite-dimensional optimization problem
This is indeed a feasible procedure since we only need to optimize a real function over R . Examples of such procedures can be found in [12] , [30] , [31] , [14] and the references therein. Robustness of this procedure was studied theoretically in [32] .
We cite from the paper of Broniatowski and Keziou [12] the following remarks on the use of signed measures in estimation contexts. is then recommended. Now that all notions and analytical tools are presented, we proceed to the main objective of this part of the paper; semiparametric mixtures models. The following section defines such models and presents a method to estimate them using ϕ−divergences. We study after that the asymptotic properties of the vector of estimates.
IV. SEMIPARAMETRIC TWO-COMPONENT MIXTURE MODELS WHEN ONE COMPONENT IS DEFINED THROUGH LINEAR CONSTRAINTS

A. Definition and Estimating Methodology
Definition 4: Let X be a random variable taking values in R r distributed from a probability measure P. We say that P(.|φ) with φ = (λ, θ, α) ∈ ⊂ R d+s+1 is a two-component semiparametric mixture model subject to linear constraints if it can be written as follows:
for λ ∈ (0, 1) the proportion of the parametric component, θ ∈ ⊂ R d a set of parameters defining the parametric component, α ∈ A ⊂ R s is the constraints parameter vector and finally m(α) = (m 1 (α), · · · , m (α)) is a vector-valued function determining the value of the constraints.
The identifiability of the model was not questioned in the context of Section II because it suffices that the sets M α are disjoint (the function m(α) is one-to-one). However, in the context of this semiparametric mixture model, identifiability cannot be achieved only by supposing that the sets M α are disjoint.
Definition 5: We say that the two-component semiparametric mixture model subject to linear constraints is identifiable if it verifies the following assertion. If
with P 0 ∈ M α ,P 0 ∈ Mα, then λ =λ, θ =θ and P 0 =P 0 (and hence α =α). This is the same identifiability concept considered in [7] where the authors exploited their symmetry assumption over P 0 and built a system of moments equations. They proved that if P 1 is also symmetric, then equation (13) has two solutions, otherwise it has three solutions. Their idea appears here in a natural way in order to prove the identifiability of our semiparametric mixture model (12) .
Proposition 1: For a given mixture distribution P T = P(.|φ * ), suppose that the system of equations:
has a unique solution (λ * , θ * , α * ). Then, equation (13) has a unique solution, i.e. λ =λ, θ =θ and P 0 =P 0 , and the semiparametric mixture model P T = P(.|φ * ) is identifiable. The proof is deferred to Appendix XI-A. Notice that in order for the mixture model to be identifiable in the sense of Definition 4, the previous proposition must be fulfilled for any φ * in .
Example 2 (Semiparametric Two-Component Gaussian Mixture): Suppose that P 1 (.|θ) is a Gaussian model N (μ 1 , 1) and denote its density function p 1 . We use a similar notation for the probability density function of the mixture and the unknown component, namely p(.|φ * ) and p 0 . Suppose also that the set of constraints is defined through density functions as follows:
We want to study the identifiability of the two-component semiparametric Gaussian mixture whose unknown component P 0 shares the first two moments with the Gaussian distribution N (μ * 0 , 1) for a known μ * 0 . Using Proposition 1, it suffices to study the system of equations
Recall that x p(x|μ * 1 , μ * 0 , λ * )dx = λ * μ * 1 + (1 − λ * )μ * 0 and
The first equation in the previous system entails that:
The second equation gives:
The nonlinear system of equations (14, 15 ) has a solution for
and check if there are other solutions. The system (14, 15) implies:
This entails that
Hence, μ 1 = μ * 1 which contradicts what we have assumed. Thus μ 1 = μ * 1 , λ = λ * is the only solution. We conclude that if μ * 0 is known and that we impose two moments constraints over p 0 , then the semiparametric two-component Gaussian mixture model is identifiable.
Notice that imposing only one condition on the first moment is not sufficient since any value of λ ∈ (0, 1) would produce a corresponding solution for μ 1 in equation (14) . We therefore are in need for the second constraint. Notice also that if λ = λ * , then μ 1 = μ * 1 . This means that, by continuity of Equations (14, 15) over (λ, μ 1 ), if λ is replaced by an estimator close enough to λ * , then μ 1 would be estimated near μ * 1 . This may represent a remedy if we could not impose but only one moment constraint.
B. An Algorithm for the Estimation of the Semiparametric Mixture Model When the Unknown Component Is Defined Through Linear Constraints on Its Distribution Function
We have seen in paragraph III-B that it is possible to use ϕ−divergences to estimate a semiparametric model as long as the constraints apply over P(.|φ), i.e. the whole mixture. In our case, the constraints apply only on one component of the mixture, that is P 0 . It is thus reasonable to consider a "model" expressed through P 0 instead of P. We have:
Denote P T = P(.|φ * ) with φ * = (λ * , θ * , α * ) the distribution which generates the observed data. Denote also P * 0 the true semiparametric component of the mixture P T . The only information we hold about P * 0 is that it belongs to a set M α * for some (possibly unknown) α * ∈ A. Besides, it verifies
We would like to retrieve the value of the vector φ * = (λ * , θ * , α * ) provided a sample X 1 , · · · , X n drawn from P T and that P * 0 ∈ ∪ α M α . Consider the set of probability measures
Notice that P * 0 belongs to this set for λ = λ * and θ = θ * . On the other hand, P * 0 is supposed, for simplicity, to belong to the union ∪ α∈A M α . We may now write,
If we suppose now that the intersection N ∪ α∈A M α contains only one element which would be a fortiori P * 0 , then it is very reasonable to consider an estimation procedure by calculating some "distance" between the two sets N and ∪ α∈A M α . Such distance can be measured using a ϕ−divergence by (which according to Definition 2 is equal to zero):
We may reparametrize this distance using the definition of N . Indeed,
Here, the optimization is carried over the couples (λ, θ ) for which the measure 1 1−λ P T − λ 1−λ P 1 (.|θ) is positive (so it is a probability measure (p.m.)). Define the set
If we still have P * 0 as the only (probability) measure which belongs to both N and ∪ α M α , then the argument of the infimum in (19) is none other than (λ * , θ * , α * ). In other words
It is important to notice that if P * 0 / ∈ ∪M α , then the procedure still makes sense. Indeed, we are searching for the best (according to the ϕ−divergence) measure of the form 1 1−λ P T − λ 1−λ P 1 (.|θ) which verifies the constraints. The best means that we are searching for an infimum of the ϕ−divergence.
C. The Algorithm in Practice: Estimation Using the Duality Technique and Plug-In Estimate
The Fenchel-Legendre duality permits to transform the problem of minimizing under linear constraints in a possibly infinite dimensional space into an unconstrained optimization problem in the space of Lagrangian parameters over R +1 , where + 1 is the number of constraints. We will apply the duality result presented earlier in paragraph III-B on the inner optimization in equation (19) . Redefine the function m (see (12) ) as m(α) = (m 0 (α), m 1 (α), · · · , m (α)) where m 0 (α) = 1. We have:
Inserting this result in (20) gives that:
The right hand side can be estimated on the basis of an n−sample drawn from P T , say X 1 , · · · , X n , by a simple plugin of the empirical measure P n . Before we proceed to the final step, it is interesting to notice that the characterization of the set ++ is difficult; see Remark 4 below. We will show that we can carry out the optimization over the whole set . Let H (φ, δ ) be the objective function in the previous optimization problem. In other words
Define the set
Notice that for any φ ∈ \ + , we have sup δ H (φ, δ ) = ∘, thus these vectors do not participate in the calculus of the infimum over φ afterwords. Let us concentrate now on the vectors inside the set
This supremum exists and is uniquely defined because δ → H (φ, δ ) is strictly concave. Notice that for any φ ∈ + , we have:
The last line is due to the fact that ψ(0) = 0. On the other hand, we easily have φ * ∈ ++ ⊂ + . Moreover, at φ * we have a duality attainment in the sense that:
The final line comes from our hypothesis that the probability measure P * 0 = 1 1−λ * P T − λ * 1−λ * P 1 (.|θ * ) verifies the constraints for α = α * , i.e. P * 0 ∈ M α * . We thus have proved that φ * is a global infimum of φ → H (φ, δ(φ)) over + . Since H (φ, δ ) = ∘ for any φ ∈ \ + , we can write that:
We may now state our estimator by a simple plug-in of the empirical measure in the previous display.
This is a feasible procedure in the sense that we only need the data, the set of constraints, the model of the parametric component and finally an optimization algorithm (CG, BFGS, SANA, Nelder-Mead,etc) in order to produce an estimate of the true vector of parameters φ * . Remark 1: It is straightforward that the set + of effective parameters in the optimization problem (21) is not empty since it contains φ * . For the case of the optimization problem (22) , the effective set of parameters + n defined by:
where:
does not necessarily contain φ * for a finite n. It is important to show that it is not void. Indeed, define the set ++ n similarly to ++ ++ n = {φ ∈ , s.t.
Besides, for a fixed θ , for values of λ near zero, the influence of P 1 disappears since λ 1−λ becomes negligible. Thus the measure 1 1−λ P n − λ 1−λ P 1 (.|θ) becomes automatically positive and thus a probability measure. Hence, ++ n is not empty and so does + n . In the general case scenario when λ is supposed to be lowerbounded far from zero, the previous argument may not hold, and a more profound study of the objective function H (φ, δ ) is needed. For example, in case δ → H n (φ, δ ) is differentiable, we can use Sylvester's rule to check if the Hessian matrix is negative definite for some (or any) φ in a neighborhood of an initial guess of φ * .
Example 3 (Chi Square): Consider the χ 2 divergence for which ϕ(t) = (t − 1) 2 /2. The Convex conjugate of ϕ is given by ψ(t) = t 2 /2 + t. For (λ, θ, α) ∈ , we have:
It is interesting to note that the supremum over δ can be calculated explicitly. Clearly, the optimized function is a polynomial of δ and thus infinitely differentiable. The Hessian matrix is equal to − where:
is positive, then is symmetric positive definite (s.p.d.) and the Hessian matrix is symmetric negative definite (s.n.d.). Consequently, the supremum over δ is ensured to exist. If it is a signed measure, then the supremum might be infinity. We may now write:
if is s.p.d. For the empirical criterion, we define similarly n by
The solution to the corresponding supremum over δ is given by
D. Uniqueness of the Solution "Under the Model"
By a unique solution we mean that only one measure, which can be written in the form of 1 1−λ P T − λ 1−λ P 1 (.|θ), verifies the constraints with a unique triplet (λ * , θ * , α * ). The existence of a unique solution is essential in order to ensure that the procedure (20) is a reasonable estimation method. We provide next a result ensuring the uniqueness of the solution. The idea is based on the identification of the intersection between the set N (see (17) ) and the constraints M. The proof is deferred to Appendix XI-B.
Proposition 2: Assume that P * 0 ∈ M = ∪ α M α . Suppose also that: 1) the system of equations:
for i = 1, · · · , has a unique solution (λ * , θ * , α * ); 2) the function α → m(α) is one-to-one; 3) for any θ ∈ we have :
then, the intersection N ∩ M contains a unique measure P * 0 , and there exists a unique vector (λ * , θ * , α * ) such that P T = λ * P 1 (.|θ * )+(1−λ)P * 0 where P * 0 is given by (16) and belongs to M α * .
Note that assumption 1 does not imply assumption 2 and they are both required in this proposition. The uniqueness of the solution in assumption 1 means that given the distribution P T and a set of constraints defined through g, there is a unique vector (λ * , θ * , α * ) which solves the set of equations. This implies that any α such that m(α) = m(α * ) is a fortiori equal to α * . This is not sufficient for m(α) to become one-to-one which is required in assumption 2. There is no general result for a nonlinear system of equations to have a unique solution; still, it is necessary to ensure that ≥ d + s + 1, otherwise there would be an infinite number of probability measures in the intersection N ∪ α∈A M α . Thus, in practice it is necessary to at least impose a number of constraints more than the number of parameters we wish to estimate.
Remark 2: Assumptions 3 and 4 in Proposition 2 are used to prove the identifiability of the "model"
. Thus, according to the considered situation we may find simpler ones for particular cases (or even for the general case). Our assumptions remain sufficient but not necessary for the proof. Note also that similar assumption to 3 can be found in the literature on semiparametric mixture models; see [7, Proposition 3] . We can imagine the case of a semiparametric mixture model with a Gaussian parametric component with unknown mean. Besides, the unknown component could have a heavier tail such as an exponential model. Example 4: One of the most popular models in clustering is the multivariate Gaussian mixture model. Suppose that we have two classes. Linear discriminant analysis (LDA) is based on the hypothesis that the covariance matrix of the two classes is the same. Let X be a random variable which takes its values in R 2 and is drawn from a mixture model of two components. In the context of LDA, the model has the form:
with:
We would like to relax the assumption over the second component by keeping the fact that the covariance matrix is the same as the one of the first component. We will start by imposing the very natural constraints on the second component.
,
These constraints concern only the fact that the covariance matrix is the same as the one of the Gaussian component (the parametric one). In order to see whether this set of constraints is sufficient for the existence of a unique measure in the intersection N ∩M, we need to write the set of equations corresponding to (26) in Proposition 2.
The number of parameters is 7, and we only have 5 equations. In order for the problem to have a unique solution, it is necessary to either add two other constraints with higher moments or to consider for example μ 1 = (μ 1,1 , μ 1,2 ) to be known. 3 Other solutions exist, but depend on the prior information. We can add higher order constraints. We may also imagine an assumption (if the prior information provides it) of the form μ 1,1 = aμ 1,2 and μ 2,1 = bμ 2,2 for given constants a and b. This is only artificial and can be replaced 3 or estimated by another procedure such as k−means.
according to the problem considered by a more interesting proposal.
The gain from relaxing the normality assumption on the second component is that we are building a model which is not constrained to a Gaussian form for the second component, but rather to a form which suits the data by staying in a neighborhood of the Gaussian distribution. The price we pay is the number of relevant constraints that we need to find and which must be at least equal to the number of unknown parameters.
V. ASYMPTOTIC PROPERTIES OF THE NEW ESTIMATOR
A. Consistency
The double optimization procedure defining the estimator φ defined by (22) does not permit us to use M-estimates methods to prove the consistency. In [15, Proposition 3.7] and [26, Proposition 3.4] , the authors propose a method which can simply be generalized to any double optimization procedure since the idea of the proof slightly depends on the form of the optimized function. In order to restate this result here and give an exhaustive and a general proof, suppose that our estimatorφ is defined through the following double optimization procedure. Let H and H n be two generic functions such that H n (φ, δ ) → H (φ, δ ) in probability for any couple (φ, δ ). Defineφ and φ * as follows:
We adopt the following notation:
The following theorem provides sufficient conditions for consistency ofφ towards φ * . This result will then be applied to the case of our estimator. Consider the following assumptions: A1. the estimateφ exists a.s. (even if it is not unique); A2. sup δ,φ |H n (φ, δ ) − H (φ, δ )| tends to 0 in probability; A3. for any φ, the supremum of H over δ is unique and
In assumption A4, we suppose the existence and uniqueness of φ * . It does not, however, imply the uniqueness ofφ. This is not a problem for our consistency result. The vectorφ may be any point which verifies the minimum of function φ → sup δ H n (φ, δ ). Our consistency result shows that all vectors verifying the minimum of φ → sup δ H n (φ, δ ) converge to the unique vector φ * . We also prove an asymptotic normality result which shows that even ifφ is not unique, all possible values should be in a neighborhood of radius
The following lemma establishes a uniform convergence result for the argument of the supremum over δ of function H n (φ, δ ) towards the one of function H (φ, δ ). It constitutes a first step towards the proof of convergence ofφ towards φ * . The proof is deferred to Appendix XI-C.
Lemma 1: Assume A2 and A3 are verified, then
We now state our consistency theorem. The proof is deferred to Appendix XI-D.
Theorem 1: Assume that A1-A5 are verified, thenφ tends to φ * in probability.
Let's now go back to our optimization problem (22) in order to simplify the previous assumptions. First of all, we need to specify functions H and H n . Define the function h as follows.
The functions H and H n can now be defined through h by
Theorem 2: Assume that A1, A4 and A5 are verified for replaced by + . Suppose also that
then the estimator defined by (22) is consistent. The proof is deferred to Appendix XI-D. Assumption A5 could be handled using Lebesgue's continuity theorem if one finds a P T −integrable functionh such that |ψ δ t g(z) | ≤ h(z). This is, however, not possible in general unless we restrain δ to a compact set. Otherwise, we need to verify this assumption according the situation we have in hand; see example 5 below for more details. The uniform limit (27) can be treated according to the divergence and the constraints which we would like to impose. A general method is to prove that the class of functions
19.2] and the examples therein.
Remark 3: Under suitable differentiability assumptions, the set + defined earlier can be rewritten as
is the Hessian matrix of function δ → H (φ, δ ) and is given by
The problem with using the set + is that if we take a point φ in the interior of , there is no guarantee that it would be an interior point of + . This will impose more difficulties in the proof of the asymptotic normality (when differentiating) since it is more natural to impose assumptions on the space of parameters instead of an unknown (since P T is unknown) set which is + . We prove in the next proposition that this is however true for φ * . Besides, the set + is open as long as int is not void. The proof is deferred to Appendix XI-F.
is negative definite and thus δ(φ) exists and is finite.
Proof: The first part of the corollary is an immediate result of Proposition 3 and the continuity of function φ → δ(φ) over int( + ). The implicit functions theorem permits to conclude that δ(φ) is continuously differentiable over int( + ). The second part is an immediate result of [33, Example 19.7] .
This corollary suggests that in order to prove the consistency ofφ, it suffices to restrict the values of φ on + and the values of δ on δ(int( + )) in the definition ofφ (22) . Besides, since {x → ψ δ t g(x) , δ ∈ δ(int( + ))} is a Glivenko-Cantelli class of functions w.r.t. P T , the uniform limit (27) is verified by the Glivenko-Cantelli theorem.
Remark 4: There is a great difference between the set + where J H is s.n.d. (see Remark 3) and the set ++ where only
Indeed, there is a strict inclusion in the sense that if 1 1−λ d P T − λ 1−λ d P 1 is a probability measure, then J H is s.n.d., but the inverse does not hold. Figure 1 shows this difference. Furthermore, it is clearly simpler to check for a vector φ if the matrix J H is s.n.d. It suffices to calculate the integral 4 (even numerically) and then use some rule such as Sylvester's rule to check if it is negative definite; see the example below. However, in order to check if the measure 1 1
Remark 5: The previous remark shows the interest of adopting a methodology based on the larger set + . We have a larger and better space to search inside for the triplet (λ * , θ * , α * ). For example, in Figure 1 , the optimization algorithm which tries to solve (22) gets stuck if we only search in the set of parameters for which 1 1−λ d P T − λ 1−λ d P 1 is a probability measure. This does not happen if we search in the set + . Moreover, even if the algorithm returns a triplet (λ,θ,α) for which the semiparametric component P 0 =
is not a probability measure, it should not mean that the procedure failed. This is because we are looking for the parameters and not to estimate P 0 . Besides, if we are Fig. 1 . The difference between the set ++ where 1 1−λ d P T − λ 1−λ d P 1 is positive (Fig (b) ) and the set + (Fig (a) ) in a Weibull-LogNormal mixture.
interested in P 0 , it is possible to threshold the negative values (if they exist) from the density function and then regularize it so that it integrates to one; see [34] for more details. Example 5 (χ 2 Case): Consider the case of a twocomponent semiparametric mixture model where P 0 is defined through its first three moments. In other words, the set of constraints M α is given by
We have already seen in Example 3 that if ψ(t) = t 2 /2 + t, the Pearson's χ 2 convex conjugate, then the optimization over δ can be solved and the solution is given by
A simple calculus shows that:
The solution holds for any φ ∈ int( + ). The continuity assumption A5 over δ → H (φ, δ ) is simplified here because function H is a polynomial of degree 2. We have:
Regularity of function φ → δ(φ) (continuity and differentiability) is directly related to the regularity of the moments of P 1 (.|θ) with respect to θ . If M (1) i is continuous with respect to θ and m(α) is continuous with respect to α, then the existence of φ * becomes immediate as long as the set is compact.
If φ * is an interior point of , then Proposition 3 and Corollary 1 apply. Thus int( + ) is non void and the class {x → ψ δ t g(x) , δ ∈ δ(int( + ))} is a Glivenko-Cantelli class of functions w.r.t. P T . Assumption A4 remains specific to the model we consider.
The previous calculus shows that our procedure for estimatingφ can be done efficiently and the complexity of the calculus does not depend on the dimension of the data. Besides, no numerical integration is needed. Empirical moments can be calculated once and for all whereas moments of the parametric part can be calculated using direct formulas available for a large class of probability distributions.
B. Asymptotic Normality
We will suppose that the model P 1 (.|φ) has a density p 1 (.|φ) with respect to the Lebesgue measure which is of class C 2 (int( + )) and that ψ is C 2 (R). Recall that ψ is the convex dual of function ϕ defined by (8) . In order to simplify the formula below, we suppose that ψ (0) = 1 and ψ (0) = 1. These are not restrictive assumptions and can be relaxed. Recall that they are both verified in the class of Cressie-Read functions (5) .
Define the following matrices:
Recall the definition of + and define similarly the set + n (s.p.d. refers to symmetric positive definite)
These two sets are the feasible sets of parameters for the optimization problems (20) and (22) respectively. In other words, outside the set + , we have H (φ, δ(φ)) = ∘. Similarly, outside the set + n , we have H n (φ, δ n (φ)) = ∘. Denote B(φ * ,r ) the ball of center φ * and radiusr .
Theorem 3: Suppose that:
where H and P are given by formulas (32) and (33) .
The proof is deferred to Appendix XI-G. Assumption 3 entails the differentiability of function H n (δ, φ) almost surely up to second order with respect to δ whatever the value of φ in a neighborhood of φ * . Assumption 4 entails the differentiability of function H n (δ, φ) almost surely up to second order with respect to θ in a neighborhood of θ * inside δ(B(φ * ,r )). Finally, assumption 5 implies the cross-differentiability of function H n (δ, φ) almost surely with respect to δ and θ . Differentiability assumptions in Theorem 3 can be relaxed in the case of the Pearson's χ 2 since all integrals in functions H n and H can be calculated. Our result covers the general case and thus we need to ensure differentiability of the integrals using Lebesgue theorems which require the existence of integrable functions which upper bound the integrands. This theorem has several important roles. The asymptotic normality result shows that for sufficiently large n we are sure that our estimator, even if it is not unique, is inside a ball centered at φ * with a radius proportional to 1/ √ n. Besides, the limiting law permits to construct confidence intervals and build test statistics related to the true vector of parameters φ * .
VI. SEMIPARAMETRIC MODELS DEFINED THROUGH L-MOMENTS CONSTRAINTS
The use of linear constraints on the distribution function of P 0 such as moment-type constraints is not suitable for heavy tailed distributions. Besides, we may encounter distributions whose moments of order 2 or higher do not exist. A search for more relevant moment-type constraints is then needed. L-moments have become classical tools alternative to central moments for the description of dispersion, skewness and kurtosis of a univariate heavy-tailed distribution. Distributions such as the lognormal, the Pareto and the Weibull distributions are standard examples of such distributions. The use of L-moments is increasing since their introduction by Hoskings [13] . One of the main interests of L-moments is that they can be defined as long as the expectation of the random variable exists. L-moments have been widely considered in hydrology; see [35] , [36] and [37] , in signal processing; see [38] , and in regional frequency analysis see [39] and [40] . Unfortunately, the incorporation of L-moments constraints cannot be done directly in the context of the first part of this paper because L-moments are not linear functionals in the distribution function as we will see in the next paragraph. Thus, duality techniques which were employed in Section IV cannot be used and a new methodology needs to be introduced. Notice that L-moments are only defined in the univariate context. Several generalizations to the multivariate context have been proposed, but there is still no unified way to do it; see [41] and [42] among others.
Decurninge and Broniatowski [14] proposed semiparametric estimation for models defined through L-moments conditions and showed their efficiency especially in misspecification contexts in comparison to other estimation procedures. We will combine their methodology with the procedure presented in the first part of this paper, and build a new estimation procedure which takes into account L-moments constraints over the unknown component's distribution instead of moment-type constraints.
In this section, we present a definition of a semiparametric model subject to L-moments constraints. An essential part to begin with is the definition of L-moments. We will keep this part brief and one can consult [14] , [43, Ch. 1] or [13] for more details.
We recall two important notions; the quantile function and the quantile measure. Let F be a cumulative distribution function (cdf) defined on R. Denote by F −1 (u) for u ∈ (0, 1) the associated quantile function of the cdf F defined by
In this section, we suppose that E|X| < ∘ and |x|d F(x) < ∘. We adopt the standard notation for cumulative distribution functions and measures, i.e. a measure P has a cdf F, a density p with respect to the Lebesgue measure and a quantile measure F −1 , and a measure Q has a cdf Q, a density q with respect to the Lebesgue measure and a quantile measure Q.
A. L-Moments: Definition and First Properties
Let X 1:n < . . . < X n:n be the order statistics associated to the sample X 1 , · · · , X n . Thus, X k:n denotes the k th smallest value in the sample.
Definition 6: The L-moment of order r , denoted λ r , r = 1, 2, . . . is defined as a linear combination of the expectation of order statistics:
If F is continuous, then the expectation of the j -th order statistic is given by
In particular, the first three L-moments are
Using formula (36), L-moments can be expressed using the quantile function F −1 (see [43, Proposition 1.1]) as follows:
where L r is the shifted Legendre polynomial of order r and is given by
Moreover, for r ≥ 2:
where
is the integrated shifted Legendre polynomial. Notice that L-moments are polynomials in the cdf (due to (36) ) and linear in the quantile measure (due to (37)).
B. Semiparametric Linear Quantile Models (SPLQ)
SPLQ models were introduced by [14] (see also [43] ). The definition uses the quantile measure instead of the distribution function. It is possible to define semiparametric models subject to L-moments constraints using the distribution function. However, their estimation would be very difficult or even impossible because the constraints are not linear in the distribution function. They are instead linear in the quantile measure. This will become clearer as we go further in this subject. Denote 
Example 6 ( [43] ): Consider the model which is the family of all the distributions of a r.v. X whose second, third and fourth L-moments satisfy
for σ > 0, ν > 0. These distributions share their first L-moments of order 2, 3 and 4 with those of a Weibull distribution with scale and shape parameters σ , ν. Following the notations of Definition 7, α = (ν, σ ).
In SPLQ models, the objective is to estimate the value of α * for which the true quantile measure F −1 T of the data belongs to M α * on the basis of a sample X 1 , · · · , X n . The estimation procedure is generally done by either solving the set of equations defining the set M or by minimizing a suitable distance-like function between the set M and some estimator of F −1 T based on an observed sample. In other words, we search for the "projection" of F −1 T on M.
VII. ESTIMATION OF SPLQ MODELS USING ϕ-DIVERGENCES
We defined ϕ−divergences between a finite signed measure and a probability measure previously in paragraph III-A. The definitions and the properties mentioned in that paragraph hold also when the ϕ−divergence is calculated between two σ −finite measures. We therefore will use ϕ−divergences here in this part without repeating the same definitions and properties for σ −finite measures.
A. Estimation of SPLQ Models Using ϕ-Divergences and the Duality Technique
Estimation of SPLQ models using ϕ−divergences is summarized by the following optimization problem:
In other words, we are looking for the projection of The estimation procedure (39) is not feasible because it concerns the minimization over a subset of possibly infinite dimensional space. The duality technique presented in Section III permits to transform the calculus of the projection from an optimization problem over a possibly infinite dimensional space into an optimization problem over R −1 , where − 1 is the number of constraints defining the set M α . We recall briefly this technique by applying it directly in the context of quantile measures. Define K (u) = (K 2 (u), · · · , K ) where K r is defined for r ∈ {2, · · · , } by formula (38) . Corollary 1.1 from [43] states the following. If there exists some
This formula permits to build a plug-in estimate for α by considering a sample X 1 , · · · , X n ( [43, Remark 1.15])
Asymptotic properties of this estimator were studied in [14] (see also [43, Theorems 1.2 and 1.3] ). This plug-in estimate is very interesting in its own, because it does not need any numerical integration. Besides, if we take ϕ to be the χ 2 generator, i.e. ϕ(t) = (t − 1) 2 /2 whose convex conjugate is ψ(t) = t 2 /2+t, the optimization over δ can be solved directly; see [43, Example 1.12] . We will get back to this interesting case study later on. Now that all necessary notions and analytical tools are presented, we proceed to the objective of this part; semiparametric mixtures models under L-moments constraints. The following section defines such models and presents our proposed method to estimate them using ϕ−divergences. It follows then the plug-in estimates and their asymptotic properties.
VIII. SEMIPARAMETRIC TWO-COMPONENT MIXTURE MODELS WHEN ONE COMPONENT IS DEFINED THROUGH L-MOMENTS CONSTRAINTS
A. Definition and Identifiability
Definition 8: Let X be a random variable taking values in R distributed from a probability measure P whose cdf is F. We say that P(.|φ) with φ = (λ, θ, α) is a two-component semiparametric mixture model subject to L-moments constraints if it can be written as follows:
for λ ∈ (0, 1) the proportion of the parametric component, θ ∈ ⊂ R d a set of parameters defining the parametric component, α ∈ A ⊂ R s the constraints parameter, K = (K 2 , ..., K ) defined through formula (38) and finally m(α) = (m 2 (α), · · · , m (α)) a vector-valued function determining the values of the L-moments.
Notice that m(α) must contain the negative values of the L-moments due to equation (37), i.e m r (α) = −λ r (α). In this definition, it may appear that we have mixed quantiles with probabilities. This is however necessary in order to show the structure of the mixture model which generates the data. This structure is uniquely defined through the distribution function and does not have a "proper" writing using the quantile measure. In general, there is no simple analytical formula which gives the quantile of a mixture model (except for the case of disjoint components), and in practice, statisticians use approximations to calculate the quantile of a mixture model. Thus, working with the quantiles will make us lose the linearity property relating the two components with the mixture's distribution. In the context of Section IV, this linearity played an essential role in the estimation procedure and simplified the calculus of the estimator on several levels. We will get back to this idea later on, and a "partial" solution will be proposed in order to get back to work with the cdf instead of its quantile. It is important to recall that the use of quantiles in the definition of semiparametric models subject to L-moments constraints stems from the fact that the constraints are linear functionals in the quantiles. Thus, an estimation procedure which employs the quantiles instead of the distribution function can be solved using the Fenchel-Legendre duality in a similar way to paragraph VII-A.
The identifiability of the model was not questioned in the context of SPLQ models because it suffices that the sets M α are disjoint (the function m(α) is one-to-one). However, in the context of this semiparametric mixture model, identifiability cannot be achieved only by supposing that the sets M α are disjoint.
Definition 9: We say that the two-component semiparametric mixture model subject to L-moments constraints is identifiable if it verifies the following assertion. If
with
This is the same identifiability concept considered earlier in Definition 5.
Proposition 4: For a given mixture distribution P T = P(.|φ * ) whose cdf is F T , suppose that the system of equations
has a unique solution (λ * , θ * , α * ). Then, equation (44) has a unique solution, i.e. λ =λ, θ =θ and P 0 =P 0 , and the semiparametric mixture model P T = P(.|φ * ) is identifiable. The proof is deferred to Appendix XI-H. Notice here again that in order for the semiparametric mixture model to be identifiable, the previous statement must hold for any vector φ * in the space of parameters .
Example 7 (Two-Component Exponential Mixture): We propose to look at an exponential mixture defined by
where a * 1 = 1.5, a * 0 = 0.5 and λ * ∈ {0.3, 0.5, 0.7, 0.85}. This is considered to be p T the distribution generating the observed data. Suppose that the second component p * 0 (x) = a * 0 e −a * 0 x is unknown during the estimation. Furthermore, suppose that we hold an information about p * 0 that its quantile F * 0 −1 belongs to the following class of functions:
This set contains all probability distributions whose second L-moment has the value 1 2a * 0 . We want to check the identifiability of the semiparametric mixture model subject to the second L-moment constraint of the exponential distribution E(a * 0 ). The system of equations (45) is given by
In order to calculate the left hand side, we use the alternative definition of the second L-moment λ 2 = (E[X 2:2 ] − E[X 1:2 ]) /2 and exploit formula (36) . We have
A direct calculus of the right hand side (RHS) gives
In Figure 2 , we show the set of solutions of the following equation:
for several values of λ * in the figure to the left. In the figure to the right, we show the intersection between the set of solutions and the set ++ = {(λ, a),
It is clear that the nonlinear system of equations (45) has an infinite number of solutions. In order to reduce the number of solutions into one, we need to consider another L-moment constraint. We do not pursue this here because the calculus is already complicated even in this simple model. Note however that the set of solutions is shrinking as the proportion of the unknown component p 0 becomes smaller (the value of λ * increases) so that any solution might be interesting as λ approaches the value of 1. This gives rise to a difficult and an important question; what happens if we have a number of constraints inferior to the number of parameters? This question is not pursued here either and may be discussed in a future work. (46) for different values of the true proportion λ * . The figure to the right represents the intersection between the set of solutions of equation (46) for λ * = 0.7 with the effective set of parameters ++ .
B. An Algorithm for the Estimation of the Semiparametric Mixture Model When the Unknown Component Is Defined Through L-Moments Constraints
In the context of our semiparametric mixture model, we want to estimate the parameters (λ, θ, α) on the basis of two pieces of information; an i.i.d. sample X 1 , · · · , X n drawn from P T and the fact that F * 0 −1 belongs to the set M.
For SPLQ models, we have seen that using ϕ−divergences, we were able to construct a feasible estimation procedure using the Fenchel-Legendre duality. Similarly to Section IV-B, we propose to define a new "model" based on F −1 0 . We have:
Denote the associated quantile measure
Define the set N −1 by
Notice that not all the couples (λ, θ ) in (0, 1)× are accepted, because function 1 1−λ F T − λ 1−λ F 1 (|θ) may not be a cdf for these couples. Define the set of effective parameters ++ by ++ = (λ, θ ) ∈ (0, 1) × :
Now, the set N −1 can be characterized using ++ by
On the other hand, and by definition of the semiparametric mixture model, F * 0 −1 ∈ M α * . We may write:
If we suppose that the intersection (which is not void) contains only one element which will be F * 0 −1 , then it becomes reasonable to consider an estimation procedure by calculating a "distance" between the two sets ∪ α M α and N −1 . Using Definition 2, we may write:
Now by virtue of (48), it holds that
Next, we will treat this estimation procedure using the Fenchel duality in order to write a feasible optimization procedure, and then proceed to build upon a plug-in estimator based on an observed dataset X 1 , · · · , X n .
C. Estimation Using the Duality Technique and a Plug-In Estimate
Applying the duality result (40) on the estimation procedure (49) gives:
In order to keep formulas clearer, we adopt the following notation:
Note that we must ensure the integrability condition
in order to be able to use the duality technique. This is ensured by the definition of the polynomial vector K . Indeed, there exists a constant c such that:
is supposed here to be a cdf because (λ, θ, α) ∈ ++ , it suffices then that F 0 (y|φ) has a finite expectation so that the previous integral becomes finite. Formulation (50) is only useful when one has a sample of i.i.d. observations of the distribution 1 1−λ P T − λ 1−λ P 1 (.|θ) for every λ and θ , because the integral can be approximated directly using the order statistics as in formula (41) . This is unfortunately not our case. We need a formula which shows explicitly the cdf because it would permit to approximate directly the objective function and avoid the calculus of the inverse of 1 1−λ F T − λ 1−λ F 1 (.|θ). Besides, the replacement of the true cdf by the empirical one in (50) does not guarantee that the difference 1 1−λ F T − λ 1−λ F 1 (.|θ) remains a cdf and more complications would appear in the proof of the consistency.
Using Lemma 1.2 from [43] we may make the change of variable desired.
Employing this identity together with (50) in (49), we get
It is possible to construct an estimation procedure based on the previous formula, but for the same reasons explained in Remarks 4 and 5, and the simple graphical example in figure (1), it is of higher interest to provide an estimator by optimizing over the set instead of the complex set ++ .
We can prove similarly to paragraph IV-C that φ * is a global infimum of function φ → H (φ, δ(φ)) over the whole set where:
and δ(φ) = arg sup δ ∈R − 1 H (φ, δ ) . The difference from the situation in paragraph IV-C is that H (φ, δ ) has finite values whatever the vector of parameters φ. Thus, if function H (φ, δ(φ)) does not have several global infima inside , φ * = (λ * , θ * , α * ) will hold as the only global minimum of it. In other words
Provided an i.i.d. sample X 1 , · · · , X n distributed from P T , the cdf F T can be approximated by its empirical version F n (x) = 1 n 1 X i ≤x . Hence, φ * can be estimated bŷ
Remark 6: Notice that the dual attainment no longer holds on the complementary set \ ++ since we are working with "signed cumulative functions". Our idea is to offer the optimization algorithm a larger neighborhood around the optimum in order to be able to find it. The important fact in the extended procedure is that φ * is a global infimum of the objective function. Our simulation study shows that the extension to does not affect the results in several examples, and the estimatorφ is not biased and has an acceptable variance; see Section X for more details.
D. Uniqueness of the Solution "Under the Model"
By a unique solution we mean that only one quantile measure, which can be written in the form of
for (λ, θ ) ∈ ++ , verifies the L-moments constraints with a unique triplet (λ * , θ * , α * ). The existence of a unique solution is essential in order to ensure that procedure (51) is a reasonable estimation method. We provide next a result ensuring the uniqueness of the solution. The proof is deferred to Appendix XI-I. The proof does not provide sufficient conditions for the existence of a unique solution over because in the proof we only study the intersection N −1 ∩M and characterize it without using the Fenchel duality.
Proposition 5: Assume that F * 0 −1 ∈ M = ∪ α M α . Suppose also that: 1) the system of equations
has a unique solution (λ * , θ * , α * ); 2) the function α → m(α) is one-to-one; 3) for any θ ∈ we have : This is an analogue result to Proposition 2; see the discussion below it for more insights over the assumptions of this result.
IX. ASYMPTOTIC PROPERTIES
We study the asymptotic properties of the estimatorφ defined by (53) . For the consistency, we will assume that function H (φ, δ(φ)) has a unique infimum on . This infimum is a fortiori φ * . On the other hand, the limiting law would not change if the infimum is truly φ * or any other point.φ will be centered at the infimum with a multivariate Gaussian limit law. It would not, however, be interesting unless it is centered around φ * .
A. Consistency
We will use Theorem 1 in order to provide sufficient conditions ensuring the consistency of our estimator. Recall the main notations.
where functions H and H n are given by
and recall the notations:
We start by calculating the difference H (φ, ψ) − H n (φ, ψ).
The following lemma is essential for the proof of the consistency. We need to transform the optimization over δ onto a compact set. Thus, important values of δ which are necessary for the calculus of the supremum are bounded. The proof is deferred to Appendix XI-J. Lemma 2: Suppose that function δ → H (φ, δ ) is of class C 2 (R −1 ). Then, functions φ → δ(φ) and φ → δ n (φ) are well defined and C 1 on the interior of the whole set . Moreover, if is compact, then φ * exists and so doesφ a.s. Moreover, the sets Im(δ(.)) and Im(δ n (.)) are compact.
Differentiability of function H with respect to δ can be checked in general using Lebesgue theorems, but it would not be wise to impose an assumption over the integrand since ψ is increasing and δ is a priori in R −1 . For the class of functions of Cressie-Read (5), we have
Therefore, it is important to study each special case alone. For example, ψ(y) = y 2 /2 + y is the convex dual of the χ 2 generator ϕ(t) = (t − 1) 2 /2, then H (δ, φ) is a polynomial of degree 2 in δ and hence differentiable up to second order; see Example 8 below for more details.
We state the consistency of the estimatorφ defined by (53) . The proof is based on Theorem 1 and is deferred to Appendix XI-K.
then the estimatorφ defined by (53) converges in probability to φ * . Remark 7: Assumption C5 is required (together with assumption C1) in order to apply Lemma 2. As discussed earlier after Lemma 2, differentiability of function δ → H (φ, δ ) may be very difficult to check using Lebesgue theorems. When ψ(t) = t 2 /2 + t, function H (φ, δ ) is twice continuously differentiable as a function of δ , because it is a polynomial of order 2 in δ . Assumption C6 will be needed again in the proof of the asymptotic normality, and we will provide sufficient conditions for it to hold in Remark 9 hereafter.
Example 8 (χ 2 Case): The case of the χ 2 divergence is very interesting, because the optimization over δ can be calculated. Write function H (φ, δ ) for ψ(t) = t 2 /2 + t.
This is a polynomial of order 2 in δ and thus H (φ, δ ) is of class C 2 (R −1 ) as long as the integrals exist. Indeed, for any r ≤ , there exists c r such that:
|K r (F 0 (y, |φ) )| ≤ c r |F 0 (y, |φ) (1 − F 0 (y, |φ))| (56) F 1 (y) ) .
(57)
For example, if the distributions F T and F 1 are defined on R + , then the right hand side is integrable as long as the expectations of F T and F 1 are finite. A simple calculus of the derivative of function δ → H (φ, δ ) (F 0 (y, |φ) ) dy + K (F 0 (y, |φ) ) dy.
The optimum is attained at
Furthermore, the Hessian matrix is equal to −, so that it is symmetric negative definite whatever the value of the vector φ. Thus, δ(φ) is a global maximum of function δ → H (δ, φ) for any φ ∈ . This was not the case for moment-type constraints since the Hessian matrix might be positive definite for some values of the vector φ; see Example 5. The empirical version of this calculus is obtained similarly by replacing F 0 (y|φ) bŷ F 0 (y|φ).
Conditions of the consistency theorem can be verified. Assumption C1 is very natural in practice since in general, we have in mind a range of values for the parameters. Assumption C2 is fulfilled since ψ(t) is polynomial of degree 2. Assumption 3 is not simple in general and depends on the model. Assumption C4 follows the problem we have. In Example 6, m(α) = (−λ 2 (ν, σ ), −λ 3 (ν, σ ), −λ 4 (ν, σ )) with α = (ν, σ ) is continuous on (0, ∘) × (0, ∘), and assumption C4 becomes verified. We have verified assumption C5 at the beginning of the example. Assumption C6 is not restrictive. It is verified for example in a mixture of exponential distributions. The idea is to control the tail behavior of the distribution; see Remark (9) for a general approach.
B. Asymptotic Normality
The convergence in law of the estimatorφ defined by (53) is not simply deduced in the same way it is obtained in the moment-constraints case in Section V-B. A Taylor expansion would not show directly the empirical distribution which combined with the CLT gives the asymptotic normality. The expansion results in the term K (F 0 (x))dx which is a functional of the empirical distribution. In other words, we obtain:
In the case of SPLQ models (no parametric component) presented in paragraph (VI-B), Broniatowski and Decurninge [14] used a result based on [44, Theorem 6] to study the limit law of K (F 0 (x))dx. This result is based on sums of order statistics which cannot be adapted to our context sinceF 0 here is an estimator of F 0 different from the corresponding empirical distribution. BesidesF 0 may not be a cdf. We therefore present a new result specific for our situation. The proof of this result still shares a part of the idea of the proof of the result of [44] ; see Appendix XI-L.
For any vector φ = (λ, θ, α) ∈ , we then have
where the covariance matrix is given by
where c r,k = (−1) r−k−1 r−1 k r+k−1 k for r, r 1 , r 2 ∈ {2, · · · , }. Remark 8: It was not possible to use a functional delta method (see [33, Theorem 20.8] ) to prove the limiting law here in a similar way to [10, Th. 3.2] because the functional G → K (G)dx (with dx the Lebesgue measure on R) is not Hadamard differentiable.
Remark 9: Integrability conditions (58) and (59) over the distribution function can be reformulated by imposing directly conditions over the distribution function using the notion of regular variations and [47, p. 280, Lemma] . Regular variations transform the problem into conditions over the tails of the distribution functions. Suppose that there exists a constant ρ + < −2 and a function L + (x) such that:
Then, the integral Suppose that there exists a constant ρ − < −2 and a function L − (x) such that:
Then, the integral These two assertions permit to conclude that condition (58) is verified since
. Moreover, condition (59) can also be checked. Let's discuss what happens when y is at a neighborhood of either +∘ or −∘. For any y > 0, one may write: (min(x, y) 
which is integrable in a neighborhood of +∘ with respect to y by (61). On the other hand, for any y < 0, one may write
which is integrable in a neighborhood of −∘ with respect to y by (62). Thus, condition (59) is ensured under assumptions (61,62).
We move on now to show the asymptotic normality of the estimatorφ. Define the following matrices:
We use the same notations considered at the beginning of this section for F 0 (x|φ),F 0 (x|φ), δ(φ) and δ n (φ). Theorem 5: Suppose that assumptions of Proposition 6 are fulfilled. Suppose also that 1) (φ, δ n (φ)) tends to (φ * , 0) in probability; B 1 (y) for θ in a neighborhood of θ * ; 5) there exist integrable functions B 2,1 and B 2,2 such that
is the matrix of second order derivatives of F 1 w.r.t. θ ; 6) the integral [F T (y) − F 1 (y)]d y exists and is finite; 7) the matrices J δ * ,δ * and J t φ * ,δ * J δ * ,δ * J φ * ,δ * are invertible. Then,
where H, P and are given respectively by formulas (66), (67) and (60). The proof of this theorem is deferred to Appendix XI-M.
In assumption 1, we could only demand the consistency ofφ, since the consistency of δ n (φ) can be deduced from it using the continuity of φ → δ(φ) (see Lemma 2) and the uniform convergence of δ n (.) towards δ(.) (see Lemma 1) . Assumptions 4-6 are used in the proof to ensure the differentiability up to second order a.s. with respect to δ and φ of H n (φ, δ ) for any n.
X. SIMULATION STUDY
We perform several simulations in univariate and multivariate situations and show how prior information about the moments or L-moments of the the semiparametric component P 0 can help us better estimate the set of parameters (λ * , θ * , α * ) in regular examples, i.e. there is a small overlapping between the two components of the mixture. We also show how our approach permits to estimate even in difficult situations when the proportion of the parametric component is very low; such cases could not be estimated using existing methods.
We compare the following methods: 1) Our estimation procedure defined by (22) when the unknown component is defined through three moments and using the χ 2 divergence, denoted here "Pearson's χ 2 moments"; 2) Our estimation procedure defined by (53) using three L-moments constraints; namely, the 2nd, the 3rd and the 4th L-moments, denoted here "Pearson's χ 2 L-moments"; 3) The method of Bordes and Vandekerkhove [10] which is based on the symmetry assumption over the unknown component, denoted here "Bordes Symmetry"; 4) An EM-type iterative algorithm inspired from [3] denoted here "Robin's EM" using their Algorithm 1 which can be translated into the following lines. Let D be a kernel function and h be a pre-chosen window, and denote D i (x) = D( x−x i h ). Initialize the algorithm with λ (0) , θ (0) and a vector of weights for the observations, say (w (0)
until convergence. 5) The π−maximizing algorithm of Song et al. [4] denoted here "Song's π−maximizing"; 6) The EM-type algorithm of Song et al. [4] denoted here "Song's EM";
7) The stochastic EM-type algorithm of Bordes et al. [11] denoted here "Stochastic EM". Another important problem in existing methods is their quadratic complexity. For example, an EM-type method such as Robin et al.'s [3] algorithm or its stochastic version introduced in [11] performs n 2 +3n operations in order to complete a single iteration. An EM-type algorithm for semiparametric mixture models needed generally in our simulations in average N = 100 iterations to converge and reached sometimes 1000 iterations 5 for each sample. To conclude, the estimation procedure performs at least N(n 2 +3n) operations. In a signalnoise situation where the signal has a very low proportion around 0.05, we need a greater number of observations, say n = 10 5 . Such situations cannot be treated using an EM-type method such as the one in [3] or its stochastic version introduced in [11] unless one has a "super computer". The symmetry method in [10] shares similar complexity 6 O(n 2 ). Last but not least, the EM-type method of [4] and their π−maximizing one have the advantage over other methods, because we need only to calculate a kernel density estimator once and for all, then use it at each iteration. 7 Nevertheless, the method still has a quadratic complexity.
Our approach defined through (22) , although has a double optimization procedure, it can be implemented when g is polynomial and ϕ corresponds to the Pearson's χ 2 in a way that it has a linear complexity n; see Example 5. Our procedure defined through (53) can also be simplified so that it contains only one optimization over φ when we use the Pearson's χ 2 divergence, but still suffers from the need for numerical integration calculus in order to calculate the objective function. We believe that it is not possible to avoid numerical integration when we use L-moments; still the calculus can be done in a faster way than EM-type methods.
Because of the very long execution time of existing methods, we restricted the comparison to simulations in regular situations with n < 10 4 . Experiments with greater number of observations were only treated using our method and the methods in [4] (for n ≤ 10 5 ). In all tables presented hereafter, we performed 100 experiments and calculated the average of the resulting estimators. We provided also the standard deviation of the 100 experiments in order to get a measure of preference in case the different estimation methods gave close results.
In our experiments, the datasets were generated by the following mixtures
• A two-component Weibull mixture;
• A two-component Weibull -Lognormal mixture;
• A two-component Gaussian -Two-sided Weibull mixture; • A two-component bivariate Gaussian mixture.
We chose a variety of values for the parameters especially the proportion. The second model may represent a problem from queue theory where the left component represents the impatient customers whereas the right component represents the regular customers. The third model stems from a signalnoise application where the signal is centered at zero whereas the noise is repartitioned at both sides. The fourth model appears in clustering and is only presented to show how our method performs in multivariate contexts. The existence of a unique solution under the model can be checked using Propositions 2 and 5. Assumption 3 is fulfilled because in each of the mixtures, the true parametric component has a different scale (and/or shape) parameters from the semiparametric one so that assumption 3 is fulfilled with either c = 0 or c = ∘. Assumption 2 is also fulfilled by the properties of the moments and L-moments of the semiparametric components which are continuous functions in the considered parameter (see each case for more details). Finally, assumption 1 could be verified numerically because the set of nonlinear equations in each of the four models is quit complicated. We ensured at least that in each case the number of nonlinear equations is equal to the number of constraints.
Simulations were done using the R tool [46] . Optimization was performed using the Nelder-Mead algorithm; see [47] . For the π−maximizing algorithm of [4] , we used the Brent's method because the optimization was carried over one parameter.
For our procedure, we only used the χ 2 divergence, 8 because our method can be implemented efficiently; see Examples 5 and 8. Recall that the optimized function H (φ, δ ) over δ is not always strictly concave when we use the estimator (22) and the Hessian matrix may be positive definite for φ's outside the set + n ; see Remark 3. It is thus important to check during optimization for each vector φ = (λ, θ, α) if it belongs to + n , that is if the Hessian matrix is negative definite. We do this using Sylvester's criterion. If it is not the case, we set the objective function to a large value say 10 2 which is high enough since the objective function should have its minimum near zero. Besides, since the resulting function φ → H n (φ, δ n (φ)) as a function of φ is not ensured to be strictly convex, we used several random initial feasible points (from 4 to 10 initializations) inside the set + n defined by (35) . We then ran the Nelder-Mead algorithm starting from these initializations and chose the vector of parameters for which the objective function has the lowest value. We applied a similar procedure on the algorithm of [10] in order to ensure a good and fair optimization.
All numerical integrations were calculated using function integral of package pracma. Although being slow, it performs better than the standard function integrate and the function distrExIntegrate of package distrEx.
We did not use any error criterion function (such as the total variation distance) here because the compared methods do not provide the same set of parameters. For example, the method of [10] estimates a mean value for the unknown component whereas our approach estimates a shape parameter. Other existing methods do not estimate any information about the parameters of the unknown component.
A more extensive simulation study can be found in [48] . Remark 10: In the literature on the stochastic EM algorithm, it is advised that we iterate the algorithm for some time until it reaches a stable state, then continue iterating long enough and average the values obtained in the second part. The trajectories of the algorithm were very erratic especially for the estimation of the proportion. For us, we iterated for the stochastic EM-type algorithm of [11] 5000 times and averaged the 4000 final iterations.
Remark 11: Initialization of both the EM-type algorithm introduced in [4] and the SEM-type algorithm introduced in [11] was not very important, and we got the same results when the vector of weights was initialized uniformly or in a "good" way. The EM-type method presented in [3] was more influenced by such initialization and we used most of the time a good starting point. In [3] , the authors mention that when θ is unknown their EM-type algorithm has a fixed point with a proportion λ equal to either 0 or 1. This confirms that a good initialization is needed in order to avoid theses fixed points.
Remark 12: For the methods introduced in [4] , we need to estimate the mixture's distribution using a kernel density estimator. For the data generated from a Weibull mixture and the data generated from a Weibull-lognormal mixture, we used a reciprocal inverse Gaussian kernel density estimator with a window equal to 0.01 according to the simulation study in [49] . For the symmetry method presented in [10] , we used a triangular kernel which gave better results than a Gaussian kernel.
Remark 13: Matrix inversion was done manually using direct inversion methods, because the function solve in the statistical program R produced errors sometimes because the matrix was highly sensible at some point during the optimization. For matrices of dimension 4 × 4 and 5 × 5 we used block matrix inversion; see for example [50] . The inverse of a 3 × 3 was calculated using a direct formula.
A. Data Generated From a Two-Component Weibull Mixture Modeled by a Semiparametric Weibull Mixture
We consider a mixture of two Weibull components with scales σ 1 = 0.5, σ 2 = 1 and shapes ν 1 = 2, ν 2 = 1 in order to generate the dataset. In the semiparametric mixture model, the parametric component will be "the one to the right", i.e. the component whose true set of parameters is (ν 1 = 2, σ 1 = 0.5). The proportion of the parametric component is set to 0.3. This constitutes a difficult example for both our method and existing methods such as EM-type methods or the π−maximizing algorithm of [4] . We therefore, simulate 10000-samples and fix both scales during estimation. We estimate the proportion and the shapes of both components. For our method, the variance of the estimator of ν 1 was high and we needed to use 4 moments to reduce it to an acceptable range. Of course, as the number of observations increases, the variance decreases. We, however, avoided greater number of observations because methods such as [3] need very long execution time for even one sample. The method presented in [10] which is based on a symmetry assumption cannot be applied here since the support of the mixture is R + and none of the components has a compact support. The moments of the Weibull distribution are given by
The L-moments (2nd, 3rd and 4th) are given above in Example 6. The results of our method are clearly better than existing methods which practically failed and could not see but one main component with shape in between the two shapes; see Table I . Although our method presents an inconvenient greater variance for ν 1 , the Monte-Carlo mean of the hundred experiences is still unbiased. We believe that the use of other types of moments constraints would have resulted in better results without the need to add one more constraint.
B. Data Generated From a Two-Component Weibull-Lognormal Mixture Modeled by a Semiparametric Weibull-Lognormal Mixture
We consider a dataset generated from a mixture of a Weibull and a lognormal distributions. The Weibull component has a scale σ * 1 = 1 and a shape ν * 1 ∈ {1, 0.4} in order to illustrate several scenarios; a distribution whose pdf explodes to infinity at zero and a distribution whose pdf has finite value at zero (here it is zero). The lognormal component has a scale σ * 2 = 0.5 and a mean parameter μ * = 3. The lognormal distribution has a heavy tail which is inherited in the mixture distribution.
We perform an estimation of a semiparametric mixture model where the lognormal component is considered unknown and defined through 3 L-moments conditions; namely the second, the third and the fourth L-moments. We also consider the situation when it is defined through its first three moments. The L-moments of the lognormal distribution do not have a close formula and are calculated numerically using function lmrln3 of package lmom written by Hosking. Moments of the lognormal distribution are given by
Results are presented in Table II . In the first mixture, the L-moments constraints gave clear better results. The second mixture is more difficult in the sense that the proportion of the parametric component is very low. In this example, existing methods gave very good results especially with the higher proportion λ = 0.1. Our method under L-moments constraints gave the best results when the proportion of the parametric component is very low λ = 0.05. 
C. Data Generated From a Two-Sided Weibull Gaussian Mixture Modeled by a Semiparametric Two-Sided Weibull Gaussian Mixture
The (symmetric) two-sided Weibull distribution can be considered as a generalization of the Laplace distribution and can be defined through either its density or its distribution function as follows:
We can also define a skewed form of the two-sided Weibull distribution by attributing different scale and shape parameters to the positive and the negative parts, and then normalizing in a suitable way so that f (x) integrates to one; see [51] . The moments of the symmetric two-sided Weibull distribution we consider here are given by
The 2nd, 3rd and 4th L-moments of the two-sided Weibull distribution are given by
We simulate different samples from a two-component mixture with a parametric component f 1 a Gaussian N (μ = 0, σ = 0.5) and a semiparametric component f 0 a (symmetric) two-sided Weibull distribution with parameters ν ∈ {3, 1.5} and a scale σ 0 ∈ {1.5, 2}. We perform different experiments to estimate the proportion and the mean of the parametric component (the Gaussian) and the shape of the semiparametric component. The values of the scale of the two components are considered to be known during estimation. We consider the following two sets of constraints:
The first set of constraints is not really suitable for estimation especially when the number of observations is high enough.
The reason is simple and is based on the original idea behind our procedure; see paragraph IV-B. The first and the third moment constraints are practically the same constraint. Indeed, the number of models of the form 1 1−λ f (.) − λ 1−λ f 1 (x|θ) verifying the constraints of M 1:3 is infinite because the first and the third constraints give rise to the following equations:
The zero in the right hand side comes from the fact that the first and the third true moments of the whole mixture are zero. These are two equations in λ and μ (since σ 1 is supposed to be known) with infinite number of solutions (μ, λ) ∈ {0}×[0, 1]. This entails that theoretically, there is an infinite number of models of the form 1 1
Still, the empirical version of these equations is
As the number of observations is very small, the right hand side of both equations is biased enough from zero and it is highly possible that the number of solutions becomes not only finite but reduced to one. As the number of observations increases, the law of large numbers implies directly that the right hand side becomes arbitrarily close to zero and the set of solutions becomes infinite. This is exactly what happened in the simulation results in Table III below. The algorithm favored the value zero for the estimate of the proportion as the true proportion of the parametric component became close to zero, whereas the estimates of the mean took values very dispersed centered around zero but with a high standard deviation. The set of constraints M 2:4 gave clear better results even for very low proportions. On the other hand, our method outperforms other semiparametric algorithms without prior information especially when the proportion of the parametric component is low. This shows once more the interest of incorporating a prior information in the estimation procedure. Finally, our method with L-moments constraints (the 2nd, the 3rd and the 4th) gave very good results in all experiences and surprisingly very precise results when the proportion of the parametric component is very low. 
In a first experiment, we suppose that we know the whole parametric component, and that the unknown component belongs to the set M 1
We suppose that the only unknown parameters are the center of the unknown cluster (θ, θ ) and the proportion of the parametric component.
In a second experiment, we suppose that the center of the parametric component is unknown but given by (μ, μ − 1) for some unknown μ ∈ R. The set of constraints is now replaced with M 2 given by
The covariance between the two coordinates ρ * in the unknown component is supposed to be known. We tested two values for ρ * = 0 and ρ * = 0.25.
Although existing methods were only proposed for univariate cases, we see no problem in using them in multivariate cases without any changes. The only method which cannot be used directly is the method of [10] because it is based on the symmetry of the density function, so it remained out of the competition.
For methods which use a kernel estimator, we used a kernel estimator for each coordinate of the random observations, i.e. K w x ,w y (x, y) = K w x (x)K w y (y). The EM-type algorithm of [4] performs as good as our algorithm (see Table IV ). The SEM algorithm of [11] gives also good results. The algorithm of [3] and the π−maximizing algorithm of [4] failed to give satisfactory results. Recall that our semiparametric mixture model under L-moments constraints was only introduced in the univariate case because L-moments are not yet well defined in the multivariate context.
XI. CONCLUSIONS
In this paper, we proposed a structure for semiparametric two-component mixture models where a component is parametric with unknown parameters, and a component defined by linear constraints. These constraints may be moments or L-moments conditions. We proposed also an algorithm which estimates the parameters of this model and showed how we can implement it efficiently when we choose the χ 2 divergence. The method with moment-type constraints can also be implemented efficiently and with linear complexity even in multivariate contexts when the constraints are moments conditions. Although the double optimization is only solved in the Pearson's χ 2 case, we can still get an information about some other divergences using inequalities between them; see [52] for some insights. On the other hand, we provided sufficient conditions in order to prove the consistency and the asymptotic normality of the resulting estimators.
Simulations show the gain obtained from adding moments constraints in comparison to existing methods which do not consider any prior information. Our approach gives clear good results even if the proportion of the parametric component is very low (equal to 0.01). In signal-noise applications, this can be interpreted otherwise. As long as we are able to estimate with relatively high precision the proportion of the signal (the parametric component), we are proving the existence of the signal in a very heavy noise (99% of the data) even if the position of the signal is not accurately estimated. Moreover, L-moments are demonstrated through simulations to be more informative than moments constraints on several datasets, and we need less number of observations in order to obtain good estimates. Besides, the approach under L-moments constraints we proposed here is only valid for univariate distributions. The generalization of this approach to the multivariate context is bound by the definition of L-moments which is still ambiguous in higher dimensions. Finally, the new model shows encouraging properties and results, and a comparison on real data problems is required in order to confirm the importance of these approaches and will be considered in a future work.
APPENDIX PROOFS
A. Proof of Proposition 1
Proof: Based on equation (13), we may write the corresponding constraints equations, which are a fortiori equal
Define the following function:
The solution to the previous system of equations is now equivalent to the fact that function G is one-to-one. This means that for a fixed m * , we need that the nonlinear system of equations
has a unique solution (λ, θ, α). The value of m * is given by g(x)d P T where P T is the mixture we are considering.
To conclude, suppose that the system (68) has a unique solution (λ * , θ * , α * ) for each given m * , then function G is one-to-one and the constraints equations imply that λ =λ, θ = θ and α =α. Finally, using (13), we may deduce that P 0 =P 0 . Thus, the semiparametric mixture model is identifiable as long as the nonlinear system of equations (68) has a unique solution (λ * , θ * , α * ).
B. Proof of Proposition 2
Proof: Let P 0 be some probability measure which belongs to the intersection N ∩M. Since P 0 belongs to N , there exists a couple (λ, θ ) such that:
This couple is unique by virtue of assumptions 3 and 4. Indeed, let (λ, θ ) and (λ,θ) be two couples such that d P T − a.e.
This entails that:
Note that function z → (1 − cz)/(1 − z) is strictly monotone as long as c = 1. Hence, it is a one-to-one map. Thus λ =λ. Inserting this result in equation (70) entails that:
Using the identifiability of P 1 (assumption 4), we get θ =θ which proves the existence of a unique couple (λ, θ ) in (69). On the other hand, since P 0 belongs to M, there exists a unique α such that P 0 ∈ M α . Uniqueness comes from the fact that function α → m(α) is one-to-one (assumption 2). Thus, P 0 verifies the constraints
Combining this with (69), we get:
This is a nonlinear system of equations with + 1 equations. The first one is verified for any couple (λ, θ ) since both P(.|φ * ) and P 1 are probability measures. This reduces the system to nonlinear equations. Now, let P 0 andP 0 be two elements in N ∩M, then there exist two couples (λ, θ ) and (λ,θ ) with λ =λ or θ =θ such that (69) is fulfilled for both (P 0 , λ, θ) and (P 0 ,λ,θ). Since P 0 ∈ M, there exists α such that P 0 ∈ M α . Similarly, there exists α possibly different from α. Now, (λ, θ, α) and (λ,θ,α) are two solutions to the system of equations (71) which contradicts with assumption 1 of the present proposition.
We may now conclude that, if a probability measure P 0 belongs to the intersection N ∩ M, then it has the representation (69) for a unique couple (λ, θ ) and there exists a unique α such that the triplet (λ, θ, α) is a solution to the nonlinear system (71). Conversely, if there exists a triplet (λ, θ, α) which solves the nonlinear system (71), then the probability measure P 0 defined by P 0 = 1 1−λ P(.|φ * ) − λ 1−λ P 1 (.|θ) belongs to the intersection N ∩M. This is because on the one hand, it clearly belongs to N by its definition and on the other hand, it belongs to M α since it verifies the constraints and thus belongs to M. It is now reasonable to conclude that under assumptions 2-4, the intersection N ∩ M includes a unique probability measure P 0 if and only if the set of nonlinear equations (71) has a unique solution (λ, θ, α).
C. Proof of Lemma 1
Proof: The proof is based partially on the proof of Proposition 3.7 part (ii) in [15] .
We proceed by contradiction. Let ε > 0, and consider the event
By assumption A3, the event E 2 implies the following event:
Let's prove that the right hand side tends to zero as n goes to infinity which is sufficient to accomplish our claim. By definition of δ n (a k ) and assumption A2, we can write:
where o P (1) does not depend upon a k by virtue of A2. Now we have:
Last but not least, assumption A2 permits to conclude that the right hand side tends to zero in probability. Since the left hand side is already nonnegative by definition of δ(a k ), then by the previous result we conclude that H (a k , , δ(a k )) − H (a k , δ n (a k )) tends to zero in probability. Employing this final result in inequality (72), we get that sup φ δ n (φ)−δ(φ) tends to zero in probability.
D. Proof of Theorem 1
Proof: We proceed by contradiction in a similar way to the proof of Lemma 1. Let κ > 0 and consider the event E 1 = {φ * −φ > κ}. By assumption A4 this event implies the event {∃η > 0 s.t.H (φ, δ(φ)) − H (φ * , δ(φ * )) > η}. This can be rewritten as:
We now demonstrate that the right hand side tends to zero as n goes to infinity. Let ε > 0 be such that for n sufficiently large, we have sup δ,φ |H (φ, δ ) − H n (φ, δ )| < ε with probability approaching 1. This is possible by virtue of assumption A2. The definition ofφ together with assumption A2 will now imply (with probability approaching 1):
We use now the continuity assumption A5 of function δ → H (φ * , δ) at δ(φ * ). For the ε chosen earlier, there exists δ(φ * , ε) such that the event δ(φ * ) − δ n (φ * ) < δ(φ * , ε) implies the event
This is possible for sufficiently large n since sup φ δ(φ * ) − δ n (φ * ) tends to zero in probability by Lemma 1. Inserting this result in (74) gives (with probability approaching 1):
We now have:
Continuity assumption of H implies that for ε > 0, there exists δ(φ, ε) > 0 such that if δ(φ) − δ n (φ) < δ(φ, ε), then:
This is again possible for sufficiently large n since sup φ δ(φ * ) − δ n (φ * ) tends to zero in probability by Lemma 1. This entails that with probability approaching 1
We conclude that the right hand side in (73) goes to zero and the proof is completed.
E. Proof of Theorem 2
Proof: We will use Theorem 1. We need to verify assumptions A2 and A3. Since the class of functions {(φ, δ ) → h(φ, δ, .)} is a Glivenko-Cantelli class of functions, then assumption A2 is fulfilled by the Glivenko-Cantelli theorem. Finally, assumption A3 can be checked by strict concavity of function δ → H (φ, δ ) . Indeed, for any η ∈ (0, 1) and any δ 1 , δ 2 , we have by strict convexity of ψ :
. If the measure d P/(1 − λ) − λd P 1 (.|θ)/(1 − λ) is positive, 9 we may write:
which entails that
and function δ → H (φ, δ ) becomes strictly concave. However, the measure d P/(1−λ)−λd P 1 (.|θ)/(1−λ) is in general a signed measure and the previous implication does not hold. This is not dramatic because function δ → H (φ, δ ) has only two choices. It is either strictly convex or strictly concave.
In case function δ → H (φ, δ ) is strictly convex, then its supremum is infinity and the corresponding vector φ does not count in the calculus of the infimum after all. This means that the only vectors φ ∈ which interest us are those for which function δ → H (φ, δ ) is strictly concave. In other words, the infimum in (22) can be calculated over the set: H (φ, δ ) is strictly concave} instead of over . All assumptions of Theorem 1 are now fulfilled andφ converges in probability to φ * .
F. Proof of Proposition 3
Proof: We already have:
and since P * 0 is supposed to be a probability measure, the matrix J H (φ * ,.) is negative definite. Thus φ * ∈ + . Since the set of negative definite matrices is an open set (see for example [53, p. 36] ), there exists a ball U of negative definite matrices centered at J H (φ * ,.) . Continuity of φ → J H (φ,.) permits 10 to find a ball B(φ * ,r ) such that the subset {J H (φ,.) : φ ∈ B(φ * ,r )} is inside U. Now the neighborhood we are looking at is the ball B(φ * ,r ).
For the second part of the proposition, the existence and H (φ, δ ) is strictly concave. Besides, the differentiability of the function φ → δ(φ) is a direct result of the implicit function theorem applied on the equation δ → ∇ H (φ, .) . Notice that the Hessian matrix of H (φ, .) is invertible since it is symmetric negative definite.
G. Proof of Theorem 3
Proof: We follow the steps of [32, Th. 3.2] . The idea behind the proof is a mean value expansion with Lagrange remainder of the estimating equations.
We need at first to verify thatφ belongs to the interior of + in order to be able to differentiate φ → H n (φ, δ ) in a neighborhood ofφ. This can be done similarly to Proposition 3. We also can prove (by replacing H by H n and δ(φ) by δ n (φ)) that φ → δ n (φ) is continuously differentiable in a neighborhood of φ * almost surely for every n.
We may now proceed to the mean value expansion. By the very definition of δ n (φ), we have:
which also holds for φ =φ, i.e.
∂ H n ∂δ (φ, δ n (φ)) = 0. 10 To see this, consider Sylvester's rule which is based on a test using the determinant of the sub-matrices of J H . Each determinant needs to be negative. The continuity of the determinant function together with the continuity of φ → J H (φ,.) will imply that we may move around J (H (φ  *  ,.) ) in a small neighborhood in a way that the determinants of the sub-matrices stay negative.
On the other hand, the definition ofφ implies that:
As n goes to infinity, we haveδ → 0 andφ → φ * both in probability. Then, under the regularity assumptions of the present theorem, we can calculate the limit in probability of the matrix J H n (φ,δ ). The blocks limits are given by
taking into account that ψ(0) = 0, ψ (0) = 1 and ψ (0) = 1.
The limit in probability of the matrix J H n (φ,δ ) can be written in the form:
where J φ * ,δ * and J δ * ,δ * are given by (29) and (30) . The inverse of matrix J H has the form:
Going back to (79), we have:
Solving this equation in φ and δ gives:
Finally, using (80), we get that:
This ends the proof.
H. Proof of Proposition 4
Proof: Denote M + the set of all probability measures. Based on equation (44), we have:
Identifiability is now equivalent to the fact that function G is one-to-one. This means that for a given mixture distribution P T ∈Im(G), we need that there exists a unique triplet (λ, θ, P 0 ) such that
In other words:
The equality of the measures imply the equality of the quantiles. Thus, we may write:
The assumption of the present proposition imposes the existence of unique solution (λ * , θ * , α * ) to the previous nonlinear system of equations. Let's go back to function G. For a given mixture distribution P T ∈Im(G), take λ = λ * , θ = θ * to be the solution to the nonlinear system (81), and define P * 0 by
Notice that P * 0 ∈ M α * . Suppose that P T can be written in two manners. In other words, suppose that there exists another triplet (λ,θ,P 0 ) withP 0 ∈ Mα such that:
We then have:
and consequently,
Thus, (λ,θ,α) is a second solution to the system (81). However, the system of equations (81) has a unique solution by assumption of the present proposition. Hence, a contradiction is reached and the triplet (λ * , θ * , P * 0 ) is unique. We conclude that function G is one-to-one and the semiparametric mixture model subject to L-moments constraints is identifiable.
I. Proof of Proposition 5
Proof: Let F −1 0 be some quantile measure which belongs to the intersection N −1 ∩M. Since F −1 0 belongs to N −1 , there exists a couple (λ, θ ) ∈ ++ such that:
This couple is unique by virtue of assumptions 3 and 4. Indeed, let (λ, θ ) and (λ,θ) be two couples such that:
By derivation of both sides, we get an identity in the densities:
Taking the limit as x tends to ∘ results in:
Note that function z → (1 − cz)/(1 − z) is strictly monotone as long as c = 1. Hence, it is a one-to-one map. Thus λ =λ. Inserting this result in equation (83) entails that:
Using the identifiability of P 1 (assumption 4), we get θ =θ which proves the existence of a unique couple (λ, θ ) in (82). On the other hand, since F −1 0 belongs to M, there exists a unique α such that F −1 0 ∈ M α . Uniqueness comes from the fact that the function α → m(α) is one-to-one (assumption 2). Thus, F −1 0 verifies the constraints 1 0 K (u)F −1 0 (du) = m(α).
Combining this with (82), we get:
This is a nonlinear system of equations with equations. Now, let F −1 0 andF −1 0 be two elements in N −1 ∩M, then there exist two couples (λ, θ ) and (λ,θ ) with λ =λ or θ =θ such that F −1 0 andF −1 0 can be written in the form of (82) with respectively (λ, θ ) and (λ,θ). Since F −1 0 ∈ M, there exists α such that F −1 0 ∈ M α . Similarly, there existsα possibly different from α such thatF −1 0 ∈ Mα. Now, (λ, θ, α) and (λ,θ,α) are two solutions to the system of equations (84) which contradicts with assumption 1 of the present proposition.
We may now conclude that, if a quantile measure F −1 0 belongs to the intersection N −1 ∩M, then it has the representation (82) for a unique couple (λ, θ ) and there exists a unique α such that the triplet (λ, θ, α) is a solution to the nonlinear system (84). Conversely, if there exists a triplet (λ, θ, α) which solves the nonlinear system (84), then the quantile measure
belongs to the intersection N −1 ∩ M. This is because on the one hand, it clearly belongs to N −1 by its definition and on the other hand, it belongs to M α since it verifies the constraints and thus belongs to M.
It is now reasonable to conclude that under assumptions 2-4, the intersection N −1 ∩ M includes a unique quantile measure F −1 0 if and only if the set of nonlinear equations (84) has a unique solution (λ, θ, α).
J. Proof of Lemma 2
Proof: The same arguments hold for both functions δ(φ) and δ n (φ) (for the latter, H is replaced by H n and statements hold almost surely). We therefore, proceed with δ(φ). Function δ → H (φ, δ ) is strictly concave since 11 it is C 2 and have the following Hessian matrix: J H (φ,.) = − K (F 0 (y, |φ)) K (F 0 (y, |φ)) t ψ × δ t K (F 0 (y, |φ)) dy.
Since ψ is strictly convex, then ψ (z) > 0 for any z. Thus the matrix J H (φ,.) is negative definite and δ → H (φ, δ ) is strictly concave. By the implicit function theorem, function φ → δ(φ) is uniquely defined and C 1 over int(). Notice here that even if y → 1 1−λ F T (y) − λ 1−λ F 1 (y|θ) is negative, the matrix J H (φ,.) can still be negative definite unlike the case of moment constraints. The second part of the proposition is a direct consequence from the continuity of function φ → δ(φ).
K. Proof of Theorem 4
Proof: We will use Theorem 1. We start with assumption A2. We prove, first, that the supremum over δ can only be calculated over a compact subset of R l . This is a direct result from Lemma 2. One can redefine the estimator by maximizing over δ on the subset =Im(δ(.)) ⊂ R l independently of φ. We thus have:
We redefine now the estimation procedure (53) as follows: 11 One can prove the strict concavity simply by calculating H (φ, uδ 1 + (1 − u)δ 2 ).
Using the mean value theorem, there exists η(y) ∈ (0, 1) such that 12 : ψ δ t K (F 0 (y|φ)) − ψ δ t K F 0 (y|φ) = δ t K (F 0 (y|φ)) − K F 0 (y|φ) ×ψ η(y)δ t K (F 0 (y|φ)) + (1 − η(y))δ t K F 0 (y|φ) (85) An exact formula of function η(y) will not be needed. We will only use the fact that its image is included in (0, 1). By the central limit theorem, one can write:
SinceF 0 (y|φ) − F 0 (y|φ) = F n (y) − F T (y), we write
which entails by the delta method that:
Since function K is a vector of polynomials, its gradient is a matrix of polynomials. Besides, the distribution function F 0 (y|φ) takes its values in [0, 1], thus the variance of the limiting law in (86) is of order 1 n independently of y and φ. We may now write:
Going back to equation (55), we use equations (85) and (87) to write:
H (φ, δ ) − H n (φ, δ ) = δ t K (F 0 (y|φ)) − K F 0 (y|φ) ×ψ η(y)δ t K (F 0 (y|φ)) (1 − η(y))δ t K (F 0 (y|φ)) dy
×ψ η(y)δ t K (F 0 (y|φ)) + (1−η(y))δ t K F 0 (y|φ) dy = δ t o p (1) F T (y)(1 − F T (y))ψ η(y)δ t K (F 0 (y|φ)) + (1 − η(y))δ t K (F 0 (y|φ)) dy.
The finale line can also be justified by the Chebyshev's inequality, or even using the calculus in the proof of Proposition 6 below.
It suffices now to prove that the integral in the previous display is finite. Here, δ (resp. φ) is inside the compact set (resp. ), and functions η(y), F 0 (y|φ) andF 0 (y|φ) all take values inside 12 In the case of the Chi square, λ(y) = 1 2 the compact interval [0, 1]. Thus, continuity of ψ suffices to conclude that there exists a constant M independent of y, φ and δ such that: ψ η(y)δ t K (F 0 (y|φ)) + (1 − η(y))δ t K F 0 (y|φ) ≤ M.
(88)
This entails using assumption C6 that:
× ψ η(y)δ t K (F 0 (y|φ))
Finally, the integral is finite and the compactness of implies that δ is bounded. Therefore, we have:
independently of δ and φ. We may deduce now that:
This proves assumption A2. Assumption A3 is immediately verified since function δ → H (φ, δ ) is strictly concave. Assumption A4 is what we have assumed in assumption C3. Finally, continuity assumption A5 is a direct result from assumptions C4 and C5 using Lebesgue's continuity theorem. All assumptions of Theorem 1 are fulfilled and the consistency ofφ follows as a consequence.
L. Proof of Proposition 6
Proof:
We want to calculate the difference K (F 0 (y|φ))dy − K (F 0 (y|φ))dy as a functional of the differenceF 0 (y|φ) − F 0 (y|φ). For two reals a and b, we have: Applying this formula on a =F 0 (y|φ) and b = F 0 (y|φ) yields K r F 0 (y|φ) − K r (F 0 (y|φ)) = F 0 (y|φ) − F 0 (y|φ)
We will show that the sum term can be rewritten using only F 0 (y|φ). By the Kolmogorov-Smirnov theorem, we have:
This permits us to simply write that
with O P 1 √ n tends to zero in probability as n goes to infinity independently of y. Thus formula (89) can be rewritten as:
Integrating the two sides of the previous equation and multiplying by √ n gives:
√ n K r F 0 (y|φ) − K r (F 0 (y|φ)) dy
The first integral in the right hand side is the part which will produce the Gaussian distribution of the limit law using the CLT. It remains to prove that the second integral in the right hand side tends to zero in probability. Using the law of iterated logarithm, we can write: lim sup n→∘ n log log n
We now may write the integral in the second term as follows:
c r,k k + 1 F 0 (y|φ) k− j dy = O P log log n n n log log n
The sum term inside the integral is bounded uniformly on y.
Combine this with the limit in (91), we may deduce that for n sufficiently large, there exists a constant M such that:
Thus, the integral exists and is finite for sufficiently large n. This entails that: Going back to equation (90), the second term in the right hand side tends to zero in probability. We need now to treat the first term. On the other hand, since the |X i |'s have finite expectation, then X i is finite almost surely and we have:
Thus, F T (t) is integrable in the neighborhood of −∘, and 1−F T (t) is integrable in the neighborhood of +∘. This proves that the integral in equation (94) exists and is finite almost surely. Now the random variables in (93) are well defined. The expectation is zero using Fubini's theorem:
− K (F 0 (y|φ))
