Abstract-In this paper, we provide new methods to generate a class of algorithms computing modular multiplication and division. All these algorithms rely on sequences derived from the Euclidean algorithm for a well chosen input. We then use these sequences as number scales of the Ostrowski number system to construct the result of either the modular multiplication or division.
I. INTRODUCTION
Continued fractions are commonly used to provide best rational approximations of an irrational number. This sequence of best rational approximations (p i /q i ) i∈N is called the convergents' sequence. In the beginning of the 20 th century, Ostrowski introduced number systems derived from the continued fraction expansion of any irrational α [1] . He proved that the sequence (q i ) i∈N of the denominators of the convergents of any irrational α forms a number scale, and any integer can be uniquely written in this basis. In the same way, the sequence (q i α − p i ) i∈N also forms a number scale.
In this paper, we show how such number systems based on continued fraction expansions can be used to perform modular arithmetic, and more particularly modular multiplication and modular division. The presented algorithms are of quadratic complexity like many of the existing implemented algorithms [2, Chap. 2.4] . Furthermore, they present the advantage of being only based on the extended Euclidean algorithm, and to integrate the reduction step.
In the following, we will first introduce notations and some properties of the number systems based on continued fraction expansions in Section II. Then we describe the new algorithms in Section III. Finally, we give elements of complexity analysis of these algorithms in Section IV, and perspectives in Section VI.
II. NUMBER SYSTEMS AND CONTINUED FRACTIONS

A. Notations
First, we give some notations on the continued fraction expansion of an irrational α with 0 < α < 1 [3] . We call the tails of the continued fraction expansion of α the real sequence (r i ) i∈N defined by r 0 = α, r i = 1/r i−1 − 1/r i−1 .
We denote (k i ) i∈N the integer sequence of the partial quotients of the continued fraction expansion of α. They are computed as k i = 1/r i−1 . We have
We write p i /q i the i th convergent of α. The sequences (p i ) i∈N and (q i ) i∈N are integer valued and positive,
We will also write (θ i ) i∈N the positive real sequence of (−1) i (q i α − p i ) which we call the sequence of the partial remainders as they are related to the tails by r i = θ i /θ i−1 . Hereafter, we recall the recurrence relations to compute these sequences,
We also write η i = q i α−p i the sequence of the signed partial remainders, which elements are of sign (−1) i . The sequence (η i ) i∈N of the signed partial remainders can be computed as ((−1) i θ i ) i∈N .
B. Related number systems over irrational numbers
In this section, we present two number systems based on the sequences of the signed partial remainders (η i ) i∈N and the denominators of the convergents (q i ) i∈N of an irrational α. They have been extensively studied during the second part of the 20 th century [1] , [4] .
Property II.1 ([1, Proposition 1]). Given (q i ) i∈N the denominators of the convergents of any irrational 0 < α < 1, every positive integer N can be uniquely written as
where the following "Markovian" conditions are verified:
This number system associated to the (q i ) i∈N is named the Ostrowski number system. To write an integer in this number system, we use a classical greedy decomposition algorithm (Algorithm 1). The rank m is chosen such that q m > N.
. Given (η i ) i∈N the sequence of the signed partial remainders of any irrational 0 < α < 1, every real β, with 0 ≤ β < 1 can be uniquely written as
There also exists two other number systems that are dual to these two. One decomposes integers in the basis ((−1) i q i ) i∈N and the other decomposes reals in the basis of the unsigned partial remainders (θ i ) i∈N [1] . The second Markovian condition then becomes b i+1 = 0 if b i = k i . An algorithm to write real numbers in the (θ i ) i∈N number scale has been proposed by Ito [5] . It proceeds by iterating the mapping
C. Related number systems over rational numbers
In this subsection, we consider α = p/q rational. We recall that the continued fraction expansion of a rational is finite. We denote p q
the continued fraction expansion of p/q, and recall p n = p and q n = q. We can still write any integer N using the finite sequence (q i ) i≤n and a greedy algorithm. However, the first quotient N/q n will not respect the Markovian conditions for N ≥ q n , as the condition is not defined for this quotient (there is no k n+1 ). Nevertheless, the Markovian conditions will still hold for integers N < q n , since the keypoint in the Ostrowski number system is that there exists q m such that q m > N [4] .
The (η i ) i<n number system also still holds under one supplemental condition: β must be rational with precision at most q (i.e. the denominator of β must be less or equal than q).
III. MODULAR ARITHMETIC AND CONTINUED
FRACTION
In this section, we consider α = a/d. We highlight that the same decomposition (b 1 , . . . , b n+1 ) can be interpreted in two ways depending on the number system used. In the Ostrowski number system, we obtain an integer N whereas in the number scale (η i ) i∈N , we obtain the reduced value of Nα mod 1 [1] . Hence, we will use the fact that studying an integer a modulo d is similar to considering the rational a/d modulo 1. This enables us to use properties II.1 and II.2 to compute modular multiplication and division.
A. Modular arithmetic and continued fraction
First, we briefly recall how continued fraction expansion and the Euclidean algorithm are linked. We write (θ i ) i∈N the integer sequence of remainders when computing gcd(a, d). This sequence is composed of decreasing values less than d. We also write (η i ) i∈N the sequence ((−1) i θ i ) i∈N . We obtain the following recurrence relation, and recall the recurrence relation over the (θ i ) i∈N sequence of partial remainders of the continued fraction expansion of a/d :
It has to be noticed that θ i = dθ i as the extended Euclidean algorithm compute the relations
In particular, this implies that the same partial quotients, noted k i , are obtained when computing both sequences.
Finally, we notice that the extended Euclidean algorithm gives the Bezout's identity with
B. Modular multiplication
We can observe that the decompositions presented in properties II.1 and II.2 are both unique and both need the same "Markovian" condition over their coefficients. Hence, we can interpret the same decomposition in both basis. 
Proof: First, we consider b < q n , it can be written in the Ostrowski number system as
and the coefficients b i respect the "Markovian" condition of the Ostrowski number system. Hence, 0  0  17  1  1  11 2  2  0  0  2  6  1  3  1  2  3  5  1  5  0  2  4  1  1  8  1  7  5  0  5 45 2  24  6 0 3 0 As the coefficients b i 's verify the "Markovian" condition, the uniqueness of the decomposition in property II.
By multiplying this inequality by d, as α = a/d and
which finalizes the proof of the theorem for b < q n . Now if b ≥ q n and b = b n+1 q n + b with b < q n the remainder of the division of b by q n , b can be uniquely written in the Ostrowski number system. Furthermore, as η n = 0, b n+1 η n = 0, which finishes the proof.
Example III.1. We give in Table I 
Proof: The proof of correctness is similar to the one of theorem III.1, using the facts that θ i = θ i d and that
Now, the greatest integer c is clearly the one associated to the decomposition (k 1 , 0, k 3 , 0, . . . , k n ) when n is odd. However, k i q i−1 = q i − q i−2 by definition, which implies
The smallest integer that can be returned is clearly the one associated to the decomposition (0, k 2 , 0, k 4 , . . . , k n ) when n is even. Once again, as
, that is to say, the result needs at most a correction by an addition by d.
Example III.2. We give in Table II We here notice that b = 1 * 17+1 * 11+0 * 6+0 * 5+2 * 1, and that
We mention that we also tried to decompose b in the (η i ) i≤n signed remainders number scale and evaluate this same decomposition in the (q i ) i≤n number scale to compute modular division. We used Ito T 2 transform [5] T 2 : (α, β) → (1/α − 1/α , β/α − β/α). In practice, it returns the right result without the need of any correction. However, as the decomposition computed by Ito T 2 transform does not verify the same "Markovian" conditions as in the Ostrowski number system, we were not able to give a theoretical proof that it always returns the reduced result of the modular division. 0  17  1  30  1  11 2  2  1  13  2  6  1  3  1  2  3  5  1  5  0  2  4  1  1  8  0  2  5  0  5 45 2  0  6 0 0 
IV. ELEMENTS OF COMPLEXITY ANALYSIS
In this section, we introduce elements of complexity analysis of the proposed modular multiplication algorithm based on theorem III.1. The same analysis holds for the division. This analysis is highly eased by previous works on the Euclidean algorithm complexity [].
A. Worst-case complexity
The introduced algorithms compute (q i ) i≤n and (η i ) i≤n . This can be computed using the classical extended Euclidean algorithm in O(log (d)
2 ) binary operations. Second, the binary complexity of the decomposition in (q i ) i≤n as in algorithm 1 is bounded by the complexity of computing the sequence (q i ) i≤n since the same number of quotients are computed, with values of similar size, and the quotients b i are bounded by the quotients k i (Markovian condition). Hence, the greedy decomposition has complexity in O(log (d)
2 ).
To finish the worst-case complexity analysis, evaluating the sum to return the final result can also be done in O(log (d)
B. Average number of quotients k i
The average number of quotients k i computed by the Euclidean algorithm has been extensively studied [6] , [7] , [8] . In particular, Porter [9] showed that it is bounded by
for every > 0 and P Porter's constant (P ≈ 1.47 and 12 ln(2)/π 2 ≈ 0.84 [10] ).
C. Average value of quotients k i and b i
The average value of the quotients k i is equal to Khinchin 
This typically means that most of the divisions computed in the Euclidean algorithm can be computed by subtraction efficiently.
By the same arguments, the coefficients b i of the decomposition in (q i ) i≤n can be computed by subtraction as they are also likely small (as they are bounded by the k i due to the Markovian conditions).
In the modular multiplication algorithm, the only quotient not following the Gauss-Kuzmin distribution is the coefficient b n+1 when gcd(a, d) = 1, as it corresponds to the quotient b/q n . Here, we prove the folowing theorem, showing that b n+1 is still likely to be very small. 
.
Hence using the law of total probability we have
As the B i are disjoint events, we have
Now we want to determine P(A|B i ) for i ≥ k + 2. Hereafter, to simplify equations, we write Q i (·) = P(·|B i ) and C = {a = l} ∩ {d = m}.
However,
as b is uniformly distributed between 1 and d = iq n . If we consider the segment of length d and slice it in i segments of length q n , it can be interpreted as the probability that b is in the first k + 1 slices. Hence
As {a = l} and {d = m} are independent by hypothesis (U 1 and U 2 are independent),
Now, we use the fact that the sum of the probabilities over the whole sample space always sum to 1 to obtain
If we recapitulate,
Finally, it is widely known that P(B i ) tends to
when N tends to infinity [11, p. 353] . Hence, we get which equals to
Hence, using Riemann zeta function definition, we get the following simplification, which is more convenient for computation and has been used to generate Fig. 1 ,
. Figure 1 shows the probability distribution of P(b n+1 ≤ k). In particular, we obtain P(b n+1 ≤ 3) ≈ 92.5%.
V. COMMENTS ON A PRACTICAL USE OF THESE
ALGORITHMS
Existing algorithms for modular multiplication are of two kinds. They either integrate the reduction, making it possible to do all the computations with the input precision (Blakley [12] and Takagi [13] ) , or they rely on an efficient multiplication of the arguments, and then efficiently reduce their product -which size is the sum of the arguments' size -(Barrett [14] and Montgomery [15] ). All these algorithms are usually used in different contexts, whether we compute many multiplications by the same large values (Montgomery [15] ) or small values (Takagi [13] ), or whether we compute few multiplications by small values (Blakley [12] ) or large values (Barrett [14] ).
The proposed algorithms are of the first kind -with integrated reduction -and do not need conversion or pre-computation. They clearly target contexts where few multiplications of small values (because of the quadratic complexity) are computed.
The proposed modular multiplication seems to be of little interest in practice in its current form, as its memory consumption might be high -the sequences (θ i ) i∈N and (q i ) i∈N have to be stored entirely to decompose b and recompose the result-even if it is of same complexity as competing methods (Blakley [12] and Takagi [13] ).
Concerning the modular division, to our knowledge, all existing algorithms require to multiply by an inverse -which need to be computed. In the proposed modular division, the modular multiplication is integrated to the computation of the inverse. This enables to partially cover the latency of the inverse computation. Moreover, its memory footprint is low since the computed sequences do not need to be stored. First experiments with a straightforward 64-bit implementation show an encouraging speedup of 2.44x against GMP [16] low-level functions (mpn_gcd_ext, mpn_mul and mpn_tdiv_qr).
These arguments make it suitable in some context like Gaussian elimination on a small dimension matrix with coefficients in a finite field. For each row, several values are divided by the same pivot. The proposed modular division helps covering the latency of computing an inverse, seems adapted to decompose several inputs at the same time (like any greedy algorithm) and can be easily vectorized (if a vectorized integer division instruction is available).
VI. PERSPECTIVES
In this paper, we presented an algorithm for modular multiplication and an algorithm for modular division. Both are based on the extended Euclidean algorithm and are of quadratic complexity in the size of the modulus,and do not require pre-computation or changing the inputs representation.
They present a theoretical interest since it it the first use of Ostrowski number systems to this purpose. Even though the proposed modular multiplication algorithm in its actual form is not relevant in practice, the modular division seems to be efficient as it integrate the multiplication to the computation of the inverse.
Further investigations have to be led to find optimal decomposition algorithms, that minimize the number of coefficients of the produced decomposition and their size. Also, a supplemental effort is necessary to provide efficient software implementation of the modular division algorithm.
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