Introduction.
The purpose of this paper is to study the behavior as t -* °° of solutions of a system of two nonlinear equations of the form Xi(t) = /,(«) -[ ax{t -s)g1(s, z,(s)) ds -f a2(t, s)g2(s, x2(s)) ds, Jo Jo
x2(t) = /2(0 -f a2(t -s)g1(s, x,(s)) ds -f at(t -s)g2(s, x2(s)) d
Jo Jo (1.1) where ji(t) and j2it) are asymptotically almost periodic and both g^t, x) and g2(t, x) are almost periodic in t uniformly for x on compact sets. We seek conditions which guarantee that the solutions x^t) and x2(t) of (1.1) exist for all t ^ 0 and are asymptotically almost periodic. System (1.1) arises in a natural way from the partial differential equation u, = uxx (t > 0, 0 < x < L) (1.2) with initial conditions u(0, x) = F(x) (0 < x < L) (1.3) and nonlinear boundary conditions of the form ux(t, 0) = gS, u(t, 0)), ux(t, L) = -g2{t, u(t, 0)), (1.4) for all t > 0. Eqs. (1.7) clearly have the form (1.1) with Xi(t) = u(t, 0) and x2(t) -u{t, L). On the other hand, if u(t, 0) and u(t, L) are the known unique solutions of (1.7), then u(f, x) may be obtained using (1.4) and then (1.5) . This formal equivalence of (1.2)-(1.4) and (1.7) will be made precise in Sec. II below. Eqs. (1.2)-(1.4) and also our assumption of almost periodicity may be physically motivated using C. C. Lin's theory of superfluidity of helium, cf. [1] . In three-dimensional space with coordinates (x, y, z) let the planes x = 0 and x -L represent two infinite plates. Suppose the region 0 < x < L between these plates is filled with liquid helium initially at rest. If the boundary plates x = 0 and x = L are both given signosoid oscillations in the y-direction, then a one-dimensional flow will be set up in the liquid. Let u(t, x) be the velocity profile at time t > 0 of any point (x, y, z) with first coordinate x. Then u(t, x) satisfies (1.2) and (1.3), Fix) = 0. Lin's theory implies boundary conditions of the form (1.4); indeed <7i(<, u) = B(u -C sin (fc,<))3 (1) (2) (3) (4) (5) (6) (7) (8) for i = 1,2 where P> and C are positive constants. For this problem we prove the following: Theorem 1. Suppose F z C2[0, L\. Let gr, (i, u) be given by (1.8) where B > 0, C 0 and k< 0. Then (1.7) has unique continuous solutions Xi(t) -u(t, 0) and a:2(0 = u(t, L) defined for all t ^ 0. Moreover, there exist two almost periodic functions X, (t) with Fourier series of the form CO X,(t) ~ exp (iimki + nk2)t) (1.9) such that lim \xi(t) -X((0) =0 as t-» oo.
This result follows as a special case of more general theorems which will be proved below. These more general theorems concern a two-dimensional system of the form
Jo where A (<) is a matrix of the form _ ®i(0 ^(0 a2(t) a,(<).
In Sec. 3 we use the special form of A(t) to show that system (E) may be transformed into an equivalent system of the form
where RN(t) is a positive definite, diagonal matrix of class L'(0, »). Subsequent work deals with equations of the form (EN) rather than directly with (E). Sec. 4 contains results concerning the global existence and boundedness of solutions of (En). In Sec. 5 we study the existence and uniqueness of almost periodic solutions of a related equation of the form
(1.10)
In the last section we show that the solutions y(l) and Y(t) of (EN) and (1.10) are asymptotic, that is lim [y{t) -y(£)} = 0 as t-> Transforming (EN) back to (E) then yields Theorem 1 as a corollary. Sec. 6 also contains results concerning the mean values of the solution x(t) of (E). This information on mean values is important in any study of the behavior of the nonlinear problem (1.2)-(1.4). If L -+°= and if the second boundary condition in (1.4) is dropped, then (1.2)-(1.4) and (1.8) model the limiting case of a one-dimensional flow in a half space. This problem has been studied by Levinson [2] . Some of Levinson's results have been generalized in papers of Friedman [3] , [4] and Miller [5] . A similar problem involving heat flow has been extensively studied by Mann and Wolf [6] and others [7] , [8] , [9] . The methods used in this paper are extensions of the methods used in [5] . The main tools in our analysis will be the "variation of constants" equation (EN) and invariance results similar to those used in [5, Sec. V].
2. Equivalence of the problems. Let R2 denote real Euclidean two-dimensional space of column vectors x = col (xi , x2). Throughout the remainder of this paper the norm |i| in R2 will always mean |x| = max {|zi| , |x2|}. Many of our results are explicitly dependent on the use of this norm rather than some other equivalent norm. 
iv) The functions A At) = g(t, u(t, 0)) and A2(t) = -g2(t, u(t, L)) are of class C[0, t») r\ C'(0, <=o) and are absolutely continuous in a neighborhood of t -0.
If F t C2[0, L) and if gx , g-i £ C1 for all (t, <»), then the functions
satisfy (1.1) for all t 0.
Proof. Define functions a(x) = x2/2L, K(t, x) = a{x)A2(t) -a(L -x)Ax(i) and
The functions H and Q are sufficiently smooth in order to solve uniquely for v(t, x) in the usual way (cf. [10, Theorems 1 and 2]). Therefore
• cos (nirx/L) fQ(s, y) dy ds.
Here H" is the sequence of Fourier cosine coefficients of H. By the definition of a(x) it follows that and
when 0 < x < L. Therefore, the definitions of K, Q and H together with integration by parts suffice to put the above expression for u(t, x) into the form (1.5). Since u{t, x) is continuous, then setting x = 0 and x = L in (1.5) yields (1.7). Q.E.D. Proof. The conditions F t C2[0, L] and (2.1) are sufficient to insure that / e C[0, °°) C\0, 00) and that f is locally of class L1 on 0 ^ t < °o. Since gi and g2 e C1, then it follows from results in [11] that xx(t) and x2(t) have these same smoothness properties, that is x(t) e C[0, °o) C\ C^O, «=) and x'it) t L1 near t = 0.
Define 4i(£) = gi(t, Xi(<)), A2(t) = -g2{t, x2(t)) and define u(t, x) by line (1.5). Condition (i) of Theorem 2 can easily be verified directly using (1.5). Since A^i) and A2(t) are smooth, the steps in the proof of Theorem 2 can be reversed to obtain (2.6). Therefore, the results in [10] imply (ii), (1.2), (1.3) and the boundary conditions lim ux(t, x) = ^4,(0, lim uz(t, x) = A2(t).
x-*0 x-*L Setting x = 0 in (1.5) and using the present definitions of Ai and A2 it follows that u(t, 0) = ft(t) -f a^t -s)gl(s, x^s)) ds -f a2(t -s)g2(s, x2(s)) ds.
Jo Jo (There is a similar formula for u(t, L).) Comparing this with (1.1a) one sees that u(t, 0) = Xi(t) for all t ^ 0. Similarly u(t, L) = x2(t). Q.E.D.
Preliminary transformations.
Given any matrix A(t) the resolvent R{t) of A{t) is defined to be the solution of the linear equation
If the entries of A (t) are locally of class L1 on 0 g t < co then it is known [12, Chapter IV] that R(t) exists a.e., is locally I1 on 0 ^ i < and R(t) also satisfies the equation
a.e. on 0 < t < <=°. Let Q denote the symmetric, unitary matrix Q = 2" 
AN(t) = NQA(t)Q
and let RN(t) be the resolvent of AN(t). Then the following statements are true:
(iii) If a^t) and a2(t) are defined by (2.2) then \,N(t) and \2N(t) are positive and continuous on 0 < t < °o and
Proof. The first two parts follow immediately from (3.2) and Eq. (3.1) for the resolvent. Indeed, X1W(<) is the resolvent of the scalar function W,(if) = N{ai(t) -f a2(t)} and \2N(t) is the resolvent of the function W2{t) = N{ai(t) -a2(t)}. Note that more generally one could assume the existence of a vector-valued function r(t) such that G(t, r(t)) = 0 for all t ^ 0. (This is the situation in Theorem 1 above.) However, the transformation X = r -r(t) puts (E) in the form X(t) = |/(0 -r(t) j -f A(t -s)G(s,r(s) + X(s)) ds. C^4') G(t, Xi , x2) = col (g(t, x,), git, x2)) for all (t, , x2) t R3. Moreover, g(t, z) is an odd, nondecreasing function of z and is bounded in t1 R1 uniformly for z on compact subsets of R1. The purpose of this section is to study the existence and uniqueness of almost periodic solutions of equations of the form (1.10). First, we give appropriate definitions and background information concerning almost periodic functions. The first result in this section (Theorem 5) asserts that if Y(t) is an almost periodic solution of (1.10) for some fixed N0 > 0 then it is also a solution of (1.10) for all other N > 0. This result will be important since one value of N will be needed to prove existence of almost periodic solutions of (1.10) and a second value of N will be needed to obtain uniqueness and prove the asymptotic relationships between solutions of (En) and (1.10).
If (2.2) is true
The rest of the section is devoted to the existence and uniqueness of almost periodic solutions of (1.10). Lemma 4 is an invariance theorem for bounded solutions of (1.10). Lemma 5 asserts the uniqueness of bounded solutions of (1.10). The last result of the section asserts that the unique bounded solution of (1.10) is almost periodic.
Definition. A continuous junction S(t, x) defined for all (t, x) e Rn+l is called almost periodic in t (uniformly for x on compact sets) if and only if given any sequence {<") of real numbers there exists a subsequence \tnk) and a function S*(t, x) such that lim S(t + tnk , x) = S*(t, x) h-*oo with convergence uniform in (t, x) for all t e Rl and x on compact subsets of R". In this case we write S e AP.
The set of all functions S* which may be obtained in this way is called the closed hull of S, written CH{S).
As general references on almost periodic functions see the books of Favard [14] and Besicovitch [15] or the original papers of Bohr [16] . The results listed below are wellknown results in this field.
Given a function S(t, x) which is almost periodic in t uniformly for x on compact sets define FM(S) to be the set of all almost periodic functions /(<) with range in the same space as S and satisfying the following condition:
If {<"} is any real sequence such that {S(t + t" , x)} is a Cauchy sequence uniformly in 11 R1 and x on compact subsets of Rn, then {f(t + 0} is a Cauchy sequence uniformly in 11 Rl.
The set FM (S) is called the function module of S.
Given S e AP there exists a countable set of Fourier exponents {X"} C Rl and a set {S"(z)} of continuous nontrival functions such that S has Fourier series CO S(t, x) ~ X) S"(x) exp (i\nt). Taking the limit as n -» oo gives (5.1) with N replaced by M. Q.E.D. We now turn to the existence-uniqueness problem. The following lemma will be needed.
Lemma 4. Suppose (5.2), (A1)-(A3) (and A5) are true. Suppose (5.1) has a bounded solution 7/(<) on -oo < t < oo. Then given any sequence j<"| of real numbers there exists a subsequence \t"i\, a junction (IIn)* t CH(HN) and a junction y*(t) such that y(t + tnl) -> y*(t), HN(t + tnk , y) -> H%(t, y) and y*(t) = f RN(t -s)\y*(s) -H%(s, y*(s))} ds (-oo < t < oo). (5.5)
J -00
Proof. If {£"} contains a subsequence which tends to a finite limit point r, then the result is trivial with y*{t) = y(t + x) and H%(t, y) = HN(t + r, y). Therefore, assume tn-* ±0°. Since p(t) and H(t, y) are almost periodic in t, then there is a subsequence (which we shall also index by n) and functions p* e CH(p), H* e CH(H) such that pit + O -> p*(t) and H(t + tn , y) -> H*(t, y). Then HN{t + tn,y) = QH{t + tn,Qy + pit + Q)/N -QH*(t, Qy + p*(t)/N = H%(t, y).
Since 2/(0 is bounded and H is almost periodic, then |y(t) -HN(t, 2/(0)1 is bounded on -co < t < od. The convolution of a function in Ll( -co, oo) and a function of class L°°( -oo, co) results in a bounded uniformly continuous function. Since y(t) solves (5.1), then y(t) must be uniformly continuous. This in turn means that the sequence {y(t + O } is a uniformly bounded, equicontinuous family of functions on each finite subinterval of Rl. By possibly taking a subsequence we may assume that y(t + O -> y*(t) as n -► oo for some function y*. Replacing t by t + t" in ( Proof. Fix N > 0 and large. Let [<"} be any real sequence such that { pit + t")\ and \H(t + t, , y)) are Cauchy sequences, p(t + tn) -» p*(t) t CH(p) and Hit + <",?/)-* H*(t, y) e CH{H). It must be shown that {y(t + tn)} is a Cauchy sequence uniformly in t £ R1. Suppose this is not true. Then there exists e > 0, subsequences nk and mk, and a sequence r* such that nk > mt ^ k and \y(jk + tnk) -y(rk + t"k)\ 3; f. Define Since the left-hand side of (6.2) is independent of N, then (6.2) can be true for all N > 0 only if m(Y2) = m(HN2) = 0. We have shown that the mean value of HN(t, Y(t)) = QH(t, QY(t) + p(t))/N = QH(t, X{t))/N is the zero vector. Since Q is not singular and N ^ 0, then H(t, X(l)) also have mean value zero. We have also shown that m(Y2) = m(X, -X2 -Pi + p^/^2 = 0, that is miXi -X2) = rn(p! -p2). Since m{pi -p2) = 0, then m{Xx) = m(X2). Q.E.D.
Theorem 1 follows as a special case of the results in this section. In this special case g(x) = Bx3 is smooth so that the solution of (E) is unique. Assumptions (A1)-(A7) are easily verified with p(t) = col p2{t)) having components p,(t) = i 0/2 + c sin If ki and k2 are linearly independent over the integers, then p(t) is quasiperiodic with fundamental frequencies (fcj , k2). If fc, and k2 are linearly dependent then there exist integers Mi and M2 such that k3 = Mlkl + M2k2 and k3/2ir is the least common period of p(t). In this case the functions A'", in (1.9) will have the form CO Xf(t) = X) X," exp {in (il/+ M2k2)t\.
n*= -co If u(t, x) is the function defined by (1.5) and X,-the functions defined by (1.9) then u(t, 0) = X1(t) + E1(t) (6.3a) and u(t, L) = X2(t) + E2(t), (6.3b) where Xi and X2 both have the same mean value, /?,(/) e C[0, co H C!(0, °°), d/dt E,(t) is L1 near t = 0 and E,(t) -> 0 as < -> co. Therefore, one would conjecture that limt-," u(t, x) = U(t, x) where U solves the problem (6.4) U, = Uxx (-co </< to, 0 < x < L) U(t, 0) = Xt(0, U(t, L) = X2(i) (-00 < < < oo).
Similarly u(t, x) satisfies boundary conditions of the form du/dx(t, 0) = B{Xy(t) -C sin (fc^)}3 + E^t) (6.5a) and du/dx(t, L) = -B\X2(t) -C sin (fc2<)}3 + E2(t), (6.5b) for all t 0. Here E, and E2 have the same properties as the corresponding terms in (6.3) and the two functions B{Xj(t) -C sin (k,(t) j3 have mean value zero. If it is true that u{t, x) tends to a solution U of (6.4) then U(t, x) should also satisfy the boundary conditions dU/dx(t, 0) = B{X1(t) -C sin (k, 0}3 and dU/dx(t, L) = -B\X2{t) -C sin (k2(t)}3, for -oo < t < co .
