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Chapter 1
Introduzione
Oggi nello studio delle teorie dei campi quantistici capita frequentemente di doverci con-
frontare con modelli sempre più complicati. Questo rende necessario l'introduzione di
approcci più moderni per rendere più facile lo studio delle teorie, risolvere problemi con
meno sforzo, generalizzare proprietà note e scoprire proprietà nuove, per comprendere più
profondamente risultati già stabiliti o, perchè no, fare progressi verso nuova ﬁsica.
Uno di questi nuovi formalismi, che verrà descritto in questo elaborato, è il formalismo
ﬁeld-covariante della teoria dei campi quantistici sviluppato in [1, 2, 3]. Esso permette
di studiare sistematicamente le proprietà dell'integrale funzionale, deﬁnito perturbativa-
mente, e dei funzionali generatori Z, W = lnZ e Γ delle funzioni di correlazione. Iniziando
con un'indagine sul reale signiﬁcato del passaggio da quantità bare a quantità rinormaliz-
zate in Z e W , si può ottenere una formulazione che permette di descrivere questa trasfor-
mazione come un vero e proprio cambio di variabili negli integrali funzionali. Il risultato
può essere esteso alla più generale trasformazione perturbativa e locale delle variabili di
campo. Procedendo sulla strada indicata da questo approccio, si può introdurre un nuovo
funzionale generatore dei diagrammi irriducibili ad una particella detto funzionale master
Ω, che si comporta come uno scalare sotto le trasformazioni delle variabili di campo. Esso
generalizza e sostituisce il funzionale Γ, che trasforma in modo più complicato. Precisa-
mente, Γ si comporta come uno scalare, ma non sotto la trasformazione ereditata dalla sua
deﬁnizione come trasformato di Legendre di W , bensì sotto una diversa trasformazione,
che può essere identiﬁcata a partire dallo stesso funzionale master. In un particolare for-
malismo, detto formalismo proprio, in cui viene esteso l'insieme dei campi integrati con
l'aggiunta di nuovi campi ausiliari N associati agli operatori composti, è poi possibile ri-
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cavare il funzionale master da una nuova azione SN , chiamata azione propria. Questa
architettura, in coppia con il formalismo di Batalin-Vilkovisky, può essere utilizzata nello
studio delle teorie di gauge, rendendo così possibile descrivere l'invarianza di gauge tramite
generalizzazioni dell'equazione master di Batalin e Vilkovisky, ottenute includendo i nuovi
campi ausiliari e le relative sorgenti. Attraverso l'utilizzo di trasformazioni canoniche pro-
prie si riescono ad implementare le trasformazioni dei campi come veri e propri cambi
di variabili, compreso quindi anche il processo di rinormalizzazione. Questo approccio
si rende utile per lo studio, oltre che di teorie di gauge rinormalizzabili classiche, come
quella di Yang-Mills, anche di sue estensioni, ed in generale di teorie non rinormalizzabili,
sia unitarie che a derivate superiori. Un esempio è dato dalla gravità quantistica, la cui
rinormalizzazione prevede trasformazioni non lineari dei campi [9, 10]. Questo potente
strumento però non riesce a superare la necessità di ipotesi coomologiche, le quali hanno
un ruolo fondamentale nella richiesta di preservare l'esatta gauge-invarianza della teoria
ad ogni passo della rinormalizzazione. Tramite queste ipotesi infatti, che ci permettono
di avere il controllo sulla struttura dei controtermini, possiamo dimostrare che è possibile
sottrarre le divergenze per mezzo di rideﬁnizioni dei parametri e trasformazioni canoniche,
che per deﬁnizione preservano l'equazione master di Batalin e Vilkovisky.
Le ipotesi coomologiche non risultano invece essere necessarie usando il metodo del
campo di background [6], una tecnica ben nota che ha il pregio di far sì che, durante il pro-
cesso di rinormalizzazione della teoria, i trasformati di gauge non vengano rinormalizzati.
Questo metodo può essere generalizzato unendolo al formalismo di Batalin-Vilkovisky [5].
Ovviamente anche la versione generalizzata di questo approccio ha dei limiti: per poter
sfuttare i vantaggi del metodo del campo di background le trasformazioni di simmetria
devono essere lineari. Questa richiesta è veriﬁcata da teorie come quella di Yang-Mills e la
gravità, ma purtroppo non è veriﬁcata in generale nelle teorie supersimmetriche, come la
supergravità. L'idea perciò è quella di unire il formalismo ﬁeld-covariante col metodo del
campo di background per superare: da un lato la necessità di ipotesi coomologiche, grazie
all'utilizzo di un'azione di background in grado di mantenere inalterate le trasformazioni
di gauge, della teoria di partenza, lungo tutto il processo di sottrazione delle divergenze; e
dall'altro riuscire ad estendere questa tecnica anche a teorie che prevedono trasformazioni
non lineari, sfruttando la possibilità di introdurre dei nuovi campi ausiliari in grado di
linearizzare queste trasformazioni. Nel tentativo di raggiungere tale risultato seguiremo
diversi procedimenti cercando di elaborare quello che meglio si adatta alle nostre richieste.
i) Costruiremo un'azione propria contenente sia campi quantistici Φ che campi di back-
7ground Φ, a cui successivamente applicheremo la trasformazione di background Φ→ Φ+Φ.
ii) Utilizzeremo i campi N , del formalismo proprio, per tentare di risolvere i problemi di
linearizzazione del metodo di background che si incontrano nel punto (i). iii) Cercheremo
di ricavare un'azione propria partendo direttamente da una generale azione di background.
iv) Estenderemo lo shift di background anche ai campi N , introducendo, perciò, i relativi
campi di background N e delle nuove sorgenti esterne associate ai trasformati di gauge degli
operatori composti dei campi di background Φ. v) Inﬁne, proveremo a risolvere nuovamente
i problemi di linearizzazione del metodo del campo di background basandoci, questa volta,
su un'idea proposta in letteratura per le teorie supersimmetriche [8]. Elenchiamo i risultati
originali di questi tentativi. Per prima cosa, dimostriamo che è possibile eseguire il metodo
del campo di background all'interno del formalismo ﬁeld-covariante. Per quanto riguarda
l'utilità di questo approccio allo studio della rinormalizzazione, però, rimangono delle dif-
ﬁcoltà dovute alla non linearità degli operatori composti, simili a quelle che si incontrano
applicando il metodo del campo di background alle teorie supersimmetriche. A causa di
ciò si ha che le trasformazioni di gauge di background, che di solito hanno la notevole
proprietà di non essere rinormalizzate, ricevono correzioni radiative non banali. Tuttavia
ci sono dei casi particolari in cui si riesce a far funzionare nel modo corretto, cioè senza
problemi di non linearità, il metodo del campo di background all'interno del formalismo
proprio. Uno di questi casi particolari è quello in cui gli operatori composti trasformano
come tensori sotto il gruppo di gauge. In questo caso, allora, è possibile utilizzare i campi
propri per linearizzare le trasformazioni di simmetria riuscendo, così, a sfruttare il metodo
del campo di background per ottenere un'azione invariante sotto delle trasformazioni di
gauge di background che hanno la proprietà di non venir modiﬁcate durante il processo di
rinormalizzazione. Certamente questi casi particolari dovranno essere considerati il punto
di partenza per eventuali sviluppi di questo formalismo, tesi a renderlo ancora più generale.
Nel seguito, per semplicità, lavoreremo nello spazio Euclideo ed utilizzeremo la rego-
larizzazione dimensionale. I risultati comunque non dipenderanno da queste scelte.
Nel capitolo 2 viene esposto, con l'ausilio di esempi, il problema della ﬁeld-covarianza,
descrivendo come sia possibile utilizzare gli operatori composti, e le relative sorgenti es-
terne, per dare ai funzionali generatori Z eW un comportamento scalare sotto un qualsiasi
cambio perturbativo delle variabili di campo. Si estende, poi, quanto ottenuto anche al
funzionale Γ, introducendo così il nuovo funzionale generatore dei graﬁci irriducibili ad una
particella, il funzionale master, di cui, una volta introdotta la formulazione propria, studier-
emo la rinormalizzazione. Nel capitolo 3, utilizzando il formalismo di Batalin-Vilkovisky,
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specializziamo i risultati del capitolo 2 per le teorie di gauge, ricavando nuovamente il fun-
zionale master e la formulazione propria. Analizziamo il problema coomologico e da qui
la rinormalizzazione di queste teorie. Applichiamo, poi, i risultati ad una teoria di Yang-
Mills accoppiata a fermioni con derivate superiori e alla gravità. Nel capitolo 4 richiamiamo
il metodo del campo di background, i cui risultati vengono generalizzati facendo nuova-
mente uso del formalismo di Batalin-Vilkovisky. Si giunge così a descrivere la procedura
di rinormalizzazione all'interno di questo approccio. Nel capitolo 5, inﬁne, descriviamo i
tentativi di accoppiare il metodo del campo di background al formalismo ﬁeld-covariante,
corredando il tutto con applicazioni all'esempio della teoria di Yang-Mills accoppiata a
fermioni con derivate superiori.
Chapter 2
Formulazione ﬁeld-covariante
Il punto di partenza per formulare le teorie di campo quantistiche in modo ﬁeld-covariante
è osservare che, in generale, la procedura di rinormalizzazione, all'interno dei funzionali
generatori, avviene attraverso sostituzioni delle variabili d'integrazione e non mediante
veri e propri cambi di variabili, rendendo così diﬃcile scrivere delle relazioni che legano i
funzionali bare con i rispettivi rinormalizzati. Diversamente da come si comporta l'azione
sotto rinormalizzazione, per la quale vale la relazione SB(ϕB, λB) = S(ϕ, λ, µ), dove λ
è l'insieme dei vari parametri della teoria e µ la scala d'energia, il funzionale Z non si
comporta geralmente come uno scalare. Nel caso in cui la relazione che lega le quantità
(variabili di campo e parametri) bare e quelle rinormalizzate è moltiplicativa, del tipo
ϕB = Z
1
2
ϕϕ, è suﬃciente imporre che la sorgente bare del funzionale generatore
ZB =
∫
[dϕB]e
−SB+
∫
JBϕB (2.1)
soddisﬁ la relazione JB = Z
− 1
2
ϕ J per far sì che Z sia uno scalare sotto rinormalizzazione, cioè
soddisﬁ ZB(JB, λB) = Z(J, µ, λ). Tuttavia, questo non è vero nel caso più generale in cui
si abbia una relazione non moltiplicativa, non lineare, tra ϕB e ϕ. Se per esempio conside-
riamo il caso in cui la rinormalizzazione introduca una relazione del tipo ϕB = Z
1
2
ϕϕ+αϕ2,
sebbene l'azione trasformi nel modo corretto, quando si eﬀettua nel funzionale (2.1) il pas-
saggio dalle quantità bare a quelle rinormalizzate, il termine contenente la sorgente esterna
JB dà ∫
JBϕB =
∫
JBZ
1
2
ϕϕ+
∫
JBαϕ
2, (2.2)
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da cui si può notare che l'unico modo per ottenere da questo il suo omologo rinormalizzato∫
Jϕ è utilizzare, almeno ﬁno al primo ordine in α, la relazione JB = Z
− 1
2
ϕ J − αZ−1ϕ ϕJ .
Ma questa relazione non è lecita poichè un campo esterno non può dipendere da un campo
integrato. Perciò non c'è modo di trasformare il termine (2.2) nella sua versione rinormal-
izzata
∫
Jϕ, e quindi ricavare una relazione scalare tra i funzionali ZB e Z, senza ottenere
una relazione del tipo J ′(J, ϕ). Per riuscire a scrivere anche il funzionale generatore rinor-
malizzato Z nella sua forma convenzionale siamo perciò costretti ad eﬀettuare non un vero
cambio di variabili ma la mera sostituzione
∫
Jϕ↔ ∫ JBϕB, da cui si ricava la relazione
ZB ←→ Z =
∫
[dϕ]e−S+
∫
Jϕ. (2.3)
E' possibile, allora, riottenere la proprietà scalare per il funzionale generatore? La risposta
è sì, e adesso vedremo come si riesce a raggiungere tale obbiettivo. Cominciamo col con-
siderare un generale cambio di variabili locale perturbativo bare che scriveremo:
ϕ′B = ϕB + bIBO
I
B(ϕB), (2.4)
dove OB(ϕB) rappresenta una base di operatori composti di ϕB. Se adesso intoduciamo
delle sorgenti associate a tali operatori composti, così da poter scrivere per il funzionale
generatore bare come
ZB =
∫
[dϕB]e
−SB(ϕB)+
∫
JBϕB+
∫
LIBO
I
B(ϕB), (2.5)
è facile vedere che il cambio di variabili che abbiamo preso in considerazione può essere
riassorbito imponendo sulle sorgenti le trasformazioni:
J ′B = JB e L
′
IB = LIB − bIBJB. (2.6)
Infatti, tenendo presente che vale la relazione SB(ϕB) = S
′
B(ϕ
′
B), e deﬁnendoO
I
B
′
(ϕ′B) =
OIB(ϕB), se si inseriscono il cambio di variabili e le trasformazioni (2.6) nel funzionale ZB
si trova
ZB =
∫
[dϕ′B]e
−S′B(ϕ′B)+
∫
JB
(
ϕ′B−bBOIB
′
(ϕ′B)
)
+
∫ (
L′IB+bBJB
)
OIB
′
(ϕ′B) = Z ′B (2.7)
ottenendo così per il funzionale ZB un comportamento scalare sotto cambio di variabili.
A questo punto è naturale pensare di poter utilizzare un procedimento analogo, che
sfrutti gli operatori composti e le relative sorgenti al ﬁne di ottenere un comportamento
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scalare del funzionale generatore Z sotto rinormalizzazione. A tal proposito iniziamo con
lo scrivere la più generale relazione tra campi bare e rinormalizzati come: ϕB = ϕ +
cIO
I(ϕ, λ, µ) , dove OI rappresenta gli operatori composti bare scritti attraverso quantità
rinormalizzate, cioè OI(ϕ, λ, µ) = OIB(ϕB, λB) = (ZO)
I
JO
J
R, dove (ZO)
I
J è la matrice delle
costanti di rinormalizzazione degli operatori composti. Una volta espansa l'azione tramite
l'introduzione degli operatori composti, i controtermini generati dalla rinormalizzazione
andranno ad aggiungere correzioni radiative non solo a S(ϕ) ma anche al settore degli
operatori composti. Perciò è utile introdurre delle funzioni fI(L, λ, µ) che contengano le
sorgenti LI più le correzioni dipendenti da queste e dalle loro derivate. Riscriviamo, adesso,
il funzionale bare ed eﬀettuiamo il cambio di variabili da bare a rinormalizzate:
ZB =
∫
[dϕB] exp
{
−SB(ϕB, λB) +
∫
JBϕB +
∫
LIBO
I
B(ϕB, λB)
}
=
=
∫
[dϕ] exp
{
−S(ϕ, λ, µ) +
∫
JBϕ+
∫
cIJBO
I(ϕ, λ, µ) +
∫
LIBO
I(ϕ, λ, µ)
}
.
(2.8)
Da qui si può notare che, analogamente a quanto fatto prima, ci basta deﬁnire le sorgenti
bare nel seguente modo:
LIB = fI(L, λ, µ)− cIJ e JB = J, (2.9)
per ottenere così il comportamento scalare desiderato del funzionale generatore
ZB =
∫
[dϕ] exp
{
−S(ϕ, λ, µ) +
∫
Jϕ+
∫
fIB(L, λ, µ)O
I(ϕ, λ, µ)
}
= Z. (2.10)
Siamo giunti così al risultato che cercavamo, cioè abbiamo sviluppato una procedura
che ci permatte di considerare il passaggio da quantità bare a rinormalizzate come un vero
e proprio cambio di variabili generato dalle trasformazioni:
ϕB = ϕ+ cIO
I(ϕ, λ, µ), λB = λB(λ, µ),
JB = J, LIB = fI(L, λ, µ)− cIJ.
(2.11)
Una volta visto come si implementa il cambio di variabili tra quantità bare, ed adesso
anche il passaggio da quantità bare a rinormalizzate, non ci resta che chiudere il cer-
chio estrapolando a quale trasformazione delle sorgenti è legato il cambio di variabili tra
quantità rinormalizzate. Per fare questo partiamo dalla versione trasformata di (2.9) ot-
tenuta sostituendo tutte le quantità colle loro versioni primate. Da questa utilizzando (2.6)
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trasformiamo L′B nella sua versione non primata bare. Eﬀettuando inﬁne, sulla parte non
primata, la trasformazione (2.9) otteniamo un'equazione che lega le quantità rinormalizzate
nella versione primata e non, dalla quale si ricava la relazione
f ′I(L
′, λ, µ) = f(L, λ, µ) +
(
c′I − cI − bIB
)
J. (2.12)
Un modo più conveniente per lavorare con questo formalismo è quello lineare (che
useremo da qui in avanti), in cui invece dell'eq. (2.5) si riscrive il funzionale ZB come:
ZB =
∫
[dϕB] exp
{
−SB +
∫
JBϕB +
∫ (
LIB + τkIBN kB(LB, λB)
)
OIB(ϕB)
}
, (2.13)
dove abbiamo aggiunto al settore degli operatori composti le funzioni N kB, che rappresen-
tano tutti i possibili monomi locali, almeno quadratici in LB, che possono essere costruiti
con le sorgenti e le loro derivate, ad ognuno dei quali è associato un nuovo parametro τkIB.
In questo modo le trasformazioni che generano il passaggio da bare a rinormalizzate, e
mantengono l'identità ZB = Z, risultano lineari nelle sorgenti:
JB = J, LIB = LJz
J
I (λ, µ)− cIJ. (2.14)
Questo è possibile poichè gli ordini superiori nelle sorgenti che si generano durante
la rinormalizzazione vengono inglobati nelle nuove funzioni rinormalizzate deﬁnite come
N k(L, λ, µ) = N kB(LB, λB), a cui si aggiungono le correzioni inserite nella rinormalizzazione
dei parametri τB = g(τ, λ, µ).
Utilizzando questo approccio lineare possiamo riscrivere la trasformazione (2.12) rela-
tiva ai termini di ordine O(L), tralasciando quelli superiori che sono inseriti nelle funzioni
N , ottenendo quindi:
L′I = LI − bIJ. (2.15)
Inserendo questa trasformazione nel funzionale Z si può ricavare il cambio di variabile
associato a (2.15), che ci permette di riscrivere Z nella sua forma standard. Questo cambio
di variabili permetterà inoltre di ottenere le quantità rinormalizzate nelle nuove variabili,
senza bisogno di doverle ricalcolare dall'inizio. Iniziamo allora considerando la versione
rinormalizzata di (2.13):
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Z(J, L) =
∫
[dϕ] exp
{
−S(ϕ, λ, µ) +
∫
Jϕ+
∫ (
LI + τkIN (L, λ, µ)
)
OIR(ϕ)
}
, (2.16)
dove abbiamo deﬁnito OIR(ϕ) = (Z
−1
O )
I
JO
J(ϕ). Adesso introduciamo le sorgenti primate
sostituendo, nel funzionale Z, le sorgenti LI con la relazione data da (2.15) Quello che
abbiamo, una volta inserita la trasformazione nel funzionale (2.16), è:
Z(J, L′ + bJ) =
∫
[dϕ] exp
[
− S(ϕ, λ, µ) +
∫
J
(
ϕ+ bIO
I
R(ϕ, λ, µ)
)
+
+
∫ (
L′I + τkIN k(L′ + bJ, λ, µ)
)
OIR(ϕ, λ, µ)
] (2.17)
Per poter riottenere la forma convenzionale del funzionale Z, per prima cosa, cerchiamo
di sistemare la parte relativa alla sorgente J . Oltre al termine
∫
JbOR, contribuiscono alla
parte in J anche quelli derivanti dall'espansione in serie di τN (L′ + bJ), perciò iniziamo
eﬀettuando il cambio di variabili
ϕ = ϕ˜− (bI + dI)(Z−1O )IJO˜J(ϕ˜), (2.18)
dove abbiamo utilizzato l'identità O˜I(ϕ˜) = OI(ϕ), ed inserito le costanti dI che tengono
conto delle correzioni ai parametri bI di ordine O(b2) (da determinare). A questo punto
possiamo riscrivere (2.17), perturbativamente in b, come
Z =
∫
[dϕ˜] exp
[
− S(ϕ) +
∫ (
L′I − dIJ + τkIN k(L′)
)
(Z−1O )
I
JO˜
J(ϕ˜)+
+
∫
J
(
ϕ˜+ bIU
I(L′, bJ, ϕ˜)
)]
,
(2.19)
con le U I delle funzioni associate allo sviluppo in serie delle N k. Applichiamo un nuovo
cambio di variabili, sempre teso a sistemare il settore relativo alla sorgente J , del tipo
ϕ˜′ = ϕ˜+ bIU I (2.20)
ed espandiamo in serie l'azione S(ϕ(ϕ˜′ − bU)). Possiamo scrivere l'azione come
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S(ϕ(ϕ˜)) = S(ϕ(ϕ˜′))−
∫
b
[
τb
δN
δL′
+ τb2J
δ2N
δL′2
+ . . .
]
Z−1O O˜(ϕ˜
′)
δS
δϕ˜′
+ · · · =
= S(ϕ(ϕ˜′) +
∫ [
∆zL′ −∆dJ + ∆τN
]
Z−1O O˜(ϕ˜
′)− b2
∫
JU ′,
(2.21)
dove ∆d sono coeﬃcienti calcolabili, che cominciano da O(b2). Un'espansione simile viene
eﬀettuata anche per gli operatori composti O˜(ϕ˜′− bU), da cui dipendono anche le funzioni
U I . Determinando a questo punto i coeﬃcienti dI in modo tale da rimuovere le correzioni
∆dJ , cioè d = ∆d +O(b3), quello che si ottiene è un'esponente del funzionale Z in cui si
ha una parte standard, con i vari coeﬃcienti, τ e ZO, corretti oppurtunamente dai cambi
di variabili, più un termine di ordine O(b2) del tipo ∫ JU˜(ϕ˜′, bJ, L′, d). A questo punto
reiterando il procedimento, avremo un cambio di variabili globale
ϕ′ = ϕ+ (bI + dI)(Z−1O )
I
JO
J(ϕ) + bIU
′I(ϕ, bJ, L), (2.22)
che porterà, ﬁnalmente, alla struttura corretta del funzionale Z
Z =
∫
[dϕ′] exp
[
−S ′(ϕ′) +
∫ (
L′I + τ
′
kIN k(L′)
)
(Z ′−1O )
I
JO
′J(ϕ′) +
∫
Jϕ′
]
. (2.23)
Si ricava inoltre la regola di trasformazione sotto il cambio di variabili per gli operatori
composti rinormalizzati, che risulta essere
O′IR(ϕ
′) = (Z ′−1O )
I
JO
′J(ϕ′) = (Z ′−1O ZO)
I
JO
J
R(ϕ). (2.24)
Come abbiamo iniziato a vedere, questa tecnica, oltre che per il processo di rinormaliz-
zazione, risulta eﬃcace anche nella trattazione dell'invarianza sotto un qualunque cambio
di variabili nell'azione, del funzionale generatore Z, ed anche del funzionale W = lnZ, per
il quale quanto visto ﬁno adesso risulta ovviamente mutuabile. Quello che ci chiediamo
adesso è se questa formulazione possa essere espansa anche al funzionale Γ, il trasformato
di Legendre del funzionale W [2].
2.1 Master Functional
Per quanto visto sopra, le trasformazioni:
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LI = L
′
Jz
J
I + bIJ, J = J
′ (2.25)
implementano un generale cambio di variabili, ϕ′ = ϕ + bIO(ϕ), nei funzionali generatori
Z e W , in modo tale che si comportino come scalari sotto queste trasformazioni. Ma cosa
succede al funzionale Γ? Essendo quest'ultimo il generatore dei diagrammi irriducibili ad
una particella, non possiede un comportamento scalare poichè il cambio di variabili mescola
campi elementari con operatori composti, a cui dovrebbe corrispondere "un'irriducibilità
a molte particelle". Per far sì che Γ si comporti nel modo desiderato c'è bisogno di una
ulteriore trasformazione. Infatti, consideriamo la deﬁnizione di Γ
Γ(Φ, L) = −W (J, L) +
∫
JΦ, (2.26)
da questa, tenendo presente il comportamento scalare di W e che L′ = L′(L, J), si ricava
la relazione
Φ′(Φ, L) =
δW ′(J ′, L′)
δJ ′
=
δW (J, L)
δJ
+
δLI
δJ
δW (J, L)
δLI
= Φ− bI δΓ(Φ, L)
δLI
, (2.27)
che inserita nella deﬁnizione del funzionale Γ′ per le variabili primate, ci porta all'identità:
Γ′(Φ′, L′) = −W (J, L) +
∫
J
(
Φ + bI
δW
δLI
)
= Γ(Φ, L)−
∫
bIJ
δΓ
δLI
. (2.28)
Eseguendo ora un'espansione in serie della funzione Γ(Φ, L) = Γ(Φ, L′z+bJ) troviamo:
Γ(Φ, L′z) ' Γ′(Φ′, L′) +
∫
(bz−1)2
(
δΓ′(Φ′, L′)
δΦ′
)2
δ2Γ(Φ, L′z)
δL′δL′
+ . . . (2.29)
da cui si nota subito che Γ′(Φ′, 0) 6= Γ(Φ, 0). Ma non è tutto perso, infatti si può dimostrare,
grazie ad un teorema [2] relativo all'aggiunta nell'azione di partenza di un termine quadrati-
camente proporzionale all'equazione di campo, che possiamo riassorbire perturbativamente
il termine aggiuntivo per mezzo di una nuova rideﬁnizione.
Quello che vorremmo, però, è riuscire ad avere un funzionale generatore di diagrammi
irriducibili ad una particella che trasformi come la trasformata di Legendre di W , come
ci saremmo potuti aspettare dalla deﬁnizione di Γ. Siccome ci troviamo ad avere a che
fare con operatori composti l'idea è di considerare una trasformata di Legendre di W , non
solo rispetto alle sorgenti J , come per Γ, ma anche rispetto alle sorgenti L relative agli
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operatori composti. Ma per poter deﬁnire la trasformata di Legendre rispetto a L, che in
generale non esiste, deve essere innanzitutto presente nel funzionaleW il seguente termine:
T (L) =
1
2
∫
LIA−1IJ L
J , (2.30)
con A una matrice costante invertibile. Questo termine sarà contenuto nell'insieme delle
funzioni N (L), che abbiamo trovato nell'eq. (2.13). A questo punto possiamo deﬁnire, in
analogia con Γ, un nuovo funzionale generatore dei diagrammi ad una particella irriducibile
Ω(Φ, N), chiamato master functional, così deﬁnito:
Ω(Φ, N) = −W (J, L) +
∫
JΦ +
∫
LIN
I (2.31)
dove
Φ =
δW
δJ
, NI =
δW
δLI
. (2.32)
Vediamo adesso come si comporta Ω sotto le trasformazioni (2.25). Dato che W si
comporta come uno scalare, è facile ottenere dalle relazioni (2.32) le trasformazioni:
Φ′A =
δW ′
δJ ′
= ΦA + bIN
I , N ′I =
δW ′
δL′
= zJINJ . (2.33)
Inserendo queste nella deﬁnizione (2.31) si ottiene il comportamento scalare che cer-
cavamo Ω′(Φ′, N ′) = Ω(Φ, N).
ESEMPIO
Consideriamo l'azione relativa ad una teoria libera scalare accoppiata a fermioni con
derivate superiori:
S(ϕ, ψ¯, ψ) =
∫ [
1
2
(∂µϕ)
2 + gψ¯γµ∂µψ + ψ¯γµ∂µ∂
2ψ
]
. (2.34)
In questo caso abbiamo che il campo scalare ϕ ha dimensione 1, mentre i campi fermionici,
a causa del termine cinetico di ordine O(p3), hanno dimensione 1
2
. Seguendo quanto visto
sopra vogliamo costruire il master functional per questa teoria, in modo tale che abbia
un comportamento scalare sotto la trasformazione ϕ → ϕ + αψ¯ψ. Iniziamo allora con
lo scrivere il funzionale Z in modo tale che abbia un comportamento scalare sotto le
2.1 Master Functional 17
trasformazioni δJ = 0 e δL = −αJ , dove L è la sorgente accoppiata all'operatore composto
ψ¯ψ, e risolviamo l'integrale:
Z =
∫
[dϕdψ¯dψ]e
1
2
∫
ϕϕ−∫ ψ¯γµ∂µ(g+∂2)ψ+∫ Lψ¯ψ+ 12 ∫ L 1M2L+∫ Jϕ+∫ ξ¯ψ+∫ ψ¯ξ =
=
√
2pi
det(− 1)
e
1
2
∫
J 1−J det
[
γµ∂µ(g +)− L
]
e
∫
ξ¯ 1
γµ∂µ(g+)−L ξe
1
2
∫
L 1
M2
L.
(2.35)
Nell'esponenziale si può notare il termine (2.30) con A = 1
M2
di dimensione −2 poichè
risulta che la sorgente L ha dimensione 3. Da (2.35), utilizzando le relazioni (2.32), possi-
amo ricavare per le sorgenti:
J = −Φ, ξ = (γµ∂µ(g +)− L)Ψ, ξ¯ = Ψ¯(γµ∂µ(g +)− L) (2.36)
mentre per N , ricordando che vale la relazione 1
detA
δ(detA)
δAij
= (A−1)ij, si ottiene
N =
δW
δL
= −δΓ
δL
=
1
M2
L+ Ψ¯Ψ−
∫
Tr
[
1
γµ∂µ(g +)− L
]
=
=
1
M2
L+ Ψ¯Ψ−
∫
Tr
[
1
γµ∂µ(g +)
1
1− L
γµ∂µ(g+)
]
=
=
1
M2
L+ Ψ¯Ψ−
∫
〈(ψ¯ψ)(ψ¯ψ)〉L+O(L2) =
= Ψ¯Ψ +
L
a
+O(L2),
(2.37)
dove il parametro a rappresenta, nello spazio degli impulsi, l'accoppiamento running dato
da 1/a(k) = 1/M2 − ∫ 〈(ψ¯ψ)(ψ¯ψ)〉. Sostituendo a questo punto quanto ottenuto nella
deﬁnizione (2.31), troviamo per il master functional
Ω = −W +
∫
JΦ +
∫
ξ¯Ψ +
∫
Ψ¯ξ +
∫
LN = Γ +
∫
LN =
=
1
2
∫
(∂µΦ)
2 +
∫
Ψ¯γµ∂µ(g +)Ψ− 1
2
∫
a(k)(N − Ψ¯Ψ) 1
M2
a(k′)(N − Ψ¯Ψ)−
−
∫
a(k)(N − Ψ¯Ψ)Ψ¯Ψ +O((N − Ψ¯Ψ)3).
(2.38)
Da (2.38) è facile vedere che per tornare al funzionale Γ(Φ) basta prendere il limite
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Γ(Φ) = lim
M2→0
Ω(Φ, N), (2.39)
che equivale a porre L = 0.
2.2 Formulazione propria
Non paghi di quello che abbiamo ottenuto, ci chiediamo se sia possibile trovare una for-
mulazione per l'azione che la renda più simile ad Ω, che possa, cioè, farla coincidere con
il limite classico del master functional. Quello di cui stiamo parlando è la formulazione
propria. Il "trucco" su cui si basa questa formulazione è l'introduzione di nuovi campi
NS, detti campi propri, legati alle variabili del master functional dall'identità N = 〈NS〉,
analoga a quella per i campi Φ = 〈ϕ〉. Questi nuovi campi vengono introdotti nel funzionale
Z attraverso la funzione delta nel seguente modo:
Z =
∫
[dϕdNSdL˜]e
−S(ϕ)+ 1
2
∫
L˜IA−1IJ L˜
J+
∫ (
L˜I+τIkN k(L˜)
)
OI(ϕ)+
∫
Jϕ+
∫ (
LI−L˜I
)
NIS
=
∫
[dϕdNS]e
−SN (ϕ,NS)+
∫
Jϕ+
∫
LIN
I
S
(2.40)
dove abbiamo deﬁnito l'azione propria:
SN(ϕ,NS) = − ln
[∫
[dL]e−S(ϕ)+
1
2
∫
LIA−1IJ L
J+
∫ (
LI+τIkN k(L)
)
OI(ϕ)−∫ LINIS]. (2.41)
Nonostante le apparenze, questa azione è locale, come ora mostriamo.
Prendendo in esame solo la parte senza il termine con N , l'integrale funzionale in (2.41)
risulta essere gaussiano
e−SN = e−S(ϕ)−
1
2
∫ (
NIS−OI(ϕ)
)
AIJ
(
NJS−OJ (ϕ)
)
, (2.42)
mentre per l'azione SN completa si espande l'integrale attorno alla parte gaussiana trat-
tando perturbativamente il termine
∫
τN (L)O(ϕ). Tenendo presente che ogni inserzione
di L corrisponde ad una derivata funzionale −δ/δN , possiamo riscrivere la (2.41) come:
e−SN = eτIkN
k(− δ
δN
)OI(ϕ)e−S(ϕ)−
1
2
∫ (
NIS−OI(ϕ)
)
AIJ
(
NJS−OJ (ϕ)
)
. (2.43)
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Inﬁne da (2.43), sviluppando in serie si ottiene per l'azione propria la forma:
SN(ϕ,NS) = S(ϕ) +
1
2
∫
N˜ IAIJN˜
J +
∫
ρIkN k(N˜)OI(ϕ), (2.44)
dove abbiamo scritto N˜ = NS−O(ϕ). Quello che ci resta da analizzare è il comportamento
di SN sotto un cambio di variabili. Utilizzando le trasformazioni (2.25), si riesce ad ottenere
l'identità Z(J, L) = Z ′(J ′, L′) solo se a queste trasformazioni vengono associate le relazioni:
ϕ′ = ϕ+ bIN IS e N
′I
S = z
I
JN
J
S , (2.45)
che costituiscono il cambio di variabili sotto il quale si veriﬁca S ′N(ϕ
′, N ′S) = SN(ϕ,NS).
Analogamente a quello che sia ha nella formulazione standard, in cui l'azione eﬃcace Γ
coincide con l'azione classica Sc nel limite classico, così il funzionale Ω, anch'esso deﬁnito
come il trasformato di Legendre del funzionale W , non solo rispetto alla sorgente J come
Γ ma anche rispetto alle sorgenti associate agli operatori composti LI , risulta coincidere
nel limite classico con l'azione propria SN . Si ha perciò che il funzionale master, deﬁnito
dalla formula (2.31), corrisponde al generatore dei diagrammi irriducibili costruiti con i
vertici ed i propagatori dell'azione ScN , dove i propagatori relativi ai campi NI sono presi
proporzionali all'identità dati dal termine in (2.44) proporzionale alla matrice A, mentre
gli ulteriori termini quadratici nei campi propri, derivanti dall'ultimo termine in (2.44),
con O(ϕ) l'operatore identità, vengono trattati come correzioni perturbative.
ESEMPIO
Torniamo all'esempio che abbiamo trattato prima e ricaviamone l'azione propria. Come
visto sopra iniziamo col riscrivere il funzionale Z nella seguente forma:
Z =
∫
[dϕdψ¯dψdNSdL˜]e
−S(ϕ,ψ¯,ψ)+∫ L˜ψ¯ψ+ 1
2
∫
L˜ 1
M2
L˜+
∫
Jϕ+
∫
ξ¯ψ+
∫
ψ¯ξ+
∫
(L−L˜)NS . (2.46)
A questo punto utilizzando la deﬁnizione
exp{−SN(ϕ, ψ¯, ψ,NS)} = e−S(ϕ,ψ¯,ψ)
√
2pi
det(− 1
M2
)
exp
{
−1
2
∫
N˜M2N˜
}
, (2.47)
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con N˜ = NS − ψ¯ψ, otteniamo come azione propria:
SN(ϕ, ψ¯, ψ,NS) =
∫ [
1
2
(∂µϕ)
2 + ψ¯γµ∂µ(g + ∂
2)ψ +
M2
2
(ψ¯ψ)2 −M2ψ¯ψNS+
+
1
2
NSM
2NS
]
.
(2.48)
Vediamo adesso come funziona il cambio di variabili del tipo (2.45) su quest'azione
propria. Per prima cosa eﬀettuiamo su questa azione il cambio di variabili: ϕ′ = ϕ+αNS,
N ′S = NS, ψ¯
′ = ψ¯ e ψ′ = ψ. Quello che si ottiene è
SN =
∫ [
S(ϕ′ − αψ¯′ψ′, ψ¯′, ψ′) + αN˜(ϕ− αψ¯′ψ′) + 1
2
N˜M2N˜ − α
2
2
N˜N˜
]
(2.49)
dove adesso abbiamo N˜ = N ′S − ψ¯′ψ′, mentre l'azione S(ϕ′ − αψ¯′ψ′, ψ¯′, ψ′) è deﬁnita
da (2.34). L'azione propria (2.49) appena ottenuta, a causa dei termini lineari in N˜ , non
ha la forma standard (2.44). Per riuscire a riottenerla calcoliamo, innanzitutto, la soluzione
ricorsiva dell'equazione∫
δSN
δN˜
=
∫
α(ϕ′ − αψ¯′ψ′) +
∫
M2N˜ − α
2
2
∫
δ(N˜N˜)
δN˜
= 0, (2.50)
e usiamo questa soluzione per deﬁnire la nuova variabile
N˜ ′ = N˜ +
α
M2
(ϕ′ − αψ¯′ψ′) +O(α3). (2.51)
Inserendo ora N˜ ′ nell'azione (2.49) si ottiene
SN(ϕ, ψ¯, ψ,NS) = S(ϕ
′ − αψ¯′ψ′, ψ¯′, ψ′) +
∫ [
δS
δϕ′
M δS
δϕ′
+
1
2
N˜ ′M2N˜ ′+
+ ρN (N˜ ′)O(ϕ′ − αψ¯′ψ′, ψ¯′, ψ′)
]
,
(2.52)
dove il termine proporzionale ad N (N˜ ′) contiene i contributi:
ρ
∫
N (N˜ ′)I = −α
2
2
∫
N˜ ′N˜ ′ +O(α3) (2.53)
con O(ϕ′ − αψ¯′ψ′, ψ¯′, ′ψ′) = O′(ϕ′, ψ¯′, ψ′) = I l'operatore identità. Mentre per il termine
quadratico nell'equazione del moto δS/δϕ′ = (ϕ′ − αψ¯′ψ′) abbiamo deﬁnito
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M = α
2
2M2
− α
4
2M2
+O(α5). (2.54)
Inoltre, per il teorma dimostrato in [2] (già citato per la formula (2.29)) esiste una trasfor-
mazione ϕ′′ = ϕ′′(ϕ′, ψ¯′, ψ′) che ci permette di scrivere, perturbativamente in α,
S(ϕ′ − αψ¯′ψ′, ψ¯′, ψ′) +
∫
δS
δϕ′
M δS
δϕ′
= S(ϕ′′(ϕ′, ψ¯′, ψ′), ψ¯′, ψ′) ≡ S ′(ϕ′, ψ¯′, ψ′). (2.55)
A questo punto allora possiamo scrivere, nella sua forma standard, l'azione propria
trasformata S ′N per cui vale l'identità
S ′N(ϕ
′, ψ¯′, ψ′, N ′S) = S
′(ϕ′, ψ¯′, ψ′) +
∫ [
1
2
N˜ ′M2N˜ ′ + ρN (N˜ ′)O′(ϕ′)
]
=
= SN(ϕ, ψ¯, ψNS)
(2.56)
In questo modo si veriﬁca che, eseguendo le trasformazioni δJ = 0 e δL = −αJ , il
funzionale generatore Z si comporta come uno scalare sotto il cambio di variabili δϕ = αNS
e δNS = 0.
2.3 Rinormalizzazione
Il processo di rinormalizzazione dei funzionali Z o W , come abbiamo già visto, è assimil-
abile ad un cambio di variabili a cui vanno associate le trasformazioni (2.14), insieme con
rideﬁnizioni varie dei parametri. Possiamo poi anche ricavare la rinormalizzazione di Ω
utilizzando la deﬁnizione che lo lega a W . Più interessante, però, può essere descrivere la
rinormalizzazione direttamente attraverso il master functional.
Procediamo per induzione. Assumiamo che la rinormalizzazione avvenga tramite le
rideﬁnizioni proprie generate da (2.45) e quelle relative ai parametri ﬁno all'ordine ~n in-
cluso. Chiamiamo Ωn il master functional rinormalizzato ﬁno all'n-esimo ordine. All'ordine
successivo l'azione propria rinormalizzata si ottiene sottraendo le parti divergenti ﬁno
all'ordine ~n+1, che dà
SNn+1(ϕn+1, Nn+1, λn+1, ρn+1) = SNn(ϕn+1, Nn+1, λn+1, ρn+1)−
− Ω(n+1)ndiv (ϕn+1, Nn+1, λn+1, ρn+1),
(2.57)
a meno di O(~n+2).
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A questo punto eﬀettuiamo una rideﬁnizione propria dei campi e dei parametri
ϕn+1 = ϕn + bnIN
I
n, N
I
n+1 = Nn + z
I
nJN
J
n ,
λn+1 = λn + ∆nλn, ρn+1 = ρn + ∆nρn
(2.58)
in modo tale da poter riscrivere il lato destro di (2.57) nella seguente forma(∫
∆nϕn
δ
δϕn
+
∫
∆nNn
δ
δNn
+
∫
∆nλn
δ
δλn
+
∫
∆nρn
δ
δρn
)
SNcl+
+ SNn(ϕn, Nn, λn, ρn)− Ω(n+1)ndiv (ϕn, Nn, λn, ρn) +O(~n+2),
(2.59)
dove SNcl = SNcl(ϕn, Nn, λn, ρn) rappresenta l'azione propria classica. Se adesso esprimi-
amo Ω
(n+1)
ndiv tramite un'espansione in potenze di N
I
n −OIRn(ϕn), si trova che se si scelgono
opportunamente i parametri zInJ e ∆nρn si ottiene l'identità
SNn+1(ϕn+1, Nn+1, λn+1, ρn+1) = SNn(ϕn, Nnλn, ρn), (2.60)
a patto di aggiungere gli ordini superiori opportunamente. Questo dimostra che la ri-
normalizzazione procede mediante rideﬁnizioni proprie e rideﬁnizioni di parametri anche
all'ordine ~n+1, e quindi a tutti gli ordini.
Chapter 3
Teorie di Gauge
Il prossimo passo nello sviluppo di una formulazione ﬁeld-covariante è quello di generaliz-
zare quanto abbiamo ottenuto con il master functional e il formalismo proprio alle teorie
di gauge [3], senz'altro di maggiore interesse ﬁsico rispetto alle teorie scalari come quella
trattata negli esempi precedenti.
3.1 Formalismo di Batalin-Vilkovisky
Uno dei metodi più utili per trattare le teorie di gauge è il formalismo di Batalin-Vilkovisky
[4]. Questo formalismo si basa sull'estensione dell'azione classica Sc(ϕ) della teoria di gauge
tramite l'aggiunta di termini contenenti le trasformate di gauge R(φ) dei campi, accoppiate
a sorgenti esterne K:
S(Φ, K) = Sc(ϕ)−
∫
Rα(Φ)Kα, (3.1)
dove ϕ rappresenta l'insieme dei campi ﬁsici (Aaµ, ψ, ...), mentre Φ rappresenta l'insieme
di tutti i campi quantistici, compresi i ghost (Ca), gli antighost (C¯a) e i moltiplicatori di
Lagrange (Ba), per il gauge-ﬁxing. Se adesso deﬁniamo l'antiparentesi:
(X, Y ) =
∫ (
δrX
δΦα
δlY
δKα
− δrX
δKα
δlY
δΦα
)
, (3.2)
si ha che l'azione estesa soddisfa quella che viene chiamata master equation (S, S) = 0.
La peculiarità di questa equazione sta nel fatto che riproduce in maniera compatta la
condizione di gauge-invarianza dell'azione classica
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∫
Riϕ
δSc
δϕi
= 0, (3.3)
e quella di nilpotenza per le trasformazioni di gauge∫
Rα
δRβ
δΦα
= 0. (3.4)
Dalla deﬁnizione (3.2) si può vedere che, attraverso l'antiparentesi, è possibile scrivere
le trasformazioni di gauge come Rα(Φ) = (S,Φα). Allo stesso modo si ha che (S, S) rap-
presenta la trasformata di gauge dell'azione estesa, da cui risulta, evidentemente, che la
master equation impone la gauge-invarianza dell'azione estesa. Se a questo aggiungiamo
la nilpotenza delle trasformazioni di gauge si ha la libertà di aggiungere a S(Φ, K), man-
tenendo l'invarianza di gauge, un termine che sia la trasformazione di gauge di qualcosa,
cioè proporzionale a (S,Ψ(Φ)). E' in questo modo che risulta possibile inserire il termine
di gauge-ﬁxing ottenendo l'azione gauge-ﬁssata S(Φ) = Sc(ϕ)+(S,Ψ(Φ)), dove la funzione
Ψ è quella che viene comunemente chiamata il fermione di gauge. Si ottiene così l'azione
completa nel formalismo di Batalin-Vilkovisky
S(Φ, K) = S(Φ)−
∫
Rα(Φ)Kα. (3.5)
Un'altra proprietà di questo formalismo è data dall'invarianza dell'antiparentesi rispetto
a quelle che vengono dette trasformazioni canoniche. Si tratta di trasformazioni dei campi
e delle sorgenti K, generate da un funzionale F (Φ, K ′) nel seguente modo:
Φ′α =
δF
δK ′α
, Kα =
δF
δΦα
. (3.6)
Grazie a questa proprietà, le più generali rideﬁnizioni dei campi Φ e i cambi di gauge-
ﬁxing possono essere ottenuti attraverso una trasformazione canonica generata da
F (Φ, K ′) =
∫ (
ΦA + UA(Φ)
)
K ′A + Ψ
′(Φ). (3.7)
Poichè la trasformazione manda la sorgente esterna K in una funzione dipendente dai
campi, questa trasformazione canonica non può essere considerata un vero cambio di vari-
abili nell'integrale funzionale.
Nel seguito vedremo come descrivere il cambio di variabili su un'azione di gauge, af-
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ﬁancando il formalismo di Batalin-Vilkovisky, appena introdotto, con quello del master
functional e dell'azione propria.
3.2 Master Functional
Per poter trattare il cambio di variabili come abbiamo fatto in precedenza, c'è una cosa
che dobbiamo tener presente. Un generale cambio di variabili non è obbligato ad utilizzare
operatori gauge-invarianti, perciò, se introducessimo il settore degli operatori composti
nello stesso modo di prima, ci troveremmo ad avere un'azione che non soddisfa più la
master equation. Il modo migliore per introdurre i nostri operatori composti, ovviando a
questo problema, è attraverso l'aggiunta di un termine, all'azione S in (3.5), che contenga
la trasformata di gauge dell'operatore composto nella seguente maniera:
SH(Φ, K,H) = S(Φ)−
∫
Rα(Φ)Kα −
∫
RIO(Φ)HI . (3.8)
In linea col formalismo di Batalin-Vilkovisky, abbiamo introdotto una nuova sorgente
esterna H associata alla trasformata dell'operatore O(Φ), trasformata che è deﬁnita come:
RIO(Φ) =
∫
Rα(Φ)
δOI(Φ)
δΦα
. (3.9)
In questo modo l'azione SH risulta ancora soluzione della master equation (SH , SH) = 0.
Inoltre si può notare che questa forma ci dà la possibilità di riassorbire il termine di gauge-
ﬁxing in ROH. Infatti basta considerare che data l'identità (SH ,Ψ) = −RIOHI , valida per
una qualunque funzione Ψ = − ∫ OIHI , non resta che porre le sorgenti HI uguali a delle
costanti cI per riuscire ad ottenere che il termine di gauge-ﬁxing equivalga ad termine della
forma cIR
I
O.
L'azione (3.8) può essere ulteriormente generalizzata aggiungendo termini formati da
funzioni delle sorgenti L, del tipo incontrato in (2.13), e da operatori composti invarianti
di gauge, così da ottenere l'azione:
SH(Φ, K,H,L) = S(Φ)−
∫
RA(Φ)KA −
∫
RIO(Φ)HI −
∫
τIkN k(L)OIinv(Φ). (3.10)
In questo modo, (SH , SH) = 0 è ancora valida, ed è possibile l'inserimento del ter-
mine (2.30), che sarà contenuto negli ordini quadratici in L di
∫
τN (L). A questo punto,
mettendo tutto insieme, avremo per il funzionale Z:
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Z = eW (J,K,L,H) =
∫
[dΦ] exp
{
−SH(Φ, K,H,L) +
∫
JαΦ
α +
∫
LIOI(Φ)
}
. (3.11)
Da questo possiamo ricavarci, come abbiamo fatto nel capitolo precedente, il master
functional come trasformato di Legendre di W rispetta alle sorgenti J e L:
Ω(Φ, K,N,H) = −W +
∫
JαΦ
α +
∫
LINI , (3.12)
per cui valgono le relazioni
δrΩ
δKα
= −δrW
δKα
e
δrΩ
δHI
= −δrW
δHI
. (3.13)
Facciamo notare che mettendo L = H = 0 si ottiene il funzionale Γ(Φ, K). Per sempliﬁcare
la notazione non abbiamo indicato le variabili del funzionale master come ΦΩ = 〈Φ〉, ma
abbiamo mantenuto invece la stessa notazione usata per le variabili Φ dell'azione. Si deve
comunque fare attenzione a distingure le une dalle altre.
Il prossimo passo è quello di estendere il formalismo di Batalin-Vilkovisky ai nuovi
campi N e le sorgenti H. Per far questo deﬁniamo delle nuove antiparentesi in questo
modo:
[X, Y ] =
∫ (
δrX
δΦα
δlY
δKα
+
δrX
δN I
δlY
δHI
− δrX
δKα
δlY
δΦα
− δrX
δHI
δlY
δN I
)
. (3.14)
In totale analogia con l'antiparentesi in (3.2), si avranno delle trasformazioni canoniche
generate, questa volta, da funzioni F (Φ, K ′, N,H ′) mediante le relazioni
N ′I =
δF
δH ′I
, HI =
δF
δN I
, (3.15)
oltre alle (3.6). Fatto ciò avremo che il master functional, appena ottenuto, soddisfa la
nuova master equation [Ω,Ω] = 0.
3.3 Formulazione propria
Possiamo sviluppare la formulazione propria deﬁnendo, nello stesso modo di (2.41), l'azione
propria SN(Φ, K,N,H) per la teoria di gauge tramite l'identità:
e−SN (Φ,K,N,H) =
∫
[dL]e−SH(Φ,K,L,H)−
∫ (
NI−OI(Φ)
)
LI . (3.16)
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Anche in questo caso, per sempliﬁcare la notazione, abbiamo evitato di indicare i campi
propri con NS, mantenendo la stessa notazione del master functional, per il quale vale
comunque la relazione N = 〈NS〉.
Al ﬁne di ricavare la forma dell'azione SN , iniziamo col chiamare L = L
∗ la soluzione
dell'equazione:[
δSH
δLI
]
L∗
+N I −OI(Φ) = −(A−1)IJL∗J − τJk
[
δN k
δLI
]
L∗
OJinv(Φ) +N
I −OI(Φ) = 0. (3.17)
Adesso, sviluppando l'integrale (3.16) attorno al punto L∗ = L−L˜ si trova che l'integrale
funzionale in L˜ contiene solo vertici almeno quadratici nelle sorgenti (∝ N (L˜)), a cui
contribuiscono solo diagrammi a loop, che però risultano nulli poichè, a causa del ter-
mine (2.30), i propagatori delle L˜ risultano proporzionali all'unità e nella regolarizzazione
dimensionale si ha che
∫
dDp/(2pi)D(p2)α = 0. Da questo si ricava che
SN(Φ, K,N,H) = SH(Φ, K, L
∗, H) +
∫ (
N I −OI(Φ))L∗I . (3.18)
Inserendo in (3.18) la L∗ che si estrapola da (3.17), si trova per l'azione propria la
forma:
SN = S(Φ)−
∫
Rα(Φ)Kα −
∫
RIO(Φ)HI +
1
2
∫
N˜ IAIJN˜
J +
∫
ρIkN k(N˜)OIinv(Φ) (3.19)
dove abbiamo deﬁnito N˜ I = N I −OI e introdotto appositamente nuove costanti ρIk.
Un'identità importante, che lega il master functional e l'azione propria, si ricava con-
siderando il cambio di variabili Φ → Φ + η[SN ,Φ] e N → N + η[SN , N ] nel funzionale Z,
dove η è una costante anti-commutante. Imponendo che la variazione di Z sia uguale a
zero si ottiene la relazione
δZ
Z
= η〈δrSN
δK
δlSN
δΦ
+
δrSN
δH
δlSN
δN
〉 − η〈δrSN
δK
〉J − η〈δrSN
δH
〉L, (3.20)
da cui, ricordando che valgono le relazioni 〈δrSN/δK〉 = δrΩ/δK, J = δlΩ/δΦ ed analoghe
per N,H e L, si giunge all'identità:
[Ω,Ω] = 〈[SN , SN ]〉. (3.21)
Torniamo adesso al problema del cambio di variabili. Come abbiamo visto in prece-
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denza, all'interno della formulazione propria, il più generale cambio di variabili si ottiene
attraverso la deﬁnizione (2.45), in cui si sostituisce ϕ con Φ. Poichè stiamo trattando le
teorie di gauge con il formalismo di Batalin-Vilkovisky, possiamo notare che questo cambio
di variabili può essere inserito all'interno di una trasformazione canonica generata da
F (Φ, K ′, N,H ′) =
∫ (
Φα + bαIN
I
)
K ′α +
∫
zJIN
I
(
H ′J − ξJ
)
, (3.22)
dove abbiamo inserito anche il più generale cambio di gauge-ﬁxing tramite lo shifting
delle sorgenti H per mezzo dei parametri ξ. Dal funzionale (3.22), oltre che le trasfor-
mazioni (2.45), si ottengo anche le trasformazioni per le sorgenti
Kα = K
′
α e HI = z
J
I
(
H ′J − ξJ
)
+ bαIK
′
α. (3.23)
Le (2.45) insieme con le (3.23) vengono dette trasformazioni canoniche proprie, sotto le
quali l'azione propria si comporta come uno scalare S ′N(Φ
′, K ′, N ′, H ′) = SN(Φ, K,N,H).
Cosa importante: come si nota da (3.23), le trasformazioni delle sorgenti non coinvolgono
campi su cui si svolge l'integrazione, quindi le trasformazioni (2.45) si possono considerare
come dei veri e propri cambi di variabili nell'integrale funzionale. Per quanto riguarda
invece i funzionali Z e W , il cambio di variabili (2.45) comporta una rideﬁnizione delle
sorgenti nel seguente modo
J ′α = Jα e L
′
I = (z
−1)JI (LJ − bαJJ ′α), (3.24)
così che, insieme con il comportamento scalare di SN , si abbia anche Z
′(J ′, K ′, L′, H ′) =
Z(J,K, L,H) e W ′(J ′, K ′, L′, H ′) = W (J,K, L,H). Inoltre, data la linearità della trasfor-
mazione, dalla deﬁnizione (3.12) si trova che anche il master functional Ω mantiene un
comportamento scalare sotto queste trasformazioni:
Ω′(Φ′, K ′, N ′, H ′) = Ω(Φ, K,N,H). (3.25)
In questo modo, essendo Ω il funzionale generatore dei diagrammi irriducibili ad una
particella costruiti con i vertici ed i propagatori dell'azione propria SN (dove si ha che
per deﬁnizione i propagatori dei campi propri N sono proporzionali all'identità, mentre
tutti gli altri termini quadratici negli N vengono trattati perturbativamente), si riesce a
risolvere il problema del funzionale Γ. Ricordiamo che Γ non trasforma come uno scalare
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sotto la trasformazione ereditata dalla sua deﬁnizione come trasformato di Legendre di W .
3.4 Problema Coomologico
Quello che abbiamo descritto nei paragraﬁ precedenti è un pratico strumento per lo studio
delle teorie di gauge ma rimangono dei problemi, e quello che ci troviamo ad aﬀrontare in
questo caso dà il titolo al presente paragrafo. L'ostacolo in questione si manifesta durante
il processo di rinormalizzazione. Infatti, supponiamo di avere una teoria la cui azione
classica propria soddisfa la master equation [ScN , ScN ] = 0, a questo punto richiediamo
che la master equation venga preservata ad ogni passo della rinormalizzazione, cioè, che
si veriﬁchi [Ωn,Ωn] = 0, dove Ωn rappresenta il master functional rinormalizzato ﬁno ad n
loop. Vediamo, allora, che cosa comporta questa richiesta.
Nello schema di sottrazione minimale possiamo scrivere l'azione propria rinormalizzata
ﬁno ad n loop come SNn = ScN + poli, da cui risulta che [SNn, SNn] = O(~n+1). Perciò se
prendiamo la parte divergente a (n+ 1) loop di [Ωn,Ωn] otteniamo
[Ωn,Ωn]
(n+1)
div = 2[Ω
(0)
n ,Ω
(n+1)
ndiv ] = 2[ScN ,Ω
(n+1)
ndiv ], (3.26)
dove Ω
(n+1)
ndiv rappresenta l'ordine (n + 1)-esimo della parte divergente di Ω. Allo stesso
tempo dall'identità (3.21) si ricava la relazione
[Ωn,Ωn]
(n+1)
div = 〈[SNn, SNn]〉(n+1)div = [SNn, SNn] +O(~n+2) (3.27)
dove si nota che, essendo [SNn, SNn] = poli, prendendo la parte divergente si prende tutto
[SNn, SNn] a parte ordini più alti in ~. Perciò, mettendo insieme le relazioni (3.26) e (3.27)
possiamo scrivere
2[ScN ,Ω
(n+1)
ndiv ] = [SNn, SNn] +O(~n+2), (3.28)
ma siccome abbiamo richiesto che la master equation sia soddisfatta ad ogni step, cioè
[SNn, SNn] = 0, invece dell'equazione (3.26) ci troviamo ad aﬀrontare il problema coomo-
logico
[ScN ,Ω
(n+1)
ndiv ] = 0. (3.29)
Assumiamo che la più generale soluzione all'analogo problema coomologico nel formal-
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ismo usuale (
S(Φ, K),Γ
(n+1)
ndiv
)
= 0 (3.30)
sia composta da una funzione locale dei soli campi, invariante di gauge, e da una antipar-
entesi (S, f), con f una funzione locale dei campi e delle sorgenti. Se questa assunzione è
valida, in base ad un teorema dimostrato in [3], la più generale soluzione al problema (3.29)
avrà la forma:
χ = G(Φ) + [SN , χ′(Φ, K,N,H)], (3.31)
dove, come prima, G e χ′ sono due funzionali locali.
Adesso assumiamo che l'azione gauge-ﬁssata sia scrivibile come S(Φ) = ∑i λiGi(Φ),
dove i Gi rappresentano una base di funzionali locali invarianti di gauge, che cioè soddisfano
(S,Gi) = 0. In questo modo le divergenze del tipo Gi possono essere sottratte tramite la
rideﬁnizione dei parametri λi. Poichè abbiamo che Ω
(n+1)
ndiv deve soddisfare (3.29), in base
a (3.31) possiamo scrivere:
Ω
(n+1)
ndiv =
∑
i
(∆n+1λi)Gi(Φ) + [SN , χ′n+1] (3.32)
e sottrarre i termini divergenti proporzionali all'antiparentesi per mezzo di una trasfor-
mazione canonica generata da
Fn+1(Φ, K
′, N,H ′) =
∫
ΦαK ′α +
∫
N IH ′I − χ′n+1(Φ, K ′, N,H ′). (3.33)
Infatti le trasformazioni dei campi e delle sorgenti che si generano dal funzionale Fn+1 sono
date dalle relazioni
Φ′ = Φ− δχ
′
n+1
δK
, K ′ = K +
δχ′n+1
δΦ
, N ′ = N − δχ
′
n+1
δH
e H ′ = H +
δχ′n+1
δN
. (3.34)
Inserendo le trasformazioni (3.34) nell'azione propria rinormalizzata ﬁno all'ordine n-esimo,
si ricava l'identità
SNn(Φ
′, K ′, N ′, H ′) = SNn(Φ, K,N,H)− [SN , χ′n+1] (3.35)
più ordini successivi in ~. A questo punto, se si deﬁnisce
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SNn+1(Φ, K,N,H, λ) = SNn(Φ
′, K ′, N ′, H ′, λ′), (3.36)
aggiungendo a (3.35) anche le correzioni ai parametri λi, si ottiene l'azione propria rinor-
malizzata ﬁno all'ordine n+ 1. Infatti,
SNn+1(Φ, K,N,H, λ) = SNn(Φ, K,N,H, λ)−
∑
i
(∆λi)Gi(Φ)− [SN , χ′n+1] (3.37)
più ordini successivi in ~. Quella che viene sottratta in (3.37) è proprio la parte diver-
gente (3.32) del funzionale master. Notiamo però che la trasformazione canonica generata
da (3.33) non è del tipo (3.22), cioè non è propria. Come tale, non può essere vista come un
cambio di variabili nell'integrale funzionale. Nella prossima sezione vedremo come risolvere
questo problema.
3.5 Rinormalizzazione
Analiziamo ora più nel dettaglio come procede la rinormalizzazione. Si assume innanzi-
tutto che non ci siano anomalie, e che l'azione SN in esame soddisﬁ la master equation
esattamente a livello regolarizzato. Quello che vogliamo descrivere è il modo in cui pos-
siamo estendere l'azione SN e avere abbastanza parametri indipendenti in modo da poter
sottrarre tutte le divergenze rideﬁnendo quei parametri, senza fare trasformazioni canon-
iche, ma allo stesso tempo preservando la master equation ad ogni passaggio. La prima
cosa da fare per ottenere questo è utilizzare in (3.19), come già introdotto nel paragrafo
precedente, un'azione gauge-ﬁssata S(Φ) scrivibile tramite la più generale combinazione∑
iλiGi(Φ), dove le Gi(Φ) rappresentano funzioni locali gauge-invarianti e i parametri λi
i relativi accoppiamenti ﬁsici. In questo modo le divergenze relative alle funzioni Gi(Φ)
potranno essere sottratte attraverso la rideﬁnizione dei parametri λi. Adesso, in base a
quanto abbiamo visto per la soluzione del problema coomologico (3.32), ci resta da con-
siderare le divergenze del tipo [SN , χ
′
n+1]. Estendiamo, allora, ulteriormente l'azione SN
attraverso la trasformazione canonica generata da
F⊂(Φ, K ′, N,H ′) =
∫
ΦαK ′α +
∫
N IH ′I + ∆F⊂(Φ, K
′, N,H ′), (3.38)
dove ∆F⊂ contiene tutti i monomi che possiamo costruire con i campi Φ-N , le sor-
genti esterne K ′-H ′ e le loro derivate. Per permettere la sottrazione delle divergenze
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relative ai termini introtti da (3.38), moltiplichiamo ognuno di questi termini per un
nuovo parametro ζi in modo tale che la rinormalizzazione possa procedere tramite la loro
rideﬁnizione. Ovviamente siccome abbiamo utilizzato funzioni gauge-invarianti Gi ed una
trasformazione canonica, l'azione propria estesa, che indichiamo mediante la composizione
SN⊂(λ, ζ) = SN(λ) ◦ F⊂, sarà ancora soluzione della master equation. Prendiamo, allora,
in considerazione come azione di partenza l'azione estesa SN⊂ e vediamo se sotto rinor-
malizzazione ha il comportamento che cercavamo. Se assumiamo che la teoria sia stata
rinormalizzata ﬁno all'ordine n-esimo, ad n+1 loop si ottiene come soluzione del problema
coomologico (3.29), dove ScN è sostituita da SN⊂, l'espressione
Ω
(n+1)
ndiv =
∑
i
(∆λi)Gi(Φ) ◦ F⊂ + [SN⊂, χ′n+1⊂]. (3.39)
Per quanto riguarda la rinormalizzazione dei termini del tipo Gi, rideﬁnendo i parametri
λi, avremo
SNn⊂(λ−∆λ, ζ) = SNn⊂(λ, ζ)−
∑
i
(∆λi)Gi(Φ) ◦ F⊂ +O(~n+2). (3.40)
Per le divergenze del tipo [SN⊂, χ′n+1⊂], utilizzando una trasformazione canonica gen-
erata da
Fχ(Φ, K
′, N,H ′) =
∫
ΦαK ′α +
∫
N IH ′I − χ′n+1⊂(Φ, K ′, N,H ′) (3.41)
otteniamo
SNn⊂(λ−∆λ, ζ) ◦ Fχ = SNn⊂(λ, ζ)− Ω(n+1)ndiv +O(~n+2). (3.42)
Ora, poichè la composizione di due trasformazioni canoniche è ancora una trasfor-
mazione canonica, possiamo trovare una rideﬁnizione dei parametri ζi tali da poter deﬁnire
F⊂(ζ)◦Fχ = F⊂(ζ−∆ζ), così da poter scrivere per l'azione rinormalizzata ad (n+ 1) loop
come
SNn+1⊂(λ, ζ) = SNn⊂(λ−∆λ, ζ −∆ζ), (3.43)
ottenuta, come volevamo, attraverso la sola rideﬁnizione dei parametri λi e ζi.
Un miglioramento di quanto visto ﬁn qui si può ottenere riducendo i termini introdotti
dalla trasformazione canonica (3.38), trascurando quelli non necessari. Come si può notare
da (3.39), la sostituzione di χ′n+1⊂ con la combinazione χ
′
n+1⊂ + [SN⊂, ηn+1⊂], dove ηn+1⊂
rappresenta una qualunque funzione locale, non produce alcun eﬀetto su Ω
(n+1)
ndiv , perciò la
rideﬁnizione di alcuni parametri ζi in F⊂ risulta irrilevante. Allo stesso modo una ∆F⊂ =
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Ψ⊂(Φ) si limita a generare un cambio di gauge-ﬁxing, che tuttavia è già contenuto nella
trasformazione canonica propria (3.23) tramite il parametro ξ. In generale se prendiamo
una ∆F⊂ indipendente dalle sorgenti K e H abbiamo appena visto cosa succede per la
parte dipendente solo dai campi Φ, mentre per la parte che dipende anche dai campi N
ci conviene introdurre le sorgenti L tramite la relazione (3.17), in questo modo possiamo
riscrivere questo termine come∫
U I(Φ, L)LI =
∫
U I [HI , SN ] = [
∫
U IHI , SN ]−
∫
[U I , SN ]HI . (3.44)
In (3.44), per quanto abbiamo detto prima, il primo termine composto da un'antiparentesi
con SN può essere trascurato, mentre il secondo termine, che risulta essere proporzionale
alla sorgente H, va incluso nel passo successivo dell'argomentazione che, a meno di ordini
più elevati, considera il caso in cui ∆F⊂ è un funzionale lineare nelle sorgenti K e H del
tipo ∫
OI(Φ)uαIK
′
α +
∫
OI(Φ)vJIH
′
J (3.45)
con uαI e v
J
I costanti. Componendo la trasformazione canonica generata da (3.45) con una
trasformazione canonica propria (3.22) in cui si prendono bαI = −uαI , zJI = −vJI e ξJ = 0,
si trova che al primo ordine nei parametri possiamo unire tutto nella forma
−
∫ (
N I −OI(Φ))uαIK ′α − ∫ (N I −OI(Φ))vJIH ′J , (3.46)
perciò si possono trascurare anche termini del tipo (3.45) nella ∆F⊂. A questo punto una
volta ristretta la funzione generatrice F⊂ delle trasformazioni canoniche, la utilizziamo per
estendere l'azione SN . Dopodichè la sottrazione delle divergenze può procedere tramite la
rideﬁnizione dei parametri e l'utilizzo di trasformazioni canoniche proprie.
3.6 Esempi
Consideriamo adesso un paio di applicazioni pratiche.
Teoria di Yang-Mills accoppiata a fermioni con derivate superiori
Prendiamo in considerazione la seguente azione, gauge-ﬁssata utilizzando , relativa ad una
teoria di gauge non-Abeliana accoppiata a fermioni massless con derivate superiori
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S0 =
∫ [
1
4
(F aµν)
2 − λ
2
(Ba)2 +Ba∂Aa − C¯a∂µDµCa + ψ¯γµDµ(D2 + ω)ψ
]
, (3.47)
dove F aµν = ∂µA
a
ν−∂νAaµ+gfabcAbµAcν rappresenta la curvatura e DµΛa = ∂µΛa+gfabcAbµΛc
la derivata covariante, mentre ω è una costante. Come risulta evidente nell'azione S0 la
gauge è stata ﬁssata utilizzando il fermione di gauge Ψ =
∫
C¯a(∂Aa − λ
2
Ba).
L'estensione di (3.47) nel formalismo di Batalin-Vilkovisky è data da
S = S0 −
∫ [
(∂µC
a + gfabcAbµC
c)Kaµ −
g
2
fabcCbCcKaC +B
aKac¯ − gT aijCaψjKiψ+
+ gT aijC
aψ¯jK
i
ψ¯
] (3.48)
che risulta essere soluzione dell'equazione master (S,S) = 0.
Procediamo adesso con la rinormalizzazione ad 1-loop di questa teoria, ed iniziamo
con la rinormalizzazione del propagatore del campo di gauge. La somma dei graﬁci che
contribuiscono alla rinormalizzazione del propagatore di Aaµ ci dà
∑
colours
[ uvvuuv
+ guvgvu + g	
gJI
]
+
+
∑
ﬂavours
[
ggDE +
EDuv
]
=
=
µ,a
kGp kG
ν,b
=
g2δab
(4pi)2
[
N
(
13
3
− λ
)
+ 4Nf
](
δµνk
2 − kµkν
)
,
(3.49)
dove abbiamo utilizzato l'identità valida in SU(N):
∑
cd f
acdf bcd = Nδab, ed abbiamo som-
mato su tutti i possibili ﬂavours (Nf ) nei loop di fermioni. Da (3.49) si ottengono le
costanti di rinormalizzazione
ZA = Zλ = 1 +
g2
(4pi)2
[
N
(
13
3
− λ
)
+ 4Nf
]
. (3.50)
Per quanto riguarda la rinormalizzazione del propagatore fermionico abbiamo invece:
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∑
colours
[ uvvuED
+ FgLgF
]
=⇒
Zψ = 1−
g2
(4pi)2
N2−1
2N
(
6 + 4λ
)
+ ◦(g4)
Zω = 1 +
g2
(4pi)2
N2−1
2N
(
6 + 6λ
)
+ ◦(g4)
,
(3.51)
dove abbiamo utilizzato l'identità
∑
a T
aT a = N
2−1
2N
I.
Ad un loop, oltre ai termini che rinormalizzano i propagatori, appena visti, ed i vertici
della teoria, si trovano altri graﬁci potenzialmente divergenti che generano nuovi vertici
in S. Per esempio abbiamo un nuovo vertice a 4 fermioni generato dai controermini per i
graﬁci
FEDFvuED
+ Dgqrg D
+
DgE
 Bg 
+
Dg
 g D
+
+
[
scambio di linee fermioniche
]
.
(3.52)
Allo stesso modo si possono generare nuovi vertici del tipo (ψ¯ψ)3 , (ψ¯ψ)4, A(ψ¯ψ),
A2(ψ¯ψ), A3(ψ¯ψ), A(ψ¯ψ)2, A(ψ¯ψ)3 e A2(ψ¯ψ)2.
Limitiamoci a considerare la rinormalizzazione del vertice proporzionale a A(ψ¯ψ). Dalla
somma dei graﬁci che contribuiscono a tale vertice
β,j
µ,a
qGpp
D
α,i
=
∑
colours
[ FuvFDE
}
+
FEDFvu
}
+
DEuvvu
}
+
+ Dgygv
+ FgLgF
}
+ FgLgF
}
] (3.53)
si ottengono, tra le altre, le seguenti divergenze
C1
g3
(4pi)2
ψ¯γµψAµ + C2
g3
(4pi)2
ψ¯γµψ∂µ∂νAν . (3.54)
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Si può notare che le due divergenze che compaiono in (3.54) hanno una struttura analoga
alla variazione del termine cinetico del campo di gauge∫
δ
[
1
4
(F aµν)
2
]
= −
∫
δ(Aaµ)
[
Aaµ − ∂µ∂νAaν
]
+O(g) (3.55)
nel caso in cui δ(Aaµ) = αψ¯γµT
aψ, tranne per il fatto che C1 e C2 sono indipendenti. Detto
questo allora possiamo descrivere la rinormalizzazione della teoria tramite le rideﬁnizioni
del campo di gauge e del moltiplicatore di Lagrange come
AaµB → Z
1
2
AA
a
µ + αψ¯γµT
aψ e Ba → Ba + β∂µ(ψ¯γµT aψ). (3.56)
In questo modo, trascurando la costante Z
1
2
A , avremo per il termine di gauge-ﬁxing
−λ
2
(Ba)2 +Ba∂µA
a
µ → −
λ
2
(Ba)2 +Ba∂µA
a
µ + β∂µ(ψ¯γµT
aψ)∂νA
a
ν+
+ (α− λβ)B∂µ(ψ¯γµT aψ) + [ordini successivi],
(3.57)
che insieme a (3.55) ci dà il termine
−
∫
ψ¯γµT
aψ
[
αAaµ +
(
β − α
)
∂µ∂νA
a
ν
]
, (3.58)
che possiamo utilizzare per sottrarre le divergenze proporzionali a C1 e C2 in (3.54)
scegliando
−α = C1 g
3
(4pi)2
e −
(
β − α
)
= C2
g3
(4pi)2
. (3.59)
Seguendo quanto abbiamo visto prima, vogliamo generare l'azione propria associata
all'azione (3.48), così che i funzionali generatori abbiano un comportamento scalare sotto
la trasformazione Aaµ → Aaµ + αψ¯γµT aψ, mantenendo intatta la gauge invarianza.
Iniziamo con l'estenderla, sempre nel formalismo di Batalin-Vilkovisky, aggiungendo il
trasformato di gauge dell'operatore composto che ci interessa, accoppiato con la relativa
sorgente H, e il necessario termine (2.30), quadratico in L. Quello che si ottiene è l'azione:
SH = S0 −
∫ [
(sAaµ)K
a
µ + (sC
a)KaC + (sC¯
a)Kac¯ + (sψi)K
i
ψ + (sψ¯i)K
i
ψ¯
]
−
−
∫ [
s(ψ¯γµT
aψ)Haµ
]
− 1
2
∫
Laµ
1
M2
Laµ.
(3.60)
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Da questa eﬀettuando la trasformazione (3.16) ricaviamo l'azione propria:
SN = S0 −
∫ [
(∂µC
a + gfabcAbµC
c)Kaµ −
g
2
fabcCbCcKaC +B
aKac¯ − gT aCaψKψ+
+ gT aCaψ¯Kψ¯ − gfabcCbψ¯γµT cψHaµ
]
+
∫ [
M2
2
(ψ¯γµT
aψ)2−
−M2ψ¯γµNµψ + 1
2
NaµM
2Naµ
]
,
(3.61)
che risulta soddisfare la master equation [SN , SN ] = 0.
In generale per quanto riguarda la sua rinormalizzazione, la prima cosa da fare è esten-
dere, in linea con la soluzione al problema comologico, l'azione S0 aggiungendo abbastanza
termini, permessi dal power counting e invarianti di gauge, in modo tale che le loro diver-
genze possano essere eliminate per mezzo della rideﬁnizioni dei parametri opportunamente
associati a essi. Limitandoci, nuovamente, al caso delle due divergenze in (3.54), possiamo
procedere come segue.
La procedura corretta da seguire per sottrarre le due divergenze in (3.54) dall'azione
propria SN è quella che utilizza il cambio di variabili lineare A
a
µ → Aaµ + αNaµ , a cui,
come abbiamo visto in precedenza, si deve aggiungere anche il cambio di variabili Ba →
Ba + β∂µN
a
µ . Questo cambio di variabili può essere riscritto come
Aaµ → Aaµ + αN˜aµ + αψ¯γµT aψ e Ba → Ba + β∂µN˜aµ + β∂µ(ψ¯γµT aψ) (3.62)
con N˜aµ = N
a
µ − ψ¯γµT aψ, e dove per semplicità abbiamo trascurato le costanti di rinormal-
izzazione Z
1/2
A . Questo è il cambio di variabili che si ottiene dalla trasformazione canonica
propria generata da
F =
∫
ΦβK ′β +
∫
NaµH
′a
µ +
∫
αNaµK
′a
µ +
∫
β(∂µN
a
µ)K
′a
B. (3.63)
Gli ultimi due pezzi nei cambi di varibili (3.62), quelli proporzionali a ψ¯γψ, una volta
inseriti in S0 permettono di sottrarre le divergenze (3.54), generando i termini che abbiamo
già visto in (3.58). Per fare questo ci basta rideﬁnire i parametri in modo da soddisfare le
seguenti relazioni
α = −C1 g
2
(4pi)2
e β = −C2 g
2
(4pi)2
− C1 g
2
(4pi)2
. (3.64)
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In questo modo si riesce a sottrarre le divergenze volute, date da (3.54).
Oltre a questi ultimi, eﬀettuando il cambio di variabili (3.62), si generano vari altri
termini. Uno di questi, per esempio, si ottiene ancora dalla variazione del termine di pura
gauge
1
4
∫
δ(F aµν)
2 =
1
2
∫
F aµνδ(F
µν
a ) = −
1
2
∫ [
(DµF
µν
a )δA
a
ν − (DνF µνa )δAaµ
]
=
=
∫
(DνF
µν
a )δA
a
µ,
(3.65)
da cui si ottiene un nuovo termine divergente della forma
α
∫
(DµF
µν
a )N
a
ν . (3.66)
Per poter riassorbire questa divergenza è necessario introdurre un nuovo campo proprio, che
possiamo chiamare Na2µ, associato al nuovo operatore composto O2 = D
νF aµν . Si estende
perciò l'azione propria (3.61) in modo tale che contenga il nuovo termine e mantenga, al
tempo stesso, la sua tipica struttura
S ′N = S0 −
∫ [
(∂µC
a + gfabcAbµC
c)Kaµ −
g
2
fabcCbCcKaC +B
aKac¯ − gT aCaψKψ+
+ gT aCaψ¯Kψ¯
]
−
∫
gfabcCbψ¯γµT
cψHaµ −
∫
s
(
DνF
µν
a
)
Ha2µ+
+
1
2
∫ (
N˜µa N˜
µ
2a
)[M2 A12
A21 A22
](
N˜aµ
N˜a2µ
)
,
(3.67)
dove N˜a2µ = N
a
2µ−DνF aµν eA12 = A21. A questo punto per riassorbire la divergenza ganerata
dal termine (3.66) è suﬃciente eseguire la trasformazione canonica propria generata da
F =
∫
ΦβK ′β +
∫
(1 + z)NaµH
′a
µ +
∫
Na2µH
′a
2µ +
∫
αNaµK
′a
µ +
∫
β∂µN
a
µK
′a
B. (3.68)
Il funzionale (3.63) infatti, oltre alle trasformazioni (3.62), genera anche la trasformazione
relativa al campo proprio Naµ → (1 + z)Naµ . Questa ci permette di sottrarre la diver-
genza (3.66) per mezzo della scelta del parametro z, relativo al termine
−z
∫
DνF aµνA12N
µ
a , (3.69)
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in modo tale che si abbia zA12 = −α. Adesso non ci resta che far procedere la rinormaliz-
zazione ripetendo questo procedimento, introducendo, cioè, nuove combinazioni di campi
propri e operatori composti, non solo per gli altri termini divergenti generati dal cambio
di variabili (3.62) nell'azione propria (3.61), ma anche per le eventuali divergenze generate
dai nuovi termini in N˜ .
Gravità
Un'altra interessante applicazione del formalismo proprio può essere quello relativo alla
linearizzazione della rinormalizzazione della gravità. L'azione classica della gravità ha la
forma:
Sc = λ
∫ √
gR, (3.70)
ed è invariante sotto diﬀeomorﬁsmi. A livello inﬁnitesimo la trasformazione è
δgµν = gαν∂µη
α + gαµ∂νη
α + ηα∂αgµν . (3.71)
Da questa trasformazione possiamo ricavare, nel modo consueto, le trasformazioni di
BRST:
sgµν = gαν∂µC
α + gαµ∂νC
α + Cα∂αgµν , (3.72)
a cui si aggiungono quelle relative ai ghost, che si ottengono imponendo s2gµν = 0:
sCα = −(∂βCα)Cβ. (3.73)
Ed inﬁne abbiamo quelle relative al sistema composto dall'antighost e dal moltiplicatore
di Lagrange: sC¯α = Bα e sBα = 0. Sappiamo da [9] che l'azione dei controtermini ad un
loop per l'azione di pura gravità Sc è data da:
∆S(1) =
∫ √
g

(aR2 + bRµνR
µν). (3.74)
Queste divergenze possono essere riassorbite eﬀettuando il cambio di variabile δgµν =
a
λ
Rµν − 2b+a2λ gµνR. Come abbiamo visto nell'esempio precedente abbiamo la possibilità di
costruire l'azione propria basata su questo cambio di variabile, ottenendo così:
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SN = Sc +
1
2
∫ √
g
(
N1µν − gµνR N2µν −Rµν
)[A11 A12
A21 A22
](
Nµν1 − gµνR
Nµν2 −Rµν
)
+
+ (S,Ψ)−
∫
s(gµν)K
µν −
∫
s(Cµ)ζµ −
∫
s(C¯µ)ξµ−
−
∫
s(gµνR)H
µν
1 −
∫
s(Rµν)H
µν
2
(3.75)
con A12 = A21 e dove per i trasformati di gauge degli operatori composti abbiamo
s(gµνR) = (gαν∂µC
α + gµα∂νC
α + Cα∂αgµν)R + gµνC
α∂αR,
sRµν = Rαν∂µC
α +Rµα∂νC
α + Cα∂αRµν .
(3.76)
Mentre per il termine di gauge-ﬁxing una possibile scelta è il gauge armonico, dato dal
fermione di gauge
Ψ =
∫ √
gC¯α
(
−λ
2
Bα + gµνΓαµν
)
, (3.77)
con Γαµν =
1
2
gαβ
(
∂νgµβ + ∂µgνβ − ∂βgµν
)
i simboli di Christoﬀel.
Per quanto riguarda la rinormalizzazione si può notare che dalla parte quadratica in N˜
di (3.75) si ottengono, fra gli altri, i termini
1
2
∫ √
g
[
(2A12 + 4A11)R
2 + A22RµνR
µν
]
, (3.78)
che hanno la stessa struttura delle divergenze (3.74). Da questo si potrebbe pensare che
sia suﬃciente rinormalizzare le costanti AIJ per riuscire a sottrarre le divergenze (3.74).
In questo modo, però, si generano delle nuove divergenze del tipo RµνNIAIJ e gµνRNIAIJ
legate alle (3.74). La cosa corretta da fare, come abbiamo visto nell'esempio precedente, è
far procedere la rinormalizzazione dell'azione propria (3.75) attraverso il cambio di variabili
proprio
gµν → gµν + c1N˜1µν + c2N˜2µν + c1gµνR + c2Rµν ,
N1µν → (z1 + 1)N1µν e N2µν → (z2 + 1)N2µν
(3.79)
con N˜1µν = N1µν − gµνR e N˜2µν = N2µν −Rµν . Gli ultimi due termini della trasformazione
del campo gµν in (3.79) sono quelli che permettono, una volta inseriti in Sc, di sottrarre le
divergenze (3.74) tramite la scelta
c1 = − b
λ
− a
2λ
e c2 =
a
λ
. (3.80)
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Mentre, per quanto riguarda gli altri due termini relativi alla trasformazione di gµν in (3.79),
se ci limitiamo a considerare la variazione
δSc = λ
∫ √
g
[
Rµν − 1
2
gµνR
]
δgµν , (3.81)
si ottengono i nuovi termini divergenti
λ
∫ √
g
[
Rµν − 1
2
gµνR
](
−c1N˜µν1 − c2N˜µν2
)
. (3.82)
Per sottrarre queste divergenze eseguiamo la rideﬁnizione dei parametri z1 e z2, contenuti
in (3.79). Infatti inserendo in (3.75) le trasformazioni dei campi propri si generano, tra le
altre cose, dal termine N˜AN˜ i contributi
1
2
∫
δ(
√
g)N˜IµνAIJN˜
µν
J +
1
2
∫ √
gδ(N˜IµνAIJN˜
µν
J ) =
= −1
4
∫ √
gN˜IµνAIJN˜
µν
J gαβδg
αβ +
∫ √
gN˜IµνAIJ
(
δ(Nµν1 )− δ(gµνR)
δ(Nµν2 )− δ(Rµν)
) (3.83)
dove abbiamo utilizzato l'identità
δ(
√
g) =
√
g
2
gµνδgµν = −
√
g
2
gµνδg
µν . (3.84)
Uno dei termini che compaiono in (3.83) è dato da
∫ √
g
(
N1µν − gµνR N2µν −Rµν
)[A11 A12
A21 A22
](
z1N˜
µν
1 + z1g
µνR
z2N˜
µν
2 + z2R
µν
)
, (3.85)
perciò, considerando una matrice AIJ con A12 = A21 = −2A11 = −12A22, riusciamo ad
eliminare le divergenze (3.82) tramite la scelta dei parametri z1 e z2 data da
z1 =
b
2A11
+
a
4A11
e z2 =
a
A22
. (3.86)
Proseguiamo andando a considerare i nuovi termini che si possono generare eseguendo
in SN le trasformazioni (3.79). Uno di questi, per esempio, si può ottenere ancora da (3.83).
Consideriamo in particolare
42 Teorie di Gauge
−
∫ √
g
4
(
N1µν − gµνR N2µν −Rµν
)[A11 A12
A21 A22
](
· · ·+ c1gµνRgαβNαβ1
· · ·+ c1RµνgαβNαβ1
)
(3.87)
che genera un nuovo termine divergente, non contenuto in SN , della forma
c1
A22
4
∫ √
gRαβRαβgµνN˜
µν
1 . (3.88)
In questo caso, per poter sottrarre la divergenza (3.88) si rende necessario introdurre un
nuovo campo proprio N3µν , associato all'operatore composto R
αβRαβgµν . Si espande così
SN aggiungendo, come al solito, dei nuovi termini quadratici in N˜ e quello proporzionale
al trasformato di gauge del nuovo operatore composto RαβRαβgµν , a cui si associa, ovvia-
mente, una nuova sorgente esterna H3µν :
S ′N = Sc +
1
2
∫ √
g
(
N˜1µν N˜2µν N˜3µν
)
AIJ
(
N˜1µν N˜2µν N˜3µν
)T
+
+ (S,Ψ)−
∫
s(gµν)K
µν −
∫
s(Cµ)ζµ −
∫
s(C¯µ)ξµ−
−
∫
s(gµνR)H
µν
1 −
∫
s(Rµν)H
µν
2 −
∫
s(RαβRαβgµν)H
µν
3
(3.89)
dove N˜3µν = N3µν −RαβRαβgµν e AIJ rappresenta, adesso, una matrice 3× 3. Eﬀettuando
su S ′N la trasformazione canonica generata da
F =
∫
ΦαK ′α +
∫
c1N
µν
1 K
′
µν +
∫
c2N
µν
2 K
′
µν +
∫
(z1 + 1)N
µν
1 H
′
1µν+
+
∫
(z2 + 1)N
µν
2 H
′
2µν +
∫
(z3 + 1)N
µν
3 H
′
3µν
(3.90)
oltre ad inserire in (3.89) le trasformazioni (3.79) si inserisce anche la trasformazione rel-
ativa al nuovo campo proprio δN3µν = z3N3µν . Dalla variazione della parte quadratica in
N˜ di (3.89) si trova
∫ √
g
(
N˜1µν N˜2µν N˜3µν
)A11 A12 A13A21 A22 A23
A31 A32 A33

 · · ·+ z1N˜
µν
1 + z1g
µνR
. . .
· · ·+ z3N˜µν3 + z3RαβRαβgµν
 (3.91)
con A13 = A31 e A23 = A32. Da (3.91) cui si ricavano i termini
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−z1A31
∫ √
gRαβRαβgµνN˜
µν
1 + z3A13
∫ √
gN˜1µνg
µνRαβRαβ (3.92)
che contengono proprio il vertice con la struttura che stavamo cercando, quello che ci
permette di riassorbire la divergenza (3.88) semplicemente deﬁnendo il parametro z3 in
modo tale che risulti
z3 = z1 − c1A22
4A13
(3.93)
dove in (3.86) abbiamo già deﬁnito z1 = −λc1/(2A11). In questo modo possiamo far
procedere la rinormalizzazione della teoria ripetendo il ragionamento per tutti gli altri
termini.
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Chapter 4
Metodo del campo di background
Per permettere la quantizzazione di una qualunque teoria di gauge, il primo passo da
compiere è la scelta di un gauge ﬁxing per poter deﬁnire i propagatori. Eﬀettuando questa
procedura si introducono i termini, per l'appunto, di gauge-ﬁxing e quelli relativi ai ghost,
rompendo in questo modo l'invarianza di gauge dell'azione. Successivamente vengono
introdotte le trasformazioni di BRST, sotto le quali l'azione torna ad essere invariante.
Questo procedimento fa sì che le quantità ﬁsiche siano gauge-invarianti e indipendenti
dalla scelta della gauge. Un approccio, per così dire più classico di quello che abbiamo
visto ﬁno ad ora, alla quantizzazione delle teorie di gauge è quello del metodo del campo
di background [6]. Questo metodo permette di mantenere esplicita la gauge-invarianza
dell'azione di partenza, anche una volta aggiunti il gauge-ﬁxing ed i ghost, preservando
perciò le trasformazioni di gauge sotto rinormalizzazione.
Iniziamo con l'introdurre il metodo del campo di background per una teoria non di
gauge, per la quale questa tecnica consiste semplicemente nel traslare i campi tramite
l'aggiunta di campi esterni, o di background: ϕ → ϕ + ϕ. Una volta eﬀettuato questo
shift possiamo deﬁnire un nuovo funzionale Z¯ dipendente, oltre che dalla solita sorgente
J , anche da una nuova sorgente, il campo di background ϕ:
Z(J) =
∫
[dϕ] exp
{
−S(ϕ+ ϕ) +
∫
J
(
ϕ+ ϕ
)}
= Z¯(J, ϕ)e
∫
Jϕ. (4.1)
In questo modo, una volta deﬁnito il nuovo funzionale generatore dei graﬁci connessi
W¯ (J, ϕ) = lnZ¯(J, ϕ), possiamo ricavare l'azione eﬃcace di background
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Γ¯(Φ, ϕ) = −W¯ (J, ϕ) +
∫
J
(
Φ− ϕ
)
= Γ(Φ) (4.2)
come la trasformata di Legendre di W¯ , dove
Φ =
δW
δJ
e Φ = Φ− ϕ = δW¯
δJ
. (4.3)
Un caso particolare di (4.2) si ha prendendo Φ = 0 da cui si ottiene la relazione
Γ(Φ) = Γ¯(0, ϕ). Questa identità implica che per il calcolo dell'azione eﬃcace conven-
zionale Γ, ci basta considerare i graﬁci che contribuiscono all'azione eﬃcace di background
Γ¯, che in questo caso saranno graﬁci irriducibili ad una particella vuoto-vuoto. Infatti
come sappiamo i graﬁci irriducibili ad una particella sono generati da δΓ¯
δΦ
= J , ma essendo
adesso sparita la dipendenza dal campo Φ ricaveremo dei graﬁci irriducibili ad una par-
ticella privi di questo campo nelle linee esterne. Rimane, però, il campo di background
ϕ, che sopravvive nel calcolo delle ampiezze. In questo modo si ﬁnisce per ottenere dei
diagrammi di Feynman con linee interne costituite dai campi Φ e linee esterne dai campi
di background ϕ. Ricapitolando, per determinare il funzionale Γ dobbiamo sommare tutti
i graﬁci irriducibili ad una particella in cui i vertici, che si ricavano dall'azione S(ϕ + ϕ),
contenenti solo i campi quantistici ϕ vengono utilizzati all'interno dei diagrammi, mentre
quelli che contengono sia i campi ϕ che quelli di background ϕ saranno usati per generare
le linee esterne.
Per teorie non di gauge questo metodo non sembra avere molti vantaggi, se non fornire
un approccio alternativo al calcolo di Γ. Tutto cambia nella trattazione delle teorie di
gauge in cui emergono le reali virtù di questo metodo.
Consideriamo come teoria di gauge una pura Yang-Mills non-Abeliana deﬁnita dall'azione
S(A) =
1
4
∫
(F aµν)
2 (4.4)
invariante rispetto alla trasformazione di gauge δAaµ = ∂µΛ
a + gfabcAbµΛ
c. Come abbiamo
già detto, la prima cosa da fare quando si tratta una teoria di gauge è ﬁssare la gauge,
perciò deﬁniamo il funzionale
Z(J) =
∫
[dAdΛ] det
[δGa
δΛb
]
δ(G) exp
{
−S(A) +
∫
JaµA
a
µ
}
, (4.5)
dove la funzione Ga rappresenta la gauge scelta. Eﬀettuando lo shifting di background per
il campo di gauge Aaµ → Aaµ + Aaµ possiamo deﬁnire, in analogia con (4.1), il funzionale
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Z¯(J,A) =
∫
[dAdΛ] det
[δG¯a
δΛb
]
δ(G¯) exp
{
−S(A+ A) +
∫
JaµA
a
µ
}
, (4.6)
dove abbiamo introdotto un nuovo termine di gauge-ﬁxing G¯a, che adesso dipenderà, oltre
che dal campo Aaµ, anche da quello di background A
a
µ. Per poter ottenere, come ab-
biamo vista sopra, una relazione che leghi l'azione eﬃcace convenzionale Γ con quella
di background Γ¯ dobbiamo tener presente che, mentre Γ viene calcolata utilizzando il
gauge-ﬁxing Ga(A), una volta eﬀettuato lo shifting di background, Γ¯ viene calcolata uti-
lizzando G¯a(A,A). Perciò, detto questo, troveremo che vale la relazione Γ(A) = Γ¯(0, A),
dove l'azione eﬃcace Γ è calcolata tramite la scelta di un gauge-ﬁxing inusuale dato da
Ga = G¯a(A−A,A) e valutata a A = δW
δJ
= A. Quello che ci resta da fare è mostrare che è
possibile scegliere una gauge sotto la quale l'azione eﬃcace Γ¯(0, A) risulti invariante per Aaµ,
sfruttando così la virtù del metodo di background di preservare l'invarianza di gauge. Per
prima cosa notiamo che eﬀettuato lo shifting di background l'azione che si ottiene S(A+A)
sarà invariante sotto la trasformazione di gauge δ(Aaµ + A
a
µ) = ∂µΛ
a + gfabc(Abµ + A
b
µ)Λ
c,
che può essere divisa in due parti come
δAaµ = ∂µΛ
a + gfabcAbµΛ
c = DµΛ
a e δAaµ = gf
abcAbµΛ
c, (4.7)
dove abbiamo deﬁnito la derivata covariante di background Dµ. In questo modo si ottiene
che l'azione eﬃcace Γ(A) = Γ¯(0, A) è invariante rispetto all'usuale trasformazione di gauge
δAaµ = ∂µΛ
a + gfabcAbµΛ
c e può essere calcolata nell'approccio convenzionale scegliendo un
termine di gauge-ﬁxing inusuale
Ga = DµA
a
µ − ∂µAaµ, (4.8)
oppure attraverso l'azione eﬃcace di background Γ¯, con solo i campi di background come
linee esterne, provvista del termine di gauge-ﬁxing dato da
G¯a = DµA
a
µ. (4.9)
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4.1 Metodo del campo di background nel formalismo di
Batalin-Vilkovisky
Uno sviluppo interessante è ottenibile unendo il metodo del campo di background con
il formalismo di Batalin-Vilkovisky [5], cercando di ricavare un'approccio il più possibile
generale alle teorie di gauge. Assumiamo ancora che la teoria sia manifestamente priva di
anomalie e ripartiamo dalla condizione di gauge invarianza (3.3) che si ricava utilizzando
l'azione estesa di Batalin-Vilkovisky. Da questa, eseguendo uno shifting di background del
campo φ si ottiene l'identità
∫ [
Rα(ϕ+ ϕ,Λ) +Xα
]δSc(ϕ+ ϕ)
δϕα
+
∫ [
Rα(ϕ+ ϕ,Λ)−Xα]δSc(ϕ+ ϕ)
δϕα
= 0 (4.10)
dove sono state introdotte: la funzione di background Λ che parametrizza la trasformazione
di gauge del campo ϕ di background e le funzioni Xα, la cui aggiunta non altera la validità
dell'identità (4.10) poichè si ha che vale la relazione δSc
δϕ
= δSc
δϕ
, essendo l'azione funzione
della somma ϕ+ ϕ. Se utilizziamo l'arbitrarietà di queste funzioni Xα, scegliendo
Xα = Rα(ϕ+ ϕ,Λ)−Rα(ϕ,Λ) (4.11)
le trasformazioni dei campi di background non coinvolgono più i campi quantistici, e
da (4.10) si può ricavare l'identità che esprime l'invarianza dell'azione classica per trasfor-
mazioni di gauge dei campi quantistici e di background, cioè
∫ [
Rα(ϕ+ ϕ,Λ + Λ)−Rα(ϕ,Λ)]δSc(ϕ+ ϕ)
δϕα
+
∫
Rα(ϕ,Λ)
δSc(ϕ+ ϕ)
δϕα
= 0. (4.12)
L'identità (4.12) si può incorporare in una equazione master estendendo ulteriormente
l'azione (3.1) in modo tale che il formalismo di Batalin-Vilkovisky coinvolga anche i campi
di background. Per fare ciò si introducono delle nuove sorgenti esterne Kα di background,
e si deﬁnisce una nuova antiparentesi nel seguente modo
[[X, Y ]] =
∫ {
δrX
δΦα
δlY
δKα
+
δrX
δΦα
δlY
δKα
− δrX
δKα
δlY
δΦα
− δrX
δKα
δlY
δΦα
}
(4.13)
dove Φ rappresenta l'insieme dei campi ﬁsici ϕ, i ghost, gli antighost e i moltiplicatori di
Lagrange, mentre Φ contiene solamente i background dei campi ﬁsici e dei ghost. In questo
4.1 Metodo del campo di background nel formalismo di Batalin-Vilkovisky 49
modo avremo per i trasformati di gauge dei campi ﬁsici: R(Φ) = {Rϕ(ϕ,C), RC(ϕ,C), B, 0};
mentre per quelli dei campi di background: R(Φ) = {Rϕ(ϕ,C), RC(ϕ,C), 0, 0}. Quello che
inﬁne si ottiene è l'azione
S(Φ, K,Φ, K) = Sc(ϕ+ ϕ)−
∫
Rα(Φ + Φ)Kα −
∫
Rα(Φ)
(
Kα −Kα
)
(4.14)
che risulta essere soluzione della master equation [[S, S]] = 0. In alternativa l'azione (4.14)
può essere ottenuta tramite la trasformazione canonica generata da
Fb =
∫ (
Φα + Φα
)
K ′α +
∫
ΦαK ′α (4.15)
eseguita sull'azione
S(Φ, K,Φ, K) = Sc(ϕ)−
∫
Rα(Φ)Kα −
∫
Rα(Φ)Kα. (4.16)
I primi due termini di (4.16), a destra dell'uguale, contenenti solo i campi quantistici,
costituiscono l'azione (3.1), che è soluzione della master equation (S, S) = 0. A questi
abbiamo sommato un termine che è un'ovvia soluzione di una master equation analoga in
cui le variabili Φ e K sono sostituite con i relativi background Φ e K. In questo modo
l'azione (4.16) sarà globalmente soluzione della nuova master equation [[S, S]] = 0, che
per deﬁnizione viene preservata da trasformazioni canoniche. Una volta ricavata l'azione
totale (4.14), è possibile separarla in due parti, una quantistica, indipendente dalle sorgenti
di backgroundK e dai ghost di background C, ed una detta di background che, come stiamo
per vedere, ha la peculiarità di essere lineare nei campi quantistici Φ. Per fare questo però
dobbiamo fare un paio di assunzioni. La prima è chiamata assunzione di linearità, poichè
si richiede che i trasformati di gauge R(Φ) siano al massimo quadratici nei campi Φ, cosa
vera per i diﬀeomorﬁsmi, le trasformazioni di Lorentz locali e le trasformazioni di gauge
di Yang-Mills. La seconda, invece, è che l'algebra di gauge sia irriducibile, cioè non siano
presenti ghost dei ghost. Detto ciò la separazione dell'azione può procedere attraverso la
trasformazione canonica generata dalla funzione
Fτ =
∫
ΦαK ′α +
∫
ΦαK ′α + (τ − 1)
∫
CIK ′IC (4.17)
applicata sull'azione (4.14). L'eﬀetto di questa trasformazione è quello di utilizzare una
costante arbitraria τ per riscalare i ghosts di background e le relative sorgenti, così da
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avere C → τC e KC → KC/τ . Quello che si ottiene perciò è un'azione Sτ che, grazie
all'assunzione di linearità, risulta essere lineare in τ . In questo modo possiamo scrivere
Sτ = Sˆ + τ S¯, dove Sˆ rappresenta l'azione quantistica la cui unica dipendenza da quantità
di background è data dalle copie dei campi ﬁsici ϕ:
Sˆ(Φ, ϕ,K) = Sc(ϕ+ ϕ)−
∫
Riϕ(ϕ+ ϕ,C)K
i
ϕ −
∫
RIC(ϕ+ ϕ,C)K
I
C −
∫
BIKIC¯ , (4.18)
mentre S¯ rappresenta l'azione di background, in cui sono contenute tutte le altra quantità
di background:
S¯(Φ,Φ, K,K) =−
∫
Riϕ(ϕ+ ϕ,C)K
i
ϕ −
∫
RIC(ϕ+ ϕ,C)K
I
C−
−
∫
Riϕ(ϕ,C)
(
Kiϕ −Kiϕ
)− ∫ RIC(ϕ,C)(KIC −KIC). (4.19)
E' da notare che a questo punto la master equation [[Sτ , Sτ ]] = 0 si decompone in tre
identità
[[Sˆ, Sˆ]] = [[Sˆ, S¯]] = [[S¯, S¯]] = 0. (4.20)
In questo modo abbiamo estrapolato la struttura dell'azione Sˆ che descrive le trasfor-
mazioni quantistiche, per cui si avrà [[Sˆ,Φ]] = 0, e di quella che descrive invece le trasfor-
mazioni di background, cioè S¯.
L'ultima cosa che ci resta da fare per completare la teoria è aggiungere il termine di
gauge-ﬁxing. Poichè stiamo utilizzando il metodo del campo di background la cosa migliore
è scegliere un termine di gauge-ﬁxing che ci permetta di far tesoro della peculiarità di questo
metodo nel mantenere esplicita la gauge-invarianza, come abbiamo descritto sopra. Quello
che ci serve, allora, è una funzione Ψ(Φ, ϕ) che sia indipendente dai C e che sia invariante
sotto le trasformazioni di background, cioè [[S¯,Ψ]] = 0. Una volta scelta questa funzione,
il termine di gauge-ﬁxing può essere aggiunto all'azione (4.14) come al solito utilizzando
una trasformazione canonica data da
Fgf =
∫
ΦαK ′α +
∫
ΦαK ′α + Ψ(Φ, ϕ). (4.21)
Si ottiene così l'azione gauge ﬁssata
Sgf(Φ,Φ, K,K) = Sˆ(Φ, ϕ,K) + S¯(Φ,Φ, K,K) + [[Sˆ,Ψ]], (4.22)
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dove per semplicità abbiamo posto τ = 1.
Grazie all'assunzione di linearità si ha che l'azione di background S¯ non può generare
diagrammi irriducibili ad una particella non banali, poichè è appunto lineare nei campi
quantistici Φ. Inoltre, siccome abbiamo richiesto che non ci siano ghost dei ghost, S¯
risulta proporzionale a C, rendendo così impossibile ricevere correzioni da Sˆ che è invece
indipendente dai ghost di background. Detto ciò quello che si ottiene per l'azione eﬃcace
è
Γ(Φ,Φ, K,K) = Γˆ(Φ, ϕ,K) + S¯(Φ,Φ, K,K). (4.23)
In più, analogamente a quanto già fatto per ottenere l'identità (3.21), se si eﬀettua il
cambio di variabili Φα → Φα + η(S,Φα) all'interno dell'integrale funzionale
Z(J,K,Φ, K) =
∫
[dΦ]exp
{
−S(Φ,Φ, K,K) +
∫
ΦαJα
}
(4.24)
e si richiede che la variazione sia zero, quello che si ottiene è l'equazione
0 =
∫
〈 δrS
δΦα
δlS
δKα
〉 −
∫
〈 δrS
δKα
〉Jα = −1
2
〈(S, S)〉 −
∫
δrΓ
δKα
δlΓ
δΦα
=
= −1
2
〈(S, S)〉+ 1
2
(Γ,Γ).
(4.25)
Inoltre, poichè la nostra azione è tale che la derivata δlS/δKα è indipendente dai campi
quantistici Φα, come si può vedere dalla (4.19), ed essendo l'azione di background l'unica
parte dipendente dalle sorgenti K, possiamo allora estendere la relazione (4.25) anche alla
nuova antiparentesi nel seguente modo:
[[Γ,Γ]] = (Γ,Γ) + 2
∫
δrΓ
δΦα
δlΓ
δKα
= 〈(S, S)〉+ 2
∫
〈 δrS
δΦα
〉 δlS
δKα
. (4.26)
Usando a questo punto l'indipendenza dai campi quantistici Φ della derivata funzionale
dell'azione rispetto alle sorgenti esterne K, possiamo portare δlS/δKα all'interno della
media ottenendo così l'identità
[[Γ,Γ]] = 〈(S, S)〉+ 2
∫
〈 δrS
δΦα
δlS
δKα
〉 = 〈[[S, S]]〉, (4.27)
che, una volta applicata su Γ la trasformazione canonica generata da (4.17), può essere
decomposta nelle identità
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[[Γˆ, Γˆ]] = 〈[[Sˆ, Sˆ]]〉 e [[S¯, Γˆ]] = 〈[[S¯, Sˆ]]〉. (4.28)
4.2 Rinormalizzazione
Diamo un primo approccio alla rinormalizzazione seguendo una procedura diretta che sot-
trae le divergenze così come appaiono, cioè senza preoccuparci di riassorbirle in rideﬁnizioni
dei parametri e trasformazioni canoniche. Iniziamo col prendere in considerazione un'azione
S = Sˆ + S¯, che soddisfa la master equation [[S, S]] = 0, e deﬁniamo con Sn = S + poli
l'azione rinormalizzata all'ordine n-esimo. Assumiamo come ipotesi induttiva che l'azione
Sn abbia la forma
Sn(Φ,Φ, K,K) = Sˆn(Φ, ϕ,K) + S¯(Φ,Φ, K,K), (4.29)
e soddisﬁ le identità [[Sˆn, S¯]] = 0 e [[Sˆn, Sˆn]] = O(~n+1). Allo stesso modo indichiamo
con Γn l'azione eﬃcace rinormalizzata ﬁno ad n loops, la cui struttura, in base a quanto
visto sopra, sarà data da (4.23). A questo punto, in base alle identità (4.28) abbiamo
0 = 〈[[S¯, Sˆn]]〉 = [[S¯, Γˆn]]. Andando all'ordine n+1 e concentrandosi sulla parte divergente
di questa identità si trova
〈[[S¯, Sn]]〉|(n+1)div = [[S¯, Γˆ(n+1)ndiv ]] = 0. (4.30)
Si ha perciò che Γ
(n+1)
ndiv è invariante per le trasformazioni di background. Questo rappresenta
infatti la peculiarità del metodo del campo di background, che è quella di preservare
manifestamente l'invarianza di gauge di background. La prima equazione di (4.28) dà
[[Γn,Γn]] = 〈[[Sˆn, Sˆn]]〉 = O(~n+1) = [[Sˆn, Sˆn]] +O(~n+2). (4.31)
Prendendo la parte divergente di ordine n+ 1 di questa identità, troviamo
[[Γˆn, Γˆn]]
(n+1)
div = 2[[Sˆ, Γˆ
(n+1)
ndiv ]] = [[Sˆn, Sˆn]] +O(~n+2), (4.32)
dove abbiamo utilizzato il fatto che essendo [[Sˆn, Sˆn]] fatta di soli poli (perchè stiamo
usando lo schema di sottrazione minimale), prendendone la parte divergente si prende
l'intera antiparentesi stessa, a parte ordini superiori di ~.
Perciò, la rinormalizzazione dell'ordine n + 1 procede con la sottrazione della parte
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divergente, deﬁnendo Sn+1 = Sn − Γˆ(n+1)ndiv . Iterando il procedimento ad ordini successivi si
otterrà l'azione rinormalizzata
SR(Φ,Φ, K,K) = SˆR(Φ, ϕ,K) + S¯(Φ,Φ, K,K), (4.33)
ancora soluzione delle equazioni master [[SR, SR]] = [[S¯, SR]] = 0.
L'ultima cosa che ci resta da investigare è la completezza parametrica. Quello che
ci chiediamo è se l'azione classica Sˆ contenga tutti i termini invarianti di gauge che si
possono generare durante la rinormalizzazione, in modo tale che, associando un parametro
a ciascuno di questi termini, la rinormalizzazione possa procedere attraverso la rideﬁnizione
di tali parametri e tramite trasformazioni canoniche. Nei capitoli precedenti abbiamo avuto
bisogno di fare delle ipotesi coomologiche per rispondere a questa domanda. Qui vogliamo
dimostrare che il metodo del campo di background implica la completezza parametrica
senza alcun bisogno di ipotesi coomologiche. Iniziamo col considerare l'azione associata
all'approccio usuale, cioè quello in cui invece di introdurre il termine di gauge-ﬁxing come
abbiamo visto in (4.21), tramite il funzionale Ψ(Φ, ϕ) indipendente dai campi C e per cui
vale [[S¯,Ψ]] = 0, si esegue su (4.14) la trasformazione canonica generata da
F ′gf =
∫
ΦαK ′α +
∫
ΦαK ′α + Ψ
′(Φ + Φ), (4.34)
dove il funzionale Ψ′ rappresenta un fermione di gauge dipendente dalla somma Φ + Φ. Si
ottiene così l'azione S ′ = Sˆ ′ + S¯ ′, dove al posto di (4.18) e (4.19) si ha
Sˆ ′(Φ + Φ, K) = Sc(ϕ+ ϕ)−
∫
Rα(Φ + Φ)
(
Kα − δΨ
′
δΦα
)
e
S¯ ′(Φ,Φ, K,K) = −
∫
Rα(Φ)
(
Kα −Kα
)
.
(4.35)
Anche in questo caso le correzioni radiative vengono generate solamente dall'azione quan-
tistica Sˆ ′, lasciando perciò non rinormalizzata l'azione di background S¯ ′. Perciò per l'azione
rinormalizzata possiamo scrivere
S ′R(Φ,Φ, K,K) = Sˆ
′
R(Φ + Φ, K) + S¯
′(Φ,Φ, K,K). (4.36)
L'azione rinormalizzata dell'approccio usale, appena deﬁnita in (4.36), e quella del
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metodo del campo di background, data da (4.18) e (4.19), sono legate dalla trasformazione
canonica generata da
FR =
∫
ΦαK ′α +
∫
ΦαK ′α + ∆f, (4.37)
dove la funzione ∆f = Ψ(Φ, ϕ)−Ψ′(Φ + Φ) + ∆FR(Φ,Φ, K ′) è composta dalla diﬀerenza
dei due fermioni di gauge, più un termine che tiene conto della rinormalizzazione. Questo
fa si che sia possibile scrivere l'identità
Sˆ ′R(Φ
′ + Φ, K ′)−
∫
Rα(Φ)
(
K ′α −K ′α
)
= SˆR(Φ, ϕ,K) + S¯(φ,Φ, K,K). (4.38)
Quello che vogliamo fare adesso è mostrare che l'azione Sˆ ′R non è altro che l'azione
Sˆ ′ in (4.35) con una trasformazione canonica e una rideﬁnizione dei parametri. Per fare
questo iniziamo col deﬁnire le quantità di (4.38) in funzione dei campi (Φ e Φ) e delle
sorgenti K ′, ponendo successivamente ϕ = C = K ′ = 0. Denotando questa operazione col
suﬃsso 0, quello che si ricava è
Sˆ ′R(Φ
′
0 + Φ, K
′) = SˆR(0, ϕ, 0)−
∫
BI
(
K ′IC¯ +
δ∆f
δC¯I
)
−
∫
Rα(Φ)
(
Kα0 +K
′
α
)
, (4.39)
dove abbiamo usato il fatto che una volta posto C = 0, poichè tutte le sorgenti esterne
Kα (meno che KC¯) hanno numero di ghost minore di zero, nell'azione SˆR(Φ, ϕ,K) non
si trovano più oggetti con numero di ghost positivo; perciò possiamo trascurare tutto ciò
che ha numero di ghost negativo, il che equivale a porre Kα = 0 in SˆR(Φ, ϕ,K), tranne la
sorgente esterna KC¯ che è stata aggiunta a parte in (4.39). Applicando ora all'azione (4.39)
una nuova trasformazione canonica ottenuta aggiungendo a (4.37) i termini
∫
ϕK ′ϕ+
∫
CK ′C
possiamo generare le trasformazioni di sorgenti e campi: K˜ = K ′ + K0 e Φ
′′ = Φ + Φ′0.
Deﬁnendo, inﬁne, K ′′ = K ′ e Φ˜ = {ϕ,C, C¯, B} si ottiene da (4.39):
Sˆ ′R(Φ
′′, K ′′) = SˆR(0, ϕ˜, 0)−
∫
Rα(Φ˜)K˜α. (4.40)
Inoltre, poichè abbiamo utilizzato trasformazioni canoniche, questa azione soddisferà an-
cora l'equazione master (4.20) che, non dipendendo l'azione dai campi di background Φ′′ e
dalle sorgentiK ′′, coinciderà in particolare con (Sˆ ′R, Sˆ
′
R)
′ = 0, dove l'apice dell'antiparentesi
stà ad indicare che deve essere eseguita rispetto alle nuove variabili. A questo punto, se
deﬁniamo con Gi una base di funzioni invarianti di gauge possiamo scrivere
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SˆR(0, ϕ˜, 0) =
∑
i
τiGi(ϕ˜). (4.41)
Perciò, se partiamo dalla più generale un'azione classica invariante di gauge, che possiamo
deﬁnire come Sc(ϕ˜, λ) =
∑
iλiGi(ϕ˜), quello che si ottiene per l'equazione (4.40) è l'identità
Sˆ ′R(Φ
′′, K ′′) = Sc(ϕ˜, τ(λ))−
∫
Rα(Φ˜)K˜α (4.42)
che rappresenta la completezza parametrica nell'approccio usuale, in quanto questa azione
risulta coincidere con l'azione Sˆ ′ in (4.35) a parte la rideﬁnizione dei parametri ed una
trasformazione canonica. Come anticipato, non abbiamo avuto bisogno di fare alcuna
ipotesi coomologica.
Per ottenere una relazione di completezza analoga anche nell'approccio del campo di
background basta eﬀettuare su (4.42) la trasformazione canonica generata da
F ′R =
∫
ΦˆαK˜α +
∫
ϕ
i
K˜iϕ + ∆f
′ (4.43)
da cui si ottiene per i campi e le sorgenti che appaiono nella parte destra di (4.42) le
trasformazioni Φ˜ = {ϕˆ + ϕ, Cˆ, ˆ¯C, Bˆ} e K˜ = Kˆ − δ∆f ′/δΦˆ = Kˆ ′. Per il lato sinistro
di (4.42) si eﬀettua invece la trasformazione canonica data da
F ′′ =
∫ (
Φ′ + Φ
)
K ′′. (4.44)
In questo modo, mettendo tutto insieme, si ottiene una relazione che ci riporta alla strut-
tura classica dell'azione Sˆ come data in (4.18):
Sˆ ′R(Φ
′ + Φ, K ′) = Sc(ϕˆ+ ϕ, τ)−
∫
Rα(Φ˜)Kˆ ′α = SˆR(Φˆ, ϕ, Kˆ
′), (4.45)
provando, così, la completezza parametrica anche per l'approccio del campo di background.
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Chapter 5
Formulazione propria col metodo del
campo di background
Come abbiamo appena visto il metodo del campo di background è un potente strumento
che, separando l'azione in una parte Sˆ che raccoglie le correzioni radiative, ed una S¯ che
invece non viene rinormalizzata, permette di mantenere inalterate le proprietà di gauge in-
varianza dell'azione di partenza. Questo può accadere poichè abbiamo assunto che quella
che abbiamo deﬁnito azione di background S¯ dipenda dai campi quantistici solamente
in modo lineare, e quindi non genera controtermini nel processo di rinormalizzazione.
L'assunzione di linearità è soddisfatta dalle simmetrie di gauge di Yang-Mills, Abeliane
e non, dai diﬀeomorﬁsmi e dalle trasformazioni di Lorentz locali, cioè da tutte le simme-
trie di gauge del modello standard accoppiato alla gravità. Detto ciò, essa risulta essere
l'unico punto debole di questo metodo, in quanto limita i casi in cui può essere appli-
cato mantenendo le sue peculiarità. Infatti se consideriamo le teorie supersimmetriche,
per le quali in generale i trasformati di gauge non rispettano l'assunzione di linearità,
non possiamo ottenere un'azione di background che non riceva correzioni radiative, e che
quindi sia in grado di preservare la gauge invarianza nella sua forma classica. Ma non
tutto è perso. Per superare questo inconveniente possiamo cercare di sfruttare la formu-
lazione ﬁeld-covariante descritta nel capitolo dedicato alle teorie di gauge. Infatti uno dei
vantaggi maggiori dell'utilizzo del master functional e della formulazione propria, nelle
teorie di gauge, è che si riesce a linearizzare la rinormalizzazione tramite trasformazioni
canoniche proprie e la rideﬁnizione dei parametri. Dal punto di vista opposto: se fosse
possibile applicare il metodo del campo di background in una formulazione ﬁeld-covariante
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avremmo la possibilità di superare la necessità di ipotesi coomologiche. Infatti, come abbi-
amo visto, senza l'approccio di background, per soddisfare la richiesta di mantenere intatta
l'invarianza di gauge ad ogni step della rinormalizzazione è necessario risolvere un problema
coomologico, che nel caso di teorie non rinormalizzabili coinvolge inﬁniti termini. Invece,
il metodo di background non ha bisogno di ipotesi coomologiche, mantenendo automati-
camente l'invarianza di gauge ad ogni step della rinormalizzazione, che procede attraverso
trasformazioni canoniche e rideﬁnizione dei parametri. Il problema è che le trasformazioni
canoniche non sono, in questo caso, cambi di variabili nell'integrale funzionale e la formu-
lazione non è ﬁeld-covariante. L'utilizzo combinato del formalismo proprio col metodo del
campo di background, allora, potrebbe far sì che tutta l'informazione relativa alla gauge
invarianza della teoria presa in considerazione, che vogliamo preservare durante il processo
di rinormalizzazione, possa essere contenuta in un'ideale azione propria di background S¯N
che non riceve correzioni radiative. Il problema che ci poniamo, perciò, è se sia possi-
bile unire i punti forti delle due tecniche sopra presentate. Se sia possibile, cioè, ottenere
un'azione propria contenente, oltre ai campi quantistici, anche i campi di background, la
cui rinormalizzazione possa procedere attraverso la rideﬁnizione dei parametri e trasfor-
mazioni canoniche proprie, che rappresentano veri e propri cambi di variabili nell'integrale
funzionale; ed al tempo stesso riuscire a mantenere inalterata, tramite il metodo del campo
di background, l'invarianza di gauge senza la necessità di ipotesi coomologiche.
Nel tentativo di unire il metodo del campo di background al formalismo proprio faremo
ancora uso del formalismo di Batalin-Vilkovisky che, come abbiamo visto, rappresenta un
utile strumento per la trattazione delle teorie di gauge. Il primo approccio che seguiremo
consiste nel prendere una generica azione nel formalismo di Batalin-Vilkovisky, perciò
contenente i trasformati di gauge dei campi quantistici ognuno dei quali accoppiato ad
una sorgente esterna, che sia soluzione dell'equazione master ed estendere quest'azione
con un settore di operatori composti, dei campi quantistici e dei campi di background,
tramite i loro trasformati di gauge accoppiati anch'essi a delle sorgenti esterne. Una volta
ottenuta l'azione estesa ai campi di background se ne estrarrà, tramite il solito metodo
descritto nei capitoli dedicati alla ﬁeld-covarianza, un'azione propria propria soluzione di
una nuova equazione master. Sarà su questa azione propria che eﬀettueremo la trasfor-
mazione di background, che abbiamo utilizzato nel capitolo 4, separando, successivamente,
l'azione propria risultante nella sua parte quantistica ed in quella di background. Con
questo primo tentativo, purtroppo, non si riesce in generale ad ottenere un'azione propria
di background in grado di non ricevere correzioni radiative, proprio a causa del settore
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relativo degli operatori composti. Col secondo tentativo perciò cercheremo di risolvere
questo problema di linearizzazione nei campi quantistici dell'azione propria di background
sfruttando le virtù del formalismo proprio, tramite la sostituzione degli operatori composti
con i relativi campi propri, con l'ovvia richiesta che l'equazione master risulti ancora val-
ida. Questa richiesta, come vedremo, ha successo in un insieme di casi. Nel tentativo
successivo proveremo a seguire il percorso inverso a quello di prima. Partiremo, cioè, da
una generica azione di background per ottenere, dopo l'aggiunta di un'opportuno settore
degli operatori composti, nuovamente un'azione propria che soddisﬁ l'equazione master. Il
quarto tentativo, invece, si distinguerà dagli altri poichè, pur ricavandoci ancora una volta
un'azione propria funzione sia dei campi quantistici che di quelli di background e sem-
pre soluzione dell'equazione master, in questo caso la trasformazione di background verrà
eseguita, oltre che sui campi quantistici Φ e sulle sorgenti K, anche sui campi propri N , as-
sociati agli operatori composti, e su delle nuove sorgenti esterne H associate ai trasformati
di gauge degli operatori composti dei campi di background Φ. Inﬁne, nell'ultimo tentativo
proveremo a superare i problemi di linearità nei campi quantistici utilizzando, invece della
trasformazione di background standard Φ → Φ + Φ, una trasformazione di background
non lineare del tipo Φ→ Φ + f(Φ,Φ).
5.1 Tentativo 1 - Costruzione di un'azione propria dei
campi quantistici e di background
Come primo tentativo cerchiamo di ricavare un'azione propria che contenga, oltre ai campi
quantistici, anche i campi di background, sulla quale eseguire, successivamente, la trasfor-
mazione di background. Per fare questo partiremo da una generale azione di gauge, che
verrà estesa in modo da poter introdurre opportunamente i campi di background. Una
volta ottenuta questa la costruzione della relativa azione propria sarà fatta seguendo il
procedimento esposto nel Cap. 2. Come vedremo questo approccio ci porterà a dei risul-
tati ben più promettenti rispetto al tentativo in cui partiremo da una generale azione di
background per costruire la nostra azione propria. Iniziamo allora il nostro lavoro pren-
dendo in considerazione un'azione
S(Φ, K) = Sc(ϕ)−
∫
Rα(Φ)Kα, (5.1)
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dove abbiamo denotato con ϕ = {Aµ, ψ, ψ¯, ...} i campi ﬁsici e con Φ = {ϕ,C, C¯, B}
l'insieme dei campi ﬁsici, i ghost, gli antighost e i moltiplicatori di Lagrange, che sia
soluzione dell'equazione master
(S, S) = −2
∫ ( δrS
δKα
δlS
δΦα
)
= −2
[
−Rα(Φ)
(δlSc(ϕ)
δΦα
− δlR
β(Φ)
δΦα
Kβ
)]
= 0. (5.2)
A partire da questa azione possiamo deﬁnirne una sua estensione cominciando con l'aggiungere
i termini relativi agli operatori composti, ottenendo l'azione
SH(Φ, K, L,H) = S(Φ, K)−
∫
RIO1(Φ)HI −
1
2
∫
LI(A
−1)IJLJ+
+
∫
τvIN v(L)OIinv(Φ),
(5.3)
dove RO1(Φ) =
∫
R(Φ) δ
δΦ
O1(Φ). Come si può vedere questa azione è simile a quella
in (3.10), tranne che per il termine di gauge-ﬁxing che verrà aggiunto in seguito in linea
con il metodo del campo di background. Nel frattempo SH deve essere ulteriormente estesa
in modo tale da contenere anche i campi di background Φ = {ϕ,C, 0, 0}. Per fare questo
aggiungiamo un nuovo set di operatori composti, ma questa volta funzione dei campi di
background:
Z =
∫
[dΦ]e
−S˜H+
∫
ΦαJα+
∫(
OI1(Φ)+O
I
2(Φ)
)
LI
. (5.4)
Nel funzionale generatore in (5.4) abbiamo inoltre introdotto una nuova azione deﬁnita
come
S˜H(Φ,Φ, K, L,H) = SH(Φ, K, L,H)−
∫
Rα(Φ)Kα −
∫
RIO2(Φ)HI+
+
∫
ζkJN k(L)OJinv(Φ)
(5.5)
con RO2(Φ) =
∫
R(Φ) δ
δΦ
O2(Φ). L'introduzione dei campi di background nell'azione S˜H
risulta analoga a quanto fatto per ottenere (4.16), trasportando tale idea anche al settore
relativo agli operatori composti. Infatti quest'azione continua a soddisfare l'equazione
master (S˜H , S˜H) = 0 nelle variabili Φ e K, ma adesso la soddisfa anche nelle variabili Φ
e K. Perciò complessivamente abbiamo che l'azione S˜H soddisfa un'equazione master del
tipo
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[[S˜H , S˜H ]] = −2
∫ (δrS˜H
δKα
δlS˜H
δΦα
+
δrS˜H
δKα
δlS˜H
δΦα
)
= 0. (5.6)
Per questo motivo abbiamo utilizzato per gli operatori composti dei campi quantistici e di
background rispettivamente i suﬃssi 1 e 2. Siccome l'equazione master viene soddisfatta
contemporaneamente sia nelle variabili quantistiche che in quelle di background, si ha
che in generale gli operatori composti O1 e O2 possono non essere lo stesso operatore,
mantenedo tuttavia valida l'equazione (5.6).
Deﬁniamo a questo punto l'azione propria utilizzando l'identità (3.16), in cui sono
adesso presenti anche i campi di background:
e−SN =
∫
[dL]exp
{
−S˜H −
∫ (
N I −OI1(Φ)−OI2(Φ)
)
LI
}
, (5.7)
ottenendo così per l'azione propria la relazione
SN(Φ, K,Φ, K,N,H) = Sc(ϕ)−
∫
Rα(Φ)Kα −
∫
Rα(Φ)Kα−
−
∫ (
RIO1(Φ) +R
I
O2
(Φ)
)
HI +
1
2
∫
N˜ IAIJN˜
J+
+
∫
N k(N˜)
(
τkIO
I
inv(Φ) + ζkIO
I
inv(Φ)
) (5.8)
dove N˜ I = N I − OI1(Φ) − OI2(Φ). Introducendo a questo punto una nuova antiparentesi
deﬁnita come
((X, Y )) =
∫ [δrX
δΦα
δlY
δKα
+
δrX
δΦα
δlY
δKα
+
δrX
δN I
δlY
δHI
− δrX
δKα
δlY
δΦα
− δrX
δKα
δlY
δΦα
− δrX
δHI
δlY
δN I
]
, (5.9)
si ha che l'azione propria (5.8) soddisfa l'equazione master ((SN , SN)) = 0.
Come anticipato, una volta ottenuta l'azione propria par i campi quantistici e di back-
ground, non ci resta che eﬀettuare su SN la trasformazione di background e vedere che
risultati si ottengono. Quindi eseguiamo su SN la trasformazione canonica generata da
Fb =
∫ (
Φα + Φα
)
K ′α +
∫
ΦαK ′α +
∫
N IH ′I . (5.10)
Quello che si ottiene è l'azione
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SN(Φ, K,Φ, K,N,H) = Sc(ϕ+ ϕ)−
∫
Rα(Φ + Φ)Kα −
∫
Rα(Φ)
(
Kα −Kα
)
−
−
∫ (
RIO1(Φ + Φ) +R
I
O2
(Φ)
)
HI +
1
2
∫
N˜ IAIJN˜
J ,
(5.11)
dove, adesso, si ha che N˜ = N−O1(Φ+Φ)−O2(Φ). Inoltre è da notare che, per alleggerire
le formule, abbiamo trascurato i termini del tipo
∫ NOinv.
Il prossimo passo è provare a separare l'azione propria (5.11) in due parti, nel tentativo
di ottenere una parte detta quantistica, che ci aspettiamo sia indipendente dai ghost di
background e dalle sorgenti K, ed una detta di background, che vorremmo fosse lineare nei
campi quantistici Φ. Se eseguiamo, come abbiamo già fatto nel Cap. 4, la trasformazione
generata da (4.17) sull'azione in (5.11), questa agisce moltiplicando i ghost di background
C per la costante τ e le sorgenti KC per 1/τ . Applicandola ai termini relativi all'azione
classica Sc e a quelli proporzionali alle sorgenti K e K si generano nell'azione quantistica
SˆN e nell'azione di background S¯N rispettivamente i contributi (4.18) e (4.19). Mentre
si trovano problemi per i termini contenenti gli operatori composti. Infatti, utilizzando
operatori, O(Φ), in generale dipendenti anche dai campi di ghost C si possono ottenere
termini con potenze di τ anche superiori alla prima. Consideriamo per esempio l'operatore
O(Φ) = C¯aCa. Applicando la trasformazione generata da (4.17) sull'operatore O(Φ + Φ)
si ottiene
C¯aCa → τC¯aCa (5.12)
che nel termine
∫
N˜AN˜ produce il termine qudratico in τ :
1
2
∫
τ 2
(
C¯aCa
) 1
M4
(
C¯aCa
)
. (5.13)
In più, dal termine
∫
RO(Φ + Φ)H si ottengono i contributi:
−
∫ [
τBaCa + τC¯agfabcCbCc + τ 2C¯a g
2
fabcCbCc
]
H (5.14)
da cui si vede che non c'è una trasformazione della sorgente H che possa riassorbire la
potenza di τ in eccesso, nel termine contenete i due ghost di background, ed al tempo
stesso mantenere la forma corretta degli altri due termini. E' tuttavia possibile superare
questo ostacolo considerando solo operatori dei campi ﬁsici O(ϕ), riuscendo così a separare
l'azione propria come SN = SˆN + τ S¯N con
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SˆN(Φ, ϕ,K,N,H) = Sc(ϕ+ ϕ)−
∫
Riϕ(ϕ+ ϕ,C)K
i
ϕ −
∫
RIC(ϕ+ ϕ,C)K
I
C−
−
∫
BIKIC¯ +
1
2
∫
N˜ IAIJN˜
J −
∫
Rαϕ(ϕ+ ϕ,C)
δOI1(ϕ+ ϕ)
δϕα
HI
(5.15)
l'azione propria quantistica, dove adesso abbiamo N˜ = N − O1(ϕ + ϕ) − O2(ϕ). Mentre
per l'azione propria di background si ha
S¯N(Φ,Φ,K,K,N,H) = −
∫
Riϕ(ϕ+ ϕ,C)K
i
ϕ −
∫
RIC(ϕ+ ϕ,C)K
I
C−
−
∫
Riϕ(ϕ,C)
(
Kiϕ −Kiϕ
)− ∫ RIC(ϕ,C)(KIC −KIC)−
−
∫ [
Rαϕ(ϕ+ ϕ,C)
δOI1(ϕ+ ϕ)
δϕα
+Rαϕ(ϕ,C)
OI2(ϕ)
δϕα
]
HI .
(5.16)
In questo modo l'equazione master ((SN , SN)) = 0 si divide in
((SˆN , SˆN)) = ((SˆN , S¯N)) = ((S¯N , S¯N)) = 0. (5.17)
La cosa migliore da fare, a questo punto, è ﬁssare gli operatori dei campi di background
come O2(ϕ) = −O1(ϕ). In questo modo abbiamo la possibilità di eliminare le parti di solo
background nell'azione propria quantistica (5.15) dovute al termine quadratico in N˜ , che
adesso sarà dato da N˜ = N −O1(ϕ+ ϕ) +O1(ϕ).
Il problema principale, che tratteremo meglio nel prossimo paragrafo, è che, in gen-
erale, S¯N può non essere lineare e quindi rinormalizzare in modo non banale. Infatti,
considerando operatori dei campi ﬁsici O(ϕ + ϕ), i termini del tipo R(Φ + Φ)δO/δΦH
possono generare termini non lineari del tipo f(ϕ)CH , come si può vedere considerando il
trasformato di gauge dell'operatore O(Φ + Φ) = (ψ¯+ ψ¯)γµT
a(ψ+ψ). Ma tralasciamo per
il momento la discussione su questo aspetto, che riprenderemo nel paragrafo successivo,
e concludiamo, invece, il primo tentativo soﬀermandoci inﬁne sul gauge-ﬁxing. Come si
può notare da (5.11), se decidessimo di introdurre il termine di gauge-ﬁxing shiftando le
sorgenti H con una costante, come previsto nel formalismo proprio grazie all'utilizzo delle
trasformazioni canoniche proprie generate da (3.22), il massimo che otterremmo sarebbe
l'introduzione di un termine del tipo ((SN ,Ψ)), in cui il fermione di gauge Ψ dipende da
Φ + Φ, che corrisponderebbe a riportare tutto all'approccio usuale invece che a quello di
background. Perciò la cosa migliore da fare è introdurre, come abbiamo già visto nel Cap.
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4, un termine di gauge-ﬁxing ((SˆN ,Ψ)) tramite una trasformazione canonica generata da
Fgf =
∫
ΦαK ′α +
∫
ΦαK ′α +
∫
N IH ′I + Ψ(Φ, ϕ) (5.18)
con il funzionale Ψ(Φ, ϕ) indipendente dai ghost di background C, ed invariante sotto le
trasformazioni di background ((S¯N ,Ψ)) = 0.
5.1.1 Esempio
Torniamo ora ad occuparci del problema che abbiamo rilevato sopra, in merito alla non
linearità nei campi quantistici di alcuni termini dell'azione propria di background S¯N .
Per fare questo consideriamo ancora l'azione che abbiamo già utilizzato in un precedente
esempio (paragrafo 3.6) data da
Sc(ϕ) =
∫ [1
4
(F aµν)
2 + ψ¯γµDµ(D
2 + β)ψ
]
(5.19)
e consideriamo il cambio di variabili:
Aaµ → Aaµ + αψ¯γµT aψ − αψ¯γµT aψ, (5.20)
dove abbiamo utilizzato la deﬁnizione O2(ϕ) = −O1(ϕ). Per quanto visto sopra, questo
cambio di variabili ci porta all'azione propria
SN = Sc(ϕ+ ϕ)−
∫ [
∂µC
a + gfabc(AbµC
c + AbµC
c + AbµC
c)
]
Kaµ −
∫
BaKaC¯−
− g
∫
T aij(C
aψj + C
aψj + C
aψj)K
i
ψ + g
∫
T aij(C
aψ¯j + C
aψj + C
aψ¯j)K
i
ψ¯+
+
g
2
∫
fabc(CbCc + 2CbCc)KaC +
1
2
∫
N˜aµM
2N˜aµ +
g
2
∫
fabcCbCcKaC−
− g
∫
T aijC
aψjK
i
ψ + g
∫
T aijC
aψ¯jK
i
ψ¯ −
∫
(∂µC
a + gfabcAbµC
c)Kaµ−
−
∫ [
RO1(Φ + Φ) +RO2(Φ)
]
H
(5.21)
dove per semplicità abbiamo trascurato i termini
∫ N (N˜)Oinv, ed abbiamo deﬁnito N˜aµ =
Naµ − (ψ¯ + ψ¯)γµT a(ψ + ψ) + ψ¯γµT aψ. Mentre, per i trasformati di gauge degli operatori
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composti si ha
RO1(Φ + Φ) = gf
abc(Cb + Cb)(ψ¯ + ψ¯)γµT
c(ψ + ψ) e
RO2(Φ) = −RO1(Φ) = −gfabcCbψ¯γµT cψ.
(5.22)
Adesso separiamo l'azione propria (5.21) nella parte quantistica e in quella di back-
ground tramite la trasformazione generata da
Fτ =
∫
ΦαK ′α +
∫
ΦαK ′α + (τ − 1)
∫
CaK ′aC +
∫
N IH ′I . (5.23)
In questo modo l'azione propria si divide in SN = SˆN + τ S¯N , dove per la parte quantistica
abbiamo
SˆN = Sc(ϕ+ ϕ)−
∫ [
∂µC
a + gfabc(AbµC
c + AbµC
c)
]
Kaµ −
∫
BaKaC¯−
− g
∫
T aij(C
aψj + C
aψj)K
i
ψ + g
∫
T aij(C
aψ¯j + C
aψ¯j)K
i
ψ¯ +
g
2
∫
fabcCbCcKaC+
+
1
2
∫
N˜aµM
2N˜aµ +
∫
gfabcCb(ψ¯ + ψ¯)γµT
c(ψ + ψ)Haµ.
(5.24)
Mentre, per l'azione propria di background, linearmente dipendente da C e dalle sorgenti
K, si ha
S¯N = g
∫
fabcCbCcKaC − g
∫
fabcAbµC
cKaµ − g
∫
T aijC
aψjK
i
ψ+
+ g
∫
T aijC
aψ¯jK
i
ψ¯ +
g
2
∫
fabcCbCcKaC − g
∫
T aijC
aψjK
i
ψ+
+ g
∫
T aijC
aψ¯jK
i
ψ¯ −
∫
(∂µC
a + gfabcAbµC
c)Kaµ+
+ g
∫
fabcCb
[
(ψ¯ + ψ¯)γµT
c(ψ + ψ)− ψ¯γµT cψ
]
Haµ.
(5.25)
Come si può vedere in (5.25), il termine g
∫
fabcCbψ¯γµT
cψHaµ non essendo lineare nei campi
quantistici porta ad una rinormalizzazione non banale dell'azione propria S¯N generatrice
delle trasformazioni di background. Nel prossimo paragrafo vedremo come risolvere questo
problema in un insieme di casi, tra cui quello trattato in questo esempio, e ottenere per
l'azione propria di background una struttura lineare nei campi quantistici.
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5.2 Tentativo 2 - Linearizzazione tramite l'utilizzo dei
campi propri
Nel primo tentativo abbiamo visto che il settore degli operatori composti, ed in special
modo quello relativo ai loro trasformati di gauge, porta in generale ad una rinormalizzazione
non banale dell'azione generatrice delle trasformazioni di background. Ciò che vogliamo,
invece, è che S¯N non riceva correzioni radiative, mantenendo così inalterate le trasfor-
mazioni di background durante il processo di rinormalizzazione. Quello che si richiede
perciò è di riuscire a trovare una formulazione che permetta di ottenere un'azione propria
S¯N che sia, come già detto in precedenza, lineare nei campi quantistici. L'idea alla base di
questo tentativo è quella di sfruttare i campi propri associati agli operatori composti, per
linearizzare l'azione propria S¯N . Per fare questo utilizziamo la proprietà generale che ci
permette di scrivere i trasformati di gauge degli operatori composti, dei soli campi ﬁsici ϕ,
come funzione di altri operatori composti, in particolare RIO(Φ)HI =
∑
aλ
IJ
a C
aOJ(ϕ)HI
dove λIJa sono costanti. In questo modo possiamo riscrivere l'azione propria (5.8) come:
SN(Φ, K,Φ, K,N,H) = Sc(ϕ)−
∫
Rα(Φ)Kα −
∫
Rα(Φ)Kα +
1
2
∫
N˜ IAIJN˜
J−
−
∫ (
λIJa C
aOJ(ϕ)−RIO(ϕ)
)
HI .
(5.26)
Per semplicità abbiamo: trascurato i termini proporzionali a N (N˜)Oinv; utilizzato opera-
tori composti dei soli campi ﬁsici ϕ, per i motivi esposti nel paragrafo precedente; e ﬁssato
nuovamente gli operatori composti O1(ϕ) = −O2(ϕ) = O(ϕ). Se adesso prendiamo in con-
siderazione la deﬁnizione N˜ I = N I −OI(ϕ) +OI(ϕ) possiamo riscrivere il settore relativo
alla sorgente HI come
−
∫
λIJa C
aOJ(ϕ)HI = −
∫
λIJa C
a
(
NJ − N˜J +OJ(ϕ)
)
HI . (5.27)
In questo modo da (5.27), una volta eﬀettuata la trasformazione di background generata
da (5.10), si linearizza il termine proporzionale al campo di ghost di background, del
tipo COJ(ϕ+ ϕ), tramite la combinazione CNJ , dove il campo proprio è quello associato
all'operatore composto OJ(ϕ+ϕ)−OJ(ϕ). Inoltre si introduce il termine proporzionale a
CO(ϕ) che comunque non dà problemi poichè, una volta eﬀettuata lo shift di background,
introduce nell'azione propria di background S¯N il termine CO(ϕ), che non genera correzioni
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radiative. Questo meccanismo, però, si limita a spostare il problema della linearità sul
termine proporzionale a N˜J , che è sempre funzione degli operatori composti quantistici
OJ(ϕ). Tuttavia, poichè l'azione standard viene recuperata dall'azione propria nel limite
in cui N˜ I → 0, ci chiediamo se sia possibile omettere, in (5.27), il termine proporzionale a
N˜ . Quello che vorremmo, perciò, è riuscire a trovare il modo di sostituire i trasformati di
gauge, degli operatori composti dei campi ﬁsici, RIO(Φ) con delle combinazioni lineari del
tipo CN I , mantenendo però l'azione propria SN ancora soluzione dell'equazione master
((SN , SN)) = 0. Vediamo a cosa ci porta questa richiesta. Iniziamo col riscrivere l'azione
propria (5.26) come
S ′N(Φ, K,Φ, K,N,H) = Sc(ϕ)−
∫
Rα(Φ)Kα −
∫
Rα(Φ)Kα +
1
2
∫
N˜ IAIJN˜
J−
−
∫ (
RIN(C,N)−RIO(Φ)
)
HI
(5.28)
dove, come volevamo, abbiamo sostituito RIO con delle funzioni dei campi propri, dati
per adesso da una generica relazione del tipo RIN(C,N) = λ
IJ
a C
aNJ . Se adesso, però,
utilizziamo l'antiparentesi (5.9) per calcolare l'equazione master, troviamo che l'azione
propria (5.28) non ne è soluzione, in quanto sopravvivono i termini
−1
2
((S ′N , S
′
N)) =
{
RaC(C,ϕ)
δRIN(C,N)
δCa
+
[
RJN(C,N)−RJO(Φ)
]δRIN(C,N)
δNJ
}
HI+
+
{
Riϕ(C,ϕ)
δOI(ϕ)
δϕi
−RIN(C,N)
}
AIJN˜
J .
(5.29)
Questo è dovuto al fatto che nella nostra formulazione i campi propri NI non sono associati
solamente agli operatori composti OI(ϕ), ma bensì alla combinazione O(ϕ)−O(ϕ). Infatti,
se eﬀettuiamo il limite in cui N˜I → 0 sull'azione propria (5.28), invece dell'azione standard
di partenza
S(Φ, K,Φ, K,H) = Sc(ϕ)−
∫
Rα(Φ)Kα −
∫
Rα(Φ)Kα−
−
∫ (
RIO(Φ)−RIO(Φ)
)
HI ,
(5.30)
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se ne ottiene una che diﬀerisce da quest'ultima per un termine del tipo −λIJa CaO(ϕ)J .
La soluzione a questo problema è partire da un'azione propria del tipo (5.8), in cui gli
operatori composti sono deﬁniti O1(ϕ) = O(ϕ) e O2(ϕ) = 0. Iniziamo allora con l'utilizzare
ancora una volta la relazione generale RIO(Φ) =
∑
aλ
IJ
a C
aOJ(ϕ), che ci dà la possibilità di
riscrivere il termine proporzionale alla sorgente H come
−
∫
λIJa C
aOJ(ϕ)HI = −
∫
λIJa C
a
(
NJ − N˜J
)
HI , (5.31)
dove questa volta si ha N˜ I = N I −OI(ϕ), senza nessun altro pezzo in funzione dei campi
di background. Ci chiediamo ancora se sia possibile eliminare deﬁnitivamente, dall'azione
propria, la dipendenza dagli operatori dei campi quantistici OI(ϕ), che resta in (5.31)
tramite i termini proporzionali a N˜ I e, una volta eﬀettuato lo shift di background, ottenere
un'eﬀettiva linearizzazione nei campi integrati dei termini proporzionali ai campi di ghost
di background C. Proviamo allora ad eﬀettuare nell'azione (5.8), nelle condizioni spiegate
sopra, la sostituzione degli operatori composti OI(ϕ), presenti nei termini proporzionali
alle sorgenti esterne HI , con i relativi campi propri N
I associati. Quello che si ottiene è la
nuova azione propria
S ′N(Φ, K,Φ, K,N,H,N,H) = Sc(ϕ) +
1
2
∫
N˜ IAIJN˜
J −
∫
Rα(Φ)K
α−
−
∫
Rα(Φ)K
α −
∫
RIN(C,N)HI
(5.32)
dove RIN(C,N) = λ
IJ
a C
aNJ sono gli eﬀettivi trasformati di gauge dei campi propri. Se
adesso calcoliamo l'equazione master relativa all'azione propria S ′N , utilizzando l'antiparentesi (5.9),
quello che si ottiene è
−1
2
((S ′N , S
′
N)) =
{
RaC(C,ϕ)
δRIN(C,N)
δCa
+RJN(C,N)
δRIN(C,N)
δNJ
}
HI+
+
{
Riϕ(C,ϕ)
δOI(ϕ)
δϕi
−RIN(C,N)
}
AIJN˜
J .
(5.33)
Anche in questo caso l'azione propria S ′N , data da (5.32), sembra non essere soluzione
dell'equazione master. Sebbene in generale questo sia vero, tutti i casi in cui gli operatori
composti hanno statistica bosonica e trasformano come tensori sotto il gruppo di gauge,
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cioè RO(Φ) = gf
abcT aOb(ϕ)Cc, ci permettono di far funzionare il metodo descritto in
questo paragrafo. Basta richiedere che il trasformato di gauge del campo proprio sia
dato dalla relazione RN(C,N) = gf
abcT aN bCc, per far sì che l'azione propria S ′N soddisﬁ
l'equazione master
− 1
2
((S ′N , S
′
N)) =
∫ {
−g
2
2
f ebcCbCcfadeNd + g2f ebcN bCcfaedCd
}
Ha+
+
∫ {
RaO(Φ)− gfabcN bCc
}
N˜a = −g
2
2
∫
CbCcNd
{
fadef ebc + 2f baef edc
}
Ha+
+ g
∫ {
fabcOb(ϕ)Cc − fabcN bCc
}
N˜a = −g
2
2
∫
f baef edcNd
{
CbCc + CcCb
}
Ha−
− g
∫
fabcN˜ bCcN˜a = 0
(5.34)
dove abbiamo usato l'identità di Jacobi (fadef ebc = −f baef edc− fdbef eac) per le costanti di
struttura e, per semplicità di notazione, abbiamo posto la matrice dei coeﬃcienti AIJ = 1.
Questo caso ci permette di risolvere l'esempio descritto nel paragrafo 5.1.1.
5.2.1 Esempi
Teoria di Yang-Mills accoppiata a fermioni con derivate superiori
Torniamo a considerare la teoria di Yang-Mills accoppiata a fermioni con derivate su-
periori, trattata nell'esempio 5.1.1, con la variante di aver deﬁnito O2(ϕ) = 0. Quello
che vogliamo fare qui è utilizzare l'approccio appena descritto per sistemare, nell'azione
propria (5.21), il settore relativo alla sorgente Haµ, che era responsabile del termine prob-
lematico g
∫
fabcCbψ¯γµT
cψHaµ nell'azione propria di background (5.25). Vogliamo cioè
eﬀettuare in (5.21) la sostituzione
−g
∫
fabc(Cb + Cb)(ψ¯ + ψ¯)γµT
c(ψ + ψ)Haµ → −g
∫
fabc(Cb + Cb)N cµH
a
µ (5.35)
e linearizzare il termine problematico tramite il campo proprio Naµ . Osserviamo che l'azione
propria
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S ′N = Sc(ϕ)−
∫ [
∂µC
a + gfabcAbµC
c
]
Kaµ − g
∫
T aijC
aψjK
i
ψ + g
∫
T aijC
aψ¯jK
i
ψ¯−
−
∫
BaKaC¯ +
g
2
∫
fabcCbCc +
g
2
∫
fabcCbCcKaC − g
∫
T aijC
aψjK
i
ψ+
+ g
∫
T aijC
aψ¯jK
i
ψ¯ −
∫ [
∂µC
a + gfabcAbµC
c
]
Kaµ +
1
2
∫
N˜aµM
2N˜aµ−
− g
∫
fabcCbN cµH
a
µ,
(5.36)
dove N˜aµ = N
a
µ − ψ¯γµT aψ, è soluzione dell'equazione master ((SN , SN)) = 0. In questo
modo una volta eﬀettuata la trasformazione di background (5.10) per decomporre S ′N
come Sˆ ′N + τ S¯
′
N , si ha che S¯
′
N non contiene più il termine g
∫
fabcCbψ¯γµT
cψHaµ, che viene
sostituito dal termine lineare nei campi quantistici g
∫
fabcCbN cµH
a
µ.
Ora possiamo introdurre il termine di gauge ﬁxing ((Sˆ ′N ,Ψ)) tramite la trasformazione
canonica (5.18), dove come fermione di gauge scegliamo il funzionale
Ψ =
∫
C¯a
(
−λ
2
Ba + ∂µA
a
µ + gf
abcAbµA
c
µ
)
(5.37)
che soddisfa ((S¯ ′N ,Ψ)) = 0.
Inﬁne, mentre l'azione propria di background S¯ ′N non riceve correzioni radiative essendo
ora lineare nei campi quantistici, per quanto riguarda la rinormalizzazione dell'azione pro-
pria Sˆ ′N possiamo procedere nello stesso modo del paragrafo 3.6, cioè attraverso le trasfor-
mazioni lineari
AaµB + A
a
µB → Z
1
2
A(A
a
µ + A
a
µ) + αN
a
µ e B
a → Ba + β∂µNaµ , (5.38)
con Naµ = N˜
a
µ + (ψ¯ + ψ¯)γµT
a(ψ + ψ). Inoltre, sempre dal paragrafo 3.6, sappiamo che
inserendo il cambio di variabili (5.38) nella variazione del tremine di pura gauge si ottiene
1
4
∫
δ
[(
F aµν(A+ A)
)2]
=
∫ (
DνF
µν
a (A+ A)
)
δ(Aaµ + A
a
µ) =
= α
∫ (
DνF
µν
a (A+ A)
)[
(ψ¯ + ψ¯)γµT
a(ψ + ψ) + N˜aµ
]
,
(5.39)
dove abbiamo trascurato per semplicità le costanti di rinormalizzazione Z
1/2
A . Il termine
proporzionale a ψ¯ψ nell'ultimo pezzo di (5.39), insieme con la variazione del termine di
gauge-ﬁxing, data da
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δ
[
− λ
2
(Ba)2 +Ba∂µA
a
µ + gf
abcBaAbµA
c
µ
]
= −λβBa∂µNaµ + β∂µNaµ∂νAaν+
+ αBa∂µNaµ + βgf
abc∂µNaµA
b
µA
c
µ + αgf
abcBaAbµN
c
µ + [ordini successivi]
(5.40)
con Naµ = (ψ¯+ ψ¯)γµT
a(ψ+ψ)+N˜aµ , permettono di rimuovere le divergenze che si generano
eﬀettuando sui termini in (3.54) lo shift di background Φ→ Φ + Φ, attraverso l'opportuna
scelta dei parametri α e β. Per quanto riguarda invece le divergenze generate dal secondo
termine in (5.39), quello proporzionale a N˜aµ , queste possono essere riassorbite espandendo
l'azione (5.36) tramite l'aggiunta di nuovi campi propri Na2µ, associati all'operatore com-
posto DνF aµν , nel seguente modo
S ′′N = S
′
N+
1
2
∫ (
N˜aµ N˜
a
2µ
)(M2 A12
A21 A22
)(
Nµa − ψ¯γµT aψ
Nµ2a −DνF µνa
)
−
∫
s(DνF
µν
a )H
a
2µ, (5.41)
con A12 = A21 e dove per il trasformato di gauge del nuovo operatore composto abbiamo
s(DνF
µν
a ) = gf
abc(∂νF
µν
b )C
c + g2AbνF
µν
a C
b − g2AaνCcF µνc = gfabc(DνF µνb )Cc. (5.42)
Data la particolare struttura del trasformato di gauge dell'operatore composto in (5.42)
possiamo eﬀettuare, anche in questo caso, una sostituzione del termine proporzionale alla
sorgente esterna Ha2µ nell'azione propria (5.41), utilizzando sempre il metodo descritto in
questo paragrafo. Avremo perciò una nuova azione propria, che possiamo chiamare S ′′′N ,
ottenuta da (5.41) tramite la sostituzione∫
s(DνF
µν
a )H
a
2µ → g
∫
fabc(Nµ2b)C
cHa2µ. (5.43)
In questo modo, dopo aver eﬀettuato sulla nuova azione propria S ′′′N lo shift di background,
avremo che la sostituzione (5.43) ci permette di mantenere, ancora una volta, lineare
l'azione propria di background S¯ ′′′N , semplicemente richiedendo che il campo proprio N
a
2µ
trasformi come RN = gf
abc(Nµ2b)C
c.
Mettendo tutto insieme avremo che il processo di rinormalizzazione, delle divergenze
trattate in questo paragrafo, può essere eseguito tramite le trasformazioni canoniche gen-
erate da
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FR =
∫
Z
1
2
ΦΦ
βK ′β +
∫
Z
1
2
ΦΦ
βK ′β +
∫
Naµ
(
αK ′aµ + (1 + z)H
′a
µ
)
+
+
∫
β(∂µNaµ)K
′a
B +
∫
Na2µH
′a
2µ.
(5.44)
Nel funzionale FR sono contenute le trasformazioni (5.38) che, come abbiamo detto, per-
mettono di rimuovere le divergenze del tipo
g3C1
(4pi)2
(ψ¯ + ψ¯)γµ(ψ + ψ)(Aµ + Aµ) +
g3C2
(4pi)2
(ψ¯ + ψ¯)γµ(ψ + ψ)∂µ∂ν(Aν + Aν) (5.45)
tramite la deﬁnizione dei parametri α e β. Mentre, per quanto riguarda la rinormalizzazione
della divergenza αDνF
µν
a (A + A)N
a
µ possiamo sottrarla scegliendo in modo opportuno il
parametro z, relativo alla trasformazione Naµ → (1 + z)Naµ , analogamente a come abbi-
amo fatto nel paragrafo 3.6. In questo modo il processo di rinormalizzazione può andare
avanti ripetendo la procedura appena vista anche su tutti gli altri termini che si generano
attraverso il cambio di variabili (5.38), aggiungendo eventualmente ancora nuovi campi
propri in modo che l'azione generatrice delle trasformazioni di background continui a non
produrre correzioni radiative.
Gravità
L'espediente che abbiamo utilizzato per risolvere il problema della linearizzazione risulta
sfruttabile nei casi in cui gli operatori composti presi in considerazione trasformino come
tensori sotto il gruppo di gauge. Per esempio, nel caso di teorie di gauge non Abeliane a
un operatore come O = F aµν , il cui trasformato è RO = gf
abcF bµνC
c, possiamo associare un
campo proprio che trasforma come RN = gf
abcN bµνC
c. Vediamo come applicare la stessa
procedura nel caso della gravità. Consideriamo gli operatori Oµν1 = g
µνR e Oµν2 = R
µν
necessari, come abbiamo visto nel paragrafo 3.6, alla rinormalizzazione a un loop della
gravità pura. Questi operatori hanno delle trasformate di gauge del tipo RµνOi ∼ ∂α(CαOµνi )
(con i = 1, 2), perciò è possibile supporre che si possano utilizzare, anche qui, i campi propri
relativi a questi operatori per eseguire la linearizzazione dell'azione S¯N . Deﬁnendo, a tal
proposito, le trasformate di gauge dei campi propri Nµνi (con i = 1, 2) tramite le funzioni
RµνNi ∼ ∂α(CαNµνi ). Iniziamo allora col prendere in considerazine l'azione propria che, a
parte i pezzi contenenti i campi di background, abbiamo già incontrato nel paragrafo 3.6:
5.2 Tentativo 2 - Linearizzazione tramite l'utilizzo dei campi propri 73
SN = Sc −
∫
s(gµν)K
µν −
∫
s(Cµ)ζµ −
∫
s(C¯µ)ξµ −
∫
s(g
µν
)Kµν−
−
∫
s(Cµ)ζ
µ
−
∫
s(gµνR)H
µν
1 −
∫
s(Rµν)H
µν
2 +
+
1
2
∫ √
g
(
N1µν − gµνR N2µν −Rµν
)[A11 A12
A21 A22
](
Nµν1 − gµνR
Nµν2 −Rµν
) (5.46)
dove Sc è data da (3.70), mentre i trasformati di gauge degli operatori composti sono
scritti in (3.76). Questa azione è soluzione dell'equazione master ((SN , SN)) = 0. Adesso
sostituiamo nei termini proporzionali alle sorgenti esterneHµν1 eH
µν
2 , in (5.46), gli operatori
composti con i relativi campi propri∫ [
gανR∂µC
α + gµαR∂νC
α + Cα∂α(gµνR)
]
Hµν1 →
→
∫ [
N1αν∂µC
α +N1µα∂νC
α + Cα∂αN1µν
]
Hµν1
(5.47)
∫ [
Rαν∂µC
α +Rµα∂νC
α + Cα∂αRµν
]
Hµν2 →
→
∫ [
N2αν∂µC
α +N2µα∂νC
α + Cα∂αN2µν
]
Hµν2 .
(5.48)
Fatto ciò non ci resta che vedere se l'azione propria S ′N , ottenenuta eseguendo in (5.46)
le sostituzioni (5.47) e (5.48), soddisfa l'equazione master ((S ′N , S
′
N)) = 0. Quello che si
trova è che
−1
2
((S ′N , S
′
N)) = −
1
2
∫ √
gCα∂α
(
N˜µν1 N˜
µν
2
)
AIJ
(
N˜µν1 N˜
µν
2
)T
−
−
∫ √
g
4
(
gαρ∂σC
α + gσα∂ρC
α + Cα∂αgσρ
)
gσρ
(
N˜µν1
N˜µν2
)T
AIJ
(
N˜1µν
N˜2µν
)
=
= −1
2
∫
∂α
[√
gCαN˜µνI AIJN˜Jµν
]
= 0
(5.49)
l'azione propria (5.46) è soluzione dell'equazione master, dove abbiamo usato il fatto che
sotto la trasformazione di gauge N˜AN˜ si comporta come uno scalare: s(N˜µνAN˜µν) =
Cα∂α(N˜
µνAN˜µν). Per la gravità, allora, il metodo descritto in questo paragrafo funziona,
è quindi possibile linearizzare l'azione propria di background tramite la sostituzione dei
campi propri al posto dei relativi operatori composti nei termini proporzionali alle sorgenti
esterne H.
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5.3 Tentativo 3 - Derivazione di un'azione propria a par-
tire da una generica azione di background
Come abbiamo già anticipato, in questo secondo tentativo vogliamo cercare di costruire
un'azione propria per i campi quantistici e di bakground, che soddisﬁ la richiesta di linear-
ità, partendo da una generale azione di bakground, e vedere se questo approccio risulta più
generale ed anche più diretto del precedente. Quindi iniziamo prendendo in considerazione
l'azione di background
S(Φ,Φ) = Sc(ϕ+ ϕ)−
∫
Rα(Φ + Φ)Kα −
∫
Rα(Φ)
(
Kα −Kα
)
, (5.50)
che è soluzione dell'equazione master
[[S, S]] = −2
∫ ( δrS
δKα
δlS
δΦα
+
δrS
δKα
δlS
δΦα
)
= 0. (5.51)
Seguendo il solito procedimento, una volta aggiunto un set di operatori composti del
tipo O(Φ,Φ), possiamo ricavare un'azione propria deﬁnita come
SN(Φ, K,Φ, K,N,H) = Sc(ϕ+ ϕ)−
∫
Rα(Φ + Φ)Kα −
∫
Rα(Φ)
(
Kα −Kα
)−
−
∫
RIO(Φ,Φ)HI +
1
2
∫ (
NI −OI(Φ,Φ)
)
AIJ
(
NJ −OJ(Φ,Φ)
) (5.52)
dove il trasformato di gauge di questi operatori composti è dato da
RO(Φ,Φ) =
[
Rα(Φ + Φ)−Rα(Φ)
]
δlO(Φ,Φ)
δΦα
+Rα(Φ)
δlO(Φ,Φ)
δΦα
. (5.53)
L'azione propria (5.52) che abbiamo ottenuto risulta essere ancora una volta soluzione
dell'equazione master, dipendente dalle variabili quantisiche e di background, che abbiamo
deﬁnito nel tentativo precedente. Infatti svolgendo i conti si ha che i termini proporzionali
alle sorgenti esterne HI svaniscono grazie alla proprietà di nilpotenza delle trasformazioni
di gauge
((SN , SN)) = −2
∫ [(
Rα(Φ + Φ)−Rα(Φ)
)
δlR
I
O(Φ,Φ)
δΦα
+
+Rα(Φ)
δlR
I
O(Φ,Φ)
δΦα
]
HI = 0.
(5.54)
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Sebbene l'equazione master venga soddisfatta, non si riesce tuttavia a soddisfare la
richiesta di linearità a causa dei termini RO(Φ,Φ) che, in generale, sono non lineari nei
campi quantistici, come è possibile notare dalla deﬁnizione (5.53).
5.4 Tentativo 4 - Introduzione di sorgenti e campi propri
di background
Nei tentativi che abbiamo descritto ﬁno ad ora, la trasformazione di background ha
riguardato solamente i campi ﬁsici Φ e le sorgenti K relative ai loro trasformati di gauge.
Un approccio alternativo che possiamo seguire è estendere la trasformazione di background
anche ai campi propri N , introducendo inoltre delle nuove sorgenti esterne H associate ai
trasformati di gauge degli operatori composti dei capi di background Φ.
Ancora una volta partiamo da una generica azione propria
SN(Φ, K,N,H) = Sc(ϕ) +
1
2
∫ (
N I −OI(Φ)
)
AIJ
(
NJ −OJ(Φ)
)
−
−
∫
Rα(Φ)K
α −
∫
RIO(Φ)HI ,
(5.55)
la quale è soluzione dell'equazione master
[SN , SN ] = −2
∫ (
δrSN
δKα
δlSN
δΦα
+
δrSN
δHI
δlSN
δN I
)
= 0. (5.56)
In modo analogo a quanto abbiamo visto nel Cap. 4, possiamo deﬁnire una nuova azione
propria "ridotta"
S˜N(Φ˜, K˜, N˜ , H˜) = −
∫
Rα(Φ˜)K˜
α −
∫
RIO(Φ˜)H˜I (5.57)
che ovviamente soddisfa l'equazione master [S˜N , S˜N ] = 0, relativa alle variabili tildate.
Questo risulta essere un ottimo modo per introdurre le variabili di background nell'azione
propria (5.55). Infatti se sostituiamo le variabili {Φ, K,N,H} dell'azione propria (5.57)
con quelle di background {Φ˜, K˜, N˜ , H˜}, possiamo unire l'azione così ottenuta alla (5.55).
Otteniamo così l'azione propria per variabili quantistiche e di background deﬁnita come
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SN(Φ, K,Φ, K,N,H,N,H) = Sc(ϕ) +
1
2
∫ (
N I −OI1(Φ)
)
AIJ
(
NJ −OJ1 (Φ)
)
−
−
∫
Rα(Φ)K
α −
∫
RIO1(Φ)HI −
∫
Rα(Φ)K
α −
∫
RIO2(Φ)HI ,
(5.58)
dove, come abbiamo già fatto notare nel paragrafo 5.1, gli operatori composti O1 e O2
possono, in generale, non coincidere. Questa azione, per come è stata deﬁnita, soddisferà
contemporaneamente due equazioni master, una nelle variabili quantistiche ed una in quelle
di background. Se deﬁniamo una nuova antiparentesi come
{X, Y } = ((X, Y )) +
∫ [δrX
δN I
δlY
δHI
− δrX
δHI
δlY
δN I
]
, (5.59)
possiamo riunire le due equazioni master in una sola
{SN , SN} = −2
∫ (
δrSN
δKα
δlSN
δΦα
+
δrSN
δHI
δlSN
δN I
+
δrSN
δKα
δlSN
δΦα
+
δrSN
δHI
δlSN
δN I
)
= 0. (5.60)
A questo punto eseguiamo su (5.58) la trasformazione di background, tramite la trasfor-
mazione canonica generata da
Fb =
∫ (
Φα + Φα
)
K ′α +
∫
ΦαK ′α +
∫ (
N I +N I
)
H ′I +
∫
N IH ′I , (5.61)
ottenendo così l'azione di "background propria"
SN = Sc(ϕ+ ϕ) +
1
2
∫ (
N I +N I −OI1(Φ + Φ)
)
AIJ
(
NJ +NJ −OJ1 (Φ + Φ)
)
−
−
∫
Rα(Φ + Φ)Kα −
∫
RIO1(Φ + Φ)HI −
∫
Rα(Φ)
(
Kα −Kα
)
−
−
∫
RIO2(Φ)
(
HI −HI
) (5.62)
dove, come al solito, abbiamo che
RO1(Φ + Φ) = R(Φ + Φ)
δO1(Φ + Φ)
δΦ
e RO2(Φ) = R(Φ)
δO2(Φ)
δΦ
. (5.63)
Siccome abbiamo utilizzato una trasformazione canonica, l'azione (5.62) risulta essere an-
cora soluzione dell'equazione master {SN , SN} = 0. Inoltre, utilizzando la relazione (3.21)
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[Ω,Ω] = −2
∫ [δrΩ
δK
δlΩ
δΦ
+
δrΩ
δH
δlΩ
δN
]
= 〈[SN , SN ]〉 (5.64)
ed il fatto che sia δrSN/δK
α = −Rα(Φ), che δrSN/δHI = −Rα(Φ)δlOI2(Φ)/δΦα non dipen-
dono dai campi quantistici Φ, possiamo scrivere
{Ω,Ω} = [Ω,Ω]− 2
∫ [ δr
δK
δl
δΦ
+
δr
δH
δl
δN
]
Ω =
= 〈[SN , SN ]〉 − 2
∫
〈δrSN
δK
δlSN
δΦ
〉 − 2
∫
〈δrSN
δH
〉〈δlSN
δN
〉 =
= 〈[SN , SN ]〉 − 2
∫
〈δrSN
δK
δlSN
δΦ
〉 − 2
∫
〈δrSN
δH
δlSN
δN
〉 =
= 〈{SN , SN}〉.
(5.65)
In generale comunque resta, anche per questo tentativo, il problema dei termini quadratici,
o superiori, in τ quando si cerca di separare l'azione propria nella sua parte quantistica ed
in quella di background eﬀettuando la trasformazione (5.23). Questo problema può essere
risolto, come prima, considerando solo operatori dei campi ﬁsici ϕ. In più resta anche
il problema della rinormalizzazione non banale dell'azione propria di background, come
vedremo nell'esempio che segue. Tuttavia questo ostacolo può essere superato mediante
l'utilizzo dei campi propri, cioè trasportando in questo contesto il metodo descritto nel
tentativo 2.
5.4.1 Esempio
Torniamo ancora una volta a considerare la teoria di Yang-Mills accoppiata a fermioni con
derivate superiori dove, come nel paragrafo 5.1.1, consideriamo il caso in cui l'operatore
O1 è dato da O1(ϕ) = ψ¯γµT
aψ, mentre per l'operatore O2 prendiamo O2(ϕ) = ψ¯γµT
aψ.
Seguendo quanto descritto sopra, una volta introdotti i campi propri N e le sorgenti esterne
H di background, ed aver eﬀettuato la trasformazione di background si ottiene un'azione
propria SN simile a (5.21), in cui però i termini
1
2
∫
N˜aµM
2N˜aµ −
∫ [
RO1(Φ + Φ) +RO2(Φ)
]
H (5.66)
vengono sostituiti dai nuovi termini
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1
2
∫ [
Naµ +N
a
µ − (ψ¯ + ψ¯)γµT a(ψ + ψ)
]
M2
[
Naµ +N
a
µ − (ψ¯ + ψ¯)γµT a(ψ + ψ)
]
+
+
∫
gfabc(Cb + Cb)(ψ¯ + ψ¯)γµT
c(ψ + ψ)Haµ +
∫
gfabcCbψ¯γµT
cψ
(
Haµ −Haµ
)
.
(5.67)
Eseguendo, adesso, la trasformazione canonica generata da
Fτ =
∫
ΦαK ′α +
∫
ΦαK ′α + (τ − 1)
∫
CaK ′aC +
∫
N IH ′I +
∫
N IH ′I (5.68)
l'azione propria si divide in SN = SˆN + τ S¯N , dove l'azione propria quantistica ha la forma
SˆN = Sc(ϕ+ ϕ) +
g
2
∫
fabcCbCcKaC −
∫ [
∂µC
a + gfabc(AbµC
c + AbµC
c)
]
Kaµ−
− g
∫
T aij(C
aψj + C
aψj)K
i
ψ + g
∫
T aij(C
aψ¯j + C
aψ¯j)K
i
ψ¯ −
∫
BaKaC¯+
+
1
2
∫
M2
[
Naµ +N
a
µ − (ψ¯ + ψ¯)γµT a(ψ + ψ)
]2
+
+
∫
gfabcCb(ψ¯ + ψ¯)γµT
c(ψ + ψ)Haµ,
(5.69)
mentre per la parte lineare in τ , l'azione propria di background, si ha
S¯N = g
∫
fabcCbCcKaC − g
∫
fabcAbµC
cKaµ − g
∫
T aijC
aψjK
i
ψ + g
∫
T aijC
aψ¯jK
i
ψ¯−
−
∫ [
∂µC
a + gfabcAbµC
c
]
Kaµ +
g
2
∫
fabcCbCcKaC − g
∫
T aijC
aψ
j
Kiψ+
+ g
∫
T aijC
aψ¯
j
Kiψ¯ +
∫
gfabcCbψ¯γµT
cψHaµ +
∫
gfabcCbψ¯γµT
cψHaµ.
(5.70)
Come si vede in (5.70) il termine g
∫
fabcCbψ¯γµT
cψHaµ porta, come nell'esempio del
paragrafo 5.1.1, ad una rinormalizzazione non banale dell'azione propria di background.
Vedremo nel prossimo paragrafo come rimuovere questo termine.
5.4.2 Tentativo 2 bis
Riprendiamo, allora, nuovamente in esame l'approccio introdotto nel tentativo 2, in cui
abbiamo cercato di risolvere il problema della linearità nei campi quantistici dei termini
che compongono l'azione propria di background S¯N . In questo caso però lavoreremo
sull'impalcatura costruita col tentativo 4 che, tramite l'introduzione dei relativi background
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anche per i campi propri NI e le sorgenti HI , ha portato a generare l'azione propria (5.58).
Siamo interessati, anche in questo caso, a linearizzare dei termini che hanno esattamente
la stessa forma dei (5.31), per i quali, ancora una volta, facciamo uso dell'identità generale
RIO(Φ) =
∑
aλ
IJ
a C
aOJ(ϕ). In questo caso non avremo bisogno di modiﬁcare il settore rela-
tivo alle sorgenti HI e potremo usare in perfetta analogia il metodo descritto nel tentativo
2, ci basterà ricordare che in questo caso la nostra azione di partenza è data da (5.58).
Eﬀettuando, allora, la sostituzione degli operatori composti con i relativi campi propri, nel
settore proporzionale alle sorgenti HI , quello che si ottiene è la nuova azione propria
S ′N(Φ, K,Φ, K,N,H,N,H) = Sc(ϕ) +
1
2
∫
N˜ IAIJN˜
J −
∫
Rα(Φ)K
α−
−
∫
Rα(Φ)K
α −
∫
RIN(C,N)HI −
∫
RIO(Φ)HI
(5.71)
dove N˜ I = N I − OI(Φ) e, anche in questo caso, le funzioni RIN(C,N) = λIJa CaNJ rap-
presentano proprio i trasformati di gauge dei campi propri NI . Se adesso calcoliamo
l'equazione master relativa all'azione propria S ′N , utilizzando l'antiparentesi (5.59), quello
che troviamo è l'analogo di ciò abbiamo incontrato nel paragrafo 5.2 con (5.33) e cioè
−1
2
{S ′N , S ′N} =
{
RaC(C,ϕ)
δRIN(C,N)
δCa
+RJN(C,N)
δRIN(C,N)
δNJ
}
HI+
+
{
Riϕ(C,ϕ)
δOI(ϕ)
δϕi
−RIN(C,N)
}
AIJN˜
J .
(5.72)
Per avere la possibilità di riuscire ad ottenere da (5.72) l'equazione master {S ′N , S ′N} = 0
dobbiamo, come abbiamo già visto, limitarci ai casi in cui gli operatori composti presi in
considerazione abbiano una statistica bosonica e trasformino come tensori sotto il gruppo
di gauge RO(Φ) = gf
abcT aOb(ϕ)Cc. Basterà così richiedere che il trasformato di gauge del
campo proprio sia dato da RN(C,N) = gf
abcT aN bCc, in modo tale che l'azione propria
S ′N risulti essere soluzione dell'equazione master
−1
2
{S ′N , S ′N} = −gfabcN˜aN˜ bCc = gfabcN˜aN˜ bCc = 0. (5.73)
Riprendiamo, a questo punto, l'esempio 5.4.1. Se seguiamo il metodo descritto sopra,
tutto si risolve nell'eﬀettuare in (5.70) la sostituzione
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−
∫
gfabc(Cb + Cb)(ψ¯ + ψ¯)γµT
c(ψ + ψ)Haµ → −
∫
gfabc(Cb + Cb)(Naµ +N
a
µ)H
a
µ. (5.74)
In questo modo l'azione propria di background S¯N non riceve più correzioni radiative,
poichè il termine proporzionale a C risulta adesso lineare nei campi integrati.
Analogo discorso si può fare per la gravità.
5.5 Tentativo 5 - Trasformazione di background non lin-
eare
Il problema della non linearità nell'applicare il metodo del campo di background in teorie
particolari, più soﬁsticate, non è una novità. Per esempio, nel testo [8] gli autori cercano
di applicare il metodo del campo di background alle teorie supersimmetriche. L'ostacolo
che incontrano nel tentativo di fare ciò è dovuto al fatto che, in generale, le trasformazioni
di supersimmetria, anche quelle globali , risultano essere non lineari. Questo si può notare,
per esempio, prendendo in considerazione la QCD supersimmetrica, in cui le trasformazioni
dei fermioni hanno una forma del tipo δψ ∼ F , con  un parametro e F ∼ ∂A + AA.
In questo caso, allora, se tentiamo di applicare il metodo di background nel modo usuale
Φ → Φ + Φ non siamo in grado di ottenere un'azione generatrice delle trasformazioni di
background S¯ che non riceva correzioni radiative come abbiamo visto nel Cap. 4; questo
perchè è caduta la condizione di linearità, cioè la richiesta che i trasformati Rα(Φ) dei
campi Φ siano al massimo quadratici nei campi Φ. Infatti, tornando all'esempio della QCD
supersimmetrica, una volta associato al parametro  un campo di ghost C, si ottengono per
i trasformati dei fermioni dei termini cubici nei campi del tipo δψ ∼ CAA. Applicando,
perciò, l'usuale shift di background a questi termini non lineari si inserirebbero nell'azione
S¯ dei termini del tipo CAA che portano ad una rinormalizzazione non banale di S¯. In
[8], però, gli autori sostengono di risolvere questo problema eﬀettuando invece dell'usuale
trasformazione Φ → Φ + Φ, una trasformazione di background non lineare del tipo Φ →
f(Φ,Φ), in cui f(0,Φ) = Φ e f(Φ, 0) = Φ.
Il tentativo che presentiamo qui è ispirato proprio a questo espediente, poichè il prob-
lema relativo alla non linearità che sorge nell'applicare il metodo del campo di background
alle teorie supersimmetriche risulta analogo a quello che abbiamo trovato nei precedenti
tentativi. L'idea, allora, è quella di trovare una particolare ∆F da aggiungere al funzionale
generatore (5.61) della trasformazione di background, in modo tale da superare il problema
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relativo all'insorgenza di termini non lineari nei campi quantistici in S¯N , come il termine
g
∫
fabcCbψ¯γµT
cψHaµ incontrato negli esempi sulla teoria di Yang-Mills. Consideriamo
allora la più generale trasformazione di background non lineare generata da:
Fbnl =
∫ (
Φα + Φα
)
K ′α +
∫
ΦαK ′α +
∫ (
N I +N I
)
H ′I +
∫
N IH ′I+
+ ∆F (Φ,Φ, K ′, K ′, N,N,H ′, H ′)
(5.75)
dove ∆F è un qualunque funzionale locale dei campi (quantistici e di background) e delle
sorgenti, con le uniche condizioni di avere numero di ghost −1 ed essere l'integrale di una
funzione di dimensione 3. Per ogni termine che compone la più generale ∆F si avranno
anche tutte le relative combinazioni di parti quantistiche e di background.
Per avere un'applicazione pratica di quello che stiamo facendo consideriamo nuova-
mente l'azione propria relativa alla teoria di Yang-Mills accoppiata a fermioni con derivate
superiori nell'esempio del paragrafo 5.4.1:
SN =
∫ [1
4
(F aµν)
2 + ψ¯γµDµ(D
2 + β)ψ
]
−
∫
BaKaC¯ +
g
2
∫
fabcCbCcKaC−
−
∫ [
∂µC
a + gfabcAbµC
c
]
Kaµ − g
∫
T aCaψKψ + g
∫
T aCaψ¯Kψ¯+
+
1
2
∫ [
Naµ − ψ¯γµT aψ
]
M2
[
Naµ − ψ¯γµT aψ
]
+
∫
gfabcCbψ¯γµT
cψHaµ−
−
∫ [
∂µC
a + gfabcAbµC
c
]
Kaµ − g
∫
T aCaψKψ + g
∫
T aCaψ¯K ψ¯+
+
g
2
∫
fabcCbCcKaC +
∫
gfabcCbψ¯γµT
cψHaµ.
(5.76)
Come abbiamo detto, quello che vogliamo fare è vedere se sia possibile trovare una par-
ticolare ∆F in grado di eliminare il termine indesiderato g
∫
fabcCbψ¯T cψHaµ, che sarebbe
generato in (5.76) dalla trasformazione di background (5.75) con ∆F = 0. Nel caso che
stiamo considerando la trasformazione canonica non lineare più generale che possiamo ef-
fettuare per cercare di eliminare il termine indesiderato, rispettando le richieste imposte
dalla conservazione del numero di ghost e l'analisi dimensionale, è quella generata da (5.75)
con
∆F =
∫ (
η1A
a
µ + η2N
a
µ + η3ψ¯γµT
aψ
)(
ρ1K
′µ
a + ρ2H
′µ
a
)
+
+ [combinazioni di campi e sorgenti quantistiche e di background].
(5.77)
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Il campo di ghost continua ad avere l'usuale shift di background Ca → Ca + Ca. Allora
si può notare che gli unici termini in (5.76) che hanno una struttura simile al termine
indesiderato proporzionale a Haµ e contengono il campo C
a sono quelli proporzionali alle
sorgenti Kaµ e K
a
µ. Concentriamoci, allora, su questi termini ed eﬀettuiamo su di loro la
trasformazione di background non lineare generata da (5.75) con
∆F ′ =
∫
ψ¯γµT
aψ
(
ζ1K
′µ
a + ζ2K
′µ
a
)
+
∫ (
ζ3A
a
µ + ζ4A
a
µ
)
H ′µa (5.78)
che porta alle trasformazioni
Aaµ → Aaµ + Aaµ + ζ1ψ¯γµT aψ, Kaµ → Kaµ − ζ3Haµ,
Aaµ → Aaµ + ζ2ψ¯γµT aψ, Kaµ → Kaµ −Kaµ + (ζ3 − ζ4)Haµ,
Ca → Ca + Ca, Haµ → Haµ e Haµ → Haµ −Haµ.
(5.79)
Inserendo queste trasformazioni nell'azione (5.76) dai termini
−g
∫
fabcAbCcKaµ − g
∫
fabcAbCcKaµ + g
∫
fabcCbψ¯γµT
cψHaµ (5.80)
si ottiene, tra i vari termini, la combinazione
g
[
ζ2(ζ3 − ζ4)− ζ1ζ3 + 1
] ∫
fabcCbψ¯γµT
cψHaµ (5.81)
che permette quindi, deﬁnendo opportunamente i parametri ζi, di eliminare il termine
indesiderato. In aggiunta alle trasformazioni (5.79) abbiamo anche quelle relative alle
sorgenti Kψ e Kψ¯ che, una volta inserite in (5.76), introducono dei termini proporzionali
ai campi Ca che sembrano riproporre il problema. Fortunatamente, invece, non lo fanno
poichè i loro contributi si annullano a vicenda
−g
∫
Cψ¯γµT
aψ(ζ1K
′a
µ + ζ2K
′a
µ ) + g
∫
Cψ¯γµT
aψ(ζ1K
′a
µ + ζ2K
′a
µ ) = 0. (5.82)
Tuttavia i problemi si hanno proprio a causa delle trasformazioni (5.79) che introducono,
oltre a (5.81), anche i termini
−gζ1
∫
fabcψ¯γµT
bCcψKaµ − gζ2
∫
fabcψ¯γµT
bCcψ(Kaµ −Kaµ). (5.83)
5.5 Tentativo 5 - Trasformazione di background non lineare 83
Come si vede perciò, la trasformazione di background non lineare non risolve il problema
relativo ai termini proporzionali al campo di ghost di background non lineari nei campi
quantistici, ma lo sposta solamente sui nuovi elementi (5.83), duplicando perciò i termini
indesiderati, che non siamo nuovamente in grado di eliminare.
Ne concludiamo che l'approccio ispirato alle teorie supersimmetriche non risolve il prob-
lema di riuscire ad eﬀettuare lo shift di background in modo da avere un'azione di back-
gound che non rinormalizza.
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Chapter 6
Conclusioni
In questo lavoro abbiamo iniziato studiando il problema della ﬁeld-covarianza nelle teorie
di campo quantistiche. Abbiamo mostrato che è possibile introdurre una formulazione
che, tramite l'utilizzo degli operatori composti, riesce a descrivere il processo di rinormal-
izzazione come un vero e proprio cambio di variabili nell'integrale funzionale. Siamo poi
riusciti a rendere lineari questi cambi di variabili grazie all'introduzione di nuovi campi
N associati agli operatori composti, utilizzando quello che è stato chiamato formalismo
proprio. Unendo, inﬁne, questo formalismo con quello di Batalin-Vilkovisky abbiamo spe-
cializzato l'approccio ﬁeld-covariante allo studio delle teorie di gauge, che ci ha permesso
di trattarne la rinormalizzazione utilizzando semplici trasformazioni canoniche lineari nei
campi integrati e rideﬁnizioni di parametri. L'invarianza di gauge può essere mantenuta
ad ogni step della rinormalizzazione facendo uso di ipotesi coomologiche.
Nella seconda parte abbiamo studiato come generalizzare i risultati del metodo del
campo di background tramite l'unione di quest'ultimo con il formalismo di Batalin-Vilkovisky.
Abbiamo, così, visto come questo metodo riesca a generare una particolare azione S¯, detta
di background, in grado di contenere tutta l'informazione relativa alle trasformazioni di
gauge dell'azione di partenza, e di essere preservata lungo tutto il processo di rinormaliz-
zazione. Tutto questo, però, è possibile solo nel caso in cui sia rispettata l'assunzione di
linearità, cioè nel caso in cui le trasformazioni di gauge siano al massimo quadratiche nei
campi e ghost.
Quello che abbiamo cercato di fare nell'ultima parte di questo lavoro è stato cercare di
unire le peculiarità dei due approcci alle teorie di gauge, quello ﬁeld-covariante e quello del
metodo del campo di background. Abbiamo in pratica tentato di sfruttare la capacità del
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formalismo proprio di linearizzare le trasformazioni dei campi, per estendere il metodo del
campo di background anche in quei casi in cui l'assunzione di linearità non è rispettata.
L'obbiettivo che ci ponevamo era ottenere un nuovo formalismo per lo studio delle teorie di
campo quantistiche che permettesse, da un lato, di descriverne la rinormalizzazione tramite
veri e propri cambi di variabile lineari e, dall'altro lato, di mantenere inalterate, durante
la rinormalizzazione, le più generali trasformazioni di simmetria associate a queste teorie,
riuscendo perciò a preservare in modo esplicito la gauge-invarianza senza la necessità di
ipotesi coomologiche.
Come risultato dei nostri tentativi abbiamo eﬀettivamente dimostrato che è possibile
accoppiare il metodo del campo di background ad un formalismo ﬁeld-covariante, anche se
quello che si ottiene è una formulazione che ha bisogno di alcuni accorgimenti per riuscire
a farla funzionare. Uno di questi è richiedere che gli operatori composti presi in consider-
azione dipendano unicamente dai campi ﬁsici, in particolare non dipendano dai campi di
ghost. Infatti in questo modo si riesce a evitare l'insorgenza di ordini superiori al primo nei
campi di ghost di background C che, altrimenti, impedirebbero la costruzione di una cor-
retta azione S¯N generatrice delle trasformazioni di background. Inoltre, abbiamo trovato
che non fa molta diﬀerenza se si introducono o meno i campi di background dei campi
propri N e delle sorgenti esterne H. Nel caso più generale non siamo riusciti a risolvere il
problema della non linearità nei campi quantistici dell'azione propria di background S¯N ,
ma lo abbiamo risolto in una classe abbastanza vasta di situazioni. Il problema si man-
ifesta nel settore dei trasformati di gauge degli operatori composti. Abbiamo cercato di
risolvere questo problema utilizzando le peculiarità del formalismo proprio, provando in
particolare a eﬀettuare la sostituzione degli operatori composti, presenti nei trasformati di
gauge, con i relativi campi propri N in modo tale da ottenere nuovamente dei trasformati
che fossero al massimo quadratici nei campi integrati. Quest'approccio funziona quando gli
operatori composti trasformano come tensori sotto il gruppo di gauge. Per questi operatori
è possibile linearizzare il settore dei trasformati di gauge imponendo che i campi propri N ,
associati a tali operatori, trasformino come normali campi di materia. Abbiamo mostrato
ciò esplicitamente sia nel caso della teoria di Yang-Mills accoppiata a fermioni a derivate
superiori che nel caso della gravità. Da questi casi, si dovrà ripartire per sviluppare un
formalismo ancora più generale.
Appendix A
Regole di Feynman
Elenchiamo qui le regole di Feynman associate all'azione (3.48) relativa alla teoria di Yang-
Mills accoppiata a fermioni con derivate superiori. Per i propagatori abbiamo:
β,j
pF
α,i
=
(
iγµpµ
p2(p2 − ω)
)
αβ
δij ,
µ,a
pG
ν,b
=
δab
p2
[
δµν +(λ−1)pµpν
p2
]
,
a
pH
b
=
δab
p2
. (A.1)
Mentre per i vertici della teoria abbiamo:
µ,a
k
ﬂpU q
ν,b σ,c
= −igfabc
[
δµν(k − p)σ + δνσ(p− q)µ + δσµ(q − k)ν
]
, (A.2)
µ,b
}I pJ
c a
= −igfabcpµ , (A.3)
µ,a ν,b
vuuv
ρ,c σ,d
= −g2
[
fabef cde(δµρδνσ − δµσδνρ) + facef bde(δµνδρσ + δµσδνρ)+
+ fadef bce(δµνδρσ − δµρδνσ)
]
,
(A.4)
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µ,a
p
ﬂkED
β,j α,i
= gT aij
[(
k2 − ω)γµ + γν(p+ k)ν(γσpσγµ + 2kµ)]
αβ
, (A.5)
µ,a ν,b
pVqkED
β,j α,i
= −ig2
[
γσpσγµγνT
aT b + γσqσγνγµT
bT a + γµγνT
aT bγσkσ+
+ γνγµT
bT aγσkσ + 2qµγνT
aT b + 2pνγµT
bT a + 2γνkµT
aT b + 2γµkνT
bT a
]ij
αβ
,
(A.6)
µ,a ν,b σ,c
v}uED
β,j α,i
= −g3
[
γµγνγσT
aT bT c + γµγσγνT
aT cT b + γνγµγσT
bT aT c+
+ γνγσγµT
bT cT a + γσγµγνT
cT aT b + γσγνγµT
cT bT a
]ij
αβ
.
(A.7)
In aggiunta si hanno anche i vertici che comprendo le sorgenti K accoppiate ai trasfor-
mati di gauge dei campi:
µ,b
m p
a
=iδabpµ ,
µ,b
ν,a
mu

c
= gfabcδµν ,
b
a
xxx	

c
= gfabc ,
a
i
	
j
= gT aij ,
a
j
M	D
i
= −gT aij .
(A.8)
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