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1 Introduction
Almost 10 years ago people started their PhD thesis with the words:”Almost 10
years ago high temperature superconductivity was discovered yet there is no lucid
explanation why the transition temperatures are so high.” [1–3] Today, however,
there is still no explanation, but 10 and 10 makes 20.
High temperature superconducting cuprates (HTSC) reveal many unusual proper-
ties. The crystal structure contains two dimensional layers of CuO2. The undoped
parent compounds are antiferromagnetically (af) ordered Mott Hubbard or charge
transfer insulators, respectively, whereby the electrons are localized at the copper
sites, and the material becomes insulating. If one dopes these CuO2 planes with
additional holes, the af order will be destroyed, and the superconducting phase
emerges with an increasing hole content. In this doping region, af fluctuations of
the copper spins are still reminiscent in many different experimental techniques.
On further doping, the superconducting transition temperature decreases again,
and the normal state properties are more Fermi liquid like. In the normal state of
the optimally doped compounds, Landau’s Fermi liquid theory, that describes the
mechanism of electronic conduction of metals even with weak interactions among
single electrons, fails to describe the conduction mechanism. Therefore, one often
speaks about a ”strange metal” when the normal state properties are considered.
The Fermi liquid state in a simple metal is highly structured in k-space, and so
is highly homogeneous in real space [4]. This is certainly in contrast with many
experiments on the cuprates which indicate significant real space structure, i.e.
inhomogeneous doping distributions. This is exactly what the main part of this
thesis is about. The work described here uses 17O NMR (Nuclear Magnetic Res-
onance) to probe the electronic system of the HTSCs, in particular the one of
the Eu doped La2−xSrxCuO4. LSCO is the prototype of HTSCs, and disposes
of the richest phase diagram of all cuprates. Holes are doped into this system
by replacing the trivalent La with bivalent Sr, thereby the whole doping range
from af insulating (x=0) to highly overdoped (x≥0.20) is achievable. Moreover,
doping with rare earth atoms like Eu or Nd suppresses superconductivity, and
evokes a new, af ordered phase at low temperatures that is believed to consist
of hole rich stripes and af ordered regions in between, i.e. a nanoscale phase
separation of localized Cu spins and doped oxygen 2p holes, or, in other words,
an inhomogeneous doping distribution.
The probe, that is used in this NMR study, is the oxygen nucleus, that is located
directly inside this horrible mess of spins and holes inside the CuO2 planes. The
oxygen nucleus is able to probe both the local spin structure as well as the local
hole doping in the oxygen 2p orbitals. It is therefore ideal to gain insight into
4 1. Introduction
the local topology of spins and charges in the CuO2 planes.
The thesis is organized as follows: Chapter 2 briefly discusses general NMR con-
cepts, not without having HTSCs in view. Chapter 3 introduces the experimental
details. The main focus of this chapter lies on the construction of a new sample
probe for high field magnets (up to 16 T), and on the construction of an oxygen
isotope exchange system that allows one to enrich samples with the oxygen iso-
tope 17O that is essential to do oxygen NMR.
Chapter 4 describes general properties of high temperature superconductors,
thereby showing particular interest in doped La2CuO4 . Experimental work of
other techniques than NMR as well as theoretical considerations will be pre-
sented here, too. Moreover, a one dimensional copper oxide system will be in-
troduced that shows remarkable similarities to the high temperature supercon-
ductors, namely the spin ladder system (Sr,La,Ca)14Cu24O41 . Chapter 5 deals
with important NMR results on HTSCs, including 63Cu and 139La NMR as well
as former 17O NMR results. These results are evidence for antiferromagnetic spin
correlations in the normal state, for spin gap (pseudo gap) behavior in underdoped
and optimally doped samples, and finally evidence for inhomogeneous doping dis-
tributions. The single spin fluid theory will also be discussed controversially here.
This theory assumes that the only contribution to the spin susceptibility comes
from the Cu spins, and that the O hole spins do not contribute to it.
In Chapter 6, first results of 17O NMR in La1.8−xEu0.2SrxCuO4 will be presented.
This chapter focusses on the Knight shift results. The Knight shift is a measure
of the local spin susceptibility and contains important information on the spin or
pseudo spin gap. The results will be presented in comparison with the Knight
shift results in superconducting LSCO, and also in comparison with 17O Knight
shift results in the spin ladder cuprates which exhibit a real spin gap.
Chapter 7 discusses measurements of the quadrupole frequency and magnetic and
quadrupolar line broadening. In cuprates, the quadrupole frequency is a measure
of the hole doping in the oxygen 2p orbitals. In LSCO it is temperature indepen-
dent, but in LESCO it is strongly temperature dependent. This is interpreted as
the first direct evidence for a charge order in rare earth co-doped La2−xSrxCuO4 .
A similar temperature dependence of the quadrupole frequency in the spin ladder
compound may point to a similar charge order here. Finally, an extra magnetic
broadening of the linewidth indicates a large distribution of hyperfine fields in
the af ordered stripe phase.
Chapter 8 contains measurements of the nuclear relaxation rates T−11 and T
−1
2 in
LESCO . The relaxation rates provide information about local, time dependent
hyperfine fields and fluctuating electric field gradients (EFG). In fact, the T −11
relaxation rate of the oxygen is enhanced at low temperatures by fluctuations of
the EFG. Most likely, these charge fluctuations are associated with very slow hole
motion in the CuO2 plane. Finally, the main results of this work are summarized
in Chapter 9.
2 Nuclear Magnetic Resonance
Nuclear Magnetic Resonance (NMR) was discovered more than 50 years ago [5],
and since then has been applied in numerous fields of research. This technique
has been described in detail by many different authors. In this chapter we will
provide a brief introduction to several NMR techniques and concepts that are
relevant to this thesis. A more detailed description of NMR can be found in
various textbooks such as references [6–8].
The first part of this chapter addresses the total Hamiltonian that describes the
interaction of the nucleus with its surrounding. The second part is dedicated to
the nuclear relaxation times T1 and T2, which will occur in the Bloch equations.
2.1 What Hamiltonian?
A nucleus with a spin I is sensitive to its local magnetic environment. If I > 1/2
the nucleus possesses an electric quadrupolar moment, i.e. the nucleus is sensitive
to the local charge environment as well. In solids the Hamiltonian of the nucleus
can be written as [9]:
H0 = HZeeman +Hq +Hhyp +Hnuclei nuclei (2.1)
where the various terms will be described in detail in the following, starting with
the Zeeman term HZeeman, followed by the quadrupolar Hamiltonian Hq, the
magnetic hyperfine shift Hhyp, and last but not least the internuclear coupling
term Hnuclei nuclei . Note that H0 is only the static part of the total Hamiltonian
Htotal = H0 +H1(t), where H1(t) takes into account time dependent processes,
such as fluctuations of the hyperfine fields, which have influence on the relaxation
times T1 and T2. This part will be treated in section 2.2.
The Zeeman term HZeeman is in case of NMR usually the main Hamiltonian.
The proportionality of I in units of ~ to the magnetic dipole moment µ defines
the gyromagnetic ratio γn of the isotope n: µ = γn~I. The Hamiltonian describes
the Zeeman interaction between µ and an external magnetic field H0, and can
therefore be written as [10]
HZeeman = −γn~I ·H0 (2.2)
with the equidistant energy levels E(m) = −γn~H0m = ~ · ω0 where m is the
angular momentum quantum number and ω0 is the Larmor frequency. These
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energy levels are populated with an ensemble of independent nuclei according to
a Boltzmann distribution (P (m) ∝ exp[−E(m)/kBT ]). Now then we can apply
radio frequency (rf) pulses of the frequency ω0, which would destroy the equilib-
rium Boltzmann distribution by inducing the allowed transitions with ∆m = ±1.
When the nuclei return to equilibrium, they emit rf of exactly the same frequency
that was applied before. A priori such a process would be rather boring, but this
technique becomes interesting not until we allow the nuclei to interact and turn
on some perturbation to the Zeeman Hamiltonian.
The quadrupole Hamiltonian Hq is usually the largest perturbation to the
Zeeman Hamiltonian. In the absence of both external magnetic field and sponta-
neous spin polarization, Hq can also become the main Hamiltonian, a situation
that is called Nuclear Quadrupole Resonance (NQR). NQR is a separate technique
and is widely used in the field of cuprates, in particular for 63Cu and 139La nuclei,
see e.g. [11–14]. In case of 17O the quadrupole coupling at the oxygen sites is too
small to allow a direct signal detection in zero external magnetic field (depend-
ing on the composition the quadrupole frequency of the oxygen 17νq ≈ 200 kHz
whereas 63νq of copper can be up to 30 MHz). The absence of an external mag-
netic field is of course helpful in the field of High Temperature Superconductors
(HTSC), since there are no vortices present in the mixed phase [9].
However, for spin I >1/2 and non-cubic local symmetry, Hq, which couples the
quadrupole moment Q of the nuclei to the Electric Field Gradient (EFG) of the
surrounding electronic charge distribution, can be expressed as (see e.g. [6]):
Hq =
hνq
2
[
I2z −
I(I + 1)
3
+
η
6
(I2+ + I
2
−)
]
(2.3)
where νq is called the quadrupole frequency, and I+ and I− are raising and
lowering operators, respectively (see [6] for details). Equation 2.3 refers to the
main axes of the EFG tensor Vαα with its components along its principal axes
|Vzz| ≥ |Vyy| ≥ |Vxx|. The asymmetry parameter η is defined by η = Vxx−VyyVzz . In
case of axial symmetry, the symmetry axis is taken to be the z-direction, giving
η = 0. νq is related to the largest component of the EFG tensor by νq =
3eQVzz
2I(2I−1)h
,
where Q is the quadrupole moment of the nucleus, that is Q = −2.56 · 10−26 cm2
in case of 17O . The EFG tensor is a second rank tensor which usually strongly
reflects the local symmetry of the electronic environment [9]. In a high magnetic
field, the quadrupole perturbation leads to a splitting of the resonance into a
central line (m = -1/2 ↔ 1/2 transition) and satellites on each site of it. I.e. the
energy levels are shifted in a way that one can distinguish different transitions,
as is shown in Fig. 2.1 for a nucleus with I=5/2. Note that the central transition
is not affected by the EFG. The amount of splitting is related to both νq and the
orientation of the external magnetic field with respect to the principal axes of the
EFG tensor. Hence the spectrum for unoriented powder samples is a complicated
pattern, which usually inhibits useful studies. Fortunately, we could orient the
LESCO samples in an external magnetic field (see Chapter 3), so that the c-axis
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Figure 2.1: Scheme of Zeeman levels perturbed in first order by the quadrupole
interaction for I=5/2 and η = 0.
of each of the grains (which have to be single crystals) is aligned along the field
direction. Working on such oriented powders with H0‖c-axis is equivalent to work
on single crystals [9], if one assumes that the alignment is perfect. But when H0
is perpendicular to the c-axis and the largest component of the EFG tensor lies in
the ab-plane, as is the case for the planar oxygen, one obtains a broad 2D powder
spectrum.
In the cuprates, there are two possible contributions to the local EFG at the
nuclear sites: the on-site contribution from the charges of the doped holes in the
valence orbitals of the Cu and O sites, and contributions from the surrounding
lattice of charges. Very recently, a study of the planar O and Cu hole densities
in High Tc cuprates [15], which combines the results of atomic spectroscopy and
NMR, found that in La2−xSrxCuO4 the holes reside mainly on the oxygen and that
the temperature independent quadrupole frequency of the oxygen is a direct mea-
sure of the hole density. In Chapter 7 we will use these findings to explain the sur-
prisingly temperature dependent quadrupole frequency in La1.8−xEu0.2SrxCuO4 .
Furthermore, there can be a distribution of quadrupolar splittings which leads to
a quadrupolar broadening of the linewidth. This occurs when some nuclei ”see”
different EFGs than others, because they are located e.g. close to a localized
charge carrier. This will also be discussed in further detail in Chapter 7.
The magnetic hyperfine Hamiltonian Hhyp encloses the total magnetic in-
teraction between the nuclear magnetic dipole moment and the electron spin and
orbital magnetic moments. It is given by:
Hhyp = AααI · S (2.4)
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where S is the electron spin, and I is the nuclear spin, and Aαα is the hyperfine
coupling constant, i.e. the hyperfine field per spin unit in kG/µB. α denotes the
x, y, z directions. Typically S is replaced by its expectation value: 〈S〉 = χ ·H0.
This leads to the spin part of the magnetic hyperfine shift tensor, K that can be
related to the average susceptibility per site through the relationship [9]:
Kαα = Aααχαα/gαµB (2.5)
where gα is the Landé factor of the electron, and µB is the Bohr magneton. The
hyperfine field per spin unit, Aαα depends on many different factors: the atom
itself that is considered (Cu, O or La in HTSCs), the binding and the configuration
of the atom, and details of the electronic properties, such as whether the electronic
spins are considered as localized as in magnetic insulators or as itinerant as in
transition metals for example. The magnetic hyperfine shift tensor K can be
decomposed into a spin, an orbital and a diamagnetic part:
Kαα(T ) = K
spin
αα +K
orb
αα +K
dia
αα . (2.6)
Note that only the static (time-averaged) part of the local magnetic hyperfine
field hhyp gives rise to a shift to the NMR line proportional to the applied ex-
ternal field. Korb is the orbital shift tensor, representing the contribution to the
magnetic field at the nucleus due to the orbital susceptibility (Van Vleck suscepti-
bility) from unfilled shells. In many condensed matter systems, including HTSC,
Korb is temperature independent, whereas it provides important structural infor-
mation in high resolution NMR of molecules (where it is known as the chemical
shift).
The diamagnetic shift Kdia has an order of magnitude of ∆ω/ω ≈ 10−5 and can
only be measured with high resolution NMR (∆ω/ω ≈ 10−7). Therefore Kdia is
usually negligible in solid state NMR and should not be treated here.
The spin part is the most interesting part since Kspin describes the interaction
of the magnetic moments µB of unpaired conduction electrons and/or the lo-
calized electrons in a Mott Hubbard insulator with the nuclear spins. In HTSC
compounds, Kspin usually vanishes well below the superconducting transition tem-
perature Tc, as the signature of singlet spin pairing of the Cooper pairs [9]. But
surprisingly also in underdoped compounds (e.g. YBa2Cu3O7−y , y=6.63, [16])
Kspin decreases already well above Tc and in non superconducting LESCO K
spin
shows the same doping and temperature dependence as in superconducting LSCO
(see also Chapter 5). We note in passing that the original definition of the Knight
shift [17] was the shift of the NMR resonance frequency in metals due to the hy-
perfine coupling to the conduction electrons, so that K is a measure of the Pauli
susceptibility. Quite general the important contributions to Kspin are the Fermi
contact term and the dipolar interaction. Fermi contact fields are due to a fi-
nite electron spin density of s-electrons at the nucleus. The spin density of d-
or f -electrons vanishes usually at the nucleus in ionic compounds. But these
electrons can also cause Fermi contact fields through an admixture with unpaired
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s-electrons, which is included in the electronic wave function, or through core
polarization that is in fact the dominant contribution [18] (see [19] for further
details).
Another effect of the magnetic hyperfine field can be a broadening of the resonance
line. This broadening occurs when different nuclei undergo slightly different mag-
netic fields and thus resonate at different frequencies, i.e. not all nuclei experience
the same hyperfine fields, but a distribution of hyperfine fields. This may be due
to static lattice inhomogeneities or trapped carriers or due to a static incommen-
surate magnetic order like the stripe-ordered antiferromagnetism in LESCO. A
broadening can also be caused by a distribution of the EFG, but this would affect
only the satellite transitions. Actually, any type of broadening (either magnetic or
quadrupolar) can be a symptom of inhomogeneous broadening, where the NMR
parameters (either the shift of the EFG, or local field, etc...) vary spatially.
The internuclear coupling term Hnuclei−nuclei accounts for the nuclear spin
spin interaction of nearest neighbor nuclei, which is restricted to dipole dipole
interaction in most solids. The Hamiltonian is given by:
Hnuclei−nuclei =
∑
i,j
Ii · aijIj, (2.7)
where the aij are given by the direct dipolar coupling between the nuclei at the
sites i and j.
An indirect coupling between two nuclei is the RKKY interaction that is mediated
by the electronic spin susceptibility. The nuclear spin-spin interaction gives rise
only to the nuclear spin spin relaxation that will be discussed in the next section.
2.2 Nuclear relaxation
In an external magnetic field H0, a tiny polarization 〈Iz〉 of the nuclear spins
appears (〈Iz〉/~ ≈ 10−6 at H0=1 T and T=300 K), because the energy levels are
not equally populated, but rather are populated by a Boltzmann distribution.
Although it is small, the unequal occupation of the energy levels plays a decisive
role [8]. Associated with the polarization is a macroscopic magnetization M of
the nuclei that is the sum of the individual moments µi divided by the volume
V : M =
∑
iµi/V .
But a magnetic moment MV (considered as a classical variable) in an exter-
nal magnetic field experiences a torque that changes the angular momentum I
(Newton’s second law):
dI
dt
= (MV ×H) (2.8)
with M =
∑
iµi/V , and µ = γn~I the equation of motion becomes
dM
dt
= (M ×H). (2.9)
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This is the classical equation of motion for a magnetic moment in a magnetic
field that experiences no relaxation processes. The solution of equation 2.9 is
a precession of the magnetization M around the magnetic field H with the
precession frequency ω0 = γnH.
At thermal equilibrium the magnetization in the external field H is given by
Mz = M0 and Mx = My = 0. Variations of these values relax to the values of
thermal equilibrium with the relaxation times T1 and T2. One makes the Ansatz
dMz
dt
=
M0 −Mz
T1
,
dMx
dt
= −Mx
T2
, and
dMy
dt
= −My
T2
, (2.10)
where T1 is the longitudinal or spin lattice relaxation time and T2 is the transverse
or spin spin relaxation time. T1 is the time that the nuclear magnetization of a
sample needs to reach its equilibrium value M0 when the sample is put into a
magnetic field, or when the equilibrium distribution has been destroyed before
with a rf pulse of the Larmor frequency. The time dependence of Mz is given by
Mz(t) = M0[1− 2 exp(−t/T1)]. (2.11)
On the other hand, T2 is the typical time in which the magnetic moments in
the x, y–plane, Mx and My, loose their phase coherence. This happens because
the magnetic moments precess with slightly different precession frequencies due
to a distribution of local magnetic fields. The time evolution of the x- and y-
components is given by Mxy(t) = M0 exp(−t/T2).
A combination of the equation of motion 2.9 with the relaxation terms 2.10 leads
to the Bloch equations in the laboratory frame:
dMz
dt
= γ(M ×H)z +
M0 −Mz
T1
dMx
dt
= γ(M ×H)x −
Mx
T2
(2.12)
dMy
dt
= γ(M ×H)y −
My
T2
.
Simple solutions of these equations can be obtained, if one considers a reference
frame which rotates about the z-axis at a frequency given by γH0 (see e.g. [8]).
In order to measure the nuclear magnetization one applies a rf pulse to the coil
that contains the sample, at the frequency ω = γH0 and magnitude H1 for a
time tP . For those nuclei which are in resonance the rf pulse produces a constant
magnetic field H1 in the rotating frame along the solenoid axis that rotates the
magnetization through an angle α = γH1tP . For an appropriate amount of time,
tP , and field strength, H1, one can flip the magnetization into the x-y-plane or
along the −z-direction, or anywhere in between. As the magnetization precesses
about an axis perpendicular to that of the coil, it induces a time dependent
magnetic flux through the coil, and by the principle of reciprocity, it induces a
voltage in the same coil that was used to apply the rf pulse.
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Figure 2.2: Inversion recovery pulse sequence to measure T1 and the evolution of
the magnetization Mz.
2.2.1 The spin lattice relaxation time T1
The spin lattice relaxation rate T1 was introduced phenomenologically in the
Bloch equations. It is the characteristic time that an ensemble of nuclear spins
needs to acquire the equilibrium Boltzmann distribution of the Zeeman levels.
Therefore it is necessary that the lattice absorbs and emits quanta of the energy
~ω0 that can be absorbed (or have been emitted) from the ensemble of nuclear
spins. The relaxation rate T−11 therefore depends on the probability of magnetic
or quadrupolar fluctuations at the Larmor frequency of the lattice, which can
induce transitions in the system of nuclear spins. Or in other words, T1 is the
time that the magnetization Mz(t) needs to return to its maximum value along
the applied static magnetic field. We have measured T1 by inversion recovery
(IR), as shown in Fig. 2.2. The magnetization Mz is measured depending on the
variable time τ between the first 180◦ pulse that inverts the magnetization (flips
it to −Mz) and the 90◦-180◦ pulse sequence that measures the magnetization.
Whereas a static hyperfine field hhyp or EFG causes a broadening or a shift of
the resonance line or a quadrupolar splitting, respectively, a fluctuating hhyp or
EFG gives rise to spin lattice relaxation (T1), and also spin spin relaxation (T2),
as we will see later.
Thus the time dependent Hamiltonian H1(t) is the sum of a magnetic and a
quadrupolar contribution [20, 21]:
H1(t) = Hmag(t) +Hquad(t) (2.13)
where
Hmag(t) = −γn~I · h(t) (2.14)
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and
Hquad(t) =
eQ
4I(2I − 1)
2
∑
k=−2
Vk(t)T2k(I) (2.15)
represent the static magnetic and quadrupolar Hamiltonian from equations 2.2
and 2.3, respectively. Here h(t) is the fluctuating hyperfine field, Vk(t) is a
component of the fluctuating EFG, and T2k(I) are spherical tensor operators [6,
20, 21]. The nuclear spin exchange terms are omitted.
Note, that the quadrupolar relaxation mechanism has been often thought to be
negligible in high Tc superconductors [9] (with the exception of YBa2Cu4O8 [20]),
but that it is the dominant contribution at low temperatures in LESCO (see
Chapter 8).
The Hamilton operators of equation 2.13 induce transitions between the different
energy levels numbered for instance withm and n. They can be treated in second-
order perturbation theory (the so-called Redfield theory, see e.g. [6, 7, 22]) and
determine the transition probabilities Wm↔n. If the number of nuclei N at a
particular level are taken to be the components of a vector (e.g. N (5/2) =
{N5/2, N3/2, ...}) then the differential equation governing the spin dynamics can
be written as
d
dt
N =W (N −N (T )), (2.16)
whereW is the relaxation matrix containing the different transition ratesWm↔n.
These are determined in second-order perturbation theory by the Hamiltonian of
equation 2.13. As long as the eigenfunctions of (the static) H0 can be approx-
imated by eigenfunctions of a Zeeman Hamiltonian, i.e. HZeeman >> Hq, the
relevant relaxation matrix terms for magnetic and quadrupolar relaxation can be
calculated by Fermi’s Golden Rule
Wm↔n ∝ J(ωmn) | 〈m | I+/− | n〉 |2, (2.17)
where | m〉, | n〉 are eigenstates of H0, ωmn = (〈m | H0 | m〉 − 〈n | H0 | n〉)/~ are
the transition frequencies, and J(ωmn) are the spectral densities of the fluctuating
fields h(t) and Vk(t) that cause the relaxation.
If we now use normalized populations relative to thermal equilibrium, i.e. the
components of the population vector are pI = (NI − NI(T ))/N , and substitute
these back to equation 2.16, it gives
dp
dt
= Wp, with the solution of the form
p(t) =
∑
i ciêi exp(−λit) with the coefficients ci = p(0)·êi, and êi are unit vectors.
Once p(t) is known, the time-dependent magnetization is obtained:
M(t) = M0
[
1−
∑
i
ai exp(−λit)
]
(2.18)
where ai are determined by initial conditions and λi are the eigenvalues of W .
For a spin-1/2 nucleus one gets equation 2.11, where 1/T1 = 2W1, i.e. W1 is
the relaxation rate between the two energy levels. For spin 5/2 and pure mag-
netic relaxation, the magnetization becomes M(t) = M0(1 − f(50/63e−15t/T1 +
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Figure 2.3: Energy levels split by magnetic and quadrupolar interaction, and the
allowed transitions for magnetic (WMn) and quadrupolar (W
(1,2)
Qn ) relaxation, re-
spectively. Note, that transitions with ∆m = ±2 are only allowed for quadrupolar
interaction.
8/45e−6t/T1 + 1/35e−t/T1)) for the central transition, where 1/T1 = 2/5W1. This
formula was used to fit the relaxation data of the 17O central transition (see
Chapter 8). [10]
In the case where the relaxation is not only magnetic but also has quadrupolar
contributions, there are two additional relaxation mechanisms. Figure 2.3 shows
the relaxation rates between the various energy levels for I = 5/2. WMn represents
the relaxation due to fluctuating magnetic fields, which give rise to ∆m = ±1
transitions, andW
(1,2)
Qn represents the one- and two- transition relaxation due to a
fluctuating EFG (i.e. also ∆m = ±2 is allowed). However, due to the additional
parameters of quadrupolar relaxation, equation 2.16 can only be solved numeri-
cally. In order to set the relative strength of WMn and W
(1,2)
Qn the detailed physics
of the various relaxation mechanisms must be known a priori [23]. Andrew and
Tunstall [24] have previously calculated the case of pure quadrupole relaxation
(WMn = 0) for various ratios of W
(2)
Qn and W
(1)
Qn . They found that W
(2)
Qn and W
(1)
Qn
are in general of the same order, however, this still leaves a wide variation. But
as the relative strength of the two-transition quadrupole relaxationW
(2)
Qn changes,
the measured relaxation of a particular nuclear transition will differ. E.g. for a
spin-5/2 nucleus, one can measure the relaxation rate of the central transition and
the outermost satellite. The ratio of both will then determine whether magnetic
or quadrupolar fluctuations are the dominant relaxation process (see Chapter 8).
The spin lattice relaxation rate also includes information about the correlation
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time τc of fluctuations of the local magnetic hyperfine field h(t), caused by fluc-
tuating electron spins, and the local, fluctuating EFG Vk(t), respectively. As
described above, the relaxation towards the equilibrium Boltzmann distribution
is caused by transitions between the energy levels of the nuclear spin system. But
since these transitions can be induced only by electromagnetic radiation of a cer-
tain frequency ω0, clearly, the relaxation will be fast, when most of the electron
spins fluctuate at this rate, i.e. when ω0τc = 1. In the following we will restrict
ourselves to fluctuations of the hyperfine field. Fluctuations of the EFG can be
treated in the same manner.
In 1948, Bloembergen, Purcell, and Pound [25] introduced a model to explain nu-
clear spin relaxation that results when the characteristic electron spin fluctuation
frequency (τ−1c ) decreases continuously with decreasing temperature:
τc = τ∞ exp(−Ea/kBT ), (2.19)
where τ∞ is the correlation time at infinitely high temperatures and Ea is the ac-
tivation energy for electron spin fluctuations. Note that only fluctuations of the
hyperfine field transverse to the external magnetic field H0 can induce transitions.
The relaxation rate is given by the spectral density J(ωmn) of fluctuations evalu-
ated at the Larmor frequency ω0 (see equation 2.17) that is usually a Lorentzian
function [6, 26]:
1/T1 = γ
2h2hyp
τc
1 + ω20τ
2
c
, (2.20)
where hhyp is the transverse component of the local field fluctuating at the nuclear
site. Hence, a peak in 1/T1 occurs at the temperature where the continuously
slowing characteristic frequency matches the measurement frequency: ω0τc =
1 [26]. For ω0τc À 1 the nucleus can undergo many Larmor precessions before
it is affected by the electron spin and therefore the relaxation rate is small. For
ω0τc ¿ 1 the hyperfine field does not interact with the nucleus long enough to
significantly affect it’s precession, so that the relaxation rate is reduced again.
The latter effect can be also seen in the spin spin relaxation time T2 and in the
linewidth ∆ω = 2/T2, respectively, where it is referred to as motional narrowing.
Note that 1/T1 also depends on the magnitude of the fluctuating hyperfine field
(E ∝ h2hyp). If hhyp is very strong and the fluctuation rate τ is on the order of
the Larmor frequency, such as at the Cu site in LESCO, T1 becomes shorter than
the time scale of the experiment (some µs) and relaxes the signal before it can be
observed. This effect is often referred to as wipeout. The hyperfine field at the
La site out of the CuO2 plane is two orders of magnitude smaller than the one
at the Cu site and does not wipe out the La signal. T−11 of
139La just shows the
characteristic peak of slowing fluctuations at low temperatures [26].
2.2.2 The spin spin relaxation time T2
T2 is the characteristic time of the exponential decay of the transverse compo-
nents Mx and My of the nuclear magnetization. The transverse magnetization
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Figure 2.4: Hahn-Spin-Echo pulse sequence.
decays, because Mx and My loose their phase coherence due to nuclear spin spin
interaction and inhomogeneous local magnetic fields. In solids T2 is usually much
smaller than T1 (it can’t be bigger than T1 by definition, since Mxy = 0, when
Mz = M0), and contains different information.
One can measure T2 via the Hahn-Spin-Echo pulse sequence as shown in Fig. 2.4.
The first pulse flips the magnetization into the xy-plane, where the individual
moments start to dephase. This dephasing induces an oscillating voltage in the
detection coil that is called Free Induction Decay (FID). Because the FID follows
directly after the pulse, it can be overwhelmed by the ringdown of the coil that
typically needs up to a few microseconds to die down. To prevent this, one ap-
plies an 180◦ pulse after a sufficiently long time τ that makes sure that the spins
refocus and induce an echo after another time τ . After the echo the transverse
magnetization will decay again exactly as the FID would. By changing the time
τ between the pulses, one obtains an exponential decay of the echo intensity that
includes the characteristic time T2.
There are two ways in which the coherence of the spins can be destroyed. The
first are local, time dependent fields oscillating at the Larmor frequency. These
fields have basically the same effect as pulses, i.e. they induce transitions in the
spin system. This is exactly what causes longitudinal (spin lattice) relaxation, i.e.
anything that causes longitudinal relaxation will also cause transverse relaxation.
The second way of destroying the coherence is to make the spins precess at dif-
ferent Larmor frequencies. This can be achieved by slightly different static fields
at different locations in the sample. This part of transverse relaxation requires
no transitions in the spin system, just a local variation in the magnetic field.
Therefore, as shown in Fig. 2.5, the transverse relaxation rate increases as the
correlation time increases, whereas the longitudinal rate goes through a maxi-
mum at τc ≈ 1/ω0. This is because of the contribution of different local fields to
1/T2, whereas in the fast motion limit the two relaxation rates are equal.
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Figure 2.5: Comparison of the longitudinal (T−11 ) and transverse (T
−1
2 ) relaxation
rates as a function of the correlation time τ for the fixed Larmor frequency.
3 Experimental Techniques
In this chapter the basic configuration and usage of a NMR spectrometer will be
discussed. A new sample probe will be introduced that was made for two different
magnets with a small inner diameter of about 30 mm. First measurements and
the calibration of one of these magnets with the new probe are presented. Finally
the sample preparation and enrichment with 17O will be described.
3.1 The NMR spectrometers
Sophisticated electronic equipment has to be used to generate high frequency
pulses and to detect the directly following weak radio frequency (rf) signal induced
by the relaxation of the tiny nuclear magnetic moments of the sample. In this
thesis commercially available Tecmag Apollo spectrometers have been used. A
description of the functionality of NMR spectrometers in general will not be given;
they are described elsewhere (see e.g. [27]). Instead a brief overview of the whole
experimental setup will be given. A schematic view of the experimental setup
is shown in Fig. 3.1. Such a setup contains the spectrometer, which generates
high frequency pulses and digitizes the echo or FID coming from the resonant
circuit. A high frequency amplifier amplifies the pulses up to several 100 Volts.
The Quarter-wave box separates the high voltage output of the high frequency
amplifier and the low voltage part used to detect the tiny echo of some mV.
Without such a device the high voltage rf pulses would destroy the preamplifier
/4λ
Oscilloscope
Computer
Quater−wave box
Crossed
diodes
Direct. coupler
to probe
Tecmag Apollo Pre amp
High frequency
amplifiersupply
Magnet power
pulse
reflection
Figure 3.1: Diagram showing the experimental setup.
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at the low voltage channel. The Quarter-wave box makes use of the nonlinear
behavior of diodes: at the high voltages of the amplifier they work like a short
circuit while at the low voltage of the signal they act like an open switch. Whereas
the λ/4 cable generates an impedance transformation: at the point of the resonant
circuit, the amplifier (emitter) ’sees’ an open point, i.e. no connection to ground.
Therefore the diodes don’t affect the behavior during the pulse. The λ/4 cable
has to be changed according to the frequency that is used, i.e. depending on
either the nucleus that is obtained and on the magnetic field that is preset.
A standard oscilloscope connected via a directional coupler is used to obtain the
pulses and what is reflected by the resonance circuit. This allows one to tune the
circuit to 50 Ω, to monitor the size of the input pulses and to watch for electrical
breakdowns in the resonant circuit or for changes in tuning due to heating during
a measurement.
Finally, a computer collects the digitized data and is employed to program pulse
sequences (e.g. a Hahn-Spin-Echo sequence). The computer is used to control the
magnetic field during a field sweep, too. For this purpose, a Visual Basic Script
was written that can communicate with the magnet power supply via a standard
RS-232 interface (GPIB interface at LANL). This script sets the magnet to the
correct field, starts the NMR experiment, sweeps the field to the next field step
and so on. After the field sweep has been done, the echos can be integrated to
get the intensity, which then can be plot versus the magnetic field. The main
advantages of a field sweep versus NMR experiments, where the frequency is
changed step by step, is the automation of the experiment and that the sample
probe has to be tuned only once, since the tuning of the resonant circuit can also
change it’s properties. Disadvantages are a worse resolution and an imprecise
magnetic field, though still good enough for solid state NMR.
3.2 Probes for different magnets
In order to verify the 17O wipeout data at the IFW Dresden, a new sample probe
was build up that fits into two different high field magnets (up to 16.1 T and 18
T). At LANL an already existing standard sample probe with a matching-load
circuit has been used for the experiments.
Figs. 3.2 and 3.3 are showing a schematic picture of the new sample probe.
The upper part consists of a cross piece with a connector to the temperature
controller (Lakeshore) and a BNC connector to the spectrometer. Furthermore
there is a screw driver with a vacuum sealed feed-through which goes down to
the resonant circuit to tune it to 50 Ω. Because the distance from the top flange
to the center of the two magnets is different, the length of the sample probe has
to be variable. Therefore the stainless steel tube of the probe can be moved up
and down through a vacuum sealed feed-through, which connects the probe to
the flange of the respective magnet. Thus, the length of the sample probe inside
the magnet can be varied from approx. 500 mm up to approx. 1400 mm.
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Figure 3.2: Upper part of the sample probe.
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sample and coil
tunable capacitor
Figure 3.4: Photograph of the lower part of the sample probe.
The lower part of the probe is made of nonmagnetic brass and nonmagnetic, low
temperature resistant plastics (Peek) and consists basically of the resonant circuit
and the temperature sensor. The temperature sensor is a Cernox HT 1030 SD
and was calibrated from 2 to 320 K. Fig. 3.4 shows a photograph of the lower
part of the sample probe that was constructed at the IFW.
3.2.1 Circuits
The simplest way to tune a resonant circuit to the required impedance of 50 Ω
at high frequencies is the matching-load method, as it is shown in Fig. 3.5. It
consists of two tunable capacitors, Cpar and Cser, which are connected parallel
and serial, respectively, and the coil L that contains the sample. The parallel ca-
pacitor is used to tune the circuit, and the serial one is used to match it. Details
can be found in [27].
The sample probe constructed at the IFW Dresden contains a somewhat modi-
Cser
Cpar L
RSpule
R
parparC’ C’’
L
Figure 3.5: Matching-load resonant circuit (left picture) and the variation of the
matching-load circuit with only one tunable capacitor (right picture).
fied matching-load circuit (also Fig. 3.5). Here the connection to the coil is made
at an intermediate point in which case the additional component is part of the
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coil. This part is used to match the circuit, i.e. one can abandon the serial ca-
pacitor. The parallel capacitor is again used to tune the circuit to the desired
frequency. Advantages of this design are the smaller size of the circuit, since the
inner diameter of the VTI is only 30 mm, and the lower liability to electrical
breakdowns that occur mostly in the capacitors. The tuning range of the con-
structed resonant circuit is approx. 20 MHz. An additional not tunable parallel
capacitor can be added to adapt the circuit to higher frequencies.
To measure the absolute intensity (as required for the wipeout measurements)
it is important to get a temperature independent quality factor Q of the circuit
since a high Q enhances the signal-to-noise ratio and therefore increases the sig-
nal intensity. Naturally the resistance of the wire decreases with temperature
and therefore also changes Q. An additional parallel resistor that is temperature
independent and bigger than the resistance of the rest of the circuit, makes it
temperature independent, although it reduces also the quality factor. One has to
check which Q is still acceptable and when the circuit becomes T independent. In
general the quality factor is given by: Q = f0/B, where f0 is the center frequency
and B is the bandwidth and can be easily quantified with a spectra analyzer.
3.2.2 Magnets
The vast majority of the measurements were done at the LANL in a 9 T sweep
field magnet. This magnet is specially constructed for NMR measurements with
a homogeneity of 10−5 over 1 cm, what is sufficient for solid state NMR. The
VTI (Variable Temperature Insert) of this magnet can stabilize temperatures in
a range from 1.5 to 320 K.
At the IFW Dresden it was planed to verify the 17O wipeout data at higher fields
in order to get rid of the nearby central 139La resonance line that interferes partly
with the oxygen resonance lines at lower fields. Therefore, two different magnets
have been considered which are both not specially made for NMR measurements,
i.e. which have both homogeneities less than 10−5. The new sample probe de-
scribed above can be used for both of them. The first magnet has not yet been
tested. It is a 16 T (18 T at 2.2 K) sweep field magnet (Oxford Teslatron) with
a stated homogeneity of 2.6 · 10−3 over 1 cm. The temperature range goes from
1.5 to 300 K and the distance from the top flange to the center of the magnet
amounts 980 mm. The inner diameter is about 30 mm.
The other magnet was extensively tested and will be described in more detail.
It is a 15 T (16.1 T at 2.2 K) sweep field magnet (Cryogenics) with a stated
homogeneity of 1.12 · 10−3 over 1 cm. As we will see later the homogeneity (or
the size of the sample) become very important for the operability of NMR exper-
iments in a magnet that is not made for NMR. The VTI of this magnet achieves
temperatures in a range from 1.5 to 320 K and has an inner diameter of about
30 mm, too. The distance from the top flange of the VTI to the center of the
magnet amounts 1354.5 mm.
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Figure 3.6: Calibration of the magnetic field of the 15 T Cryogenics magnet,
operated with an Oxford power supply (PS120-10).
3.2.3 First measurements with the new probe
The first measurements were done to calibrate the 15 T Cryogenics magnet, to
test and improve the new sample probe and to see if the reproduction of the 17O
wipeout data is possible in a magnet with poor homogeneity.
For the calibration a water sample was used that was enriched with Deuterium
(2H), and prepared with gadolinium (Gd) ions to shorten T1, and thus the repe-
tition time of the experiment. The sample was 2 mm thick, and 4 mm long. The
mixing ration of 1H2O to
2H2O was 1:2. Deuterium was used because it has a
much smaller gyromagnetic ratio, γ than Protons (1H), and thus a smaller reso-
nance frequency. Actually, the resonance frequency of Deuterium is close to that
of 17O (1γ = 42.575 MHz/T, 2γ = 6.5355 MHz/T, and 17γ = 5.7719 MHz/T).
This allowed us to use the same resonance circuit for the water sample as well as
for the 17O measurements. Furthermore, the sample contained GdCl3 (approx.
0.3 g/ml). The electronic spins of the Gd ions fluctuate very rapidly, and are
coupled to the 2H nuclear spin system. Thereby, they induce transitions in the
nuclear spin system, and thus shorten the spin lattice relaxation T1. A short
T1 allows one to use a fast repetition time of approx. 100 ms instead of several
seconds for water without Gd ions. The Gd ions also broaden the linewidth, since
T1 ≈ T2 in a liquid, and T2 determines the linewidth in a liquid. The linewidth
of the sample should be few 100 Hz in a homogeneous magnetic field with a ho-
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Figure 3.7: Determination of the center of the magnetic field of the 15 T Cryo-
genics magnet.
mogeneity better than 10−5 over 1 cm.
However, there is often an offset between the field value that the power supply
of the magnet quotes and the actual field of the magnet. This difference was
determined with Proton (1H) and Deuterium (2H) NMR in water, as one can see
in Fig. 3.6. As many points as the tuning of the probe allowed were acquired
(62.2-80.1 MHz), and were fitted to a straight line. These data yield that the
field value displayed by the power supply has to be multiplied by 1.00981. The
water sample was also used to find the center of the magnet. Since the sample
was 2 mm thick and 4 mm long, the accuracy of this attempt was limited. The
homogeneity of a magnet decreases often by a factor of two in the z-direction
in comparison to the x-y-directions, although first trials with a longer sample
(≈ 8 mm) didn’t change the lineshape and linewidth, i.e. the homogeneity did
not seem to change. The magnetic field versus distance from the VTI flange, i.e.
versus the z-axis is shown in Fig. 3.7. The field was determined by the frequency
of the center of the 2H resonance line. With these values one can calculate the
homogeneity in z-direction. The outcome of this is ≈ 5 · 10−4 over a range of
4 mm. This might be sufficient if one can place the 17O sample of 3 mm thickness
within 0.5 mm accuracy. But the sample to determine the homogeneity was al-
ready 2 mm thick, and also the linewidth at the center of the magnet is far from
being perfect. The resonance line of 2H is shown in Fig. 3.8. The shape of the
line looks like a typical broadening due to an inhomogeneous magnetic field. The
line has a shoulder only on one side, because the magnetic field is maximal at
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Figure 3.8: Resonance line of
2H at the center of the magnet
(1354.5 mm from VTI flange) at a
magnetic field of 9.9173 T, and an
applied frequency of 64.815 MHz
(2H: γ=6.5355 MHz/T). For com-
parison, the same sample has
been measured with the same
sample probe in a homogeneous
7.096 T magnet at 46.3772 MHz
the center of the magnet, and falls off below and above this center (see Fig. 3.7).
The linewidth is approx. 8 kHz, that is much bigger than the expected linewidth
of some 100 Hz. If one estimates the linewidth from the stated homogeneity of
the magnet which is 1.12 · 10−3 over 1 cm, i.e. 2 · 10−4 over the sample size that
is 2 mm, one gets a linewidth of approx 13 kHz that agrees reasonably well with
the measured 8 kHz. For comparison, the same sample has been measured with
the same sample probe in a homogeneous NMR magnet with a field of 7.096 T
(also shown in Fig. 3.8). The linewidth of this line is only approx 800 Hz and the
line is very symmetric. This measurement also confirms the functionality of the
sample probe, i.e. the line is not broadened due to any possible contributions of
the sample probe (magnetic materials, etc.).
In spite of the broadening due to the inhomogeneity of the magnetic field, we
checked, if one can obtain reasonable spectra of 17O in the inhomogeneous field.
The aim of the construction of the new sample probe was to reproduce the 17O
wipeout data in a higher magnetic field, where the 17O and 139La resonance lines
are separated from each other. The resonance frequency ω0 of a nucleus is propor-
tional to the applied external magnetic fieldH: ω = γ·H, where the gyromagnetic
ratio γ is the constant of proportionality. The gyromagnetic ratios of 17O and
139La are nearly identically (139γ =0.6014 MHz/kG and 17γ =0.57719 MHz/kG,
respectively), i.e. the higher the magnetic field, the larger is the difference in
the resonance frequencies. And in a magnetic field of around 74 kG as it was
applied at LANL, the 17O and 139La resonance lines overlap already and have to
be subtracted from each other (see next section). This subtraction increases the
error bar of the signal intensity measurements, and can be avoided in fields above
10 T.
However, a spectrum that has been obtained in the inhomogeneous magnet is
shown in Fig. 3.9 in comparison to a spectrum that has been obtained in the
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Figure 3.9: Comparison of the spectra taken in the inhomogeneous 15 T magnet
(blue line), and in the homogeneous magnet at the LANL (dotted black line).
homogeneous magnet at the LANL. Note, that both times the same sample has
been used, and that both spectra are obtained at 60 K. As one can see at a glance,
it was not possible to reproduce the old spectra in the inhomogeneous magnet.
Hereafter we checked in a homogeneous 7 T magnet if the sample probe may has
been the source of trouble. This could be excluded.
3.3 Sample preparation
In order to do Oxygen NMR one needs to enrich the samples with 17O since
16O has no nuclear spin and the natural abundance of 17O is only 0.038 %. We
used polycrystals of La1.8−xEu0.2SrxCuO4 with x=0.08, 0.105, 0.13, 0.17 and 0.20,
which were ground, annealed in 17O2 gas, mixed with epoxy and then aligned
along the c-axis by curing in an external magnetic field. At the IFW Dresden an
Oxygen Isotope Exchange System was reproduced. All measured samples were
enriched at LANL.
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Figure 3.10: Schematic picture of the Oxygen Isotope Exchange System.
3.3.1 17O exchange
Fig. 3.10 shows a schematic picture of the Oxygen Isotope Exchange System.
It contains two liquid Nitrogen (LN2) cryopumps, a mechanical pump, a dry
ice trap, two pressure gauges, a storage tank and the 17O2 gas bottle and the
exchange circuit with a furnace. The sample lies on a platinum boat inside a
glass cylinder, which is inside the furnace. Platinum is used, because it doesn’t
react with the sample at the required temperatures and because nothing of the
expensive 17O2 gas will diffuse into the boat. After the
17O2 gas has been let
into the exchange circuit, the furnace cycle can be completed. In this thesis an
exchange temperature of 600 ◦C and a duration of 24 h was sufficient, although the
absolute 17O content of the samples has not been determined. Longer durations
or higher temperatures may increase the oxygen content of the samples and can
be used for single crystals or other materials, where the diffusion rate of Oxygen
is slower. A circulation pump within the exchange circuit makes sure that a more
evenly 17O content is present inside the glass cylinder during a furnace cycle, but
it can also be neglected since the temperature gradient inside the circuit provides
an adequate circulation. Also circulation pumps which are temperature resistant
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and have a small volume are hard to find. The purpose of the rest of the system
is to recover the expensive 17O2 gas. The dry ice trap between the two LN2
cryopumps traps any possibly existing water inside the system.
The samples weighed usually around 100 mg, i.e. they contain approx. 0.011 l
gaseous O2. It is sufficient to enrich the samples with maximal 30 %
17O ,i.e.
0.0033 l 17O goes into the sample. Therefore, the 17O content of the used gas
goes down from originally 75 % to 71.7 % during the first exchange cycle. The
exchange circuit has a volume of approx. 0.1 l, from which ≈ 80 % can be
recovered. I.e. a 1 l gas bottle with 75 % 17O2 gas should last for at least 50
samples. But there can be differences in the Oxygen content of the samples, when
e.g. the 17O gas in the system draws to a close or the samples are not lying exactly
in the center of the furnace. This is the reason why the last two samples which
were enriched, namely the samples with x=0.08 and x=0.17, have a much lower
17O content and therefore a much lower signal intensity than the other samples.
This also made it impossible to determine the loss of signal intensity (wipeout)
of these two samples that occurs at low temperatures, as we will see later.
3.3.2 Sample orientation
After the samples were enriched with 17O the powder needs to be aligned along
the crystal c-axis. Otherwise the five 17O resonance lines can not be resolved, be-
cause in polycrystalline samples, I > 1/2 nuclei usually exhibit inhomogeneously
broadened lines since the resonance frequency depends on the angle between the
EFG axis (which is related to the crystallite axis) and the magnetic field [27].
The powder samples were mixed with Stycast 1266 epoxy and then the mixture
was cured in an external magnetic field of 2 T in a casting mold at room tem-
perature. The mold is made of Teflon and is shown in Fig. 3.11. After the epoxy
has become solid, the samples have a cylindrical shape of 3 mm diameter and a
length of 20 mm and an additional block of pure epoxy at one side to mount them
oriented onto the sample probe and to get the coil easily around them. But the
alignment of the LESCO samples is somewhat difficult in comparison to other
samples since the magnetization of the c-axis is lower than the one of the a- or
b-axis, which are equal. Therefore one has to rotate the samples in an external
field around an axis perpendicular to the field (as is indicated by the arrow in
Fig. 3.11). Thus each grain of the powder, which should be small single crystals
associated with the anisotropic magnetization, should precess on a cone around
the magnetic field and finally be aligned with the c-axis perpendicular to the
magnetic field. The velocity of rotation amounts approx. 30 rounds per minute.
The practicability of this alignment has already been proven in the PhD thesis
of Markus Hücker [3]. Here also the rate of orientation in comparison to single
crystals has been checked with x-ray diffraction. But also NMR is a good method
to check the quality of the orientation since the resonance of misaligned samples
is drastically broadened. This is demonstrated in Fig. 3.12 (a), which shows the
17O spectra of a sample that was not oriented. Only the central transition that
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Figure 3.11: Casting mold to orient samples along the c-axis. The magnetic field
is denoted with B. The axis of rotation is also shown, for further explanation see
text.
is not affected by the EFG, shows a sharp peak. In contrast, the satellite transi-
tions are broadened very strongly and can not be resolved. In Fig. 3.12 (b) one
can see the spectra of oriented samples that were enriched (closed squares) and
not enriched (closed circles) with 17O respectively. Spectra with enriched and
not enriched samples were taken, because the 139La resonance line is close to the
17O lines since the gyromagnetic ratio of 139La (139γ =0.6014 MHz/kG) almost
equals the one of 17O (17γ=0.57719 MHz/kG). Thus, the resonance lines overlap
at a magnetic field of 74 kG. In order to get the final spectra shown in Fig. 3.12
(c), we have subtracted the 139La line from the spectra of the enriched samples.
Here, the five 17O resonance lines are clearly resolved. Although there can be a
small broadening because of misaligned grains, ground powder samples have also
advantages for NMR. Conductors, although the samples we used are only bad
conductors, exhibit a small penetration depth of several µm of the alternating
radiofrequency magnetic fields used in the NMR experiments. The grounding
of the samples increases their surface and therefore the number of nuclei for a
reasonable signal-to-noise. A disadvantage for a more accurate study of the EFG
consists of that one can not distinguish the a- and b-directions of the powder
samples, i.e. in the analysis we confine ourselves to the c-direction.
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Figure 3.12: (a) Not oriented powder spectra of La1.8−xEu0.2SrxCuO4 , x=0.13.
(b) Oriented powder spectra of the same sample. The closed squares correspond
to a sample that was enriched with 17O closed circles correspond to a sample that
was oriented, but not enriched with 17OṪhe resonance line is the one of 139La(̇c)
Spectra where the 139La line was subtracted.
4 We are the Cuprates
In 1986 Bednorz and Müller [28] reported the discovery of high temperature super-
conductivity in the cuprate system La2−xBaxCuO4 with a transition temperature
of Tc >30 K. Since then the cuprate family grew along with the transition temper-
ature from the originally 30 K to 94 K in YBa2Cu3O7−y (YBCO) to the current
maximum value of 134 K in HgBa2Ca2Cu3O8+y [29] (164 K under pressure [30]),
and others in between. These compounds possess all of the main superconducting
properties that characterize the superconducting state: zero resistance, Meissner
effect, flux quantization, Josephson effects, and a gap in the excitation energy
spectra. In addition they are characterized by some unconventional properties
such as 2D conduction, short zero-temperature coherence length, ξ0 ≈ 10 Å,
which is a measure of the Cooper pair size, high critical temperature Tc, type
II magnetic behavior, d-wave Cooper pairs, two energy gaps, unusual transport
and magnetization behaviors above Tc, and a remarkable doping dependence of
Tc [31, 32]. This chapter mainly deals with the properties of doped La2CuO4.
We will start with the crystal structure, discuss the doping possibilities, and in-
troduce some phase diagrams. Furthermore, the results of other methods and
some theoretical models will be presented. A part of this chapter is dedicated to
the charge and spin stripe order that is believed to occur in rare earth co-doped
LSCO. Finally we will have a short insight into 1D spin ladder cuprates that are
cousins of the HTSCs with partly very similar properties.
4.1 Doped La2CuO4
La2−xSrxCuO4 (LSCO) can be regarded as a model compound of the cuprates,
since it has the simplest crystal structure of all cuprates, and can be easily doped
from zero holes up to more than 25 % holes, thereby including all typical prop-
erties of high-Tc cuprate superconductors. Furthermore, it can be doped with
rare-earth atoms like Nd or Eu, which induce a structural phase transition. In
this new phase superconductivity is suppressed and replaced by a short range an-
tiferromagnetic and charge order. Replacement of the spin 1/2 Cu atoms by non-
magnetic Zn atoms also suppresses superconductivity. All told, an investigation
of the reason of the suppressed superconductivity may lead to an understanding
of the superconductivity itself.
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Figure 4.1: Crystal structure of La2CuO4 (unit cell). The La can be replaced by
Sr, Eu and Nd atoms. From [34].
4.1.1 Crystal structure of La2CuO4
The main feature of the crystal structure of HTSC’s are the two dimensional
CuO2 planes, which are separated by lanthanides and alkaline earths (La, Ba, Sr),
additional apical oxygen, and eventually rare-earth atoms (Eu or Nd, see Fig. 4.1).
Whereas La2−xSrxCuO4 contains only one plane per unit cell, there can be two
or more planes and also 1D chains in the so called bi- and tri-layer compounds
like YBa2Cu3O7−y and (Bi,Pb)2Sr2Ca2Cu3O11. The CuO2 layers and the apical
oxygen ions form a square lattice of corner sharing CuO6 octahedra, giving rise to
a tetragonal symmetry with an orthorhombic modification at low temperatures
and low Sr content, namely the High Temperature Tetragonal (HTT) phase and
the Low Temperature Orthorhombic (LTO) phase, respectively. This layered
crystal structure results in highly anisotropic lattice parameters: a = b ≈3.8Å,
corresponding to the Cu-O-Cu bonding length, and c ≈13.2Å [33]. The different
lattice symmetries are related to different tilt patterns. Whereas the CuO2 plane
is flat in the HTT phase, the CuO6 octahedra are tilted in the LTO phase along
the [110]HTT direction, causing a certain buckling of the planes. As shown in
Fig. 4.2, two planar oxygens are displaced at a time below and above the planes,
32 4. We are the Cuprates
LTO LTT
LTO LTT
[110]HTT
[100]HTT
Figure 4.2: Direction of the tilt axis of the CuO6 octahedra in the LTO- and
LTT-structure (upper panel), and the resulting buckling of the CuO2 plane (lower
panel). Cu atoms are marked by black circles, O atoms by the other circles. The
open circles correspond to oxygen atoms, which are inside the plane, ”+” and ”-”
denotes oxygen atoms, which are above and below the plane, respectively. The
pattern rotates about 90◦ in adjacent planes. From [3].
causing a diagonal tilt pattern. The buckling of the planes can be parameterized
by the tilt angle Φ that is always small (below ≈ 5◦) [2, 33]. Doping with Sr
does not change the structural properties very much. It reduces the tilt angle
and therefore the HTT-LTO transition temperature from ≈ 530 K for x = 0 to
below room temperature for x ≥ 0.20.
A different situation occurs, when the La atoms are replaced by the larger
Ba atoms instead of Sr, or when La is additionally replaced by the isovalent,
but smaller rare-earth elements Eu or Nd, leading to the compounds such as
La2−xBaxCuO4, La1.8−xEu0.2SrxCuO4 and La1.6−xNd0.4SrxCuO4. The different
size of the Ba, Nd or Eu atoms distorts the lattice and the compound undergoes a
first order, low temperature phase transition to the Low Temperature Tetragonal
(LTT) phase. At an Eu content of 20%, the transition temperature is TLT ≈135 K,
whereas the transition occurs at lower temperatures (TLT ≈60 K) for a Nd content
of 0.4. This is because the Nd atom is bigger than the Eu atom, and therefore does
not change the crystal structure that much. The main characteristic of the LTT
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phase is a discontinuous change of the tilt direction of the CuO6 octahedra from
[110]HTT to [100]HTT , as indicated in Fig. 4.2. The value of the tilt angle remains
nearly unchanged. The tilt axis lies now along the Cu-O-Cu bond, and therefore
only two oxygen atoms are tilted out of the CuO2 plane. This is illustrated in the
lower panel of Fig. 4.2. Due to the change in the tilt direction, the tilt pattern
in the planes changes in comparison with the LTO phase to a ”longitudinal”
pattern, parallel to the Cu-O bonds. In adjacent planes, the tilt angle changes
by 90◦, leading to a ”transverse” pattern, i.e. in one plane there is a buckling
along the a-axis, and in the adjacent ones the buckling is along the b-axis. This
resembles already a little the charge stripe order that will be discussed later.
4.1.2 Electronic properties of La2−xSrxCuO4
Counting the formal valencies for the undoped parent compound La2CuO4 shows
that all shells are completely filled except for the 3d9 configuration of the Cu. In
particular, the oxygen is ionized in -2e, whereas the Cu is +2e. Because there
are twice as many O’s than Cu’s, the plane has ionicity per unit cell -2e. So the
La2O2 blocks in between the planes are positively ionized in +2e, assuming that
the trivalent La ionized in +3e [31]. As for the copper, the degeneracy of the 3d
orbitals is lifted by a large crystal field splitting. Therefore the holes favor the
3dx2−y2 state over the 3d
2
z state. Since there is one hole at each copper site, this
results in a half-filled band. Accordingly, band structure calculations predicted a
non-magnetic metallic state [35]. In contrast, susceptibility and resistivity mea-
surements undoubtedly reveal a 3D antiferromagnetic ordered insulator with an
insulating gap of approx. 1.5 eV, and a Néel temperature of TN ≈ 325 K [3], i.e.
the holes with spin 1/2 are localized at the Cu atoms and are antiferromagnetic
(af) ordered. A part of the CuO2 plane with all relevant orbitals and the af or-
der indicated by the arrows is shown in Fig. 4.3. The simplest theoretical model,
that is able to explain the experimental results, is the single-band Hubbard model
that takes into account only one type of orbitals. There is a Coulomb repulsion
U that tries to localize the holes at the Cu sites. On the other hand, the holes
can gain kinetic energy t by hopping from one Cu to the next one. Thus, t is also
called the nearest neighbor hopping matrix element. The gain of kinetic energy
through itinerant, delocalized electrons depends on the distance between the Cu
sites, and since this distance is large in La2CuO4, because of the O in between
the Cu, the kinetic energy t is smaller than the Coulomb repulsion U . Thus,
the holes are staying at the Cu sites and the system is called a Mott-Hubbard
insulator. In Na metal, for instance, the Coulomb repulsion is smaller than the
kinetic energy, because the Na atoms are much closer together. Therefore, the
electrons can move through the crystal, and thereby gain kinetic energy. The
transition from an insulating state like in La2CuO4 to a conducting state like in
Na metal is called Mott transition. Therefore, one often speaks also about the
Mott-Hubbard model. The Hamiltonian of the one-band Hubbard model now
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Figure 4.3: A sketch of four unit cells of a CuO2 layer showing the most relevant
orbitals, 3dx2−y2 on Cu and 2px,y on O, and the most important electronic pa-
rameters. The white signs in the lower left unit cell give the orbital phases. The
dashed circle on the upper right denotes a Zhang Rice singlet, where the black
signs indicate the relevant symmetry. From [35].
reads
H = −t
∑
〈ij〉,σ
(c+i,σcj,σ + c
+
j,σci,σ) + U
∑
i
ni,↓ni,↑, (4.1)
where the operators c+i,σ (ci,σ) create (annihilate) a hole with spin σ at site i.
ni,σ = c
+
i,σci,σ is the occupation number operator of a certain orbital (e.g. the Cu
3dx2−y2 orbital). The first term describes the hopping (kinetic energy t), and the
last one the repulsion (potential energy U). This Hamiltonian includes only a
single band, namely the Cu 3dx2−y2 , although it is known that also the O 2px,y
states are crucial for the low energy physics [36]. These states are either included
in the three band Hubbard Hamiltonian introduced by Emery [37], or they are
considered as Zhang-Rice singlets [38], which are important in case of hole doping.
However, the Zhang-Rice singlet band can be seen as an effective Hubbard band,
thereby restoring the one-band model.
The most studied Hamiltonian in the field of HTSC is the one of the t-J model.
It is a simplification of the one-band Hubbard model in the strong coupling limit
U À t and reads
H = −t
∑
〈ij〉,σ
(ĉ+i,σ ĉj,σ + ĉ
+
j,σ ĉi,σ) + J
∑
〈ij〉
(
Si · Sj −
1
4
ninj
)
(4.2)
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ferro- or antiferromagnetic nature [35].
However, doping with divalent Sr2+ replaces the trivalent La3+, and takes thereby
away electrons from the planes, leaving behind additional holes in the CuO2
planes. These holes delocalize on the four oxygens surrounding a Cu site. The Cu
spin and the spin of the doped hole form a so-called Zhang-Rice singlet (ZRS) [38],
as indicated in Fig. 4.3. This singlet corresponds to a spinless fermion moving
in the background of Cu spins, i.e. it can be viewed as an empty site in the 2D
square lattice of Cu spins. And as these singlets move through the plane, they
destroy the magnetic order, since the Cu spins are flipped each time the hole hops
from one Cu site to the next one. Note, that ZRS are not singlets in a classical
meaning, like e.g. Cooper pairs. Of course, one has to regard the additional ZRS
in any model that shall give an appropriate description of the physics of cuprates.
The most important band schemes are reviewed in Fig. 4.4, as there are a metal
with a half filled band, the Mott-Hubbard insulator, and the charge transfer in-
sulator that can also include the Zhang-Rice singlets. Note, that the cuprates in
fact belong to the charge transfer insulators, because the charge transfer energy
from Cu to O is smaller than the on-site Hubbard U .
4.1.3 Phase diagram and anomalous phases
The electronic properties of doped La2CuO4 can be summarized in the phase dia-
gram in Fig. 4.5. The system is 3D antiferromagnetically ordered in the undoped
case. The af order is quickly destroyed by charge carrier doping. At Sr concen-
trations above x = 0.02 the af order is exchanged by a glassy magnetic order at
very low temperatures (below 10 K). Above x = 0.05 superconductivity sets in
and reaches the maximum transition temperature of Tc ≈ 38 K at a Sr content of
x = 0.15. Above this hole content the transition temperature decreases again. At
higher temperatures La2−xSrxCuO4 also changes its properties with doping. For
very low Sr content it behaves like an insulator. Then a regime occurs that is often
called anomalous metal, because of its curious properties, or pseudo gap phase,
because of the opening of a spin gap associated with af fluctuations. Finally, the
overdoped regime behaves Fermi-liquid like. These phases will be discussed in
detail in the following.
Anomalous metal/pseudo gap phase
The term pseudo gap in the context of the cuprate superconductors is closely
related to a deviation from normal metallic behavior in the underdoped regime.
The pseudo gap phase is characterized by an anisotropic gap (or a suppression of
spectral weight) in the spin and charge excitation spectra, which is apparent in
a large variety of experiments [40, 41], ranging from NMR and neutron scatter-
ing (see next chapter), angle resolved photo emission spectroscopy (ARPES) [36],
single particle tunneling [42] to Raman spectroscopy [36] and optical conductivity
[40]. In particular ARPES shows clear evidence that a part of the Fermi surface
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Figure 4.5: Phase diagram of La2−xSrxCuO4 including electronic, magnetic, and
structural properties. From [33].
becomes progressively gapped starting from the so-called M -point of the Fermi
surface towards the ΓX-direction [36]. The pseudo gap temperature T ∗ strongly
depends on the doping level. Usually T ∗ is highest for the underdoped domain,
and is equal to Tc at optimally doping. At Tc the gap smoothly evolves into
the superconducting gap. However, the suppression of spectral weight has been
reported on different energy scales. When spin excitations are probed (e.g. with
NMR or neutron scattering), the gap appears to be smaller in comparison to ex-
periments which probe charge excitations, like tunneling and optical conductivity
experiments [40].
Antiferromagnetic fluctuations are also important for the pseudo gap, and for the
other phases, although the long range af order is quickly destroyed by hole doping.
The term ”antiferromagnetic fluctuations” means the appearance of af ordered
spins at finite arrays of the lattice and finite time scales [36]. The spin-spin
correlation length for these fluctuations has been derived from neutron scattering
results from the width of the peak at the af wavevector Q = (π, π) [43]. In LSCO,
the correlation length is approx. 10 Å. Interestingly, for LSCO this peaks splits
into four incommensurate peaks for doping levels x ≥ 0.05 [44], see also Section
5.1.1. It has been proposed that this incommensurable splitting in LSCO is due
to a formation of a spin density wave [45].
The term ”anomalous metal” usually refers to the anomalous transport prop-
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erties of doped cuprates with respect to the behavior expected for a Fermi liquid.
First of all, the resistivity is anisotropic for all dopings. It is higher perpendicular
to the planes (along the c-axis) than in the ab-plane. In the plane, the resistivity
for optimally doped samples shows a linear T dependence over a wide tempera-
ture range [46] that is similar to a metal, although HTSCs are poor conductors in
the normal state compared to conventional metals. The Hall coefficient and the
thermopower behave anomalous, too, i.e. not in accordance with a Fermi liquid
picture [31, 46].
Fermi liquid/normal metal
In the overdoped domain the cuprates approach a more conventional behavior.
The temperature dependence of the resistivity becomes more quadratic [47] that
is Fermi liquid like, and thermopower and Hall coefficient loose their anomalous
components [31, 46].
However, Landau’s Fermi liquid theory describes the behavior of correlated fermions
in the zero temperature limit [31, 48]. Non-interacting degenerate fermions move
independently, quantities such as Fermi energy and Fermi surface are well de-
fined, and excitations are equivalent to particles (e.g. exciting electrons). In an
interacting system, excitations are called quasiparticles. Fermi momentum and
energy still exist, and the volume of the Fermi surface is unchanged, but the
discontinuity in the momentum distribution function is reduced by a renormal-
ization factor. Fermi liquid theory can be extended to almost all metals, and also
to strongly interacting heavy fermions. On the contrary, in optimally and under-
doped HTSCs, the on-site Coulomb interaction between the Cu 3d electrons is
too strong so that the Fermi liquid theory breaks down. Thus, the Fermi liquid
theory has been extended to the marginal Fermi liquid [36], and the antiferro-
magnetic Fermi liquid [49, 50] that has been used to describe NMR relaxation
data. For a more detailed description of Fermi liquid theory and its extentions,
the interested reader is referred to the literature, e.g. [4, 31, 35, 36, 48–50].
4.1.4 Suppression of superconductivity in the LTT phase
The suppression of superconductivity in rare earth co-doped La2−xSrxCuO4 seems
to be closely related to the occurrence of the LTT phase, and to the tilt angle
of the CuO6 octahedra. Detailed studies of the LTT phase in Nd doped com-
pounds [2, 51] revealed that bulk superconductivity is only suppressed when the
tilt angle in the LTT phase exceeds approximately 3.6◦. Although the tilt angle
is only slightly smaller in the LTO phase [2], superconductivity is not suppressed
here, indicating that the tilt pattern of the CuO2 planes (Fig. 4.2) is crucial for
the suppression of superconductivity. However, the tilt angle in the LTT phase
can be controlled by the rare earth content [51]. Usually 40 % Nd, or 20 % Eu is
sufficient to suppress bulk superconductivity. On the contrary, applying external
pressure on rare earth co-doped LSCO [52–54] (see also section 5.2) reduces the
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Figure 4.6: Resistivity in
La1.8−xEu0.2SrxCuO4 for various
Sr concentrations normalized to
the values above the structural
phase transition from LTO to
LTT. The inset shows the re-
sistivity on a logarithmic scale.
From [55].
tilt angle again. This leads to a recovery of the superconducting phase, and to
a reduction of the transition temperature to the LTT phase. These studies show
that there can be superconductivity in the LTT phase, when the tilt angle falls
below a critical value.
However, one speaks about bulk superconductivity, when the superconducting
properties of the rare earth co-doped compounds differ only a little from those
of the undoped compound. The transition temperature may be slightly reduced,
but the transition is not broadened, and measurements of the Meißner field ex-
pulsion show that superconductivity takes place in the whole sample volume. In
contrast, in compounds with a Nd and Eu content of 0.4 and 0.2, respectively,
superconductivity is suppressed. This means that the diamagnetic signal does
not come from the whole sample volume, the transition is drastically broadened,
and the transition temperature is below 10 K for a Sr content of x ≈ 0.12 [33].
Furthermore, the resistivity in the LTT phase shows a semiconducting-like up-
turn with decreasing temperature, before it decreases due to superconducting
fractions of the sample volume (Fig. 4.6). Surprisingly, the upturn of the resistiv-
ity is minimum for a Sr concentration of x = 0.12. This Sr concentration seems
to be closely related to the so called stripe order that will be discussed in the
next section. For a more detailed study of the resistivity, and also of the Hall
coefficient that shows anomalous behavior for around 1/8th doping, too, see [46].
40 4. We are the Cuprates
Figure 4.7: Sketch of a stripe order as derived from neutron scattering experi-
ments in La1.6−xNd0.4SrxCuO4 with x = 1/8. The magnetic unit cell is signified
with a line. Only Cu-sites are considered. From [56].
4.1.5 Stripe order in the LTT phase
Along with the upturn of the resistivity in the LTT phase occurs a short range
magnetic order that is mostly referred to as a spin and charge stripe order. Neu-
tron scattering experiments in La1.6−xNd0.4SrxCuO4 have shown that the stripe
arrangement mimics, to some extent, the symmetry of the tilt pattern of the
LTT phase. Tranquada et al. [56, 57] have found an incommensurable magnetic
super structure and additional super lattice peaks that are caused by minimal
distortions of the lattice at those positions, where the holes seem to localize. A
schematic picture of this stripe order is shown in Fig. 4.7. In this stripe picture,
af ordered, hole free regions are separated by hole rich, quasi one-dimensional
stripes. These stripes act like domain walls, i.e. the phase of the af ordered
regions changes its sign. The hole concentration within a charge stripe is exactly
0.5 per Cu atom at a hole doping of x = 1/8. The magnetic super-structure
as well as the charge super-structure has a quadrupled period compared to the
lattice or a simple af order.
In particular, magnetic peaks at QAF ± (ε, 0, 0) and ±(0, ε, 0) and charge-order
peaks relative to the fundamental peaks of the lattice at ±(2ε, 0, 0) and ±(0, 2ε, 0)
have been found. The parameter ε is a measure of the splitting of the correspond-
ing magnetic and structural fundamental peaks. The magnetic fundamental peak
has been chosen to be at the position QAF = (
1
2
, 1
2
, l) of the magnetic peak of
the long range af order in the parent compound La2CuO4. The peaks are found
along (1
2
, 1
2
+ q, l) and along ( 1
2
+ q, 1
2
, l), indicating that the stripe order has to
change in adjacent planes about 90◦. This does not seem to be surprising, since
the tilt pattern of the CuO6 octahedra in the LTT phase also causes a change of
the buckling along the a-axis in one plane, and along the b-axis in the adjacent
one. This supports the evidence for a charge stripe order that is pinned by the
buckling of the CuO2 planes in rare earth co-doped La2−xSrxCuO4 .
Fig. 4.8 shows the temperature dependence of the charge and spin order su-
per lattice peaks in La1.48Nd0.4Sr0.12CuO4. Also shown is the peak that marks
the LTO-LTT transition at TLT ≈ 70 K. The charge peaks directly follow the
structural phase transition, whereas the magnetic peaks follow at Tmag ≈ 50
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Figure 4.8: Upper panel: temperature dependence of the magnetic and charge
super lattice peaks in La1.48Nd0.4Sr0.12CuO4, normalized to the intensity at 11 K.
(◦) magnetic peaks, (¤) peaks attributed to the charge order, (M) [100] peak of
the lattice that is allowed only in the LTT phase. From [56]. Lower panel: tem-
perature dependence of the magnetic peak for different dopings of x = 0.12, 0.15
and 0.20. Clearly, the peak for 1/8th doping occurs at the highest temperature.
From [45].
K. Both peaks gain intensity with lowering the temperature. Similar results in
La1.6−xNd0.4SrxCuO4 have been found for Sr contents of x = 0.1, 0.15 and 0.2 [45],
although charge peaks have only been found in samples with x = 0.1 and 0.15.
Magnetic peaks have been found in all samples, emerging for x = 0.20 at lower
temperatures (see right panel of Fig. 4.8). In La1.8−xEu0.2SrxCuO4 only magnetic
super lattice peaks have been observed [58]. Here, the Eu absorbs a great fraction
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Figure 4.9: Phase diagram of La1.8−xEu0.2SrxCuO4 as derived from µSR. From
H.-H. Klauss [61].
of the neutrons, making the observation of the already small peaks difficult. On
the contrary, in La2−xSrxCuO4 only inelastic neutron scattering peaks have been
found [44, 59, 60], but these are at the same positions as the elastic peaks found
in La1.48Nd0.4Sr0.12CuO4. It has been suspected that these peaks correspond to
fluctuating stripes, and that the stripes in La1.6−xNd0.4SrxCuO4 are pinned be-
cause of the different buckling pattern of the CuO2 planes. In fact, there are
inequivalent bindings in the LTT phase due to the rotated tilt angle, whereas all
bindings are the same in the LTO phase. It is possible that the holes prefer the
straight bindings in the LTT phase instead of the twisted bindings, and therefore
the fluctuations slow down and the stripes are pinned. This is also consistent
with the dependency of superconductivity in the LTT phase of the amplitude of
the tilt angle. The smaller the tilt angle, the higher the transition temperature of
superconductivity, and the smaller should be the pinning potential for stripes. In
this picture, the existence of a critical tilt angle, below which superconductivity
sets in, is also plausible.
However, the slowing of magnetic fluctuations in the LTT phase has been ex-
tensively studied by microscopic methods like NMR and NQR (see next chap-
ters), muon spin resonance, µSR [61], electron spin resonance, ESR [62, 63], and
Mößbauer spectroscopy [64, 65]. All these studies provide evidence that the fluc-
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tuations of the Cu magnetic moments slow down with temperature and a short
range antiferromagnetic order evolves at low temperatures. This order is believed
to take place in the hole poor regions between the charge stripes. The results
of muon spectroscopy in La1.8−xEu0.2SrxCuO4 from H.-H. Klauß et al. [61] for
different Sr contents x are summarized in Fig. 4.9. This figure contains the mag-
netic transition temperatures as well as structural transition temperatures. The
structural transition temperatures have been determined with x-ray diffractome-
try [3]. There are three structural phases, namely the HTT-, the LTO- and the
LTT-phase. The transition temperature, TLT from LTO to LTT does not change
significantly with Sr content, whereas the tilt angle φ of the octahedra decreases
with increasing Sr content x so that a superconducting phase is recovered for
x > 0.20. For all Sr contents, TLT & 125 K.
At low Sr doping a strong suppression of the long range af order is observed, as in
the LTO phase of superconducting LSCO. Surprisingly, the af order temperature
increases again with increasing Sr content at around x = 0.05, and reaches a
maximum at around x = 0.125, and hereafter decreases again. The doping de-
pendence of the transition temperature to the af ordered domain, TN in LESCO
resembles very much the doping dependence of the superconducting transition
temperature Tc in LSCO that is shown in Fig. 4.5. Note, that the two af phases
in LESCO, namely the one at low doping and the one at higher Sr content, must
be qualitatively different. The af order at low Sr dopings is destroyed by hole
motion, whereas the af order at higher Sr dopings emerges in spite of many holes
in the CuO2 planes. Probably, the similarities of the transition temperatures in
LESCO and LSCO point towards a connection of superconductivity and stripes.
This is may be also supported by the results of inelastic neutron scattering in
LSCO as described above, that are interpreted as dynamic stripes. May be the
stripes are pinned in the LTT phase, and therefore a magnetic order can emerge,
or they are dynamic in the LTO phase, and are somehow connected with super-
conductivity. Therefore, it seems to be possible to switch from an af ordered
ground state to a superconducting ground state by minimal changes of the lattice
parameters, more precisely by changing the tilt angle and direction of the CuO6
octahedra, and thereby the buckling of the CuO2 planes.
In this context it is interesting to note that charge and spin stripes have been
observed also in other transition metal oxides, like nickelates [66, 67] and man-
ganites [68, 69]. Especially in nickelates the stripe order shows some similarities
to the stripe order in cuprates. In fact, the stripes in nickelates have been ob-
served earlier than in cuprates, and are commonly accepted in these compounds.
All these systems are doped antiferromagnets with strongly correlated electrons,
so the analogy is quite precise. The interplay between a short ranged attraction
and a long range repulsion between the electrons in these systems seems to give
rise to nano-scale phase separation that possibly appears as a stripe order.
The formation of stripes has therefore been often discussed in theoretical stud-
ies [4, 70–73]. However, the undoped state of all cuprate superconductors are
strongly insulating antiferromagnets. This state is well described by the t-J
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Figure 4.10: Frustration of one hole’s motion in an antiferromagnet. As the hole
hops, it leaves behind a string of frustrated bonds designated here by dashed
lines. From [4]
model, but doping the antiferromagnet complicates theoretical considerations so
much that even theoretical reviews cannot cursorily review what is known about
it [4]. Therefore, I will limit the following part to the main ideas. For a review of
stripes see [74], and [4]. The motion of one (or few) hole in an antiferromagnet is
highly frustrated, because every time a hole hops from one site to the next one,
it flips a spin, and leaves behind a string of frustrated bonds. This is illustrated
in Fig. 4.10. The af order is quickly destroyed by the motion of holes. This is
also manifested in the phase diagrams of LSCO and LESCO (see above). If there
would be no Coulomb interaction between the holes, then a phase separation
would immediately occur at temperatures that are below the af exchange cou-
pling constant J to recover the af order [4]. In LSCO, J ≈ 1500 K. On the other
hand, if there is a Coulomb repulsion between the charge carriers, a full phase
separation is impossible because of the infinite Coulomb energy density it would
entail [4]. Thus, there is a competition between the short range tendency to phase
separation, and the long range piece of Coulomb interaction [4]. The compromise
solution to this second level of frustration results in an emergent length scale [75]
- a crossover between phase separation on short length scales, and the required
homogeneity on long length scales [4]. Depending upon microscopic details, many
solutions are possible [76] which are inhomogeneous on intermediate length scales,
such as checkerboard patterns, stripes, bubbles, or others.
Besides the site-ordered stripes that are consistent with the results of neutron
scattering in La1.6−xNd0.4SrxCuO4 (see Fig. 4.7), also bond-ordered stripes have
been suggested [71]. A comparison of these two stripe orders is shown in Fig.
4.11. The bond-ordered stripes look like two leg ladders, whereas the site-ordered
stripes resemble a three leg ladder. This may link the spin physics of the stripe
phase to that of coupled spin ladders [71]. More recently, bond-ordered stripes
attracted more attention also in connection with neutron scattering results [77],
and their theoretical explanation [78, 79]. It was shown that the magnetic exci-
tations of stripe-ordered La2−xBaxCuO4 have a quantum nature at high energies
that are similar to excitations in a two leg ladder, though they are spin-wave like
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Figure 4.11: Schematic distinction between site-ordered (a) and bond-ordered (b)
stripes. From [71]
at the lowest energies.
The resemblance of magnetic excitations in stripe ordered cuprates with those
in two leg ladders is in particular remarkable, since experimental results of spin
probes like NMR reveal many similarities between 1D two leg ladder systems
and 2D HTSC, too. These similarities will be presented in Chapter 6 and 7.
The next section introduces the basic properties of the spin ladder compound
(Sr,La,Ca)14Cu24O41 .
4.2 Quasi one dimensional cuprates: the spin ladder
compounds
(Sr,La,Ca)14Cu24O41 is a layered cuprate which has almost the same electronic
configuration as its superconducting cousins, that is they are charge transfer in-
sulators, copper is in a 3d9 configuration in the undoped case, and the spins are
localized at the copper site and interact through the 180◦ superexchange that
includes the oxygen atoms in between the coppers. The only difference is the
crystal structure. Whereas the superconductors have layered 2D copper oxygen
planes, (Sr,La,Ca)14Cu24O41 contains quasi 1D spin ladders of copper and oxy-
gen, and 1D spin chains. These substructures are layered, with Sr, Ca, or La
atoms in between. Here, only the spin ladders will be discussed, because their
physical properties are closer related to HTSCs than the ones of spin chains. A
more complete overview of spin ladder compounds can be found in [33, 34, 80, 81].
A schematic picture of these ladders is shown in Fig. 4.12.
The spin ladder compounds can be doped with holes in a similar way than
HTSCs. The experimentally determined number of holes in the ladders varies
according to different measurements. Nücker et al. found in a NEXAFS study
that there are approximately 0.02 holes per Cu site in the ladders of the par-
ent compound Sr14Cu24O41 [82]. The chains contain maximal 0.6 holes per Cu
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Figure 4.12: Spin ladder substructure of (Sr,La,Ca)14Cu24O41 . J and J
′ are the
af exchange couplings along the legs and the rungs of the ladder, respectively.
site. Doping with isovalent Ca (Sr and Ca are 2+) induces a charge transfer of
holes from the chains to the ladders. Therefore, Sr2Ca12Cu24O41 contains approx-
imately 0.08 holes per Cu in the ladders [82]. On the other hand, Osafune et al.
derived a higher hole concentration in the ladders in their study of the optical
conductivity [83] that is consistent with 17O NMR data from Thurber et al. [84].
They found approx. 0.06 holes per Cu for Sr14Cu24O41 and approx. 0.20 holes
per Cu for Sr2Ca12Cu24O41, i.e. more holes than there are in the CuO2 planes
of optimally doped LSCO (0.15 holes per Cu). Doping with trivalent La reduces
the number of holes in the whole compound. La6Ca8Cu24O41 is supposed to have
no holes in the ladders.
The highly Ca doped compounds are superconducting only under high pressure,
although the nominal hole content is as high as in HTSCs. Uehara et al. found
Tc = 12K at 3 GPa in Sr0.4Ca13.6Cu24O41.8 [85], and Nagata et al. found Tc = 9K
at 4.5 GPa in Sr2.5Ca11.5Cu24O41 [86]. Thereby it is not clear whether the pres-
sure further increases the number of holes in the ladders, or the pressure changes
the lattice so that a possible localization of holes in the ladders is lifted. The lat-
ter case would be similar to the effect of pressure on La1.65Eu0.2Sr0.15CuO4 [52],
where superconductivity is restored with Tc > 30 K at a pressure of 2.5 GPa, and
the transition temperature to the LTT phase as well as the freezing temperature
of the spin fluctuations are reduced (see also Fig. 5.8 in Chapter 5).
Let me now turn to the magnetic properties of the spin ladders. As indicated
in Fig. 4.12, there is an af superexchange, J , along the legs, and J ′ along the
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rungs of the ladders. J and J ′ are of the same order than the exchange constant
J in La2CuO4, that is J ≈ 1500 K, although there are some slight deviations in
literature [33]. A 1D spin system is not long range ordered. If J along the legs
is zero, the spins on each rung form singlets (S=0). A magnetic excitation to a
triplet state (S=1) costs in this case the energy J ′. This is the energy of the spin
gap ∆ between the ground state and the first excited state. The situation does
not change much when a coupling along the legs (J) is turned on. Neutron scat-
tering determined a spin gap in (Sr,La,Ca)14Cu24O41 on the order of ∆ ≈ 420
K [87]. NMR results reveal somewhat higher values (see Chapter 6). Since hole
doping destroys a singlet, it has been suspected that the holes form pairs, too,
what minimizes the number of destroyed singlets. Theory as well as experiments
came to different results regarding the doping dependence of the spin gap (see
also Chapter 6 for details).
I would like to end this chapter with a citation of Carlson and coworkers [4] that
underlines the importance of spin ladder compounds for understanding HTSC’s.
They argue :”We believe this is an important, paradigmatic system for under-
standing the physics of high temperature superconductivity. [...] The fact that
even the undoped (insulating) ladder has a spin gap can be interpreted as a form
of incipient superconducting pairing. Where that gap is large, i.e. a substantial
fraction of the exchange energy, J, it is reasonable to hope that doping it will lead
to a conducting state which inherits from the parent insulating state this large
gap, now directly interpretable as a pairing gap.”
5 NMR in HTSC
It’s not the purpose of this chapter to cover all aspects of NMR and NQR in
HTSC. Instead a brief introduction should be given, and some interesting results
will be highlighted that deal with similar results as presented in the following
chapters of this thesis.
5.1 Couplings of the magnetic hyperfine field
The magnetic hyperfine shift (MHS) depends on the coupling of the nucleus to
the surrounding electron spins, in particular the electrons of the Cu dx2−y2- and
oxygen p-orbitals of the CuO2 planes that determine the electronic properties
of HTSCs. The couplings of the out of plane atoms (La, Sr, etc.) will not be
discussed here. As described in Chapter 4, the CuO2-planes consist of Cu
2+ ions
that carry a spin, and holes that delocalize onto the four oxygen sites surrounding
a Cu2+ ion, and form a local singlet (Zhang-Rice singlet) with the Cu spin. This
singlet can move through the lattice of Cu2+ ions in a similar way as a hole, i.e.
a missing spin, in a simple square Cu2+ ion lattice [9]. It was presumed that
most of the spin polarization was carried by the copper sites in the cuprates,
i.e. that the copper spins are solely contributing to the magnetic hyperfine field.
This implies that there cannot be a contribution of the hole spin in the oxygen
p-orbitals. Therefore, one speaks about the single spin fluid in agreement with
the t-J model (see Chapter 4). The Hamiltonian for the hyperfine coupling in
the single spin fluid has been introduced by Mila and Rice [88], and Shastry later
expanded the model to include hyperfine coupling to the oxygen [89]. For the
copper nuclei in the CuO2 plane, there are two contributions to the hyperfine
interaction, namely A for the on-site interaction of an electron in the dx2−y2-
orbital, and a transferred hyperfine interaction B caused by the electron spins
in the dx2−y2-orbitals of the four neighboring copper atoms. Whereas the on-
site hyperfine interaction tensor A is anisotropic, reflecting the symmetry of the
dx2−y2-orbital, the transferred hyperfine interaction tensor B is expected to be
isotropic [9, 18], i.e. B = B . The Hamiltonian of the hyperfine interaction at
the copper site can now be expressed as [88]
63Hmhf =63 γ~I ·
(
A0S0 +
4
∑
i=1
B · Si
)
, (5.1)
where the index 0 refers to the on-site Cu, and i = 1-4 to the four next neighbors
of the Cu. Si is the single component of the electronic spin system which resides
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principally on the Cu site.
To analyze the Knight shift, the determination of the sum of all hyperfine in-
teraction contributions to a particular nuclear site is important. In case of the
planar copper, there are three quantities to determine: Ac, Aab and B, although
experimentally, only Ac + 4B and Aab + 4B can be obtained, where a, b, and c
are the crystal axes. The Hamiltonian of the total hyperfine interaction at the
oxygen can be written as [89]
17Hmhf =17 γ~I ·
2
∑
i=1
Ci · Si, (5.2)
where C is the anisotropic hyperfine interaction tensor at the oxygen site that
couples the single component of the electronic spin from the Cu, S i to the oxygen
nucleus. Disregarding the single spin fluid picture, there are three possible con-
tributions to the oxygen MHS: one proportional to the polarization of the O(2p)
orbitals by hybridization with the Cu orbitals that would be the only tempera-
ture dependent contribution in the single spin fluid picture, one proportional to
the susceptibility of some O(2p) band that would be the hole contribution to the
MHS that is neglected in the single spin fluid, and a temperature independent
orbital contribution [9].
Figure 5.1 shows the in-plane hyperfine interactions of Cu and O, namely the
on-site A and the transferred B and C, in the planes of a HTSC in the Mila-
Rice picture. Since 17O NMR results in spin ladder cuprates bear analogy to
the superconductors, there is also shown the hyperfine interaction for a two-leg
spin ladder. In this compound, the hyperfine interaction slightly differs from the
CuO2 planes for the oxygen, resulting in two different oxygen sites, O(1) and
O(2) that can be resolved by NMR. The hyperfine interaction F at the rung site
(O(2)) is basically the same as C in the CuO2 planes. For the leg site, there is
an additional coupling D from the neighboring ladder. The hyperfine interaction
for Cu is the same as for the CuO2 planes, and the single spin fluid is commonly
accepted in this compound, as well [90, 91].
In principle, the hyperfine interactions could be obtained from quantum chemical
and band structure calculations. However, single electron theories are certainly
insufficient for obtaining quantitative results, at best they can provide an order of
magnitude [1]. An experimental alternative is to compare the observed hyperfine
interactions with model compounds. For 63Cu, e.g., the values for A were derived
from the undoped, antiferromagnetic state of the CuO2 plane [18]. Another pos-
sibility is to measure both, the Knight shift and the macroscopic susceptibility,
and to plot them with temperature as an implicit parameter. This is more accu-
rate in compounds, where the susceptibility is strongly temperature dependent,
such as in the underdoped compounds [9], and in LSCO [92]. Here, the diamag-
netic susceptibility from the core electrons in La and Sr ions must be subtracted
from the raw data of the macroscopic susceptibility. Ishida et al. [93] derive
values that are very close to those in YBa2Cu3O7−y and YBa2Cu4O8 namely
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Figure 5.1: Left figure: On-site (A) and transferred (B,C) hyperfine interactions
of Cu and O in the CuO2 plane of (La,Eu, Sr)2CuO4 in the single spin fluid
picture. Right figure: The on-site and transferred hyperfine interactions at the
copper are the same in the ladders of (Sr,La,Ca)14Cu24O41 as in the CuO2 planes,
and are therefore not shown. The hyperfine interaction for the oxygen differs,
resulting in two distinct oxygen sites, O(1) and O(2), in the ladders. The right
figure was reproduced from Imai et al. [90].
Aab(Cu)=189 kOe/µB and C(O)=129 kOe/µB. In LESCO these values should
not deviate from those in LSCO and YBCO, i.e. there appears no appreciable
change in the static local character in the CuO2 plane between LSCO, LESCO
and YBCO. Note, however, that for commensurate af fluctuations the hyperfine
field of the Cu spins cancels at the oxygen.
5.1.1 Experimental evidence for the single spin fluid (and
evidence against it)
Introducing holes into the CuO2 planes as Zhang Rice singlets (ZRS) makes need
of a second band (the O(2p) band) that, according to Emery and Reiter [37], im-
plies the existence of a second spin degree of freedom related to the holes in the
oxygen p-orbitals that cannot be accounted within the framework of the single
band t-J model. On the other hand Takigawa and coworkers [16] claimed that
the O-hole spin degrees of freedom are exhausted by the formation of the ZR
singlet, and do not contribute to the susceptibility. Furthermore there are sev-
eral experimental publications that support the single spin fluid picture. Alloul
et al. [94] reported a linear scaling of the MHS of yttrium to the macroscopic
susceptibility. Since the main coupling of the yttrium to the susceptibility of the
CuO2 plane occurs through a polarization of the oxygen orbitals, they argued
that there cannot be a contribution of the oxygen hole spins to the susceptibility,
otherwise the macroscopic susceptibility and the yttrium shift would not scale
linearly. Moreover, several measurements of the anisotropic part of the MHS
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Figure 5.2: Various components of the Cu and O magnetic hyperfine shift tensors
in YBa2Cu3O6.63 . From Takigawa et al. [16].
at the oxygen sites in YBa2Cu3O7 [95–97], which is directly related to the spin
polarization of the O(2p) orbitals, have shown that most of the total spin polar-
ization was carried by the copper sites in this compound [9]. Finally, Takigawa et
al. have measured various components of the Cu and O MHS in YBa2Cu3O6.63
[16], and found that they have all the same temperature dependence. This result
is shown in Fig. 5.2. The same temperature dependence of the MHS on all nu-
clear sites coupled to the Cu spin polarization was observed in YBa2Cu4O8 [98]
and La2−xSrxCuO4 [93], too. Although this behavior by itself does not exclude a
temperature independent susceptibility due to an O(2p) band [9]. The validity of
the single spin fluid thus relies on the precise knowledge of the constant orbital
shifts of oxygen and copper nuclei. For the oxygen in YBa2Cu3O6.63 , Takigawa
et al. [16] conclude that χholes is negligible, although some deviation from this
equality seems to occur. However, it is difficult to determine the absolute values
in the superconducting state due to the finite magnetization in the mixed state
and changes in the lineshape and peak position due to the presence of a vortex
lattice [18].
As we will see in Chapter 6 the Knight shift in LESCO, where superconductivity
is suppressed, coincides with that of LSCO, although there is strong evidence
that the hole rich oxygen is wiped out at low T in LESCO, suggesting that the
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Figure 5.3: The q-dependence of the hyperfine form factors for 63Cu and 17O
derived from the Shastry-Mila-Rice Hamiltonian. From Slichter et al. [99].
only contribution to the 17O Knight shift comes from the Cu spins.
Form factors and spin lattice relaxation
Whereas the Knight shift K (or MHS) is a measure of the static susceptibility
χ(q = 0) at zero wavevector q, the spin lattice relaxation rate measures the imag-
inary part of the complex dynamic susceptibility χ(q, ω) = χ′(q, ω) + iχ′′(q, ω)
over the whole Brillouin zone, i.e. from q=0 to q = QAF = (π/a, π/a), which
is the antiferromagnetic wavevector of the undoped parent compound [9]. In
cuprates, the hyperfine coupling of the nucleus depends on q, i.e. not all fluctu-
ations of the electron spins with arbitrary wavevector q can cause a nuclear spin
to flip. Form factors, given by the Fourier transforms of the real space hyperfine
couplings, come into the expression for the spin lattice relaxation. These act to
filter spin fluctuations at certain wavevectors. For example, for oxygen, fluctua-
tions at QAF = (π/a, π/a) are filtered out by the form factor. The form factors
for Cu and O are given by [99]
63Fc(q) = [Ac + 2B(cos qxa+ cos qyb)]
2 (5.3)
17Fα(q) = 2C
2
αα[1 + (cos qxa+ cos qyb)/2] (5.4)
Clearly, for q = QAF ,
17Fα is zero, whereas
63Fc presents a maximum (see Fig.
5.3). Note, that the form factor also depends on the orientation of the applied
magnetic field. Assuming there are af fluctuations still present in the metallic
phase of hole doped La2−xSrxCuO4 , they will strongly drive the copper spin lat-
tice relaxation, but their contribution will be attenuated at the oxygen site [9].
It is therefore not surprising that the copper and oxygen nuclei of cuprate super-
conductors show a completely different temperature dependence of the nuclear
spin lattice relaxation, and that this observation is quite general for all studied
compounds. In fact, the spin lattice relaxation and the Knight shift in cuprates
are anomalous in several respects in comparison with ordinary superconducting
metals. One of these is the spin gap effect, which will be discussed in the next
section.
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Since the oxygen nucleus is less sensitive for af fluctuations, it can be used to test
for the Korringa relation ship K2T1T =const [100]. As already mentioned, in a
metal, the Knight shift is caused by a polarization of the spins of the conduction
electrons. But these electrons can also be scattered at the nuclear spin, causing
a simultaneous flip of the electron spin and the nuclear spin, i.e. a transition in
the system of nuclear spins that relaxes with the time constant T1. The exchange
energy of this process is small (∆E = ~(ωL(nucleus) − ωL(electron))), and
therefore only electrons at the Fermi level can participate in this process. Hence,
the Korringa relation would be valid in the normal state of HTSC’s, when this is
Fermi liquid like. This has been often questioned. For a quantitative comparison
between the spin part of the MHS tensor and the nuclear spin lattice relaxation
rate, i.e. to confirm the Korringa relation, a precise knowledge of the orbital
shift of the oxygen is again necessary [9], as it was necessary to prove the single
spin fluid in the previous section. It is therefore not surprising that there are
some ambiguities in confirming the Korringa relation in HTSC’s. For a review
see [9]. Other results that question the single spin fluid are the anisotropy of
the hyperfine coupling constant at Y sites in YBa2Cu3O6.63 [101], and a different
T -dependence of the Y and O relaxation rates by the same authors.
Further doubts on the reliability of the single spin fluid came from Walstedt et
al. [102]. They concluded from echo-decay data of 63,65Cu and 17O which they
compare with calculated waveforms of time fluctuations of coupled neighbor spins
”that the excitations which provide the 17O NMR shift and relaxation are sep-
arate and distinct from those associated with spin fluctuations on the copper
sites”. Furthermore, they argued that neutron scattering results for LSCO do
not show a peak at the af wavevector q = (π, π), but instead four well resolved
incommensurate peaks with an incommensurability δ (see e.g. [44]). This in-
commensurability is large enough so that it should not only drive the copper
relaxation, but also the oxygen relaxation which is usually not enhanced by af
fluctuations at q = (π, π). However, such an enhancement is not observed, and it
was concluded ”that the oxygen relaxation is dominated by some other agency,
i.e., excitations not involving the Cu d states”.
5.1.2 The spin- or spin pseudo- (or pseudo spin-) or pseudo
gap
One of the most remarkable phenomena observed in HTSC cuprates is the opening
of a pseudo gap above the superconducting transition temperature Tc in excita-
tions of charge as well as spin [103]. The term spin pseudo gap usually refers to a
loss of spectral weight of the low energy spin excitations, and is therefore observ-
able using NMR as well as (inelastic) neutron scattering. Neutron scattering has
an advantage over NMR because it can measure spin excitations directly, whereas
NMR makes use of the statistical population of spin excitations as a function of
temperature. Spin gap behavior can be observed in both the temperature depen-
dence of the spin part of the Knight shift Ks and the spin lattice relaxation rate
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T−11 , often plotted as (T1T )
−1 versus T .
In the Fermi liquid picture, both Ks and (T1T )
−1 are constant in the normal
state of a BCS superconductor (Korringa relation, see above). Below Tc, Ks(T )
declines monotonically and approaches zero with zero slope, while (T1T )
−1 rises
abruptly by a factor.2 and then declines asymptotically as exp(−∆/kBT ), where
2∆ is the uniform superconducting gap energy [104] (see Fig. 5.4(a)). This was
first observed by Hebel and Slichter [105], and provided important evidence for
the correctness of BCS theory. The peak in (T1T )
−1 in BCS superconductors is
therefore often called the Hebel-Slichter peak.
In contrast, Ks and (T1T )
−1 of Cu and O in cuprates behave completely dif-
ferent. Ks probes the static spin susceptibility χ(q = 0) of the CuO2 plane at
zero wavevector, and as the low energy spin excitations are suppressed by the
pseudo gap, Ks decreases already above Tc, as can be seen in Fig. 5.4(b). On
the other hand (T1T )
−1 probes the low energy spin fluctuations in q-space. The
q-dependent form factor of the oxygen is close to zero for commensurate af fluc-
tuations, i.e. for fluctuations centered on q = (π/a, π/a) (see previous section).
Therefore, these fluctuations are greatly suppressed at the oxygen, and (T1T )
−1
of the oxygen follows the run of the Knight shift [104].
The situation is somewhat different for the Cu nuclei. Strong enhancements of
T−11 for the planar Cu sites reflects enhancement of χ
′′(q, ω) for q 6= 0. Antiferro-
magnetic exchange provides a source for q dependent enhancement, since it leads
to magnetic fluctuation peaks in χ′′(q, ω) near q = (π/a, π/a), where the form
factor for Cu is maximal. For the Cu sites, (T1T )
−1 scales with Ks(T ) at low
temperatures, but falls away starting at some point above Tc [104], as is shown
in Fig. 5.4(b).
Whereas there is clear evidence for a spin pseudo gap in underdoped YBCO and
other underdoped double layer cuprates in both 63Cu NMR and inelastic neu-
tron scattering results ([9] and references therein), the situation was somewhat
ambiguous in LSCO. Ks and
17T1 provided evidence for a gap at q = 0, but
evidence for the opening of a pseudo gap at Qaf has been elusive for a long time
in 63Cu NMR as well as in neutron scattering data. In 2003, Lee et al. discov-
ered the signature of a spin pseudo gap in the excitation spectrum above Tc for
slightly overdoped La2−xSrxCuO4 with x = 0.18 with inelastic neutron scatter-
ing, and a gap like structure at somewhat lower temperatures for x = 0.15 and
x = 0.20 [103]. In 1997 Yasuoka found evidence for a pseudo gap in La2−xSrxCuO4
for x=0.12, measured by 63Cu NQR [106]. Finally, in 2004, Itoh et al. reported
pseudo gap behavior obtained from 63Cu NMR in La2−xSrxCuO4 for x = 0.13 and
x = 0.18 [11]. On the contrary, all earlier measurements of 63T1 in LSCO revealed
no clear signatures of a pseudo gap [107–109]. However, one has to define the
cross-over temperature to the opening of the gap. As for the gap at q = Qaf ,
measured by 63Cu nuclear spin lattice relaxation, the cross-over temperature is
often denoted as T ∗ and is the temperature, at which (T1T )
−1 is maximum, or at
which T1T deviates from its linear T -dependence. Although T
∗ is usually higher
for low doped samples and coincides with Tc at optimally doping (e.g. Berthier
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Figure 5.4: (a) Knight shift Ks(T ) and relaxation T1T )
−1 behavior in a BCS
superconductor. (b) Shift and relaxation behavior of both in-plane Cu and O
sites for an extreme spin gap case. The O site behavior corresponds to the case
of strong, commensurate antiferromagnetic correlations. From [104].
et al. have found T ∗ = Tc =93 K for optimally doped YBa2Cu3O6.94 , and T
∗
=150 K in slightly underdoped YBCO with Tc=91 K [9]), it does not depend lin-
early on the hole concentration nh of the planes, but rather changes very rapidly
around optimally doping. In the overdoped regime, the pseudo gap seems to be
suppressed, suggesting that superconductivity competes with the pseudo gap in
the underdoped regime, and that there is another mechanism that reduces Tc in
the overdoped regime.
Itoh et al. [11] determined their T ∗ (denoted as Ts) in their recent
63Cu NQR
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study of La2−xSrxCuO4 as the temperature, where
63(T1T )
−1 takes a maximum
value. This is at Ts ≈ 130 K for x = 0.13, and at Ts = 90 K for x = 0.18. As the
temperature is further decreased, 63(T1T )
−1 takes a minimum at Tmin ≈ 90 K for
x = 0.13, and at Tmin ≈60 K for x = 0.18, and thereafter increases again down to
Tc. This upturn suggests the presence of a gapless mode in a homogeneous mag-
netic excitation, and therefore smears the pseudo gap [11]. Below Tc,
63(T1T )
−1
rapidly decreases due to the opening of the superconducting gap.
In contrast to these findings, Yasuoka argued already in 1997 that the pseudo
gap probably can not be detected in LSCO due to some microscopic randomness
in the electronic states of the CuO2 planes that gives rise to large inhomogeneous
broadening and makes it difficult to obtain the intrinsic relaxation process by
the conventional method of Inversion Recovery to measure T1 [106]. They have
therefore utilized the Stimulated Echo method, where the spin diffusion process
across the inhomogeneously broadened NQR spectra can be eliminated (for de-
tails see [106]). While their T−11 data for La2−xSrxCuO4 with x=0.12 shows Curie
Weiss behavior when measured with Inversion Recovery, their Stimulated Echo
data deviates from Curie Weiss behavior and shows clear spin gap behavior below
Ts = 180 K.
The cross-over temperature of the gap at q = 0 measured by the static suscep-
tibility (Knight shift of 17O and 89Y ) is mostly denoted as T0, and is known to
be the temperature, where the susceptibility χ0 starts to decrease. It usually
ranges from Tc at optimal doping to more than 400 K for underdoped samples,
and occurs also in overdoped samples [9]. It depends roughly linearly on the hole
concentration nh, and is mostly higher than T
∗ .
A somewhat different approach to determine the cross-over temperature to the
pseudo gap by means of NMR Knight shift measurements has been undertaken
by Mihailovic et al. [40]. They have taken Knight shift data obtained by 63Cu
and 17O NMR in YBa2Cu4O8 and
89Y NMR in YBa2Cu3O7−y , and fitted the
data to the gap function of the susceptibility. Since the spin shift Ks is directly
proportional to the local susceptibility at the observed nucleus, they postulate
Ks = Korb + AT
α exp[−∆/kBT ], (5.5)
where Korb is the value of Ks at zero temperature, namely the orbital shift, and
∆ is the value of the gap, corresponding to T0. α is either -1 or -1/2. It is im-
portant to note that this formula is essentially the same for the superconducting
pairing gap as well as a gap due to a singlet paired ground state that occurs
e.g. in a two leg spin ladder, where two spins at a time form a singlet on each
rung of the ladder, and where ∆ = J , the exchange coupling constant between
these two spins. This means that a pairing gap can not be distinguished from
a spin-flip gap on the basis of susceptibility measurements alone [40]. However,
their fits give good agreement with the data over a wide range of temperatures
and they obtain a gap of ∆ = 160 K for 17O, and ∆ = 225 K for 63Cu, both with
α = −1/2. Also, the 89Y Knight shift data in YBa2Cu3O7−y for different dopings
could be successfully fitted with the gap function, leading to a linear, inversely
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proportional dependence of the gap with hole doping, starting at ∆ ≈ 150 K for
optimal doping, and going up to 600 K for y = 0.6. By comparing their results
with gap values obtained by neutron scattering and quasiparticle relaxation mea-
surements, Mihailovic et al. conclude that the Knight shift measures a spin gap
rather than a pairing gap.
These findings are particularly interesting for the Knight shift results in LSCO
and LESCO which will be presented in Chapter 6. The decrease of the 17O Knight
shift will be explained in terms of a gap, possibly due to a charge-spin separation
into ladder like structures within the CuO2 planes, since ladders are known to
show spin gap behavior. A phase diagram containing the spin gap values ex-
tracted from the 17O Knight shift measurements in LSCO and LESCO will also
be shown in Chapter 6.
A whole bunch of more or less complicated phase diagrams has been drawn con-
taining the cross-over temperatures T ∗ and Ts, respectively , T0, of course Tc, and
sometimes also quantum critical points (a point where a zero temperature quan-
tum phase transition occurs). A thorough summary of these phase diagrams and
those determined by other methods or theoretical considerations can be found
in [35].
Several theoretical scenarios have sought to explain the origin of the low energy
spin gap and it’s possible relation to the high temperature superconductivity.
One explanation is that the Cooper pairs are pre-formed at T ∗ , but do not at-
tain long range coherence until Tc [110]. Others have claimed that the system
undergoes a phase transition at T ∗ where the order parameter is given by local
orbital currents in the CuO2 plaquettes [111–113]. Yet another class of theories
seeks to understand this phenomenon in terms of the onset of a spin density
wave [114]. Numerical studies of undoped spin-ladder compounds do indicate
spin gap behavior [115]. Clearly, any experimental results that provide insight
into the behavior of the spin gap phenomenon will put important constraints on
these theories.
5.2 Inhomogeneities as probed by means of NMR
Another interesting facet of the HTSC’s is the question of inhomogeneous doping
distributions in the CuO2 planes and their relation to superconductivity. There
has been (and still is) a long debate, whether the findings are interpreted as
stripes, checkerboard order or just random patches, but that there are inhomo-
geneities seems to be unquestionable. Evidence for inhomogeneities from other
experimental methods as well as theoretical considerations of inhomogeneous hole
doping was introduced in Chapter 4. As described there, neutron scattering found
evidence for the modulation of spin density in La1.6−xNd0.4SrxCuO4 that is ex-
pected in a stripe lattice [56], and Scanning Tunneling Microscopy (STM) found
an inhomogeneous doping distribution in Bi2Sr2CaCu2O8+x [116, 117] that is of-
ten compared with a checkerboard order.
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However, NMR is a local probe and therefore can distinguish nuclei that are lo-
cated in different surroundings with different electronic properties. NMR does
not require spatial coherence over tens of nm’s, like e.g. neutron scattering, hence
it is an ideal technique to probe the spatial inhomogeneity in the CuO2 planes. It
is therefore surprising that it took several years until the first proposal of spatial
modulations obtained by NMR [118–120].
The fact that NMR is a local probe makes it on the other hand difficult to dis-
tinguish whether there are random inhomogeneities or there is a long range order
with a particular wavevector like stripes or a checkerboard order. In the follow-
ing, several results of 17O, 63Cu, and 139La NMR and NQR in La2−xSrxCuO4 will
be discussed in detail.
5.2.1 17O NMR
The planar 17O probes simultaneously both the local spin structure through the
magnetic shift as well as the local hole doping in the oxygen p-orbitals through
the interaction with the EFG. It is therefore able to discern a spatial correla-
tion between the local spin and charge inhomogeneities. The 17O spectra of
La2−xSrxCuO4 [121–124] and also La1.8−xEu0.2SrxCuO4 , as we will see later, are
asymmetric with respect to the central line (n = 0), i.e. the shape of the satellites
for n < 0 differ from those for n > 0. Typically the satellite spectra (| n |> 0)
are broadened relative to the central line (n = 0) due to a distribution of the
EFG tensors. On the other hand a distribution of magnetic shifts K will broaden
each transition equally. If the magnetic and EFG distributions are correlated in
some fashion, then the asymmetric spectra evident in Fig. 5.5 will result. At
temperatures below T ≈ 40 K the asymmetry vanishes in both La2−xSrxCuO4
as well as Eu doped samples (see Chapter 7). To explain the asymmetry, Haase
et al. [123] assumed that the quadrupole splitting and the magnetic shift depend
linearly on a ”hidden” parameter h so that the position of the nth line is given
by:
νn = (1 +Kc,0)νref + nνc,0 + (M + nR)h, (5.6)
where νref is the resonance frequency of water, Kc,0 and νc,0 are the doping in-
dependent Knight shift and quadrupole frequency, respectively, with the crystal
c-axis parallel to the external magnetic field, n = (−2,−1, ....,+2) for the I = 5/2
17O nucleus, and R and M are first-order coefficients. R/M measures the degree
of correlation of Knight shift and quadrupole frequency. If both the local shift
and local EFG are distributed and correlated, then R/M ≈ 1 and the spectra
are asymmetric; whereas R/M À 1 indicates that they are independent of one
another, and the spectra are symmetric. The shape of the central line now deter-
mines the distribution function of h. The spectra were fit with this function and
the distribution of the EFG was predicted by that of the spin shift [123]. Since
the spin shift vanishes at lower temperatures (Kspin is the only temperature de-
pendent part of the total Knight shift), and also determines the broadening, the
asymmetry vanishes at low T. It was claimed that the charge modulation does not
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Figure 5.5: Total planar 17O spectra of La1.85Sr0.15CuO4 at 8.3 T for different
temperatures: (•) 300 K, (◦) 100 K, and at 40 and 20 K (lower panel). Clearly,
the asymmetry vanishes between 40 and 20 K. From [123].
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disappear at low temperatures. The correlated modulations of spin and charge
are discussed in terms of a consequence of any (glassy) stripe-like scenario if mo-
tional averaging is not complete. This implies static origin of the broadening at
high temperatures due to lattice inhomogeneities or trapped carriers.
The approach described above is of course only valid, if the Knight shift depends
linearly on doping, an assumption that cannot be confirmed by 17Kc data of
Zheng et al. [121], where 17Kc for x = 0.15 still increases at room temperature,
whereas 17Kc for x = 0.24 is almost constant over the whole temperature range.
Therefore, 17Kc for x = 0.15 seems to cross the Knight shift of the x = 0.24 sam-
ple somewhere above room temperature. This is shown in Fig. 6.2 in Chapter 6.
In LESCO, the Knight shift of the sample with x=0.13 would also traverse the
Knight shift of the sample with x=0.20, if one extrapolates 17Kc of LESCO to
higher T (see also Fig. 6.2).
One should also bear in mind, that the asymmetry of the spectra occurs acci-
dentally, because Kc depends linearly on the external magnetic field, whereas νc
does not. If one increases or decreases the magnetic field, clearly the asymmetry
would change. This makes a quantitative description of the doping dependence
of the asymmetry difficult. Whereas the asymmetry is maximal in the spectra
of LSCO with x=0.15, the maximal asymmetry occurs in LESCO for x=0.20.
This is because the spectra where obtained at 8.3 T (LSCO), and 7.4 T (LE-
SCO), respectively. It can therefore happen that some spectra do not show an
asymmetry, although the same inhomogeneities are present. In spite of these am-
biguities inhomogeneities of spin and charge are the only plausible explanation of
the asymmetry. In other words hole rich regions in the CuO2 planes have a high
quadrupole frequency as well as a high Knight shift, whereas regions with a lower
hole concentration have a low quadrupole frequency, and also a low Knight shift.
The asymmetry of the spectra in LESCO will be further discussed in Chapter 7.
5.2.2 63Cu NQR
Earlier 63Cu NMR and NQR studies in La2−xSrxCuO4 found a splitting of the
63Cu NMR and NQR resonance lines due to non equivalent Cu sites with different
EFG tensors [118, 125], namely the so called A line that is related to the Cu site
directly below or above La atoms and the B line with a much lower intensity
related to those Cu nuclei that are below or above the Sr dopand. This is a
purely structural effect, caused by the different size of La and Sr atoms. In
La1.8−xEu0.2SrxCuO4 a third structural peak appears whose fractional intensity
is equal to the amount of Eu atoms [12]. Drastic broadening of the NQR A line at
low temperatures due to a distribution of the EFG, and the NMR line broadening
due to the modulation of the orbital shift can also be interpreted in terms of
doping inhomogeneities [13, 122, 126, 127]. More recent studies using 63Cu NMR
and NQR wipeout [13, 26, 127–129] have characterized the glassy nature of the
slowing down of the stripe inhomogeneity especially in La1.8−xEu0.2SrxCuO4 and
La1.6−xNd0.4SrxCuO4 below temperatures ≈ 100 K. The wipeout of the Cu nuclei
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Figure 5.6: Temperature dependence of the distribution in local hole concentra-
tion ∆xhole as deduced by
63Cu NQR 1/T1 in La2−xSrxCuO4 [(N) x = 0.04, (◦)
x = 0.07, (•) x = 0.115, (4) x = 0.16]. Single points at 600 K with dotted lines
are upper bounds deduced from the best fit to the 63Cu NQR spectra. From [12].
occurs in lightly doped LSCO as well as in the rare earth co-doped compounds,
where the Cu electronic spins slow down and at some point reach the Lamor
frequency of the Cu nuclei. At this point, the T1 relaxation time becomes so
short that the nuclei relax before the echo can be obtained. In case of copper,
the nuclei are strongly coupled to the electronic spins since the Cu atom is the
one that carries the spin, and thus the effect is much stronger than for 17O or
139La that is out of the CuO2-plane. In fact, the hyperfine field hhyp at the
139La
is two orders of magnitude smaller than it is at the 63Cu site.
The most recent and promising approach to quantify the spatial variation of
the local hole concentration ∆xhole in La2−xSrxCuO4 by means of
63Cu NQR
has been undertaken by P.M. Singer et al. [12]. They have measured 631/T1
depending on frequency across the 63Cu resonance line, and found that e.g. 1/T1
measured at the peak of the resonance line of a sample with x=0.10 exhibits
semi-quantitatively the same behavior as 1/T1 measured at the high frequency
tail of the resonance line of a sample with x=0.07. The same is true for the lower
frequency tail of the x=0.07 sample and the peak of a sample with x=0.045, i.e.
the lower frequency side of the x=0.07 spectrum corresponds to resonance from
segments with ∆xhole ≈ −0.025. This has been confirmed for a doping range
from x=0.04 to x=0.16. Furthermore it has been shown that ∆xhole increases
with decreasing temperature. These results are summarized in Fig. 5.6, where
the hole distribution ∆xholes is plotted against temperature. The analysis of the
63Cu resonance lines by means of point charge calculations to determine the EFG
at the Cu site further on supports the picture of spatial modulations of ∆xhole that
are not necessarily concentric about the B-site, i.e. the holes do not necessarily
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Figure 5.7: T dependencies of 139T−11 in lanthanum cuprate doped by various
routes: La1.65Eu0.2Sr0.15CuO4 (•), La2Cu0.98Li0.02O4 (5), La1.785Eu0.2Sr0.015CuO4
(4), La1.986Sr0.014CuO4 (◦,from [130]). Solid lines are fits using the BPP mech-
anism with a distribution of activation energies. Inset: (63T1T ))
−1 versus T in
La1.65Eu0.2Sr0.15CuO4 (solid squares) and La1.85Sr0.15CuO4 (open squares, [107]).
From [26].
segregate around a Sr2+ site. The results are consistent with a model where the
spatial variation in ∆xhole takes the form of patches in the CuO2 plane, where
some patches are more metallic and some patches are more insulating, with a
patch radius Rhole & 3 nm, whereas the distance of Sr
2+ atoms for x =0.16(0.04)
is ≈ 1(2) nm. The hole variation ∆xhole is approx. 0.06 below T ≈ 150 K.
It was presumed that phase separation may be the mechanism responsible for
the obtained short length scale hole segregation. Whether there is a stripe-like
structure of the phase separation can be neither confirmed nor excluded.
5.2.3 139La NMR and NQR
The lanthanum nucleus is located outside the copper oxide planes, and thus it is
only weakly coupled to the copper electronic spins. It does not suffer from the
dramatic wipeout effect that renders the Cu nuclei invisible at low temperatures.
Rather, a strong peak is observed in 139T−11 that is accurately described with
the Bloembergen, Purcell, Pound (BPP) mechanism introduced in Section 2.2.1.
Chou et al. first proposed that this peak in the vicinity of T = 10 K in the antifer-
romagnetic regime of lightly doped La2−xSrxCuO4 (x ≤ 0.02) is associated with
spin freezing in a spin-glass-like state [130]. Further studies on optimally doped
La1.8−xEu0.2SrxCuO4 [26, 128, 131] found a similar peak in the stripe ordered
regime of this compound. The spin lattice relaxation rate of 139La measured by
Curro et al. is shown in Fig. 5.7 [26]. They used a Gaussian distribution of
5.2. Inhomogeneities as probed by means of NMR 63
Figure 5.8: Pressure dependence of TLT (¥), Tc (•), and Tω0 (N). Reproduced
from [52].
activation energies Ea, to account for some fractions of the sample that experi-
ence much smaller values of Ea. Ea characterizes the electron spin fluctuation
frequency: τ−1c = τ
−1
∞ exp(−Ea/kBT ). 139T−11 was considered to be a function of
position describing relaxation in some region of space at a particular time. This
approach was used for several systems with lower hole doping (see Fig. 5.7) that
show similar low temperature relaxation behavior and similar distributions of Ea.
This indicates that impurity disorder is not a crucial element of the inhomogene-
ity, rather it appears intrinsic [26]. Together with their 63Cu wipeout data, they
conclude that the spin dynamics in the heavily doped, stripe ordered systems
exhibit inhomogeneous, glassy freezing. Since the peak in the relaxation rate of
139La and the 63Cu wipeout does not depend on doping it is questionable that
63Cu wipeout data is a measure of the stripe order parameter, as was claimed by
Hunt et al. [127].
I will now turn to a recent study of 139La NMR in La1.65Eu0.2Sr0.15CuO4 un-
der hydrostatic pressure that has been carried out by Simovič et al. [52]. This
study provides insight into the relationship between freezing, superconductivity
and structural distortion [52]. The main result of this work can be summarized
in a phase diagram (see Fig. 5.8) that is obtained from the pressure depen-
dence of three distinct temperatures, each related to a distinct feature. First,
the freezing temperature, Tω0 , measured from the aforementioned maximum of
139T−11 . Second, the temperature TLT that also can be measured from
139T−11 ,
since near the first order structural phase transition from the LTO to the LTT
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phase fluctuations of the EFG lead to a step-like decrease of 139T−11 . And lastly
the temperature Tc, which marks the onset of superconductivity, as determined
from the temperature dependence of the ac-susceptibility χac. The onset tem-
perature of superconductivity increases with increasing pressure up to 2 GPa,
and is constant above 2 GPa, whereas the temperature of the peak in 139T−11 de-
creases continuously with increasing pressure. The transition temperature from
LTO to LTT also decreases with increasing pressure, although at high pressures
the system is still in the LTT phase, even when the superconducting phase has
been fully developed. In conclusion, it was reported that the disappearance of
superconductivity in La1.65Eu0.2Sr0.15CuO4 originates from long-time dynamical
properties of the Cu 3d moments in the magnetic phase. These slow fluctuations
appear to be controlled by the amplitude of the LTT-like buckling of the CuO2
layer which decreases under pressure. In fact, stripe order emerges in lieu of
superconductivity when the tilt angle exceeds ≈ 3.6◦ in the LTT phase [52].
5.3 Concluding remarks
NMR has clarified several important aspects of HTSC’s:
a) There are antiferromagnetic spin correlations in the normal state even in opti-
mally and slightly overdoped compounds. The Cu relaxation is strongly enhanced
by these af spin fluctuations in contrast to that at the oxygen.
b) There is clear evidence for spin gap behavior in underdoped samples, and for
LSCO also in the overdoped region.
c) There is evidence for inhomogeneities, although no clear evidence for a certain
pattern like stripes or checkerboard order could be revealed.
d) The single spin fluid picture could neither be proved, nor clearly disproved.
6 The Spectra and the Knight Shift
This chapter presents the 17O NMR spectra of La1.8−xEu0.2SrxCuO4 for the var-
ious dopings. As the first quantity, the Knight shift, 17Kc, has been extracted
from the fits of the spectra. 17Kc is a measure of the static, local susceptibility at
zero wavevector (q = 0), and therefore provides important information about the
magnetic excitations. Surprisingly, 17Kc shows very similar behavior in LESCO
as well as in superconducting LSCO, although the ground states of the two com-
pounds are completely different. Fits of Kc provide insight into the pseudo spin
gap behavior of both compounds. Finally, the Knight shift results will be com-
pared with those in the spin ladder compound (Sr,La,Ca)14Cu24O41 that shows
clear spin gap behavior.
6.1 The 17O spectra
17O NMR spectra of La1.8−xEu0.2SrxCuO4 are shown in Fig. 6.1 for x=0.08,
x=0.105, x=0.13, x=0.17, and x=0.20 for temperatures from 120 to 4 K. They
were obtained by measuring the spin echo while sweeping the magnetic field along
the crystal c-axis at a fixed frequency of 43 MHz. The nearby 139La resonance line
was independently measured in non-enriched samples and subtracted as described
in Chapter 3. For comparison, all spectra are normalized to equal heights since
there is a wipe out at low temperatures that reduces the signal intensity signifi-
cantly. The next chapter covers the wipe out fully. The spectra clearly show five
transitions of the I=5/2 oxygen nucleus in a local electric field gradient (EFG).
At high temperatures, the splitting is consistent with the splitting observed for
the planar oxygen in La2−xSrxCuO4 [15, 132]. Note that the position of the res-
onances are temperature dependent, and that at low temperatures the spectra
for around x∼ 1/8 broaden dramatically. The quadrupole splitting as well as the
magnetic broadening will be described in the next chapter. The resonance field
of each transition is well approximated by:
Hn =
f − n · νc(T )
17γ(1 +Kc(T ))
(6.1)
where Kc(T ) is the magnetic shift,
17γ = 0.57719 MHz/kG is the gyromagnetic
ratio, νc(T ) is the c-component of the nuclear quadrupole interaction, and n=-
2,-1,0,1 or 2. f is the applied frequency. For the spectra shown in Fig. 6.1, f =
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Figure 6.1: NMR field-swept spectra of the planar oxygen in La1.8−xEu0.2SrxCuO4
for x=0.08, x=0.105, x=0.13, x=0.17, and x=0.20 at 43 MHz. The solid lines are
fits as described in the text.
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43 MHz. The spectra are fit by Lorentzian lines centered at the resonance fields
Hn with the width σ =
√
σ2m + (n · σq)2, where σm is the magnetic line width,
and σq the quadrupolar line width caused by the distribution of the quadrupole
frequency νc. The whole fit function then reads
I(H) = O +M ·
2
∑
n=−2
b|n| · σ
(
H − f−n·νc
γ(1+Kc/100)
)2
+ σ2
, (6.2)
where I(H) is the signal intensity at the swept magnetic field H. The fit pa-
rameters O and M regard the offset and the intensity of the whole spectrum,
respectively, and b|n| accounts for the intensity of the satellites, with the maximal
value b0 = 1 for the central transition.
Note that the central line is broadened only by magnetic effects (n=0) . The
asymmetry of the spectra at high temperatures vanishes below 20 K and is at
the moment ignored in the fits. The same asymmetry (satellites for n <0 differ
from those for n >0) has been observed in the High-Tc compound La2−xSrxCuO4
without Europium by Haase et al. [15], and has been explained by a correlation
of the distribution of the magnetic hyperfine field and the electric field gradient
(EFG). This asymmetry was introduced in Chapter 5, and will be further dis-
cussed in the next chapter.
The apical oxygen site was not detected in the spectra since the spin lattice
relaxation rate of this site is much longer than the repetition time of the ex-
periment (20 ms), and also much longer than the relaxation rate of the planar
oxygen. Therefore the signal is expected to be significantly saturated [93]. Even
experiments with a longer repetition time of 200 ms could not reveal significant
contributions of the apical oxygen to the spectrum. Furthermore, the quadrupo-
lar splitting between the satellites in the spectra indicates that the spectrum is
that of the planar, rather than the apical oxygen site. It might also be possible
that the enrichment procedure we employed preferentially favors the planar site
over the apical one. For the remainder of this we focus solely on the planar site.
From the fits we can now extract the magnetic shift Kc, the magnetic line width
σm, and the c-component of the quadrupole frequency νc. The next section deals
with the Knight shift results.
6.2 Knight shift results
The Knight shift of 17O in La1.8−xEu0.2SrxCuO4 is shown in Fig. 6.2 for the dif-
ferent dopings from x=0.08 to x=0.20, and magnetic field parallel to the crystal
c-axis. It has been extracted from the position of the central resonance line, which
is a direct measure of 17Kc. Note that for T ≤20 K, the spectra get rather broad
due to magnetic broadening. µSR and ESR studies of these materials clearly
show static fields below TN ≈30 K [61–63]. And as the Cu moments slow down,
they create a broad distribution of local fields at the O sites, complicating the
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Figure 6.2: Comparison of the 17O Knight shifts, Kc, in La1.8−xEu0.2SrxCuO4
(closed symbols) and La2−xSrxCuO4 (open symbols). In particular, LESCO: ¨
x=0.08, ¥ x=0.13, • x=0.17, N x=0.20, and for LSCO: ♦ x=0.075 from [121], ¤
x=0.15 from [93], M x=0.20 from [133], and ◦ x=0.24 from [121]. Several dopings
will be shown in more detail in the following.
determination of the Knight shift. However, above 20 K the central line remains
well defined, and we can measure the Knight shift with precision.
Also shown in Fig 6.2 is the Knight shift of La2−xSrxCuO4 for dopings from
x=0.075 up to x=0.24, reproduced from [93, 121, 133]. Surprisingly, there is
a remarkably good agreement of the 17O Knight shifts in LESCO and LSCO,
although the ground states of both materials are very different, since there is
superconductivity in LSCO and static magnetic moments with suppressed sc in
LESCO at low temperatures.
The Knight shift in both compounds shows a strong doping dependence. The
resonance lines of samples with a higher hole content are shifted generally more
than the underdoped compounds. In spite of this, one cannot extract a definite
doping dependence, since Kc is almost temperature independent at T ≥ 80 K
for dopings with x≥ 0.2, but still increases at higher temperatures for samples at
and below optimal doping. This increase leads to a crossing of the Knight shift
of the optimally doped sample with the Knight shift of samples with x ≥ 0.20 at
around room temperature.
The doping and temperature dependence of the Knight shift in L(E)SCO is also
somewhat different than the doping dependence of Kc in other HTSCs, like e.g.
YBa2Cu3O7−y . Here, Kc is temperature independent for the optimally doped
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samples and starts to decrease at the superconducting transition temperature Tc
as the superconducting gap opens, just as it does in case of BCS superconductors.
But it decreases already far above Tc for the underdoped samples as the pseudo
gap opens (see e.g. [134] and Chapter 5).
To summarize, the Knight shift in L(E)SCO behaves as follows: for x = 0.20 it
is temperature independent above T ≈ 80 K, and strongly decreases below this
temperature. The superconducting transition is not visible in Kc, and there is
good accordance of Kc in LESCO and LSCO. For the optimally doped samples
Kc decreases almost linearly from above room temperature. The superconduct-
ing transition is marked by a further decrease at Tc in LSCO, possibly due to
the decreasing density of normal-state carriers in the sc phase, whereas at this
point there is no clear change in Kc for non-superconducting LESCO. In the un-
derdoped domain, Kc decreases over the whole temperature range, too, but with
a smaller slope than for the optimally doped compound. Kc shows somewhat
higher values in the underdoped region of the Eu doped samples in comparison
to LSCO without Eu. Quite general, the decrease of the Knight shift already far
above Tc is supposed to be due to antiferromagnetic fluctuations, and the opening
of a pseudo gap, respectively.
In order to quantify the Knight shift results we will first introduce a copper oxide
system that shows clear spin gap behavior, namely the spin ladder compound
(Sr,La,Ca)14Cu24O41 . The gap function to fit the Knight shift in this compound
will then be used to fit the Knight shift of LESCO and LSCO, respectively. The
results will be discussed in terms of a spin pseudo gap that might open due to a
possible charge-spin separation in hole rich and hole poor ladder like structures
within the CuO2 planes of LESCO, and LSCO. There may also be a hole con-
tribution to the Knight shift from polarized O 2p5 states that could partly be
responsible for the doping dependence of Kc. This possibility will be discussed in
the next chapter, where evidence for a wipeout of the hole rich oxygen in LESCO
is presented that makes a hole contribution to the Knight shift unlikely.
6.2.1 Spin gap in two leg spin ladders
There are theoretical grounds as well as clear experimental evidence for a spin gap
in a two leg spin ladder. An extensively studied compound that contains quasi
one dimensional spin ladders of copper and oxygen atoms is (Sr,La,Ca)14Cu24O41.
The crystal structure of this compound as well as the doping possibilities and elec-
tronic properties have been introduced in Chapter 4. This section discusses the
17O Knight shift results in (Sr,La,Ca)14Cu24O41 .
Imai et al. [90] have measured the 17OKnight shift in A14Cu24O41 for A14=La6Ca8,
Sr14, and Ca11Sr3 as shown in Fig. 6.3 for the oxygen rung site, denoted as O(2)
(see e.g. Fig. 5.1). Since the Knight shift 17Kc is a measure of the local spin
susceptibility at the oxygen, more precisely at the oxygen rung site, one can write
17Kc =
2F
NAµB
χs(T ) +
17 Korbc , (6.3)
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Figure 6.3: The 17O Knight shifts Kc in A14Cu24O41 for A14=La6Ca8 (•), Sr14
(4), and Ca11Sr3 (¤). The solid curve is a fit to equation 6.3. From [90].
where the first term is the spin part of the Knight shift (17Kspin ∝ χs(T )). χs(T )
is the local spin susceptibility, and 17Korbc is the temperature independent orbital
shift. F is the hyperfine coupling constant for the oxygen at the rung site, and
NA and µB are Avogadro’s constant and Bohr’s magneton, respectively. χs = 0
in the gapped low temperature limit, and therefore Korbc could be identified as the
remaining low temperature contribution to 17Kc, and has been subtracted from
the raw data. Now, the remaining local spin susceptibility can be fit to Troyer’s
prediction of the undoped two leg spin ladder that is valid in the low temperature
domain [90, 91, 135]
χs ∝
1√
T
exp
(
− ∆χ
kBT
)
. (6.4)
Imai et al. thus obtained a value of the spin gap of ∆χ = 510 ± 40 K for the
undoped ladder (A14=La6Ca8). They did not fit the hole doped ladders, but de-
termined the spin gap values as the crossover temperature to the paramagnetic
regime that can be identified as the onset of the saturating tendency of Kspin.
On the contrary, Piskunov et al. [91] have fitted their Knight shift data even for
the hole doped case in their NMR study of spin ladder compounds under pres-
sure. All obtained values of the spin gap are summarized in Table 6.1. Although
there are some deviations of the absolute values, a clear tendency of the gap val-
ues determined by 17O NMR is visible: the gap decreases with hole doping and
with pressure, whereupon a significant fraction of the spin excitations remains
gapped for the superconducting Sr2Ca12-compound under pressure (p=32 kbar).
Studies of the magnon heat transport [136] as well as neutron scattering studies
[87] reveal a doping independent gap of ∆ ≈ 420 K. 63Cu NMR studies of these
compounds [137–140] agree with the gap values determined by 17O NMR. The
origin of the deviations of the gap values determined by means of NMR and other
methods is not yet understood. Maybe it is due to a contribution of hole spins
in the O 2p orbitals, but this has not yet been taken under consideration, since
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compound studied by ∆ (K)
La6Ca8 Imai 510 ± 40
Sr14 Imai 325 ± 25
Sr14 Piskunov 600
Sr14 (32 kbar) Piskunov 550
Sr11Ca3 Imai 225 ± 25
Sr2Ca12 Piskunov 270
Sr2Ca12 (32 kbar) Piskunov 150
Table 6.1: Spin gaps ∆ in spin ladder compound for various hole dopings deter-
mined by means of 17O NMR Knight shift measurements. The values of the gaps
are from Imai et al. [90], and Piskunov et al. [91].
until know only the single spin fluid model has been used to interpret the data.
Furthermore, there are some theoretical studies that reveal a doping dependent
gap, too [141–143].
In spite of these ambiguities we will now apply this model to the LESCO com-
pound, not for a quantitative analysis, but to see if the general trends can be
found here, too. Note, that the same fits have been used by Mihailovic et al.,
too, to determine the pseudo gap in YBa2Cu4O8 and YBa2Cu3O7−y (see Chapter
5).
6.2.2 Gap fits of the Knight shift in LSCO and LESCO
17O Knight shift data of LESCO and LSCO for various dopings have been fitted
to the following gap function that is essentially the same that has been used to
fit the Knight shift in the spin ladder compounds (equation 6.4)
Kc = K
orb
c +
a√
T
exp
(
− ∆
kBT
)
, (6.5)
where a has been used for simplicity as a fit parameter. The gap, or pseudo
gap will be denoted with ∆ in the following instead of the otherwise often in the
field of HTSC used symbols Ts, T
∗ , or T0. Fits of the samples with 20 % Sr
content are shown in Fig. 6.4. The fits are quite well over the whole temperature
range. The values of the gaps are similar for both compounds, namely ∆ = 51
K for LSCO, and ∆ = 59 K for LESCO. The temperature independent orbital
value is Korbc = 0.013 for LESCO, and K
orb
c = 0.0055 for LSCO. In contrast to
YBCO compounds, it seems that in LSCO there is a non vanishing gap also in the
overdoped regime. This is also supported by the fact that Kc decreases already
above Tc, and that the superconducting transition is not clearly visible due to
this decrease, as is the case in underdoped YBa2Cu3O6.63 (see e.g. [16]).
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Figure 6.4: Fit of 17Kc of LESCO (N), and LSCO (M) with x=0.20 to the gap
function of equation 6.5 (solid (LESCO), and dashed (LSCO) lines).
Figure 6.5 shows the fits for the nearly optimally doped samples, namely for
LSCO with x=0.15, and LESCO with x=0.13. The fits of the optimally doped
samples are somewhat different than the fits of the other samples. A good fit is
only possible in the low temperature regime below T ≈100 K. The linear decrease
of 17Kc at higher temperatures can therefore not be explained in terms of a gap.
On the other hand, equation 6.5 should only be valid in the low temperature
domain [135], what justifies in some sense the application of this function only at
low temperatures. As for the LESCO sample with x=0.20, there exists only data
up to 120 K, and fits of LSCO with x=0.20 including the high temperature (up
to 200 K) data does not change the value of the gap significantly.
However, the values of the gap are ∆= 88 K for the LESCO sample with x=0.13,
and ∆= 61 K for LSCO with x=0.15, i.e. the gap in LESCO seems to be slightly
enhanced in comparison to LSCO. This difference may also be enhanced by the
higher Sr content in LSCO that should already lead to a lower value of the gap,
regarding that the pseudo gap usually decreases with increasing hole content. In
YBCO, the gap varies around optimally doping, too (see Chapter 5, or [9]). A
clear statement whether the gap is enhanced around optimal doping in LESCO
with respect to LSCO can thus not be made.
The values of the orbital shifts are Korbc = 0.024 for LESCO, and K
orb
c = 0.011 for
LSCO. Note, that this difference might be due to the magnetic line broadening
at low temperatures in LESCO, making a precise determination of Korbc difficult.
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Figure 6.5: Fit of 17Kc of LESCO (¥), and LSCO (¤) with x=0.13, and x=0.15,
respectively, to the gap function of equation 6.5 (solid (LESCO), and dashed
(LSCO) lines).
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Figure 6.6: Fit of 17Kc of LESCO (¨) and LSCO (♦) with x=0.08, and x=0.075,
respectively, to the gap function of equation 6.5 (solid (LESCO), and dashed
(LSCO) lines).
Finally, Fig. 6.6 shows the fits of the samples in the underdoped regime, namely
for LSCO with x=0.075, and LESCO with x=0.08. Whereas the Knight shift
data of LESCO and LSCO are very similar for the optimally and overdoped sam-
ples, there are some differences in the underdoped domain. The absolute values
of Kc are all somewhat higher for LESCO than for LSCO. And there is also a big
difference in the values of the gap: for LESCO we derive ∆= 92 K, whereas the
fit of LSCO yields ∆= 220 K. It seems as if the pseudo gap in the underdoped
domain of LESCO is suppressed. For the orbital shifts we obtain Korbc = 0.027 for
LESCO, and Korbc = 0.012 for LSCO, giving the biggest differences with respect
to the other dopings, too.
All values of the gaps derived by the fits can now be summarized in a phase dia-
gram, including also the gaps of the LESCO samples with x=0.17, and x=0.105,
for which the fits are not shown in order to maintain clarity. This phase di-
agram is depicted in Fig. 6.7, where the different transition temperatures are
plotted versus Sr doping. Besides the pseudo gaps this phase diagram contains
also the transition temperatures to the long range af ordered region for lightly
and undoped L(E)SCO, the short range af ordered region in LESCO where µSR
[61] obtains static magnetic moments, and finally the superconducting transition
temperatures for LSCO. Clearly, the pseudo gap derived from 17O Knight shift
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Figure 6.7: Phase diagram of LESCO and LSCO containing the pseudo gap
values as derived from equation 6.5. Also shown are the af ordered regions, and
the superconducting domain in LSCO. The pseudo gap values determined by
63Cu T1 measurement are from Itoh et al. [11], and Ysuoka [106]. Solid lines are
guides for the eye.
measurements is suppressed in the underdoped domain of LESCO, whereas it
shows the expected behavior in LSCO, i.e. it continues upwards with decreasing
doping. This increase with decreasing doping is marked with a straight line. Also
shown are the pseudo gap temperatures from Itoh et al. [11], and Yasuoka [106]
in LSCO, which they have derived from 63Cu spin lattice relaxation rate (T−11 )
measurements. Although the spin lattice relaxation probes the q dependent spin
fluctuations, whereas the Knight shift at the oxygen is a measure of the static
susceptibility at zero wave vector (q=0), the accordance of the gap values is quite
good. It has also been argued by Mehring [18] before that the gap does not only
open at the antiferromagnetic wave vector q = (π, π), as suggested by neutron
scattering, but also at zero wave vector, and therefore it is visible in the static
susceptibility, too. This argument is further supported by the NMR measure-
ments of the spin ladder compounds, where both, 63Cu T−11 as well as the
17O
Knight shift results reveal clear evidence for the spin gap with similar gap values.
Before we will come to the discussion of the results, another gap function shall
be introduced that can be fitted to the Knight shift data, too. This function has
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Sr doping x 0.2 0.17 0.15 0.13 0.105 0.08 0.075
∆ in LESCO (K) (Eq. 6.6) 51 65 - 70 21 19 -
∆ in LSCO (K) (Eq. 6.6) 43 - 46 - - - 218
∆ in LESCO (K) (Eq. 6.5) 59 73 - 88 98 92 -
∆ in LSCO (K) (Eq. 6.5) 51 - 61 - - - 220
Table 6.2: Pseudo gaps in LESCO and LSCO for different dopings determined
by Eq.6.6 in comparison to the gap values determined by Eq. 6.5.
been first introduced by Mehring [18], and has recently been used by MacFarlane
et al. [134] to fit 17O Knight shift data of Pr doped YBa2Cu3O7−y . The function,
based on a well-known phenomenological pseudo gap T dependence [18], is of the
form (as MacFarlane et al. have used it)
Kc(T, x) = a(x)− bT + c
[
1− tanh2(∆/2T )
]
, (6.6)
where ∆ is a measure of the pseudo gap, x is the number of holes in the CuO2
plane, and a, b, and c are fit parameters. The fits of the oxygen Knight shifts
in LESCO and LSCO for several dopings as well as the results of MacFarlane et
al. for various dopings of YBa2Cu3O7−y are shown in Fig. 6.8. The fits are quite
well for all compounds, even in the high temperature region of L(E)SCO, where
the linear part a(x) − bT of equation 6.6 accounts for the linear decrease of K
with temperature. A similar linear part could have also been added to the gap
function of the spin ladders, but it makes no sense at least for the determination
of the pseudo gap. The values of the gaps for LESCO and LSCO determined
with this function are summarized in Table 6.2 together with the gaps deter-
mined with equation 6.5. MacFarlane et al. did for some reason not publish their
pseudo gap values of YBa2Cu3O7−y . However, the gaps determined in LESCO
and LSCO are to some extent in good agreement with the values determined by
Eq. 6.5. The most remarkable fact is that the pseudo gap is again suppressed
in underdoped LESCO, whereas it continues upwards in LSCO, and that this is
much more pronounced for the fits with Eq. 6.6.
Fig. 6.8 also underlines a difference of the 17O Knight shift in YBCO in com-
parison to 17Kc in LSCO: whereas in YBCO the optimally doped sample shows
an almost temperature independent behavior above Tc,
17Kc in optimally doped
LSCO is strongly temperature dependent already far above Tc. Only the over-
doped LSCO samples (e.g. x=0.20) show a T independent behavior above T ≈
80 K, and thereby resembles more the slightly underdoped samples of YBCO. It
therefore seems, as if the pseudo gap in YBCO exists from the underdoped to
the nearly optimally doped region, whereas in LSCO there are remnants of a gap
also in the overdoped region.
However, the originally purpose of MacFarlane et al. was to extract the number
of hole doping n of the CuO2 planes from the
17O Knight shift measurements,
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Figure 6.8: Upper panel: Fits of 17Kc in LESCO and LSCO to Eq. 6.6 (solid
lines). LESCO: ¨ x=0.08, ¥ x=0.13, N x=0.20, and for LSCO: ♦ x=0.075, ¤
x=0.15, M x=0.20. Lower panel: Fits of 17Kc in YBCO to the same equation,
from MacFarlane et al. [134].
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and thereby quantifying the counterdoping that is caused by Pr substitution of
Y. Therefore, they argue that determining 17K provides a measure of n in the
normal state of YBCO. A similar approach has been undertaken by Haase et al.
(see Chapter 5) for LSCO in the context of asymmetric 17O spectra. We will
return to this point in the next chapter.
6.3 Summary and Discussion
17O Knight shift measurements of spin ladder cuprates and high temperature
superconducting compounds, as well as lanthanum cuprates with suppressed su-
perconductivity, reveal some similarities of the low energy spin excitations. These
compounds are also very similar in their electronic configuration and their crystal
structure (if one ignores for a moment that ladders are one dimensional struc-
tures, whereas the planes of HTSCs are 2D). These similarities may lead one to
the suggestion that the same mechanism is responsible for the opening of the spin
gap in the spin ladders, and the pseudo gap in HTSCs, respectively. This can of
course only be true, if there is a stripe order in L(E)SCO that divides the planes
in hole rich and hole poor regions that are similar to two leg spin ladders. The
results of the particular 17Kc studies will be summarized and discussed in the
following.
Summary: The Knight shift of the oxygen in the spin ladders exhibit spin gap
behavior. The gap is doping dependent, and is highest for the undoped ladder
(∆ ≈ 500 K). It decreases with hole doping, and reaches a minimum of ∆ = 150
K in the superconducting Sr2Ca12 under pressure.
The HTSC compound LSCO shows very similar behavior. The pseudo gap is
maximal for the underdoped compound with ∆ ≈ 220 K, and minimal for the
overdoped compound with ∆ ≈ 50 K. In the Eu doped compound LESCO, the
pseudo gap shows the same temperature dependence in the overdoped region than
in LSCO, but it is suppressed in the underdoped region (∆ ≈ 90 K for x=0.08).
For the optimally doped LESCO it seems to be enhanced in comparison to LSCO
(∆= 61 K for LSCO and 88 K for LESCO with x=0.15, and x=0.13, respectively).
However, the doping dependence of the spin (pseudo) gap should be taken with
caution. The spin gap determined by neutron scattering in the spin ladder com-
pounds is definitely doping independent [87], and it is also believed that neutron
scattering is the most exact method to determine a spin gap. On the other hand,
there is evidence from neutron scattering for doping dependent pseudo gaps in
La2−xSrxCuO4 [103]. It is not clear if NMR, Cu as well as O NMR, really mea-
sures a spin gap, or if there is something else like a pairing gap or a gap due to
quasiparticle excitations that can not be distinguished from a spin-flip gap on the
basis of susceptibility measurements alone [40]. In few words, one may think of a
spin gap because of paired Cu spins, or a superconducting gap because of paired
holes (Cooper pairs). In principle it also must be possible to break up even a ZR
singlet and observe a gap, or two holes that localize on the rung of a ladder. In
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this context, one may also think of hole spin contributions, i.e. that not only the
Cu carry a spin such as presumed in the single spin fluid theorem, but also the
O holes contribute to the spin susceptibility and thereby to the Knight shift.
Discussion: Bond-centered stripes as shown in Fig. 4.11 in Chapter 4 would
naturally explain the similarities of the 17O Knight shift results in spin ladder
and HTSC compounds. Here, the CuO2 planes are divided into hole rich and
hole poor two leg ladder-like structures. In contrast, site-centered stripes, where
the intervening region between the charge stripes consists of three Cu sites with
spins, would not be expected to exhibit spin gap behavior [135]. The reason is
that with three legs, the spins are unable to form local singlets, whereas with an
even number of spins they can form singlet pairs. Recently, a neutron scattering
study [77] as well as theoretical calculations [78, 79] provided evidence for the
bond-centered stripe picture [115], where the x = 1/8 structure does consist of
pairs of singlets.
In the underdoped domain of LESCO the pseudo gap determined by 17O Knight
shift measurements is suppressed in comparison to superconducting LSCO. This
might be due to the improved confinement of the stripes in the LTT phase. With
decreasing hole concentration, one might go from a two-leg ladder to a three leg
ladder. Whereas in LSCO the holes are more mobile and therefore may resemble
more the bond-centered stripe order. This is also consistent with measurements
of the electric resistivity. For LESCO the resistivity shows a strong upturn below
T ∼ 100 K [55]. In contrast, the resistivity of LSCO decrease continuously with
decreasing temperature [144]. White and Scalapino concluded from their theoret-
ical investigation [115] that bond-centered and site-centered stripes have nearly
the same energy, suggesting that in the absence of pinning effects the domain
walls can fluctuate.
It also should be mentioned here that there are static magnetic moments in the
LTT phase. These static moments were observed by µSR [61] and ESR [62, 63],
and they are also apparent in the magnetic broadening of the 17O NMR linewidth
(see next chapter). Such static moments are not necessarily incompatible with a
spin gap. Ohsugi et al. did observe a 3D magnetic order below T = 2.2 K in the
hole doped spin ladder compound Sr11.5Ca2.5Cu24O41 by means of
63Cu NMR and
NQR [145]. They found static magnetic moments in both the spin chains as well
as the spin ladders, although this compound reveals clear evidence for a spin gap
in the ladders. Isobe et al. did observe static magnetic moments in the chains of
the same compound, and argue:”An important issue in low dimensional Heisen-
berg antiferromagnetic spin systems is coexistence of the spin singlet dimerization
state and the antiferromagnetic long-range order. This phenomenon is crucially
related to the pseudogap state in under-doped regions of 2D high-Tc cuprates,
and therefore, to the mechanism of the superconductivity.” [146]. A coexistence
of spin gap and static magnetic moments was first discovered experimentally in
the impurity doped spin-Peierls system CuGe1−ySiyO3 [147].
Also, one might argue that there are inhomogeneities on a microscopic scale
present, such that some parts of the sample shows static magnetic moments (e.g.
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the hole poor regions), whereas the spin excitations in other parts are gaped.
Note, that the broadening in LESCO occurs only at low temperatures, and that
the fluctuations are faster at higher temperatures. Tranquada and coworkers
argued that the ordered magnetic moments can fluctuate about their average
orientations, and that it costs energy to create these fluctuations, which can be
measured with neutron scattering [77]. A magnetic order and a spin gap may
therefore be compatible to some extent.
Other patterns of separated spins and charges such as the checkerboard pattern
derived from STM results [116] would also not be inconsistent with our NMR
measurements, if singlet pairing occurs in the hole poor checkerboard squares.
Quite general, the observation of a (pseudo) spin gap in non-superconducting
La1.8−xEu0.2SrxCuO4 does not necessarily provide proof or disproof of any par-
ticular theory, but does lend support to the idea of inhomogeneity. If the pseudo
gap phenomenon were e.g. related to pre-formed pairs [110], it is not obvious why
the gap value would be on the same order for 1/8 doping in LESCO and LSCO,
since LESCO is non-superconducting. The same can be said for theories that
treat the pseudo gap in terms of an orbital current order parameter [111–113].
Further discussion will be given in the next chapter in light of the results of the
NMR quadrupole frequency of 17O, which suggest that most of the hole rich oxy-
gen can not even be obtained with lowering the temperature in both, spin ladder
compounds as well as Eu doped LSCO, but not in LSCO itself. One might al-
ready ask now, why hole doping should have influence on the spin gap measured
by 17O NMR, but not if measured by means of neutron scattering, when the hole
rich oxygens are for some reason not even visible at lower temperatures in the
17O NMR spectra.
7 The Quadrupole Frequency and
Magnetic Broadening
This chapter introduces the next two parameters that can be extracted from the
fits of the spectra, namely the quadrupole frequency, νc, and the magnetic broad-
ening, σm. By taking advantage of the ability of the planar oxygen nuclei to probe
simultaneously both the local spin structure as well as the local hole doping in
the oxygen p-orbitals by means of the quadrupole frequency, it is possible to dis-
cern a spatial correlation between the local spin and charge inhomogeneities. The
observation of excess charge in the domain walls of the spin density modulation
provides microscopic evidence for stripe-like structures in La1.8−xEu0.2SrxCuO4 .
This chapter is partitioned as follows: First we will discuss the temperature de-
pendence of the quadrupole frequency, and will point again to very similar results
of the quadrupole frequency in the spin ladder compounds. Then we will discuss
the asymmetry of the spectra that shows the same temperature dependence as
in superconducting LSCO. And finally we will come to the magnetic broadening
of the resonance lines at low temperatures that is evidence for disordered static
magnetic moments.
The O NMR spectral data is shown again in Fig. 7.1 for two different doping
levels (x=0.13, and x=0.20), but this time in a different representation, where the
signal intensity has been converted to the color intensity. In this representation,
two essential features of the spectra are clearly visible that will, when combined,
give information about a charge order in the CuO2 planes of LESCO. At first, the
resonance lines are running together with decreasing temperature. This is best
visible in the spectra for x=0.20. The convergence of the resonance lines is due to
a temperature dependent quadrupole frequency. The quadrupole frequency, νc,
determines the spacing between each two neighboring resonance lines, and can
be extracted from the fits of the spectra. As we will see later, νc is a measure of
the hole concentration in the CuO2 planes, and therefore the hole concentration
seems to be temperature dependent. The other feature that is visible in the color
spectra is the loss of signal intensity at low temperatures, i.e. some of the oxygen
nuclei are invisible for NMR at low temperatures. We will argue that the holes
concentrate in charge stripes and that the hyperfine field from the Cu electron
spins at the oxygen sites in these charge stripes becomes so big that these hole
rich oxygens are wiped out. And when the hole rich oxygens are no more visible,
then the quadrupole frequency must decrease as well.
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Figure 7.1: Upper panel: NMR field-swept spectra of the planar oxygen in
La1.8−xEu0.2SrxCuO4 for x = 0.13 (left) and for x = 0.20 (right) at 43 MHz.
Lower panel: The spectral data versus temperature, where the signal intensity
has been converted to the color intensity. The spectra have been corrected for T2
and for the nuclear Boltzmann factor, so that the color intensity represents the
number of visible nuclei.
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7.1 The quadrupole frequency νc in LESCO
Understanding the microscopic hole distribution in the cuprates has been a long-
standing problem. The question was not only which orbitals the doped holes
occupy, i.e. whether the holes prefer the Cu 3dx2−y2 - or the O 2px,y orbitals, but
also what happens with the holes, when a charge order occurs. The latter question
is of course more important for La1.8−xEu0.2SrxCuO4 , where the charge order is
static in contrast to sc La2−xSrxCuO4 . The first question could have been conclu-
sively answered by several spectroscopic and NMR studies [15, 95, 132, 148–150].
As for the second question, the experiments presented here are the first that
provide direct evidence for a charge order (strictly speaking for localized holes)
in La1.8−xEu0.2SrxCuO4 . The data reveal that not only is the charge spatially
inhomogeneously distributed, but also that the regions of excess charge are cor-
related with the domain walls of the spin order, exactly as expected for a stripe
or checkerboard pattern.
The basic principle of the interaction of a nucleus that possesses a quadrupole
moment with the EFG of its surrounding has been introduced in Chapter 2. The
following regards the individually contributions to the EFG and follows basically
the work of Haase et al. [15]. The contributions to the EFG at the nucleus arise
from holes in the orbitals of the considered atom, and from lattice effects of the
crystal that can be summarized in the following equation
V = Vhole + (1− γ)Vlattice. (7.1)
The first part, Vhole, accounts for the EFG produced at the nucleus through un-
filled shells of the atom itself. Consider an isolated O2− ion that has the electronic
configuration 1s22s22p6. This is a spherically symmetric closed shell configuration
and therefore the EFG at the nucleus vanishes [15]. If one places the ion in a lat-
tice the following effects contribute to the EFG: (a), the 2p oxygen electron may
hop to other ions, what creates with some probability a 2p hole, and therefore
the configuration 1s22s22p5. Now, the EFG of the shells is no more symmetric,
resulting in a substantial contribution, Vhole to the total EFG. (b), there is a
virtual hopping of electrons from neighboring ions to unoccupied oxygen orbitals,
e.g., to the 3p orbital [15]. With some probability this creates the configuration
1s22s22p63p1 which contributes to the EFG. (c), the electric field of distant ions
has a nonzero gradient at the oxygen nucleus and hence contributes. This is
accounted for by Vlattice in Eq. 7.1. (d), the electric field of distant ions deforms
closed shells and creates an EFG at the oxygen nucleus, too. This is accounted
for by Sternheimers antishielding factor γ [84]. For the CuO2 planes in high-Tc
superconductors, the value of γ is known to be γ = −9 for the oxygen sites [84].
Since a 2p contribution wins over that of 3p (due to the larger principle quantum
number and a smaller population of 3p) the above mentioned process (a) is clearly
dominating. It gives the largest contribution and it is directly proportional to
the hole concentration in the 2p orbit. All other mechanisms are expected to give
smaller contributions and will practically be independent on doping. [15]
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Figure 7.2: The doping dependence of
νc in La1.8−xEu0.2SrxCuO4 at 120 K
(squares) and La2−xSrxCuO4 at room
temperature (circles) versus x. The
solid line is given by νc = a + bx, with
a = 0.142 MHz, and b = 0.538 MHz.
The values for LSCO are from [15].
Haase et al. now compared the quadrupole frequency of the hole doped com-
pounds with the results of atomic spectroscopy and the quadrupole frequency in
the undoped parent compound La2CuO4 . They also included the results of the
Cu quadrupole frequency. They were therefore able to determine the number of
holes in the different orbitals of the CuO2 planes, and found that almost exclu-
sively all doped holes reside at the oxygen, in particular in the O 2pσ orbitals that
lie in the planes, whereas the 2pπ orbitals are perpendicular to the planes. Ear-
lier studies of the quadrupole frequency came to similar results, although these
studies used theoretical calculations of a point-charge model to determine the
hole concentration in the CuO2 planes [132]. However, all these studies found a
linear dependence of the quadrupole frequency of the oxygen to the Sr doping. At
high temperatures (T ≥ 120 K), the same linear dependence of the quadrupole
frequency to the Sr doping has been found in our study of LESCO. This is shown
in Fig. 7.2. As the doping, x, increases, the number of holes in the 2p orbitals,
np(x), increases, and νc increases linearly with x: νc = a + bx. The good ac-
cordance of the values determined in LSCO to the ones in LESCO shows that
at high temperatures both compounds have the same properties as regards the
hole doping. This has also been confirmed by two NEXAFS (near edge x-ray
absorption fine structure spectroscopy) studies, one in La2−xSrxCuO4 with x=0,
and x=0.15 [149], and the other one in La1.8−xEu0.2SrxCuO4 with x=0.15, and
x=0.20 [151]. NEXAFS measures the polarization dependent x-ray absorption of
the different oxygen orbitals, and can thereby determine the occupation number
of these orbitals, too.
Let us now come to the temperature dependence of the quadrupole frequency,
νc. Whereas νc does not depend on temperature in superconducting LSCO, it
is surprisingly strongly temperature dependent in LESCO. Fig. 7.3 shows the
temperature dependence of νc for several values of x. In fact, νc drops 25 % for
x=0.2, 18 % for x=0.17, 13.7% for x=0.13, and 13 % for x=0.105. The tem-
perature where νc starts to decrease is also doping dependent. νc decreases first
for around optimally doping below Tq ∼ 100 K. Although the largest decrease
occurs unexpectedly for the overdoped sample (x=0.20), νc starts to decrease
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Figure 7.3: The quadrupolar splitting νc, for several doping levels of
La1.8−xEu0.2SrxCuO4 (see legend) versus temperature. Lines are guides for the
eye.
in this sample at lower temperatures, Tq ∼ 60 K. Only the underdoped sample
(x=0.08) shows no significant change. As described above, the EFG in solids is
typically a function of the lattice and the electronic configuration, and exhibits a
temperature dependence only under special circumstances. Typically the EFG in
insulators decreases by a few percent with increasing temperature due to popula-
tion of lattice vibrational modes [152]. In conductors, more dramatic effects have
been observed as the result of changes in the electronic configuration: for exam-
ple, the Cu EFG drops by 13 % at the first order valence transition in YbCuIn4
[153].
However, the decrease of νc in LESCO can be caused either by changes in the
lattice, or by a change of the hole concentration, np(x), in the outer p orbitals. If
e.g. the lattice expands, the distance of the charges that create the EFG would
also increase, and thus the EFG would decrease. There is a 0.5 % increase in unit
cell volume between dopings of x=0 and x=0.20. In contrast, the EFG increases
by 70 % over the same range [47], and the quadrupole frequency increases by 60 %
, as one can see in Fig. 7.2. Furthermore, there is little or no change of νc at TLT ,
the transition temperature to the low temperature tetragonal phase, suggesting
that the change at Tq(x) < TLT is unrelated to modifications of the lattice. And
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the decrease of νc occurs at different temperatures for different dopings, but TLT
does not change with doping, i.e. TLT is approx. 130± 5 K from x=0 to x=0.20,
and Tq is approx. 100 K for x=0.13, but only approx. 60 K for x=0.20. Secondly,
in La1.6−xNd0.4SrxCuO4 the Cu EFG increases about 3% below Tq ≈ 100 K [154].
The authors of this work point out that this increase may be caused by either
charge inhomogeneity or structural changes associated with TLT , although the
minor effect, as well as the wipeout of the Cu signal preclude a definite interpre-
tation. However, the fact that the onset temperature is comparable in both the
Nd and Eu materials, whereas TLT differs by more than a factor of two, points
to the former explanation. It can therefore be concluded that the changes in νq
with temperature are caused by a change of the charge concentration rather than
by changes of the lattice. This is also supported by the fact that the quadrupole
frequency is basically a measure of the hole concentration in the O 2p orbitals in
LSCO and LESCO, respectively.
As we have seen above, the on-site contribution from the holes in the oxy-
gen p orbitals dominates the lattice contributions to the O EFG in the doped
cuprates. Therefore, the most compelling explanation for the observed decrease
in νc is a decrease in the hole concentration at the oxygen sites. For concrete-
ness, we assume that np(x) = n
0
p + x/2, where n
0
p is the number of holes in the
p-orbital in the absence of Sr doping, and calculate δnp(x, T ) = δνc(x, T )/2b =
[νc(x, T )−(a+bx)]/2b, shown in Fig. 7.4. νc = a+bx is the liner fit from Fig. 7.2.
The validity of this assumption is supported by the work of Haase et al. that is ex-
plained above. As seen in Fig. 7.4, the hole density for the majority of the oxygen
sites in La1.8−xEu0.2SrxCuO4 decreases by up to ≈ 0.05 below Tq(x). The simplest
explanation of the measured decrease of the hole concentration at low tempera-
tures would be that the holes simply leave the CuO2 planes. Such an assumption
has been made for the spin ladder compound (Sr,La,Ca)14Cu24O41, where a sim-
ilar decrease of the quadrupole frequency of the oxygen in the spin ladders occurs
[84, 91]. Here, the holes are assumed to move from the ladders to another subunit
in this compound, the spin chains. The behavior of the quadrupole frequency in
(Sr,La,Ca)14Cu24O41 will be described in the next subsection. However, such an
assumption is energetically very unlikely for LESCO. Also, there is no other sub-
unit, where the holes can go to, i.e. the holes must reside in this case somewhere in
between the CuO2 planes. A recent NEXAFS study on single crystals of LESCO
[151] indeed supports the hole doping at higher temperatures (see above), but
it does not show any temperature dependence of the hole concentration. These
NEXAFS spectra are shown in Fig. 7.5 for x=0.15, and x=0.20. They are not
transformed into absolute numbers of hole concentration in the O 2p orbitals,
but the general trends are clearly visible, and they agree well with the spectra
obtained in LSCO (see [149]). The peak that is shown in Fig. 7.5 is related to the
hole concentration in the O 2p orbitals. This peak is much bigger for E‖ a, b than
for E‖ c. This means that most of the holes reside in the pσ orbitals that are the
bonding orbitals with the copper dx2−y2 orbitals, and that lie in the planes. The
pπ orbitals that are perpendicular to the planes are therefore much less occupied.
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Figure 7.4: The effective change in hole doping δnp(x,T), as discussed in the text.
Lines are guides to the eye.
This finding agrees well with the results of NMR [15]. Moreover, the spectra
show the expected doping dependence, i.e. the peak is bigger for x=0.2 than for
x=0.15. If the holes would leave the CuO2 planes with decreasing temperature,
then the NEXAFS spectra should change with temperature, too. But the spectra
are not temperature dependent as can be seen in Fig. 7.5. There are only small
differences in the spectra at 300 K and at 30 K that are not comparable with the
drastic change of the quadrupole frequencies. Therefore, NEXAFS results proove
that the total number of holes in all of the O 2p orbitals remains temperature
independent, whereas NMR observes a temperature dependent EFG and there-
fore a decrease of the number of holes in the oxygen orbitals. In order to clarify
this apparent contradiction, we measured the absolute size of the NMR signal as
a function of temperature.
The temperature dependence of the measured number of oxygen spins, N0, is
shown in the lower panel of Fig. 7.1 as well as in Fig. 7.6, which reveals that only
about 40 % of the O sites contribute to the NMR signal at low temperatures.
Note, that the error of an intensity measurement is relatively large, but the over-
all trend of a loss of signal intensity of the oxygen with decreasing temperature is
clearly visible in these measurements. The 139La signal intensity that was mea-
sured separately does not follow this trend. The run of the signal intensity of the
samples with x=0.08 and x=0.17 could not be determined, because these samples
had a lower 17O content than the others, because these were the last samples that
were enriched with 17O , and the 17O content in the exchange system was already
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Figure 7.5: Polarization dependent O 1s x-ray absorption spectra of
La1.8−xEu0.2SrxCuO4 single crystals for different orientations of the electric field
vector, E, and different dopings, x=0.15, and x=0.20 (see legend).
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Figure 7.6: The number of visible O nuclei versus temperature, N0 ∼ (I ·
T ) exp (2τ/T2) , where I is the integrated spectral intensity, T is the temper-
ature, τ is the pulse spacing in the NMR echo sequence, and T2 is the spin echo
decay constant, for x =0.105 (¦), x = 0.13 (•), x = 0.13 at 30 MHz (•), and x =
0.20 (M). The data have been normalized to unity for high temperatures. Inset:
The number of visible La nuclei versus temperature for the x = 0.13 sample (¥).
very low.
Because of the T -dependence of νc and N0, we are led to conclude that the lo-
cal hole doping, np(r), must not be uniform, but varies spatially throughout the
sample giving rise to a distribution of local hole dopings, P(np). The NEXAFS
result implies that the average, 〈np〉, remains temperature independent, whereas
the NMR results imply that the width of P(np) increases with decreasing temper-
ature, and only the lower side of this distribution contributes to the NMR signal
at low temperatures. Regions of space where np(r) > 〈np〉 do not contribute to
the NMR signal due to wipeout. We estimate that for the x = 0.17 sample, the
total width ∆np ≈ 0.08 (∆νc ≈ 75 kHz), because the NEXAFS result implies
that
∫
np(r)dr = 〈np〉 is independent of temperature, whereas the NMR result
implies that min(np) ∼ 〈np〉 − 0.05, for approximately 40 % of the sites. There-
fore, for the remaining 60 % of the sites, we must have max(np) ∼ 〈np〉 + 0.03,
and a total variation ∆np ∼ 0.08. This value is of the same order of magni-
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Figure 7.7: (a) Temperature dependence of the planar hole doping distribution.
As temperature decreases, the width of the distribution increases monotonically,
but the mean remains temperature independent. For T < Tq, a fraction of the
sites at the upper end of this distribution are wiped out (shaded regions), so the
observed doping decreases. (b) Schematic diagram of a stripe: the black circles
and arrows represent the Cu sites and spins, and the red circles represent the
oxygens. The diameter of the circle is proportional to the local hole density. The
blue arrows at the oxygen sites are the local hyperfine field, and the green line
represents S(r).
tude as that observed via Cu NQR in La2−xSrxCuO4 [12], suggesting that the
charge distribution is unaffected by the LTT transition. Fig. 7.7 (a) illustrates
schematically how P(np) varies with temperature. The width of this distribution
is the same in both the LTT and LTO phases, and increases with decreasing
temperature. However, in the LTT phase, the O sites at the upper end of this
distribution do not contribute to the NMR signal, so that the measured hole
doping appears to decrease. The correlation between the local hole doping and
the local spin structure lies in the origin of the wipeout of O NMR signal. The
spatial correlations of the fluctuating Cu spins consist of an antiferromagnetic
background with a long-range spatial modulation, S(r), that gives rise to nodes,
or domain walls, approximately every 4 lattice constants [56]. The oxygen nuclei
located adjacent to these nodes experience a large, slowly fluctuating hyperfine
field, hhyp ∝ ∇S(r). The nuclear spin lattice relaxation rate, T−11 , of these sites
is proportional to h2hyp, and reaches a maximum when the Cu spin fluctuation
rate (τ−1c ) is of the order of the nuclear Larmor frequency (ωL ≈ 43 MHz) [6].
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If T−11 is faster than the time window of the NMR spectrometer, then the NMR
signal is wiped out [26]. Oxygen nuclei located in regions of space where ∇S(r)
is largest experience the largest hyperfine fields (hhyp ≈ 65 kOe/µB), since the
neighboring Cu spins are locally incommensurate, and will be wiped out. We
estimate that for these sites T−11 ¿ 1 µs at 10 K, whereas the time window of the
NMR spectrometer is on the order of 10 µs. Conversely, the oxygen nuclei located
far from the domain walls where ∇S(r) is small experience a small or vanishing
hyperfine coupling (the neighboring Cu spins are locally commensurate) and will
contribute to the NMR signal. It is precisely these nuclei that we observe are
probing a reduced hole doping. Clearly, np(r) and ∇S(r) are spatially correlated,
or we would not observe a reduction of the apparent hole doping. If np(r) and
∇S(r) were uncorrelated, then the spectral intensity would be reduced for all local
hole dopings, and νc would be temperature independent. In order to analyze the
topology of np(r) and S(r), it is necessary to consider the distribution of holes
at the oxygen sites in the CuO2 plane. Several two- and three-band Hubbard
model calculations show increased hole density for the O sites in and adjacent to
the stripes, whereas in the intervening antiferromagnetic regions the hole density
on the O sites corresponds to that in the undoped material (see Fig. 7.7 (b))
[155, 156]. Furthermore, the electron spin modulation vanishes at the stripe, and
undergoes a phase change of 180◦. Therefore, ∇S(r) is largest in the vicinity
of the domain wall, and the oxygen sites adjacent to these nodes are exactly
those that experience the highest hole density as well as the largest hyperfine
fields. The observation that the hole density is greatest in regions where ∇S(r) is
largest strongly supports the idea of charged domain walls first discussed by Zaa-
nen [155]. The fraction of oxygen sites that are wiped out by large hyperfine fields
at low temperature also can shed light on the long-range topology. For example,
approximately 25 % of the oxygen sites are wiped out for the one-dimensional
stripe topology shown in Fig. 7.7 (b). This number depends on the details of
the long range topology and the width of the domain walls: it can increase for
bond-centered stripes, or if the inhomogeneity is two-dimensional. In fact, our
measurements are consistent with a checkerboard topology, where closer to 50 %
of the sites are potentially wiped out [157, 158]. However, the low precision in-
herent in the nature of these measurements precludes any definite conclusions of
the dimensionality of the inhomogeneity. Recent theoretical discussions of inho-
mogeneous hole doping as well as STM experiments have suggested the presence
of amorphous islands of higher hole doping that become superconducting at low
temperatures [117, 159]. Since NMR is a local probe, it is difficult to distinguish
whether np(r) is randomly distributed in space, or exhibits the spatial correla-
tions characteristic of a stripe lattice. If we assume that the holes segregate into
islands with a characteristic radius r0, and that the wipeout occurs for sites on
the boundaries of the islands where ∇S(r) is largest, then in order to account for
the large wipeout fraction we estimate that r0 ≈ 15Å , a value of the same order
as measured by STM [117]. Note, however, that Tc ≈ 10 K as can be seen in
Fig. 7.8, whereas Tq ≈ 100K, so a scenario of localized superconducting islands
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Figure 7.8: Ac susceptibil-
ity for powder samples of
La1.8−xEu0.17SrxCuO4. From [63].
is inconsistent with our results. Without a wipeout, a charge order in the planes
would lead to a significant quadrupolar broadening, because one would observe
both nuclei close to hole rich stripes, and nuclei in the hole poor domains. Since
there is evidence for both a static charge order as well as the sensitivity of the
oxygen quadrupole frequency to the hole doping, it can only be concluded, that
the hole rich oxygens are wiped out, because we do not observe a quadrupolar
broadening.
7.1.1 The quadrupole frequency in the spin ladder compound
In analogy to the results in LESCO, the quadrupole frequency of the oxygen
in the spin ladder cuprate (Sr,La,Ca)14Cu24O41 is strongly temperature depen-
dent. This was first observed by Thurber et al. [84] in 2003. This is after the
Knight shift the second oxygen NMR parameter that reveals remarkable similar-
ities between the spin ladder cuprates and the two dimensional high tempera-
ture superconducting cuprates. The temperature dependence of the quadrupole
frequency in (Sr,La,Ca)14Cu24O41 is shown in Fig. 7.9. The quadrupole fre-
quency starts to decrease at much higher temperatures than in LESCO. This
is also comparable to the Knight shift that decreases also at higher tempera-
tures in (Sr,La,Ca)14Cu24O41 than in La1.8−xEu0.2SrxCuO4 and therefore yields
higher spin gaps or pseudo spin gaps, respectively, in the spin ladder compound.
La6Ca8Cu24O41 is believed to have almost no additional holes in the spin lad-
ders. Therefore, the quadrupole frequency in this compound is not strongly
temperature dependent, instead it increases slightly with decreasing tempera-
ture. This behavior is comparable to La1.72Eu0.2Sr0.08CuO4 that has also only
few holes and an almost temperature independent quadrupole frequency. In con-
trast, the quadrupole frequencies in Sr14Cu24O41 and Sr11Ca3Cu24O41 decrease
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Figure 7.9: Temperature dependence of 17νb at O(2) ladder rung site in
La6Ca8Cu24O41 (◦), Sr14Cu24O41 (N), Sr11Ca3Cu24O41 (¤), and Sr6Ca8Cu24O41
(•). From Thurber et al. [84].
already from above 500 K. This is comparable to the optimally doped LESCO
samples with x=0.105 and x=0.13. The spin ladder with the highest doping and
the highest quadrupole frequency at high temperatures is Sr6Ca8Cu24O41. Here,
the quadrupole frequency starts to decrease at the lowest temperatures and does
not saturate at low temperatures. Thurber et al. argue that the quadrupole fre-
quency is a measure of the hole content in the spin ladders, and that the increase
of 17νb with increasing temperature is caused by a transfer from additional holes
from the chain layers to the ladders. However, they mention also another mecha-
nism that can cause a decrease of the quadrupole frequency, and that is somewhat
similar to the mechanism we used here to explain the decreasing quadrupole fre-
quency in LESCO. They argue that the holes may delocalize from unobserved
regions of the ladder layer. The hole concentration in the Cu2O3 ladder below
T ∗ ∼200 K (the onset of the change in the EFG) can be smaller for the majority
of the Cu and O1,2 sites, if holes are localized within the NMR time scale (µsec)
below T ∗ [84]. One possible piece of evidence in support of this possibility is the
existence of a collective excitation in the conductivity of Sr14Cu24O41 below ≈
170 K [160]. This might indicate the motion of pinned charges in the ladder layer
[84]. Such a scenario requires NMR line broadening or splitting around T ∗ due
to the localization of holes, but this has not been observed [84]. A line broad-
ening or splitting will of course not occur if the localized charges are not visible
for NMR anymore, i.e. if the hole rich oxygens experience a wipe out as is the
case in LESCO. Such a wipe out has not been reported yet for the spin ladder
compounds, but it could have been also simply missed, because a partly loss of
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signal intensity is difficult to notice.
Additionally, Thurber et al. (and also Takigawa et al. [137]) report quadrupole
relaxation for the Cu in hole doped (Sr,La,Ca)14Cu24O41 (see also Chapter 8).
According to Thurber, this implies that the ladder layer has nearby charge fluc-
tuations, so it is possible that some holes do localize on the ladder layer [84].
The most compelling evidence that there is no charge transfer from the chain lay-
ers to the ladder layers with increasing temperature comes from recent NEXAFS
measurements that provide evidence that the number of holes in the spin ladders
does not change with temperature [161]. These results are again very similar to
the NEXAFS measurements in LESCO.
7.2 The asymmetry of the spectra
Another property of the spectra that was attributed to a spatial inhomogeneous
doping distribution is an asymmetry of the spectra. This asymmetry was first
observed by Haase and co-workers in superconducting LSCO, and has been intro-
duced in Chapter 5. The asymmetry of the spectra in La1.8−xEu0.2SrxCuO4 can
be obtained in Fig. 6.1, and also in Fig. 7.10. Note, that it is temperature depen-
dent and vanishes in both LSCO and LESCO at low temperatures. As explained
in Chapter 5, an asymmetry occurs, when both the local magnetic shift and the
local EFG are distributed and correlated in some fashion. The magnetic shift, K,
shifts all five transitions, i.e. the central as well as the satellite lines, to a certain
amount in one direction. On the other hand, the quadrupole frequency shifts the
satellites on the left side of the central in the same direction as the Knight shift,
whereas the satellites on the right side of the central are shifted in the opposite
direction. If there is now a distribution of Knight shifts and quadrupole frequen-
cies, and this distribution is correlated, i.e. if those nuclei which experience a
small magnetic shift have also a small quadrupole frequency, and those with a
high magnetic shift have a high quadrupole frequency , asymmetric spectra will
result. This is illustrated in Fig. 7.10. The fit of the spectrum at 120 K in Fig.
7.10 is the sum of two symmetric functions f(x) = f a(x)+f b(x) which have been
used to fit the spectra originally. These functions have different Knight shifts
Kac = 0.048 and K
b
c = 0.114, and quadrupole frequencies ν
a
c = 0.199 MHz and
νbc = 0.228 MHz. The original symmetric fit yields Kc = 0.08, and νc = 0.213
MHz. This model should only be used to illustrate the origin of the asymmetry
of the spectra. For a fit and a reasonable interpretation of the fit, this sum of
two functions has to many uncertainties, and too many fit parameters. There
are e.g. two Knight shifts and two quadrupole frequencies, and one should actu-
ally also regard different intensities and linewidths for f a and f b. And of course
such an asymmetry can be caused by a sum of three or more symmetric spectra.
On the other hand, the difference in the quadrupole frequencies for x=0.13, i.e.
νbc−νac , yields exactly the same doping distribution as the temperature dependent
quadrupole frequency does, i.e. νc(120K)− νc(20K) = νbc − νac = 0.03 MHz.
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Figure 7.10: Figure to explain the origin of the asymmetry of the spectra. The
solid, red line is the sum of two symmetric functions, f a(x) (dashed, green line),
and f b(x) (dashed, blue line). If f a(x) has a small Knight shift and a small
quadrupole splitting, and f b(x) has a big Knight shift and a big quadrupole
splitting, then the sum of both must be an asymmetric spectrum.
Haase et al. used the following function to account for their asymmetry: νn =
(1+Kc,0)νref +nνc,0 +(M +nR)h, where νc and Kc depend linearly on a hidden
parameter h (see also Chapter 5). To account for the asymmetry in the spec-
tra here, we make use of the Gaussian law of error propagation. The linewidth
usually is caused by a distribution of magnetic shifts, and by a distribution of
the EFG, i.e. a distribution of quadrupole frequencies. Therefore one gets the
linewidth
σ =
√
σ2m + n
2σ2q , (7.2)
where σm is the magnetic linewidth, and σq is the quadrupolar linewidth, and
n = −2,−1, ... + 2. This is the standard error determined by the law of error
propagation, if σm and σq are independent of each other. If both are correlated,
then another term occurs in the law of error propagation, that is to say
σ =
√
σ2m + n
2σ2q + 2Rnσmσq, (7.3)
where R is a measure of the correlation of both, σm and σq. If R = 0, Eq. 7.3
will become the standard error of Eq. 7.2. If R = 1, the correlation, and thereby
the asymmetry, is maximal. This correlated linewidth will be inserted in Eq. 6.2
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Figure 7.11: Fit of an asymmetric spectrum of La1.8−xEu0.2SrxCuO4 with x=0.13
at 120 K with the correlated linewidth of Eq.7.3. The R parameter at this
temperature is R = 0.501.
that is used to fit the spectra. Note, that this is the only function that gives
good fits. All other models that have been tried did not fit the data properly.
Fig. 7.11 shows a fit of a spectrum of La1.8−xEu0.2SrxCuO4 with x=0.13 at 120 K.
The R parameter is shown in Fig.7.12 for all dopings from x=0.08 to x=0.20. R
can be regarded as the temperature dependence of the asymmetry of the spectra,
and thereby as a measure of the correlation of σm and σq. In principle, this is
the same as Haase et al. observe in La2−xSrxCuO4 : The magnetic linewidth,
σm, is caused by a distribution of magnetic shifts, Kc (Knight shifts), and the
quadrupolar linewidth, σq, is caused by a distribution of quadrupole frequencies,
νc. If these distributions are correlated, i.e. if there are nuclei which have a large
magnetic shift and a large quadrupole frequency at the same time, and if there
are other nuclei, which have a small magnetic shift and a small quadrupole fre-
quency at the same time, then asymmetric spectra will result, and R 6= 0. The
only problem of these measurements is the fact that the Knight shift depends on
the external magnetic field, i.e. spectra which are observed at low magnetic fields
are less asymmetric than spectra which are observed at higher magnetic fields.
This has also consequences on the temperature and doping dependence of the R
parameter in Fig. 7.12. At first glance, the run of R with temperature is very
similar to the run of the quadrupole frequency in Fig. 7.3. The only difference
is that the asymmetry is maximal for x=0.13 at the measured magnetic field of
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Figure 7.12: Temperature dependence of the R parameter in La1.8−xEu0.2SrxCuO4
for several dopings from x=0.08 to x=0.20. Similarities to the temperature de-
pendence of the quadrupole frequency in Fig. 7.3 are obvious. Solid lines are
guides for the eye.
approx. 74.5 kG, i.e. at high temperatures there is no linear dependence of R
with doping as is the case for νc. If we would have measured the asymmetry
at higher fields so that the asymmetry would be maximal for x=0.20, then one
may also observe a linear dependence of R with doping. However, the similarities
of the temperature dependences of νc and R may have the same origin. νc de-
creases, because we loose the signal intensity of the hole rich oxygens. These hole
rich oxygens are expected to have a high quadrupole frequency and also a high
magnetic shift, and if we loose these parts of the sample, then the asymmetry
should also vanish, and this is what we do observe. As a consequence, R and νc
should have exactly the same temperature dependence. This is demonstrated in
the following two figures (Fig. 7.13 and Fig. 7.14), where νc and R are scaled to
each other for x=0.13 and x=0.20. The other dopings show the same tempera-
ture dependences and similarities. On the other hand, spectra of La2−xSrxCuO4
are also asymmetric, and loose their asymmetry with decreasing temperature, al-
though the quadrupole splitting is not temperature dependent here. In principle,
the vanishing asymmetry can also be connected to the decreasing Knight shift.
At low temperatures the spin part, Kspinc , of the Knight shift vanishes. And if
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Figure 7.13: The R parameter scaled to the quadrupole frequency νc in
La1.67Eu0.2Sr0.13CuO4.
Figure 7.14: The R parameter scaled to the quadrupole frequency νc in
La1.6Eu0.2Sr0.2CuO4.
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Figure 7.15: Asymmetric 139La spectra in La1.8−xEu0.2SrxCuO4 single crystals
with x=0.13 measured at a frequency of 29 MHz and for two different orientations
of the applied magnetic field with respect to the crystal c-axis. From B.J. Suh
[163].
Kspinc is zero, it can not be distributed, but a distribution is necessary to cause
an asymmetry in the spectra, and therefore the asymmetry should vanish.
Of course, one can also think of a change in the local hole character when su-
perconductivity sets in, and that this change can be the reason for the vanishing
asymmetry. Altogether it is very difficult to say in no uncertain terms what is the
reason for the temperature dependence of the asymmetry. Inconsistent with the
vanishing asymmetry are also the results of Singer et al. [12], which are introduced
in Chapter 5. They found that the width of inhomogeneous hole distribution in-
creases with decreasing temperature. Singer et al. also found an inhomogeneous
hole distribution for La2−xSrxCuO4 with x=0.07 where they found regions cor-
responding to x=0.045 and x=0.1, but the 17O spectra of La1.8−xEu0.2SrxCuO4
with x=0.08 are not asymmetric, and the quadrupole frequency of this Sr con-
centration is not temperature dependent, too.
In addition, an asymmetry has also been observed in 139La NMR spectra of
La1.8−xEu0.2SrxCuO4 as well as other transition metal oxides like nickelates and
manganites. Whereas the asymmetry in La5/3Sr1/3NiO4 is due to another La
line that appears under the symmetric La spectrum [162], the asymmetry in
La0.75Sr1.25MnO4 has been discussed in terms of correlated magnetic and quadrupo-
lar shifts as explained above [19]. Very surprisingly, also 139La NMR spectra in
La1.8−xEu0.2SrxCuO4 with x=0.13 are asymmetric, as is shown in Fig. 7.15, al-
though the situation is somewhat different at the La site. First of all, the hyperfine
coupling at the La, and thereby the Knight shift, is very small, because the La
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is outside the CuO2 plane. The next question is whether the EFG at the La is
a function of hole doping, and if there could be a correlation of both the Knight
shift and the quadrupole frequency. One can speculate, however, that asymmet-
ric spectra can have also different origins than a correlation of the Knight shift
and the quadrupole frequency.
At least, the asymmetric fits do not affect the other parameters, like the Knight
shift, the quadrupole frequency, and the magnetic and quadrupolar linewidth.
These parameter are compared in Appendix A for the symmetric and asymmet-
ric fits. Also shown are the fit parameters that are obtained from spectra taken
at a frequency of 30 MHz (corresponding to a magnetic field of around 52 kG).
7.3 The quadrupole broadening
For completeness, the quadrupolar line broadening, σq should be shown here, too.
σq is not strongly temperature and doping dependent, as can be seen in Fig. 7.16,
except for the low doped sample (x=0.08). This doping level behaves different
in all measurements concerning the electric quadrupole interaction. It shows a
small temperature independent quadrupole frequency, and no asymmetry in the
spectra. In general, the quadrupole linewidth is caused by a distribution of the
EFG. Because of the quantum number n in Eq. 7.2 it affects only the satellite
transitions.
7.4 The magnetic broadening at low temperatures
Below ∼15 K the spectra show significant magnetic broadening especially for al-
most optimal doping (x=0.13, see Fig. 6.1 in Chapter 6). In fact the broadened
central transition overlaps the satellite transitions so much that it is difficult to
resolve the quadrupolar splitting at low temperatures. The temperature depen-
dence of the magnetic line width, σm, in La1.8−xEu0.2SrxCuO4 is shown in Fig.
7.17. The mechanism of the low temperature magnetic broadening differs from
that associated with the high temperature effect. The magnetic and quadrupolar
broadened spectra are prevalent in the superconducting systems La2−xSrxCuO4
and YBa2Cu3O7−y. The microscopic mechanism is unclear, but may be due to
static lattice inhomogeneities, or trapped carriers. The extra low temperature
broadening observed in La1.8−xEu0.2SrxCuO4 corresponds with the onset of stripe
ordered antiferromagnetism, since LSCO does not show this extra broadening at
low temperatures. As already mentioned, µSR observes static magnetic moments
at low temperatures. The onset temperature of this static magnetic order is ≈ 25
K for the optimally doped LESCO (x=0.15). These static magnetic moments are
likely to be the reason for the extra broadening of the NMR spectra, but the onset
temperature of the broadening of the spectra is lower than the onset temperature
observed with µSR. This is because the timescale of a µSR experiment is faster
(∼3 MHz) [164] than the timescale that is needed to create such a line broaden-
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Figure 7.16: Temperature dependence of the quadrupolar line broadening, σq, in
La1.8−xEu0.2SrxCuO4 for several dopings from x=0.08 to x=0.20.
ing. The timescale for the line broadening is on the order of the line width that
is at low temperatures ∼200 kHz. Note, that the muons are located outside the
CuO2 planes, and that they are charged and therefore may have influence on the
charge dynamics in the CuO2 planes.
At high temperatures the 17O spectra are motionally narrowed, i.e. the hopping
time of the charge carriers is shorter than the period of the Lamor precession of
the 17O nuclear spins. And when the charge carriers slow down and collect into
1D charge rivers, they leave behind static magnetic moments that create a dis-
tribution of hyperfine fields at the O. Motional narrowing is known from liquids,
where the molecules are moving faster than the reciprocal of the Lamor frequency
and therefore there is no dipolar coupling between the nuclei in a liquid. A similar
line broadening of the Cu NMR and NQR spectra occurs in the hole doped spin
ladder compounds [145], and was also associated with localized charge carriers.
However, if we look at the picture of charge stripes we got from the quadrupole
frequency and wipe out effect (see Fig. 7.7), then the large hyperfine fields in the
charge stripes should wipe out the oxygen, and the rest of the sample should be
commensurably af ordered. I.e. if the hole rich oxygens are wiped out and we
observe only the hole poor, commensurably af ordered oxygens, then we should
not observe any magnetic broadening, i.e. any distribution of hyperfine fields, be-
cause in a commensurate af order these fields cancel at the oxygen. This means
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Figure 7.17: Temperature dependence of the magnetic line broadening, σm, in
La1.8−xEu0.2SrxCuO4 for several dopings from x=0.08 to x=0.20. The extra
broadening at low temperatures for around optimal doping (x=0.105 and x=0.13)
is particularly noteworthy.
there must be an incommensurability within the af ordered regions between the
charge stripes. This incommensurability can either be along the c-axis, or in the
plane along the a, b-directions, i.e. the hyperfine field, hhyp, that causes the line
broadening lies either in the plane or is perpendicular to it. In both cases we need
different field strengths of the hyperfine field to create the observed broadening.
If hhyp lies along the c-axis, then it just adds up to the external magnetic field,
H0, and is on the order of the linewidth, i.e. Hres = H0 + hhyp, where Hres is
the resonance field, and therefore hhyp ≈ σm ≈ 300 G at low temperatures for
x=0.13. If hhyp lies in the a, b-plane, then we have to use the geometrical sum, i.e.
Hres =
√
H20 + h
2
hyp, and therefore hhyp must be ≈ 5000 G to create the observed
linewidth of 300 G. Whether the hyperfine field lies in the plane or is perpen-
dicular to it, will be clarified in the next chapter, where we discuss the nuclear
relaxation. Note, that a fluctuating hyperfine field along c will not contribute to
T−11 , but would give rise to a spin echo decay with rate T
−1
2 .
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7.5 Summary
Measurements of the oxygen quadrupole frequency, 17νc, in doped lanthanum
cuprates yield the following results:
At high temperatures, νc is a measure of the hole content in the oxygen 2p or-
bitals. This has first been observed in LSCO by Haase et al. [15], but is also true
for LESCO.
In contrast to superconducting LSCO, the quadrupole frequency in stripe or-
dered LESCO is strongly temperature dependent, i.e. it decreases with decreasing
temperature below a doping dependent temperature Tq. This decrease is rather
caused by a wipe out of the hole rich oxygens in or nearby the charge stripes than
by changes of the lattice, or by a decrease of the absolute number of holes in the
CuO2 planes. This is also consistent with NEXAFS measurements which give an
independent measure of the number of holes in the O 2p orbitals. Since NMR is
a local probe, any other localization of holes may lead to the same results, i.e.
these measurements can not distinguish a stripe order from a checkerboard order,
or any other order.
The quadrupole frequency in the spin ladder compounds shows almost the same
temperature and doping dependence, and thereby reveals again the remarkable
similarities between lanthanum cuprates and the spin ladder cuprates.
The asymmetry of the spectra may indicate spatial modulations of the spins and
the charges, although the asymmetry vanishes to low temperatures. This may
be consistent with the quadrupole frequency and wipe out measurements in LE-
SCO, since the asymmetry shows the same temperature dependence than the
quadrupole frequency, but may be contradictory to the results in superconduct-
ing LSCO, where the quadrupole frequency is not temperature dependent, but
the asymmetry decreases with temperature in the same way as in LESCO.
Finally, the magnetic broadening reveals a certain magnetic disorder in the hole
poor, actually antiferromagnetically ordered regions between the charge stripes.
If this very slowly fluctuating hyperfine field, that creates the magnetic broaden-
ing, lies along the c-axis or in the CuO2 planes, will be clarified in the next chapter.
8 The Nuclear Relaxation Rates
T−1
1
and T−1
2
in LESCO
In addition to the information about the static magnetic and quadrupolar in-
teractions extracted from the spectra, the relaxation rates provide important
information about the dynamics of these interactions. As we will see below, es-
pecially measurements of the T−11 relaxation rate could not only provide evidence
for a slowing of fluctuations with temperature, but could also demonstrate that
these fluctuations are rather caused by slowly moving charges than by magnetic
fluctuations.
The first section of this chapter discusses these T−11 measurements. The second
one introduces the measurements of the T−12 relaxation rate. By combining the
results of the relaxation rates with the results of the linewidth, we are able to
determine the direction of the incommensurate hyperfine field that causes the
extra line broadening at low temperatures. In the last section the results will be
summarized and discussed.
8.1 The spin lattice relaxation rate T−11
The basics of T1 relaxation were explained in Chapter 2. T
−1
1 was measured by
inversion recovery, and the magnetization data were fit to the standard expres-
sion for magnetic relaxation of a spin 5/2 nucleus. T−11 versus temperature is
shown in Fig. 8.1. For T & 60K, the T−11 for the La1.8−xEu0.2SrxCuO4 agrees
reasonably well with that in La2−xSrxCuO4 , however below this temperature,
T−11 exhibits a dramatic increase that peaks around 20K for x=0.13, similar to
that observed for La [26, 128]. The origin of this extra relaxation can be either
(i) magnetic (spin fluctuations), or (ii) quadrupolar (EFG fluctuations). In the
first scenario, both the O and La couple to the Cu electronic spin, S(r, t), which
has a correlation time τ . For the La, the hyperfine coupling is on the order of
1kOe/µB, however the O coupling is strongly q dependent, and vanishes for com-
mensurate (q = (π/a, π/a)) wavevectors. NS data suggest that the fluctuations
are incommensurate, therefore one would expect the oxygen to experience a finite
hyperfine coupling, in which case the La and O T−11 ’s should scale as the square of
their couplings. The data do not scale, in fact the oxygen T−11 increases by only
one order of magnitude at the peak, whereas the La increases by more than two
orders (see also Fig. 5.7 in Chapter 5). This indicates already that there might
be different mechanisms for the La and O T−11 ’s. Furthermore, if the relaxation
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Figure 8.1: The oxygen spin lattice relaxation rate T−11 for several dopings versus
temperature. For comparison T−11 of La2−xSrxCuO4 with x=0.15 measured by
Walstedt et al. is also shown [165]. Solid lines are guides to the eye.
were magnetic then the magnitude of the peak of T−11 provides a measure of the
hyperfine field (see Chapter 2): T−11,max = γ
2(h⊥hyp)
2/4ωL, where the hyperfine field,
hhyp must lie ⊥ to the c-axis. A hyperfine field ‖ to c does not contribute to T1.
For the x=0.13 sample, T−11,max indicates h
⊥
hyp ∼ 50 G. However, 50 G in the a, b
direction is two orders of magnitude too small to explain the magnetic broaden-
ing of the linewidth (σm ∼ 300G) that was derived in Chapter 7 for the same
sample at low temperatures. Therefore, for the O sites that are not wiped out,
hhyp must lie primarily along the c direction, in which case it cannot contribute
to T−11 . This is also consistent with the spin spin relaxation rate, T
−1
2 that will
be presented in the next section.
It seems, however, that the relaxation is quadrupolar in origin in contrast to the
magnetic relaxation of La, a plausible scenario in light of the strong temperature
dependence of νc. To test for quadrupolar relaxation, we measured T
−1
1 at both
the n = 0 central transition and the n = 2 satellite transition of the sample
with x=0.13. Fig. 8.2 shows the two relaxation rates T−11,cen and T
−1
1,sat, and the
ratio, R = T−11,cen/T
−1
1,sat, as a function of temperature. From Eq. 2.18 in Chapter
2 we derive the relaxation function for the second satellite transition: M(t) =
M0(1− f(1/14e−15t/T1 +2/7e−10t/T1 +2/5e−6t/T1 +3/14e−3t/T1 +1/35e−t/T1)). For
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Figure 8.2: Upper panel: T−11 in La1.8−xEu0.2Sr0.13CuO4 measured at the central
at 74.44 kG (•) and at the second satellite transition at 75.2 kG (◦) at a frequency
of 43 MHz. Lower panel: Ratio R = T−11,cen/T
−1
1,sat. Clearly, at the peak of the T
−1
1
the relaxation is predominantly quadrupolar. Inset: Ratio R versus W
(2)
Qn/WMn.
R was calculated here numerically for different ratios W
(2)
Qn/WMn.
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Figure 8.3: Temperature dependence of the ratio 65T−11 /
63T−11 for Sr14Cu24O41
(N), Sr11Ca3Cu24O41 (¤), and Sr6Ca8Cu24O41 (•). From Thurber et al. [84].
pure magnetic relaxation 1/T1 = 2/5W1. Additional quadrupolar relaxation,
W
(2)
Qn , would affect the satellite transition, but not the central transition (see
Chapter 2). The exact functional form for quadrupolar relaxation is not known.
We calculated the ratio R for different ratios of W
(2)
Qn and WMn, as shown in the
inset of Fig. 8.2. This yields R ≈ 1 for purely magnetic relaxation, and R ≈ 0.5
for W
(2)
Qn/WMn & 10, i.e. for predominantly quadrupolar relaxation. To under-
stand this result, note that magnetic correlations of the form 〈h⊥hyp(t)h⊥hyp(0)〉 give
rise to ∆m = ±1 transitions between the nuclear spin states. EFG fluctuations
of the form 〈Vαα(t)Vαα(0)〉 give rise to both ∆m = ±1 and ∆m = ±2. The
measured relaxation of a particular nuclear transition will differ depending on
relative strength of each type of mechanism. The calculated value R in the inset
of Fig. 8.2 agrees well with the value R derived from the measurements of T−11
at the central and the satellite, respectively. This result provides strong evidence
that the oxygen spin lattice relaxation rate is driven by local charge fluctuations
that slow down continuously along with the magnetic fluctuations probed by the
La, and emphasizes the strong coupling between the spin and charge degrees of
freedom [72, 156]. It is possible that the glassy behavior measured by spin probes
(La NMR, Gd ESR) is driven by the slow charge dynamics of the freezing stripe
lattice [166, 167]. On the other hand, the magnetic interactions in the antiferro-
magnetic background are frustrated by the localization of the holes, which can
also give rise to spin-glass behavior [168].
Surprisingly, the relaxation process is dominantly quadrupolar also in the spin
ladder compound. Takigawa et al. first reported quadrupolar relaxation of the
copper in Sr14Cu24O41 [137] that was confirmed by Thurber et al. for the Ca
doped spin ladders [84]. The quadrupolar relaxation is shown in Fig. 8.3. The
temperature dependence is comparable to that in La1.8−xEu0.2SrxCuO4 , i.e. the
relaxation is dominantly quadrupolar, when the quadrupole frequency reaches
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Figure 8.4: The oxygen spin spin relaxation rate T−12 for several dopings versus
temperature.
its minimum. Takigawa et al. state that quadrupolar relaxation is an unusual
situation for a spin system, for which one would naturally expect that coupling
to electron spins is the major source for nuclear relaxation. Both, Takigawa and
Thurber, associated these charge fluctuations with very slow hole motion in the
ladder plane. However, slow motions of the holes, i.e. glassy behavior of T −11 ,
obviously does not rule out spin gap or pseudo gap behavior in the spin ladders
and in LESCO, respectively.
8.2 The spin spin relaxation rate T−12
The spin spin relaxation rate T−12 in LESCO is shown in Fig. 8.4. It is not strongly
temperature dependent except for x=0.13. For this doping, T−12 shows signs of a
peak at low temperatures. As we have seen above, a fluctuating hyperfine field
along c will not contribute to T−11 . But it would give rise to spin echo decay with
a rate: T−12 = γ
2h2hypτ . Assuming that ωLτ ∼ 1 at T ∼ 20 K and T2 ∼ 200µs,
then we estimate hhyp ∼ 300 G, in agreement with the static broadening estimate.
We thus arrive at the surprising result that the extra magnetic broadening in the
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ground state arises primarily from hyperfine fields along the c axis. Since this field
is given by the sum of the spins on the two neighboring Cu, this result indicates
that (a) Sz(r) is non-zero, and (b) Sab(r) is locally commensurate. There is no
neutron data to indicate an out-of-plane component in La1.8−xEu0.2SrxCuO4, but
in a recent µSR experiment a significant out-of-plane component of the static
field was found at the muon site in La1.65Eu0.2Sr0.15CuO4 [169]. Elastic neutron
scattering studies in the ground state of La1.6−xNd0.4SrxCuO4 indicate that S(r)
is modulated by a factor cos(πδr/a), where r is the direction perpendicular to the
stripe direction, and δ is the incommensuration. [56] In this scenario neighboring
Cu spins are not equal in magnitude, and hhyp ∼ 10 kG. In order to understand
the small magnitude of hhyp observed experimentally, we conclude that there must
exist higher order harmonics in the modulation so that the S(r) is step-like, or
consists of discommensurations where the phase of the spin density slips by π
across the stripes. Also, a Dzyaloshinski-Moriya like spin canting [170] can be
the reason for the incommensurate c-axis component of the hyperfine field.
8.3 Summary and Discussion
There is a peak in the spin lattice relaxation at low temperatures that is caused by
slow charge fluctuations rather than magnetic fluctuations. These charge fluctu-
ations are apparently due to very slow hole motion. They are maximal and occur
at higher temperatures for the optimally doped sample (x=0.13). In the over-
doped region, the peak occurs at lower temperatures and is less pronounced. The
peak in the underdoped sample (x=0.08) differs a little from the other dopings
since it is narrower and higher. Here, the peak may also be caused by fluctuations
of the magnetic hyperfine field.
From the behavior of the relaxation rates and the magnetic linewidth we conclude
that there must be an incommensurate component of the hyperfine field that lies
along the crystal c axis and causes the magnetic broadening of the linewidth at
low temperatures. The hyperfine field in the a, b directions must be locally com-
mensurate.
The slowing of magnetic and quadrupolar fluctuations that manifests in the ex-
tra broadening of the linewidth and the peak in the T−11 relaxation rate can be
summarized in the phase diagram in Fig. 8.5. The beginning of the grey region
is the temperature of the peak in the T−11 relaxation rate, where the EFG fluc-
tuates at a rate τ−1 ∼ 43 MHz. The light grey region is T0, where in the case of
motional broadening, the hyperfine field fluctuates at a rate τ−1 ∼ σm ≈ 200kHz.
The open triangles mark the temperatures where µ+SR experiments see static
fields [61]. The timescale of µSR is approx 3 MHz [164], i.e. the quadrupolar
fluctuations seem to be a little faster than the magnetic ones. But one should
also bear in mind that muons are charged and located outside the CuO2 planes,
and that they can have a significant influence on the charge and spin dynamics
in the CuO2 planes. The neutron scattering results from Tranquada et al. [56]
110 8. The Nuclear Relaxation Rates T−11 and T
−1
2 in LESCO
Figure 8.5: This phase diagram shows the continuously slowing of magnetic and
quadrupolar fluctuations in the stripe phase of La1.8−xEu0.2SrxCuO4 . See text.
performed in Nd instead of Eu doped samples fit also into this diagram (see also
Fig. 4.8), since the timescale of neutrons is on the order of GHz.
The very similar quadrupolar relaxation in the spin ladder cuprates should be
noted here, too, and may straightforwardly point towards a very similar mecha-
nism that is at work in both spin ladder cuprates as well as lanthanum cuprates
with suppressed superconductivity.
9 Conclusion
The work described in this thesis uses 17O NMR to probe the electronic system
of rare earth co-doped La2−xSrxCuO4. Oxygen NMR appeared to be a powerful
tool for this purpose. The nucleus is located directly inside the CuO2 planes, and
has a spin and a quadrupole moment and therefore can probe both, interactions
with the magnetic hyperfine field as well as interactions through the electric field
gradient of the lattice. Furthermore, the relaxation rates T−11 and T
−1
2 contain
information about the dynamics of these interactions.
Such a link between the spin and charge structures in high temperature super-
conductors has been elusive until today. Instead, there are magnetic probes such
as neutron scattering and µSR that provide evidence for a modulation of the spin
structure and static magnetic moments, respectively, [56, 61], and charge probes
like STM that reveal inhomogeneous doping distributions in the CuO2 planes
[116, 117, 158]. In either case, inhomogeneities in the spin and charge system
seem to be typical for HTSCs. Whereas the spin and charge modulations are be-
lieved to be dynamic in the superconducting compounds, they become static in
the LTT phase of Eu doped La2−xSrxCuO4, and thus are more easily to observe.
As could be demonstrated in this work, evidence for such a spin and charge sep-
aration, that often revealed stunning similarities to the spin ladder compounds,
is apparent in almost all measured NMR parameters.
In order to proceed these enlightening measurements at the IFW in Dresden, a
new sample probe and a new 17O exchange system were constructed in the frame-
work of this thesis. The new sample probe was made to be used in two different
high field magnets (15 T and 16 T). Thereby, particular consideration was nec-
essary due to the small inner diameter of these magnets, the unequal distances
to the center of the magnets, and the poor homogeneity of their magnetic fields.
The 17O exchange system has recently proven its operability by exchanging the
oxygen of a powder sample of La1.83Sr0.17CuO4 at 600
◦C, and two single crystals
of La1.875Ba0.125CuO4 and Sr14Cu24O41 at 850
◦C.
The 17O NMR results in La1.8−xEu0.2SrxCuO4 for five different samples with x
from 0.08 to x=0.20 can be summarized as follows:
The Knight shift, Kc, of the oxygen in LSCO as well as in LESCO exhibits pseudo
gap behavior, although the ground states of both compounds are very different.
This pseudo gap is doping dependent. For LSCO, it increases strongly with de-
creasing hole content (∆ = 220 K for x=0.075, and ∆ = 51 K for x=0.20). This
is consistent with other experiments that can measure a gap. For LESCO, the
pseudo gap shows a similar doping dependence in the overdoped (∆ = 59 K)
and optimally doped region, but is strongly suppressed in the underdoped region
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(∆ = 92 K). We suggest that the pseudo gap opens due to a phase separation in
the CuO2 planes that divides the planes into hole rich and hole poor ladder like
structures. In the underdoped domain of LESCO, the holes are expected to col-
lect in one dimensional rivers so that they leave behind three leg ladders that are
not expected to exhibit pseudo gap behavior. Then in LSCO, there must be two
leg ladder like structures and thus pseudo gap behavior also in the underdoped
domain of LSCO. The doping dependence of the pseudo gap is very similar to
that of the spin gap in the two leg spin ladder compound (Sr,La,Ca)14Cu24O41.
Here, 17O NMR results reveal a large spin gap of ∆ = 510 K in the undoped com-
pound, and a smaller one (∆ = 150 K) in the hole doped ladder (Sr2Ca12Cu24O41)
[90, 91]. On the other hand, neutron scattering reveals a doping independent gap
in the spin ladder compounds [87], but a doping dependent gap in LSCO [103].
It is therefore not clear whether NMR is a reliable probe to measure a spin gap,
or if there is another contribution to the pseudo gap in HTSCs.
The quadrupole frequency, νc, of the oxygen in all cuprates is a direct measure
of the hole content in the O 2p orbitals [15]. In contrast to LSCO and all other
superconducting cuprates, the quadrupole frequency of stripe ordered LESCO is
strongly temperature dependent. It decreases below a doping dependent temper-
ature Tq ≈ 100 K by up to 25 % and thereby suggests a decrease of the hole
content in the CuO2 planes. Synchronous measurements of the signal intensity
reveal a partial wipe out of the 17O NMR below Tq. We argue that the hyperfine
field of the Cu electronic spins is largest in the vicinity of a hole rich stripe, and
therefore the oxygen sites adjacent to these stripes are exactly those that expe-
rience the highest hole density as well as the largest hyperfine fields. And when
the hyperfine field slows down with temperature, it wipes out the hole rich oxy-
gen and therefore the quadrupole frequency has to decrease as well. This is also
confirmed by a recent NEXAFS study that is also a measure of the hole content
in the oxygen orbitals, but that does not suffer from the wipe out effect, and
thus reveals a temperature independent hole density of the oxygens. A similar
decrease of the quadrupole frequency has been found in the spin ladder cuprates,
too [84]. It is not yet clear whether the same wipe out mechanism is at work
here, too.
At high temperatures, the spectra of LSCO and LESCO are substantially asym-
metric. This asymmetry has been connected to an inhomogeneous doping dis-
tribution [122]. The asymmetry does not occur in the underdoped domain, and
vanishes with decreasing temperature. In LESCO, the temperature dependence
of this asymmetry is the same as the T -dependence of the quadrupole frequency.
Since νc is not temperature dependent in LSCO, it is not clear why the asymmetry
vanishes here, too. Also, results of Singer et al. [12] reveal inhomogeneous hole
doping in the underdoped region as well as an inverse temperature dependence,
i.e., here, the inhomogeneous doping distribution increases with decreasing tem-
perature. So there are some ambiguities as regards the asymmetry of the NMR
spectra.
An extra magnetic broadening of the linewidth in LESCO at low temperatures
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points towards a large distribution of static hyperfine fields. It could be shown
along with the results of the relaxation rates that the magnetic broadening orig-
inates from a distribution of hyperfine fields parallel to the crystal c-axis. In the
(a, b)-plane, the hyperfine field observed by the remaining oxygens in the hole
poor regions seems to be commensurate.
The relaxation rate T−11 exhibits a doping dependent peak at low temperatures.
It could be shown that this peak is caused by charge fluctuations that slow down
with temperature rather than slow magnetic fluctuations as it is the case for 139La
NMR [26]. Most likely, these charge fluctuations are associated with very slow
hole motion in the CuO2 plane. Quadrupolar relaxation has also been observed in
the spin ladder compounds and associated with very slow hole motion in the lad-
der planes [84, 137]. In fact, this manifests once more the intriguing similarities
of high temperature superconductors and spin ladder compounds. The peak in
the relaxation rate of LESCO reveals that the charge fluctuations slow down with
temperature along with the spin fluctuations that are observed by spin probes
like µSR and 139La NMR.
A Comparison of symmetric and
asymmetric fit parameter
The spectra have been fitted originally with symmetric fit functions that neglect
the asymmetry of the spectra. The fit parameter νc, Kc, σm, and σq of the asym-
metric and symmetric fits are nevertheless the same. This is demonstrated in the
following four figures for La1.8−xEu0.2SrxCuO4 with x=0.13. The fit parameters
of fits of spectra at 30 MHz (corresponding to ≈ 52 kG) of La1.8−xEu0.2SrxCuO4
with x=0.13 are also shown. They are in good accordance with the fit parameter
obtained at 43 MHz (corresponding to ≈ 74.4 kG).
Figure A.1: The quadrupole frequency obtained in La1.8−xEu0.2SrxCuO4 with
x=0.13.
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Figure A.2: The Knight shift shows a slight deviation in the absolute values
obtained at 30 MHz in comparison to 43 MHz. This might be due to an inaccuracy
of the applied external magnetic field.
116 A. Comparison of symmetric and asymmetric fit parameter
Figure A.3: The extra line broadening at low temperatures is not so pronounced
at 30 MHz.
Figure A.4: The quadrupole broadening is almost temperature independent, and
shows a relatively large error, but agrees in principle in all three cases.
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and A. Revcolevschi, Phys. Rev. Lett. 85, 642 (2000).
[27] E. Fukushima and S. B. Roeder, Experimental Pulse NMR, Addison-Wesley,
New York, 1981.
[28] J. G. Bednorz and K. A. Müller, Z. Phys. B 64, 189 (1986).
[29] A. Schilling, M. Cantoni, J. D. Guo and H. R. Ott, Nature 363, 56 (1993).
[30] L. Gao, Y. Y. Xue, F. Chen, Q. Xiong, R. L. Meng, D. Ramirez and C. W.
Chu, Phys. Rev. B 50, 4260 (1994).
[31] S. Fujita and S. Godoy, Theory of High Temperature Superconductivity,
Kluwer Academic Publishers, Dordrecht / Boston / London, 2001.
[32] H. Eschrig, J. Fink and L. Schultz, Physik Journal 1, 45 (2002).
Bibliography 119
[33] C. P. Hess, Thermischer Transport in Übergangsmetalloxiden mit niedrigdi-
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betreut hat. Ich möchte ihm auch dafür danken, dass er mir den Aufenthalt in
Los Alamos ermöglicht hat.
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