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ON THE RECONSTRUCTION OF THE MATRIX
FROM ITS MINORS
Mouftakhov A. V.(Ramat-Gan (Israel), BIU)
Introdution.
In our artile we onsider some algebraial methods
whih may be useful in some inverse spetral problems
[1℄[3℄. In those papers problems of reovery of the o-
effiients of the boundary onditions are onsidered.
In [1℄[3℄ the boundary onditions of the inverse spe-
tral problem are determined by the 2 × 4-matrix A
(rankA = 2):
A =
[
a11 a12 a13 a14
a21 a22 a23 a24
]
The boundary onditions whih are determined by
the 2× 4-matrix A and the boundary onditions whih
are determined by the 2× 4-matrix B (where rankA =
rankB = 2) are equivalent if and only if their matries
A and B are linearly equivalent, i.e. there exists non-
singular 2× 2-matrix S suh that A = SB (see [3℄).
Hene, the searh for the boundary onditions is equiv-
alent to finding the lass of linearly equivalent 2 × 4-
matries.
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Let
Aij =
∣∣∣∣ a1i a1ja2i a2j
∣∣∣∣ (i = 1, 2, 3, 4; j = 1, 2, 3, 4)
are minors of the matrix A.
Let's remind Aij = −Aji.
By methods from [1℄[3℄ minorsA12, A13, A14, A23, A24, A34
an be found apart from a onstant.
We want to find a matrix whih has minors A12, A13,
A14, A23, A24, A34. More preisely, we want to find
oeffiients of the matrix.
 1 Reonstrution of a matrix by its minors.
Theorem 1. Let A, B  2×4-matries and rankA =
rankB = 2.
Aij =
∣∣∣∣ a1i a1ja2i a2j
∣∣∣∣ (i = 1, 2, 3, 4; j = 1, 2, 3, 4) are minors
of the matrix A.
Bij =
∣∣∣∣ b1i b1jb2i b2j
∣∣∣∣ (i = 1, 2, 3, 4; j = 1, 2, 3, 4) are minors
of the matrix B.
〈a1, a2〉 is a span of the row-vetors a1 = (a11, a12, a13, a14)
and a2 = (a21, a22, a23, a24).
〈b1,b2〉 is a span of the row-vetors b1 = (b11, b12, b13, b14)
and b2 = (b21, b22, b23, b24).
Then the following statements are equivalent:
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i. Exists a number t 6= 0 suh that Aij = t Bij, (i =
1, 2, 3, 4; j = 1, 2, 3, 4) where t does not depend on the
suxes i, j hosen.
ii. 〈a1, a2〉 = 〈b1,b2〉 .
iii. The matries A and B are linearly equivalent,
i.e. there exist non-singular 2× 2-matrix S suh that
B = S A
Proof.
i ⇒ ii. The ondition that any vetor (x1, x2, x3, x4)
should lie in the linear envelope 〈a1, a2〉 is that the ma-
trix  a11 a12 a13 a14a21 a22 a23 a24
x1 x2 x3 x4

should be of rank 2. In this ase the determinant of
the 3 × 3-submatrix must be zero. Expanding these
determinants in terms of the last row, we get

A23x1 + A31x2 + A12x3 = 0
A24x1 + A41x2 + A12x4 = 0
A34x1 + A41x3 + A13x4 = 0
A34x2 + A42x3 + A23x4 = 0
(1)
Similarly, (x1, x2, x3, x4) should lie in the linear enve-
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lope 〈b1,b2〉 if and only if
B23x1 + B31x2 + B12x3 = 0
B24x1 + B41x2 + B12x4 = 0
B34x1 + B41x3 + B13x4 = 0
B34x2 + B42x3 + B23x4 = 0
(2)
Aij = t Bij, (i = 1, 2, 3, 4; j = 1, 2, 3, 4) where t 6= 0
is not depend on the suffixes i, j hosen. Hene, the
systems of the linear equations (1), (2) are equivalent.
Therefore 〈a1, a2〉 = 〈b1,b2〉 .
ii ⇒ iii. Let L = 〈a1, a2〉 = 〈b1,b2〉 . rank A =
rank B = 2, hene, a1, a2 is basis in L and b1,b2 is
basis in L too. Therefore there exist a non-singular
2× 2-matrix S of basis transformation suh that bi =
si1 a1 + si2 a2, (i = 1, 2). Hene, B = S A.
iii ⇒ i. Suppose that B = S A, where S is a non-
singular 2× 2-matrix. We onsider the 2× 2-submatrix
of A by seleting the olumns with suffixes i, j and or-
responding submatrix of B. We have[
b1i b1j
b2i b2j
]
=
[
s11 s12
s21 s22
] [
a1i a1j
a2i a2j
]
. and taking determinants of both the sides, we find
that Aij = t Bij , where t = det S 6= 0 is not depend on
the suffixes i, j.
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The theorem is proved.
If we know minors Aij, (i = 1, 2, 3, 4; j = 1, 2, 3, 4)
of the matrix A, by (1) we an find a matrix whih is
linearly equivalent to A .
 2 Examples.
Example 1. Let A12 6= 0, then (1) is equivalent to{
A23x1 + A31x2 + A12x3 = 0
A24x1 + A41x2 + A12x4 = 0
And the matrix A is linearly equivalent to the following
matrix [
1 0 −A23 −A24
0 1 A13 A14
]
.
Example 2. Let A13 6= 0, then (1) is equivalent to{
A23x1 + A31x2 + A12x3 = 0
A34x1 + A41x3 + A13x4 = 0
And the matrix A is linearly equivalent to the following
matrix [
1 A23 0 −A34
0 A12 1 A14
]
.
Example 3. Let A14 6= 0, then (1) is equivalent to{
A24x1 + A41x2 + A12x4 = 0
A34x1 + A41x3 + A13x4 = 0
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And the matrix A is linearly equivalent to the following
matrix [
1 A24 A34 0
0 A12 A13 1
]
.
Example 4. Let A23 6= 0, then (1) is equivalent to{
A23x1 + A31x2 + A12x3 = 0
A34x2 + A42x3 + A23x4 = 0
And the matrix A is linearly equivalent to the following
matrix [
A13 1 0 −A34
−A12 0 1 A24
]
.
Example 5. Let A24 6= 0, then (1) is equivalent to{
A24x1 + A41x2 + A12x4 = 0
A34x2 + A42x3 + A23x4 = 0
And the matrix A is linearly equivalent to the following
matrix [
A14 1 −A34 0
−A12 0 A23 1
]
.
Example 6. Let A34 6= 0, then (1) is equivalent to{
A34x1 + A41x3 + A13x4 = 0
A34x2 + A42x3 + A23x4 = 0
And the matrix A is linearly equivalent to the following
matrix [
A14 A24 1 0
−A12 −A23 0 1
]
.
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 3 Pluker relation.
Theorem 2. Let A12, A13, A14, A23, A24, A34 are some
numbers not all equal to zero. Then the following state-
ments are equivalent:
i. There exists a 2×4-matrix A suh that A12, A13, A14, A23, A24, A34
are minors of A and rank A = 2.
ii. The following ondition is satised
A12A34 −A13A24 + A14A23 = 0. (3)
This ondition is alled Pluker relation (see [4℄, [5℄).
Proof.
i ⇒ ii. Sine∣∣∣∣∣∣∣∣∣
a11 a12 a13 a14
a21 a22 a23 a24
a11 a12 a13 a14
a21 a22 a23 a24
∣∣∣∣∣∣∣∣∣
= 0,
by Laplae's expansion of this determinant we get
2A12A34 − 2A13A24 + 2A14A23 = 0.
Hene, Pluker ondition (3) is satisfied.
ii ⇒ iii. Sine rankA = 2, for at least one set of
suffixes i, j, Aij is not equal to zero. Let's assume, for
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definiteness, that A12 6= 0. Then by Pluker ondition
(3) we get
A34 =
A13A24 − A14A23
A12
.
Consider the following 2× 4-matrix[
A12 0 −A23 −A24
0 1 A13
A12
A14
A12
]
.
It is easy to hek up that A12, A13, A14, A23, A24, A34
are minors of this matrix.
The theorem is proved.
 4 Approximation by a method of orthogonal
projetion.
When we measure and we alulate something small
errors are possible. Hene it is possible that the num-
bers A˜12, A˜13, A˜14, A˜23, A˜24, A˜34 whih are found by
methods from [1℄[3℄ do not satisfy to Pluker relation
(3). Then these numbers are not minors of a matrix.
Therefore we must find numbers A12, A13, A14, A23,
A24, A34 lose to the values A˜12, A˜13, A˜14, A˜23, A˜24,
A˜34 and satisfy to Pluker relation (3).
We have
A12A34 −A13A24 + A14A23 = 0.
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By definition, put
x1 = A12, x2 = A34, x3 = A13, x4 = −A24, x5 =
A14, x6 = A23. Using this definition, we get the Pluker
relation
x1 x2 + x3 x4 + x5 x6 = 0, (4)
whih haraterizes a surfae F in the 6-dimensional
spae.
By definition, put
y1 = A˜12, y2 = A˜34, y3 = A˜13, y4 = −A˜24, y5 =
A˜14, y6 = A˜23.
By definition, put
X = (x1, x2, x3, x4, x5, x6), Y = (y1, y2, y3, y4, y5, y6),
X∗ = (x2, x1, x4, x3, x6, x5), Y
∗ = (y2, y1, y4, y3, y6, y5),
( ~X, ~Y ) = x1 y1 + x2 y2 + x3 y3 + x4 y4 + x5 y5 + x6 y6,
where
~X =
−−→
OX , ~Y =
−−→
OY , O is the origin.
Let X be an orthogonal projetion of Y on surfae
(4). The vetor
~X∗ is normal for the surfae (4) in the
point X . It is idential to the following equations
~Y = ~X + p ~X∗, (5)
( ~X, ~X∗) = 0, (6)
where p is a real number. Having solved a set of linear
equations (5) with the unknowns x1, x2, x3, x4, x5, x6,
we obtain
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~X =
1
1− p2
(~Y − p ~Y ∗). (7)
From (7) it is easy to obtain
~X∗ =
1
1− p2
(~Y ∗ − p ~Y ). (8)
Substituting (7) for
~X and (8) for ~X∗ in (6), we obtain
(~Y − p ~Y ∗, ~Y ∗ − p ~Y ) = 0.
Notie that
(~Y , ~Y ∗) 6= 0, (~Y ∗, ~Y ∗) = (~Y , ~Y ), (~Y ∗, ~Y ) = (~Y , ~Y ∗).
Therefore,
p2 − 2 p
(~Y , ~Y )
(~Y , ~Y ∗)
+ 1 = 0.
This quadri equation has two roots
p =
(~Y , ~Y )∓
√
(~Y , ~Y )2 − (~Y , ~Y ∗)2
(~Y , ~Y ∗)
.
If X is lose to Y , then |p| << 1 and thus we have
p =
(~Y , ~Y )−
√
(~Y , ~Y )2 − (~Y , ~Y ∗)2
(~Y , ~Y ∗)
. (9)
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The vetor
~X an be found by using (7) and (9). The
oordinates A12, A13, A14, A23, A24, A34 ofX are minors
of a matrix. This matrix an be found by using (1).
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