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Einleitung
Problemstellungen, die sich in Form eines globalen Optimierungsproblems
repr

asentieren lassen, treten h

aug bei der mathematischen Modellierung
von Anwendungen aus Wirtschaft und Wissenschaft auf. Derartige Anwen-
dungen sind in so unterschiedlichen Bereichen wie Finanzwesen, Steuerung
von industriellen Produktionsanlagen, Chip-Entwurf, Strukturoptimierung,
operations research, Molekularbiologie uvm. zu nden. Globale Optimie-
rung ist aus mathematischer Sicht die Bestimmung und Charakterisierung
des globalen Minimums (oder Maximums) einer in der Regel nichtlinearen
Funktion. H

aug ist man auch an den zugeh

origen Minimalstellen interes-
siert, an denen das globale Minimum angenommen wird. Globale Optimie-
rung ist wesentlich
"
schwieriger\ als lokale Optimierung, bei der nur ein
beliebiges lokales Minimum in der N

ahe eines Startpunktes gesucht wird.
Viele Anwendungsprobleme sind durch eine sehr groe Zahl an lokalen Mi-
nima gekennzeichnet. Es ist daher nicht praktikabel, alle lokalen Minima zu
bestimmen und unter diesen dann das kleinste herauszultern. Stattdessen
m

ussen globale Informationen verwendet werden, um den Suchaufwand zu
beschr

anken.
Intervallmethoden sind gut geeignet, um mit vergleichsweise wenig Auf-
wand derartige globale Informationen zu erhalten. Intervalle werden auf
dem Rechner durch zwei Maschinenzahlen dargestellt. Dennoch bezeichnet
ein Intervall eine in der Regel unendliche Teilmenge der reellen Zahlen,
nicht nur die endliche Menge der zwischen den beiden Schranken liegenden
Maschinenzahlen. Intervalle sind somit Tr

ager globaler Information. Ver-
wendet man Intervalle in einem strikten mathematischen Kalk

ul, der in
Abschnitt 1.4 eingef

uhrten Intervallarithmetik, so lassen sich mathematisch
gesicherte Aussagen auf dem Rechner beweisen. Beispielsweise kann durch
eine einzige Maschinenintervallauswertung (sie ist nur etwa doppelt so auf-
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wendig wie eine entsprechende reelle Auswertung) einer Zielfunktion bei der
globalen Optimierung eine gesicherte Aussage

uber den Wertebereich

uber
dem gesamten Intervall getroen werden. Alle auf dem Rechner auftreten-
den Rundungsfehler werden dabei durch die Maschinenintervallarithmetik
automatisch miterfat.
Nat

urlich lassen sich
"
klassische\ numerische Algorithmen zur globalen Op-
timierung nicht ohne weiteres mit der Intervallarithmetik kombinieren. Um
ezient mathematisch gesicherte Ergebnisse zu bestimmen, sind andere,
neuartige Algorithmen erforderlich. F

ur die globale Optimierung ohne Ne-
benbedingungen wird in dieser Arbeit ein Algorithmus eingesetzt, der in
seiner urspr

unglichen Form zuerst von Hansen [23] sowie in einer sehr

ahnli-
chen Form von Moore [57] und Skelboe [74] angegeben wurde. Viele Autoren
haben in den vergangenen Jahren zahlreiche ezienzsteigernde Modikatio-
nen des urspr

unglichen Algorithmus betrachtet, unter anderem verschiedene
Varianten des erweiterten Intervall-Newton-Schritts. Im ersten Teil dieser
Arbeit wird ein neuartiger Algorithmus angegeben, der den durch die not-
wendige Hessematrixauswertung aufwendigen Intervall-Newton-Schritt ad-
aptiv gesteuert selektiv einsetzt. Dadurch wird der Intervall-Newton-Schritt
nur dann ausgef

uhrt, wenn durch ihn tats

achlich ein Fortschritt zu erwar-
ten ist. Auerdem wird bei dem hier vorgestellten Algorithmus zur globalen
Optimierung in bestimmten Phasen der Berechnung eine andere Aufteilung
der aktuell zu untersuchenden Teilbox vorgenommen. Dies f

uhrt ebenfalls
zu Ezienzsteigerungen im Vergleich zu bisher in der Literatur behandelten
Algorithmen. Insgesamt liefert der Algorithmus gesicherte Einschlieungen
f

ur das globale Minimum und alle globalen Minimalstellen. Zus

atzlich wird
anschlieend versucht, die lokale Eindeutigkeit der Minimalstellen auf dem
Rechner automatisch zu verizieren. Der hier behandelte Algorithmus zur
globalen Optimierung f

allt also in die Klasse der sogenannten Verikations-
algorithmen.
Parallelrechner geh

oren zur Klasse der H

ochstleistungsrechner. Sie werden
eingesetzt, um bislang aus Laufzeitgr

unden seriell unl

osbare Probleme zu
bew

altigen. Bei einem Parallelrechner bearbeiten mehrere Prozessoren ge-
meinsam ein Problem. Um die durch einen Parallelrechner zur Verf

ugung
gestellte Rechnerleistung ezient nutzen zu k

onnen, sind speziell angepate
Programme notwendig. Auch f

ur die Problemklasse der verizierten globa-
len Optimierung sind Parallelrechner einsetzbar. Im zweiten Teil dieser Ar-
beit wird eine Adaption des oben skizzierten neuartigen Algorithmus zur
globalen Optimierung f

ur Parallelrechner vorgenommen. Der dabei entste-
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hende parallele Algorithmus ist vollst

andig verteilt. Alle Prozessoren des
Parallelrechners bearbeiten gleichberechtigt Teilprobleme und tauschen In-
formationen

uber den Fortschritt w

ahrend des Berechnungsprozesses aus.
Der Algorithmus ist somit gut skalierbar. Implementiert wurde der parallele
Algorithmus in C{XSC, einer C++ Klassenbibliothek f

ur wissenschaftliches
Rechnen und MPI, der Standardbibliothek f

ur message passing Programme
in der Programmiersprache C. Konkret wurden in dieser Arbeit Testproble-
me auf bis zu 96 Prozessoren gerechnet. Dabei konnte f

ur viele Testprobleme
eine hohe Beschleunigung erzielt werden.
Die vorliegende Arbeit ist wie folgt gegliedert: Im ersten Kapitel erfolgt eine
kurze Einf

uhrung in die Grundlagen des wissenschaftlichen Rechnens, soweit
sie in dieser Arbeit ben

otigt werden. Nach der Vorstellung der verwendeten
Bezeichnungen sowie einiger grundlegender Denitionen und S

atze geben
wir einen kurzen

Uberblick

uber die mathematisch fundierte Rechner- und
Intervallarithmetik sowie die erweiterte Intervallarithmetik, die im Intervall-
Newton-Schritt eingesetzt wird. Anschlieend wird die automatische Die-
rentiation vorgestellt, die die eziente Berechnung von Einschlieungen von
Gradienten und Hessematrizen erm

oglicht, ohne formal zu dierenzieren
oder die numerischen Schwierigkeiten herk

ommlicher dividierter Dieren-
zen in Kauf nehmen zu m

ussen.
Kapitel 2 gibt dann einen

Uberblick

uber die in der vorliegenden Arbeit ver-
wendeten Grundlagen des parallelen Rechnens. Nach einer Klassizierung
von Parallelrechnerarchitekturen und der Bereitstellung der ben

otigten De-
nitionen und Begrie zur Leistungsmessung und Beurteilung von paralle-
len Algorithmen wird der als Grundlage f

ur den parallelen Algorithmus zur
verizierten globalen Optimierung dienende Lastverteilungsalgorithmus f

ur
parallele Branch and Bound-Algorithmen vorgestellt. Anschlieend werden
noch einige Details zur verwendeten Hard- und Softwareumgebung angege-
ben.
Aufbauend auf diesen Grundlagen wird in Kapitel 3 zun

achst der neuarti-
ge serielle Algorithmus zur verizierten globalen Optimierung hergeleitet.
Dabei wird das behandelte Problem genauer speziziert sowie ein einfacher
Grundalgorithmus zur L

osung angegeben. Anschlieend werden zahlreiche
Modikationen und Erweiterungen zur Beschleunigung des Grundalgorith-
mus vorgestellt. Diese Erweiterungen werden in einem ersten Algorithmus,
der aufgrund seiner

Ahnlichkeit mit dem in [21] angegebenen Algorithmus
als
"
Toolbox -

ahnlich\ bezeichnet wird, zusammengef

uhrt. Dieser Toolbox -
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
ahnliche Algorithmus dient als Vergleichsgrundlage f

ur den neuartigen Algo-
rithmus, der anschlieend dargelegt wird. Eine groe Anzahl an Testproble-
men aus der Literatur zur globalen Optimierung wird dann f

ur numerische
Tests zum Vergleich verschiedener Varianten beider Algorithmen verwendet.
Dabei wird in einer ausf

uhrlichen Studie die Laufzeit sowie der Aufwand f

ur
Funktions-, Gradienten- und Hessematrixauswertungen und der ben

otigte
Speicherplatz miteinander verglichen. Hier zeigen sich deutlich die Ezi-
enzvorteile des neuartigen Algorithmus.
Im zweiten Teil des dritten Kapitels wird dann der parallele Algorithmus
zur verizierten globalen Optimierung entwickelt. Dabei werden zun

achst
andere Ans

atze aus der Literatur vorgestellt, danach der neue, vollst

andig
verteilte parallele Algorithmus hergeleitet. Auch hier folgt ein Abschnitt

uber die Ergebnisse der numerischen Tests sowie Ezienzbetrachtungen.
Kapitel 4 gibt eine kurze Zusammenfassung der Ergebnisse dieser Ar-
beit sowie einen Ausblick

uber denkbare Erweiterungsm

oglichkeiten und
Erg

anzungen.
Im Anhang ndet sich eine detaillierte Auistung der untersuchten Testpro-
bleme. Zu jedem Testproblem wird die Zielfunktion, der Startbereich sowie
die berechneten Ergebnisse angegeben. Auerdem enth

alt der Anhang eine
wichtige Verbesserung der Hessematrixarithmetik aus der Toolbox sowie ei-
ne Auistung aller Funktionen, die zur Verwendung von C{XSC und MPI
auf Parallelrechnern notwendig sind.
Die Programme, die f

ur die numerischen Tests verwendet wurden, nden
sich im Internet unter:
http://www.uni-karlsruhe.de/~Andreas.Wiethoff/globopt.html
Kapitel 1
Allgemeine Grundlagen des
wissenschaftlichen Rechnens
1.1 Bezeichnungen, grundlegende Denitio-
nen und S

atze
In dieser Arbeit verwenden wir die folgenden Bezeichnungen:
IR { Menge der reellen Zahlen
IR
n
{ Menge der n-dimensionalen Vektoren

uber IR
IR
nm
{ Menge der nm-Matrizen

uber IR
IPIR { Potenzmenge

uber den reellen Zahlen
IPIR
n
{ Potenzmenge

uber den reellen Vektoren
IPIR
nm
{ Potenzmenge

uber den reellen Matrizen
F

ur einen Vektor x 2 IR
n
bzw. eine Matrix M 2 IR
nn
werden die Elemen-
te durch untere Indizes und Folgen oder Aufz

ahlungen von Vektoren bzw.
Matrizen durch obere Indizes gekennzeichnet. Es bedeutet also:
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x
i
2 IR { i-tes Element des reellen Vektors x
M
i
2 IR
n
{ i-te Zeile der reellen Matrix M
M
j
2 IR
n
{ j-te Spalte der reellen Matrix M
M
i;j
= M
ij
2 IR { j-tes Element der i-ten Zeile der Matrix M
x
k
2 IR
n
{ k-ter Vektor in einer Aufz

ahlung oder Folge
M
k
2 IR
nn
{ k-te Matrix in einer Aufz

ahlung oder Folge
Wir bezeichnen reelle Zahlen und reelle Vektoren mit Kleinbuchstaben, re-
elle Matrizen mit Grobuchstaben. Beim

Ubergang zu Intervallen und In-
tervallvektoren (siehe Abschnitt 1.4) verwenden wir Grobuchstaben auch
f

ur skalare und vektorielle Werte. Ebenso wie bei der Verwendung der 0 als
reelle Null, als Nullvektor oder auch als Nullmatrix ist die Bedeutung je-
doch durch den jeweiligen Zusammenhang ersichtlich. Mengen werden durch
kalligraphische Symbole bezeichnet (z. B.: M2 IPIR).
F

ur die inneren und

aueren Multiplikationen von reellen Zahlen, Vektoren
und Matrizen verwenden wir stets das Symbol
"
\ (darf auch entfallen). F

ur
das Skalarprodukt zweier Vektoren a; b 2 IR
n
schreiben wir also
a  b = ab =
n
X
i=1
a
i
 b
i
:
F

ur eine reelle Funktion f : D  IR
n
! IR mit f 2 C
2
(D) bezeichnet
rf(x) =
0
B
B
B
B
B
@
@f
@x
1
(x)
@f
@x
2
(x)
.
.
.
@f
@x
n
(x)
1
C
C
C
C
C
A
den Gradienten von f und
r
2
f(x) =
0
B
B
B
B
B
B
@
@
2
f
@x
2
1
(x)
@
2
f
@x
1
@x
2
(x) : : :
@
2
f
@x
1
@x
n
(x)
@
2
f
@x
2
@x
1
(x)
@
2
f
@x
2
2
(x) : : :
@
2
f
@x
2
@x
n
(x)
.
.
.
.
.
.
.
.
.
.
.
.
@
2
f
@x
n
@x
1
(x)
@
2
f
@x
n
@x
2
(x) : : :
@
2
f
@x
2
n
(x)
1
C
C
C
C
C
C
A
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die Hessematrix von f . F

ur g : D  IR
n
! IR
n
mit g 2 C
1
(D) bezeichnet
J
g
(x) =
0
B
B
B
B
B
@
@g
1
@x
1
(x)
@g
1
@x
2
(x) : : :
@g
1
@x
n
(x)
@g
2
@x
1
(x)
@g
2
@x
2
(x) : : :
@g
2
@x
n
(x)
.
.
.
.
.
.
.
.
.
.
.
.
@g
n
@x
1
(x)
@g
n
@x
2
(x) : : :
@g
n
@x
n
(x)
1
C
C
C
C
C
A
die Jacobimatrix von g.
Die Hessematrix ist symmetrisch (Satz von Schwarz). Es gilt ferner (mit
g(x) := rf(x)): J
g
(x) = r
2
f(x). F

ur r 2 IR, x 2 IR
n
und M 2 IR
nn
verwenden wir die folgenden Normen bzw. Bezeichnungen
jrj { Betrag
kxk :=
v
u
u
t
n
X
i=1
jx
i
j
2
{ euklidische Norm
kxk
1
:= max
i
jx
i
j { Maximumnorm
kMk :=
v
u
u
t
n
X
i;j=1
jM
ij
j
2
{ Schur-Norm
kMk
1
:= max
i
n
X
j=1
jM
ij
j { Zeilensummennorm
(M ) := maxfjj j  Eigenwert von Mg { Spektralradius
1.2 Notation der Algorithmen
Zur Darstellung der Algorithmen wird in dieser Arbeit eine PASCAL-

ahnliche Notation verwendet. Die einzelnen Schritte des Algorithmus wer-
den durchnumeriert und jeweils durch ein Semikolon abgeschlossen. Jeder
Schritt kann mehrere Anweisungen enthalten, die ebenfalls durch Semikolon
getrennt sind. Folgende vier Schleifenkonstrukte werden verwendet:
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for Laundex := Untergrenze to Obergrenze do
Anweisung(en)
for all Objektbeschreibung do
Anweisung(en)
repeat
Anweisung(en)
until Abbruchbedingung
while Durchlaufbedingung do
Anweisung(en)
Innerhalb einer Schleife sind die Anweisungen
exit
Laundex-loop
, exit
while-loop
und exit
repeat-loop
zum vorzeitigen Verlassen der jeweiligen Schleife und die Anweisung
next
Laundex
f

ur den Abbruch des aktuellen und den

Ubergang zum n

achsten Schleifen-
durchlauf zugelassen. Verzweigungen werden durch
if Bedingung then
Anweisung(en)
else
Anweisung(en)
realisiert, wobei der else-Teil entfallen kann. Der Aufruf von anderen Algo-
rithmen ist ebenfalls m

oglich:
Algorithmusname (Argumentliste)
oder
Variable := Algorithmusname (Argumentliste)
entspricht einem Prozedur- bzw. Funktionsaufruf. Ein Algorithmus kann
durch
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return
an jeder Stelle verlassen werden; dabei werden die bereits berechneten Wer-
te (auch f

ur die aktuellen Argumente der Argumentliste des aufrufenden
Algorithmus) beibehalten.
1.3 Rechnerarithmetik
Auf jedem Computer sind nur endlich viele Zahlen darstellbar. Deshalb
mu die unendliche Menge der reellen Zahlen auf eine Teilmenge, die soge-
nannten Gleitkommazahlen oder auchMaschinenzahlen, abgebildet werden.
Gleiches gilt f

ur die Vektoren und Matrizen

uber den reellen Zahlen. Ferner
m

ussen die arithmetischen Grundoperationen +,  ,  und = f

ur die inne-
ren und

aueren Verkn

upfungen der reellen R

aume auf dem Rechner durch
die sogenannten Gleitkommaoperationen oder auch Maschinenoperationen
approximiert werden. Kontrolliertes wissenschaftliches Rechnen auf einem
Computer erfordert daher eine mathematisch fundierte Denition der Rech-
nerarithmetik, wie sie von Kulisch und Miranker in [44], [45] und [46] ange-
geben wird. In den folgenden Abschnitten wollen wir kurz die wichtigsten
Denitionen und Begrie aus der mathematisch begr

undeten Rechnerarith-
metik erl

autern.
Wir verwenden die folgenden Notationen:
R { Menge der Maschinenzahlen
R
n
{ Menge der n-dimensionalen Vektoren

uber R
R
nm
{ Menge der nm-Matrizen

uber R
Die reellen R

aume werden gem

a
IR ! R
IR
n
! R
n
IR
nn
! R
nn
auf die R

aume der Maschinenzahlen abgebildet. Im folgenden sei S ein
Raum der linken Spalte und T der zugeh

orige Raum der rechten Spalte.
Denition 1.1 Die Abbildung
2
: S ! T mit den Eigenschaften
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(R1)
2
a = a f

ur alle a 2 T , { Projektion
(R2) a  b )
2
a 
2
b f

ur alle a; b 2 S, { Monotonie
heit Rundung. Eine Rundung heit antisymmetrisch, falls gilt
(R3)
2
( a) =  
2
a f

ur alle a 2 S.
Eine Rundung heit nach unten gerichtet (nach oben gerichtet), falls gilt
(R4)
2
(a)  a (
2
(a)  a) f

ur alle a 2 S.
Die inneren und

aueren Verkn

upfungen +,  ,  und = in S werden durch die
zugeh

origen Gleitkommaverkn

upfungen
2
+,
2
 ,
2
 und
2
= in T approximiert,
die

uber das nachfolgend erl

auterte Prinzip des Semimorphismus deniert
sind.
Denition 1.2 Eine antisymmetrische Rundung
2
: S ! T heit Semi-
morphismus, wenn alle inneren und

aueren Verkn

upfungen in T durch
(RG) a
2
 b :=
2
(a  b) f

ur alle a; b 2 T und  2 f+; ; ; =g
erkl

art sind.
Die so denierten Verkn

upfungen f

ur Elemente aus T werden zun

achst in
S ausgef

uhrt und das Ergebnis anschlieend nach T gerundet. Semimorphe
Verkn

upfungen sind daher von maximaler Genauigkeit : Zwischen dem in S
berechneten Verkn

upfungsergebnis a  b und seiner Approximation a
2
 b in
T liegt kein weiteres Element aus T (siehe [44] und [45]). F

ur die Produkt-
r

aume ist dies komponentenweise zu verstehen.
Beispiel 1.1 Das Skalarprodukt zweier Gleitkommavektoren a; b 2 R
n
wird

uber den Semimorphismus deniert durch
a
2
 b :=
2
(a  b) =
2
 
n
X
i=1
a
i
 b
i
!
:
Bemerkung: Im folgenden verwenden wir das Zeichen
2
f

ur die antisym-
metrische Rundung zur n

achstgelegenen Maschinenzahl. Die nach unten
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bzw. nach oben gerichteten Rundungen zur n

achstkleineren bzw. n

achst-
gr

oeren Maschinenzahl bezeichnen wir mit 5 bzw. 4. F

ur sie gilt die
Identit

at
5( x) =  4 x f

ur alle x 2 S:
Die Auswertung einer aus den gerundeten Operationen
2
+,
2
 ,
2
 und
2
=
zusammengesetzten Funktion f bezeichnen wir mit f
2
(x). Der Begri
"
ma-
ximale Genauigkeit\ wird auch bei der Auswertung s
2
von Funktionen
s : IR! IR auf dem Rechner verwendet, wobei
s
2
(x) :=
2
(s(x))

uber den Semimorphismus deniert ist. Den auf dem Rechner zur Verf

ugung
stehenden Satz maximal genauer Funktionen (Standardfunktionen) s : R!
R bezeichnen wir im folgenden mit
SF = fexp; ln; sin; cos; : : :g:
1.4 Intervallarithmetik
Bei der Implementierung eines numerischen Verfahrens auf einem Computer
besteht das Problem, die w

ahrend der Rechnung auftretenden Rundungsfeh-
ler zu kontrollieren. Rundungsfehler k

onnen daher r

uhren, da die auf dem
Computer verwendeten Maschinenzahlen nur einen endlichen Teilbereich
der reellen Zahlen darstellen. Rechnet man jedoch mit Intervallen statt wie

ublich mit reellen Zahlen, so kann man Rundungsfehler direkt bei der Rech-
nung ber

ucksichtigen und einschlieen. Durch die Intervallrechnung kann
man daher mathematisch exakte Aussagen auf dem Rechner beweisen.
Eine ausf

uhrliche Denition und Darstellung der Intervallrechnung ndet
sich in [1], [2] oder (als erstes) in [57], eine gelungene Einf

uhrung z. B. in
[54]. Die zugeh

orige Maschinenintervallarithmetik wird etwa in [44] und [45]
behandelt. Im folgenden geben wir eine Zusammenstellung der wichtigsten
Begrie und Eigenschaften.
Denition 1.3 Die Menge A := [A;A] := fx 2 IR j A  x  Ag mit
A;A 2 IR heit Intervall. A = inf A heit Inmum oder Unterschranke von
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A, A = supA heit Supremum oder Oberschranke von A. Ein Intervall A
heit Punktintervall, wenn gilt A = A.
Wir verwenden die folgenden Bezeichnungen:
IIR { Menge der Intervalle
IIR
n
{ Menge der n-dimensionalen Vektoren

uber IIR
IIR
nm
{ Menge der nm-Matrizen

uber IIR
Elemente aus I IR
n
werden auch als n-dimensionale Box oder auch als n-
dimensionaler Quader bezeichnet.
Aus Abschnitt 1.1

ubernehmen wir die Notation zur Indizierung von Inter-
vallen, Intervallvektoren und Intervallmatrizen. F

ur A 2 IIR, X 2 IIR
n
und
M 2 IIR
nn
verwenden wir ferner die folgenden Bezeichnungen:
m(A) :=
1
2
(A+ A) { Mittelpunkt
d(A) := A  A { (absoluter) Durchmesser
d(X) := max
1in
d(X
i
) { (absoluter) Durchmesser
jAj := maxfjaj j a 2 Ag { Betrag
hAi := minfjaj j a 2 Ag { Betragsminimum
kXk
1
:= max
i
jX
i
j { Maximumnorm
kMk
1
:= max
i
n
X
j=1
jM
ij
j { Zeilensummennorm
Mittelpunkt und Betrag von Vektoren und Matrizen sind dabei komponen-
tenweise zu verstehen. F

ur A;B 2 IIR gilt:
d(AB) = d(A) + d(B)
d(A B)  d(A)  jBj+ d(B)  jAj
jA+ Bj  jAj+ jBj
jA Bj = jAj  jBj:
Weitere Einzelheiten hierzu sowie die Beweise f

ur die vorstehenden Bezie-
hungen sind etwa in [1] zu nden.
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Neben dem oben eingef

uhrten absoluten Durchmesser eines Intervalls A
bzw. eines Intervallvektors X ben

otigen wir noch den relativen Durchmes-
ser :
d
rel
(A) :=

d(A)=hAi ; 0 62 A
d(A) ; 0 2 A
{ relativer Durchmesser
d
rel
(X) := max
i
d
rel
(X
i
) { relativer Durchmesser
Als weitere Schreibweisen f

ur A 2 IIR und X 2 IIR
n
verwenden wir:

A
:= fa 2 A j A < a < Ag { Inneres von A

X
:= fx 2 X j X
i
< x
i
< X
i
f

ur alle ig { Inneres von X
@A := fA;Ag { Rand von A
@X := fx 2 X j x
i
2 @X
i
f

ur ein ig { Rand von X
Teilmengenbeziehungen und Vergleiche sind mengentheoretisch aufzufassen
und sind f

ur Vektoren und Matrizen genau dann wahr, wenn sie f

ur alle
Komponenten wahr sind. F

ur A;B 2 IIR gilt daher:
A = B () A = B ^ A = B;
A  B () A  B ^ A  B;
A

 B :() A > B ^ A < B () A 

B
:
Die Verbandsoperationen \ und
[
f

ur A;B 2 IIR sind wie folgt deniert:
A \B := [maxfA;Bg;minfA;Bg]; { Schnitt
A
[
B := [minfA;Bg;maxfA;Bg]; { Intervallh

ulle
wobei A \B nur deniert ist, falls maxfA;Bg  minfA;Bg gilt. Die inter-
vallarithmetischen Operationen werden deniert durch
A B := fa  b j a 2 A; b 2 Bg;
wobei A;B 2 IIR und  2 f+; ; ; =g. Die Intervalloperationen k

onnen wie
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folgt explizit berechnet werden:
A+B = [A+ B; A+ B];
A B = [A  B; A  B];
A  B = [minfAB;AB;AB;ABg; maxfAB;AB;AB;ABg];
A=B = [A;A]  [1=B; 1=B] f

ur 0 62 B
Bei der Multiplikation kann in fast allen F

allen die explizite Berechnung
des Minimums bzw. des Maximums durch vorherige Betrachtung der In-
tervallgrenzen von A und B vermieden werden. F

ur die Division (0 62 B)
l

asst sich folgende Fallunterscheidung vornehmen (der Fall 0 2 B wird im
Rahmen der in Abschnitt 1.5 beschriebenen erweiterten Intervallarithmetik
behandelt):
A=B =
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
[A=B;A=B] falls A  0 ^ B < 0
[A=B;A=B] falls A  0 ^ 0 < B
[A=B;A=B] falls A < 0 < A ^ B < 0
[A=B;A=B] falls A < 0 < A ^ 0 < B
[A=B;A=B] falls 0  A ^ B < 0
[A=B;A=B] falls 0  A ^ 0 < B
Addition und Multiplikation sind kommutativ und assoziativ, es gilt jedoch
nur die sogenannte Subdistributivit

at
A  (B +C)  A B + A C
f

ur Intervalle A;B;C 2 IIR. Eine weitere wichtige Eigenschaft der Intervall-
operationen ist die Inklusionsisotonie
a 2 A ^ b 2 B =) a  b 2 A B
A  C ^ B  D =) A B  C D
f

ur alle  2 f+; ; ; =g mit a; b 2 IR und A;B;C;D 2 IIR.
Mit Hilfe der Intervallarithmetik ist es m

oglich, Einschlieungen f

ur den
Wertebereich einer reellen Funktion zu berechnen. Dabei bezeichnet f

ur
Funktionen f : D ! IR mit D  IR oder D  IR
n
:
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f(X) { Wertebereich von f
F (X) { Intervallauswertung : Auswertung der Intervallerweiterung
(s.u.) oder auch Einschlieungsfunktion F von f
F
X
{ supF (X)
F
X
{ inf F (X)
wobei f

ur f(X) und F (X) stets die Beziehung f(X)  F (X) gilt. Die
Intervallerweiterung (oft auch als nat

urliche Intervallerweiterung bezeich-
net) einer Funktion f erh

alt man, indem alle auftretenden Variablen durch
entsprechende Intervalle und alle Operationen durch die zugeh

origen Inter-
valloperationen ersetzt werden. In Teilausdr

ucken k

onnen dabei auch so-
genannte Standardintervallfunktionen s 2 SF vorkommen. F

ur diese gilt:
s(X) = S(X). F

ur Punktintervalle bzw. Punktintervallvektoren als Argu-
mente von f gilt stets f(c) = F (c).
Die Inklusionsisotonie gilt ebenfalls f

ur die Intervallerweiterungen:
a 2 A =) f(a) 2 F (A)
A  B =) F (A)  F (B):
Die Intervallauswertung einer Funktion f in Form der nat

urlichen Inter-
vallerweiterung (auch nat

urliche Intervallauswertung genannt) f

uhrt oft zu
groen

Ubersch

atzungen. Daher werden h

aug auch zentrierte Formen oder
auch Mittelwertformen verwendet. Details hierzu nden sich in [64]. An die-
ser Stelle wird nur eine kurze

Ubersicht gegeben:
Die Mittelwertform wird aus dem Mittelwertsatz abgeleitet und ist f

ur f :
D  IR! IR durch
F
c
(X) = F (c) + F
0
(X)  (X   c)
und f

ur f : D  IR
n
! IR durch
F
c
(X) = F (c) +rF (X)  (X   c) (1.1)
deniert, wobei c 2 X ist. H

aug wird c = m(X) verwendet.
Noch engere Einschlieungen lassen sich mit Taylorformen gewinnen. Wir
ben

otigen sp

ater die Taylorform zweiter Ordnung f

ur f : D  IR
n
! IR:
F
t
(X) = F (c) +rF (c)(X   c) +
1
2
(X   c)
T
r
2
F (X)(X   c) (1.2)
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In jedem Fall gilt: f(X)  F
c
(X); f(X)  F
t
(X).
Wir ben

otigen sp

ater noch eine Aussage

uber die G

ute von Intervallauswer-
tungen. Der folgende Satz besagt, da der Durchmesser der Intervallaus-
wertungen F (X) gegen Null geht, sofern der Durchmesser des Argumentin-
tervalls X ebenfalls gegen Null geht. Es ist also zu erwarten, da f

ur kleine
Intervalle X die Intervallauswertung F (X) den Wertebereich f(X) nicht
sehr stark

ubersch

atzt.
Satz 1.1 Sei f : D  IR
n
! IR eine reellwertige Funktion und Y 2 IIR
n
mit Y  D. Die Intervallauswertung F gen

uge in jeder Variablen x
k
2
Y
k
; 1  k  n einer Lipschitzbedingung f

ur beliebige Wahl von x
j
2 Y
j
; 1 
j  n; j 6= k. Dann existiert ein c  0, soda f

ur alle Intervalle X  Y gilt:
d(F (X))  c  d(X):
Beweis: Siehe [1], S. 40.
Bemerkung: Die im Satz geforderte Lipschitzbedingung ist in der Regel
bei Funktionen erf

ullt, die sich aus intervallm

aig ausf

uhrbaren Operationen
zusammensetzen.
Beim Rechnen mit Intervallen auf Computern mu die Menge der reellen
Intervalle auf die Menge der Maschinenintervalle abgebildet werden. Dazu
werden die Intervallgrenzen durch (nach auen) gerichtete Rundungen auf
Maschinenzahlen abgebildet. Man beachte jedoch, da ein Intervall auch
nach diesem

Ubergang auf ein Maschinenintervall
A := [A;A] := fx 2 IR j A  x  A; A;A 2 Rg
s

amtliche reelle Werte zwischen den beiden Grenzen A und A repr

asentiert,
also nach wie vor das gesamte Kontinuum abdeckt. Gleiches gilt f

ur die
Vektoren und Matrizen

uber den reellen Intervallen. Um auf dem Compu-
ter auch Berechnungen durchf

uhren zu k

onnen, m

ussen ferner die exakten
arithmetischen Grundoperationen +,  ,  und = f

ur die inneren und

aue-
ren Verkn

upfungen der reellen Intervallr

aume auf dem Rechner durch die
sogenannten Maschinenintervalloperationen approximiert werden.
Wir verwenden die folgenden Bezeichnungen:
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IR { Menge der Maschinenintervalle
IR
n
{ Menge der n-dimensionalen Vektoren

uber IR
IR
nm
{ Menge der nm-Matrizen

uber IR
Die reellen Intervallr

aume werden gem

a
IIR ! IR
IIR
n
! IR
n
IIR
nn
! IR
nn
auf die zugeh

origen Maschinenr

aume abgebildet. Im folgenden sei IS ein
Raum der linken Spalte und IT der zugeh

orige Raum der rechten Spalte.
Denition 1.4 Die Abbildung
3
: IS ! IT mit den Eigenschaften
(R1)
3
A = A f

ur alle A 2 IT ,
(R2) A  B )
3
A 
3
B f

ur alle A;B 2 IS,
(R3)
3
( A) =  
3
A f

ur alle A 2 IS,
(R4) A 
3
A f

ur alle A 2 IS,
heit antisymmetrische, nach auen gerichtete Rundung oder auch Inter-
vallrundung.
Bemerkung: Die Rundung
3
ist eindeutig bestimmt (siehe [44], [45]).
Alle inneren und

aueren Verkn

upfungen +,  ,  und = in IS werden durch
die zugeh

origen Maschinenintervallverkn

upfungen
3
+,
3
  ,
3
 und
3
= in IT
approximiert, die

uber das Prinzip des Semimorphismus durch
(RG) A
3
 B :=
3
(A B) f

ur alle A;B 2 IT und  2 f+; ; ; =g
deniert sind. Mit F
3
(X) bezeichnen wir die Maschinenintervallauswertung
einer Intervallfunktion F unter Verwendung der gerundeten Operationen
3
+,
3
  ,
3
 und
3
= . Maschinenintervallfunktionen S
3
der Intervallfunktionen
S : IIR ! IIR mit S 2 SF (Standardfunktionen) sind

uber den Semimor-
phismus deniert durch
S
3
(X) :=
3
(S(X)):
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Die Inklusionsisotonie gilt ebenfalls f

ur die Maschinenenoperationen in der
Form
a 2 A ^ b 2 B =) a  b 2 A B  A
3
 B
A  C ^ B  D =) A
3
 B  C
3
 D
f

ur alle  2 f+; ; ; =g mit a; b 2 R und A;B;C;D 2 I R und f

ur die
Maschinenintervallauswertungen in der Form
a 2 A =) f(a) 2 F (A)  F
3
(A)
A  B =) F
3
(A)  F
3
(B):
Mittelpunkt und Durchmesser werden auf dem Rechner als
m
2
(X) =
2
(m(X)) und d
4
(X) = 4(d(X))
deniert, wobei zu beachten ist, da m und d damit zwar maximal genau
sind, da jedoch im allgemeinen gilt
m
2
(X) 6= m(X) bzw. d
4
(X) 6= d(X):
Bei Algorithmen mit automatischer Ergebnisverikation, wie sie in sp

ate-
ren Kapiteln vorkommen, ist es gelegentlich sinnvoll, das zu untersuchende
IntervallX 2 IIR etwas zu vergr

oern, um den Ablauf des Verfahrens zu be-
schleunigen. Dabei wird durch die sogenannte -Aufbl

ahung entweder eine
relative (bezogen auf den Durchmesser von X) oder eine geringf

ugige abso-
lute Vergr

oerung vorgenommen, letzteres, um Punktintervalle in Intervalle
mit einem von Null verschiedenen Durchmesser zu

uberf

uhren. Sei MinReal
die kleinste positive Gleitkommazahl, die auf dem Rechner darstellbar ist.
Dann wird die -Aufbl

ahung wie folgt deniert:
Algorithmus 1.1: EpsAufbl(X; )
-Aufbl

ahung
1. if (d(X) > 0) then return X + [ ; ]  d(X);
else returnX +[ MinReal;MinReal];
F

ur n-dimensionale Boxen X 2 IIR
n
bzw. Matrizen X 2 IIR
mn
wird die
-Aufbl

ahung komponentenweise durchgef

uhrt.
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1.5 Erweiterte Intervallarithmetik
Im Intervall-Newton-Schritt (vgl. dazu den Abschnitt 3.2.6.3) treten Inter-
vallausdr

ucke der Form r A=B (r 2 IR; A;B 2 IIR) auf, wobei m

oglicher-
weise 0 2 B gilt. Um diesen Fall korrekt zu behandeln, mu eine sogenann-
te erweiterte Intervallarithmetik verwendet werden. In der Literatur nden
sich verschiedene Ans

atze f

ur eine solche Arithmetik (siehe etwa [24], [36]
oder [65]). Wie in [70] gezeigt wird, sind jedoch einige der in der Literatur
angegebenen Denitionen fehlerhaft oder unvollst

andig: In einigen F

allen
wird die Eigenschaft der Inklusionsisotonie verletzt, in anderen F

allen die
L

osungsmenge nicht richtig berechnet. Unsere Darstellung folgt daher im
wesentlichen der in [70] angegebenen (vgl. auch [38]).
Im folgenden erweitern wir den Raum der reellen Intervalle. Wir lassen
zu, da die Grenze eines Intervalls auch einer der beiden idealen Punkte
 1 und +1 sein kann. F

ur die Menge der erweiterten reellen Intervalle
verwenden wir die folgenden Bezeichnungen:
IIR
?
:= IIR [ f[ 1; r] j r 2 IRg [ f[r;+1] j r 2 IRg [ f[ 1;+1]g
IR
?
:= IR [ f[ 1; r] j r 2 Rg [ f[r;+1] j r 2 Rg [ f[ 1;+1]g
IIR
?
ist daher die Menge der reellen Intervalle erweitert um die unbeschr

ank-
ten Intervalle. Beispielsweise ist [ 1; r] eine andere Schreibweise f

ur die
Menge fx 2 IR j x  rg. [ 1;+1] bezeichnet also die gesamte reelle
Achse.
Denition 1.5 Ein Paar W = (W
1
j W
2
) := W
1
[ W
2
von Intervallen
W
1
;W
2
2 I IR
?
[ fg heit erweitertes Intervallpaar, wenn entweder gilt
supW
1
< infW
2
oder W
2
= .
Der Durchmesser eines erweiterten Intervallpaares W = (W
1
j W
2
) mit
endlichen Komponenten W
1
;W
2
2 IIR [ fg ist deniert durch
d(W ) = d(W
1
) + d(W
2
); mit d() = 0:
Seien A;B 2 IIR. Dann denieren wir die erweiterte Intervalldivision f

ur
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den Intervallquotienten W = A=B f

ur A;B 2 IIR durch:
W :=
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
:
A  [1=B; 1=B] falls 0 62 B
[ 1;+1] falls 0 2 A ^ 0 2 B
[A=B;+1] falls A < 0 ^ B < B = 0
[ 1; A=B][ [A=B;+1] falls A < 0 ^ B < 0 < B
[ 1; A=B] falls A < 0 ^ 0 = B < B
[ 1; A=B] falls 0 < A ^ B < B = 0
[ 1; A=B][ [A=B;+1] falls 0 < A ^ B < 0 < B
[A=B;+1] falls 0 < A ^ 0 = B < B
 falls 0 62 A ^ 0 = B
(1.3)
Den Fall, da bei der erweiterten Intervalldivision das Ergebnis W eine
Vereinigung von zwei echten Intervallen W
1
und W
2
ist (also W = W
1
[
W
2
mit W
2
6= ), bezeichnen wir auch als Splitting .
Ferner denieren wir die erweiterte Intervallsubtraktion f

ur die Dierenz
U = r   W einer reellen Zahl r und eines erweiterten Intervallpaares W ,
das aus einer erweiterten Intervalldivision W = A=B; A;B 2 IIR entsteht,
durch:
U =
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
[r W; r W ] falls W 2 IIR
[ 1;+1] falls W = [ 1;+1]
[ 1; r W ] falls W = [W;+1]
[r W;+1] falls W = [ 1;W ]
[ 1; r W
2
] [ falls W = (W
1
jW
2
)
[r W
1
;+1] = [ 1;W
1
] [ [W
2
;+1]
(1.4)
Satz 1.2 Die gem

a (1.3) denierte erweiterte Intervalldivision und die
gem

a (1.4) denierte erweiterte Intervallsubtraktion sind inklusionsisoton.
Beweis: Siehe [70].
In den Anwendungen tritt ferner noch die Schnittbildung eines erweiter-
ten Intervallpaares mit einem Standard-Intervall auf. F

ur W = (W
1
j
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W
2
); W
1
;W
2
2 IIR
?
[ fg und X 2 IIR denieren wir:
W \X := (W
1
\X jW
2
\X):
Auch die erweiterten Intervalloperationen werden beim

Ubergang zu den
entsprechenden Maschinenoperationen
3
= und
3
 

uber den Semimorphismus
deniert:
A
3
= B =
3
(A=B);
r
3
  W =
3
(r  W );
wobei A;B 2 IR; r 2 R und W = (W
1
jW
2
) ein erweitertes Intervallpaar
mit W
1
;W
2
2 I R
?
ist. Die Rundung f

ur erweiterte Intervallpaare W =
(W
1
jW
2
); W
1
;W
2
2 IIR
?
denieren wir durch
3
(W )=
8
>
>
>
>
<
>
>
>
>
:
[ 1;+1] falls W = [ 1;+1]
[5(W );+1] falls W = [W;+1]
[ 1;4(W )] falls W = [ 1;W ]
[ 1;4(W
1
)] [ [5(W
2
);+1] falls W = [ 1;W
1
][ [W
2
;+1]
[5(W );4(W )] falls W = [W;W ]
1.6 Automatische Dierentiation
Im Rahmen dieser Arbeit werden an verschieden Stellen (etwa bei der
Funktionsauswertung durch die Mittelwertform oder im Intervall-Newton-
Verfahren) die Auswertung des Gradienten oder der Hessematrix einer
Funktion f : IR
n
! IR bzw. deren Einschlieungen ben

otigt. Um Ablei-
tungen einer Funktion zu berechnen, k

onnen die folgenden drei Methoden
angewandt werden:
 Numerische Dierentiation
 Symbolische Dierentiation
 Automatische Dierentiation
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Bei der numerischen Dierentiation werden die Werte der Ableitung
durch Dierenzenquotienten approximiert. Einschlieungen von Ableitun-
gen k

onnen jedoch nicht berechnet werden. Da auerdem die Ergebnisse bei
der numerischen Dierentiation h

aug ungenauer als die der automatischen
Dierentiation sind, ist die numerische Dierentiation f

ur das vorliegende
Problem nicht geeignet.
Im Gegensatz zur numerischen Dierentiation kommen sowohl die symbo-
lische als auch die weiter unten genauer erl

auterte automatische Dieren-
tiation ohne Approximation aus. Die symbolische Dierentiation wendet
Dierentiationsregeln auf den gegebenen Funktionsausdruck an und ermit-
telt einen neuen Funktionsausdruck f

ur die Ableitung. Dies kann auch au-
tomatisch durchgef

uhrt werden und ist in Computeralgebrasystemen wie
Maple oder Mathematica realisiert. In den neu bestimmten Funktionsaus-
druck werden dann die zu untersuchenden Stellen eingesetzt und so Werte
f

ur die Ableitung an bestimmten Stellen berechnet. Anstelle eines Punktes
x 2 IR
n
kann auch ein Intervall A 2 IIR
n
(eine n-dimensionale Box) in den
Funktionsausdruck f

ur die Ableitung eingesetzt werden. Man erh

alt damit
die nat

urliche Intervallauswertung f

ur die Ableitung. H

aug sind jedoch
die durch die symbolische Dierentiation ermittelten Funktionsausdr

ucke
f

ur die Ableitung sehr umfangreich und komplex, so da diese nicht mehr
ezient ausgewertet werden kann.
Zur Berechnung von Ableitungswerten wird im Rahmen dieser Arbeit die
automatische Dierentiation verwendet. Dabei setzt man die Argumentwer-
te w

ahrend der Anwendung der Dierentiationsregeln ein. Es wird so das
Anwachsen der Formeln, wie es bei der symbolischen Dierentiation auf-
tritt, verhindert. Statt komplexer symbolischer Formeln m

ussen nur Zahlen
(bzw. Zahlentupel) manipuliert werden und die Berechnung der Ableitungen
erfolgt parallel mit der Berechnung des Funktionswertes.
Bei der automatischen Dierentiation unterscheidet man zwischen der
Vorw

artsmethode, die in dieser Arbeit eingesetzt und in folgenden skizziert
wird, und der R

uckw

artsmethode, die beispielsweise in [14] oder [18] darge-
stellt ist. Letztere ist zwar ezienter als die Vorw

artsmethode, hat jedoch
wesentlich h

ohere Speicheranforderungen und ist aufwendiger zu implemen-
tieren. Bei der Vorw

artsmethode wird eine spezielle Dierentiationsarith-
metik verwendet, die mit Paaren bzw. Tripeln der Form
(u; u
0
) { Gradientenarithmetik
(u; u
0
; u
00
) { Hessematrixarithmetik
1.6 Automatische Dierentiation 27
mit u 2 IIR; u
0
2 IIR
n
; u
00
2 IIR
nn
operiert. Dabei repr

asentieren u; u
0
und
u
00
den Funktionswert f(x), den Gradienten rf(x) und die Hessematrix
r
2
f(x) einer gegebenen Funktion f : I IR
n
! I IR an einer festen Stelle
x 2 I IR
n
. Man erh

alt deshalb f

ur die konstante Funktion f(x) = c; c 2
I IR und f

ur die Funktion f(x) = x
i
; 1  i  n (e
i
bezeichne den i-ten
Einheitsvektor):
f(x) = c : (u; u
0
) = (c; 0) (u; u
0
; u
00
) = (c; 0; 0)
f(x) = x
i
: (u; u
0
) = (x
i
; e
i
) (u; u
0
; u
00
) = (x
i
; e
i
; 0)
Nachstehend werden nur die Regeln f

ur die Hessematrixarithmetik ange-
geben. Die Gradientenarithmetik ergibt sich einfach durch Weglassen der
dritten Komponente der Tripel. Verkn

upft werde dabei W = U V , genau-
er
(w;w
0
; w
00
) = (u; u
0
; u
00
)  (v; v
0
; v
00
);  2 f+; ; ; =g:
F

ur die vier Grundrechenarten gelten die nachfolgend aufgef

uhrten Rechen-
vorschriften, die sich aus den bekannten Dierentiationsregeln ergeben:
(u; u
0
; u
00
) + (v; v
0
; v
00
) = (u+ v; u
0
+ v
0
; u
00
+ v
00
)
(u; u
0
; u
00
)  (v; v
0
; v
00
) = (u  v; u
0
  v
0
; u
00
  v
00
)
(u; u
0
; u
00
)  (v; v
0
; v
00
) = (u  v; u  v
0
+ u
0
 v;
u  v
00
+ u
0
 (v
0
)
T
+ v
0
 (u
0
)
T
+ u
00
 v)
(u; u
0
; u
00
) = (v; v
0
; v
00
) = (u=v; (u
0
  u=v  v
0
)=v;
(u
00
 w
0
 (v
0
)
T
  v
0
 (w
0
)
T
 w  v
00
)=v); v 6= 0
F

ur Standardfunktionen s : IIR! IIR gilt:
s((u; u
0
; u
00
)) = (s(u); s
0
(u)  u
0
; s
0
(u)  u
00
+ s
00
(u)  u
0
 (u
0
)
T
):
Mit Hilfe dieser Regeln kann nun f

ur jede Funktion, die aus den vier Grund-
rechenarten +; ; ; = sowie Standardfunktionen zusammengesetzt ist, neben
dem Funktionswert an einer Stelle x 2 IIR auch der Gradient und die Hes-
sematrix an dieser Stelle berechnet werden.
Der Einsatz der automatische Dierentiation gestaltet sich dann beson-
ders einfach, wenn in der verwendeten Programmiersprache Operatoren
und Funktionen

uberladen werden k

onnen, wie dies etwa in PASCAL{XSC,
C++ oder Fortran 90 der Fall ist (zu PASCAL{XSC siehe [40]). Nat

urlicher-
weise ist daher auch die in dieser Arbeit verwendeten Programmierumge-
bung C{XSC, eine C++ Klassenbibliothek f

ur wissenschaftliches Rechnen,
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geeignet. C{XSC ist in [41] beschrieben. Die Implementierung der automa-
tischen Dierentiation lehnt sich an der in der C++ Toolbox [21] angegebe-
nen Implementierung an. Es wurden jedoch einige wichtige Verbesserungen
vorgenommen, die in Anhang B angegeben sind.
1.7 Verwaltung geordneter Listen
Im Algorithmus f

ur die globale Optimierung m

ussen geordnete Listen ver-
waltet werden. Als Elemente treten dabei Paare E = (X; r) bestehend aus
einer n-dimensionalen Box X 2 I IR
n
und einer reellen Zahl r 2 IR auf.
Dabei gilt (F sei Intervallauswertung einer reellwertigen Funktion f):
r = F
X
= F (X) = inf F (X):
Um eine Liste manipulieren zu k

onnen, denieren wir f

ur eine Liste L und
ein Element E die folgenden Operationen:
L := fg L wird auf die leere Liste initialisiert.
L := E L wird auf eine einelementige Liste mit dem Element
E initialisiert.
L := L+ E Das Element E wird entsprechend der gew

ahlten
Ordnung in die Liste L eingef

ugt.
L := L  E E wird aus der Liste L entfernt.
E := Head(L) Das vorderste Element in der Liste L wird an E zu-
gewiesen, aber nicht aus der Liste entfernt.
Length(L) Gibt die L

ange der Liste L zur

uck.
forall E 2 L do Bearbeite nacheinander alle Elemente E der Liste L.
F

ur die Ordnung der Listen sind verschiedene Varianten m

oglich: best-rst
(Sortierung nach aufsteigendem F
X
), oldest-rst (Sortierung nach Alter der
Boxen) usw. Je nach der gew

ahlten Ordnung hat die Operation + eine
unterschiedliche Bedeutung und ist auch unterschiedlich aufwendig.
Kapitel 2
Grundlagen des parallelen
Rechnens
Die Rechenleistung von herk

ommlichen (seriellen) Computern konnte in den
vergangenen Jahren immer wieder erheblich gesteigert werden. Das Moore-
sche Gesetz (nach Gordon Moore, einem der Gr

under der Mikroprozessor-
rma Intel), nachdem sich etwa alle 18 Monate die Geschwindigkeit der
jeweils neuesten Mikroprozessoren (CPUs) verdoppelt, hat nach wie vor
Bestand. Fast noch schneller als die Leistung der Mikroprozessoren w

achst
jedoch der Bedarf nach mehr Rechenleistung und mehr Speicherplatz. Um
die gestiegenen Anforderungen bew

altigen und bislang unl

osbare Probleme
angehen zu k

onnen, werden sogenannte H

ochstleistungsrechner eingesetzt.
Im allgemeinen werden zwei Arten von H

ochstleistungsrechnern unterschie-
den: Vektorrechner und Parallelrechner (siehe z.B. [30, 61]). Auf Vektor-
rechnern wird eine Erh

ohung der Rechenleistung durch den Einsatz von Pi-
pelining im Arithmetikteil der CPU erzielt. Unter Pipelining versteht man
die Zerlegung arithmetischer Grundoperationen in Teiloperationen wie Ope-
randen holen, Exponentenvergleich, Mantissenverschiebung, Normalisierung
usw. und deren parallele Ausf

uhrung auf verschiedenen Komponenten des
Arithmetikteils der CPU f

ur viele gleichartige Daten (z.B. bei der Addition
der Elemente zweier Vektoren). F

ur viele Probleme lassen sich auf Vektor-
rechnern mit geeigneten Werkzeugen (vektorisierende Compiler) groe Ge-
schwindigkeitsgewinne erzielen, jedoch k

onnen bei der Vektorisierung durch
die unter Umst

anden ge

anderte Abarbeitungsreihenfolge der Operanden un-
genaue oder g

anzlich falsche Ergebnisse berechnet werden (vgl. [19]). Die
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in der vorliegenden Arbeit behandelte Problemstellung aus der Numerik
(Globale Optimierung) eignet sich von ihrer Struktur her nicht so sehr f

ur
Vektorrechner, da im allgemeinen viele nichtlineare Funktionen ausgewertet
werden m

ussen. Hingegen erzielen Vektorrechner vorwiegend dann eine ho-
he Ezienz, wenn viele lineare Ausdr

ucke (Vektor- oder Matrixoperationen)
auftreten.
Im folgenden soll daher auf Parallelrechner und deren Einsatz zur ezi-
enten Bearbeitung der o.g. Problemstellungen eingegangen werden. Dieses
Kapitel enth

alt grundlegende Bemerkungen zu existierenden Parallelrech-
nerarchitekturen, zu Leistungsmessungen auf Parallelrechnern, zur Paral-
lelisierung von seriellen Algorithmen im allgemeinen und von Branch and
Bound-Algorithmen im besonderen sowie einige technische Details zum Par-
allelrechner IBM RS/6000 SP, der bei der Berechnung der numerischen Er-
gebnisse in dieser Arbeit zum Einsatz gekommen ist.
2.1 Klassizierung von Parallelrechnerarchi-
tekturen
Von einem Parallelrechner spricht man, wenn auf einem Rechner mehr als
ein Prozessor (p Prozessoren) zur Bearbeitung seiner Aufgaben eingesetzt
wird. Dabei ist f

ur die Anzahl p der Prozessoren ein breites Spektrum von
wenigen (2  p  10) bis zu sehr vielen (massiv parallele Systeme; p >
1000) m

oglich. Wird eine Aufgabenstellung auf einem Parallelrechner mit
p Prozessoren bearbeitet, so erhot sicher der Anwender eine Reduzierung
der Gesamtrechenzeit auf 1=p der Rechenzeit auf einem Prozessor. Diese
Beschleunigung (Speedup) wird jedoch nicht in allen F

allen erreicht werden
k

onnen, da die Verwaltung der p Prozessoren sowie die Kommunikation
zwischen den Prozessoren ebenfalls Zeit ben

otigt. Weitere Ausf

uhrungen
hierzu folgen im n

achsten Abschnitt 2.2.
Parallelrechner werden nach unterschiedlichen Kriterien klassiziert:
2.1.1 Befehls- und Operandenstrom
Die Klassizierung nach Befehls- und Operandenstrom wurde von Flynn [15]
eingef

uhrt. Es werden folgende Klassen von Parallelrechnern unterschieden:
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SISD (single instruction stream / single data stream): Mit dieser Klas-
sizierung ist in Wirklichkeit kein Parallelrechner gemeint, sondern
dies ist der herk

ommliche serielle von-Neumann-Computer. Rechner
in dieser Klasse verf

ugen

uber einen Instruktionsstrom (und daher
in der Regel auch nur

uber eine CPU). Jede arithmetische Instrukti-
on zieht eine arithmetische Operation nach sich. Dies f

uhrt zu einem
einzigen Datenstrom von Eingabeargumenten und Ausgaberesultaten.
Es ist im

ubrigen unbedeutend, ob Pipelining zur Beschleunigung der
Abarbeitung arithmetischer Instruktionen eingesetzt wird (vgl. Vek-
torrechner).
Beispiele f

ur SISD-Rechner sind PCs oder Workstations (nat

urlich nur
die mit einer CPU). Der Intel Pentium Prozessor, der in den meisten
heutigen PCs zum Einsatz kommt, verf

ugt genaugenommen jedoch

uber zwei Pipelines f

ur Integerarithmetik und eine Pipeline f

ur Gleit-
kommaarithmetik, die unter bestimmten Bedingungen auch gleichzei-
tig zum Einsatz kommen. Dies wird automatisch ohne Zutun des An-
wenders durch die Befehlsdekodiereinheit der CPU veranlat. Streng
genommen geh

oren also PCs mit Pentium Prozessor bereits zur Klas-
se der MIMD-Rechner. Es ist jedoch immer sichergestellt, da sich
das Verhalten des Programms gegen

uber einer seriellen Abarbeitung
nicht

andert.

Ahnliches gilt auch f

ur die RISC CPUs, die in vielen
Workstations zum Einsatz kommen.
"
Echte\ SISD-Rechner sind da-
her heutzutage nur noch selten anzutreen.
SIMD (single instruction stream / multiple data stream): Alle Prozesso-
ren des Parallelrechners interpretieren dieselben Befehle eines einzigen
Programms und f

uhren sie auf unterschiedlichen Eingabedaten aus.
Auf einem SIMD-Parallelrechner mit p = m  n Prozessoren k

onnen
beispielsweise zwei mn Matrizen mit nur einer Gleitkommaaddition
pro Prozessor addiert werden. Die Gesamtrechenzeit f

ur die Addition
zweier Matrizen entspricht also der Dauer einer Gleitkommaoperati-
on. SIMD-Parallelrechner werden aufgrund ihres einfacheren Aufbaus
h

aug mit sehr vielen Prozessoren ausgestattet, fallen also oft in die
Kategorie der massiv parallelen Systeme. Beispiele f

ur SIMD-Rechner
sind die Connection Machine CM2 und der MasPar.
MISD (multiple instruction stream / single data stream): Diese Klasse von
Parallelrechnern ist leer, da impliziert wird, da mehrere verschiedene
Anweisungen gleichzeitig auf nur einem Operanden ausgef

uhrt wer-
den.
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MIMD (multiple instruction stream / multiple data stream): Alle Prozes-
soren des Parallelrechners f

uhren ihn eigenes Programmaus und arbei-
ten daher unabh

angig von einander auf verschiedenen Daten. H

aug
werden Standardprozessoren (aus PCs oder Workstations) f

ur die ein-
zelnen Knoten des Parallelrechners eingesetzt, um die neuesten Mi-
kroprozessoren verwenden zu k

onnen. Der Hauptentwicklungsaufwand
f

ur den Parallelrechner steckt in der Verschaltung der einzelnen Kno-
ten untereinander. Das Verh

altnis von Kommunikations- zu Rechen-
leistung mu ausgewogen sein, ansonsten sind keine guten Werte f

ur
die Beschleunigung durch die Parallelisierung zu erwarten. Beispiele
f

ur MIMD-Rechner sind die Intel Paragon, die Connection Machine
CM5 sowie die in dieser Arbeit eingesetzte IBM RS/6000 SP.
2.1.2 Speicherkonzept
Parallelrechner werden auerdem nach dem verwendeten Speicherkonzept
klassiziert:
gemeinsamer Speicher (shared memory): Die Prozessoren des Parallel-
rechners teilen sich einen zentralen gemeinsamen Speicher. Jeder Pro-
zessor kann auf jeden Teil des Speicher beliebig zugreifen. Zum Daten-
austausch erfolgt die Kommunikation zwischen den Prozessoren

uber
den gemeinsamen Speicher. Dabei k

onnen jedoch auch Zugriskonik-
te auftreten, insbesondere bei einer gr

oeren Zahl von Prozessoren. So
kommt es etwa zu Verz

ogerungen, wenn zwei verschiedene Prozessoren
gleichzeitig in eine bestimmte Speicherzelle schreiben wollen. Beispie-
le f

ur Parallelrechner mit gemeinsamen Speicher sind die Rechner der
Firma Sequent (neuere Rechner dieser Firma verwenden verteilte Seg-
mente mit gemeinsamen Speicher).
verteilter Speicher (distributed memory): Viele heutige Parallelrechner
verwenden verteilten Speicher. Jeder Knoten des Parallelrechners
verf

ugt

uber eigenen lokalen Speicher, auf den die anderen Prozes-
soren nicht direkt zugreifen k

onnen. Der Datenaustausch zwischen
den Prozessoren erfolgt durchmessage-passing Routinen, also spezielle
Kommunikationsroutinen. Zur Realisierung der Kommunikation kom-
men dabei Kommunikationskan

ale (1:1-Verbindungen) oder Bussyste-
me zum Einsatz. Bei Parallelrechnern mit einer gr

oeren Anzahl von
Prozessoren ist es bei der Verwendung von Kommunikationskan

alen
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nicht m

oglich, jeden Knoten des Rechners mit jedem anderen Knoten
zu verbinden. Parallelrechner auf Transputerbasis verf

ugen beispiels-
weise nur

uber vier Kommunikationskan

ale pro Prozessor. Es werden
daher verschiedene Vernetzungen der Prozessoren vorgenommen. Ei-
nige m

ogliche Netzwerke sind im folgenden Abschnitt

uber die Ver-
netzungsm

oglichkeiten angegeben. Auch kann die Qualit

at der Anbin-
dung der einzelnen Knoten untereinander (und damit die Kommuni-
kationsgeschwindigkeit) bei verschiedenen Parallelrechnern variieren:
Mit geeigneten Softwareprotokollen (etwa PVM [17] oder MPI [75])
kann ein Parallelrechner durch ein Cluster aus gew

ohnlichen Worksta-
tions mit (relativ zur Prozessorgeschwindigkeit) langsamer Vernetzung
durch Ethernet aufgebaut werden. Einige der heutigen Parallelrechner
(so etwa die IBM RS/6000 SP, siehe Abschnitt 2.5.1) unterscheiden
sich auf der Hardwareseite von einem Workstationpool prinzipiell nur
durch die wesentlich schnellere Verbindung der einzelnen Knoten un-
tereinander. Die verwendeten Kommunikationsprotokolle k

onnen wei-
terhin PVM oder MPI sein. Dadurch wird eine hohe Portabilit

at der
parallelen Programme erreicht.
2.1.3 Vernetzung
Die einzelnen Prozessoren eines Parallelrechners k

onnen zu unterschiedli-
chen Netzwerken zusammengeschaltet werden. Einige Anwendungen aus der
Numerik lassen sich nat

urlicherweise auf bestimmte Standardnetzwerke ab-
bilden. Abbildung 2.1 zeigt einige solcher Vernetzungsm

oglichkeiten.
Im Abschnitt 2.4.3 ben

otigen wir noch spezielle DeBruijn-Netzwerke. Ein
DeBruijn-Netzwerk der Dimension k besteht aus 2
k
Knoten. Ein Kno-
ten x = 2
x
1
x
2
:::x
k
ist genau dann mit einem Knoten y = 2
y
1
y
2
:::y
k
mit x
i
; y
i
2 f0; 1g verbunden, wenn gilt: (x
2
; : : : ; x
k
) = (y
1
; : : : ; y
k 1
).
DeBruijn-Netzwerke haben logarithmischen Durchmesser sowie maximal
vier Verbindungen pro Prozessor, sind also gut zur Implementierung auf
einem Transputersystem geeignet.
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Baum (binaer)
Gitter Hypercube (hier 3d)
Ring
innerer Knoten
Blatt
Wurzel
Abbildung 2.1: Standardnetzwerke bei Parallelrechnern
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2.2 Leistungsmessungen und Beurteilung von
parallelen Algorithmen
Der Einsatz eines Parallelrechners zur L

osung eines numerischen Problems
ist nur dann sinnvoll, wenn sich die Gesamtzeit zur L

osung des Problems
gegen

uber einer Rechnung auf einem seriellen Rechner signikant reduzieren
l

at. Ideal w

are es nat

urlich, wenn bei einem Parallelrechner mit p Prozesso-
ren die Rechenzeit um den Faktor p (also auf 1=p der Rechenzeit auf einem
seriellen Rechner) sinken w

urde. Ein Ma f

ur die erzielte Beschleunigung
durch den Einsatz des parallelen Algorithmus ist der sogenannte Speedup,
der wie folgt deniert ist:
Denition 2.1 Die Beschleunigung (Speedup) S(p) bezeichnet das Ver-
h

altnis der Ausf

uhrungszeit eines seriellen Algorithmus t
ser
zu der Aus-
f

uhrungszeit des zugeh

origen parallelen Algorithmus t
par
(p) auf p Prozesso-
ren:
S(p) :=
t
ser
t
par
(p)
:
Wird die erzielte Beschleunigung in Relation zur eingesetzten Anzahl an
Prozessoren gesetzt, so ergibt sich ein Ma f

ur die Ezienz des Algorithmus:
Denition 2.2 Die Ezienz E(p) deniert die durchschnittliche Ausla-
stung pro Prozessor:
E(p) :=
S(p)
p
:
Bemerkung:
1. Bei der Berechnung der Beschleunigung sollte t
ser
durch den besten be-
kannten seriellen Algorithmus berechnet werden. H

aug ist der beste
serielle Algorithmus jedoch nicht eindeutig bestimmt oder der beste
bekannte Algorithmus ist noch nicht implementiert worden, so da
Zeitmessungen unm

oglich sind. Daher werden bei den Zeitmessungen
in dieser Arbeit weitgehend identische Programme f

ur den seriellen
und parallelen Algorithmus verwendet, wobei bei Zeitmessungen f

ur
den seriellen Algorithmus die parallelen Zus

atze so entfernt werden,
da kein mebarer Zusatzaufwand entsteht.
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2. Im allgemeinen gilt: 1  S(p)  p. In Einzelf

allen kann jedoch
auch eine

uberlineare Beschleunigung (sog. superlinearer Speedup) mit
S(p) > p erzielt werden. Das Auftreten von

uberlinearer Beschleuni-
gung deutet auf algorithmische Unzul

anglichkeiten des seriellen Al-
gorithmus hin, da in diesem Fall der serielle Algorithmus insgesamt
mehr Teilprobleme untersucht als der parallele Algorithmus.Dies kann
durch einen verbesserten seriellen Algorithmus vermieden werden.
3. Die genaue Charakterisierung eines ezienten parallelen Algorithmus
ist jedoch nicht ganz leicht. Dies l

at sich durch das Amdahlsche Ge-
setz begr

unden: Bei konstanter Problemgr

oe ist jeder parallele Algo-
rithmus asymptotisch inezient, da der serielle Anteil des Problems
die erreichbare Beschleunigung nach oben begrenzt. Daher mu bei
starker Erh

ohung der Prozessorzahl auch fairerweise die Problemgr

oe
nach oben skaliert werden.
2.3 Zur Parallelisierung von seriellen Algo-
rithmen
Die Parallelisierung eines seriellen Algorithmus kann grunds

atzlich mehrere
Ziele haben: Das Hauptziel wird in der Regel sein, ein gegebenes Problem
schneller zu l

osen. Die Beschleunigung soll gro sein, wenn m

oglich sogar
linear zur Anzahl an Prozessoren. Unter Umst

anden l

at sich durch Vertei-
lung auf p Prozessoren jedoch auch ein anderes Ziel erreichen: Es k

onnen
gr

oere Probleme als auf einem seriellen Rechner gel

ost werden, da auf dem
Parallelrechner insgesamt mehr Speicher zur Verf

ugung stehen kann. Bei der
Parallelisierung ist jedoch in jedem Fall darauf zu achten, da das Verh

altnis
von Berechnung zu Kommunikation m

oglichst gro ist und da m

oglichst
alle Prozessoren st

andig mit sinnvollen Berechnungen besch

aftigt sind. Da-
zu mu das vorliegende Problem auf die p Prozessoren des Parallelrechners
aufgeteilt werden (Lastverteilung).
Besonders einfach ist dies, wenn der Aufwand zur L

osung a priori ab-
gesch

atzt werden kann. In diesem Fall kann das Problem in p Teilprobleme,
die zu ihrer L

osung den gleichen Aufwand erfordern, aufgeteilt werden. Die-
se Teilprobleme werden getrennt von einander gel

ost und die berechneten
Ergebnisse am Schlu eingesammelt. Bei einem eventuell n

otigen Datenaus-
tausch mu darauf geachtet werden, da m

oglichst kein Prozessor durch die
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Kommunikation in seiner Berechnung blockiert wird. In diesem Fall kann
die Lastverteilung bereits vor Programmausf

uhrung vorgenommen werden,
man spricht deshalb von statischer Lastverteilung (static load balancing).
H

aug kann jedoch erst imLaufe der Berechnung festgestellt werden, wieviel
Aufwand zur L

osung eines Problems notwendig ist. Daher m

ussen w

ahrend
der Programmausf

uhrung Teilprobleme zwischen verschiedenen Prozesso-
ren so umverteilt werden, da die Last der Prozessoren in etwa gleich ist,
insbesondere sollten alle Prozessoren st

andig an der Berechnung und kei-
ne Prozessoren
"
leerlaufen\ oder warten. Um dies zu erreichen, mu eine
dynamische Lastverteilung (dynamic load balancing) vorgenommen werden.
Um von einem vorliegenden seriellen Algorithmus zu einem ezienten par-
allelen Algorithmus zum Einsatz auf einem Parallelrechner zu gelangen,
k

onnen grunds

atzlich zwei verschiedene Wege beschritten werden.
2.3.1 Implizite Parallelisierung
Die Parallelisierung wird auf der Ebene der arithmetischen Grundoperatio-
nen vorgenommen.Der serielle Algorithmus wird unver

andert

ubernommen;
die einzelnen arithmetischen Operationen werden parallel ausgef

uhrt. Es
lohnt sich auf heutigen Parallelrechnern sicher nicht, skalare arithmetische
Operationen zu parallelisieren. Vielmehr werden Vektor- und Matrixopera-
tionen parallel ausgef

uhrt. Die Parallelisierung der Vektor- und Matrixope-
rationen m

ussen f

ur jeden Parallelrechner neu vorgenommen werden. F

ur
die Parallelisierung des optimalen Skalarprodukts (exaktes Skalarprodukt
mit nur einer Rundung am Ende) sind einige Ideen und Implementierungs-
hinweise in [11] und [6] aufgef

uhrt. Eine spezielle Anpassung f

ur Transputer
ndet sich etwa in [7].
Der Vorteil dieser Art der Parallelisierung liegt auf der Hand: Bestehende
Anwendungsprogramme k

onnen praktisch unver

andert

ubernommen wer-
den. Nachteil ist jedoch, da nur derjenige Anteil des seriellen Programms,
der Vektor- und Matrixoperationen verwendet, durch die Parallelisierung
beschleunigt wird. Verwendet ein serielles Programm beispielsweise 50%
der Gesamtrechenzeit auf Vektor- und Matrixoperationen, so ist durch die
Parallelisierung maximal eine Beschleunigung um den Faktor 2 zu erzielen.
Daher eignet sich die implizite Parallelisierung haupts

achlich f

ur Anwen-
dungen mit einem sehr hohen Anteil an Vektor- und Matrixoperationen,
beispielsweise iterative L

oser f

ur lineare Gleichungssysteme.
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Eine weitere Variante der impliziten Parallelisierung ist die Verwendung
einer parallelisierenden Programmiersprache bzw. Compilers, etwa HPF
(High Performance Fortran). Solche Programmiersprachen erweitern be-
kannte Programmiersprachen um Konstrukte f

ur die Parallelisierung (et-
wa FORALL Anweisung). Serielle Anwendungen m

ussen angepat werden,
jedoch kann in der Regel der grundlegende Algorithmus beibehalten wer-
den. Die eziente Abbildung auf den konkreten Parallelrechner bleibt dem
jeweiligen Compiler

uberlassen. Man spricht hier auch von feink

orniger Par-
allelisierung (ne grain parallelism). Eine hohe Ezienz ist jedoch in der
Regel nicht einfach erzielbar. Eine Begr

undung daf

ur ist der Ursprung vie-
ler parallelisierender Compiler in vektorisierenden Compilern f

ur Vektor-
rechner. Vektorisierende Compiler transformieren in der Regel die innerste
FOR Schleife. Dies ist f

ur die Parallelisierung nicht so gut geeignet, da zwi-
schen zwei Synchronisationspunkten der Rechenaufwand nicht gro genug
ist, um eine hohe Beschleunigung zu erzielen.
2.3.2 Explizite Parallelisierung
Heutige Parallelrechner verwenden h

aug leistungsstarke Workstations als
Knotenrechner, die durch spezielle Hardware sehr schnell miteinander ver-
netzt werden, so etwa der Parallelrechner IBM RS/6000 SP (basierend auf
RS/6000 Knoten) oder Cray T3E (basierend auf DEC Alpha Knoten). Zum
Einsatz kommt dabei oft eine mittlere Prozessorzahl (10 < p < 100). F

ur
diese Art von Parallelrechnern ist das Programmiermodell der expliziten
Parallelisierung besonders geeignet. Dabei wird durch den speziell f

ur den
Parallelrechner entwickelten Algorithmus festgelegt, auf welchen Prozesso-
ren des Parallelrechners welche Anweisungen ablaufen und wie die Kom-
munikation zwischen den Prozessoren erfolgt. Zur Abwicklung der Kom-
munikation werden Kommunikationsbibliotheken eingesetzt. Teilweise sind
diese herstellerspezisch (so etwa das INMOS C Toolset f

ur Transputersy-
steme [32]), inzwischen sind jedoch standardisierte Kommunikationsbiblio-
theken wie PVM [17] oder MPI [75] stark verbreitet und stehen f

ur Paral-
lelrechner in ezienten Implementierungen mit Schnittstellen nach C und
Fortran zur Verf

ugung. Dadurch wird eine hohe Portabilit

at von parallelen
Programmen erreicht.
Die Ezienz eines explizit parallelen Algorithmus mu durch den Algorith-
mus selbst sichergestellt werden. F

ur viele Problemstellungen lassen sich Al-
gorithmen angeben, bei denen eine hohe Ezienz erzielt wird. In der Regel
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folgen bei expliziten parallelen Algorithmen l

angeren Berechnungsphasen
Datenaustausch- und damit Lastausgleichsphasen. Man spricht deshalb von
grobk

orniger Parallelisierung (coarse grain parallelism).
Der in dieser Arbeit in Kapitel 3 betrachtete Algorithmus zur verizieren-
den globalen Optimierung basiert auf einem Branch and Bound-Verfahren,
welches sich gut explizit parallelisieren l

at. Zur Parallelisierung von Branch
and Bound-Algorithmen und die daf

ur notwendigen Lastverteilungsverfah-
ren werden im folgenden Abschnitt 2.4 einige Ausf

uhrungen gemacht.
2.4 Lastverteilung f

ur parallele Branch and
Bound-Algorithmen
Das in dieser Arbeit untersuchte Problem der verizierten globalen Opti-
mierung ist von der Struktur des Algorithmus her in die Klasse der kom-
binatorischen Optimierungsprobleme einzuordnen. Andere Probleme, die in
diesen Bereich fallen, sind das Problem des Handlungsreisenden (Traveling
Salesman Problem), das Rucksackproblem oder das Problem, die Knoten
eines Graphen mit einer minimalen Anzahl an Farben so einzuf

arben, da
Knoten, die durch eine Kante miteinander verbunden sind, unterschiedlich
eingef

arbt sind (Vertex Coloring Problem). Bei dieser Klasse von Problemen
geht es darum, einen L

osungsvektor zu nden, der bestimmte Nebenbedin-
gungen erf

ullt und der eine gegebene Funktion minimiert.
Der brute force-Ansatz, bei dem die optimale L

osung durch vollst

andiges
Durchlaufen des Suchraums gefunden wird, scheidet f

ur ernsthafte Pro-
blemstellungen aus, da der L

osungsraum exponentiell mit der Dimension
der Eingabedaten w

achst, es also rasch zu inakzeptablen Berechnungszeiten
kommt. Eine Parallelisierung, die lineare Beschleunigung erreicht, ist zwar
einfach, groe Probleme lassen sich jedoch nach wie vor nicht l

osen.
Um eziente L

osungen f

ur kombinatorischen Optimierungsprobleme zu n-
den, werden h

aug Branch and Bound-Algorithmen eingesetzt. Im Bran-
ching-Schritt des Algorithmus wird der Suchraum dabei (u. U. rekursiv)
in kleinere Teilprobleme zerlegt, wodurch ein Suchbaum entsteht. Durch
zus

atzliche Informationen

uber die L

osung (z. B. gesicherte Schranken), die
zusammen mit den jeweiligen Teilproblemen abgespeichert werden, k

onnen
diejenigen Teile des Suchbaums eliminiert werden, die die L

osung sicher
nicht enthalten (Bounding , vgl. Abbildung 2.2). F

ur die Eliminierung von
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Teilen des Suchbaums wird eine globale Schranke als Kriterium verwen-
det. Eine

Ubersicht

uber verschiedene Varianten von Branch and Bound-
Algorithmen ist etwa in [48] zu nden.
Startsuchraum
Branching
Bounding
Abbildung 2.2: Suchbaum bei Branch and Bound-Algorithmen
Durch Branch and Bound kann der zu durchlaufende Suchraum h

aug sehr
stark reduziert werden. Am prinzipiell exponentiellen Wachstum des Such-
raums (abh

angig von der Dimension der Eingabedaten)

andert sich jedoch
nichts.
2.4.1 Suchverfahren bei Branch and Bound-Algorithmen
Der Suchbaum kann bei Branch and Bound-Algorithmen auf verschiedene
Arten durchlaufen werden:
Tiefensuche (depth-rst branch and bound): Bei der Tiefensuche wird im-
mer das zuletzt erzeugte Teilproblem als n

achstes behandelt. Ein
Zweig des Suchbaums wird abgeschnitten, sobald die Schranke der
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aktuellen Teilbox schlechter als die globale beste Schranke ist. Die
Bearbeitung der noch zu untersuchenden Teilprobleme erfolgt nach
dem Prinzip last-in-rst-out . Die geeignete Datenstruktur zur Ver-
waltung ist also ein Stapel (stack). Vorteil der Tiefensuche ist, da
der Speicherbedarf f

ur den Stapel der Teilprobleme meist geringer ist
als f

ur die Besten- oder

Altestensuche. Nachteil ist jedoch, da bei der
Tiefensuche unter Umst

anden zu viele Teilprobleme behandelt wer-
den, da die Verbesserung der globalen besten Schranke nicht so rasch
wie bei der Bestensuche erfolgt.
Bestensuche (best-rst branch and bound): Bei der Bestensuche wird von
den vorhandenen Teilproblemen dasjenige mit der besten Schranke als
n

achstes bearbeitet. Damit sind immer die aussichtsreichsten Proble-
me in Bearbeitung, da Teilprobleme mit guter Schranke die L

osung
mit h

oherer Wahrscheinlichkeit enthalten. Zur Verwaltung der Teilpro-
bleme kommt eine sortierte Liste zum Einsatz. Diese Datenstruktur
ist aufwendiger zu verwalten als ein Stapel oder eine Warteschlange.
Ferner ist die maximale Listenl

ange w

ahrend der Bearbeitung in der
Regel gr

oer als bei den beiden anderen Suchstrategien, es wird also
mehr Speichplatz zur Abspeicherung der Liste ben

otigt. Diese beiden
Nachteile werden jedoch durch den folgenden Vorteil wieder wettge-
macht: Bei der Bestensuche werden meist insgesamt weniger Teilpro-
bleme bearbeitet als bei der Tiefen- oder

Altestensuche, da schneller
eine gute Schranke gefunden wird und somit h

auger gr

oere Teile des
Suchbaums abgeschnitten werden k

onnen.

Altestensuche (oldest-rst branch and bound): Sortiert man die vorhan-
denen Teilprobleme in einer Warteschlange (queue), so werden dieje-
nigen Teilprobleme als n

achstes behandelt, die als erstes in die Warte-
schlange gekommen sind (Prinzip des rst-in-rst-out). Die so erhal-
tene Suchstrategie bezeichnet man als

Altestensuche. Aus dem Bran-
ching-Schritt neu erhaltene Teilboxen werden an das Ende der War-
teschlange eingef

ugt. Dadurch erreicht man insgesamt, da alle Boxen
im Suchbaum gleichm

aig aufgeteilt werden. Auch hier k

onnen Teil-
probleme

uber

ussigerweise bearbeitet werden.
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2.4.2 Verwaltung der Teilprobleme bei der Parallelisie-
rung
Grunds

atzlich bieten sich Branch and Bound-Algorithmen dadurch zur Par-
allelisierung an, da von den jeweils aktuell vorhandenen Teilproblemen
mehrere gleichzeitig bearbeitet werden. Auf Parallelrechnern mit gemeinsa-
men Speicher gestaltet sich die Parallelisierung einfach, da f

ur jeden Pro-
zessor alle Teilprobleme jederzeit zugreifbar sind. In [51] wird die Simulati-
on von gemeinsamen Speicher auf einem Transputersystem mit verteiltem
Speicher beschrieben. Es zeigt sich jedoch, da diese Technik nur f

ur ei-
ne kleine Prozessorzahl sinnvoll ist und im allgemeinen zu Engp

assen bei
der Kommunikation f

uhrt. Nur wenn die Berechnungszeit des Branching-
Schritts wesentlich gr

oer als die Kommunikationszeit ist, k

onnen Engp

asse
vermieden werden. Dieses trit aber nicht in jedem Fall zu.
F

ur Parallelrechner mit verteiltem Speicher ist die Situation komplizier-
ter. Daher wird im allgemeinen eine andere Vorgehensweise gew

ahlt: Die
Teilprobleme werden auf die verschiedenen Prozessoren verteilt und jeder
Prozessor wendet den auszuf

uhrenden Berechnungsteil des Algorithmus auf
seine Teilprobleme an. A priori ist es bei Branch and Bound-Algorithmen
schwierig bzw. unm

oglich, Aussagen

uber die entstehende Last w

ahrend der
Berechnung zu treen, da sich die Last der einzelnen Prozessoren im Lau-
fe der Berechnung stark

andern kann. F

ur eine eziente Parallelisierung ist
daher eine dynamische Lastverteilung notwendig. Ferner mu eine neugefun-
dene beste Schranke, die f

ur den Bounding-Schritt des Algorithmus ben

otigt
wird, m

oglichst rasch allen anderen Prozessoren bekannt gemacht werden,
um zu verhindern, da Teile des Suchbaums

uber

ussigerweise durchlaufen
werden.
F

ur die Verwaltung der Teilboxen bei der Parallelisierung sind daher die
folgenden Strategien gebr

auchlich:
Zentralisierte Verwaltung: Diese Methode wird auch oft als master-
slave-Verwaltungsmethode bezeichnet. Ein zentraler Prozessor (der
master) speichert alle Teilprobleme sowie die beste globale Schran-
ke. Alle anderen Prozessoren bearbeiten als Slaves die Teilprobleme,
die sie vom Master zur Bearbeitung erhalten. Die Slaves senden nach
der Berechnung ihre Ergebnisse (verbesserte Teilprobleme und even-
tuell verbesserte globale Schranke) zur

uck an den Master, der dar-
aufhin die Slaves mit neuen Teilproblemen versorgt. Eine von einem
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Slave verbesserte globale Schranke wird ebenfalls allen anderen Slaves
zur Verf

ugung gestellt. Das Prinzip dieses Algorithmus ist in Abbil-
dung 2.3 dargestellt.
P N
MASTER
P 1 P 2 P 3
Abbildung 2.3: Prinzip des Master-Slave-Algorithmus
DerMaster-Slave-Algorithmus sorgt f

ur eine gleichm

aige Auslastung
der Prozessoren. Ein groer Nachteil ist jedoch, da die gesamte Kom-
munikation

uber den Master abgewickelt wird. Bei steigender Prozes-
sorzahl ist bei Implementierungen dieses Algorithmus sinkende Ezi-
enz zu beobachten, da der Master zum
"
Flaschenhals\ wird. H

aug
tritt dies bereits bei einer Prozessorzahl p > 16 ein. Auerdem be-
schr

ankt der Speicherplatz des Masters die Anzahl der Teilprobleme,
die w

ahrend der Abarbeitung des Suchbaums entstehen kann. F

ur
spezielle Probleme kann der Master-Slave-Algorithmus daher n

utz-
lich sein, im allgemeinenm

ussen jedoch Verbesserungen vorgenommen
oder andere parallele Algorithmen ausgew

ahlt werden.
Verteilte Verwaltung: Bei vielen parallelen Branch and Bound-Algo-
rithmen werden die zu untersuchenden Teilprobleme im Netzwerk ver-
teilt gespeichert. Dabei wurden bislang viele verschiedene Varianten
verteilter Algorithmen untersucht. Verteilte Algorithmen k

onnen sich
darin unterscheiden, nach welchen Strategien der Lastausgleich statt-
ndet und wie neugefundene beste Schranken im gesamten Netzwerk
bekanntgemacht werden.
In jedem Fall sollen verteilte parallele Branch and Bound-Algorithmen
die beiden folgenden Ziele erreichen:
1. Die Leerlaufzeit (idletime) jedes Prozessors soll minimal sein.
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2. Der Mehraufwand an untersuchten Teilproblemen durch die par-
allele Suche gegen

uber seriellen Branch and Bound-Algorithmen
soll minimal sein.
Leider ist es jedoch so, da die beiden Forderungen in einem Gegen-
satz zueinander stehen. Ein serieller Algorithmus untersucht in jedem
Schritt dasjenige Teilproblem, das zu einer besten L

osung (Teilpro-
blem mit bester Schranke) f

uhren kann. Bei einem verteilten Algo-
rithmus kann diese beste Schranke nur dann allen Prozessoren sofort
bekannt sein, wenn der Vorrat an zu untersuchenden Teilproblemen
in einer zentralisierten Art und Weise verwaltet wird. Wie oben aus-
gef

uhrt, ist dieses im allgemeinen inezient. Daher wird ein verteil-
ter Algorithmus in der Regel einen h

oheren Gesamtsuchaufwand ge-
gen

uber einem seriellen Algorithmus verzeichnen. Forderung 2. zielt
auf die Minimierung dieses Mehraufwands ab. Um dieses Ziel zu er-
reichen, m

ussen die Lastverteilungsaktivit

aten an einigen Stellen im
Netzwerk geb

undelt werden, k

onnen also nicht gleichm

aig verteilt
werden. Auf der anderen Seite macht die erste Forderung nach ei-
ner Minimierung der Leerlaufzeiten eine Verteilung der Last

uber das
ganze Netzwerk notwendig. Ein guter paralleler Branch and Bound-
Algorithmus mu also durch eine geeignete Lastverteilungsstrategie
einen Kompromi zwischen diesen beiden Zielen nden.
Bevor der von uns favorisierte Lastverteilungsalgorithmus vorgestellt wird,
hier noch einige Informationen und Hinweise zu anderen parallelen Branch
and Bound-Algorithmen mit verteilter Verwaltung:
In [81] wird ein Lastverteilungsalgorithmus f

ur das Knoten

uberdeckungs-
problem (Vertex Cover Problem) angegeben. Dieser Algorithmus basiert
auf der Arbeit von Karp und Zhang [35], die randomisierte Verteilungsstra-
tegien anwenden. F

ur kleinere Netzwerke (p = 32) liefert der Algorithmus
gute Ergebnisse, f

ur gr

oere Netzwerke gibt es jedoch in der Endphase der
Berechnung Probleme, da nur noch wenige Teilprobleme bearbeitet werden,
diese aber auf einigen wenigen Prozessoren konzentriert sind.
Eine weitere Lastverteilungsmethode ist das sogenannte Round Robin-
Verfahren, bei dem noch nicht bearbeitete Teilprobleme an Nachbarpro-
zessoren weitergereicht werden. In [63] werden verschiedene Varianten
bez

uglich der Auswahlstrategien der zu versendenden Teilprobleme unter-
sucht. Die besten Ergebnisse wurden beimVersenden des jeweils zweitbesten
Teilproblems zu einem zuf

allig ausgew

ahlten Prozessor erzielt. F

ur Paral-
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lelrechner mit einer gr

oeren Anzahl an Prozessoren wurde jedoch keine
besonders groe Beschleunigung erzielt (z. B. Ezienz 21.5% bei p = 64
Prozessoren).
Weitere Ergebnisse zu parallelen verteilten Branch and Bound-Algorithmen
sind in [3], [39], [52], [77] und [80] zu nden.
In dieser Arbeit wird f

ur die Parallelisierung der globalen Optimierung ein
verteilter Branch and Bound-Algorithmus zugrunde gelegt, wie er in [53]
beschrieben ist. Im folgenden Abschnitt wird der Grundalgorithmus darge-
stellt.
2.4.3 Ein vollst

andig verteilter Algorithmus zur Last-
verteilung f

ur Branch and Bound
Der parallele Branch and Bound-Algorithmus ist vollst

andig verteilt, die
Kommunikation wird ausschlielich durch message passing realisiert. Jeder
Prozessor hat seinen eigenen Vorrat an Teilproblemen und f

uhrt auf diesen
Problemen den sequentiellen Branch and Bound-Algorithmus (sp

ater: den
globalen Optimierungsalgorithmus) aus. Neu berechnete L

osungen werden
allen anderen Prozessoren im Netzwerk durch ein broadcast bekannt ge-
macht.
Um die hier verwendete verteilte dynamische Lastverteilungsstrategie zu
beschreiben, mu zun

achst die Last eines Prozessors bei einem Branch and
Bound-Algorithmus deniert werden. Bei einem solchen Algorithmus wird
die Last eines Prozessors als eine Gewichtsfunktion w in Abh

angigkeit der
auf dem lokalen Stapel vorhandenen Teilprobleme deniert:
Denition 2.3 Seien c die beste bisher gefundene L

osung, fx
1
; : : : ; x
k
g
die Schranken der Elemente in der Arbeitsliste von p
i
, die zu einer besseren
L

osung f

uhren k

onnen (x
i
< c).
Die Last eines Prozessors p
i
ist eine Gewichtsfunktion
w : fp
1
; : : : ; p
p
g  ! IN;
die entweder in konstanter Zeit berechenbar ist oder
w(fx
1
; : : : ; x
k
g) = w(fx
1
; : : : ; x
i
g) + w(fx
i+1
; : : : ; x
k
g)
erf

ullt.
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Bemerkung:
1. Die Forderung, da die Gewichtsfunktion entweder in konstanter Zeit
berechenbar sein mu oder die Bedingung
w(fx
1
; : : : ; x
k
g) = w(fx
1
; : : : ; x
i
g) + w(fx
i+1
; : : : ; x
k
g) erf

ullt, soll si-
cherstellen, da die Gewichtsfunktion ezient berechnet werden kann,
da sie zur Laufzeit des Algorithmus h

aug ausgewertet werden mu.
2. Die Wahl der Gewichtsfunktion h

angt vom zu bearbeitenden Problem
ab. Beispiele f

ur m

ogliche Gewichtsfunktionen sind:
(a) w(p
i
) = k
(b) w(p
i
) = min
j
fx
j
g
(c) w(p
i
) =
k
X
j=1
(c   x
j
)
2
(d) w(p
i
) =
k
X
j=1
e
c x
j
(c) und (d) gewichten die
"
guten\ Teilprobleme (mit niedriger unterer
Schranke) st

arker. Daher ist es sinnvoll, diese Gewichtsfunktionen aus-
zuw

ahlen, wenn die Schranken der Teilprobleme sehr unterschiedlich
sind. Haben die zu untersuchenden Teilprobleme

ahnliche Schranken,
so kann die Gewichtsfunktion (a) ausreichend sein.
3. Verteilte dynamische Lastverteilung ist von vielen Autoren eingehend
untersucht worden. Da jedoch die meisten Arbeiten ausschlielich
auf eine Minimierung der Leerlaufzeit der Prozessoren abzielen, hier
jedoch der Aspekt eines Qualit

atsmaes (Gewichtsfunktion) mitbe-
trachtet werden soll, unterscheidet sich der nachfolgend beschriebene
Algorithmus von vielen bekannten Algorithmen. Hier ist das grundle-
gende Ziel, st

andig einen qualitativen Ausgleich der Last aller Prozes-
soren sicherzustellen. Eine

Ubersicht

ahnlicher Strategien ndet sich
in [52].
Der Lastverteilungsalgorithmus sorgt daf

ur, da die Last benachbarter Pro-
zessoren w

ahrend der Berechnung etwa auf gleichem Niveau ist. Dazu kennt
jeder Prozessor die Last der benachbarten Prozessoren im Netzwerk. Falls
die eigene Last eines Prozessors klein ist imVergleich zu den Nachbarprozes-
soren, so werden Teilprobleme von den entsprechenden Nachbarprozessoren
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angefordert. Umgekehrt, falls die eigene Last gro ist im Vergleich zu den
Nachbarn, so wird Arbeit (d.h. Lastpakete bzw. Teilprobleme) abgegeben.
Diese Idee des lokalen Lastausgleichs benachbarter Prozessoren f

uhrt zu
ann

ahernd gleicher Last im gesamten Netzwerk, der Algorithmus ist also
durch seine Konstruktion skalierbar . Falls der Lastunterschied  benach-
barter Prozessoren klein genug ist, ist der Overhead der parallelen Suche
minimal, da dann nur wenig Kommunikation zum Lastausgleich notwendig
ist. Falls  klein ist und sich die Lastsituation stark

andert, k

onnen soge-
nannte Trashing-Eekte auftreten. Trashing-Eekte sind aus der Betriebs-
systemtheorie f

ur Speicherverwaltungsalgorithmen bekannt. Sie bedeuten,
da nur noch Speicherauslagerungsaktivit

aten stattnden, jedoch keine Be-
rechnungen mehr, da nach dem Start einer Berechnung nach einer Speicher-
auslagerung sofort erneut Speicher ausgelagert wird. In unserem Zusam-
menhang wird unter Trashing-Eekt das Blockieren des parallelen Branch
and Bound-Algorithmus durch st

andigen Lastausgleich verstanden. Neue
Ergebnisse werden nicht mehr berechnet. Um dies zu verhindern, wird ein
zus

atzlicher Kontrollproze ausgef

uhrt, der die Lastverteilung

uberwacht.
Die grunds

atzliche Idee des Lastverteilungsalgorithmus besteht also aus ei-
ner Feedback-Strategie mit zwei parallel laufenden Prozessen pro Prozessor:
1. Arbeitsproze
2. Kontrollproze
Das Zusammenspiel der beiden Prozesse wird in Abbildung 2.4 verdeutlicht.
Lastsituation
Arbeitsprozess
Kontrollprozess
Parameter
Entscheidung ueber Lastverteilung
Abbildung 2.4: Feedback-Strategie f

ur den Lastverteilungsalgorithmus
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Der Arbeitsproze
Im folgenden wird der Arbeitsproze innerhalb des Lastverteilungsalgorith-
mus im Detail vorgestellt. Der Arbeitsproze wird durch die folgenden Ei-
genschaften charakterisiert:
 Lokale Entscheidungsbasis

uber Lastverteilung (wann wird verteilt?)
 Lokaler Migrationsraum f

ur Lastverteilung (wohin wird verteilt?)
Um die ann

ahernd gleiche Last eines Prozessors p und seiner Nachbarn
p
1
; : : : ; p
k
zu erreichen, sollte w

ahrend der Ausf

uhrung des Algorithmus
m

oglichst st

andig gelten ( fest):
max
i2f1;:::;kg
jw(p) w(p
i
)j
jw(p)j
< 
Bemerkung:  mu klein sein, da gilt (p
i
; p
j
2 Netz mit Durchmesser d):
w(p
i
)  (1 )
d
| {z }
=:min
w
 w(p
j
)  w(p
i
)  (1 + )
d
| {z }
=:max
w
(2.1)
Beispielsweise gilt f

ur d = 8; = 0:3 : min
w
= 0:05;max
w
= 8:15. Dies
w

urde bedeuten, da sich die Last zweier benachbarter Prozessoren um den
Faktor 20 unterscheiden darf. Dies ist sicherlich nicht w

unschenswert. 
sollte daher kleiner gew

ahlt werden.
Im nachfolgend beschriebenen Arbeitsproze werden die folgenden Steuer-
variablen verwendet:

up
;
down
: Aktiviere Lastverteilung, falls Last um mehr als Faktor (1  

down
) sinkt oder mehr als Faktor (1 +
up
) steigt.
: Prozessor p
i
nimmt an Lastverteilungsaktivit

at von p
j
teil() Last von
p
i
und p
j
unterscheidet sich mindestens um Faktor (1  ).
min.weight: Lastverteilung auf Prozessor p wird nur durchgef

uhrt, falls
w(p) > min.weight gilt.
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Der Algorithmus l

auft auf einem Parallelrechner mit p Prozessoren in
zwei Phasen ab: In der Startphase wird schnell auf einem Prozessor ei-
ne Teill

osung berechnet, um daraus eine grobe globale obere Schranke zu
gewinnen. Anschlieend wird das Ausgangsproblem in p Teilprobleme auf-
geteilt, jedes der Teilprobleme wird einem der Prozessoren zugeordnet, und
die eigentliche Berechnungsphase beginnt.
Die einzelnen Schritte des Algorithmus f

ur den Arbeitsproze sind nach-
folgend f

ur einen Prozessor p mit den Nachbarprozessoren p
1
; : : : ; p
k
auf-
gef

uhrt. Zuletzt bekannte Werte f

ur die Last von p
1
; : : : ; p
k
werden in
w
1
; : : : ; w
k
gespeichert. Die einzelnen Teilprobleme fx
1
; : : : ; x
k
g werden in
einer Arbeitsliste in Form einer Warteschlange gespeichert, die nach den
zugeh

origen Schranken bound(x
i
) sortiert ist. w
new
speichert die aktuelle
Last des Prozessors p, w
old
die vorige. Die bislang beste bekannte globale
Schranke wird in der Variablen c gespeichert.
Algorithmus 2.1:
Paralleler Arbeitsproze f

ur Branch and Bound
1. w
1
= : : : = w
k
= 0;w
new
= w
old
= w(p);
Initialisiere c, Arbeitsliste;
2. if (neue L

osung x berechnet) then if (bound(x) < c) then
a. c :=bound(x); Update(w
new
);
b. Send(NEWSOLUTION,c) an alle Nachbarn;
3. if ((NEWSOLUTION,c
0
) von p
j
empf.) then if (c
0
< c) then
a. c
0
:= c; Update(w
new
);
b. Send(NEWSOLUTION,c) an alle Nachbarn auer p
j
;
4. if (w
new
< w
old
 (1 
down
)) then
a. Send(REQUEST,w
new
) an alle Nachbarn;
b. weights := weights + 1; w
old
:= w
new
;
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5. if ((REQUEST, w
j
) von p
j
empfangen) then
if (w
j
< w
new
 (1  ) and w
new
> min.weight) then
a. Send(WORK,x
1
) an p
j
; prob := prob + 1;
b. w
new
:= w
new
  w(x
1
); w
j
:= w
j
+w(x
1
);
6. if ((WORK, x) von p
j
empf.) then if (bound(x) < c) then
a. w
new
:= w
new
+ w(x); Send(REQUEST, w
new
) an p
j
;
b. weights := weights + 1; Insert(L; x);
7. if (w
new
> w
old
 (1 + 
up
) and w
new
> min.weight) then
a. Unmark(alle Nachbarn);
b. for i := 1 to k do
A. W

ahle zuf

alligen nicht markierten Nachbarn p
l
; Mark(p
l
);
B. if (w
l
< w
new
 (1 )) then
1. Send(WORK,x
1
) an p
l
; prob := prob + 1;
2. w
l
:= w
l
+ w(x
1
); w
new
:= w
new
 w(x
1
);
c. Send(INFORM,w
new
) an alle Nachbarn;
d. weights := weights + 1; w
old
:= w
new
;
8. if ((INFORM,w
j
) von p
j
empfangen) then
Send(REQUEST, w
new
) an p
j
; weights := weights + 1;
Im Schritt 1. werden die oben beschriebenen Variablen initialisiert. Falls
der Branch and Bound-Algorithmus eine neue L

osung ndet, die die bis-
lang beste bekannte globale Schranke verbessern kann, so wird diese globale
Schranke den benachbarten Prozessoren bekannt gemacht (Schritt 2.). Die-
se verteilen, falls notwendig, in Schritt 3. die neue beste globale Schranke
weiter. Falls sich die Last eines Prozessors um mehr als 
down
verringert,
so werden in Schritt 4. neue Teilprobleme von den Nachbarn angefordert.
Diese Anfrage nach Arbeit wird in Schritt 5. beantwortet: Ist ein Prozessor
um  Prozent mehr belastet als der anfragende Nachbar und wird auer-
dem noch eine Mindestlast

uberschritten, so wird ein Teilproblem an den
Nachbarprozessor abgegeben. Falls (in Schritt 6.) ein bislang weniger bela-
steter Prozessor ein Teilproblem x von einem Nachbarprozessor empf

angt,
so wird es auf seine Brauchbarkeit

uberpr

uft. Ist es ein m

oglicher Kandidat
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f

ur eine L

osung (bound(x) < c), so wird es in die Arbeitsliste eingef

ugt
und weitere Teilprobleme werden abgefordert. Dies dient dem sukzessiven
Lastausgleich benachbarter Prozessoren. Schlielich wird in Schritt 7. der
Fall behandelt, da die lokale Lastsituation stark ansteigt. Dann werden
aus der Arbeitsliste vielversprechende Teilprobleme an zuf

allig ausgesuchte
und nicht so stark belastete Nachbarprozessoren weitergegeben. Alle Nach-
barn werden anschlieend

uber die ver

anderte Lastsituation informiert, die
daraufhin (Schritt 8.) eventuell neue Teilprobleme anfordern.
Der Kontrollproze
Wenn der Arbeitsproze eine
"
gute\ neue L

osung ndet und diese neue
Schranke durch das Netzwerk verteilt wird, kann es zu groen Lastun-
terschieden benachbarter Prozessoren kommen, da lokale Arbeitslisten un-
terschiedlich stark reduziert werden. Ist die Steuervariable  klein (not-
wendig f

ur gr

oere Netzwerke, vgl. Gleichung 2.1), so wird deshalb viel
Kommunikations- und Migrationsaktivit

at, aber nur wenig Berechnung die
Folge sein. Um diesen Trashing-Eekt zu verhindern, wird eine Feedback-
Strategie f

ur den Lastverteilungsalgorithmus zum D

ampfen verwendet.
Derartige Kontrollmechanismen sind aus der Kontrolltheorie bekannt und
dienen dazu, die Ergebnisse des Arbeitsprozesses in sinnvollen Schranken
zu halten. Es werden untere Schranken 
min
up
;
min
down
und 
min
f

ur die ent-
sprechenden Parameter des Arbeitsprozesses deniert. W

ahrend des Ablaufs
des Lastverteilungsalgorithmus werden dessen Entscheidungen immer wie-
der w

ahrend eines festen kurzen Zeitintervalls t (z.B. t = 0:1 Sekunden)
gemessen. Es wird dabei protokolliert:
 Die Anzahl der verteilten Teilprobleme
 Die Anzahl der verteilten Lastinformationen
Die gemessenen Daten werden dabei in den folgenden Variablen gespeichert:
prob
t
: Anzahl verteilter Teilprobleme (durch Send(WORK,x)) im Zeitin-
tervall t
weights
t
: Anzahl verteilter Lastinformationen (durch Send(INFORM,w)
oder Send(REQUEST,w)) im Zeitintervall t
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av.prob
t
: durchschnittliche Anzahl verteilter Teilprobleme in den Zeitinter-
vallen 0{t
av.weights
t
: durchschnittliche Anzahl verteilter Lastinformatonen in den
Zeitintervallen 0{t
Der Kontrollproze berechnet die neuen Kontrollvariablen 
t+1
up
;
t+1
down
und

t+1
nach den folgenden Regeln:
Algorithmus 2.2:
Kontrollproze f

ur Branch and Bound
1. Bestimme av.prob
t
und av.weights
t
;
2. if (prob
t
> Aav.prob
t
or weights
t
> Bav.weights
t
) then
a: 
t+1
up
:= 
t
up
+ 0:01;
b: 
t+1
down
:= 
t
down
+ 0:01;
c: 
t+1
:= 
t
+ 0:01;
else
a: 
t+1
up
:= maxf
t
up
  0:01;
min
up
g;
b: 
t+1
down
:= maxf
t
down
  0:01;
min
down
g;
c: 
t+1
:= maxf
t
  0:01;
min
g;
Bemerkung: Das Verhalten des Kontrollprozesses wird durch die Parame-
ter A und B gesteuert. Im Fall A;B > 1 reagiert der Kontrollproze nur
auf ansteigende Lastverteilungaktivit

at, was nicht immer sinnvoll ist. Aus
der Praxis (vgl. [53]) zeigt es sich, da es g

unstig ist, A = B = 0:5 zu
w

ahlen. In diesem Fall verh

alt sich der Kontrollproze sensitiv bez

uglich
hoher Lastverteilungaktivit

at, auch wenn sie bereits abnimmt.
F

ur die unteren Schranken 
min
up
;
min
down
und 
min
ist jeweils ein Wert von
0.01 sinnvoll.
In [53] sind einige Ergebnisse aus der Praxis f

ur den obigen Algorithmus
angegeben. Als Referenzproblem f

ur Zeitmessungen wird das Knoten

uber-
deckungsproblem (Vertex Cover Problem) gew

ahlt. Experimente wurden auf
Ringnetzwerken mit 128 und 256 Prozessoren sowie DeBruijn-Netzwerken
(vgl. Abschnitt 2.1.3) mit 256 Prozessoren durchgef

uhrt. Es wurden dabei
verschiedene Problemgr

oen untersucht. F

ur die Ezienz des hier vorge-
stellten Lastverteilungsalgorithmus, der auf die qualitative Ausbalancierung
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der Teilprobleme innerhalb des Netzwerks und die Minimierung von Leer-
laufzeiten pro Prozessor abzielt, ist es dabei wichtig, da hinreichend groe
Probleme untersucht werden. Die Hauptprobleme bei der Lastverteilung
treten zu Beginn und am Ende der Berechnung auf, wenn die gesamte Last
innerhalb des Netzwerks noch nicht oder nicht mehr so gro ist. Daher sollte
diese Berechnungsphase einen nicht zu groen Anteil an der Gesamtberech-
nung ausmachen.
F

ur gr

oere Probleme mit l

angeren Ausf

uhrungszeiten (> 100 Sekunden)
wurde eine Ezienz von mehr als 93% erzielt. Im Schnitt lag die erzielte
Ezienz bei etwa 90%. L

uling und Monien geben an, da der oben vorge-
stellte Algorithmus auch zur ezienten Parallelisierung anderer Problem-
stellungen, die sich durch best-rst branch and bound-Algorithmen behan-
deln lassen, geeignet ist. Da dies tats

achlich der Fall ist, wird im Kapitel 3
gezeigt.
2.5 Zur verwendeten Hardware- und Softwa-
reumgebung
2.5.1 Der Parallelrechner IBM RS/6000 SP
Der f

ur die Berechnung der numerischen Ergebnisse dieser Arbeit einge-
setzte Parallelrechner IBM RS/6000 SP der Universit

at Karlsruhe geh

ort
zur Klasse der heutzutage weit verbreiteten MIMD-Rechner mit verteiltem
Speicher. Der Rechner hat eine Gesamtleistung von 110 Gigaops (Milliar-
den Gleitkommaoperationen pro Sekunde) bzw. 55 GIPS (Milliarden Ganz-
zahloperationen pro Sekunde) und verf

ugt

uber insgesamt 130 Gigabyte
Hauptspeicher: Es werden 168 Thin P2SC nodes (120 MHz) mit je 512 MB,
8 Wide nodes (77 MHz) mit je 2 GB, 8 Wide nodes (77 MHz) mit je 512
MB, 56 Wide nodes (77 MHz) mit je 256 MB und 16 Thin2 nodes (66 MHz)
mit je 128 MB vollst

andig integriert unter dem IBM Unixderivat AIX 4.1
und dem Distributed Computing Environment (DCE) betrieben. Auf der
Karlsruher SP werden die Thin2 nodes als Serverknoten im nicht-exklusiven
Betrieb f

ur mehrere Benutzer zur Programmentwicklung und die Wide no-
des als Rechenknoten exklusiv f

ur jeweils einen Benutzer f

ur Rechnungen
und Zeitmessungen genutzt. Zur Steuerung des Batch-Betriebes wird der
IBM LoadLeveler eingesetzt.
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Die einzelnen Knoten der SP k

onnen

uber eine sehr schnelle interne Verbin-
dung, den SP-Switch (TB3), miteinander kommunizieren, wobei f

ur Pro-
gramme, die mittels MPI parallelisiert wurden,

Ubertragungsraten von bis
zu 100 MB/sek gemessen werden konnten. Der Switch erlaubt dabei ei-
ne direkte any to any-Kommunikation zwischen beliebigen Knoten. Netz-
werktopologisch betrachtet handelt es sich bei der SP um ein vollst

andig
verkn

upftes Netzwerk.
Auf der Softwareseite unterst

utzt die SP mehrere unterschiedliche Paralle-
lisierungsm

oglichkeiten: Das Programmiermodell der expliziten Parallelisie-
rung wird durch MPI (sehr ezient implementiert) und PVM unterst

utzt.
F

ur die implizite Programmmierung steht High Performance Fortran (HPF)
zur Verf

ugung. Die Ezienz eines zwar einfacher zu entwickelnden HPF-
Programmswird aber in der Regel deutlich unter der eines MPI-Programms
liegen.
2.5.2 C{XSC und MPI
Als Programmierumgebung zur Implementierung der in den folgenden Ka-
piteln beschriebenen Algorithmen wurde C{XSC, eine C++ Klassenbiblio-
thek f

ur wissenschaftliches Rechnen, sowie MPI als Kommunikationsbiblio-
thek verwendet. C{XSC ist ausf

uhrlich in [41] beschrieben und erweitert die
Programmiersprache C++ um Datentypen, Operatoren und Funktionen,
die f

ur das wissenschaftliche Rechnen mit automatischer Ergebnisverikati-
on notwendig sind. Damit erm

oglich C{XSC den einfachen Zugri auf die in
Abschnitt 1.3 kurz skizzierte, mathematisch exakt denierte Rechnerarith-
metik in den R

aumen des numerischen Rechnens (vgl. [44], [45]). C{XSC
in Verbindung mit C++ stellt unter anderem die folgenden wichtigen Kon-
zepte zur Verf

ugung:
 Reelle, komplexe, Intervall- und komplexe Intervallarithmetik mit den
Datentypen real, complex, interval und cinterval
 Dynamische Vektoren und Matrizen f

ur diese Datentypen
 Kontrollierte Rundung (auch f

ur Ein- und Ausgabe)
 Exaktes Skalarprodukt und Dotprecisiondatentypen
 Hochgenaue Standardfunktionen f

ur alle Standarddatentypen
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

Uberladen von Operatoren und Funktionen
Zur Abwicklung der Kommunikation zwischen den Knoten des Parallelrech-
ners wird die Kommunikationsbibliothek MPI (Message Passing Interface)
verwendet. Diese Kommunikationsbibliothek f

ur Parallelrechner mit verteil-
tem Speicher ist aus der Praxis entstanden, da alle wichtigen Hersteller von
Parallelrechnern, so auch IBM, bei der Standardisierung beteiligt waren. Die
erste Version des Standards wurde 1994 ver

oentlicht, die aktuelle Version
1.1 ist in [59] zu nden. MPI ist auf vielen Parallelrechnern sehr ezient
implementiert, so auch auf der IBM SP: Kopieren innerhalb des Speichers
wird nach M

oglichkeit vermieden;

Uberlappung von Kommunikation und
Berechnung (hidden latency) wird ebenfalls unterst

utzt. MPI bietet unter
anderem:
 Punkt-zu-Punkt Kommunikation (z. B.: send, receive)
 Kollektive Kommunikation (z. B.: barrier, broadcast)
 Verwaltung von Prozegruppen und Kommunikationskontext
 Prozetopologien
 Unterst

utzung f

ur Proling
 Schnittstellen zu den Programmiersprachen C und Fortran
Um nun auf dem Parallelrechner bei der Kommunikation C{XSC Datenty-
pen verwenden zu k

onnen, wurden zus

atzliche Kommunikationsroutinen im-
plementiert. Es werden im folgenden nur beispielhaft die Schnittstellen mit
Erl

auterungen angegeben, eine vollst

andige Aufstellung der neuen Funktio-
nen ist in Anhang C zu nden. F

ur alle real und interval Datentypen (skalar,
Vektor, Matrix) sind verf

ugbar:
Synchrones Senden:
int MPI_Send(const real& r, int dest, int tag,
MPI_Comm comm);
Sendet den real Wert r in einer mit der Markierung tag versehenen
Nachricht an den imKommunikator comm (speziziert den Kommuni-
kationskontext) enthaltenen Prozessor dest. F

ur comm kommt h

aug
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MPI_COMM_WORLD zum Einsatz, damit wird der vollst

andige Parallel-
rechner bezeichnet. Die Markierung tag ist vom Anwender frei w

ahl-
bar. Durch tag k

onnen verschiedene Arten von Nachrichten bezeichnet
werden. MPI Send() ist blockierend, das bedeutet, da das aufrufende
Programm so lange wartet, bis die Kommunikation durchgef

uhrt wur-
de, bis also auf der Gegenseite ein passender Aufruf von MPI Recv()
stattndet.
Synchrones Empfangen:
int MPI_Recv(interval& i, int source, int tag,
MPI_Comm comm, MPI_Status *status);
Empf

angt das Intervall i vom Prozessor source im Kommunikator
comm, falls eine mit tag markierte Nachricht anliegt. F

ur source
oder tag k

onnen die von MPI vordenierten Platzhalter (wildcards)
MPI_ANY_SOURCE bzw. MPI_ANY_TAG angegeben werden. In diesem Fall
enth

alt die Variable status nach dem Funktionsaufruf den tats

achli-
chen Sender und die tats

achliche Markierung. Auerdem wird in sta-
tus ein eventueller Fehlerstatus gespeichert. Vektoren und Matrizen
werden in ihrer Gr

oe dem zu empfangenden Vektor bzw. der zu emp-
fangenden Matrix angepat. MPI Recv() ist ebenfalls blockierend.
Asynchrones Senden:
int MPI_Isend(const imatrix& im, int dest, int tag,
MPI_Comm comm, MPI_Request *req);
In MPI und damit auch f

ur die C{XSC Datentypen ist ein asynchro-
nes Senden (nichtblockierende Kommunikation) m

oglich: Das Senden
(hier das Senden einer imatrix) wird angestoen, der Aufruf in req
eingetragen und die FunktionMPI Isend() kehrt in das aufrufende Pro-
gramm zur

uck. Ob die Kommunikation erfolgreich durchgef

uhrt wur-
de, kann an einer sp

ateren Stelle im Programm unter Verwendung ei-
ner Abfragefunktion (es gibt mehrere Varianten, etwa MPI Test() oder
MPI Wait()) und req abgepr

uft werden. Dadurch wird eine

Uberlage-
rung von Kommunikation und Berechnung erm

oglicht, da nicht auf
die Beendigung der Kommunikation gewartet werden mu.
Kapitel 3
Verizierte globale Optimierung
In den beiden vorigen Kapiteln sind die notwendigen Grundlagen und Werk-
zeuge zum Entwurf eines parallelen Algorithmus zur globalen Optimierung
mit Ergebnisverikation zur Verf

ugung gestellt worden. Das nun folgende
Kapitel enth

alt zun

achst einige Ausf

uhrung zur Problemstellung der glo-
balen Optimierung ohne Nebenbedingungen. Anschlieend wird ein neuer
serieller Algorithmus, der als Grundlage f

ur die Parallelisierung verwendet
wird, hergeleitet. Dazu werden zun

achst bekannte Vorarbeiten und andere
Ans

atze aus der Literatur vorgestellt, danach der neue serielle Algorithmus
mit seinen zus

atzlichen ezienzsteigernden Methoden angegeben. Numeri-
sche Beispiele und Vergleiche zwischen dem neuen und bisherigen seriellen
Algorithmen schlieen den Abschnitt

uber den seriellen Algorithmus ab.
F

ur die Parallelisierung wird der im vorangegangenen Kapitel hergeleitete
vollst

andig verteilte Algorithmus zur Lastverteilung f

ur Branch and Bound
auf den seriellen Algorithmus zur verizierten globalen Optimierung an-
gewandt. Dies ist deswegen m

oglich, da der serielle Algorithmus von seiner
Struktur her in die Klasse der best-rst branch and bound-Algorithmen f

allt.
Um zu zeigen, da die hier vorgeschlagene Methode der Parallelisierung
zur Beschleunigung der verizierten L

osung globaler Optimierungsproble-
me ezient und skalierbar ist, sowie Vergleichen mit anderen parallelen
Algorithmen standh

alt, folgt am Ende dieses Kapitels ein Abschnitt, der
die Ezienz des parallelen Algorithmus untersucht.
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3.1 Einf

uhrung und Problemstellung
Viele quantitative Entscheidungsprobleme aus den Bereichen Wirtschaft,
Wissenschaft und Ingenieurwesen lassen sich in Form eines globalen Opti-
mierungsproblems modellieren. Dabei wird die gesuchte bestm

ogliche Ent-
scheidung durch die L

osung des globalen Optimierungsproblems (o.B.d.A.
als Minimierungsproblem formuliert) dargestellt. In jedem Fall ist man bei
der L

osung des globalen Optimierungsproblems am Wert des globalen Mi-
nimums (in der Regel ein reeller Vektor) interessiert, h

aug ben

otigt man
auch noch Aussagen

uber die globalen Minimalstellen, an denen das globale
Minimum angenommen wird.
Gegeben sei also eine stetige Funktion f : D  IR
n
! IR; D oen. Gesucht
wird das globale Minimum
f
?
= min
x2X
f(x);
wobei X  D eine kompakte Menge ist. Ferner ist die Menge der globalen
Minimalstellen
X
?
= fx 2 X j f(x) = f
?
g
zu bestimmen. In sp

ateren Abschnitten wird zus

atzlich noch die zweimalige
stetige Dierenzierbarkeit von f ben

otigt.
Im allgemeinen ist die L

osung eines globalen Optimierungsproblems auf-
wendig zu bestimmen. Der Nachweis, da ein (recht einfach zu ndendes)
lokales Minimum auch gleichzeitig ein globales Minimum ist, kann nicht
direkt gef

uhrt werden. Zur Bestimmung des globalen Minimums m

ussen
daher noch weitere Zusatzinformationen ausgewertet werden. In der Lite-
ratur existiert daher eine Vielzahl von Ans

atzen zur L

osung des globalen
Optimierungsproblems, siehe etwa [62] f

ur eine

Ubersicht

uber Verfahren
sowie existierende Softwarepakete zur globalen Optimierung. Prinzipiell un-
terscheidet man zwischen zwei Klassen von globalen Optimierungsverfahren:
1. Stochastische Verfahren
2. Deterministische Verfahren
Bei den stochastischen Verfahren (siehe [29] f

ur eine

Ubersicht) werden
zuf

allige Punkte aus X ausgew

ahlt und entweder direkt zur Funktionsaus-
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wertung verwendet oder als Startpunkt f

ur ein lokales Minimierungsver-
fahren eingesetzt. Bessere Verfahren ber

ucksichtigen dabei bisher berech-
nete Ergebnisse und beziehen diese in die Auswahl der neuen Startpunkte
mit ein. In jedem Fall l

at sich das globale Minimum nur mit einer gewis-
sen Wahrscheinlichkeit bestimmen. Neuere stochastische Verfahren sind das
sog. simulated annealing Verfahren [79] oder Verfahren auf der Basis von
genetischen Algorithmen [55].
Deterministische Verfahren durchsuchen den gesamten Suchraum (die Men-
ge X) und versuchen sicherzustellen, da am Ende das globale Minimum
(oder zumindest eine Approximation davon) gefunden wird. Da der Such-
aufwand mit steigender Dimension n exponentiell w

achst und das globale
Optimierungsproblem NP-hard ist, kann dies f

ur groe n nur mit gewissen
Einschr

ankungen geschehen. Ohne Anspruch auf Vollst

andigkeit seien die
folgenden Arten von deterministischen Verfahren angegeben:
Konkave Minimierung: Bei der konkaven Minimierung wird eine gegen-

uber dem allgemeinen globalen Optimierungsproblem eingeschr

ank-
te Funktionenklasse, die Klasse der konkaven Funktionen behandelt.
Ferner wird vorausgesetzt, da der zu betrachtende Suchraum X eine
abgeschlossene konvexe Menge ist. Bei der Konstruktion von Algorith-
men f

ur die konkave Minimierung wird die Konkavit

atseigenschaft an
vielen Stellen ausgenutzt. Die resultierenden Algorithmen sind sehr
ezient und erlauben die Behandlung von gr

oeren Problemen als
im allgemeinen Fall. Viele Anwendungen aus der Praxis lassen sich
auf ein konkaves Minimierungsproblem zur

uckf

uhren. Eine umfassen-
de Einf

uhrung in die konkave Minimierung ndet sich in [4].
Adaptive Unterteilungs- und Suchstrategien: In die Klasse der ad-
aptiven Unterteilungs- und Suchstrategien fallen die Branch and
Bound-Algorithmen (vgl. Abschnitt 2.4). Der im allgemeinen viel zu
groe Suchbaum kann durch das branch and bound-Prinzip stark be-
schnitten werden, sofern es gelingt, sichere Schranken f

ur das globale
Minimum zu nden. Insbesondere verwenden die Intervallmethoden
das branch and bound-Prinzip. Da die Intervallmethoden die entschei-
denden Grundlagen f

ur den in dieser Arbeit untersuchten parallelen
Algorithmus zur globalen Optimierung bilden, werden sie in einer eige-
nen Verfahrensklasse aufgef

uhrt. Zu den adaptiven Unterteilungs- und
Suchstrategien z

ahlt man ferner den bayesianschen Zugang (vgl. [56]).
Eine allgemeine

Ubersicht

uber adaptive Unterteilungs- und Suchstra-
tegien gibt [29].
60 3 Verizierte globale Optimierung
Intervallmethoden: Intervalle sind gut geeignet, um globale Optimie-
rungsprobleme zu bearbeiten. Obwohl ein Intervall durch nur zwei
Punkte dargestellt wird, repr

asentiert es jedoch eine Menge, die i.a.
unendlich viele Punkte enth

alt. Ein Intervall ist somit Tr

ager globaler
Information. Mit Hilfe der in Abschnitt 1.4 eingef

uhrten Intervall-
auswertung ist es m

oglich, mit nur einer einzigen Funktionsauswer-
tung globale Aussagen

uber den Wertebereich der Funktion auf einem
Intervall zu treen. In Verbindung mit einem Branch and Bound-
Algorithmus l

at sich in vielen F

allen nicht nur ezient das globale
Minimumbestimmen, sondern es k

onnen in der Regel auch noch gesi-
cherte enge Schranken f

ur das globale Minimum und f

ur die globalen
Minimalstellen automatisch auf dem Rechner bewiesen werden. Der
Aspekt der automatischen Ergebnisverikation ist jedoch nicht das
Hauptziel der Intervallmethoden, wichtiger ist die Verwendung von
Intervallen zur ezienten Repr

asentierung globaler Informationen. In
den folgenden Abschnitten wird der serielle und parallele Algorith-
mus zur globalen Optimierung ausf

uhrlich beschrieben. In [67] ist eine
knappe Einf

uhrung in die globale Optimierung mit Intervallmethoden
zu nden.
Enumerative Strategien: Enumerative Strategien k

onnen in einem Spe-
zialfall der konkaven Minimierung eingesetzt werden, falls n

amlich der
zu betrachtende Suchraum X ein Polyeder ist. Unter diesen Voraus-
setzungen wird das globale Minimum in einer der Ecken (Extremal-
punkte) von X angenommen. Da X nur endlich viele Ecken besitzt,
k

onnen diese durch einen entsprechenden Algorithmus nacheinander
untersucht werden. Die verschiedenen Varianten enumerativer Strate-
gien (Ordnung der Extremalpunkte, Verwendung von Schnitt

achen
usw.) versuchen, die Extremalpunkte m

oglichst ezient zu untersu-
chen. Weitere Details nden sich etwa in [4]. Auch bei kombinatori-
schen Problemen werden enumerative Strategien eingesetzt.
Heuristische Verfahren: Eine Vielzahl von Algorithmen zur globalen
Optimierung wird heuristisch hergeleitet. Dazu z

ahlen etwa das Tun-
nelverfahren [50], die Verwendung von F

ullfunktionen [16] und andere,
siehe [29].
3.2 Serieller Algorithmus 61
3.2 Serieller Algorithmus
Wie bereits in Abschnitt 2.2 ausgef

uhrt, ist eine Beurteilung der Beschleuni-
gung eines parallelen Algorithmus nur dann sinnvoll, wenn zur Messung der
seriellen Laufzeit t
ser
der beste bekannte serielle Algorithmus herangezogen
wird. Daher wird in diesem Abschnitt ein neuer serieller Algorithmus zur ve-
rizierten globalen Optimierung hergeleitet. Dieser Algorithmus verbessert
die Laufzeiten bisheriger Algorithmen erheblich.
In diesem Abschnitt wird zun

achst das grundlegende Arbeitsprinzip aller
Algorithmen zur verizierten globalen Optimierung vorgestellt. Anschlie-
end werden Bausteine zur Beschleunigung des Grundalgorithmus angege-
ben. Als Vergleichsgrundlage f

ur den neuen seriellen Algorithmus dient der
in [21] angegebene sog. Toolbox -Algorithmus (bzw. verschiedene Varianten
davon). Daher werden zun

achst diese Varianten vorgestellt, anschlieend der
neue serielle Algorithmus. Angaben zu numerischen Vergleichen und Tests
schlieen diesen Abschnitt ab.
Das wesentliche Hilfsmittel bei der verizierten globalen Optimierung ist
die Intervallrechnung. Die urspr

ungliche Problemstellung wird daher leicht
modiziert zu:
Gegeben sei eine stetige Funktion f : X  IR
n
! IR. Gesucht wird das
globale Minimum
f
?
= min
x2X
f(x);
wobei X 2 IIR
n
ein n-dimensionaler W

urfel ist. Ferner ist die Menge der
globalen Minimalstellen
X
?
= fx 2 X j f(x) = f
?
g
zu bestimmen.
Erste Ideen zum weiter unten angegebene Algorithmus f

ur die verizierte
globale Optimierung wurden 1974 von Skelboe [74] entwickelt, der seiner-
seits Vorarbeiten von Moore [57], einem der Mitbegr

under der Intervallrech-
nung, verwendet. Dieser urspr

ungliche Algorithmus, der 1979 von Fujii und
Ichida [31] weiterentwickelt wurde, berechnet nur das globale Minimum f
?
,
nicht jedoch die globalen Minimalstellen X
?
. Der erste Algorithmus, der
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Einschlieungen sowohl f

ur das globale Minimum als auch f

ur die Minimal-
stellen berechnet, stammt von Hansen und wurde 1979 f

ur den eindimensio-
nalen Fall in [22] ver

oentlicht und 1980 in [23] auf den mehrdimensionalen
Fall erweitert.
Diese Algorithmen sowie die vielen sp

ateren Varianten (siehe unter ande-
rem [24], [38], [65], [68]) basieren auf dem Branch and Bound-Prinzip. Dabei
wird die Startbox X in Teilboxen (branches) zerlegt, beispielsweise durch
Bisektion. Die zu bearbeitenden Teilboxen werden sortiert abgespeichert,
wobei verschiedene Sortierungskriterien m

oglich sind. Einzelne Teilboxen
k

onnen durch verschiedene Tests als ganzes von der weiteren Bearbeitung
ausgeschlossen werden (bounding), da nachgewiesen werden kann, da diese
Box keine globale Minimalstelle enth

alt. Ansonsten erfolgt ein neuer bran-
ching-Schritt (Bisektion oder Multisektion) und Weiterbearbeitung, bis ein
vorgegebenes Abbruchkriterium erreicht ist. Zur Beschleunigung des Verfah-
rens sind zus

atzliche Techniken wichtig. Sie werden weiter unten erl

autert.
Das Branch and Bound-Prinzip kann hier deshalb erfolgreich auf die Pro-
blemstellung der globalen Optimierung angewendet werden, da es die In-
tervallrechnung erm

oglicht, durch die Intervallauswertung F (Y ) gesicher-
te Unter- und Oberschranken f

ur den Wertebereich von f

uber einer Box
Y  X zu bestimmen. Gilt beispielsweise f

ur zwei Boxen Y
1
; Y
2
 X die Be-
ziehung F (Y
1
) > F (Y
2
), so enth

alt Y
1
sicher keine globale Minimalstelle. Y
1
kann daher im bounding-Schritt von der weiteren Bearbeitung ausgeschlos-
sen werden. Im wesentlichen wird eine eziente Berechnung also durch das
Ausschlieen m

oglichst groer Teilboxen erreicht.
3.2.1 Der grundlegende Algorithmus
F

ur den nachfolgend beschriebenen Grundalgorithmus 3.1 sei eine Startbox
X 2 I IR
n
und eine Inklusionsfunktion F : X ! IR gegeben. Der Algo-
rithmus bestimmt Einschlieungen f

ur das globale Minimum f
?
und die
globalen Minimalstellen aus X
?
. Sowohl f
?
als auch die Elemente aus X
?
k

onnen im Prinzip beliebig genau (bis hinunter zur Maschinengenauigkeit)
berechnet werden. Der Berechnungsaufwand steigt nat

urlich entsprechend.
Entscheidend f

ur die Genauigkeit der Einschlieungen ist das Abbruchkrite-
rium in Schritt 3.c.C, f

ur das verschiedene Varianten denkbar sind. Sie wer-
den in Abschnitt 3.2.4 im Detail diskutiert. Der Grundalgorithmus umfat
bereits den Mittelpunktstest (oder auch cuto -Test) als einfachste Ma-
nahme zur Beschleunigung des Verfahrens. Dabei wird st

andig die bislang
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beste obere Schranke
e
f f

ur das globale Minimum aktualisiert und f

ur den
bounding-Schritt verwendet, um Boxen aus der Arbeitsliste L zu entfernen,
die in keinem Fall globale Minimalstellen enthalten k

onnen. Die Bezeich-
nung Mittelpunktstest stammt von der Auswertung von F am Mittelpunkt
der untersuchten Box in den Schritten 1. und 3.e. Statt des Mittelpunkts
k

onnte auch ein beliebiger anderer Punkt c 2 Y gew

ahlt werden. Das Ar-
beitsprinzip des Mittelpunktstests wird in Abbildung 3.1 verdeutlicht. Im
Beispiel sind nach dem Mittelpunktstest nur noch die Boxen Y
4
und Y
8
zu
bearbeiten.
x
f
~
6
f(x)
Y1 Y2 Y3 Y4 Y5 Y Y7 Y8 Y9
Abbildung 3.1: Der Mittelpunktstest bei der globalen Optimierung
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Algorithmus 3.1:
Grundlegender Algorithmus zur globalen Optimierung
1. Initialisiere Arbeitsliste L := f(X;F (X))g;
e
f := F (m(X));
2. Initialisiere L

osungsliste
b
L := fg;
3. while (L 6= fg) do
a. Y := Head(L); L := L   (Y; F
Y
);
b. Teile Box Y in zwei Teilboxen Y
1
; Y
2
; Branching
c. for i := 1 to 2 do
A. F
Y
i
:= F (Y
i
); if (F
Y
i
>
e
f) then next
i
; Bounding
B.
e
f := minf
e
f ; F
Y
i
g;
C. if (Y
i
erf

ullt Abbruchkriterium) then
b
L :=
b
L + (Y
i
; F
Y
i
);
else L := L+ (Y
i
; F
Y
i
);
d. W

ahle (Y; F
Y
) 2 L so, da: F
Y
< F
Z
8(Z;F
Z
) 2 L;
e.
e
f := minf
e
f; F (m(Y ))g;
f. Mittelpunktstest(L;
e
f ); Bounding
4. Mittelpunktstest(
b
L;
e
f);
Als Ergebnis liefert der Algorithmus:
f
?
2 F
?
:= [minfF
X
: (X;F
X
) 2
b
Lg;
e
f ] und X
?

[
(X;F
X
)2
b
L
X:
Der Mittelpunktstest wird dabei durch den folgenden Algorithmus 3.2 rea-
lisiert:
Algorithmus 3.2: Mittelpunktstest(L;
e
f )
Der Mittelpunktstest
1. forall (Y; F
Y
) 2 L do
if (
e
f < F
Y
) then L := L  (Y; F
Y
);
2. return L;
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3.2.2 Beschleunigung des Grundalgorithmus
Um den im vorigen Abschnitt beschriebenen Grundalgorithmus ezienter
zu gestalten, werden noch eine Reihe von Manahmen ergrien. Im einzelnen
behandeln diese Erweiterungen die folgenden Punkte, die in den folgenden
Abschnitten genauer erl

autert werden:
 Ordnung der Arbeitsliste L
 Geeignete Abbruchkriterien
 Aufteilung der aktuellen Box X
{ Bisektion oder Multisektion
{ Wahl der Bisektions- / Multisektionsrichtung
 Beschleunigungsmanahmen unter Verwendung von f
0
und f
00
{ Monotonietest
{ Konkavit

atstest
{ Intervall-Newton-Schritt
{ Reelle lokale Minimierungsverfahren
 Verikationsschritt
F

ur die Aufteilung der aktuellen Box und die Beschleunigungsmanahmen
wird die zweimalige stetige Dierenzierbarkeit von f ben

otigt. Sie sei daher
im folgenden vorausgesetzt.
3.2.3 Ordnung der Arbeitsliste L
Durch die Ordnung der Arbeitsliste L in Algorithmus 3.1 wird festgelegt,
welche Box beim Start eines Schleifendurchlaufs als n

achstes behandelt wird
(vgl. Schritt 3.a.). Der Ablauf des Algorithmus wird dadurch entscheidend
beeinut. Viele verschiedene Varianten sind bislang untersucht worden, so
unter anderem:
A.

Alteste Box zuerst: Diese Variante wurde zuerst von Hansen [23] un-
tersucht. Dabei ist die Arbeitsliste L in Form einer Warteschlange or-
ganisiert. Durch die Bisektion neu entstehende Teilboxen werden an
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das Ende der Liste eingef

ugt, so da die Listenoperation Y := Head(L)
immer diejenigen Boxen an Y zuweist, die sich am l

angsten in der Li-
ste benden. Das resultierende Suchverfahren ist dann ein oldest-rst
branch and bound-Verfahren (vgl. Abschnitt 2.4.1). Dieses Vorgehen
sichert eine gleichm

aige Bearbeitung aller Boxen, f

uhrt jedoch dazu,
da die beste bekannte Oberschranke
e
f f

ur das globaleMinimumunter
Umst

anden nur langsam verbessert wird, mithin also zu viele Boxen
bearbeitet werden, da der Suchbaum nicht rasch genug beschnitten
wird.
B. Box mit gr

otem Durchmesser zuerst: Auch diese Variante wurde
von Hansen [23] betrachtet. Hier wird die Arbeitsliste so geordnet,
da die Durchmesser d(Y ) aller Boxen Y 2 L monoton fallend sind.
Diese Methode sichert ebenfalls eine gleichm

aige Unterteilung aller
Boxen, hat aber aus den gleichen Gr

unden wie die

Altestensuche den
Nachteil, da unter Umst

anden zu viele Boxen bearbeitet werden. Zur
Speicherung der Listenelemente wird als Datenstruktur eine sortierte
Liste verwendet.
C. Neueste Boxen zuerst: Die Idee, als n

achste Box die jeweils j

ungsten
Boxen zu behandeln, ist mit der Datenstruktur eines stacks (Stapel)
zu realisieren. Sie wurde von verschiedenen Autoren untersucht (so et-
wa [27], [37] oder [66]). Im Verlaufe des Algorithmus neu entstehende
Teilboxen werden an den Beginn der Arbeitsliste L eingef

ugt. Somit
werden Boxen Y so lange untersucht, bis alle entstehenden Teilbo-
xen das Abbruchkriterium erf

ullen oder aus der Arbeitsliste gestri-
chen sind. Erst dann wird zur n

achsten Box

ubergegangen. Durch
dieses Vorgehen wird eine Tiefensuche (depth-rst branch and bound-
Verfahren) realisiert. Da auch bei dieser Strategie m

oglicherweise die
beste bekannte Oberschranke
e
f f

ur das globale Minimum nur lang-
sam verbessert wird, ist die Tiefensuche nicht in jedem Fall das beste
Suchverfahren. Wichtiger Vorteil der Tiefensuche gegen

uber anderen
Suchverfahren ist jedoch, da die L

ange der Arbeitsliste L klein bleibt,
da vorhandene Boxen vollst

andig bearbeitet werden. Die Tiefensuche
kann also Probleme l

osen, die mit anderen Suchverfahren aufgrund
mangelnden Speicherplatzes nicht mehr bearbeitet werden k

onnen.
Die Tiefensuche ist ferner f

ur andere Problemklassen gut geeignet, bei
der die Arbeitsliste nicht sortiert wird, z. B. verizierte Nullstellensu-
che: Hier sind die einzelnen Boxen in der Arbeitsliste weitestgehend
voneinander unabh

angig.
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D. Box mit minimalem F
Y
zuerst: W

ahrend des Ablaufs des Algorith-
mus werden nicht nur neue Boxen Y erzeugt, sondern auch noch Ein-
schlieungen f

ur deren Funktionswerte F
Y
berechnet. Die Oberschran-
ke F
Y
wird dazu verwendet, direkt die beste bekannte Oberschranke
e
f f

ur das globale Minimum zu verbessern. Um die Wahrscheinlichkeit
f

ur eine rasche Verbesserung von
e
f zu erh

ohen, wird die Arbeitsliste
L nach aufsteigender Unterschranke F
Y
der Boxen Y 2 L sortiert,
zuvorderst in L bendet sich also die Box Y mit minimalem F
Y
. Die-
se Sortierung von L f

uhrt auf eine Bestensuche (best-rst branch and
bound-Verfahren). Sie wurde zuerst von Skelboe [74] untersucht, fer-
ner auch von [24], [65] und [68]. Eine geeignete Datenstruktur zur
Verwaltung von L ist eine sortierte Liste.
Da die Bestensuche anderen Suchmethoden

uberlegen ist, l

at sich
folgendermaen motivieren: Sei Y die vorderste Box in L. Ist der
Durchmesser d(Y ) klein, so approximiert nach Satz 1.1 die Intervall-
auswertung F (Y ) den Wertebereich f(Y ) gut. Somit ist Y wahrschein-
lich eine Box, die eine globale Minimalstelle enth

alt, in jedem Fall wird
aber
e
f entscheidend verbessert. Im Mittelpunktstest k

onnen anschlie-
end viele Boxen aus L gel

oscht werden. Ist hingegen der Durchmes-
ser d(Y ) relativ gro, so untersch

atzt F
Y
die Unterschranke f(Y ) des
Wertebereichs wahrscheinlich deutlich. In diesem Fall wird daher als
n

achstes eine Box Y bearbeitet, die noch weiter geteilt werden mu,
um genauere Informationen

uber den Wertebereich von f zu erhalten.
Vergleicht man den Aufwand zur Verwaltung der Datenstrukturen f

ur die
vier m

oglichen Ordnungen der Arbeitsliste, so stellt man fest, da bei den
Varianten B. und D. (sortierte Liste) das Einf

ugen eines neuen Elementes
in die Liste aufwendiger ist als bei den Varianten A. (Warteschlange) und
C. (Stapel). Dieser Nachteil wird bei der Variante D. dadurch wieder wett
gemacht, da hier der Mittelpunktstest sehr ezient durchzuf

uhren ist, da
nur das erste Element (Y; F
Y
) 2 L mit F
Y
>
e
f ermittelt werden mu. Ab
diesem Element kann der gesamte Rest der Liste gel

oscht werden. Auch
aus diesem Grund ist die Bestensuche anderen Suchverfahren vorzuziehen.
Wir verwenden in allen untersuchten Varianten des seriellen und parallelen
Algorithmus stets die Sortierung D., also die Bestensuche.
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3.2.4 Abbruchkriterien
Um noch einige genauere Aussagen

uber die unterschiedlichen Methoden zur
Auswahl der n

achsten zu behandelnden Box zu treen, gehen wir zun

achst
auf unterschiedliche Abbruchkriterien ein. Das Abbruchkriterium entschei-
det dar

uber, wann eine Box in Schritt 3.c.C. des Grundalgorithmus 3.1 in
die L

osungsliste
b
L einsortiert wird, also als Kandidat f

ur die L

osung in Frage
kommt.
Ist man vornehmlich an einem Einschlu des globalen Minimums f
?
inter-
essiert, so ist sicher das Abbruchkriterium d(F (Y )) < 
F
geeignet, um eine
Box Y in
b
L aufzunehmen. Will man jedoch auerdem die globalen Minimal-
stellen ausX
?
m

oglichst eng einschlieen, so wird man zus

atzlich d(Y ) < 
X
forden. 
X
und 
F
legen dabei absolute Schranken f

ur den Durchmesser fest.
Haben die globalen Minimalstellen sehr unterschiedliche Gr

oenordnungen,
so ist es sinnvoller, relative Schranken als Abbruchkriterium vorzugeben:
d
rel
(F (Y )) <  oder d
rel
(Y ) <  (3.1)
 darf dabei auf dem Rechner nicht kleiner als die Maschinengenauigkeit
gew

ahlt werden. Durch den Bisektionsschritt in 3.b. ist die Terminierung
des Algorithmus sichergestellt, da nach hinreichend vielen Teilungen die
Boxen gen

ugend klein werden. Im vollst

andigen seriellen Algorithmus zur
verizierten globalen Optimierung, der zum Vergleich und als Grundlage f

ur
den parallelen Algorithmus verwendet wird, wird das Abbruchkriterium 3.1
eingesetzt.
F

ur das Abbruchkriterium d(F (Y )) < 
F
wird in [5] gezeigt, da die

Alte-
stensuche und die Tiefensuche im g

unstigsten Fall (Initialisierung
e
f := f
?
)
im wesentlichen nicht besser als die Bestensuche im allgemeinen Fall (
e
f mit
+1 initialisiert) arbeiten. Dies legt nahe, da die Bestensuche die ezien-
teste der vier oben angegebenen Suchmethoden f

ur die verizierte globale
Optimierung darstellt. Der serielle und somit auch der parallele Algorithmus
verwenden daher die Bestensuche.
3.2.5 Aufteilung der aktuellen Box
W

ahrend des Ablaufs des Algorithmus zur globalen Optimierung m

ussen
Boxen aufgeteilt werden, um die Qualit

at der Einschlieung des Wertebe-
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reichs zu verbessern. Engere Einschlieungen erlauben einerseits eine schnel-
lere Verbesserung von
e
f und andererseits eine fr

uhere Entscheidung, ob
durch den Mittelpunktstest eine Box gel

oscht werden kann. Bei der Auftei-
lung der aktuellen Box sind unterschiedliche Varianten denkbar bez

uglich:
 Zahl der Teilungen
 Auswahl der zu teilenden Komponente(n)
 Teilungsverh

altnis
In den ersten Arbeiten zur verizierten globalen Optimierung wurde die zu
untersuchende Box Y in zwei Teile aufgeteilt, also nur eine Teilung vorge-
nommen (Bisektion). In [24] stellt Hansen jedoch ohne n

ahere Begr

undung
fest, da drei Teilungen, also eine Aufteilung in acht Teilboxen aus E-
zienzgr

unden vorzuziehen sind. Eingehender untersucht wird das Problem
Bisektion / Multisektion in [5]. Dort wird durch systematische Experimente
festgestellt, da sich in der Praxis zwei Teilungen (Aufteilung in vier Teil-
boxen) als am g

unstigsten erweisen. Im Abschnitt 3.2.10 nden sich einge-
hende Untersuchungen f

ur den in dieser Arbeit vorgestellten neuen seriellen
Algorithmus.
Die Frage, wieviele Teilungen der aktuellen Box vorgenommen werden sol-
len, steht auch in engem Zusammenhang mit der Frage, welche Komponen-
ten der aktuellen Box geteilt werden. Diese Fragestellung ist in [69] ausf

uhr-
lich betrachtet worden. Eine optimale Teilungsrichtung k wird dabei durch
die Maximierung einer Bewertungsfunktion D bestimmt, so da gilt:
D(k) =
n
max
i=1
D(i);
wobei D(i) durch eine der folgenden Vorschriften berechnet wird:
A.: D(i) := d(Y
i
)
B.: D(i) := d(rF (Y )
i
)  d(Y
i
)
C.: D(i) := d(rF (Y )
i
 (Y
i
 m(Y
i
)))
D.: D(i) :=

d(Y
i
) falls 0 2 Y
i
d(Y
i
)=minfjy
i
j j y
i
2 Y
i
g sonst
70 3 Verizierte globale Optimierung
Umfangreiche numerische Experimente zeigen, da Vorschrift C. knapp
gefolgt von Vorschrift B. die besten Ergebnisse liefert (vgl. [5],[69]). Als
Vergleichskriterien wurden dabei die ben

otigte Rechenzeit, Anzahl der
Funktions- und Gradientenauswertungen sowie die Speicherkomplexit

at
(max. L

ange der Arbeitsliste L) herangezogen. Die der Vorschrift C. zu-
grundeliegende Idee ist die Minimierung des Durchmessers der Funktions-
auswertung

uber der aktuellen Box Y (vgl. auch Mittelwertform, Gl. (1.1)
sowie [68]):
d(F (Y )) = d(F (Y )  f(m(Y ))
 d(rF (Y )  (Y  m(Y )))
= d
 
n
X
k=1
@F (Y )
@y
k
 (Y
k
 m(Y
k
))
!
=
n
X
k=1
d

@F (Y )
@y
k
 (Y
k
 m(Y
k
))

Wird nun diejenige Komponente k f

ur die Teilung ausgew

ahlt, f

ur die
d(
@F (Y )
@y
k
 (Y
k
  m(Y
k
))) maximal ist, so ist eine m

oglichst starke Redu-
zierung von d(F (Y )) zu erwarten.
Sollen zwei (oder mehrere) Teilungen vorgenommen werden (Multisektion),
so werden die zwei (oder mehr) besten k ausgew

ahlt. Da a priori keine
weiteren Informationen

uber die zu untersuchende Funktion vorliegen, wird
bez

uglich der durch die Bewertungsfunktion bestimmtenKomponente(n) ei-
ne Halbierung durchgef

uhrt; andere Teilungsverh

altnisse, die f

ur bestimmte
Problemstellungen g

unstiger sein k

onnten, werden nicht betrachtet.
Wir verwenden in dieser Arbeit stets die Vorschrift C. zur Bestimmung
der optimalen Teilungsrichtung(en). Der nachfolgend angegebene Algorith-
mus 3.3 liefert die optimale Teilungsrichtung k = max
n
i=1
D(i) zur

uck
und bestimmt gleichzeitig einen Sortierungsvektor s = (s
1
; s
2
; : : : ; s
n
) mit
1  s
i
 n und s
i
6= s
j
f

ur i 6= j, f

ur den gilt:
D(s
1
)  D(s
2
)  : : :  D(s
n
):
Dieser Sortierungsvektor s wird sp

ater an verschiedenen Stellen ben

otigt:
 Im Bisektions- / Multisektionsschritt (Algorithmus 3.13)
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 Im sortierten Newton-Schritt (Algorithmus 3.7)
 Im Boxing-Schritt (Algorithmus 3.10)
Algorithmus 3.3: OptKompSort(Y;G; s)
Bestimmung der optimalen Teilungsrichtung(en)
1. for i := 1 to n do
s
i
:= i; D
i
:= d(G
i
 (Y
i
 m(Y
i
)));
2. for i := 1 to n  1 do
for j := 1 to n  1 do
if (D
s
j+1
> D
s
j
) then
h := s
j
; s
j
:= s
j+1
; s
j+1
:= h;
3. return s;
Der nachfolgende Algorithmus 3.4 teilt eine Box Y in Abh

angigkeit von dem
Parameter l in zwei oder vier Teilboxen unter Verwendung des vorher mit
Algorithmus 3.3 bestimmten Sortierungsvektors s.
Algorithmus 3.4: MultiSektion(Y; c; l; s; U )
Aufteilung der aktuellen Box in l Teilboxen
1. k := s
1
; U
1
:= Y ; U
2
:= Y ; U
1
k
:= [Y
k
; c
k
]; U
2
k
:= [c
k
; Y
k
];
2. if (l = 4) then
a. k := s
2
; U
3
:= U
1
; U
4
:= U
2
;
b. U
1
k
:= [U
1
k
; c
k
]; U
3
k
:= [c
k
; U
3
k
];
c. U
2
k
:= [U
2
k
; c
k
]; U
4
k
:= [c
k
; U
4
k
];
3. return s; U ;
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3.2.6 Einsatz von f
0
und f
00
zur Beschleunigung des
Grundalgorithmus
Der im vorigen Abschnitt beschriebene Grundalgorithmus ist ableitungsfrei,
verwendet also nicht die Ableitung von f . Damit lassen sich nicht dieren-
zierbare Funktionen erfolgreich untersuchen. Setzt man jedoch die Dieren-
zierbarkeit von f voraus, so l

at sich das Verfahren noch stark beschleuni-
gen, da weitere Kriterien das Verkleinern oder gar L

oschen von Teilboxen
erm

oglichen. Im einzelnen sind dies:
1. Monotonietest (ben

otigt f
0
)
2. Konkavit

atstest (ben

otigt f
00
)
3. Intervall-Newton-Schritt (ben

otigt f
00
)
4. Reelle lokale Minimierungsverfahren (ben

otigt f
0
)
3.2.6.1 Monotonietest
Falls die Funktion f

uber der zu untersuchenden Box Y  X streng monoton
ist, so kann Y keinen station

aren Punkt von f enthalten. Daher nimmt f das
globale Minimumnicht in Y an, Y kann somit von der weiteren Bearbeitung
ausgeschlossen werden. Es gen

ugt dabei, da f bez

uglich einer Variablen
x
i
; 1  i  n streng monoton ist. Zur

Uberpr

ufung der strengen Monotonie
wird eine Einschlieung des Gradienten G :=rF (Y ) berechnet. Falls
0 62 G
i
f

ur ein i 2 f1; : : : ; ng
gilt, so ist f streng monoton bez

uglich x
i
. Y mu also nicht weiter betrachtet
werden. Dieser Test auf Monotonie von f wurde zuerst in [23] und [65]
beschrieben.
Diese Betrachtung vernachl

assigt noch den Fall, da der die globale Mi-
nimalstelle enthaltende Rand von Y mit dem Rand der Ausgangsbox X
zusammenf

allt. Hier kann Y nur auf diesen Rand reduziert werden. Aus
Gr

unden der

Ubersichtlichkeit ist die Randbehandlung in der folgenden
Algorithmusbeschreibung weggelassen. Details zur Randbehandlung nden
sich in [68].
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Algorithmus 3.5: Monotonietest(G)
Der Monotonietest
1. for i := 1 to n do
if (0 62 G
i
) then return true;
2. return false;
3.2.6.2 Konkavit

atstest
Der Konkavit

atstest (oder auch Nichtkonvexit

atstest) pr

uft, ob f auf der zu
untersuchenden Box Y  X nicht konvex ist. Hat f an einer Stelle y 2 Y
ein lokales (und somit m

oglicherweise auch ein globales) Minimum, so mu
f in einer Umgebung von y konvex sein. Daraus folgt, da die Hessematrix
H =r
2
f(y) positiv semidenit ist. Eine notwendige Bedingung hierf

ur ist
die Nichtnegativit

at aller Diagonalelemente H
ii
; 1  i  n. Kann man nun
f

ur die Intervallauswertung H := r
2
F (Y )

uber der ganzen Box Y zeigen,
da gilt:
H
ii
< 0 f

ur ein i 2 f1; : : : ; ng;
so ist r
2
f(y) sicher nicht positiv semidenit f

ur alle y 2 Y , es liegt somit
kein lokales Minimum in Y vor. Y mu also nicht weiter betrachtet werden.
Der nachfolgende Algorithmus f

ur den Konkavit

atstest verzichtet wiederum
auf die Beschreibung der Randbehandlung (siehe [68] f

ur Details).
Algorithmus 3.6: Konkavit

atstest(H)
Der Konkavit

atstest
1. for i := 1 to n do
if (H
ii
< 0) then return true;
2. return false;
F

ur den Konkavit

atstest alleine w

urde sich der recht hohe Aufwand der
Auswertung der Hessematrix nicht lohnen. DaH =r
2
F (Y ) aber auch noch
im nachfolgend beschriebenen Intervall-Newton-Schritt verwendet wird, ist
der zus

atzliche Aufwand f

ur den Konkavit

atstest minimal.
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3.2.6.3 Der sortierte Intervall-Newton-Schritt
Das Intervall-Newton-Verfahren dient zur Bestimmung aller Nullstellen ei-
nes nichtlinearen Gleichungssystems. Die zun

achst naheliegende Idee, f

ur die
globale Optimierung das Intervall-Newton-Verfahren zur Bestimmung aller
Nullstellen des Gradienten rf(x) einzusetzen, um die Menge aller stati-
on

aren Punkte zu bestimmen und aus diesen die Menge der globalen Mini-
malstellen herauszultern, ist inezient. Die Menge der station

aren Punkte
ist meist wesentlich gr

oer als die Menge der globalen Minimalstellen. In
solchen F

allen mu also viel unn

otige Arbeit geleistet werden.
Stattdessen wird auf die aktuell zu untersuchende Box Y ein einzelner
Intervall-Newton-Schritt f

ur das nichtlineare Gleichungssystem rf(y) =
0; y 2 Y angewandt. Verschiedene Varianten des Intervall-Newton-Schritts
sind in der Literatur ausf

uhrlich untersucht worden und etwa in [1], [60],
[68] und [71] dargestellt.
Wir verwenden imnachfolgenden Algorithmus 3.7 den in [71] n

aher beschrie-
benen erweiterten sortierten Intervall-Newton-Gau-Seidel-Schritt. Dabei
wird zun

achst A 2 IIR
nn
und B 2 IIR
n
wie folgt berechnet (R sei N

ahe-
rungsinverse der Mittelpunktsmatrix der Hessematrix H := r
2
F (Y )

uber
der ganzen Box Y : R  (m(r
2
F (Y )))
 1
):
A := R r
2
F (Y ) und B := R rF (m(Y )):
Ein Sortierungsvektor s = (s
1
; s
2
; : : : ; s
n
) mit 1  s
i
 n und s
i
6= s
j
f

ur i 6= j wird an den Intervall-Newton-Schritt als Parameter

ubergeben.
Dieser Sortierungsvektor erf

ullt D(s
i
)  D(s
i+1
); 1  i  n   1, wobei D
die Vorschrift zur Bestimmung der optimalen Teilungsrichtung der Box Y
ist. Auerdem steuert der boolesche Parameter SortINS, ob tats

achlich der
sortierte oder der herk

ommliche Newtonschritt durchgef

uhrt wird. Diese
Wahlm

oglichkeit wird f

ur die numerischen Vergleiche in Abschnitt 3.2.10
ben

otigt.
Wir verwenden die Vorschrift C. aus Abschnitt 3.2.5:
D(i) := d(rF (Y )
i
 (Y
i
 m(Y
i
))):
Das Ergebnis N (Y ) des eigentlichen Berechnungsschritts ergibt sich dann
als
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F

ur i = 1; : : : ; n:
Y
s
i
:=

m(Y )
s
i
 

B
s
i
+
n
X
j=1
j 6=s
i
A
s
i
j
 (Y
j
 m(Y )
j
)

A
s
i
s
i

\ Y
s
i
(3.2)
N (Y ) := Y
Tritt bei der erweiterten Intervalldivision durch A
s
i
s
i
ein Splitting Z =
(Z
1
j Z
2
) f

ur ein i 2 f1; : : : ; ng auf, so wird der zweite entstehende Teil
Z
2
abgespeichert und der erste entstehende Teil Z
1
zur Berechnung f

ur die
weiteren i verwendet. Daher entstehen maximal n + 1 Teilboxen aus dem
Intervall-Newton-Schritt. Um die resultierenden Teilboxen m

oglichst klein
zu halten, werden die Komponenten von N (Y ) nicht in aufsteigender Rei-
henfolge i = 1; : : : ; n ermittelt, sondern zun

achst diejenigen Komponenten
i, f

ur die kein Splitting auftritt (0 62 A
s
i
s
i
). Dabei wird durch den Schnitt
mit dem urspr

unglichen Intervall Y
i
das Ergebnisintervall N (Y )
i
erheblich
verkleinert. Anschlieend werden die Komponenten i ermittelt, bei denen
ein Splitting auftreten kann (0 2 A
s
i
s
i
). Bei der Berechnung dieser Kompo-
nenten wird bereits von den

ubrigen verkleinerten Komponenten protiert.
F

ur das Ergebnis des Intervall-Newton-Schritts gibt es daher drei M

oglich-
keiten:
1. Im g

unstigsten Fall l

at sich zeigen, da Y keine Nullstelle vonrf(y)
enth

alt, also auch keinen station

aren Punkt von f . Y kann daher von
der weiteren Bearbeitung ausgeschlossen werden.
2. Es wird eine (meist erheblich verkleinerte) Box Z  Y zur

uckgeliefert.
Das Gebiet Y n Z kann keinen station

aren Punkt von f enthalten.
Die in den vorigen Abschnitten beschriebenen Tests (Mittelpunkts-,
Monotonie- und Konkavit

atstest) sind

uber Z aufgrund der geringeren

Ubersch

atzung bei der Intervallauswertung ezienter durchf

uhrbar.
3. Es werden p Teilboxen V
1
; : : : ; V
p
zur

uckgeliefert, wobei 2  p  n+1
gilt. Nur in ung

unstigen F

allen gilt dabei:
S
k
j=1
V
i
= Y , in den meisten
F

allen k

onnen auch hier gr

oere Teile von Y entfernt werden.
Die wesentlichen Eigenschaften des Intervall-Newton-Gau-Seidel-Schritts
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bzw. des sp

ater ben

otigten Intervall-Newton-Verfahrens lassen sich in fol-
gendem Satz zusammenfassen:
Satz 3.1 Sei f : D  IR
n
! IR
n
eine stetig dierenzierbare Funktion und
sei Y 2 IIR
n
mit Y  D. Dann hat die durch 3.2 denierte Box N (Y ) die
folgenden Eigenschaften:
1. Jede Nullstelle y
?
2 Y von rf liegt auch in N (Y ).
2. Falls N (Y ) = , so enth

alt Y keine Nullstelle von rf .
3. Falls N (Y )

 Y , so existiert genau eine Nullstelle von rf in N (Y )
bzw. Y .
Beweis: Siehe [71].
Der vollst

andige sortierte Intervall-Newton-Gau-Seidel-Schritt sieht dann
wie folgt aus:
Algorithmus 3.7: NewtonSchritt(Y;H; s; SortINS ; V; p)
Sortierter Intervall-Newton-Gau-Seidel-Schritt
1. p := 0; c := m(Y ); R := (m(H))
 1
;
2. A := R H; B := R rF (c); Y
c
:= Y   c;
3. for k := 1 to n do
a. if (SortINS) then i := s
k
; else i := k;
b. if (0 2 A
ii
) then next
i
;
c. Y
i
:=

c
i
 

B
i
+
n
X
j=1
j 6=s
i
A
ij
 Y
c
j

A
ii

\ Y
i
;
d. if (Y
i
= ) then return;
e. Y
c
i
:= Y
i
  c
i
;
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4. for k := 1 to n do
a. if (SortINS) then i := s
k
; else i := k;
b. if (0 62 A
ii
) then next
i
;
c. Z :=

c
i
 

B
i
+
n
X
j=1
j 6=s
i
A
ij
 Y
c
j

A
ii

\ Y
i
;
d. if (Z = ) then return;
e. Y
i
:= Z
1
;Y
c
i
:= Y
i
  c
i
;
f. if (Z
2
6= ) then
p := p+ 1; V
p
:= Y ; V
p
i
:= Z
2
;
5. p := p+ 1; V
p
:= Y ;
6. return V; p;
Nach dem Intervall-Newton-Schritt, der sehr aufwendig ist, werden im Al-
gorithmus zur globalen Optimierung die anderen Tests und der Bisektions-
schritt angewandt, um die neu entstandene(n) Box(en) zu reduzieren.
3.2.6.4 Reelle lokale Minimierungsverfahren
Wenn im Grundalgorithmus 3.1 durch Bisektion eine neue Box Y entsteht,
so wird durch eine intervallm

aige Auswertung von f

uber dem Mittel-
punkt der Box versucht, die beste bekannte Oberschranke
e
f f

ur das globale
Minimum nach unten zu verbessern und somit beim anschlieenden Mit-
telpunktstest mehr Boxen aus der Arbeits- und L

osungsliste zu entfernen.
Der Mittelpunkt ist dabei rein zuf

allig gew

ahlt, es k

onnte auch jeder an-
dere Punkt in der Box zur Auswertung von f herangezogen werden. Um
eine m

oglichst gute Verbesserung von
e
f zu erreichen, k

onnen klassische re-
elle lokale Minimierungsverfahren wie etwa eine reelle Newtoniteration oder
das cg-Verfahren eingesetzt werden. Dabei wird, ausgehend vom Mittel-
punkt m(Y ) mit reeller Gleitkommaarithmetik ein Punkt y 2 Y bestimmt,
an dem f einen kleineren Funktionswert annimmt. Wertet man nun F (y)
intervallm

aig aus, so stellt in fast allen F

allen F (y) eine bessere Ober-
schranke f

ur das globale Minimum als F (m(Y )) dar. Auch im Falle einer
Verbesserung von
e
f wird durch F (y) eine st

arkere Verbesserung erreicht.
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Ob sich der zus

atzliche Aufwand f

ur das reelle Minimierungsverfahren lohnt,
wird von einigen Faktoren bestimmt: Durch einen guten Wert f

ur
e
f kann
zum einen die L

ange von L kleiner gehalten werden, da weniger Boxen in
die Arbeitsliste eingef

ugt werden m

ussen. Zum anderen wird m

oglicherweise
verhindert, da Boxen unn

otigerweise bearbeitet werden, dies h

angt jedoch
von der Ordnung der Arbeitsliste L ab.
Bei der Verwendung der Ordnung D. (Box mit minimalem F (Y ) zuerst;
Bestensuche) l

at sich zeigen (vgl. [5]), da unabh

angig von der Qualit

at
von
e
f keine Box Y im Bisektionsschritt geteilt wird, deren Unterschran-
ke der Funktionsauswertung F (Y ) gr

oer ist als f
?
+  ( ist der f

ur das
Abbruchkriterium verwendete Wert). Dies bedeutet, da eine Verbesserung
von
e
f nur zu einer ezienteren Listenverwaltung (schnelleres Einf

ugen und
Mittelpunktstest) beitr

agt, nicht jedoch zu einer verringerten Gesamtzahl
an bearbeiteten Boxen f

uhrt.
Anders sieht es bei den drei anderen betrachteten m

oglichen Ordnungen
der Arbeitsliste L aus. Hier wird durch die raschere Verbesserung von
e
f
erreicht, da in der Regel tats

achlich weniger Boxen bearbeitet werden.
Ebenfalls wird der Aufwand f

ur die Listenverwaltung verringert.
Da in dieser Arbeit f

ur den seriellen und parallelen Algorithmus die Besten-
suche verwendet wird, wird auf den Einsatz von reellen lokalen Minimie-
rungsverfahren verzichtet.
3.2.7 Verikationsschritt
Am Ende des Verfahrens ist die Arbeitsliste L leer und somit vollst

andig
abgearbeitet. Die L

osungsliste
b
L enth

alt kleine Teilboxen, die durch die
verschiedenen Tests nicht gel

oscht werden konnten. Vor dem Verikations-
schritt l

at sich lediglich folgendes aussagen:
f
?
2 F
?
:= [minfF
X
: (X;F
X
) 2
b
Lg;
e
f ] und X
?

[
(X;F
X
)2
b
L
X:
Ob die Boxen in
b
L tats

achlich globale Minimalstellen enthalten, wird nun
untersucht.
Leider ist keine M

oglichkeit bekannt, den Nachweis der Eindeutigkeit einer
globalen Minimalstelle allgemein auf dem Rechner zu f

uhren. Stattdessen
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wird hier f

ur alle Boxen Y 2
b
L versucht, die Existenz und lokale Eindeu-
tigkeit eines Minimums nachzuweisen. Dazu wird als eine von zwei hinrei-
chenden Bedingungen gepr

uft, ob sich
N (Y )

 Y (3.3)
zeigen l

at. Dies sichert wegen Satz 3.1 die Existenz und Eindeutigkeit eines
station

aren Punktes von f in Y , also einer Nullstelle von rf . Als zweite
Bedingung wird getestet, ob sich
S  Z

 Z (3.4)
mit S := I   
 1
H; H := r
2
F (Y ); kHk
1
  2 IR f

ur ein Z 2 IIR
n
erf

ullen l

at. Unter diesen Voraussetzungen hat Ratz in [68] gezeigt, da
gilt: Alle symmetrischen Matrizen A 2 H sind positiv denit.
Lassen sich die beiden Bedingungen (3.3) und (3.4) erf

ullen, so ist die Exi-
stenz einer in der Box Y eindeutigen Minimalstelle bewiesen. Enth

alt die
L

osungsliste
b
L nur eine Box Y und l

at sich f

ur diese Box ein lokaler Mi-
nimierer nachweisen, so handelt es sich auch um die einzige globale Mini-
malstelle bezogen auf die Ausgangsbox X. Falls
b
L mehrere Boxen enth

alt
und sich f

ur jede Box die lokale Eindeutigkeit der lokalen Minimalstelle zei-
gen l

at, so enth

alt jede Box in
b
L genau einen Kandidaten f

ur eine globale
Minimalstelle.
Falls der Nachweis der lokalen Eindeutigkeit f

ur eine Box Y 2
b
L nicht
gelingt, so ist dies kein Grund, Y aus der L

osungsliste zu entfernen:
 Y kann mehrere globale Minimalstellen enthalten, die entweder durch
das vorgegebene Abbruchkriterium oder durch Erreichen der Maschi-
nengenauigkeit nicht getrennt werden k

onnen.
 Y hat einen zu kleinen Durchmesser, so da N (Y )

 Y nicht erf

ullbar
ist.
 Durch eine zu starke

Ubersch

atzung bei der Intervallauswertung von
N (Y ) wird N (Y )

 Y nicht erf

ullt.
In jedem Fall kann Y eine globale Minimalstelle enthalten, nur der Nachweis
der lokalen Eindeutigkeit schl

agt fehl.
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Der nachfolgende Algorithmus versucht, die lokale Eindeutigkeit einer Mi-
nimalstelle in der Box Y nachzuweisen. Das Ergebnis wird in der Variable
unique zur

uckgeliefert: Ein erfolgreicher Nachweis der lokalen Eindeutigkeit
wird dabei durch Eins angezeigt, ansonsten wird Null zur

uckgegeben.
Algorithmus 3.8: Veriziere(Y; unique)
Verikationsschritt
1. if (d(Y ) = 0) then unique := 1; return Y , unique;
2. k
max
:= 10; k := 0; V := Y ;  := 0:25; unique := 0;
3. for i := 1 to n do s
i
:= i;
4. while ((unique = 0) and (k < k
max
)) do
a. Y
old
:= EpsAufbl(Y; ); H :=r
2
F (Y
old
); k := k + 1;
b. NewtonSchritt(Y
old
;H; s; false; V; p);
c. if (p 6= 1) then exit
while
;
d. Y := V
1
;
e. if (Y

 Y
old
) then unique := 1;
f. if (Y = Y
old
) then  := 8  ;
5. if (unique = 1) then
a. Berechne   kHk
1
; S := I   
 1
H;
b. for i := 1 to n do Z
i
:= [ 1; 1];
c. k
max
:= 10; k := 0;  := 0:25;
d. repeat
U := EpsAufbl(Z; ); Z := S U ; k := k + 1;  := 8  ;
until ((Z

 U ) or (k = k
max
));
e. if (not (Z

 U )) then unique := 0;
6. if (unique = 0) then Y := V ;
7. return Y , unique;
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3.2.8 Toolbox -

ahnlicher Algorithmus
Der nachfolgend angegebene Algorithmus, der als Vergleichsgrundlage f

ur
den im folgenden Abschnitt 3.2.9 angegebenen neuen seriellen Algorithmus
dient, basiert auf dem in der C++ Toolbox for Veried Computing I [21]
angegebenen Algorithmus. Wir bezeichnen diesen Algorithmus daher als
Toolbox -

ahnlichen Algorithmus. Von dem urspr

unglichen Algorithmus un-
terscheidet er sich durch:
1. Verwendung der Vorschrift C. statt der Vorschrift A. (vgl. Ab-
schnitt 3.2.5) zur Aufteilung der aktuellen Box
2. Einf

uhrung eines Parameters l f

ur Bisektion (l = 2) oder Multisektion
(l = 4) mit Aufteilung in vier Teilboxen
3. Verwendung des sortierten Intervall-Newton-Schritts (wird durch die
boolesche Variable SortINS aktiviert)
Mit den Steuerungsm

oglichkeiten in Punkt 2. und 3. werden verschiede-
ne Varianten des Toolbox -

ahnlichen Algorithmus selektiert, die im Ab-
schnitt 3.2.10 zum Vergleich mit dem neuen seriellen Algorithmus heran-
gezogen werden.
Der Toolbox -

ahnliche Algorithmus verwendet die in den vorangegangenen
Abschnitten angegebenen Beschleunigungsmanahmen und den Verikati-
onsschritt. Er berechnet Einschlieungen f

ur alle globalen Minimalstellen x
?
in der Startbox X und f

ur das globale Minimum f
?
mit einer vorgegebenen
relativen Genauigkeit . Anschlieend wird versucht, die lokale Eindeutig-
keit der Minimalstellen in der L

osungsliste
b
L nachzuweisen. Das Ergebnis
dieses Tests wird in der zweiten Komponente z der Elemente (Y; z) 2
b
L
abgespeichert. M

oglich ist dies, weil die zweite Komponente nach der Be-
rechnungsphase nicht mehr ben

otigt wird: Das einschlieende Intervall F
?
f

ur das globale Minimum f
?
steht bereits fest. Ein erfolgreicher Verikati-
onsschritt, also der Nachweis der lokalen Eindeutigkeit der Minimalstelle,
wird daher durch z := 1 gekennzeichnet. Andernfalls wird z auf Null gesetzt.
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Algorithmus 3.9: ToolboxGlobOpt(X; ; l; SortINS; F
?
;
b
L)
Toolbox -

ahnlicher serieller Algorithmus
1. c := m(X);
e
f := F (c); Y := X; L := fg;
b
L := fg;
2. for i := 1 to n do s
i
:= i;
3. repeat
a. OptKompSort(Y;rF (Y ); s); MultiSektion(Y; c; l; s; U );
b. for i := 1 to l do
A. G :=rF (U
i
); if (Monotonietest(G)) then next
i
;
B. F
c
:= (F (c) + G  (U
i
  c)) \ F (U
i
);
C. if (F
c
>
e
f ) then next
i
;
D. H :=r
2
F (U
i
); if (Konkavit

atstest(H)) then next
i
;
E. NewtonSchritt(U
i
;H; s; SortINS; V; p);
F. for j := 1 to p do
1. G :=rF (V
j
); if (Monotonietest(G)) then next
j
;
2. F
c
:= (F (m(V
j
)) + G  (V
j
 m(V
j
))) \ F (V
j
);
3. if (F
c

e
f ) then L := L + (V
j
; F
c
);
c. bisect := false; while ((L 6= fg) and (not bisect)) do
A. (Y; F
Y
) := Head(L); L := L  (Y; F
Y
); c := m(Y );
B.
e
f := minf
e
f ; F (c)g; Mittelpunktstest(L;
e
f ); F
?
:= [F
Y
;
e
f ];
C. if ((d
rel
(F
?
) < ) or (d
rel
(Y ) < )) then
b
L :=
b
L+(Y; F
Y
);
else bisect := true;
until (not bisect);
4. (Y; F
Y
) := Head(
b
L); F
?
:= [F
Y
;
e
f ];
5. forall (Y; z) 2
b
L do Veriziere(Y; z);
6. return F
?
;
b
L;
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3.2.9 Ein neuer serieller Algorithmus zur verizierten
globalen Optimierung
In diesem Abschnitt wird ein neuer serieller Algorithmus zur verizierten
globalen Optimierung hergeleitet. Motivation f

ur den neuen Algorithmus
ist die Idee, die Zahl der Gradienten- und Hessematrixauswertungen zur
L

osung eines Problems zu verringern unter Inkaufnahme einer m

oglichen
Erh

ohung der Zahl der Funktionsauswertungen. Vergleiche dazu auch die
Anmerkungen in Anhang B. Erst durch die dort vorgeschlagenen Verbes-
serungen ist ein solches Vorgehen

uberhaupt sinnvoll. Insbesondere soll der
Intervall-Newton-Schritt m

oglichst selten und dann nur bei erfolgverspre-
chenden Boxen Y eingesetzt werden.
Eine weitere neuartige Modikation ist das im folgenden Abschnitt vorge-
stellte Boxing-Verfahren zur modizierten Aufteilung der aktuellen Box Y
in bestimmten Situationen.
3.2.9.1 Das Boxing-Verfahren
Wird beim Ablauf des Algorithmus zur globalen Optimierung die Ober-
schranke f

ur das globale Minimum
e
f durch die Mittelpunktsauswertung
F (m(Y )) stark verbessert (dies ist insbesondere in der Anfangsphase des
Algorithmus der Fall), so kann es sinnvoll sein, noch nicht den aufwendigen
Intervall-Newton-Schritt einzusetzen, sondern zun

achst eine andere Auftei-
lungsstrategie zu verfolgen. Dazu wird die aktuelle Box Y zerlegt in eine klei-
ne Umgebung Z des Mittelpunktes m(Y ) sowie die Restboxen V
1
; : : : ; V
2n
,
die durch sukzessives komponentenweises
"
Herausschneiden\ von Z entste-
hen.
Abbildung 3.2 soll das Arbeitsprinzip des nachfolgend angegebenen Algo-
rithmus 3.10 f

ur das Boxing-Verfahren f

ur den Fall Y 2 IIR
2
, also die Zerle-
gung in die Umgebungsbox Z und die Restboxen V
1
; : : : ; V
4
verdeutlichen.
Die Aufspaltung der Box erfolgt wiederum anhand des zuvor ermittelten
Sortierungsvektors s, um zun

achst in den g

unstigen Koordinatenrichtungen
aufzuteilen. Ein

ahnlicher Algorithmus zur Abspaltung von Singularit

aten
der Hessematrix ndet sich in [68].
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Abbildung 3.2: Aufteilung von Y durch das Boxing-Verfahren
Algorithmus 3.10: Boxing(Y; c; s; 
Box
; V; p)
Das Boxing-Verfahren
1. p := 1;
2. for i := 1 to n do
if (c
i
= 0) then Z
i
:= (
Box
 Y
i
) \ Y
i
;
else Z
i
:= ([1  
Box
; 1 + 
Box
]  c
i
) \ Y
i
;
3. for k := 1 to n do
a. i := s
k
;
b. if (Y
i
6= Z
i
) then
r := Y
i
; Y
i
:= Z
i
; V
p
:= Y ; p := p+ 1; Y
i
:= r;
c. if (Y
i
6= Z
i
) then
Y
i
:= Z
i
; V
p
:= Y ; p := p+ 1;
d. Y
i
:= Z
i
;
4. V
p
:= Y ;
5. return V; p;
3.2.9.2 Selektiver Einsatz des Intervall-Newton-Schritts
Der erweiterte Intervall-Newton-Schritt bei der globalen Optimierung ist
derjenige Teil des Gesamtalgorithmus, der die gr

oten Fortschritte bei der
3.2 Serieller Algorithmus 85
Reduzierung der Boxen bringen kann, da in der Regel quadratische Kon-
vergenz in einer Umgebung der station

aren Punkte vorliegt. Gleichzeitig ist
er jedoch wegen der notwendigen Bestimmung der Hessematrix aufwendig
durchzuf

uhren.
Statische Entscheidung

uber den Einsatz des Intervall-Newton-
Schritts Viele Autoren (so etwa [5] oder [67]) schlagen deshalb vor, den
Intervall-Newton-Schritt nur bei gen

ugend kleinen Boxen Y mit d(Y ) <

Newton
einzusetzen, wobei etwa 
Newton
= 0:01 gew

ahlt wird. Dieses Vorge-
hen steigert zwar die Anzahl der notwendigen Iterationen des Gesamtal-
gorithmus, soll jedoch gleichzeitig die Wahrscheinlichkeit eines erfolgrei-
chen Intervall-Newton-Schritts erh

ohen. Das Kriterium f

ur den Einsatz des
Intervall-Newton-Schritts vom absoluten Durchmesser d(Y ) abh

angig zu
machen, kann jedoch nicht allzu g

unstig sein, da eine Skalierung des zu
untersuchenden Problems zu einem stark ver

anderten Ablauf des Algorith-
mus f

uhrt, somit also entweder eine Verbesserung oder eine Verschlechte-
rung gegen

uber dem Ausgangsproblems nach sich ziehen kann. Sinnvoller
erscheint da zun

achst ein Kriterium, das den relativen Durchmesser von Y
verwendet. Dazu wird Schritt 3.b.C. des urspr

unglichen Toolbox -

ahnlichen
Algorithmus 3.9 ersetzt durch:
3.b.C. if (F
c
>
e
f or d
rel
(U
i
)  
Newton
) then next
i
;
F

uhrt man jedoch einige Testrechnungen mit verschiedenen Werten f

ur

Newton
durch, so zeigt es sich, da ein festes 
Newton
in einigen Testproblemen
zu Verschlechterungen f

uhrt. In anderen Testproblemen werden Verbesse-
rungen erzielt, jedoch ist das optimale 
Newton
f

ur verschiedene Probleme
unterschiedlich. Auch gibt es Testprobleme, bei denen es nicht sinnvoll ist,
den Einsatz des Intervall-Newton-Schritts zu beschr

anken. Der nicht modi-
zierte Algorithmus 3.9 schneidet also f

ur diese Probleme am besten ab.
Die nachfolgende Tabelle 3.1 mit den Laufzeiten (in STU
1
) einiger Testpro-
bleme aus Anhang A soll diese Aussagen unterstreichen. Alle Testprobleme
wurden mit dem Toolbox -

ahnlichen Algorithmus 3.9 mit den Parametern
l = 4 und SortINS = true (sortierter Newtonschritt) gerechnet. Mit ande-
ren Parametern ergibt sich kein wesentlich verschiedenes Laufzeitverhalten.

Newton
=1 entspricht dem urspr

unglichen Algorithmus 3.9.
1
Standard Time Unit; 1 STU
^
= Berechnungszeit f

ur 1000 reelle Auswertungen der
Shekel-5-Funktion (S5).
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Problem 
Newton
=1 
Newton
= 1 
Newton
= 0:1 
Newton
= 0:01
SHCB 1.00 2.54 2.59 2.95
G10 157.78 22.57 26.76 33.48
GP 57.93 58.61 161.72 264.07
H6 47.28 28.30 33.09 39.82
GEO2 45.99 95.51 31.77 28.90
S2.7 113.22 113.31 84.79 105.79
L3 549.55 340.67 260.15 291.68
HM3 551.13 308.75 261.59 244.38
Tabelle 3.1: Laufzeiten (in STU) f

ur feste Werte von 
Newton
In jeder Zeile ist das beste Ergebnis fettgedruckt. Man erkennt, da keine
bestimmte Wahl von 
Newton
zu bevorzugen ist.
Adaptive Entscheidung

uber den Einsatz des Intervall-Newton-
Schritts Wie an der Ergebnistabelle im vorigen Abschnitt zu erkennen ist,
bringt der selektive Einsatz des Intervall-Newton-Schritts in vielen F

allen
eine signikante Reduktion der Laufzeit, jedoch ist a priori nicht klar, wie

Newton
sinnvoll zu w

ahlen ist. Daher schlagen wir eine adaptive Strategie
vor, die 
Newton
zur Laufzeit an das jeweilige Verhalten des Algorithmus
anpat. Die grundlegende Idee ist dabei:
 Bringt der Einsatz eines Intervall-Newton-Schritts keinen Erfolg, so
wird 
Newton
(bis zu einer gewissen Unterschranke) verringert. Dadurch
wird der Intervall-Newton-Schritt im weiteren Programmablauf selte-
ner eingesetzt.
 Wird hingegen die aktuelle Box Y durch Multisektion geteilt, so wird

Newton
erh

oht, bis eine Oberschranke erreicht ist. In Zukunft wird der
Intervall-Newton-Schritt also h

auger eingesetzt werden.
Den Begri
"
erfolgreicher\ Intervall-Newton-Schritt fassen wir genauer in
der folgenden Denition:
Denition 3.1 Seien V
1
; : : : ; V
p
die durch den erweiterten Intervall-New-
ton-Schritt (Algorithmus 3.7) berechneten Teilboxen der zu untersuchenden
aktuellen Box Y . Gilt
S
p
i=1
V
i
6= Y , so nennen wir den Intervall-Newton-
Schritt erfolgreich.
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Bemerkung: Ein Intervall-Newton-Schritt ist also dann nicht erfolgreich,
wenn entweder die Ausgangsbox Y unver

andert zur

uckgeliefert wird (Y =
V
1
) oder bei eventuell auftretenden erweiterten Intervalldivisionen W =
(W
1
jW
2
) ausschlielich der Fall W
1
= W
2
auftritt, im Prinzip also nur
Bisektion durchgef

uhrt wird.
Der folgende Algorithmus 3.11 erweitert den Algorithmus 3.7 so, da die
boolesche Variable fortschritt anzeigt, ob der Intervall-Newton-Schritt er-
folgreich war oder nicht. fortschritt wird dann vom aufrufenden Programm
ausgewertet und zur Anpassung von 
Newton
verwendet.
Algorithmus 3.11: NewtonSchritt(Y;H; s; SortINS ; V; p; fortschritt)
Sortierter Intervall-Newton-Schritt mit Fortschrittsindikator
1. p := 0; c := m(Y ); R := (m(H))
 1
; fortschritt := false;
2. + 3. wie in Algorithmus 3.7.
4. for k := 1 to n do
a. { e. wie in Algorithmus 3.7.
f. if (Z
2
6= ) then
A. p := p+ 1; V
p
:= Y ; V
p
i
:= Z
2
;
B. if (Z
1
< Z
2
or Z
2
< Z
1
) then fortschritt := true;
5. p := p+ 1; V
p
:= Y ;
6. if (p = 1 and V
1
6= Y ) then fortschritt := true;
7. return V; p; fortschritt;
3.2.9.3 Komprimieren der L

osungsliste
W

ahrend des Ablaufs des Algorithmus zur verizierten globalen Optimie-
rung ist es m

oglich, da Teilboxen Y in die L

osungsliste eingef

ugt werden,
deren Schnitt mit anderen Boxen in der L

osungsliste nicht leer ist. Diese
Boxen haben also einen gemeinsamen Rand. H

aug enth

alt eine der beiden
Boxen mit gemeinsamem Rand gar keine globale Minimalstelle. Es kann
n

amlich folgender Fall vorliegen:
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Sei Y 2
b
L eine Box, die eine globaleMinimalstelle x
?
2 X enth

alt. Sei V 2
b
L
eine Box mit V \ Y 6= . V ist etwa dann in
b
L aufgenommen worden, falls
d
rel
(F (V )) <  gilt. Es kann aber gelten: f(x
?
)+   hF (V ))i  f(v) > f(x
?
)
f

ur alle v 2 V . Der Algorithmus kann also das globale Minimum nur mit
einer relativen Genauigkeit von  bestimmen. Verl

auft f
"
ach\ in der
N

ahe von x
?
, so kann der oben beschriebene Fall auftreten. Es ist daher
zweckm

aig, am Ende des Algorithmus diese Boxen wieder zu vereinigen,
um die Zahl der Boxen in der L

osungsliste zu reduzieren. Der abschlieende
Verikationsschritt ist in der Lage, durch die Kontraktion um das globale
Minimum x
?
die Boxen wieder stark zu verkleinern. Es kann dann f

ur die
oben beschriebene Situation meist erreicht werden, da nach dem Veri-
kationsschritt der Schnitt aller Boxen in der L

osungsliste mit der Box V
leer ist. Algorithmus 3.12 sorgt f

ur die vorgeschlagene Komprimierung der
L

osungsliste.
Algorithmus 3.12: Komprimiere(
b
L)
Komprimieren der L

osungsliste
b
L
1. L :=
b
L;
b
L := fg;
2. while (L 6= fg) do
a. (Y; F
Y
) := Head(L); L := L   (Y; F
Y
);
b. do
A. again := false;
~
L := L;L := fg;
B. while (
~
L 6= fg) do
1. (V; F
V
) := Head(
~
L);
2. if (V \ Y = ) then L := L+ (V; F
V
);
else Y := Y [ V ; again := false;
3.
~
L :=
~
L   (V; F
V
);
while (again);
c.
b
L :=
b
L+ (Y; F
Y
);
3. return
b
L;
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3.2.9.4 Der endg

ultige serielle Algorithmus
Wir haben in den vorangegangenen Abschnitten alle notwendigen Baustei-
ne f

ur den neuen seriellen Algorithmus vorgestellt. Diese sollen nun zu-
sammengesetzt werden. Die Darstellung des Algorithmus ist dabei in ein
Hauptprogramm SerielleGlobOpt() und ein Unterprogramm BearbeiteBox()
zur Bearbeitung der aktuellen Box Y zweigeteilt, da BearbeiteBox() auch
im parallelen Algorithmus eingesetzt wird. Im neuen seriellen Algorithmus
wird stets der sortierte Intervall-Newton-Schritt verwendet. Es werden Ein-
schlieungen f

ur alle globalen Minimalstellen x
?
in der Startbox X und f

ur
das globale Minimum f
?
mit einer vorgegebenen relativen Genauigkeit 
berechnet. Anschlieend wird versucht, die lokale Eindeutigkeit der Mini-
malstellen in der L

osungsliste
b
L nachzuweisen. Das Ergebnis dieses Tests
wird in der zweiten Komponente z der Elemente (Y; z) 2
b
L abgespeichert
(vgl. die Anmerkungen bei Algorithmus 3.9). MaxReal sei die gr

ote auf
der Maschine noch darstellbare Gleitkommazahl.
Algorithmus 3.13: SerielleGlobOpt(X; ; l; F
?
;
b
L)
Neuer serieller Algorithmus zur globalen Optimierung
1. 
Newton
:= 1;
e
f :=MaxReal; Y := X; L := fg;
b
L := fg;
2. do
a. BearbeiteBox(; 
Newton
; l; Y; F (Y );rF (Y ); L;
e
f);
b. Mittelpunktstest(L;
e
f ); weiter = false;
c. while ((L 6= fg) and (not weiter)) do
A. (Y; F
Y
) := Head(L); L := L  (Y; F
Y
); F
?
:= [F
Y
;
e
f ];
B. if ((d
rel
(F
?
) < ) or (d
rel
(Y ) < )) then
b
L :=
b
L+(Y; F
Y
);
else weiter := true;
until (not weiter);
3. (Y; F
Y
) := Head(
b
L); F
?
:= [F
Y
;
e
f ];
4. Komprimiere(
b
L);
5. forall (Y; z) 2
b
L do Veriziere(Y; z);
6. return F
?
;
b
L;
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Das Hauptprogramm SerielleGlobOpt() entspricht bis auf die Initialisierung
von 
Newton
und
e
f im wesentlichen dem urspr

unglichen Toolbox -

ahnlichen
Algorithmus 3.9. Zu Beginn wird
e
f auf MaxReal gesetzt, damit im ersten
Schritt auf jeden Fall das Boxing-Verfahren ausgef

uhrt wird. Nach der Bear-
beitung einer Box Y in BearbeiteBox(), was zu einer ver

anderten Arbeitsli-
ste L f

uhrt, wird der Mittelpunktstest durchgef

uhrt. Anschlieend wird eine
neue Box Y aus der Arbeitsliste geholt. Falls das Abbruchkriterium erf

ullt
ist, wird Y in der L

osungsliste
b
L abgespeichert, andernfalls erfolgt die Wei-
terbearbeitung. Zum Schlu wird nach der Komprimierung der L

osungsliste
b
L f

ur alle Boxen in der L

osungsliste der Verikationsschritt durchgef

uhrt.
Algorithmus 3.14: BearbeiteBox(; 
Newton
; l; Y; F
Y
; G; L;
e
f)
Bearbeitung der aktuellen Box Y
1. if (Monotonietest(G)) then return L;
e
f ;
2. c := m(Y ); F
c
:= F (c); F
Y
:= (F
c
+G  (Y   c)) \ F
Y
;
3. if (
e
f < F
Y
) then return L;
e
f ;
4. OptKompSort(Y;G; s);
5. if (F
c
<
e
f) then
a.
e
f
old
:=
e
f ;
e
f := F
c
;
b. if (
e
f
old
  F
Y
> 2(
e
f   F
Y
) and d
rel
(Y ) > 10) then
Boxing(Y; c; s; 5; V; p); goto 8;
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6. if (d
rel
(Y ) < 
Newton
) then
a. H :=r
2
F (Y );
b. if (Konkavit

atstest(H)) then return L;
e
f ;
c. G
c
:=rF (c);
d. F
Y
:= F
Y
\ (F
c
+G
c
(Y   c) +
1
2
(Y   c)
T
H(Y   c));
e. if (
e
f < F
Y
) then return L;
e
f ;
f. NewtonSchritt(f; Y;H; s; true ; V; p; fortschritt);
g. if (not fortschritt) then 
Newton
:= max(0:01;
1
2

Newton
);
h. if (p = 1 and V
1
= Y ) then multisektion := true;
else multisektion := false;
else 
Newton
:= min(1;
3
2

Newton
); multisektion := true;
7. if (multisektion) then p := l; MultiSektion(Y; c; l; s; V );
8. for j := 1 to p do
F
V
:= F (V
j
); if (F
V

e
f ) then L := L + (V
j
; F
V
);
9. return L;
e
f ;
Die eigentlichen Neuerungen des seriellen Verfahrens zur globalen Optimie-
rung nden sich in der Funktion BearbeiteBox(). An BearbeiteBox() werden
neben der aktuellen Box Y auch deren Funktionsauswertung F (Y ) sowie
die Gradientenauswertung rF (Y )

ubergeben. Nach dem Monotonietest
wird versucht, eine engere Einschlieung von F (Y ) durch die Mittelwert-
form (vgl. Gl. 1.1) zu gewinnen. Kann durch die verbesserte Einschlieung
e
f < F (Y ) gezeigt werden, so enth

alt Y sicher keine globale Minimalstelle.
Andernfalls wird ein Sortierungsvektor s bestimmt, der auf eine von drei
m

oglichen Arten zur Aufteilung von Y verwendet wird:
Boxing-Verfahren: Kann das alte
e
f durch die Auswertung F (m(Y )) stark
nach unten verbessert werden (
e
f F (Y ) > 2F (m(Y )) F (Y )), so wird
das Boxing-Verfahren eingesetzt. Auf diese Weise entstehen zun

achst
relativ viele Boxen f

ur die Arbeitsliste. In der sp

ateren Phase des
Algorithmus wird
e
f nur noch langsam verbessert, daher wird nun
das Boxing-Verfahren seltener zum Einsatz kommen.Aufgrund einiger
numerischer Experimente wird 
Box
= 5 gesetzt.
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Intervall-Newton-Schritt: Wird das Boxing-Verfahren nicht auf die ak-
tuelle Box Y angewandt, so entscheidet das aktuelle 
Newton
dar

uber,
ob eine Hessematrix-Auswertung und evtl. anschlieend ein Intervall-
Newton-Schritt durchgef

uhrt wird. Ist d
rel
(Y ) < 
Newton
, so wird
zun

achst die Hessematrixr
2
F (Y ) berechnet und der Konkavit

atstest
ausgef

uhrt. Gelingt es nicht, die Nichtkonvexit

at nachzuweisen, so
wird durch eine Taylorform 2. Ordnung (vgl. Gl. 1.2) eine engere
Einschlieung f

ur F (Y ) berechnet. Falls sich jetzt
e
f < F (Y ) zeigen
l

at, so kann dadurch der Intervall-Newton-Schritt eingespart wer-
den, da Y nicht weiter betrachtet werden mu. Im anderen Fall wird
der Intervall-Newton-Schritt mit Fortschrittsindikator ausgef

uhrt. Ist
der Intervall-Newton-Schritt nicht erfolgreich, so wird 
Newton
halbiert
(Untergrenze ist 0.01). Falls Y unver

andert zur

uckgegeben wird, so
wird anschlieend eine Multisektion durchgef

uhrt.
Multisektion: Falls d
rel
(Y )  
Newton
ist, so wird 
Newton
um 50% erh

oht
(Obergrenze ist 1) und ein Multisektionsschritt mit p = l f

ur Y durch-
gef

uhrt.
Nach der Aufteilung von Y in p Teilboxen V
1
; : : : ; V
p
werden diejenigen
Boxen V
j
mit F (V
j
) 
e
f zur weiteren Bearbeitung in die Arbeitsliste L ein-
gef

ugt. Aus dem Boxing-Schritt k

onnen maximal 2n+1, aus dem Intervall-
Newton-Schritt maximal n+ 1 und aus dem Multisektionsschritt maximal
l Boxen entstehen. Die Arbeitsliste kann also h

ochstens linear anwachsen.

Newton
schwankt w

ahrend des Programmablaufs immer zwischen 0.01 und
1. Diese Werte wurden experimentell ermittelt und haben sich als sinnvoll
erwiesen. Bei der Adaption von 
Newton
wird ein nicht erfolgreicher Intervall-
Newton-Schritt durch Halbierung st

arker
"
bestraft\ als umgekehrt der Mul-
tisektionsschritt, der eine Erh

ohung von 
Newton
um 50% nach sich zieht. Die-
se Strategie ist sinnvoll, da ein nicht erfolgreicher Intervall-Newton-Schritt
wesentlich aufwendiger ist als eine eventuell zuviel durchgef

uhrte Multisek-
tion.
Abbildung 3.3 illustriert die Adaption von 
Newton
w

ahrend des Programm-
ablaufs f

ur die zwei Testprobleme GEO2 und H6. Nach jeder Iteration, also
nach jedem Aufruf von BearbeiteBox() wird der aktuelle Wert von 
Newton
ausgegeben. GEO2 ben

otigt 495, H6 331 Iterationsschritte. Aus der Ab-
bildung l

at sich ersehen, da 
Newton
f

ur GEO2 nach unten gegen 0.01
tendiert, w

ahrend sich der Wert f

ur H6 wesentlich seltener

andert und um
einen durchschnittlichen Wert von etwa 0.68 schwankt. Die durch das neue
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adaptive Verfahren ermittelten Werte f

ur 
Newton
zeigen eine gute

Uberein-
stimmung mit den Laufzeitergebnissen f

ur die statische Wahl von 
Newton
,
welche in Tabelle 3.1 abgedruckt sind. Die dort erzielten fettgedruckten
Bestwerte werden durch den neuen seriellen Algorithmus

ubertroen (vgl.
den folgenden Abschnitt 3.2.10).

Newton
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Abbildung 3.3: Adaption von 
Newton
w

ahrend der Iteration
3.2.10 Numerische Ergebnisse f

ur den seriellen Algo-
rithmus
In diesem Abschnitt werden die genauen Ergebnisse (Laufzeiten, ben

otig-
te Funktions-, Gradienten- und Hessematrixauswertungen sowie maxima-
le Listenl

angen) f

ur alle Testprobleme aus Anhang A f

ur unterschiedliche
Varianten des Toolbox -

ahnlichen Algorithmus sowie des neuen seriellen Al-
gorithmus angegeben. Es werden die Auswirkungen unterschiedlicher Tei-
lungsstrategien (Bisektion oder Multisektion mit l = 4) sowie der Einsatz
des sortierten Intervall-Newton-Schritts getestet. Das Testproblem KOW
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wurde nicht mit in den Vergleich einbezogen, da in einigen F

allen kein Er-
gebnis erzielt wurde (Laufzeit zu lang).
Alle untersuchten Varianten des seriellen Algorithmus verwenden die Vor-
schrift C. zur Aufteilung der aktuellen Box. Alle Ergebnisse f

ur den seriellen
Algorithmus wurden auf einem Prozessor des verwendeten Parallelrechners
IBM RS/6000 SP gemessen. Da die Berechnung von Gradient und Hessema-
trix durch automatische Dierentiation erfolgt, werden die dabei anfallenden
zus

atzlichen Funktions- bzw. Funktions- und Gradientenauswertung nicht
gesondert mitgez

ahlt.
In allen Tabellen sind die jeweils besten Ergebnisse fettgedruckt. Ferner
werden in den zweiten, dritten usw. Spalten Prozentangaben gemacht. Die-
se beziehen sich jeweils auf die erste Spalte. Am Ende jeder Tabelle wird
die jeweilige Spalte aufsummiert. In der letzten Zeile ndet sich dann der
Durchschnitt aller Prozentangaben. Damit werden die verf

alschenden Ein-


usse einzelner
"
Ausreier\ korrigiert. Diese Zahl gibt also den Erwartungs-
wert an, um wieviel Prozent schneller oder langsamer ein einzelnes neues
Problem gel

ost werden kann (im Vergleich mit der ersten Spalte; unter der
Annahme, da die verwendeten Testprobleme die real-world-Probleme gut
repr

asentieren).
3.2.10.1 Varianten des Toolbox -

ahnlichen Algorithmus
Bevor im folgenden Abschnitt die Vergleichsergebnisse des neuen seriellen
Algorithmus mit dem Toolbox -

ahnlichen Algorithmus angegeben werden,
folgen hier zun

achst Laufzeitmessungen (in STU) f

ur verschiedene Varian-
ten des Toolbox -

ahnlichen Algorithmus 3.9. Alle Testprobleme wurden so-
wohl mit Bisektion (l = 2) als auch mit Multisektion mit l = 4 sowie mit
dem unsortierten (SortINS = false) und dem sortierten (SortINS = true)
erweiterten Intervall-Newton-Schritt (Algorithmus 3.7) gerechnet.
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u.N.-S. uns. Newton-Schr. sort. New.-Schr. sort. New.-Schr.
Prob. l = 4 l = 2 ( %S.1
2
) l = 4 (%S.1) l = 2 (%S.1)
S5 1.75 2.00 ( 114%) 1.88 (107%) 1.53 ( 87%)
S7 3.13 2.69 ( 86%) 2.86 ( 91%) 2.18 ( 70%)
S10 3.53 3.39 ( 96%) 3.67 (104%) 3.15 ( 89%)
SHCB 1.00 0.92 ( 92%) 1.00 (100%) 0.93 ( 93%)
BR 1.77 1.04 ( 59%) 1.77 (100%) 1.02 ( 58%)
RO 0.24 0.21 ( 88%) 0.23 ( 96%) 0.29 (121%)
L8 3.30 2.09 ( 63%) 3.02 ( 92%) 2.20 ( 67%)
L9 5.65 4.27 ( 76%) 5.14 ( 91%) 4.21 ( 75%)
H3 3.83 3.35 ( 87%) 4.04 (105%) 3.41 ( 89%)
G5 21.02 19.85 ( 94%) 16.47 ( 78%) 14.91 ( 71%)
R4 25.14 11.59 ( 46%) 11.00 ( 44%) 10.59 ( 42%)
L12 50.92 45.80 ( 90%) 52.27 (103%) 49.18 ( 97%)
L18 35.22 22.63 ( 64%) 25.98 ( 74%) 21.76 ( 62%)
G7 58.78 8697.00 (14796%) 56.57 ( 96%) 42.65 ( 73%)
G10 162.46 24342.24 (14984%) 157.78 ( 97%) 108.51 ( 67%)
GP 246.17 85.43 ( 35%) 57.93 ( 24%) 74.34 ( 30%)
H6 105.27 134.44 ( 128%) 47.28 ( 45%) 42.57 ( 40%)
S2.14 13.02 1800.00 (13825%) 13.75 (106%) 53.91 (414%)
GEO1 30.16 54.62 ( 181%) 26.80 ( 89%) 23.93 ( 79%)
GEO2 52.62 60.10 ( 114%) 45.99 ( 87%) 42.10 ( 80%)
GEO3 49.19 89.36 ( 182%) 42.85 ( 87%) 41.24 ( 84%)
JS 64.65 40.64 ( 63%) 38.39 ( 59%) 35.76 ( 55%)
S2.7 159.62 143.10 ( 90%) 113.22 ( 71%) 113.79 ( 71%)
L3 889.10 633.22 ( 71%) 549.55 ( 62%) 491.40 ( 55%)
R8 349.24 368.23 ( 105%) 323.43 ( 93%) 234.20 ( 67%)
HM3 458.16 395.83 ( 86%) 551.13 (120%) 446.90 ( 98%)
HM4 2392.75 1546.23 ( 65%) 3151.41 (132%) 2565.92 (107%)
P
5187.69 38510.27 ( 742%) 5305.41 (102%) 4432.58 ( 85%)
% ( 1696%) ( 87%) ( 87%)
Tabelle 3.2: Laufzeiten (in STU) f

ur verschiedene Varianten des Tool-
box -

ahnlichen Algorithmus
Aus Tabelle 3.2 k

onnen wir ablesen, da es f

ur den unsortierten Intervall-
Newton-Schritt mit l = 2 (diese Variante entspricht bis auf die Verwendung
2
%S.1 = % des entsprechenden Eintrags von Spalte 1
96 3 Verizierte globale Optimierung
der Vorschrift C. zur Aufteilung der aktuellen Box dem originalen Algorith-
mus aus [21]) drei Testprobleme (G7, G10 und S2.14) gibt, die mehr als
einhundert Mal mehr Laufzeit ben

otigen als alle anderen Varianten. Aus
diesem Grund ist diese Variante f

ur den praktischen Einsatz nicht geeig-
net. Von allen anderen Varianten schneidet die Kombination (SortINS =
true,l = 2) am besten ab. F

ur mehr als die H

alfte der Testprobleme wird
die geringste Laufzeit ben

otigt. Da der Einsatz des sortierten Intervall-
Newton-Schritts sich auszahlt, best

atigt die Ergebnisse aus [71]. Hingegen

uberrascht es ein wenig, da f

ur den sortierten Intervall-Newton-Schritt die
Bisektion (l = 2) besser abschneidet als die Multisektion mit l = 4. In [5]
werden Ergebnisse angegeben, die genau den umgekehrten Sachverhalt na-
helegen. In dem dort verwendeten Algorithmus wird jedoch ein statisches
Entscheidungskriterium mit 
Newton
= 0:01 f

ur den Einsatz des Intervall-
Newton-Schritts verwendet. Dies ist sicher die Ursache f

ur das bessere Ab-
schneiden der Multisektion in [5]. Auch im neuen seriellen Algorithmus, der
ja auch ein (adaptives) Entscheidungskriterium 
Newton
verwendet, werden
mit l = 4 geringere Laufzeiten gemessen als mit l = 2 (vgl. den folgenden
Abschnitt). Unsere Ergebnisse werden auch in [9] best

atigt.
F

ur den Vergleich mit dem neuen seriellen Algorithmus werden aufgrund
der Ergebnisse in Tabelle 3.2 und aus Gr

unden der

Ubersichtlichkeit nur
die Ergebnisse f

ur den sortierten Intervall-Newton-Schritt herangezogen.
3.2.10.2 Numerische Ergebnisse f

ur den neuen seriellen Algo-
rithmus
Dieser Abschnitt enth

alt die Vergleichsdaten des neuen seriellen Algorith-
mus mit dem Toolbox -

ahnlichen Algorithmus. Alle Berechnungen wurden
mit dem sortierten Intervall-Newton-Schritt durchgef

uhrt. Die Ergebnisse
f

ur das Testproblem KOW wurden nicht mit in den Vergleich einbezogen
und sind, sofern vorhanden, in Klammern aufgef

uhrt. Sie dienen lediglich
als sp

atere Vergleichsgrundlage f

ur die Parallelisierung.
Ein Vergleich der Laufzeiten des neuen seriellen Algorithmus mit dem Tool-
box -

ahnlichen Algorithmus ist in Tabelle 3.3 zu nden. Man erkennt, da
f

ur fast alle Testprobleme der neue serielle Algorithmus mit Parameter l = 4
die niedrigsten Laufzeiten erzielt. Gegen

uber dem Toolbox -

ahnlichen Algo-
rithmus ist nur das Problem JS signikant langsamer (45.71 STU gegen

uber
35.76 STU). Bei dem Problem R8 ist der neue serielle Algorithmus mit Pa-
rameter l = 2 deutlich schneller (141.63 STU gegen

uber 97.40 STU), im
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Vergleich mit dem Toolbox -

ahnlichen Algorithmus liegt jedoch eine deutli-
che Verbesserung vor.
neu.s.Alg. neuer ser. Algor. Toolbox -Algor. Toolbox -Algor.
Prob. l = 4 l = 2 (%S.1) l = 4 (%S.1) l = 2 (%S.1)
S5 0.89 0.93 (104%) 1.88 (211%) 1.53 (172%)
S7 1.38 1.30 ( 94%) 2.86 (207%) 2.18 (158%)
S10 1.91 1.88 ( 98%) 3.67 (192%) 3.15 (165%)
SHCB 1.84 1.38 ( 75%) 1.00 ( 54%) 0.93 ( 51%)
BR 1.38 1.62 (117%) 1.77 (128%) 1.02 ( 74%)
RO 0.19 0.21 (111%) 0.23 (121%) 0.29 (153%)
L8 2.28 2.65 (116%) 3.02 (132%) 2.20 ( 96%)
L9 3.66 4.62 (126%) 5.14 (140%) 4.21 (115%)
H3 4.50 4.91 (109%) 4.04 ( 90%) 3.41 ( 76%)
G5 7.09 8.64 (122%) 16.47 (232%) 14.91 (210%)
R4 10.42 10.68 (102%) 11.00 (106%) 10.59 (102%)
L12 23.35 29.05 (124%) 52.27 (224%) 49.18 (211%)
L18 12.90 12.18 ( 94%) 25.98 (201%) 21.76 (169%)
G7 13.73 16.75 (122%) 56.57 (412%) 42.65 (311%)
G10 22.92 26.30 (115%) 157.78 (688%) 108.51 (473%)
GP 61.49 57.13 ( 93%) 57.93 ( 94%) 74.34 (121%)
H6 25.51 34.02 (133%) 47.28 (185%) 42.57 (167%)
S2.14 10.20 12.00 (118%) 13.75 (135%) 53.91 (529%)
GEO1 13.85 17.31 (125%) 26.80 (194%) 23.93 (173%)
GEO2 28.87 32.42 (112%) 45.99 (159%) 42.10 (146%)
GEO3 27.40 34.25 (125%) 42.85 (156%) 41.24 (151%)
JS 45.71 47.80 (105%) 38.39 ( 84%) 35.76 ( 78%)
S2.7 79.49 91.92 (116%) 113.22 (142%) 113.79 (143%)
L3 273.46 284.50 (104%) 549.55 (201%) 491.40 (180%)
R8 141.63 97.40 ( 69%) 323.43 (228%) 234.20 (165%)
HM3 294.13 322.14 (110%) 551.13 (187%) 446.90 (152%)
HM4 1724.53 3824.83 (222%) 3151.41 (183%) 2565.92 (149%)
P
2834.71 4978.82 (176%) 5305.41 (187%) 4432.58 (156%)
% (113%) (174%) (189%)
Tabelle 3.3: Laufzeiten (in STU) f

ur den neuen seriellen Algorithmus
Die beobachteten Laufzeiten lassen den folgenden Schlu zu:
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Der neue serielle Algorithmus (mit Parameter l = 4) stellt eine deutliche
Verbesserung gegen

uber den verschiedenen Varianten des Toolbox -

ahnlichen
Algorithmus dar. Die zu erwartende Laufzeit bei einem Testproblem liegt
beim Toolbox -

ahnlichen Algorithmus mit Parameter l = 2 um 89% h

oher
und beim Toolbox -

ahnlichen Algorithmus mit Parameter l = 4 um 74%
h

oher als beim neuen seriellen Algorithmus mit Parameter l = 4. Es wird
also beinahe eine Halbierung der Laufzeit erreicht. Berechnet man einen
gr

oeren Satz an Testproblemen, der mit dem hier verwendeten vergleich-
bar ist, so ben

otigt der Toolbox -

ahnliche Algorithmus mit Parameter l = 4
87% und mit Parameter l = 2 56% mehr Laufzeit als der neue serielle Al-
gorithmus.
Um die Eigenschaften des neuen seriellen Algorithmus noch ein wenig genau-
er zu illustrieren, sind in den Tabellen 3.4, 3.5 und 3.6 die f

ur die L

osung
der einzelnen Testprobleme ben

otigten Funktions-, Gradienten- und Hes-
sematrixauswertungen aufgef

uhrt. F

ur praktische Anwendungen sind diese
Zahlen fast noch wichtiger als die gemessenen Laufzeiten, da in der Praxis
die auftretenden Zielfunktionen meist aufwendiger auszuwerten sind als die
Zielfunktionen der in dieser Arbeit verwendeten Testprobleme.
Der Herleitung des neuen seriellen Algorithmus lag die Idee zugrunde, durch
den adaptiv gesteuerten, selektiven Einsatz des Intervall-Newton-Schritts
die Zahl der Gradienten- und Hessematrixauswertungen stark zu verringern.
Die gemessenen Ergebnisse in den Tabellen 3.4, 3.5 und 3.6 zeigen, da dies
in der Praxis tats

achlich der Fall ist. Der neue serielle Algorithmus mit
Parameter l = 4 ben

otigt im Durchschnitt beinahe doppelt so viele Funkti-
onsauswertungen wie die beiden Varianten des Toolbox -

ahnlichen Algorith-
mus, dieser Nachteil wird jedoch durch die noch st

arker verringerte Zahl der
Gradienten- und Hessematrixauswertungen wettgemacht: Der Toolbox -

ahn-
liche Algorithmus ben

otigt mit Bisektion (l = 2) im Durchschnitt 3.5 mal
und mit Multisektion (l = 4) 4.1 mal so viele Gradientenauswertungen wie
der neue serielle Algorithmus mit l = 4. Bei den Hessematrixauswertungen
sind die Faktoren noch deutlicher: 5.57 bzw. 6.4.
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n.s.Alg. neuer ser. Algor. Toolbox -Algor. Toolbox -Algor.
Prob. l = 4 l = 2 (%S.1) l = 4 (%S.1) l = 2 (%S.1)
S5 120 125 (104%) 62 ( 52%) 50 ( 42%)
S7 120 125 (104%) 64 ( 53%) 54 ( 45%)
S10 125 131 (105%) 77 ( 62%) 68 ( 54%)
SHCB 509 465 ( 91%) 91 ( 18%) 128 ( 25%)
BR 140 153 (109%) 34 ( 24%) 30 ( 21%)
RO 125 125 (100%) 47 ( 38%) 65 ( 52%)
L8 95 107 (113%) 38 ( 40%) 31 ( 33%)
L9 117 141 (121%) 51 ( 44%) 41 ( 35%)
H3 162 182 (112%) 41 ( 25%) 48 ( 30%)
G5 218 244 (112%) 176 ( 81%) 162 ( 74%)
R4 605 634 (105%) 206 ( 34%) 250 ( 41%)
L12 303 353 (117%) 233 ( 77%) 203 ( 67%)
L18 248 226 ( 91%) 176 ( 71%) 153 ( 62%)
G7 290 331 (114%) 475 (164%) 365 (126%)
G10 316 337 (107%) 840 (266%) 573 (181%)
GP 5706 5946 (104%) 3449 ( 60%) 5234 ( 92%)
H6 874 1073 (123%) 335 ( 38%) 347 ( 40%)
S2.14 3179 3818 (120%) 890 ( 28%) 3700 (116%)
GEO1 1196 1378 (115%) 697 ( 58%) 735 ( 61%)
GEO2 2483 2593 (104%) 1001 ( 40%) 1190 ( 48%)
GEO3 2390 2627 (110%) 1038 ( 43%) 1218 ( 51%)
JS 532 458 ( 86%) 123 ( 23%) 159 ( 30%)
S2.7 464 495 (107%) 192 ( 41%) 262 ( 56%)
L3 3817 3611 ( 95%) 2453 ( 64%) 2466 ( 65%)
R8 1467 1092 ( 74%) 631 ( 43%) 514 ( 35%)
HM3 3453 3582 (104%) 2001 ( 58%) 1950 ( 56%)
HM4 14549 31539 (217%) 7695 ( 53%) 7282 ( 50%)
P
43603 61891 (142%) 23116 ( 53%) 27278 ( 63%)
% (110%) ( 59%) ( 59%)
Tabelle 3.4: Anzahl der ben

otigten Funktionsauswertungen
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n.s.Alg. neuer ser. Algor. Toolbox -Algor. Toolbox -Algor.
Prob. l = 4 l = 2 (%S.1) l = 4 ( %S.1) l = 2 ( %S.1)
S5 33 41 (124%) 145 ( 439%) 111 ( 336%)
S7 45 54 (120%) 157 ( 349%) 111 ( 247%)
S10 47 56 (119%) 157 ( 334%) 125 ( 266%)
SHCB 330 303 ( 92%) 288 ( 87%) 256 ( 78%)
BR 47 67 (143%) 109 ( 232%) 62 ( 132%)
RO 54 57 (106%) 118 ( 219%) 138 ( 256%)
L8 23 30 (130%) 75 ( 326%) 54 ( 235%)
L9 27 38 (141%) 98 ( 363%) 81 ( 300%)
H3 97 109 (112%) 147 ( 152%) 118 ( 122%)
G5 47 73 (155%) 274 ( 583%) 243 ( 517%)
R4 320 363 (113%) 595 ( 186%) 539 ( 168%)
L12 62 93 (150%) 373 ( 602%) 336 ( 542%)
L18 51 66 (129%) 331 ( 649%) 270 ( 529%)
G7 62 101 (163%) 630 (1016%) 466 ( 752%)
G10 71 111 (156%) 1051 (1480%) 713 (1004%)
GP 3978 4391 (110%) 8616 ( 217%) 9648 ( 243%)
H6 354 536 (151%) 1232 ( 348%) 1044 ( 295%)
S2.14 1080 1605 (149%) 2602 ( 241%) 7843 ( 726%)
GEO1 382 583 (153%) 1823 ( 477%) 1496 ( 392%)
GEO2 805 1090 (135%) 3115 ( 387%) 2729 ( 339%)
GEO3 762 1108 (145%) 3114 ( 409%) 2780 ( 365%)
JS 286 305 (107%) 473 ( 165%) 411 ( 144%)
S2.7 160 220 (138%) 611 ( 382%) 564 ( 352%)
L3 1187 1511 (127%) 4209 ( 355%) 3749 ( 316%)
R8 560 414 ( 74%) 2516 ( 449%) 1755 ( 313%)
HM3 1373 1639 (119%) 4018 ( 293%) 3180 ( 232%)
HM4 4682 9422 (201%) 15336 ( 328%) 11876 ( 254%)
P
16925 24386 (144%) 52213 ( 308%) 50698 ( 300%)
% (132%) ( 350%) ( 410%)
Tabelle 3.5: Anzahl der ben

otigten Gradientenauswertungen
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n.s.Alg. neuer ser. Algor. Toolbox -Algor. Toolbox -Algor.
Prob. l = 4 l = 2 (%S.1) l = 4 ( %S.1) l = 2 ( %S.1)
S5 8 9 (112%) 20 ( 250%) 18 ( 225%)
S7 8 9 (112%) 22 ( 275%) 18 ( 225%)
S10 8 9 (112%) 22 ( 275%) 20 ( 250%)
SHCB 40 56 (140%) 70 ( 175%) 60 ( 150%)
BR 12 15 (125%) 35 ( 292%) 18 ( 150%)
RO 20 20 (100%) 25 ( 125%) 32 ( 160%)
L8 2 2 (100%) 12 ( 600%) 10 ( 500%)
L9 2 3 (150%) 14 ( 700%) 12 ( 600%)
H3 16 18 (112%) 29 ( 181%) 22 ( 138%)
G5 2 2 (100%) 34 (1700%) 32 (1600%)
R4 60 67 (112%) 110 ( 183%) 114 ( 190%)
L12 4 4 (100%) 32 ( 800%) 33 ( 825%)
L18 6 7 (117%) 34 ( 567%) 29 ( 483%)
G7 2 2 (100%) 64 (3200%) 50 (2500%)
G10 3 3 (100%) 83 (2767%) 61 (2033%)
GP 1197 1483 (124%) 1453 ( 121%) 1886 ( 158%)
H6 24 37 (154%) 138 ( 575%) 123 ( 512%)
S2.14 226 222 ( 98%) 446 ( 197%) 1826 ( 808%)
GEO1 112 159 (142%) 335 ( 299%) 291 ( 260%)
GEO2 234 299 (128%) 632 ( 270%) 568 ( 243%)
GEO3 218 302 (139%) 555 ( 255%) 537 ( 246%)
JS 63 74 (117%) 99 ( 157%) 92 ( 146%)
S2.7 50 68 (136%) 130 ( 260%) 116 ( 232%)
L3 281 346 (123%) 750 ( 267%) 704 ( 251%)
R8 7 3 ( 43%) 177 (2529%) 138 (1971%)
HM3 533 582 (109%) 680 ( 128%) 583 ( 109%)
HM4 1633 3246 (199%) 2227 ( 136%) 1831 ( 112%)
P
4771 7047 (148%) 8228 ( 172%) 9224 ( 193%)
% (119%) ( 558%) ( 640%)
Tabelle 3.6: Anzahl der ben

otigten Hessematrixauswertungen
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Der Auswertungsaufwand f

ur Funktions-, Gradienten und Hessematrixaus-
wertungen wird in der Literatur auch wie folgt gemessen:
Denition 3.2 Seien FE;GE und HE die zur L

osung eines Testproblems
der Dimension n ben

otigten Funktions-, Gradienten und Hessematrixaus-
wertungen. Dann sind
Ee
V
:= FE + n GE +
n(n+ 1)
2
HE
Ee
R
:= FE +minf4; ng GE + n HE
Mae f

ur den Auswertungsaufwand der Vorw

arts- bzw. R

uckw

artsmethode
der automatischen Dierentiation.
Um den Ezienzunterschied zwischen dem neuen seriellen Algorithmus und
dem Toolbox -

ahnlichen Algorithmus zu verdeutlichen, geben wir nachfol-
gend anstelle zweier vollst

andiger Tabellen f

ur Ee
V
und Ee
R
, die sich
leicht aus den Tabellen 3.4, 3.5 und 3.6 berechnen lassen, nur die Ergebnis-
se f

ur die Aufsummierung der einzelnen Zeilen an:
n.s.Alg. neuer ser. Algor. Toolbox -Algor. Toolbox -Algor.
l = 4 l = 2 (%S.1) l = 4 (%S.1) l = 2 (%S.1)
Ee
V
:
P
118120 171133 (145%) 260407 (220%) 322688 (273%)
% (122%) (343%) (257%)
Ee
R
:
P
101800 148569 (146%) 202799 (199%) 252502 (248%)
% (121%) (294%) (218%)
Tabelle 3.7: Auswertungsaufwand Ee
V
und Ee
R
Wir erkennen, da der Auswertungsaufwand f

ur den neuen seriellen Algo-
rithmus h

ochstens halb so gro ist wie f

ur beide Varianten des Toolbox -

ahnlichen Algorithmus. Dies gilt sowohl f

ur die Vorw

arts- als auch f

ur die
R

uckw

artsmethode bei der automatischen Dierentiation.
Auch bez

uglich der maximalen L

ange der Arbeitsliste L schneidet der neue
serielle Algorithmus zumindest vergleichbar zum Toolbox -

ahnlichen Algo-
rithmus ab, wie aus Tabelle 3.8 zu erkennen ist. Insgesamt l

at sich fest-
stellen, da der Ezienzvorteil des neuen seriellen Algorithmus nicht durch
einen wesentlich erh

ohten Speicherplatzbedarf erkauft wird.
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n.s.Alg. neuer ser. Algor. Toolbox -Algor. Toolbox -Algor.
Prob. l = 4 l = 2 (%S.1) l = 4 (%S.1) l = 2 (%S.1)
S5 23 20 ( 87%) 21 ( 91%) 17 ( 74%)
S7 25 22 ( 88%) 21 ( 84%) 15 ( 60%)
S10 27 23 ( 85%) 25 ( 93%) 24 ( 89%)
SHCB 105 50 ( 48%) 29 ( 28%) 24 ( 23%)
BR 23 18 ( 78%) 7 ( 30%) 5 ( 22%)
RO 24 23 ( 96%) 16 ( 67%) 15 ( 62%)
L8 24 21 ( 88%) 16 ( 67%) 13 ( 54%)
L9 35 28 ( 80%) 25 ( 71%) 19 ( 54%)
H3 22 16 ( 73%) 15 ( 68%) 11 ( 50%)
G5 42 32 ( 76%) 76 (181%) 70 (167%)
R4 106 80 ( 75%) 50 ( 47%) 53 ( 50%)
L12 87 51 ( 59%) 174 (200%) 152 (175%)
L18 59 46 ( 78%) 101 (171%) 90 (153%)
G7 76 47 ( 62%) 217 (286%) 173 (228%)
G10 101 71 ( 70%) 664 (657%) 420 (416%)
GP 612 482 ( 79%) 492 ( 80%) 563 ( 92%)
H6 166 123 ( 74%) 79 ( 48%) 78 ( 47%)
S2.14 157 136 ( 87%) 140 ( 89%) 207 (132%)
GEO1 152 100 ( 66%) 211 (139%) 163 (107%)
GEO2 206 177 ( 86%) 196 ( 95%) 198 ( 96%)
GEO3 194 170 ( 88%) 287 (148%) 157 ( 81%)
JS 86 71 ( 83%) 35 ( 41%) 29 ( 34%)
S2.7 68 55 ( 81%) 53 ( 78%) 46 ( 68%)
L3 672 709 (106%) 1214 (181%) 651 ( 97%)
R8 331 168 ( 51%) 226 ( 68%) 215 ( 65%)
HM3 615 626 (102%) 520 ( 85%) 447 ( 73%)
HM4 1847 3702 (200%) 1993 (108%) 2428 (131%)
P
5885 7067 (120%) 6903 (117%) 6283 (107%)
% ( 83%) (100%) (122%)
Tabelle 3.8: Maximale L

ange der Arbeitsliste L
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3.3 Paralleler Algorithmus
In diesem Abschnitt wird nun das im vorigen Abschnitt vorgestellte serielle
Verfahren zur globalen Optimierung zum Einsatz auf Parallelrechnern er-
weitert. Dazu setzen wir den in Abschnitt 2.4.3 vorgestellten vollst

andig ver-
teilten Algorithmus zur Lastverteilung f

ur Branch and Bound-Algorithmen
ein. Vorher werden jedoch noch im n

achsten Abschnitt andere Ans

atze zur
Parallelisierung bei der verizierten globalen Optimierung vorgestellt.
3.3.1 Andere Ans

atze zur Parallelisierung bei der glo-
balen Optimierung
Der serielle Algorithmus zur globalen Optimierung geh

ort zu der Klasse der
Branch and Bound-Algorithmen. Die verschiedenen denkbaren Vorgehens-
weisen bei der Parallelisierung von Branch and Bound-Algorithmen wurden
in Abschnitt 2.4.2 vorgestellt und mit einigen Bemerkungen zu Vor- und
Nachteilen diskutiert. Denkbar sind zentralisierte Ans

atze wie die master-
slave-Verwaltung der Teilprobleme oder aber eine verteilte Verwaltung der
Teilprobleme. Jeder parallele Algorithmus zur verizierten globalen Opti-
mierung sollte die Forderungen nach minimaler Leerlaufzeit der Prozessoren
und minimalemMehraufwand durch die parallele Suche auf einem Parallel-
rechner mit p Prozessoren m

oglichst gut erf

ullen, um eine hohe Beschleuni-
gung zu erzielen. Zur Minimierung des Mehraufwands ist es wichtig, da die
auf einem Prozessor p
i
neu gefundene beste obere Schranke
e
f f

ur das glo-
bale Minimum f
?
rasch an alle anderen Prozessoren verteilt wird, um einen
m

oglichst groen Eekt beim Mittelpunktstest (dem Bounding-Schritt) zu
erzielen.
Nachfolgend wird eine

Ubersicht

uber verschiedene in der Literatur unter-
suchte parallele Algorithmen gegeben. Die Einteilung erfolgt dabei nach der
Verwaltung der Teilboxen durch den parallelen Algorithmus.
master-slave-Verwaltung: Ein paralleler Algorithmus zur verizierten glo-
balen Optimierung mit einer zentralisierten master-slave-Verwaltung
(vgl. auch Abbildung 2.3) wurde von Henriksen und Madsen in [27]
untersucht.
Dabei wird nur eine Arbeitsliste L mit allen zu untersuchenden Teil-
boxen auf dem Master zentral gespeichert. p 1 Slaves fordern Arbeit
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(Teilboxen mit zugeh

origer unterer Schranke) vom Master an, bear-
beiten diese, und senden Ergebnisse (wiederum Paare von Teilboxen
mit unterer Schranke sowie m

oglicherweise ein besseres
e
f ) an den Ma-
ster zur

uck. Der Algorithmus zur globalen Optimierung verwendet
den Mittelpunktstest, den Monotonietest und das Intervall-Newton-
Verfahren.
Praktische Tests des parallelen Algorithmus wurden auf einem Trans-
putersystem durchgef

uhrt. Bei den meisten untersuchten Testproble-
men sank die Ezienz ab einer Prozessorzahl von p > 16 stark ab,
bei manchen Problemen verringerte sich sogar der Speedup. Durch
die zentrale Speicherung der Teilprobleme wird die Kommunikation
mit dem Master zum Flaschenhals, da zu viele Prozessoren gleichzei-
tig mit dem Master Daten austauschen wollen. Auerdem ergibt sich
eine weitere Beschr

ankung durch den Speicher des Masters: Da die
Arbeitsliste L zentral gespeichert ist, d

urfen w

ahrend der Berechnung
nicht mehr Teilprobleme entstehen, als in den Speicher des Masters
passen.
F

ur groe Parallelrechnersysteme ist diemaster-slave-Verwaltung also
nicht so sehr geeignet, die nachfolgend vorgestellten Verfahren sind alle
ezienter.
Verteilte Verwaltung in einem Ring: Von Eriksson wurde in [12] die
verteilte Verwaltung der Teilboxen in einem Ring (vgl. Abbildung 2.1)
untersucht. Jeder Prozessor hat in dem Ring einen Vorg

anger und
einen Nachfolger. Zu Beginn wird auf jedem Prozessor ein worker-
Proze und ein scheduler-Proze gestartet. Die lokal vorhandenen
Teilboxen werden durch den worker-Proze bearbeitet und durch den
scheduler in einer eigene Arbeitsliste auf jedem Prozessor verwaltet.
Zur Beschleunigung des Verfahrens zur globalen Optimierung wird das
Krawczyk-Verfahren (siehe z. B. [60], es

ahnelt dem Intervall-Newton-
Schritt) eingesetzt. Der worker-Proze steuert auerdem die Kommu-
nikation der besten oberen Schranke
e
f . Eine neu gefundenes besseres
e
f
wird an alle anderen worker geschickt. Durch ein asynchrones receive
Kommando wird es sofort empfangen.
Der Lastausgleich wird durch den scheduler durchgef

uhrt, er ver-
sucht, die noch vorhandenen Teilboxen m

oglichst gleichm

aig zu ver-
teilen. Dabei erfolgt sowohl ein Ausgleich nach der Quantit

at als auch
nach der Qualit

at der Boxen. Letztere ist an der zugeh

origen unte-
ren Schranke abzulesen. Der Ausgleich nach der Quantit

at wird vom
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scheduler des Empf

angers der Boxen angestoen: Falls die Arbeitsli-
ste eines Prozessors p
i
leer wird, so fordert er von seinem Nachfolger
p
i+1
im Ring neue Arbeit (Teilboxen) an. Kann der Nachfolger keine
Teilboxen abgeben, so wird die Anfrage wiederum an den n

achsten
Nachfolger weitergeleitet usw. Sobald ein Prozessor mit einer nicht-
leeren Arbeitsliste gefunden ist, wird eine Box direkt an den Initiator
der Anfrage (Prozessor p
i
) geschickt.
Bei einer Parallelisierung mit verteilter Verwaltung der Teilboxen in
lokalen Arbeitslisten, die jeweils nach dem best-rst-Prinzip (hier nach
den zugeh

origen unteren Schranken) sortiert sind, ist es nicht ohne
weiteres sicher gestellt, da aus globaler Sicht zu jedem Zeitpunkt die
p besten Boxen bearbeitet werden. Nicht alle Prozessoren verf

ugen
jederzeit

uber das optimale
e
f , soda die zweitbeste Teilbox eines Pro-
zessors p
i
besser sein kann als die beste Teilbox eines Prozessors p
j
.
Aus diesem Grund ist ein Ausgleich auch nach der Qualit

at der Bo-
xen sinnvoll. Dieser Ausgleich wird jeweils von einem Prozessor mit
vielen Boxen in der Arbeitsliste angestoen.

Uberschreitet die L

ange
der Arbeitsliste einen bestimmten (u.U. auch dynamisch festgelegten)
Schwellenwert, so wird die beste Teilbox in der Arbeitsliste an einen
zuf

alligen Prozessor geschickt.
In [12] werden auch einige konkrete Ergebnisse angegeben. Dabei be-
tr

agt die Ezienz f

ur drei behandelte Beispiele zwischen 60% und
122% bei der Verwendung von 16 Prozessoren und zwischen 47% und
97% bei der Verwendung von 32 Prozessoren.
Zentraler Vermittler: Ein Algorithmus, der eine Kombination von ver-
teilter und zentralisierter Verwaltung verwendet, wurde von Berner
in [5] angegeben. Dabei wird ein Prozessor des Parallelrechners als
zentraler Vermittler ausgew

ahlt. Dieser zentrale Vermittler speichert
nicht die noch zu untersuchenden Teilboxen, sondern

ubernimmt le-
diglich den Austausch von Teilboxen zwischen den restlichen Prozes-
soren, die als worker fungieren und Teilboxen bearbeiten. Eine

Uber-
sicht

uber das Arbeitsprinzip des zentralen Vermittlers gibt die Ab-
bildung 3.4.
Zu Beginn des Algorithmus wird in der Startphase die zu untersu-
chende Box X in p   1 Teilboxen aufgeteilt und auf die worker ver-
teilt. Anschlieend wird auf den p  1 workern eine reelle lokale Opti-
mierung ausgehend vom Mittelpunkt der jeweiligen Teilbox gestartet,
um zun

achst lokal auf jedem Prozessor eine gute obere Schranke
e
f
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~
P1 P2 P3
f
>= max
Vermittler (ZV)
zentraler
Anfrage
Worker
sortierte Listen
Abbildung 3.4: Arbeitsprinzip des zentralen Vermittlers
f

ur das globale Minimum zu nden. Die beste dieser p   1 oberen
Schranken wird dann an alle worker verteilt. In der nachfolgenden
Berechnungsphase bearbeitet jeder worker seine lokale Arbeitsliste L
unter Verwendung der Bestensuche. worker , bei denen die Arbeitsliste
stark angewachsen ist, versenden

ubersch

ussige Boxen an den zentra-
len Vermittler. Dazu verwaltet der zentrale Vermittler eine Steuer-
variable max, die im Laufe der Berechnung ge

andert werden kann.
Hat ein worker mehr als max Teilboxen in seiner Arbeitsliste L, so
verschickt er die H

alfte seiner Teilboxen (jedoch nicht mehr als max-
send) an den zentralen Vermittler. Dieser f

ugt die erhaltenen Boxen
in seine Vorratsliste ein. Umgekehrt fordern worker , deren Arbeits-
liste leer geworden ist, neue zu bearbeitende Boxen beim zentralen
Vermittler an. Auch bei diesem Verfahren mit verteilten Arbeitslisten
besteht wiederum das Problem, m

oglichst rasch auf allen Prozessoren
die beste obere Schranke f

ur das globale Minimum
e
f zur Verf

ugung
zu stellen. Dies geschieht hier mit Hilfe eines asynchronen Broadcast
Kommandos.
In der Arbeit von Berner sind eine groe Anzahl von Testproblemen
auf einer Connection Machine CM5 mit bis zu 32 Prozessoren un-
tersucht worden. F

ur Probleme mit groer Laufzeit (serielle Laufzeit
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zwischen 2000 und 19000 Sek.) wurde bis auf eine Ausnahme ein zu-
friedenstellender, leicht

uberlinearer Speedup erreicht. Bei Problemen
mit mittlerer Laufzeit (serielle Laufzeit zwischen 100 und 1000 Sek.)
wurde schon auf 16 Prozessoren f

ur zwei von sieben untersuchten Pro-
blemen kein linearer Speedup mehr erreicht. Bei 32 Prozessoren lag
die erzielte Ezienz zwischen 43% und 115%, in vier von sieben Pro-
blemen wurde

uberlinearer Speedup erzielt. F

ur kleinere Probleme
mit einer seriellen Laufzeit von unter 100 Sek. wurde meist kein guter
Speedup erzielt, im ung

unstigsten Fall lag die Ezienz bei 32 Pro-
zessoren nur bei etwa 18%. Die serielle Laufzeit dieses Problems lag
allerdings auch nur bei 4.7 Sek., der zus

atzliche Verwaltungsaufwand
f

ur den parallelen Algorithmus macht sich hier nat

urlicherweise stark
bemerkbar.
Da f

ur die Arbeit ein Parallelrechner mit nur 32 Prozessoren zur
Verf

ugung stand, l

at sich leider keine unmittelbare Aussage

uber die
Skalierbarkeit des Algorithmus des zentralen Vermittlers treen. An-
zunehmen ist jedoch, da ab einer gewissen Prozessorzahl (diese wird
sicher gr

oer sein als die f

ur die master-slave-Verwaltung) auch hier
ein Blockadeeekt beim zentralen Vermittler eintreten wird, da zu
viele Anfragen gleichzeitig an den zentralen Vermittler gerichtet wer-
den. Berner schl

agt zur L

osung dieses Problems eine Aufteilung des
Parallelrechners in Cluster vor, die jeweils

uber einen eigenen zentra-
len Vermittler verf

ugen. Die Cluster wiederum k

onnten durch einen

ubergeordneten zentralen Vermittler miteinander kommunizieren.
3.3.2 Ein neuer, vollst

andig verteilter paralleler Algo-
rithmus
In diesem Abschnitt wird ein neuer, vollst

andig verteilter paralleler Algo-
rithmus zur globalen Optimierung mit Ergebnisverikation vorgestellt. Die-
ser Algorithmus basiert einerseits auf dem in Abschnitt 3.2.9 vorgestellten
neuen seriellen Algorithmus und andererseits auf dem in Abschnitt 2.4.3 dar-
gestellten parallelen Algorithmus zur Lastverteilung f

ur Branch and Bound .
Der parallele Algorithmus l

auft dabei in 4 Phasen ab:
1. Startphase: Aufteilung der Startbox X auf die Prozessoren
2. Berechnungsphase: Bearbeitung von Teilboxen und Lastausgleich
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3. Sammlungsphase: Bei abgearbeiteter Arbeitsliste werden entweder
Teilboxen von den Nachbarprozessoren empfangen oder die Arbeit be-
endet
4. Endphase: Abgleich der
e
f , Zusammenfassen der L

osungslisten
Die einzelnen Phasen des Algorithmus werden in den nachfolgenden Ab-
schnitten beschrieben. Zun

achst m

ussen jedoch noch einige Bezeichnungen
deniert werden.
3.3.2.1 Voraussetzungen und Bezeichnungen f

ur den parallelen
Algorithmus, Kommunikationsroutinen
Bei der Beschreibung und Implementierung des parallelen Verfahrens wird
von den folgenden Voraussetzungen ausgegangen und es werden die folgen-
den Bezeichnungen verwendet:
Das Verfahren wird implementiert auf einem Parallelrechner mit p Prozes-
soren p
1
; : : : ; p
p
. Alle Prozessoren des Parallelrechners k

onnen etwa gleich
schnell mit einander kommunizieren. Auf dem in dieser Arbeit verwendeten
Parallelrechner IBM RS/6000 SP wird dies durch den SP-Switch erm

oglicht.
Der SP-Switch ist ein mehrstuges Netzwerk, das aus 4 4 bidirektionalen
Crossbar-Switches aufgebaut ist. Die meisten der modernen Parallelrech-
ner verf

ugen

uber eine

ahnliche Hardwareunterst

utzung. Ist dies nicht der
Fall (z.B. Transputersysteme), ist der Algorithmus aber leicht adaptierbar,
da jeder Prozessor w

ahrend der Berechnungsphase nur mit seinen Nach-
barn kommuniziert. Lediglich in der Startphase und in der Endphase des
Algorithmus ist die Kommunikation mit einem besonders ausgezeichneten
I/O-Prozessor notwendig.
Wie unter der in dieser Arbeit verwendeten Kommunikationsbibliothek
MPI (vgl. Abschnitt 2.5.2)

ublich, l

auft auf jedem Prozessor das gleiche
Programm ab. Zur Unterscheidung zwischen den einzelnen Prozessoren
ist die Nummer des eigenen Prozessors durch die globale Variable myid
(1  myid  p) bezeichnet. F

ur die Ein- und Ausgabe von Daten wird Pro-
zessor p
1
verwendet. Die Startbox X liege zu Beginn auf jedem Prozessor
vor. Zum Schlu der Berechnung werden die Ergebnisse auf p
1
zusammen-
gefat und ausgegeben.
Der Lastverteilungsalgorithmus 3.25 verwendet zum Lastausgleich k Nach-
barn ~p
1
; : : : ; ~p
k
, deren jeweils zuletzt bekannte Last in den Variablen
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w
1
; : : : ; w
k
gespeichert wird. Die eigene aktuelle Last von Prozessor myid
wird in der Variablen w
own
gespeichert, die eigene Last aus dem vorigen
Lastverteilungsschritt in w
old
. Die Last w(p) eines Prozessors p wird de-
niert als die L

ange seiner Arbeitsliste L:
w(p) := Length(L):
Einige Anweisungen m

ussen nur auf dem I/O-Prozessor p
1
ausgef

uhrt wer-
den. Diese Anweisungen werden durch ein vorangestelltes M: gekennzeich-
net. Im konkreten Programm sind sie durch eine Anweisung der Form
if (myid = 1) then . . .
zu realisieren.
In der Beschreibung des Algorithmus verwenden wir noch die aus der Pro-
grammiersprache C entlehnte abk

urzende Schreibweise f

ur die Inkrementie-
rung bzw. Dekrementierung einer ganzzahligen Variablen i:
i++  i := i + 1
i--  i := i   1
Der parallele Algorithmus verwendet die folgenden globalen Variablen:
w
own
; w
old
; w;;
up
;
down
, min.weight: Diese Variablen sind weiter oben
beschrieben.
fertig: Boolesche Variable; zeigt an, ob alle Prozessoren ihre Arbeit beendet
haben.
abgemeldet: Boolesches Feld (nur auf dem I/O-Prozessor); zeigt an, welche
Prozessoren bereits fertig sind.
Parallel zum Algorithmus f

ur die globale Optimierung l

auft auf jedem Pro-
zessor der Kontrollproze (Algorithmus 2.2). Alle 0.1 Sekunden werden neue
Werte f

ur 
up
;
down
und  ermittelt. Die daf

ur notwendige Berechnung
von av.prob und av.weights sowie die Anpassung von prob und weights
ist nachfolgend aus Gr

unden der

Ubersichtlichkeit weggelassen. Nach der
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Beschreibung in Abschnitt 2.4.3 sollte aber eindeutig sein, wo die entspre-
chenden Anweisungen einzuf

ugen sind.
Zur Unterscheidung werden Nachrichten beim Versenden (durch Send()) an
einen Prozessor i mit einer Kennzeichnung tag versehen. Beim Empfan-
gen (durch Recv()) mu das passende tag angegeben werden. Im parallelen
Algorithmus werden die folgenden tags verwendet:
COLLECT: Versenden der L

osungsliste an den I/O-Prozessor p
1
.
NEWSOLUTION: Versenden eines verbesserten
e
f an die Nachbarprozesso-
ren.
REQUEST: Anforderung von Arbeit (=Teilboxen) von den Nachbarprozes-
soren.
WORK: Versenden von Teilboxen an die Nachbarprozessoren.
INFORM: Information

uber die eigene Lastsituation an die Nachbarprozes-
soren.
INFORMACK: Best

atigung der Wiederanmeldung eines Nachbarprozes-
sors.
FINAL: Abmelden bei den Nachbarprozessoren, falls Arbeitsliste L leer ist.
FINALACK: Best

atigung der Abmeldung eines Nachbarprozessors.
GOODBYE: Endg

ultige Abmeldung an den I/O-Prozessor p
1
.
GOODBYEACK: Best

atigung der Abmeldung durch den I/O-Prozessor p
1
.
Auf dem in dieser Arbeit verwendeten Parallelrechner IBM RS/6000 SP ist
das Versenden einer Nachricht mittels MPI Send() gepuert. Dies bedeutet,
da MPI Send() bereits terminiert, auch wenn auf dem Empfangsprozessor
noch kein passendes MPI Recv() aufgerufen wurde. Stattdessen wird die zu

ubersendende Nachricht in einen Zwischenspeicher kopiert, aus dem dann
MPI Recv() auf dem Empfangsprozessor liest.
In der Beschreibung des parallelen Algorithmus verwenden wir einige Kom-
munikationsroutinen, die sich mit MPI leicht realisieren lassen. Sie sind
nachfolgend kurz beschrieben.
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GlobalesMin(r): Bestimmt das globale Minimum der auf jedem Prozessor
p
i
vorhandenen Variablen r und liefert dies in r zur

uck. Die Funkti-
on kehrt erst zur

uck, wenn alle Prozessoren GlobalesMin() aufgerufen
haben. Diese Funktion ist leicht mit MPI Allreduce() aus der MPI-
Bibliothek zu realisieren.
TestMsg(i; tag): Testet, ob eine Nachricht mit der Kennzeichnung tag von
Prozessor i darauf wartet, empfangen zu werden. Falls dies der Fall
ist, liefert TestMsg() das boolesche Ergebnis true, andernfalls false.
TestMsg() ist also nicht blockierend. F

ur den Test auf Empfangsbe-
reitschaft einer beliebigen Nachricht von einem beliebigen Prozessor
kann tag := any bzw. i := any eingesetzt werden. Diese Funktion ist
leicht mit MPI Iprobe() aus der MPI-Bibliothek zu realisieren.
3.3.2.2 Startphase: Aufteilung der Startbox, Initialisierung
Aufteilung der Startbox X auf p Prozessoren. Zu Beginn des Algo-
rithmus mu jeder der p Prozessoren eine separate Teilbox X
i
; i = 1; : : : ; p
der StartboxX zugeteilt bekommen. Jeder Prozessor p
i
beginnt dann paral-
lel mit der Bearbeitung von X
i
. Nach einer ersten Berechnungsphase ndet
dann der im folgenden Abschnitt beschriebene Lastausgleich statt.
Die Aufteilung von X ndet parallel auf allen Prozessoren statt. Zu Beginn
versendet Prozessor p
1
per Broadcast die Startbox X an jeden Prozessor.
Jeder Prozessor bestimmt dann die f

ur ihn bestimmte Teilbox X
i
nach
folgendem Schema:
Um auch f

ur Prozessorzahlen p, die keine Zweierpotenz sind, eine sinnvol-
le Aufteilung zu nden, wird zun

achst eine Zerlegung von p durchgef

uhrt:
p = 2
l
 r; 26 j r; l  0. Ist r = 1, so wird r = 2 gesetzt und l um eins
verringert. Auf allen Prozessoren wird dann parallel die Gradientenauswer-
tung rF (X)

uber der Startbox X und anschlieend ein Sortierungsvektor
s = (s
1
; : : : ; s
n
) f

ur die optimalen Teilungsrichtungen (vgl. Abschnitt 3.2.5)
bestimmt. Die KomponenteX
s
1
wird dann zun

achst r-mal geteilt, die weite-
ren KomponentenX
s
2
bisX
s
l
werden halbiert. Ist l > n, so wird an entspre-
chender Stelle wieder bei der Komponente X
s
1
angefangen. Abbildung 3.5
verdeutlicht die Situation f

ur n = 2 und p = 24 = 3  2
3
. Komponente X
s
1
wird in sechs (3  2) gleiche Teile geteilt, Komponente X
s
2
in vier (2  2).
Der nachfolgend abgedruckte Algorithmus 3.15 bestimmt die dem Prozes-
sor p
i
zugeordnete Teilbox X
i
. Die Funktion BerechneStartbox() liefert die
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Abbildung 3.5: Aufteilung der Startbox X (n = 2; p = 24)
Teilbox X
i
in der

ubergebenen Variablen X zur

uck. In Schritt 4 werden
die Anzahl t
i
der Teile f

ur Komponente X
s
i
bestimmt. Im Beispiel ist also
t
1
= 6 und t
2
= 4. Anschlieend wird in Schritt 6 die Position pos
i
der
Box X
i
in jeder Komponente berechnet. Im Beispiel ist f

ur die Box X
17
die
Position pos
1
= 5 und pos
2
= 3. Zum Schlu wird in Schritt 7 X
i
bestimmt.
Die relativ komplizierte iterative Berechnungsweise von X
i
in Schritt 7 ist
damit zu begr

unden, da kein Teil der Startbox X durch Rundungsfehler
verloren gehen darf. Umgekehrt mu auch X
i
\X
j
=  f

ur i 6= j gelten,
falls X
i
und X
j
keine Nachbarn sind. Andernfalls (X
i
und X
j
benachbart)
mu d(X
i
\X
j
) = 0 gelten. Aus diesen Gr

unden scheidet eine vereinfachte
Berechnung wie W := [X
i
+ h  (pos
i
  1); X
i
+ h  pos
i
] aus.
Algorithmus 3.15: BerechneStartbox(X)
Aufteilung der Startbox
1. for i := 1 to n do t
i
:= 1; pos
i
:= 1;
2. Bestimme l; r mit p = 2
l
 r; k := 1; OptKompSort(X;rF (X); s);
3. if (r > 2) then t
1
:= r; k := 2;
4. while (l > 0) do
a. if (k > n) then k := 1;
b. t
k
:= 2t
k
; k := k + 1; l := l   1;
5. l := n; k := myid  1;
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6. for i := 1 to n do
a. if (t
i
= 1) then exit
for
;
b. l := l=t
i
; pos
i
:= 1 + (k=l); k := k mod l;
7. for j := 1 to n do
a. i := s
j
; if (t
j
= 1) then next
j
;
b. h := d(X
i
)=t
i
; ub := X
i
; W := [X
i
; X
i
+ h];
c. for m := 2 to pos
j
do
if (m < t
j
) then W := [W;W + h]; else W := [W;ub];
d. X
i
:= W ;
8. return X;
Initialisierung. Die Startphase f

ur den parallelen Algorithmus wird
durch die nachfolgend beschriebene Funktion StartGO() (Algorithmus 3.16)
realisiert. Zun

achst wird auf jedem Prozessor die ihm zugeordnete Teilbox
der StartboxX bestimmt.Durch eine Funktionsauswertung amMittelpunkt
sowie durch den anschlieenden Aufruf von GlobalesMin() steht dann auf je-
dem Prozessor eine brauchbare obere Schranke
e
f f

ur das globale Minimum
zur Verf

ugung. Anschlieend werden die globalen Variablen initialisiert.
Algorithmus 3.16: StartGO(X;
e
f)
Startphase f

ur den parallelen Algorithmus
1. BerechneStartbox(X); c := m(X);
e
f := F (c); GlobalesMin(
e
f );
2. fertig := false; w
own
:= 1; for i := 1 to k do w
k
:= 1;
3.  := 0:1; 
up
:= 0:1; 
down
:= 0:1; min:weight := 5;
4. M: for i := 1 to p do abgemeldet
i
:= false;
5. return X;
e
f ;
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3.3.2.3 Berechnungsphase: Bearbeitung von Teilboxen, Lastaus-
gleich
Verteilen von
e
f . Wird auf einem Prozessor p
i
eine verbesserte obere
Schranke
e
f f

ur das globale Minimum gefunden, so mu diese so schnell wie
m

oglich allen Prozessoren bekannt gemacht werden, damit auf den anderen
Prozessoren keine Teilboxen unn

otig bearbeitet werden oder die Arbeits-
listen L zu stark anwachsen. Dazu werden im parallelen Algorithmus die
beiden nachfolgend beschriebenen Routinen EmpfangeFmax() und Vertei-
leFmax() verwendet.
Algorithmus 3.17: EmpfangeFmax(
e
f; i)
Empfangen eines besseren
e
f von einem Nachbarprozessor p
i
1. while (TestMsg(i := any ;NEWSOLUTION)) do
a. Recv(p
i
;NEWSOLUTION; r);
b. if (r <
e
f) then
e
f := r;
2. return
e
f ; i;
Die nachfolgend beschriebene Funktion VerteileFmax() (Algorithmus 3.18)
dient sowohl zum Verteilen einer selbst gefundenen besseren oberen Schran-
ke
e
f f

ur das globale Minimum an alle Nachbarprozessoren als auch zur
Weiterleitung an vom Ursprungsprozessor noch nicht informierte Nachbar-
prozessoren.
Algorithmus 3.18: VerteileFmax(
e
f; i)
Verteilen eines besseren
e
f an Nachbarprozessoren
1. if (i = myid) then for j := 1 to k do
Send(~p
j
;NEWSOLUTION;
e
f );
else for j := 1 to k do
if (~p
j
ist nicht Nachbar von p
i
) then
Send(~p
j
;NEWSOLUTION;
e
f);
Lastausgleich zwischen den Prozessoren in der Berechnungsphase.
In der Berechnungsphase des parallelen Algorithmus, solange also die eige-
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ne Arbeitsliste L nicht leer ist, ndet nach jeder Behandlung einer Teilbox
Y durch BearbeiteBox() (Algorithmus 3.14) ein Lastausgleich zwischen den
Nachbarprozessoren statt. Die Beschreibung des Lastverteilungsalgorithmus
gliedert sich in zwei Teile: Die Funktion BearbeiteNachrichtLV() behandelt
eintreende Nachrichten von einem Nachbarprozessor p
i
. Das Arbeitsprin-
zip dieser Funktion entspricht im wesentlichen dem in Kapitel 2 beschriebe-
nen Algorithmus 2.1. Dort sind auch weitere Erl

auterungen zu nden. Zum
urspr

unglichen Algorithmus hinzugekommen sind hier noch weitere Kenn-
zeichnungen (tags) von Nachrichten zur korrekten Abmeldung der Prozes-
soren untereinander. Diese tags m

ussen nat

urlich entsprechend behandelt
werden. Die verwendete Methode zur Abmeldung aller Prozessoren unter-
einander ist genauer im n

achsten Abschnitt erl

autert.
Algorithmus 3.19: BearbeiteNachrichtLV(L;
b
L;
e
f; i; tag; j)
Bearbeitung einer Nachricht im Lastverteilungsalgorithmus
1. if (tag = REQUEST) then
a. Recv(p
i
;REQUEST;m); w
j
:= m;
b. if (m < w
own
 (1 ) and w
own
> min.weight) then
A. (Y; F
Y
) := Head(L); L := L  (Y; F
Y
);
B. Send(p
i
;WORK; Y; F
Y
); w
own
--; w
j
++;
2. if (tag = WORK) then
a. Recv(p
i
;WORK; V; F
V
); if (w
j
> 0) then w
j
--;
b. if (F
V
<
e
f ) then
w
own
++; Send(p
i
;REQUEST; w
own
); L := L+ (V; F
V
);
3. if (tag = INFORM) then
a. Recv(p
i
; INFORM;m);
b. if (m =  1) then m := 1; Send(p
i
; INFORMACK; w
own
);
c. w
j
:= m; Send(p
i
;REQUEST; w
own
);
3.3 Paralleler Algorithmus 117
4. if (tag = FINAL) then
a. Recv(p
i
;FINAL);
b. if (w
own
> 1) then
A. (Y; F
Y
) := Head(L); L := L  (Y; F
Y
);
B. Send(p
i
;WORK; Y; F
Y
); w
own
:= w
own
  1; w
j
:= 1;
else w
j
=  1; Send(p
i
;FINALACK; w
own
);
5. if (tag = FINALACK) then Recv(p
i
;FINALACK;m); w
j
:= m;
6. M: if (tag = GOODBYE) then
a. Recv(p
i
;GOODBYE;m); abgemeldet
i
:= m;
b. if (8j : abgemeldet
j
= true) then for j := 1 to k do w
j
:=  1;
7. if (tag = COLLECT) then
a. EmpfangeL

osung(i;
b
L;
e
f ); abgemeldet
i
:= true;
b. if (p
i
ist Nachbar von p
1
) then w
j
:=  1;
c. Mittelpunktstest(L;
e
f ); w
own
:= Length(L);
8. if (tag = NEWSOLUTION) then
a. Recv(p
i
;NEWSOLUTION; r);
b. if (r <
e
f ) then
A.
e
f := r; VerteileFmax(
e
f ; i);
B. Mittelpunktstest(L;
e
f ); w
own
:= Length(L);
9. return (L;
b
L;
e
f );
Der zweite Teil des Lastverteilungsalgorithmus ist die Funktion LastVertei-
lung(). Zu Beginn wird die Anfrage nach Teilboxen an die Nachbarn gerich-
tet, falls entweder die eigene Last stark abgenommen hat oder die Arbeitsli-
ste L leer ist. Anschlieend wird getestet, ob eine Nachricht von einem Nach-
barprozessor vorliegt. Ist dies der Fall, wird die Funktion BearbeiteNachricht-
LV() aufgerufen, die Nachricht entsprechend abgearbeitet und das Vorliegen
einer weiteren Nachricht

uberpr

uft. Falls die eigene Last stark angestiegen
ist und gen

ugend Teilboxen in der Arbeitsliste L vorhanden sind, werden
Teilboxen an zuf

allig ausgesuchte Nachbarprozessoren versandt, deren Last
geringer ist.
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Algorithmus 3.20: LastVerteilung(L;
b
L;
e
f)
Lastverteilung und -ausgleich zwischen den Nachbarprozessoren
1. if (w
own
< w
old
 (1 
down
) or w
own
= 0) then
for j := 1 to k do Send(~p
j
;REQUEST; w
own
);
2. while (TestMsg(i:=any, tag := any)) do
a. Bestimme j mit ~p
j
= p
i
;
b. BearbeiteNachrichtLV(L;
b
L;
e
f; i; tag; j);
3. if (w
own
> w
old
 (1 +
up
) and w
own
> min:weight) then
a. Unmark(alle Nachbarn);
b. for j := 1 to k do
A. W

ahle zuf

alligen nicht markierten Nachbarn ~p
j
; Mark(~p
j
);
B. if (w
j
< w
own
 (1 )) then
1. (Y; F
Y
) := Head(L); L := L  (Y; F
Y
);
2. Send(~p
j
;WORK; Y; F
Y
); w
j
++; w
own
--;
c. for j := 1 to k do Send(~p
j
; INFORM; w
own
);
d. w
old
:= w
own
;
4. return (L;
b
L;
e
f );
3.3.2.4 Sammlungsphase: Empfangen neuer Teilboxen oder Be-
enden der Arbeit
Da jeder einzelne Prozessor p
i
nur

uber die Lastsituation der Nachbarpro-
zessoren informiert ist, nicht jedoch

uber die Auslastung des gesamten par-
allelen Netzwerks, erfolgt die Beendigung der Arbeit in mehreren Phasen.
Dadurch wird verhindert, da einzelne Prozessoren zu fr

uh aus der Mit-
arbeit an der Berechnung ausscheiden, obwohl eventuell zu einem sp

ate-
ren Zeitpunkt wieder mehr zu untersuchende Teilboxen vorliegen. Bis zur
endg

ultigen Abmeldung beim I/O-Prozessor p
1
in der letzten Teilphase der
Abmeldung nimmt jeder Prozessor noch am Lastverteilungsalgorithmus teil,
wird also

uber die aktuelle Last der Nachbarprozessoren sowie

uber das be-
ste bekannte
e
f informiert. Wird von einem Nachbarprozessor eine Teilbox Y
zur Bearbeitung empfangen, so wird zur

uck in die Berechnungsphase (vgl.
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den vorigen Abschnitt 3.3.2.3) gesprungen und die regul

are Bearbeitung von
Teilboxen wieder aufgenommen.
Warten auf Leerlaufen der Nachbarprozessoren. In der ersten Pha-
se der Beendigung der Arbeit wird gepr

uft, ob die Nachbarprozessoren
~p
1
; : : : ; ~p
k
noch Teilboxen zur Bearbeitung vorliegen haben. Ist dies der Fall
(d.h.: 9j : w
j
> 0), so nimmt p
i
weiterhin am Lastverteilungsalgorithmus
teil. Dies wird in Schritt 4 des in Abschnitt 3.3.2.6 beschriebenen Hauptal-
gorithmus 3.25 realisiert.
Abmelden bei den Nachbarprozessoren. In der zweiten Phase der
Beendigung der Arbeit erfolgt dann ein aktives Abmelden bei den Nachbar-
prozessoren. In Abmelden() (Algorithmus 3.22) wird an jeden Nachbarpro-
zessor eine Nachricht mit der Kennzeichnung FINAL

ubersandt. Diese wird
durch FINALACK von den Nachbarprozessoren best

atigt, falls diese eben-
falls eine leere Arbeitsliste L haben. Ferner setzt der Nachbarprozessor das
entsprechende (~p
j
= p
i
) w
j
=  1. Nachbarprozessoren mit Length(L) > 1

ubersenden eine Teilbox zur Bearbeitung (vgl. Algorithmus 3.19). In diesem
Fall wird in die Berechnungsphase zur

uckgekehrt.
Die Funktion BearbeiteNachrichtAbm() (Algorithmus 3.21)

ubernimmt die
Bearbeitung von

ubersandten Nachrichten w

ahrend der Abmeldung. Im
Vergleich mit der Funktion BearbeiteNachrichtLV(), die

ubersandte Nach-
richten w

ahrend der Berechnungsphase bearbeitet, entfallen hier einige An-
weisungen, die Teilboxen an Nachbarprozessoren versenden (Arbeitsliste L
ist leer). Daf

ur mu hier zus

atzlich noch das Abmelden und das eventuelle
Wiederanmelden, falls doch noch von einem Nachbarprozessor eine Teilbox
zur Bearbeitung

ubersandt werden sollte, behandelt werden. Die endg

ultige
Abmeldung darf erst dann erfolgen, wenn dies von allen Nachbarprozes-
soren durch

ubersenden einer Nachricht mit der Kennzeichnung FINAL-
ACK best

atigt ist. Dazu wird ein boolescher Vektor abm ack verwendet.
Falls doch eine Wiederanmeldung erfolgt, wird eine entsprechende Nach-
richt (tag = INFORM mitWert  1) an alle Nachbarprozessoren

ubersandt.
Dieses Wiederanmelden wird ebenfalls durch INFORMACK best

atigt und
in der entsprechenden Komponente des booleschen Vektors anm ack ab-
gespeichert. Auerdem wird eine Wiederanmeldung dem I/O-Prozessor p
1
bekannt gemacht (Nachricht mit Kennzeichnung GOODBYE und Inhalt
false).
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Algorithmus 3.21: BearbeiteNachrichtAbm(L;
b
L;
e
f ; i; tag; j)
Bearbeitung einer Nachricht w

ahrend der Endphase
1. if (tag = FINAL) then
Recv(p
i
;FINAL); w
j
=  1; Send(p
i
;FINALACK; w
own
);
2. if (tag = FINALACK) then
Recv(p
i
;FINALACK;m); w
j
:= m; abm ack
j
:= true;
3. if (tag = NEWSOLUTION) then
a. Recv(p
i
;NEWSOLUTION; r);
b. if (r <
e
f ) then
e
f := r; VerteileFmax(
e
f ; i);
4. if (tag = WORK) then
a. Recv(p
i
;WORK; V; F
V
); abm ack
j
:= true;
b. if (w
j
> 0) then w
j
--;
c. if (F
V
<
e
f ) then
A. if (w
own
< 0) then w
own
:= 1; else w
own
++;
B. L := L + (V; F
V
);
C. if (w
own
= 1) then
1. Send(p
1
;GOODBYE; false);
2. for j := 1 to k do
anm ack
j
:= false; Send(~p
j
; INFORM; 1);
5. if (tag = INFORM or tag = REQUEST) then
a. Recv(p
i
; tag;m);
b. if (m =  1) then m := 1; Send(p
i
; INFORMACK; w
own
);
c. w
j
:= m; Send(p
i
;REQUEST; w
own
);
6. if (tag = INFORMACK) then
Recv(p
i
; INFORMACK;m); w
j
:= m; anm ack
j
:= true;
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7. if (tag = COLLECT) then
a. EmpfangeL

osung(i;
b
L;
e
f ); abgemeldet
i
:= true;
b. if (p
i
ist Nachbar von p
1
) then w
j
:=  1;
8. if (tag = GOODBYEACK) then
a. Recv(p
i
;GOODBYEACK); fertig := true;
b. for j := 1 to k do w
j
:=  1;
9. M: if (tag = GOODBYE) then
a. Recv(p
i
;GOODBYE;m); abgemeldet
j
:= m;
b. if (8j : abgemeldet
j
= true) then
fertig := true; for j := 1 to k do w
j
:=  1;
10. return (L;
b
L;
e
f );
Die nachfolgend beschriebene Funktion Abmelden() (Algorithmus 3.22) rea-
lisiert die zuvor beschriebene zweite Phase der Abmeldung in Schritt 2 und
den nachfolgenden Schritten. Allen Nachbarprozessoren wird eine Nach-
richt mit der Kennzeichnung FINAL

ubersandt. Anschlieend wird auf die
Best

atigung durch die Nachbarprozessoren gewartet bzw. neue Arbeit emp-
fangen.
Endg

ultiges Abmelden beim I/O-Prozessor p
1
. Die dritte Phase der
Beendigung der Arbeit wird dann in Schritt 6 eingeleitet: An den I/O-
Prozessor p
1
wird eine Nachricht mit der Kennzeichnung GOODBYE und
dem Inhalt true gesendet. Erst wenn p
1
von allen Prozessoren eine derartige
Nachricht erhalten hat, versendet p
1
eine Nachricht mit der Kennzeichnung
GOODBYEACK an alle Prozessoren. Daraufhin beenden alle Prozessoren
die Sammlungsphase und beginnen mit der im nachfolgenden Abschnitt
beschriebenen Endphase, dem Sammeln der L

osungslisten auf dem I/O-
Prozessor p
1
.
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Algorithmus 3.22: Abmelden(L;
b
L;
e
f )
Endphase des parallelen Algorithmus
1. w
own
=  1;
2. for i := 1 to k do
Send(~p
i
;FINAL); abm ack
i
:= false; anm ack
i
:= true;
3. while (9i : abm ack
i
= false or 9i : anm ack
i
= false) do
a. if (TestMsg(i:=any, tag := any)) then
A. Bestimme j mit ~p
j
= p
i
;
B. BearbeiteNachrichtAbm(L;
b
L;
e
f; i; tag; j);
4. if (L 6= fg) then return L;
b
L;
e
f ;
5. if (
k
max
i=1
w
i
 0) then goto 3.a;
6. if (myid 6= 1) then if (not fertig) then
Send(p
1
;GOODBYE; true); goto 3.a;
else
a. abgemeldet
1
:= true;
b. if (9i : abgemeldet
i
= false) then goto 3.a;
else for i := 2 to p do Send(p
i
;GOODBYEACK);
7. return L;
b
L;
e
f ;
3.3.2.5 Endphase: Einsammeln der L

osungen auf dem I/O-
Prozessor
Bevor im n

achsten Abschnitt der vollst

andige parallele Algorithmus be-
schrieben wird, geben wir nachfolgend zwei in der Endphase des parallelen
Algorithmus ben

otigte Funktionen zum Einsammeln der L

osungen auf dem
I/O-Prozessor p
1
an.
Der nachfolgende Algorithmus 3.23 empf

angt w

ahrend der laufenden Be-
rechnung auf dem I/O-Prozessor p
1
eine L

osung (F und L

osungsliste L)
von einem Nachbarprozessor p
i
. Da p
i
nicht die gesamte Ausgangsbox X
bearbeitet hat, sondern zun

achst nur die ihm zugeordnete Teilbox X
i
und
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sp

ater eventuell noch andere Teilboxen, mu F nicht notwendigerweise ein
Einschlu f

ur das gesuchte globale Minimum f
?
sein. Zun

achst wird in Emp-
fangeL

osung() gepr

uft, ob F die obere Schranke
e
f auf p
1
verbessern kann.
Gilt auerdem noch (F 
e
f ), so wird die L

osungsliste L von p
i
in die lokale
L

osungsliste
b
L von p
1
eingef

ugt.
Algorithmus 3.23: EmpfangeL

osung(i;
b
L;
e
f)
Empfangen einer L

osung von Nachbarprozessor p
i
1. Recv(p
i
;COLLECT;
~
L;F );
2. if (
~
L 6= fg) then
a. if (F <
e
f ) then
e
f := F ;
b. if (F 
e
f ) then while (
~
L 6= fg) do
(Y; F
Y
) := Head(
~
L);
~
L :=
~
L   (Y; F
Y
); L := L + (Y; F
Y
);
3. return
b
L;
e
f ;
Alle Prozessoren, die nicht schon w

ahrend der Berechnungsphase des I/O-
Prozessors ihre L

osungen an den I/O-Prozessor gesandt haben, versenden
dann in der Endphase ihre L

osungen. Erst, wenn sich alle Prozessoren beim
I/O-Prozessor abgemeldet haben, kann der parallele Algorithmus durch den
nachfolgenden Verikationsschritt beendet werden.
Auch hier wird vor der Aufnahme der

ubersandten L

osungsliste L in die
lokale L

osungsliste
b
L zun

achst das

ubersandte F mit dem lokal vorliegenden
F
?
verglichen. Dieser Vergleich entscheidet dar

uber, ob L in
b
L einsortiert
wird,
b
L ersetzt, oder nicht

ubernommen wird.
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Algorithmus 3.24: SammleL

osung(
b
L;F
?
)
Sammeln der L

osungen auf I/O-Prozessor p
1
1. while (9i : abgemeldet
i
= false) do
if (TestMsg(i:=any , COLLECT)) then
a. Recv(p
i
;COLLECT; L; F ); abgemeldet
i
:= true;
b. if (F < F
?
) then next
while
;
c. if (F < F
?
) then
b
L := L; F
?
:= F ; next
while
;
d. F
?
:= [min(F ; F
?
);min(F; F
?
)];
e. while (L 6= fg) do
(Y; F
Y
) := Head(L); L := L  (Y; F
Y
);
b
L :=
b
L+ (Y; F
Y
);
2. Komprimiere(
b
L);
3. return
b
L;F
?
;
3.3.2.6 Der eigentliche parallele Algorithmus
Das Hauptprogramm, das auf allen Prozessoren parallel ausgef

uhrt wird,
ist die nachfolgend beschriebene Funktion ParalleleGlobOpt() (Algorith-
mus 3.25). Nacheinander werden die in den vorigen Abschnitten beschrie-
benen einzelnen Phasen des parallelen Algorithmus durchlaufen:
In Schritt 1 wird die Funktion StartGO(), die die Startphase realisiert, auf-
gerufen. In der Startphase wird durch die Funktionsauswertung am Mittel-
punkt der den einzelnen Prozessoren zugeordneten Teilboxen und dem an-
schlieenden Aufruf von GlobalesMin() eine gute obere Schranke
e
f f

ur das
globale Minimum f
?
bestimmt. In Schritt 2 wird dann gepr

uft, ob bereits
f

ur die ganze Teilbox Y die Bedingung
e
f < F (Y ) erf

ullt ist. Falls ja, so kann
Y keine globale Minimalstelle enthalten. In diesem Fall wird direkt mit der
Sammlungsphase (Anforderung von Arbeit von den Nachbarprozessoren) in
Schritt 4 fortgefahren.
Ansonsten folgt auf die Startphase die Berechnungsphase (Schritt 3).
Zun

achst wird die aktuelle Box Y durch den neuen seriellen Algorithmus
mittels der Funktion BearbeiteBox() behandelt. Aufgrund der numerischen
Ergebnisse f

ur den neuen seriellen Algorithmus (vgl. Abschnitt 3.2.10) wird
dabei stets der Parameter l = 4 verwendet. Nach der Bearbeitung einer
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Box wird ein Update von
e
f durchgef

uhrt sowie der Lastverteilungsalgorith-
mus 3.20 aufgerufen. Anschlieend wird die vorderste Teilbox Y aus der
Arbeitsliste L entnommen und entweder in die L

osungsliste
b
L eingef

ugt,
falls das Abbruchkriterium erf

ullt ist, oder weiter bearbeitet.
An die Berechnungsphase schliet sich die Sammlungsphase an, wenn die lo-
kale Arbeitsliste L keine Teilboxen mehr enth

alt. Zun

achst wird in Schritt 4
weiterhin so lange an der Lastverteilung teilgenommen, bis alle Arbeits-
listen der Nachbarprozessoren keine Teilboxen mehr enthalten. Anschlie-
end erfolgt das Abmelden bei den Nachbarprozessoren. Best

atigt der I/O-
Prozessor p
1
die Abmeldung bei allen anderen Prozessoren, so wird die F
?
und die L

osungsliste
b
L an den I/O-Prozessor p
1
verschickt. Sind alle L

osun-
gen eingetroen, so gibt der I/O-Prozessor p
1
das Ergebnis aus.
Algorithmus 3.25: ParalleleGlobOpt(X; ; F
?
;
b
L)
Paralleler Algorithmus zur verizierten globalen Optimierung
1. StartGO(X;
e
f); 
Newton
:= 1; Y := X; L := fg;
b
L := fg;
2. F
Y
:= F (Y ); if (
e
f < F
Y
) then w
own
:= 0; goto 4;
3. do
a.
e
f
old
:=
e
f ; BearbeiteBox(; 
Newton
; 4; Y; F
Y
;rF (Y ); L;
e
f);
b. EmpfangeFmax(
e
f
old
; src);
c. if (
e
f
old
<
e
f ) then
e
f :=
e
f
old
; VerteileFmax(
e
f; src);
d. if (
e
f <
e
f
old
) then VerteileFmax(
e
f;myid);
e. Mittelpunktstest(L;
e
f ); w
old
:= w
own
; w
own
:= Length(L);
f. LastVerteilung(L;
b
L;
e
f ); weiter := false;
g. while (L 6= fg) do
A. (Y; F
Y
) := Head(L);L := L  (Y; F
Y
);w
own
--;F
?
:= [F
Y
;
e
f ];
B. if ((d
rel
(F
?
) < ) or (d
rel
(Y ) < )) then
b
L :=
b
L+ (Y; F
Y
);
else weiter := true; exit
while
;
while (weiter);
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4. do
a.
e
f
old
:=
e
f ; EmpfangeFmax(
e
f; src);
b. if (
e
f <
e
f
old
) then VerteileFmax(
e
f; src);
c. LastVerteilung(L;
b
L;
e
f);
d. if (L 6= fg) then
(Y; F
Y
) := Head(L); L := L   (Y; F
Y
); w
own
--; goto 3;
while (
k
max
i=1
w
i
> 0);
5. Abmelden(L;
b
L;
e
f);
6. if (L 6= fg) then
(Y; F
Y
) := Head(L); L := L  (Y; F
Y
); w
own
--; goto 3;
7. Mittelpunktstest(
b
L;
e
f); (Y; F
Y
) := Head(
b
L); F
?
:= [F
Y
;
e
f ];
8. Send(p
1
;COLLECT;
b
L;F
?
);
9. M: SammleL

osungen(
b
L;F
?
); return
b
L;F
?
;
3.3.3 Numerische Ergebnisse und Ezienzbetrachtun-
gen f

ur den parallelen Algorithmus
In diesem Abschnitt werden die numerischen Ergebnisse f

ur den im vori-
gen Abschnitt beschriebenen parallelen Algorithmus vorgestellt. Es werden
Laufzeiten (in STU), die Ezienz sowie Graphiken zur Beschleunigung f

ur
die in Anhang A beschriebenen Testprobleme angegeben. Alle Testprobleme
konnten erfolgreich parallel auf 4, 8, 16, 32, 64 und 96 Prozessoren berech-
net werden. Es werden k = 4 Nachbarprozessoren im parallelen Algorithmus
verwendet. Dabei ist jeder Prozessor p
i

uber die Lastsituation seiner bei-
den Vorg

anger p
i 2
(= ~p
1
) und p
i 1
(= ~p
2
) sowie seiner beiden Nachfolger
p
i+1
(= ~p
3
) und p
i+2
(= ~p
4
) (mit entsprechendem wrap-around bei den
Randprozessoren) unterrichtet. Man kann sich also die Prozessoren wie in
einem Ring angeordnet vorstellen.
Tabelle 3.9 enth

alt Angaben zu Laufzeit und Ezienz des parallelen Al-
gorithmus f

ur 4, 8 und 16 Prozessoren. Als zus

atzliche Information ist in
Spalte 2 (
"
It
ser
\) die Iterationsanzahl (= Anzahl der Aufrufe von Bearbei-
teBox()) f

ur den seriellen Algorithmus angegeben. In Spalte 3 (
"
p = 1\) ist
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die Laufzeit t
ser
des seriellen Algorithmus abgedruckt. Die weiteren Spal-
ten enthalten die jeweiligen parallelen Laufzeiten t
par
(p) sowie die erzielte
Ezienz E(p).
Wir erkennen, da sich die Testprobleme L12, L18, G7 und G10 extrem
schlecht parallelisieren lassen. Durch die Parallelisierung erh

oht sich sogar
die Laufzeit im Vergleich mit dem seriellen Algorithmus. Begr

unden l

at
sich dieser Eekt durch die geringe Anzahl an Iterationen zur L

osung des
Testproblems. Beispielsweise ben

otigt L18 nur 45 Iterationen. Um etwa mit
p = 16 Prozessoren eine optimale Beschleunigung zu erzielen, d

urfte der
parallele Algorithmus nur ungef

ahr
45
p
 3 Iterationen auf jedem Prozessor
ben

otigen. Diese Testprobleme wurden daher mit 32, 64 und 96 Prozessoren
nicht getestet. Sie sind von den weiteren Betrachtungen ausgenommen.
Eingeschr

ankt f

ur die Parallelisierung mit einer groen Anzahl an Prozes-
soren geeignet sind die Testprobleme R4, H6, GEO1, JS und S2.7. Diese
Probleme ben

otigen zwischen 100 und 400 Iterationen im seriellen Algo-
rithmus. Bei mehr als 8 bzw. 16 Prozessoren sinkt die Ezienz stark ab, da
der parallele Algorithmus in jedem Fall etwa 15-20 Iterationen zur L

osung
eines Problems ben

otigt, der Quotient
It
ser
p
aber darunter liegt. Auch diese
Probleme wurden mit 32, 64 und 96 Prozessoren nicht mehr getestet.
Prob. It
ser
p = 1 p = 4 ( E(p)) p = 8 ( E(p)) p = 16 ( E(p))
R4 260 10.42 3.07 ( 85%) 1.77 ( 74%) 1.47 ( 44%)
L12 58 23.35 33.37 ( 17%) 26.73 ( 11%) 30.12 ( 5%)
L18 45 12.90 14.25 ( 23%) 12.72 ( 13%) 14.74 ( 5%)
G7 60 13.73 15.12 ( 23%) 15.33 ( 11%) 16.44 ( 5%)
G10 68 22.92 23.26 ( 25%) 25.28 ( 11%) 25.24 ( 6%)
GP 2781 61.49 11.73 ( 131%) 5.88 ( 131%) 3.26 ( 118%)
H6 330 25.51 8.71 ( 73%) 5.62 ( 57%) 5.39 ( 30%)
S2.14 854 10.20 3.41 ( 75%) 2.11 ( 60%) 1.51 ( 42%)
GEO1 270 13.85 4.88 ( 71%) 2.87 ( 60%) 2.54 ( 34%)
GEO2 571 28.87 6.67 ( 108%) 3.96 ( 91%) 2.43 ( 74%)
GEO3 544 27.40 5.32 ( 129%) 4.62 ( 74%) 2.90 ( 59%)
JS 223 45.71 15.78 ( 72%) 7.84 ( 73%) 8.95 ( 32%)
S2.7 110 79.49 30.43 ( 65%) 27.60 ( 36%) 21.70 ( 23%)
L3 906 273.46 54.86 ( 125%) 35.67 ( 96%) 15.21 ( 112%)
R8 553 141.63 35.97 ( 98%) 30.92 ( 57%) 40.89 ( 22%)
HM3 840 294.13 69.79 ( 105%) 40.17 ( 92%) 20.11 ( 91%)
HM4 3049 1724.53 431.15 ( 100%) 219.77 ( 98%) 109.88 ( 98%)
KOW 184820 440908.98 4370.80 (2522%) 1586.73 (3473%) 694.22 (3969%)
Tabelle 3.9: Laufzeiten (in STU) und Ezienz E(p) des parallelen Algorithmus
f

ur 4, 8 und 16 Prozessoren
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Die stark

uberlineare Beschleunigung des Testproblems KOW ist durch die
groe Reduzierung der maximalen Arbeitslistenl

ange (vgl. Tabelle 3.11) bei
der Parallelisierung zu erkl

aren. Im wesentlichen wird beim Testproblem
KOW nur Bisektion durchgef

uhrt. Daher w

achst w

ahrend eines Groteils
der Berechnung die Arbeitsliste linear an, bis die richtige L

osungsbox gefun-
den ist. Auerdem ist die verwendete Listenverwaltung (die aus der Tool-
box [21] stammt) nicht optimal implementiert. Beim Einf

ugen eines Listen-
elements mu jedesmal die gesamte Liste durchlaufen werden, dies schl

agt
bei dem Testproblem KOW dann stark zu Buche. F

ur Testprobleme, die
eine derartig groe Arbeitsliste ben

otigen, w

are eine andere Datenstruktur
f

ur die Arbeitsliste (z.B. ein balancierter Baum) geeigneter. Zu beachten ist
jedoch, da der Mittelpunktstest dann nicht mehr so ezient durchzuf

uhren
ist. F

ur kleinere Testprobleme kann sich dies sogar nachteilig in der Laufzeit
bemerkbar machen.
In Tabelle 3.10 sind die entsprechenden Laufzeit- und Ezienzangaben f

ur
die restlichen Testprobleme mit 32, 64 und 96 Prozessoren aufgef

uhrt.
Prob. It
ser
p = 1 p = 32 ( E(p)) p = 64 ( E(p)) p = 96 ( E(p))
GP 2781 61.49 1.94 ( 99%) 1.66 ( 58%) 1.45 ( 44%)
S2.14 854 10.20 2.17 ( 15%) 1.62 ( 10%) 1.62 ( 7%)
GEO2 571 28.87 2.45 ( 37%) 2.11 ( 21%) 1.55 ( 19%)
GEO3 544 27.40 1.87 ( 46%) 2.09 ( 20%) 1.94 ( 15%)
L3 906 273.46 11.65 ( 73%) 11.03 ( 39%) 13.82 ( 21%)
R8 553 141.63 31.84 ( 14%) 27.24 ( 8%) 27.24 ( 5%)
HM3 840 294.13 10.95 ( 84%) 8.37 ( 55%) 6.54 ( 47%)
HM4 3049 1724.53 59.36 ( 91%) 32.90 ( 82%) 26.20 ( 69%)
KOW 184820 440908.98 336.38 (4096%) 247.16 (2787%) 205.25 (2238%)
Tabelle 3.10: Laufzeiten (in STU) und Ezienz E(p) des parallelen Algo-
rithmus f

ur 32, 64 und 96 Prozessoren
Aus den Tabellen 3.9 und 3.10 lassen sich zwei Bedingungen an ein zu
l

osendes Problem ablesen, die eine eziente Parallelisierung erwarten lassen:
1. Der Quotient
It
ser
p
darf nicht zu klein werden. F

ur eine eziente Paral-
lelisierung m

ussen mindestens etwa 15 Iterationen auf jedem Prozessor

ubrig bleiben.
2. Der Quotient
t
ser
p
darf ebenfalls nicht zu klein werden. Start- und
Endphase des Algorithmus ben

otigen (fast) konstante Zeit, etwa 1
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STU. Die theoretisch zu erwartende optimale Laufzeit
t
ser
p
sollte daher
deutlich gr

oer sein. Auf dem verwendeten Parallelrechner entspricht
1 STU etwa 0.85 Sekunden, so da bei seriellen Laufzeiten in diesem
Bereich eine Parallelisierung sowieso noch nicht interessant ist.
Durch die Parallelisierung lassen sich auch gr

oere Probleme l

osen, die sehr
viel Speicherplatz f

ur die Arbeitsliste L ben

otigen. In Tabelle 3.11 ist ein
Vergleich der maximalen L

ange L
max
der Arbeitsliste L f

ur den seriellen
Algorithmus mit der maximalen L

ange f

ur den parallelen Algorithmus an-
gegeben. Die Zahl f

ur den parallelen Algorithmus ist dabei das Maximum
der L
max

uber alle Prozessoren hinweg ermittelt. Auf vielen Prozessoren
wird daher noch weniger Speicherplatz ben

otigt.
Prob. p = 1 p = 4 (%S.1) p = 8 (%S.1) p = 16 (%S.1)
R4 106 33 ( 31%) 14 ( 13%) 9 ( 8%)
L12 87 55 ( 63%) 66 ( 76%) 69 ( 79%)
L18 59 35 ( 59%) 35 ( 59%) 34 ( 58%)
G7 76 84 (111%) 87 (114%) 141 (186%)
G10 101 122 (121%) 119 (118%) 116 (115%)
GP 612 217 ( 35%) 142 ( 23%) 100 ( 16%)
H6 166 45 ( 27%) 26 ( 16%) 11 ( 7%)
S2.14 157 44 ( 28%) 30 ( 19%) 19 ( 12%)
GEO1 152 30 ( 20%) 17 ( 11%) 13 ( 9%)
GEO2 206 48 ( 23%) 17 ( 8%) 11 ( 5%)
GEO3 194 55 ( 28%) 31 ( 16%) 17 ( 9%)
JS 86 29 ( 34%) 8 ( 9%) 11 ( 13%)
S2.7 68 17 ( 25%) 14 ( 21%) 16 ( 24%)
L3 672 211 ( 31%) 88 ( 13%) 54 ( 8%)
R8 331 95 ( 29%) 100 ( 30%) 104 ( 31%)
HM3 615 201 ( 33%) 86 ( 14%) 53 ( 9%)
HM4 1847 930 ( 50%) 257 ( 14%) 261 ( 14%)
KOW 184820 21413 ( 12%) 12192 ( 7%) 8316 ( 4%)
P
190355 23664 ( 12%) 13329 ( 7%) 9355 ( 5%)
% ( 42%) ( 34%) ( 32%)
Tabelle 3.11: Maximale L

ange der Arbeitsliste L
In den nachfolgenden Abbildungen 3.6, 3.7, 3.8, 3.9 und 3.10 sind die er-
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reichten Beschleunigungen durch den parallelen Algorithmus f

ur die ver-
schiedenen Testprobleme dargestellt. Man erkennt, da sich nur f

ur schwere
Probleme der Einsatz von mehr als 32 Prozessoren lohnt. F

ur solche Proble-
me l

at sich auch mit 64 oder 96 Prozessoren eine deutliche Beschleunigung
erzielen.
Es zeigt sich also, da der vorgestellte parallele Algorithmus zur verizierten
globalen Optimierung f

ur schwere Probleme gut skalierbar ist.
1
2
3
4
5
6
7
8
1 2 3 4 5 6 7 8
Sp
ee
du
p
Prozessoren
R4
R8
JS
H6
GEO1
Abbildung 3.6: Beschleunigung f

ur mittelschwere Testprobleme (bis 8 Proz.)
3.3 Paralleler Algorithmus 131
0
2
4
6
8
10
12
14
16
0 2 4 6 8 10 12 14 16
Sp
ee
du
p
Prozessoren
S2.14
GEO2
GEO3
Abbildung 3.7: Beschleunigung f

ur mittelschwere Testprobleme (bis 16
Proz.)
0
10
20
30
40
50
60
70
0 10 20 30 40 50 60 70
Sp
ee
du
p
Prozessoren
L3
HM3
GP
Abbildung 3.8: Beschleunigung f

ur schwere Testprobleme (bis 64 Proz.)
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Abbildung 3.9: Beschleunigung f

ur Testproblem HM4 (bis 96 Proz.)
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Abbildung 3.10: Beschleunigung f

ur Testproblem KOW (bis 96 Proz.)
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3.3.4 L

osung eines scheinbar einfachen Optimierungs-
problems durch Parallelisierung
Bei dem in Anhang A angegebenen eindimensionalen Optimierungsproblem
WK handelt es sich bei der Zielfunktion um eine rationale Funktion f =
p
q
,
wobei p ein Polynom vom Grad 29 und q ein Polynom vom Grad 4 ist.
Die urspr

ungliche Problemstellung kommt aus dem Bereich von Funktions-
approximationen auf Rechenanlagen. Im vorliegenden Fall ist das globale
Minimum f
?
im Intervall X = [0; 64] auf einige Dezimalstellen genau einzu-
schlieen. Um dies zu erreichen, mu der Parameter  f

ur das Abbruchkri-
terium auf 10
 12
gesetzt werden. Eine Schwierigkeit dieses Optimierungs-
problems besteht darin, da f auf dem gesamten Intervall X betragsm

aig
sehr klein ist (vgl. Abb. auf S. 156). Es gilt n

amlich:
max
x2[0;64]
jf(x)j < 2  10
 15
:
f bewegt sich also im Rahmen der relativen Genauigkeit des verwendeten
IEEE-Gleitkommasystems. Daher mu zur L

osung des Optimierungspro-
blems das Ausgangsintervall X sehr fein zerteilt werden. Die Arbeitsliste L,
die die noch zu untersuchenden Teilintervalle speichert, wird also sehr lang
und belegt viel Speicher.
Dieser starke Speicherplatzverbrauch f

uhrt dazu, da mit vielen seriellen
Algorithmen zur globalen Optimierung die Laufzeiten entweder sehr lang
sind oder keine L

osung gefunden wird. Im einzelnen wurden erfolglos die
folgenden seriellen Algorithmen getestet:
1. Mit dem originalenToolbox -Algorithmus aus [20] konnte nach 24 Stun-
den Laufzeit auf einer SUN Sparcstation keine L

osung gefunden wer-
den; das Programm wurde abgebrochen.
2. Der in dieser Arbeit vorgestellte neue serielle Algorithmus wurde nach
8 Stunden Laufzeit auf einem Knoten der IBM RS/6000 SP wegen
Zeit

uberschreitung ebenfalls abgebrochen.
3. Auch mit dem in [13] implementierten Verfahren von Jansson [34]
konnte trotz Variation der Parameter keine L

osung gefunden werden:
Der Einschlu von f
?
war nicht genau genug.
4. Das Computeralgebrasystem Maple bricht mit der folgenden Fehler-
meldung ab:
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minimize(sum(p[k]*x^k , k=0..29) / sum(q[k]*x^k,k=0..4),x, 0..64);
---------
Error, (in sqrfree)
1st argument must be a polynomial over an algebraic number field
Der parallele Algorithmus zur globalen Optimierung ist jedoch in der Lage,
das scheinbar einfache eindimensionale Optimierungsproblem zu l

osen. Es
wurde die im Anhang A angegebene L

osung nach den folgenden Laufzeiten
berechnet:
1 Proz. 4 Proz. 8 Proz. 16 Proz.
> 8 Std. 48 min. 41 min. 141 min.
Man erkennt, da bereits wenige Prozessoren ausreichen, um das Problem
zu l

osen. Der Einsatz von mehr als 8 Prozessoren lohnt sich bei diesem nur
eindimensionalen Problem nicht. Entscheidend f

ur die eziente L

osbarkeit
ist der verringerte Speicherplatzbedarf f

ur die Arbeitsliste L auf den einzel-
nen Prozessoren.
Kapitel 4
Zusammenfassung und Ausblick
Zur ezienten L

osung globaler Optimierungsprobleme wurde in dieser Ar-
beit ein neuartiger Algorithmus zur verizierten globalen Optimierung auf
herk

ommlichen seriellen Rechnern und auf diesen aufbauend ein vollst

andig
verteilter und somit skalierbarer paralleler Algorithmus entwickelt. Die nu-
merischen Ergebnisse in Abschnitt 3.2.10 belegen, da durch den neuarti-
gen seriellen Algorithmus deutliche Einsparungen bei Laufzeit und Auswer-
tungsaufwand (fast doppelt so schnelle Laufzeit und mehr als halbierter Aus-
wertungsaufwand) im Vergleich zu bisherigen verizierenden Algorithmen
f

ur die globale Optimierung erzielt werden konnten. Entscheidende Merk-
male f

ur die Ezienzvorteile des neuartigen seriellen Algorithmus sind der
adaptiv gesteuerte selektive Einsatz des Intervall-Newton-Schritts zur Re-
duzierung der aufwendigen Hessematrixauswertungen der Zielfunktion, die
Verwendung eines Sortierungsvektors bei jeder Aufteilung der aktuell zu
untersuchenden Teilbox, die ge

anderte Aufteilungsstrategie (das Boxing-
Verfahren) der aktuellen Teilbox in bestimmten Situationen w

ahrend der
Berechnung sowie der Einsatz von Multisektion statt der bislang h

aug
verwendeten Bisektion.
Der in dieser Arbeit vorgestellte parallele Algorithmus zur verizierten glo-
balen Optimierung verwendet den neuartigen seriellen Algorithmus zur Be-
arbeitung von Teilboxen auf jedem Prozessor. Er ist vollst

andig verteilt
und daher gut skalierbar. Die Kommunikation mit einem zentralen I/O-
Prozessor ndet nur in der Start- und in der Endphase des parallelen Al-
gorithmus statt. Durch den Einsatz eines Arbeits- und eines Kontrollpro-
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zesses sowie einer damit verbundenen Feedback-Strategie auf jedem Pro-
zessor werden Trashing-Eekte vermieden und so eine hohe Ezienz bei
der Parallelisierung erreicht. F

ur hinreichend schwere Optimierungsproble-
me wurde eine hohe Beschleunigung bei Einsatz von bis zu 96 Prozessoren
erzielt. Durch die Parallelisierung wird die L

osung von Optimierungspro-
blemen erm

oglicht, deren L

osung auf herk

ommlichen Rechnern entweder
an zu hohem Speicherplatzbedarf oder an zu groer Laufzeit scheitert (vgl.
Testprobleme WK (Abschnitt 3.3.4), KOW und HM4). Es ist also durch
die Parallelisierung m

oglich, wesentlich schwierigere bzw. gr

oere Probleme
anzugehen als bisher.
F

ur zuk

unftige Arbeiten ist sicher eine Erweiterung des seriellen und paralle-
len Algorithmus f

ur globale Optimierungsprobleme mit Nebenbedingungen
denkbar. Zu dieser Problemstellung gibt es in der Literatur einige Arbei-
ten (z.B. in [24] oder [67]), die dabei verwendet werden k

onnen. Daneben
sind weitere Verbesserungen an einzelnen Details des seriellen Algorithmus
m

oglich. Es kann noch der Einu von verschiedenen Werten f

ur 
Box
im
Boxing-Schritt (Algorithmus 3.10) und die Unter- und Oberschranken f

ur

Newton
systematisch in einer Studie untersucht werden. F

ur die Steuerung
des selektiven Einsatzes des Intervall-Newton-Schritts ist es auch denkbar,
das jeweilige aktuelle 
Newton
und einen Indikator, ob der letzte Intervall-
Newton-Schritt erfolgreich war oder nicht, zusammen mit der aktuellen
Teilbox Y und der Unterschranke der Intervallauswertung F (Y ) in der Ar-
beitsliste abzuspeichern. Dadurch kann ein besserer Bezug zwischen dem
verwendeten 
Newton
und der untersuchten Teilbox hergestellt werden. Die-
ses Vorgehen ist jedoch recht aufwendig zu implementieren.
Globale Optimierungsprobleme mit einer nichtdierenzierbaren Zielfunkti-
on f (f kann etwa jj;min;max; if. . . then. . . else enthalten) k

onnen mit den
in dieser Arbeit beschriebenen Algorithmen nicht behandelt werden, da f

ur
die in Abschnitt 3.2.6 beschriebenen beschleunigenden Methoden die zwei-
malige Dierenzierbarkeit von f vorausgesetzt wird. Es ist zwar m

oglich, auf
diese Methoden zu verzichten, jedoch werden dann die Berechnungszeiten
wesentlich gr

oer.
Ein k

urzlich entwickelter, vielversprechender Ansatz ist die Verwendung ei-
nes Algorithmus, der auf einer Steigungsarithmetik (siehe etwa [1], [43],
[64]) sowie eines anderen Pruning-Schritts zur Verkleinerung der aktuellen
Box beruht. Dabei ist im Prinzip nur die Funktion BearbeiteBox() im seri-
ellen Algorithmus komplett auszutauschen. Der f

ur BearbeiteBox() notwen-
dige andere Pruning-Schritt ist f

ur den eindimensionalen Fall in [72] dar-
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gestellt. Eine Grundidee f

ur den Pruning-Schritt ndet sich bereits in [25].
Dort wird jedoch die dreimalige Dierenzierbarkeit der Zielfunktion voraus-
gesetzt. Der kompliziertere mehrdimensionale Fall wird in [73] behandelt.
Prinzipiell l

at sich also dieser andere serielle Algorithmus mit dem in dieser
Arbeit beschriebenen parallelen Lastverteilungsalgorithmus zu einem neuen
parallelen Algorithmus zur verizierten globalen Optimierung f

ur nichtdif-
ferenzierbare Zielfunktionen f kombinieren. Ein solches Vorgehen erscheint
recht erfolgversprechend.
Anhang A
Untersuchte Testprobleme
In dieser Arbeit wurden die nachfolgend aufgef

uhrten Standardtestprobleme
der globalen Optimierung untersucht. Neben der Angabe der Funktionsde-
nition, der Startbox X und des f

ur das Abbruchkriterium verwendeten
Parameters  werden die durch den seriellen Algorithmus 3.13 berechneten
Einschlieungen f

ur das globale Minimumund f

ur die globalen Minimalstel-
len aufgelistet.
Die behandelten Testprobleme werden nach der seriellen Laufzeit in drei
Klassen eingeteilt: Leichte, mittelschwere und schwere Testprobleme. Die
leichten Testprobleme mit einer seriellen Laufzeit von unter 10 STU wer-
den f

ur die Parallelisierung nicht untersucht, da die bereits geringe serielle
Laufzeit eine Parallelisierung nicht sinnvoll erscheinen l

at.
Alle Testprobleme nehmen ihr globales Minimum im Innern der Startbox X
an, so da eine gesonderte Randbehandlung f

ur den seriellen und parallelen
Algorithmus nicht implementiert wurde.
Alle in den Testproblemen auftretende Konstanten wurden bei der Realisie-
rung auf dem Rechner in enge Intervalle eingeschlossen. Dadurch wird das
Problem der Nichtdarstellbarkeit von bestimmten Dezimalzahlen auf dem
Rechner (z.B. 0.1) gel

ost.
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A.1 Leichte Testprobleme
S5 (n = 4, Shekel 5, vgl. [76])
f(x) =  
5
X
i=1
1
(x  A
i
)(x A
i
)
T
+ c
i
mit X = [0; 10]
4
;  = 10
 6
. Es ist
A =
0
B
B
B
B
B
B
B
B
B
@
4 4 4 4
1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7
2 9 2 9
5 5 3 3
8 1 8 1
6 2 6 2
7 3:6 7 3:6
1
C
C
C
C
C
C
C
C
C
A
und c =
0
B
B
B
B
B
B
B
B
B
@
0:1
0:2
0:2
0:4
0:4
0:6
0:3
0:7
0:5
0:5
1
C
C
C
C
C
C
C
C
C
A
:
Globales Minimum f
?
2 [-10.153206961890, -10.153199046665].
Eindeutige verizierte globale Minimalstelle enthalten in:
[4.000037152819, 4.000037152820]
[4.000133276591, 4.000133276592]
[4.000037152819, 4.000037152820]
[4.000133276591, 4.000133276592]
S7 (n = 4, Shekel 7, vgl. [76])
f(x) =  
7
X
i=1
1
(x  A
i
)(x A
i
)
T
+ c
i
mit X = [0; 10]
4
;  = 10
 6
; A; c wie bei S5.
Globales Minimum f
?
2 [-10.402940569572, -10.402939967006].
Eindeutige verizierte globale Minimalstelle enthalten in:
[4.000572916185, 4.000572916186]
[4.000689366185, 4.000689366186]
[3.999489708859, 3.999489708860]
[3.999606158858, 3.999606158859]
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S10 (n = 4, Shekel 10, vgl. [76])
f(x) =  
10
X
i=1
1
(x  A
i
)(x A
i
)
T
+ c
i
mit X = [0; 10]
4
;  = 10
 6
; A; c wie bei S5.
Globales Minimum f
?
2 [-10.536409819801, -10.536409213758].
Eindeutige verizierte globale Minimalstelle enthalten in:
[4.000746531592, 4.000746531593]
[4.000592934138, 4.000592934139]
[3.999663398040, 3.999663398041]
[3.999509800586, 3.999509800587]
SHCB (n = 2, Six-Hump-Camel-Back, vgl. [76])
-2
-1
0
1
2
x1
-2
-1
0
1
2x2
0
10
20
30
40
50
f(x) = 4x
2
1
  2:1x
4
1
+
1
3
x
6
1
+ x
1
x
2
  4x
2
2
+ 4x
4
2
mit X = [ 2; 2]
2
;  = 10
 6
:
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Globales Minimum f
?
2 [-1.031628453501, -1.031628453489].
Lokal eindeutige Minimalstellen enthalten in:
[-0.089842013101, -0.089842013100]
[ 0.712656403020, 0.712656403021]
[ 0.089842013100, 0.089842013101]
[-0.712656403021, -0.712656403020]
BR (n = 2, Branin, vgl. [76])
-4
-2
0
2
4
6
8
10
x1
0
2
4
6
8
10
12
14
x2
0
50
100
150
200
250
300
f(x) =

5

x
1
 
5:1
4
2
x
2
1
+ x
2
  6

2
+ 10

1 
1
8

cosx
1
+ 10
mit X = [ 5; 10] [0; 15];  = 10
 6
:
Globales Minimum f
?
2 [0.397887357729, 0.397887476842].
Lokal eindeutige Minimalstellen enthalten in:
[ 9.424777876996, 9.424778044874]
[ 2.474999964247, 2.475000035308]
[-3.141592653715, -3.141592653465]
[12.274999999868, 12.275000000132]
[ 3.141592349102, 3.141592956078]
[ 2.274999862723, 2.275000134528]
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RO (n = 2, Rosenbrock, vgl. [24])
-4
-2
0
2
4
x1
-4
-2
0
2
4
x2
0
20000
40000
60000
80000
f(x) = 100(x
2
  x
2
1
)
2
+ (x
1
  1)
2
mit X = [ 5; 5]
2
;  = 10
 6
:
Globales Minimum f
?
2 [0.000000000000, 6.528273647922E-009].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.999980650327, 1.000046886831]
[0.999924027806, 1.000079829876]
L8 (n = 3, Levy 8, vgl. [24])
f(x) =
2
X
i=1
(y
i
  1)
2
(1 + 10 sin
2
(y
i+1
)) + sin
2
(y
1
) + (y
3
  1)
2
mit y
i
= 1 + (x
i
  1)=4, i = 1; : : : ; 3; X = [ 10; 10]
3
;  = 10
 6
:
Globales Minimum f
?
2 [0.000000000000, 5.563910617528E-008].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.999999999964, 1.000000000047]
[0.999999781755, 1.000000103816]
[0.999999476647, 1.000000375506]
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L9 (n = 4, Levy 9, vgl. [24])
f(x) =
3
X
i=1
(y
i
  1)
2
(1 + 10 sin
2
(y
i+1
)) + sin
2
(y
1
) + (y
4
  1)
2
mit y
i
= 1 + (x
i
  1)=4, i = 1; : : : ; 4; X = [ 10; 10]
4
;  = 10
 6
:
Globales Minimum f
?
2 [0.000000000000, 1.356062808590E-009].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.999999999999, 1.000000000001]
[0.999999996044, 1.000000005221]
[0.999999987800, 1.000000014771]
[0.999999996926, 1.000000003677]
H3 (n = 3, Hartman 3, vgl. [76])
f(x) =  
4
X
i=1
c
i
exp
0
@
 
3
X
j=1
A
ij
(x
j
  P
ij
)
2
1
A
mit X = [0; 1]
3
;  = 10
 6
. Es ist
A =
0
@
3 10 30
0:1 10 35
3 10 30
0:1 10 35
1
A
; c =
0
@
1
1:2
3
3:2
1
A
und P =
0
@
0:3689 0:1170 0:2673
0:4699 0:4387 0:7470
0:1091 0:8732 0:5547
0:03815 0:5743 0:8828
1
A
:
Globales Minimum f
?
2 [-3.862782396685, -3.862782138144].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.114614338589, 0.114614338590]
[0.555648849971, 0.555648849972]
[0.852546953520, 0.852546953521]
G5 (n = 5, Griewank 5, vgl. [76])
f(x) =
5
X
i=1
x
2
i
400
 
5
Y
i=1
cos(
x
i
p
i
) + 1
mit X = [ 500; 600]
5
;  = 10
 6
.
Globales Minimum f
?
2 [0.000000000000, 2.296284273840E-010].
Eindeutige verizierte globale Minimalstelle enthalten in:
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[-2.797956627876E-014, 5.345760370691E-014]
[-3.241088631203E-013, 2.473466123897E-013]
[-2.745348605838E-013, 3.969102946159E-013]
[-1.627064571942E-013, 2.900031323211E-013]
[-1.027615695988E-013, 2.301239914230E-013]
A.2 Mittelschwere Testprobleme
R4 (n = 2, Ratz 4, vgl. [69])
-3
-2
-1
0
1
2
3
x1
-3
-2
-1 0 1 2 3x2
-0.1
0
0.1
0.2
0.3
0.4
0.5
f(x) = sin(x
2
1
+ 2x
2
2
) exp( x
2
1
  x
2
2
)
mit X = [ 3; 3]
2
;  = 10
 6
.
Globales Minimum f
?
2 [-0.106891375165, -0.106891341407].
Lokal eindeutige Minimalstellen enthalten in:
[-2.340709061516E-012, 2.188142418052E-012]
[-1.457522104702, -1.457522104700 ]
[-6.450345731293E-018, 6.833148271772E-018]
[ 1.457522104700, 1.457522104701 ]
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L12 (n = 10, Levy 12, vgl. [24])
f(x) =
9
X
i=1
(y
i
  1)
2
(1 + 10 sin
2
(y
i+1
)) + sin
2
(y
1
) + (y
10
  1)
2
mit y
i
= 1 + (x
i
  1)=4, i = 1; : : : ; 10; X = [ 10; 10]
10
;  = 10
 6
:
Globales Minimum f
?
2 [0.000000000000, 5.799987481629E-008].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.999999999999, 1.000000000001]
[0.999999984160, 1.000000016770]
[0.999998060937, 1.000001163407]
[0.999993178989, 1.000005512002]
[0.999997041454, 1.000003378170]
[0.999999903275, 1.000000133168]
[0.999999307831, 1.000000980288]
[0.999979243157, 1.000021158259]
[0.999999298681, 1.000000989185]
[0.999999971582, 1.000000032316]
L18 (n = 7, Levy 18, vgl. [24])
f(x) =
6
X
i=1
(x
i
  1)
2
(1 + sin
2
(3x
i+1
))
+(x
7
  1)
2
(1 + sin
2
(2x
7
)) + sin
2
(3x
1
)
mit X = [ 5; 5]
7
;  = 10
 6
:
Globales Minimum f
?
2 [0.000000000000, 3.332165290331E-008].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.999999999999, 1.000000000001]
[0.999999999497, 1.000000000502]
[0.999999974186, 1.000000025925]
[0.999999994400, 1.000000020113]
[0.999999951714, 1.000000063962]
[0.999999945070, 1.000000071267]
[0.999999999186, 1.000000000814]
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G7 (n = 7, Griewank 7, vgl. [76])
f(x) =
7
X
i=1
x
2
i
4000
 
7
Y
i=1
cos(
x
i
p
i
) + 1
mit X = [ 500; 600]
7
;  = 10
 6
.
Globales Minimum f
?
2 [0.000000000000, 4.870426284498E-010].
Eindeutige verizierte globale Minimalstelle enthalten in:
[-9.608257081401E-014, 1.840908551155E-013]
[-1.384435792461E-012, 1.081147680199E-012]
[-1.383567068694E-012, 1.849689824728E-012]
[-9.632417171562E-013, 1.398014597967E-012]
[-6.695596767998E-013, 1.109301418898E-012]
[-4.836738817891E-013, 9.168256533469E-013]
[-3.612046676572E-013, 7.856639702698E-013]
G10 (n = 10, Griewank 10, vgl. [76])
f(x) =
10
X
i=1
x
2
i
4000
 
10
Y
i=1
cos(
x
i
p
i
) + 1
mit X = [ 100:5; 120]
10
;  = 10
 6
.
Globales Minimum f
?
2 [0.000000000000, 5.970779426435E-013].
Eindeutige verizierte globale Minimalstelle enthalten in:
[-2.403677275192E-016, 1.917052611830E-016]
[-5.250900176840E-017, 7.674229675199E-017]
[-2.970364551520E-017, 6.414644037028E-017]
[-4.623398052481E-016, 6.181354222696E-016]
[-3.008982901168E-016, 2.572048366865E-016]
[-1.850277828224E-016, 1.436839987878E-016]
[-1.019696378388E-016, 6.465095436949E-017]
[-8.013270494205E-017, 4.523282993281E-017]
[-6.609673373134E-017, 3.369687646591E-017]
[-5.787241439041E-017, 2.776049899464E-017]
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GP (n = 2, Goldstein-Price, vgl. [76])
-2
-1
0
1
2
x1
-2
-1
0
1
2
x2
0
200000
400000
600000
800000
1e+06
f(x) = (1 + (x
1
+ x
2
+ 1)
2
(19  14x
1
+ 3x
2
1
  14x
2
+ 6x
1
x
2
+ 3x
2
2
))
(30 + (2x
1
  3x
2
)
2
(18  32x
1
+ 12x
2
1
+ 48x
2
  36x
1
x
2
+ 27x
2
2
))
mit X = [ 2; 2]
2
;  = 10
 6
.
Globales Minimum f
?
2 [2.999994916166, 3.000000000000].
Eindeutige verizierte globale Minimalstelle enthalten in:
[-2.233669574293E-014, 2.215629362647E-014]
[-1.000000000001, -0.999999999999 ]
H6 (n = 6, Hartman 6, vgl. [76])
f(x) =  
4
X
i=1
c
i
exp
0
@
 
6
X
j=1
A
ij
(x
j
  P
ij
)
2
1
A
mit X = [0; 1]
6
;  = 10
 6
. Es ist
A =
0
@
10 3 17 3:5 1:7 8
0:05 10 17 0:1 8 14
3 3:5 1:7 10 17 8
17 8 0:05 10 0:1 14
1
A
; c =
0
@
1
1:2
3
3:2
1
A
und
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P =
0
@
0:1312 0:1696 0:5569 0:0124 0:8283 0:5886
0:2329 0:4135 0:8307 0:3736 0:1004 0:9991
0:2348 0:1451 0:3522 0:2883 0:3047 0:6650
0:4047 0:8828 0:8732 0:5743 0:1091 0:0381
1
A
:
Globales Minimum f
?
2 [-3.322368011601, -3.322368011406].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.201689511006, 0.201689511007]
[0.150010691823, 0.150010691824]
[0.476873974221, 0.476873974222]
[0.275332430494, 0.275332430495]
[0.311651616600, 0.311651616601]
[0.657300534065, 0.657300534066]
S2.14 (n = 4, Schwefel 2.14 (Powell-Problem), vgl. [24])
f(x) = (x
1
+ 10x
2
)
2
+ 5(x
3
  x
4
)
2
+ (x
2
  2x
3
)
4
+ 10(x
1
  x
4
)
4
mit X = [ 4; 5]
4
;  = 10
 6
.
Globales Minimum f
?
2 [0.000000000000, 9.116034405939E-012].
Eindeutige verizierte globale Minimalstelle enthalten in:
[-0.009767841797, 0.007810273438]
[-0.028112159114, 0.015362096247]
[-0.062500000000, 0.218750000000]
[-0.062500000000, 0.078125000000]
GEO1 (n = 3, Problem aus der Geod

asie, vgl. [5])
f(x) = (
p
x
2
2
+ x
2
3
  2c
1
x
2
x
3
  s
1
)
2
+ (
p
x
2
3
+ x
2
1
  2c
2
x
3
x
1
  s
2
)
2
+
(
p
x
2
1
+ x
2
2
  2c
3
x
1
x
2
  s
3
)
2
mit X = [10
 13
; 3600] [10
 13
; 3520]
2
;  = 10
 6
. Es ist
c =
 
0:846735205
0:928981803
0:912299033
!
und s =
 
1871:1
1592:4
1471:9
!
:
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Globales Minimum f
?
2 [0.000000000000, 0.000000490132].
Lokal eindeutige Minimalstellen enthalten in:
[3575.366076116996, 3575.366080169376]
[3412.155702686035, 3412.155703252487]
[2435.715600081947, 2435.715636644915]
[2292.480355828694, 2292.480423031207]
[3225.047002750754, 3225.047005874264]
[3477.180098396315, 3477.180179431853]
GEO2 (n = 3, Problem aus der Geod

asie, vgl. [5])
f wie in GEO1 mitX = [10
 13
; 8:68][10
 13
; 9:24[10
 13
; 8:68];  = 10
 6
.
Es ist
c =
 
0:740824038
0:817119474
0:737253644
!
und s =
 
6:2
5:0
6:3
!
:
Globales Minimum f
?
2 [0.000000000000, 0.000000673087].
Lokal eindeutige Minimalstellen enthalten in:
[4.867582355232, 4.882500000001]
[8.963210764580, 8.966404457464]
[8.114632499050, 8.122808974343]
[8.280704676538, 8.287998398373]
[8.997213390334, 9.001431990829]
[5.286510262869, 5.297462488985]
[8.305905112261, 8.316128909857]
[3.256440670436, 3.285959955199]
[8.214400661052, 8.227087381797]
[8.369591916933, 8.370097642676]
[8.947839892690, 8.948115107352]
[8.150036454104, 8.151149954646]
GEO3 (n = 3, Problem aus der Geod

asie, vgl. [5])
f wie in GEO1 mit X = [10
 13
; 8:0]
3
;  = 10
 6
. Es ist
c =
 
0:766044443
0:766044443
0:766044443
!
und s =
 
5:0
5:0
5:0
!
:
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Globales Minimum f
?
2 [0.000000000000, 1.949236291669E-008].
Lokal eindeutige Minimalstellen enthalten in:
[7.307990647238, 7.311000913373]
[7.308222135889, 7.310753097465]
[7.308155051802, 7.310787539910]
[7.307333972823, 7.311712952602]
[3.886561903845, 3.890677066756]
[7.308755383472, 7.310150815954]
[3.875000000000, 3.917548731555]
[7.298833728467, 7.317465643492]
[7.297903945596, 7.319151420849]
[7.307255917141, 7.311650282286]
[7.307351000617, 7.311695924808]
[3.886647392189, 3.890608662605]
JS (n = 2, Jennrich-Sampson Problem, vgl. [58])
-1
-0.5
0
0.5
1
x1
-1
-0.5
0
0.5
1
x2
0
5e+08
1e+09
1.5e+09
2e+09
f(x) =
10
X
i=1
 
2 + 2i  
 
e
ix
1
+ e
ix
2

2
mit X = [ 1; 1]
2
;  = 10
 6
.
A.3 Schwere Testprobleme 151
Globales Minimum f
?
2 [124.362095836981, 124.362182355616].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.257825213638, 0.257825213703]
[0.257825213666, 0.257825213674]
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S2.7 (n = 3, Schwefel 2.7 (Box-3D-Problem), vgl. [24])
f(x) =
10
X
k=1

exp

 kx
1
10

 exp

 kx
2
10

 

exp

 k
10

 exp ( k)

x
3

2
mit X = [0; 5] [8; 11] [0:5; 3];  = 10
 6
.
Globales Minimum f
?
2 [0.000000000000, 0.000000770443].
Eindeutige verizierte globale Minimalstelle enthalten in:
[0.999736630376, 1.000306998085]
[9.998274141632, 10.002358153168]
[0.999881909145, 1.000138647665]
L3 (n = 2, Levy 3, vgl. [24],[49])
-10
-5
0
5
10
x1
-10
-5
0
5
10
x2
-150
-100
-50
0
50
100
150
f(x) =
5
X
i=1
i cos((i+ 1)x
1
+ i)
5
X
j=1
j cos((j + 1)x
2
+ j)
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mit X = [ 10; 10]
2
;  = 10
 6
.
Globales Minimum f
?
2 [-186.731857704102, -186.730908830976].
Lokal eindeutige Minimalstellen enthalten in:
[-7.083506407656, -7.083506407647]
[ 4.858056878859, 4.858056878861]
[-1.425128428328, -1.425128428311]
[ 5.482864206707, 5.482864206708]
[ 4.858056878851, 4.858056878869]
[ 5.482864206707, 5.482864206708]
[-0.800321100473, -0.800321100471]
[-7.708313735500, -7.708313735499]
[-7.083506407652, -7.083506407651]
[-1.425128428320, -1.425128428319]
[ 4.858056878859, 4.858056878860]
[-0.800321100472, -0.800321100471]
[-7.708313735500, -7.708313735499]
[-0.800321100472, -0.800321100471]
[ 5.482864206707, 5.482864206708]
[ 4.858056878859, 4.858056878860]
[ 5.482864206707, 5.482864206708]
[-1.425128428320, -1.425128428319]
[-0.800321100472, -0.800321100471]
[ 4.858056878859, 4.858056878860]
[-1.425128428320, -1.425128428319]
[-0.800321100472, -0.800321100471]
[-0.800321100472, -0.800321100471]
[-1.425128428320, -1.425128428319]
[-7.708313735500, -7.708313735499]
[-7.083506407652, -7.083506407651]
[-1.425128428320, -1.425128428319]
[-7.083506407652, -7.083506407651]
[ 4.858056878859, 4.858056878860]
[-7.083506407652, -7.083506407651]
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[-7.708313735500, -7.708313735499]
[ 5.482864206707, 5.482864206708]
[ 5.482864206707, 5.482864206708]
[-7.708313735500, -7.708313735499]
[-7.083506407652, -7.083506407651]
[-7.708313735500, -7.708313735499]
Bemerkung:Die Funktion Levy 3 ndet sich zuerst in [49]. Sie hat das oben
angegebene globale Minimumund 18 globale Minimalstellen. Viele Autoren
(so etwa [5], [69], [24], [33] uvm.) rechnen f

alschlicherweise mit dem ersten
Term
"
i cos((i 1)x
1
+ i)\. Diese Variante hat nur 9 globale Minimalstellen,
ein globales Minimum von  176:54. . . und ist etwas leichter zu berechnen.
R8 (n = 9, Ratz 8, vgl. [69])
f(x) =
 
sin
2


x
1
+ 3
4

+
8
X
i=1

x
i
  1
4

2

1 + 10 sin
2


x
i+1
+ 3
4

!
2
mit X = [ 10; 10]
9
;  = 10
 6
.
Globales Minimum f
?
2 [0.000000000000, 1.005638332378E-008].
Nicht verizierte globale Minimalstelle enthalten in:
[ 0.999999940395, 1.000000089407]
[ 0.999755859375, 1.000366210938]
[ 0.937500000000, 1.015625000000]
[ 0.937500000000, 1.093750000000]
[ 0.937500000000, 1.093750000000]
[ 0.937500000000, 1.093750000000]
[ 0.937500000000, 1.093750000000]
[ 0.937500000000, 1.015625000000]
[-10.000000000000, 10.000000000000]
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HM3 (n = 2, Henriksen und Madsen, vgl. [5])
-10
-5
0
5
10
x1
-10
-5
0
5
10
x2
-20
-10
0
10
20
30
f(x) =  
2
X
i=1
5
X
j=1
j sin((j + 1)x
i
+ j)
mit X = [ 10; 10]
2
;  = 10
 6
.
Globales Minimum f
?
2 [-24.062499161049, -24.062498883957].
Lokal eindeutige Minimalstellen enthalten in:
[-6.774576143439, -6.774576143438]
[-0.491390836260, -0.491390836259]
[-0.491390836260, -0.491390836259]
[ 5.791794470920, 5.791794470921]
[ 5.791794470920, 5.791794470921]
[-0.491390836260, -0.491390836259]
[-0.491390836260, -0.491390836259]
[-0.491390836260, -0.491390836259]
[-0.491390836260, -0.491390836259]
[-6.774576143439, -6.774576143438]
[-6.774576143439, -6.774576143438]
[-6.774576143439, -6.774576143438]
[ 5.791794470920, 5.791794470921]
[-6.774576143439, -6.774576143438]
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[-6.774576143439, -6.774576143438]
[ 5.791794470920, 5.791794470921]
[ 5.791794470920, 5.791794470921]
[ 5.791794470920, 5.791794470921]
HM4 (n = 3, Henriksen und Madsen, vgl. [5])
f(x) =  
2
X
i=1
5
X
j=1
j sin((j + 1)x
i
+ j)
mit X = [ 5; 5]
3
;  = 10
 6
.
Globales Minimum f
?
2 [-36.093748643631, -36.093748066516].
Eindeutige verizierte globale Minimalstelle enthalten in:
[-0.491390836260, -0.491390836259]
[-0.491390836260, -0.491390836259]
[-0.491390836260, -0.491390836259]
KOW (n = 4, Kowalik Problem, vgl. [24])
f(x) =
11
X
i=1

a
i
  x
1
b
2
i
+ b
i
x
2
b
2
i
+ b
i
x
3
+ x
4

2
mit X = [0; 0:42]
4
;  = 10
 6
. Es ist
c =
0
B
B
B
B
B
B
B
B
B
B
B
@
0:1957
0:1947
0:1735
0:1600
0:0844
0:0627
0:0456
0:0342
0:0323
0:0235
0:0246
1
C
C
C
C
C
C
C
C
C
C
C
A
und s =
0
B
B
B
B
B
B
B
B
B
B
B
@
4
2
1
0:5
0:25
1=6
0:125
0:1
1=12
1=14
0:0625
1
C
C
C
C
C
C
C
C
C
C
C
A
:
Globales Minimum f
?
2 [0.000307485965, 0.000307485988].
Eindeutige verizierte globale Minimalstelle enthalten in:
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[0.192833452973, 0.192833452992]
[0.190836237404, 0.190836240165]
[0.123117296249, 0.123117296307]
[0.135765989850, 0.135765990114]
WK (n = 1, Kr

amer Problem, vgl. [42])
-4
-2
0
2
4
6
8
10
12
*10
-16
f(x)
0 10 20 30 40 50 60x
f(x) =  
p(x)
q(x)
=  
29
X
i=0
p
i
x
i
4
X
i=0
q
i
x
i
mit X = [0; 64];  = 10
 12
. Es ist
q =
0
B
B
@
0:5882867463286834293466299376  10
11
0:3634674934656008741064237087  10
9
0:9963536031000602675027277824  10
6
0:1464341776255599539789435142  10
4
1
1
C
C
A
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und
p =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
7:629394531250000  10
 6
 1:150369644165040  10
 5
1:372280530631542  10
 5
 6:579421551577981  10
 6
1:659054419178573  10
 6
 2:521266665667100  10
 7
2:505680664436719  10
 8
 1:713721655060476  10
 9
8:330923088212047  10
 11
 2:935023067946825  10
 12
7:564193999729689  10
 14
 1:426868803614099  10
 15
1:954186293985405  10
 17
 1:910400220016202  10
 19
1:299884226135079  10
 21
 5:995712492310049  10
 24
1:876066147446556  10
 26
 4:291373306373139  10
 29
7:622481227988642  10
 32
 1:096397325341554  10
 34
1:315291857866774  10
 37
 1:344664974747858  10
 40
1:190815536452828  10
 43
 9:253132527171894  10
 47
6:374582890249432  10
 50
 3:926998956415952  10
 53
2:170989219023664  10
 56
 1:142719267106732  10
 59
3:823185031874960  10
 63
 3:691550884472599  10
 66
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
:
Globales Minimum f
?
2 [-4.66084697735E-016,-4.66081642390E-016].
Eindeutige verizierte globale Minimalstelle enthalten in:
[34.566830044610, 34.566830494243]
Anhang B
Verbesserung der
Automatischen Dierentiation
aus der Toolbox
In [21] sind C++ Klassen f

ur automatische Dierentiation zur komfortablen
Berechnung von Gradienten, Jacobimatrizen sowie Hessematrizen angege-
ben. Diese Klassen werden in dieser Arbeit in allen untersuchten Programm-
varianten verwendet. Die Funktionen zur automatischen Dierentiation sind
dabei wie folgt bezeichnet:
fEvalH(f,X,Fx): Liefert die Funktionswertseinschlieung F (X)

uber der
Box X.
fgEvalH(f,X,Fx,gFx): Liefert Einschlieungen f

ur den Funktionswert
F (X) sowie den Gradienten rF (X)

uber der Box X.
fgEvalH(f,X,Fx,gFx,hFx): Liefert Einschlieungen f

ur den Funktions-
wert F (X), den Gradienten rF (X) und die Hessematrix r
2
F (X)

uber der Box X.
Leider ist der dort angegebene C++ Programmcode nicht ezient imple-
mentiert. Dies hat insbesondere zur Folge, da die Relation der Laufzeiten
von Funktionsauswertungen (FA), Gradientenauswertungen (GA) und Hes-
sematrixauswertungen (HA) untereinander nicht stimmig und daher auch
nicht mit dem Auswertungsaufwand f

ur die Vorw

artsmethode (Ee
V
) bzw.
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R

uckw

artsmethode (Ee
R
) in

Ubereinstimmung zu bringen ist. Auerdem
sind Funktions- und Gradientenauswertung erheblich zu langsam.
F

ur die Laufzeiten t
fEvalH
; t
fgEvalH
; t
fghEvalH
sollte f

ur f : IR
n
! IR theoretisch
gelten (es wird die Vorw

artsmethode verwendet):
t
fgEvalH
 (1 + n)
| {z }
=:c
r
t
fEvalH
und t
fghEvalH


1 + n+
n(n+ 1)
2

| {z }
=:c
r
2
t
fEvalH
:
Mit dem in [21] angegebenen urspr

unglichen C++ Programm ergibt sich
jedoch f

ur je 1000 Auswertungen (Zeitangaben in Sekunden):
Prob. t
fEvalH
t
fgEvalH
t
fghEvalH
t
fgEvalH
t
fEvalH
c
r
t
fghEvalH
t
fEvalH
c
r
2
S5 22.01 23.82 28.57 1.08 5 1.30 15
H6 64.14 68.62 75.52 1.07 7 1.18 28

Ahnliche Zeitverh

altnisse ergeben sich f

ur beliebige andere Funktionen.
Gradienten- bzw. Hessematrixauswertungen sind nur unwesentlich
"
teurer\
als Funktionsauswertungen. Dies ist aus der Theorie nicht zu erwarten.
Ursache dieser ung

unstigen Zeitverh

altnisse ist

uber

ussiges Allokieren
von Speicherplatz bei Funktions- und Gradientenauswertungen. Die Datei
hess_ari.cpp mu wie folgt abge

andert werden, um das Laufzeitverhalten
zu korrigieren. Die Angabe erfolgt im diff-Format: < kennzeichnet den ur-
spr

unglichen Programmtext, > den neuen Programmtext. Ferner sind die
entsprechenden Zeilennummern angegeben.
155,156c155,156
< Resize(g,nmax);
< Resize(h,nmax);
---
> if (HessOrder > 0) Resize(g,nmax);
> if (HessOrder > 1) Resize(h,nmax);
163,164c163,164
< Resize(u.g,dim);
< Resize(u.h,dim);
---
> if (HessOrder > 0) Resize(u.g,dim);
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> if (HessOrder > 1) Resize(u.h,dim);
187c187,191
< if (nmax > 0) { f = u.f; g = u.g; h = u.h; }
---
> if (nmax > 0) {
> f = u.f;
> if (HessOrder > 0) g = u.g;
> if (HessOrder > 1) h = u.h;
> }
199c203,205
< f = x; g = 0.0; h = 0.0;
---
> f = x;
> if (HessOrder > 0) g = 0.0;
> if (HessOrder > 1) h = 0.0;
272,274c278,281
< for (int k = 1; k <= ubd; k++)
< hht[i].g[k] = (i == k) ? 1.0 : 0.0;
< hht[i].h = 0.0;
---
> if (HessOrder > 0)
> for (int k = 1; k <= ubd; k++)
> hht[i].g[k] = (i == k) ? 1.0 : 0.0;
> if (HessOrder > 1) hht[i].h = 0.0;
Nimmt man die oben beschriebenen Ver

anderungen an hess_ari.cpp vor,
so ergeben sich die folgenden Zeitverh

altnisse:
Prob. t
fEvalH
t
fgEvalH
t
fghEvalH
t
fgEvalH
t
fEvalH
c
r
t
fghEvalH
t
fEvalH
c
r
2
S5 1.49 5.19 28.57 3.48 5 19.17 15
H6 12.84 18.86 75.52 1.49 7 5.88 28
Funktionsauswertungen sind mit der neuen Programmversion erheblich
schneller (Faktor 5{15) als mit der urspr

unglichen, f

ur Gradientenauswer-
tungen ergibt sich immerhin noch ein Faktor 3{5. Auerdem werden durch
diese

Anderungen die theoretischen Zeitverh

altnisse wesentlich besser wie-
dergegeben. Exakt werden die theoretischen Zeitverh

altnisse in der Praxis
nie angenommen, da in der Theorie der Aufwand f

ur Speicherallokierung
usw. unber

ucksichtigt bleibt.
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Eine vergleichbare Unsch

onheit liegt auch in der in [20] angegebenen Pascal{
XSC Implementierung vor.
Anhang C
Zus

atzliche Funktionen zur
Verwendung von C{XSC und
MPI
Um C{XSC unter MPI verwenden zu k

onnen, war es notwendig, einige
Kommunikationsroutinen zu MPI hinzuzuf

ugen, die die zus

atzlichen Daten-
typen von C{XSC verwenden. F

ur alle real und interval Datentypen (ska-
lar, Vektor, Matrix) wurden synchrone und asynchrone Sende- und Emp-
fangsroutinen implementiert. Die Bedeutung der einzelnen Parameter ist
in Abschnitt 2.5.2 erl

autert. F

ur die skalaren Datentypen konnten inline-
Funktionen verwendet werden, z.B.:
inline friend int MPI_Send(const real& r, int dest, int tag,
MPI_Comm comm)
{
return MPI_Send((void*)&(r.z), 1, MPI_DOUBLE, dest, tag, comm);
}
Beim Empfangen von Vektor- und Matrixdaten wird wie bei der Zuweisung
in C{XSC ein implizites Resize() durchgef

uhrt.
Nachfolgend geben wir eine vollst

andige Auistung aller neu eingef

uhrten
Funktionen an:
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Synchrones Senden
int MPI_Send(const real&, int, int, MPI_Comm);
int MPI_Send(const interval&, int, int, MPI_Comm);
int MPI_Send(const rvector&, int, int, MPI_Comm);
int MPI_Send(const ivector&, int, int, MPI_Comm);
int MPI_Send(const rmatrix&, int, int, MPI_Comm);
int MPI_Send(const imatrix&, int, int, MPI_Comm);
Asynchrones Senden
int MPI_Issend(const real&, int, int, MPI_Comm, MPI_Request*);
int MPI_Issend(const interval&, int, int, MPI_Comm, MPI_Request*);
int MPI_Issend(const rvector&, int, int, MPI_Comm, MPI_Request*);
int MPI_Issend(const ivector&, int, int, MPI_Comm, MPI_Request*);
int MPI_Issend(const rmatrix&, int, int, MPI_Comm, MPI_Request*);
int MPI_Issend(const imatrix&, int, int, MPI_Comm, MPI_Request*);
Synchrones Empfangen
int MPI_Recv(real&, int, int, MPI_Comm, MPI_Status*);
int MPI_Recv(interval&, int, int, MPI_Comm, MPI_Status*);
int MPI_Recv(rvector&, int, int, MPI_Comm, MPI_Status*);
int MPI_Recv(ivector&, int, int, MPI_Comm, MPI_Status*);
int MPI_Recv(rmatrix&, int, int, MPI_Comm, MPI_Status*);
int MPI_Recv(imatrix&, int, int, MPI_Comm, MPI_Status*);
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