Summary. We give asymptotic bounds for the Gaussian measure of a small ball in terms of the hitting probabilities of a suitably chosen in nite dimensional Brownian motion. Our estimates re ne earlier works of Erickson 6].
INTRODUCTION Let
B; k k; denote a Gauss space in that ? B; k k is a Banach space which carries a centered, Gaussian measure living on the Borel { eld of B.
An old problem, which has received much recent attention, is to describe the rate at which the {measure of a small balanced ball (in B) goes to zero, as the radius of the ball decreases to zero. To make this precise, suppose p is a continuous semi{norm on B. That is, p : B 7 ! R such that * Research supported by grants from the National Science Foundation and the National Security Agency (i) For all x; y 2 B, p(x + y) 6p(x) + p(y); (ii) for all 2 R and all x 2 B, p( x) = j jp(x); (iii) whenever x ! y in B, p(x ? y) ! 0.
In particular, note that x 7 ! p(x) is a (nonnegative) continuous map from B into R + . The so{called small ball problem for consists of nding a good approximation to the following: Throughout this paper, we only deal with the case when p is transient. Rather than developing a theory for this, we de ne transience via the following technical assumption which will prevail throughout the rest of the paper: Assumption 1.1. We assume the following two conditions:
(a) p is transient in the sense that for some > We will denote by E the expectation operator corresponding to the underlying (Gaussian) probability measure P.
It will be convenient to write our results in terms of the {Ornstein-Uhlenbeck process O Remark. (1 + ")r for any " > 0. In such cases, p decays exponentially fast. Therefore, Theorem 1.2 is an essential improvement.
A re nement of Theorem 1.2 is proved in Section 2. Section 3 contains an explicit application. The methods of the latter section can be combined with those of 6] to provide a host of other examples.
THE MAIN ESTIMATE
In this section, we provide bounds for the probability that O hits a small ball in terms of the small ball probability p de ned by (1.1). The main result of this section is the following probability estimate: where the in mum is taken over all f 2 B which satisfy p(f) 6 r. The rest of the proof follows from stationarity and the strong Markov property at time (r), viz., where the in mum is taken over all f 2 B with p(f) 6 r. From here, we can apply a classical argument going back at least to Erd} os 5], and only provide its outline. Let C i (1 6 i 6 9) denote some unimportant constants. When n 6 log k, p t n+k =(t n+k ? t k ) n+k 6 C 1 n ?1=2 , which implies P(E k \ E n+k ) 6 C 2 P(E k ) exp(?C 3 n =2 ):
For log k < n < (log k) 2 , we have t n+k =(t n+k ? t k ) 6 C 4 , which yields P(E k \ E n+k ) 6 C 5 P(E k ) exp(?C 6 log k) 6 C 5 P(E k ) exp(?C 6 p n): (3:7)
Finally, if n >(log k) 2 , then t n+k =(t n+k ? t k ) 6 1 + C 7 (log(n + k))=n. Hence 
