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Introduction
The standards for image quality have increased significantly over the past decade and will continue to do so for years to come. Present-day print engines are required to meet consistent and stable image-quality requirements as measured by various metrics and ultimately evaluated by customers. Generally speaking, print shops place image quality as one of the most important aspects of any printing system. However, even though the quality of the documents produced using current print engines far exceeds what was generated a decade or two ago, current devices still possess a variety of image-quality defects and artifacts ͑e.g., spots, streaks, etc.͒ that often result from a fault or degradation in the underlying imaging and/or electrophotographic processes ͑EP͒. These artifacts come in a variety of sizes and shapes and occur at different spatial locations. An operator's or engineer's intervention is usually required to visually or instrumentally diagnose the defect and perform corrective action as quickly as possible to minimize downtime.
To sustain high standards, current print shops utilize trained quality assurance personnel ͑QAP͒ to ensure customer hardcopies are free of artifacts. This is generally done by employing two sampling techniques: ͑1͒ Visually inspect a subset of customer collaterals, and ͑2͒ visuallyand/or with the help of automation if available-analyze a suite of test patterns printed on a predefined sampling interval. The test patterns are designed to provide early warnings of the presence of artifacts of various kinds ͑e.g., streaks, mottle, etc.͒, calibration issues, and/or engine drifts. To this effect, streaks "exposing" test patterns tend to be generally structure-less to aid in the identification and diagnosis of streak͑s͒ that require service intervention. This is currently done manually, where a QAP is required to visually inspect the specific test pattern for the presence of streak͑s͒ and then provide a measure of their length͑s͒, width, location on the page, etc. to help in selecting the proper diagnosis procedure. Our aim is to automate this process by providing an online scanner-that is triggered automatically by the digital front end-to capture an electronic scan of the streak test pattern on the fly. This is then utilized as the input to our proposed algorithm to render an objective streak͑s͒ evaluation. The artifact's signature is then employed to automatically search the service manuals for appropriate corrective actions. Hence, our proposed solution provides the following advantages: ͑1͒ It can be set up to run automatically on an adaptive predefined sampling interval; and ͑2͒ it allows for an objective automated assessment of the streaks instead of having to utilize QAPs or service engineers. We would also like to point out that, even though in some cases, it is just as easy for the operator to "spot" the "streak" defects, it is often important to be able to accurately characterize the defect for repair purposes.
Defect analysis algorithms have been explored in the medical and EP literature. Pixel projection is a well-known method used to convert a two-dimensional image into a one-dimensional signal in computed tomography ͑CT͒ scans. CT can be defined as the reconstruction of sections of an object from image projections taken at different angles. 1 The applications of CT are diverse: medical imaging, airport security, and nondestructive testing in manufacturing. Noise-induced streak artifacts arise in X-ray CT when some or all of the transmission measurements capture relatively few photons due to the attenuation along the projection measurement lines. The high variability of these photon-starved measurements is amplified by the logarithm and amp-filtration steps employed for reconstruction; the resulting inconsistencies produce streaks in the reconstructed image. 2 The conventional approach to noise control in CT is a shift-invariant filtration of all projections. Smoothing the photon-starved measurements to eliminate streak artifacts usually results in a degradation of image resolution. More successful strategies involved the use of adaptive filters that attempt to adjust the degree of smoothing to the local noise levels in the measurements.
2,3 La Rivière and Billmire 4 presented a statistical sinogram smoothing approach for X-ray CT with the intention of reducing noise-induced streak artifacts.
In contrast, there have been several studies related to analyzing streaks in EP. The edge and curve detection method proposed by Rosenfeld and Thurston 5 can be generalized to detect fairly visible and thick streaks in nonhalftoned images. On the other hand, organic photoconductive drum velocity perturbations that cause line-spacing variations have been shown [6] [7] [8] to be significant contributors to the generation of streak artifacts across a printed page perpendicular to the process direction. Chen and Chiu 9 proposed an improved regulation of the organic photoconductive drum rotational velocity in order to improve stability and reduce the banding artifacts. Rasmussen et al. 10 discuss the quantification of image quality in printed documents that contain streaks, bands, and mottle and show how several measurement techniques can be combined to yield effective metrics. However, none of the above techniques analyzes the aforementioned streaks to yield their length, position, width, and intensity.
In this paper, we propose a novel automated algorithm for detecting the location of vertical and horizontal streaks in printed and subsequently scanned documents and assessing their corresponding length, width, and intensity. Figure  1 provides an example of synthetic and real-life streak images that were generated by EP engines. The proposed algorithm employs adaptive window-based image projections and mutual information ͑MI͒ for detecting "straight-line" streaks in noisy and mottled gray-scale and color images. MI was originally introduced by Viola and Wells 11 for registering imagery and adapted by Tourassi et al. 12 for feature selection in computer-aided diagnosis. The traces, collected from various window sizes, are correlated using normalized mutual information ͑NMI͒ to build a confidence vector that indicates the location and width of the streak͑s͒. Finally, for a given peak position, the window size is changed adaptively to determine the intensity and length of the corresponding streak, thereby maximizing the underlying signalto-noise ratio ͑SNR͒. The effectiveness of our proposed algorithm is demonstrated on a series of images with varying degrees of streak intensity, length, and width. Its strength lies in its ability to automatically detect, localize, and analyze streak attributes in noisy test pattern images. The remainder of this paper is organized as follows. Section 2 discusses the proposed algorithm. The results are presented in Section 3, and conclusions drawn in Section 4. Fig. 1 Example of synthetic and real-life streak images that were generated by EP engines. ͑a͒ Synthetic image with multiple streaks; ͑b͒ real-life image with wide streak; ͑c͒ real-life image with narrow streak.
Proposed Algorithm
A block diagram of our proposed algorithm is shown in Fig. 2 . It is divided into four major steps. The first step is dedicated to identifying and descreening the given image in order to minimize the impact of the halftone screen on the proposed algorithm. In step 2, horizontal and vertical projections are computed for a given image using varying window sizes. In step 3, the one-dimensional profiles obtained from the projections are correlated using NMI, yielding a confidence vector that serves to indicate the location and width of the streak͑s͒. Finally, in step 4, the length and intensity of each streak are calculated using an adaptive window size selection technique to maximize the SNR. The steps of the algorithm are discussed in detail in the following subsections.
Halftone Screen Filtering
In general, streaks-present in the image-are embedded in the halftone structure. Hence, it is essential for a given algorithm to be able to identify streaks that result from EP process degradations in the mist of a halftone structure. This underlying structure produces periodic projections with "false" minimum/maximum peaks that need to be eliminated prior to utilizing our proposed algorithm ͑see Fig. 3͒ . In order to minimize this effect, the image is first filtered using a Butterworth notch kernel localized at the corresponding halftone frequencies. To this effect, given a gray-scale or color image, where N 1 and N 2 represent the number of rows and columns, respectively, we start by selecting the highest contrast channel and then filtering the image using our proposed "notch" kernel. The highest contrast channel for color images is chosen as the channel with the maximum variation in intensity values. Let u and v represent the frequency-domain coordinates. The filtering process can then be expressed as G͑u , v͒ = H͑u , v͒F͑u , v͒, where H͑u , v͒, F͑u , v͒, and G͑u , v͒ represent the magnitude spectrum of the notch filter, the input image, and the filtered image, respectively. The notch filter is defined as
where D 0 is the radius of the filter, u 0 and v 0 represent the center of the notch filter, and N is its corresponding order. An example is illustrated in Fig. 4 . It should be noted that our proposed algorithm considers any structure above 150 dpi to be part of the halftone screen and as such is filtered prior to the streak detection process.
Computation of Horizontal and Vertical
Projections Once the image has been filtered to minimize the effect of the halftone screen on the streak detection process, we compute vertical projections for a window of size M 1 ϫ M 2 initially chosen to equal the entire image ͑M 1 and M 2 represent the number of rows and columns, respectively͒. A vertical projection is defined as the average intensity value of all pixels for a given column bounded by the window size. The window size is then reduced vertically by a factor of 2, and projections are computed using the M 1 / 2 ϫ M 2 window in a sliding fashion starting from the top of the image and moving downward in steps equal to M 1 / 4 ͑i.e., half of the window size in the vertical direction͒. The process is again repeated using an M 1 / 4 ϫ M 2 window size and continued until the number of rows in the window is smaller than 8 pixels. For a window size of M 1 ϫ M 2 , the corresponding projections can be expressed mathematically as
where K 1 and K 2 represent the starting location of the window as shown in Fig. 5 , and X͑i , j͒ represents the intensity value at location ͑i , j͒. The reason for using various window sizes to detect different streaks length is based on the fact that the SNR is increased significantly as the window size gets closer to the length of the streak. Figure 6͑a͒ shows a synthetic image of size 128ϫ 128 with several streaks of different lengths and intensity, where the average background value has been set to 128. Gaussian noise with variance equal to 10 was added. The red and blue rectangles indicate the selected 128ϫ 128 and 32ϫ 128 windows used to compute the vertical projections shown in Figs. 6͑b͒ and 6͑c͒, respectively. Note that the SNR for the smallest streak is significantly increased as the window size is reduced from 128 to 32 in the vertical direction.
Low-frequency variations in intensity across the image produce "false" increases/decreases in projection values, yielding false peaks that need to be minimized prior to streak detection. Hence, our proposed algorithm utilizes a notch filter ͑see Fig. 7͒ to reduce irregularities and random variations in the signal. An example input to the filter is shown in Fig. 8͑a͒ , and the corresponding corrected projection profile is displayed in Fig. 8͑b͒ . The intensity-corrected projections are then utilized collectively to generate the confidence vector, as described in the following section, in order to pinpoint the location and width of the streak͑s͒. Similarly, the above process is also repeated in the horizontal direction, yielding horizontal-type projections.
Correlation of Projections Using the NMI
Once the projections have been collected and corrected for all window sizes as described in the previous section, we proceed to correlate the peaks from each projection by utilizing an MI-based technique. Unlike threshold methods, which tend to be highly dependent on intensity values, MI is independent of the image size, window size, and projection values; hence, it is well suited for correlating peaks from different projections irrespective of the magnitude variations. Let x and y define two random variables. The MI, which is a measure of general interdependence between random variables, 13 is defined as
where p͑x͒ and p͑y͒ are the marginal probability density functions ͑PDF͒, and p͑x , y͒ is the joint PDF of the random variables x and y. The corresponding entropies are defined as
p͑y j ͒log 2 p͑y j ͒, ͑5͒ 
where Q 1 and Q 2 represent the number of states for the variables x and y. Hence, the MI between the two random variables x and y can be expressed in terms of the entropies as
The value of MI is zero if x and y are statistically independent and increases monotonically as they become more statistically dependent. We normalize I͑x , y͒ by dividing it by with the sum of individual entropies to yield a score between 0 and 1: Fig. 9 Spatial correlation of vertical projections.
Fig. 10
The confidence vector for the projections obtained in Fig. 9 . The projections, collected above from the various window sizes, are correlated using the NMI to yield a confidence vector that indicates the location and width of the streak͑s͒ in the image for both horizontal and vertical directions, respectively. A window centered on the peak of size of + / −w pixels-defined as the neighborhood of a peak-is utilized to achieve the above. Figure 9 illustrates the correlation among various vertical projections taken at different windows sizes ranging from 128ϫ 128 to 8 ϫ 128 for a synthetic, noise-free 128ϫ 128 image that contains several streaks. The windows and their corresponding projections are clearly indicated using different colors. Note the horizontal correspondence in the peak locations for the different windows. On the other hand, the height of the peak in the projection profile for a given streak changes drastically as a function of the window size, as shown for the smallest streak in Fig. 9 . Hence, the spatial correlation is carried out as follows:
1. Select the first smallest projection window of size M min ϫ N 2 , where M min is the minimum number of rows ͑e.g., M min = 8 in Fig. 9͒ and N 2 is the number of columns of the image. 2. Detect the peaks of the projections in the selected window.
For a given peak at position i:
a.
Compute NMI i ͑x i , y i ͒ ͓see Eq. ͑8͔͒, where x i is a vector containing the neighborhood of a peak at position i in the selected window, and y i is a vector containing the neighborhood of the projection value at position i at a larger window. Hence, x i and y i are defined as
If NMI i ͑x i , y i ͒ is greater than a user-specified threshold T, then assign to that location i in the confidence vector. is a constant defined as 1 divided by the total number of projections. c.
Repeat steps a and b for the remaining peaks.
4. Select the next-smallest window and repeat the above process ͑e.g., repeat steps 2 and 3͒ until all windows have been correlated.
Locations that exhibit a confidence value greater than a user-specified threshold are selected as streak͑s͒ ͑see Fig.  10͒ . The width of the streak is defined by the width of the peak in the confidence vector.
Correlation of traces
We propose two techniques to correlate the traces collected from different window sizes to obtain the confidence vector: ͑1͒ In technique 1, for a given window size and direction ͑i.e., horizontal or vertical͒, the traces are correlated by computing the NMI between the neighborhood of peaks in two consecutive projections to obtain an intermediate confidence vector. We then correlate the intermediate confidence vectors from the various window sizes to yield a final confidence vector. Locations that exhibit a confidence value greater than a user-specified threshold are selected as streak͑s͒. ͑2͒ In technique 2, we used correlation of traces from windows that spatially contain streak͑s͒ ͑see Fig. 9͒ . For a given location and direction ͑horizontal or vertical͒, we correlate the traces by computing the NMI between the neighborhood of peaks from each of the smallest window size projections and those from the larger window sizes. Locations that exhibit a confidence value greater than a user-specified threshold are selected as streak͑s͒.
In our experiments, the spatial correlations of traces as discussed in technique 2 offered better results than technique 1. This is due to the fact that technique 1 correlates all the traces for a given window size. If the streak does not extend across the entire image ͑as is often the case in practice͒, the spatial correlation of the entire window may lead to false peak detection ͑see Fig. 9͒ . Hence, technique 2 offers better detection for small streaks because it is less sensitive to random alignment of noise that might be seen as "streaks" by the algorithm. This is illustrated in Fig. 11 for both techniques. Figures 11͑b͒ and 11͑c͒ show the output confidence vector from technique 1 and technique 2, respectively. As can be seen from Fig. 11͑b͒ , the peak corresponding to the smallest streak cannot be distinguished in the presence of noise using technique 1.
The confidence vector represents the NMI contained in the projections obtained from different window sizes. Its corresponding peaks provide information about the horizontal position and width of the streaks for a specified threshold. The longer the streak, the higher the peak in the confidence vector due to its presence in multiple projection traces ͑see Fig. 9͒. 
Computation of Intensity and Length of Streaks
To compute the length and intensity of a given vertical streak, we start by constructing a window that spans the streak horizontally and extends vertically to the full image height ͓see Fig. 12͑a͔͒ . The width of the window is defined by the width of the peak in the confidence vector. We then compute the vertical projection of the streak of interest for the selected window size. The height of the window is then reduced sequentially and the above process is repeated, in a sliding scenario, yielding a set of projections as a function of vertical window size ͓see Figs. 12͑b͒ and 12͑c͔͒ . The projection that yields the maximum or minimum value ͑de-pending on whether the streak intensity is greater or smaller than the surrounding background͒ is utilized to determine the length and intensity, thereby maximizing the SNR. The height and average projection value of the window employed to compute the selected vertical projection are selected as the length and intensity of the streak, respectively. Let S and E be the initial position and final position of the streak, respectively. The intensity and length of the streak are given by
where This focused approach is selected to minimize the number of computations that would be required for sliding window projections. The process is repeated, in a similar fashion, for horizontal type streaks.
Results
We tested the performance of our proposed algorithm on two sets of images. The first set consists of synthetic images that are constructed with various streak locations, lengths, width, and intensities in order to test and quantify the robustness of our algorithm in the presence of noise. The second set encompasses several scanned images that contain varying degrees of streaks, noise, mottle, luminance gradient, and halftone periodic structure. These "real-life" images were acquired from several electrophotographicbased print engines. All hardcopies were scanned at 600 dpi, yielding RGB color images. In the following section, we will demonstrate the performance of our proposed approach for detecting vertical streaks since the detection of horizontal streaks is identical assuming the image is prerotated by 90°. The error is calculated as the absolute difference between the manually identified parameters ͑i.e., length, Intensity, width͒ of the streaks and the parameter values obtained from the proposed algorithm. Figure 13͑a͒ shows a synthetic image created with a background gray value equal to 128 and different streaks lengths and intensity values as shown in Table 1 . The streaks are numbered from left to right. Gaussian noise with different variances ranging from 1 to 40 ͑see Table 1͒ was added. In EP processes, the variance of the noise 2 is typically Յ20. Our proposed algorithm was applied to the image shown in Fig. 13͑a͒ . The resulting streaks and the final confidence vector for 2 = 20, are shown in Figs. 13͑b͒  and 13͑c͒ , respectively. The length of the detected streaks using our proposed algorithm and the corresponding percentage of error between the detected and manually segmented streaks are displayed in Table 1 . Note that our algorithm was able to detect the location of the streaks effectively with the exception of streak 6, which is 5 pixels in length. Hence, our ability to detect streaks is inversely proportional to the level of noise added, as seen in Table 1 , and depends heavily on the streak length. The longer the streak, the more likely it is to be detected in the presence of noise due to the increase in the SNR.
Analysis on Synthetic Images
Similarly, Figure 14 shows a synthetic image created with a background gray value equal to 128 and different streaks lengths, widths, and intensity values as shown in Table 2 . Once again, the streaks are numbered from left to right. Our proposed algorithm was applied to the image shown in Fig. 14͑a͒ . The resulting streaks and the final confidence vector for 2 = 20 are shown in Figs. 14͑b͒ and 14͑c͒, respectively. The output widths of the detected streaks using the proposed algorithm are compared to the streaks manually segmented by a human operator, and the percentage of error for various noise levels ͑ 2 ranging from 1 to 40͒ is shown in Table 2 . Similar results were observed in this experiment with one exception. The widths of the streaks increased the likelihood of detection in the presence of noise, as observed from Table 2 . Figure 15 shows a synthetic image created with a background gray value equal to 128 and streaks of fixed length and width, and varying intensity values ranging from 134 to 150. The intensity values are shown in Table 3 . Once again, the streaks are numbered from left to right, and Gaussian noise was added with variances ranging from 1 to 40. Our proposed algorithm was applied to the image shown in Fig.  15͑a͒ . The resulting streaks and the final confidence vector for 2 = 20, are shown in Figs. 15͑b͒ and 15͑c͒ , respectively. The output intensity values of the detected streaks using the proposed algorithm are compared to their manually identified counterpart by a human operator, and the percentage error of the intensity values is displayed in Table 3 . The results indicate that the probability of detection increased with the increase in intensity ͑see Table 3͒ .
Additional tests were conducted on several synthetic images with different streak profiles that consist of various lengths, width, and intensities as a function of noise. The results are summarized in Fig. 16 . From the figure, it can be easily seen that the overall accuracy of our proposed algorithm decreased as the noise level increased, consistent with our prior results.
Analysis on Real Electrophotographic Images
In addition to the synthetic images discussed above, we tested our algorithm on several real-life RGB scanned images that contain mottle, noise, halftone structures, luminance gradient, and varying degrees of streaks length, width, and intensity. The optimum threshold, whose value is equal to 0.6, utilized to detect the location of the streaks was derived using a receiver operating characteristic ͑ROC͒ curve scenario as described in detail in Ref. 14. In summary, we selected a set of training images and varied the threshold from 0.2 to 1.0. For each threshold value, we computed the probability of detection and false alarm, respectively. The optimum threshold value was chosen to maximize the probability of detection while simultaneously minimize the probability of false alarm between the automatically detected streaks and the corresponding human segmented gold standard, as shown in Fig. 17 . The results clearly show that the algorithm was able to detect streaks on images that contain different degrees of mottle, noise, halftone structures, gradient in luminance, and varying degrees of streak length, width, and intensity. The algorithm detects larger streak͑s͒ in the presence of noise, mottle, and changes in luminance, due to the fact that these streak͑s͒ possess larger SNR. On the other hand, detection of small streaks is more challenging due to low SNR. The performance of our algorithm was also demonstrated on a database of real-life EP streak images provided by the Xerox Corporation, yielding results similar to the ones described above.
Conclusion
This paper presented a new method for automatically detecting streaks in mottled and noisy images by utilizing Fig. 18 ͑a͒ High-contrast channel; ͑b͒ descreened; ͑c͒ output image. Fig. 19 ͑a͒ High-contrast channel; ͑b͒ descreened; ͑c͒ output image.
adaptive window-based image projections and mutual information. The traces collected from the projections are correlated using normalized mutual information to compute the position and width of the streak͑s͒. For a given peak in the confidence vector ͑position and width͒, an adaptive window-based technique is utilized to find the corresponding length and intensity while maximizing the SNR. The proposed algorithm has been successfully demonstrated on a series of synthetic and real-life images that contain varying degrees of noise, mottle, and streaks. From the experimental results, we can conclude the following:
1. Streak detection is inversely proportional to the level of noise added and depends heavily on the streak length. As the noise increases, smaller streaks tend not to be detected by the algorithm ͑see Table 1͒ . 2. The widths of the streak increase the likelihood of detection in the presence of noise ͑see Table 2͒ . 3. The probability of detection increased with the increase in intensity ͑see Table 3͒ .
These conclusions are based on the fact that longer, wider, and higher-intensity streaks have a larger signal-to-noise ratio.
