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Abstract 
A new approach to the joint selection of primary and secondary routes in a 
network with unreliable components is presented. The mathematical model 
captures the changes in the operational characteristics of the network when 
it adapts to failures. Lagrangean relaxation and subgradient optimization 
techniques are used to obtain good heuristic solutions to the problem, as 
well as lower bounds to be used as benchmarks against which the quality of 
the solution is assessed. Results of numerical experiments are reported, and 
directions for further enhancements of the model are discussed. 
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1 Introduction 
The accepted standard architecture for large computer communication sys- 
tems is a hierarchical structure, consisting of a backbone network and a 
number of local access networks. The traffic originating in a given user site 
is collected by the local access network and passed to the communication 
processor that represents its entry point to the backbone. The backbone 
network is responsible for carrying the traffic to the appropriate destination 
switches on its boundary. The traffic is next forwarded to the corresponding 
local access networks, responsible for delivery to the final destination. Local 
access networks are usually a combination of tree structures and local loops, 
while the backbones are mesh-like topologies, with high capacity links and 
sophisticated switches. Such an architecture suggests a 'divide and conquer' 
two step approach to the design of complex computer networks, namely to 
separate between the very intricate problems of global significance that arise 
in the design of the backbone network, and the better understood issues that 
pertain to the local access networks. 
This paper focusses on one of the most complex aspects of backbone net- 
work design. Most formal design tools suggested in the literature implicitely 
assume a 'perfect' network whose components are always functional. In real- 
ity, both the links and the nodes that are part of a communication network, 
though generally highly reliable, will ocasionally fail. Moreover, such failures 
could significantly impact the level of service the network offers to its users. 
The extensively studied flow assignment problem is addressed here from 
a different perspective. The traditional approach separates the availability 
issues from the routing decisions, and concentrates on finding an optimal or 
near optimal flow assignment only for the no failure case. We choose in- 
stead a more natural approach that explicitly takes into account the effect of 
possible component breakdowns on the choice of routes. Moreover, primary 
and backup routes are concurrently chosen, in an attempt to minimize the 
average delay experienced by messages in the system, both under normal 
conditions, and when failures occur. 
The paper is organized as follows: section 2 critically surveys the exist- 
ing literature. The relevant problem background and model assumptions are 
presented in section 3. Section 4 introduces a new mathematical formula- 
tion of the problem, and the corresponding solution procedure is outlined in 
section 5 .  Results of computational experiments are reported in section 6, 
while section 7 contains some concluding remarks and suggests some possible 
directions for further research. 
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2 Related Research 
The importance of producing a design that offers a high level of reliability to 
the users of the system is recognized by both practitioners and researchers 
in the field. An interesting fact that underscores the complexity of the is- 
sues involved is the lack of general agreement on how to best incorporate 
reliability considerations into the design procedure. Some authors, for in- 
stance, view them as being the essence of topological design, while others 
define st and alone reliability problems, sometimes only loosely related to the 
other aspects of network design. Another general characteristic of the field 
is that, in spite of the quite extensive existing body of knowledge on network 
performance analysis (e.g 111, 137, [4], [5], 1171, [18], [19], [26], and [27]), and 
due no doubt to the inherent difficulty of the pertinent issues, the literature 
focussing on the design of reliable networks is quite limited. Moreover, since 
the probabilistic behavior of such systems is complex and hard to represent, 
deterministic reliability measures, usually related to the topology of the un- 
derlying network, are often used, both in analysis and in design problems, as 
substitutes for the more appropriate probabilistic measures. Unfortunatelly, 
the usefulness of purely deterministic measures is limited, since by their very 
nature, they cannot fully capture the effect of random failures on network 
performance. 
An approach taken by several authors is to model the problem in terms 
of cost-reliability functions, i.e estimates of the direct relation between the 
probability of failure of a link and its cost. Special cost-reliability functions 
are defined in [6] for terrestrial and radio links. The network reliability 
measure used is global availability, defined as the probability that the network 
is at least simply connected. This criterion belongs to a family of related 
probabilistic measures (see [4] for a thorough discussion) that have been 
used extensively in the reliability literature. In spite of their popularity, 
such criteria overlook the issue of the level of performance experienced by 
users when failures occur, and therefore do not appropriately represent the 
operational characteristics of the network. The synthesis problem is defined 
as finding the link unavailability values that minimize the sum of the cost- 
reliability functions over all the links in the network, subject to an upper 
bound on the global availability. Due to the complex mathematical structure 
of the model, a gradient technique is used to solve it numerically. The authors 
suggest that the model can be used not only for choosing link unavailabilities 
for a given topology, but also for the topological design of the network, by 
starting with a complete graph (or with a graph with a high connectivity), 
and then eliminating links that have an unavailability of one in the final 
solution. The combinatorial structure of the problem renders this approach 
feasible only for very small networks (a few nodes). 
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A similar model appears in [23]. The design problem is defined as max- 
imizing the terminal reliability, either for all or only for a subset of origin- 
destination pairs, under a budget constraint, an approach that mirrors the 
one in the earlier paper mentioned above. It suffers therefore from the same 
drawback, i.e it only indirectly and insufficiently takes into account the level 
of performance under failures. The relationship that exists between the re- 
liability of a link and its cost is considered, the decision being to determine 
optimal values for investment variables, that define how much to spend on 
each link in the network. Two of the three iterative algorithms suggested 
for solving the model generate optimal solutions, and their computational 
requirements renders them impractical for all but very small networks. The 
third is a heuristic, based on an approximate evaluation of the objective func- 
tion. The algorithms were tested on three small size networks, and for linear 
and exponential cost-reliability functions. On these examples, the heuristic 
provided good approximations of the optimal solutions. 
A different approach is taken in [24] and [25]. The impact on network 
reliability of the random character of failures is completely ignored, and the 
connectivity of the underlying graph is used as the sole measure of network 
invulnerability. The end result is that, under the stated assumptions and 
conditions, a family of graphs of diameter two is found to be optimal when- 
ever the average line utilization is not higher than .5, while a complete graph 
is the best configuration otherwise. Though the conclusions are interesting 
from a theoretical point of view, they have little practical relevance. Net- 
works often operate above a .5 average line utilization, but the cost of a 
complete topology is prohibitive for all but the most trivial cases. 
Finally, [20] contains an extensive analysis of several criteria, determinis- 
tic as well as probabilistic, that could be used in the selection of a primary 
route, together with a set of alternative routes to operate as backups, or for 
load balancing. An unrealistic premise for the analysis is the assumption 
that no traffic estimates are available. As a result, the selection of paths 
for each origin-destination pair is done independently of the other commu- 
nicating pairs in the network. This significantly reduces the relevance of the 
suggested solutions, since the interaction that takes place inside the network 
between the traffic belonging to different origin-destination pairs is one of 
the main determinants of the overall performance. 
As evidenced by the preceding discussion, the existing models for the 
synthesis of backbone networks overlook the importance of operational as- 
pects, or at most consider them only in an indirect and incomplete manner. 
One important example of such an operational characteristic is the degra- 
dation in the performance level the network experiences in the presence of 
failures. For specified link capacities and routing tables, the routing mech- 
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anism may no longer be able to guarantee communication between certain 
origin-destination pairs, in spite of the network still being physically con- 
nected. This is due to the overload that failures may induce on some of the 
links that are still operational. Such congested situations can eventually be 
solved by an appropriate flow control mechanism, but their cost, in terms of 
network overhead as well as of user disatisfaction can be high. The argument 
we make here is that failure related congestion can be reduced by taking into 
account the effect of breakdowns when choosing primary and alternate routes, 
and thus explicitly expressing the relationship that exists between compo- 
nent failures, and the corresponding degradation in the network performance 
level. 
Problem Definition 
We address the problem of simultaneously selecting fixed primary and sec- 
ondary routes for all the origin-destination pairs in a network with unreli- 
able links. The secondary routes serve as backup, and are used whenever 
the corresponding primary is not available. The network topology, the link 
capacities, and estimates of external traffic requirements are are assumed to 
be known (see [12] for a justification of the choice of a static routing strategy, 
and for a short description of their implementation). 
The following is a typical 'scenario', describing the sequence of events that 
are likely to be generated in the network as a result of a link failure (specific 
details will differ from implement ation to implementation). Notice that at 
least three different levels of protocols, data link, network, and session, may 
be actively involved in coping with the failure: 
after a few unsuccessful attempts at transmitting over the link, the data 
link protocol eventually recognizes the failure and notifies the network 
layer protocol operating in the same switch. Packets queuing at the 
switch for transmission over the unavailable link are discarded from 
the buffers. 
the network layer protocol generates control messages destined for the 
appropriate origin nodes situated on the network boundary, and inform- 
ing them that the route currently being used has become unavailable. 
upon reception of the control message, the network layer protocol in 
the origin nodes attempts to set up alternate (secondary) routes, with- 
out disrupting the already established sessions. Also, the protocol is 
responsible for insuring that the messages that were in transit when 
the failure occured are not lost. Instead, they are retransmitted along 
the newly set up route. 
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if no alternate route can be established, the higher level protocol is 
informed that a disconnection has taken place. Eventually, the sessions 
are interrupted, and the users notified. Moreover, all new requests for 
session establishment arriving during the failure are rejected until the 
corresponding boundary nodes are informed that at least one of the 
failed links has again become operational. 
This 'flurry of activity7 that results from a simple link failure can represent 
a significant overhead. Obviously, the higher the number of active primary 
routes that were using the failed link, the higher the overhead incurred, since 
a larger number of connections are affected by the failure. 
In terms of costs directly attributable to the failure, it is possible to distin- 
guish between a time dependent component, corresponding to the additional 
delay experienced by the messages in the network due to the degradation in 
performance when alternate routes are used, on one hand, and a time inde- 
pendent component, comprising the overhead incurred in establishing a new 
route and in retransmitting the lost messages, on the other. Other difficult 
to capture components, such as the cost associated with the additional con- 
trol t r a % ~  generated by a user who repeatedly (and unsuccesfully) tries to 
reestablish an aborted session, could be made part of the time independent 
component as well. 
Two sets of assumptions are needed for the model. First, the queuing phe- 
nomena are captured by viewing messages arriving at a link as customers, 
while the link itself is a server, with a rate determined by its capacity and by 
the average message length. The following standard assurnptions are used for 
modeling the resulting network of queues: Poisson message arrivals, expo- 
nentially distributed message lengths, negligible propagation delay, unlimited 
buffering space and no processing delay at the network nodes. Kleinrock7s 
independence assumption [I67 is also used. 
In addition, the following assumptions are used to model the stochastic 
behavior of link failures: 
Assumption I :  link failures are independent 
Assumption 2: the time between successive failures of link I is exponentially 
distributed with parameter PI 
Assumption 3: only one link may be down at the same time, i.e no link may 
fail while another link is being repaired 
The repair time for each link I in the network follows a general distribu- 
tion, with an average failure duration of l /yr .  
Notice that assumption 3 is not fully consistent with assumption 2. The 
fact that any new failure is prevented from occuring while a link is being 
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repaired affects the characteristics of the failure arrival process, which as a 
result is no longer a real Poisson process. 
Another approximation that must be introduced for the sake of tractabil- 
ity is to  assume that, as a result of an event that modifies its state, the system 
instantly switches to another steady state, i.e the transient phenomena in the 
network are ignored. Thus, for example, upon the completion of a repair, the 
average flow supported by the link is assumed to immediately return to its 
normal value, determined by the number of different origin-destination pairs 
that use the link as part of their primary route. This ignores the fact that 
during the failure some or all of the communicating pairs were using alter- 
nate routes, and that a certain amount of time will pass until the knowledge 
about the availability of the link filters through the network and results in 
the traffic flow regaining its normal, steady state, pattern. 
The above mentioned problems are not likely to have a significant effect on 
the behavior of the network whenever the following conditions are satisfied: 
Assumption 4: the mean times between failures are much larger than the 
mean repair times. 
Assumption 5: the message interarrival times are much shorter than the re- 
pair times. 
The last two assumptions are not very restrictive and apply to many real 
life situations. For instance, in [28], operational data collected and averaged 
over a 30 days period for the IBM Information Network (IBM/IN) shows that 
the average length of an outage is of ,55 hours, three orders of magnitude 
smaller than the reported mean time between failures of 231.69 hours. Similar 
values are given in [14] for ARPANET. 
Assumptions 4 and 5 not only guarantee that steady state can be quickly 
reached, but also support assumption 3, by reducing the probability of an- 
other failure occuring during the downtime of a link. They do not however 
affect the probability of joint component failure, which could occur in the 
case of catastrophic events (e.g major storm, war, etc.), situations that are 
not captured by the models presented here. Hopefully, the frequency of such 
incidents is low enough to justify concentrating only on regular operating 
conditions. 
19,7,221 
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4 Model Formulation 
The following notation is used throughout the paper: 
L =the index set of links in the network 
D =unit cost of delay [$/month/message] 
R =a set of candidate routes, that are part of the input to the modeI. The 
routes may be automatically generated, and/or may be provided by 
the users 
11 =the set of communicating origin-destination pairs in the network. 
Sp =the set of candidate routes for p, p E II. We assume that Sp n S, = 0 
for P # q* 
A, =the message arrival rate [messages/sec] of the unique origin-destination 
pair associated with route r, r E R. We define Xp = A T ,  Vr E Sp. 
ST1 =an indicator function, taking the value one if link I is used in route r, 
and zero otherwise. 
llp =the average message length [bits/message] 
Fl =the average bit Bow on link I, I E L 
bl = the probability that link I ,  I E L is down, i.e the proportion of time 
that link I is not operational 
bo = the probability that all links are up, i.e the proportion of time the 
network is fully operational 
A,; = the flow increment on link 1, I E L due to  the failure of link i, i E 
L, i # I  
Cp = time independent cost associated with the overhead caused by the 
failure of a link in the primary route used by origin-destination pair 
P E II 
x, =a decision variable, which is one if route r E R is chosen to carry the 
flow of its associated origin-destination pair, and zero otherwise 
u, = a decision variable, which is 1 if route r E R is chosen as an alternate 
route for its associated origin-destination pair, and zero otherwise 
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The steady state values of br and bo are: 
The network layer protocol reacts to the failure of a link by attempting 
to re-route the traffic. The implicit assumption here is that the protocol is 
such that only the sessions that use the failed link as part of their primary 
route, and whose traffic must be diverted to appropriate alternate routes, are 
affected. Therefore, as a result of the failure of link i, a link 1 in the network 
incurs a surge in the flow traversing it equivalent to the traffic associated 
with those origin-destination pairs that use link i as part of the primary 
route, and link 1 as part of the alternate route, provided that neither link is 
common to both routes. Formally, the flow increment on link 1 due to the 
failure of link i is given by the flow of those p E I3 that satisfy both of the 
following conditions: 
Ali, the increment of flow on link 1 due to the failure of link i can then 
be expressed in terms of the decision variables as: 
In addition, the origin-destination pairs that use the failed link as part of 
both their primary and secondary routes are not able to communicate during 
the breakdown. The average flow generated by these pairs is: 
Therefore, the problem of simult aneosly selecting primary and alternate 
routes for all the origin-destination pairs in the network is equivalent to that 
of finding the x, and u, values that satisfy: 
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Problem P 
subject to: 
where: Fl = CrER XTx,.S,l/p, and Dl corresponds to the average number of 
failures of link I over the planning horizon. 
The objective function captures the following cost components: 
1. time dependent costs, for each link 1 in the network: 
a total average queuing cost when all links are operational; 
total average queuing cost induced by the increased flow link 1 
must accomodate when some other link fails; and 
the penalty incurred as a result of the failure of link I 
2. time independent cost, for each origin-destination pair p in the network. 
The purpose of the constraints in ( 3 )  is to avoid congested situations, i.e 
to ensure that the flow on each link is still feasible in terms of its capacity, 
even when surges in traffic occur. The constraints in (4) and ( 5  ) ensure 
that only one primary and one alternate route are chosen for each origin- 
destination pair, respectively. 
The above general rnodel allows for any pair of routes to be chosen as 
primary and alternate, even for a single route to serve both purposes. On 
the other hand, over the relevant parameter ranges the structure of the ob- 
jective function is such that choices of non-disjoint routes are likely to incurr 
heavy penalties, and therefore good feasible solutions to the problem will 
consist of only disjoint route pairs. This hypothesis was in fact confirmed 
by initial experiments. As a result, the general model was dropped from 
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further consideration, and we concent rated instead on the link disjoint case. 
Notice that under the single failure assumption, choosing link disjoint paths 
guarantees that no sessions have to be aborted, since the alternate route is 
always available. 
The objective function of the link disjoint problem is: 
subject to (3)-(6), and: 
where the new constraint enforces the link disjoint condition. 
The structure of the problem becomes mathematically more tractable 
when expressed in terms of a derived set of decision variables. fl  = Fl/Ql, I E 
L is the utilization of link I under normal conditions, while fl; = Al;/Qr, E # 
i, is defined as the increase in the utilization of link I corresponding to the 
flow deviated from link i, while the latter is not operational. The problem 
then becomes: 
Problem P 
fl + fli 
1€1, 1 - fl 1 - fi - fii + C G,fi r€sp C xr&r 
subject to: 
(4) - (6) and (7). 
5 Solution Procedure 
The constraints in (8) and (9) are equivalent to those of the multiconstraint 
knapsack problem, a well known problem in the combinatorial optimization 
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literature, shown to belong to the NP-complete class. Hence, Problem 
P is at least as complex as the multiconstrained knapsack problem, not 
an encouraging fact when its solution is considered. Fortunatelly, the very 
nature of the problem, i.e the fact that input data consisits primarily of traffic 
estimates, makes finding the optimal solution less critical. The approach 
adopted here is instead to devise heuristic procedures for obtaining good 
feasible solutions (that also correspond to upper bounds on the value of the 
optimal solution), together with a method for generating lower bounds on 
the optimal value. Since the value of the optimal solution lies somewhere 
between the best upper and lower bounds obtained, this bounding technique 
provides for an effective way to ascertain the quality of the heuristic solution. 
A Lagrangean problem is obtained by associating a Lagrange multiplier 
with each of the constraints in (8) and (9) and adding them to the objective 
function. The resulting problem is decomposable over the links and the 
origin-destination pairs in the network, leading to JLJ + JIII much simpler 
subproblems. 
For each link I, I E L, the following subproblem is obtained: 
Subproblem P(a, I )  
subject to: 
where {al 5 0, a,; 5 0, i # I) are the Lagrange multiplier values. 
The above is a n variables continous minimization over a closed domain 
(where n = the number of links in the network), and its relatively complex 
structure precludes an analytic solution. A numerical algorithm of polyno- 
mial complexity, that very efficiently reaches the optimal solution by exploit- 
ing the special structure of the problem, is used instead. 
The subproblem for origin-destination p E II is of the form: 
Subproblem P(a, p) 
subject to: 
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where a,, b,, and N, are used for ease of notation, and are defined as : 
N, = 'T;7 ,BISrl = the average number of failures of route r 
l € L  
A simple two-step procedure, that determines the best x, value when each 
of the u, variables are set to one, is used to solve these subproblems. 
The optimal Lagrangean objective function value is then: 
A standard result in optimization theory [13] shows that for any nonpositive 
vector of multipliers, L ( a )  is a lower bound on the value of the original 
objective function Zp .  Given the importance ofthe lower bound, used as a 
benchmark against which the quality of the heuristic solutions are judged, 
two methods were used in order to improve the value of the Lagrangean, i.e 
to reach a value as close as possible to: 
L(a*) = max (Y<O L(a) 
1. Based on the candidate routes each link 1 is part of, upper bounds on 
the utilization variables .fl, are computed. These constraints would be 
redundant in the original problem, but are often binding in the relaxed 
one, thus reducing the feasible region over which the Lagrangean is 
defined, and increasing its objective function value. 
2. A subgradient optimization procedure, a technique that iteratively 
finds an estimate of the vector a* defined in (ll), is used to further 
tighten the lower bound. Examples of previous succesful applications 
of this method can be found in 121, [8] ,[Ill, 1151. 
Further details on the mathematical analysis and algorithrnical imple- 
mentation of the problem can be found in [??? **** In the past, you talked 
about two versions of this paper. This would be the somewhat less technical 
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one. The other one could go to .... ? Seems too narrow focussed for Manag. 
Sc. and not original enough from an oper. res. point of view for OR ... IEEE 
Comm. again? Networks? **** ). I don't think we talked about this. 
If this will be the only version we try to get out of this model, I 
will put some additional algorithmical details here, else I will leave 
it for the 2nd iteration 
Feasible solutions are generated by a heuristic procedure that uses the 
Lagrangean solution as a starting point. At each subgradient iteration, in 
addition to checking the Lagrangean for feasibility, a list of potentially good 
primary and secondary routes is also obtained for each origin-destination 
pair. Routes are then randomly chosen from each list, and the resulting as- 
signment is checked for feasibility. Whenever a lower cost solution is reached, 
its value and associated route choices become the best current feasible solu- 
tion, and the search continues. This simple and efficient procedure proved 
quite effective in generating upper bounds to the problem. 
6 Computational Results 
The procedure presented in the previous section is implemented in a flexible 
system that allows the user to define the network characteristics and model 
parameters, as well as to control the number of subgradient iterations per- 
formed. The program produces a comprehensive output that, in addition to 
the lower and upper bounds, also provides the full details of the best feasible 
solution generated. 
To better understand the behavior of the algorithm and the interactions 
between the various model parameters, the procedure was first tested on the 
small network shown in figure 1. Two sessions are active at each source node, 
each generating an average of one message per second, resulting in an aver- 
age traffic of four messages per second for both directions. Table 1 shows 
the primary and secondary routes selected for each communicating pair, as 
well as the choices when only primary routes are considered. Notice that the 
values for the single route case ignore the effect of failures, which explains 
the lower values for the average message delay. On the other hand, once the 
impact of failures is taken into account, the average message delay increases 
almost tenfold, to more than 15000 msec. The change is easily explained by 
the fact that, under the set of assumptions used here, a failed link causes 
the sessions belonging to the communicating pairs that use it as part of their 
route to be interrupted until the link becomes operational again. Figures 2 
and 3 compare the average and the maximum link utilization correspond- 
ing to the best feasible solution. Even for such a small example, there is a 
considerable gap between the average load supported by a link, and the max- 
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imum amount of traffic it has to accomodate as a result of failures. Since 
the size of the gap is determined by the link probability of failure and by 
the number of sessions that have to be rerouted, it will become even more 
significant as the number of origin-destination pairs in the network increases. 
This general characteristic of feasible solutions is a direct consequence of the 
way the design problem is defined. The capacity constraints in (3) are quite 
restrictive, since they imply that the routing decisions have to be such that, 
even when short and very low probability failures take place, the network 
must still be able to support the additional traffic without any interruption 
of service. In many cases, this constraint significantly reduces the number 
of feasible solutions to the problem. Moreover, it is easy to envisage sit- 
uations where such a condition is far too restrictive, i.e where the average 
long term network performance is only marginally affected by the occasional 
interruption of some active sessions. It should be mentioned that the models 
presented here represent a first attempt at tackling a particularly complex 
problem. Future work with the problem will attempt to address additional 
aspects of problem. 
Next, the algorithm was tested on four larger network topologies. The 
fixed link capacities used in these experiments, as well as the statistics char- 
acterizing the number of candidate routes defined for each origin-destination 
pair, appear in figures 4 through 7. Each node is assumed to communicate 
with each other node in the network, and generates the same amount of traffic 
as in the previous example. Without loss of generality, the fixed failure cost 
Cp was ignored in the experiments, i.e Cp = 0, V p  E 11, and the unit cost of 
delay D = 2000. The convergence of the algorithm is satisfactory on an aver- 
age, however for some cases it is significantly worse than the results reported 
in [lo] ,[I 11 ,[I21 and [21], where similar procedures were applied to related 
problems. We postulate that the poorer performance is caused mainly by a 
feasible solution which is relatively far away from the optimum, rather than 
by an inappropriate lower bound value. As the previous discussion shows, 
this is chiefly due to the relative difficulty with which feasible solutions to 
the problem can be generated. 
The results summarized in table 2 correspond to the cases where the 
average message length varies from 400 to 500 bits. For higher values of the 
average message length, the algorithm failed to identify feasible solutions. 
The average failure arrival rate and the average repair time l /yl ,  have 
the same value for all links in the network, and are kept constant at lo-* 
failures per second and 1000 seconds, respectively. The performance of the 
algorithm is sensitive to the total load in the network, and it tends to worsen 
as the load increases, a fact that agrees with the earlier statements about 
the cl~aracteristics of the feasible solutions. For reduced loads, when there is 
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less of a variance in the values assumed by the average link utilization, the 
~erformance is consistently good. 
For the problems presented in table 3, the average message length 1/p 
and the average repair duration 1/71 are kept constant at 450 bits and 1000 
seconds, respectively, while the average failure rate P1 is allowed to vary. Ex- 
pectably, as the average time between failures increases, the average message 
delay in the network tends to decrease. The convergence of the algorithm 
does not seem to be affected by the values of PI. 
Table 4 contains the results for varying average repair durations, for fixed 
message lengths 1/p = 450 and failure arrival rates PI = values. The 
average message delay in the network steadily increases with the average 
link repair time. As in the previous case, the performance of the algorithm 
is insensitive to variations in the value of the l/yl parameter, 
Since the external traffic arrival values used in generating a solution may 
sometimes be only rough estimates of the actual values, it is important to 
assess the robustness of the model with respect to this parameter. Table 
5 reports results of sensitivity analysis experiments, in which errors were 
randomly generated within intervals ranging from f 10% to a high value of 
f 50%. The robustness measure adopted is the ratio C(A,, A,)/C(A,, A,), 
where C(A,, A,) is the cost under real traffic conditions of the solution ob- 
tained based on the estimated values of the external traffic arrivals, and 
C(A,, A,) is the cost of the 'ideal7 solution, i.e the solution that could have 
been obtained if the real traffic rates were available. Additional details about 
our approach to the sensitivity analysis issue can be found in [12]. In most 
cases, the solutions generated by the algorithm proved to be robust. The 
heuristic nature of the solution procedure explains the ratio values that are 
less than one, These correspond to cases where the solution based on the 
estimates is actually better than the solution based on the real (but unavail- 
able) traffic values. Notice that in some cases the solution obtained based 
on the estimates proved to be infeasible when the actual traffic values were 
plugged in, This again suggests that the model formulation is too restrictive 
in terms of the traffic feasibility conditions in (3). 
7 Conclusions 
A new perspective on the problem of effective message routing in a network 
subjected to link failures is offered. The objective of the design process is 
defined as the simultaneous selection of two routes for each origin-destination 
pair, a primary route to be used under normal conditions, and an alternate 
or secondary route, to be adopted whenever the primary is rendered inop- 
perational by failures. By concurrently choosing the two routes, it is possible 
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to control the increment in congestion that failures induce in the system. A 
procedure that generates feasible solutions, together with lower bounds on 
the optimal objective function value, is presented. The numerical experi- 
ments show a relatively high variance in the gap between the best feasible 
solution provided by the heuristic and the best lower bound obtained from 
the Lagrangian, the gap being generally higher for longer average message 
lengths, i.e when failures in the network cause some active links to  operate 
close to saturation. 
Link disjointedness is a strong and possible unnecessary restrictive con- 
dition, whose enforcement may result in the problem being infeasible. The 
impact of this constraint, together with alternative problem definitions, will 
be examined in the future. 
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origin-destination pairs: 
Figure 1: Topology and average link utilization for the EX network (link 
capacities = 19200 bps) 
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Figure 2: Topology and maximum link utilization for the EX network (link 
capacities = 19200 bps) 
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Figure 3: Topology and capacity values for the G T E  network 
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Figure 4: Topology and capacity values for the ARPA network 
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USA 
Average = 3.2 
bfax*%mum = 6 
MinUnum = 2 
Figure 5 :  Topology and capacity values for the USA network 
Center for Digital Economy Research 
Stem School of Business 
IVorking Paper IS-88-34 
Figure 6 :  Topology and capacity values for the RING network 
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Origin - destination Single route Primary - secondary 
(no failures) (with failures) 
Average 
message 
delay 
178.6 msec 508.9 msec 
Table 1: Comparative results for the single route and the primary + sec- 
ondary cases (EX network, average message length = 1000 bits) 
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Network Average Lower Upper Upper/ Average 
ID message Bound Bound Lower message 
length delay 1 
GTE 500 41345 45292 1.09 42.9 
GTE 450 32278 35330 1.09 33.7 
GTE 400 27361 27571 1.01 26.1 
ARPA 500 60175 86414 1.43 25.7 
ARPA 450 50650 59182 1.17 17.6 
ARPA 400 41500 44443 1.07 13.2 
USA 500 99749 149364 1.50 28.7 
USA 450 77959 83034 1.06 15.9 
USA 400 59860 62950 1.05 12.1 
RING 500 163276 229224 1.40 28.9 
RING 450 122903 135815 1.120 17.1 
RING 400 100787 104400 1.03 13.2 
Table 2: Summary of computational results for different average message 
lengths ( P = l / y  = 1000) 
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I Network Failure Lower Upper Upper/ Average 
I ID rate bound bound lower message 
length 
GTE 33902 36888 1.09 34.9 
GTE 32278 35330 1.09 33.7 
GTE 30942 31250 1.01 29.6 
ARPA 57024 66225 1.16 19.7 
ARPA 50650 59182 1.17 17.6 
ARPA 37377 43774 1.17 13.0 
USA 67089 89001 1.02 17.1 
USA 77959 83034 1.06 16.0 
USA 56015 69450 1.24 13.4 
RING 123281 139403 1.13 17.6 
RING 122903 135815 1.10 17.1 
RING 102848 124663 1.21 15.71 
Table 3: Summary of computational experiments for different failure rates 
(1/p = 450,1/y = 1000) 
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Network Average Lower U pper Upper/ Average 
ID repair bound bound lower message 
length delay 1 
GTE 500 30777 33993 1.10 32.2 
GTE 1000 32278 35330 1.09 33.7 
GTE 3000 33441 36452 1.09 34.5 
ARPA 500 46745 54369 1.16 16.2 
ARPA 1000 50650 59182 1.17 17.6 
ARPA 3000 54610 64046 1.17 19.1 
USA 500 65548 80040 1.22 15.4 
USA 1000 77959 83034 1.06 16.0 
USA 3000 77692 87050 1.12 16.7 
RING 500 116313 132772 1.14 16.7 
RING 1000 122903 135815 1.10 17.1 
RING 3000 128839 142006 1.10 17.9 
Table 4: Summary of computational results for different repair lengths 
(1/p = 450, ,8 = lov4) 
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I Network ID Error range C(Xa, A,) C(Aa, A,) C(Xa, A,)/C(&, Aa) I 
GTE (-10,+10) 42853 36160 1.185 
GTE (-301+30) 50399 39230 1.279* 
GTE (-501+50) 3781 6 39230 0.964* 
ARPA (-10,+10) 59087 58570 1.009 
ARPA (-301+30) 55520 55375 1.003 
ARPA (-50,+50) 53201 53124 1.001 
USA (-10,+10) 88775 84809 1.047 
USA (-30,+30) 7940 1 78538 1.01 1 
USA (-50,+50) 75319 75049 1.004 
RING (-101+10) 134299 136192 0.986 
RING (-30,+30) 141455 137545 1.028* 
RING (-5O,+50) 133083 131250 1.014 
I 
Note: For the cases marked with an *, in 2 out of the 5 cases C(Aa, A,) 
corresponded to infeasible solutions 
Table 5: Impact of the errors in estimating the external arrival rates 
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