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Abstract
We consider a class of nonlinear Schrödinger equation with indefinite linear part in RN . We prove that
the problem has at least three nontrivial solutions by means of Linking Theorem and (∇)-Theorem.
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1. Introduction
In the last decades, some semi-linear elliptic Schrödinger problems just like the following
problem
−u+ Vλ(x)u= f (x,u), u ∈H 1
(
R
N
)
, (P )
have been widely studied under various assumptions on Vλ(x) and f (x,u). Denote the spectrum,
essential spectrum and point spectrum of the Schrödinger operator −+ Vλ acting on L2(RN)
by σ(−+ Vλ(x)), σess(−+ Vλ(x)) and σp(−+ Vλ(x)), respectively. If σ(−+ Vλ) has
some parts below 0, then the problem (P ) has a indefinite linear part.
In the following we review some assumptions and the corresponding results on the prob-
lem (P ). In [7], Chabrowski and Yang considered the problem (P ) with Vλ(x) = V (x)− λ and
f (x,u) = W(x)|u|2∗−2u where 2∗ = 2N
N−2 , N  4, and proved that under the following condi-
tions:
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(FCY) W(x) ∈ C(RN) ∩ L∞(RN),W(x) > 0 and W(x) = W(x0) + O(|x − x0|), where
W(x0)= maxx∈RN W(x);
problem (P ) has at least a nontrivial solution. In fact, the condition (VCY) means that σ(−+V )
is discrete and the multiplicity of every eigenvalue is finite. The condition (VCY), i.e., the corre-
sponding spectrum is discrete, also appeared in [5,21]. A more general condition:
(VBLW) For any M > 0 and any r > 0 there holds:
mes
({
x ∈ Br(y): V (x)M
})→ 0 as |y| → ∞,
appeared in [4].
In [16], under the following conditions:
(VKS1) Vλ(x)= V (x) ∈ C(RN,R) is 1-periodic in xi , i = 1, . . . ,N ;
(VKS2) σ(−+ V )∩ (−∞,0) = ∅ and σ(−+ V )∩ {0} = ∅;
(FKS1) f :RN × R → R is a Carathéodory function and 1-periodic in xi , i = 1, . . . ,N , with
f (x, t) = o(t) as t → 0. There exist C > 0 and p < 2∗ such that |f (x, t)|  C(|t | +
|t |p−1) for all x ∈ RN , t ∈R;
(FKS2) There exist R  0 and θ > 2 such that 0 < θF(x, t) f (x, t)t for all x ∈RN , |t |> 0;
Kryszewski and Szulkin showed that the problem (P ) has at least a nontrivial solution. In this
case σ(− + V ) is purely absolutely continuous and bounded below and 0 lies in a gap of
σ(−+V ). Conditions (VKS1) and (VKS2), mean that the problem (P ) has a strongly indefinite
linear part. Similar conditions (VKS1) and (VKS2), i.e., the corresponding spectrum is strongly
indefinite, also appeared in [1,3,6].
In [12], Figueiredo and Ding considered the problem (P ) with Vλ(x) = λa(x) + a0(x). On
a(x) and a0(x) they gave the following assumptions:
(VFD1) a0 ∈ L∞(RN)∩C(RN) and 0 /∈ σ(−+ a0).
(VFD2) a ∈ L∞loc(RN), and there is a closed subset Z ∈ RN with nonempty Ω = intZ such that
a(x)= 0 for x ∈Z and a(x) > 0 a.e. in RN \Z.
(VFD3) There is M0 > 0 such that the Lebesgue measure mes({x ∈ RN : a(x)M0}) <∞.
From the above conditions, they proved that infσess(−+ Vλ) → ∞ as λ → ∞ (see Lem-
ma 2.1(b) in [12]). When f (x,u) is superlinear but subcritical or critical in u, they studied the
existence and the number of solution for the problem (P ) when λ > 0 is large enough. Recently,
in [10] Ding and Szulkin also studied the existence and the number of solution for the semi-linear
Schrödinger equation −ε2u+ V (x)u = f (x,u), ε > 0 small, and −u+ λV (x)u = f (x,u),
λ > 0 large, provided f is either asymptotically linear or superlinear (but subcritical) and V (x)
satisfies the following conditions:
(VDS1) V ∈ C(RN,R) and V is bounded below.
(VDS2) There exists b > 0 such that the set {x ∈ RN | V (x) < b} is nonempty and has finite
measure.
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thors considered multiple solutions.
In our paper we assume that Vλ(x) = V (x)− λ. About V (x), we give the following assump-
tions:
(V1) V (x) ∈ C(RN,R) and lim|x|→∞ V (x)= v∞ > 0.
(V2) V (x) v∞.
From the condition (V1), it is well known that σess(− + V (x)) = [v∞,∞) and σ(− +
V (x))∩ (−∞, v∞)= σp(−+V (x)) (for more details, see [9]). And also, from Theorem 30 in
[11, p. 150], we obtain that for any ε > 0 the spectrum of −+V (x) on (−∞, v∞ − ε) consists
of a finite number of eigenvalues with finite multiplicities. Furthermore, we assume that
(V3) −+ V (x) has at least two eigenvalues λi−1 and λi such that: λi−1 < 0 < λi , i ∈ N.
It is easy to see that λi < v∞.
To sum up, the spectrum of −+ V (x) in this paper has the following character:
(V123) λ1 < λ2  · · · λi−1 < 0 < λi = λi+1 = λi+s < λi+s+1  · · · λj  v∞, where j  2
and i, s, j ∈ N.
We can conclude that: for λj < v∞, λj ∈ σp(−+V (x)); for λj = v∞, λj ∈ σess(−+V (x)).
Similar assumptions on V (x) have been already used in paper [9]. In that paper Costa and
Tehrani proved that problem (P ) has at least a nontrivial solution with f (x,u) = a(x)g(u),
where g(u) has superlinear behavior at zero, a power-like growth at infinity, and sign condition
g(u)u 0 for all u ∈R, and a(x) is negative at infinity, i.e.,
(ACL) lim|x|→∞ a(x)= a∞ < 0.
In our paper we consider the following case: lim|x|→∞ a(x) = a∞ > 0. More precisely, we as-
sume f (x,u)= a(x)|u|p−2u, where
(F) 2 <p < 2N/(N − 2) for N  3; 2 <p <∞ for N = 1,2;
(A1) a(x) ∈ C(RN,R+) and lim|x|→∞ a(x)= a∞ > 0;
(A2) There exist positive constants C0 > 0 and β >N − 1 such that
a(x)− a∞ −C0
(|x| + 1)−βe−2|x| for all x ∈ RN.
Our main result in this paper is the following theorem.
Theorem 1.1. Suppose (V1)–(V3), (F), (A1) and (A2) hold. Then there exists a positive constant
δ0 > 0 such that if λ ∈ (λi −δ0, λi), λi −δ0 > 0, then the problem (P ) has at least three nontrivial
solutions in H 1(RN).
We prove Theorem 1.1 through a Linking Theorem due to Rabinowitz (see [24, Theo-
rem 2.12]), and a (∇)-Theorem which was initiated in [19] and then developed and applied
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therein. We recall these theorems in the last section.
We consider the problem (P ) in RN , so the corresponding functional of (P ) does not in gen-
eral satisfy the Palais–Smale condition. But the functional satisfies the PS condition in a certain
compactness range. It is very trivial to estimate the mini-max level stays in the compactness
range (see [8]). In this paper we apply a kind of orthogonalization technique to do this. The or-
thogonalization technique was developed and applied in [13,14,23], and the references therein,
but in these papers general critical growth semi-linear elliptic equations were considered. Our
problem has subcritical growth, thus the orthogonalization technique will be rearranged.
We define a functional Iλ :H 1(RN)→ R by
Iλ(u)= 12
∫
RN
[|∇u|2 + (V (x)− λ)u2]dx − 1
p
∫
RN
a(x)|u|p dx. (1.1)
We can see that I ∈ C1(H 1(RN),R). Therefore solutions of (P ) correspond to critical points of
the functional Iλ.
Throughout this paper we denote the strong and the weak convergence in H 1(RN) by →
and ⇀, respectively. Set ‖u‖0 := [
∫
RN
(|∇u|2 + v∞u2) dx]1/2 and |u|q := {
∫
RN
|u|q dx}1/q for
1 < q <∞. We say that {un} ⊂H 1(RN) is a Palais–Smale sequence for ϕ ∈ C1(H 1(RN),R) at
level c ∈R (the (PS)c-sequence for short), if and only if {un} satisfies ϕ(un)→ c and ϕ′(un)→ 0
as n → ∞. We say ϕ satisfies the Palais–Smale condition at level c ((PS)c-condition for short),
if each (PS)c-sequence has a convergent subsequence.
2. Linking structure I
In the following paper we always set λ ∈ (0, λi). For simplicity we assume that v∞ = 1 and
a∞ = 1. From (V123), 0 < λ< λi < v∞ = 1.
Denote
Sλ,p := inf
{∫
RN
[|∇u|2 + (1 − λ)u2]dx
|u|2p
: u ∈H 1(RN ) \ {0}}. (2.1)
Remark 2.1. From the definition of Sλ,p , it is easy to see that Sλ,p  Sλi ,p > 0, for λ ∈ (0, λi).
Sλi ,p is independent on λ.
From the well-known results of [2,15,17,22], it follows that the following problem
−u+ (1 − λ)u= up−1, u > 0 in RN,
has a unique positive solution w(x) ∈H 1(RN) up to a translation, and such that∫
RN
[∣∣∇w(x)∣∣2 + (1 − λ)w2(x)]dx = Sλ,p, ∣∣w(x)∣∣pp = 1, (2.2)
lim|x|→∞w(x)|x|
(N−1)/2 exp
{
(1 − λ)− 12 |x|}= d1 > 0 (2.3)
and
lim|x|→∞
∣∣∇w(x)∣∣|x|(N−1)/2 exp{(1 − λ)− 12 |x|}= d2 > 0, (2.4)
for some positive constants d1 and d2.
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k = 1, . . . , i + s. Set
X1 = span{ψk, k = 1,2, . . . , i − 1},
X2 = span{ψk, k = i, . . . , i + s},
X3 = (X1 ⊕X2)⊥. (2.5)
Then X1 ⊕X2 ⊕X3 = H 1(RN). Denote by Pl and Pl1l2 the orthogonal projections of H 1(RN)
onto Xl and Xl1 ⊕ Xl2 , respectively, where l, l1, l2 ∈ {1,2,3} and l1  l2. The quadratic form∫
RN
[|∇u|2 + V (x)u2]dx is negative definite on X1 and positive definite on X2 ⊕ X3. Using
arguments similar to those in the proof of Lemma 1.2 in [9] and noting that 0 < λ< λi < v∞ = 1,
we can define two new norms ‖ · ‖ and ‖ · ‖λ on X1 and X2 ⊕X3 by setting
‖P23u‖2 − ‖P1u‖2 =
∫
RN
[|∇u|2 + V (x)u2]dx, u ∈H 1(RN ), (2.6)
and
‖P23u‖2λ − ‖P1u‖2λ =
∫
RN
[|∇u|2 + (V (x)− λ)u2]dx, u ∈H 1(RN ). (2.7)
‖ · ‖ and ‖ · ‖λ are equivalent to ‖ · ‖0 since 0 /∈ σ(− + V (x)) and 0 /∈ σ(− + V (x) − λ),
respectively.
Let X =X1 ⊕X2 and W =X3. Then X ⊕W =H 1(RN).
For each m ∈ N, we define a function ξm :RN → R by
ξm(x) :=
{1 if x ∈ Bm,
m+ 1 − |x| if x ∈Am = Bm+1 \Bm,
0 if x ∈RN \Bm+1,
where Br := {x ∈RN : |x| r}. Set ψmk := ξmψk and
Xm = span
{
ψmk , k = 1,2, . . . , i + s
}
. (2.8)
By (V1), V (x) is bounded in RN . Then similar to Lemma 3.1 in [23], as m → ∞ we can obtain
that
(i) For k ∈ {1,2, . . . , i + s},
ψmk →ψk in H 1
(
R
N
)
as m→ ∞;
(ii) There exist m˜,  > 0 such that for all m> m˜,
max
{u∈Xm|
∫
RN
u2=1}
∫
RN
|∇u|2 + V (x)u2 dx  λi+s +  < λi+s+1  λj .
Furthermore, as Lemma 3.2 in [23] there exists a positive integer M0 such that for
each m>M0,
P1(Xm)=X, dim(Xm)= i + s and H 1
(
R
N
)=Xm ⊕W.
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For each m ∈ N, we define a function ηm :RN →R by
ηm(x) :=
{0 if x ∈ Bm+1,
|x| −m− 1 if x ∈Dm = Bm+2 \Bm+1,
1 if x ∈ RN \Bm+2,
where Br := {x ∈RN : |x| r}. Set
wm,zm(x)= ηmwzm = ηmw(x − zm), (2.9)
where zm ∈ (RN \ B2m) := {x ∈ RN : |x| 2m} and w(x) appear in (2.2)–(2.4). Then from the
definition of Xm we have
supp(wm,zm)∩ supp(v)= ∅, (2.10)
where v ∈Xm and m ∈N.
It follows from (2.3) and (2.4) that there exists a positive constant M1 such that for all m>M1,
wzm  2d1
(|zm| −m− 2)−(N−1)/2e−(1−λ)− 12 (|zm|−m−2) for all x ∈ Bm+2, (2.11)
|∇wzm | 2d2
(|zm| −m− 2)−(N−1)/2e−(1−λ)− 12 (|zm|−m−2) for all x ∈ Bm+2, (2.12)
and
d2
2
(|zm| +m+ 1)−(N−1)/2e−(1−λ)− 12 (|zm|+m+1)  |∇wzm | for all x ∈ Bm+1. (2.13)
Lemma 2.1. Let wm,zm be in (2.9). Then
lim
m→∞
∫
RN
[|∇wm,zm |2 + (1 − λ)(wm,zm)2]dx = Sλ,p (2.14)
and
lim
m→∞|wm,zm |
p
p = 1. (2.15)
Proof. By the definition of wm,zm and (2.2),∣∣∣∣
∫
RN
[|∇wm,zm |2 + (1 − λ)(wm,zm)2]dx − Sλ,p
∣∣∣∣
=
∣∣∣∣
∫
RN
[|∇ηm|2|wzm |2 + 2ηmwzm∇wzm∇ηm + η2m|∇wzm |2]dx
+
∫
RN
(1 − λ)η2mw2zm dx − Sλ,p
∣∣∣∣
=
∣∣∣∣
∫
N
[|∇wzm |2 + (1 − λ)w2zm]dx − Sλ,p +
∫ [|∇ηm|2w2zm + 2ηmwzm∇wzm∇ηm]dxR Dm
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∫
RN
(
η2m − 1
)|∇wzm |2 dx +
∫
RN
(
η2m − 1
)
(1 − λ)w2zm dx
∣∣∣∣
=
∣∣∣∣
∫
Dm
[|∇ηm|2w2zm + 2ηmwzm∇wzm∇ηm]dx +
∫
RN
(
η2m − 1
)|∇wzm |2 dx
+
∫
RN
(
η2m − 1
)
(1 − λ)w2zm dx
∣∣∣∣
 c1
∫
Bm+2
(|∇wzm |2 +w2zm)dx,
where c1 is a positive constant. It follows from (2.11), (2.12) and |zm|  2m that there exists a
constant c2 > 0 such that∣∣∣∣
∫
RN
[|∇wm,zm |2 + (1 − λ)(wm,zm)2]dx − Sλ,p
∣∣∣∣
 c2
(|zm| −m− 2)−(N−1)/2e−(1−λ)− 12 (|zm|−m−2)
 c2(m− 2)−(N−1)/2e−(1−λ)
− 12 (m−2).
Then we have
lim
m→∞
∫
RN
[|∇wm,zm |2 + (1 − λ)(wm,zm)2]dx = Sλ,p.
Similarly, we also have
lim
m→∞|wm,zm |
p
p = 1. 
Lemma 2.2. Under the assumptions of Theorem 1.1, if λ ∈ (0, λi), then
lim sup
λ→λ−i
Iλ(Xm)= 0
and
lim sup
λ→λ−i
Iλ(X)= 0.
Proof. First we prove lim supλ→λ−i Iλ(Xm) = 0. Arguing by indirectly assume that for ε > 0
there are λn → λ−i and {un}∞n=1 in Xm such that
sup Iλn(Xm)= Iλn(un) ε.
If {un}∞1 is bounded, then we can obtain, going if necessary to a subsequence, un → u in Xm. So
ε  Iλi (u)=
1
2
∫
N
[|∇u|2 + (V (x)− λi)u2]dx − 1
p
∫
N
a(x)|u|p dx  0,
R R
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‖un‖ → ∞. Then by λn ∈ (0, λi) and that all norms in Xm are equivalent, we conclude that
the right-hand side of the next inequality inclines to −∞:
ε  Iλi (u)=
1
2
∫
RN
[|∇un|2 + (V (x)− λn)u2n]dx − 1p
∫
RN
a(x)|un|p dx,
which is a contradiction also.
Similarly, it follows that
lim sup
λ→λ−i
Iλ(X)= 0. 
In the following we prove that Iλ has a linking geometrical structure. For each m ∈ N, let
zm ∈RN with |zm| 2m and R > 0, we denote
Qzm,Rm =
{
sy + twm,zm
∣∣ y ∈Xm, ‖y‖ = 1, 0 s, t R}, (2.16)
where Xm and wm,zm appear in (2.8) and (2.9), respectively.
Lemma 2.3. Under the assumptions of Theorem 1.1, there exist δ1 > 0 and R1 > ρ such that for
all λ ∈ (λi − δ1, λi), mM0 and zm  2m,
inf Iλ
(
S3(ρ)
)
> sup Iλ
(
∂
(
Qzm,R1m
))
, (2.17)
where S3(ρ)= {v ∈W | ‖v‖ = ρ}.
Proof. Clearly, for each v ∈W , we have∫
RN
[|∇v|2 + V (x)v2]dx = ‖v‖2
and ∫
RN
[|∇v|2 + V (x)v2]dx  λi+s+1
∫
RN
v2 dx.
Then by λ ∈ (0, λi),
Iλ(v)
1
2
(
1 − λ
λi+s+1
)
‖v‖2 − 1
p
∫
RN
a(x)|v|p dx
 1
2
(
1 − λi
λi+s+1
)
‖v‖2 − asup
p
∫
RN
|v|p dx
 1
2
(
1 − λi
λi+s+1
)
‖v‖2 − c3‖v‖p, (2.18)
where c3 > 0 and asup = supx∈RN a(x). (A1) implies that asup > 0. Hence, there exists ρ > 0
such that for v ∈W with ‖v‖ = ρ,
Iλ(v) c4ρ2, (2.19)
where ρ and c4 > 0 are independent of λ.
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∫
RN
[|∇wm,zm |2 + (1 − λ)(wm,zm)2]dx has a positive up-
per bound and
∫
RN
|wm,zm |p dx has a positive lower bound for all m ∈ N and zm ∈ RN with
|zm| 2m. Then by (V1), we have
Iλ(twm,zm)=
t2
2
∫
RN
[|∇wm,zm |2 + (V (x)− λ)(wm,zm)2]dx − tpp
∫
RN
a(x)|wm,zm |p dx
 t
2
2
∫
RN
[|∇wm,zm |2 + (v∞ − λ)(wm,zm)2]dx − tpp
∫
RN
a(x)|wm,zm |p dx
 t
2
2
c5 − t
p
p
c6, (2.20)
for some positive constants c5 and c6 independent of m and zm. Therefore, we may choose R′ > 0
so large that for all t > R′,
Iλ(twm,zm) 0
since p > 2. It also follows from (2.20) that there exists a positive constant c7 such that for each
m ∈ N and zm,
max
t0
I (twm,zm) c7.
For all mM0 and y ∈Xm with ‖y‖ = 1, we have
I (ty)= t
2
2
∫
RN
[|∇y|2 + (V (x)− λ)y2]dx − tp
p
∫
RN
a(x)|y|p dx
 t
2
2
∫
RN
[|∇y|2 + (v∞ − λ)y2]dx − ainf
p
tp
∫
RN
|y|p dx,
where ainf = infx∈RN a(x). (A1) implies that ainf > 0. Since dim(Xm)= k, there exists a constant
R′′ > ρ such that for all t R′′,
I (ty)−c7.
Set R1 = max{R′,R′′}. For t ∈ (0,R1),mM0 and y ∈ Xm with ‖y‖ = 1, by Lemma 2.2 there
is δ1 > 0 such that for λ ∈ (λi − δ1, λi),
I (ty) c4ρ
2
2
. (2.21)
The above arguments yield (2.17). 
3. Linking structure II
X1,X2 and X3 are given in (2.5). Set:
S23(ρ)=
{
u ∈X2 ⊕X3: ‖u‖ = ρ
}
,
T1,2(R)=
{
u ∈X1 ⊕X2: ‖u‖ =R
}∪ {u ∈X1: ‖u‖R}.
Then we have
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sup Iλ
(
T1,2(R)
)
< inf Iλ
(
S23(ρ)
)
,
where 0 < ρ <R.
Proof. By 0 < λ< λi , for z ∈X2 ⊕X3 we have∫
RN
[|∇z|2 + (V (x)− λ)z2]dx
= ‖z‖2 − λ
λi
λi
∫
RN
z2 dx

(
1 − λ
λi
)
‖z‖2.
Then
Iλ(z)= 12
∫
RN
[|∇z| + (V (x)− λ)z2]dx − 1
p
∫
RN
a(x)|z|p dx

(
1 − λ
λi
)
‖z‖2 − c8‖z‖p,
where c8 is a positive constant. So there exists a constant ρ > 0 such that
inf Iλ
(
S23(ρ)
)
> 0.
From the definition of X1, for w ∈X1,
Iλ(w)= 12
∫
RN
[|∇w| + (V (x)− λ)w2]dx − 1
p
∫
RN
a(x)|w|p dx
 (λi−1 − λ)
∫
RN
w2 dx − 1
p
∫
RN
a(x)|w|p dx
 0.
To conclude the proof it is enough to show that
lim‖v‖→∞, v∈X1⊕X2
Iλ(u)= −∞.
In fact, for v ∈X1 ⊕X2,
Iλ(v)= 12
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx − 1
p
∫
RN
a(x)|v|p dx
 (λi − λ)
2
∫
RN
v2 dx − ainf
p
∫
RN
|v|p dx.
Since all norms in X1 ⊕X2 are equivalent, the results follow. 
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of Iλ constrained on X1 ⊕X3 such that Iλ(u) ∈ [−ε1, ε1], is the trivial one.
Proof. By contradiction, let us suppose that there exist λn ∈ [0, λi] and un ∈X1 ⊕X3 \ {0} such
that
Iλn(un)=
1
2
∫
RN
[|∇un|2 + (V (x)− λn)u2n]dx − 1p
∫
RN
a(x)|un|p dx → 0 (3.1)
and for all z ∈X1 ⊕X3,∫
RN
[∇un · ∇z+ V (x)unz− λnunz]dx −
∫
RN
a(x)|un|p−2unz dx = 0. (3.2)
Choose z = un in (3.2). Then by (3.1), we have∫
RN
a(x)|un|p dx → 0 (n→ ∞). (3.3)
Choose z = wn − vn in (3.2), where vn ∈ X1 and wn ∈ X3 such that un = vn +wn. Then we
get ∫
RN
[|∇wn|2 + (V (x)− λn)w2n]dx −
∫
RN
[|∇vn|2 + (V (x)− λn)v2n]dx
=
∫
RN
a(x)|vn +wn|p−2(vn +wn)(wn − vn) dx. (3.4)
About the first line in (3.4),∫
RN
[|∇wn|2 + (V (x)− λn)w2n]dx −
∫
RN
[|∇vn|2 + (V (x)− λn)v2n]dx

∫
RN
[|∇wn|2 + V (x)w2n]dx − λnλi+1 λi+1
∫
RN
w2n dx −
∫
RN
[|∇vn|2 + V (x)v2n]dx
 (1 − λn/λi+1)‖wn‖2 + ‖vn‖2
 (1 − λn/λi+1)‖un‖2. (3.5)
For the second line in (3.4), by the Hölder and Sobolev’s inequalities,∫
RN
a(x)|vn +wn|p−2(vn +wn)(wn − vn) dx

∫
RN
[
a(x)
](p−1)/p|vn +wn|p−1[a(x)]1/p|wn − vn|dx

[ ∫
N
a(x)|un|p dx
](p−1)/p[ ∫
N
a(x)|wn − vn|p dx
]1/pR R
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[ ∫
RN
a(x)|un|p dx
](p−1)/p
c9‖un‖
 c10‖un‖p, (3.6)
where c9 and c10 are positive constants. Combining (3.5) and (3.6),
c10‖un‖p 
[ ∫
RN
a(x)|un|p dx
](p−1)/p
c9‖un‖ (1 − λn/λj+1)‖un‖2.
So ‖un‖ → 0 (n → ∞) since (3.3) and ‖un‖  c11 > 0 since p > 2, where c11 is a positive
constant. This is a self-contradictory. 
Lemma 3.3. Suppose (V1), (V2), λ ∈ (0, λi) and {un} in H 1(RN) is such that Iλ(un) is bounded,
P2un → 0 and P13I ′λ(un)→ 0. Then {un} is bounded.
Proof. By contradiction, let us assume that ‖un‖ → ∞. Define vn = un/‖un‖. Then there is u
in H 1(RN) such that vn ⇀ u (passing to a subsequence, if necessary). From the definitions of
P2 and P13, we have〈
P13I
′
λ(un), un
〉
= 〈I ′λ(un), un〉− 〈P2I ′λ(un), un〉
= 2Iλ(un)+
(
2
p
− 1
) ∫
RN
a(x)|un|p dx −
∫
RN
[∣∣∇(P2un)∣∣2 + (V (x)− λ)(P2un)2]dx
+
∫
RN
a(x)|un|p−2unP2un dx.
Then by Sobolev inequality and condition (A1),
〈
P13I
′
λ(un), un
〉+(1 − 2
p
) ∫
RN
a(x)|un|p dx
 2Iλ(un)−
∫
RN
[|∇P2un|2 + (V (x)− λ)(P2un)2]dx
+
( ∫
RN
a(x)|un|p dx
)(p−1)/p( ∫
RN
a(x)|P2un|p dx
)1/p
 2Iλ(un)−
∫
RN
[|∇P2un|2 + (V (x)− λ)(P2un)2]dx + c12‖un‖p−1‖P2un‖, (3.7)
where c12 is a positive constant. Using P2un → 0 and dividing by ‖un‖p−1, we conclude
lim
n→∞
∫
RN
a(x)|un|p dx
p−1 = 0. (3.8)‖un‖
F. Wang / J. Math. Anal. Appl. 331 (2007) 1001–1022 1013So
lim
n→∞
∫
RN
[
a(x)|vn|p
]
dx · ‖un‖ = 0.
By ‖un‖ → ∞, we have limn→∞
∫
RN
a(x)|vn|p dx = 0. It is easy to see that u= 0, since vn ⇀ u.
In the following we define another norm on H 1(RN):
‖|u‖|2 =
∫
RN
[|∇u|2 + (1 − λ)u2]dx, u ∈H 1(RN ),
which is equivalent to the norm ‖ · ‖0. Certainly, τn = ‖|un‖| → ∞ and zn = un‖|un‖| ⇀ 0. So
Iλ(un)
τ 2n
= 1
2
∫
RN
|∇zn|2 dx + 12
∫
RN
(
V (x)− λ)z2n dx − 1p
∫
RN
a(x)|un|p dx
τ 2n
.
Since zn ⇀ 0 and lim|x|→∞ V (x)= v∞ = 1, we obtain∫
RN
V (x)z2n dx =
∫
RN
z2n dx + o(1).
Therefore, for n large enough,
lim
n→∞
∫
RN
a(x)|un|p dx
τ 2n
= p
2
.
Thus,
c13  lim
n→∞
∫
RN
a(x)|un|p dx
‖un‖2  c14,
where c13 and c14 are positive constants. Then from (3.7), for n large enough we get
c15‖un‖2  c16 + ‖u2‖ + c17‖un‖2(p−1)/p‖P2un‖,
where c15, c16 and c17 are positive constants. So ‖un‖ is bounded and a contradiction arises. 
Lemma 3.4. Assume (V1), (V2) and λ ∈ (0, λi). Then ∀δ > 0 ∃ε0 > 0 such that ∀λ ∈ (λi − δ,λi)
and ∀ε′, ε′′ ∈ (0, ε0), ε′ < ε′′, the condition (∇)(Iλ,X1 ⊕X3, ε′, ε′′) holds.
Proof. By contradiction, let us suppose that ∃δ¯ > 0 such that ∀ε0 > 0 if λ ∈ (λi − δ¯, λi) and
ε′, ε′′ ∈ (0, ε0) then the condition (∇)(Iλ,X1 ⊕X3, ε′, ε′′) does not hold. Take ε0 = min{ε1, ( 12 −
1
p
)Sp/(p−2)λ,p }, where ε1 and Sλ,p are given in Lemma 3.2 and (2.1), respectively. Then there ex-
ists {un}∞1 ⊂ H 1(RN) such that d(un,X1 ⊕X3) → 0, Iλ(un) ∈ [ε′, ε′′] and P13I ′λ(un) → 0. By
Lemma 3.3, {un}∞1 is a bounded sequence. So we may assume, going if necessary to a subse-
quence,
un ⇀ v in H 1
(
R
N
)
,
un → v in Lp
(
R
N
)
. (3.9)loc
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RN
[∇un∇(P13ϕ)+ (V (x)− λ)unP13ϕ]dx =
∫
RN
a(x)|un|p−2unP13ϕ dx + o(1)‖ϕ‖,
where ϕ ∈H 1(RN). Furthermore, by P2un → 0 we conclude that v ∈X1 ⊕X3. Then from (3.9)
we have∫
RN
[∇v∇(P13ϕ)+ (V (x)− λ)vP13ϕ]dx =
∫
RN
a(x)|v|p−2vP13ϕ dx.
Take ϕ = v, we get∫
RN
[|∇v|2 + (V (x)− λ)v2]dx = ∫
RN
a(x)|v|p dx. (3.10)
Thus,
Iλ(v)= 12
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx − 1
p
∫
RN
a(x)|v|p dx
=
(
1
2
− 1
p
) ∫
RN
a(x)|v|p dx  0. (3.11)
Let vn = un − v. By Lemma 1.32 of [24], (V1) and (A1),∫
RN
[|∇un|2 + (V (x)− λ)u2n]dx
=
∫
RN
[|∇vn|2 + (V (x)− λ)v2n]dx +
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx + o(1)
=
∫
RN
[|∇vn|2 + (1 − λ)v2n]dx +
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx + o(1) (3.12)
and ∫
RN
a(x)|un|p dx =
∫
RN
a(x)|vn|p dx +
∫
RN
a(x)|v|p dx + o(1)
=
∫
RN
|vn|p dx +
∫
RN
a(x)|v|p dx + o(1). (3.13)
Then,
〈
I ′λ(un), un
〉= ∫
N
[|∇un|2 + (V (x)− λ)u2n]dx −
∫
N
a(x)|un|p dx
R R
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∫
RN
[|∇vn|2 + (1 − λ)v2n]dx +
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx
−
∫
RN
|vn|p dx −
∫
RN
a(x)|v|p dx + o(1).
By (3.10) and 〈I ′λ(un), un〉 → 0, we may therefore assume that∫
RN
[|∇vn|2 + (1 − λ)v2n]dx → b,
∫
RN
|vn|p dx → b.
Case (i): If b = 0, by the definition of Sλ,p , we have∫
RN
[|∇vn|2 + (1 − λ)v2n]dx  Sλ,p
( ∫
RN
|vn|p dx
)2/p
.
Thus b Sp/(p−2)λ,p . By (3.12) and (3.13),
Iλ(un)= 12
∫
RN
[|∇un|2 + (V (x)− λ)u2n]dx − 1p
∫
RN
a(x)|un|p dx
= Iλ(v)+ 12
∫
RN
[|∇vn|2 + (1 − λ)(x)v2n]dx − 1p
∫
RN
a(x)|vn|p dx + o(1). (3.14)
It follows from b Sp/(p−2)λ,p and (3.11) that
Iλ(un)
(
1
2
− 1
p
)
b
(
1
2
− 1
p
)
Sp/(p−2)λ,p ,
which contradict with Iλ(un) < ε0 < ( 12 − 1p )Sp/(p−2)λ,p .
Case (ii): If b = 0, then vn → 0 in H 1(RN). By (3.14), Iλ(v) = limn→∞ Iλ(un)  ε′′ < ε1.
From (3.10) and Lemma 3.2, v = 0. So 0 = Iλ(v) = limn→∞ Iλ(un) ε′ > 0. This is a contra-
diction also.
We complete the proof. 
4. Proof of main theorem
In this section we give the proof of Theorem 1.1. First of all, we give two lemmata.
Lemma 4.1. Under the assumptions of Theorem 1.1, let {un} ⊂ H 1(RN) be a (PS)c-sequence
for Iλ with
0 < c <
(
1
2
− 1
p
)
Sp/(p−2)λ,p and λ ∈ (0, λi), (4.1)
then there exists a subsequence of {un} which converges strongly in H 1(RN).
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c + 1 + ‖un‖λ  I (un)− 12
〈
I ′(un), un
〉
=
(
1
2
− 1
p
) ∫
RN
a(x)|un|p dx
 c18|un|pp. (4.2)
The Hölder and the Sobolev inequalities imply that, for n large enough,∥∥P1(un)∥∥2λ = 〈I ′(un),P1(un)〉+
∫
RN
a(x)|un|p−2unP1(un) dx

∥∥P1(un)∥∥λ + asup
( ∫
RN
|un|p dx
) p−1
p
( ∫
RN
∣∣P1(un)∣∣p dx
) 1
p
 ‖P1(un)‖λ + asup|un|p−1p
∣∣P1(un)∣∣p

∥∥P1(un)∥∥λ + c19|un|p−1p ∥∥P1(un)∥∥λ.
Then ∥∥P1(un)∥∥λ  1 + c19|un|p−1p .
By (4.2),∥∥P1(un)∥∥λ  1 + c20(1 + ‖un‖λ) p−1p .
Similarly, we have∥∥P23(un)∥∥λ  1 + c21(1 + ‖un‖λ) p−1p .
Hence
‖un‖2λ =
∥∥P1(un)∥∥2λ + ∥∥P23(un)∥∥2λ

[
1 + c20
(
1 + ‖un‖λ
) p−1
p
]2 + [1 + c21(1 + ‖un‖λ) p−1p ]2.
Since p−1
p
< 1, it follows that {un} is bounded.
Similar to the proof of Lemma 3.4, we obtain this lemma. 
Lemma 4.2. There exists a positive constant m¯ M0 such that for each m > m¯ the following
holds: there exists a constant Rm  2m such that if |zm|Rm then
Iλ(twm,zm) <
(
1
2
− 1
p
)
Sp/(p−2)λ,p , for all t  0, (4.3)
where wm,zm is given in (2.9).
Proof. By (2.20), we can find constants t2 > t1 > 0 such that for all t ∈ [0, t1] ∪ [t2,∞), m ∈ N
and zm ∈RN with |zm| 2m,
Iλ(twm,zm) <
(
1 − 1
)
Sp/(p−2)λ,p .2 p
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I (twm,zm) <
(
1
2
− 1
p
)
Sp/(p−2)λ,p , t ∈ [t1, t2],
for each m m¯ and |zm| large enough.
It is easy to see that
|Dm|
|Bm+1| =
|Bm+2| − |Bm+1|
|Bm+1| =
(m+ 2)N − (m+ 1)N
(m+ 1)N
and
|Bm+2|
|Bm+1| =
(m+ 2)N
(m+ 1)N ,
where Br is ball in RN with center at origin and radius r , Dr = Br+2 \ Br+1 and |Br | is the
volume of the Br . It follows that there exists a positive constant M1 such that for all mM1,
|Dm|
|Bm+1| 
t21d
2
3
16t22 (4d
2
1 + 2d22 )
and
|Bm+2|
|Bm+1|  2. (4.4)
Now we let m¯ := max{M0,M1}, then by V (x)  v∞ = 1 and the definition of wm,zm , for each
m m¯ we have
I (twm,zm)=
t2
2
∫
RN
[∣∣∇(ηmwzm)∣∣2 + (V (x)− λ)(ηmwzm)2]dx − tpp
∫
RN
a(x)|wm,zm |p dx
 t
2
2
∫
RN
[|∇ηm|2|wzm |2 + 2ηmwzm∇wzm∇ηm + η2m|∇wzm |2]dx
+ t
2
2
∫
RN
(
V (x)− λ)η2mw2zm dx − tpp
∫
RN
a(x)|twm,zm |p dx
= t
2
2
∫
RN
[|∇wzm |2 + (1 − λ)w2zm]dx − tpp
∫
RN
|wm,zm |p dx
+ t
2
2
∫
Dm
[|∇ηm|2w2zm + 2ηmwzm∇wzm∇ηm]dx + t22
∫
RN
(
η2m − 1
)|∇wzm |2 dx
+ t
2
2
∫
RN
[
(V − λ)η2m − (1 − λ)
]
w2zm dx +
tp
p
∫
RN
|wm,zm |p dx
− t
p
p
∫
RN
a(x)|wm,zm |p dx
 I∞λ (w)+
t2
2
∫
Dm
[
2w2zm + |∇wzm |2
]
dx − t
2
2
∫
Bm+1
|∇wzm |2 dx + J2
= I∞λ (w)+ J1 + J2,
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I∞λ (w) :=
1
2
∫
RN
[|∇w|2 + (1 − λ)w2]dx − 1
p
∫
RN
|w|p dx,
J1 := t
2
2
∫
Dm
[
2w2zm + |∇wzm |2
]
dx − t
2
2
∫
Bm+1
|∇wzm |2 dx
and
J2 := t
p
p
∫
RN
[
1 − a(x)]|wm,zm |p dx.
It follows from Dm ⊂ Bm+2, (2.11)–(2.13) and (4.4) that
J1  t22
(
4d21 + 2d22
) ∫
Dm
(|zm| −m− 2)−(N−1)e−2(|zm|−m−2) dx
+ 2
p+1tp2 d
p
1
p
∫
Bm+2
(|zm| −m− 2)−p(N−1)/2e−p(|zm|−m−2) dx
− t
2
1
8
d23
∫
Bm+1
(|zm| +m+ 1)−(N−1)e−2(|zm|+m+1) dx
= t22
(
4d21 + 2d22
)|Dm|(|zm| −m− 2)−(N−1)e−2(|zm|−m−2)
+ 2
p+1tp2 d
p
1
p
|Bm+2|d1
(|zm| −m− 2)−p(N−1)/2e−p(|zm|−m−2)
− t
2
1
8
d3|Bm+1|
(|zm| +m+ 1)−(N−1)e−2(|zm|+m+1)
= |Bm+1|
[ |Dm|
|Bm+1| t
2
2
(
4d21 + 2d22
)(|zm| −m− 2)−(N−1)e−2(|zm|−m−2)
+ |Bm+2||Bm+1|
2p+1tp2 d
p
1
p
(|zm| −m− 2)−p(N−1)/2e−p(|zm|−m−2)
− t
2
1
8
d23
(|zm| +m+ 1)−(N−1)e−2(|zm|+m+1)
]
 |Bm+1|
[
t21
16
d23
(|zm| −m− 2)−(N−1)e−2(|zm|−m−2)
+ 2
p+2tp2 d
p
1
p
(|zm| −m− 2)−p(N−1)/2e−p(|zm|−m−2)
− t
2
1
8
d23
(|zm| +m+ 1)−(N−1)e−2(|zm|+m+1)
]
= |Bm+1|[T1 + T2 − T3],
where
T1 := t
2
1 d21
(|zm| −m− 2)−(N−1)e−2(|zm|−m−2), (4.5)16
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p+2tp2 d
p
1
p
(|zm| −m− 2)−p(N−1)/2e−p(|zm|−m−2) (4.6)
and
T3 := t
2
1
8
d23
(|zm| +m+ 1)−(N−1)e−2(|zm|+m+1). (4.7)
By the definition of J2, (A1) and (A2), we have
J2 = t
p
p
∫
RN
[
1 − a(x)]|wm,zm |p dx
 C0t
p
p
∫
RN
(|x| + 1)−βe−2|x||wm,zm |p dx
 C0(t2a2)
p
p
∫
RN
(|x| + 1)−βe−2|x|e−p|x−zm| dx
 C0(t2a2)
p
p
∫
RN
(|x + zm| + 1)−βe−2|x+zm|e−p|x| dx
 C0(t2a2)
p
p
|zm|−βe−2|zm|
∫
RN
( |zm|
|x + zm| + 1
)β
e−(p−2)|x| dx
= C0(t2a2)
p
p
U, (4.8)
where
U := |zm|−βe−2|zm|
∫
RN
( |zm|
|x + zm| + 1
)β
e−(p−2)|x| dx. (4.9)
We will estimate the last integral in (4.9). First, we observe that( |zm|
|x + zm| + 1
)β
e−(p−2)|x| → e−(p−2)|x| as |zm| → ∞ for all x ∈RN.
For |x| |zm|/2,( |zm|
|x + zm| + 1
)β
e−(p−2)|x| 
( |zm|
|zm|/2 + 1
)β
e−(p−2)|x|  2βe−(p−2)|x|.
For |x| |zm|/2,( |zm|
|x + zm| + 1
)β
e−(p−2)|x|  |zm|βe−(p−2)|x|  2βe−(p−2)|x||x|β.
Thus ( |zm| )β
e−(p−2)|x|  2βe−(p−2)|x| max
{
1, |x|β} ∈ L1(RN ).|x + zm| + 1
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U  |zm|−βe−2|zm|
( ∫
RN
e−(p−2)|x| dx + o(1)
)
as |zm| → ∞.
Thus there exists a positive constant R′m such that
U O
(|zm|−βe−2|zm|) for |zm|R′m.
From (4.5)–(4.7), we obtain lim|zm|→∞ T1/T3 = 1/2 and lim|zm|→∞ T2/T3 = 0 since p > 2.
Then, we have
lim|zm|→∞
U
T3
= lim|zm|→∞
c13|zm|−βe−2|zm|
T3
= lim|zm|→∞
c13|zm|−βe−2|zm|
t21
8 d
2
3 (|zm| +m+ 1)−(N−1)e−2(|zm|+m+1)
= lim|zm|→∞
8c13(|zm| +m+ 1)(N−1)e−2(|zm|+m+1)
t21d
2
1 |zm|βe2|zm|
= 0,
since β >N − 1. Then we may choose Rm  2m such that if |zm|Rm then J1 + J2 < 0.
So we prove (4.3). Thus we complete the proof. 
Now we prove main result. In the following we will apply two Linking Theorems, which are
given in Appendix A.
Proof of Theorem 1.1. In order to apply Theorem A.1, we set N = S3(ρ) and M = Qzm,R1m ,
where S3(ρ) and Qzm,R1m appear in Lemma 2.3. Noting that λ ∈ (λi − δ1, λi), δ1 > 0, mM0,
zm  2m and R1 > ρ. Take m > m¯ and R1 > Rm, where m¯ and Rm appear in Lemma 4.2, we
have c (see (A.10)) belongs to (0, ( 12 − 1p )Sp/(p−2)λ,p ). Then by Lemma 4.1, the (PS)c-sequence
{un} of Iλ has a subsequence which converges strongly in H 1(RN). Going if necessary to a
subsequence, we can assume that un → u in H 1(RN). Clearly, Iλ(u) = c and I ′(u) = 0. Then
problem (P ) has at least one nontrivial solution u ∈H 1(RN). From (2.19), we imply that Iλ(u)
c4ρ2, where ρ > 0 and c4 > 0 are constants independent of λ.
Take δ2 > 0 and find ε0 as in Lemma 3.4. Fix 0 < ε′ < ε′′ < ε0, where we request ε′′ < c4ρ2.
According as Lemmas 2.2 and 2.3 there exists δ0  min{δ1, δ2} such that for λ ∈ (λi − δ0, λi),
sup{Iλ(X)}< ε′′. Then by Lemma 3.4, the condition (∇)(Iλ,X1 ⊕X3, ε′, ε′′) holds. Combining
Lemmas 3.1, 4.1 and Theorem A.2, there are two nontrivial solutions such that Iλ(ui) ∈ [ε′, ε′′],
i = 1,2. Noting that 0 < ε′  Iλ(ui) ε′′ < c4ρ2  Iλ(u), i = 1,2.
So Theorem 1.1 is proved. 
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Theorem A.1 (Linking Theorem). Let H = X ⊕ W be a Banach space with dimX < ∞. Let
ρ > r > 0 and let z ∈W be such that ‖z‖ = r . Define
M := {u= y + λz: ‖u‖ ρ, λ 0, y ∈X},
M0 :=
{
u= y + λz: y ∈X, ‖u‖ = ρ and λ 0 or ‖u‖ ρ and λ= 0},
N := {u ∈W : ‖u‖ = r}.
Let ϕ ∈ C1(H,R) be such that
b := inf
N
ϕ > a := max
M0
ϕ.
If ϕ satisfies the (PS)c-condition with
c := inf
γ∈Γ maxu∈M ϕ
(
γ (u)
)
, (A.1)
Γ := {γ ∈ C(M,H): γ |M0 = id},
then c is a critical value of ϕ.
Definition. Let X be a closed subspace of H , which is a Hilbert space, a, b ∈ R ∪ {−∞,+∞}.
We say that a C1 function f :H → R verifies the condition (∇)(f,X,a, b) if there exists γ > 0
such that
inf
{∥∥PX∇f (u)∥∥ ∣∣ a  f (u) b, dist(u,X) γ }> 0,
where PX :H →X denotes the orthogonal projection of H onto X.
We rewrite the (∇)-Theorem in the following:
Theorem A.2 (Sphere-torus linking with mixed type assumptions). Let H be a Hilbert space
and Xi , i = 1,2,3, three subspaces of H such that H = X1 ⊕ X2 ⊕ X3 and dimXi < ∞ for
i = 1,2. Let ϕ :H →R be a C1,1 function. Denote by Pi the orthogonal projection of H onto Xi .
Let ρ,ρ′, ρ′′, ρ1 be such that ρ1 > 0, 0 ρ′ < ρ < ρ′′. Assume
a′ = sup
u∈T
ϕ(u) < inf
w∈X2⊕X3,‖w‖=ρ
ϕ(w)= a′′,
where
T = ∂X1⊕X2 and =
{
u ∈X1 ⊕X2
∣∣ ρ′  ‖P2u‖ ρ′′, ‖P1u‖ ρ1},
S23(ρ)=
{
u ∈X2 ⊕X3
∣∣ ‖u‖ = ρ} and B23(ρ)= {u ∈X2 ⊕X3 ∣∣ ‖u‖ ρ}.
Let a and b be such that a′ < a < a′′ and b > supϕ() and:
the assumption (∇)(ϕ,X1 ⊕X2, a, b) holds.
Finally assume that (PS)c-condition holds at any c in [a, b]. Then ϕ has at least two critical
points in ϕ−1([a, b]). If furthermore,
−∞< inf
w∈X2⊕X3,‖w‖ρ
ϕ(w)= a1,
and (PS)c-condition holds at any c ∈ [a1, a], then f has another critical level in [a1, a].
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