A drawing of a graph in the plane is even if nonadjacent edges have an even number of intersections. Hanani's theorem characterizes planar graphs as those graphs that have an even drawing. In this paper we present an algebraic characterization of graphs that have an even drawing. Together with Hanani's theorem this yields an algebraic characterization of planar graphs. We will also present algebraic characterizations of subgraphs of paths, and of outerplanar graphs.
Introduction
Many characterizations of planar graphs are known. One of them, Kuratowski's theorem, says that a graph is planar if and only if it has no subgraph homeomorphic to K 5 or K 3,3 . Another one, Hanani's theorem [2] , says that a graph is planar if and only if it has a drawing in the plane such that nonadjacent edges have an even number of intersections. (Recently, Pelsmajer et al. have given a proof of this which does not use Kuratowski's theorem.) In this paper we give an algebraic characterization of when a graph has a drawing in the plane such that nonadjacent edges have an even number of intersections. Together with Hanani's theorem this yields an algebraic characterization of planar graphs. Besides that, we will also give algebraic characterizations of subgraphs of paths and of outerplanar graphs.
The idea we use goes back to van Kampen. Van Kampen [8] gave an obstruction for embeddability of an n-dimensional simplicial complexes in R 2n . See also Wu [9] . For n = 1, this obstruction tells us precisely when a graph has a drawing in the plane such that nonadjacent edges have an even number of intersections. The characterization we describe in this paper follows from taking the dual of the obstruction introduced by van Kampen.
The outline of the paper is as follows. In Section 2, we introduce the notion of symmetric kcycles. We show there is an invariant I k which associates to each symmetric k-cycle an element of Z 2 , the ring of integers mod 2. In Section 3, we first show that each symmetric 1-cycle is a sum of basic types of symmetric 1-cycles, and then show that subgraphs of paths are exactly those graphs G such that each symmetric 1-cycle d of G satisfies I 1 (d) = 0. In Section 4, we show that outerplanar graphs are characterized as those graphs G such that each semi-1-boundary d satisfies I 1 (d) = 0. Semi-1-boundaries are a special kind of symmetric 1-boundaries. In Section 5, we first show that each symmetric 2-cycle is a sum of basic types of symmetric 2-cycles, and then show that planar graphs are characterized as those graphs G such that each symmetric 2-cycle d satisfies I 2 (d) = 0.
Symmetric k-cycles
Let G = (V, E) be a graph. Graphs in this paper are allowed to have multiple edges and loops. We define P 0 (G) = {(v, w) ∈ V ×V | v = w}, P 1 (G) = {(e, v) ∈ E ×V | v not incident to e}∪ {(v, e) ∈ V × E | v not incident to e}, and P 2 (G) = {(e, f ) ∈ E × E | e and f nonadjacent}. A k-chain of G is subset of P k (G). If a k-chain x contains only one elements (s, t), we say that x is an elementary k-chain on (s, t). We can make the set of all k-chains of G a linear space over G F(2) by defining for k-chains x and y, x + y = x∆y; we denote this space by C k (G).
If v is a vertex of G, we define ∂(v) = ∅. If e is an edge of G, we define ∂(e) as the set of ends of e. The boundary of an elementary k-chain {(s, t)} is defined as ∂(s) × {t} ∪ {s} × ∂(t). Notice that, for k ≥ 1, ∂({(s, t)}) belongs to C k−1 (G). We extend the boundary linearly to the space of all k-chains of G and denote this operator by ∂ k . The following property holds:
If v is a vertex of G, we define δ(v) as the set of all edges at v. If e is an edge of G, we define δ(e) = ∅. Let k ∈ {0, 1}. The coboundary of an elementary k-chain {(s, t)} is defined as (δ(s) × {t} ∪ {s} × δ(t)) ∩ P k+1 (G). We extend the coboundary linearly to the space of all k-chains and denote this operator by δ k .
If x is a k-chain of G, then {(s, t) : (t, s) ∈ x} is also a k-chain. We define the linear operator
We can write any symmetric k-chain x as S k (c), where c is a k-chain, and conversely, S k (c) is a symmetric k-chain for any k-chain c. The relations
We denote the space spanned by all symmetric k-cycles of G by SC k (G). In the next sections, we give examples of symmetric 1-and 2-cycles. A semi-1-boundary of G is a symmetric 1-cycle that is a sum of 1-chains of the form S 1 ({e} × ∂( f )), where e and f are nonadjacent edges of G. 
The following lemma is easy to verify.
If c is a symmetric k-chain and d = S k (a) is a symmetric k-cycle, we define c * d to the congruence class modulo 2 of |c ∩ a|. From Lemma 2 it follows that c * d does not depend on the choice of a.
We now define an operator I k on the space of all symmetric k-cycles. Let S k (c) be a symmetric k-cycle, where c is a k-chain. For k = 0, we define I 0 (S 0 (c)) ∈ Z 2 to be the congruence modulo 2 of the number of elements in c. Since the number of elements in a symmetric 0-chain is even, I 0 (S 0 (c)) is independent of the choice of c. Notice that, if d 1 and d 2 are symmetric 0-cycles,
. Now assume we have defined I k on the space of all symmetric k-cycles. Then we define I k+1 (S k+1 (c)) = I k (∂ k+1 (c)). We need to check that I k+1 (S k+1 (c)) is independent of the choice of c. For this, let c 1 be a (k + 1)-chain such that S k+1 (c 1 ) = S k+1 (c). Then, by Lemma 2, c 1 = c + S k+1 (g), where g is a (k + 1)-chain. So
(Here we have used that
is the number of elements in ∂ 1 (g), which is even, as
is independent of the choice of c.
The notions introduced in this section come from algebraic topology. We refer the reader to Rotman [4] for more on algebraic topology.
Paths
In this section we show that a graph G is a subgraph of a path if and only if I 1 (d) = 0 for each symmetric 1-cycle d of G. First we will give some examples of symmetric 1-cycles.
Let G = (V, E) be a graph. If e and f are nonadjacent edges, then ∂ 2 (S 2 ({(e, f )})) is a symmetric 1-cycle. We denote this symmetric 1-cycle by d e× f . These symmetric 1-cycles are examples of symmetric 1-boundaries. More general, if P and Q are disjoint paths of G, we define d P×Q = S 1 (∂ 2 (E(P) × E(Q))). If C is a circuit and v is a vertex not incident to C, d C×v = S 1 (E(C) × {v}) is a symmetric 1-cycle. We denote by S B 1 (G) the space generated by all symmetric 1-cycles of the form d e× f and d C×v .
Let K be a subgraph of G isomorphic to K 1, 3 . Let e 1 , e 2 , e 3 be the edges and v 0 , v 1 , v 2 , v 3 be the vertices of K , where v 0 is the vertex of degree 3 and v i is incident to e i for i = 1, 2, 3. Define d K to be the set of all pairs (v i , e j ) and (e j , v i ) with i = j. Then d K is a symmetric 1-cycle.
Let e 1 , e 2 , e 3 be the edges and let v 1 , v 2 , v 3 be the vertices of K 3 , where v i is not incident to e i for i = 1, 2, 3. Define d K 3 to be the set of all pairs (v i , e i ) and (e i , v i ). Then d K 3 is a symmetric 1-cycle. More general, let C be a circuit of a graph G and let v be a vertex incident to C. Let u 1 , u 2 be the neighbors of v, let e 1 = vu 1 and e 2 = vu 2 , and let P be the path in C connecting u 1 and u 2 that does not contain v.
Lemma 4. If C is a circuit and v a vertex incident to C, then
If G is the disjoint union of G 1 and G 2 , we denote by Z 1 (G 1 , G 2 ) the space of all symmetric 1-cycles that are subsets of (E(
Proof. For i = 1, 2, let d i be the symmetric 1-chain of G i consisting of all (e, v) and (v, e) with e ∈ E i and v ∈ V i . Then d i is a symmetric 1-cycle for i = 1, 2. Let
only (e, v) and (v, e) with either v ∈ V 1 and e ∈ E 2 , or v ∈ V 2 and e ∈ E 1 . Hence
For a symmetric 1-cycle z of G, define V (z) as the set of all vertices v for which there exists an edge e such that (e, v) ∈ z. For a symmetric 1-cycle z and a vertex v of G, define P(z, v) to be the set of edges e such that (v, e) ∈ z.
, and suppose for a contradiction that d ∈ S B 1 (G). We take d such that the number of elements in it is minimal. Moreover, under the assumption that the number of elements in d is minimal, we take d such that the number of elements in
Let P be a maximal path in the subgraph of G induced by P(d, v). Let w be an end of P and let Q be a maximal path in P(d, w). Then P and Q are disjoint, since one is a path in G 1 , while the other is a path in
, the number of elements of d is at most the number of elements of d, and V (d ) contains fewer elements than V (d), which is a contradiction.
Let G be a graph, let e = uv be an edge of G, and let v e be the vertex in G/e obtained from e by contracting e. Define SC 1 (G; e) as the space of all d ∈ SC 1 (G) such that d ∩δ 0 ({(u, v)}) = ∅. We define the linear operator φ : SC 1 (G; e) → SC 1 (G/e) by φ({(e, w), (w, e)}) = 0 for each vertex w not incident to e, φ({( f, u),
(v e , f )} for each edge f not at u or v, and φ({( f, w), (w, f )}) = {( f, w), (w, f )} for each vertex w not incident to e and each edge f = e. For any d ∈ SC 1 (G; e), define d/e = φ(d).
Lemma 7. Let G be a graph and let e = uv be an edge of G. If c, d ∈ SC 1 (G; e) such that c/e = d/e, then c − d is a symmetric 1-boundary.
Then z is a 1-cycle. If z = 0, then each element of z is of the form (e, w) and (w, e), with w a vertex of G. However, this contradicts that z is a 1-cycle.
The following two lemmas are easy to prove.
Lemma 8. Let G be a graph and let e be an edge of G with end u, w. Let v e be the vertex of G/e obtained from contracting e. (ii) If C is a circuit of G/e, v is a vertex of G/e not incident to C, and v e ∈ V (C) 
Lemma 9. Let G be a graph and let e be an edge of G with end u, w. Let v e be the vertex of G/e obtained from contracting e. Let C be a circuit of G/e and let v be a vertex on C. 
where each H i is a subgraph of G homeomorphic to K 1,3 , each C i is a circuit and v i a vertex incident to C i , and b ∈ S B 1 (G).
Proof. We show this by induction to |V | + |E|. Let e = uv be an edge of G. We first consider the case that e is a loop. Let C be the circuit of G containing e. Let W be the set of vertices w such that (e, w)
By induction, d \ e has the required form, which implies that d has the required form.
We now consider the case that e is not a loop of G. If d ∈ SC 1 (G; e), then d/e is a symmetric 1-cycle of G/e. By induction, d/e has the required form. Lemmas 7-9 then show that d has the required form. We may therefore assume that d ∈ SC 1 (G; e). So {v} × δ(u)
We give reductions such that the size of F decreases. After this, we are in the previous case.
If F has at least two elements f 1 , f 2 , let H be the subgraph isomorphic to K 1,3 with edges e, f 1 , f 2 . Then subtracting d H from d gives a reduction. If F contains only one elements, then there is an edge g ∈ δ(v) such that (u, g) ∈ d. If g and f are nonadjacent, we subtract ∂({( f, g), (g, f )}) from d. If g and f are adjacent, we subtract d H from d, where H is the triangle with edges e, f, g. In both cases we obtain a reduction. Proof. If G is a subgraph of a path, then G has no circuit and no subgraph isomorphic to K 1,3 . Hence, by Theorem 1, each symmetric 1-cycle z of G belongs to S B 1 (G). By Lemma 3, I 1 (z) = 0 for each such symmetric 1-cycle z.
Conversely, if G is not a subgraph of a path, then G contains a circuit or G has a subgraph isomorphic to K 1,3 . By Lemma 4, there is a symmetric 1-cycle z such that I 1 (z) = 1. This contradiction shows that G must be a subgraph of a path.
Outerplanar graphs
A graph G is outerplanar if it has an embedding in the plane such that each vertex is incident to the infinite face. In the next section we will characterize planar graph as those graph such that I 2 (z) = 0 for each symmetric 2-cycle z of G. Can we characterize outerplanar graphs by means of symmetric k-cycles? One way to do this is given in [7] . Here we give a different characterization of outerplanar graphs by means of a certain type of symmetric 1-cycles.
Let v 1 , v 2 , v 3 , v 4 be distinct point on the line (not necessarily in this order). There is an even number of elements of {v 3 4 . The linking number of {v 1 , v 2 } and {v 3 , v 4 } is defined to be 0 ∈ Z 2 if an even number of elements of {v 3 , v 4 } lie between v 1 and v 2 , and it is defined to 1 ∈ Z 2 if an odd number of elements of {v 3 , v 4 } lie between v 1 and v 2 .
Let G be a mapping of G in the line, in general position. We say that G is outerplanar if the linking number of ∂(e) and ∂( f ) in the drawing is 0 for each pair of nonadjacent edges e, f of G.
We have the following easy observation.
Lemma 10. A graph is outerplanar if and only if it has an outerplanar mapping in the line.
Lemma 11. Let G be an outerplanar mapping of a graph G. Let c be a 1-chain that is a sum of 1-chains of the form {e} × ∂( f ), where e and f are nonadjacent edges of G. Then there is an even number of elements (v, w) ∈ ∂ 1 (c) such that v is on the left of w in the mapping G.
Proof. The claim is true if c = {e} × ∂( f ), as G is an outerplanar mapping. The general claim follows by linearity.
The following lemma is well-known.
Lemma 12. A graph G is outerplanar if and only if G has no subgraph homeomorphic to K
Lemma 13. If G is graph homeomorphic to either K 4 or K 2,3 , then there exists a semi-1-boundary z such that I 1 (z) = 1.
Proof. We show this for the cases that G is either K 4 or K 2,3 . The general case follows from this by taking paths instead of just edges. Define z = (S 1 ({e} × ∂( f ))), where the sum is over all pairs (e, f ) of nonadjacent edges of G. Then I 1 (z) = 1.
Theorem 3.
A graph G is outerplanar if and only if I 1 (z) = 0 for each semi-1-boundary of G.
Proof. If I 1 (z) = 0 for each semi-1-boundary z, then G has no subgraph homeomorphic to K 4 or K 2,3 . Hence G is outerplanar. Conversely, let G be an outerplanar graph. Take an outerplanar mapping G of G in the line. Let z be a semi-1-boundary of G. We can write z = {e} × ∂( f ) + ∂( f ) × {e}, where e and f are nonadjacent edges. Let c = {e} × ∂( f ). Since the number of elements (v, w) ∈ ∂ 1 (c) with v on the left of w in the mapping is even, I 0 (∂ 1 (c)) = 0. Hence I 1 (z) = 0.
The proof of this theorem can be adapted to give a different proof of Theorem 2.
Kuratowski's theorem
In this section we show that a graph G is planar if and only if I 2 (d) = 0 for each symmetric 2-cycle d of G.
For each pair of disjoint circuits C, D of G, define d C×D = S 2 (E(C) × E(D)). Then d C×D is a symmetric 2-cycle. We call a symmetric 2-cycle of the form d C×D a circuit pair 2-cycle.
Let K be either K 3,3 or K 5 . Define d K as the set of all pairs of nonadjacent edges of K . This is a symmetric 2-cycle of K . More general, let G be a graph containing a K -subdivision H , where K is either K 3,3 or K 5 . An arc of H is a path connecting vertices of degree ≥ 3 in H . Two arcs are nonadjacent if they do not have a vertex in common. We define d H as the set of all pair of edges e, f of H such that e and f are not edges of the same arc, and e and f are not edges of adjacent arcs. Then d H is a symmetric 2-cycle of G. We call subgraphs H of G homeomorphic to K 5 or K 3,3 Kuratowski subgraphs and the symmetric 2-cycle d H Kuratowski 2-cycles (of H ).
Using the definition of I 2 it is easy to check that:
the space generated by all symmetric 2-cycles of G of the form d C×D , with C a circuit of G 1 , D a circuit of G 2 , and C and D disjoint.
Proof. We first consider the case that (
. Then b and b are symmetric 2-cycles on G. By subtracting b and c from d, we see that we may assume that d contains no element of the form (e, f ) with e, f ∈ E(G 1 ) or e, f ∈ E(G 2 ).
Order the edges of G 1 arbitrarily as e 1 , e 2 , . . . , and the edges of G 2 as f 1 , f 2 , . . . . Choose i, j such that (e i , f j ) ∈ d and i + j minimal. Let C be a circuit containing e i in the subgraph of G 1 spanned by {e | (e, f j ) ∈ d}. Let D be a circuit containing f j in the subgraph of G 2 spanned { f | ( f, e i ) ∈ d}. Then C does not contain e 1 , . . . , e i−1 and D does not contain f 1 , . . . , f j−1 . Furthermore, (e i , f j ) ∈ d C×D . Replacing d by d − d C×D , we obtain a symmetric 2-cycle d with (e k , f l ) ∈ d for k + l ≤ i + j. Repeating this until we reach d = 0, shows the lemma for this case.
Next we consider the that where G is connected and
Then b and b are symmetric 2-cycles on D. By subtracting b and c from d, we see that we may assume that (e, f ) ∈ d if e, f ∈ E(G 1 ) or e, f ∈ E(G 2 ).
Order the edges of G 1 arbitrarily as e 1 , e 2 , . . . , that starts with edges in δ G 1 (u) and the edges of G 2 as f 1 , f 2 , . . . . Choose i, j with (e i , f j ) ∈ d and i + j minimal. Let C be a circuit containing e i in the subgraph of G 1 spanned by {e | (e, f j ) ∈ d}. Let D be a circuit containing f j in the subgraph of G 2 spanned by { f | ( f, e i ) ∈ d}. Then C does not contain e 1 , . . . , e i−1 and D does not contain f 1 , . . . , f j−1 . The circuits C and D are disjoint, for if not, then C contains an edge e incident to u, and hence by the ordering chosen, e i is incident to u. Then D does not traverse u, as its edge-set is a subset of { f | ( f, e i ) ∈ d}.
So (e i , f j ) ∈ d C×D . Replacing d by d − d C×D , we obtain a symmetric 2-cycle d with (e k , e l ) ∈ d for k + l ≤ i + j. Repeating this until we reach d = 0, shows the lemma for this case.
Lemma 16. Let (G 1 , G 2 ) be a 2-separation of a 2-connected graph G. For i = 1, 2, let P i be a path in G i connecting both vertices of
Proof. Let v 1 and v 2 be the vertices of V (G 1 ) ∩ V (G 2 ). Let A be the set of all edges e of G 1 such that there is an odd number of edges f of G 1 at v 1 with (e, f ) ∈ d. Define
Order the edges of G 1 and G 2 as e 1 , e 2 , . . . and f 1 , f 2 , . . . , respectively, in such a way that the edges in δ G 1 (u 1 ) occur first among e 1 , e 2 , . . . , and the edges in δ G 2 (u 2 ) occur first among f 1 , f 2 , . . .. Choose i, j with (e i , f j ) ∈ d 3 and i + j minimal. Let C be a circuit in the subgraph spanned by {e | (e, f j ) ∈ d 3 } that contains e i . Let D be a circuit contained in the subgraph spanned by { f | ( f, e i ) ∈ d 3 } that contains f j .
Then C and D are circuits in G 1 and G 2 , respectively. Moreover, C and D are disjoint. For suppose they have a vertex in common, say u 1 . So (e, f j ) ∈ d 3 for some e ∈ δ G 1 (u 1 ). Then e i ∈ δ G 1 (u 1 ), by the choice of the ordering of the edges e 1 , e 2 , . . .. But since { f | (e i , f ) ∈ d 3 } contains no edges incident with u 1 , we arrive at a contradiction.
Replacing
If d is a symmetric 2-cycle of G and e is an edge of G, we define d/e as the symmetric 2-cycle of G/e obtained from d by deleting all elements of the form (e, f ) and ( f, e), where f is an edge of G. The proof of this lemma is easy.
Lemma 18. Let G = (V, E) be a 3-connected graph with |V | > 4. Then G has an edge e such that G/e is 3-connected.
A proof of this lemma can be found in [1] .
Theorem 4. Let G = (V, E) be a graph. Then each symmetric 2-cycle is a sum of circuit pair 2-cycles and Kuratowski 2-cycles.
Proof. We show this by induction to the number of vertices of G. By Lemmas 15 and 16, we may assume that G is 3-connected. The case where |V | = 4 is easy. Let d be a symmetric 2-cycle. By Lemma 18, there exists an edge g of G such that G/g is 3-connected. Let g have ends u 1 and u 2 . We show that there exist symmetric 2-cycles d C i ×D i , i = 1, . . . , k, and Kuratowski 2-cycles d H i , i = 1, . . . , l such that Order the edges of δ(u 1 ) \ {g} as e 1 , . . . , e k in such a way that we start with the edges that connect u 1 to a neighbor of u 2 . Similarly, we order the edges of δ(u 2 ) \ {g} as f 1 , . . . , f l in such a way that we start with the edges that connect u 2 to a neighbor of u 1 . Choose i and j with (e i , f j ) ∈ d and i + j minimal. Let e i have ends u 1 and v 1 , and let f j have ends u 2 and v 2 .
Let e i = u 1 w 1 be an edge in {e | (e, f j ) ∈ d} that is unequal to e i , and let f j = u 2 w 2 be an edge in { f | ( f, e i ) ∈ d} that is unequal to f j . These edges exist since {e | (e, f j ) ∈ d} and { f | ( f, e i ) ∈ d} are edge-sets of cycles. Since e i and f j are nonadjacent, we know that v 1 = v 2 . Similarly, we know that v 1 = w 2 and v 2 = w 1 . We consider now several cases.
In the first case we assume w 1 = w 2 . First suppose that there exist disjoint circuits C and D such that C contains e i and e i and such that D contains f j and f j . Replacing d by d − d C×D gives a reduction.
Next suppose that such circuits do not exist. Then, since G −u 1 −u 2 is 2-connected, it contains two disjoint paths Q 1 and Q 2 connecting {v 1 , v 2 } to {w 1 , w 2 }. As there are no disjoint circuits C and D with C containing e i and e i and with D containing f j and f j , Q 1 connects v 1 and w 2 , and Q 2 connects v 2 and w 1 . Since G − u 1 − u 2 is 2-connected, there are disjoint paths R 1 and R 2 connecting Q 1 to Q 2 . Again using the fact that there are no disjoint circuits C and D with C containing e i and e i and with D containing f j and f j , we see that there exist a circuit F disjoint from g and disjoint paths P 1 , P 2 , P 3 , P 4 , openly disjoint from g and starting at v 1 , v 2 , w 1 , w 2 , respectively, and ending on C, in the cyclic order P 1 , P 2 , P 3 , P 4 . Then g, C, e i , e i , f j , f j and P 1 , P 2 , P 3 , P 4 form a subdivision H of K 3, 3 . Since e i and f j belong to disjoint subdivided edges of K 3,3 , we can choose the Kuratowski 2-cycle d H on H such that (e i , f j ) ∈ d H . Then replacing
In the final case we assume that w 1 = w 2 . Then, by choice of the orderings of the edges e 1 , e 2 , . . . and f 1 , f 2 , . . . and by the minimality of i + j, v 1 is adjacent to u 2 , and v 2 is adjacent to u 1 . So each of v 1 , v 2 and w 1 (= w 2 ) is adjacent to u 1 and u 2 . By the 2-connectivity of G −u 1 −u 2 , there exist a circuit C disjoint from g, and disjoint paths P 1 , P 2 , P 3 , disjoint from g and starting at v 1 , v 2 , and w 1 , respectively, and ending on C. Then g, C, the edges between {v 1 , v 2 , w 1 } and {u 1 , u 2 }, and P 1 , P 2 , P 3 form a subdivision H of
Hence we may assume that (e, f ) ∈ d for each e ∈ δ(u 1 ) and f ∈ δ(u 2 ), which concludes the proof.
Let G = (V, E) be a graph and let G be a drawing of G in the plane, in general position. We define J G as the set of all pairs of nonadjacent edges (e, f ) that have an odd number of crossings in the drawing G. Clearly, J G is a symmetric 2-chain.
If H is a drawing of G in the plane, obtained from G by pulling edge e through v, as in Fig. 1 , then J H = J G + δ 1 (c), where c = {(e, v), (v, e)}.
Lemma 19. Let G and H be drawings of a graph G = (V, E) in the plane. Then there exists a symmetric 1-chain c such that J G − J H = δ 1 (c). Conversely, if G is a drawing of G in the plane, and c is a symmetric 1-chain, then there exists a drawing H of G in the plane such that J G − J H = δ 1 (c).
Proof. If G is deformed to H, then J G changes only when an edge e is pulled through a vertex v or conversely. If this happens, J G becomes J G + δ 1 (c), where c = {(e, v), (v, e)}. Let G be a drawing of G in the plane. To show that for each symmetric 1-chain c, there exists a drawing H of G in the plane such that J G − J H = δ 1 (c), it suffices to consider the case that c is an elementary symmetric 1-chain {(e, v), (v, e)}. Pull the edge e through v, as in Fig. 1 , and let H be the drawing obtained. Then J G − J H = δ 1 (c).
Lemma 20. Let G be a drawing of a graph G = (V, E) in the plane. Then G has a drawing in the plane such that each nonadjacent pair of edges has an even number of intersections if and only if there exists a symmetric 1-chain c such that J G = δ 1 (c).
Proof. If G has a drawing H in the plane such that each nonadjacent pair of edges has an even number of intersections, then J H = ∅. By Lemma 19, there exists a symmetric 1-chain c such that J G = δ 1 (c).
Conversely, if J G = δ 1 (c), then, by Lemma 19, there exists a drawing H of G in the plane such that J G − J H = δ 1 (c). That is, J H = ∅. Proof. This follows from Fredholm's theorem of the alternatives [5] .
From Theorem 4, Lemmas 14 and 22 it follows that: Theorem 5. A graph G = (V, E) has an even drawing in the plane if and only if G contains no Kuratowski subgraph.
Theorem 6 ([3]).
A graph G = (V, E) has an even drawing in the plane if and only if G is planar.
