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ABSTRACT 
 
 
    The purpose of this thesis is fourfold: Introduce the definition of Hidden Markov 
Model. Present three problems about HMM that must be solved for the model to be 
useful in real-world application. Cover the solution of the three basic problems; 
explain some algorithms in detail as well as the mathematical proof. And finally, give 
some examples to show how these algorithms work.  
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1 INTRODUCTION
Many of the most powerful sequence analysis methods are now based on principles of
probabilistic modeling, such as Hidden Markov Models.
Hidden Markov Models (HMMs) are very powerful and flexible. They originally
emerged in the domain of speech recognition. During the past several years it has
become the most successful speech model. In recent years, they are widely used
as useful tools in many other fields, including molecular biology, biochemistry and
genetics, as well as computer vision.
An HMM is probabilistic model composed of a number of interconnected states,
each of which emits an observable output. Each state has two kinds of parameters.
First, symbol emission probabilities describe the probabilities of the possible outputs
from the state, and second, state transition probabilities specify the probability of
moving to a new state from the current one. An observed sequence of symbols is
generated by starting at some initial state and moving probabilistically from state
to state until some terminal state is reached, emitting observable symbols from each
state that is passed through. A sequence of states is a first order Markov chain. This
state sequence is hidden, only the sequence of symbols that it emits being observable;
hence the term hidden Markov model.
This paper is organized in the following manner. The definition as well as some
1
necessary assumptions about HMMs are explained first. The three basic problems of
HMMs are discussed, and then their solutions are given. To make HMMs are useful
in the real world application, we must know how to solve these problems, which are
the evaluation problem, the decoding problem and the learning problem. In this part,
some useful algorithm are introduced, including the forward procedure, the backward
procedure, the Viterbi algorithm, the δ − θ algorithm and the Baum-welch method.
Lastly, the computer programs by which HMMs are simulated are coved.
2
2 WHAT IS A HIDDEN MARKOV MODEL
A Hidden Markov Model is a stochastic model comprising an unobserved Markov
chain (Xt : t = 0, 1...) and an observable process (Yt : t = 0, 1, ...). In this paper,
we only consider the case when the observations were represented as discrete symbols
chosen from a finite set, and therefore we could use a discrete probability density
within each state as this model.
To define an HMM, we need some elements. The number of the hidden states is
N. We denote these N states by s1, s2, ..., sN . The number of the observable states is
M. We denote them by r1, r2, ..., rM .
Specifically, (Xt : t = 0, 1...) is a Markov chain with transition probability matrix
A = [aij] and an initial state distribution pi = (pii), where 1 ≤ i, j ≤ N .
By the properties of Markov chain, we know that
aij = P (Xt+1 = sj|Xt = si)
= P (Xt+1 = sj|Xt = si, Xt−1 = sk, ..., X0 = sl), t = 0, 1, ...,
for every si, sj, ..., sk and sl, where 1 ≤ i, j, k, l ≤ N.
The initial state distribution of the Markov chain is given by
pii = P (X0 = si).
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For a finite observation sequence (Yt : t = 0, 1, ..., T ), where T is any fixed
number, we have a fundamental assumption connecting the hidden state sequence
(Xt : t = 0, 1, ..., T ) and the observation sequence, that is statistical independence of
observations (Yt : t = 0, 1, ..., T ) . If we formulate this assumption mathematically, we
have
P (Y0 = rj0 , Y1 = rj1 , ..., YT = rjT |X0 = si0 , X1 = si1 , ..., XT = siT )
=
T∏
t=0
P (Yt = rjt|Xt = sit), (1)
where 1 ≤ i0, i1, ..., iT ≤ N, 1 ≤ j0, j1, ..., jT ≤ M . To simplify the notation, we
denote the event sequence (si0 , si1 , ..., siT ) by s
T
0 , (rj0 , rj1 , ..., rjT ) by r
T
0 , and denote
(X0, X1, ..., XT ) by X
T
0 , (Y0, Y1, ..., YT ) by Y
T
0 . Then, we put
bj(k) = P (Yt = rk|Xt = sj), 1 ≤ j ≤ N, 1 ≤ k ≤M, t = 0, 1, 2....
We may rewrite the formula (1) by
P (YT0 = r
T
0 |XT0 = sT0 ) =
T∏
t=0
bit(jt) (2)
So far, we know a Hidden Markov Model has several components. It has a set
of states s1, s2, ..., sN , a set of output symbols r1, r2, ..., rM , a set of transitions which
have associated with them a probability and an output symbol, and a starting state.
When a transition is taken, it produces an output symbol. The complicating factor is
that the output symbol given is not necessarily unique to that transition, and thus it
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is difficult to determine which transition was the one actually taken – and this is why
they are termed “hidden”. See Figure 2.1.
By the knowledge of Markov Chain, we know P (XT0 = s
T
0 ), the probability of the
state sequence sT0 ,
P (XT0 = s
T
0 )
= P (X0 = si0 , X1 = si1 , ..., XT = siT )
= pii0ai0i1 ...aiT−1iT
=
T∏
t=0
ait−1it
where ai−1i0 = pii0 . Hence, the joint probability of s
T
0 and r
T
0 is
P (XT0 = s
T
0 ,Y
T
0 = r
T
0 )
= P (YT0 = r
T
0 |XT0 = sT0 ) · P (XT0 = sT0 )
=
T∏
t=0
[bit(jt)ait−1it ] (3)
The transition probability matrix A, the initial state distribution pi and the matrix
B = [bj(k)], 1 ≤ j ≤ N, 1 ≤ k ≤ M , define a Hidden Markov Model completely.
Therefore we can use a compact notation λ = (A,B, pi) to denote a Hidden Markov
Model with discrete probability distribution. We may think of λ as a parameter of
the Hidden Markov Model. We denote the probability given a model λ by Pλ later.
Lemma 2.1. Pλ(Y
T
0 = r
T
0 ) =
∑
1≤i0,i1,...,iT≤N
∏T
t=0 ait−1itbit (jt), where ai−1i0 = pii0 .
5
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Proof: We want to compute Pλ(Y
T
0 = r
T
0 ), the probability of the observation
sequence given the model λ. From time 0 to time T , we consider every possible
hidden state sequence, sT0 . Then the probability of r
T
0 is obtained by summing the
joint probability over rT0 and all possible s
T
0 , that is
Pλ(Y
T
0 = r
T
0 )
=
∑
all possible sT0
Pλ(X
T
0 = s
T
0 ,Y
T
0 = r
T
0 )
=
∑
1≤i0,i1,...,iT≤N
T∏
t=0
[ait−1itbit(jt)]. (4)
Lemma2.1 gives us a method to compute the probability of a sequence of observa-
tions rT0 . But unfortunately, this calculation is computationally unfeasible. Because
this formula involves on the order of (T + 1) · N (T+1) calculations. We are going to
introduce some more efficient methods in the next section.
We can understand Lemma 2.1 from another point of view. A hidden Markov model
consists of a set of hidden states s1, s2, ..., sN connected by directed edges. Each state
assigns probabilities to the characters of the alphabet used in the observable sequence
and to the edges leaving the state.
A path in an HMM, si0 , si1 , ..., siT , is a sequence of states such that there is an edge
from each state in the path to the next state in the path. And the probability of this
path is the product of the probabilities of the edges traversed, that is P (XT0 = s
T
0 ).
7
Each path through the HMM gives a probability distribution for each position
in a string of the same length, based on the probabilities for the characters in the
corresponding states. The probability of the observable sequence given a particular
path is the product of the probabilities of the characters, that is
P (YT0 = r
T
0 |XT0 = sT0 ) =
T∏
t=0
bit(jt).
The probability of any sequence of characters is the sum, over all paths whose length
is the same as the sequence, of the probability of the path times the probability of the
sequence given the path, that is the result of Lemma 2.1. See Figure 2.2.
A Hidden Markov Model has a very similar property as a Markov process, that is
given the values of Xt, the values of Ys, s ≥ t, do not depend on the values of Xu, u < t.
The probability of any particular future observation of the model when its present
hidden state is known exactly, is not altered by additional knowledge concerning its
past hidden behavior. In formal terms, we have Lemma 2.2.
Lemma 2.2. Pλ(Yu = rju|Xt0 = st0) = Pλ(Yu = rju|Xt = sit), u ≥ t.
Proof: Firstly, we prove this result is true when u=t.
Pλ(Yt = rjt |Xt0 = st0)
=
∑
0≤j0,...,jt−1≤M
Pλ(Y
t
0 = r
t
0|Xt0 = st0)
=
∑
0≤j0,...,jt−1≤M
Pλ(Y
t−1
0 = r
t−1
0 |Xt−10 = st−10 ) · Pλ(Yt = rjt|Xt = sit)
8
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…  
…  
…  
= 1 · Pλ(Yt = rjt |Xt = sit)
= Pλ(Yt = rjt|Xt = sit)
Specially, if we have q ≤ t, we will have
Pλ(Yt = rjt|Xtq = stq)
=
∑
0≤jq ,...,jt−1≤M
Pλ(Y
t
q = r
t
q|Xtq = stq)
=
∑
0≤jq ,...,jt−1≤M
Pλ(Y
t−1
q = r
t−1
q |Xt−1q = st−1q ) · Pλ(Yt = rjt |Xt = sit)
= 1 · Pλ(Yt = rjt|Xt = sit)
= Pλ(Yt = rjt|Xt = sit)
Then, we prove it is also true when u > t.
Pλ(Yu = rju|Xt0 = st0)
=
∑
0≤j0,...,ju−1≤M
Pλ(Y
u
0 = r
u
0 |Xt0 = st0)
=
∑
0≤j0,...,ju−1≤M
∑
0≤it+1,...,iu≤N
Pλ(Y
u
0 = r
u
0 ,X
u
t+1 = s
u
t+1|Xt0 = st0)
=
∑
0≤j0,...,ju−1≤M
∑
0≤it+1,...,iu≤N
Pλ(Y
u
0 = r
u
0 |Xu0 = su0) · Pλ(Xut+1 = sut+1|Xt = sit)
=
∑
0≤j0,...,ju−1≤M
∑
0≤it+1,...,iu≤N
Pλ(Y
u−1
0 = r
u−1
0 |Xu−10 = su−10 ) · Pλ(Yu = rju|Xu = siu)
·Pλ(Xut+1 = sut+1|Xt = sit)
=
∑
0≤it+1,...,iu≤N
Pλ(Yu = rju|Xu = siu) · Pλ(Xut+1 = sut+1|Xt = sit)
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= Pλ(Yu = rju|Xt = sit)
Lemma 2.2 will be widely used in next section to help solve the basic problems of
HMM.
Remark. (Yt, t ≥ 0) are not independent.
Proof: We take T = 1. From Lemma 2.1, we have
Pλ(Y
1
0 = r
1
0) =
N∑
i0,i1=1
bi0(j0)bi1(j1)pii0ai0i1 .
But Pλ(Y0 = rj0) =
∑N
i0=1
bi0(j0)pii0 , and
Pλ(Y1 = rj1) =
N∑
i1
Pλ(Y1 = rj1|X1 = si1)Pλ(X1 = si1)
=
N∑
i1
bi1(j1)[
N∑
i0
ai0i1pii0 ] =
N∑
i0,i1=1
bi1(j1)ai0i1pii0 .
Hence Pλ(Y
1
0 = r
1
0) 6= Pλ(Y0 = rj0) · Pλ(Y1 = rj1). Therefore, the sequence (Yt, t ≥ 0)
are not independent.
Actually, it is very natural to be understood. Because for each Yt, it is generated
by the corresponding Xt, and the hidden sequence (Xt, t = 0, 1...) are not independent.
There is a very easy example. We take N =M and bi(j) = δij. Then, Yt is a Markov
Chain.
11
3 THREE BASIC PROBLEMS OF HMMs AND
THEIR SOLUTIONS
Once we have an HMM, there are three problems of interest.
3.1 The Evaluation Problem
Given a Hidden Markov Model λ and a sequence of observations YT0 = r
T
0 , what is
the probability that the observations are generated by the model, i.e. Pλ(Y
T
0 = r
T
0 ).
We can also view the problem as how well a given model matches a given observation
sequence. By the second viewpoint, if we have several competing models, the solution
to the evaluation problem will give us a best model which best matches the observation
sequence.
The most straightforward way of doing this is using Lemma 2.1. But it involves a
lot of calculations. The more efficient methods are called the forward procedure and
the backward procedure. See[1]. We will introduce these two procedures first, then
reveal the mathematical idea inside them.
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3.1.1 The Forward Procedure
Fix rt0 and consider the forward variable αt(it) defined as
αt(it) = Pλ(Y
t
0 = r
t
0, Xt = sit), t = 0, 1, ..., T, 1 ≤ it ≤ N.
that is the probability of the partial observation sequence, rj0 , rj1 , ..., rjt (until time
t) and at time t the hidden state is sit . So for the forward variableαt(it), we only
consider those paths which end at the state sit at the time t. We can solve for αt(it)
inductively, as follows:
(1) Initialization:
α0(i0) = pii0bi0(j0), 1 ≤ i0 ≤ N.
(2) Induction (t = 0, 1, ..., T − 1):
αt+1(it+1)
= Pλ(Y
t+1
0 = r
t+1
0 , Xt+1 = sit+1)
=
∑
1≤i0,...,it≤N
Pλ(Y
t+1
0 = r
t+1
0 ,X
t+1
0 = s
t+1
0 )
=
∑
1≤i0,...,it≤N
Pλ(Y
t+1
0 = r
t+1
0 |Xt+10 = st+10 ) · Pλ(Xt+10 = st+10 )
=
∑
1≤i0,...,it≤N
Pλ(Y
t
0 = r
t
0|Xt0 = st0) · Pλ(Yt+1 = rjt+1|Xt+1 = sit+1)
·Pλ(Xt+1 = sit+1|Xt0 = rt0) · Pλ(Xt0 = rt0)
= [
∑
1≤i0,...,it≤N
Pλ(Y
t
0 = r
t
0,X
t
0 = s
t
0) · Pλ(Xt+1 = sit+1|Xt = sit)] · Pλ(Yt+1 = rjt+1|Xt+1 = sit+1)
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= [
∑
1≤it≤N
Pλ(Y
t
0 = r
t
0, Xt = st) · Pλ(Xt+1 = sit+1|Xt = sit)] · Pλ(Yt+1 = rjt+1|Xt+1 = sit+1)
= [
N∑
it=1
αt(it)aitit+1 ]bit+1(jt+1)
(3) Termination:
Pλ(Y
T
0 = r
T
0 )
=
N∑
iT=1
Pλ(Y
T
0 = r
T
0 , XT = siT )
=
N∑
iT=1
αT (iT )
If we examine the computation involved in the calculation of αt(it), we see that
it requires on the order of N2 · (T + 1) calculations, rather than (T + 1) · N (T+1) as
required by the direct calculation. Hence, the forward probability calculation is more
efficient than the direct calculation.
In similar, we have another method for the Evaluation Problem. It is called back-
ward procedure.
3.1.2 The Backward Procedure
We consider a backward variable βt(it) defined as,
βt(it) = Pλ(Y
T
t+1 = r
T
t+1|Xt = sit) 0 ≤ t ≤ T − 1, 1 ≤ it ≤ N.
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That is the probability of the partial observation sequence from time t + 1 to the
end, given the hidden state is sit at time t. Again we can solve for βt(it) inductively,
as follows:
(1) Initialization:
To make this procedure work for t = T − 1, we arbitrarily define βT (iT ) to be 1 in
the initialization step (1).
βT (iT ) = 1.
(2) Induction (t = 0, 1, ..., T − 1):
βt(it)
= Pλ(Y
T
t+1 = r
T
t+1|Xt = sit)
=
N∑
it+1=1
Pλ(Y
T
t+1 = r
T
t+1, Xt+1 = sit+1|Xt = sit)
=
N∑
it+1=1
Pλ(Y
T
t+1 = r
T
t+1|Xt+1 = sit+1 , Xt = sit) · Pλ(Xt+1 = sit+1|Xt = sit)
=
N∑
it+1=1
Pλ(Y
T
t+1 = r
T
t+1|Xt+1 = sit+1) · Pλ(Xt+1 = sit+1|Xt = sit)
=
N∑
it+1=1
∑
1≤it+2,...,iT≤N
Pλ(Y
T
t+1 = r
T
t+1|XTt+1 = sTt+1) · Pλ(XTt+2 = sTt+2|Xt+1 = sit+1)
·Pλ(Xt+1 = sit+1|Xt = sit)
=
N∑
it+1=1
Pλ(Yt+1 = rjt+1|Xt+1 = sit+1) · Pλ(Xt+1 = sit+1|Xt = sit)
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·[ ∑
1≤it+2,...,iT≤N
Pλ(Y
T
t+2 = r
T
t+2|XTt+1 = sTt+1)Pλ(XTt+2 = sTt+2|Xt+1 = sit+1)]
=
N∑
it+1=1
Pλ(Yt+1 = rjt+1|Xt+1 = sit+1) · Pλ(YTt+2 = rTt+2|Xt+1 = sit+1)
·Pλ(Xt+1 = sit+1|Xt = sit)
=
N∑
it+1=1
aitit+1bit+1(jt+1)βt+1(it+1).
(3) Termination:
Pλ(Y
T
0 = r
T
0 )
=
N∑
i0=1
Pλ(Y
T
0 = r
T
0 , X0 = si0)
=
N∑
i0=1
Pλ(Y
T
0 = r
T
0 |X0 = si0) · Pλ(X0 = si0)
=
N∑
i0=1
Pλ(Y
T
1 = r
T
1 |X0 = si0) · Pλ(Y0 = rj0|X0 = si0) · Pλ(X0 = si0)
=
N∑
i0=1
β0(i0)bi0(j0)pii0
The back ward procedure requires on the order of N2 · (T + 1) calculations, as
many as the forward procedure.
3.1.3 Summary of the Evaluation Problem
We have introduced how to evaluate the probability that the observation sequence
YT0 = r
T
0 is generated by using either the forward procedure or the backward proce-
16
dure. They are mode efficient than the method given in Lemma 2.1.
In fact, these two procedures are nothing but changing multiple sum, that is Lemma
2.1, to repeated sum. For example, in the forward procedure, we use the identity
∑
1≤i0,...,iT≤N
∗ =
N∑
iT=1
...
N∑
i0=1
∗,
and for the backward procedure, we reverse the order of summation, that is
∑
1≤i0,...,iT≤N
∗ =
N∑
i0=1
...
N∑
iT=1
∗.
From this point of view, it is obvious that other procedures are possible. For
example, we can do he summation from the two ends to the middle at the same time.
In some sense, this can be seen as a kind of parallel algorithm. It requires on the order
of N(N − 1) · (T + 1) calculations.
3.2 The Decoding Problem
Given a model λ and a sequence of observations YT0 = r
T
0 , what is the most likely
state sequence in the model that produced the observation? That is, we want to find a
hidden state sequence XT0 = s
T
0 , to maximize the probability, Pλ(X
T
0 = s
T
0 |YT0 = rT0 ),
for any possible sequences sT0 . This is equivalent to maximize Pλ(X
T
0 = s
T
0 ,Y
T
0 = r
T
0 ),
because the probability of rT0 given a model λ, Pλ(Y
T
0 = r
T
0 ) is fixed. A technique
for finding this state sequence exists, based on dynamic programming methods, and
17
is called the Viterbi algorithm. See[1].
3.2.1 Viterbi Algorithm
Fixing sit , we consider a variable δt(it) defined as
δt(it) = max
1≤i0,i1,...,it−1≤N
Pλ(X
t−1
0 = s
t−1
0 , Xt = sit ,Y
t
0 = r
t
0).
Hence, δt(it) is the highest probability along a path, which accounts for the first t
observations and ends in state sit at time t.
By induction we have,
δt+1(it+1)
= max
1≤i0,i1,...,it≤N
Pλ(X
t
0 = s
t
0, Xt+1 = sit+1 ,Y
t+1
0 = r
t+1
0 )
= max
1≤i0,i1,...,it≤N
Pλ(Y
t+1
0 = r
t+1
0 |Xt+10 = st+10 ) · Pλ(Xt+10 = st+10 )
= max
1≤i0,i1,...,it≤N
Pλ(Yt+1 = rjt+1|Xt+1 = sit+1) · Pλ(Yt0 = rt0|Xt0 = st0)
·Pλ(Xt+1 = sit+1|Xt0 = st0) · Pλ(Xt0 = st0)
= max
1≤i0,i1,...,it≤N
Pλ(Yt+1 = rjt+1|Xt+1 = sit+1) · Pλ(Yt0 = rt0,Xt0 = st0)
·Pλ(Xt+1 = sit+1|Xt = sit)
= [ max
1≤it≤N
max
1≤i0,...,it−1≤N
Pλ(Y
t
0 = r
t
0,X
t
0 = s
t
0) · Pλ(Xt+1 = sit+1|Xt = sit)]
·Pλ(Yt+1 = rjt+1|Xt+1 = sit+1)
= [ max
1≤it≤N
δt(it)aitit+1 ]bit+1(jt+1).
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To find the hidden state sequence, we need to keep track of the argument which
maximize δt(it), for every t and it, and they will be noted by an array ψt(it).
(1) Initialization:
δ0(i0) = pii0bi0(j0), 1 ≤ i0 ≤ N.
(2)Induction (t=1,...,T):
δt(it) = max
1≤it−1≤N
[δt−1(it−1)ait−1it ]bit(jt),
ψt(it) = arg max
1≤it−1≤N
[δt−1(it−1)ait−1it ].
(3)Termination:
δ∗ = max
1≤iT≤N
[δT (iT )],
ψ∗ = arg max
1≤iT≤N
[δT (iT )].
Finally, we will have the state sequence iT = ψ
∗ and it = ψt+1(it+1), t = T −
1, T − 2, ..., 0.
Remark1. In the Viterbi Algorithm, ψt(it), t = 0, ..., T −1, and ψ∗ are set-valued
maps. This means there may be more than one best hidden state sequence. In order
to distinguish them, we need more information.
Remark2. This procedure is not consistent with T increasing.
19
Proof: We give a counterexample. We take
pi =
(
0.6 0.4
)
,
A =
 0.5 0.5
0.9 0.1
 ,
B =
 0.5 0.5
0.5 0.5
 ,
Suppose we have an observation sequence Y10 = (r1, r2). Following the Viterbi
Algorithm, when T = 0, the most likely hidden state is s1, but when T
′ = 1, the best
one is (s2, s1).
This means, given a fixed sequence Y, if si0 is a solution for T = 0 and (si′0 , si′1) is
a solution for T ′ = 1, we may not have i0 = i′0. Even if si0 and (si′0 , si′1) are the unique
best solutions respectively.
The Viterbi Algorithm is very similar as the forward procedure that we have intro-
duced in the above section. In the forward procedure, we define αt(it), while here we
use δt(it). The only diffence between them is we change summation to maximum. But
the general ideas are same. We change multiple summation to repeated summation
and multiple maximum to repeated maximum.
From this point of view, it is very natural to think how to use the idea that we
have used in the backward procedure to solve the Decoding Problem. Therefore, we
20
introduce a new method. We do the maximum from the two ends to the middle at
the same time. That is,
3.2.2 δ − θ Algorithm
The advantage of this method is saving time.
To describe this procedure, we define another variable θt(it), t = 0, ..., T − 1.
θt(it) = max
1≤it+1,...,iT≤N
Pλ(X
T
t+1 = s
T
t+1,Y
T
t+1 = r
T
t+1|Xt = sit).
θt(it) is the highest probability along a path, which accounts from time t to the
end and starts at state sit at time t.
Inductively, we have
θt(it)
= max
1≤it+1,...,iT≤N
Pλ(X
T
t+1 = s
T
t+1,Y
T
t+1 = r
T
t+1|Xt = sit)
= max
1≤it+1,...,iT≤N
Pλ(X
T
t+2 = s
T
t+2,Y
T
t+1 = r
T
t+1|Xt+1 = sit+1 , Xt = sit)
·Pλ(Xt+1 = sit+1 , Xt = sit)
= max
1≤it+1,...,iT≤N
Pλ(Y
T
t+1 = r
T
t+1|XTt = sTt ) · Pλ(XTt+2 = sTt+2|Xt+1 = sit+1)
·Pλ(Xt+1 = sit+1|Xt = sit)
= max
1≤it+1,...,iT≤N
Pλ(Y
T
t+2 = r
T
t+2|XTt+2 = sTt+2) · Pλ(Yt+1 = rjt+1|Xt+1 = sit+1)
·Pλ(XTt+2 = sTt+2|Xt+1 = sit+1) · Pλ(Xt+1 = sit+1|Xt = sit)
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= max
1≤it+1,...,iT≤N
Pλ(Y
T
t+2 = r
T
t+2,X
T
t+2 = s
T
t+2|Xt+1 = sit+1) · Pλ(Yt+1 = rjt+1|Xt+1 = sit+1)
·Pλ(Xt+1 = sit+1|Xt = sit)
= max
1≤it+1≤N
θt+1(it+1)aitit+1bit+1(jt+1)
(1)Initialization:
δ0(i0) = pii0bi0(j0), 1 ≤ i0 ≤ N,
θT (iT ) = 1, 1 ≤ iT ≤ N.
(2)Induction:
δt(it) = max
1≤it−1≤N
[δt−1(it−1)ait−1it ]bit(jt), t = 1, ..., T.
ψt(it) = arg max
1≤it−1≤N
[δt−1(it−1)ait−1it ], t = 1, ..., T.
θt(it) = max
1≤it+1≤N
θt+1(it+1)aitit+1bit+1(jt+1), t = 0, ..., T − 1.
ϕt(it) = arg max
1≤it+1≤N
θt+1(it+1)aitit+1bit+1(jt+1), t = 0, ..., T − 1.
(3)Termination:
max
1≤i0,...,iT≤N
Pλ(X
T
0 = s
T
0 ,Y
T
0 = r
T
0 )
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= max
1≤it≤N
max
1≤is≤N,s 6=t
Pλ(X
T
0 = s
T
0 ,Y
T
0 = r
T
0 )
= max
1≤it≤N
max
1≤is≤N,s 6=t
Pλ(Y
T
0 = r
T
0 |XT0 = sT0 )Pλ(XT0 = sT0 )
= max
1≤it≤N
max
1≤is≤N,s 6=t
Pλ(Y
t
0 = r
t
0|Xt0 = st0)Pλ(Xt0 = st0)
·Pλ(YTt+1 = rTt+1|XTt+1 = sTt+1)Pλ(XTt+1 = sTt+1|Xt0 = st0)
= max
1≤it≤N
[ max
1≤is≤N,s<t
Pλ(X
t
0 = s
t
0,Y
t
0 = r
t
0)
· max
1≤is≤N,s>t
Pλ(Y
T
t+1 = r
T
t+1,X
T
t+1 = s
T
t+1|Xt+1 = sit+1)]
= max
1≤it≤N
[δt(it) · θt(it)]
We define i∗t = argmax1≤it≤N [δt(it) · θt(it)] and the most likely hidden sequence is
it =

ψt+1(it+1) from 0 to t− 1
i∗t when time = t
ϕt−1(it−1) from t+ 1 to T
3.3 The Learning Problem
Given a model λ and a sequence of observations YT0 = r
T
0 , how should we adjust
the model parameters (A,B, pi) in order to maximize Pλ(Y
T
0 = r
T
0 )? We face an
optimization problem with restrictions. This probability Pλ(Y
T
0 = r
T
0 ) is a function
of the variables pii, aij, bj(k), where 1 ≤ i, j ≤ N, 1 ≤ k ≤ N.
Also. we may view the probability Pλ(Y
T
0 = r
T
0 ) as the likelihood function of λ,
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considered as a function of λ for fixed rT0 . Thus, for each r
T
0 , Pλ(Y
T
0 = r
T
0 ) gives the
probability of observing rT0 . We use the method of maximum likelihood, try to find
that the value of λ, that is ”most likely” to have produced the sequence rT0 .
See Lemma 2.1.
The problem we need to solve is:
max
λ
Pλ(Y
T
0 = r
T
0 ) = max
λ
∑
1≤i0,i1,...,iT≤N
T∏
t=0
ait−1itbit(jt),
subject to
pii ≥ 0,
N∑
i=1
pii = 1,
aij ≥ 0,
N∑
j=1
aij = 1, for any i,
bj(k) ≥ 0,
M∑
k=1
bj(k) = 1, for any j,
where 1 ≤ i, j ≤ N, 1 ≤ k ≤M and ai−1i0 = pii0
To solve this problem, we need to use some results that Leonard E. Baum and
George R. Sell proved in 1968. See [3].
1. Let M ∪ ∂M denote the manifold with boundary given by x = (xij) where
{xij : xij ≥ 0 and
qi∑
j=1
xij = 1}
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where q1, ..., qk is a set of nonnegative integers. Let P be a homogeneous polynomial in
the variable {xij}, with nonnegative coefficients. Let Λ = ΛP :M →M ⋃ ∂M defined
by y = ΛP (x) where
yij = xij
∂P
∂xij
[
qi∑
k=1
xik
∂P
∂xik
]−1.
Then
P (x) ≤ P (tΛP (x) + (1− t)x),where 0 ≤ t ≤ 1, x ∈M.
Here, M = {xij : xij > 0 and∑qij=1 xij = 1}, ∂M = {xij : ∃xij = 0 and∑qij=1 xij =
1}.
2. Let P be a homogeneous polynomial in the variables (xij) with positive co-
efficients and let q ∈ M be an isolated local maximum of P . Then there exists a
neighborhood V of q such that Λ(V ) ⊂ V and for every x ∈ V
Λn(x)→ q as n→∞.
3.(A) The transformation ΛP on M can be extended to be continuous on M ∪∂M .
(B) ΛP can also be continuously extended on any isolated local maximum q of P
on ∂M by the definition ΛP (q) = q.
(C) The extended transformation ΛP still obeys the inequality
P (x) ≤ P (tΛP (x) + (1− t)x),where 0 ≤ t ≤ 1.
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Now, we come back to the Learning Problem. We define
P = Pλ(Y
T
0 = r
T
0 ) =
∑
1≤i0,i1,...,iT≤N
T∏
t=0
ait−1itbit(jt).
Notice that P is a 2(T+1) order homogeneous polynomial in the variable pii, aij, bj(k),
with nonnegative coefficients. And these pii, aij, bj(k) satisfy the conditions in the
above results.
We define a new model λ = (A,B, pi).
When pii 6= 0, aij 6= 0, bj(k) 6= 0,
pii =
pii
∂P
∂pii∑N
i=1 pii
∂P
∂pii
,
aij =
aij
∂P
∂aij∑N
j=1 aij
∂P
∂aij
,
bj(k) =
bj(k)
∂P
∂bj(k)∑M
k=1 bj(k)
∂P
∂bj(k)
.
When pii = 0, or aij = 0, or bj(k) = 0, we define pii = 0, aij = 0, bj(k) = 0.
Applying the above result and taking t = 1, we obtain
P (pii, aij, bj(k)) ≤ P (pii, aij, bj(k)).
Also, if λ belongs to a neighborhood V of λ∗, where λ∗ is a local maximum of
P , we will have either 1) the initial model λ defines a critical point of P , in which
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case λ = λ = λ∗; or 2) the model λ is better than the model λ in the sense that
P (λ) > P (λ), or we may say λ is more likely than λ.
The next step that we need to solve is how to represent pii, aij, bj(k) by using
pii, aij, bj(k).
We claim:
pii
∂P
∂pii
= Pλ(Y
T
0 = r
T
0 , X0 = si),
aij
∂P
∂aij
=
T−1∑
t=0
Pλ(Y
T
0 = r
T
0 , Xt = si, Xt+1 = si+1),
bj(k)
∂P
∂bj(k)
=
T∑
t=0,Yt=rk
Pλ(Y
T
0 = r
T
0 , Xt = sj).
Proof:
From the formula
P =
∑
1≤i0,i1,...,iT≤N
pii0ai0i1 ...aitit+1 ...aiT−1iT bi0(j0)...bit(jt)...biT (jT ),
we may find out P is the sum of the probability of a path si0 , si1 , ..., siT . Each term
of the sum is a possible path. If we take partial derivative of P with respect to pii, all
the other terms will vanish except for those represent the pathes start from state si.
So
∂P
∂pii
=
∑
1≤i1,...,iT≤N
aii1 ...aiT−1iT bi(j0)...biT (jT ),
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and
pii
∂P
∂pii
=
∑
1≤i1,...,iT≤N
piiaii1 ...aiT−1iT bi(j0)...biT (jT )
= Pλ(Y
T
0 = r
T
0 , X0 = si).
In the same way, we can proof the other two results. When we take partial deriva-
tive of P with respect to aij, only those terms, which represent the pathes stay at
state si at some time t and move to state sj at time t+1, will appear. When we take
partial derivative of P with respect to bj(k), all the other terms will vanish except for
those represent the pathes go through the state sj at the time t, and the observation
at that is rk.
Then we have,
pii =
pii
∂P
∂pii∑N
i=1 pii
∂P
∂pii
=
Pλ(Y
T
0 = r
T
0 , X0 = si)
Pλ(YT0 = r
T
0 )
,
aij =
aij
∂P
∂aij∑N
j=1 aij
∂P
∂aij
=
∑T−1
t=0 Pλ(Y
T
0 = r
T
0 , Xt = si, Xt+1 = si+1)∑T−1
t=0 Pλ(Y
T
0 = r
T
0 , Xt = si)
,
bj(k) =
bj(k)
∂P
∂bj(k)∑M
k=1 bj(k)
∂P
∂bj(k)
=
∑T−1
t=0,Yt=rk
Pλ(Y
T
0 = r
T
0 , Xt = sj)∑T−1
t=0 Pλ(Y
T
0 = r
T
0 , Xt = sj)
.
After these theoretical results, we introduce an algorithm to realize it. That is,
the Baum-Welch method:
In order to describe the procedure, we first define ξt(it, it+1), the probability of
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being in state sit at time t and state sit+1 at time t+1, given the model λ and the
observation sequence,
ξt(it, it+1) = Pλ(Xt = sit , Xt+1 = sit+1|YT0 = rT0 ).
From the definition of the forward and backward variables, we can write ξt(it, it+1) in
the form,
ξt(it, it+1)
=
αt(it)aitit+1bit+1(jt+1)βt+1(it+1)
Pλ(YT0 = r
T
0 )
=
αt(it)aitit+1bit+1(jt+1)βt+1(it+1)∑N
it=1
∑N
it+1=1
αt(it)aitit+1bit+1(jt+1)βt+1(it+1)
To solve this problem, we need another variable, γt(it), the probability of being in
state sit at time t, given the observation sequence and the model λ, γt(it) = Pλ(Xt =
sit|YT0 = rT0 ).
Hence we can relate γt(it) to ξt(it, it+1) by summing over it+1,
γt(it) =
N∑
it+1=1
ξt(it, it+1).
Let it = i, it+1 = j, where 1 ≤ i, j ≤ N . Then,
γt(i) = Pλ(Xt = si|YT0 = rT0 ),
ξt(i, j) = Pλ(Xt = si, Xt+1 = sj|YT0 = rT0 ).
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If we sum γt(i) over the time index t, we get a quantity which can be interpreted as
the expected number of times that state si is visited, that is
T−1∑
t=0
γt(i) = expected number of transitions from si,
similarly,
T−1∑
t=0
ξt(i, j) = expected number of transitions from si to sj.
Using these formulas, we can give a method for reestimation of the parameters of
an HMM,
pii = expected frequency(number of times)in state si at time 0
= γ0(i),
aij =
expected number of transitions from si to sj
expected number of transitions from si
=
∑T−1
t=0 ξt(i, j)∑T−1
t=0 γt(i)
,
bj(k) =
expected number of times in state j and observation is sk
expected number of times in state j
=
∑T−1
t=0,Yt=rk
γt(j)∑T−1
t=0 γt(j)
.
Therefore, we obtain a new model λ = (A,B, pi). Based on the above procedure,
if we iteratively use λ in place of λ and repeat the calculation, we can improve the
probability of YT0 = r
T
0 , until some limiting point is reached.
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3.4 An Example
In this section, we introduce an example to show how to solve these three problems
by hands or by computer.
A school teacher gave three different types of daily homework assignments: (1)took
about 5 minutes to complete, (2)took about 1 hour to complete, (3)took about 3 hours
to complete. And the teacher did not reveal openly his mood to his students daily, but
we know that the teacher had either in a (1)good, (2)neutral, or(3) bad mood for a
whole day. Meanwhile, we knew the relationship between his mood and the homework
he would assign.
We use a Hidden Markov Model λ to analysis this problem. This model includes
three hidden states, {1(good mood), 2(neutral mood), 3(bad mood)} and three observ-
able states, {1(5 minutes assignment),2(1 hour assignment), 3(3 hours assignment)}.
We consider the problem in a week, from Monday to Friday, using t=1, 2, 3, 4, 5.
Hence, the Markov Chain in this model is (Xt : t = 1, 2, 3, 4, 5), and the observable
process is (Yt : t = 1, 2, 3, 4, 5). The transition probability matrix is A = [aij] and the
initial state distribution is pi = (pii), where
aij = Pλ(Xt+1 = i|Xt = j),
pii = Pλ(X1 = i),
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1 ≤ i, j ≤ 3, t = 1, 2, 3, 4.
The relationship between the teacher’s mood and the assignments is given by a
matrix B = [bj(k)], where
bj(k) = Pλ(Yt = k|Xt = j),
1 ≤ j ≤ 3, 1 ≤ k ≤ 3, t = 1, 2, 3, 4, 5.
In this particular case, the observable sequence Y51 = (1, 3, 2, 1, 3), and the HMM
λ = (A,B, pi), where
A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

=

0.2 0.3 0.5
0.2 0.2 0.6
0 0.2 0.8

,
B =

b1(1) b1(2) b1(3)
b2(1) b2(2) b2(3)
b3(1) b3(2) b3(3)

=

0.7 0.2 0.1
0.3 0.4 0.3
0 0.1 0.9

,
pi =
(
pi1 pi2 pi3
)
=
(
0.05 0.2 0.75
)
.
To get the initial distribution pi, we use some knowledge of Markov Chain, which
is the stationary probability distribution.
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Definition: For a Markov Chain with the transition probability matrix P =‖
Pij ‖∞i,j=0 and the initial distribution pi = (pii)∞i=0, where
∑∞
j=0 Pij = 1 for each i, and∑∞
i=0 pii = 1 for each i, if we have
pij =
∞∑
i=0
piiPij
for every j, then we call the set pi = (pii)
∞
i=0 is a stationary probability distribution of
the Markov Chain.
For the transition matrix that we used in this example, to find the stationary
probability distribution, we need to solve a linear system as the following,
pi1 = pi1a11 + pi2a21 + pi3a31
pi2 = pi1a12 + pi2a22 + pi3a32
pi3 = pi1a13 + pi2a23 + pi3a33
1 = pi1 + pi2 + pi3
This linear system tells us that the stationary probability distribution is pi =
(0.05, 0.2, 0.75).
The Evaluation Problem:
The first question we want to ask is what is the probability that this teacher would
assign this order of homework assignments. We use the forward procedure to solve
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this problem.
(1)Initialization:
α1(1) = pi1b1(1) = 0.05 · 0.7 = 0.035
α1(2) = pi2b2(1) = 0.2 · 0.3 = 0.06
α1(3) = pi3b3(1) = 0.75 · 0 = 0
(2)Induction:(t=1, 2, 3, 4.)
α2(1) = (α1(1) · a11 + α1(2) · a21 + α1(3) · a31) · b1(3)
= (0.035 · 0.2 + 0.06 · 0.2) · 0.1
= 0.0019
α2(2) = (α1(1) · a12 + α1(2) · a22 + α1(3) · a32) · b2(3)
= 0.00675
α2(3) = (α1(1) · a13 + α1(2) · a23 + α1(3) · a33) · b3(3)
= 0.04815
By using the same way, we can calculate the values for all forward variables αt(i), 1 ≤
t ≤ 5, 1 ≤ i ≤ 3. We use Table 1 to represent our result.
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Table 1. The Forward Variables αt(i)
αt(i) 1 2 3
1 0.35 0.06 0
2 0.0019 0.00675 0.04815
3 0.000346 0.00462 0.004352
4 0.0006952 0.0003083 0
5 0.0000201 0.0000811 0.0006459
(3) Termination:
Pλ(Y
5
1 = (1, 3, 2, 1, 3))
= α5(1) + α5(2) + α5(3)
= 0.0000201 + 0.0000811 + 0.0006459
= 0.007471.
The Decoding Problem:
The second question we want to ask is what did his mood curve look like most
likely that week. We use the Viterbi method.
(1)Initialization:
δ1(1) = pi1b1(1) = 0.035
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δ1(2) = pi2b2(1) = 0.06
δ1(3) = pi3b3(1) = 0
(2)Induction:
δ2(1) = max
1≤i≤3
[δ1(i)ai1]b1(3)
= max[0.007, 0.012, 0] · 0.1
= 0.0012
ψ2(1) = arg max
1≤i≤3
[δ1(i)ai1]
= 2
δ2(2) = max
1≤i≤3
[δ1(i)ai2]b2(3)
= max[0.0105, 0.012, 0] · 0.3
= 0.0036
ψ2(2) = arg max
1≤i≤3
[δ1(i)ai2]
= 2
Using the same method, we will have the values for all variables δt(i) and ψt(i),
where 1 ≤ t ≤ 5, 1 ≤ i ≤ 3. See Table 2.
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Table 2. The Variables δt(i) and ψt(i)
δt(i) 1 2 3
1 0.35 0.06 0
2 0.0012 0.0036 0.0324
3 0.000144 0.002592 0.002592
4 0.0003629 0.0001556 0
5 0.0000073 0.0000327 0.0001633
ψt(i) 1 2 3
1 0 0 0
2 2 2 2
3 2 3 3
4 2 2 3
5 1 1 1
(3) Termination:
δ∗ = max
1≤i≤N
[δ5(i)]
= 0.0001633
XT = arg max
1≤i≤3
[δ5(i)]
= 3
Finally, the hidden state sequence is given by it = ψt+1(it+1), t=4, 3, 2, 1. Hence,
this teacher’s mood curve is (2,3,2,1,3).
The Learning Problem:
The third problem is how to adjust the model parameters (A,B, pi) to maximize
Pλ(Y
5
1 = (1, 3, 2, 1, 3)). We use the Baum-Welch method.
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To use this method, we need to know the values of the backward variables βt(it).
(1)Initialization:
β5(1) = 1,
β5(2) = 1,
β5(3) = 1.
(2)Induction(t=4, 3, 2, 1. ):
β4(1) =
3∑
i5=1
a1i5bi5(j5)β5(i5)
= a11b1(3) + a12b2(3) + a13b3(3)
= 0.2 · 0.1 + 0.3 · 0.3 + 0.5 · 0.9
= 0.56,
β4(2) =
3∑
i5=1
a2i5bi5(j5)β5(i5)
= a21b1(3) + a22b2(3) + a23b3(3)
= 0.2 · 0.1 + 0.2 · 0.3 + 0.6 · 0.9
= 0.62,
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Table 3. The Backward Variables βt(i)
βt(i) 1 2 3
1 0.00743912 0.00803384 0.00981216
2 0.0211 0.016848 0.012224
3 0.1342 0.1156 0.0372
4 0.56 0.62 0.78
5 1 1 1
β4(3) =
3∑
i5=1
a3i5bi5(j5)β5(i5)
= a31b1(3) + a32b2(3) + a33b3(3)
= 0 · 0.1 + 0.2 · 0.3 + 0.8 · 0.9
= 0.78.
Using the same method, we will have the values for all variables βt(i), where
1 ≤ t ≤ 5, 1 ≤ i ≤ 3. See Table 3.
We can use this table and follow the backward procedure to get the Pλ(Y
3
0 = (1,3,2,1,3)).
Pλ(Y
3
0 = (1,3,2,1,3))
=
3∑
i1=1
β1(i1)bi1(j1)pii1
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= β1(1)b1(1)pi1 + β1(2)b2(1)pi2 + β1(3)b3(1)pi3
= 0.0007423996.
We can compare this result with the one we get before. Then, the next step is to
get the values of ξt(i, j) and γt(i), where 1 ≤ t ≤ 4, 1 ≤ i, j ≤ 3. See Table 4.
After we get these tables, it is easy to get a new model λ.
A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

=

0.0896 0.2191 0.6913
0.3254 0.2373 0.4373
0 0.8091 0.1909

,
B =

b1(1) b1(2) b1(3)
b2(1) b2(2) b2(3)
b3(1) b3(2) b3(3)

=

0.8825 0.0630 0.0545
0.5632 0.3602 0.0767
0 0.2157 0.7843

,
pi =
(
pi1 pi2 pi3
)
=
(
0.3507 0.6493 0
)
.
Therefore, we get a new model λ, which is better than λ. We may check it by using
λ to solve the evaluation problem again. And the result is Pλ(Y
3
1 = (1,3,2,1,3)) =
0.0208.
40
Table 4. The Variables ξt(i, j) and γt(i)
(a)ξt(i, j)
ξ1(i, j) 1 2 3
1 0.0199 0.0715 0.2593
2 0.0341 0.0817 0.5335
3 0 0 0
ξ2(i, j) 1 2 3
1 0.0137 0.0355 0.0048
2 0.0488 0.0841 0.0203
3 0 0.5998 0.1930
ξ3(i, j) 1 2 3
1 0.0365 0.0260 0
2 0.4879 0.2315 0
3 0 0.2181 0
ξ4(i, j) 1 2 3
1 0.0187 0.0843 0.4214
2 0.0082 0.0249 0.2242
3 0 0 0
(b)γt(i)
γt(i) 1 2 3
1 0.3507 0.6493 0
2 0.054 0.1532 0.7928
3 0.0625 0.7194 0.2181
4 0.5244 0.2573 0
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4 HMMs Analysis by Matlab
4.1 How to generate A, B and pi
Firstly, let us discuss how to get an initial distribution pi. Here, we only consider
that we have finite many states. Suppose we have N hidden states. Then the ini-
tial distribution pi = (pi1, pi2, · · · , piN). We can think these pi’s as N parameters of a
multinomial distribution.
When we estimate the parameters for the binomail distribution by using the
Bayesian medols, we usually use the two-parameter beta family as the prior pi. This
class of distribution has the remarkable property that the resulting posterior distri-
butions are again beta distribution. We call this property conjugate. So it is very
natural for us to think what is a conjugate prior for the multinomial. The answer is
the Dirichlet distribution. In some sense, the Dirichlet distribution is an extension of
beta distribution to the high dimensional space.
Definition: The Dirichlet distribution D(α), where α = (α1, ..., αr), αj > 0, 1 ≤
j ≤ r, is supported by a (r-1)-dimensional simplex ∆,
∆ = {(u1, ..., ur−1) :
r−1∑
i=1
ui ≤ 1, 0 ≤ ui ≤ 1, i = 1, ..., r − 1}.
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and the probability density is given by
f(u1, ..., ur−1) =

Γ(
∑r
j=1
αj)∏r
j=1
Γ(αj)
∏r−1
j=1 u
αj−1
j (1−
∑r−1
j=1 uj)
αr−1 if (u1, ..., ur−1) ∈ ∆
0 if (u1, ..., ur−1) ∈ Rr−1\∆
Lemma 4.1. Let N = (N1, ..., Nr) has the multinomial distribution M(n, θ),
where θ = (θ1, ..., θr), 0 < θj < 1,
∑r
j=1 θj = 1. If the prior distribution pi(θ)
for θ is D(α), then the posterior distribution pi(θ|N = n) is D(α + n), where α =
(α1, ..., αr), n = (n1, ..., nr).
Proof: For the vector θ = (θ1, ..., θr), we can rewrite it by θ = (θ1, ..., θr−1) and
define θr = 1−∑r−1j=1 θj. Then we can write the prior pi(θ) out,
pi(θ) =
Γ(
∑r
j=1 αj)∏r
j=1 Γ(αj)
r−1∏
j=1
θ
αj−1
j (1−
r−1∑
j=1
θj)
αr−1.
By the knowledge from Bayes’ rule, and define ∆ = {(t1, ..., tr−1) : ∑r−1i=1 ti ≤ 1, 0 ≤
ti ≤ 1, i = 1, ..., r − 1} we have
pi(θ|N = n) = pi(θ)P (N = n|θ)∫
∆ pi(t)P (N = n|t)d(t1, ..., tr−1)
= C
r−1∏
j=1
θ
αj+nj−1
j (1−
r−1∑
j=1
θj)
αr+nr−1
The proportionality constant C, which depends on α and n only, must be
Γ(
∑r
j=1
(αj+nj))∏r
j=1
Γ(αj+nj)
,
and the posterior distribution of θ given n is D(α+ n).
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Lemma 4.2. See [9]. Let d be an integer number greater than 1. Let X1, ..., Xd be
random variables distributed according to gamma distribution with corresponding
parameters(α, γi), and suppose that the sequence {X1, ..., Xd} is independent. Then
the random vector
(Y1, ..., Yd) =
1
X1 + ...+Xd
(X1, ..., Xd)
has the Dirichlet distribution.
Proof: For the random vector (Y1, ..., Yd), we have Yd = 1−∑d−1j=1 Yj. Therefor, the
distribution of (Y1, ..., Yd) is actually supported by a (d-1)-dimensional simplex ∆0,
∆0 = {(y1, ..., yd−1) :
d−1∑
i=1
yi ≤ 1, 0 ≤ yi ≤ 1, i = 1, ..., d− 1}.
For a Borel subset A of ∆ = {(y1, ..., yd) : ∑di=1 yi = 1, 0 ≤ yi ≤ 1, i = 1, ..., d}, let
B = {(x1, ..., xd) : 1
x1 + ...+ xd
(x1, ..., xd) ∈ ∆}.
Because the sequence {X1, ..., Xd} is independent, we can write out the probability
distribution for the random vector (X1, ..., Xd),
P ({ω : (X1(ω), ..., Xd(ω))
X1(ω) + ...+Xd(ω)
∈ ∆}) =
∫
B
d∏
i=1
aγix
γi−1
i e
−axi
Γ(γi)
d(x1, ..., xd),
where d(x1, ..., xd) indicates that the integration is with respect to Lebesgue measure
in Rd.
We make a change of variables:
s = x1 + ...+ xd, yi =
xi
s
, 1 ≤ i ≤ d− 1.
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The Jacobian of (x1, ..., xd)with respect to (y1, ..., yd−1, s) is sd−1. After some calcula-
tions, the above integral equals
∫
C
Γ(
∑d
j=1 γj)∏d
j=1 Γ(γj)
d−1∏
j=1
y
γj−1
j (1−
d−1∑
j=1
yj)
γd−1d(y1, ..., yd−1),
C = {(y1, ..., yd−1) : (y1, ..., yd−1, 1− y1 − ...− yd−1) ∈ ∆)}.
Thus we have a density for 1
X1+...+Xd
(X1, ..., Xd) with respect to Lebesgue measure on
∆0.
Lemma 4.3. Let X be a real-valued random variable with continuous distribu-
tion function F . Then, F (X) is uniform distributed on [0, 1]. On the other hand, let
Y be a real-valued random variable with uniformed distribution on [0, 1], then F−1(Y )
has the distribution F .
Proof: Let us prove the second part of this lemma. Define X = F−1(Y ).
P (X ≤ x) = P (F−1(Y ) ≤ x) = P (Y ≤ F (x)),
Since Y is uniform distributed on [0,1], we have the above probability is F (x) which
means X has the distribution F .
We use Lemma 4.2 and take α = 1, γi = 1, 1 ≤ i ≤ d. Therefore X1, ..., Xd have
the exponential distribution with parameters 1. To get the exponential distribution
randomly, we apply Lemma 4.3. Generate the random variable Y first, which has the
uniform distribution on [0,1]. Then apply the function F−1(x) = −ln(1 − x) to Y ,
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where F is the distribution function of the exponential distribution. So in this way,
we may get the distribution for pi, and for each row of A and B.
4.2 How to test the Baum-Welch method
Idea:
Firstly, we generate a model λ, which is looked as the true value. Then use λ to
generate some sample sequences Y1, ...,Yn. To use the Baum-Welch method, we need
a seed λ0. We can think it as an initial value. For this seed λ0 and each sequence
Yi, we run the program to get the new model λnewi = (Anewi, Bnewi, pinewi), where
1 ≤ i ≤ n. Finally, we get an estimate of λ, which is λnew = (Anew,Bnew, pinew),
Anew =
∑n
i=1Anewi
n
,
Bnew =
∑n
i=1Bnewi
n
,
pinew =
∑n
i=1 pinewi
n
.
And then we can compare this estimate λnew with the true value λ to see how the
Baum-Welch method works. We also define a distant between two matrixes A = (aij)
and B = (bij) by d(A,B), where
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d(A,B) =
N∑
i=1
M∑
j=1
(aij − bij)2,
1 ≤ i ≤ N, 1 ≤ j ≤M.
For example, we take N =M = 3, T = 20, and n = 10, 20, 30 respectively.
Step1: λ and λ0.
In this step we generate a true value λ and a seed λ0.
λ =
(
pi, A, B
)
,
pi =
(
0.1540 0.5136 0.3323
)
,
A =

0.1627 0.1570 0.6803
0.0081 0.4129 0.5792
0.4941 0.4503 0.0556

,
B =

0.3507 0.3559 0.2933
0.4116 0.3365 0.2519
0.9728 0.0233 0.0039

,
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λ0 =
(
pi0, A0, B0
)
,
pi0 =
(
0.2502 0.3791 0.3707
)
,
A0 =

0.2552 0.0042 0.7405
0.1370 0.5924 0.2706
0.1638 0.4353 0.4009

,
B0 =

0.4532 0.2700 0.2768
0.2448 0.5984 0.1568
0.1116 0.0098 0.8786

.
Step2: get Y(i), take n = 30, 1 ≤ i ≤ n. See Figure 4.1
Step3: Get the new model λnew.
Step3 is divided into two parts.
In the first part, we use the seed λ0 to run the program. In the second part, we
take the seed equals to λ.
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Y1=   1    1    1    1    3    2    2    1    3    2    3    2    2    3    2    2    2    3    1    3 
Y2=   3    2    2    2    2    2    2    2    2    2    2    3    3    2    2    3    3    3    3    3 
Y3=   3    3    3    3    3    3    3    3    3    3    3    3    3    3    3    3    3    3    3    3 
Y4=   1    1    3    2    2    2    2    2    1    3    2    2    2    2    2    2    2    3    2    2 
Y5=   3    2    2    3    3    3    3    3    2    3    3    3    3    3    3    2    2    2    2    2 
Y6=   1    1    1    1    1    1    1    1    2    2    1    1    1    1    1    2    2    1    2    1 
Y7 =  1    1    2    2    2    3    2    3    3    3    3    2    3    1    1    1    1    1    1    1 
Y8 =  3    3    2    2    3    2    3    3    2    2    1    1    3    2    3    2    2    3    2    2 
Y9 =  2    2    2    3    3    3    2    2    3    2    2    3    3    3    2    2    3    2    3    3 
Y10 =2    2    3    3    2    3    2    2    2    2    3    2    3    2    3    3    3    2    2    2 
Y11 =2    2    3    3    1    2    3    3    1    2    1    2    1    3    1    2    1    3    3    1 
Y12 = 1   1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1 
Y13 = 1   1    3    1    1    1    1    1    1    1    1    1    1    1    1    3    1    3    1    1 
Y14 = 1   3    2    1    3    1    3    1    2    1    2    2    1    3    1    2    1    2    2    2 
Y15 = 2   1    2    1    2    1    2    1    2    1    1    1    2    1    2    2    1    2    1    2 
Y16 = 2   1    2    2    1    2    2    2    1    2    2    1    1    1    1    2    2    2    1    1 
Y17 = 2   2    2    1    2    1    2    1    2    2    1    2    1    2    1    2    1    2    1    2 
Y18 = 2   2    1    2    1    2    2    2    2    2    1    2    1    2    2    1    2    1    2    1 
Y19 = 1   1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1 
Y20 = 1   1    2    1    2    1    2    1    1    2    1    1    1    1    1    1    1    1    1    1 
Y21 = 1   1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1 
Y22 = 2   2    3    3    1    2    3    3    1    2    1    2    1    3    1    2    1    3    3    1 
Y23 =1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1 
Y24 =1    1    3    1    1    1    1    1    1    1    1    1    1    1    1    3    1    3    1    1 
Y25 =1    3    2    1    3    1    3    1    2    1    2    2    1    3    1    2    1    2    2    2 
Y26 =2    1    2    1    2    1    2    1    2    1    1    1    2    1    2    2    1    2    1    2 
Y27 =2    1    2    2    1    2    2    2    1    2    2    1    1    1    1    2    2    2    1    1 
Y28 =2    2    2    1    2    1    2    1    2    2    1    2    1    2    1    2    1    2    1    2 
Y29 =2    2    1    2    1    2    2    2    2    2    1    2    1    2    2    1    2    1    2    1 
Y30 =1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1    1 
 
 
 
          Figure  4.1  The generated observable sequences iY , .301 ££ i  
 
 
 
 
 
 
The reason that we want to do this is to show that the Buam-Welch method only
works when the initial model λ0 is in a neighborhood V of λq, where λq is a local
maximum of the function P = Pλ(Y
T
0 = r
T
0 ). If we use the seed λ0, we will see that
we can not get a good estimate of λ. The reason is λ0 is not in a small enough
neighborhood of λ. While in the second part, if we use λ as the seed, we will get good
result. We think λ must be a local maximum, and it is in any neighborhood of itself.
So this seed satisfies the condition in the Baum-Welch method.
PartI: use λ0 = (A0, B0, pi0) as the seed.
We use sample {Y1, ..., Y10}, {Y1, ..., Y20}, {Y1, ..., Y30} respectively to get three new
models λnew1−10, λnew1−20, λnew1−30, see Figure 4.2. And then calculate the distances
between them and λ. From Table 5, we can see the distances between the new models
and λ are big even if we increase the sample size. This result means we can not get a
good estimate from the seed λ0.
Table 5. The Distances, Seed λ0
d(pi, pinew) d(A,Anew) d(B,Bnew)
λnew1−10 0.0714 0.4708 1.9702
λnew1−20 0.0575 0.3537 0.7997
λnew1−30 0.0737 0.3305 0.5618
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),,( 101101101101 ---- = newBnewAnewnew pl  
101-newp  =   0.3228    0.3095    0.3677 
101-Anew =  0.3725    0.0006    0.6269 
                   0.1888    0.5870    0.2242 
                   0.1334    0.5427    0.3239 
101-Bnew  = 0.4944    0.1637    0.3420 
                   0.0657    0.8052    0.1291 
                   0.1015    0.0023    0.8962 
 
),,( 201201201201 ---- = newBnewAnewnew pl  
201-newp  =0.3497    0.4090    0.2413 
201-Anew =  0.3191    0.0026    0.6783 
               0.2324    0.5686    0.1990 
               0.2630    0.5097    0.2273 
201-Bnew  = 0.5254    0.3016    0.1730 
               0.2926    0.6425    0.0648 
               0.4268    0.0118    0.5614 
 
),,( 301301301301 ---- = newBnewAnewnew pl  
301-newp  = 0.3692    0.4522    0.1787 
301-Anew = 0.2998    0.0032    0.6970 
              0.2500    0.5593    0.1907 
              0.3074    0.4948    0.1978 
301-Bnew = 0.5432    0.3401    0.1167 
              0.3780    0.5786    0.0434 
              0.5356    0.0147    0.4497 
 
 
 
 
Figure 4.2      Three new models corresponding sample 
                      },...,{},,...,{},,....,{ 301201101 YYYYYY , as  the seed is 0l . 
Table 6. The Distances, Seed λ
d(pi, pinew) d(A,Anew) d(B,Bnew)
λnew1−10 0.0415 0.7991 0.6868
λnew1−20 0.0024 0.1736 0.1838
λnew1−30 0.0113 0.0760 0.1058
PartII: use λ = (A,B, pi) as the seed.
In the same way, we use sample {Y1, ..., Y10}, {Y1, ..., Y20}, {Y1, ..., Y30} respectively
to get three new models λnew1−10, λnew1−20,and λnew1−30. The results are listed in
Figure 4.3. And the distances between them and λ are listed in the Table 6.
This table indicates that we get a good estimate of λ, which is very close to λ.
Discussion
When we think the Pλ(Y
T
0 = r
T
0 ) as a function of λ, it may have more than one
local maximum value, for example P1 and P2 corresponding λ1 and λ2. By the Baum-
Welch method, we may get a good estimate of one of them, only if the initial model
we used is in a neighborhood of one of them, and the closer the better. The true value
λ we used here may not be a local maximum point of the function Pλ(Y
T
0 = r
T
0 ). To
get each new model λnewi, 1 ≤ i ≤ 30, we run the program 10 times. Maybe it is not
enough, because we do not know the convergence speed.
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),,( 101101101101 ---- = newBnewAnewnew pl  
101-newp =    0.1875    0.3558    0.4567 
101-Anew =   0.2911    0.4510    0.2579 
                    0.0095    0.8775    0.1130 
0.6813    0.2300    0.0887 
101-Bnew =   0.3320    0.3531    0.3149 
                    0.0523    0.4414    0.5063 
                    0.4381    0.4525    0.1094 
 
),,( 201201201201 ---- = newBnewAnewnew pl  
201-newp  =  0.1239    0.5517    0.3244 
201-Anew =  0.1806    0.3170    0.5023 
                   0.0088    0.6004    0.3909 
                   0.6275    0.2868    0.0857 
201-Bnew  = 0.3021    0.4588    0.2391 
                   0.2292    0.4794    0.2914 
               0.7138    0.2304    0.0558 
 
),,( 301301301301 ---- = newBnewAnewnew pl  
301-newp  = 0.1065    0.5978    0.2957 
301-Anew = 0.1470    0.2701    0.5829 
             0.0087    0.5132    0.4781 
             0.6074    0.3099    0.0828 
301-Bnew = 0.3184    0.4677    0.2139 
             0.2905    0.4898    0.2197 
             0.8057    0.1564    0.0379 
 
 
 
 
 
Figure 4.3      Three new models corresponding sample 
                      },...,{},,...,{},,....,{ 301201101 YYYYYY , as  the seed is l . 
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APPENDIX A:  
The New Models Generated in Section 4.2, Step 3.   
 
Part I, Seed 0l . 
Pinew1 = 
    1.0000    0.0000    0.0000 
Anew1 = 
    0.5045    0.0000    0.4955 
    0.1208    0.5000    0.3792 
    0.1946    0.8054    0.0000 
Bnew1 = 
    1.0000    0.0000    0.0000 
    0.0067    0.9933    0.0000 
0.0000    0.0000    1.0000 
 
Pinew2 = 
0.0000    0.0000    1.0000 
Anew2 = 
0.0783    0.0000    0.9217 
0.1628    0.8332    0.0040 
0.1784    0.4667    0.3549 
Bnew2 = 
0    0.0040    0.9960 
0    1.0000    0.0000 
0    0.0000    1.0000 
Pinew3 = 
    0.2296    0.0956    0.6749 
Anew3 = 
    0.1452    0.0007    0.8541 
    0.1602    0.1978    0.6420 
    0.1487    0.1129    0.7384 
Bnew3 = 
     0     0     1 
     0     0     1 
0     0     1 
Pinew4 = 
    1.0000    0.0000    0.0000 
Anew4 = 
    0.3333    0.0000    0.6667 
    0.0767    0.8499    0.0734 
    0.0000    1.0000    0.0000 
Bnew4 = 
    1.0000    0.0000    0.0000 
    0.0000    0.9967    0.0033 
0.0000    0.0000    1.0000 
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Pinew5 = 
    0.0000    0.0000    1.0000 
Anew5 = 
    0.5086    0.0000    0.4914 
    0.2728    0.7161    0.0111 
    0.0895    0.4330    0.4774 
Bnew5 = 
         0    0.0065    0.9935 
         0    0.9962    0.0038 
         0    0.0003    0.9997 
Pinew6 = 
    0.9983    0.0000    0.0017 
Anew6 = 
    0.5871    0.0021    0.4108 
    0.1124    0.7974    0.0902 
    0.1804    0.5211    0.2985 
Bnew6 = 
    1.0000    0.0000         0 
    0.4042    0.5958         0 
    0.9994    0.0006         0 
Pinew7 = 
    0.0000    0.9999    0.0001 
Anew7 = 
    0.9987    0.0000    0.0013 
    0.0014    0.6626    0.3360 
    0.1974    0.3357    0.4669 
Bnew7 = 
    0.9963    0.0017    0.0020 
    0.2462    0.6148    0.1390 
0.0154    0.0167    0.9679 
Pinew8 = 
    0.0000    0.0000    1.0000 
Anew8 = 
    0.5075    0.0000    0.4925 
    0.1129    0.4780    0.4091 
    0.0000    0.7791    0.2209 
Bnew8 = 
    0.9474    0.0525    0.0000 
    0.0000    0.9500    0.0500 
0.0000    0.0000    1.0000 
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Pinew9 = 
    0.0000    1.0000    0.0000 
Anew9 = 
    0.0513    0.0000    0.9487 
    0.7674    0.1726    0.0600 
    0.0096    0.4797    0.5107 
Bnew9 = 
         0    0.8300    0.1700 
         0    0.9992    0.0008 
         0    0.0008    0.9992 
Pinew10 = 
    0.0000    1.0000    0.0000 
Anew10 = 
    0.0101    0.0031    0.9868 
    0.1010    0.6619    0.2371 
    0.3354    0.4938    0.1708 
Bnew10 = 
         0    0.7419    0.2581 
         0    0.9059    0.0941 
         0    0.0049    0.9951 
Pinew11 = 
    0.0000    1.0000    0.0000 
Anew11 = 
    0.0351    0.0003    0.9646 
    0.7956    0.1998    0.0046 
    0.0002    0.5222    0.4776 
Bnew11 = 
    0.2834    0.6770    0.0396 
    0.5225    0.4764    0.0011 
0.1918    0.0000    0.8082 
Pinew12 = 
0.3929    0.4295    0.1776 
Anew12 = 
0.5320    0.0062    0.4618 
0.2160    0.6565    0.1276 
    0.2778    0.5189    0.2033 
Bnew12 = 
     1     0     0 
     1     0     0 
     1     0     0 
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Pinew13 = 
    0.7816    0.2165    0.0019 
Anew13 = 
    0.4423    0.0034    0.5542 
    0.1614    0.6600    0.1785 
    0.4428    0.5228    0.0344 
Bnew13 = 
    0.9990         0    0.0010 
    0.9953         0    0.0047 
    0.4119         0    0.5881 
Pinew14 = 
    1.0000    0.0000    0.0000 
Anew14 = 
    0.0000    0.0011    0.9989 
    0.2239    0.7758    0.0002 
    0.3071    0.6929    0.0000 
Bnew14 = 
    1.0000    0.0000    0.0000 
    0.3466    0.6534    0.0000 
    0.0000    0.1310    0.8690 
Pinew15 = 
    0.9997    0.0003    0.0000 
Anew15 = 
    0.0742    0.0003    0.9256 
    0.1492    0.1219    0.7290 
    0.7946    0.2054    0.0000 
Bnew15 = 
    0.0431    0.9569         0 
    0.3703    0.6297         0 
    1.0000    0.0000         0 
Pinew16 = 
    0.1213    0.8787    0.0000 
Anew16 = 
    0.3199    0.0169    0.6631 
    0.1258    0.7331    0.1411 
    0.0286    0.7059    0.2655 
Bnew16 = 
    0.4632    0.5368         0 
    0.2523    0.7477         0 
    0.9331    0.0669         0 
 
 
 
 
 
 
 
 62 
Pinew17 = 
    0.0000    1.0000    0.0000 
Anew17 = 
    0.0966    0.0000    0.9034 
    0.4873    0.4163    0.0964 
    0.9401    0.0599    0.0000 
Bnew17 = 
    0.0000    1.0000         0 
    0.0001    0.9999         0 
    1.0000    0.0000         0 
Pinew18 = 
    0.0000    1.0000    0.0000 
Anew18 = 
    0.0478    0.0039    0.9482 
    0.2589    0.5311    0.2100 
    0.6166    0.3834    0.0000 
Bnew18 = 
    0.0000    1.0000         0 
    0.0007    0.9993         0 
    0.9930    0.0070         0 
Pinew19 = 
    0.3929    0.4295    0.1776 
Anew19 = 
    0.5320    0.0062    0.4618 
    0.2160    0.6565    0.1276 
    0.2778    0.5189    0.2033 
Bnew19 = 
     1     0     0 
     1     0     0 
1     0     0 
Pinew20 = 
    0.0770    0.1311    0.7919 
Anew20 = 
    0.5772    0.0080    0.4148 
    0.1260    0.7512    0.1228 
    0.2395    0.6372    0.1233 
Bnew20 = 
    0.7760    0.2240         0 
    0.7075    0.2925         0 
    0.9921    0.0079         0 
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Pinew21 = 
    0.3929    0.4295    0.1776 
Anew21 = 
    0.5320    0.0062    0.4618 
    0.2160    0.6565    0.1276 
    0.2778    0.5189    0.2033 
Bnew21 = 
     1     0     0 
     1     0     0 
     1     0     0 
Pinew22 = 
    0.0000    1.0000    0.0000 
Anew22 = 
    0.0351    0.0003    0.9646 
    0.7956    0.1998    0.0046 
    0.0002    0.5222    0.4776 
Bnew22 = 
    0.2834    0.6770    0.0396 
    0.5225    0.4764    0.0011 
    0.1918    0.0000    0.8082 
Pinew23 = 
    0.3929    0.4295    0.1776 
Anew23 = 
    0.5320    0.0062    0.4618 
    0.2160    0.6565    0.1276 
    0.2778    0.5189    0.2033 
Bnew23 = 
     1     0     0 
     1     0     0 
     1     0     0 
Pinew24 = 
    0.7816    0.2165    0.0019 
Anew24 = 
    0.4423    0.0034    0.5542 
    0.1614    0.6600    0.1785 
    0.4428    0.5228    0.0344 
Bnew24 = 
    0.9990         0    0.0010 
    0.9953         0    0.0047 
    0.4119         0    0.5881 
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Pinew25 = 
    1.0000    0.0000    0.0000 
Anew25 = 
    0.0000    0.0011    0.9989 
    0.2239    0.7758    0.0002 
    0.3071    0.6929    0.0000 
Bnew25 = 
    1.0000    0.0000    0.0000 
    0.3466    0.6534    0.0000 
    0.0000    0.1310    0.8690 
Pinew26 = 
    0.9997    0.0003    0.0000 
Anew26 = 
    0.0742    0.0003    0.9256 
    0.1492    0.1219    0.7290 
    0.7946    0.2054    0.0000 
Bnew26 = 
    0.0431    0.9569         0 
    0.3703    0.6297         0 
    1.0000    0.0000         0 
Pinew27 = 
    0.1213    0.8787    0.0000 
Anew27 = 
    0.3199    0.0169    0.6631 
    0.1258    0.7331    0.1411 
    0.0286    0.7059    0.2655 
Bnew27 = 
    0.4632    0.5368         0 
    0.2523    0.7477         0 
    0.9331    0.0669         0 
Pinew28 = 
    0.0000    1.0000    0.0000 
Anew28 = 
    0.0966    0.0000    0.9034 
    0.4873    0.4163    0.0964 
    0.9401    0.0599    0.0000 
Bnew28 = 
    0.0000    1.0000         0 
    0.0001    0.9999         0 
    1.0000    0.0000         0 
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Pinew29 = 
    0.0000    1.0000    0.0000 
Anew29 = 
    0.0478    0.0039    0.9482 
    0.2589    0.5311    0.2100 
    0.6166    0.3834    0.0000 
Bnew29 = 
    0.0000    1.0000         0 
    0.0007    0.9993         0 
    0.9930    0.0070         0 
Pinew30 = 
    0.3929    0.4295    0.1776 
Anew30 = 
    0.5320    0.0062    0.4618 
    0.2160    0.6565    0.1276 
    0.2778    0.5189    0.2033 
Bnew30 = 
     1     0     0 
     1     0     0 
     1     0     0 
 
 
 
Part II, Seed l . 
Pinew1 = 
    0.0093    0.0000    0.9907 
Anew1 = 
    0.0860    0.4879    0.4260 
    0.0011    0.9830    0.0159 
    0.9441    0.0420    0.0139 
Bnew1 = 
    0.9244    0.0000    0.0756 
    0.1269    0.5440    0.3291 
    0.9991    0.0009    0.0000 
Pinew2 = 
    0.0000    1.0000    0.0000 
Anew2 = 
    0.5339    0.1646    0.3015 
    0.0218    0.8390    0.1392 
    0.8600    0.1207    0.0193 
Bnew2 = 
         0    0.9999    0.0001 
         0    0.2357    0.7643 
         0    0.9998    0.0002 
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Pinew3 = 
    0.1972    0.7873    0.0155 
Anew3 = 
    0.4407    0.4946    0.0647 
    0.0160    0.9441    0.0399 
    0.4861    0.5120    0.0019 
Bnew3 = 
     0     0     1 
     0     0     1 
     0     0     1 
Pinew4 = 
    0.0000    0.0000    1.0000 
Anew4 = 
    0.0000    1.0000    0.0000 
    0.0019    0.9264    0.0717 
    0.6667    0.0000    0.3333 
Bnew4 = 
    0.0000    0.0000    1.0000 
    0.0000    0.9304    0.0696 
0.9991    0.0009    0.0000 
Pinew5 = 
    0.0001    0.9999    0.0000 
Anew5 = 
    0.5267    0.1897    0.2836 
    0.0194    0.8683    0.1123 
    0.8517    0.1303    0.0180 
Bnew5 = 
         0    0.9975    0.0025 
         0    0.1362    0.8638 
         0    0.9750    0.0250 
Pinew6 = 
    0.1430    0.0025    0.8544 
Anew6 = 
    0.2210    0.1730    0.6060 
    0.0063    0.5873    0.4064 
    0.5448    0.3675    0.0878 
Bnew6 = 
    0.9630    0.0370         0 
    0.3963    0.6037         0 
    0.9382    0.0618         0 
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Pinew7 = 
    0.8280    0.0000    0.1720 
Anew7 = 
    0.2460    0.0661    0.6879 
    0.0064    0.9091    0.0845 
    0.6922    0.1867    0.1211 
Bnew7 = 
    1.0000    0.0000    0.0000 
    0.0000    0.4545    0.5454 
    0.9999    0.0000    0.0001 
Pinew8 = 
    0.4761    0.5239    0.0000 
Anew8 = 
    0.2122    0.7764    0.0114 
    0.0002    0.8829    0.1170 
    0.6712    0.0531    0.2757 
Bnew8 = 
    0.4322    0.0011    0.5667 
    0.0000    0.5411    0.4589 
0.4449    0.5549    0.0002 
Pinew9 = 
    0.1672    0.0077    0.8252 
Anew9 = 
    0.2580    0.6927    0.0493 
    0.0073    0.9671    0.0256 
    0.6228    0.3680    0.0092 
Bnew9 = 
         0    0.9503    0.0497 
         0    0.4494    0.5506 
         0    0.9887    0.0113 
Pinew10 = 
    0.0541    0.2366    0.7093 
Anew10 = 
    0.3865    0.4646    0.1489 
    0.0145    0.8682    0.1173 
    0.4737    0.5194    0.0068 
Bnew10 = 
         0    0.5452    0.4548 
         0    0.5189    0.4811 
         0    0.9425    0.0575 
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Pinew11 = 
    0.1648    0.8352    0.0000 
Anew11 = 
    0.0000    0.2190    0.7810 
    0.0000    0.5603    0.4397 
    0.6768    0.3232    0.0000 
Bnew11 = 
    0.0000    0.8448    0.1552 
    0.0000    0.2753    0.7247 
    0.9787    0.0000    0.0213 
Pinew12 = 
    0.1129    0.4265    0.4606 
Anew12 = 
    0.0990    0.1083    0.7927 
    0.0051    0.2954    0.6995 
    0.4448    0.4594    0.0958 
Bnew12 = 
     1     0     0 
     1     0     0 
     1     0     0 
Pinew13 = 
    0.0021    0.9979    0.0000 
Anew13 = 
    0.0015    0.0739    0.9246 
    0.0003    0.1196    0.8801 
    0.4720    0.4494    0.0786 
Bnew13 = 
    0.3296         0    0.6704 
    0.9620         0    0.0380 
    1.0000         0    0.0000 
Pinew14 = 
    0.0000    0.0000    1.0000 
Anew14 = 
    0.0001    0.2709    0.7290 
    0.0000    0.4392    0.5608 
    0.6175    0.3825    0.0000 
Bnew14 = 
    0.0000    0.1925    0.8075 
    0.0000    0.9983    0.0017 
    1.0000    0.0000    0.0000 
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Pinew15 = 
    0.2079    0.7921    0.0000 
Anew15 = 
    0.0590    0.0824    0.8586 
    0.0008    0.0580    0.9412 
    0.5860    0.4140    0.0000 
Bnew15 = 
    0.1441    0.8559         0 
    0.0537    0.9463         0 
    1.0000    0.0000         0 
Pinew16 = 
    0.0014    0.9986    0.0000 
Anew16 = 
    0.2709    0.6928    0.0363 
    0.0013    0.2573    0.7414 
    0.5008    0.0962    0.4030 
Bnew16 = 
    0.0374    0.9626         0 
    0.1156    0.8844         0 
0.9638    0.0362         0 
Pinew17 = 
    0.0000    1.0000    0.0000 
Anew17 = 
    0.0884    0.0006    0.9110 
    0.0437    0.5336    0.4227 
    0.8639    0.1361    0.0000 
Bnew17 = 
    0.0000    1.0000         0 
    0.0000    1.0000         0 
    1.0000    0.0000         0 
Pinew18 = 
    0.0015    0.9985    0.0000 
Anew18 = 
    0.0804    0.0969    0.8227 
    0.0236    0.5351    0.4413 
    0.6189    0.3811    0.0000 
Bnew18 = 
    0.0000    1.0000         0 
    0.0000    1.0000         0 
0.9520    0.0480         0 
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Pinew19 = 
    0.1129    0.4265    0.4606 
Anew19 = 
    0.0990    0.1083    0.7927 
    0.0051    0.2954    0.6995 
    0.4448    0.4594    0.0958 
Bnew19 = 
     1     0     0 
     1     0     0 
     1     0     0 
Pinew20 = 
    0.0003    0.9997    0.0000 
Anew20 = 
    0.0027    0.1782    0.8191 
    0.0008    0.1379    0.8613 
    0.5122    0.3342    0.1536 
Bnew20 = 
    0.2104    0.7896         0 
    0.9300    0.0700         0 
1.0000    0.0000         0 
Pinew21 = 
    0.1129    0.4265    0.4606 
Anew21 = 
    0.0990    0.1083    0.7927 
    0.0051    0.2954    0.6995 
    0.4448    0.4594    0.0958 
Bnew21 = 
     1     0     0 
     1     0     0 
1     0     0 
Pinew22 = 
    0.1648    0.8352    0.0000 
Anew22 = 
    0.0000    0.2190    0.7810 
    0.0000    0.5603    0.4397 
    0.6768    0.3232    0.0000 
Bnew22 = 
    0.0000    0.8448    0.1552 
    0.0000    0.2753    0.7247 
    0.9787    0.0000    0.0213 
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Pinew23 = 
    0.1129    0.4265    0.4606 
Anew23 = 
    0.0990    0.1083    0.7927 
    0.0051    0.2954    0.6995 
    0.4448    0.4594    0.0958 
Bnew23 = 
     1     0     0 
     1     0     0 
     1     0     0 
Pinew24 = 
    0.0021    0.9979    0.0000 
Anew24 = 
    0.0015    0.0739    0.9246 
    0.0003    0.1196    0.8801 
    0.4720    0.4494    0.0786 
Bnew24 = 
    0.3296         0    0.6704 
    0.9620         0    0.0380 
    1.0000         0    0.0000 
Pinew25 = 
    0.0000    0.0000    1.0000 
Anew25 = 
    0.0001    0.2709    0.7290 
    0.0000    0.4392    0.5608 
    0.6175    0.3825    0.0000 
Bnew25 = 
    0.0000    0.1925    0.8075 
    0.0000    0.9983    0.0017 
    1.0000    0.0000    0.0000 
Pinew26 = 
    0.2079    0.7921    0.0000 
Anew26 = 
    0.0590    0.0824    0.8586 
    0.0008    0.0580    0.9412 
    0.5860    0.4140    0.0000 
Bnew26 = 
    0.1441    0.8559         0 
    0.0537    0.9463         0 
    1.0000    0.0000         0 
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Pinew27 = 
    0.0014    0.9986    0.0000 
Anew27 = 
    0.2709    0.6928    0.0363 
    0.0013    0.2573    0.7414 
    0.5008    0.0962    0.4030 
Bnew27 = 
    0.0374    0.9626         0 
    0.1156    0.8844         0 
    0.9638    0.0362         0 
Pinew28 = 
    0.0000    1.0000    0.0000 
Anew28 = 
    0.0884    0.0006    0.9110 
    0.0437    0.5336    0.4227 
    0.8639    0.1361    0.0000 
Bnew28 = 
    0.0000    1.0000         0 
    0.0000    1.0000         0 
    1.0000    0.0000         0 
Pinew29 = 
    0.0015    0.9985    0.0000 
Anew29 = 
    0.0804    0.0969    0.8227 
    0.0236    0.5351    0.4413 
    0.6189    0.3811    0.0000 
Bnew29 = 
    0.0000    1.0000         0 
    0.0000    1.0000         0 
    0.9520    0.0480         0 
Pinew30 = 
    0.1129    0.4265    0.4606 
Anew30 = 
    0.0990    0.1083    0.7927 
    0.0051    0.2954    0.6995 
    0.4448    0.4594    0.0958 
Bnew30 = 
     1     0     0 
     1     0     0 
     1     0     0 
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APPENDIX B: MatLab Program 
 
 
function M=normalise(A) 
% NORMALISE make the entries of an array sum to 1. 
s=sum(A,1) 
% sum(A,DIM) sums along the dimension DIM 
M=A/s 
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function [T,Z] = mk_stochastic(T) 
% MK_STOCHASTIC Ensure the argument is a stochastic matrix, i.e., the sum over 
each row is 1. 
Z = sum(T,2);  
norm = repmat(Z, 1, size(T,2)); 
T = T ./ norm; 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 75 
function S = sample_mc(prior, trans, len) 
% SAMPLE_MC Generate random sequences from a Markov chain. 
% STATE = SAMPLE_MC(PRIOR, TRANS, LEN) generates a sequence of length 
LEN. 
S = zeros(1,len); 
S(1,1) = sample_discrete(prior); 
  for t=2:len 
    S(1,t) = sample_discrete(trans(S(1,t-1),:)); 
  end 
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function M = sample_discrete(prob,  c) 
 
% Example: sample_discrete([0.8 0.2], 1, 10) generates a row vector of 10 random 
integers from {1,2}, 
% where the prob. of being 1 is 0.8 and the prob of being 2 is 0.2. 
 
n = length(prob); 
 
if nargin == 1 
  c = 1; 
 
end 
 
R = rand(1, c); 
M = ones(1, c); 
cumprob = cumsum(prob(:)); 
 
if n < c 
  for i = 1:n-1 
    M = M + (R > cumprob(i)); 
  end 
else 
  % loop over the smaller index - can be much faster if length(prob) >> r*c 
  cumprob2 = cumprob(1:end-1); 
   
    for j=1:c  
      M(1,j) = sum(R(1,j) > cumprob2)+1; 
    end 
   
end 
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function Y = sample_cond_multinomial(X, M) 
 
 
Y = zeros(size(X)); 
for i=min(X(:)):max(X(:)) 
  ndx = find(X==i); 
  Y(ndx) = sample_discrete(M(i,:), 1); 
end 
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function obs= dhmm_sample(initial_prob, transmat, obsmat, len) 
% SAMPLE_DHMM Generate random sequences from a Hidden Markov Model with 
discrete outputs. 
% 
% [obs, hidden] = sample_dhmm(initial_prob, transmat, obsmat, len) 
% obs is an observation sequence of length len. 
 
hidden = generateMC(initial_prob, transmat, len); 
obs = fromXtoY(hidden, obsmat); 
obs 
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function [a,P]=initialization(Pi,A,B,Y) 
%Here, Pi is a row vector.   
%initialization 
 N=size(Pi,2)  
 for i=1:N 
     a(1,i)=Pi(i)*B(i,Y(1)) 
 end 
 %induction 
 time=size(Y,2) 
 for i=2:time 
     b=a*A 
     for j=1:N 
         a(i,j)=b(i-1,j)*B(j,Y(i)) 
     end 
 end     
 s=sum(a,2) 
 %This is the probability that the observable squence Y heppens. 
 probability=s(time) 
 P=probability 
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function beta=findbeta(Pi,A,B,Y) 
%Here, Pi is a row vector.   
%initialization 
 N=size(Pi,2)  
 T=size(Y,2) 
 for i=1:N 
     beta(T,i)=1 
 end 
  
 for t=T-1:-1:1  
     for i=1:N 
         beta(t,i)=0 
         for p=1:N 
             s(p)=A(i,p)*B(p,Y(t+1))*beta(t+1,p)  
         beta(t,i)=beta(t,i)+s(p)     
         end 
     end 
 end 
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function xi=findxi(Pi,A,B,Y,alpha,beta,P) 
 
N=size(Pi,2)  
T=size(Y,2) 
for t=1:T-1  
    for i=1:N  
        for j=1:N  
            xi(i,j,t)=alpha(t,i)*A(i,j)*B(j,Y(t+1))*beta(t+1,j) 
            xi(i,j,t)=xi(i,j,t)/P 
        end  
    end 
end 
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function gamma=findgamma(Pi,Y,xi)  
N=size(Pi,2)  
T=size(Y,2) 
for t=1:T-1 
    for i=1:N  
        gamma(t,i)=0 
        for p=1:N 
            gamma(t,i)=gamma(t,i)+xi(i,p,t) 
        end 
    end 
end 
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function [Pinew,Anew,Bnew]=findlambda(Pi,B,Y,gamma,xi)  
N=size(Pi,2)  
M=size(B,2) 
T=size(Y,2) 
%Pinew 
for i=1:N  
    Pinew(i)=gamma(1,i) 
end 
%Anew 
r=sum(gamma) 
for i=1:N  
    for j=1:N  
        k(i,j)=0 
        for t=1:T-1 
            k(i,j)=k(i,j)+xi(i,j,t) 
        end 
    end 
end 
for i=1:N  
    for j=1:N  
        Anew(i,j)=k(i,j)/r(i) 
    end 
end 
%Bnew 
for j=1:N  
    for k=1:M 
        p(j,k)=0 
        for t=1:T-1 
            if Y(t)==k 
                p(j,k)=p(j,k)+gamma(t,j)  
            end 
        end 
    end 
end 
 
for j=1:N  
    for k=1:M   
       Bnew(j,k)=p(j,k)/r(j) 
   end 
end 
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function [Pinew, Anew, Bnew]=better(A,B,Pi,Y) 
[Pinew, Anew, Bnew]=good(A,B,Pi,Y) 
for i=1:10 
    [Pinew, Anew, Bnew]=good(Anew,Bnew,Pinew,Y) 
end 
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function norm=getnorm(A,B) 
norm=0 
N=size(A) 
M=size(A,2) 
for i=1:N  
    for j=1:M 
        norm=norm+(A(i,j)-B(i,j))^2 
    end 
end     
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