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Abstract
In order to improve the fault diagnosis capability of multivariate statistical methods, this ar-
ticle introduces a fault isolation method based on structured sparsity modelling. The developed
method relies on the reconstruction based contribution analysis and the process structure infor-
mation can be incorporated into the reconstruction objective function in the form of structured
sparsity regularization terms. The structured sparsity terms allow optimal selection of fault vari-
ables over structures like blocks or networks of process variables, hence more accurate fault
isolation can be achieved. Four structured sparsity terms corresponding to different kinds of pro-
cess information are considered, namely, partially known sparse support, block sparsity, clustered
sparsity and tree-structured sparsity. The optimization problems involving the structured sparsity
terms can be solved using the Alternating Multiplier Method (ADMM) algorithm, which is fast
and efficient. In addition, the ADMM algorithm can be easily extended in a parallel/distributed
way to handle large-scale systems with a large number of variables. Through a simulation exam-
ple and an application study to a coal-fired power plant, it is verified that the proposed method
can better isolate faulty variables by incorporating process structure information.
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1 Introduction
With the rapid advancement of sensing and instrumentation technology, the amount of data col-
lected and analyzed in modern industrial plants has grown exponentially. The easy availability of
big datasets has made data-driven process monitoring and fault diagnosis an important tool in ensur-
ing safety and reliability of industrial processes. The last few decades have witnessed a mushrooming
of research works in this field, which have been summarized in a series of review articles [1–3]. The
abundance of data information greatly facilitates the task of process monitoring, however, it also poses
challenges due to issues like high dimensionality, multi-scale, inconsistent data quality etc. To handle
big datasets in large-scale processes, different kinds of distributed process monitoring methods have
been researched, such as distributed principal component analysis(PCA) [4] and distributed canonical
correlation analysis(CCA) [5]. Distributed process monitoring methods performs fault detection by
decomposing the process into a sets of subprocesses [6], and perform fault isolation and localization
using traditional methods like contribution plots. They have proved to be effective in fault detection.
In fault isolation and localization, however, distributed methods suffer from the same weaknesses
as traditional methods, e.g., the “smearing effect” [7] and dilution effect for localized and incipient
fault [8]. Whilst the “smearing effect” can be alleviated via appropriate variable selection [9, 10] or
risk minimization [11], it is shown in Ref. [12] that contribution plots are efficient only when phys-
ical insight is available. This is especially true for large-scale processes, as more variables and data
samples will aggravate the dilution effect and compromise the accuracy of fault isolation.
In order to improve the performance of fault isolation and diagnosis, process structure based ap-
proaches have received significant attention [8]. By integrating structure information like correlation
and causality into the model, process structure based approaches are able to produce fault isola-
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tion results that are more in line with practical production conditions. Such structure information
can be learned from data using Granger causality analysis [13], transfer entropy [14] or obtained
from background and expert knowledge [15]. Based on the structure information, a straightforward
idea is to incorporate it into traditional multivariate statistical methods using, for example, plug-in
approach [16], hierarchical approach [17] or two-step methods which apply multivariate statistical
methods for fault detection and causality analysis for fault isolation and diagnosis [18, 19]. Another
way to utilize the process structure is through the graph network models like Bayesian network [20]
or structured graph models [21, 22]. Although the literature reported successes in many applications,
challenges still remain. For example, structure learning methods based on Granger causality analysis
and transfer entropy are still data-driven and hence difficult to incorporate qualitative process knowl-
edge. Graph network models work well in small-scale systems as the network structure can be easily
analyzed. For large-scale systems, however, a complete graph network structure can be difficult to
obtain, there still lacks approaches to effectively utilize incomplete network structure.
More recently, it is found that sparsity is commonly observed in the fault structure of industrial pro-
cesses, as most process faults are localized and affect only a subset of process variables. This finding
has inspired the application of sparse methods in fault isolation, including those based on shrinking
PCA [23], LASSO(Least absolute shrinkage and selection operator) [24] and sparse canonical variate
analysis [25]. By introducing sparsity regularization terms such as l1(sum of absolute value of all
elements of a vector or matrix) and l2,1(sum of the Euclidean norms of the rows of a matrix) in the
fault isolation objective function, the hidden fault structure can be better revealed so that the sparse
methods are less apt to the “smearing effect”. However, for highly correlated process variables, it is
revealed in [26] that the LASSO-like problem will violate the irrepresentable condition, resulting in
decreased isolation accuracy. In order to improve the isolation accuracy, a natural extension is to in-
tegrate sparsity with process structure so that structured sparsity can be achieved, for example, in the
form of graph Laplacian matrix [27] or group LASSO [28]. The improved fault isolation performance
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in Refs. [27] and [28] highlighted the advantages of introducing structured sparsity in fault isolation:
i) The candidate faulty subspace can be reduced by incorporating a priori information on process/fault
structure using structured sparsity terms; ii) The interpretability of fault isolation results can be sig-
nificantly improved by incorporating process structure into the sparsity regularization terms; iii) The
irrepresentable condition can be better met and incomplete structure information can be utilized.
Despite the advantages brought by structured sparsity, the research on this subject is still limited. In
this paper, a structured sparsity modeling framework for multivariate statistical analysis methods is
proposed by considering a range of structure information in the form of partially known sparse sup-
port, block sparsity, clustered sparsity and tree-structured sparsity. Such structure information can
be included in the fault isolation objective function using different structured sparsity regularization
terms. In addition, an effective optimizing routine based on alternating direction method of multi-
pliers(ADMM) [29] is proposed, which can be easily extended to a parallel or distributed version to
accommodate big datasets. The goal of this paper is to provide a practical guide on how to utilize
different kinds of structure information in process industry to enhance the fault isolation performance.
2 Problem formulation
2.1 Monitoring statistics for fault detection
Let X ∈ Rn×m be a data matrix storing n samples of m process variables, denote a sample to be
x ∈ Rm and xi(i = 1, . . . ,m) to be the ith variable. Assume x is normalized to have a zero mean
and unit variance, typical multivariate statistical methods perform decomposition of the data sample
as follows.
x = As+ e (1)
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Here s = wTx is the projection of the sample x in the l(l ≤ m) dimensional subspace and e =
(I−AwT )x is the residual, with the projection matrixw ∈ Rm×l, loading matrixA ∈ Rm×l and the
identity matrix I. Such decomposition can be achieved by maximizing variance(principal component
analysis), negentropy(for independent component analysis, ICA) or correlation(canonical correlation
analysis, CCA). Based on the decomposition in Eq.(1), monitoring statistic can be defined in the
lower dimensional space to detect process fault as follows.
T2 = sT s = xTwwTx (2)
And the SPE statistic is defined in the residual space as
SPE = eTe = xT (I−AwT )T (I−AwT )x (3)
Both the statistics can be written in a compact form as
R = xTMx (4)
Here R corresponds to quadratic statistics like Hotelling’s T 2 or SPE, M is a symmetric and positive
semi-definite matrix. When used for fault detection, corresponding control limits can be obtained
based on samples collected under normal operation conditions using statistical theory or empirical
analysis. For a specific test sample, violation of either statistic indicates that it is faulty.
2.2 Sparse reconstruction for fault isolation
Once a fault arises, it is important to accurately identify and isolate the faulty variables. In order to
quantify the contribution of each variable to the fault, a natural idea is to reconstruct the “true value”
by removing the effect of fault. For a faulty sample x, it can be decomposed into the sum of the “true
value” x∗ and a fault vector f as follows.
x = x∗ + f (5)
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The fault vector can be reconstructed by solving the following optimization problem
f˜ = argmin
f
(x− f)TM(x− f) (6)
Here f˜ is the estimation of the true fault vector. In most cases, the fault only affects a subset of
variables, this is especially true for large-scale processes. Hence Eq.(6) can be modified to achieve
sparsity by imposing the l1 regularization term on the fault vector.
f˜ = argmin
f
(x− f)TM(x− f) + λ‖f‖1 (7)
Here λ is the weight on the l1 term. Eq.(7) can be solved using methods like block coordinate reduc-
tion (BCD) [30]. By appropriately selecting the weight, a sparse fault vector can be estimated. The
nonzero elements in f˜ correspond to faulty variables, whilst zero elements relate to normal variables.
Achieving sparsity in the reconstructed fault vector can effectively reduce the number of variables
to be attended by operators in correcting the fault. Hence it is advantageous to traditional contri-
bution plots, which tend to produce a fault vector without zero element. However, like traditional
contribution plots, the sparse reconstruction problem in Eq.(7) does not consider process structure
information. More importantly, if the process variables are highly correlated, the design matrix of
LASSO-like problem will violate the irrepresentable condition [26] and this will negatively affect the
fault isolation accuracy.
3 Physics based structured sparsity for fault isolation
Physical structure in industrial processes can be used to improve the performance of monitoring and
control [31]. This section introduces four structured sparse characteristics of process/fault structures,
i.e., partially known sparse support, block sparsity, clustered sparsity and tree-structured sparsity,
as shown in Figure1. The process/fault structures can be further described using structured sparsity
regularization terms to formulate the fault isolation problem.
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Group 3 Group 4
(b) block sparsity
(d) tree-structured sparsity(c) clustered sparsity
(a) partially known sparse support
Subsystem 1               Subsystem 3
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known to be non-zero
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1 3
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Figure 1: Several common process/fault structures and their structured sparse representation: (a)Prior
knowledge about some variables being normal/abnormal; (b)Naturally occurring variable modules
or blocks; (c)Variables having similar fault behavior in a clustered way; (d)Tree-structured correla-
tion/causal relationship between variables.
3.1 Partially known sparse support
The problem of partially sparse recovery has been studied in the field of comprehensive sensing [32],
in which prior knowledge on the support of a signal may exist. In process monitoring applications,
such prior knowledge is also commonly available. Under a faulty scenario, the operators may have
high confidence that certain variables are not affected by the fault. These variables should have no
contribution to the fault and consist of the partially known sparse support. On the other hand, it is
also possible that the operators are suspicious that certain variables may be more responsible for the
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fault and they consist of the partially known non-sparse support. Introducing the sparse/non-sparse
support in fault isolation can reduce the variable space to be searched, and is helpful for improving the
fault isolation accuracy and reducing computation burden for isolation of localized fault in large-scale
systems. In this subsection, only the partially known sparse support is considered and the partially
known non-sparse support can be dealt with in a similar way.
Let T ⊂ {1, 2, . . . , d} , d < m be the known sparse support of the fault vector and the following
holds
fg = 0 ∀g ∈ T (8)
Ref. [32] proved that if partial support of the signal is known, a more accurate reconstruction at the
same measurement rate can be obtained by constraining the l1 norm of the signal on the complement
of the known support. Considering the sparse support, the fault isolation problem in Eq.(7) can be
modified to the following optimization problem.
f˜ = argmin
f
(x− f)TM(x− f) + λ‖(f)Tc‖1 (9)
Here Tc is the complement of T. The above optimization problem now becomes to find the faulty
variables outside of T that satisfy the data constraint. In this way, the faulty space to be searched will
be limited and the computation load will be reduced, resulting in more accurate fault isolation.
3.2 Block sparsity
Another way of incorporating process structure is to consider the natural blocks or modules of vari-
ables. In industrial production practice, a large-scale system can be decomposed into multiple local
sub-blocks, which are connected by multiple streams. Therefore, variables can be divided into sev-
eral blocks, and highly correlated variables will naturally fall into the same group and show similar
contributions. If the block structure is incorporated into the objective function as a priori informa-
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tion, naturally, the accuracy, practicality and efficiency of fault diagnosis can be improved. This has
inspired the application of methods like group LASSO [28] in fault isolation.
Assume the m process variables fall into b non-overlapping blocks and x = [x1 x2 . . .xb]T . Let pl
denote the number of variables in the lth block, so that
b∑
l=1
pl = m. Following Shang et. al, the group
LASSO based fault isolation problem can be formulated as follows.
f˜ = min
f
(x− f)TM (x− f) + λ
b∑
l=1
√
pl‖fl‖2 (10)
where fl corresponds to the lth block of variables in f and
b∑
l=1
√
pl‖fl‖2 is called the block l2,1 penalty
term, which can be regarded as an intermediate between the l1 norm penalty and l2 norm penalty.
With appropriate λ, the solution of Eq.(10) will produce fl that is either zero or nonzero. Therefore,
faulty blocks can be identified and the root cause of the fault needs to be located according to the
contribution of each variable in the block. It should be noted that overlapping blocks can also be
allowed [33], for the sake of simplicity, it is not considered here.
3.3 Clustered sparsity
In some cases, limited information on variable blocks or modules is available, there is a need for
clustering the variables outside the natural blocks into new blocks. This is a necessary step for highly
correlated variables outside the natural blocks to meet the irrepresentable condition [26]. Different
kinds of clustering methods can be applied, for example those based on correlation coefficient [4] and
mutual information [34]. For simplicity, it is assumed all the variables have been clustered into a total
of q groups as S = {S1, S2, . . . , Sq}, with S being the set of all variables.
Once a fault is detected, clustered sparsity can be incorporated into the fault isolation objective as
follows.
f˜ = min
f
(x− f)TM (x− f) + λ
q∑
j=1
‖fSj‖2 (11)
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Here fSj corresponds to the fault vector of all variables falling into Sj . Eq.(11) also allows partial
clustering, with a part of variables not belonging to any group, so that Eq.(11) can be modified as
f˜ = min
f
(x− f)TM (x− f) + λ1
q∑
j=1
‖fSj‖2 + λ2‖fSc‖1 (12)
where Sc is the complement of S. Solution of Eqs.(11) and (12) can be obtained in a similar way to
the case of block sparsity as they share similar model structure.
3.4 Tree-structured sparsity
Process variables in industrial systems often exhibit networked or tree-structured correlation/causal
characteristics. Such networked or tree structure can be useful for fault isolation and propagation
analysis. This subsection considers the incorporation of tree-structured sparsity in the fault isolation
problem, in the hope of obtaining improved fault isolation accuracy and clearer fault propagation
path.
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Figure 2: A typical four-variable system with tree structure.
Assume the relationship between process variables can be represented as a tree T whose set of vertices
V has a size of M , with v ∈ V being its node. Figure 2 shows a tree-structured system with four
variables, note that the variables can be overlapped in the internal nodes. In Figure 2, each of the
four leaf nodes corresponds to a process variable and each internal nodes associates to a grouping
of process variables. The closer the internal nodes is to the leaf nodes the higher correlation exists
10
in the group. Let Gv denote the group of variables in node v, the tree can be expressed as T =
{Gv1 , Gv2 , . . . , GvM }, with M being the number of groups. It should be noted that each leaf node is
considered to be a group so that the number of groups is equivalent to the number of nodes. It can be
seen that there are a total of 7 nodes/groups in Figure 2.
Based on the tree structure, the fault isolation problem in Eq.(7) can be modified as follows [35].
f˜ = argmin
f
(x− f)TM(x− f) + λ
M∑
j=1
ωvj‖fGvj ‖2 (13)
Here fGvj is the set of coefficients assigned to f by the variables in node/group Gvj , weight ωvj
reflects the strength of correlation within group vj .
Let W (vroot) = λ
∑M
j=1 ωvj‖fGvj ‖2, W (vroot) represents the penalty accumulated at the root node
after recursion according to the tree structure. Eq.(13) can now be expressed as follows.
f˜ = argmin
f
(x− f)TM(x− f) +W (vroot) (14)
It should be noted that W (·) can be defined on any node.
W (vj) =

∑
Mc∈Gvj
‖fMc‖1 if vj is a leaf node
svj ·
∑ |W (c)|+ gvj · ∥∥∥fGvj ∥∥∥2 otherwise
(15)
Here W (c) is the child node of W (vj). The weights svj and gvj are introduced for each internal node
and the root node, with svj + gvj = 1. The weight gvj on the l2 norm determines how much weight
is put on jointly selecting the variables in the associated node, whilst the weight svj determines how
much weight is put on selecting each child node separately.
Take the tree structure in Figure 2 for example, the penalty termsW (·) can be defined by the following
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steps.
W (v1) = ‖f1‖1 W (v2) = ‖f2‖1
W (v3) = ‖f3‖1 W (v4) = ‖f4‖1
W (v5) = gv5 ·
∥∥fGv5∥∥2 + sv5 · 3∑
i=1
|W (vi)|
= gv5 ·
∥∥fGv5∥∥2 + sv5 · (‖f1‖1 + ‖f2‖1 + ‖f3‖1)
= gv5 ·
∥∥fGv5∥∥2 + sv5 · ∥∥fGv5∥∥1
W (v6) = gv6 ·
∥∥fGv6∥∥2 + sv6 · (|W (v3)|+ |W (v4)|)
= gv6 ·
∥∥fGv6∥∥2 + sv6 · (‖f3‖1 + ‖f4‖1)
= gv6 ·
∥∥fGv6∥∥2 + sv6 · ∥∥fGv6∥∥1
W (vroot) =W (v7) = gv7 ·
∥∥fGv7∥∥2 + sv7 · (|W (v5)|+ |W (v6)|)
= gv7 ·
∥∥fGv7∥∥2 + sv7 · gv5 · ∥∥fGv5∥∥2 + sv7 · gv6 · ∥∥fGv6∥∥2+
sv7 · sv5 ·
∥∥fGv5∥∥1 + sv7 · sv6 · ∥∥fGv6∥∥1
(16)
In Eq.(16), v1, v2, v3, v4 are the leaf nodes so that the penalty terms reduce to the l1 norm, which
is equivalent to the l2 norm in the case of a single variable. On the other hand, v5 and v6 are the
internal nodes, so that the penalty terms W (v5) and W (v6) involve both the l2 norm and the l1 norm.
It should be noted in Eq.(16) that ‖fGv5‖1 = ‖f1‖1 + ‖f2‖1 + ‖f3‖1 = ‖f1‖2 + ‖f2‖2 + ‖f3‖2 and
‖fGv6‖1 = ‖f3‖1 + ‖f4‖1 = ‖f3‖2 + ‖f4‖2. So that the weights ωvj in Eq.(13) can be represented in
a compact form as follows.
ωvj =

∏
a∈Ancestors(vj)
sa if vj is a leaf node
gvj
∏
a∈Ancestors(vj)
sa otherwise
(17)
The weighting scheme in Eq.(17) is a hierarchical extension of the elastic-net penalty [35]. A higher
value of svj encourages the separate selection of variables in node vj and a higher value of gvj favors
a joint selection of the variables in vj . In the extreme case of svj = 1 and gvj = 0 the tree-structured
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penalty reduces to the LASSO penalty. On the other hand, if svj = 0 and gvj = 1 the tree-structured
penalty reduces to the block sparsity penalty in Eq.(10).
4 ADMM-based solution algorithm
The fault isolation problems defined in Eqs.(9), (10), (12) and (13) involves l1 and l2 penalty terms,
making the corresponding optimization problems essentially non-convex. In solution of such con-
strained optimization problems, the Alternating Direction of Multiplier(ADMM) algorithm is a widely
applied method. It combines the decomposability of the dual ascent method and the excellent con-
vergence of the Augmented Lagrangian Method. Through decomposition and coordination, ADMM
algorithm divides the objective function into several sub-optimization problems that are easy to solve,
resulting in higher computational efficiency [29]. In order to illustrate how to solve constraint opti-
mization problems, this section presents the solution procedures for the tree-structured sparsity prob-
lem defined in Eq.(13). Solutions of other optimization problems can be obtained in a similar but
simpler way.
For the sake of simplicity, the penalty term for the tree-structured sparsity in Eq.(13) is divided into
two parts, each corresponding to a groups of nodes in tree T . The first part is associated to the internal
nodes and the root nodes, defined as V int, and the second part is associated to the leaf nodes Vleaf. So
that Eq.(13) becomes
f˜ = min
f
(x− f)TM (x− f) + λ
∑
v∈Vint
ωv‖fGv‖2 + λ
∑
v∈Vleaf
ωv‖fGv‖2 (18)
It should be noted that the first penalty term corresponds to the internal nodes and the root node, and
the internal nodes may have overlapping variables. And the l2 norm in the second penalty term for
the leaf node Vleaf is equivalent to l1 norm as each leaf node consists of only one process variable,
so the second penalty item can be expressed as
∑
v∈Vleaf
ωv‖fGv‖1. Considering the whole sample set
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X ∈ Rn×m, the unconstrained optimization problem of Eq.(18) becomes
f˜ = min
f
1
n
n∑
i=1
( xi − f )TM( xi − f ) + λ
∑
v∈Vint
ωv‖ fGv‖2 + λ
∑
v∈Vleaf
ωv‖ fGv‖1 (19)
where xTi ∈ 1×m is the ith row of X. For convenience of notation, fGv in the l2 and l1 penalty terms
is reformed as fGv = IGv f , where IGv ∈ Rm×m is a square matrix with IGv (v, v) = 1 for all v ∈ Gv,
and other elements being 0.
Since Eq.(19) contains both the non-smooth l1 term and the smooth l2 term, we introduce two auxil-
iary variables (Vv,Z) → (IGv f | v ∈ Vint, f). Note that Vv corresponds to the l2 penalty term IGv f ,
and Z corresponds to the f in the l1 penalty term, Eq.(19) becomes
min
f
1
n
n∑
i=1
(
xTi − f
)T
M
(
xTi − f
)
+λ
∑
v∈Vint
ωv‖Vv ‖2 + λ
∑
v∈Vleaf
ωv‖ IGvZ ‖1
s.t. IGv f = Vv, f = Z
(20)
Thus, the augmented Lagrange optimization problem is established as follows.
L (f ,V,Z,U,R) = min
f
1
n
n∑
i=1
(
xTi − f
)T
M
(
xTi − f
)
+ λ
∑
v∈Vint
ωv‖Vv ‖2
+ λ
∑
v∈Vleaf
ωv ‖ IGvZ ‖1 +
∑
v∈Vint
ρ
2 ‖ IGv f −Vv +Uv ‖2F
+ ρ2 ‖ f − Z+R ‖2F − ρ2
∑
v∈Vint
‖Uv ‖2F − ρ2 ‖R ‖2F
(21)
where ‖·‖F is the Frobenius norm. Uv, R are scaled dual variable matrices, and ρ > 0 is the ADMM
regularization parameter. The core idea of ADMM iteration is to update one parameter each time
(with other parameters fixed), so the optimization problem can be divided into the following series of
sub-problems.
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4.1 Updating f
Assume the estimations of parameter matrices at the jth iteration have been obtained. By minimizing
the term corresponding to f in Eq.(21), the (j + 1)th iteration f (j+1) can be obtained as follows.
f (j+1) = argmin
f
1
n
n∑
i=1
(
xTi − f
)T
M
(
xTi − f
)
+
∑
v∈Vint
ρ
2
∥∥∥ IGv f −V(j)v +U(j)v ∥∥∥2
F
+ ρ2
∥∥ f − Z(j) +R(j)∥∥2
F
(22)
Then, differentiating Eq.(22) and setting the derivative to zero, the iterative formula of f (j+1) can be
obtained as follows.
f (j+1) =
2M+ ρ
I+∑
v∈Vint
IGv
−1 [ 2
n
n∑
i=1
Mxi +D
(j)
]
(23)
where D(j) = ρ
( ∑
v∈Vint
IGvV
(j)
v + Z(j) −
∑
v∈Vint
IGvU
(j)
v −R(j)
)
, and I ∈ Rm×m is the identity ma-
trix.
4.2 Updating V
The l2 penalty in the objective function is controlled by V. For each internal node v ∈ Vint, the
calculation process of Vv is similar to that of f , which can be obtained V
(j+1)
v by minimizing all
factors related to Vv in Eq.(21).
V(j+1)v = λ ωv‖Vv ‖2 +
ρ
2
∥∥∥ IGv f (j+1) −Vv +U(j)v ∥∥∥2
F
(24)
The optimization problem of Vv can be solved by the proximal algorithm [36]. By expressing the
proximal operation target as B(j)v = IGv f
(j+1) +U
(j)
v , the updating at the (j + 1)th iteration is as
follows.
V(j+1)v =

0
∥∥∥B(j)v ∥∥∥
2
≤ λωvρ(
1− λωv
ρ
∥∥∥B(j)v ∥∥∥
2
)
B
(j)
v otherwise
(25)
At the (j + 1)th iteration, a numerical updating procedure will be performed for each internal node
v ∈ Vint.
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4.3 Updating Z
The l1 penalty in the objective function Eq.(21) is controlled by Z. As before, the terms containing Z
yield a sub-problem whose objective function can be defined as follows.
Z(j+1) = λ
∑
v∈Vleaf
ωv
∥∥∥ IGvZ(j)∥∥∥
1
+
ρ
2
∥∥∥ f (j+1)−Z(j)+R(j)∥∥∥2
F
(26)
which can be solved by the element-wise proximal algorithm [36].
[
Z(j+1)
]
g
=

0 |Cg| ≤ r
sign (Cg) (|Cg| − r) otherwise
(27)
where r = λ
∑
v∈Vleaf
ωv[IGv ]g/ρ, and C = f
(j+1) +R(j), with Cg being the gth element. In addition,
[·]g also represents the gth element in a vector. For a matrix, however, [·]g denotes the gth diagonal
element.
4.4 Updating U and R
The dual variables U and R are updated by setting the derivative of the corresponding quadratic
Frobenius norm to zero. The update of U needs to be performed on each internal node v ∈ Vint, and
the (j + 1)th iteration of Uv for each internal node can be expressed as follows.
U(j+1)v = U
(j)
v + IGv f
(j+1) −V(j+1)v (28)
The scaled dual variable R is updated by
R(j+1) = R(j) + f (j+1) − Z(j+1) (29)
The processing flow chart of the algorithm is summarized in Algorithm 1.
4.5 Determination of weight and regularization parameters
In order to obtain the solution of each structured sparse objective function, the parameters λ, ρ
and ωv should be determined in advance. Based on the discussion in [37], λ can be determined
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Algorithm 1 ADMM algorithm for solving Eq.(13)
Require: The data matrix X, the positive semi-definite matrix M, weight ωv, regularization param-
eters λ and ρ and threshold ε;
1: Initialize: Randomly initialize f = f0. Initialize auxiliary variables V and Z, scaled dual vari-
able matrices U and R as zero vector/matrix, and set j = 0;
2: Do until convergence
1) Updating f
2) Updating V
3) Updating Z
4) Updating U and R
3: if
∥∥∥ f (j+1)−f (j)
f (j+1)
∥∥∥ > ε, set j = j + 1 and return to step 2;
4: end
5: Return f , V and Z
as λ=ζpi
√
logm
2n , where ζ can be chosen from
[√
2/pi, 1
]
. For the parameter of ρ, the range of
ρ = 1.2 ∼ 1.5 has been recommended in Boyd et al. [29]. And for the ωv in the tree-structured
sparsity, it is related to two quantities gv and sv, which are associated with the height hv of each node
v in the tree T , given as sv = hv and gv = 1 − hv. The height hv can be defined as the number
of edges in the longest path from node v down to a certain leaf node [38], indicating how tightly its
members are correlated. In addition, it is assume that the height hv of each node is normalized so that
the height of the root node is 1. For the tree structure in Figure 2, one can get hv1=hv2=hv3=hv4 = 0,
hv5=hv6=0.5, hv7=1.
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5 Simulation studies
This section tests the performance of the structured sparsity modeling methods on fault isolation of a
simulation example involving 15 process variables. The variables are assumed to fall into 4 natural
blocks, as is shown in Table 1. The variables in all the blocks are assumed to be generated from one
Table 1: Natural blocks of process variables in the simulation studies.
Block No. 1 2 3 4
Indices of process variables 1, 2, 6, 7, 10 3, 11, 15 4, 9, 13 5, 8, 12, 14
or two source variables as follows.
xl = Alxl + bl (30)
Here xl is the vector containing all the variables in the lth block, with l = 1, 2, 3, 4, Al is the mixing
matrix for the lth block,  ∼ N(0, 1) is the Gaussian distributed noise, bl is the noise variance vector.
The source variables for the first block are x1 and x2, and those for the remaining blocks are x3, x4
and x5 respectively. All the source variables are randomly generated Gaussian variables with zero
mean and unit variance. The mixing matrices Al are defined as follows.
A1 =

1 0 0 0 0
0 1 0 0 0
0.6 0.4 0 0 0
0.4 0.3 0.3 0 0
0.2 0.5 0.1 0.2 0

,A4 =

1 0 0 0
0.8 0 0 0
0.5 0.5 0 0
0.2 0.4 0.4 0

A2 =

1 0 0
0.8 0 0
0.3 0.7 0
 ,A3 =

1 0 0
0.7 0 0
0.6 0.4 0

(31)
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And the noise variance vectors are defined as
b1 = [0, 0, 0.03, 0.02, 0.01]
T
b2 = [0, 0.03, 0.01]
T
b3 = [0, 0.02, 0.02]
T
b4 = [0, 0.02, 0.03, 0.01]
T (32)
For the purpose of model training, a total of 700 samples are generated as the training sample set. An
additional 300 samples are generated as the test set, which involves a multiplicative fault introduced
after the 101st sample. The fault is generated on variables x2, x3, x15 by multiplying a scalar as
xˆ2 = 0.5x2, xˆ3 = 0.8x3, xˆ15 = 0.6x15. Using the training data, a PCA model is constructed. It is
found that retaining 5 principal components(PCs) retains more than 85% variance so that the number
of PCs is set as 5. Based on the PCA model, the T 2 and SPE statistics can be constructed to monitor
the process, with the control limits obtained under the significance level of 0.01. The monitoring
results for the test set is shown in Figure 3. It can be seen that significant number of violations can
be observed for both the T 2 and SPE statistics after the 101st sample, indicating a fault has occurred.
This is in accordance with our previous setting.
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Figure 3: Monitoring results based on PCA.
After the fault is successfully detected, the next important task is to isolate the faulty variables and
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diagnose the fault type. In the absence of any additional information, the fault isolation results ob-
tained using conventional reconstruction based contribution through solution of Eq.(6) are shown in
Figure 4. It can be seen from Figure 4 that the faulty variables x2, x3, x15 are successfully identified,
however, the fault contributions in Figure 4 also show high contribution in x1, x10, x11. This is due
to the “smearing effect”. In addition, the obtained contribution vector is not a sparse one, making
it difficult to distinguish normal variables from faulty ones. Next, in order to improve the accuracy
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Figure 4: Conventional reconstruction based contribution plot.
of fault isolation, different kinds of structured information are introduced and the results are shown
in Figure 5, which consists of four plots, corresponding to the fault isolation results obtained from
Eqs.(7), (9), (10) and (13) respectively. Note that clustered sparsity is not considered here as it is a
special case of block sparsity. The parameter λ is set as 0.6, 0.7, 1.4 and 1.0 in Eqs.(7), (9), (10) and
(13) respectively via trial and error, the regularization parameter ρ in the ADMM algorithm is set as
1.2, and the pre-determined threshold ε is set as 10−6. In Figure 5(a), the l1 penalty term is introduced
and a sparse contribution vector can be obtained, however, the contribution of variables x1, x10 cannot
be neglected. This can be explained, as it has been proved that LASSO-like fault isolation method
cannot fully overcome the “smearing effect” [28]. In Figure 5(b), it is assumed that x1, x6, x7 and x10
in Block 1 are known to be normal so that partial support information is known. Comparing Figures
5(a) and 5(b) it can be seen that after introducing the partial support information, the fault isolation
accuracy has been increased significantly. But variable x11 is still mistakenly identified as faulty. In
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Figure 5(c), the block information is considered and group LASSO is used to identify faulty groups.
As is shown in Figure 5(c), faulty blocks are successfully identified as the contributions from vari-
ables in Blocks 1 and 2 are correctly identified. However, as is pointed out in Section 3.2, solving the
optimization problem in Eq.(10) will result in block-wise sparsity, making the task of further pinpoint
the fault source difficult. Finally, using the correlation structure in the four blocks, a tree-structure
can be obtained, as shown in Figure 6. Based on the tree-structure, the fault isolation problem in
Eq.(13) is solved using ADMM, and the results are shown in Figure 5(d). From Figure 5(d) it can be
seen that by utilizing the tree-structure, the three faulty variables x2, x3, x15 are correctly identified.
In addition, the tree structure in Figure 6 clearly indicates the fault propagation path, which is helpful
for the operators in taking corrective operations.
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Figure 5: Fault isolation results using sparsity and structured sparsity based methods: (a) only the l1
penalty considered ; (b) partially known sparse support; (c) Group Lasso; (d) Tree-structured sparsity.
Comparing the four plots in Figure 5 it can be seen that by introducing structured sparsity informa-
tion, the fault isolation accuracy can be significantly improved and the developed structured sparsity
methods are effective.
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Figure 6: The tree structure of the simulation example and the identified fault propagation path.
6 Application in coal-fired power plant
This section applies the proposed structured sparsity method to isolation of a fault in the coal pulver-
izer of a coal-fired power plant. The coal-fired power plant generates steam with high temperature
and high pressure by burning coal. The generated steam then drives the steam turbine to rotate, which
further drives the generator to generate electricity. The coal-fired power plant relies on a series of
critical components to convert the energy stored in the coal ore into electricity, and one of which
is the coal pulverizer. During the operation of a coal pulverizer, the coal is fed into the pulverizer,
crushed by the grinder, then dried and classified by the air using the separator to ensure only fine
powdered coal particles are sent to the boiler for combustion. As a critical device in the coal-fired
power plant, it is important to accurately detect and isolate any fault in the coal pulverizer to ensure
there is enough time for the operators to make corrective operations. The coal pulverizer has a clear
operating mechanism and process structure, which can be useful for fault isolation.
For the purpose of model verification, a dataset collected from a coal-fired power plant in southeast
China is considered. The dataset consists of a training set with 3000 normal samples and a test set
with 1000 samples. The test set involves an abnormal operation caused by decreased outlet powered
coal temperature in the last 600 samples. The decreased outlet powered coal temperature caused the
control system to turn down the cold primary baffle valve to reduce the cold air feed, which further
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caused the grinder to reduce the workload. A total of 46 variables(x1 through x46) related to the
coal pulverizer is considered and described in Table 2. The 46 variables can be divided into 7 blocks
according to process knowledge, as shown in Table 3. The relationship between the 7 blocks can be
summarized using the tree structure shown in Figure 7.
1 2 374 5 6
Subsystem 1
Subsystem 2
Subsystem 3
Figure 7: Coal pulverizer tree structure.
Table 2: Process variables and description for the coal pulverizer.
Variable No. Description Variable No. Description
1-4 Inlet air flow(1-4) 26 Hot primary air baffle valve position
5 Inlet air pressure 27 Separator current
6-8 Inlet air temperature(1-3) 28 Separator frequency
9-13 Coal feed(1-5) 29 Separator speed
14-15 Outlet powdered coal pressure(1-2) 30-35 Motor stator temperature(1-6)
16-22 Outlet powdered coal temperature(1-7) 36-37 Motor bearing temperature(1-2)
23 Cold primary air baffle control instruction 38-40 Roller bearing oil temperature(1-3)
24 Cold primary baffle valve position 41-42 Thrust bearing tile temperature(1-2)
25 Hot primary air baffle control instruction 43-46 Gearbox oil sump temperature(1-4)
In order to detect the fault, the 3000 training samples are used to build a PCA-based monitoring
model and it is found that retaining 5 PCs can explain more than 85% variance, so that the number
of retained PCs is set as 5. By setting a significance level of 0.01, the monitoring results are obtained
and shown in Figure 8. It can be seen that significant number of violations can be observed in both
the T 2 and SPE statistics after the 400th sample point, indicating a fault is detected. After the fault
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Table 3: Natural blocks of process variables in the coal pulverizer.
Block No. Description Indices of process variables
1 Input 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13
2 Output 14, 15, 16, 17, 18, 19, 20, 21, 22
3 Primary air baffle 23, 24, 25, 26
4 Separator 27, 28, 29
5 Electric motor 30, 31, 32, 33, 34, 35, 36, 37
6 Grinder 38, 39, 40, 41, 42
7 Gearbox 43, 44, 45, 46
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Figure 8: PCA-based monitoring statistics.
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is detected, fault isolation is then performed to identify faulty variables using the structured sparsity
method.
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Figure 9: Comparison of fault isolation results using different approaches: (a) Conventional recon-
struction based contribution plot; (b) the l1 sparsity; (c) Group LASSO; (d) Tree-structured sparsity.
Four kinds of methods are applied and compared, including the conventional reconstruction based
contribution plot, the l1 sparsity, the group LASSO and the tree-structured sparsity, and the results are
shown in Figure 9. The parameter λ for the l1 penalty based method is set as 0.5, while that of group
LASSO is set as 0.65 in Eq.(10), the ADMM regularization parameter ρ and the pre-determined
parameter ε are the same as in the simulation. It can be seen in Figure 9(a) that conventional re-
construction based contribution plot identified plenty of variables to be faulty, making it difficult to
locate the fault source. This is expected, as the reconstruction based contribution plot suffers from the
”smearing effect”. Also, as is shown in Figure 9(b), the l1 penalty based method identified variables
x11 ∼ x13, x16 ∼ x22, and x38 ∼ x40 to be faulty, and helps to narrow down the fault cause.
By introducing the group sparsity, Figure 9(c) correctly identified 3 blocks to be faulty, including the
output block, grinder block and the primary air baffle block. However, it still lacks more specific
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information on which variables in each block are responsible for the fault. In contrast, it can be seen
from Figure 9(d) that the tree structured sparsity also identified the 3 blocks as faulty. In addition, it
identified x16 ∼ x22 in the output block, x23, x24 in the primary air baffle block and x38 ∼ x40 in the
grinder block to be faulty. That is to say, the fault affects the outlet powdered coal temperatures, the
cold primary air baffle control instruction and valve position and the roller bearing oil temperatures.
This can be explained, as the outlet powdered coal temperatures drop, the control system reduced the
cold primary air flow as well as the workload of the roller. In order to have a more clearer picture
of the fault, Figure 10 gives the sample by sample fault isolation results obtained using the tree-
structured sparsity method. As is shown in Figure 10, variables x16 ∼ x22 are first identified to be
faulty, and after around 100 samples, x23, x24 as well as x38 ∼ x40 are also identified to be faulty.
This is in accordance with the fact that the fault was caused by an abnormal operation caused by
decreased outlet powered coal temperature.
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Figure 10: Sample-by-sample fault scores using tree-structured sparsity.
Moreover, Figure 11 illustrates the identified faulty variables in the tree structure, which clearly iden-
tified the affected blocks and variables. Such clear tree-structure is helpful for operators to identify
the fault cause so that corrective operations can be taken in time. This clearly shows the advantages
brought by the proposed structured sparsity methods.
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Figure 11: Identified faulty structure of the coal pulverizer.
7 Conclusion
This paper proposes a modeling method based on structured sparsity for fault isolation in industrial
processes. The fault isolation problem is based on the conventional reconstruction based contribu-
tion analysis and four structure sparsity regularization terms are considered to incorporate process
structure. It is found that these structured sparsity terms allow optimal selection of faulty variables
over different process structures. In order to solve the reconstruction problem, an algorithm based on
ADMM is proposed. Through the application studies to a simulation example and a fault in the coal-
fired power plant, it is verified that by including the structured sparsity terms, better fault isolation
accuracy can be obtained.
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