Abstract. We examine supervised learning for multi-class, multi-label text classification. We are interested in exploring classification in a realworld setting, where the distribution of labels may change dynamically over time. First, we compare the performance of an array of binary classifiers trained on the label distribution found in the original corpus against classifiers trained on balanced data, where we try to make the label distribution as nearly uniform as possible. We discuss the performance tradeoffs between balanced vs. unbalanced training, and highlight the advantages of balancing the training set. Second, we compare the performance of two classifiers, Naive Bayes and SVM, with several feature-selection methods, using balanced training. We combine a Named-Entity-based rote classifier with the statistical classifiers to obtain better performance than either method alone.
Introduction
In much research on supervised classification it is traditional to assume not only that the test data has the same distribution of labels as the training data, but also that the classifier will be applied in the future to data drawn from the same distribution. However, this is not always the case: the label distribution may change over time, even within the same news stream. For example, it is unlikely that the distribution of industry-sector labels in the RCV1 corpus, which was collected over 15 years ago, is similar to that in the current Reuters news-wire. Furthermore, a single set of classifiers may be required to label data from multiple sources, such as a variety of news feeds.
We present PULS, a framework for Information Extraction (IE) from text, designed for decision support in various domains and scenarios, including business [10] . PULS works with a large business corpus, currently consisting of over 1.5M news articles. Articles are collected daily from multiple sources, therefore, one of our goals is to build classifiers that are not biased toward the particular distribution of labels in a given training set. Rather than using all available documents from a training set, we experiment with smaller subsets of balanced data. We use a balancing procedure, suitable for the multi-label setting. Using a collection of test sets, with different label distributions, we demonstrate that classifiers trained on balanced data perform better, on average, than classifiers trained using the original distribution of labels in the corpus.
We compare several classification methods, including Naive Bayes (NB) and Support Vector Machine (SVM), with two well-known feature selection methods, Information Gain (IG) and Bi-Normal Separation (BNS). We also combine supervised classification with a "baseline" Rote classifier, which uses knowledge collected from the corpus via IE.
Related Work
There are two principal approaches to adapt methods for single-label classification to the multi-label task: problem transformation and algorithm adaptation, [20] . In problem transformation, multi-label classification is converted into a series of single-label classification sub-tasks, while algorithm adaptation is an extension of single-label methods to handle the multi-label data directly. One common method for problem transformation, which we adopt in our work, is cross-training, [1] : a single binary classifier is trained for each label, using instances having the given label as positive examples, and all remaining instances as negative.
Text datasets are typically "naturally skewed," [15] , since topics differ both in frequency and importance, depending on where the data originates; additional skew may be introduced by annotator bias. Such imbalance poses a challenge for categorization, especially when the classes have a high degree of overlap, [16] . This problem can be tackled on the data level or the algorithmic level, [13] . The data-level approach is based on various re-sampling techniques, [2] . Some re-sampling techniques applied to the text classification task are described in [6, 4, 18] . Two approaches to re-sampling are oversampling, i.e., adding more instances of the minor classes into the training set, and under-sampling, i.e., removing instances of the major classes from the training set, [11] . Over-and under-sampling can be either random or focused (i.e., informed). We follow the random under-sampling approach, which means that documents in the training set are randomly selected from each class.
A commonly used data representation for text categorization is the "bag of words" model, which ignores any document structure and assumes that words occur independently, [12] . This model can be extended by using n-grams, [5, 23] . We use the bag-of-words model with a combination of unigrams and bigrams. Information Extraction (IE) can be used to obtain additional features for classification, [9, 10] . We use company names extracted from the text by PULS named-entity recognition system, to build a baseline, Rote classifier (Section 5).
Text data is characterised by a very large number of distinct word types, which can exceed the number of training documents by an order of magnitude, [7] . Thus dimensionality reduction becomes a key step in most text classification approaches. This aims not only to accelerate processing but also to improve categorization performance, [19, 12] through avoidance of over-fitting, [15] . Reduction can be done either by selection of highly-relevant features or by group-ing (i.e., clustering) features, [12] . In this paper we use feature selection which is based on comparing the discriminative power of a given word, relative to all other words in the feature set. Comparative studies of various feature selection methods can be found in, e.g., [7, 22] 
Data
We focus on supervised-learning techniques to classify news articles into industry sectors. Although we are primarily interested in our own news collection, all experiments we present here are conducted on the publicly available Reuters corpus (RCV1), 1 to allow meaningful comparison and to assure replicability. RCV1 contains 800,000 news stories published by Reuters between 1996-1997. Documents are labeled using 103 Topic labels, 350 Industry labels and 296 Region codes; the labels are organised hierarchically. In this paper we use a subset of 200 industry sectors.
2
Although RCV1 is a popular dataset, relatively few papers use its sector classification, and not all of them are directly comparable with our study. To the best of our knowledge there are four papers directly comparable to our work in that they use a large number of sector labels and report micro-and/or macroaveraged F-measures: [14, 24, 17, 3] . In Table 5 (in the Results section) we present a detailed comparison between their results on RCV1 industry labels and ours.
We use the raw text data from RCV1. 3 We only use documents that have sector labels, 351,810 in total. These documents were manually classified into 350 industry sectors. There are seven-and five-digit industry codes; seven-digit codes are children of the corresponding five-digit codes: e.g., Fruit Growing (I0100206), Vegetable Growing (I0100216) and Soya Growing (I0100223) are all children of Horticulture (I01002).
This sector classification has some inconsistencies, as observed by others, e.g., [14] . We map all seven-digit codes to their corresponding parent codes, and merge labels that have the same name but different code. 4 After this pre-processing, 245 distinct sector labels remain.
Array of Balanced Binary Classifiers
As mentioned in Section 2, we split the multi-label classification task into many binary classification sub-tasks, carried out by an array of statistical classifiers, one trained for each individual sector. All classifiers in the array use exactly the same training set, where all documents labeled with a given sector are used as positive instances for that sector's classifier, while all remaining training documents are used as negative instances. We experiment with two supervisedlearning algorithms: Naive Bayes and Support Vector Machines (SVM). We use implementations from the open-source WEKA toolkit, [8] .
Text Representation
Each training and test document is represented using bag-of-words features from the text. We use only nouns, adjectives, and verbs in our feature set, and apply simple filters to remove all stop-words, proper names, locations, dates, and common verbs such as "have" and "do". We also generate bigrams that consist of these three parts of speech. When indexing documents after feature selection, we use a unigram as a feature only if it appears outside of any bigram features extracted from that document. For example if the phrase "power plant" appears in a document we will consider "power" or "plant" as independent features, only if they also appear elsewhere in the document (and not in another extracted bigram). This allows us to resolve ambiguity to some extent; for example, we can more easily distinguish documents containing the feature "SIM card," which may be relevant for Telecommunications, from "credit card," which is relevant for Commercial Banking.
In total, 77,636 training instances (documents) have 49,262 unique features; each binary classifier has 49,262 features. We use two standard feature-selection methods-we select the top 500 features, as ranked by Information Gain (IG), [22] , and Bi-Normal Separation (BNS), [7] . We then try different learning algorithms and feature selection methods to find the combination with the best performance.
Training and Test Data Pools
If a particular sector S 1 is dominant in the training set, the negative features for other classifiers could become dominated by features drawn from S 1 , which may hurt performance on some other sector, S * , since it won't learn negative features from other, "minor" sectors (those having fewer documents in the corpus). If S 1 is also over-represented in the test set, we run the risk of over-fitting. For these reasons we try to keep the training data as balanced as possible across sectors, and ensure that the test set will contain a sufficient number of instances for every binary classifier in the array.
In cross-training (defined in Section 2) we use a single pool of training instances and a single pool of test instances; recall that documents may have multiple labels. In creating a balanced training pool, we aim to provide each of the 245 binary classifiers a sufficient number of examples in both pools. Ranking the sectors by size, from 1 to N, we begin collecting data into the pools from the sector, S N , that has the smallest number of instances in the corpus. We randomly select up to 600 documents labeled with S N , and split them into two subsets: 3/4 for the training pool and 1/4 for test. If there are not enough documents (< 600) for S N , all available instances are collected, with the same training/test proportion. In this way we try to guarantee some data will be available for testing, even for the smallest sectors. We then move on to the second smallest sector, S N −1 , and repeat the collection process, except now we first check how many documents labeled with S N −1 are already present in the training and test pools-which may happen due to multiple labeling (label overlap). The number of documents collected for S N −1 at this step is reduced by the number already collected. The collection process continues in this manner for all sectors. Collection may be skipped for a sector if it already has more than 450 documents in the training pool (this happens for sectors with high label overlap). As stated, it is also possible that some sectors will have fewer documents for training, based on total availability. These are inherent limitations of the skew in the original corpus, and cannot be avoided.
The resulting set, called the "balanced training data pool" has 77,636 documents. It is still skewed, as seen in Figure 1 , on the right, though much more balanced than the initial distribution, shown on the left. As can be inferred from the Figure, between 50 and 60 sectors contain fewer than 150 instances each. Since a lower amount of data makes it difficult to obtain reliable results, we use only the 200 largest sectors in our experiments, which cover approximately 99% of the original corpus.
testing data in random order and happen to start with the largest sectors, then by the time we come to the smallest sectors all of its data may already be included in the training pool (due to multiple labeling of documents), leaving none for testing. Table 1 shows the most frequent sectors in the balanced training pool. We can see, e.g., that although we only collected 450 positive training instances for Diversified Holding Companies, it still receives 3644 positive instances in the pool, most of which were picked up when collecting data for other sectors.
For comparison, (Section 7.2), we use an unbalanced training pool, which is simply half of the corpus.
All data outside the balanced and unbalanced training pools-called the "test pool"-are available for the construction of test sets. From the test pool, we generate 10 samples of 10,000 documents each, using the original distribution in the corpus. We use one of these samples as a held-out development set for parameter tuning (Section 4.3), and the remaining nine as test sets.
To simulate the effect of changing trends in news streams, we generate 50 additional datasets. To build these sets, we calculate the individual proportions of the sectors in the original distribution, then assign these proportions to 50 random permutations of the sector labels. We then attempt to sample 10,000 documents from the testing pool according to the new, permuted distributions. Each set among these 50 has its own label distribution, different from both the original and from each other. The distribution of labels in these random test sets will appear "naturally skewed," since it mimics the original shape.
Three example test sets are shown in Figure 2 , one "original," and two "permuted." The permuted distributions are still somewhat biased toward the largest classes in the original corpus. This is expected because some larger classes (such as Diversified Holding Companies) still have a high degree of overlap, and because the smallest sectors may not have enough data to dominate the permuted distribution. However, the distributions of the permuted test sets look substantially different from the original distribution and contain significantly more instances from small-and medium-sized sectors. We use the original and permuted test sets in our comparison of balanced and unbalanced training (Section 7.2).
Classification
The SVM classifiers output a binary decision for every document. For Naive Bayes, the output for each sector is a confidence score between 0.01 and 1; thus a decision threshold is required to make a classification. We learn the best threshold over a range of thresholds (in increments of 0.01), using a held-out development set (one of the test sets, described in Section 4.2). We then evaluate on the remaining test sets using the learned threshold.
Rote classifier
The Rote classifier labels documents based on the company-sector relationships present in the RCV1 corpus. PULS finds mentions of companies in the corpus, using a named-entity (NE) recognition module. It distinguishes company names from other proper names in the text, e.g., persons and locations. NE also merges together variants of the same name, for example, "Apple," "Apple Inc.," "Apple Computer, Inc.," etc. For each company we collect all sector labels from all documents where it is mentioned; sectors co-occurring with a company fewer than 3 times are discarded. For example, Table 2 shows the top sectors that co-occur with "Apple."; it shows the frequency (the co-occurrence count of the company with the sector), and the proportion, which is the normalized count.
For every document, the Rote classifier returns a sector associated with the companies found in the text if the proportion for this sector is higher than a certain threshold; the threshold is chosen from the range 0.01 to 1, using the development set. If the same sector co-occurs with more than one company found in the text, we apply the highest proportion.
Combined Classifiers
We experiment with several methods of combining the Rote classifier, described in Section 5, with the balanced probabilistic classifiers, described in Section 4, to see whether the combination can produce better overall prediction of the sector labels. One method of combining is a simple two-stage process: for each document, we first try to identify sectors using the Rote classifier; if that does not return any sectors, we then attempt to classify using the statistical classifiers. We also experiment with the reverse order of these classification stages. The motivation for this method is to give the overall system a "second chance" at classification, in the hope that together the two methods may overcome their respective shortcomings. Another method of combining classifiers is to return the union of the results of the two classifiers-rote and probabilistic. Again, We learn the optimal threshold for each classifier in the combination using the development set.
Experiments and Results

Evaluation Measures
Common measures in text classification are precision, recall, and F-measure. For a given class c, these are calculated as:
where T P c , T N c , F P c and F N c are the number of true positive, true negative, false positive, and false negative classified instances for the class, respectively; |c| is the number of documents in the test pool labeled with this class. In evaluating multi-label classification, macro-averaging and micro-averaging are commonly reported, [21] . In micro-average evaluation, first the numbers of true-and false-positives, and true-and false-negatives are counted for all instances in the test set, and then the standard measures, e.g., recall or precision, are calculated using these numbers:
where S is the set of all classes. In the macro-average evaluation scheme, the measures are calculated for each class separately first, and then these are averaged across all classes:
We report both evaluation schemes, although we focus more on the macroaverage scores, as explained below, since they are less dependent on the particular distribution of labels in the corpus. Henceforth we denote the macro-averaged F-measure by M-F1, and micro-averaged F-measure by µ-F1.
Balanced vs. Unbalanced Training
To justify the use of balanced training data in building our classifiers, we compare two sets of classifiers, built using two distinct training pools: one balanced, under-sampled training set and one unbalanced training set, comprised of half the total data, selected at random. All data outside these training pools are available for the construction of test sets. As described in Section 4.2, we generate 10 "original" test sets that preserve the original label distribution, and 50 "permuted" test sets with label distributions that are meant to simulate the effect of changing trends in news streams, over time or due to shifts in emphasis toward new sectors in a particular source. The averaged results obtained on both original and permuted test sets are presented in Table 3 . To save space we present only the SVM+IG results, since results for all classifiers follow the same pattern: classifiers trained on the original distribution have higher µ-F1 on originally distributed test sets, but lower on the permuted test sets; the classifiers trained on the balanced training set yield higher M-F1 on all test sets, both original and permuted. A comparison of balanced and unbalanced training is presented in Figure 3 , where we plot macro-and micro-averaged F-measure obtained by classifiers trained on balanced vs. unbalanced data for each permuted test set. As can be seen from the plot in the left figure, the classifier trained on balanced data has significantly and consistently higher M-F1: for each test set M-F1 is over 30% higher for the balanced classifiers.
As seen from the right plot, in the majority of cases, the classifier trained on balanced data also yields higher µ-F1 than the classifier trained on unbalanced data, although the difference between two classifiers has somewhat higher variance (also seen from Table 3 , standard deviation scores). Thus the M-F1 appears to be more stable for both classifiers. This suggests that focusing on macro-averaged results is more appropriate for real-world news classification tasks.
Comparison of Classifiers and Feature Selection Methods
Results obtained by all classifiers are shown in Table 4 ; we present only results obtained with balanced training data, since they are consistently higher-in terms of M-F1-than results obtained using unbalanced training.
As seen from the table, the SVM classifier yields higher performance than NB, independently of the feature selection method used. IG performs better than BNS with both Naive Bayes and SVM.
The baseline Rote classifier yields the highest F-measure among single classifiers; combining Rote with SVM+IG yields the best combined performance. The M-F1 obtained by this two-stage classifier is higher than the best previously reported results, as shown in Table 5 . It also can be seen from the table Table 4 : Results from all classifiers and feature selection methods, averaged across 9 test sets randomly sampled from original distribution; single classifiers on top, combined classifiers on bottom. For each classifier, the best threshold is trained on one random, originally-distributed development set; → and ∪ denote, respectively, two-stage and union combining methods, described in Section 6. that the difference between M-F1 and µ-F1 for our classifiers is smaller than that reported in prior work. This supports the claim that our classifiers are less sensitive to changes in label distribution (due to the balancing of the training), which is one of our main objectives. The µ-F1 in our experiments is lower than the best µ-F1 reported in the literature on RCV1. This is likely due to the fact that both [17] and [3] try to model inter-dependencies among the labels in the corpus. This is not done in [14] or [24] . We plan to investigate this further in future work; however, our results suggest that balancing the training data improves the classifier performance overall, regardless of the method used.
Conclusion
We have described an approach using supervised learning for labeling businessnews documents with multiple industry sectors. We treat the multi-class, multilabel problem as a set of binary sub-tasks, with one binary classifier for each sector. We attempt to create robust classifiers, suitable for real-world text classification (rather than improving performance on a given static corpus), by balancing the training data given to each classifier. Our results suggest that, compared to classifiers trained on labels drawn from the original corpus distribution, the balanced training helps improve the scores-M-F1 in particular-when classifying data drawn from different distributions of labels.
We explore several combinations of learning algorithms and feature selection methods, and evaluate them using a large number of manually-labeled documents. Combining a named-entity-based Rote classifier with the set of balanced classifiers, into a two-stage classifier, yields better results than either classifier alone. Additionally, this method improves on the best M-F1 previously reported, while using the same amount of training data for the Rote classifier, and considerably less for the statistical classifiers.
