Abstract. Let M be a multiplicative operator functional of (X, L) where X is a ¿-dimensional Wiener process and L is a separable Hubert space. Sufficient conditions are given in order that M be equivalent to a solution of the linear Itô equation
where 9t denotes the shifted path. We take (1.4) as our point of departure and ask the question: Does (1.4) imply (1.3) ? This is the subject of the present paper. If 7Y=1, the formula (1.2) includes the classical Feynman-Kac formula (B, = 0 foryVO) and the Cameron-Martin formula (B0 = 0). In the general scalar case (N= 1), representation theorems for multiplicative functionals can be inferred from the work of H. Tanaka [10] and A. D. Wentsell [11] ; any continuous multiplicative functional of the one-dimensional Wiener process admits the representation (1.5) m(t)=j^àcxpjtog(xs)dx(s)
where/is continuous and g is locally square integrable. The form (1.5) is more general than solutions of (1.3); they coincide if/has two continuous derivatives. In another direction K. Itô and S. Watanabe [3] obtained a multiplicative decomposition for multiplicative functionals of a Markov process. Their representation does not involve stochastic integrals, however.
The main problem in the case A^> 1 is lack of commutativity; since an explicit representation such as (1.5) is apparently impossible, we settle for a local characterization in terms of stochastic integrals. The first problem is to characterize "smoothness" of t^M(t).
Using semigroup methods we can prove (Theorem 4.2) that a continuous solution of (1.4) comes from a solution of (1.3) whenever the formula (1.2) defines a semigroup of operators on L2(Rd) whose infinitesimal generator has a domain which contains all linear functions of the coordinates, in a suitable sense.
To obtain representation theorems in nonsmooth cases, we impose the further condition (1.6) Ex[M(t)] = / which ensures that / -> M(t) is a vector-valued martingale. Using the martingale stochastic integral of H. Kunita and S. Watanabe [4] we prove (Theorem 5.2) that if M(t) is invertible and satisfies a mild second moment condition, then it is given by a solution of (1.3) where, of course, B0 = 0. The method of proof was suggested by recent work of C. Doléans-Dade [2] . As a by-product of the methods used to solve (1.3) it follows that all of the results stated above remain true if, instead of NxN matrices, we work with Hilbert-Schmidt operators on a Hubert space. Using the representation (2.3) of the operator norm in terms of Hilbert-Schmidt norms, we can solve (1.3) whenever the coefficient matrices are replaced by bounded operators. In particular, the representation formula (1.2) applies to solve certain partial differential equations with operator coefficients.
Finally, we mention that the results of this paper constitute one aspect of the general problem of representation of multiplicative operator functionals of a Markov process. These were introduced in [8] , where representation theorems were given in the case the underlying Markov process is a chain with a finite number of states. From the point of view of random evolutions, the novelty of the problems under consideration here is the appearance of the operators Bx(x),..., Bd(x); their effect is to intertwine the Markov process in a nontrivial way with the multiplicative functional.
§2 contains notational preliminaries on stochastic integrals and Hilbert-Schmidt operators. §3 contains an extension of the Babbitt-Stroock solution of the stochastic integral equation (1.3) in the case \\B¡\\ is bounded by a constant independent of x, O^j^d. Their construction is further extended to the more natural class for which B0(x) is locally integrable and B¡(x) is locally square integrable, 1 Sjúd. In §4, we give the representation theorem in the case \B¡\ bounded, t-^-M(t) smooth. The main tool used in the proof is the a priori derivation of the integral equation These show, in particular, that Jt is an algebra; Jt is also a Hubert space. The standard operator norm is defined by M||0P = sup|X| = 1 \Ax\. Let S£ be the algebra of all bounded operators. It is easily checked that the two norms are related by the estimate (2.2') \\AB\\2i \\A\\0P\\B\\2, BeJi, AeJi?.
The following makes this precise :
Proof. Let the right-hand side be denoted by a. Let {xn}ngl be a sequence of vectors with |x"| = l, \Axn\ -> \A\0V. Let B = Bn be the orthogonal projection on xn : Bx = {x, xn>xn. Thus ||/í5||¡ = 2fc M#9>fc|2 = 2jc Ofc, xn>2|^xn|2= |^x"|2; but ||5||| = 1; thus ||^ß||2/||Ä||2 = Mxn|^M||op and hence a^M||0P. But íz^M||0P by (2.2'). Thus the conclusion follows. of an ^-valued MOF of (X, L). Otherwise M will be an .Sf-valued MOF of (X, L).
The expectation semigroup is the family of operators {T(t), t^O} where Let AeJt, Ae¿Fs. The equation
has a unique, continuous, Jt-valued nonanticipating solution t -> MA(t). This solution
Proof. Let
By the triangle inequality, we have {¿y*»+i(OIII}1,a = Î{E* ^RMBMdxM
Upon iteration this yields
Hence by the martingale inequality,
The choice A = 2"n gives a convergent series and hence, by the Borel-Cantelli lemma, the series 2™= o {Rn+i(t)-$1 Rn(u)B0(u) du} converges uniformly for s^t^T. On the other hand, To prove (3.2), apply the triangle inequality to (3.1) to yield
An application of Gronwall's lemma completes the proof.
To prove the uniqueness, let Mx(t) and M2(t) be two solutions of (3.1). M=Mx -M2, rn = inf{? : ||M(0||2 = "}, /(«)=/<".,")(«).
Then we have Letting n -> co gives the result. Hence the theorem is proved.
In the next step we specialize to the case B(u) = B(x(u)) while at the same time replacing the initial operator by the identity (whose Hilbert-Schmidt norm is infinite!). Of key importance is the evaluation (2.3). The same argument applies to MA(t) = AM(t). This yields (3.6). To obtain the multiplicative property, note that if A eJt, t -*■ MA(t, co) is a solution of (3.1) with A replaced by MA(s, co), Bj(u) = Bj(x(u)). But a simple calculation shows that MA The proof is broken into several lemmas. Let Proof.
f
\Ex{M(t)f(x(t))}\2 dx ú \ (Ex\\M(t)\\0P\f(x(t))\)2 dx
Jr* J R* ú f Ex\\M(t)\\2opEx\f(x(t))\2 dx 
T(t + s)f(x) = Ex[M(t + s)f(x(t + s))] = Ex[M(t)M(s, 9t)f(x(s, 9t))] = Ex[M(t)Exm[M(s)f(x(s))]] = T(t)(T(s)f)(x).
In the following lemma, recall that Let Pf=(B-V)f+Bj, ü=T°(t)f. Since F° maps L2 functions into C00 functions, the composition PT°(t) is well defined; further we have the following estimate, whose proof in the finite dimensional case is due to Babbitt. The proof below is entirely parallel to Babbitt's. and used the simple Markov property twice, after an initial application of the multiplicative property of M. Note that for g eL,
We now write the final expression above as I + II + III + IV, where where g=T°(t -k&)f, 8 = 2"". The first term is clearly a Riemann sum for the right-hand side of (4.5). To estimate II, we note that pi = èIM^)*#/fl = ^-nH^(s)ds)\\n.
By assumption (4.1), limá^0 «i(S)=0.
To estimate III, we write PT°(8)g-Pg=$P $60 T°(u)Ag du; thus
Since KeL1, the first factor goes to zero when n^-co. Finally, to estimate IV, note that if x, y e Rn, g(y)-g(x) = (y-x)-Vg(x) + (y-x, D2g(£)(y-x)}, where D2g denotes the Hessian of g and £ is a point on the line segment joining x and y. Thus the last curly brace in IV equals
+ a term^\x (8) To prepare the apparatus for the proof, let us first find the increasing process associated with M. We use the following general fact. 
It is easy to check that this definition does not depend upon n. For such/, we can use the evaluation (5.4) to check that (5.6) f(s) dM(s) = E\tf(s)2dA(s).
Jo
Thus the mapping/^ ¡0f(s) dM(s) is an isometry if we use the norm (5.5) on/. It is easy to show that any/satisfying (5.5) can be approximated in this norm by /'s for which the stochastic integral is already defined. Thus we can extend the mapping/^ §0f(s) dM(s) by an abstract completion using (5.6). In the applications below, the condition (5.5) is too stringent. We need to consider the class of adapted mappings t^f(t), such that Indeed, if/is a simple, real, adapted process, we have
