Abstract. We show that an ergodic measure preserving action Γ (X, µ) of a discrete group Γ on a σ-finite measure space (X, µ) satisfies the local spectral gap property introduced in [BISG15] if and only if it is strongly ergodic. In fact, we prove a more general local spectral gap criterion in arbitrary von Neumann algebras. Using this criterion, we also obtain a short proof of Connes' spectral gap theorem for full II1 factors [Co75b] as well as its recent generalization to full type III factors [Ma16] .
Introduction
The main goal of this paper is to show that the local spectral gap property introduced in [BISG15] is, in fact, equivalent to strong ergodicity for arbitrary ergodic measure preserving actions. Before we give a precise statement, let us first recall the notion of local spectral gap.
Definition. Let Γ (X, µ) be an ergodic measure preserving action of a discrete group Γ on a σ-finite measure space (X, µ). Let B ⊂ X be a measurable subset with 0 < µ(B) < +∞. We say that Γ (X, µ) has local spectral gap with respect to B if there exists a finite set S ⊂ Γ and a constant κ > 0 such that . This local spectral gap property depends in general on the choice of the set B (see [BISG15, Remark 1.3 
.(4)])
. When µ is a probability measure and B = X, we just get the usual notion of spectral gap for probability measure preserving actions.
It is well-known that, for probability measure preserving actions, spectral gap implies strong ergodicity while the converse is not true. However, our main result shows that the local spectral gap property introduced in [BISG15] is equivalent to strong ergodicity, for any ergodic measure preserving action.
Theorem A. Let Γ (X, µ) be an ergodic measure preserving action of a discrete group Γ on a σ-finite measure space (X, µ). Then the following are equivalent:
(1) The action Γ (X, µ) is strongly ergodic. (2) There exists a subset B ⊂ X with 0 < µ(B) < +∞ such that the action Γ (X, µ) has local spectral gap with respect to B.
Theorem A is deduced from the following more general local spectral gap criterion in tracial von Neumann algebras. For a non-tracial version, see Theorem 2.1. 
Then we can find a non-zero projection p ∈ N , a finite subset S ⊂ Σ and a constant κ > 0 such that for every x ∈ pN p with τ (x) = 0, we have
Moreover, we can chose p to be arbitrarily close to 1.
We provide other applications of Theorem B in the last section of this article.
The local spectral gap property in arbitrary von Neumann algebras
In this section, we prove Theorem B. In fact, we prove the following more general version for arbitrary von Neumann algebras (not necessarily tracial). For any faithful normal state ϕ on a von Neumann algebra M , we will say that a vector
is the cyclic vector associated to ϕ. 
Then we can find a non-zero projection p ∈ N , a finite subset S ⊂ Σ and a constant κ > 0 such that for every x ∈ pN p with ϕ(x) = 0 we have
Moreover, we can chose p to be arbitrarily close to 1. (1) There exists a constant κ > 0 such that for any projection p ∈ N we have
The proof of Proposition 2.2 relies on the following lemma which is inspired by Namioka's trick. Our new input is item (2).
Lemma 2.3. Let M be any von Neumann algebra. For a ≥ 0 and x ∈ M + , we use the notation E a (x) = 1 [a,+∞) (x).
(1) For every positive elements x, y ∈ M + and every ξ ∈ L 2 (M ), we have
(2) For every positive elment x ∈ M + and every state ϕ ∈ M + * , we have
Proof. For item (1), see the proof of [CS78, Theorem 2]. We will only prove (2). First, note that x − ϕ(x) 2 ϕ = ϕ(x 2 ) − ϕ(x) 2 and that
Therefore, we only have to show that
Hence, by appying ϕ ⊗ ϕ we get
and thus, after integrating over a, we finally get
Proof of Proposition 2.2. (2) clearly implies (1) when applied to a projection. Now assume that (1) holds for some constant κ > 0 and let us show that (2) also holds for some constant κ ′ > 0. A direct application of Lemma 2.3 shows that for every element x ∈ N + , we have
Since the elements of S are ϕ-bounded and S is self-adjoint, we can find a constant C > 0 such that for all x ∈ N + , we have xξ + ξx ≤ xξ + ξx ≤ C x ϕ . Hence, we get
Now, for every x = x * ∈ N with ϕ(x) = 0, write x = x + − x − where x + , x − ∈ N + and x + x − = 0. Then we have
and since x ± ξ − ξx ± ≤ xξ − ξx , we obtain
By applying this inequality to x − ϕ(x), we obtain (2) for every self-adjoint x ∈ N . Finally, since S is self-adjoint, it is easy to obtain (2) for every element x ∈ N by decomposing it into its real and imaginary part.
Proof of Theorem 2.1. Fix 0 < ε < 1 4 . Then, there exists a finite self-adjoint subset S ⊂ Σ and η > 0 such that for every projection p ∈ N we have
Consider the set Λ of all projections e in N such that ϕ(e) ≤ ε and
Then Λ is closed for the strong topology, hence it is an inductive set. Therefore, by Zorn's lemma, we can choose e a maximal element of Λ. Let p = 1 − e. Take a projection f ∈ pN p. Suppose that
Then up to replacing f by p − f , we can suppose that ϕ(f ) ≤ 1 2 . Now let q = e + f . Then we can check that
But, since e is maximal in Λ, we know that q / ∈ Λ. Hence we must have ϕ(q) > ε. Therefore, by the choice of S and η, we must have
, this is a contradiction. Hence, for all projections f ∈ pN p, we have
Finally, for ϕ ′ = 1 ϕ(p) pϕp and S ′ = pSp, we can use Proposition 2.2 to conclude that there exists κ ′ > 0 such that
Applications
We first prove our main theorem which motivated Theorem B.
Proof of Theorem A. We only have to prove that (1) implies (3). Let A ⊂ X be a subset with µ(A) = 1.
By strong ergodicity of the action, we know that every bounded Σ-central net in N is trivial. Hence, by Theorem B, we can find a non-zero projection p ∈ N , a finite subset S ⊂ Γ and a constant κ > 0 such that for all x ∈ pN p with τ (x) = 0 we have
Now, take x ∈ L ∞ (X, µ) with τ (px) = 0. By applying the previous inequality to px ∈ pN p we obtain
and this is exactly the local spectral gap property with respect to B ⊂ X where p = 1 B .
Our next application is a new proof and a generalization of [Co75b, Theorem 2.1]. Note that the original proof of [Co75b, Theorem 2.1] can be simplified so that it does not rely on singular states anymore (see [PoAD, Theorem 15.2 .4]). By using Theorem B, we obtain an even shorter proof which does not rely on ultraproducts.
Theorem 3.1. Let N be a II 1 factor and let σ : Γ N be an action of a discrete group Γ. Suppose that for every bounded net (x i ) i∈I in N which satisfies lim i x i a − ax i 2 for all a ∈ N and
Then there exists a finite set of unitaries S ⊂ U (N ), a finite set K ⊂ Γ, and a constant κ > 0 such that for all x ∈ N we have
A direct application of Theorem B shows that we can find a projection p ∈ N with τ (p) > 1 2 , finite sets S ⊂ U (N ) and K ⊂ Γ, and a constant κ > 0 such that for all x ∈ pN p with τ (x) = 0 we have
and let w ∈ U (N ) be any unitary which satisfies w(1 − p)w * ≤ p. Let S ′ = S ∪ {v, w}. Then it is not hard to check that there exists some constant κ ′ > 0 such that for all x ∈ N we have
We also obtain a new proof of [Ma16, Theorem A], with a more precise conclusion regarding the choice of the state. Proof. Let ψ be any faithful normal state on M . Let Σ ⊂ L 2 (M ) be the set of all positive ψ-bounded vectors. Note that Σ spans a dense linear subspace of L 2 (M ) (use for example the density of ψ-analytic elements in M ). Hence, since M is full, we know that every uniformly bounded net (x i ) i∈I which centralizes Σ is trivial. Therefore, by Theorem 2.1, we can find a non-zero projection p ∈ M and a finite subset T ⊂ Σ such that pT p has spectral gap in (pM p, 1 ψ(p) pψp). But since M is of type III, we can find an isometry v ∈ M such that vv * = p. Then, it is easy to see that for ϕ := 1 ψ(p) v * ψv, the set S = v * T v is ϕ-bounded and has spectral gap in (M, ϕ). Finally, since p can be chosen arbitrarily close to 1, v can also be chosen arbitrarily close to 1.
Finally, we conclude with a proposition which emphasizes the difference between local spectral gap and true spectral gap in II 1 factors. Note that if Γ is not inner amenable then L(Γ) is full [Ef75] but the converse is not true [Va09] . Proof. It is a direct application of Theorem B with Σ = {u g | g ∈ Γ}.
