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A climate change vulnerability index in agriculture is presented at the municipal level in Mexico. Because the index is built with a multidimensional approach to vulnerability (exposure, sensitivity and adaptive capacity), it represents a tool for policy makers, academics and government alike to inform decisions about climate change resilience and regional variations within the country. The index entails baseline (2005) and prediction (2045) levels based on historic climate data and future-climate modeling. The results of the analysis suggest a wide variation in municipal vulnerability across the country at baseline and prediction points. The vulnerability index shows that highly vulnerable municipalities demonstrate higher climate extremes, This paper is a product of the Social Development Department, Sustainable Development Network. It is part of a larger effort by the World Bank to provide open access to its research and make a contribution to development policy discussions around the world. Policy Research Working Papers are also posted on the Web at http://econ.worldbank.org. The authors may be contacted at cborjavega@worldbank.org and adelafuente@worldbank.org. which increases uncertainty for harvest periods, and for agricultural yields and outputs. The index shows at baseline that coastal areas host some of the most vulnerable municipalities to climate change in Mexico. However, it also shows that the Northwest and Central regions will likely experience the largest shifts in vulnerability between 2005 and 2045. Finally, vulnerability is found to vary according to specific variables: municipalities with higher vulnerability have more adverse socio-demographic conditions. With the vast municipal data available in Mexico, further subindex estimations can lead to answers for specific policy and research questions.
Introduction
Mexico is among the most exposed countries to natural hazards in the world (World Bank, 2005; de la Fuente, 2009) 1 . Only last year Mexico experienced one of its worst droughts in seven decades 2 , and suffered historical losses in 2010 due to hurricane Alex in northeastern Mexico, and then serious floods in various southern states.
Moreover, recent evidence and predictions indicate that climate change is accelerating and will lead to wide-ranging shifts in climate variability (or indicators) (UNISDR, 2009; IPCC, 2012) , with consequent increases in extreme weather events, and associated likely impacts on economic activities closely linked to climate.
Agriculture is one of the sectors that climate change is expected to hit hardest. Extreme weather affects agricultural productivity, and can raise the price of staple grains important to poor households. Mexican agriculture is particularly vulnerable to climate change. The participation of agriculture in the economy has shrunk over the past decades 3 , but about 3 million smallholders grow maize, mainly for subsistence. Unfortunately, they do so under very precarious conditions and have restricted ability to adapt given their low income. Rain fed maize production is a critical livelihood strategy for the poor in Mexico. It therefore makes sense to start assessing the potential vulnerability of agriculture to climate change. This paper develops a multidimensional municipal index that assesses the vulnerability (as defined by the Intergovernmental Panel on Climate Change, IPCC) of the agricultural sector in Mexico to climatic contingencies and climate change. The aim is to better understand how and why vulnerability to climate change and climate variability varies by municipality in Mexico. Akin to the marginality index 4 developed in Mexico in the mid-1990s, such an index could facilitate the (re)design of new interventions for reducing the risk to the most vulnerable populations, especially small subsistence farmers who have limited ability to adapt to adverse economic and climatic events. The index can also be used to improve the targeting of sectoral plans and the current federal system of disaster compensation and 4
The study employs geo-physical data on climate at baseline (2005) 6 and its projections due to climate change (2045), using nine climate models (See Annex). It also relies on household surveys and censuses of municipalities and rural producers (see Annex for a full list of these data sources). A set of indicators thought to be important for assessing agricultural vulnerability were chosen in close consultation with counterparts from the Ministry of Agriculture (SAGARPA) in the Mexican government. All data were merged into a single dataset to conduct the statistical aggregation of the index, after ruling out those variables that showed high endogeneity. Once the final list of variables was selected, these indicators were combined through Principal Components Analysis to compute a vulnerability index at baseline. Then the index was recomputed based on projected climate scenarios. Alternative indicators on climate variability 7 and socio-economic factors for PCA construction were used to verify the stability of the index (see Annex).
The estimates presented here disaggregate vulnerability at the municipal level. The index allows comparisons across space and time. Our main findings suggest that the effects of climate change in Mexico will be uneven across municipalities, regardless of the model employed. Predictions point to higher vulnerability increases in central and northern Mexico; and states with the highest vulnerability at baseline are in coastal areas (Pacific coast, Yucatan peninsula and Gulf of Mexico). All models also showed that states with high poverty rates have consistently higher vulnerability at baseline and over the long-term.
Overall, the index shows the highest increases in vulnerability for states such as Zacatecas, Yucatan, Guanajuato, Chiapas, and Chihuahua. Other states, such as Oaxaca, Puebla and Tlaxcala, also show important increases in the index between 2005 and 2045. These states are located in Coastal and Central-Northern regions, with relatively lower levels of human development.
The states that experienced the greatest decreases in vulnerability between baseline and prediction periods are Tabasco, Sonora, Campeche, Sinaloa and Nayarit. Tabasco and Campeche are located in high vulnerability areas subject to floods and hurricanes that affect all types of farmers. However, Tabasco and Campeche have reported relatively lower agricultural losses in the presence of recent climate-related extreme events, due to their participation in Catastrophic Agricultural Insurance (ECLAC, 2008) . On the other hand, Sonora, Sinaloa and Nayarit are pacific northern states with relatively high human 6 Climate and temperature data included in the analysis cover the period from 1960 to 2005. 7 A main model was estimated using Growing Degree Days (GDD-Temp) and the coefficient of variation of rain (CVR) as climate variability measures for the 1960-2005 and 2005-2045 periods. An alternative model included more specific climate variability measures such as the total number of frost days (<10 Cº), the number of days with rain above 10mm, the maximum number of consecutive dry days, and the percentage of rain above the high 95 percentile. These indicators were selected because they are well accepted and defined by the literature for Mexico (Peralta et al. 2009; Biasutti et al. 2011) 5 development and agricultural indicators. These states also diversify their crops substantially and keep a high coverage of irrigation in the agricultural sector 8 .
I. Conceptual Framework
The framework for this paper is an adaptation of the IPCC's vulnerability framework, which distinguishes between exposure, sensitivity, and adaptive capacity. The vulnerability of people can be reduced by decreasing the exposure and sensitivity of people, assets and livelihoods to climate risks, and by increasing the adaptive capacity of individuals, households, communities, and governments. Key terms are defined in the Glossary. Figure  1 offers a framework for understanding how exposure, an exogenous driver of vulnerability, interacts with endogenous drivers -sensitivity and adaptive capacity -to create vulnerability and its opposite, resilience. The level of a community's vulnerability determines the frequency and severity of climate change impacts. By contrast, a resilient community will not be significantly impacted by climate change.
Throughout this paper we use terms such as risk, vulnerability, exposure and hazard in very specific ways. There is an ongoing debate on the definitions of these terms, which are used to mean different things by different disciplines. Sorting out the differences in semantics is important for identifying causal relationships between climate change-related risks and human vulnerability, and for designing interventions to help people manage risk and vulnerability. This paper tries to present a coherent approach, focused on how risks associated with climate change may contribute to the vulnerability of individuals and households. In this framework, it is the interaction of exposure and sensitivity to risk, with adaptive actions that determine vulnerability 9 . The IPCC definition characterizes vulnerability (to climate change) as a function of a system's exposure and sensitivity to climatic stimuli and its capacity to adapt to their (adverse) effects (IPCC 2007) , which corresponds to outcome (or end-point) vulnerability, but it does not provide a clear definition of these attributes or the relationship between them 10 .
8 According to the Food and Agriculture Organization's Aquastat, Sonora and Sinaloa concentrate over 25 percent of the total irrigated land in Mexico, for both irrigation districts and irrigation units. See http://www.fao.org/nr/water/aquastat/countries_regions/mexico/indexesp.stm 9 Vulnerability: the extent to which a natural or social system is susceptible to sustaining damage from climate change (IPCC 2001) . For practical purposes, this means that a person is vulnerable to climate change risks if he/she has a high probability of becoming poor, sick, or of food insecurity due to climate change related events. 10 According to Fussel (2009) it is crucial to guide the development of any vulnerability index, or set of indicators. Given the diversity of decision contexts that can be informed by climate change vulnerability assessments and of normative preferences, the design of vulnerability indices is as much a political as a scientific task. Normative differences may strongly influence the combination of diverse information sources into an aggregated vulnerability index. Normative challenges include the aggregation of future and current climate risks.
6
As one will notice, in Figure 1 we have further adapted the IPCC vulnerability framework. In practice, it is difficult distinguish what counts as sensitivity and what is adaptive capacity, since they both deal with similar issues. For example, poverty is a good indicator of a community's sensitivity; since poor communities are often more sensitive to impacts from climate change, however, the lack of income and access to resources are important characteristics of adaptive capacity. The same can be said for other issues. For example, forest cover prevents soil erosion and run-off, thereby increasing adaptive capacity, simultaneously, the loss of forest cover makes it so erosion and soil run-off are more likely a result of climate exposure, which means that the communities become more sensitive.
So to separate issues such as poverty or forest cover into separate categories is problematic. For this reason, we have separated exogenous drivers of vulnerability (exposure) -which are not immediately impacted by human activity (excluding the role humans play in carbon emissions) -from endogenous drivers of vulnerability such as sensitivity and adaptive capacity. Sensitivity and adaptive capacity are basically two sides to the same coin in that the former refers to characteristics that increase vulnerability and the latter refers to traits that reduce it. 
Endogenous

Drivers of vulnerability
II. Data Sources
The units of analysis for this study are 2,200 of the 2,454 municipalities in Mexico. The conceptual framework proposed requires variables that capture exposure, sensitivity and adaptive capacity to estimate vulnerability. The analysis uses four types of information: (i) historic and projected changes in precipitation and temperature, weather and climatic shock data, and use of specific variability indicators (frost and drought days, rain level variation and extremes); (ii) agricultural production, socio-economic conditions, infrastructure, and geographic data; (iii) poverty rates and other population-related variables; human, social and financial capitals; historical subsidies and transfers to municipalities; and (iv) climate scenario projections based on scientific climate models (see Annex). variables. The higher the degree of correlation among the original variables in the data, the fewer components required.
Once the specific variables have been detailed, two interrelated issues must be addressed concerning the construction of a PCA index. The underlying variables need to be converted to compatible scales so they can be combined to produce a single index. All variables were transformed into a normal standard distribution with a mean of 0 and standard deviation equal to unity. The second issue is the choice of weights for each of variable. The issue is not just to give the appropriate weight to each of the component statistics, but also to take into account any correlation between the component statistics. Ultimately, the weights calculated at baseline (2005) for the CCVI are structurally the same weights used for the predicted scenarios in 2045.
The variance (λ) for each principal component is given by the eigenvalue of the corresponding eigenvector. As the sum of the eigenvalues equals the number of variables in the initial data set, the proportion of the total variation in the original data set accounted by each principal component is given by λi/n. The second component (PC2) is completely uncorrelated with the first component, and explains additional but less variation than the first component, subject to the same constraint. Subsequent components are uncorrelated with previous components; therefore, each component captures an additional dimension in the data.
McKenzie (2004) highlights that a major challenge for PCA-based indices is to ensure the range of variables included have enough non-missing values to avoid problems of 'clumping' and 'truncation'. In the case of our index, we used a wide variety of variables collected as administrative records, or from CENSUS data (population and agricultural). In this sense, non-missing data in each municipality are relatively small so clumping and truncation are not affected by estimation errors. In addition, according to McKenzie (2004) the problems of clumping or truncating indices can affect the variability of the index, so the first principal component needs to be constructed for each municipality relative to its standard deviation, instead of using the standard deviation of the all municipalities.
Construction of Weights
Weights Based on Component Variance Explained at Baseline
Discriminating variables through PCA can be helpful in selecting the weights to construct the index based on the amount of variance explained for each component. The proportion of variance explained by each relevant variable is a strategy also used to weight them. The principal factors or components that explain the outcomes in the data always explain in a larger proportion the variance compared to the rest of the components. The position of each observation with the proportion of variance explained according to each component is calculated as a linear combination of the original variables. A simple regression using the principal component variables and the outcome variable would reproduce almost the exact same weights as the proportion of variance explained by each component, so:
In interpreting the principal components, it is often useful to know the correlations of the original variables with the principal components. The correlation of variable Xi and principal component Yj is
But weighting based on the percent of variance explained by each factor also involves a certain amount "rule of thumb". One common criterion is to use principal components at the point at which the next principal component offers a large increase in the total variance explained and weights can be used at baseline and prediction points. A second criteria is to include all those PCs up to a predetermined total percent variance explained (structural weights), such as 90%. A third standard is to ignore components whose variance explained is less than 1 when a correlation matrix is used or less than the average variance explained when a covariance matrix is used 13 .
Estimation Procedure
We ran several specifications to estimate the CCVI. The models incorporated variables with the highest explanatory power. In addition, variables were added in the models to test the stability and sensitivity of the index. This proved to be helpful in reducing the amount of variables used to construct the index without losing conceptual rigor 14 . In addition, testing multiple variables for estimating the index helped to identify and remove endogenous variables and substitute them with variables that better fit the model.
All variables were standardized into a normal distribution, and outliers were removed to build the index. Outliers were identified based on the method by Davies and Gather (1993) .
The distribution of outliers was tested by constructing cutoff points for the index. The cutoff points were then used to test each variable for each municipality. When a variable failed to pass the Bonferroni's correction, which sets the alpha-value for the entire set of n comparisons equal to alpha, by taking the alpha-value for each comparison equal to alpha/n, it was not included in the model: when the value is half a percent point within an extreme cutoff point then the value was considered an outlier. Around 10 to 25 municipalities were withdrawn from the index estimation as outliers representing 0.1 11 percent of the total number of municipalities. There were three specifications used to estimate the index. The higher the consistency of index distribution and the ranking (of municipalities), based on relative risk, the better the model fit. In addition, models were built with and without outliers to verify the influence that outliers had on the index distribution.
Endogeneity tests were carried to eliminate variables. In some cases endogenous variables were substituted with proxy ones. Once endogenous variables were identified and removed, the estimation procedure was improved by incorporating other indicators collected at the municipal level that strengthened the conceptual model and proxy for relevant characteristics. For instance, Table 2 shows the endogeneity tests in four variables, all of them endogenous. In the case of total population, the variable showed considerable endogeneity because many indicators are estimated as proportions or percentages of population. Population growth substituted total population. The index was then reestimated without endogenous variables. Sensitivity tests and different PCA specifications 15 were estimated to verify the changes in index distribution and rankings. Abrupt changes in rankings are indicative of an unstable index which may display an inadequate vulnerability risk distribution. Figure 2 shows the minimum and maximum values of the index at the state level using nine different prediction models with climatic scenarios. Consistent changes in risk are predicted across states for minimum and maximum index levels. That is, except for a few states, all models predict changes in the same direction.
The index ranges from -0.78 (Very Low Vulnerability) to 1.91 (Very High Vulnerability) with a S.D. of 0.652 and an Average of 0.525. The criterion for building the 5 vulnerability cohorts was based on equal counts. Out of the 2,456 municipalities in Mexico, the PCA model kept 2,257 municipalities with valid data for the main estimation specification 16 .
15 The full specification model included the following core variables: drought risk; number of reported environmental risks, yield Loss due to weather; temperature and precipitation; percentage of farmers receiving remittances; percentage of farmers that belong to organizations; percentage of agricultural production units without irrigation systems; percentage of population in agricultural activities; hectares for agricultural, forestry, and cattle activity; poverty rate; Farmers lacking credit; Federal disaster assistance per capita. Upon these variables different specifications were modeled to build the index by adding and replacing variables. The more variables included, the more restrictive the model. 16 The specifications for robustness checks and sensitivity kept 2,240 and 2,100 municipalities, respectively. The difference between the minimum and maximum values of the index in all seven models is on average 0.299. Not a single state showed differences higher than 1. Only two states (Colima and Zacatecas) show changes in the vulnerability index from negative to positive, or vice versa. However, the differences in the index levels between baseline and prediction points are statistically significant for the states of Baja California, Campeche, Chiapas, Nayarit and Sonora 17 . It is worth considering such shifts and heterogeneity prevailing at the municipal level to better identify vulnerability risk profiles over different periods of time. The preliminary results and rankings (state level) based on risk vulnerability are shown in the next section. 
IV. Index Results and Profiles
This section presents estimates of the municipalities that are the most vulnerable to climate change and climatic disasters. This study only estimates a composite index, not its parts.
17 Based on mean differences t-test values for unequal standard deviations at 90% level. Overall, the study results suggest a wide variation in municipal vulnerability across the country. The most vulnerable municipalities are located along the coastlines and in many Southern areas, in line with findings from similar work in Mexico (IMTA, 2009; MartinezAustria, 2007) . The Northern and Central parts of the country are comparatively less susceptible to climate change and variability, but with some pockets of high vulnerability.
Coastal areas host some of the most vulnerable municipalities to climate change in Mexico. This is likely due to the relatively high exposure of these municipalities to hurricanes and the increased risk of flooding that comes in these areas. The drier northern and central regions of Mexico also face high exposure given recurrent droughts and a lack of protective vegetation.
The southern states of Mexico appear to be the most vulnerable to climatic events in the entire country. Many municipalities in the southern states of Guerrero, Oaxaca and Chiapas display the highest levels of vulnerability. With large and highly impoverished indigenous populations, it comes as no surprise that their relative capacity to manage climate risk is lower than other areas. By contrast, the tourist areas on the Yucatan Peninsula have a high capacity to adapt to climate change. The tourist industry has led to higher incomes, lower poverty rates, and thus less sensitivity and higher adaptive capacity. Again the north displays higher resilience than elsewhere, and this could be due to its better socio-economic development and higher access to remittances. But there are also pockets of high vulnerability in northern states. States like Chihuahua contain high vulnerability pockets due to prolonged droughts that are increasingly prevalent among the poorest Tarahumara territories. Recent droughts have affected mainly the north and central parts of the country -the states of Durango, Chihuahua, Coahuila, San Luis Potosí and Zacatecas-where the economy relies strongly on agricultural activity 18 .
The estimation of the CCVI permits mapping using baseline and prediction points. (Martinez, 2010; IMTA, 2009; Martinez and Fernandez, 2004; Martinez-Austria, 2007) . A number of studies predict a 10 percent reduction in water availability for agriculture between 2030 and 2050 for northwest and central Mexico (Bajio). This will especially impact states such as Sonora, Guanajuato, San Luis, that will experience critical water shortages in the predicted scenarios (Martinez, 2010) . In addition, Martinez and Fernandez (2004) report that the regions with highest risk of vulnerability for the next 40 years correspond to the Bajio central region (including states such as Guanajuato and San Luis Potosi). Other states located in the Bajio region (Hidalgo and Queretaro) could experience a large shift in their vulnerability risk in the absence of investments for climate change adaptation. The reasons given to explain this shift into high vulnerability vary from water availability and temperature changes, to soil degradation and poor implementation of adaptation policies. Martinez-Austria (2007) indicates that drought vulnerability risks will be a particular concern for national and regional policies in the northwestern region of the country due to the predicted change between 3 to 4 degrees (Cº) by 2040. The purpose of this paper is to identify which social groups in rural Mexico are the most vulnerable to climate change. First, we show how vulnerability profiles change across municipalities from baseline to prediction points. The purpose is to assess the probability and number of municipalities falling into different categories of vulnerability at baseline and prediction points 19 . Second, the municipal vulnerability profiles relate index estimates at baseline and prediction points to three different sets of variables: 1) climate indicators, 2) farmer categories, and 3) socio economic characteristics.
Changes in Vulnerability Risk Profiles
The risk profile of municipalities is shown in table 3a. Overall, almost three of every four municipalities (around 1,810 out of 2,454) do not show substantial changes between baseline and prediction points. Additionally, 344 municipalities increase their vulnerability risk, compared to 300 showing reductions in vulnerability reductions. Both sets of winners and losers are profiled below. Although shifts in vulnerability risk may not appear substantial, the fact that over a third (34.6%) of municipalities maintain high vulnerability, particularly in coastal (Pacific and Gulf) areas is relevant. The conditional probability of high vulnerability municipalities at the prediction point, having shown a high vulnerability risk at baseline, is 41%. This percentage is similar for the conditional probability of municipalities being in low vulnerability risk at baseline and prediction points (39%). Some authors stress that economic impacts in agriculture from climate fluctuations are substantial if high risks prevail over time (Deschenes and Greenstone, 2007; Lobell and Asner, 2003) . 
Categories of Vulnerability Risk High Vulnerability at Prediction
Moderate Vulnerability at Prediction
Low Vulnerability at Prediction
States such as Zacatecas, Yucatan, Chiapas, Guanajuato, Chihuahua, Oaxaca and Puebla exhibit the highest increases in vulnerability over time. Other states such as Campeche, Tabasco, Sonora, Sinaloa and Nayarit showed reductions in their vulnerability risk profiles between baseline and prediction points. In general, the index predictions show that high vulnerability will prevail in southern coastal areas (gulf and pacific) with a tendency to increase vulnerability in the central-norhtern basin (Bajio) states.
States shown in Table 3a have the highest increases and decreases in vulnerability index changes between baseline and prediction points. However, there are municipalities that rank highest in terms of index increases and decreases that may or may not belong to the states presented in Table 3a . For instance, Oaxaca has 124 municipalities with an increase higher than 0.25 in the index between baseline and prediction points (such increases are higher than the mean increase of 0.069 in the index), but the rest of the 570 municipalities in Oaxaca have relatively lower increases than the average. Municipalities with high levels of vulnerability also have the highest ratio of increase of rain's coefficient of variation. The larger is the rain variability, the higher is the uncertainty for harvest periods for agricultural yields and outputs. In Mexico irrigated agriculture contributes about 50% of the total value of agricultural production and accounts for about 70% of agriculture exports (CONAGUA, 2008) . However, the rest of agriculture depends to a larger extent on temporal or seasonal harvesting. The risks confronted by municipalities in terms of rain and temperature changes could shape the changes in cropping patterns (planting multiple crops with different vulnerabilities to weather events), irrigation systems (to decrease the farmers dependence on precipitation), farm incomes, and financial instruments available to famers to strengthen resilience. Table 4c presents the distribution of vulnerability risk by type of agricultural producer. This table shows that larger producers are more resilient and less likely to be present in highly vulnerable municipalities. On the other hand, small and subsistence producers are more likely to live in highly vulnerable municipalities, and municipalities that will experience a high increase in vulnerability during 2005 -2045. Low-capital intensity producers with large land sizes face the largest shifts in vulnerability between baseline and prediction points. These types of larger land-size producers often have higher rates of participation in subsidized agricultural programs. On the other hand, small land-size producers with intensive or non-intensive capital requirements, located at a higher proportion within highly rural municipalities, are more likely to be in highly vulnerable municipalities. Table 4a also shows consistently that higher vulnerability risk is associated with less favorable socio-economic conditions. Municipalities situated within the "low vulnerability" categories show substantially lower average proportions of a) indigenous populations, b) households with elderly members, and c) households with dirt floors; compared to municipalities situated within "high vulnerability" categories. The dispersion of these socioeconomic indicators also increases as vulnerability risks become higher.
The profiles are also shown for agricultural and income support variables (Table 4b ). In this regard, the percentage of agricultural workers having liquid savings reduces considerably from 12.4 (for municipalities under the "very low vulnerability" category) to 1.8 percent (for municipalities under the "very high vulnerability" category). Moreover, the number of agricultural workers having outstanding credit debt for their economic activity increases as vulnerability risk increases. The average support of agricultural programs devoted to farmers does not vary substantially, but municipalities with lower vulnerability profiles tend to receive marginally higher transfers from these programs. The profiles for these variables indicate how farmers use financial instruments and other financial mechanisms to cope with vulnerability, which brings up front information useful to improving the targeting and redistributing options of current support programs and financial products.
Finally, the risk profiles are presented according to pairwise correlations between the index (at baseline and prediction points) and the socio-demographic variables in Table 4c . The results show, first, that municipalities with higher vulnerability risks have higher indigenous populations at baseline and prediction points-as shown by a positive and significant correlation. Although the correlations are not as high, there is a positive association between higher vulnerability and adverse housing conditions. Such correlations become higher as vulnerability becomes higher. The highest correlations within sociodemographic characteristics are found when households have a higher rate of elder dwellers. These living arrangements may enhance household risks to climate change through exposure, sensitivity and adaptive capacity factors. Mexico reflects high levels of family care-giving for the elderly and a high degree of continuity of parent-child coresidence over the life-course (Kanaiaupuni, 2000) fed by economic conditions and demographic patterns. Mexico will face a substantial increase in elderly populations over the next 20 years, so there may be higher vulnerability risks under these care-giving arrangements 20 .
And limited access to support programs or savings (for smallholder populations), is associated with higher the levels of vulnerability. Remittances show a negative correlation with the vulnerability index at both baseline and prediction points. High vulnerability is associated with lower levels of remittances influx by municipality. Access to different forms of capital "insures" families from several forms of uncertainty. The complex migration patterns found in municipalities across Mexico are usually undertaken to insure families via remittances, which is often a result of stress-induced movements (conflict) or through resource constraints (climate change) (Schreider and Knerr, 2000; Fiki and Lee, 2004) .
With the advent of climate variability and uncertainty, many small landholders will face risks of being forced to abandon agriculture, due to financial losses and the burden of debt. Improved financial instruments used to ease debt arising from agricultural credits, and financial support to improve farming activities, could in turn improve the adaptive capacity of exposed and climate sensitive farmers. 
Conclusion
Mexico is in constant threat of experiencing natural disasters, and is among the most exposed to climatic hazards in the world. The aim of this analytical tool is to better understand how and why vulnerability to climate change and climate variability varies by municipality in Mexico. The index can be used to better target federal and state level adaptation programs to local conditions, and to inform the design of municipality adaptation strategies. The conceptual framework used for the vulnerability analysis and the index construction is based on an adaptation of the IPCC's vulnerability framework, which distinguishes between exposure, sensitivity, and adaptive capacity.
The results of the analysis suggest a wide variation in municipal vulnerability across the country at baseline and prediction points. Currently, Coastal areas host some of the municipalities most vulnerable to climate change in Mexico. This is likely due to the relatively high exposure of these municipalities to hurricanes and the ensuing flood risk. However, Northwest and Central regions will likely experience the largest shifts in vulnerability between 2005 and 2045, in the advent of temperature increases and water scarcity for agricultural activities. Recent environmental and climate change studies conducted in Mexico [Martinez, 2010; IMTA, 2009; Martinez and Fernandez, 2004; Martinez-Austria, 2007 ] support these claims and trends.
The analysis presented here provides municipal estimates of agriculture vulnerability associated with temperature and rainfall changes, but it is also necessary to assess the distributional impact of climate change across urban and rural areas and population groups. The profiles of municipalities show that the shifts in vulnerability across municipalities, between 2005 and 2045, are quite heterogeneous because of differences in socio-economic, climate and agricultural variables. Highly vulnerable municipalities demonstrate higher climate extremes, which increase the uncertainty for harvest periods, and for agricultural yields and outputs. Also, municipalities with higher vulnerability have more adverse sociodemographic conditions. The profile also shows a positive correspondence between the percentage of people lacking support programs or savings and vulnerability. Finally, smallholders display higher vulnerability to climate change at baseline (2005) (past 1960-2005; and predicted 2005-2065) 
Steps for Index Construction
The algorithm used to construct indices of vulnerability in this paper follows similar applications as in Cutter, Boruff, and Shirley (2003), and Schmidtlein et al (2007) . First it relies on the inclusion of data standardization for the input variables and the final index scores. The computations were carried out using the following steps: 1. Standardize all input variables to mean 0 and standard deviation 1 2.
Perform the PCA with the standardized input variables with the following main/core variables (all variables aggregated at the municipal level): Total Agricultural Surface Area (ha), Average temperatura (past 1960 -2005 and predicted 2005 and predicted -2045 and predicted , Average precipitation (past 1960 and predicted -2005 and predicted 2005-2045) Order and select in matrix main components resulting from how they may influence vulnerability in three dimensions and assign eigen values to the components accordingly.
[An output of the loadings of each variable on each factor was used to determine if high levels of a given factor tend to increase or decrease vulnerability.
5.
Because PCA is sensitive to the values of the input variables, the data standardization step is necessary so that all variables have the same magnitude. With the standardized data set the PCA can be performed in the second step. It returns a set of orthogonal components which are all linear combinations of the original variables. By construction the first component is the linear combination that explains the greatest variation among the original variables, the second component the greatest remaining variation, and so on. 6.
Based on the results of the performed PCA, select a parsimonious subset of components that explain the underlying data set as closely as possible. [the index was not bounded with upper and lower limits to allow full vulnerability assessment] 7.
Perform sensitivity using Varimax rotation and the interpreted components were summed with equal weights to verify that index does not fluctuate substantially. 8.
Perform same steps for predictions using Climate Change unit prediction data (with structural weights from baseline) 9.
Sensitivity of this approach to creating vulnerability indices was carried out in two main phases.
a. Change variables included in PCA with other proxy variables that can provide similar results in terms of levels and distribution of index. b. The correlation between the county level indices was calculated to determine how closely the index constructed with the subset of variables matched the index with the full set of social variables.
Scenarios and Climate Models Used
GCMs (Global Climate Models) are widely applied for weather forecasting, understanding the climate, and projecting climate change. Models are designed for decade to century time scale climate predictions, containing a number of prognostic equations that are stepped forward in time (typically winds, temperature, moisture, and surface pressure) together with a number of diagnostic equations that are evaluated from the simultaneous values of the variables. Predictions are also based on resolutions from globe sections. In the case of Mexico, where INEGI builds higher resolution grids, compared to other countries, HadGEM1 and ECHAM models use an grids with higher resolution in the tropics to help resolve processes transformation between spectral and grid-point space (higher local accuracy).
The most widely accepted models in Mexico for climatic prediction are ECHAM and HADGEM (2030) (UNAM, 2010), which were used to estimate the CCVI, and subsequently compare results to the 9 climatic model predictions for robustness and calibration purposes. The Index reported in this document contains the 9 prediction models (2045-2065) because calibration and robustness checks showed only slight differences in the distribution of the index across municipalities. Yet, the 9 prediction models offered more detailed climatic prediction scenarios. For that reason, we report only the index built under the 9 prediction models.
For the emissions scenarios change in 2045 used the A2 scenario because is at the higher end of the SRES, and it better captures changes in adaptation and climate change. The tradeoff of using other type of scenario lies on the ability to capture a smaller climate change shifts of the lower end scenarios which is computationally intensive and provides little value added to the Index. A low emissions scenario potentially gives less information from an impacts and adaptation point of view. In addition, the current actual trajectory of emissions (1990 to present) corresponds to a relatively high emissions scenario 21 . Source: http://www.narccap.ucar.edu/about/emissions.html For the climatic predictions, there were several models used 22 :
Nine Models used for Index construction CGCM3.1 (2045-2065): CGCM3.1 is run at two different resolutions, with two levels of accuracy of predictions. The T47 version (used in our estimates) has a surface grid whose spatial resolution is roughly 3.75 degrees lat/lon and 31 levels in the vertical. This has a good fit into Mexico's littoral areas, but limited accuracy in central regions. The ocean grid shares the same land mask as the atmosphere, but has four ocean grid cells underlying every atmospheric grid cell. The ocean resolution in this case is roughly 1.85 degrees, with 29 levels in the vertical. The T63 version has a surface grid whose spatial resolution is roughly 2.8 degrees lat/lon and 31 levels in the vertical. As before the ocean grid shares the same land mask as the atmosphere, but in this case there are 6 ocean grids underlying every atmospheric grid cell. The ocean resolution is therefore approximately 1.4 degrees in longitude and 0.94 degrees in latitude. This provides slightly better resolution of zonal currents in the southern Tropics, more nearly isotropic resolution at mid latitudes, and somewhat reduced problems with converging meridians in the Arctic. -CM3 (2045 -CM3 ( -2065 : This model provides similar resolutions from the above mentioned models but presents bias to the cold side in most of the tropics. This model has proven to overestimate the stream flows in summer, with the opposite occurring during the winter in the Americas (Saurral and Barros, 2009) . Although for the American continent the model shows some deficiencies in the representation of the water cycle across the region, validations of temperature and precipitation fields are relatively accurate for the northern hemisphere of the Americas.
CNRM
22 Scenarios used with these models: 20c3m SRESa2 SRESb1 (IPSL does not have data for the far future under SRESB1 experiment). CSIRO-Mk3.5 (2045 -2065 : Created by the Centre for Australian Weather and Climate Research, this model uses a dynamical framework of the atmospheric model is based upon the spectral model with the equations cast in the flux form that conserves predicted variables. The application of this model is vastly used over long-term climate change simulations. The most significant improvements result from the use of a more physically realistic set of parameters to represent the transport of heat and freshwater by oceanic eddies. It also features considerably more realistic circulation and stratification in the Southern Ocean, affecting precision in temperature and precipitation estimates over the fall and winter.
GFDL-CM2.0 & GFDL-CM2.1 (2 models) : This is a coupled atmosphere-ocean general circulation model (AOGCM) developed at the NOAA Geophysical Fluid Dynamics Laboratory in the United States. It is one of the leading climate models used in the Fourth Assessment Report of the IPCC. The atmospheric component of the CM2.X models is a 24-level atmosphere run at a resolution of 2 degrees in the east-west and 2.5 degrees in the north-south direction. This resolution is sufficient to resolve the large mid-latitude cyclones responsible for weather variability. It is too coarse, however, to resolve processes such as hurricanes or intense thunderstorm outbreaks. The inclusion of this model as part of the 9 model-prediction estimations is useful to incorporate intense outbreaks.
IPSL-CM4 (2045-2065):
One of the goals of the IPSL modeling is to study how these different couplings can modulate climate and climate variability, and to determine how feedbacks in the Earth system control the response of climate to a perturbation such as the anthropogenic emissions of greenhouse gases. This is a relatively simple modeling that comprises four atmospheric prognostic variables: a) northward and eastward wind components, b) temperature, c) water availability, d) surface pressure. The data used in this model requires the time period between 1961 and 1990, for precipitation and temperature, which is data that is contained in our dataset for each municipality in Mexico on a weekly basis.
ECHO-G: Is a hybrid coupled model, using ECHAM4 atmosphere and HOPE ocean models. The model contains a control simulation, allowing 1000-year simulation with constant external forcing. The model is capable of simulating unconventional climatology, which is consistent with other similar models with flux-adjusted modulation on climate and gradients, although the flux adjustment does not guarantee a more accurate simulation (Latif et al., 2001; AchutaRao and Sperber, 2002; Davey et al., 2002) .
ECHAM5/MPI-OM: This is the latest version of the ECHAM model. ECHAM5 may host submodels going beyond the meteorological processes of a GCM. The model can be used in special modes. This model perform best globally, with some biases in certain artic regions, which makes it one of the strongest models to be used in tropical and sub-tropical areas (Connolley, W. and Bracegirdle, T., 2007) 
Annex II
Literature Review on Applications of PCA to build Multidimensional (small area) Indices
For many years the statistical literature lacked a uniform approach to combine indicators that result in a composite index from multidimensional data. A number of indices were devised over the years, including Duncan's index that combined labor and income data of individuals, or the Townsend's index designed to explain variation in health in terms of material deprivation (Morris & Castairs, 1991 ). However, a major problem facing researchers when constructing indexes is determining an appropriate aggregation strategy to combine multidimensional variables into a composite index.
For years, researchers built aggregated indices from multidimensional variables using simple Summation of Standardized Variables (SSV). This approach initially developed by Shevky & Bell (1955) and applied by Markides & McFarland (1982) , used statistical standardization of variables to add them up and test variability of the index according to different development outcomes applied to infant mortality. However, many statistical experts found that such methods rely on applying weights to the constituent variables that make up individual as well as composite indices, which rely on subjective factors, thus raising questions about internal coherence and robustness of such methods (Gjolberg, 2009) .
Despite that the PCA technique is not new its application to develop composite weighted indices is relatively recent. The PCA technique developed by Pearson (1901) , though it is often attributed to Hotelling (1933) , is useful for transforming a large number of variables in a data set into a smaller and more coherent set of uncorrelated (orthogonal) factors, the principal components. The principal components account for much of the variance among the set of original variables. Each component is a linear weighted combination of the initial variables 23 .
The components are ordered so that the first component accounts for the largest possible amount of variation in the original variables. The second component is completely uncorrelated with the first component, and accounts for the maximum variation that is not accounted for the first. The third accounts for the maximum that the first and the second not accounted for and so on.
PCA was first used to combine socioeconomic indicators into a single index (Boelhouwer & Stoop, 1999) . Acknowledging the inappropriateness of simple aggregation procedures, Lai (2003) modified the UNDP Human Development Index by using PCA to create a linear combination of indicators of development. Several researchers have used PCA, especially since late 1990s, to compute area socioeconomic indices (Antony & Rao, 2007; Fukuda, Nakamura, & Takano, 2007; Fotso & Kuate-defo, 2005; Havard, Deguen, Bodin, Louis, & Laurent, 2008; Messer, Vinikoor, Laraia, Kaufman, Eyster, Holzman, Culhane, Elo, Burke, & O'Campo, 2008; Rygel, O'Sullivan, & Yarnal, 2006; Tata & Schultz, 1988; Sekhar, Indrayan, & Gupta, 1991; Vyas & Kumaranayake, 2006; Zagorski, 1985) .
Finally, the PCA is computationally easy and also avoids many of the problems associated with the traditional methods, such as aggregation, standardization, and nonlinear relationships of variables affecting socioeconomic inequalities (refer Vyas & Kumaranayake, 2006 , for an assessment of advantages and disadvantages of PCA and Saltelli, Nardo, Saisana, & Tarantola, 2004 , for the pros and cons of composite indicators, in general). Graphically the steps to conduct a PCA computation are based on the following diagram:
PCA Algorithm Procedure
Source: Based on Krishnan, 2010 Annex III
Examples of Multidimensional Indices built for Mexico using Principal Components Analysis
Mexico has a history in building important municipal indices that capture multidimensional aspects of social and economic variables. In 2005 the United Nations Development Program (UNDP) supported the government of Mexico to build a Human Development Index at the municipal index. This indicator was build using Principal Components Analysis (PCA) combining life expectancy, literacy rates, school enrollment rates, GDP per capita, inequality and ethnic composition. The index was used to rank municipalities in order to prioritize public spending to
