Abstract-In this paper, we derive a closed form formula for the average rate attained by a non persistent TCP source which alternates between idle periods and download periods subject to a fixed packet loss probability. We also derive closed form expressions for the mean time to transfer a file and for the distribution of the transmission rate. Several distributions for the file sizes and idle times are considered including heavy tailed distributions. The formula for mean transmission rate is shown to boil down to the classical square root mean value formula for persistent flows when the average file size tends to infinity. The formulae are applied to predict bandwidth sharing among competing flows subject to Active Queue Management.
I. INTRODUCTION
The most basic formula for predicting the performance of long lived TCP flows is the square root formula, see [16] . This formula shows that the mean window size is inversely proportional to the square root of the probability a packet is dropped. Since the transmission rate of a source is the window size divided by the round trip time this formula determines the mean bandwidth allocated to a TCP flow. This formula assumes a regime with a constant drop probability. Such a regime might arise with certain Active Queue Management (AQM) schemes which stabilize the flows through losses at a congested buffer.
The aim of this paper is to give a generalization of this square root formula for the mean transmission rate of non persistent flows subject to such a constant drop probability. By nonpersistent flows, we mean flows that alternate between ON periods when files of random sizes are downloaded and OFF periods which consist of think times of random durations. This ON-OFF structure is the simplest possible model for flows generated when a user consults a web site. Clicking on a link starts a download of a page via HTTP. The user then peruses the page in the following think period before clicking on a new link. Within this context, it is well known that it is appropriate to assume that the distribution of file sizes and OFF periods have heavy tails (e.g. Pareto file sizes and Weibull or lognormal OFF periods, as for example in [9] ).
Earlier papers analyzing non-persistent TCP flows include [13] , [17] , [14] , [12] , [9] and [8] .
[ 13] proposes a version of the Engset model which is shown to be insensitive w.r.t the file size distribution. The effect of TCP is modeled as a constant transfer rate calculated from the study of TCP's bandwidth sharing for a fixed number of persistent flows that are exactly in phase.
In the models considered in [14] and [8] , losses take place at
This research was supported in part by the "Opération Stratégique Conjointe" Alcatel-INRIA entitled "End to End Analysis of Packet Networks". certain congestion epochs and the inter-congestion periods are dynamically changing with traffic. In [14] , the flows contributing to the traffic are all in phase (they all react together at the same time and in the same way, a case which is referred to as full synchronization). Analytical results are derived in the low load, large file case where TCP's bandwidth sharing can be approximated by a completely fair allocation. [8] addresses the case where only a proportion of the flows lose packets at congestion epochs (case with partial synchronization) but does not lead to closed form expressions for the stationary rate. [9] extends the utility function approach initially developed for the representation of the bandwidth sharing of persistent TCP flows to the non persistent-case. [17] and [12] use the processor sharing heuristic to model the case of a Poisson point process of sessions, each associated with a file download having a general distribution.
To the best of our knowledge, none of these earlier papers provides a closed form formula for the mean rate of a non-persistent flow that takes into account the actual AIMD dynamics, networking parameters such as the RTT and the network packet loss as well as application parameters like the distributions of the file sizes and of the think times.
Such a formula is provided in §III for the case of exponential file sizes and exponential think times and in §V for the heavy tailed case. This mean rate formula is complemented by expressions of interest to users, like the mean time to transfer a file or the mean time to transfer a file of a given size.
Section II introduces the dynamics of this class of models. Section IV goes beyond mean values and provides a formula for the stationary distribution of the rate, which allows one to give a formula for the proportion of the time where the user gets a rate larger than some predefined value. Section VI gathers a few applications of this formula to the prediction of bandwidth sharing for both homogeneous and heterogeneous cases. All mathematical proofs, which are primarily based on Laplace and Mellin transform techniques, can be found in the appendix ( § VII) or in [6] .
II. DYNAMICS OF A NON-PERSISTENT TCP FLOW SUBJECT TO RANDOM PACKET LOSSES

A. General Model
We assume a non-persistent flow is silent for a random time with distribution F and mean 1/β. After the silence period the flow transmits a file. The distribution of file sizes is G with a mean 1/µ. The flow is subject to a constant packet loss probability p. It is assumed that each flow implements the congestion avoidance phase of TCP Reno: the transmission rate increases at rate 1/R 2 during the transmission of a file, where R is the round trip time (RTT) of packets and is cut in two when a packet is lost. When the file has been transmitted the transmission rate is reset to zero. In this paper, we do not address the representation of slow start although this is possible within this setting. Throughout the paper, we will assume as in the classical square root formula [16] that there is a constant packet loss probability p and that the RTT is constant. These constants can nevertheless be solutions of certain fixed point equations as customary within the framework of TCP analysis. The trajectory of a typical flow is depicted in Figure 1 .
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III. THE MEAN VALUES OF THE EXPONENTIAL MODEL
A. Notation
In this section we will assume that file sizes are exponential with parameter µ and the think times are exponential with parameter β. We will denote by s(z) the stationary density of the stationary rate of a flow and by ν the stationary probability that this flow is inactive.
B. Mean Throughput and Latency
For all real numbers u, let
(1)
Theorem 1 The mean time T (or mean latency) to transfer a file under the dynamic described in §II is:
The mean rate of a stationary flow is
and the probability that a flow is OFF is Figure 2 shows the discrepancy between the square root formula (10) and Formula (3) can be arbitrarily large for small values of p.
One can use the fact that the values of the function 
where α is the constant defined at (10) approximately equal to 1.309.
C. Conditional Latency
A question of some practical importance is the mean value λ(t) of the delay to transfer a file of size t within this setting. By a direct conditioning argument, we get that
with T (µ) the function of µ given in closed form by (2). So λ(x) is in fact obtained from the inverse Laplace transform of the function T (µ) at point x by the formula:
where the last expression is valid for all c > 0. The last expression can be the basis of various numerical methods. Here is an analytical approach. We have
with δ 0 (x) the Dirac distribution at the origin, whereas that of
in the Laplace plane, when inverted, leads to some inverse ξ(x) which is a convolution of the inverses of the terms:
where * denotes convolution and where the multi-index sums bear on integers that are different (e.g. l = m, l, m, n all different etc.). It is easily checked that the last series is converging for all values of x and p. Using now the expression for h(µ), we get that the function we look for is given by the following formula:
We found no simple physical explanation for this formula. Approximations of a given order in p are easily obtained via Maple.
Figures 3 and 4 plot an approximation of order 2 (in p) of the ξ(x) and the λ(x) functions, respectively, in the case with R = .1 s. and p = 0.05.
D. Special cases
D.1 Large File Sizes
When µ tends to zero in (3), we immediately get that the mean value given in Theorem 1 tends to the classical persistent flow square roor formula.
Corollary 1 When the mean file size tends to ∞, M tends to
which corresponds to the results of [7] (see Formula (4.7), page 90) and ν tends to 0. 
D.2 No Losses
Corollary 2 When p is 0, we still have (3) but with
One can check that this is equivalent to
which corresponds to the results of [8] .
IV. RATE DISTRIBUTION IN THE EXPONENTIAL CASE
A. Distributions
Let a n be defined by
x ∈ [0, 1]. It is easy to check that a 0 = 0 and
Theorem 2 Under the exponential assumptions of the last section,
with M given by (3) .
The last expressions and the relation ν = 1 − M µ β fully characterize the distribution of the rates, which is composed of a mass at the origin and of an infinite (signed) mixture of truncated Gaussian laws. Figures 5 and 6 plot the density s(z) as given by Formula (14) .
From this expression, it is easy to derive the following result:
Corollary 3
In the no slow start case, the probability that a flow gets a rate of at least X in steady state is
and the probability that a flow gets a rate of at least X given that it is active is S(X)/(1 − ν).
The integral in the last formula can in turn easily be expressed in terms of the ERF function of Gaussian calculus.
B. The Mean Rate of a Flow at the End of a File Transfer
To illustrate the flexibility that the knowledge of distributions gives us, let us consider the estimation of the mean rate D of a flow just before the time when it switches from ON to OFF. The rate conservation principle, which equates the stationary rate of decrease and the stationary rate of increase of the flow (see [8] ) gives pσ 2
Indeed, the flow decreases by D every period of length T + 1/β due to the completion of files and by (14) . Here R = 0.1 s., 1/β = 2 s., 1/µ = 100 and p = 1%.
V. HEAVY TAILED CASE
Let us now take an arbitrary distribution F for the OFF times, with mean equal to β −1 , and a distribution of the form
where {q i } is a probability and {µ i } a sequence of positive real numbers such that i q i µ
−1 i
< ∞, which guarantees that G has a finite first moment µ −1 . An interesting instance is that with q i = Ai −α and µ i = µ/i with α > 2. The associated mixture of exponentials is heavy tailed as shown by the inequality:
By arguments similar to those presented above, we get
Theorem 3 Under the above assumptions, the mean latency is
and the mean rate is still given by
It turns out that these mean value formulae are almost insensitive to the heavy tailedness as shown by Figure 7 which compares the mean rate given by (3) and that given by (3) the same mean values for the file size. These curves seem to overlap but this is not an exact insensitivity. For example, for R = 0.1 s., 1/β = 2 s., p = 0.5%, q i = Ai −4 and mean file size 200, (3) gives a mean rate of 56,699 whereas (3) gives 56.424. The difference (3)- (3) is displayed in Figure 8 in the case with p = .5%.
Using the same arguments as in (5), one gets the following approximation for the rate in the heavy tailed case:
VI. AQM BANDWIDTH SHARING
The setting of the present paper is adequate to represent certain AQM schemes that stabilize the flows through losses at a congested buffer. For instance RED, [11] , is based on dropping packets with a probability proportional to the queue length. If RED stabilizes then there is essentially a constant drop probability. Another example of AQM scheme is DRED, [4] , which is specifically designed to find a constant drop probability consistent with a target queue size. Other instances of TCP controlled networks with a constant drop probability are ADSL networks and certain wireless networks where there is an unavoidable and essentially random bit error rate at the physical layer that translates into random packet losses even when no congestion occurs.
The results of this application section are presented using the exponential model. There is no difficulty extending them to the heavy tailed setting of §V.
A. The two Regimes
Consider n statistically identical ON-OFF flows with parameters (µ, β, h, R) that share a common AQM link with capacity (3) and (3). Here R = 0.1 s., 1/β = 2, p = 1%,
denote the mean value of the rate obtained by one flow in the absence of packet loss (see (11) and [8] for the derivation of this formula). Assume n is large. Then using the mean-field approach of [7] , [8] , one can show that there are at least two possible regimes:
• The stabilized congestion regime, which is reached by the system whenever ρ > C and where a positive drop probability is required to match the load brought by the flows and the capacity of the link. In this regime, the AQM scheme stabilizes to a constant buffer content b, to a constant packet loss probability p and to a mean rate per flow of
is decreasing in p and tends to ρ when p tends to 0, the above equation defines a unique equilibrium point p * whenever ρ > C.
• The congestion-less regime, which is reached when ρ < C, where the load brought by the flows is less than the link rate, and where each flow gets a mean rate of ρ.
Other and in particular oscillating regimes are also possible as suggested by the results of many other authors (see e.g. [7] ).
B. Mice and Elephants
Assume that two classes of flows, share a common AQM link of capacity C · n and of drop probability function K.
There are r i .n flows of type i with RTT R i , think time with mean β (3) and (3). Here R = 0.1 s., 1/β = 2 s., p = .5%,
If the mean load without loss is larger than C, the AQM algorithm stabilizes to a positive packet killing rate p (see [7] , [8] ), and the stationary rate of each class M i is given by (3):
The rate of arrival of packets of class i to the link is
at equilibrium. The LHS of the last equation is a decreasing function of p taking the value ∞ at p = 0. Hence there is a unique p that solves it, say p * , so that the AQM bandwidth sharing is that given by (24) with p replaced by p * . The stationary buffer content b of the RED queue is then that obtained from the RED function K(b) by solving the equation
Here is an example with two classes of flows: the elephant class with mean file size 1000 packets and the class with file m, where m is smaller than 1000, which can be called the mouse class when m is significantly smaller than 1000. In the model, 50 elephant flows and 50 mice flows compete for the bandwidth of a 2000 pkts/s link. The RTT is .1 s. and the think times have a 2 s. mean. There is no slow-start. Figure 9 shows the rate obtained by a typical elephant and a typical mouse when m varies, where the rate is here the emission rate (which counts the lost packets).
C. Long and Short RTTs
The setting is the same as in the last subsection, but now class 1 and 2 only differ in their RTT. Figure 10 illustrates the bandwidth sharing between 50 flows of class 1, with a RTT of 100 More generally, consider two non-persistent flows with the same statistical properties and subject to the same packet loss probability p, and which only differ via their RTTs R 1 and R 2 . It follows from (3) that the ratio of their mean rates M 1 and M 2 is of the form
VII. APPENDIX: PROOFS OF THE RESULTS OF §III AND IV
A. The ODE and one of its Solutions
Let ν(t) be the probability that the HTTP flow is idle at time t. Let s(z, t)dz be the probability that the transmission rate of the flow is in [z, z + dz].
Using the same approach as in [7] , [8] it is easy to see that s(z, t) satisfies the partial differential equation 
In addition, we have
Let s(u) be the Mellin transform of s(z) defined by (see e.g. [15] , [10] ):
Multiplying both sides of (29) by z u and integrating w.r.t. z, we get
A solution of this equation is f (u) = KΠ(u). Hence
Specializing (34) to u = 2, we get
From (28), we also have 1 = s(1) + ν, which together with βν = µ s(2) implies s(1) = 1 − µ s(2)/β. Hence, specializing (34) to u = 1, we get
Equations (35) and (36) give the expression (3) for s(2) = M .
We will show below in § VII-B that this particular solution is the solution we look for.
A regenerative theory argument allows one to identify the mean value T of a file transfer as given in (2) in the expression for the mean value of the stationary rate given above. Since the mean time to transfer is the same whatever the think time, the formulas that we have established in this particular exponential case are all insensitive to the distribution of the think times and are all valid as long as the mean think time is equal to β −1 .
Let us now go on with the characterization of the density. From the expressions that we obtained above, we get that
Using now the relation we obtain that the density s(z) with Mellin transform given in (37) is that given in (14) .
B. Positiveness and Uniqueness
We will now conclude the proofs by showing that 1. the solution (s(.), ν) associated with (14) is a probability distribution; 2. the ODEs (29)-(30) admit exactly one solution being a probability distribution. , with θ = p/(p + µ) and a n defined as in Theorem 2. It is easy to check that g n (x) ≥ 0 uniformly on n for all x ∈ [0, (3/4θ) 1/3 ]. Hence the series given in (14) , which is of the form K n a n x 4 2n with x = exp(−kz 2 ) (here K and k are positive constants), is positive for z large enough.
