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Abstract
Completely regular codes with covering radius ρ = 1 must have mini-
mum distance d ≤ 3. For d = 3, such codes are perfect and their parame-
ters are well known. In this paper, the cases d = 1 and d = 2 are studied
and completely characterized when the codes are linear. Moreover, it is
proven that all these codes are completely transitive. Keywords: Linear
completely regular codes, completely transitive codes, covering radius.
1 Introduction and Background
Let Fq = GF (q) be the Galois Field with q elements, where q is a prime power.
Fnq denotes the n-dimensional vector space over Fq. The all-zero vector in F
n
q
is denoted by 0. Let wt(v) denote the Hamming weight of a vector v ∈ Fq
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(i.e. the number of its nonzero positions), and d(v,u) = wt(v − u) denotes
the Hamming distance between two vectors v and u. Given v ∈ Fnq , denote
by supp(v) the support of the vector v, that is, the set of coordinate positions
where v has nonzero entries. We say that a vector u = (u1, . . . , un) ∈ Fnq covers
a vector v = (v1, . . . , vn) ∈ Fnq if vi 6= 0 implies vi = ui.
A q-ary code C of length n is a subset of Fnq . If C is a k-dimensional linear
subspace of Fnq , then C is a linear code, denoted by [n, k, d]q, where d is the
minimum distance between any pair of codewords.
Let C be a q-ary code with minimum distance d, the packing radius of C is
e =
⌊
d− 1
2
⌋
.
Such a code is said to be an e-error-correcting code.
Given any vector v ∈ Fnq , its distance to the code C is
d(v, C) = min
x∈C
{d(v,x)}
and the covering radius of the code C is
ρ = max
v∈Fnq
{d(v, C)}.
Clearly e ≤ ρ and C is said to be perfect when e = ρ.
For any x ∈ Fnq , let D = C + x be a translate of C. The weight wt(D) of
D is the minimum weight of the codewords of D.
Definition 1.1 A q-ary code C is called completely regular if the weight dis-
tribution of any translate D of C is uniquely defined by the weight of D.
Equivalently, C is completely regular if for all x ∈ Fnq such that d(x, C) = t,
the number of codewords at distance i (0 ≤ i ≤ n) from x depends only on t
and i.
Given a code C with covering radius ρ, let C(ρ) be the set of vectors at
distance ρ from C. The next statement can be found in [7] for binary codes.
For the non-binary case it can be proven in similar way.
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Lemma 1.2 If a q-ary code C is completely regular with covering radius ρ, then
C(ρ) is also completely regular.
A linear automorphism of Fnq is a coordinate permutation together with a
product by a nonzero scalar value at each position. Such an automorphism σ
can be represented by a n × n monomial matrix M such that xM = σ(x), for
all x ∈ Fnq . From now on, if C ⊆ F
n
q is a linear code, the full automorphism
group of C, denoted Aut(C), is the group of linear automorphisms of Fnq that
leaves C invariant. We say that Aut(C) is transitive if it is transitive when acts
on the set of weight one vectors of Fnq .
Lemma 1.3 Let C,D ⊆ Fnq be two linear equivalent codes, i.e. there is a linear
automorphism σ of Fnq such that D = σ(C). Then Aut(C) is transitive if and
only if Aut(D) is transitive.
Proof: Notice that for all g ∈ Aut(C), σgσ−1 ∈ Aut(D). Assume that
Aut(C) is transitive. Let x and y be weight one vectors, we want to find
δ ∈ Aut(D) such that δ(x) = y. Let τ ∈ Aut(C) such that τ(σ−1(x)) = σ−1(y),
then στσ−1(x) = y and στσ−1 ∈ Aut(D). The statement then follows reversing
the roles of C and D. 
For a linear code C, the group Aut(C) acts on the set of cosets of C in
the following way: for all φ ∈ Aut(C) and for every vector v ∈ Fnq we have
φ(v + C) = φ(v) + C.
In [5] and [10] the following definition has been given for the case of linear
codes.
Definition 1.4 Let C be a q-ary linear code with covering radius ρ. Then C is
completely transitive if Aut(C) has ρ+ 1 orbits when acts on the cosets of C.
Since two cosets in the same orbit should have the same weight distribution,
it is clear that any completely transitive code is completely regular. The fol-
lowing statement can be generalized for the case ρ > 1 replacing transitivity by
ρ-homogeneity [10]. Here, we are only interested in the case ρ = 1.
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Lemma 1.5 Let C be a [n, k, d]q code with covering radius ρ = 1. If Aut(C) is
transitive, then C is completely transitive.
Proof: Obvious, since all cosets of C, different of C, have leaders of weight
1. Thus, all such cosets are in the same orbit. 
It has been conjectured [7] for a long time that if C is a completely regular
code and |C| > 2, then e ≤ 3. For the special case of binary linear completely
transitive codes [10], the problem of existence is solved: it is proven in [2, 3] that
for e ≥ 4 such nontrivial codes do not exist. The conjecture is also proven for
the case of perfect codes (e = ρ) [12, 14] and quasi-perfect (e+1 = ρ) uniformly
packed codes [6, 13], defined and studied also in [1, 11].
When e ≤ 3, there are well known completely regular codes and, recently,
we have presented new constructions of binary and non-binary completely reg-
ular codes [4, 8, 9]. However, there does not exist a general classification of
completely regular codes with e ≤ 3. In this paper we consider q-ary linear
completely regular codes with ρ = 1. A surprising fact is that to characterize
all linear completely regular codes with ρ = 1 we need only three construc-
tions (q-repeated code construction, direct construction and Kronecker product
construction).
The paper is organized as follows. In Section 2 we present the q times
repeating construction to obtain linear or nonlinear q-ary completely regular
codes with d = 1. In Section 3, we give a direct construction to obtain q-ary
linear completely regular codes with ρ = 1 and d ∈ {1, 2}, we also introduce
the Kronecker product of matrices as an important tool to characterize q-ary
linear completely regular codes with ρ = 1 and, finally, we show that all such
completely regular codes are completely transitive too.
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2 Completely regular codes with d = 1 and the
q-repeated code construction
We start with a first example of family of completely regular codes with mini-
mum distance d = 1.
Lemma 2.1 Let C be a perfect (binary or non-binary) code. Then C(ρ) has
minimum distance 1.
Proof: Without loss of generality, we assume that 0 ∈ C. Let x ∈ C(ρ)
with wt(x) = ρ and let x′ be a vector such that d(x,x′) = 1 and wt(x′) ≥ ρ.
We claim that x′ ∈ C(ρ) and then the minimum distance in C(ρ) is 1. Assume
to the contrary that x′ /∈ C(ρ), then clearly d(x′, C) = ρ− 1. Notice also that a
codeword y at distance ρ−1 of x′ cannot be 0. Hence we obtain a contradiction
because x is at distance ρ from more than one codeword. 
As we have seen in Lemmas 1.2 and 2.1, the covering set C(ρ) of any perfect
code is a completely regular code with minimum distance d = 1. In particular, if
C is a single error-correcting code (e = 1), then C(ρ) is exactly the complement
of C. But these are not the only examples of completely regular codes with
d = 1.
Let C be a [n, k, d]q code. We construct the q-repeated code C
′ ⊆ Fn+1q of
C as follows: for any codeword x = (x1, . . . , xn) ∈ C, we have q codewords in
C′, namely
(0, x1, . . . , xn), (1, x1, . . . , xn), . . . , (q − 1, x1, . . . , xn).
Lemma 2.2 Let C be a [n, k, d]q code and let C
′ ⊆ Fn+1q be its q-repeated code.
Let x = (x1, . . . , xn) ∈ Fnq be a vector at distance i from αi codewords in C
and at distance i − 1 from αi−1 codewords in C. Then, any vector of the form
x′ = (x0, x1, . . . , xn) is at distance i from exactly αi + (q− 1)αi−1 codewords in
C′.
Proof: For any codeword z = (z1, . . . , zn) ∈ C such that d(z,x) = i we have
that z′ = (x0, z1, . . . , zn) is in C
′ and d(z′,x′) = i. Moreover, for any codeword
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y = (y1, . . . , yn) ∈ C such that d(y,x) = i − 1, we have that the q − 1 vectors
of the form (y0, y1, . . . , yn) with y0 6= x0 are codewords in C′ and they are at
distance i from x′. It is clear that there are no more codewords in C′ at distance
i from x′. 
Theorem 2.3 (q-Repeated code construction) Let C be a [n, k, d]q code with
covering radius ρ. Then the q-repeated code C′ ⊆ Fn+1q has ρ
′ = ρ and minimum
distance d′ = 1. Moreover C′ is completely regular if and only if C is completely
regular.
Proof: For any vector x′ = (x0, x1, . . . , xn) ∈ Fn+1q , call x = (x1, . . . , xn) ∈
Fnq the corresponding ‘reduced’ vector. Suppose that y = (y1, . . . , yn) ∈ C is a
codeword at minimum distance from x. Then it is clear that y′ = (x0, y1, . . . , yn)
is a codeword in C′ at minimum distance from x′. Therefore ρ = ρ′.
Now, assume that C is completely regular. For any vector x = (x1, . . . , xn) ∈
Fnq at distance t ≤ ρ from C, define αi(t) as the number of codewords in C at
distance i from x (0 ≤ i ≤ n). As C is completely regular, we know that
αi(t) does not depend on x, but just on t and i. We want to see that for
the vector x′ = (x0, x1, . . . , xn) ∈ Fn+1q , which is at distance t form C
′, we
also have that the number of codewords in C′ at distance i, say α′i(t), depends
only on t and i. But this is straightforward because using Lemma 2.2 we have
α′i(t) = αi(t) + (q − 1)αi−1(t), for all i = 0, . . . , n, and α
′
n+1(t) = (q − 1)αn(t).
Conversely, assume that C is not completely regular. Let x,y ∈ Fnq be such
that d(x, C) = d(y, C) = t > 0 and let αx,i(t) (respectively αy,i(t)) denote the
number of codewords at distance i from x (respect. y), for 0 ≤ i ≤ n. Since
C is not completely regular, we can select x and y such that αx,i(t) 6= αy,i(t)
for some i ≥ t. Let i be the minimum possible such value (possibly, i = t), that
is αx,i−1(t) = αy,i−1(t). Then, for the q-repeated vectors x
′ and y′, we have
α′
x′,i(t) 6= αy′,i(t) by Lemma 2.2. Consequently, C
′ is not completely regular.

Hence, we can start with any completely regular code and obtain an infinite
family of completely regular codes with the same covering radius. We remark
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that this construction is also valid for nonlinear codes.
Conversely, for the linear case with d = 1, we have the following:
Corollary 2.4 Let C 6= Fnq be a q-ary linear code with minimum distance d =
1 and covering radius ρ. Then C can be obtained using the q-repeated code
construction (repeating the process some number of times) from a code D which
has minimum distance greater than one and covering radius ρ. Moreover, C is
completely regular if and only if D is completely regular.
Proof: Let G be a generator matrix for C containing all linear independent
codewords of weight 1. The desired code D is then obtained removing from G
all row vectors of weight 1 and the resulting zero columns. As we have seen in
Theorem 2.3, the covering radius does not change and C is completely regular
if and only if D is completely regular. 
3 Completely regular codes with ρ = 1
Since e ≤ ρ, completely regular codes with ρ = 1 must have minimum distance
d ≤ 3. When d = 1 we have seen, in the previous section, that we can obtain
these codes using the q-repeated construction starting from codes with the same
covering radius ρ = 1 and with minimum distance greater than 1. For d = 3,
we have e = ρ and these codes are perfect. Linear perfect codes with e = 1 are
the well known Hamming codes.
Therefore, if ρ = 1 the case to focus our interest is d = 2. A first example
where we construct linear codes with these parameters, ρ = 1 and d = 2, is
given by the following theorem.
Theorem 3.1 (Direct construction) Let C be a [m+1,m, d]q code defined by a
generating matrix G,
G = [I|h],
where I is the identity matrix of order m, and h is an arbitrary nonzero column
vector from Fmq . Then, if wt(h) < m, the code C is a completely regular code
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with d = ρ = 1. If wt(h) = m, then C is a completely regular code with d = 2
and ρ = 1.
Proof: Clearly, if wt(h) < m, then the minimum distance of C is 1 and if
wt(h) = m, then the minimum distance is 2. A parity check matrix for C is
given by
H = [−ht|1]
and any pair of columns are linearly dependent. Hence ρ = 1.
In order to see that C is completely regular, we take a vector x at distance
1 from C (or, the same, x /∈ C) and we prove that the number of codewords
at distance 1 from x is always the same. Assume, without loss of generality,
that x = (x1, . . . , xm+1) has weight 1. Let w = wt(h) and let xi be the nonzero
coordinate of x. First, we consider the case i < m+1. The codewords at distance
1 from x are 0, xiv
(i), where v(i) is the i-th row of G (notice that v(i) has weight
2, otherwise x would be a codeword) and the codewords of weight 2 with the
value xi at the i-th coordinate which are of the form: y
(ij) = xiv
(i)+αjv
(j) for
all row vectors v(j) of weight 2 (j 6= i), where αj ∈ Fq is taken such that the
last coordinate of y(ij) is zero. Thus, we have w + 1 codewords at distance 1
from x. Finally, consider the case i = m+1. The codewords at distance 1 from
x are 0 and the w codewords of the form y(j) = αjv
(j), where v(j) has weight
2 and αj ∈ Fq is taken such that the last coordinate of y(j) is xi. Again, we
obtain w + 1 codewords at distance 1 from x. 
From now on, our goal is to classify all the linear completely regular codes
with ρ = 1 and d = 2.
We will begin by introducing the Kronecker product of matrices and showing
that this tool will help us in the construction of linear completely regular codes
with the required parameters.
Definition 3.2 The Kronecker product of two matrices A = [ar,s] and B =
[bi,j ] over Fq is a new matrix H = A⊗B obtained by changing any element ar,s
in A by the matrix ar,sB.
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A repetition code is a [n, 1, n]q code. In this paper, we assume that such a
repetition code has all codewords of the form (c, c, . . . , c) for c ∈ Fq.
Lemma 3.3 Let H be [n, k, 3]q Hamming code. Then, Aut(H) is transitive.
Proof: Let G and H be generator and parity check matrices, respectively,
for H. Let x and y be an arbitrary pair of weight one vectors. We want to
find a linear automorphism of H that sends x to y. It is straightforward to
find an invertible (n− k)× (n− k) matrix K, with entries in Fq and such that
KHxt = Hyt. Since H is a parity check matrix of a Hamming code, there
exists a monomial n× n matrix M such that KH = HM t. Since H(M tGt) =
KHGt = 0, we have that GM is also a generator matrix for H. Thus, M is the
monomial matrix associated to a linear automorphism φ ∈ Aut(H).
Now,KHxt = Hyt impliesHM txt = Hyt. AsM txt and yt have weight one
and H has no repeated columns, we conclude xM = y or, the same, φ(x) = y.

Theorem 3.4 Let C be the linear code over Fq which has H = A⊗B as a parity
check matrix, where A is a generator matrix for the repetition [na, 1, na]q code
of length na and B is a parity check matrix of a Hamming code with parameters
[nb, kb, 3]q, where nb = (q
mb − 1)/(q − 1) and kb = nb −mb.
(i) Code C has length n = na·nb, dimension k = n−mb and covering radius
ρ = 1.
(ii) If na > 1, then the minimum distance of C is d = 2. If na = 1, then
d = 3.
(iii) Aut(C) is transitive and, therefore, C is a completely transitive code and
a completely regular code.
Proof: It is straightforward to check that the code C has length n = na·nb,
dimension k = n−mb and covering radius ρ = 1.
If na = 1, then C is a Hamming code and d = 3. If na > 1, then H has
repeated columns and d = 2.
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The matrix H is of the form
H = [B B · · ·B],
whereB is a parity check matrix for a Hamming codeH. By Lemma 3.3, Aut(H)
is transitive on the set of weight one vectors with support contained in the set of
coordinate positions of H. Hence we have that Aut(C) is transitive on each set
of weight one vectors with support contained in the set of nb coordinate positions
corresponding to each submatrix B. Now consider two vectors of weight one
x ∈ Fnq and y ∈ F
n
q , such that the nonzero entry of x is x ∈ Fq at position i and
the nonzero entry of y is y at position j and assume that i and j are in different
nb-sets, i.e. sets of cardinality nb, of coordinate positions. Let ϕ ∈ Aut(C) such
that ϕ(x) = x′, where x′ has weight one with its nonzero entry equal to y at
position i′, in the same nb-set of coordinate positions, where the column vector
of H in position i′ is the same that the column vector in position j. Clearly,
the transposition τ = (i′, j) is a linear automorphism of C. Thus, τ(ϕ(x)) = y.
Therefore, we have proven that Aut(C) is transitive and, by Lemma 1.5, C
is a completely transitive code and hence a completely regular code.

The following step is to prove that, vice versa, codes constructed in Theo-
rem 3.4 are the unique linear completely regular codes with d = 2 and ρ = 1.
Lemma 3.5 Let C be a completely regular [n, k, 2]q code with covering radius
ρ = 1. Let na be the number of codewords at distance 1 from any vector x /∈ C.
Then the following statements are equivalent:
(i) For any pair of coordinate positions i and j, there exists a codeword of
weight 2 with support {i, j}.
(ii) na = n.
(iii) C is a q-ary part of the whole space, i.e. |C| = qn−1.
(iv) Code C has a generator matrix of the form
G = [I|h],
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where I is the identity matrix of order n− 1, and h is a column vector of
weight n− 1 from Fn−1q .
(v) Dual code of C is equivalent to a repetition [n, 1, n]q code.
Proof: Let x /∈ C, without loss of generality we assume that x has weight
1 and let xi be the nonzero coordinate of x. Then the codewords at distance
1 from x are the all-zero codeword and all codewords of weight 2 with xi at
the i-th coordinate. Such codewords have the remaining nonzero coordinate in
different places (otherwise C would have codewords of weight one). There are
n− 1 possible different places. Hence (i) and (ii) are equivalent.
Define the following simple bipartite graph with vertices which are all points
of Fnq and with edges, connecting the points of C with the points C(ρ) = F
n
q \C,
if these two points are at distance one from each other. Count the number of
edges in two ways. From one side, any codeword of C is at distance 1 from
(q− 1)n points of C(ρ). From the other side, any point of C(ρ) is at distance 1
from na points of C. Since these numbers should be equal, we conclude that
n(q − 1) |C| = na |F
n
q \ C|,
which gives
(q − 1)n = (qn−k − 1)na, (1)
where k is the dimension of C. It is clear that na = n if and only if k = n− 1.
This gives the equivalence between (ii) and (iii).
The equivalence between (iii) and (iv), and between (iv) and (v) are trivial.

Lemma 3.6 Let C be a completely regular [n, k, 2]q code with covering radius
ρ = 1. Let na be the number of codewords at distance one from any vector not in
C. If k < n−1, then the set of coordinate positions {1, . . . , n} can be partitioned
into na-sets, X1, . . . , Xn/na , such that any codeword of weight 2 has its support
contained in one of these sets.
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Proof: First note that na ≥ 2, otherwise C would be a perfect code with
d = 2 which does not exist. By Lemma 3.5, since k < n−1, we also have na < n
and clearly na divides n by (1).
Now, for any vector u /∈ C of weight 1, consider the union of the supports
of the na − 1 codewords of weight 2 that cover u. Denote by X(u) such set
of coordinate positions and note that |X(u)| = na. Let v be another vector of
weight 1 such that its support is not in X(u). It suffices to prove that X(u)
and X(v) are disjoin sets. Assume to the contrary that a coordinate position
i belongs to X(u) ∩X(v). This means that there is a codeword x of weight 2
covering u and a codeword y of weight 2 covering v and supp(x)∩supp(y) = {i}.
Let y′ be a multiple of y such that y′i = xi. Then, the codeword z = x − y
′
covers u but supp(z) * X(u) which is a contradiction. 
Corollary 3.7 With the same hypothesis of Lemma 3.6, let Di be the code that
has the codewords of C such that their supports are contained in Xi and deleting
the coordinate positions outside of Xi. Then, Di is a linear completely regular
code of length na, dimension na − 1, minimum distance d = 2, and covering
radius ρ = 1. A generator matrix for Di is:
Gi = [I|h],
where h is a column vector of weight na − 1.
Proof: For any i = 1, . . . , n/na, it is straightforward to see that Di is a
linear code of length na and minimum distance d = 2. Moreover, let Z be the
set of weight two codewords covering some fixed vector of weight one. Then Z
is a set of na − 1 linear independent codewords. Thus, by Theorem 3.1, code
Di is completely regular with ρ = 1. 
Now, it is clear that any linear completely regular code C with d = 2 and
ρ = 1 can be ‘decomposed’ into completely regular codes Di of type ‘direct
construction’. In order to complete the classification we need the following
technical results.
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Lemma 3.8 With the same hypothesis as in Lemma 3.6, let x = (x1, . . . , xn) ∈
C and let Xj be one of the sets as in Lemma 3.6, such that supp(x) ∩Xj 6= ∅.
Then there exists a codeword x′ = (x′1 . . . , x
′
n) ∈ C which coincides with x in all
positions outside of Xj, such that |supp(x′) ∩ Xj | ≤ 1, and where for the case
|supp(x′) ∩Xj | = 1, the nonzero element of x′ occur in any position of Xj, i.e.
for any ij ∈ Xj there is a such vector x′ with nonzero element in position ij.
Proof: Let x = (x1, . . . , xn) ∈ C and let Xj be such that supp(x)∩Xj 6= ∅.
Now, adding codewords of weight 2 with support only in Xj (see Lemma 3.6),
from x we easily arrive to x′, which has either all zero coordinates on Xj , or
exactly one nonzero coordinate which might be placed on any position of Xj .

Proposition 3.9 With the same hypothesis as in Lemma 3.6, for each j =
1, . . . , n/na, take and fix a coordinate position ij ∈ Xj. Let D′ be the code that
has all codewords in C having their supports contained in I = {i1, . . . , in/na}.
Let D be the code obtained from D′ by deleting all coordinates outside of I.
Then n/na ≥ 3 and D is a Hamming code of length n/na.
Proof: Clearly D is a linear code of length n/na. By Lemma 3.6, since
we are assuming k < n − 1, D is not empty and the minimum weight of D is
3. Thus, we only need to prove that the covering radius of D is 1. Otherwise,
assume that v is a vector (with coordinates in I) at distance 2 from D. Without
loss of generality, we can assume that v has weight 2 with supp(v) = {ir, is},
(ir ∈ Xr, is ∈ Xs, r 6= s). The covering radius of C is ρ = 1, so we can take
x ∈ C at distance one from v′, where v′ is the extension of vector v adding
zeroes in all coordinate positions of {1, . . . , n}\I. By Lemma 3.6, x cannot have
neither weight 2 nor weight 1, since the minimum distance of C is 2. Thus, x is
a codeword of weight 3 with supp(x) = {ir, is, i}. Note that i cannot be in Xr
or Xs, otherwise, using Lemma 3.8 we could obtain a codeword of weight 2 with
support {ir, is}, contradicting Lemma 3.6. We conclude that n/na ≥ 3. Let
i ∈ Xt, where r 6= t 6= s. Again, using Lemma 3.8, we can obtain a codeword
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x′ ∈ C such that supp(x′) = {ir, is, it}, x′ir = xir and x
′
is
= xis . Clearly, x
′
restricted to the I coordinates is a codeword in D of weight 3 and covers v.
Therefore v is not at distance 2 from D. 
Corollary 3.10 Let C be a [n, k, 2]q completely regular code with covering ra-
dius ρ = 1 and let na be the number of codewords at distance one from any
vector not in C. Then, either na = n, k = n− 1 and C has generator matrix:
G = [G1];
or C has generator matrix:
G =


G1 0 0
0
. . . 0
0 0 Gn/na
M1 · · · Mn/na


, (2)
where Gi is a generator matrix of a [na, na − 1, 2]q code (which is completely
regular) for all i = 1, . . . , n/na, and Mi has na−1 zero columns and one column
hi such that [
h1 · · · hn/na
]
is a generator matrix of a Hamming code H.
Proof: We have already seen in Theorem 3.1 the case na = n, k = n− 1.
Now, let na < n. By Corollary 3.7 and Proposition 3.9, it is clear that code
C′ generated by G is a subcode of C. But, the number of rows (which are all
linear independent) of G is:
n
na
· (na − 1) + dim(H).
Since (1), the length of H is
n
na
=
qn−k − 1
q − 1
,
the dimension of H is (n/na)− (n− k). Therefore
dim(C′) =
n
na
· (na − 1) +
n
na
− n+ k = k.
Hence, dim(C′) = dim(C) and consequently C′ = C. 
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Proposition 3.11 Let C be a [n, k, 2]q completely regular code with covering
radius ρ = 1. Let na be the number of codewords at distance one from any
vector not in C. Let A be a generator matrix of a repetition [na, 1, na]-code and
let B be a parity check matrix for a Hamming q-ary code of length nb = n/na.
(i) If k = n− 1, then code C is equivalent to a code with parity check matrix
H = A.
(ii) If k < n − 1, then C is equivalent to a code with parity check matrix
H = A⊗B.
Proof: If k = n−1, by Corollary 3.10, code C is given by a generator matrix
of a [na, na − 1, 2]q code. A parity check matrix for an equivalent code to C is
the generator matrix of a repetition [na, 1, na]-code.
If k < n − 1, we can start with a generator matrix as in (2). Then, we
multiply the first na(na−1) rows by appropriate values. After, we can multiply
the columns to obtain the following generator matrix:
G =


G′ 0 0
0
. . . 0
0 0 G′
M1 · · · Mn/na


, (3)
where G′ is a (na − 1)× na matrix
G′ = [I|h].
Up to equivalence, we can assume that h has the value q − 1 in all its entries
and M1, . . . ,Mn/na are as in Corollary 3.10. We also assume that the nonzero
column of each Mi is the first one.
Finally, we can permute the columns of the matrix
H = [B B · · · B]
to obtain the matrix
H ′ = [B1 B2 · · · Bn/na ],
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where Bi has all its columns equal to the i-th column of B. It is straightforward
to see that G and H ′ are orthogonal matrices. 
Finally, we summarize the main result of this paper.
Theorem 3.12 Let C be a [n, k, d]q completely regular code with covering radius
ρ = 1. Let A be a generator matrix for the repetition [na, 1, na]q code of length
na and let B be a parity check matrix of a Hamming code with parameters
[nb, kb, 3]q, where n = nanb, nb = (q
mb − 1)/(q − 1), kb = nb −mb.
(i) If d = 1, then C is the q-repeated code of a completely regular code C′ with
covering radius ρ′ = 1 and minimum distance d′ ∈ {1, 2}.
(ii) If d = 2, then na > 1 and C is equivalent to a code with parity check
matrix H = A or H = A⊕B.
(iii) If d = 3, then na = 1 and C is a Hamming code and H = B is a parity
check matrix for C.
(iv) C is a completely transitive code.
Proof: We know that d ∈ {1, 2, 3}. We separate these three cases:
(i) We have proven this statement in Corollary 2.4.
(ii) This is proven in Proposition 3.11.
(iii) Obvious, since C is a perfect code.
(iv) If d ∈ {2, 3}, by Proposition 3.11 and Theorem 3.4, C is equivalent to a
code C′ such that Aut(C′) is transitive. Thus, by Lemma 1.3, Aut(C) is
transitive and, by Lemma 1.5, C is completely transitive.
If d = 1, then let D be the ‘reduced’ code, that is, the code obtained from
C by doing the reverse operation of the q-repeated code construction.
Since the covering radius of C and D is 1, we have that C 6= Fnq and D
is a completely regular code with d > 1 by Theorem 2.3. Therefore D
is a completely transitive code. This means that we can choose a set of
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qn−k − 1 coset leaders of weight one such that they are in the same orbit
of Aut(D). But C has the same number of cosets and we can choose the
same coset leaders. Since, clearly, Aut(D) ⊆ Aut(C), we have that these
coset leaders are in the same orbit. Therefore, all cosets different of C are
in the same orbit and C is a completely transitive code.

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