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Abstract
We review the Newton stratification and Ekedahl-Oort stratification
on the special fiber of a smooth integral model for a Shimura variety of
Hodge type at a prime of good reduction. We show that the µ-ordinary
locus coincides with the generic Ekedahl-Oort stratum, and that for any
two geometric points in the µ-ordinary locus there is an isomorphism of the
attached Dieudonne´ modules with additional structure. As a consequence,
we proof that the µ-ordinary locus is open and dense, thus generalizing the
results which were already known in the PEL-case. To prove our results
we provide a method which allows to reduce the equality of strata to a
group theoretic statement.
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1 Introduction
Let G be a connected reductive group over Q and let X be a G(R)-conjugacy
class of homomorphisms S→ GR such that the pair (G,X) is a Shimura datum.
Then for any sufficiently small open and compact subgroup K ⊆ G(Af ) the
associated Shimura variety ShK(G,X) := G(Q) \ X × G(Af )/K is a smooth,
projective complex variety and admits a canonical model over the reflex field E
of the Shimura datum (G,X).
Let p be a prime number. Suppose that Kp is a hyperspecial subgroup of
G(Qp), and let ShKp(G,X) := lim←−Kp ShKpK
p(G,X), where the limit is taken
over open compact subgroups Kp ⊆ G(Apf ). In [La] Langlands suggested that
ShKp(G,X) should have an integral canonical model SKp(G,X) over the local
ring oE,(v) at any place v of E lying above p, this conjecture was later refined by
Milne in [Mi1] (see Def. 3.2 for the precise notion of an integral canonical model).
In particular, if SKp(G,X) exists, then for any open compact K = KpK
p ⊆
G(Af ) (with K
p sufficiently small) the quotient SK(G,X) := SKp(G,X)/K
p
is a smooth model for the Shimura variety ShK(G,X) over OE,(v).
Consider the classical example of a symplectic Shimura datum, associated
to a symplectic rational vector space (V, ψ). In this case G = GSp(V, ψ) and
the models SK(G,S
±) are given as moduli spaces over Spec(Z(p)) of prin-
cipally polarized abelian schemes of relative dimension n := dimQ(V )/2 to-
gether with a mod-K level structure, so the special fibers of such models can
be studied via this moduli interpretation: There is a universal abelian scheme
A → SK(G,S±), and thus for any algebraically closed field k of characteristic
p a point x ∈ SK(G,S±)(k) defines an abelian variety Ax of dimension n over
k. The classification of the associated p-divisible groups Ax[p∞] up to isogeny
then gives the Newton polygon stratification of SK(G,S
±)⊗Fp, which has been
studied by Oort ([Oo1]), de Jong-Oort ([dJO]), and many others. On the other
hand, the Ekedahl-Oort stratification (or EO-stratification) on SK(G,S
±)⊗Fp
is obtained by classifying the p-torsion subgroups Ax[p] up to isomorphism (as
BT1-groups), see [Oo2]. Other examples of stratifications arise from consider-
ing Ax[p∞] up to isomorphism ([Oo3]), and from the p-rank of Ax[p] ([Kob]).
The ordinary locus in SK(G,S
±) ⊗ Fp is defined as the set of those points x
such that for a geometric point xˆ lying over x the p-divisible group Axˆ[p∞] is
isogenous to a product of e´tale and multiplicative groups. It has been known
for a long time that the ordinary locus is a dense subset of SK(G,S
±), see for
example Koblitz’ proof in [Kob].
In the case of a PEL-type Shimura variety integral canonical models have
been constructed by Kottwitz in [Ko2]. They have an explicit interpretation as
moduli spaces over Spec(oE,(v)) of abelian schemes with additional structures,
so again one has means to study the special fibers SK(G,X) ⊗ κ(v) (where
κ(v) is the residue class field of E at v) via the universal object. However,
the naive definitions lead to undesirable results in this context. For example
the density theorem for the ordinary locus fails, for the simple reason that the
ordinary locus may be empty. This has led to refined stratifications which pay
respect to the additional structures on the abelian varieties in question (see
e.g. [RR] for the Newton stratificaton, [VW] for the EO-stratification). The
µ-ordinary locus of SK(G,X) ⊗ κ(v) is here defined to be the most general
Newton stratum, it was shown to be open and dense by Wedhorn in [We1] by a
deformation theoretic argument. This theorem was later reproven by Moonen
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in [Mo2] who showed that the µ-ordinary Newton stratum coincides with the
unique open Ekedahl-Oort stratum, which was by then known to be dense (see
[We2]). This is one instant of the fruitful interaction of these two statifications,
another being the recent work of Viehmann and Wedhorn (see [VW]), who
deduce the nonemptiness of all Newton strata from the fact that all Ekedahl-
Oort strata are nonempty.
In this article we prove the density of the µ-ordinary locus in the case of a
Shimura variety of Hodge type. Although in general we do not have a moduli
interpretation of the models any more in this case, there is still a natural abelian
scheme A → SK(G,X) together with a tensor structure onH1dR(A/SK(G,X)),
which allows to define Newton strata and EO-Strata in analogy to the PEL-case.
In order to show the density of the µ-ordinary locus we generalize the technique
used in [VW] to compare Newtonstrata and Ekedahl-Oort strata with the aid of
group theoretic methods. In particular this allows to show that the µ-ordinary
locus once again agrees with the unique open Ekedahl-Oort stratum, thereby
generalizing Moonen’s result from [Mo2]. We remark that the known proofs of
these results for PEL-type Shimura varieties often rely on an explicit case-by-
case analysis, so that the group theoretic approach also provides a new point of
view in this case.
Let us explain in more detail the contents of this paper. We fix an embed-
ding (G,X) →֒ (GSp(V, ψ), S±) of Shimura data for some symplectic vector
space (V, ψ). There is a connected reductive group scheme G over Zp such that
Kp = G(Zp) ⊆ G(Qp). The existence of integral canonical models for ShK(G,X)
(where K = KpK
p for Kp sufficiently small) was shown by Kisin in [Ki1] (with
some restrictions for p = 2). The starting point of the construction is the ob-
servation that one may choose a lattice Λ ⊆ V and a finite set of tensors s
over ΛZ(p) such that G ⊆ GL(ΛZp) is the stabilizer subgroup of sZp . The model
SK(G,X) is then defined as the normalization of the closure of ShK(G,X)
in a suitable moduli space of abelian schemes over oE,(v), thus by construction
SK(G,X) naturally comes along with an abelian scheme A on it. The tensors s
can be shown to give rise to tensors sdR over H
1
dR(A⊗E/ ShK(G,X)). The key
step in the proof that the schemes SK(G,X) indeed give an integral canonical
model for ShKp(G,X) is now to show that SK(G,X) is smooth. The technique
used in [Ki1] to achieve this shows at the same time that the sdR extend to
tensors s◦dR over H
1
dR(A/SK(G,X)), in a way such that for any closed or geo-
metric point x of the special fiber of SK(G,X) one gets induced tensors over
the contravariant Dieudonne´ module D(Ax[p∞]) which are Frobenius invariant
and define a subgroup isomorphic to GW (κ(x)).
To make this more precise, let us introduce some more notation: Let F be an
algebraic closure of Fp. For simplicity, throughout the rest of the introduction we
restrict ourselves to F-valued points. In fact, to introduce the stratifications we
also need similar descriptions for points over more general algebraically closed
fields and points with finite residue fields. However, since all strata will be
locally closed subsets, the F-valued points contain all topological informations
on the stratifications, once defined.
Let O := W (F) and L := Frac(O), and let σ be the Frobenius isomorphism of
F resp. of O and L. We fix a Borel pair (B, T ) of G over O which is σ-invariant.
This exists since G is quasisplit. Our Shimura datum defines in the usual way
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a conjugacy class [ν] of cocharacters for G, and hence for G. We define µ as the
unique dominant cocharacter in X∗(T ) with respect to B such that σ−1(µ)−1
lies in [ν].
Let Λ∗ be the dual Z-module of Λ. The tensors s can also be viewed as tensors
over Λ∗Z(p) in a canonical way. We let G act on Λ
∗
Zp
via the contragredient
representation GL(Λ)→ GL(Λ∗), g 7→ g∨ := (g−1)∗.
Now let x be an F-valued point ofSK(G,X), and let (Dx, F, V ) := D(Ax[p∞])
be the associated contravariant Dieudonne´ module over O, then the following
hold (Corollary 4.8, Lemma 5.4):
(1) The tensors s◦dR induce F -invariant tensors scris,x on Dx, and there is an
isomorphism of O-modules Λ∗O ≃ Dx which identifies sO with scris,x.
(2) If we identify Dx with Λ
∗
O using an isomorphism as in (1), then F = g
∨(1⊗σ)
for some G(O)µ(p)G(O), and this element is independent of the choice of
the isomorphism up to σ-conjugation by an element of G(O).
Thus, writing C(G, µ) for the set of G(O)-σ-conjugacy classes of the double coset
G(O)µ(p)G(O) ⊆ G(L), we obtain a well-defined map
γ : SK(G,X)(F) −→ C(G, µ)
by sending x to the conjugacy class of the element g.
Properties (1) and (2) are direct consequences of the results in [Ki1], though
they are not explicitly stated there. We refer the reader also to §1 of the recent
preprint [Ki2]. The dual lattice appears here due to the fact that we use con-
travariant Dieudonne´ theory, which is also the reason for our definition of µ.
The Newton stratification is easily described in this context: We have a
natural map θ˜ : C(G, µ) → B(G), where B(G) denotes the set of σ-conjugacy
classes in G(L). The Newton strata are then given as the fibers N b = θ−1({b})
of the composite map
θ : SK(G,X)(F)
γ
−→ C(G, µ)
θ˜
−→ B(G).
Equivalently, two points x, x′ ∈ SK(G,X)(F) lie in the same Newton stratum
if and only if there is an isomorphism of isocrystals Dx ⊗O L ≃ Dx′ ⊗O L which
respects the tensors scris,x and scris,x′ . These strata N b are in fact already de-
fined over κ(v) (see Section 5.2 for the precise definition), and a result of Vasiu
([Va1], 5.3.1.) shows that they are locally closed subsets of SK(G,X) ⊗ κ(v).
The image of θ˜ is the subset B(G,µ) ⊆ B(G) which has already been considered
in the context of PEL-type Shimura varieties and affine Deligne-Lusztig sets.
It is endowed with a partial order , and contains a unique maximal element
bmax ∈ B(G,µ) with respect to this order. We define the µ-ordinary locus in
SK(G,X)⊗ κ(v) as the Newton stratum N bmax .
We can now state our first main theorem:
Theorem 1.1. The µ-ordinary locus is open and dense in SK(G,X)⊗ κ(v).
To prove this, we relate the Newton stratification to the Ekedahl-Oort strat-
ification on SK(G,X)⊗F, which has been defined by C. Zhang in [Zh]. Just as
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in the case of a PEL-type Shimura variety the definition of this stratification re-
lies on the theory of GFp -zips. As the precise construction is somewhat involved,
we only state the main results here, see Section 5.3 for details. Let (W,S) be
the Weyl group of G with respect to (B, T ), and let J ⊆ S be the type of the
cocharacter σ(µ). In analogy to the PEL-case the Ekedahl-Oort stratification is
then parametrized by the set JW of shortest left-coset representatives for WJ
in W . This set carries a partial order , which refines the Bruhat order, and
there is again a unique maximal element wmax ∈ JW with respect to . By the
main results of [Zh], each stratum Sw ⊆ SK(G,X)⊗F is locally closed, and the
closure of Sw is precisely the union of the strata Sw
′
with w′  w. Since this
in particular implies that Swmax is open and dense in SK(G,X)⊗ F, Theorem
1.1 follows directly from our second main result, which generalizes Moonen’s
description of the µ-ordinary locus in the PEL-case:
Theorem 1.2. The strata N bmax and Swmax are equal as subsets of SK(G,X)⊗
F. Furthermore, for any two F-valued points x, x′ in this set there is an isomor-
phism of Dieudonne´ modules Dx ≃ Dx′ which identifies scris,x with scris,x′ .
To show this, we work with F-valued points and make use of the map
γ : SK(G,X)(F) → C(G, µ) considered above: By definition of the Ekedahl-
Oort stratification, the F-valued points of the strata Sw are the fibers of a map
ζ : SK(G,X)(F) → JW . We show that this map factors via γ, giving rise to a
commutative diagram
B(G,µ)
SK(G,X)(F)
θ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣ γ //
ζ
++❲❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
C(G, µ)
θ˜
99tttttttttt
ζ˜
%%❑❑
❑❑
❑❑
❑❑
❑❑
JW
which allows to some extend to compare the stratifications inside the set C(G, µ).
This is in analogy to the method already used in [VW] for the PEL-case. In
particular, the diagram shows that Theorem 1.2 follows once we know that
θ˜−1({bmax}) = ζ˜−1({wmax}) in C(G, µ), and that this set consists of a single
element. Since we can give a precise description of the fibers of θ˜ and ζ˜, we are
reduced to a purely group theoretic result for the group G.
We finally prove this to be true, in a more general context, in the final sec-
tion of this article, which is logically independent of the rest of the paper.
Acknowledgements. I wish to thank my advisor T. Wedhorn deeply for his
continuous encouragement and interest in this work. Further I am grateful to
E. Lau for helpful discussions on Dieudonne´ theory and much useful advice, and
to J.-S. Koskivirta for many helpful comments.
2 General notations and conventions
2.1. For a perfect field k of positive characteristic p we write W (k) for the
Witt ring over k, and L(k) for its quotient field. We generally denote by σ the
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Frobenius automorphism a 7→ ap of k (with the exception of the last section,
where σ will denote a finite power of this map), and also its lift to W (k) and
L(k).
Let k be a perfect field of characteristic p. Let R be either k or W (k),
and let R0 ⊆ R be the subring of elements which are fixed by σ (i.e., either
R0 = Fp or R0 = Zp). For any R-module M let M
(σ) := M ⊗R,σ R, and for a
homomorphism β : M → N of R-modules write β(σ) := β⊗ 1: M (σ) → N (σ). If
f : M → N is a σ-linear map of R-modules then
M (σ) −→ N, m⊗ a 7−→ af(m)
is R-linear, and if f is σ−1-linear then
M −→ N (σ), m 7−→ f(m)⊗ 1
is R-linear. In both cases we call the resulting homomorphism the linearization
of f and denote it by f lin.
Now let M0 be an R0-module, and let M = M0 ⊗R0 R. Then σ and σ
−1
act on M via 1 ⊗ σ and 1 ⊗ σ−1 respectively. Further, there is a canonical
isomorphism
M =M0 ⊗R0 R
∼
−→M ⊗R0 R⊗R,σ R =M
(σ), m⊗ a 7→ m⊗ 1⊗ a.
We will often use this isomorphism to identify M with M (σ). For example, if
f : M → N is σ-linear, we also write f lin : M ∼= M (σ) → N , with this notation
we then have that f = f lin ◦ (1⊗ σ).
If M0 is a finitely generated free R0-module, then σ also acts on GL(M) and
on the group of cocharacters HomR(Gm,R,GL(M)). For g ∈ GL(M) we have
σ(g) = (1⊗ σ) ◦ g ◦ (1⊗ σ−1), and for a cocharacter λ : Gm,R → GL(M) we find
that σ(λ)(a) = σ(λ(a)) for all a ∈ R.
2.2. Let R be any ring. If M is a finitely generated free module over R, we
denote by M⊗ the direct sum of all R-modules that arise from M by applying
the operations of taking duals, tensor products, symmetric powers and exterior
powers a finite number of times. An element of M⊗ will be called a tensor over
M . We have an obvious notion of base change for tensors. Let M∗ be the dual
R-module of M . Since there is a canonical identificaton of M⊗ with (M∗)⊗ we
can view tensors over M as tensors over M∗ as well.
Let M and M ′ be finitely generated free R-modules and let s = (si)i∈I
and s′ = (s′i)i∈I be families of tensors over M and M
′ respectively. Every
isomorphism f : M → M ′ gives an isomorphism (f−1)∗ : (M)∗ → (M ′)∗ and
thus f⊗ : M⊗ → (M ′)⊗. We will write f : (M, s) → (M ′, s′) if and only if f⊗
takes si to s
′
i for all i ∈ I. We say that a family of tensors (si)i∈I overM defines
the subgroup G ⊆ GL(M) if
G(R′) = {g ∈ GL(MR′) | g
⊗((si)R′) = (si)R′ for all i ∈ I}
for every R-algebra R′. We have the contragredient representation
(·)∨ : GL(M) −→ GL(M∗), g 7−→ g∨ := (g−1)∗,
which is in fact an isomorphism of group schemes over R. Let (si)i∈I be a family
of tensors overM , defining a subgroup G ⊆ GL(M). Then these tensors (si)i∈I ,
when we consider them as tensors overM∗, define the subgroup {g∨ | g ∈ G} ⊆
GL(M∗).
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3 Shimura data of Hodge type and the tower of
Shimura varieties
Let G be a connected reductive group over Q and let X be a G(R)-conjugacy
class of algebraic morphisms S → GR such that (G,X) is a Shimura datum of
Hodge type. By definition, this means that there is an embedding (G,X) →֒
(GSp(V, ψ), S±) into a symplectic Shimura datum, which we fix once and for all.
We will often simply write GSp(V ) for GSp(V, ψ) with the symplectic pairing
implied.
The datum (G,X) defines conjugacy classes of cocharacters for G as follows:
Every element h ∈ X defines a Hodge decomposition VC = V (−1,0)⊕V (0,−1) via
the embedding X →֒ S±.
Definition 3.1. (i) We define νh to be the cocharacter of GC such that νh(z)
acts on V (−1,0) through multiplication by z and on V (0,−1) as the identity.
(ii) We denote by [ν] the unique G(C)-conjugacy class which contains all the
cocharacters νh, and by [ν
−1] the conjugacy class which contains the ν−1h .
The reflex field E of (G,X) is defined as the field of definition of [ν] (or
equivalently of [ν−1]), this is known to be a finite extention of Q.
We fix a prime number p such that G is of good reduction at p. Let
Kp ⊆ G(Qp) be a hyperspecial subgroup. Consider subgroups of the type
K = KpK
p ⊆ G(Af ), where Kp ⊆ G(A
p
f ) is open and compact. If K
p is
sufficiently small, then the double quotient
ShK(G,X) := G(Q) \X ×G(Af )/K
(where G(Q) acts diagonally and K acts on the right factor) has a natural struc-
ture as a smooth quasi-projective variety over C, and further this variety has
a canonical model over E. In the sequel we will always view ShK(G,X) as an
algebraic variety over E.
The projective limit
ShKp(G,X) := lim←−
Kp
ShKpKp(G,X),
taken over the set of open and compact subgoups of G(Apf ), carries a contiu-
ous right action of G(Apf ) in the sense of Deligne (see [Mi1], 2.1.): Elements
g ∈ G(Apf ) act by isomorphisms ShKp(gKpg−1)(G,X) → ShKpKp such that ev-
ery g ∈ Kp gives the identity map on ShKpKp(G,X), and such that for every
normal subgroup K ′p ⊆ Kp the natural covering map induces an isomorphism
ShKpK′p(G,X)/(K
p/K ′p) ≃ ShKpKp(G,X). In particular, we have an equality
ShKpKp(G,X) = ShKp(G,X)/K
p for every open and compact Kp ⊆ G(Apf ).
We fix a place v of E over p. The existence of the hyperspecial subgroup Kp
implies that E is unramified at p ([Mi2], 4.7.). Let oE be the ring of integers in
E, and let oE,(v) be its localization at v.
Definition 3.2 ([Mi1], §2). An integral canonical model of ShKp(G,X) over
oE,(v) is a projective system SKp(G,X) = lim←−Kp
SKpKp(G,X) of schemes over
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oE,(v), indexed by the set of open and compact subgroups of G(A
p
f ), together with
a continuous right action of G(Apf ) such that:
(i) If Kp is sufficiently small, then SKpKp(G,X) is smooth over oE,(v) and
SKpK′p(G,X)→ SKpKp(G,X) is e´tale for every K
′p ⊆ Kp.
(ii) SKp(G,X)⊗oE,(v) E is G(A
p
f )-equivariantly isomorphic to ShKp(G,X).
(iii) Let Y be a regular, formally smooth oE,(v)-scheme. Then every mor-
phism Y ⊗oE,(v) E → SKp(G,X) ⊗oE,(v) E extends to a morphism Y →
SKp(G,X).
Note that in the situation of (iii) the extension Y → SKp(G,X) is auto-
matically unique, since Y is reduced and Y ⊗oE,(v) E is dense in Y . Hence a
model in the sense of Def. 3.2 is unique up to canonical isomorphism which jus-
tifies the name ”canonical model”. In [Mi1] Milne conjectured that an integral
canonical model of ShKp(G,X) always exists (for a general Shimura datum, not
necessarily of Hodge type), see also the treatment in ([Mo1], §3).
Example 3.3. Consider a Shimura datum (G,X) →֒ (GSp(V, ψ), S±) of PEL-
type (hereG is not connected in general): Let (B, ∗) be a finite dimensional semi-
simpleQ-algebra with involution which acts on V such that ψ(bv, w) = ψ(v, b∗w)
for all b ∈ B and all v, w ∈ V and such that
G(R) = {g ∈ GSp(VR, ψR) | g(bv) = bg(v) for b ∈ BR, v ∈ VR}
for any Q-algebra R. Then p is a prime of good reduction for G if and only if
BQp is unramified. In this case, it is shown in ([Ko2], §5 and §6) that a canonical
integral model exists if p ≥ 3 or if p = 2 and Gad has no factor of Dynkin type
D. The schemes SKpKp(G,X) then have an explicit description as a moduli
space of abelian schemes with additional structures over oE,(v).
4 Integral canonical models for Shimura vari-
eties of Hodge type
In this section we briefly describe the construction of the canonical integral
model for ShKp(G,X), following Kisin’s proof in [Ki1], and introduce the objects
which are fundamental for the study of the closed fiber which follows. In the
case p = 2 two restrictions arise in order for the construction to work.
4.1 Construction of the integral models
Let G be a reductive model of G over Zp such that Kp = G(Zp). If p = 2, we
assume that Gad has no factor of Dynkin type B. Then there is a lattice Λ ⊆ V
and a finite set of tensors s := (si) ⊂ Λ
⊗
Z(p)
such that G is identified with the
subgroup of GL(ΛZp) defined by sZp ⊂ Λ
⊗
Zp
([Ki1], 2.3.1., 2.3.2.) via our chosen
embedding G →֒ GSp(V ). Possibly passing to a homothetic lattice, we may and
will further assume that the symplectic pairing ψ on V restricts to a pairing
Λ × Λ → Z. Note however that Λ will not be self-dual with respect to ψ in
general.
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Let K˜p be the stabilizer of ΛZp in GSp(V )(Qp). Then Kp = K˜p∩G(Qp). Let
Kp ⊆ G(Apf ) be an open and compact subgroup such that K := KpK
p leaves
Λ
Zˆ
stable (which is the case for all sufficiently small Kp). It can be shown
that there is an open and compact subgroup K˜p ⊆ GSp(V )(Apf ) which contains
Kp, such that K˜ := K˜pK˜
p also leaves Λ
Zˆ
stable and such that the natural
map ShK(G,X)→ ShK˜(GSp(V ), S
±)⊗QE is a closed embedding ([Ki1], 2.1.2.,
2.3.2.). We call a subgroup K˜p with these properties admissible for Kp. If
K ′p ⊆ Kp then there is an open and compact subgroup K˜ ′p ⊆ K˜p which is
admissible for K ′p and we obtain a commutative diagram
ShK′(G,X)

 /

ShK˜′(GSp(V ), S
±)⊗Q E

ShK(G,X)

 / ShK˜(GSp(V ), S
±)⊗Q E
where the horizontal arrows are closed embeddings.
Construction 4.1. We denote by Λ′ the dual lattice of Λ with respect to ψ. Let
|Λ′/Λ| = d, and let dim(V ) = 2n. Let Kp ⊆ G(Apf ) be an open and compact
subgroup, and let K˜p be admissible for Kp. With respect to Λ, we consider
the moduli space Mn,d,K˜p over Z(p) which parametrizes abelian schemes with a
polarization of degree d and a mod-K˜p level structure up to isomorphism (see
[Ki1], 2.3.3.). By the classical result of Mumford, Mn,d,K˜p is representable by
a quasi-projective scheme over Z(p) if K˜
p is sufficiently small.
Let again K˜ = K˜pK˜
p. Due to the moduli interpretation of Shimura varieties
of Siegel type, there is an embedding
ShK˜(GSp(V ), S
±) →֒ Mn,d,K˜p
of Z(p)-schemes. We give a description of this map on C-valued points, cf.
([Va1], 4.1.): Let
[h, g] ∈ ShK˜(GSp(V ), S
±)(C) = GSp(Q) \ S± ×GSp(Af )/K˜.
Let VC = V
(−1,0)⊕V (0,−1) be the Hodge decomposition induced by h. There is a
unique Z-lattice Λg ⊂ V such that (Λg)Zˆ = g(ΛZˆ) and a unique Q
×-multiple ψh,g
of ψ such that g(Λ′
Zˆ
) is the dual lattice of g(Λ
Zˆ
) with respect to ψh,g and such
that the form (v, w) 7→ ψh,g(v, h(i)w) is positive definite on VR. Then [h, g] is
mapped to the isomorphism class of (A, λ, η), where A := V (−1,0)/Λg, endowed
with the polarization λ induced by ψh,g, is the polarized complex abelian variety
associated to (V, ψh,g,Λg, h) via Riemann’s theorem (see [De1], 4.7.), and η is
the right K˜p-coset of
Λ
Zˆp
gp
−→ gp(Λ
Zˆp
) = (Λg)Zˆp
∼= H1(A,Z)Zˆp
∼=
∏
l 6=p
Tl(A).
Recall that v denotes a place of E over p, and oE,(v) the localization of oE
at v.
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Definition 4.2. Let Kp ⊆ G(Apf ) be an open and compact subgroup, and let
K˜p be admissible for Kp such that Mn,d,K˜p exists as a scheme. Let K = KpK
p
and K˜ = K˜pK˜
p. We define SK(G,X) as the normalization of the closure of
ShK(G,X) in Mn,d,K˜p ⊗Z(p) oE,(v) with respect to the embedding
ShK(G,X) →֒ ShK˜(GSp(V ), S
±)⊗Q E →֒ Mn,d,K˜p ⊗Z(p) oE,(v).
Remark 4.3. This definition is indeed independent of the choice of K˜p: Let
K˜ ′p ⊆ K˜p be an open and compact subgroup which contains Kp (it is then
automatically admissible for Kp), then the natural map Mn,d,K˜′p → Mn,d,K˜p
is finite and there is a commutative diagram
ShK(G,X)

 /
 v
(❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Mn,d,K˜′p ⊗Z(p) oE,(v)

Mn,d,K˜p ⊗Z(p) oE,(v) .
Let Z be a component of ShK(G,X), and denote by Z
′
and Z the closures
in the oE,(v)-schemes on the right hand side of the diagram respectively. The
induced map Z
′
→ Z is finite and dominant, and is an isomorphism at the
generic points. Hence the corresponding map of the respective normalizations
is an isomorphism.
By definition, for every Kp the choice of an admissible K˜p gives a natural
map SK(G,X) → Mn,d,K˜ ⊗Z(p) oE,(v), this defines an abelian scheme over
SK(G,X) which is independent of the choice of K˜
p up to isomorphism by the
preceeding remark. If K ′p ⊆ Kp then we have a natural map SK′p,K˜′p(G,X)→
SKp,K˜p(G,X) which is obtained by the choice of suitable admissible subgroups
K˜ ′p ⊆ K˜p.
Theorem 4.4 (Kisin, [Ki1] Thm. 2.3.8.). If p = 2, assume that Gad has no
factor of Dynkin type B, and that, for each Kp, the dual of each abelian variety
associated to a point on the special fiber of SK(G,X) has a connected p-divisible
group.
Then the following hold:
(i) SK(G,X) is a smooth oE,(v)-scheme for each K
p.
(ii) The projective limit SKp(G,X) := lim←−Kp
SK(G,X) is an integral canon-
ical model of ShKp(G,X) over oE,(v) in the sense of Def. 3.2.
In particular, SKp(G,X) and hence also SK(G,X) = SKp(G,X)/K
p (for
Kp sufficiently small) does not depend on the choice of the embedding (G,X) →֒
(GSp(V ), S±), nor on the choices made during the construcion.
4.2 Tensors on the de Rham cohomology
Although in general we do not have an interpretation of the integral models
SK(G,X) as moduli spaces of abelian schemes with additional structures, each
model is by construction naturally endowed with an abelian scheme on it, and
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the tensors s which define the group G induce tensors on de Rham cohomology
of this abelian scheme. In this subsection we desribe the construction of these
tensors and their relation to s, still following [Ki1].
We will systematically consider the tensors s ⊂ Λ⊗Z(p) chosen in the last
subsection as tensors over Λ∗Z(p) and use the contragredient representation
(·)∨ : GL(Λ)
∼
−→ GL(Λ∗),
as discussed in Section 2.2.
Notation 4.5. In the sequel we will work with a fixed model S := SK(G,X)
associated to some sufficiently small subgroup Kp ⊆ G(Apf ) as in Def. 4.2.
We fix an open compact K˜p ⊆ GSp(V )(Apf ) which is admissible for K
p in
the sense of the last subsection. Note that all the constructions below are in
fact independent of the choice of K˜p. In the case p = 2 we assume that the
assumptions of Theorem 4.4 hold, so that S is smooth.
Let A
π
−→ S be the abelian scheme defined by the natural map S →
Mn,d,K˜p ⊗Z(p) OE,(v). Let
V◦ := H1dR(A/S ) and V := H
1
dR(A⊗ E/ ShK(G,X)).
Then V◦ and V are locally free modules over S and S ⊗ E = ShK(G,X)
respectively, and V = V◦⊗E. Let ∇ denote the Gauß-Manin connection on V◦
resp. V . It is known that the Hodge spectral sequence Ep,q1 = R
qπ∗(Ω
p
A/S ) =⇒
Hp+qdR (A/S ) degenerates at E1 ([BBM], 2.5.2.), giving rise to a filtration
V◦ = H1dR(A/S ) ⊃ π∗Ω
1
A/S =: Fil
1 V◦,
the Hodge filtration on V◦.
Let E′|E be any field extension which admits an embedding into C, and let
ξ ∈ S (E′). Let E′ be an algebraic closure of E′, choose an embedding E′ →֒ C.
We denote by ξ¯ and ξC the E′-valued and C-valued points corresponding to
ξ. From the embedding ShK(G,X) →֒ Mn,d,K˜p used in Constr. 4.1 we get
a natural isomorphism V ≃ H1(AξC ,Q). The dual of this isomorphism maps
sQ ⊂ (V ∗)⊗ to a set of tensors over H1(AξC ,Q), and using the comparison
isomorphisms
H1(AξC ,Q)C
∼= H1dR(AξC/C), H
1(AξC ,Q)Ql
∼= H1e´t(AξC ,Ql)
∼= H1e´t(Aξ¯,Ql)
we obtain tensors sdR,ξ on the algebraic de Rham cohomology of AξC and se´t,l,ξ
on the l-adic e´tale cohomology of Aξ¯ for every prime number l. By a result of
Deligne ([De2], 2.11.), the family (sdR,ξ, (se´t,l,ξ)) is an absolute Hodge cycle (see
loc.cit. §2 for the definition of Hodge cycles and absolute Hodge cycles).
Proposition 4.6 ([Ki1], 2.2.1., 2.2.2.). (i) For every ξ ∈ S (E′) as above
the tensors sdR,ξ are defined over H
1
dR(Aξ/E
′) and the tensors se´t,l,ξ are
Gal(E′|E′)-invariant for each l.
(ii) There exist global sections sdR ⊂ V⊗ defined over E, which are horizontal
with respect to the Gauß-Manin connection ∇, such that the pullback of
sdR to any ξ ∈ S (E′) as above equals the tensors sdR,ξ ⊂ (H1dR(Aξ/E
′))⊗.
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The extension of the tensors sdR to sections of (V◦)⊗ relies on the following
pointwise construction: Let k be a perfect field of finite trancendence degree
over Fp. Let W (k) be the Witt ring over k and let L(k) := Frac(W (k)). We
consider a triple (x˜, ξ, x), where x˜ is a W (k)-valued point S and ξ ∈ S (L(k)),
x ∈ S (k) are the corresponding induced points.
Let Dx be the contravariant Dieudonne´ module of the p-divisible group of
Ax. Recall that Dx is a free W (k)-module together with a σ-linear map F and
a σ−1-linear map V such that FV = p = V F . We have canonical isomorphisms
H1dR(Ax˜/W (k))
∼= H1cris(Ax/W (k))
∼= Dx.
By our assumption on k, the field L(k) can be embedded into C. The choice of
an embedding L(k) →֒ C hence yields an absolute Hodge cycle (sdR,ξ, (se´t,l,ξ))
as above.
On the other hand, there is also an isomorphism
ΛZp
∼
−→ H1(AξC ,Z)Zp
∼= Tp(AξC)
∼= Tp(Aξ¯) :
With the notations of Constr. 4.1, if the C-valued point ξC corresponds to
the element [h, g] ∈ ShK˜(GSp(V ), S
±)(C), then the first arrow is given by gp.
Dualizing this isomorphism, and paying respect to the Gal(L(k)|L(k))-operation
on the right hand side, yields
Λ∗Zp ≃ T (Aξ¯)
∗(−1) ∼= H1e´t(Aξ¯,Zp),
which sends the tensors sZp ⊂ (Λ
∗
Zp
)⊗ to tensors s◦e´t,ξ over H
1
e´t(Aξ¯,Zp). Since
all the isomorphisms involved are compatible, the base change of s◦e´t,ξ to tensors
over H1e´t(Aξ¯,Qp) is exactly the p-adic component se´t,p,ξ of the absolute Hodge
cycle defined above. So Prop. 4.6(i) implies that the s◦e´t,ξ are invariant under
the action of Gal(L(k)|L(k)). Now it follows from Kisin’s theory of crystalline
representations andS-modules that the images of these tensors under the p-adic
comparison isomorphism
H1e´t(Aξ¯,Zp)⊗Zp Bcris
∼
−→ H1cris(Ax/W (k))⊗W (k) Bcris
∼= Dx ⊗W (k) Bcris
are F -invariant and are already defined over Dx ([Ki1], 1.3.6.(1), 1.4.3.(1)).
Using the identification Dx ∼= H1dR(Ax˜/W (k)) we thus obtain tensors s
◦
dR,x˜ over
V◦x˜ .
Proposition 4.7. (i) The tensors sdR of Prop. 4.6 extend (uniquely) to
global sections s◦dR ⊂ (V
◦)⊗ which are horizontal with respect to ∇.
(ii) Let (x˜, ξ, x) be a triple as considered above. Then the tensors s◦dR,x˜ ⊂
(V◦x˜)
⊗ which we obtained via the p-adic comparison isomorphism in the
above construction are equal to the pullback of s◦dR to x˜.
(iii) In the situation of (ii), assume in addition that k is finite or algebraically
closed. Then there is a W (k)-linear isomorphism
(Λ∗W (k), sW (k))
∼
−→ (V◦x˜ , s
◦
dR,x˜)
Further, if β is any such isomorphism, then there is a cocharacter λ of
GW (k) such that the filtration Λ
∗
W (k) ⊃ β
−1(Fil1 V◦x˜) is induced by (·)
∨ ◦ λ.
12
Proof. (i) The existence of s◦dR is shown in the proof of ([Ki1], 2.3.9.). These
extensions are automatically unique, since S is in particular an integral scheme
and V◦ is locally free. By the same reasoning it follows that the s◦dR are hori-
zontal with respect to ∇, as they are so over S ⊗ E.
(ii) If x is a closed point of S , then this is immediately clear from the definition
of s◦dR in ([Ki1], 2.3.9.). In general, as the equality of tensors in (V
◦
x˜)
⊗ may
be tested over ξ, the statement amounts to the fact that the p-adic compari-
son isomorphism H1e´t(Aξ¯,Qp) ⊗Qp BdR ≃ H
1
dR(Aξ/L(k)) ⊗L(k) BdR maps the
p-adic e´tale component of the absolute Hodge cycle (sdR,ξ, (se´t,l,ξ)) to its de
Rham component. If Aξ can be defined over a number field, this is a theorem of
Blasius and Wintenberger ([Bl], 0.3.), and Vasiu ([Va1], 5.2.16.) observed that
their result can also be extended to our more general situation.
(iii) Let D˜ be the contravariant crystal of the p-divisible group Ax˜[p∞] over
W (k). Then we have the natural identification
D˜(W (k)) ∼= Dx ∼= V
◦
x˜
which is compatible with the Hodge filtrations on both sides, and by (ii) the
tensors s◦dR,x˜ get identified with the images of s
◦
e´t,ξ under the p-adic comparison
isomorphism. So the first statement of (iii) follows directly from ([Ki1], 1.4.3.
(2)+(3)), applied to the p-divisible groupAx˜[p∞] and the tensors s◦e´t,ξ. Likewise,
the proof of (4) in loc.cit. (which proves more than what is claimed) shows
that the filtration Λ∗W (k) ⊃ β
−1(Fil1 V◦x˜) is induced by a cocharacter of the
subgroup of GL(Λ∗W (k)) which is defined by the tensors sW (k) ⊆ (Λ
∗
W (k))
⊗. As
this subgroup is exactly the image of GW (k) under (·)
∨, the last claim follows.
We remark that the existence of the tensors s◦dR is closely related to the proof
of Theorem 4.4: In fact, the proof of the smoothness of S in ([Ki1], 2.3.5.) uses
a variant of Prop. 4.7(iii) as a main ingredience, and in turn the arguments
given in that proof allow the construction of s◦dR in ([Ki1], 2.3.9.).
Corollary 4.8. Let x ∈ S (k), where k is either a finite extension of Fp or
algebraically closed of finite transcendence degree over Fp, and let Dx be the con-
travariant Dieudonne module of the p-divisible group Ax[p∞]. Let x˜ ∈ S (W (k))
be a lift of x.
Then the images scris,x ⊂ (Dx)⊗ of s◦dR,x˜ via the identification H
1
dR(Ax˜/W (k))
∼=
Dx are independent of the choice of x˜. Further, the tensors scris,x are F -
invariant, and there is aW (k)-linear isomorphism (Λ∗W (k), sW (k)) ≃ (Dx, scris,x).
Proof. This follows immediately from (i) and (ii) of the last proposition.
Remark 4.9. In the special case of a PEL-type Shimura variety it is known
that one can choose the lattice Λ ⊂ V in a way such that ΛZp is selfdual with
respect to ψ and such that there is a maximal order oB of (BQp , ∗) which acts
on ΛZp , and the tensors s ⊂ Λ
⊗
Zp
then encode the action of oB on ΛZp . Due to
the interpretation of S as a moduli space of abelian schemes with additional
structure, for every x ∈ S (k) as in Cor. 4.8 there is an action of oB on the
p-divisible group Ax[p∞]. So in this case Cor. 4.8 is an analogon to the results
in ([VW], §2) on p-divisible groups with PEL-structure. Note however that the
authors use covariant Dieudonne´ theory in that article.
13
5 Stratifications of the special fiber
Let κ(v) be the residue class field of OE,(v), and let F be a fixed algebraic closure
of Fp. In this section we define the Newton stratification and the Ekedahl-Oort
stratification on the special fiber S ⊗ κ(v) of S resp. on S ⊗ F. These strati-
fications arise by considering the isocristals resp. Dieudonne´ spaces associated
to Ax for points x as in Cor. 4.8, while paying respect to the tensor structure.
Just as in the Siegel case and the PEL case, the stratifications are parametrized
by combinatorial data which only depends on the Shimura datum (G,X).
We start by introducing some group theoretic notions: The reductive group
scheme G over Zp is quasisplit and split over a finite e´tale extension of Zp. We
fix a Borel subgroup B ⊆ G and a maximal torus T ⊆ B which are both defined
over Zp. Let (X
∗(T ),Φ, X∗(T ),Φ∨) be the root datum associated to (G, T )
over O, and let W be the associated Weyl group. The choice of B determines a
set Φ+ ⊂ Φ of positive roots and a set S ⊂ W of simple reflections which give
(W,S) the structure of a finite Coxeter group. As usual, we call a cocharacter
λ ∈ X∗(T ) dominant, if 〈α, λ〉 ≥ 0 for all α ∈ Φ
+ (here 〈·, ·〉 is the natural
pairing between X∗(T ) and X∗(T )). The group W naturally acts on X∗(T ),
and the dominant cocharacters form a full set of representatives for the orbits
W \X∗(T ).
For any local, strictly henselian Zp-algebra R we have a realization of this
data with respect to GR. In particular W ∼= NG(T )(R)/T (R) and the inclusion
X∗(T ) ∼= HomR(Gm,R, TR) ⊆ HomR(Gm,R,GR) induces a bijection between the
quotient W \X∗(T ) and the set of conjugacy classes of cocharacters for GR. If
R → R′ is a homomorphism of local and strictly henselian Zp-algebras, then
base change to R′ yields a bijection between the sets of conjugacy classes of
cocharacters for GR and GR′ .
Putting R = C, we see that the conjugacy class [ν−1] from Def. 3.1 determines
an element of W \X∗(T ). On the other hand, putting R =W (k) for some alge-
braically closed field k of characteristic p, we obtain an action of the Frobenius
σ on X∗(T ), W and Φ. Since B and T are defined over Zp, this action leaves
S, Φ+ and the set of dominant cocharacters stable.
Definition 5.1. We define µ ∈ X∗(T ) as the unique dominant element such
that σ−1(µ) ∈ [ν−1].
5.1 The Dieudonne´ module at a geometric point
We will use the notations and considerations of Section 2.1, and especially ap-
ply them to the case that M0 = ΛZp or M0 = ΛFp . Recall that we use the
contragredient representation (·)∨ : GL(Λ)→ GL(Λ∗) to let G(R) act on Λ∗R.
Lemma 5.2. Let k be a perfect field of finite transcendence degree over Fp, let
k¯ be an algebraic closure of k. Let x˜ ∈ S (W (k)), and suppose that there exists
an isomorphism
β : (Λ∗W (k), sW (k))
∼
−→ (V◦x˜ , s
◦
dR,x˜).
If λ is a cocharacter of GW (k) which such that (·)
∨ ◦ λ induces on Λ∗W (k) the
filtration Λ∗W (k) ⊃ β
−1(Fil1 V◦x˜), then λW (k¯) ∈ [ν
−1].
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Proof. Let ξ ∈ S (L(k)) be the generic point of x˜. Let L(k) be an algebraic
closure of L(k), then we have W (k¯) →֒ L(k). So if we choose an embedding
L(k) →֒ C, it suffices to show that λC ∈ [ν
−1].
Let A := AξC . There is a pair (h, g) ∈ X ×G(Af ) such that
ξC = [h, g] ∈ ShK(G,X) = G(Q) \X ×G(Af )/K.
If VC = V
(−1,0) ⊕ V (0,−1) is the Hodge decomposition given by h then, using
the notation from Constr. 4.1, we have A ≃ V (−1,0)/Λg, and in turn there is
an isomorphism H1(A,C) ≃ (Λg)C = VC. It follows from the construction of
the Riemann correspondence for complex abelian varieties that the dual isomor-
phism
αC : V
∗
C
∼
−→ H1(A,C) ∼= H1dR(A/C) = VξC
identifies the Hodge decomposition H1dR(A/C) = H
(1,0) ⊕ H(0,1) with the de-
composition V ∗C = (V
(−1,0))∗ ⊕ (V (0,−1))∗ (see e.g. [Mi3], 6.10., 7.5.), and a
direct computation shows that the cocharacter (·)∨ ◦ ν−1h (with νh as in Def.
3.1) acts on (V (−1,0))∗ with weight 1 and on (V (0,−1))∗ with weight 0, in other
words,
(νh(z)
−1)∨|(V (−1,0))∗ = z, (νh(z)
−1)∨|(V (0,−1))∗ = 1.
This means that (·)∨ ◦ ν−1h induces on V
∗
C the filtration
V ∗C ⊃ (V
(−1,0))∗ = α−1C (H
(1,0)) = α−1C (Fil
1 VξC),
and further by construction of sdR the isomorphism αC identifies sC with sdR,ξC .
Now the isomorphism α−1C ◦ βC : V
∗
C → V
∗
C fixes the tensors sC, which means
that α−1C ◦βC = g
∨
C for some gC ∈ G(C). Note that we have g
∨
C (β
−1
C (Fil
1 VξC)) =
α−1C (Fil
1 VξC). Conjugating λC with gC, we may therefore assume that (·)
∨ ◦ λC
and (·)∨ ◦ ν−1h both induce the same filtration on V
∗
C . Let P be the stabilizer of
this filtration in GC, that is, the subgroup of all g˜ ∈ GC such that g˜
∨ leaves the
filtration stable. Then P ⊆ GC is a parabolic subgroup, and both λC and ν
−1
h
factor via P . Since all maximal tori of P are conjugate over C, after conjugation
by an element of P (C) we may further assume that both cocharacters factor via
the same (automatically split) maximal torus of P . But this implies that λC
and ν−1h also induce (via (·)
∨) the same grading on V ∗C , and hence that they are
equal.
Construction 5.3. Let k be algebraically closed of finite transcendence degree
over Fp. Let x ∈ S (k). By Cor. 4.8 the tensors s◦dR induce F -invariant tensors
scris,x ⊂ D⊗x , and we find an isomorphism β : (Λ
∗
W (k), sW (k))
∼
→ (Dx, scris,x). To
β we attach an element gβ ∈ G(L(k)) as follows:
Transporting F via β, we obtain an injective σ-linear map Fβ := β
−1 ◦F ◦β
on Λ∗W (k) = (Λ
∗
Zp
) ⊗Zp W (k). We can write it uniquely as Fβ = F
lin
β ◦ (1 ⊗ σ),
where F linβ is by definition an automorphism of Λ
∗
L(k) which fixes the tensors
sL(k). Therefore we have F
lin
β = g
∨
β for a unique element gβ of G(L(k)).
We can also summarize the construction differently: For each β the associated
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gβ ∈ G(L(k)) is the unique element such that the diagram
D
(σ)
x
F lin // Dx
Λ∗W (k)
g∨β //
β(σ)
OO
Λ∗W (k)
β
OO
commutes (here we make the usual identification (Λ∗W (k))
(σ) ∼= Λ∗W (k)).
Lemma 5.4. Let k be as in Constr. 5.3.
(i) Let x ∈ S (k), let β : (Λ∗W (k), sW (k))
∼
−→ (Dx, scris,x) be an isomorphism.
Then the isomorphisms between (Λ∗W (k), sW (k)) and (Dx, scris,x), are ex-
actly the ones of the form β′ = β ◦ h∨ for h ∈ G(W (k)), further in this
case h is uniquely determined and we have gβ′ = h
−1gβσ(h).
(ii) For every x ∈ S (k) and for every isomorphism β : (Λ∗W (k), sW (k))
∼
−→
(Dx, scris,x) we have that gβ ∈ G(W (k))µ(p)G(W (k)).
Proof. (i) This is clear.
(ii) By the Cartan decomposition forG(L(k)) (see [Ti1], 3.3.3.) we know that
gβ lies in a double coset G(W (k))η(p)G(W (k)) for a unique dominant cocharac-
ter η ∈ X∗(T ). By (i) we may further w.l.o.g. replace β by β ◦ h∨ for a suitable
h ∈ G(W (k)) to achieve that gβ ∈ G(W (k))η(p). In order to show that η = µ,
it suffices to check that the base change of σ−1(η) to k lies in [ν−1].
Let x˜ ∈ S (W (k)) be a lift of x, and identify Dx ∼= V◦x˜ . Let
Λ∗W (k) ⊃ β
−1(Fil1 V◦x˜)
be the pullback of the Hodge filtration on V◦x˜ . By Prop. 4.7(iii) there is a
cocharacter λ of GW (k) which induces this filtration, and by Lemma 5.2 we
know that λ ∈ [ν−1].
Reducing the whole situation modulo p we obtain the contravariant Dieudonne
space (Dx, F , V ) associated to the p-torsion Ax[p] and the isomorphism
β¯ : Λ∗k
∼
−→ Dx ∼= V◦x˜ = V
◦
x = H
1
dR(Ax/k).
By a result of Oda ([Od], 5.11.), we have the equality Fil1 V◦x = ker(F ), which
implies that
β−1(Fil1 V◦x˜) = β¯
−1(ker(F )) = ker(β¯−1 ◦ F ◦ β¯) = ker(Fβ),
and this filtration is induced via (·)∨ by the reduction λ¯ of λ.
On the other hand, we may write gβ = g0η(p) for some g0 ∈ G(W (k)), therefore
Fβ = g
∨
0 ◦ η(p)
∨ ◦ (1 ⊗ σ) = (1⊗ σ) ◦ σ−1(g0)
∨ ◦ σ−1(η)(p)∨.
Let Λ∗W (k) =
⊕
m∈Z Λ
∗
m be the grading which is induced by the cocharacter
(·)∨ ◦ σ−1(η) on Λ∗W (k). The inclusions p · Λ
∗
W (k) ⊆ im(Fβ) ⊆ Λ
∗
W (k) show that
we must have Λ∗m = (0) for m 6= 0, 1, and thus reducing modulo p we find that
ker(Fβ) = ker(σ−1(η)(p)∨) = Λ∗1.
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This implies that the two cocharacters (·)∨ ◦σ−1(η) and (·)∨ ◦ λ¯ induce the same
filtration on Λ∗k. Now it follows by the same argument as in the proof of Lemma
5.2 that σ−1(η) and λ¯ are G(k)-conjugate, which concludes the proof.
Corollary 5.5. Let k be as in Constr. 5.3, let x, x′ ∈ S (k). Let gβ, gβ′ ∈
G(W (k)) be associated to isomorphisms β and β′ between (Λ∗W (k), sW (k)) and
(Dx, scris,x) resp. (Dx′ , scris,x′). Then there is an isomorphism of Dieudonne´
modules Dx ≃ Dx′ which identifies scris,x with scris,x′ if and only if gβ′ =
hgβσ(h)
−1 for some h ∈ G(W (k)).
Proof. By Constr. 5.3 the existence of an isomorphism Dx ≃ Dx′ which respects
the tensors on both sides is equivalent to the existence of an automorphism δ of
(Λ∗W (k), sW (k)) such that
g∨β′ ◦ (1⊗ σ) ◦ δ = δ ◦ g
∨
β ◦ (1⊗ σ) (*)
Every such automorphismmust be of the form δ = h∨ for a unique h ∈ G(W (k)),
and an easy calculation shows that the property (*) is equivalent to gβ′ =
hgβσ(h)
−1.
5.2 The Newton stratification
In order to define the Newton stratification on S ⊗ κ(v) we recall some facts
on σ-conjugacy classes:
Let k be algebraically closed of characteristic p. We denote by [g] the σ-
conjugacy class of an element g ∈ G(L(k)), and by B(G) the set of all σ-
conjugacy classes in G(L(k)). This definition is in fact independent of k in the
following sense: If k′ is any algebraically closed field of characteristic p, then
every inclusion k ⊆ k′ induces a bijection between the σ-conjugacy classes of
G(L(k)) and those of G(L(k′)) (see [RR], 1.3.).
To describe the set B(G) one uses the two maps
νG : B(G) −→ (W \X∗(T )Q)
〈σ〉
, κG : B(G) −→ π1(G)〈σ〉,
usually called the Newton map and the Kottwitz map of G (see [Ko1], [RR]).
As explained in ([RR], §2), the set (W \X∗(T )Q)〈σ〉 is endowed with a partial
order  which generalizes the ”lying above” order for Newton polygons.
We define
µ¯ :=
1
r
r−1∑
i=0
σi(µ) ∈ (X∗(T )Q)
〈σ〉,
where r is some integer such that σr(µ) = µ (obviously this does not depend
on the choice of r), and also identify µ¯ with its image in (W \X∗(T )Q)〈σ〉. Let
µ♮ ∈ π1(G)〈σ〉 be the image of µ under the natural projection
X∗(T )→ π1(G)〈σ〉 = (X∗(T )/〈α
∨ | α∨ ∈ Φ∨〉)〈σ〉.
Definition 5.6. Let B(G,µ) :=
{
b ∈ B(G) | κG(b) = µ♮, νG(b)  µ¯
}
. We
endow B(G,µ) ⊂ B(G) with the induced partial order .
By work of Kottwitz-Rapoport ([KR]), Lucarelli ([Lu]) and Gashi ([Ga]) we
know thatB(G,µ) is exactly the image of the double coset G(W (k))µ(p)G(W (k))
in B(G) (for any algebraically closed field k of char. p). We summarize some
combinatorial properties of this set in the following remark:
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Remark 5.7. (1) B(G,µ) is a finite set (see [RR], 2.4.).
(2) The set B(G,µ) contains a unique maximal element bmax with respect to
, namely the σ-conjugacy class [µ(p)]: In fact, the characterization of the
Newton map in ([Ko1], 4.3.) shows that µ¯ is nothing but the image of [µ(p)]
under νG. On the other hand, it follows directly from the definition of κG
that µ♮ is the image of [µ(p)] under κG. Therefore we have [µ(p)] ∈ B(G,µ),
and clearly the inequality b  [µ(p)] holds for all b ∈ B(G,µ).
(3) B(G,µ) contains a unique basic element bbas (it corresponds to µ
♮ under the
bijection between basic σ-conjugacy classes and π1(G)〈σ〉, see [RR], 1.15.),
which is also the unique minimal element with respect to  in B(G,µ).
Let us now define the Newton stratification on S ⊗ κ(v): Consider a point
x ∈ S ⊗ κ(v), let k(x) be the residue class field of S in x. Let k be some
algebraic closure of k(x), and let xˆ be the associated geometric point. Constr.
5.3 associates to each isomorphism β : (Λ∗W (k), sW (k)) ≃ (Dxˆ, scris,xˆ) an element
gβ ∈ G(L(k)), and Lemma 5.4 shows that the σ-conjugacy class [gβ] is indepen-
dent of the choice of β and lies in B(G,µ). Further, this element only depends
on x and not on the choice of the algebraic closure of k(x) in the sense ex-
plained at the beginning of this subsection. Thus the assignment x 7→ [gβ ] gives
a well-defined map
Newt: S ⊗ κ(v) −→ B(G,µ).
Definition 5.8. (i) For an element b ∈ B(G,µ) we set N b := Newt−1({b}) ⊆
S ⊗ κ(v). We call N b the Newton stratum of b.
(ii) We call the stratum N bmax the µ-ordinary locus in S ⊗ κ(v).
A priori, the N b are just subsets of S0, but we will see below that they are
in fact locally closed, which justifies the name ”strata”.
Remark 5.9. (1) In view of Cor. 5.5 we see that two points x1, x2 ∈ S ⊗ κ(v)
lie in the same Newton stratum if and only if the following holds: If k is any
algebraically closed field such that k(x1) and k(x2) both embed into k, with
associated points xˆ1, xˆ2 ∈ S (k), then there is an isomorphism of isocrystals
(Dxˆ1)Q ≃ (Dxˆ2)Q which identifies the tensors scris,xˆ1 with scris,xˆ2 .
(2) In the case of a PEL-type Shimura datum, at each geometric point xˆ of
S ⊗ κ(v) the tensors scris,xˆ describe the additonal structure on Dxˆ (cf.
Rem. 4.9). Hence in this case the Newton strata from Def. 5.8 agree with
those considered in [RR].
It is natural to conjecture that the Grothendieck specialization theorem holds
for the N b. That is, if x1, x2 ∈ S ⊗ κ(v) such that x2 is a specialization of
x1, then we expect that Newt(x2)  Newt(x1). To our knowledge, this has
not yet been established for a general Shimura variety of Hodge type. In the
PEL-case, it follows from the fact that the isocrystal over S ⊗ κ(v) associated
to the p-divisible group A⊗κ(v)[p∞], with induced additional structure, can be
understood as an isocrystal with G-strucure in the sense of ([RR], §3).
There is, however, the following result of Vasiu. Since A⊗κ(v) is a polarized
abelian scheme over S ⊗ κ(v), we have the classical stratification of S ⊗ κ(v)
by Newton polygons, as defined by Oort. For a symmetric Newton polygon ∆ ∈
B(GSp(V )), denote the corresponding stratum by N∆NP. Then every N
b lies in
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a unique stratum N
∆(b)
NP , this defines a map B(G,µ)→ B(GSp(V )), b 7→ ∆(b),
which should be thought of as ”forgetting the tensor structure”.
Proposition 5.10 ([Va2], 5.3.1.(ii)). For every b ∈ B(G,µ) the stratum N b is
an open and closed subset of N
∆(b)
NP .
As a consequence, since the strataN∆NP are locally closed subsets of S⊗κ(v),
the same holds true for the strata N b. We endow them with the structure of a
reduced subscheme of S ⊗ κ(v).
5.3 The Ekedahl-Oort stratification
Recall that F denotes a fixed algebraic closure of Fp. We now describe the
Ekedahl-Oort stratification on S ⊗ F which has been constructed and studied
by Zhang in [Zh]. However, we give a slightly different definition, as we feel that
one should work with Λ∗ rather than with Λ, further we make the definition
independent of the choice of a cocharacter. The main results of [Zh] remain true
with the obvious changes.
The definition of the Ekedahl-Oort stratification is based on the theory of
GFp -Zips which has been developed in [PWZ1], [PWZ2], and which we will apply
to a cocharacter in the conjugacy class [ν−1]. The stratification is parametrized
by the subset JW of the Weyl group (W,S), where J ⊆ S is the type of the
conjugacy class [ν−1]. Let us recall how this data is defined: We view [ν−1] as
an element of W \ X∗(T ), as explained at the beginning of this section. Let
χdom ∈ X∗(T ) be the unique dominant element lying in [ν−1], then J := {s ∈
S | s(χdom) = χdom}. The subset J generates a subgroupWJ ofW , and (WJ , J)
is again a coxeter group. Every left coset ofWJ inW contains a unique minimal
element with respect to the length function on (W,S), and the set JW set of
these elements forms a full set of representatives for the left cosets of WJ in W
(see for example [BB], §2.4.).
Let w0 and w0,J be the longest elements of W and WJ respectively and let
xJ := w0w0,J . We have a partial order  on JW ([PWZ1], 6.3.) given as
w′  w :⇐⇒ yw′σ(xJyx
−1
J ) ≤ w for some y ∈ WJ .
This partial order induces a topology on JW such that a subset U ⊂ JW is
open if and only if for any w′ ∈ U and any w ∈ JW with w′  w one also has
w ∈ U .
If X is a scheme or a sheaf over an Fp-scheme S, denote by X
(σ) its pullback
by the absolute Frobenius x 7→ xp on S, and likewise for morphisms of objects
over S. Let κ be an algebraic extension of Fp. Since Gκ = G ⊗ κ is defined
over Fp, we have G
(σ)
κ
∼= Gκ canonically (compare Section 2.1). In particular, for
every subgroup H ⊆ Gκ the pullback H(σ) is again a subgroup of Gκ. Further,
the composition Gκ
Frobp
−→ G
(σ)
κ
∼= Gκ of the relative Frobenius morphism of Gκ
with this canonical isomorphism is an isogeny of the algebraic group Gκ. By
abuse of notation we denote this isogeny again by σ.
Let χ be a cocharacter of Gκ such that χF ∈ [ν
−1]. Using the identification
G
(σ)
κ
∼= Gκ we can view χ(σ) as a cocharacter of Gκ as well. Let P+, P− ⊆ Gκ be
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the parabolic subgroups which are characerized by the property that Lie(P±)
is the sum of the non-negative (non-positive) weight spaces with respect to the
adjoint operation of χ on Lie(Gκ). Denote by U+ and U− the corresponding
unipotent radicals and by M the common Levi subgroup of P+ and P−.
Definition 5.11 ([PWZ2], 3.1.). Let S be a scheme over κ. A GFp -zip of type
χ over S is a quadruple I = (I, I+, I−, ι), where
(1) I is a right Gκ-torsor for the fpqc-topology on S,
(2) I+ ⊆ I and I− ⊆ I are subsheaves such that I+ is a P+-torsor and I− is a
P
(σ)
− -torsor,
(3) ι : I
(σ)
+ /U
(σ)
+
∼
−→ I−/U
(σ)
− is an isomorphism of M
(σ)-torsors.
A morphism I −→ I ′ of GFp-zips over S is a Gκ-equivariant map I → I
′ which
maps I+ to I
′
+ and I− to I
′
− and is compatible with ι and ι
′.
With the natural notion of pullback the GFp -zips of type χ form a stack
GFp−Zip
χ
κ over (Sch/κ) ([PWZ2], 3.2.).
Proposition 5.12 ([PWZ2], 3.12., 3.20., 3.21.). GFp−Zip
χ
κ is a smooth algebraic
stack of dimension 0 over κ, and there is a homeomorphism of topological spaces
GFp−Zip
χ
κ(F) ≃
JW
where JW is endowed with the topology given by .
So in particular, there is a bijection between the set of isomorphism classes
of GFp -zips of type χ over F and the set
JW . We will give a precise description
of this bijection in the following section.
Construction 5.13. Let V◦ := H1dR(A ⊗ κ(v)/S ⊗ κ(v)), which is the re-
duction mod p of V◦. Let C := Fil1 V◦ = Fil1 V◦ be the Hodge filtration,
this is a locally direct summand of V◦. As explained in ([MW], §7), the con-
jugate Hodge spectral sequence also gives rise to a locally direct summand
D := R1π∗(H 0(Ω•A⊗κ(v)/S⊗κ(v))) of V
◦, and the (inverse) Cartier homomor-
phism provides isomorphisms
φ0 : (V◦/C)
(σ) ∼−→ D, φ1 : C
(σ) ∼−→ V◦/D.
We now fix a cocharacter χ and a finite extension κ of κ(v) such that χ is
defined over κ and such that χ
F
∈ [ν−1]. Recall that Gκ and thus χ and χ(σ)
act on Λ∗κ via the contragredient representation (·)
∨. Let
Λ∗κ = Fil
0
χ ⊃ Fil
1
χ ⊃ (0), (0) ⊂ Fil
χ(σ)
0 ⊂ Fil
χ(σ)
1 = Λ
∗
κ
be the descending resp. ascending filtration given in this way by χ and by χ(σ).
Then P+ is nothing but the stabilizer of Fil
•
χ in Gκ, that is,
P+ = {g ∈ Gκ | g
∨(Fil1χ) = Fil
1
χ},
and in the same fashion P
(σ)
− is the stabilizer of Fil
χ(σ)
• .
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We denote by s¯dR the reduction of the tensors s
◦
dR to V
◦, and by s¯ the base
change of s ⊂ (Λ∗Zp)
⊗ to Λ∗κ. Define
I :=IsomS⊗κ
(
(Λ∗κ, s¯)⊗OS⊗κ, (V
◦, s¯dR)⊗OS⊗κ
)
,
I+ :=IsomS⊗κ
(
(Λ∗κ, s¯,Fil
•
χ)⊗OS⊗κ, (V
◦, s¯dR,V◦ ⊃ C)⊗OS⊗κ
)
,
I− :=IsomS⊗κ
(
(Λ∗κ, s¯,Fil
χ(σ)
• )⊗OS⊗κ, (V
◦, s¯dR,D ⊂ V◦)⊗OS⊗κ
)
.
We have a natural right action of Gκ on I given by β · g := β ◦ g∨, and I+ and
I− inherit actions of P+ and P
(σ)
− .
Proposition 5.14 ([Zh], 2.4.1.). The Cartier isomorphisms induce an isomor-
phism ι : I
(σ)
+ /U
(σ)
+
∼
−→ I−/U
(σ)
− such that the tuple I = (I, I+, I−, ι) is a GFp-zip
of type χ over S ⊗ κ.
Proof. Let us show for our definitions that for every closed point x of S ⊗κ the
fibers Ix and (I+)x are trivial torsors for Gκ resp. P+: Let k(x) be the residue
class field of S at x, which is a finite extension of κ(v), let x˜ ∈ S (W (k(x)))
be a lift of x. By Prop. 4.7(iii) and Lemma 5.2 we find an isomorphism
β¯ : (Λ∗k(x), sk(x))
∼
−→ (V◦x, s¯dR,x) and a cocharacter λ¯ of Gk(x) which induces
the filtration Λ∗k(x) ⊃ β¯
−1(Cx), and further we have λ¯F ∈ [ν
−1]. Then β¯ lies
in Ix(k(x)), which shows that Ix is trivial. Moreover, λ¯ is conjugate to χ over
some finite extension of k(x). This implies that (I+)x is a P+-torsor, and as P+
is connected and k(x) is finite this torsor must be trivial.
Now all the arguments in the sections 2.2. - 2.4. and in the proof of 2.4.1. of
[Zh] carry over to our definition of I, I+ and I− with the necessary adjustments.
For every scheme S over S ⊗ κ one now obtains a GFp -zip over S by pulling
back the GFp -zip I, in other words, I defines a morphism of algebraic stacks
ζ : S ⊗ κ→ GFp−Zip
χ
κ .
Theorem 5.15 ([Zh], 3.1.2.). The morphism ζ is smooth. In particular it
induces a continuous and open map of topological spaces
ζ(F) : S (F) −→ GFp−Zip
χ
κ(F) ≃
JW.
Proof. Again, the proof of ([Zh], 3.1.2.) goes through with the obvious changes.
Remark 5.16. Though the definition of ζ depends on the choice of a cocharacter
χ, the resulting map ζ(F) : S (F) → JW is in fact independent of χ. This is a
consequence of the following two observations:
(1) Let κ′ be a finite extension of κ, let χ′ = χκ′ , and let I
′ be the GFp -zip of
type χ′ over S ⊗ κ′ given by Constr. 5.13. Then we have GFp−Zip
χ′
κ′ =
GFp−Zip
χ
κ ⊗ κ
′ and the equality I ′ = I ⊗ κ′, which means that χ and χ′
induce the same map ζ(F).
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(2) Let χ′ be a cocharacter of Gκ which is conjugate to χ over κ, say χ′ =
int(g) ◦ χ for some g ∈ G(κ). Let P ′± ⊆ Gκ be the associated parabolic
subgroups, with common Levi subgroup M ′, and again denote by I ′ the
GFp -zip associated to χ
′ (over κ). Applying the propositions 5.14 and 5.12
to κ and χ′ one obtains a map
ζ′(F) : S (F)→ GFp−Zip
χ′
κ′ (F) ≃
JW.
As P ′± = g(P±)g
−1 andM ′ = gMg−1, the element g defines an isomorphism
of algebraic stacks
Ξ: GFp−Zip
χ
κ
∼
−→ GFp−Zip
χ′
κ(
I, I+, I−, ι
)
7−→
(
I, (I+) · g
−1, (I−) · σ(g)
−1, rσ(g)−1 ◦ ι ◦ rσ(g)
)
.
(Here rσ(g) and rσ(g)−1 are the obvious isomorphisms (I
′
+)
(σ)/(U ′+)
(σ) ≃
I
(σ)
+ /U
(σ)
+ and I−/U
(σ)
− ≃ I
′
−/(U
′
−)
(σ) given by multiplication with σ(g)
resp. σ(g)−1 on the right.)
It is easy to see that Ξ(I) = I ′. Further, going through the classification
of GFp -zips in [PWZ1], [PWZ2] (see also 6.4), a straightforward but tedious
computation shows that Ξ is compatible with the homeomorphisms from
Prop. 5.12, which implies that ζ′(F) = ζ(F).
Due to Theorem 5.15 and the definition of the topology on JW , the inverse
images of elements w ∈ JW under ζ(F) are the F-valued points of locally closed
subsets Sw ⊆ S ⊗ F.
Definition 5.17. For w ∈ JW we call Sw ⊆ S ⊗ F the Ekedahl-Oort stratum
associated to w. We endow the strata Sw with the reduced subscheme structure.
Let us collect some information on these strata:
Remark 5.18. (1) Each Sw is either empty or equidimensional of dimension
l(w) (see [Zh], 3.1.6.).
(2) The Sw form a stratification of S ⊗F in the strict sense: For every w ∈ JW
we have
Sw =
⋃
w′w
Sw .
This follows from the fact that ζ is an open map and the structure of the
topological space JW .
(3) The set JW contains a unique maximal element with respect to , namely
wmax := w0,Jw0, and a unique minimal element wmin := 1. By (2), Swmax
is the unique open EO-stratum and is dense in S ⊗ F, and Swmin is closed
and contained in the closure of each stratum Sw.
(4) We do not know whether all Ekedahl-Oort strata are nonempty. In view of
(2) and (3) this is equivalent to the question whether Swmin is nonempty.
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6 Comparing the stratifications
We will now restrict our attention to the geometric fiber S ⊗ F, where the
Newton stratification and the Ekedahl-Oort stratification are both defined. The
question as to how these stratifications are related to each other can be studied
by looking at their F-valued points, since all strata are locally closed subvarieties
of S ⊗ F. Let us fix some new notations:
Notation 6.1. We still denote by F a fixed algebraic closure of Fp. Let O :=
W (F) and L := L(F). We write S := S (F). By abuse of notation we will
frequently identify geometric objects over F with their F-valued points. For
example we denote the F-valued points of N b resp. of Sw by the same symbols.
With these notations we have the decompositions
S =
◦⋃
b∈B(G,µ)
N b, S =
◦⋃
w∈JW
Sw.
We write again (B, T ) for the base change to O of our fixed Borel pair, and de-
note by (B, T ) its base change to F. For every w ∈W we choose a representative
w˙ ∈ NG(T )(O).
LetK := G(O) ⊆ G(L). The projection O ։ O/(p) = F induces a surjective
homomorphism K → G(F), g 7→ g¯. For any subgroup H ⊆ K we will denote
its image in G(F) by H . The Frobenius σ acts on K and on G(F), and these
operations are compatible in the sense that σ(g¯) = σ(g). Let K1 := {g ∈ K |
g¯ = 1}, this is a normal subgroup of K.
Definition 6.2. (i) We write 〈g〉 := {hgσ(h)−1 | h ∈ K} for the K-σ-
conjugacy class of an element g ∈ G(L).
(ii) We set C(G, µ) := {〈g〉 | g ∈ Kµ(p)K}.
6.1 A factorization lemma
It follows from Constr. 5.3 and Lemma 5.4 that there is a well-defined map
γ : S −→ C(G, µ)
which is given as follows: If x ∈ S and β : (Λ∗O, sO) ≃ (Dx, scris,x) is an iso-
morphism as in Cor. 4.8, then γ(x) := 〈gβ〉, where gβ ∈ G(L) such that
β−1 ◦ F ◦ β =: Fβ = g∨β ◦ (1 ⊗ σ), here as usual (·)
∨ is the contragredient
representation.
Remark 6.3. In the case of a PEL-type Shimura variety the map γ can be shown
to be surjective ([VW], Thm. 11.2.). We do not know whether the surjectivity
of γ holds in general, though we expect this to be true.
Let
θ˜ : C(G, µ) −→ B(G,µ), 〈g〉 7−→ [g]
be the natural map and let θ := θ˜ ◦ γ : S → B(G,µ). Then by Def. 5.8 we have
N b = θ−1({b}) for each b ∈ B(G,µ), and further we can describe the fibers of
θ˜ as follows:
θ˜−1({b}) = {〈g〉 | g ∈ Kµ(p)K ∩ b} =: C(G, µ) ∩ b, b ∈ B(G,µ).
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On the other hand for every w ∈ JW the associated Ekedahl-Oort stratum
is by definition given as Sw = ζ−1({w}). Here we simply write ζ for the map
ζ(F) : S → JW from Theorem 5.15. We will now explain that one also has a
factorization ζ˜ : C(G, µ)→ JW such that ζ = ζ˜◦γ, and give a precise description
of the inverse image ζ˜−1({w}) for w ∈ JW .
As we have seen in Remark 5.16, the map ζ does not depend on the choice
of the cocharacter χ, nor on the choice of κ. We may and will therefore suppose
without loss of generality that χ is the unique dominant cocharacter contained in
[ν−1], in other words that χ = σ−1(µ). To χ we have the associated subgroups
P±, U± and M of GF as in Section 5.3. By ([SGA3], Exp. XXVI) we may
extend these groups to GO as follows: Let M ⊆ GO be the centralizer of χ in
GO. Let P+ be the (unique) parabolic subgroup of GO with Levi subgroup M
which contains B, let P− be its opposite parabolic, and denote their unipotent
radicals by U±. Then we have for example P+ = P+(O) and P
(σ)
− = σ(P−(O)).
6.4. Let us review in detail the homeomorphism GFp−Zip
χ(F) ≃ JW from
Prop. 5.12 in this situation: The Frobenius isogeny gives a morphism
σ : P+/U+ ∼=M −→M
(σ) ∼= P
(σ)
− /U
(σ)
− ,
such that the tuple (GF, P+, P
(σ)
− , σ) is an algebraic zip datum in the sense of
([PWZ1], 3.1.). The associated zip group is defined as
Eχ :=
{
(mu+, σ(m)u−) | u+ ∈ U+, u− ∈ U
(σ)
− ,m ∈M
}
⊆ P+ × P
(σ)
− .
It acts on GF on the left via (p+, p−) · g = p+gp
−1
− .
The isomorphism classes of GFp-zips of type χ over F are identified with the
orbits under this action by the following construction: Every a ∈ G(F) defines a
GFp -zip Ia over F by setting
Ia := (GF, P+, a · P
(σ)
− , ιa),
where ιa is given by multiplication with a on the left, more precisely,
ιa : P
(σ)
+ /U
(σ)
+
∼=M (σ)
a·
−→ a ·M (σ) ∼= a · P
(σ)
− /U
(σ)
− .
A zip of this form is called a standard GFp -zip over F. By ([PWZ2], 3.5.), every
GFp -zip I of type χ over F is isomorphic to a standard zip: If i+ ∈ I+ and
i− ∈ I− such that ι(i
(σ)
+ U
(σ)
+ ) = i−U
(σ)
− , and if a ∈ G(F) such that i− = i+ · a,
then I ≃ Ia. Further the assignment Ia 7→ Eχ · a is well-defined and Ia ≃ Ia′
if and only if Eχ · a = Eχ · a′ ([PWZ2], 3.10). This construction can be made
functorial and induces an isomorphism of stacks GFp−Zip
χ ⊗ F ≃
[
Eχ \ GF
]
.
([PWZ2], 3.11.)
Let B− be the Borel subgroup of GO which is opposite to B with respect to T ,
let B− be its reduction to GF, and let y := w˙0,J w˙0. Then the triple (B−, T, y¯)
is a frame for the zip datum (G
F
, P+, P
(σ)
− , σ) in the sense of ([PWZ1], 3.6.).
Let (W,S−) be the Weyl group with respect to the pair (B−, T ). We need to
compare it to (W,S), as for example explained in ([PWZ1], §2.3.): There is
a unique isomorphism δ : (W,S)→ (W,S−) of coxeter groups which is induced
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from an inner automorphism int(g), where g ∈ G(F) such that gBg−1 = B− and
gTg−1 = T . Since in our case we may choose g = ¯˙w0, we see that δ(w) = w0ww0
for w ∈ W . Applying the results of ([PWZ1], §6, §7), which are formulated for
the Weyl group (W,S−), we see that the assignment
JW −→ Eχ \ GF, w 7−→ O
w := Eχ · (y¯ ˙δ(w)) = Eχ · ( ¯˙w0,J ¯˙w ¯˙w0)
is bijective, and that Ow
′
is contained in the closure of Ow if and only if w′  w
(we defined  in section 5.3).
Altogether we obtain the homeomorphism GFp−Zip
χ(F) ≃ JW from 5.12:
It maps the ismomorphism class of Ia to the unique w ∈
JW such that a ∈ Ow .
Remark 6.5. (1) We have already used the fact that for every n ∈ NG(T )(F)
and t ∈ T (F) = T we have Eχ ·nt = Eχ ·n. This is a consequence of Lang’s
Theorem, since {(t′, σ(t′)) | t′ ∈ T } ⊆ Eχ.
We will make liberal use of this property, for example we also use the set of
representatives { ˙w0,Jww0 | w ∈ JW} for the set of Eχ-orbits.
(2) We have w˙0,J ∈ M(O) and therefore ( ¯˙w0,J , σ(w˙0,J )) ∈ Eχ (independent of
the choice of the lift for w0,J ). So { ˙ww0σ(w0,J ) | w ∈
JW} is also a set of
representatives for the Eχ-orbits in GF.
Definition 6.6. For an element g ∈ G(L) let [[g]] be the set of all K-σ-
conjugates of elements in K1gK1, i.e.
[[g]] := {hg′σ(h)−1 | g′ ∈ K1gK1}.
If g ∈ Kµ(p)K, we will also identify [[g]] with its image in C(G, µ).
Since K1 is a normal subgroup of K, the sets [[g]] form a decomposition of
G(L) (resp. C(G, µ)) into equivalence classes. These classes have been defined
and studied in greater generality by Viehmann in [Vi1].
Proposition 6.7. Define ζ˜ : C(G, µ)→ JW as the composition
C(G, µ) −→ Eχ \ GF ≃
JW.
〈h1µ(p)h2〉 7−→ Eχ · (σ
−1(h¯2)h¯1)
The following hold:
(i) The map ζ˜ is well-defined.
(ii) We have the identity ζ = ζ˜ ◦ γ.
(iii) For g, g′ ∈ Kµ(p)K we have ζ˜(〈g〉) = ζ˜(〈g′〉)⇐⇒ [[g]] = [[g′]].
Proof. For every root α ∈ Φ let Uα : Ga,O → GO be the associated root group.
For every α ∈ Φ and λ ∈ X∗(T ) we have the relation
λ(p)Uα(x)λ(p)
−1 = Uα(p
〈α,λ〉x) for all x ∈ L. (*)
In particular, if 〈α, λ〉 > 0 then λ(p)Uα(O)λ(p)−1 ⊆ K1.
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(i) To show that ζ˜ is well-defined it is clearly enough to show that the orbit
Eχ · (σ−1(h¯2)h¯1) is independent of the choice of h1 and h2 (see also [HL],
where a similar result is proved in Lemma 4.1.). So let h′1, h
′
2 ∈ K (i = 1, 2)
such that h1µ(p)h2 = h
′
1µ(p)h
′
2. We define
c1 := h
−1
1 h
′
1, c˜2 := h2(h
′
2)
−1, c2 := σ
−1(c˜2).
Then c¯2(σ
−1(h¯′2)h¯
′
1)c¯
−1
1 = σ
−1(h¯2)h¯1, so it suffices to show that (c¯2, c¯1) ∈
Eχ.
Since c1 = µ(p)c˜2µ(p)
−1, we have c2 ∈ Kχ := K ∩ χ(p)
−1Kχ(p). This is
the stabilizer of two points in the Bruhat-Tits building of GL (in fact, it
is even a parahoric subgroup of G(L), since χ is minuscule), so we may
apply the structure theory for these groups to Kχ:
For all α ∈ Φ define Uχα := Uα(L) ∩ Kχ. From (∗) we see that U
χ
α =
Uα(paO) with a = max{0,−〈α, χ〉}. Note that Uχα ⊆ K1 if 〈α, χ〉 < 0.
Now it follows from ([Ti1], 3.1.) that we may write c2 = u−u+m, where
u+ ∈
∏
〈α,χ〉>0
Uχα ⊆ U+(O), u− ∈
∏
〈α,χ〉<0
Uχα ⊆ K1, m ∈M(O)
(here we use that NGT (L) ∩Kχ ⊆ M(O) which can be easily checked).
Thus we have c¯2 ∈ P+, with Levi component m¯. Using the equation
σ−1(c1) = χ(p)c2χ(p)
−1 we now see that c1 = u
′
+u
′
−σ(m) with u
′
− ∈
σ(U−(O)) and
u′+ ∈ σ
( ∏
〈α,χ〉>0
χ(p)Uχαχ(p)
−1
)
⊆ K1.
Hence c¯1 ∈ P
(σ)
− and has Levi component σ(m) = σ(m¯), which shows that
(c¯2, c¯1) ∈ Eχ.
(iii) Now we investigate the fibers of ζ˜ (cf. the proof of Thm. 1.1.(1) in
[Vi1]). Let 〈g〉, 〈g′〉 ∈ C(µ,K). Since everything only depends on the K-
σ-conjugacy classes we may suppose that g = hµ(p) and g′ = h′µ(p) for
h, h′ ∈ K. By definition of ζ˜ we then have to show that
Eχ · h¯ = Eχ · h¯
′ ⇐⇒ [[hµ(p)]] = [[h′µ(p)]].
The implication ”⇐=” follows directly from the proof of (i). Conversely,
let (p+, p−) ∈ Eχ such that p+h¯p
−1
− = h¯
′. We may choose
m ∈M(O), u+ ∈ U+(O), u− ∈ σ(U−(O))
such that p+ = u¯+m¯ and p− = u¯−σ(m¯). By (∗) we have µ(p)−1u
−1
− µ(p) ∈
K1 and µ(p)σ(u+)µ(p)
−1 ∈ K1. Thus, using the fact that σ(m)−1 com-
mutes with µ(p), we find that
[[h′µ(p)]] = [[u+mhσ(m)
−1u−1− µ(p)]] = [[u+mhσ(m)
−1µ(p)]]
= [[mhσ(m)−1µ(p)σ(u+)]] = [[mhσ(m)
−1µ(p)]]
= [[mhµ(p)σ(m)−1]] = [[hµ(p)]].
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(ii) Finally we check that ζ = ζ˜ ◦ γ. Let I be the GFp-zip associated to χ in
Constr. 5.13, which defines ζ. Consider a point x ∈ S. Let β : (Λ∗O, sO)→
(Dx, scris,x) be an isomorphism, and let Fβ = g
∨
β ◦(1⊗σ) for gβ ∈ Kµ(p)K,
then γ(x) = 〈gβ〉. We may suppose that gβ = hµ(p) for some h ∈ K
(compare Lemma 5.4). In view of the classification of GFp -zips over F and
the definitions of ζ and ζ˜ we then have to show that the pullback Ix is
isomorphic to the standard zip I h¯.
Let Λ∗
F
= Λ∗χ,0 ⊕ Λ
∗
χ,1 be the weight decomposition of with respect to
the action of µ on Λ∗
F
(using, as always, the representation (·)∨), and
likewise for µ. Keeping the notations of 5.13, by definition we have Ix =
(Ix, I+,x, I−,x, ιx), where
Ix :=IsomF
(
(Λ∗
F
, s¯), (V◦x, s¯dR,x)
)
,
I+,x :=IsomF
(
(Λ∗
F
, s¯,Λ∗
F
⊃ Λ∗χ,1), (V
◦
x, s¯dR,x,V◦x ⊃ Cx)
)
,
I−,x :=IsomF
(
(Λ∗
F
, s¯,Λ∗µ,0 ⊂ Λ
∗
F
), (V◦x, s¯dR,x,Dx ⊂ V◦x)
)
,
and ιx : I
(σ)
+,x/U
(σ)
+ → I−,x/U
(σ)
− is given as follows: Fix an element η− ∈
I−,x. Then for each η+ ∈ Ix,+ the image ιx(η
(σ)
+ U
(σ)
+ ) is the U
(σ)
− -coset of
the isomorphism
Λ∗
F
= Λ∗µ,0 ⊕ Λ
∗
µ,1
η
(σ)
+
−→ η
(σ)
+ (Λ
∗
µ,0)⊕ C
(σ) ≃ (V◦
(σ)
/C(σ))⊕ C(σ)
φ0⊕φ1
−→ D ⊕ (V◦/D) ≃ D ⊕ η−(Λ
∗
µ,1) = V
◦
(here we have omitted the subscripts), and this is in fact independent of
the choice of η−.
Let (Dx, F , V ) be the reduction mod p of Dx, this is the contravariant
Dieudonne´ space of Ax[p] (compare the proof of Lemma 5.4). We use
the canonical isomorphism (V◦x, s¯dR,x) ∼= (Dx, scris,x). By the result of
Oda ([Od], 5.11.) we know that Cx and Dx correspond to the subspaces
ker(F ) = im(V ) and ker(V ) = im(F ) of Dx respectively, and the isomor-
phisms φ0 and φ1 get identified with the maps
(
Dx/ ker(F )
)(σ) F lin
−→ im(F ), im(V )(σ)
(V
−1
)lin
−→ Dx/ ker(V ).
Note that V lin : Dx → D
(σ)
x is given by p · (F lin)−1, so we have the identity
(β(σ))−1 ◦ V lin ◦ β = p · (g∨β )
−1. Denote by pri the projections on the
factors of the decomposition Λ∗
F
= Λ∗µ,0 ⊕ Λ
∗
µ,1. The reduction mod p of
the map on Λ∗O given by µ(p)
∨ is exactly pr0, and the reduction of the
map p · (µ(p)∨)−1 is pr1, so we have the commutative diagrams
Dx
(σ) F
lin
// Dx
Λ∗
F
h¯∨◦pr0 //
β¯(σ)
OO
Λ∗
F
β¯
OO Dx
V
lin
// Dx
(σ)
Λ∗
F
pr1◦(h¯
∨)−1 //
β¯
OO
Λ∗
F
β¯(σ)
OO ,
and in particular β¯−1(ker(F )) = (1⊗σ−1)(Λ∗µ,1) = Λ
∗
χ,1 and β¯
−1(im(F )) =
h¯∨(Λ∗µ,0). This implies that β¯ ∈ Ix,+ and β¯ · h¯ = β¯ ◦ h¯
∨ ∈ Ix,−. Putting
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things together and setting C0 := β¯(σ)(Λ∗µ,0) and D1 := β¯(h¯
∨(Λ∗µ,1)), from
the diagrams above we obtain a commutative diagram
V◦
(σ)
≃ C0 ⊕ C(σ)
φ0⊕φ1 // D ⊕D1 ≃ V◦
Λ∗
F
h¯∨ //
β¯(σ)
OO
Λ∗
F
β¯
OO
which shows that ιx(β¯
(σ)U
(σ)
+ ) = (β¯◦ h¯
∨)U
(σ)
− . So we have indeed Ix ∼ I h¯,
which concludes the proof.
6.2 Group theoretic criteria and the µ-ordinary locus
Let us summarize the results of the last subsection: The Newton strata N b and
Ekedahl-Oort strata Sw are given as the fibers of the maps θ and ζ respectively.
We have a commutative diagram
B(G,µ)
S
θ
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤ γ //
ζ
++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱ C(G, µ)
θ˜
99ttttttttt
ζ˜
%%❑❑
❑❑
❑❑
❑❑
❑❑
JW
For b ∈ B(G,µ) we have θ˜−1({b}) = C(G, µ) ∩ b and, in view of 6.4, Re-
mark 6.5 and Prop. 6.7, for w ∈ JW we have ζ˜−1({w}) = [[w˙0,J w˙w˙0µ(p)]] =
[[w˙w˙0σ(w˙0,J )µ(p)]], compare ([Vi1], Thm. 1.1.(1)).
Definition 6.8. For w ∈ JW we define w˜ := w˙w˙0σ(w˙0,J )µ(p).
We note a few consequences for the comparison of the two stratifications:
(1) For b ∈ B(G,µ) and w ∈ JW we have the following necessary criterion for
the corresponding strata to intersect:
If N b ∩ Sw 6= ∅, then (C(G, µ) ∩ b) ∩ [[w˜]] = b ∩ [[w˜]] 6= ∅.
If the map γ is surjective, then this criterion is also sufficient.
(2) Let b ∈ B(G,µ), w ∈ JW . If [[w˜]] ⊆ C(G, µ) ∩ b (resp. ⊇, resp. =), then
Sw ⊆ N b (resp. ⊇, resp. =).
(3) Let I := {g ∈ K | g¯ ∈ B} ⊆ K, this is an Iwahori subgroup of G(L).
By ([Vi1], Thm. 1.1.(2)), for every w ∈ JW any element of Iw˜I is I-σ-
conjugate to an element in K1w˜K1, which means that in particular the sets
Iw˜I and [[w˜]] have the same image in C(G, µ). Hence we may replace [[w˜]]
by Iw˜I in (1) and (2).
In particular the question whether Newton strata and Ekedahl-Oort strata
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intersect is closely related to the study of affine Deligne-Lusztig varieties:
Let w ∈ JW and b ∈ B(G,µ), and choose a b0 ∈ b. The affine Deligne-
Lusztig variety of w˜ and b0 is defined as Xw˜(b0) := {gI ∈ G(L)/I |
g−1b0σ(g) ∈ Iw˜I}. It is nonempty if and only if b and Iw˜I intersect. So if
N b ∩ Sw 6= ∅ then Xw˜(b0) 6= ∅, and the converse is true if γ is surjective.
As an application of these principles we can now prove our main results on
the µ-ordinary locus:
Proposition 6.9. We have the equalities Kµ(p)K ∩ [µ(p)] = 〈µ(p)〉 = [[µ(p)]].
In fact, this statement holds true in a more general setup. We will restate
and prove this proposition in the next section. It implies the main theorems
already stated in the introduction:
Theorem 6.10 (cf. Thm. 1.2). The µ-ordinary locus in S is equal to the open
Ekedahl-Oort stratum Swmax , in particular it is open and dense. Further, for
any two F-valued points x, x′ in the µ-ordinary locus there is an isomorphism
(Dx, scris,x) ≃ (Dx′ , scris,x′).
Proof. The µ-ordinary locus is by definition equal to N bmax , and we have bmax =
[µ(p)], see Remark 5.7. On the other hand, as wmax = w0,Jw0, we have
[[w˜max]] = [[µ(p)]]. So the equality of the strata follows from Prop. 6.9 and
the observation (2) above. By Remark 5.18(3), Swmax is open and dense in S,
so the same holds for the µ-ordinary locus. Since Prop. 6.9 also asserts that
we have the equality N bmax = γ−1({〈µ(p)〉}), the last statement follows from
Corollary 5.5.
Corollary 6.11 (cf. Thm. 1.1). The µ-ordinary locus in S ⊗κ(v) is open and
dense.
7 Ordinary loci for reductive unramified groups
In the final section of this paper we prove Prop. 6.9 in a more general setup
which also includes the function field case. We modify our notation accordingly:
Notation 7.1. Let Fq be a finite extension of Fp, and let F be either Qq or the
field Fq((t)) of Laurent series. We denote by L the completion of the maximal
unramified extension of F , i.e. either L = Frac(W (F)) or L = F((t)). Here as
before F is an algebraic closure of Fp. Let O ⊆ L and OF ⊆ F be the valuation
rings respectively, let ǫ be a uniformizing element of OF (and hence of O), e.g.
ǫ = p in the case of mixed characteristics or ǫ = t in the equicharacteristic case.
In this section we denote by σ the Frobenius map a 7→ aq of F over Fq, and also
the corresponding maps on O and on L.
Let G be a connected, reductive group over OF (it is then quasisplit and
split over a finite unramified extension of OF ). Fix a Borel pair (B, T ) defined
over OF . As before, we obtain the groups X∗(T ), X∗(T ) of cocharacters and
characters of T over O, the roots resp. positive roots Φ∗ ⊂ Φ ⊂ X∗(T ) with
respect to T , and the Weyl group (W,S), all equipped with an action of σ.
As in section 6 let K := G(O) and K1 := {g ∈ K | g¯ = 1}, and for g ∈ G(L)
define the sets [g], 〈g〉 and [[g]] as before. Let I := {g ∈ K | g¯ ∈ B(k)}, this is
an Iwahori subgroup of G(L).
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The formulation of Prop. 6.9 in this context reads as follows:
Proposition 7.2. Let µ ∈ X∗(T ) be a dominant cocharacter. Then for g ∈
G(L) the following are equivalent:
(i) g ∈ [µ(ǫ)] ∩Kµ(ǫ)K,
(ii) g ∈ 〈µ(ǫ)〉,
(iii) g ∈ [[µ(ǫ)]].
Note that µ is not assumed to be minuscule.
Remark 7.3. This proposition should be seen as a generalization of ([Mo2], Thm.
1.3.7. resp. Thm. 3.2.7.): If G arises from a PEL-type Shimura datum, then
the element µ(ǫ) ∈ G(L) takes the place of the p-divisible group Xord defined in
[Mo2].
We will prove Prop. 7.2 throughout the rest of the section. Of course, the
implications (ii)⇒ (i) and (ii)⇒ (iii) are trivial.
The implication (iii) ⇒ (ii) follows from the property that every element
in the double coset Iµ(ǫ)I is σ-conjugate to µ(ǫ) by an element of I. This is
well-known, for example it is a consequence of the fact that, with the conven-
tions of [GHN], the element µ ∈ W˜ = X∗(T ) ⋊W is a fundamental (∅, 1, σ)-
alcove (see loc.cit., Thm. 3.3.1., Prop. 3.4.3.). So if g ∈ [[µ(ǫ)]], say g =
hh1µ(ǫ)h
′
1σ(h)
−1 for some h ∈ K and h1, h′1 ∈ K1, then in particular h1µ(ǫ)h
′
1 ∈
Iµ(ǫ)I and so there is an i ∈ I such that h1µ(ǫ)h′1 = iµ(ǫ)σ(i)
−1 and thus
g = (hi)µ(ǫ)σ(hi)−1 ∈ 〈µ(ǫ)〉.
To show the remaining implication we will use the Hodge-Newton decompo-
sition for affine Deligne-Lusztig sets in the affine Grassmannian, which was first
formulated for unramified groups by Kottwitz and later generalized by Manto-
van and Viehmann. We briefly recall the main statement: Let λ ∈ X∗(T ) be
a cocharacter (which is usually taken to be dominant) and let b0 ∈ G(L), then
the affine Deligne-Lusztig set associated to these elements is defined as
XGλ (b0) := {g ∈ G(L)/K | g
−1b0σ(g) ∈ Kλ(ǫ)K}.
Let M ⊆ G be a Levi subgroup defined over OF such that T ⊆ M (note that
this differs from the M considered in section 6), then M is again a connected
reductive group. Consider the Borel pair (B ∩M, T ). Then ΦM ⊆ Φ, Φ
+
M =
Φ+ ∩ΦM and the Weyl group of M is of the form (WSM , SM) for some subset
SM ⊆ S. We have the Newton map and Kottwitz map for M
νM : B(M) −→ (WM \X∗(T )Q)
〈σ〉, κM : B(M) −→ π1(M)〈σ〉.
For every λ ∈ X∗(T ) and b0 ∈M(L) there is the analogous Deligne-Lusztig set
XMλ (b0) = {m ∈M(L)/M(O) | m
−1b0σ(m) ∈ M(O)λ(ǫ)M(O)},
and a natural map XMλ (b0)→ X
G
λ (b0), which is clearly injective.
Let V := X∗(T ) ⊗Z R, it carries an action of W and of σ. Let VM ⊆ V be
the subspace of elements which are invariant under the action of WM and σ,
and let
V +M := {v ∈ VM | 〈α, v〉 > 0 for all α ∈ Φ
+ \ Φ+M}.
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Fix an n ∈ N such that σn acts as the identity on V . The composition of the
two maps
v 7−→
1
n
n−1∑
i=0
σi(v), v 7−→
1
|WM|
∑
w∈WM
w(v)
gives a projection map V ։ VM, which induces an isomorphism π1(M)〈σ〉 ⊗Z
R ≃ VM. Let π1(M)
+
〈σ〉 be the subset of elements whose image under the
resulting map π1(M)〈σ〉 → VM lies in V
+
M.
Proposition 7.4 ([MV], Thm. 6). Let λ ∈ X∗(T ) be G-dominant, let b0 ∈
M(L) such that κM([b0]M) equals the image of λ in π1(M)〈σ〉. If κM([b0]M) ∈
π1(M)
+
〈σ〉 and theM-dominant representative of νM([b0]M) ∈ (WM\X∗(T )Q)
〈σ〉
is also G-dominant, then the natural map XMλ (b0) →֒ X
G
λ (b0) is an isomorphism.
Now we show the remaining implication (i)⇒ (ii) of Prop. 7.2: Consider an
element g ∈ [µ(ǫ)]∩Kµ(ǫ)K. Then g = h−1µ(ǫ)σ(h) for some h ∈ G(L), and we
need to show that we may replace h by some element of K. By definition, h lies
in the affine Deligne-Lusztig set XGµ (µ(ǫ)). Let µ¯ :=
1
n
∑n−1
i=0 σ
i(µ), where as
before n ∈ N is chosen such that σn acts as the identity. Consider the subgroup
M := CentG(µ¯) := CentG(n · µ¯) ⊆ G,
this is a Levi subgroup (cf. [SGA3], Exp. XXVI, Cor. 6.10.) which is defined
over OF , as n · µ¯ is σ-invariant.
We claim that µ(ǫ) is central in M: Indeed, we have
Z(M) =
⋂
α∈ΦM
ker(α) ⊆ T
(see [SGA3], Exp. XXII, Cor. 4.1.6.). Let α ∈ Φ+M. By definition of M the
cocharacter n · µ¯ maps to the center of M, so we find that
0 = 〈α, n · µ¯〉 =
n−1∑
i=0
〈α, σi(µ)〉.
Since σ acts on the set of dominant cocharacters, every summand in the upper
equation is nonnegative, so they are all equal to zero. In particular, 〈α, µ〉 = 0
(for every α ∈ Φ+M), which implies that µ is also central in M.
Next, note that the pair (µ, µ(ǫ)) satisfies the conditions of Prop. 7.4: The
M-dominant Newton vector of [µ(ǫ)]M is exactly µ¯ (cf. Remark 5.7), which is
G-dominant as well. Further, the image of κM([µ(ǫ)]M) in VM is the projection
of µ ∈ V to VM, which is also equal to µ¯, and this lies in V
+
M by definition ofM.
We have therefore the Hodge-Newton decomposition XMµ (µ(ǫ))
∼= XGµ (µ(ǫ)), so
there is an element m ∈ M(L) such that
mK = hK and m−1µ(ǫ)σ(m) ∈M(O)µ(ǫ)M(O).
Since µ(ǫ) commutes with every element ofM(L), the last equation implies that
m−1σ(m) ∈ M(O). As M is a connected reductive group over O, a variant
of Lang’s theorem holds for M(O) (see [Vi1], Lemma 2.1.), so we obtain an
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element m′ ∈ M(O) such that (m′)−1σ(m′) = m−1σ(m). Let c ∈ K such that
h = mc, then altogether we have
g = h−1µ(ǫ)σ(h) = c−1(m−1µ(ǫ)σ(m))σ(c)
= c−1(m−1σ(m)µ(ǫ))σ(c)
= c−1((m′)−1σ(m′)µ(ǫ))σ(c)
= c−1(m′)−1µ(ǫ)σ(m′)σ(c) ∈ 〈µ(ǫ)〉,
which was to be shown. This concludes the proof of Prop. 7.2. 
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