The second in a two-part series, this paper extends the 3rd-order Spectral Representation Method for simulation of ergodic multi-variate stochastic processes according to a prescribed cross power spectral density and cross bispectral density. The 2 nd and 3 rd order ensemble properties of the simulated stochastic vector processes are shown to satisfy the target cross correlation properties in expectation. A multi-indexed frequency discretization is introduced to ensure ergodicity of the sample functions. This is first shown for uni-variate processes and then the simulation formula for multi-variate processes is provided. Ensemble properties and ergodicity of the sample functions are proven. Additionally, it is shown that the simulations can be implemented efficiently with the Fast Fourier Transform, which greatly reduces computational effort. An example involving the simulation of turbulent wind velocity fluctuations is presented to further highlight the features and applications of the algorithm.
Introduction
Numerous civil and mechanical systems involve uncertainties that can be characterized by stochastic processes or fields. Even multiples decades after its inception, monte Carlo Simulation remains the benchmark method for solving a wide-range of non-linear stochastic mechanics problems. In these cases, the monte Carlo simulation framework requires generation of sample functions of the stochastic processes and fields. A brief review of methods used for the simulation of stochastic processes/fields is presented in Part I of this article [1] .
In this work, we are specifically interested in the simulation of multi-variate stochastic processes (stochastic vector processes), which are composed of multiple correlated random processes occurring at different discrete spatial locations. Several methods, dating back nearly 50 years, have been proposed for the simulation of stochastic vector processes including methods for stationary, non-stationary, Gaussian and non-Gaussian processes. much of this began with the seminal work of Shinozuka who proposed the Spectral Representation method (SRM) in the early 1970s [2] . Later, in the late 1980s, Mignolet and Spanos [3, 4] , in a 2-part paper, introduced the recursive simulation of stationary multivariate stochastic processes based on autoregressive moving averages methods. This was followed by numerous works in the 1990s, when much of the theory for the SRM was developed. Li and Kareem [5] developed a framework for the simulation of non-stationary multi-variate processes with the use of a stochastic decomposition technique and later developed a hybrid discrete Fourier Transform and digital filtering approach [6] . With regard to the SRM, Deodatis developed the theoretical framework for simulation of ergodic, Gaussian stochastic vector processes in 1996 [7] , with subsequent extensions to non-stationary [8] and non-Gaussian processes [9] . more recently, the iterative translation approximation method (ITAM) has been proposed for the efficient simulation of non-Gaussian stochastic vector translation processes by Shields and Deodatis [10] . Very recently, Liu et al. [11] , proposed a novel method based on the combination of SRM with a proper orthogonal decomposition for dimension reduction.
The purpose of this Part II article is to extend the 3rd-order Spectral Representation method developed in [12, 1] to simulate non-Gaussian multi-variate random processes with specified cross-spectral density and cross-bispectral density. Higher-order (non-Gaussian) multi-variate random processes occur often in nature when non-Gaussian random processes at different spatial locations are related through a specified correlation. For example, seismic acceleration records or wind velocity/pressure time histories at nearby locations may be nonGaussian in nature and strongly correlated. As such, it is important to model these spatially correlated random processes for use with physics-based models of, for example, structures subjected to wind, seismic, or sea wave excitations at multiple locations.
Another important contribution of the work is the introduction of a modified third-order SRM simulation formula for the generation of ergodic stochastic processes. The existing formulation presented in [12, 1] produces realizations that are non-ergodic and a doubled frequency indexing is presented herein to ensure ergodicity of the sample functions. Finally, we show that the simulation formula can be implemented with the powerful Fast Fourier Transform (FFT), which leads to tremendous gains in computational time.
As a notational note, this Part II paper differs from Part I in the following ways. Since Part I focused on multi-dimensional processes whose randomness is indexed on a spatial variable, random fields were indexed on the spatial variable x with spatial separation denoted by ξ and wave number κ. This Part II paper, on the other hand, deals with temporal randomness and therefore the random processes are indexed on the time variable t with time lag τ and circular frequency denoted by ω.
Properties of Stochastic Vector Processes
Before developing the simulation methodologies, we present several important definitions and properties of stochastic vector processes. First, the concepts of stationarity (up to various orders) are presented. Next, the ensemble properties of multi-variate processes are presented. Finally, the spectral properties are discussed.
Let us first begin with a basic definition of a stochastic vector process: Definition 2.1. A complex-valued random vector f is considered a stochastic vector process if its individual individual components {f i } are all indexed by the same continuous time parameter t as:
f (t) = [f 1 (t), f 2 (t), . . . , f m (t)].
(1)
Stationary Stochastic Vector Processes
Stationarity refers to the probabilistic invariance of the random process/field under a shift in the indexing parameter (time or space). Similar to Part I, we present 3 notions of stationarity for stochastic vector processes, although they are presented somewhat more succinctly here.
Strictly or Strongly Stationary Random Processes
A stochastic vector process f (t) is said to be strictly stationary, or strongly stationary, if the complete joint probability measure is invariant to a shift in index. For instance, suppose that f (t) has m × M -dimensional joint cumulative distribution function for any finite number of stochastic vector processes m having m discrete time increments, given by
, the vector process is said to be strongly stationary if
It follows directly that all lower-dimensional distributions are similarly invariant to a shift in index, τ , and that any characteristic of the joint distribution (i.e. moments, cumulants, etc.) are independent of τ .
k th -order Stationary Random Processes
Following the definitions presented in 2.1.1, a stochastic vector process is said to be k th order stationary if the process is probabilistically invariant up to order k. That is, the following condition is satisfied:
where F (k) (·) is the k th order joint cumulative distribution function. It is again apparent that all measures of order < k are similarly invariant to a shift in the index τ . It is important to understand the concepts of 3 rd -order stationarity in stochastic vector processes as the proposed methodology simulates vector processes that are 3 rd -order stationary.
Weak or Wide-Sense Stationary Random Processes
A random process is considered to be weakly, or wide-sense stationary if the joint probability distribution up to 2 nd -order is invariant to a shift in index. In other words, a weakly stationary random process is a k th -order random process with k = 2.
Ensemble Properties of Stochastic Vector Processes
Consider a one-dimensional, m-variate (1D-mV) third-order stationary stochastic vector process f (t) with components [f 1 (t), f 2 (t), .......f m (t)] having zero mean for each component,
The second-order correlation function of this stochastic vector process is given by
which is generally provided through the cross-correlation matrix given by
Similarly, the third-order correlation function of a stochastic vector process can be expressed as follows:
and can be represented through the following tensorial form as a multidimensional array
For real-valued, third-order stationary stochastic vector processes, the following secondorder symmetry relationships hold,
and the following third-order symmetry conditions hold,
Spectral Properties of Stochastic Vector Processes
The ensemble properties of the stochastic vector properties relate to their spectral properties through the following Wiener-Khintchine transformations
where B ijk (ω 1 , ω 2 ) is the cross-bispectral density.
The second-order cross spectral density can be represented by following cross-spectral density matrix having terms given above:
Similarly, the third-order cross-bispectral density is represented in tensorial form by the following multidimensional array
The second and third order cross spectral density functions are complex valued in general and the following symmetry conditions hold
3. Simulation of stochastic vector processes by 2nd-order Spectral Representation method
The formula for the simulation of ergodic stochastic vector processes by 2 nd -order Spectral
Representation method is proposed in [7] . In this method, only 2 nd -order spectral information in the form of cross-spectral density is used for simulating sample functions. First, the cross spectral density S(ω) is decomposed as follows
where the superscript T * denotes the matrix conjugate transpose. This decomposition can be carried out in many ways including Cholesky decomposition or eigenvalue decomposition. Throughout this study, whenever such a decomposition of any type of cross spectral density is presented it is assumed to be done by eigenvalue decomposition. This preference is due to the numerical stability of the eigenvalue decomposition in different computational implementations. In this case, the eigenvalue decomposition is given explicitly by
and the matrix H in Eq. (19) is given by H = Φ √ Σ.
The decomposed cross-spectral density matrix takes the following form
where the diagonal elements are real functions of ω and the off-diagonal elements could potentially be complex functions of ω and possesses the following symmetry conditions,
The off-diagonal elements can be written in the polar form as
where
The stochastic process f j (t); j = 1, 2, . . . n can be simulated by the following summation
and φ lk are indepedent random phase angles uniformly distribution on the interval [0, 2π].
The sample functions simulated by the above simulation formula are ergodic in first and second-order correlation properties, details of which can be found in [7] .
Simulation of ergodic 3
rd -order random processes by Spectral Representation method Let us briefly return to the case of univariate stochastic processes to introduce a slight variation to the 3 rd -order SRM presented in [12] to generate ergodic sample functions. We then provide proofs of ergodicity and return to the multi-variate case in Section 5.
The formula presented in [12] for the simulation of 3 rd -order stochastic processes with asymmetric non-linear wave interactions defined through a specified power spectrum S(ω) and bispectrum B(ω i , ω j ), is given by
and φ i are independent random phase angles uniformly distributed on the interval [0, 2π].
Although the samples functions simulated by the above formula are proven to satisfy both the prescribed power spectrum and bispectrum in ensemble, they are not ergodic. But simply modifying the frequency indexing increment in the following way makes the sample functions ergodic up to the third order.
With the new increments, the sample functions are periodic, with period
and the sample functions are ergodic up to third order when simulated up to time T = T 0 .
The ergodicity proofs follow.
Ergodicity in mean-value
Ergodicity in the mean-value requires that:
where · T denotes a time averaging over a time interval T . Ergodicity in the mean value is proven by substituting the simulation formula in Eq. (27) into the temporal averaging as
The integrand in the above equation is periodic in t with period equal to T 0 as given in (31). It is therefore obvious that
The above equation shows that the temporal average is equal to the ensemble value when the length of the sample function is equal to T 0 . Hence, the sample functions are ergodic in the mean.
Ergodicity in correlation
Ergodicity in correlation requires that:
The temporal average of the product of any two time instances of a sample function can be computed by, again substituting the simulation formal for f (t) as follows
Expanding the integrand yields:
The integrand of this equation has four terms. The first term can be simplified as follows:
It is straightforward to see that
so the expression simplifies to
The second term reduces as follows:
The third term of the integrand similarly reduces to zero.
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The final term is reduces as follows:
We observe that
and therefore this simplifies to
where S I (ω) denotes the portion of the power spectrum arising from wave interactions with
Combining Eqs. (40) and (47), we see that
and therefore the sample functions are ergodic in the second-order correlation when simulated with length T 0 .
Ergodicity in third-order moment
Ergodicity in the third-order moment requires that:
Again, we start by taking the temporal average of the product of any three time instances of a sample function as follows
Only analyzing the terms that do not integrate to zero, we have
We have that
and therefore
As a result, the proposed simulation formula produces samples that are ergodic in their third-order moments.
Simulation of ergodic stochastic vector processes by 3rd-order Spectral Representation method
Now that we have established the equation for simulation of univariate ergodic stochastic processes, let us return to the multi-variate case. To simulate the 1D-mV stationary stochas-
T , the pure component of the 2nd-order cross spectral density S p (ω) must be computed first. In case of a simple 1D-1V stationary stochastic processes, the computation is straightforward, see Eq. (28). However, the pure cross-spectral density for a stochastic vector process is not trivial, and requires us to resort to Einstein (tensor) notation. This notation can be leveraged in various programming language like Python which make computations via the Einstein notation very appealing.
where the term G(ω) is the inverse of the decomposed pure cross-spectral density derived as follows. Similar to the 2 nd -order expansion, the pure cross-spectral density can be decomposed using the eigenvalue decomposition as
and having the following properties
We then define G(ω) = (H(ω)) −1 , which again can be expressed in polar coordinates as:
The stochastic process f a (t); a = 1, 2, . . . m in this case can be simulated as follows:
is the biphase, and
The stochastic vector processes simulated using Eq. (59) satisfy both ensemble and ergodic properties of the vector process up to the third order. Proofs are presented in Appendix A and Appendix B respectively.
Orthogonal increments involved in the simulation formula
For completeness, the above simulation formula has been derived in the same manner as the univariate equation in [12] and the multi-dimensional formula in Part I using a thirdorder orthogonal increment in the Cramer spectral representation. The orthogonal increment employed in the derivation of 3 rd -order stochastic vector process is given by
It can be further verified that the orthogonal increment satisfies all orthogonality conditions up to third order presented in Part 1 [1] .
Simulation by Fast Fourier Transform
The simulation formula presented above for stochastic vector processes is computationally expensive, but an be accelerated with the Fast Fourier Transform (FFT). This section presents how the simulation formula can be expressed in a form suitable for FFT. The simulation formula is given in conventional form in Eq. (59). Applying Euler's formula, e ιφ = cos(φ) + ι sin(φ), such that R[e ιφ ] = cos(φ), the simulation formula simplifies to
Discretizing the time domain using t r = r∆t and the frequency domain using the multiindexed frequency in Eq. (61) yields
Expressing this equation in terms of the standard FFT implementation, we have
where C k is given by
where we have the following conditions to ensure the ergodicity and avoid aliasing
and ∆t = 2π m∆ω .
Simulation by FFT using Eq. (65) and (66) saves considerable computational expense while retaining the desired ensemble and ergoicity properties of the sample functions.
Numerical Example
An example involving the simulation of a tri-variate stochastic vector process representing wind turbulent velocity fluctuations is provided here to illustrate the application of the proposed methodology. This example is modified from [7] . Consider three components of the simulated vector process denoted by f 1 (t), f 2 (t), f 3 (t), describing the wind velocity fluctuations at three vertical points in a wind profile (points 1,2 and 3 in Figure 1 ).
The components of the 2 nd -order cross spectrum (cross power spectrum) are given by
where S j (ω) is the power spectrum of process f j (t) and γ jk (ω) is the coherence function between processes f j (t) and f k (t). The form suggested by Kaimal 
where U (z 1 ) and U (z 2 ) are the mean wind speeds at heights z 1 and z 2 respectively, ∆z = |z 1 − z 2 |, and C z is a constant equal to 10 for structural applications.
The specific values of various parameters are obtained from [7] and using the numerical results, the elements of the cross power spectral density are given by
(1 + 6.19 * w) 
The spectra and coherences can be visualized in Fig. 2 and Fig. 3 . The diagonal components of the 3rd-order cross-spectrum (cross-bispectrum) are assumed to take the following form:
(1 + 6.19 * (w 1 + w 2 )) 5 3 B 222 (w 1 , w 2 ) = 50
(1 + 6.98 * (w 1 + w 2 )) 
while the off-diagonal terms are given by 
Sample functions of this tri-variate stochastic wind velocity process are simulated using 
A single realization of each of the vector components is plotted in Fig. 7 , which also shows comparisons with sample functions generated using the 2nd-order SRM (having the same random phase angles) for comparison.
To verify that the simulations are, indeed, possessing the prescribed statistical properties, From these tables, we see that the first and second-order ensemble moments are very close to the target for both the second and third-order simulations. However, the secondorder simulations cannot match the target third-order moments (Table 3 ). The third-order simulations, on the other hand, match all moments up to third-order with very high accuracy. 
Conclusions
In this, the second part of a two-part paper on the third-order spectral representation method (SRM), we present the simulation of stationary and ergodic, third-order multi-variate stochastic processes with the use of the fast Fourier transform. We first introduce a frequency multi-indexing for the uni-variate third-order SRM that yields ergodic sample functions. We prove the ergodicity of these simulated sample functions. Next, the simulation method is generalized for the case of multi-variate stochastic processes and proofs of ensemble and ergodic properties of the sample functions are provided in appendices. Finally, the simulation equation is reformulated in a way that allows the use of the fast Fourier transform to significantly improve computational efficiency. The method is then applied for the simulation of a tri-variate stochastic wind velocity field.
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Appendix A. Ensemble properties of simulated stochastic vector processes
In this appendix, we prove that the sample functions generated by the third-order spectral representation method for stochastic vector processes match the target properties up to thirdorder in ensemble.
Appendix A.1. First Order Properties
The multi-variate stochastic vector processes have zero mean in ensemble. This proof is trivial and can be easily derived from commutative property of expectation.
Appendix A.2. Second Order Properties
The second-order cross-correlation function of the stochastic vector processes is shown to be equal to the prescribed second-order cross-correlation function as follows.
The first term of this expression is given by
Since φ are random phase angles drawn from [0, 2π], we have that when k 1 = k 2 = k and
The second and third terms of the expression are given by
Both combinations of terms defined in A.4 are equal to zero in expectation since both involve coupling of odd number phase angles.
Finally, the fourth term of the expression is given by
Combining these four terms, we have
. Third Order Properties
The third-order cross-correlation function of the stochastic vector processes is shown to be equal to the prescribed third-order cross-correlation function as follows.
When this product is expanded, there are 6 symmetric components each taking the form
Therefore we can express R abc (τ 1 , τ 2 ) as 
Hence,
Appendix B. Ergodic properties of simulated stochastic vector processes
In this appendix, we prove that the sample functions generated by the third-order spectral representation method for stochastic vector processes are ergodic up to third-order.
Recall the simulation formula
where the multi-indexed frequency is given by
The smallest frequency wave corresponds to the largest period
yielding the wave period
. First Order Properties
Using the simulation equation above, we have
This product yields 4 terms. The first of these terms is given by
Recognizing that Of the two sets of cosine product terms above, the second product sums to zero because of odd number of random phase angles in the expansion. Simplifying the first cosine product more and recognizing that N −1
abc (τ 1 , τ 2 ) (B.24)
