Introduction
Evidence combination which poo ls different rational agents' judgments is essential to many practi cal applications, such as classification, diagnosis and radar system. In almost all these applications, the key step in reasoning process is to generate descriptions of target hypothesis and to aggregate these descrip tions to form conclusion ( [Booker, 1988] In evidence combination, theoretical frame work of probability, Dempster-Shafer' s theory of evi dence and possibility theory have bee n proposed to discuss the problem. The relation between measures and target hypothesis can be described by network model which consists of evidence nodes and hypothesis node with links indicating conjunction of evidences mapped down to the belief of hypothesis.
Thus, the assessment of high order joint conditional probabilities is required to determine the belief of tar get hypothesis. In the absence of this information, the Bayesian decision rule is used to combine each indi vidual conditional probability. Interval combination with Bayesian decision rule has bee n discussed in [Cheng & Kashyap, 1988] . Dempster-Shafer's rule of combination ( [Dempster, 1967] [Shafer, 1986] ) has received great attention recently. The implementation of this rule is carr ied out by normalization and multi plication of weights of support, conflict and ignorance where evidence is assumed to be independent and dis tinct The combination technique applied in possibil ity theory extends the concept of the rule where nor malization is not needed [Zadeh, 1986] In this paper, we present a framework to deal with belief combination of various types of evidence and also ensure the combination satisfying some fun damental properties. Section 2 will deal with the basic axioms that should be satisfied by all rules. Section 3 will discuss the problem of conflicting evi dence and how it can be handled. Section 4 discusses our approach to developing decision rules which obey all the necessary axioms and handles the conflicting evidences systematically. Section 6 handles the dependency problems. Section 8 gives the conclu sions.
Necessary Properties or Axioms
Every evidence discussed here is represented by a numerical interval, say [a,b]. We will state this as a definition.
Definition (evidence).
An evidence e regarding a hypothesis H is represented by a numerical interval The next axiom assoc iativity deals with the require ment that when we have several (more than two) evi dences, combine them pairwise, the final result is independent of the order in which they are com bined. 
AS. The interval [ O ,I
) is the identity,
The motivation for this axiom is that when an evi and hence won't be discussed. The final necessary property or axiom is symmetry (A6).
A6. Symmetry of an interval
Recall that [a,b) means that the basic probability in support of H, varies from a to b. But this also means that basic probability in support of H varies from (1-
We also need the enhancement property when the component evidences are not in conflict. This will be discussed later. 
A New Approach for Handling Confticting Evi dences
We need a fresh strategy to construct combina tion rules which obey both the necessary axioms (A1)-(A6), the conflict resolution property (B1) and the reinforcement property (B2) in non-conflict situa tions. The strategy is to reinforce the strength of non conflicting portion of evidence and decrease the strength of conflicting portion. We can envision the following three steps:
Step 1: Homeomorphically transform (a,b), (a.b)e S, , 1957] , so that the one component u is equivalent to the discrimina tion measure (i.e., support for H minus support for H given in (4)). u < 0 (>0) means discrimination is negative (positive) respectively.
Step 2: Let (Ut.Vl) and (u2,v2) be the maps of 
The function f 1 plays the key role in combining conflicting and non-conflicting components. f2
affects the width of interval.
Step 3: Map (u,v)e R back into the corr esponding point inS, say (e,t)e S; the resulting interval is [e,f].
The step 1 ass ures the satisfaction of the clo sure axiom (A1), the symmetry axiom (A6) and the conflict resolution property.
Step 2 assures the satis faction of the remaining properties. We will give one specific rule:
T-P combination rule (Triangle to plane map)
Step 1. Here we map the pennissible triangle region, ABC, into a plane region as shown in Figure 2 . Note c=(0,1)�c · =(0,0). The point (a1 ,b1) is mapped to (Ut ,V t) :
Note as N�oo, �(1+a1-b1)1=l!(bt-a1 u =Ut +u2 (7) v = V t +v2
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Step 3. 
The width of the resulting interval is:
The 1P rule satisfies (B1) when the two evidences are highly conflicting, i.e., I Ut I >V t, I u2 l :> v2, I u t I� I u2 l and u t and u2 are of opposite signs Here the DS's property of reinforcement all-the-time is handy. TR satisfi es the property of reinforcement in these data sets.
Dependency Handling
Recall that when two experts arr ive at intervals use the same raw data, combining the evidences by D-S rule is roughly equivalent to counting the same evidence twice. How do we develop a combining operation when a pair of evidences are partially 375 dependent? The modified 1P rule will be stated.
• mTP rule
Recall that the domain of ( u, v) coordinates of ..JcT(u�ou 2 ,p) 2 + cT(v�ov 2 ,p) 2 t = --r===== �====== 7 I+..JcT(Ut,U 2 ,p) 2 + cT(v1 ,v 2 ,p) 2
The TP rule corresponds to p=l, the independent case. As p�. cT(u1>u2,p) and cT (vl ,v2,p) tend to Max [ul, u2] 
Roughly speaking, the overall contribution from two independent evidences to the fi nal decision is assumed to be greater than that from a pair of depen dent evidences.
Numerical Comparison for Rules of Depen dency Handling
The following examples will show the combi nation with highly dependent evidences by DS, TP Figure 2 Triangle to Plane Map
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