Techniques de robustesse et d'auto-séquencement pour la commande auto-adaptative des aéronefs by ANTOINETTE, Patrice, Luc & FERRERES, Gilles
&OWVFEFMPCUFOUJPOEV
%0$503"5%&-6/*7&34*5²%&506-064&
%ÏMJWSÏQBS
 
1SÏTFOUÏFFUTPVUFOVFQBS 
5JUSF
²DPMF EPDUPSBMF et discipline ou spécialité 
6OJUÏEFSFDIFSDIF
%JSFDUFVS	T
EFʾÒTF
                                             Jury  :

5)µ4&
le
Institut Supérieur de l’Aéronautique et de l’Espace (ISAE)
Patrice ANTOINETTE
vendredi 15 juin 2012
Techniques de robustesse et d'auto-séquencement pour la commande
auto-adaptative des aéronefs
EDSYS : Automatique 4200046
Équipe d’accueil ISAE-ONERA CSDV
Mme Caroline BERARD - Présidente du jury
M. Jamal DAFFOUZ - Rapporteur
M. Patrick FABIANI - Membre du jury
M. Gilles FERRERES - Directeur de thèse
M. Christophe PRIEUR - Rapporteur
M. Gilles FERRERES
Tehniques de robustesse et
d'auto-séquenement pour la ommande
auto-adaptative des aéronefs.
Patrie ANTOINETTE
Remeriements
Mes premiers remeriements s'adressent à Monsieur Germain GARCIA
et Madame Sophie TARBOURIECH pour m'avoir aidé à mener à bout mon
projet de thèse.
Je remerie aussi Monsieur Gilles FERRERES qui est à l'origine du sujet
de thèse pour m'avoir proposé elui-i, et l'avoir enadré.
Je remerie aussi l'ensemble des personnes de l'éole dotorale EDSYS,
et en partiulier Madame Caroline BERARD pour m'avoir permis de ltu-
rer ma thèse.
Je remerie également les rapporteurs Monsieur Christophe PRIEUR et
Monsieur Jamal DAAFOUZ pour leurs reletures pertinentes.
Meri aux dotorants de l'Onera.
Meri aux herheurs du DCSD, et partiulièrement Patrik FABIANI,
Catherine TESSIER, et bien sûr Jean-François GABARD pour les indispen-
sables ours de danse.
Meri à l'ensemble du personnel de l'Onera qui a grandement failité les
diérentes démarhes au ours de la thèse.
Meri à ma famille et à Nérisa pour m'avoir vivement soutenu tout au
long de mon travail de thèse.
1
Table des matières
Notations 10
Résumé général 12
1 Introdution 13
1.1 Problématique générale . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Etudes des méthodes existantes . . . . . . . . . . . . . . . . . 14
1.2.1 Les méthodes de ommande linéaire . . . . . . . . . . . 15
1.2.2 Les méthodes de ommande par gains séquenés . . . . 16
1.2.3 Les méthodes de ommande adaptative . . . . . . . . . 16
1.3 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4 La démarhe . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.1 La situation . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.2 Position du problème . . . . . . . . . . . . . . . . . . . 26
1.4.3 Une modélisation du shéma ave des LFTs . . . . . . 26
1.4.4 Les étapes de la démarhe . . . . . . . . . . . . . . . . 27
1.4.5 Présentation des travaux . . . . . . . . . . . . . . . . . 28
2 Introdution à la robustesse 29
2.1 Quelques éléments sur la stabilité et les performanes . . . . . 29
2.1.1 Espaes et normes . . . . . . . . . . . . . . . . . . . . 29
2.1.2 La stabilité . . . . . . . . . . . . . . . . . . . . . . . . 34
2.1.3 Les performanes . . . . . . . . . . . . . . . . . . . . . 35
2.2 Quelques éléments sur les Transformations Linéaires Fration-
naires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.1 Dénitions . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.2 Minimalité . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.3 Modélisation des inertitudes par LFT . . . . . . . . . 39
2.3 Quelques éléments sur la 휇-analyse . . . . . . . . . . . . . . . 42
2.3.1 Cas où Δ n'est pas struturé . . . . . . . . . . . . . . . 43
2.3.2 Cas où Δ est struturé et onstant, et 푀 est onstant . 45
2
2.3.3 Cas où Δ est struturé, linéaire et stationnaire . . . . . 48
2.3.4 Cas où Δ ontient des éléments linéaires non-station-
naires . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.3.5 Cas où Δ ontient des éléments non-linéaires . . . . . . 50
2.3.6 Mesures de performane par 휇-analyse . . . . . . . . . 54
2.4 Une tehnique d'analyse d'une boule fermée linéaire . . . . . 56
2.4.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . 56
2.4.2 Quelques bornes de 휇 . . . . . . . . . . . . . . . . . . . 56
2.4.3 Analyse de stabilité robuste par une tehnique de ba-
layage fréquentiel : Algorithme de Ferreres et Roos . . 57
2.4.4 Performane 퐿2-robuste . . . . . . . . . . . . . . . . . 62
3 Synthèse de orreteurs 64
3.1 Quelques éléments sur la synthèse de lois de ommande modale 64
3.1.1 La notion de mode . . . . . . . . . . . . . . . . . . . . 64
3.1.2 La possibilité de plaer les valeurs propres . . . . . . . 67
3.1.3 Analyse des réponses temporelles dans la base modale . 68
3.1.4 La synthèse de gains pour la ommande modale . . . . 73
3.2 Synthèse d'un gain séquené sous forme LFT . . . . . . . . . . 73
3.2.1 Interpolation de plusieurs orreteurs . . . . . . . . . . 74
3.2.2 Méthodes LPV via LMI . . . . . . . . . . . . . . . . . 75
3.2.3 Synthèse onvexe . . . . . . . . . . . . . . . . . . . . . 75
3.2.4 La synthèse de gains pour la ommande modale sé-
quenée . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.5 Bien posé du résultat dans le as d'un gain statique et
d'inertitudes onstantes . . . . . . . . . . . . . . . . . 80
4 Quelques éléments sur deux méthodes d'estimation paramé-
trique 82
4.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.1.1 Les observations . . . . . . . . . . . . . . . . . . . . . . 82
4.1.2 Le modèle . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Caratérisation des estimateurs . . . . . . . . . . . . . . . . . 87
4.3 La méthode des moindres arrés . . . . . . . . . . . . . . . . . 88
4.3.1 Présentation de la méthode . . . . . . . . . . . . . . . 88
4.3.2 Eet du bruit . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.3 Comportement asymptotique . . . . . . . . . . . . . . 91
4.3.4 Moindres arrés réursifs . . . . . . . . . . . . . . . . . 92
4.4 Estimation à erreur bornée . . . . . . . . . . . . . . . . . . . . 95
4.4.1 Prinipe de l'estimation à erreur bornée (le as salaire) 95
4.4.2 Rédution de bande . . . . . . . . . . . . . . . . . . . . 98
3
4.4.3 Englober l'intersetion dans une ellipsoïde . . . . . . . 99
4.4.4 Algorithme d'estimation . . . . . . . . . . . . . . . . . 101
4.4.5 Le as vetoriel : le problème de l'intersetion de plu-
sieurs ellipsoïdes . . . . . . . . . . . . . . . . . . . . . 101
4.5 Filtrage des données . . . . . . . . . . . . . . . . . . . . . . . 104
4.5.1 Reonstrution de la dérivée de l'état . . . . . . . . . . 104
4.5.2 Filtrage des perturbations . . . . . . . . . . . . . . . . 104
4.6 Estimation et stabilité du shéma adaptatif . . . . . . . . . . . 105
5 Démarhe de l'étude théorique 107
5.1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2 Mise sous forme LFT du proédé . . . . . . . . . . . . . . . . 108
5.2.1 Mise sous forme LFT de 퐻(푠, 휃) . . . . . . . . . . . . . 108
5.2.2 퐻(푠, 휃) : une représentation d'état struturée . . . . . . 109
5.3 Choix d'une tehnique de synthèse d'un orreteur séquené . 111
5.3.1 Synthèse du orreteur LFT . . . . . . . . . . . . . . . 111
5.3.2 Choix réalisé . . . . . . . . . . . . . . . . . . . . . . . 112
5.4 Analyse de la boule fermée auto-séquenée . . . . . . . . . . 113
5.4.1 Mise sous forme LFT de l'ensemble du shéma adaptatif113
5.4.2 Analyse de la BF de type LFT en présene d'inerti-
tudes Constantes et d'inertitudes Non-Linéaires . . . . 115
5.4.3 Etude du shéma auto-adaptatif hors-ligne . . . . . . . 116
5.4.4 Conlusion de l'analyse . . . . . . . . . . . . . . . . . . 118
5.5 Choix d'un estimateur . . . . . . . . . . . . . . . . . . . . . . 118
5.5.1 Estimation de la représentation d'état struturée . . . 118
5.5.2 Prise en ompte des onditions établies lors de l'analyse 119
5.5.3 Conlusion sur le hoix de l'estimateur . . . . . . . . . 120
6 Appliation au modèle linéarisé d'un avion 121
6.1 Présentation de l'appliation . . . . . . . . . . . . . . . . . . . 121
6.1.1 Etude de la boule ouverte . . . . . . . . . . . . . . . . 122
6.1.2 Cahier des harges . . . . . . . . . . . . . . . . . . . . 123
6.2 Synthèse d'un orreteur non séquené . . . . . . . . . . . . . 124
6.2.1 Synthèse sans intégrateur . . . . . . . . . . . . . . . . 124
6.2.2 Synthèse ave intégrateur pour annuler l'erreur statique 126
6.2.3 Inuene d'une inertitude sur les paramètres . . . . . 130
6.3 Justiation du hoix des paramètres de séquenement . . . . 132
6.4 Synthèse du orreteur auto-séquené . . . . . . . . . . . . . . 133
6.5 Analyse de la robustesse . . . . . . . . . . . . . . . . . . . . . 136
6.5.1 La stabilité robuste . . . . . . . . . . . . . . . . . . . . 136
6.5.2 Performane 퐿2 Robuste . . . . . . . . . . . . . . . . . 136
4
6.6 Synthèse de l'estimateur . . . . . . . . . . . . . . . . . . . . . 137
6.6.1 Evaluation de l'erreur de sortie pour l'estimateur à er-
reur bornée . . . . . . . . . . . . . . . . . . . . . . . . 138
6.6.2 Utilisation des estimateurs . . . . . . . . . . . . . . . . 139
6.6.3 Choix des paramètres des estimateurs . . . . . . . . . . 139
6.7 Simulations temporelles . . . . . . . . . . . . . . . . . . . . . 140
6.7.1 Une première simulation . . . . . . . . . . . . . . . . . 140
6.7.2 D'autres simulations . . . . . . . . . . . . . . . . . . . 141
6.8 Conlusion de l'appliation . . . . . . . . . . . . . . . . . . . . 143
7 Disussion et Conlusion 159
7.1 Disussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.2 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
Appendies 162
A Opérations sur les LFTs 163
A.1 Transposition . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.2 Addition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.3 Multipliation . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.4 Conaténation . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.5 Juxtaposition . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.6 Inversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
B Un ontre exemple 165
C Un exemple diéreniant les normes 2 et Lipshitzienne 167
5
Table des gures
1.1 Shéma présentant la problématique générale . . . . . . . . . . 14
1.2 Shémas de la ommande adaptative . . . . . . . . . . . . . . 21
1.3 Shéma de ommande pour un orreteur MRAC . . . . . . . 23
1.4 Shéma de ommande pour un orreteur MRAC . . . . . . . 23
1.5 Shéma global de la ommande auto-adaptative indirete. 휃
représente les paramètres du proédé, 휃ˆ une estimation de 휃,
퐻(푠, 휃) représente le proédé, et 퐾(푠, 휃ˆ) représente le orreteur. 25
1.6 Shéma de ommande auto-adaptative dans le as d'une mo-
délisation par LFT. 퐾푎푢푔(푠) représente la partie du orreteur
synthétisée hors ligne. Δℎ(휃) et Δ푘(휃ˆ) représentent les dépen-
danes respetivement par rapport au paramètre 휃 et au pa-
ramètre estimé 휃ˆ modélisées sous forme LFT. . . . . . . . . . . 27
2.1 Shéma de la forme standard . . . . . . . . . . . . . . . . . . . 35
2.2 Shéma pour l'analyse d'une marge de stabilité 퐿2푟. . . . . . . 36
2.3 Représentations des LFT. . . . . . . . . . . . . . . . . . . . . 38
2.4 Exemple de dynamique négligée additive. . . . . . . . . . . . . 41
2.5 Exemple de dynamique négligée multipliatives en entrée et
en sortie. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6 Exemple de dynamique négligée représentée par une  multi-
pliation en retour de sortie . . . . . . . . . . . . . . . . . . . 41
2.7 Interonnexion sous forme LFT . . . . . . . . . . . . . . . . . 42
2.8 1ère version du théorème des petits gains . . . . . . . . . . . . 43
2.9 2ème version du théorème des petits gains . . . . . . . . . . . . 43
2.10 Shémas de la 휇-analyse . . . . . . . . . . . . . . . . . . . . . 46
2.11 Shémas pour 휈-analyse . . . . . . . . . . . . . . . . . . . . . 47
2.12 Shémas pour une analyse de robustesse. . . . . . . . . . . . . 55
2.13 Interonnexion sous forme LFT . . . . . . . . . . . . . . . . . 58
2.14 Shémas pour une analyse de robustesse. . . . . . . . . . . . . 62
3.1 Shéma de la boule fermée ave et sans transfert diret . . . . 65
6
3.2 Diagramme dans la base modale résumant le transfert de l'ex-
itation (푓) vers l'état (푥). . . . . . . . . . . . . . . . . . . . . 68
3.3 Diagramme dans la base modale . . . . . . . . . . . . . . . . . 69
3.4 Diagramme dans la base modale . . . . . . . . . . . . . . . . . 70
3.5 Diagramme dans la base modale . . . . . . . . . . . . . . . . . 71
3.6 Diagramme dans la base modale . . . . . . . . . . . . . . . . . 71
3.7 Représentation sagittale d'un exemple de déouplage entre les
entrées et les modes, et entre les modes et les sorties. . . . . . 71
3.8 Boule fermée pour la synthèse onvexe. . . . . . . . . . . . . 76
3.9 Représentation graphique de la boule fermée, mettant en
exergue les éléments que l'on herhe à synthétiser dans la
synthèse onvexe. . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1 Modèle MA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Modèle AR . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 Modèle ARMA . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4 Modèle ARMAX . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5 Modèle général . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.6 Modèle à erreur de sortie . . . . . . . . . . . . . . . . . . . . . 87
4.7 Exemple de représentation graphique de l'ensemble 풮(푦(푡), 휙(푡))
dans le as où 푛 = 2. . . . . . . . . . . . . . . . . . . . . . . . 96
4.8 Exemple de représentation graphique de l'ensemble ℬ(2) dans
le as où 푛 = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.9 Exemple de représentation graphique, illustrant l'utilité d'une
rédution de bande dans le as où 푛 = 2. . . . . . . . . . . . . 98
5.1 Shéma de ommande auto-adaptative dans le as d'une mo-
délisation par LFT. 퐾푎푢푔(푠) représente la partie du orreteur
synthétisée hors ligne. Δℎ(휃) et Δ푘(휃ˆ) représentent les dépen-
danes respetivement par rapport au paramètre 휃 et au pa-
ramètre estimé 휃ˆ modélisées sous forme LFT. . . . . . . . . . . 107
5.2 Shéma pour la synthèse du  orreteur séquené , où 휃 est
le paramètre de séquenement. . . . . . . . . . . . . . . . . . . 111
5.3 Shéma de ommande auto-adaptative mettant en évidene
l'erreur d'estimation. . . . . . . . . . . . . . . . . . . . . . . . 114
5.4 Shéma pour la validation du shéma auto-adaptatif. . . . . . 115
6.1 Position des ples en boule ouverte. . . . . . . . . . . . . . . 123
6.2 Shéma de la boule fermée ave un orreteur statique non-
séquené. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7
6.3 Position des ples en boule fermée, ave un orreteur sta-
tique non séquené. . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4 Position des ples en boule fermée. . . . . . . . . . . . . . . . 127
6.5 Shéma de la boule fermée. . . . . . . . . . . . . . . . . . . . 128
6.6 Position des ples en boule fermée. . . . . . . . . . . . . . . . 129
6.7 Position des ples en boule fermée. . . . . . . . . . . . . . . . 129
6.8 Evolution des éléments de la matrie 퐴 en fontion de la vitesse.130
6.9 Evolution de la position des ples ave la vitesse. En bleu,
les positions obtenues ave une vitesse plus faible, et en rouge
elles obtenues ave une vitesse plus élevée. Les ples en vert
orrespondent à 푀푎푐ℎ = 0.2 . . . . . . . . . . . . . . . . . . . 131
6.10 Evolution des réponses indiielles en boule fermée ave la
vitesse. En bleu, les réponses obtenues ave une vitesse plus
faible, et en rouge elles obtenues ave une vitesse plus élevée.
La réponse en vert orrespond à 푀푎푐ℎ = 0.2 . . . . . . . . . . 132
6.11 Evolution du dépassement maximal en fontion de la vitesse. . 133
6.12 Evolution de
∣∣∣퐽(푣⃗푝푎푟)−퐽(푣⃗푝푎푟0)퐽(푣⃗푝푎푟0)
∣∣∣ en fontion de l'évolution de ha-
un des paramètres. . . . . . . . . . . . . . . . . . . . . . . . . 134
6.13 Shéma utilisé pour la synthèse du gain LFT. . . . . . . . . . 135
6.14 Variation de la borne supérieure de la norme 퐿2 induite du
transfert du anal de performane, en fontion de la norme ∥⋅∥2
du transfert de l'erreur d'estimation relative (Δ훿) maximale
autorisée, en supposant que ette dernière est LTV. . . . . . . 137
6.15 Shéma pour la reherhe d'une borne supérieure de l'erreur
sur l'estimation. . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.16 Shéma de la simulation temporelle. (BOZ=Bloqueur d'Ordre
Zero) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.17 Réponses temporelles . . . . . . . . . . . . . . . . . . . . . . . 141
6.18 Evolution des estimations pendant la simulation. . . . . . . . . 142
6.19 Erreur d'estimation relative. . . . . . . . . . . . . . . . . . . . 143
6.20 Estimation de tous les paramètres . . . . . . . . . . . . . . . . 144
6.21 Evolution temporelle de 훼 et 푞. . . . . . . . . . . . . . . . . . 145
6.22 Evolution des estimations pendant la simulation. . . . . . . . . 146
6.23 Erreur d'estimation relative. . . . . . . . . . . . . . . . . . . . 147
6.24 Estimation de tous les paramètres . . . . . . . . . . . . . . . . 148
6.25 Evolution des estimations pendant la simulation. . . . . . . . . 149
6.26 Evolution temporelle de 훼 et 푞. . . . . . . . . . . . . . . . . . 150
6.27 Erreur d'estimation relative. . . . . . . . . . . . . . . . . . . . 151
6.28 Estimation de tous les paramètres . . . . . . . . . . . . . . . . 152
6.29 Evolution des estimations pendant la simulation. . . . . . . . . 153
8
6.30 Evolution temporelle de 훼 et 푞. . . . . . . . . . . . . . . . . . 154
6.31 Erreur d'estimation relative. . . . . . . . . . . . . . . . . . . . 155
6.32 Estimation de tous les paramètres . . . . . . . . . . . . . . . . 156
6.33 Evolution des estimations pendant la simulation. . . . . . . . . 157
6.34 Evolution temporelle de 훼 et 푞. . . . . . . . . . . . . . . . . . 158
C.1 Représentation graphique de 푢∞. . . . . . . . . . . . . . . . . 168
C.2 Représentation graphique de 푢푘. . . . . . . . . . . . . . . . . . 168
9
Notations
푀푇 Transposée de la matrie 푀
푀∗ Transposée onjuguée de la matrie 푀
퐼 Matrie identité
푀−1 Inverse de la matrie 푀
푀 > 0 푀 est dénie positive
ℱ푢(푀,Δ) LFT haute du ouple (푀,Δ) (f. page 37)
ℱ푙(푀,Δ) LFT basse du ouple (푀,Δ) (f. page 37)
푀 ⊗Δ Autre notation pour ℱ푢(푀,Δ)
푀 ★푁 Produit de Redheer entre 푀 et 푁 (f. page 38)
푑푒푡(푀) déterminant de la matrie arrée 푀
푇푟푎푐푒(푀) Trae de la matrie 푀 (somme des termes diagonaux)
휆(푀) valeur propre de 푀
휆(푀) plus grande valeur propre de 푀
휆(퐴,퐵) = sup{훾 ∈ ℝ∣푑푒푡(퐴− 훾퐵) = 0}
푧 valeur onjuguée du nombre omplexe 푧
푅푒(푧) partie réelle de 푧
퐸[⋅] Fontion espérane
ℕ Ensemble des entiers naturels
ℝ Ensemble des nombres réels
ℂ Ensemble des nombres omplexes
ℝ+ Ensemble des nombres réels positifs
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angl. Préède une expression en langue anglaise, an d'expliquer un sigle
ou un aronyme anglais, ou d'indiquer une appellation ourante
telle qu'on peut la trouver dans la littérature sientique.
BIBO Entrée Bornée Sortie Bornée (angl. Bounded Input Bounded Out-
put)
LFT Transformation Linéaire Frationnaire (angl. Linear Frational
Transformation)
LTI Linéaire et stationnaire (angl. Linear Time Invariant)
LTV Linéaire (et non-stationnaire) (angl. Linear Time Varying)
s.s.v. Valeur Singulière Struturée (angl. Strutured Singular Value)
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Résumé général
Pour synthétiser un orreteur robuste pour un système linéaire iner-
tain, il existe de nombreuses méthodes linéaires. Cependant, bien souvent, le
gain en robustesse se fait au détriment de la performane. Aussi, dans ette
thèse, on s'intéresse à la situation où la plage des valeurs possibles des pa-
ramètres est  très grande  par rapport à la  faible  variation du niveau
de performane souhaitée. Dans ette situation, il peut alors s'avérer inté-
ressant d'utiliser des orreteurs séquenés. Seulement, la mise en plae de
ette solution néessite que le orreteur ait à sa disposition les paramètres
sur lesquels il sera séquené. Et il peut arriver que l'on ne souhaite pas (à
ause de onsidérations de réalisation pratique), ou que l'on ne puisse pas
disposer de la mesure de es paramètres. On est alors amené à estimer es
paramètres et don à utiliser le paradigme de la ommande adaptative.
Dans ette thèse, on herhe à proposer une méthodologie de synthèse
d'un orreteur auto-adaptatif an de résoudre un problème de ommande
robuste d'un proédé linéaire inertain. Après une étude théorique ayant
pour objetif de proposer une telle méthodologie, le as d'un avion instable
est traité à titre d'appliation, permettant ainsi de mettre en évidene le bé-
née que la stratégie proposée peut apporter à la ommande d'un système
inertain.
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Chapitre 1
Introdution
1.1 Problématique générale
Dans l'Enylopædia Universalis, il est proposé de dénir l'Automatique
omme  l'ensemble des méthodes mathématiques permettant d'apporter des
solutions à des idéalisations mathématiques de problèmes posés par l'auto-
matisation, et visant à produire des méthodes onrètes pour la solution de
eux-i, généralement sous la forme d'algorithmes numériques . Notamment,
une des branhes de l'Automatique onsiste don à proposer des systèmes
dynamiques appelés  orreteurs  an de ommander un autre système dy-
namique que l'on appellera ii  proédé . On dit que l'on  synthétise des
orreteurs . Bien souvent, les proédés sont des systèmes physiques modé-
lisés par des équations diérentielles dont on maîtrise ertaines grandeurs et
dont ertains signaux sont mesurés.
Pour réaliser la synthèse de es orreteurs, diérentes stratégies sont
possibles. Le hoix d'une stratégie est fontion entre autres de la  nature 
du modèle dont on dispose, du proédé. Ainsi, pour les systèmes physiques
obéissant à une équation diérentielle linéaire à oeients invariants dans
le temps ('est à dire un système linéaire et stationnaire), il est ourant d'uti-
liser des tehniques de  ommande linéaire .
Dans ette thèse, on s'intéresse au problème partiulier de synthétiser un
orreteur pour un proédé linéaire et stationnaire, mais dont ertains para-
mètres sont mal onnus (inertains). De manière plus préise, on onsidère
que es paramètres sont des nombres réels, et qu'il y en a un nombre ni. Soit
don 푛 ∈ ℕ le nombre de es paramètres, et notons 휃 le veteur regroupant
tous les paramètres dont dépend le modèle du proédé. On peut don érire
휃 = [휃1, . . . , 휃푛]
푇
(1.1)
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où pour tout 푖 ∈ [1, 푛], 휃푖 est un paramètre. De plus, on suppose que pour
haun des paramètres 휃푖, on onnaît la plus grande (휃푖,푚푎푥) et la plus petite
valeur (휃푖,푚푖푛) atteignable. On peut alors noter 퐻(푠, 휃) le modèle du proédé
que l'on herhe à ommander, où 푠 représente la variable de Laplae.
La reherhe du orreteur s'eetue en onsidérant la situation représen-
tée par le shéma de la Figure 1.1.
H(s,θ)
Correcteur
d p
yu
Figure 1.1  Shéma présentant la problématique générale. Le proédé
퐻(푠, 휃) est linéaire et stationnaire. 휃 est un veteur de paramètres inertains.
Pour une valeur de 휃 xée, 퐻(푠, 휃) est un système linéaire et stationnaire.
De plus,
1. on fait l'hypothèse que l'on ne  peut  pas mesurer les para-
mètres 휃푖, mais qu'il est possible de les estimer à partir des
entrées et des sorties du proédé,
2. on souhaite que le orreteur réalise un même niveau de per-
formane (ou une  faible variation  de performane) pour
toutes les valeurs de 휃푖,
3. on onsidère que la plage de variation des 휃푖 est  très grande 
par rapport au niveau de performane souhaité.
1.2 Etudes des méthodes existantes
Pour traiter e type de problème, il est ourant d'utiliser des tehniques
dites de  ommande robuste , an de réaliser des orreteurs  robustes 
vis-à-vis des inertitudes de modèle. Un orreteur est dit robuste s'il garan-
tit que les signaux sont bornés en présene d'une lasse  raisonnable  de
dynamiques négligées et de perturbations bornées aussi bien que des bornes
sur l'erreur de performane qui sont fontion de l'ordre de l'erreur de modé-
lisation.
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1.2.1 Les méthodes de ommande linéaire
Pour synthétiser un orreteur linéaire robuste, plusieurs méthodes existent.
Tout d'abord, on peut rappeler l'existene des méthodes  lassiques  omme
le orreteur de type PID (Proportionnel Intégral Dérivé). Il s'agit proba-
blement d'une des méthodes théoriques les plus aniennes [58℄. Parmi les
méthodes les plus réentes, on peut iter des méthodes utilisant diérents
ritères de synthèse, omme
 le plaement de ple.
 les ritères 퐻∞ ou 퐻2
Pour un ritère, ou un type de orreteur donné, la robustesse des orre-
teurs peut être traitée de diérentes manières. Shématiquement, on pourrait
onsidérer deux types de méthodes.
Le premier onsiste à hoisir le modèle (unique) sur lequel se fera la syn-
thèse du orreteur. En eet, an d'obtenir un orreteur robuste, il peut
être plus pertinent de synthétiser le orreteur non pas sur le modèle nomi-
nal mais sur un  modèle modié . Ce modèle modié peut par exemple être
un modèle du proédé sur lequel on sait a priori que le orreteur produira la
plus mauvaise performane. Souvent on dit que l'on hoisit un modèle  pire
as . Il sut alors de synthétiser le orreteur sur e modèle  pire as 
pour garantir les performanes sur les autres as. Ce modèle modié peut
aussi onsister en l'ajout d'autres systèmes dynamiques qui permettent la
prise en ompte lors de la synthèse de ritère de robustesse.
Le deuxième onsiste tout simplement à proéder de manière itérative.
On réalise tout d'abord une synthèse d'un orreteur sur un modèle initial,
pour ensuite analyser e dernier sur un modèle ou une famille de modèles
du proédé. Si ette analyse révèle que le orreteur obtenu ne satisfait pas
les performanes souhaitées, on réalise à nouveau une synthèse en prenant
en ompte les informations obtenues dans l'analyse. On proède alors ainsi
jusqu'à obtenir le orreteur souhaité.
Les méthodes d'analyse sont diverses. Les plus utilisées sont probablement
elles utilisant les ritères fréquentiels. Pour garantir une ertaine robustesse,
on utilise parfois des ritères tels que la marge de phase ou la marge de gain
en s'aidant de diagramme tels que eux de Bode, Nyquist ou Blak.
Il est aussi possible d'utiliser des méthodes plus analytiques utilisant le
ritère de Routh, ou le théorème de Lyapunov sur la stabilité et des ritères
LMI. D'autres théorèmes, omme elui des  petits gains  ou elui sur la
 passivité  permettent eux aussi d'analyser la stabilité vis-à-vis d'inerti-
tudes.
On pourra trouver dans [90℄ un exposé détaillé prinipalement pour les
méthodes utilisant les ritères 퐻∞ ou 퐻2, et un exposé plus général dans [1℄.
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Cependant, l'inonvénient des méthodes par ommande linéaire robuste,
est que lorsque l'on herhe à synthétiser un orreteur satisfaisant pour une
 grande  plage de variation des paramètres, pour ertaines valeurs de es
derniers, on obtient des performanes très inférieures à elles du as optimal.
Aussi, pour pouvoir onserver un bon niveau de performane pour toutes les
valeurs possibles des paramètres, on préfère parfois utiliser les méthodes de
ommande par  gains séquenés .
1.2.2 Les méthodes de ommande par gains séquenés
Pour pouvoir garantir un même niveau de performane sur une plage im-
portante de variation des paramètres, il est possible d'utiliser les méthodes
de ommande par  gains séquenés . Cette méthode onsiste à proposer
pendant le fontionnement en boule fermée du proédé et du orreteur,
une valeur du orreteur fontion des valeurs mesurées des paramètres. La
diulté de ette méthode est d'une part de garantir la stabilité, et d'autre
part de ne pas trop dégrader la performane pendant la phase où le orre-
teur hange de valeur.
Diérentes méthodes ont été mises au point pour réaliser des orreteurs
séquenés. Parmi les nombreuses méthodes, on peut iter [3℄ et [55℄. Pour
une vision globale de l'état de l'art des méthodes de ommande par gains
séquenés on peut se référer à [69, 52℄.
Cependant, es méthodes sont utilisables lorsque la mesure du paramètre
sur lequel on herhe à séquener le orreteur est disponible. Dans le as
ontraire, lorsque ette mesure n'est pas disponible, on utilise alors les mé-
thodes de  ommande adaptative .
1.2.3 Les méthodes de ommande adaptative
Pour résoudre le problème exposé dans la setion 1.1 (page 13), en l'ab-
sene de la mesure des paramètres, il est aussi possible d'utiliser une stratégie
de ommande adaptative. L'usage de ette dernière est bien souvent dédié au
maintien au ours du temps d'une performane donnée d'un proédé  va-
riant au ours du temps . On peut dès à présent mentionner l'importane
que revêt la phase de modélisation. En eet, un même système peut être
modélisé diéremment. Il en déoule que les notions de  paramètre  et de
 variation au ours de temps  sont relatives. Cei laisse déjà poindre une
diulté notable pour d'éventuelles dénitions, que l'on ne herhera pas
à résoudre, et on se ontentera simplement de signaler que ela dépend du
point de vue adopté.
Cei étant, il n'en reste pas moins que quel que soit l'usage que l'on fait
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de la ommande adaptative, un problème ruial de ette stratégie est de
garantir la stabilité pendant une phase que l'on nomme le  régime transi-
toire . L'utilisation de la ommande adaptative suppose qu'à un moment,
le orreteur est potentiellement inadapté. Le régime transitoire est la phase
située entre  l'état inadapté  et  l'état adapté . En eet, une  inadap-
tation  pendant le régime transitoire d'un orreteur peut onduire à une
instabilité, et don à la détérioration ou la destrution du système (un avion
par exemple). Il faut don assurer la stabilité pendant le régime transitoire,
mais ela néessite alors parfois de faire un ompromis ave la performane
souhaitée.
Un problème de dénition
Une des premières diultés de la  ommande adaptative  réside dans
sa dénition. En eet, en toute rigueur, on ne pourrait se ontenter de dé-
nir la ommande adaptative omme :  une ommande qui s'adapte , ar
il faudrait alors dénir le verbe  s'adapter . Dans la littérature sientique
spéialisée, il existe peu d'artiles proposant une dénition de la ommande
adaptative ([71, 8, 84℄). Selon [33℄,  jusqu'à aujourd'hui, il n'existe pas de
dénition satisfaisante, qui permettrait de distinguer rigoureusement les sys-
tèmes adaptatifs des systèmes qui ne le sont pas .
Et pourtant, en dépit de ette absene de dénition rigoureuse, e terme
est très largement employé en Automatique, ave un ertain onsensus, et
sans expliations partiulières. Il semble don ohérent de penser que le sens
du mot  adaptatif  en Automatique est très fortement inspiré du sens om-
mun. Pour ela, on se tourne vers  Le Petit Robert de la langue française ,
où l'on trouve :
 s'adapter : se mettre en harmonie ave (les ironstanes, le milieu),
réaliser son adaptation biologique .
On trouve un peu plus de préisions dans l' Enylopædia Universalis ,
pour  adaptation  :
 Utilisée aussi bien dans les sienes biologiques que dans les sienes
humaines et soiales, la notion d'adaptation est un outil de ompréhension
des phénomènes du monde vivant à la fois néessaire et très débattu. Elle
désigne en eet à la fois l'état d'un être vivant du point de vue des rapports
plus ou moins adéquats au milieu que lui autorise son organisation interne et
le proessus qui permet d'atteindre ette adéquation, qu'il se situe au niveau
de l'individu (ontogenèse) ou de l'espèe (phylogenèse).
Un détour par l'étymologie vient onrmer ette double signiation ori-
ginelle. Le mot est onstruit sur la raine indo-européenne ap- signiant at-
17
teindre et attaher, qui a donné en latin les verbes apere et aptare, joindre,
dont le partiipe aptus, (bien) attahé, a donné en français  apte à  (et son
opposé, ineptus,  impropre à ). En se liant au préxe ad marquant l'idée du
but ou de visée (ad-aptare), la notion est n prête pour une longue arrière
pluridisiplinaire.
Siene suprême jusqu'au 푋푉 퐼퐼푒 sièle, la théologie reonnaissait dans la
parfaite adaptation des êtres une preuve de la Providene divine. Ce disours
téléologique ou naliste a dû éder la plae aux modèles évolutionnistes, ap-
puyés sur les aidents du milieu et les mutations internes. En biologie, l'idée
d'adaptation est don indissoiable de l'idée d'évolution, qu'elle ontribue à
aner en relançant inessamment la question du  omment ? . 
Or, si le sens ommun nous élaire, il ne semble pas sure pour au-
tant. En eet, beauoup d'automatiiens souhaitent par exemple établir une
distintion entre la  ommande adaptative  et un  système à rétroa-
tion ordinaire , ar notamment dans [6℄, Astrom note que  les systèmes à
rétroation ordinaires peuvent aussi faire fae à des hangements de ondi-
tions . C'est notamment l'avis de Zames dans [88℄ qui herhe à répondre
aux questions suivantes :  Est-il possible de dire si une boîte noire est adap-
tative ? L'adaptation est-elle synonyme d'une présene d'une rétroation non
linéaire ? . Dans et artile, la dénition obtenue n'est pas satisfaisante, mais
le raisonnement déployé montre la volonté de distinguer l'adaptation de la
rétroation et met en exergue les diultés que sa reherhe de dénition a
renontré.
Pour ette thèse, on adoptera l'approhe très  modeste , qui selon [8℄
a été proposée dans un symposium en 1961, qui onsiste à dire qu' un sys-
tème adaptatif est un système physique qui a été synthétisé ave un point
de vue adaptatif . Impliitement, ela signie que l'on onsidère qu'un or-
reteur n'est pas  adaptatif  de manière intrinsèque, mais dépend du point
de vue de elui qui le synthétise. Ainsi, on onsidérera que la  ommande
adaptative  est plus une méthode de synthèse qu'un type de orreteur.
Une brève histoire de la ommande adaptative
La reherhe dans le domaine de la ommande adaptative a une longue
histoire d'ativités intenses qui impliquent des débats sur la dénition pré-
ise de la ommande adaptative, des exemples d'instabilité, des preuves de
stabilité et de robustesse, et des appliations.
En ommençant au début des années 1950, la synthèse d'autopilotes pour
des aéronefs de haute performane motiva une ativité de reherhe intense
en ommande adaptative. L'aéronef de haute performane subit des hange-
ments signiatifs dans ses dynamiques lorsqu'il passe d'un point de vol à un
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autre qui ne peuvent être pris en harge par une ommande à rétroation ave
un gain onstant. Un orreteur sophistiqué, tel qu'un orreteur adaptatif,
qui pourrait apprendre et s'aommoder aux hangements des dynamiques
de l'aéronef était néessaire. La ommande par modèle de référene (MRAC
(angl.Model Referene Adaptive Control)) a été proposée par Whitaker et al.
[66, 87℄ pour résoudre le problème de ommande de l'autopilote. La méthode
de sensibilité et la règle MIT sont utilisées pour synthétiser les lois adapta-
tives des diérents shémas de ommande adaptative proposés. Un shéma
de plaement de ple adaptatif basé sur le problème linéaire quadratique op-
timal a été suggéré par Kalman dans [44℄.
Le travail sur la ommande adaptative de vol était aratérisée par  beau-
oup d'enthousiasme, un mauvais matériel et une théorie inexistante  [4℄. Le
manque de preuves de stabilité et le manque de ompréhension des propriétés
des shémas de ommande adaptative proposés assoié à un désastre dans
un test de vol [78℄ entraîna une atténuation de l'intérêt pour la ommande
adaptative.
Les années 1960 sont devenues la plus importante période pour le déve-
loppement de la théorie de la ommande et en partiulier pour la ommande
adaptative. Les tehniques d'espae d'état et la théorie de la stabilité basée
sur la théorie de Lyapunov sont introduites. Les développements en pro-
grammation dynamique [11, 12℄, en ommande duale [22℄ et en ommande
stohastique en général, et pour l'identiation de système et l'estimation
de paramètres [7, 85℄ jouèrent un rle important dans la reformulation et la
reoneption de la ommande adaptative. En 1966 Parks et d'autres trou-
vèrent une manière de repenser les lois adaptatives basées sur la règle MIT
utilisée pour les shémas MRAC des années 1950 en appliquant l'approhe
de synthèse de type Lyapunov. Leur travail, même s'il n'est appliable qu'à
une lasse partiulière de système LTI, plante le déor pour d'autres preuves
rigoureuses de stabilité en ommande adaptative pour des lasses de modèles
de proédé plus larges.
Les avanées en théorie de la stabilité et les progrès en théorie de la
ommande dans les années 1960 ont amélioré la ompréhension de la om-
mande adaptative et ont ontribué à un fort intérêt renouvelé pour le do-
maine dans les années 1970. D'un autre té, les progrès en életronique et
en informatique qui rendirent possibles l'implémentation de orreteurs om-
plexes, tels que les orreteurs adaptatifs, ont ontribué à un intérêt aru
pour les appliations de la ommande adaptative. Les années 1970 sont té-
moins de plusieurs résultats révolutionnaires pour la synthèse de ommandes
adaptatives. Les shémas MRAC utilisant l'approhe de la synthèse de type
Lyapunov sont synthétisés et analysés dans [20, 59, 63℄. Les onepts de po-
sitivité et d'hyperstabilité sont utilisés dans [49℄ pour développer une large
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lasse de shémas MRAC ave des propriétés de stabilité bien établies. Au
même moment, des eorts en parallèle pour les proédés en temps disret en
environnement déterministe et stohastique ont produit plusieurs lasses de
shémas de ommande adaptative ave des preuves de stabilité rigoureuses
[38, 39℄. L'exitation des années 1970 et le développement d'une large lasse
de shémas de ommande adaptative ave des propriétés de stabilité bien
établies étaient aompagnés par plusieurs appliations ouronnées de suès
[40, 62, 86℄.
Les suès des années 1970, toutefois, ont rapidement été suivis par des
ontroverses sur l'aspet pratique de la ommande adaptative. Dès 1979, il
a été mis en exergue que les shémas adaptatifs des années 1970 pouvaient
failement onduire à une instabilité en présene de petites perturbations
[20℄. Le omportement non robuste de la ommande adaptative devint très
ontroversé vers le début des années 1980 lorsque plus d'exemples d'insta-
bilités sont publiés démontrant l'absene de robustesse en présene de dy-
namiques non modélisées (négligées) ou de perturbations bornées [42, 68℄.
Cela stimula beauoup de herheurs, dont l'objetif était de omprendre les
méanismes des instabilités et de trouver des manières de les neutraliser. Au
milieu des années 1980, plusieurs reoneptions et modiations sont pro-
posées et analysées, menant à un domaine de travail nommé la ommande
adaptative robuste.
Le travail sur la ommande adaptative robuste ontinua au ours des
années 1980 et eut notamment pour onséquene la ompréhension des di-
verses modiations de la robustesse et leur uniation sous un adre général
[20, 43, 41℄.
La solution au problème de robustesse en ommande adaptative a onduit
à la solution au problème de longue date de la ommande d'un proédé li-
néaire dont les paramètres sont inonnus et hangent au ours du temps. A la
n des années 1980, plusieurs résultats révolutionnaires sont publiés dans le
domaine de la ommande adaptative pour les proédés variant dans le temps
[80℄.
Le ÷ur de la reherhe en ommande adaptative à la n des années 1980
et au début des années 1990 portait sur les propriétés de performane et
sur l'extension des résultats des années 1980 à ertaines lasses de proédés
non linéaires ave des paramètres inonnus. Ces eorts ont onduit à de nou-
velles lasses de shémas adaptatifs, motivés par la théorie des systèmes non
linéaires [45, 46℄ aussi bien que par les shémas de ommande adaptative ave
une performane améliorée en régime transitoire et stationnaire [16, 76℄.
La ommande adaptative a une rihe littérature pleine de diérentes teh-
niques pour la oneption, l'analyse, la performane, et les appliations. Plu-
sieurs artiles d'études [34, 65℄, de livres et de monographies [20, 39, 40, 42,
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49, 61, 80, 85, 86, 77℄ ont déjà été publiés. En dépit d'une vaste littérature
sur le sujet, il y a toujours un sentiment général que la ommande adaptative
est une olletion d'outils tehniques et d'astues sans rapport les uns ave
les autres.
Des lassiations des méthodes de synthèse
Plutt que de parler d'une  lassiation des orreteurs adaptatifs , il
est préférable de parler d'une  lassiation des méthodes de synthèse par
un point de vue de ommande adaptative . Il est diile de trouver une
lassiation permettant une partition rigoureuse de toutes les méthodes de
synthèse. Les méthodes de synthèse de ommande adaptative peuvent être
qualiées de plusieurs adjetifs : stohastique ou non-stohastique, adaptatif
diret ou indiret, dual ou non dual, et bien d'autres.
Diret et Indiret La distintion qui paraît au premier abord la plus
simple à établir est la diérene entre une ommande indirete et direte.
Dans le premier as, l'adaptation est réalisée à l'aide d'un estimateur, alors
que dans le seond, et estimateur n'est pas expliitement présent. Cei peut
être illustré par les shémas de la Figure 1.2.
Bien qu'à la vue de es shémas la distintion semble évidente, en réalité,
Correcteur Procédé
(a) Shéma général d'une ommande
adaptative direte.
Correcteur Procédé
Estimateur
(b) Shéma général d'une ommande
adaptative indirete.
Figure 1.2  Shémas d'ensemble des ommandes adaptatives direte (a) et
indirete (b).
on peut montrer que l'on peut toujours onsidérer qu'un orreteur adaptatif
est la ombinaison d'un estimateur de paramètres ave une loi de ommande.
La distintion se fera don sur le fait que l'estimateur est exprimé de manière
expliite ou pas.
Commande adaptative MRAC Comme indiqué préédemment, la om-
mande adaptative ave modèle de référene (MRAC) fut l'un des premiers
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shémas proposés. Il a été présenté par Whitaker au MIT à la n des an-
nées 50. Il onsidérait un problème où les spéiations étaient données en
terme d'un modèle de référene qui indiquerait omment la sortie du proédé
devrait répondre au signal de ommande dans le as idéal. L'objetif de la
ommande adaptative par modèle de référene est d'assurer que la sortie du
proédé ommandé suive la sortie d'un modèle de référene donné, en assu-
rant la stabilité de la boule fermée. Alors que la ommande de référene
peut être synthétisée en utilisant la rétroation de l'état ou de la sortie, la
ommande par modèle de référene ave rétroation de la sortie est plus sti-
mulante en théorie et a plus de potentiel pour les appliations. Lorsque les
paramètres du proédé sont inonnus, les lois adaptatives sont néessaires
pour mettre à jour les paramètres d'un orreteur à modèle de référene. Les
prinipaux problèmes de la ommande adaptative par modèle de référene
englobent la paramétrisation du orreteur, la dérive de l'erreur de modèle,
la spéiation a priori de la onnaissane du proédé, la synthèse de la loi
adaptative, la stabilité, l'asservissement, et l'analyse de la robustesse [77℄.
Le shéma initial utilisé pour la ommande adaptative par modèle de ré-
férene est elui de la Figure 1.3. Sur e shéma on peut identier deux
boules. Une boule interne, qui onstitue la boule de rétroation habituelle
omposée du proédé et du orreteur. Les paramètres du orreteur sont
ajustés par une boule externe de manière à réduire l'erreur 푒 entre la sortie
du modèle 푦푚 et elle du proédé 푦. La boule externe est don aussi une
boule de régulation. Le problème prinipal est de déterminer un méanisme
d'ajustement qui permet d'obtenir un système stable assurant la onvergene
de l'erreur 푒 vers 0. Ce problème est non trivial, et ne peut être résolu ave
une simple rétroation linéaire allant de la sortie aux paramètres du orre-
teur (f. [5℄).
Le shéma de la Figure 1.4 généralise elui de la Figure 1.3.
1.3 Bilan
Pour résoudre le problème présenté dans la setion 1.1 (page 13), on a vu
qu'il est parfois possible d'utiliser des méthodes de ommande linéaire. Des
méthodes de synthèse permettent de proposer des orreteurs optimaux selon
les ritères 퐻∞, 퐻2, LQG. De même, les méthodes d'analyse permettent de
aluler les marges de robustesse de es orreteurs vis-à-vis d'inertitudes
struturées ou non grâe à la 휇-analyse. Mais es méthodes ne permettent
pas de prendre en ompte de  grandes inertitudes  sur les paramètres.
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Correcteur Procédé
Mécanisme
d'ajustement
Modèle
+
-
e
y
ym
Figure 1.3  Shéma de ommande pour un orreteur MRAC
Correcteur Procédé
Mécanisme
d'ajustement
Modèle
Figure 1.4  Shéma de ommande pour un orreteur MRAC
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Pour y remédier, on peut alors se tourner vers les méthodes de ommande
par gains séquenés. Mais, il faut alors disposer de la mesure des paramètres
sur lesquels on souhaite séquener le orreteur. Or, il peut arriver que es
paramètres ne puissent être fournis. Cela se traduit physiquement par le fait
que le proédé ne dispose pas de apteur fournissant es valeurs. Cette ab-
sene peut être le résultat d'un hoix lors de la oneption du proédé ou
du orreteur (an de ne pas augmenter le volume ou la masse du proédé),
mais parfois d'une impossibilité  physique  (le paramètre n'est pas mesu-
rable). Dans le problème que l'on traite, on ne dispose d'auune mesure des
paramètres, mais on onsidère qu'il est possible d'estimer es derniers à par-
tir de la mesure des entrées et des sorties du proédé. Dans ette situation,
on se tourne don vers les méthodes de ommande adaptative, qui sont des
méthodes de ommande non-linéaire.
Comme nous l'avons vu préédemment, on peut distinguer des shémas
de ommande adaptative  direte  et  indirete .
Les shémas de ommande adaptative direte alulent diretement la loi
de ommande à partir des signaux d'entrée et de sortie du proédé. Voir par
exemple [10, 67, 15℄, qui réalise des ommandes adaptatives diretes à partir
du shéma MRAC. Un autre exemple est elui de la tehnique STAC (Set
Theoreti Adaptor Control) qui est basée sur le onept de  falsiation 
[82, 48, 83℄.
Mais e sont les tehniques de ommande adaptative indirete qui se rap-
prohent oneptuellement le plus des tehniques de ommande par gains
séquenés.
Des résultats existent sur les problèmes ruiaux que sont la stabilité et
la robustesse des orreteurs adaptatifs, voir par exemple [48, 15, 79, 89℄.
D'un autre té, il est possible d'utiliser les tehniques de type Lyapunov et
de passivité issues des outils d'analyse non-linéaire [72, 9℄.
Il est important de souligner que plusieurs problèmes peuvent être étudiés,
omme par exemple la simple stabilité asymptotique du shéma de ommande
adaptative, la qualité de son régime transitoire (avant que l'estimateur n'ait
onvergé dans le as d'une ommande indirete) ou les réponses asympto-
tiques. Il est possible dans ertains as de prouver la onvergene en temps
ni du shéma de ommande adaptative diret ou indiret [82, 81, 28, 15℄.
Notons toutefois que maîtriser la réponse transitoire est un problème im-
portant en pratique, dont l'absene de prise en ompte peut ompromettre
l'intégrité du proédé (un avion par exemple).
De plus, bien que la ommande adaptative soit très populaire, elle est
peu utilisée pour les aéronefs. En eet, la prinipale diulté est que bien
souvent, on ne peut dire que très peu de hoses sur le régime transitoire de
la boule fermée auto-adaptative.
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Aussi, notre objetif dans ette thèse est d'essayer de proposer une métho-
dologie permettant tout d'abord de synthétiser un orreteur auto-adaptatif,
mais aussi d'analyser sa stabilité et ses performanes, via des outils simples
d'utilisation, et eux aussi bien dans le régime transitoire que dans le régime
permanent. Nous essaierons aussi d'appliquer la méthode obtenue sur des
exemples issus de l'aérospatial.
1.4 La démarhe
1.4.1 La situation
Pour traiter le problème dérit par la setion 1.1 (page 13), on hoisit
de s'intéresser aux méthodes de ommande adaptative indirete. A l'aide
des signaux d'entrée et de sortie du proédé, les paramètres d'un modèle du
proédé sont estimés, et es estimations sont utilisées pour réajuster en ligne
le orreteur. La situation est représentée par la Figure 1.5, où le veteur
des paramètres (휃) est estimé (휃ˆ) à l'aide des mesures des entrées (푢 ∈ ℝ푚푢)
et des sorties (푦 ∈ ℝ푟푦) du proédé (퐻(푠, 휃)), puis transmis au orreteur
(퐾
(
푠, 휃ˆ
)
) (푑 ∈ ℝ푚푑 est une perturbation non mesurée, et 푝 ∈ ℝ푟푝 est une
sortie régulée).
Dans e travail, on traite de la ommande adaptative indirete de proédés
-
- -
- 
6
-
-
휃ˆ
u
퐾(푠, 휃ˆ)
Estimateur
퐻(푠, 휃)
d
y
p
Figure 1.5  Shéma global de la ommande auto-adaptative indirete. 휃 re-
présente les paramètres du proédé, 휃ˆ une estimation de 휃, 퐻(푠, 휃) représente
le proédé, et 퐾(푠, 휃ˆ) représente le orreteur.
linéaires stationnaires, le veteur des paramètres 휃 est don onstant.
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1.4.2 Position du problème
On onsidère que 휃 est un veteur de 푛 paramètres inertains 휃1, . . . , 휃푛.
De plus, on suppose que l'on onnaît des bornes sur haun de es paramètres
inertains. C'est à dire que pour tout 푖 ∈ [1, 푛], on onnaît 휃푖,푚푖푛 et 휃푖,푚푎푥 tels
que 휃푖 ∈ [휃푖,푚푖푛, 휃푖,푚푎푥]. On peut alors noter 휃푖,0 = 12(휃푖,푚푖푛 + 휃푖,푚푎푥), la valeur
nominale de 휃푖, et dénir 휃0 = (휃1,0, . . . , 휃푛,0).
On peut érire que 휃푖 = 휃푖,0(1 + 훿푖,푢), où 훿푖,푢 onstitue une inertitude
relative sur la valeur du paramètre 휃푖 (훿푖,푢 =
1
휃푖,0
(휃푖 − 휃푖,0)).
An de ommander de manière adaptative le proédé (퐻(푠, 휃)), on herhe
à séquener le orreteur en fontion des valeurs des paramètres mentionnés.
On suppose que l'on dispose de la représentation d'état suivante du proédé.
(퐻(푠, 휃))
{
푥˙ = 퐴(휃)푥+퐵(휃)푢
푦 = 퐶(휃)푥+퐷(휃)푢
(1.2)
Pour réaliser une ommande auto-adaptative indirete, on est onfronté
à deux problèmes ruiaux. Le premier problème est que le temps de al-
ul pour réaliser le réajustement du orreteur ne doit pas être  prohibi-
tif  pour une implantation en ligne. Le seond est de garantir la stabilité
et les performanes souhaitées. En eet, les paramètres du proédé ne sont
pas diretement mesurés, mais estimés. Cette estimation introduit un éart
(휃ˆ(푡) − 휃 ∕= 0). Ce dernier est onstitué d'une erreur propre au régime tran-
sitoire et d'une erreur d'estimation asymptotique. On herhera don d'une
part à garantir, pendant le régime permanent, des performanes entrée-sortie
en dépit de l'erreur d'estimation asymptotique, et d'autre part à s'assurer que
pendant le régime transitoire, le système est au moins stable et qu'il reste
 raisonnablement prohe  des performanes souhaitées. Il faut don que
le orreteur soit robuste par rapport aux erreurs d'estimation de 휃, et des
autres erreurs de modélisation.
1.4.3 Une modélisation du shéma ave des LFTs
Pour résoudre es problèmes, on propose d'utiliser la struture représentée
par la Figure 1.6, où le proédé et le orreteur sont tous deux modélisés par
des strutures LFT. C'est à dire que l'on pose 퐻(푠, 휃) = ℱ푢 (퐻푎푢푔(푠),Δℎ(휃)),
et 퐾(푠, 휃ˆ) = ℱ푢
(
퐾푎푢푔(푠),Δ푘(휃ˆ)
)
. La partiularité de l'approhe présentée
réside dans le fait que l'estimateur ne fait pas partie des shémas de synthèse
et d'analyse de la ommande auto-adaptative.
La modélisation par LFT présente deux intérêts :
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
-
- -

Δ푘(휃ˆ)
u
d 퐻푎푢푔(푠)
퐾푎푢푔(푠)
y
p
Δℎ(휃)
Figure 1.6  Shéma de ommande auto-adaptative dans le as d'une mo-
délisation par LFT. 퐾푎푢푔(푠) représente la partie du orreteur synthétisée
hors ligne. Δℎ(휃) et Δ푘(휃ˆ) représentent les dépendanes respetivement par
rapport au paramètre 휃 et au paramètre estimé 휃ˆ modélisées sous forme LFT.
 Tout d'abord, grâe à ette struture du orreteur, on espère minimiser
le temps de alul pour son réajustement en ligne. En eet, dans e as,
le alul du orreteur 퐾(푠, 휃ˆ) = ℱ푢(퐾푎푢푔(푠),Δ푘(휃ˆ)) se fera en deux
parties : 퐾푎푢푔 sera déterminé hors-ligne, et il ne restera alors plus qu'à
ajuster Δ푘(휃ˆ) en ligne [56℄.
 De plus, ette struture permet de réaliser une analyse hors ligne des
propriétés de stabilité et de performane de la boule fermée auto-
adaptative à l'aide d'outils d'analyse de la robustesse [30℄.
Dans ette struture, le orreteur auto-adaptatif est en fait un ensemble
onstitué d'un estimateur et d'un orreteur auto-séquené. On propose don
des méthodes de synthèse et d'analyse robustes qui permettront d'assurer la
robustesse du orreteur 퐾(푠, 휃ˆ) par rapport aux erreurs d'estimation de 휃,
et des autres erreurs de modélisation.
1.4.4 Les étapes de la démarhe
L'objet de ette thèse onsiste à développer une méthodologie de synthèse
et d'analyse d'un orreteur pour un shéma de ommande auto-adaptative.
Cette méthodologie assoie la synthèse d'un orreteur auto-séquené à une
analyse hors-ligne de la stabilité et de la performane. En eet, on s'inspire
des démarhes présentées dans [60℄, où l'on synthétise un orreteur pour
ensuite reherher les onditions sur l'estimateur permettant de garantir la
stabilité.
Pour synthétiser un orreteur ℱ푢
(
퐾푎푢푔,Δ푘(휃ˆ)
)
, on présente une mé-
thode en quatre étapes :
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1. Mettre le proédé sous forme LFT
2. Synthétiser un orreteur LFT.
3. Etudier la stabilité et les performanes du orreteur obtenu en fon-
tion des erreurs d'estimation. Cette étape permet aussi d'établir les
ontraintes que doivent respeter l'estimateur pour garantir la stabilité
et les performanes souhaitées.
4. Synthétiser un estimateur respetant les ontraintes préédemment ob-
tenues.
1.4.5 Présentation des travaux
Pour présenter ette méthodologie, après ette première partie introdu-
tive, on fait un rappel des méthodes et outils (page 29) (hapitres 2, 3 et 4)
qui seront utilisés dans ette thèse, pour ensuite exposer la Démarhe (de
l'étude théorique) (page 107) qui a été suivie. La méthodologie obtenue est
ensuite mise en plae sur une Appliation (page 121) issue de l'aérospatial.
Enn, une Disussion et une Conlusion (page 159) sur l'ensemble de la thèse
est proposée.
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Chapitre 2
Introdution à la robustesse
2.1 Quelques éléments sur la stabilité et les per-
formanes
Dans e paragraphe nous ne herherons nullement à être exhaustif. L'ob-
jet est simplement de réaliser un rappel très bref de quelques notions hoisies,
qui permettront d'élairir les notations utilisées dans et ouvrage. Pour plus
de détail, nous invitons le leteur à onsulter [90, 77℄ par exemple.
2.1.1 Espaes et normes
Normes de veteurs et de matries
Dans l'espae vetoriel ℂ푚, pour tout 푥 ∈ ℂ푚, on note 푥 = [푥1, . . . , 푥푚]푇 .
Pour tout 푞 ∈ ℕ∗ ∪ {+∞}, on notera ∥ ⋅ ∥푞 la norme dénie par :
∥ ⋅ ∥푞 : ℂ푚 → ℝ+
푥 7→
{
(
∑푚
푖=1 ∣푥푖∣푞)
1
푞
si 푞 ∈ ℕ∗
max푖∈[1,푚] ∣푥푖∣ si 푞 = +∞
(2.1)
Dans l'espae vetoriel ℂ푚×푛, ∥ ⋅ ∥푞 est dénie telle que pour tout 퐴 ∈ ℂ푚×푛,
on a :
∥퐴∥푞 = sup
푥∈ℂ푛,∥푥∥푞=1
∥퐴푥∥푞 = sup
푥∈ℂ푛,∥푥∥푞⩽1
∥퐴푥∥푞 = sup
푥∈ℂ푛,∥푥∥푞 ∕=0
∥퐴푥∥푞
∥푥∥푞 (2.2)
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Cette norme est dite  norme induite . En notant 퐴 = (푎푖푗)1⩽푖⩽푚
1⩽푗⩽푛
, on obtient
les quelques résultats suivants :
∥퐴∥∞ = max
1⩽푖⩽푚
푛∑
푗=1
∣푎푖푗∣ (2.3)
∥퐴∥1 = max
1⩽푗⩽푛
푚∑
푖=1
∣푎푖푗 ∣ (2.4)
∥퐴∥2 =
√
휆(퐴∗퐴) (2.5)
Normes de signaux
Pour les signaux, on se restreindra aux signaux de valeur nulle pour les
instants négatifs. Soit 퐸 l'espae des fontions de ℝ dans ℂ푚, loalement in-
tégrables (intégrables au sens de Lebesgue), et nulles pour les valeurs (stri-
tement) négatives. Pour tout 푞 ∈ ℕ∗∪{∞}, on note ∥⋅∥푞 l'appliation dénie
par :
∥ ⋅ ∥푞 : 퐸 → ℝ+
푓 7→
⎧⎨
⎩
(∫ +∞
0
∥푓(푡)∥푞푞 푑푡
) 1
푞
, si 푞 ∈ ℕ∗
푒푠푠 sup푡∈ℝ+ ∥푓(푡)∥∞, si 푞 =∞
(2.6)
ave
푒푠푠 sup
푡∈ℝ+
∥푓(푡)∥∞ = inf {푎 ∈ ℝ ∣ 휇 [{푡 ∣ ∥푓(푡)∥∞ > 푎}] = 0} (2.7)
où 휇(퐴) désigne la mesure de Lebesgue de l'ensemble 퐴.
Dénition 1 Soit 퐸 l'espae des fontions dénies de ℝ dans ℂ푛, loalement
intégrables. Pour tout 푞 ∈ ℕ∗ ∪ {+∞}, on note 푙푞 l'espae des fontions
dénies par :
푙푞 = {푓 ∈ 퐸 ∣ ∥푓∥푞 < +∞} (2.8)
Une généralisation partiulière de la norme ∥ ⋅ ∥2 pour les fontions
à valeur matriielle. Il est à noter que 'est ette généralisation que nous
utiliserons par la suite. Soit 퐸 l'espae des fontions de ℝ dans ℂ푚×푛, loale-
ment intégrables (intégrables au sens de Lebesgue), et nulles pour les valeurs
(stritement) négatives. On note ∥ ⋅ ∥2 l'appliation dénie par :
∥ ⋅ ∥2 : 퐸 → ℝ+
푓 7→
(∫ +∞
0
푇푟푎푐푒 (푓(푡)∗푓(푡)) 푑푡
) 1
2 (2.9)
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Dénition 2 Soit 퐸 l'espae des fontions dénies de ℝ dans ℂ푚×푛, loale-
ment intégrables (intégrables au sens de Lebesgue), et nulles pour les valeurs
(stritement) négatives. On note ℒ2 l'espae des fontions dénies par :
ℒ2 = {푓 ∈ 퐸 ∣ ∥푓∥2 < +∞} (2.10)
On note alors que lorsque 푛 = 1, on a 푙2 = ℒ2.
Les espaes de Hardy (ℋ2 et ℋ∞) Soit 퐸 l'ensemble des appliations
de ℂ dans ℂ푚×푛.
Dénition 3 (dénition de ℋ2) ℋ2 est l'ensemble des fontions 퐹 ∈ 퐸
qui sont analytiques dans le demi-plan droit de ℂ (푅푒(푠) > 0), telles que
∥퐹∥2 =
√
1
2휋
∫ ∞
−∞
푇푟푎푐푒 [퐹 ∗(횥휔)퐹 (횥휔)]푑휔 <∞ (2.11)
Cette dernière quantité dénit une norme sur ℋ2 que l'on nommera par la
suite la norme 퐻2.
Dénition 4 (dénition de ℋ∞) ℋ∞ est l'ensemble des fontions 퐹 ∈ 퐸
qui sont analytiques et bornées dans le demi-plan droit de ℂ (푅푒(푠) > 0),
telles que
∥퐹∥∞ = sup
푅푒(푠)>0
휎 [퐹 (푠)] = sup
휔∈ℝ
휎 [퐹 (횥휔)] <∞ (2.12)
Cette dernière quantité dénit une norme sur ℋ∞ que l'on nommera par la
suite la norme 퐻∞.
Proposition 1  Soit 푔 ∈ ℒ2, et 퐺 sa transformée de Laplae. On a
alors que 퐺 ∈ ℋ2.
 Et inversement, si 퐹 ∈ ℋ2, et que 푓 est sa transformée inverse de
Laplae, alors 푓 ∈ ℒ2.
Théorème 1 (Théorème de Parseval) Soit 푢 ∈ 푙2, et 푈 sa transformée
de Laplae (푈 ∈ ℋ2 selon proposition préédente). On a alors :
∥푢∥2 = ∥푈∥2 (2.13)
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Normes de systèmes
Dénition 5 (Opérateur de tronature) Soit 푇 ∈ ℝ, et 퐸 ⊂ ℒ2. On
dénit
푃푇 : 퐸 −→ 퐸
푥 7→ 푃푇 (푥) (2.14)
omme étant un opérateur de tronature, ave pour tout 푥 ∈ 퐸,
푃푇 (푥)(푡) =
{
푥(푡) pour 푡 ∈ [0, 푇 ]
0 pour 푡 ∈ ]푇,+∞[ (2.15)
Soit 퐸푚 ⊂ ℒ2 l'ensemble des appliations de ℝ dans ℝ푚, et soit 퐸푛 l'ensemble
des appliations de ℝ dans ℝ푛. On suppose que les appliations de 퐸푚 sont
nulles pour des variables négatives. Soit 퐸푆푦푠 l'ensemble des systèmes à 푚
entrées et 푛 sorties. Pour tout 풮 ∈ 퐸푆푦푠, si 푢 ∈ 퐸푚 est une entrée, on note
풮[푢] ∈ 퐸푛 sa sortie (lorsqu'elle existe).
Dénition 6 (Système ausal) ([74℄) Un système (풮) est dit ausal si
∀푇 ∈ ℝ+, ∀푢 ∈ 퐸푚, 푃푇 (풮(푢)) = 푃푇 (풮 [푃푇 (푢)]) (2.16)
Lorsqu'elles existent, on dénit sur (풮) les normes suivantes ([74℄).
Gain 퐿2
∥풮∥2 = sup
{∥푃푇 (풮[푢]) ∥2
∥푃푇 (푢)∥2 ∣ 푢 ∈ 퐸푚, 푇 ⩾ 0, ∥푃푇 (푢))∥2 ∕= 0
}
= inf {훾 ∈ ℝ ∣ ∀푢 ∈ 퐸푚, 푇 ⩾ 0,
∥푃푇 (풮[푢]) ∥2 ⩽ 훾∥푃푇 (푢)∥2} (2.17)
Gain inrémental 퐿2
∥풮∥2푖 = sup
{∥푃푇 (풮[푢1])− 푃푇 (풮[푢2]) ∥2
∥푃푇 (푢1)− 푃푇 (푢2)∥2 ∣
푢1, 푢2 ∈ 퐸푚, 푇 ⩾ 0, ∥푃푇 (푢1)− 푃푇 (푢2)∥2 ∕= 0}
= inf {훾 ∈ ℝ ∣ ∀푢1, 푢2 ∈ 퐸푚, 푇 ⩾ 0,
∥푃푇 (풮[푢1])− 푃푇 (풮[푢2]) ∥2 ⩽ 훾∥푃푇 (푢1)− 푃푇 (푢2)∥2} (2.18)
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Norme lipshitzienne (Constante de Lipshitz) On dit que l'applia-
tion 풮 est lipshitzienne s'il existe 훼 ∈ ℝ tel que pour tout 푢1 et 푢2 dans 퐸푚,
on a :
∀푢1, 푢2 ∈ 퐸푚, ∥풮[푢1]− 풮[푢2]∥2 ⩽ 훼∥푢1 − 푢2∥2 (2.19)
∥풮∥푙푖푝,2 = sup
{∥풮[푢1]− 풮[푢2]∥2
∥푢1 − 푢2∥2 ∣
푢1, 푢2 ∈ 퐸푚, 푇 ⩾ 0, ∥푢1 − 푢2∥2 ∕= 0}
= inf {훾 ∈ ℝ ∣ ∀푢1, 푢2 ∈ 퐸푚, 푇 ⩾ 0,
∥풮[푢1]− 풮[푢2]∥2 ⩽ 훾∥푢1 − 푢2∥2} (2.20)
Si 풮 est ausal, on a
∥풮∥푙푖푝,2 = ∥풮∥2푖 (2.21)
Norme induite 퐿2 Pour les systèmes linéaires ontinus stables (don lip-
shitziens) et ausaux, on peut dénir une norme que l'on appelle parfois
norme 퐿2 induite, et pour laquelle, on a :
∥풮∥푖퐿2 = ∥풮∥푙푖푝,2 = ∥풮∥2푖 = ∥풮∥2 (2.22)
Cas partiulier des systèmes LTI Dans e as partiulier, l'entrée et
la sortie du système sont liées par une relation de produit de onvolution.
En eet, onsidérons 풮ℎ un système LTI à 푚 entrées et 푛 sorties. Soit ℎ
l'appliation de ℝ dans ℝ푛×푚, telle que la 푗-ième olonne de ℎ représente la
réponse de 풮ℎ lorsque la 푗-ième entrée est une impulsion, et toutes les autres
entrées sont nulles. On a alors que si 푢 est une entrée et 푦 la sortie assoiée,
pour tout 푡, 푦(푡) = (ℎ ∗ 푢)(푡). De manière un peu plus formelle, en notant
퐸푚 l'ensemble des appliations de ℝ dans ℝ푚, pour toute appliation ℎ de
ℝ dans ℝ푛×푚, on dénit 풯 (ℎ) par :
풯 (ℎ) : 퐸푛 → 퐸푚
푢 7→ 풯 (ℎ)[푢] : 푡 7→ ∫ +∞−∞ ℎ(푡− 휏)푢(휏)푑휏 (2.23)
Soit ℎ est une fontion de ℝ dans ℝ푛×푚 telle que ℎ(푡) = 0 pour tout 푡 < 0.
Soit 퐻 la transformée de Laplae de ℎ. On peut alors montrer, (lorsque les
deux quantités existent) que :
∥풯 (ℎ)∥2 = ∥퐻∥∞ (2.24)
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2.1.2 La stabilité
Considérons l'évolution d'un système dérit par une équation diéren-
tielle (ou une équation aux diérenes dans le as d'un système disret). On
peut alors distinguer diérentes notions de stabilité : la stabilité interne et
la stabilité BIBO (angl. Bounded Input, Bounded Output : Entrée Bornée,
Sortie Bornée).
Considérons que l'on dispose de la modélisation d'un système par une
équation diérentielle. Dans le adre de ette thèse, on ne s'intéressera qu'à
la stabilité interne, et la stabilité entrée-sortie. En eet, on herhe à garantir
que quelles que soient les onsignes et les perturbations bornées auxquelles
sera soumis l'ensemble ommandé, tous les signaux (internes et externes)
seront eux aussi bornés.
Dénition 7 (푙푞-stabilité) Soit 푞 ∈ ℕ∪{+∞}. Soit un système dynamique
tel que si l'entrée de e dernier est 푢 ∈ 퐸푚, alors on note 풮[푢] ∈ 퐸푛 sa sortie.
Ce système dynamique est dit 푙푞-stable si :
 ∀푢 ∈ 푙푞 alors 풮[푢] ∈ 푙푞 ;
 ∃훾 < +∞ tel que ∀푢 ∈ 푙푞, ∥풮[푢]∥푞 ⩽ 훾∥푢∥푞
Souvent, on parle de stabilité BIBO pour parler de 푙2-stabilité ou de 푙∞-
stabilité. Il est à noter que dans le as d'une 푙푞-stabilité, ave 푞 ∈ ℕ, on peut
parfaitement avoir une entrée 푢 ∈ 푙푞 et à support borné, et une sortie 풮[푢]
telle que ∀푎 ∈ ℝ+, il existe un intervalle 퐼 ⊂ ℝ+ tel que ∀푡 ∈ 퐼, ∣풮[푢](푡)∣ ⩾ 푎.
Pour toute la suite on supposera que le système est ausal, et que pour
une entrée 푢, il existe une unique sortie 풮[푢]. Considérons le système dont
l'évolution de l'état est dérite par l'équation suivante :
푥˙ = 푓(푥, 푡) (2.25)
Dénition 8 (Stabilité) L'état d'équilibre 푥푒 = 0 du système (2.25) est
stable si ∀휖 > 0 et ∀푡0 ⩾ 0, ∃훿(휖, 푡0) > 0 tel que
∥푥0∥ < 훿(휖, 푡0)⇒ ∀푡 ⩾ 푡0, ∥푥(푡; 푥0, 푡0)∥ < 휖 (2.26)
Dans le as ontraire, l'état d'équilibre est dit instable.
Dénition 9 (Bornée) Une solution 푥(푡; 푥0, 푡0) du système (2.25) est bor-
née s'il existe 훽 > 0 tel que ∀푡 ⩾ 푡0, ∥푥(푡; 푥0, 푡0)∥ < 훽 ; où 훽 peut être fontion
de la solution, 'est à dire de 푥0 et 푡0.
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2.1.3 Les performanes
Les ritères de performane d'un asservissement sont nombreux en Auto-
matique. Les ritères les plus intuitifs sont probablement eux assoiés aux
réponses temporelles. En eet, en dehors de la stabilité BIBO qui peut être
vue omme un ritère temporel, souvent on observe les réponses impulsion-
nelles ou indiielles (lorsqu'il est possible de s'en approher). Ainsi, sur une
réponse indiielle par exemple, la ommande peut alors être aratérisée par
le temps de réponse, les dépassements, l'erreur sur la valeur de onsigne, l'er-
reur de traînage, la pseudo-période d'osillation,. . . D'un autre té, on peut
aussi utiliser des ritères fréquentiels tels que la marge de gain, la marge
de phase, la fréquene de oupure,. . .Mais on peut aussi aratériser es ré-
ponses par des ritères un peu plus abstraits, tels que les ritères 퐻∞, 퐻2, 퐿2,
la position des ples,. . . En fontion des objetifs de synthèse ou d'analyse,
on sera amené à utiliser des outils développés à et eet.
Pour les ritères dits 퐻∞, 퐻2 et 퐿2, qui seront les plus utilisés par la
suite, il s'agit de aratériser les transferts à l'aide des normes dérites dans
la partie 2.1.1. Par exemple, bien souvent, en Automatique, on peut se rame-
ner au shéma dit de  la forme standard  représenté par la Figure 2.1. En
푃
퐾
entrées exogènes
푤
sorties régulées
푧
sorties mesurées
푦
ommandes
푢
Figure 2.1  Shéma de la forme standard
onsidérant e shéma, pour une fontion de transfert 푃 donnée, la synthèse
퐻∞ onsiste à résoudre le problème suivant :
Trouver 퐾표푝푡 tel que min
퐾∈ℰ
∥푇푤→푧(퐾)∥∞ = ∥푇푤→푧(퐾표푝푡)∥∞ (2.27)
où ℰ représente l'ensemble des orreteurs stabilisants, et 푇푤→푧(퐾) le trans-
fert linéaire stationnaire entre 푤 et 푧. Le problème de synthèse 퐻2 est iden-
tique à elui de la synthèse 퐻∞, il sut de remplaer la norme ∥ ⋅ ∥∞ par la
norme ∥ ⋅ ∥2.
Dans un adre légèrement diérent, le problème de synthèse 퐿2, traite du
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Δ푃
퐾
푤 푧
Figure 2.2  Shéma pour l'analyse d'une marge de stabilité 퐿2푟.
as de la Figure 2.2. Lorsque Δ n'est pas stationnaire, on ne peut plus trai-
ter la norme innie du transfert, on onsidère don la norme induite ∥ ⋅ ∥푖퐿2.
Ainsi, dans le adre d'une analyse, 퐾 étant une fontion de transfert LTI
xée, on peut par exemple herher à aluler :
sup
Δ∈ℬ
∥푇푤→푧(퐾)∥푖퐿2 (2.28)
où ℬ est l'ensemble des fontions de transfert linéaires que l'on onsidère.
D'autres ritères
En outre, on peut aussi prendre en ompte, lorsque le orreteur est em-
barqué la  taille  de elui-i, qui aratérisera l'espae mémoire qui lui sera
dédié lors de son implantation.
Il apparaît aussi un ritère supplémentaire qui est elui du  temps de
alul . En eet, il faut aussi s'assurer que la mise en ÷uvre du orre-
teur ne onduira pas à une instabilité. Car si la stabilité de l'ensemble du
shéma adaptatif dépend du temps éoulé entre les informations reçues par
le orreteur (disret) obtenu après implantation, et sa ommande de sor-
tie, e temps est d'autant plus long que le temps de alul est grand. De
plus, dans le temps de alul d'un orreteur auto-adaptatif indiret, il faut
aussi prendre en ompte le temps de alul de l'estimateur. De e point de
vue, puisqu'un orreteur adaptatif diret ne possède pas d'estimateur, on
pourrait onlure qu'un orreteur auto-adaptatif diret est plus rapide. Mais
dans e as, l'étude du régime transitoire semble a priori plus déliate.
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2.2 Quelques éléments sur les Transformations
Linéaires Frationnaires
En Automatique, les shémas omme elui représenté par la Figure 2.1
sont si fréquemment renontrés que des outils spéiques ont été onçus pour
leur traitement. En partiulier le formalisme des transformations linéaires
frationnaires onstitue un élément important de es outils.
2.2.1 Dénitions
Soit le quadruplet (푎, 푏, 푐, 푑) ∈ ℂ4, ave 푑 ∕= 0. On appelle transformation
linéaire frationnaire assoiée au quadruplet (푎, 푏, 푐, 푑), l'appliation퐹 dénie
par :
퐹 : ℂ/{− 푐
푑
} → ℂ
푧 7→ 푎+푏푧
푐+푑푧
(2.29)
Par extension, pour un quadruplet de matries omplexes (푃11, 푃12, 푃21, 푃22) ∈
ℂ푛×푛 ×ℂ푛×푛푢 ×ℂ푛푦×푛 ×ℂ푛푦×푛푢, en notant 푃 =
(
푃11 푃12
푃21 푃22
)
, on dénit la
Transformation Linéaire Frationnaire (angl. Linear Frational Transforma-
tion) (LFT) haute par l'appliation
ℱ푢(푃, ⋅) : ℰ푢 → ℂ푛푦×푛푢
Δ 7→ 푃22 + 푃21Δ(퐼푛 − 푃11Δ)−1푃12 (2.30)
ave ℰ푢 = ℂ푛×푛/{Δ ∈ ℂ푛×푛∣푑푒푡(퐼푛−푃11Δ) = 0}. De plus, puisqu'au shéma
de la Figure 2.3(a) est assoié le système d'équations⎧⎨
⎩
푤 = 푃11푣 + 푃12푢
푦 = 푃21푣 + 푃22푢
푣 = Δ푤
(2.31)
on trouve que pour tout Δ ∈ ℰ푢, 푦 = ℱ푢 (푃,Δ)푢. Le shéma de la Figure
2.3(a) est don dit représentation LFT haute. De manière analogue, on dénit
la LFT basse par le shéma de la Figure 2.3(b) et l'expression générique :
ℱ푙 (푃,Δ) = 푃11 + 푃12Δ(퐼 − 푃22Δ)−1푃21 (2.32)
(pour des matries dénies de manière adéquate).
De la même manière, le shéma de la Figure 2.3() est appelé représen-
tation LFT, bien qu'il ne omporte auune entrée ni sortie, ar il pourrait
être vu omme un as partiulier lorsque 푀 = 푃11, les autres sous-matries
de 푃 étant des matries vides (matries dont l'une des dimensions est nulle).
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푃Δ
푢 푦
푤푣
(a) Représenta-
tion d'une LFT
haute.
푃
Δ
푢 푦
푤푣
(b) Représenta-
tion d'une LFT
basse.
푀
Δ
() Représentation
d'une LFT haute
sans entrée ni sor-
tie.
Figure 2.3  Représentations des LFT.
Pour passer d'une LFT basse ℱ푙(푄,Δ) à une LFT haute ℱ푢(푃,Δ), il sut
de réaliser les transformations suivantes : 푃11 ← 푄22, 푃22 ← 푄11, 푃12 ← 푄21
et 푃21 ← 푄12. Par onséquent, on onstate qu'il y a une ertaine équivalene
entre les LFTs hautes et basses, et que l'utilisation d'une seule de es deux
transformations sut. On hoisit don arbitrairement d'utiliser préférentiel-
lement la LFT haute.
Dénition 10 Soit 푃 =
(
푃11 푃12
푃21 푃22
)
. La LFT haute ℱ푢(푃, ⋅) (resp. basse
ℱ푙(푃, ⋅)) est dite  bien-dénie  ou  bien-posée  sur l'ensemble ℰ , si ∀Δ ∈
ℰ , 푑푒푡(퐼 − 푃11Δ) ∕= 0 (resp. 푑푒푡(퐼 − 푃22Δ) ∕= 0).
La LFT omme opérateur
Une des partiularités des LFTs réside dans le fait que  la LFT de
deux LFTs est une LFT  (pour peu que les éléments soient onvenable-
ment dénis). Plus rigoureusement, ela signie que, par exemple, en notant
퐿 = ℱ푢 (ℱ푢(푃1,Δ1),ℱ푢(푃1,Δ1)), il existe d'une part 푃3 fontion unique-
ment de 푃1 et 푃2 et d'autre part Δ3 fontion uniquement de Δ1 et Δ2 tels
que 퐿 = ℱ푢(푃3,Δ3). En e sens, la mise sous forme LFT dispose don d'une
propriété de  stabilité . On dénit alors l'opérateur ⊗ par :
ℱ푢 (푀,Δ) = 푀 ⊗Δ (2.33)
Les propriétés opératoires sur les LFT sont exposées dans l'Annexe A. On
peut aussi généraliser l'opérateur LFT par le produit de Redheer déni de
la manière suivante.
Dénition 11 (Produit de Redheer) Soient
푀 =
[
푀11 푀12
푀21 푀22
]
et 푁 =
[
푁11 푁12
푁21 푁22
]
(2.34)
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deux matries omplexes telles que les opérations qui suivent sont bien dé-
nies. On dénit le produit de Redheer, noté ★, par l'égalité suivante :
푀 ★푁 =
[ ℱ푙(푀,푁11) 푀12(퐼 −푁11푀22)−1푁12
푁21(퐼 −푀22푁11)−1푀21 ℱ푢(푁,푀22)
]
(2.35)
On onstate que le produit de Redheer est une généralisation de la LFT
dans le sens où lorsque les matries 푀11, 푀12 et 푀21 sont des matries vides
('est à dire au moins une dimension nulle et l'autre étant appropriée), on
retrouve ℱ푢(푁,푀22).
2.2.2 Minimalité
Dénition 12 (Equivalene) Soient ℱ푢(푀, ⋅) : ℰ푀 ⊂ ℂ푛1×푛1 → ℂ푛푦×푛푢 et
ℱ푢(푁, ⋅) : ℰ푁 ⊂ ℂ푛2×푛2 → ℂ푛푦×푛푢 deux LFTs ayant des nombres d'entrée et
de sortie non nuls. Ces LFTs sont dites équivalentes, si la diérene de es
LFTs est nulle pour toutes les inertitudes onsidérées.
Dénition 13 (Minimalité) Une représentation LFT est dite minimale
lorsque la dimension de Δ est la plus petite parmi toutes les représentations
équivalentes. (Il n'y a a priori pas uniité d'une représentation LFT.)
2.2.3 Modélisation des inertitudes par LFT
De nombreuses inertitudes (struturées ou pas) peuvent être représentées
sous forme LFT.
Inertitudes paramétriques
Considérons l'exemple du système inertain suivant :
푆푖푛푐 =
[
퐴푖푛푐 퐵푖푛푐
퐶푖푛푐 퐷푖푛푐
]
=
⎡
⎢⎢⎣
−1
4
+ 훼 1 + 훽 1 0
−1 + 훽 −1
4
+ 훾 0 1
1 0 0 0
0 1 0 0
⎤
⎥⎥⎦ (2.36)
ave (훼, 훽, 훾) ∈ ℝ3, ∣훼∣ < 3
2
, ∣훽∣ < 3
2
, ∣훾∣ < 3
2
. Soit Δ = 푑푖푎푔(훼, 훽, 훾). En
posant
퐵푙 =
[ √
6
2
√
6
2
0 0
0 0
√
6
2
√
6
2
]
퐶푙 =
⎡
⎢⎢⎢⎣
√
6
2
0
0
√
6
2√
6
2
0
0
√
6
2
⎤
⎥⎥⎥⎦ (2.37)
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퐴0 =
[ −1
4
1
−1 −1
4
]
푃 =
⎡
⎣ 퐴0 퐵푙 퐵푖푛푐퐶푙 0 0
퐶푖푛푐 0 퐷푖푛푐
⎤
⎦
(2.38)
Alors 푆푖푛푐 = 푃 ⊗Δ.
Inertitudes dynamiques
On retrouve les inertitudes dynamiques dans diverses situations :
 Pour modéliser des erreurs de modèle. En eet, ertains modèles dyna-
miques sont réalisés dans un ertain domaine de fréquene et ne onsti-
tue qu'une approximation du véritable modèle. Toutefois, on peut être
en mesure de proposer une borne sur l'erreur de modèle. Cette erreur de
modèle peut alors être représentée par une famille (bornées) de modèles
dynamiques.
 De manière similaire, le modèle dynamique peut être parfaitement
onnu, mais an de simplier les aluls, on utilise une expression ap-
prohée adéquate au domaine de fréquene sur lequel on travaille. Il est
alors possible de proposer une borne aux inertitudes dynamiques, va-
lable dans le domaine de fréquene où l'on travaille. Par exemple, pour
prendre en ompte un retard sur la réponse d'un système il est souvent
utilisé une approximation de Padé de la fontion de transfert 푠 7→ 푒−휏푠.
On peut alors érire (pour les basses fréquene) par exemple :
푒−휏푠 =
1− 휏
2
푠
1 + 휏
2
푠
+Δ(푠) (2.39)
où Δ(푠) est une inertitude dynamique bornée sur des intervalles de fré-
quenes prohes de 0.
Blo omplexe plein La modélisation d'inertitudes est réalisée dans dif-
férents as.
 Le as le plus naturel orrespond à la  modélisation de dynamiques né-
gligées . Par exemple, pour un avion, les dynamiques négligées peuvent
orrespondre à des modes exibles. Il y a diérentes manières de repré-
senter es inertitudes, par exemple par  addition direte , omme
sur la Figure 2.4 ou par multipliation en retour de sortie, omme sur
la Figure 2.6.
 La 휇-analyse a été introduite pour analyser la robustesse de la sta-
bilité. Des blos artiiels dynamiques sont souvent onsidérés an
d'étendre les potentialités naturelles de la 휇-analyse à l' analyse des
performane  (voir paragraphe 2.3 page 42).
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퐾(푠) 퐺(푠)
푊 (푠) Δ(푠)
+
+−
+
Figure 2.4  Exemple de dynamique négligée additive.
퐾(푠) 퐺(푠)
Δ1(푠) Δ2(푠)
+
+ +−
+ +
Figure 2.5  Exemple de dynamique négligée multipliatives en entrée et
en sortie.
퐺(푠)
Δ(푠) 푊 (푠)
+
+
Figure 2.6  Exemple de dynamique négligée représentée par une  multi-
pliation en retour de sortie .
Inertitudes salaires omplexes Les inertitudes salaires dynamiques
onstituent un as partiulier des blos omplexes pleins. De telles inerti-
tudes sont souvent introduites pour l'adaptation de la 휇-analyse à l'analyse
de performanes. Par exemple, on peut dénir une aire d'exlusion ellipsoï-
dale dans le plan de Nihols de la manière suivante :
1 + 훽(훿1 + 훿2) + 훼훿1훿2
1− 훽(훿1 + 훿2) + 훼훿1훿2 tel que ∣훿1∣ < 1 et ∣훿2∣ < 1 (2.40)
où 훿1 et 훿2 sont des salaires omplexes. Dans ette formule, le transfert doit
être plaé en série ave la boule ouverte du système pour lequel la perfor-
mane est analysée (voir [32℄ pour plus de détails).
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푀Δ
Figure 2.7  Interonnexion sous forme LFT
2.3 Quelques éléments sur la 휇-analyse
Comme on l'a vu préédemment, bien souvent on peut représenter beau-
oup d' inertitudes  sous forme LFT. Mais maintenant que l'on a vu om-
ment les représenter, on s'intéressera dans e hapitre à dénir un outil per-
mettant d'analyser la stabilité et les performanes de shémas sous forme
LFT, à savoir la 휇-analyse.
D'une manière générale, on s'intéresse à la stabilité de l'interonnexion
représentée par la Figure 2.7, où 푀 et Δ sont deux opérateurs de 푙2 dans
푙2, tels que 푀 soit un opérateur donné, et Δ soit a priori inonnu, mais ap-
partenant à un ensemble donné d'opérateurs, noté Δ.
Le prinipe adopté en Automatique, onsiste à dénir un nombre réel
positif que l'on peut noter 푅Δ(푀), qui serait le plus grand rayon de boule
ouverte entrée en zéro (dansΔ) dans laquelle l'interonnexion de la Figure
2.7 est stable pour tous les opérateurs Δ de ette boule. On dénit alors :
ℳΔ(푀) = 1
푅Δ(푀)
(2.41)
ave pour onvention ℳΔ(푀) = 0 lorsque  푅Δ(푀) = ∞ . Par la suite,
dans tout e hapitre, on onsidérera que 푀 est un opérateur linéaire sta-
tionnaire (LTI). De plus, lorsque Δ est un opérateur linéaire stationnaire, on
pourra dénir une quantité notée 휇 pour laquelle on aura :
ℳΔ(푀) = sup
휔∈[0,∞[
휇Δ(푀(횥휔)) (2.42)
Ainsi, on étudiera alors 휇Δ(푀), en fontion de l'ensembleΔ onsidéré. Dans
une première partie, on s'intéressera au as où Δ représente l'ensemble des
opérateurs linéaires de 푙2 dans 푙2. Mais, an de prendre en ompte des  stru-
tures  partiulières des inertitudes fréquemment renontrées, on s'intéres-
sera suessivement au as oùΔ regroupe un ensemble d'opérateurs Δ stru-
turés, tout d'abord onstants, puis stationnaires, et enn variants dans le
temps.
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2.3.1 Cas où Δ n'est pas struturé
A la onnaissane de l'auteur, il n'y a pas de théorème général permettant
de simplier la dénition de ℳΔ(푀) lorsque Δ regroupe l'ensemble des
opérateurs linéaires de 푙2 dans 푙2. A défaut, on s'intéressera don au as où
Δ regroupe des opérateurs linéaires lipshitziens. Pour traiter e as, on peut
utiliser le  théorème des petits gains . Dans sa première forme, il peut être
énoné omme suit ([1℄) :
퐿+ −
Figure 2.8  1ère version du théorème des petits gains
Théorème 2 (Théorème des petits gains, (1ère version)) Considérons
la boule d'asservissement de la Figure 2.8, où 퐿 est un système BIBO
stable quelonque (opérateur 푙2 dans 푙2). Une ondition susante pour la
stabilité interne de ette boule est que 퐿 soit une ontration, 'est à dire
que :
∀푢, 푣 ∈ 푙2, ∥퐿(푢)− 퐿(푣)∥2 ⩽ 훼∥푢− 푣∥2 (2.43)
ave 0 ⩽ 훼 < 1 (ii ∥ ⋅ ∥2 dénote la norme naturelle des signaux 푙2). Si 퐿 est
LTI, ette ondition se réduit à ∥퐿∥∞ < 1.
Dans notre as, on sera surtout intéressé par la version suivante (qui n'est
qu'un as partiulier du théorème préédent) :
푃
Δ(⋅)
v e+
−
Figure 2.9  2ème version du théorème des petits gains
Théorème 3 (Théorème des petits gains, (2ème version)) Considérons
la boule d'asservissement de la Figure 2.9 où le système nominal 푃 (푠) est
43
un système linéaire stationnaire stable et l'inertitude non struturée Δ(⋅) est
un opérateur de 푙2 vériant :
∀푢, 푣 ∈ 푙2, ∥Δ(푢)−Δ(푣)∥2 ⩽ 훼∥푢− 푣∥2 (2.44)
(Δ est 훼-lipshitzien) ave 0 ⩽ 훼 < 1. Cette boule est stable de façon interne
pour tout Δ satisfaisant (2.44) si et seulement si ∥푃∥∞ < 1, et e résultat
reste valable lorsque l'inertitude Δ est restreinte à l'espae des systèmes
linéaires stationnaires stables Δ(푠) de norme ∥Δ(푠)∥∞ < 1.
Ce théorème permet don de formuler le orollaire suivant :
Corollaire 1 Considérons la boule d'asservissement de la Figure 2.9 où
le système nominal 푃 (푠) est un système linéaire stationnaire stable non nul.
Alors la boule est stable de façon interne pour toutes les inertitudes non
struturées Δ(⋅) qui sont des opérateurs linéaires de 푙2 vériant :
∀푢, 푣 ∈ 푙2, ∥Δ(푢)−Δ(푣)∥2 ⩽ 훼∥푢− 푣∥2 (2.45)
ave 0 ⩽ 훼 < 1∥푃∥∞ . Ce résultat reste valable lorsque l'inertitude Δ est res-
treinte à l'espae des systèmes linéaires stationnaires stables Δ(푠) de norme
∥Δ(푠)∥∞ < 1∥푃∥∞ .
Lorsque Δ regroupe l'ensemble des opérateurs linéaires lipshitziens (don
ontinus) de 푙2 dans 푙2, la onstante de lipshitz (l'inf des 훼 respetant (2.45)
pour 푢 ∕= 푣) y onstitue une norme sur Δ (la norme 퐿2 induite), et on
déduit que 푅Δ(푃 ) ⩾ (∥푃∥∞)(−1). Cependant, on montre aussi que 푅Δ(푃 ) ⩽
(∥푃∥∞)(−1). En eet, dans le as partiulier où 푃 et Δ sont des systèmes
linéaires stationnaires, on peut réaliser des transformations de Laplae, et
à partir de la Figure 2.9 on peut alors érire : (퐼 + Δ(푠)푃 (푠))푒 = 푣. De
ette expession, on en déduit que la boule fermée est stable si on a : ∀휔 ∈
[0,∞[, 푑푒푡(퐼 + Δ(푠)푃 (푠)) ∕= 0. Soit don 휔푚 une pulsation pour laquelle
on a 휎(푃 (횥휔푚)) = ∥푃∥∞. Il existe alors des matries 푈 , 푉 et Σ telles que
푈∗푈 = 퐼, 푉 ∗푉 = 퐼, Σ = 푑푖푎푔(휎1, . . . , 휎푛), et 푃 (횥휔푚) = 푈Σ푉 ∗. En posant
Δ푚 =
1
∥푃∥∞푉 푈
∗
, on obtient
푑푒푡(퐼 −Δ푚푃 (횥휔푚)) = 푑푒푡
(
푉 푉 ∗ −
(
1
∥푃∥∞푉 푈
∗
)
(푈Σ푉 ∗)
)
(2.46)
= 푑푒푡(푉 )푑푒푡(퐼 − 1∥푃∥∞Σ)푑푒푡(푉
∗) (2.47)
= 푑푒푡(푉 ) ⋅ 0 ⋅ 푑푒푡(푉 ∗) = 0 (2.48)
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Δ푚 est don une matrie telle que 휎(Δ푚) =
1
∥푃∥∞ , et pour laquelle la boule
fermée est instable lorsque Δ(푠) = Δ푚. On en déduit don que
푅Δ(푃 ) =
1
∥푃∥∞ et ℳΔ(푃 ) = ∥푃∥∞ (2.49)
Il est à noter que ette borne est obtenue en faisant uniquement l'hypo-
thèse que les opérateurs Δ sont linéaires et ontinus (don lipshitziens), et
pas néessairement stationnaires.
De plus, bien que l'on n'ait pas enore déni 휇, on peut déjà remarquer
que si on veut que la dénition que l'on proposera soit ohérente ave e qui a
été érit jusqu'à maintenant, il faudra avoir : sup휔∈[0,∞[ 휇Δ(푃 (횥휔)) = ∥푃∥∞
Dans le théorème des petits gains, on onsidère que l'inertitude est non
struturée. C'est-à-dire que la matrieΔ peut prendre toutes les valeurs telles
que ∥Δ∥푖퐿2 < 1∥푃∥∞ . Cependant, en pratique, on est souvent onfronté à des
formes partiulières de perturbation. En eet, le transfert linéaireΔ peut être
 struturé . Bien souvent, on entend par là que l'on impose que le transfert
linéaire Δ soit  blo diagonal . Ainsi, dans le as où Δ est struturée, la
ondition de stabilité est onservative. C'est à dire que l'on ne peut plus af-
rmer l'égalité, mais uniquement que 푅Δ(푃 ) ⩾
1
∥푃∥∞ , et la borne supérieure
sur ∥Δ∥푖퐿2 est trop importante. C'est la raison pour laquelle on herhe à
réduire le onservatisme sur la borne de ∥Δ∥푖퐿2 .
2.3.2 Cas oùΔ est struturé et onstant, et푀 est onstant
Là enore, on s'intéresse à la  stabilité  des boules fermées représentées
sur les Figures 2.10(a) et 2.10(b). L'étude de la stabilité de es deux shémas
est équivalente en posant 푀 = 푃11. Mais ontrairement à préédemment, ii
on s'intéresse uniquement au as où les matries 푃 , 푀 et Δ sont onstantes
(pouvant prendre leurs valeurs dans ℂ), et on supposera de plus que les
matries Δ onsidérées sont  struturées . Dans e ontexte, on herhera
don à exprimer ℳΔ(푀), lorsque Δ regroupe les matries Δ onstantes.
Pour ela, on dénit la valeur singulière struturée.
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푀Δ
(a) LFT de 푀 et
de l'inertitude Δ.
푃
Δ
푢 푦
(b) LFT de 푃 et
de l'inertitude Δ.
Figure 2.10  Shémas de la 휇-analyse
Dénition de 휇 pour 푀 et Δ onstants
Soient 푚푟, 푚푐 et 푚퐶 d'une part, et 푘1, . . . , 푘(푚푟+푚푐+푚퐶) d'autre part, des
entiers naturels. On dénit l'ensemble Δ par :
Δ =
{
Δ = 푑푖푎푔(훿푟1퐼푘1, . . . , 훿
푟
푚푟퐼푘푚푟 , 훿
푐
1퐼푘푚푟+1, . . . , 훿
푐
푚푐퐼푘푚푟+푚푐 ,
Δ퐶1 , . . . ,Δ
퐶
푚퐶
) ave ∀푖 ∈ [1, 푚푟], 훿푟푖 ∈ ℝ; ∀푗 ∈ [1, 푚푐], 훿푐푗 ∈ ℂ,
∀푞 ∈ [1, 푚퐶 ], Δ퐶푞 ∈ ℂ푘푚푟+푚푐+푞×푘푚푟+푚푐+푞
}
(2.50)
Δ dénit don un ensemble de matries  struturées  diagonales par blo
pour lesquelles푚푟,푚푐 et푚퐶 désignent respetivement le ardinal des nombres
réels (éventuellement répétés) sur la diagonale, le ardinal des nombres om-
plexes (éventuellement répétés) sur la diagonale, et le ardinal des matries
omplexes (éventuellement répétées) sur la diagonale.
Notons
BΔ = {Δ ∈Δ∣휎(Δ) ⩽ 1} (2.51)
B
o
Δ = {Δ ∈Δ∣휎(Δ) < 1} (2.52)
On dénit la valeur singulière struturée (angl. strutured singular value)
(s.s.v.) par le nombre réel positif 휇Δ(푀) tel que :⎧⎨
⎩
1
휇Δ(푀)
= infΔ∈Δ {휎(Δ)∣ det(퐼 −푀Δ) = 0}
휇Δ(푀) = 0 si ∀Δ ∈Δ, det(퐼 −푀Δ) ∕= 0
(2.53)
ou de manière équivalente :⎧⎨
⎩
(휇Δ(푀))
−1 = inf {푘 ∈ ℝ+∣∃Δ ∈ 푘BΔ tel que det(퐼 −푀Δ) = 0}
휇Δ(푀) = 0 si ∀푘 ∈ ℝ+, ∀Δ ∈ 푘BΔ, det(퐼 −푀Δ) ∕= 0
(2.54)
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푃Δ1
Δ2
푢 푦
(a) shéma ave
entrée-sortie
푃
Δ1
Δ2
(b) shéma
sans entrée-
sortie
Figure 2.11  Shémas pour 휈-analyse
An de simplier les notations, dénissons 푅Δ(푀) =
1
휇Δ(푀)
et ℰ =
{푘 ∈ ℝ+∣∃Δ ∈ 푘BΔ tel que det(퐼 −푀Δ) = 0}. En d'autres termes, 푅Δ(푀)
pourrait être déni omme étant le  rayon  de la plus grande boule ouverte
entrée en zéro dans laquelle toutes les perturbations struturées Δ ∈Δ vé-
rient 푑푒푡(퐼 −Δ푀) ∕= 0. Dans le as où Δ est réel, on peut même aller plus
loin, et armer que ∀Δ ∈ 푅Δ(푀)BoΔ on a 푑푒푡(퐼 −푀Δ) > 0 (onséquene
de la ontinuité de l'appliation Δ 7→ 푑푒푡(퐼 −푀Δ)).
Quelques propriétés
1. 휇(푀) = 휇(푀∗).
2. Si Δ = ℂ푛×푛, alors 휇Δ(푀) = 휎(푀).
3. 휇(훼푀) = ∣훼∣휇(푀) ;
4. 휇(퐼) = 1 ;
5. 휇(퐴퐵) ⩽ 휇(퐴)휎(퐵) ;
6. 휇(Δ) = 휎(Δ), ∀Δ ∈ Δ.
Dénition de la s.s.v. dissymétrique pour 푀 et Δ onstants
Soient푚푟1,푚푟2,푚푐1,푚푐2,푚퐶1 et푚퐶2 d'une part, et 푘1, . . . , 푘(푚푟1+푚푐1+푚퐶1),
푙1, . . . , 푙(푚푟2+푚푐2+푚퐶2) d'autre part, des entiers naturels. On dénit les en-
sembles Δ1 et Δ2 par :
Δ1 =
{
Δ = 푑푖푎푔(훿푟11 퐼푘1 , . . . , 훿
푟1
푚푟1
퐼푘푚푟1 , 훿
푐1
1 퐼푘푚푟1+1, . . . , 훿
푐1
푚푐1
퐼푘푚푟1+푚푐1 ,
Δ퐶11 , . . . ,Δ
퐶
푚퐶1
) ave ∀푖 ∈ [1, 푚푟1], 훿푟1푖 ∈ ℝ; ∀푗 ∈ [1, 푚푐1], 훿푐1푗 ∈ ℂ,
∀푞 ∈ [1, 푚퐶1], Δ퐶1푞 ∈ ℂ푘푚푟1+푚푐1+푞×푘푚푟1+푚푐1+푞
}
(2.55)
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Δ2 =
{
Δ = 푑푖푎푔(훿푟21 퐼푙1 , . . . , 훿
푟2
푚푟2퐼푙푚푟2 , 훿
푐2
1 퐼푙푚푟2+1 , . . . , 훿
푐2
푚푐2퐼푙푚푟2+푚푐2 ,
Δ퐶21 , . . . ,Δ
퐶2
푚퐶2
) ave ∀푖 ∈ [1, 푚푟2], 훿푟푖 ∈ ℝ; ∀푗 ∈ [1, 푚푐2], 훿푐2푗 ∈ ℂ,
∀푞 ∈ [1, 푚퐶2], Δ퐶2푞 ∈ ℂ푙푚푟2+푚푐2+푞×푙푚푟2+푚푐2+푞
}
(2.56)
BΔ1 = {Δ ∈ Δ1∣휎(Δ) ⩽ 1} (2.57)
On dénit la valeur singulière dissymétrique (ou 휈) par les équations
suivantes, dans lesquelles Δ = 푑푖푎푔(Δ1,Δ2).⎧⎨
⎩
1
휈(Δ1,Δ2)(푀)
= inf Δ1∈BΔ1
Δ2∈Δ2
{휎(Δ2)∣ det(퐼 −푀Δ) = 0}
휈(Δ1,Δ2)(푀) = 0 si ∀(Δ1,Δ2) ∈ BΔ1 ×Δ2, det(퐼 −푀Δ) ∕= 0
(2.58)⎧⎨
⎩
(
휈(Δ1,Δ2)(푀)
)−1
= inf {푘 ∈ ℝ+∣∃(Δ1,Δ2) ∈ BΔ1 × 푘BΔ2,
tel que det(퐼 −푀Δ) = 0}
휈(Δ1,Δ2)(푀) = 0 si ∀푘 ∈ ℝ+, ∀(Δ1,Δ2) ∈ BΔ1 × 푘BΔ2, det(퐼 −푀Δ) ∕= 0
(2.59)
Remarques onernant la dénition de 휈 :
 Comme l'indique son nom, la nouvelle quantité dénie est dissymé-
trique. C'est à dire que 휈(Δ1,Δ2)(푀) ∕= 휈(Δ2,Δ1)(푀)
2.3.3 Cas où Δ est struturé, linéaire et stationnaire
Lorsque 푀 et Δ sont des systèmes linéaires stationnaires stables, leurs
transformées de Laplae ne sont fontions que de 푠, et pour tout 휔 ∈ [0,∞[,
푀(횥휔) etΔ(횥휔) sont des matries (onstantes) omplexes, et la stabilité de la
boule fermée est assurée si pour tout 휔 ∈ [0,∞[, on a 푑푒푡(퐼−푀(횥휔)Δ(횥휔)) ∕=
0. On peut don se ramener à la situation préédente, en onsidérant les
transformées de Laplae de 푀 et de Δ. En notant 풮 l'ensemble des systèmes
linéaires stationnaires (LTI), on pourrait érire :
Δ =
{
Δ ∈ 풮∣∀휔 ∈ ℝ, Δ(횥휔) = 푑푖푎푔(훿푟1퐼푘1, . . . , 훿푟푚푟퐼푘푚푟 ,
훿푐1퐼푘푚푟+1, . . . , 훿
푐
푚푐퐼푘푚푟+푚푐 ,Δ
퐶
1 , . . . ,Δ
퐶
푚퐶
)
ave ∀푖 ∈ [1, 푚푟], 훿푟푖 ∈ ℝ; ∀푗 ∈ [1, 푚푐], 훿푐푗 ∈ ℂ,
∀푞 ∈ [1, 푚퐶 ], Δ퐶푞 ∈ ℂ푘푚푟+푚푐+푞×푘푚푟+푚푐+푞
}
(2.60)
On a alors :
ℳΔ(푀) = sup
휔∈[0,∞[
휇Δ(푀(횥휔)) (2.61)
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2.3.4 Cas où Δ ontient des éléments linéaires non-sta-
tionnaires
A ause de l'introdution d'éléments non-stationnaires dansΔ, on ne peut
plus armer que la boule fermée est stationnaire. A priori, la boule fermée
est non-stationnaire (LTV). Cependant, sans autre hypothèse, on est déjà en
mesure de donner une borne supérieure de 푅Δ퐿푇푉 (푀). En eet, un système
LTI est LTV, 'est à dire Δ퐿푇퐼 ⊂ Δ퐿푇푉 , don a priori,
푅Δ퐿푇푉 (푀) ⩽ 푅Δ퐿푇퐼 (푀) (2.62)
A priori, on ne peut plus érire Δ(푠), au mieux on pourrait dénir pour
tout 푡 > 0, une quantité Δ(푡, 푠). Cependant, on peut tout à fait avoir
푑푒푡(퐼 −푀(횥휔)Δ(푡, 횥휔)) ∕= 0, (pour tout 푡 > 0 et pour tout 휔 ≥ 0) ave une
boule fermée instable (f. Annexe B page 165 pour un (ontre-)exemple).
On ne peut don pas proposer de dénition de 휇 de la même manière que
préédemment. A défaut, on herhera juste à aluler 푅Δ(푀).
Il n'est généralement pas faile d'évaluer 푅Δ퐿푇푉 (푀) lorsque Δ est LTV.
Cependant, il existe un as partiulier pour lequel il est possible de déter-
miner 푅Δ퐿푇푉 (푀), 'est lorsque tous les éléments de Δ sont LTV, grâe au
théorème suivant (f. [57℄).
SoitBΔ l'ensemble des opérateursΔ tels qu'il existe 푛˜1, . . . , 푛˜푚푟 , 푛1, . . . , 푛푚푐 ,
훿˜1, . . . , 훿˜푚푟 , 훿1, . . . , 훿푚푐 , Δ1, . . . ,Δ푚퐹 tels que :
Δ = 푑푖푎푔(훿˜1퐼푛˜1, . . . , 훿˜푚푟퐼푛˜푚푟 , 훿1퐼푛1 , . . . , 훿푚푐퐼푛푚푐 ,Δ1, . . . ,Δ푚퐹 ) (2.63)
ave ⎧⎨
⎩
훿˜푖 : 푙2 → 푙2 LTV, auto-adjoint et ∥훿˜푖∥ ⩽ 1
훿푖 : 푙2 → 푙2 LTV et ∥훿푖∥ ⩽ 1
Δ푖 : 푙
푞푖
2 → 푙푞푖2 LTV et ∥Δ푖∥ ⩽ 1
(2.64)
풟 = {퐷 = 푑푖푎푔(퐷˜1, . . . , 퐷˜푚푟 , 퐷1, . . . , 퐷푚푐 ,
푑1퐼푞1, . . . , 푑푚퐹 퐼푞푚퐹 ); tel que 0 < 퐷 = 퐷
푇 ∈ ℝ푛×푛} (2.65)
풢 = {퐺 = 푑푖푎푔(퐺˜1, . . . , 퐺˜푚푟 , 0, . . . , 0, 0 . . . , 0);
tel que 퐺 = 퐺∗ ∈ 횥ℝ푛×푛} (2.66)
Théorème 4 Soient 푀 une matrie de transfert LTI stable, et 훽 > 0. La
boule fermée de la Figure 2.10(a) est uniformément stable de manière
robuste par rapport à
1
훽
BΔ si et seulement s'il existe des matries onstantes
퐷 ∈ 풟 et 퐺 ∈ 풢 telles que :
∀휔 ∈ ℝ∪ {∞}, 푀(횥휔)퐷푀(횥휔)∗+ 횥 (퐺푀(횥휔)∗ −푀(횥휔)퐺) < 훽2퐷 (2.67)
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Dans ette situation, on a don, 푅Δ퐿푇푉 (푀) =
1
훽
et ℳΔ퐿푇푉 (푀) = 훽. Mais
en général, lorsque Δ ontient des éléments LTI et LTV, on n'est en mesure
que de proposer une borne supérieure, grâe à la proposition suivante.
Sans perte de généralité, on peut onsidérer que Δ = 푑푖푎푔(Δ1,Δ2), où Δ1
est un transfert LTI et Δ2 un transfert LTV, tous deux struturés et de tailles
données, et on note Δ l'ensemble de es Δ. Pour la proposition, on note de
manière générique Δ, 퐷 et 퐺 les matries ayant les strutures suivantes :
Δ = 푑푖푎푔(훿1퐼푞1, . . . , 훿푛퐼푞푛,Δ
퐶
1 , . . . ,Δ
퐶
푚) (2.68)
퐷 = 푑푖푎푔(퐷1, . . . , 퐷푛, 푑1퐼푟1, . . . , 푑푚퐼푟푚) (2.69)
퐺 = 푑푖푎푔(퐺1, . . . , 퐺푛, 0, . . . , 0) (2.70)
ave 훿푖 réel, Δ
퐶
1 matrie omplexe, 퐷 = 퐷
∗ > 0, et 퐺 = 퐺∗.
Proposition 2 Supposons que푀(푠) soit asymptotiquement stable. Soit 퐷1(휔) =
퐷∗1(휔) > 0 et 퐺1(휔) = 퐺
∗
1(휔) des matries de mise à l'éhelle fontion
de la fréquene dont la struture orrespond à elle de Δ1. Soient alors
퐷2 = 퐷
∗
2 > 0 et 퐺2 = 퐺
∗
2 des matries de mise à l'éhelle onstantes
dont la struture orrespond à elle de Δ2. Supposons que 퐷2 est une ma-
trie réelle et 퐺2 une matrie imaginaire. Soit 풟(휔) = 푑푖푎푔(퐷1(휔), 퐷2) et
풢(휔) = 푑푖푎푔(퐺1(휔), 퐺2). Une ondition susante pour que l'interonnexion
푀(푠)−Δ reste stable ∀Δ ∈ 1
훽
B
o
Δ est que ∀휔 ∈ [0,+∞) :
푀(횥휔)풟(휔)푀∗(횥휔) + 횥 (풢(휔)푀∗(횥휔)−푀(횥휔)풢(휔)) < 훽2풟(휔) (2.71)
On en déduit don que :
푅Δ(푀) ⩾
1
훽
et ℳΔ(푀) ⩽ 훽 (2.72)
En fait, 훽 représente une borne supérieure de sup휔 휇(푀(횥휔)) lorsque Δ est
LTI. (Voir le hapitre 2.4 (page 56) pour plus de détails).
2.3.5 Cas où Δ ontient des éléments non-linéaires
Lorsque Δ ontient des éléments non-linéaires, le prinipal élément nou-
veau est que, dans le as général, la onstante de Lipshitz n'égal pas la
 norme  induite 퐿2. A priori, il n'existe pas de relation entre es deux
 normes . Cependant, dans le as partiulier où Δ(0) = 0, on a
∥Δ∥푖퐿2 ⩽ ∥Δ∥푙푖푝,2 (2.73)
Par la suite, on onsidèrera que l'on a toujours Δ(0) = 0, ar il orrespond
au as que l'on souhaite étudier dans ette thèse.
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En général, il n'y a pas égalité, et on peut se référer à l'Annexe C pour
trouver un exemple de fontion Δ pour laquelle on a une  norme  induite
퐿2 nie, ave Δ qui n'est pas lipshitzienne (onstante de Lipshitz innie,
don Δ non borné).
Cet élément est très important, ar il faut alors se montrer prudent an
de ne pas onfondre es deux notions qui, pour un système non-linéaire, sont
diérentes. Et puisque notre démarhe onsiste prinipalement à se référer
au  théorème des petits gains , il semble naturel de ne onsidérer que la
onstante de Lipshitz. En eet, a priori, en se rapportant à la première
version du théorème des petits gains, si l'on a 퐿 non-linéaire, et ∥퐿∥푖퐿2 < 1,
le théorème des petits gains ne permet pas de onlure sur la stabilité de la
boule fermée.
On est don amené à redénir BΔ et B
o
Δ par :
BΔ = {Δ ∈Δ∣ ∥Δ∥푙푖푝,2 ⩽ 1} (2.74)
B
o
Δ = {Δ ∈Δ∣ ∥Δ∥푙푖푝,2 < 1} (2.75)
Mais, bien que onsidérer les opérateurs non-linéaires semble d'un abord
plus déliat, on est tout de même en mesure de proposer quelques éléments.
En eet, en entendant le terme  non-linéaire  dans son sens large ('est
à dire pas omme la simple négation de  linéaire , et par la même ne
pas simplement onsidérer l'ensemble omplémentaire à elui des systèmes
linéaires), l'ensemble des systèmes linéaires non-stationnaires (noté provi-
soirement Δ퐿푇푉 ) peut être onsidéré omme un sous-ensemble de elui des
systèmes non-linéaires (noté provisoirement Δ푁퐿). La onséquene est que
l'on peut alors érire que
푅Δ푁퐿(푀) ⩽ 푅Δ퐿푇푉 (푀) (2.76)
Tout omme préédemment, on s'intéresse à un ensemble Δ d'opérateurs
struturés , mais ii supposés non-linéaires. Sans perdre de généralité, on
peut dérire Δ par :
Δ = {푑푖푎푔 (Δ푁퐿,Δ퐿) ∣Δ푁퐿 opérateur Non-Linéaire, et (2.77)
Δ퐿 opérateur Linéaire} (2.78)
Pour traiter une telle situation, le prinipal théorème est elui dit du  ritère
du erle .
Le ritère du erle
Dénition 14 (Opérateur omplémentaire de tronature)
푃푇 : 퐸 −→ 퐸
푥 7→ 푃푇 (푥) (2.79)
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ave pour tout 푥 ∈ 퐸,
푃푇 (푥)(푡) =
{
0 pour 푡 ∈ [0, 푇 ]
푥(푡) pour 푡 ∈ ]푇,+∞[ (2.80)
Dénition 15 (Système sans mémoire) Un système (풮) est dit sans mé-
moire si
∀푇 ∈ ℝ+, ∀ 푢 ∈ 퐸, 푃푇 (풮[푢]) = 푃푇
(풮 [푃푇 (푢)]) (2.81)
Dans ette partie, on s'intéresse au système (풮) déni par :
(풮)
⎧⎨
⎩
푥˙ = 퐴푥+퐵푢
푦 = 퐶푥
푢 = −휓(푡, 푦)
(2.82)
où (퐴,퐵) est ommandable, (퐴,퐶) est observable, et
휓 : [0,∞[×ℝ푛푦 −→ ℝ푛푦
(푡, 푦) 7→ 휓(푡, 푦) (2.83)
est un opérateur sans mémoire, potentiellement non-stationnaire et non-
linéaire qui est ontinu par moreau en 푡 et loalement lipshitzien en 푦.
Dénition 16 (Condition de seteur ([47℄)) Un opérateur non-linéaire
et sans mémoire 휓(⋅, ⋅) est dit satisfaire une ondition de seteur, s'il existe
des matries 퐾푚푖푛, 퐾푚푎푥 et un ensemble Γ ⊂ ℝ푛푦 tels que
 퐾 = 퐾푚푎푥 −퐾푚푖푛 est une matrie symétrique dénie positive ;
 Γ est un ensemble onnexe dont 0 est un élément ;
et
∀푡 ⩾ 0, ∀푦 ∈ Γ, [휓(푡, 푦)−퐾푚푖푛푦]푇 [휓(푡, 푦)−퐾푚푎푥푦] ⩽ 0 (2.84)
Si Γ = ℝ푛푦 , alors 휓(⋅, ⋅) satisfait la ondition de seteur de manière globale,
et dans e as on dira que 휓(⋅, ⋅) appartient au seteur [퐾푚푖푛, 퐾푚푎푥]. Si l'ex-
pression (2.84) peut être établie ave des inégalités strites, alors on dira que
휓(⋅, ⋅) appartient au seteur ]퐾푚푖푛, 퐾푚푎푥[.
Dénition 17 (Stablité absolue ([47℄)) Soit le système (풮) dérit par les
équations (2.82,2.83), où 휓(⋅, ⋅) satisfait une ondition de seteur selon la
dénition 16. Le système est absolument stable si l'origine est globalement
uniformément asymptotiquement stable pour toute non-linéarité dans le se-
teur donné. Il est absolument stable ave un domaine ni si l'origine est
uniformément asymptotiquement stable.
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Dénition 18 (Hurwitz) Soit 푍(푠) une fontion matriielle de transfert
rationnelle. On dira que 푍(푠) est hurwitz si tous les ples de haun des
éléments de la matrie 푍(푠) ont une partie réelle stritement négative.
Dénition 19 (réel positivité) Soit 푍(푠) une fontion matriielle de trans-
fert rationnelle propre. On dit que 푍(푠) est réel positif si
 Tous les éléments de 푍(푠) sont analytiques pour 푅푒(푠) > 0 ;
 Les ples imaginaires pures des éléments de 푍(푠) sont simples et la ma-
trie des résidus assoiée de 푍(푠) est hermitienne semi-dénie positive ;
 Pour tout réel 휔 tel que 횥휔 n'est un ple d'auun élément de 푍(푠), la
matrie 푍(횥휔) + 푍푇 (횥휔) est semi-dénie positive.
La fontion de transfert 푍(푠) est dite stritement positive réel si 푍(푠− 휖) est
positive réel pour tout 휖 > 0.
Théorème 5 (Critère du erle ([47℄)) Soit le système (풮) dérit par les
équations (2.82,2.83), ave les onditions dénies préédemment. Si 휓(⋅, ⋅)
appartient au seteur [퐾푚푖푛, 퐾푚푎푥]. Alors le système est absolument stable si
퐺푇 (푠) = 퐺(푠) (퐼 +퐾푚푖푛퐺(푠))
−1
(2.85)
est hurwitz et
푍푇 (푠) = (퐼 +퐾푚푎푥퐺(푠)) (퐼 +퐾푚푖푛퐺(푠))
−1
(2.86)
est réel stritement positive, ave
퐺(푠) = 퐶(푠퐼 − 퐴)−1퐵 (2.87)
Si la ondition de seteur est satisfaite seulement sur un ensemble Γ ⊂ ℝ푛푦 ,
alors les onditions données sur 퐺푇 (푠) et 푍푇 (푠) garantissent que le système
est absolument stable ave un domaine ni.
Autres méthodes
Pour traiter le as où Δ est non-linéaire, il existe aussi une approhe
générale, que sont les IQC (angl. Integral Quadrati Constraints : Contraintes
Intégrales Quadratiques). Notons ℐ푀(Δ), l'opérateur déni par
ℐ푀 (Δ) =
(
퐼 −Δ
푀 −퐼
)
(2.88)
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Théorème 6 Soit Π : 횤휔 7→ Π(횤휔) une appliation qui assoie à tout 횤휔 ∈ 횤ℝ
une matrie hermitienne Π(횤휔) bornée telle que :
∀휔 ∈ ℝ, ∥Π(횤휔)∥ ⩽ 푝 (2.89)
Supposons que Δ ∈Δ a un gain 퐿2 inrémental et satisfait∫ ∞
−∞
(
Δ(푧1)(횤휔)−Δ(푧2)(횤휔)
푧1(횤휔)− 푧2(횤휔)
)∗
Π(횤휔)
(
Δ(푧1)(횤휔)−Δ(푧2)(횤휔)
푧1(횤휔)− 푧2(횤휔)
)
푑휔 ⩾ 0
(2.90)
∀푧1, 푧1 ∈ 퐿푙2. S'il existe 휖 > 0 tel que
∀휔 ∈ ℝ,
(
퐼
푀(횤휔)
)∗
Π(횤휔)
(
퐼
푀(횤휔)
)
⩽ −휖퐼 (2.91)
alors le shéma de la Figure 2.10(a) est bien posé, et stable de manière
interne.
On peut aussi iter les travaux de V.Fromion, M.G.Safonov et G.Sorletti,
([35℄) qui proposent aussi des solutions au problème présenté dans ette par-
tie.
2.3.6 Mesures de performane par 휇-analyse
Soient Δ1 et Δ2, deux ensembles de matries (struturées ou pas) de
tailles respetives 푛1 et 푛2. On noteΔ = {Δ = 푑푖푎푔(Δ1,Δ2)∣Δ1 ∈Δ1 et Δ2 ∈
Δ2}. Soit 푃 une matrie omplexe. L'objet de ette partie onsiste à étudier
la situation représentée par la Figure 2.12. Dans ette situation, on dispose
du théorème suivant.
Théorème 7 (Théorème de la boule prinipale) Soit 푃 =
[
푃11 푃12
푃21 푃22
]
une matrie omplexe.
휇Δ(푃 ) < 1⇐⇒
⎧⎨
⎩
휇Δ1(푃11) < 1
et
maxΔ1∈BoΔ1
[
휇Δ2 (ℱ푢(푃,Δ1))
]
< 1
(2.92)
Ce théorème est très important pour pouvoir étudier les performanes 퐿2-
robuste d'un système soumis à des inertitudes linéaires, ar il est à l'origine
des deux suivants. En eet, onsidérons maintenant que 푃 est un système
LTI, et notons 푁훾(푠) = 푃 (푠)
[
퐼푛1 0
0 1
훾
퐼푛2
]
. De même, on onsidérera par
la suite que Δ1 et Δ2 sont aussi des opérateurs linéaires. On a alors que
푇푢→푦 = ℱ푢(푃,Δ1) est aussi un opérateur linéaire. Et don, lorsqu'en plus
∥푇푢→푦∥푖퐿2 existe, on dispose du théorème suivant.
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푃Δ1
Δ2
푢 푦
(a) Shéma sans
entrée-sortie,
ave deux iner-
titudes : Δ1 et
Δ2
푃
Δ1
푢 푦
(b) Shéma
en onsidérant
uniquement
l'inertitude Δ1.
Figure 2.12  Shémas pour une analyse de robustesse.
Théorème 8 Si Δ1 représente un ensemble de systèmes LTI struturés, et
si Δ2 représente un ensemble de systèmes LTI non struturés, alors les pro-
positions suivantes sont équivalentes :
 ∀Δ1 ∈ BoΔ1, ∥푇푢→푦∥푖퐿2 < 훾 ;
 ∀휔 ∈ ℝ, 휈Δ1,Δ2(푃 (횥휔)) < 훾.
 ∀휔 ∈ ℝ, 휇Δ(푁훾(횥휔)) < 1.
Ce dernier théorème peut être généralisé lorsque Δ2 regroupe aussi des sys-
tèmes linéaires LTV.
Théorème 9 Si Δ1 représente un ensemble de systèmes linéaires ontinus,
et si Δ2 représente un ensemble de systèmes LTI non struturés, alors les
propositions suivantes sont équivalentes :
 ∀Δ1 ∈ BoΔ1, ∥푇푢→푦∥푖퐿2 < 훾 ;
 ℳΔ(푁훾) < 1.
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Remarque : An d'alléger les notations, par la suite, lorsque le
ontexte sera susamment lair, les indies des quantités 휇 et 휈
seront omis. C'est à dire que 휇Δ(푀) sera noté 휇(푀), et 휈(Δ1,Δ2)(푀)
sera noté 휈(푀).
2.4 Une tehnique d'analyse d'une boule fer-
mée linéaire
2.4.1 Introdution
A ause des nombreux avantages présentés par la 휇-analyse dans la setion
2.3 (page 42), en Automatique, on herhe à aluler la quantité 휇. Cepen-
dant le alul de la s.s.v. (휇) est NP-diile (NP pour  Non déterministe
Polynomiaux )([14℄). Cela signie que le problème de déision équivalent est
au moins aussi diile que le plus diile des problèmes de lasse NP. Par
onséquent, bien souvent, pour les problèmes de grande taille, on renone à
aluler la valeur exate, et on herhe plutt à aluler une borne supérieure
et une borne inférieure. Toutefois, dans notre as, on est surtout intéressé par
une quantité que l'on a noté ℳΔ dans la setion 2.3, et qui orrespond à
sup휔∈ℝ 휇Δ lorsqueΔ regroupe des transferts LTI, et lorsqueΔ regroupe aussi
des transferts LTV, on sait qu'une ertaine borne supérieure de sup휔∈ℝ 휇, qui
a été brièvement présentée dans la setion 2.3, est une borne supérieure de
ℳΔ. Dans e hapitre, on s'intéressera don tout partiulièrement à ette
borne supérieure de 휇, dans l'intention d'obtenir une borne supérieure (la
plus prohe possible) de ℳΔ. Pour plus de préisions, on peut se référer à
[23℄.
2.4.2 Quelques bornes de 휇
Une borne supérieure dans le as omplexe
풟 = {퐷 = 푑푖푎푔(퐷1, . . . , 퐷푚푟+푚푐 , 푑1퐼푘푚푟+푚푐+1 , . . . , 푑푚퐶퐼푘푚푟+푚푐+푚퐶 )
ave ∀푖 ∈ [1, 푚푟 +푚푐], 퐷푖 ∈ ℂ푘푖×푘푖, 퐷푖 = 퐷∗푖 > 0 et
∀푗 ∈ [1, 푚퐶 ], 푑푗 ∈ ℝ et 푑푗 > 0} (2.93)
휇(푀) ⩽ inf
퐷∈풟
휎(퐷푀퐷−1) (2.94)
inf
퐷∈풟
휎(퐷푀퐷−1) = inf
퐷∈풟
√
휆(푀∗퐷푀,퐷) (2.95)
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ave 휆¯(퐴,퐵) = sup{훾 ∈ ℝ∣푑푒푡(퐴−훾퐵) = 0}. C'est un problème LMI mettant
en ÷uvre la minimisation d'une valeur propre généralisée maximale.
Une borne supérieure dans le as mixte
La borne supérieure préédente traite de manière indiéreniée les sa-
laires inertains réels et omplexes. An de prendre en ompte les spéiités
des salaires inertains réels, un oeient supplémentaire est introduit à
partir de l'ensemble suivant :
풢 = {퐺 = 푑푖푎푔(퐺1, . . . , 퐺푚푟 , 0푘푚푟+1, . . . , 0푘푚푟+푚푐+푚퐶 )
ave ∀푖 ∈ [1, 푚푟], 퐺푖 = 퐺∗푖 ∈ ℂ푘푖×푘푖
}
(2.96)
On onstruit alors une borne supérieure de 휇 par (f. [21℄) :
휇(푀) ⩽
√√√⎷max
(
0, inf
퐷∈풟
퐺∈풢
휆¯(푀∗퐷푀 + 횥(퐺푀 −푀∗퐺), 퐷)
)
(2.97)
De manière équivalente, ela revient à résoudre le problème d'optimisation
suivant (lorsque la solution existe) :
Minimiser 훽, sous les ontraintes
푀∗퐷푀 + 횥(퐺푀 −푀∗퐺) < 훽2퐷 et 퐷 ∈ 풟, 퐺 ∈ 풢 (2.98)
Là enore, il s'agit d'un problème de valeur propre généralisée, qui est un
problème standard en LMI. On peut onsulter [13℄, et les référenes inluses
pour plus de détails.
2.4.3 Analyse de stabilité robuste par une tehnique de
balayage fréquentiel : Algorithme de Ferreres et
Roos
Dans l'artile [30℄, il est proposé un algorithme de synthèse d'une préom-
mande en présene d'inertitudes variantes dans le temps et d'inertitudes
invariantes dans le temps. Pour et algorithme, il est aussi réalisé une 휇-
analyse par une tehnique de balayage fréquentiel. Ii, on ne s'intéressera
don qu'à la partie destinée à l'analyse de stabilité robuste.
Le prinipe onsiste à aluler une borne supérieure de la valeur de 휇
sur un ensemble ni de fréquenes (un maillage), pour ensuite proposer des
bornes supérieures sur les intervalles dénis par es fréquenes. Puis, par vali-
dation, il est alors alulé les fréquenes pour lesquelles la valeur de 휇 est plus
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grande que la borne supérieure proposée. Ces fréquenes sont alors ajoutées
au maillage initial, réduisant ainsi l'éart entre des fréquenes du maillage là
où la ontrainte n'est pas respetée. La onvergene de l'algorithme est assu-
rée par le fait que si le maillage est susamment n, une borne supérieure de
휇 peut être alulée qui orrespond à la borne supérieure des deux extrémités
de l'intervalle. Cela revient à majorer la s.s.v. par une fontion en esalier.
On s'intéresse à la stabilité robuste du shéma de la Figure 2.13.
푀
Δ
Figure 2.13  Interonnexion sous forme LFT
Proposition 3 Supposons que푀(푠) est asymptotiquement stable. Soit 퐷1(휔) =
퐷∗1(휔) > 0 et 퐺1(휔) = 퐺
∗
1(휔) des matries de mise à l'éhelle fontion
de la fréquene dont la struture orrespond à elle de Δ1. Soient alors
퐷2 = 퐷
∗
2 > 0 et 퐺2 = 퐺
∗
2 des matries de mise à l'éhelle onstantes
dont la struture orrespond à elle de Δ2. Supposons que 퐷2 est une ma-
trie réelle et 퐺2 une matrie imaginaire. Soient 풟(휔) = 푑푖푎푔(퐷1(휔), 퐷2) et
풢(휔) = 푑푖푎푔(퐺1(휔), 퐺2). Une ondition susante pour que l'interonnexion
푀(푠)−Δ (f. Figure 2.13) reste stable ∀Δ ∈ 1
훽
B
o
Δ est que ∀휔 ∈ [0,+∞) :
푀(횥휔)풟(휔)푀∗(횥휔) + 횥 (풢(휔)푀∗(횥휔)−푀(횥휔)풢(휔)) < 훽2풟(휔) (2.99)
Proposition 4 Les deux problèmes suivants sont équivalents :
 Existe-t-il des matries de mise à l'éhelle 퐷1(휔) = 퐷
∗
1(휔) > 0 et
퐺1(휔) = 퐺
∗
1(휔) telles que pour 휔 ∈ [0,+∞[, l'inégalité (2.99) est res-
petée, ave 풟(휔) = 푑푖푎푔(퐷1(휔), 퐷2) et 풢(휔) = 푑푖푎푔(퐺1(휔), 퐺2) ?
 Existe-t-il des matries de mise à l'éhelle 퐷˜1(휔) et 퐺˜1(휔) telles que
pour tout 휔 ∈ [0,+∞[ :
휎
[(
풟˜1(휔)퐹 (횥휔)풟˜−11 (휔)− 횥풢˜1(휔)
)(
퐼 + 풢˜21(휔)
)−1/2]
⩽ 1 (2.100)
풟˜1(휔) = 푑푖푎푔(퐷˜1(휔), 퐼) et 풢˜1(휔) = 푑푖푎푔(퐺˜1(휔), 0) ? Ave 퐹 (횥휔) déni
par :
퐹 (횥휔) =
[(
퐼 0
0 퐷˜2
)
훽−1푀∗(횥휔)
(
퐼 0
0 퐷˜−12
)
− 횥
(
0 0
0 퐺˜2
)]
퐹1
(2.101)
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ave 퐹1 = 푑푖푎푔
(
퐼,
(
퐼 + 퐺˜22
)− 1
2
)
où 퐷˜2 = 퐷
1
2
2 et 퐺˜2 = 퐷
− 1
2
2 퐺2퐷
− 1
2
2
Important : Pour prendre en ompte les paramètres inertains invariants
dans le temps, les matries de mise à l'éhelle (퐷 et 퐺) doivent être fontion
de la fréquene, alors que pour prendre en ompte les paramètres variants
dans le temps, es matries doivent être onstantes. La proposition préédente
permet de se ramener à la vériation d'un système qui ne ontient pas de
matries de mise à l'éhelle fontion de la fréquene.
Algorithme optimal pour le alul d'une borne inférieure de la marge de
robustesse.
1. Soit (휔푖)푖∈[1,푁 ] un maillage fréquentiel initial (de petite taille)
2. Résoudre le problème de valeur propre généralisé (2.99) de la proposi-
tion 3 sur le maillage fréquentiel. Soit 훽퐿퐵,푁 la valeur minimisée, 퐷2 et
퐺2 les valeurs assoiées des matries onstantes de mise à l'éhelle.
3. Pour es valeurs, soit 훽 = (1 + 휖)훽퐿퐵,푁 , ave 휖 > 0. Vérier (2.99)
ave une tehnique de balayage fréquentiel [27℄. Si 'est vérié, 훽 est
une borne supérieure de 훽∗, et le minimum global est alulé ave une
préision satisfaisante 휖 : STOP. Sinon, soit 휔˜ une valeur pire as de la
fréquene, où (2.99) n'est pas satisfaite. Inlure 휔˜ dans le maillage et
retourner à l'étape 2.
Algorithme sous optimal pour le alul d'une borne inférieure de la marge
de robustesse.
1. Soit (휔푖)푖∈[1,푁 ] un maillage fréquentiel initial (de petite taille), et 퐷2,
퐺2 les valeurs initiales des matries onstantes de mise à l'éhelle.
2. Pour les valeurs atuelles 퐷2, 퐺2 des matries onstantes de mise à
l'éhelle, réaliser une optimisation sur le maillage par rapport à 퐷1(휔푖)
et 퐺1(휔푖) an de minimiser 훽 dans l'inégalité (2.99). Cela est fait en
transformant tout d'abord la formulation LMI (2.99) en une formula-
tion en 휎 (en utilisant la proposition 4, voir aussi [30℄), puis en réalisant
une reherhe par dihotomie de 훽.
3. Pour es valeurs de퐷1(휔푖) et퐺1(휔푖) déterminées à l'étape 2, résoudre le
problème d'optimisation de la proposition 3 par rapport à퐷2 et퐺2. Soit
훽푁푚푖푛 la valeur minimisée de 훽, et 퐷2, 퐺2 les valeurs orrespondantes
des matries onstantes de mise à l'éhelle. Si 훽푁푚푖푛 < (1− 휂)훽푁 , ave
훽푁 la valeur de 훽 au début de l'étape 2 et 휂 > 0 un seuil donné,
ela signie que ela vaut la peine de poursuivre l'optimisation et le
proessus de minimisation de 훽. Dans e as, soit 훽 = 훽푁푚푖푛 et aller à
l'étape 2. Sinon, soit 훽 = 훽푁푚푖푛 et ontinuer à l'étape 4.
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4. Soit 훽 = (1 + 휖)훽 ave 휖 > 0. En onsidérant les valeurs 퐷2, 퐺2 déter-
minées à l'étape 3, vérier (2.99) sur toute la plage fréquentielle ave
une tehnique de 휇-analyse par balayage fréquentiel (voir paragraphe
2.4.3). Si ela est satisfait, arrêter, puisque 훽 est une borne supérieure
de 훽∗. Sinon, soit 휔˜ une valeur pire as de la fréquene, où (2.99) n'est
pas vérié. Inlure 휔˜ dans le maillage et aller à l'étape 2.
Les valeurs initiales de 퐷2 et 퐺2 peuvent être hoisies arbitrairement, par
exemple 퐷2 = 퐼 et 퐺2 = 0. Une autre solution onsiste à modier légère-
ment l'algorithme en réalisant une première itération optimale en utilisant
l'algorithme optimal et alors basuler sur l'algorithme sous-optimal. L'ini-
tialisation des paramètres et des matries de mise à l'éhelle peut alors être
évitée sans pénaliser le oût total du alul, puisque le hoix d'un maillage
initial susamment petit garantit que le nombre des variables reste raison-
nable pour la résolution du problème LMI d'optimisation de la proposition
3.
Vériation a posteriori de la validité des matries de mise à l'éhelle
퐷, 퐺 sur un intervalle de fréquenes
Dans e paragraphe, on herhera juste à donner quelques indiations sur
la manière dont peut être faite la vériation de (2.99) sur toute une plage
fréquentielle ave une tehnique de 휇-analyse par balayage fréquentiel. Pour
ela, dans les étapes préédentes de l'algorithme, on a déjà déterminé un
maillage sur lequel l'inégalité est vériée. Le prinipe onsiste don à onsi-
dérer que l'inégalité (2.99) est vériée pour une pulsation notée 휔0, et de dé-
terminer un intervalle de pulsation [휔, 휔] autour de 휔0, dans lequel l'inégalité
est respetée. On pourra obtenir beauoup plus de détails dans [23, 29, 27℄.
Dans un premier temps, on s'intéresse don au transfert 푀(푠) de l'inéga-
lité (2.99), et on herhe à en donner une représentation sous forme LFT,
pour obtenir ainsi un blo onstant (indépendant de la fréquene), et un
autre ne dépendant que de 휔. Cei est réalisé par le lemme suivant.
Lemme 1 Soit (퐴,퐵,퐶,퐷) une représentation d'état de 푀(푠), soit 푚 la
dimension de la matrie 퐴 et 휔0 une fréquene xée. Alors
∀훿휔 ⩾ −휔0, 푀(횥(휔0 + 훿휔)) = ℱ푙 (퐻(휔0), 훿휔퐼푚) (2.102)
où
푀0 =
(
퐷 퐶√
횥
퐵√
횥
−횥퐴
)
(2.103)
푇 =
1
휔0
(
퐼푚 퐼푚
−퐼푚 −퐼푚
)
(2.104)
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et 퐻(휔0) est obtenu par le produit de Redheer 푀0 ★ 푇 (f. page 38 pour une
dénition de e produit).
Pouvant maintenant érire 푀(횥(휔0 + 훿휔)) sous la forme ℱ푙 (퐻(휔0), 훿휔퐼푚),
nous pouvons utiliser la proposition suivante pour déterminer un intervalle
autour de 휔0, sur lequel l'inégalité (2.99) reste valable.
Proposition 5 Si
휎
(
퐹−1/4
(
1
훽
퐷ˆ푀(횥휔0)퐷ˆ
−1 − 횥퐺ˆ
)
퐹−1/4
)
< 1 (2.105)
alors l'inégalité :
휎
(
퐹−1/4
(
1
훽
퐷ˆℱ푙(퐻(휔0), 훿휔퐼푚)퐷ˆ−1 − 횥퐺ˆ
)
퐹−1/4
)
⩽ 1 (2.106)
est vériée pour 휔0 + 훿휔 ∈ [휔, 휔], où 휔 et 휔 sont alulées de la manière
suivante. Soient
퐻(휔0) =
[
퐻11 퐻12
퐻21 퐻22
]
(2.107)
퐻˜ =
[
퐻˜11 퐻˜12
퐻˜21 퐻˜22
]
=
[
퐹−1/4 0
0 퐼
]
퐻푐
[
퐹−1/4 0
0 퐼
]
(2.108)
퐻푐 =
[
1
훽
퐷ˆ퐻11퐷ˆ
−1 − 횥퐺ˆ 1√
훽
퐷ˆ퐻12
1√
훽
퐻21퐷ˆ
−1 퐻22
]
et 푋 =
[
퐼 퐻˜11
퐻˜∗11 퐼
]
(2.109)
Soit alors
ℋ =
[
퐻˜22 0
0 퐻˜∗22
]
−
[
0 퐻˜21
퐻˜∗12 0
]
푋−1
[
퐻˜12 0
0 퐻˜∗21
]
(2.110)
Soit 휂푚 (resp. 휂푝) la valeur propre réelle négative (resp. positive) de ℋ de
plus grand module. Alors 휔 = 휔0 +
1
휂푚
, alors que 휔 = 휔0 +
1
휂푝
.
Le orollaire suivant permet d'expliiter le résultat attendu.
Corollaire 2 Sous les onditions LMI :
푀(횥휔0)
∗퐷푀(횥휔0) + 횥(퐺푀(횥휔0)−푀(횥휔0)∗퐺) ⩽ 훽2퐷 (2.111)
L'inégalité
푀(횥휔)∗퐷푀(횥휔) + 횥(퐺푀(횥휔)−푀(횥휔)∗퐺) ⩽ 훽2퐷 (2.112)
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est satisfaite pour toutes les valeurs de 휔 dans l'intervalle [휔, 휔], où 휔 et 휔
sont données par la proposition 5 pour des matries de mise à l'éhelle :
퐷ˆ = 푃 (2.113)
퐺ˆ =
1
훽
푈∗퐷(−1/2)퐺퐷−(1/2)푈 (2.114)
La matrie unitaire 푈 et la matrie hermitienne dénie positive 푃 sont le
résultat de la déomposition polaire :
(
퐼 +
1
훽2
퐷−(1/2)퐺퐷−1퐺퐷−(1/2)
)(1/4)
퐷(1/2) = 푈푃 (2.115)
2.4.4 Performane 퐿2-robuste
Soit 푃 un système LTI, et Δ1 un transfert que l'on sait appartenir à
B
0
Δ1, la boule ouverte entrée en zéro de l'ensemble Δ1 de transferts li-
néaires LTI et LTV struturés. Ii, on s'intéresse au shéma de la Figure
2.14(a), et on herhe à aluler une borne supérieure de
훾표푝푡 = sup
Δ1∈Δ1
∥ℱ푢(푃,Δ1)∥푖퐿2 (2.116)
'est à dire la performane 퐿2-robuste. Certains éléments sont déjà expliqués
dans la partie 2.3.6.
Pour réaliser e alul, on se restreindra à l'utilisation de l'algorithme de
푃
Δ1
푢 푦
(a) Shéma
en onsidérant
uniquement
l'inertitude Δ1.
푃
Δ1
Δ2
푢 푦
(b) Shéma sans
entrée-sortie,
ave deux iner-
titudes : Δ1 et
Δ2
Figure 2.14  Shémas pour une analyse de robustesse.
alul de stabilité robuste vu préédemment inlus dans un algorithme par
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dihotomie.
Tout omme dans la partie 2.3.6, on introduit un ensembleΔ2, qui repré-
sente l'ensemble des transferts linéaires ontinus non struturés, ayant autant
de sorties que ℱ푢(푃,Δ) n'a d'entrées, et autant d'entrées que ℱ푢(푃,Δ) n'a
de sorties. On peut alors dénir
Δ = {Δ = 푑푖푎푔(Δ1,Δ2)∣Δ1 ∈Δ1 et Δ2 ∈ Δ2} (2.117)
et 푀훾 = 푃
[
퐼 0
0 훾−1퐼
]
. Selon e qui a été érit dans la partie 2.3.6, dire que
훾표푝푡 ⩽ 훾, équivaut à armer la stabilité robuste de 푀훾 vis-à-vis de Δ ∈ Δ.
On utilise don l'algorithme préédent de la manière suivante. On suppsoe
que l'on onnaît a priori un intervalle de 훾표푝푡 ∈]훾푚푖푛, 훾푚푎푥] (intervalle pouvant
être très grand), et l'on essaie de aluler une borne supérieure de 훾 ave une
préision 휖. On utilise l'algorithme par dihotomie suivant :
Algorithme de performane 퐿2푟
1. Poser 훾푡 =
1
2
(훾푚푖푛 + 훾푚푎푥) ;
2. Tester la stabilité robuste de푀훾푡 vis-à-vis deΔ à l'aide de l'algorithme
préédent ;
3. Si le test onlut à la stabilité robuste, poser 훾푚푎푥 = 훾푡 sinon 훾푚푖푛 = 훾푡.
4. Si ∣훾푚푎푥 − 훾푚푖푛∣ > 휖 aller à l'étape 1, sinon, STOP.
A l'issue de et algorithme, on dispose d'une borne supérieure (훾푚푎푥) de 훾표푝푡,
ave une préision 휖.
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Chapitre 3
Synthèse de orreteurs
3.1 Quelques éléments sur la synthèse de lois
de ommande modale
[55℄ propose de synthétiser diretement un orreteur LFT en utilisant les
propriétés algébriques des formes LFT. Ainsi, en appliquant un algorithme
de plaement de ples initialement onçu pour les proédés linéaires station-
naires (LTI) à un proédé sous forme LFT ave les opérations adaptées, un
orreteur sous forme LFT est proposé.
La  synthèse modale  est basée sur le fait que le omportement d'un
système peut être analysé dans une base dite  modale . Pour une analyse
dans la base modale, les signaux d'entrée sont transformés à l'aide d'applia-
tions linéaires. L'inuene de es signaux est alulée dans la base modale, et
les signaux de sortie en sont déduits à l'aide d'une nouvelle transformation
linéaire. La synthèse modale prend en onsidération les spéiations liées
à la position des ples (stabilité interne, temps de réponse, amortissement).
Prinipalement, elle onsiste don à plaer les ples de la boule fermée. Mais
en plus de es spéiations, il est possible de prendre en onsidération des
spéiations de déouplage, d'insensibilité et de robustesse.
3.1.1 La notion de mode
Soit le système linéaire :
(푆 ′)
{
푥˙ = 퐴푥+퐵푢
푦 = 퐶푥+퐷푢
(3.1)
ave 푥 ∈ ℝ푛 (푛 états), 푢 ∈ ℝ푚 (푚 signaux d'entrée), 푦 ∈ ℝ푝 (푝 signaux de
sortie). On suppose que (푆 ′) est ommandé par un retour statique de sortie
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(퐾), et que le signal d'entrée de référene est ajusté par une préommande
(퐻), de sorte que le veteur d'entrée soit donné par :
푢 = 퐾푦 +퐻푧푅 (3.2)
où 푧푅 désigne l'entrée de référene. Notons (푆) le système ayant la même
représentation d'état que (푆 ′), mais sans transfert diret (i.e 퐷 = 0). Si
(푆)
퐷
퐾
퐾˜
Figure 3.1  Shéma de la boule fermée ave et sans transfert diret
퐷 = 0, 푥˙ = (퐴 + 퐵퐾퐶)푥 + 퐵퐻푧푅, et si 퐷 ∕= 0, lorsque 푑푒푡(퐼 −퐾퐷) ∕= 0,
on a 푢 = 퐾(퐶푥+퐷푢) +퐻푧푅 ou 푢 = (퐼 −퐾퐷)−1퐾퐶푥+ (퐼 −퐾퐷)−1퐻푧푅,
푥˙ =
(
퐴+퐵(퐼 −퐾퐷)−1퐾퐶)푥+퐵(퐼 −퐾퐷)−1퐻푧푅 (3.3)
ou de manière équivalente :
푥˙ =
(
퐴+퐵퐾(퐼 −퐷퐾)−1퐶)푥+퐵(퐼 −퐷퐾)−1퐻푧푅 (3.4)
En notant 퐾˜ = (퐼 − 퐾퐷)−1퐾, on onstate que le système (푆 ′) (퐷 ∕= 0)
orrigé par le orreteur 퐾 est le même que le système (푆) reboulé par le
orreteur 퐾˜. Par onséquent, par la suite, on onsidérera que le proédé n'a
pas de transfert diret (i.e 퐷 = 0).
Dénissons les notations suivantes :
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휆1, . . . , 휆푛 : valeurs propres de la matrie 퐴+퐵퐾퐶. Aussi ap-
pelés  ples du système . (On suppose que les 휆푖
sont distints de sorte que la matrie 퐴 + 퐵퐾퐶
est diagonalisable).
푣1, . . . , 푣푛 : veteurs propres à droite de la matrie 퐴 +
퐵퐾퐶 assoiés respetivement à 휆1, . . . , 휆푛 : (퐴 +
퐵퐾퐶)푣푖 = 휆푖푣푖. On appellera base modale la base
onstituée de es veteurs.
푤1, . . . , 푤푛 : diretions d'entrée assoiées aux 푣푖 ; e sont les ve-
teurs de ℂ푚 dénis par : 푤푖 = 퐾퐶푣푖.
푢1, . . . , 푢푛 : veteurs propres à gauhe de la matrie 퐴 +
퐵퐾퐶 assoiés respetivement à 휆1, . . . , 휆푛 : 푢
∗
푖 (퐴+
퐵퐾퐶) = 휆푖푢
∗
푖 .
푡1, . . . , 푡푛 : diretions de sorties assoiées aux 푢푖 ; e sont les
veteurs de ℂ푝 dénis par : 푡∗푖 = 푢
∗
푖퐵퐾.
Par la suite, on analysera les onditions néessaires au plaement des ples
de la boule fermée (pour un système donné, quelles valeurs propres peut-on
plaer ? Quelles onditions doivent respeter les matries pour que le pla-
ement de ple soit possible ?). Soit 푞 ⩽ 푛, et soient 휆1, . . . , 휆푞 des valeurs
propres distintes. Il est alors possible de dénir les matries suivantes :
Λ =
⎡
⎢⎣
휆1 0 0
0
.
.
. 0
0 0 휆푞
⎤
⎥⎦ (3.5)
푉 = [푣1, . . . , 푣푞] ; 푊 = [푤1, . . . , 푤푞] (3.6)
푈 =
[
푢∗1, . . . , 푢
∗
푞
]푇
; 푇 =
[
푡∗1, . . . , 푡
∗
푞
]푇
(3.7)
On hoisit les veteurs 푢푖 et 푣푖 normalisés de sorte que :
푈푉 = 퐼 et 푈(퐴 +퐵퐾퐶)푉 = Λ (3.8)
Selon (3.6) et (3.7) : 푊 = 퐾퐶푉 et 푇 = 푈퐵퐾.
Hypothèses :
 On suppose que les 푞 valeurs propres sont toutes distintes.
 On suppose que s'il existe 푖1 tel que 휆푖1 n'est pas réel, alors il existe 푖2
tel que 휆푖2 = 휆푖1, 푣푖2 = 푣푖1 , 푤푖2 = 푤푖1, et les matries 푈 et 푇 telles que
푢푖2 = 푢푖1, 푡푖2 = 푡푖1 .
Dénition 20 (Modes) Soit le hangement de base
휉 = 푈푥 (3.9)
ave 휉 = [휉1, . . . , 휉푛]
푇
. Les omposantes 휉푖 sont appelées  modes .
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3.1.2 La possibilité de plaer les valeurs propres
Lemme 2 Un triplet (푣푖, 푤푖, 휆푖) peut être plaé par un gain proportionnel en
retour de sortie si et seulement si :
[
퐴− 휆푖퐼 퐵
] [ 푣푖
푤푖
]
= 0 (3.10)
Dans e as, le triplet peut être plaé par tout gain 퐾 tel que
퐾(퐶푣푖 +퐷푤푖) = 푤푖 (3.11)
Lemme 3 Un triplet (푢푖, 푡푖, 휆푖) peut être plaé par un gain proportionnel en
retour de sortie si et seulement si :
[
푢푖 푡푖
] [ 퐴− 휆푖퐼
퐶
]
= 0 (3.12)
Dans e as, le triplet peut être plaé par tout gain 퐾 tel que
(푢푖퐵 + 푡푖퐷)퐾 = 푡푖 (3.13)
Lorsqu'il s'agit de plaer 푞 triplets (푣푖, 푤푖, 휆푖), le système d'équations regrou-
pant 푞 équations (3.11) pour 푖 ∈ [1, 푞] devient :
푊 = 퐾(퐶푉 +퐷푊 ) (3.14)
De même, pour 푞 triplets (푢푖, 푡푖, 휆푖), on obtient
푇 = (푈퐵 + 푇퐶)퐾 (3.15)
퐴푉 +퐵푊 = 푉 Λ (3.16)
푈퐴 + 푇퐶 = Λ푈 (3.17)
Considérons le système dynamique suivant :⎧⎨
⎩
푥˙ = 퐴푥 + 퐵푢 + 퐸 ′푑
푦 = 퐶푥 + 퐹 ′푑
푧 = 퐸푥 + 퐹푢
(3.18)
où 푧 désigne une sortie régulée, 푑 une perturbation, et soit 푥0 la valeur à t=0
du veteur d'état 푥.
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3.1.3 Analyse des réponses temporelles dans la base mo-
dale
On modélise l'eet de l'état initial par une fontion de Dira, si bien que
l'on obtient :
푥˙ = (퐴+퐵퐾퐶)푥+퐵퐻푧푅 + (퐸
′ +퐵퐾퐹 ′)푑+ 푥0훿 (3.19)
ou enore, on peut érire :
푥˙ = (퐴+퐵퐾퐶)푥+ 푓 (3.20)
où 푓 = 퐵퐻푧푅 + (퐸
′ +퐵퐾퐹 ′)푑+ 푥0훿, 'est à dire que 푓 regroupe toutes les
exitations agissant sur la boule fermée. En hangeant de base, on obtient :
휉˙ = Λ휉 + 푈푓 (3.21)
Il s'en suit que :
휉(푡) = 푒Λ푡 ∗ 푈푓(푡) (3.22)
où  ∗  désigne le produit de onvolution. Puisque 푒Λ푡 est une matrie dia-
gonale, on obtient :
휉(푡) = 푒휆푖푡 ∗ 푢푖푓(푡) =
∫ 푡
0
푒휆푖(푡−휏)푢푖푓(휏) 푑휏 (3.23)
En revenant à la base initiale des états (sahant que 푉 = 푈−1, on a 푥 = 푉 휉),
on obtient :
푥 =
푛∑
푖=1
휉푖푣푖 (3.24)
Par onséquent, l'inuene des diérentes exitations sur les états peut
être résumé par le graphique de la Figure 3.2. Par la suite, nous étudierons
푈 (푠퐼 − Λ)−1 푉
푓 휉 푥
Figure 3.2  Diagramme dans la base modale résumant le transfert de l'ex-
itation (푓) vers l'état (푥).
plus préisément l'eet des diérentes exitations.
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Des entrées de référenes aux sorties régulées
Tout d'abord on examine la réponse de la sortie régulée 푧 par rapport à
l'entrée de référene 푧푅. Les réponses aux onditions initiales et aux pertur-
bations en sont déduites failement. Pour simplier les notations, on suppose
que 퐷 = 0. Ii, 푓 = 퐵퐻푧푅. On onsidère la sortie régulée 푧 = 퐸푥 + 퐹푢.
Puisque 푥 = 푉 휉, le terme 퐸푥 peut s'érire 퐸푉 휉. Le signal de rétroation
peut s'érire :
푢 = 퐾퐶푉 휉 (3.25)
et à partir de l'équation (3.14) (as 퐷 = 0), :
푢 = 푊휉
(
=
푛∑
푖=1
푤푖휉푖
)
(3.26)
don, 퐹푢 peut s'érire 퐹푊휉. La transmission des modes est résumée par :
푧 =
[
퐸 퐹
] [ 푉
푊
]
휉(푡) + transmission direte (3.27)
plus préisément :
휉푖(푡) = 푒
휆푖푡 ∗ 푢푖퐵퐻푧푅 et 푧 =
푛∑
푖=1
[
퐸 퐹
] [ 푣푖
푤푖
]
휉푖(푡) + t.d. (3.28)
(t.d. : transmission direte). Le terme de transmission direte 퐵퐻퐹푧푅 est
négligé, puisqu'il ne onerne pas les modes, ainsi, le transfert de 푧푅 vers les
modes (휉) et des modes vers 푧 peut être illustré par le shéma de la Figure
3.3.
An d'illustrer les onditions que doivent satisfaire les veteurs propres
푈퐵퐻 (푠퐼 − Λ)−1
[
퐸 퐹
] [ 푉
푊
]
푧푅 휉 푧
Figure 3.3  Diagramme dans la base modale
pour le déouplage, onsidérons 퐸푘, 퐹푘 les 푘-ième lignes des matries respe-
tives 퐸 et 퐹 . 푧푘 et 푧푅푘 les 푘-ième entrées de 푧 et 푧푅 ; 퐻푘 la 푘-ième olonne
de la matrie 퐻 .
푢푖퐵퐻푘 = 0 ⇒ 푧푅푘 n'a pas d'eet sur le mode 휉푖(푡). 퐸푘푣푖 + 퐹푘푤푖 = 0 ⇒ le
mode 휉푖(푡) n'a pas d'eet sur 푧푘.
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Des onditions initiales aux sorties régulées
Dans le as préédent, l'exitation du système était 푓 = 퐵퐻푧푅, ii, ette
expression est remplaée par 푓 = 푥0훿. Don, le résultat est similaire. Après
substitution dans l'équation (3.28) :
휉푖(푡) = 푒
휆푖푡 ∗ 푢푖푥0훿 (3.29)
et
푧 =
푛∑
푖=1
[
퐸 퐹
] [ 푣푖
푤푖
]
휉푖(푡) (3.30)
ainsi, le transfert entre les onditions initiales et les sorties régulées peut être
illustré par la Figure 3.4. Les ontraintes orrespondantes sur les strutures
푈 (푠퐼 − Λ)−1
[
퐸 퐹
] [ 푉
푊
]
푥0훿 휉 푧
Figure 3.4  Diagramme dans la base modale
propres pour le déouplage par rapport aux onditions initiales sont résumés
de la manière suivante : 푢푖푥0 = 0 ⇒ la ondition initiale n'a pas d'eet sur
le mode 휉푖(푡). 퐸푘푣푖 + 퐹푘푤푖 = 0⇒ le mode 휉푖(푡) n'a pas d'eet sur 푧푘.
Des perturbations aux sorties régulées
On suppose que 퐹 = 0 et 퐹 ′ = 0 an d'éviter les transmissions diretes.
Ii, 푓 = (퐸 ′ +퐵퐾퐹 ′)푑, ainsi, après substitution dans l'équation 3.28 :
휉푖(푡) = 푒
휆푖푡 ∗ 푢푖(퐸 ′ +퐵퐾퐹 ′)푑 et 푧 =
푛∑
푖=1
[
퐸 퐹
] [ 푣푖
푤푖
]
휉푖(푡) (3.31)
Mais, 푢푖(퐸
′ +퐵퐾퐹 ′) = 푢푖퐸 ′ + 푢푖퐵퐾퐹 ′ = 푢푖퐸 ′ + 푡푖퐹 ′, ainsi
휉푖(푡) = 푒
휆푖푡 ∗ [ 푢푖 푡푖 ]
[
퐸 ′
퐹 ′
]
푑 (3.32)
et
푧 =
푛∑
푖=1
[
퐸 퐹
] [ 푣푖
푤푖
]
(3.33)
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[
푈 푇
] [ 퐸 ′
퐹 ′
]
(푠퐼 − Λ)−1
[
퐸 퐹
] [ 푉
푊
]
푑 휉 푧
Figure 3.5  Diagramme dans la base modale
Le transfert entre la perturbation 푑 et les sorties régulées est illustré par le
shéma de la Figure 3.5. Les ontraintes orrespondantes sur les strutures
propres pour le déouplage vis à vis des perturbations sont les suivantes :
푢푖퐸
′
푘 + 푡푖퐹
′
푘 = 0⇒ 푑푘 n'a pas d'eet sur le mode 휉푖(푡). 퐸푘푣푖+퐹푘푤푖 = 0⇒ le
mode 휉푖(푡) n'a pas d'eet sur 푧푘.
Exitations Modes
Sorties régulées
푈 , 푇 푉 , 푊
Figure 3.6  Diagramme dans la base modale
Exemple
An d'illustrer les propriétés de déouplage qui peuvent être attendues,
onsidérons le graphe de la Figure 3.7.
Signaux de référene
Modes Sorties
푧푅1
푧푅2
휆1
휆2
휆3
푧1
푧2
푧3
Figure 3.7  Représentation sagittale d'un exemple de déouplage entre les
entrées et les modes, et entre les modes et les sorties.
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⎡
⎣ 푧1푧2
푧3
⎤
⎦ =
⎡
⎣ 퐸1퐸2
퐸3
⎤
⎦ 푥 (3.34)
Les propriétés de déouplage illustrées par le graphe sont les suivantes :
 le premier mode n'a pas d'eet sur 푧3
 le troisième mode n'a pas d'eet sur 푧1
 l'entrée de référene 푧푅1 n'a pas d'eet sur le troisième mode.
Don, nous avons les ontraintes suivantes :
퐸3푣1 = 0 (3.35)
퐸1푣3 = 0 (3.36)
푢3퐵퐻1 = 0 (3.37)
Les deux premières équations devraient être onsidérées omme des ontraintes
relatives au gain de retour (퐾), alors que la troisième équation devrait être
onsidérée omme une ontrainte relative à la préommande (퐻).
Résumé des ontraintes renontrées
Les veteurs propres assignés satisfont l'équation (3.10) (page 67) et les
onditions de déouplage de la forme 퐸0푣푖 + 퐹0푤푖 = 0. Don, 푣푖, 푤푖 sont
souvent alulés en résolvant l'équation :[
퐴− 휆푖퐼 퐵
퐸0 퐹0
] [
푣푖
푤푖
]
= 0 (3.38)
Dans ertains as, haque ligne de la matrie
[
퐸0 퐹0
]
a seulement une
entrée non nulle, dans e as, le déouplage onsiste à mettre à zéros jusqu'à
푚− 1 entrées de 푣푖 et/ou 푤푖.
Les ontraintes peuvent aussi être  over-speied . Par exemple, supposons
que le système onsidéré a deux entrées. Don seulement une entrée des
veteurs propres peut être exatement nulle. Le veteur propre désiré peut
être voulu sous la forme :
푣푖푑 =
⎡
⎢⎢⎢⎢⎣
∗
0
0
∗
0
⎤
⎥⎥⎥⎥⎦ (3.39)
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où  ∗  désigne les entrées non-ontraintes. Cette spéiation peut aussi
être érite omme dans l'équation (3.38)
퐸0푣푖 = 0 où
⎡
⎣ 0 1 0 0 00 0 1 0 0
0 0 0 0 1
⎤
⎦
(3.40)
Les veteurs propres assignés à gauhe satisfont l'équation (3.12) (page 67)
et les onditions de déouplage sont de la forme 푢푖퐸
′
0 + 푡푖퐹
′
0 = 0. Don 푢푖, 푡푖
peuvent être alulés en résolvant :
[
푢푖 푡푖
] [ 퐴− 휆푖퐼 퐸 ′0
퐶 퐹 ′0
]
= 0 (3.41)
3.1.4 La synthèse de gains pour la ommande modale
Lemme 4 Soit (휆푖, 푣푖, 푤푖) un triplet satisfaisant :
[
퐴0 − 휆푖퐼 퐵0
] [ 푣푖
푤푖
]
= 0 (3.42)
est assigné par le gain statique 퐾0 si et seulement si :
퐾0(퐶0푣푖 +퐷0푤푖) = 푤푖 (3.43)
Dans le as mono-entrée (푚 = 1), la matrie de la partie gauhe dans (3.42)
est 푛×(푛+1), don les veteurs 푣푖 et 푤푖 sont uniquement dénis (à un salaire
multipliatif près). Dans le as multi-entrées, il est néessaire d'ajouter une
ontrainte de manière à e que les veteurs i-dessus soient uniquement dénis
à un salaire multipliatif près. Habituellement, e sont des ontraintes de
déouplages qui sont ajoutées :
[
퐸푖 퐹푖
] [ 푣푖
푤푖
]
= 푒푖 (3.44)
ave (퐸푖 ∈ ℝ(푚−1)×푛 et 퐹푖 ∈ ℝ(푚−1)×푚 si 푒푖 = 0) ou (퐸푖 ∈ ℝ푚×푛 et 퐹푖 ∈ ℝ푚×푚
si 푒푖 ∕= 0).
3.2 Synthèse d'un gain séquené sous forme LFT
En Automatique, la synthèse est toujours liée au modèle du proédé dont
on dispose. Dans notre as, elle est étroitement liée à l'étape préédente de
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mise sous forme LFT du proédé. En eet, la mise sous forme LFT du pro-
édé résulte initialement d'un hoix des paramètres de séquenement. Et si
on peut intuitivement penser que plus le nombre de paramètres dont dépend
le orreteur est grand, et mieux e orreteur pourra s'adapter, on om-
prend aussi très rapidement que se pose le problème de la taille des blos
Δℎ(휃) et Δ푘(휃ˆ) : plus le nombre de paramètres est important, et plus leurs
tailles sont importantes. Le nombre de paramètres hoisis a don un impat
sur la omplexité du orreteur, et don sur le temps de alul en ligne. Il
faut don hoisir peu de paramètres pour minimiser le temps de alul, mais
susamment pour être en mesure de garantir la stabilité de la boule fer-
mée. Mais dans le adre de ette thèse, on ne traitera pas du problème du
hoix des paramètres, et on onsidère que l'on dispose déjà de l'ensemble des
paramètres sur lesquels on souhaite séquené le orreteur.
On peut aussi noter que la synthèse du orreteur peut s'avérer être plus
pertinente sur un modèle  pire-as . En eet, selon la méthode de synthèse,
on peut parfois obtenir de meilleurs résultats en synthétisant le orreteur
non pas sur le modèle  nominal  du proédé, mais sur un modèle  pire-
as .
La problématique du  gain séquené  onsiste à reherher d'une part
une famille de gains satisfaisant des ritères de stabilité et de performanes
pour diérents points de fontionnement du proédé, et d'autre part à trouver
une loi de passage d'un gain à un autre, en fontion de paramètres mesurés
sur le proédé, tout en garantissant la stabilité de la boule fermée. Il existe
plusieurs approhes pour synthétiser un orreteur à gain séquené, et ana-
lyser la boule fermée dans laquelle il sera implanté. Dans [52℄ et [69℄, il est
proposé une étude de plusieurs de es méthodes. Ii, on se ontentera juste
de présenter très brièvement ertaines d'entre elles an d'être en mesure de
réaliser un hoix. Parmi les diérentes méthodes existantes pour synthétiser
un orreteur séquené, on peut proposer :
 l'interpolation de plusieurs orreteurs ;
 une méthode de synthèse onvexe ;
 une méthode LPV utilisant des LMI ;
 une méthode de synthèse de lois modales séquenées.
3.2.1 Interpolation de plusieurs orreteurs
Une première méthode de synthèse de orreteur séquené qui peut venir
à l'esprit, onsiste à synthétiser une famille nie de orreteurs à partir d'un
ensemble ni de proédés orrespondant à autant de valeurs distintes de
paramètres du proédé. Puis, une fois ette famille de orreteurs obtenue,
réaliser une interpolation de es orreteurs par rapport aux paramètres de
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séquenement. Bien souvent, es méthodes supposent une variation lente des
paramètres mesurés (dans un sens qui dépend de la méthode employée, par
exemple, dans le as d'un système LPV, ela peut signier  lent  par rapport
à la valeur propre atteignable la plus prohe de l'axe des réels dans le plan
omplexe). Pour ette famille de méthodes, on peut notamment onsidérer
les itations indiquées dans [52, 69℄.
L'inonvénient de es méthodes est qu'il est diile de vérier que le
orreteur résultant de l'interpolation garantit la stabilité pour toutes les
valeurs des paramètres. De plus, dans notre as, il faudrait mettre à nouveau
le orreteur sous forme LFT après avoir réalisé l'interpolation.
3.2.2 Méthodes LPV via LMI
Les méthodes LPV permettent de synthétiser des orreteurs LPV en ga-
rantissant la stabilité. Pour se faire, es méthodes prennent en ompte les
vitesses maximales de variation des paramètres. L'inonvénient de es mé-
thodes, est qu'elles sont potentiellement onservatives. La soure du onser-
vatisme vient du fait que bien souvent, les paramètres et leurs dérivés sont
traitées omme des variables indépendantes. Pour es méthodes, on peut se
référer par exemple à [74, 3℄.
3.2.3 Synthèse onvexe
Une méthode exposée dans l'artile [25℄ permet de synthétiser un or-
reteur séquené à partir d'un proédé sous forme LFT. La synthèse de e
type de orreteur est failité par l'utilisation de la boîte à outils  Convex
Control Design  (CCD) [24℄. Cette méthode se rapprohe de la synthèse
par interpolation dans le sens où on réalise initialement une synthèse sur un
nombre ni de valeur des paramètres. Mais elle en dière pare que la stru-
ture du orreteur est partiulière, et elle permet de vérier la stabilité pour
l'ensemble des valeurs xes des paramètres.
Pour la synthèse onvexe, on onsidère un proédé linéaire sous forme
LFT (퐻퐿퐹푇 (푠) = ℱ푢 (퐻(푠),Δ)). On suppose que Δ ∈ BoΔ où BoΔ =
{Δ = 푑푖푎푔(훿푘퐼푞푘)∣휎(Δ) < 1} est un ensemble borné.
(퐻(푠))
⎧⎨
⎩
푥˙ = 퐴푥+퐵1푤 +퐵2푑+퐵3푢
푧 = 퐶1푥+퐷11푤 +퐷12푑+퐷13푢
푝 = 퐶2푥+퐷21푤 +퐷22푑+퐷23푢
푦 = 퐶3푥+퐷31푤 +퐷32푑
(3.45)
On herhe alors à synthétiser un orreteur sous la forme 퐾푇 (푠,Δ) =
ℱ푢 (퐾퐿퐹푇 (푠), 푄(푠,Δ)), où 푄(푠,Δ) est un paramètre de Youla, et on pose
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퐾퐿퐹푇 (푠) = ℱ푢 (퐾(푠),Δ) ave 퐾(푠) déni par :
(퐾(푠))
⎧⎨
⎩
˙ˆ푥 = 퐴푥ˆ+퐵1푤ˆ +퐵3푢+ 퐿푒
푧ˆ = 퐶1푥ˆ+퐷11푤ˆ +퐷13푢
푢 = −퐾푥ˆ+ 푣
푒 = 푦 − 퐶3푥ˆ−퐷31푤ˆ
(3.46)
En posant 푣 = 푄(푠,Δ)푒, la boule fermée peut être représentée par la Figure
3.8, où le paramètre de Youla n'apparaît pas. Cette boule fermée peut être
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Figure 3.8  Boule fermée pour la synthèse onvexe.
représentée en mettant en exergue les éléments que l'on herhe à synthétiser,
en développant la struture du orreteur sur la Figure 3.9 (les dépendanes
de 퐾, 퐿 et 푄 par rapport à la variable Δ et elle de 푄 par rapport à 푠 ne
sont pas indiquées pour ne pas surharger la gure).
La synthèse se déroule alors en deux étapes :
1. Synthèse de 퐾(푠) : Il s'agit alors de synthétiser un gain à retour d'état
퐾(Δ) et un gain d'observation 퐿(Δ), ave un objetif de plaement de
ples dans une région LMI. Pour ela, on onsidère que l'on dispose
d'une base polynomiale de dimension nie (푝푗)푗∈[1,푛], et que l'on peut
érire par exemple 퐾(Δ) =
∑푛
푗=1 푝푗(Δ)퐾푗. Les oeients 퐾푗 sont
alors alulés à l'aide d'une optimisation sous ontraintes LMI. On
proède de manière analogue pour 퐿(Δ).
2. Synthèse de 푄(푠,Δ) : De même, 푄(푠,Δ) est déomposé dans une base
(푝푗)푗∈[1,푛], 푄(푠,Δ) =
∑푛푄푑
푗=1 푞푗(Δ)푄푗(푠), 푄푗(푠) est déomposé dans une
base (퐹푘)푘∈[1,푚], 푄푗(푠) =
∑푛푄푝
푘=1 훼푘,푗퐹푘(푠).
Dans notre as, le problème est que l'on onsidère un estimateur disret, et
le orreteur synthétisé est ontinu, de même que le proédé onsidéré. Une
première possibilité, est de réaliser une transformation bilinéaire du proédé
ontinu pour obtenir un proédé disret, et sur ette base, synthétiser un
orreteur disret. Ainsi, tous les éléments seraient disrets, et ela rendrait
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Figure 3.9  Représentation graphique de la boule fermée, mettant en
exergue les éléments que l'on herhe à synthétiser dans la synthèse onvexe.
l'estimation plus faile (par moindres arrés réursif). Cependant ette mé-
thode présente la diulté suivante : la transformation bilinéaire d'un pro-
édé ontinu stritement propre génère (très souvent) un proédé disret ave
un transfert diret non nul. Or la synthèse onvexe néessite de onsidérer
un proédé stritement propre.
3.2.4 La synthèse de gains pour la ommande modale
séquenée
On utilise un algorithme de synthèse de orreteur auto-séquené extrait
de [55℄. Il s'agit de l'appliation de la méthode présentée dans la partie 3.1
(page 64) aux LFTs.
Proposition 6 (Algorithme de plaement de modes) Soit (퐴(휃), 퐵(휃),
퐶(휃), 퐷(휃)) une représentation d'état d'un système, ave 푛푠 états et 푟푦 sor-
ties. Si le nombre de mesures (푟푦) est supérieur ou égal au nombre de ples
dominants (푟푑), on peut proposer l'algorithme suivant :
1. Choisir 푟푑 valeurs propres 휆푖(휃) de la boule fermée.
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2. Caluler 푟푑 paires (푣푖(휃), 푤푖(휃)) en résolvant l'équation :
[
퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)
] [ 푣푖(휃)
푤푖(휃)
]
= 0 (3.47)
3. Caluler 퐾(휃) solution de l'équation :
퐾(휃)
[
퐶(휃) 퐷(휃)
] [ 푉 (휃)
푊 (휃)
]
= 푊 (휃) (3.48)
ave 푊 (휃) = [푤1(휃), . . . , 푤푟푑(휃)] et 푉 (휃) = [푣1, . . . , 푣푟푑(휃)]
Dans et algorithme, 퐴(휃), 퐵(휃), 퐶(휃), 퐷(휃), 퐾(휃) et 휆푖(휃) sont sous forme
LFT.
L'équation matriielle (3.47), représente un système d'équations ave (푛푠 +
푚) inonnus et (푛푠) équations. Plusieurs solutions sont don possibles. On
présentera par la suite diérentes solutions proposées par [54℄.
Réalisations pratiques des algorithmes.
Le as d'une seule entrée
Proposition 7 (Algorithme de plaement de modes) (dans le as d'une
seule entrée) Soit (퐴(휃), 퐵(휃), 퐶(휃), 퐷(휃)) une représentation d'état d'un
système, ave 푛푠 états et 푟푦 sorties. Si le nombre de mesures (푟푦) est supérieur
ou égal au nombre de ples dominants (푟푑), on peut proposer l'algorithme sui-
vant :
1. Choisir 푟푑 valeurs propres 휆푖(휃) de la boule fermée.
2. Caluler 푟푑 paires (푣푖(휃), 푤푖(휃)) en alulant :[
푣푖(휃)
푤푖(휃)
]
=
[
퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)
01,푛푠 1
](−1) [
0푛푠,1
1
]
(3.49)
3. Caluler 퐾(휃) par la formule :
퐾(휃) = 푊 (휃)Υ(휃)† (3.50)
Υ(휃)† = [Υ(0)∗Υ(휃)](−1)Υ(0)∗ (3.51)
Υ(휃) = 퐶(휃)푉 (휃) +퐷(휃)푊 (휃) (3.52)
ave 푊 (휃) = [푤1(휃), . . . , 푤푟푑(휃)] et 푉 (휃) = [푣1(휃), . . . , 푣푟푑(휃)]
Dans et algorithme, 퐴(휃), 퐵(휃), 퐶(휃), 퐷(휃), 퐾(휃) et 휆푖(휃) sont sous forme
LFT.
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Le as général Pour résoudre l'équation (3.47), diérentes méthodes sont
proposées par [54℄.
option w (hoix des diretions des 푚 entrées).
[
푣푖(휃)
푤푖(휃)
]
=
[
퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)
0푚,푛푠 퐼푚
](−1) [
0푛푠,1
푑푖
]
(3.53)
où 푑푖 est un veteur olonne de 푚 lignes, orrespondant aux diretions d'en-
trées hoisies.
option p (pour une  projetion  à partir des strutures propres déjà assi-
gnées par un orreteur à retour de sortie donné.) Soit (퐴푘0 , 퐵푘0, 퐶푘0, 퐷푘0),
un orreteur à retour de sortie donné. On note :
퐴푝 =
[
퐴(0) 0
퐵푘0퐶(0) 퐴푘0
]
(3.54)
퐵푝 =
[
퐵(0)
퐵푘0퐷(0)
]
(3.55)
퐶푝 =
[
퐷푘0퐶(0) 퐶푘0
]
(3.56)
퐷푝 = 퐷푘0퐷(0) (3.57)
퐴푐푙 = 퐴푝 +퐵푝(퐼 −퐷푝)−1퐶푝
[푉푣, 푉푝] = 푒푖푔
[
퐴푝 +퐵푝(퐼 −퐷푝)−1퐶푝
]
(3.58)
푉푝 : matrie des valeurs propres.
푉푣 : matrie des veteurs propres.
푊푑 = (퐼 −퐷푝)(−1)퐶푝푉푣 (3.59)
En notant 푗 = argmin ∣휆푖(0)퐼−푉푝∣ ((푉푝)푗,푗 est la valeur propre la plus prohe
de 휆푖(0)).[
푣푖(휃)
푤푖(휃)
]
=
[
퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)
0푚,푛푠 퐼푚
](−1) [
0푛푠,1
(푊푑)푗
]
(3.60)
ave (푊푑)푗 la 푗-ème olonne de 푊푑.
option n (pour aluler des veteurs propres dans le noyau ou satisfaisant
l'équation :
[
푐푐 푑푑
] [ 푣
푤
]
= 푒푒)[
퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)
퐶푐푖(휃) 퐷푑푖(휃)
] [
푣푖(휃)
푤푖(휃)
]
=
[
0푛푠,1
퐺푔푖(휃)
]
(3.61)
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푄 = 푛푢푙푙
([
퐴(0)− 휆푖(0)퐼푛푠 퐵(0)
퐶푐푖(0) 퐷푑푖(0)
])
(3.62)
[
푣푖(휃)
푤푖(휃)
]
=
⎡
⎣ 퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)퐸푖 퐹푖
푄∗
⎤
⎦
(−1) ⎡
⎣ 0푛푠,1퐺푔푖(휃)
퐺푐푔푖
⎤
⎦
(3.63)
Soit 푛푄2 le nombre de olonne de 푄. Si ∥퐺푔푖(휃)∥ = 0, alors 퐺푐푔푖(휃) = 1푛푄2,1,
sinon, 퐺푐푔푖(휃) = 0푛푄2,1.
option z (pour déoupler ave les entrées mises à zéro.)
la matrie
[
퐸푖 퐹푖
]
ne doit pas avoir plus de (푚 − 1) ligne. Chaque ligne
de
[
퐸푖 퐹푖
]
n'a qu'une seule valeur non nulle qui est égale à 1.[
퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)
퐸푖 퐹푖
] [
푣푖(휃)
푤푖(휃)
]
= 0 (3.64)
푄 = 푛푢푙푙
([
퐴(0)− 휆푖(0)퐼푛푠 퐵(0)
퐸푖 퐹푖
])
(3.65)
푋 =
⎡
⎣ 퐴(휃)− 휆푖(휃)퐼푛푠 퐵(휃)퐸푖 퐹푖
푄∗
⎤
⎦
(−1) [
0
퐼
]
(3.66)
On prend pour
[
푣푖(휃)
푤푖(휃)
]
la première olonne de 푋 .
3.2.5 Bien posé du résultat dans le as d'un gain sta-
tique et d'inertitudes onstantes
Dans le as où le résultat de la synthèse est un gain statique sous forme
LFT : 퐾(휃) = ℱ푢(퐾푎푢푔,Δ푘(휃)), ave 퐾푎푢푔 =
(
퐾11 퐾12
퐾11 퐾12
)
. On a alors
퐾(휃) = 퐾22 +퐾21Δ푘(휃)(퐼 −퐾11Δ푘(휃))−1퐾12 (3.67)
Notons
퐵훿표 = {Δ푘(휃)∣∀푖 ∈ [1, 푛], 휃푖 ∈ [−1, 1]} (3.68)
Le gain LFT est dit bien posé si et seulement si ∀Δ푘(휃) ∈ 퐵훿표, 푑푒푡(퐼 −
퐾11Δ푘(휃)) ∕= 0. An de vérier le bien posé, on utilise la valeur singulière
struturée (f. page 42 et [23℄). Le bien posé de 퐾(휃) peut être examiné grâe
à la proposition suivante.
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Proposition 8 ℱ푢(퐾푎푢푔(푠),Δ푘(휃)) est bien posé pour tout Δ푘(휃) ∈ 퐵훿표 si et
seulement si 휇(퐾11) < 1. Une ondition susante est qu'il existe des matries
de mise à l'éhelle 퐷0 = 퐷
∗
0 > 0 et 퐺0 = 퐺
∗
0, ave 퐷0Δ푘(휃) = Δ푘(휃)퐷0 et
퐺0Δ푘(휃) = Δ푘(휃)
∗퐺0 tels que
퐾11퐷0퐾
∗
11 + 횥 (퐺0퐾
∗
11 −퐾11퐺0) ⩽ 퐷0 (3.69)
La ondition (3.69) peut être vériée ave des routines standards de Matlab,
voir aussi [30℄.
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Chapitre 4
Quelques éléments sur deux
méthodes d'estimation
paramétrique
L'objetif de e hapitre est de faire un rappel de quelques éléments sur
l'identiation (ou estimation) paramétrique. Dans ette partie, on s'attahe
à présenter deux méthodes d'estimation ouramment utilisées en ommande
adaptative qui sont :
 l'estimation des moindres arrés,
 et l'estimation à erreur bornée.
4.1 Présentation
Dans e hapitre, on se plae dans la situation où l'on dispose d'un proédé
qui est soumis à des signaux d'entrée onnus, et où l'on mesure ses signaux
de sortie. L'identiation (ou estimation de paramètres) onsiste, à partir de
es signaux ( observations ), à déterminer les paramètres d'un  modèle 
a priori du proédé. Pour e faire, il existe diérentes  méthodes d'identi-
ation  qui sont fontion des  observations , du  modèle  onsidéré et
de l'objetif dans lequel ette identiation est réalisée.
4.1.1 Les observations
Généralement, on onsidère qu'un modèle peut être aratérisé par six
types de variables : les variables de déision, les variables d'entrée, les va-
riables d'état, les variables exogènes, les variables aléatoires, et les variables
de sortie. Ii, on onsidère que l'on ne dispose que des variables d'entrée et de
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sortie du proédé. La distintion entre variable d'entrée et variable exogène
étant fontion du point de vue.
Les aratéristiques des mesures (signaux de sortie) sont d'une grande
importane. Dans le adre de l'identiation ave un estimateur disret, la
période d'éhantillonnage doit être hoisie en adéquation ave le modèle que
l'on souhaite identier. Notamment, elle ne doit pas être trop grande an
d'éviter le risque d'un sous éhantillonnage. Mais d'un autre té une pé-
riode très petite signie beauoup plus de points de alul et peut poser des
problèmes numériques, et dans le adre d'une estimation en ligne, ette pé-
riode peut être limitée par la rapidité des alulateurs utilisés. De plus, il
faut aussi veiller à e que le rapport signal sur bruit ne ompromette pas les
possibilités d'identiation.
De même, les signaux d'entrée ont eux aussi un rle important dans l'iden-
tiation. En eet, ils doivent rester dans les limites du modèle. Dans le as
par exemple d'un système non-linéaire, le modèle onsidéré peut n'être va-
lable que pour des entrées déterminées. De plus, il faut aussi garantir une
rihesse susante du signal. Intuitivement, ela signie qu'il faut que le si-
gnal d'entrée puisse générer à travers le proédé que l'on herhe à identier
des sorties permettant de disriminer le modèle le plus prohe du proédé
dans la famille des modèles onsidérée. An de quantier ette propriété in-
tuitive, on dénit, dans le as de l'identiation des systèmes linéaires, un
signal d' exitation persistante .
Exitation persistante
Ii, on ne onsidère que le as d'un signal d'entrée éhantillonné, ou dis-
ret.
Dénition 21 (Signal d'exitation persistante) On dit que 푢(푡) est un
signal d'exitation persistante d'ordre 푛 ∈ ℕ∗ si pour tous les polynmes
퐿(푞−1) ∕= 0 d'ordre inférieur ou égal à (푛− 1),
lim
푡1→∞
(
1
푡1
푡1∑
푡=1
[
퐿(푞−1)푢(푡)
]2)
> 0 (4.1)
Remarques sur la dénition :
 Tout d'abord, on peut onstater, en notant pour tout 푡 ∈ ℕ, 푦(푡) =
퐿(푞−1)푢(푡), que la quantité onsidérée pour la dénition orrespond au
arré de la  valeur eae  (parfois appelée aussi puissane) du signal
푦. On peut remarquer qu'une ondition néessaire pour que la ondition
de non nullité soit respetée, est qu'il faut que 푦 ne soit pas à support
borné (i.e. ∀푡 ∈ ℕ, ∃푡1 > 푡 tel que 푦(푡1) ∕= 0 ). En eet, tous signaux à
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support borné (∃푡1 ∈ ℕ tel que ∀푡 > 푡1, 푢(푡) = 0) à une valeur eae
nulle. On en déduit alors qu'il en est de même pour 푢. En eet, pour
que 푦(푡1) ∕= 0, il faut que ∃푡2 ∈ [푡1 − 푛 + 1, 푡1] ∩ ℕ tel que 푢(푡2) ∕= 0.
En d'autres termes, aussi loin que l'on aille dans le temps, on trouvera
toujours une date 푡 pour laquelle 푢(푡) ∕= 0. Cette propriété explique la
dénomination de  persistant  pour de tels signaux.
 D'autre part, on peut aussi noter que si 푦 = 퐿(푞−1)푢 ave 푢 un signal
d'exitation persistante d'ordre 푛, alors il existe un unique polynme
퐿(푞−1) d'ordre inférieur ou égal à (푛−1) pour lequel on a 푦 = 퐿(푞−1)푢.
En eet, pour s'en onvainre, raisonnons par l'absurde, et onsidérons
qu'il existe deux polynmes 퐿1(푞
−1) ∕= 퐿2(푞−1) d'ordre inférieur ou
égal à (푛− 1), pour lesquels on a 푦 = 퐿1(푞−1)푢 = 퐿2(푞−1)푢. On a alors
퐿푑(푞
−1) = 퐿1(푞−1)−퐿2(푞−1) qui est non nul et d'ordre inférieur ou égal
à (푛 − 1), don néessairement lim푡1→∞
(
1
푡1
∑푡1
푡=1 [퐿푑(푞
−1)푢(푡)]2
)
> 0,
alors que ∀푡ℕ, 퐿1(푞−1)푢(푡) − 퐿2(푞−1)푢(푡) = 0, e qui onstitue une
ontradition. Cette propriété a don tout son intérêt dans le adre
d'une identiation d'un système linéaire, ar à partir de la sortie 푦 me-
suré, un tel signal permet de disriminer le polynme que l'on herhe
à identier parmi tous les autres polynmes d'ordre inférieur ou égal à
(푛− 1).
On peut aussi proposer une autre dénition équivalente. Soit don 퐿(푞−1) =∑푛−1
푖=0 푎푖푞
−푖
un polynme non nul quelonque, appartenant à l'espae des
polynmes de degré inférieur ou égal à (푛− 1). Pour tout 푡 ∈ ℕ,
퐿(푞−1)푢(푡) =
푛−1∑
푖=0
푎푖푢(푡− 푖) (4.2)
En notant 푈푛(푡) = [푢(푡), . . . , 푢(푡− 푛+ 1)]푇 , et 푃 =
[
푎0, . . . , 푎(푛−1)
]
, on a :
퐿(푞−1)푢(푡) = 푃푈푛(푡). De plus, on a
푡1∑
푡=1
[
퐿(푞−1)푢(푡)
]2
=
푡1∑
푡=1
[
푃푈푛(푡)푈
푇
푛 (푡)푃
푇
]
(4.3)
D'où la dénition équivalente de l'exitation persistante :
Dénition 22 Un signal 푢(푡) est dit d'exitation persistante d'ordre 푛, si
푅푢푢 = lim
푡1→∞
(
1
푡1
푡1∑
푡=1
[
푈푛(푡)푈
푇
푛 (푡)
])
> 0 (4.4)
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ave 푈푛(푡) = [푢(푡), . . . , 푢(푡− 푛+ 1)]푇 . (On adopte la notation 푅푢푢, ar si le
signal est stationnaire, il s'agit alors de la matrie d'autoorrélation d'ordre
푛 du signal 푢.)
De plus selon [51℄ (page 28), on a
lim
푡1→∞
1
푡1
푡1∑
푡=1
[
퐿(푞−1)푢(푡)
]2
=
1
2휋
∫ +휋
−휋
∣퐿(푒푗휔)∣휙푢(휔)푑휔 > 0 (4.5)
où 휙푢(휔) est la densité spetrale du signal d'exitation. Cette égalité permet
de donner une interprétation fréquentielle, qui est que si 휙푢(휔) ne s'annule
pas pour au moins 푛 point(s) sur l'intervalle [−휋, 휋], alors 푢(푡) est un signal
d'exitation persistante d'ordre 푛.
4.1.2 Le modèle
Il existe diérents types de modélisation (modélisation statistique, mo-
délisation par équation diérentielle, modélisation par la théorie des jeux,
modélisation par réseau de Pétri, . . . ). Dans le présent doument, on ne s'o-
upera que des modélisations de systèmes dynamiques disrets linéaires par
des équations aux diérenes.
De plus, après avoir hoisi un type de modélisation, il onvient aussi de
hoisir omment sont introduits les signaux d'entrée, et les perturbations.
Il existe diérents modèles pour les représenter. Adoptons les notations sui-
vantes :
 푒(푛) est un bruit blan ;
 푦(푛) est le signal mesuré ;
 푢(푛) est un signal d'entrée (ou signal exogène) ;
 퐴(푧), 퐵(푧), 퐶(푧), 퐷(푧), 퐹 (푧) sont des polynmes en 푧−1.
Dénition 23 (Bruit blan) 푒(푛) est un bruit blan, si :
 퐸 [푒] = 0 ;
 퐸 [푒(푛)2] = 휎 ∈ ℝ ;
 퐸 [푒(푛)푒(푛− 휏)] = 0, ∀휏 ∕= 0.
On peut iter les modèle suivants :
 le modèle MA (ou à Moyenne Ajustée) : dans le modèle MA, on onsi-
dère que l'entrée est un bruit blan, et on reherhe 퐶(푧), un polynme
en 푧−1. (f. Figure 4.1).
 le modèle AR (AutoRégressif) (f. Figure 4.2)
 le modèle ARMA (f. Figure 4.3)
85
 le modèle ARMAX : pour le modèle ARMAX, il est ajouté une entrée
déterministe (indiqué par la lettre X d' eXogène ). (f. Figure 4.4).
Ce modèle est aussi parfois appelé modèle à  erreur d'équation , mais
bien souvent alors on onsidère que 퐶(푧) = 1.
 le modèle général (f. Figure 4.5)
 le modèle à erreur de sortie (f. Figure 4.6)
퐶(푧)푒(푛) 푦(푛)
Figure 4.1  Modèle MA
1
퐴(푧)푒(푛) 푦(푛)
Figure 4.2  Modèle AR
퐶(푧)
퐴(푧)푒(푛) 푦(푛)
Figure 4.3  Modèle ARMA
퐵(푧)
퐴(푧)
퐶(푧)
퐴(푧)
푢(푛) +
푒(푛)
+
푦(푛)
Figure 4.4  Modèle ARMAX
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퐵(푧)
퐹 (푧)
퐶(푧)
퐷(푧)
1
퐴(푧)푢(푛)
+
푒(푛)
+
푦(푛)
Figure 4.5  Modèle général
퐵(푧)
퐹 (푧)푢(푛)
+ +
푒(푛)
푦(푛)
Figure 4.6  Modèle à erreur de sortie
Pour la suite, on supposera que l'on dispose d'un système réel que l'on
peut représenter par un modèle linéaire déni par :
∀푡 ∈ ℕ, 푦(푡) = 휃푇휙(푡− 1) (4.6)
où 휃 ∈ ℝ푛휃 représente le veteur de paramètres que l'on herhe à estimer, et
휙(⋅) ∈ (ℝ푛휃)ℕ et 푦(⋅) ∈ (ℝ푛푦)ℕ sont des grandeurs que l'on peut mesurer, et
qui sont potentiellement bruitées (selon les hypothèses qui seront hoisies).
푦 onstitue la sortie mesurée du système, et 휙 est appelé régresseur.
Le modèle permet don de dénir une valeur prédite fontion de 휃 et de
휙 :
푦ˆ(푡∣휃) = 휃푇휙(푡− 1) (4.7)
Cependant, puisque le paramètre 휃 est supposé inonnu, on ne dipose que de
la sortie prédite :
푦ˆ(푡∣휃ˆ) = 휃ˆ푇휙(푡− 1) (4.8)
L'erreur de prédition est dénie par :
휖(푡, 휃ˆ) = 푦(푡)− 푦ˆ(푡∣휃ˆ) (4.9)
4.2 Caratérisation des estimateurs
Dans e qui suit, on herhe à aratérise la  qualité  de l'estimation
fournie. C'est à dire que l'on va herher à aratériser l'erreur entre la valeur
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vraie de 휃, et son estimation 휃ˆ en fontion du nombre d'observations ('est
à dire l'instant 푁) et des hypothèses faites sur le modèle (présene de bruit,
type de bruit, et). En onsidérant que 휃ˆ(⋅) est alors un proessus aléatoire,
on peut dénir les quantités suivantes.
Dénition 24 (Biais d'une estimation) On dénit à l'instant 푁 le biais
ℬ(푁) de l'estimation 휃ˆ(푁) par
ℬ(푁) = 퐸
[
휃ˆ(푁)
]
− 휃 (4.10)
Dénition 25 (Biais asymptotique) Si lim푁→∞퐸
[
휃ˆ(푁)
]
∕= 휃, alors 휃ˆ(⋅)
est un estimateur asymptotique biaisé.
Dans le as ontraire, lorsque lim푁→∞퐸
[
휃ˆ(푁)
]
= 휃, on dit alors que 휃ˆ(⋅)
est un estimateur asymptotique non biaisé
De même, on peut aussi herher à aratériser la variane de 휃ˆ(푁). Mais on
peut aussi s'intéresser à la onsistane de l'estimation.
Dénition 26 L'estimateur 휃ˆ(⋅) est dit onsistant si :
∀휀 > 0, lim
푁→∞
푃
[∥∥∥휃ˆ(푁)− 휃∥∥∥ < 휀] = 1 (4.11)
4.3 La méthode des moindres arrés
La méthode des moindres arrés a été élaborée indépendamment par Le-
gendre (1805) et Gauss (1809) ( Théorie du mouvement des orps élestes
parourant des setions oniques autour du soleil  (dans le livre 2)), et l'al-
gorithme des moindres arrés réursif étant basé sur une formule d'inversion
matriielle du début du vingtième sièle, serait apparu dans les années 50.
4.3.1 Présentation de la méthode
La méthode des  moindres arré  est basée sur la onsidération du
 ritère d'erreur  suivant :
퐽푁(휃ˆ, 푧
푁 ) =
1
푁
푁∑
푡=1
휖2(푡∣휃ˆ) (4.12)
que l'on peut aussi généraliser via l'expression :
퐽푁(휃ˆ, 푧
푁) =
1
푁
푁∑
푡=1
휈2(푡∣휃ˆ) (4.13)
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ave
휈(푡, 휃ˆ) = 퐿(푞−1)휖(푡, 휃ˆ) (4.14)
où 퐿(푞−1) est un ltre linéaire. Alors la valeur identiée de 휃 via la méthode
des moindres arré est la valeur de 휃ˆ qui minimise le ritère 퐽푁(휃, 푧
푁 ). C'est
à dire :
휃ˆ∗푁 = arg min
휃ˆ
퐽푁(휃ˆ, 푧
푁 ) (4.15)
Caul de 휃ˆ∗푁
퐽푁(휃ˆ, 푧
푁 ) s'exprime de la manière suivante :
퐽푁(휃ˆ, 푧
푁 ) =
1
푁
푁∑
푡=1
[
푦(푡)− 휃ˆ푇휙(푡− 1)
]2
(4.16)
퐽푁 (⋅, 푧푁) étant 풞1 sur ℝ푛휃 (ensemble ouvert), une ondition néessaire sur
휃ˆ∗푁 est que
∂퐽푁
∂휃ˆ
(휃ˆ∗푁 ) = 0 (4.17)
On herhe don l'ensemble des valeurs 휃ˆ ∈ ℝ푛휃 telles que :
∂퐽푁 (휃ˆ, 푧
푁 )
∂휃ˆ
= 2
1
푁
[
푁∑
푡=1
푦(푡)− 휃ˆ푇 (푁)휙(푡− 1)
]
휙(푡− 1) = 0 (4.18)
On en déduit alors que si
[∑푁
푡=1 휙(푡− 1)휙푇 (푡− 1)
]
est inversible, alors la
solution à l'équation (4.18) est unique, et on obtient alors :
휃ˆ∗푁 = 퐹 (푁)
푁∑
푡=1
푦(푡)휙(푡− 1) (4.19)
ave
퐹 (푁) =
[
푁∑
푡=1
휙(푡− 1)휙푇 (푡− 1)
]−1
(4.20)
De manière équivalente, en notant :
푌 (푁) =
⎡
⎢⎣
푦(푁)
.
.
.
푦(1)
⎤
⎥⎦ et Φ(푁 − 1) =
⎡
⎢⎣
휙푇 (푁 − 1)
.
.
.
휙푇 (0)
⎤
⎥⎦ (4.21)
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on a :
휖(푁) =
⎡
⎢⎣
휖(푁)
.
.
.
휖(1)
⎤
⎥⎦ = 푌 (푁)− Φ(푁 − 1)휃ˆ(푁) (4.22)
et le ritère des moindres arrés s'érit alors :
퐽푁 =
1
푁
휖푇 (푁)휖(푁) (4.23)
Et la ondition d'annulation du gradient onduit à :
Φ푇 (푁 − 1)
[
푌 (푁)− Φ(푁 − 1)휃ˆ(푁)
]
= 0 (4.24)
d'où :
휃ˆ∗푁 =
[
Φ푇 (푁 − 1)Φ(푁 − 1)]−1Φ푇 (푁 − 1)푌 (푡) (4.25)
On peut aussi noter que
(Φ(푁 − 1))† = [Φ푇 (푁 − 1)Φ(푁 − 1)]−1Φ푇 (푁 − 1) (4.26)
est la  pseudo-inverse  de la matrie Φ(푁 − 1).
4.3.2 Eet du bruit
Analysons maintenant l'eet du bruit 푤(푡). On suppose que le bruit in-
tervient uniquement sur 푦, de sorte que l'on puisse érire :
∀푡 ∈ ℕ, 푦(푡) = 휃푇휙(푡− 1) + 푤(푡) (4.27)
휃ˆ(푁) = 휃ˆ∗푁 +
[
푁∑
푡=1
휙(푡− 1)휙푇 (푡− 1)
]−1 [ 푁∑
푡=1
휙(푡− 1)푤(푡)
]
(4.28)
Calul du biais
퐸
[
휃ˆ(푁)
]
= 휃ˆ∗푁 + 퐸 [Ψ(휙, 푤,푁)] (4.29)
ave
Ψ(휙, 푤,푁) =
[
푁∑
푡=1
휙(푡− 1)휙푇 (푡− 1)
]−1 [ 푁∑
푡=1
휙(푡− 1)푤(푡)
]
(4.30)
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Compte tenu des hypothèses faites plus haut, seul 푤(⋅) est un proessus
aléatoire, et 휙(⋅) est un proessus déterministe. Par onséquent, on peut
érire :
퐸 [Ψ(휙, 푤,푁)] =
[
푁∑
푡=1
휙(푡− 1)휙푇 (푡− 1)
]−1 [ 푁∑
푡=1
휙(푡− 1)퐸 [푤(푡)]
]
(4.31)
On en déduit don qu'une ondition susante pour que l'estimateur soit non
biaisé est que ∀푡 ∈ ℕ, 퐸 [푤(푡)] = 0 (푤 est un bruit de moyenne nulle). On
peut toutefois noter que si 휙(⋅) est lui aussi un proessus aléatoire, alors la
onlusion préédente reste valable si 휙(⋅) et 푤(⋅) ne sont pas orrélés.
4.3.3 Comportement asymptotique
L'expression (4.28) peut aussi s'érire :
휃ˆ(푁) = 휃ˆ∗푁 +
[
1
푁
푁∑
푡=1
휙(푡− 1)휙푇 (푡− 1)
]−1 [
1
푁
푁∑
푡=1
휙(푡− 1)푤(푡)
]
(4.32)
Dénition 27 (Convergene au sens des moindres arrés) Soit 푋(⋅)
un proessus aléatoire. On dira que 푋(⋅) onverge en l'inni vers 푙 au sens
des moindres arrés si
lim
푁→∞
퐸
[∣푋(푁)− 푙∣2] = 0 (4.33)
on érira alors
limm
푁→∞
푋(푁) = 푙 (4.34)
Dénition 28 (Ergodiité au sens de la moyenne) Soit 푋(⋅) un pro-
essus aléatoire, et notons 푌 (⋅) sa moyenne (∀푡 ∈ ℕ et 푡 ∕= 0, 푌 (푡) =
1
푡
∑푡
푘=1푋(푘)). Ii, nous dirons que 푋(⋅) est un proessus ergodique au sens
de la moyenne si et seulement si 퐸 [푋(⋅)] est onstant et
lim
푛→∞
퐸
[∣푌 (푛)− 퐸 [푋(푛)] ∣2] = 0 (4.35)
(il s'agit d'une onvergene au sens des moindres arrés)
Si les proessus 푡 7→ 휙(푡−1)푤(푡) et 푡 7→ 휙(푡−1)휙푇 (푡−1) sont ergodiques (au
sens de la moyenne), alors 푡 7→ 퐸 [휙(푡− 1)휙푇 (푡− 1)] et 푡 7→ 퐸 [휙(푡− 1)푤(푡)]
sont onstants, et en notant ∀푡 ∈ ℕ
퐸
[
휙(푡)휙푇 (푡)
]
= 퐸0
(
휙휙푇
)
(4.36)
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et
퐸 [휙(푡− 1)푤(푡)] = 퐸(−1) (휙푤) (4.37)
on a
limm
푁→∞
1
푁
푁∑
푡=1
휙(푡− 1)휙푇 (푡− 1) = 퐸0
(
휙휙푇
)
(4.38)
limm
푁→∞
1
푁
푁∑
푡=1
휙(푡− 1)푤(푡) = 퐸(−1) (휙푤) (4.39)
D'où
limm
푁→∞
휃ˆ(푁) = 휃ˆ∗푁 +
(
퐸0
(
휙휙푇
))−1 (
퐸(−1) (휙푤)
)
(4.40)
La onvergene au sens des moindres arrés impliquant la onvergene en
probabilité, on peut alors proposer des onditions susantes (en plus de
l'hypothèse d'ergodiité) pour garantir la onsistane de l'estimateur. Les
onditions sont les suivantes :
1. 퐸0
(
휙휙푇
)
est inversible
2. 퐸(−1) (휙푤) = 0
Pour rester ohérent ave les hypothèses faites jusque là, on onsidérera que
la première ondition est respetée. En eet, on a déjà supposé qu'à haque
instant
∑푁
푡=1 휙(푡−1)휙푇 (푡−1) est inversible. Cette hypothèse sera néanmoins
disutée par la suite.
Pour respeter la deuxième ondition, on peut onstater qu'il s'agit d'une
fontion d'interorrélation entre 휙(⋅) et 푤(⋅). Un ondition susante est don
d'imposer que 푤(⋅) soit indépendant de 휙(⋅) et de moyenne nulle. Un as
partiulier est de prendre 푤(⋅) omme étant un bruit blan, et s'assurer ainsi
de la non orrélation.
4.3.4 Moindres arrés réursifs
Dans le adre de l'utilisation des moindres arrés pour des appliations
en temps réel, il est souvent préférable d'utiliser une version réursive. Pour
établir la formulation de l'algorithme réursif, on se plae à nouveau dans le
as idéal sans bruit. On retrouve don à nouveau l'équation (4.19), qui peut
être réérite sous la forme suivante
휃ˆ(푡) = 퐹 (푡)
푡∑
푖=1
푦(푖)휙(푖− 1) (4.41)
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ave
퐹−1(푡) =
푡∑
푖=1
휙(푖− 1)휙푇 (푖− 1) (4.42)
On herhe alors à exprimer 휃ˆ(푡 + 1) à l'aide de 휃ˆ(푡), an d'obtenir une
expression de la forme suivante
휃ˆ(푡 + 1) = 휃ˆ(푡) + Δ휃ˆ(푡 + 1) (4.43)
Par la suite, on herhera don à exprimer Δ휃ˆ(푡+1) en fontion (si possible)
des  nouvelles informations . C'est à dire en fontion de 푦(푡 + 1) et 휙(푡).
On obtient :
Δ휃ˆ(푡+ 1) = 휃ˆ(푡+ 1)− 휃ˆ(푡) (4.44)
= 퐹 (푡+ 1)훼(푡+ 1)− 퐹 (푡)훼(푡) (4.45)
ave
훼(푡) =
푡∑
푖=1
푦(푖)휙(푖− 1) (4.46)
On remarque déjà que
퐹−1(푡 + 1) =
푡+1∑
푖=1
휙(푖− 1)휙푇 (푖− 1) = 퐹−1(푡) + 휙(푡)휙푇 (푡) (4.47)
Cette dernière expression nous indique alors qu'il serait préférable an de
failiter les aluls de s'intéresser à 퐹−1(푡+1)Δ휃ˆ(푡+1) plutt que simplement
Δ휃ˆ(푡+ 1). On obtient alors :
퐹−1(푡 + 1)Δ휃ˆ(푡+ 1) =
[
퐼 − 퐹−1(푡 + 1)퐹 (푡)]훼(푡) + 푦(푡+ 1)휙(푡) (4.48)
Et de l'équation (4.47), on déduit :
퐹−1(푡+ 1)퐹 (푡) = 퐼 + 휙(푡)휙푇 (푡)퐹 (푡) (4.49)
d'où (en reprenant (4.48)) :
퐹−1(푡+ 1)Δ휃ˆ(푡+ 1) = 푦(푡+ 1)휙(푡)− 휙(푡)휙푇 (푡)퐹 (푡)훼(푡) (4.50)
=
[
푦(푡+ 1)− 휙푇 (푡)휃ˆ(푡)
]
휙(푡) (4.51)
Ce qui nous onduit nalement à :
휃ˆ(푡+ 1) = 휃ˆ(푡) + 퐹 (푡+ 1)휙(푡)휖0(푡+ 1) (4.52)
où
휖0(푡 + 1) = 휖(푡+ 1∣휃ˆ(푡)) = 푦(푡+ 1)− 휃ˆ푇 (푡)휙(푡) (4.53)
est l'erreur de prédition a priori.
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Lemme 5 Soit 퐹 ∈ ℝ푛×푛 une matrie régulière, et 휙 ∈ ℝ푛 un veteur.
Alors : (
퐹−1 + 휙휙푇
)−1
= 퐹 − 퐹휙휙
푇퐹
1 + 휙푇퐹휙
(4.54)
De e dernier lemme, on en déduit que
퐹 (푡+ 1) = 퐹 (푡)− 퐹 (푡)휙(푡)휙
푇 (푡)퐹 (푡)
1 + 휙푇 (푡)퐹 (푡)휙(푡)
(4.55)
Finalement on obtient l'Algorithme des moindres arrés réursif (ave erreur
de prédition a priori) déni par les équations suivantes :
휃ˆ(푡+ 1) = 휃ˆ(푡) + 퐹 (푡+ 1)휙(푡)휖0(푡+ 1) (4.56)
퐹 (푡+ 1) = 퐹 (푡)− 퐹 (푡)휙(푡)휙
푇 (푡)퐹 (푡)
1 + 휙푇 (푡)퐹 (푡)휙(푡)
(4.57)
휖0(푡+ 1) = 푦(푡+ 1)− 휃ˆ푇 (푡)휙(푡) (4.58)
On dénit peut aussi établir un algorithme équivalent se basant sur une
erreur de prédition a posteriori dénie par :
휖(푡 + 1) = 휖(푡+ 1∣휃ˆ(푡+ 1)) = 푦(푡+ 1)− 푦ˆ(푡 + 1∣휃ˆ(푡 + 1)) (4.59)
= 푦(푡+ 1)− 휃ˆ푇 (푡+ 1)휙(푡) (4.60)
Pour onstruire e nouvel algorithme, on herhe à exprimer l'erreur de pré-
dition a posteriori (휖(푡 + 1)) en fontion de l'erreur de prédition a priori
(휖0(푡+ 1)). On obtient don
휖(푡 + 1) = 푦(푡+ 1)− 휃ˆ푇 (푡+ 1)휙(푡) (4.61)
= 푦(푡+ 1)− 휃ˆ(푡)휙(푡)−
[
휃ˆ(푡+ 1)− 휃ˆ(푡)
]푇
휙(푡) (4.62)
(4.63)
En remarquant que[
휃ˆ(푡+ 1)− 휃ˆ(푡)
]
= 퐹 (푡+ 1)휙(푡)휖0(푡 + 1) (4.64)
= 퐹 (푡)휙(푡)
휖0(푡+ 1)
1 + 휙푇 (푡)퐹 (푡)휙(푡)
(4.65)
on obtient
휖(푡 + 1) = 휖0(푡+ 1)− 휙푇 (푡)퐹 (푡)휙(푡) 휖
0(푡+ 1)
1 + 휙푇 (푡)퐹 (푡)휙(푡)
(4.66)
=
휖0(푡+ 1)
1 + 휙푇 (푡)퐹 (푡)휙(푡)
(4.67)
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Cette nouvelle expression nous permet d'établir un Algorithme des moindres
arrés réursif (ave erreur de prédition a posteriori) déni par les équations
suivantes :
휃ˆ(푡+ 1) = 휃ˆ(푡) + 퐹 (푡)휙(푡)휖(푡+ 1) (4.68)
퐹 (푡+ 1) = 퐹 (푡)− 퐹 (푡)휙(푡)휙
푇 (푡)퐹 (푡)
1 + 휙푇 (푡)퐹 (푡)휙(푡)
(4.69)
휖(푡 + 1) =
푦(푡+ 1)− 휃ˆ푇 (푡)휙(푡)
1 + 휙푇 (푡)퐹 (푡)휙(푡)
(4.70)
4.4 Estimation à erreur bornée
4.4.1 Prinipe de l'estimation à erreur bornée (le as
salaire)
Dans ette setion, on onsidère que ∀푡 ∈ ℕ, 푦(푡) ∈ ℝ. C'est à dire que
l'on ne onsidère qu'une seule sortie du système que l'on herhe à identier.
Soient 휃 ∈ ℝ푛 un paramètre de e système, et 휙(⋅) ∈ (ℝ푛)ℕ. On onsidère
un modèle linéaire 휂(휃, 휙(⋅)), déni par :
∀푡 ∈ ℕ, 휂(푡) = 휃푇휙(푡) (4.71)
Soit 푦(⋅) ∈ (ℝ)ℕ la sortie mesurée du système réel, et on suppose que :
∀푡 ∈ ℕ,
{
푦(푡) = 휂(푡) + 푤(푡)
푤(푡) ∈ [푤푚푖푛, 푤푚푎푥] (4.72)
Sans perdre de généralité, on peut onsidérer que :
∀푡 ∈ ℕ, 푤(푡) ∈ [−1, 1] (4.73)
En eet, pour ela, pour tout 푡 ∈ ℕ, il sut de réaliser la transformation
suivante : 푤(푡) = 2푤(푡)−푤푚푎푥−푤푚푖푛
푤푚푎푥−푤푚푖푛 . On en déduirait alors :
푦(푡) =
2푦(푡)− 푤푚푎푥 − 푤푚푖푛
푤푚푎푥 − 푤푚푖푛 (4.74)
휂(푡) =
2휂(푡)
푤푚푎푥 − 푤푚푖푛 'est à dire 휙(푡) =
2휙(푡)
푤푚푎푥 − 푤푚푖푛 (4.75)
Par la suite, on supposera que ette transformation est faite, et an de ne
pas alourdir les notations, on notera pour tout 푡 ∈ ℕ, 푦(푡), 푤(푡), 휂(푡), 휙(푡)
les quantités normalisées.
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Figure 4.7  Exemple de représentation graphique de l'ensemble
풮(푦(푡), 휙(푡)) dans le as où 푛 = 2.
De l'équation (4.73), on déduit que ∣푦(푡) − 휂(푡)∣ ⩽ 1. Par onséquent, à
haque instant 푡, on peut dénir l'ensemble des valeurs possibles de 휃, à
travers l'ensemble suivant :
풮(푦(푡), 휙(푡)) = {휃 ∣ − 1 ⩽ 푦(푡)− 휃푇휙(푡) ⩽ 1} (4.76)
풮(푦(푡), 휙(푡)) = {휃 ∣ 푦(푡) + 1 ⩾ 휃푇휙(푡) ⩾ 푦(푡)− 1} (4.77)
L'expression (4.77) met en évidene que l'ensemble 풮(푦(푡), 휙(푡)) est déni
par
풮(푦(푡), 휙(푡)) = ℋ−(푡) ∩ℋ+(푡) (4.78)
ave
ℋ−(푡) = {휃 ∣ 휃푇휙(푡) ⩾ 푦(푡)− 1} (4.79)
ℋ+(푡) = {휃 ∣ 휃푇휙(푡) ⩽ 푦(푡) + 1} (4.80)
Les espaes ℋ−(푡) et ℋ+(푡) sont haun délimités par un hyperplan (dans
ℝ푛) :
∂ℋ−(푡) = {휃 ∣ 휃푇휙(푡) = 푦(푡)− 1} (4.81)
∂ℋ+(푡) = {휃 ∣ 휃푇휙(푡) = 푦(푡) + 1} (4.82)
Si 푛 = 2, un exemple de représentation graphique de 풮(푦(푡), 휙(푡)) est donné
par la Figure 4.7.
A haque instant 푡 ∈ ℕ, les signaux 푦(푡) et 휙(푡) permettent de préiser
l'ensemble des valeurs de 휃 possibles. Notons :
ℬ(푡) =
푡∩
푖=0
풮(푦(푖), 휙(푖)) (4.83)
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Figure 4.8  Exemple de représentation graphique de l'ensemble ℬ(2) dans
le as où 푛 = 2.
Si 푛 = 2, un exemple de représentation graphique de ℬ(푡) est donné par la
Figure 4.8.
Pour quelques as partiuliers, ℬ(푡) peut ne pas être borné (lorsque ∀푡1, 푡2 ∈
[0, 푡], {휙(푡1), 휙(푡2)} onstitue une famille liée), mais dans la plupart des si-
tuations, il existe 푡0 tel que pour tout 푡 > 푡0, ℬ(푡) est borné.
Dans le as général, pour 푡 xé, ℬ(푡) est un polytope dans ℝ푛. Cependant,
pour des raisons de omplexité de alul, on préfère utiliser des ensembles
plus failes à manipuler. C'est à dire que l'on herhera à englober ℬ(푡) dans
un ensemble onvexe ℰ(푡).
Remarque : Toutefois, il est à noter qu'alors on perd  la déroissane inlu-
sive , 'est à dire que l'on n'a pas néessairement que ∀푡 ∈ ℕ, ℰ(푡) ⊆ ℰ(푡−1)
(alors que 'était le as pour 푡 7→ ℬ(푡)). La onséquene est qu'il peut exister
푡2 > 푡1 tels que ℰ(푡2) ⊈ ℰ(푡1).(Cette situation se produit surtout lorsque
l'une des hypothèses initiales n'est pas respetées.)
Par la suite, on s'attahera à onsidérer les tehniques utilisant les ellipsoïdes
omme ensemble onvexe.
ℰ(푐, 푃 ) = {휃 ∈ ℝ푛∣ (휃 − 푐)푇푃−1(휃 − 푐)} (4.84)
ave 푃 > 0 et 푐 ∈ ℝ푛.
Deux ritères :
ℰ(푡) = arg min
ℰ(푐,푃 )⊃ℐ(푡)
ln (det푃 ) (4.85)
ℰ(푡) = arg min
ℰ(푐,푃 )⊃ℐ(푡)
tr(푃 ) (4.86)
ℐ(푡) = 풮(푦(푡), 휙(푡)) ∩ ℰ(푡− 1) (4.87)
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Figure 4.9  Exemple de représentation graphique, illustrant l'utilité d'une
rédution de bande dans le as où 푛 = 2.
4.4.2 Rédution de bande
L'un des hyperplans délimitant la bande dénie par 풮(푦(푡), 휙(푡)) peut
ne pas interepter l'ellipsoïde ℰ(푡 − 1) = ℰ(푐푡−1, 푃푡−1). Alors, dans le as
où l'intersetion entre et ellipsoïde et la bande n'est pas un ensemble vide,
il peut être intéressant de réduire la bande 풮(푦(푡), 휙(푡)), an de onsidérer
uniquement les éléments  pertinents  de ette bande. On herhe don les
hyperplans parallèles à 풮(푦(푡), 휙(푡)), et tangents à ℰ(푡 − 1) = ℰ(푐푡−1, 푃푡−1).
Ces derniers sont dénis par :
ℋ(푡) =
{
휃 ∈ ℝ푛∣휙푇푡 휃 = 휙푇푡 푐푡−1 +
√
휙푇푡 푃푡−1휙푡
}
(4.88)
ℋ(푡) =
{
휃 ∈ ℝ푛∣휙푇푡 휃 = 휙푇푡 푐푡−1 −
√
휙푇푡 푃푡−1휙푡
}
(4.89)
En onsidérant les hyperplans parallèles à 풮(푦(푡), 휙(푡)), et tangents à ℰ(푡−1),
on obtient la bande réduite suivante :
풮 ′(푡) = {휃 ∈ ℝ푛∣푦−(푡) ⩽ 휙푇 휃 ⩽ 푦+(푡)} (4.90)
ave
푦+(푡) = min
(
푦(푡) + 1, 휙(푡)푇 푐푡−1 +
√
휙(푡)푇푃푡−1휙푡
)
(4.91)
푦−(푡) = max
(
푦(푡)− 1, 휙(푡)푇 푐푡−1 −
√
휙(푡)푇푃푡−1휙푡
)
(4.92)
푦¯(푡) =
푦+(푡) + 푦−(푡)
푦+(푡)− 푦−(푡) (4.93)
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휙¯(푡) =
2휙(푡)
푦+(푡)− 푦−(푡) (4.94)
Ainsi, on peut s'intéresser à une bande réduite 풮 ′(푡), sans pour autant perdre
des  informations .
4.4.3 Englober l'intersetion dans une ellipsoïde
Dans ette partie, on suppose que l'on dispose d'un ellipsoïde ℰ(푐(푡 −
1), 푃 (푡 − 1)), et d'une bande 풮(푦(푡), 휙(푡)). On herhe alors à établir des
ritères permettant de hoisir un ellipsoïde englobant l'intersetion de l'ellip-
soïde préédent, et de la bande. On peut alors établir les relations suivantes
푐휆 = 푐(푡− 1) + 휆훿
1 + 휆푔
푃 (푡− 1)휙(푡) (4.95)
푃휆 =
(
1 + 휆− 휆훿
2
1 + 휆푔
)(
푃 (푡− 1)− 휆
1 + 휆푔
푃 (푡− 1)휙(푡)휙푇 (푡)푃 (푡− 1)
)
(4.96)
ave
푔 = 휙푇 (푡)푃 (푡− 1)휙(푡) et 훿 = 푦(푡)− 휙푇 (푡)푐(푡− 1) (4.97)
Ainsi, on a don que les ellipsoïdes ℰ휆 = (푐휆, 푃휆) sont paramétrés par la
valeur de 휆. Pour déterminer la valeur de 휆 la plus appropriée, deux ritères
sont le plus souvent utilisés :
 le ritère du déterminant ;
 et le ritère de la trae
Chaun des ritères étant préisé par la suite. On notera 휆∗ la valeur pour
laquelle le ritère hoisi atteint l'optimum.
Critère du déterminant
Le ritère du déterminant permet d'obtenir l'ellipsoïde de volume mini-
mal. 휆∗ est déni par :
휆∗ = argmin
휆⩾0
ln det (푃휆) (4.98)
A partir de l'expression (4.96), on établit que
det(푃휆) =
(
1 + 휆− 휆훿
2
1 + 휆푔
)푛
det(푃 (푡− 1))
1 + 휆푔
(4.99)
On peut alors aluler la valeur de 휆∗.
Pour 푛 = 1, on a :
휆∗ = −1
푔
(
2훿2
푔 − 훿2 − 1 − 1
)
(4.100)
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Pour 푛 > 1, on a alors :
휆∗ =
−(2푛− 푔 − 1 + 훿2) +√(푔 − 1− 훿2)2 + 4훿2(푛2 − 1)
2(푛− 1)푔 (4.101)
Critère de la trae
Le ritère de la trae peut onduire à des ellipsoïdes mieux onditionnés
(moins allongés dans une diretion partiulière). L'expression de 휆∗ est dénie
omme suit.
휆∗ = argmin
휆⩾0
tr (푃휆) (4.102)
A partir de l'expression (4.96), on obtient
tr (푃휆) =
(
1 + 휆− 휆훿
2
1 + 휆푔
)(
휇− 휆훾
1 + 휆푔
)
(4.103)
Cette expression permet d'établir que
휆∗ = 2
√−푀 cos
(
휃
3
)
− 훽1
3
(4.104)
ave
훾 = 휙푇 (푡)푃 2(푡− 1)휙(푡) (4.105)
푔 = 휙푇 (푡)푃 (푡− 1)휙(푡) (4.106)
휇 = tr
(
푃ˆ (푡− 1)
)
(4.107)
훽1 =
3
푔
(4.108)
훽2 =
푔[휇(1− 훿2)− 훾] + 2[푔휇− 훾(1− 훿2)]
푔2(푔휇− 훾) (4.109)
훽3 =
휇(1− 훿2)− 훾
푔2(푔휇− 훾) (4.110)
푀 =
3훽2 − 훽21
9
(4.111)
휃 = arccos
(
푁√−푀3
)
(4.112)
푁 =
9훽1훽2 − 27훽3 − 2훽31
54
(4.113)
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4.4.4 Algorithme d'estimation
Pour 푡 = 1, . . . , 푇 , l'ellipsoïde est mis à jour réursivement selon la dé-
marhe suivante
 si 푦(푡)+1 ⩽ 휙푇 (푡)푐(푡−1)−√휙푇 (푡)푃 (푡− 1)휙(푡) ou 푦(푡)−1 ⩾ 휙푇 (푡)푐(푡−
1) +
√
휙푇 (푡)푃 (푡− 1)휙(푡), onlure que 풜 = ∅, et arrêter l'algorithme.
 si 푦(푡)+1 ⩾ 휙푇 (푡)푐(푡−1)+√휙푇 (푡)푃 (푡− 1)휙(푡) et 푦(푡)−1 ⩽ 휙푇 (푡)푐(푡−
1)−√휙푇 (푡)푃 (푡− 1)휙(푡).
 autrement, si 푦(푡)+1 > 휙푇 (푡)푐(푡−1)+√휙푇 (푡)푃 (푡− 1)휙(푡) ou 푦(푡)−1 <
휙푇 (푡)푐(푡 − 1) −√휙푇 (푡)푃 (푡− 1)휙(푡), réduire la bande 풮(푦(푡), 휙(푡)) en
remplaçant 푦(푡) par 푦¯(푡) déni en (4.93) et 휙(푡) par 휙¯(푡) déni en (4.94),
puis atualiser ℰ(푡− 1) d'une façon qui dépend du ritère retenu. Pour
le ritère du déterminant, si 푛(1 − 훿2) − 푔 ⩾ 0, alors ℰ(푡) = ℰ(푡 − 1) ;
sinon ℰ(푡) = ℰ(푐휆∗ , 푃휆∗), 휆∗ étant donné par (4.101). Pour le ritère de
la trae, si 훽3 < 0, alors ℰ(푡) = ℰ(푡 − 1) ; sinon ℰ(푡) = ℰ(푐휆∗, 푃휆∗), 휆∗
étant donné par (4.104). Dans les deux as, 푐휆 et 푃휆 sont obtenus en
remplaçant 휆 par 휆∗ dans (4.95) et (4.96).
4.4.5 Le as vetoriel : le problème de l'intersetion de
plusieurs ellipsoïdes
Dans ette setion, on onsidère que 푦(푡) ∈ ℝ푝, 푦(⋅) ∈ (ℝ푝)ℕ. Pour haune
des 푝 sorties du système que l'on herhe à identier, on peut onstruire une
suite d'ensembles telles que 휃 ∈ 풜(푖, 푡), ave 푖 ∈ [1, 푝] ∩ ℕ.
푤(푡) = 푦(푡)− 퐶(푡)휃 (4.114)
Et tout omme préédemment, on peut inlure et ensemble dans un el-
lipsoïde, et onstruire pour haune des sorties, une suite d'ellipsoïdes. Ce-
pendant, ii, on herhera aussi à reouper les informations reueillies sur
haune des sorties an de les exploiter au mieux.
푤푗(푡) = 푦푗(푡)− 퐶푗(푡)휃 (4.115)
A l'instant 푡, les mesures antérieures ont permis d'établir que 휃 ∈ ℰˆ(푡−1)
et les données atuelles imposent que 푤푗(푡) ∈ ℬ푟푗 (푗 = 1, . . . , 퐽), e qui
entraîne que 휃 appartient aussi à :
ℰ 푗(푡) = {휃 ∈ ℝ푛 : (푦푗(푡)− 퐶푖(푡)휃) ∈ ℬ푟푗} (4.116)
qui est un ellipsoïde non vide mais dégénéré (par exemple une bande), sauf
dans le as très partiulier où 퐶푗(푡) est de rang plein. Pour aluler ℰˆ(푡), il
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est alors utile de disposer d'une tehnique permettant de aratériser l'in-
tersetion de ℰˆ(푡 − 1) et des ellipsoïdes éventuellement non bornées ℰ 푗(푡)
(푗 = 1, . . . , 퐽).
Dans la suite, nous dérirons tout ellipsoïde éventuellement non borné
par :
ℰ∩(푐,푀) = {휃 ∈ ℝ푛 : (휃 − 푐)푇푀(휃 − 푐) ⩽ 1,푀 ⩾ 0} , (4.117)
où 푀 ⩾ 0 signie que 푀 est une matrie symétrique dénie non négative.
Ave ette notation, ℰˆ(푡 − 1) = ℰ∩(푐ˆ(푡 − 1), 푃ˆ−1(푡 − 1)), et ℰ푗(푡) peut se
réérire sous la forme ℰ∩(푐푗(푡),푀푗(푡)), ave 푀푗(푡) = 퐶푇푗 (푡)퐶푗(푡). Le entre
푐푗(푡) de ℰ푗(푡) n'est pas néessairement déni de façon unique, mais il n'est
pas utilisé dans la suite (il doit vérier 퐶푗(푡)푐푗(푡) = 푦푗(푡)).
Considérons maintenant퐾 = 퐽+1 ellipsoïdes ℰ푘 = ℰ∩(푐푘,푀푘) ∈ ℝ푛 ave
푘 = 1, . . . , 퐾. Pour l'estimation de paramètres, le premier de es ellipsoïdes
orrespond à ℰˆ(푡 − 1) et les suivants à ℰ푗(푡) (푗 = 1, . . . , 퐽). Le problème à
résoudre est de trouver ℰ∗ tel que :
ℰ∗ = arg min
ℰ∩(푐,푀)⊃ℐ푘
ln
(
det푀−1
)
(4.118)
ou tel que
ℰ∗ = arg min
ℰ∩(푐,푀)⊃ℐ푘
tr
(
푀−1
)
(4.119)
ave ℐ퐾 =
∩퐾
푘=1 ℰ푘.
Soit 풟+ l'ensemble des veteurs 훼 ∈ ℝ퐾 tels que leurs omposantes 훼푘
vérient 훼푘 ⩾ 0 et
∑퐾
푘=1 훼푘 = 1. La famille d'ellipsoïdes ℰ∩(푐훼, (1−훿훼)−1푀훼)
dénie par : ⎧⎨
⎩
푀훼 =
∑퐾
푘=1 훼푘푀푘
푐훼 = 푀
−1
훼
∑퐾
푘=1 훼푘푀푘푐푘
훿훼 =
∑퐾
푘=1 훼푘푐
푇
푘푀푘푐푘 − 푐훼푀훼푐훼
(4.120)
ave 훼 ∈ 풟+ ontient ℐ퐾 [19℄. Par onstrution 훿훼 ∈ [0, 1[, ainsi ℰ∩(푐훼,푀훼)
ontient ℰ∩(푐훼, (1 − 훿훼)−1푀훼) et a fortiori ℐ퐾 . On dispose don de deux fa-
milles paramétrées ℰ1훼 = ℰ∩ (푐훼, (1− 훿훼)−1푀훼) et ℰ2훼 = ℰ∩ (푐훼,푀훼) qui pour-
ront être utilisées pour trouver une solution sous-optimale aux problèmes
d'optimisation (4.118) et (4.119) en les transformant en des problèmes d'op-
timisation paramétrique sur 훼. Ave la famille ℰ2훼, les problèmes sont onvexes
[18℄, e qui simplie l'optimisation. Quand la famille ℰ2훼 est utilisée pour trou-
ver la valeur optimale 훼∗ de 훼, une meilleure approximation extérieure est
donnée par ℰ1훼∗ . Quelle que soit la famille retenue, pour l'estimation de pa-
ramètres, l'ellipsoïde nalement obtenu ser pris pour ℰˆ푡.
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Pour des ontraintes de temps réel, on peut préférer une version réur-
sive du problème, où les ellipsoïdes ℰ 푗푡 sont pris en ompte suessivement,
au prix d'une augmentation du pessimisme. Soit ℰ푟푘 = ℰ∩(푐푟푘,푀 푟푘) une ap-
proximation ellipsoïdale obtenue après traitement des 푘 premiers ellipsoïdes
ℰ1, . . . , ℰ푘. L'approximation suivante est obtenue en herhant le plus petit el-
lipsoïde ℰ푟푘+1 = ℰ∩(푐푟푘+1,푀 푟푘+1) dans la famille onsidérée ontenant ℰ푟푘∩ℰ푘+1.
D'après e qui préède, et ellipsoïde est donné par :{
푐푟푘+1 = 푐
푟
푘+1(훼
∗
푘+1),
푀 푟푘+1 = 푀
푟
푘+1(훼
∗
푘+1)
(4.121)
où :
훼푘+1 = arg min
0⩽훼⩽1
(4.122)
et :⎧⎨
⎩
푀 푟푘+1(훼) = 훼푀
푟
푘 + (1− 훼)푀푘+1
푐푟푘+1 =
(
푀 푟푘+1(훼)
)−1
[훼푀 푟푘푐
푟
푘 + (1− 훼)푀푘+1푐푘+1]
훿(훼) = 훼푐푟푘
푇푀 푟푘+1푐
푟
푘 + (1− 훼)푐푘푇푀푘+1푐푘 − 푐푟푘+1푇 (훼)푀 푟푘+1(훼)푐푟푘(훼)
(4.123)
pour la famille ℰ1훼, selon le ritère retenu, 휑(훼) est donné par :
휑(훼) = − ln det ((1− 훿(훼))−1푀 푟푘+1(훼)) (4.124)
ou par :
휑(훼) = 푡푟
(
(1− 훿(훼))−1푀 푟푘+1(훼)
)−1
(4.125)
Les aluls peuvent être simpliés en utilisant la famille ℰ2훼 et en prenant
휑(훼) = − ln det푀 푟푘+1(훼) ou 휑(훼) = 푡푟
(
푀 푟푘+1(훼)
)−1
, au détriment de la qua-
lité de l'approximation. Il a ependant été onstaté dans de nombreux as
que la dégradation était négligeable. L'algorithme est initialisé ave 푐푟1 = 푐1
et 푀 푟1 = 푀1. Pour l'estimation de paramètres, dans (4.123), on a alors
푀푘+1푐푘+1 = 퐶
푇
푘 (푡)푦푘(푡), 푀푘+1 = 퐶
푇
푘 (푡)퐶푘(푡) et 푐
푘
푘+1
푇
푀푘+1푐푘+1 = 푦
푇
푘 (푡)푦푘(푡) ;
et l'ellipsoïde nalement obtenu ℰ푟퐽+1 sera pris pour ℰˆ(푡).
Remarque : Dans le as partiulier où ℰ푘+1 est une bande, les résultats du
paragraphe 4.4.3 (page 99) s'appliquent et 훼∗푘+1 est diretement donné par
훼∗푘+1 =
1
1+휆∗
푘+1
.
Remarques : Dans le adre de l'utilisation des estimateurs pour la om-
mande adaptative, la supervision de l'estimateur à erreur bornée n'est a
priori pas utile dans l'objetif de geler l'estimation lorsque les informations
sont insusantes. Par la onstrution même de l'estimateur, elui-i reste
onstant lorsque les informations sont insusantes.
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4.5 Filtrage des données
D'une manière générale, le ltrage des signaux d'entrée-sortie est une
opération très souvent néessaire en ommande adaptative. Habituellement,
il permet essentiellement de reouvrir la réponse fréquentielle du système à
ommander si la struture du modèle d'estimation est onvenablement hoisie
pour ette n. Il est à noter ependant qu'en général, le ltrage ne permet
pas de pallier le problème de dérive des paramètres estimés en présene de
dynamiques négligées.
Dans le adre de ette thèse, le ltrage sera employé pour remplir une
double fontion. La première sera de reonstruire la dérivée de l'état, et la
seonde sera de ltrer les perturbations.
4.5.1 Reonstrution de la dérivée de l'état
La dérivée de l'état est reonstruite à l'aide d'un ltre passe-bas
[
1
퐷(푠)
]
.
Ainsi, en notant 푥푓 =
[
1
퐷(푠)
]
푥 ; 푢푓 =
[
1
퐷(푠)
]
푢 et 푥˙푓 =
[
푠
퐷(푠)
]
푥, alors l'équa-
tion
푥˙푓 = 퐴푥푓 +퐵푢푓 (4.126)
peut être érite sous la forme
훽(푡) = Ω푇휙(푡) (4.127)
ave 훽(푡) = 푥˙푓 , 휙(푡)
푇 = [푥푓(푡)
푇 , 푢푓(푡)
푇 ] et Ω푇 = [퐴,퐵]. Par onséquent, en
supposant que tous les 휃푖 sont des omposantes de la matrie Ω, l'estimation
de 휃 peut être obtenue par elle de Ω. Autrement dit, pour tout 푖, il existe
푙푖 et 푚푖 tels que 휃푖 = Ω푙푖,푚푖 , où Ω푙푖,푚푖 est la omposante de la 푙푖-ème ligne et
푚푖-ème olonne de la matrie Ω.
4.5.2 Filtrage des perturbations
On onsidère maintenant que le modèle est bruité.{
푥˙ = 퐴푥+퐵푢+ 푣
푦 = 푥+ 푤
(4.128)
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Le ltre agit don sur les quantités mesurées, et on obtient :
푥˙푓 =
[
푠
퐷(푠)
]
(푥+ 푤) = 퐴푥푓 +퐵푢푓 + 휖 (4.129)
= 퐴
([
1
퐷(푠)
]
(푥+ 푤)
)
+퐵푢푓 + 휖 (4.130)
(4.131)
On en déduit don que :
휖 =
[
1
퐷(푠)
]
푣 +
[
1
퐷(푠)
]
(푠퐼 − 퐴)푤 (4.132)
A partir de ette expression, on pourra don hoisir le ltre 퐷(푠) le plus
approprié pour rejeter les perturbations que l'on aura hoisi de onsidérer.
4.6 Estimation et stabilité du shéma adaptatif
L'estimation représente une omposante importante du shéma d'adap-
tation. En eet, il faut s'assurer que l'estimation n'aete pas la stabilité du
shéma d'adaptation.
Dénition 29 On dira qu'une séquene {푠(푡)}푡∈ℕ ∈ ℝℕ est 훼-asymptotiquement
petite en moyenne (훼-APM) si :
lim
푘→∞
sup lim
푙→∞
sup
1
푘
푡=푙+푘∑
푡=푙+1
푠(푡) ⩽ 훼 (4.133)
lim
푘→∞
lim
푙→∞
∥∥∥∥∥1푘
푡=푙+푘∑
푡=푙+1
푠(푡)
∥∥∥∥∥ ⩽ 훼 (4.134)
Selon [60℄,  l'éole française a mis en évidene les propriétés requises de
l'algorithme d'adaptation paramétrique pour assurer la stabilité d'un système
de ommande adaptative [50, 36, 70, 17, 37℄  :
P1 : Les paramètres estimés sont bornés, soit :
∃푅휃 ∈ ℝ+∣∥휃ˆ(푡)∥ ⩽ 푅휃 (4.135)
P2 : Le modèle estimé reproduit le omportement d'entrée-sortie du pro-
édé en moyenne, soit :
∃훾휃 ∈ ℝ+∣{∣푦푓푛(푡)− 휃ˆ(푡)휙푓푛(푡− 1)∣} est 훾휃 −APM (4.136)
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P3 : Les variations des paramètres estimés sont petites en moyenne, soit :
∃휇휃 ∈ ℝ+∣{휃ˆ(푡)− 휃ˆ(푡− 1)} est 휇휃 − APM (4.137)
P4 : Le modèle estimé est admissible en moyenne, il existe une sous-
séquene roissante {푡푘}푘∈ℕ, telle que {푡푘 − 푡푘−1}푘∈ℕ est bornée et le
système de ommande orrespondant au modèle obtenu à partir de
{휃ˆ(푡푘)} est asymptotiquement stable.
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Chapitre 5
Démarhe de l'étude théorique
5.1 Introdution
Comme indiqué dans l'introdution, dans ette thèse, nous nous intéres-
sons au shéma de la Figure 5.1, où le proédé et le orreteur sont tous
deux modélisés par des strutures LFT, et où l'estimateur n'y apparaît pas
de manière expliite, an de ne pas surharger le shéma.
Dans ette partie, nous herherons à établir une méthodologie de syn-
-
-
-

-
- -

Δ푘(휃ˆ)
u
d 퐻푎푢푔(푠)
퐾푎푢푔(푠)
y
p
Δℎ(휃)
Figure 5.1  Shéma de ommande auto-adaptative dans le as d'une mo-
délisation par LFT. 퐾푎푢푔(푠) représente la partie du orreteur synthétisée
hors ligne. Δℎ(휃) et Δ푘(휃ˆ) représentent les dépendanes respetivement par
rapport au paramètre 휃 et au paramètre estimé 휃ˆ modélisées sous forme LFT.
thèse d'un orreteur auto-adaptatif pour résoudre un problème de om-
mande robuste d'un proédé linéaire inertain. Pour se faire, nous reprenons
les travaux présentés dans [26℄, et nous proposons de proéder en quatre
étapes :
1. Mettre le proédé sous forme LFT (page 108) ;
2. Synthétiser un orreteur LFT (page 111) ;
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3. Etudier la stabilité et les performanes du orreteur obtenu en fontion
des erreurs d'estimation (page 113) ; (Cette étape permet aussi d'éta-
blir les ontraintes que doivent respeter l'estimateur pour garantir la
stabilité et les performanes souhaitées.)
4. Synthétiser un estimateur respetant les ontraintes préédemment ob-
tenues (page 118).
5.2 Mise sous forme LFT du proédé
Dans ette partie, on onsidère que les paramètres de sé-
quenement sont déterminés et qu'il s'agit des éléments
des matries 퐴 et 퐵 d'une représentation d'état du pro-
édé. On s'attahe alors à reherher une méthode pour
mettre le proédé sous forme LFT.
5.2.1 Mise sous forme LFT de 퐻(푠, 휃)
Mettre un proédé sous forme LFT est une méthode très fréquente en
Automatique. Il est en eet très souvent possible de mettre un proédé sous
forme LFT, an d'isoler à l'intérieur d'un blo ertains paramètres dont dé-
pend le proédé.
Pour un proédé 퐻(푠, 휃), l'objet de la mise sous forme LFT onsiste à
reherher ℎ1, . . . , ℎ푛 des entiers naturels, et une représentation d'état de
(퐻푎푢푔) dénie par :
(퐻푎푢푔)
⎧⎨
⎩
푥˙ = 퐴푙푥+퐵푙,1푤 +퐵푙,2푢
푧 = 퐶푙,1푥+퐷푙,11푤 +퐷푙,12푢
푦 = 퐶푙,2푥+퐷푙,21푤 +퐷푙,22푢
(5.1)
telle que
ℱ푢 (퐻푎푢푔(푠),Δℎ(휃)) = 퐻(푠, 휃) (5.2)
ave
Δℎ(휃) = 푑푖푎푔 (휃1퐼ℎ1, . . . , 휃푛퐼ℎ푛) (5.3)
Deux importantes questions se posent lors de la mise sous forme LFT. La
première est de savoir s'il est eetivement possible de représenter le système
sous forme LFT et la deuxième est de savoir omment. De plus, on herhera
à savoir si ette forme est minimale.
La mise sous forme LFT est soumise à la ontrainte de néessiter une
dépendane au moins frationnaire du proédé par rapport aux paramètres.
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Mais ette ontrainte, lorsqu'elle est renontrée, est très failement ontour-
née par l'utilisation de frations d'approximation.
Cependant, omme nous l'avons vu préédemment dans la setion 2.2
page 37, lorsqu'elle existe, la représentation LFT d'un proédé n'est pas
unique, et idéalement, par rapport à des onsidérations d'implémentation,
parmi toutes les représentations LFT possibles, on préfère elle qui est mini-
male. Par onséquent, la mise sous forme LFT résulte d'abord d'un hoix de
méthode. Aujourd'hui, de nombreux travaux ont été réalisés sur ette ques-
tion, et des outils tels que la LFR Toolbox ([54℄) permettent de réaliser ette
fontion sans trop de diultés.
5.2.2 퐻(푠, 휃) : une représentation d'état struturée
Mise sous forme LFT du proédé
Supposons que haun des paramètres est une omposante des matries
퐴(휃) ∈ ℝ푛푥×푛푥 et 퐵(휃) ∈ ℝ푛푥×푚푢 . C'est à dire qu'en notant :
Ω =
[
퐴(휃) 퐵(휃)
]푇
=
[
퐴(휃)푇
퐵(휃)푇
]
(5.4)
on a que
∀푖 ∈ [1, 푛], ∃(푙푖, 푚푖) ∈ [1, 푛푥 +푚푢]× [1, 푛푥] tel que 휃푖 = Ω(푙푖,푚푖) (5.5)
où Ω(푙푖,푚푖) désigne la omposante de la 푙푖-ième ligne et la 푚푖-ième olonne de
Ω.
Ce hoix de paramétrage failite l'estimation. En eet, par la suite on
utilisera un estimateur paramétrique linéaire et les paramètres de séquene-
ment hoisis sont les éléments des matries 퐴(휃) et 퐵(휃). Par onséquent, il
sura d'estimer les matries 퐴(휃) et 퐵(휃) pour obtenir 휃. Il est à noter tou-
tefois que e hoix n'enlève rien à la généralité du problème traité. En eet,
omme il a été fait et expliqué dans [56℄, un hangement de paramètre est en
fait une mise sous forme LFT. Il y est d'ailleurs onseillé d'utiliser e type
de paramétrage pour la synthèse d'un orreteur. Par onséquent, tout autre
paramétrage est possible, pourvu que d'une part e paramétrage permette
la mise sous forme LFT du proédé, et que d'autre part l'estimation de es
paramètres puisse être réalisée. Par la suite, on ne s'en tiendra don qu'à e
paramétrage.
Dans [75℄, il est montré que si les matries d'état sont des fontions li-
néaires des paramètres et que si 퐷푙,11 = 0, alors il existe toujours une repré-
sentation sous forme LFT. On pose don 퐷푙,11 = 0 pour ainsi s'assurer de
l'existene d'une forme LFT.
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Choix d'une méthode de mise sous forme LFT Dans le as parti-
ulier que l'on onsidère, qui est relativement simple, une méthode de mise
sous forme LFT adaptée est la méthode dite de Morton. En réalité, le as
onsidéré ii est si simple, que l'on peut donner une expression expliite de
ette mise sous forme LFT.
En eet, puisque l'on a supposé que haun des paramètres est une om-
posante des matries 퐴(휃) et 퐵(휃), on peut érire que :
Δℎ = 푑푖푎푔(휃1, . . . , 휃푛) (5.6)
Ω = Ω0 + Ω휃 (5.7)
ave {
(Ω휃)(푖,푗) = Ω(푖,푗) si (푖, 푗) ∈ {(푙푘, 푚푘)∣푘 ∈ [1, 푛]}
(Ω휃)(푖,푗) = 0 sinon
(5.8)
où les ouples (푙푘, 푚푘) sont dénis dans l'équation (5.5). Et on note Ω0 son
 omplémentaire  (Ω0 = Ω− Ω휃) :{
(Ω0)(푖,푗) = 0 si (푖, 푗) ∈ {(푙푘, 푚푘)∣푘 ∈ [1, 푛]}
(Ω0)(푖,푗) = Ω(푖,푗) sinon
(5.9)
On a alors
Ω휃 = 퐵푙,1Δℎ(휃)Ψ (5.10)
ave Ψ = [ 퐶푙,1 퐷푙,12 ], (퐵푙,1)푙푖,푖 = 1 et (Ψ)푖,푚푖 = 1 et toutes les autres
omposantes sont nulles. Pour en déduire 퐶푙,1 et 퐷푙,12, il sut de  déouper 
Ψ de manière adéquate. On retrouve alors :
푥˙ = (퐴푙 +퐵푙,1Δℎ(휃)퐶푙,1)푥+ (퐵푙,1Δℎ(휃)퐷푙,12 +퐵푙,2)푢 (5.11)
De plus, la mise sous forme LFT obtenue est néessairement minimale, ar
haun des paramètres onsidéré n'apparaît qu'une seule et unique fois dans
Δℎ(휃).
La forme LFT est-elle bien posée ? (f. Dénition 10 page 38) Le hoix
partiulier de prendre퐷푙,11 = 0, permet de garantir que det(퐼−퐷푙,11Δℎ(휃)) ∕=
0 pour tout 휃, mais n'assure pas pour autant le bien posé de la forme LFT.
En eet, il faut aussi s'assurer que det(퐼 − 퐶푙,1(푠퐼 − 퐴푙)−1퐵푙,1Δℎ(휃)) ∕= 0,
pour tout 푠 ∈ 횥ℝ. En fait, lorsque det(퐼−퐷푙,11Δℎ(휃)) ∕= 0, s'assurer du  bien
posé  revient à s'assurer que la matrie 퐴푙+퐵푙,1Δℎ(휃)(퐼−퐷푙,11Δℎ(휃))−1퐶푙,1
possède toutes ses valeurs propres dans le demi-plan gauhe, pour toutes les
valeurs de 휃. Par onséquent, si 퐻(푠, 휃) est stable pour toutes les valeurs de
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휃 onsidérées, et que les variations de haun des paramètres sont indépen-
dantes, alors la ondition 퐷푙,11 = 0 garantit le  bien posé . Bien souvent,
pour le hoix des paramètres que nous avons hoisi, les variations sont liées,
il n'est don pas impossible que le proédé ne soit pas  bien posé  pour
ertaines valeurs de paramètres onsidérées alors que le système initial est
stable pour toutes les valeurs de paramètres parourues.
5.3 Choix d'une tehnique de synthèse d'un or-
reteur séquené
Le proédé étant mis sous forme LFT, il faut mainte-
nant hoisir une méthode de synthèse d'un orreteur
séquené. Cette méthode doit permettre de proposer un
orreteur sous forme LFT, dont l'un des blos ne re-
groupe que les paramètres de séquenement.
5.3.1 Synthèse du orreteur LFT
On onsidère dans ette partie que l'on a mis le proédé sous forme LFT.
Notons 퐻(푠, 휃) = ℱ푢 (퐻푎푢푔(푠),Δℎ(휃)) e proédé sous forme LFT. L'objetif
est de synthétiser un orreteur 퐾푎푢푔(푠) tel que pour tout
휃 ∈ {[푢1, . . . , 푢푛] ∈ ℝ푛∣∀푖 ∈ [1, 푛], 푢푖 ∈ [휃푖,푚푖푛, 휃푖,푚푎푥]} (5.12)
le shéma de la Figure 5.2 est stable. Pour réaliser ette synthèse, on se
-
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Δ푘(휃)
u
d 퐻푎푢푔(푠)
퐾푎푢푔(푠)
y
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Δℎ(휃)
Figure 5.2  Shéma pour la synthèse du  orreteur séquené , où 휃 est
le paramètre de séquenement.
tourne vers la littérature sientique. On y séletionne trois méthodes de
synthèse :
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1. La synthèse LPV (f. 3.2.2 page 75)
2. La synthèse onvexe (f. 3.2.3 page 75)
3. La synthèse modale (f. 3.2.4 page 77)
Ces trois méthodes de synthèse permettent de résoudre le problème exposé
préédemment. Bien évidemment, il existe bien d'autres méthodes de syn-
thèse remplissant ette même exigene. Mais notre objetif est d'établir une
méthodologie générale de synthèse de orreteur adaptatif. Il ne paraît don
pas utile de réaliser une étude exhaustive de toutes les méthodes de synthèse.
S'il l'estime néessaire, il appartiendra à l'utilisateur d'adapter la méthode
de synthèse hoisie au adre général proposé ii. On se ontentera don sim-
plement de réaliser un hoix parmi es trois méthodes.
La méthode LPV établit un ertain nombre d'hypothèses sur la varia-
tion des paramètres et est en plus onservative dans la résolution du pro-
blème qu'elle traite. Or ei peut onstituer un inonvénient pour la métho-
dologie que l'on essaie de mettre en plae dans la mesure où l'objetif est
d'établir a posteriori les onditions sur les variations des paramètres pour
garantir la stabilité. C'est à dire que e n'est qu'une fois que l'on aura le
orreteur garantissant la stabilité du shéma de la Figure 5.2 (pour tout
휃 ∈ {[푢1, . . . , 푢푛] ∈ ℝ푛∣∀푖 ∈ [1, 푛], 푢푖 ∈ [휃푖,푚푖푛, 휃푖,푚푎푥]}, 휃 onstant), que dans
l'étape d'analyse (Cf. 5.4 page 113) on établira les ontraintes que devra
respeter l'estimateur pour garantir la stabilité. L'objetif étant de réduire
le onservatisme dans la méthodologie présentée, il n'est don pas pertinent
d'en introduire ii.
La méthode de synthèse onvexe est elle aussi onservative, ar il s'agit
de synthèses polytopiques utilisant des ontraintes quadratiques sous forme
LMI ('est à dire que la même matrie de Lypaunov est utilisée pour établir
plusieurs ontraintes de synthèse).
Des trois méthodes séletionnées, la méthode de synthèse modale est elle
qui engendre le moins de onservatisme du fait de l'utilisation de méthodes
algébriques.
5.3.2 Choix réalisé
Par onséquent, pour mettre en ÷uvre la méthodologie présentée ii, on
propose l'utilisation de la synthèse modale. Cette méthode présente l'avan-
tage de proposer un algorithme fournissant diretement un orreteur sous
forme LFT de manière simple où l'un des blos regroupe uniquement les pa-
ramètres de séquenement. Elle permet aussi de garantir la stabilité au moins
pour le as stationnaire ('est à dire lorsque la valeur estimée du paramètre
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égale la valeur vraie) pour toutes les valeurs onsidérées des paramètres. De
plus, les outils informatiques permettant de mettre en plae ette méthode
existent déjà. Cependant, il est important de noter que e n'est pas le seul
hoix possible, et n'importe quelle autre méthode de synthèse s'appliquant
sur un proédé LFT pour proposer un orreteur LFT est utilisable dans le
adre général de la méthodologie que l'on propose.
5.4 Analyse de la boule fermée auto-séquenée
Le proédé étant mis sous forme LFT, le orreteur
LFT ayant été synthétisé, il faut maintenant analyser
la boule fermée auto-séquenée. Dans ette partie, on
herhera à analyser la boule fermée auto-adaptative
sans exprimer l'estimateur de manière expliite, pour en
déduire les ritères que doivent respeter l'estimateur
pour garantir la stabilité.
Pour analyser la boule fermée adaptative, on propose tout d'abord de mettre
l'ensemble du shéma sous forme LFT an d'isoler d'une part la valeur vraie
des paramètres qui apparaissent au niveau du proédé et du orreteur, et
d'autre part l'erreur d'estimation. Puis, on herhera à établir une méthodo-
logie pour analyser la stabilité de la boule fermée adaptative Non-Linéaire,
dans l'objetif d'obtenir des éléments pour synthétiser l'estimateur.
5.4.1 Mise sous forme LFT de l'ensemble du shéma
adaptatif
On suppose que l'on dispose d'un orreteur 퐾(휃ˆ) sous forme LFT.
Soient
(퐾푎푢푔)
⎧⎨
⎩
푥˙ = 퐴퐾푙푥+ 퐵퐾푙,1푤 +퐵퐾푙,2푢
푧 = 퐶퐾푙,1푥+퐷퐾푙,11푤 +퐷퐾푙,12푢
푦 = 퐶퐾푙,2푥+퐷퐾푙,21푤 +퐷퐾푙,22푢
(5.13)
et
Δ푘(휃ˆ) = 푑푖푎푔
(
휃ˆ1퐼푘1 , . . . , 휃ˆ푛퐼푘푛
)
(5.14)
tels que 퐾(휃ˆ) = ℱ푢
(
퐾푎푢푔,Δ푘(휃ˆ)
)
. 휃ˆ est une estimation du veteur de para-
mètres 휃. A haque instant 푡, on peut don érire que 휃ˆ푖(푡) = 휃푖(1 + 훿휃푖(푡)),
où 훿휃푖(푡) représente l'erreur relative sur l'estimation du paramètre 휃푖. Par la
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suite, pour simplier les notations, on omettra l'indiation du temps (푡). Du
point de vue matriiel, on a :
Δ푘(휃ˆ) = Δ푘(휃)(퐼 +Δ푘(훿휃)) (5.15)
En notant 푓1 = Δℎ(휃)푒1, 푓2 = Δ푘(휃)푒2, et 푓3 = Δ푘(훿휃)푒3, le shéma de la
Figure 5.1 (page 107) est transformé en elui de la Figure 5.3.
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Figure 5.3  Shéma de ommande auto-adaptative mettant en évidene
l'erreur d'estimation.
Remarque : Il est à noter que jusqu'à maintenant, la forme LFT n'a pas
été normalisée (on n'a pas ∥Δ(휃)∥푙푖푝,2 ⩽ 1). La normalisation à e stade
onduirait à une erreur.
Constrution du shéma de validation
Notons
Δ˜ = 푑푖푎푔(휃1퐼푞1, . . . , 휃푛퐼푞푛) (5.16)
la matrie résultant du regroupement et de l'ordonnanement des éléments
des matries Δℎ(휃) et Δ푘(휃), ave 푞푖 = ℎ푖 + 푘푖.
En onservant les interonnexions entre les blos, on regroupe 퐻푎푢푔(푠) et
퐾푎푢푔(푠) en un seul blo que l'on nomme 푁(푠). Les premières entrées de e
dernier sont les veteurs 푓1 et 푓2 regroupés et ordonnés pour orrespondre à
l'ordonnanement de Δ˜. Ensuite viennent 푓3 et la perturbation non mesurée
푑. Les sorties de 푁(푠) obéissent à la même logique. En notant Δ훿 = Δ푘(훿휃),
le shéma ainsi dérit est représenté par la Figure 5.4.
Le shéma de la Figure 5.4 ayant été obtenu, on réalise alors une nor-
malisation, sahant que les variables 훿휃푖 sont déjà normalisées. Cependant,
an de ne pas alourdir les notations, nous onserverons pour les variables
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Figure 5.4  Shéma pour la validation du shéma auto-adaptatif.
normalisées les mêmes notations qu'avant la normalisation. Ainsi, là où nous
avions 휃푖 ∈ [휃푖,푚푖푛, 휃푖,푚푎푥], nous aurons 휃푖 ∈ [−1, 1].
5.4.2 Analyse de la BF de type LFT en présene d'iner-
titudes Constantes et d'inertitudes Non-Linéaires
Dans un premier temps, pour naliser la synthèse il faut s'assurer de la
stabilité du shéma de la Figure 5.4 (page 115) lorsque l'estimation est
parfaite, 'est à dire lorsque Δ훿 = 0. Puisque Δ˜ est invariant dans le temps,
les outils lassiques de la 휇-analyse, permettent de déterminer une borne
supérieure et une borne inférieure de la marge de stabilité du shéma de la
Figure 5.4 ave Δ훿 = 0.
Dans un deuxième temps, on herhe à aluler la marge de stabilité ro-
buste par rapport aux erreurs d'estimation. Pour dénir ette marge, on note
Δ퐶푆푇 = { 푑푖푎푔(휃1퐼푞1, . . . , 휃푛퐼푞푛) ∣ ∀푖 ∈ [1, 푛], 휃푖 ∈ ℝ }, (5.17)
핋푁퐿 l'ensemble de tous les transferts (linéaires ou pas) à une entrée et une
sortie, et
Δ푁퐿 = {푑푖푎푔(훿휃1퐼푘1 , . . . , 훿휃푛퐼푘푛) ∣ ∀푖 ∈ [1, 푛], 훿휃푖 ∈ 핋푁퐿} (5.18)
On peut alors noter
BΔ퐶푆푇 = {푑푖푎푔(휃1퐼푞1, . . . , 휃푛퐼푞푛) ∈Δ퐶푆푇 ∣ ∀푖 ∈ [1, 푛], ∣휃푖∣ ⩽ 1}, (5.19)
et
BΔ푁퐿 = {푑푖푎푔(훿휃1퐼푘1, . . . , 훿휃푛퐼푘푛) ∈Δ푁퐿 ∣
∀푖 ∈ [1, 푛], ∥훿휃푖∥푙푖푝,2 ⩽ 1}, (5.20)
115
On dénit alors la marge de stabilité robuste par rapport aux erreurs d'esti-
mation par le nombre 훼푚 ∈ ℝ tel que
훼푚 = sup {푟 ∈ ℝ+ ∣ ∀Δ˜ ∈ BΔ퐶푆푇 , ∀Δ훿 ∈ 푟BΔ푁퐿,
ℱ푢
(
푁(푠), 푑푖푎푔(Δ˜,Δ훿)
)
est stable.} (5.21)
훼푚 est représentatif de l'amplitude maximale que peut atteindre l'erreur
d'estimation sans provoquer l'instabilité.
De plus, pour une marge de stabilité 훼 = (1 − 휖)훼푚 (휖 > 0 xé) donnée,
on souhaiterait aussi déterminer le plus petit nombre réel 훾푚푖푛 tel que
훾푚푖푛 = inf {훾 ∈ ℝ ∣
∀Δ˜ ∈ BΔ퐶푆푇 , ∀Δ훿 ∈ 훼BΔ푁퐿
∥ℱ푢
(
푁(푠), 푑푖푎푔(Δ˜,Δ훿)
)
∥푙푖푝,2 ⩽ 훾} (5.22)
5.4.3 Etude du shéma auto-adaptatif hors-ligne
La situation que l'on herhe à traiter orrespond à elle dérite dans la
partie 2.3.5 (page 50). Dans ette dernière, nous avons vu que pour analyser
le shéma de la Figure 5.4 (page 115), les méthodes les plus adaptées (pour
prendre en ompte les non-linéarités) sont :
 le ritère du erle ;
 le théorème des petits gains.
Cependant, a priori, pour tout 푖 ∈ [1, 푛], les transferts 훿휃푖 ne sont pas sans
mémoire. En eet, l'estimateur étant un système ave mémoire, a priori il
en est de même pour Δ훿. Par onséquent, nous ne pouvons pas appliquer le
ritère du erle au shéma de la Figure 5.4.
Il ne nous reste don que le théorème des petits gains. Pour mettre en
appliation e dernier, déoupons la matrie 푁(푠) en neuf sous-matries, en
suivant la séparation des entrées (푤,푓3,푑) et des sorties (푧,푒3,푝) réalisée dans
le shéma de la Figure 5.4. Posons
푁(푠) =
⎛
⎝ 푁11(푠) 푁12(푠) 푁13(푠)푁21(푠) 푁22(푠) 푁23(푠)
푁31(푠) 푁32(푠) 푁33(푠)
⎞
⎠
(5.23)
An de simplier les notations, notons
푀(푠) =
(
푁11(푠) 푁12(푠)
푁21(푠) 푁22(푠)
)
(5.24)
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Selon le théorème des petits gains, une ondition susante pour que le
shéma de la Figure 5.4 soit stable est que
∥Δ훿∥푙푖푝,2 ⩽
(∥∥∥ℱ푢 (푀(푠), Δ˜)∥∥∥∞
)−1
(5.25)
Or, puisque l'on veut garantir la stabilité pour tout Δ˜ ∈ BΔ퐶푆푇 , on herhe
la plus grande valeur que peut avoir ∥Δ훿∥푙푖푝,2 en respetant les onditions du
théorème des petits gains. On arrive à la onlusion qu'il faut que
∥Δ훿∥푙푖푝,2 ⩽ min
Δ˜∈BΔ퐶푆푇
(∥∥∥ℱ푢 (푀(푠), Δ˜)∥∥∥∞
)−1
(5.26)
soit
∥Δ훿∥푙푖푝,2 ⩽
(
max
Δ˜∈BΔ퐶푆푇
∥∥∥ℱ푢 (푀(푠), Δ˜)∥∥∥∞
)−1
(5.27)
Or
max
Δ˜∈BΔ퐶푆푇
∥∥∥ℱ푢 (푀(푠), Δ˜)∥∥∥∞ = sup휔∈[0,+∞[ 휈Δ퐶푆푇 ,Δ퐿푇퐼 (푀(횥휔)) (5.28)
où Δ퐿푇퐼 représente l'ensemble des transferts LTI non-struturés de la même
dimension que Δ훿. En dénitive, une ondition susante pour que le shéma
de la Figure 5.4 soit stable pour tout Δ˜ ∈Δ퐶푆푇 , est que
∥Δ훿∥푙푖푝,2 ⩽
(
sup
휔∈[0,+∞[
휈Δ퐶푆푇 ,Δ퐿푇퐼 (푀(횥휔))
)−1
(5.29)
On obtient don une borne inférieure de la marge de stabilité robuste par
rapport aux erreurs d'estimation, ave
훼푚 ⩾
(
sup
휔∈[0,+∞[
휈Δ퐶푆푇 ,Δ퐿푇퐼 (푀(횥휔))
)−1
(5.30)
Si on a pu obtenir une minoration de la marge de stabilité robuste en
faisant attention de prendre en ompte le aratère non-linéaire de Δ훿, il est
plus déliat de proposer une majoration de la performane. On peut epen-
dant se faire une idée de ette performane en traitant le as où Δ훿 est LTV,
et proposer une majoration de 훾푚푖푛 dans l'équation (5.22). Pour se faire, on
peut utiliser la Robust Feedforward Design Toolbox (RFDT)[30℄ qui permet,
entre autres, de déterminer une borne supérieure de 훾푚푖푛 lorsque Δ훿 est LTV.
Les algorithmes utilisés dans ette boîte à outils sont expliqués dans le Cha-
pitre 2.4 (page 56).
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5.4.4 Conlusion de l'analyse
Après avoir mis le shéma de la boule fermée sous forme LFT, la marge
de stabilité robuste et la performane ont été dénies. On a alors pu proposer
une minoration pour la marge de stabilité robuste, mais pas de majoration
pour la performane. A défaut, il a été proposé une méthode pour aluler
une majoration de la performane dans le as où Δ훿 est LTV.
De plus, il est important de noter que la borne sur Δ훿 a été obtenue
ave la norme ∥ ⋅ ∥푙푖푝,2. Par onséquent, le résultat obtenu ne orrespond
pas à une simple majoration de l'amplitude de l'erreur d'estimation, il s'agit
d'une ondition plus ontraignante. En eet, il ne sut pas d'avoir une er-
reur d'estimation inférieure à 훼푚 pour garantir que ∥Δ훿∥푙푖푝,2 ⩽ 훼푚, et don
pour garantir la stabilité. A priori, ette méthode présente don l'inonvé-
nient que le résultat de l'analyse reste diile à interpréter pour élaborer des
ontraintes sur l'estimateur.
5.5 Choix d'un estimateur
Le proédé étant mis sous forme LFT, le orreteur LFT
ayant été synthétisé, une ondition sur la fontion de
transfert Δ훿 a été obtenue pour garantir la stabilité du
shéma adaptatif. Il faut don maintenant hoisir un
estimateur. Dans ette setion, on herhera à synthéti-
ser un estimateur à partir des éléments obtenus lors de
l'analyse.
5.5.1 Estimation de la représentation d'état struturée
Pour l'estimation, on onsidère que l'on mesure l'état du système. Soit
(퐴(휃), 퐵(휃), 퐼, 0) une représentation d'état de 퐻(푠, 휃) de la Figure 1.5.{
푥˙ = 퐴(휃)푥+퐵(휃)푢
푦 = 푥
(5.31)
La dérivée de l'état est reonstruite à l'aide d'un ltre passe-bande
[
1
퐷(푠)
]
.
Ainsi, en notant 푥푓 =
[
1
퐷(푠)
]
푥 ; 푢푓 =
[
1
퐷(푠)
]
푢 et 푥˙푓 =
[
푠
퐷(푠)
]
푥, alors l'équa-
tion
푥˙푓 = 퐴푥푓 +퐵푢푓 (5.32)
peut être érite sous la forme
훽(푡) = Ω푇휙(푡) (5.33)
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ave 훽(푡) = 푥˙푓 , 휙(푡)
푇 = [푥푓(푡)
푇 , 푢푓(푡)
푇 ] et Ω푇 = [퐴,퐵]. Par onséquent, en
supposant que tous les 휃푖 sont des omposantes de la matrie Ω, l'estimation
de 휃 peut être obtenue par elle de Ω. Autrement dit, pour tout 푖, il existe
푙푖 et 푚푖 tels que 휃푖 = Ω푙푖,푚푖 , où Ω푙푖,푚푖 est la omposante de la 푙푖-ème ligne et
푚푖-ème olonne de la matrie Ω.
5.5.2 Prise en ompte des onditions établies lors de
l'analyse
Dans la partie préédente, nous avons établi qu'une ondition susante
pour garantir la stabilité du shéma de la Figure 5.4 était que
∥Δ훿∥푙푖푝,2 ⩽
(
sup
휔∈[0,+∞[
휈Δ퐶푆푇 ,Δ퐿푇퐼 (푀(횥휔))
)−1
(5.34)
Et une ondition néessaire pour respeter l'équation préédente est d'avoir
∀푖 ∈ [1, 푛], ∥훿휃푖∥2 ⩽
(
sup
휔∈[0,+∞[
휈Δ퐶푆푇 ,Δ퐿푇퐼 (푀(횥휔))
)−1
(5.35)
Ce qui nous amène à onlure qu'une ondition néessaire pour respeter
l'équation (5.34) est qu'il faut majorer l'erreur d'estimation.
Or, pour réaliser l'estimation, on trouve dans la littérature sientique
deux familles d'algorithme :
 estimateur des moindres arrés (Cf. 4.3 page 88) ;
 estimateur à erreur bornée (Cf. 4.4 page 95).
L'estimateur des moindres arrés présente l'avantage d'être faile à mettre
en ÷uvre. Cependant, l'utilisation de et algorithme suppose que le bruit au-
quel est soumis l'estimateur (la quantité 푤 de l'équation (4.27) page 90) est
dé-orrélé du signal du régresseur, et dans le as ontraire, il faut blanhir e
bruit. Or a priori, le régresseur et le bruit de mesure sont orrélés. En eet, le
bruit auquel est soumis l'estimateur intervient aussi au sein du régresseur, et
peut don être orrélé ave e dernier. De plus, les informations que l'on peut
reueillir sur l'erreur d'estimation sont d'ordre statistique, et il est malaisé,
à partir de elles-i, de garantir une majoration de l'erreur d'estimation.
En revanhe, l'estimateur à erreur bornée ne fait pas d'hypothèse sur la
 ouleur  du bruit 푤 (Cf. équation (4.72), page 95), mais uniquement sur
son amplitude. Et si es hypothèses sont respetées, l'estimateur permet de
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garantir une majoration sur l'erreur d'estimation. Or ette situation orres-
pond d'avantage au as que l'on herhe à traiter. En eet, le bruit auquel
est soumis l'estimateur n'est pas blan, mais il paraît raisonnable de herher
à en donner une majoration.
Aussi, pour réaliser l'estimation, on hoisit don d'utiliser l'algorithme
d'estimation à erreur bornée.
5.5.3 Conlusion sur le hoix de l'estimateur
L'algorithme de l' estimateur des moindres arrés  ne permet pas de
borner failement l'erreur d'estimation. Par onséquent, on onsidère que
l'estimateur le plus adapté pour le shéma adaptatif est l' estimateur à er-
reur borné .
Cependant, omme on l'a noté préédemment, borner l'erreur d'estima-
tion ne sut pas a priori pour garantir la stabilité de la boule fermée adapta-
tive. En eet, pendant la phase d'analyse, on a obtenu une borne supérieure
sur ∥Δ훿∥푙푖푝,2, alors que borner uniquement la valeur de l'erreur d'estimation
revient à borner ∥Δ훿∥2. Il apparaît don qu'il faudrait ompléter ette étude
dans l'objetif de tirer meilleur prot des informations fournies par la norme
∥ ⋅ ∥푙푖푝,2, an de proposer un estimateur garantissant la stabilité du shéma
adaptatif.
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Chapitre 6
Appliation au modèle linéarisé
d'un avion
6.1 Présentation de l'appliation
L'avion qui a été hoisi pour l'appliation est le VELA1 qui est un avion
à fuselage intégré et développé dans le adre du projet européen VELA (Very
Eient Large Airraft). Les données et modèles utilisés pour ette appli-
ation sont issus de [31℄. Les prinipales aratéristiques de l'avion sont les
suivantes :
Masse de l'avion 푀 ∈ [550; 770] t
Surfae de référene 푆 = 2012 푚2
Corde Moyenne Aérodynamique 푙 = 35.93 푚
Envergure 푏 = 99.60 푚
En notant :
푞¯ =
1
2
휌푉 2, 푏1 =
푞¯푆
푀푉
, 푏2 =
푞¯푆푙
퐼푦푦
, 휖 = 푏1
푙
푉
퐶퐿푞 (6.1)
et :
휌 : Masse volumique de l'air
푉 : Vitesse aérodynamique de l'avion
퐼푦푦 : Moment d'inertie
퐶퐿 : Coeient (aérodynamique) de portane
퐶푚 : Coeient (aérodynamique) de moment selon l'axe 푦 de l'avion
ave :
퐶퐿푞 =
∂퐶퐿
푞
; 퐶퐿훼 =
∂퐶퐿
훼
; (6.2)
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퐶푚훼 =
∂퐶푚
훼
; 퐶푚푞 =
∂퐶푚
푞
; 퐶푚훿푚 =
∂퐶푚
훿푚
(6.3)
Il est proposé un modèle longitudinal par représentation d'état dans [31℄.
Notamment, (page 20) on peut trouver un modèle du mode de l'osillation
d'inidene. En notant (훼) l'angle d'inidene et (푞) la vitesse de tangage, et
en onsidérant que les élévateurs gauhe et droit bougent ensemble, le modèle
suivant est proposé :(
훼˙
푞˙
)
=
( −푏1퐶퐿훼 1− 휖
푏2퐶푚훼 푏2
푙
푉
퐶푚푞
)(
훼
푞
)
+
( −푏1퐶퐿훿푚
푏2퐶푚훿푚
)
훿푚 (6.4)
훿푚 est la position angulaire des élevateurs. (Voir [31℄ pour plus de préision.)
Dans [2℄, on onsidère e modèle linéarisé longitudinal dans une ongu-
ration instable (le entre de gravité en position  arrière  et l'avion en basse
vitesse), ave 휖 = 0. Le modèle est déni par l'équation suivante :(
훼˙
푞˙
)
=
(
푍훼 1
푀훼 푀푞
)(
훼
푞
)
+
(
푍푢
푀푢
)
훿푚 (6.5)
Pour faire bouger l'élévateur, un ationneur est utilisé. Tout omme dans [31℄
(pages 36− 37), on utilise un modèle simplié de et ationneur :
퐴푐푡(푠) = 퐻푎푐푡(푠) =
1
1 + 푇푎푐푡푠
ave 푇푎푐푡 = 0.06 푟푎푑.푠
−1
(6.6)
Le modèle de l'aéronef est aratérisé par inq onstantes paramétriques :
푍훼, 푍푢,푀훼,푀푞 et푀푢. Soient 푍훼0, 푍푢0,푀훼0,푀푞0 et푀푢0 leur valeur nominale
respetive. On suppose que les paramètres푀훼,푀푢, 푍훼, 푍푢 et푀푞 sont onnus
ave une inertitude de 30%. Toutes les inertitudes sont normalisées entre
−1 et 1, pour appliquer les outils de la robustesse.
Les valeurs numériques sont les suivantes :
푍훼0 = −0.4831 푠−1
푍푢0 = −0.0578 푠−1
푀훼0 = 0.9806 푠
−2
푀푞0 = −0.6830 푠−1
푀푢0 = −1.0698 푠−2
et les angles sont en degré.
6.1.1 Etude de la boule ouverte
La position des ples en boule ouverte (avion naturel et ationneur) est
donnée par la Figure 6.1 et le tableau suivant :
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Osillation 0.3676
d'inidene −1.5337
Ple ationneur −16.6667
Somme −17.8328
−18 −16 −14 −12 −10 −8 −6 −4 −2 0 2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
18 16 14 12 10 8 6 4 21
1
0.999
0.998 0.996 0.993 0.986 0.965 0.86
1
0.999
0.998 0.996 0.993 0.986 0.965 0.86
Figure 6.1  Position des ples en boule ouverte.
La boule ouverte est instable et don un orreteur pour stabiliser l'avion
est indispensable.
6.1.2 Cahier des harges
Dans ette appliation, on se donne pour objetif d'asservir l'angle d'in-
idene (훼) de l'avion.
Bien souvent, la synthèse d'un orreteur est réalisée en prenant en onsi-
dération le ahier des harges du MIL [64℄. On pourra onsulter [64℄ et [73℄
pour plus détails sur les spéiations à respeter. Pour ette appliation, on
se xe les ontraintes suivantes :
1. la boule fermée doit être stable.
2. les ples du mode de l'osillation d'inidene doivent être positionnés
selon les spéiations d'où l'exemple est tiré, à savoir : amortissement
à 0.7 et pulsation à 0.8 푟푎푑.푠−1 (f. [31℄ page 45.).
Il s'agira de respeter la ontrainte de stabilité de manière strite, et on
s'eorera de respeter la ontrainte sur la position des ples pour  des
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temps très grands , en onsidérant que l'on ne mesure que 훼 et 푞 (adre de
la thèse).
6.2 Synthèse d'un orreteur non séquené
Dans ette partie, on herhe à synthétiser un orreteur non-séquené
pour stabiliser l'osillation d'inidene.
6.2.1 Synthèse sans intégrateur
On herhe à synthétiser un orreteur statique stabilisant 퐾. Le shéma
de la boule fermée peut être représenté par la Figure 6.2. Le proédé que l'on
Act(s)
A
C
B
D
H(s)
α
q
K
-
+
r
α
Figure 6.2  Shéma de la boule fermée ave un orreteur statique non-
séquené.
étudie (le mode d'osillation d'inidene de l'avion naturel et son ationneur :
퐻(푠)) possède deux sorties (훼,푞). Par onséquent, on ne peut positionner
que deux ples. Or puisque le orreteur est statique, le nombre de ple
en boule fermée est le même qu'en boule ouverte. Il y aura don aussi
trois ples en boule fermée. Le positionnement de deux ples onditionne
le positionnement du troisième. L'équation diérentielle de la représentation
d'état de 퐻(푠) est donnée par l'équation suivante :⎛
⎝ 훼˙푞˙
˙훿푚
⎞
⎠ =
⎛
⎝ 푍훼 1 푍푢푀훼 푀푞 푀푢
0 0 1
푇푎푐푡
⎞
⎠
⎛
⎝ 훼푞
훿푚
⎞
⎠+
⎛
⎝ 00
1
푇푎푐푡
⎞
⎠ 푢푐 (6.7)
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En notant
[
퐴 퐵
퐶 퐷
]
la représentation d'état de 퐻(푠), on peut noter que
dans notre situation partiulière, on a∥∥∥∥ ∂∂퐾 (푡푟 (퐵퐾퐶))
∥∥∥∥ = ∥∥퐵푇퐶푇∥∥ = 0 (6.8)
On en déduit don que
푡푟(퐴+퐵퐾퐶) = [푡푟(퐴+퐵퐾퐶)]퐾=0 = 푡푟(퐴) (6.9)
La matrie 퐴 possède trois ples (réels) distints et est de dimension trois.
Par onséquent, 퐴 est diagonalisable (dans ℝ don dans ℂ), et il existe 푃
et 퐷 = 푑푖푎푔(휆1, 휆2, 휆3), tels que 퐴 = 푃
−1퐷푃 . Et puisque que la trae est
invariante par hangement de base, on a :
푡푟(퐴) = 푡푟(퐷) =
∑
푖
휆푖 (6.10)
Dans notre situation partiulière, on peut don énoner la proposition sui-
vante :
Proposition 9 Si la boule fermée possède des valeurs propres distintes,
alors leur somme est indépendante de 퐾 et égale elle en boule ouverte.
Pour respeter les ontraintes du MIL, et ne pas perturber le pilote, on
herhe à reonstituer un mode d'osillation d'inidene osillant. Don au
moins un des ples que l'on plaera est omplexe. Cependant, il est préférable
de hoisir le deuxième ple omme le omplexe onjugué du premier. Dans
le as ontraire, on prend le risque que 퐾 soit omplexe.
En eet, on a toujours :
휆3 = 푡푟(퐴)− 휆1 − 휆2 (6.11)
En hoisissant 휆2 ∕= 휆1, deux as peuvent se présenter :
1. 휆2 = 푡푟(퐴)− 2푅푒(휆1) (don 휆3 = 휆1), et alors 퐾 est réel.
2. 휆2 ∕= 푡푟(퐴)− 2푅푒(휆1) et 휆2 ∕= 휆1, et alors ni 휆2 ni 휆3 ne sont onjugués
de 휆1, et puisque 퐴, 퐵 et 퐶 sont réels, la seule possibilité est d'avoir
퐾 omplexe.
Compte tenu que l'on a que 푡푟(퐴) =
∑
푖 휆푖, et que l'on plae 휆1 et 휆2 tels
que 휆2 = 휆1, pour garantir la stabilité, on trouve les ontraintes suivantes :
푅푒(휆1) = 푅푒(휆2) < 0 (6.12)
푅푒(휆3) = 푡푟(퐴)− 푅푒(휆1)− 푅푒(휆2) < 0 (6.13)
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Ce qui donne
0 > 푅푒(휆1) = 푅푒(휆2) >
푡푟(퐴)
2
≈ − 8.9164 푟푎푑.푠−1 (6.14)
Ce qui laisse une très grande marge par rapport au ahier des harges. On
hoisit de positionner les ples de la manière suivante :
Pulsation (휔푛) 0.8 푟푎푑.푠
−1
Amortissement (휉) 0.7
휆1 = 휔푛
(
−휉 + 횥
√
1− 휉2
)
(6.15)
휆2 = 휔푛
(
−휉 − 횥
√
1− 휉2
)
(6.16)
(6.17)
et il en déoule (selon (6.11)) que
휆3 = 푡푟(퐴) + 2× 휉휔푛 = −17.8328 + 2× 0.7× 0.8
휆3 = −16.7128 푟푎푑.푠−1 (6.18)
La position des ples en boule fermée peut être observée sur la Figure
6.3. De plus, la réponse indiielle de la boule fermée peut être observée sur
la Figure 6.4. En observant les réponses indiielles, nous onstatons que
l'erreur statique est non nulle. Ce qui est une non-onformité à notre ahier
des harges.
6.2.2 Synthèse ave intégrateur pour annuler l'erreur
statique
Pour orriger ette non-onformité, un intégrateur est ajouté pour annuler
l'erreur statique. Pour se onvainre que ette stratégie permet eetivement
d'atteindre l'objetif souhaité, on pourra par la suite examiner l'équation
(6.21), qui est l'équation diérentielle de la boule fermée, et observer que la
troisième ligne orrespond à : 푎˙푖 = 훼− 훼푟. Or, lorsque (푡→∞), si la boule
fermée est stable, on a 푎˙푖 → 0, d'où ∣훼− 훼푟∣ → 0.
Le nouveau shéma de ommande est représenté sur la Figure 6.5. Contrairement
à préédemment, le proédé sur lequel la synthèse sera réalisée (퐻1(푠)) n'est
plus uniquement onstitué de l'avion natuel et de l'ationneur, mais inlura
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Figure 6.3  Position des ples en boule fermée, ave un orreteur statique
non séquené.
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Figure 6.4  Position des ples en boule fermée.
aussi un intégrateur sur 훼, omme représenté sur la Figure 6.5. En notant
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Figure 6.5  Shéma de la boule fermée.
[
퐴푤푖 퐵푤푖
퐶푤푖 퐷푤푖
]
, la représentation d'état de (퐻1(푠)), les équations s'érivent :
⎛
⎜⎜⎝
훼˙
푞˙
푎˙푖
˙훿푚
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
푍훼 1 0 푍푢
푀훼 푀푞 0 푀푢
1 0 0 0
0 0 0 1
푇푎푐푡
⎞
⎟⎟⎠
⎛
⎜⎜⎝
훼
푞
푎푖
훿푚
⎞
⎟⎟⎠+
⎛
⎜⎜⎝
0
0
0
1
푇푎푐푡
⎞
⎟⎟⎠ 푢푐 (6.19)
퐶푤푖 =
⎛
⎝ 1 0 0 00 1 0 0
0 0 1 0
⎞
⎠ 퐷푤푖 = 0 (6.20)
On peut aussi onstater que l'on a
∥∥퐵푇푤푖퐶푇푤푖∥∥ = 0, et la proposition 9 est
valable ii et par onséquent
∑
푖 휆푖 = 푡푟(퐴푤푖) en boule ouverte omme en
boule fermée.
퐻1(푠) possède trois sorties. On peut don positionner trois ples. Si les
deux premiers ples sont omplexes onjugués, il est préférable que le troi-
sième ple soit réel pour avoir un orreteur réel. L'équation diérentielle de
la représentation d'état de la boule fermée est la suivante :⎛
⎜⎜⎝
훼˙
푞˙
푎˙푖
˙훿푚
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
푍훼 1 0 푍푢
푀훼 푀푞 0 푀푢
1 0 0 0
퐾훼
푇푎푐푡
퐾푞
푇푎푐푡
퐾퐼
푇푎푐푡
1
푇푎푐푡
⎞
⎟⎟⎠
⎛
⎜⎜⎝
훼
푞
푎푖
훿푚
⎞
⎟⎟⎠ +
⎛
⎜⎜⎝
0
0
−1
− 퐾훼
푇푎푐푡
⎞
⎟⎟⎠훼푟 (6.21)
On hoisit de plaer le troisième ple de la manière suivante :
휆3 = −0.7 ∗ 0.8 = −0.56 푟푎푑.푠−1 (6.22)
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La position des ples en boule fermée est donnée par la Figure 6.6, et la
réponse indiielle par la Figure 6.7, où l'on peut onstater qu'eetivement
l'erreur statique a été annulée.
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Figure 6.6  Position des ples en boule fermée.
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Figure 6.7  Position des ples en boule fermée.
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6.2.3 Inuene d'une inertitude sur les paramètres
Jusque là, nous avons onsidéré que le point de vol de l'avion était parfai-
tement onnu, et nous avons synthétisé le orreteur sur ette base. Cepen-
dant, lorsque le orreteur intervient pendant la phase de vol pour laquelle
il a été synthétisé, les matries ne sont pas forément onnu ave autant de
préision. Dans ette partie, nous étudierons omment la boule fermée est
inuenée lorsque le orreteur est appliqué à un point de vol diérent de
elui sur lequel il a été synthétisé. Pour se faire, on se onentrera prinipa-
lement sur une inertitude sur la vitesse de l'avion. Les évolutions suivantes
sont observées lorsque la vitesse varie de ±50%, autour de 푀푎푐ℎ = 0.2.
Sur la Figure 6.8, on peut observer l'évolution (en %) des éléments de
la matrie 퐴 de la représentation d'état du mode de l'osillation d'inidene
de l'avion onsidéré. Le paramètre le plus impaté est 푀훼 dont l'amplitude
relative d'évolution est aussi importante que elle de la vitesse.
Sur la Figure 6.9, on peut observer l'évolution de la position des ples
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Figure 6.8  Evolution des éléments de la matrie퐴 en fontion de la vitesse.
ave la vitesse. Pour e graphe, les ples les  plus bleus  orrespondent aux
130
vitesses les plus basses, et les ples les  plus rouges  aux vitesses les plus
élevées.
Sur la Figure 6.10, on peut observer l'évolution des réponses indiielles
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Figure 6.9  Evolution de la position des ples ave la vitesse. En bleu, les
positions obtenues ave une vitesse plus faible, et en rouge elles obtenues
ave une vitesse plus élevée. Les ples en vert orrespondent à 푀푎푐ℎ = 0.2
ave la vitesse. Pour e graphe, les réponses indiielles les  plus bleus  or-
respondent aux vitesses les plus basses, et les réponses les  plus rouges 
aux vitesses les plus élevées.
De la Figure 6.10, on en déduit la Figure 6.11 où l'on peut observer
l'évolution du dépassement maximal ave la vitesse.
On en déduit qu'ave une inertitude sur la vitesse de l'avion, et un orre-
teur statique, les performanes (prinipalement le dépassement) évoluent au
point d'être très éloignées des performanes souhaitées. Aussi, dans la situa-
tion que l'on herhe à traiter dans ette thèse, où l'on ne disposerait que des
mesures de 훼 et 푞, une adaptation du orreteur semble indispensable pour
maintenir un même niveau de performane.
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Figure 6.10  Evolution des réponses indiielles en boule fermée ave la
vitesse. En bleu, les réponses obtenues ave une vitesse plus faible, et en rouge
elles obtenues ave une vitesse plus élevée. La réponse en vert orrespond à
푀푎푐ℎ = 0.2
6.3 Justiation du hoix des paramètres de sé-
quenement
An de mettre en évidene les paramètres dominants, on peut tout d'abord
réaliser une analyse de la pulsation propre du mode longitudinal de l'avion
naturel :
휔2푝 = 푍훼푀푞 −푀훼 (6.23)
En onsidérant les valeurs nominales du modèle, on note que
∣∣∣푍훼푀푞푀훼
∣∣∣ ≃ 0.3.
Par onséquent, le terme 푀훼 est dominant dans l'expression de la pulsation
propre.
Pour hoisir les paramètres de séquenement, on herhe à observer leur
inuene sur le positionnement des ples de la boule fermée (qui est notre
ritère de synthèse). Posons
푣⃗푝푎푟 = (푍훼, 푍푢,푀훼,푀푞,푀푢)
푇
(6.24)
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Figure 6.11  Evolution du dépassement maximal en fontion de la vitesse.
La boule fermée possède quatre valeurs propres que l'on peut noter 휆푖(푣⃗푝푎푟)
pour tout 푖 ∈ [1, 4]. Soit 푣⃗푝푎푟0 = (푍훼0, 푍푢0,푀훼0,푀푞0,푀푢0)푇 . Il existe un
voisinage Ω (⊂ ℝ5) tel que pour tout 푖 ∈ [1, 4], 휆푖(푣⃗푝푎푟) est une fontion
ontinue et inniment dérivable de 푣⃗푝푎푟. On dénit
Λ(푣⃗푝푎푟) = (휆1(푣⃗푝푎푟), 휆2(푣⃗푝푎푟), 휆3(푣⃗푝푎푟), 휆4(푣⃗푝푎푟), 휆5(푣⃗푝푎푟))
푇
(6.25)
et
퐽(푣⃗푝푎푟) = ∥Λ(푣⃗푝푎푟)− Λ(푣⃗푝푎푟0)∥2 (6.26)
On onstate que pour une même plage de variation relative des paramètres,
l'inuene de haun d'eux sur la variation de la position des ples n'est pas la
même. On peut alors établir un lassement du plus inuent au moins inuent :
(푀푢, 푀훼, 푀푞, 푍훼, 푍푢). Par la suite, nous hoisirons don les paramètres de
séquenement dans et ordre.
6.4 Synthèse du orreteur auto-séquené
On réalise tout d'abord une synthèse sur le modèle ( non-transformé )
dérit par l'équation (6.19). Mais, pour le orreteur obtenu, le alul de
la marge de stabilité par des méthodes de 휇-analyse ne permettent pas de
onlure sur la stabilité de la boule fermée adaptative. On réalise alors la
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Figure 6.12  Evolution de
∣∣∣퐽(푣⃗푝푎푟)−퐽(푣⃗푝푎푟0)퐽(푣⃗푝푎푟0)
∣∣∣ en fontion de l'évolution de
haun des paramètres.
synthèse sur un modèle  pire-as  dérit par l'équation suivante :{
훼˙= 푞
푞˙=푀훼훼 + 휂
(6.27)
ave l'entrée normalisée 휂 = 푀푢훿푚. En eet, en examinant le proédé  non-
transformé , on obtient les expressions analytiques suivantes des ples en
boule ouverte :
휆1,푛푡 =
1
2
{
푍훼 +푀푞 +
√
(푍훼 +푀푞)2 + 4 (푀훼 − 푍훼푀푞)
}
(6.28)
휆2,푛푡 =
1
2
{
푍훼 +푀푞 −
√
(푍훼 +푀푞)2 + 4 (푀훼 − 푍훼푀푞)
}
(6.29)
Alors que les ples du modèle  pire-as  sont :
휆1,푤푐 =
√
푀훼 (6.30)
휆2,푤푐 = −
√
푀훼 (6.31)
Ave les valeurs nominales, nous avons :
max (휆1,푛푡, 휆2,푛푡) ⩽ max (휆1,푤푐, 휆2,푤푐) =
√
푀훼 (6.32)
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On peut don s'attendre à e qu'un orreteur stabilisant le proédé  pire-
as  stabilisera le proédé  non-transformé . Le shéma de la boule fermée
est représenté sur la Figure 6.13.
An de onserver la même fréquene pour les valeurs propres des boules
Figure 6.13  Shéma utilisé pour la synthèse du gain LFT.
ouverte et fermée, on réalise une approximation ane de 푀훼 par rapport à
휔푝 :
휔푝 = 푎×푀훼 + 푏 (6.33)
ave 푎 et 푏 xés. On obtient 푎 = 0.5088 푠, et 푏 = 0.4871 푟푎푑.푠−1
Puisqu'il y a trois sorties, on peut assigner trois valeurs propres. On hoisit
de les plaer de la manière suivante :
휆1(푀훼) =
(
−휉1 + 횥
√
1− 휉21
)
휔푝 (6.34)
휆2(푀훼) =
(
−휉1 − 횥
√
1− 휉21
)
휔푝 (6.35)
휆3(푀훼) = −휉1휔푝 (6.36)
ave un fateur d'amortissement de 휉1 = 0.7. Puis, un gain LFT est synthé-
tisé ave la fontion fb_shed de la Linear Frational Representation Toolbox
(LFRT) [53℄.
On synthétise un orreteur statique 퐽(푀훼) = ℱ푢(퐽푎푢푔,푀훼퐼4) sur le mo-
dèle pire-as dérit par l'équation (6.27), ave 퐽푎푢푔 =
(
퐽11 퐽12
퐽21 퐽22
)
. Comme
expliqué dans la setion 3.2.5 (page 80), an de garantir le bien-posé du or-
reteur, on alule une borne supérieure de 휇(퐽11), et on obtient 휇(퐽11) <
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9.31× 10−4 < 1, don 퐽(푀훼) est bien-posé.
Le orreteur nal entre (훼, 푞) et (푢) est donné par la formule suivante :
ℱ푢 (퐾푎푢푔(푠),Δ푘(휃)) = 1
푀푢
× 퐽(푀훼)×
⎛
⎝ 1 00 1
1
푠
0
⎞
⎠
(6.37)
6.5 Analyse de la robustesse
6.5.1 La stabilité robuste
Suivant la proédure dérite dans 5.4 (page 113), on obtient la boule fer-
mée de la Figure 5.4 (page 115). Pour les valeurs vraies variant de ±30%,
on alule une borne inférieure de sa marge de stabilité robuste, et l'on ob-
tient 훼푚 ⩾ 35%. En d'autres termes, si la fontion de transfert de l'erreur
d'estimation relative Δ훿 était une fontion de transfert LTV (e qu'elle n'est
pas) et si elle n'exédait pas 35% de la valeur nominale du paramètre alors
la stabilité de la boule fermée serait assurée, même pendant le régime tran-
sitoire. Ii, si ette marge ne permet pas de garantir la stabilité de la boule
fermée auto-adaptative, elle permet d'avoir une idée de l'ordre de grandeur
de l'erreur d'estimation admissible pour garantir la stabilité du régime tran-
sitoire.
De plus, an de montrer la rihesse de la méthode [30℄, les résultats onsi-
dérant diérents types de variation des paramètres (휃) et des erreurs d'esti-
mation (훿휃) sont présentés dans la Table 6.1.
Table 6.1  Bornes inférieures de 훼푚. TI = Time Invariant ; TV = Time
Varying
휃 훿휃 Une borne inférieure de 훼푚
TI TI 55%
TI TV 35%
TV TV 22%
6.5.2 Performane 퐿2 Robuste
De plus, pour une erreur relative maximale autorisée donnée (⩽ 35%),
on peut aluler la valeur garantie (équation (5.22) page 116) de 훾 de la
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norme 퐿2 induite de la matrie de transfert entre 푑 = 훼푟 (훼푟 étant le si-
gnal de onsigne représenté sur la Figure 6.13) et 푝 = 훼. La Figure 6.14
montre l'évolution de ette norme par rapport à l'erreur d'estimation relative
maximale autorisée. Là enore, même si es valeurs sont obtenues en faisant
l'hypothèse d'un système LTV, elles permettent d'avoir une idée des ordres
de grandeur dans le as auto-adaptatif (non-linéaire).
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Figure 6.14  Variation de la borne supérieure de la norme 퐿2 induite du
transfert du anal de performane, en fontion de la norme ∥ ⋅ ∥2 du transfert
de l'erreur d'estimation relative (Δ훿) maximale autorisée, en supposant que
ette dernière est LTV.
6.6 Synthèse de l'estimateur
Tout d'abord, il est important de rappeler que l'on herhe à estimer
des paramètres onstants. Il n'y a don pas de problème de poursuite de
paramètre. Ensuite, dans le adre traité par ette thèse, on herhe à garantir
la stabilité par le fait que l'erreur d'estimation reste  susamment petite .
Ces deux éléments indiquent que dans le adre traité par ette thèse, la vitesse
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de onvergene ne onditionne pas la stabilité. En revanhe, et élément peut
être pris en onsidération pour la performane du orreteur auto-adaptatif.
L'estimateur des moindres arrés ne permet pas de garantir qu'à haque
instant la valeur estimée proposée reste  susamment  prohe de la valeur
réelle. (On pourra observer les Figures 6.23, 6.24, 6.25 et 6.26 pour une
simulation ave un estimateur à moindres arrés réursifs sans ltre.) Aussi,
puisque l'on sait que,  dans de bonnes onditions , l'estimateur à moindres
arrés onverge asymptotiquement vers la valeur vraie, pour amoindrir l'eet
des valeurs du régime transitoire de l'estimateur des moindres arrés, on peut
utiliser un ltre 퐹 (푠). Ce ltre ne donne ependant auune garantie. C'est
pour ette raison qu'il est préférable d'utiliser un estimateur à erreur bornée.
Conernant la onvergene de l'estimateur à erreur bornée, on peut noter
que l'estimateur prend en ompte le fait qu'il puisse y avoir un déalage
entre la sortie du modèle (휃ˆ푇휙) et la sortie mesurée (푦), sans a priori sur
la nature de e déalage. Aussi, pourrait-on s'attendre à e que e déalage
impat la valeur estimée de sorte que la valeur estimée ne puisse être donnée
qu'ave une préision limite. En réalité, ette préision limite dépend bien
plus de la quantité
√
휙푇푃휙 (don du signal d'entrée) que de 푤푚푖푛 et 푤푚푎푥 (en
reprenant les notations du hapitre présentant l'estimateur à erreur bornée).
Pour s'en onvainre, on peut examiner la situation dans le as salaire : (휃
et 휙 salaires).
푤푚푖푛 ⩽ 휃ˆ휙− 푦 ⩽ 푤푚푎푥 (6.38)
et si par exemple 휙 > 0 et 푦 = 휃휙, on obtient :
휃휙+ 푤푚푖푛 ⩽ 휃ˆ휙 ⩽ 휃휙+ 푤푚푎푥
휃휙+푤푚푖푛
휙
⩽ 휃ˆ ⩽ 휃휙+푤푚푎푥
휙
(6.39)
6.6.1 Evaluation de l'erreur de sortie pour l'estimateur
à erreur bornée
An de proposer des valeurs pour 푤푚푖푛 et 푤푚푎푥 pour l'estimateur à erreur
bornée (voir le hapitre onerné), on propose d'utiliser les outils de la 휇-
analyse. Pour se faire, on onsidère le shéma de la Figure 6.15, an de
reherher une borne supérieure de ∥푦 − 휙푇 휃∥ en fontion de l'entrée de la
boule fermée. En onsidérant Δ훿 LTV et ∥Δ훿∥ < 0.35, les outils de la 휇-
analyse nous permettent de majorer
∥푦푑푖푓푓∥
∥푢∥ . On obtient
∥푦푑푖푓푓∥
∥푢∥ < 23.8857.
Cependant, dans les simulations, nous utiliserons des valeurs pour 푤푚푖푛 et
푤푚푎푥 beauoup plus petites, ar la valeur obtenue est très onservative. Il
est à noter, tout d'abord que e alul permet d'obtenir une borne sur ∥푦 −
휙푇 휃∥ en ne onsidérant que des erreurs d'estimations. De plus, tout omme
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Figure 6.15  Shéma pour la reherhe d'une borne supérieure de l'erreur
sur l'estimation.
préédemment, e alul ne permet d'obtenir que des ordres de grandeurs
et ne onstitue nullement des valeurs garanties dans la mesure où la boule
fermée auto-adaptative n'est pas linéaire.
6.6.2 Utilisation des estimateurs
Comme indiqué au paragraphe 5.5.1 (page 118) l'estimation des para-
mètres est obtenue à partir des mesures de l'état 푥 = [훼, 푞]푇 et de l'entrée 푢
du système. Ces signaux sont ltrés en utilisant un ltre passe-bas du seond
ordre
[
1
퐷(푠)
]
ave
퐷(푠) = (1 + 휏1푠) (1 + 휏2푠) (6.40)
et 휏1 = 5× 10−2, 휏2 = 휏1100 .
L'estimateur est disret, et sa période d'éhantillonnage est de 62.5푚푠.
A partir de l'équation (6.5), en supposant que 휙(푡) = [훼푓 , 푞푓 , 푢푓 ]
푇
et 훽(푡) =
[훼˙푓 , 푞˙푓 ]
푇
, on obtient 훽(푡) = Ω푇휙(푡). Alors, en utilisant un algorithme d'esti-
mation par moindres arrés réursif ou par erreur bornée, une estimation Ωˆ
est obtenue, et 휃ˆ est dénie par 휃ˆ1 = Ωˆ1,2 et 휃ˆ2 = Ωˆ3,2. Don, tous les inq
paramètres du modèle (6.5) sont estimés, mais uniquement 푀훼 et 푀푢 sont
utilisés pour séquener le gain LFT (휃 = [푀훼,푀푢]
푇
).
6.6.3 Choix des paramètres des estimateurs
On onsidère que la période d'éhantillonnage de l'estimateur est 푇푒푐ℎ =
1
16
. En sortie de l'estimateur, on utilise un ltre en sortie de l'estimateur :
퐹 (푠) = 1 + (100 ∗ 푇푒푐ℎ)푠.
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6.7 Simulations temporelles
Le shéma de la simulation temporelle est dérit par la Figure 6.16.
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Figure 6.16  Shéma de la simulation temporelle. (BOZ=Bloqueur d'Ordre
Zero)
6.7.1 Une première simulation
Pour exéuter la simulation, les paramètres sont hoisis de la manière sui-
vante : 푀훼 = 1.3×푀훼0 ; 푀푢 = 0.7×푀푢0 ; 푀푞 = 1.3×푀푞0 ; 푍훼 = 1.3×푍훼0 ;
푍푢 = 푍푢0. L'erreur relative d'estimation initiale était établie telle que 훿휃 =
[−0.3, 0.3]푇 . Pour ette première simulation, on utilise un estimateur à erreur
bornée.
Le graphe 6.17 montre les réponses temporelles à l'entrée 훼푟 (représenté
sur le premier graphe, superposé ave 훼, en pointillé). Les ourbes en poin-
tillés ont été obtenues sans l'estimateur, et les paramètres du orreteur ne
sont pas ajustés alors que elles qui sont en traits ontinus orrespondent
aux réponses temporelles ave l'estimateur. Les réponses temporelles lorsqu'il
n'y a pas d'erreur d'estimation sont les ourbes passant par les triangles. Le
graphe 6.18 montre l'évolution des estimations.
On remarque que la réponse temporelle est améliorée lorsque l'estima-
teur est ajoutée et ette réponse est très prohe de elle obtenue en l'absene
d'erreur d'estimation. Le modèle proposé garantit de bonnes performanes
en dépit du orreteur initial inadéquat.
140
0 5 10 15 20 25 30 35 40
−0.5
0
0.5
1
1.5
temps(s)
α
0 5 10 15 20 25 30 35 40
−0.5
0
0.5
1
temps(s)
q
0 5 10 15 20 25 30 35 40
−2
0
2
temps(s)
so
rti
e 
ac
tio
nn
eu
r
Figure 6.17  Les réponses temporelles de la simulation. Les ourbes en
traits interrompus marquées de triangles, sont obtenues ave 훿휃 = 0, les
ourbes ontinues ave une erreur d'estimation initiale, et les ourbes en
trait et point sont réalisées sans estimateur, don sans auune orretion sur
l'erreur d'estimation.
6.7.2 D'autres simulations
On réalise les mêmes types de simulation dans diérentes onditions. La
Table 6.2 indique les onditions des autres simulations ave les graphiques
des résultats orrespondant.
 La simulation numérotée 2 est réalisée sans ltre.
 La simulation numérotée 4 est réalisée en présene de bruit sur 훼 et 푞,
dont la puissane est 10−4.
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Figure 6.18  Evolution des estimations pendant la simulation.
Simulations ave estimateur à moindres arrés réursif
Les Figures 6.21 et 6.22 représentent les valeurs obtenues lorsqu'un es-
timateur à moindres arrés réursif est utilisé. L'erreur initiale d'estimation
est de 50% (훿휃 = [−0.5, 0.5]푇 ). La simulation est initialisée ave 푃 = 0.01.
Les Figures 6.23, 6.24, 6.25 et 6.26 représentent les valeurs obtenues
lorsqu'un estimateur à moindres arrés réursif est utilisé. L'erreur initiale
d'estimation est de 50% (훿휃 = [−0.5, 0.5]푇 ). La simulation est initialisée ave
푃 = 103. Les réponses sont obtenues en l'absene de ltre (퐹 (푠)) en sortie
de l'estimateur.
Les Figures 6.27, 6.28, 6.29 et 6.30 représentent les valeurs obtenues
lorsqu'un estimateur à erreur bornée est utilisé. L'erreur initiale d'estimation
est de 50% (훿휃 = [−0.5, 0.5]푇 ). La simulation est initialisée ave 푃 = 1
(0.5×1.1) ,
푤푚푖푛 = −0.01 et 푤푚푎푥 = 0.01.
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Figure 6.19  Erreur d'estimation relative.
Simulations ave estimateur à erreur bornée
Les Figures 6.31, 6.32, 6.33 et 6.34 représentent les valeurs obtenues
lorsqu'un estimateur à erreur bornée est utilisé. L'erreur initiale d'estimation
est de 50% (훿휃 = [−0.5, 0.5]푇 ). De plus, un bruit est introduit en sortie. La
simulation est initialisée ave 푃 = 1
(0.5×1.1) , 푤푚푖푛 = −7.5 et 푤푚푎푥 = 7.5.
6.8 Conlusion de l'appliation
Pour ette appliation, on a utilisé les tehniques d'analyse et de synthèse
robuste et de séquenement pour réaliser un orreteur adaptatif. Pour ana-
lyser la stabilité et les performanes de la boule fermée, et pour minimiser le
temps de alul de l'ajustement du orreteur, le proédé et le orreteur ont
été modélisés sous forme LFT. Ce shéma permet l'utilisation d'algorithme
de synthèse modale et la validation par des méthodes prohes de la 휇-analyse.
143
0 5 10 15 20 25 30 35 40
−0.34
−0.32
temps(s)
Z α
0 5 10 15 20 25 30 35 40
0.8
1
1.2
1.4
1.6
temps(s)
M
α
0 5 10 15 20 25 30 35 40
0.9
0.905
0.91
0.915
0.92
temps(s)
Z q
0 5 10 15 20 25 30 35 40
−0.5
−0.45
−0.4
temps(s)
M
q
0 5 10 15 20 25 30 35 40
−0.058
−0.057
−0.056
temps(s)
Z u
0 5 10 15 20 25 30 35 40
−2
−1.8
−1.6
−1.4
−1.2
temps(s)
M
u
Figure 6.20  Estimation de tous les paramètres
Dans ette appliation au problème d'un avion de transport, le shéma
de ommande adaptative rassemble un orreteur ontinu et un estimateur
disret. Une amélioration de e shéma pourrait être une adaptation des mé-
thodes de synthèse à un proédé disret an d'obtenir un orreteur disret,
ou une adaptation des méthodes d'analyse an de prendre en ompte la na-
ture hybride de e shéma.
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Type 푃 initial 푤 Erreur d'estimation
initiale (en %)
Figures
1 M.C.R. 0.01 50% 6.21, 6.22
2 M.C.R. 103 50% 6.23, 6.24, 6.25,
6.26
3 E.B. 1
(0.5×1.1) 0.01 50% 6.27 ; 6.28 ; 6.29 ;
6.30
4 E.B. 1
(0.5×1.1) 7.5 50% 6.31 ; 6.32 ; 6.33 ;
6.34
Table 6.2   Type  de l'estimateur : M.C.R. : estimateur par Moindres
Carrés Réursif ou E.B. : estimateur à Erreur Bornée. Pour l'estimateur à
Erreur Bornée, on pose 푤 = ∣푤푚푖푛∣ = ∣푤푚푎푥∣ et 푤푚푖푛 = −푤푚푎푥. La olonne
 푃 initial  indique la valeur de 푘 telle que 푃 = 푘 × 퐼6 (voir le hapitre sur
les estimateurs pour plus de préision).
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Figure 6.21  Evolution temporelle de 훼 et 푞.
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Figure 6.22  Evolution des estimations pendant la simulation.
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Figure 6.23  Erreur d'estimation relative.
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Figure 6.24  Estimation de tous les paramètres
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Figure 6.25  Evolution des estimations pendant la simulation.
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Figure 6.26  Evolution temporelle de 훼 et 푞.
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Figure 6.27  Erreur d'estimation relative.
151
0 5 10 15 20 25 30 35 40
−0.34
−0.32
temps(s)
Z α
0 5 10 15 20 25 30 35 40
0.8
1
1.2
1.4
1.6
temps(s)
M
α
0 5 10 15 20 25 30 35 40
0.9
0.905
0.91
0.915
0.92
temps(s)
Z q
0 5 10 15 20 25 30 35 40
−0.5
−0.45
−0.4
temps(s)
M
q
0 5 10 15 20 25 30 35 40
−0.06
−0.059
−0.058
−0.057
−0.056
temps(s)
Z u
0 5 10 15 20 25 30 35 40
−2
−1.8
−1.6
−1.4
−1.2
temps(s)
M
u
Figure 6.28  Estimation de tous les paramètres
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Figure 6.29  Evolution des estimations pendant la simulation.
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Figure 6.30  Evolution temporelle de 훼 et 푞.
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Figure 6.31  Erreur d'estimation relative.
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Figure 6.32  Estimation de tous les paramètres
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Figure 6.33  Evolution des estimations pendant la simulation.
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Figure 6.34  Evolution temporelle de 훼 et 푞.
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Chapitre 7
Disussion et Conlusion
7.1 Disussion
Dans ette thèse, nous avons herhé à proposer une méthodologie de syn-
thèse d'un orreteur auto-adaptatif en s'inspirant des orreteurs séquenés.
Cependant, nous n'avons pas traité du hoix des paramètres de séquene-
ment. En eet, il a été déidé de prendre omme paramètres les éléments
des matries 퐴 et 퐵 de la représentation d'état du proédé 퐻(푠, 휃), et on
a supposé que l'état du système était mesuré dans sa totalité. Situation qui
peut être représentée par l'équation suivante :
퐻(푠, 휃)
{
푥˙ = 퐴(휃)푥+퐵(휃)푢
푦 = 푥
(7.1)
Même si la situation onsidérée paraît réaliste, le hoix des paramètres de
séquenement est une question diile. Comme nous l'avons signalé préé-
demment, intuitivement on pourrait roire que plus on estime de paramètres,
et mieux on peut ontrler le proédé. Mais nous avons aussi signalé que
plus on estime de paramètres et plus on augmente le temps de alul en
ligne. Aussi, dans le as général, es paramètres ne peuvent pas être hoisis
de manière arbitraire. En eet, les paramètres que l'on peut estimer et la
qualité de leurs estimations sont fontions des signaux (d'entrée et de sortie
du proédé) dont on dispose. Une étude plus approfondie sur es problèmes
pourrait don être néessaire.
Conernant la phase de synthèse du orreteur séquené, nous avons
hoisi une méthode de plaement de ples, an de minimiser le onserva-
tisme dans ette phase. Mais il existe bien d'autres méthodes, et il pourrait
être intéressant de herher une méthode de synthèse permettant de majorer
le gain du shéma non-linéaire dès ette phase.
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Enn, un dernier problème non-résolu a été soulevé au ours de ette
thèse qui est l'interprétation des résultats d'analyse. En eet, nous avons vu
que majorer la fontion de transfert de l'erreur d'estimation ave la norme
∥ ⋅ ∥2 ne sut pas pour garantir la stabilité de la boule fermée non-linéaire.
Don la seule utilisation de l'estimateur à erreur borné ne permet pas de ga-
rantir la stabilité de la boule fermée adaptative. Dans le adre d'une étude
sur e problème, il pourrait être intéressant de omparer les résultats ob-
tenus en onsidérant la majoration de l'erreur d'estimation ave une norme
lipshitzienne, ave les travaux présentés dans la partie 4.6 page 105.
7.2 Conlusion
Dans ette thèse, nous avons herhé à proposer une méthodologie de
synthèse d'un orreteur auto-adaptatif an de résoudre un problème de
ommande robuste d'un proédé linéaire inertain. An de palier aux limi-
tations des solutions linéaires lassiques, pour lesquelles un ompromis doit
être réalisé entre la robustesse et la performane, il a été proposé d'adopter
le paradigme de la ommande adaptative et d'utiliser un orreteur indiret,
'est à dire un orreteur dans lequel les fontions d'estimation et de orre-
tion sont exprimées de manière expliite.
La méthodologie présentée se déompose en quatre étapes :
 Mise sous forme LFT du proédé
 Synthèse du orreteur
 Analyse hors ligne de la boule fermée
 Synthèse de l'estimateur
Nous avons pu proposer une méthodologie pour synthétiser tous les éléments
du orreteur auto-adaptatif. Cependant, il a été mis en évidene qu'il était
néessaire d'approfondir l'étude pour tirer meilleur parti des onlusions éta-
blies pendant la phase d'analyse.
Pour ette dernière, nous avons pu montrer qu'une ondition susante
pour garantir la stabilité était de majorer la norme ∥ ⋅ ∥푙푖푝,2 de la fontion de
transfert de l'erreur d'estimation. Toutefois, les informations apportées par
ette majoration restent diile à interpréter en termes de ondition su-
sante à respeter par l'estimateur pour garantir la stabilité. En eet, même
si l'estimateur à erreur borné peut garantir la majoration de la fontion de
transfert de l'erreur d'estimation par la norme ∥ ⋅ ∥2, ela ne onstitue qu'une
ondition néessaire pour garantir la stabilité du shéma global de ommande
adaptative.
Mais il est à noter, qu'en dépit de ette laune, nous avons pu mettre en
évidene, au travers de l'exemple de la ommande d'un avion, le bénée que
160
la stratégie proposée pouvait apporter à la ommande d'un système linéaire
inertain.
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Annexe A
Opérations sur les LFTs
Soient ℱ푢 (푃,Δ푝), ℱ푢 (푄,Δ푞), ℱ푢 (푅,Δ푟), des LFTs.
A.1 Transposition
Si Δ푝 est une matrie réelle diagonale.
(푃 ⊗Δ푝)푇 = 푃 푇 ⊗Δ푝 (A.1)
A.2 Addition
(푃 ⊗Δ푝) + (푄⊗Δ푞) =
⎛
⎝ 푃11 0 푃120 푄11 푄12
푃21 푄21 푃22 + 푄22
⎞
⎠⊗ ( Δ푝 0
0 Δ푞
)
(A.2)
A.3 Multipliation
(푃 ⊗Δ푝)× (푄⊗Δ푞) =
⎛
⎝ 푃11 푃12푄21 푃12푄220 푄11 푄12
푃21 푃22푄21 푃22푄22
⎞
⎠⊗( Δ푝 0
0 Δ푞
)
(A.3)
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A.4 Conaténation
(
푃 ⊗Δ푝
푄⊗Δ푞
)
=
⎛
⎜⎜⎝
푃11 0 푃12
0 푄11 푄12
푃21 0 푃22
0 푄22 푄22
⎞
⎟⎟⎠⊗
(
Δ푝 0
0 Δ푞
)
(A.4)
A.5 Juxtaposition
( ℱ푢 (푃,Δ푝) 0
0 ℱ푢 (푄,Δ푞)
)
=
⎛
⎜⎜⎝
푃11 0 푃12 0
0 푄11 0 푄12
푃21 0 푃22 0
0 푄21 0 푄22
⎞
⎟⎟⎠⊗
(
Δ푝 0
0 Δ푞
)
(A.5)
A.6 Inversion
Si 푃22 est inversible,
ℱ푢 (푃,Δ푝)−1 =
(
푃11 − 푃12푃−122 푃21 푃12푃−122
−푃−122 푃21 푃−122
)
⊗Δ푝 (A.6)
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Annexe B
Un ontre exemple
Considérons le système dynamique LTV suivant :
푥˙ = 퐴(푡)푥 (B.1)
퐴(푡) =
[ −1 + 푎 cos2(푡) 1− 푎 cos(푡) sin(푡)
−1 − 푎 cos(푡) sin(푡) −1 + 푎 sin2(푡)
]
(B.2)
Pour tout 푡 ∈ ℝ, le spetre de 퐴(푡), est l'ensemble suivant :
푆푝(퐴(푡)) =
{
푎− 2 +√푎2 − 4
2
,
푎− 2−√푎2 − 4
2
}
(B.3)
Par onséquent, tant qu'on a 푎 < 2, pour tout 푡0 ∈ ℝ (xé), le système
d'équation 푥˙ = 퐴(푡0)푥 est stable. Cependant, en onsidérant le système LTV,
on peut onstater que l'évolution de l'état 푥 est donné par 푥(푡) = Φ(푡, 0)푥(0)
ave :
Φ(푡, 0) =
[
푒(푎−1)푡 cos(푡) 푒−푡 sin(푡)
−푒(푎−1)푡 sin(푡) 푒−푡 cos(푡)
]
(B.4)
Don pour 푎 > 1, le système LTV est instable. Notons Δ = 푑푖푎푔(훼, 훽, 훽, 훼),
et dénissons
푀(푠) =
⎡
⎢⎢⎢⎢⎢⎢⎣
−1 + 푎
2
1 1 1 0 0
−1 −1 + 푎
2
0 0 1 −1
1 0 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
(B.5)
On a alors que 푀(푠) est un système LTI stable, et lorsque 훼 = 푎
2
cos(2푡) et
훽 = 푎
2
sin(2푡), on a 푀(푠)⊗Δ = 퐴(푡).
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Lorsque 푎 = 1.1, on a :
푑푒푡(퐼4−푀(푠)Δ) = 1
400푠2 + 360푠+ 481
(400푠2+360푠−400훼2−400훽2+481)
(B.6)
En notant 푁(푠) le numérateur de 푑푒푡(퐼4 −푀(푠)Δ), on a :
푁(푠) =
(−400휔2 − 400훼2 − 400훽2 + 481)+ 360횥휔 (B.7)
Par onséquent, pour avoir 푁(푠) = 0, il faudrait avoir :
휔 = 0
et
−400휔2 − 400훼2 − 400훽2 + 481 = 0
(B.8)
Or ∣ − 400훼2 − 400훽2∣ < 242 < 481. On en onlut que −400훼2 − 400훽2 +
481 > 0, et que −400휔2 − 400훼2 − 400훽2 + 481 = 0 si et seulement si
휔 = ± 1
20
√
481
400
− 훼2 − 훽2, et 휔 ∕= 0. En onlusion, on a que pour tout 휔 ∈ ℝ,
푑푒푡(퐼4 −푀(횥휔)Δ) ∕= 0, et pourtant, la boule fermée est instable. On peut
don armer que ℛΔ퐿푇퐼 > 1.12 , mais que ℛΔ퐿푇푉 ⩽ 1.12 .
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Annexe C
Un exemple diéreniant les
normes 2 et Lipshitzienne
Soit 퐸 = ℝℝ. Soit le système dynamique (풮) de 퐸 dans 퐸 déni omme
suit :
(풮) : 퐸 −→ 퐸
푢 7→ 푆(푢) (C.1)
ave pour tout 푢 ∈ 퐸 :
 Si
∫ 1
0
∥푢(푡)∥2.푑푡 <
√
3
3
, alors 푆(푢) = 0.
 Sinon
 ∀푡 ∈ [0, 1], 푆(푢)(푡) = 0 ;
 ∀푡 ⩾ 1, 푆(푢)(푡) = 푢(푡− 1)
Pour tout 푢 ∈ 퐸 tel que ∫ 1
0
∥푢(푡)∥2.푑푡 ⩾
√
3
3
,on a
∥푆(푢)∥2 = ∥푢∥2 (C.2)
Un tel système a une norme 2 nie, mais n'est pas lipshitzien. En eet,
soient
푢∞ : ℝ −→ ℝ
푡 7→
⎧⎨
⎩
0 si 푡 ⩽ 0
푡 si 0 ⩽ 푡 ⩽ 1
푒(1−푡) si 1 ⩽ 푡
(C.3)
et
푢푘 : ℝ −→ ℝ
푡 7→
⎧⎨
⎩
0 si 푡 ⩽ 1
푘
푘
푘−1푡− 1푘−1 si 1푘 ⩽ 푡 ⩽ 1
푒(1−푡) si 1 ⩽ 푡
(C.4)
Les Figures C.1 et C.2 donnent des exemples de représentation de 푢∞ et
푢푘. La quantité ∥푆(푢∞)∥2 = ∥푢∞∥2 est nie, et ∥푆(푢푘)∥2 = 0.
∥푆(푢∞)− 푆(푢푘)∥2 = ∥푆(푢∞)∥2 = ∥푢∞∥2 (C.5)
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u
∞
t1
1
0
Figure C.1  Représentation graphique de 푢∞.
u
k
t1
1
0 1
k
Figure C.2  Représentation graphique de 푢푘.
et (풮) n'est pas lipshitzien.
∥푢∞ − 푢푘∥2 =
√∫ ∞
0
∣푢∞(푡)− 푢푘(푡)∣2.푑푡 = 1
푘
√
3
(C.6)
Pour tout 푥 ∈ ℝ+, on note 푃퐸(푥) ∈ ℕ la partie entière de 푥, dénie par :
푃퐸(푥) ⩽ 푥 < 푃퐸(푥) + 1 (C.7)
Soit 훼 ∈ ℝ. Posons 푘0 = −푃퐸(− 훼∥푢∞∥2√3) + 1. On a alors :
훼∥푢∞ − 푢푘0∥2 =
훼
푘0
√
3
=
훼√
3
1
−푃퐸(− 훼∥푢∞∥2√3) + 1
< ∥푢∞∥2 (C.8)
En dénitive, on a don
∥푆(푢∞)− 푆(푢푘0)∥2 = ∥푆(푢∞)∥2 = ∥푢∞∥2 > 훼∥푢∞ − 푢푘0∥2 (C.9)
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Résumé
Pour  synthétiser  un  correcteur  robuste  pour  un  système  linéaire  incertain,  il  existe  de 
nombreuses méthodes linéaires. Cependant, bien souvent, le gain en robustesse se fait au détriment 
de la performance.  Aussi,  dans cette thèse,  on s'intéresse à la situation où la plage des valeurs 
possibles  des  paramètres  est  "très  grande"  par  rapport  à  la  "faible"  variation  du  niveau  de 
performance souhaité. Dans cette situation, il peut alors s'avérer intéressant d'utiliser des correcteurs 
séquencés.  Seulement,  la  mise  en  place  de  cette  solution  nécessite  que  le  correcteur  ait  à  sa 
disposition les paramètres sur lesquels il sera séquencé. Et il peut arriver que l'on ne souhaite pas (à 
cause de considérations de réalisation pratique), ou que l'on ne puisse pas disposer de la mesure de 
ces paramètres. On est alors amené à estimer ces paramètres et donc à utiliser le paradigme de la 
commande adaptative.
Dans cette thèse, on cherche à proposer une méthodologie de synthèse d'un correcteur auto-
adaptatif afin de résoudre un problème de commande robuste d'un procédé linéaire incertain. Après 
une  étude  théorique  ayant  pour  objectif  de  proposer  une telle  méthodologie,  le  cas  d'un  avion 
instable est traité à titre d'application, permettant ainsi de mettre en évidence le bénéfice que la 
stratégie proposée peut apporter à la commande d'un système incertain.
Mots-clés : Commande robuste, Commande adaptative, Auto-séquencement, Système incertain.
Abstract
Many linear methods exist to design a robust controller for an uncertain linear system. This 
thesis considered the situation where the range of possible values of parameters is "very large" in 
relation  to  "small"  variations  in  the  desired  level  of  performance.  Frequently,  an  increase  in 
robustness is obtained at the expense of a performance loss. The use of scheduled controllers may 
be an innovative way to address this problem. The implementation of this solution requires the 
controller has at its disposal the parameters on which the scheduling is done. However, it may occur 
that  making  the  measure  of  the  parameters  available  is  not  desired  (for  example,  because  of 
practical implementation aspects) or not possible. In these situations, the designer of the controller 
is led to estimate these parameters and then to use the paradigm of adaptive control.
This thesis explored a methodology for designing an adaptive controller in which to solve 
the problem of robust control for an uncertain linear plant. A theoretical study was first undertaken 
which aimed to  propose such a  methodology;  followed by,  a  study of  the  case of  an unstable  
airplane as an application. Such an analysis highlighted the benefits that the proposed strategy can 
bring to the control for an uncertain plant.
Keywords : Robust control, Adaptive control, Gain scheduling, Uncertain system.
