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Abstract 
This paper aims to analyze the current status of orientation in the final year of secondary school degree, in order to guide pupils 
toward well weighted decisions. It is known that students are confused at the end of the secondary education, viewing the 
opportunities that exist in the academic world or in the work market. This research could give a tool to students to better explore 
their professional or formative futures, through a gap analysis between what students projected (ex-ante survey) and their 
effective choice after the end of their secondary education (ex-post choice). An easy indicator was introduced in order to measure 
the coherence between ex-ante and final choices after first diploma. This indicator was placed at the base of the subsequent 
multivariate analyses (segmentation analysis and neural network analysis) in order to identify a forecasting model. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the Organizing Committee of IES 2013. 
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1. Aims and methods of research 
The orientation is the process that a person implements in a spontaneous way to manage his own relationship with 
the training and work experience, as well as the vocational guidance conducted by experts in a positive way to 
support the ability to cope with this process by the subject.  
The research described here aims to provide information and identify elements that could be a "background" 
reference of the choices of students and trainers. It is based on a sample survey that involved 517 students of the fifth 
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class of eight Secondary Institutes second-degree (high schools), located within the town of Bari and chosen with 
random procedure from a list of institutes that provided their availability. 
Data collection took place at two separate times, with different questionnaires that were submitted to the same 
respondents at different times: in the months of April-May 2010 to students within sampled institutes, and then, after 
7-12 months, the available subjects were contacted by phone or e-mail to answer a short questionnaire aiming to 
know the actual choice (tertiary education or work) they undertook. Almost 480 questionnaires were completed in all 
their sections.  
To investigate the consistence or inconsistence between choices made ex-ante by the respondents (when they 
were in their school) and ex-post, we developed a simple synthetic indicator, called “consistency of educational 
choices”. At the level of single interviewee recontacted in following next year, it is expressed as a dummy variable 
determined in this way:  
• +1 (consistency) if the interviewee maintained the announced choice, enrolling in a course of tertiary education 
(University or College), where he planned to go on with his studies, or, on the contrary, not enrolling in any 
course, if so provided; 
• í1 (inconsistency) whether the respondent believed to continue his studies and instead gave up, or if he didn't 
plan to go on with his studies but then continued. 
First, an in-depth exploratory analysis was conducted, and its results were very clear in its results in terms of non-
homogeneity of the respondents. Particularly, personal characteristics (like gender and type of high school) seem to 
affect the consistency (Table 1), but in different ways depending on whether respondents planned to enhance their 
education or if they wanted to find a job just after their high school diploma (Table 2). 
Table 1. Percent distribution of the interviewees according to choice’s consistency, by some personal characteristics 
Personal characteristics Inconsistency (%) Consistency (%)  Total (%) Total number of interviewees 
Gender      
Male 28.7 71.3 100.0 247 
Female 22.1 77.9 100.0 231 
Secondary school type     
High schools 14.4 85.6 100.0 160 
Technical schools 34.5 65.5 100.0 203 
Professional schools 24.0 76.0 100.0   96 
Other schools 31.6 68.4 100.0   19 
Overall valid sample 25.5 74.5 100.0 478 
Table 2. Percent distribution of the interviewees according to choice’s consistency, by some personal characteristics 
 Aspiring workers   Aspiring students  
Personal characteristics Inconsistency (%) Consistency (%) Total (%) Total number Inconsistency (%) Consistency (%) Total (%) Total number 
Gender          
Male 17.4 82.6 100.0 109 37.7 62.3 100.0 138 
Female 24.6 75.4 100.0   69 21.0 79.0 100.0 162 
Secondary school type         
High schools 50.0 50.0 100.0   22   8.7 91.3 100.0 138 
Technical schools 15.6 84.4 100.0   90 49.6 50.4 100.0 113 
Professional schools 11.5 88.5 100.0   61 45.7 54.3 100.0   35 
Other schools 80.0 20.0 100.0     5 14.3 85.7 100.0   14 
Overall valid sample 20.2 79.8 100.0 178 28.7 71.3 100.0 300 
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Once divided the sample in two groups, depending on the ex-ante choice of interviewees (aspiring students: 
pupils who wanted to go on with their studies; and aspiring workers: pupils who wanted to find a job just after their 
diploma), we notice that the group of aspiring workers is much less numerous than the aspiring students (37,2% of 
the sample), but their percentage of consistency in choices is significantly higher1. Moreover, in the first subsample 
the consistency rates are higher in males and in students from professional and technical schools, while in the other 
subsample females and high schools pupils are consistent in their choices more frequently than other categories. 
Also other personal characteristics show similar differences between the two groups. In order to take account of 
all this finding, all subsequent analyzes were conducted on the two separate samples. 
2. Multivariate analysis of the consistency 
Several multivariate analyses were conducted to assess, in the two groups of “aspiring workers” and “aspiring 
students”, any relationship between the variable “choice’s consistency” (dependent variable) and the respondent’s 
characteristics that can be assumed as independent variables (explanatory): logistic regression, categorical 
regression2, segmentation analysis (using several techniques)3, neural networks analysis, using both Radiant Base 
Function (RBF) and MultiLayer Perceptron (MLP), each method with several activation functions.  
As well known, the main limit of the MLP networks is the computational complexity of their learning processes, 
but also their complex internal representation, usually almost impossible to interpret. The RBF networks try to 
overcome the two problems outlined above, because they are based on the idea that an arbitrary function y(x) can be 
approximated by a linear combination of a set of basic function. Both methods first learn their decision rules on the 
basis of a training sample, and then verify these rules working on a test sample (see, for example, Orchand and 
Phillips, 1991). 
Fig. 1. Structure of a Radial Basis Function neural network Fig. 2. Structure of a MultiLayer Perceptron neural network 
 
 
 
1 Being p-value<0.04, using the likelihood ratio test, better than Pearson Chi-square test when samples aren’t quite sized (less than 500 units). 
2 Using the “Optimal Scaling” CATREG procedure, developed by Jan De Leeuw and the research group DTSS (Data Theory Scaling System), 
University of Leiden-NL, and then implemented in the SPSS software. See: De Leeuw et al, 1976; Meulman and Heiser, 1999. 
3 See, for example, Breiman et al., 1984. 
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In order to find the patterns that better express an adequate predictive power, the results of all different analyses 
were compared, verifying both the predictive capability of different models and their differential probability of 
providing exact results, through the use of odds ratio (hereinafter O.R.) and the Cohen K index. A synthetic 
description of both index is shown below, because they are well known in some research field, less in others.  
Given an event, the ratio  ȍa = Pr(h) / [1í Pr(h)]  could be defined as “odds” (favourable to such event) of the 
probability that the event will happen to the probability that the same event will not happen. If such event is the right 
predictions of the conditions of inconsistency (1) or consistency (2) of each interviewee, through a given procedure, 
then their odds are  ȍ1 = pr(1) / [1í pr(1)] = p11 / p21 and  ȍ2 =pr(2) / [1ípr(2)] = p12 / p22 , where  phh  means that the  hth  
status was predicted as  h, while  phk  means that the  hth  status was predicted as k. Now, the odds ratio   
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highlights how much the probability that a procedure can correctly predict both statuses is greater, with respect to the 
probability to predict them incorrectly (if ș<1, obviously, the probability of a correct prediction is lower than the 
probability to fail). 
The Cohen K index is calculated on the agreement between the observed and predicted classifications according 
to the award criteria, compared to the agreement achieved by the mere effect of chance (Cohen, 1960):  
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where Pr(a) is given summarizing all relative frequencies of the main diagonal of the confusion matrix and shows 
the observed overall agreement; instead, Pr(e) is calculated as the sum of the theoretical probability of joint events 
from the diagonal under the assumption of independence (where the theoretical probability is, of course, the product 
of the respective marginal totals of row and column, compared to the total number of cases), showing the overall 
agreement expected by chance.  
Given the editorial limits, only the best predictive model is described in the next pages. 
2.1. Aspiring workers 
For aspiring workers, the best models were obtained by generalized segmentation analysis4 with CRT growth 
algorithm and pruning option (CCP 81%, ICP 72.2% , O.R. 11.07, Cohen K 0.45) 5, and as second choice through a 
MultiLayer Perceptron neural network (Training sample: CCP 52%, ICP 92.7%, O.R. 13.77, Cohen K 0.48; Test 
sample: CCP 54.5; ICP 93.5%, O.R. 17.20, Cohen K 0.52). Both models have high O.R., and explains quite well 
both percentages of coherent and incoherent interviewees (leading to a reduced error in the predictions). Moreover, 
in both models the index Cohen K is close to 0.5, underlining acceptable predictive power; however, the first model 
(Generalized Segmentation Analysis) better meets the needs of our research, because it reconstructs the decision-
making mechanisms of a strong majority of coherent and incoherent ones. 
The simple classification tree generated by the segmentation analysis is shown in Fig. 3. 
The following Table 3 shows that, in the whole segmentation procedure (including also nodes and branches 
pruned back), the most important variables6 (exceeding the 50% of the most important one) are Deepening cultural 
interests, To find an interesting job, Sector of Stage, Work in Technical support, Type of school. The first variable, 
particularly, affects more than 20% of the right predictions, in both directions (inconsistency and consistency).   
 
 
4 The term “generalized segmentation analysis” underlines that the CRT segmentation algorithm was first applied to a balanced sub-sample, 
extracted from the starting (unbalanced) sample. Then the classification rules drawn from this sub-sample were applied to the entire sample, in 
order to test their consistency. 
5 CCP (correct classified percentage) shows the percentage of pupils correctly classified as “consistent” in their choices, while  ICP  (incorrect 
classified percentage) refers to the percentage of them correctly classified as “inconsistent”. 
6 The importance highlights the total amount of forecasting improvement that is due to each variable. 
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Fig. 3. Classification tree generated by the segmentation 
analysis of choice’s consistency in the Aspiring workers group 
Table 3. Importance of the independent variables in the Aspiring Workers group 
Independent variables Importance Normalized Importance
Deepening cultural interests 0.203 100.0% 
To find an interesting job 0.147 72.3% 
Type of school 0.118 57.9% 
Work in Technical support 0.096 47.2% 
Difficulties in finding a job 0.095 46.6% 
Work in Secretariat and General Affairs 0.086 42.2% 
Job security and stability 0.078 38.5% 
Skills in Operating Systems 0.072 35.7% 
Work in Marketing and public relations 0.061 30.2% 
Prestige 0.058 28.5% 
Free time 0.057 28.0% 
Sector of stage in school training 0.056 27.5% 
Well-paid job 0.054 26.8% 
Work in Research and development 0.053 26.0% 
Management control 0.051 24.9% 
Expansion method: CRT, with pruning option Dependent variable: Choice’s consistency
2.2. Aspiring students 
Also with regard to aspiring students, the multiple criteria analysis identified two different models that provided 
good results. The first is obtained again by generalized segmentation analysis with pruning option, presenting good 
fit indicators (CCP 79.4%; ICP 87.2%, O.R. 26.34, Cohen K 0.60). This model seems better than the segmentation 
model without pruning option, which has greater O.R., because it explains much better the percentage of coherent 
interviewees, faced to a slight worsening in the prediction of incoherent ones. 
But the best choice for aspiring students is surely the model obtained by MLP neural network7, which, with a 
reduced set of input variables, explains very well the percentage of inconsistent respondents in the samples (training 
sample: CCP 91.3%, ICP 72.9%, O.R. 28.12, Cohen K 0.65; Test sample: CCP 84.4%; ICP 63%, O.R. 9.18, Cohen 
K 0.47), using only one hidden layer; the lowest O.R. in the test sample, compared to the index observed in other 
 
 
7 The activation functions chosen in the MLP network (with automatic determination of the number of hidden layers) are the hyperbolic tangent 
activation function for the hidden layers and the identity function for the output layer. The first function transforms all arguments of input nodes 
from real values to values included in the range [–1, 1], while the identity function gives the output nodes as weighted sums of the hidden nodes. 
See Edelman (1987). 
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procedures, is however offset by an improvement in forecast of incoherent units and an overall better adaptation of 
the forecast model. For aspiring students, therefore, the best model seems to be the latter.  
The MLP network model can give right predictions with total probability equal to 0.891, very close to the higher 
accuracy: this means that the chosen algorithm is adequate. 
Table 4. MLP Parameter estimation in the Aspiring Students analysis 
Hidden Layer 1 Output Layer (Predictions)
Predictors H(1:1) H(1:2) H(1:3) H(1:4) H(1:5) H(1:6) Inconsistent Consistent
 (Diagonal) -0.305 0.283 -0.107 0.380 0.032 -0.087 
High school -0.619 -0.227 0.785 0.032 -0.341 0.296 
Technical school 0.496 -0.515 -0.578 -0.162 0.223 0.263 
Professional school -0.376 -0.334 -0.367 -0.501 -0.260 -0.152 
Sc
ho
ol
 ty
pe
 
Other school -0.241 0.418 0.431 -0.114 0.088 0.428 
Law -0.473 -0.404 0.385 0.446 0.007 -0.218 
Economics -0.117 -0.308 0.630 -0.136 0.002 -0.296 
Foreign Languages and Literatures 0.245 -0.150 0.142 -0.474 -0.235 -0.009 
Literature and Philosophy 0.376 0.019 -0.052 -0.203 -0.517 -0.021 
Educational sciences -0.064 0.076 0.406 -0.276 0.572 0.404 
Medicine and Surgery -0.381 -0.453 0.297 0.029 -0.002 -0.264 
Mathem., physical & natural sciences -0.406 0.375 0.071 -0.248 0.129 0.099 
Engineering 0.113 0.420 -0.003 -0.210 0.357 -0.211 
Veterinary medicine -0.018 0.376 -0.304 -0.302 -0.433 0.226 
Politic sciences 0.168 -0.050 -0.423 0.353 0.225 -0.267 
Fa
cu
lty
 p
la
nn
ed
 
Other Faculty 0.433 -0.438 -0.194 -0.716 0.167 -0.055 
N.A. -0.008 0.419 -0.029 0.006 0.183 0.161 
Entrepreneurs, Executives 0.114 0.241 -0.333 0.193 -0.135 0.456 
Specialist, Consultant, Teacher 0.288 -0.228 0.569 0.327 0.128 -0.535 
Technicians 0.064 -0.106 0.167 0.464 -0.172 0.395 
Employees -0.266 0.179 0.260 0.080 0.168 0.284 
Small business owners -0.336 -0.050 0.024 0.036 0.082 0.455 
Artisans -0.013 0.451 -0.138 -0.054 0.289 0.498 So
ug
ht
 E
m
pl
oy
m
en
t’s
 
ca
te
go
ry
Army and similar jobs 0.383 0.097 -0.221 -0.445 0.070 -0.008 
ECDL not achieved -0.369 0.041 0.249 -0.177 0.776 -0.097  
ECDL achieved 0.202 0.300 0.797 0.540 -0.698 -0.126 
Skills in Data transmission network -0.012 0.305 -0.731 -0.571 -0.762 0.208 
To find an interesting job -0.017 -0.350 0.097 -0.213 -0.337 -0.475 
Consistency between education and job 0.330 0.436 0.214 0.001 -0.109 -0.662 
To work in commercial & selling area  0.456 0.345 -0.232 0.112 -0.138 0.269 
In
pu
t L
ay
er
 
 
Higher educational degree of parents 0.019 -0.116 0.019 0.047 -0.164 0.005 
(Diagonal)       0.439 0.553 
H(1:1)       0.171 -0.187 
H(1:2)       -0.163 0.155 
H(1:3)       -0.342 0.339 
H(1:4)       -0.169 0.191 
H(1:5)       0.219 -0.231 
H
id
de
n 
La
ye
r 
H(1:6)       0.069 -0.065 
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Table 4 shows all parameter estimation of the MLP network model here defined. Its values are very useful to 
reconstruct (even approximately) the decision-making process of this neural network, through the reverse application 
of the activation functions used by the algorithm and the synaptic weights provided in this table (see next). 
After that, the Table 5 shows the importance of the variables of this model and underlines that the “significant” 
ones are: Type of school, Faculty, ECDL, Network data transmission, Consistency with the studies, Employment 
Category. The first variable is related to the 20,3% of the right predictions. 
Note that only two variables (Type of school and To find an interesting work) were almost important also in the 
model for aspiring workers. 
Table 5. Importance of the independent variable: Aspiring Students 
Independent variables Importance Normalized Importance 
Type of school 0.203 100.0% 
Faculty where to enrol in 0.157   77.0% 
Achieved ECDL  0.138   68.1% 
Skills in Data transmission network 0.138   67.8% 
Consistency with studies 0.109   53.6% 
Sought Employment’s category  0.102   50.1% 
Work in Commercial and sales 0.059   28.9% 
To find an interesting job  0.057   28.1% 
Highest education level of parents  0.036   17.9% 
Algorithm: MLP; hyperbolic tangent and identity functions Dependent variable: Consistency in the choices 
2.2.1. Reverse engineering of the MLP model for aspiring students 
In order to reconstruct the decision-making process of the neural network, a very simplified version of a reverse 
engineering procedure (Rostro-González et al., 2010) was applied.  
In this operation, the first step is learning the functions and the parameters of the neural model. 
The model used here (Multi-Layer Perceptron) consists of a sequence of combined transformations. In order to 
identify an arbitrary number  j  (j=1, 2, …, k) of neurons in the first hidden layer, the first transformation creates j 
weighted sums of the m input variables, where the weight are initially unknown and must be determined by the 
neural network itself through iterative procedures, having as scope the optimal prediction of the output variable(s). A 
further transformation then applies a non-linear activation function to each  sumj:: in this model, such function is 
tanh(sumj). The complete “activation function” of the  jth  neuron of the layer of the identified model is then: 
,xwwtanhg
m
1i
iijj0j ¸¸¹
·
¨¨©
§
+= ¦
=
  (1) 
This combined transformation is repeated for each hidden layer, until reaching their maximum number (given by 
the researcher considering the computational complexity: here, the maximum number of hidden layers was 2) or 
until the cost function8 reach its minimum. The neurons of the last hidden layer were combined through another 
function to give the predicted output. When the output variable is qualitative with k categories, as in this research, 
the output layer is composed by k nodes, with k predicted outputs  ǔh  (h=1, 2, …, l). In this case, the higher  ǔh  
identifies the predicted category  ch  of the output variable, or its algebraic sum  ǔh approximates the value of its 
score (this method is useful especially if the output variable is a rank, but also to view the effect of each input). 
 
 
8
 The cost function has generic form  
2
ˆ
);;(C
2yy
yxW
−
= , where  W,  x  and  y  are the matrix and vectors of weights, inputs and observed 
outputs, while  ǔ  is the vector of the predicted outputs. In this research, the MLP network stopped when it had just 1 hidden layer. 
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In the applied model, the chosen function was the identity function, so the predicted output (the theoretical 
“choice’s consistency” of the pupils) is given by: 
.gwwyˆ
k
1j
j0j00h ¦
=
+=   (2) 
Using those functions, with the weighs  wij  and  wj0  previously computed by the neural network, the theoretical 
output value corresponding to each value of the input variables could be easily computed; but changing the value of 
each input variable, any prediction changes in an unpredictable way (because all coefficient are inter-connected in 
the network). The only way to have some clear results is to identify all the baselines, i.e. the values of all the input 
variables which define the lower or the higher value of the predicted output, and then modify just one input variable 
at each time, registering all the modifications of the prediction. 
In this study, the baselines were first assumed as the modalities with the maximum level of “choice’s 
consistency” in the crosstabulation of each input variable with the output variable. Some little modification was 
necessary during the reverse estimation. 
Following this approach, the result of this reconstruction of the neural network’s decisions should describe 
situations even more inconsistent varying, for each input variable, from baseline to the modality most distant from it, 
up to configure situations clearly inconsistency (which, in general, can be identified by a suitable combination of the 
modalities more distant from the respective baseline).  
In Table 6 the baselines are highlighted in bold, and for all the other modalities the deviation from the relative 
baseline is shown.  
Table 6. Modalities’ deviations of the independent variables from their baseline 
Variable Modalities Deviation from the baseline 
High schools 0 
Technical schools -0,258 
Professional schools -0,198 
Ty
pe
 o
f s
ch
oo
l 
Other schools -0,035 
Law 0 
Economics -0,122 
Foreign languages and literatures -0,236 
Literature and Philosophy -0,163 
Educational sciences -0,144 
Medicine and Surgery -0,077 
Mathem., physics & natural sciences -0,094 
Engineering -0,139 
Veterinary medicine -0,168 
Politic sciences -0,084 
Fa
cu
lty
 w
he
re
 to
 e
nr
ol
 in
 
Other Faculty  -0,363 
No licence 0 
Elementary licence -0,002 
Middle school -0,006 
Secondary school diploma  -0,012 
University degree  or higher -0,020 
H
ig
he
st 
ed
uc
at
io
n 
le
ve
l 
of
 p
ar
en
ts
 
N.A. 0,000 
(continue) 
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Table 6. Modalities’ deviations… (continuation) 
Variable Modalities Deviation from the baseline 
None 0 
Good -0,089 
Sk
ill
s i
n 
 
D
at
a 
Tr
an
sm
is
s. 
Excellent -0,353 
ECDL not achieved -0,053 
EC
D
L 
ECDL achieved 0 
Entrepreneurs, Executives -0,118 
Specialist, Consul., Teacher -0,123 
Technicians -0,069 
Employees 0 
Small business owners -0,007 
Artisans -0,101 
Army and similar jobs -0,284 
So
ug
ht
 E
m
pl
oy
m
en
t’s
 c
at
eg
or
y 
N.A. -0,085 
No importance 0 
Few importance -0,064 
Sufficient importance -0,167 
High importance -0,308 To
 fi
nd
 a
n 
 
in
te
re
sti
ng
 jo
b 
N.A. 0,037 
No importance -0,061 
Few importance -0,017 
Sufficient importance 0,000 
High importance 0 
C
on
si
st
en
cy
 b
et
w
ee
n 
ed
uc
at
io
n 
an
d 
jo
b 
N.A. -0,128 
No importance 0 
Few importance -0,024 
Sufficient importance -0,035 
High importance -0,045 To
 w
or
k 
in
 
co
m
m
er
ci
al
 &
  
se
lli
ng
 a
re
a 
N.A. 0,000 
 
Obviously, the maximum of consistency in the educational choices occurs when someone owns all baseline 
modalities. Therefore, a pupil who owns all the modalities more different from baseline, likely will be maximally 
inconsistent. For example, according to the model, the less consistent individual could be a pupils from technical 
school (because his orientation is especially toward the practical work and not to high education) who planned to 
enrol in Faculties different from those listed (and often too long from home); he could have excellent skills in Data 
transmission networks but no ECDL (then, he is a good technician without interest in the office computing); maybe 
he has at least one parent with university degree, and he want to find a military job (as official, if he planned to 
improve his education); he ranks maximally to find an interesting job and to work in commercial or selling area, but 
not to consistency between education and job. 
3. Concluding considerations 
By comparing several criteria to identify the determinants, our analysis lead not only to find the best statistical 
methods (in all cases, non parametric models), but also some common standards of behaviour. The first well-defined 
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result is, of course, the important role of the type of school where the training took place: the choices of continuing 
training or job placement are notoriously linked to the type of school, but also the consistency in maintaining their 
own choices is connected. 
Furthermore, motivations are fundamental in the maintenance of their own choices: both the “aspiring workers” 
and the “aspiring students” believe important the work category to which they planned to join: in fact, the first group 
puts great importance to some practical roles (technical or business, with considerable weight of the Armed Forces), 
for the latter a certain uniformity is found in the choice (depending by the kind of studies), with the exception of the 
Armed Forces. Among the “aspiring students”, however, a variable strongly interacts with the work category to 
influencing the consistency to keep their choice: it is the Faculty where they planned to enrol in. 
The motivation to do an interesting job is fundamental in both groups, but in a different way: in fact, such interest 
seems a weight, in the sense of reducing the possibility of maintaining the previous choices; this, however, is true to 
a greater extent for the “aspiring workers”. This singular result seems to be related to the current employment 
problems, which in fact act strongly for the latter interviewees (which when they find no work, if they are less 
flexible, tend to change their orientation and therefore continue to study, even in a “parking role”). 
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