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The delafossite family of compounds with a triangular lattice of rare earth ions has been recently
proposed as a candidate host for quantum spin liquid (QSL) states. To realize QSLs, the crystal-
electric-field (CEF) ground state of the rare earth ions should be composed of a doublet that allows
sizable quantum tunneling, but till now the knowledge on CEF states in the delafossite compounds
is still limited. Here we employ inelastic neutron scattering (INS) to study the CEF transitions in a
powder sample of the delafossite NaErS2, where the large total angular momentum J = 15/2 of the
Er3+ ions and the resulting plethora of CEF transitions enable an accurate fit of the CEF parameters.
Our study reveals nearly isotropic spins with large Jz = ±1/2 components for the Er3+ CEF ground
states, which might facilitate the development of a QSL state. The scaling of the obtained CEF
Hamiltonian to different rare earth ions suggests that sizable Jz = ±1/2 components are generally
present in the CEF ground states, supporting the ternary sulfide delafossites as potential QSL hosts.
I. INTRODUCTION
The QSL state, where the conventional magnetic long-
range order (LRO) is completely removed by quantum
fluctuations, has been fascinating physicists since it was
proposed in the 1970s1. Similar to the well-known cases
of one-dimensional spin chains2, the fundamental excita-
tions in QSLs are fractional spin-1/2 excitations called
spinons, which can be either gapped or gapless depend-
ing on the specific system3–6. Theoretical investigations
have revealed the spinons in some QSLs to be highly en-
tangled with each other, leading to fractional statistics
and exotic braiding properties that might be utilized for
topological quantum computing7,8.
The initial quest for QSLs was focused on intrin-
sic spin-1/2 systems such as the Cu2+-based com-
pounds6,9. One prominent example is the herbert-
smithite ZnCu3(OH)6Cl2
10–12. In this compound, the
Cu2+ ions form a two-dimensional (2D) kagome´ lattice
with geometric frustration. Using INS, an almost fea-
tureless excitation continuum was revealed11, which is
consistent with the spinon excitations and, more impor-
tantly, demonstrates that QSL can exist in real materials.
Recently, the search for QSL candidates has been ex-
tended to the rare earth systems. This is surprising at the
first glance, because the rare earth ions usually have a rel-
atively large angular momentum J , which disfavors quan-
tum fluctuations. However, with an appropriate CEF,
the ground state doublet of the rare earth ions might have
considerable components of |J, Jz〉 with a relatively small
|Jz| that allows quantum tunnelling13,14. If this ground
state is well separated from the excited states, the spin
degree-of-freedom of the rare-earth ions will effectively
behave as spin-1/2. One of the best-known examples
is the quantum spin ice state realized in the rare-earth
pyrochlores15,16. For the Dy and Ho-based pyrochlore
systems with only relatively large |Jz| components in the
CEF ground state, a classical spin ice state is realized,
where each tetrahedron has a two-in-two-out spin con-
figuration17,18. While for the Tb, Yb, and Pr-based py-
rochlores19–21, a relatively high magnitude of quantum
spin tunnellings is observed, which drives the classical
spin ice state into a QSL state with emergent U(1) quan-
tum electrodynamics15,22.
Given the success of the effective spin-1/2 picture in
the rare-earth pyrochlores, it is natural and tempting to
advance this concept to other frustrated lattices, espe-
cially the 2D triangular lattice where the idea of QSL was
originally conceived1. According to theoretical calcula-
tions23, the effective spin-1/2 Hamiltonian for rare earth
spins on a triangular lattice might contain transverse
coupling terms that can induce competing ground states
in the classical solution, whereupon a QSL state could
emerge near the phase boundary once quantum fluctua-
tions are included. Following this argument, the triangu-
lar lattice compound YbMgGaO4 has recently been pro-
posed as a candidate host for the QSL state24–26. How-
ever, due to the Mg-Ga disorder that is intrinsic in this
compound, it is unclear whether the broad excitations
that have been observed in INS are due to quantum fluc-
tuations or disorder effects27–29.
The delafossite family of compounds ALnX2, where
Ln are rare earth ions, A = Na, K, Cu(I), and X = O,
S, Se, might be the sought-after QSL candidates that
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FIG. 1. (a) Crystal structure of NaErS2
30. The Na+ and
Er3+ ions occupy the 3b and 3a sites, respectively. The Er-
S octahedra are explicitly shown. (b) The triangular lattice
formed by the Er3+ ions viewed along the c axis.
are free from any disorder31–34. Similar to the parent
delafossite mineral CuFeO2, ALnX2 crystallize in the
space group R3¯m30, with both A and Ln sites forming
triangular lattices as shown in Fig. 1. Especially, the
LnX2 layers consist of Ln ions with D3d site symmetry
located at the center of edge-sharing X-octahedra, sim-
ilar to YbMgGaO4. Detailed experimental studies on
the magnetic properties of rare earth delafossites have
been reported for the Yb-based compounds, including
NaYbS2
35,36 and NaYbO2
37–39, which revealed the ab-
sence of magnetic LRO in both compounds and suggested
possible QSL states.
In order to facilitate the QSL search in the delafossites,
it is crucial to have an overview of their CEF environ-
ment. As exemplified by the spin ice compounds40–43,
the CEF parameters in systems with similar structures
normally obey the scaling rule. Therefore, compared to
the Yb3+ ions with J = 7/235,39, rare earth ions with a
larger J allow more CEF transitions, which will enable a
more accurate fit of the CEF parameters and thus pro-
vide a reference in the study of the similar delafossite
compounds.
Here we report INS investigations on the CEF transi-
tions in NaErS2, where the Er
3+ has a total angular mo-
mentum of J = 15/2. Our studies reveal nearly isotropic
spins with large Jz = ±1/2 components for the Er3+
CEF ground state doublet that allow spin quantum tun-
nelling13,14. The scaling of the obtained CEF Hamilto-
nian to different rare earth ions will foster the search for
QSL states in the sulfide delafossites.
II. EXPERIMENTAL DETAILS
Polycrystalline samples of NaErS2 were prepared us-
ing the solid state method proposed by Schleid et al 30,
in which NaCl served as both reagent and flux. Under
N2, Er grains, sulfur, and NaCl in a molar ratio of 2:3:9
were loaded into a Ta ampoule, which was sealed by arc-
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FIG. 2. Refinement results of the x-ray diffraction data mea-
sured at room temperature for NaErS2 polycrystalline sample.
Data points are shown as red crosses. The calculated pattern
is shown as the black solid line. The upper and lower vertical
bars show the positions of the Bragg peaks for NaErS2 and
Er2S3, respectively. The blue line at the bottom shows the
difference of measured and calculated intensities. Inset shows
the Rp factor as a function of the anti-site disorder at the Na
and Er sites.
welding under He. The Ta ampoule was sealed in a silica
ampoule under vacuum, slowly heated up to 850◦C with
20◦C/h and kept for 7 days before cooling down to room
temperature. The final product was rinsed with H2O and
acetone several times to remove water-soluble Na3ErCl6.
Powder x-ray diffraction (XRD) patterns were mea-
sured on a STOE STADIP diffractometer in reflection
(Bragg-Brentano) geometry in air at room tempera-
ture. Diffraction patterns with Cu Kα1 radiation (λ =
1.54059 A˚) from a focusing α-SiO2 (101) monochroma-
tor were recorded on a linear position-sensitive detector
with 0.01◦ resolution in 2θ. Rietveld refinement was per-
formed in the R3¯m space group using the FULLPROF
program44.
INS experiments were performed on the 4SEASONS
time-of-flight (TOF) spectrometer at the Materials and
Life Science Experimental Facility MLF of J-PARC in
Japan45. The setup with a radial collimator and a neu-
tron beam size of 20× 20 mm2 was employed. A NaErS2
powder sample of 1.8 g was packed in an envelope of alu-
minum foil, curled up and installed in an aluminium sam-
ple can with outer/inner diameter of 20.5/20.0 mm. This
configuration reduced the neutron absorption caused by
the Er isotopes in the sample42,46. For our measure-
ments, the chopper frequency was set to 300 Hz, and the
repetition rate multiplication method47 allows the mea-
surement with multiple incident energies of Ei = 222, 80,
41, 24.7, 16, and 12 meV to be collected at the same time.
A GM refrigerator was mounted to reach temperatures
between 5 and 250 K. Besides the NaErS2 sample, mea-
surements were also performed on a vanadium standard
to allow a quantitative comparison for data collected at
300 K with the same instrumental setup. The acquired
3Ei = 16 meV, T = 5 K Ei = 16 meV, T = 50 K
Ei = 41 meV, T = 5 K Ei = 41 meV, T = 50 K
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FIG. 3. INS spectra S(Q,ω) of a NaErS2 powder sample collected on 4SEASONS at temperatures T = 5 K (panels a and b)
and 50 K (panels c and d), with incoming neutron energy Ei = 16 meV (panels b and d) and 41 meV (panels a and c). At
elevated temperatures, additional excitations originating from thermally populated doublets are observed.
data were analyzed with the UTSUSEMI software pack-
age48.
III. RESULTS
The XRD pattern for our NaErS2 sample is shown in
Fig. 2. The refined lattice parameters a = 3.93343(4) A˚
and c = 19.8378(2) A˚ are in good agreement with the
published crystal structure30. NaErS2 crystallizes in
space group R3m with Na+ and Er3+ ions on sites 3b
(0 0 0.5) and 3a (0 0 0), repectively. The S2− ions oc-
cupy the site 6c (0 0 z) with z = 0.2461(4). A satisfac-
tory fit was obtained by including a preferred orientation
along the [001] direction due to the plate-like habit of
the NaErS2 polycrystals. The R-factors are Rp = 14.2 %,
Rwp = 15.8 %, and χ
2 = 1.9. The inset of Fig. 2 presents
the value of the Rp factor as a function of the anti-site
disorder at the Na and Er sites. Although the Er sites
are fully occupied within our experimental resolution, a
small fraction of 7 % anti-site disorder is discerned at the
Na sites. This disorder on the Na sites might cause the
tail-like broadening in the CEF excitations as discussed
in the following section.
A secondary phase is observed in all the synthesized
batches, which can be assigned to Er2+xS3+y impurities
and has been treated with the Le Bail profile fit assuming
a P21/m space group. Using the strongest reflections
for NaErS2 at 2θ ∼ 13◦ and for the secondary phase at
2θ ∼ 25◦, the fraction of the secondary phase is estimated
to be ∼ 5%.
Fig. 3 summarizes the NaErS2 neutron spectra col-
lected at T = 5 and 50 K with Ei = 16 and 41 meV.
The strong intensity spot in the Ei = 41 meV spectra
at wavevector transfer Q = 5.5 A˚−1 and energy trans-
fer E = 34 meV is spurious due to unshielded scattered
neutrons from the beam catcher. For TOF neutron spec-
trometers, the energy resolution scales with the incoming
neutron energy and can be estimated by the full-width-
half-maximum (FWHM) of the incoherent scattering in
the vanadium standard measurements. In our experi-
ment, the energy resolution was estimated to be 0.50,
0.80, and 2.51 meV for Ei = 12, 16, and 41 meV, respec-
tively. Therefore, a relatively high Ei of 41 meV allow
access to the high energy excitations, while a relatively
low Ei of 16 or 12 meV resolves the different excitations
at low energies.
At T = 5 K, four dispersionless excitations are ob-
served at around 2.0, 4.0, 6.0, and 6.8 meV in the Ei = 16
meV spectra shown in Fig. 3(b), and three relatively weak
excitations can be discerned at 26.5, 28.3, 30.9 meV in the
Ei = 41 meV spectra shown in Fig. 3(a). In D3d symme-
try, the Er3+ 4I15/2 manifold splits into eight Kramers
doublets. Therefore, the seven excitations observed in
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FIG. 4. (a) Momentum transfer dependence of the CEF ex-
citations with Ei = 16 meV at T = 5 K. Data points repre-
sent intensities integrated within an energy range of 1.2 meV
centered around 2.0 meV (green circles), 4.1 meV (purple
squares), 6.0 meV (green triangles), and 7.0 meV (purple dia-
monds). Solid lines are the corresponding fits by the magnetic
form factor of the Er3+ ions plus a flat background to confirm
the magnetic origin of the excitations. (b) Comparison for the
momentum transfer dependence of the CEF excitations with
Ei = 41 meV. Purple squares (green cricles) are intensities
integrated within an energy range of 2.5 (1.6) meV centered
around 25.8 (21.9) meV measured at 5 (50) K. Solid lines are
the corresponding fits by the magnetic form factor of the Er3+
ions plus a flat background together with a Q2 term.
our INS spectra can be ascribed to the Stokes transitions
from the CEF ground state doublet to the seven excited
doublets. At an elevated temperature of 50 K, the ex-
cited doublets are thermally populated, leading to two
additional transitions at ∼ 2.9 and 5.0 meV in Fig. 3(d)
and three high-energy transitions at 22.0, 24.0, and 26.5
meV in Fig. 3(c). Transitions at ∼ 2.9, 22.0, 24.0, and
26.5 meV are due to the excitations from the doublet at
∼ 2.0 meV, while the transition at ∼ 5.0 meV is due to
the excitations from the doublet at ∼ 4.0 meV.
INS probes the CEF transitions though the dipolar in-
teractions between the neutron and electron spins (see
Eqn. (2)). Therefore, the neutron scattering length for
CEF transitions should be proportional to the magnetic
form factor f(Q) of the Er3+ ions that is monotonously
decreasing with Q. Fig. 4(a) plots the Q-dependence of
the INS intensities integrated at around E = 2.0, 4.1,
6.0, and 7.0 meV within an energy width of 1.2 meV.
The integrated intensities decrease monotonously with
Q, and can be fitted by the square of the form factor
f2(Q) plus a constant background, which confirms the
CEF origin of these excitations. In contrast, the high-E
modes observed at T = 5 K shown in Fig. 4(b) exhibit
a Q-quadratic behavior that is typical for phonon exci-
tations. At 50 K, the CEF contributions to the 4.0 meV
→ 25.8 meV transition become more obvious, leading to
a non-monotonous Q-dependence for the 21.9-meV mode
that can be described by the Er3+ form factor plus a Q2
term. Therefore, the high-E modes should have contri-
butions from both the CEF and phonon excitations.
The energies of the CEF levels together with their INS
intensities can be quantitatively analyzed using the CEF
Hamiltonian. As noted by Hutchings in the 1960s49, dif-
ferent normalization schemes exist for the CEF operators,
leading to different conventions in the CEF Hamiltonian
definition. In the Stevens convention, the Hamiltonian is
usually written as H =∑l,mBml Oˆml , where the normal-
ization factors for the CEF operators Oˆml , or the so-called
Stevens factors, are implicitly included in the CEF pa-
rameters Bml . Here the integer l ranges from 0 to 6 for
f -electrons, and the integer m ranges from −l to l. In the
Wybourne convention, the Hamiltonian can be written as
H = ∑l,m LlmCˆlm, with the Stevens factors included in
the CEF operators Cˆlm instead of the CEF parameters
Llm. Here we follow the Wybourne convention and in-
troduce the CEF operators Tˆml = Cˆ
l
−m + (−1)mCˆlm for
m ≥ 0 as implemented in the McPhase program50. For
rare-earth ions with D3d symmetry, the CEF Hamilto-
nian becomes:
H = L02Tˆ 02 +L04Tˆ 04 +L34Tˆ 34 +L06Tˆ 06 +L36Tˆ 36 +L66Tˆ 66 , (1)
where the z direction is along the three-fold rotation axis.
The CEF parameters thus defined are related to the orig-
inal Wybourne CEF parameters by a factor of (−1)m.
Due to the large separation of ∼ 800 meV between the
low-energy manifold 4I15/2 and the higher-energy man-
ifolds for isolated Er3+ ions, we diagonalize the CEF
Hamiltonian in the Hilbert space spanned by the basis
vectors |J = 15/2, Jz〉 within the 4I15/2 manifold. The
INS cross section for the CEF excitations on powder sam-
ple is then expressed as51,52
d2σ
dΩdE
= cf2(Q)
kf
ki
∑
α
∑
i,f
pi|〈f |Jˆα|i〉|2δ(Ei − Ef + E) ,
(2)
where c is a constant, |i〉 and |f〉 are the eigenfunctions
of the CEF Hamiltonian and represent the initial and
final wavefunctions, repectively. Ei (ki) and Ef (kf ) are
the energies (wavevectors) of the incoming and scattered
neutrons, respectively. The occupation probability pi for
the state at Ei is described by the Boltzmann distribution
pi = exp (−Ei/kT )/
∑
i exp (−Ei/kT ). Jˆα with α = x,
y, and z are the angular momentum operators. δ(Ei −
Ef + E) is the delta function.
By combining the SAFiCF code53 with the particle
swarm optimization algorithm, we can fit the INS spec-
tra by varying the CEF parameters. Calculations were
also checked using the McPhase program50. Fig. 5 plots
the energy dependence of the INS intensities integrated
within a momentum transfer of 1.2 ∼ 2.2 (2.2 ∼ 3.2) A˚−1
TABLE I. Fitted Wybourne CEF parameters (meV) for Er3+
in NaErS2. Errors are conservative estimates based on re-
peated Monte Carlo simulations.
L02 L
0
4 L
3
4 L
0
6 L
3
6 L
6
6
−24.7(1) −76.8(4) −128.0(7) 29.3(1) −0.1(1) 24.6(1)
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FIG. 5. CEF excitations collected at T = 5 K (panels a and
b) and 50 K (panels c and d) with incoming neutron energy of
Ei = 12 meV (panels a and c) and 41 meV (panels b and d).
In panels a and c (b and d), data points represent intensities
integrated within a momentum transfer range of 1.2 ∼ 2.2
(2.2 ∼ 3.2) A˚−1. Solid lines are the corresponding fits using
the CEF Hamiltonian plus a polynomial background term
shown as the dashed lines. Errorbars representing standard
deviations are smaller than the symbol size. The fitted CEF
parameters are shown in Table I.
for the Ei = 12 (41) meV data measured at T = 5 and
50 K, respectively. The calculated spectra are convoluted
by a Gaussian function to account for the instrument res-
olution. The best fit is achieved with the set of CEF pa-
rameters shown in Table I. The tail-like broadening of the
CEF excitations on the lower-E side in Fig. 5(a) might be
related to the disorder at the Na sites as observed in our
XRD refinement. The slight mismatch for the Ei = 41
meV data shown in Fig. 5(b) and (d) might be due to
the CEF-phonon hybridization as revealed from their Q-
dependence together with imperfect descriptions of the
background using only the polynomial terms.
The obtained CEF ground state wavefunctions for the
Er3+ ions are |±〉 = ±0.123| ± 11/2〉 + 0.396| ± 5/2〉 ±
0.596| ∓ 1/2〉 − 0.516| ∓ 7/2〉 ± 0.453| ∓ 13/2〉. The
anisotropic g factors are g⊥ = 7.8 in the xy plane and
g‖ = 4.7 along the z direction, which sharply contrasts
the Ising anisotopy observed in CdEr2X4 (X = S, Se)
42.
Such a difference originates from the different compo-
nents of the CEF ground states: in CdEr2X4 (X = S,
Se), the ground states are dominated by the | ± 15/2〉
components, while in NaErS2, the largest components
are | ± 1/2〉. In the latter case, substantial quantum
tunnelling can be expected, which will facilitate the de-
velopment of the QSL state.
IV. DISCUSSIONS
The existence of the large |Jz = ±1/2〉 components
in the Er3+ ground state wavefunctions can be under-
stood through the point charge calculations. Assuming
point charges of −2e on the surrounding sulfur anion
sites, the calculated CEF ground state doublet will be
dominated by the |± 15/2〉 components with g⊥ = 0 and
g‖ = 17.8. However, once the additional +3e charges
on the neighboring Er sites within the ab plane are
considered, the ground state wavefunctions will become
|±〉 = 0.004| ± 13/2〉 ± 0.136| ± 7/2〉 + 0.981| ± 1/2〉 ∓
0.136|∓5/2〉+0.002|∓11/2〉 with g⊥ = 9.6 and g‖ = 1.2,
which is qualitatively similar to the results obtained from
the INS spectra. Therefore, the electric charges beyond
the ErS6 octahedra play an important role in determin-
ing the Er3+ ground state properties as for the Yb3+ ions
in YbMgGaO4
54.
The CEF parameters determined for Er3+ in NaErS2
can be scaled to other rare earth ions, thus providing ba-
sic knowledge on the CEF ground state in the sulfide de-
lafossites. For this purpose, we first calculated the Hutch-
ings CEF parameters for the Er3+ ions49. The Hutchings
CEF parameters depend only on the CEF environment
and can be conveniently applied for systems with sim-
ilar crystal structures41,42. Assuming the same Hutch-
ings CEF parameters, Table II lists the corresponding
Wybourne CEF parameters for different rare earth ions.
Ce3+ and Pr3+ are omitted because the corresponding
NaLnS2 compounds do not crystallize in the R3m space
group31. For the Kramers ions, the CEF ground state
doublet can be calculated as follows:
Nd3+ (J = 9/2) |±〉 = 0.346| ± 7/2〉 ± 0.122| ± 1/2〉
+ 0.930| ∓ 5/2〉,
Sm3+ (J = 5/2) |±〉 = 0.806| ± 5/2〉 ± 0.592| ∓ 1/2〉,
Dy3+ (J = 15/2) |±〉 = 0.318| ± 13/2〉 ∓ 0.504| ± 7/2〉
+ 0.325| ± 1/2〉 ± 0.536| ∓ 5/2〉
+ 0.501| ∓ 11/2〉,
Yb3+ (J = 7/2) |±〉 = 0.484| ± 7/2〉 ∓ 0.525| ± 1/2〉
− 0.700| ∓ 5/2〉. (3)
Sizable Jz = ±1/2 components in the ground state
TABLE II. The Wybourne CEF parameters (meV) for differ-
ent rare earth ions.
L02 L
0
4 L
3
4 L
0
6 L
3
6 L
6
6
Nd3+ −38.7 −176.0 −293.2 91.4 −0.4 76.9
Sm3+ −33.8 −136.7 −227.7 − − −
Tb3+ −28.5 −99.8 −166.3 41.7 −0.2 35.0
Dy3+ −27.1 −91.0 −151.6 36.8 −0.1 30.9
Ho3+ −25.8 −83.4 −138.9 32.7 −0.1 27.5
Tm3+ −23.6 −71.0 −118.2 26.4 −0.1 22.2
Yb3+ −22.6 −65.9 −109.7 23.9 −0.1 20.1
6doublet are predicted for all the Kramers ions, which
supports the delafossites as candidate compounds for
QSL states. Especially, in the case of Yb3+, the scaled
CEF parameters predict three excitations from the CEF
ground state at 21.4, 30.0, and 55.8 meV with a cross sec-
tion of 5.0, 4.0, and 0.1 barn, respectively. This calcula-
tion result is close to the experimental observation of two
CEF transitions at 23 and 39 meV35. Although the exact
crystallographic structure and consequently the Hutch-
ings CEF parameters depend on the rare earth ions, we
expect the scaled CEF ground state wavefunction to be
qualitatively correct41,42, which supports the ternary su-
fide delafossites as candidate compounds to realize the
QSL state.
V. CONCLUSIONS
INS experiments have been performed on the QSL can-
didate NaErS2 to study the Er
3+ CEF transitions. The
measured INS spectra can be fitted with the CEF Hamil-
tonian, which reveals the existence of large Jz = ±1/2
components in the ground state doublet that allows quan-
tum fluctuations. Applying the fitted CEF parameters to
other rare earth ions reveals that the Jz = ±1/2 compo-
nents also exist in the CEF ground states, supporting the
rare-earth-based sulfide delafossites as candidate hosts
for the QSL state.
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