The authors establish the asymptotic normality and determine the limiting variance of the posterior density for a multivariate parameter, given the value of a consistent and asymptotically Gaussian statistic satisfying a uniform local central limit theorem. Their proof is given in the continuous case but generalizes to lattice-valued random variables. It hinges on a uniform Edgeworth expansion used to control the behaviour of the conditioning statistic. They provide examples and show how their result can help in identifying reference priors.
INTRODUCTION
Suppose a Bayesian wants to estimate a parameter but has only partial information in the form of a summary statistic. This may arise from modelling considerations or because the full data set is unwieldy. Such settings are not unusual, and our main result here establishes an asymptotic normality result for them. We show that the posterior distribution given a summary statistic such as a mean is asymptotically normal.
One setting where one wants to make inferences from a summary statistic arises from modelling in item response theory, the statistical theory of standardized tests. One wants to estimate a construct such as "mathematics achievement" from a test score which is usually a weighted mean, rather than from the full data set. If the test score is a sufficient statistic, then one would use it. However, in some commonly occurring models such as the three-parameter logistic model, there is no sufficient statistic. To see this, observe that the three-parameter logistic model for the ith dichotomous test item is
in which the subject dependent univariate parameter θ encapsulates the notion of achievement and the item dependent parameters are ai for the discrimination of the ith item, bi for its difficulty, and ci for the fraction of times an examinee guesses. When c i = 0, this family is of exponential form; however when c i = 0, there is no sufficient statistic. Nevertheless, practitioners regard the test score as the physically relevant quantity from which to make inferences.
Another setting in which partial information arises naturally is when the data set is unwieldy. Consider longitudinal data. Suppose there are several measurements on each experimental unit and we take the maximum of them; this is done in pulmonary function tests and blood pressure, for instance. It may be reasonable to treat the maximum for each subject as arising from independent extreme value distributions, even though the underlying distribution is not known. If it is reasonable to take the average of these maxima as an estimator for the population maximum, then one may want to condition on the mean of the maxima. Reducing to the mean rather than using the full data set may give results that are more robust, an issue with highly variable data. Indeed, Reiss (1989, Chapter 4) and Hall (1992, Chapter 2) provide the expansions to generalize our main results here to include percentiles, such as the median, which have more robustness properties. That is, one can extend our results below to permit Bayesian inference on a parameter given the median.
Whatever its origin, consider a statistic T n = T (n, X n ) = (T 1 (n, X n ), . . . , T k (n, X n )), in which data X n = (X1, . . . , Xn) is assumed to follow a distribution P θ,n . The distributions and their densities are indexed by a parameter θ ∈ IR d in which θ = (θ 1 , . . . , θ d ). When θ is regarded as a random variable Θ, it has a prior density w(θ) with respect to Lebesgue measure. We assume the statistic T n has a density f (Tn|θ) with respect to some dominating measure-either Lebesgue or counting measure. We assume that T n is consistent for a function η(θ) and is asymptotically normal.
We are interested in the behaviour of the posterior density for Θ given Tn as n increases. Thus we examine w(θ|T n ) = w(θ)f (T n |θ)/m(T n ), in which m(T n ) is the integral of the numerator, i.e., m(T n ) is the mixture of the densities for T n with respect to w. Here, we have one main result: for continuous data from a smooth parametric family equipped with a continuous prior, the posterior density for the parameter θ, w(θ|T n ) is asymptotically normal, and we identify the form of the variance giving the limiting behavior.
In the special case that Tn is sufficient, there is nothing to prove because w(θ|Tn) = w(θ|X n ), the posterior density for θ given all the data. This last quantity is what is usually studied in asymptotic normality results for the posterior; see for instance Bickel & Yahav (1969) and Walker (1969) . A partial list of other contributors to this area includes Le Cam (1958) , Hartigan (1983) , Fraser & McDunnough (1984) and more recently Sweeting (1992) , Ghosal, Ghosh & Samanta (1995) and Clarke (1999) , amongst many others.
When T n is not sufficient, there are relatively few results on the asymptotic normality of the posterior. Le Cam (1953) proves posterior normality given the maximum likelihood estimator which is asymptotically sufficient, and Doksum & Lo (1990) study equivariant estimators in location families. In the special case that T n is a mean of lattice-valued random variables, Clarke & Ghosh (1995) establish asymptotic normality of the posterior for use in educational testing problems from Junker (1993) .
Our approach can also be regarded as a variant on that taken by Severini (1993) , who chose interval estimates by ensuring that their (frequentist) coverage probability would match their posterior probability to order O(1/n 3/2 ) and O P (1/n 3/2 ), respectively. The coverage probability is introduced as a way to choose which 100(1 − α)% credible set to announce. Alternative criteria such as using a highest posterior density region or requiring the tails outside the interval to have the same probability are also possible. Severini (1991) permits the other direction: it uses the likelihood ratio statistic to generate credibility sets.
One of the implications of the main result parallels Strasser (1981) . Strasser showed that any set of conditions that gives consistency of the MLE also gives concentration of the posterior. Here, we convert the usual asymptotic normality of a statistic in a frequentist sense into asymptotic normality of the posterior given the statistic. In effect, we give hypotheses under which any set of conditions giving frequentist normality also gives posterior normality.
A second implication is for reference priors. Bernardo (1979) defined reference priors to be those that achieved the maximal Shannon mutual information between a parameter Θ and a sample X n . He, and others, verified that reference priors have many desirable properties. Our main result here, Theorem 1, partially formalizes a heuristic argument that permits identification of novel reference priors. We give this argument in Section 4.
Unlike many posterior normality results, our technique is not based on Laplace's method. A proof using Laplace's method may be possible, but would be longer, and probably no more general than the result here. Nevertheless, one could extract a distribution for a statistic Tn, define and use the Fisher information for T n and an MLE based on T n , and then attempt to use Laplace's method on w(θ|T n ) using the asymptotic normality of T n . It is unclear whether the hypotheses would be as easy to verify as the ones we give in Proposition 1.
The key hypothesis of the main result is that the density of the statistic on which the parameter is conditioned satisfies a uniform local limit theorem. That is, the density fT n (t|θ) can be approximated in the limit, in supremum norm, by a sum of normal densities weighted by polynomials with factors decreasing in powers of 1/ √ n. After using this as a hypothesis in our main result stated in Section 2, we give hypotheses to ensure that the uniform local limit theorem is satisfied for some choices of T n . In Section 3, we use the full strength of the local limit theorem and state a posterior normality result given Tn in an L 1 sense. In Section 4, we give computations to suggest a suitable size of n for our approximation to hold as well as giving several theoretical examples and using our result to identify reference priors in some new cases. All significant proofs are relegated to Section 5. Some highly technical material is relegated to an Appendix.
ASYMPTOTIC NORMALITY GIVEN A STATISTIC
We assume T n converges almost surely (a.s.), or in P θ probability, to a function of θ that we write as η(θ), and that it is asymptotically normal with a rate √ n. That is, we assume Tn satisfies
in which Ω(θ) is the k × k asymptotic variance matrix.
In this paper, we will assume that T n and θ have the same dimension k = d. When d > k, there are too few statistics for a method of moments approach to give unique solutions for parameter values. Consequently, the posterior will generally not concentrate on a point but on a d − k dimensional manifold; we do not consider this case further here. On the other hand when d < k, the map η has a range concentrated on a d-dimensional manifold in IR k and the techniques below, built on the density of Tn, do not easily generalize to this situation.
For Theorem 1 below, in which the mode of convergence is P θ 0 -probability, it is sufficient that η be locally invertible at a fixed value θ 0 taken to be true. However, Theorem 2 gives the result in L 1 convergence, a stronger mode and we will need to assume that η is globally invertible.
Let ∆ denote the closure of the support of w. We require that Ω be continuous and that the smallest and largest eigenvalues be bounded away from 0 and infinity on ∆. That is, we assume
where λmin and λmax denote largest and smallest eigenvalues. If ∆ is compact then for continuous Ω it is enough that Ω have determinant bounded away from zero and infinity on ∆. That is,
where |A| means the absolute value of the determinant of the matrix A. We also assume that the derivative (Dη)(θ), with entries ∂η i (θ)/∂θ j exists, is continuously differentiable and satisfies an inequality corresponding to (2):
which is again implied, for compact ∆ by
The main result.
Our proof relies on Edgeworth expansions to control error terms. We state our condition in terms of a standardized version of T n . If Ω is a continuous function of θ, then there is a function A(θ) which depends continuously on θ and such that
(For instance let A(θ) be the unique lower triangular matrix with non-negative diagonal elements such that
Our result uses an Edgeworth expansion for the density f Vn (v|θ). The Edgeworth condition we impose on Vn is the following.
Condition E:
There is a bounded, non-negative, monotone non-increasing, real-valued function c defined on [0, ∞) with the property that
where the o(1) does not depend on v or θ, and
Comment 1. The integrability condition for c can be simplified by doing the integral in spherical coordinates. Since the Jacobian for transformation to spherical coordinates is r d−1 , the condition is equivalent to
After stating the main result of this section, we will give sufficient conditions for Condition E to be satisfied when T n is a function of a mean. When T n is a percentile, work by Reiss (1989, Chapter 4) suggests that Condition E continues to hold. Now write
and define the formal square root of
Our main result is the following. Its proof is deferred to Section 5. Theorem 1. Suppose that T n has an absolutely continuous distribution and satisfies (1) for θ almost everywhere with respect to w, and that Condition E is satisfied. Assume that η is invertible and has a derivative satisfying (4) and that Ω is continuous and satisfies (2). Let w be positive at θ 0 ∈ Int(∆), and be continuous and bounded on the parameter space. Then, the conditional law of Θ given Tn converges in distribution to a Gaussian distribution with mean θ n = η −1 (T n ) and covariance matrix n −1 Σ(θ n ).
That is, for any bounded and continuous function
where If, in addition, Tn → η(θ0) almost surely then (6) holds almost surely as well.
Comment 2. We could obtain posterior normality in terms of the parameter η = η(θ) and then transform to get a posterior for θ by a smooth one-to-one function. What we do here is equivalent.
Comment 3. Note that convergence of the posterior probabilities holds in the same mode as the convergence of Tn to η(θ0).
Condition E for a sample mean.
Throughout the next two sections, we have the following framework:
and the variance covariance of X i is var θ (X i ) = Γ(θ). We begin by giving conditions under which Condition E holds when Tn is an average of i.i.d. random variables, i.e., Tn = n i=1 Xi/n. In the next subsection, we examine methods to generalize this case. 
where q n (x) is the density of
√ n and φ 0,Γ is the density of a normal with mean zero and variance matrix Γ(θ). Thus, the BR conditions imply Condition E when Tn =X and ∆ is any singleton set. The function c in Condition E corresponds to 1/(1 + x s ) in (7), which has the required integrability for s ≥ max(3, d + 1).
Here, we want Condition E to hold uniformly for θ in ∆ (with an integrable error term c) when ∆ is a region in
where now {Γ(θ)} −1/2 is the lower triangular matrix with positive diagonal elements with the property
Letĥ(t|θ) be the characteristic function of X i , assumed to be continuous in both arguments. We have the following variant of Theorem 19.2, p. 192, in BR. It is similar to Proposition 2.1 in Clarke & Ghosh (1995) . Its proof is deferred to Section 5.
Proposition 1. Let Xi be a sequence of i.i.d. random vectors with values in IR m having mean zero and positive definite covariance matrix Γ = Γ(θ). Let K be a compact set in ∆ and assume thatĥ(t|θ) is in
L p (IR m ) for some p ≥ 1 when θ ∈ K, where p does not depend on θ. Suppose also that X 1 s is integrable for θ ∈ K with E θ X1 s continuous on K for some s ≥ max(3, m +
1). Then for all n sufficiently large there exists, for each θ, a bounded, continuous density f Sn for the distribution of S n . This density is continuous in θ and
where the P j (v) are "exponential polynomials" defined below.
Comment 4. The appropriate form for P j (v) is from BR. For a single fixed θ, Proposition 1 follows from BR, Section 19. To get Proposition 1 more generally, one must look at the form of the Pj as a function of θ. From BR, Section 7, we have that
where, the second summation is over all i-tuples of integers
and for non-negative integer vector rs = (rs1, . . . , r sk ), rs! = rs1! · · · r sk !, |rs| = rs1 + · · · + r sk , and for vectors r 1 , . . . , r i of dimension k each, r 1 + · · · + r i means componentwise summations, while
For a vector r, χr indicates the rth cumulants, see BR, and φ k (x) is the density of the standard N(0, I k ) random variable. The cumulants involved are continuous functions of θ by the continuity ofĥ and
We comment that our technique of proof extends to the case that T n is lattice-valued rather than continuous, subject to relatively minor adjustments. This is so because it is the continuity of the parameter θ rather than that of the data which is necessary, so the support of the limiting distribution will be ddimensional real space. Indeed, it is clear from Theorem 19.2 in BR that all of the results in this section can be generalized to the case of independent but not identically distributed random variables, discrete and continuous. The INID non-lattice, or continuous, case is similar in terms of the quantities introduced but the expansions are generalizations of what we have done here. We have not done this, partially for ease of exposition, and partially for length considerations. We comment that our theorem may prove more useful in settings in which the random variables are not identically distributed, because Markov Chain Monte Carlo (MCMC) computations are essentially only done in the i.i.d. setting and the definition of sufficiency is mostly tailored to the i.i.d. case. Clarke & Ghosh (1995) shows how the INID case can be handled in the lattice case.
It is unclear how to generalize the results to settings with dependent random variables because conditions for the validity of the expansions become difficult to interpret and verify. On the other hand, results due to Reiss (1989) and Hall (1992) give local limit theorems for sample percentiles that can be used to establish Condition E when Tn is a central order statistic; see also Johnson (1970) . Thus, the posterior given a percentile will also be asymptotically normal but we have not identified the scale.
Recall that when Tn is sufficient, we have w(θ|Tn) = w(θ|X1, . . . , Xn), which is well known to be asymptotically normal with limiting distribution of the form N {θ 0 , I
−1 (θ 0 )/n}, where I(θ) is the Fisher information matrix and θ 0 is the true value of the parameter. That is, we get the usual √ n rate of concentration. Our results show that if the MLEθ is a function g of the mean of h(Xi), then w(θ|θ) is asymptotically normal with rate 1/ √ n, located at ξ{g −1 (θ)}, where ξ(θ) = E θ h(X 1 ), and asymptotic variance given by the Fisher information, since the MLE is efficient. That is, when Tn is sufficient or is an MLE that satisfies Proposition 1, we get the best possible asymptotic variance. Conditioning on a statistic that is not sufficient or is not optimal while satisfying Condition E leads to posteriors which will typically have the same rate, √ n, but an asymptotic variance larger than the inverse Fisher information. That is, using partial information may sacrifice the constant multiple of the rate of convergence but does not generally alter the rate itself. A ratio of the asymptotic variance of w(θ|Tn) to the inverse Fisher information measures the loss of efficiency from using T n .
Condition E more generally.
In this section, we supply a set of tools which may be useful in verifying Condition E more generally. Here, the map g takes IR m to IR d and has derivative matrix Dg. We let η(θ) = g{ζ(θ)} and assume that η has derivative matrix Dη. We put Ω = Dg{ζ 
Tool 2. If now m = d and
where g is a smooth injection of IR d into IR d , then conditioning on Tn is equivalent to conditioning on (X 1 + · · · + X n )/n. Thus Theorem 1 applies immediately provided the conditions of Proposition 1 are satisfied. We do not, however, have a rigorous version of Condition E for Vn when g is not the identity, even in this case where g is a smooth injection. Note, however, that if g : IR m → IR m has nonsingular derivative Dg, then (8) gives
by the delta method. Thus we expect that in regular cases, Condition E will hold in this situation. For further discussion, see Tool 4 below.
Tool 3. We now state a result which shows how Condition E may sometimes be checked by marginalization. Suppose T n is m dimensional and write
where T 1,n is of dimension k < m, and T 2,n is of dimension m − k. Suppose that
Notice that V 1,n is a function of T 1,n because we have chosen A to be lower triangular. This gives the following.
Proposition 2. If Condition E is satisfied by Vn as defined above with a certain function c, then Condition
E is satisfied by V 1,n with c replaced by
where the term o(1) is uniform in θ and v.
, integrating over v 2 on both sides of the last expression gives
uniformly for θ ∈ K. (Note that c( v2 )dv2 can be done in spherical coordinates to see that it is a multiple of c 1 ( v 1 ); this uses the fact that v
.) It is easy to check that c 1 satisfies the restrictions imposed in Condition E. Note that Pj(v) is an exponential polynomial as defined in Comment 4 but thẽ P j (v 1 ) are not the corresponding exponential polynomials for dimension k, i.e., one cannot marginalize the exponential polynomials from a high dimension to get the exponential polynomials from a lower dimension. Nevertheless, the integrals of the exponential polynomials in v have the same qualitative properties as the appropriate exponential polynomials in v 1 would have. 
(iii) There is an > 0 such that for all x and y:
The result is proved in the Section 5. It should be noted that the conditions are stronger than we would like. Ideally the domain and range of g would be subsets of IR m and condition (10) would not need to apply to all x and y. This sort of extension is needed in the examples of Section 4, but we do not yet have suitable conditions to get the results we need.
Tool 5. We would like to combine Tools 3 and 4 to deal with the situation where g maps IR m to IR d with d < m. In this case, we would hope to find g c mapping IR m to IR m−d so that Tool 4 would apply to establish condition E for (g( X i /n), g c ( X i /n)). A potential approach to constructing g c is described in the Appendix.
ASYMPTOTIC NORMALITY IN L 1
The point of this section is to assert that the main results of the last section extend to the L 1 mode of convergence. The L 1 mode is stronger than convergence in probability and incompatible with almost sure convergence.
Let φ θn,Σ(θn)/n (θ) be the normal density function with mean θ n = η −1 (T n ) and variance matrix Σ(θn)/n. In view of Theorem 1, Proposition 1 suggests the following result, whose proof is deferred to Section 5.
Theorem 2. Assume the hypotheses of Theorem 1, those of Proposition 1 and that w has bounded support on which it it is bounded away from zero. Then, we have
Note that local conditions on w(θ) are enough for Theorem 1. Here, for L 1 , we seem to need stronger hypotheses because the influence of the tail properties of the prior, or of the boundary points of its support, would be otherwise difficult to control. Nevertheless, we conjecture that a suitable truncation argument would give a more general result.
EXAMPLES
In this section, we develop three practical aspects of our main result. First, we computationally examine the behaviour of our normal approximation as n increases, suggesting that in some cases it might be valid for sample sizes as small as 20. Then we give several closed form examples to see that the hypotheses are satisfied in some typical cases. Finally, we note that the asymptotic normality permits derivation of an estimator dependent reference prior-which was the original motivation for our result.
Computational example.
Here we present a computational example to suggest a reasonable size of n for our approximation to be valid. We argue that this has a better chance to generalize than a data driven example which would necessarily be closely tied to a specific setting. Moreover, as is seen in the next subsection, using our theorem is straightforward: One is merely justifying the replacement of an unknown density with a normal density.
One of the strengths of our result is that it applies even when standard techniques in the Markov Chain Monte Carlo family cannot be used. In general, MCMC-based techniques permit evaluation of a posterior from a joint density for a parameter and statistic that is not normalized, rather than a joint density that cannot be written down in closed form. This means that our theorem can be used with statistics that do not admit tractable expressions for their conditional density given the parameter. For this reason, any computational example has to be carefully chosen.
For ease of computation, suppose we have X 1 , . . . , X n i.i.d. N (µ, σ 2 ). Let T n = X/S n , where X is the sample mean and S 2 n is the sample variance. Note √ n T n has a noncentral t n−1 (θ) distribution, where θ is the mean-to-standard-deviation ratio given by θ = µ/σ.
We first observe that the key hypothesis of our theorem, the convergence in distribution of
and θ = g(ζ). Since the partial derivative is
where
We assume the characteristic function of Xi is integrable (see the comment after Example 1). Since Dg is continuous and bounded componentwise on a compact neighbourhood of the "true" parameter θ 0 (or on a compact neighbourhood of the its empirical version), so although we have not been able to implement the outline of Subsection 2.3 to provide complete rigor, we anticipate that Condition E is satisfied for the density f V n (v|θ) of V n , so the assumptions of Theorem 1 are satisfied. Thus we are led to conclude that w(θ|T n ) should be asymptotically N Tn, (1/n){1 + (Tn) 2 /2} . To exemplify this result, we use Markov Chain Monte Carlo to sample the posterior distribution w(θ|T n ) to observe its convergence to its theoretical limit. We take the prior w(θ) to be N (.5, 1) and set θ0 = 0.5, with (µ 0 , σ 2 0 ) = (0.5, 1) and generate samples of T n for n = 10, 20, 30 and 50. We take the transition density to be the prior density, and fn(t|θ) be the density of Tn. At each MCMC iteration k, we draw a candidate sample θ * from the transition density w(θ * |θ (k−1) ) = w(θ * ), and compute the Metropolis-Hastings ratio
With probability min(r, 1), we accept θ
However, when the noncentrality parameter θ is zero, it reduces to the t n−1 distribution, in which case we know how close to normal our quantities are. However, as the noncentrality parameter increases, we anticipate needing ever larger n for the approximation of T n by a normal to be valid. It is difficult to compute fn(t|θ) because of the infinite summation and because the values of exp(nθ 2 /2) and Γ{(n + i)/2} get large fast. Taking finitely many terms in the first and using Stirling's approximation in the second does not appear to solve the problem. Indeed, it is unclear how to choose which terms to include and to evaluate how good the approximation is. Instead, we use the asymptotic distribution of Tn as an approximation, i.e., we use T n ∼ N {θ, v 2 (θ)/n} approximately. Thus the Metropolis-Hasting ratio is approximated by
Four plots from our simulations appear in Figure 1 . To generate them, we drew 15,000 MCMC samples and used only the last 5,000 to estimate the posterior density. Over this computed density we have plotted the normal approximation given by our theorem. It is seen that when the true value of θ is 0.5, the values of Tn cluster around 0.5, because it is consistent and asymptotically normal. The approximating normal from our theorem is located at T n and the computed posterior also appears to have its mode near 1/2. Moreover, the spread of the limiting normal appears to be close to the spread of the computed posterior. It is seen in this case that when n = 50, the approximation is quite good in the sense that the locations and scales of the two densities are nearly indistinguishable. For n near 30, the heights of the modes match but the locations and scales are distinguishable despite being close. Even for n as low as 20, the approximation is pretty good-although for n around 10 it is probably not adequate.
As a generality, we conjecture that our approximation will be reasonably good in well-behaved cases by the time n is around 30. By well-behaved, we mean a statistic with a unimodal conditional density, a unimodal prior that is not far wrong, and an asymptotic variance that is not too large.
Closed form examples.
Here we argue that the range of standard examples covered by our results is large. Indeed, given a prior and model, our result automates the generation of asymptotically valid credible sets given a wide range of summary statistics for use in initial data analysis. For instance, suppose Tn is the MLEθ for θ and that η(θ) = θ and Σ(θ) = I −1 (θ), the inverse of the Fisher information matrix of X 1 , when it exists. Then, whenθ is a function of the form defined in Proposition 1, we have that w(θ|θ) is asymptotically N {θ, (nI) −1 (θ)}. Also, when Tn = η(θ), the MLE for η(θ), we get that w{θ|η(θ)} is asymptotically
where Ω = Ω(θ) is the asymptotic variance of Tn. Note, this differs from the usual posterior normality result informally stated as w(θ|X n ) is asymptotically N [θ, 1/{nI(θ0)}], whereθ is the MLE for a univariate θ based on X n ; see, for instance Walker (1969) . The difference is that dim(T n ) = d whereas dim(X n ) = n. Setting T n = X n gives an increasing dimension, violating our use of local limit theorems. In essence we are asking i) in what sense must a finite-dimensional statistic be informative? And, ii) How informative must it be so as to permit meaningful posterior inference? Apart from regularity conditions such as the invertibility of η and the positive definiteness of Fisher information matrices, our answer comes down to asymptotic normality of the statistic and Condition E, for i) and ii) respectively. That is, if a statistic is asymptotically normal and this leads to a suitable property of densities (Condition E) then posterior inference given the statistic is feasible. Note that in principle, asymptotic normality of T and Condition E can be verified in many settings.
Next, we give four standard statistics which our result covers.
Example 1 (Sample mean). Let Tn = X, set η(θ) = E θ X1 and σ 2 = var θ (X1), which we assume to be a bounded function of θ. Now, T n a.s.
→ η(θ), and
so that g is continuously differentiable. If we choose the parameter space to be a compact set K and require X 1 to have finite third absolute moment, then Y 1 3 = |x| 3 is integrable uniformly on K. Now, when the characteristic functionĥ(t|θ) of X1 is continuous in (t, θ) and is pth power integrable, Proposition 1 gives that Condition E is satisfied. Lastly, we see that T n satisfies (1) for all θ ∈ K; η(θ) = θ is invertible and differentiable and satisfies (5); and Ω(θ) = σ 2 (θ) satisfies (3). Provided we choose a bounded and continuous prior w for θ, all the conditions in Theorem 1 are satisfied. Consequently, we have that
, as was shown in Clarke & Ghosh (1995) for the regular lattice case. Note that Theorem 2 also applies for any prior strictly positive with compact support, in this and the following examples.
We comment that many commonly occurring parametric families have integrable characteristic functions. These include the normal and Gamma (for a wide variety of parameters) as well as the double exponential, the Cauchy, the triangular distribution, and the cosine distribution (1 − cos x)/x 2 . Consequently, in the following examples, we can make similar appropriate assumptions as in Example 1, so that all the conditions of Condition E and of Theorem 1 will be satisfied. We have omitted these details below to avoid redundancy.
Example 2 (Percentiles). Let T n = Q α , the 100αth sample percentile, where and 0 < α < 1. It is well known that Tn a.s.
→ η(θ), and that
where η(θ) = qα(θ) is the αth percentile of the distribution, and f (·|θ) is the density function of X1. Since Condition E is satisfied in this case (Reiss 1989) our results give that w(θ|T n ) is asymptotically
the same as was shown in Yuan & Clarke (1993) in L 1 . See Reiss (1989, Theorem 4.7 .1) and Hall (1992, Theorem 2.5) for the local limit theorems and asymptotic expansions that can be used to justify the extension of the main results here to the case of conditioning on sample percentiles or more general statistics. → ζ and
For g(y) = (y1, y1/ y2 − y → η(θ), and
where Ω(θ) = Dg{ζ(θ)}Σ(θ)Dg{ζ(θ)} . Since Dg −1 (·)Dg(·) = I 2 , we anticipate that rigorous implementation of the reasoning in subsection 2.3 will show w(θ|Tn) is asymptotically
Example 4 (Covariance). Let
,2 )), and set η(θ) = corr θ (X 1,1 , X 1,2 ). The law of large numbers gives
→ ζ(θ), and the central limit theorem gives , it is easy to check that η(θ) = g{ζ(θ)}. Setting T n = g(Y n ) we have that T n a.s.
→ η(θ), and
see Serfling (1980, p. 122) . So, as in the earlier cases, we anticipate that rigorous implementation of the reasoning in Subsection 2.3 will show w(θ|T n ) is asymptotically N η
An estimator dependent reference prior.
Finally, our result permits a heuristic derivation of a new class of reference priors. We, have that, asymptot-
If we use this and (9), then we get an asymptotic expression for the mutual information I(Θ, Tn). In fact,
The first term is minus the entropy, −H(T n ), of T n . One can verify that typically
The second term is asymptotically log w(θ)|D −1 η(θ)|, when θ is true. Thus the asymptotic approximation
where the entropy H of Θ is H(Θ) = − log w(θ)dθ. Now, a calculus of variations argument to maximize I(Θ, T n ) over the marginal density, w(·), for Θ gives Clarke & Yuan (2004) develops this approach for use in prior selection and information theory.
PROOFS OF MAJOR RESULTS

Proof of Theorem 1.
We do only the case of almost sure convergence. The case of convergence in probability is entirely analogous. Denote by f Tn (·|θ) and f Vn (·|θ) the conditional densities of T n and V n given Θ = θ. To prove the result, it suffices to show that for any bounded, continuous function h from IR d to IR, we have
where Z has a multivariate central Gaussian distribution with covariance matrix I d , and
Expression (12) is enough to establish Theorem 1 because it implies Rn(h)/Rn(1) converges P θ 0 a.s. to E{h(Z)}. This is exactly what we need to show, because the conditional density w(θ|T n ) of Θ, given Tn, is w(θ|Tn) = fT n (Tn|θ)w(θ)/Rn(1).
Setting v = v(t) = √ nA(θ){t − η(θ)}, it is easy to verify that
Make the change of variables θ −→ β = √ n{T n − η(θ)}, and
Then R n (h) can be written in the form
Consider any sample sequence for which Tn → η(θ0). Then J2,n → 1/|Σ(θ0)| 1/2 and J3,n → w(θ0); moreover both J 2,n and J 3,n are bounded. The sequence J 1,n (β) converges pointwise to h{A(θ 0 )β} and is bounded since h is bounded. Finally, Condition E implies that J4,n(β) → φ d {A(θ0)β} and that
Condition (2) and the monotonicity of c guarantee that the right-hand side of this inequality is no more than o(1)c( v ), where
These observations are enough to permit the application of Lebesgue's Dominated Convergence Theorem to get (12). We comment that the integrations in this proof are over the parameter space for θ, not over the sample space.
Proof of Proposition 1.
This result follows from examining the proof of Theorem 19.2 in BR and noting the modifications carefully. Essentially, one must retain extra terms in the expansion of the characteristic function in Theorems 9.12 and 9.9 of BR. We describe the details below.
The integrability of the characteristic function,ĥ, is equivalent to the existence of an almost everywhere bounded density, for each θ, forȲ ; see BR Theorem 19.1, p. 189. The continuity in θ of the distribution for Y1 carries over to the continuity of the density forȲ in θ, when the sample size is large enough, under the conditions stated. The proof in BR, extends to cover this case; we have not recorded the details for this here. The modifications are similar in spirit to the modifications we describe next for getting the main statement of the proposition from the work of BR.
When K is not a singleton, we must examine the proof of Theorem 19.2 in BR. It is seen that the proof of Theorem 19.2 in BR relies on Theorem 9.12 in BR. Therefore, the proof of Theorem 19.2 carries over to the present setting if Theorem 9.12 in BR which is pointwise in θ extends to compact sets K. Theorem 9.12 uses the hypotheses of Theorem 9.10 and can be proved by extending the technique of proof used in Theorem 9.9 by taking one more term in the Taylor expansion of the characteristic function, CF, (see p. 83, BR). The key assumptions in Theorem 9.9 involve making sure that two small open sets of t (the argument of the CFĥ of P θ ) must contain zero and be uniformly well behaved over θ. The first open set is to ensure the Taylor expansion of the CF has uniformly small remainder over a range of θ. The second open set is to ensure that the CF, h(·|θ) is uniformly bounded away from one. See BR, p. 77, Eq. 9.37.
Both of these sets exist by using the continuity of p(·|θ). That is, the first set exists because the continuity of p(·|θ) means that as a function of t its CF can be approximated by its Taylor expansion with uniformly small remainder, locally around any θ for t not too far from zero. Similarly, the continuity of p(·|θ) gives that the t set for the CF to be bounded away from one is good for all θ in a range.
Thus, the statement of Theorem 19.2 follows uniformly for θ ∈ K, when s = 2. (The case s ≥ 2 also follows now if we replace φ0,V with the approximation used in expression 19.17, p. 192 of BR, which is φ 0,V plus the first s − 2 terms of the Edgeworth expansion.)
Proof of Theorem 2.
The left-hand side of (11) is mT n (t) f Tn (t|θ)w(θ) mT n (t) − φ η −1 (t),Σ{η −1 (t)}/n (θ) dθdt = fT n (t|θ)w(θ) − mT n (t)φ η −1 (t),Σ{η −1 (t)}/n (θ) dθdt
Change variables from t to r = √ nΩ(θ) −1/2 {t − η(θ)} in the inside integral and adopt the notation t(r) = n −1/2 Ω(θ) 1/2 r + η(θ) to write (13) as g1,n(r, θ) − g2,n(r, θ) drdθ
where g 1,n and g 2,n are the joint densities Next, add and subtract φ d (r)w(θ) in the absolute value signs in (14) and use the triangle inequality. Finally, by the moment assumption on c(r) in Condition E, Scheffé's theorem, see Serfling (1980, p. 17) , gives that (14) goes to zero, as n → ∞.
Proof of Proposition 3.
Since g is a bijection and Dg is nowhere singular g has a differentiable inverse. Define
so that S n = h n (V n ; θ).
Since D(g −1 )(·) = (Dg) −1 {g −1 (·)} the Jacobian of the transformation is
The density f Vn (v|θ) of V n is then f Vn (v|θ) = J n (v, θ)f Sn {h n (v; θ)|θ}.
We may then write |f Vn ( Now condition (iii) shows that there is an > 0 such that
Combining these two inequalities gives
T1,n(v, θ) ≤ o(1)c( v ). (15)
To bound T 2,n we consider separately the cases v ≤ n 1/4 and v > n 1/4 . Using conditions (i) and (ii) and the fact that g −1 is continuously differentiable, we find 
On the other hand, sup
Combining this with (16) shows the existence of c2 satisfying the conditions in Condition E such that
To deal with T 3,n we again separate the cases v ≤ n 1/4 and v > n 1/4 . Using conditions (i) and (ii), we may check that sup
