Abstract. We consider additive perturbations of the type Kt = K 0 + tW , t ∈ [0, 1], where K 0 and W are self-adjoint operators in a separable Hilbert space H and W is bounded. In addition, we assume that the range of W is a generating (i.e., cyclic) subspace for K 0 . If λ 0 is an eigenvalue of K 0 , then under the additional assumption that W is nonnegative, the Lebesgue measure of the set of all t ∈ [0, 1] for which λ 0 is an eigenvalue of Kt is known to be zero. We recall this result with its proof and show by explicit counterexample that the nonnegativity assumption W 0 cannot be removed.
Introduction
The focus of this paper is a natural conjecture concerning the eigenvalues of a one-parameter family of self-adjoint perturbations K t , t ∈ [0, 1], of the form
where K 0 is a (possibly unbounded) self-adjoint operator in a separable Hilbert space H and W is a bounded self-adjoint operator in H. If λ 0 ∈ σ p (K 0 ) (with σ p (T ) denoting the point spectrum, that is, the set of eigenvalues, of a densely defined closed operator T in H), a natural question is, "For which values of t ∈ [0, 1] is λ 0 also an eigenvalue of K t ?" In the general context, a direct answer to this question is likely out of reach. This is not a problem, however, as many of the applications where this question naturally arises (e.g., in studying the eigenvalues of Andersontype models, see [4] ) do not require one to explicitly determine the set of t. Instead, one only needs the set of such t to be "small" in a certain sense. Without further assumptions on K 0 or W , it is easy to construct explicit examples for which K t , t ∈ [0, 1], share a common eigenvalue. For example, take an infinite dimensional Hilbert space K, choose φ ∈ K\{0} and set K 0 = W = (φ, · ) K φ, with ( · , · ) K denoting the inner product in K. Obviously, 0 ∈ σ p ( K 0 + t W ) for all t ∈ [0, 1]. The problem with this example is of course that the range of W is too small.
To exclude such examples, in the general setting we shall henceforth assume that the range of W is a generating subspace for K 0 , that is, 
under the additional assumption that W is nonnegative, that is, W 0. Here, by some abuse of notation, we abbreviate the Lebesgue measure on R by | · |.
Actually, (1.3) is only a special case of the result obtained in [4, Lemma 4] as, more generally, the authors of [4] show that for any measurable set M of Lebesgue measure zero, the set of all t in [0, 1] for which K t has an eigenvalue in M has Lebesgue measure equal to zero, which is to say
Upon seeing the measure zero result in (1.3), it is natural to inquire about the extent to which the assumption that W 0 is necessary. This leads to the question: Can one remove the assumption W 0 and still retain the conclusion in (1.3)?
A careful examination of the proofs to [4, Lemma 4] and its key ingredient [2, Corollary 4.2] reveals that nonnegativity of W is crucial for both, so dispensing with the assumption W 0 (if possible) would require entirely new ideas. However, as it turns out, the nonnegativity assumption on W is absolutely crucial. We show that without W 0, (1.3) breaks down in dramatic fashion for in this case one can actually construct a counterexample in the finite dimensional Hilbert space H = C 3 (cf. Example 2.6).
Next, we briefly summarize the contents of this paper. In Section 2 we present Conjecture 2.1, the natural conjecture that (1.3) continues to hold with the assumption W 0 removed, and in Lemma 2.2, we consider perturbations of the form H t = H 0 + tV , t ∈ [0, 1], where H 0 and V are self-adjoint and V is compact. By applying the Birman-Schwinger principle, it is shown that there exist at most finitely many t ∈ [0, 1] for which a given point E 0 ∈ R ∩ ρ(H 0 ) belongs to σ p (H t ). (The assumption that E 0 ∈ ρ(H 0 ), the resolvent set of H 0 , which is necessary in order to apply the Birman-Schwinger principle to H 0 +tV , means that this result is fundamentally different from results like (1.3), where λ 0 ∈ σ p (K 0 ) is assumed.) In Lemma 2.3, we recall the result of [4, Lemma 4] tailored to the present context, and we provide its proof for completeness. Following Lemma 2.3, we provide a general discussion which relates the eigenvalue problem
to a linear pencil eigenvalue problem with respect to the t parameter. Example 2.4 provides an example where spectra are computed by looking at the corresponding linear pencil. In our main Example 2.6, we put Conjecture 2.1 to rest, showing by counterexample, that one cannot remove the assumption W 0 from Lemma 2.3 and retain (1.3).
Finally, we briefly summarize some of the notation used in this paper: Let H be a separable complex Hilbert space, (·, ·) H the scalar product in H (linear in the second entry), and I H the identity operator in H. Next, let T be a linear operator mapping (a subspace of) a Banach space into another, with dom(T ), ran(T ), and ker(T ) denoting the domain, range, and kernel (i.e., null space) of T . If T is densely defined, then T * denotes the Hilbert space adjoint of T . The closure of a closable operator S is denoted by S.
The spectrum, point spectrum, continuous spectrum, residual spectrum, and resolvent set of a closed linear operator in H will be denoted by σ(·), σ p (·), σ c (·), σ r (·), and ρ(·), respectively (cf., e.g., [3, p. 451-452] ).
The Banach spaces of bounded and compact linear operators in H are denoted by B(H) and B ∞ (H), respectively.
We denote by E A (·) the family of strongly right-continuous spectral projections of a self-adjoint operator
On an Eigenvalue Perturbation Problem
Denoting by |M | the Lebesgue measure of a measurable subset M of R, and supposing that {e n } n∈I (with I ⊆ N an appropriate index set) represents a complete orthonormal system in H, the principal purpose of this paper is to disprove the following somewhat naturally sounding conjecture:
and assume that ran(W ) is a generating (i.e., cyclic ) subspace for K 0 , that is,
Here is an elementary result in this context:
Proof. Applying the Birman-Schwinger principle (cf., e.g., [5, §III.2]),
Since by hypothesis,
are either finite in number, or else, converge to zero (they may not be real). Either way, there can only be finitely many
However, since we had to assume E 0 ∈ ρ(H 0 ) ∩ R, this basically renders Lemma 2.2 irrelevant in connection with Conjecture 2.1. We continue with a relevant positive result in the special case where 0 W ∈ B(H), that is derived in the proof of [4, Lemma 4] . 5) and assume that ran(W ) is a generating (i.e., cyclic ) subspace for K 0 , that is,
Proof. Fix λ 0 ∈ R. Extending K t from t ∈ [0, 1] to t ∈ R by 
0, t ∈ R, (2.10) implies
where N v ⊆ R is (Lebesgue) measurable with |N v | = 0, v ∈ H. Applying (2.11) to each element of a complete orthonormal system for H, we obtain a (Lebesgue) measurable set N ⊆ R with |N | = 0 for which
Now, (2.12) implies E Kt ({λ 0 })| ran(W ) = 0, t ∈ R\N . Indeed, by (2.12),
Next one notes,
14)
where {e n } n∈I , I ⊆ N an appropriate index set, is any complete orthonormal system in H. By a standard resolvent identity, one obtains t-invariance of the cyclic subspace for K t generated by ran(W ) in the form:
Since the first subspace in (2.15) coincides with H, (2.14) and boundedness of the spectral projections E Kt ({λ 0 }) imply
Since N is a set with zero Lebesgue measure, λ 0 / ∈ σ p (K t ) for a.e. t ∈ R. The result in (2.7) follows immediately.
Next, we continue this line of thought and relate it to spectral theory for linear pencils of operators. Considering the standard decomposition of V
provided by the spectral theorem for V , we now modify this to a more general (highly nonunique) decomposition
In particular, we may assume that either
or, alternatively, V 2 εI H , (2.20) (e.g., by adding an appropriate multiple of the identity to V 1 or V 2 ). In this case, the basic eigenvalue equation
is equivalent to
or, alternatively, to
Thus, the standard self-adjoint eigenvalue problem (2.21) is equivalent to a linear pencil eigenvalue problem (w.r.t. the parameter t ∈ [0, 1]) of the the form While the eigenvalues of a standard self-adjoint eigenvalue problem in a separable Hilbert space are necessarily countable, the next example shows that no such result holds for pencil eigenvalue problems. Moreover, even though A(λ 1 ) as well as B are self-adjoint, the pencil A(λ 1 ) − tB, t ∈ [0, 1], readily leads to additional nonreal eigenvalues (i.e., becomes an inequivalent non-self-adjoint spectral problem) as demonstrated by the following example kindly communicated to us by T. Azizov [1] .
Example 2.4 ([1]
). In the Hilbert space H consider the complete orthonormal basis {e k } k∈N and introduce the shift operator S + S + e k = e k+1 , k ∈ N, (2.26)
(2.27) Then, with D = {z ∈ C | |z| < 1}, the open unit disk in C, one has the following facts (cf., e.g., [3, p. 468-469] ),
Next, introduce in K = H ⊕ H the self-adjoint 2 × 2 block operator matrices
shows that the linear pencil eigenvalue problem
is equivalent to the standard (non-self-adjoint ) eigenvalue problem
Together with (2.28)-(2.31) this yields ) ) by a compact selfadjoint diagonal operator Λ 2 (in the basis {e k } k∈N ) and the operators S + (resp., S * + ) in K 0 by S + Λ 1 (resp., Λ 1 S * + ), settles this issue. Here Λ 1 is again a selfadjoint diagonal operator in H. A suitable choice of the diagonal operators leads to an example where the operator W is compact, but the set of eigenvalues t of the spectral problem (2.33) covers the whole complex plane. Surely, the critical condition that the range of W is a generating subspace for K 0 can be satisfied.
(ii) Another generalization is related to the case where the positive part of the selfadjoint operator W is invertible (on a suitable subspace of H) and its negative part is a compact operator. In that case, as explicit examples show, the point spectrum of the spectral problem (2.33) may cover the whole disc D again. We note that the vanishing of the negative part according to the Lemma 2.3 leads to the fact that the set of eigenvalues has Lebesgue measure 0.
Next, to put Conjecture 2.1 to rest once and for all, we offer the following elementary three-dimensional counterexample: illustrating in dramatic fashion that nonnegativity of W cannot be ommitted in Lemma 2.3.
Remark 2.7. In Example 2.6, both matrices K 0 and W fail to be invertible. Surely in a finite dimensional space H, the invertibility of at least one of K 0 or W immediately leads to the reduction of the spectral problem (2.33) to the standard eigenvalue problem in the spectral parameter t or t −1 and therefore to the finiteness of the set of t values. To avoid a misunderstanding that the nontriviality of ker(W ) plays an important role in infinite-dimensional problems, one can reconstruct the example discussed in part (ii) of Remark 2.5 such that the positive part of W is the identity operator on a suitable subspace and the negative part of W is compact with a trivial kernel. In this situation the set of eigenvalues t of the problem (2.33) will again cover the disc D in the complex plane.
