Introduction
In modern days, millions of dollars change hands everyday in the form of handwritten or machine printed bank checks. Image processing and pattern recognition techniques offer the potential for reducing costs involved in automated processing bank checks. When a check shown in Figure 1 is deposited for credit into one's account via an automated teller machine (ATM), the depositor's bank is interested in two numerical fields: the account number, which is already written in MICR ink and can be handled using automated techniques ; and the amount of the check, which is currently read and keyed in by a human operator. The name of the recipient, the date, the signature, and other fields on the check are normally ignored in routine check processing.
A main reason why the use of Optical Character Recognition (OCR) systems has not become widespread in this country is that checks do not conform to a single standard. Checks come in a variety of sizes, and the courtesy amount is not located in *Work undertaken while the author was a visiting research tE-Mail: agupta@mit.edu k M a i l : pwang@ccs.neu.edu scientist from the University of Hyderabad.
the same place on all checks. Some courtesy amount recognition systems under development, including the one being developed by MIT's OCR group [l, 21, will achieve reasonably accurate results when the input presented is either the image of the courtesy amount only. There are various document image forms that may constitute the input to a Document Understanding System (DUS). The DUS may be designed to utilize certain known constraints on the document format. If the DUS were designed to understand the information a writer is trying to convey in a totally unconstrained document, there would be no restriction on the information that is presented in the document. The system would have to account for many different stylus types and colors, variations in size of print, texture of the surface, location of important data, as well as other variables. For more details of recent development in P R and OCR in document analysis, please refer to [2, 3, 4, 51.
Most forms that are subject to machine analysis fall between these two extremes. Before such documents can be analyzed and understood, several preprocessing steps, namely binarization [6], noise reduction and form line removal stages have to be applied to reduce the amount of redundant information. The overall analysis and recognition system is described in
Extraction of Data
Since the purpose of this paper is to develop a system that recognizes the courtesy amount on checks, 121.
attention will be focused on existing methods that extract just text. Two approaches are now discussed that are available to locate bits of relevant text in an image.
Bottom-Up Processing
In a bottom-up method [7, 61, characters are first located. These characters are then grouped together to form words and lines. Bottom up approaches, however, may be more robust when faced with noise, and document skew . The character location process and the character grouping process are discussed in the following sub-sections.
Character Location: There are two typical methods for locating characters: a stroke method and a connected component method. The Hough transform can be applied to the centroids of all of the characters. Through this method, one can determine which characters in the image are nedrly collinear. Characters which are closer than some threshold distance to each other, and are also neqrly collinear can be assumed to belong to the same string, or line of text.
Top-down Approaches
In a top-down method, the system tries to determine the overall structure of a page, then breaks this down into regions, lines, words, and possibly characters. Top down approaches tend to be less computatioqally intensive, since they deal mainly with image blocks that are larger, but fewer in number.
Two techniques that are useful in this process are smearing and smoothing. Downton and Leedham [SI have developed a system to locate the address block on a piece of mail. As a first step, the image is smeared horizontally. The effect here is that adjacent characters and words become smeared into one another. Now, when connected components are extracted, they will be few and large. spacings in the image, to be sure that image items are grouped together in the optimal manner.
Many of these common document understanding methods discussed above assume that the input documefit consists mostly of dense lines of text, in a small number of type sizes. Since a check does not fit this description due to the presence of many fonts and text sizes, as well as the short length of many text strings. Thyrefore, modification of these methods was necessary.
A Courtesy Amount Block Locator
Location of the courtesy amount block is divided into several steps to sysGematically decrease the amount of information analy2:ed. A check is initially represented by its bitmap. I f the resolution of scanning is 300 dots per inch (DPI), a typical check involves 1.5 million pieces of inlormation. A set of connected components in the image is generated, so that there are typically only about 300 chunks to deal with. Finally, the components are ryouped into strings, of which there may be about 30. Once the check is characterized by a manageable amount of data (the list of about 30 strings), the heuristics described in Section 4 can be applied.
Extraction of Components
The method chosen to ex1,ract connected components from the image was a depth first search. A Depth First Search (DFS) for blocks of black pixels can be computationally intensive, so an intermediate representation of the image was used. The bitmap was converted to a set of horizontal runs of black pixels, before the DFS was applied. Since DFS is linear in the number of pieces of information through which to search, computational complexity is decreased markedly through the use of this represent at ion.
Application of the DFS algorithm results in a set of the connected components in the check image. An attempt is made to weed out non-text components, by eliminating components with an aspect ratio (width/height) larger than 15. This should exclude the long lines on a check from consideration. This pruning value was not made tiJo small, in order to reduce the likelihood of incorrectly removing any piece of the courtesy amount from consideration. If any digits touch a line or box around the amount, the aspect ratio of the associated component may be quite high.
However, it is unlikely to be greater than 15.
Generation of Strings
Many of the character grouping methods described in Section 2.1.1 may not be well suited to the check understanding problem. The ;wailable approaches for grouping characters into strings make decisions on the bases of horizontal alignment of characters and proximity of adjacent characters. The approach chosen for this system takes advantage of several pieces of information. First, it is not necessarily important that individual words are discovered. If a person's name appears on a check, it does not matter much whether first, middle and last names alre grouped together as one string or not. The only important thing is that the digits and symbols in the courtesy amount be grouped together into one string, and that the string does not contain any characters that are not part of the courtesy amount. For these reason!', the following methods were chosen.
As a measure of horizontal collinearity of two characters, that is, whether or not they are part of the same line of text, the only requirement is that the centroid of one of them horizontally projects onto some part of the other. An alternative test that was considered was, whether any part of one character hori- zontally projects onto any part of the other. This approach was not chosen due to the high likelihood that it will erroneously group together two strings that do not belong together.
The other variable that needed to be measured was proximity. A global proximity threshold is not used, rather, a threshold is computed for each character, as the weighted average of the character's height, and the average height of all of the characters in the image. A character Cis put into a string with its neighbor if the neighboring character is horizontally aligned with it, and the distance between them is less than the proximity threshold associated with C. Therefore, characters in a larger font can be farther apart than characters in a smaller font, and still be grouped together. The proximity and horizontal collinearity criteria described above were implemented as follows. An image was created containing only rectangular boxes representing the minimum bounding rectangles (MBR's) of the original image. This image will be referred to as the highlight image. Before the highlight image is created, connected components that have a width to height ratio greater than 15 are discarded.
For each connected component in the smeared highlight image, a string is constructed by grouping connected components from the original image together, if their MBR's are contained within the connected component. 
Bank Check Image Understanding
The format of checks is not strictly regulated as to make the amount recognition process, or even the job of locating the courtesy amount block, trivial. Most checks fall within certain size restrictions, although there is no specific size that a check must be. In the United States, there are at least three accepted sizes for bank checks; however if one is considering checks from around the world, many other sizes are possible. This makes it impossible to just look at one particular location in the input image to obtain the courtesy amount block.
Heuristic Rules
In order t o simplify the implementation of a courtesy amount block recognition system, as well as to boost the accuracy of the system, it is necessary to provide a context which will guide the system's search. This context will take the form of heuristic rules.
The heuristics have been divided into two categories. The first set is for distinguishing between handwritten and machine printed text. The second set is for identifying the courtesy amount block, irrespective of whether the amount has been machine printed or handwritten. Problems foreseen in using each heuristic are also described. 
Experimental Analysis

5.1~ Choosing a Block
qnce the set of strings is determined Section 3, applic&ion of the heuristics described in Section 4 can begip. Associated with each string is a likelihood valuk, representing the likelihood that that particular qtring is the courtesy amount block. Initially, all likelihood values are set to zero. As the heuristics are applied to each string, the string's likelihood value is incrkmented for each test passed by the string. Strings are fhen ranked by the likelihood value. The string with the highest likelihood value that can be verified as p~er Section 4.2 is chosen as the courtesy amount block.
Implementation and Testing
Results of our preliminary tests were very promising. Out of 54 U.S. checks, the dollar amount was correctly located 51 times. Om the three checks, the string generator did not correctly group together all digits in the dollar amount. The four digits of the integer dollar amount were grouped together, and that string was reported as the dollar amount. The cents part, which was written in the form of a fraction, was grouped as a separate string.
The CABL correctly located the courtesy amount block on 9 of the 10 British checks. The decimal point followed by two digits was a sixong cue in that check, however only an integer amount appeared on the check which was not correctly analyzed. The CABL reported that a choice could not, be made from this image. In no case was a string rjeported as the courtesy amount that had been incorrectly identified.
Concluding Remarks
Bottom up information from connected component extraction was combined with the top down method of smearing, in order to segment the check image into text strings accurately, while minimizing computational complexity. Dynamic information was used in the grouping of characters into strings. Top level information about the likely format of the check and the handwritten courtesy amount was encoded in the heuristics that were applied to the strings.
