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Abstract The aim of this study is to estimate likely
changes in flood indices under a future climate and to
assess the uncertainty in these estimates for selected
catchments in Poland. Precipitation and temperature time
series from climate simulations from the EURO-CORDEX
initiative for the periods 1971–2000, 2021–2050 and
2071–2100 following the RCP4.5 and RCP8.5 emission
scenarios have been used to produce hydrological simula-
tions based on the HBV hydrological model. As the climate
model outputs for Poland are highly biased, post processing
in the form of bias correction was first performed so that
the climate time series could be applied in hydrological
simulations at a catchment-scale. The results indicate that
bias correction significantly improves flow simulations and
estimated flood indices based on comparisons with simu-
lations from observed climate data for the control period.
The estimated changes in the mean annual flood and in
flood quantiles under a future climate indicate a large
spread in the estimates both within and between the
catchments. An ANOVA analysis was used to assess the
relative contributions of the 2 emission scenarios, the 7
climate models and the 4 bias correction methods to the
total spread in the projected changes in extreme river flow
indices for each catchment. The analysis indicates that the
differences between climate models generally make the
largest contribution to the spread in the ensemble of the
three factors considered. The results for bias corrected data
show small differences between the four bias correction
methods considered, and, in contrast with the results for
uncorrected simulations, project increases in flood indices
for most catchments under a future climate.
Keywords Floods  Poland  Climate change  Bias
correction  ANOVA
1 Introduction
Future flood hazard projections are essential for flood risk
management and adaptation to climate change. Among the
many issues related to estimating the occurrence and
intensity of floods under a future climate, accounting for
the various sources of uncertainty sources in the modelling
chain required to produce such estimates remains a major
problem (Tian et al. 2016). The climate projections used
for such analyses are obtained from Global Climate Model
(GCM) simulations, which are dynamically downscaled to
a regional level using regional climate models (RCMs).
Despite considerable recent progress in global climate
modelling, the variability and uncertainty of climate model
outputs have not improved substantially (Knutti and
Sedla´cˇek 2013). In applying such projections to assess, for
example, future changes in flooding, the question arises as
to how other sources of uncertainty within the modelling
chain add to the intrinsic uncertainty in the climate pro-
jections. In particular, how are simulations of catchment-
scale hydrological processes affected by global- and
regional- scale uncertainties when deriving estimates for
changes in flood indices?
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Analysis of the potential impact of climate change on
floods in Poland has been addressed in a number of pre-
vious studies at both global and European scales (Lehner
et al. 2006; Hirabayashi et al. 2008; Dankers and Feyen
2008; Rojas et al. 2012; Madsen et al. 2014; Alfieri et al.
2015). Changes in flood indices (e.g. 100-year flood) have
been estimated using gridded hydrological model simula-
tions for a large area (e.g. Europe) forced with climate
model projections. The studies differ in the number and
selection of climate models (from one to 12 GCMs),
emission scenarios (IS92a, SRES A1B, SRES A2, SRES
B2, and RCP8.5), bias corrections (uncorrected or cor-
rected by quantile mapping methods), hydrological model
(Lisflood, WaterGAP and MIROC), in the choice of
extreme event indices (POT or annual maxima) and in the
distribution used for their description (Gumbel and log
Pearson type III). Not surprisingly, the outcomes of the
analyses also differ substantially. The results presented by
Lehner et al. (2006) for two climate models with emission
scenario SRES A1B without bias correction indicate
increases in the magnitude of the 100-year flood in East
and Central Poland by the end of the 21st century. On the
other hand, Dankers and Feyen (2008) presented an
assessment of changes in the 100-year return level using
uncorrected time series from two RCMs driven by one
GCM for two emission scenarios (SRES A2 and B2). The
outcomes of that analysis for Poland strongly depend on
the climate model and the emission scenario. The results of
the hydrological simulations presented in EEA (2008),
which are based on LISFLOOD driven by uncorrected
HIRHAM-HadAM3H/HadCM3 climate simulations under
the IPCC SRES A2 scenario, project decreases in Q100 for
northern Poland, the River Bug and some tributaries of the
rivers Vistula and San. The largest positive changes (in-
creases in Q100) are projected for rivers located in western
and southern Poland. The study of Rojas et al. (2012) is
based on the output from 12 climate models available from
the ENSEMBLES project (van der Linden and Mitchell
2009) for scenario SRES A1B. In that work the climate
data are bias corrected before being used in the hydrolog-
ical model. Whilst the results indicate differences in the
projected changes in Q100 for different climate models, the
majority of simulations show decreases in Q100 over
Poland.
Alfieri et al. (2015) investigated changes in the fre-
quency of river floods in Europe using the newest uncor-
rected set of climate simulations available within the
EURO-CORDEX initiative following the RCP8.5 emission
scenario. Their analysis included changes in the mean
annual maximum flow and the 100-year flow between three
periods, 2006–2035, 2036–2065 and 2066–2095, relative to
the reference period 1976–2005. The estimated changes in
the indices had similar patterns for the three periods
considered. Regional differences in projected changes were
found across Poland. Positive changes (increases) were
generally found in the western and southern parts of Poland
whilst negative changes were found in NE Poland (i.e.
similar to Dankers and Feyen 2008). There were, however,
a large spread in the results for the different climate
models.
At a catchment scale, analyses of the impact of climate
change on floods in Poland have previously been per-
formed for two catchments in NW Poland (Orla and
Wełna) within the framework of the project ‘‘Development
and implementation of a strategic adaptation plan for the
sectors and areas vulnerable to climate change’’ with the
acronym KLIMADA (klimada.mos.gov.pl). Changes in
flood quantiles and the mean annual flood were analysed
for the periods 2021–2050 and 2071–2100 relative to a
1971–2000 reference period for bias corrected simulations
from eight climate models available from the ENSEM-
BLES project for the SRES A1B scenario. A comparison of
the median from the ensemble of climate models in these
three periods indicates an increase in flood quantiles up to
the 10-year return period and a decrease in flood quantiles
with return periods higher than 20 years for the two
catchments. The results of the assessment indicate signifi-
cant differences between projections derived from different
climate models.
In summary, the available studies assessing the influence
of climate change on floods in Poland are limited in
number and provide different estimates of changes. Vir-
tually all of them report results for large-scale, rather than
catchment-scale, hydrological model applications. In
addition, almost all of the studies report very large uncer-
tainties due to differences in the results for different cli-
mate models. Other sources of uncertainty, such as
differences between emission scenarios or bias correction
methods, also appear to influence the sign of the projected
changes as well as their magnitude (Osuch et al. 2016). A
number of recent studies have presented a quantification of
the factors contributing to the spread between the projec-
tions derived for various models and methods using
ANOVA theory (Yip et al. 2011; Finger et al. 2012;
Moreira et al. 2013; Bosshard et al. 2013; Ott et al. 2013;
Vetter et al. 2015), and different sets of uncertainty sources
have been considered in these studies. For example, Yip
et al. (2011) quantified the contribution of emission sce-
narios, climate models and internal variability to the spread
in projections for the global mean and decadal mean of
surface air temperature. Bosshard et al. (2013) analysed
uncertainty due to different climate models, bias correction
methods and hydrological models in projected changes in
seasonal mean flow and flow quantiles. The results indicate
that climate model variability is the main source of vari-
ability in the estimated indices. The other sources are,
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however, also important and are, therefore, not negligible.
Some of the uncertainties are, however, not explained by
the direct influence of a single source, but by the interac-
tions between multiple sources, e.g. climate models and
emission scenarios. The application of ANOVA theory
allows this effect to also be evaluated.
The primary aim of this paper is to estimate changes in
flood indices in the 21st century in nine catchments in
Poland. The indices are estimated following a simulation
approach including catchment-scale hydrological mod-
elling based on future climate projections. These projec-
tions are obtained from the EURO-CORDEX initiative and
represent simulations under the RCP4.5 and RCP8.5
emission scenarios. Time series of precipitation and air
temperature from different RCM/GCM combinations for
the periods, 1971–2000, 2021–2050 and 2071–2100, are
used in the hydrological modelling. As the resulting esti-
mates span a large range, the second aim of this work is to
quantify and assess the relative contribution of the emis-
sion scenarios, climate models and bias correction methods
to the total spread in the projected changes in extreme river
flow indices. Such a study has not previously been under-
taken for Poland and provides much needed results for use
in developing climate change adaptation policies related to
the occurrence of floods.
The paper is structured as follows. Section 2 describes
the location and characteristics of the nine study catch-
ments. A description of the models and methods used in the
simulation chain, including climate models, bias correction
methods, hydrological modelling, extreme flow indices and
the analysis of the uncertainty, is presented in Sect. 3. The
results are presented in Sect. 4 and the discussion and
conclusions are presented in Sect. 5.
2 Study catchments
The study area consists of nine catchments in Poland
(Fig. 1) having different hydro-climatic conditions. Four
catchments, Nysa Kłodzka, Wisła, Dunajec, and Biała
Tarnowska, are located in southern Poland. These catch-
ments all have a relatively high mean elevation
Fig. 1 Location of the study
catchments
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(i.e.[500 m.a.s.l.), while the remaining catchments
(Oles´nica, Mys´la, Flinta, Guber, and Narewka) are located
in more lowland areas. The catchment area ranges from
297 to 1555 km2, and the catchments are characterized by
semi-natural conditions without significant changes in land
use in recent years or significant river regulation.
According to the CORINE land cover database (CORINE
2006), the catchments are covered mostly by forest,
excepting the Wisła and Biała Tarnowska catchments
where agriculture is the dominant land use. In the Narewka
and Flinta catchments, the percentage of forested area is
higher than in the other catchments, approximately 79 and
91 %, respectively. The percentage of the catchment area
affected by urban land use varies from almost zero at
Narewka to approximately 10 % for the Oles´nica catch-
ment. These nine catchments were selected to sample a
range of hydroclimatological conditions across Poland. In
order to ensure hydrological simulations of good quality,
the requirement of minimal land use change and river
regulation was imposed, such that reliable hydrological
model calibration could be undertaken for daily discharge.
This requirement, in most cases, precludes the use of larger
catchments, and is also one of the factors that distinguishes
the work presented here from the larger-scale applications
of hydrological models reported in previous studies.
The climatic conditions in these catchments, presented
as mean annual air temperature and mean annual total
precipitation over the 1971–2000 period, are shown in
Table 1. There are significant differences among the
catchments. The mean air temperature varies from 5.4 C
for Dunajec to 8.4 C for Mys´la, while Mys´la has the
lowest annual precipitation (540 mm/year) and Dunajec
has the highest (1098 mm/year) amongst the nine catch-
ments. The flood regimes also differ between the catch-
ments, and peak flows are driven predominantly by rainfall
(Biała Tarnowska), snow-melt (Oles´nica, Flinta, Mys´la,
Guber, and Narewka) or a combination of rainfall and
snowmelt (Nysa Kłodzka, Wisła and Biała Tarnowska). A
description of the methods used for this classification of
flood regimes is presented in Romanowicz et al. (2016).
3 Methods
3.1 Climate simulation
The analyses were carried out using the climate projections
recently available from EURO-CORDEX, the European
branch of the international CORDEX initiative sponsored
by the World Climate Research Program (WCRP). The
main aim of the CORDEX program has been to organize an
internationally coordinated framework to produce
improved regional climate change projections for all land
regions world-wide (Giorgi et al. 2009; Jacob et al. 2014;
Kotlarski et al. 2014).
The EURO-CORDEX database consists of a large set of
climate model simulations for historical periods and future
periods under several emission scenarios. Historical simu-
lations are available for the period 1950–2005, whilst
projections are available for the period 2006–2100 at daily,



















Dunajec Nowy Targ Rainfall 681 5.4 1098 1320 38 55 5





Mixed 967 8.3 727 561 43 51 6
Nysa
Kłodzka
Kłodzko Mixed 1062 7.5 735 844 67 29 4
Oles´nica Niechmiro´w Snow
melt
584 8.3 594 204 46 44 10
Narewka Narewka Snow
melt
635 6.9 650 173 91 9 0
Flinta Ryczywo´ł Snow
melt
813 8.0 542 125 79 20 1
Mys´la Mys´libo´rz Snow
melt
587 8.4 540 89 59 35 5
Guber Prosna Snow
melt
1555 7.2 579 125 54 32 6
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monthly and seasonal temporal resolutions. The EURO-
CORDEX simulations for the 2006–2100 period were run
under several emission scenarios defined in the Fifth
Assessment Report of the IPCC (IPCC AR5 2013) and
explained in detail in Moss et al. (2010). These scenarios
(so-called Representative Concentration Pathways, RCPs)
for the emission of greenhouse gases and atmospheric
pollutants emission scenarios do not specify socioeconomic
scenarios, but assume different pathways leading to dif-
ferent trajectories of radiative forcing during the twenty-
first century. In this paper, results representing two emis-
sion scenarios were analysed: RCP4.5 and RCP8.5, corre-
sponding to increases in radiative forcing of 4.5 or 8.5 W/
m2 respectively by the end of the century relative to pre-
industrial conditions.
Several research centres have participated in the COR-
DEX initiative. As of mid-2015, results are so far only
available for some of the proposed climate models. Given
this constraint and due to the need for simulations repre-
senting both historical and future periods, results from 7
EURO-CORDEX climate models were used for the work
presented here (Table 2). These seven models are based on
four RCMs (CCLM4-8-17, HIRHAM5, RACMO22E and
RCA4) driven by three different GCMs (CNRM-CM5, EC-
EARTH and MPI-ESM-LR). All seven models have the
same spatial resolution, i.e. 0.11 on a rotated latitude-
longitude grid in rotated coordinates giving a quasi-uni-
form resolution of approximately 12.5 km. For the EUR11
domain, the simulations are available for 424 9 412 grid
cells with defined coordinates that enables selection of the
grid cells closest to the area of the interest. All results were
imported into MATLAB, and the grid cells located closest
to the geometrical centre of each of the study catchments
were then extracted.
Table 2 Precipitation and temperature time series for
three time periods were used for further analyses: a refer-
ence period, 1971–2000, and two future periods,
2021–2050 (near future) and 2071–2100 (far future).
3.2 Bias correction
The time series of daily air temperature and daily precip-
itation totals extracted from the climate models have been
compared with observations from synoptic stations (point
measurements) for the reference period (1971–2000). The
outcomes indicate significant biases, especially for daily
precipitation, which require correction before a local study
can be performed.
In this work we used four quantile mapping methods
(empirical quantile mapping, and three distribution based
mappings: double gamma, single gamma and Birnbaum-
Sanders) for bias correction of the precipitation time series
and one method for the correction of air temperature (em-
pirical quantile mapping). The corrections were carried out
for daily data for each individual climate model, catchment
and month of the year, so that discrepancies in seasonal
patterns, particularly of rainfall, could be corrected. The
methods have been selected due to the feasibility of applying
them to a range of climate projections (in contrast, for
example, with more complex weather pattern-based cor-
rections) as well as their suitability for evaluating extremes
(Sunyer et al. 2012; Sorteberg et al. 2014; Ajaaj et al. 2015).
The quantile mapping QM method has been developed
based on the quantile–quantile relationship between an
observed and a simulated time series. The approach is
widely applied for correction of climate simulations of
precipitation (Gudmundsson et al. 2012) and has also been
previously used for temperature. The QM method is based
on the assumption that a transformation (h) exists such that
the distribution of quantiles describing the simulated time
series of precipitation (PRCM) can be mapped onto the
quantile distribution of the observations (PObs), i.e.:
PObs ¼ hðPRCMÞ ð1Þ
The transformation of quantiles from simulated to
observed time series can be estimated using parametric or
non-parametric approaches.
Table 2 EURO-CORDEX climate models used in this study
Number GCM Institute Atmospheric resolution of GCM RCM
1 CNRM-CM5 Centre National de Recherches Meteorologiques, France 1.4 9 1.4, L31 CCLM4-8-17
2 EC-EARTH EC-EARTH consortium 1.1 9 1.1, L62 CCLM4-8-17
3 EC-EARTH EC-EARTH consortium 1.1 9 1.1, L62 HIRHAM5
4 EC-EARTH EC-EARTH consortium 1.1 9 1.1, L62 RACMO22E
5 EC-EARTH EC-EARTH consortium 1.1 9 1.1, L62 RCA4
6 MPI-ESM-LR Max-Planck-Institut fur Meteorologie, Germany 1.9 9 1.9, L47 CCLM4-8-17
7 MPI-ESM-LR Max-Planck-Institut fur Meteorologie, Germany 1.9 9 1.9, L47 RCA4
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In the parametric approach, the probability distributions
of the observed and simulated time series are modelled
using an appropriate theoretical distribution, and the
parameters of the distribution are estimated from the
observed or simulated data. For precipitation, the gamma
distribution is often used for this purpose (e.g. Piani et al.
2010), i.e.
f ðxÞ ¼ b
a
CðaÞ x
a1ebx x; a; b [ 0 ð2Þ
where a and b are parameters of a distribution f(x), and C
() is the gamma function, and only wet days
(P[ 0.0 mm/day) are used in the fitting of this function.
The inverse of the derived gamma distribution for observed
time series is then used to correct the quantiles of simu-
lations, following the transformation:
P^RCMcorr ¼ F1Obs FRCM PRCM
   ð3Þ
where FObs denotes the cumulative distribution function
(cdf) of the observations and FRCM is the cdf of simulated
values.
In the second step the distribution parameters are esti-
mated and the inverse of the derived gamma distribution
for observed time series is used to correct the quantiles of
the simulations. The quantile–quantile relationship is
approximated using linear or nonlinear functions (Piani
et al. 2010; Gudmundsson et al. 2012). In this work the
power function with three parameters was applied to
parametrize the quantile transformation.
P^RCMcorr ¼




where coefficients b and c are calibrated for the best fit, x0
is an estimated threshold value of precipitation below
which modelled precipitation is set to zero. In addition to
the correction of precipitation values, the number of wet
days is also corrected based on the empirical probability of
non-zero values in the observations. This is a necessary
part of the bias correction, as RCMs tend to simulate too
many wet days with low values of precipitation. All values
for precipitation below this threshold (x0) are set to zero for
the simulated data. The transformation h and the wet day
correction derived for the control period are further applied
in the correction of precipitation data for future periods. In
this paper, the results of bias correction using the method
described above are referred to as the ‘single gamma
method’ and are denoted as SGM.
Analyses of the use of the various probability distribu-
tions, such as the gamma function, for describing precipi-
tation time series have indicated that due to differences in
the frequency of low, normal and high precipitation
intensities, fits to extreme precipitation intensities can be
inadequate. As a solution to this problem, the application of
two possibly overlapping distributions that represent nor-
mal and extreme precipitation has been proposed (Yang
et al. 2010; Willems et al. 2012). In this work, two gamma
distributions were applied to each precipitation time series,
and the parameters for each of these were estimated inde-
pendently for two subsets of the time series, separated by
the 95th percentile, i.e.
P^RCMcorr ¼ F1Obs FRCM PRCMð Þð Þ if PRCM\95th percentile value
P^RCMcorr ¼ F1Obs;95 FRCM;95 PRCMð Þ
 
if PRCM  95th percentile value
(
ð5Þ
where the suffix 95 denotes the subset of the extreme
precipitation values. The derived parameters are then
applied to correct data for the future periods. As this
method entails the application of two gamma functions, we
call this the ‘Double Gamma’ method, and it is hereafter
referred to as ‘DGM’.
The choice of other probability distributions suitable for
describing daily precipitation time series has been the
subject of many previous studies (e.g. Wilks 1999; Sharma
and Singh 2010; Li et al. 2013, 2014). The potentially
suitable set of distributions includes the exponential,
Weibull, lognormal, Pareto, and Pearson III distributions.
The analyses of a wide range of possible distributions for
describing observed daily precipitation time series evalu-
ated using suitable statistical tests (i.e. Anderson–Darling,
Chi square and Lilliefors) shows that in the case of the
Nysa Kłodzka catchment the Birnbaum-Sanders distribu-
tion (Birnbaum and Saunders 1969) provides a suitable fit.
That distribution was developed for a lifetime model for
materials that are affected by cyclic patterns of stress and is
applied frequently in reliability applications of model
failures times. It is a continuous, unimodal and positively
skewed distribution. The density of the Birnbaum-Sanders


























where b and c are the distribution parameters.
The Birnbaum-Sanders distribution has not previously
been used for bias correction, so its inclusion here is lar-
gely exploratory. According to Leiva (2016), however,
several recent studies have used the Birnbaum–Saunders
distribution for other types of environmental data including
rainfall characteristics, contamination risk resulting from
nutrient accumulation in surface waters, wind energy flux
and air quality. This distribution was, therefore, also
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considered as a bias correction method in this study, and is
hereafter denoted as the ‘BSM’ method.
An alternative to distribution-based quantile mapping is
the non-parametric empirical quantile mapping method
(Gudmundsson et al. 2012; Sunyer et al. 2015), and this
method has been widely applied in climate change impact
studies in hydrology in recent years. This method is also
used here and will hereafter be referred to as ‘QUANT’.
The method follows a similar procedure to the distribution
matching described above, but without the selection and
parameterisation of a theoretical distribution. In applying
this method, the empirical cumulative distributions are
estimated for the observed and simulated time series at
fixed intervals, and in this work an interval of 0.01 was
applied. The relative differences between the observed and
simulated cdfs are estimated for each interval and are then
smoothed using monotonic cubic spline interpolation. In
the case of precipitation correction, and similar to the
distribution-based methods presented here, the number of
wet days is corrected based on a Bernoulli function for
estimating the probability of wet days in the observed data,
relative to the modelled data. This procedure can some-
times lead to problems during very dry summer months
simulated by some of the RCMs, as a sufficient number of
wet days is not available to develop a robust correction.
The transformations derived in the reference time period
are also applied to correct RCM data for the future periods,
thus assuming that the corrections are invariant with
respect to climate change.
For air temperature, only bias correction by empirical
quantile mapping (QUANT) has been applied. To maintain
the climate change signal in the air temperature, the
residuals were corrected after removing the difference in
the air temperature between the reference and the future
periods (Hempel et al. 2013).
3.3 Hydrological modelling
Flow simulations were carried using the HBV model
(Bergstro¨m 1995; Lindstro¨m 1997; Lindstro¨m et al. 1997;
Booij 2005; Booij and Krol 2010). This hydrological model
has often been used to study the influence of climate
change on hydrological processes (e.g. Bergstro¨m et al.
2001; Graham et al. 2007; Akhtar et al. 2008; Cloke et al.
2013; Demirel et al. 2013; Tian et al. 2014). A detailed
description of the version of the HBV model applied in this
work is presented in Romanowicz et al. (2013) and Osuch
et al. (2015). The model was run using a daily time step,
and daily precipitation, daily mean air temperature, and
potential evapotranspiration (PET) were used as input data.
In this study PET was estimated using the Hamon method
based on daily mean air temperature (Hamon 1961). The
catchment average precipitation and air temperature were
calculated by the Thiessen polygon method using data
available from meteorological stations. The model was
calibrated using flow observations from the reference per-
iod 1971–2000 and validated using observations for the
period 2001–2010. The Nash–Sutcliffe (NS) efficiency
criterion (Nash and Sutcliffe 1970) was used as the cali-
bration objective function. The results of model calibration
and validation are presented in Table 3. The Nash–Sut-
cliffe criterion is greater than 0.6 for all catchments for the
model calibration, and the best model fit (NS = 0.7866)
was achieved for the Biała Tarnowska catchment. The
results of validation are very good for the four mountainous
catchments and for the lowland catchment Guber, all
having NS values higher than 0.7. In the case of the other
lowland catchments, comparison of the simulated with the
observed values gives somewhat poorer results, with NS
values varying from 0.5145 for Oles´nica to 0.6117 for the
Flinta catchment.
Table 3 A summary of the calibration and validation of the HBV model. NS denotes the Nash–Sutcliffe efficiency criterion, VB denotes the
volumetric bias
River Gaugin station Meteorological stations Calibration results Validation results
NS VB NS VB
Dunajec Nowy Targ Kasprowy Wierch, Zakopane, Jabłonka 0.7672 0.9300 0.7993 0.9120
Wisła Skoczo´w Bialsko Biała 0.6543 0.7988 0.7538 0.8972
Biała Tarnowska Koszyce Wielkie Nowy Sa˛cz, Tarno´w, Biecz, Krynica, Wysowa 0.7866 0.8644 0.7537 0.9288
Nysa Kłodzka Kłodzko Kłodzko, Długopole, Ladek Zdro´j 0.7164 0.8660 0.7013 0.8962
Oles´nica Niechmiro´w Wielun´, Sieradz 0.7168 0.7655 0.5145 0.7117
Narewka Narewka Białowie _za 0.7055 0.9454 0.5423 1.1971
Flinta Ryczywo´ł Piła, Szamotuły 0.7001 0.8713 0.6117 1.0959
Mys´la Mys´libo´rz Szczecin 0.7098 0.9638 0.5166 1.2971
Guber Prosna Lidzbark Warmin´ski 0.6495 0.9282 0.7423 0.9839
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In addition to the NS values, the results of calibration and
validation were quantified using the volumetric bias (VB)
defined as the ratio of the sum of the simulated daily values to
the sum of the observed daily flows. For the calibration
period, the VB values are less than 1 in all cases and range
from 0.7655 for Oles´nica to 0.9638 for Mys´la catchment.
The results for validation indicate an underestimation of
simulated flow volumes for Dunajec, Wisła, Biała Tar-
nowska, Nysa Kłodzka, Oles´nica and Guber with the largest
differences for Oles´nica (0.7117). An opposite tendency (i.e.
an overestimation of flow volumes during the validation
period) was found for Narewka, Flinta and Mys´la.
Hydrological model performance as interpreted from the
Nash–Sutcliffe values and volumetric biases confirm the
overall suitability of the HBV model for simulations of
hydrological conditions in the nine catchments considered,
although there are differences in the model performance
between catchments.
3.4 Extreme flow indices
The analyses of extreme flows were carried out for two
types of indices, the mean annual maximum flow (MAMF)
and flood quantiles with a return period of 10, 20, 50 and
100 years (Q10, Q20, Q50 and Q100), and were estimated for
three 30-year periods (1971–2000, 2021–2050 and
2071–2100). The MAMF was calculated directly from the
annual maxima time series extracted from the simulated
daily discharge for each period. The flood quantiles were
estimated using the annual maxima time series and a
suitable probability distribution for representing the
extreme quantiles. For this purpose, the observed and
simulated time series were fitted to the Inverse Gaussian
probability distribution following previous studies (Mar-
kiewicz et al. 2006; Strupczewski et al. 2006, 2011; Mar-
kiewicz et al. 2015). The suitability of that distribution for
the observed discharge series (in the reference period) as
well as for simulated series in all three periods was tested
using the Chi square goodness of fit test, the Anderson–
Darling test and the One-sample Kolmogorov–Smirnov
test. The applicability of other distributions, e.g. a log-
normal distribution, for the description of simulated annual
maxima was tested with negative results. Flood quantiles
were then estimated for each catchment, climate model,
and bias correction method for the three time periods using
the Inverse Gaussian probability distribution.
3.5 Quantification of uncertainty due to climate
models and bias correction
An analysis of changes in floods indices due to climate
change have been carried out for seven climate models,
four bias correction methods and two emission scenarios.
Results can be generally compared using the median value
from the ensemble of 7 climate models. In addition, the
spread in the projected changes resulting from climate
models, bias correction methods and emission scenarios is
also of interest. That evaluation was carried out using two
approaches. Firstly, the spread of the estimated changes in
flood indices due to the differing climate models, is illus-
trated using box plots. The relative contribution of the
ensemble components to the spread in the estimated
changes can also be analysed using a variance decompo-
sition technique following an ANOVA analysis (Von
Storch and Zwiers 2001), and this is our second approach.
To implement this second approach, we consider the
following ANOVA model:
INijk ¼ lþ CMi þ BCj þ ECk þ ðCM  BCÞij þ ðCM
 ECÞik þ ðBC  ECÞjk þ eijk
ð7Þ
where INijk is a value of an extreme flow indicator (e.g.
relative change in Q10) for the ith climate model, jth bias
correction method and kth emission scenario. The first
element on the right hand side of Eq. (7) denotes the
overall mean. The next three elements represent the prin-
cipal contributions to the variance corresponding to the
climate model (CM), the bias correction method (BC) and
the emission scenario (EC). The following three elements
describe interactions that quantify effects that do not
combine additively (Yip et al. 2011). The last element
represents errors (i.e. the unexplained variance). Following
ANOVA theory, the model allows the total variance in
changes of the analysed extreme flow indices to be
decomposed into variance explained by different elements
of the impact modelling chain (emission scenarios (EC),
climate models (CM), bias correction methods (BC)) and
the interactions between them (CM*BC, CM*EC,
BC*EC). The analyses were carried out using the Type III
sums of squares ANOVA in Matlab. Together with esti-
mates of the variance contribution of the different elements
to the variance, their significance level can also be calcu-
lated. In this work, elements with p-values larger than 0.05
were removed as individual terms in Eq. 7, and their
effects were added to the error term.
In addition, the N-way ANOVA analysis was applied to
test the equality of the mean response for groups. Rejection
of the null hypothesis (the equality of group means) leads
to the conclusion that not all group means are the same, but
does not provide further information on which group means
are different. The N-way ANOVA analyses was, therefore,
supplemented by Tukey’s honestly significant difference
criterion procedure (Tukey 1949) that is available within
‘‘multcompare’’ function in Matlab. The results of such
comparison between groups are shown as a graph of the
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estimates and the comparison intervals. For each group the
population marginal mean is shown by a symbol (square in
our case) and the interval represented by a continuous line
extending from the symbol. Two group means are signifi-
cantly different if their intervals are disjoint, and they are
not significantly different if their intervals overlap.
Fig. 2 Distribution of the biases (C) in uncorrected and corrected mean monthly air temperature by month (top row), by climate model (middle
row) and by catchment (bottom) based on N-way ANOVA and Tukey’s honestly significant difference criterion
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4 Results
4.1 A comparison of climate simulations
in the reference period
Validation of the model simulations against observations is
an important step in a climate change impact study. The
variables considered in such a validation study will influ-
ence the assessment of the relative performance of the
different climate simulations. This step should, therefore,
include the analysis of the climatic variables used as input
data for the hydrological modelling as well as their per-
formance in estimating extreme flow indices. In the case of
climatic variables, various characteristics that may influ-
ence hydrological indices could be selected for validation,
and climatic variables which are relevant for flood indices
include mean annual and monthly air temperature, annual
and monthly sum of precipitation, maximum daily pre-
cipitation and 3-day accumulated annual maximum pre-
cipitation. In the assessment of the performance of bias
correction presented here, the monthly air temperature and
monthly mean precipitation are considered as target cli-
matic variables.
4.1.1 Air temperature
An analysis of differences in the biases in raw and cor-
rected mean monthly air temperature due to differences
between catchments, climate models and months using
N-way ANOVA is shown in Fig. 2. The results show dif-
ferences between the observed and uncorrected data, and,
in general, point towards an underestimation of mean
monthly air temperature for most months, catchments and
climate models, relative to the observed values. In the
summer months (June, July, August), one or more climate
models overestimate the observed air temperatures. For the
case of uncorrected simulations, there are differences in
biases between months, catchments and climate models.
Taking into account differences between months, the
smallest biases were estimated for July (-0.7 C) and
September (-0.8 C), while the largest for March
(-2.3 C). Marginal means in these months can be dis-
tinguished at the 0.05 significance level. The differences in
the marginal means due to climate models are also sig-
nificant. The smallest biases were estimated for MPI-ESM-
LR-RCA4 model (-0.3 C) while the largest for EC-
EARTH-RACMO22E (-2.4 C). A comparison of the
biases in uncorrected air temperature simulations between
catchments also shows significant differences. The out-
comes for Narewka, Flinta, Oles´nica and Mys´la are in
range of -1.0 C to -0.5 C. Larger marginal means of
the biases were estimated for Guber (-1.1 C), Biała
Tarnowska (-1.5 C), Dunajec (-1.6 C), Nysa Kłodzka
(-2.4 C), and the largest is for the Wisła catchment
(-2.9 C). This comparison indicates larger errors in
monthly air temperature in mountainous catchments than in
lowland catchments. Application of bias correction sig-
nificantly reduces the biases in mean monthly air temper-
ature, such that the biases in the corrected data are very
small (less than 0.05 C).
4.1.2 Precipitation
Results of test of differences between relative biases in raw
mean monthly sums of precipitation due to differences
between catchments, climate models and months using
N-way ANOVA are shown on the left in Fig. 3. The upper
panel presents differences in the marginal mean as a result
of differences between catchments. The largest biases
(68.0 %) are associated with the Nysa Kłodzka catchment
located in SW Poland while the biases are less than 40 %
for the other catchments. The Narewka catchment has the
smallest bias amongst the catchments (i.e. 13.7 %). Dif-
ferences in the marginal means estimated for the seven
climate models are presented in the middle panel of Fig. 3.
For three climate models (CNRM-CM5-CCLM4-8-17, EC-
EARTH-CCLM4-8-17 and EC-EARTH-RACMO22E), the
marginal means are less than 20 %, indicating a good
correspondence between the climate model data and local
observations. The results for the other climate models
indicate a poorer correspondence, with relative biases of up
to 55.9 % for the MPI-ESM-LR-RCA4 model. With
respect to differences between months, the smallest biases
were associated with June (-0.4 %) and July (-4.0 %).
These two months have negative biases whilst all other
months have positive biases. The largest relative differ-
ences between simulations and observations are found for
the winter months January (83.1 %) and February
(71.5 %).
The precipitation time series were corrected using four
methods: QUANT, SGM, DGM and BSM. The comparison
of relative biases between the observed and the corrected
simulated monthly sums of precipitation over the period
1971–2000 is presented in the right column of Fig. 3. The
results indicate a significant improvement in the precipi-
tation simulations with small differences in performance
between catchments, climate models, months and methods.
The relative biases estimated for corrected and observed
mean monthly precipitation in the reference period are
characterized by negative values (up to -2.1 %) for almost
all catchments except Nysa Kłodzka (3.4 %), where the
cFig. 3 Distribution of the biases (%) in uncorrected and corrected
mean monthly precipitation by month (top row), by climate model
(middle row) and by catchment (bottom row) based on n-way
ANOVA and Tukey’s honestly significant difference criterion
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bias correction was more difficult due to the shape of the
empirical cumulative distribution function of the observa-
tions. The differences between climate models are small
and vary from -2.9 % for CNRM-CM5-CCLM4-8-17 to
0.5 % for MPI-ESM-LR-RCA4. The marginal means
estimated for differences between months are similar and
are in the range of -3.3 to 2.0 %. With respect to the
relative performance of the different bias correction
methods, the smallest average difference (-0.1 %) was
obtained for the SGM method, where the average differ-
ence is the average of the biases for all months, catchments
and climate models for a given method. The DGM and
QUANT methods showed a similar performance, (1.2 and
2.1 %, respectively), while the BSM (-7.5 %) had the
poorest performance amongst the four methods. The results
show, however, that bias correction significantly reduces
the differences between the precipitation data simulated by
the RCMs and local observations in the reference period
for all catchments, climate models, months and methods.
The evaluation of the performance of bias correction
methods presented here is based on the analysis of mean
monthly precipitation, following bias correction of daily
data for each month. Analyses of alternative measures
could lead to a different ranking of the methods and to
different conclusions; therefore, all four methods were used
to correct the simulated precipitation time series prior to
their use in the hydrological simulations.
4.2 Validation of flows in the reference period
Following the methods presented in Sect. 2, daily flow was
simulated using the HBV model driven by projected
meteorological variables, and extreme flow indices were
derived from the resulting time series for daily discharge.
A comparison of the simulated extreme flow indices for the
1971–2000 period for uncorrected and corrected time ser-
ies is presented in the form of boxplots in Figure S1 of the
Supplementary Materials. The simulations were validated
against indices estimated from discharge series simulated
by the HBV model using observed air temperature and
precipitation time series.
Using an ANOVA analysis, the marginal means of the
relative biases for different climate models, bias correction
methods, catchments and flow indices were estimated and
are presented in Fig. 4. A comparison of the marginal
means calculated for the seven climate models is shown in
the upper left panel. The differences in the relative biases
are not large, especially in comparison with other factors.
The largest biases were estimated for the CNRM-CM5-
CCLM4-8-17 model (20.3 %), whilst the smallest for the
EC-EARTH-RACMO22E model (7.8 %).
Although there are differences in the performance of the
4 bias correction methods (upper right panel), there are, in
general, statistically significant differences between the
raw and corrected simulations. The marginal mean of the
relative bias of the flood indices estimated for the uncor-
rected simulations is 58.9 % whilst for the corrected sim-
ulations it is -11.5 % for DGM, 0.6 % for BSM, 6.6 % for
QUANT and 14.8 % for SGM. The smallest relative biases
were achieved with the BSM method, whilst the outcomes
of the precipitation analysis (Sect. 4.1.2) indicated that this
method gave the poorest results of the four bias correction
methods. A negative value of the population marginal
mean was only found for the DGM method.
The estimates of the biases for the nine catchments are
presented in the lower left panel of Fig. 5. There are sta-
tistically significant differences in the marginal means. The
largest biases were found for the Guber catchment
(56.8 %). Two other lowland catchments (Narewka and
Mys´la) are also characterized by large biases in the esti-
mated flow indices. The results for other catchments range
from -11.7 % for Flinta to 11.0 % for Biała Tarnowska.
The Narewka catchment is characterized by a large relative
bias in the extreme flow indices, although it was found to
have the smallest bias in precipitation.
A comparison of the biases between the different
extreme flow indices (MAMF and flood quantiles Q10, Q20,
Q50 and Q100) for the nine catchments is presented in lower
right panel in Fig. 5. The results for four flood quantiles are
very similar and decreases in the biases are visible for the
higher return periods. The marginal mean of the relative
bias of MAMF (18.4 %) is statistically different than
estimates for Q20, Q50 and Q100.
The largest spreads in the marginal means were found
for differences between catchments and also between
uncorrected and corrected climate simulations. Other
sources (climate models and choice of flood indices)
resulted in smaller differences between estimated popula-
tion marginal means.
4.3 Hydrological projections
Following the methods presented in the second section,
hydrological projections for uncorrected and corrected cli-
matic variables were derived for two future periods
2021–2050 and 2071–2100 for the nine study catchments.
Two types of indices (mean annual maximum flow and flood
quantiles) were calculated using the simulated flow series.
4.3.1 Change in mean annual maximum flow
The results of median relative changes in MAMF
between the near future and the reference period are pre-
sented in Tables 4 and 5 for both emission scenarios, RCP4.5
and RCP8.5, and both future periods. The median changes
from the ensemble of climate models for uncorrected climate
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simulations are negative for Dunajec, Nysa Kłodzka, Oles´-
nica, Narewka, Flinta and Guber. The largest projected
decrease (-18.8 %) was estimated for the Guber catchment.
The results for two other catchments (Biała Tarnowska and
Wisła) indicate increases of MAMF of 15.5 and 7.8 %
respectively. In the case of Mys´la the estimated change based
on uncorrected RCM data is less than 1 %.
A comparison of the outcomes for uncorrected and bias
corrected data indicates different results for the bias corrected
simulations. For six out of nine catchments, the application of
bias correction reverses the direction of the projected changes
from negative for the uncorrected data to positive for the
simulations based on bias corrected data. These changes in
direction are seen for all bias correction methods considered
and for all catchments excepting the DGM method for the
Narewka catchment. The magnitude of changes for corrected
time series depends on the catchment and on the bias correc-
tion method. Relatively small increases are estimated for
Narewka (6.6 %), Dunajec (7.6 %) and Flinta (8.1 %).
Increases larger than 20 % are obtained for the Biała
Tarnowska, Wisła, Nysa Kłodzka and Mys´la catchments.
Taking into account differences between bias correction
methods, a similarity in the results is visible with small dif-
ferences between methods. The largest increases are estimated
for simulations based on data corrected with the QUANT and
BSM methods, but there are differences between catchments.
Figure 5 shows, in the form of boxplots, changes in
MAMF between the near future and the reference period for
both emission scenarios RCP4.5 and RCP8.5 and both future
periods estimated for seven climate models. A significant
variability between the results from different climate mod-
els is apparent. The largest spread in the outcomes for cli-
mate models is seen for the Nysa Kłodzka and Guber
catchments, where the maximum change from an ensemble
of climate models is larger than 100 % for Nysa Kłodzka
(SGM method) and for Guber for the QUANT and BSM
methods. The smallest differences between climate models
were obtained for the Flinta catchment.
A comparison of the estimated changes in mean annual
maximum flow between the two emission scenarios
Fig. 4 Distribution of the biases (%) in extreme flow indices
estimated from simulations based on uncorrected and bias corrected
data as a function of climate model, bias correction method,
catchment and extreme flow indices based on N-way ANOVA and
Tukey’s honestly significant difference criterion
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Fig. 5 Estimated changes in the mean annual maximum flow in two future periods (clim1 2021–2050 and clim2 2071–2100) relative to the
1971–2000 reference period for the two emission scenarios, RCP4.5 and RCP8.5
Table 4 A comparison of the relative changes in MAMF [%] for the emission scenario RCP4.5 given as the median change from an ensemble
of climate models. Values in bold denote decreases of MAMF
2021–2050 period 2071–2100 period
Raw QUANT DGM SGM BSM Raw QUANT DGM SGM BSM
DUNAJEC 23.32 6.56 5.15 10.70 7.80 21.16 45.63 39.31 34.35 33.15
BIAŁA TARNOWSKA 15.49 27.48 46.11 26.71 34.69 35.76 77.57 92.51 67.79 81.36
WISŁA 7.77 26.84 22.34 18.17 22.63 18.13 41.92 38.94 27.64 32.36
NYSA KŁODZKA 22.21 37.23 29.95 12.44 10.58 10.10 86.20 83.29 58.66 54.17
OLES´NICA 26.90 20.68 2.29 18.47 28.67 18.74 74.94 65.49 68.03 79.45
NAREWKA 28.24 13.92 25.98 6.60 11.86 2.16 87.32 56.79 51.87 60.62
FLINTA 21.55 10.37 6.61 5.70 9.70 15.93 39.04 38.58 33.65 44.76
MYS´LA 0.46 18.11 11.35 21.95 39.57 36.86 110.70 82.75 83.07 105.20
GUBER 218.82 9.44 3.96 11.64 17.65 222.58 92.16 53.39 55.09 73.78
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(RCP4.5 and RCP8.5) for the same period (near future)
indicate the same tendency on changes and very similar
magnitudes.
4.3.2 Changes in flood quantiles
The estimated relative changes in flood quantiles Q10 and Q100
for the emission scenario RCP4.5 are presented in Tables 6
and 7 respectively. The values represent median changes from
an ensemble of seven climate models. The results for uncor-
rected climate simulations for the near future indicate
decreases in Q10 for the Dunajec, Oles´nica, Narewka, Mys´la
and Guber catchments. The outcomes for the 100-year return
period show decreases in the Oles´nica, Narewka, Mys´la, and
Guber catchments. The most intense decreases are simulated
for Guber (-28.1 %), Narewka (-21.4 %) and Oles´nica
(-12.6 %). Increases in the flood quantile Q100 greater than
10 % are projected for three mountainous catchments (Biała
Tarnowska, Wisła and Nysa Kłodzka).
A comparison of the estimated changes in flood quan-
tiles between the far future and the reference periods also
indicates differences between catchments. Decreases in the
Q100 of more than 10 % are projected for Guber catchment
located in NE Poland. Increases of Q100 higher than 10 %
are simulated for four mountainous catchments (Dunajec,
Biała Tarnowska, Wisła and Nysa Kłodzka) and also for
Mys´la.
An application of bias correction influences the pro-
jected changes in flood quantiles. The results for bias
corrected data are consistent between methods for moun-
tainous catchments in the near future and for all catchments
in far future. The outcomes show increases in Q10 and Q100
for most of the catchments, periods and emission scenarios
with some exceptions (e.g. changes in Q100 in Flinta for
clim2 RCP4.5). The magnitude of these changes depends
on catchments.
The results for the emission scenario RCP8.5 are shown
in the Supplementary Materials (Tables S1 and S2). The
Table 5 A comparison of the relative changes in MAMF (%) for the emission scenario RCP8.5 given as the median change from an ensemble of
climate models. Values in bold denote decreases of MAMF
2021–2050 period 2071–2100 period
Raw QUANT DGM SGM BSM Raw QUANT DGM SGM BSM
DUNAJEC 0.69 12.32 9.29 8.25 4.81 19.48 50.35 49.33 26.11 20.12
BIAŁA TARNOWSKA 6.30 25.59 25.03 8.90 16.77 56.29 100.47 99.51 31.27 34.75
WISŁA 5.40 31.53 44.26 33.44 40.93 11.79 46.15 38.87 41.62 49.82
NYSA KŁODZKA 4.36 31.48 25.42 46.16 34.75 24.27 79.71 66.02 100.46 69.74
OLES´NICA 27.51 18.08 12.47 32.41 44.78 7.47 93.31 62.28 77.14 92.99
NAREWKA 218.08 7.01 26.39 0.57 5.11 222.59 113.13 70.81 41.93 49.93
FLINTA 20.48 6.80 0.79 2.29 8.09 12.10 33.70 30.71 24.29 31.18
MYS´LA 1.95 44.11 8.64 30.15 47.28 37.52 125.85 93.61 83.20 101.73
GUBER 223.50 3.28 22.19 19.83 40.30 234.04 86.98 60.69 70.17 96.82
Table 6 A comparison of the relative changes [%] in flood quantile Q10 (10 year return period) for the emission scenario RCP4.5. Values in
bold denote decreases of Q10
clim1 clim2
Raw QUANT DGM SGM BSM Raw QUANT DGM SGM BSM
DUNAJEC 20.16 10.24 16.52 11.90 8.98 20.63 44.76 41.83 38.05 38.61
BIALA TARNOWSKA 14.84 30.57 48.11 36.01 35.17 38.05 68.06 85.61 63.32 73.61
WISŁA 10.35 28.26 25.19 25.23 28.56 26.27 48.28 40.94 27.90 31.65
NYSA KŁODZKA 10.73 64.60 49.76 20.57 20.80 13.81 107.87 106.20 68.39 64.08
OLES´NICA 29.25 20.41 22.09 25.32 22.89 7.00 76.31 61.02 60.69 68.79
NAREWKA 213.97 21.31 25.05 2.06 8.00 3.01 93.41 65.86 54.39 63.12
FLINTA 2.56 4.51 8.73 20.43 5.78 10.19 9.75 13.86 9.00 10.21
MYS´LA 24.53 21.93 14.94 26.18 38.71 34.49 106.73 74.30 86.47 107.71
GUBER 223.78 10.21 21.81 1.66 11.59 231.79 84.80 29.38 41.12 60.25
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direction of changes in flood quantiles is similar to these
for RCP4.5 with small differences in the magnitude of the
projected changes.
4.3.3 Comparison of estimated changes
The analysis of changes in extreme flow indices were carried
out for seven climate models, four bias correction methods,
nine catchments, two emission scenarios and five flow
indices. To assess the differences in the population marginal
means, the N-way ANOVA was applied. The analyses were
conducted separately for both future periods, 2021–2050 and
2071–2100. The results are presented in Fig. 6. Four panels
on the left show results for relative changes in the extreme
flow indices estimated between the near future (2021–2050)
and the reference period, while on the right the relative
changes between the far future (2071–2100) and the refer-
ence period are shown. The difference in population mar-
ginal means estimated for seven climate models is available
in the upper panels. Statistically significant differences
between these results were found. For the near future period,
larger relative changes were estimated for the two simula-
tions driven by the MPI-ESM-LR global climate model. The
estimated changes for other simulations are smaller than
35 %. The changes in the far future are larger than those
projected for the near future and vary from 55.2 to 97.0 %. In
that case there are no statistically significant differences due
to different global climate models, except for one simula-
tion. The population marginal mean for CNRM-CM5-
CCLM4-8-17 is statistically different (higher) than for other
climate models.
A comparison of differences in estimated changes due to
bias correction is shown in the second row from the top. In
the near future the DGM method (21.1 %) gives statisti-
cally different results relative to the QUANT, SGM and
BSM methods (29.7, 31.0 and 33.9 %). In the far future the
largest changes are estimated for simulations based on bias
correction with the QUANT method (84.2 %). The other
methods simulate very similar changes (DGM—71.0 %,
SGM—64.6 % and BSM—68.5 %). An additional test of
the differences in the results due to application of uncor-
rected and corrected data confirmed the significance of
these differences.
The differences in the results between the nine catch-
ments are presented in the third row from the top. In the
near future the relative changes can be grouped according
to flood regime. The largest changes were found in
catchments having a mixed flood regime in the current
climate (Wisła, Biała Tarnowska and Nysa Kłodzka).
Significantly smaller changes were estimated for catch-
ments with snowmelt flood regimes, i.e. Flinta, Narewka,
Guber, Mys´la and Oles´nica. The outcomes for Oles´nica,
Guber and Mys´la are significantly greater than for other
lowland catchments. In the far future, this same pattern of
results as a function of the flood regime under the current
climate is no longer apparent. In that case, the smallest
changes were estimated for Flinta catchment (8.6 %) while
the largest for Nysa Kłodzka (126.2 %).
A comparison of the relative changes estimated for the
two emission scenarios indicates that for both future peri-
ods the differences are statistically significant. Larger
changes are associated with the emission scenario RCP8.5
as compared with RCP4.5.
The variability in the estimates of changes in extreme
flows due to choice of index is presented in the bottom row
of panels in Fig. 6. The outcomes for the near future show
that estimates of Q100 (34.6 %) are higher than for other
tested indices i.e. MAMF (22.5 %). In the far future, there
are no statistically significant differences between these
five indices. The population marginal means are 68.5 % for
MAMF, 69.9 % for Q10, 71.5 % for Q20, 74.4 % for Q50,
and 76.2 % for Q100.
Table 7 A comparison of the relative changes (%) in flood quantile Q100 (100 year return period) for the emission scenario RCP4.5. Values in
bold denote decreases of Q100
clim1 clim2
Raw QUANT DGM SGM BSM Raw QUANT DGM SGM BSM
DUNAJEC 1.44 15.00 16.44 13.48 10.51 20.08 45.31 44.42 43.11 46.19
BIALA TARNOWSKA 14.11 28.07 61.51 39.61 36.08 32.45 45.12 70.12 52.06 61.12
WISŁA 17.38 30.29 24.23 36.36 38.70 35.36 56.11 43.67 28.25 30.60
NYSA KŁODZKA 21.87 92.44 75.88 32.61 34.51 16.53 152.68 143.98 88.72 76.74
OLES´NICA 212.59 31.85 1.20 36.84 37.73 20.60 64.54 51.43 47.54 51.07
NAREWKA 221.42 23.98 21.32 1.59 8.69 25.54 105.22 74.38 57.11 53.67
FLINTA 2.61 22.62 12.79 28.36 26.58 5.02 213.92 29.01 214.25 223.44
MYS´LA 24.24 39.95 20.64 40.99 52.72 26.27 106.99 68.75 90.62 116.75
GUBER 228.10 9.80 29.60 22.84 4.59 245.40 88.56 8.08 22.57 40.55
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Fig. 6 Distribution of percentage change in the extreme flow indices in two future periods as a function of climate model, bias correction
method, catchment, emission scenario and flow index based on N-way ANOVA and Tukey’s honestly significant difference criterion
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4.4 Quantification of variability due to climate
models and bias correction
The previous section has illustrated the significant vari-
ability in the results for different climate models, as well as
differences due to the choice of the bias correction method
and the emission scenario. Quantification of the variability
in MAMF and flood quantiles due to climate models and
bias correction was carried out using an ANOVA proce-
dure for each catchment following the methods presented
in Sect. 3.5.
The variability in estimated changes in the MAMF in
the near future due to the differences between the seven
climate models (CM), four bias correction methods (BC)
and two emission scenarios (ES) is presented in Fig. 7. The
results indicate that differences between climate models is
the most important factor contributing to the overall spread
in the results in all catchments, except Flinta. This factor
explains from 34 to 75 % of the variability in the projected
changes in the MAMF. The contribution of the differing
bias correction methods to the overall variance in the
ensemble of results is also apparent in seven of the nine
Fig. 7 Relative contributions to the total variance in estimates for the
percentage change in the mean annual flood (MAMF) in 2021–2050
(clim1) relative to the 1971–2000 reference period. See Eq. 7 for an
explanation of the components. Changes of MAMF between clim1
and reference periods
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catchments (excepting Dunajec and Wisła). This contri-
bution varies from 3 to 24 % of the total variance. Dif-
ferences introduced by the two emission scenarios
considered is apparent in the results for four catchments
(Biała Tarnowska, Wisła, Nysa Kłodzka, and Mys´la). In all
catchments, the interaction terms CM*BC and CM*ES also
contribute to the variance, while the term BC*ES does not.
The latter can be explained by the relatively small contri-
bution of ES and BC in comparison with CM. These out-
comes may, however, also reflect the different number of
cases (and, thus, the range of possibilities) represented for
each factor (7 climate models, 4 bias correction methods
and two emission scenarios).
A similar analysis was performed for the changes in
flood quantiles (Q10, Q20, Q50 and Q100). The outcomes for
different quantiles are similar; therefore, only results for
changes in Q100 for the near and far future periods are
presented in Fig. 8. In the near future, the climate models
are the main source of variability in changes of Q100 for
Biała Tarnowska (69.61 %), Nysa Kłodzka (66.93 %),
Narewka (63.28 %), Wisła (59.25 %), Flinta (57.86 %),
and Dunajec (54.99 %) catchments. Bias correction meth-
ods were found to make a statistically significant
contribution to the variance in seven of the nine catchments
(Oles´nica, Guber, Mys´la, Narewka, Nysa Kłodzka, Biała
Tarnowska and Wisła). The influence of emission scenarios
(ES) is significantly smaller than other factors, with the
largest contribution being 4.52 % for the Wisła catchment.
Interaction effects (CM*BC, CM*ES and BC*ES) explain
from 21.68 % (Biała Tarnowska) to 65.73 % (Oles´nica) of
the variability in the projected relative changes in Q100.
The impact of bias correction methods on changes in Q100
in the near future, calculated as a sum of BC, CM*BC and
BC*ES, depends on the catchment and varies from 7.93 %
(Guber) to 38.64 % (Mys´la).
For the far future period, not all the factors were found
to be statistically significant and the unexplained variance
is significantly higher (up to 62.95 % for Mys´la). The
effect of differences between climate models is smaller in
comparison with the results for the near future. Similar to
the results for the near future, the influence of BC was
significant for almost all catchments (except Wisła). In
addition, interactions of the bias correction methods with
the climate models have made a larger contribution to the
variance in the projected changes in Q100 (up to 51.40 %
for Biała Tarnowska). The contribution of the two emission
Fig. 8 Relative contributions to the total variance in estimates for the
percentage change in Q100 for the two future periods, 2021–2050
(clim1) and 2071–2100 (clim2) relative to the 1971–2000 reference
period. See Eq. 7 for an explanation of the components. Changes of
MAMF between clim1 and reference periods
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scenarios to the variance is small in comparison with other
factors and is statistically significant for Nysa Kłodzka,
Oles´nica, Narewka and Guber.
5 Discussion and conclusions
The aim of this study is the estimation of changes in flood
indices in the 21st century in nine catchments in Poland.
The HBV rainfall-runoff conceptual model has been used
to obtain daily flows in catchments under changing climatic
conditions, following the RCP4.5 and RCP8.5 emission
scenarios. Climate projections were obtained from the
EURO-CORDEX initiative, and time series of precipitation
and air temperature from different RCM/GCMs for three
periods, 1971–2000, 2021–2050 and 2071–2100, were
used. Changes in the mean annual flood (MAMF) and in
flood quantiles with a return period of 10, 20, 50 and
100 years have been analysed, and the effects of bias
correction on the estimated changes have been evaluated.
The simulations using uncorrected climate simulations
indicate decreases in the flood indices in the lowland
catchments and increases in the mountainous catchments.
For six out of the nine catchments, the direction of change
goes from being negative (i.e. indicating a decrease) for
simulations based on uncorrected climate data to positive
for simulations based on bias corrected projections. The
decomposition of the variability in the relative changes of
flood indices due to the differences between seven climate
models, four bias correction methods, nine catchments, and
two emission scenarios was performed using ANOVA
together with Tukey’s Honestly Significant Difference
Procedure. The analyses were carried out separately for the
two future periods (2021–2050 and 2071–2100). In both
future periods, climate model variability (CM) is the most
important factor contributing to this variability, although
its dominance as the most important source of variability is
less in the far future period, 2071–2100, as compared with
the period 2021–2050.
We have compared our results with those published by
Dankers and Feyen (2008), Rojas et al. (2012) and Alfieri
et al. (2015), as these authors all consider the impact of
climate change on floods in Europe using hydrological
simulations based on climate projections. However, it
should be noted that there are significant differences in
many aspects of those studies that will affect such an
assessment, including the hydrological models used in the
studies and the spatial scale. The above-mentioned papers
have used large-scale hydrological models and have
applied these to the whole of Europe, basing calibration on
data from large rivers without taking into account changes
in land use or water management. In our approach, the
analyses are carried out for nine medium-sized catchments
(having areas of up to 2000 km2), and these catchments
have been specifically selected to avoid problems associ-
ated with land use or water management changes and river
regulation during the calibration period. In addition, in our
case, the hydrological model is catchment-based and it has
been calibrated and validated for each individual catchment
in order to ensure a good performance in the simulation of
flows. Despite differences in the choice of climate models
and emission scenarios, the results of Dankers and Feyen
(2008) also indicate decreases in Q100 in the northern part
of Poland, and they also found a strong dependence of the
results on the choice of climate model, but also on the
emission scenario. A comparison of our results based on
the uncorrected climate simulations with those of Alfieri
et al. (2015) is more straight forward, as they have also
used EURO-CORDEX simulations run under RCP8.5 and
there is some overlap between the climate models consid-
ered. Their results project a decrease in flood hazard in NE
Poland and increases in the western and southern parts of
Poland, and these projections agree with our results. An
analysis of the influence of climate change on future floods
in Europe using bias corrected data was also carried out by
Rojas et al. (2012). In that work 12 climate models from
the ENSEMBLES project for the SRES A1B scenario were
applied. The results indicate differences in the changes of
Q100 between catchments, but the majority of simulations
show decreases in Q100 over Poland, and this is at odds
with the findings of our study.
A number of previous researchers (Ehret et al., 2012;
Themeßl et al. 2012; Huang et al. 2014) have stated that
bias correction by quantile mapping method does not
improve the representation of extremes. Our results con-
tradict those findings. In this work we have used four
versions of the quantile mapping method (empirical
quantile mapping, and three distribution based mappings:
double gamma, single gamma and Birnbaum-Sanders) for
correction of the precipitation time series and one method
for air temperature correction (empirical quantile method).
The bias correction significantly improves the simulations
of air temperature and precipitation time series. In partic-
ular, the seasonality of precipitation, which is important for
simulating the correct flood regime, is improved by bias
correction. We have shown that the application of bias
correction significantly reduces biases in estimated flood
indices for the reference period, as compared with those
estimated using uncorrected climate simulation data. The
quantification of performance of four bias correction
methods using N-way ANOVA and Tukey’s Honestly
Significant Difference Procedure indicates that the smallest
biases in extreme flow indices were obtained for simula-
tions based on precipitation corrected using the BSM
method. However, the direct assessment of the perfor-
mance of this method for correction of precipitation leads
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to the opposite conclusion, i.e. it produced the smallest
degree of improvement in the precipitation series amongst
the four bias correction methods. This result illustrates that
the criteria used for evaluating the results of a bias cor-
rection for precipitation are not necessarily consistent with
requirements for the appropriate simulation of extreme
flow events. There are many factors that influence flood
generating processes. In catchments where the flood regime
is driven by long-term heavy rainfall, the use of the 3-day
or longer accumulated precipitation could, for example, be
considered as a validation criterion. For catchments with
snowmelt dominated flood regimes, the seasonality of
precipitation is of paramount importance, and in this case
the mean monthly precipitation totals could be chosen as
the most informative single criterion.
Our results show that in some catchments the direction
of change in flood indices for uncorrected and corrected
projections have opposite signs. This may raise a question
regarding the validity of the application of corrected cli-
matic variables in the impact studies. The results for the
reference period presented here show, however, that
uncorrected simulated precipitation patterns have a dis-
torted seasonality and that this results in highly biased
flood indices. We have shown that bias correction signifi-
cantly improves estimates of high flows for the reference
period, and therefore should be considered as an important
component for catchment-based hydrological impact stud-
ies. On the other hand, bias correction does change rela-
tionships between climate variables and can violate
conservation principles (Ehret et al. 2012). In addition,
consistency between the spatio-temporal fields of climate
variables (Finger et al. 2012) and consistency of climate
change signals (Hagemann et al. 2011; Cloke et al. 2013;
Gutjahr and Heinemann 2013; Teng et al. 2015) may be
altered. Other problems which potentially undermine a
reliable interpretation of the results of projections include
neglected feedback mechanisms and an assumed station-
arity in the parameters derived for a period with available
observations, i.e. the reference period, but later used for
changed conditions during future periods. Proposed solu-
tions to this problem include presenting results for both
bias corrected and non-corrected inputs and the analysis of
the worst case scenario (Osuch et al. 2016). The best, but
also the most challenging, solution could be achieved by
the improvement of climate models (Ehret et al. 2012) such
that the bias correction is not required. Unfortunately the
available climate simulations for Poland are highly biased,
particularly for precipitation, such that some type of
adjustment is required if the goal of an application is the
simulation of hydrological processes at a catchment scale.
Bias correction methods could be improved by taking into
account, for example, the correlation between air temper-
ature and precipitation, considering weather pattern-based
approaches, or by introducing multivariate matching cri-
teria such as recently considered by Mehrotra and Sharma
2016. In addition to improvements in climate modelling,
the performance and versatility of hydrological models
should also be enhanced such that, for example, the effects
of changes in vegetation during a warm climate on
hydrological flood regimes can also be assessed.
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