Data communication incurs the highest energy cost in wireless sensor networks, and restricts the application of wireless sensor networks. Data compression is a promising technique that can reduce the amount of data exchanged between nodes and results in energy saving. However, there is a lack of effective methods to evaluate the efficiency of data compression algorithms and to increase nodes' energy efficiency. The energy saving of nodes is related to both hardware and software, this article proposes a new scheme for evaluating energy efficiency of data compression in wireless sensor networks according to the node's hardware and software. The relationship between the energy efficiency and the hardware and software factors is expressed by a formula. In this formula, energy efficiency can be improved by increasing the compression ratio and decreasing the ratio of s/k, in which k represents the node's hardware factor related to energy consumption of processor, wireless module, and so on and s represents the software factor that reflects the energy consumption of the algorithm. Based on the scheme, a mechanism is proposed to improve the node's energy efficiency by selecting effective algorithms in accordance with the node's radio frequency power. The feasibility of the scheme is demonstrated with lossless data compression algorithms on the MSP430F2618 processor.
Introduction
Data compression is very important to improve the energy efficiency of data storage and wireless communication. With the advancement of big data technologies, 1 the effect of data compression on energy saving will become more prominet. Energy saving is a core issue of wireless sensor networks (WSNs), since the nodes are powered by battery which is extremely difficult to be replaced or recharged on a larger scale. As the transmission of data consumes the majority of energy of nodes and the energy required for transmitting a single bit is approximately equal to the energy for execution of 4000 instructions, 2 data compression is used naturally in WSN node energy savings. In addition to research on various compression algorithms applicable to WSNs, 3 there is a literature that proposes hardware accelerators to accelerate data compression to improve the algorithm performance. 4 Compression ratio is the main metric to evaluate the performance of data compression algorithms. Increasing the compression ratio of algorithm means reducing the amount of data transmission, thereby reducing the communications energy consumption, but also tends to increase the computational energy consumed by compressing data, especially for wireless sensor nodes with limited resources. An obvious tradeoff exists between the computational energy used for compression versus the energy saving associated with the transmission of compressed data instead of raw data. In order to ensure the actual energy-efficiency, we cannot simply choose a high-compression ratio algorithm, but should focus on the overall energy efficiency of the data compression. In other words, we must ensure that the energy consumed to communicate the amount of data reduced by compression is greater than the energy consumed to compress the data to reduce this amount of data.
Energy efficiency of data compression algorithms in WSNs reflects energy-saving obtained by data compression. 6, 7 The higher the energy efficiency of data compression, the more energy saved by compressing data. Each data compression algorithm has its own advantages and disadvantages, and the actual energy efficiency of the compression algorithm is closely related to the hardware conditions of the nodes executing the algorithm. Although WSNs are data-centric, considering the human-centric applications, 8 the energy efficiency changes as the hardware or its parameters of nodes change. So the energy efficiency evaluation scheme of the data compression algorithm must be based on the hardware and software considerations in WSNs.
Through analyzing the three kinds of energy consumption related to the transmitting raw data, the transmitting compressed data, and the compressing data in WSNs, it can be found that in addition to the compression ratio, the complexity and operation environment of algorithms and wireless communication environment also are non-negligible factors. Similar to the compression ratio, the operating environment and execution efficiency of the compression algorithm are also the main factors affecting the overall energy efficiency of data compression. Although nodes' wireless communication environment (the transmission power of radio frequency (RF) devices, receiver sensitivity, and the scene environment which decides the relationship between radio signal strength and communication distance) is not directly related to data compression, it affects the energy consumed by transmitting data directly, correspondingly, it indirectly affects the energy saved by compressing data in nodes. In other words, a node's wireless communication environment indirectly affects energy efficiency of data compression algorithms.
There are two parts of energy involved in the energy efficiency evaluation of data compression. The first part is energy saved by reducing the amount of data transmit, which relates to the compression ratio of the algorithm. The second part is energy consumed by running compression algorithms. Among the current researches on performance evaluation of compression algorithms, most literatures only take the compression ratio into account 9, 10, 11 or combine the compression ratio with the complexity of algorithms 12 as well as compression error [13] [14] [15] and so on, only a few literatures have proposed several evaluation metrics involving energy consumption such as D/E (D represents size of the data segment before compression, E is the total energy consumption for both computation and communication) 16 and ESB (energy saving benefit). 17 It is obvious that these schemes without considering algorithms' energy comsumption and hardware fators cannot obtain an effective evaluation of energy efficiency. In Puthenpurayil et al., 16 although energy consumption is involved in the evaluation metrics D/E, the sources of different energy consumptions and their influencing factors cannot be distinguished, the scheme is not helpful for improving energy efficiency. In Ying et al., 17 several factors are involved in the evaluation metric ESB and it can reflect the energy efficiency of compression algorithms, but each factor is not analyzed deeply, the hardware factors and the software factors are not separated. So the solution of Ying et al. 17 does not contribute to improving energy efficiency. In addition, Zordan et al. 18 conduct performance evaluation studies for lossy compression algorithms. It evaluates a number of selected lossy compression methods from the literature and analyzes and tests their performance in terms of compression efficiency, computational complexity, and energy consumption. Although Zordan et al. 18 conducted actual measurement research based on actual low-power hardware platforms, they did not consider the impact of the hardware environment on energy efficiency. On the other hand, the evaluation method for lossy compression is not suitable for lossless compression, because the lossy compression efficiency and other performances are closely related to the compression error tolerence for practical applications.
At present, there is still a lack of a comprehensive, effective, and quantitative method that can be used both to evaluate the efficiency of data compression algorithms and to help increase the energy efficiency of nodes in WSNs; the method should also be simple and feasible. Therefore, it is necessary to study a scheme to evaluate data compression algorithms objectively and effectively, so as to provide a quantitative basis for the selection of energy-efficient algorithms and further enhancement of energy efficiency. The scheme should take the direct and indirect factors above into account under the given operation environment of algorithms and nodes' wireless communication environment.
According to the consideration above, this article proposes an evaluation scheme that is based on current energy efficiency metrics. The energy efficiency evaluation of data compression is dependent on the hardware and software implementations of compression algorithms. In the scheme, it is revealed by a formula that in addition to compression ratio, energy efficiency of data compression algorithms is also dependent on hardware factors, such as relative energy consumption of processor and RF devices, as well as software factors including relative energy consumption of algorithms. Two typical lossless data compression algorithms are evaluated by the scheme. For the nodes whose wireless communication power is controllable, an adaptive mechanism based on the scheme is proposed to save more energy through selecting the more effective algorithm adaptively while other conditions remain unchanged.
The article is divided into six sections: section ''Current energy efficiency evaluation metrics'' introduces the main evaluation metrics involving energy consumption currently in WSNs. In section ''Evaluation scheme,'' an evaluation scheme is proposed by analyzing the shortcomings of current schemes. In section ''Evaluation experiment and analysis,'' the scheme is used to evaluate typical lossless data compression algorithms in WSNs. An adaptive mechanism for the selection of compression algorithms is proposed for nodes whose wireless communication power is controllable in section ''Mechanism to select algorithms.'' Section ''Example of algorithms selecting'' gives an application of the mechanism. Section ''Conclusion'' concludes the article.
Current energy efficiency evaluation metrics
In the current energy efficiency evaluation metric of data compression, compression ratio is the most important and most applied, the other metric involves D/E, ESB, compression errors, and the complexity of algorithms. Their definitions and roles are shown as follows.
Compression ratio (R c )
Compression ratio is a ratio between the volume of the data reduced by data compression and the raw one. Its expression is shown as follows
In the formula, N comped is the size of the data reduced by data compression and N uncomp is the size of raw data to be transmitted.
As the most important evaluation metric of data compression in traditional applications, compression ratio also plays an irreplaceable role in the energy efficiency evaluation of compression algorithms in WSNs. Different compression algorithms have different compression ratios for the same data. The higher the compression ratio, the less the amount of data to be transmitted. Therefore, it affects the energy efficiency of algorithms directly.
D/E
D/E is formulated as follows
In equation (2), D represents size of raw data and E is the total energy consumption for both compressing the data and transmitting the compressed data. The larger the value of D/E, the greater the amount of data that is transmitted when per unit of energy is consumed, the higher energy efficiency.
ESB
ESB is formulated as follows
In equation (3), E uncomp represents the energy consumption for transmitting raw data, E comp represents the energy consumption for compressing data and transmitting compressed data, and the difference between them is net income of energy. P mcu and P TX are computation power and transmission power, and T mcu and T tran are the time overhead on transmitting 1 bit and compressing 1 bit, respectively. When the value of h is close to 1, energy efficiency is close to the highest.
Compression error
Compression error is defined as the error between the decompressed data and the raw data, it is mainly for lossy data compression algorithms. Signal-to-noise ratio (SNR), root mean square error, and peak error are the evaluation indexes of error generally used in compressing data. Compression error reflects the accuracy of compressed data, and it also influences the compression ratio. For the same algorithm, the larger the compression error, the higher the compression ratio.
The complexity of algorithms
While data compression algorithms can be used to reduce the amount of data to be transmitted, the operation of algorithms consumes energy and the energy is related to the complexity of algorithms closely. The complexity of algorithms includes time complexity and space complexity. The higher the complexity of algorithms, the longer the running time of algorithms, and the larger is the energy consumption. In general, the complexity of algorithms is not necessarily associated with the compression ratio.
In conclusion, compression ratio, compression error, and complexity of algorithms are not enough to reflect the energy efficiency of compression algorithms in WSNs. In terms of the definitions, D/E and ESB can reflect energy efficiency and can be used as one of the indicators to evaluate the energy efficiency of compression algorithms or as an indicator for comparison and selection between different algorithms. But the value of D/E must be obtained by actual measurement and it can be only used to evaluate the energy efficiency of algorithms. The influencing factors of T mcu and T tran are not analyzed, respectively, in ESB, so the hardware and the software factors cannot be separated. Furthermore, it cannot tell us how to improve the energy efficiency. Thus D/E and ESB are not suitable for a comprehensive analysis of the hardware and software factors associated with energy efficiency and are also not suitable to be used as a feasible and qualitative evaluation metric to improve the energy efficiency of algorithms. For the existing shortages of evaluation schemes, appropriate improvements are necessary.
Evaluation scheme
According to the energy saved by compressing data and the energy consumption for running data compression algorithms in WSN node, the net energy income obtained by running an algorithm to compress given data is calculated as shown in Figure 1 .
E income is the net energy income obtained by running a data compression algorithm, which is the difference between E uncmp and E cmped . E uncmp is the energy consumption for transmitting the raw data and E cmped is the total energy consumption for compressing data and transmitting the compressed data. Also, E income is equal to the difference between E save and E cmp , E save is the energy saved by compressing data, and E cmp is the energy consumption for running algorithms, as follows
Since E save is actually the energy consumed to transmit the amount of data reduced by compression, the ratio of E save to E uncmp is equal to R c . Equation (4) can be rewritten as
To reflect the effectiveness of net energy income obtained by compressing data, the percentage of E income and E uncmp is defined as h E . Its expression is as follows
In equation (6), E cmp and E uncmp are formulated as follows E cmp = N cycle e mcu = N cycle P mcu T mcu ð7Þ
In equations (7) and (8), N cycle and N uncmp represent the number of CPU cycles needed to run algorithms and the size of raw data, respectively. e mcu and e com are the energy consumption for running a single CPU cycle by microcontroller (MCU) and transmitting 1 bit, respectively. P mcu and T mcu are the power and time of running a single CPU cycle, respectively, and P com , T com are the the power and time of transmitting 1 bit. Substituting equations (7) and (8) into equation (6) gives
It is obvious that h E is an integrated indicator which is not only related to compression ratio, but also takes the complexity of algorithms, operation environment, and wireless communication environment into consideration. Using equation (9) or h E to evaluate the energy efficiency of algorithms is more comprehensive, effective, and practical.
As shown in equation (9) , in addition to R c , among the factors related to energy efficiency, P com , T com , P mcu , and T mcu depend on hardware, and they have nothing to do with the algorithm. What is more, N cycle and N uncmp are only related to algorithms and compression objects, and they have nothing to do with hardware. Therefore, the factors depending on hardware and the factors related to algorithms can be used as independent parameters affecting energy efficiency, so as to reveal and analyze the impact of different factors in data compression on overall energy efficiency.
The factors only related to hardware are defined as hardware coefficient k
It is shown in equation (10) that k is the ratio between the energy consumption for communication and algorithm execution. According to e com = ke mcu , k indicates the number of CPU cycles executed by MCU when energy consumption for executing instructions is the same as that for wirelessly transmitting 1 bit. It reflects the cost of wireless communication under the current hardware conditions and actually includes the factors that operation environment and communication environment. So k is determined by the hardware conditions of nodes, and mainly involves the operating voltage, operating frequency, transmission power, baud rate, and so on.
The factors only related to algorithms and data exchanged are defined as software coefficient s
As shown in equation (11), s is the ratio between the number of CPU cycles needed to run the algorithm and the size of raw data. As for its physical significance, s is the number of CPU cycles needed to compress 1-bit data, and it reflects the cost of compressing current data, involving the complexity of algorithms.
From equations (9) and (11), h E can be expressed as follows
It is shown in equation (12) that energy efficiency of data compression algorithms is not only related to the compression ratio R c , but is also affected by algorithms and hardware. So h E can be obtained by testing or calculating hardware coefficient k, software coefficient s, and compression ratio R c . It can be also known that h E is less than R c , and increasing R c or decreasing the ratio of s to k can enlarge h E . Furthermore, equation (12) indicates the methods to improve the energy efficiency of algorithms.
According to U mcu which is the operating voltage of MCU and I mcu which is the current of MCU in active mode, P mcu can be calculated. And T mcu is related to f mcu which is the operating frequency of MCU. So e mcu can be expressed as follows e mcu = P mcu T mcu = U mcu I mcu f mcu ð13Þ
According to U RF which is the operating voltage of RF and I RF which is the average current in transmitting mode, P com can be obtained. And T com is related to R baud which is the baud rate. Then e com can be expressed as follows
Equations (13) and (14) are substituted into equation (10) When MCU and RF chip have the unified voltage source, U RF is equal to U mcu . k can be also expressed as follows
With offline evaluation, N cycle , which corresponds to a given data size, can be calculated by T run which is the running time of algorithms and T mcu . So s can be expressed as follows
It can be found from equation (17) that there are two ways to obtain T run . One is that for the processor with timer module, it can be obtained by the timer/ counter. The other is that it can be obtained by building peripheral circuits to observe the change in current.
It can be known from equation (12) that h E has two conditions as follows
From equation (18) , it can be found that when h E . 0, the condition is energy saving, and the larger the value of h E , the better the effect of energy saving. When h E \ 0, the condition is energy wasting. That is to say, the data compression does not save energy and it wastes energy. The larger the absolute value of h E , the more the energy consumption. As shown in equation (12) , the necessary condition of energy saving is R c . 0. And only when R c . s/k, data compression is energy saving.
So equation (12) can not only be used to evaluate the energy efficiency of different compression algorithms under the different hardware conditions, but can also reflect the applicability of algorithms under the specific hardware condition and the energy-saving effect of algorithms. It also points out a possible direction to further improve the energy efficiency of algorithms.
Evaluation experiment and analysis
In this evalution experiment, nodes and compression algorithms are selected from Sadler and Martonosi 19 and Marcelloni and Vecchio. 20 The nodes selected are T-mote Sky and TinyNode, respectively, and the tested algorithms are called S-LZW and S-Huffman, respectively, which are generally used in WSNs. LZW is a dictionary-based lossless compression algorithm and S-LZW is an adapted version of LZW. Huffman coding is a kind of statistical compression algorithm and S-Huffman is a modfied version of Huffman coding. S-LZW and S-Huffman all are designed specifically for resource-constrained sensor nodes.
The evaluation of coefficient k of T-mote Sky and TinyNode
The hardware parameters of T-mote and TinyNode are shown in Table 1 .
The parameters in Table 1 are substituted into equation (16), respectively, each coefficient k can be obtained as follows It can be seen from equations (19) and (20) that when the energy consumption for executing instructions is the same as that for transmitting 1 bit, MCU can execute 136 CPU cycles in T-mote. Similarly, MCU can execute 397 CPU cycles in TinyNode.
The evaluation of coefficient s of S-LZW and S-Huffman
The data to be compressed are generated by MATLAB as shown in Figure 2 . In data series (1) ; (3) of Figure 2 , the white noises whose variances are, respectively 0.5, 3, and 6 are added to original signals, and the length of data is 512 byte (N uncmp = 512 b) .
The use of MATLAB to generate test data is based on the fact that the compressibility test of the compression algorithm is easily affected by the redundancy or dispersion of the data itself, because the measured data is not only difficult to avoid the impact of its own on the test results, but also more difficult to control its redundancy or disperse. Although the way in which data are generated in MATLAB does not guarantee that the data are exactly the same each time, it is convenient to control the dispersion or redundancy of the test data. Using this method can not only test different algorithms based on the data of the same distribution feature, but can also test the compression effect of the algorithm on different dispersive data by changing the dispersion (i.e. variance) of the data. The data in Figure 2 are compressed by S-LZW and S-Huffman, respectively. R c and N cycle can be obtained by the testing experiment, then s can be calculated. The results are shown in Table 2 .
According to the evaluation scheme proposed in this article, R c , k, and s which have been obtained are substituted into equation (12) , the values of h E in two nodes are shown in Tables 3 and 4 , respectively.
As shown in Tables 3 and 4 , the value of h E is significantly less than R c . It shows that the energy consumption for running algorithms cannot be ignored. When the energy consumption of algorithm itself reaches a certain level, even if R c of the algorithm is positive, h E may be negative finally. Thus the algorithm cannot achieve energy saving. As shown in Table 3 , R c of the second set of data is 11.72%, since the energy consumption of the algorithm is so large that h E is 224.75%.
So, for the data, using the algorithm cannot achieve energy saving.
Mechanism to select algorithms
Since the connectivity and coverage of network are two important problems in WSNs, and problems such as how to reasonably connect sensor nodes deployed randomly and how to achieve the balance of network's energy are all crucial to prolong the life of network, power control technology 21 for WSNs is a good solution. The technology of power control is that sensor nodes in a distributed network make the application performance of relevant network optimized by selecting the appropriate level of radio transmitting power, and the adjustability of transmission power is the prerequisite to realize power control technology. For nodes, controlling wireless transmission power can change the energy efficiency of algorithms. Therefore, a poweraware selecting mechanism of algorithms is proposed in this article.
If P com is larger than its original value by n times, it can be found from equation (15) that k will become nk, but R c is unchanged. Then the energy efficiency which is changed is defined as h
The relationship between h 0 E and n is shown in Figure 3 .
In the past, most of the design and evaluation of compression algorithms did not consider the possible adjustment of the node's wireless communication power or use a fixed value. But when the single-hop communication distance of WSNs changes with the network topology or other factors, the transmission power of the node also tends to be adjusted or changed. At this time, selecting a compression algorithm with better performance can maintain high energy efficiency or more energy conservation. The necessity of selecting data compression algorithms
According to equation (21) and Figure 3 , it can be seen that h 0 E increases with n increasing. If n tends to infinity, h 0 E is expressed as follows
Although the increase in transmitting power can improve energy efficiency, the improvement is limited. If h 0 E = 0, n = s/(kR c ). So if algorithms can save energy, h 0 E must be positive, which means n . s/(kR c ). It is obvious that when the transmitting power is different, the energy efficiency of algorithms is also different. So when the transmit power of a node is changed, a compression algorithm with better energy efficiency should be selected to ensure high energy efficiency or more energy saving.
The possibility of selecting data compression algorithms
For most compression algorithms, the compression ratio is proportional to the complexity of algorithms. The relationship between the compression ratio and the complexity of algorithms provides a basis to decide when the algorithm is changed. Suppose the compression ratios are R c1 and R c2 (R c1 . R c2 ), respectively, and the software coefficients are s 1 and s 2 (s 1 . s 2 ), respectively, h E can be expressed as follows
h E is the inverse proportion function of k, and R c is close to a constant. Then the relationship between h E and k is shown in Figure 4 .
As shown in Figure 4 , k o1 and k o2 are the critical points of the energy efficiency of algorithms. If the conditions in equation (24) exist, two curves of energy efficiency must have the point of intersection. It shows that the set of algorithms can be adjusted
When h E1 = h E2 , k can be calculated as the point of switching algorithms.
In equation (25) , [k min ,k max ] is the ideal range of k, and it is determined by the adjustment range of RF's power. If k switch is not in the range, the change of algorithms cannot be achieved.
In conclusion, if data compression algorithms can be selected, the algorithms must meet the conditions in equation (24) and k switch must be in [k min ,k max ].
The program to select algorithms is shown as follows.
Through the adjustment of algorithms, the curve of energy efficiency can be expressed as a piecewise function shown in equation (26).
The curve is the outer envelope of the two curves shown in Figure 4 , regardless of what the value of k is, h E is always the maximum. If (R ci . R cj ) AND (k oi . k oj ) then
9. while ( k min \= k switch ) AND (k switch \= k max ) 10.
If (k \ k switch ) then 11.
Call algorithm(j) M algorithm(j) is the j-th algorithm 12.
Else 13.
Call 
Example of algorithms selecting
The power-aware scheme of data compression selects the algorithm with better performance when the transmitting power is changed. Its purpose is to make h E larger in the process of changing transmitting power. The establishment and implementation of the scheme will be specified with examples in this section, and the validity of the scheme for energy efficiency in nodes will also be tested. 20 LEC, 14 b-RLE. 22 They are suitable to compress slow-changing signals.
The results tested using the algorithms above to compress the five data sets of slow-changing signals are shown in Table 5 .
As shown in Table 5 , the R c and s of different algorithms are different, so the three algorithms can form three combinations, as shown in Table 6 .
According to equation ( Since CC2420 has eight levels of transmitting power, combined with the information of microprocessor and according to equation (29), k can be calculated as shown in Table 7 . It can be seen from Table 7 The energy efficiency curves of the three algorithms are shown in Figure 5 . The operations of the scheme are as follows: (1) when the wireless transmitting power is 27 dBm or less, k \ 178.4 and S-LZW are selected. (2) When the wireless transmitting power becomes 25 dBm and more, k . 178.4 and b-RLE are selected. Figure 5 shows that a highly efficient compression algorithm at a certain transmit power level may become lower at the other power level. That is, for an algorithm that is most efficient at a certain transmit power, does not guarantee that at the other power level, it is still the highest. Figure 5 also clearly shows that when the transmit power of the node is changed, the energy efficiency obtained after switching the compression algorithm according to the proposed scheme is greater than the energy efficiency obtained using only a single algorithm.
Conclusion
For resource-constrained WSN nodes, a new evaluation scheme for energy efficiency of data compression according to hardware and software implementations is proposed in this article. Based on the scheme, it is known that energy efficiency h E is determined by compression ratio R c , hardware coefficient k, and software coefficient s. It means that h E can be calculated by testing R c , k, and s, the scheme can be used as a qualitative method to evaluate the energy efficiency of algorithms, and increasing R c or decreasing the ratio of s to k can enlarge h E , so it can be also used as a basis to improve energy efficiency. The feasibility of the scheme is demonstrated by evaluating the classical algorithms in WSNs. In addition, based on the scheme, for the need to adjust the wireless transmitting power of nodes, a power-aware adaptive mechanism of algorithms is proposed to improve energy efficiency. The lossless compression examples demonstrate that according to the mechanism, selecting the algorithm that has better compression performance to compress data can save more energy. Because of the conflict between the different performance requirements of WSNs, there is no compression algorithm that meets all WSNs performance requirements. The evaluation scheme proposed in the article is considered from the point of maximizing the energy efficiency of a node. It does not consider the real-time requirements for data compression, nor does it guarantee that the communication load generated by the selected algorithm is minimal. Since the compression efficiency evaluation methods of various lossy compression algorithms are affected by the allowable limit of compression error, and we have not yet obtained the appropriate test results of lossy compression, so the effectiveness of the proposed evaluation scheme in the article is limited to lossless compression. The applicability of this scheme to lossy compression algorithms will be the next research task. In the future, through the combination of some learning algorithms, 23, 24 prediction and optimization algorithms 25 that are suitable for WSNs, we will further improve the efficiency of the proposed evaluation scheme.
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