We have observed ten red giant stars in four old Large Magellanic Cloud globular clusters with the high-resolution spectrograph MIKE on the Magellan Landon Clay 6.5-m telescope. The stars in our sample have up to 20 elemental abundance determinations for the α-, iron-peak, and neutron-capture element groups. We have also derived abundances for the light odd-Z elements Na and Al. We find NGC 2005 and NGC 2019 to be more metal-rich than previous estimates from the Ca ii triplet, and we derive [Fe/H] [α/Fe] ratios are suppressed, these abundance ratios cannot be attributed solely to the injection of Type Ia SNe material, and instead reflect the differences in star formation history of the LMC vs. the Milky Way. An extensive numerical experimental study was performed, varying both input parameters and stellar atmosphere models, to verify that the unusual abundance ratios derived in this study are not the result of the adopted atomic parameters, stellar atmospheres or stellar parameters. We conclude that many of the abundances in the LMC globular clusters we observed are distinct from those observed in the Milky Way, and these differences are intrinsic to the stars in those systems.
INTRODUCTION
Globular clusters have been key to gaining insights into the early epoch of formation and evolution for galaxies in general and for the Galaxy in particular. Because of the proximity of Galactic globular clusters (GGC) to us, we can obtain color-magnitude diagrams and highresolution spectra of individual stars, which has allowed us to measure ages and abundances with unique accuracy. These data show a complex and interesting pic-ture for the GGC, including a dispersion in abundance ratios, trends in ratios with kinematics, and the possibility of the capture of clusters from other galaxies. We can now observe clusters in other galaxies of the Local Group with the same techniques to compare their cluster systems with the GGC and determine the variation in globular cluster systems from galaxy to galaxy and the possible contributions of other galaxies to the Milky Way system.
The Magellanic Clouds, less distant than some GGCs, provide an excellent opportunity to observe abundance patterns in another globular cluster system in detail. The Large Magellanic Cloud (LMC) has long been known to harbour clusters of similar age, mass and metallicity to the GGCs (Searle, Wilkinson, & Bagnuolo 1980) . Testa et al. (1995) and Brocato et al. (1996) provided the first ages based on main-sequence turnoff measurements of the oldest clusters in the LMC. The main-sequence turnoffs in a large number of old clusters in the LMC have subsequently been observed with the Hubble Space Telescope (HST). Some clusters in the LMC are coeval with nearby GGCs, such as M5, M4, and M92 (Olsen et al. 1998, LMC-O98, hereafter; Johnson et al. 1999, LMC-J99, hereafter) .
The ages, kinematics, metallicities and abundance ratios of the GGCs have provided much insight into the formation of the Galaxy. Searle & Zinn (1978) argued that the outer halo clusters were younger than the inner halo clusters and that implied that a slow, chaotic buildup of the outer parts of the Galaxy had occurred. That mergers have contributed to the formation of the Galaxy was clearly shown with the discovery that the Sagittarius dwarf spheroidal galaxy (dSph) is currently being subsumed by the Milky Way (Ibata et al. 1994) . The positions of GGCs on great circle orbits (Buonanno et al. 1994 ) that sometimes include other satellites of the Milky Way (Fusi Pecci et al. 1995) hint at past accretion events. Lin & Richer (1992) argued that the positions and radial velocities of Rup 106 and possibly Pal 12 suggest that they had been tidally captured from the Magellanic Clouds (MC). By incorporating proper motions in the analysis, Dinescu et al. (2000) suggested that it was more likely that Sagittarius was the original host galaxy of Pal 12. Bellazzini, Ferraro, & Ibata (2003) extended the analysis to conclude that at least four outer halo GGCs belonged to Sagittarius, in addition to the four clusters whose positions lie near the main body of Sagittarius (Ibata et al. 1995) Information about the history of the Galaxy is also contained in the chemical abundance ratios of old stars. In a seminal paper, Tinsley (1979) argued that enhanced [α/Fe]-ratios 5 in metal-poor stars were a consequence of the different timescales for the production of the α-elements (e.g., O, Ne, Mg, Si, Ca, and sometimes Ti) in core-collapse supernovae (Type II SNe) vs. the Fe produced by both SNe Type Ia and Type II. SNe Type II progenitors are short-lived (1Myr-100Myr) massive stars whereas progenitors of SNe Type Ia (mass-exchange binary systems including a white dwarf star) require longer to evolve and do not contribute to the chemical evolution of the Galaxy until ≥ 1Gyr subsequent to the formation of the binary system (Timmes, Woosley, & Weaver 1995; Matteucci & Recchi 2001) . Hence, the ratio of Type Ia/Type II SNe events determines the [α/Fe] . Systems that have recently started forming stars and have only had the contributions from massive stars to the interstellar medium would then be predicted to possess low Type Ia/II ratios and [α/Fe] > 0. Old GCCs possess high [α/Fe] ratios (Pilachowski, Sneden, & Wallerstein 1983; and references therein) , in accord with the idea that GGCs were among the first surviving Galactic objects to have formed. Nissen & Schuster (1997; hereafter, NS97 ) discovered a sample of moderately metal-poor field stars with low [α/Fe] ratios and suggested that they could have accreted from dwarf galaxies with a chemical evolution history different than that of the solar neighborhood, allowing the material out of which they formed to include the ejecta 5 We adopt the usual spectroscopic notation that [A/B] ≡ log 10 (N A /N B )⋆ -log 10 (N A /N B ) ⊙ , and log ǫ(A) ≡ log 10 (N A /N H ) + 12.0, for elements A and B. Also, in this paper, except for instances where [m/H] or Z are specifically stated, we define metallicity as the stellar [Fe/H].
from Type Ia SNe while they were still relatively metalpoor. Also exhibiting low [α/Fe] ratios with respect to the general GGC population are Rup 106 and Pal 12 (Brown, Wallerstein, & Zucker 1997) , which are 2-3 Gyr younger than other GGCs (Buonanno et al. 1990; Stetson et al. 1989) . Brown et al. interpreted the solar [α/Fe]-ratios to be the result of the cluster being formed long enough after star formation had begun in the surrounding region to have its abundance ratios substantially affected by contributions of iron from Type Ia SNe.
The characteristics of the production sites of other elements may also provide insight into timescales, initial mass functions, and other properties of clusters. At this time, both the predictions from theory and the data from globular clusters are murkier than the case of [α/Fe] . For example, the site of the rapid neutron-capture process (rprocess) is uncertain, but it is clear that the r-processed material appears before the slow-neutron-capture process (s-process) in asymptotic giant branch stars begins to contribute much to Galactic chemical evolution (Truran 1981) . The r-process produces some heavy elements, such as Eu, more readily than others, such as Ba and La, while the s-process does the opposite. Therefore, ratios such as [Ba/Fe] and [Ba/Eu] contain information about when clusters formed from a chemical evolution standpoint. Other element ratios are also sensitive to the mix of stars that polluted the ISM. First, the metallicity of the progenitor of a Type II SNe is important in the synthesis of such elements as Na, Al, and Cu (e.g., Arnett 1971 , Woosley & Weaver 1995 . Second, the mass of the SN affects the ratio of the α elements produced (e.g. Woosley & Weaver 1995; McWilliam 1997) . Less massive stars make lower ratios of [Mg/Ca] Recent efforts to measure many elements in globular clusters have shown that other abundance ratios, such as the ones listed above, vary between GGCs. Ivans et al. (1999; hereafter M4-I99 and M5-I01) , measured abundance ratios of 14 elements in 36 giants in each of M4 and M5, two GGCs with similar [Fe/H] and ages. Within either cluster, the stars possess comparable abundance ratios for elements not sensitive to proton-capture nucleosynthesis, but the same is not true of a comparison between clusters. Confirming and expanding upon the earlier results of Brown & Wallerstein (1992) , M4-I99 found that the mean [Si/Fe] ratio for the M4 stars is 3-σ greater than in M5 stars. The abundances of [Al/Fe] , [Ba/Fe] , and [La/Fe] are also significantly higher in M4 stars. Interestingly, these clusters also differ in their apogalactic distances, with apogalactocentric radii of 5.9 and 35.4 kpc for M4 and M5, respectively (Dinescu et al. 1999) . This same apparent trend with apogalactic distance and some abundance ratios may also be reflected in halo field and cluster stars (NS97; Hanson et al. 1998; Stephens 1999; Fulbright 2002; Lee & Carney 2002; . However, employing an extensive sample from the literature which included the results incorporated in Stephens (1999) and , Venn et al. (2004) argue that the low [α/Fe] ratios in halo stars are, if anything, correlated with extreme retrograde orbits and statistically not correlated with apogalactic distance.
Additional cluster-to-cluster abundance variations have been found in other studies. Pursuing the investigation of the [α/Fe] trends to the inner halo, Lee & Carney (2002) (Brown et al. 1997; Cohen 2004) . Ter 7 stars show low [Ni/Fe] (Tautvaišienė et al. 2004) . As these examples illustrate, the evidence for abundance variations between GGCs has been firmly established Within an individual GGC, star-to-star variations are observed among the light elements sensitive to protoncapture nucleosynthesis (e.g., C, N, O, Na, Mg, and Al). Early detections of CN variations among giant stars by Lindblad (1922) and Popper (1947) were expanded to higher resolution (see e.g., Osborn 1971; Peterson 1980) and, for some GGCs, to stars on the main sequence (see Hesser 1978; Hesser & Bell 1980) . Also observed in globular cluster populations (but absent in the field star population) are anti-correlations in the abundances of [O/Fe] with [Na/Fe] and [Al/Fe] (see Gratton, Sneden, & Carretta 2004 for a recent review).
One possible explanation for the light-element abundance patterns is "deep" mixing in red giants (e.g., Sweigart & Mengel 1979; Denissenkov & Weiss 1996 , Denissenkov & VandenBerg 2003 , dredging up the products of proton-capture nucleosynthesis from the interior out to the photosphere. It remains unclear, however, how the temperatures of the interiors of the red giant stars can even get hot enough to convert Mg to Al (Langer, Hoffman, & Zaidins 1997; Messenger & Lattanzio 2002) . For some time, it had been thought that intermediate-mass asymptotic giant branch (AGB) stars could be responsible for producing the abundance patterns (Cottrell & Da Costa 1981) , but recent work by Denissenkov & Herwig (2003) and Fenner et al. (2004) show that the observed abundance correlations are not replicated in model yields of AGB stars.
The presence of the abundance correlations at or below the main-sequence turnoff suggests that the variations may be primordial or the result of pollution by more evolved stars. It is likely that some combination of effects are at work. In M13, for example, the abundance patterns are also correlated with the evolutionary state of the stars (Kraft et al. 1993; Sneden et al. 2004; Johnson et al. 2005) . While all clusters that have been examined for deep mixing effects show the associated abundance anomalies, some clusters appear to be more affected than others. The classic example is M3 and M13 (Kraft et al. 1992) , where stars in M13 have [O/Fe] To summarize the situation in the GCC system, the majority of clusters exhibit super-solar [α/Fe] ratios, abundance ratio trends with apogalactic distance or prograde/retrograde orbits, solar iron-peak element ratios, and evidence of abundance correlations in the light elements, possibly due to deep mixing. Are these universal properties of old globular cluster systems, or do they represent the unique history of the Milky Way?
Low-dispersion spectra of individual giants by Cowley & Hartwick (1982) were used to measure spectral indices for nine old LMC clusters, including Hodge 11. Subsequently, Olszewski et al. (1991, LMC-O91) performed a comprehensive study to measure the metallicities of the LMC clusters using low-dispersion spectra of the Ca II infrared triplet lines in individual giants. These measurements have been extremely useful in tracing the agemetallicity relationship in the LMC and in providing estimates of the overall metallicity. However, for some Magellanic Cloud clusters (e.g., NGC 2019 and NGC 2005) , there is a disagreement between the metallicities from LMC-O91 and the slopes of the red giant branches measured by LMC-O98. Abundance ratio questions could not be addressed, however, until high-resolution studies of LMC stars became available. The study by Hill et al. (2000) In this paper, we report on abundances in four clusters in the Large Magellanic Cloud (LMC) observed with the MIKE spectrograph on Magellan. These clusters, NGC 1898, NGC 2005, NGC 2019 and Hodge 11 are globular clusters with ages from color-magnitude diagrams that are as old as the majority of GGCs (LMC-O98, LMC-J99) and have metallicities ranging from −2.0 to −1.0. Therefore, they are similar to the kinds of GGC that have been important in deciphering the history of the Galactic spheroid.
OBSERVATIONS AND REDUCTIONS

Target Selection
To expand the sample of LMC cluster stars with highresolution spectra and abundance ratio determinations for a large number of elements, we observed four old LMC clusters: Hodge 11, NGC 1898 , NGC 2005 , and NGC 2019 o from the center. The other three clusters are located within 1.5 o of the center of the LMC and are suitable comparisons to the inner halo GCCs.
LMC clusters are far enough away that stellar crowding leading to blended spectra is a potential problem, and this was one of the main concerns in the sample selection of LMC-O91. However, we cannot simply choose stars in the outskirts of the clusters, especially for clusters in the inner part of the LMC, since the ratio of field stars to cluster stars increases rapidly with radius. Instead, we employed the HST images obtained by LMC-O98 for NGC 1898, NGC 2005, and NGC 2019 to identify the brightest stars in the inner clusters whose stellar profiles are not apparently blended with the profiles of other bright stars. For Hodge 11, well removed from the LMC bar and disk, we chose the brightest uncrowded stars from a private catalog maintained by one of the authors (Stetson) . Both Hodge 11 stars are saturated in the HST observations of LMC-J99. Only one of the stars is included in the observations of Mighell et al. (1996) , and it is saturated in the V exposures. As can be seen in Figure 1 , all of our observed clusters stars lie at the tip of the giant branch.
Observations and Reductions
We observed the LMC globular cluster stars 27 December 2002 -1 January 2003 with MIKE, the double echelle spectrograph (Bernstein et al. 2003) on the Magellan Landon Clay 6.5-m Telescope at the Las Campanas Observatory. The observations are summarized in Table  1 , where we also list other names by which the stars are known in the literature, taken from Lloyd-Evans (1980), Mighell et al. (1996) , and LMC-O98.
The blue side of the double echelle design covers 3200-4800Å, and the red, 4500-7240Å, with no gaps. For the analyses presented here, we only employ the relatively higher signal-to-noise (S/N > 20) data redward of 4800Å. We used a 1.0 arcsec wide slit, giving a spectral resolution of 19,000 (R ≡ λ/∆λ). The chip had a gain of 1.06 electrons/ADU and a read noise of 4 electrons. We binned on-chip in 2x2 pixels. Table 1 lists the S/N per pixel we achieved in the combined spectra at 6600Å, along with a measure of the quality factor per resolution element (F ≡ (R/λ) × (S/N)), also referred to as a figure-of-merit.
The data were reduced using standard IRAF 6 routines. We also employed IRAF to combine multiple spectra taken of the same objects and to excise cosmic ray features. Spectra taken of Th-Ar lamps provided the wavelength calibration. We took several spectra of the hot, rapid rotator HR 1307 to eliminate the telluric features using a current version of the program SPECTRE (Fitzpatrick & Sneden 1987) .
ABUNDANCE ANALYSIS
In this section we describe our analysis techniques. In the abundance determinations, we employed a combination of equivalent width and spectrum synthesis analyses.
Also presented here are the linelists we used, including hyperfine structure information (HFS) where applicable, and equivalent widths (EWs). We include a brief discussion of the effect of different choices in the stellar parameters on the derived abundances, and expand upon that discussion in the appendix.
Equivalent Widths
To identify transitions suitable for EW analyses, we synthesized the spectrum (4500-7240Å) of NGC 1898#1 with a current version of MOOG (Sneden 1973 ) and identified relatively isolated lines stronger than ∼25 mÅ. These features were then measured in each of our spectra using SPECTRE. For most species, including Ca I, Ti I, and Fe I, EW measurements were sufficient for a reliable abundance analysis. For other elements, some or all of the lines were synthesized. For these lines a pseudo-EW was calculated via the ewfind driver in MOOG for inclusion in Table 2 . Table 2 lists the lines we employed in the abundance analyses. Pseudo-EWs are given for lines marked "SYN".
The uncertainty in the EW for each line can be determined by the following relationship (corrected from Equation 3 in Fulbright & Johnson, 2003) :
where δx is the dispersion inÅ/pix, C i is the value of the continuum, and r i is the intensity at pixel i. This is summed over the n pixels which contain absorption in the line. In practice, we summed over 2.5 × FWHM of the line, where the FWHM was given by the gaussian fit via SPECTRE. The uncertainty in the continuum placement is difficult to determine. We employed the following procedure. We selected a subset of Ti and Fe lines with oscillator strengths from Wickliffe & Lawler (1997) and the papers of the Oxford group Blackwell, Petford, & Simmons 1982; Blackwell et al. 1982a Blackwell et al. , 1982b Blackwell et al. , 1982c ). These oscillator strengths, especially in a relative sense, are well determined, with uncertainties of < 0.05 dex (which are smaller than the uncertainties imposed by the EW measurements). We varied the number of continuum pixels from 10 at 4500Å to 25 at 7000Å, values chosen based on our previous experience with high resolution spectral syntheses. With this algorithm, the average uncertainty in the abundance produced by the uncertainty in the EW is equal to the standard deviation of the sample of lines. We then determined the expected uncertainty for each individual EW.
Lines that were not significant at the 2-σ level were eliminated. The number of lines eliminated by this criterion varied from one to six per star. We also used Equation 1 to determine limits for certain species where only upper limits could be measured. The smallest uncertainty was then tripled and used to calculate an abundance based on a 3-σ upper limit. Table 2 summarizes the oscillator strengths we employed. Whenever possible, we have chosen to employ laboratory values. In the appendix, we discuss the effect (usually small) on the abundances that choosing values from other studies would make, and compare our oscillator strengths to those of the Lick-Texas Group (e.g., the linelist employed in the recent high resolution M3 study by Sneden et al. 2004 adopted from M5-I01) and the list of Shetrone et al. (2001; dSph-S01) for dSph stars, a list also incorporated into studies of additional metalpoor dSph stars by Shetrone et al. (2003) and further discussed by Tolstoy et al. (2003) and Venn et al. (2004) .
Oscillator Strengths
In deriving the abundances of Sc, V, Mn, Co, Cu, Ba, La, and Eu, we took into account HFS for all of the lines we employed. The La and Eu linelists were taken from Lawler, Bonvallet & Sneden (2001) and ; Ba from Johnson (2002) ; and Cu from Simmerer et al. (2003) . In Table 3 , we present our HFS information for the lines we analysed in Sc, V, Mn, and Co, where the integrated line information and references are listed in Table 2 . In the case of Na and Al, our analyses are consistent with those in the literature where weak lines are used and HFS is ignored. Nd has eight isotopes and the odd-Z isotopes have HFS. We do not have information on the HFS, but using the Nd isotopic splittings from Aoki et al. (2001) did not make a difference, so the effect of saturation on the lines should be small. For all elements, we use van der Waals damping constants modified by the Unsöld approximation.
Model Atmospheres
We used Kurucz model atmospheres (Kurucz 1992 (Kurucz , 1993 7 with overshooting and assumed that local thermodynamic equilibrium (LTE) holds for all species. In the appendix, we discuss the effect on our abundance calculations for different sets of model atmospheres.
Reliable photometry does not exist for all of the stars in our sample. We instead derived temperatures by ensuring that the abundance derived for Fe I lines did not show any trends with the atomic parameters of the lines employed. As shown by M5-I01 and Fe-KI03 hereafter) , in their sample of metal-poor GGCs RGB stars, temperatures derived from the colortemperature calibrations of Alonso et al. (1999) be generally in good agreement with the excitation temperatures derived by spectroscopic means. The photometric temperatures we calculate for some of the LMC stars are generally cooler than those adopted here, and this issue is discussed further in the appendix. We estimate our uncertainty in T eff to be 150K.
Our log g values are calculated from the following relationship:
+4 log
where the bolometric correction (BC) was obtained by employing the formulae of Alonso et al. (1999) . We adopted T ⊙ eff = 5770 K, log g ⊙ = 4.44 and M ⊙ bol = 4.72. We also adopt 0.85M ⊙ for the mass of our stars. Of the four different (m-M) V distance modulus calculations presented by LMC-O98, we used the apparent distance modulus they derived based on matching the color-magnitude diagrams of GGCs to those of the LMC clusters. The values we derive employing this method are in good agreement with those predicted by the 12 Gyr, Z = 10
isochrones of Bergbusch & VandenBerg (1992) . In the case of Hodge 11, homogeneous photometry for the stars in this cluster did not initially exist, so we adopted the isochrone-based log g. Further discussion of these issues are contained in the appendix.
We determined the microturbulent velocity (ξ) spectroscopically by ensuring that there were no trends in the abundance of Fe I as a function of EW. Fe II was used for the input metallicity of the model atmosphere, [m/H]. Our final model atmosphere parameters are presented in Table 4 . larger values for logǫ(X) by 0.3-0.5 dex. Non-LTE effects could account for the difference, if the neutral species are "over-ionized" due to the models employed (see Fe-KI03 for an expanded discussion). However, the magnitude of the over-ionization effect is not predicted to be as large as this , Korn 2004 . Further discussion regarding these issues is postponed to the appendix. In Figure 2 , we illustrate the changes in log ǫ(X) due to the estimated uncertainties in each of the stellar parameters for NGC 1898#1, a representative star from our sample. For our particular set of Fe I and Fe II lines, most of the elemental abundances changes behave in a similar way to the changes observed in Fe I. In subsequent discussions, we reference all abundances with respect to Fe I, except for O I, Ti II, and Sc II, which are referenced to Fe II. Our choice of whether to compare to Fe I or Fe II was based on the relative changes when atmospheric parameters were changed, as were the sizes of possible NLTE effects and the ratios that have previously been used in the literature. Our error analysis is LMC-O91 specifically noted problems with their analysis of these two clusters. In each case, LMC-O91 could rely on only one star in the center of the cluster. Our analysis shows that both of these clusters are closer in metallicity to NGC 1898 than to Hodge 11. Therefore Figure 17 from LMC-O98 is substantially correct: the inner LMC clusters are more metal-rich than the outer LMC clusters even though both have similar horizontal branch (HB) morphologies. HB morphology is mainly a function of metallicity, and more metal-rich clusters have redder HBs. That metallicity is not the sole variable affecting HB morphology is referred to as the "secondparameter problem" (van den Bergh 1967). In the Milky Way, Searle & Zinn (1978) pointed out that the clusters with bluer HBs (for their metallicity) are concen- One of the primary goals of this paper is to compare the LMC cluster abundance ratios with those seen in other stellar populations. The sample of recent literature studies of the GGCs used for comparison in this paper is summarized in Table 16 . For Cu, we used the comprehensive analysis of Simmerer et al. (2003) for the GGCs values. For the elements sensitive to proton-capture nucleosynthesis (e.g., O, Na, Mg, and Al), we have displayed the abundances from individual stars. For all other elements, as well as Mg, we have adopted or calculated the average abundance and standard error of the mean (s.e.m.). Using the s.e.m. usually gives us a very small (∼0.03) error, much smaller than we calculate for the individual errors in the LMC stars. Much of the reduction comes from the large number of stars observed in GCC studies. Some of the reduction, however, is the result of the usually smaller internal dispersions in globular cluster abun- (Tables 4 and  7) and Kraft & Ivans (2004; Fe-KI04) , where available, using [Fe/H] derived from Kurucz atmospheres with overshooting turned on, corresponding to the choice made for this study. For Terzan 7 and NGC 6553, too metal-rich to be included in the Fe-KI03 and Fe-KI04 compilations, we cite the [Fe/H] reported in primary abundance analyses in the literature. The abundance analyses for 18 of these clusters were done using evolutionary log g values; the other seven adopted log g based on ionization equilibrium. In studies where these two methods were compared (e.g., M5-I01), the log g values for stars at the tip of the giant branch from ionization equilibrium constraints are ∼0.3 dex smaller than those derived from evolutionary considerations. From Figure 2 , this will result in small changes (< 0.05 dex) for the majority of abundance ratios, with the exception of [Fe I/Fe II].
We did not apply any corrections to Na I abundances for non-LTE effects but took care to employ a similar sample for comparison, revising the values of two groups by the corresponding cited corrections (Tautvaišienė et al. 2004; Carretta et al. 2004b) . On this issue, we refer the reader to discussions by Baumüller, Butler, & Gehren (1998) , Gratton et al. (1999) , Mashonkina, Shimanskiȋ, & Sakhibullin (2000) , and Takeda et al. (2003) .
For field star data, we have mainly relied on the work of Fulbright (2000) . For elements not studied by Fulbright, we have adopted Sc and Co from Gratton & Sneden (1991) , and Mn from Gratton (1989) and Bai et al. (2004) . The data for Cu in field stars is from Mishenina et al. (2002) . All of the additional field star studies for these elements include HFS in their analysis. The EWs for V in Fulbright (2000) are small enough that including HFS effects will not affect the derived values. The dSph field star data come from With the exception of iron, our analysis relies on the solar photospheric (where reliable) or meteoritic abundances from the compilation of Anders & Grevesse (1989) . In the case of iron, we adopt log ǫ(Fe) = 7.52, a value close to that recommended by Grevesse & Sauval (1998;  log ǫ(Fe) = 7.50). We refer the reader to discussions by Ryan, Norris & Beers (1996) and McWilliam (1997) , where some of the alternative solar iron abundance choices are summarized. In cases where the literature studies employed a solar value different from that adopted in this study, we adjusted their abundances to our system. The case where this revision made the most noticeable difference to our comparison was to the Co values of Gratton & Sneden (1991) . When applied to solar EWs, the linelist we employ in this study reproduces within acceptable errors the solar abundances we adopted for all elements.
O, Na, Mg, Al
In all GGCs for which star-to-star abundance variations have been investigated for correlations between the abundances of elements sensitive to proton-capture nucleosynthesis, they have been found. In Figure 3 , we display the abundances of [O/Fe] Smith et al. 2002) . The double error bar represents our estimate of total and random errors. The larger errorbar represents the uncertainty including atmosphere parameter uncertainties, and the smaller the addition of the s.e.m. from the lines of the two elements added in quadrature for the vertical axis or just the s.e.m. for the horizontal. The latter errorbars are similar to the errorbars of the GGCs. In the case of the larger Ti errors, the Ti line strengths, and thus derived abundances, are more temperature-sensitive than the other elements.
to stars of the Galactic halo field, LMC, the dSphs and GGCs. While the [Mg/Fe] and [Si/Fe]-ratios we derived are in good agreement with those found for field and GGC stars, both the [Ca/Fe] and [Ti/Fe] ratios are systematically lower, with a distribution much more similar to the abundances found in some of the dSph stars.
4.5. Iron-peak elements However, individual values agree, within the errors, to those of the GCC cluster and field stars. The abundance we derive for Co for the LMC clusters is offset from most of the GCC abundances displayed in Figure 5 . However, as the errorbar illustrates, the offset could be the result of systematic choices in the analyses. We have excluded the Co abundances from the following discussion. We do, however, note the disagreement between the abundances reported for metal-poor field and GCC stars as well as the need for additional measurements of Co in metalpoor field stars. Figure 6 shows the abundances of the lighter iron-peak elements, [Sc/Fe] 
Cu
The sites for Cu production are thought to be massive stars either through the weak s-process or Type II SNe, or lower mass binaries through Type Ia SNe (e.g., Matteucci et al. 1993) . Whatever the relative contributions of these processes, they are also responsible for the strong trend seen in [Cu/Fe] Mishenina et al. 2002) , a trend also shared by the GGCs (Simmerer et al. 2003; their Figure  6 ), but not by the individual stars in ω Cen (Cunha et al. 2002) . As shown in our Figure 7 , the LMC clusters, ; Cunha et al. 2002) . The GGC Cu values are those plotted in Figure 6 of Simmerer et al. (2003) . Note that the halo field stars have slightly larger error bars than those of our study (see Figure 4) .
Neutron-capture elements
In the solar system, Eu was mostly made in the rprocess, while more than 50% of Y, Zr, Ba, La, and Nd came from the s-process. These two processes occur, and contribute to the interstellar mix out of which subsequent generations are formed, on different timescales. While the site of the r-process is not yet definitively known, the oldest stars in the Galaxy show the signature of r-process contributions, so a neutron-rich environment associated with with massive stars is likely (Truran 1981) . The sprocess, however, is known to occur in AGB stars, and most efficiently in the lower-mass AGB stars (see e.g., the review by Busso, Gallino, & Wasserburg 1999 and references therein). Therefore, s-process material should appear in our clusters if they were formed out of material that had incorporated the yields of stars which had formed at least 1 Gyr previously. We measured six neutron-capture elemental abundances in both NGC 2019 and NGC 1898, and at least one neutron-capture element abundance in the other two clusters. Figure 8 shows that the LMC clusters do not share that trend.
THE CHEMICAL HISTORY OF THE LMC CLUSTERS
The LMC clusters in our sample do not show the same abundance ratios that we see in the majority of the GGCs. To determine if Type Ia SNe ejecta could be an explanation for the observed LMC [α/Fe] patterns, we compared the chemical abundances of three stars in two LMC clusters to supernova model yields. Table 17 lists the results, along with a subset of those obtained for other stars employing the same techniques, adapted from Iwamoto et al. (1999) . Höflich, Khokhlov, & Wheeler (1995) ; Höflich & Khokhlov (1996) ; Höflich, Wheeler, & Thielemann (1998) ; Domínguez, Höflich & Straniero (2001) ; Höflich et al. 2002. represents the ratio of the number of SNe Ia to SNe II events that fit both the observations and the synthesized mass of Na, Mg, Si, and Fe from the model yields. Two sets of <N Ia /N II > are shown, one for each of the two main sources of SNe Ia yields adopted. The SNe II yields are taken from Iwamoto et al. (1999; see references therein) , integrated over a Salpeter (1955) initial mass function with SNe II progenitor star masses from 10-50 M ⊙ . We refer the reader to Ivans et al. (2003) for further details regarding the methods and techniques employed.
Listed for comparison are the <N Ia /N II > values derived for Galactic stellar populations of comparable iron abundance, including the sample of low-α stars uncovered in the local solar neighbourhood by NS97, the more metal-poor low-α star BD+80 245, and the low-α clusters, Rup 106 and Pal 12, studied by Brown et al. (1997) . The value we derive for <N Ia /N II > in the LMC cluster stars is comparable to that of the Galactic halo field stars, and disimilar to the <N Ia /N II > found in the Galactic examples of low-α stars. Thus, the same mixture of Type Ia and Type II ejecta as found in the Milky Way halo low-α stars cannot explain the abundance ratios of the LMC stars. Instead, the α-element abundance ratios of the LMC stars seem to mimic the splintering of the behavior of the α-elements seen in the recent studies of inner halo clusters by Lee & Carney (2002) and Lee et al. (2004) where [Si/Ti] is as high as ∼0.6 dex for some inner halo GGC stars.
As noted in §1, numerous studies have reported abundance trends with apogalactic distance for stars in our Galaxy. In particular, Lee & Carney and Lee et al. (2004) find abundance trends in α-element ratios that they have interpreted as the result of mass-dependent yields of Type II SNe. In our study, the most interesting abundance ratios also come from the inner LMC clusters, in part because our outer LMC cluster (Hodge 11) is also by far the most metal-poor cluster. Combining our results with those of other clusters which lie at varying distances from the LMC bar (e.g., Hill et al. 2004) , future studies will be able to compare radial trends between the LMC and Milky Way and should prove to be very illuminating.
Different sources of production of the various iron-peak elements could explain the variation we observe in the iron-peak abundance ratios of the LMC cluster stars. Timmes et al. (1995) Supporting the argument against low-metallicity SNe Type Ia contributions is the difference in abundance trends between iron-peak elemental ratios. In Galactic fields stars, the abundance of [Cu/Fe] Woosley & Weaver (1995) and in Timmes et al. (1995) . The abundances of the LMC cluster and ω Cen stars (see Figure  7) do not appear to require much contribution by Type Ia supernovae. Since the production of Cu in the LMC matches the production of Fe, we conclude that there is a minimum [Cu/Fe] produced in another source, possibly the result of massive star contributions. The lack of any trend in [Cu/Fe] with metallicity in the LMC and ω Cen could be due to continued contributions from metal-poor SNII or the lack of contributions from Type Ia SNe. For the LMC clusters, either of these ideas is in accord with the old ages previously measured. Thus, these results support the idea that the main s-process is not likely to be a substantial contributor to Cu production (Mat- (2002) predictions for the yields of hypernovae (filled triangles) with different progenitor masses (13-30M ⊙ ) and explosion energies (1-50 ×10 51 ergs). These models were made for zero-metallicity stars, but that should not affect the results here, since the most important variables in the iron-peak ratios are the explosion energy and the mass cut. A typical errorbar is shown for our derived abundances. The Umeda & Nomoto hypernovae yields do not explain the abundances we observe in the LMC cluster stars. Because we are comparing results derived for stars with different metallicities, we first normalized all the logǫ(Eu) values to those of NGC 1898#1. Next, all the abundances were averaged. The solar values were then adjusted to match this normalized, averaged Eu value.The agreement between the data and the solar system r-process pattern, especially for Eu and La, shows that there is little, if any, contribution of the s-process to the heavy elements abundances in the LMC clusters. teucci et al. 1993). However, in the case of the LMC, it may have experienced a history similar to that of the Sgr dSph (see Figure 7) . More relatively metal-rich LMC stars need to be observed in order to discern whether or not a rise in the Cu abundance exists with respect to the Fe abundance.
We explored the origin of the neutron-capture elements in our clusters by comparing the r-process and s-process contributions to the solar system abundances with the observed LMC abundances (Figure 10 ). Our La and Eu abundances are the most reliable, since their lines are mostly on the linear part of of the curve of growth and both HFS and isotopic splitting are fully taken into account. Viewing the fit to La and Eu (and the other neutron-capture elements), we favor an r-process contribution with, at most, a 20% contribution from the s-process to improve the agreement with Ba, Nd, and Y. Thus, the LMC clusters have little, if any, contribution from the main s-process, while the more metal-rich ω Cen stars are s-process-rich (e.g., Smith et al. 2000 ), yet both share the groups of stars low with [Cu/Fe] ratios.
The low s-process abundances are a natural consequence of the LMC clusters being among the first objects formed in the Clouds, before much chemical evolution took place, and before AGB stars had time to evolve and contribute their yields to the interstellar mix. We have argued in this section that the addition of iron from Type Ia ejecta is not the solution to the abundance ratios that we see, though the lack of Type Ia contributions may be part of the reason for the low [Cu/Fe] and [V/Fe].
SUMMARY AND CONCLUSIONS
Employing a linelist of >300 lines with laboratorybased gf-values, we have derived elemental abundances for the α-, iron-peak, and neutron-capture element groups of ten giant stars in four old globular clusters of the LMC. In deriving the abundances of Sc, V, Mn, Co, Cu, Ba, La, and Eu, we took into account HFS in all of the lines employed. Extensive numerical experiments were performed to elucidate the effects of differing choices of gf-values, stellar atmospheres, and stellar parameters on the abundances we derived.
While we find that many abundance similarities exist between the globular cluster stars in the LMC and our Galaxy (e.g., the ratios of [O/Fe] However, the available literature on the Galactic abundances of this trio of iron-peak elements is sparse (in one or the other of the globular cluster or field star populations) and further data are required to determine with greater certainty whether the differences in the abundances derived for the different groups are significant.
In the case of another iron-peak element, the behavior of [Cu/Fe] in our LMC clusters with respect to [Fe/H] appears to be constant with a value of ∼−0.8. While this is in marked contrast to the abundances observed in other MWG halo field and cluster stars, it does resemble the trend observed in ω Cen. More relatively metal-rich LMC stars need to be observed in order to discern whether or not a rise in the Cu abundance exists with respect to the Fe abundance With regards to the neutron-capture elemental abundance ratios of [Y/Fe], [Ba/Fe], and [Eu/Fe], we find the LMC star results to be similar to the MWG-average values. We compared the abundances derived for NGC1898 and NGC2019 against predictions of the scaled solar system contributions of the r-and s-process by Arlandini et al. (1999) and Burris et al. (2000) . We find that the abundances of neutron-capture elements Y, Zr, Ba, La, Nd, and Eu can largely be accounted for by the r-process, with, at most, a 20% contribution from the s-process to improve the agreement with Y, Ba, and Nd.
The abundance ratio distributions observed in red giant stars in the LMC globular clusters are markedly different from those found in the GGC red giants, the halo field red giants, and the red giant stars of the dSph systems. Since the α elements in the LMC clusters are not universally suppressed, and the ages of these clusters are old, we do not favor contributions by Type Ia SNe, but rather a unique star formation history that produced smaller amounts of Ca, Ti, V, Ni and Cu than in the Milky Way. Possible explanations include a bias in the mass function of SNe that either exploded or whose ejecta were retained, or stars in the LMC being formed from material resulting from contributions by lower metallicity SNe than in our Galaxy. 
APPENDIX
ERROR ANALYSIS
For all elemental abundances derived in this study, the two major sources of uncertainty are the EW measurements and the choice of model atmospheres, both of which overwhelm those from the log gf -values. As discussed in Section 3.1, the EW uncertainties can be accounted for by the line-to-line scatter. For a given elemental abundance, if a smaller than expected value of dispersion resulted from the use of a small number of lines (i.e., where the standard deviation of the sample was < 0.05 dex), we derived a more accurate value by calculating the expected uncertainty in the EW for each line, and adopting the average uncertainty produced. The model atmosphere parameters are not independent and are correlated in several different ways. We follow the basic method outlined by McWilliam et al. (1995) and adapted by Johnson (2002) :
where σ T log g , for example, is defined as
The uncertainties in T eff and log g are clearly correlated, not only due to the explicit log g-T eff dependence, but also due to the dependence of the bolometric correction on the temperature. Equation 1 reveals the other sources of random error in log g. We adopted uncertainties of 0.1 mag in V magnitude, to account for possible systematics unaccounted for in the quoted random uncertainties of 0.05 mag. We estimate the uncertainty in the apparent distance modulus as 0.2 mag. Finally, we adopt an uncertainty of 0.05 solar masses for stellar mass. Below, we discuss the effect of a possible systematic difference of 0.25 solar masses, as a result of assuming an RGB mass for a star which has actually undergone mass loss. Alonso et al. (1999) give separate formulae for the bolometric correction depending on the temperature. Thus, σ T log g was not determined analytically. Instead, we devised the following method to determine the uncertainty in log g and the covariance between T eff and log g. We ran 1000 test cases with errors added to T eff , V magnitude, (m-M) V , and BC with their appropriate σs. A log g was then calculated. The set of log g and T eff allowed us to find σ T log g . 
where the covariance σ A,B has been modified from eq. A20 in McWilliam et al. (1995) to take into account the uncertainty in [m/H]:
DISCUSSION OF MODEL ATMOSPHERE PARAMETERS Our choice of model atmosphere parameters was a critical part of our abundance calculations. For most elements, we measure a sufficient number of lines with reliable gf -values to make the uncertainty in the effective temperatures the dominant source of uncertainty. In this appendix, we discuss more fully the changes in abundance ratios that occur when different atmosphere parameters are adopted.
Effective Temperatures
T eff can be derived in a number of ways. We limit our discussions here to those derived either photometrically, using colours (photometric T eff ), or spectroscopically, using the abundance derived for Fe I lines with different lower excitation potentials (excitation T eff ). In the main body of this paper, we adopted the latter method also used by Shetrone et al. (2003) in their studies of giants in dSphs, and by the bulk of the studies done by the Lick-Texas group in their analyses of GGC stars.
In their re-evaluation of the abundance scale of globular clusters using Fe II, Fe-KI03 employed photometric T eff values because of concerns with the possibility of overionization of Fe I. For the RGB stars included in their study, they concluded that T eff derived spectroscopically and photometrically were similar, but because of the degeneracy between T eff and log g on the RGB, spectroscopic temperatures tended to have greater uncertainty. We possess photometry for most of the stars in our sample and can compare the T eff derived by different means. To correct for reddening, and we use the adopted values E(B-V) from O98 for NGC 2019, NGC 1898 and NGC 2005 and Walker (1993) for Hodge 11, combined with the E(B-V)/E(V-I) value from Sarajedini (1994) . We used the Cousins/Johnson color transformations of Bessell (1979) . Table 18 shows our calculated T eff for the Alonso et al. (1999) calibration and the Houdashelt, Sweigart, & Bell (2000) calibration. We used the Ramírez and Meléndez (2005) color-T eff calibration on stars that were blue enough to be included in their system, and found T eff s within the range covered by Alonso et al. and Houdashelt et al. It is apparent that for the inner LMC clusters NGC 1898, NGC 2005 and NGC 2019, the T eff predictions from the color-temperature calibrations are a poor match to those we derive spectroscopically. A change of about 0.15 mag in the V − I color due to either uncertainties in reddening or in photometry would reconcile the spectroscopic and Alonso photometric T eff values. These stars are saturated in the long exposures of LMC-O98, and because of charge-transfer efficiency effects, the length of exposure has an impact on the photometry. LMC-O98 added a magnitude-dependent correction to put the short exposures on the same system as the long exposures. Unfortunately, these clusters have not been successfully studied from the ground, therefore an independent source of photometry does not exist to check the accuracy of the HST results.
Could the non-standard abundance ratios we observe be eliminated by any logical choice of T eff ? To check this possibility, we performed the following test. We interpolated a series of Kurucz model atmospheres with T eff from 3800K to 4500K, log g derived from Equation 1 for the star NGC 1898#1, and [m/H] derived from Fe II lines. In Figure B1 , we plot several important abundance ratios as a function of the T eff of the model atmospheres. Many abundance ratios are very dependent to the adopted T eff , and hotter models for NGC 1898#1 often produced, for some elements, better agreement with ratios derived in the GGCs. However, other than a desire for standard Galactic GC abundance ratios, there is no reason to adopt these temperatures and several reasons to avoid this course.
First, the spectroscopic and photometric T eff values are in stark disagreement with the "chemical temperatures" derived from forcing [V/Fe] ∼ 0. The reddening of NGC 1898 would have to be 0.32 mag redder in E(B-V) to make the stars sufficiently blue to have the photometric T eff as high as the chemical T eff . Second, when we compare the chemical T eff to the T eff derived in other studies for stars in clusters with similar metallicities, we find the chemical T eff too high for stars at the tip of the red giant branch of a globular cluster. Our derived [Fe/H] and our adopted effective temperature are correlated, so raising T eff decreases the abundance from Fe II lines. However, the metallicity implied by Fe II does not decrease quickly enough with increasing temperature to reconcile the temperatures. We conclude that (i) adopting the Alonso photometric T eff would make the abundance ratios such as [Ca/Fe] , [Ti/Fe] and [Sc/Fe], even more distinct from the standard GGC ratios and (ii) adopting a chemical T eff that force abundance ratios close to those observed in standard GGCs would require unacceptable reddening and temperatures for the cluster stars.
Gravities
In the analysis presented in the main body of the paper, we employed evolutionary log g values. Many recent studies also use this technique (see e.g., Cohen et al. 2001; M5-I01) . It has the advantage that when choosing the gravity, overionization has no effect and the adopted metallicity, only a small effect.
A comparison with the Bergbusch and Vandenberg isochrones reveals that our choice of atmospheric parameters for NGC 1898, and NGC 2019 cause the stars to occupy a hotter, higher luminosity region than an isochrone with Z = [Fe II/H] ( Figure 2B) . A decrease in the T eff we chose could reconcile the evolutionary and isochronic log g values. If we changed log g by changing the distance or the bolometric correction, we need to make a larger correction than shown in Figure A2 . Because the derived Fe II is very sensitive to the adopted log g, an increase in log g would force the adoption of a higher Z isochrone. For the parameters used here, this process converges with an increase in log g of 0.3 dex and an increase in [Fe II/H] of 0.15 dex.
We also investigated the consequence of assuming too large a mass for these tip stars. If instead of having a mass of 0.85 M ⊙ , these stars may have undergone sufficient mass loss to have a typical mass of an HB star (0.6M ⊙ ). Equation 1 shows that the calculated log g would decrease by 0.15 dex. However, for most cases, the change in the derived abundances is <0.1 dex. As shown in Figure 2 , these changes are smaller than those due to temperature uncertainties.
The discrepancy between the abundance from Fe I and Fe II lines could be reduced by adopting a lower log g. However, even by reducing the log g to 0, the limit of the Kurucz grid, we were still ∼ 0.1 dex from ionization equilibrium for several stars. Eq. 1 shows that decreasing log g by 0.7-1.0 dex would result in an unacceptably large increase in the distance modulus to the LMC of 1.75-2.5 mag. Thus, the evolutionary log g values, along with the previously published distance estimates, are the most correct log g values to employ here.
Choice of grid of model atmospheres
We interpolated model atmospheres using the standard grid of Kurucz models with overshooting (Kurucz 1992 (Kurucz , 1993 . Other possible choices include Kurucz models without overshooting (Castelli, Gratton, & Kurucz 1997 ), Kurucz models without overshooting, but with new opacity distribution function sampling and enhancements in the α-elements (Castelli & Kurucz 2003) , an early version of MARCS (Bell et al. 1976 ) models, and the updated MARCS spherically geometric models (Gustafsson et al. 2002) 8 . Table 19 summarizes the effect on the abundance ratios of star NGC 2019#2 for those model atmospheres in the above order. The second column displays the results found in our study and the remaining columns display the difference in the abundance derived employing an alternate model in the sense of ∆ ≡ (alternative model results) − (this study).
We find a similar result to M4-I99 when comparing the effect of the different models, namely that the original MARCS models gave similar answers to Kurucz models that were 50K hotter. In general, the choice of the grid of model atmospheres is a much smaller source of uncertainty than the choice of T eff . However, we note the significant revision one would find if the spherically geometric models were employed in place of plane-parallel models used in this study (and in all of the abundance studies with which we have compared our results against): the difference between the derived abundances of Fe I and Fe II increases from 0.5 to 0.7 dex.
Oscillator Strengths
In order to investigate the difference made by using our linelist vs. those of other selected studies, we performed the following experiment. We redid the analysis for star NGC 2019#2 using the line lists of M5-I01 and and our equivalent widths and HFS constants. As seen in Table 3B , for many elements the results do not change by more than 0.05 dex. In the cases with larger deviations, this is mainly due to the small number of lines and the uncertainties in the EWs, rather than large changes in the gf -values.
Summary
A variety of methods can be used to determine the model atmosphere parameters of cool giant stars. In the ideal situation, all of the methods would provide consistent answers. However, this is seldom the case. In this appendix, we have investigated the effect of choices in temperature (photometric vs. spectroscopic), reddening and distance modulus, log g and evolutionary state, model atmosphere code, and adopted atomic parameters. In no instance do any of these experiments force us to significantly revise the abundance ratios derived in this study. Instead, we conclude that many of the abundances in the LMC globular cluster stars are distinct from those observed in GGC stars of similar metallicities and these differences are intrinsic to the stars in those systems, not induced by the method of analysis. 3.14 −1.57 Co I (E.P. = 1.88 eV, log gf = −1.97)
