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Abstract
We construct from first principles a perturbative framework for studying nonequilib-
rium quantum-field systems that include gauge bosons. The system of our concern is
quasiuniform system near equilibrium or nonequilibrium quasistationary system. We
employ the closed-time-path formalism and use the so-called gradient approximation.
No further approximation is introduced. We construct a gauge-boson propagator,
with which a well-defined perturbative framework is formulated. In the course of
construction of the framework, we obtain the generalized Boltzmann equation (GBE)
that describes the evolution of the number-density functions of gauge-bosonic quasi-
particles. The framework allows us to compute the reaction rate for any process
taking place in the system. Various processes, in turn, cause an evolution of the
systems, which is described by the GBE.
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1 Introduction
Ultrarelativistic heavy-ion-collision experiments at the BNL Relativistic Heavy Ion
Collider (RHIC) have begun and will soon start at the CERN Large Hadron Collider
(LHC) in an anticipation of producing a quark-gluon plasma (QGP) [see, e.g., [1, 2]].
The QGP to be produced is an expanding nonequilibrium system. Studies of the
QGP as such have just begun.
In previous papers, a perturbative framework has been formulated from first prin-
ciples for dealing with out-of-equilibrium complex-scalar field system [3], O(N) linear-
sigma system [4], and the system that includes massless fermions [5]. In this paper,
we take up the out-of-equilibrium quantum-field theories that includes gauge bosons.
We deal with the gauge-boson and the FP-ghost sectors in Coulomb gauge and, fol-
lowing the same procedure as in [3, 4, 5], we construct the gauge-boson and FP-ghost
propagators and, thereby, frame a perturbation theory. Only approximation we em-
ploy is the so-called gradient approximation (see below). We use the closed-time-path
(CTP) formalism [6, 7, 8] of nonequilibrium statistical quantum-field theory. It turns
out that the form of gauge-boson propagator is quite complicated.
Throughout this paper, we are interested in quasiuniform systems near equilibrium
or nonequilibrium quasistationary systems. Such systems are characterized by two
different spacetime scales [7]; microscopic or quantum-field-theoretical and macro-
scopic or statistical. The first scale, the microscopic correlation scale, characterizes
the reactions taking place in the system, while the second scale measures the relax-
ation of the system. For a weak coupling theory, in which we are interested in this
paper, the former scale is much smaller than the latter scale.2 In a derivative expan-
sion of some quantity F with respect to macroscopic spacetime coordinates X , we
use the gradient approximation throughout:
F (X, ...) ≃ F (Y, ...) + (X − Y )µ∂Y µF (Y, ...) . (1)
Let ∆(x, y) be a generic propagator. For the system of our concern, ∆(x, y), with
x−y fixed, does not change appreciably in (x+y)/2. We refer to the first term on the
2It should be noted, however, that, as the system approaches the critical point of the phase
transition, the microscopic correlation scale diverges. Thus, the formalism developed in this paper
applies to the systems away from the critical point.
2
right-hand side (RHS) of Eq. (1) as the leading part (term) and to the second term as
the gradient part (term). The self-energy part Π(x, y) enjoys a similar property. Thus,
as usual, we choose the relative coordinates x−y as the microscopic coordinates while
X ≡ (x+ y)/2 as the macroscopic coordinates. A Fourier transform with respect to
x− y yields
∆(x, y) =
∫
d 4P
(2π)4
e−iP ·(x−y)∆(X ;P ) (X ≡ (x+ y)/2) (2)
(P µ = (p0,p)) together with a similar formula for Π. The above observation shows
that P µ in Eq. (2) can be regarded as the momentum of the quasiparticle participat-
ing in the microscopic reaction under consideration. We shall freely use ∆(x, y) or
∆(X ;P ) [Π(x, y) or Π(X ;P )], which we simply write ∆ [Π] whenever obvious from
the context.
The perturbative framework to be constructed accompanies the generalized Boltz-
mann equation (GBE) for the number density of quasiparticles. The framework allows
us to compute any reaction rate by using the reaction rate formula [9]. Substituting
the computed net production rates of quasiparticles into the GBE, one can deter-
mine the number densities as functions of macroscopic spacetime coordinates, which
describes the evolution of the system.
For definiteness, we take up QCD. However, the procedure has little to do with
QCD and then the framework to be constructed may be used for any theory that
includes gauge boson(s) with almost no modification. The plan of the paper is as
follows: In Sec. II, on the basis of CTP formalism, we construct the bare gauge-boson
and FP-ghost propagators, with which the “bare-N scheme” may be constructed. In
Sec. III, we set up the basis for formulating the “physical-N scheme.” In Sec. IV,
we make up the self-energy-part resummed propagators. In Sec. V, we impose the
condition that no large contribution appears in perturbative calculation, so that a
“healthy” perturbative framework is constructed. It is shown that, on the energy-
shell, the condition turns out to the generalized Boltzmann equation. In Sec. VI,
we frame a concrete perturbative framework. Section VII is devoted to summary
and outlook. Concrete derivation of various formula used in the text is made in
Appendices.
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2 Closed-time-path formalism
2.1 Preliminary
For definiteness, we take up QCD and adopt the Coulomb gauge. We deal only with
the gluon and the FP-ghost sectors in an out of equilibrium QCD system. Singling out
the free parts of the gluon and of the FP-ghosts, we write the Lagrangian (density)
as
L(A(a)µ(x), η(a)(x), η¯(a)(x), ...) = −
1
2
A(a)µDµνA
(a)ν + η¯(a)∇2Xη
(a) + ... ,
Dµν ≡ −gµν∂2 + ∂µ∂ν −
1
α
[
(∂µ − ∂0nµ)(∂ν − ∂0nν)
]
. (3)
Here nµ = (1, 0), A(a)µ (“a” the color index) is the gluon fields, and η(a) and η¯(a)
are the FP-ghost fields. The CTP formalism is formulated [6, 7, 8] by introducing
an oriented closed-time path C (= C1 +C2) in a complex-time plane, that goes from
−∞ to +∞ (C1) and then returns from +∞ to −∞ (C2). The real time formalism is
achieved by doubling every degree of freedom: For example, for gauge fields, A(a)µ →
(A
(a)µ
1 , A
(a)µ
2 ), where A
(a)µ
1 (x0,x) = A
(a)µ(x0,x) with x0 ∈ C1 and A
(a)µ
2 (x0,x) =
A(a)µ(x0,x) with x0 ∈ C2. A field with suffix ‘i’ (i = 1, 2) is called a type-i field. One
can introduce a two-dimensional space, in which every field is a “vector” whose first
(second) component is the type-1 (type-2) field. In equilibrium thermal field theory,
this space is called the thermal space, so that we use this terminology in the following.
The classical contour action that governs the dynamics of nonequilibrium systems is
written in the form∫
C
dx0
∫
dxL(A(a)µ(x), η(a)(x), η¯(a)(x), ...) =
∫ +∞
−∞
dx0
∫
dx Lˆ(x) ,
Lˆ(x) ≡ L(A(a)µ1 (x), η
(a)
1 (x), η¯
(a)
1 (x), ...)−L(A
(a)µ
2 (x), η¯
(a)
2 (x), η¯
(a)
2 (x), ...) , (4)
where “...” stands for quark fields. Lˆ here is sometimes called a hat-Lagrangian [cf.
[10]]. Throughout this paper, we do not deal with initial correlations (see, e.g., [7]).
2.1.1 Gluon sector
Following standard procedure [7], the four kind of gluon propagators emerges:
(
∆
(ab)µν
11 (x, y)
)
≡ −iTr
[
T
{
A
(a)µ
1 (x)A
(b)ν
1 (y)
}
ρ
]
,
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(
∆
(ab)µν
12 (x, y)
)
≡ −iTr
[
A
(b)ν
2 (y)A
(a)µ
1 (x) ρ
]
,(
∆
(ab)µν
21 (x, y)
)
≡ −iTr
[
A
(a)µ
2 (x)A
(b)ν
1 (y) ρ
]
,(
∆
(ab)µν
22 (x, y)
)
≡ −iTr
[
T
{
A
(a)µ
2 (x)A
(b)ν
2 (y)
}
ρ
]
, (5)
where ρ is the density matrix, and T (T ) is the time-ordering (antitime-ordering) sym-
bol. We restrict ourselves to the case where ρ is color singlet, so that ∆
(ab)µν
ij = δ
ab∆µνij .
Throughout in the sequel, we drop the color index. At the end of calculation we set
Aµ1 = A
µ
2 [7]. Let us use bold-face letter ∆ij(x, y) for denoting 4 × 4 matrix, whose
(µ ν)-component is ∆µνij (x, y). We further introduce a matrix propagator ∆ˆ(x, y),
where the ‘caret’ denotes the 2 × 2 matrix in thermal space, whose (i j)-component
is ∆ij(x, y). The matrix self-energy part Πˆ(x, y) is defined similarly.
Deduction of the gluon propagator ∆ˆ is carried out below in subsection B.
2.1.2 FP-ghost sector
The FP-ghost fields are unphysical fields, so that they are absent in the system under
consideration. Then, the FP-ghost propagators are the same as in vacuum theory.
This means that the 2×2 matrix propagator that act on a thermal space is diagonal,
whose diagonal elements are
[
∆(ab)g (x, y)
]
11
≡ −i〈0|T
{
η
(a)
1 (x)η¯
(b)
1 (y)
}
|0〉 ,[
∆(ab)g (x, y)
]
22
≡ −i〈0|T
{
η
(a)
2 (x)η¯
(b)
2 (y)
}
|0〉 .
In what follows, as in the gluon sector, we drop the color indices. Setting η1 = η2 and
η¯1 = η¯2, the FP-ghost propagator may be written, in 2× 2 matrix notation, as
∆ˆg(x, y) = ∆g(x, y)τˆ3 ,
∆g(x, y) = −i
∫ d 4P
(2π)4
e−iP ·(x−y)
1
p2
. (6)
As will be shown in Appendix A, the FP-ghost self-energy-part matrix Πˆg is also
diagonal, and enjoys a property [Πg]11 + [Πg]22 = 0 with Im[Πg(X ;P )]11 = 0. Then
we may write
Πˆg(x, y) = Πg(x, y)τˆ3 .
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A Πˆg-resummed FP-ghost propagator Gˆg (= Gg τˆ3) is defined through a Schwinger-
Dyson equation:
Gg = ∆g +∆g ·Πg ·Gg = ∆g +Gg ·Πg ·∆g .
Here we have used the short-hand notation F · G, which is a function whose “(x y)-
component” is
[F ·G](x, y) =
∫
d 4z F (x, z)G(z, y) . (7)
Solving this to the gradient approximation, we obtain
Gg(X ;P ) = G
(0)
g (X ;P ) +G
(1)
g (X ;P ) ,
G(0)g (X ;P ) = −
1
p2 +Πg(X ;P )
,
G(1)g (X ;P ) = −
i
2
∂Πg(X ;P )
∂P µ
∂Πg(X ;P )
∂Xµ
[G(0)g (X ;P )]
3 .
As will be observed in Sec. IV, to be consistent with the approximation we are taking,
G(1)g may be ignored, so that
Gˆg(X ;P ) ≃ −
τˆ3
p2 +Πg(X ;P )
.
2.1.3 Vertex factors
The vertex factors may be read off from Eq. (4): There is no vertex that mixes type-1
fields with type-2 fields. Every vertex factor for interactions between the type-1 fields
is the same as in vacuum theory, while the every vertex factor for the type-2 fields is
of opposite sign to the corresponding vertex factor for the type-1 fields.
In the next subsection, we deduce the gluon propagator, Eq. (5).
2.2 Gluon propagator
We compute Eq. (5) with Aµ1 = A
µ
2 (≡ A
µ). For Aµ, we use the plane-wave decompo-
sition with helicity basis in vacuum theory. Straightforward but lengthy calculation
yields
∆ˆµν(x, y) =
∫
d 4P
(2π)4
e−iP ·(x−y) ∆ˆµν(X ;P ) (X ≡ (x+ y)/2) , (8)
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where
∆ˆµν(X ;P ) = ∆ˆµνT (X ;P ) + ∆ˆ
µν
L (X ;P ) + ∆ˆ
µν
1 (X ;P ) + ∆ˆ
µν
2 (X ;P ) + ∆ˆ
µν
3 (X ;P ) ,
(9)
∆ˆµνT (X ;P ) = −P
µν
T (pˆ)
[
∆ˆRA(P ) + [∆R(P )−∆A(P )] f(X ;P )Mˆ+
]
, (10)
∆ˆµνL (X ;P ) =
[
nµnν − α
1
p2
P µP ν
]
1
p2
τˆ3 , (11)
∆ˆµν1 (X ;P ) = g
µigνj
[
i (1 + (pˆy)2)
2p (1− (pˆy)2)
(
pˆi∇jX − pˆ
j∇iX
)
−
ipˆy
p (1− (pˆy)2)
(
δiy∇j⊥ − δ
jy∇i⊥
)]
[∆R(P )−∆A(P )] f(X ;P )Mˆ+ ,
(12)
∆ˆµν2 (X ;P ) = −ig
µigνjǫijkpˆkN−(P ) [∆R(P )−∆A(P )] ǫ(p
0)Mˆ+ , (13)
∆ˆµν3 (X ;P ) = g
µigνj
{[
(1− 2δiy)δij + pˆipˆj −
2p˜ip˜j
1− (pˆy)2
]
ReNLR(P )
−
[
pˆy [p˜i(pˆ× ey)j + p˜j(pˆ× ey)i]
1− (pˆy)2
−(pˆ× ey)iδjy − (pˆ× ey)jδiy
]
ǫ(p0)ImNLR(P )
}
× [∆R(P )−∆A(P )] ǫ(p
0)Mˆ+ , (14)
where the Greek letters, µ and ν, take 0 - 3, while the Latin letters, i and j, take 1,
2, and 3. To avoid possible confusion, we have written (x, y, z) for (1, 2, 3). In the
above equations, ey = (0, 1, 0), ∇iX ≡ ∂/∂X
i, ǫ123 = ǫxyz = 1, and
PµνT (pˆ) = −g
µigνj
(
δij − pˆipˆj
)
(pˆ ≡ p/p) , (15)
p˜ ≡ pˆ− (pˆ · ey)ey ,
∇i⊥ ≡ ∇
i
X − (∇X · pˆ)pˆ
i ,
∆ˆRA(P ) =

 ∆R(P ) 0
∆R(P )−∆A(P ) −∆A(P )

 , ∆R(A)(P ) = 1
P 2 ± ip00+
,
Mˆ± =

 1 ±1
±1 1

 , (16)
f(X ;P ) = ǫ(p0)N(X ;P )− θ(−p0) , (17)
N(X ;P ) ≡
1
2
[
N++(X ; |p
0|, ǫ(p0)pˆ) +N−−(X ; |p
0|, ǫ(p0)pˆ)
]
≡ θ(p0)n(X ; |p0|, pˆ) + θ(−p0)n(X ; |p0|,−pˆ) , (18)
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N−(X ;P ) ≡
1
2
[
N++(X ; |p
0|, ǫ(p0)pˆ)−N−−(X ; |p
0|, ǫ(p0)pˆ)
]
≃ N−(P ) , (19)
NLR(P ) ≡ N−+(|p0|, ǫ(p
0)pˆ) (20)
with
Nξζ(X ; |p0|, pˆ) ≡
∫
d 3q e−iQ·XTr
[
a†ξ(p− q/2) aζ(p+ q/2) ρ
]
(ξ, ζ = +,−) .
(21)
Here |p0| = p, and Q = (q0,q) with q0 = q · p/p. a+ (a−) is an annihilation operator
of a gluon with + (−) helicity. a†+ (a
†
−) is a corresponding creation operator. In
deriving Eqs. (9) - (21), we have assumed that Tr[aρ(p)aσ(q) ρ] ≃ 0. We have also
assumed that N−, Eq. (19), and NLR, Eq. (20), are small quantities, so that ∆ˆ
µν
2
and ∆ˆµν3 are of the order of gradient term ∆ˆ
µν
1 that includes ∇XN . More precisely
N− and NLR(P ) are of order of (∇XN) /p, and then, to the gradient approximation,
X-dependences of N− and of NLR have been ignored.
We observe that the structure of ∆ˆµνL (P ) in Eq. (11) is rather simple, which
represents the propagator between “longitudinal gluons” as well as the gauge part.
This is a reflection of the fact that, in the Coulomb gauge, only transverse modes are
physical modes. Then, as in the FP-ghost propagator in Eq. (6), the (1 1)-component
of ∆ˆµνL , [∆ˆ
µν
L (P )]11, is the same as in vacuum theory.
From Eq. (21), follows
θ(±p0)P · ∂XNξζ(X ; |p
0|,±pˆ) = 0 (|p0| = p) . (22)
Using this in Eqs. (17) and (18), we have
P · ∂Xf(X ;P ) = 0 (|p0| = p) . (23)
As is obvious from the construction, or as can be directly shown from Eq. (23), we
see that
− τˆ3D
µρ∆ˆρν(x, y) = −∆ˆ
µρ(x, y)Dρν τˆ3 = δ
µ
νδ
4(x− y) , (24)
where Dµρ is as in Eq. (3). Two equations in Eq. (22) are “free Boltzmann equa-
tions.” One can construct a perturbation theory in a similar manner as in [3], where
a complex-scalar field system is treated. We call the perturbation theory thus con-
structed the bare-N scheme, since N obeys the “free Boltzmann equation.” This
scheme is equivalent [3] to the physical-N scheme, to which we now turn.
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3 Construction of the physical-N scheme
We aim to construct a scheme in terms of the number density that is as close as
possible to the physical number density. To this end, first of all, we abandon the
“free Boltzmann equation” (23). This means that f and A in the present (physical-N)
scheme differs from the bare-N scheme counterparts. Specification of f is postponed
until Sec. VI.
Now, in contrast to Eq. (24), ∆ˆµν is not an inverse of −τˆ3Dµν . Straightforward
calculation within the gradient approximation yields
τˆ3D
µ
ρ ∆ˆ
ρν(x, y) = −gµνδ 4(x− y)− iτˆ3Mˆ+
∫
d 4P
(2π)4
e−iP ·(x−y)
× [∆R(P )−∆A(P )]P
µν
T (pˆ) (P · ∂Xf(X ;P )) .
In obtaining this, we have used P 2[∆R(P
2)−∆A(P 2)] ∝ P 2δ(P 2) = 0. Our procedure
of constructing a consistent scheme is as follows: We further modify Aµ by adding a
suitable ∆ˆρνadd to ∆ˆ
ρν . The conditions for ∆ˆρνadd to be satisfied are
• ∆ˆρνadd vanishes in the bare-N scheme.
• To the gradient approximation, the counterpart of Eq. (24) turns out to(
−τˆ3Dµρ1−
(
Lˆc
)
µρ
)
·
(
∆ˆρν + ∆ˆρνadd
)
= δ νµ 1 , (25)
where use has been made of the short-hand notation (7). ‘1’ is the matrix in
spacetime whose (x y)-component is δ 4(x− y), and Lˆc is some (4× 4)⊗ (2× 2)
matrix function.
It is a straightforward task to obtain the form of the required ∆ˆµνadd:
∆ˆµνadd(X ; .P ) = iMˆ+P
µν
T (pˆ)
[
∆2R(P ) + ∆
2
A(P )
]
P · ∂Xf(X ;P ) , (26)
from which we obtain for Lˆµνc in Eq. (25),
Lˆµνc (x, y) = L
µν
c Mˆ−
= 2iMˆ−
∫
d 4P
(2π)4
e−iP ·(x−y)PµνT (pˆ)P · ∂Xf(X ;P ) ,
with Mˆ− as in Eq. (16). In obtaining Eq. (25) with ∆ˆ
µν
add as in Eq. (26), we have
used (Lˆc)
µ
ν · ∆ˆ
νρ
0 ≃ (Lˆc)
µ
ν · (∆ˆ
νρ + ∆ˆνρadd), since the difference can be ignored to the
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gradient approximation. In a similar manner, we find that (∆ˆµρ + ∆ˆµρadd) · (−τˆ31
←
Dρν
−(Lˆc)ρν) = δµν1. Thus we have found that the 2× 2 matrix propagator (∆ˆ
µν +∆ˆµνadd)
is an inverse of (−τˆ3Dµν1− (Lˆc)µν), so that the free action is3
−
1
2
∫
d 4x d 4y tAˆµ(x)
[
τˆ3D
µνδ 4(x− y) + Lµνc (x, y)Mˆ−
]
Aˆν(y) ,
Aˆµ = (Aµ1 , A
µ
2 ) . (27)
Since the term with Lc(x, y) in Eq. (27) is absent in the original action, we should
introduce the counter action to compensate it,
Ac =
1
2
∫
d 4x d 4y tAˆµ(x)L
µν
c (x, y)Mˆ−Aˆν(y) , (28)
which yields a vertex
iLµνc (x, y)Mˆ− = −2Mˆ−
∫
d 4P
(2π)4
e−iP ·(x−y)PµνT (pˆ)P · ∂Xf(X ;P )
≡ iΠˆ(c)µν(x, y) . (29)
For completeness, we construct a Lˆc-resummed propagator. Since Mˆ+Mˆ− =
Mˆ−Mˆ+ = 0 and Πˆ
(c)µν ∝ PµνT , only piece that changes the form under the Lˆc-
resummation is −PµνT (pˆ)∆ˆRA in ∆ˆ
µν
T , Eq. (10) with Eq. (16):
−PµνT (pˆ)∆ˆ
resum
RA (x, y) = −P
µν
T (pˆ)
{
∆ˆRA(x, y)−
∞∑
n=1
[
∆ˆRA
{
·Πˆ(c) · ∆ˆRA
}n]
(x, y)
}
= −PµνT (pˆ)
{
∆ˆµνRA(x, y)−
[
∆ˆRA · Πˆ
(c) · ∆ˆRA
]
(x, y)
}
≃ −PµνT (pˆ)
[
∆ˆRA(x, y) + 2iMˆ+
∫
d 4P
(2π)4
e−iP ·(x−y)
×∆R(P )∆A(P )P · ∂Xf(X ;P )] .
Here, use has been made of ∆ˆµνRAMˆ−∆ˆ
µν
RA ∝ Mˆ+. Then, substituting
(
∆ˆresumRA
)µν
for
∆ˆµνRA, we obtain, with obvious notation,(
∆ˆresumT (X ;P )
)µν
+ ∆ˆµνadd(X ;P )
= −PµνT (pˆ)
{[
∆ˆRA(X ;P ) + Mˆ+ [∆R(P )−∆A(P )] f(X ;P )
]
−iMˆ+P
µν
T (pˆ) [∆R(P )−∆A(P )]
2 P · ∂Xf(X ;P )
}
. (30)
3Note that the Lagrangian density corresponding to the term with Lµν
c
(x, y) in Eq. (27) is nonlocal
not only in ‘space’ but also in ‘time.’ Here it is worth mentioning the so-called |p0|-prescription.
With this prescription, at an intermediate stage, we have (L′
c
)
µν
(x, y), which is local in time. [See
[3, 4] for details.]
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In closing this section, we emphasize that f(X ;P ) in the present scheme is an ar-
bitrary function, provided that f(X0in,X;P ) [= −θ(−p
0) + ǫ(p0)N(X0in,X;P )], with
X in0 the initial time, is a given initial data. We have introduced the counteraction
Ac, Eq. (28), so as to remain on the original theory. Thus, it cannot be overempha-
sized that the schemes with different f ’s are mutually equivalent. If we choose the f
(= fB) that subjects to the “free Boltzmann equation” (23), the scheme reduces to
the bare-N scheme in the last section. In Sec. VI, we shall choose f , with which a
well-defined perturbation theory is formulated. In any case, it is natural to choose f ,
so that, when interactions are switched off, f turns out to fB.
4 Resummation of the self-energy part
4.1 Preliminary
Throughout in the sequel, we restrict to the strict Coulomb gauge α = 0 [cf. Eq. (3)].
The bare propagator consists of six pieces, ∆ˆT + ∆ˆL +
∑3
i=1 ∆ˆi + ∆ˆadd, Eqs. (9)
and (26). ∆ˆT + ∆ˆL is the leading part and ∆ˆ1 and ∆ˆadd are the gradient parts,
which represents variation in the macroscopic spacetime coordinates Xµ, through
first-order derivative ∂Xµf(X ;P ). We have assumed that ∆ˆ2 and ∆ˆ3 are of the same
order of magnitude as the gradient parts. Interactions among the fields give rise to
reactions taking place in a system, which, in turn, causes a nontrivial change in the
number density of quasiparticles. Thus, the self-energy part Πˆ ties with the gradient
parts. More precisely, Πˆ is of the same order of magnitude as ∆ˆadd
(
∆ˆT + ∆ˆL
)−2
and ∆ˆi
(
∆ˆT + ∆ˆL
)−2
(i = 1 − 3). Hence, in computing Πˆ in the approximation
under consideration, it is sufficient to keep the leading part (i.e., the part with no
Xµ-derivative). Then Πˆ(X ;P ) may be decomposed as
Πˆµν(X ;P ) = PµνT (pˆ)ΠˆT (X ;P ) + n
µnνΠˆL(X ;P )
+
p0
p
(nµpˆν + pˆµnν) ΠˆC(X ;P ) + pˆ
µpˆνΠˆD(X ;P ) . (31)
Here and in the following, we use such a notation as vµ for denoting a four-vector
whose 0th component is zero: vµ ≡ (0,v). Then, pˆµ = (0, pˆ).
Within the gradient approximation, it is sufficient to perform a Πˆ-resummation
for the leading part, ∆ˆT + ∆ˆL. This is because the corrections to other pieces due to
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the resummation are of higher order. Thus, for the gradient parts of ∆ˆ as well as for
∆ˆadd, one can use the formulae in the bare-N scheme in Sec. II [cf. above argument
after Eq. (30)]. In particular, for f in the gradient parts, one can use f (= fB) as
in Eq. (23) in the bare-N scheme. For the purpose of performing resummation, as
usual, it is convenient to introduce the “standard form” [10, 3, 4, 5][
BˆL · ∆ˆdiag · BˆR
]
(x, y) =
∫
d 4z1
∫
d 4z2 BˆL(x, z1)∆ˆdiag(z1, z2)BˆR(z2, y) , (32)
∆ˆµνdiag = diag (∆
µν
R , −∆
µν
A ) ,
∆µνR(A)(P ) = −g˜
µν(P )∆R(A)(P ) ,
BˆL =

 1 f
1 1 + f

 , BˆR =

 1 + f f
1 1

 ,
g˜µν(P ) = gµν +
1
p2
(
1 + α
P 2
p2
)
P µP ν −
p0
p2
(P µnν + P νnµ)
= PµνT (p)−
P 2
p2
nµnν + α
P 2
p4
P µP ν , (33)
where f (= f(x, y)) is the inverse Fourier transform of f(X ;P ). It is to be noted that
−∆µνR(A)(x− y) is an inverse of D
ν
µ , Eq. (3):
Dµρ∆
ρν
R(A) = ∆
µρ
R(A)
←
Dνρ= −g
µν . (34)
Computing Eq. (32) to the gradient approximation, we obtain
∆ˆµνbase(x, y) ≡ ∆ˆ
µν
T (x, y) + ∆ˆ
µν
L (x, y) + ∆ˆ
µν
add(x, y)
=
[
BˆL · ∆ˆ
µν
diag · BˆR
]
(x, y) + Mˆ+∆
µν
K (x, y) , (35)
∆µνK (X ;P ) = −
i
p2
[
P
P 2
(
pµ∇ν⊥ + p
ν∇
µ
⊥
)
f + 2
nµnν
p2
p · ∇Xf
]
, (36)
where P/P 2 is the principal part of 1/(P 2 ± i0+). As mentioned above, within the
gradient approximation, it is sufficient to take ∆ˆT + ∆ˆL as a “resummed part.” It
is obvious from the above observation that one can freely include gradient part(s)
into the “resummed part.” We include the gradient part ∆ˆµνadd and take ∆ˆ
µν
base as the
“resummed part.”
It is to be noted that, from Eqs. (10), (11), (16), and (26), follows
2∑
i, j=1
(−)i+j(∆base)ij = 0 . (37)
This relation holds for ∆ˆ+ ∆ˆadd (in place of ∆ˆbase).
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4.2 Self-energy-part resummed propagator
As will be shown in Appendix A [cf. Eq. (A.7)],
2∑
i, j=1
Πij = 0 (38)
holds. A Πˆ-resummed propagator Gˆ obeys the Schwinger-Dyson equation:
Gˆ = ∆ˆbase − ∆ˆbase · Πˆ · Gˆ = ∆ˆbase − Gˆ · Πˆ · ∆ˆbase . (39)
It is clear that, for solving this equation, it is convenient to introduce the “Bˆ-
transformed” quantities
Gˆ ≡ Bˆ−1L · Gˆ · Bˆ
−1
R , (40)
∆ˆbase ≡ Bˆ
−1
L · ∆ˆbase · Bˆ
−1
R =

 ∆R ∆K
0 −∆A

 , (41)
Πˆ ≡ BˆR · Πˆ · BˆL =

 ΠR ΠK
0 −ΠA

 .
Here ∆K is as in Eq. (36), and ΠR(A) and ΠK are, in respective order, the inverse
Fourier transforms of
ΠR(A)(X ;P ) = Π11 +Π12(21) (42)
ΠK(X ;P ) = [1 + f(X ;P )]Π12(X ;P )− f(X ;P )Π21(X ;P )
−
i
2
{ΣR +ΣA, f}P.B. . (43)
In Eq. (43), {..., ...}P.B. is defined as
{A, B}P.B. ≡
∂A(X ;P )
∂Xµ
∂B(X ;P )
∂Pµ
−
∂A(X ;P )
∂Pµ
∂B(X ;P )
∂Xµ
. (44)
In obtaining Eq. (41) [Eqs. (42) and (43)], use has been made of Eq. (37) [Eq. (38)].
Although the last term in Eq. (43) may be dropped to the approximation under
consideration, we have kept it.
Now Eq. (39) is transformed into
Gˆ = ∆ˆbase − ∆ˆbase · Πˆ · Gˆ = ∆ˆbase − Gˆ · Πˆ · ∆ˆbase ,
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which can easily be solved to give
Gˆ =

 GR GK
0 −GA

 ,
GR(A) =
[
∆R(A) +ΠR(A)
]−1
, (45)
GK = GR ·
[
∆−1R ·∆K ·∆
−1
A +ΠK
]
·GA . (46)
Substituting this back into Eq. (40), we obtain, after Fourier transformation,
Gˆ(X ;P ) ≃ GˆRA(X ;P ) + Mˆ+ [GR(X ;P )−GA(X ;P )] f(X ;P )
+Mˆ+
[
GK(X ;P )−
i
2
{GR +GA, f}P.B.
]
,
(47)
where
GˆRA(X ;P ) ≡

 GR(X ;P ) 0
GR(X ;P )−GA(X ;P ) −GA(X ;P )

 . (48)
Here we note that Πˆ consists of two pieces,
Πˆ = Πˆloop + Πˆ(c) , (49)
where Πˆloop is the contribution from loop diagrams and Πˆ(c) is as in Eq. (29), which
has come from the counter action Ac. It should be remarked that some Πˆloop contains
internal vertex(es) iΠˆ(c). [cf. the argument at Sec VI below.] From the above
definitions of ΠR(A), ΠK , and Πˆ
(c), we have
Π
(c)
R = Π
(c)
A = 0 ,
Π
(c)µν
K (X ;P ) = −2iP
µν(pˆ)P · ∂Xf(X ;P ) . (50)
From Eq. (45), we obtain, after some manipulation,
GR(A)(X ;P ) ≃ G
(0)
R(A)(X ;P ) +G
(1)
R(A)(X ;P ) ,
G
(0)µν
R(A) (X ;P ) = −
PµνT (pˆ)
P 2 − ΠTR(A)(X ;P )
+
nµnν
p2 +ΠLR(A)(X ;P )
, (51)
G
(1)
R(A)(X ;P ) =
i
2p2
1
P 2 − ΠTR(A)

 1
P 2 − ΠTR(A)
(
pµ∇ν⊥ − p
ν∇
µ
⊥
)
ΠTR(A)
−
p0
p2 +ΠLR(A)
(
nµ∇ν⊥ − n
ν∇
µ
⊥
)
ΠCR(A)

 . (52)
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Although G
(1)
R(A) can be ignored to the gradient approximation, we have displayed it.
Straightforward calculation of the last term in Eq. (47) using the definitions (45),
(46), and (44) yields (cf. Appendix B)
GK(X ;P )−
i
2
{GR +GA, f}P.B. = G
(1)
K +G
(2)
K ,
where
G
(1)µν
K = −i
[
2P · ∂Xf +
{
ReΠTR, f
}
P.B.
+ i(ΠTK)
loop
] PµνT
(P 2 −ΠTR)(P
2 − ΠTA)
−i
[
2p · ∇Xf +
{
ReΠLR, f
}
P.B.
+ i(ΠLK)
loop
] nµnν
(p2 +ΠLR)(p
2 +ΠLA)
,(53)
G
(2)
K = −
p0
p2
ImΠCR
[
nν∇
µ
⊥f
(P 2 − ΠTR)(p
2 +ΠLA)
−
nµ∇ν⊥f
(P 2 −ΠTA)(p
2 +ΠLR)
]
+
i
2p
(
1
P 2 − ΠTR
− c.c.
) (
pµ∇ν⊥f − p
ν∇
µ
⊥f
)
+iRe
[
PµνT
(P 2 −ΠTR)
2
(
2P · ∂Xf +
{
ΠTR, f
}
P.B.
)
+
nµnν
(p2 +ΠLR)
2
(
2p · ∇Xf +
{
ΠLR, f
}
P.B.
)]
, (54)
where (
Π
T (L)
K
)loop
≡ [1 + f ]
(
Π
T (L)
12
)loop
− f
(
Π
T (L)
21
)loop
. (55)
In obtaining Eqs. (53) and (54), use has been made of
(
Π
T (L)
A
)∗
= Π
T (L)
R , which is
proved in Appendix A.
5 Generalized Boltzmann equation
5.1 Energy-shell and physical number densities
For later use, referring to Eq. (51), we define the energy-shell for the transverse mode
by
Re
[
P 2 − ReΠTR(X ;P )
]
p0=±ωT (X;±p)
= 0 . (56)
It is well known [2] that, in equilibrium quark-gluon plasma, “longitudinal” mode
called plasmon appears for soft p (= O(gT )) [g the QCD coupling constant]. The
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energy-shell of such modes is defined by [cf. Eq. (51)]
Re
[
p2 + ReΠLR(X ;P )
]
p0=±ωL(X;∓p)
= 0 . (57)
Useful formulae that hold on the energy-shell are displayed in Appendix C.
We restrict to the p0 > 0 part. The p0 < 0 part yields the same result, since a
gluon and a corresponding antigluon is the same. In some of the formulae in this
subsection, we shall drop the argument X .
For obtaining expressions for the number densities of the transverse and “longi-
tudinal” modes, we compute the statistical average of the operators,
NT (x) = −iA
(+)
j (x)
↔
∂
∂x0
A
(−)
j (x) ,
NL(x) = iA
(+)
0 (x)
↔
∂
∂x0
A
(−)
0 (x) .
Here the superscript “(+)” [“(−)”] stands for the positive [negative] frequency part.
Statistical averages of NT and of NL yield, in respective order,
Tr [NT (x)ρ] = i
∫
d 4P
(2π)4
θ(p0)p0
[
Gjj12(X ;P ) +G
jj
21(X ;P )
]
,
Tr [NL(x)ρ] = −i
∫
d 4P
(2π)4
θ(p0)p0
[
G0012(X ;P ) +G
00
21(X ;P )
]
. (58)
It is to be noted that “x” here is a macroscopic spacetime coordinates [cf. Sec. I].
We first compute the leading contributions to Eq. (58). Substituting the leading
parts of G21 and of G12 (cf. Eq. (47)) and using Eq. (51), we obtain
Tr [NT (x)ρ] = 2i
∫ d 4P
(2π)4
θ(p0)p0
[
1
P 2 − ΠTR
− c.c.
]
[2f(X ;P ) + 1] ,
Tr [NL(x)ρ] = −i
∫
d 4P
(2π)4
θ(p0)p0
[
1
p2 +ΠLR
− c.c.
]
[2f(X ;P ) + 1] .
The narrow-width approximation4 ImΠ
T (L)
R → −ǫ(p0)0
+ yields
Tr [NT (x)ρ] ≃ 2
∫
d 3p
(2π)3
ZT (ωT (p),p)n(ωT (p),p) + ... , (59)
Tr [NL(x)ρ] ≃
∫ d 3p
(2π)3
ZL(ωL(p),p)n(ωL(p),p) + ... . (60)
4In the case of equilibrium system, the narrow-width approximation is a good approximation for
hard modes but not for soft modes.
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Here n is as in Eq. (18), and ‘...’ stands for the contribution from 2f + 1 ∋ ǫ(p0) [ cf.
Eq. (17)], which is the vacuum-theory contribution corrected by the medium effect.
Z’s in Eqs. (59) and (60) are the wave-function renormalization factors, Eqs. (C.1)
and (C.4) in Appendix C. If there are several modes, summation should be taken over
all modes. The factor ‘2’ on the RHS of Eq. (59) is a reflection of the two independent
polarizations.
Thus, we have learned that n is the number density of gluonic quasiparticle.
Undoing the narrow-width approximation yields further corrections to the number
densities.
Let us turn to analyze the contributions from the other parts of Gˆ in Eq. (47).
Inspection of Eq. (58) with Eqs. (47) - (54) shows that all but G
(1)
K , Eq. (53), yield
well-defined corrections to the physical number densities due to the medium effect.
G
(1)
K contains
1
[P 2 − ΠTR]
[
P 2 − (ΠTR)
∗
] (61)
and
1
[p2 +ΠLR]
[
p2 + (ΠLR)
∗
] . (62)
In the narrow-width approximation ImΠTR → −ǫ(p0)0
+ [ImΠLR → −ǫ(p0)0
+], Eq. (61)
[Eq. (62)] develops pinch singularity at p0 = ωT (p) [p0 = ωL(p)] in a complex p
0-
plane. Then the contributions of G
(1)
K to Eq. (58) diverge in this approximation.
In practice, ImΠ
T (L)
R (∝ g
2) is a small quantity (at least for hard modes), so that
the contribution, although not divergent, is large. This invalidates the perturbative
scheme and a sort of “renormalization” is necessary for the number densities [3, 4, 5].
This observation leads us to introduce the condition G
(1)
K = 0 on the energy-shells:
[
2P · ∂Xf +
{
ReΠTR, f
}
P.B.
+ i(ΠTK)
loop
]
p0=±ωT (X;±p)
= 0 , (63)[
2p · ∇Xf +
{
ReΠLR, f
}
P.B.
+ i(ΠLK)
loop
]
p0=±ωL(X;±p)
= 0 , (64)
These serve as determining equations for so far arbitrary f . (See below, for more de-
tails.) Now the above-mentioned large contributions, which turn out to the diverging
contributions (due to the pinch singularities) in the narrow-width approximation, do
not appear. Thus, the contributions from G
(1)
K to Eq. (58) also yields well-defined
corrections to the number densities.
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5.2 Generalized Boltzmann equation
We are now in a position to disclose the physical meaning of Eqs. (63) and (64). With
the help of the formulae in Appendix C, Eq. (63) with p0 → ωT (X ;p) turns out to
(ZT (X ;P ))
−1
[
∂
∂X0
+ vT (X ;p) ·
∂
∂X
]
n(X ;P )
+
1
2ωT (X ;p)
∂ReΠTR(X ;P )
∂Xµ
∂n(X ;P )
∂Pµ
= −
i
2ωT (X ;p)
(
ΠTK
)loop
(X ;P ) . (65)
Here vT (≡ ∂ωT (X ;p)/∂p) is the group velocity of the mode [cf. Eq. (C.2)]. As will
be shown in Appendix D, the RHS of Eq. (65) is related to the net production rate,
ΓTnet p, of the mode p
0 = ωT (X ;p). Using Eqs. (D.1) and (C.3), we obtain
[
∂
∂X0
+ vT (X ;p) ·
∂
∂X
]
n(X ;P )
+
∂ωT (X ;p)
∂Xµ
∂n(X ;P )
∂Pµ
= ΓTnet p(X ;p) .
This can further be rewritten in the form,(
d
dX0
+ vT (X ;p) ·
d
dX
)
n(X ;ωT (X ;p), pˆ)
−
∂ωT (X ;p)
∂X
dn
dp
= ΓTnet p(X ;p) . (66)
Similarly, Eq. (64) with p0 = ωL(X ;p) yields(
d
dX0
+ vL(X ;p) ·
d
dX
)
n(X ;ωL(X ;p),p)
−
∂ωL(X ;p)
∂X
dn
dp
= ΓLnet p(X ;p) . (67)
n here is essentially (the main part of) the relativistic Wigner function, and Eqs. (66)
and (67) are the generalized relativistic Boltzmann equation for gluonic quasiparticles
[cf. [11]].
For the sake of definiteness, we are taking QCD and have dealt with the gluon
sector. The quark sector has already been dealt with in [5]. As far as the gluon
sector is concerned to the gradient approximation, one can use the “free quark”
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distribution function that subjects to the “free Boltzmann equation.” This can be
seen as follows: In the gluon sector, the quark distribution function enters through
the quark propagators involved in the gluon self-energy part Πˆ. As observed at the
beginning of Sec. IV, Πˆ is related to the gradient part of the gluon propagator. Thus,
in calculating Πˆ, one can use the 0th-order expression (of the derivative expansion)
for the propagators involved in Πˆ.
6 Perturbation theory
As has been discussed in the preceding section, the propagator in the physical-N
scheme is free from the pinch singular term (in the narrow-width approximation)
and then the perturbative calculation of some quantity yields “healthy” perturba-
tive corrections. For constructing a concrete perturbative scheme, one more step is
necessary.
To extend the conditions (63) and (64) to off the energy-shells, we divide f into
two pieces [cf. Eq. (17)]
f(X ;P ) = ǫ(p0)N(X ;P )− θ(−p0)
= f˜(X ;P ) + f0(X ;P )
= [ǫ(p0)N˜(X ;P )− θ(−p0)] + ǫ(p0)N0(X ;P ) . (68)
f0 (and then also f˜) is defined as follows: Let Ri(X ;p) (i = 1, 2, ...) be a region in
a p0-plane that includes ith energy-shell. We choose Ri(X ;p), such that, for i 6= j,
Ri ∩ Rj = ∅. On each energy-shell, N0(X ;P ) = N(X ;P ), and, in whole p0-region
but Ri(X ;p) (i = 1, 2, ...), N0(X ;P ) vanishes. ∂N0(X ;P )/∂X and ∂N0(X ;P )/∂P
exist and N0(X ;P ) obeys
2P · ∂XN0 +
{
ReΠTR, N0
}
P.B.
= −i
(
ΠTK
)loop
,
2p · ∇XN0 +
{
ReΠLR, N0
}
P.B.
= −i
(
ΠLK
)loop
. (69)
Then, G
(1)µν
K in Eq. (53) turns out to
G
(1)µν
K = −i
[
2P · ∂X f˜ +
{
ReΠTR, f˜
}
P.B.
+ i(ΠTK)
loop
] PµνT
(P 2 − ΠTR)(P
2 − ΠTA)
−i
[
2p · ∇Xf˜ +
{
ReΠLR, f˜
}
P.B.
+ i(ΠLK)
loop
] nµnν
(p2 +ΠLR)(p
2 +ΠLA)
.(70)
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It is obvious from the above construction that this G
(1)µν
K does not possess pinch
singularities in narrow-width approximation, and thus “healthy” perturbation theory
is established.
It is worth mentioning that there is arbitrariness in the choice of the regions
Ri(X ;p) (i = 1, 2, ...). Furthermore, the choice of the functional forms of f˜ and of
f0 is also arbitrary, provided that
f˜(X0 = X0in,X;P ) + f0(X
0 = X0in,X;P ) = f(X
0 = X0in,X;P ) ,
where f(X0 = X0in,X;P ) is the initial data with X
0
in the initial time. As has been
discussed at the end of Sec. III, these arbitrariness are not the matter.
To summarize, to the gradient approximation, the (resummed) propagator Gˆµν of
the theory is
Gˆµν = Gˆµν + ∆ˆµν1 + ∆ˆ
µν
2 + ∆ˆ
µν
3 . (71)
Here ∆ˆµν1 - ∆ˆ
µν
3 are as in Eqs. (12) - (14) and Gˆ
µν is as in Eq. (47) with Eqs. (48) -
(55), provided that G
(1)µν
K is given by Eq. (70). f consists of two pieces as in Eq. (68).
f0 (= ǫ(p
0)N0) subjects to Eq. (69), which is to be solved under a given initial data.
It is to be noted that ∆ˆµν1 - ∆ˆ
µν
3 are the gradient parts, so that, if one wants, for
f in ∆ˆµν1 - ∆ˆ
µν
3 , one can substitute the solution to the “free Boltzmann equation,”
Eq. (23).
Determination of f or N proceeds order by order in perturbation theory to get
f = f0 + f1 + f2 + .... Provided that perturbative computation is completed up to
(n − 1)th order, one can proceed to nth order calculation. f or N enters through
∆ˆµνbase, Eq. (35), and through Πˆ
(c)µν (∝ P · ∂f), Eq. (29). For f in ∆ˆµνbase and in
Πˆ(c) in Eq. (49), we substitute
∑n
j=0 fj , while for f in Πˆ
(c) involved in some Πˆloop,
Eq. (49), we use appropriate
∑j
i=0 fi (j ≤ n−1). Then, proceeding as above, one can
determine fn, and thereby any physical quantity may be computed. Here we recall
that we are taking the gradient approximation. Then, in proceeding to higher orders,
one should check whether or not the consequences of the calculation of the order under
consideration is consistent with the gradient approximation. One suspects that, in
general, only first few orders meet this criterion.
As to the vertex, as has been mentioned at Sec. II A, the matrix vertex Vˆ is
diagonal and its (2 2)-component is of opposite sign relative to the (1 1)-component.
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It is to be noted that the two-point vertex iLµνc (x, y)Mˆ− in Eq. (29) has already been
built into Gˆµν (cf. Eqs. (49) and (50)) and is absent in the perturbative framework
using Gˆµν in Eq. (71).
7 Summary and outlook
In this paper we have dealt with out-of-equilibrium perturbation theory for gauge
bosons and FP-ghosts in Coulomb gauge. The gauge-boson and FP-ghost propagators
are constructed from first principles. Only approximation we have employed is the
so-called gradient approximation, so that the perturbative framework applies to the
quasiuniform systems near equilibrium or the nonequilibrium quasistationary systems.
The framework allows us to compute any reaction rates.
There comes out naturally the generalized Boltzmann equation (GBE) that de-
scribes the spacetime evolution of the number densities of quasiparticles, through
which the evolution of the system is described.
The GBE for a quark-gluon plasma (nonequilibrium QCD) is “directly” derived in
[12] [cf., also, [13]]. The “derivation” of the GBE in this paper is quite different from
that in [12]. What we have shown here is that the requirement of the absence of large
contributions from the perturbative framework leads to the GBE. This means that
the quasiparticles thus defined are the well-defined modes in the medium. Conversely,
if we start with defining the quasiparticles such that their number density functions
subject to the GBE, then, on the basis of them, well-defined perturbation theory may
be constructed.
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Appendix A: Properties of the self-energy parts
A.1: Gluon self-energy part
Let us start with studying the properties of the propagator. From Eqs. (9) - (20) and
Eq. (26), we obtain
[i∆µν11 (X ;P )]
∗
= i∆νµ22 (X ;P ) = i∆
µν
22 (X ;−P ) ,[
i∆µν12(21)(X ;P )
]∗
= i∆νµ12(21)(X ;P ) = ∆
µν
21(12)(X ;−P ) ,
where use has been made of f(X ;P ) = −θ(−p0) + ǫ(p0)n(X ; ǫ(p0)p).
Now, we observe the properties of vertices. As has been mentioned in Sec. IIA
and Sec. VI, the vertex matrix is diagonal and its (2 2)-component is of opposite sign
relative to the (1 1)-component, Vˆ = diag(v(1), v(2)) = diag(v,−v). For QCD, let
Vˆ3 = (v3(P ),−v3(P )) be a 3-gluon-vertex factor and Vˆ4 = (v4,−v4) be a 4-gluon-
vertex factor. Noting that v3(P ) is real and linear in P , and v4, being independent
of P , is pure imaginary, we see that
(
v
(1)
3 (P )
)∗
= v3(P ) = −v3(−P ) = v
(2)
3 (−P ) ,(
v
(1)
4
)∗
= −v4 = v
(2)
4 (A.1)
holds. There is one more (two-point) vertex (29), which satisfies
[
iLµνc (X ;P )Mˆ−
]∗
= iLµνc (X ;−P )Mˆ− . (A.2)
For quark [5] and FP-ghost, one can write down the similar relations, which we do
not display here.
From the diagrammatic analysis of Πˆ(X ;P ) using the above relations, one can
straightforwardly obtain the relations,
[Πµν11 (X ;P )]
∗
= −Πµν22 (X ;−P ) = −Π
νµ
22 (X ;P ) ,[
Πµν12(21)(X ;P )
]∗
= −Πµν21(12)(X ;−P ) = −Π
νµ
12(21)(X ;P ) .
Using the decomposition (31) for the leading parts of Πˆ, we obtain
[(ΠS(X ;P ))11]
∗ = − (ΠS(X ;P ))22 ,[
(ΠS(X ;P ))12(21)
]∗
= − (ΠS(X ;P ))12(21) ,
(S = T, L, C,D) . (A.3)
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The last equation shows that (ΠS(X ;P ))12(21) are pure imaginary.
Let us turn to analyze Πˆ in configuration space:
Πˆ(x, y) =
∫ ∏
i=1, 2,...
[dzi dui dvi]
× Πˆ(x, y; z1, z2, ...; (u1, v1), (u2, v2), ...) , (A.4)
where x and y are the spacetime points to which the external legs are attached, zi
(i = 1, 2, ...) are the internal vertex-points, and (ui, vi) [i = 1, 2, ...] are the sets of
internal vertex-points of iLc(ui, vi)Mˆ−. From Eq. (5), which leads to Eqs. (8) - (20),
and Eq. (26), we see that
∆1i(x, y) =∆2i(x, y) for x
0 > y0 (i = 1, 2) . (A.5)
Here we use the “largest-time technique” [14]. Using the relation (A.5) and Eq. (A.1)
(in configuration space) together with their quark and FP-ghost counterparts, one can
show that, in Eq. (A.4), when z0i of (z
0
1 , z
0
2, ...) is the largest time, then Πˆ(x, y) = 0.
As can be shown by using Eq. (A.2) in configuration space, this is also the case for
the largest u0i or for the largest v
0
i of [(u
0
1, v
0
1), (u
0
2, v
0
2), ...]. Then, in Eq. (A.4), the
largest time is x0 or y0.
Similar argument as above shows that
Π21(x, y) = −Π11(x, y) , Π22(x, y) = −Π12(x, y) for x
0 > y0 ,
Π11(x, y) = −Π12(x, y) , Π21(x, y) = −Π22(x, y) , for x
0 < y0 . (A.6)
From the first (second) relation, we get ΠA(x, y) [= Π11 +Π21] = 0 for x
0 > y0, and
ΠR(x, y) [= Π11 +Π12] = 0 for x
0 < y0, as they should be. From Eq. (A.6), follows
2∑
i, j=1
Πij(x, y) = 0 . (A.7)
Using the decomposition (31), after Fourier transformation, we obtain
2∑
i, j=1
(ΠS(X ;P ))ij = 0 (S = T, L, C,D) . (A.8)
The relation (A.3) leads to
[
ΠSA(X ;P )
]∗
= ΠSR(X ;P ) (S = T, L, C,D) . (A.9)
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A.2: FP-ghost self-energy part
In every diagram representing the FP-ghost self-energy part Πˆg, two external FP-
ghost lines are connected with each other. Then, the fact that the bare FP-ghost
propagator is diagonal [cf. Eq. (6)] tells us that the matrix self-energy part Πˆg is also
diagonal, Πˆg = diag(Π
(1)
g ,Π
(2)
g ).
In a similar manner to the above subsection, we obtain [cf. Eqs (A.8) and (A.9)]
Π(1)g (X ;P ) + Π
(2)
g (X ;P ) = 0 ,[
Π(1)g (X ;P )
]∗
= −Π(2)g (X ;P ) .
Then, we see that
Πˆg(X ;P ) = τˆ3Πg(X ;P ) , ImΠg(X ;P ) = 0 .
Appendix B: On the derivation of GK in Eqs. (53)
and (54)
Here we deal with a part of GK in Eq. (46),
[
GR ·∆
−1
R ·∆K ·∆
−1
A ·GA
]
(x, y) ≃
∫
d 4P
(2π)4
e−P ·(x−y)G
′
K(X ;P ) ,
G
′
K(X ;P ) = GR(X ;P )∆
−1
R (P )∆K(X ;P )∆
−1
A (P )GA(X ;P ) , (B.1)
which is valid within the approximation under consideration. We are adopting the
strict Coulomb gauge α = 0. Since (∆−1R (P ))
µν = (∆−1A (P ))
µν = −Dµν(P ) [cf.
Eq. (34)] contains a term −gµigνjpipj/α (α→ 0), care should be taken for computing
Eq. (B.1). We need O(α) contribution to GR(A). For the present purpose, it is
sufficient to obtain the leading-order expression, which is obtained from Eq. (45):
GµνR(A)(X ;P ) ≃ G
(0)µν
R(A) (X ;P ) + αG
′ µν
R(A)(X ;P ) ,
G
′ µν
R(A)(X ;P ) =
1
p2

p20
p2

p2 +ΠCR(A)
p2 +ΠLR(A)


2
+
p0
p
(pˆµnν + nµpˆν)

p2 +ΠCR(A)
p2 +ΠLR(A)

+ pˆµpˆν

 ,
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where G
(0)µν
R(A) is as in Eq. (51) and pˆ
µ ≡ (0, pˆ) as in Eq. (31).
We observe that
G
(0)µν
R pν = pνG
(0) νµ
A = 0 ,
pρG
′ ρν
A = G
′ νρ
R pρ =
1
p2

pν + p2 +ΠCR(A)
p2 +ΠLR(A)
p0n
ν

 .
Substituting these and Eqs. (51) and (36) into Eq. (B.1), we obtain, after some
manipulations,
G
′
K(X ;P ) = −
i
p2
[
2p2nµnν
(p2 +ΠLR)(p
2 +ΠLA)
p · ∇Xf +
pν∇
µ
⊥f
P 2 −ΠTR
+
pµ∇ν⊥f
P 2 − ΠTA
+ p0
(
ΠCRn
µ∇ν⊥
(p2 +ΠLR)(P
2 − ΠTA)
+
ΠCAn
ν∇
µ
⊥
(p2 +ΠLA)(P
2 −ΠTR)
)]
.
Appendix C: On the energy shell
Here we display some formulae, which hold on the energy-shells of quasiparticles [cf.
Eqs. (56) and (57) with Eq. (51)]. In most formulae in this Appendix, the argument
X is dropped. We restrict to the positive p0 part.
Transverse modes:
We first define the wave-function renormalization factors through taking derivative
of Eq. (56) with respect to p0:
(ZT (ωT (p),p))
−1 = 1−
1
2ωT
∂ ReΠTR(p
0,p)
∂p0 p0 = ωT (p)
. (C.1)
The group velocities of the modes are obtained from the definition (56):
vT (p) ≡
dωT (p)
dp
=
ZT (ωT (p),p)
ωT (p)
×
[
p+
1
2
∂ ReΠTR(p
0,p)
∂p p0 = ωT (p)
]
.
(C.2)
Differentiation of Eq. (56) with respect to X leads to
∂ωT (X ;p)
∂X
=
ZT (ωT (p),p)
2ωT
∂ ReΠTR(X ;ωT (X ;p),p)
∂X
. (C.3)
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“Longitudinal” modes:
From Eq. (57), we obtain
(ZL(ωL(p),p))
−1 =
1
2ωL
∂ ReΠLR(p
0,p)
∂p0 p0 = ωL(p)
,
(C.4)
vL(p) ≡
dωL(p)
dp
= −
ZL(ωL(p),p)
ωL(p)
[
p+
1
2
∂ ReΠLR(p
0,p)
∂p p0 = ωL(p)
]
.
Appendix D: Net production rates
From Eqs. (51), (56) and (57), we see that the projection operators onto p0 = ωT (p
0 =
ωL) mode is P
µν
T (pˆ) (n
µnν). Then, the production (decay) rates of the transverse
modes and of the “longitudinal” modes are written as [7, 3, 4, 5]
ΓTp(d)(p) =
i
2ωT (p)
ZT (ωT (p),p)
1
2
Πµν12(21)(PT (pˆ))µν
=
i
2ωT
ZTΠ
T
12(21)
and
ΓLp(d)(p) =
i
2ωL(p)
ZL(ωL(p),p)Π
µν
12(21)nµnν
=
i
2ωL
ZLΠ
L
12(21) ,
respectively. Here Z’s are the wave-function renormalization factor, Eqs. (C.1) and
(C.4). Thus, the net production rate is
Γ
T (L)
net p(p) = [1 + n(ωT (L)(p), pˆ)]Γ
T (L)
p (X ;p)− n(ωT (L)(p), pˆ)Γ
T (L)
d (p)
=
i
2ωT (L)
ZT (L)(ωT (L)(p),p)
(
Π
T (L)
K (ωT (L)(X ;p),p)
)loop
, (D.1)
where
(
Π
T (L)
K
)loop
is as in Eq. (55).
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