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Resumo
Em otimização convexa, surgem muitas vezes problemas de minimização para os quais
as funções não são diferenciáveis em todo seu o domínio, isto é, possuem gradientes
descontínuos. Por exemplo, o máximo de funções convexas. Assim, faz-se necessário
definir uma noção generalizada desse conceito que é chamada de subgradiente. Isso é
possível graças ao fato de que funções convexas possuem derivadas direcionais. As técnicas
computacionais que usam subgradientes são muito úteis, principalmente pela simplicidade
dos métodos associados.
Em um trabalho recente, Nesterov considera uma classe de problemas de porte enorme
com subgradientes esparsos e propõe uma implementação eficiente das iterações dos sub-
gradientes, em que o custo total depende logaritmicamente da dimensão do problema.
Essa técnica consiste em uma atualização dos resultados do produto matriz vetor e dos
valores de funções simétricas através de árvores computacionais. O autor mostra que esse
procedimento pode ser usado em métodos de subgradientes simples, como por exemplo
os métodos de minimização propostos por Polyak e Shor.
Esta dissertação fundamentou-se nos estudos desses métodos, descrevendo-os, anali-
sando a convergência e sua implementação eficiente. Abordamos também todas as ideias e
conceitos envolvidos, em particular de análise convexa. Por fim, realizamos experimentos
numéricos comparando o tempo computacional do método de Polyak com atualizações de
tempo logarítmico e o mesmo método com o cálculo esparso simples do produto matriz-
vetor. Ambos os métodos foram testados em um problema chamado PageRank cuja
aplicação mais usual é posicionar websites conforme o grau de importância que possui.
Palavras-chave: otimização convexa, métodos de subgradientes, convergência, atu-
alizações esparsas por árvores, problema de PageRank.
Abstract
Convex optimization usually deals with minimization schemes for which the functions
are not differentiable in their entire domain, i.e., these functions have discontinuous gradi-
ents. For example, the maximum of convex functions. That is why it is necessary to define
a generalized gradient called subgradient. This is possible for convex functions because
they have directional derivatives. The computational techniques that use subgradients
are very useful, mainly because of their simplicity.
In a recent work, Nesterov deals with a class of huge-scale problems with sparse sub-
gradients. He proposes an efficient implementation of subgradient iterations whose total
cost depends logarithmically on the problem dimension. This technique is based on a
recursive update of the results of matrix/vector products and the values of symmetric
functions through the use of short computational trees. The author shows that the up-
dating technique can be used efficiently when coupled with simple subgradient methods,
such as the minimization methods proposed by Polyak and Shor.
The work presented here was based on the study of those techniques, describing them,
as well as analyzing the convergence of the respective methods and the efficiency of their
implementation. It also took into account the proposal of the sparse update of the ma-
trix/vector product as well as all the main mathematical theory involved, including con-
vex analysis. Finally, numerical experiments that compare the computational time of
the Polyak method using logarithmic time updates with the same method using the sim-
ple calculation of the sparse matrix-vector product are presented. Both techniques were
tested using the so-called PageRank problem, an application that aims to rank websites
according to their degree of relevance.
Keywords: convex optimization, methods of subgradients, convergence, fast update
in short tree, PageRank problem.
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Notações
Denotaremos matrizes por letras maiúsculas (𝐴,𝐵, · · · ). A dimensão de uma matriz
é 𝑚× 𝑛, em que 𝑚 e 𝑛 representam as quantidades de linhas e colunas, respectivamente.
Por exemplo, podemos ainda dizer que 𝐴 ∈ R𝑚×𝑛, nesse caso 𝐴 tem dimensão 𝑚 × 𝑛 e
seus elementos são todos reais. Um vetor é denotado por letras minúsculas, assim dado
𝑣 ∈ R𝑛, temos que 𝑣 = (𝑣1, · · · , 𝑣𝑛)𝑇 possui dimensão 𝑛 e seus elementos são reais. No
estudo de álgebra linear, dizemos que 𝐴 é uma matriz blocada quando particionamos suas
linhas ou colunas em seções que denominamos de blocos.
Considerando os vetores 𝑥, 𝑦 ∈ R𝑛, denotamos o produto interno de 𝑥 e 𝑦 por
⟨𝑥, 𝑦⟩ .= ∑︀𝑛𝑖=1 𝑥𝑖𝑦𝑖. A norma euclidiana de 𝑥, por sua vez, é dada por ‖𝑥‖ .= ⟨𝑥, 𝑥⟩1/2.
Seja um conjunto 𝒞 ⊂ R𝑛, denotaremos por 𝒞 e int(𝒞) como o fecho e o interior de 𝒞,
respectivamente. Consideremos um operador linear 𝐴 : R𝑛 → R𝑚, em que 𝐴 ∈ R𝑚×𝑛 é
uma matriz e seja um subconjunto 𝒮 ⊂ R𝑛. Então a imagem de 𝒮 por 𝐴 é denotada por
𝐴𝒮 tal que 𝐴𝒮 = {𝐴𝑥 | 𝑥 ∈ 𝒮}. Se 𝒟 é um subconjunto de R𝑚, a imagem inversa de 𝒟
por 𝐴 é denotada por 𝐴−1𝒟 tal que 𝐴−1𝒟 = {𝑥 |𝐴𝑥 ∈ 𝒟}.
Para um vetor coluna 𝑥 = (𝑥1, · · · , 𝑥𝑛)𝑇 ∈ R𝑛 denotaremos por 𝑝(𝑥) ≤ 𝑛 o número de
elementos não nulos em sua representação de coordenadas. O conjunto de coordenadas
não nulas de 𝑥 é denotado por 𝜎(𝑥) ⊆ {1, · · · , 𝑛}. O coeficiente de esparsidade do vetor
𝑥 é definido da seguinte forma:
𝛾(𝑥) = 𝑝(𝑥)
𝑑𝑖𝑚(𝑥) ≤ 1 (0.0.1)
em que 𝑑𝑖𝑚(𝑥) = 𝑛 é a dimensão do vetor 𝑥. Podemos estender a notação acima também
para matrizes e considerar sua estrutura de blocos, ou seja:
• 𝑝𝑏(𝐴) denotamos o número de blocos não nulos da matriz 𝐴.
• 𝛾𝑏(𝐴) =
𝑝𝑏(𝐴)
𝑑𝑖𝑚𝑏(𝐴)
, em que 𝑑𝑖𝑚𝑏(𝐴) é o número total de blocos não-nulos de 𝑥
• 𝜎𝑏(𝐴) contém os índices de blocos não nulos em 𝐴.
Denotamos ainda por 𝑒𝑗 ∈ R𝑛 o 𝑗−ésimo vetor canônico em R𝑛. Sendo 𝑓 : R𝑛 → R
uma função duas vezes continuamente diferenciável, indicaremos o gradiente e a Hessiana
de 𝑓 , respectivamente, por ∇𝑓 e ∇2𝑓 . E 𝑓 ′(𝑥, 𝑑) = lim
𝑡→0
𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥)
𝑡
é a derivada
direcional de 𝑓 no ponto 𝑥 na direção do vetor 𝑑.
Se 𝑓 : R𝑛 → R𝑚, sua derivada é chamada de Jacobiana e denotaremos por 𝐽𝑓 . O
subdiferencial de uma função convexa 𝑓 no ponto 𝑥 ∈ dom𝑓 será denotado por 𝜕𝑓(𝑥) e 𝑠
∈ 𝜕𝑓(𝑥) é denominado subgradiente de 𝑓 em 𝑥.
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Capítulo 1
Introdução
Neste trabalho estudaremos métodos de subgradiente para minimização de funções
convexas não-suaves. Consideraremos problemas de porte enorme e que possuem esparsi-
dade uniforme [27]. Veremos alguns esquemas de otimização que implementam de forma
muito eficiente a iteração de subgradiente, em que o custo total das atualizações de ve-
tores depende logaritmicamente da dimensão do problema. Esse estudo será baseado no
recente trabalho feito por Nesterov [27].
Problemas de otimização podem ser classificados conforme a sua dimensão, que deno-
taremos por 𝑛. Essa característica desempenha um papel essencial para a escolha apro-
priada do método de minimização. Em [27], Nesterov classifica os problemas conforme o
tamanho, da seguinte forma: porte pequeno (100 a 102 variáveis), porte médio (103 a 104
variáveis), porte grande (105 a 107), porte enorme (108 a 1012 variáveis). Para problemas
de porte pequeno, é possível tratá-los com métodos muito eficientes capazes de encontrar
uma solução em poucas iterações. Porém, cada iteração pode possuir alta complexidade,
chegando até mesmo a 𝒪(𝑛4) operações, por exemplo, o método do elipsoide inscrito [19].
Problemas de porte médio devem ser tratados com métodos que possuam iterações mais
baratas, com no máximo 𝒪(𝑛3) operações, como o método de pontos interiores [5, 36]. Já
problemas de porte grande podem ser resolvidos por métodos de primeira ordem, como
por exemplo o método do gradiente espectral projetado [6] ou métodos de descida por
blocos [21] que possuem normalmente taxa de convergência linear.
Quando lidamos com problemas de porte enorme temos que até mesmo operações mais
simples com vetores requerem um custo computacional alto. As matrizes correspondentes
a esses problemas são normalmente muito esparsas e essa estrutura surge com frequência
em processamento de imagens, problemas relacionados à internet e em telecomunicações.
Dessa forma é importante encontrar métodos com iterações mais eficientes. Nesse caso o
ideal seria encontrar iterações com no máximo 𝒪(log 𝑛) operações.
Este trabalho tem como objetivo principal o estudo de uma nova abordagem para
problemas de porte enorme baseada em iterações de tempo sublinear introduzida recen-
temente por Nesterov em [27]. Vale destacar que serão tratados problemas não-suaves,
isto é, abordaremos funções com gradientes que não estão definidos em todos os pontos.
Assim, vamos apresentar a extensão da noção de gradientes para o que é chamado na
literatura de subgradientes. O objetivo específico desta dissertação será trabalhar com
problemas que posuem função objetivo não diferenciável e subgradientes esparsos.
A ideia do trabalho é explorar a estrutura de esparsidade dos subgradientes e não
da matriz hessiana (que é muito grande para ser considerada ou mesmo pode não estar
definida). De fato, em problemas quadráticos, por exemplo, a função 𝑓(𝑥) = 12⟨𝐴𝑥, 𝑥⟩,
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em que a matriz é simétrica, tem seu gradiente dado por ∇𝑓(𝑥) = 𝐴𝑥 que pode não ser
esparso mesmo que a hessiana o seja. Contudo, os subgradientes de funções máximo na
forma
𝑓(𝑥) = max
1≤𝑖≤𝑚
[⟨𝑎𝑖, 𝑥⟩ − 𝑏𝑖]
são tipicamente esparsos caso os vetores 𝑎𝑖 também sejam.
Para antecipar o escopo deste trabalho, tomemos um exemplo para ilustrar. Conside-
remos a função 𝑓(𝑥) = max
1≤𝑖≤𝑚
⟨𝑎𝑖, 𝑥⟩, em que 𝐴 = (𝑎1, · · · , 𝑎𝑚) é uma matriz esparsa. Um
subgradiente no ponto 𝑥 ∈ R𝑛 será 𝑠 = 𝑎𝑖(𝑥), com 𝑖(𝑥) : 𝑓(𝑥) = ⟨𝑎𝑖, 𝑥⟩ − 𝑏(𝑖(𝑥)), índice
para o qual o máximo se realiza em 𝑥 . Um passo do método de subgradiente é dado por
𝑥+ = 𝑥− ℎ · 𝑠, (1.0.1)
em que ℎ > 0 é tamanho do passo. Nesse caso será alterado apenas um pequeno número
de entradas na solução atual, já que ela é obtida por uma combinação com um dos vetores
𝑎𝑖 na definição de máximo. Isso abre espaço para uma atualização bem mais eficiente do
valor de 𝑓(𝑥+), baseada no estudo de árvores computacionais como veremos no capítulo
4.
Mostraremos que se a matriz 𝐴 = (𝑎1, · · · , 𝑎𝑚) tem preenchimento uniforme, então é
possível atualizar as informações do máximo e realizar uma iteração em 𝒪(𝛾2(𝐴) ·𝑚𝑛 ·
log2𝑚) operações, em que 𝛾(𝐴) é o coeficiente de esparsidade da matriz 𝐴. Vale mencionar
que o cálculo esparso do produto matriz-vetor usual 𝐴𝑥 exige 𝛾(𝐴) ·𝑚𝑛 operações. Outra
situação favorável ocorre quando 𝐴 possui no máximo 𝑞 elementos fora da diagonal, nesse
caso as operações podem ser realizadas não excedendo 𝒪(𝑞2 · log2𝑚) operações, e isso não
depende do número de variáveis 𝑛, mas apenas do número de partes-lineares da função
objetivo. Porém, nem todos os métodos de subgradiente podem ser utilizados de forma que
alcancem as estimativas acima. Em particular, no estudo desta dissertação abordaremos
dois métodos antigos e simples de subgradiente, desenvolvidos por Polyak [29] e por Shor
[34] para minimização não-suave. Esses métodos alcançam a complexidade mencionada.
Este trabalho está dividido da seguinte forma: No capítulo 2 trataremos de conceitos
fundamentais de análise convexa, propriedades do subdiferencial e aspectos da teoria de
matrizes não negativas. O Capítulo 3 abordará os métodos de subgradientes para mini-
mizar problemas não diferenciáveis. O capítulo 4 será dedicado ao estudo de atualizações
baseadas em vetores esparsos. No capítulo 5 veremos uma forma de estender os méto-
dos de subgradientes simples para resolver problemas de porte enorme. No Capítulo 6
apresentaremos os testes computacionais. No capítulo 7 delineamos nossas considerações
finais.
Capítulo 2
Análise Convexa
Neste capítulo são introduzidas algumas ideias, conceitos e resultados básicos de aná-
lise convexa. Focaremos principalmente nas definições e propriedades de subdiferencial,
pois tal conhecimento é fundamental no desenvolvimento de métodos para otimização de
funções convexas não suaves. Abordaremos também alguns aspectos da teoria de matri-
zes não negativas e grafos. Este estudo foi baseado nos trabalhos de Bertsekas et al [4],
Hiriart-Urruty e Lemaréchal [15] e Rockafellar [32].
2.1 Conjuntos e funções convexas
Definição 2.1.1. Um conjunto 𝒞 ⊂ R𝑛 é convexo se, para todo 𝑥, 𝑦 ∈ 𝒞, então 𝛼𝑥+(1−𝛼)𝑦
∈ 𝒞, qualquer que seja 𝛼 ∈ [0, 1].
Geometricamente isso quer dizer que todo segmento de reta que une os pontos 𝑥 e
𝑦 está inteiramente contido em 𝒞 sempre que 𝑥, 𝑦 ∈ 𝒞. O conjunto vazio e o R𝑛 são
conjuntos convexos.
Figura 2.1: Exemplo de Conjunto convexo e não convexo
A seguir listaremos algumas operações que preservam convexidade de um conjunto.
Proposição 2.1.2. Propriedades:
a. Seja {𝒞𝑗}𝑗∈𝒥 uma família de conjuntos convexos. Então, a interseção 𝒞 = ∩{𝒞𝑗 : 𝑗 ∈ 𝒥 }
é convexa.
b. A soma 𝒞1 + 𝒞2 de dois conjuntos convexos 𝒞1 e 𝒞2 é convexa.
c. O conjunto 𝛼𝒞 é convexo para qualquer conjunto convexo 𝒞 e escalar 𝛼. Além do
mais, se 𝒞 é um conjunto convexo e 𝛼1, 𝛼2 são escalares positivos,
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(𝛼1 + 𝛼2)𝒞 = 𝛼1𝒞 + 𝛼2𝒞.
d. O fecho e o interior de um conjunto convexo são convexos.
e. A imagem e a imagem inversa de um conjunto convexo por uma função afim são
convexas.
As provas dessas propriedades são elementares e podem ser encontradas em [4], pro-
posição 1.2.1.
Definição 2.1.3. Seja 𝒮 ⊂ R𝑛, denotamos por conv(𝒮) o fecho convexo do conjunto 𝒮,
isto é, a interseção de todos os conjuntos convexos que contém 𝒮, vale que ,
conv(𝒮) =
{︃
𝑥 ∈ R𝑛|𝑥 =
𝑘∑︁
𝑖=1
𝜆𝑖𝑥𝑖,
𝑘∑︁
𝑖=1
𝜆𝑖 = 1,∀𝑘 ∈ N, 𝑥𝑖 ∈ 𝒮, 𝜆𝑖 ≥ 0
}︃
.
O fecho convexo de um conjunto 𝒮 é o menor conjunto convexo contendo 𝒮 e 𝒮 é
convexo se e somente se 𝒮 = conv(𝒮). Uma operação topológica relevante é que se 𝒮 é
convexo, então int(𝒮) e o fecho de 𝒮 também são convexos, cuja demonstração pode ser
encontrada em [15].
Em otimização são fundamentais as ideias de direções e cones tangentes, pois tais con-
ceitos são essenciais para a compreensão adequada de condições de otimalidade. Vejamos
algumas definições e propriedades.
Definição 2.1.4. Um conjunto 𝒦 ⊂ R𝑛 é chamado cone quando
𝑑 ∈ 𝒦 ⇒ 𝑡𝑑 ∈ 𝒦,∀𝑡 > 0.
Em representações comuns de objetos geométricos, cones possuem um vértice que é
a origem. Particularmente, observe por essa definição que nem todos os cones contêm a
origem. Alguns exemplos de cone são: o espaço R𝑛, subespaços de R𝑛 e o ortante positivo
R𝑛+.
Denotamos cone(𝒞), o conjunto de todas as combinações não negativas de elementos
de 𝒞, ou seja uma combinação dos elementos 𝑥1, 𝑥2, · · · , 𝑥𝑘 ∈ 𝒞 da forma ∑︀𝑘𝑖=1 𝛼𝑖𝑥𝑖, em
que os coeficientes 𝛼𝑖 são não negativos. Podemos dizer ainda que, informalmente, um
cone é um conjunto de direções. Ele também é um conjunto ilimitado. Vale destacar que
uma operação bastante útil na teoria de análise convexa é o cone polar. Essa operação
pode ser caracterizada pelos vetores que formam um ângulo maior ou igual a 90∘ com os
elementos de um conjunto dado. Vejamos a definição.
Definição 2.1.5. Dado um conjunto 𝒦 ⊂ R𝑛, definimos o polar de 𝒦 por
𝒦∘ = {𝑠 ∈ R𝑛 : ⟨𝑠, 𝑥⟩ ≤ 0, para todo𝑥 ∈ 𝒦}.
É possível mostrar que 𝒦∘ é um cone convexo fechado, usando basicamente a conti-
nuidade e a linearidade do produto escalar. E ainda, se um cone 𝒦 é convexo fechado
não-vazio, então (𝒦∘)∘ = 𝒦. Alguns autores chamam essa propridade de lema de Farkas
Geométrico. A demonstração e maiores informações podem ser vistas em [30]. No estudo
de otimização temos ainda dois relevantes tipos de cones, o cone tangente e o cone normal
de um subconjunto 𝒮 de R𝑛 associado a 𝑥 ∈ 𝒮. Abaixo, veremos suas definições e algumas
propriedades.
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Definição 2.1.6. Seja 𝒮 ⊂ R𝑛 um conjunto fechado e não vazio. Dizemos que 𝑑 ∈ R𝑛
é uma direção tangente a 𝒮 em 𝑥 ∈ 𝒮 quando existem sequências (𝑥𝑘) ⊂ 𝒮 e (𝑡𝑘) ⊂ R+
tais que
𝑥𝑘 → 𝑥, 𝑡𝑘 ↓ 0, 𝑥
𝑘 − 𝑥
𝑡𝑘
→ 𝑑
em que 𝑘 →∞.
O conjunto de todas essas direções é chamado de cone tangente a 𝒮 em 𝑥 ∈ 𝒮, e
denotaremos por 𝑇𝒮(𝑥). É possível fazer uma reformulação da definição 2.1.6, como
segue:
Proposição 2.1.7. Uma direção 𝑑 é tangente a 𝒮 em 𝑥 ∈ 𝒮 se, e somente se,
∃(𝑑𝑘)→ 𝑑, ∃(𝑡𝑘) ↓ 0, tais que𝑥+ 𝑡𝑘𝑑𝑘 ∈ 𝒮 para todo 𝑘.
Demonstração. Na definição 2.1.6 basta considerarmos 𝑑𝑘 = 𝑥
𝑘 − 𝑥
𝑡𝑘
[→ 𝑑], isto é, 𝑥𝑘 =
𝑥+ 𝑡𝑘𝑑𝑘[∈ 𝒮].
Outras considerações importantes são feitas a seguir:
Proposição 2.1.8. O cone tangente é fechado.
Demonstração. Seja (𝑑𝑗) ⊂ 𝑇𝒮(𝑥) que converge para 𝑑, para cada 𝑗 tomamos as sequências
(𝑥𝑗,𝑘)𝑘 e (𝑡𝑗,𝑘)𝑘 associadas a 𝑑𝑗 no mesmo sentido da definição 2.1.6. Fixando 𝑗 > 0,
podemos encontrar um índice 𝑘𝑗 tal que⃦⃦⃦⃦
⃦𝑥𝑗,𝑘𝑗 − 𝑥𝑡𝑗,𝑘𝑗 − 𝑑𝑗
⃦⃦⃦⃦
⃦ ≤ 1𝑗 .
Seja 𝑗 →∞, obtemos as sequências (𝑥𝑗,𝑘𝑗)𝑗 e (𝑡𝑗,𝑘𝑗)𝑗 que definem 𝑑 como um elemento
de 𝑇𝒮(𝑥), logo o cone tangente é fechado.
Definição 2.1.9. Seja 𝒞 ⊂ R𝑛 um conjunto convexo fechado não vazio. A direção 𝑠 ∈
R𝑛 é chamada de direção normal a 𝒞 em 𝑥 ∈ 𝒞 quando
⟨𝑠, 𝑦 − 𝑥⟩ ≤ 0, para todo 𝑦 ∈ 𝒞.
O conjunto de tais direções é chamado cone normal e denotaremos por 𝑁𝒞(𝑥).
Quando se relacionam esses dois últimos tipos de cones obtemos resultados interessan-
tes, como por exemplo, se considerarmos um conjunto convexo fechado 𝒮 ⊂ R𝑛, resulta
que 𝑁𝒮(𝑥) = (𝑇𝒮(𝑥))∘. E ainda, sabendo que os cones tangente e normal são fechados
é possível provar que 𝑇𝒮(𝑥) = (𝑁𝒮(𝑥))∘, isso implica que um é o polar do outro. A
prova desse resultado pode ser verificada na proposição 5.2.4 e corolário 5.2.5, em [15].
Para finalizar o estudo de conjuntos convexos abordaremos direções, cones de recessão e
conjuntos convexos simples que serão bastante úteis nos capítulos posteriores. A seguir
discutiremos algumas propriedades de conjuntos convexos ilimitados.
Definição 2.1.10. Seja 𝒟 ⊂ R𝑛 um conjunto convexo, dizemos que 𝑑 ∈ R𝑛 é uma direção
de recessão do conjunto 𝒟 quando
𝑥+ 𝑡𝑑 ∈ 𝒟, para todo𝑥 ∈ 𝒟 e 𝑡 > 0.
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Denotaremos por ℛ𝒟 o conjunto de todas as direções de recessão do conjunto 𝒟. A
proposição seguinte afirma que ℛ𝒟 (denominado por cone de recessão) é um cone convexo
e que contém direções não-nulas se, e somente se, o conjunto 𝒟 é ilimitado.
Proposição 2.1.11. (Cone de recessão de um conjunto convexo): Seja 𝒟 ⊂ R𝑛 um
conjunto convexo, fechado e não-vazio. Então
a. ℛ𝒟 é um cone convexo, fechado e não-vazio.
b. 𝑑 ∈ ℛ𝒟 se, e somente se, existe 𝑥 ∈ 𝒟 tal que 𝑥+ 𝑡𝑑 ∈ 𝒟 para todo 𝑡 ≥ 0.
c. ℛ𝒟 ̸= {0} se, e somente se, 𝒟 é ilimitado.
Demonstração. Esse resultado juntamente com sua prova podem ser encontrados em [17],
proposição 3.2.7.
Definição 2.1.12. Seja 𝒬 ⊂ R𝑛 um conjunto convexo fechado. Dizemos que 𝒬 é simples
quando para qualquer 𝑥 ∈ R𝑛 podemos obter de forma eficiente sua projeção euclidiana
sobre o conjunto 𝒬, que denotaremos por 𝜋𝒬(𝑥).
Uma projeção ortogonal do ponto 𝑥 ∈ R𝑛 sobre um conjunto 𝒬 ⊂ R𝑛 é um ponto de 𝒬
que se encontra mais próximo de 𝑥 na norma euclidiana. Assim, podemos reformular essa
definição e dizer que uma projeção ortogonal de 𝑥 sobre 𝒬 é uma solução do problema:
min ‖𝑦 − 𝑥‖ sujeito a 𝑦 ∈ 𝒬. (2.1.1)
Da literatura sabemos que se𝒬 é fechado então é possível encontrar uma projeção para
qualquer 𝑥 ∈ R𝑛, veja o corolário 1.2.2 de [17]. Se restrigirmos 𝒬 como sendo convexo e
fechado, então podemos provar que a projeção é única. Isso é caracterizado pelo próximo
resultado.
Teorema 2.1.13. Seja 𝒬 ⊂ R𝑛 um conjunto convexo e fechado. Então para todo 𝑥 ∈
R𝑛, existe uma única projeção de 𝑥 sobre 𝒬, denotada por 𝜋𝒬(𝑥). Além disso, ?¯? = 𝜋𝒬(𝑥)
se, e somente se,
?¯? ∈ 𝒬, ⟨𝑥− ?¯?, 𝑦 − ?¯?⟩ ≤ 0, para todo 𝑦 ∈ 𝒬, (2.1.2)
ou, equivalentemente,
?¯? ∈ 𝒬, 𝑥− ?¯? ∈ 𝑁𝒬(?¯?). (2.1.3)
Demonstração. A equivalência entre (2.1.2) e (2.1.3) é imediata pela definição de cone
normal (2.1.9). Mostremos primeiramente que existe uma projeção de 𝑥 sobre 𝒬. Seja
?¯? uma solução do problema (2.1.1) e consideremos 𝑦 ∈ 𝒬 arbitrário. Como ?¯? ∈ 𝒬 e
𝒬 é convexo, então (1 − 𝛼)?¯? + 𝛼𝑦 .= 𝑥(𝛼) ∈ 𝒬 para todo 𝛼 ∈ (0, 1]. Isso implica que
‖𝑥− ?¯?‖ ≤ ‖𝑥− 𝑥(𝛼)‖ e portanto,
0 ≥ ‖𝑥− ?¯?‖2 − ‖𝑥− 𝑥(𝛼)‖2
= ‖𝑥− ?¯?‖2 − ‖𝑥− ?¯?+ ?¯?− 𝑥(𝛼)‖2
= ‖𝑥− ?¯?‖2 −
(︁
‖𝑥− ?¯?‖2 + 2⟨𝑥− ?¯?, ?¯?− 𝑥(𝛼)⟩+ ‖?¯?− 𝑥(𝛼)‖2
)︁
= 2⟨𝑥− ?¯?, 𝑥(𝛼)− ?¯?⟩ − ‖𝑥(𝛼)− ?¯?‖2
= 2𝛼⟨𝑥− ?¯?, 𝑦 − ?¯?⟩ − 𝛼2‖𝑦 − ?¯?‖2. (pois, (1− 𝛼)?¯?+ 𝛼𝑦 = 𝑥(𝛼)) .
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Se dividirmos a expressão acima por 2𝛼 > 0 e passarmos ao limite quando 𝛼 → 0+,
obtemos ⟨𝑥− ?¯?, 𝑦 − ?¯?⟩ ≤ 0. Por outro lado, dado 𝑦 ∈ 𝒬,
0 ≥ ⟨𝑥− ?¯?, 𝑦 − ?¯?⟩
= 12
(︁
‖𝑥− ?¯?‖2 + ‖𝑦 − ?¯?‖2 − ‖𝑥− 𝑦‖2
)︁
≥ 12(‖𝑥− ?¯?‖
2 − ‖𝑥− 𝑦‖2).
Assim, concluimos que ‖𝑥− ?¯?‖2 ≤ ‖𝑥− 𝑦‖2 para todo 𝑦 ∈ 𝒬, logo, ?¯? = 𝜋𝒬(𝑥).
Para completar a prova, mostremos que a solução é única. Consideremos duas soluções
para o problema (2.1.1), por exemplo ?¯? e ̂︀𝑥, assim usando em (2.1.2), segue que
⟨𝑥− ?¯?, ̂︀𝑥− ?¯?⟩ ≤ 0, ⟨𝑥− ̂︀𝑥, ?¯?− ̂︀𝑥⟩ ≤ 0.
Somando as duas expressões, resulta em
0 ≥ ⟨𝑥− ?¯?− (𝑥− ̂︀𝑥), ̂︀𝑥− ?¯?⟩ = ‖̂︀𝑥− ?¯?‖2.
logo, ̂︀𝑥 = ?¯?, isso quer dizer que a solução é única.
Agora, estabeleceremos algumas ideias e conceitos básicos de funções convexas. Vale
ressaltar que neste momento consideraremos o conjunto dos números reais estendidos, que
consiste em adicionar os elementos +∞ e −∞ aos reais, e a seguir utilizaremos o conjunto
R ∪ {+∞} como contra-domínio das funções, a menos que seja indicado o contrário.
Definição 2.1.14. Uma função 𝑓 : R𝑛 → R ∪ {+∞}, não identicamente +∞, é dita ser
convexa quando, para todo (𝑥, 𝑦) ∈ R𝑛 × R𝑛 e todo 𝛼 ∈ ]0, 1[, ocorre:
𝑓(𝛼𝑥+ (1− 𝛼)𝑦) ≤ 𝛼𝑓(𝑥) + (1− 𝛼)𝑓(𝑦).
Quando a desigualdade for estrita, dizemos que 𝑓 é estritamente convexa.
Em um gráfico de uma função convexa podemos perceber que o segmento que une os
pontos de extremidade de um arco sempre ficará acima dele. Veja a figura 2.2.
Considerando essa mesma função 𝑓 , denominamos o domínio (ou domínio efetivo) de
𝑓 como sendo o conjunto
dom𝑓 .= {𝑥 ∈ R𝑛 : 𝑓(𝑥) < +∞}.
A epígrafe de 𝑓 é definida por epi𝑓 .= {(𝑥, 𝑟) ∈ R𝑛 × R : 𝑓(𝑥) ≤ 𝑟}. Dizemos ainda que
𝑓 : R𝑛 → R ∪ {−∞} é côncava quando −𝑓 é convexa. Um conjunto de nível de 𝑓 em
𝑟 ∈ R é dado por 𝑆𝑟(𝑓) .= {𝑥 ∈ R𝑛 : 𝑓(𝑥) ≤ 𝑟}. A partir dessas duas definições fica
claro que, (𝑥, 𝑟) ∈ epi𝑓 se, somente se 𝑥 ∈ 𝑆𝑟(𝑓). É importante ressaltar que invertendo
a desigualdade da definição de epígrafe resulta em um conjunto que denominamos de
hipógrafe. Um resultado que relaciona a convexidade de uma função 𝑓 e a epígrafe é dado
abaixo.
Teorema 2.1.15. Uma função 𝑓 : R𝑛 → R∪{+∞} é convexa se, e somente se, a epígrafe
de 𝑓 é um conjunto convexo R𝑛 × R.
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Figura 2.2: Gráfico de uma função convexa
Demonstração. Primeiramente, consideremos a epígrafe epi𝑓 convexa. Assim, dados 𝑥,
𝑦 ∈ R𝑛 quaisquer, temos que (𝑥, 𝑓(𝑥)) ∈ epi𝑓 e (𝑦, 𝑓(𝑦)) ∈ epi𝑓 . Como epi𝑓 é convexa,
para todo 𝛼 ∈ ]0, 1[, teremos
(𝛼𝑥+ (1− 𝛼)𝑦, 𝛼𝑓(𝑥) + (1− 𝛼)𝑓(𝑦)) = 𝛼(𝑥, 𝑓(𝑥)) + (1− 𝛼)(𝑦, 𝑓(𝑦)) ∈ epi𝑓.
E ainda, pela definição de epígrafe, segue que
𝑓(𝛼𝑥+ (1− 𝛼)𝑦) ≤ 𝛼𝑓(𝑥) + (1− 𝛼)𝑓(𝑦), isso quer dizer que 𝑓 é convexa.
Por fim, suponhamos que 𝑓 seja convexa. Sejam (𝑥, 𝑟1), (𝑦, 𝑟2) ∈ epi𝑓 , assim 𝑓(𝑥) ≤ 𝑟1
e 𝑓(𝑦) ≤ 𝑟2 e a convexidade de 𝑓 , para todo 𝛼 ∈ ]0, 1[, resulta que
𝑓(𝛼𝑥+ (1− 𝛼)𝑦) ≤ 𝛼𝑓(𝑥) + (1− 𝛼)𝑓(𝑦) ≤ 𝛼𝑟1 + (1− 𝛼)𝑟2.
Temos ainda,
𝛼(𝑥, 𝑟1) + (1− 𝛼)(𝑦, 𝑟2) = (𝛼𝑥+ (1− 𝛼)𝑦, 𝛼𝑟1 + (1− 𝛼)𝑟2) ∈ epi𝑓,
ou seja, epi𝑓 é convexa, como queríamos mostrar.
Definição 2.1.16. Uma função 𝑓 : R𝑛 → R∪{±∞} é denominada semi-contínua inferior
(resp. superior) em um ponto 𝑥 ∈ R𝑛 se, para todo (𝑥𝑘) ⊂ R𝑛 com 𝑥𝑘 → 𝑥 tem-se
𝑓(𝑥) ≤ lim inf
𝑘→∞
𝑓(𝑥𝑘)
(︃
𝑟𝑒𝑠𝑝.𝑓(𝑥) ≥ lim sup
𝑘→∞
𝑓(𝑥𝑘)
)︃
.
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É possível mostrar que a definição de semi-continuidade inferior é equivalente a dizer
que a epígrafe de 𝑓 é um conjunto fechado em R𝑛 × R, ou também que os conjuntos de
níveis são fechados, para a demonstração veja [15], proposição 1.2.2. Vale ressaltar ainda
as seguintes definições:
Definição 2.1.17. A função 𝑓 : R𝑛 → R ∪ {+∞} é fechada, se o domínio efetivo de 𝑓 é
fechado e se 𝑓 semi-contínua inferior em dom𝑓 .
Definição 2.1.18. Uma função 𝑓 : R𝑛 → R ∪ {+∞} é denominada Lipschitz contínua
em 𝒮 ⊂ R𝑛, se existe um escalar 𝐿 ≥ 0 tal que
| 𝑓(𝑥)− 𝑓(𝑦) |≤ 𝐿‖𝑥− 𝑦‖, para todo𝑥, 𝑦 ∈ (𝒮 ∩ dom𝑓).
Para finalizar essa seção definiremos um importante tipo de função para nosso estudo,
que nos permitirá definir uma noção de subdiferencial.
Definição 2.1.19. Seja 𝒮 ⊂ R𝑛 um conjunto não-vazio. A função ℎ𝒮 : R𝑛 → R∪ {+∞}
definida por
R𝑛 ∋ 𝑥 ↦→ ℎ𝒮(𝑥) = sup{⟨𝑠, 𝑥⟩ : 𝑠 ∈ 𝒮} (2.1.4)
é chamada de função suporte de 𝒮.
As funções suportes são sublineares, isto é, elas são convexas e positivamente homogê-
neas. (Uma função 𝑓 : R𝑛 → R é positivamente homogênea, se 𝑓(𝑡𝑥) = 𝑡𝑓(𝑥) para todo 𝑥
∈ R𝑛 e 𝑡 > 0). Um exemplo simples é dado a partir de uma bola unitária euclidiana 𝐵1,
em que sua função suporte é ℎ𝐵1(𝑥) = |𝑥|. Assim, com todas essas ideias apresentadas
estudaremos na próxima seção propriedades de funções convexas não diferenciáveis.
2.2 Subdiferenciabilidade
Em otimização podemos estar interessados em minimizar funções não necessariamente
diferenciáveis em todos os pontos. Um exemplo clássico para ilustração é a função 𝑓(𝑥) =|
𝑥 | com 𝑥 ∈ R. Sabemos que o ponto 𝑥 = 0 é minimizador da função, porém é o
único ponto de não diferenciabilidade. Nesta seção veremos que uma função convexa
sempre possui derivadas direcionais e ainda uma derivada generalizada que é denominada
subdiferencial. Abordaremos os conceitos básicos de subdiferencial, bem como algumas
propriedades e a definição de subdiferencial aproximado.
Definição 2.2.1. (Derivada direcional) Seja uma função convexa 𝑓 : R𝑛 → R ∪ {+∞},
sua derivada direcional em um ponto 𝑥 ∈ dom𝑓 na direção 𝑑 ∈ R𝑛 é dada por
𝑓 ′(𝑥, 𝑑) .= lim
𝑡↓0
𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥)
𝑡
. (2.2.1)
E ainda, é equivalente escrever
𝑓 ′(𝑥, 𝑑) .= inf
𝑡>0
𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥)
𝑡
, (2.2.2)
pois, esses quocientes são não decrescentes em 𝑡. Veja página 225, de [4].
CAPÍTULO 2. ANÁLISE CONVEXA 21
Definição 2.2.2. O subdiferencial 𝜕𝑓(𝑥) de 𝑓 em 𝑥 é o conjunto convexo compacto e
não-vazio de R𝑛 definido por
𝜕𝑓(𝑥) .= {𝑠 ∈ R𝑛 : ⟨𝑠, 𝑑⟩ ≤ 𝑓 ′(𝑥, 𝑑) para todo 𝑑 ∈ R𝑛}. (2.2.3)
Um vetor 𝑠 ∈ 𝜕𝑓(𝑥) é chamado de subgradiente de 𝑓 em 𝑥.
Observe que a definição acima envolve dois passos: calcula-se a derivada direcional e
então determina-se o conjunto que ela suporta. Contudo, é possível dar uma definição
direta sem nenhuma referência à diferenciação.
Definição 2.2.3. O subdiferencial de uma função 𝑓 em 𝑥 é o conjunto dos vetores 𝑠 ∈
R𝑛 que satisfazem
𝑓(𝑦) ≥ 𝑓(𝑥) + ⟨𝑠, 𝑦 − 𝑥⟩, para todo 𝑦 ∈ R𝑛. (2.2.4)
Exemplo 2.2.4. Um exemplo para ilustrar a ideia de subdiferencial é a função módulo,
𝑓 : R→ R tal que 𝑓(𝑥) = |𝑥|. O ponto ?¯? = 0 é o único minimizador global irrestrito de 𝑓 .
Para identificar os possíveis subgradientes em torno do ponto ?¯? = 0 usamos a expressão
(2.2.4). Note que a desigualdade
𝑓(𝑦) = |𝑦| ≥ 𝑓(0) + 𝑠.𝑦 = 𝑠.𝑦
é verdadeira para todo 𝑦 ∈ R se |𝑠| ≤ 1. Assim, temos o subdiferencial 𝜕𝑓(0) = [−1, 1].
Vale mencionar que os subgradientes podem ser vistos como aproximações lineares por
baixo de uma função, observe a figura 2.3.
Figura 2.3: Aproximações lineares.
No teorema seguinte mostraremos que as definições de subdiferenciais são equivalentes.
Teorema 2.2.5. As definições 2.2.2 e 2.2.3 são equivalentes.
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Demonstração. (⇒) : Comecemos provando que 2.2.2 implica 2.2.3. Suponhamos que 𝑠 é
um subgradiente que satisfaz a definição 2.2.1, logo ⟨𝑠, 𝑑⟩ ≤ 𝑓 ′(𝑥, 𝑑), para todo 𝑑 ∈ R𝑛.
Em particular, consideremos 𝑑 = 𝑦 − 𝑥, com 𝑦 ∈ R𝑛 assim,
⟨𝑠, 𝑑⟩ ≤ 𝑓 ′(𝑥, 𝑑) ⇔ ⟨𝑠, 𝑦 − 𝑥⟩ ≤ 𝑓 ′(𝑥, 𝑦 − 𝑥) .= inf
𝑡>0
𝑓(𝑥+ 𝑡(𝑦 − 𝑥))− 𝑓(𝑥)
𝑡
⇔ ⟨𝑠, 𝑦 − 𝑥⟩ ≤ 𝑓(𝑥+ 𝑦 − 𝑥)− 𝑓(𝑥).
Obteremos 𝑓(𝑦) ≥ 𝑓(𝑥) + ⟨𝑠, 𝑦 − 𝑥⟩, para todo 𝑦 ∈ R𝑛.
(⇐) : Suponha que 𝑠 satisfaz a definição 2.2.3 e considerando 𝑦 ∈ R𝑛 como 𝑦 = 𝑥+ 𝑡𝑑,
em que 𝑑 ∈ R𝑛 e 𝑡 > 0 temos:
𝑓(𝑦) ≥ 𝑓(𝑥) + ⟨𝑠, 𝑦 − 𝑥⟩ ⇔ 𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥) ≥ ⟨𝑠, 𝑥+ 𝑡𝑑− 𝑥⟩
⇔ 𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥) ≥ ⟨𝑠, 𝑡𝑑⟩
⇔ 𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥)
𝑡
≥ ⟨𝑠, 𝑑⟩.
Portanto,
lim
𝑡↓0
𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥)
𝑡
≥ ⟨𝑠, 𝑑⟩,
o que significa que
𝑓 ′(𝑥, 𝑑) ≥ ⟨𝑠, 𝑑⟩,∀𝑑 ∈ R𝑛
assim a demonstração está completa.
Antes de enunciarmos o próximo resultado acerca da generalização do conceito de
gradiente, recordemos um resultado de diferenciabilidade de funções convexas.
Teorema 2.2.6. Seja 𝒟 ⊂ R𝑛 um conjunto convexo, aberto e 𝑓 : 𝒟 → R diferenciável
em 𝒟. Então as seguintes propriedades são equivalentes:
a. A função 𝑓 é convexa em 𝒟.
b. Para todo 𝑥 ∈ 𝒟 e todo 𝑦 ∈ 𝒟, 𝑓(𝑦) ≥ 𝑓(𝑥) + ⟨∇𝑓(𝑥), 𝑦 − 𝑥⟩.
c. Para todo 𝑥 ∈ 𝒟 e todo 𝑦 ∈ 𝒟, ⟨∇𝑓(𝑦)−∇𝑓(𝑥), 𝑦 − 𝑥⟩ ≥ 0.
Quando 𝑓 é duas vezes diferenciável em 𝒟, as propriedades acima são equivalentes
a:
d. A matriz Hessiana de 𝑓 é semidefinida positiva em todo ponto de 𝒟:
⟨∇2𝑓(𝑥)𝑑, 𝑑⟩ ≥ 0,∀𝑥 ∈ 𝒟,∀𝑑 ∈ R𝑛.
Demonstração. Esse resultado pode ser visto em [17], teorema 3.4.7.
Outros dois resultados essenciais são apresentados a seguir.
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Teorema 2.2.7. Seja 𝑓 : R𝑛 → R ∪ {+∞} uma função convexa. Então para todo 𝑥 ∈
R𝑛, o conjunto 𝜕𝑓(𝑥) é convexo, compacto e não vazio. E ainda, para todo 𝑑 ∈ R𝑛, tem-se
𝑓 ′(𝑥, 𝑑) = sup
𝑦∈𝜕𝑓(𝑥)
⟨𝑦, 𝑑⟩.
Demonstração. Para verificar a veracidade desse teorema podemos consultar o teorema
V.3.1.1, de [16].
Teorema 2.2.8. Consideremos 𝑓 : R𝑛 → R∪{+∞} uma função convexa e 𝑥 ∈ int(dom𝑓),
então as três afirmações são equivalentes:
1. A derivada direcional 𝑓 ′(𝑥, 𝑑) no ponto 𝑥 é linear na direção 𝑑 ∈ R𝑛.
2. Para qualquer base de R𝑛 em que 𝑥 = (𝑥1, · · · , 𝑥𝑛), as derivadas parciais 𝜕𝑓
𝜕𝑥𝑖
(𝑥)
existem em 𝑥, para 𝑖 = 1, · · · , 𝑛.
3. 𝑓 é diferenciável em 𝑥.
Demonstração. Para a prova desse resultado veja a proposição B.4.2.1 em [15].
Usaremos esses resultados para provar a proposição seguinte.
Proposição 2.2.9. Uma função convexa 𝑓 : R𝑛 → R∪ {+∞} é diferenciável no ponto 𝑥
∈ R𝑛 se, e somente se, o conjunto 𝜕𝑓(𝑥) = {∇𝑓(𝑥)}, isto é contém um único elemento.
Demonstração. Considerando 𝑓 diferenciável no ponto 𝑥 ∈ R𝑛. Sabemos do teorema 2.2.6
que para todo 𝑦 ∈ R𝑛
𝑓(𝑦) ≥ 𝑓(𝑥) + ⟨∇𝑓(𝑥), 𝑦 − 𝑥⟩
ou seja, ∇𝑓(𝑥) ∈ 𝜕𝑓(𝑥).
Suponhamos agora que 𝑠 ∈ 𝜕𝑓(𝑥), logo para todo 𝑧 ∈ R𝑛, temos
𝑓(𝑧) ≥ 𝑓(𝑥) + ⟨𝑠, 𝑧 − 𝑥⟩.
Consideremos 𝜆𝑑 = 𝑧 − 𝑥, com 𝜆 > 0, assim
𝑓(𝑥+ 𝜆𝑑) ≥ 𝑓(𝑥) + ⟨𝑠, 𝜆𝑑⟩. (2.2.5)
Como 𝑓 é diferenciável em 𝑥, segue que
𝑓(𝑥+ 𝜆𝑑) = 𝑓(𝑥) + ⟨∇𝑓(𝑥), 𝜆𝑑⟩+ ‖𝜆𝑑‖𝑟(𝜆𝑑), com lim
𝜆→0
𝑟(𝜆𝑑) = 0. (2.2.6)
Considerando (2.2.5) e (2.2.6), obtemos
⟨𝑠, 𝑑⟩ ≤ ⟨∇𝑓(𝑥), 𝑑⟩+ ‖𝑑‖𝑟(𝜆𝑑).
Fazendo 𝜆 → 0, teremos
⟨𝑠, 𝑑⟩ ≤ ⟨∇𝑓(𝑥), 𝑑⟩+ ‖𝑑‖ lim
𝜆→0
𝑟(𝜆𝑑) = ⟨∇𝑓(𝑥), 𝑑⟩.
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Logo, para todo 𝑑 ∈ R𝑛, segue:
⟨𝑠−∇𝑓(𝑥), 𝑑⟩ ≤ 0,
em particular para 𝑑 = 𝑠−∇𝑓(𝑥), assim
⟨𝑠−∇𝑓(𝑥), 𝑠−∇𝑓(𝑥)⟩ ≤ 0,
o que só é possível se 𝑠 = ∇𝑓(𝑥), portanto 𝜕𝑓(𝑥) = {∇𝑓(𝑥)}.
Para finalizar a demonstração, suponhamos 𝜕𝑓(𝑥) = {𝑠}. Temos pelo teorema 2.2.7
que 𝑓 ′(𝑥, 𝑑) = ⟨𝑠, 𝑑⟩, para todo 𝑑 ∈ R𝑛. Se escolhermos o vetor 𝑑 como elementos da
base canônica de R𝑛, teremos 𝑠𝑖 =
𝜕𝑓(𝑥)
𝜕𝑥𝑖
, 𝑖 = 1, · · · , 𝑛. Assim, temos que 𝑓 ′(𝑥, 𝑑) é
uma função linear em 𝑑 de forma ⟨∇𝑓(𝑥), 𝑑⟩, assim pela Teorema 2.2.8 implica que 𝑓 é
diferenciável em 𝑥.
É possível perceber a importância do conceito de subdiferencial na teoria de otimização
a partir do seguinte resultado.
Teorema 2.2.10. Seja uma função convexa 𝑓 : R𝑛 → R ∪ {+∞}, as seguintes proprie-
dades são equivalentes:
a. 𝑓 é minimizada em 𝑥 sobre R𝑛, o que quer dizer, 𝑓(𝑦) ≥ 𝑓(𝑥) para todo 𝑦 ∈ R𝑛;
b. 0 ∈ 𝜕𝑓(𝑥);
c. 𝑓 ′(𝑥, 𝑑) ≥ 0, para todo 𝑑 ∈ R𝑛.
Demonstração. Para a prova deste resultado recomendamos a consulta do teorema VI.2.2.1,
em [16]
Para finalizar este capítulo mencionaremos alguns resultados para matrizes não nega-
tivas e conceitos de teoria de grafos. Tais considerações serão essenciais para a construção
e a compreensão dos experimentos numéricos deste trabalho.
2.3 Alguns aspectos da teoria de matrizes não-negativas
Definição 2.3.1. (Autovalores e Autovetores) Seja uma matriz 𝐴 ∈ R𝑛×𝑛. O vetor 𝑥 ∈
R𝑛 e o escalar 𝜆 que satisfazem 𝐴𝑥 = 𝜆𝑥 são chamados de autovetor e autovalor de 𝐴,
respectivamente. O par (𝜆, 𝑥) é chamado de autopar de 𝐴. O conjunto de autovalores
distintos é chamado de espectro da matriz 𝐴, e denotaremos por 𝜏(𝐴).
Ideias básicas contidas na definição 2.3.1 são:
1. 𝜆 ∈ 𝜏(𝐴) ⇔ 𝐴− 𝜆𝐼 ⇔ det(𝐴− 𝜆𝐼) = 0.
2. {𝑥 ̸= 0 | 𝑥 ∈ 𝑁(𝐴 − 𝜆𝐼)} é o conjunto de todos os autovetores associados a 𝜆.
𝑁(𝐴− 𝜆𝐼) é chamado de autoespaço de 𝐴 associado a 𝜆.
3. Um vetor 𝑦 não nulo tal que 𝑦𝑇 (𝐴−𝜆𝐼) = 0 é chamado autovetor à esquerda de 𝐴.
Uma noção muito importante referente às matrizes quadradas é a seguinte:
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Definição 2.3.2. (Raio espectral) Para uma matriz quadrada 𝐴, definimos o raio espec-
tral de 𝐴 como sendo o número
𝜌(𝐴) = max
𝜆∈𝜏(𝐴)
| 𝜆 | . (2.3.1)
Ou seja, é a distância máxima de um autovalor à origem.
Considerando 𝐴 ∈ R𝑛×𝑛, chamamo-la de matriz não negativa quando cada elemento
for 𝑎𝑖𝑗 ≥ 0, e denotamos 𝐴 ≥ 0. Em 1907, o matemático alemão Perron publicou um
trabalho sobre matrizes positivas e em 1912, o também alemão, Frobenius fez contribuições
importantes estendendo o resultados de Perron para matrizes não-negativas. Em 1942, o
matemático Collatz descobriu o seguinte resultado 1.
Teorema 2.3.3. Seja 𝐴 ∈ R𝑛×𝑛 uma matriz não negativa, então o seu autovalor de
máximo módulo satisfaz a seguinte condição
𝜌(𝐴) = min
𝑥≥0
max
1≤𝑖≤𝑛
[𝐴𝑥]𝑖
𝑥𝑖
.
Demonstração. Para verificar a prova desse resultado e outras propriedades interessantes
de matrizes não negativas recomendamos [24].
Na próxima seção veremos algumas ideias fundamentais de teoria de grafos que possi-
bilitará um melhor entendimento do problema principal desta dissertação.
2.4 Teoria de grafos
A teoria de grafos tem uma ampla gama de aplicações em física, biologia, ciência da
computação e muitas outras áreas. O estudo dessa teoria é muito importante, pois o
grafo pode ser usado para representar e modelar situações envolvendo objetos discretos e
a relação existente entre eles. Vejamos alguns resultados fundamentais.
Definição 2.4.1. Um grafo simples, denotado por 𝐺 = (𝒱 ,𝒜), consiste em um conjunto
de objetos 𝒱 = {𝑣1, 𝑣2, · · · } chamados de vértices e outro conjunto 𝒜 = {𝑎1, 𝑎2, · · · }
cujos elementos recebem o nome de arestas, tal que cada 𝑎𝑘 é identificado com um par
não ordenado (𝑣𝑖, 𝑣𝑗) de vértices. Caso o par (𝑣𝑖, 𝑣𝑗) seja ordenado chamaremos de grafo
direcionado.
É possível relacionar grafos com matrizes. Observe a seguinte definição.
Definição 2.4.2. Seja 𝐺 um grafo simples de 𝑛 vértices {𝑣1, 𝑣2, · · · , 𝑣𝑛}. A matriz 𝐴
de adjacência do grafo 𝐺 é uma matriz 𝑛 × 𝑛, em que o valor de cada elemento 𝑎𝑖,𝑗 é
determinado da seguinte forma: 𝑎𝑖,𝑗 = 1, se os vértices 𝑣𝑖 e 𝑣𝑗 são ligados por uma aresta,
ou 𝑎𝑖,𝑗 = 0 caso contrário.
Um tipo de matriz bastante importante para compreender o problema principal desta
dissertação é a matriz de Markov, ou também chamada de matriz estocástica.
1Foi usado por Helmut Wielandt para contribuir ainda mais para a teoria de Perron-Frobenius. Para
ver um pouco da história consulte [23].
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Definição 2.4.3. Uma matriz 𝐴 ∈ R𝑛×𝑛 é chamada matriz estocástica, se
1. Todos os elementos são não negativos.
2. A soma de todos os elementos de cada coluna é igual a 1.
Uma das muitas características de matriz estocástica é que seu maior autovalor é igual
a 1. Vejamos o seguinte teorema.
Teorema 2.4.4. Toda matriz estocástica 𝐴 ∈ R𝑛×𝑛 tem autovalor 1 e um único autovetor
𝑥 com componentes positivas tais que 𝐴𝑥 = 𝑥, com ‖𝑥‖ = 1, ou seja, 𝑥 é o único autovetor
associado ao autovalor 1.
Demonstração. Para a prova desse resultado e mais detalhes veja [8].
A partir de todas essas definições, ideias e ferramentas sobre análise convexa e matrizes
não-negativas, podemos seguir à leitura do próximo capítulo, no qual veremos os métodos
de subgradientes para problemas de otimização.
Capítulo 3
Métodos de Subgradientes
Este capítulo tem como principal objetivo abordar os métodos de subgradientes para
miniminizar problemas não diferenciáveis, visto que funções não suaves, isto é funções
com gradientes não definidos em todos os pontos, surgem com bastante frequência na
teoria e em aplicações de programação matemática. Alguns exemplos de aplicações com
esse tipo são: problemas de escalas enormes com estrutura de blocos [27], problemas em
teoria dos jogos [20], pesquisa operacional [1] e problemas de controle ótimo [10].
Vale ressaltar que os métodos de subgradientes foram estudados por N. Z. Shor nos
anos 60 com intuito de resolver problemas em programação linear de transporte de rede
[33]. E ainda, as publicações feitas por Ermoliev [12], Polyak [28], Ermoliev e Shor [13]
fornecendo uma teoria mais sólida com teoremas de convergência dos métodos podem ser
consideradas como pioneiras no desenvolvimento das técnicas de subgradientes. Começa-
remos este capítulo apresentando alguns fundamentos da teoria de minimização de funções
diferenciáveis, tais como os métodos baseados em gradiente, em particular, o método de
Cauchy e o método de Newton. Em seguida, veremos conceitos importantes dos métodos
de subgradientes, e finalizaremos com o estudo de dois métodos, um proposto por Polyak
[29] e o outro por Shor [34].
3.1 Alguns aspectos de problemas suaves
Em otimização, é natural que a solução para um problema seja obtida mais frequente-
mente através de um processo iterativo, devido à grande dificuldade de resolvê-lo direta-
mente. Normalmente, esse processo consiste em escolher uma direção para dar o próximo
passo, a partir de cada ponto obtido. Como o intuito é minimizar uma função 𝑓 , uma ideia
possível é escolher uma direção em que a função decresça. Depois devemos verificar se
realmente essas sequências geradas pelo processo convergem para a solução do problema.
Há também o cuidado com a velocidade de convergência, pois é essencial que a resolução
seja feita em um tempo adequado. Esse estudo será baseado no livro de Ribeiro e Karas
[30, p. 89-107].
Inicialmente consideremos o seguinte problema
minimizar 𝑓(𝑥)
sujeito a 𝑥 ∈ R𝑛 (3.1.1)
em que a função 𝑓 : R𝑛 → R é duas vezes continuamente diferenciável.
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Vamos agora estudar dois métodos específicos muito importantes em otimização dife-
renciável para minimizar o problema (3.1.1), o método de Cauchy e o método de Newton.
3.1.1 Método de Cauchy
O método de Cauchy, conhecido como método do gradiente ou de máxima descida,
é um processo que a cada iteração faz uma busca na direção oposta ao vetor gradi-
ente, ou seja, 𝑑 = −∇𝑓(𝑥). Isso acontece devido a direção oposta ao gradiente ser
a de maior decrescimento da função objetivo. O que é verdade, pois lembrando que
𝑓 ′(𝑥, 𝑑) = lim
𝑡→0
𝑓(𝑥+ 𝑡𝑑)− 𝑓(𝑥)
𝑡
é a derivada direcional de 𝑓 no ponto 𝑥 na direção do
vetor 𝑑, e fixando 𝑑 = −∇𝑓(𝑥) e 𝑣 ∈ R𝑛 um outro vetor qualquer com ‖ 𝑣 ‖=‖ 𝑑 ‖,
teremos que
𝑓 ′(𝑥, 𝑑) = ∇𝑓(𝑥)𝑇𝑑 = − ‖ ∇𝑓(𝑥) ‖2= − ‖ ∇𝑓(𝑥) ‖‖ 𝑣 ‖≤ ∇𝑓(𝑥)𝑇𝑣 = 𝑓 ′(𝑥, 𝑣).
Apresentamos agora a descrição desse método. Vale ressaltar que a escolha do tamanho
do passo 𝑡𝑘 pode ser feita através de buscas unidimensionais existentes, baseadas por
exemplo em uma busca exata (seção áurea) ou inexata (condição de Armijo). Além de
[30], veja também [2].
Algoritmo 3.1.1. Método de Cauchy
Seja 𝑥0 ∈ R𝑛, faça 𝑘 = 0
Repita enquanto ∇𝑓(𝑥𝑘) ̸= 0
Calcule 𝑑𝑘 = −∇𝑓(𝑥𝑘)
Escolha 𝑡𝑘 > 0 tal que 𝑓(𝑥𝑘 + 𝑡𝑘𝑑𝑘) < 𝑓(𝑥𝑘)
Faça 𝑥𝑘+1 = 𝑥𝑘 + 𝑡𝑘𝑑𝑘
𝑘 = 𝑘 + 1
O algoritmo é globalmente convergente tanto com o tamanho de passo 𝑡𝑘 sendo cal-
culado em busca exata, como também pela busca de Armijo (Teorema 5.2 de [30, p.
91]). Quanto à velocidade de convergência do algoritmo de Cauchy, os resultados mais
completos podem ser facilmente deduzidos quando a função objetivo é quadrática, isto é,
𝑓(𝑥) = 12𝑥
𝑇𝐴𝑥+ 𝑏𝑇𝑥+ 𝑐,
em que 𝐴 ∈ R𝑛×𝑛 é definida positiva, 𝑏 ∈ R𝑛 e 𝑐 ∈ R. Com isso 𝑓 é convexa e tem um
único minimizador 𝑥* global satisfazendo
𝐴𝑥* + 𝑏 = ∇𝑓(𝑥*) = 0.
É possível mostrar que o algoritmo 3.1.1 com busca exata converge linearmente para 𝑥*,
com taxa de convergência
√︃
1− 𝜆1
𝜆𝑛
, em que 𝜆1 é o menor e 𝜆𝑛 o maior autovalor de 𝐴.
De forma geral, a convergência é muito lenta. Para um maior aprofundamento sobre o
assunto, consulte [25], apud [30].
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3.1.2 Método de Newton
O método de Newton é um dos processos iterativos mais importantes e conhecidos
em otimização para a resolução de sistemas de equações não lineares, bem como para
minimização de funções.
De forma geral, esse método é usado para resolver sistemas do tipo 𝐹 (𝑥) = 0, em que
𝐹 : R𝑛 → R𝑛 é diferenciável.
A fim de solucionar o problema fazemos uma aproximação de 𝐹 por seu polinômio de
Taylor de primeira ordem. Assim, dado 𝑥𝑘 e seja o sistema linear
𝐹 (𝑥) ≈ 𝐹 (𝑥𝑘) + 𝐽𝐹 (𝑥𝑘)(𝑥− 𝑥𝑘) = 0,
em que 𝐽𝐹 denota a matriz Jacobiana da função 𝐹 . Se 𝐽𝐹 (𝑥𝑘) for não singular, o sistema
acima pode ser solucionado fazendo
𝑥𝑘+1 = 𝑥𝑘 − (𝐽𝐹 (𝑥𝑘))−1𝐹 (𝑥𝑘).
Aqui temos uma iteração para o processo. Para concluir essa ideia segue em particular
que no problema (3.1.1), fazendo 𝐹 = ∇𝑓 , teremos que
𝑥𝑘+1 = 𝑥𝑘 − (∇2𝑓(𝑥𝑘))−1∇𝑓(𝑥𝑘). (3.1.2)
Agora podemos formalizar o método de Newton, como segue:
Algoritmo 3.1.2. Método de Newton
Seja 𝑥0 ∈ R𝑛
𝑘 = 0
Repita enquanto ∇𝑓(𝑥𝑘) ̸= 0
Calcule 𝑑𝑘 = −(∇2𝑓(𝑥𝑘))−1∇𝑓(𝑥𝑘)
Determine o tamanho do passo 𝑡𝑘 > 0
Faça 𝑥𝑘+1 = 𝑥𝑘 + 𝑡𝑘𝑑𝑘
𝑘 = 𝑘 + 1
Vale mencionar que se ∇2𝑓(𝑥𝑘) é definida positiva, então 𝑑𝑘 é uma direção de descida.
Ressaltamos que é natural considerar o passo 𝑡𝑘 = 1, para todo 𝑘 ∈ N, que é chamado
“método puro” no qual não se faz busca unidirecional. Uma comparação que podemos
fazer entre os métodos de Cauchy e de Newton aplicados a fim de minimizar uma função 𝑓 ,
é que o primeiro possui um custo computacional baixo, porém a velocidade de convergência
é lenta. Já o segundo tem uma convergência rápida, caso o ponto inicial esteja próximo
de um minimizador da função (cf. Teorema 5.10, [30, p.102], porém possui um alto custo,
devido à utilização de derivadas de segunda ordem e resolução de sistemas lineares. Para
verificar essas ideias e obter mais informações a respeito do Método de Newton, veja [30]
e [4].
Interpretação geométrica: Se pensarmos em problemas unidimensionais, podemos
considerar o problema de encontrar a raiz de uma função 𝑓 . Nesse caso, o objetivo é obter
𝑥1 em função de 𝑥0, sabendo que 𝑥1 é o ponto de intersecção entre a reta tangente à curva
originada por 𝑥0 e o eixo horizontal. Conforme a figura 3.1.2.
Assim, a expressão da reta tangente que passa por por (𝑥0, 𝑓(𝑥0)) tem inclinação
𝑚 = 𝑓 ′(𝑥0) é:
𝑓(𝑥)− 𝑓(𝑥0) = 𝑓 ′(𝑥0)(𝑥− 𝑥0).
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Figura 3.1: Método de Newton.
Note que essa reta passa por (𝑥1, 0), logo
𝑓(𝑥0) = 𝑓 ′(𝑥0)(𝑥1 − 𝑥0).
Portanto,
𝑥1 = 𝑥0 − 𝑓(𝑥
0)
𝑓 ′(𝑥0) .
De modo geral, obteremos:
𝑥𝑛+1 = 𝑥𝑛 − 𝑓(𝑥
𝑛)
𝑓 ′(𝑥𝑛) .
Tal interpretação será de grande importância para se obter o tamanho de passo ade-
quado nos métodos de subgradientes que veremos nas seções seguintes.
3.2 Métodos de subgradientes simples
Os métodos para minimização de funções diferenciáveis apresentados na seção anterior
são baseados em aproximações lineares e quadráticas dadas através de séries de Taylor.
Porém, tais estratégias não podem ser utilizadas em funções não suaves, uma vez que
não podem ser aproximadas da forma usual. Contudo, na década de 1960, N. Z. Shor
sugeriu uma estratégia análoga ao método de Cauchy, generalizando-o para funções que
não possuem gradientes definidos em todos os pontos [33]. A ideia é tomar a direção do
vetor oposto a um subgradiente 𝑠 fornecido por um oráculo e um tamanho de passo pré-
definido. Porém, tal direção pode não ser de descida ou tamanho de passo pode não ser
adequado para garantir que a sequência minimizará a função objetivo, o que nos leva a ter
mais cuidado para gerar sequências convergentes. Esse estudo será baseado no trabalho
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de [18]. Em nosso estudo de métodos de subgradientes para problemas não diferenciáveis,
consideremos o seguinte problema
minimizar 𝑓(𝑥)
sujeito a 𝑥 ∈ R𝑛 (3.2.1)
em que a função 𝑓 : R𝑛 → R ∪ {+∞} é convexa, semi-contínua inferior e não necessaria-
mente diferenciável em todos os pontos.
Agora introduziremos um método básico de subgradiente:
Algoritmo 3.2.1. Método básico de subgradiente
Seja uma sequência (𝑡𝑘) ⊆ R+.
Escolha 𝑥0 ∈ R𝑛 e considere 𝑘 = 0.
Obtenha 𝑠𝑘 ∈ 𝜕𝑓(𝑥𝑘).
Se 𝑠𝑘 = 0, pare.
Defina
𝑥𝑘+1 = 𝑥𝑘 − 𝑡𝑘𝑠𝑘 (3.2.2)
Faça 𝑘 = 𝑘 + 1.
Vejamos agora um resultado sobre a convergência do algoritmo 3.2.1:
Teorema 3.2.2. (Convergência do método básico de subgradiente) Seja uma
função convexa 𝑓 : R𝑛 → R. Consideremos que as sequências (𝑡𝑘) e (𝑠𝑘) cumpram as
seguintes condições
∞∑︁
𝑘=0
𝑡𝑘 = +∞ (3.2.3)
lim
𝑘→∞
𝑡𝑘 ‖ 𝑠𝑘 ‖2= 0 (3.2.4)
então para a sequência (𝑥𝑘) gerada pelo método 3.2.1, tem-se que
lim
𝑘→∞
inf 𝑓(𝑥𝑘) = 𝑤,
em que 𝑤 = inf
𝑥∈R𝑛
𝑓(𝑥).
Demonstração. Seja 𝑥 ∈ R𝑛 arbitrário, pelas relações (2.2.4) e (3.2.2), temos
‖ 𝑥𝑘+1 − 𝑥 ‖2 = ‖ 𝑥𝑘+1 − 𝑥𝑘 + 𝑥𝑘 − 𝑥 ‖2
= ‖ 𝑥𝑘 − 𝑥 ‖2 +2⟨𝑥𝑘+1 − 𝑥𝑘, 𝑥𝑘 − 𝑥⟩+ ‖ 𝑥𝑘+1 − 𝑥𝑘 ‖2
= ‖ 𝑥𝑘 − 𝑥 ‖2 +2𝑡𝑘⟨𝑠𝑘, 𝑥− 𝑥𝑘⟩+ 𝑡2𝑘 ‖ 𝑠𝑘 ‖2
≤ ‖ 𝑥𝑘 − 𝑥 ‖2 +2𝑡𝑘
(︁
𝑓(𝑥)− 𝑓(𝑥𝑘)
)︁
+ 𝑡2𝑘 ‖ 𝑠𝑘 ‖2 . (3.2.5)
Suponhamos por contradição que lim
𝑘→∞
inf 𝑓(𝑥𝑘) > 𝑤, isso quer dizer que existem 𝑥 ∈
R𝑛, um número 𝛿 > 0 e um índice 𝑘, tais que
𝑓(𝑥) < 𝑓(𝑥𝑘)− 𝛿, ∀𝑘 > 𝑘. (3.2.6)
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Segue de (3.2.4) que podemos tomar 𝑘 suficientemente grande tal que
𝑡𝑘 ‖ 𝑠𝑘 ‖2≤ 𝛿, ∀𝑘 ≥ 𝑘. (3.2.7)
Combinando (3.2.5) com (3.2.6), teremos
‖ 𝑥𝑘+1 − 𝑥 ‖2≤‖ 𝑥𝑘 − 𝑥 ‖2 +𝑡𝑘
(︁
𝑡𝑘 ‖ 𝑠𝑘 ‖2 −2𝛿
)︁
(3.2.8)
e combinando (3.2.8) com (3.2.7) obteremos
‖ 𝑥𝑘+1 − 𝑥 ‖2≤‖ 𝑥𝑘 − 𝑥 ‖2 −𝛿𝑡𝑘, ∀𝑘 > 𝑘. (3.2.9)
Logo, somando todos os termos de 𝑘 a 𝑘, resulta que
𝛿
𝑘∑︁
𝑖=𝑘
𝑡𝑖 6
𝑘∑︁
𝑖=𝑘
(︁
‖ 𝑥𝑖 − 𝑥 ‖2 − ‖ 𝑥𝑖+1 − 𝑥 ‖2
)︁
= ‖ 𝑥𝑘 − 𝑥 ‖2 − ‖ 𝑥𝑘+1 − 𝑥 ‖2
6 ‖ 𝑥𝑘 − 𝑥 ‖2 . (3.2.10)
e assim obtemos uma contradição com relação à expressão (3.2.3) quando 𝑘 →∞, já que
𝑥𝑘 não pode se aproximar de 𝑥.
As relações (3.2.3) e (3.2.4) não se contrapõem visto que considerando (𝑥𝑘) limitada,
temos pelo Teorema 1.3.9 de [17] que, a sequência (𝑠𝑘) também é limitada, já que 𝑠𝑘
∈ 𝜕𝑓(𝑥𝑘) para todo 𝑘. Para exemplificar essa afirmação podemos pensar na sequência
𝑡𝑘 =
1
𝑘
para o tamanho de passo. Sabemos que sua somatória é divergente, mas como 𝑠𝑘
é limitada, teremos lim
𝑘→∞
𝑡𝑘 ‖ 𝑠𝑘 ‖2= 0.
A convergência do método pode ser fortalecida se fizermos uma normalização das
direções empregadas no algoritmo 3.2.1. Considerando o caso de subgradientes exatos,
obteremos o seguinte esquema:
𝑥𝑘+1 = 𝑥𝑘 − 𝛽𝑘 𝑠
𝑘
‖ 𝑠𝑘 ‖ , 𝑠
𝑘 ∈ 𝜕𝑓(𝑥𝑘), 𝑘 = 0, 1, · · · , (3.2.11)
em que 𝛽𝑘 > 0 é o parâmetro de comprimento de passo.
Referimo-nos a [17] para a demonstração de convergência nesse caso e para mais in-
formações. Vale ressaltar que a principal vantagem do método de subgradiente é sua
simplicidade e ainda há a possibilidade de fazer mudanças no procedimento obtendo uma
razoável melhora na velocidade de resolução, isso é o que veremos na seção seguinte.
3.3 Métodos de subgradientes para problemas espar-
sos de escalas enormes
Devido à simplicidade do método de subgradientes, nesta seção abordaremos dois
métodos, um proposto por Polyak para problemas com restrições simples e outro por
Shor, desenvolvido para problemas com restrições mais gerais. Teremos como objetivo
resolver problemas de otimização não-suave de grande porte. As principais vantagens
destes métodos é que para cada iteração, ambos permitem uma atualização parcial do
vetores iterados desde que o subgradiente seja esparso e o conjunto viável seja separável.
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3.3.1 Método de Polyak
Primeiramente consideremos o seguinte problema com restrições simples
min
𝑥∈𝒬
𝑓(𝑥) (3.3.1)
em que 𝒬 é um conjunto convexo fechado em R𝑛 e 𝑓 é uma função convexa fechada.
Iniciemos com as seguintes hipóteses:
1. Para cada ponto 𝑥𝑘 ∈ 𝒬 é possível calcular um subgradiente 𝑠𝑘 ∈ 𝜕𝑓(𝑥𝑘).
2. Esses subgradientes são uniformemente limitados em 𝒬, isto é existe 𝐿(𝑓) ∈ R+,
tal que:
‖ 𝑠𝑘 ‖≤ 𝐿(𝑓), 𝑥𝑘 ∈ 𝒬
3. O conjunto𝒬 é simples, ou seja, significa que para qualquer 𝑥 ∈ R𝑛 podemos calcular
sua projeção euclidiana 𝜋𝒬(𝑥) sobre o conjunto 𝒬.
4. O problema (3.3.1) é viável e seu conjunto ótimo 𝑋* é não vazio.
5. O valor ótimo 𝑓 * do problema (3.3.1) é conhecido.
Em [29] Polyak propôs o seguinte esquema de otimização para problemas irrestritos:
𝑥0 ∈ 𝒬
𝑥𝑘+1 = 𝜋𝒬
(︃
𝑥𝑘 − 𝑓(𝑥
𝑘)− 𝑓 *
‖𝑠𝑘‖2 · 𝑠
𝑘
)︃
(3.3.2)
Aqui vemos que o tamanho do passo é dado por 𝑓(𝑥
𝑘)− 𝑓 *
‖𝑠𝑘‖2 . Essa escolha foi feita por
Polyak em [29] aproveitando o fato de 𝑓 ser convexa, facilitando assim a convergência do
método, como veremos no próximo teorema. Uma outra justificativa para a escolha do
passo pode ser dada graficamente, conforme ilustra a figura 3.2:
Esse passo é obtido de forma análoga ao método de Newton visto no fim da seção
anterior. De forma geral, observe que a equação de uma aproximação linear que passa
por (𝑥𝑘, 𝑓(𝑥𝑘)) terá inclinação 𝑚 = 𝑠𝑘, e como conhecemos 𝑓 *, assim temos para 𝑥* sendo
um ponto fixo (o mínimo) que:
𝑓 * − 𝑓(𝑥𝑘) ≈ ⟨𝑠𝑘, 𝑥* − 𝑥𝑘⟩, Tomando 𝛼 tal que 𝑥* = 𝑥𝑘 − 𝛼𝑠𝑘,
≈ ⟨𝑠𝑘, 𝑥𝑘 − 𝛼𝑠𝑘 − 𝑥𝑘⟩
𝛼 ≈ 𝑓(𝑥
𝑘)− 𝑓 *
‖𝑠𝑘‖2 , como queríamos constatar. (3.3.3)
Antes de enunciar o próximo teorema, estabeleceremos três notações
𝑠𝑘 ∈ 𝜕𝑓(𝑥𝑘), 𝑓 *𝑘 = min0≤𝑖≤𝑘 𝑓(𝑥
𝑖), 𝐿𝑘(𝑓) = max0≤𝑖≤𝑘 ‖ 𝑠
𝑖 ‖ .
Essas notações serão usadas na demonstração do teorema 3.3.1, simplificando a apre-
sentação, o que facilitará a compreensão.
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Figura 3.2: Função linear por partes e o esquema de Polyak.
Teorema 3.3.1. Para qualquer 𝑘 ≥ 0, temos
𝑓 *𝑘 − 𝑓 * ≤
𝐿𝑘(𝑓) ‖ 𝑥0 − 𝜋𝑋*(𝑥0)‖
(𝑘 + 1) 12
. (3.3.4)
Além do mais, para qualquer 𝑘 ≥ 0, temos
‖ 𝑥𝑘+1 − 𝑥* ‖2≤‖ 𝑥𝑘 − 𝑥* ‖2 −(𝑓
*
𝑘 − 𝑓 *)2
𝐿2𝑘(𝑓)
∀𝑥* ∈ 𝑋*, (3.3.5)
portanto, a sequência (𝑥𝑘) converge para um único ponto ?¯? ∈ 𝑋*.
Demonstração. Primeiramente, observemos o seguinte fato: como 𝑓 é convexa, então vale
𝑓 * ≥ 𝑓(𝑥𝑘) + ⟨𝑠𝑘, 𝑥* − 𝑥𝑘⟩,
assim,
⟨𝑠𝑘, 𝑥𝑘 − 𝑥*⟩ ≥ 𝑓(𝑥𝑘)− 𝑓 *,
logo,
−2 · 𝑓(𝑥
𝑘)− 𝑓 *
‖ 𝑠𝑘 ‖2 · ⟨𝑠
𝑘, 𝑥𝑘 − 𝑥*⟩ ≤ −2 · (𝑓(𝑥
𝑘)− 𝑓 *)2
‖ 𝑠𝑘 ‖2 . (3.3.6)
Agora, iniciemos a prova fixando um 𝑥* ∈ 𝑋* arbitrário e denotemos 𝑟𝑘(𝑥*) = ‖𝑥𝑘 −
𝑥*‖. Então, usando (3.3.2) e (3.3.6), segue que
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𝑟2𝑘+1(𝑥*) = ‖ 𝑥𝑘+1 − 𝑥* ‖2=
⃦⃦⃦⃦
⃦𝜋𝒬
(︃
𝑥𝑘 − 𝑓(𝑥
𝑘)− 𝑓 *
‖ 𝑠𝑘 ‖2 · 𝑠
𝑘
)︃
− 𝜋𝒬(𝑥*)
⃦⃦⃦⃦
⃦
2
≤
⃦⃦⃦⃦
⃦𝑥𝑘 − 𝑥* − 𝑓(𝑥𝑘)− 𝑓 *‖ 𝑠𝑘 ‖2 · 𝑠𝑘
⃦⃦⃦⃦
⃦
2
= 𝑟2𝑘(𝑥*)− 2 ·
𝑓(𝑥𝑘)− 𝑓 *
‖𝑠𝑘‖2 ⟨𝑠
𝑘, 𝑥𝑘 − 𝑥*⟩+ (𝑓(𝑥
𝑘)− 𝑓 *)2
‖𝑠𝑘‖2
≤ 𝑟2𝑘(𝑥*)−
(𝑓(𝑥𝑘)− 𝑓 *)2
‖𝑠𝑘‖2
≤ 𝑟2𝑘 −
(𝑓 *𝑘 − 𝑓 *)2
𝐿2𝑘(𝑓)
. (3.3.7)
A última desigualdade é justificada pelo fato de 𝐿𝑘(𝑓) = max0≤𝑖≤𝑘 ‖ 𝑠
𝑖 ‖ . Assim, fica
provada a desigualdade (3.3.5).
Como (3.3.7) vale para todo 𝑘, denotando 𝑟𝑘(𝑥*) = 𝑟𝑘 para simplificar a notação,
temos
𝑟2𝑘+1 ≤ 𝑟2𝑘 −
(𝑓 *𝑘 − 𝑓 *)2
𝐿2𝑘(𝑓)
𝑟2𝑘 ≤ 𝑟2𝑘−1 −
(𝑓 *𝑘−1 − 𝑓 *)2
𝐿2𝑘−1(𝑓)
𝑟2𝑘−1 ≤ 𝑟2𝑘−2 −
(𝑓 *𝑘−2 − 𝑓 *)2
𝐿2𝑘−2(𝑓)... ... ... ... ...
𝑟21 ≤ 𝑟20 −
(𝑓 *0 − 𝑓 *)2
𝐿20(𝑓)
.
Somando todas as desigualdades acima, obteremos
0 ≤ 𝑟2𝑘+1 ≤ 𝑟20 −
𝑘∑︁
𝑖=0
(𝑓 *𝑖 − 𝑓 *)2
𝐿2𝑖 (𝑓)
,
portanto,
0 ≤
𝑘∑︁
𝑖=0
(𝑓 *𝑖 − 𝑓 *)2
𝐿2𝑖 (𝑓)
≤‖ 𝑥0 − 𝑥* ‖2 . (3.3.8)
Como 𝐿𝑘(𝑓) = max0≤𝑖≤𝑘 ‖ 𝑠
𝑖 ‖2, segue
𝑘∑︁
𝑖=0
(𝑓 *𝑖 − 𝑓 *)2
𝐿2𝑘(𝑓)
≤
𝑘∑︁
𝑖=0
(𝑓𝑖 − 𝑓 *)2
𝐿2𝑖 (𝑓)
≤‖ 𝑥0 − 𝑥* ‖2 .
E ainda 𝑓 *𝑖 − 𝑓 * ≥ 𝑓 *𝑘 − 𝑓 *, pois 𝑓 *𝑘 = min0≤𝑖≤𝑘 𝑓(𝑥
𝑖), logo
𝑘∑︁
𝑖=0
(𝑓 *𝑘 − 𝑓 *)2
𝐿2𝑘(𝑓)
= (𝑘 + 1) · (𝑓
*
𝑘 − 𝑓 *)2
𝐿2𝑘(𝑓)
≤‖ 𝑥0 − 𝑥* ‖2,
assim, concluimos que
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𝑓 *𝑘 − 𝑓 * ≤
𝐿𝑘(𝑓) ‖ 𝑥0 − 𝜋𝑋*(𝑥0)‖
(𝑘 + 1) 12
,
provando (3.3.4). Agora, da desigualdade (3.3.7), resulta imediatamente que
‖ 𝑥𝑘+1 − 𝑥* ‖≤‖ 𝑥𝑘 − 𝑥* ‖,
para todo 𝑥* ∈ 𝑋*,
Note que a desigualdade garante que (𝑥𝑘) é limitada, pois temos:
‖ 𝑥𝑘+1 − 𝑥* ‖≤‖ 𝑥0 − 𝑥* ‖,
o que significa que está contida em uma bola de raio ‖𝑥0 − 𝑥*‖.
Mostremos que a sequência (𝑥𝑘) converge para um único ponto ?¯?* ∈ 𝑋*. Por (3.3.4),
temos
lim
𝑘→∞
sup 𝑓 *𝑘 ≤ 𝑓 *
e como (𝑥𝑘) ⊂ 𝒬 é limitada, suponhamos que ?¯? seja um ponto de acumulação, logo
𝑥𝑘 → ?¯?. Como 𝑓 é convexa fechada, segue que 𝑓(?¯?) ≤ lim
𝑘→∞
sup 𝑓 *𝑘 , assim
𝑓(?¯?) ≤ 𝑓 *,
logo, ?¯? ∈ 𝒬 e ?¯? ∈ 𝑋*
Para provar que ?¯? é único, consideremos 𝑥𝑘𝑖 → ?¯?1 e 𝑥𝑘𝑗 → ?¯?2 e suponhamos por
contradição que ?¯?1 ̸= ?¯?2.
Assim, existem 𝜀 > 0 e 𝑀 > 0 tais que 𝑗 ≥ 𝑀 , o que implica ‖ 𝑥𝑘𝑗 − ?¯?1 ‖≥ 𝜀. Mas,
como 𝑥𝑘𝑖 → ?¯?1, existe 𝑖 ≥𝑀 , tal que
‖ 𝑥𝑘𝑖 − ?¯?1 ‖≤ 𝜀2 .
Tomemos 𝑘𝑗 ≥ 𝑘𝑖, logo por (3.3.5) que foi provado acima, temos
‖ 𝑥𝑘𝑗 − ?¯?1 ‖≤‖ 𝑥𝑘𝑖 − ?¯?1 ‖≤ 𝜀2 ,
o que é uma contradição, logo ?¯?1 = ?¯?2, assim o ponto de acumulação é único. E a prova
está completa.
Corolário 3.3.2. Suponhamos que 𝑋* tem uma direção de recessão 𝑑*. Então, para
qualquer 𝑘 ≥ 0, temos
‖ 𝑥𝑘 − 𝜋𝑋*(𝑥0) ‖≤‖ 𝑥0 − 𝜋𝑋*(𝑥0) ‖ (3.3.9)
e
⟨𝑑*, 𝑥𝑘⟩ ≥ ⟨𝑑*, 𝑥0⟩. (3.3.10)
Demonstração. Usando a definição 2.1.10, temos 𝑥*(𝛼) = 𝜋𝑋*(𝑥0) + 𝛼𝑑* ∈ 𝑋* para
qualquer 𝛼 ≥ 0. Logo,
‖ 𝑥𝑘 − 𝑥*(𝛼) ‖2 = ‖ 𝑥𝑘 − 𝜋𝑋*(𝑥0) ‖2 −2𝛼⟨𝑑*, 𝑥𝑘 − 𝜋𝑋*(𝑥0)⟩+ 𝛼2‖𝑑*‖2
≤ ‖ 𝑥0 − 𝑥*(𝛼) ‖2=‖ 𝑥0 − 𝜋𝑋*(𝑥0) ‖2 −2𝛼⟨𝑑*, 𝑥0 − 𝜋𝑋*(𝑥0)⟩+ 𝛼2‖𝑑*‖2
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Essa última desigualdade é justificada por (3.3.5). Tomando 𝛼 = 0, segue que
‖ 𝑥𝑘 − 𝜋𝑋*(𝑥0) ‖2 ≤ ‖ 𝑥0 − 𝜋𝑋*(𝑥0) ‖2 .
O que prova (3.3.9). Por outro lado, fazendo 𝛼→∞, teremos
−2⟨𝑑*, 𝑥𝑘 − 𝜋𝑋*(𝑥0)⟩ ≤ −2⟨𝑑*, 𝑥0 − 𝜋𝑋*(𝑥0)⟩
⇒ ⟨𝑑*, 𝑥𝑘 − 𝜋𝑋*(𝑥0)⟩ ≥ ⟨𝑑*, 𝑥0 − 𝜋𝑋*(𝑥0)⟩
⇒ ⟨𝑑*, 𝑥𝑘⟩ ≥ ⟨𝑑*, 𝑥0⟩,
como queríamos mostrar.
A desigualdade (3.3.10) será importante para a formulação do problema de PageRank
no capítulo final.
3.3.2 Método de Shor
Trataremos agora de problemas com restrições gerais ou funcionais, para isso estuda-
remos o esquema de minimização restrita desenvolvido por N. Shor [34].
Comecemos considerando um problema com várias restrições:
minimizar 𝑓(𝑥)
sujeito a 𝑔1(𝑥) ≤ 0 (3.3.11)
...
𝑔𝑚(𝑥) ≤ 0,
em que 𝑓 , 𝑔𝑖 : R𝑚 → R, com 𝑖 = 1, · · · ,𝑚, são funções convexas fechadas. Esse
problema com 𝑚 restrições pode ser transformado um problema com uma única restrição
através de
𝑔1(𝑥) ≤ 0, · · · , 𝑔𝑛(𝑥) ≤ 0⇔ max
𝑖=1,··· ,𝑛
𝑔𝑖(𝑥).
Suponhamos um problema de otimização com restrição de uma única função:
min
𝑥∈𝒬
𝑓(𝑥)
sujeito a 𝑔(𝑥) ≤ 0 (3.3.12)
no qual 𝒬 é um conjunto convexo fechado em R𝑛, 𝑓 e 𝑔 são funções convexas fechadas.
Sejam 𝑠𝑘 ∈ 𝜕𝑓(𝑥𝑘) e 𝑤𝑘 ∈ 𝜕𝑔(𝑥𝑘) os sugradientes de 𝑓 e 𝑔 respectivamente, e consideremos
que são uniformemente limitados em 𝒬. Para esse problema manteremos as primeiras
quatro hipóteses do problema (3.3.1), e observe que agora o conjunto viável não é mais
simples. Uma vez que o conjunto viável é não vazio, teremos 𝑤𝑘 ̸= 0 para todo 𝑥𝑘 ∈ 𝒬
com 𝑔(𝑥) > 0. Com isso poderemos utilizar um tamanho de passo que possa melhorar a
viabilidade do ponto.
Consideremos também o seguinte método com dois parâmetros: o tamanho do passo
ℎ > 0 e o limite de iteração 𝑁 .
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Método de Shor
Para 𝑘 = 0, · · · , 𝑁 − 1 itere
Se 𝑔(𝑥𝑘) > ℎ · ‖𝑤𝑘‖ então (𝐴) : 𝑥𝑘+1 = 𝜋𝒬
(︃
𝑥𝑘 − 𝑔(𝑥
𝑘)
‖𝑤𝑘‖2 · 𝑤
𝑘
)︃
Caso contrário (𝐵) : 𝑥𝑘+1 = 𝜋𝒬
(︃
𝑥𝑘 − ℎ‖𝑠𝑘‖ · 𝑠
𝑘
)︃
(3.3.13)
Denotaremos ℱ𝑘 ⊆ {0, · · · , 𝑘} o conjunto dos índices das iterações do tipo (𝐵) com
cardinalidade 𝑘𝑓 , e 𝑘𝑔 = 𝑘 − 𝑘𝑓 o número de iterações do tipo (𝐴). Denotamos também,
𝑓 *𝑘 = min
𝑖∈ℱ𝑘
𝑓(𝑥𝑖), 𝐿𝑘(𝑓) = max
𝑖∈ℱ𝑘
‖𝑠𝑖‖.
𝑔*𝑘 = max
𝑖/∈ℱ𝑘
𝑔(𝑥𝑖), 𝐿𝑘(𝑔) = max
𝑖∈ℱ𝑘
‖𝑤𝑖‖.
Fixemos um ponto 𝑥* que é solução para o problema (3.3.12) e definimos 𝑟𝑘(𝑥) =
‖𝑥𝑘 − 𝑥‖.
Teorema 3.3.3. Se 𝑁 > 𝑟
2
0(𝑥*)
ℎ2
então ℱ𝑁 ̸= ∅, e
𝑓 *𝑁 − 𝑓(𝑥*) ≤ ℎ · 𝐿𝑁(𝑓) (3.3.14)
e
𝑔*𝑁 ≤ ℎ · 𝐿𝑁(𝑔). (3.3.15)
Demonstração. Aqui usaremos 𝑟2𝑘(𝑥*) = 𝑟2𝑘 para simplificar a notação. Se 𝑘 /∈ ℱ𝑁 , então
𝑟2𝑘+1(𝑥*) = ‖ 𝑥𝑘+1 − 𝑥* ‖2=
⃦⃦⃦⃦
⃦𝜋𝒬
(︃
𝑥𝑘 − 𝑔(𝑥
𝑘)
‖ 𝑤𝑘 ‖2 · 𝑤
𝑘
)︃
− 𝜋𝒬(𝑥*)
⃦⃦⃦⃦
⃦
2
≤
⃦⃦⃦⃦
⃦𝑥𝑘 − 𝑥* − 𝑔(𝑥𝑘)‖ 𝑤𝑘 ‖2 · 𝑤𝑘
⃦⃦⃦⃦
⃦
2
≤ 𝑟2𝑘 − 2 ·
𝑔(𝑥𝑘)
‖ 𝑤𝑘 ‖2 ⟨𝑤
𝑘, 𝑥𝑘 − 𝑥*⟩+ 𝑔
2(𝑥𝑘)
‖ 𝑤𝑘 ‖2
≤ 𝑟2𝑘 −
𝑔2(𝑥𝑘)
‖ 𝑤𝑘 ‖2 (Sendo 𝑔 convexa, aplicamos (3.3.6))
≤ 𝑟2𝑘 − ℎ2
(︁
pois 𝑔(𝑥𝑘) > ℎ‖𝑤𝑘‖
)︁
(3.3.16)
De (3.3.16), temos:
𝑟2𝑘+1 ≤ 𝑟2𝑘 − ℎ2
𝑟2𝑘 ≤ 𝑟2𝑘−1 − ℎ2
𝑟2𝑘−1 ≤ 𝑟2𝑘−2 − ℎ2
... ... ... ... ...
𝑟21 ≤ 𝑟20 − ℎ2 .
Somando todas as desigualdades acima, obteremos
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0 ≤ 𝑟2𝑘+1 ≤ 𝑟20 −
𝑘∑︁
𝑖=0
ℎ2,
logo, 𝑘 ≤ 𝑟
2
0
ℎ2
. Portanto, para 𝑘 > 𝑟
2
0
ℎ2
teremos que a cardinalidade do conjunto dos índices
de iterações do tipo (B) é não vazio, ou seja, ℱ𝑘 ̸= ∅.
Além do mais, se 𝑘 ∈ ℱ𝑁 , temos de forma análoga ao desenvolvimento acima que:
𝑟2𝑘+1(𝑥*) = ‖ 𝑥𝑘+1 − 𝑥* ‖2=
⃦⃦⃦⃦
⃦𝜋𝒬
(︃
𝑥𝑘 − ℎ‖ 𝑠𝑘 ‖ · 𝑠
𝑘
)︃
− 𝑥*
⃦⃦⃦⃦
⃦
2
≤ 𝑟2𝑘 −
2ℎ
‖ 𝑠𝑘 ‖⟨𝑠
𝑘, 𝑥𝑘 − 𝑥*⟩+ ℎ2
≤ 𝑟2𝑘 −
2ℎ
‖ 𝑠𝑘 ‖(𝑓(𝑥
𝑘)− 𝑓(𝑥*)) + ℎ2
≤ 𝑟2𝑘 −
2ℎ
𝐿𝑁(𝑓)
(𝑓 *𝑁 − 𝑓(𝑥*)) + ℎ2
Observe que a penúltima desigualdade decorre de 𝑓 ser conveva, já a última é justifi-
cada pelo fato de que: 𝑓(𝑥*) ≤ 𝑓 *𝑁 ≤ 𝑓(𝑥𝑖),∀𝑖 = 1, · · · , 𝑁 . Considerando as desigualdades
acima, teremos:
• Se 𝑘 ∈ ℱ𝑁 então 𝑟2𝑘+1(𝑥*) ≤ 𝑟2𝑘(𝑥*)−
2ℎ
𝐿𝑁(𝑓)
· (𝑓 *𝑁 − 𝑓(𝑥*)) + ℎ2⏟  ⏞  
(𝑎)
• Se 𝑘 /∈ ℱ𝑁 então 𝑟2𝑘+1(𝑥*) ≤ 𝑟2𝑘(𝑥*)−ℎ2⏟  ⏞  
(𝑏)
.
Ou seja,
𝑟21(𝑥*) ≤ 𝑟20 + (a) ou (b)
𝑟22(𝑥*) ≤ 𝑟21 + (a) ou (b)
... ... ... ... ...
𝑟2𝑁(𝑥*) ≤ 𝑟2𝑁−1 + (a) ou (b)
𝑟2𝑁+1(𝑥*) ≤ 𝑟2𝑁 + (a) ou (b)
Somando as desigualdades acima, obteremos:
0 ≤ 𝑟2𝑁+1(𝑥*) ≤ 𝑟20 + (𝑁𝑓 (𝑎) + 𝑁𝑔(𝑏)),
em que 𝑁𝑓 e 𝑁𝑔 são as quantidades de termos do tipo (𝑎) e (𝑏), respectivamente. Portanto,
0 ≤ 𝑟2𝑁+1(𝑥*) ≤ 𝑟20 −𝑁𝑓
(︃
2ℎ
𝐿𝑁(𝑓)
· (𝑓 *𝑁 − 𝑓(𝑥*))
)︃
+𝑁𝑓 · ℎ2 −𝑁𝑔 · ℎ2.
Logo,
𝑁𝑓 · 2ℎ
𝐿𝑁(𝑓)
· (𝑓 *𝑁 − 𝑓(𝑥*)) ≤ 𝑟20 + (𝑁𝑓 −𝑁𝑔) · ℎ2.
Fazendo as manipulações adequadas, segue
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𝑓 *𝑁 − 𝑓(𝑥*) ≤
𝐿𝑁(𝑓)
2ℎ𝑁𝑓
[︁
𝑟20 + (𝑁𝑓 −𝑁𝑔) · ℎ2
]︁
= 𝐿𝑁(𝑓)2ℎ𝑁𝑓
· 𝑟20 +
𝐿𝑁(𝑓) ·𝑁𝑓 · ℎ2
2ℎ𝑁𝑓
− 𝐿𝑁(𝑓) ·𝑁𝑔ℎ
2
2ℎ𝑁𝑓
= 𝐿𝑁(𝑓)2ℎ𝑁𝑓
· 𝑟20 +
𝐿𝑁(𝑓) · ℎ
2 −
𝐿𝑁(𝑓) · (𝑁 −𝑁𝑓 )ℎ2
2ℎ𝑁𝑓
, pois 𝑁 = 𝑁𝑓 +𝑁𝑔
= 𝐿𝑁(𝑓)2ℎ𝑁𝑓
· 𝑟20 +
𝐿𝑁(𝑓) · ℎ
2 +
𝐿𝑁(𝑓) · ℎ
2 −
𝐿𝑁(𝑓) ·𝑁ℎ2
2ℎ𝑁𝑓
= ℎ · 𝐿𝑁(𝑓) + 𝐿𝑁(𝑓)2ℎ𝑁𝑓
[︁
𝑟20 −𝑁ℎ2
]︁
≤ ℎ · 𝐿𝑁(𝑓),
como queríamos mostrar.
E ainda, temos também que para todo 𝑘 ∈ ℱ𝑁 , o que significa que teremos variáveis
viáveis, portanto resulta que
𝑔(𝑥𝑘) ≤ 𝑔*𝑁(𝑥𝑘) ≤ ℎ· ‖ 𝑤𝑘 ‖≤ ℎ · 𝐿𝑁(𝑔),
pois, 𝐿𝑁(𝑔) = max
𝑖∈ℱ𝑘
‖𝑤𝑖‖. Assim, a prova está completa.
Concluímos que para um número suficientemente grande deiterações é possível conseguir
uma 𝜀−otimalidade e uma 𝜀−viabilidade, em que 𝜀 = max {ℎ · 𝐿𝑁(𝑓), ℎ · 𝐿𝑁(𝑔)}. Nesse
capítulo vimos os métodos de subgradientes, isso dá base para vermos os tipos de atuali-
zações de vetores e valores das funções. Essas atualizações possibilitarão que os métodos
se tornem mais rápidos.
Capítulo 4
Técnicas de atualizações
Neste capítulo abordaremos duas técnicas de atualizações, uma para vetores e a outra
para valores de funções, as sendo elas baseadas na estrutura de esparsidade, que foram
apresentadas por Nesterov em [27, p. 278 - 281]. A primeira se refere à atualização do
produto matriz-vetor no caso em que a variação do vetor é esparsa. Nesse caso, ainda ana-
lisaremos a sua complexidade. A segunda técnica descrita é simples e serve para atualizar
os valores de uma função simétrica de 𝑛 variáveis quando somente uma coordenada do
vetor é alterada. Essas técnicas são essenciais para se trabalhar com problemas de otimi-
zação com escalas enormes, pois veremos que reduzirão consideravelmente a complexidade
dos métodos usados para sua resolução.
4.1 Atualização do produto matriz-vetor esparso
Existem diversos exemplos de problemas de otimização em que o custo do produto
matriz-vetor é o principal responsável pela complexidade total do método. Consideremos
uma matriz densa genérica 𝐴 ∈ R𝑚×𝑛 e um vetor 𝑥 ∈ R𝑛 arbitrário. Para o cálculo
do produto 𝐴𝑥 são necessárias 𝑚𝑛 operações aritméticas, aqui estamos considerando o
produto e a soma como uma operação, a fim de simplificar e evitar a constante 2. Contudo,
a situação torna-se diferente quando a matriz 𝐴 é esparsa. Para esclarecer melhor a ideia,
primeiramente denotemos 𝑝(𝑥) ≤ 𝑛 o número de coordenadas não nulas de 𝑥 e o conjunto
de índices de suas coordenadas não nulas por 𝜎(𝑥) ⊆ {1, · · · , 𝑛}. Consideremos também
as seguintes definições:
Definição 4.1.1. Para 𝑥 ∈ R𝑛 arbitrário, definiremos o seu coeficiente de esparsidade
como segue
𝛾(𝑥) = 𝑝(𝑥)
𝑑𝑖𝑚(𝑥) ≤ 1 (4.1.1)
em que 𝑑𝑖𝑚(𝑥) = 𝑛 é a dimensão do vetor 𝑥.
Vale ressaltar que podemos estender as notações acima para matrizes. Assim, quando
a matriz for esparsa e supondo que ela seja armazenada como uma lista de elementos não
nulos, o produto 𝐴𝑥 pode ser calculado em 𝑝(𝐴) operações.
Observe que, pela definição (4.1.1) de coeficiente de esparsidade , temos:
𝑝(𝐴) = 𝛾(𝐴) ·𝑚𝑛 (4.1.2)
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ou seja, a complexidade inicial dada é reduzida pelo fator 𝛾(𝐴). É importante notar que
para matrizes com dimensões muito altas podemos ter 𝛾(𝐴)≪ 1. Se considerarmos uma
matriz somente com linhas e colunas não nulas, podemos encontrar um minorante bem
definido para o coeficiente de esparsidade. Veja a proposição seguinte.
Proposição 4.1.2. Se a matriz 𝐴 ∈ R𝑚×𝑛 possui linhas e colunas não nulas, implicando
em 𝑝(𝐴) = 𝛾(𝐴) ·𝑚𝑛 ≥ max{𝑚,𝑛}, então 𝛾(𝐴) ≥ max
{︂ 1
𝑚
,
1
𝑛
}︂
.
Demonstração. Se 𝑚 ≥ 𝑛, temos
𝛾(𝐴) ≥ max{𝑚,𝑛}
𝑚𝑛
= 𝑚
𝑚𝑛
= 1
𝑛
≥ 1
𝑚
,
e se 𝑛 ≥ 𝑚, temos
𝛾(𝐴) ≥ max{𝑚,𝑛}
𝑚𝑛
= 𝑛
𝑚𝑛
= 1
𝑚
≥ 1
𝑛
,
portanto, 𝛾(𝐴) ≥ max
{︂ 1
𝑚
,
1
𝑛
}︂
.
Assim, o minorante depende do máximo entre o inverso do número de linhas e o número
de colunas.
Consideremos a seguinte definição:
Definição 4.1.3. Seja uma matriz 𝐴 ∈ R𝑚×𝑛. Dizemos que 𝐴 possui preenchimento
uniforme (uniformemente esparsa), se
𝛾(𝐴𝑒𝑗) ≤ 𝑐 · 𝛾(𝐴), 𝑗 = 1, · · · , 𝑛. (4.1.3)
Até aqui vimos que podemos ter 𝑝(𝐴) = 𝛾(𝐴)·𝑚𝑛 operações para o cálculo do produto
matriz-vetor. Verifiquemos agora que é possível reduzir essa complexidade através de uma
atualização recursiva. Comecemos supondo que o vetor 𝑦 = 𝐴𝑥 foi calculado, e depois
desejamos um novo vetor 𝑦+ = 𝐴𝑥+ em que 𝑥+ = 𝑥+𝑑, sendo o vetor 𝑑 esparso. Portanto,
𝑦+ = 𝐴(𝑥+ 𝑑) = 𝐴𝑥+ 𝐴𝑑 = 𝑦 +
∑︁
𝑗∈𝜎(𝑑)
𝑑𝑗.𝐴𝑒𝑗
logo, a complexidade dessa atualização é igual a
𝑘𝐴(𝑑) =
∑︁
𝑗∈𝜎(𝑑)
𝑝(𝐴𝑒𝑗), (4.1.4)
denotaremos 𝑘𝐴(𝑑) como sendo a complexidade da atualização recursiva. Comparado
com o custo da multiplicação direta, em que temos 𝑚𝑛 operações, o valor acima pode ser
muito menor. É possível mostrar que se uma matriz 𝐴 é uniformemente esparsa, então
essa estratégia de atualização pode ficar 𝒪(𝛾(𝐴)) mais barata que a multiplicação esparsa
simples. Vejamos a proposição e o corolário a seguir.
Proposição 4.1.4.
𝑘𝐴(𝑑) = 𝛾(𝑑) · 1
𝑝(𝑑)
∑︁
𝑗∈𝜎(𝑑)
𝛾(𝐴𝑒𝑗) ·𝑚𝑛 ≤ 𝛾(𝑑)max{𝛾(𝐴𝑒𝑗)} ·𝑚𝑛
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Demonstração. Recordando que 𝛾(𝑥) é o coeficiente de esparsidade do vetor 𝑥, 𝑝(𝑥) é o
número de elementos não nulos em sua representação de coordenadas.
Consideremos 𝐴𝑒𝑗 ∈ R𝑚 e 𝑑 ∈ R𝑛, temos por (4.1.4)
𝑘𝐴(𝑑) =
∑︁
𝑗∈𝜎(𝑑)
𝑝(𝐴𝑒𝑗) =
∑︁
𝑗∈𝜎(𝑑)
𝑚𝛾(𝐴𝑒𝑗) (pela definição de p(A))
= 𝑚𝑛 · 𝑝(𝑑)
𝑛
· 1
𝑝(𝑑)
∑︁
𝑗∈𝜎(𝑑)
𝛾(𝐴𝑒𝑗)
(︃
multiplicação por 𝑛𝑝(𝑑)
𝑛𝑝(𝑑)
)︃
= 𝛾(𝑑) · 1
𝑝(𝑑)
∑︁
𝑗∈𝜎(𝑑)
𝛾(𝐴𝑒𝑗) ·𝑚𝑛 (justificado pela definição de 𝛾(𝑑))
≤ 𝛾(𝑑) · max
𝑗∈𝜎(𝑑)
𝛾(𝐴𝑒𝑗) ·𝑚𝑛.
A última passagem é justificada pelo fato do máximo ser sempre maior que a média.
Assim, temos um majorante para a complexidade da atualização recursiva.
Corolário 4.1.5. Se uma matriz 𝐴 ∈ R𝑚×𝑛 possui preenchimento uniforme e também se
𝛾(𝑑) ≤ 𝑐 · 𝛾(𝐴) (4.1.5)
então, 𝑘𝐴(𝑑) ≤ 𝑐2 · 𝛾2(𝐴) ·𝑚𝑛
Demonstração. Pela proposição 4.1.4 e pelas hipóteses acima, temos
𝑘𝐴(𝑑) ≤ 𝛾(𝑑) ·max {𝛾(𝐴𝑒𝑗)} ·𝑚𝑛
≤ 𝛾(𝑑) · 𝑐 · 𝛾(𝐴) ·𝑚𝑛 ≤ 𝑐2 · 𝛾2(𝐴) ·𝑚𝑛.
Concluímos que foi possível constatar que a atualização recursiva é 𝒪(𝛾(𝐴)) mais
barata que o cálculo esparso simples do produto matriz-vetor. Isso nos mostra também
a importância de se considerar a esparsidade do vetor direção 𝑑, visto que em muitos
métodos para minimização de funções são utilizadas as direções para encontrar o ponto
seguinte do processo.
4.2 Árvores computacionais curtas
Em métodos de minimização de funções é necessário o cálculo da função objetivo no
ponto atual. Portanto, é importante encontrar uma maneira eficiente de se fazer esse
processo. Abordaremos o conceito de árvore computacional curta, que é uma ferramenta
que permite obter o valor da função no ponto encontrado. Esta seção tem como objetivo
reconhecer as principais vantagens e possibilidades para o desenvolvimento de métodos
de subgradientes com custo sublinear. Iniciemos definindo o que é uma árvore binária e
quando uma função pode ser representada por uma árvore computacional.
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Definição 4.2.1. Uma árvore computacional é uma estrutura de dados, ou seja, é uma
forma de armazenar e organizar determinadas informações. Essa estrutura pode ser re-
presentada como uma hierarquia em que cada elemento é chamado de nó ou célula, sendo
que o nó inicial é denominado raiz. Chamamos de árvore binária quando um elemento da
árvore aponta para exatamente 2 outros nós.
Definição 4.2.2. Seja 𝑓(𝑥) uma função com 𝑛 variáveis. Dizemos que essa função pode
ser representada por uma árvore computacional curta, se for possível calcular seus valores
através de uma árvore binária com altura proporcional a log(𝑛).
Em nosso estudo consideraremos 𝑛 = 2𝑘 para algum 𝑘 ≥ 1 e uma árvore computacional
com 𝑘 + 1 níveis. O nível zero tem 𝑛 células contendo as coordenadas do vetor 𝑥, isto é,
𝑣0,𝑖 = 𝑥𝑖, 𝑖 = 1, · · · , 𝑛
O tamanho do próximo nível é a metade do tamanho do anterior, sendo que os valores
do nível seguinte são calculados da seguinte forma:
𝑣𝑖+1,𝑗 = 𝜑𝑖+1,𝑗(𝑣𝑖,2𝑗−1 ; 𝑣𝑖,2𝑗), 𝑗 = 1, · · · , 2𝑘−𝑖−1, 𝑖 = 0, · · · , 𝑘 − 1,
em que 𝜑𝑖,𝑗 são funções de duas variáveis.
Para esclarecer a ideia principal desta seção veja a figura 4.1:
Figura 4.1: Árvore binária computacional curta.
Com a ilustração acima é possível perceber melhor a estrutura da árvore que estamos
trabalhando. Vale ressaltar que todas as funções 𝜑 são simétricas, ou seja, o valor da
função independe da ordem de suas coordenadas. Alguns exemplos importantes de funções
de 𝑛 variáveis desse tipo, são:
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𝑓(𝑥) =‖ 𝑥 ‖𝑝, 𝑝 ≥ 1, 𝜑𝑖,𝑗(𝑡1, 𝑡2) ≡ [| 𝑡1 |𝑝 + | 𝑡2 |𝑝]1/𝑝
𝑓(𝑥) = ln
(︃
𝑛∑︁
𝑖=1
𝑒𝑥𝑖
)︃
, 𝜑𝑖,𝑗(𝑡1, 𝑡2) ≡ 𝑙𝑛(𝑒𝑡1 + 𝑒𝑡2)
𝑓(𝑥) = max {𝑥1, · · · , 𝑥𝑛} 𝜑𝑖,𝑗(𝑡1, 𝑡2) ≡ max {𝑡1, 𝑡2}
Vejamos agora um exemplo simples:
Exemplo 4.2.3. Seja 𝑓(𝑥) = ‖𝑥‖1 e 𝑥 = (2, 3, 1, 1, 3, 5, 2, 1) teremos a seguinte árvore:
nível 3 18
nível 2 7 11
nível 1 5 2 8 3
nível 0 2 3 1 1 3 5 2 1
Tabela 4.1: Árvore binária para 𝑛 = 23.
Note que se mudarmos a primeira coordenada, 𝑥1 = 2, para 𝑥1 = 3, apenas as células
que estão acima da célula modificada serão alteradas, logo não precisaremos recalcular
𝑓(𝑥). Basta fazermos 3 aplicações da função 𝜑𝑖,𝑗(𝑡1, 𝑡2) ≡| 𝑡1 | + | 𝑡2 |. Assim, percebemos
uma facilidade maior no cálculo da função, isto sugere que os algoritmos que usarem essa
ferramenta serão mais rápidos.
As árvores binárias possuem as características abaixo:
1. O processo requer apenas 𝑛− 1 células auxiliares. Para tanto o vetor com as coor-
denadas de variáveis de 𝑥 deve ser armazenado no nível zero.
2. Os cálculos completos de seus valores precisam de 𝑛−1 aplicações de funções 𝜑𝑖,𝑗(·, ·).
A principal vantagem na utilização de árvores binárias é a seguinte:
1. O cálculo do valor 𝑓(𝑥+) precisa somente de 𝑘 = log2 𝑛 aplicações de funções 𝜑𝑖,𝑗(·, ·),
sendo que 𝑓(𝑥) foi calculada e 𝑥+ difere de 𝑥 em uma entrada. De fato, para tal
atualização, precisa-se modificar somente as células que estão estritamente acima
da nova entrada, uma modificação para cada nível. Nos próximos capítulos veremos
que isso abre uma possibilidade para implementações com objetivo de solucionar
algum problema não necessariamente diferenciável com custo sublinear de iteração,
ou seja, dependendo logaritmicamente da dimensão do problema.
Capítulo 5
Problemas de otimização de escalas
enormes
As ideias e estratégias deste capítulo foram apresentadas por Nesterov, no trabalho
[27]. O autor propõe estratégias para resolver problemas de porte enorme, utilizando as
ideias de atualizações esparsas definidas no capítulo anterior juntamente com o método
Shor. Vale destacar que problemas de otimização de porte enorme são problemas que
possuem de 108 a 1012 variáveis. Assim, operações usuais simples tais como adição de
vetores ou produto matriz-vetor podem consumir um tempo significativo. A ideia para
resolver problemas desse tipo está em encontrar técnicas que lidem de forma eficiente com a
estrutura das matrizes e funções envolvidas. Na próxima seção trataremos principalmente
com a estrutura de blocos esparsos de matrizes. É importante mencionar também que
as estratégias abordadas aqui podem ser vistas como generalizações dos métodos vistos
anteriormente.
No que segue, reproduzimos os passos apresentados pelo autor no intuito de permitir
ao leitor a replicação do método, como fizemos neste trabalho. A fim de melhor guiá-
lo, apresentamos passos intermediários e justificativas das expressões demonstradas pelo
autor para facilitar o entendimento de seu raciocínio.
5.1 Método para resolver problemas com estruturas
de blocos
Iniciemos esta discussão definindo os operadores lineares da forma 𝐴(𝑥) , 𝐴𝑥 + 𝑏.
Tais operadores possuem estrutura de blocos. Seja a matriz 𝐴 ∈ R𝑀×𝑁 e suponhamos
que esteja dividida em (𝑚+ 1)𝑛 blocos da forma 𝐴𝑖,𝑗 ∈ R𝑟𝑖×𝑞𝑗 , de modo que
𝑚∑︁
𝑖=0
𝑟𝑖 =𝑀,
𝑛∑︁
𝑗=1
𝑞𝑗 = 𝑁.
Consideremos também que os seguintes vetores estão particionados, 𝑥 e 𝑢 = 𝐴𝑥+𝑏. Esses
são vetores de variáveis e os vetores do espaço-imagem, respectivamente. Observe:
𝑥 = (𝑥1, · · · , 𝑥𝑛) ∈ R𝑁 , 𝑢 = (𝑢0, · · · , 𝑢𝑚) ∈ R𝑀 .
Vamos agora descrever como trabalharemos com a estrutura de blocos no problema
principal desta seção. Primeiramente consideremos que a linha blocada𝐴𝑖 = (𝐴𝑖,1, · · · , 𝐴𝑖,𝑛)
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é bloco esparsa, tal que
𝐴𝑖,𝑗 ̸= 0⇔ 𝑗 ∈ 𝜎𝑏(𝐴𝑖) ⊆ {1, · · · , 𝑛}.
Recordemos que 𝜎𝑏(𝐴𝑖) representa o conjunto que contém os índices de blocos não nulos
em 𝐴𝑖.
É importante destacar também que cada bloco 𝐴𝑖,𝑗 não nulo é considerado como comple-
tamente denso, assim,
𝑝(𝐴𝑖,𝑗) = 𝑞𝑗𝑟𝑖, se 𝑗 ∈ 𝜎𝑏(𝐴𝑖), 𝑖 = 0, · · · ,𝑚. (5.1.1)
Ou seja, o número de elementos não nulos de 𝐴𝑖,𝑗 é dado por 𝑝(𝐴𝑖,𝑗).
De forma análoga, definimos a coluna blocada 𝐴𝑗 da matriz 𝐴, 𝑗 = 1, · · · , 𝑛:
𝐴𝑖,𝑗 ̸= 0⇔ 𝑖 ∈ 𝜎𝑏(𝐴𝑗) ⊆ {0, · · · ,𝑚}. (5.1.2)
Agora podemos descrever o problema que iremos estudar, ele terá a seguinte forma
minimizar 𝑓(𝑥) = 𝑓0(𝑢0(𝑥))
sujeito a 𝜙(𝑢) , max
1≤𝑖≤𝑚
𝑓𝑖(𝑢𝑖)
𝑔(𝑥) , 𝜙(𝑢(𝑥)) ≤ 0
𝑢𝑖(𝑥) =
∑︁
𝑗∈𝜎𝑏(𝐴𝑖)
𝐴𝑖,𝑗 𝑥𝑗 + 𝑏𝑗, 𝑖 = 0, · · · ,𝑚
𝑥𝑗 ∈ 𝒬𝑗, 𝑗 = 1, · · · , 𝑛. (5.1.3)
Para esse problema teremos as seguintes considerações:
• As funções 𝑓𝑖, com 𝑖 = 0, · · · ,𝑚, são convexas e possuem subgradientes limitados.
• Os conjuntos 𝒬𝑗 ⊆ R𝑞𝑗 , 𝑗 = 1, · · · , 𝑛 são fechados e convexos. Tais conjuntos são
simples, ou seja, é possivel calcular projeções euclidianas de forma eficiente, com
𝑐𝜋𝑞𝑗 operações, em que 𝑐𝜋 ≥ 1 é uma constante real.
• Cada função 𝑓𝑖 também é simples, ou seja, seu valor e gradiente também são calcu-
lados com 𝑐𝑓𝑟𝑖 operações, em que 𝑐𝑓 ≥ 1 é uma constante.
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Vejamos um exemplo para ilustrar as ideias:
Exemplo 5.1.1. Seja uma matriz 𝐴 ∈ R4×5 e consideremos 𝑚 = 1 e 𝑛 = 3. Portanto,
dividimos a matriz em (𝑚+ 1)𝑛 = 6 blocos.
1 0 0 1 0
0 0 1 0 0
0 2 0 0 7
0 0 3 0 0
A1,1
A =
A 0 
Figura 5.1: Matriz para exemplificar o problema (5.1.3).
Note que 𝐴𝑖,𝑗 ∈ R𝑟𝑖×𝑞𝑗 , no nosso exemplo temos 𝐴0,1 ∈ R𝑟𝑖×𝑞𝑗 , em que 𝑟0 = 2 (2 linhas
do bloco 𝐴0,1 indicado na figura) e 𝑞1 = 2 (2 colunas do mesmo bloco indicado). O mesmo
vale para todas as combinações de blocos. Em nosso caso teremos 𝑟0 = 2 e 𝑟1 = 2, 𝑞1 = 2,
𝑞2 = 1 e 𝑞3 = 2, assim
∑︀1
𝑖=0 𝑟𝑖 = 4,
∑︀3
𝑖=1 𝑞𝑖 = 5.
Nesse exemplo temos ainda 𝑥 = (𝑥1, 𝑥2, 𝑥3) =
(︃[︃
𝑥1
𝑥2
]︃
, [𝑥3],
[︃
𝑥4
𝑥5
]︃)︃
. Consideramos cada
bloco como sendo completamente denso, logo a quantidade de elementos é dado pelo
produto do número de linhas pelo número de colunas em cada bloco. Por fim, para o
problema (5.1.3), temos por exemplo que 𝑢1(𝑥) = (𝐴0,1𝑥1−𝑏1)+(𝐴0,2𝑥2−𝑏2)+(𝐴0,3𝑥3−𝑏3),
em que 𝑥1 ∈ 𝒬1 ⊆ R2, 𝑥2 ∈ 𝒬2 ⊆ R1 e 𝑥2 ∈ 𝒬3 ⊆ R2.
Agora descreveremos algumas estratégias para resolver o problema (5.1.3) através do
método de Shor, visto no capítulo 3. Estas ideias foram apresentadas em [27, p. 287-289].
1. O primeiro passo é calcular os valores de 𝑔(𝑥) e 𝑓(𝑥), e os subgradientes 𝑤 ∈ 𝜕𝑔(𝑥)
e 𝑠 ∈ 𝜕𝑓(𝑥) e também suas normas euclidianas.
2. É preciso também fazer o cálculo do passo do gradiente. Lembremos do método de
Shor (3.3.13) que temos duas formas para o passo do gradiente, 𝑔(𝑥
𝑘)
‖𝑤𝑘‖2 e
ℎ
‖𝑠𝑘‖ .
3. É preciso fazer a implementação eficiente da atualização recursiva do vetor imagem
𝑢(𝑥) = 𝐴𝑥+ 𝑏 para 𝑥 = 𝑥𝑘+1
Devemos recordar das ideias vistas no capítulo 4, em que foi abordada uma forma
de se fazer as atualizações matriz-vetor e valor de funções. Uma forma de fazer essas
atualizações de maneira adequada é considerando 𝑑𝑘 uma direção já calculada a fim de
atualizar o ponto atual
𝑥𝑘+1 = 𝜋𝒬(𝑥𝑘 + 𝑑𝑘)
aqui supomos que 𝑑𝑘 seja um bloco esparso. Assim, essa atualização aproveitará a espar-
sidade do vetor. Observe:
Se 𝑗 ∈ 𝜎𝑏(𝑑𝑘) então
𝑥𝑘+1𝑗 = 𝜋𝒬𝑗(𝑥𝑘𝑗 + 𝑑𝑘𝑗 ),
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Caso contrário
𝑥𝑘+1𝑗 = 𝑥𝑘𝑗 (5.1.4)
Isso indica que a atualização do vetor imagem do operador linear 𝐴(𝑥) também gera
um vetor esparso. E ainda, podemos definir 𝛿𝑘𝑗 = 𝑥𝑘+1𝑗 − 𝑥𝑘𝑗 , com 𝑗 ∈ 𝜎𝑏(𝑑𝑘). Vale ressaltar
que se o vetor 𝑢𝑘 = 𝐴𝑥𝑘 + 𝑏 já tiver sido calculado, então o vetor 𝑢𝑘+1 = 𝐴𝑥𝑘+1 + 𝑏 pode
ser obtido por uma sequência de atualizações recursivas.
Um possível esquema para a implementação do método, proposto por Nesterov
Começamos definindo 𝑢+ = 𝑢𝑘, e então fazemos o seguinte procedimento:
Para 𝑗 ∈ 𝜎𝑏(𝑑𝑘), 𝑖 ∈ 𝜎𝑏(𝐴𝑗) itere (5.1.5)
1. Faça 𝑢+𝑖 = 𝑢+𝑖 + 𝐴𝑖,𝑗𝛿
𝑗
𝑘
2. Obtenha 𝑓𝑖(𝑢+𝑖 ) e 𝑠+𝑖 ∈ 𝜕𝑓𝑖(𝑢+𝑖 ).
3. Faça a atualização do valor 𝜙(𝑢+) em 𝑖+ , arg max
1≤𝑖≤𝑚
𝑓𝑖(𝑢+𝑖 )
É importante notar que o vetor final 𝑢+ é aceito como 𝑢𝑘+1. Portanto,
𝑔(𝑥𝑘+1) = 𝜙(𝑢+), 𝑤𝑘+1 = 𝐴𝑇𝑖+𝑠𝑘+1
em que 𝑤𝑘+1 ∈ 𝜕𝑔(𝑥𝑘+1) e 𝑠𝑘+1𝑖+ ∈ 𝜕𝑓𝑖+(𝑢𝑘+1𝑖+ ). E ainda,
‖ 𝑤𝑘+1 ‖2= ∑︁
𝑗∈𝜎𝑏(𝐴𝑖+)
‖ 𝑤𝑘+1𝑗 ‖2 . (5.1.6)
Para finalizar o procedimento, se 𝑢+0 ̸= 𝑢𝑘0 e 𝑔(𝑥𝑘+1) ≤ ℎ· ‖ 𝑤𝑘+1 ‖, então 𝑖+ = 0 e
precisamos calcular 𝑠 = 𝐴𝑇0 𝑠0+, em que 𝑠 ∈ 𝜕𝑓(𝑥) e 𝑠0+ ∈ 𝜕𝑓0(𝑢0+).
Logo após serem realizados esses cálculos, faz-se a escolha final da direção 𝑑𝑘+1, sendo
que esse vetor terá o mesmo padrão de bloco esparso de 𝐴𝑇𝑖+.
Agora, realizaremos uma análise do custo computacional da estratégia apresentada.
Consideraremos apenas os termos principais, visto que são eles que definem a complexi-
dade da implementação.
1. Primeiramente, a atualização do ponto teste (5.1.4) precisa de
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
𝑐𝜋𝑞𝑗 = 𝑐𝜋𝑝𝑏(𝑑𝑘)
operações, pois lembremos que os conjuntos são simples e que também estará sendo
aproveitada a estrutura esparsa da direção 𝑑𝑘.
2. Vejamos o custo do laço (5.1.5):
• Para o item 1 são necessárias 𝑟𝑖𝑞𝑗 operações, pois aproveitam-se os elementos
não nulos dos blocos.
• Para o item 2, 𝑐𝑓𝑟𝑖 operações, pois por hipótese as funções são simples, ou seja,
seus valores e subgradientes são calculados de forma eficiente.
CAPÍTULO 5. PROBLEMAS DE OTIMIZAÇÃO DE ESCALAS ENORMES 50
• Para o item 3 precisamos de log2𝑚 operações, que é a complexidade que vimos
para atualizar o máximo de 𝑚 valores por meio da técnica de árvores binárias,
apresentada no capítulo 4.
Assim, o termo que domina a complexidade total do laço pode ser obtido da seguinte
forma:
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
∑︁
𝑖∈𝜎𝑏(𝐴𝑗)
(𝑟𝑖𝑞𝑗 + log2𝑚) =
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
∑︁
𝑖∈𝜎𝑏(𝐴𝑗)
(𝑝(𝐴𝑖,𝑗) + log2𝑚)
=
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
(𝑝(𝐴𝑗) + log2𝑚 · 𝑝𝑏(𝐴𝑗)),
em que a primeira igualdade é justificada por (5.1.1) e a segunda segue por (5.1.2),
pois 𝑖 ∈ 𝜎𝑏(𝐴𝑗). Portanto, temos
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
(𝑝(𝐴𝑗) + log2𝑚 · 𝑝𝑏(𝐴𝑗)) operações. (5.1.7)
3. Os cálculos (5.1.6) precisam de 𝑝(𝐴𝑖+) operações, que são os elementos não nulos
do bloco.
Notemos que é importante perceber que o custo total (5.1.7) domina todas as com-
plexidades dos demais itens. Agora, vejamos a limitação desse custo quando a matriz 𝐴
possui preenchimento uniforme, isto é, possui esparsidade uniforme.
Teorema 5.1.2. Suponhamos que o preenchimento da matriz 𝐴 é uniforme, isto é
(I) 1
𝑟𝑖
𝑝(𝐴𝑖) ≤ 𝑐
𝑀
𝑝(𝐴), (III) 𝑝𝑏(𝐴𝑖) ≤ 𝑐
𝑚+ 1𝑝𝑏(𝐴) 𝑖 = 0, · · · ,𝑚
(II) 1
𝑞𝑗
𝑝(𝐴𝑗) ≤ 𝑐
𝑁
𝑝(𝐴), (IV) 𝑝𝑏(𝐴𝑗) ≤ 𝑐
𝑛
𝑝𝑏(𝐴) 𝑗 = 1, · · · , 𝑛
em que 𝐴𝑖 e 𝐴𝑗 são a i-ésima linha blocada de 𝐴 e j-ésima coluna blocada de 𝐴, respec-
tivamente. Então o custo computacional (5.1.7) não excede
𝑐2[𝛾2(𝐴) ·𝑀𝑁 + 𝛾2𝑏 (𝐴) · (𝑚+ 1)𝑛 · log2𝑚]. (5.1.8)
Demonstração. Mostremos primeiramente como podemos estimar cada termo de (5.1.7).
Observe que
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
𝑝(𝐴𝑗) pode ser majorado da seguinte forma:
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
𝑝(𝐴𝑗) ≤ 𝑐
𝑁
𝑝(𝐴) · ∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
𝑞𝑗, (justificada por (II))
= 𝑐
𝑁
· 𝑝(𝐴) · 1
𝑟𝑖+
𝑝(𝐴𝑖+), (justificada por 5.1.1)
≤ 𝑐
2
𝑀𝑁
𝑝2(𝐴), (justificada por (I))
= 𝑐2𝛾(𝐴)2𝑀𝑁, (pois, 𝑝2(𝐴) = 𝛾2(𝐴)𝑀2𝑁2).
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Seguindo o mesmo raciocínio, o segundo termo também pode ser limitado, observe:
∑︁
𝑗∈𝜎𝑏(𝑑𝑘)
𝑝𝑏(𝐴𝑗) ≤ 𝑐
𝑛
𝑝𝑏(𝐴) · 𝑝𝑏(𝐴𝑖+) (justificada por (IV))
≤ 𝑐
2
(𝑚+ 1)𝑛𝑝
2
𝑏(𝐴) (justificada por (III))
= 𝑐2 · 𝛾2𝑏 (𝐴)(𝑚+ 1)𝑛 (pois, 𝑝2𝑏(𝐴) = 𝛾2𝑏 (𝐴)(𝑚+ 1)2𝑛2)
assim, concluímos que
∑︁
𝑗∈𝜎𝑏(𝐴𝑗)
(𝑝(𝐴𝑗) + log2𝑚 · 𝑝𝑏(𝐴𝑗)) ≤ 𝑐2[𝛾2(𝐴) ·𝑀𝑁 + 𝛾2𝑏 (𝐴) · (𝑚+ 1)𝑛 · log2𝑚],
como queríamos demonstrar.
Como consequência do teorema, vejamos dois casos mais simples:
1º Caso:
Consideremos 𝑟𝑖 = 𝑟 com 𝑖 = 0, · · · ,𝑚 𝑞𝑗 = 𝑞, 𝑗 = 1, · · · , 𝑛 𝑀 = (𝑚+1)𝑟 e 𝑁 = 𝑛𝑞,
portanto 𝑝(𝐴) = 𝑟𝑞 · 𝑝𝑏(𝐴), o que implica que 𝛾(𝐴) = 𝑝(𝐴)
𝑀𝑁
= 𝑝𝑏(𝐴)(𝑚+ 1)𝑛 = 𝛾𝑏(𝐴).
Usando esse fato, segue que a estimativa (5.1.8) pode ser escrita como
𝑐2𝛾2(𝐴) ·𝑀𝑁 + 𝑐2𝛾2𝑏 (𝐴) · (𝑚+ 1)𝑛 log2𝑚 = 𝑐2𝛾2(𝐴)𝑟𝑛𝑞 + 𝑐2𝛾2(𝐴) · (𝑚+ 1)𝑛 log2𝑚
= 𝑐2𝛾2(𝐴)(𝑚+ 1)𝑛 · [𝑟𝑞 + log2𝑚]
Isso nos mostra que o primeiro termo irá dominar a complexidade.
2º Caso:
Suponhamos agora o caso em que 𝑟𝑖 ≡ 1 e 𝑞𝑗 ≡ 1. Sejam
𝑝(𝐴𝑖) ≤ 𝑐𝑟, 𝑖 = 0, · · · ,𝑚 𝑝(𝐴𝑗) ≤ 𝑐𝑞, 𝑗 = 1, · · · , 𝑛. (5.1.9)
em que 𝑐𝑟 e 𝑐𝑞 são constantes absolutas. Isso nos diz que (5.1.7) pode ser estimada
da seguinte forma
(1 + log2𝑀)
∑︁
𝑗∈𝜎𝑑𝑘
𝑝(𝐴𝑗) ≤ (1 + log2𝑀)𝑐𝑞𝑝(𝐴𝑖+) ≤ (1 + log2𝑀)𝑐𝑞𝑐𝑟.
Aqui vemos que um dos termos do majorante é log2𝑀 , em que 𝑀 é a dimensão
do espaço imagem da matriz. Isso significa que em problemas com características
semelhantes ao do segundo caso, tem-se que a complexidade do método de Shor
depende logaritmicamente da dimensão𝑀 . Em [27], o autor exemplifica ainda casos
com essas características, como por exemplo, em problemas envolvendo elementos
finitos ou em problemas com equações diferenciais parciais, pois tais problemas têm
matrizes que possuem estrutura de banda.
Capítulo 6
Aplicações e experimentos numéricos
Existem várias aplicações de problemas de porte grande e enorme, alguns exemplos
são: redes sociais [9], redes de telefonia móvel [22], elementos finitos [3] e em projeto de
topologia de treliças [31]. Esse último lida com seleções de configurações ótimas para
sistemas estruturais (como mecânica, engenharia civil e aeroespacial), constituindo um
dos campos mais recentes e de crescimento rápido de design estrutural.
Neste capítulo abordaremos um problema relacionado à teoria de grafos, para o qual
usaremos o método de Polyak apresentado em (3.3.2) para resolvê-lo. Apresentaremos
em nossos experimentos numéricos o tempo que leva para resolver o problema com o
método (3.3.2) com o uso das atualizações esparsas apresentadas no capítulo 4, faremos
uma comparação com o mesmo método utilizando o produto matriz-vetor esparso usual.
Nesterov, em [27], lida com um problema que é chamado na literatura como PageRank.
O autor ilustra sua ideia da seguinte forma: o objetivo é posicionar pessoas na sociedade
por seus pesos sociais, as variáveis desconhecidas são denotadas por 𝑥𝑖 ≥ 0 que representa
a influência social da pessoa 𝑖 = 1, · · · , 𝑁 . Além disso, o conjunto de amigos da pessoa 𝑖
é conhecido e denotado por 𝜎𝑖. Considera ainda duas hipóteses: a pessoa 𝑖 apoia todos
os seus amigos de forma igual e a influência dela é igual ao total de apoio obtido de seus
amigos.
Vemos em [14] e principalmente em [7], sendo que o último foi escrito por Larry Page
e Sergey Bin, fundadores do Google, que a ideia apresentada no parágrafo anterior é
uma das ideias básicas do algoritmo usado pelo site de pesquisa. O algoritmo analisa a
importância de uma página medindo a quantidade de outras páginas que apontam (fazem
link) para ela. Basicamente, tal página é importante se existem muitas ligações feitas
para ela e/ou se outras páginas, também importantes, fazem links. Ao fim da execução
do método as páginas são posicionadas por ordem de importância, utilizando-se para
isso uma representação matricial contendo o conjunto de websites e as referências em
cada página. Se compararmos com a ideia de Nesterov podemos dizer que as “pessoas”
representam as páginas da internet, e o apoio de cada pessoa a um amigo representa
a ligação que um website tem com outro. Na próxima seção veremos a ideia de como
formular matematicamente um problema com essas características.
6.1 Formulação do Problema de PageRank
Uma maneira de formular o problema proposto é através da teoria de grafos vista
anteriormente, por exemplo, veja o trabalho [8]. Nesse trabalho são abordadas as prin-
cipais ideias do problema de PageRank e é descrito que o problema pode ser resolvido
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através de uma representação de grafo. A matriz que faz a representação das páginas é
estocástica com maior autovalor 1, portanto os autores justificam que resolver o problema
é equivalente a encontrar o autovetor associado a esse autovalor. Nesta seção, o intuito
será descrever de maneira sucinta as principais características do problema, visto que o
objetivo principal é testar o método de Polyak em sua resolução.
Recordemos que uma matriz de incidência é uma representação de grafo, em que as
suas dimensões representam os vértices. Portanto, consideremos 𝐸 ∈ R𝑁×𝑁 uma matriz
de incidência de um grafo, que estabelece as relações entre alguns tipos de dados (por
exemplo, pessoas na sociedade ou páginas da internet), e denotemos 𝑒 = (1, · · · , 1)𝑇 ∈
R𝑁 e ?¯? = 𝐸 · 𝑑𝑖𝑎𝑔(𝐸𝑇 𝑒)−1.
Teremos ?¯?𝑇 𝑒 = 𝑒, de fato, observe ?¯?𝑇 𝑒 = 𝑑𝑖𝑎𝑔(𝐸𝑇 𝑒)−1.𝐸𝑇 𝑒, em que 𝑑𝑖𝑎𝑔(𝐸𝑇 𝑒)
representa uma matriz diagonal com elementos iguais a soma de cada coluna de 𝐸. A
inversa dessa matriz é apenas o inverso dos elementos, resultando em um vetor com
entradas iguais a 1 quando multiplicado por 𝐸𝑇 𝑒, como queríamos mostrar. Isso significa
que a matriz ?¯? é estocástica, ou seja, suas entradas são não-negativas e a soma dos
elementos de cada coluna resulta em 1.
Sabemos pelo teorema 2.4.4 que o maior autovalor de uma matriz estocástica é igual a
1. Como justificado no trabalho [8], o nosso problema se resume em encontrar o autovetor
associado ao autovalor 1 da matriz ?¯?. Ou seja:
Encontrar 𝑥* ≥ 0 tal que ?¯?𝑥* = 𝑥*, com 𝑥* ̸= 0 (6.1.1)
No artigo [26], Nesterov trabalha com um problema equivalente ao apresentado acima,
como segue:
Encontrar 𝑥* ≥ 0 tal que ?¯?𝑥* = 𝑥*, com ⟨𝑒, 𝑥⟩ = 1.
Ele propõe uma forma de resolvê-lo utilizando um método de coordenadas de descida
aleatórias, em que usa um parâmetro 𝛾 de penalidade para ⟨𝑒, 𝑥⟩ = 1:
1
2‖?¯?𝑥− 𝑥‖
2 + 𝛾2 [⟨𝑒, 𝑥⟩ − 1]
2 (6.1.2)
Nesse trabalho [26], o autor verificou que se o grau de cada vértice no grafo for pequeno,
então o cálculo das derivadas parciais da função (6.1.2) é possivel ser feito de uma forma
eficiente. Conclui que a técnica de coordenadas de descida aleatórias pode ser utilizada
para matrizes de tamanhos muito grandes.
Usaremos outro caminho para solucionar o problema (6.1.1). Em [27] o autor re-
comenda que usemos a definição de raio espectral vista no teorema 2.3.3. Isto é, um
autovalor maximal de uma matriz não-negativa 𝐴 ∈ R𝑛×𝑛 satisfaz a condição
𝜌(𝐴) = min
𝑥≥0
max
1≤𝑖≤𝑛
1
𝑥𝑖
⟨𝐴𝑇 𝑒𝑖, 𝑥⟩.
Portanto, o resultado é atingido no autovetor correspondente. Lembremos pelo teorema
2.4.4 que 𝜌(?¯?) = 1. Isto é,
𝜌(?¯?) = min
𝑥≥0
max
1≤𝑖≤𝑁
1
𝑥𝑖
⟨?¯?𝑇 𝑒𝑖, 𝑥⟩ = 1 (6.1.3)
Observe que
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min
𝑥≥0
max
1≤𝑖≤𝑁
1
𝑥𝑖
⟨?¯?𝑇 𝑒𝑖, 𝑥⟩ ⇔ min
𝜉,𝑥≥0
𝜉 s. a 1
𝑥𝑖
⟨?¯?𝑇 𝑒𝑖, 𝑥⟩,≤ 𝜉, 𝑖 = 1, · · · , 𝑁.
(6.1.4)
Sabemos, por (6.1.3), que o valor ótimo desse problema é 1. Portanto, resolvê-lo é
encontrar 𝑥 tal que:
1
𝑥𝑖
⟨?¯?𝑇 𝑒𝑖, 𝑥⟩ ≤ 1, com 𝑥 ≥ 0, 𝑖 = 1, · · · , 𝑁. ⇔ ⟨?¯?𝑇 𝑒𝑖, 𝑥⟩ − 𝑥𝑖 ≤ 0, com 𝑥 ≥ 0, 𝑖 = 1, · · · , 𝑁.
Isso nos diz que podemos reescrever o problema (6.1.1) e resolvê-lo por
min
𝑥≥0
𝑔(𝑥) (6.1.5)
em que 𝑔(𝑥) = max
1≤𝑖≤𝑁
[⟨?¯?𝑇 𝑒𝑖, 𝑥⟩ − 𝑥𝑖] sabendo que seu valor ótimo é 0.
Nesse problema, não precisamos de uma alta precisão visto que sua função objetivo
visa encontrar o resíduo máximo no sistema linear acima. Isso se justifica pelo fato de
o valor ótimo ser 𝑔* = 0, assim o objetivo é encontrar o erro máximo das equações do
problema, e fazendo a sua minimização. O erro global mínimo pode não ser o melhor
possível, contudo se diminuirmos o maior erro temos uma melhora, porém menos preciso
enquanto procedimento de minimização.
Observe também que como o problema (6.1.5) tem valor ótimo 𝑔* = 0, isso nos sugere
resolvê-lo com o método de Polyak 3.3.2, sendo válido mencionar que devemos garantir
que 𝑥* ̸= 0 .
Utilizando esse método, escolhemos como ponto inicial 𝑥0 = 𝑒, considerando a sequên-
cia de minimização (𝑥𝑘) construída por (3.3.2) e qualquer 𝑥* ∈𝑋*, a segunda desigualdade
(3.3.10) implica que
⟨𝑥*, 𝑒⟩ ≤ ⟨𝑥*, 𝑥𝑘⟩ ≤ ‖𝑥*‖1 · ‖𝑥𝑘‖ = ⟨𝑥*, 𝑒⟩ · ‖𝑥𝑘‖∞,
o que resulta em ‖𝑥𝑘‖∞ ≥ 1. Isso significa que podemos reescrever nosso objetivo da
seguinte forma,
Encontrar ?¯? ≥ 0 tal que ‖𝑥𝑘‖∞ ≥ 1 e 𝑔(?¯?) ≤ 𝑒.
Na próxima seção discutiremos experimentos numéricos realizados para resolver o pro-
blema acima.
6.2 Experimentos numéricos
Nesta seção apresentaremos os experimentos numéricos que comparam o tempo com-
putacional do método de Polyak (3.3.2) com atualizações esparsas e o mesmo método
com cálculo esparso do produto matriz-vetor. Os experimentos foram realizados em um
computador com processador core i5, 1.60 GHz e memória de 8 Gb, e os algoritmos foram
feitos na linguagem de programação Julia, versão 0.3.9.
Baseado no trabalho [27], utilizaremos o modelo de Erdõs-Rényi para gerar grafos
aleatórios com grau 𝑝 ≥ 2 em nossos experimentos. As matrizes que representam esses
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grafos têm o número de elementos de cada coluna igual a 𝑝, elas tambem são simétricas,
logo possuem o mesmo número de elementos na linha. Como vimos na seção 4, supomos
que nas árvores binárias os vetores terão dimensões 𝑛 = 2𝑘, 𝑘 ≥ 1, por isso para as
matrizes testadas escolhemos a dimensão 𝑁 também proporcional a uma potência de 2,
o que simplifica a implementação. Nas tabelas abaixo dividimos as colunas da seguinte
forma: dimensão, mtd-simp (método de Polyak com cálculo esparso simples) e mtd-otim
(método de Polyak otimizado, que aproveita a estrutura esparsa das matrizes e vetores, e
usa também as árvores binárias).
Para nosso primeiro experimento temos a seguinte tabela:
N mtd-simp mtd-otim
1024 2.5539 9.9621
2048 6.6789 10.6180
4096 13.1158 11.4845
8192 26.3891 12.2398
16384 62.1209 12.9822
32768 141.5468 14.4260
Tabela 6.1: Tempo em segundos para 10000 iterações com p=32.
Aqui vemos que o tempo de mtd-simp sofre uma mudança de aproximadamente o
dobro em cada dimensão, enquanto mtd-otim se manteve com um tempo razoável, isto
é, não teve uma alteração muito grande entre uma dimensão e outra. Percebemos que a
partir de 𝑁 = 4096 é preferível utilizar o método de Polyak com o uso das atualizações
esparsas, pois é mais rápido. Em 𝑁 = 32768, o método de Polyak com as árvores é
aproximadamente 10 vezes mais rápido.
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Para um melhor entendimento vejamos os seguintes gráficos:
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Figura 6.1: Experimento 1.
No gráfico acima vemos que o comportamento do método de Polyak com o cálculo
esparso simples tem um comportamento linear, ao contrário de mtd-otim que tem um
comportamento logarítmico. Vejamos gráfico 6.2 em que consideramos a forma semilog
no eixo 𝑥, em que fica mais nítido que o método juntamente com o recurso das árvores
binárias é da forma log(𝑁).
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Figura 6.2: Gráfico semilog em x para p=32.
Nesse gráfico a escala da abscissa foi modificada de tal forma a refletir o passo da
escala logarítmica. Assim, tendo no eixo 𝑦 uma escala linear e no eixo 𝑥 os logarítmos
das dimensões obteremos um gráfico de uma função linear. Isso indica, na verdade, que
o tempo em cada iteração possui um comportamento logarítmico.
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Para nosso segundo experimento temos a seguinte tabela em que as dimensões das
matrizes são muito grandes:
N mtd-simp mtd-otim
65536 206.3479 4.7414
131072 437.2874 5.7009
262144 896.7206 6.8681
524288 2032.6694 8.3337
1048576 5312.5200 10.1930
Tabela 6.2: Tempo em segundos para 10000 iterações com p=16.
Nessa tabela percebemos melhor a eficiência de utilizar as árvores binárias e o apro-
veitamento da esparsidade do gradiente. Por exemplo, perceba que em 𝑁 = 1048576, o
método mtd-otim é aproximadamente 521 vezes mais rápido.
Vejamos graficamente o comportamento desse experimento:
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Figura 6.3: Experimento 2.
No gráfico 6.3, vemos ainda de forma mais explícita que o comportamento com o
recurso de árvores binárias não sofre grandes alterações.
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Figura 6.4: Gráfico semilog em x para p=16.
Já no gráfico da figura 6.4, notamos o quanto se aproxima da função log(𝑁), visto que
mudamos a escala da abscissa para log de tal forma a refletir o passo da escala logarítmica
que é regular. Portanto, teremos um gráfico de uma função linear. Considerando a análise
feita acima e o estudo de complexidade vista na seção 5, temos que o algoritmo com o
recurso das árvores binárias está sendo executado em tempo computacional sublinear.
Assim verifica-se que para cada iteração é preciso 𝒪(𝑝2 · log𝑁) operações. O parâmetro
𝑝 é o grau do grafo, ou seja, é a quantidade de elementos não nulos de cada coluna, logo
está associado à esparsidade da matriz.
No próximo experimento fixamos a dimensão 𝑁 = 131072 e variamos o valor de 𝑝.
Obtemos a seguinte tabela:
p Tempo (s)
8 1.7402
16 5.9452
32 27.7399
64 76.3685
Tabela 6.3: Matriz com 𝑁 = 131072.
De fato, comprovamos que o tempo computacional é alterado quando modificada a
esparsidade do problema.
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Verificamos também a precisão que o método alcança ao aumentarmos o número de
iterações. Para uma matriz com 𝑁 = 131072 e grau 𝑝 = 16, temos as seguintes informa-
ções:
Número de iterações Precisão (𝑔 − 𝑔*) Tempo (s)
104 1.1056× 10−1 5.3178
105 3.0824× 10−2 60.5228
106 3.9006× 10−3 610.3958
107 3.0403× 10−4 6162.5313
Tabela 6.4: Precisão para matriz com 𝑁 = 131072.
Observe que os tempos se mantêm com um acréscimo esperado, aproximadamente 10
vezes maior a cada teste. Para se conseguir uma melhor precisão fizemos 107 iterações,
constatou-se que mesmo sendo um número grande de iterações o método executou em um
tempo razoável alcançando uma precisão de 𝜀 = 10−4.
Analisamos a seguir uma matriz com dimensão maior, 𝑁 = 1048576, e grau 𝑝 = 8.
Número de iterações Precisão (𝑔 − 𝑔*) Tempo (s)
104 1.0292 6.0402
105 5.3673× 10−1 50.7104
106 1.1154× 10−1 414.2553
107 1.6539× 10−2 3526.3933
Tabela 6.5: Precisão para matriz com 𝑁 = 1048576.
Aqui também notamos que o aumento do tempo computacional alterando o número de
iterações se mantem regular, aproximadamente em torno de 8 e 9 vezes maior. Observe
que para 107 iterações alcançou-se uma precisão de 𝜀 = 10−2. Portanto, em nossos
experimentos numéricos foi possível constatar o quanto é eficiente utilizar as atualizações
esparsas (árvores binárias e aproveitamento da esparsidade de vetores e matrizes).
Capítulo 7
Considerações Finais
Nesta dissertação, foi apresentada uma implementação de um método de subgradiente
utilizando atualizações que aproveitam a esparsidade do problema. Nesse método se utili-
zou uma estratégia de árvores binárias juntamente com o aproveitamento da esparsidade
de matrizes e vetores. Essa ideia foi proposta por Nesterov, em [27], em que o principal
objetivo era mostrar que o custo computacional das iterações depende logaritmicamente
da dimensão do problema.
Em nosso estudo tratamos nos primeiros capítulos sobre fundamentos de análise con-
vexa, subdiferenciais, e resumidamente da teoria de matrizes não negativas e grafos. Esses
assuntos formam a base para compreensão dos métodos de subgradientes e dos testes, os
quais foram abordados nos capítulos seguintes. No capítulo 4 vimos os conceitos das
atualizações esparsas, discutindo particularmente as vantagens da utilização das árvores
binárias na implementação. Já no capítulo 5 tratamos de possíveis extensões dos métodos
de subgradientes para problemas de porte enorme, bem como a análise de sua complexi-
dade. Por fim, no capítulo 6 descrevemos o teste numérico e mostramos os experimentos
realizados.
Nos experimentos numéricos confirmamos o estudo realizado em [27]. De fato, as
árvores binárias junto com o estrutura de esparsidade torna o método mais eficiente, em
que o tempo computacional tem o comportamento logarítmico. Comparamos o método de
Polyak utilizando atualizações esparsas com o mesmo método com o uso do cálculo esparso
usual do produto matriz/vetor. Constatamos que a partir de um problema com 𝑁 = 4096
o método com árvores torna-se mais rápido. Sendo ainda que para 𝑁 = 32768 esse método
tornou-se aproximadamente 10 vezes mais rápido. É válido ressaltar que para matrizes
com dimensões maiores, como no caso 𝑁 = 1048576, observamos que as atualizações
esparsas tornam o método aproximadamente 521 vezes mais rápido. Verificamos também
que é possível alcançar uma precisão razoável em um tempo adequado, mesmo sendo
executado um número enorme de iterações.
Vale destacar também a importância desse assunto na formação de um docente e
pesquisador em Matemática, visto que existem muitos problemas não necessariamente
diferenciáveis em que os subgradientes desempenham um papel de muita relevância em
sua resolução.
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Anexo I
Códigos das funções implementadas
A implementação foi realizada na linguagem de programação Julia versão 0.3.9.
# Solves piecewise linear minimization problem
# minimize max_i=1..m (a_i’x + x_i)
# Copyright: Paulo J. S. Silva <pjssilva@gmail.com>
# Francisco Aulisio S. Paiva <aulisio.paiva@gmail.com> 2015.
using MAT
using PyCall
@pyimport matplotlib.pyplot as plt
#Implementation of Binary tree for max computation
type btree_node
val::Float64
ind::Int32
end
# Function Name: full_max
#
# Description: Compute the maximum of the sequence x,
# creating and initializing a the btree structure.
#
# Input:
# x: vector of doubles.
#
# Output:
# btree: vector with btree strucrure
# maxval: maximum value in x.
# maxind: index where the maximum value was attained.
function full_max(x)
n = length(x)
btree = Array(btree_node, 2*n - 1)
# Copy the values to the end of the tree.
for i = n:2n - 1
btree[i] = btree_node(x[i - n + 1], i - n + 1)
end
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# Compute the maximum initializing the tree structure.
start = div(n, 2)
while start > 0
for i=start:2*start - 1
if btree[2*i].val > btree[2*i + 1].val
btree[i] = btree_node(btree[2*i].val, btree[2*i].ind)
else
btree[i] = btree_node(btree[2*i + 1].val, btree[2*i + 1].ind)
end
end
start = div(start, 2)
end
# Return final structure and computed values
return btree, btree[1].val, btree[1].ind
end
# Function Name: update_max
#
# Description: Compute the maximum of the sequence x,
# when a single value has changed, updating the btree structure.
#
# Input:
# btree: original btree structure;
# ind: index of the valued that changed;
# newval: new value.
#
# Output:
# maxval: maximum value in btree.
# maxind: index where the maximum value was attained.
#
# Obs: btree structure is updates in place.
function update_max(btree, ind, newval)
n = div(length(btree), 2) + 1
# if ind > curn
# println("Index", ind, "outside bounds - max", curn)
# exit(1)
# end
# Copy the new value to the end of the tree.
changedind = n + ind - 1;
btree[changedind].val = newval;
# Tranverse the tree from buttom up in the path that changes.
parent = div(changedind, 2)
while parent > 0
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if btree[2*parent].val > btree[2*parent + 1].val
btree[parent].val = btree[2*parent].val
btree[parent].ind = btree[2*parent].ind
else
btree[parent].val = btree[2*parent + 1].val
btree[parent].ind = btree[2*parent + 1].ind
end
parent = div(parent, 2)
end
# Return computed values
return btree[1].val, btree[1].ind;
end
#### End Btree ####
function spnorm(x)
#**************************************
# Compute the norm of a sparce vector.
#**************************************
return norm(nonzeros(x))
end
function subgrad_met(A, At, x1, fmin, MAX_ITERS)
#******************************************************
# subgradient method for linear piecewise minimization
#******************************************************
# Initial data
f = Float64[]; fbest = [+Inf]
x = copy(x1)
for k = 1:MAX_ITERS
# subgradient calculation, I’m using At because it
# is stored in CSC format.
Axminusx = A*x - x
ind = indmax(Axminusx)
fval = Axminusx[ind]
g = At[:, ind]
g[ind] -= 1
# step size selection
alpha = (fval-fmin)/spnorm(g)^2
# objective values
push!(f, fval)
push!(fbest, min( fval, fbest[end]))
# subgradient update with projection onto the positive orthant
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x = max(0.0, x - alpha*g)
end
return x, f, fbest[2:end]
end
function b_subgrad_met(A, At, x1, fmin, MAX_ITERS)
#******************************************************
# subgradient method for linear piecewise minimization
#******************************************************
# Initial values
f = Float64[]; fbest = [+Inf]
x = copy(x1)
# Compute first objective function value
y = A*x - x
btree, fval, ind = full_max(y)
for k = 1:MAX_ITERS
# subgradient calculation, I’m using At because
# it is stored in CSC format.
g = At[:, ind]
g[ind] -= 1
# step size selection
alpha = (fval - fmin)/spnorm(g)^2
# objective values
push!(f, fval)
push!(fbest, min(fval, fbest[end]))
# subgradient update with projection onto the positive orthant
for i in findnz(g)[1]
newx = max(0.0, x[i] - alpha*g[i])
if newx != x[i]
deltax = newx - x[i]
x[i] = newx
# Now update y = Ax - x
deltay = A[:, i]*deltax
deltay[i] -= deltax
for j in findnz(deltay)[1]
y[j] += deltay[j]
fval, ind = update_max(btree, j, y[j])
end
end
end
end
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return x, f, fbest[2:end]
end
function read_problem(n, data_file)
# Read problem.
print("Reading problem data...")
input = matopen(data_file)
indsi = vec(read(input, "indsi"))
indsj = vec(read(input, "indsj"))
C = sparse(indsi, indsj, 1, n, n)
println("Done.")
# Normalize matrix.
print("Normalizing matrix...")
e = ones(n,1)
d = C’*e
A = C*spdiagm(vec(1./d))
println("Done.")
# Starting point
x_1 = ones(n, 1)
return A, A’, x_1
end
function solve_problem(n, data_file, maxiters,
create_plot=false, run_sparse=true)
f_min=0
A, At, x_1 = read_problem(n, data_file)
# run subgradient method with Polyak’s optimal step
if run_sparse
println("Running sparse version...")
@time x, fo_sp, fbesto_sp =
= subgrad_met(A, At, x_1, f_min, maxiters)
@printf("Last value = %.4e - Best value =
%.4e\n", fo_sp[end], fbesto_sp[end])
end
println("Running enhanced version with O(log n) iterations...")
@time x, fo_b, fbesto_b = b_subgrad_met(A, At, x_1, f_min, maxiters)
@printf("Last value = %.4e - Best value =
%.4e\n", fo_b[end], fbesto_b[end])
if create_plot && run_sparse
iters = [1:maxiters]
plt.semilogy(iters, fbesto_sp, color="b",
linewidth=1.5, label="Sparse")
plt.semilogy(iters, fbesto_b, color="g", linewidth=1.5,
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label="Sparse + Binary tree")
plt.legend()
max_value = max(maximum(fo_sp), maximum(fo_b))
maxlog = ceil(log10(max_value))
min_value = min(fbesto_sp[end], fbesto_b[end])
min_log = floor(log10(min_value))
plt.axis((1, maxiters, 10.0^min_log, 10.0^maxlog))
plt.show()
end
end
function main()
if length(ARGS) < 3
println("Usage: subgrad_method <input_file_name> <n> <maxiters>")
exit(1)
end
println("Solving a small problem just to JIT compile functions...")
solve_problem(16, "graph_16.mat", 100)
println("Done.\n")
input_file = ARGS[1]
n = int(ARGS[2])
maxiters = int(ARGS[3])
println("Now the fun really begins!")
solve_problem(n, input_file, maxiters, false, false)
end
main()
