ABSTRACT In multiclass machine learning problems, one needs to distinguish between the nominal labels that do not have any natural ordering and the ordinal labels that are ordered. Ordinal labels are pervasive in biology, and some examples are given here. In this note, we point out the importance of making use of the order information when it is inherent to the problem. We demonstrate that algorithms that use this additional information outperform the algorithms that do not, on a case study of assigning one of four labels to the ovarian cancer patients on the basis of their time of progression-free survival. As an aside, it is also pointed out that the algorithms that make use of ordering information require fewer data normalizations. This aspect is important in biological applications, where data are plagued by variations in platforms and protocols, batch effects, and so on.
I. INTRODUCTION
A STANDARD supervised machine learning problem consists of training a learner on a set of labeled samples
, where x i ∈ X ⊆ R n is an n-dimensional feature vector and y i ∈ Y is a label. In classification, the label space Y is a finite set. By far, the most common situation is the binary classification, where |Y| = 2, in which case it is customary to take Y = {0, 1} or Y = {−1, 1}. Consequently, the problem remains unchanged if the labels are swapped. However, when |Y| ≥ 3, this is no longer necessarily true. This situation, namely, multiclass classification with ordered label spaces, is the object of study here.
Two kinds of multiclasses are found in nature: 1) ordinal and 2) nominal classes (or labels). Ordinal labels have a natural ordering among the elements, whereas nominal labels do not. Ordinal classes are ubiquitous in biology. Sometimes ordinal categories arise naturally. In other situations, precise measurement of an underlying continuous latent variable may not be possible; therefore, a coarse discretization may be necessary, which in turn results in ordered multicategorical labels. Here are some examples.
1) Gleason grading system (1, 2, 3, 4, and 5) is a prognostic score for prostate cancer based on the microscopic appearance of the tumor. 2) Stage of the cancer (0, I, II, III, and IV) is a rough score describing the tumor size and the extent of spread of the cancer.
3) Grade of the cancer (I, II, and III) is a score describing the microscopic view of the tumor and how fast the cancer cells are growing. 4) Apgar score [1] (0-10) is the very first test for newborn infants summarizing their health condition. 5) Glasgow Coma Scale (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) , corresponding to deep coma to fully awake, is a scoring system used to describe the conscious state of a person after a brain injury. 6) Hunt and Hess scale [2] (1-5) is a grading system used to score a diagnostic risk after neurosurgery. Though ordinal classes are pervasive, not all algorithms take the advantage of this additional information.
In this letter, it is demonstrated that an algorithm that leverages the ordinal structure of the label space not only simplifies the learning process but also achieves a greater classification accuracy and facilitates a functional interpretation of the resulting classifier. This is established by studying the problem of assigning the ovarian cancer patients to one of four linearly ordered classes representing a response to the platinum-based chemotherapy. Two nominal (one-versus-one and one-versus-all) and one ordinal classification (data replication) methods are studied. These three standard approaches considered here decompose the multiclass problem into several binary classification problems. Note that many algorithms have been developed to handle the ordinal labels; see [3] - [5] .
The rest of this letter is organized as follows. The three approaches are briefly described in Section II. Section III is devoted to the importance of a sensible normalization method for biological data. Section IV contains the implementation details and results of applying the three methods on a problem in ovarian cancer. Finally, the concluding remarks and the future directions are presented in Section V.
II. OVERVIEW OF THE THREE APPROACHES
Suppose m labeled training examples {(x i , y i )} m i=1 are given, where (x i , y i ) ∈ X × Y, X ⊆ R n is an n-dimensional feature/instance space and Y = {1 ≺ 2 ≺ · · · ≺ k} is a finite set of ordered elements. The objective of the ordinal classification problem is to find a function ϕ : X → Y that assigns labels to the feature vectors. A common approach is to determine functions f i : R n → R, 1 ≤ i ≤ k, such that the label assigned to a feature vector x ∈ R n is determined by
Typically, a multiclass classification problem is decomposed into several binary classification problems, in each of which a classifier is trained to discriminate between two predetermined subsets of the label space Y. Note that these two subsets must be disjoint, but need not together cover Y. Then, these binary classifiers are systematically aggregated to form the multiclass classifier.
The description of these approaches is simplified using the code-matrix framework of [6] , in which the code matrix consists of a k × l matrix with elements ±1, 0. The rows correspond to the class labels, while the columns represent binary classifiers. The jth binary classifier discriminates between those classes assigned +1 from those assigned −1, while those classes assigned 0 are ignored. Next, we discuss three of the most popular approaches.
The first method, which uses the ordinal information, is the data replication method [7] , [8] . Suppose |Y| = k. Then, k −1 binary classifiers are constructed, wherein the jth classifier is trained to discriminate between the samples bearing the labels {1, . . . , j} from those bearing the labels {j + 1, . . . , k}. In the code-matrix framework, a four-class problem can be represented as
Then, class membership scores used in (1) are defined by
The one-versus-all method, which does not make use of the ordinal information, is a common decomposion scheme, where one binary classifier is built for each class. In this approach, if |Y| = k, then k binary classifiers are built. The jth classifier is trained to discriminate between those samples bearing the label j, and those bearing the labels = j.
To illustrate, a four-class problem is decomposed as
Here, a binary classifier is trained for each class. Therefore,
The one-versus-one method, which also does not make use of the ordinal information, is another common decomposition scheme, where the multiclass problem is decomposed into all possible pairwise binary classifiers. In particular, a kclass problem is decomposed into 
Assuming that b ij + b ji = 0 (additively reciprocal or symmetric binary classifiers), the class membership scores used in (1) are aggregated as
Once the class membership scores are computed using one of these three methods, the classification decision rule is as in (1).
III. NORMALIZATION
One issue in multiclass classification that has not received sufficient attention is the normalization of the data. Recall that the data consist of m labeled samples of the form
, where each x i is an n-dimensional vector. Thus, the values of the jth feature across all m samples form an m-dimensional vector. Most of the standard methods for binary classification, such as the support vector machine (SVM), introduced in [9] or the 1 -norm SVM [10] require that each of these m-dimensional feature vectors must be normalized so as to have unit Euclidean norm. The normalization ensures that each feature is given an equal weight during the feature selection phase. In engineering problems, this type of normalization is usually sufficient, because the data are quite reliable. However, in biological problems, there are additional complications such as variations in platform and/or protocol, batch effect, and so on. Therefore, in addition to normalization, the feature vectors are also centered so as to have zero mean, that is, they are converted into a corresponding vector of Z -scores. Now we come to the point of this section. Both the one-versus-all and the data replication approaches have the advantage that the code matrix does not contain any zero entries. Therefore, every binary classifier uses all the samples. Consequently, once the raw data are normalized or converted into Z -scores, no further transformations are necessary. Each of the binary classification problems uses exactly the same normalized data. However, in the all-pairs approach, each of the binary classifiers works with a different set of samples, as a result of which a further round of normalization and/or centering is needed for each problem. In biological data especially, such multiple normalizations can prove to be problematic. This observation is valid for both the ordinal and the nominal classification methods.
IV. CASE STUDY: OVARIAN CANCER
In this section, we apply the three approaches described in Section II to the problem of assigning ovarian cancer patients into one of four linearly ordered classes, corresponding to the number of days of progression-free survival (PFS). All computations were carried out using MATLAB by the code written by our research group.
A. RAW DATA
Gene expression profiles, measured on Agilent Custom 244K and Affymetrix U133A platform, and clinical data of 566 ovarian cancer patients were downloaded from The Cancer Genome Atlas (TCGA) website [11] on March 14, 2014. Data for two additional cohorts were obtained from the GEO database [12] : the Tothill data set (ID: GSE9891) [13] consists of 285 samples measured on Affymetrix U133 Plus 2.0 platform and the Yoshihara data set (ID: GSE17260) [14] consists of 110 samples measured on an Agilent G4112F platform.
B. TRAINING AND TESTING DATA
PFS times in the TCGA data set range from 0 to 5480 days. The 25, 50, and 75 percentiles of PFS time, corresponding to 233, 404, and 723 days, were used to divide the samples into four risk groups of sizes 142, 141, 142, and 140. Then, 70% of the samples from each of the four groups were selected at random for training. There were four distinct sets of testing data: 1) the remaining 30% of the TCGA Agilent data set that was sequestered from the training process; 2) the TCGA Affymetrix data set that consists of the same tumor samples as training data set, but measured on a different platform; 3) the Tothill data set that is a completely independent data set measured on an Affymetrix platform; 4) the Yoshihara data set that is also a completely independent data set measured on an Agilent platform.
C. PREPROCESSING
The latest probe annotation of the Agilent and Affymetrix probes were obtained from DAVID bioinformatics database [15] . The 54 159 Affymetrix probes and 35 531 Agilent probes were matched with genes on DAVID functional annotation website. First, 8014 Affymetrix and 6674 Agilent probes that are not annotated with any gene or are mapped to multiple genes are discarded. The remaining probes were then mapped to a unique GeneID as follows. If there was only one GeneID corresponding to one probe, that probe is mapped to that GeneID. If multiple probes correspond to a GeneID, then the median value of all probes was assigned to that gene (note that some authors assign the probe with the highest variance). This resulted in 46 145 Affymetrix probes being mapped to 19 337 unique GeneIDs, and 28 857 Agilent probes being mapped to 18 756 unique GeneIDs.
D. DEVELOPMENT OF BINARY CLASSIFIERS
In order to test all the three methods discussed in the previous section, a total of 11 binary classifiers were determined, as shown in Table 1 . Observe that classifiers b1, b5, and b4 are used in the data replication method, classifiers b1-b4 are used in the one-versus-all method, and classifiers b6-b11 are used in the one-versus-one method. The following procedure was adopted for each of the 11 binary classifiers. First, the set of genes (features) was prefiltered with two criteria: 1) standard two sample t-test and 2) fold-change. In particular, a feature was retained only if the P-value of the t-test was ≤0.05, and the fold-change between the averages across the classes was sufficiently large. The actual threshold was slightly varied to get about 25 genes, as shown in Table 1 . It goes without saying that the set of genes used differed from one classifier to the next. Within the training data and each of the four sets of testing data, the gene expression values of each gene were normalized to zero mean (µ = 0) and unit variance (σ = 1). Then, starting with the selected set of genes, a linear classifier was built using an 1 -norm SVM algorithm [16] .
E. TESTING THE CLASSIFIERS
The performances of the three approaches were evaluated in two ways. First, we constructed a 4 × 4 contingency table of the actual class (corresponding to the rows) of each sample and the label assigned by the various methods (corresponding to the columns). These contingency tables are shown here only for the held-out 30% of the TCGA samples. In the interests of compactness, the three different contingency tables, one for each method, are combined into one table.
The likelihood of generating the assignments by pure chance was computed using a χ 2 -approximation. It can be seen in Table 2 that both the one-versus-all method and the all-pairs method perform very poorly. In contrast, the data replication method that explicitly takes the ordinal structure into account, despite using fewer number of binary classifiers, has better performance. The second metric is the mean absolute deviation (MAD) rate, a variant of the misclassification error rate (MER). The MER is just the fraction of test set that is misclassified, that is MER = 1/N N i=1 I {ϕ(x i ) =y i } where N is the total number of samples. However, the MER assumes that any misclassification is equally bad, which is not a valid assumption when the labels are ordered. By assigning integers 1−k to the labels in the ordinal set Y, the MAD rate is defined as Table 3 shows the results of applying the ordinal classifier trained on 70% of the TCGA Agilent samples to the four test data sets. It can be seen that the data replication method provides better performance than the other two methods. A simulation study in [17] demonstrated that ordinal procedures have lower error rate and higher classification power than nominal models when properly applied to ordinal data. This letter debunked a seemingly opposite conclusion from an earlier simulation study [18] . In [19] , the value of order information is demonstrated empirically for learning techniques that make use of the ordinal information. To further study the impact of the ordering in the present problem, we carried out three permutations of the ordinal labels, and solved the resulting problem using the data replication method. These permutations and the resulting MAD rates for the 30% held-out TCGA Agilent samples were as follows: 1) natural order: C1, C2, C3, C4, MAD = 1.1071; 2) permutation 1: C1, C3, C2, C4, MAD = 1.1726; 3) permutation 2: C1, C4, C3, C2, MAD = 1.1131; and 4) permutation 3: C3, C2, C1, C4, MAD = 1.0893. Obviously, since order information is not utilized in the nominal methods, the other two methods would produce the same results as in Table 3 . Thus, in two out of three cases, the MAD rate for the natural ordering is lower than for the perturbed ordering.
V. CONCLUSION
Despite its frequent occurrence, the ordinal nature of labels is sometimes ignored in machine learning problems, and a nominal classification algorithm is used instead. The primary motivation for using the ordering information is to improve the accuracy of the classifier. Moreover, the additional information about the relationship between classes can be used to simplify the learning process and facilitate the biological interpretation.
In this regard, additional issues that need to be further investigated include the following: 1) the comparative effect of the base binary classifiers (in this letter, we just used a linear SVM); 2) comparison between various ordinal classification algorithms; 3) feature selection for ordinal classification; 4) sensible evaluation metric for ordinal classification (because with ordinal labels, not all misclassification are equally bad); 5) the effect of the number of classes. For instance, does ordinal information become more important as the number of classes increases?
