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Ates JFPC 2005Automatisation de l'appliation de l'hypothèsede réurrene dans la preuve des formulesimpliativesI. Mouakher1 F. Alexandre2 K. Bsaïes1
1 Faulté des Sienes de Tunis, DSI, Campus Universitaire 2092 Tunis, Tunisie
2 LORIA BP 239, 54506 Vandoeuvre-lès-Nany, Franeines_mouakheryahoo.fr alexandrloria.fr khaled.bsaiesfst.rnu.tnRésuméL'objetif général de e travail est de prouver les pro-priétés des programmes logiques (ensemble de lausesde Horn). Ces propriétés sont des formules de la forme
∀x̄(∃ȳ Γ ← ∆) où Γ et ∆ sont des onjontionsd'atomes. Nous disposons d'un ensemble de règles dedédutions tels que le pliage, le dépliage et la simplia-tion. La preuve onsiste à appliquer l'une de es règlessur la formule à prouver jusqu'à aboutir à un ensemblede formules triviales. Une étape essentielle dans le pro-essus de la preuve est la réussite du pliage qui peutêtre vue omme l'appliation d'une hypothèse de réur-rene dans une preuve indutive. Nous proposons desstratégies pour automatiser partiellement le proessusde preuve en nous basant sur une analyse statique desformules et des programmes.AbstratThe aim of this study is to prove the properties of thelogial programs (set of Horn lauses). These propertiesare the impliative formulas of the form ∀x̄(∃ȳ Γ← ∆)where Γ and ∆ are onjuntions of atoms. We use dedu-tive rules like fold, unfold and simpliation. The proofonsists in applying one of these rules on the formula toprove until we have a set of trivial formulas. An impor-tant step in an indutive proof attempt is the appliationof indution hypothesis. We propose some strategies toautomate partially the proess of proof by using a statianalysis of the formulas and programs.1 IntrodutionLa preuve par réurrene est une tehnique très puis-sante pour raisonner sur des strutures réursives. Plu-sieurs systèmes et approhes pour automatiser le pro-essus de preuve par réurrene ont été proposés. Ces
systèmes s'intéressent à la preuve de ertaines lassesde formules en se basant sur deux paradigmes : la ré-urrene expliite et la réurrene impliite [5, 4℄.Nous onsidérons le problème de la preuve des pro-priétés des programmes logiques. Ces propriétés sontdes formules de la logique des prédiats ayant la formesuivante : ∀x̄(∃ȳ Γ ← ∆). Ces formules sont assezpartiulières puisque très peu de systèmes se sont in-téressés à l'automatisation de leur preuve à ause desvariables existentielles. Ainsi, nous avons opté pourun système de preuve par pliage et dépliage [11, 3, 2℄qui utilise l'indution non expliite pour prouver espropriétés. Il a permis de prouver un grand nombrede formules impliatives non triviales, que peu de sys-tèmes sont apables de traiter.Ce système se base sur des règles de dédutiontelles que le pliage et le dépliage. Ces règles sont bienonnues tant dans le domaine de la démonstration dethéorèmes que dans elui de la transformation de pro-grammes fontionnels et logiques.L'un des problèmes renontré dans les systèmes depreuve est l'explosion ombinatoire de la preuve et lesretours arrière qui sont très oûteux. Pour ette raison,il est important de disposer d'heuristiques et de ta-tiques an d'automatiser totalement ou partiellementle proessus de preuve.Prenons l'exemple des systèmes Clam et nqthm quise basent sur la réurrene expliite. Une étape es-sentielle pour aomplir une preuve est le hoix de labonne règle de réurrene et par la suite le hoix desrègles à utiliser pour réussir à appliquer l'hypothèse deréurrene. En eet, es systèmes eetuent une ana-lyse de réursivité [4℄ pour hoisir la règle de réur-rene appropriée, ensuite ils utilisent des heuristiques
tels que le  rippling  pour Clam.Dans le système de preuve par pliage-dépliage, leproblème ruial est aussi lié à l'indéterminisme duproessus de preuve. En d'autres termes, il onstruitles preuves pas à pas et néessite alors une fréquenteintervention de l'utilisateur. En eet, nous nous inté-ressons dans e travail à la déouverte des stratégiespermettant de réduire l'indéterminisme et de réussirla preuve. Une étape essentielle dans le proessus dela preuve est la réussite du pliage qui peut être vueomme l'appliation d'une hypothèse de réurrenedans une preuve indutive.L'approhe proposée est basée sur l'analyse sta-tique de la formule et du programme onsidéré. Toutd'abord, nous nous limitons à une lasse partiulièrede formules et de programmes et nous aratérisons lesformules à traiter par des shémas. Nous menons en-suite une étude, en nous basant sur es shémas, sur laréussite du pliage. Finalement, nous déterminons desonditions néessaires pour la réussite du pliage. Cetteétude permet de déteter soit la réussite de l'applia-tion du pliage en donnant d'une manière préise lesdiérentes étapes à suivre, soit de déteter l'éhe deleur appliation.2 PréliminairesDans e paragraphe nous présentons les dénitionset les notations utilisées dans la suite. Ces oneptspeuvent être trouvés ave plus de détails dans [9℄. Un programme logique déni est un ensemble delauses dénies. Une lause réursive linéaire est une lause de laforme P (x) ← ∆, P (x),Γ, où P (x) est un atomeet Γ et ∆ sont des onjontions d'atomes qui neontiennent pas le prédiat P. M(S) dénote le plus petit modèle de Herbranddu programme logique S. Var(F ) dénote l'ensemble des variables d'une ex-pression F. Les formules impliatives onsidérées sont de laforme ∀x̄(∃ȳΓ ← ∆). On les note par Γ ← ∆où les variables universelles sont notées par deslettres minusules et les variables existentiellespar des lettres majusules. Une formule impliative triviale s'érit sous laforme : ∆ ← faux ou vrai ← Γ. Elle se réduittrivialement à vrai. Une variable est interne à un membre (respeti-vement à une onjontion d'atome) dans une for-mule si ette variable n'apparaît pas ailleurs dansla formule. Une substitution θ est un ensemble ni de ouplesnoté par {v1/t1, ..., vn/tn}, où ∀i ∈ [1..n] vi est
une variable, ti est un terme et vi 6= ti et si i 6= jalors vi 6= vj . L'image et le domaine d'une substitution θsont respetivement : Im(θ) = {t1, ..., tn} et
Dom(θ) = {v1, ..., vn}. Une substitution existentielle est une substitutiontelle que son domaine est un ensemble de variablesexistentielles. pgu(E,E') dénote le plus général uniateur de Eet E'.3 Système de preuve par pliage/dépliage3.1 Proessus de preuveLe système de preuve par pliage/dépliage onsidérépermet de prouver qu'une formule impliative est unepropriété valide d'un programme. Autrement dit, Soit
S un programme dénit et π une formule, il permetde prouverM(S) |= π. La preuve onsiste à appliquerpas à pas l'une des règles de dédution sur la formuleà prouver. Ce qui génère un ensemble de formules àdémontrer et ainsi de suite jusqu'à aboutir à un en-semble de formules triviales don à une preuve de laformule initiale.Ce système utilise un ensemble de règle de dé-dution : dépliage droit(NFI), dépliage gauhe(DCI),pliage droit (CUT_R), pliage gauhe(CUT_L), etsimpliation.3.2 Règles de dédutionNous ommençons par présenter les deux règles dedépliage droit(NFI) et gauhe(DCI) qui onsistent àévaluer un atome d'une formule impliative.Dénition 3.1 (Dépliage droit(NFI))Soient S un programme déni, π : Γ ← ∆, A uneformule impliative et c1, · · · , ck les lauses de S de laforme cj : Bj ← ∆j telles qu'il existe θj = pgu(Bj, A).
< π : Γ ← ∆, A >
↓ NFI
< πj : (Γ ← ∆,∆j)θj >, j ∈ [1, k]Les nouvelles variables introduites sont universelles.Dénition 3.2 (Dépliage gauhe(DCI))Soient S un programme déni, π : Γ, A ← ∆ uneformule impliative et c1, · · · , ck les lauses de S de laforme cj : Bj ← ∆j telles qu'il existe une substitutionexistentielle θj = pgu(Bj, A).
< π : Γ, A ← ∆ >
↓ DCI
< πj : (Γ,∆j)θj ← ∆ >, j ∈ [1, k]
Les nouvelles variables introduites sont existen-tielles.Remarque 3.1 Le dépliage d'un atome du membregauhe d'une formule est possible si seulement si lesarguments ontenant des variables universelles sontsusamment instaniés. En eet, la substitution en-gendrée par les dépliages gauhes doit être existentielleet ne doit pas modier les variables universelles.Dénition 3.3 (Pliage droit (CUT_R))Considérons la branhe de l'arbre de preuve sui-vante :
< πi : Λ← Σ >...
↓
< πi+n : Γ← ∆1,∆2 >
↓ CUT_R(πi)∗
< πi+n+1 : Γ← Λθ,∆2 >( * : pliage de πi dans πi+n, n > 0)ave :1. Σθ = ∆1,2. θ substitue les variables internes de Σ par des va-riables distintes,3. les variables xθ qui substituent les variables in-ternes de Σ ne doivent apparaître ni dans Γ nidans ∆2 et4. la formule πi+n est générée à partir de πi par l'ap-pliation d'une suite de règles. Cette suite ontientau moins un dépliage droit.Les nouvelles variables introduites sont universelles.Dénition 3.4 (Pliage gauhe(CUT_L))Considérons la branhe de l'arbre de preuve suivante :
< πi : Λ← Σ >...
↓
< πi+n : Γ1Γ2 ← ∆ >
↓ CUT_L(πi)∗
< πi+n+1 : Σθ,Γ2 ← ∆ >( * : pliage de πi dans πi+n, n > 0)ave :1. Λθ = Γ1,2. θ substitue les variables internes de Λ par des va-riables distintes,3. les variables xθ qui substituent les variables in-ternes de Λ ne doivent apparaître ni dans Γ2 nidans ∆ et
4. la formule πi+n est générée à partir de πi par l'ap-pliation d'une suite de règles. Cette suite ontientau moins un dépliage gauhe.Les nouvelles variables introduites sont existen-tielles.Remarque 3.2 Les substitutions des dépliages dumembre droit des variables quantiées universellementvont être aussi appliquées sur le membre gauhe. D'oùparfois la néessité de déplier les atomes du membredroit an de réussir le pliage du membre gauhe.3.3 Corretion des règles de dédutionDénition 3.5 (Règle valide et règle onserva-tive)Soient S un programme et une règle de dédutionqui génère Ei+1 = (Ei\{π})⋃{E′}, ette règle est : Valide : si M(S) |= Ei+1 implique M(S) |= Ei. Conservative : si M(S) |= Ei+1 est équivalent à
M(S) |= Ei.♦Énonçons les propriétés des règles de dédution [8,7, 6℄ : La simpliation est valide, mais n'est générale-ment pas onservative. La règle de dépliage droit est onservative. La règle de dépliage gauhe est valide, mais engénéral elle n'est pas onservative. Les règles de pliage droit et gauhe ne sont pasonservatives, elles peuvent être valides sous er-taines onditions.3.4 Arbre de preuveLe proessus de preuve peut être shématisé par unarbre de preuveDénition 3.6 (Arbre de preuve)Soient S un programme déni et φ une formule im-pliative. Un arbre de preuve pour φ est un arbre quivérie les onditions suivantes : La raine est étiquetées par φ. Chaque n÷ud ontient une formule et la règle ap-pliquée pour obtenir ses desendants. Si un no÷d ontient une formule  Vrai  ou Faux , alors 'est une feuille. Les desendants de haque n÷ud sont onstruitsà partir de la transformation qui lui est appliquée.L'interprétation de l'arbre de preuve est ommesuit : Si toutes les feuilles de l'arbre de preuve sont Vraialors la formule à la raine de l'arbre est un théo-rème.
 Si l'arbre de preuve ontient un n÷ud étiquetéspar  Faux  et toutes les transformations utili-sées entre e n÷ud et la raine sont des transfor-mations onservatives, alors la formule à la rainede l'arbre n'est pas un théorème. Si l'arbre de preuve ontient un n÷ud marqué par Faux  et au moins une des transformationsutilisées entre e n÷ud et la raine est une trans-formation non onservative, alors on ne peut riendire sur φ.3.5 Réussite de l'appliation de l'hypothèse de ré-urreneLes deux règles de pliage droit et gauhe sont trèsimportantes dans le proessus de preuve, puisqu'ellessont le pendant de l'appliation de l'hypothèse de ré-urrene dans une preuve par réurrene lassique. Eneet, le pliage à droite (respetivement gauhe) permetde remplaer l'instane d'un membre droit (respetive-ment gauhe) d'une formule par l'instane orrespon-dante de son membre gauhe (respetivement droit),don en général la règle de pliage permet de rappro-her les deux membres d'une formule.La réussite de l'appliation de es deux règles dé-pend de plusieurs onditions et ritères. Par exemple,soit un membre ∆ (droit ou gauhe) à plier dans lemembre ∆1 obtenu après l'appliation sur ∆ de er-taines règles de preuve dont au moins un dépliage. Ilfaut qu'il existe une substitution θ telle que : Au moins un dépliage doit être eetué sur ∆avant d'obtenir ∆1. ∆θ = ∆1 qui dépend : de la dénition des diérents atomes de ∆ de l'instaniation des termes : les termes de ∆1doivent être des instanes des termes de ∆ ande les ltrer des relations entre les termes (-à-d les termesqui ont des variables ommunes) de ∆ doiventêtre onservées pour les termes de ∆1 an detrouver un ltre pour les deux membres. Les variables qui substituent des variables in-ternes de ∆ doivent être deux à deux distintes etelles n'ont d'ourrene que dans ∆1.De plus, nous onstatons que les dépliages sur lemembre droit, dans ertains as, engendrent l'applia-tion d'une substitution sur des variables universellesdu membre gauhe. La substitution des dépliages d'unmembre gauhe est existentielle et n'aete que les va-riables de e membre.En onséquene, pour étudier la réussite du pliaged'un membre droit nous n'avons pas besoin des in-formations sur le membre gauhe. Par ontre, les dé-pliages d'un membre droit d'une formule inuent surle membre gauhe de ette formule et permettent,
dans ertains as, une appliation de la règle de pliagegauhe.4 Shémas et formules andidatesLes shémas ont été introduits par F. Alexandre[1℄dans le adre de transformation de programmes lo-giques par pliage et dépliage. R. Salem [12℄ a repris eta étendu l'utilisation des shémas dans le adre de ladémonstration de théorèmes en utilisant le système depreuve par pliage et dépliage. Les shémas sont unesorte de ompilation de l'information pertinente. Eneet l'information pertinente dépend : de la lasse des formules et programmes onsidé-rée du but de l'étude (exemple : réussite du pliaged'un membre d'une formule, ou simpliation).En se basant sur es travaux, nous avons déni unshéma assoié à une lasse de formules (formules an-didates). Ces shémas sont les données d'entrée pourl'étude statique de la réussite de la simpliation et dupliage.Notation 4.1 Nous onsidérons deux types determes : eux onstruits ave des onstruteurs unaires telsque les entiers naturels de la forme s(s(...(s(x))...) eux onstruits ave des onstruteurs binairestels que les listes de la forme [a1|[a2...|[an|x]...].Ces termes sont notés par consa(x) ave : x est une variable de type liste ou entier naturel ons est le onstruteur du type de x a est le nombre d'appliation du onstruteur.♦Dans e qui suit, nous présentons la lasse de pro-grammes onsidérée. Nous aratérisons les lauses ré-ursives de es programmes par des shémas.Dénition 4.1 Les lauses des programmes traitéssont des lauses réursives linéaires de la forme :
p(T1, · · · , Tk) ← ∆, p(t1, · · · , tk),Θ où haque ouple
(Ti, ti) peut avoir l'une des deux formes suivantes : (Ti, ti) = (consk+r(x), consk(x)) ave r ≥ 0. (Ti, ti) = (consk(x), z), ave z une variable.De plus, une variable apparaît toujours dans destermes onstruits ave le même onstruteur ons.Exemple 4.1 Soit (S) le programme logique sui-vant :
S




(1) len([], 0) ←
(2) len([x|y], s(z)) ← len(y, z)
(3) app([], x, x) ←
(4) app([a|x], y, [a|z]) ← app(x, y, z)
Dénition 4.2 (Shéma d'une lause réursivelinéaire)Soit  une lause réursive linéaire de la forme
p(T1, · · · , Tn) ← ∆p(t1, · · · , tn)Θ. Le shéma de ettelause est déni par le n_uplet (ζc(1), · · · , ζc(n)) telque ζc(i) = (Ti, ti).Notation 4.2 Pour haque ouple (Ti, ti), les nota-tions suivantes sont adoptées : (consk(x), consk(x)) est noté par ιk, (consk(x), w) est noté par ωk, (consk+r(x), consk(x)) est noté par τk,r.Exemple 4.2 Le shéma de la lause 4 du programme
S est : (τ0,1, ι0, τ0,1).♦Dans e qui suit, nous présentons les formules onsi-dérées dans ette étude et nous allons les aratériserpar des shémas. Ces shémas sont déduits à partir deslauses dénissant les atomes de es formules.Dénition 4.3 (Formule impliative andidate)Une formule impliative andidate est de la forme
φ : Γ ← ∆ où ∆ et Γ sont des onjontions d'atomestelles que : Pour toute variable x ∈ Var(φ), x apparaît tou-jours dans des termes onstruits ave le mêmeonstruteur ons. Pour haque atome pi(ti) de ∆ ou de Γ, ti est unveteur de termes qui sont de la forme consk(x),
k ≥ 0. Les atomes pi(ti) peuvent être non li-néaires. Pour haque prédiat pi de ∆ ou de Γ, les déni-tions de pi sont réursives linéaires.Dénition 4.4 (Shéma d'un membre) Soit unmembre ∆ = p1(t1), · · · , pk(tk) ( ∆ est un membregauhe ou droit d'une formule à démontrer), si x estune variable d'un terme tij de pi(ti1 , · · · , tij , · · · , tini)alors le shéma qui lui est assoié est : ψij =
ζpi(j)(tij). Le shéma de ∆ est déni par l'ensembledes shémas de ses variables.Pour haque variable interne à un membre à la po-sition j d'un atome pi tels que : la dénition de pi de la forme :
pi(T1, ..., Tj, ...Tn) ← pi(t1, ..., tj , ...tn),∆ ave ∆une onjontion d'atomes une variable w ∈ Var(tj) ∩ Var(∆),trouve son shéma marqué par un plus.Notation 4.3 Si le terme tij = consa(x), ψij se noteselon les valeurs de ζpi(j) : Si ζpi(j) = τk,r alors ψij = τk,r(consa(x)) oubien ψij = τk,r(xa). Si ζpi(j) = ιk alors ψij = ιk(consa(x)) ou bien
ψij = ιk(x
a).
 Si ζpi(j) = ωk alors ψij = ωk(consa(x)) ou bien
ψij = ωk(x
a).Dénition 4.5 (Shéma d'une formule implia-tive andidate) Soit une formule impliative an-didate, l'ensemble des shémas de ses deux membresdroit et gauhe dénit le shéma de la formule impli-ative andidate.Notation 4.4 Dans la suite, nous présentons lesshémas des formules impliatives andidates sousforme de tableaux.
φ : app(x, y, Z)len(Z, t)← app(y, x, r)len(r, t)Le shéma de ette formule est présenté par letableau qui suit :Soit la formule à prouver :








x y Z r t
1 app τ0,1(x) ι0(y) τ0,1(Z)
2 len τ0,1(Z) τ0,1(t)
3 app ι0(x) τ0,1(y) τ0,1(r)
4 len τ0,1(r) τ0,1(t)







La première olonne du tableau est formée des numérosdes atomes de la formule à prouver. La deuxième o-lonne est formée des symboles de prédiats orrespon-dant à es atomes. Les autres olonnes orrespondentaux variables ayant des ourrenes dans la formule.Au point de la ligne pi et de la olonne x on trouvel'ensemble des ψij(x).Les shémas du membre gauhe et du membredroit sont représentés respetivement par les premièreslignes du tableau et les deuxièmes lignes et ils sont sé-parés par une ligne blanhe. Ainsi les atomes 1 et 2sont les atomes du membre gauhe et les atomes 3 et4 sont eux du droit.Les variables internes à un membre sontsoulignées.♦Dans e qui suit, nous dénissons le shéma élémen-taire relatif à une variable d'un membre d'une formulequi est un sous ensemble du shéma d'une formule,dans le but de pouvoir par la suite assoier ertainesonditions néessaires à la réussite d'un pliage.Dénition 4.6 (Shéma élémentaire d'une va-riable)Soit un membre ∆ : p1(t1), · · · , pk(tk) ave ti unveteur de termes (ti1, · · · , tihi). Soit x une variable de
∆ qui a r ourrenes, l'ensemble {ψi1j1 , · · · , ψirjr} estun sous-ensemble de shémas du membre ∆ ontenantles shémas des r ourrenes de x. C'est le shémaélémentaire du membre ∆ par rapport à la variable x.
5 Conditions de ltrage assoiées auxshémasNous nous intéressons dans ette setion à la réussitedu pliage d'un membre ∆ dans un membre ∆1 et enpartiulier à la vériation de la ondition 1 du pliage :
∆1 = ∆θ.Nous avons onsidéré des programmes élémentairesen utilisant la notion de projetion par rapport à unargument.Par exemple, soit ∆ un membre d'une formule an-didate au pliage, tel que x apparaît dans deux atomes
pi et pj respetivement dans les argument k et l. Nousonsidérons les lauses c1 et c2 qui dénissent les pro-jetions des deux prédiats pi et pj par rapport à laposition k et l.
S1
{
c1 : p
k
i (Tk)← p
k
i (tk)
c2 : p
l
j(Tl)← p
l
j(tl)Soit {ψik(consa(x)), ψjl(consb(x))} le shéma élémen-taire de ∆ par rapport à x. En eet, selon la valeur deséléments du shéma élémentaire, on dénit les ondi-tions sur les dépliages des atomes pi et pj néessairespour la réussite du pliage de ∆.Dans les setions 5.1 et 5.2 nous présentons lesonditions néessaires assoiées aux diérentes valeursdu shéma élémentaire. Ces onditions ont été prou-vées dans [10℄. L'idée générale de es preuves est don-née dans la setion 5.4.5.1 Conditions assoiées aux variables du membredroit et aux variables existentielles5.1.1 Les variables à une seule ourreneShémas Conditions
{τk1,r1(x
a)} a > k1
n = 0
a ≤ k1Pas de onditions
{ιk1(x
a)} Pas de onditions
{ωk1(x
a)} a = 0
n est le nombre des dépliages de l'atome ontenant
x que l'on doit eetuer.5.1.2 Les variables à plusieurs ourrenesSoit un shéma élémentaire de la variable x :
{ψi1j1 , · · · , ψidjd} ave d ≥ 1. S'il existe ψij = ιkij (xaij ) alors pour tout shéma
ψhg(x) = τkhg ,rhg(x
ahg ), nh = 0.
 S'il existe ψij = ωkij (xaij ) alors ni = 0 et pourtout shéma ψhg(x) = τkhg,rhg (xahg ), nh = 0. Si tous les shémas sont de la forme ψij(x) =
τkij ,rij(x
a) alors si tous les aij > kij alors ni1 =
· · · = nid = 0. S'il existe au moins un aij tel que :
aij ≤ kij alors ni1 ∗ ri1j1 = · · · = nid ∗ ridjd ≥ 0.5.2 Conditions assoiées aux variables universellesdu membres gauheDans l'étude des onditions pour les shémas asso-iés aux variables universelles du membre gauhe (se-tion 5.2) nous avons ajouté des onditions de la forme
m ≥ val. De telles onditions seront vériées s'il existedes dépliages du membre droit de la formule qui génèredes substitutions {x/consm(x)} permettant d'instan-ier la variable x du membre gauhe. Dans la setion5.3, nous donnons selon le shéma d'une variable d'unatome pi dans un membre droit la substitution engen-drée par les dépliages eetués sur pi.5.2.1 Les variable à une seule ourreneShémas Conditions
{τk,r(x
a)} a ≥ k
m ≥ n ∗ r
a < k
m ≥ k + n ∗ r − a
{ιk(x
a)} a ≥ k
m ≥ 0
a < k
m ≥ k − a
{ωk(x
a)} a = k = 0
m ≥ 0
a < k ∧ a = 0
m ≥ k − a
n est le nombre des dépliages de l'atome ontenant
x que l'on doit eetuer.5.2.2 Les variables à plusieurs ourrenesSoit un shéma élémentaire de la variable x :
{ψi1j1 , · · · , ψidjd} ave d ≥ 1. S'il existe ψij = ιkij (xaij ) alors pour tout shéma
ψhg(x) = τkhg,rhg (x
ahg ), nh = 0 et la valeur de
mx est omme suit : si parmi les shémas qui sont sous la forme
ψij = ιk(x
aij ), nous avons aij < kij et ni > 0alors m ≥Max(kij − aij) sinon mx ≥ 0. S'il existe ψij = ωkij (xaij ) alors ni = 0 et pourtout shéma ψhg(x) = τkhg,rhg (xahg ), nh = 0.
 Si tous les shémas sont sous la forme ψij(x) =
τkij ,rij (x
aij ) alors ni1 ∗ ri1j1 = · · · = nid ∗ ridjd etla valeur de mx est omme suit : si tous les aij ≥ kij et ni > 0 alors mx ≥ ni1 ∗
ri1j1 s'il existe des shémas tel que aij < kij alors
mx ≥ Max(kij − aij + nii ∗ rij) ave ψij =
τkij ,rij (x
aij ), aij < kij et ni > 0.5.3 Étude de l'inuene des dépliages droits sur lemembre gauheSoit une formule π : ∆ ← Γ, soit π′ : ∆θ ← ∆1Γ′une formule obtenue en appliquant des dépliages droitsà partir de π et soit x une variable universelle telleque x ∈ Var(∆ ∩ Γ). Si x ∈ Dom(θ), alors il existeune substitution θi = {x/consm(x)} ⊂ θ. La substi-tution θi plus partiulièrement m dépend du shémaélémentaire relatif à x dans Γ.Shémas Valeur de m
{τk,r(x
a)} a ≤ k
m = k + i ∗ r − a et i ≥ 1
a = k + n ∗ r + c > k
m = (i− n) ∗ r − c et i ≥ n+ 1
{ιk(x
a)} a ≥ k
m = 0
a < k
m = k − a et i ≥ 1
{ωk(x
a)} a ≥ k
m = 0
a < k
m = k − a et i ≥ 1Tab. 1  Les valeurs de mProposition 5.1 Soit x une variable qui a d our-renes dans le membre droit.Soit {ψi1j1(x), · · · , ψidjd(x)} son shéma élémen-taire par rapport à x.1. Si es shémas sont seulement de la forme ιki (xai)ou ωki(xai) alors la valeur maximale de m est
max(ki − ai) où ki > ai.2. Si parmi es shémas, il existe au moins un de laforme τki,ri(xai), alors on peut obtenir une valeurarbitrairement grande.5.4 Preuve des onditions assoiées aux shémasDans e qui préède, nous avons assoié des ondi-tions sur les dépliages à eetuer pour réussir unpliage. La preuve de haque ondition est détailléedans [10℄.
Le proessus de preuve de es onditions est le sui-vant : Nous dénissons la ondition 5.1 i-dessous, quidétaille la ondition 1 des dénitions du pliage droitet gauhe et qui est spéique à la lasse de formuleshoisie.Condition 5.1 (Conditions de ltrage relativesaux membres droit et gauhe)Soit φ une formule andidate de la forme :
∆← p1(t1), ..., pi(ti), ..., pk(tk)supposons qu'après ertains dépliages des atomes de
φ nous obtenions la formule :
φ′ : ∆′ ← p1(t′1), ..., pi(t
′
i), ..., pk(t
′
k)ΘAn de réussir le pliage du membre droit de
φ dans φ′, il faut qu'il existe une substitu-tion θ, telle que (p1(t1), ..., pi(ti), ..., pk(tk))θ =
p1(t′1), ..., pi(t
′
i), ..., pk(t
′
k), les deux onditions sui-vantes doivent être vériées :1. Condition d'instaniation : Pour haque terme
tij = cons
a(x) d'un atome pi ave i ∈ [1..k]dans le membre droit de φ, il existe un terme
t′ij = cons
a1(y) dans le membre droit de φ′ telque a1 ≥ a.2. Conditions de lien : si x ∈ tij = consa(x) et x ∈
ti′j′ = cons
b(x) d'un atome pi′ (i′ ∈ [1..k]) dans lemembre droit de φ, alors il existe dans le membredroit de φ′ les deux termes t′ij = consa1(y) et
t′i′j′ = cons
b1(y) tels que a1 − a = b1 − b.Ces onditions restent valables pour le membregauhe.♦Ces deux onditions ont été un guide pour la re-herhe et la déouverte des onditions exprimées dansles setions préédentes. Pour haque shéma, nousavons listé tous les membres possibles générés par lesdépliages de e membre, ainsi seulement les suites desdépliages qui génèrent des membres qui vérient laondition 5.1 ont été gardées. Don selon la valeur dushéma, on déduit des onditions néessaires sur lesdépliages à appliquer.5.5 ExemplePrenons la formule φ : app(x, y, Z)len(Z, t) ←
app(y, x, r)len(r, t) et dénissons les onditions de l-trage assoiées pour haque variable pour la réussitedu pliage de son membre gauhe. x est une variable universelle qui a une seule o-urrene et le shéma élémentaire assoié à x est :
(τ0,1(x)), alors on lui assoie la ondition sui-vante : n1 ∗ r1 ≤ mx y est une variable universelle qui a une seule o-urrene et le shéma élémentaire assoié à y est :
(ι0(y)), alors on lui assoie la ondition suivante :
my ≥ 0
 Z est une variable existentielle qui a deux our-renes et le shéma élémentaire assoié à Z est :
(τ0,1(Z), τ0,1(Z)) , alors on lui assoie la onditionsuivante : n1 ∗ r1 = n2 ∗ r2 t est une variable universelle qui a une seule o-urrene et le shéma élémentaire assoié à t est :
(τ0,1(t)), alors on lui assoie la ondition sui-vante : n2 ∗ r2 ≤ mtLes variables t, x et y sont des variable universellesappartenant aux deux membres de φ. Les shémas élé-mentaires du membre droit de φ assoiés respetive-ment à t, x et y sont respetivement :(τ0,1(t)), (ι0(x))et (τ0,1(y)). Alors, d'après de la proposition 5.1 lesvaleurs maximales de mt et my sont arbitrairementgrandes et la valeur maximale de mx est 0.6 Conditions de pliage reliées aux va-riables internesNous nous intéressons dans ette setion à la réussitedu pliage d'un membre ∆ dans ∆1 et en partiulier àla vériation de la ondition 3 du pliage.
∆...
↓ Dépliage
∆θ
︸︷︷︸
∆1
β
↓ Pliage ?Soit x une variable interne à ∆, bien qu'il existeune substitution θ telle que ∆1 = ∆θ, le pliage n'estpossible que si et seulement si θ vérie la ondition 3du pliage. Autrement dit, la variable xθ qui substitue
x doit être interne à ∆1. Si ette ondition n'est pasvériée, nous pouvons onlure que ei est dû à un ouplusieurs dépliages eetués sur les atomes de ∆. Enonséquene, nous devons interdire es dépliages.Ci-dessous, nous présentons des onditions assoiéesau shéma d'une formule andidate an de respeterla ondition 3 du pliage. Ces onditions sont prouvéesdans [10℄ pour des formules et des programmes élé-mentaires.Condition 6.1 S'il existe dans le shéma du membreà plier un shéma relatif à un terme de la forme :
ψpij (x) = τk,r(x
a)+ ou ιk(x
a)+ ou ωk(x
a)+ tel que xest une variable interne (soulignée) alors ni = 0.7 Étude statique du pliageNous présentons dans e qui suit les étapes à appli-quer pour l'étude statique des pliages droit et gauhe.Soit une formule andidate : φ de la forme Γ← ∆.
L'étude des pliages droit et gauhe de ette formulese résume en ette suite d'étapes :1. Calul du shéma de la formule φ.2. Calul des shémas élémentaires du membreonerné.3. Pour haque shéma élémentaire trouvé, on faitorrespondre la ondition adéquate.4. Ajout des onditions sur les variables internes.5. On obtient ainsi les onditions (condi) (1 ≤ i ≤ l).Soit S1 le système suivant :
S1
{
condi (1 ≤ i ≤ l)
n1 + ...+ nk ≥ 1Nous dirons que S1 est le système assoié aumembre andidat au pliage.L'inéquation n1 + ... + nk ≥ 1 signie que l'ondoit déplier au moins un atome du membre à plieravant de faire un pliage.6. Selon le membre : Membre droit : Si le système a une solution,on hoisit une solution qui minimise la somme
n1, · · · , nk, et on applique les dépliages orres-pondants. Membre gauhe : Si le système a une solution,qui ne ontient auun m > 0, alors on hoi-sit une solution qui minimalise la somme de
n1, · · · , nk, et on applique les dépliages orres-pondants.Si le système a toutes ses solutions quiontiennent au moins un m > 0, nous essayonsde trouver au moins une solution parmi ellesqui vérient les valeurs des m.7. Si le système n'a pas de solution, nous pouvonsonlure qu'il est impossible de plier.8 ExempleReprenons la formule :
ϕ : app(x, y, Z)len(Z, t)← app(y, x, r)len(r, t) Étudions le pliage du membre gauhe :
S =





n1 ∗ r1 ≤ mx
n1 ∗ r1 = n2 ∗ r2
my ≥ 0
n2 ∗ r2 ≤ mt
n1 + n2 > 0La solution minimale pour e système est n1 =
n2 = 1 ave mx > 0 et mt > 0.Étudions maintenant les valeurs de mt et mx.
S =
{
mt = n4 ∗ r4
mx = 0
Il est impossible de plier pare qu'on ne peut pasinstanier x à partir du membre droit. Étudions le pliage du membre droit :
S =
{
n3 ∗ r3 = n4 ∗ r4
n3 + n4 > 0La solution minimale pour e système est n3 =
n4 = 1.
app(x, y, Z)len(Z, t) ← app(y, x, r)len(r, t)
⇓ NFI
app(x, [a|y], Z)len(Z, t) ← app(y, x, r)len([a|r], t)
⇓ NFI
app(x, [a|y], Z)len(Z, s(t)) ← app(y, x, r)len(r, t)
⇓ CUT −R[1]
app(x, [a|y], Z)len(Z, s(t)) ← app(x, y, v)len(v, t)Nous obtenons alors ette nouvelle formule :
app(x, [a|y], Z)len(Z, s(t))←app(x, y, v)len(v, t)son shéma est :








x y Z v t
1app τ0,1(x) ι0(y
1) τ0,1(Z)
2len τ0,1(Z) τ0,1(t
1)
3app τ0,1(x) ι0(y) τ0,1(v)
4len τ0,1(v) τ0,1(t)







Étudions le pliage du membre gauhe :
S =



n1 ∗ r1 ≤ mx
n1 ∗ r1 = n2 ∗ r2
my ≥ 0
n2 ∗ r2 ≤ mt
Σni > 0La solution minimale pour e système est n1 = n2 =
1 ave mx > 0 et mt > 0.Étudions maintenant la valeur de mt et mx.
S =
{
mt = n4 ∗ r4
mx = n3 ∗ r3Alors, le pliage est possible et la solution est : n1 =
n2 = n3 = n4 = 1.
app(x, [a|y], Z)len(Z, s(t))← app(x, y, v)len(v, t)
⇓ NFI
app([b|x), [a|y], Z)len(Z, s(t))← app(x, y, v)len([b|v], t)
⇓ DCI
app(x, [a|y], Z)len([b|Z], s(t))← app(x, y, v)len([b|v], t)
⇓ DCI
app(x, [a|y], Z)len(Z, t)← app(x, y, v)len([b|v], t)
⇓ NFI
app(x, [a|y], Z)len(Z, s(t))← app(x, y, v)len(v, t)
⇓ Cut− L[4]
app(x, y,W )len(W, t)← app(x, y, v)len(v, t)
⇓
V rai
9 Bilan et appliationDans le as général, le problème du pliage est in-déidable. Ainsi, nous nous sommes intéressés à unelasse partiulière de formules et de programmes quiest une lasse importante. Nous nous sommes baséssur une étude statique de la formule à prouver et duprogramme assoié qui permet de donner omme résul-tat : soit la réussite du pliage ave les étapes à suivre,soit l'éhe du pliage.Malgré ette limitation dans les programmes et lesformules onsidérées, notre approhe peut être appli-quée omme une heuristique sur toute la lasse desprogrammes réursifs. La réussite de ette étude sebase sur les onditions dénies dans les setions 5 et6.  es onditions sont néessaires et susantes dansle as où les lauses des programmes onsidéréssont réursives unaires et qu'elles ne ontiennentque des termes onstruits ave des onstruteursunaires. Dans e as notre approhe est détermi-niste. pour les programmes, qui ontiennent des termesonstruits ave des onstruteurs binaires tels queles liste de la forme [a1|[a2...|[an|l]...], es ondi-tions sont néessaires et parfois non susantespour déterminer la réussite du pliage. Cei est dûaux variables ai qui ne sont pas prises en onsi-dération dans la dénition de es onditions. dans le as où les programmes onsidérésontiennent des lauses réursives non unaires,alors es onditions sont susantes et parfois nonnéessaires pour déterminer la réussite du pliagepuisque dans l'étude statique nous ne prenons pasen onsidération l'information obtenue à partirdes nouveaux atomes introduits dans la formuleandidate.Pour les deux derniers as, notre approhe est uneheuristique très forte. En eet, dans un grand nombred'exemples traités, les résultats retournés par etteétude sont orretes. Nous avons appliqué notre ap-prohe dans la résolution d'un ensemble importantd'exemples réputés diiles à prouver par des sys-tèmes de preuve existant (sans apport important del'extérieur en lemmes), itons quelques exemples dansle tableau 2.
plus(x, y,M)plus(x, v,M)← equal(y, v)
rev(x, T )rev(T, y)← equal(x, y)
mul(x, y, z)← mul(y, x, z)
len(z, T )plus(k, l, T )← len(x, k)len(y, l)
app(x, y, z)
len(z, k)← len(x, k)rev(x, z)
rev(x,w)← app(x, [y], z)
rev(z, [y|w])
plus(k, l,M)len(t,M)← app(x, y, z)rev(z, t)
len(x, k)len(y, l)
plus(x, y, T )plus(m,n, V )← inf(x, n)inf(y,m)
inf(T, V )
perm(x, z)← perm(x, y)perm(y, z)
rev(x, Y )rev(Y, x)← list(x)
nth(i, x, y)nth(j, y, z)← nth(j, x, u)mul(i, u, z)
nth(i, w, Z)nth(j, Z, Y )← nth(k, w, v)nth(j, v, l)
nth(k, Y, x) nth(i, l, x)
mul(x, y, t)mul(t, z, w)← mul(y, z, u)
mul(x, u, w)
palindrome(z)← rev(x, y)app(x, y, z)
ord(x)ord(y) ← ord(z)app(x, y, z)
ord(t)← place(a, t, y)ord(y)
plus(x, y, T )plus(T, z, w)← plus(y, z, k)
plus(x, k, w)
app(z, [Y ], T )← rotate(x, z, a)len(a, k)
rotate(x, T, U)len(U, s(k))
app(x, y, Z)len(Z, t)← app(y, x, r)len(r, t)
rev(x, Y )len(Y, t)← len(x, t)Tab. 2  Exemples de formulesRéféren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y I, février1991.[2℄ F. Alexandre, K. Bsaïes, and M. Demba. Pre-diate synthesis from indutive proof attempt offaulty 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hnial Report TR A01-R-284,LORIA, Frane, Septembre 2001.[4℄ A. Bundy. Handbook of Automated Reasoning,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al Indution. In A. Robinson and A. Voron-kov, editors. Elseviers Siene Publishers B. V.(North-Holland), 1999.
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hapter 1.Handbook of Automated Reasoning. ElsevierS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e. Springer-Verlag, 1988.[12℄ R. Salem and K. Bsaïes. Mehanizing proofs byunfolding, folding and simpliation. RelMiCS,pages 133142, 1997.
