To better understand the development and function of the mammalian brain, researchers have begun to systematically collect a large number of gene expression patterns throughout the mouse brain using technology recently developed for this task. Associating specific gene activity with specific functional locations in the brain anatomy results in a greater understanding of the role of the gene's products. To perform such an association for a large amount of data, reliable automated methods that characterize the distribution of gene expression in relation to a standard anatomical model are required. In this paper, we present an anatomical landmark detection method that has been incorporated into an atlasbased segmentation. The addition of this technique significantly increases the accuracy of automated atlas-deformation. The resulting large-scale annotation will help scientists interpret gene expression patterns more rapidly and accurately.
Introduction
With the successful efforts in mammalian genome sequencing, biologists are increasingly interested in understanding the function of different gene products at the molecular level. One strategy towards this end is high-throughput in situ hybridization (HI-TISH) [1] . Using HITISH, the spatial distribution of gene expression patterns (where genes are actively transcribed) can be generated throughout an entire organ or organism for thousands of genes each year. By relating a gene's activity to specific functional populations of cells, one gains insight into the function of that gene's products. In addition, genes that express in the same set of cell populations are likely to be related in function. For these reasons, accurately characterizing the location of gene expression in relation to the underlying anatomical morphology is prerequisite to the interpretation of HITISH results. Such a characterization must become both rapid and accurate in order to handle the vast amount of data generated by HITISH. A major computational challenge is to develop efficient algorithms that can accomplish this task with little or no human intervention.
HITISH is currently being applied to both the mouse brain and the mouse embryo [2, 3] . For our algorithm development, we initially focus on the postnatal mouse brain. The postnatal mouse brain is small, accessible, and contains hundreds of functional subregions, making it a particularly good specimen choice for HITISH. To date, several steps in the computational process of gene expression localization have already been developed: (1) an image filter that identifies the location of cells and the amount of gene expression in each cell [4] ; (2) a deformable atlas of the mouse brain anatomy [5] built using subdivision meshes [6] that, when deformed to accurately overlay the anatomy of the HITISH image data collected, segments the major anatomical regions of the image and serves as a standard coordinate system onto which cellular gene expression information is attached; and (3) global deformation of the atlas using affine transformation to account for rotation and translation, and local deformation based on iterated least-squares to account for shape variation [5] . However, the accuracy of the local fitting, and thus the segmentation and interior coordinate system, is limited by its reliance on only tissue boundary detection. Thus, manual deformation of the internal regions of the atlas must still be performed ( Fig. 1(a) ). In this paper, we present a method that detects anatomical landmarks in tissue images using texture features. This method has been incorporated into the atlas deformation procedure and substantially improves the segmentation and fitting of the atlas' internal boundaries.
The challenges in segmentation are due to the nature of the images. Each individual mouse brain is inherently slightly different from every other one in structure, although the main anatomical features are the same. In spite of the extreme precision employed in carrying out the HITISH process, sectioning induces local distortion upon tissue slices. Also, due to the nature of gene expression patterns, different genes are not expressed equally in different anatomical regions, making it difficult to construct a consistent model of each landmark in all images.
The rest of the paper is organized as follows: Section 2 presents our method in detail including acquisition of the training data for our experiments, locating each landmark in an image, and utilizing the information about the location of the landmark to improve the mesh fitting. Section 3 presents our results and the validation techniques used.
Methods

Experimental Data
In situ hybridization to label cells expressing a gene of interest was performed on 20µm-thick serially sliced cross-sections of the postnatal day 7 (P7) C57BL/6 mouse brain, which were then imaged with a light microscope at 3.3µm per pixel resolution [2] . This resulted in approximately 400 2D images per brain, with each image being 2000 x 3500 pixels in size. For each gene, 11 images were selected that best matched a set of 11 previously defined standard sagittal sections (i.e., levels), to provide a consistent and global representation of the expression patterns. For this work, we selected 100 images of level 9 sagittal sections expressing different genes. 1 We marked the ground truth coordinates for seven selected anatomical landmarks (Fig. 1b) in each of the 100 images. The images were sorted into four categories (Q 1 , Q 2 , Q 3 , Q 4 ) based on the average signal strength of gene expression in the images. 
Landmark Localization
To locate the desired landmarks in a given gene expression image, first we designed a template for the landmarks and selected their neighborhoods. We then extracted several features before selecting an optimal set of features. Based on a selected training set of images and the selected set of features, classifiers were constructed to distinguish each landmark from its neighborhood. These steps are further elaborated below.
Template Design: We designed a template that sufficiently includes the features of interest in a landmark, and that can be used to distinguish it from its neighbors ( Fig.  2(a) ). We allowed the rectangular template to have multiple regions so that different textures may be extracted from different areas around the landmark. The dimension (21x11 pixels) was chosen based on examining the area around the landmarks in several images.
Neighborhood Definition: For each landmark, we selected adjacent windows that do not include the landmark and that are different enough to be considered as typical examples of what the landmark is not (i.e., 'out-class'). For example, for landmark A we selected same-sized windows for the out-class, to the immediate right, above, and below the in-class window (Figs. 2(b-i) ).
Feature Extraction:
To be able to classify each landmark, features based on the statistics of local histograms were extracted as follows:
1. Convolve the original image (I 0 ) with two Gaussian kernels of width 5 (with σ = 1, 2) resulting in two smoothed images (I 1 , I 2 ).
(a) Selecting the Optimal Feature Set: It is expected that not all the features extracted will contribute equally to the classification. Using discriminant analysis with F-Test and Wilk's lambda, we ranked the features in order of discriminant power and performed a forward selection process [7] . For example, for landmark A, zero misclassification was obtained consistently with 164 features (out of 414) and these were selected as the optimal feature set.
Selecting the Training Set:
Based on methods suggested in [8] , we selected an optimal training set of images as follows (let N be the total number of images):
1. Select the first image and extract the optimal features for the in-and out-classes based on the ground truth. 2. Classify the ground truth in the remaining N − 1 images based on the single-image training set. 3. Repeat for all N images. The image that gives the smallest number of misclassifications when used as training to classify all the other N − 1 images is selected as the first training image.
4. For the remaining N − 1 images, form a new training set by adding each in turn to the first image. The two are used to classify the remaining N − 2 images and the pair that gives the least misclassification becomes the best two images. 5. Repeat the steps above adding one image in turn until zero misclassification is achieved (or until misclassification reduces below a threshold).
A classifier is needed to distinguish features of the landmark from that of neighboring regions. We used the k-Nearest Neighbor (KNN) [9] classifier in selecting the best training set because of its ability to classify even with a one-member training set. Figure  3 (a) depicts the number of misclassifications as the number of images in the training set increases. The categories with low gene expression signals required more images to be included in the training set to reduce the misclassification to zero. However, in all categories, the misclassification is sufficiently low when half of the images are included. The best result was obtained by combining the optimal training images from categories Q 1 , Q 2 , and Q 3 . Out of 100 images, 54 images formed this optimal set.
Estimating Classifier Parameters:
We considered various classifiers including KNN [9] , Support Vector Machines (SVM) [10] , and Adaboost [11] . The best results were obtained for SVM. The Radial Basis Function (RBF) kernel [12] was used in the SVM and optimal values for the kernel parameters (C and γ) were obtained by cross validation. The training data was divided into four sets, with one set used as training data to classify the remaining three, in turn, using values of C between 2 −5 and 2 25 and γ between 2 −15 and 2 3 as suggested in [13] . The results were sorted in descending order of misclassifications and the C and γ pair that gave the least misclassification across the four sets was chosen as the optimal. For the 24 images in the Q 1 category, the optimal values are C = 2 and γ = 0.0078125 for landmark A.
Locating Landmark Position:
Given an approximate location of the desired landmark in the image (obtained after affine and local fitting as described in Sec. 1) and a given radius, a search is conducted in a square region around the approximate location. Rather than extracting features for all the pixels in the search area, features are extracted for every third pixel initially to expedite the process without making the search too coarse. A pixel-by-pixel search is then conducted around the area with the highest decision values (from SVM). This is possible because the decision values were found to be monotonically increasing towards the expected ground truth in all the images tested.
Integration into Mesh Fitting Process
To incorporate the knowledge of the landmarks into the mesh fitting framework [5] , we set up a quadratic energy function E k (x) of the form: 
is the fitting error of the boundary of the mesh to the outer boundary of the image. L k (x) is the fitting error of the mesh to the landmarks defined as:
2 , where p j (x) is the vertex of the mesh associated with landmark l j . The formulation of B k (x) and the deformation energy term E k d (x) are the same as in [5] . The minimizer of E k (x) is then computed using a linear solver such as conjugate gradients.
Results
After incorporating the feature-driven landmark localization algorithm into the meshfitting framework, the fitting of internal region boundaries was substantially improved. Figures 3(b,c) depict the performance for different image categories. For each landmark, the distance to the ground truth before and after incorporating the feature-driven algorithm was compared (Fig. 4) . It was observed that the distance from the ground truth is reduced in 89%, 68%, and 76% of the images for landmarks A, E, and F respectively. In cases where the initial fitting is very far from the ground truth, the result of fitting is similarly poor. Different landmarks are more accurately detected in some images than others. As summarized in Table 1 , at least three landmarks were found within a 4x4 neighborhood of the ground truth in 87% of the images. In 58% of the images, at least four landmarks were detected within a 3x3 neighborhood of the actual ground truth, and the number increases to 76% in a 5x5 neighborhood. Considering the inter-observer variability in locating the ground truth for the landmarks, detection errors within a 3x3 neighborhood are deemed acceptable. Figure 5 illustrates typical improvements after incorporating the feature-driven algorithm. 1  93  100  100  100  100  2  62  91  94  96  97  3  27  59  78  87  89  4  9  33  58  68  76  5  1  10  28  47  62  6  0  3  9  16  25  7 In fitting a deformable atlas to mouse brain images, the accuracy is greatly improved when internal region boundaries are used for aiding the fitting process. In biological images such as sagittal sections of the mouse brain, there is a lot of variation in shape and appearance making it difficult to use traditional methods (e.g., snakes, active shape and appearance models) for segmentation of internal region boundaries. We have selected a feature-based approach that extracts information about the texture of specific landmarks (distinguishing anatomical features) in the image and locates those landmarks in any new image. The locations of the detected landmarks are then incorporated into an energy-minimization framework to fit the standard mesh to the given image. Incorporating the internal landmarks has substantially improved the segmentation results.
