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Neste trabalho estudamos representações autossimilares de grupos emAm, o grupo
de automorfismos da árvore m-ária regular Tm. Um grupo abstrato é dito ser au-
tossimilar se ele admite uma representação autossimilar fiel em alguma árvore
Tm; quando a representação autossimilar induz ação transitiva no primeiro nível
da árvore, dizemos que o grupo é autossimilar transitivo. Um procedimento pa-
drão para construção de representação autossimilar transitiva de um grupo foi por
meio de um único endomorfismo virtual do grupo em questão. Recentemente, foi
mostrado que este procedimento, quando aplicado ao produto entrelaçado restrito
Z o Z, não pode produzir representação autossimilar transitiva fiel para qualquer
m ≥ 2 (veja [3]). Estudamos subgrupos autossimilares de Am sem assumir ação
transitiva no primeiro nível de Tm. Esta ação geral é traduzida em um conjunto de
endomorfismos virtuais correspondentes à diferentes órbitas da ação no primeiro
nível de Tm. Com este novo procedimento, produzimos representações autossimi-
lares fiéis, algumas das quais são também finita por estado, para vários grupos tais
como Z(ω), Z oZ e (Z oZ) oC2. Também estendemos resultados de Brunner-Sidki
[5], sobre subgrupos abelianos autossimilares transitivos de Am ao caso geral,
onde o grupo de permutação induzido no primeiro nível da árvore tem s ≥ 1
órbitas. Provamos que um tal grupo A, na sua representação na árvore, imerge
em um único subgrupo abeliano deAm o qual é autossimilar e auto-centralizante.
Por fim, mostramos que o grupo nilpotente de classe 3 e livre de torção, N3,4, de
Bludov-Gusev [27], não é autossimilar.
Palavras-chave: automorfismos de árvores, representação autossimilar, centrali-
zador de grupo abeliano autossimilar, grupos do tipo Lamplighter.
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Abstract
In this work we study self-similar representations of groups on Am, the group
of automorphisms of a regular m-ary tree Tm. An abstract group is said to be
self-similar provided it admits a faithful self-similar representation on some tree
Tm; when a self-similar representation induces transitive action on the first level
of the tree we say that the group is transitive self-similar. A standard approach
for constructing a transitive self-similar representation of a group has been by
way of a single virtual endomorphism of the group in question. Recently, it was
shown that this approach when applied to the restricted wreath product Z oZ could
not produce a faithful transitive self-similar representations for any m ≥ 2 (see
[3]). We study self-similar subgroups of Am without assuming transitive action
on the first level of the tree. This general action is translated into a set of virtual
endomorphisms corresponding to the different orbits of the action on the first level
of Tm. With this new approach we produce faithful self-similar representations,
some of which are also finite-state, for a number of groups such as Z(ω), Z o Z
and (Z o Z) o C2. We also extend results from Brunner-Sidki [5], on transitive
self-similar abelian subgroups of Am to the general case where the permutation
group induced on the first level of the tree has s ≥ 1 orbits. We prove that such a
groupA, in its representation on the tree, embed into a unique abelian subgroup of
Am which is self-similar and self-centralizing. Finally, we show that the nilpotent
group of class 3 and torsion free, N3,4, of Bludov-Gusev [27], is not self-similar.
Keywords: tree automorphisms, self-similar representation, centralizer of self-





|S| cardinalidade do conjunto S;
H 6 G H é subgrupo de G;
H EG ou H CG H é subgrupo normal de G;
G ' K G é isomorfo a K;
[G : H] índice do subgrupo H no grupo G;
〈X〉 subgrupo gerado por X;
[A,B] subgrupo 〈[a, b] | a ∈ A e b ∈ B〉;
G′ [G,G];
G/N grupo quociente de G por (um subgrupo normal) N ;
G1 × . . .×Gk produto direto dos grupos G1, . . . , Gk;
G1 ⊕ . . .⊕Gk soma direta dos grupos abelianos G1, . . . , Gk;∏
i∈I Gi produto cartesiano dos grupos Gi, i ∈ I;∏×
i∈I Gi produto direto dos grupos Gi, i ∈ I;
N oH produto semidireto de N por H;
Sym(m) grupo das permutações do conjunto {0, 1, ...,m− 1};
Sym(X) grupo das permutações do conjunto X;
X∗ conjunto de todas as palavras finitas sobre o conjunto X;
Tm árvore m-regular uni-raiz;
vi
Am grupo de automorfismo da árvore Tm;
G(A) grupo de automorfismo da árvore Tm gerado pelos estados do autômata A;
det(M) determinante da matriz quadrada M ;
Z grupo cíclico infinito;
Z/nZ ou Cn grupo cíclico de ordem n;
Zn anel dos inteiros n-ádicos cíclico de ordem n;
Z(ω) grupo abeliano livre de posto infinito enumerável;




1.1 O grupo de automorfismos da árvore uni-raiz m-regular . . . . . . 11
1.1.1 A árvore uni-raiz m-regular . . . . . . . . . . . . . . . . 11
1.1.2 O produto entrelaçado de grupos . . . . . . . . . . . . . . 12
1.1.3 O grupo de automorfismos Am . . . . . . . . . . . . . . . 15
1.1.4 Autômatas . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Representação de grupos em Am . . . . . . . . . . . . . . . . . . 21
1.2.1 A árvore de classes laterais . . . . . . . . . . . . . . . . . 21
1.2.2 Endomorfismos virtuais . . . . . . . . . . . . . . . . . . 23
2 Grupos autossimilares intransitivos 25
2.1 Representação autossimilar intransitiva . . . . . . . . . . . . . . . 25
2.1.1 Mudança de transversal . . . . . . . . . . . . . . . . . . . 29
2.2 autossimilaridade de produtos diretos de grupos . . . . . . . . . . 31
2.3 Concatenação de representações autossimilares . . . . . . . . . . 35
3 Grupos abelianos autossimilares intransitivos e seus centralizadores 38
3.1 Operadores agindo em automorfismos de árvores . . . . . . . . . 38
3.1.1 Monomorfismos de Am . . . . . . . . . . . . . . . . . . 40
3.1.2 O monoide 〈(Am)κ, δ(Y )〉 . . . . . . . . . . . . . . . . . 42
3.1.3 O monoide de operadores diagonais parciais ∆ . . . . . . 43
3.2 A estrutura do centralizador . . . . . . . . . . . . . . . . . . . . . 45
viii
ix
3.2.1 O centralizador de um subgrupo de Sym(m) . . . . . . . 45
3.2.2 Fatoração do centralizador de um subgrupo abeliano fe-
chado por estado em Aut(Tm) . . . . . . . . . . . . . . . 46
3.2.3 O centralizador de ∆(A) paraA abeliano fechado por estado 48
3.3 Interpretação de A∗ como um Zn[[∆]]-módulo . . . . . . . . . . . 51
3.3.1 Grupos de torção . . . . . . . . . . . . . . . . . . . . . . 54
3.3.2 Grupos abelianos livres . . . . . . . . . . . . . . . . . . . 55
3.4 Aplicações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4.1 Cálculo do centralizador de grupos cíclicos autossimilares 58
3.4.2 Conjugação . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4.3 Exemplos . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4 Grupos autossimilares intransitivos do tipo Lamplighter 70
4.1 Representação autossimilar para A o Zd . . . . . . . . . . . . . . 71
4.1.1 O caso Z o Z . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.2 O caso geral . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Representação autossimilar para Cp o Z2 . . . . . . . . . . . . . . 79
4.2.1 Endomorfismos de produtos semi-diretos . . . . . . . . . 79
4.2.2 Representação fechada por estado para Gp,2 . . . . . . . . 81
4.3 Outros produtos semidiretos . . . . . . . . . . . . . . . . . . . . 83
5 Sobre grupos nilpotentes não autossimilares 89
5.1 T-grupos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 O grupo N3,4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.1 Endomorfismos virtuais de N3,4 . . . . . . . . . . . . . . 93
5.2.2 Não existência de representação autossimilar para N3,4 . . 97
Referências 100
Introdução
Nosso objetivo nesta tese é estudar o fenômeno de autossimilaridade em grupos.
A motivação original veio de propriedades fractais dos grupos de Grigorchuk,
[22] e Gupta-Sidki, [18]. A primeira formulação da noção de autossimilaridade
para grupos foi dada em [6] como sendo grupos agindo em Tm, a árvore uni-raiz
regular de valência finita m, de tal modo que os estados de seus elementos con-
tinuam sendo elementos do mesmo grupo, em outras palavras, o grupo é fechado
por estado ou, equivalentemente, funcionalmente recursivo; veja [6]. Um conceito
abstrato intimamente relacionado à autossimilaridade foi o da existência de endo-
morfismo virtual simples do grupo, uma noção introduzida por V. Nekrashevych
e S. Sidki em [30].
Seja Am o grupo de automorfismos da árvore Tm. Uma representação de grau
m para um grupo abstratoG é um homomorfismo ϕ deG emAm. Quando ϕ é um
monomorfismo, dizemos que ϕ é uma representação fiel. A representação ϕ é dita
ser autossimilar, transitiva ou finita por estado se o grupo Gϕ é, respectivamente,
autossimilar, transitivo na sua ação sobre o primeiro nível da árvore ou finito por
estado.
Em [3], A. Dantas e S. Sidki mostraram que o grupo Z o Z não admite re-
presentação fiel autossimilar transitiva, qualquer que seja o grau da árvore. No
entanto, Z oZ tem uma representação autossimilar não transitiva na árvore de grau











Diagrama de Z o Z
Grupos autossimilares aparecem naturalmente como grupos de automorfismos
da árvore Tm, como é o caso dos grupos de Grigorchuck e Gupta-Sidki ou são
construídos através de endomorfismos virtuais. Um endomorfismo virtual para o
grupo G é um homomorfismo f : H → G, onde H é um subgrupo de índice finito
em G.
Em [30], V. Nekrashevych e S. Sidki estabeleceram o seguinte resultado: um
grupo G é autossimilar transitivo se, e somente se, existem H um subgrupo de
índice finito em G e um endomorfismo virtual f : H → G de modo que o maior
subgrupo deH , normal emG que é f -invariante é trivial. Neste trabalho, abrimos
mão da transitividade para estudar os grupos autossimilares não necessariamente
transitivos. A ação intransitiva no grupo G é traduzida na tripla (m,H,F) , onde:
H = (Hi | [G : Hi] = mi ( 1 ≤ i ≤ s)) ,
é uma sequência de subgrupos de índices finito em G,
m = (m1, . . . ,ms) , m = m1 + · · ·+ms e
F = {fi : Hi → G | 1 ≤ i ≤ s} ,
é um conjunto de endomorfismos virtuais. A s-upla (m1, . . . ,ms) é o tipo-orbital
de G.
O Capítulo 1 introduz os conceitos preliminares necessários para entendi-
mento deste trabalho. Nele definimos o grupo de automorfismos Am, da árvore
uni-raiz m-regular Tm e o conceito de grupos gerados por autômatas.
No Capítulo 2, produzimos uma ferramenta na qual é possível construir todos
os grupos autossimilares, de acordo com o teorema a seguir.
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Teorema A. Um grupoG admite representação autossimilar fiel com tipo-orbital
(m1, . . . ,ms) se, e somente se, existem dados (m,H,F) para G com F-core de
H
〈K 6 ∩si=1Hi | K C G,Kfi 6 K, ∀i = 1, . . . , s〉
trivial.
Aplicamos o Teorema A para obter famílias de grupos autossimilares.
Teorema B. Seja G 6 Am um grupo autossimilar de grau m com tipo-orbital
(m1, . . . ,ms) e m1 ≥ m2 ≥ · · · ≥ ms. Então:
(i) G(ω) admite uma representação fiel fechada por estado de grau m + 1 e
tipo-orbital (m1, . . . ,ms, 1).
(ii) Seja K um subgrupo regular de Sym({1, . . . , s}). Então o produto entre-
laçado restrito G oK admite uma representação fiel, fechada por estado e
transitiva de grau (m1 ·m2 · · ·ms) · s.
Com respeito ao primeiro item do Teorema B, para qualquer inteiro positivo
k, o produto direto Gk é autossimilar de grau m (Proposição 2.2.1). Em [14], L.
Bartholdi e S. Sidki mostraram que o grupo Z(ω) tem uma representação autossi-
milar de grau 2, mas não existe representação autossimilar transitiva e finita por
estado para Z(ω), qualquer que seja o grau. No entanto, com este teorema, foi pos-
sível construir uma representação autossimilar intransitiva para Z(ω) que é finita
por estado (Corolário 2.2.3). O segundo item do Teorema B exibe uma imersão
de um grupo autossimilar não transitivo em um grupo autossimilar transitivo.
No Capítulo 3, estudamos os grupos abelianos autossimilares sem assumir
transitividade no primeiro nível da árvore e estabelecemos resultados de estrutura
de seus centralizadores.
V. Nekrashevych e S. Sidki caracterizaram em [30], os subgrupos abelia-
nos livres de posto finito autossimilares de automorfismos da árvore binária T2.
Mais tarde, A. Brunner e S. Sidki conduziram em [5], um estudo mais com-
pleto dos grupos abelianos autossimilares transitivos, mostrando por exemplo,
que o fecho de tais grupos pelo monoide gerado pelo monomorfismo diagonal
x : α 7→ (α, α, . . . , α) é novamente abeliano e autossimilar. Este fato possibilitou
interpretar grupos abelianos autossimilares transitivos como módulos da álgebra
m-ádica, Zm[[x]].
No mesmo trabalho [5], foi mostrado: o centralizador de um grupo abeliano
autossimilar transitivo coincide com seu fecho diagonal-topológico A∗; em par-
ticular, A∗ é abeliano fechado por estado que é um subgrupo abeliano maximal
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em Am. Este resultado nos motivou estudar o centralizador de um grupo abeliano
autossimilar intransitivo.
Seja G um subgrupo de Am. Considere P = P (G) 6 Sym(Y ) o grupo de
permutação induzido por G em Y e sejam O(1), . . . , O(s) as órbitas de P de tama-
nho m1, . . . ,ms, respectivamente. O grupo P induz grupos de permutações P(i)’s
em O(i), i = 1, · · · , s, e P é naturalmente identificado com um produto sub-direto
dos P(i)’s. Assim, um elemento de P se decompõe como σ = σ(1)σ(2) · · ·σ(s),
onde σ(i) ∈ P(i). Chamamos (P(1), . . . , P(s)) o tipo-permutacional de G. Todo
α = α′σ ∈ G, onde α′ = (α0, . . . , αm−1) e σ ∈ P, pode ser escrito na forma
α = [(α(1), e, · · · , e)σ(1)] · · · [(e, · · · , e, α(s))σ(s)],
onde
α(1) = (α0, . . . , αm1−1, e, . . . , e), . . . , α(s) = (e, . . . , e, αm1+···+ms−1 , . . . αm−1).
Defina
G(1) = {(α(1), e, . . . , e)σ(1)|α ∈ G}, . . . , G(s) = {(e, . . . , e, α(s))σ(s)|α ∈ G}.
Denote o grupo gerado pelos G(i)’s por B(G). Então, B(G) = G(1) · · ·G(s) é
um produto direto de seus fatores e G é um produto sub-direto de B(G). Observe
que B(G) continua tendo o mesmo tipo-orbital de G.
Generalizando o monomorfismo diagonal, nosso trabalho requer um estudo
cuidadoso do monoide livre
∆ = 〈x1, . . . , xs〉,
onde para 1 ≤ i ≤ s, xi é o monomorfismo diagonal parcial de Am definido por:
α 7→ (e, . . . , e, α, . . . , α, e, . . . , e)
com α ocorrendo nas coordenadas da órbita O(i) e o automorfismo trivial e nas
demais posições. Denotaremos o fecho de G por ∆ por
∆(G) = 〈Gw | w ∈ ∆〉.
Como será demonstrado mais adiante, se A é um grupo abeliano autossimilar
e ∆ é o monoide de operadores diagonais parciais correspondente ao seu tipo-
orbital, então ∆(A) continua sendo abeliano com mesmo tipo-orbital.
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Uma outra operação que desempenha um papel importante é o fecho topo-
lógico G de G, com relação à topologia adquirida da topologia da árvore; este
consiste dos produtos infinitos
α0α1 · · ·αk · · · ,
onde αi é um elemento de StabG(i), o estabilizador do nível i em G. Note que em
geral, se um grupo G, de automorfismos da árvore, satisfaz uma identidade, então
seu fecho topológico continua satisfazendo a mesma identidade.
Seja A um subgrupo abeliano autossimilar de Am. Denote o centralizador
CAm(A) de A em Am por C(A). O centralizador de P (A) em Sym(Y ) tem a
forma P(1) · · ·P(s)S(P ), onde S(P ) é o grupo de permutação induzido por C(P )
no conjunto de órbitas O(i) (1 ≤ i ≤ s). Por exemplo, seja A o subgrupo de
A4 gerado por (0 1)(2 3). Então, P (A) = A, O(1) = {0, 1}, O(2) = {2, 3},
P(1) = 〈(0 1)〉, P(2) = 〈(2 3)〉 e S(P ) = 〈(0 2)(1 3)〉. Defina
S0(A) = {s ∈ S(P ) | C(A) ∩ StabAm(1)s é não vazio}.
Para cada s ∈ S0(A), escolha um levantamento de s em C(A) e defina D0(A)
sendo o grupo gerado por estes levantamentos.
O seguinte resultado nos dá o primeiro teorema de estrutura do centralizador
de um grupo abeliano autossimilar.
Teorema C. Sejam A,B(A), C(A), D0(A) como acima. Então
(i) C(A) = StabC(A)(1)B(A)D0(A);
(ii) o subgrupo StabC(A)(1)B(A) é normal em C(A);
(iii) B(A) centraliza StabC(A)(1);
(iv) C(A) e StabC(A)(1) são ∆ invariantes;
(v) ∆(B(A)) é abeliano com mesmo tipo-permutacional de A.
Este resultado nos leva à generalização do grupo A∗ de Brunner-Sidki, defi-
nido em [5] como sendo o fecho topológico-diagonal de um grupo abeliano au-
tossimilar transitivo A.
Teorema D. SejaA 6 Am um grupo abeliano autossimilar com tipo-permutacional(
P(1), . . . , P(s)
)
. Defina K = ∆(A) e A∗ = CAm(K). Então
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(i) K é um grupo abeliano autossimilar com mesmo tipo-permutacional de A;
(ii) A∗ deixa cada órbita O(i) invariante e
A∗ = B(K)StabA∗(1);
(iii) StabA∗(1) = (A∗)
x1(A∗)x2 · · · (A∗)xs ;
(iv)
A∗ = ∆(B(A)),
é o único subgrupo abeliano autossimilar de C(A) o qual contém A e é
auto-centralizante; portanto, A∗ é um subgrupo abeliano maximal de Am.
No teorema acima, se A é transitivo (ou seja, s = 1), então B(A) = A e
A∗ = ∆(A).
Sejam A 6 Am abeliano autossimilar de tipo-orbital (m1, . . . ,ms) e n o ex-
poente de P (A). Considere
p(x1, . . . , xs) ∈ Zn[[∆]].
Escreva p(x1, . . . , xs) como





qij(x1, . . . , xs)xi
j,










· · · (αqij)xi
j
· · · .
Provaremos a seguinte forma aditiva de A∗.
Teorema E. Sejam A um subgrupo abeliano autossimilar de Am e n o expoente
de P (A). Então A∗ é um Zn[[∆]] módulo finitamente gerado.
Como consequência, obtemos o seguinte resultado.
Teorema F. Seja A um grupo abeliano autossimilar. Então o subgrupo de torção
Tor(A) de A é também um grupo autossimilar. Além disso, Tor(A) tem expoente
finito, divisor do expoente de P (A), e ele é um fator direto de A.
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Segue do Teorema F: um grupo abeliano de torção e de expoente infinito não
pode ter representação autossimilar fiel.
SejaDm(j) o grupo gerado pelo conjunto de estadosQ(α) = {α, αx, . . . , αx
j−1}
do automorfismo
α = (e, . . . , e, αx
j−1
)(0 · · · m− 1),
onde j é um inteiro positivo. Então Dm(j) é um grupo abeliano livre de posto j
o qual é autossimilar transitivo e diagonalmente fechado. Em contraste, no caso
geral temos o seguinte resultado.
Teorema G. Seja A um grupo abeliano livre.
(i) Suponha que A é de posto finito.
(a) Se A é um grupo autossimilar não-transitivo, então ∆(A) não é fini-
tamente gerado;
(b) Seja A um subgrupo autossimilar transitivo deAm. Então a represen-
tação autossimilar de A estende-se a uma representação autossimilar
não-transitiva em Am+1 com tipo-orbital (m, 1) tal que ∆(A), com
respeito a segunda representação, contém um grupo abeliano livre de
posto infinito enumerável que é autossimilar.
(ii) Suponha que A é de posto infinito enumerável. Então A pode ser realizado
como um grupo autossimilar de tipo-orbital (m, 1) e é invariante sobre ∆ =
〈x1, x2〉.
Para ilustrar o segundo item do teorema, seja A o subgrupo de Am+1 gerado
por
α1 = (e, . . . , e, α1, e)(0 1 · · ·m− 1)(m),
α2i−1 = αi
x1 (i ≥ 2) , α2i = αix2 (i ≥ 1).
Então A é um grupo abeliano de posto infinito enumerável que é autossimilar e










Finalizamos o Capítulo 3 descrevendo o centralizador de um subgrupo cíclico
autossimilar de A4. A descrição é baseada no tipo-orbital do grupo.
No Capítulo 4, estudamos representações autossimilares para grupos do tipo
Lamplighter generalizados: A o Zd, onde A é um grupo abeliano finitamente ge-
rado e d é um inteiro positivo e para os grupos Cp o Z2, onde p é um número
primo. O primeiro exemplo é o grupo Lamplighter clássico C2 o Z que serviu
como contraexemplo para uma conjectura de M. Atiya, [17].
A. Dantas e S. Sidki [2], mostraram que se A o Zd admite uma representação
autossimilar transitiva fiel, então A é necessariamente um grupo de torção de ex-
poente finito. L. Bartholdi e S. Sidki [14], mostraram que quando B é um grupo
abeliano finito, então B o Zd é um autômata-grupo de grau 2|B|. Generalizamos
ambos resultados no teorema a seguir.
Teorema H. Seja A um grupo abeliano finitamente gerado e considere T =
Tor(A). Então G = A o Zd é um autômata-grupo de grau 2|T | + 4. No caso
particular, para A = Zl, o grau pode ser reduzido para 4.
A. Dantas e S. Sidki [3], mostraram que o grupo Cp o Zd, onde Cp é um grupo
cíclico de ordem prima p e d ≥ 2, é um autômata-grupo de grau p2, mas tal grupo
não admite representação autossimilar transitiva de grau primo. Nesta direção,
obtemos o seguinte resultado.
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Teorema I. Seja p um número primo. Então o grupo Cp o Z2 é fechado por
estado de grau p + 1 com tipo-orbital (p, 1). De fato, Cp o Z2 é gerado por
α = (α, ασ, . . . , ασp−1, αβ), σ = (e, . . . , e, σ)(0 1 · · · p− 1) e β = (e, . . . , e, α).
Em particular, o grupo C2 o Z2 é fechado por estado de grau 3.
Seja f : H → G um endomorfismo virtual. DefinaG0 = G eGn = Gf
−1
n−1 para
todo n ≥ 1. Defina o subgrupo parabólico Gω = ∩j≥0Gj . Denote por Gω \ G o
conjunto das classes laterais à direita de Gω em G. Seja A um grupo e considere
A(Gω\G) = {φ : Gω \G→ A de suporte finito},
onde cada g ∈ G age por translação emA(Gω\G). O seguinte resultado foi provado
para grupos autossimilares transitivos por L. Bartholdi e S. Sidki.
Proposição. (Proposição 6.1, [14]) Sejam G um grupo autossimilar transitivo
de grau m, Gω o subgrupo parabólico e B um grupo abeliano finito. Então a
estensão B(Gω\G) oG é autossimilar transitivo de grau |B|m, além disso, é finito
por estado sempre que G o é.
Seja G um grupo fechado por estado com respeito aos dados (m,H,F), onde
m = (m1, . . . ,ms), com m1 ≥ 2, . . . ,ms ≥ 2. Para cada i = 1, . . . , s defina
Gi0 = G, Gij = (Gi(j−1))
f−1i (j > 0) e Gωi = ∩j≥0Gij. Com esta notação
estabelecemos o seguinte resultado.
Teorema J. Sejam B um grupo abeliano finito e G um grupo autossimilar com
tipo-orbital (m1, . . . ,ms), com m1 ≥ 2, . . . ,ms ≥ 2. Então o grupo
B((Gω1\G)×···×(Gωs\G)) oGs
é autossimilar com tipo-orbital (|B| ·m1 · · ·ms, 1). Além disso, se G é finito por
estado então B((Gω1\G)×···×(Gωs\G)) oGs também é finito por estado.
Como consequência do Teorema J, o grupo C2 o Z(ω) é finito por estado, veja
Exemplo 4.3.3.
No Capítulo 5, consideramos a questão de existência de grupos nilpotentes
finitamente gerados que não admitem representação autossimilar. Em particular,
estudamos essa questão para a classe Tc, grupos nilpotentes de classe c, livres de
torção e finitamente gerados.
Em [1], A. Berlatto e S. Sidki mostraram que os T2-grupos são ricos em autos-
similaridade: se G é um T2-grupo e H é um subgrupo de índice finito de G, então
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existe um subgrupo K de índice finito em H o qual admite um endomorfismo re-
corrente simples f : K → G (dizemos que o endomorfismo f é recorrente se ele
é um epimorfismo). Como consequência, todo T2-grupo é autossimilar transitivo.
J. Dyer [12], construiu, a partir de uma álgebra de Lie, um T6-grupo que é
2-gerado com comprimento de Hirsh igual a 9, cujo grupo de automorfismo é
também nilpotente, que não é autossimilar transitivo. O. Mathieu desenvolveu no
seu artigo recente [19], um estudo de Tc-grupos e suas conexões com nil varieda-
des. Usando uma classe de álgebras de Lie nilpotentes construídas por Y. Benoist
[31], ele exibe um T-grupo com centro cíclico que não é autossimilar. Em 2018,
S. Sidki [26], perguntou sobre a existência de um T3-grupo que não é autossimilar
(Problema 10).
Em [27], V. Bludov e B. Gusev introduziram o T3-grupo N3,4 dado pelas se-
guintes relações definidoras:
[a, [a, b]] = [a, b, b] = [a, [c, d]] = [a, d, d] = 1,
[b, [b, c]] = [b, [c, d]] = [c, [c, d]] = [c, d, d] = 1,
[a, [b, c]] · [a, c, b] = [a, [b, d]] · [a, d, b] = 1,
[a, [a, d]] · [b, c, c]−1 = [a, [a, c]] · [b, [b, d]]−1 = 1,
[a, c, b] · [b, d, d]−1 = [a, c, c] · [b, d, c]−1 = [a, d, b] · [a, d, c]−1 = 1,
[a, b] · [a, c, c]−1 = [c, d] · [a, [a, c]]−1 = 1.
Finalizamos o Capítulo 5 respondendo o Problema 10, proposto por S. Sidki,
com o seguinte resultado.
Teorema K. O grupo N3,4 não admite representação autossimilar fiel em Tm,
qualquer que seja m.
A maior parte dos resultados deste último capítulo foram obtidos por V. Blu-
dov e B. Gusev em [27]; os resultados inéditos deste capítulo são a Proposição
5.2.4 e o Teorema 5.2.6.
CAPÍTULO 1
Preliminares
Neste capítulo vamos definir a árvore uni-raizm-regular Tm e estudar o grupoAm,
de automorfismos de Tm. Veremos que cada automorfismo de Tm pode ser des-
crito através de uma sequência infinita de permutações do grupo simétrico de grau
m. Além disso, vamos ver que um automorfismo em Am tem uma interpretação
natural como um autômata definido sobre um alfabeto finito.
1.1 O grupo de automorfismos da árvore uni-raiz
m-regular
1.1.1 A árvore uni-raiz m-regular
Um grafo Γ é um par (V (Γ), E(Γ)), onde V (Γ) é um conjunto e E(Γ) é uma
coleção de pares ordenados de elementos de V (Γ). Chamamos V (Γ) o conjunto
de vértices de Γ e E(Γ) o conjunto de arestas de Γ, que é também chamado
relação de incidência.
Um caminho p é uma sequência de vértices v1, . . . , vn tal que (vi, vi+1) ∈
E(Γ) para cada i < n. O comprimento de p, denotado por |p|, é n− 1.
O grafo Γ é conexo se existe um caminho entre quaisquer dois de seus vértices.
Um ciclo no grafo Γ é um caminho v1, . . . , vn tal que n > 1 e v1 = vn.
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Uma árvore é um grafo conexo sem ciclos. Uma árvore é uni-raiz se ela
contém um vértice distinguido, que é chamado a raiz da árvore. Se v é um vértice
na árvore uni-raiz Γ, os descendentes de v são os vértices adjacentes a v mais
longe da raiz. Uma árvore uni-raiz é regular se cada vértice tem o mesmo número
de descendentes; se o número de descendentes de um vértice na árvore uni-raiz
regular é m, diremos que a árvore é uni-raiz m-regular.
Seja m um inteiro positivo e considere o alfabeto Y = {0, . . . ,m − 1} e
M = M(Y ) o conjunto de todas as sequências finitas de Y . M é um monoide
livremente gerado por Y com elemento neutro a palavra vazia ∅. O comprimento
de uma palavra u ∈M é denotada por |u|.
Definição 1.1.1. A árvore uni-raizm-regular Tm é o grafo (V (Tm), E(Tm)), onde
V (Tm) =M e (u, v) ∈ E(Tm) se, e somente se, v = uy para algum y ∈ Y , onde
u, v ∈M.
Dado um inteiro não negativo n, o nível n da árvore Tm é o subconjunto deM
formado por todas as palavras de comprimento n.
Quando m = 2, o alfabeto Y consiste do conjunto {0, 1} e a árvore T2 é













O nível 0 de T2 consiste da palavra vazia, o nível 1 de T2 é formado pelas
palavras 0 e 1, o nível 2 consiste das palavras 00, 01, 10, 11 e assim por diante.
1.1.2 O produto entrelaçado de grupos
Sejam G1, . . . , Gn grupos, então o conjunto G1 × · · · ×Gn, das sequências
(g1, . . . , gn) com gi ∈ Gi,
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é um grupo com respeito à multiplicação
(g1, . . . , gn)(g
′




1, . . . , gng
′
n).
Este grupo é chamado o produto direto ou produto cartesiano dos grupos Gi’s.
Este conceito pode ser estendido a uma coleção arbitrária de grupos Gi, com i
pertencendo a um conjunto arbitrário de índices, I . Seja G =
∏
i∈I Gi o conjunto
das funções f : I → ∪i∈IGi satisfazendo f(i) ∈ Gi para todo i ∈ I . O conjunto
G munido com a operação (fg)(i) = f(i)g(i) é um grupo, chamado o produto
cartesiano dos grupos Gi’s.
O suporte da função f é o conjunto
Supp(f) = {i | i ∈ I, f(i) 6= eGi}.
O subgrupo de G consistindo das funções de suporte finito é chamado o produto
direto dos Gi’s e denotado por
∏×
i∈I Gi. Note que se I é finito, então as noções
de produto direto e produto cartesiano coincidem. No caso I = Z e Gi = G para
todo i ∈ Z, denotaremos
∏×
i∈I Gi por G
(ω).
Um grupo G é dito ser um produto sub-direto dos grupos G1, . . . , Gk se G 6
G1 × · · · ×Gk e G projeta sobrejetivamente em cada fator.
Sejam N e H grupos e considere α : H → Aut(N) um homomorfismo. O
produto semidireto G = N oα H é o grupo consistindo dos pares (n, h), n ∈ N ,
h ∈ H e munido com a operação
(n, h)(n′, h′) = (n(n′)
hα
, hh′).
Por simplicidade, escrevemos nhn′h′ = n(n′)h
α
hh′.
Em [8], L. Kaloujnine e M. Krasner introduziram e estudaram o conceito de
produto entrelaçado de grupos. Este conceito tornou-se uma ferramenta muito
importante em Teoria de Grupos, o qual foi aplicado na construção de contrae-
xemplos e demostrações de teoremas de imersão. Usaremos esse teorema para
construir uma representação autossimilar de um grupo abstrato.
Sejam A e B grupos e A[B] o grupo de todas a funções f : B → A, com
multiplicação (f1f2)(x) = f1(x)f2(x) para todo x ∈ B. O grupo B age em A[B]:
f b : B → A por f b(x) = f(xb−1), para todos f ∈ F , b, x ∈ B. O produto
semidireto A[B] o B associado à esta ação é chamado o produto entrelaçado (ir-
restrito) de A por B e denotado por AWrB. Cada elemento de AWrB pode ser
unicamente representado por fb, com f ∈ A[B] e b ∈ B e a regra de multiplicação
segue da fórmula de conjugação
b−1fb(x) = f(xb−1).
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Denotaremos por A(B) o subgrupo de A[B] consistindo de todas as funções de
suporte finito. O produto entrelaçado restrito AwrB de A por B é definido
similarmente ao produto entrelaçado irrestrito trocando A[B] por A(B). Ao longo
desse trabalho denotaremos esse produto por A oB.
SejamG um grupo arbitrário eA um subgrupo normal deG. DefinaB = G/A
e considere π : G → B a projeção canônica. Seja s : B → G um transversal de
A em G, b 7→ bs; assim π(bs) = b, qualquer que seja b ∈ B. O monomorfismo de
Kaloujnine-Krasner φ : G→ AWrB é definido por
φ(g) = fgπ(g),







Logo, fg ∈ A[B]. Observe que φ é um monomorfismo e com isso fica estabelecido
o teorema:
Teorema 1.1.2. (Kaloujnine-Krasner) Sejam G um grupo e A um subgrupo nor-
mal de G. Considere B = G/A. Então existe uma imersão de G em AWrB.
Ou seja, o teorema estabelece que toda extensão de um grupo A por um grupo
B pode ser imerso no produto entrelaçado irrestrito de A por B.
Sejam A um grupo e B 6 Sym(Y ). Reservamos a notação A oY B para o
produto entrelaçado permutacional Am oB dado pela ação
(a0, . . . , am−1)
σ = (a0σ , . . . , a(m−1)σ),
onde (a0, . . . , am−1) ∈ Am e σ ∈ B.
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1.1.3 O grupo de automorfismos Am
Dadas duas árvores T e U , um isomorfismo entre T e U é uma aplicação bijetora
ψ : T → U que preserva adjacência de vértices; ou seja, se (u, v) ∈ E(T ) então
(ψ(u), ψ(v)) ∈ E(U).
Definição 1.1.3. Um automorfismo da árvore uni-raizm-regular Tm é um isomor-
fismo ψ : Tm → Tm.
Podemos dizer também que um automorfismo da árvore uni-raizm-regular Tm
é uma bijeção que preserva distância e portanto, é uma isometria de Tm.
O conjunto de todos os automorfismos de Tm formam um grupo com respeito
a operação composição de funções, o qual chamaremos o grupo de automorfismos
de Tm e denotaremos por Am.
Observações
(1) Dado u ∈ M a árvore uM = {uv | v ∈ M} é isomorfa à árvore original
Tm. De fato, basta considerar o isomorfismo uv 7→ v.




(3) Qualquer automorfismo α ∈ Am induz uma permutação σ(α) em Y , basta
considerar a restrição de α ao conjunto Y , α : Y → Y .
Veremos a seguir que o desenvolvimento de um elemento α ∈ Am é feito
especificando uma sequência infinita de permutações no alfabeto Y .
Todo automorfismo α ∈ Am induz uma permutação σ(α) em Y . Então a
composição α(σ(α))
−1
age trivialmente sobre o alfabeto Y e assim
α(σ(α))
−1
= (α0, . . . , αm−1),
onde αy é um automorfismo de yM, que podem ser vistos com automorfismos de
Am pelo isomorfismo do item (1) da observação acima. Logo,
α = (α0, . . . , αm−1)σ(α) ∈ (Am × · · · ×Am) o Sym(Y ) = (Am)m o Sym(Y ).
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Portanto, temos que Am = (Am)m o Sym(Y ) = Am oY Sym(Y ), com ação de
Sym(Y ) sobre (Am)m dada por
(α0, . . . , αm−1)
σ = (α0σ , . . . , α(m−1)σ).
Assim, o produto de α = (α0, . . . , αm−1)σ(α) por β = (β0, . . . , βm−1)σ(β) é
dado por
αβ = (α0β0σ(α) , . . . , αm−1β(m−1)σ(α))σ(α)σ(β) (1.1)
e inverso de α é
α−1 = (α−1
0(σ(α))




Com esses desenvolvimentos, a ação de um automorfismo α ∈ Am em uma
palavra y1y2 · · · yk ∈ Y k, k ≥ 1, é dada por
α : y1y2 · · · yk 7→ y1σ(α)(y2 · · · yk)αy1
e assim essa ação depende apenas da ação de permutações em Y .
Nesta ação, α induz um automorfismo αk na árvore Tmk sobre o alfabeto Y k e
assim obtemos uma imersão Am → Amk , a qual chamaremos k-inflação.
Definição 1.1.4. Seja α = (α0, . . . , αm−1)σ(α) ∈ Am. O conjunto de estados de
α é definido por
Q(α) = {αu | u ∈M} = {α, α0, . . . , αm−1}∪Q(α0)∪Q(α1)∪ · · · ∪Q(αm−1).
Dizemos que o automorfismo α ∈ Am é finito por estado se Q(α) é finito.
Exemplo 1.1.5. Considere os automorfismos γ = (γ, e, β) e β = (e, β, e)(0 1) de
A3, onde e é o elemento identidade. Sejam 101 e 210 emM({0, 1, 2}). Então
(102)γ = 1(02)e = 102
e
(210)γ = 2(10)β = 200β = 201.
Observe que Q(γ) = {e, γ, β} e Q(β) = {e, β}.
Definição 1.1.6. Seja G 6 Am. Dizemos que G é finito por estado se todo ele-
mento de G o é; G é fechado por estado se Q(α) ⊆ G para todo α ∈ G.
1.1 O grupo de automorfismos da árvore uni-raiz m-regular 17
Em decorrência de (1.1) e (1.2) obtemos
Q(αβ) ⊆ Q(α)Q(β) e Q(α−1) = Q(α)−1.
Portanto, o subconjunto F (Y ) deAm, consistindo dos automorfismos de esta-
dos finito, é um subgrupo de Am.
Dados G um grupo de automorfismos de Tm, um inteiro i não negativo e uma
palavra u sobre o alfabeto Y , definimos:
(1) StabG(i) = {α ∈ G | vα = v para todo v ∈ M(Y ) com |v| = i}, o
estabilizador do nível i em G;
(2) FixG(u) = {α ∈ G | uα = u}, o fixador de u em G;
(3) P (G) = {σ(α) | α ∈ G} 6 Sym(Y ), o grupo de permutação de G; G é
transitivo se P (G) é transitivo como subgrupo de Sym(Y ).
O grupo de automorfismos Am é o limite inverso do seu quociente pelos esta-






assim Am é um grupo topológico, onde cada StabAm(i) é um subgrupo aberto e
fechado. Com isso, se α ∈ Am, então α pode ser visto como um produto infinito
α0α1 · · ·αk · · · , onde αi ∈ StabAm(i).
Mais geralmente, se G é um subgrupo de Am, então seu fecho topológico, G,
consiste dos produtos infinitos α0α1 · · ·αk · · · , onde αi ∈ StabG(i).
Para definição do limite inverso lim←−, consulte [16].
1.1.4 Autômatas
Autômatas são modelos abstratos de máquinas que executam cálculos em uma
entrada, movendo-se através de uma série de estados, de modo que em cada estado
da computação, uma função de transição determina a próxima configuração da
máquina.
Definição 1.1.7. Um autômata de Mealy é uma sêxtupla (Q,L,Γ, f, l, q0), onde
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• Q é o conjunto de estados, onde cada elemento q deQ é uma função bijetiva
de Γ, q : Γ→ Γ;
• L é o alfabeto de entrada;
• Γ é o alfabeto de saída;
• f : Q× L→ Q é a função transição de estados;
• l : Q × L → Γ é a função saída definida por l(q, x) = q(x) para todos
q ∈ Q e x ∈ Γ;
• q0 ∈ Q é o estado inicial.
Neste trabalho, vamos considerar o alfabeto de entrada igual ao alfabeto de
saída e finitos. Dessa forma, a sêxtupla (Q,L,Γ, f, l, q0) pode ser reduzida a
quíntupla (Q,Γ, f, l, q0), com Γ finito. Por vezes, vamos suprimir o estado inicial
q0 e considerar o autômata apenas como (Q,Γ, f, l).
Podemos definir um autômata através do seu diagrama (diagrama de Moore).
Tal diagrama é um grafo direcionado rotulado de modo que seus vértices são iden-
tificados com os estados do autômata. Para cada estado q ∈ Q e cada letra x ∈ Γ,











Então Q = {q1, q2, q3}, Γ = {0, 1}, o estado inicial é q1, a função mudança de
estados f é dada por










Cada automorfismo finito por estados, α = (α0, . . . , αm−1)σ(α) ∈ Am, pode
ser visto como um autômata, onde o conjunto de estados é Q(α), o alfabeto de
entrada e saída é o conjunto Y = {0, . . . ,m−1}, o estado inicial é α e as funções
mudança de estados e de saída são dadas por
f : Q(α)× Y → Q(α)
(α, y) 7→ αy
l : Q(α)× Y → Y
(α, y) 7→ yσ(α)
Exemplo 1.1.9. O automorfismo de T2 definido por a = (e, a)σ, com σ = (0 1)
transposição de Sym({0, 1}), é chamado máquina de adição binária. Note que
a2 = (a, a) e assim a2n = (an, an) e a2n+1 = (an, an+1) e logo a tem ordem





Exemplo 1.1.10. A máquina de adição dupla é o automorfismo de T4 definido por
a = (e, a, e, a)(0 1)(2 3). Note que a2 = (a, a, a, a) e assim a2n = (an, an, an, an)
e a2n+1 = (an, an+1, an, an+1) e logo a tem ordem infinita. O conjunto de estados
de a é Q(a) = {a, e} e portanto a é finito por estado.
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a e
0|1, 2|3
1|0, 3|2 0|0, 1|1, 2|2, 3|3
Exemplo 1.1.11. Considere o automorfismo α = (α, α2)σ ∈ A2, com σ = (0 1).
Então α2n = (α3n, α3n) e α2n+1 = (α3n+1, α3n+2)σ para todo inteiro n ≥ 1.

















Exemplo 1.1.12. Seja α = (α, σ) ∈ A2, onde σ = (0 1). Então α2 = (α2, e) = e.




Reciprocamente, dado um autômata (Q,Γ, f, l, q0), podemos associar a cada
estado q de Q um automorfismo de Am, com m = |Γ|, Γ = {γ0, . . . , γm−1}. De
fato, basta associar q ∈ Q com o automorfismo
αq = (α0, . . . , αm−1)σ(q),
onde αi corresponde ao estado qi = f(q, γi) e a permutação σ(q) é definida por
iσ(q) = j se, e somente se, l(q, γi) = γj.Assim, o conjunto de estados do autômata
A = (Q,Γ, f, l, q0) pode ser considerado como subconjunto de Am. O grupo
gerado pelo autômata A é definido por
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G(A) = 〈αq | q ∈ Q〉.




Então o grupo gerado por este autômata é G1 = 〈a = (e, a)(0 1)〉 6 A2. Pelo
Exemplo 1.1.9, a tem ordem infinita e portanto o grupo gerado por este autômata
é isomorfo ao grupo cíclico infinito Z.
Para mais informações sobre autômatas consulte [23].
1.2 Representação de grupos em Am
Um subgrupo G de Am é dito ser autossimilar se é fechado por estado; se, além
disso, a ação de G no primeiro nível de Tm é transitiva, dizemos que G é um
grupo autossimilar transitivo. O grupo G é finito por estado se cada um de seus
elementos tem um número finito de estados.
Dado um grupo abstratoG, um homomorfismo ϕ : G→ Am é dito ser uma re-
presentação de grau m de G. Se Gϕ 6 Am é autossimilar, autossimilar transitivo
ou finito por estado, dizemos que a representação ϕ de G, ou simplesmente que
G, é autossimilar, autossimilar transitivo ou finito por estado, respectivamente. A
representação é fiel se o núcleo de ϕ é trivial.
1.2.1 A árvore de classes laterais
A construção a seguir é baseada em [6] e [24]. Para mais detalhes vide estas
referências.
Seja H um grupo que admite uma cadeia de subgrupos
H = H0 > H1 > · · · > Hi > Hi+1 > · · ·
tal que
⋂
iHi = 1. Então Hi−1 =
⋃
Hitij para todo i ≥ 1. Podemos en-
tão construir uma árvore T na qual os vértices consistem de classes da forma
Hsts,jsts−1,j(s−1)...t1,j1 e a relação de incidência é dada pela relação de inclusão de
conjuntos.
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Suponha que [Hi−1 : Hi] = m para todo i ≥ 1, então a árvore T é regular.
Considere Ti = {ti,0, . . . , ti,m−1} transversal de Hi em Hi−1, então a árvore T é























Observe que, como grafos, a árvore T é isomorfa a árvore Tm. Assim, pode-
mos considerar o homomorfismo ϕ : G→ Am definido por
hϕ : Hiω 7→ Hiωh.
Como
⋂
iHi = 1, ϕ é monomorfismo. Portanto, obtemos uma representação fiel
de grau m para H .
Exemplo 1.2.1. O grupo cíclico infinito Z admite representação fiel em A2. De
fato, basta considerar a cadeia de subgrupos
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1.2.2 Endomorfismos virtuais
SejamG um grupo eH um subgrupo deG de índice finitom. Um homomorfismo
f : H → G é chamado um endomorfismo virtual de G. Vamos nos referir ao par
(H, f) como um par de similaridade de G. Um subgrupo U de H é f -invariante
se f(U) ⊆ U . O f -core de H é o maior subgrupo de H , normal em G que é
f -invariante.
Dado um par (H, f), de similaridade de G, vamos produzir através de uma
construção generalizada de Kaloujinine-Krasner uma representação autossimilar
transitiva de grau m para G.
Para isso, escolha T = {t0, . . . , tm−1}, com t0 = e, um transversal à direita
de H em G. Considere σ : G → Per(Y ), Y = {0, . . . ,m − 1}, a representação
permutacional deG em Y induzida pela ação do grupo nas classes laterais à direita
de H , isto é,
iσ(g) = j se, e somente se, Htig = Htj.
Para cada elemento g em G, obtemos:
(1) sua imagem σ(g) sobre σ;
(2) uma m-upla (θ(g, t0), . . . , θ(g, tm−1)) de elementos de Schreier, onde
θ : G× T → H
é a função definida por θ(g, ti) = tig(tiσ(g))
−1.
Então, o Teorema de Kaloujnine-Krasner [8], dá um homomorfismo de G no
produto entrelaçado H wrY σ(G) definido por
ϕ1 : g 7→ (θ(g, ti) | i = 0, . . . ,m− 1)σ(g).
Para produzir uma representação ϕ : G → Am, usamos o endomorfismo
virtual f : H → G para iterar o processo infinitamente, e assim definimos
ϕ : g 7→ (θ(g, ti)fϕ | i = 0, . . . ,m− 1)σ(g).
A seguinte proposição tem sido fortemente usada para construção de grupos
autossimilares transitivos.
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Proposição 1.2.2 (Nekrashevych & Sidki, [30]). A aplicação ϕ, definida acima, é
um homomorfismo tal que o estabilizador do primeiro nível em Gϕ coincide com
Hϕ e o núcleo de ϕ é igual ao f -core de H , isto é
ker(ϕ) = 〈K 6 H | K C G,Kf 6 K〉.
Além disso, Gϕ é autossimilar transitivo.
Exemplo 1.2.3. ConsidereG = Z, H = 2Z e f : H → G o endomorfismo virtual
definido por 2z 7→ z. Então
ker(ϕ) = 〈K 6 H | K C G,Kf 6 K〉 = 1.
Logo G ' Gϕ é autossimilar transitivo em T2. Escolhendo o transversal T =
{0, 1}, obtemos Gϕ = 〈a = (e, a)(0 1)〉.
Dado um par de similaridade (H, f) para G, a representação ϕ : G → Am
depende da escolha do transversal de H em G. Na verdade, quando mudamos o
transversal, produzimos outra representação que é conjugada à primeira via um
automorfismo da árvore definido recursivamente, como estabelece o resultado a
seguir.
Proposição 1.2.4 (Brunner & Sidki, [5]). Seja (H, f) um par de similaridade
para G e considere
L = {x0, x1, . . . , xm−1}, L′ = {x′0 = h0x0, x′1 = h1x1, . . . , x′m−1 = hm−1xm−1}
transversais à direita de H em G onde hi ∈ H .
Sejam ϕ = ϕxi , ϕ
′ = ϕhixi : G → Am representações correspondentes aos
transversais L e L′, respectivamente, e defina os seguintes elementos de Am
γ = γhi,ϕ′ = ((hi)
fϕ′)1≤i≤m−1,
λ = λhi,ϕ′ = γγ





Vimos no Capítulo 1 que podemos construir uma representação para um grupo
G através de um endomorfismo virtual; essa representação produz G autossimilar
transitivo. Ao longo desse trabalho, vamos abrir mão da condição de transitividade
e assim estudar também os grupos autossimilares não transitivos, para isso vamos
considerar um conjunto de endomorfismos virtuais.
2.1 Representação autossimilar intransitiva
Seja G 6 Am um grupo fechado por estado. Então G induz um grupo de permu-
tação P 6 Sym(Y ) com órbitas O(1), . . . , O(s). Ordene os elementos do alfabeto
Y = {0, 1, . . . ,m− 1} começando com os elementos de O(1), seguidos pelos ele-
mentos de O(2) e assim sucessivamente. Podemos supor que as órbitas estão em
ordem não-decrescente de tamanho m1 ≤ m2 ≤ · · · ≤ ms.
O grupo P induz grupos de permutações P(i) em O(i), i = 1, . . . , s e P é
produto sub-direto dos P(i)’s. Assim, um elemento de P se decompõe como pro-
duto σ = σ(1) · σ(2) · · ·σ(s), onde σ(i) ∈ P(i). A s-upla (P(1), . . . , P(s)) é chamada
tipo-permutacional de G.
Um elemento α em G pode ser visto como α = α′σ, onde σ ∈ P e
α′ = (α0, . . . , αm−1) = (α(1), α(2), . . . , α(s))
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tendo os índices das entradas de α(i) em O(i). Assim, α pode ser escrito como
α = (α(1), e, . . . , e)σ(1) · · · (e, . . . , e, α(s))σ(s),
onde os fatores comutam entre si.
Dado um grupo G definimos uma tripla (m,H,F) , onde:
(1) H = (Hi | [G : Hi] = mi ( 1 ≤ i ≤ s)), uma sequência de subgrupos de G
com índices finito;
(2) m = (m1, . . . ,ms) e m = m1 + · · ·+ms;
(3) F = {fi : Hi → G | 1 ≤ i ≤ s}, um conjunto de endomorfismos virtuais.
Vamos nos referir à tripla (m,H,F) como G-dados para G. O F-core de
H é o maior subgrupo de
⋂s
i=1Hi, normal em G que é fi-invariante para todo
i = 1, . . . , s.
Inspirados na construção da representação autossimilar transitiva do Capítulo
1, vamos produzir uma representação autossimilar intransitiva. Para isso vamos
considerar:
(1) Ti = {ti1, . . . , timi} (com ti1 = e), i = 1, . . . , s, um transversal à direita de
Hi em G e definir T = {t11, . . . , t1m1 , t21, . . . , t2m2 , . . . , ts1, . . . , tsms};
(2) σ(i) : G→ Sym(Yi), Yi = {0, . . . ,mi − 1}, a representação permutacional
de G em Yi induzida pela ação do grupo nas classes laterais à direita de Hi;
(3) um renomeamento dos elementos do conjunto T , ordenadamente, para
T = {t1, . . . , tm1 , tm1+1, . . . , tm1+m2 , . . . , tks+1, . . . , tm}
onde ki = m1 + · · · + mi−1, i = 2, . . . , s e k1 = 0. Com isso, podemos
considerar os conjuntos Yi’s disjuntos;
(4) θi : G× Ti → Hi a função de Schreier de Hi em relação ao transversal Ti.
Feito isso, definimos ϕ : G→ Am por
ϕ : g 7→
(
θi (g, t)
fiϕ | 1 ≤ i ≤ s, t ∈ Ti
)
σ(g),
onde σ(g) é o produto das permutações σ(i)(g).
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Proposição 2.1.1. Com a notação acima, temos que:
(i) a aplicação ϕ : G→ Am é um homomorfismo bem definido e Gϕ é fechado
por estado;
(ii) o núcleo de ϕ é o F-core de H, isto é,
ker(ϕ) = 〈K 6 ∩si=1Hi | K C G,Kfi 6 K, ∀i = 1, . . . , s〉.
Demonstração. (i) Pela definição de σ(g), temos que para t ∈ Ti, θi(g, t) ∈ Hi
e portanto ϕ é uma função bem definida.
Sejam g e h elementos de G.
Observe que σ(gh) = σ(g)σ(h). De fato, se ki ≤ l ≤ ki+1− 1 então a ação
de σ em l é dada por σ(i). Assim,
(l)σ(gh) = (l)σ(i)(gh) = ((l)σ(i)(g))σ(i)(h).



















Portanto, ϕ é um homomorfismo.
Pela definição de ϕ, Gϕ é fechado por estado.
(ii) Primeiro, seja K 6 ∩si=1Hi tal que K C G e Kfi 6 K, ∀i = 1, . . . , s e
considere x ∈ K. Então σ(i)(x) = 1. De fato,
kσ(i)(x) = l ⇐⇒ Hitikx = Hitil
Hitik = Hix
t−1ik tik = Hitil ⇐⇒ k = l.
Assim, σ(x) = 1. Como Kfi 6 K, θi(x, t)fiϕ tem permutação trivial, e
assim cada estado de ϕ(x) tem permutação trivial e como (yu)α = yσ(α)uα,
segue que ϕ(x) é trivial.
Agora kerϕ 6 ∩si=1Hi, kerϕ C G e (kerϕ)fi 6 kerϕ, porque para cada
k ∈ kerϕ temos que kfiϕ = e, i = 1, . . . , s.
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A partição m = (m1, . . . ,ms) é chamada o tipo-orbital da representação. A
representação ϕ de G é dita ser simples se o F-core de H é trivial. Neste caso, a
representação é fiel e G ' Gϕ.
Teorema 2.1.2. Um grupo G admite representação fiel autossimilar com tipo-
orbital (m1, . . . ,ms) se, e somente se, existem dados (m,H,F) para G com F-
core de H
〈K 6 ∩si=1Hi | K C G,Kfi 6 K, ∀i = 1, . . . , s〉
trivial.
Demonstração. Seja G um grupo autossimilar com tipo-orbital (m1, . . . ,ms).
Seja P (G) o grupo de permutações de Y = {0, . . . ,m − 1} induzido por G e
considere O(i) = {yi1, . . . , yimi}, i = 1, . . . , s, as órbitas de P (G).
Defina Hi = FixG(yi1) = {α ∈ G | (yi1)σ(α) = yi1} e observe que
Hiα 7→ α(yi1)
é uma bijeção do conjunto das classes laterais à direita de Hi em G em O(i) e
assim [G : Hi] = mi, m = m1 + · · ·+ms.
Agora defina πi : Hyi1 → G por
α 7→ αyi1 ,
onde α = (α0, α1, . . . , αm−1)σ(α) é um elemento em Hi. Dessa forma, obtemos
uma tripla (m,H,F) para G, onde
H = (Hi | [G : Hi] = mi ( 1 ≤ i ≤ s)) ,
m = (m1, . . . ,ms) , m = m1 + · · ·+ms
e
F = {πi : Hi → G | 1 ≤ i ≤ s} .
Afirmamos que o homomorfismo ϕ induzido pela tripla (m,H,F) é um mo-
nomorfismo. Para isso, provaremos que para qualquer α = (α0, α1, . . . , αm−1)σ(α)
em K 6 ∩si=1Hi tal que K C G,Kfi 6 K, ∀i = 1, . . . , s, é trivial.
Considere ki ≤ l ≤ ki+1−1, i = 0, 1, . . . , s, então (l)σ(α) = (l)σ(i)(α). Suponha
que (l)σ(i)(α) = j, com l 6= j. ComoG age transitivamente em cada órbita, existe
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β ∈ G tal que (l)σ(i)(β) = ki, o que é equivalente à (ki)σ(i)(β)−1 = l. Como
K C G, αβ ∈ K, então (ki)σ(i)(α)σ(i)(β) = ki. Então,
(ki)σ
−1
(i) (β)σ(i)(α)σ(i)(β) = ki
Logo, (j)σ(i)(β) = ki. Assim, (l)σ(i)(β) = ki e (j)σ(i)(β) = ki, pela bijetividade
de σi segue que j = l, uma contradição. Portanto, kerϕ = 1.
Reciprocamente, suponha que (m,H,F) é uma tripla para G tal que o F-core
de H trivial. Escolhendo
Ti = {ti1, . . . , timi}, i = 1, . . . , s,
transversal de Hi em G e considerando T como união dos Ti’s, vimos que pode-
mos definir recursivamente o homomorfismo ϕ : G→ Am por
ϕ : g 7→
(
θi (g, t)
fiϕ | 1 ≤ i ≤ s, t ∈ Ti
)
σ(g),
onde σ(g) é a permutação de Sym(Y ) induzida por T . Pela Proposição anterior,
Gϕ é fechado por estado e
kerϕ = 〈K 6 ∩si=1Hi | K C G,Kfi 6 K, ∀i = 1, . . . , s〉 = 1.
Logo, a representação é fiel e G ' Gϕ.
Dado um elemento α = (α0, . . . , αm−1)σ(α), do grupo de automorfismosAm,
dizemos que α é ativo se σ(α) 6= 1 e inativo caso contrário.
Observe que se G 6 A2, é um grupo não-trivial fechado por estado, então existe
um elemento de G que tem algum estado ativo e portanto G é transitivo; isto é,
todo grupo não-trivial de automorfismos de T2 que é fechado por estado, é também
transitivo. Dessa forma, se um grupo não trivial admite representação fechada por
estado e não transitiva, essa representação é de grau maior que dois.
2.1.1 Mudança de transversal
Dado um subgrupo P de Sym(Y ), o fecho por camadas de P em Am, denotado
por L(P ), é o subgrupo formado por todos automorfismos em Am no qual os
estados tem atividades pertencendo a P . Note que, similarmente à estrutura do
produto entrelaçado Am = Am o Sym(Y ), temos que L(P ) = L(P ) o P e clara-
mente L(P ) é fechado por estado. Observe que se G é autossimilar de grau m e
induz o grupo de permutação P em Y então, G é um subgrupo de L(P ). Parti-
cione Y nas P -órbitas {O(1), O(2), . . . , O(s)} e para cada i, seja P induzindo P(i)
em O(i). Então P é um produto sub-direto dos P(i)’s.
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Lema 2.1.3. Suponha que P se fatora como P = P(1) · P(2) · · ·P(s). Então L(P )
se fatora como L(P ) = L(P(1)) · L(P(2)) · · ·L(P(s)).
Demonstração. É suficiente considerar o caso s = 2. Um elemento a em L(P )
pode ser escrito como a = a′p, onde a′ = (a0, . . . , am−1) e p = p1p2 com p1 ∈
P(1), p2 ∈ P(2). Da mesma forma
ai = (ai0, . . . , ai(m−1))pi1pi2,
onde pi1 ∈ P(1), pi2 ∈ P(2). Reescrevemos essa expressão de modo que as ativida-
des de P(1) são colocadas do lado esquerdo e as atividades de P(2) do lado direito,
como segue:
a = ((a0)
′, . . . , (am−1)
′)(p01p02, . . . , p(m−1)1p(m−1)2)p1p2
= ((a0)
′, . . . , (am−1)
′)[(p01, . . . , p(m−1)1))p1][(p02, . . . , p(m−1)2)
p1 ]p2,
onde os parênteses da segunda expressão, conjugada por p1, permuta os primeiros
m1 índices de (p02, . . . , p(m−1)2), e continuamos sucessivamente o processo.
Cada P(i) é um subgrupo de Si = Sym(O(i)). Definimos S, subgrupo de
Sym(Y ), por S1 · S2 · · ·Ss. Então, L(P ) é um subgrupo de L(S). Assim, para
o grupo G fechado por estado com estrutura orbital definida pelas órbitas O(i)’s,
L(S) substitui Am como o grupo ambiente em que G vive.
Existem duas representações autossimilares transitivas fiéis para o grupo cí-
clico de ordem 2, G = 〈a〉, na árvore binária:
a 7→ (e, e)(0 1) e a 7→ (δ, δ)(0 1).
Por outro lado, o homomorfismo ϕ : G→ A2 produz a representação
a 7→ (e, e)(0 1).
Problema. (Sidki, [26]) Qual a relação entre representações autossimilares e as
representações produzidas pelo homomorfismo ϕ?
Sejam G um subgrupo autossimilar transitivo de Am, H = FixG(0), f a
projeção sobre a primeira coordenada H → G e T um transversal de H em G.
Pela Proposição 1.2.4, quando mudamos o transversal T de H em G para outro
T ′ produzimos outra representação ϕ′ de G tal que Gϕ′ é conjugado à Gϕ por um
automorfismo da árvore, definido recursivamente.
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O grupo de automorfismos da árvore Am é autossimilar transitivo e seu trans-
versal canônico (à direita) de FixAm(0) em Am é a união de {e} com o conjunto
de transposições {(0 i) | i = 1, . . . ,m − 1}. Assim, podemos substituir esse
transversal canônico por T . Segue que ao extrair a tripla (m,H, f) paraG da ação
autossimilar de G na árvore e então voltando pelo procedimento de Kaloujnine-
Krasner produzimos um subgrupo de Am conjugado à G.
Estes resultados estendem ao caso mais geral s ≥ 1. Primeiramente, a mu-
dança dos transversais Ti (1 ≤ i ≤ s) para os transversais T ′i (1 ≤ i ≤ s) de
G segue o mesmo procedimento para cálculo no caso transitivo, para produzir
um conjugador definido recursivamente em L(S). Em seguida, considerando o
ordenamento das órbitas
O(1) = {0, 1, . . . ,m1 − 1}, O(2) = {m1,m1 + 1, . . . ,m1 +m2 − 1}, . . .
O(s) = {m−ms,m−ms + 1, . . . ,m− 1}
e a substituição dos transversais canônicos (à direita) deFixL(S)(0) e deFixL(S)(m1+
· · ·+mi−1) (para 2 ≤ i ≤ s) em L(S) por Ti.
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Ainda não é bem entendido sobre quais operações a classe de grupos autossimi-
lares é fechada. O resultado abaixo nos diz que se um grupo G é autossimilar de
grau m então G×G é também autossimilar de grau m.





, onde H = {H1 × G, . . . , Hs × G} e H = {f̄1, . . . , f̄s}, com





Demonstração. Seja K 6
⋂s
i=0(Hi × G), K C G × G com K
f̄i 6 K para
i = 1, . . . , s.
Defina π(i)0 : Hi ×G→ G como a projeção sobre a primeira coordenada. Assim,
π
(i)
0 (K) = {h ∈ Hi | (h, g) ∈ K para algum g ∈ G} := Ki 6 Hi.
Então ⋂s
i=0Ki = {h ∈
⋂s
i=0 Hi | (h, g) ∈ K para algum g ∈ G}.
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Como K C G×G temos que
⋂s
i=0Ki C G.
Seja y = (h, x) ∈ K 6
⋂s
i=0(Hi ×G), assim h ∈
⋂s
i=0 Ki. Aplicando f̄i, temos:
yf̄i = (x, hfi) ∈ K e x ∈
⋂s
i=0Hi.
Aplicando f̄i novamente, obtemos:
yf̄i
2
= (x, hfi)fi = (hfi , xfi) ∈ K 6
⋂s
i=0(Hi ×G) 6 Hi ×G.
Logo, hfi ∈
⋂s
i=0 Ki. Como (m,H,F) define G autossimilar, pelo Teorema
2.1.2,
⋂s
i=0Ki = 1. Portanto y = (e, x) e aplicando f̄i, y
f̄i = (x, e) ∈
⋂s
i=0Ki e
então y = (e, e). Portanto o F-core de H é trivial.
Em geral, se um grupo G é autossimilar de grau m então Gk, onde k ≥ 1, é
também autossimilar de grau m. Para isso, basta considerar os homomorfismos
f̄i : Hi × Gk−1 → Gk, por f̄i(h, x2, . . . , xk) = (x2, . . . , xk, hf ) e aplicar as
técnicas da demostração anterior.
O produto direto restrito de uma quantidade enumerável de vezes de um grupo
G, fechado por estado de grau m, é também fechado por estado. No entanto, a
representação que conseguimos tem grau m + 1 como estabelece o resultado a
seguir.
Teorema 2.2.2. Seja G 6 Am um grupo autossimilar de grau m com tipo-orbital
(m1, . . . ,ms) e m1 ≥ m2 ≥ · · · ≥ ms. Então:
(i) G(ω) admite uma representação fiel fechada por estado de grau m + 1 e
tipo-orbital (m1, . . . ,ms, 1).
(ii) Seja K um subgrupo regular de Sym({1, . . . , s}). Então o produto entre-
laçado restrito G oK admite uma representação fiel, fechada por estado e
transitiva de grau (m1 ·m2 · · ·ms) · s.
Demonstração. (i) Seja G um grupo autossimilar de grau m com tipo-orbital
(m1, . . . ,ms). Então pelo Teorema 2.1.2 existe uma tripla (m,H,F) tal que
o F-core de H é trivial.
Todo elemento g ∈ G(ω) pode ser unicamente escrito na forma
g = (g1, g2, g3, . . . ).
Então o subgrupo Li = {(h, g2, g3, . . . ) ∈ G(ω) | h ∈ Hi} tem índice mi
em G(ω). Para cada i = 1, . . . , s defina o homomorfismo f̄i : Li → G(ω)
por
(h, g2, g3, . . . )
f̄i = (hfi , g2, g3, . . . )
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e o homomorfismo f̄s+1 : Ls+1 = G(ω) → G(ω) por
(g1, g2, . . . )
f̄s+1 = (g2, g3, . . . ).
Então
〈L 6 ∩s+1i=1Li | L C G(ω), Lf̄i 6 L,∀i = 1, . . . , s+ 1〉
é trivial. Usando novamente o Teorema 2.1.2, obtemos que G(ω) é autossi-
milar de grau m+ 1 com relação aos dados (m,H,F), onde
m = (m1, . . . ,ms, 1),
H =(L1, . . . , Ls, Ls+1) e
F = {f 1, . . . , f s, f s+1}.
(ii) Seja l um inteiro positivo tal que Hi 6= G para 1 ≤ i ≤ l e Hi = G
para l + 1 ≤ i ≤ s. Defina H = H1 × · · · × Hs e W = G o K. Então
[W : H] = s(m1 · · ·ml) e o endomorfismo f : H → W dado por
(h1, . . . , hs) 7→ (hf11 , . . . , hfss )
é bem definido. Considere L um subgrupo de H , normal em W e f -
invariante. Seja g = (g1, . . . , gs) ∈ L. Como K é um grupo transitivo de














g(r) ∈ 〈K 6 ∩si=1Hi | K C G,Kfi 6 K, ∀i = 1, . . . , s〉 = {1}
para cada r = 1, . . . , s.
Portanto, L = {e} e G oK é autossimilar de grau s · (m1 · · ·ml).
Corolário 2.2.3. O grupo Z(ω) é fechado por estado de tipo-orbital (2, 1) , além
disso é finito por estados.
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Demonstração. Considere a aplicação f : 2Z → Z definida por 2n 7→ n. Note
que o único subgrupo de 2Z f -invariante é o subgrupo trivial e logo f é um en-
domorfismo virtual simples. Assim, Z é autossimilar de grau 2. Aplicando o
Teorema 2.2.2 (i), o grupo Z(ω) é fechado por estado de grau 2 + 1 = 3.
Defina os homomorfismos f̄1 : 2Z× Z(ω) → Z e f̄2 : Z(ω) → Z(ω) por
f̄1 : (2n1, n2, . . . ) 7→ (n1, n2, . . . )
e
f̄2 : (n1, n2, . . . ) 7→ (n2, n3, . . . ),
respectivamente. Considere T1 = {e, (1, 0, 0, . . . )} e T2 = {e}, transversais de
2Z×Z(ω) e Z(ω) em Z(ω), respectivamente. Então a representação ϕ : Z(ω) → A3
induzida por f̄1, f̄2, T1 e T2 é
Z(ω) ' Z(ω)ϕ = 〈α1 = (e, α1, e)(0 1), αi = (αi, αi, αi−1) | i = 2, 3, 4, . . . 〉.
Podemos então construir o seguinte autômata de Mealy.
e α1 α2 α3 ...
0|0, 1|1, 2|2
0|1, 2|2 2|2 2|2 2|2
1|0 0|0, 1|1 0|0, 1|1
Diagrama de Z(ω)
Aplicação 2.2.4. ConsidereG0 um grupo autossimilar. Para i ≥ 1 defina recursi-
vamenteGi = (Gi−1)
(ω). Então, pela proposição anterior, Gi é também um grupo
autossimilar.
Em [14], Bartholdi e Sidki perguntaram se dado um grupo autossimilar G, o
grupo G(ω) é também autossimilar. Para o caso intransitivo, o teorema anterior
nos dá uma resposta positiva para essa pergunta. Neste mesmo trabalho, os auto-
res mostraram a existência de uma representação autossimilar transitiva do grupo
Z(ω) na árvore binária T2, além disso mostraram que Z(ω) não pode ser repre-
sentado, em nenhum grau, de forma autossimilar transitivo e finito por estado. No
entanto, pelo Corolário 2.2.3, o grupo Z(ω) admite uma representação autossimilar
intransitiva em T3 que é finita por estado.
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2.3 Concatenação de representações autossimilares
Sejam A1, A2 e U grupos. Defina G1 = A1 o U e G2 = A2 o U e considere
G = (A1 ⊕ A2) o U . Para i = 1, 2, defina os dados (mi,Hi,Fi) para Gi, onde
mi = (mi1, . . . ,misi), Hi = (Hi1, . . . , Hisi) e Fi = {fi1, . . . , fisi}.













·H2k (1 ≤ k ≤ s2)
)
e
F ={f̃11, . . . , f̃1s1 , f̃21, . . . , f̃2s2}
onde f̃1j : H̃1j → G é o homomorfismo definido por
f̃1j : ah 7→ hf1j , onde a ∈ A2U , h ∈ H1j
e f̃2k : H̃2k → G é o homomorfismo definido por
f̃2k : ah 7→ hf2k , onde a ∈ A1U , h ∈ H2k.
Para i = 1, 2, considere a representação autossimilar de Gi com respeito aos
dados (mi,Hi,Fi) e denote por Ki o Fi-core de Hi. Além disso, seja K o F-core
de H da representação autossimilar de G com respeito à tripla (m,H,F) .
Teorema 2.3.1. (Teorema de Concatenação) Mantendo a notação acima:
(i)
K ∩ (A1 ⊕ A2)U = K1 (A2)U ∩K2 (A1)U ;
(ii) se as representações autossimilares de G1 e G2 são fiéis, então a corres-
pondente representação autossimilar de G também é fiel;
(iii) se as representações autossimilares deG1 eG2 são finitas por estado, então
a correspondente representação autossimilar de G também o é.
Demonstração. Para i = 1, 2 defina
Ri = 〈S 6 ∩sij=1H̃ij | S C G, S f̃ij 6 S,∀j = 1, . . . , si〉,
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(i) Note que
K = 〈S 6 ∩s1j=1H̃1j ∩
s2
K=1 H̃2k | S C G, S
f̃1j 6 S, S f̃2k 6 S
∀j = 1, . . . , s1, k = 1, . . . , s2〉.
Assim , K = R1 ∩R2.
Observe ainda que
R1 ∩ (A1 ⊕ A2)U = K1 (A2)U ,
R2 ∩ (A1 ⊕ A2)U = K2 (A1)U .
Portanto,
K ∩ (A1 ⊕ A2)U = K ∩ (R1 ∩R2)
= R1 ∩ (A1 ⊕ A2)U ∩R2 ∩ (A1 ⊕ A2)U
= K1 (A2)
U ∩K2 (A1)U .
(ii) Como K1 = K2 = {e}, por (i), obtemos que
K ∩ (A1 ⊕ A2)U = (A2)U ∩ (A1)U = {e} .
Note que K centraliza (A1 ⊕ A2)U ; de fato, sejam k ∈ K e a ∈ (A1 ⊕ A2)U ,
como K e (A1 ⊕ A2)U são subgrupos normais de G, então k−1a−1ka per-
tence à K ∩ (A1 ⊕ A2)U = {e}, logo ka = ak.
No entanto, (A1 ⊕ A2)U contém todo o seu centralizador em G. Assim,
K = K ∩ (A1 ⊕ A2)U = {e}.
(iii) Note que se existem transversais deH11, . . . , H1s1 emG1 e deH21, . . . , H2s2
em G2 tais que G1 e G2 são finitos por estado, então estes transversais in-
duzem uma representação finita por estado de G.
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Autômata de Bartholdi-Šunik
Sejam X um conjunto finito arbitrário e g : Xd+1 → X uma função. Defina
o autômata Ag = (Xd, X, f, l), onde f : Xd × X → Xd e l : Xd × X →
X são definidas por f((x1, . . . , xd), x) = (x2, . . . , xd, x) e l((x1, . . . , xd), x) =
g(x1, . . . , xd, x).
Vamos nos restringir ao seguinte caso particular. SejaX o anel finito (Z/nZ)d
e considere p(t) = a0 + a1t + · · · + adtd, polinômio mônico de grau d ≥ 1,
o qual é inversível no anel de séries de potências (Z/nZ) [[t]], assim a0 é inver-
sível em Z/nZ e ad = 1. Considere a função g : Xd+1 → X definida por
g(x0, x1, . . . , xd) = adx0 + ad−1x1 + · · · + a0xd. No caso em que p(t) = 1 + t,
podemos reescrever as funções de mudança de estado e de saída de A1+t dadas
por l(y, x) = y + x e f(y, x) = x.
Definição 2.3.2. Dizemos que um grupo G é um autômata-grupo se existe um
autômatoA = (Q,Γ, f, l, q0) tal queQ é finito e G(A) ' G, com G(A) finitamente
gerado, fechado por estado e finito por estado.
Proposição 2.3.3. (Bartholdi & Šunik, [15]) O grupo gerado pelo autômata A1+t
é o grupo do tipo Lamplighter
Ln = (⊕ZZ/nZ) o Z = (Z/nZ) o Z.
Aplicação 2.3.4. Dado um grupo abeliano finito A, podemos escrevê-lo como
A = Z/n1Z⊕ Z/n2Z⊕ · · · ⊕ Z/nkZ.
Utilizando o Teorema 2.3.1 e a Proposição 2.3.3, segue que para A grupo abeli-
ano finito A o Z é um autômata-grupo. Este fato foi mostrado em [20] utilizando
máquinas de Cayley. No Capítulo 4, vamos mostrar uma generalização deste
resultado.
CAPÍTULO 3
Grupos abelianos autossimilares intransitivos e
seus centralizadores
Neste capítulo vamos estudar a estrutura de grupos abelianos autossimilares in-
transitivos e seus centralizadores. Daremos uma fatoração do centralizador de um
grupo abeliano autossimilar e usaremos essa fatoração para calcular o centraliza-
dor do fecho por operadores diagonais parciais. Para finalizar, vamos descrever,
de maneira recursiva, o centralizador de um grupo cíclico fechado por estado de
automorfismos da árvore de grau 4.
3.1 Operadores agindo em automorfismos de árvo-
res
Considere os conjuntos
Func(m) = {f : Am → Am função},
End(m) = {f : Am → Am endomorfismo},
Mon(m) = {f : Am → Am monomorfismo}.
Func(m) é fechado sobre as operações: composição “·” definida por
(a)(f ·g) = ((a)f)g
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e soma “+” definida por
(a)(f + g) = (a)f(a)g,
para todos f, g ∈ Func(m) e a ∈ Am.
End(m) é fechado sobre a operação composição de funções “·” e Mon(m) é
um sub-monoide de End(m). Note que para f, g, h ∈ Func(m),
h · (f + g) = h · f + h · g e
(f + g) · h = f · h+ g · h se h ∈ End(m).
Lema 3.1.1. Sejam f, g ∈ End(m) e h = f + g.
(i) h ∈ End(m) se, e somente se, (Am)f comuta com (Am)g, elemento por
elemento.
(ii) Seja h ∈ End(m). Então h ∈Mon(m) se, e somente se, Ker(h) = {e}.
Se Amf ∩ Amg = {e} então ker(h) = {e}.
Demonstração. (i) Suponha que h ∈ End(m), então
(ab)h = (a)h · (b)h
= (a)f · (a)g · (b)f · (b)g,
por outro lado,
(ab)h = (ab)f · (ab)g
= (a)f · (b)f · (a)g · (b)g.
Então (a)f ·(a)g·(b)f ·(b)g = (a)f ·(b)f ·(a)g·(b)g e (a)g·(b)f = (b)f ·(a)g
para todos a, b ∈ Am.
Reciprocamente, assuma que (Am)f comuta com (Am)g, elemento por ele-
mento. Então,
(ab)h = (ab)f · (ab)g
= (a)f · (b)f · (a)g · (b)g
= (a)f · (a)g · (b)f · (b)g
= (a)h · (b)h.
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(ii) A primeira parte é imediata. Suponha
(a)h = (a)(f + g) = (a)f · (a)g = e,
então (a)f = (a−1)g e a = e.
3.1.1 Monomorfismos de Am
Mon(m) contém o grupo (Am)κ induzido pelas conjugações de Am em Am.
Como m ≥ 2, o centro de Am é trivial e (Am)κ é isomorfo à Am. Vamos mostrar
que a estrutura da árvore induz novos monomorfismos deAm, o qual chamaremos
δ-operadores.
O conjunto Y ∗ é um monoide livremente gerado por Y ; o monoide Y ∗ admite
a relação de ordem:
v ≤ u se e somente se u é um prefixo de v.
Definição 3.1.2. Um conjunto conector M de Tm é um subconjunto de vértices de
Tm tal que
(i) todo elemento de Tm é comparável à algum elemento de M ;
(ii) elementos diferentes de M são incomparáveis.
Exemplo 3.1.3. Listamos abaixo uma série de conjuntos conectores.
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Do mesmo modo M = Y = {0, 1, · · ·m− 1} é um conjunto conector.













Dados um conjunto conector M e N um subconjunto de M (chamado con-
junto conector parcial), definimos o monomorfismo
δN : Am → Am,
por
(a)δN = b
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onde b é tal que bu = a para todo u ∈ N e e para u ∈ M \ N . Então
δN ∈ Mon(Am). δY é chamado operador diagonal completo. Para w ∈ Y ∗
denotaremos δ{w} simplesmente por δw.
Sejam δ(Y ) o monoide 〈δi | i ∈ Y 〉 e G um subgrupo de Am. Quando Y está
fixado simplificamos δ(Y ) a δ e escrevemos
Gδ = 〈(g)w | g ∈ G e w ∈ δ〉.
O monoide δ(Y )
Lema 3.1.4. (i) Para todos u, v ∈ Y ∗, δuδv = δvu e assim, δ = 〈δi | i ∈ Y ∗〉.
(ii) δ é livremente gerado por {δi | i ∈ Y }.
Demonstração. (i) Seja a ∈ Am, então
(a)δuδv = ((a)δu)δv = (a)δvu.
(ii) Basta observar que se u, v ∈ Y ∗ e δu = δv, então u = v.
Fecho de δ(Y ) sobre “+”
Lema 3.1.5. Sejam u, v ∈ Y ∗ incomparáveis e considere f = δu, g = δv. Então
h = f + g ∈Mon(m).
Demonstração. Note que (Am)f ∩ (Am)g é trivial e então eles comutam. Basta
então aplicar o Lema 3.1.1 (ii).
3.1.2 O monoide 〈(Am)κ, δ(Y )〉
Lema 3.1.6. Sejam b ∈ Am e w ∈ Y ∗. Então
(δw) · (b)κ = (bw)κ · (δ(w)b)
e assim, temos a fatoração
〈(Am)κ, δ〉 = (Am)κ · δ(Y ).
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Demonstração. Seja |w| = k. Podemos escrever b no k-ésimo nível como
b = (bu | |u| = k)p
para alguma permutação p do k-ésimo nível. Então,
(a)(δw) = (e, . . . , e, a, e, . . . , e)
de comprimento mk e possui a na posição w.
(a)(δw) · (b)κ = ((a)δw)b
= (e, . . . , e, a, e, . . . , e)b
= (e, . . . , abw , e, . . . , e)
p
= (e, . . . , e, abw , e, . . . , e),
onde abw está na posição (w)p = (w)b. Assim,
(a)(δw) · b = (abw)(δ(w)b) = (a)((bw)κ · (δ(w)b)),
(δw) · b = (bw)κ · (δ(w)b).
Claramente (Am)κ ∩ δ(Y ) = {id}.
3.1.3 O monoide de operadores diagonais parciais ∆
Seja π = {Yj | j = 1, . . . , s} uma partição de Y . Considerando π como alfabeto,
geramos o monoide livre π∗ no qual as palavras estão em Y ∗ tendo blocos em π.
Seja G um subgrupo de Am com tipo-orbital (m1, . . . ,ms) e considere a par-
tição π = {O(1), · · · , O(s)} de Y nas s órbitas induzidas por G. Definimos os
operadores diagonais parciais
x1 := δO(1) , · · · , xs := δO(s) .
Denote por ∆π o monoide gerado por x1, · · · , xs e
∆π(G) = 〈G · w | w ∈ ∆π〉 6 L(P ).
Quando a partição π está clara no contexto, nós suprimimos o índice π da
notação e escrevemos simplesmente ∆ e ∆(G).
Vamos denotar os elementos das órbitas O(i) por i1, i2, · · · , imi.
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Proposição 3.1.7. Seja b ∈ Am.
(i) Então
xi · (b)κ = [(bi1)κ · (δ(i1)b)] · [(bi2)κ · (δ(i2)b)] · · · [(bimi)κ · (δ(imi)b)].
(ii) Se Q(b) centraliza um elemento a de Am, temos que
(a)xi · (b)κ = (a)xk,
onde O(k) = O((i)b).
(iii) Suponha que o conjunto de estados Q(b) normaliza G. Então:
(a) Q(b) normaliza Gδ; de fato, para todos u,w ∈ Y ∗ e a ∈ G
(a)(δw) · bu = (a′)δ(w)bu ,
onde a′ = abuw ;
(b) se, além disso, Q(b) centraliza G então (δw) · bu = δ(w·bu) em G e
assim, (δZ)b = δZ·b em G.
Demonstração. (i) Seja a ∈ Am. Então
(a)xi · (b)κ = [(a)δi1(a)δi2 · · · (a)δimi ]b
= [(a)δi1]
b[(a)δi2]
b · · · [(a)δimi ]b
= [(abi1)δ(i1)b][(a
bi2)δ(i2)b] · · · [(abimi )δ(imi)b].
Na última igualdade foi usado o Lema 3.1.6.
(ii) Segue de (i).
(iii) (a) Temos que
((a)δw) · bu = (a)(buw · (δ(w)bu) = (abuw) · (δ(w)bu);
(b) Segue da equação acima.
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Lema 3.1.8. Sejam A um grupo abeliano autossimilar e ∆ o monoide correspon-
dente ao seu tipo-orbital. Então ∆(A) é abeliano autossimilar.
Demonstração. Como A é autossimilar, por definição ∆(A) é também autossimi-
lar. Para mostrar que ∆(A) é abeliano é suficiente provar que [A,A ·w] = 1, onde










como A é abeliano autossimilar, estas entradas são triviais. Por indução, assuma
que [A,A ·w] = 1, onde w é um produto de n operadores xi’s; é suficiente repetir
o procedimento para w′ = wxi.
Quando a partição de Y que define ∆ difere da partição determinada pela
estrutura orbital de S 6 Am abeliano autossimilar, o fecho ∆(S) deixa de ser
abeliano.
Exemplo 3.1.9. Considere
Y = {0, 1, 2, 3}, a = (0 1)(2 3) ∈ A4, π = {{0, 1}, {2, 3}},∆π = 〈x1, x2〉,
onde
gx1 = (g, g, e, e) e gx2 = (e, e, g, g) para todo g ∈ A4.
Seja S = 〈(0 2)(1 3)〉 6 A4, então ∆(S) ' A2.
3.2 A estrutura do centralizador
3.2.1 O centralizador de um subgrupo de Sym(m)
Sejam P um subgrupo de Sym(Y ), Y = {0, . . . ,m − 1}, e O(1), . . . , O(s) suas
órbitas de tamanho m1, . . . ,ms, respectivamente. Identificamos Sym(O(i)) com
o subgrupo de Sym(Y ), tendo a mesma ação sobreO(i) e fixando ponto a ponto os
elementos de Y \O(i). Denote por P(i) o grupo de permutação induzido por P em
O(i). Com esta identificação, os grupos P(i)’s comutam entre si e P é um produto
sub-direto de P(1), . . . , P(s). Denote por C o centralizador de P em Sym(m) e
C(i) o centralizador de P(i) em Sym(O(i)). Então os grupos C(i)’s comutam entre
si e B0 = C(1) · · ·C(s) é subgrupo de C.
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Observação 3.2.1. O grupo C permuta o conjunto das órbitas
O = {O(1), . . . , O(s)};
sejam J = {J1, . . . , Jt} o conjunto das órbitas de C nesta ação e S(i) os grupos
induzidos por C em Ji, i = 1, . . . , t. Note que os grupos S(i) comutam entre
si e cada S(i) é isomorfo à Sym(Ji). Defina S(P ) = S(1) · · ·S(t), visto como
subgrupo de Sym(Y ). Logo,
C = B0S(P ) = (C(1) · · ·C(s))(S(1) · · ·S(t)).
3.2.2 Fatoração do centralizador de um subgrupo abeliano fe-
chado por estado em Aut(Tm)
Seja A 6 Am um grupo abeliano fechado por estado com tipo-permutacional
(P(1), . . . , P(s)), com órbitas O(1), . . . , O(s) de tamanho m1, . . . ,ms, respectiva-
mente. Denote por P o grupo de permutação induzido por A no primeiro nível da
árvore. Seguindo a notação anterior, temos que P(i) é um subgrupo abeliano de
Sym(Oi) e age transitivamente em O(i), logo P(i) é regular e é auto-centralizante
em Sym(O(i)). Segue que C(P ) = P(1) · · ·P(s)S(P ).
Defina B(A) = A(1) · · ·A(s) 6 CAm(A) e denote por C(A) o centralizador de
A em Am, então
C(A) 6 StabAm(1)B(A)S(P ).
Observe que C(A) = B(A)(C(A) ∩ (StabAm(1)S(P ))). Defina o conjunto
S0(A) = {s ∈ S(P ) | C(A) ∩ StabAm(1)s é não vazio}.
Para cada s ∈ S0(A), escolha vs ∈ StabC(A)(1) tal que vss ∈ C(A), chamado um
levantamento de s à C(A) e defina
D0(A) = 〈vss | s ∈ S0(A)〉.
Então C(A) = StabC(A)(1)B(A)D0(A).
Teorema 3.2.2. Sejam A,B(A), C(A), D0(A) como acima. Então
(i) C(A) = StabC(A)(1)B(A)D0(A);
(ii) o subgrupo StabC(A)(1)B(A) é normal em C(A);
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(iii) B(A) centraliza StabC(A)(1);
(iv) C(A) e StabC(A)(1) são ∆ invariantes;
(v) ∆(B(A)) é abeliano com mesmo tipo-permutacional de A.
Demonstração. (i) Foi provado acima.
(ii) Sejam d ∈ D0(A) e h ∈ A(i). Escreva h = h′ · p, onde p ∈ P(i), então
pd ∈ P(id). Como existe g ∈ A(id) tal que g = g′ · pd, obtemos (hd) ·
g−1 = (h′)d · (g′)−1 ∈ StabC(A)(1) e portanto o subgrupo StabC(A)(1)B(A)
é normal em C(A).
(iii) Considere f = (f0, f1, . . . , fm−1) = f(1)f(2) · · · f(s) ∈ StabAm(1) e seja
a = a(1) · · · a(s) ∈ A. Então,
fa = f(1)
a(1) · · · f(s)a(s) .
Assim, f ∈ C(A) se, e somente se, A(i) centraliza f(i) para todo i. Como
A(j) centraliza f(i) para todo j diferente i, segue que f ∈ C(A) se, e so-
mente se, B(A) centraliza f(i) para todo i.
(iv) Dado c ∈ C(A), então cxi ∈ C. Portanto, C(A)∆ = C(A).
Como (StabC(A)(1))∆ 6 C(A)∆ = C(A) e StabC(A)(1) 6 (StabC(A)(1))∆,
segue que (StabC(A)(1))∆ = StabC(A)(1).
(v) Por indução no comprimento de operadores em ∆, B(A)∆ abeliano é redu-
zido à A(i) comutar com (A(j))w para todo i, j. Note que se w é trivial ou
w′ · xk para k diferente de i, então A(i) comuta com (A(j))w, No caso k = i,
temos A(i) comuta com (A(j))w se, e somente se, A(i) comuta com (A(j))w
′ .
Proposição 3.2.3. Seja P 6 Sym(Y ) um grupo abeliano com tipo-permutacional
(P(1), . . . , P(s)). Então:
(i)
C = CAm(P ) = StabC(1)CSym(m)(P ), onde
CSym(m)(P ) = B(P )S(P ),
StabC(1) = (Am)x1 . . . (Am)xs ;
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(ii) ∆(B(P )S(P )) = ∆(B(P )) ∆(S(P )) e é um subgrupo maximal deCAm(P )
sendo fechado por estado.
Demonstração. (i) Pelo Teorema 3.2.2 e Observação 3.2.1
C = CAm(P ) = StabC(1)(B(P )S(P )).
Seja c = (c11, . . . , c1m1 , . . . , cs1, . . . , csms) ∈ StabC(1). Como c comuta
com P(i), o qual é transitivo emO(i), temos que c11 = · · · = c1m1 , . . . , cs1 =
· · · = csm1 , onde c11, . . . , cs1 são elementos genéricos em Am.
Em outras palavras,
StabC(1) = (Am)x1 . . . (Am)xs .
(ii) Seja H um subgrupo maximal fechado por estado de CAm(P ). Note que
B(P ) e D0(A) são fechados por estado e assim ∆(B(P )S) 6 H. Seja
h ∈ H = (StabC(1)B(P )S) ∩H. Então h = h1b1r1, onde h1 ∈ StabC(1),
b1 ∈ B(P ) e r1 ∈ S. Como H é fechado por estado,
h1 = (h11b11r11)
x1 · · · (h1sb1sr1s)xs .
Logo,
h = (hx111 · · ·hxs1s)(bx111 · · · bxs1sb1)(rx111 · · · rxs1sr1).
Como h11, . . . , h1s ∈ H , repetimos o mesmo procedimento aplicado à h.
Portanto, no limite h ∈ ∆(B(P )S) e H 6 ∆(B(P )S).
3.2.3 O centralizador de ∆(A) para A abeliano fechado por
estado
Teorema 3.2.4. SejaA 6 Am um grupo abeliano autossimilar com tipo-permutacional(
P(1), . . . , P(s)
)
. Defina K = ∆(A) e A∗ = CAm(K). Então
(i) K é um grupo abeliano autossimilar com mesmo tipo-permutacional de A;
(ii) A∗ deixa cada órbita O(i) invariante e
A∗ = B(K)StabA∗(1);
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(iii) StabA∗(1) = (A∗)
x1(A∗)x2 · · · (A∗)xs ;
(iv)
A∗ = ∆(B(A)),
é o único subgrupo abeliano autossimilar de C(A) o qual contém A e é
auto-centralizante; portanto, A∗ é um subgrupo abeliano maximal de Am.
Demonstração. (i) Como A é fechado por estado, por construção temos que
K = ∆(A) é também fechado por estado. Note que P (K) = P (A), logo
K tem mesmo tipo-orbital que A.
(ii) Seja γ = (γ11, . . . , γ1m1 , . . . , γs1, . . . , γsms)σ ∈ A∗. Afirmamos que σ não
permuta elementos de órbitas distintas em P (K). Suponha, por contradi-
ção, que exista i ∈ Y tal que iσ = j e não existe permutação σ(α) tal que
iσ(α) = j, com α ∈ A. Suponha que i está na k-ésima órbita (1 ≤ k ≤ s).
Como α ∈ A,
αxk = (e, . . . , e, α, . . . , α, e, . . . , e) ∈ K.
Note que (αxk)γ 6= αxk o que implica γ /∈ A∗, um absurdo. Portanto,
D0(K) = 1 e
A∗ = B(K)StabA∗(1).
(iii) Seja α = (α(1), · · · , α(s))σ(α) um elemento em A∗ e considere





α(1) , · · · , (γ(s))α(s)
)σ(α)
.
Como A age transitivamente em O(i) temos que γ = (γ(1), γ(2), · · · , γ(s)),
onde
γ(1) = γ0
x1 , γ(2) = (γm1)
x2 , . . . , γ(s) = (γm1+···+ms−1)
xs .
Como γαxi = αxiγ, i = 1, . . . , s, para todo α ∈ K, segue que γiα = αγi
para todo α ∈ K e i = 1, . . . ,m. Assim, γi ∈ A∗. Portanto,
StabA∗(1) = (A
∗)x1(A∗)x2 · · · (A∗)xs .
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(iv) Denote B(K) por B. Sucessivas substituições de
StabA∗(1) = (A
∗)x1(A∗)x2 · · · (A∗)xs e de A∗
em A∗ = StabA∗(1)B nos dá
A∗ = StabA∗(1)B
= (A∗ · x1)(A∗ · x2) · · · (A∗ · xs)B
= ((StabA∗(1)B) · x1) · · · ((StabA∗(1)B) · xs)B
= ((((A∗ · x1) · · · (A∗ · xs))B) · x1) · · · ((((A∗ · x1) · · · (A∗ · xs))B) · xs)B
= (A∗ ·x12) · · · (A∗ ·xsx1) · · · (A∗ ·x1xs) · · · (A∗ ·xs2)(B ·x1) · · · (B ·xs)B.
No limite, A∗ = ∆(B(K)) = ∆(B(A)).
Pelo item (i), ∆(A) tem mesmo tipo-permutacional que A e é auto centra-
lizante. Suponha que Q é um grupo abeliano autossimilar tal que A 6 Q 6
C(A) e é auto centralizante. Então Q 6 C(Q) = Q e logo Q = Q. Como
C(Q) = Q segue que Q é ∆ invariante. Além disso, A 6 Q implica que
B(A) 6 B(Q) = Q. Assim, ∆(B(A)) 6 Q. Como ∆(B(A)) e Q são auto
centralizantes, temos que ∆(B(A)) = Q.
Exemplo 3.2.5. Seja A = 〈a1, a2, a3, . . . 〉 o grupo abeliano livre com base ai
(i = 1, 2, . . . ). Considere H1 = 〈a21, a2, a3, . . . 〉, H2 = A, subgrupos de A, e os
endomorfismos virtuais que estendem as seguintes aplicações:
f1 : a
2
1 7→ a1, a2i 7→ e (i ≥ 1) , a2i−1 7→ ai (i ≥ 2) ,
f2 : a2i−1 7→ e (i ≥ 1) , a2i 7→ ai (i ≥ 1) .
Então os A-dados ((2, 1), {H1, H2}, {f1, f2}) induzem uma representação fiel fe-
chada por estado de A e
A ' 〈αi | i = 1, 2, . . . 〉, onde
α1 = (e, α1, e)(0 1), α2i−1 = αi
x1 (i ≥ 2) , α2i = αix2 (i ≥ 1).
Aqui ∆ = 〈x1, x2〉, onde
ax1 = (a, a, e) e ax2 = (e, e, a).
Note que por esta representação deA, tem-se ∆(A) = A; além disso, B(A) = A.
Portanto, C(A) = Ā.
3.3 Interpretação de A∗ como um Zn[[∆]]-módulo 51
3.3 Interpretação de A∗ como um Zn[[∆]]-módulo
O grupo A∗ = ∆(B(A)) é um subgrupo abeliano autossimilar de Am o qual é
maximal. A seguir, daremos uma descrição de seus elementos.
Seja A 6 Am abeliano autossimilar transitivo. Em [5], A. Brunner e S. Sidki




i ∈ Zm[[x]] com qi ∈ Zm então
αq = αq0αq1x · · ·αqixi · · · .
Seja n o expoente de P (A). No caso intransitivo precisamos considerar o
anel Zn[[∆]]. Seja A 6 Am abeliano autossimilar de tipo-orbital (m1, . . . ,ms).
Considere
p(x1, . . . , xs) ∈ Zn[[∆]].
Escreva p(x1, . . . , xs) como





qij(x1, . . . , xs)xi
j,










· · · (αqij)xi
j
· · ·
ou na forma aditiva
α · p =
s∑
i=1
α · qi0 + (α · qi1) · xi + (α · qi2) · xi2 · · ·+ (α · qij) · xij · · ·+ .
Vamos usar as duas formas notacionais conforme a conveniência.
Provaremos aqui uma versão mais detalhada do Teorema E.
Teorema 3.3.1. Seja A um subgrupo abeliano autossimilar de Am com tipo-
orbital (m1, . . . ,ms) e sejam β1, . . . , βk elementos de A que induzem em Y um
conjunto gerador {σi | 1 ≤ i ≤ k} de P (B(A)). Então
(i) todo elemento de StabB(A)(j) pode ser escrito como γ1γ2 · · · γsj , onde γi ∈
B(A) · wi(x1, . . . , xs) com |wi| = j, para cada i = 1, . . . , sj;
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βi · pi(x1, . . . , xs).
onde pi(x1, . . . , xs) ∈ Zn[[∆]].
Demonstração. (i) Considere









Como B(A) age transitivamente em O(i) então λ = γ1γ2 · · · γs, onde
γi = (e, . . . , e︸ ︷︷ ︸
m1
, . . . , λi1, . . . , λi1︸ ︷︷ ︸
mi
, . . . , e, . . . , e︸ ︷︷ ︸
ms
) = λi1
xi ∈ B(A) · xi.
Por indução, suponha que todo elemento de StabB(A)(j) pode ser escrito
como γ1γ2 · · · γsj , onde
γi ∈ B(A) · wi(x1, . . . , xs) com |wi(x1, . . . , xs)| = j.
Seja α = α1x1 · · ·αsxs um elemento de StabB(A)(j + 1), então todo αt ∈
StabB(A)(j). Por suposição, αt = γt1γt2 · · · γtsj com γti pertencendo a




(γt1γt2 · · · γtsj)xt = θ1θ2 · · · θsj+1 ,
α = θ1θ2 · · · θsj+1 ∈ B(A)wt1 x1Awt2 x2 · · ·B(A)wts xs ,
onde θi ∈ B(A) · w′i(x1, . . . , xs) e |w′i(x1, . . . , xs)| = j + 1.
(ii) Considere P (A) dado pela apresentação
〈σi, 1 ≤ i ≤ k | σnii = e, σiσj = 1 para i 6= j〉.
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σri1i , com 0 ≤ ri1 < ni.













onde γ1 ∈ A∗. Aplicando o mesmo procedimento a γ1 e repetindo o mesmo






γ1γ2 · · · γj · · · ,
onde γj ∈ StabA∗(lj) \ StabA∗(lj + 1) e 1 ≤ l1 < · · · < lj < · · · .
Defina s(lj) = slj . Como γj ∈ StabA∗(lj), pelo item (i) temos que γj =


















pi(x1, . . . , xs) =
ri1 +
∑
j≥1 rij,1wij,1 + rij,2wij,2 + · · ·+ rij,s(lj)wij,s(lj) ∈ Zn[[∆]].
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3.3.1 Grupos de torção
A seguir, vamos provar uma versão mais detalhada do Teorema F.
Teorema 3.3.2. Seja A um grupo abeliano autossimilar. Então
(i) a representação autossimilar de A induz uma representação autossimilar
de Tor(A);
(ii) Tor(A) tem expoente finito e portanto é um fator direto de A. Além disso,
o expoente de Tor(A) divide o expoente de P (A).
Demonstração. (i) Assuma que o tipo-orbital de A é (m1, . . . ,ms). Denote
por T o subgrupo de torção de A e considere O(i) = {yi1, . . . , yimi}, i =
1, . . . , s, as órbitas de A.
Defina Ai = {α ∈ A : yσ(α) = y para todo y ∈ O(i)}, i = 1, . . . , s.
Denote por Ti a interseção T ∩ Ai. Note que
[A : StabA(1)] = [A : Ai][Ai : StabA(1)].
Então [A : Ai] é finito e o mesmo é válido para [T : Ti]. Seja πi : Ti →
T a projeção na yi1-ésima coordenada, i = 1, . . . , s. Defina os T -dados
(m′,H′,F′) por
m′ = {m′i = [T : Ti], i = 1, . . . , s}, H′ = (T1, . . . , Ts),
e F′ = {π1, . . . , πs}.
Então (m′,H′,F′) torna T autossimilar, ou seja, T é um subgrupo autossi-
milar de Am′ , onde m′ = m′1 + · · ·+m′s.
(ii) Seja {σi | 1 ≤ i ≤ k} um conjunto minimal de geradores para P (T ),
com respeito a representação obtida no item (i). Considere βi ∈ T tal que
σ(βi) = σi.
Defina r = mmc{o(β1), . . . , o(βk)}. Pela Proposição 3.3.1 (ii), todo ele-







onde pi(x1, . . . , xs) ∈ Zn[[∆]]. Assim, αr = e e T tem expoente finito e
este expoente divide o expoente de P (A).
Como T tem expoente finito, ele é um subgrupo “pure bounded” de A e
assim ele é um fator direto de A, [10, Teorema 4.3.8].
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3.3.2 Grupos abelianos livres
Os G-dados (m,H,F) são ditos ser recorrentes se cada endomorfismo virtual fi
é um epimorfismo e o F-core de H é trivial. Dizemos que os G-dados recorrentes
(m,H,F) são fortemente recorrentes se




é um epimorfismo para todo fi em F = {f1, . . . , fs}.
Existem G-dados recorrentes (m,H,F) que não são fortemente recorrentes.
De fato, considere A o grupo gerado pela máquina de adição dupla
a = (e, a, e, a)(0 1)(2 3).
Então, FixA(0) = FixA(2) = 〈a2〉 e os A-dados
((2, 2), (FixA(0), F ixA(2)), (π0, π2))
são recorrentes, mas não são fortemente recorrentes.
Proposição 3.3.3. Seja A um grupo abeliano autossimilar de grau m = m1 +
· · · + ms e tipo-orbital m = (m1, . . . ,ms), com s ≥ 2. Então A = ∆(A) se e
somente se existem A-dados (m,H,F) fiéis, fortemente recorrentes.
Demonstração. Se A = ∆(A), então os A-dados (m,H,F) com
H1 = FixA(0), H2 = FixA(m1), . . . , Hs = FixA(m1 + · · ·+ms−1),
e
f1 = π0, f2 = πm1 , . . . , fs = πm1+···+ms−1 ,
onde πi é a projeção da i-ésima coordenada, mostram que o grupo é fortemente
recorrente.
Agora, suponha que os A-dados fortemente recorrentes (m,H,F) induzem
uma representação autossimilar ϕ : A→ Am de A. Sejam T1, . . . , Ts transversais
deH1, . . . , Hs emA, respectivamente. Mostraremos que dado a ∈ A existe b ∈ A
tal que bϕ = aϕxi para todo i = 1, . . . , s. De fato, como
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é sobrejetora, então existe b ∈ Hi ∩
⋂
j 6=i ker(fj) de modo que b
fi = a. Note que
Hitb = Hit para qualquer t ∈ Ti, então
bϕ = (e, . . . , e, aϕ, . . . , aϕ, e, . . . , e) = aϕxi .
Teorema 3.3.4. Seja A um grupo abeliano livre.
(i) Suponha que A é de posto finito.
(a) Se A é um grupo autossimilar não-transitivo, então ∆(A) não é fini-
tamente gerado;
(b) Seja A um subgrupo autossimilar transitivo deAm. Então a represen-
tação autossimilar de A estende-se a uma representação autossimilar
não-transitiva em Am+1 com tipo-orbital (m, 1) tal que ∆(A), com
respeito a segunda representação, contém um grupo abeliano livre de
posto infinito enumerável que é autossimilar.
(ii) Suponha que A é de posto infinito enumerável. Então A pode ser realizado
como um grupo autossimilar de tipo-orbital (m, 1) e é invariante sobre ∆ =
〈x1, x2〉.
Demonstração.(i)-(a) Suponha, por contradição, que K = ∆(A) é finitamente
gerado. Como K = ∆(K), pela Proposição 3.3.3, existem K-dados forte-
mente recorrentes (m,H,F). Note que o núcleo de cada fi intercepta trivi-
almente
⋂
j 6=i ker(fj), caso contrário
⋂
i=1,...,s ker(fi) seria um subgrupo
normal não trivial de G e F-invariante; logo fi|Hi∩⋂j 6=i ker(fj) é injetiva,
Hi ∩
⋂
j 6=i ker(fj) ' K e o índice[





é finito para todo i = 1, . . . , s. Portanto, ker(f1) ∩ · · · ∩ ker(fs) 6= 1; uma
contradição.
(i)-(b) Seja f : H → A um endomorfismo virtual simples, onde H é um subgrupo
de índicem emA. Considere o grupo abeliano livre de posto infinitoA(ω) =
3.3 Interpretação de A∗ como um Zn[[∆]]-módulo 57
⊕∞i=1Ai, ondeAi = A para todo i = 1, 2, 3, . . . . EscrevaH1 = H⊕⊕∞i=2Ai,
H2 = A
(ω) e para i = 1, 2, defina os homomorfismos fi : Hi → A(ω)
f1 : (h, a2, a3, . . . ) 7→ (hf , a2, a3, . . . );
e
f2 : (a1, a2, a3, . . . ) 7→ (a2, a3, a4, . . . ).
Segue que os A(ω)-dados
(m + 1 = (m, 1),H = (H1, H2),F = {f1, f2})
têm F-core trivial. Seja ϕ : A(ω) → Am+1 a representação autossimilar de
A(ω) induzida pelos A(ω)-dados acima. Então
Aϕ1 ≤ (A(ω))ϕ ≤ ∆(A
ϕ
1 )
e Aϕ1 é autossimilar.
(ii) Sejam m ≥ 2 e {a1, a2, a3, . . . } uma base livre de A. Considere H1 =
〈am1 , a2, a3, . . . 〉 e H2 = A 6 A. Defina os homomorfismos fi : Hi → A
que estendem as aplicações
f1 : a
m
1 7→ a1, a2i 7→ e (i ≥ 1) , a2i−1 7→ ai (i ≥ 2) ,
f2 : a2i−1 7→ e (i ≥ 1) , a2i 7→ ai (i ≥ 1) .
Note que os A-dados ((m, 1), {H1, H2}, {f1, f2}) são fortemente recorren-
tes. Pela Proposição 3.3.3 a representação é fechada por ∆ = 〈x1, x2〉,
onde
ax1 = (a, ..., a, e) e ax2 = (e, ..., e, a),
então
A ' 〈αi | i = 1, 2, . . . 〉, onde











Por simplicidade de notação, vamos denotar C(A), B(A), D0(A), P (A), S0(A) e
S(P ), respectivamente por C,B,D0, P, S0 e S.
3.4.1 Cálculo do centralizador de grupos cíclicos autossimila-
res
Seja A 6 Am um grupo cíclico fechado por estado de tipo-orbital (m1, . . . ,ms).
Então A é gerado por
a =
(ai11 , . . . , ai1m1 , . . . , ais1 , . . . , aisms )(0 , . . . ,m1−1) . . . (m1+· · ·+ms−1 , . . . ,m−1).
Neste caso:
P(1) = 〈(0 , . . . ,m1 − 1)〉 , . . . ,
P(s) = 〈(m1 + · · ·+ms−1 , . . . ,m− 1)〉,
A(1) = 〈(ai11 , . . . , ai1m1 , 1, . . . , 1)(0 , 1 , . . . ,m1 − 1)〉 , . . . ,
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A(s) = 〈(1, . . . , 1, ais1 , . . . , aisms )(m1 + · · ·+ms−1 , . . . ,m− 1)〉.
Etapa 1. A forma de B.
B = A(1) · · ·A(s).
Etapa 2. A forma de StabC(1).
Seja c = (c11, . . . , c1m1 , . . . , cs1, . . . , csms) um elemento de StabC(1). A rela-
ção ca = ac é traduzida como
cjka
ijk = aijkcj(k)σj , j = 1, . . . , s , k = 1, . . . ,mj.
Com estas relações, obtemos
StabC(1) = C1 × · · · ×Cs,
onde C1, . . . ,Cs são respectivamente os conjuntos
{(c11, (c11)a
i11 , (c11)
ai11+i12 , . . . , (c11)
a




ais1+is2 , . . . , (cs1)
ais1+···+is,ms−1 ) | cs1 ∈ C(ais1+···+isms )}.
Etapa 3. Cálculo de D0.
Seja d = (d10, . . . , d1,m1−1, . . . , ds0, . . . , ds,ms−1)σ ∈ D0. Identifique
11 := 0, 12 := 1, . . . , 1m1 := m1 − 1, 21 := m1, . . . , sms := m− 1.
A relação da = ad é equivalente à
djajσ = ajdjσ , j = 0, . . . ,m− 1.
Com estas relações, calculamos o grupo D0.
Seja a = (a(1), a(1), . . . , a(s))σ1σ2 · · ·σs ∈ Aut(Tm), onde
a(i) = (ai1, ai2, . . . , aimi), i = 1, . . . , s e
σ1 = (0 , . . . ,m1 − 1), σ2 = (m1 , . . . ,m1 +m2 − 1), . . . ,
σs = (m1 + · · ·+ms−1 , . . . ,m− 1).
Defina
3.4 Aplicações 60
g = (g(1), g(1), . . . , g(s)) com
g(i) = (ai1, e, (ai2)
−1, (ai2ai3)
−1, . . . , (ai2 . . . aimi−1)
−1).
Então, ag = b, onde b = (b(1), b(2), . . . , b(s))σ1σ2 . . . σs, com b(i) = (1, 1, . . . , 1, ci),
e ci = ai2ai3 · · · ai,mi−1ai1.
Caso a(k) = (aik1 , . . . , aikmk ), k = 1, . . . , s, então
g(k) = (ai1, e, (ai2)
−1, (ai2ai3)
−1, . . . , (ai2 . . . aimi−1)
−1).
Seja jk = ik1 + ik2 + · · ·+ ikmk , k = 1, . . . , s, pela etapa 2 do procedimento
StabC(b) = C(a
j1)












O objetivo desta sessão é apresentar a demostração de um resultado (Lema 3.4.4)
dado por P. W. Gawron, V. V. Nekrashevych & V. I. Sushchansky, [21]. Nesta
sessão, a noção do tipo-orbital de um automorfismo é diferente do que vínhamos
usando, ela corresponde a um grafo.
Sejam T uma árvore (possivelmente com várias raízes e não necessariamente
regular) e G 6 Aut(T ) um grupo de automorfismos de T . Denotamos o conjunto
de órbitas da ação de G nos vértices V da árvore por V = V/G e o conjunto das
órbitas da ação de G nas arestas E da árvore por E = E/G.
O grafo orbital T/G é o grafo no qual V é o conjunto de vértices, E é o
conjunto de arestas e dois vértices x̄ e ȳ estão conectados por uma aresta ē se e
somente se, existem dois vértices x ∈ x̄, y ∈ ȳ tais que {x, y} ∈ ē.
Seja u ∈ Aut(T ). O grafo orbital de um grupo cíclico gerado pelo automor-
fismo u será denotado por Tu, o grafo orbital do automorfismo u.
Definição 3.4.1. Seja T uma árvore uni-raiz. O tipo-orbital do automorfismo
u ∈ Aut(T ) é o grafo orbital Tu com vértices indexados por inteiros positivos
iguais a cardinalidade das órbitas correspondentes.
Definição 3.4.2. Dois tipos orbitais Γ1 e Γ2 são ditos ser equivalentes se eles são
isomorfos como árvores raizes indexadas, i.e. se existe um isomorfismo entre as
árvores Γ1 e Γ2 preservando os índices dos vértices.
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Teorema 3.4.3. ( P. W. Gawron, V. V. Nekrashevych & V. I. Sushchansky, [21])
Dois automorfismos da árvore uni-raiz T são conjugados no grupo Aut(T ) se, e
somente se, seus tipos orbitais são equivalentes.
Lema 3.4.4. Seja a ∈ A 6 Aut (Tm) e ξ uma unidade no anel Zn, onde n é
o expoente do grupo P (o grupo de permutação induzido por A). Então aξ é
conjugado à a por algum g ∈ Aut (Tm).
Demonstração. Seja a um elemento de Aut (Tm). O tipo-orbital de a é o grafo
rotulado, no qual os vértices são as órbitas de a em Y ∗; toda órbita é rotulada
pela sua cardinalidade e conectamos duas órbitas O1 e O2 por uma aresta, se
existirem vértices v1 ∈ O1 e v2 ∈ O2, que são adjacentes na árvore Tm. Então
dois automorfismos deAm são conjugados se e somente se, seus tipos orbitais são




i um elemento de Zn. Definimos αξ pelo produto
· · ·αj2n2αj1nαj0 .
Se ξ é uma unidade, segue que o tipo-orbital de aξ é isomorfo ao tipo-orbital de a
e assim aξ = ag para algum g ∈ Am.
3.4.3 Exemplos
A seguir vamos descrever, de maneira recursiva, o centralizador de um grupo
cíclico fechado por estado de A4. A descrição se baseia em quatro casos, os
grupos de tipo-orbital (4), (2, 2), (2, 1, 1) e (3, 1). Para isso usaremos o Lema
3.4.4. O primeiro tipo (4), ou seja, a representação é transitiva, foi considerada
por Brunner-Sidki [5], página 15.
A cíclico de tipo-orbital (2, 2)
SejaA um grupo cíclico fechado por estado de tipo-orbital (2, 2). Então o alfabeto
Y = {0, 1, 2, 3} é união de duas A-órbitas O(1) = {0, 1} , O(2) = {2, 3}. Como




ai1 , ai2 , ai3 , ai4
)
(0 1) (2 3) .
Seguindo a notação anterior,

















CSym(4) (P ) = P(1)P(2)S, onde S = 〈(0 2) (1 3)〉 ,
C (A) = StabC(A)B (1) 〈d〉 , onde
d = (d1, d2, d3, d4) r e r ∈ 〈(0 2) (1 3)〉 .
Cálculo de StabC(A) (1) e d.



































ai1 , c3, (c3)
ai3
)
































Logo, o problema de descrever StabC(A) (1) se reduz a descrever C (aj1) e
C (aj3).
Forma de d.












)d3 = aj1 .
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Combinando a segunda e a quarta equação obtemos que d1d3 comuta com aj1 .









(0 2) (1 3) ,
onde (aj1)d1 = aj3 . Assim, a existência de d é reduzida a quando aj1 é conjugado
à aj3 .
Fatore j1 = 2k1l1, j3 = 2k3l3, onde k1, k3 ≥ 0 e l1, l3 são inteiros ímpares.
Estipulamos que ki é infinito se, e somente se, ji = 0 . Então aj1 é conjugado a










Pelo Lema 3.4.4 existem g1, g3 ∈ Aut (T4) tais que al1 = ag1 , al3 = ag3 e



























































w = (g, g, g−1, g−1) (1, 3) (2, 4) e η = 0 se k1 6= k3, η = 1 se k1 = k3.
Vamos considerar três situações: j1, j3 pares; j1, j3 ímpares e j1 ímpar, j3 par.
(i) j1, j3 pares. Neste caso, sucessivas substituições de potências pares de a
na expressão acima, mostra que a2 ∈ ∩i≥1Stab(i) e portanto, a2 = e e
j1 = j3 = 0, isto é, i2 = −i1, i4 = −i3; assim,
a =
(
ai1 , a−i1 , ai3 , a−i3
)

















































ai1 , c3, (c3)
ai3
)
| c1, c3 ∈ A4
}
e como j1 = j3 = 0, podemos escolher d1 = e e assim
d =
(
e, a−i1+i3 , e, ai1−i3
)
(0 2) (1 3) .
(ii) j1, j3 ímpares. Neste caso temos aj1 = ag1 , aj3 = ag3 e relembre que
g = g−11 g3.
Então
C (A) = StabC(A) (1)B 〈d〉 ,
B =
〈(


































(0 2) (1 3)
onde (aj1)d1 = aj3; podemos escolher d1 = g e assim,
d =
(
g, a−i1gai3 , g−1, a−i3g−1ai1
)
(0 2) (1 3) .
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(iii) j1 ímpar, j3 par. Aqui, aj1 = ag1 , aj3 = a2
k3g3 , onde k3 ≥ 1.
Como aj1 não é conjugado à aj3 , d = e e assim,
C (A) = StabC(A) (1)B.
B =
〈(





























A cíclico de tipo-orbital (2, 1, 1)
Seja A um grupo cíclico fechado por estado de tipo-orital (2, 1, 1), com órbitas
O(1) = {0, 1}, O(2) = {2} e O(3) = {3}. Então A é da forma
A = 〈a = (ai1 , ai2 , ai3 , ai4)(0 1)(2)(3)〉,
onde i1, i2, i3, i4 são números inteiros. Vamos determinar o centralizador C =
C(A) no grupo Aut(Tm).
Sejam P = P(1) = 〈(0 1)〉, P(2) = P(3) = 1. Então
CSym(4)(P ) = P(1)P(2)P(3)S = PS,
onde S = 〈(2 3)〉.
Sejam
A(1) = 〈(ai1 , ai2 , e, e)(0 1)〉 , A(2) = 〈(e, e, ai3 , 1)〉,
A(3) = 〈(e, e, e, ai4)〉 , B = A(1)A(2)A(3),
segue que C(A) = BStabC(1)〈d〉, onde d = (d1, d2, d3, d4)r, para algum r em
〈(2 3)〉.
Cálculo de StabC(A) (1) e d.
Se r = 1, então d ∈ StabC(1) e C(A) = BStabC(1). Suponha então que
r = (2 3); assim, d = (d1, d2, d3, d4)(2 3). A relação da = ad equivale à
3.4 Aplicações 66
d1a
i1 = ai1d2 , d2a
i2 = ai2d1
ai4 = (ai3)




Estas equações são equivalentes à
d2 = d1
ai1 , d1 ∈ C(ai1+i2)
(ai3)
d3 = (ai4) , d3d4 ∈ C(ai3).
Da terceira equação concluímos que não há solução se ai3 e ai4 não forem
conjugados. Por outro lado, se ai3 e ai4 são conjugados então, módulo StabC(1),
escolhemos um conjugador, que seria d3; d4 = d3−1,d1 = d2 = e. Assim, quando
d existe, podemos tomá-lo sendo
d = (e, e, d3, d3
−1)(2 3).
Fatore i3 = 2k3l3, i4 = 2k4l4, onde l3 e l4 são ímpares. Então ai3 é conjugado
a ai4 se, e somente se, k3 = k4.
Seja c = (c1, c2, c3, c4) ∈ StabC(1). Então a relação ac = ca nos dá:
ai1c2 = c1a
i1 , ai2c1 = c2a
i2
ai3c3 = c3a
i3 , ai4c4 = c4a
i4 .
Logo, c2 = (c1)a





ai1 , c3, c4) | c1 ∈ C(aj1), c3 ∈ C(ai3), c4 ∈ C(ai4)
}
.
Podemos reescrever StabC(1) como C1 ×C2 ×C3, onde
C1 = {(c1, (c1)a
i1 ) | c1 ∈ C(aj1)},
C2 = C(a
i3) , C3 = C(a
i4).
Descrição de C(aj1), C(ai3) e C(ai4).
Note que a2 = (aj1 , aj1 , a2i3 , a2i4). Escreva j1 = 2k1l1, onde l1 é um número
ímpar.
Pelo Lema 3.4.4 existem g1, g3, g4 ∈ A4 tais que al1 = ag1 , al3 = ag3 e
al4 = ag4 . Então
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Do mesmo modo, ai3 = (a2k3 )














































B = 〈(ai1 , ai2 , e, e)(0 1), (e, e, ai3 , e), (e, e, e, ai4)〉.
Basta substituir as informações em C(A) = BStabC(1)〈d〉, onde
StabC(1) = C1 ×C2 ×C3.

















B = 〈(ai1 , ai2 , e, e)(0 1), (e, e, ai3 , e), (e, e, e, ai4)〉.
A cíclico de tipo-orbital (3, 1)
Seja A um grupo cíclico fechado por estado de tipo-orbital (3, 1) com órbitas
O(1) = {0, 1, 2} e O(2) = {3}. Então A é da forma
A = 〈a = (ai1 , ai2 , ai3 , ai4)(0 1 2)(3)〉,
onde i1, i2, i3, i4 são números inteiros. Vamos determinar o centralizador C =
C(A) no grupo Aut(T4).
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Sejam P = P(1) = 〈(0 1 2)〉, P(2) = 1. Então CSym(4)(P ) = P. Sejam
A(1) = 〈(ai1 , ai2 , ai3 , e)(0 1 2)〉 , A(2) = 〈(e, e, e, ai4)〉 , B = A(1)A(2),
segue que C(A) = StabC(1)B.
Cálculo de StabC(A) (1). Seja c = (c1, c2, c3, c4) ∈ StabC(1). Então a relação
ac = ca nos dá:
c1a
i1 = ai1c2 , c2a
i2 = ai2c3
c3a
i3 = ai3c1 , c4a
i4 = ai4c4
Estas equações são equivalentes à
c2 = c1
ai1 , c3 = c1
ai1+i2
c1 ∈ C(aj) , c4 ∈ C(ai4),






ai1+i2 , c4) | c1 ∈ C(aj4), c4 ∈ C(ai4)
}
.
Podemos reescrever StabC(1) como C1 ×C2, onde
C1 = {(c1, (c1)a
i1 , (c1)
ai1+i2 ) | c1 ∈ C(aj4)} , C2 = C(ai4).
Vamos aplicar o procedimento acima para calcular o centralizador da máquina
de adição dupla.
Exemplo 3.4.5. Seja a = (e, a, e, a)(1 2)(3 4) ∈ A4 a máquina de adição dupla.
Considere A o grupo cíclico gerado por a. Neste caso, j1 = j3 = 1 e assim,
podemos tomar os conjugadores g1 = g3 = e. Usando (ii) do caso tipo-orbital
(2 ,2), obtemos:
StabC(1) = C












No limite, obtemos C = ∆(B) ·∆(S). Observe que ∆(S) ' A2.
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O grupo A foi estudado por A. Berlatto e S. Sidki nas sessões 2.1 e 5.4 de [1].
Foi mostrado que existe, em C(A), um conjunto de subgruposGn (n ≥ 0), tal que
cada Gn é (n+ 1)-gerado, metabeliano, elemento de Tn+1.
CAPÍTULO 4
Grupos autossimilares intransitivos do tipo
Lamplighter
O grupo clássico do tipo Lamplighter é definido por C2 o Z, onde C2 = {e, a} é o
grupo cíclico de ordem 2. A terminologia é devida a seguinte interpretação. Uma
estrada (possivelmente infinita) é iluminada por lâmpadas, identificadas com os
elementos de ⊕ZC2, que podem estar ou não ligadas. O elemento e ∈ C2 é inter-
pretado como lâmpada desligada e a ∈ C2 é interpretado como lâmpada ligada.
Apenas um número finito de lâmpadas estão ligadas (produzindo um elemento em
⊕ZC2) e um lampião fica diante de uma lâmpada (produzindo um elemento em Z).
Note que quando todas as lâmpadas estão desligadas e o lampião encontra-se po-
sicionado diante da lâmpada identificada com elemento neutro de Z, produzimos
o elemento neutro de C2 o Z.
Vamos nos referir aos produtos entrelaçados A o B, com A e B grupos abeli-
anos finitamente gerados, como grupos do tipo Lamplighter generalizados. Neste
capítulo, estudaremos representações autossimilares para os grupos do tipo Lam-
plighter generalizados A oZd, onde A é um grupo abeliano finitamente gerado e d
é um inteiro positivo e para os grupos Cp o Z2, onde p é um número primo.
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4.1 Representação autossimilar para A o Zd
A. Dantas e S. Sidki [3], mostraram que o grupo Z o Z não admite representa-
ção autossimilar transitiva, qualquer que seja o grau da árvore. Mostraremos, no
entanto, que Z o Z admite representação fechada por estado de grau 3, para isso
usaremos a operação tree-wreathing, definida por A. Brunner e S. Sidki, [7].
4.1.1 O caso Z o Z
Considere α = (e, (α, e))(0 1) ∈ A2 e H um grupo agindo em A2. Para cada
h ∈ H defina recursivamente o automorfismo h̃ = ((h̃, h), e). Então
H̃ = {h̃ : h ∈ H}
é um grupo de automorfismos da árvore binária que é isomorfo a H e é sempre











Definição 4.1.1. Seja G o grupo gerado por H̃ e α. O grupo G é dito ser H
tree-wreathed pelo grupo cíclico infinito Z e denotado por G = H ōZ.
Defina o subgrupo N de G = H ōZ por
N = 〈[H̃αi , H̃αj ]|0 ≤ i < j〉.
Em [7], A. Brunner e S. Sidki estabeleceram o seguinte resultado.
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Teorema 4.1.2. (Brunner & Sidki, [7]) Seja G = H ōZ. Então o grupo quociente
G/N é isomorfo ao produto entrelaçado restrito H o Z.
Grupos autossimilares são residualmente finitos. A dicotomia de Gruenberg
sobre produto entrelaçado residualmente finito [13], nos diz que o produto G =
B o X é residualmente finito se, e somente se, B e X são residualmente finitos e
B é abeliano ou X é finito.
Em [3], A. Dantas e S. Sidki investigaram produtos entrelaçados autossimila-
res de grupos abelianos e obtiveram o seguinte resultado.
Teorema 4.1.3 (Dantas & Sidki, [3]). Seja G = B o X um produto entrelaçado
autossimilar transitivo de grupos abelianos. Se X é livre de torção então B é um
grupo de torção de expoente finito.
Observe que este resultado satisfaz a dicotomia de Gruenberg. Como aplica-
ção desse teorema temos que o grupo Z oZ não admite representação autossimilar
transitiva. Em contraste, obtemos o seguinte resultado.
Proposição 4.1.4. O grupo Z o Z é fechado por estado de grau 3. Mais que isso,
Z o Z é um autômata-grupo 3-gerado sobre um alfabeto de 3 letras.
Demonstração. Seja H um subgrupo abeliano de A2. Então,
N = 〈[H̃αi , H̃αj ]|0 ≤ i < j〉
é trivial. Pelo Teorema 4.1.2, se α = ((e, e), (α, e))(0 1), então 〈H̃, α〉 ' H̃ o 〈α〉,
onde
H̃ = {h̃ = ((h̃, h), (e, e)) | h ∈ H}.
Note que H̃ ' H . Considere H = 〈α〉, assim H̃ o 〈α〉 = 〈α̃〉 o 〈α〉 ' Z oZ. Como
〈α̃〉 o 〈α〉 = 〈α̃ = ((α̃, α), (e, e)), α = ((e, e), (α, e))(0 1)〉,
segue que 〈α̃〉 o 〈α〉 é fechado por estado no nível 2.
Agora, observe que se σ̄(α) é o automorfismo ((σ0(α), σ1(α))σφ(α) e inde-
xando 00 := 0, 01 := 1, 10 := 2, e 11 := 3, temos que σ̄(α) pode ser visto
como a permutação σ(α) do conjunto {0,1,2,3} e cada αij pode ser visto como
automorfismo αi+2j da árvore T4. Então o homomorfismo
Ψ : G→ A4
α 7→ (α0, α1, α2, α3)σ(α)
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é tal que G ' GΨ e GΨ é um grupo fechado por estado de grau 4.
Portanto,
(〈α̃〉 o 〈α〉)Ψ = 〈α̃Ψ = (α̃Ψ, αΨ, e, e), αΨ = (e, e, αΨ, e)(0 2)(1 3)〉 ' Z o Z
é fechado por estado de grau 4.
Finalmente, a aplicação
αΨ 7→ α1 = (e, α1, e)(0 1)
α̃Ψ 7→ β = (β, e, α1)
estende a um isomorfismo φ de
〈α̃Ψ = (α̃Ψ, αΨ, e, e), αΨ = (e, e, αΨ, e)(0 2)(1 3)〉
à
〈γ = (γ, e, β), β = (e, β, e)(0 1)〉.









Diagrama de Z o Z
Corolário 4.1.5. O grupo (Z o Z) o C2 é um autômata-grupo de grau 4.
Demonstração. Aplicando a Proposição 4.1.4 e o Teorema 2.2.2 (ii) obtemos:
(Z o Z) o C2 ' 〈σ = (0 2)(1 3), γ = (γ, e, ασ, ασ), α = (e, α, e, e)(0 1)〉;
ou seja, o grupo (Z o Z) o C2 é gerado pelo autômata:





0|0, 1|1, 2|2, 3|3






Diagrama de (Z o Z) o C2
Note que 3 é o menor grau para o qual Z o Z admite uma representação autos-
similar. A. Woryna [9], questionou sobre a existência de um autômata de Mealy
finito S de maneira que Z o Z ' 〈S〉. Com a proposição anterior respondemos
positivamente essa questão.
Considere G = Z o Z = 〈γ = (γ, e, β), β = (e, β, e)(0 1)〉. Então
FixG(0) = 〈γ2, βγ
k
, k ≥ 0〉 e FixG(2) = 〈γ, β〉 = G.
O conjunto T1 = {e, γ} é um transversal de FixG(0) em G e assim, o índice de
FixG(0) em G é 2. Observe que






, e, e) e βγ2n+1 = (e, βγn , γ).
Sejam π0 e π2 as projeções nas primeira e terceira coordenadas respectiva-
mente, ou seja,
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π2 : FixG(2) → G
β 7→ γ
γ 7→ e.
Esses homomorfismos inspiraram a construção dos endomorfismos virtuais para
o caso mais geral G = Zl o Zd, o qual veremos a seguir.
4.1.2 O caso geral
Sejam l e d inteiros positivos. Considere o grupo G = Zl o Zd = ⊕x∈XZl o X ,










1 · · ·x
sd
d ,
onde Zl = 〈a1, . . . , al〉 e pi(x1, . . . , xd) ∈ Z〈X〉, i = 1, . . . , l.
Proposição 4.1.6. Seja G = Zl o Zd. Então G é um autômata-grupo de grau 4.
Demonstração. Denotando Zl por A e Zd por X , podemos escrever o grupo G
como o produto semi-direto G = AZ〈X〉·X .
Defina os seguintes subgrupos de G:
H1 = A
Z〈X〉〈x21, x2, . . . , xd〉,















i 7→ e ;
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i (1 ≤ i ≤ l) ;
e








i 7→ e (2 ≤ i ≤ l)
Então AZ〈X〉〈x2, . . . , xd〉 é o f1-core de H1, H2 é o f2-core de H2 e H3 é o
f3-core de H3.
Seja K o F-core de H. Então K ≤ AZ〈X〉〈x2, . . . , xd〉 e aplicando f2 temos
que K ≤ AZ〈X〉.
Mostraremos que K é trivial. Suponha, por absurdo, que K é não trivial.
Como K é normal em G, então K+ := K ∩ AZ[X] é não trivial. Todo elemento h
de K+ é expresso unicamente da seguinte forma
h = ap11 a
p2
2 . . . a
pl
l ,
onde pi = pi(x1, x2, . . . , xd) ∈ Z [X].
Reescrevendo pi(x1, x2, . . . , xd) na forma
pi0(x2, . . . , xd) +
∑


















i(x1, x2, . . . , xd) = pi0(x2, . . . , xd) +
∑
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Defina δxj(h) sendo o grau máximo em xj do polinômio pi para todo i. Se
o grau máximo de todos os δxj(h) acontece para j = k então aplicando uma
potência adequada de f2 a h, podemos assumir que j = 1.
Escolha h ∈ K+ tal que h 6= e que envolve um número mínimo de variáveis do
conjunto {x1, x2, . . . , xd}.
(1) Suponha pi é constante para todo i. Então existe j tal que pj 6= 0. Aplicando
f3 a h obtemos que x
p1
1 6= e e x
p1
1 ∈ K, o que não pode ocorrer.
(2) Denote δx1 (h) por n, então n 6= 0.
(2.1) Suponha que n é par, n = 2k. Aplicando f1 a h temos que h′ 6= e e
δx1 (h
′) = k, um absurdo.
(2.2) Suponha que n é ímpar, n = 2k + 1. Conjugando h por x1 obtemos




2 · · · a
p′l
l ∈ K+,
p′i = pix1, δx1 (h
′) = 2k + 2.
Aplicando f1 a h′ temos que h′
f1 = h′′ ∈ K+ com δx1 (h′′) = k + 1.
Agora, k + 1 < 2k + 1, caso k 6= 0; assim, temos que δx1 (h) = 1 e
para todo i,
pi = pi0 + pi1x1,
onde pi0, pi1 ∈ Z [x2, . . . , xd]. Então, como feito antes com h′ = hx1
temos que p′i = pi0x1 + pi1x
2
1 e h
′f1 = h′′ = (ap111 a
p21




∈ K+\ {e}. Como
h′′′ = (h′′)
x−11 = ap111 a
p21
2 · · · a
pl1
l ∈ K+\ {e}
e envolve um número menor de variáveis que h, obtemos uma contra-
dição.
Uma representação fiel autossimilar para o grupo G = Zl o Zd com respeito à
tripla
((2, 1, 1), (H1, H2 = G,H3 = G), {f1, f2, f3})
e os transversais Ti de Hi em G definidos por
T1 = {e, x1}, T2 = T3 = {e},
é
Gϕ = 〈γ1, . . . , γl〉 o 〈α1, . . . , αd〉,
4.1 Representação autossimilar para A o Zd 78
onde
γ1 = (γl, e, γ1, α1), γ2 = (γ1, e, γ2, e), . . . , γl = (γl−1, e, γl, e),
α1 = (e, α1, αd, e)(0 1), α2 = (α2, α2, α1, e), . . . , αd = (αd, αd, αd−1, e).
Portanto, Gϕ é finitamente gerado, finito por estados e autossimilar; ou seja, G é
um autômata-grupo.
Na figura abaixo suprimimos os índices das setas para não sobrecarregar o
diagrama.
γ1 γ2 . . . γl−1 γl
e
α2α1 . . . αd−1 αd
Autômata de Zl o Zd
Corolário 4.1.7. O grupo Zl o Z é um autômata-grupo de grau 3; em particular
Z o Z é um autômata-grupo de grau 3.
Demonstração. Basta notar que se d = 1 na proposição anterior, H2 e f2 são
desnecessários na demostração.
Proposição 4.1.8. (Bartholdi & Sidki, [14]) SejamG um grupo autossimilar tran-
sitivo de grau m, Gω seu subgrupo parabólico e B um grupo abeliano finito. En-
tão a extensão B(Gω\G) oG é autossimilar transitivo de grau |B|m, além disso, é
finito por estado sempre que G o é.
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Aplicação 4.1.9. Usando o endomorfismo virtual f : 2Z→ Z dado por 2z 7→ z,
temos que Z é autossimilar transitivo de grau 2. Note que Zω = 1. Aplicando o
Teorema anterior obtemos que B o Z é autossimilar transitivo de grau 2|B|, onde
B é um grupo abeliano finito. Observe que o endomorfismo f dá Z finito por
estado. Assim, B o Z é um autômata-grupo.
Teorema 4.1.10. Seja A um grupo abeliano finitamente gerado e considere T =
Tor(A). Então G = A o Zd é um autômata-grupo de grau 2|B| + 4. No caso
particular, para A = Zl, o grau pode ser reduzido para 4.
Demonstração. Bata aplicar o Teorema de Concatenação (2.3.1) aos casos Zl oZd
e T o Zd.
4.2 Representação autossimilar para Cp o Z2
4.2.1 Endomorfismos de produtos semi-diretos
No que segue, listamos algumas propriedades de endomorfismos de produtos se-
midiretos estudadas por A. Dantas e S. Sidki em [2] e as usaremos para obter
resultados sobre existência de representação fechada por estado de grupos do tipo
Cp o Z2, com p primo.
Teorema 4.2.1. (Dantas & Sidki, [2]) Considere o grupo G = AX , produto se-
midireto do subgrupo A pelo subgrupo X . Suponha que existam H um subgrupo
de índice finito m em G e um endomorfismo f : H → G. Defina Y = AH ∩X ,
A0 = A∩H e Ḣ = A0Y e suponha que A0 seja normal em G. Nessas condições
temos:
(i) [G : Ḣ] = m;
(ii) se H EG e [A, Y ] 6 A0, então Ḣ EG;
(iii) se A é abeliano, então H EG implica que Ḣ EG;
(iv) se A é abeliano então ḟ é homomorfismo;
(v) se A é abeliano, CX(A) = 1 e f é simples, então ḟ é simples. Além disso,
se [G : H] = p, pode-se supor X 6 H .
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Com a notação acima, suponha que o endomorfismo f : H → G é tal que
Af0 6 A, por exemplo quando A é de torção e X é livre de torção.
Defina os homomorfismos µ : A0 → A por aµ0 = a
f
0 e α : Y → X por yα = y′ se,
e somente se, (ay)f = by′, onde a, b ∈ A.
Seja B um grupo abeliano finito. Então
B = 〈b1〉 ⊕ 〈b2〉 ⊕ · · · ⊕ 〈br〉,
onde bi é cíclico de ordem ni.
Defina GB,d = B o Zd = AX , onde A = ⊕x∈XB, X = Zd = 〈x1, . . . , xd〉.
Um elemento típico em GB,d é
(b
p1(x1,...,xd)
1 · · · bpr(x1,...,xd)r )(x
s1
1 · · ·x
sd
d ),
onde pi(x1, . . . , xd) ∈ Z/niZ〈X〉, i = 1, . . . , r.
Para r = 1, escrevemos: B = 〈b〉, |b| = n, GB,d = Gn,d e f : H → Gn,d.
Observe que CX(A) = 1.
Vamos considerar Gn,d = Cn o Zd = 〈a〉 o 〈x1, . . . , xd〉. Note que podemos
escrever Gn,d = AX , onde A = 〈a〉〈x1,...,xd〉 e X = 〈x1, . . . , xd〉.
Seja (m,H,F) dados para Gn,d de modo que cada subgrupo em H é normal
em Gn,d.
Defina Ai = A ∩ Hi, Yi = AHi ∩ X , i = 1, . . . , s. Como A é de torção e
X é livre de torção, temos que Afii 6 A; além disso, se A é abeliano, podemos
considerar Ḣi = AiYi subgrupo de Gn,d e ḟi : Ḣi → Gn,d homomorfismo. Sejam
Ḣ = (Ḣ1, . . . , Ḣs) e Ḟ = {ḟ1, . . . , ḟs}.
Proposição 4.2.2. Suponha que (m,H,F) induz uma representação autossimilar
fiel para o grupo G de modo que cada subgrupo em H é normal em G. Então
(m, Ḣ, Ḟ) também induz uma representação fiel autossimilar para o grupo G.
Demonstração. Sejam K 6 Ḣ1 ∩ · · · ∩ Ḣs := Ḣ , K E Gn,d, K ḟi 6 K, i =
1, . . . , s. Considere K0 = K ∩A1 ∩ · · · ∩As. Assim, para i = 1, . . . , s temos que
K ḟi0 = (K ∩ A1 ∩ · · · ∩ As)ḟi 6 (K ∩ Ai)ḟi 6 K ∩ A 6 K ∩ (Ḣ ∩ A) = K0.
Mas, Kfi0 = K
ḟi
0 para i = 1, . . . , s, assim K0 é trivial. Como [K,A] 6 K0 =
1, temos que K 6 CX(A) = 1. Portanto, (m, Ḣ, Ḟ) induz uma representação
autossimilar fiel para o grupo G.
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Análogo ao que foi feito anteriormente, definimos os homomorfismos µi :
Ai → A por aµi = afi , onde a ∈ Ai e αi : Yi → X por yαi = y′ se, e somente se,
(ay)f = by′, onde a, b ∈ A, i = 1, . . . , s.
Note queA pode ser visto como anel de grupoA = (Z/nZ)〈X〉, eA1, . . . , As
podem ser vistos como ideais I1, . . . , Is, respectivamente, já que A1, . . . , As são
normais em A. Dessa forma, os homomorfismos
f1 : A1 → A, . . . , fs : As → A
podem ser vistos como homomorfismos de grupos entre anéis
µ1 : I1 → A, . . . , µs : Is → A.
Denote por µ o conjunto {µ1, . . . , µs}. Diremos que um ideal deA é µ-invariante
se é µi-invariante para i = 1, . . . , s.
Similarmente, α1 : Y1 → X, . . . , αs : Ys → X estendem-se a homomorfismos
de grupos abelianos α1 : B1 → A, . . . , αs : Bs → A, onde Bi = (Z/nZ)〈Yi〉,
i = 1, . . . , s.
Proposição 4.2.3. Seja (m,H,F) dados para Gn,d tal que cada subgrupo em H
é normal em Gn,d. Então o F-core de H é trivial se, e somente se, o único ideal
de A contido em
⋂s






Se p ∈ I e q ∈ Bi, então teremos que
(bpq)µi = bp
µiqαi .
Seja Ki = kerBi(αi) e defina K =
⋂s
1Ki (ideal de A). Então IK é um ideal de
A contido em kerµi(µi) para todo i = 1, . . . , s. Logo, 〈bIK〉 é um subgrupo de⋂s
i=1 Hi, normal em G e fi-invariante i = 1, . . . , s. Dessa forma, 〈bIK〉 é trivial
pois o F-core de H é trivial.
4.2.2 Representação fechada por estado para Gp,2
Em [2], A. Dantas e S. Sidki mostraram que o grupo Cp o Zd, onde p é um primo
e d ≥ 2, é autossimilar transitivo de grau p2, mais que isso, eles provaram que
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este grupo não admite representação autossimilar transitiva numa árvore de grau
primo. No caso p = 2, foi exibida uma representação na árvore de grau 4 como um
autômata-grupo com 12 estados. Lançando mão da transitividade, conseguimos
diminuir o grau da representação do grupo Cp o Z2 para p + 1, como estabelece o
seguinte resultado.
Teorema 4.2.4. Seja p um número primo. Então o grupo Cp o Z2 é fechado por
estado de grau p + 1 com tipo-orbital (p, 1). De fato, Cp o Z2 é gerado por α =
(α, ασ, . . . , ασp−1, αβ), σ = (e, . . . , e, σ)(0 1 · · · p − 1) e β = (e, . . . , e, α). Em
particular, o grupo C2 o Z2 é fechado por estado de grau 3.
Antes de demonstrar o Teorema 4.2.4, vamos provar o seguinte lema.
Lema 4.2.5. Sejam k um corpo e X o grupo 〈x, y〉 ' Z2. Considere pi(x, y)
uma sequência de elementos não inversíveis na k-álgebra k[X], mi o grau de x
no polinômio pi(x, y) e ni o grau de y em pi(x, y) e defina δ(pi(x, y)) = (mi, ni).
Suponha que mi, ni →∞ quando i→∞. Então o ideal
⋂∞
i=0〈pi(x, y)〉 é nulo.
Demonstração. Observe que a álgebra k[X] é o mesmo que o anel de polinômios
de Laurent k[x, y, x−1, y−1]. Sejam p(x, y), q(x, y) elementos não inversíveis de
k[X], então
δ(p(x, y)q(x, y)) ≥ δ(p(x, y)), δ(q(x, y)).
Como mi, ni →∞ quando i→∞, o ideal
⋂∞
i=0〈pi(x, y)〉 é nulo.
Demonstração. (Teorema 4.2.4) Sejam Cp = 〈a〉, Z2 = 〈x, y〉 e G = Cp o Z2.
Defina os seguintes subgrupos de G: H1 = G′〈x, y〉 e H2 = G.
Note que [G : H1] = p. Observe que G′ pode ser visto como 〈ax−1, ay−1〉.
Assim, elementos de H1 podem ser expressos unicamente como as(x,y) · xiyj ,
onde s(x, y) é um elemento do ideal I de Z〈x, y〉, gerado por x− 1 e y− 1. Além
disso, elementos de I podem ser unicamente escritos como
s(x, y) = p(x)(x− 1) + q(y)(y − 1) + r(x, y)(x− 1)(y − 1).
Defina os seguintes homomorfismos:
f1 : H1 → G
as(x,y)xiyj 7→ aq(y)yj
e
f2 : H2 → G
ar(x,y)xiyj 7→ ar(y,xy)xjyi+j.
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Suponha que K é um subgrupo de H1 ∩ H2 = H1, normal em G e {f1, f2}-
invariante. Observe que o subgrupo L = K ∩ G′ é trivial se, e somente se,
K é também trivial. Mostraremos que K = 1. Suponha, por contradição, que
g = as(x,y) é um elemento não trivial de L. Assim as(x,y)f1 = aq(y) e sucessivas
aplicações de f1 em aq(y) resulta que q(y) = 0, e assim x− 1 divide s(x, y).
Como as(x,y)f2 = as(y,xy) ∈ L, segue que x − 1 também divide s(y, xy), ou












e x−y divide s(x, y). Repetindo o argumento, temos que xni−yni−1 divide s(x, y)
para todo ni, onde ni é a sequência de Fibonacci definida por ni = ni−1 + ni−2 e
n0 = 0, n1 = 1, n2 = 1, i ≥ 0. Então s(x, y) ∈
⋂∞
i=0〈xni − yni−1〉 que é nulo,
pelo Lema anterior, uma contradição. Portanto, G é fechado por estado de grau
p+ 1 e tipo-orbital (p, 1).
Escolha os transversais T1 = {e, a, ..., ap−1} e T2 = {e} de H1 e H2, respec-
tivamente. Assim, obtemos uma representação fechada por estado de G gerado
pelos automorfismos
σ = (e, e, . . . , e, σ)(0 1), α = (α, ασ, . . . , ασp−1, αβ), β = (e, e, . . . , e, α).
Note que αmβn = (αm, (ασ)m, . . . , (ασp−1)m, αm+nβm), para m,n ∈ Z, então
{α, αβ, α2β, α3β2, . . . , αniβni−1 , . . . } ⊂ Q(α) e esta representação não é finita
por estado.
4.3 Outros produtos semidiretos
Seja G um grupo fechado por estado com respeito aos dados (m,H,F), onde
m = (m1, . . . ,ms), com m1 ≥ 2, . . . ,ms ≥ 2. Para cada i = 1, . . . , s, defina
Gi0 = G, Gij = (Gi(j−1))
f−1i (j > 0) e Gωi = ∩j≥0Gij.
Com esta notação estabelecemos o seguinte resultado.
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Teorema 4.3.1. Sejam B um grupo abeliano finito e G um grupo autossimilar
com tipo-orbital (m1, . . . ,ms), com m1 ≥ 2, . . . ,ms ≥ 2. Então o grupo
B((Gω1\G)×···×(Gωs\G)) oGs
é autossimilar com tipo-orbital (|B| ·m1 · · ·ms, 1). Além disso, se G é finito por
estado então B((Gω1\G)×···×(Gωs\G)) oGs também é finito por estado.









e defina a extensão
H =
{






Note que o índice [G : H] é |B| · m1 · · ·ms. Agora, considere a aplicação








(Gω1h1, . . . , Gωshs) 7→ (Gω1h
f1








−1)fi ∈ Gωi para cada 1 ≤ i ≤ s;
portanto λ é uma função injetiva.









ȳ = (Gω1y1, . . . , Gωsys) 7→ x̄ = (Gω1x1, . . . , Gωsxs), se λ(x̄) = ȳ;
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caso contrário, defina como ē = (Gω1 , . . . , Gωs). Além disso, defina o homomor-












Defina também o homomorfismo χ2 : G → G por
(φ, (g1, . . . , gs)) 7→ ((Gωixi)si=1 7→ φ((Gωixi+1)si=1), (gi+1)si=1)).




[G : Hi], 1), (H,G), {χ1, χ2})
é fiel.
Considere K ≤ H com K C G e Kχr ≤ K, r = 1, 2. Primeiramente,
a hipótese de F ser livre de core e usando a definição de χ2 temos que K ≤
B((Gω1\G)×···×(Gωs\G)). Considere φ : U → B um elemento não trivial em K,
então
∏
ḡ∈U φ(ḡ) = 1 e logo |Supp (φ)| ≥ 2.
Escolha φ com suporte S, de cardinalidade minimal. Como φ é não tri-
vial, podemos assumir, por conjugação em G, que φ(Gω1 , . . . , Gωs) 6= 1, assim
(Gω1 , . . . , Gωs) ∈ S e S contém no mínimo dois elementos.
Defina φj = φχ
j
1 para j ≥ 0. Observe que φj é dado por
φj(Gω1a
f1
1 , . . . , Gωsa
fs
s ) = φ(j−1)(Gω1a1, . . . , Gω1as),
para (a1, . . . , as) pertencente a G1j × · · · ×Gsj , estendida pela identidade fora de
(G1j × · · · ×Gsj)λ.
Logo,
φ1 : Gω1 \H
f1
1 × ...×Gωs \Hfss → B
(Gω1a
f1
1 , ..., Gωsa
fs




1 , . . . , Gωsa
fs
s ) | (Gω1a1, . . . , Gωsas) ∈ S}
= Gω1(S
π1 ∩H1)f1 × · · · ×Gωs(Sπs ∩Hs)fs ,
onde πi, i = 1, . . . , s, é a projeção na i-ésima coordenada.
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Se (Gω1a
f1
1 , . . . , Gωsa
fs
s ) ∈ Supp(φ1) então (Gω1a1, . . . , Gωsas) ∈ S, assim
|Supp(φ1)| ≤ |S|. Pela minimalidade da cardinalidade do conjunto S, temos que
|Supp(φ1)| = |S|. Continuando o processo, o suporte de φj é
Gω1(S
π1 ∩G1j)f1 × · · · ×Gωs(Sπs ∩Gsj)fs ,
o qual tem a mesma cardinalidade de S. Portanto, temos que S ⊂ (G1j, . . . , Gsj)
para todo j e assim S ⊂ {(Gω1 , . . . , Gωs)}; uma contradição.
Note que como G é finito por estado, Gs também o é. Sejam T1, . . . , Ts
transversais de H1, . . . , Hs em G, respectivamente, com t0i representante de Hi,
i = 1, . . . , s. Defina
Ḃ = {φ : U → B com suporte em Gω1 × · · · ×Gωs}.
Note que a aplicação φ 7→ φ(Gω1 , . . . , Gωs) dá um isomorfismo entre Ḃ e B.
Para b ∈ B escrevemos ḃ o elemento de Ḃ de modo que ḃ(Gω1 , . . . , Gωs) = b.
Considere Ḃ××si=1Hi transversal deH em G. Como G é gerado por Ḃ∪Gs, basta
mostrar que esses elementos são finito por estado. Considere a representação de




. Então, se g ∈ Gs
gϕ̇ =
(
(ḃ, t) 7→ gt, 1G 7→ g′
)(
(ḃ, t) 7→ tg
)
,





ȧ, se t = t01, . . . , t0s
e, caso contrário
)(
(ḃ, t) 7→ ḃa
)
No primeiro caso, o conjunto de estados de g em G é o mesmo que o conjunto
de estados de g em Gs acrescidos dos estados de g′ em Gs; enquanto no segundo
caso, o conjunto de estados de ȧ é {e, ȧ}. Portanto G é finito por estado.
Corolário 4.3.2. Sejam B um grupo abeliano finito e G um grupo autossimilar
com tipo-orbital (m1 > 1, . . . ,ml > 1,ml+1 = 1, . . . ,ms = 1). Então existem
subgrupos próprios Rl+1, . . . , Rs de G tais que
B((Gω1\G)×···×(Gωl\G)×(Rl+1\G)×···×(Rs\G)) oGs
é um grupo autossimilar com tipo-orbital (|B| ·m1 · · ·ms−l+1l , 1).
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Demonstração. Para cada l + 1 ≤ j ≤ s a restrição ḟj = fj : Ḣj = Hl → G é
bem definida. Defina a tripla (ṁ, Ḣ, Ḟ) por
ṁ = (m1, . . . ,ml,ml, ...,ml), Ḣ = (H1, ..., Hl, Ḣl+1 = Hl, . . . , Ḣs = Hl),
Ḟ = {f1, . . . , fl, ḟl+1, . . . , ḟs}.
e Rj o subgrupo parabólico de ḟj para j = l + 1, . . . , s. Como G tem uma
representação fiel autossimilar com respeito à tripla (m,H,F), o mesmo é válido
para a representação com respeito à tripla (ṁ, Ḣ, Ḟ); de fato, o F-core de H e o
Ḟ-core de Ḣ são os mesmos. Como mi > 1 para cada mi em ṁ, aplicamos o
Teorema anterior e obtemos o resultado.
Exemplo 4.3.3. Seja A = 〈a1, a2, a3 . . . , an, . . . 〉 grupo abeliano livre de posto
infinito. Considere H1 = H2 = 〈a12, a2, a3 . . . , an, . . . 〉 subgrupos de índice 2
em A. Para i = 1, 2, defina os homomorfismos fi : Hi → A que estendem as
aplicações:
f1 : H1 → A
a1
2 7→ a1
an 7→ an−1 (n ≥ 2)
e
f2 : H2 → A
a1
2 7→ a2
an 7→ an−1 (n ≥ 2)
Observe que
Aω1 = 〈a ∈ H1 | af
k
1 ∈ H1 ∀k ∈ N〉 = 〈an+1an−2 | n ≥ 1〉 e
Aω2 = 〈a ∈ H2 | af
k
2 ∈ H2 ∀k ∈ N〉 = 〈an+1an−1−2 | n ≥ 2〉.
Além disso, Aω1 ∩ Aω2 = {e}. O {f1, f2}-core de {H1, H2} é
〈K 6 H1 ∩H2 | K C G,Kfi 6 K, i = 1, 2〉 =
〈K 6 H1 ∩H2 | Kfi 6 K, i = 1, 2〉 6 Aω1 ∩ Aω2 = {e}.
Portanto, os dados ((2, 2), {H1, H2}, {f1, f2}) induzem uma representação autos-
similar para o grupo abeliano livre de posto infinito A.




é um grupo autossimilar de grau 2×2×2+1 = 9 e além disso, é finito por estado.
O grupo
W = 〈(a, (1, 1)), (e, (an, an)) | n = 1, 2, . . . 〉 ' C2 o Z(ω)
é um subgrupo de C2((Aω1\A)×(Aω2\A)) oA2 e portanto é também finito por estado.
CAPÍTULO 5
Sobre grupos nilpotentes não autossimilares
Em [6], A. Brunner e S. Sidki mostraram que o grupo Zn o GL(n,Z) é finito
por estado e fechado por estado em Am, onde m = 2n. Como todo T-grupo é
isomorfo a algum subgrupo de GL(n,Z) ( [11], Teorema 5, p. 92), segue que
todo T-grupo admite uma representação finita por estado em A2n para algum n.
No entanto, nem sempre é possível obter uma representação autossimilar para um
dado T-grupo. Vamos exibir um T3-grupo que não é autossimilar, qualquer que
seja o grau da árvore; o exemplo vem do trabalho de V. Bludov e B. Gusev, [27].
5.1 T-grupos
Dizemos que um grupo G é um T-grupo se G é nilpotente, livre de torção e
finitamente gerado; quando a classe de nilpotencia de G é c, dizemos que G é um
Tc-grupo.
Todo T-grupo G é policíclico, isto é, G admite uma série sub-normal
1 = G0 EG1 EG2 E · · ·EGn−1 EGn,
tal que Gi/Gi−1 é cíclico para i = 1, . . . , n. O número de fatores cíclicos infinitos
em uma série de um grupo policíclico G é chamado o comprimento de Hirsch de
G e denotado por h(G); este número é um invariante de G, ou seja, quaisquer
duas séries policíclicas de G tem o mesmo número de fatores cíclicos infinitos.
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Fatos sobre grupos nilpotentes
(1) Seja G um grupo nilpotente livre de torção.




K = {x ∈ G | xn ∈ K para algum inteiro positivo n}.
é um subgrupo de G. Além disso, se G é finitamente gerado então
[ G
√
K : K] é finito.
(b) Seja H um subgrupo de índice finito m em G. Então H ∩ Zi(G) =
Zi(H) para todo i. Aqui Zi denota o i-ésimo termo da série superior
central de G.
(2) Seja G um grupo nilpotente de classe c que é finitamente gerado. Então
G é policíclico. Além disso, um subgrupo H de G tem índice finito se, e
somente se, h(H) = h(G).
Completamento de Malcev
Um grupoG é dito ser completo ou divisível se a equação xn = g tem uma solução
no grupo G para qualquer natural n e qualquer g ∈ G.
Definição 5.1.1. Seja G# um grupo nilpotente, livre de torção e completo que
contém um subgrupo G tal que todo elemento de G# elevado a uma potência
apropriada (positiva) pertence à G. Então G# é chamado um completamento de
Malcev de G.
Teorema 5.1.2. Todo grupo nilpotente livre de torçãoG está contido em um grupo
nilpotente livre de torção G# que é um completamento de G. Se G#1 e G
#
2 são
dois completamentos deG, então existe um único isomorfismo entreG#1 eG
#
2 que
estende o automorfismo identidade de G.
Se K é um subgrupo de índice finito em G, então G
√
K = G. Assim, o




Definição 5.1.3. SejaG um grupo. Um IA-automorfismo deG é um automorfismo
de G que induz em G/G′ o automorfismo identidade. O conjunto de todos os IA-
automorfismo de um grupo G formam um grupo, denotado por IA(G).
É conhecido que IA(G) é um subgrupo normal de Aut(G) e Inn(G) 6




em [4]). Em particular, se G é nilpotente de classe c então IA(G) é nilpotente de
classe c− 1 e para α ∈ IA(G) temos que xα = x, para todo x ∈ γc(G).
Seja f : H → G um endomorfismo virtual de G. Se o único subgrupo f -
invariante de G é o subgrupo trivial dizemos que f é fortemente simples.
T2-grupos são ricos em autossimilaridade no seguinte sentido:
Teorema 5.1.4 (Berlatto & Sidki, [1]). Seja G um Tc-grupo com c ≤ 2 e H um
subgrupo de índice finito em G. Então existe um subgrupo K de índice finito em
H , o qual admite um epimorfismo fortemente simples f : K → G.
Considere G um T-grupo. Seja f : H → G um endomorfismo virtual que
é injetor, então H ' Hf . Usando o item 2. acima, concluímos que h(H) =
h(Hf ) = h(G) e portanto f(H) tem índice finito em G. Usaremos esse fato na
demostração das proposições 5.1.5 e 5.2.4.
Proposição 5.1.5. Seja G um T-grupo autossimilar com centro cíclico. Então G
é autossimilar transitivo.
Demonstração. Sejam Z(G) = 〈z〉, Z(H) = 〈zn〉. Podemos supor Hi = H
para i = 1, . . . , s e que Ki = fi-core(Hi) é não-trivial. Defina Li = ker(fi) e
Mi = Li ∩ Z(H).
Temos fi(Z(H)) ' (Z(H)Li)/Li ' Z(H)/Mi é um grupo livre de torção.
Se Li é não trivial entãoMi é não trivial, portanto Z(H)/Mi é um grupo de torção
e logo Mi = Z(H). Segue que Li é trivial para algum i. Suponha que Li é trivial
para 1 ≤ i ≤ r e não trivial para r ≤ i ≤ s. Então fi(H) ' H , 1 ≤ i ≤ r
e logo tem índice finito em G. Portanto, fi(Z(H)) 6 Z(G) para 1 ≤ i ≤ r e
fi(Z(H)) = e para r + 1 ≤ i ≤ s.
Defina Zi = Ki ∩ Z(H). Então para 1 ≤ i ≤ r, fi(Zi) 6 Ki ∩ Z(G) =
Ki ∩ Z(G) ∩H = Ki ∩ Z(H) = Zi.
Escreva Zi = 〈zni〉 e defina Z0 = Z1 ∩ Z2 ∩ · · · ∩ Zr = 〈zq〉, onde q =
mmc {ni | 1 ≤ i ≤ r}. Para 1 ≤ i ≤ r, existe ki não nulo tal que fi(zni) = zni·ki .




ni)ti = z((ni·ki)·ti) = z(q·ki) = (zq)ki ,
5.2 O grupo N3,4 92
ou seja, Z0 é fi invariante para 1 ≤ i ≤ r. Como fi(Z0) = {e} para r+1 ≤ i ≤ s,
temos que Z0 é fi invariante para todo i e assim Z0 é trivial; uma contradição.
A proposição acima foi mostrada em [19] utilizando completamento de Mal-
cev.
5.2 O grupo N3,4
O grupo N3,4 foi introduzido por V. Bludov e B. Gusev em [27]. O grupo N3,4 é o
grupo nilpotente de classe 3 gerado por a, b, c, d e relações definidoras dadas por:
[a, [a, b]] = [a, b, b] = [a, [c, d]] = [a, d, d] = 1, (5.1)
[b, [b, c]] = [b, [c, d]] = [c, [c, d]] = [c, d, d] = 1, (5.2)
[a, [b, c]] · [a, c, b] = [a, [b, d]] · [a, d, b] = 1, (5.3)
[a, [a, d]] · [b, c, c]−1 = [a, [a, c]] · [b, [b, d]]−1 = 1, (5.4)
[a, c, b] · [b, d, d]−1 = [a, c, c] · [b, d, c]−1 = [a, d, b] · [a, d, c]−1 = 1, (5.5)
[a, b] · [a, c, c]−1 = [c, d] · [a, [a, c]]−1 = 1. (5.6)
Fatos sobre o grupo N3,4
Vamos listar abaixo alguns fatos sobre o grupo G = N3,4 que foram estabelecidos
em [27].
(1) O conjunto {[a, c], [a, d], [b, c], [b, d]} é uma base para o grupo abeliano livre
Z2(G)/Z(G).
(2) O conjunto {[a, b], [c, d], [a, [a, d]], [a, [b, c]], [a, [b, d]]} é uma base do grupo
abeliano livre Z(G).
(3) G é um T3-grupo.
(4) As séries superior central
1 = Z0(G) 6 Z1(G) 6 Z2(G) 6 Z3(G) = G
e inferior central
1 = γ4(G) 6 γ3(G) 6 γ2(G) 6 γ1(G) = G
coincidem.
5.2 O grupo N3,4 93
Lema 5.2.1 (Robinson, [10]). Sejam x, y e z elementos de um grupo G. Então
(i) [y, x] = [x, y]−1.
(ii) [xy, z] = [x, z]y[y, z] = [x, z][x, z, y][y, z].
(iii) [x, yz] = [x, z][x, y]z = [x, z][x, y][x, y, z].
(iv) [x, y−1] = [y, x]y
−1
.
(v) [x−1, y] = [y, x]x
−1
.
(vi) [x, y−1, z]y[y, z−1, x]z[z, x−1, y] = 1 (Identidade de Hall-Witt).
(vii) Se G é um grupo nilpotente de classe c. Então
[xt11 , x
t2
2 , . . . , x
tc
c ] = [x1, x2, . . . , xc]
t1t2···tc ,
para quaisquer x1, x2, . . . , xc ∈ G e t1, t2, . . . , tc inteiros.
5.2.1 Endomorfismos virtuais de N3,4
Em [27] Bludov e B. Gusev estudaram com detalhes os automorfismos do grupo
N3,4. No que segue faremos uma releitura dessas ideias para endomorfismos vir-
tuais de N3,4.
Sejam G = N3,4, H um subgrupo de índice finito de G e f : H → G um
endomorfismo virtual. Considere m,n, k, j inteiros positivos tais que
a1 = a
m, b1 = b
n, c1 = c
k, d1 = d
j pertencem a H.
No decorrer deste capítulo, denotaremos por K o grupo gerado por a1, b1, c1 e
d1.
É conhecido que K tem índice finito em G (veja [27], Lema 1.1). Usando as
relações 5.1, 5.2, 5.3, o Lema 5.2.1 e o fato de G ser livre de torção, segue que K
satisfaz as relações
[a1, [a1, b1]] = [a1, b1, b1] = [a1, [c1, d1]] = [a1, d1, d1] = 1, (5.7)
[b1, [b1, c1]] = [b1, [c1, d1]] = [c1, [c1, d1]] = [c1, d1, d1] = 1 e (5.8)
[a1, [b1, c1]] · [a1, c1, b1] = [a1, [b1, d1]] · [a1, d1, b1] = 1. (5.9)
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Usando o Lema 5.2.1 e as relações 5.4, 5.5 e 5.6 obtemos:
[a1, [a1, d1]]
nk2 = [b1, c1, c1]
m2j, (5.10)
[a1, [a1, c1]]
n2j = [b1, [b1, d1]]
m2k, (5.11)
[a1, c1, b1]
j2 = [b1, d1, d1]
mk, (5.12)
[a1, c1, c1]
nj = [b1, d1, c1]
mk, (5.13)
[a1, d1, b1]
k = [a1, d1, c1]
n, (5.14)
[a1, b1]
k2 = [a1, c1, c1]
n e [c1, d1]m
2
= [a1, [a1, c1]]
j. (5.15)









onde u1, u2, u3, u4 ∈ G′. Para 1 ≤ i, j ≤ 4, considere a matriz
Nf = (nij) =

n11 n12 n13 n14
n21 n22 n23 n24
n31 n32 n33 n34
n41 n42 n43 n44

induzida por f .
A seguir vamos mostrar que se det(Nf ) 6= 0 então f se comporta como um
IA-automorfismo. Isso será feito através de uma sequência de lemas.
Lema 5.2.2. Se det(Nf ) 6= 0 então Nf assume uma das formas:
N1 =

n11 n12 0 0
n21 n22 0 0
0 0 n33 n34
0 0 n43 n44
 ou N2 =

0 0 n13 n14
0 0 n23 n24
n31 n32 0 0
n41 n42 0 0
 .
5.2 O grupo N3,4 95
Demonstração. Vamos considerar [a1f , b1f ] módulo Z(G).
1 ≡ [a1f , b1f ] = [an11bn12cn13dn14u1, an21bn22cn23dn24u2] ≡
≡ [a, c]n11n23−n13n21 [a, d]n11n34−n14n21 [b, c]n12n23−n13n22 [b, d]n12n34−n14n24 .
Vamos denotar δksij por
∣∣∣∣nik nisnjk njs
∣∣∣∣. Assim, a relação acima pode ser reescrita na
forma

















Como det(Nf ) 6= 0, δ1212 e δ3412 não podem ser simultaneamente nulos.








Substituindo as expressões de n22 e n21 em δ1212 temos






uma contradição, logo n13 = 0. Trocando a terceira e quarta colunas da
matriz e usando o mesmo argumento, segue que n14 = 0. Se n23 6= 0, então
de δ2312 = δ
13















uma contradição. Segue que n23 = n24 = 0.
Neste caso, n13 = n14 = n23 = n24 = 0.
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Substituindo as expressões de n24 e n23 em δ1212 temos






uma contradição, logo n11 = 0. Trocando a terceira e quarta colunas da
matriz e usando o mesmo argumento, segue que n12 = 0. Se n21 6= 0, então
de δ1412 = δ
13















uma contradição. Segue que n21 = n22 = 0. Neste caso, n11 = n12 =
n21 = n22 = 0.
Agora, vamos considerar [c1f , d1f ] módulo Z(G).















24 = 0. Seguindo o mesmo argumento anterior,
temos que δ1234 e δ
34
34 não podem ser simultaneamente nulos. Caso δ
12
34 6= 0, n33 =
n34 = n43 = n44 = 0 e caso δ3434 6= 0, n31 = n32 = n41 = n42 = 0. Combinando
os casos e levando em consideração que det(Nf ) 6= 0, obtemos que a matriz
inicial assume uma das formas
Nf1 =

n11 n12 0 0
n21 n22 0 0
0 0 n33 n34
0 0 n43 n44
 ou Nf2 =

0 0 n13 n14
0 0 n23 n24
n31 n32 0 0
n41 n42 0 0
 .
Lema 5.2.3. Se det(Nf ) 6= 0 então Nf = N1 e
a1
f = a1u1, b1
f = b1u2, c1
f = c1u3 e d1f = d1u4,
com u1, u2, u3, u4 ∈ G′.
Demonstração. Veja demonstração do Lema 3.2 em [27].
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5.2.2 Não existência de representação autossimilar para N3,4
O Lema 5.2.3 significa que o homomorfismo f : KG′/G′ −→ G/G′, definido por
(xG′)f = xfG′, para todo x ∈ K age como um IA-homomorfismo: xfG′ = xG′.
Proposição 5.2.4. Seja G = N3,4 e considere f : H → G um endomorfismo
virtual de G tal que det(Nf ) 6= 0. Então Z(K)f 6 Z(K).
Demonstração. Pelo Lema 5.2.3 f : H → G é um monomorfismo e portanto
f : K → Kf é um isomorfismo. Logo Kf tem índice finito em G. Assim, G, K
e Kf têm completamentos de Malcev isomorfos. O isomorfismo f : K −→ Kf
estende-se a um automorfismo f̃ : G# → G#, onde G# é o completamento de




Seja φ = f̃
∣∣
G
: G → G∗. Se g ∈ G, existe um inteiro positivo t tal que
gt ∈ K. Assim:
(gt)fG′ = gtG′ = (gG′)t.
Por outro lado,
(gt)fG′ = (gt)φG′ = (gφG′)t.
Portanto, (gG′)t = (gφG′)t e como G/G′ é livre de torção, gG′ = gφG′. Logo,
gφ = gz, com z ∈ G′, i.e., Gφ 6 G e φ ∈ End(G). Na verdade, φ é um IA-
automorfismo de G; de fato, pelo Lema 2.4 [28], IA-endomorfismos de grupos
nilpotentes são IA-automorfismos. Assim, φ ∈ IA(G).
No grupo Hol(G) = G o Aut(G), o holomorfo de G, é conhecido que
[γi(G), γj(IA(G)] 6 γi+j(G), para quaisquer i, j naturais (veja, o Teorema 7.13
em [4]). Com esse fato, temos que [γ3(G), IA(G)] = 1.
Como [G : K] é finito, então Z(K) = K ∩ Z(G). Agora γ3(G) = Z(G)
implica que [.Z(G), IA(G)] = 1. Seja x ∈ Z(K), então [x, φ] = 1, então xφ = x.
Agora, como x ∈ K, xf = xφ = x. Portanto, Z(K)f 6 Z(K).
A seguinte Proposição é uma releitura do Lema 3.3 em [27].
Proposição 5.2.5. Seja f : H → N3,4 um endomorfismo virtual tal que det(Nf ) =
0, então existe um subgrupo W 6= {e} normal em N3,4 com W 6 Ker(f).
Demonstração. Por simplicidade de notação, vamos denotar o grupo N3,4 por G.
Considere Wo grupo gerado por
{[a1, b1], [c1, d1], [a1, [a1, d1]], [a1, [b1, c1]], [a1, [b1, d1]]}.
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Como {[a, b], [c, d], [a, [a, d]], [a, [b, c]], [a, [b, d]]} é base paraZ(G), entãoW 6
Z(G) ∩K e portanto, W é um subgrupo normal de G.
Como as linhas da matriz Nf são linearmente dependentes, seguem que exis-












t4fU, xf ], yf ] = [a1, x, y]
t1f [b1, x, y]
t2f [c1, x, y]
t3f [d1, x, y]
t4f = 1.
Para pares de geradores de K segue que:
(1) x = a1 y = a1
[c, d]m
2kt3f [a1, [a1, d1]]
t4f = 1 (5.16)
(2) x = a1 y = b1
[a, [b, c]]−mnkt3f [a, [b, c]]−mnjt4f = 1 (5.17)
(3) x = b1 y = b1
[c, d]t4n
2jf = 1 (5.18)
(4) x = a1 y = c1
[a, b]−mk
2t3f [a, [b, c]]−mkjt4f = 1 (5.19)
(5) x = c1 y = a1
[c, d]−m
2kt1f [a1, [b1, c1]]
t2f = 1 (5.20)
(6) x = c1 y = c1
[a, b]mk
2t1f [a, [a, d]]nk
2t2f = 1 (5.21)
(7) x = b1 y = c1
[a, [a, d]]−nk
2t3f [a, b]−nkjt4f = 1 (5.22)
(8) x = c1 y = b1
[[a1, [b1, c1]]
mnkt1f = 1 (5.23)
(9) x = a1 y = d1
[a1, [b1, d1]]
t3f = 1 (5.24)
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(10) x = d1 y = a1
[a1, [a1, d1]]
t1f [a1, [b1, d1]]
t2f = 1 (5.25)
(11) x = b1 y = d1
[c1, b1, d1]
t3f [a, [b, c]]−nj
2t4f = 1 (5.26)
(12) x = d1 y = b1
[a, [b, d]]mnjt1f [c, d]n
2jt2f = 1 (5.27)
(13) x = d1 y = c1
[a1, d1, c1]
t1f [a, b]nkjt2f = 1 (5.28)
Assuma que t1 6= 0. De 5.23, 5.20, 5.27, 5.25 e 5.21 obtemos respectiva-
mente que [a1, [b1, c1]]f = 1, [c1, d1]f = 1, [a1, [b1, d1]]f = 1, [a1, [a1, d1]]f = 1 e
[a1, b1]
f = 1.
Assuma t1 = 0 e t2 6= 0. De 5.21, 5.20, 5.25, 5.27 e 5.28, temos que
[a1, [a1, d1]]
f = 1, [a1, [b1, c1]]
f = 1, [a1, [b1, d1]]
f = 1, [c1, d1]
f = 1 e [a1, b1]f =
1.
Assuma t1 = t2 = 0 e t3 6= 0. De 5.24, 5.17, 5.19, 5.22 e 5.16, obtemos
[a1, [b1, d1]]
f = 1, [a1, [b1, c1]]
f = 1, [a1, b1]
f = 1, [a1, [a1, d1]]
f = 1 e [c1, d1]f =
1.
Assuma t1 = t2 = t3 = 0 e t4 6= 0. De 5.16, 5.18, 5.22, 5.26 e 5.17,
obtemos [a1, [a1, d1]]f = 1, [c1, d1]f = 1, [a1, b1]f = 1, [a1, [b1, c1]]f = 1 e
[a1, [b1, d1]]
f = 1.
Portanto, os geradores de W pertencem ao núcleo do endomorfismo virtual
f .
Teorema 5.2.6. O grupo N3,4 não admite representação autossimilar fiel em Tm,
qualquer que seja m.
Demonstração. Seja G o grupo N3,4. Considere (m,H,F) dados para G. Como
Hi tem índice finito em G, podemos assumir que K 6 ∩si=1Hi.
Suponha que exista fi ∈ F tal que det(Nfi) = 0; então, pela Proposição
5.2.5, existe um subgrupo W 6= {e} normal em G com W 6 Ker(fi). Assim,
Z(K) ∩ W é um subgrupo não trivial de ∩si=1Hi, normal em G e fi-invariante
para todos i = 1, . . . , s.
Agora, se cada fi ∈ F é tal que det(Nfi) 6= 0, então pela Proposição 5.2.4
Z(K) é um subgrupo não trivial de ∩si=1Hi, normal em G e fi-invariante para
todos i = 1, . . . , s. Em ambos os casos, G não tem representação autossimilar
fiel.
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