Abstract. In this paper, we propose a definition of the moduli stack of stable relative ideal sheaves, and prove that it is a separated and proper DeligneMumford stack. It is the first part of the project of relative Donaldson-Thomas theory of ideal sheaves on projective threefolds, which in the end provides a degeneration formula of Donaldson-Thomas invariants of threefolds.
Introduction
Donaldson-Thomas invariants are defined via integrals over the virtual fundamental class of the moduli space of stable sheaves [3, 12] . Recently, D. Maulik, N. Nekrasov, A. Okounkov and R. Pandharipande [10, 11] investigated the moduli scheme of ideal sheaves of one dimensional closed subschemes in smooth projective threefolds and proposed conjectures relating Donaldson-Thomas invariants with Gromov-Witten invariants. They also verified these conjectures in the case of local toric Calabi-Yau threefolds.
Despite the efforts made by many people, the calculation of Donaldson-Thomas invariants for general threefolds is still difficult. The current main tool for such calculation is the localization formula of virtual fundamental class, which is originally developed for the calculation of Gromov-Witten invariants. Another important tool is the technique of degeneration, which has been applied to Gromov-Witten theory successfully. The algebraic geometric machinery of degeneration in moduli problems has been developed by Jun Li [7] in order to prove a degeneration formula for Gromov-Witten invariants. It is believed that there is a similar degeneration formula in Donaldson-Thomas theory.
The goal of this paper is to define the moduli stack of stable relative ideal sheaves which lays the foundation of relative Donaldson-Thomas theory. In a subsequent paper, by applying the theory of virtual cycles, Jun Li and the author will prove a degeneration formula relating Donaldson-Thomas invariants of a smooth threefold with relative Donaldson-Thomas invariants of pairs.
Now we recall briefly the definition of Donaldson-Thomas invariants of CalabiYau threefolds via moduli scheme of ideal sheaves. Let X be a smooth projective Calabi-Yau threefold with β ∈ H 2 (X, Z). There is a projective scheme I n (X, β) parameterizing ideal sheaves I Z of one dimensional closed subscheme Z ⊂ X with [Z] = β and χ(O Z ) = n. Following the theory of virtual fundamental cycles [1, 6] , R. P. Thomas [12] showed that there exists a virtual fundamental class in the moduli scheme of stable sheaves on a Calabi-Yau threefold. Applying this result to the moduli scheme I n (X, β), he obtained a virtual fundamental class [I n (X, β)]
vir . By Serre duality, the virtual dimension of I n (X, β) is 0. Therefore, one can define the Donaldson-Thomas invariant N n (β) = deg[I n (X, β)]
vir .
Next we explain briefly our approach in this paper. To begin with, we recall the setup of the machinery of degeneration in moduli problems. Let C be a smooth affine curve which serves as a parameter space. Fix a closed point 0 ∈ C. Let π : X → C be a flat family of projective schemes such that the total space X is smooth and the fibers X t are smooth varieties for t = 0, and X 0 is a union of two smooth irreducible varieties Y 1 and Y 2 intersecting transversally along a smooth divisor D. Since the original Donaldson-Thomas invariant is only defined for smooth projective threefolds. To apply this degeneration technique, the immediate goal is to construct a "good" moduli of ideal sheaves on X 0 so that its obstruction theory is perfect, and the associated Donaldson-Thomas invariant of X 0 is well defined which is equal to that of X t .
Naturally, one can consider the moduli space of rank 1 stable sheaves on X 0 . To be precise, fix a relative ample line bundle H over X/C. As is well known, there is a projective scheme parameterizing rank 1 stable sheaves on X/C. On a smooth fibre X t , a rank 1 stable sheaf is essentially an ideal sheaf and hence DonaldsonThomas invariants are well defined. For the singular fibre X 0 , although the moduli scheme is well defined, we still need the existence of virtual fundamental classes. Unfortunately, the standard tangent obstruction theory of this moduli problem is in general not perfect and hence we don't know the existence of the virtual cycle.
To overcome this difficulty, we borrow the notion of stack of expanded degeneration X introduced by Jun Li [7] to replace the scheme X/C, and construct the moduli stack I Γ X/C of stable perfect ideal sheaves on X. The price we pay is to work on stacks rather than on schemes. Now we explain the idea in a little more detail. The difference between the family X/C and the stack X appears only in the central fiber X 0 and X 0 , where X 0 is a union of two smooth irreducible varieties, while X 0 is a groupoid of all semistable models of X 0 . Here a semistable model X[n] 0 is a chain of smooth varieties Y 1 , ∆ 1 , · · · , ∆ n , Y 2 intersecting transversally along smooth divisors which are all isomorphic to D, and ∆ i ∼ = ∆ is a projective bundle P(N ⊕ 1) over D, where N is the normal line bundle of D in Y 2 and 1 is the trivial line bundle over D. Instead of rank 1 stable sheaves on X 0 , we consider perfect ideal sheaves on semistable models of X 0 . The rigorous definition of perfect ideal sheaves is given in section 2. When the relative dimension of X/C is not greater than three, a perfect ideal sheaf on X 0 has vanishing local obstruction to deforming to ideal sheaves on smooth nearby fibres of X 0 . By using stable perfect ideal sheaves, we get a perfect tangent obstruction theory on this moduli problem. However, this moduli scheme of perfect ideal sheaves on X 0 is no longer proper. To compactify the moduli space, we include stable perfect ideal sheaves on semistable models of X 0 as well. This compactified moduli I Γ X/C (0) is in fact a Deligne-Mumford stack rather than a scheme.
As a preparation for the degeneration formula, we need to decompose the moduli stack I Γ X/C (0) according to the decomposition of X 0 into two pairs (Y i , D i ). In general, a semistable model of X 0 can be decomposed into two parts, which are called extended pairs. As a result, a perfect ideal sheaf on X[n] 0 can be regarded as the gluing of two ideal sheaves on the extended pairs which are called relative ideal sheaves. Indeed, I We take a look at one interesting application of the degeneration formula of Donaldson-Thomas invariants in the case β = 0. For any smooth projective threefold X, the moduli space I n (X, 0) always has virtual dimension 0 and hence N n (0) is well defined. A conjecture [11] says that
where M (q) = n≥1
1
(1−q n ) n is the McMahon function. This conjecture has been proved by Jun Li in [9] . He showed that the zero dimensional Donaldson-Thomas invariants depend only on the Chern numbers of X and by complex cobordism theory, the problem can be reduced to toric cases X = P 3 , P 2 ×P 1 , P 1 ×P 1 ×P 1 which are all known. Later, M. Levine and R. Pandharipande [5] gave a different argument based on algebraic cobordism theory and the assumption of the degeneration formula of zero dimensional Donaldson-Thomas invariants.
This paper is organized as follows. In section 1 we review the notion of expanded degenerations of X/C. For a detailed description and proof of the results, the reader is encouraged to read the original paper [7] . In section 2, we define perfect ideal sheaves and the stability condition, and prove the basic properties of the stack of stable perfect ideal sheaves. The proof of the properness of this stack relies on a key technical lemma which is the main content of section 4. In section 3, we study the moduli stack of stable relative ideal sheaves, and show that similar results hold as in section 2. Finally we state the relation between the moduli stack of stable perfect ideal sheaves on X 0 and the moduli stack of stable relative ideal sheaves on pairs Y i .
I am most grateful to my advisor Jun Li for sharing the idea with me. His help for the preparation of this paper is invaluable.
The stack of expanded degeneration
Let C be a nonsingular affine curve with a distinguished closed point 0 ∈ C. Let π : X → C be a flat projective family of schemes of relative dimension d > 0, which satisfies the following conditions:
(1) X is smooth and π is smooth away from the central fiber X 0 = X × C 0; (2) The scheme X 0 is a union of two smooth irreducible components Y 1 and Y 2 intersecting transversally along a smooth divisor D. In this section, we will review the definition and some properties of the Artin stack X of expanded degeneration of X/C. Now we begin with standard models.
1.1. The standard model. Let G m be the multiplicative group of the ground field k = C. Let G[n] denote the algebraic group G m × · · · × G m (n copies). We will define schemes C[n] and X[n] with G[n] actions, and a G[n]-equivariant morphism
First, we describe the base scheme C[n] and a G[n] action on C[n]. We fix isomorphisms
. These isomorphisms give distinguished closed points 0 ∈ A n+1 and 0 ∈ A 1 . There is a G[n] action on A n+1 defined as follows,
-bundle over A * . Let C be the nonsingular affine curve. Fix once and for all anétale morphism C → A 1 such that the inverse image of 0 ∈ A 1 is a set of the single distinguished
has a distinguished closed point lying over the distinguished points of C and A n+1 , and there is a well-defined G[n] action on C[n] induced from the G[n] action on A n+1 and the trivial action on C. Let p : C[n] → C be the projection to the first factor. Let C * = C − {0} and
, · · · , n + 1} be a set of integers. Let m ≤ n be a nonnegative integer and I ⊂ [n + 1] be a subset with cardinality |I| = m + 1. There is a unique strictly increasing function
Since this embedding is compatible with the projection p :
. There is another embedding c I : C[m] → C[n] corresponding to a coordinate plane of C[n], which is defined by
Now if m = 0 and the image of
, which is called the t l axis of C[n]. On the other hand, if I = {1, · · · ,l, · · · , n + 1} is a subset of [n + 1] with exactly one element l excluded, I is often denoted by l ∨ . We denote the image of
Now we come to the standard model X[n]. Let π : X → C be the family mentioned at the beginning of this section. X[n] is defined to be a desingularization of X × C C[n] = X × A 1 A n+1 which is constructed inductively in [7] by successively blow-ups and blow-downs. There is a G[n] action on X × C C[n] induced from a trivial action on X and the given G[n] action on C[n]. This group action can be canonically lifted to X[n]. The following are basic properties of X[n].
1. There are canonical G[n]-equivariant projections X[n] → X and π n :
The central fiber
0 is a semistable model of X 0 with n + 2 irreducible components.
3. Let ι I : C[m] → C[n] be a standard embedding. Then the pullback ι *
4. The restriction of X[n] to the t l axis of C[n] is a smoothing of X[n] 0 along the divisor D l .
Next we study X[n] in more details. To proceed, we first recall the notion of semistable model X[n] 0 of the fiber X 0 of the family π : X → C. Recall that X 0 is a union of two smooth varieties Y 1 and Y 2 gluing along an isomorphism ψ : 
There is a unique G m action on ∆ up to dilations which fixes D + and D − . Finally, we remark that ∆ is canonically isomorphic to P(1 D ⊕ N 1 ) by the isomorphism N 2 ∨ ∼ = N 1 . Let ∆ i ∼ = ∆ be the i th copy of ∆ for i = 1, · · · , n. For convenience, we use ∆ 0 to denote Y 1 and ∆ n+1 to denote Y 2 . A semistable model of X 0 (with length n) is a scheme with n + 2 smooth irreducible components
which is obtained by gluing ∆ i and ∆ i+1 along the smooth divisors D + ⊂ ∆ i and
Based on the inductive construction of X[n], we now give a description of this desingularization X[n] → X × C C[n] in terms of local defining equations around a singular point p × 0 ∈ X × C C[n]. We begin with the original family π : X → C. There is an induced closed embedding X → X × C whose composition with the projections to the first and second factors are identity and π respectively. X ×C is a constant family over C via the projection to C. Recall that D ⊂ X 0 is the singular loci of X 0 , let p be a closed point in D. We will give a local defining equation around p × 0 of the above closed embedding X ⊂ X × C. Since p is a nonsingular point in the smooth irreducible components Y i , we can choose local coordinate functions
Since p is contained in X 0 , the image π(p) is the distinguished point 0 ∈ C. Let s be a uniformizer ofÔ C,0 . The defining equation of X around p × 0 is y 1 y 2 = s. Hence the singular fiber X 0 of the family π : X → C is given by y 1 y 2 = 0 around p in X. In general, we have a closed embedding X × C C[n] ⊂ X × C[n], and the local equation of X × C C[n] at the point p × 0 is y 1 y 2 = t 1 · · · t n+1 . It is obvious that the scheme X × C C[n] is not smooth at p × 0. Now we take a look at the local behavior of the desingularization at p × 0. Since X × C[n] is nonsingular, and we have already chosen local coordinate functions
2 be the homogenous coordinates of the i th copy of P 1 . We define a closed subschemeÛ of U × P 1 × · · · × P 1 by the set of n + 1 equations
Let g :Û → U be the projection to the first factor. Then the image of g is
. It is direct to verify thatÛ is smooth and it is the required desingularization X[n] of X × C C[n] at p × 0 defined in [7] . Now we describe the
⋆ is free. Next, without loss of generality, we consider
Since we choose homogenous coordinates in each copy of
Notice that the defining equations ofÛ are G[n] invariant, it induces a G[n] action on the closed subschemê U, which is exactly the G[n] action on X[n].
1.2.
The stack of expanded degeneration. We first recall the definition of effective degeneration. Let S be a C-scheme. An effective degeneration over S is a C-morphism ξ : S → C[n] for some n. For any C-morphism ξ : S → C[n], there is an associated family X over S, which is the pullback of the family π n :
Clearly, we have a natural morphism X → X × C S. Let ξ 1 : S → C[n 1 ] and ξ 2 : S → C[n 2 ] be two effective degenerations over S with n 1 ≤ n 2 . An effective arrow r : ξ 1 → ξ 2 consists of a standard embedding ι :
We let X 1 and X 2 be families over S associated with effective degenerations ξ 1 and ξ 2 respectively. Then an effective arrow r : ξ 1 → ξ 2 induces an S-isomorphism of the families X 1 ∼ = X 2 , which is compatible to their canonical morphisms to X × C S. Definition 1.1. Let S be a C-scheme. Let (X , p) be a pair of a family X flat over S and a surjective S-morphism p : X → X × C S. We say (X , p) is an expanded degeneration over S, if there is an open covering {S α } of S, such that for each S α the restriction pair (X × S S α , p| X ×SSα ) is isomorphic to an effective degeneration over S α .
Lemma 1.2 ([7]
). Let X 1 and X 2 be two expanded degenerations over S. Suppose X 1 is isomorphic to X 2 , then for every p ∈ S, there is an open neighborhood S 0 ⊂ S of p and morphisms ξ i : S 0 → C[n i ], such that X i × S S 0 is isomorphic to the effective degeneration ξ i , and the induced isomorphism between X 1 × S S 0 and X 2 × S S 0 is induced from a sequence of effective arrows between ξ 1 and ξ 2 . Now we can define the groupoid of expanded degenerations. Let X be a category whose objects are expanded degenerations (X , p). Let (X 1 , p 1 ) and (X 2 , p 2 ) be two expanded degenerations over S 1 and S 2 respectively in X. An arrow r : (X 1 , p 1 ) → (X 2 , p 2 ) consists of a C-morphism S 1 → S 2 and an S 1 -isomorphism X 1 → X 2 × S2 S 1 compatible to their canonical morphisms to X × C S 1 . There is a functor F : X → Sch/C sends an expanded degeneration (X , p) to the base scheme S of the family X . Then X together with the functor F is a groupoid over C. Proposition 1.3 ( [7] ). The groupoid X is a stack over C.
In the sequel, for any C-scheme S, we use X(S) to denote the groupoid of expanded degenerations over S. In particular, X 0 is the closed substack of semistable models of X 0 .
The moduli stack of stable perfect ideal sheaves
In this section, we first introduce the notion of perfect ideal sheaves on X[n] 0 . Indeed, there are various equivalent definitions of perfectness which are convenient for different applications. We also introduce the notion of relativeness of an ideal to a smooth divisor. Next, we define the stack I Γ X/C of stable perfect ideal sheaves and show that it is a separated and proper Deligne-Mumford stack. Lemma 2.29 is essential in the proof of properness. To avoid distraction by the technical details, we postpone the proof this lemma to the last section. 
Let p be a closed point in X[n] 0 . In the sequel, we use R p to denote the local ring O X[n]0,p . The following is an equivalent definition of perfectness.
Since completion is an exact functor on the category of finitely generated modules over a Noetherian ring, we get the following 
Proof. First we show the "only if" part. Since there is an exact sequence
, we obtain an exact sequence
Consider the sequence of stalks at p and take tensorization with O Z,p , we obtain
and f = f 1 + f 2 , the injectivity of f ⊗ 1 implies that both f i ⊗ 1 are also injective, which is equivalent to Tor
Next, we prove the "if" part. Suppose that Tor
We will show that the induced homomorphism
is injective, which is equivalent to Tor
Multiplied by y 2 , and since y 1 y 2 = 0, we get y
is injective, and it sends y 
Next we use another point of view to study perfectness. In what follows, a free module always means a finitely generated free module. We begin by stating a fact in commutative algebra.
Lemma 2.7. Let A be a regular local ring. Let M be a finitely generated torsion free A-module. Suppose x ∈ A is not a unit and
modules if and only if Tor
Proof. First we prove the "if" part. In fact, this part is true for any coherent sheaf F on X 0 . Now we prove this general result. Since F p is finitely generated, there exists an exact sequence
such that all E i are free R p -modules. Now we show that K and coker g are also free R p -modules, which implies that F p admits a length d − 1 free resolution. Since Tor 
Since O Y1,p and O Y2,p are regular rings with dimension d, F + p and F − p have length d free resolutions. It follows that K + and K − are free modules, which implies that K is also a free module. Let Q be the cokernel of g. We will show that Q is a free module. Since O D,p is regular
′ is a free module. Notice that for i = 1, 2, Q ⊗ O Yi,p = coker g i are torsion free, by Lemma 2.7, Q ⊗ O Yi,p are both free modules. Hence Q is also a free module.
Next, we prove the "only if" part. We also start with a general coherent sheaf F on X 0 . Suppose there is a length d − 1 free resolution of
Since there is an exact sequence
for any i > 1, and recall that Tor
The argument in this proof also shows that O Z,p admits a length d − 1 free resolution if and only if it admits a finite length free resolution. In fact, this corollary can be regarded as another definition of perfectness.
2.2.
Relativeness of ideal sheaves. The notion of relativeness of ideal sheaves is closely related to perfectness.
Definition 2.10. Let Y be a smooth variety and D ⊂ Y a smooth divisor. An ideal sheaf I ⊂ O Y is called relative with respect to D if the canonical homomorphism
Relativeness is a local property. We say I is relative at a closed point p ∈ D if the canonical homomorphism of stalks 
The relation between relativeness and perfectness is straightforward. Let I be a ideal sheaf on X[n] 0 . If I is perfect, then by Corollary 2.6, I ⊗ O ∆ k is an ideal sheaf on ∆ k , and it is clear that I ⊗ O ∆ k is relative with respect to the distinguished divisors D − and D + of ∆ k for all k. Note that for ∆ 0 and ∆ n+1 , there is only one distinguished divisor. Conversely, we have Lemma 2.13. For every k, let I k be an ideal sheaf on ∆ k . Suppose I k is relative with respect to the distinguished divisors D − and D + of ∆ k and
Proof. It suffices to consider the case of ideal sheaves on X 0 . Given ideal sheaves I 1 and I 2 on Y 1 and Y 2 respectively, since
We will show that ker φ is a perfect ideal sheaf on X 0 whose restrictions on Y i are exactly I i .
From the commutative diagram
we see that ker φ is an ideal sheaf on X 0 . Let I = ker φ. If I| Yi has a subsheaf T i supported on a subscheme of codimension at least one, we let (
and I is torsion free, the intersection of images of T i in I| D is zero. Hence if T i are not both zero, we get a contradiction from
Since I| Yi are both torsion free, by Corollary 2.6, I is perfect.
Next we introduce a criterion for relativeness of an ideal sheaf. To begin with, we introduce some notation. As usual, let Y be a smooth variety with a smooth divisor D. Let p be a closed point in D. Since there is a surjective homomorphism π :Ô Y,p →Ô D,p between complete local rings, we can choose local coordinates
Proposition 2.14. Let I be an ideal sheaf on Y . Then the following statements are equivalent:
(
Proof. Let Z ⊂ X be the closed subscheme defined by I. Then there is a canonical exact sequence 0
Take tensorization with O D , we obtain an exact sequence We first show that (2) implies (1). Since π :Ô X,p →Ô D,p is surjective, every element inÎ p ⊗Ô D,p can be written as w ⊗ 1 for some w ∈Î p . The image of w ⊗ 1 inÎ pÔD,p is π(w). Now suppose π(w) = 0, we need to show that w ⊗ 1 = 0, which would imply thatÎ p ⊗Ô D,p →Î pÔD,p is an isomorphism. Because D is defined by y = 0 locally around p, π(w) = 0 implies that w = yu for some u ∈Ô X,p . Now yu = w ∈Î p and by (2), we have u ∈Î p . Therefore
Next we show that (1) implies (2) . By lemma 2.12, the relativeness of I at p is equivalent to Tor 
Let yu be an element inÎ p and yu be its image inÔ Z,p under the homomorphism O X,p →Ô Z,p . Then yu = 0. Notice that yu is the image of y ⊗ū via the injective homomorphism (y) ⊗Ô Z,p →Ô Z,p , it implies that y ⊗ū = 0 in (y) ⊗Ô Z,p . It follows thatū = 0 inÔ Z,p . Therefore u is contained inÎ p .
As a corollary, we obtain the following complete description of relative ideal sheaves I provided that the subscheme Z defined by I is pure, that is, the support of any subsheaf of O Z has the same dimension as Z. 2.3. Families of perfect ideal sheaves. We now turn to families of perfect ideal sheaves. To proceed, we need the following fact. Let X /S be an expanded degeneration. Then for every closed point s ∈ S, the fibre X s is a reduced scheme. In fact, X s is either a smooth fibre of X/C or a semistable model X[n] 0 for some n.
We defined perfectness for ideal sheaves on semistable models of X 0 . Let X s be a smooth fibre in an expanded degeneration X /S. We make the convention that every ideal sheaf on X s is perfect. This is suitable because the singular locus of X s is empty. If we use Corollary 2.9 as the definition of perfectness, then this convention is an immediate fact.
Let ι t : X t → X be the closed embedding of the fibre X t of the family X/C. We fix a homology class Γ ∈ H * (X, Z). For any t ∈ C, one can always find a class Γ t ∈ H * (X t , Z) such that ι t (Γ t ) = Γ. We will define families of perfect ideal sheaves I on X such that on the fibre X t , the Poincare dual of the Chern class c(I t ) is Γ t . If X t is smooth, everything is well defined. When X t is singular, we proceed as follows. First, X t is isomorphic to X[n] 0 for some n. By Lemma 2.9, one can define Chern class c(I) ∈ H * (X[n] 0 , Z) for a perfect ideal sheaves I. Let µ i : ∆ i → X[n] 0 be the closed embedding of the i th irreducible component. It induces a homomorphism
Sometimes we use γ(I) to stress the dependence of γ to I. Let Γ 0 be the mentioned fixed homology class on X 0 . Now we say γ ∼ Γ 0 if p * (γ) = Γ 0 where p : X[n] 0 → X 0 is the canonical projection. A remark is in order. If O Z is flat over S, then I s is always an ideal sheaf on X s . In the sequel, when we say a family of ideal sheaves I on X /S, it always means the closed subscheme Z defined by I is flat over S. Proof. Let U ⊂ S be the subset such that for any s ∈ U , I s is perfect. Suppose U is nonempty, for otherwise it is already an open subset. Let s 0 ∈ U be a closed point. Then I s0 is perfect. We will show that there exists a Zariski open subset V containing s 0 and V ⊂ U .
Let
be an exact sequence of O X -modules with E i locally free. Let K be the kernel of f . Since I is flat over S, K is also flat over S, and the sequence
is also exact. Since I s is perfect, by Corollary 2.9, K ⊗ k s0 is a locally free sheaf on X s0 . The flatness of K implies that K p is a free O X ,p -module for every point p ∈ X s0 . Therefore there is a Zariski open subset V ∋ s 0 such that for any s ∈ V , K ⊗ k s is locally free. Apply Corollary 2.9 again, we know I s is a perfect ideal sheaf on X s . It implies that V ⊂ U and hence U is an open subset. To avoid confusion, we use the word "ordinary stable" to refer to Gieseker stability of a coherent sheaf. 
. Let I be an ideal sheaf on ∆. Then the restriction of I to q −1 
We will show that all g k (x i ) are contained in I. Since f 1 (λy, x i ) ∈ I for any scalar λ = 0, f 1 (λy,
Since I is perfect along D + , we have
By the infinitely many choices of λ, we can continue this process and obtain that g m (x i ) ∈ I. Therefore, all g i (x i ) are contained in I. It implies that I is generated by formal series of x i . Since this is true for every point P ∈ D + , we get I = q *
It implies that
. It is obvious that I is invariant by every dilation of ∆ k . Hence ∆ k is a trivial component. 
Next we show the following fact: ∆ k is not a trivial component of I if and only if Z k falls into one of the following cases:
(1)
where J is the ideal sheaf of Z 
If I is a quasi-stable ideal sheaf on X[n] 0 , then I has no trivial component. Now we show that there is a upper bound of n. Since (2) and (3)), we always have
we know the number of nontrivial components
Combine the discussion, we see that after fixing the topological type Γ, there is an upper bound N such that if n > N , then there is no quasi-stable ideal sheaf on X[n] 0 .
2.5. The stack of stable perfect ideal sheaves. First we define the moduli stack I Γ X/C of stable perfect ideal sheaves of type β. An object in I Γ X/C is a pair (X /S, I) which consists of an expanded degeneration X over a C-scheme S and a family of stable perfect ideal sheaves I of type β on X /S. Let ξ 1 = (X 1 /S 1 , I 1 ) and ξ 2 = (X 2 /S 2 , I 2 ) be two objects in I Γ X/C . An arrow r : ξ 1 → ξ 2 is defined to be a pair (u, ψ) of which u : X 1 /S 1 → X 2 /S 2 is an arrow in the stack X of expanded degeneration and ψ : I 1 → u * I 2 is an isomorphism of ideal sheaves on X 1 /S 1 . There is a forgetful functor F : I Γ X/C → Sch/C which sends (X /S, I) to the base scheme S. It is straightforward to verify that I Γ X/C is a groupoid over C. In the sequel, We use I Γ X/C (S) to denote the subgroupoid of stable perfect ideal sheaves on X(S). In particular, I Γ X/C (0) is the subgroupoid of stable perfect ideal sheaves on the stack X 0 of semistable models of X 0 . (1) For any scheme S in Sch/C and two families ξ 1 , ξ 2 of stable perfect ideal sheaves in I Γ X/C (S), the functor Isom S (ξ 1 , ξ 2 ) : Sch/C → (Sets), which associates to any morphism φ : T → S the set of isomorphisms in I Γ X/C (T ) between φ * ξ 1 and φ * ξ 2 is a sheaf in theétale topology. (2) Let {S i → S} be a covering of S ∈ Sch/C in theétale topology. Let ξ i ∈ I Γ X/C (S i ) and let ϕ ij : ξ j | Si×S Sj → ξ i | Si×SSj be isomorphisms in I Γ X/C (S i × S S j ) satisfying the cocycle condition. Then there is ξ ∈ I Γ X/C (S) with isomorphism ψ i : ξ| Si → ξ i such that
Since stable perfect ideal sheaves have finite automorphism groups, by the result of Grothendieck [4] , Isom S (ξ 1 , ξ 2 ) is represented by a finite group scheme. The proof of (1) and (2) follows from the standard argument in descent theory.
To prove I Γ X/C is algebraic, it suffices to show that I Γ X/C admits anétale cover by a scheme of finite type.
Let Hilb X[n]/C[n] be the Hilbert scheme of one dimensional subschemes Z such that I Z has topological type Γ. Let Hilb 
any isomorphism between the restrictions of g 1 and g 2 to the generic point of Spec R can be extended to an isomorphism between g 1 and g 2 .
Proposition 2.28 (Valuative criterion for properness). If f is separated then f is proper if and only if, for any discrete valuation ring R with field of fraction K and any commutative diagram
In the remainder of this section, we will show that I Γ X/C is proper over C. Let us begin by recalling some notation. Let S be a one dimensional regular scheme over C with a closed point η 0 lying over 0 ∈ C. Let X be the effective degeneration over S associated to a morphism f : S → C[n] with f (η 0 ) = 0 ∈ C[n]. Let ι n+1 : C[n] → C[n + 1] be a standard embedding. Let S * = S − η 0 and ρ : S * → G[n + 1] be a morphism. Then there is an effective degeneration over S * associated to the morphism
We choose ρ appropriately such that f ρ can be extended to S and f ρ (η 0 ) = 0 ∈ C[n + 1]. We denote by X ρ the resulting effective degeneration over S. The fiber of X ρ over η 0 is a semistable model of X 0 with length n + 1. There is a morphism X ρ /S → X /S whose restriction to S * ⊂ S is an isomorphism. Now we let I be a family of ideal sheaves on X /S. By the isomorphism X ρ × S S * → X × S S * , we obtain a corresponding family of ideal sheaves on X ρ × S S * . By the properness of the Hilbert scheme, this family extends uniquely to a family of ideal sheaves on X ρ /S, which is denoted by I ρ . The following is a key technical lemma in the proof of properness. The proof of this lemma will be given in the last section of this paper. In the following application of this lemma, we let S = Spec R and S * = Spec K, where R is a discrete valuation ring and K is the field of fractions of R. Let η be the generic point of S. Let ξ i,η be the restriction of the object ξ i to η, i.e. ξ i,η = ξ i × S η. By the valuative criterion, to prove that I Γ X/C is separated over C, it suffices to show that every isomorphism r η : ξ 1,η → ξ 2,η can be extended to an isomorphism r : ξ 1 → ξ 2 .
Since X 1,η ∼ = X 2,η , we denote this isomorphism class of expanded degeneration over Spec K by X η . According to the smoothness of X η , the argument is slightly different. Next we discuss the case X η is smooth.
We further assume that X i is associated to a morphism f i : S → C[n i ]. Without loss of generality, let n 1 ≤ n 2 . We also assume n 2 is minimal among all possible choices. We assume that ξ i is represented by a family of ideal sheaves I i on X i /S. Let r η : ξ 1,η → ξ 2,η be an isomorphism. let ι : C[n 1 ] → C[n 2 ] be a standard embedding. By Lemma 1.2, r η is induced by a G[n 2 ] action on C[n 2 ] via a morphism
is the canonical projection. Sincef 1 (η) =f 2 (η) and C is separated, we getf 1 (η 0 ) =f 2 (η 0 ). It implies that if one of X i,η0 is smooth, then both of them are smooth. Suppose the fibers X i,η0 are smooth, Then ι • f 1 (S) and f 2 (S) are both contained in
⋆ is a principal fiber bundle over C * and f 1 (S) =f 2 (S), there is a morphism ρ :
It implies that r η : ξ 1,η → ξ 2,η can be extended to an isomorphism r : ξ 1 → ξ 2 .
Next we assume that both X 1,η0 and X 2,η0 are singular. We first deal with the case f 1 (η 0 ) = f 2 (η 0 ) = 0 ∈ C[n 2 ]. Since the isomorphism r η is induced from a G[n 2 ] action via a morphism ρ η : Spec K → G[n 2 ], we choose s as a local uniformizer of R, then ρ η can be defined by
where c i are units in R and a i are integers. ρ η can be extended to S if and only if all a i = 0. Now we show that a 1 = 0. Let
] be a standard embedding associated to I = {2, · · · , n 2 + 1}. We can choose a morphism g : S → C[n 2 − 1] such that the effective degeneration
. We claim that the family is not perfect along ∆ k . For otherwise, by the lemma, we know that the original family has a trivial component ∆ k , which contradicts to the stability of I 0 . From Lemma 2.29, there is a unique morphism ρ a : Spec K → G[n 2 ], such that I ρa is a family of stable perfect ideal sheaves on X 2 . Since ρ = ρ a ρ η also gives rise to a family of stable perfect ideal sheaves, by the uniqueness in Lemma 2.29, we obtain a + a 1 = a and hence a 1 = 0. Likewise, we have a i = 0 for all i > 1.
Finally, we assume both f i (η 0 ) = 0 and derive a contradiction. The proof of the case in which only one of f i (η 0 ) = 0 is similar. It is clear that we can assume f i (η 0 ) lay on different coordinate hyperplanes of C[n 2 ], for otherwise, we can use projection C[n 2 ] → C[n 2 − 1] to obtain new isomorphic families which contradicts to the minimality of n 2 . Using the same argument as above, there are morphisms 
Spec R − −−− → C, according to the valuation criterion of properness, we need to show that probably after a base change q : Spec K ′ → Spec K, the family of stable perfect ideal sheaves q * I on X η × Spec K Spec K ′ parameterized by Spec K ′ can be extended to Spec R ′ , where R ′ is the integral closure of R in K ′ . Assume that the expanded degeneration X η is associated to a morphism f : Spec K → C[n] for some n. Let p : C[n] → C be the canonical projection. we get a compositionf = p • f : Spec K → C. The above commutative diagram says that f can be extended to S = Spec R. We now separate the following discussion into two cases. Case 1.f : S → C does not factor through 0 ∈ C. In this case, the generic fiber X η is smooth andf induces an associated expanded degeneration X ′ over S, such that there is an isomorphism ψ : X ′ × S Spec K ∼ = X η . Now since ideal sheaves are stable in the ordinary sense, the properness of the moduli scheme of ordinary stable sheaves implies that the family ψ * I can be extended to a family of ideal sheavesĨ on X ′ . Next we need to check the perfectness of the ideal sheafĨ 0 on X . By the properness of Hilbert schemes, I can be extended to a family of ideal sheaves on X ′ . We say I admits a partial extension to X ′ , if I extends to a family of quasi-stable (not necessarily perfect) ideal sheaves over S. By Lemma 2.25, there is a constant N such that n ≤ N . Hence the set of integers n such that I admits a partial extension to X ′ is bounded from above. Let n 0 be the largest integer in this finite set which corresponds to an expanded degeneration X ′ given by a morphism S → C[n 0 ], and a family of ideal sheaves I ′ on X ′ such that I ′ 0 is quasi-stable. We claim that I ′ 0 is perfect and thus stable because it is already quasi-stable. Now we assume I ′ 0 is not perfect and derive a contradiction. Assume further I ′ 0 is not perfect along D k for some k. Now by Lemma 2.29, there exists a base change S ′ → S and a morphism S ′ → C[n 0 + 1], such that the ideal sheaf I is perfect along D k and I has no trivial component. Clearly it contradicts to the maximality of n 0 . Hence I is already perfect.
Case 2.f : Spec R → C factors through 0 ∈ C. In this case, f : Spec K → C[n] must send Spec K into a coordinate hyperplane of C[n]. It implies that X is a constant family over Spec K, i.e. X = X[m] 0 ×Spec K for some m. There is a trivial extension of this family to Spec R, which is denoted by X ′ . For this constant family X ′ , we can always find an associated morphism
which is not a constant morphism. Now we can follow a similar argument as in case 1 and use a variation of lemma 2.29 to obtain the result.
Combine Proposition 2.26, 2.30 and 2.31, we obtain the following 
The stack of stable relative ideal sheaves
In this section, we first recall the notion of extended pairs and the decomposition of semistable model X[n] 0 into extended pairs. Next we define relative ideal sheaves on extended pairs, and the stack of stable relative ideal sheaves which has similar properties as the stack of stable perfect ideal sheaves studied in the previous section. 
1 is a family of extended pairs parameterized by A 1 . The fibre of this family over t = 0 is isomorphic to (Y, D), and the fibre over
) is a family of extended pairs over A n , and there is a canonical projec- 
. It is direct to verify that the restriction of the action on the central fiber is the automorphism group action of (Y [1] 
Now we define effective families of extended pairs, which are local models of general families of extended pairs. 
be two effective family of extended pairs over S which are associated to morphisms τ 1 : S → A n1 and τ 2 : S → A n2 respectively. Assume n 1 ≤ n 2 . An effective arrow r : ξ 1 → ξ 2 consists of a standard embedding ι : A n1 → A n2 and a morphism ρ :
It is direct to verify that an effective arrow induces an S-isomorphism of effective pairs compatible to their canonical projections to (Y, D) × S. Two effective pairs are equivalent if there is an effective arrow ξ 1 → ξ 2 or an effective arrow ξ 2 → ξ 1 .
Now we define families of extended pairs. 
is isomorphic to some effective extended pair over S α .
there is a open neighborhood S 0 of p and morphisms Proof. We show that this assignment is funtorial. Let S be a scheme and I be an object in I Let I ⊂ A or A ′ be an ideal. We can similarly denote I 0 = I⊗ R k and I 1 = I⊗ R K. Now we assume that I satisfies the following two conditions:
is isomorphic to the associated effective extended pair of τ i , and the induced isomorphism
(1) A/I or A ′ /I is flat over R. In general, if I ⊂ A ′ , I 0 is not perfect as an ideal sheaf on X 0 . If I ⊂ A, I 0 is not relative to D 0 . We will show that, probably after a base change q : Let S be a smooth curve with a distinguished closed point η 0 and q : S → C be a morphism such that q(η 0 ) = 0. We may also take S = Spec R to be a discrete valuation ring R. Let X be an effective degeneration over S associated to a morphism f :
where S * = S − {η 0 }. Let s be a local uniformizer of S at η 0 . To illustrate the idea, we now assume n = 0 and let the morphism f : S → C be given by
and ρ : S * → G [1] is defined as
Let p ∈ D. Then there are local coordinate functions y 1 , y 2 around p in X satisfying y 1 y 2 = t 1 . Under the standard embedding, p can be regarded as a point in X [1] , the coordinates around p in X [1] are t 1 , 1, y 1 , y 2 , satisfying
Apply the group action ρ, a point Q with coordinate (t 1 , 1, y 1 , y 2 ) was sent to the following point 
After a base changes = s α1+β1 , we have
Followed by this fact, we will forget the standard models and group actions in Lemma 2.29. The essence of the group action is the substitution y = t a w.
for positive rational number a. Notice that this substitution is a combination of the process of blowup and base change, since the local expression for blowup is y = tw, and for base change is t ′ = t n . In what follows, a substitution y = t a w for positive rational number a = p q always means applying base change t → t q first and then blow up p times. We can actually apply this substitution formally and forget the geometric interpretation.
In the remainder of this section, we prove Lemma 2.29 for the case of ring A. The proof of the case of ring A ′ can be reduced to similar situation as ring A as follows. Since X = Spec A ′ is a family over T corresponding to the homomorphism
given by t → y 1 y 2 , we can actually regard X as a family over Spec
′ . This family is generically flat. Now we think of y 1 as the parameter t in the case of ring A. By (1), the substitution becomes
Put it simply, it is a substitution of the form y = t a w b . Therefore, the results in the remainder for the substitution y = t a w can be generalized to this case directly. Now we focus on the substitution y = t a w. To begin with, we introduce some notation.
Let It is easy to see that for any f (t, w, x i ) ∈B, there is an integer n and an element g(t, y, x i ) ∈ A, such that t n f (t, w, x i ) = g(t, t a w, x i ). In what follows,
. For relativeness, it is not important to distinguishB and B, that is, we can define I(a) to be an ideal in B. However, when considering trivial component of an ideal, we have to work onB rather than B.
Let 
with l ≥ 0. Let L f be the subset of I D consists of elements with leading coefficient f (x i ). Let l 0 be the least power of t in leading terms among all elements in L f . We will show that l 0 = 0. If this has been proved, then there is an element in L f of the form f (
Now we show that l 0 = 0. Suppose not, then l 0 > 0. Let h be an element in L f which has the lowest power l 0 of t in the leading term.
Since there is a surjective homomorphism π : I → I D , we let
be an element in the inverse image of h in I. Now consider the image of α via the homomorphism ψ :
. It implies that yg 1 (x i , y) ∈ I 0 . By the relativeness of I 0 with respect to D 0 and Proposition 2.14, g 1 (x i , y) is also contained in I 0 . So we can find an element in I of the form
Now consider the element α − yβ in I, notice that
we let g 0 = tg 3 and g 2 − u = tg 4 for some
Since A/I is flat over R, t(f (x i )t l0−1 +g 3 +yg 4 ) ∈ I implies that f (x i )t l0−1 +g 3 +yg 4 is also contained in I. The image of this element in I D , under the homomorphism π, is f (x i )t l0−1 + g 3 . It is an element with leading coefficient f (x i ). However, the power of t in the leading term is l 0 − 1 ≥ 0, which contradicts to the assumption that l 0 is the least power. Therefore we have l 0 = 0.
Next we prove the sufficiency, that is, show that I 0 is relative to D 0 under the assumption
. By proposition 2.14, it suffices to show that yf (x i , y) ∈ I 0 implies that f (x i , y) ∈ I 0 . Let yf (x i , y) be an element in I 0 . Then there is an element
and the generic relativeness of I, f (x i , y) + tg 2 − th is also contained in I. It implies that f (x i , y) ∈ I 0 . Proof. Let f 1 (x i ), · · · , f n (x i ) be a set of generators of the ideal I(a)
for k = 1, · · · , n. Since I(a) 0 is the initial ideal of I(a), we can find elements g 1 (t, w, x i ), · · · , g n (t, w, x i ) ∈ I(a), such that
for some n k ≥ 0 and µ k > 0. Now let w = 0 in g k (t, w, x i ). We know that the elements
. Now let 0 < a < b, we obtain a sequence ). Let f (w, x i ) = f 0 (x i ) + wf 1 (w, x i ) be an element in I(a) 0 . Then there exists an element g(t, w, x i ) ∈ I(a), such that g(t, w, x i ) = t n f (w, x i ) + t n+µ g 1 (t, w, x i ) = t n (f 0 (x i ) + wf 1 (w, x i )) + t n+µ g 1 (t, w, x i ).
It implies that g(t, 0, x i ) = t n f 0 (x i ) + t n+µ g 1 (t, 0, t, y, x i ) , · · · , f n (t, y, x i ) in I, such that f k (t, y, x i ) = t a k g k (x i ) + t a k +µ kg k (t, x i ) + yh k (t, y, x i ), and the leading coefficient of f k (t, t a w, x i ) is exactly g k (x i ).
Proof. We first show the "only if" part. Since q * (I D t→0 ) = (g i (x i ), · · · , g n (x i )) and q * (I D t→0 ) = I(a) 0 , every g k (x i ) is contained in I(a) 0 . It implies that there are elementsg k (t, w, x i ) ∈ I(a) whose leading coefficients are g k (x i ). Now for g k (t, w, x i ) ∈ I(a), there exists an integer m such that t mg k (t, w, x i ) = f (t, t a w, x i ) for some f (t, y, x i ) ∈ I. Let f k (t, y, x i ) = t a k h k (x i ) + t a k +µ kg k (t, x i ) + yh k (t, y, x i ).
By the comparison of leading terms, we have g k (x i ) = h k (x i ). Obviously, f k (t, y, x i ) ∈ I satisfy the required property. Next, we prove "if" part. Let I D t→0 = (g 1 (x i ), · · · , g n (x i )). By hypothesis, for each g k (x i ), there is an element f k (t, y, x i ) ∈ I f k (t, y, x i ) = t a k g k (x i ) + t a k +µ kg k (t, x i ) + yh k (t, y, x i ), such that the leading coefficient of f k (t, t a w, x i ) is g k (x i ). Since f k (t, t a w, x i )
is contained in I(a), it's leading coefficient g k (x i ) is contained in I(a) 0 . Hence q * (I Then for each g k (x i ), there is an element f k (t, y, x i ) ∈ I f k (t, y, x i ) = t a k g k (x i ) + t a k +µ kg k (t, x i ) + yh k (t, y, x i ),
If we choose a > max{a 1 , · · · , a n }, then the leading coefficient of f k (t, t a w, x i ) ∈ I(a) is g k (x i ). Hence g k (x i ) is contained in I(a) 0 . Note that g k (x i ) does not depend on t, we get g k (x i ) ∈ I(a) Sincef (t, w, x i ) ∈ I(a), there is an integer m and an element f (t, y, x i ) in I, such that t mf (t, w, x i ) = f (t, t a w, x i ). Now for any b > a, make a substitution w → t b−a w inf (t, w, x i ), we get ). By Lemma 4.8, there are elements f k (t, y, x i ) ∈ I such that f k (t, y, x i ) = t a k g k (x i ) + t a k +µ kg k (t, x i ) + yh k (t, y, x i ), and the leading coefficient of f k (t, t b w, x i ) in I(b) is g k (x i ). Now we writeh k (t, y, x i ) as c lm (x i )t l y m , theñ
Therefore, when y = t b w, the leading term of yh k (t, y, x i ) has the form (t b w)c lm (x i )t l+mb w m = c lm (x i )t l+(m+1)b w m+1 , in which the power of t is l + (m + 1)b and l, m are both nonnegative rational numbers.
Since for b > a * , the leading coefficient of f k (t, t b w, x i ) is g k (x i ), we get l + (m + 1)b > a k . By the continuity of l + (m + 1)b as a function of b, we obtain l + (m + 1)a * ≥ a k . Suppose a * is not rational, the equality does not hold since a k is rational. We can find rational numberã < a * such that l + (m + 1)ã > a k for all k. It implies that the leading coefficient of f k (t, tãw, x i ) is g k (x i ). By Lemma 4. ). It will imply that a * − θ is contained in S which violates the definition of a * = inf S.
We let I D t→0 = (g 1 (x i ), · · · , g n (x i )). Then by Lemma 4.8, there exist f k (t, y, x k ) ∈ I such that f k (t, y, x i ) = t a k g k (x i ) + t a k +µ kg k (t, x i ) + yh k (t, y, x i ), and the leading coefficient of f k (t, t a * w, x i ) is exactly g k (x i ). If we choose a rational number θ k small enough, then by the continuity, for a > a * − θ k , the leading coefficient of f k (t, t a w, x i ) is same as the leading coefficient of f k (t, t a * w, x i ). It implies that g k (x i ) is contained in I(a) 0 . Now we let θ = min{θ 1 , · · · , θ n }. Then for a > a * − θ, (g 1 (x i ), · · · , g n (x i )) is contained in I(a) 0 . Now by Lemma 4.7, we obtain I(a) 0 = q * (I D t→0 ) for a > a * − θ.
From Lemma 4.10, the rational number satisfying conditions (2) and (3) in this proposition is unique.
