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Abstract
In this article we investigate the possibility of finite time blow-up in H 1(R2) for solutions to critical and supercritical nonlinear
Schrödinger equations with an oscillating nonlinearity. We prove that despite the oscillations some solutions blow up in finite time.
Conversely, we observe that for a given initial data oscillations can extend the local existence time of the corresponding solution.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Consider here the critical and supercritical nonlinear Schrödinger equations in R2 that read (p  3),
iut = u + |u|p−1u (1)
supplemented with initial data u|t=t0 = φ. The issue of the existence of blow-up solutions for these equations has
been addressed by many authors since the pioneering works of Zakharov [14] and Glassey [5]. Loosely speaking, an
initial data with finite variance (or momentum) and negative energy provides a trajectory that blows up in finite time in
H 1(R2). See Sections 5 and 6 in [9] and the references therein for more insight into the behavior of blow-up solution
near collapse.
Here we are interested in stabilizing the solutions to nonlinear Schrödinger equations by a multiplicative oscillating
term that reads as follows
iut = u + cos2(Ωt)|u|p−1u (2)
supplemented with initial data u|t=t0 = φ.
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medium with variable indices of refraction: let us assume that the indices are alternatively 0 and 1 with frequency Ω .
Then (2) models this phenomena. The idea is to analyze if the oscillations in the nonlinearities can stabilize the
solutions of the corresponding equations. We would like to point out that the stabilization of propagating waves by
oscillations has received a lot of attention recently (see [8,15] and the references therein). For instance, some numerical
studies in [10] have established the stabilization of the wave by oscillating terms above the nonlinear term. Another
related issue is to stabilize the propagation by adding a damping term as in
iut + iγ u = u + |u|p−1u (3)
with γ > 0 a damping parameter. On the theoretical side, M. Tsutsumi [13] has proved that if p > 3 the dissipation
does not prevent blow-up, i.e. that there exist some initial data such that the corresponding solution collapses in
H 1(R2) in finite time. This means that there exist solutions that blow up very quickly, before the damping squashes
these solutions to 0. Conversely, for any given initial data, it is an exercise to chose γ large enough such that the
solution to (3) for p = 3 lasts forever. We would like to point out article [1] where the authors provide numerical
evidences that the blow-up time of solutions is not an increasing function of γ ; this emphasizes the fact that the issue
of stabilizing the propagation of waves is not an easy task.
We also refer to the article [2] in which the author studies the blow-up phenomena for a nonlinear Schrödinger
equation with a trapping harmonic potential. These equations are of interest in understanding Bose-Einstein conden-
sation and reads in the focusing case as
iut = u − ω2|x|2u + |u|p−1u. (4)
The author investigates the relationship between the lifespan of blow-up solutions and the parameter ω.
In our article we aim at proving that oscillations do not prevent blow-up. For that purpose we use the so-called
viriel method of Glassey. Our main result states that for any Ω there exists some initial data that provides blow-up
solutions. The converse issue is the following: for initial data that provide a blow-up solution for Ω = 0, can we
stabilize the flow by adding oscillations? A numerical study of this stabilization process will appear in [4]. For sake
of completeness, we would like to point out that related issues were addressed in [7].
The remaining of this article is organized as follows: in a second section we establish some equalities (for regular
solutions) that will be needed in the sequel. In the third section we prove the main result in the supercritical case
p > 3. In a last section we consider the critical case and we indicate some further developments. We complete this
article remarking that the local existence time of a solution is extended by fast oscillations.
2. Various quantities evolving along the flow
Throughout this article, we are dealing with functions u(t, x) that map Rt × R2x into C. We set |u|2 = uu for the
square of the modulus of u. In the sequel we consider the following inner product on L2(R2),
e
∫
R2
uv dx.
To begin with, we recall classical results about the initial value problem associated with cubic nonlinear
Schrödinger equations on the whole plane R2 (see [3,12] and references therein).
Proposition 1. For any initial data φ at t0 in H 1(R2) there exists a unique mild solution of (2) in Ct(t0, t0 + T ;
H 1(R2))∩L4(t0, t0 +T ;W 1,4(R2)). The local existence time T is a decreasing function of ‖φ‖H 1(R2). Moreover this
solution depends continuously on the initial data.
For sake of conciseness, we do not detail the proof at this stage (nevertheless see the last section of the article), but
we rather make some comments. Consider t0 = 0 for the sake of simplicity. The mild solution is defined as a fixed
point solution to the Duhamel’s form of the equation
u(t) = e−itφ − i
t∫
ei(s−t)
(
cos2(Ωs)
∣∣u(s)∣∣2u(s))ds. (5)
0
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(depending on the size of the initial data). As a by-product of the method, the solution depends continuously on the
initial data. Moreover this mild solution is also a weak solution in the distributional sense since the nonlinearity |u|2u
is a continuous function in time that takes values in L2(R2) (see [3,12]).
In the sequel the momentum∫
R2
|x|2∣∣u(t, x)∣∣2 dx
will play a role. Indeed, we recall without proof from [3,12] the persistence of the momentum over the flow.
Lemma 1. Assume that the initial data satisfies moreover∫
R2
|x|2∣∣φ(x)∣∣2 dx < +∞.
Then as long as the solution lasts in H 1(R2),
q(t) =
∫
R2
|x|2∣∣u(t, x)∣∣2 dx < +∞. (6)
In the sequel we supplement (2) with an initial data φ that belongs to H 1(R2) and has finite momentum. We now
introduce some quantities that will be useful subsequently. To begin with, the density
I (t) =
∫
R2
|u|2 dx, (7)
and the energy
J (t) = 1
2
‖∇u‖22 −
cos2(Ωt)
p + 1 ‖u‖
p+1
p+1. (8)
Then the viriel
V (t) = m
∫
R2
(x.∇)uudx (9)
is also of interest. We now state and prove a lemma that asserts how these quantities evolve along the flow of solutions
to (2). The dot represents the time derivative.
Lemma 2. Let u be a solution of (2) with an initial data φ ∈ H 1(R2) and with finite momentum. Then as long as the
solution exists∥∥u(t)∥∥2 = ‖φ‖2, (10)
J˙ (t) = Ω
p + 1 sin(2Ωt)‖u‖
p+1
p+1, (11)
V˙ (t) = (p − 3)∥∥∇u(t)∥∥22 − 2(p − 1)J (t), (12)
q˙(t) = −4V (t). (13)
Proof. Consider t0 = 0 for the sake of simplicity. We proceed as follows: we first perform all the computations with
φ belonging to the Schwartz class S(R2). Hence the solution u is smooth and has enough decay at the infinity to
integrate by parts and to proceed to the computations (see [6]). We conclude by a limiting argument since the flow
map u(0) = φ 
→ u(t) is continuous from H 1(R2) into Ct(0, T ;H 1(R2)) ∩ L4(0, T ;W 1,4(R2)) (see [3]).
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d
dt
∫
R2
|u|2 dx = 0. (14)
(ii) To prove (11) we just take the scalar product of (2) with ut that leads to
1
2
d
dt
‖∇u‖22 −
cos2(Ωt)
p + 1
d
dt
∫
R2
|u|p+1 dx = 0, (15)
and then (11) follows promptly.
(iii) We differentiate the Viriel quantity V (t) with respect to t to obtain
V˙ (t) = m
∫
R2
(x.∇)uut dx − m
∫
R2
(x.∇)uut dx + m
∫
R2
(x.∇)(uut ) dx
= −2m
∫
R2
(x.∇)uut dx − 2m
∫
R2
uut dx. (16)
On the one hand
−2m
∫
R2
uut dx = −2e
∫
R2
u
(−u − cos2(Ωt)|u|p−1u)dx
= −2‖∇u‖22 + 2 cos2(Ωt)
∫
R2
|u|p+1 dx. (17)
On the other hand
−2m
∫
R2
(x.∇)uut dx = −2e
∫
R2
(x.∇)u(−u − cos2(Ωt)|u|p−1u)dx
= 2e
∫
R2
(x.∇)uudx + 2 cos2(Ωt)e
∫
R2
(x.∇u)|u|p−1udx. (18)
The first term in the right-hand side of this equality can be handled as follows
e
∫
R2
(x.∇)uudx = −
∫
R2
|∇u|2 − 1
2
∫
R2
(x.∇)(|∇u|2)dx = 0. (19)
The nonlinear term can be developed as
2e
∫
R2
(x.∇u)|u|p−1udx = e
∫
R2
2∑
l=1
xl |u|p−1
(
u
∂u
∂xl
+ u ∂u
∂xl
)
dx
= e
2∑
l=1
∫
R2
xl |u|p−1 ∂
∂xl
(|u|2)dx = 2
p + 1e
2∑
l=1
∫
R2
xl
∂
∂xl
(|u|p+1)dx
= 2
p + 1
∫
R2
(x.∇)|u|p+1 dx = − 4
p + 1
∫
R2
|u|p+1 dx. (20)
Therefore we obtain from (16)–(20) that
V˙ = −2‖∇u‖22 +
2(p − 1)
p + 1 cos
2(Ωt)
∫
2
|u|p+1 dx, (21)
R
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V˙ (t) = (p − 3)∥∥∇u(t)∥∥22 − 2(p − 1)J (t).
(iv) Finally, seeking for (13), we differentiate q(t) with respect to t
q˙(t) = −2m
∫
R2
|x|2u¯(−u − cos2(Ωt)|u|p−1u)dx = −2m∫
R2
∇(|x|2u¯)∇udx
= −2m
∫
R2
∇(|x|2)u¯∇udx = −4V (t).  (22)
3. Main result in the supercritical case p > 3
We state and prove
Theorem 1. Fix Ω > 0. Consider t0 = − π4Ω . Let u be the solution of problem (2) supplemented with an initial data φ
in H 1(R2) and that has finite momentum. We assume that φ is such that
J (t0) 0, (23)
V (t0) > 0, (24)
q(t0)
(p − 3)V (t0) <
π
4Ω
. (25)
Then the finite time blow-up occurs, i.e. there exists T ∗ < π4Ω such that when t → T ∗ − π4Ω ; t < T ∗ − π4Ω ,∥∥∇u(t)∥∥2 → +∞, (26)
∀q  p + 1, ∥∥u(t)∥∥
q
→ +∞. (27)
Remark 1. Let us check that the assumptions on φ are not void. Introducing as in [5] φ(x) = μ exp(iμ2|x|2)ψ(μx)
for ψ ∈ S(R2), ψ(x) that takes values in R (μ being a positive parameter) we have that
• V (t0) = 2μ4
∫
R2 |x|2|ψ(μx)|2 dx = C0 > 0;
• q(t0) = μ2
∫
R2 |x|2|ψ(μx)|2 dx = C1μ−2;
• J (t0) = (μ4
∫
R2 |∇ψ(μx)|2 dx + 4μ6
∫
R2 |x|2|ψ(μx)|2 dx) − μ
p+1
2p+2
∫
R2 |ψ(μx)|p+1 dx = C3μ2 − C4μp−1.
Then for μ large enough the assumptions are valid.
Proof of Theorem 1. Let us argue by contradiction. Consider an initial data φ such that (23)–(25) are valid and
assume that the solution u lasts forever in H 1(R2). Then due to (11), J is decreasing for t0  t  0, and we also have
J (t) 0. We aim at proving that the solution blows up before 0.
Therefore, due to (12), for t  0,
V˙ (t) (p − 3)‖∇u‖22  0. (28)
At this stage we know that V (t) is an increasing function on [t0,0]. Therefore, due to (13), we have that q(t) is a
decreasing function and that
q(t) q(t0) < ∞. (29)
We now recall from the very definition of the Viriel and from Cauchy–Schwartz inequality that
V (t) q(t) 12
∥∥∇u(t)∥∥2  q(t0) 12 ∥∥∇u(t)∥∥2. (30)
And using again (28), (30), we obtain
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q(t0)
V 2(t). (31)
Solving this ordinary differential inequality we see that
V (t) V (t0)
(
1 −
(
t + π
4Ω
)
(p − 3)V (t0)
q(t0)
)−1
. (32)
This together with (25) proves that actually the solution has collapsed before t = 0.
Using again the fact for all t + π4Ω ∈ (0, T ∗), J (t) 0, we have
∥∥∇u(t)∥∥22  2 cos2(Ωt)p + 1
∥∥u(t)∥∥p+1
p+1 
2
p + 1‖u(t)‖
p+1
p+1 
2
p + 1
[∥∥u(t)∥∥θ2∥∥u(t)∥∥1−θq ]p+1, (33)
where 1
p+1 = θ2 + 1−θq and thus using that the density is conserved
∀q  p + 1, lim
t→T ∗; t<T ∗
∥∥u(t)∥∥
q
= +∞.  (34)
We complete this section by a more general statement for the equation
iut = u + a(2Ωt)|u|p−1u, (35)
in which a(t) is a C∞ periodic function whose period is 2π and that takes values in R. We need to modify the
definition of the energy accordingly
J (t) = 1
2
‖∇u‖22 −
a(2Ωt)
p + 1 ‖u‖
p+1
p+1. (36)
Proposition 2. Assume that a(0) > 0. Assume that a˙(t)  0 on [0, T ∗]. Then there exists φ that satisfies the same
assumptions than in Theorem 1 such that the corresponding solution blows up before T ∗.
Sketch of the proof. We just have to copy the proof of the main theorem. The statements in this lemma are still valid
except (11); here we substitute to (11) the following equality
J˙ = −2Ωa˙(2Ωt)
p + 1 ‖u‖
p+1
p+1. (37)
The blow-up in Lq(R2), q  p + 1, is derived from the following analogous of (33)
∥∥∇v(t)∥∥2
L2
(
R2
)  2‖a‖L∞(R)
p + 1 ‖v‖
p+1
p+1.  (38)
Remark 2. The assumption a(0) > 0 is to ensure that there exists solutions with negative energy. Proposition 2 applies
for instance to a(t) = a1 + a2 cos(2Ωt) with a1 + a2 > 0 > a2.
4. The critical case and miscellaneous developments
To begin with we state and prove
Proposition 3. Fix Ω > 0. Consider t0 = − π4Ω and an initial data φ in H 1(R2) and that has finite momentum. Let u
be a classical solution of problem (2) with p = 3. We assume that φ is such that (23), (24) are valid and such that
q(t0)
V (t0)
<
π
Ω
. (39)
Then there exists T ∗  π4Ω < +∞ such that when t → T ∗ − π4Ω ; t + π4Ω < T ∗,∥∥∇u(t)∥∥2 → +∞. (40)
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J (t) 0 for t  0. Due to (12) the function V (t) is increasing and q(t) is decreasing. Hence
0 q(t) q(t0) − 4V (t0)
(
t + π
4Ω
)
. (41)
Then q(t) < 0 for some t < 0. This is impossible. 
Remark 3. The assumptions in the statement of Proposition 3 are not void; we just have to consider φ(x) =
ηeiμ
2|x|2ψ(μx) with ψ as in Remark 1, μ large enough, and η large enough with respect to μ. On the other hand,
Proposition 3 holds true in the case p > 3 as well. We also have that the analogous of Proposition 2 is valid in the
critical case p = 3.
We complete this article by a remark that shows that oscillations can extend the local existence time of a solution.
Our result establishes that the local existence time of a solution can be multiplied by a factor 83 . Nevertheless this is
not clear how this could affect the lifespan of the solution; this point will be addressed in a forthcoming work. Let us
now state this remark as follows
Proposition 4. Consider φ an initial data for the NLS equation without oscillations
iut = u + |u|2u. (42)
Let T0 ∼ c‖φ‖−2L2(R2)‖∇φ‖−2L2(R2) be the local existence time provided by the usual fixed point method (the constant c
depends on Strichartz and Gagliardo–Nirenberg inequalities). For the same initial data, solve
iut = u + cos2(Ωt)|u|2u, (43)
and let TΩ be the local existence time. Then, for Ω large enough
TΩ ∼ 83T0. (44)
Proof. We follow here the guidelines in Appendix of [1]. Consider (43) that reads in its Duhamel’s form
u(t) = e−itφ − i
t∫
0
ei(s−t)
(
cos2(Ωs)
∣∣u(s)∣∣2u(s))ds. (45)
The usual way to proceed is to perform a fixed point argument in C([0, T ],H 1(R2))∩L4(0, T ;W 1,4(R2)). We endow
this Banach space with the norm
sup
(0,T )
‖u‖H 1x + ‖u‖L4T ,x + ‖∇u‖L4T ,x , (46)
where ‖u‖4
L4T ,x
= ∫ T0 ‖u(s)‖4L4x ds. x belongs to the whole plane R2 while t is restricted to some bounded interval.
Consider then B an operator in {Id,∇x}.
We then have for instance, performing the L4 estimate (the L2 estimate is very similar and then omitted)
‖Bu‖L4T ,x  c‖Bφ‖L2x + ‖
t∫
0
ei(s−t)B
(
cos2(Ωs)
∣∣u(s)∣∣2u(s))ds‖L4T ,x , (47)
using the original Strichartz estimate (see [11]; see [3] for more general Strichartz estimates) that reads∥∥e−itφ∥∥
L4
(
Rt×R2x
)  c‖φ‖L2(R2x ).
In the computations, c denotes a constant that can vary from one line to one another, and that depends on some
functional inequalities. Let us now recall the inhomogeneous version of the Strichartz estimate quoted above
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t∫
0
ei(s−t)f (s) ds
∥∥∥∥∥
L4
Rt×R2x
 c‖f ‖
L
4
3
Rt×R2x
. (48)
We then infer from (47)
‖Bu‖L4T ,x  c‖Bφ‖L2x + c|
T∫
0
∫
R2
cos
8
3 (Ωs)
∣∣u(s)∣∣ 83 ∣∣Bu(s)∣∣ 43 ds dx| 34 . (49)
We use Hölder inequality to bound the last term in the r.h.s. as follows∣∣∣∣∣
T∫
0
∫
R2
cos
8
3 (Ωs)
∣∣u(s)∣∣ 83 ∣∣Bu(s)∣∣ 43 ds dx
∣∣∣∣∣
3
4

∣∣∣∣∣
T∫
0
cos
8
3 (Ωs)‖u‖
8
3
L4x
‖Bu‖
4
3
L4x
ds
∣∣∣∣∣
3
4

( T∫
0
cos4(Ωs)‖u‖4
L4x
ds
) 1
2
‖Bu‖L4T ,x . (50)
Using now Gagliardo–Nirenberg inequality ‖u‖L4x  c‖u‖
1
2
L2x
‖∇u‖
1
2
L2x
, we then have, using the conservation of the
density∣∣∣∣∣
T∫
0
∫
R2
cos
8
3 (Ωs)
∣∣u(s)∣∣ 83 ∣∣Bu(s)∣∣ 43 ds dx
∣∣∣∣∣
3
4
 c
( T∫
0
cos4(Ωs)ds
) 1
2
‖φ‖L2x sup
(0,T )
(‖∇u‖L2x )‖Bu‖L4T ,x . (51)
We plan to prove that the map u 
→ e−itBφ − i ∫ t0 ei(s−t)B(cos2(Ωs)|u(s)|2u(s)) ds send the ball of radius RB =
2c‖Bφ‖L2x into itself. Going back to (49)–(51), this amounts to check that
c
( T∫
0
cos4(Ωs)ds
) 1
2
‖φ‖L2x sup
(0,T )
(‖∇u‖L2x ) 12 . (52)
On the one hand, if Ω = 0, the condition reads c√T ‖φ‖L2xRB  12 , and we are back to the classical condition. On the
other hand, if Ω converges to +∞,
T∫
0
cos4(Ωs)ds = 1
4
T∫
0
(
3
2
+ cos(4Ωs)
2
+ 2 cos(2Ωs)
)
ds ∼ 3T
8
, (53)
hence 38TΩ = T0 and the proof of the proposition is completed. 
On may wonder if this extends to more general oscillating terms. Consider
iut = u + a(2Ωt)|u|2u, (54)
in which a(t) is a C∞ periodic function whose period is 2π and that takes values in R. Set TΩ for the local existence
time of the solution.
Proposition 5. Set TΩ for the local existence time of the solution. Then for Ω that converges towards +∞, TΩ ∼
T0(
a(0)
‖a‖2 )
2
, where the L2 norm of a reads
‖a‖22 =
1
2π
2π∫
0
a(s)2 ds.
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∫ TΩ
0 a(2Ωs)
2 ds.
Then, for mπ  TΩΩ < (m + 1)π ,
TΩ∫
0
a(2Ωs)2 ds = 1
2Ω
2ΩTΩ∫
0
a(s)2 ds ∼ m
2Ω
2π∫
0
a(s)2 ds ∼ TΩ
2π
2π∫
0
a(s)2 ds.  (55)
Since we have in mind to stabilize waves by adding oscillations, we may assume that the function a achieves its
maximum at s = 0. As stated in Proposition 5, the local existence time of the solution increases if the ratio of the L2
norm of a with its L∞ norm decreases. As long as local existence time is concerned, it is better to use a(s) = cosq(s)
for large q to stabilize the solution, since, using the Stirling formula,
1
2π
2π∫
0
cos2q(s) ds = 1
4q
(
2q
q
)
∼ 1√
πq
.
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