We consider the problem of estimating a nonlinear state-space model whose state process is driven by an ordinary differential equation (ODE) or a stochastic differential equation (SDE), with discrete-time data. We propose a new estimation method by minimizing the conditional least squares (CLS) with the conditional mean function computed approximately via unscented Kalman filter (UKF). We derive conditions 1 under which the UKF-CLS estimator preserves the limiting properties of the exact CLS estimator, namely, consistency and asymptotic normality. We demonstrate the efficacy of the proposed method by simulation and a real application.
INTRODUCTION
The Kalman filter was proposed by Kalman (1960) who demonstrated the usefulness of the Kalman filter for drawing inference for a wide class of problems using the linear state-space model. However, many scientific studies require nonlinear state-space models with which the linear Kalman filter is inapplicable. For instance, the Susceptible-Infected-Recovered (SIR) model, which is the nonlinear ordinary differential equation, has been widely used in epidemiology, see Diekmann and Heesterbeek (2000) .
Many statistical methods for estimating a nonlinear state-space model have been proposed in the literature. Durbin and Koopman (2000) proposed an iterative scheme for deriving an approximate linear-model whose likelihood approximately matches the mode of the log-likelihood function of the underlying nonlinear model. Using the linear approximate model, they proposed importance sampling schemes from classical and Bayesian perspectives. However, as Durbin and Koopman (2001) pointed out, the estimated modes need not be the same as the true modes due to linearization. Also their method suffers from the need for calculating the Jacobian matrix, which may not be available. Other approaches, for example, particle filter, bootstrap filter, and sequential Monte Carlo, have been proposed in engineering and statistics, see Kitagawa (1996) , Liu and Chen (1998) , and Pitt and Shephard (1999) . See Doucet, deFreitas and Gordon (2001) for a comprehensive survey. Starting with random samples called particles from an initial distribution, these methods update the particles according to the conditional or the posterior distribution of the true states based on importance sampling, which is often computationally expensive as Durbin and Koopman (2001) . On the other hand, the extended Kalman filter (EKF) has become a standard technique in the engineering literature. The EKF approximates a nonlinear model by its first order Taylor expansion, which is similar to the delta method. However, the EKF has some serious defects. First, the approximation error becomes non-negligible with strongly nonlinear models. Another drawback is that similar to the method of Durbin and Koopman (2000) , the EKF requires calculating the Jacobian, which may not be available or be very complex.
Besides nonlinear least squares, several methods have been proposed for specifically estimating a nonlinear state-space model driven by an ordinary differential equation (ODE), with observations being some function of the state vector corrupted by independent and identically distributed (iid) errors. Ramsay, Hooker, Campbell and Cao (2007) proposed the generalized profile estimation method. However, the method is computationally expensive as it requires profiling out the generally high-dimensional coefficient in the functional expansion. Liang and Wu (2008) proposed the two-step approach that consists of (i) estimating the derivatives of the state process from data at the sampling epochs, via some nonparametric smoothing methods, and then (ii) estimating the model parameters by minimizing the sum of squared deviations between the left and right side of the defining ODE, with the derivatives replaced by their nonparametric estimates from (i), but it is applicable only when the full state vector is observed with measurement errors over discrete time.
Instead of relying on linearization techniques employed by the EKF, the unscented Kalman filter (UKF) was proposed by Julier and Uhlmann (1997) for extending Kalman filter to nonlinear models using a deterministic sampling scheme consisting of the so-called "sigma points." In each step, the UKF generates a set of sigma points and updates the prediction formulas based on these sigma points. So the UKF bears resemblance to the particle filter.
However, the sigma points are deterministic samples and the number of the sigma points is much less than the number of particles. Consequently, the UKF is computationally more efficient than the particle filter. Also, empirical results suggest that the UKF appears to be superior to EKF and works properly and satisfactorily from a Bayesian perspective, see Julier and Uhlmann (2004) and Wu and Smyth (2007) . Yet the use of UKF in estimating a nonlinear state-space model from a frequentist perspective is largely unexplored.
The method of conditional least squares (CLS) provides a general approach for estimating a state-space model and it enjoys consistency and asymptotic normality, under some mild regularity conditions, see Klimko and Nelson (1978) . However, its applicability is limited by the tractability of the conditional mean function of the future process given the data, which is generally intractable for nonlinear state-space models. The UKF provides a numerical scheme for computing the predictors with which we can calculate an approximation to the conditional least squares (CLS) objective function. We propose to estimate a model by minimizing the latter objective function; we shall refer to this method as the UKF-CLS method. The main purpose of our paper is to study conditions under which the UKF-CLS estimator preserves the consistency and the asymptotic distribution of the exact CLS estimator.
In Section 2, we briefly review the limiting properties of the CLS method and show that the approximate CLS method preserves the asymptotic properties of the CLS method if the approximation scheme of the conditional mean function satisfies a certain convergence rate.
We detail the UT and UKF in Section 3. In order for the proposed UKF-CLS approach to work, it is pivotal to study the convergence rate of the UKF in terms of estimating the predictive mean, which we address in Sections 4 and 5. We are particularly interested in estimating a state-space model whose state process is driven by some ordinary differential equation (ODE) or stochastic differential equation (SDE), in which case, the model can be discretized with arbitrarily fine time step. In Section 5, we study that convergence rate of the UKF as the discretization time step converges to 0, and show that, under some regularity conditions, the error rate of the UKF estimation scheme is of sufficiently high order that the UKF-CLS estimator enjoys the same asymptotic distribution of the exact CLS estimator.
The efficacy of the proposed method is then illustrated by simulations in Section 7 and a real application in Section 8. We briefly conclude in Section 9.
APPROXIMATE CLS
Let the conditional expectation of y t given y 1 , . . . , y t−1 be denoted by E θ (y t |y 1 , . . . , y t−1 ) = E θ (y t|t−1 ); the conditional mean is the best 1-step ahead predictor in the sense of minimizing the mean squared prediction error. Then, the CLS method estimates the a × 1 unknown true parameter value θ 0 by the argument, denoted byθ, that minimizes the conditional sum of squares
Klimko and Nelson (1978, Theorem 2.2) have established some general large-sample properties for the CLS estimator, which we now briefly describe. Let | · | be the Euclidean norm.
Assume that the conditional expectation E θ (y t|t−1 ) is twice continuously differentiable in θ.
Taylor expansion implies that for δ > 0 and |θ − θ 0 | < δ, there exists θ * with |θ 0 − θ * | < δ such that
Under the following four assumptions:
V n → V a.e., a fixed positive definite matrix, Klimko and Nelson (1978) derived the consistency and the large sample distribution ofθ:
Specifically, Klimko and Nelson (1978) showed the existence of a local minimizer of the objective function in the interior of a shrinking neighborhood of the true parameter, with probability approaching 1 as sample size n → ∞, and the local minimizer constitutes the CLS estimator which is then shown to be asymptotically normal.
The CLS method is, however, not always applicable for estimating a nonlinear state-space model because the 1-step ahead predictor is generally intractable. This problem may be overcome if the 1-step ahead predictor can be well approximated by some numerical scheme.
We show below that the approximate CLS estimator enjoys the same large-sample properties of the (exact) CLS estimator, if the approximation error is of the order o p (n −1 ). Moreover, we shall demonstrate in latter sections that the UKF provides such an approximation scheme.
LetÊ θ (y t|t−1 ) be an approximation of E θ (y t|t−1 ). Then, we have the following theorem:
there exist a real number r ≥ 1 and a neighborhood of the true parameter value, denoted by W , such that E θ (y t|t−1 )−Ê θ (y t|t−1 ) = o p (n −r ) uniformly for all t and for all θ ∈ W ;
(ii) the conditional variance of y t given y 1 , . . . , y t−1 under θ 0 , denoted by σ 2 t|t−1 , is uniformly bounded for all t.
and the approximate CLS estimator enjoys the same consistency and asymptotic normality result of the exact CLS estimators of Klimko and Nelson (1978) .
Proof. Consider the normalized approximate conditional sum of squared prediction error
Consider the difference
Below, the last two summands are written as A and B, respectively. It follows from (ii) that
. An application of Cauchy-Schwartz inequality then
Since r ≥ 1, the approximate CLS estimator enjoys the same consistency and asymptotic normality result of the exact CLS estimators thanks to Theorem 2.1, Corollary 2.1, and Theorem 2.2 of Klimko and Nelson (1978) and Theorem 5.23 of van der Vaart (1998).
We will show that the case of r ≥ 1 can be achieved via the UKF, in Sections 5 and 6.
UNSCENTED KALMAN FILTER

Unscented Transformation
For a linear function f (x), the identity E[f (x)] = f (E(x)) holds. This property makes it straightforward to calculate the conditional means and covariance matrices for a linear
Gaussian state-space model. However, if f (x) is nonlinear, the preceding identity is generally invalid. The unscented transformation (UT) is an approximate scheme for computing the mean and covariance matrix of y = f (x). Let x be a c × 1 random vector with mean E(x) and covariance matrix P x . Let λ > −c be a constant. The UT approximates E{f (x)} via a particular sample of x, of size 2c, that are referred to as sigma points and defined by the following equations:
, where i = 1, . . . , c and (c + λ)P x is the matrix square root of (c + λ)P x such that
is the ith row of (c + λ)P x . The constant λ is a tuning parameter that controls the distance between the sigma points and E(x). The sigma points tend to be closer to E(x), for −c < λ ≤ 0, but, otherwise, they tend to be further away from E(x). How to choose an optimal λ is a difficult problem; see Ahn and Chan (2011) . Here, for simplicity, we set λ to 0 in all numerical work reported below. The approximate meanŷ, covariance matrixP y , and covariance matrixP xy between x and y from the UT are defined as follows:
and
Hence, the UT is a weighted average scheme based on the sigma points, see Simon (2006) .
On the other hand, the linear approximation scheme used by the EKF approximates the mean and covariance matrices via the first order Taylor expansion, resulting in the following formulas:ŷ
where Z is the Jacobian matrix of f evaluated at E(x).
Unscented Kalman Filter
The UKF is an iterative scheme for computing the one-step ahead predictors (not necessarily the conditional means) and the covariance matrices of the prediction errors for a nonlinear state-space model. Consider the following state-space model:
where u t k ≡ 1 when y t k is missing and t k+1 − t k ≡ h, for some constant h > 0. Here, y t k is a q × 1 vector of observations and x t k is the corresponding c × 1 state vector. The UKF algorithm attempts to compute the conditional mean of y t k given observations up to and including time t k−1 , denoted byŷ t k |t k−1 , andP y,t k |t k−1 , the corresponding covariance matrix of the prediction error; like Kalman filter, the algorithm also needs to compute the counterparts for x t k , e.g. the conditional meanx t k |t k−1 , etc.
We now describe the UKF updating scheme (Simon 2006 ):
1. The UKF is initialized as follows:
2. Update the state vector.
(a) Let the estimators of the mean and the covariance matrix of
. . , c, define the sigma points:
The UKF updates the conditional mean of x t k and the corresponding predictive error covariance matrix approximately bŷ
3. Implement the measurement update equations.
(a) Based on the estimators of the conditional mean and the covariance matrix, for i = 1, . . . , c we choose the new sigma points as follows:
(c) E(x t k |t k ) and Cov(x t k |t k ) are estimated by
4. Repeat step 2 and 3 for t k = t 0 , . . . , T .
The UKF has several attractive properties. First, it is computationally more efficient than simulation based methods. Also the UKF does not require calculating the Jacobian matrix and it provides more accurate approximation than the EKF, see Section 4 and 5.
CONVERGENCE RATE OF THE UT
Before studying the asymptotics of the UKF, we review some convergence properties of the UT recently obtained by Ahn and Chan (2011) . Let Ω, a subset some Euclidean space, be the sample space of x, and define D k as follows:
Then, Ahn and Chan (2011) proved the following two theorems on the UT estimators of the first two moments of y = f (x):
In addition, if the distribution of x is symmetric about its mean and f ∈ D 3 , then,ŷ=E(y).
2. If f ∈ D 1 , i.e., f is linear, thenP y = P y andP xy = P xy .
Theorem 3. Suppose P = hP * and x has a symmetric distribution about its mean. Assume
1. there exists a h-free constant M > 0 such that E|x
2. for all j, 1 ≤ j ≤ q, and for all 0 < h ≤ 1, there exists some h-free constant K > 0,
Then,
Note that Condition 1 of Theorem 3 is motivated by the fact thatx
, under the condition P = hP * . Condition 2 of Theorem 3 is satisfied if the function f is a polynomial.
CONVERGENCE RATE OF THE UKF
In this section, we study the asymptotic properties of the UKF. Throughout this section, we assume the following state-space model that is identical to (3), except that now the coefficient matrices of the model depends on an unknown parameter θ belonging to some parameter space Θ:
The unknown parameter can be can be estimated by minimizing the sum of squared prediction error
is approximately computed by the UKF. Recall the 1-step ahead predictive distributions can be sequentially updated as follows (with distribution of the right side of a → sign updated from the distribution of its left side and additional data indicated by the subscripts):
where the notation (x, y) denotes the joint distribution of x and y, and x t k+1 |t k+1 denotes the distribution identical to that of the conditional distribution of x t k+1 given the observations y t i , i ≤ k + 1; by an abuse of notation, the same symbol may also denote a random variable having the aforementioned conditional distribution. If u t k and v t k are nearly linear functions, and the error terms are normally distributed, then the above conditional random variables may be well approximated by the normal random variables with means and covariance matrices computed by the UKF elaborated in the previous section. Specifically, let
denote the approximating normal random variables with their means and covariance matrices computed from the UKF. First, we introduce some notations for keeping track of the propagation of the approximation error along the updating steps. Given
with k ≥ i as a random variable obtained as follows:
1. Starting withx t i |t i , we obtain the conditional distribution of x at time t i+1 given Y t i = {y t j , j ≤ i} to be denoted by xx t i |t i (t i+1 |t i ) as follows:
2. With xx t i |t i (t i+1 |t i ), we obtain the conditional distribution of y at time t i+1 given Y t i , to be denoted by y xx t i |t i (t i+1 |t i ) (t i+1 |t i ) as follows:
3. With the joint distribution for xx t i |t i (t i+1 |t i ) and y xx t i |t i (t i+1 |t i ) (t i+1 |t i ), we obtain the conditional distribution of x at time t i+1 given Y t i+1 .
Thus, all conditional random variables from xx t i |t i (t i+1 |t i ) to xx t i |t i (t k |t k ) are assumed to be obtained exactly from the model were the conditional distribution of x t i given Y t i identical to the distribution ofx t i |t i . In contrary, their true counterparts are denoted by, e.g. Below, we study the convergence properties of the UKF. First, we show that the UKF reduces to the Kalman filter for linear models.
Proof. It follows from Theorem 2 in Section 4.
The following lemma of Milstein and Tretyakov (2004) is a key technical tool for studying the asymptotics of the UKF.
Lemma 1. Suppose that, for a fixed integer N and k = 0, . . . , N , a sequence {u k } of nonnegative numbers satisfies the inequality
where for A = 0, (e AT − 1)/A is defined as zero.
Below, we state two general theorems quantifying the order of the UKF approximation error. For the UKF to be useful, the order of the approximation error should hold uniformly for all parameters over the parameter space, or at least over some compact neighborhood of the true parameter value.
Theorem 5. Assume
where t k+1 − t k = h = 1/s, t 0 ≤ t ≤ T − h, p ≥ 1, and h ≤ 1 and K is uniformly bounded on the parameter space Θ and does not depend on Y T = {y t 0 , . . . , y T }. Then, for any t k between t 0 and T − h, the following inequality holds:
Before proving Theorem 5, we need the following lemma:
Lemma 2. Under Condition 1 and 2 of Theorem 5, for all positive integer N and all k = 0, . . . , N the following inequality holds:
Proof. Clearly, we have the following equality:
Using Condition 1 and 2 of Theorem 5, we have
where the last inequality holds because p ≥ 1 and h ≤ 1. Applying Lemma 1, we obtain the desired result.
Proof of Theorem 5. First of all, we have the following equality:
Using Condition 1 and 3 of Theorem 5, we obtain
where the last inequality follows from Lemma 2. Using Lemma 1 and the fact that E{x 0|0 −
x 0|0 } = 0, we have
Theorem 5 indicates that in the case that p > 1 with decreasing h, the average deviation between the x t k |t k and its UKF approximation approaches 0 at the rate of h p−1 . Next, we extend Theorem 5.
Theorem 6. Assume the conditions of Theorem 5 hold and that the followings hold
Proof.
(by Condition 1 and 3)
(by Condition 2 and 4)
(by Lemma 2 and Theorem 5).
Since
to obtain consistency and asymptotical normality of our approximate CLS estimator via the UKF. In Section 6, we will outline an argument suggesting that the UKF can achieve an error rate up to p = 3 for suitably discretized differential equation models. In contrast, the EKF can only achieve an error rate up to p = 2 because the EKF uses only the first order term of the Taylor expansion. Thus, the UKF is more efficient than the EKF.
LARGE-SAMPLE PROPERTIES OF THE UKF-CLS ESTIMATOR
Often the state process is driven by some ODE or SDE. For ODEs, the state-space dynamics can be discretized via the Euler method or the fourth-order Runge-Kutta method (RK4), whereas for SDEs, the Euler method, the Milstein method, or the Runge-Kutta method may be employed for discretization, see Boyce and DiPrima (2004) and Milstein and Tretyakov (2004) . The global truncation error rates of the Euler method and the RK4 for ODEs are O(h) and O(h 4 ), respectively. On the other hand, the strong orders of accuracy of the Euler method and the Milstein method for SDEs are 1/2 and 1, respectively, where a strong order p for a discretized process {X t k } to a process {X t } with time step t k+1 − t k ≡ h is defined as follows:
The Runge-Kutta methods for SDEs have various versions, of which strong orders can be greater than or equal to 3/2. (We shall assume that the discretization error is of higher order than the error due to the use of the UKF scheme. This may place a restriction on which discretization method is permissible. For simplicity, we shall not pursue this issue.) They have the form as follows:
wherex t k is the approximate solution at time t k and t k+1 − t k = h. Note that the Euler method and the fourth-order Runge-Kutta method for an ODE do not have the error term,
i.e., Q t k = 0. Henceforth, we consider the following discretized state-space model:
for some vector d k by Theorem 3.
Here, we consider two scenarios: (i) Q t k = 0, 0 ≡ t 0 < t k < T , for SDEs; (ii) Q t k = 0, 0 ≡ t 0 < t k < T , for ODEs. For each scenario, we assume that the (i, j)th entry of Q 0 , denoted by Q 0,ij , satisfies the condition that |Q 0,ij | ≤ bK ≤ hK for some b ≥ 0 and K ≥ 0, for all i and j. We show that for all k, the covariance matrix ofx t k |t k can be expressed as
First of all, we show that the UT variance estimator of y = x+hv(x) with x ∼ (E(x), hP)
can be written as hP * for some P * . The sigma points arex
, which can be written as E(x) + hA for some
. . , c. This implies thatP y = hP * for some P * .
Now we consider (i).
Since |Q 0,ij | ≤ bK ≤ hK for some b ≥ 0 and K ≥ 0, the variance of x 0 can be expressed by hQ * 0 for some Q * 0 . Thus, the variance of x t 1 |t 0 ,P x,t 1 |t 0 is hP * t 1 |t 0 for some P * t 1 |t 0 from the previous argument. If there is no observation at time t 1 , we can shoŵ
with proof similar to that of equation (14) in the Appendix of Ahn and Chan (2011) . Note thatP x,t 2 |t 0 =P x,t 2 |t 2 in this case. In the presence of an observation at time t 1 , it can be similarly shown thatP y,t 1 |t 0 = hR * y,t 1 |t 0 + H t 1 for some R * y,t 1 |t 0
. Similarly, we obtainP xy,t 1 |t 0 = hS * xy,t 1 |t 0 for some S * xy,t 1 |t 0
. Then, we havê
By the same argument,P x,t 2 |t 1 = hP * x,t 2 |t 1 for some hP * x,t 2 |t 1 andP x,t 2 |t 2 = hP * x,t 2 |t 2 for somê
. By mathematical induction,P x,t k |t k = hP * x,t k |t k for all k. Thus, for the case of fixed initial state vector, we can obtain an error rate with p = 3 for the UKF. Further, if d k and P * x,t k |t k are uniformly bounded over the parameter space and the initial distribution, i.e., the distribution of x 0 , and if the conditions of Theorem 6 are satisfied, the UKF can achieve an error rate with p = 3 or O(h 2 ).
For (ii), using similar arguments as in case (i),P x,t 2 |t 1 = hP * t 2 |t 1 for some P * t 2 |t 1
. By the same argument as in (i), we can show thatP x,t k |t k = hP * x,t k |t k for all k. Thus, if d k and P * x,t k |t k are uniformly bounded over the parameter space, and if the conditions of Theorem 6 are satisfied, the UKF can achieve an error rate with p = 3 or O(h 2 ). Thus, for an ODE, the entries of the covariance matrix of the initial state vector must be sufficiently small for the UKF to work.
If h < n −1/(p−1) , the approximate CLS estimator via the UKF enjoys the same consistency and asymptotic normality result of the exact CLS estimators. By similar argument, we can show that the EKF can achieve an error rate with p = 2 because E(y) −ŷ L = O(h) as stated in Theorem 3. We formalize the preceding discussion by the following theorem:
Theorem 7. Consider the state-space model (5).
Assume that
over the parameter space and for any initial state distribution, and if the conditions of Theorem 6 are satisfied, the UKF can achieve an error rate with p = 3 or O(h 2 ) and the EKF can achieve an error rate with p = 2 or O(h).
are uniformly bounded over the parameter space, and if the conditions of Theorem 6 are satisfied, the UKF can achieve an error rate with p = 3 or O(h 2 ) and the EKF can achieve an error rate with p = 2 or O(h).
3. Moreover, if h < n −1/(p−1) and condition (ii) of Theorem 1 holds, the approximate CLS estimators via the UKF and EKF enjoy the same consistency and asymptotic normality result of the exact CLS estimators.
We remark that standard errors of the approximate CLS estimates can be computed by making use of the asymptotic normality result:
where V and W can be estimated with the partial derivatives approximated by finite differences, and confidence intervals of the parameters can then be constructed.
SIMULATION STUDY
In this section, we report results from three simulation studies, with the first model satisfying the conditions of Theorem 1, 5, and 6. The other two simulation studies are based on an ODE system and a SDE system.
In Appendix, under assumptions (a)-(d) listed below, we verify the validity of the conditions stated in Theorems 5 and 6 for the following model:
It is assumed that Z t k is invertible for all k. Here, η t k may be a zero vector. Moreover, we assume
(b) |y t k | is bounded for all k.
(c) g and (∂g(x)/∂x T ) ij are bounded.
Example 1
Consider the following model:
where θ = 0.1 and ε t ∼ Unif(−0.1, 0.1). The initial value is assumed to be known as x 0 = 0. To discretize the observation equation, we employed the RK4. For computing the "true" states, the RK4 with h = 1/30 was employed. Observations were sampled for every 30th state. The y t 's were generated by adding to the x t 's random errors distributed from Unif(−0.1, 0.1). Let f (t, x t ) = θx 2 t − x t + cos(0.5t). The discretized state-space model is given by
where
Let g(x t k ) = (k 1,t k +2k 2,t k +2k 3,t k +k 4,t k )/6. Conditions (a)-(b) stated in the beginning of this section can be shown to hold. We shall consider various step size h with the smallest h being 1/10 and K = 100. For simplicity, we estimate θ only. We use the 'optimize' function in R for minimizing the CLS objective function, with θ searched over the interval (−10, 10). Since we did not observe an initial value problems on optimization, we set it to 1. We also have also repeated the experiment but with infinite-support noise, specifically, ε t k ∼ N(0, 0.1). Figure   7 .1 shows the time plots of two simulated realizations. The experiment was replicated 1000
times. The step-size h was chosen based on Condition 3 of Theorem 7: h < n −1/2 . Table 1 shows the simulation results. As we can see in Table 1 , as h decreases with fixed n = 24, the estimates become less biased although the standard deviation increases slightly. And as n increases while h is decreasing, the estimates are less biased and the standard deviation decreases. In addition, the estimates and standard deviations from the UKF are slightly less biased and less than those of the EKF, respectively. The empirical coverage rates of the 95% confidence intervals, computed by the method discussed below Theorem 7, are generally close to 0.95, but slightly less than 0.95.
Example 2
The second simulation model is a variation of the SIR model. A typical SIR model assumes constant population size over time, see Diekmann and Heesterbeek (2000) . We consider a more general model which assumes that the population size changes overtime. Let S, I, R, be the sizes of susceptibles, infectives, recovered individuals, and N the total population size, respectively. Also let α, µ, γ, and b be the force of infection, death rate, recovery rate, and birth rate. The true (latent) state process satisfies the following system of differential equations:
where b = b t = p sin(
t) + r. Note that one of the equations in (7) is redundant because S+I +R = N . From Equation (7), we can obtain the following differential equations:
where d/dt(R/N ) was omitted because it is redundant. Equation (8) is preferred to Equation (7) for estimation because it requires one less parameter as µ is dropped and its state space is the simplex so that the nonlinearity in Equation (8) may be less severe than Equation (7).
From the full model (7), we simulated the population size N t and then generated the sample size m t from the binomial distribution Bin(N t ,a) where a is the capture rate. Observations are taken at time t = 1, 2, . . . , n; at time t, y t is drawn from the binomial distribution Bin(m t , I t /N t ), with y t /m t being the observed sample proportion of infectives. The y's are conditionally independent given m t , I t /N t , t = 1, 2, . . . , n. The true parameter vector (α, µ, γ, p, q, r) = (1, 0.15, 0.15, 0.06, −0.1, 0.15), with the initial proportion of susceptibles being s 0 = 0.25 and that of infectives equal to i 0 = 0.55. The fourth-order Runge-Kutta method was employed to generate the underlying continuous-time process. The discretization step size is set to h = 1/30 corresponding to 1 day, whereas the proportions of infectives were measured as the sample proportion of infective subjects, once per month.
Each simulated series is 72 months long, hence there are 72×30 = 2160 state vectors. Figure 2 shows a simulated series of observations. For statistical analysis, the UKF-CLS method was applied to fit the following state-space model:
where t k+k = t k + h for some h > 0, and x t k+1 is the fourth-order Runge-Kutta discretization of the latent state process {x(t) = (S t /N t , I t /N t ) T } driven by the differential equation
The variance of ε t k was obtained from the variance of the binomial distribution. Optimization of the approximate CLS was done in R with the "optim" function. In order to apply the UKF, we need to specify the distribution of the initial state vector which is taken to be some distribution with mean vector (s 0 , i 0 ) and covariance matrix given by
where N 0 is the initial population size; this specification is motivated by the fact that 
Example 3
In this section, we consider an example of the SDE, which is a stochastic version of (8):
where s t and i t represent the proportion of susceptibles and infectives, and w i (t) are two independent standard Brownian motion for i = 1, 2 with
The state equation may be discretized by several methods, e.g. the Euler's method, Milstein's method, and Runge-Kutta method, see Milstein and Tretyakov (2004) . We employ the Euler's method. The discretized state equation is
where ∆w i (t k ) = w i (t k+1 ) − w i (t k ) for i = 1, 2. Since w i (t k ) indicates the standard Brownian motion, the state-space model becomes
The distribution of the initial state vector is The experiment was replicated 1000 times. Since the Euler method is less accurate than the Milstein's method and the Runge-Kutta method, the sample path of the true states were generated using the Euler method with h = 1/60, with observations presumed to be measured every 60th true state. We fixed the sample size m t = 50 and generated the sample infection proportions from Bin(50, i t k ). Figure 3 shows the time plots of a realization. We used the same starting values as described in Example 2 for optimization. Table 3 summarizes the simulation results. The results of n = 24 with h = 1, 1/2, 1/3, 1/5 show that in general as h decreases, the estimates become closer to the true parameters, on average. Further, as n increases and h decreases, the estimates become slightly closer to the true parameters, on . We shall analyze the data based on the SIR framework specified by Equation (8). As explained earlier, for estimation purpose, Equation (8) is preferred so that all results reported below is based on Equation (8) Figure 4) shows that as the birth rate increases, the infection rate decreases and vice versa, which matches general epidemiological considerations. Table 4 shows the estimated parameter values and their standard errors, based on the asymptotic distribution results for the UKF-CLS estimator, see the discussion below Theorem 7. The estimated values areα = 2.127,γ = 0.109,p = 0.534,q = 0.057,r = 0.645,ŝ 0 = 0.318, and i 0 = 0.552. Note that (ŝ 0 ,î 0 ) is the estimated value for one month before March, 1996, that is, the estimated value for February, 1996. For interpretation, the mean monthly recovery rate of infectives is 0.109 (γ), i.e., 10.9% of infectives are recovered a month after infection on average. The estimateα = 2.127 is the product of the transmission probability and the number of contacts. In other words, the average number of new infections per infected subject per month is 2.127. The birth rate b indicates the birth rate per capita, which is estimated to attain the maximum in May and the mimimum in November.
We now assess the goodness of fit of the fitted SIR model, by checking whether or not the standardized residuals are approximately independent and identically distributed. The The UKF has several advantages over the EKF and simulation based methods. First, the UKF does not need to calculate the Jacobian matrix, which may not be available. Second, the UKF uses a deterministic scheme to choose the sigma points. This makes the UKF computationally more efficient than simulation based methods. For the case of the discretized state-space model of a process defined by some differential equation, the 1-step ahead predictor can be computed by the UKF with an error of O(h 2 ) which is better than the EKF.
Moreover, the faster convergence rate leads to the consistency and asymptotic normality of the UKF-CLS estimator with sufficiently small step-size h which is less than n −1/(p−1) . An interesting statistical problem is to generalize the proposed approach to Gaussian-likelihood estimation.
APPENDIX A. PROOF OF EXAMPLE IN SECTION 7
We give the proof that the example in the beginning of Section 7 satisfies the conditions of Theorems 5 and 6.
There are two cases: i) We have an observation at time t k+1 ; ii) We do not have an observation at time t k+1 .
• i) We observe y t k+1 .
-Let's consider Condition 1 of Theorem 5. Since
and F t k = Z t kP x,t k+1 |t k Z −1 t k + H t k . By linear projection, we have E{xx t k |t k (t k+1 |t k+1 )} = E{xx t k |t k (t k+1 |t k )} + M t k F −1 t k (y t k+1 − Z t k E{xx t k |t k (t k+1 |t k )})
Thus,
E{εx t k |t k (t k+1 |t k+1 )}|.
Consider the first term first.
-Let's consider Condition 2 of Theorem 5. We have |E{xx t k |t k (t k+1 |t k+1 )} − E{x t k |t k }| = |E{xx t k |t k (t k+1 |t k+1 )} − E{xx t k |t k (t k+1 |t k+1 )} + E{xx t k |t k (t k+1 |t k+1 )} − E{x t k |t k }}| ≤ |E{xx t k |t k (t k+1 |t k+1 )} − E{xx t k |t k (t k+1 |t k+1 )}| + |E{xx t k |t k (t k+1 |t k+1 )} − E{x t k |t k }}| ≤ K(1 + |E{x t k |t k }|)h p + |E{xx t k |t k (t k+1 |t k+1 )} − E{x t k |t k }}|, where the last inequality is from Condition 1. By linear projection, we have
Let's consider M t k F −1 t k (y t k+1 − Z t k E{xx t k |t k (t k+1 |t k )}) first. Note that
Assuming a fixed initial value,P x,t k+1 |t k = hP * t k+1 |t k for some covariance matrix P * t k+1 |t k . Also P * t k+1 |t k can be expressed as the sum and product of the values of bounded functions of the form g(·) from the UT. Thus, all entries of P * t k+1 |t k are also bounded for all k and so are (Z t kP x,t k+1 |t k Z −1 t k +H t k ) −1 's. Since |g| is bounded and |y t k+1 | are bounded, |(y t k+1 − E{xx t k |t k (t k+1 |t k )})| is bounded. Thus, we get |E{xx t k |t k (t k+1 |t k+1 )} − E{x t k |t k }| ≤ |E{xx t k |t k (t k+1 |t k )} − E{x t k |t k }| + Kh ≤ |E{xx t k |t k (t k |t k )} + hE{g(xx t k |t k (t k |t k ))} − E{x t k |t k }| + Kh = |E{g(x t k |t k )}|h + Kh
where E{g(x t k |t k )} is the mean calculated from the UT. Therefore, |E{xx t k |t k (t k+1 |t k+1 )} − E{x t|t }}| ≤ K(1 + |E{x t k |t k }|)h p + Kh ≤ K(1 + |E{x t k |t k }|)h.
Hence, Condition 2 is satisfied.
-Let's consider Condition 3 of Theorem 5. For b ≤ h ≤ 1, we have |E{x x t k |t k (t k+1 |t k+1 )} − E{xx t k |t k (t k+1 |t k+1 )}| = |Z −1 t k [y t k+1 − E{ε x t k |t k (t k+1 |t k+1 )} − y t k+1 + E{εx t k |t k (t k+1 |t k+1 )}]| ≤ Kh p .
Therefore, Condition 3 is satisfied.
• ii) We do not observe y t k+1 .
-Let's consider Condition 1 of Theorem 5. Since we do not have an observation at time t k+1 , the information up to time t k+1 is the same as the information up to time t k . Thus, |E{xx t k |t k (t k+1 |t k+1 )} − E{xx t k |t k (t k+1 |t k+1 )}| = |E{xx t k |t k (t k+1 |t k )} − E{xx t k |t k (t k+1 |t k )}|. This is the norm of an one-step prediction error. So by the same argument as in Section 6, we can obtain |E{xx t k |t k (t k+1 |t k )} − E{xx t k |t k (t k+1 |t k )}| ≤ Kh 3 .
Thus, we can obtain p up to 3. Thus, Condition 1 is satisfied.
-Let's consider Condition 2. By the similar argument as in the proof of Condition 2 in case i), |E{xx t k |t k (t k+1 |t k+1 )} − E{x t k |t k }| = |E{xx t k |t k (t k+1 |t k )} − E{x t k |t k }| ≤ K(1 + |E{x t k |t k }|)h. where the inequality holds by the Cauchy-Schwarz inequality and the boundedness of the first derivative of g. Thus, Condition 3 is satisfied.
Next, we show the conditions of Theorem 6 to complete the UKF-CLS example. Since y t k = Z t k x t k + ε t k , we have E{y x t k |t k (t k+1 |t k )} = Z t k E{x x t k |t k (t k+1 |t k )}, E{yx t k |t k (t k+1 |t k )} = Z t k E{xx t k |t k (t k+1 |t k )}, E{yx t k |t k (t k+1 |t k )} = Z t k E{xx t k |t k (t k+1 |t k )}.
Thus, Condition 1 and 3 of Theorem 6 are satisfied by the Cauchy-Schwarz inequality.
Condition 2 and 4 of Theorem 6 are shown in the proofs of Condition 1 and 3 of Theorem 5, respectively. Therefore, if ε t k is bounded and its radius is small, we can have a UKF-CLS estimator close to the exact CLS estimator.
