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7Introduc¸a˜o
Os me´todos para a resoluc¸a˜o de sistemas lineares que requerem a fatorac¸a˜o da matriz
dos coeficientes sa˜o chamados Me´todos Diretos. Estes podem se tornar impratica´veis se a
matriz for de grande porte e esparsa porque seus fatores geralmente sera˜o matrizes cheias,
isto e´, sem estrutura de esparsidade. Uma excec¸a˜o a este fato ocorre quando a matriz tem
estrutura de banda. Ainda assim, os algoritmos de fatorac¸a˜o podem tornar-se de dif´ıcil
implementac¸a˜o computacional.
Uma das razo˜es para o grande interesse em sistemas lineares esparsos reside na re-
soluc¸a˜o nume´rica de equac¸o˜es diferenciais. Sabe-se que as pesquisas nesta a´rea tem sido
responsa´veis pelo desenvolvimento da maioria das estrate´gias para o tratamento de espar-
sidades.
Mais detalhadamente, existem duas formas de atacar um problema esparso Ax = b.
Uma delas e´ escolher um me´todo direto e adaptar seu algoritmo de forma a explorar a
esparsidade de A. Esta adaptac¸a˜o envolve o uso de estruturas de dados prop´ıcias ao seu
problema e de estrate´gias especiais de pivotamento que minimizem o preenchimenmto da
matriz.
Em contraste com os me´todos diretos esta˜o os me´todos iterativos. Estes geram uma
sequ¨eˆncia de soluc¸o˜es aproximadas atrave´s de operac¸o˜es que envolvem essencialmente
produtos do tipo matriz-vetor. Desta forma, a estrutura de A na˜o e´ alterada, isto e´,
na˜o ha´ o aparecimento de novos elementos na matriz tornando-se dispensa´vel o uso de
estrutura dinaˆmica de dados.
Nesta classe de me´todos, o Me´todos dos Gradientes Conjugados (GC), desenvolvido
por Hestenes e Stifel, ver Golub (3), tem sido amplamente usado para resolver sistemas
lineares esparsos e de grande porte, com A quadrada de ordem n, sime´trica e definida-
positiva. Tal me´todo baseia-se na minimizac¸a˜o de uma func¸a˜o quadra´tica e tambe´m pode
ser visto como um me´todo direto o que, na auseˆncia de erros de arredondamento, obtem-
se a soluc¸a˜o do sistema em n iterac¸o˜es, ou como um me´todo iterativo que, sob certas
condic¸o˜es, fornece uma boa aproximac¸a˜o da soluc¸a˜o em poucos passos.
Entretanto, se o sistema na˜o possui simetria ou positividade, o me´todo GC ainda
8pode ser aplicado, atrave´s da formac¸a˜o (na˜o expl´ıcita) das Equac¸o˜es Normais
AtAx = Atb,
embora esta te´cnica possa retardar a convergeˆncia do me´todo.
Ao longo deste trabalho, apresentamos uma coletaˆnea de resultados sobre minimizac¸a˜o
de func¸o˜es f : Rn → R, para a construc¸a˜o do Me´todo dos Gradientes Conjugados(GC).
Ale´m disso, testamos o algoritmo GC aplicado a` resoluc¸a˜o nume´rica de um problema
estaciona´rio de difusa˜o-convecc¸a˜o.
91 O Problema de Programac¸a˜o
Na˜o-Linear
O problema de programac¸a˜o na˜o-linear tem por objetivo solucionar problemas da
forma
minimizar f(x)
sujeita a x ∈ S, (1.1)
onde f : Rn −→ R e S ⊂ Rn. S e´ chamado conjunto fact´ıvel e (1.1) e´ a forma gene´rica
dos problemas de programac¸a˜o na˜o-linear ou otimizac¸a˜o.
Vamos considerar dois tipos de soluc¸a˜o para este problema:
Definic¸a˜o 1 Um ponto x∗ ∈ S e´ um minimizador local de f em S se e somente se existe
ε > 0 tal que f(x) ≥ f(x∗) para todo x ∈ S tal que ‖x− x∗‖ < ε.
Se f(x) > f(x∗) para todo x ∈ S tal que x 6= x∗ e ‖x− x∗‖ < ε, diremos que x∗ e´ um
minimizador local estrito em S.
Definic¸a˜o 2 Um ponto x∗ ∈ S e´ um minimizador global de f em S se existe f(x) ≥ f(x∗)
para todo x ∈ S. Se f(x) > f(x∗) para todo x ∈ S tal que x 6= x∗, diremos que se trata
de um minimizador global estrito em S.
Um resultado fundamental relacionado com problema de otimizac¸a˜o e´ enunciado a
seguir.
Teorema 1 (Bolzano - Weierstrass)
Se S e´ um conjunto fechado e limitado, e f : S → R e´ cont´ınua, enta˜o existe x∗ ∈ S
minimizador global do problema (1.1).
Prova: Consideremos primeiro a possibilidade de que f na˜o seja limitada inferiormente
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em S. Enta˜o, para cada k ∈ N, existe xk ∈ S tal que
f(xk) ≤ −k,
portanto,
lim
k→∞
f(xk) = −∞. (1.2)
Como S e´ um conjunto fechado e limitado, existe K1 um subconjunto infinito de
N tal que a subsequ¨eˆncia {xk}, k ∈ K1 converge a um ponto de S, digamos x∗. Pela
continuidade de f , isto implica que
lim
k∈K1
f(xk) = f(x∗),
o que entra em contradic¸a˜o com (1.2).
Podemos aceitar, portanto, que f e´ limitada inferiormente em S. Seja
γ = inf
x∈S
f(x) > −∞.
Pela definic¸a˜o de ı´nfimo, para todo k ∈ N, existe xk ∈ S tal que
γ ≤ f(xk) ≤ γ + 1
k
,
portanto
lim
k→∞
f(xk) = γ.
Seja {xk}k → K1 uma subsequ¨eˆncia convergente de {xk} e seja x∗ seu limite. Enta˜o,
pela continuidade de f ,
γ = lim
k∈K1
f(xk) = f(x∗).
Ou seja, f(x∗) assume o valor ı´nfimo do f no conjunto S. Isto implica que x∗ e´ um
minimizador global de (1.1).
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2 Condic¸o˜es de Otimalidade para
Minimizac¸a˜o sem Restric¸o˜es
Vamos analisar inicialmente o caso em que o conjunto fact´ıvel e´ Rn. Neste caso, (1.1)
e´ chamado problema de minimizac¸a˜o irrestrita.
2.1 Condic¸o˜es de Otimalidade
Suponhamos que os seguintes resultados para func¸o˜es de uma varia´vel, sejam conhe-
cidos.
R1 - Seja f : R → R, f ∈ C1. Se x∗ e´ um minimizador local de f em R, enta˜o
f ′(x∗) = 0.
R2 - Seja f : R→ R, f ∈ C2. Se x∗ e´ um minimizador local de f em R, enta˜o
(i)f ′(x∗) = 0;
(ii)f ′′(x∗) ≥ 0.
Proposic¸a˜o 1 (Condic¸o˜es Necessa´rias de Primeira Ordem)
Seja f : Rn → R, f ∈ C1. Se x∗ e´ um minimizador local de f em R, enta˜o ∇f(x∗) = 0.
Prova: Fixamos d ∈ Rn arbitra´rio e consideremos a func¸a˜o φ : R→ R definida por
φ(λ) = f(x∗ + λd).
Como x∗ e´ um minimizador local de f , resulta que λ = 0 e´ um minimizador local de
φ. Neste caso, por R1, conclu´ımos que φ′(λ) = 0.
Utilizando a regra da cadeia obtemos φ′(λ) = ∇tf(x∗ + λd)d.
Substituindo para λ = 0, resulta 0 = φ′(λ) = ∇tf(x∗)d.
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Como d ∈ Rn e´ arbitra´rio, esta igualdade significa que ∇f(x∗) e´ um vetor ortogonal
a todos os vetores do espac¸o, portanto ∇f(x∗) = 0.
Proposic¸a˜o 2 (Condic¸o˜es Necessa´rias de Segunda Ordem)
Seja f : Rn → R, f ∈ C2. Se x∗ e´ um minimizador local de f em R, enta˜o
(i)∇f(x∗) = 0;
(ii)∇2f(x∗) e´ semidefinida positiva.
Prova: A primeira parte desta tese vem da Proposic¸a˜o 1.
Para provar a segunda parte, consideremos φ(λ), como na Proposic¸a˜o 1.
R2 implica que φ′′(0) ≥ 0. Usando a regra da cadeia temos φ′′(λ) = dt∇2f(x∗+λd)d,
logo, φ′′(0) = dt∇2f(x∗)d ≥ 0.
Como d ∈ Rn e´ arbitra´rio obtemos que ∇2f(x∗) e´ semidefinida positiva.
Proposic¸a˜o 3 (Condic¸o˜es Suficientes de Segunda Ordem)
Seja f : Rn → R, f ∈ C2. Se x∗ ∈ Rn,∇f(x∗) = 0, e e´ positiva definida, enta˜o x∗ e´
um minimizador local estrito de f em Rn.
Prova: Seja B = {h ∈ Rn/‖h‖ = 1}. Consideremos a func¸a˜o Γ : B→ R dada por
Γ(h) = ht∇2f(x∗)h.
Γ e´ uma func¸a˜o cont´ınua e B e´ um conjunto fechado e limitado, portanto Γ atinge um
valor ma´ximo e um valor mı´nimo em B. Chamamos a ao valor mı´nimo, enta˜o
Γ(h) ≥ a > 0 para todo h ∈ B.
Agora, consideremos d ∈ Rn, arbitra´rio na˜o nulo. Como d‖d‖ ∈ B, temos que
dt∇2f(x∗)d ≥ a‖d‖2. (2.1)
Desenvolvendo f em se´rie de Taylor em torno de x∗, temos
f(x∗ + d)− f(x∗) = ∇tf(x∗)d+ 1
2
dt∇2f(x∗)d+ o(‖d‖2). (2.2)
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Desde que, por hipo´tese, ∇f(x∗) = 0, (2.2) implica que
f(x∗ + d)− f(x∗) ≥ a
2
‖d‖2 + o(‖d‖2).
Enta˜o, para todo d tal que ‖d‖ e´ suficientemente pequeno, o primeiro termo do membro
direito da desigualdade define o sinal deste lado. Mas a
2
‖d‖2 > 0.
Portanto, para ‖d‖ suficientemente pequeno na˜o nulo (digamos 0 < ‖d‖ < )
f(x∗ + d)− f(x∗) > 0,
ou seja, f(x∗+d) > f(x∗). Enta˜o, para todo x ∈ B(x∗, ), x 6= x∗, temos que f(x) > f(x∗).
Logo, x∗ e´ um minimizador local estrito em f .
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3 Convexidade
Para caracterizar minimizadores locais, sera˜o u´teis as proposic¸o˜es enunciadas no
cap´ıtulo 2. Identificar se um minimizador local e´ tambe´m um minimizador global na˜o e´
fa´cil, a menos que a func¸a˜o objetivo tenha caracter´ısticas especiais. E´ o caso das func¸o˜es
convexas.
3.1 Conceitos Fundamentais
Definic¸a˜o 3 Um subconjunto S ⊂ Rn e´ convexo se e somente se para todo x, y ∈ S,
λ ∈ [0, 1] se verifica que λx+ (1− λ)y ∈ S. Ver figura 1.
Figura 1: Ilustrac¸a˜o da Definic¸a˜o 3
Definic¸a˜o 4 Uma func¸a˜o f definida em um convexo S e´ convexa se e somente se para
todo x, y ∈ S, λ ∈ [0, 1] se verifica que f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y).
Se para todo λ ∈ (0, 1) e x 6= y vale que f(λx + (1 − λ)y) < λf(x) + (1 − λ)f(y),
diremos que f e´ estritamente convexa. Ver figura 2.
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Figura 2: Ilustrac¸a˜o da Definic¸a˜o 4
3.2 Func¸o˜es Convexas Diferencia´veis
Proposic¸a˜o 4 Seja f ∈ C1. Enta˜o, f e´ convexa em S convexo se e somente se para todo
x, y ∈ S se verifica que
f(y) ≥ f(x) +∇tf(x)(y − x).
Proposic¸a˜o 5 Seja f ∈ C2. Seja S ⊂ Rn convexo com interior na˜o vazio. Enta˜o, f e´
convexa se e somente se ∇2f(x) ≥ 0 para todo x ∈ S.
16
Figura 3: Ilustrac¸a˜o da Proposic¸a˜o 4
Proposic¸a˜o 6 Seja f uma func¸a˜o convexa definida em S convexo. Enta˜o:
i) O conjunto Γ ⊂ S onde f toma seu valor mı´nimo e´ convexo;
ii) Qualquer minimizador local de f e´ um minimizador global de f .
Proposic¸a˜o 7 Seja f ∈ C1 convexa definida em S convexo. Se existe x∗ ∈ S tal que
para todo y ∈ S se verifica que
∇tf(x∗)(y − x∗) ≥ 0,
enta˜o x∗ e´ um minimizador global de f em S.
As provas destas proposic¸o˜es podem ser encontradas em Luenberger (4).
17
4 Modelo de Algoritmo com
Buscas Direcionais
4.1 Direc¸o˜es de Descida
Sendo x ∈ Rn, se ∇f(x) 6= 0, temos, pela Proposic¸a˜o 1, que x na˜o e´ um minimizador
local de f em Rn. Portanto, ao seu redor existe z ∈ Rn tal que f(z) < f(x).
Vamos caracterizar as direc¸o˜es a partir de x, nas quais e´ poss´ıvel achar um ponto
z ∈ Rn que verifique f(z) < f(x).
Proposic¸a˜o 8 Seja f : Rn → R, f ∈ C1, x ∈ Rn tal que ∇f(x) 6= 0, d ∈ Rn tal que
∇tf(x)d < 0. Enta˜o existe α¯ > 0 tal que f(x+ αd) < f(x) para todo α ∈ (0, α¯].
Prova: Vamos considerar a func¸a˜o φ(α) = f(x+ αd). Enta˜o φ(0) = f(x) e aplicando
a regra da cadeia temos φ′(0) = ∇tf(x)d.
Como φ′(0) = limα→0
φ(α)−φ(0)
α
, enta˜o para 0 < α < α¯, com α¯ suficientemente pequeno,
o sinal de φ′(0) e o sinal de φ(α)− φ(0) devem ser o mesmo.
Como ∇tf(x)d < 0 temos que φ′(0) < 0 e φ(α)− φ(0) < 0 para 0 < α < α¯, portanto
f(x+ αd) < f(x).
A Proposic¸a˜o 8 nos diz que, sendo d ∈ Rn tal que ∇tf(x)d < 0, com certeza podemos
encontrar nessa direc¸a˜o pontos cujo valor da func¸a˜o seja estritamente menor que f(x).
As direc¸o˜es d ∈ Rn, tais que ∇tf(x)d < 0, sa˜o chamadas direc¸o˜es de descida a partir
de x.
A existeˆncia dessas direc¸o˜es indicam um modelo geral de algoritmo para minimizar
uma func¸a˜o sem restric¸o˜es.
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Figura 4: Ilustrac¸a˜o da Proposic¸a˜o 8
4.2 Modelo de Algoritmo
Se x∗ e´ uma soluc¸a˜o de
minimizar f(x), x ∈ Rn
e xk uma aproximac¸a˜o de x∗, tal que ∇f(xk) 6= 0; os passos para definir uma nova
estimativa xk+1 sa˜o dados pelo algoritmo a seguir.
Algoritmo 4.1
Passo 1: Escolher dk ∈ Rn tal que ∇tf(xk)dk < 0.
Passo 2: (Determinac¸a˜o do tamanho do passo)
Calcular λk > 0 tal que f(x
k + λkdk) < f(x
k).
(Este subproblema e´ chamado de busca linear.)
Passo 3: Fazer xk+1 = xk + λkdk.
Encerra-se o processo para algum valor de k, digamos k0, tendo ∇f(xk0) = 0. Neste
caso xk0 e´ um ponto estaciona´rio e o Passo 1 na˜o e´ mais poss´ıvel. A condic¸a˜o ∇f(xk) = 0
e´ necessa´ria mas na˜o e´ suficiente para deduzir que xk e´ uma soluc¸a˜o do problema. Na
realidade, este processo nos indica “candidatos” a` soluc¸a˜o.
No entanto, e´ mais prova´vel que o processo continue indefinidamente sem verificar
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a condic¸a˜o ∇f(xk) = 0 para nenhum valor de k. Neste caso, levando em considerac¸a˜o
o algoritmo, estamos gerando uma sequ¨eˆncia infinita {xk} de pontos em Rn. Enta˜o as
seguintes perguntas fazem sentido:
1- Existe limk→∞ xk?
2- Se limk→∞ xk = x∗, e´ poss´ıvel garantir alguma das afirmac¸o˜es seguintes?
x∗ e´ uma soluc¸a˜o do problema;
x∗ e´ um ponto estaciona´rio.
Vamos dar uns passos no sentido de responder essas perguntas. Claramente, o Al-
goritmo 4.1 gera uma sequ¨eˆncia de pontos {xk} tal que a sequ¨eˆncia de nu´meros reais
associada {f(xk)} e´ mono´tona decrescente.
Para exemplificar, consideremos a func¸a˜o de uma varia´vel f(x) = x2. O u´nico mini-
mizador desta func¸a˜o e´ x∗ = 0. A sequ¨eˆncia definida por
xk = 1 + 1
k
, para k ≥ 1
pode ser gerada pelo algoritmo porque
f(xk+1) = (1 +
1
k + 1
)2 < (1 +
1
k
)2 = f(xk).
Pore´m,
lim
k→0
xk = 1.
Este exemplo nos responde a pergunta (2), e´ negativa.
No exemplo, temos a impressa˜o de que, apesar de haver sempre um decre´scimo da
func¸a˜o, este decre´scimo e´ pequeno demais devido a distaˆncia entre xk+1 e xk que se
aproxima de zero muito rapidamente.
O decre´scimo pode ser muito pequeno mesmo sendo grande a distaˆncia entre xk+1 e
xk, como vemos na figura 5.
Nessa figura, f(y) = f(xk) e tomando xk+1 arbitrariamente pro´ximo de y teremos
f(xk+1) < f(xk). Pore´m a diferenc¸a entre estes valores sera´ arbitrariamente pequena.
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Figura 5: Decre´scimo pequeno para distaˆncia grande
Ha´ uma terceira situac¸a˜o que pode levar-nos a obter decre´scimos excessivamente pe-
quenos do valor da func¸a˜o. Com efeito, consideremos o conjunto de n´ıvel que passa por
xk:
Γ = {x/f(x) = f(xk)}.
Se nos limita´ssemos a andar sobre Γ, o decre´scimo da func¸a˜o seria nulo. Assim, se a
direc¸a˜o dk e´ “quase” perpendicular a ∇f(xk), essa direc¸a˜o e´ “quase” tangente a Γ em xk.
Neste caso tambe´m podemos ter pouco decre´scimo do valor da func¸a˜o na direc¸a˜o dk. Na
figura 6 vemos tal situac¸a˜o.
Figura 6: Decre´scimo pequeno para direc¸a˜o “quase” tangente
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5 Me´todos Cla´ssicos de Descida
5.1 Me´todo do Gradiente
Dentro do contexto do Algoritmo 4.1, este me´todo corresponde a escolher dk na direc¸a˜o
de −∇f(xk).
Consideremos o seguinte algoritmo para minimizar uma func¸a˜o f definida em Rn.
Algoritmo 5.1
Se xk ∈ Rn e´ tal que ∇f(xk) 6= 0 os passos para determinar xk+1 sa˜o:
Passo 1: Calcular dk = −∇f(xk)
Passo 2: (Busca linear exata)
Determinar λk, minimizador de f(x
k + λdk) sujeita a λ ≥ 0.
Passo 3: Fazer xk+1 = xk + λkdk.
Podemos observar que no Passo 2 a busca linear e´ mais exigente que a do algoritmo
4.1, porque λk e´ o minimizador de f na direc¸a˜o de dk. Chamamos a este processo de
busca linear exata. E´ importante perceber que este subproblema pode na˜o ter soluc¸a˜o e
portanto o Algoritmo 5.1 nem sempre esta´ bem definido.
Se a func¸a˜o objetivo for quadra´tica, isto e´, se f(x) = 1
2
xtGx+ btx+ c, com G definida
positiva, ou seja, Gt = G e xtGx > 0, para qualquer x na˜o-nulo, enta˜o existe um u´nico
x∗ ∈ Rn que e´ minimizador global de f . Ver figura 7.
Neste caso, a busca linear exata determina
λk = ∇tf(xk)∇f(xk)/∇tf(xk)G∇f(xk).
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Figura 7: Minimizador global de f
O teorema a seguir garante a convergeˆncia da sequ¨eˆncia gerada pelo Algoritmo 5.1,
para qualquer aproximac¸a˜o inicial e que a ordem de convergeˆncia da sequ¨eˆncia associada
{f(xk)} e´ linear.
Teorema 2 Seja f : Rn → Rn uma func¸a˜o quadra´tica com matriz hessiana G definida
positiva.
Seja x∗ o minimizador global de f .
Dado x0 ∈ Rn, arbitra´rio, o Algoritmo 5.1 gera uma sequ¨eˆncia {xk} tal que
(i) limk→∞ xk = x∗
(ii) limk→∞ f(xk) = f(x∗)
e
f(xk+1)− f(x∗) ≤ ((A− a)/(A+ a)2f(xk)− f(x∗)),
onde A e a sa˜o o maior e o menor autovalor de G, respectivamente.
Prova: Ver Luenberger (4).
5.2 Me´todo de Newton
Proposic¸a˜o 9 Se f e´ uma func¸a˜o quadra´tica com hessiana G definida positiva, dado
x0 ∈ Rn arbitra´rio, a direc¸a˜o d ∈ Rn dada por:
d = −G−1(Gx0 + b) (5.1)
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verifica que
x∗ ≡ x0 + d (5.2)
e´ o minimizador global de f em Rn. Ver Figura 5.2.
Prova: Seja f(x) = 1
2
xtGx+ btx+ c. Temos, por (5.2), que ∇f(x∗) = G(x0 + d) + b.
Logo, usando (5.2), obtemos que
∇f(x∗) = G(x0 −G−1(Gx0 + b)) + b.
Enta˜o, ∇f(x∗) = Gx0 −Gx0 − b+ b = 0, o que prova a proposic¸a˜o.
Figura 8: Ilustrac¸a˜o da Proposic¸a˜o 9
A direc¸a˜o d e´ a soluc¸a˜o do sistema linear
Gd = −(Gx0 + b) = −∇f(x0).
Assim, temos que, minimizar uma func¸a˜o quadra´tica com hessiana definida positiva e´
um problema equivalente a resolver um sistema linear com matriz sime´trica e definida
positiva.
Se a func¸a˜o na˜o for quadra´tica e tivermos uma aproximac¸a˜o xk da soluc¸a˜o de
Minimizar f(x), x ∈ Rn,
podemos usar o resultado anterior na func¸a˜o quadra´tica que resulta da considerac¸a˜o dos
treˆs primeiros termos do desenvolvimento em se´rie de Taylor de f em torno de xk:
q(d) = f(xk) +∇tf(xk)d+ 1
2
dt∇2f(xk)d.
Chamamos c = q(0) = f(xk), b = ∇q(0) = ∇f(xk), G = ∇2q(0) = ∇2f(xk).
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Se escrevermos q(d) = 1
2
dtGd + btd + c e se ∇2f(xk) e´ definida positiva podemos
calcular o minimizador global desta quadra´tica a partir de d0 = 0. Assim, temos que
d∗ = −G−1(Gd0 + b) = −G−1b = −(∇2f(xk))−1∇f(xk).
Isto sugere a escolha dk = −(∇2f(xk))−1∇f(xk) no Passo 1 do Algoritmo 4.1.
A pergunta a seguir e´ pertinente:
dk e´ sempre uma direc¸a˜o de descida?
Se ∇2f(xk) na˜o for deifinida positiva, dk na˜o pode ser uma direc¸a˜o de descida.
Exemplo: a func¸a˜o f(x, y) = (1
2
)(x2 − y2) no ponto x0 = (0, 1)t verifica que:
∇f(x0) = (0,−1)t, e∇2f(x0) =
(
1 0
0 −1
)
.
Neste caso, a direc¸a˜o de Newton e´
d0 = (0,−1)t,
e
∇tf(x0)d0 = 1 > 0.
Mesmo tendo d0 uma direc¸a˜o de subida, pode-se dizer que basta tomar d˜ = −d0 para
obter uma direc¸a˜o de descida. Mas o seguinte exemplo devido a Powell mostra que a
situac¸a˜o pode na˜o ter conserto:
A func¸a˜o f(x, y) = x4 + xy + (1 + y)2 em x0 = (0, 0)t verifica
∇f(x0) = (0, 2)te∇2f(x0) =
(
0 1
1 2
)
.
A soluc¸a˜o de ∇2f(x0)d = −(0, 2)t e´ d0 = −(0, 2)t e ∇tf(x0)d0 = 0.
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Vamos considerar o algoritmo a seguir:
Algoritmo 5.2 (Me´todo de Newton)
Se xk e´ tal que ∇f(xk) 6= 0, os passos para determinar xk+1 sa˜o:
Passo 1: Determinar dk tal que
∇2f(xk)dk = −∇f(xk),
(ou seja, resolver este sistema linear. Notemos que este passo pode na˜o estar bem-definido
se ∇2f(xk) for singular.)
Passo 2: Fazer xk+1 = xk+λkdk, onde λk e´ determinado como no Passo 2 do Algoritmo
4.1.
Para o algoritmo 5.2 temos o seguinte resultado:
Proposic¸a˜o 10 Seja f : Rn → R, f ∈ C3. Seja x∗ um minimizador local de f em Rn,
tal que ∇2f(x∗) e´ definida positiva. Enta˜o, existe  > 0 tal que se x0 ∈ B(x∗, ), e λk = 1
para todo k ∈ N, a sequ¨eˆncia {xk} gerada pelo Algoritmo 5.2 verifica:
(i) ∇2f(xk) e´ definida positiva para todo k ∈ N;
(ii) limk→∞ xk = x∗;
(iii) Existe c > 0 tal que ‖xk+1 − x∗‖ ≤ c‖xk − x∗‖2 para todo k ∈ N.
Prova: Ver Luenberger (4) .
Este e´ um resultado de convergeˆncia local que diz que se escolhermos x0 suficiente-
mente perto de x∗,
(i) os sistemas lineares do Passo 1 teˆm soluc¸a˜o u´nica e portanto dk esta´ bem-definido
para todo k ∈ N;
(ii) a sequ¨eˆncia converge a x∗.
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6 Gradientes Conjugados
Admitiremos que a matriz do sistema linear seja sime´trica e positiva definida, ou seja,
At = A e xtAx > 0, para qualquer x na˜o-nulo.
Vimos no cap´ıtulo anterior a ide´ia ba´sica dos me´todos do tipo gradiente, para resolver
o sistema linear Ax = b, que e´ minimizar a func¸a˜o de f : Rn → R do tipo
f(x) =
1
2
xtAx− btx. (6.1)
Embora o desenvolvimento seja o mesmo para um nu´mero arbitra´rio de componentes,
explicitaremos as equac¸o˜es com n = 2, para facilitar o entendimento. Utilizando a simetria
de A, (6.1) pode ser reescrita como
f(x) =
1
2
(a11x
2
1 + 2a12x1x2 + a22x
2
2)− b1x1 − b2x2.
As curvas de n´ıvel da func¸a˜o f sa˜o elipses. Assim, esta func¸a˜o tem um u´nico minimizador
global, pois o seu gra´fico e´ um parabolo´ide.
O mı´nimo da func¸a˜o e´ atingido no ponto x que anula o gradiente da func¸a˜o,
∇f(x1, x2) =
[
∂f
∂x1
∂f
∂x2
]
=
[
a11x1 + a12x2 − b1
a21x1 + a22x2 − b2
]
= Ax− b. (6.2)
Se, ∇f(x) = 0, enta˜o Ax = b, isto e´, a soluc¸a˜o do sistema de equac¸o˜es lineares
minimiza a func¸a˜o quadra´tica e vice-versa.
Do Ca´lculo Diferencial, sabemos que, o vetor gradiente aponta para a direc¸a˜o de
crescimento ma´ximo da func¸a˜o. Logo, e´ natural que, nos passos de busca do mı´nimo,
caminhemos na direc¸a˜o contra´ria ao gradiente, isto e´,
xk+1 = xk − sk∇f(xk). (6.3)
A aproximac¸a˜o num passo k+1 e´ calculada a partir da aproximac¸a˜o no passo anterior,
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caminhando na direc¸a˜o oposta ao gradiente. O paraˆmetro real sk regula o tamanho do
passo na k-e´sima iterac¸a˜o.
Usando (6.2), temos que a direc¸a˜o de descida e´ −∇f(xk) = b − Axk = rk, que e´ o
res´ıduo associado a` aproximac¸a˜o xk.
O tamanho do passo sk em (6.3), sera´ usado na minimizac¸a˜o do res´ıduo associado
a` aproximac¸a˜o que esta´ sendo calculada. Sendo assim, vamos calcular o valor de s que
minimiza
f(x+ sr) =
1
2
(x+ sr)tA(x+ sr)− bt(x+ sr). (6.5)
Fixamos x e derivamos a func¸a˜o em relac¸a˜o a` varia´vel s, aplicando as regras da cadeia
e de derivac¸a˜o de produto:
df
ds
(x+ sr) =
1
2
rtA(x+ sr) +
1
2
(x+ sr)tAr − btr.
Usando a propriedade distributiva nas operac¸o˜es e as propriedades de transposic¸a˜o de
vetores e matrizes para mostrar que xtAr = (Ar)tx = rtAx, uma vez que A e´ sime´trica,
temos
df
ds
(x+ sr) = srtAr + rt(Ax− b) = srtAr − rtr.
Por fim, igualando a derivada a zero, obtemos o valor de s que minimiza a func¸a˜o:
s =
rtr
rtAr
.
Com este valor de s em (6.4) e lembrando que −∇f(x) = rk, o Me´todo do Gradiente
pode ser resumido no Algoritmo 6.1:
Algoritmo 6.1 Me´todo do Gradiente
Dados A, b, max, tol
1) x0 = 0
2) Para k = 0 : max, fac¸a
3) r = b− Ax
4) s = r
tr
rtAr
5) xk+1 = xk + sr
6) Se rtr < tol enta˜o
7) Sa´ıda com sol = xk+1
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6.1 Me´todo dos Gradientes Conjugados (GC)
A base do me´todo GC e´ a seguinte:
Propriedade: E´ poss´ıvel escolher n direc¸o˜es linearmente independentes, v1, v2, ..., vn e,
por meio da minimizac¸a˜o da func¸a˜o f(xk+svk), em cada uma das direc¸o˜es separadamente,
construir uma sequ¨eˆncia de aproximac¸o˜es que fornec¸a o mı´nimo da func¸a˜o (6.1) apo´s n
passos (n e´ o nu´mero de equac¸o˜es do sistema).
Neste me´todo, cada novo vetor vj e´ gerado, como descreveremos a seguir. Dada
uma aproximac¸a˜o inicial x0, tomamos a primeira direc¸a˜o v1 = −∇f(x0). Conhecidas as
direc¸o˜es v1, ..., vj, e as aproximac¸o˜es x1, ..., xj, tomamos:
1) vj+1 tal que v
t
jAvj+1 = 0.
2) sj+1 e´ o nu´mero real que minimiza a f(xj+svj+1), ou seja, o mı´nimo de f ao longo
da reta que passa por xj e tem a direc¸a˜o vj+1.
3) xj+1 = xj + sj+1vj+1.
Existem muitas maneiras de construir vetores que satisfac¸am o item 1. No Algoritmo
(6.2), que podera´ ser usado na implementac¸a˜o do me´todo GC, apresentamos um destes
procedimentos. Quanto ao item 2, repetimos os mesmos ca´lculos realizados ao minimzar
a func¸a˜o (6.4) e podemos mostrar que
sj+1 =
rtjvj+1
vtj+1Avj+1
onde, conforme a notac¸a˜o anterior, rj = b− Axj.
Algoritmo 6.2 Me´todo dos Gradientes Conjugados
Dados A, b
x0 = 0, r0 = b
Enquanto rk 6= 0 fac¸a
k = k + 1
se k = 1
v1 = r0
caso contra´rio
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vk = rk−1 +
rtk−1rk−1
rtk−2rk−2
vk−1
fim
s =
rtk−1rk−1
vtkAvk
xk = xk−1 + svk
rk−1 − sAvk
fim
6.2 Pre´-Condicionamento e Matrizes Na˜o Sime´tricas
A matriz de Hilbert, serve-nos como exemplo de como o mal condicionamento da
matriz do sistema pode prejudicar a aplicac¸a˜o do Me´todo dos Gradientes Conjugados.
Isto acontece devido a` ampliac¸a˜o dos erros de arredondamento quando a matriz e´ mal
condicionada. O mal condicionamento de uma matriz ocorre quando seus autovalores se
distribuem num intervalo muito grande ou quando existem autovalores muito pro´ximos
de zero.
Para ilustrar este tipo de comportamento, o nu´mero de condic¸a˜o da matriz de Hilbert
de dimensa˜o 15 e´ da ordem de 1017. Tomando tol = 10−10, o me´todo GC na˜o converge
neste caso.
Em alguns casos, e´ poss´ıvel acelerar a convergeˆncia do Me´todo GC usando um pre´-
condicionamento do sistema, que consiste em substituir o sistema Ax = b por outro
equivalente, M−1Ax = M−1b, onde M e´ uma matriz “pro´xima” de A que satisfaz a`s
seguintes propriedades:
1) M e´ sime´trica positiva-definida;
2) M−1A e´ bem condicionada;
3) a equac¸a˜o Mx = b e´ fa´cil de ser resolvida.
Na˜o ha´ uma regra geral para encontrar matrizes pre´-condicionadoras.
Existem recomendac¸o˜es para alguns casos particulares, como quando os elementos
da diagonal variam num intervalo grande, o pre´-condicionamento pela matriz diagonal,
M = D, pode ser usado. Outras escolhas recaem em matrizes bloco-diagonais, fatorac¸a˜o
de Cholesky e fatorac¸a˜o LU incompleta.
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Tendo escolhido a matriz pre´-condicionadora, o Algoritmo (6.3) pode ser usado na
implementac¸a˜o do me´todo, utilizando o Matlab.
Algoritmo 6.3 Me´todo Gradiente Conjugado com Pre´-Condicionamento
Dados A, b, M (matriz pre´-condicionadora), max, tol
1) x0 = 0, r = b, v = M−1b, y = M−1r, aux = ytr
2) Para k = 0 : max, fac¸a
3) z = Av
4) s = aux
vtz
5) xk+1 = xk + sv
6) r = r − sz
7) y = M−1r
8) Se rtr < tol enta˜o
9) Sa´ıda com sol = xk+1
10) aux1 = ytr
11) m = aux1/aux; aux = aux1
12) v = y +mv
O Me´todo GC na˜o pode ser usado em sistemas cujas matrizes na˜o sa˜o sime´tricas, uma
vez que os argumentos nesta sec¸a˜o na˜o mais se aplicam. Uma sa´ıda para esta dificuldade
pode ser pre´-multiplicar a` esquerda, o sistema linear (equac¸o˜es normais):
AtAx = Atb.
Como AtA e´ uma matriz sime´trica positiva definida, o Me´todo GC pode ser usado neste
sistema equivalente ao inicial, Ax = b. Mas se a matriz A for mal condicionada, isto pode
na˜o ser satisfato´rio, pois os autovalores das matrizes mal condicionadas se distribuem
num intervalo grande ou sa˜o muito pro´ximos de zero. Como os autovalores de AtA sa˜o
os autovalores de A elevados ao quadrado, o problema se agrava com a nova forma do
sistema.
Nesse caso, existem outras alternativas, dentre eles os me´todos GMRES (Generalized
Minimum Residual) e CGS (Gradientes Conjugados Quadra´tico).
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7 Exemplos Nume´ricos
7.1 Um Problema de Difusa˜o-Convecc¸a˜o
Considere o seguinte problema num domı´nio Ω ⊂ R2:
−α(x, y)∆u+ βt(x, y)∇u = f(x, y) em Ωu(x, y) = 0 em ∂Ω,
com α(x, y) > 0.
Trata-se de um problema estaciona´rio de difusa˜o-convecc¸a˜o. O termo do Laplaciano
corresponde a um fenoˆmeno de difusa˜o cujo coeficiente e´ α(x, y) enquanto as derivadas
de primeira ordem correspondem ao fenoˆmeno de convecc¸a˜o na direc¸a˜o do campo de
velocidades ~β = (β1(x, y), β2(x, y))
t.
Testaremos o me´todo dos Gradiente Conjugados, na resoluc¸a˜o do problema acima.
Para isso, escolhemos Ω = [0, 1]× [0, 1], α(x, y) = 2, f(x, y) = 1 e ~β = (1, 1)t de forma a
garantir o bom comportamento do problema.
A discretizac¸a˜o foi obtida utilizando-se diferenc¸as finitas centrais e uma malha regular
contendo npt pontos em cada direc¸a˜o (x, y) originando um sistema linear esparso e sem
simetria com dimensa˜o ndim. Para testar a convergeˆncia do me´todo, tomamos tol = 10−8
como condic¸a˜o de parada.
Na tabela 1, encontramos o nu´mero de iterac¸o˜es it necessa´rias para a resoluc¸a˜o do
sistema linear resultante da discretizac¸a˜o do problema de difusa˜o-convecc¸a˜o, utilizando
o me´todo GC aplicado a`s equac¸o˜es normais (GCEN), em func¸a˜o da dimensa˜o ndim do
sistema linear,
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npt ndim iterac¸o˜es it/ndim
17 225 137 0,609
25 529 307 0,580
29 729 413 0,566
37 1225 677 0,552
41 1521 835 0,549
Tabela 1
Encontramos tambe´m a relac¸a˜o entre o nu´mero de iterac¸o˜es necessa´rias para a
obtenc¸a˜o da convergeˆncia e a dimensa˜o do sistema linear (it/ndim).
Podemos obsevar que, em todas as situac¸o˜es realizadas, o me´todo GC convergiu em
menos ndim iterac¸o˜es.
Ale´m disso, e´ importante notar que, ao aumentarmos a dimensa˜o do sistema linear,
a relac¸a˜o entre it e ndim diminui. Isto sugere que o me´todo GC seja apropriado para
sistemas lineares de grande porte.
7.2 Me´todo de Newton para Minimizac¸a˜o Irrestrita
Vamos utilizar o seguinte problema para exemplificar o uso do Me´todo de Newton
(Algoritmo 5.2) para obter o ponto de mı´nimo de
f(x1, x2) = (x1 − 2)4 + (x1 − 2)2x22 + (x2 + 1)2
partindo da aproximac¸a˜o inicial x0 = (1, 1)t.
Isto equivale a` resoluc¸a˜o do sistema na˜o-linear ∇f(x) = 0, onde
∇f(x1, x2) =
[
4(x1 − 2)3 + 2(x1 − 2)x22
2x2(x1 − 2)2 + 2(x2 + 1)
]
.
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xk f(xk)
k = 0 (1; 1)t 6
k = 1 (1;−0, 5)t 1, 5
k = 2 (1, 391;−0, 6956)t 4, 09× 10−1
k = 3 (1, 7459;−09487)t 6, 49× 10−2
k = 4 (1, 9862;−1, 0482)t 2, 53× 10−3
k = 5 (1, 998;−1, 0001)t 1, 63× 10−6
k = 6 (1, 9999;−1, 0000)t 2, 75× 10−12
Tabela 2
Na tabela 2, encontramos os resultados para tal problema. Nele, podemos reparar a
boa aproximac¸a˜o de x∗ = (2,−1)t obtida e a rapidez com que isso acontece.
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Conclusa˜o
Os me´todos iterativos usados para resoluc¸a˜o de sistemas lineares mostraram-se efici-
entes, tornando via´vel a busca de soluc¸o˜es aproximadas para este tipo de problema.
Ale´m disso, este trabalho foi uma boa oportunidade de correlacionar conteu´dos estu-
dados tanto nas disciplinas de ca´lculo quanto nas dispciplinas de a´lgebra linear do curso,
bem como tomar contato com Problemas de Programac¸a˜o Na˜o-Linear.
De acordo com as proposic¸o˜es e definic¸o˜es apresentadas nos primeiros cap´ıtulos, sobre
condic¸o˜es de otimalidade, e fazendo uso do conceito de convexidade para func¸o˜es, jun-
tamente com as buscas direcionais e os me´todos cla´ssicos de descida, pudemos ilustrar
ao final deste trabalho que o me´todo Gradiente Conjugado aplicado a`s equac¸o˜es normais
apresentou um bom resultado, nos testes realizados para a resoluc¸a˜o de um problema de
Difusa˜o-Convecc¸a˜o.
Assim, deixo como sugesta˜o para trabalhos futuros a implementac¸a˜o do algoritmo dos
Gradientes Conjugados com Pre´-Condicionamento, e ale´m disso, de outros me´todos do
mesmo tipo: GMRES (Generalized Minimum Residual) e CGS (Gradientes Conjugados
Quadra´ticos).
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