A new coefficient bound is established for factoring univariate polynomials over the integers. Unlike an overall bound, the new bound limits the size of the coefficients of at least one irreducible factor of the given polynomial. The single-factor bound is derived from the weighted norm introduced in Beauzamy et al. (1990) and is almost optimal. Effective use of this bound in p-adic lifting results in a more efficient factorization algorithm. A full example and comparisons with known coefficient bounds are included.
Introduction
Polynomial factorization is one of the most striking successes of Symbolic Computation. Take a polynomial, f (x) over the integers Z, and ask a computer to factor it. The result, a list of irreducible factors, comes back within a few seconds, provided that the polynomial is not too big. Modern symbolic computation systems factor equally well over algebraic extension fields (cf. Wang 1976) , and factor multivariate polynomials (cf. Wang 1978) , if the number of variables is not too high.
But, this success does not mean at all that the problem is easy. In fact, the basic idea one may try (obtaining values of f (x) at some points and deducing from them the values of the coefficients in the factors) leads to an algorithm which does not work well at all : it is far too slow in practice. The idea which led to the present approach is due to Zassenhaus (1969) . It uses elaborate tools from Number Theory whose connection with the factorization problem, routine now, was far from obvious at that time.
It is not our intention to give here a complete overview of polynomial factorization and its history. We refer the reader to Kaltofen (1982) and Knuth (1981) . Described in vague terms, however, modern factorization algorithms work as follows. Assume, without loss of generality, that the given polynomial f (x) ∈ Z[x] is primitive (content is 1) and squarefree (no repeated factors). Take a suitable prime p and reduce f modulo p to a polynomial f 0 ∈ Z p [x] . Factor f 0 over Z p into distinct irreducible factors (cf. Berlekamp (1967) , Cantor-Zassenhaus (1981) , Trevisan (1992) ). Then "lift" these factors modulo increasingly larger modulus (p 2 , p 3 , . . . ). Stop lifting when the modulus p k is large enough. Finally, recover the irreducible factors of f over Z from the factors mod p k .
How large should p k be taken? This is one of the topics of this paper. Existing algorithms use a stopping point for lifting based on estimates of a bound B for the coefficient size of any divisor of f . An a priori estimate for B can be computed from the degree and from the coefficients of f (see section 2.1). The smaller the estimate, the sooner the lifting can be stopped. Previously known estimates bound all factors of f ; the one we present here bounds only one factor of f , and is much smaller. The introductions of Beauzamy (1992) and of Trevisan (1992) also give a short history of some of the bound estimates.
Before we enter technicalities, let us observe that a complete factoring algorithm has to satisfy two aims, which are indeed contradictory: recognize that a polynomial is irreducible and if not, factor it into irreducible factors.
Since most polynomials are irreducible (take a polynomial at random and it will be irreducible), it is important for a factoring algorithm to be very efficient in detecting irreducibility. On the other hand, the polynomials scientists and engineers wish to factor are often reducible. Therefore, an algorithm must also be effective in finding the factors. The performance of a factoring algorithm will always be judged by these two different requirements.
Factoring f by first factoring f 0 mod p detects irreducibility very quickly: if f 0 is irreducible mod p then f is irreducible over Z. However, if f 0 is reducible, the number of its factors is at least the same as that of f : it cannot have fewer factors. For instance, if we take f = 4x 2 + 4x + 3, and p = 3, then f 0 = x 2 + x = x(x + 1) mod 3, whereas f is irreducible over the integers.
A factor of f 0 is extraneous if it does not correspond to an irreducible factor of f . The number of extraneous factors may depend on the value of p. For instance if we use p = 5 in the above example, f 0 will be irreducible. Thus we may try to minimize the number of extraneous factors by using multiple values for p (cf. Musser (1978) , Wang (1990) ). But there are polynomials such as x 4 + 1, which are irreducible over Z and become reducible modulo any prime, so extraneous factors generally cannot be avoided.
All factors of f 0 , extraneous or not, will be lifted until p k is big enough. This can be unnecessarily costly if there are many extraneous factors. A sharper coefficient bound helps reduce this cost. Additionally, the technique of "early detection of true factors", (cf. Wang (1983) ) can also be very helpful. After presenting the singlefactor bound, we build a lifting algorithm that takes advantage of the new bound and performs early detection of true factors.
Another complication caused by the computation modulo p k is that coefficients are unique only up to units in the coefficient domain. If f is monic (with leading coefficient 1), we can make sure that all factors are also monic. But if f is not monic, a procedure must be applied in order to recover the leading coefficient of a factor before detecting whether it is a true factor or not. The stopping point of lifting also depends on the size of the leading coefficient and which method is used for coefficient recovery. We summarize known techniques for the effective handling of this leading coefficient problem and incorporate the most effective ones in our new factoring scheme using the single-factor bound.
A complete example is found in Appendix A. Comparisons with known coefficient bounds are included in Appendix B. Now, let's begin by considering estimates for coefficient bounds.
Overall Bounds and Partial Bounds
Let f = n 0 a i x i be a polynomial with complex coefficients. We define
called the height of f by number theorists. We say that B is an overall bound for the factorization of f if, in any factorization of f ,
each of the factors
We say that b is a single-factor bound for the factorization of f if, in any factorization of f , one of the factors, say f 1 , satisfies
Note that in (1) the f 1 , . . . , f j need not be irreducible. They can be any polynomials as long as their product is f . In fact, it does not make much sense to talk about factoring f ∈ C[x] into irreducible polynomials because it becomes root finding.
These general bound definitions can be used in the factorization of an integral polynomial f . Basically we lift the factors of f 0 to a large enough p k . The choice of the integer k can be made according to the following observation : we stop when we are sure that the modulus is above all coefficients of all factors. Allowing the representation of both positive and negative integers, the coefficient range modulo
Therefore, k must be such that p k ≥ 2B, where B is the overall bound defined above. This stopping point for lifting is used by all existing factoring algorithms.
But a better strategy is to use the single-factor bound b. After lifting to p k ≥ 2b, one factor is already present if f is not irreducible. This factor can be found and removed (see section 3).
The difference between these two strategies is significant if (and only if) B and b are significantly different in size. To show that this is the case, we turn to precise estimates. It is interesting to note that all existing bounds, as well as the new one we present here, are valid for polynomials with complex coefficients, and that they are derived with tools from complex analysis, not number theory on which the factoring algorithm is based.
Overall Bounds
The first bound, due to Zassenhaus, was :
where
. From Mahler's work, Mignotte (1974) deduced :
This formula admits slight refinements : see for instance Knuth (1981) , section 4.6.2, exercise 20, and Ph. Glesser (1990) .
More recently, using the weighted norm
introduced by Bombieri in Beauzamy et al. (1990) , Beauzamy (1992) showed that
Comparisons between (3) and (5) were made by Trevisan (1992) ; they show that (5) is always better than (3), except in the special cases of polynomials with coefficients only at extremities, such as 1 − z n .
Single-factor Bounds
If we are interested in one of the factors only, we can either take the one with smallest degree, or the one with smallest norm. Using the first idea, Mignotte deduced from the estimate (3) above that one of the factors must satisfy
The same type of idea does not work well with the weighted norm [f ] 2 , because the norm depends on the degree. However, its behavior with respect to products is very satisfactory, and we can easily find, among the factors, the one with smallest norm :
Theorem 1 Let f be a univariate polynomial with complex coefficients and degree n ≥ 2. Let f = f 1 · · · f r be any factorization of f (1 ≤ r ≤ n). Then one of these factors, say f 1 , satisfies
If r ≥ 2, this implies :
which gives numerically :
Proof : We need the following result by Bombieri (cf. Beauzamy et al. (1990) ).
Lemma 2 If g and h are univariate polynomials of degrees m and l respectively, then
If n = 2 in Theorem 1, estimate (7) shows that
Therefore, one of the factors, say f 1 , satisfies
Thus, (a), (b), and (c) are true for n = 2. We now consider the case n ≥ 3.
Lemma 3 Let f be a polynomial of degree n, with complex coefficients. Then
Proof : Indeed, we have :
which proves our Lemma.
Applying inequality (7) to the factorization f = f 1 · · · f r , we obtain immediately
Now, using Lemma 3 and writing m 1 = m 1 /2 , . . . , m r = m r /2 , we get
So at least one of the factors, say f 1 , satisfies
1/r 2 , where
. The 2r numbers m 1 − m 1 , m 1 , . . . , m r − m r , m r sum to n. Therefore (cf. Mitrinovic (1970) , pp. 285, formula 3.6.48)
which proves part (a) of the Theorem 1.
To prove part (b), we are going to show that the above quantity, for r = 2, . . . , n, takes its maximum for r = 2. For this, we let
and want to show that h n (s) is increasing for
Let g n (s) = log h n (s) = s log Γ(n + 1) − log Γ(ns + 1). Then the derivative is
We use the standard notation
for the Digamma-function and we obtain g n (s) = log Γ(n + 1) − nψ(ns + 1).
In order to show that g n (s) ≥ 0 it is enough to show that
since ψ is increasing for real values of z (cf. Abramowitz & Stegun (1964) , pp. 258, formula 6.3.1).
Using the rough estimates log z ≥ ψ(z) (cf. Abramowitz & Stegun (1964) , pp. 259, formula 6.3.18), and log Γ(n + 1) ≥ n log( n e ) (cf. Abramowitz & Stegun (1964) , pp. 257, formula 6.1.41), we see that (10) holds when log n e ≥ log( n 4 + 1), which holds when n ≥ 4e 4 − e , or n ≥ 9.
The fact that (10) holds for n = 3, . . . , 8 is checked numerically. This completes the proof for part (b) of Theorem 1.
To show part (c), we use the inequality (cf. Mitrinovic (1970) , p. 288, formula 3.6.55)
For the Gamma function we have Γ(x + 1) = xΓ(x), thus
we find log C ≤ − 3 8 log n + ( n 4 + 1 2 ) log 4 − 3 8 log 2π + 1 4n ,
n 3/8 e 1/4n , as we announced.
Sharpness
The estimate (8) is best possible. Indeed, for f = (N x + 1)(x + N ), we have
The estimate (c) of Theorem 1 is almost best possible. Indeed, consider
(see Beauzamy (1992) ). Also :
But the degree of f is 2d, so with n = deg f ,
This shows that in Theorem 1 the exponential term 2 n/2 cannot be improved; only the power term n 3/8 might be improved to some n α , 3/8 ≤ α ≤ 5/8. However, in this example, the factors are not irreducible, so quite possibly Theorem 1 might be improved for irreducible factors.
Coefficient Cancellation
So we see that our estimates for B and b are significantly different, and that it is worth designing an algorithm which uses b instead of B. We see also that b, and a fortiori B, are much bigger than |f | ∞ itself : some factors of f may have coefficients larger than the coefficients of f itself. This means term cancellations may occur in such a way that a product polynomial may have maximum coefficient size smaller than one or more of its factors. As a simple example consider:
for which the product is
Another example is the polynomial 1 − z n , which is factored into irreducible factors, called cyclotomic polynomials. The size of the coefficients in these polynomials is well-known (cf. Paul Bateman (1981) ) ; it depends on the number of prime factors in the integer n.
Finally, let us observe that, starting with any polynomial, we can multiply it by some polynomial, so as to produce a lot of cancellation. This is Bombieri-Vaaler's sharpening of Siegel's lemma (quoted by Mignotte (1988) ) :
Lemma. Let P be a polynomial with integer coefficients, irreducible, of degree d ≥ 2. Let N be an integer, N ≥ d. There exists a polynomial Q, such that the product f = P Q has degree N and satisfies
This quantity tends to M when N → +∞. So we see that, if we start with P , with M (P ) = 1 (for instance), no matter how large its coefficients may be, we can multiply it out by some other polynomial (with degree ∼ (degP )
2 ), so as to finish with a polynomial, all coefficients of which are smaller than 2.
The advantage of tools such as Mahler's measure or the weighted norm [.] 2 is that they allow general estimates, without any specific study of the cancellation phenomena, which are far from being well-understood. For a partial investigation, the reader is referred to Beauzamy-Enflo (1985) .
Applying the Single-factor Bound
Overall bounds are general and work for any divisor of a polynomial. Their application in polynomial factoring is well understood. The smaller quantities given in Theorem 1, however, bound only one of the factors in an arbitrary decomposition of the given polynomial. We now show why such a bound suffices in practice.
Let c(n) = 2 5/8 e 1/4n /π 3/8 . For n ≥ 3, we have e 1/4n ≤ e 1/12 and
π 3/8 ≈ 1.091198478740277.
As an obvious consequence of Theorem 1 we have the following
Corollary 4 Let f be a polynomial with integer coefficients and degree n ≥ 3. Then if f is reducible over the integers, one of its irreducible factors, say f 1 , satisfies
Trevisan (1992) describes an efficient binomial coefficient computation using the Pascal triangle and a straightforward procedure for the weighted norm. Let's see how the single-factor bound b given by (12) is used in factoring.
We assume n ≥ 3 because degree-two polynomials are easily factored with the quadratic formula. For simplicity, we also assume in this section that f and all its factors are monic. The leading coefficient problem will be treated in section 4.
After lifting to p k > 2b, factors of f (x), namely f 1 , f 2 , ..., f r , are individually tested by trial division, producing none, some, or all true factors of f . If all factors are found, we are done. If no factors are found (case A), then some of the r factors are extraneous, and others may not be lifted far enough (because we are using a single-factor bound, not an overall bound).
If only some factors are found, we let F be f with the factors found removed. We then compute the single-factor bound b(F ) for F . It is possible, but rare, that 2b(F ) > p k because coefficients in F may be bigger than those in f . In this case we continue to lift the factors of F to p k > 2b(F ), and try division again (previous paragraph). But if 2b(F ) ≤ p k (more likely), we can continue to search for true factors by setting f = F (case B). Now we deal with the remaining factors (from case A or B) by a systematic search of factor combinations through multiplication. If the combinatorial search produces no true factors, then f is irreducible and we have found all factors. The reason is that with the single-factor bound b we should find at least one factor if f is reducible.
Otherwise, the combinatorial search has produced a set of true factors f = g 1 · · · g s . Each g i is a product of two or more distinct factors f i . For example g 1 = f 1 f 2 mod p k or g 2 = f 3 f 5 f 7 mod p k . At this stage, each g i is not necessarily irreducible. Let's see why (the reducible ones will be dealt with further).
Consider, for example, a true factor g 1 = f 1 f 2 mod p k . It need not be irreducible, despite the fact that neither f 1 nor f 2 were found to be a true factor of f (at p k ). Indeed, upon further lifting, f 1 and f 2 may each lead to a different irreducible factor of f . In this case it also means that g 1 has coefficients smaller than those of its factors over Z, a possible but rare condition.
To determine whether g i is reducible, the algorithm computes the single-factor bound b(g i ). If 2 b(g i ) ≤ p k then g i is irreducible. Otherwise, the constituent factors of g i mod p k will be lifted further to satisfy this new bound before searching for its true factors. The algorithm works this way on each g i separately to find all factors of f .
We have modified the basic combinatorial search (in Collins (1979) it is shown that on average this procedure has polynomial time complexity). Now true factors can be found earlier and the single-factor bound can help test the irreducibility of the factors found.
Note that whenever an irreducible factor is found and removed, the lifting process is affected in three different ways :
1. The degree of f decreases.
The list of factors shrinks.
3. The leading coefficient may become smaller.
The coefficient bound changes.
The first three items will clearly simplify the lifting procedure. For the fourth item, the single-factor bound, though infrequently, may become larger. In any case, a lifting problem must be reformulated after some factors are removed. See Wang (1992) for an efficient reformulation algorithm that involves minimal recomputation.
If the polynomial being factored is non-monic, there are further complications due to non-uniqueness of the factors modulo p k . The leading coefficient problem will be discussed in Section 5.
When we have a polynomial to factor, the number of irreducible factors over the integers is, in general, not known. Quite often there are more factors modulo p than actual integral factors. To cope with this problem, a well known technique is to factor the polynomial f modulo several primes. Then we can choose the factorization that gives the least number of factors. Furthermore, this enables degree consistency tests (cf. Musser (1978) ) and degree reconciliation (cf. Wang (1990) ) to further reduce the number of factors and trial divisions. Most polynomials require only five primes to determine its irreducibility (Musser (1978) ). If the number of irreducible factors is known (or expected) to be more than two, part (a) of Theorem 1 can be applied to obtain a much better bound.
The Leading Coefficient Problem
The purpose of a coefficient bound B in factoring is to obtain a stopping point for the p-adic lifting process. After lifting is done, the lifted factors are used to find the actual irreducible factors of the given polynomial f . The exact stopping point, q = p k , for lifting depends on B, the leading coefficient a n of f , and the method employed to recover the true factors. These are the subjects of this section.
There are two operations involved in the recovery of true factors from lifted factors : recombining extraneous factors and recovering the right coefficients. The former requires a systematic search of combinations of the lifted factors, as we just discussed. We shall concentrate on the latter operation here.
Let's first look at an example. Consider the polynomial
This polynomial can be factored over Z
where A(x) = 3 x 2 − 6 x + 13
are both irreducible over Z.
If we factor f modulo p = 7 and then lift the two factors to the modulus 7 4 we may end up with the following factors :
The modulus 7 4 = 2401 is big enough but the factors a(x) and b(x) look nowhere near the actual factors A(x) and B(x) that we want to find. These factors a(x) and b(x) are in fact equal to A(x) and B(x) when multiplied by the right units in Z 2401 .
In general, factors are only unique up to units in the coefficient domain, and most elements of the ring of integers modulo p k are invertible (the only non-invertible elements are the multiples of p). Two techniques already exist in the literature in bits and pieces, in order to recover the correct coefficients ; they are presented here. Their relation with the stopping point q is also clearly stated.
One method to transform a(x) to A(x) involves multiplying a(x) by the inverse of its leading coefficient, and then by the leading coefficient of f .
As mentioned before, we use the symmetric range (−(q − 1)/2 , (q − 1)/2) so both positive and negative coefficients may be recovered. Now we simply take the principal part of the right-hand side of equation (15) to recover A(x).
If the given polynomial f is monic (with leading coefficient 1), then simply keeping all factors monic in the lifting process will recover the correct coefficients. It is possible to first apply a monic transformation to a polynomial before factoring it. For any given polynomial f (x) with a leading coefficient a n = 1 the transformation h(x) = a n n−1 f (x/a n ) produces a monic h(x) whose factors lead directly to those of f (x). The problem with this approach is that h(x) will have much larger coefficients, especially when a n and/or the degree n are not small. The coefficient bound with h(x) can therefore be very much worse. The problem is so severe that we recommend against performing this monic transformation.
When factoring a monic polynomial, we can keep the factors unique by insisting that each factor be also monic. The question is what to do when the given polynomial is non-monic.
If the constant coefficient a 0 of f is ±1, we will "reverse" the polynomial, that is consider x n f (1/x) instead of f : this polynomial has a 0 instead of a n as leading coefficient, and is now monic. More generally, we shall perform this transformation if |a 0 | < |a n |. This will be assumed throughout the sequel, so when we speak of the " leading coefficient", it is either a n or a 0 : whichever is smaller.
If the usual p-adic lifting is applied without regard to the leading coefficient situation, the factors being lifted can take on arbitrary leading coefficients subject only to the condition that their product be congruent to a n , as we saw in the example above. This makes recovering actual factors harder. We recommend keeping the leading coefficient of one of the factors being lifted congruent to a n . The other factors are kept monic throughout the lifting process.
Let's say that the first factor f 1 (x) always carries the non-trivial leading coefficient throughout the p-adic lifting process. This is arranged by replacing the leading coefficient of f 1 (x) by a n modulo the next higher modulus at the beginning of each lifting step. Following this strategy, the correction terms added to each factor at each lifting stage will be of lower degree and will not modify the leading term of the factor.
When attempting to derive actual factors from the lifted factors, we first form a candidate for test division. The candidate can be a single lifted factor or a product of several lifted factors. Consider a candidate a(x) that actually corresponds to a true factor A(x) of f . As mentioned before, A(x) = u×a(x) mod q for the right unit u when q is big enough. The question is : What is the right unit u ? The answer is apparently simple : u = lc(A) × lc(a) −1 . But we don't know lc(A) because we are trying to find A(x). However, we do know a multiple of lc(A), namely a n . So we apply the following two-step procedure to get A(x).
Let's be more specific about recovering the correct coefficients. Recall that we keep all but one factors being lifted monic. For a candidate a(x) that is also monic, the procedure of algorithm LC is applied.
Algorithm 1 LC LC-1 Let g(x) be a n a(x) modulo the final modulus q.
LC-2
Normalize the coefficients so they fall between −q/2 and q/2 inclusive.
LC-3 Let g(x) be the principal part of g(x), discarding its content (performed over Z).
LC-4 Test g(x)
by trial division into f (x) over the integers.
For a candidate, such as f 1 , that is non-monic, the multiplication by a n in Step LC-1 is omitted. If a(x) is not an extraneous factor, this routine will produce a true factor g(x) provided that q is big enough.
So how large should q be? It is not enough to have q just bigger than the largest size coefficient in g(x). Because coefficients of g(x) can be positive or negative, q should be at least bigger than twice the maximum coefficient size. However, even that is not enough because this procedure multiplies g(x) by an extra integer constant (Eq. (16)) which, in the worst case, can be as big as a n . Therefore, the stopping point has to be adjusted accordingly. Specifically, we must require q > 2a n b.
The procedure LC is just one way of recovering the true factor. Another, often more advantageous, approach is to think about the congruence
The left-hand side is a polynomial with rational coefficients. Wang (1983) gave an algorithm to recover the rational coefficients from a(x) provided q is big enough. We will not go into details here but will simply outline this alternative procedure. So instead of algorithm LC we put a candidate a(x) through algorithm RC :
, replace it by the rational number it represents modulo q, i.e. by n i ,
RC-3 Now u(x) is a monic polynomial with rational coefficients. Clear the denominators of u(x).
RC-4
Test u(x) by trial division into f (x) over the integers.
This procedure will find a true factor if a(x) is not an extraneous factor provided, as before, that q is big enough. Let s be any numerator or denominator of any rational coefficient of the target monic (rational) factor. The modulus q is big enough if s 2 ≤ q/2 for any s (cf. Wang (1983) ). An efficient method to compute the rational representation can also be found in Wang (1983) . As in the first method it may not be enough for q to be larger than 2b. Since we must have s 2 ≤ q/2, an upper bound for q is twice the square of the maximum coefficient.
To summarize, we have given two different methods for recovering true coefficients from lifted factors. Algorithm LC requires q > 2a n b while algorithm RC needs q > 2b 2 . The method to choose should be the one requiring a smaller q
An Efficient Factorization Algorithm
We have presented the single-factor bound b, its theoretic derivation, and efficient computation. We also discussed how b is used within p-adic lifting to help reduce the problem size and to obtain irreducible factors early. Depending on which algorithm, LC or RC, is used to handle the leading coefficient problem, the bound b is also adjusted differently to determine the final modulus q.
We now present an algorithm outline that summarizes the ideas discussed. The algorithm factors univariate integral polynomial f (x) into irreducible factors. Many details have been omitted because most steps already appeared elsewhere.
Experimental data are provided in the appendices.
Algorithm 3 FACTOR F-1 Cast out any repeated factors (cf. Wang & Trager (1978) ) and any content of f .
F-2 Factor f over several (up to 5) prime fields (cf. Trevisan & Wang (1991) ). If f is irreducible over a prime field then it is irreducible over Z (terminate).
F-3 Apply the degree consistency algorithm (cf. Musser (1978) , Wang (1990) ). If f is irreducible, terminate. Otherwise, the largest prime that gives the smallest number of factors (after combining factors through degree consistency) is used for the rest of the steps.
F-4
If the number of irreducible factors is known (through some other independent means), compute coefficient bound b using part (a) of Theorem 1. Otherwise compute b = 2 c 2 n/2
If the constant term is smaller in size than the leading coefficient, reverse the polynomial and the factors. If lc(f ) = 1, let β = min {2b 2 , 2b lc(f )}.
F-6 Use EEZ (cf. Wang (1978) ) to lift the factorization from modulo p to
F-7 By trial division of single factors, test for true factors. For the non-monic case, Algorithm RC or Algorithm LC is used, depending on how bound β is computed.
F-8
If no true factors are found in step F-7, go to step F-9. If all factors are found, terminate. Otherwise, remove the true factors found from f and compute a new bound b(f ) which gives a new stopping point p K . If p K ≤ p k then goto step F-7 (Note lc may have changed so one cannot go to F-9). Otherwise (p K > p k ), reformulate the lifting problem (cf. Wang (1992) ), continue the lifting, then goto step F-7. F-9 Find true factors by trial division of combinations of the lifted factors. (For the nonmonic case, Algorithm RC or Algorithm LC is used, depending on how bound β is computed.)
F-10 If no factors are found then f is irreducible (terminate). Otherwise, a decomposition f = g 1 · · · g s over the integers is found. But some g i may be reducible over Z.
F-11
For each g i compute b i , the single-factor bound for g i . If 2 b i a n ≤ p k (or 2 b i 2 ≤ p k whichever is appropriate) then g i is irreducible. Otherwise, perform steps (a) and (b) on g i .
(a) Continue to lift the factors of g i until the p k > 2lc(g i )b i .
(b) Apply steps F-7 through F-11 to g i and its lifted factors.
Conclusion
The present paper shows that, in order to realize fast algorithms, all we need is to control the size of coefficients in one irreducible factor. On this topic, all we know in theory is given by Theorem 1, but we have not met any case where some of the factors, say f 1 , did not satisfy |f 1 | ∞ ≤ |f | ∞ . Let's state a specific question :
Given f , polynomial with integer coefficients, what is inf{|g| ∞ ; g is an irreducible factor of f }.
Are there cases where all irreducible factors satisfy |g| ∞ > |f | ∞ ?
So, as we see again here, Computer Science challenges Mathematics, the kind of challenge Zassenhaus liked. f 2 , d = n/2 -the single-factor bound given by Mignotte (1974) (d) c 2 n/2 n 3/8
[f ] 2 , c ∼ 1.1 -the single-factor bound introduced here.
The polynomials used in Table 1 
The polynomial P 40 is the well known SIGSAM Problem # 7 and can be found, for example in Wang (1990) . These results indicate that the single-factor bounds are smaller than the overall bound (which means it is worth trying to detect a single factor), and that among the single-factor bounds, the one presented here is by far the smallest.
