(P-pictures) without B-pictures.
INTRODUCTION
Currently available personal video recorders (PVRs) comprise a low-powered CPU, a MPEG-2 decoder and local storage as shown in Fig. I . A PVR records digital video streams into the local storage. Thus, it will be convenient if PVR users are provided with a variety of advanced features such as content-based retrieval, video browsing, video editing and skip-play all of which can he efficiently implemented by first detecting scene changes. In this paper, we propose a fast scene change detection method suitable for a PVR with a lowpowered CPU.
RELATED WORKS A number of scene change detection methods have been
proposed [I-21. Some of them are based on the correlation of consecutive frames that is not suitable for current lowpowered PVRs because the digital broadcast streams generally have high resolution, 720x480 for standard definition television (SDTV) stream and 1920x1080 for high definition television (HDTV) stream. Seong el al. [3] recently proposed a scene change detection method based on the number of motion vectors. Although Seong's method requires less computation than previous methods, it is still difficult to he efficiently implemented on low-powered PVRs due to the need for parsing macroblocks in bidirectionally predictivecoded pictures or B-pictures, especially for high-definition video streams that have ahout six times more macroblocks than standard-definition streams. It also cannot be applied to the high quality video streams which are composed of only intra-coded pictures (I-pictures) and predictive-coded pictures occur in P-picture or B-picture, PVR system may practically start decoding the first I-picture next to the scene change. Thus, in this paper, we present an efficient method based on the observation.
PROPOSED ALGORITHM

A . Generation of Reduced Images
The digital broadcast streams are being transmitted in the form of MPEG-2 transport streams of interlaced scanned videos and the PVR system can start displaying the stream from I-picture. Thus, from the practical point of view, we generate the reduced images only from the I-pictures.
In the case of interlaced scanned video, one frame picture consists of two images called top field and bottom field obtained at the different instants of time. MPEG-2 video standard supports the mixture of frame-mode and field-mode macroblocks. A field-mode macroblock has normally larger motion than a frame-mode macroblock. Thus, we construct the partially decoded reduced images in two ways according to the macroblock coding type. For a frame-mode macroblock shown in Fig. 2(a) , we use a simple DCT truncation method.
For a field-mode macroblock shown in Fig. 2(b) , we use only either top field blocks or bottom field blocks. 
B. Scene Change Detection
Since current PVR system has very low-powered CPU, it is desirable to extract very simple feature vector from the reduced image for scene change detection. Thus, we generate the histograms, H,,, for both luminance and chrominance from the n-th reduced image. In our experiments, each color channel of YCbCr is uniformly quanitzed to 16 bins and 4 bins, respectively, resulting in a 256 dimensional color feature Gector. The L , distance of the histogram is defined as follows:
where H,(k) = 0 for 0 5 k < 2 5 5 , the distance of histogram:
Finally, we get the scene changes S using a threshold T of S = (n I d,, 2 T , n = 1,2,3 ,..., N } .
IV. EXPERIMENTAL RESULTS
To evaluate the performance, we tested our proposed algorithm for a number of MPEG-2 video streams on a system with I .7 GHz Pentium CPU and I GB memory. Table I shows the shot detection accuracy for three video streams (drama, news, and sports) that are all about I O minutes long and interlaced coded with 720 x 480 and 15 frame GOP. The proposed algorithm is slightly better than Seong's method. We tested our algorithm on a commercial PVR with 150 MIPS PowerPC CPU, 16 MB memory and the embedded Linux. Table I1 and Table I11 show the processing time of two methods on a PC system and a commercial PVR system, respectively. The proposed scene change detection algorithm appears two times faster than Seong's method. We also applied both our algorithm and Seong's algorithm to a 4-minute-long 1080i HDTV sh-eam. Our method takes 36 seconds whereas Seong's takes 74 seconds on PC system. Further, Seong's method does not work well for HDTV streams containing the large number of motion vectors and field-mode macroblocks. 
V. CONCLUSION
In this paper, we have proposed an efficient scene change detection algorithm suitable for a low-powered PVR. The algorithm is based on the histogram difference of the partially decoded intra pictures. The experimental results showed that the proposed algorithm performed slightly better and about two times faster than the previous method.
