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Pre-integration lateral inhibition enhances unsupervised learning
M. W. Spratling and M. H. Johnson
Centre for Brain and Cognitive Development, Birkbeck College, London. UK.
Abstract
A large and influential class of neural network architectures use post-integration lateral inhibition as a mech-
anism for competition. We argue that these algorithms are computationally deficient in that they fail to generate,
or learn, appropriate perceptual representations under certain circumstances. An alternative neural network ar-
chitecture is presented in which nodes compete for the right to receive inputs rather than for the right to generate
outputs. This form of competition, implemented through pre-integration lateral inhibition, does provide appro-
priate coding properties and can be used to efficiently learn such representations. Furthermore, this architecture
is consistent with both neuro-anatomical and neuro-physiological data. We thus argue that pre-integration lateral
inhibition has computational advantages over conventional neural network architectures while remaining equally
biologically plausible.
1 Introduction
The nodes in a neural network generate activity in response to the input they receive. This response can be
considered to be a representation of the input stimulus. The patterns of neural activity which constitute efficient
and complete representations will vary between tasks. Therefore, for a neural network algorithm to be widely
applicable it must be capable of generating a variety of response patterns. Such a neural network needs to be able
to respond to individual stimuli as well as multiple stimuli presented simultaneously, to distinguish overlapping
stimuli, and to deal with incomplete stimuli. Many highly influential and widely used neural network algorithms
meet some, but not all, of these criteria. We present a simple neural network which does meet all of these criteria.
It succeeds in doing so by using a novel form of lateral inhibition.
Lateral inhibition is an essential feature of many artificial, self-organizing, neural networks. It provides a
mechanism through which neurons compete for the right to generate a response to the current pattern of in-
put activity. This not only makes responses more selective (in the short-term), but since learning is commonly
activity-dependent it also makes the receptive fields of individual nodes more distinct (in the long-term). Com-
petition thus enables nodes to represent distinct patterns within the input space. Lateral inhibition provides com-
petition by enabling nodes to inhibit each other from generating a response. This form of competition is used
in numerous neural network algorithms. It is implemented either explicitly through lateral connections between
nodes (Fo¨ldia´k, 1989, 1990; Marshall, 1995; Sirosh and Miikkulainen, 1994; Swindale, 1996; von der Malsburg,
1973; Oja, 1989; Sanger, 1989; O’Reilly, 1998) or implicitly through a selection process which chooses the ‘win-
ning’ node(s) (Rumelhart and Zipser, 1985; Kohonen, 1997; Grossberg, 1987; Ritter et al., 1992; Hertz et al.,
1991; Fo¨ldia´k, 1991; Wallis, 1996). Despite the large diversity of implementations, these algorithms share a com-
mon mechanism of competition. A node’s success in this competition is dependent on the total strength of the
stimulation it receives and nodes which compete unsuccessfully have their output activity suppressed. This class
of architectures can thus be described as implementing ‘post-integration lateral inhibition’.
Single-layer neural networks which make use of this competitive mechanism fail to meet all of the criteria
set out above. These representational deficiencies can be overcome by using a neural network architecture in
which there is inhibition of inputs rather than of outputs (figure 1(b)). In our algorithm each node attempts to
‘block’ its preferred inputs from activating other nodes. Nodes thus compete for the right to receive inputs rather
than for the right to generate outputs. We describe this form of competition as ‘pre-integration lateral inhibition’.
Such a network can be trained using simple, activity-dependent, learning rules. Since learning is a function of
activation, improved response properties result in more correct learning episodes (Marshall, 1995), and hence, the
advantageous coding properties that arise from pre-integration lateral inhibition result in efficient, unsupervised,
learning. We demonstrate the abilities of a network using pre-integration lateral inhibition with the aid of two
simple tasks. These tasks provide an easily understood illustration of the properties required in order to learn
useful representations, and have been used previously to demonstrate the pattern recognition abilities required by
models of the human perceptual system (Marshall, 1995; Marshall and Gupta, 1998; Nigrin, 1993; Fo¨ldia´k, 1990;
Hinton et al., 1995).
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Figure 1: Models of lateral inhibition. Nodes are shown as large circles, excitatory synapses as small
open circles and inhibitory synapses as small filled circles. (a) The standard model of lateral inhibition
provides competition between outputs. (b) The pre-integration lateral inhibition model provides compe-
tition for inputs. (c) The pre-integration lateral inhibition model with only one lateral weight shown. This
lateral weight has an identical value (w12) to the afferent weight shown as a solid line.
2 Method
Simple, two-node, neural networks competing via post-integration lateral inhibition and pre-integration lateral
inhibition are shown in figure 1. Pre-integration lateral inhibition enables each node to inhibit other nodes from
responding to the same inputs. Hence, if a node is active and it has a strong synaptic weight to a certain input then
it should inhibit other nodes from responding to that input. A simple implementation of this idea, for a two-node
network, would be:
y1 =
m∑
i=1
(wi1xi − αwi2y2)+
y2 =
m∑
i=1
(wi2xi − αwi1y1)+ .
Where yj is the activation of node j, wij is the synaptic weight from input i to node j, xi is the activation of
input i, α is a scale factor controlling the strength of lateral inhibition, and (v)+ is the positive half-rectified
value of v. These simultaneous equations can be solved iteratively. To help ensure that a steady-state solution
is reached it has been found useful to gradually increase the value of α at each iteration from an initial value of
zero. Physiologically, this regime might correspond to a delay in the build up of lateral inhibition due to additional
propagation delays via inhibitory interneurons. An equivalent implementation of post-integration lateral inhibition
would be:
y1 =
m∑
i=1
(wi1xi)− αq21y2
y2 =
m∑
i=1
(wi2xi)− αq12y1.
Where qkj is the lateral weight from node k to node j. Note that for pre-integration lateral inhibition rectification
is applied to the inhibited inputs prior to summation. This is essential otherwise pre-integration lateral inhibition
would be mathematically equivalent to post-integration lateral inhibition. For example, without rectification the
equation given above for pre-integration lateral inhibition to node 1 would become y1 =
∑m
i=1 (wi1xi − αwi2y2)
which can be rewritten as y1 =
∑m
i=1 (wi1xi) − αy2
∑m
i=1 wi2 which is equivalent to the equation for post-
integration lateral inhibition when
∑m
i=1 wi2 = q21. In the discussion section we suggest that pre-integration
lateral inhibition is achieved in the cortex via inhibitory contacts on the dendrites of excitatory cells. Due to
the nonlinear response properties of dendrites (Mel, 1994; Koch et al., 1983; Shepherd and Brayton, 1987) such
dendritic inhibition will have effects confined to the local region of the dendritic tree and little or no impact on ex-
citatory inputs to other branches of the dendrite. This nonlinearity is achieved in our model by using rectification.
For pre-integration lateral inhibition the magnitudes of the lateral weights are identical to the corresponding
afferent weights. For example, the activation of node 2 inhibits input i of node 1 with a strength weighted by
wi2. This lateral weight is identical to the afferent weight node 2 receives for input i (see figure 1(c)). The values
of the afferent weights provide appropriate lateral weights since the objective of pre-integration lateral inhibition
is to allow an active node with a strong synaptic weight to a certain input to strongly inhibit other nodes from
responding to that same input, while not inhibiting those inputs from which it receives weak weights. Since the
lateral weights have identical values to afferent weights it is not necessary to determine their strengths separately.
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In a more biologically plausible version of the model separate lateral weights could be learnt independently. This
would be possible since weights that have identical values also have identical (but reversed) pre- and post-synaptic
activation values. For example, in figure 1(c) the afferent weight w12 connects input 1 to node 2 and an identical
lateral weight connects node 2 to input 1 (at node 1). Hence, by using similar activity-dependent learning rules,
and identical initial values, appropriate lateral weights could be learnt.
While the equations presented above provide a simple illustration of pre-integration lateral inhibition a more
complex formulation is required for application to neural networks containing arbitrary numbers of nodes (n) and
receiving arbitrary numbers of inputs (m). In a network containing more than two nodes each input could be
inhibited by multiple lateral connections. What strength of inhibition should result from multiple nodes? One
possibility would be to sum the effects from all the inhibitory connections. However, simply changing the number
of nodes in such a network could have a significant effect on the total inhibition. To ensure that inhibition is not a
function of n we inhibit each node by the maximum value of the inhibition generated by all the nodes. Hence, the
activation of each node is calculated as:
yj =
m∑
i=1
wijxi − α nmax
k=1
(k 6=j)
{wikyk}
+ .
Note that nodes do not inhibit their own inputs. Early in training nodes tend to have small, undifferentiated,
weights and hence small activation values. This results in weak lateral inhibition that permits all nodes to respond
to each input pattern. To ensure that lateral inhibition is equally effective at the start of training, as at the end,
the strength of inhibition is normalized as follows: the lateral weight is divided by the maximum lateral weight
originating from the inhibiting node and the inhibiting node’s activity is divided by the maximum activity of all
the nodes in the network:
yj =
m∑
i=1
wijxi − α nmax
k=1
(k 6=j)
{
wik
maxml=1 {wlk}
yk
maxnl=1 {yl}
}+ .
Normalizing the strength of lateral inhibition ensures that there is strong competition resulting in a differentiation
in activity values and more rapid activity-dependent learning. Normalization also results in the strength of inhibi-
tion being constrained to be in the range zero to one. However, this form of inhibition would have a greater affect
on a stimulus presented at low contrast (using smaller values of xi) than on the same stimulus presented at high
contrast. Tolerance to changes in stimulus contrast is provided by modifying the equation as follows:
yj =
m∑
i=1
wijxi
1− α nmax
k=1
(k 6=j)
{
wik
maxml=1 {wlk}
yk
maxnl=1 {yl}
}+ . (1)
This formulation was used of produce all the results presented in this paper. The value of α was increased from
zero to four in steps of 0.25. Activation values generally reached a steady-state at lower alpha, in which case
competition was terminated before α reached its maximum value. The change in the value of α between iterations
was found to be immaterial to the final activation values provided it was less than 0.5.
Networks were trained using unsupervised learning. Weights were initially set all equal to 1m (we describe
such nodes as ‘uncommitted’). (The algorithm works equally well with randomly initialized weights.) In order
to cause differentiation of the receptive fields noise was added to the node activations at each iteration during the
competition. Noise values were random numbers uniformly distributed in the range 0 to 0.001. When several
nodes with identical weights are equally activated by the current input, noise should cause a single node from this
identical group to win the competition and hence respond to that input. This bifurcation of activity values requires
one node to have a significantly higher activation (after adding noise), than all other nodes in the identical group,
so that it can successfully inhibit the other nodes. As the number of nodes increases it becomes less likely that
a single node will receive a significantly higher noise value than the others. Hence, this noisy selection process
was found to be more robust when noise was added to a subset of nodes: noise was added to each node with
probability 4n . (Zero-mean, Gaussian-distributed noise, added to the activity values of all nodes, has also been
used successfully.) Since the magnitude of the noise is small it has no effect on competition once nodes have
begun to learn preferences for distinct input patterns.
Synaptic weights were modified at completion of the competition phase (i.e., using the final values for yj
found after iteration of equation 1). The following learning rule was employed:
∆wij = β
(xi − x¯)∑m
k=1 xk
(yj − y¯)+∑n
k=1 yk
. (2)
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Where x¯ is the mean of the input activations (i.e., x¯ = 1m
∑m
i=1 xi), and y¯ is the mean of the output activations
(i.e., y¯ = 1n
∑n
j=1 yj), and β is a parameter controlling the learning rate. Following learning, synaptic weights
were clipped at zero such that wij = (wij)+ and were normalized such that
∑m
i=1 (wij)
+ = 1.
This learning rule encourages each node to learn weights selective for a set of coactive inputs. This is achieved
since when a node is more active than average it increases its synaptic weights to active inputs and decreases its
weights to inactive inputs. Hence, only sets of inputs which are consistently coactive will generate strong afferent
weights. In addition, the learning rule is designed to ensure that nodes can represent stimuli which share input
features in common (i.e., to allow the network to represent overlapping patterns). This is achieved by rectifying
the post-synaptic term of the rule so that no weight changes occur when the node is less active than average. If
learning was not restricted in this way whenever a pattern was presented all nodes which represented patterns with
overlapping features would reduce their weights to these features. Our learning rule is similar to the instar rule
(Grossberg, 1976, 1978), except that only nodes that are more active than average have their weights modified.
Hence, post-synaptic activation exceeding a threshold is required before synaptic modification is enabled. The
learning rule is also similar to the covariance rule (Sejnowski, 1977; Grzywacz and Burgi, 1998), except the post-
synaptic term is only allowed to be greater than or equal to zero. Hence, sub-threshold post-synaptic activity does
not result in any changes in synaptic strength. Normalization by the total of the input and output activities helps
to ensure that each stimulus contributes equally to learning and that the total weight change (across all nodes) at
each iteration is similar. Division by zero errors were avoided by learning only when the maximum input activity
exceeded an arbitrary threshold (0.1).
Nodes learn to respond to specific features within the input space. In order to represent stimuli which contain
multiple features the activation function allows multiple nodes to be active simultaneously. With overlapping
patterns this could allow the same stimulus to be represented in multiple ways. For example, consider a simple
network receiving input from three sources (labelled ‘a’, ‘b’ and ‘c’) which has the task of representing three
patterns: ‘a’, ‘ab’, and ‘bc’. Individual nodes in a network may learn to become selective to each of these patterns.
Each individual pattern would thus be represented by the activity of a single node. However, it would also be
possible for a network in which nodes had learnt patterns ‘a’ and ‘bc’ to respond to pattern ‘ab’ by fully activating
the node selective to ‘a’ and partially activating the node selective to ‘bc’. Pattern ‘ab’ could be the result of
coactivation of pattern ‘a’ and a partially occluded version of pattern ‘bc’. However, if ‘ab’ occurs with similar
frequency to the other two patterns then it would seem more likely that ‘ab’ is an independent input pattern that
should be represented in a similar way to the other patterns (i.e., by the activation of a specific node tuned to that
pattern). To ensure that in such situations the network learns all input patterns it is necessary to introduce a second
learning rule:
∆w−ij = −β− (xi −Xij) (yj − y¯) . (3)
Where β− is a parameter controlling the learning rate, and Xij is the input activation from source i to node j after
inhibition, i.e.,
Xij = xi
1− α nmax
k=1
(k 6=j)
{
wik
maxml=1 {wlk}
yk
maxnl=1 {yl}
}+ .
The values ofXij are determined from equation 1. Negative weights were constrained such that 0 ≥
∑m
i=1 (wij)
− ≥
−1. This learning rule is only applied to synapses which have a weight of zero (or less than zero) caused by ap-
plication of the learning rule given in equation 2 (or prior application of this rule). Negative weights are generated
when a node is active and inputs, which are not part of the nodes’ preferred pattern, are inhibited. This can only oc-
cur when multiple nodes are coactive. If the pattern, to which this set of coactive nodes are responding, re-occurs
then the negative weights will grow. When the negative weights are sufficiently large the response of these nodes
to this particular pattern will be inhibited, enabling an uncommitted node to successfully compete to represent this
pattern. On the other hand, if the pattern, to which this set of coactive nodes are responding, is just due to the
coactivation of independent input patterns then the weights will return towards zero on subsequent presentations
of these patterns in isolation.
For programming convenience we allow a single synapse to take either excitatory or inhibitory weight values.
In a more biologically plausible implementation two separate sets of afferent connections could be used: the exci-
tatory ones being trained using equation 2, and the inhibitory ones being trained using a rule similar to equation 3.
Note that the simplification we have used, that employs one set of weights to depict both excitatory and inhibitory
synapses, does not result in any modification to the activation function (equation 1): inhibitory afferents can them-
selves be inhibited and the use of identical lateral weights is unlikely to cause lateral facilitation due to the max
operation that is applied.
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3 Results
3.1 Overlap
Consider a simple problem of representing two overlapping patterns: ‘ab’ and ‘abc’. A network consisting of
two nodes receiving input from three sources (labelled ‘a’, ‘b’ and ‘c’) should be sufficient. Because these input
patterns overlap, when the pattern ‘ab’ is presented the node representing ‘abc’ will be partially activated, while
when the pattern ‘abc’ is presented the node representing ‘ab’ will be fully activated. Hence, when the synaptic
weights have certain values both nodes will respond with equal strength to the same pattern. For example, when the
weights are all equal, both nodes will respond to pattern ‘ab’ with equal strength (Marshall, 1995). Similarly, when
the total synaptic weight from each input is normalized (‘post-synaptic normalization’) both nodes will respond
equally to pattern ‘ab’ (Marshall, 1995). When the total synaptic weight to each node is normalized (‘pre-synaptic
normalization’) both nodes will respond to pattern ‘abc’ with equal output (Marshall, 1995). Under all these
conditions the response fails to distinguish between distinct input patterns and competition via post-integration
lateral inhibition can do no better than choosing a node at random.
Several solutions to this problem have been suggested. Some require adjusting the activations using a function
of the total synaptic weight received by the node (i.e., using the Webber Law (Marshall, 1995) or a masking
field (Cohen and Grossberg, 1987; Marshall, 1995)). These solutions scale badly with the number of overlapping
inputs, and do not work when (as is common practice) the total synaptic weight to each node is normalized. Other
suggestions have involved tailoring the lateral weights to ensure the correct node wins the competition (Marshall,
1995; Marshall and Gupta, 1998). The most obvious, but most overlooked, solution would be to remove constraints
placed on allowable values for synaptic weights (e.g., normalization) which serve to prevent the input patterns
being distinguished in weight space. It is simple to invent sets of weights which unambiguously classify the
two overlapping patterns (e.g., if both weights to the node representing ‘ab’ are 0.5 and each weight to the node
representing ‘abc’ is 0.4 then each node responds most strongly to its preferred pattern and could then successfully
inhibit the activation of the other node).
Using pre-integration lateral inhibition, overlapping patterns can be successfully distinguished and learnt (de-
spite the use of pre-synaptic normalization). To demonstrate this we applied a six-node pre-integration lateral
inhibition network to the more challenging problem of representing six overlapping patterns: ‘a’, ‘ab’, ‘abc’, ‘cd’,
‘de’, and ‘def’ (Marshall, 1995; Marshall and Gupta, 1998; Harpur and Prager, 1994; de A. Barreto and Arau´jo,
1998). The network was trained 25 times using different randomly generated sequences of the six input patterns.
For each of these trials the network successfully learnt appropriate weights such that each pattern was represented
by an individual node. A typical example of the weights learnt is shown in figure 2(a) and the response of the
network to each of the training patterns is shown in figure 2(b). It can be seen that distinct, individual, nodes
respond to each of the training patterns. For the majority of the 25 trials a solution was found within 55 training
cycles (equivalent to approximately nine presentations of each of the six patterns). On the fastest trial the solution
was found in 35 cycles and on the slowest trial the solution was found by 80 cycles. These results compare very
favorably with a network (the EXIN network) that uses post-integration lateral inhibition and was specifically
developed to solve these types of problem (Marshall, 1995; Marshall and Gupta, 1998; de A. Barreto and Arau´jo,
1998). Although Marshall (1995) gives no indication of how reliable EXIN is at finding a correct solution he does
state that this network requires 3000 pattern presentations to find such a solution. Our results were generated using
parameter values β = 1 and β− = 1. The network learnt successfully with other parameter values, however, (as
would be expected) reducing either learning rate resulted in slower learning (e.g., with β = 1 and β− = 164 the
majority of networks found a solution within 435 training cycles, the fastest trial took 245 cycles and the slowest
640 cycles).
The pre-integration lateral inhibition network also responds in an appropriate manner to the presentation of
multiple, overlapping, patterns (even in case where only partial patterns are presented). Six examples are given in
figure 2(c). These ‘parsings’ of novel input patterns, in terms of known patterns, are very similar to those obtained
with the EXIN network (see figure 8 in Marshall, 1995).
3.2 Multiplicity
While it is sufficient in certain circumstances for a single node to represent the input (local coding) it is desirable
in many other situations to have multiple nodes providing a factorial or distributed representation. If individual
nodes act as detectors for independent features of the input, then any arbitrary pattern can be represented by having
zero, one or multiple nodes active. A benchmark task of this kind is the bars problem (Fo¨ldia´k, 1990; Saund, 1995;
Dayan and Zemel, 1995; Hinton et al., 1995; Harpur and Prager, 1996; Frey et al., 1997; Hinton and Ghahramani,
1997; Fyfe, 1997; Charles and Fyfe, 1998; Hochreiter and Schmidhuber, 1999; O’Reilly, 2001).
The standard mechanism of post-integration lateral inhibition can be modified to enable multiple nodes to be
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Figure 2: Representing overlapping patterns. A network consisting of six nodes and six inputs (‘a’,
‘b’, ‘c’, ‘d’, ‘e’, and ‘f’) was trained using input patterns ‘a’, ‘ab’, ‘abc’, ‘cd’, ‘de’, and ‘def’. (a) The
strength of synaptic weights between each node and each input are shown using squares which have sides
of length proportional to the synaptic weight. (b) The average response (over 500 presentations) of each
node to each of the training patterns is shown using squares which have sides of length proportional to
the node activations. Each node responds exclusively to its preferred pattern. (c) The response of the
network to multiple and partial patterns. Pattern ‘abcd’ causes the nodes representing ‘ab’ and ‘cd’ to
be active simultaneously, despite the fact that this pattern overlaps strongly with pattern ‘abc’. Input
‘abcde’ is parsed as ‘abc’ together with ‘de’, and input ‘abcdef’ is parsed as ‘abc’ + ‘def’. Input ‘abcdf’
is parsed as ‘abc’ + two-thirds of ‘def’, hence the addition of ‘f’ to the pattern ‘abcd’ radically changes
the representation that is generated. Input ‘bcde’ is parsed as two-thirds of ‘abc’ plus pattern ‘de’. Input
‘acef’ is parsed as ‘a’ + one half of ‘cd’ + two-thirds of pattern ‘def’.
coactive (Marshall, 1995; Fo¨ldia´k, 1990) by weakening the strength of the competition between those pairs of
nodes that need to be coactive. Lateral weights need to be sufficiently strong to prevent multiple nodes repre-
senting the same patterns, but sufficiently weak to allow more than one node to be active if multiple stimuli are
presented simultaneously. Obtaining the correct strength for the lateral weights either requires a priori knowledge
of which nodes will be coactive or the ability to learn appropriate weights. However, the activity of the nodes
in response to the presentation of each input pattern is uninformative as to whether the weights have found the
correct compromise: when two nodes are simultaneously active it can indicate either that lateral weights are too
weak and have allowed both units to respond to the same input, or that each node has responded correctly to the
simultaneous presentation of distinct inputs; when a single node is active it can indicate either that the lateral
weights are too strong to allow other nodes to respond to other inputs, or that only one input pattern is present. To
overcome this problem it has been necessary to design learning rules specific to the particular task. For example,
Fo¨ldia´k (1990) uses the following rule to modify lateral inhibitory weights: ∆qkj = β
(
ykyj − p2
) (where p is
the probability of each input pattern occurring, assumed a priori). Such learning rules are severely restricted in the
class of problems that they can successfully represent (e.g., to tasks in which all input patterns occur with equal
probability and where pairs of nodes are coactive with equal frequency (Marshall, 1995; Fo¨ldia´k, 1990)). Hence,
post-integration lateral inhibition fails to provide factorial coding except in the exceptional circumstances where
external knowledge is available to set appropriate lateral weights, or to define appropriate learning rules for the
specific task.
Networks in which post-integration competition is performed using a selection mechanism can also be modi-
fied to allow multiple nodes to be simultaneously active (e.g., k-winners-take-all). However, these networks also
place restrictions on the types of task that can be successfully represented to those in which a pre-defined number
of nodes need to be active in response to every pattern of stimuli.
In contrast, pre-integration lateral inhibition does not make use of a priori knowledge to learn factorial codes
nor does it place restrictions on the number of active nodes, nor on the frequency with which nodes, or sets of
nodes, are active. It can thus respond appropriately to any combination of input patterns. To demonstrate this
we applied a network using pre-integration lateral inhibition to the bars problem, as defined by Fo¨ldia´k (1990).
Input data consisted of an 8 by 8 pixel image in which each of the 16 possible (one-pixel wide) horizontal and
vertical bars were active with probability 18 . Typical examples of input patterns are shown in figure 3(a). The
network was trained 25 times using different randomly generated sequences of input patterns. For each of these
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trials the network successfully learnt appropriate weights such that each bar was represented by an individual
node. A typical example of the weights learnt, at various stages during training, are shown in figure 3(b). The
response of this network to randomly generated test patterns is shown in figure 3(c). It can be seen that a single
node exclusively responds to each bar. Bars which overlap (i.e., perpendicular bars) can inhibit each other, hence,
in cases where perpendicular lines are present not all nodes are fully activated by the presence of their preferred
input. However, nodes which represent active bars are still significantly more active than average.
After being trained for 250 cycles the network shown in figure 3 was tested with a further 100000 randomly
generated patterns (learning rates were set to zero to prevent further training). The network was considered to
successfully represent a test pattern if all nodes representing bars in the pattern, and only those nodes, had an
activation greater than the average activation. The network failed to represent 13 patterns out of 100000. These
13 patterns are shown in figure 4 along with the network’s response to them. In all cases the patterns contain 7 or
8 bars with the majority of these bars at the same orientation. The network successfully represents the majority of
bars but nodes responding to the, one or two, perpendicular bars are less active than average.
In the majority of the 25 trials performed on this task, the network found a solution within 210 cycles. Per-
formance ranged from 140 cycles for the fastest trail to 370 cycles for the slowest trial. Although Fo¨ldia´k (1990)
developed a network which used post-integration lateral inhibition to tackle this problem he did not report either
how reliable his network was at finding correct solutions nor how much training it required to do so. However,
our results compare favorably with all neural network algorithms that have been applied to this problem, not just
those that implement post-integration lateral inhibition. For example, Harpur and Prager (1996) report that train-
ing required 2000 pattern presentations1, Hochreiter and Schmidhuber (1999) report that training required 5000
passes through a training set of 500 patterns2 and Dayan and Zemel (1995) report a success rate of only 69%3.
The results presented above were obtained with learning rates set to β = 1 and β− = 164 . The network
was also tested over 25 trials using β− = 1. Although this case also resulted in a correct solution being found
(within 1000 cycles) in 100% of trials, it did significantly delay convergence to a solution in a small number of
these trials. In the overlapping patterns task, discussed in the previous section, training data consisted of isolated
patterns. Hence, whenever multiple nodes were coactive it indicated that a pattern was incorrectly represented
and negative weights should be increased. In contrast, for this task training data consists of multiple patterns, and
hence coactive nodes may also be due to multiple input patterns being present. A lower value of β− thus prevents
useful weight changes caused by incorrect representations being masked by spurious fluctuations due to multiple
input patterns. Note however, that it is not necessary to know a priori whether or not the training data contains
multiple patterns: the bars problem can be learnt with 100% success rate using β− = 1, also the overlapping
inputs problem can be learnt with 100% success rate using β− = 164 . Figure 5(a) illustrates the effect of changing
the learning rate. This figure shows the change, during learning, of the number of bars correctly represented by
the network. For a bar to be considered correctly represented exactly one node in the network must have strong
afferent weights from the pixels activated by that bar. Specifically, the sum of these weights must be at least twice
the sum of the weights connected to pixels activated by any other bar. The data shown is averaged over 25 trials,
and the error bars indicate the best and worst performance.
All the previous analysis has been performed on a network with 16 nodes. In general, it would not be known
a priori how many nodes were required to form a representation of a particular task. Hence, the algorithm must
also work when the number of nodes does not match the number of input features. A network containing 32 nodes
was tested 25 times using different randomly generated sequences of input patterns. In all these trials the network
found a solution to the bars problem. The slowest trial took 440 cycles to find a solution (slightly longer than the
worst trial with the 16-node network). Excess nodes generally remained uncommitted to representing any pattern
(i.e., all weights remained equal to their initial values). Occasionally, an excess node did form a slight preference
to a complex pattern containing multiple bars. A typical example of the weights learnt is shown in figure 6. The
representations formed in networks with excess nodes remained stable. We also tested a version of the algorithm
in which the number of nodes in the network was not fixed, but nodes (up to a maximum number, in this case
20) were added as required during training. This network began with two nodes. Whenever none of the nodes
remained uncommitted a new, uncommitted, node was added to the network. In the majority of 25 random trials
performed with this network it converged to a solution within 130 training cycles. In the slowest trial a solution
was found in 290 training cycles. This ‘constructive’ version of the algorithm thus learns more quickly than a
network with a fixed number of nodes. Figure 5(b) summarizes the results obtained for networks with different
numbers of nodes.
1Harpur and Prager (1996) used a slightly modified version of the original problem such that bars were active with probability 1
4
.
2Hochreiter and Schmidhuber (1999) used a version in which a 5 by 5 pixel image was used and bars appeared with probability 1
5
.
3Dayan and Zemel (1995) used the same task as Hochreiter and Schmidhuber (1999) except that horizontal and vertical bars could not
co-occur. Our network tested with data in which horizontal and vertical bars did not co-occur learnt a correct solution in 100% of 25 trials. In
the majority of trials a solution was found within 195 cycles.
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Figure 3: Representing multiple patterns: the bars problem. (a) Examples of typical input patterns used
in the bars problem. Bars on an 8x8 grid are active with probability 18 . Dark pixels indicate active inputs.
(b) The synaptic weights for the 16 nodes in a network after training with 50, 100, 150, 200 and 250
input patterns. The darkness of each pixel corresponds to the strength of that weight. (c) The response of
the network after training on 250 input patterns. The left-most column shows the input pattern, with the
remainder of each row showing the response of the network to this pattern. The size of the response of
each node, in the same order as the weights are shown in (b), is represented by the size of each square.
8
Figure 4: Failure cases for the bars problem. The network shown in figure 3 was tested with 100000
randomly generated patterns. All the 13 patterns for which it failed to respond correctly to are shown in
the left-most column. The remainder of each row shows the response of the network to this pattern. The
size of the response of each node, in the same order as the weights are shown in figure 3(b), is represented
by the size of each square.
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Figure 5: Effect of parameter changes in solving the bars problem. The change, during training, in the
number of bars correctly represented by exactly one node in the network. Lines show the mean for 25
trials with different randomly generated sequences of input patterns. Error bars show the best and worst
performance over all trials. (a) The effects of varying the learning rates. (b) The effects of varying the
number of nodes in the network.
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Figure 6: Typical receptive fields learnt by a 32-node network applied to the bars problem. Each square
shows the synaptic weights for a node after training for 500 cycles. The darkness of each pixel corre-
sponds to the strength of that weight.
All the above experiments have used noise free stimuli. Such perfect input data is unrealistic for real-world
problems. The performance of the pre-integration lateral inhibition network was thus tested on the bars problem,
as described above, but with zero-mean Gaussian noise added independently to each pixel value (pixel values were
clipped at zero and one). Two factors result in significantly slower learning when noisy data is used. Firstly, more
examples of input patterns are needed to allow the algorithm to distinguish signal from noise. Secondly, a lower
learning rate is needed in order to smooth out weight fluctuations caused by the noise. It was also found necessary
to use a network in which there were excess nodes, these nodes learnt random looking weights. A typical example
of the weights learnt are shown in figure 7(b). A 20-node network, with β = 0.25 and β− = 164 , was trained
25 times with different randomly generated sequences of 4000 input patterns. Figure 8 summarizes the results
obtained using data corrupted with vary degrees of noise. As the level of noise rises, the network is less reliable
at finding a solution, and takes longer to do so. Although for higher levels of noise, the network did not find a
solution, within 4000 training cycles, on every trial the performance is impressive considering the difficultly in
perceiving the bars under this level of noise (see figure 7(a)). For comparison, Charles and Fyfe (1998) report
on an algorithm with 100% success rate when the variance of the noise was 0.25 and 70% success rate when the
variance was 1.0. However, their network was trained for 100000 cycles. Hinton and Ghahramani (1997) report
that training required 10 passes through a set of 1000 images, but do not report the variance of the noise used, nor
the reliability with which a solution was found4.
4 Discussion
The above examples have shown that pre-integration lateral inhibition is capable of generating appropriate rep-
resentations based on the ‘knowledge’ stored in the synaptic weights of a neural network. Specifically, it can
represent overlapping patterns and it can respond to partial patterns such that the response is proportional to how
well that input matches the stored pattern. It is capable of generating a local encoding of individual input patterns
as well as responding simultaneously to multiple patterns, when they are present, in order to generate a factorial
or distributed encoding. Importantly, such a network is capable of efficiently learning such representations using
a simple, unsupervised, learning algorithm. In contrast, a network using post-integration lateral inhibition can
learn to represent mutually exclusive input patterns using winner-take-all type competition, but it has not been
shown how it can learn factorial codes except in cases where the input data meets very restrictive criteria. With
pre-integration lateral inhibition learning is reliable and fast. Calculating node activations is tractable, requiring a
polynomial-time algorithm, but is slightly slower than for post-integration lateral inhibition (computational com-
plexity increases from O(mn + n2) for post-integration lateral inhibition to O(mn2) for pre-integration lateral
inhibition).
We believe that the algorithm we have presented has sufficient computational qualities to make it interesting
as an artificial, self-organizing, neural network architecture. However, we also suggest that it has potential appli-
cation as a model of cortical information processing. Inhibitory synapses contacting cortical pyramidal cells are
concentrated on the soma and axon initial segment (Somogyi and Martin, 1985; Mountcastle, 1998) where they can
be equally effective at inhibiting responses to excitatory inputs stimulating any part of the dendritic tree (Spruston
et al., 1999). Such synapses could thus generate post-integration inhibition. However, inhibitory synapses also
contact the dendrites of cortical pyramidal cells (Kim et al., 1995; Rockland, 1998) and certain classes of interneu-
ron (e.g., double bouquet cells) specifically target dendritic spines and shafts (Mountcastle, 1998; Tamas et al.,
1997). Such contacts would have relatively little impact on excitatory inputs more proximal to the cell body or on
the action of synapses on other branches of the dendritic tree. Thus these synapses do not appear to contribute to
post-integration inhibition. However, such synapses are likely to have strong inhibitory effects on inputs within
the same dendritic branch that are more distal to the site of inhibition (Spruston et al., 1999; Borg-Graham et al.,
1998; Koch et al., 1983; Rall, 1964; Segev, 1995; Koch and Segev, 2000). Hence, they could potentially selec-
4Hinton and Ghahramani (1997) used a 6 by 6 image, bars appeared with probability 0.3, and horizontal and vertical bars could not
co-occur.
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(a)
(b)
Figure 7: The noisy bars problem. (a) Examples of input patterns used in the noisy bars problem. The
bars data is corrupted with zero-mean Gaussian noise, with variance 0.3, added independently to each
pixel value (pixel values were clipped at zero and one). The darkness of each pixels corresponds to the
strength of activation of that input.(b) Typical receptive fields learnt by a 20-node network applied to the
noisy bars problem (using noise with variance 0.3). Each square shows the synaptic weights for a node
after training for 4000 cycles. The darkness of each pixel corresponds to the strength of that weight.
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Figure 8: Effect of changing levels of noise in solving the bars problem. The change, during training,
in the number of bars correctly represented by exactly one node in the network. Lines show the mean
for 25 trials with different randomly generated sequences of input patterns. Error bars show the best
and worst performance over all trials. (a) The effects of varying the variance of the noise corrupting the
input data. (b) Table showing reliability (the percentage of trials for which a solution was found by the
end of 4000 training cycles), and speed (the number of training cycles required for the majority of trials
to have reached a solution). In trials that failed to find a solution the network represented most of the
bars (usually 15), hence the average number of bars represented, as shown in (a), is high even when the
reliability is low.
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tively inhibit specific groups of excitatory inputs. Related synapses cluster together within the dendritic tree so
that local operations are performed by multiple, functionally distinct, dendritic subunits before integration at the
soma (Koch and Segev, 2000; Segev and Rall, 1998; Segev, 1995; Ha¨usser et al., 2000; Ha¨usser, 2001; Mel, 1994,
1999). Dendritic inhibition could thus act to ‘block’ the output from individual functional compartments. If, for
modeling convenience, all the synapses contributing to a dendritic compartment are grouped together as a single
input then our algorithm can be viewed as a model of dendritic inhibition.
The idea embodied in our model is that pyramidal cells inhibit the activity of dendritic compartments in other
pyramidal cells within the same cortical area. This claim is anatomically plausible since it has been shown that
cortical pyramidal cells innervate inhibitory cell types which in turn form synapses on the dendrites of pyramidal
cells (Buhl et al., 1997; Tamas et al., 1997). Our model is also supported by recent physiological data. Wang
et al. (2000) report that blockade of GABAergic (inhibitory) synapses alters the selectivity of cells in monkey
inferotemporal cortex (area TE). Application of bicuculline methiodide (a GABAA receptor antagonist) results
in increased responses to certain image features but not others. “These results suggest that a substantial fraction
of excitatory inputs to TE neurons normally are not expressed because of GABAergic inhibition . . . the effects
of bicuculline on these neurons resulted from specific disinhibition of GABAergic synapses on the excitatory
inputs of particular stimulus features, rather than removal of nonspecific inhibition” (Wang et al., 2000). This
data is consistent with our model of dendritic inhibition but is difficult to account for with a model that uses only
post-integration inhibition.
As with models of post-integration lateral inhibition we have simplified reality by assuming that the role of
inhibitory cells can be approximated by direct inhibitory weights from excitatory cells. A more biologically accu-
rate model might include a separate inhibitory cell population. One potential implementation would allocate one
inhibitory neuron to each input or dendritic compartment (i). This inhibitory cell would receive weighted connec-
tions from each excitatory node. It would perform a max operation over these inputs and apply the resulting inhi-
bition equally to input i of every excitatory node. Using this scheme each input (or dendritic compartment) would
be inhibited by a single synapse. In sub-cortical structures, where axo-axonal, terminal-to-terminal, synapses are
common (Brown, 1991; Kandel et al., 1995), our model might have an even more direct biological implementation
since an excitatory neuron can directly inhibit the input to another neuron via an excitatory synapse on the axon
terminal of the input (‘pre-synaptic inhibition’) (Bowsher, 1970; Shepherd, 1990; Kandel et al., 1995).
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