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Etude de deux proble`mes quasiline´aires elliptiques
avec terme de source relatif a` la fonction ou a` son
gradient
Re´sume´
Dans ce manuscrit de the`se nous pre´sentons des nouveaux re´sultats concernant l’exis-
tence, la non-existence, la multiplicite´ et la re´gularite´ des solutions positives pour deux
proble`mes quasiline´aires elliptiques avec conditions de Dirichlet dans un domaine borne´.
Dans le chapitre 1 d’introduction, nous de´crivons les deux proble`mes que nous allons
e´tudier et nous donnons les principaux re´sultats. Le premier, d’inconnue u, comporte
un terme de source de gradient a` croissance critique. Le second, d’inconnue v, contient
un terme source d’ordre 0. Dans le chapitre 2 nous donnons des nouveaux re´sultats de
re´gularite´ des solutions renormalise´es utiles pour notre e´tude.
A l’aide d’un changement d’inconnue, nous e´tablissons un lien pre´cis entre les proble`mes
en u et v. Le chapitre 3 est consacre´ a` montrer ce lien et a` donner une premie`re application.
Dans les chapitres 4 et 5 nous traitons de l’existence de solutions, la solution extre´male
et sa re´gularite´, l’existence d’une deuxie`me solution borne´e du proble`me en v. Dans le
chapitre 6 nous de´montrons un re´sultat d’existence pour le proble`me en v avec des donne´es
mesures de Radon borne´es quelconques. Dans le chapitre 7 nous obtenons des nouveaux
re´sultats pour le proble`me en u en utilisant la connexion entre ces deux proble`mes.
Mots cle´s : proble`mes quasiline´aires elliptiques, p-Laplacien, mesures de Radon borne´es,
p-capacite´, topologie e´troite, topologie faible ∗, solution renormalise´e, solution atteignable,
solution minimale borne´e, solution extre´male, re´gularite´, multiplicite´, deuxie`me solution
borne´e, fonctionnelle d’Euler, solution semi-stable, ge´ome´trie de col, suites de Palais-
Smale.
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Study of two elliptic quasilinear problems with a
source term involving the function or its gradient
Abstract
In the thesis manuscript we present new results concerning existence, nonexistence,
multiplicity and regularity of positive solutions for two elliptic quasilinear problems with
Dirichlet data in a bounded domain. In chapter 1 we describe the two problems which we
study in the sequel and we give the main results. The first one, of unknown u, involves
a gradient term with natural growth. The second one, of unknown v, presents a source
term of order 0. In chapter 2 we give new regularity results for renormalized solutions.
Thanks to a change of unknown we establish a precise connection between problems
in u and v. Chapter 3 is devoted to show this connection and to give a first application.
In the chapters 4 and 5 we treat existence solutions, extremal solution and its regu-
larity, the existence of a second bounded solution for the problem in v. In chapter 6 we
prove a result of existence for the problem in v with general bounded Radon measures
data. In chapter 7 we obtain new results for the problem in u by using the connection
between these two problems.
Keywords : elliptic quasilinear problems, p-Laplacien, bounded Radon measures, p-
capacity, narrow topology, weak ∗ topology, renormalized solution, reachable solution,
minimal bounded solution, extremal solution, regularity, multiplicity, second bounded
solution, Euler function, semi-stable solution, geometry of Mountain Path, Palais-Smale
sequences.
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L’objectif de ce travail est de pre´senter des nouveaux re´sultats concernant l’existence,
la non-existence, la multiplicite´ et la re´gularite´ des solutions positives de deux classes
d’e´quations aux de´rive´es partielles elliptiques non line´aires faisant intervenir l’ope´rateur
p − Laplacien sur un domaine borne´ re´gulier. Graˆce a` un changement d’inconnue, nous
e´tablissons un lien pre´cis entre ces deux classes de proble`mes. Cette connexion sera le
point cle´ dans notre e´tude.
1 Proble`mes e´tudie´s
Soit Ω un domaine borne´ re´gulier de RN (N ≥ 2) et 1 < p ≤ N . Conside´rons les deux
proble`mes elliptiques non line´aires suivants
(Pu,λ)
{
−∆pu = β(u) |∇u|p + λf(x) dans Ω,
u = 0 sur ∂Ω,
(1.1)
et
(Pv,λ)
{
−∆pv = λf(x)(1 + g(v))p−1 dans Ω,
v = 0 sur ∂Ω.
(1.2)
ou`
• λ est un re´el strictement positif.
• β est une fonction de´finie sur un intervalle quelconque [0, L) satisfaisant
β ∈ C0([0, L)), L ≤ ∞, et β est positive, β 6≡ 0. (1.3)
• g est une fonction de´finie sur un intervalle quelconque [0,Λ) satisfaisant
g ∈ C1([0,Λ)), Λ ≤ ∞, g(0) = 0 et g est croissante, g 6≡ 0. (1.4)
• f est une fonction de´finie sur Ω satisfaisant
f ∈ L1(Ω), f ≥ 0 presque partout dans Ω. (1.5)
1.1 Changement d’inconnues et e´quivalence formelle
En partant du proble`me (Pu,λ) avec β satisfaisant (1.3), conside´rons le changement
d’inconnue v(x) = Ψ(u(x)), ou` Ψ est de´finie pour tout t ∈ [0, L) par :
Ψ(t) =
∫ t
0
eγ(θ)/(p−1)dθ, ou` γ(t) =
∫ t
0
β(θ)dθ. (1.6)
Notant Λ = Ψ(L), il est clair que Ψ est une bijection de [0, L) sur [0,Λ) . Nous de´finissons
sur [0,Λ) la fonction suivante :
τ ∈ [0,Λ) 7→ g(τ) = eγ(Ψ−1(τ))/(p−1) − 1. (1.7)
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La fonction g satisfait (1.4). Formellement, nous avons
∇v = Ψ′(u)∇u = eγ(u)/(p−1)∇u = eγ(Ψ−1(v))/(p−1)∇u = (1 + g(v))∇u,
et par suite
−∆pv = −div(|∇v|p−2∇v) = −div(eγ(u) |∇u|p−2∇u)
= −div(|∇u|p−2∇u)eγ(u) − γ′(u)eγ(u) |∇u|p
= (−∆pu− β(u) |∇u|p)eγ(u) = λf(x)(1 + g(v))p−1.
Donc nous obtenons formellement le proble`me (Pv,λ). D’autre part, en effectuant le chan-
gement de variable z = Ψ−1(s) nous trouvons∫ τ
0
β(Ψ−1(s))ds =
∫ Ψ−1(τ)
0
β(z)Ψ′(z)dz =
∫ Ψ−1(τ)
0
γ′(z)eγ(z)/(p−1)dz = (p− 1)g(τ).
pour tout τ ∈ [0, τ).
D’ou`
g(τ) =
1
p− 1
∫ τ
0
β(Ψ−1(s))ds,
donc
(p− 1)g′(τ) = β(Ψ−1(τ)) = β(t) avec t = Ψ−1(τ).
Aussi∫ τ
0
ds
1 + g(s)
=
∫ τ
0
e−γ(Ψ
−1(s))/(p−1)ds =
∫ Ψ−1(τ)
0
e−γ(z))/(p−1)Ψ′(z)dz = Ψ−1(τ),
donc Ψ−1 = H ou`
H(τ) =
∫ τ
0
ds
1 + g(s)
∀τ ∈ [0,Λ) . (1.8)
Ce qui permet d’effectuer le changement inverse : si g est une fonction qui satisfait (1.4),
nous conside´rons la fonction H de´finie par (1.8) et on note L = H(Λ) puis nous de´finissons
sur [0, L) une fonction β par :
t ∈ [0, L) 7→ β(t) = (p− 1)g′(H−1(t)). (1.9)
La fonction β satisfait (1.3) etH−1 = Ψ. Dans le proble`me (Pv,λ), effectuons le changement
d’inconnue u(x) = H(v(x)) nous obtenons le proble`me (Pv,λ).
Donc il y a une bijection T entre la classe des fonctions β satisfaisant (1.3) et la classe
des fonctions g satisfaisant (1.4) et une correspondance formelle entre les deux proble`mes
(Pu,λ) et (Pv,λ).
Dans les cas ou` L =∞, les fonctions γ et Ψ sont bien connues dans l’e´tude du proble`me
(Pu,λ). Dans le cas Λ = ∞ la fonction H est connue dans l’e´tude de (Pv,λ), mais elle est
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apparemment rarement utilise´e pour obtenir le proble`me (Pu,λ), meˆme dans le cas p = 2.
Notre premier but a e´te´ de donner un sens a` ce changement d’inconnue. Par exemple,
dans le cas L = ∞, si u ∈ W 1,p0 (Ω) ∩ L∞(Ω) est une solution au sens des distributions
du proble`me (Pu,λ) alors Λ =∞ et v = Ψ(u) ∈ W 1,p0 (Ω) ∩ L∞(Ω) et elle est une solution
au sens des distributions du proble`me (Pv,λ), ou` g est de´finie par (1.4). A` part de cette
situation, une solution du proble`me (Pu,λ) n’est pas ne´cessairement re´gulie`re meˆme pour
des fonctions β et f qui sont borne´es et par suite v = Ψ(u) risque fortement d’avoir moins
de re´gularite´ puisque v croˆıt beaucoup plus vite que u. Cela est montre´ par l’exemple
explicite de la sous-section suivante.
1.2 Complexite´
L’exemple le plus simple est la fonction constante β = p− 1 :{
−∆pu = (p− 1) |∇u|p + λf(x) dans Ω,
u = 0 sur ∂Ω.
(1.10)
Posons v = eu − 1. Formellement nous obtenons le proble`me{
−∆pv = λf(x)(1 + v)p−1 dans Ω,
v = 0 sur ∂Ω.
(1.11)
et nous pouvons revenir de v vers u par u = ln(1 + v).
Un exemple, duˆ a` [16], montre que cette correspondance est plus complique´e : conside´rons
f = 0 et Ω = B(0, 1), p < N, l’e´quation 1.10 admet la solution u0 ≡ 0, correspondant a`
v0 ≡ 0 ; mais elle admet une infinite´ d’autres solutions. En effet, pour tout m ∈ (0, 1), la
fonction
um(x) = ln
(
(1−m)−1(|x|−(N−p)/(p−1) −m
)
), (1.12)
appartient a` W 1,p0 (Ω), sa singularite´ logarithmique en 0 n’apparaˆıt pas dans D′ (Ω) et elle
est solution du proble`me (1.10) dans D′ (Ω). La fonction vm = eum − 1 satisfait{
−∆pvm = Km,Nδ0 dans D′ (Ω) ,
vm = 0 sur ∂Ω,
ou` δ0 est la masse de Dirac concentre´e en 0, et Km,N > 0, donc vm 6∈ W 1,p0 (Ω).
Cela montre que l’apparition de donne´es mesures pre´sente une vraie complexite´, mais elle
nous a permis a` suivre la de´marche suivante :
E´tape 1. Nous pre´cisons une connexion entre les proble`mes (Pu,λ) et (Pv,λ), avec la
possibilite´ de l’apparition de donne´es mesures.
E´tape 2. Nous e´tudions les proble`mes (Pv,λ) sans ou avec donne´es mesures.
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E´tape 3. Nous tirons les conse´quences sur le proble`me (Pu,λ).
De plus, nous allons commencer par e´tablir des re´sultats de non-existence de solutions
pour le proble`me (Pu,λ), puis nous de´duisons les conse´quenses sur (Pv,λ) avec et sans
donne´es mesures. Graˆce a` cet e´change, nous obtenons des nouvelles re´sultats d’existence
ou de non-existence ou de multiplicite´ ou de re´gularite´, non seulement pour le proble`me
(Pu,λ) mais aussi pour le proble`me (Pv,λ).
Avant de pre´senter nos re´sultats, nous rappelons quelques re´sultats de´ja` connus pour
les proble`mes du type (Pu,λ) et (Pv,λ).
1.3 Historique
Proble`me (Pu,λ). Beaucoup d’auteurs ont traite´s des proble`mes quasi-line´aires dont
l’exemple type est le proble`me (Pu,λ). Parmi eux, nous mentionnons les re´sultats de [4],
[5] pour le cas p = 2, [15], [16] pour des ope´rateurs quasi-line´aires ge´ne´raux, quand β
est de´finie sur R tout entier, a` valeurs re´els non ne´cessairement positives, mais qui est
borne´e. Le proble`me (Pu,λ) a e´te´ e´tudie´ dans [1] pour p = 2 et β plus ge´ne´rale, definie
sur [0,∞), telle que lim inf
t→∞
β(t) > 0, voir aussi les re´fe´rences dans cet article. Pour p > 1
quelconque, le proble`me a e´te´ traite´ dans [28] dans le cas ou` β est de´finie sur R tout
entier, et β ∈ L1(R) avec une donne´e mesure quelconque, et dans [27] avec β de signe
quelconque, avec des hypothe`ses fortes sur |β|.
Proble`me (Pv,λ). La litte´rature sur l’e´tude des e´quations du type (Pv,λ) dans le cas
Λ = ∞ est tre`s riche, surtout quand g est convexe, sur-line´aire, p = 2 et f est borne´e.
Trois points essentiels peuvent eˆtre aborde´s pour ce type de proble`me :
(1) De´terminer l’intervalle [0, λ∗) de λ pour laquelle il existe au moins une solution
variationnelle v ∈ W 1,p0 (Ω), et l’intervalle [0, λb) de λ pour laquelle il existe une solution
minimale borne´e v ∈ W 1,p0 (Ω) ∩ L∞ (Ω) . Il est e´vident que 0 ≤ λb ≤ λ∗ ≤ ∞. Naturel-
lement, une question importante se pose : est-ce-que λ∗ = λb? Quand λ∗ < ∞, que se
passe-t-il pour λ grand ?
(2) Les proprie´te´s de re´gularite´ de la limite de ces solutions, dite fonction extre´male :
est-elle une solution du proble`me limite, et dans quel sens ? est-elle dans W 1,p0 (Ω), est-elle
borne´e ?
(3) L’existence de deux solutions borne´es dans W 1,p0 (Ω) quand g est sous critique par
rapport a` l’exposant de Sobolev Q∗ = p∗ − 1, ou` p∗ = pN
N − p .
Les premiers mode`les types qui ont e´te´ e´tudie´s sont le cas de l’exponentielle g(v) =
ev − 1 et le cas de la puissance g(v) = vq. Dans ces cas avec p = 2, mentionnons les
re´sultats de [11] et [23]. Le cas d’une non-line´arite´ g plus ge´ne´rale avec p = 2 a e´te´ e´tudie´
par [6], [7] et plus re´cemment [1]. De nombreux articles traitent de la re´gularite´ L∞(Ω)
de la solution extre´male, voir [8] et les re´fe´rences dans cet article. Les travaux de [18],
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[19], [17], [8], [9] et [10] ont donne´ des extentions pour le cas ge´ne´ral p > 1. Concernant
l’existence d’une deuxie`me solution variationnelle borne´e, elle a e´te´ obtenue pour des non-
line´arite´s de la forme d’une puissance de type concave-convexe, voir [2], [20]. Dans [1], on
donne des re´sultats pour une fonction ge´ne´rale convexe g dans le cas p = 2. Ces re´sultats
seront repris et pre´cise´s dans la suite. Dans [17], on donne des re´sultats dans le cas d’une
puissance et p > 1.
2 Description par chapitre des re´sultats principaux
Nous regroupons nos re´sultats en six chapitres :
- Chapitre 2 : ”Solutions renormalise´es et solutions atteignables”.
- Chapitre 3 : ”Connexion entre les deux proble`mes (Pu,λ) et (Pv,λ)”.
- Chapitre 4 : ”Existence de solutions pour le proble`me (Pv,λ)”.
- Chapitre 5 : ”Existence d’une deuxie`me solution et solution extre´male”.
- Chapitre 6 : ”Etude du proble`me (Pv,λ) avec donne´es mesures quelconques”.
- Chapitre 7 : ”Applications au proble`me (Pu,λ) sans et avec donne´es mesures”.
2.1 Connexion entre les proble`mes (Pu,λ) et (Pv,λ)
Chapitre 2 : Solutions renormalise´es et solutions atteignables.
Dans le chapitre 2, nous rappelons des notions et de quelques proprie´te´es des solutions
renormalise´es et solutions atteignables du proble`me{
−∆pU = µ dans Ω,
U = 0 sur ∂Ω,
ou` µ est une mesure de Radon borne´e sur Ω. Nous re´fe´rons principalement aux deux
papiers re´cents [14] et [13].
Notons que l’unicite´ des solutions de cette e´quation reste un proble`me ouvert lorsque
p 6= 2, N et la partie singulie`re de µ est non-nulle, voir les re´sultats re´cents de [24] et
[22] ; et c’est une grande difficulte´ que nous rencontrons dans l’e´tude des proble`mes avec
donne´es mesures. Pour les solutions renormalise´es, il s’ajoute une deuxie`me difficulte´ qui
est la restriction de la stabilite´ d’une suite de solutions renormalise´es a` une approximation
particulie`re pour la mesure µ.
Quand µ = F ∈ Lm(Ω) pour un m > 1, nous donnons des nouveaux re´sultats de
re´gularite´ dans le lemme 2.3.3 et la proposition 2.3.4, ou` de plus F de´pend de U . Quand
F ∈ L1loc(Ω) et F ≥ 0, nous e´tablissons dans le lemme 2.3.6 des estimations locales pour
le second membre F par rapport a` la solution U .
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Chapitre 3 : Connexion entre les proble`mes (Pu,λ) et (Pv,λ).
Dans le chapitre 3, nous de´finissons une bijection entre la classe des fonction β satisfai-
sant (1.3) et la classe des fonction g satisfaisant (1.4) et nous donnons quelques proprie´te´s
e´le´mentaires de cette bijection. D’apre`s l’expression (1.8), l’intervalle [0, L) de de´finition
de β est de longueur finie si et seulement si 1/(1 + g) ∈ L1((0,Λ)). Comme conse´quence
de (1.9), β est croissante si et seulement si g est convexe. Nous donnons des exemples
explicites remarquables. Quelques fonctions β correspondent a` des proble`mes bien connus
en v, parmi lesquelles :
−∆pv = λfev, −∆pv = λf(1 + v)Q, Q > p− 1,
ou` β a une asymptote, ou
−∆pv = λf(1 + v)Q, Q < p− 1, −∆pv = λf(1 + v)(1 + ln(1 + v))p−1,
ou` β est de´finie sur [0,∞) .
Ensuite, nous montrons un re´sultat principal qui donne le the´ore`me suivant de
connexion entre les proble`mes (Pu,λ) et (Pv,λ). Notons parMb(Ω) l’ensemble des mesures
de Radon borne´es , Ms(Ω) le sous-ensemble des mesures concentre´es sur un ensemble
de p-capacite´ nulle, dites singulie`res ; et M+b (Ω) et M+s (Ω) sont les sous-ensembles de
mesures positives.
The´ore`me 2.1 (i) Soit g une fonction satisfaisant (1.4) et H et β les deux fonctions
de´finies par (1.8) et (1.9). Supposons que v est une solution renormalise´e du proble`me{
−∆pv = λf(x)(1 + g(v))p−1 + µs dans Ω,
v = 0 sur ∂Ω,
(2.1)
telle que 0 ≤ v(x) < Λ presque partout dans Ω, ou` µs ∈M+s (Ω). Alors il existe une mesure
singulie`re positive αs ∈ M+s (Ω) , telle que u = H(v) est une solution renormalise´e du
proble`me {
−∆pu = β(u) |∇u|p + λf(x) + αs dans Ω,
u = 0 sur ∂Ω.
(2.2)
De plus si µs = 0, alors αs = 0.
Si Λ <∞, alors µs = αs = 0 et u, v ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
Si L <∞ = Λ, alors αs = 0 et u ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
Si L = ∞ = Λ et g n’est pas borne´e, alors αs = 0; si g est borne´e, alors αs =
µs
(1 + g(∞))p−1 .
(ii) Soit β une fonction satisfaisant (1.3) et Ψ et g les deux fonctions de´finies par
(1.6) et (1.7). Supposons que u est une solution renormalise´e du proble`me (2.2), telle
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que 0 ≤ u(x) < L presque partout dans Ω, ou` αs ∈ M+s (Ω). Alors il existe une mesure
µ ∈M+b (Ω), telle que v = Ψ(u) est une solution atteignable du proble`me{
−∆pv = λf(x)(1 + g(v))p−1 + µ dans Ω,
v = 0 sur ∂Ω;
(2.3)
d’ou` l’e´quation est satisfaite dans D′ (Ω) et plus pre´cise´ment, pour tout h ∈ W 1,∞(R) telle
que h′ soit a` support compact, et tout ϕ ∈ D(Ω), on a∫
Ω
|∇v|p−2∇v.∇(h(v)ϕ)dx = λ
∫
Ω
h(v)ϕf(x)(1 + g(v))p−1dx+ h(∞)
∫
Ω
ϕdµ. (2.4)
De plus si L <∞, alors αs = 0 et u ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
Si Λ <∞, alors αs = µ = 0 et u, v ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
Si L = ∞ et β 6∈ L1((0,∞)), alors αs = 0; si β ∈ L1((0,∞)), alors µ = eγ(∞)αs est
singulie`re , et v est une solution renormalise´e.
Si p = 2, ou p = N, alors en tout cas µ est singulie`re et v est une solution renormalise´e.
Ce the´ore`me pre´cise et e´tend largement les re´sultats de [1, the´ore`mes 4.2 et 4.3] ou`
p = 2 et β est de´finie sur [0,∞) et lim inf
t→+∞
β(t) > 0. Nos de´monstrations sont diffe´rentes,
elles sont base´es sur les e´quations satisfaites par les troncatures de u et v. Le fait
que αs = 0 quand β 6∈ L1((0,∞)) ame´liore quelques re´sultats de [28].
Premie`re application. Conside´rons le cas β constant e´gal a` p − 1 et la fonction
correspondante g(v) = v et supposons que f satisfait (1.5) avec f 6≡ 0. Nous donnons des
re´sultats d’existence et d’unicite´ pour le proble`me (1.11) en v et nous les traduisons sur
le proble`me (1.10) en u, en utilisant le the´ore`me 2.1. Nous obtenons des re´sultats de non-
existence pour le proble`me (1.10) en u et nous de´duisons des re´sultats de non-existence
pour le proble`me (1.11) en v, en utilisant (i) du the´ore`me 2.1. L’existence est lie´e a` un
proble`me de valeur propre avec le poids f,{
−∆pw = λf(x) |w|p−2w dans Ω,
w = 0 sur ∂Ω,
et plus pre´cise´ment a` sa premie`re valeur propre de´finie par
λ1(f) = inf
w∈W 1,p0 (Ω)
w 6=0
∫
Ω
|∇w|p dx∫
Ω
f |w|p dx . (2.5)
Nous montrons le re´sultat d’existence et d’unicite´ et de re´gularite´ suivant :
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The´ore`me 2.2 Supposons que g(v) = v. Si 0 < λ < λ1(f) alors il existe une solution
unique v0 ∈ W 1,p0 (Ω) du proble`me (1.11).
Si f ∈ LN/p(Ω), alors v0 ∈ Lk(Ω) pour tout k > 1.
Si f ∈ Lr(Ω), r > N/p, alors v0 ∈ L∞(Ω).
En se servant du the´ore`me 2.1, nous obtenons le re´sultat suivant pour le proble`me en u :
Corollaire 2.3 Supposons que β = p − 1. Si 0 < λ < λ1(f) alors il existe une unique
solution u0 ∈ W 1,p0 (Ω) de (1.10) telle que eu0 − 1 ∈ W 1,p0 (Ω).
Si f ∈ LN/p(Ω), alors u0 ∈ Lk(Ω) pour tout k > 1.
Si f ∈ Lr(Ω), r > N/p, alors u0 ∈ L∞(Ω).
Concernant la non-existence, nous e´tablissons pour le proble`me (1.10) le re´sultat suivant :
The´ore`me 2.4 Supposons que β = p − 1. Si λ > λ1(f) ≥ 0, ou λ = λ1(f) > 0 et
f ∈ LN/p(Ω), p < N, alors le proble`me (1.10), n’admet pas de solution renormalise´e.
En utilisant (i) du the´ore`me 2.1, nons obtenons le re´sultat suivant pour le proble`me
(1.11) :
Corollaire 2.5 Supposons que g(v) = v. Si λ > λ1(f) ≥ 0, ou λ = λ1(f) > 0 et
f ∈ LN/p(Ω), p < N, alors le proble`me (1.11), n’admet pas de solution renormalise´e.
Dans le the´ore`me suivant, nous citons un re´sultat d’existence ou non-existence pour le
proble`me (1.11) avec donne´e mesure dans le second membre. Ce the´ore`me est un cas
particulier d’un re´sultat plus ge´ne´ral que nous e´tablirons dans le chapitre 6 ou` nous
e´tudierons des proble`mes plus ge´ne´raux avec des donne´s mesures quelconques.
The´ore`me 2.6 Supposons que f ∈ Lr(Ω), r > N/p. Si 0 < λ < λ1(f) alors pour toute
mesure positive singulie`re µs ∈M+s (Ω), il existe une solution renormalise´e vs du proble`me{
−∆pvs = λf(x)(1 + vs)p−1 + µs dans Ω,
vs = 0 sur ∂Ω;
(2.6)
Si λ > λ1(f) ≥ 0, ou λ = λ1(f) > 0 et f ∈ LN/p(Ω), p < N, alors le proble`me (2.6),
n’admet pas de solution renormalise´e.
En appliquant (i) du the´ore`me 2.1, nous trouvons un re´sultat de forte multiplicite´ de
solutions pour le proble`me (1.10) :
Corollaire 2.7 Supposons que f ∈ Lr(Ω), r > N/p. Si 0 < λ < λ1(f) alors il existe une
infinite´ de solutions us = ln(1 + vs) ∈ W 1,p0 (Ω) de (1.10), mois re´gulie`res que u0.
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Extension. Le fait que f ne de´pend pas de u ou de v n’est pas utilise´ dans la
de´monstration du the´ore`me de connexion 2.1, nous utiliserons seulement l’hypothe`se (1.5)
sur f . Nous pouvons donc supposer que f de´pend aussi de u ou v. Si u est une solution
du proble`me de la forme
−∆pu = β(u) |∇u|p + λf(x, u),
ou` f(x, u) ∈ L1(Ω), f(x, u) ≥ 0, alors v ve´rifie formellement l’e´quation
−∆pv = λf(x,H(v))(1 + g(v))p−1.
Re´ciproquement, si v est une solution du proble`me de la forme
−∆pv = λf(x, v)(1 + g(v))p−1,
alors u est formellement une solution de
−∆pu = β(u) |∇u|p + λf(x,Ψ(u)).
Ce qui e´tend largement le domaine des applications de notre re´sultat, voir le chapitre 7.
2.2 Etude du proble`me (Pv,λ) sans mesure
Chapitre 4 : Existence de solutions pour le proble`me (Pv,λ).
Dans le chapitre 4, nous e´tudions l’existence ou non des solutions du proble`me (Pv,λ)
pour une fonction g ge´ne´rale, sans donne´e mesure. Il est facile de montrer a` l’aide de sur
et sous solutions que l’ensemble des λ pour laquelle il existe une solution dans W 1,p0 (Ω)
est un intervalle [0, λ∗) et l’ensemble des λ pour laquelle il existe une solution minimale
vλ ∈ W 1,p0 (Ω) ∩ L∞(Ω) telle que ‖vλ‖L∞(Ω) < Λ est un intervalle [0, λb) .
La premie`re interrogation importante est de savoir si λb = λ
∗. Notre re´sultat principal
de ce chapitre re´pond positivement a` cette question lorsque g est convexe au voisinage
de Λ, sous des hypothe`ses approprie´es sur f . Nous e´tendons le re´sultat bien connu de [6]
relatif au cas p = 2, et nous ame´liorons aussi le re´sultat de [9] pour p > 1.
The´ore`me 2.8 Supposons que g satisfait (1.4) et g est convexe au voisinage de Λ, et
f ∈ Lr (Ω) , r > N/p. Alors il existe un re´el λ∗ > 0 tel que
(i) pour λ ∈ (0, λ∗) il existe une solution minimale borne´e vλ de (Pv,λ) telle que
‖vλ‖L∞(Ω) < Λ.
(ii) pour λ > λ∗ il n’existe pas de solutions renormalise´e de (Pv,λ) .
En particulier on a λb = λ
∗.
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Donc pour λ > λ∗, non seulement il n’existe pas de solutions variationnelles, mais encore
il n’existe pas de solutions renormalise´es, ce qui est nouveau pour p 6= 2. Il est remar-
quable que notre de´monstration utilise le proble`me (Pu,λ) et elle est base´e sur le the´ore`me
d’e´change 2.1. Un re´sultat plus ge´ne´ral est donne´ dans le the´ore`me 4.3.3.
Chapitre 5 : Existence d’une deuxie`me solution et solution extre´male.
Dans le chapitre 5, nous e´tudions deux nouvelles questions importantes quand Λ =∞.
La premie`re porte sur l’existence d’une deuxie`me solution variationnelle quand g est
sur-line´aire et sous-critique par rapport a` l’exposant de Sobolev. Plus pre´cisement, nous
supposons que g satisfait
MQ = lim sup
s→+∞
g(s)p−1
sQ
<∞, (2.7)
pour un certain Q < Q∗ ou`
Q∗ = p∗ − 1 = N(p− 1) + p
N − p (Q
∗ =∞ si p = N).
Nous de´finissons sur R une fonction ϕ :
ϕ(t) = (1 + g(t+))p−1 ∀t ∈ R,
ou` t+ = max(0, t). Nous conside´rons une primitive de ϕ :
Φ(t) =
∫ t
0
ϕ(s)ds =
∫ t
0
(1 + g(s+))p−1ds ∀t ∈ R.
Nous montrons qu’il existe au moins deux solutions variationnelles borne´es dans les cas
du the´ore`me suivant :
The´ore`me 2.9 Supposons que g est de´finie sur [0,∞) , et lim
t−→∞
g(t)/t = ∞, et que g
satisfait la condition de croissance (2.7) avec Q < Q∗, et f ∈ Lr(Ω) avec (Q+ 1)r′ < p∗.
Alors
(i) Si g est convexe au voisinage de ∞, il existe λ0 > 0 tel que pour tout λ < λ0, il existe
au moins deux solutions v ∈ W 1,p0 (Ω) ∩ L∞(Ω) de (Pv,λ).
(ii) Si p = 2 et g est convexe, ou si f ∈ L∞(Ω) et g satisfait la condition d’Ambrosetti-
Rabinowitz
lim inf
t→∞
tϕ(t)
Φ(t)
= k > p,
alors pour tout λ ∈ (0, λb) il existe au moins deux solutions v ∈ W 1,p0 (Ω) ∩ L∞(Ω) de
(Pv,λ).
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Notre re´sultat est nouveau meˆme pour p = 2, ame´liore les re´sultats de [1] ou` les
contraintes sur g sont fortes , et nos preuves sont simplifie´es. Dans le cas p > 1 et g est
de type puissance, il re´sout la conjecture de [17] que λ0 = λb.
La deuxie`me question est la re´gularite´ de la fonction extre´male de´finie, quand λb <∞,
par
v∗ = lim
λ↗λb
vλ.
Est-elle une solution du proble`me limite (Pv,λb) , et dans quel sens ? Est-elle variationnelle,
est-elle borne´e ?
Sous des hypothe`ses de convexite´ nous e´tendons quelques re´sultats de [25] , [29] et [1]
et, en particulier, nous montrons que la solution extre´male est borne´e dans le cas ou` g
satisfait (2.7) avec Q < Q1 ou`
Q1 =
(p− 1)N
N − p (Q1 =∞ si p = N).
The´ore`me 2.10 Supposons que g satisfait (1.4) avec Λ = ∞ et lim
t−→∞
g(t)/t = ∞, et g
est convexe au voisinage de ∞ ; et f ∈ Lr (Ω) , r > N/p.
Alors la fonction extre´male v∗ = lim
λ↗λ∗
vλ est une solution renormalise´e de (Pv,λ∗).
De plus
(i) Si N < p(1 + p′)/(1 + p′/r), alors v∗ ∈ W 1,p0 (Ω).
Si N < pp′/(1 + 1/(p− 1)r), alors v∗ ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
(ii) Si (2.7)est satisfaite avec Q < Q1, et f ∈ Lr(Ω) avec Qr′ < Q1, ou si (2.7) est
satisfaite avec Q < Q∗, et f ∈ Lr(Ω) avec (Q+ 1)r′ < p∗, alors v∗ ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
La preuve re´sulte du the´ore`me 5.4.10, des propositions 5.4.11, 5.4.15 et 5.4.16. Sans hy-
pothe`se de convexite´ sur g, nous obtenons un re´sultat local, voir le the´ore`me 5.4.6. La
preuve est base´e sur un re´sultat de re´gularite´ de [3] et l’ine´galite´ de Harnack faible.
2.3 Proble`me (Pv,λ) avec mesure et retour sur le proble`me (Pu,λ)
Chapitre 6 : Etude du proble`me (Pv,λ) avec donne´e mesure quelquonque
Dans le chapitre 6, nous e´tudions l’existence de solutions pour le proble`me (Pv,λ) avec
donne´e mesure dans le second membre , ce qui ne´cessite une condition de croissance forte
sur g : (2.7) avec Q < Q1. Nous obtenons le re´sultat suivant :
The´ore`me 2.11 Supposons que g est de´finie sur [0,∞) , et f ∈ Lr(Ω) avec r > N/p.
Soit µ ∈M+b (Ω) quelconque.
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(i) Supposons que (2.7) est satisfaite pour Q = p − 1 et Mp−1λ < λ1(f), ou pour un
Q < p− 1 et Qr′ < Q1. Alors le proble`me{
−∆pv = λf(x)(1 + g(v))p−1 + µ dans Ω,
v = 0 sur ∂Ω,
admet une solution renormalise´e.
(ii) Supposons que g satisfait (2.7) pour un Q ∈ (p− 1, Q1) et Qr′ < Q1. il existe une
solution renormalise´e pour le proble`me pre´ce´dent si λ et |µ| (Ω) sont suffisamment petits.
Plus ge´ne´ralement, nous donnons des re´sultats d’existence de solutions U de signe
quelconque pour des proble`mes de la forme{
−∆pU = λh(x, U) + µ dans Ω,
U = 0 sur ∂Ω,
ou` µ ∈Mb(Ω), et
|h(x, U)| ≤ f(x)(1 + |U |Q).
Dans le the´ore`me 6.1.1, nous ame´liorons les re´sultats annonce´s dans [21] et nos de´monstrations
sont plus pre´cises. Dans la proposition 6.1.2, nous donnons un re´sultat de non-existence
base´ sur le lemme 6.1.3 duˆ a` Ponce [26].
Chapitre 7 : Applications au proble`me (Pu,λ)
Dans le chapitre 7, nous revenons au proble`me (Pu,λ) pour un β quelconque satisfaisant
(1.3). Dans la premie`re section, nous donnons des re´sultats d’existence, de re´gularite´,
d’unicite´ ou de multiplicite´ en utilisant le the´ore`me 2.1 et les re´sultats des chapitres 4, 5
et 6. Notons que l’exemple de multiplicite´ de solutions que nous avons cite´ dans la section
1.2 est un phe´nome`ne plus ge´ne´ral ; en particulier dans le cas λf = 0 le proble`me (Pu,λ)
admet une infinite´ de solutions si β /∈ L1(0,∞). Si λf = 0 et β ∈ L1(0,∞) alors la
solution triviale est l’unique solution de (Pu,λ) .
Dans la deuxie`me section nous analysons le sens de la condition de croissance (2.7) sur la
fonction g en termes de β. Il a e´te´ conjecture´ que si β satisfaisant (1.3) avec L = ∞, et
est croissante avec lim
t→∞
β(t) = ∞, la fonction correspondante g satisfait la condition de
croissance (2.7) pour un Q > p − 1 (voir [1] et [12]). Nous montrons que la conjecture
est fausse , et nous donnons des conditions suffisantes assurant (2.7).
Dans la troisie`me section, en remarquant que nous pouvons e´tendre le the´ore`me 2.1
sur des fonctions f qui de´pendent de u, nous donnons une application simple sur cette ex-
tension, voir le corollaire 7.3.2. Aussi nous donnons dans le corollaire 7.3.4 une application
du the´ore`me 2.1 pour des proble`mes ayant une autre puissance du terme gradiant.
Finalement, dans la dernie`re section nous donnons un re´sultat d’existence pour des
proble`mes plus ge´ne´raux, voir le the´ore`me 7.4.1.
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2.1 Introduction
Dans ce chapitre nous pre´cisons les notions de solutions qui nous seront utiles pour
e´tablir nos re´sultats dans les chapitres suivantes. Nous rappellons de la de´finition et
de quelques proprie´te´s fondamentales d’une solution renormalise´e, pour les de´tails nous
re´fe´rons au papier re´cent [13]. Les proprie´te´s les plus importantes qui seront des points
cle´s dans nos de´monstrations sont les e´quations satisfaites par les troncatures d’une so-
lution renormalise´e (voir la de´finition 2.2.11) et la stabilite´ des solutions renormalise´es
sous une sorte de convergence pre´cise pour les mesures (voir le the´ore`me 2.2.12). Une
deuxie`me notion de solutions plus faible que la pre´ce´dente qui sera utilise´e est la solution
atteignable, nous re´fe´rons a` [12].
Dans la section 2.2, nous donnons quelques proprie´te´s de re´gularite´ pour les solutions
renormalise´es.
Dans la section 2.3, nous e´tablissons des re´sultats de re´gularite´ standard quand le second
membre est dans Lm(Ω) avecm > 1, voir le lemme 2.3.3 e´tendant des re´sultats pre´ce´dents.
Dans la proposition 2.3.4 nous montrons, en utilisant un argument de bootstrap pour cer-
tains cas, des re´sultats de re´gularite´ sous des hypothe`ses de croissance sur le second
membre avec un poids f ∈ Lr(Ω) avec r > 1. Finalement, en adaptant l’ide´e de [7, Pro-
position 2.1], nous montrons dans le lemme 2.3.6 une estimation locale par rapport a` U
du second membre de −∆U = F , lorsque F ∈ L1loc(Ω) et F ≥ 0.
2.2 Notions de solutions
2.2.1 Solutions renormalise´es
2.2.1.1 Capacite´s et Mesures de Radon
Tout d’abord, nous citons quelques outils ne´cessaires pour introduire la notion des
solutions renormalise´es. Pour plus de de´tails nous re´fe´rons a` l’article de base [13].
De´finition 2.2.1 on de´signe par la p-capacite´ d’un ensemble B ⊆ Ω par rapport a` Ω la
quantite´ capp(B,Ω) donne´ par
1. La p-capacite´ d’un ensemble compact K de Ω est de´finie par
capp(K,Ω) = inf
{∫
Ω
|∇ϕ|p dx : ϕ ∈ D(Ω), ϕ ≥ 1 surK
}
2. La p-capacite´ d’un ensemble ouvert O de Ω est de´finie par
capp(O,Ω) = sup
{
capp(K,Ω), K compact, K ⊆ O
}
3. La p-capacite´ d’un ensemble B de Ω est de´finie par
capp(B,Ω) = inf
{
capp(O,Ω), O ouvert, B ⊆ O
}
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Maintenant, notons par Mb(Ω) l’espace des mesures de Radon sur Ω ayant une va-
riation totale borne´e. Pour µ ∈ Mb(Ω), on note par µ+, µ− et|µ| sa partie positive, sa
partie negative et sa variation totale respectivement . On noteM+b (Ω) le sous-ensemble
de mesures positives.
Une mesure µ ∈ Mb(Ω) est dite absolument continue par rapport a` la p-capacite´ si
µ(B) = 0 pour tout bore´lien B ⊆ Ω tel que capp(B,Ω) = 0. Soit M0(Ω) l’ensemble
des mesures absolument continues deMb(Ω). On noteM+0 (Ω) le sous-ensemble de
mesures absolument continues positives.
On dit q’une mesure µ ∈ Mb(Ω) est singulie`re par rapport a` la p-capacite´ si il existe
un bore´lien E ⊂ Ω, avec capp(E,Ω) = 0,tel que µ(B) = µ(B ∩ E) pour tout bore´lien
B ⊆ Ω. On dit que µ est concentre´e sur un ensemble de capacite´ nulle. L’ensemble des
mesures singulie`res est note´ parMs(Ω). On noteM+s (Ω) le sous-ensemble de mesures
singulie`res positives.
Soit µ ∈Mb(Ω). Parmi les proprie´te´s principales des mesures de Radon borne´es, les deux
suivantes sont bien connues :
1. Il existe une unique couple de mesures (µ0, µs) avec µ0 ∈ M0(Ω) et µs ∈ Ms(Ω)
telle que
µ = µ0 + µs,
( voir [16, Lemme 2.1]) . De plus, si µ ≥ 0 alors µ0 ≥ 0 et µs ≥ 0.
2. Toute mesure µ ∈ Mb(Ω) appartient a` M0(Ω) si et seulement si µ ∈ L1(Ω) +
W−1,p
′
(Ω) (voir [9, The´ore`me 2.1]). Cela veut dire que si µ ∈ M0(Ω), il existe
h ∈ L1(Ω) et g ∈ (Lp′(Ω))N , tel que µ = h− div(g) au sens des distributions et on
a ∫
Ω
ϕdµ =
∫
Ω
hϕ dx+
∫
Ω
g · ∇ϕdx,
pour tout ϕ ∈ W 1,p0 (Ω)∩ L∞(Ω). Notons que cette de´composition n’est pas unique
puisque L1(Ω) ∩ W−1,p′(Ω) 6= {0} .
Remarque 2.2.2 En particulier, pour h = 0, on obtient une formule d’inte´gration par
parties : ∫
Ω
div(g)ϕdx = −
∫
Ω
g · ∇ϕdx,
pour tout g ∈ (Lp′(Ω))N telle que div(g) ∈ L1(Ω) et pour tout ϕ ∈ W 1,p0 (Ω) ∩ L∞(Ω).
Graˆce a` [10], cette formule a lieu pour tout g ∈ (Lp′(Ω))N et ϕ ∈ W 1,p0 (Ω) satisfaisant
div(g)ϕ ≥ G presque partout dans Ω, pour une certaine fonction G ∈ L1(Ω).
Mentionnons les deux types suivants de convergence de mesure :
De´finition 2.2.3 1. On dit qu’une suite de mesure µn ∈Mb(Ω) converge e´troitement
vers µ ∈Mb(Ω) si
lim
n→∞
∫
Ω
ϕdµn =
∫
Ω
ϕdµ, (2.2.1)
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pour toute fonction ϕ continue et borne´e sur Ω. On note Cb(Ω) l’ensemble des fonc-
tions continues et borne´es sur Ω.
2. On dit qu’une suite de mesure µn ∈ Mb(Ω) converge faiblement ∗ (ou vague-
ment) vers µ ∈ Mb(Ω) si (2.2.1) est satisfaite pour toute fonction ϕ continue et
a` support compact de Ω. On note Cc(Ω) l’ensemble des fonctions continues et a`
support compact de Ω.
Remarque 2.2.4 La convergence e´troite des mesures implique la convergence faible ∗,
mais la re´ciproque n’est pas vraie. Si µn ≥ 0 on a la caracte´risation suivante : µn converge
vers µ pour la topologie e´troite des mesures si et seulement si µn(Ω) converge vers µ(Ω)
et la suite µn converge vers µ faiblement
∗. En particulier, si µn ≥ 0, alors µn converge
vers µ pour la topologie e´troite des mesures si et seulement si (2.2.1) est satisfaite pour
tout ϕ ∈ C∞(Ω).
2.2.1.2 De´finition d’une solution renormalise´e
Pour tout k > 0 et s ∈ R, on designe par Tk(s) la fonction troncature de´finie par
Tk(s) = max(−k,min(k, s))
Graˆce a` [4, Lemme 2.1], on obtient un outil important qui va eˆtre utilise´ pour de´finir
une solution renormalise´e : la de´finition du gradient d’une fonction ayant toutes les tron-
catures dans W 1,p0 (Ω).
De´finition 2.2.5 Soit u une fonction mesurable de´finie sur Ω et finie presque partout,
telle que Tk(u) ∈ W 1,p0 (Ω) pour tout k > 0. Alors il existe (voir [4, Lemme 2.1]) une
fonction mesurable v : Ω→ RN telle que
∇Tk(u) = vχ{|u|≤ k} presque partout dansΩ, pour tout k > 0,
cette fonction est unique au sens de l’e´quivalence presque partout. On de´finit le gradient
∇u de u par ∇u = v.
Maintenant, nous pouvons rappeler une premie`re de´finition d’une solution renormalise´e :
De´finition 2.2.6 Soit µ ∈ Mb(Ω). Une fonction u est dite solution renormalise´e du
proble`me {
−∆pu = µ dans Ω,
u = 0 sur ∂Ω,
(2.2.2)
si les conditions suivantes sont satisfaites :
(i) u est mesurable et finie presque partout dans Ω, telle que Tk(u) ∈ W 1,p0 (Ω) pour tout
k > 0.
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(ii) le gradient ∇u introduit dans la de´finition 2.2.5, ve´rifie
|∇u|p−1 ∈ Lq(Ω), pour tout 1 ≤ q < N
N − 1; (2.2.3)
(iii) Si w ∈ W 1,p0 (Ω)∩ L∞(Ω) et si il existe k > 0, et w+∞ et w−∞ dans W 1,r(Ω)∩ L∞(Ω),
avec r > N , telles que{
w = w+∞ presque partout sur {u > k} ,
w = w−∞ presque partout sur {u < −k} ,
alors ∫
Ω
|∇u|p−2∇u.∇w dx =
∫
Ω
w dµ0 +
∫
Ω
w+∞ dµs+ −
∫
Ω
w−∞ dµs−. (2.2.4)
Nous donnons les remarques suivantes qui concernent l’existence, l’unicite´ ou non et le
principe du maximum pour les solutions renormalise´es :
Remarque 2.2.7 Si u est une solution renormalise´e du proble`me (2.2.2) alors elle est
solution au sens des distributions dans Ω, c’est a` dire :
−∆pu = µ dansD′(Ω) (2.2.5)
De plus, si p > 2− 1
N
alors u ∈ W 1,q0 (Ω) pour tout q < (p−1)NN−1 .
Re´ciproquement, si u ∈ W 1,p0 (Ω) est une solution de de (2.2.5) alors µ ∈ W−1,p(Ω) ⊂
Mb(Ω), et u est une solution renormalise´e du proble`me (2.2.2) qui est unique d’apre`s [9].
Remarque 2.2.8 Pour toute mesure µ ∈ Mb(Ω) le proble`me (2.2.2) admet au moins
une solution renormalise´e, d’apre`s ([13]). En ce qui concerne le proble`me d’unicite´ ou
non, on distingue les cas suivants :
1) Si µ ∈M0(Ω), c’est a` dire la partie singulie`re est nulle, alors cette solution est unique,
d’apre`s [9].
2) Si µ /∈ M0(Ω), c’est a` dire la partie singulie`re µs 6= 0, alors on distingue encore deux
cas :
(i) Si p = 2 ou p = N alors cette solution est unique, pour les de´tails nous re´fe´rons a`
[15].
(ii) Si p 6= 2, N alors l’unicite´ de solutions reste un proble`me ouvert ; voir les re´sultats
re´cents de [27], [23].
Dans le cas de l’unicite´ la notion de solution renormalise´e co¨ıncide avec la solution au
sens des distributions.
Remarque 2.2.9 Principe du maximum faible : Soit u une solution renormalise´e
de (2.2.2). Si µ ≥ 0 alors u ≥ 0. En effet, soit u− = min(u, 0) et w = (Tk(u))− = Tk(u−),
pour k > 0. La fonction w est une fonction admissible dans (2.2.4) avec w+∞ = 0 et
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w−∞ = −k. De plus µ−s = 0 et µ0 ≥ 0, car µ ≥ 0. Donc en conside´rant w comme fonction
test dans (2.2.4) nous obtenons :∫
Ω
|∇u|p−2∇u · ∇Tk(u−)dx =
∫
Ω
Tk(u
−)dµ0 ≤ 0,
par suite, ∥∥Tk(u−)∥∥W 1,p0 (Ω) =
∫
Ω
∣∣∇Tk(u−)∣∣p dx ≤ 0
donc Tk(u
−) = 0, pour tout k > 0, et par conse´quense u− = 0 ; autrement dit u ≥ 0.
Remarque 2.2.10 Soit u une solution renormalise´e de (2.2.2), et µ = µ0 + µs l’unique
de´composition telle que µ0 ∈M0(Ω) et µs ∈Ms(Ω).
(i) Si u ≥ 0 presque partout dans Ω, alors la partie singulie`re ve´rifie
µs ≥ 0,
voir [13, Definition 2.21]. Dans [25], ce phe´nome`ne est appele´ le ”Principe du Maximum
inverse” . Plus ge´ne´ralement, si u est minore´ par une constante M presque partout dans
Ω, alors on a encore µs ≥ 0. En effet u− A est localement une solution renormalise´e, et
on de´duit d’apre`s [6, Theorem 2.2].
(ii) Si u ∈ L∞(Ω), alors u = T‖u‖L∞(Ω)(u) ∈ W 1,p0 (Ω), donc µs = 0 et µ = µ0 ∈ M0(Ω) ∩
W−1,p
′
(Ω).
2.2.1.3 Equations satisfaites par les tronque´es d’une solution renormalise´e
Dans [13], les auteurs donnent trois autres de´finitions d’une solution renormalise´e,
e´quivalentes a` la de´finition (2.2.6). Parmi lesquelles nous rappelons une de´finition qui
donne explicitement les e´quations satisfaites par les tronque´es d’une solution renormalise´e.
Ces e´quations joueront un roˆle capital dans les de´monstrations de nos re´sultats.
De´finition 2.2.11 Soit µ ∈ Mb(Ω). Une fonction u est dite solution renormalise´e du
proble`me (2.2.2) si u satisfait les conditions (i) et (ii) de la de´finition 2.2.6, et si la
condition suivante est satisfaite :
(iv) Pour tout k > 0 il existe αk, βk ∈M+0 (Ω), concentre´es sur les ensembles {u = k}
et {u = −k} respectivement, telles que αk → µ+s et βk → µ−s e´troitement lorsque k →∞
et telles que pour tout k > 0 et ϕ ∈ W 1,p0 (Ω) ∩ L∞(Ω),∫
{|u|<k}
|∇u|p−2∇u · ∇ϕdx =
∫
{|u|<k}
ϕdµ0 +
∫
Ω
ϕdαk −
∫
Ω
ϕdβk, (2.2.6)
autrement dit nous obtenons l’e´quation satisfaite par Tk(u) pour tout k > 0 :
−∆p(Tk(u)) = µ0,k + αk − βk dans D′(Ω), (2.2.7)
ou` µ0,k = µ0x{|u|<k} est la restriction de µ0 sur l’ensemble {|u| < k}.
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2.2.1.4 Stabilite´ des solutions renormalise´es
Parmi les grandes difficulte´s qu’on rencontre dans l’e´tude des solutions renormalise´es
des proble`mes avec donne´e mesure sont les hypothe`ses restrictives pour la stabilite´. Le
the´ore`me de stabilite´ suivant est e´tabli dans [13]. Ce re´sultat sera fre´quemment utilise´
dans nos de´monstrations.
The´ore`me 2.2.12 ([13]) Soit µ = µ0+µ
+
s −µ−s , avec µ0 = F−div g ∈M0(Ω), µ+s , µ−s ∈
M+s (Ω). Soit
µn = Fn − div gn + ρn − ηn, (2.2.8)
avec Fn ∈ L1(Ω), gn ∈ (Lp′(Ω))N , ρn, ηn ∈M+b (Ω).
Supposons que (Fn) converge vers F faiblement dans L
1(Ω), (gn) converge vers g forte-
ment dans (Lp
′
(Ω))N et (div gn) est borne´e dansMb(Ω), et (ρn) converge vers µ+s et (ηn)
converge vers µ−s pour la topologie e´troite des mesures. Soit Un une solution renorma-
lise´e {
−∆pUn = µn dans Ω,
Un = 0 sur ∂Ω.
Alors il existe une sous-suite (Uν) convergeant presque partout dans Ω vers une solution
renormalise´e U du proble`me (2.2.2).De plus (Tk(Uν)) converge vers Tk(U) fortement dans
W 1,p0 (Ω).
Remarque 2.2.13 Quelques resultats de convergence pour les fonctions Un sont e´tablis
dans [13], sans utiliser les hypothe`ses de convergence de l’approximation (2.2.8) impose´es
dans le the´ore`me de stabilite´ pre´ce´dent. Plus pre´cise´ment, il suffit de supposer que µn
est borne´ dansMb(Ω) (voir [13, Section 5.1]), pour montrer que |Un|p−1 est borne´e dans
Lτ (Ω) pour tout τ < N
N−p et |∇Un|p−1est borne´e dans Lτ (Ω) pour tout τ < NN−1 et qu’il
existe une sous-suite, nomme´ encore Un, et une fonction U telles que
Un → U presque partout dans Ω,
∇Un → ∇U presque partout dans Ω,
et
|∇Un |p−2∇Un → |∇U |p−2∇U fortement dans Lτ (Ω) ,
pour tout τ < N
N−1 .
Remarque 2.2.14 De manie`re analogue, une notion de solutions renormalise´es locales
est introduite et e´tudie´e dans [6]. Nous l’utiliserons au chapitre 5 (proposition 5.4.6).
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2.2.2 Solutions atteignables
Une deuxie`me notion de solution faible qui sera utilise´e dans l’un de nos re´sultats
principaux est la notion des solutions atteignables. Pour plus de de´tails nous re´fe´rons a`
[12, Theorems 1.1 and 1.2].
De´finition 2.2.15 Soit µ ∈ Mb(Ω). Une fonction U est dite solution atteignable du
proble`me (2.2.2) si elle satisfait l’une des conditions (e´quivalentes) suivante :
(i) Il existe ϕn ∈ D(Ω) et Un ∈ W 1,p0 (Ω), telles que
−∆pUn = ϕn dans W−1,p′(Ω),
tel que (ϕn) converge vers µ pour la topologie faible
∗ deMb(Ω), et (Un) converge vers U
presque partout dans Ω.
(ii) U est mesurable et finie presque partout dans Ω , telle que Tk(U) appartient a` W
1,p
0 (Ω)
pour tout k > 0, et il existe M > 0 tel que∫
Ω
|∇Tk(U)|p dx ≤M(k + 1) pour tout k > 0,
et |∇U |p−1 ∈L1(Ω), et
−∆pU = µ in D′ (Ω) . (2.2.9)
(iii) U est mesurable et finie presque partout dans Ω, telle que Tk(U) appartient a` W
1,p
0 (Ω)
pour tout k > 0, et il existe µ0 ∈M0(Ω) et µ1, µ2 ∈M+b (Ω), telles que
µ = µ0 + µ1 − µ2,
et pour tout h ∈ W 1,∞(R) telle que h′ a un support compact, et pour tout ϕ ∈ D(Ω)∫
Ω
|∇U |p−2∇U · ∇(h(U)ϕ)dx =
∫
Ω
h(U)ϕdµ0 + h(∞)
∫
Ω
ϕdµ1 − h(−∞)
∫
Ω
ϕdµ2.
(2.2.10)
Remarque 2.2.16 Toute solution atteignable satisfait
|∇U |p−1 ∈Lτ (Ω) pour tout τ ∈ [1, N/(N − 1)) ,
et (le repre´sentant capp-quasi continu) U est fini capp-quasi partout dans Ω, d’apre`s [12,
Theorem 1.1] et [13, Remark 2.11].
De plus, d’apre`s [12], pour tout k > 0, il existe αk, βk ∈ M+0 (Ω), concentre´es sur les
ensembles {U = k} et {U = −k} respectivement, convergeant faiblement ∗ vers µ1, µ2,
telles que
−∆p(Tk(U)) = µ0,k = µ0x{|U |<k}+αk − βk dans D′(Ω).
Il est e´vident que toute solution renormalise´e est une solution atteignable. Les notions
co¨ıncident pour p = 2 et p = N.
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Finalement, donnons la de´finition suivante :
De´finition 2.2.17 Soit H : Ω × R × RN → R, une fonction de Carathe´odory et µ ∈
Mb(Ω). Nous dirons que u est une solution du proble`me{
−∆pu = H(x, u,∇u) + µ dans Ω,
u = 0 sur ∂Ω,
si H(x, u,∇u) ∈ L1(Ω) et elle est solution au sens conside´re´.
2.2.3 Second membre dans L1(Ω) et ine´galite´ de type Picone.
Dans cette sous-section nous donnons quelques proprie´te´s d’une solution renormalise´e
dans le cas particulier ou` le second membre est dans L1(Ω). Tout d’abord notons que,
dans ce cas, la notion de solution renormalise´e co¨ıncide avec les notions de solutions
atteignables, et la solution d’entropie introduite dans [4], et la notion de solution obtenue
comme limite d’approximations SOLA donne´e dans [14], voir encore [9]. Cela est due a`
l’unicite´ de solutions quand le second membre est dans L1(Ω).
De´finition 2.2.18 Nous notons par W (Ω) l’espace des fonctions U telle que il existe
F ∈ L1(Ω) telle que U est une solution renormalise´e du proble`me{
−∆pU = F dans Ω,
U = 0 sur ∂Ω.
(2.2.11)
Alors U est unique, nous posons
U = G(F ). (2.2.12)
De manie`re analogue, nous notons Wloc(Ω) l’espace des fonctions U telles que il existe
F ∈ L1loc(Ω) telle que U est une solution renormalise´e locale de −∆pU = F dans Ω.
Remarque 2.2.19 Le the´ore`me 2.2.12 implique en particulier :
Si (Fn) converge vers F faiblement dans L
1(Ω), et Un = G(Fn), alors il existe une
sous-suite (Uν) et une fonction mesurable U telle que (Uν) converge presque partout vers
U, et U = G(F ).
Remarque 2.2.20 Graˆce a` l’unicite´ et la stabilite´, on peut de´duire :
1) Le principe de comparaison :
Si U1 et U2 ∈ W(Ω) et F1 = −∆pU1 ≥ −∆pU2 = F2 presque partout dans Ω, alors
U1 ≥ U2 presque partout dans Ω.
En effet, considerons vn = G(Tn(F1)) et wn = G(Tn(F1)) ∈ W 1,p0 (Ω), pour tout entier
n ≥ 1. Par le principe du maximum faible ( voir par exemple [24, Lemme A.0.7]), nous
obtenons wn ≤ vn. D’apre`s la remarque 2.2.19 il existe deux sous-suites vν et wν qui
convergent respectivement vers G(F1) = U1 et G(F2) = U2 presque partout dans Ω. Donc
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U2 ≤ U1.
2) Le principe du maximum :
Si U ∈ W(Ω) telle que F = −∆pU ≥ 0 et U 6≡ 0 alors U > 0 presque partout
dans Ω. En effet, nous avons F 6≡ 0 puisque U 6≡ 0. Soit F1 = min(F, 1) ∈ L∞(Ω) et
U1 = G(F1) ∈ W 1,p0 (Ω). Puisque F1 ≤ F , alors U1 ≤ U par le principe de comparaison.
D’autre part, nous avons F1 6≡ 0, donc U1 6≡ 0. De plus, F1 = −∆pU1 ≥ 0 ; donc par le
principe du maximum fort (voir [29]) nous avons U1 > 0 presque partout dans Ω. Par
suite U > 0 presque partout dans Ω.
Maintenant nous de´duisons une forme faible de l’ine´galite´ de type Picone :
Lemme 2.2.21 Soit U ∈ W 1,p0 (Ω), et V ∈ W (Ω), telles que U ≥ 0 et −∆pV ≥ 0 presque
partout dans Ω, et V 6≡ 0. Alors Up(−∆pV )/V p−1 ∈ L1(Ω) et∫
Ω
|∇U |p dx ≥
∫
Ω
UpV 1−p(−∆pV )dx. (2.2.13)
Preuve. L’ine´galite´ est connue pour V ∈ W 1,p0 (Ω), voir par exemple [1]. Soit F = −∆pV,
et Fn = min(F, n) ∈ L∞(Ω), et Vn = G(Fn) pour n ≥ 1. Nous avons Vn > 0 ; et∫
Ω
|∇U |p dx ≥
∫
Ω
UpV 1−pn (−∆pVn)dx.
D’autre part, la suite Fn converge fortement vers F dans L
1(Ω), et (Vn) est croissante.
D’apre`s la remarque 2.2.19, (Vn) converge presque partout vers une solution renormalise´e
w de −∆pv = −∆pV ; et par unicite´, w = V . De plus, par le principe de maximum nous
avons V > 0. Donc, par le lemme de Fatou UpV 1−p(−∆pV ) ∈ L1(Ω), et nous de´duisons
l’ine´galite´ (2.2.13).
2.3 Re´gularite´
Dans cette section nous rappelons quelques re´sultats de re´gularite´ de base pour les
solutions renormalise´es du proble`me (2.2.2) et nous donnons des re´sultats de re´gularite´
pour le proble`me {
−∆pu = h(x, u) dans Ω,
u = 0 sur ∂Ω,
(2.3.1)
ou` h : Ω×R→ R une fonction de Carathe´odory, sous des conditions de croissance sur h.
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2.3.1 Re´gularite´ de base
Nous commenc¸ons par re´sumer quelques re´sultats de re´gularite´ pour une solution
renormalise´e u de l’e´quation (2.2.2) qui sont bien connus dans le cas p < N , voir [4], [13]
et plus de´licats dans le cas p = N , voir [15] et [20]. Rappelons que, voir par exemple [5],
pour 0 < q <∞ l’espace de MarcinkiewiczMq(Ω) est de´fini par
Mq(Ω) = {: Ω −→ R : ∃C <∞ tel que |{x ∈ Ω : |f(x)| > k}| ≤ Ck−q pour tout k > 0} .
Dans [13], dans le cas p < N , les auteurs donnent des estimations de u et de son gradient
∇u dans les espaces de MarcinkiewiczMσ1(Ω) etMθ1(Ω) respectivement, ou` σ1 = (p−1)NN−p
et θ1 =
(p−1)N
N−1 . Ils donnent e´galement des estimations de u dansMr(Ω) pour tout r > 1
et de ∇u dans Ms(Ω) pour tout s < N , dans le cas p = N . Mais dans le cas p = N ,
une re´gularite´ maximale est donne´e par [15] et [20], en imposant plus de re´gularite´ sur le
domain Ω : les auteurs supposent que RN\Ω est ge´ome´triquement dense, c’est a` dire
KN(Ω) = inf
{
r−N |B(x, r)\Ω| : x ∈ RN\Ω, r > 0} > 0.
On note
BMO(Ω) =
{
f ∈ L1(Ω) : sup
B(a,r)⊂Ω
r−N
∫
B(a,r)
∣∣∣∣f − 1|B(a, r)|
∫
B(a,r)
f dx
∣∣∣∣ dx <∞
}
Proposition 2.3.1 Soit 1 < p ≤ N, et µ ∈ Mb(Ω). Soit u une solution renormalise´e du
proble`me (2.2.2). Si p < N, alors pour tout k > 0,
|{|u| > k}| ≤ C(N, p)k−(p−1)N/(N−p)(|µ| (Ω))N/(N−p),
|{|∇u| > k}| ≤ C(N, p)k−N(p−1)/(N−1)(|µ| (Ω))N/(N−1).
Si p = N, alors u ∈ BMO(Ω), et
|{|∇u| > k}| ≤ C(N,KN(Ω))k−N(|µ| (Ω))N/(N−1).
Comme conse´quence, on obtient des estimations de u et de son gradient dans des
espaces Ls(Ω) optimaux.
Proposition 2.3.2 Soit 1 < p ≤ N et µ ∈ Mb(Ω). Soit u une solution renormalise´e
du proble`me (2.2.2). Si p < N , alors pour tout σ ∈ (0, N
N−p) et θ ∈ (0, NN−1), il existe
C(N, p, σ), K(N, p, θ) > 0 qu’on peut calculer explicitement, telles que
(
∫
Ω
|u|(p−1)σ dx) 1σ ≤ C(N, p, σ) |Ω| 1σ− (N−p)N |µ| (Ω) (2.3.2)
(
∫
Ω
|∇u|(p−1)θ dx) 1θ ≤ K(N, p, θ) |Ω| 1θ− (N−1)N |µ| (Ω) (2.3.3)
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Si p = N, alors σ > 0 est arbitraire, et les constantes de´pendent de KN(Ω). Si p > 2− 1
N
,
alors U ∈ W 1,q0 (Ω) pour tout q <
(p− 1)N
N − 1 .
De plus, dans tout les cas, pour tout β > 1 on a l’estimation suivante∫
Ω
|∇u|p
(1 + |u|)β dx ≤
|µ| (Ω)
β − 1 (2.3.4)
2.3.2 Re´sultats de re´gularite´
Dans le lemme suivant nous montrons des re´sultats de re´gularite´ d’une solution renor-
malise´e quelconque u = G(F ) ∈ W(Ω) quand le second membre F ∈ Lm(Ω), avec m > 1.
Nous donnons des estimations de u et son gradient dans des espaces Lk optimales. Nous
ame´liorons les re´sultats de [8], [17], [2], [11] et nous e´tendons les estimations du gradient
donne´es dans [21], [22] pour des solutions U ∈ W 1,p0 (Ω). Des estimations dans les espaces
de Marcinkiewicz (ou de Lorentz) sont donne´es dans [19], [3].
Lemme 2.3.3 Soit 1 < p ≤ N. Soit U = G(F ) une solution renormalise´e du proble`me
(2.2.11) avec F ∈ Lm(Ω), 1 < m < N. Notons
m =
Np
Np−N + p.
(i) Si m > N/p, alors U ∈ L∞(Ω).
(ii) Si m = N/p, alors U ∈ Lk(Ω) pour tout k ≥ 1.
(iii) Si m < N/p, alors Up−1 ∈ Lk(Ω) pour k = Nm/(N − pm).
(iv) |∇U |(p−1) ∈ Lk(Ω) pour k = Nm/(N − m). En particulier si m ≤ m, alors U ∈
W 1,p0 (Ω).
En utilisant ce lemme, nous montrons des re´sultats de re´gularite´ pour les solutions du
proble`me (2.3.1) sous des conditions de croissance sur h. La proposition suivante e´tend des
re´sultats bien connues dans le cas p = 2, f ≡ 1 et un re´sultat de [18] pour p quelconque
et le cas line´aire Q = p− 1, ou` la solution U est suppose´e dans W 1,p0 (Ω).
Proposition 2.3.4 Soit 1 < p ≤ N. Supposons que U une solution renormalise´e du
proble`me (2.3.1), c’est a` dire h = h(x, U) ∈ L1(Ω) et U = G(h). Supposons que h
satisfait l’hypothe`se :
|h| ≤ f(x)(|U |Q + 1) presque partout dans Ω,
avec f ∈ Lr(Ω), r > 1 et Q > 0.
Supposons d’abord p < N ; alors
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(i) Si Q ≥ p− 1 et Qr′ < Q1 (d’ou` r > N/p), alors U ∈ W 1,p0 (Ω) ∩ L∞(Ω).
(ii) Si Q > p − 1 et Qr′ = Q1 et |U |p−1 ∈ Lσ(Ω) pour un certain σ > N/(N − p), alors
U ∈ W 1,p0 (Ω) et U ∈ Lk(Ω) pour tout k ≥ 1.
(iii) Si Q ≥ p−1 et si U ∈ W 1,p0 (Ω), et (Q+1)r′ < p∗, alors U ∈ L∞(Ω); si (Q+1)r′ = p∗,
alors U ∈ Lk(Ω) pour tout k ≥ 1.
(iv) Si Q < p− 1 et r > N/p, alors U ∈ W 1,p0 (Ω) ∩ L∞(Ω).
(v) Si Q < p− 1 et r = N/p, alors U ∈ W 1,p0 (Ω) et U ∈ Lk(Ω) pour tout k ≥ 1.
(vi) Si Q < p − 1 et r < N/p et Qr′ < Q1, alors Uk ∈ L1(Ω) pour tout k < d =
Nr(p−1−Q)/(N−pr). Dans ce cas, si (Q+1)r′ < p∗ alors U ∈ W 1,p0 (Ω); si (Q+1)r′ ≥ p∗,
alors |∇U |t ∈ L1(Ω) pour tout t < θ = Nr(p− 1−Q)/(N − (Q+ 1)r).
Supposons maintenant p = N, alors U ∈ W 1,N0 (Ω) ∩ L∞(Ω), et |∇U |N(N−1)m/(N−m) ∈
L1(Ω) pour tout m < min(r,N).
Remarque 2.3.5 Nous donnons un contre exemple pour (ii) de la proposition pre´ce´dente
lorsque l’hypothe`se U ∈ Lσ(Ω) pour un certain σ > N/(N − 2) n’est pas satisfaite, les
deux autres hypothe`ses Q > p − 1 et Qr′ = Q1 sont satisfaites, et U 6∈ W 1,20 (Ω) : soit
p = 2 et Ω = B(0, 1); il existe une fonction radiale strictement positve U ∈ LN/(N−2)(Ω)
telle que {
−∆U = UN/(N−2) dans Ω,
U = 0 sur ∂Ω,
(2.3.5)
avec limx→0 |x|N−2 |ln |x||(N−2)/2 U(x) = cN > 0, voir [26]. Alors U 6∈ Lσ(Ω) pour tout
σ > N/(N − 2). La fonction U satisfait l’e´quation −∆U = fUQ avec Q = N
N−2 > 1 =
p − 1, f ≡ 1, et donc U 6∈ W 1,20 (Ω), car sinon nous de´duisons que U ∈ L∞(Ω) d’apre`s
(iii), car (Q+ 1)r′ = 2N−2
N−2 < 2
∗.
La fonction U satisfait aussi −∆U = fUQ avec Q = 1, f = U2/(N−2) ∈ LN/2(Ω), et on a
U 6∈ W 1,20 (Ω) mais ce n’est pas un contre exemple pour le cas line´aire Q = p− 1 car elle
ne satisfait pas l’hypothe`se U ∈ Lσ(Ω) pour un certain σ > N/(N − 2).
Dans le lemme suivant nous donnons des estimations locales du second membre F
quand F ∈ L1loc(Ω) et F ≥ 0. Ce type d’estimations est donne´ dans [7] pour des fonc-
tions continues et sur-harmoniques dans RN . Suivant l’ide´e de [7, Proposition 2.1], nous
montrons le lemme suivant, qui comple`te le principe du maximum strict :
Lemme 2.3.6 Soit U ∈ Wloc(Ω) telle que −∆pU = F ≥ 0 presque partout dans Ω. Pour
tout x0 ∈ Ω et tout ρ > 0 telle que la boule B(x0, 4ρ) ⊂ Ω, et tout σ ∈ (0, N/(N − p)) , il
existe une constante C = C(N, p, σ), telle que∫
B(x0,ρ)
Fdx ≤ CρN(1−1/σ)−p
(∫
B(x0,2ρ)
U (p−1)σdx
)1/σ
. (2.3.6)
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Si U ∈ W 1,ploc (Ω) ou si U = G(F ) est une solution globale, alors il existe une constante
C = C(N, p) telle que ∫
B(x0,ρ)
Fdx ≤ CρN−p inf essB(x0,ρ)Up−1. (2.3.7)
2.3.3 Preuves
Notons par CN,p la meilleure constante de l’injection de sobolev de W
1,p
0 (Ω) dans
Lp
∗
(Ω), avec p∗ = pN
N−p :
(
∫
Ω
|w|p∗ dx)p/p∗ ≤ CN,p
∫
Ω
|∇w|p dx ∀w ∈ W 1,p0 (Ω) (2.3.8)
Rappelons l’ine´galite´ de Young avec δ > 0 : soit 1 < s, q < ∞, 1
s
+ 1
q
= 1. Alors, pour
tout a, b ≥ 0 et δ > 0 on a :
ab ≤ δas + C(δ)bq, (2.3.9)
ou` C(δ) = (δs)−q/sq−1.
Nous donnons les de´monstrations des propositions 2.3.1 et 2.3.2 dans le cas p < N .
Le cas p = N est plus de´licat, pour cela nous re´fe´rons a` [15] et [20].
Preuve des proposition 2.3.1 et 2.3.2. Notons par V = |µ| (Ω) la variation totale
de µ. Pour k > 0, considerons Tk(u) comme fonction test dans (2.2.2) on obtient∫
Ω
|∇Tk(u)|p dx ≤ kV (2.3.10)
Estimation de u : En utilisant l’ine´galite´ de Sobole`v (2.3.8)
|{|u| ≥ k}| ≤ k−p∗
∫
Ω
|Tk(u)|p
∗
dx ≤ k−p∗(CN,p
∫
Ω
|∇Tk(u)|p dx)p∗/p
et en combinant avec l’ine´galite´ (2.3.10), on obtient
|{|u| ≥ k}| ≤ (CN,pV )p∗/pk(p∗/p)−p∗ = (CN,pV )N/(N−p)k−(p−1)N/(N−p) (2.3.11)
De cette ine´galite´ on de´duit que |u|p−1 ∈ Mσ1(Ω), ou` σ1 = NN−p , avec
sup
k>0
{
kσ1mes
{|u|p−1 > k}} ≤ (CN,pV )σ1
Soit maintenant 0 < σ < σ1, et notons Cσ,σ1 = (
σ1
σ1−σ )
1
σ (σ1
σ
)
1
σ1 ( σ1
σ1−1). Pour σ ≥ 1 on a
l’estimation suivante, d’apre`s les deux estimations du [5, Lemme A.2] :
(
∫
Ω
|u|(p−1)σ dx) 1σ ≤ Cσ,σ1 |Ω|
1
σ
− 1
σ1 (sup
k>0
{
kσ1mes
{|u|p−1 > k}}) 1σ1
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et en combinant les deux ine´galite´s pre´ce´dentes on obtient
(
∫
Ω
|u|(p−1)σ dx) 1σ ≤ Cσ,σ1CN,p |Ω|
1
σ
− 1
σ1 V.
Pour 0 < σ < 1, d’apre`s l’ine´galite´ de Ho¨lder puis en utilisant [5, Lemme A.2]
(
∫
Ω
|u|(p−1)σ dx) 1σ ≤ |Ω| 1σ−1
∫
Ω
|u|p−1 dx
≤ C1,σ1 |Ω|
1
σ
−1 |Ω|
σ1−1
σ1 (sup
k>0
{
kσ1mes
{|u|p−1 > k}}) 1σ1
≤ C1,σ1CN,p |Ω|
1
σ
− 1
σ1 V.
Donc on obtient l’estimation (2.3.2) avec C(N, p, σ) = CN,pmax(Cσ,σ1 , C1,σ1).
Estimation de ∇u : Graˆce a` l’estimation (2.3.11), on a l’e´stimation suivante pour
tout k, η > 0 (voir [4, Lemme 4.2]) :
|{|∇u| ≥ η}| ≤ V k
ηp
+ (CN,pV )
N/(N−p)k−(p−1)N/(N−p).
En fixant η et en conside´rant le second membre de l’ine´galite´ pre´ce´dente comme fonction de
k, cette fonction admet un minimum sur (0,+∞) pour k0 = ( (p−1)NN−p )
N−p
p(N−1) (CN,p)
N
p(N−1)η
N−p
N−1V
1
N−1
et la valeur minimale de cette fonction est C(N, p)η
(p−1)N
N−p V
N
N−1 ou` C(N, p) > 0 peut eˆtre
calcule´e, et on obtient
|{|∇u| ≥ η}| ≤ C(N, p)V N/(N−1)η−(p−1)N/(N−1)
De cette ine´galite´ on de´duit que |∇u|p−1 ∈ M θ1(Ω), ou` θ1 = NN−1 , avec
sup
η>0
{
ηθ1mes
{|∇u|p−1 > η}} ≤ C(N, p)V θ1
Donc, comme pour l’estimation de u, pour tout 0 < θ < θ1 on obtient
(
∫
Ω
|∇u|(p−1)θ dx) 1θ ≤ C(N, p, θ) |Ω| 1θ− 1θ1 (sup
η>0
{
ηθ1mes
{|∇u|p−1 > η}}) 1θ1
ou` C ′(N, p, θ) = max(C ′θ,θ1 , C
′
1,θ1
), avec C ′θ,θ1 = (
θ1
θ1−θ )
1
θ ( θ1
θ
)
1
θ1 ( θ1
θ1−1). D’ou` on a l’estimation
(2.3.3) avec K(N, p, θ) = C ′(N, p, θ)C(N, p)
1
θ1 .
Pour l’estimation (2.3.4), soit β > 1 et conside´rons la fonction re´elle de´finie par
φβ(s) =
∫ s
0
dt
(1 + |t|)β =
1
β − 1(1−
1
(1 + |s|)β−1 )sign(s),
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nous avons φβ ∈ C1(R,R) avec φ′β(s) = 1(1+|s|)β pour tout s ∈ R. De plus, puisque β > 1,
on a |φβ(s)| ≤ 1β−1 . Conside´rons la fonction w = φβ(Tk(u)), c’est une fonction admissible
d’apre`s (i) de la de´finition (2.2.6) avec w+ = φβ(k) et w
− = φβ(−k). Donc, puisque
|φβ| ≤ γ = 1β−1 , d’apre`s (2.2.4) on obtient∫
{|u|≤ k}
|∇u|p
(1 + |u|)β dx ≤ γ |µ0| (Ω) + γ
∣∣µ+s ∣∣ (Ω) + γ ∣∣µ−s ∣∣ (Ω)
par suite ∫
{|u|≤ k}
|∇u|p
(1 + |u|)β dx ≤
|µ| (Ω)
β − 1
d’ou` nous de´duisons l’e´stimation (2.3.4).
Preuve du lemme 2.3.3. Nous avons m ∈ (1, N/p) pour p < N, et m = 1 pour
p = N.
• Tout d’abord, supposons que 1 < m < N/p, donc p < N. Soit ε > 0 et k > 0.
Utilisons la fonction test φβ,ε(Tk(U)), ou` φβ,ε(w) =
∫ w
0
(ε + |t|)−βdt, pour un re´el donne´
β < 1. Nous obtenons∫
Ω
|∇Tk(U)|p
(ε+ |Tk(U)|)β dx =
∫
Ω
Fφβ,ε(Tk(U))dx ≤
∫
Ω
|F | |φβ,ε(Tk(U))| dx
Mais
|φβ,ε(s)| =
∣∣(β − 1)−1(ε1−β − (ε+ |s|)1−β)sign(s)∣∣
= (1− β)−1 ∣∣(ε1−β − (ε+ |s|)1−β)∣∣ ≤ (1− β)−1(1 + |s|)1−β,
car β < 1. D’ou` l’ine´galite´∫
Ω
|∇Tk(U)|p
(ε+ |Tk(U)|)β dx ≤ (1− β)
−1
∫
Ω
|F | (ε+ |Tk(U)|)1−βdx (2.3.12)
Posons η = (p− 1)m∗ = (p− 1)mN/(N −m) et alors
η∗ =
ηN
N − η =
(p− 1)Nm
N − pm ,
et choisissons
β = 1− η
∗
m′
, α = 1− β
p
.
Nous avons β < 1 et donc α > 0. De plus, en substituant η∗ et m′ par leurs valeurs, nous
trouvons
β = 1− (m− 1)(p− 1)N
N − pm =
N − pm− (pm−m− p+ 1)N
N − pm
=
Np(1−m(Np−N + p)/Np)
N − pm =
Np(1−m/m)
N − pm =
Np(m−m)
m(N − pm) ,
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Donc, nous pouvons conclure que β, α ∈ (0, 1) pour m < m, et β ≤ 0 ≤ α − 1 pour
m ≥ m. D’autre part, calculons α en fonction de η∗ et p∗ :
pα
η∗
=
p− 1
η∗
+
1
m′
=
N − pm
Nm
+ 1− 1
m
= 1− p
N
=
p
p∗
,
donc α = η
∗
p∗ .
La fonction Uk,ε = ((ε+ |Tk(U)|)α − εα)sign(U) appartient a` W 1,p0 (Ω) ∩ L∞(Ω), avec
(ε+ |Tk(U)|)1−β = (εα + |Uk,ε|)
1−β
α = (εα + |Uk,ε|)
η∗
αm′ ,
∇Uk,ε = ∇Tk(U)
α−1(ε+ |Tk(U)|)1−α =
∇Tk(U)
α−1(ε+ |Tk(U)|)β/p ,
donc, d’apre`s (2.3.12) puis en utilisant l’ine´galite´ de Ho¨lder, nous obtenons∫
Ω
|∇Uk,ε|p dx = αp
∫
Ω
|∇Tk(U)|p
(ε+ |Tk(U)|)β dx ≤ C0
∫
Ω
|F | (εα + |Uk,ε|)η∗/αm′dx
≤ C0 ‖F‖Lm(Ω) (
∫
Ω
(εα + |Uk,ε|)η∗/αdx) 1m′ , (2.3.13)
ou` C0 = (1 − β)−1αp > 0. Notons Y =
∫
Ω
(εα + |Uk,ε|)η∗/αdx . Remarquons que α = η∗p∗
et utilisons l’ine´galite´ (a + b)s ≤ 2s−1(as + bs), pour tout a, b ≥ 0 et s ≥ 1 puis utilisons
l’ine´galite´ de Sobolev (2.3.8) puis (2.3.13) nous trouvons
Y =
∫
Ω
(εα + |Uk,ε|)p∗dx ≤ 2p∗−1(εαp∗ |Ω|+
∫
Ω
|Uk,ε|p
∗
dx)
≤ 2p∗−1(εαp∗ |Ω|+ (CN,p
∫
Ω
|∇Uk,ε|p
∗
dx)p
∗/p)
≤ C1(εαp∗ + ‖F‖Lm(Ω) (
∫
Ω
(εα + |Uk,ε|)p∗dx)
p∗
pm′
= C1(ε
αp∗ + ‖F‖p∗/pLm(Ω) Y p
∗/pm′)
ou` C1 = 2
p∗−1max(|Ω| , (CN,pC0)p∗/p). Nous avons p∗ < pm′, car m < N/p ; donc utilisons
l’ine´galite´ de Young (2.3.9) pour a = Y p
∗/pm′ ,b = ‖F‖p∗/pLm(Ω), s = pm′/p∗ et q = s/(s−1) =
1/(1− (1/s)) = 1/(1− (p∗/pm′)), nous obtenons
Y ≤ C1(εαp∗ + δY + C(δ) ‖F‖p
∗q/p
Lm(Ω))
= C1(ε
η∗ + δY + C(δ) ‖F‖1/(p/p∗−1/m′)Lm(Ω) ).
En choisissant 0 < δ < C−11 , nous trouvons une nouvelle constante C > 0 qui ne de´pend
ni de ε, ni de k ; telle que∫
Ω
(εα + |Uk,ε|)p∗dx ≤ C(εη∗ + ‖F‖1/(p/p
∗−1/m′)
Lm(Ω) ). (2.3.14)
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D’ autre part, |Tk(U)|η
∗ ≤ (ε+|Tk(U)|)η∗ = (εα+|Uk,ε|)p∗ et 1/(p/p∗−1/m′) = η∗/(p−1) ;
donc ∫
Ω
|Tk(U)|η
∗
dx ≤ C(εη∗ + ‖F‖η∗/(p−1)Lm(Ω) ).
et ceci pour tout ε > 0. Faisons tendre ε vers 0, nous de´duisons l’estimation∫
Ω
|Tk(U)|η
∗
dx ≤ C ‖F‖η∗/(p−1)Lm(Ω) ,
et par le lemme de Fatou, nous obtenons l’estimation suivante avec une autre constante
C : (∫
Ω
|U |(p−1)Nm/(N−pm) dx
)(N−pm)/Nm
≤ C ‖F‖Lm(Ω) . (2.3.15)
D’ou` (iii).
• Supposons de plus que m < m. Combinons (2.3.13)et (2.3.14), et utilisons la relation
1
(pm′/p∗)− 1 + 1 =
1
1− p∗/pm′ =
p η∗
p∗(p− 1)
nous obtenons avec une nouvelle constante C > 0 :∫
Ω
|∇Tk(U)|p
(ε+ |Tk(U)|)β dx ≤ C ‖F‖Lm(Ω) (ε
η∗ + ‖F‖1/(p/p∗−1/m′)Lm(Ω) )
≤ C ‖F‖Lm(Ω) (εη
∗/m′ + ‖F‖1/(p/p∗−1/m′)m′Lm(Ω) )
= C(εη
∗/m′ ‖F‖Lm(Ω) + ‖F‖
1
(pm′/p∗)−1+1
Lm(Ω) )
C(εη
∗/m′ ‖F‖Lm(Ω) + ‖F‖pη
∗/p∗(p−1)
Lm(Ω) ),
et en faisant tendre k vers ∞, par le lemme de Fatou nous de´duisons∫
Ω
|∇U |p
(ε+ |U)|)β dx ≤ C(‖F‖Lm(Ω) ε
η∗/m′ + ‖F‖η∗p/p∗(p−1)Lm(Ω) ). (2.3.16)
D’autre part, nous avons η < p, et 1/(p/p∗ − 1/m′) = η∗/(p− 1), d’ou`
β = 1− η
∗
m′
= p− η
∗p
p∗
,
donc en substituant η∗ et p∗ par leurs valeurs nous trouvons
βη
p− η =
pη(1− η∗/p∗)
p− η =
ηN
N − η = η
∗.
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Par l’ine´galite´ de Ho¨lder avec l’exposant p/η et son conjugue´ p/(p− η), puis en utilisant
(2.3.16) et (2.3.15) nous trouvons une autre constante C > 0, de´pendant de Ω telle que∫
Ω
|∇U |η dx =
∫
Ω
|∇U |η
(ε+ |U)|)βη/p (ε+ |U)|)
βη/pdx
≤
(∫
Ω
|∇U |p
(ε+ |U)|)β dx
)η/p(∫
Ω
(ε+ |U)|)η∗dx
)1−η/p
≤ C(‖F‖Lm(Ω) εη
∗/m′ + ‖F‖η∗p/p∗(p−1)Lm(Ω) )η/p(εη
∗
+ ‖F‖η∗/(p−1)Lm(Ω) )1−η/p
et passons a` la limite lorsque ε −→ 0, nous de´duisons∫
Ω
|∇U |η dx ≤ C ‖F‖θLm(Ω) ,
ou`
θ = (
η∗p
p∗(p− 1))
η
p
+
η∗
(p− 1)(1−
η
p
) =
η∗
p− 1(
η
p∗
+ 1− η
p
),
donc nous avons
θ =
η∗
p− 1(
η(N − p)
pN
+ 1− η
p
) =
η∗
p− 1
N − η
N
=
η
p− 1 ,
donc nous obtenons l’estimation(∫
Ω
|∇U |(p−1)Nm/(N−m) dx
)(N−m)/Nm
≤ C ‖F‖Lm(Ω) (2.3.17)
d’ou` (iv) pour m < m.
• Supposons m ≥ m, p < N. Dans ce cas, il est facile de ve´rifier que
m′ ≤ p∗ ⇔ m ≥ m,
par suite par l’injection de Sobolev W 1,p0 (Ω) s’injecte continument dans L
m′(Ω). Alors
Lm(Ω) ⊂ W−1,p′(Ω), donc, par unicite´, U ∈ W 1,p0 (Ω) et elle est une solution variationnelle.
Plus pre´cisement
Lm(Ω) ⊂ W−1,Nm/(N−m)(Ω).
Si m = m, alors Nm/(N −m) = p′, et nous de´duisons (2.3.17). Si m > m, alors d’apre`s
[21], [22], U ∈ W 1,`(Ω) avec ` = (p− 1)Nm/(N −m), et nous obtenons (2.3.17) , et (iii)
re´sulte pour m ≥ m ; et (i) et (ii) par l’injection de Sobolev. Une autre de´monstration
dans le cas m > N/p est donne´e dans [24].
• Supposons m > 1 et p = N. Alors Lm(Ω) ⊂ W−1,Nm/(N−m)(Ω), d’ici (2.3.17) est
satisfaite si m < N , et alors U ∈ L∞(Ω).
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Preuve de la proposition 2.3.4. Si p = N, alors U ∈ Lσ(Ω) pour tout σ ≥ 1
d’apre`s la proposition 2.3.2, alors f(x) |U |Q ∈ Lm(Ω) pour tout m ∈ (1, r) , alors U ∈
W 1,N0 (Ω) ∩ L∞(Ω) d’apre`s le lemme 2.3.3, et |∇U |N−1 ∈ Lτ (Ω) pour τ = Nm/(N −m).
Dans toute la suite nous supposons que p < N.
(i) D’abord nous supposons que Qr′ < Q1.
Soit k ∈ (0, 1) telle que
1
r′
> k +
Q
Q1
= k +
Q(N − p)
N(p− 1) .
Alors f(x) |U |Q ∈ Lm0(Ω) avec m0 = 1/(1− k) > 1. Prenons k suffisamment petite pour
qu’on ait m0 < N/p, donc h(x) ∈ Lm0(Ω), alors par le lemme 2.3.3, |U |s1 ∈ L1(Ω) avec
s1 = (p− 1)Nm0/(N − pm0). Alors f(x) |U |Q ∈ Lm1(Ω), ou`
1
m1
− 1
r
=
Q
p− 1
(
1
m0
− p
N
)
. (2.3.18)
Par suite
1
m1
− 1
m0
= 1− 1
r′
+
Q
p− 1
(
1
m0
− p
N
)
− 1
m0
< 1− k − Q(N − p)
N(p− 1) +
Q
p− 1
(
1
m0
− p
N
)
− 1
m0
=
Q
p− 1(
1
m0
− 1) < 0,
d’ici m1 > m0.
Si m1 > N/p alors nous de´duisons directement (i) par le lemme 2.3.3.
Si m1 = N/p alors U ∈ Lγ(Ω) pour tout γ ≥ 1, d’apre`s le lemme 2.3.3, et dans ce cas nous
pouvons choisir γ assez large pour obtenir f(x) |U |Q ∈ Lν(Ω), pour un certain ν > N/p
car Qr′ < Q1 et nous de´duisons (i).
Sim1 < N/p alors nous de´finissonsm2 en fonction dem1 de la meˆme fac¸on que nous avons
de´fini m1 en fonction de m0 et ainsi de suite nous continuons avec la meˆme discussion.
Pour tout n ∈ N telle que f(x) |U |q ∈ Lmn(Ω) et mn < N/p, nous pouvons de´finir mn+1
par
1
mn+1
− 1
r
=
Q
p− 1
(
1
mn
− p
N
)
, (2.3.19)
et nous montrons que mn < mn+1. Si mn < N/p pour tout n, alors, la suite (mn)n admet
une limite car elle est une suite strictement croissante et majore´e. Et alors
1
m
− 1
r
=
Q
p− 1
(
1
m
− p
N
)
. (2.3.20)
42 2.3. Re´gularite´
Si Q = p − 1 alors r = N
p
, ce qui est impossible car (p − 1)r′ < Q1 si et seulement si
r > N
p
. Quand Q > p− 1, nous obtenons m = (Q/(p− 1)− 1)/ (Qp′/N − 1/r). De plus,
il est facile de ve´rifier que Qr′ < Q1 si et seulement si
Q
p−1 − 1 < Qp
′
N
− 1
r
. Donc, puisque
Qp′
N
− 1
r
=
Qp
N(p− 1) −
1
r
>
p
N
− 1
r
> 0
car Qr′ < Q1, nous obtenons m < 1, ce qui est impossible.
Alors apre`s un nombre fini d’e´tapes n¯, nous arrivons a` mn¯ > N/p , donc nous obtenons
(i) par le lemme 2.3.3.
(ii) Supposons que Q > p − 1 et Qr′ = Q1, donc p < N, et |U |p−1 ∈ Lσ(Ω) pour un
certain σ > N/(N − p). Posons
σ = (1 + θ)N/(N − p) avec θ > 0, et m0 = (1 + θr)/(1 + θ) > 1.
Nous avons Qr/(r − m0) = (p − 1)σ, et par l’ine´galite´ de Ho¨lder pour l’exposant r/m0
nous obtenons :∫
Ω
(f |U |Q)m0dx ≤
(∫
Ω
f rdx
)m0/r (∫
Ω
|U |Qr/(r−m0) dx
)1−m0/r
,
donc nous avons f(x) |U |Q ∈ Lm0(Ω).
Si m0 ≥ N/p alors U ∈ L∞(Ω) si l’ine´galite´ est stricte et U ∈ Lk(Ω) pour tout k ≥ 1.
Sim0 < N/p alors nous de´finissonsm1 par la relation (2.3.18), et donc f(x) |U |Q ∈ Lm1(Ω)
et m0 < m1. Et ainsi de suite pour tout n ∈ N telle que f(x) |U |q ∈ Lmn(Ω) et mn < N/p,
nous pouvons de´finir mn+1 par la relation (2.3.19) et la suite est strictement croissante.
Si mn < N/p pour tout n alors elle a une limite m donne´ par la relation (2.3.20). Mais
en utilisant l’hypothe`se Qr′ = Q1, avec un calcul simple nous trouvons m = 1, ce qui est
impossible. D’ou` (ii).
(iii) Nous montrons (iii) en utilisant [18, Propositions 1.2 and 1.3]. En effet l’e´quation
peut s’e´crire sous la forme
−∆pU = K(x)(1 + |U |p−1),
ou`
|K(x)| ≤ f(x) (1 + |U |
Q)
(1 + |U |p−1) ≤ f(x)(1 + |U |
Q−p+1).
Si (Q + 1)r′ ≤ p∗ alors K(x) ∈ Ls(Ω) pour un certain s ≥ N/p, alors U ∈ L∞(Ω) si
l’ine´galite´ est stricte , et U ∈ Lk(Ω) pour tout k ≥ 1 dans le cas d’e´galite´.
Maintenant nous traitons le cas strictement sous-line´aire Q < p− 1. Alors
|h(x)| ≤ f(x)(|U |q + 1) = f(|U |q χ{|U |≥1} + |U |q χ{|U |<1} + 1) ≤ f(|U |p−1 + 2),
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d’ici nous pouvons conclure (iv) comme dans (iii). Si r = N/p, alors nous avons Qr′ < Q1,
et moyennant la meˆme proce´dure ite´rative de´ja` utilise´e, nous pouvons construire une
suite strictement croissante mn qui tend vers m donne´ par la relation (2.3.20). Donc
( Q
p−1 − 1)( 1m − pN ) = 0, par suite m = N/p. Alors h(x) ∈ Ls(Ω) pour tout s < N/p, d’ou`
U ∈ W 1,p0 (Ω) et nous de´duisons (v) par le lemme 2.3.3. Si r < N/p alors m < N/p. Donc
par le lemme 2.3.3, Uk ∈ L1(Ω) pour k < (p− 1)Nm/(N − pm) = θ. Si (Q + 1)r′ < Q1,
alors m > m, donc U ∈ W 1,p0 (Ω). Si (Q+ 1)r′ ≥ Q1, alors m ≤ m, donc |∇U |p−1 ∈ Lτ (Ω)
pour tout τ < Nm/(N −m) = θ. Alors nous avons (vi).
Preuve du lemme 2.3.6. Dans [7, Proposition 2.1], les auteurs ont donne´ les esti-
mations (2.3.6) et (2.3.7) pour des fonction continue et sur-harmonique dans RN . En fait
nous pouvons adapter ces estimations pour toute solution renomalise´e locale U ∈ Wloc(Ω)
avec −∆pU = F ≥ 0.
Tout d’abord notons qu’une telle solution satisfait Up−1 ∈ Lσloc(Ω) pour tout σ ∈
(
0, N
N−p
)
.
Soit x0 ∈ Ω and ρ > 0 telle que B(x0, 4ρ) ⊂ Ω. Soit ζ ∈ D(R) a` valeurs dans [0, 1] , telle
que ζ(t) = 1 pour |t| ≤ 1, 0 pour |t| ≥ 2. Definissons sur Ω une fonction ξρ par
ξρ(x) =
{
ζ(|x− x0| /ρ) si x ∈ B(x0, 4ρ),
0 si x ∈ Ω\B(x0, 4ρ), .
Nous avons ξρ ∈ D(Ω) telle que ξρ(x) = 1 pour |x− x0| ≤ ρ, 0 ailleurs. De plus |∇ξρ(x)| ≤
ρ−1 |∇ζ(|x− x0| /ρ)| pour ρ ≤ x ≤ 2ρ et∇ξρ = 0 ailleurs, donc |∇ξρ| ≤ Cρ−1 sur Ω, pour
une borne supe´rieure C > 0 de |∇ζ| sur Ω. Conside´rons ϕρ = ξλρ avec λ > 0 suffisament
large qui sera fixe´ ulte´rieurement. Soit σ ∈ (1, N/(N − p)) et α ∈ (1− p, 0) . Nous posons
Uε = U + ε, pour tout ε > 0. Soit k > ε. Alors nous pouvons prendre
φ = Tk(Uε)
αξλρ
comme fonction test. D’ou`∫
Ω
FTk(Uε)
αξλρdx+ |α|
∫
Ω
Tk(Uε)
α−1ξλρ |∇(Tk(U)|p dx
≤ λ
∫
Ω
Tk(Uε)
αξλ−1ρ |∇(Tk(U)|p−2∇(Tk(U)∇ξρdx
≤ λ
∫
Ω
Tk(Uε)
αξλ−1ρ |∇(Tk(U)|p−1 |∇ξρ| dx
= λ
∫
{ξρ 6=0}
Tk(Uε)
α−1ξλρ (|∇(Tk(U)|p−1 Tk(Uε)ξ−1ρ |∇ξρ|)dx
≤ |α|
2
∫
Ω
Tk(Uε)
α−1ξλρ |∇(Tk(U)|p dx+ C(α, λ)
∫
Ω
Tk(Uε)
α+p−1ξλ−pρ |∇ξρ|p dx,
en utilisant l’ine´galite´ (2.3.9) avec δ = |α| /2λ, a = |∇(Tk(U)|p−1,b = Tk(Uε)ξ−1ρ |∇ξρ| et
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q = p. Par suite ∫
Ω
FTk(Uε)
αξλρdx+
|α|
2
∫
Ω
Tk(Uε)
α−1ξλρ |∇(Tk(U)|p dx
≤ C(α)
∫
Ω
Tk(Uε)
α+p−1ξλ−pρ |∇ξρ|p dx.
Alors faisons tendre ε vers 0 et k vers ∞. Posons θ = (p− 1)σ/(p− 1 + α) > 1, prenons
λ suffisamment large puis utilisons l’ine´galite´ de Ho¨lder puis en utilisant les proprie´te´s de
ξρ, nous obtenons∫
Ω
FUαξλρdx+
|α|
2
∫
Ω
Uα−1ξλρ |∇U |p dx
≤ C
(∫
supp ∇ζ
U (p−1)σξλρdx
)1/θ (∫
Ω
ξλ−pθ
′
ρ |∇ξρ|pθ
′
dx
)1/θ′
≤ C1ρ−p
(∫
supp ∇ξρ
U (p−1)σξλρdx
)1/θ
(
∫
B(x0,2ρ)
dx)1/θ
′
Par conse´quent,
∫
Ω
FUαξλρ +
|α|
2
∫
Ω
Uα−1ξλρ |∇U |p ≤ CρN/θ
′−p
(∫
supp ∇ξρ
U (p−1)σξλρdx
)1/θ
avec une nouvelle constante C dependante de α et λ.
Maintenant nous prenons φ = ξλρ comme fonction test. Nous trouvons∫
Ω
Fξλρdx ≤ λ
∫
Ω
ξλ−1ρ |∇U |p−2∇U.∇ξρdx
≤ λ
(∫
Ω
Uα−1ε ξ
λ
ρ |∇U |p dx
)1/p′ (∫
Ω
U (1−α)(p−1)ε ξ
λ−p
ρ |∇ξρ|p dx
)1/p
.
Puisque ` > p−1, nous pouvons fixer un α ∈ (1− p, 0) telle que τ = σ/(1−α) > 1. Alors
quand ε→ 0, nous de´duisons
∫
Ω
Fξλρdx ≤ C
(∫
supp ∇ξρ
U (p−1)σξλρdx
)1/θp′+1/τp
×
(∫
Ω
ξλ−θ
′p
ρ |∇ξρ|θ
′p dx
)1/θ′p′ (∫
Ω
ξλ−τ
′p
ρ |∇ξρ|τ
′p dx
)1/τ ′p
.
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Mais 1/θp′ + 1/τp = 1/σ = 1− (1/θ′p′ + 1/τ ′p), d’ou`
∫
Ω
Fξλρdx ≤ C
(∫
supp ∇ξρ
U (p−1)σξλρdx
)1/σ
ρN(1−1/σ)−p
et nous de´duisons (2.3.6). Par ailleurs, si U ∈ W 1,ploc (Ω), d’apre`s l’ine´galite´ de Harnack
faible, il existe C ′ = C ′(σ,N, p) telle que(
1
ρN
∫
B(x0,2ρ)
U (p−1)σdx
)1/(p−1)σ
≤ C ′ inf essB(x0,ρ)U,
d’ou` nous obtenons (2.3.7) en fixant σ.
Si U = G(F ) conside´rant Fn = min(F, n) et Un = G(Fn), la suite (Un) est croissante
par le principe de comparaison et satisfait (2.3.7), et U aussi par passage a` la limite
presque partout.
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3.1 Introduction
Soit Ω un domaine borne´ re´gulier de RN (N ≥ 2) et 1 < p ≤ N . Nous de´signons
par B l’ensemble des fonctions β de´finies sur un intervalle quelconque [0, L), L ≤ ∞ ;
satisfaisant
β ∈ C0([0, L)), L ≤ ∞, et β est positive, β 6≡ 0. (3.1.1)
On note G l’ensemble des fonctions g de´finies sur un intervale quelconque [0,Λ), Λ ≤ ∞ ;
satisfaisant
g ∈ C1([0,Λ)), Λ ≤ ∞, g(0) = 0 et g est croissante, g 6≡ 0. (3.1.2)
Dans la section 3.2 de ce chapitre, on e´tablit une correspondance de B sur G et on donne
quelques proprie´te´s e´le´mentaires de cette correspondance. Pour un β ∈ B donne´, on
conside`re deux fonctions γ et Ψ de´finies, par
γ(t) =
∫ t
0
β(s)ds, Ψ(t) =
∫ t
0
eγ(s)/(p−1)ds, (3.1.3)
pour tout t ∈ [0, L).
En notant, Λ = Ψ(L), on peut de´finir une fonction g ∈ G, par
g(τ) = eγ(Ψ
−1(τ))/(p−1) − 1 = 1
p− 1
∫ τ
0
β(ψ−1(s))ds, (3.1.4)
pour tout τ ∈ [0,Λ).
Re´ciproquement, pour un g ∈ G donne´ on conside`re la fonction H de´finie par
H(τ) =
∫ τ
0
ds
1 + g(s)
, (3.1.5)
pour tout τ ∈ [0,Λ).
En notant L = H(Λ), on peut de´finir un β ∈ B, par
β(t) = (p− 1)g′(H−1(t)), (3.1.6)
pour tout t ∈ [0, L) et on montre que H−1 = Ψ.
On note cette bijection entre B et G par T :
T : B ←→ G.
Les fonctions Ψ et H apparaˆıssent dans l’e´tude de deux proble`mes suivants
(Pu,λ)
{
−∆pu = β(u) |∇u|p + λ f dans Ω
u = 0 sur ∂Ω,
(3.1.7)
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et
(Pv,λ)
{
−∆pv = λ f(x)(1 + g(v))p−1 dans Ω
v = 0 sur ∂Ω,
(3.1.8)
ou` β ∈ B, g ∈ G, λ est un re´el strictement positive et f une fonction ve´rifiant :
f ∈ L1(Ω), f ≥ 0 presque partout dans Ω. (3.1.9)
En fait ; en partant du proble`me (3.1.7) avec β ∈ B, par un calcul formel simple le change-
ment de fonction v(x) = Ψ(u(x)) conduit formellement au proble`me (3.1.8) ou` g = T (β).
Re´ciproquement, en partant du proble`me (3.1.8) avec g ∈ G ; le changement de fonction
u(x) = H(v(x)) conduit formellement au proble`me (3.1.7) ou` β = T−1(g).
Ensuite, nous donnons quelques exemples explicites de β qui donne g ou bien le compor-
tement de g et re´ciproquement. Le lien e´tant formel entre les deux proble`mes (3.1.7) et
(3.1.8), notre but principal est de donner un sens a` ce lien : c’est le sujet de la troisie`me
section de ce chapitre.
Dans la section 3.3, on e´tablit un lien pre´cis entre ces deux proble`mes avec l’apparition
possible de mesures. Plus pre´cisement, cette section est consacre´e a` la de´monstration des
deux re´sultats principaux suivants :
The´ore`me 3.1.1 Soit β une fonction ve´rifiant (3.1.1). Supposons que u est une solution
renormalise´e du proble`me{
−∆pu = β(u) |∇u|p + λf(x) + αs dans Ω,
u = 0 sur ∂Ω,
(3.1.10)
telle que 0 ≤ u(x) < L presque partout dans Ω, ou` αs ∈M+s (Ω), alors il existe µ ∈M+b (Ω)
telle que v = Ψ(u) est une solution atteignable du proble`me{
−∆pv = λf(x)(1 + g(v))p−1 + µ dans Ω,
v = 0 sur ∂Ω,
(3.1.11)
ou` g = T (β). En particulier v satisfait l’e´quation dans D′(Ω) et plus pre´cisement, pour
tout h ∈ W 1,∞(R) telle que h′ a un support compact, et tout ϕ ∈ D(Ω),∫
Ω
|∇v|p−2∇v.∇(h(v)ϕ)dx = λ
∫
Ω
h(v)ϕf(1 + g(v))p−1dx+ h(∞)
∫
Ω
ϕdµ. (3.1.12)
De plus, si β ∈ L1((0, L)) alors µ = eγ(L)αs est singulie`re, et v est une solution renorma-
lise´e.
Si β /∈ L1((0, L)) alors αs = 0.
Si p = 2 ou p = N , alors dans tous les cas µ est singulie`re et v est une solution renorma-
lise´e.
Dans le sens inverse on a le re´sultat suivant :
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The´ore`me 3.1.2 Soit g une fonction ve´rifiant (3.1.2). Supposons que v est une solution
renormalise´e du proble`me (3.1.11) telle que 0 ≤ v < Λ dans Ω avec µ = µs ∈ M+s (Ω).
Alors il existe αs telle que u = H(v) est une solution renormalise´e du proble`me (3.1.10),
ou` β = T−1(g).
De plus, αs = 0, si µs = 0, ou Λ < +∞, ou Λ = +∞ et lim
k→+∞
g(k) = +∞.
Si Λ = +∞ et lim
k→+∞
g(k) < +∞ alors αs = µs/(1+ g(+∞))p−1, ou` g(+∞) = lim
k→+∞
g(k).
Notre premie`re application de ces re´sultats apparaˆıt dans l’e´tude du proble`me (3.1.7) dans
le cas particulier ou` β = p− 1 avec f 6≡ 0 ve´rifiant (3.1.9) et son proble`me correspondant
(3.1.8) ou` g(v) = v : c’est le sujet de la section 3.4. L’existence est lie´e a` un proble`me de
valeur propre avec poids f ,{
−∆pw = λf(x) |w|p−2w dans Ω,
w = 0 sur ∂Ω.
(3.1.13)
plus pre´cise´ment a` sa premie`re valeur propre
λ1(f) = inf
w∈W 1,p0 (Ω)
w 6=0
∫
Ω
|∇w|p dx∫
Ω
f |w|p dx . (3.1.14)
et on montre le re´sultat suivant :
The´ore`me 3.1.3 Soit β(u) ≡ p− 1, et g(v) = v sa transforme´e par T .
(i) Si 0 < λ < λ1(f) alors il existe une solution unique v0 ∈ W 1,p0 (Ω) de (3.1.8), donc une
solution unique u0 ∈ W 1,p0 (Ω) de (3.1.7) telle que eu0 − 1 ∈ W 1,p0 (Ω).
Si f ∈ LN/p(Ω), alors u0, v0 ∈ Lk(Ω) pour tout k > 1.
Si f ∈ Lr(Ω) avec r > N/p, alors u0 et v0 ∈ L∞(Ω).
De plus, si f ∈ Lr(Ω) avec r > N/p, alors pour toute mesure µs ∈ M+s (Ω), il existe
une solution renormalise´e vs de{
−∆pvs = λf(x)(1 + vs)p−1 + µs dans Ω,
vs = 0 sur ∂Ω;
(3.1.15)
donc il existe une infinite´ de solutions us = ln(1 + vs) ∈ W 1,p0 (Ω) de (3.1.7), moins
re´gulie`re que u0.
(ii) Si λ > λ1(f) ≥ 0, ou λ = λ1(f) > 0 et f ∈ LN/p(Ω), alors (3.1.7), (3.1.8) et (3.1.15)
n’admettent pas de solutions renormalise´es.
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3.2 Changement ponctuel de fonctions
3.2.1 De´finitions et proprie´te´s
Dans cette sous section on donne une correspondance entre la classe des fonctions B
satsfaisant (3.1.1) et la classe des fonctions G ve´rifiant (3.1.2).
Soit β ∈ B . Pour tout t ∈ [0, L) on de´finit
γ(t) =
∫ t
0
β(s)ds, Ψ(t) =
∫ t
0
eγ(s)/(p−1)ds
Il est e´vident que la fonction Ψ est strictement croissante, par conse´quense elle admet
une fonction re´ciproque de´finie sur Ψ([0, L)) = [0,Λ) ,Λ = Ψ(L) ≤ ∞. Introduisons la
fonction suivante
τ ∈ [0,Λ) 7→ g(τ) = eγ(Ψ−1(τ))/(p−1) − 1 = 1
p− 1
τ∫
0
β(Ψ−1(s))ds (3.2.1)
Alors on a
Proposition 3.2.1 Soit β ve´rifiant (3.1.1) et g la fonction de´finie par (3.2.1). Alors g
satisfait l’hypothe`se (3.1.2) et on a Ψ−1 = H, ou` H est la fonction de´finie par (3.1.5).
Preuve. On montre que H = Ψ−1 en effectuant le changement de variable simple s =
Ψ(τ) :
H(τ) =
τ∫
0
ds
1 + g(s)
=
τ∫
0
ds
eγ(Ψ−1(s))/(p−1)
=
Ψ−1(τ)∫
0
Ψ′(τ)dτ
eγ(τ))/(p−1)
= Ψ−1(τ)
L’expression (3.1.5) nous a permis d’obtenir Ψ−1 en fonction de g. Graˆce a` cette
expression, on obtient la re´ciproque : considerons une fonction g ∈ G . Il est e´vident que
la fonctionH est strictement croissante, par conse´quent elle admet une fonction re´ciproque
de´finie sur H([0,Λ)) = [0, L) , L = H(Λ) ≤ ∞. Introduisons la fonction suivante
t ∈ [0, L) 7→ β(t) = (p− 1)g′(H−1(t)). (3.2.2)
Alors on a
Proposition 3.2.2 Soit g ve´rifiant(3.1.2), alors la fonction β de´finie par (3.2.2) satisfait
(3.1.1) et on a H−1 = ψ.
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Remarque 3.2.3 En notant τ = Ψ(t) on obtient les relations suivantes :
β(t) = (p− 1)g′(τ), 1 + g(τ) = eγ(t)/(p−1) (3.2.3)
et par suite β est croissante si et seulement si g est convexe. Nous remarquons que la
corre´lation entre g et β n’est pas monotone ; nous avons seulement : si g′1 ≤ g′2, alors
β1 ≤ β2.
Maintenant, notons quelques proprie´te´s e´le´mentaires de cette correspondance
Proposition 3.2.4 Soit (β, g) ∈ B×G, telle que g = T (β). On a les proprie´te´s suivantes
L =∞ =⇒ Λ =∞. (3.2.4)
L <∞⇐⇒ 1/(1 + g(s)) ∈ L1 ((0,Λ)) (3.2.5)
Λ <∞⇐⇒ eγ(θ)/(p−1) ∈ L1 ((0, L)) (3.2.6)
γ(L) <∞⇐⇒ β ∈ L1 ((0, L))⇐⇒ g est borne´e (3.2.7)
Preuve. On remarque facilement que Ψ(t) ≥ t pour t ∈ [0, L), d’ou` on obtient (3.2.4). Les
deux proprie´te´s (3.2.6), (3.2.5) se de´coulent directement des de´finitions de Ψ etH. Puisque
g([0,Λ)) =
[
0, eγ(L)
)
, meˆme pour L = ∞, on conclut γ(L) < +∞ ⇐⇒ g est borne´e. Par
la definition de γ on deduit γ(L) <∞⇐⇒ β ∈ L1 ((0, L)), d’ou` on a (3.2.7).
Remarque 3.2.5 Puisque g est croissante, alors elle admet une limite finie ou infinie
lorsque k ↗ Λ, donc (3.2.7) est e´quivalente a`
lim
v−→Λ
(1 + g(v))p−1 = eγ(L) < +∞
Dans la proposition suivante on donne quelques relations entre les comportements de β(t)
lorsque t→ L et g(s)
s
lorsque s→ Λ :
Proposition 3.2.6 on a les proprie´te´s suivantes
(i) lim inf
t→L
β(t) > 0 =⇒ lim inf
t→Λ
g(s)/s > 0.
(ii) lim
t−→L
β(t) = ∞ =⇒ lim
s−→Λ
g(s)/s = ∞. La re´ciproque est vraie si β est croissante au
voisinage de L.
Preuve. (i) Si lim inf
t→L
β(t) > 0 alors il existe C > 0 et δ ∈ (0, L) telles que β(t) ≥ C pour
tout t ∈ (δ, L), par suite (p− 1)g′(s) ≥ C pour tout s ∈ (ψ(δ),Λ). En integrant de 0 a` s
on obtient (p− 1)g(s) ≥ C s pour tout s ∈ (ψ(δ),Λ).
(ii) Supposons lim
t−→L
β(t) =∞. Puisque s→ Λ⇔ t = H(s)→ H(Λ) = L, alors
lim
s→Λ
g′(s) =
1
p− 1 limH(s)→H(Λ) β(H(s)) =
1
p− 1 limt→L β(t) = +∞;
donc, par la re`gle de l’Hoˆpital, on a lim
s−→Λ
g(s)/s =∞.
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3.2.2 Exemples
Dans cette sous section, nous donnons quelques exemples explicites de β et g, pour
lesquelles on peut calculer leurs fonctions correspondantes par la transformation T . Nous
donnons quelques exemples pour lesquelles le calcul est tre`s difficile, mais ce sont des bons
mode`les liant le comportement de β au voisinage de L et g au voisinage de Λ. Le calcul
est plus facile en partant d’une fonction donne´e g, on calcule u en utilisant (3.1.5) et β
par (3.2.2).
Les exemples montrent que la corre´lation est sensible par rapport a` β : une petite
perturbation sur β peut impliquer une forte perturbation sur g.
Les exemples 1, 2, 5, 6 sont remarquables, puisqu’ils conduisent a` des e´quations bien
connues en v. L’exemple 10 est un mode`le qui conduit a` un nouveau type d’e´quation en
v, presentant une singularite´. Le fle`che ↔ indique le lien formel entre les deux proble`mes
en u et v.
1◦) Cas ou` β est de´finie sur [0,∞) ( L =∞ = Λ).
1) β constante, g line´aire :
Soit β(u) = p− 1, d’apre`s (3.1.3) on a
γ(t) =
∫ t
0
β(u)du = (p− 1)t, Ψ(t) =
∫ t
0
eγ(s)/(p−1)ds =
∫ t
0
esds = et − 1
et d’apre`s (3.2.1) on a
g(v) =
1
p− 1
∫ v
0
β(Ψ−1(t))dt =
1
p− 1
∫ v
0
(p− 1)dt = v
donc v = eu−1, u = Ψ−1(v) = ln(1+v) et on a l’e´quivalence formelle des deux proble`mes :
−∆pu = (p− 1) |∇u|p + λf(x) ↔ −∆pv = λf(x)(1 + v)p−1.
2) g est de type puissance et sous-line´aire :
Soit 0 < Q < p − 1; posons α = Q/(p − 1) < 1, et β(u) = (p− 1)α
(1 + (1− α)u) , alors
(1− α)u = (1 + v)1−α − 1 et (1 + g(v))p−1 = (1 + v)Q. En effet, on a
γ(t) =
∫ t
0
(p− 1)α
(1 + (1− α)s)ds = ((p− 1)α/(1− α)) ln(1 + (1− α)t)
= (p− 1) ln(1 + (1− α)t)α/(1−α)
et donc
Ψ(t) =
∫ t
0
eln(1+(1−α)s)
α/(1−α)
ds =
∫ t
0
(1 + (1− α)s)α/(1−α)ds
= (1 + (1− α)t)1/(1−α) − 1
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d’ou` v = Ψ(u) = (1 + (1− α)u)1/(1−α) − 1 et Ψ−1(v) = u = 1
1−α((1 + v)
1−α − 1), par suite
d’apre`s la de´finition (3.2.1), on trouve
1 + g(v) = eγ(Ψ
−1(v))/(p−1) = eγ(u)/(p−1) = eln(1+(1−α)u)
α/(1−α)
= (1 + (1− α)u)α/(1−α) = (1 + v)α
donc (1 + g(v))p−1 = (1 + v)Q et
−∆pu = (p− 1)α
1 + (1− α)u |∇u|
p + λf(x) ↔ −∆pv = λf(x)(1 + v)Q;
Dans cet exemple, il est clair que g n’est pas borne´e et elle est concave, donc β est
de´croissante, et β(u) ∼ C/u au voisinage de ∞, donc β 6∈ L1 ((0,∞)) .
3) β est de type puissance, g est de type logarithmique.
(i) Soit β(u) = (p − 1)um, m > 0, alors g(v) ∼ Cv(ln v)m/(m+1), avec C = (m +
1)m/(m+1). En effet, on a
γ(t) =
∫ t
0
(p− 1)umdu = ((p− 1)/(m+ 1))um+1 et v = Ψ(u) =
∫ u
0
e
sm+1
m+1 ds
Integrons par parties l’inte´grale I(u) =
∫ u
1
s−(m+1)es
m+1/(m+1)ds, en posant U = e
sm+1
m+1 et
V ′ = s−(m+1), donc U ′ = sme
sm+1
m+1 et V = − 1
m
s−m on trouve que
I(u) =
∫ u
1
s−(m+1)e
sm+1
m+1 ds =
e(m+1)
−1
m
+
1
m
u−me
um+1
m+1 +
1
m
∫ u
1
e
sm+1
m+1 ds
donc
J(u) =
∫ u
1
e
sm+1
m+1 ds = −e(m+1)−1 + u−meu
m+1
m+1 +mI(u)
Posons Z(u) = u−me
um+1
m+1 . On a Z(u)→∞ et I(u)→∞ si u→∞. Mais
I ′(u)
Z ′(u)
=
u−(m+1)e
um+1
m+1
(1−mu−(m+1))eum+1m+1
=
1
um+1 −m → 0
lorsque u → ∞. Donc, par la re`gle de l’Hoˆpital on conclut que I(u)/Z(u) tend vers 0 si
u→∞ . Il en re´sulte que
J(u)
Z(u)
= −e
(m+1)−1
Z(u)
+m
I(u)
Z(u)
+ 1
tend vers 1 si u→∞ ; c’est a` dire J(u) ∼ Z(u) a` l’infini. Par suite v = Ψ(u) ∼ u−meu
m+1
m+1
a` l’infini. De plus, on a
(lnΨ(u))′
um
=
Ψ′(u)
umΨ(u)
=
e
um+1
m+1
umΨ(u)
=
u−me
um+1
m+1
Ψ(u)
u→∞−→ 1,
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donc, par la re`gle de l’Hoˆpital on trouve que ln v = lnΨ(u) ∼ um+1/(m + 1) ou bien,
u ∼ ((m+ 1) ln v)1/(m+1) a` l’infini.
Maintenant, d’apre`s (3.2.1) et l’expression de γ, on a
1 + g(v) = eγ(u)/(p−1) = e
um+1
m+1 = umu−me
um+1
m+1 ,
ce qui est e´quivalent a` l’infini a` ((m+ 1) ln v)m/(m+1)v = C v(ln v)m/(m+1).
(ii) Dans le sens inverse, soit 1 + g(v) = (1 + Cv)(1 + ln(1 + Cv))m/(m+1), avec m >
0, C > 0, alors on obtient exactement
Cu = (m+ 1)((1 + ln(1 + v))1/(m+1) − 1),
et
β(u) = (p− 1)C((1 + Cu
m+ 1
)m +
C m
m+ 1 + Cu
),
alors β(u) ∼ Kum au voisinage de +∞, avec K = (p − 1)Cm+1(m + 1)−m. En effet, en
posant θ = ln(1 + Cs) on obtient
u = H(v) =
∫ v
0
ds
(1 + Cs)(1 + ln(1 + Cs))m/(m+1)
=
∫ ln(1+Cv)
0
dθ
C(1 + θ)m/(m+1)
=
m+ 1
C
((1 + ln(1 + Cv))1/(m+1) − 1)
d’ou` Cu = (m+ 1)((1 + ln(1 +Cv))1/(m+1) − 1), donc (1 + ln(1 +Cv))1/(m+1) = 1+ Cu
m+1
.
D’apre`s la de´finition (3.2.2) de β, on a β(u) = (p− 1)g′(v). Calculons g′(v) on trouve
g′(v) = C(1 + ln(1 + Cv))m/(m+1) +
Cm
m+ 1
(1 + ln(1 + Cv))−
1
m+1
= C(1 +
Cu
m+ 1
)m +
Cm
m+ 1
(1 +
Cu
m+ 1
)−1
= C(1 +
Cu
m+ 1
)m +
Cm
m+ 1 + Cu
4) β est de type exponentiel, g est de type logarithmique . On donne les trois exemples
suivants :
• Soit β(u) = (p− 1)eu, alors g(v) ∼ v ln v au voisinage de ∞. En effet :
γ(t) = (p− 1)(eu − 1), Ψ(t) = e−1
∫ t
0
ee
s
ds.
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Integrons par parties l’inte´grale I(u) =
∫ u
0
e−see
s
ds, en posant U = ee
s
, V ′ = e−s et donc
U ′ = esee
s
, V = −e−s ; on obtient
I(u) =
∫ u
0
e−see
s
ds = e− e−ueeu +
∫ t
0
ee
s
ds
= e− eeu−u + eΨ(u)
et en utilisant la re`gle de l’Hoˆpital on conclut que I(u)/ee
u−u tend vers 0 lorsque u→∞.
Il en re´sulte que v = Ψ(u) ∼ eeu−u−1 au voisinage de ∞. De plus, on a
(lnΨ(u))′
eu+1
=
Ψ′(u)
eu+1Ψ(u)
=
ee
u−u−1
Ψ(u)
u→∞−→ 1,
donc, d’apre`s la re`gle de l’Hoˆpital ; ln v = lnΨ(u) ∼ eu+1 au voisinage de∞. Finalement,
on a
1 + g(v) = eγ(u)/(p−1 = ee
u
= ee
u−u−1eu+1 ∼ v ln v,
au voisinage de ∞.
• Soit β(u) = (p−1)(eu+1), alors on calcule exactement 1+g(v) = (1+v)(1+ln(1+v))
et u = ln(1 + ln(1 + v)), en effet γ(t) = (p− 1)(t+ et − 1) et
v = Ψ(u) = e−1
∫ u
0
esee
s
ds = e−1(ee
u − e) = eeu−1 − 1,
d’ou` on trouve u et
1 + g(v) = eγ(u)/(p−1 = eu+e
u−1 = ee
u−1eu = (1 + v)(1 + ln(1 + v)),
et les deux proble`mes suivants en u et v sont formellement e´quivalents :
−∆pu = (p− 1)(eu + 1) |∇u|p + λf(x) ↔ −∆pv = λf(x)((1 + v)(1 + ln(1 + v)))p−1.
• Soit β(u) = (p − 1)(eeu+u + eu + 1), on ve´rifie que ee+1v = eeeu − ee et 1 + g(v) ∼
v ln v ln(ln v)) au voisinage de ∞. En effet :
γ(t) = (p− 1)
∫ t
0
(esee
s
+ es + 1)ds = (p− 1)(eet + et + t− (e+ 1)),
et
v = Ψ(u) = e−(e+1)
∫ u
0
ee
es+es+sds
= e−(e+1)
∫ u
0
ee
es
ee
s
esds = e−(e+1)(ee
eu − ee),
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d’ou` on tire l’expression de v en fonction de u et
1 + g(v) = eγ(u)/(p−1 = e−(e+1)ee
eu+eu+u = e−(e+1)ee
eu
ee
u
eu
= e−1(1 + ev)(e+ ln(1 + ev))(ln(e+ ln(1 + ev))
∼ v ln v ln(ln v),
au voisinage de ∞.
2◦) Cas ou` β a une asymptote (L < ∞ ), mais g est de´finie sur [0,∞) . C’est
le cas ou` 1/(1 + g(s)) ∈ L1 ((0,∞)) .
5) g est de type puissance et sur-line´aire :
Soit Q > p − 1; posons α = Q/(p − 1) > 1, et β(u) = (p − 1)α/(1 − (α − 1)u), avec
L = 1/(α− 1), nous ve´rifions que (1 + g(v))p−1 = (1 + v)Q et (α− 1)u = 1− (1 + v)1−α.
Le calcul est plus facile en partant de g, on trouve
u = H(v) =
∫ v
0
ds
(1 + s)α
d’ou` L = H(∞) = 1/(α − 1) puisque α > 1, et u = 1
1−α((1 + v)
1−α − 1) et β(u) =
(p− 1)g′(v) = (p− 1)α(1 + v)α−1 = (p− 1)α/(1 + v)1−α = (p− 1)α/(1− (α− 1)u). Donc
−∆pu = (p− 1)α
1− (α− 1)u |∇u|
p + λf(x) ↔ −∆pv = λf(x)(1 + v)Q.
Un autre exemple est le cas β(u) = 2(p − 1)tgu avec L = pi/2, ou` 1 + g(v) = 1 + v2, et
u = Arctgv. Le calcul est simple en partant de g.
6) g est de type exponentiel :
Soit β(u) = (p− 1)/(1− u) avec L = 1, alors pour tout t ∈ [0, 1)
γ(t) = (p− 1)
∫ t
0
ds
1− s = −(p− 1) ln(1− t),
et pour tout 0 ≤ u < 1 on a
v = Ψ(u) =
∫ u
0
e− ln(1−s)ds = − ln(1− u),
donc Λ = +∞, u = 1− e−v et 1 + g(v) = eγ(u)/(p−1) = e− ln(1−u) = e− ln e−v = ev et donc :
−∆pu = p− 1
1− u |∇u|
p + λf(x) ↔ −∆pv = λf(x)e(p−1)v.
7) g est de type logarithmique :
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Soit β(u) = (p−1)k/(1−u)k+1, k > 0 avec L = 1, alors on obtient g(v) ∼ kv(ln v))(k+1)/k
au voisinage de ∞. Re´ciproquement, si 1 + g(v) = (1 + kv)(1 + ln(1 + kv))(k+1)/k, alors
β(u) = (p − 1)(k/(1 − u)k+1 + (k + 1)/(1 − u)), donc β(u) ∼ (p − 1)k/(1 − u)k+1 au
voisinage de 1. Les calculs sont analogues a` celles de l’exemple 3.
Remarquons que β a une singularite´ plus forte que celle de l’exemple 6, mais g a une
croissance plus lente.
8) g est de type d’une exponentielle forte ee
v
:
Soit β(u) =
p− 1
1− u(1−(ln
e
1− u)
−1) avec L = 1, alors 1+g(v) = ee
v−v−1, u = 1−e1−ev .
Le calcul est simple en partant de g, on a
u = H(v) = e
∫ v
0
e−e
s
esds = e(e−1 − e−ev) = 1− e1−ev
donc u ↗ 1 lorsque v ↗ ∞, par suite L = 1. De plus on obtient eev−1 = (1 − u)−1 et
ev = ln e
1−u . Calculons g
′(v) en fonction de u on trouve
g′(v) = (ev − 1)eev−v−1 = eev−1(1− e−v) = (1− u)−1(1− (ln e
1− u)
−1),
d’ou` on obtiont β(u) = (p− 1)g′(v).
Remarquons que β a une singularite´ du meˆme type que l’exemple 6.
3◦) Cas ou` β et g ont des asymptotes (L <∞ et Λ <∞).
9) Soit Q > 0. Posons α = Q/(p − 1) > 0, et β(u) = (p − 1)α/(1 − (α + 1)u), avec
L = 1/(α+1), on obtient (1+g(v))p−1 = (1−v)−Q avec Λ = 1 et (α+1)u = 1−(1−v)α+1 :
−∆pu = (p− 1)α
1− (α+ 1)u |∇u|
p + λf(x) ↔ −∆pv = λf(x)
(1− v)Q
10) β(u) = (p − 1)u/(1 − u2) avec L = 1, alors 1 + g(v) = 1/ cos v avec Λ = pi/2 et
u = sin v.
3.3 Preuve des the´ore`mes 3.1.1 et 3.1.2
Cette sous section est consacre´e a` la de´monstration des the´ore`mes 3.1.1 et 3.1.2. Tout
d’abord, notons les difficulte´s lie´es au p-Laplacien. La connexion entre les proble`mes (Pu,λ)
et (Pv,λ) induit des mesures, alors nous ne pouvons pas utiliser des approximations par des
fonctions re´gulie`res, parce que l’unicite´ de solutions du proble`me (2.2.2) n’est pas assure´e
lorsque la partie singulie`re de la mesure est non nulle, voir la remarque 2.2.8. Pour cela
nous utilisons les e´quations satisfaites par les troncatures, voir la de´finition 2.2.11. Dans
l’article de Malusa [7], l’auteur a utilise´ ces e´quations pour simplifier la de´monstration du
re´sultat de stabilite´ de [4].
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Remarque 3.3.1 (i) Si v ∈ W 1,p0 (Ω), alors u = H(v) ∈ W 1,p0 (Ω). En effet u ≤ v, et
∇u = ∇v/(1 + g(v)).
(ii) Si L = ∞ et lim inf
t→∞
β(t) > 0, et u est une solution renormalise´e de (Pu,λ) alors
u ∈ W 1,p0 (Ω); en effet β(t) ≥ m > 0 pour t ≥ K0 > 0, donc∫
Ω
|∇u|p dx =
∫
{u>K0}
|∇u|p dx+
∫
{u≤K0}
|∇u|p dx
≤ 1
m
∫
Ω
β(u) |∇u|p dx+
∫
Ω
|∇TK0(u)|p dx.
Remarque 3.3.2 (i) Si u est une solution du proble`me (3.1.10), ou` 0 ≤ u(x) < L
presque partout dans Ω , et si L < ∞, alors αs = 0 d’apre`s la remarque 2.2.10, et
u = TL(u) ∈ W 1,p0 (Ω) ∩ L∞(Ω).
De meˆme, si v est une solution de (3.1.11), ou` 0 ≤ v(x) < Λ presque partout dans Ω, et
Λ <∞, alors µs = 0, et v = TΛ(v) ∈ W 1,p0 (Ω) ∩ L∞(Ω).
(ii) Si u est une solution renormalise´e de (3.1.10), alors la p-capacite´ de l’ensemble
{u = L} est 0. Cela re´sulte par exemple de [4, remarque 2.11] pour L =∞, et par [4, pro-
position 2.1] applique´e a` (u−L)+ si L <∞. De meˆme, si v est une solution renormalise´e
de (3.1.11), alors la p-capacite´ de l’ensemble {v = Λ} est 0.
Pour la de´monstration des the´ore`mes 3.1.1 et 3.1.2, on e´tablit les trois lemmes sui-
vants :
Lemme 3.3.3 Soit (β, g) ∈ B× G telle que g = T (β). Pour tout K ∈ (0, L), k ∈ (0,Λ),
soient αK , µk ∈M+0 (Ω) telles que :
µk = (1 + g(k))
p−1αK , pour k = Ψ(K). (3.3.1)
Alors, on a :
(i) Si µk converge vers µs ∈ M+s (Ω) pour la topologie e´troite (respectivement faible ∗) des
mesures lorsque k ↗ Λ, alors αK converge e´troitement (respectivement faiblement ∗) vers
un αs ∈ M+s (Ω) lorsque K ↗ L. Plus pre´cise´ment, αs = 0, si µs = 0 ou lim
k→Λ
g(k) = +∞.
Si lim
k→Λ
g(k) < +∞ alors αs = µs/(1 + g(Λ))p−1, ou` g(Λ) = lim
k→+∞
g(k).
(ii) Si β ∈ L1((0, L)) et αK converge e´troitement (respectivement faiblement ∗) vers un
αs ∈ M+s (Ω) lorsque K ↗ L, alors µk converge vers µs ∈ M+s (Ω) pour la topologie
e´troite (respectivement faible ∗) des mesures, ou`
µs = (1 + g(Λ))
p−1αs = eγ(L)αs.
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Lemme 3.3.4 Supposons que u est une solution renormalise´e du proble`me (3.1.10), ou`
0 ≤ u(x) < L presque partout dans Ω et conside´rons v = Ψ(u). Pour tout K > 0, k > 0
il existe αK , µk ∈M+0 (Ω) telles que :
(i) Les fonctions tronque´es TK(u), Tk(v) satisfaisent les e´quations
−∆pTK(u) = β(TK(u)) |∇TK(u)|p + λfχ{u<K} + αK dans D′(Ω), (3.3.2)
−∆pTk(v) = λf(1 + g(v))p−1χ{v<k} + µk dans D′(Ω), (3.3.3)
(ii) Pour tout K ∈ (0, L), en posant k = Ψ(K) on a la relation (3.3.1).
(iii) la suite de mesures (αK)0<K<L converge pour la topologie e´troite des mesures vers αs
lorsque K ↗ L.
Re´ciproquement on a le lemme suivant :
Lemme 3.3.5 Supposons que v est une solution renormalise´e du proble`me (3.1.11), ou`
0 ≤ v(x) < Λ presque partout dans Ω et conside´rons u = H(v). Pour tout k > 0, K > 0
il existe µk, αK ∈M+0 (Ω) telles que :
(i) Les fonctions tronque´es Tk(v), TK(u) satisfont respectivement les e´quations (3.3.3),
(3.3.2).
(ii) Pour tout k ∈ (0,Λ), en posant K = H(k) on a la relation (3.3.1).
(iii) µk converge vers µs pour la topologie e´troite des mesures lorsque k ↗ Λ.
Preuves des lemmes 3.3.3, 3.3.4 et 3.3.5.
Preuve du lemme 3.3.3 Posons zk = (1 + g(k))
1−p, K = H(k), on a αK = zkµk.
Puisque g est croissante sur (0,Λ) alors elle admet une limite (finie ou infinie) lorsque
k ↗ Λ. Notons g(Λ) = lim
k→Λ
g(k), dans les deux cas ou` Λ est finie ou non. Donc zk admet
une limite avec
lim
k→Λ
zk =
 0 si limk→Λ g(k) = +∞,(1 + g(Λ))1−p = z si lim
k→Λ
g(k) = g(Λ) < +∞.
Maintenant, pour tout φ ∈ Cb(Ω) (respectivement φ ∈ Cc(Ω)), on a∫
Ω
φ dαK = zk
∫
Ω
φ dµk
Donc, par la convergence e´troite de µk vers µs on de´duit que
∫
Ω
φ dαK converge vers 0 si
lim
k→Λ
g(k) = +∞ et z
∫
Ω
φ dµs si lim
k→Λ
g(k) < +∞ lorsque K ↗ L. D’ou` , on conclut que αK
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converge e´troitement (respectivement faiblement ∗) dansMb(Ω) vers 0 si lim
k→Λ
g(k) = +∞
et zµs si lim
k→Λ
g(k) < +∞. D’ou` (i).
Pour (ii), la suite z−1k = (1+g(k))
p−1 = eγ(K) admet une limite finie e´gale a` (1+g(Λ))p−1 =
eγ(L) si et seulement si g est borne´e, ce qui est e´quivalent a` β ∈ L1((0, L)), d’apre`s (3.2.7).
D’ou` (ii).
Preuve du lemme 3.3.4 : Supposons que u est une solution renormalise´e de (3.1.10).
Pour tout K > 0, conside´rons la fonction TK(u) ∈ W 1,p0 (Ω).
D’apre`s la de´finition 2.2.11 il existe αK ∈ M+0 (Ω), concentre´e sur l’ensemble {u = K},
qui converge e´troitement vers αs lorsque K → +∞, telle que∫
Ω
|∇TK(u)|p−2∇TK(u).∇ψdx =
∫
{U<K}
(β(u) |∇u|p + λf)ψdx+
∫
Ω
ψdαK
=
∫
Ω
(β(TK(u)) |∇TK(u)|p ψdx+
∫
{u<K}
λfψdx+
∫
Ω
ψdαK (3.3.4)
pour tout ψ ∈ W 1,p0 (Ω) ∩ L∞(Ω). En d’autre termes on obtient l’e´quation (3.3.2) ve´rifie´
par la troncature TK(u).
Considerons maintenant le changement de fonction v = Ψ(u), on a 0 ≤ v < Λ. Pour
K ∈ (0, L) , soit k = Ψ(K) ∈ (0,Λ). Alors, puisque Ψ est strictement croissante, on a
Tk(v) =
{
v = Ψ(u) si v = Ψ(u) ≤ k,
k si v = Ψ(u) > k;
=
{
Ψ(u) si u ≤ K,
Ψ(K) si u > K;
donc Tk(v) = Ψ (TK(u)) . Par conse´quent par le the´ore`me de de´rivation fonctions com-
pose´es (chain rule), Tk(v) ∈ W 1,p0 (Ω) ∩ L∞(Ω) car Ψ est continue sur (0, L) et TK(u) ∈
W 1,p0 (Ω) ∩ L∞(Ω) avec ‖TK(u)‖L∞(Ω) ≤ K < L. De plus, on a
∇Tk(v) = Ψ′(TK(u))∇TK(u) = eγ(TK(u))/(p−1)∇TK(u)
= eγ(u)/(p−1)∇TK(u). (3.3.5)
Puisque Ψ est une bijection de (0, L) sur (0,Λ), alors Tk(v) ∈ W 1,p0 (Ω) pour tout k ∈
(0,Λ). Si Λ =∞, on peut donc de´finir le gradient de v, avec ∇v = eγ(u)/(p−1)∇u, d’apre`s
la de´finition 2.2.5 et (3.3.5). Dans le cas Λ <∞, on a ime´diatement v ∈ W 1,p0 (Ω)∩L∞(Ω)
car dans ce cas Ψ est borne´.
Cherchons maintenant l’e´quation ve´rifie´e par Tk(v). Soit ϕ ∈ W 1,p0 (Ω) ∩ L∞(Ω), et ψ =
eγ(TK(u))ϕ ; on a ψ ∈ W 1,p0 (Ω) ∩ L∞(Ω) avec
∇ψ = (eγ(TK(u))γ′(TK(u))ϕ)∇TK(u) + eγ(TK(u))∇ϕ
= (eγ(TK(u))β(TK(u))ϕ)∇TK(u) + eγ(TK(u))∇ϕ
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Considerons ψ comme fonction test dans (3.3.4), on obtient∫
Ω
eγ(TK(u)) |∇TK(u)|p−2∇TK(u).∇ϕdx+
∫
Ω
eγ(TK(u))(β(TK(u)) |∇TK(u)|p ϕdx
=
∫
Ω
eγ(TK(u))(β(TK(u)) |∇TK(u)|p ϕdx+
∫
{u<K}
λfψdx+
∫
Ω
ψdαK
Donc, en tenant compte la relation (3.3.5), on obtient∫
Ω
|∇Tk(v)|p−2∇Tk(v).∇ϕdx =
∫
{U<K}
λfeγ(TK(u))ϕdx+
∫
Ω
eγ(TK(u))ϕdαK
Puisque {u = K} = {v = k} et αK est concentre´e sur {u = K}, en utilisant la de´finition
(3.2.1) de g, on a donc∫
Ω
|∇Tk(v)|p−2∇Tk(v).∇ϕdx =∫
{U<K}
λf eγ(TK(u))ϕdx+
∫
Ω∩{u=K}
eγ(TK(u))ϕdαK
=
∫
{v<k}
λf(1 + g(v))p−1ϕdx+
∫
Ω∩{u=K}
eγ(K)ϕdαK
=
∫
{v<k}
λf(1 + g(v))p−1ϕdx+
∫
Ω
ϕ (1 + g(k))p−1 dαK
=
∫
{v<k}
λf(1 + g(v))p−1ϕdx+
∫
Ω
ϕdµk
ou` µk = e
γ(K)αK = (1 + g(k))
p−1αK . D’ou` on obtient l’e´quation (3.3.3) ve´rifie´e par la
troncature Tk(v).
Il nous reste a` de´montrer la partie (iii), pour cela on distingue les deux cas L = +∞ et
L < +∞ :
Cas 1 : L = +∞. On obtient imme´diatement la convergence de αK vers αs pour la
topologie e´troite des mesures lorsque K ↗ +∞ = L.
Cas 2 : L < +∞. D’apre`s la remarque 2.2.10, on a αs = 0, et u = TL(u) ∈ W 1,p0 (Ω) ∩
L∞(Ω). De plus TK(u) converge fortement vers u dans W
1,p
0 (Ω) lorsque K ↗ L. . Consi-
derons ψ = TK(u) dans (3.3.4), on obtient∫
Ω
|∇TK(u)|p dx =
∫
Ω
β(TK(u)) |∇TK(u)|p dx+
∫
{u<K}
λf TK(u)dx+KαK(Ω)
D’autre part, la suite β(TK(u)) |∇TK(u)|p = β(u) |∇TK(u)|p croit si K croit vers L et
converge presque partout vers β(u) |∇u|p ∈ L1(Ω), d’ou` par le the´ore`me de conver-
gence domine´e on obtient la convergence forte dans L1(Ω) de β(TK(u)) |∇TK(u)|p vers
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β(u) |∇u|p lorsque K ↗ L. De plus, on a λfχ{u<K} converge vers λf fortement dans
L1 (Ω) lorsque K ↗ L, puisque f ∈ L1 (Ω) et u < L presque partout dans Ω.
Par conse´quent, on obtient
lim
K↗L
KαK(Ω) =
lim
K↗L
(
∫
Ω
|∇TK(u)|p dx−
∫
Ω
β(TK(u)) |∇TK(u)|p dx−
∫
{u<K}
λf TK(u)dx)
=
∫
Ω
|∇u|p dx−
∫
Ω
β(u) |∇u|p dx−
∫
Ω
λfudx = 0,
donc αK converge vers 0 pour la topologie e´troite des mesures lorsque K ↗ L. Donc,
dans les deux cas ou` L est finie ou non, αK converge vers αs pour la topologie e´troite des
mesures lorsque K ↗ L.
Preuve du lemme 3.3.5 : Supposons que v est une solution de (3.1.11). Pour tout
k > 0, on conside`re la fonction tronque´e Tk(v) ∈ W 1,p0 (Ω).
D’apre`s la de´fintion 2.2.11, il existe µk ∈M+0 (Ω), concentre´e sur l’ensemble {v = k}, qui
converge e´troitement vers µs lorsque k → +∞, telle que Tk(v) satisfait l’e´quation (3.3.3),
c’est a` dire∫
Ω
|∇Tk(v)|p−2∇Tk(v).∇ϕdx = λ
∫
{v<k}
f(1 + g(v))p−1ϕdx+
∫
Ω
ϕdµk (3.3.6)
pour tout ϕ ∈ W 1,p0 (Ω) ∩ L∞(Ω).
Maintenant, on conside`re le changement de fonction u = H(v), on a 0 ≤ u < L. Pour k ∈
(0,Λ), soit K = H(k). Alors TK(u) = H(Tk(v)), et par la re`gle des fonctions compose´es
on obtient
∇TK(u) = H ′(Tk(v)∇Tk(v) = (1 + g(Tk(v))−1∇Tk(v)
= (1 + g(v))−1∇Tk(v) (3.3.7)
D’ou`, voir la de´finition 2.2.5, on peut de´finir le gradient de u par
∇u = (1 + g(v))−1∇ v
Cherchons maintenant l’e´quation satisfaite par TK(u). Soit ψ ∈ W 1,p0 (Ω) ∩ L∞(Ω), et
ϕ = (1 + g(Tk(v))
1−pψ ; on a ϕ ∈ W 1,p0 (Ω) ∩ L∞(Ω) avec
∇ϕ = (1− p)(1 + g(Tk(v)))−pg′(Tk(v))ψ)∇Tk(v) + (1 + g(Tk(v))1−p∇ψ
Considerons ϕ comme fonction test dans (3.3.6), on obtient∫
Ω
(1 + g(Tk(v))
1−p |∇Tk(v)|p−2∇Tk(v).∇ψ dx =∫
Ω
(p− 1)g′(Tk(v))(1 + g(Tk(v)))−p |∇Tk(v)|p ψ dx
+ λ
∫
{v<k}
f(1 + g(v))p−1(1 + g(Tk(v))1−pψ dx+
∫
Ω
(1 + g(Tk(v))
1−pψ dµk
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En utilisant la relation (3.3.7), la de´finition (3.2.2) de β, et que Tk(v) = v sur {v = k} =
{u = K}, on de´duit∫
Ω
|∇TK(u)|p−2∇TK(u).∇ψ dx =
∫
Ω
β(TK(u)) |∇TK(u)|p ψ dx
+ λ
∫
{U<k}
fψ dx+
∫
Ω
(1 + g(Tk(v))
1−pψ dµk,
or µk est concentre´e sur l’ensemble {v = k}, donc∫
Ω
(1 + g(Tk(v))
1−pψ dµk =
∫
Ω∩{v=k}
(1 + g(Tk(v))
1−pψ dµk
=
∫
Ω∩{v=k}
(1 + g(k)1−pψ dµk =
∫
Ω
ψ dαK
ou` αK est donne´e par la relation (3.3.1). Par conse´quent, on obtient l’e´quation (3.3.2)
satsfaite par TK(u).
Pour montrer la partie (iii), on distingue les deux cas Λ = +∞ et Λ < +∞. Si Λ =
+∞, alors la convergence est imme´diate. Si Λ < ∞, alors µs = 0, et v = TΛ(v) ∈
W 1,p0 (Ω)∩L∞(Ω), . De plus Tk(v) converge fortement vers v dans W 1,p0 (Ω) lorsque k ↗ Λ.
Considerons ϕ = Tk(v), dans (3.3.6), on obtient∫
Ω
|∇Tk(v)|p dx =
∫
Ω
λf(1 + g(v))p−1vχ{v<k}dx+ kµk(Ω)
D’autre part, par le the´ore`me de convergence monotone, f(1 + g(v))p−1vχ{v<k} converge
fortement dans L1(Ω) vers f(1+g(v))p−1v ∈ L1(Ω) lorsque k ↗ Λ, puisque v < Λ presque
partout dans Ω. Alors
lim
k↗Λ
kµk(Ω) = lim
k↗Λ
(
∫
Ω
|∇Tk(v)|p dx−
∫
Ω
λf(1 + g(v))p−1vχ{v<k}dx)
=
∫
Ω
|∇v|p dx−
∫
Ω
λf(1 + g(v))p−1vdx = 0,
donc µk converge e´troitement vers 0 dansMb(Ω) lorsque k ↗ Λ. D’ici, dans les deux cas
ou` Λ est fini ou infini, on a µk converge vers µs pour la topologie e´troite deMb(Ω) lorsque
k ↗ Λ.
Apre`s avoir de´montre´ les lemmes 3.3.3, 3.3.4 et 3.3.5, on va les utiliser pour de´montrer
le re´sultat principal de ce chapitre : les the´ore`mes 3.1.1 et 3.1.2.
(UV) Preuve du the´ore`me 3.1.1. Soit u une solution renormalise´e du proble`me
(3.1.10). Soit g = T (β) et v = Ψ(u), donc 0 ≤ v(x) < Λ presque partout dans Ω.
Reprenons toutes les notations du lemme 3.3.4.
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Soit ψ = eγ(TK(u)) − 1 = (1 + g(Tk(v))p−1 − 1. On a ψ ∈ W 1,p0 (Ω) ∩ L∞(Ω) avec
∇ψ = γ′(TK(u))eγ(TK(u))∇TK(u)
= β(TK(u))e
γ(TK(u))∇TK(u)
Considerons ψ comme fonction test dans l’e´quation (3.3.2) satisfaite par la tronque´e
TK(u), on obtient∫
Ω
β(TK(u)) |∇TK(u)|p eγ(TK(u))dx =∫
{u<K}
β(u) |∇u|p ψ dx+
∫
{u<K}
λfψdx+
∫
Ω
ψdαK
=
∫
Ω
β(TK(u)) |∇TK(u)|p (eγ(TK(u)) − 1) dx+
∫
{u<K}
λfψdx+
∫
Ω
ψdαK
d’ou` ∫
Ω
β(TK(u)) |∇TK(u)|p dx =
∫
{u<K}
λfψdx+
∫
Ω
ψdαK
par suite, en utilisant l’expression de ψ et le fait que αK est concentre´e sur {u = K} =
{v = k}, on obtient∫
Ω
β(TK(u)) |∇TK(u)|p dx =
∫
{u<K}
λfψdx+
∫
Ω
ψdαK
=
∫
{v<k}
λf((1 + g(v))p−1 − 1)dx+ ((1 + g(k))p−1 − 1)
∫
Ω
dαK
=
∫
{v<k}
λf((1 + g(v))p−1 − 1)dx+ µk(Ω)− αK(Ω).
par conse´quent λ
∫
{v<k} f((1 + g(v))
p−1dx + µk(Ω) est e´gal a`∫
Ω
β(TK(u)) |∇TK(u)|p dx+ λ
∫
{v<k}
f dx+ αK(Ω) (3.3.8)
Puisque β(u) |∇u|p ∈ L1 (Ω) , f ∈ L1(Ω) et αK converge e´troitement, on de´duit que
la quantite´ (3.3.8) est uniformement borne´e par rapport a` K. Donc, il existe M > 0
inde´pendante de k telle que :
λ
∫
{v<k}
f((1 + g(v))p−1dx + µk(Ω) ≤ M (3.3.9)
Il en re´sulte que Φ = f(1 + g(v))p−1 ∈ L1 (Ω) , par le lemme de Fatou, et que la suite des
mesures µk est uniformement borne´e par rapport a` k dans Mb(Ω) . Alors il existe une
suite (kn) qui converge vers Λ telle que (µkn) converge vers une mesure µ ∈M+b (Ω) pour
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la topologie faible ∗ deMb(Ω).
Maintenant, soit vn = Tkn(v), alors (vn) converge vers v = Ψ(u) presque partout dans
Ω. De plus, vn est solution de l’e´quation (3.3.3) pour k = kn. Donc vn est solution de
l’e´quation :
−∆pvn = ηn dans D′(Ω)
avec ηn = f(1 + g(v))
p−1χ{v<kn} + µkn ≥ 0. D’apre`s (3.3.9) on a ηn(Ω) ≤ M . Par suite,
voir remarque 2.2.13, nous obtenons a` une sous-suite pre`s :
vn → v presque partout dans Ω,
∇vn → ∇v presque partout dans Ω,
|∇vn|p−1 est borne´e dans Lτ (Ω) pour tout τ < N
N − 1 ,
|∇vn |p−2∇vn → |∇v |p−2∇v fortement dans Lτ (Ω) pour tout τ < N
N − 1 .
Alors v satisfait l’e´quation
−∆pv = Φ+ µ dans D′(Ω); (3.3.10)
donc µ est uniquement determine´, et µk converge pour la topologie faible
∗ deMb(Ω) vers
µ lorsque k ↗ Λ. Alors v est une solution atteignable de l’e´quation (3.3.10) . Posons
M = Φ+ µ.
Premier cas : p = 2 ou p = N . Alors, par unicite´ de solution, on sait que v est
une solution renormalise´e de l’e´quation (3.3.10). Il existe m ∈ M+0 (Ω) et ηs ∈ M+s (Ω)
telles que M = m + ηs, et d’apre`s la definition d’une solution renormalise´e , pour tout
k > 0, il existe ηk ∈M+0 (Ω) concentre´e sur l’ensemble {v = k} , qui converge vers ηs pour
la topologie e´troite des mesures, et
−∆pTk(v) = mx{v<k}+ηk dans D′(Ω),
mais on a aussi
−∆pTkn(v) = Φkn + µkn dans D′(Ω),
avec Φkn = λf(1 + g(v))
p−1χ{v<kn}. Donc on obtient
Φkn −mx{v<kn}= ηkn − µkn ,
et puisque le premier membre de l’e´galite´ Φkn − mx{v<kn} est concentre´ sur l’ensemble
{v < kn} et le second ηkn −µkn est concentre´ sur l’ensemble {v = kn}, alors tous les deux
sont nulles, par suite Φkn = mx{v<kn} et ηkn = µkn . Il en re´sulte que ηkn = µkn , et µ = ηs,
et
−∆pv = f(1 + g(v))p−1 + ηs dans D′(Ω);
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donc au sens de solution renormalise´e ; avec µk converge vers ηs pour la topologie e´troite
des mesures et µ = ηs est singulie`re.
Cas ge´neral. Si Λ < +∞ alors L < ∞, u, v ∈ W 1,p0 (Ω) ∩ L∞(Ω), et µ = α = 0 , et
u, v sont des solutions variationnelles de (Pu,λ) et (Pv,λ).
Montrons les re´sultats dans le cas Λ = +∞. D’apre`s [3], il existe m ∈ M0(Ω) et η ∈
M+b (Ω) telles que M = m + η, et il existe une suite (kn) qui tend vers ∞, telle que il
existe une mesure Mkn ∈ W−1,p′(Ω) ∩Mb(Ω) telle que −∆pTkn(v) =Mkn dans D′(Ω), et
ηkn =Mknx{v=kn}∈M+0 (Ω) et Mkn = mx{v<kn}+ηkn ,
et (ηkn) converge faiblement
∗ versM ; et pour tout h ∈ W 1,∞(R) telle que h′ a un support
compact, et pour tout ϕ ∈ D(Ω)∫
Ω
|∇v|p−2∇v.∇(h(v)ϕ)dx =
∫
Ω
h(v)ϕdm+ h(∞)
∫
Ω
ϕdη. (3.3.11)
Mais
Mkn = mx{v<kn}+ηkn = Φχ{v<kn} + µkn ,
d’ou` ηkn = µkn et mx{v<kn}= Φχ{v<kn}, et {v =∞} est de capacite´ 0, donc m = Φ, et
µ = η, donc (3.1.12) est satisfaite.
De plus, si β ∈ L1((0, L)), alors µ = eγ(L)αs d’apre`s (ii) du lemme 3.3.3, donc µ est
singulie`re ; et µk converge pour la topologie e´troite des mesures , donc v est une solution
renormalise´e de (3.1.11). Si L =∞ et β 6∈ L1((0,∞)), alors d’apre`s (3.2.7) et la remarque
3.2.5, cela est e´quivalent a` lim
v−→Λ
g(v) =∞, d’ou` αs = 0 par (i) du lemme 3.3.3.
(VU) Preuve du the´ore`me 3.1.2. Soit v une solution renormalise´e de (3.1.11), ou`
0 ≤ v(x) < Λ presque partout dans Ω. Soit β = T−1(g) et u = H(v) donc 0 ≤ u < L
presque partout dans Ω.
Soit φ(s) = 1 − 1
(1 + g(s))p−1
. La fonction ϕk = φ(Tk(v)) est une fonction admissible dans
(3.1.11), donc on trouve∫
{u<K}
β(u) |∇u|p dx = (p− 1)
∫
{v<k}
g′(v) |∇ v)|p
(1 + g(v))p
dx
= λ
∫
{v<k}
f(1 + g(v))p−1ϕkdx+ φ(k)
∫
Ω
dµk
≤ λ
∫
Ω
f(1 + g(v))p−1dx+
∫
Ω
dµk ≤ C
ou` C > 0 est inde´pendante de k; alors β(u) |∇u|p ∈ L1(Ω).
D’apre`s (i) du lemme 3.3.3, on a αK converge e´troitement vers un αs ∈M+s (Ω). Puisque
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Tk(u) ∈ W 1,p0 (Ω), elle est encore une solution renormalise´e de l’e´quation (3.3.2). D’apre`s
[4, Theorem 3.4] il existe une sous-suite convergente vers une solution renormalise´e U de
−∆pU = β(u) |∇u|p + λf + αs
et Tk(u) converge presque partout dans Ω vers u, donc (le repre´sentent quasicontinu de)
U est e´gal a` u.
Terminons cette section par quelques remarques, ou` nous commentons les re´sultats
des the´ore`mes 3.1.1 et 3.1.2 :
Remarque 3.3.6 Sous les hypothe`ses du the´ore`me 3.1.1, on a
1. Si β ∈ L1((0, L)), ce qui est e´quivalent a` g est borne´e d’apre`s (3.2.7) ; alors µ =
eγ(L)αs est singulie`re et si de plus L <∞, donc αs = 0, alors µ = 0.
2. Si β /∈ L1((0, L)),ce qui est e´quivalent a` g non borne´e d’apre`s (3.2.7) ; alors αs = 0,
mais on ne sait rien sur µ. Donc, le proble`me (3.1.10) n’a pas de solution renorma-
lise´e pour αs 6= 0.
Remarque 3.3.7 Sous les hypothe`ses du the´ore`me 3.1.2, on a
1. Si Λ <∞, ce qui implique L <∞, alors αs = µs = 0.
2. Si Λ = ∞ et g est borne´e, ce qui est e´quivalent a` β ∈ L1((0,∞)) d’apre`s (3.2.7),
alors αs = e
−γ(∞)µs
3.4 Le cas β constant, g line´aire
Dans cette dernie`re section de ce chapitre nous montrons les re´sultats du the´ore`me
3.4.1, concernant les deux proble`mes (3.1.7) et (3.1.8), ou` f 6≡ 0, et β(u) ≡ p − 1, et
g(v) = v sa fonction correspondante :{
−∆pu = (p− 1) |∇u|p + λf(x) dans Ω,
u = 0 sur ∂Ω.
(3.4.1)
et {
−∆pv = λf(1 + v)p−1 dans Ω,
v = 0 sur ∂Ω.
(3.4.2)
D’abord, notons quelques proprie´te´s de la premie`re valeur propre λ1(f) de´finie par (3.1.14) :
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3.4.1 Quelques proprie´te´s de λ1(f)
(i) Soit f ∈ L1(Ω), f ≥ 0, f 6≡ 0, telle que
λ1(f) > 0.
Soit C > 0. Alors pour tout v ∈ W 1,p0 (Ω), on a
f(C + |v|)p−1 ∈ W−1,p′(Ω) ∩ L1(Ω),
en particulier f ∈ W−1,p′(Ω).
En effet, pour tout ε > 0, la fonction h(r) = (C + r)p− (1+ ε)rp admet un maximum sur
[0,∞), donc il existe M =M(ε, p, C) > 0 telle que
(C + r)p ≤ (1 + ε)rp +M pour tout r ≥ 0,
donc pour tout ε > 0, il existe Kε = K(ε, p, C) > 0 telle que pour tout v, w ∈ W 1,p0 (Ω) :∫
Ω
f(C + |v|)pdx ≤ (1 + ε)
∫
Ω
f |v|p dx+Mε |Ω| ≤ 1 + ε
λ1(f)
‖∇v‖pLp(Ω) +Mε |Ω| (3.4.3)
donc en utilisant (3.4.3, puis l’ine´galite´ (x+y)θ ≤ xθ+yθ pour tout x, y ≥ 0 et 0 ≤ θ ≤ 1,
on obtient∫
Ω
f(C + |v|)p−1 |w| dx ≤
(∫
Ω
f(C + |v|)pdx
)1/p′ (∫
Ω
f |w|p dx
)1/p
≤ 1
λ1(f)1/p
(∫
Ω
f(C + |v|)pdx
)1/p′
‖∇w‖Lp(Ω)
≤ ((1 + ε)
1/p′
λ1(f)
1
p
+ 1
p′
‖∇v‖p/p′Lp(Ω) +Kε) ‖∇w‖Lp(Ω)
= (
1 + ε1/p
′
λ1(f)
‖∇v‖p−1Lp(Ω) +Kε) ‖∇w‖Lp(Ω) (3.4.4)
ou` Kε = (Mε |Ω|)1/p′/λ1(f)1/p. Donc f(C + |v|)p−1 ∈ W−1,p′(Ω) ∩ L1(Ω), en particulier
f ∈ W−1,p′(Ω), et avec des nouveaux ε et Kε,∥∥f(C + |v|)p−1∥∥
W−1,p′ (Ω) ≤
1 + ε
λ1(f)
‖∇v‖p−1Lp(Ω) +Kε. (3.4.5)
(ii) Si f ∈ Lr(Ω), avec r ≥ N/p, alors λ1(f) > 0, et λ1(f) est atteinte par une certaine
premie`re fonction propre φ1 ∈ W 1,p0 (Ω) du proble`me (3.1.13), d’apre`s [6]. Si r > N/p, alors
φ1 ∈ L∞(Ω), d’apre`s la proposition 2.3.4, et φ1 est localement Ho¨lder continue, d’apre`s
[2]. Si r = N/p, alors φ1 ∈ Lk(Ω) pour tout k ≥ 1.
(iii) Si 0 ∈ Ω et f(x) = 1/ |x|p , alors f 6∈ LN/p(Ω), mais λ1(f) > 0 d’apre`s l’ine´galite´
de Hardy, donne´e par λ1(f) = ((N − p)/p)p et λ1(f) n’est pas atteinte.
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3.4.2 Preuve du The´ore`me 3.1.3
Les re´sultats du the´ore`me 3.1.3 sont ceux que nous avons e´nonce´ dans le chapitre
d’introduction par les the´ore`mes 2.2, 2.4 et 2.6 et les corollaires 2.3, 2.5 et 2.7.
Nous commenc¸ons par de´montrer le re´sultat d’existence, d’unicite´ et de re´gularite´ du
the´ore`me 2.2 :
The´ore`me 3.4.1 Si 0 < λ < λ1(f) alors le proble`me (3.4.2) admet une solution positive
unique v ∈ W 1,p0 (Ω). Si de plus f satisfait f ∈ Lr (Ω) , r > N/p, alors v ∈ L∞(Ω). Si
f ∈ LN/p(Ω), alors v ∈ Lk(Ω) pour tout k > 1.
Preuve. Existence et Re´gularite´ : Supposons 0 < λ < λ1(f). Alors f ∈ W−1,p′(Ω)
d’apre`s (i) de la sous section 3.4.1, donc v1 = G(λf) ∈ W 1,p0 (Ω) et v1 ≥ 0, d’apre`s la
remarque 2.2.20 . On a f(1 + v1)
p−1 ∈ W−1,p′(Ω), d’apre`s (i) de la sous section 3.4.1. Par
un processus d’ite´ration nous de´finissons vn = G(λf(vn−1 + 1)p−1 ∈ W 1,p0 (Ω), alors
−∆pvn = λf(vn−1 + 1)p−1 dans W−1,p′(Ω). (3.4.6)
D’apre`s la remarque 2.2.20, on de´duit que la suite vn est croissante.
Considerons vn comme fonction test dans (3.4.6), alors d’apre`s (3.4.3) il existe une constante
C() > 0 in de´pendante de n telle que∫
Ω
|∇vn|p dx = λ
∫
Ω
f(vn−1 + 1)p−1vndx
≤ λ
∫
Ω
f(vn + 1)
pdx
≤ λ(1 + ε)
λ1(f)
∫
Ω
|∇vn|p dx+ λC().
et alors
(1− λ(1 + )
λ1(f)
)
∫
Ω
|∇ vn|p dx ≤ λC().
Choisissons  telle que 0 <  <
λ1(f)− λ
λ
, par suite 1−λ(1 + )
λ1(f)
> 0, alors on conclut que
(vn) est borne´e dans W
1,p
0 (Ω). La suite vn est de´croissante, donc elle converge faiblement
dans W 1,p0 (Ω), et presque partout dans Ω vers v = sup vn.
Maintemant, pour tout w ∈ W 1,p0 (Ω), on a∣∣f(vn−1 + 1)p−1w∣∣ ≤ f(1 + v)p−1 |w| = h,
et nous avons h ∈ L1(Ω) d’apre`s (3.4.4), donc
f(vn−1 + 1)p−1 ⇀ f(1 + v)p−1 faiblement dans W−1,p
′
(Ω).
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Mais, d’apre`s [8], l’ope´rateur (−∆p)−1 est compact deW−1,p′(Ω) dans Lq(Ω) pour tout 1 ≤
q < pN/(N−p). Donc il existe une sous suite de vn qui converge fortement dans Lq(Ω) for
any q, 1 ≤ q < pN/(N−p) et presque partout dans Ω vers w = (−∆p)−1(λ f(v+1)p−1) ∈
W 1,p0 (Ω). Mais la suite vn converge vers v presque partout dans Ω, alors v = w ∈ W 1,p0 (Ω)
et donc v est une solution de
−∆pv = λ f(v + 1)p−1 in W−1,p′(Ω).
La re´gularite´ est obtenue par la proposition 2.3.4.
Unicite´ : L’unicite´ est base´e sur le lemme du type Picone 2.2.21. Nous nous inspirons
de l’ine´galite´ de Diaz-Saa, voir [5], en notant que la difficulte´ dans notre situation est que
le second membre n’est pas borne´ et par suite une solution n’est pas assez re´gulie`re, meˆme
elle n’est pas ne´cessairement borne´e.
Soient v, v¯ ∈ W 1,p0 (Ω) deux solutions positives de (3.4.2). Notons que 0 n’est pas solution
du proble`me (3.4.2), donc toute solution de (3.4.2) est non identiquement nulle, donc par
le principe du maximum fort on a v, v¯ > 0.
D’apre`s le lemme 2.2.21 applique´ pour U = v et V = v¯, nous de´duisons que vp(−∆pv¯)/v¯p−1
avec ∫
Ω
|∇ v|p dx ≥
∫
Ω
vp(−∆pv¯)/v¯p−1dx,
D’autre part, puisque −∆pv ∈ W−1,p′(Ω) ∩ L1(Ω) et (−∆pv)v ≥ 0, nous obtenons∫
Ω
(−∆pv)vdx =
∫
Ω
|∇v|p dx, voir la remarque (2.2.2). Par conse´quent
I =
∫
Ω
(
−∆pv
vp−1
+
∆pv¯
v¯p−1
)vpdx =
∫
Ω
(−∆pv)v dx+
∫
Ω
∆pv¯
v¯p−1
vpdx
=
∫
Ω
|∇ v|p dx+
∫
Ω
vp(∆pv¯)/v¯
p−1dx ≥ 0;
et par syme´trie J =
∫
Ω
(
−∆pv¯
v¯p−1
+
∆pv
vp−1
)v¯pdx ≥ 0. Donc
I + J =
∫
Ω
(
−∆pv
vp−1
+
∆pv¯
v¯p−1
)(vp − v¯p)dx ≥ 0.
D’autre part
I + J = λ
∫
Ω
(
f((1 +
1
v
)p−1 − (1 + 1
v
)p−1)
)
(vp − v¯p)dx ≤ 0
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donc I+J = 0. Par conse´quent v = v¯ sur {f > 0}. De plus I = J = 0, car I, J ≥ 0. Donc
I =
∫
Ω
|∇ v|p dx+
∫
Ω
vp(λ f(1 + v¯)p−1)/v¯p−1dx
=
∫
Ω
|∇ v|p dx−
∫
{f>0}
v(λ f(1 + v¯)p−1)dx
=
∫
Ω
|∇ v|p dx+
∫
Ω
v(∆pv¯)dx
=
∫
Ω
|∇ v|p dx−
∫
Ω
|∇v¯|p−2∇v¯ · ∇ v dx
=
∫
Ω
(|∇ v|p−2∇ v − |∇v¯|p−2∇v¯) · ∇ v dx.
De meˆme J =
∫
Ω
(|∇v¯|p−2∇v¯ − |∇ v|p−2∇ v) · ∇v¯ dx. Donc
I + J =
∫
Ω
(|∇ v|p−2∇ v − |∇v¯|p−2∇v¯) · (∇ v −∇v¯)dx = 0.
Il en re´sulte que v = v¯, voir [8, Lemme A.0.5].
Par le the´ore`me 3.4.1 nous obtenons le re´sultat suivant
Corollaire 3.4.2 Si 0 < λ < λ1(f) alors il existe une unique solution u0 ∈ W 1,p0 (Ω) de
(3.4.1) telle que eu0 − 1 ∈ W 1,p0 (Ω). Si f ∈ LN/p(Ω), alors u0 ∈ Lk(Ω) pour tout k > 1. Si
f ∈ Lr(Ω), r > N/p, alors u0 ∈ L∞(Ω).
Preuve. Toute solution renormalise´e u de (3.4.1) satisfait (p − 1) |∇u|p ∈ L1(Ω), donc
u ∈ W 1,p0 (Ω). Si λ < λ1(f), il existe une solution unique v0 ∈ W 1,p0 (Ω) de (3.4.2) par le
the´ore`me 3.4.1. Alors par le the´ore`me 3.1.2, u0 = H(v0) est une solution renormalise´e de
(3.4.1) telle que v0 = Ψ(u0) = e
u0 − 1 ∈ W 1,p0 (Ω).
Re´ciproquement, si u est une solution renormalise´e de (3.4.1), telle que v = Ψ(u) ∈
W 1,p0 (Ω), alors par le the´ore`me 3.1.1, il existe une mesure µ ∈M+b (Ω) telle que v est une
solution atteignable de
−∆pv = λf(1 + v)p−1 + µ.
Puisque v ∈ W 1,p0 (Ω), alors F = λf(1 + v)p−1 + µ ∈ W−1,p′(Ω) et donc
µ = F − λf(1 + v)p−1 ∈ W−1,p′(Ω) + L1(Ω) =M0(Ω).
Alors par l’existence et l’unicite´ des solutions de (2.2.2) lorsque µ ∈M0(Ω), v est encore
une solution renormalise´e. Comme dans la de´monstration du the´ore`me 3.1.1 dans le cas
p = 2 ou N , on de´duit que µ ∈ M+s (Ω) . Donc µ ∈ M0(Ω) ∩M+s (Ω) = {0}, donc µ = 0
et v = v0, alors u = u0.
La re´gularite´ re´sulte du fait que u0 ≤ v0.
Maintenant nous montrons le re´sultat de non-existence du the´ore`me 2.4 :
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The´ore`me 3.4.3 Si λ > λ1(f) ≥ 0, ou λ = λ1(f) > 0 et f ∈ LN/p(Ω), alors le proble`me
(3.4.1) n’admet aucune solution renormalise´e.
Preuve. Supposons que u est une solution renormalise´e du proble`me (3.4.1). D’apre`s la
remarque 3.3.1, u ∈ W 1,p0 (Ω).
(i) Soit ψ ∈ D′ (Ω) , avec ψ ≥ 0. Prenons ϕ = ψp comme fonction test dans le proble`me
en u, nous obtenons
(p− 1)
∫
Ω
|∇u|p ψpdx+ λ
∫
Ω
fψpdx = p
∫
Ω
ψp−1 |∇u|p−2∇u.∇ψdx
≤ p
∫
Ω
|∇u|p−1 |∇ψ|ψp−1dx
≤
∫
Ω
|∇ψ|p dx+ (p− 1)
∫
Ω
|∇u|p ψpdx;
en utilisant l’ine´galite´ de Young a b ≤ ap
p
+ b
p′
p′ , ou` p
′ = p/(p − 1) ; applique´e pour a =
|∇u|p−1 ψp−1 et b = |∇ψ|. D’ou`
λ
∫
Ω
fψpdx ≤
∫
Ω
|∇ψ|p dx;
par densite´ nous montrons que λ ≤ λ1(f). En particulier si λ1(f) = 0 alors il n’existe pas
de solution pour tout λ > 0.
(ii) Supposons que f ∈ LN/p(Ω) et λ = λ1(f) > 0. On sait que λ1(f) est atteinte par
une certaine premie`re fonction propre φ1 ∈ W 1,p0 (Ω) (voir (ii) de la sous section 3.4.1).
Conside´rons φ1, on a ∫
Ω
|∇φ1|p dx = λ1(f)
∫
Ω
fφp1dx. (3.4.7)
Conside´rons une suite de fonctions positives ψn ∈ D(Ω) convergente vers φ1 fortement
dans W 1,p0 (Ω). Prenons ψ
p
n ∈ W 1,p0 (Ω) ∩ L∞(Ω) comme fonction test dans le proble`me en
u, on trouve
(p− 1)
∫
Ω
|∇u|p ψpndx+ λ1(f)
∫
Ω
fψp−1n dx = p
∫
Ω
ψp−1n |∇u|p−2∇u.∇ψndx. (3.4.8)
Pour toute fonction φ ∈ W 1,p0 (Ω), nous posons
L(u, φ) := (p− 1) |∇u|p φp + |∇φ|p − pφp−1 |∇u|p−2∇u.∇φ,
L1(u, φ) := (p− 1) |∇u|p φp + |∇φ|p − pφp−1 |∇u|p−1 |∇φ| ,
presque pour tout x ∈ ω. Donc 0 ≤ L1(u, φ) ≤ L(u, φ). D’apre`s (3.4.8),∫
Ω
L1(u, ψn)dx+ λ1(f)
∫
Ω
fψpndx ≤
∫
Ω
L(u, ψn)dx+ λ1(f)
∫
Ω
fψpndx =
∫
Ω
|∇ψn|p dx;
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En utilisant la convergence forte de ψn ∈ D(Ω) vers φ1 dans W 1,p0 (Ω), on peut extraire
une sous suite qui converge presque partout dans Ω puis utiliser le lemme de Fatou pour
conclure l’ine´galite´∫
Ω
L1(u, φ1)dx+ λ1(f)
∫
Ω
fφp1dx ≤
∫
Ω
L(u, φ1)dx+ λ1(f)
∫
Ω
fφp1dx =
∫
Ω
|∇φ1|p dx,
par suite, en utilisant (3.4.7), nous obtenons L1(u, φ1) = L(u, φ1) = 0 presque partout
dans Ω. Soit A = {x ∈ Ω : ∇φ1 = 0}, alors nons trouvons
∇u = 0 presque partout dans A
et
(p− 1) |∇u|
p φp1
|∇φ1|p − p
|∇u|p−1 φp−11
|∇φ1|p−1
+ 1 = 0 presque partout dans Ω\A (3.4.9)
Posons X = |∇u|φ1|∇φ1| alors, en substituant dans (3.4.9), on obtient
(p− 1)Xp − pXp−1 + 1 = 0 avec X ≥ 0,
qui admet dans R+ une solution unique X = 1 car p > 1, alors
|∇u|φ1 = (p− 1) |∇φ1| presque partout dans Ω\A
Mais L(u, φ1) = 0, alors
|∇u|p φp1 + (p− 1)p−1
1
(p− 1)p |∇u|
p φp1 − p |∇u|p−2∇u.∇ φ1 φp−11 = 0
et par suite
p
p− 1 |∇u|
p φp1 − p |∇u|p−2∇u.∇ φ1 φp−11 = 0
ou bien
p |∇u|p−2 φp−21 ∇u(
1
p− 1∇u φ1 −∇φ1) = 0 presque partout dans Ω\A (3.4.10)
D’autre part ∇u 6= 0 presque partout dans Ω\A : en effet, si ∇u(x) = 0 alors ∇φ1(x) = 0,
puisque L(u, φ1) = 0 donc x ∈ A. Par conse´quent, puisque φ1 > 0 nous pouvons conclure
que 1
p−1∇u φ1 −∇φ1 = 0 presque partout dans Ω\A, d’apre`s (3.4.10). Alors
∇u = (p− 1)∇φ1
φ1
presque partout dans Ω\A
et puisque ∇u = ∇φ1 = 0 presque partout dans A, il en re´sulte
∇u = (p− 1)∇φ1
φ1
= ∇(log(φp−11 )) presque partout dans Ω
alors u = log(φp−11 ) + k, ou bien φ
p−1
1 = e
u−k ≥ e−k presque partout dans Ω, ce qui est
impossible.
En appliquant le the´ore`me 3.1.2 nous obtenons le corollaire 2.5 :
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Corollaire 3.4.4 Si λ > λ1(f) ≥ 0, ou λ = λ1(f) > 0 et f ∈ LN/p(Ω), alors le proble`me
(3.4.2) n’admet aucune solution renormalise´e.
Preuve. Si (3.4.2) admet une solution renormalise´e v alors u = ln(1+ v) est une solution
renormalise´e du proble`me (3.4.1), d’apre`s le the´ore`me 3.1.2.
Finalement, admettons provisoirement le re´sultat suivant concernant le proble`me line´aire
en v avec une donne´e mesure µs ∈M+s (Ω) :{
−∆pv = λ f(x)(1 + g(v))p−1 dans Ω,
v = 0 sur ∂Ω.
(3.4.11)
The´ore`me 3.4.5 Si 0 < λ < λ1(f), pour toute mesure µ ∈M+b (Ω) , il existe au moins
une solution renormalise´e v du proble`me (3.4.11).
Ce the´ore`me est un cas particulier d’un re´sultat plus ge´ne´ral qui sera donne´ dans le
chapitre 6 par le the´ore`me 6.1.1 ou` nous traiterons des non-line´arite´s plus ge´ne´rales avec
une donne´e mesure de Radon borne´e quelconque sans hypothe`se de signe. Notons que ce
re´sultat sera e´tabli pour une mesure non ne´cessairement singulie`re ; cela e´tend le
re´sultat [1, Theorem 2.6] relative au cas du Laplacien, c’est a` dire p = 2, et ou` la mesure
conside´re´e est singulie`re.
Comme conse´quence des the´ore`mes 3.4.5 et 3.1.2 nous obtenons le re´sultat de multi-
plicite´ suivant :
Corollaire 3.4.6 Supposons que f ∈ Lr(Ω), r > N/p. Si 0 < λ < λ1(f) alors il existe
une infinite´ de solutions us = ln(1 + vs) ∈ W 1,p0 (Ω) of (1.10), mois re´gulie`re que u0.
Preuve. Pour chaque µs ∈ M+s (Ω) il existe une solution renormalise´e vs de (3.4.11)
par le the´ore`me 3.4.5, donc us = ln(1 + vs) ∈ W 1,p0 (Ω) est une solution de (3.4.1), par le
the´ore`me 3.1.2.
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Chapitre 4
Existence de solutions pour le
proble`me (Pv,λ).
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4.1 Introduction
L’objectif de ce chapitre est l’e´tude de l’existence de solutions positives du proble`me
(Pv,λ) sans mesure :
(Pv,λ)
{
−∆pv = λ f(x)(1 + g(v))p−1 dans Ω,
v = 0 sur ∂Ω,
(4.1.1)
pour une fonction g positive quelconque satisfaisant l’hypothe`se
g ∈ C1([0,Λ)), Λ ≤ ∞, g(0) = 0 et g est croissante, g 6≡ 0. (4.1.2)
sous des hypothe`ses convenables sur f qui est positive et au moins integrable sur Ω.
Nous allons ve´rifier que l’ensemble de λ pour laquelle il existe une solution dans
W 1,p0 (Ω) (respectivement W(Ω)) est un intervalle [0, λ∗) (respectivement [0, λr)) et l’en-
semble de λ pour laquelle il existe une solution vλ dans W
1,p
0 (Ω) ∩ L∞(Ω) telle que
‖vλ‖L∞(Ω) < Λ est un intervalle [0, λb).
Dans la section 4.3, nous essayons de re´pondre a` deux questions principales qui peuvent
naturellement se poser, qui sont les suivantes :
(1) Quand a-t-on λb = λ
∗ = λr ?
(2) Si λ∗ <∞, que se passe-t-il pour λ > λ∗ ?
Dans la sous-section 4.3.1, nous e´tablissons des re´sultats sous des hypothe`ses de
convexite´ sur g ou H × (1 + g), ou` H est de´finie par (3.1.5), voir le the´ore`me 4.3.3.
Notre re´sultat est une extension du re´sultat bien connu de [2], relatif au cas p = 2. Le
point cle´ dans le raisonnement de [2] est une ine´galite´ de la forme
−∆pΦ(v) ≥ (Φ′(v))p−1(−∆pv), (4.1.3)
qui est formellement satisfaite pour une fonction v sur Ω et p quelconque si Φ est une
fonction concave sur R. Dans [2, Lemme 2], dans le cas p = 2, les auteurs ont montre´
cette ine´galite´ au sens que
−
∫
Ω
Φ(v)∆ζdx ≥
∫
Ω
Φ′(v)(−∆v)ζdx, ∀ζ ∈ C2 (Ω) , ζ = 0 sur ∂Ω,
sous les hypothe`ses suivantes sur Φ et v :
• Φ ∈ C2(R) est concave telle que Φ′ borne´e et Φ(0) = 0.
• v ∈ L1(Ω) est une solution tre`s faible de −∆ v = f ∈ L1(Ω, ρ(x)dx) avec v = 0 sur
∂Ω, ou` ρ est la distance au bord ∂Ω, dans le sens que
−
∫
Ω
v∆ζdx =
∫
Ω
fζdx, ∀ζ ∈ C2 (Ω) , ζ = 0 sur ∂Ω.
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Dans le cas p 6= 2, il n’y a pas de notion de solution tre`s faible. Dans le the´ore`me 4.3.1
nous conside´rons une solution renormalise´e quelconque v ∈ W(Ω) telle que −∆pv ≥ 0
et nous montrons l’ine´galite´ (4.1.3) dans L1(Ω) pour un choix particulier de Φ, voir la
remarque 4.3.2.
Dans la sous-section 4.3.2, nous donnons quelques re´sultats re´pondant aux deux ques-
tions (1) et (2) sans hypothe`ses de convexite´ sur g, dans le cas Λ = ∞ et ou` g est a`
croissance lente :
MQ = lim sup
τ−→∞
g(τ)p−1
τQ
<∞ (4.1.4)
pour un certain Q ∈ (0, Q1), ou`
Q1 =
N(p− 1)
N − p , (Q1 =∞ si p = N). (4.1.5)
4.2 L’intervalle d’existence pour λ
Nous commenc¸ons par un re´sultat d’existence simple, ou` g satisfait seulement (4.1.2),
Λ ≤ ∞, sans aucune condition de croissance par rapport a` une puissance, sous l’hypothe`se
G(f) ∈ L∞(Ω) ou` G est de´fini par (2.2.12) de la de´finition 2.2.18. Cette hypothe`se faible
sur f est satisfaite en particulier quand f ∈ Lr (Ω) , r > N/p.
Proposition 4.2.1 Supposons (4.1.2) et G(f) ∈ L∞(Ω). Alors il existe λ0 > 0 telle que
pour tout 0 < λ ≤ λ0 , le proble`me (Pv,λ) admet une solution minimale borne´e vλ telle
que ‖vλ‖L∞(Ω) < Λ.
Re´ciproquement, si L = H(Λ) < ∞, (en particulier si Λ < ∞) et si il existe λ > 0
telle que (Pv,λ) admet une solution renormalise´e, alors G(f) ∈ L∞(Ω).
Preuve. Soit w = G(f) ∈ W 1,p0 (Ω) ∩ L∞(Ω). Soit a > 0 tel que a ‖w‖L∞(Ω) < Λ. Soit
λ0 = a((1 + g(a ‖w‖L∞(Ω))))−(p−1) et λ ≤ λ0 fixe´. Alors
−∆p(aw) = af(x) = λ0f(x)((1 + g(a ‖w‖L∞(Ω))))(p−1) ≥ λ(1 + g(aw))p−1
puisque g croissante. Il existe une solution minimale vλ interme´diaire entre la sous-solution
0 et la sur-solution aw, obtenue comme limite croissante d’un sche´ma ite´ratif. En effet,
en partant de la sous-solution v0 = 0, nous pouvons de´finir une suite de fonctions de
W 1,p0 (Ω) ∩ L∞(Ω) par :
vn = G(λf(x)(1 + g(vn−1))p−1), n ≥ 1. (4.2.1)
Par le principe de comparaison nous avons
0 = v0 ≤ v1 ≤ ... ≤ vn−1 ≤ vn ≤ ... ≤ v = aw.
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Donc nous pouvons extraire une sous suite qui converge vers une solution vλ ∈ W 1,p0 (Ω)∩
L∞(Ω) du proble`me (Pv,λ) telle que ‖vλ‖L∞(Ω) ≤ a ‖w‖L∞(Ω) < Λ. En fait toute la suite
converge car elle est croissante. De plus, vλ est la solution minimale, puisque pour toute
solution vλ nous pouvons construire le sche´ma en considerant la fonction v = vλ comme
sur-solution.
Re´ciproquement, soit v une solution de (Pv,λ). Alors u = H(v) est une solution de
(Pu,λ) (ou (1.1)) avec β = T
−1(g), d’apre`s le the´ore`me 3.1.2. Notons w = G(f), nous
avons
−∆pu ≥ λ f = λ(−∆pw) = −∆p(λ
1
p−1w) dans L1(Ω),
donc, par le principe de comparaison, λ
1
p−1w ≤ u presque partout dans Ω. Mais u ≤ L,
puisque H est croissante, donc λ1/(p−1)G(f) ≤ L presque partout dans Ω. D’ou` G(f) ∈
L∞(Ω).
Remarque 4.2.2 Il est clair que l’existence pour λ petit est valable meˆme si g(0) > 0.
Remarque 4.2.3 Le re´sultat inverse est optimal comme le montre l’exemple suivant :
prenons f = 1/ |x|p avec 0 ∈ Ω, alors G(f) 6∈ L∞(Ω). Pour λ > 0 quelconque, on sait q’il
n’y a pas de solutions du proble`me{
−∆pv = λ|x|p (1 + v)Q dans Ω,
v = 0 sur ∂Ω.
pour Q > p− 1; dans ce cas L <∞. Par contre par le the´ore`me 3.1.3, pour Q = p− 1 et
0 < λ < λ1(f), il existe une solution ; dans ce cas H(∞) =∞.
Remarque 4.2.4 Quand Λ <∞, et g a une asymptote en Λ, il peut exister des solutions
avec ‖v‖L∞(Ω) = Λ. Conside´rons l’exemple 9 du paragraphe 3.2 de [1] avec p = 2 et
Ω = B(0, 1). Dans cet exemple nous avons
1 + g(v) = (1− v)−Q, Q > 0, et β(u) = Q(1− (Q+ 1)u).
Pour λ = 2((N − 2)Q + N)/(Q + 1)2, le proble`me (Pu,λ) admet la fonction u = (1 −
r2)/(Q+ 1) comme solution. Alors v = Ψ(u) = 1− r2/(Q+1) ∈ W 1,20 (Ω), et ‖v‖L∞(Ω) = 1.
L’ensemble des λ ≥ 0 pour laquelle le proble`me (Pv,λ) admet une solution de´pend a
priori de la re´gularite´ des solutions. Nous introduisons trois classes de solutions . Dans le
cas Λ < ∞ la notion de solution tient compte du fait que 0 ≤ v(x) < Λ presque partout
dans Ω.
De´finition 4.2.5 (i) Soit Sr l’ensemble des λ ≥ 0 telle que (Pv,λ) a une solution renor-
malise´e v, autrement dit v ∈ W .
(ii) Soit S∗ l’ensemble des λ ≥ 0 telle que (Pv,λ) a une solution variationnelle v,
c’est a` dire v ∈ W 1,p0 (Ω).
(iii) Soit Sb l’ensemble des λ ≥ 0 telle que (Pv,λ) a une solution renormalise´e v borne´e
telle que ‖v‖L∞(Ω) < Λ.
86 4.3. Egalite´ des intervalles
Remarque 4.2.6 Les ensembles Sr, S∗, Sb sont des intervalles :
Sr = [0, λr) , S∗ = [0, λ∗) , Sb = [0, λb) avec λb ≤ λ∗ ≤ λr ≤ ∞. (4.2.2)
En effet si λ0 appartient a` l’un de ces trois ensembles, et vλ0 est une solution de (Pv,λ0),
alors vλ0 est une sur-solution de (Pv,λ) pour tout λ < λ0. Entre la sous-solution 0 et vλ0 ,
il existe une solution minimale vm,λ0 de (Pv,λ), obtenue comme une limite croissante du
sche´ma ite´ratif (4.2.1). En particulier l’application λ→ vm,λ est croissante, dans le sens
que si λ1 ≤ λ2 alors vm,λ1 ≤ vm,λ2 presque partout dans Ω.
Dans le cas Λ = ∞, Sb est l’ensemble de λ ≥ 0 telle que (Pv,λ) admet une solution
v ∈ W 1,p0 (Ω) ∩ L∞(Ω). Pour tout λ < λb il existe une solution minimale borne´e vλ. Et
λb ≤ λ∗ puisque toute solution renormalise´e borne´e est dans W 1,p0 (Ω) d’apre`s la remarque
2.2.10.
Si Λ < ∞, alors λr = λ∗, puisque Sr = S∗, d’apre`s la remarque 2.2.10. De plus
λ∗ < ∞. En effet toute solution v de (Pv,λ) satisfait λ
1
p−1G(f) ≤ v < Λ presque partout
dans Ω, et G(f) 6≡ 0.
4.3 Egalite´ des intervalles
La question principale est de savoir si λb = λ
∗ = λr, comme nous l’avons montre´ dans
le cas quand g(v) = v, par le the´ore`me 3.1.3 du chapitre 3, ou` λ∗ = λ1 (f) . Il a e´te´ montre´
quand g est de´finie sur [0,∞) et convexe dans [2] pour p = 2. Nous commenc¸ons par
e´tablir des re´sultats sous des hypothe`ses de convexite´.
4.3.1 Convexite´
Dans [2], pour p = 2, les auteurs ont utilise´s une me´thode base´e sur la transformation
u = H(v), meˆme si le proble`me (Pu,λ) n’e´tait pas introduit. En utilisant les e´quations
satisfaites par les troncatures comme dans la de´monstration du the´ore`me 3.1.2, nous
pouvons e´tendre le point cle´ de la preuve :
The´ore`me 4.3.1 Soient g1, g2 ∈ C1([0,Λ)) deux fonctions croissantes , avec 0 < g2 ≤ g1
sur [0,Λ) . Soit v ∈ W (Ω) telle que −∆pv ≥ 0 presque partout dans Ω, et 0 ≤ v < Λ
presque partout dans Ω. Soient
H1(τ) =
∫ τ
0
ds
g1(s)
, H2(τ) =
∫ τ
0
ds
g2(s)
,
Supposons que
0 ≤ g′2 ◦H−12 ≤ g′1 ◦H−11 sur [0, H1 (Λ)) . (4.3.1)
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Alors v¯ = H−12 (H1(v)) ∈ W, et v¯ ≤ v, et
−∆pv¯ ≥
(
g2(v¯)
g1(v)
)p−1
(−∆pv) dans L1(Ω). (4.3.2)
Preuve. Pour simplifier, nous pouvons supposer que g1(0) = 1, sans perte de ge´ne´ralite´.
Soit u = H1(v), et F = −∆pv. Appliquons le the´ore`me 3.1.2 avec g = g1 − 1 et
f = Fg1(v)
1−p ≤ F, nous trouvons que la fonction u est une solution renormalise´e de{
−∆pu = β1(u) |∇u|p + Fg1(v)1−p dans Ω,
u = 0 sur ∂Ω,
ou` β1(u) = (p− 1)g′1(v) = (p− 1)g′1(H−11 (u)). Soit
v¯ = H−12 (u) = (H
−1
2 ◦H1)(v)
alors v¯ ≤ v, car g2 ≤ g1. Posons β2(u) = (p− 1)g′2(v¯) = (p− 1)g′2(H−12 (u)), nous pouvons
e´crire
β1(u) |∇u|p = β2(u) |∇u|p + η,
avec
η = (β1(u)− β2(u)) |∇u|p
= (p− 1)(g′1(H−11 (u))− g′2(H−12 (u))) |∇u|p .
Par l’hypothe`se (4.3.1) nous obtenons g′1(v) ≥ g′2(v¯) ≥ 0, c’est a` dire 0 ≤ β1 ≤ β2, par
suite
0 ≤ β2(u) |∇u|p ≤ β1(u) |∇u|p ∈ L1(Ω),
donc η ∈ L1 (Ω) et η ≥ 0; donc
−∆pu = β2(u) |∇u|p + f¯
avec f¯ = Fg1(v)
1−p + η. Par le lemme 3.3.4, les troncatures Tk(v), TK(u), Tk(v¯) satisfont
respectivement les e´quations
−∆pTk(v) = Fχ{v<k} + µk,
−∆pTK(u) = β1(TK(u)) |∇TK(u)|p + Fg1(v)1−pχ {u < K}+ αK ,
−∆pTk(v¯) = f¯g2(v¯)p−1χ{v¯<k} + µ¯k,
dans D′(Ω), ou`
αK = g1(v)
1−pµk, µ¯k = (g2(k)/g1(k))p−1µk.
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Comme dans la preuve du the´ore`me 3.1.1, nous obtenons f¯g2(v¯)
p−1 ∈ L1 (Ω) , et
f¯g2(v¯)
p−1χ{v¯<k} converge vers f¯g2(v¯)p−1 fortement dans L1 (Ω) . De plus µk converge vers 0
pour la topologie e´troite des mesures lorsque k → Λ, donc lim
k→Λ
µk (Ω) = 0; et g2(k) ≤ g1(k),
donc lim µ¯k (Ω) = 0, et µ¯k converge vers 0 pour la topologie e´troite. Alors par the´ore`me
2.2.12, v¯ est une solution renormalise´e de{
−∆pv¯ = f¯g2(v¯)p−1 dans Ω,
v¯ = 0 sur ∂Ω.
Alors −∆pv¯ ∈ L1(Ω), et v¯ satisfait (4.3.2).
Remarque 4.3.2 L’hypothe`se (4.3.1) est e´quivalente a` la concavite´ de la fonction φ =
H−12 ◦H1; et(4.3.2) signifie que
−∆pφ(v) ≥ (φ′(v))p−1(−∆pv) dans L1 (Ω) .
Si nous conside´rons une fonction concave quelconque Φ l’ine´galite´ (4.1.3) est formelle.
Pour le choix particulier Φ = φ, l’ine´galite´ n’est pas formelle , puisqu’il n’y a pas de
mesures qui apparaissent.
Notons que ce choix particulier joue un roˆle important dans la de´monstration du [2,
The´ore`me 3].
Maintenant nous donnons notre re´sultat principal (qui couvre en particulier le the´ore`me
2.8). Nous avons affaibli l’hypothe`se de convexite´ de g sur [0,Λ) :
The´ore`me 4.3.3 Soit g satisfaisant (4.1.2), et H est de´finie par (3.1.5) sur [0,Λ), et
f ∈ L1 (Ω) . Dans le cas Λ =∞, L = H(Λ) =∞ nous supposons que f ∈ Lr (Ω), r > N/p.
Supposons que pour un certain λ > 0 il existe une solution renormalise´e v de (Pv,λ) telle
que 0 ≤ v(x) < Λ presque partout dans Ω.
Supposons que H × (1 + g) est convexe sur [0,Λ), ou que g est convexe au voisinage
de Λ. Alors pour tout ε ∈ (0, 1) il existe une solution borne´e w, telle que ‖w‖L∞(Ω) < Λ
de {
−∆pw = λ(1− ε)p−1f(x)(1 + g(w))p−1 dans Ω,
w = 0 sur ∂Ω.
(4.3.3)
En d’autres termes, λb = λ
∗ = λr.
Preuve. Premier cas : L = H(Λ) =
∫ Λ
0
ds
(1 + g(s))
<∞.
• D’abord supposons que H × (1 + g) est convexe sur [0,Λ) . Nous prenons g1 = 1 + g
et g2 = (1 − ε)g1. Nous de´sirons appliquer la proposition 4.3.1 pour g1 et g2 et leurs
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fonctions associe´s H1 et H2. Nous avons H1 = H et H2 = H/(1 − ε). En e´crivant u =
(1− ε)−1H(H−1((1− ε)u)) = H2(H−1((1− ε)u)) nous trouvons
H−12 (u) = H
−1((1− ε)u) = Ψ((1− ε)u).
Il est facile de ve´rifier que la condition (4.3.1) est e´quivalente a`
(1− ε)ug′(Ψ((1− ε)u) ≤ ug′(Ψ(u)).
En terme de u, cette ine´galite´ signifie que la fonction u 7−→ uβ(u) est croissante ; en
terme de v cela veut dire que H × g′ est croissante. Et ceci est vraie quand H × (1 + g)
est convexe, puisque (H × (1 + g))′ = 1+H × g′. Alors par le the´ore`me 4.3.1, la fonction
v¯ = H−12 (H(v)) = Ψ((1− ε)H(v)) satisfait dans L1(Ω) l’ine´galite´
−∆pv¯ ≥ ( g2(v¯)
1 + g(v)
)p−1(−∆pv)
= (
(1− ε)(1 + g(v¯))
1 + g(v)
)p−1λ f(x)(1 + g(v))p−1
= λ(1− ε)p−1f(x)(1 + g(v¯))p−1.
Donc v¯ est une sur-solution pour le proble`me (Pv,ρ), avec ρ = (1− ε)p−1λ. D’autre part,
puisque ε ∈ (0, 1) et Ψ = H−1 est strictement croissante alors v¯(x) ≤ Ψ((1 − ε)L) <
Ψ(L) = Λ presque partout dans Ω. Par suite v¯ est borne´e avec ‖v¯‖L∞(Ω) < Λ. Donc il
existe une solution w de (4.3.3) telle que w ≤ v¯, d’ou` ‖w‖L∞(Ω) < Λ.
• Maintenant, supposons que g est convexe sur [A,Λ) , avec 0 ≤ A < Λ. Fixons d > A.
Nous pouvons choisir R suffisamment petit de facon que le cercle (C) tangent au graphe de
1+g de rayon R reste au dessus du graphe et l’abscisse du centre c de (C) soit A < c ≤ d,
puisque 1+g est convexe et croissante sur [A,Λ). Choisissons R tre`s petit telle que R < ε
2
.
Notons que dans le cas c = d, nous avons g′(d) = 0. Dans ce cas notons par g1 la fonction
sur [0,Λ) qui vaut 1+g(d) sur [0, d) et 1+g sur [d,Λ). Dans le cas g′(d) > 0, on conside`re
la tangente horizontale a` (C) au point d’abscisse c de la partie infe´rieure de (C) , elle
coupe le graphe de 1+g en un point d’abscisse B telle que c < B < d. SoitM = 1+g(B),
nous considerons g1 la fonction suivante
g1(s) =

M, sur [0, c) ,
M +R− (R2 + (s− c)2)1/2 sur [c, d] ,
1 + g, sur [d,Λ) .
Donc nous construisons une fonction convexe croissante g1 ∈ C1([0,Λ)) telle que g1 ≥ 1+g,
et {
M ≤ g1(s) ≤M(1 + ε2) sur [0, d] ,
g1(s) = 1 + g(s) sur [d,Λ) .
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Nous posons g2 = (1− ε2)g1. Alors, par la proposition 4.3.1 la fonction v¯ = H−12 (H1(v)) =
Ψ1((1− ε2)H1(v)) satisfait
−∆pv¯ ≥ λf(x)F p−1ε , ou` Fε = (1−
ε
2
)
g1(v¯)
g1(v)
(1 + g(v)),
et v¯ ≤ v. Dans le cas ou` g′(d) = 0 nous avons
• Sur [0, d], nous avons g1(v¯) = g1(v) = 1 + g(d) alors puisque g est croissante
Fε = (1− ε
2
)(1 + g(v)) ≥ (1− ε)(1 + g(v¯)).
• Sur [d,Λ), nous avons g1 = 1 + g et donc
Fε = (1− ε
2
)g1(v¯) ≥ (1− ε)(1 + g(v¯).
Dans le cas ou` g′(d) > 0 nous distingons trois cas possibles
• Sur l’ensemble {v¯ ≤ v ≤ d} , nous avons M ≤ g1(v¯) et g1(v) ≤M(1 + ε), donc
Fε ≥
(1− ε
2
)
(1 + ε
2
)
(1 + g(v¯)) ≥ (1− ε)(1 + g(v¯)).
• Sur l’ensemble {d ≤ v¯ ≤ v} , nous avons g1 = 1+g, donc en substituant dans l’expression
de Fε nous trouvons Fε ≥ (1− ε)(1 + g(v¯)).
• Sur l’ensemble {v¯ ≤ d ≤ v} , nous avons g1(v¯) ≥ 1 + g(v¯) et g1(v) = 1 + g(v) donc
Fε ≥ (1− ε)(1 + g(v¯)).
Alors, dans tout les cas, nous avons
−∆pv¯ ≥ λ(1− ε)p−1f(x)(1 + g(v¯))p−1 dans L1(Ω),
et nous conclurons comme pre´ce´demment.
Deuxie`me cas : L = ∞. Dans ce cas, la sur-solution de´ja` construite v¯ n’est pas
ne´cessairement borne´e. Etendant [2], nous effectuons un argument ite´ratif de ”bootstrapp”
base´ sur le lemme 2.3.3 et la concavite´ de H1, afin de construire une solution borne´e.
Puisque g1 est croissante alors la fonction H1 est concave, car H
′′
1 = −g′1/(g1)2. Donc
H1(v)−H1(v¯) ≤ (v − v¯)H ′1(v¯)) =
v − v¯
g1(v¯)
≤ v
g1(v¯)
. (4.3.4)
Nous avons H1(v¯) = (1 − δ)H1(v), ou` δ = ε ou δ = ε2 , donc (4.3.4) implique δg1(v¯) ≤
v/H1(v). D’autre part, puisque L = ∞ alors H(s) tend vers ∞ lorsque s → ∞, donc
v/H1(v) ≤ C(1 + v) pour un certain C > 0. Par suite
δ(1 + g(v¯)) ≤ δg1(v¯) ≤ C(1 + v).
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Alors (1 + g(v¯))p−1 ∈ Lσ (Ω) pour tout σ ∈ [1, N/(N − p)), car v est une solution renor-
malise´e. Puisque f ∈ Lr (Ω), r > N/p, par l’ine´galite´ de Ho¨lder, il existe m1 > 1 telle que
f(1 + g(v¯))p−1 ∈ Lm1(Ω).
Entre la sous-solution 0 et la sur-solution v¯ il existe une solution renormalise´e w du
proble`me (Pv,λε,1) ou` λε,1 = (1 − ε)p−1λ, telle que 0 ≤ w ≤ v¯. Donc, puisque g est crois-
sante, −∆pw ∈ Lm1(Ω).
Si p = N, alors w ∈ L∞ (Ω) d’apre`s le lemme 2.3.3 et nous conclurons comme pre´ce´demment.
Dans la suite nous supposons p < N. Nous distinguons les cas suivants :
• Si m1 > N/p alors w ∈ L∞ (Ω).
• Si m1 = N/p alors w ∈ Lk (Ω) pour tout k ≥ 1. Donc, puisque r > N/p, nous pouvons
choisir k suffisamment large pour obtenir f(1 + g(w))p−1 ∈ Ls(Ω) pour un s > N/p. Par
suite v¯ ∈ L∞ (Ω) .
• Si m1 < N/p. Posons w1 = w. Par le lemme 2.3.3, w(p−1)σ1 ∈ L1(Ω) avec σ = Nm1/(N−
pm1). Soit m2 :
1
m2
=
1
m1
+
1
r
− p
N
.
Nous avons m1 < m2.
Remplac¸ons 1 + g par (1 − ε)(1 + g) nous construisons de la meˆme facon une solution
w2 de (Pv,λε,2) ou` λε,2 = (1 − ε)2(p−1)λ, telle que g(w2) ≤ C(1 + w1)). Par ite´ration,
nous construisons une solution wn of (Pv,λε,n) ou` λε,n = (1− ε)n(p−1)λ, telle que g(wn) ≤
C(1 + wn−1)), donc f(1 + g(wn))p−1 ∈ Lmn(Ω), avec
1
mn
− 1
r
=
1
mn−1
− p
N
.
Il existe un entier n¯ = n¯(r, p,N) telle que mn¯ > N/p. Si non, alors la suite mn admet une
limite finie et nous obtenons r = N/p en passant a` la limite dans la relation d’ite´ration.
Donc wn¯+1 ∈ L∞(Ω) par le lemme 2.3.3. Puisque ε est arbitraire, nous obtenons une
solution borne´e de (4.3.3).
Dans le cas ou` g est convexe sur [0,Λ), nous donnons le re´sultat d’existence suivant :
The´ore`me 4.3.4 Soit g satisfaisant (4.1.2), et H est de´finie par (3.1.5) sur [0,Λ), et
f ∈ L1 (Ω) . Dans le cas Λ =∞, L = H(Λ) =∞ nous supposons que f ∈ Lr (Ω), r > N/p.
Supposons que pour un certain λ > 0 il existe une solution renormalise´e v de (Pv,λ) telle
que 0 ≤ v(x) < Λ presque partout dans Ω.
Supposons que g est convexe sur [0,Λ) . Alors pour tout ε ∈ (0, 1) il existe une solution
borne´e w telle que ‖w‖L∞(Ω) < Λ de{
−∆pw = λf(x)(1 + g(w)− ε)p−1 dans Ω,
w = 0 sur ∂Ω.
(4.3.5)
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Preuve. Supposons que g est convexe sur [0,Λ) . Nous prenons g1 = 1+ g et g2 = g1− ε,
alors (4.3.1) est satisfaite, car g′ est croissante et H1 ≤ H2. Appliquons la proposition
4.3.1, nous trouvons que v¯ = H−12 (H1(v)) est une sur-solution du proble`me (4.3.5). Alors il
existe une solution de w of (4.3.5), telle que 0 ≤ w ≤ v¯ = H−12 (H1(v)). Par contradiction,
nous trouvons seulement que w(x) ≤ v¯(x) < Λ presque partout dans Ω, , mais pas
‖w‖L∞(Ω) < Λ.
Nous avons H1(v) = H2(v¯), d’ou`
H1(v)−H1(v¯) =
∫ v¯
0
(
1
g2(s)
− 1
g1(s)
)ds =
∫ v¯
0
(
1
g1(s)− ε −
1
g1(s)
)ds
= ε
∫ v¯
0
ds
g1(s)(g1(s)− ε) ≥ ε
∫ v¯
0
ds
g1(s)2
.
Alors, pour A > 0 fixe´, il existe C(A) > 0 telle que H1(v) − H1(v¯) ≥ C(A)ε, presque
partout sur l’ensemble {v¯ > A} . Mais H1 satisfait (4.3.4), donc g1(v¯) ≤ v/εC(A) sur cet
ensemble. Par suite, il existe Cε > 0 tel que εg1(v1) ≤ Cε(1+v), ou` v1 = w. En remplac¸ant
g par g − nε, et en effectuant un nombre fini d’e´tapes, comme dans la de´monstration du
the´ore`me 4.3.3 dans le cas L =∞, nous trouvons une solution borne´e de (4.3.3), puisque
ε est arbitraire.
Comme conse´quence nous obtenons le re´sultat de non-existence suivant :
Corollaire 4.3.5 Soit g satisfaisant (4.1.2), et H est de´finie par (3.1.5) sur [0,Λ), et
f ∈ L1 (Ω) . Dans le cas Λ = ∞, L = H(Λ) = ∞ nous supposons que f ∈ Lr (Ω),
r > N/p. Supposons que g est convexe sur [0,Λ) .
Si λ∗ <∞, alors pour tout c > 0, il n’y a pas de solution du proble`me{
−∆pv = λ∗f(x)(1 + g(v) + c)p−1 dans Ω,
v = 0 sur ∂Ω.
(4.3.6)
Preuve. Supposons qu’il existe une solution de (4.3.6) pour un certain c > 0. Alors
−∆pv = λ∗(1 + c)p−1f(x)(1 + g(v)
(1 + c)
)p−1 dans Ω.
Appliquons le the´ore`me 4.3.4 pour la fonction g/(1 + c) et ε = c/2(1 + c), il existe une
solution borne´e w telle que ‖w‖L∞(Ω) < Λ, du proble`me{
−∆pw = λ∗f(x)(1 + g(w) + c/2)p−1 dans Ω,
w = 0 sur ∂Ω.
Nous prenons α > 0 tel que α ≤ c/2(1 + ‖g(w)‖L∞(Ω)). Alors
(1 + g(w) + c/2)p−1 ≥ (1 + g(w) + α(1 + ‖g(w)‖L∞(Ω)))p−1
≥ ((1 + α)(1 + g(w)))p−1.
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Par suite w est une sur-solution de (Pv,λ) ou` λ = λ
∗(1+α)p−1, donc il existe une solution
y de ce proble`me telle que ‖y‖L∞(Ω) ≤ ‖w‖L∞(Ω) < Λ, ce qui contredit la de´finition de λ∗.
4.3.2 Cas ou` g a une croissance lente
Dans le cas line´aire g(v) = v, nous avons montre´ que λ∗ = λ1(f), voir le the´ore`me
3.1.3 du chapitre 3. Dans la suite, nous conside´rons des fonctions g ayant une croissance
lente. Plus pre´cisement g satisfait (4.1.4) pour un certain Q ∈ (0, Q1) .
• Cas Q ≤ p− 1
Nous montrons le re´sultat suivant qui est une variante du the´ore`me 3.4.1, lorsque g
est au plus line´aire au voisinage de ∞ :
The´ore`me 4.3.6 Soit g une fonction continue positive sur [0,∞) satisfaisant (4.1.4)
avec Q = p− 1, c’est a` dire
0 ≤M1/(p−1)p−1 = lim sup
τ−→∞
g(τ)
τ
<∞, (4.3.7)
Supposons que λ1(f) > 0. Alors :
(i) Si Mp−1λ < λ1(f) il existe au moins une solution positive v ∈ W 1,p0 (Ω) du proble`me
(Pv,λ). Autrement dit λ
∗ ≥M−1p−1λ1(f) si Mp−1 > 0 ; et λ∗ =∞ si Mp−1 = 0.
(ii) Si (1 + g(v))/v est strictement de´croissante, alors la solution est unique.
(iii) Si f ∈ Lr (Ω) , r > N/p, alors toute solution satisfait v ∈ L∞(Ω), donc λb = λ∗.
Si f ∈ LN/p(Ω) et p < N, alors toute solution satisfait v ∈ Lk(Ω) pour tout k > 1.
Preuve. Soit M > Mp−1 telle que Mλ < λ1(f). Il est clair que, par (4.3.7), il existe
A > 0 tel que (1 + g(s))p−1 ≤ M(A + s)p−1 sur [0,∞) . De´finissons v1 = G(λf) ∈
W 1,p0 (Ω) comme dans le cas line´aire du the´ore`me 3.4.1 du chapitre 3, et vn = G(λf(1 +
g(vn−1))p−1) ∈ W 1,p0 (Ω). Par(3.4.5), nous trouvons∫
Ω
|∇vn|p dx ≤ λM
∫
Ω
f(A+ vn−1)p−1vndx
≤ λM(1 + ε)
λ1(f)
∫
Ω
|∇vn|p dx+ λKε,
avec une nouvelle constante Kε > 0, et nous conclurons comme dans le the´ore`me 3.4.1.
L’unicite´ de´coule du lemme 2.2.21 comme dans le the´ore`me 3.4.1, et la re´gularite´ est
obtenue par la proposition 2.3.4, (iii).
Dans le cas ou` g est sous-line´aire, c’est a` dire g satisfait (4.1.4) avec Q < p− 1, nous
appliquons le the´ore`me 4.3.6 et montrer que si λ1(f) > 0, alors λ
∗ =∞ :
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Corollaire 4.3.7 Soit g une fonction continue positive sur [0,∞) satisfaisant (4.1.4)
avec Q < p− 1. Si λ1(f) > 0, alors λ∗ =∞.
Preuve. En e´crivant
g(τ)p−1
τ p−1
=
g(τ)p−1
τQτ p−1−Q
,
on conclut que lim sup
τ−→∞
g(τ)
τ
= 0, si g ve´rifie (4.1.4) avec Q < p− 1. D’ou` le re´sultat, par
le the´ore`me 4.3.6.
Comme dans [3], nous obtenons des re´sultats d’existence pour quelques fonctions f
sans supposer que λ1(f) > 0 et sans imposer des hypothe`ses de petitesse sur λ :
Proposition 4.3.8 Supposons que p < N, et g une fonction continue positive sur [0,∞)
satisfaisant (4.1.4) avec Q ∈ (0, p− 1) et f ∈ Lr(Ω), r ∈ (1, N/p), avec Qr′ < Q1.
Alors pour tout λ > 0 il existe une solution renormalise´e v de (Pv,λ) telle que v
d ∈
L1(Ω) pour d = Nr(p− 1−Q)/(N − pr). En particulier λr =∞. En plus
(i) Si (Q+ 1)r′ ≤ p∗, alors v ∈ W 1,p0 (Ω), donc λ∗ =∞.
(ii) Si (Q+ 1)r′ > p∗, alors |∇v|θ ∈ L1(Ω) pour θ = Nr(p− 1−Q)/(N − (Q+ 1)r).
Preuve. Par l’hypothe`se (4.1.4), on de´duit qu’il existe M > 0 tel que (1 + g(t))p−1 ≤
M(1 + t)Q pour tout t ≥ 0.
Pour tout n ∈ N fixe´, on peut appliquer les re´sultats standard de Leray-Lions, voir [4] ;
et on de´duit qu’il existe vn ∈ W 1,p0 (Ω) ∩ L∞(Ω) positive tel que
−∆pvn = λTn(f(x)(1 + g(vn))p−1).
Pour un re´el donne´ β < 1, nous conside´rons la fonction
φβ(s) =
∫ s
0
(1 + |t|)−βdt = 1
β − 1(1−
1
(1 + |s|)β−1 )sign(s),
nous avons φβ ∈ C1(R,R) avec φ′β(s) = 1(1+|s|)β pour tout s ∈ R. De plus, puisque β < 1,
on a |φβ(s)| ≤ (1 − β)−1(1 + |s|)1−β. Nous prenons φβ(vn) comme fonction test dans
l’e´quation satisfaite par vn, nous obtenons∫
Ω
|∇vn|p
(1 + vn)β
dx = λ
∫
Ω
Tn(f(x)(1 + g(vn))
p−1)φβ(vn)dx
≤ (1− β)−1λM
∫
Ω
f(1 + vn)
1−β+Qdx.
Posons α = 1− β/p et wn = (1 + vn)α − 1, on a
∇wn = α(1 + vn)α−1∇vn = α(1 + vn)−β/p∇vn, (4.3.8)
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donc nous obtenons
1
αp
∫
Ω
|∇wn|p dx ≤ (1− β)−1λM
∫
Ω
f(1 + wn)
(1−β+Q)/αdx. (4.3.9)
D’autre part, en utilisant l’ine´galite´ de Ho¨lder nous trouvons∫
Ω
f(1 + wn)
(1−β+Q)/αdx ≤ c(
∫
Ω
f dx+
∫
Ω
f(wn)
(1−β+Q)/αdx)
≤ c ‖f‖L1(Ω) + c ‖f‖Lr(Ω)
(∫
Ω
w(1−β+Q)r
′/α
n dx
)1/r′
Par suite, par (4.3.9), il existe C > 0 tel que∫
Ω
|∇wn|p dx ≤ C(‖f‖L1(Ω) + ‖f‖Lr(Ω)
(∫
Ω
w(1−β+Q)r
′/α
n dx
)1/r′
).
Nous pouvons choisir
β = ((Q+ 1)r′ − p∗)/(r′ − p∗/p),
car 1−β = (p∗(1−1/p)−Qr′)/(r′−p∗/p) = (Q1−Qr′)/(r′−p∗/p) > 0, puisque r < N/p
et Qr′ < Q1. Donc β < 1. En effectuant cette substitution, nous obtenons
1− β +Q = (Q+ 1)(r
′ − p∗/p)− (Q+ 1)r′ + p∗
(r′ − p∗/p)
=
p∗(p−Q− 1)
pr′ − p∗
α = 1− β/p = 1− (Q+ 1)r
′ − p∗
pr′ − p∗ =
(p−Q− 1)r′
pr′ − p∗ .
Donc (1− β +Q)r′/α = p∗. Par conse´quent, par l’injection de Sobolev∫
Ω
|∇wn|p dx ≤ C(‖f‖L1(Ω) + ‖f‖Lr(Ω)
(∫
Ω
|∇wn|p dx
)p∗/pr′
),
avec une nouvelle constante C > 0.
Puisque r′ > p∗/p, donc en utilisant l’ine´galite´ de Young (2.3.9) avec δ > 0 suffisamment
petite nous de´duisons que
(wn) est borne´e dans W
1,p
0 (Ω), et donc dans L
p∗(Ω).
Retournons a` vn nous avons vn ≤ 1 + vn = (1 + wn)1/α, et choisissons
d = p∗α =
(p− 1−Q)p∗r′
pr′ − p∗ = Nr(p− 1−Q)/(N − pr).
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et nous conclurons que (vdn) est borne´e dans L
1(Ω). Maintenant, soit σ = rd/(rQ+ d). Il
est facile de voir que 1 < σ < r, donc par l’hypothe`se sur g et l’ine´galite´ de Ho¨lder∫
Ω
fσ(1 + g(vn))
(p−1)σ ≤Mσ
∫
Ω
fσ(1 + vn)
Qσ
≤Mσ(
∫
Ω
f r)σ/r(
∫
Ω
(1 + vn)
d)(r−σ)/r
Il en re´sulte que Fn = Tn((f(x)(1 + g(vn))
p−1) est borne´e dans Lσ(Ω). Alors il existe une
sous-suite note´e encore vn qui converge presque partout vers une fonction mesurable v, voir
la remarque 2.2.13. Par le lemme de Fatou, la fonction F = ((f(x)(1+ g(v))p−1) ∈ Lσ(Ω).
En utilisant le the´ore`me de la convergence de Vitali, il est facile de montrer que Fn
converge fortement vers F dans Ls(Ω) pour tout s ∈ [1, σ). D’apre`s la remarque (2.2.19),
il existe une sous-suite (vn) et une fonction mesurable w telle que
vn → w presque partout dans Ω,
∇vn → ∇w presque partout dans Ω,
avec w est une solution renormalise´e de −∆pw = F . Mais (vn) converge presque partout
dans Ω vers v. Alors w = v.
En plus, nous distinguons les deux cas suivants :
•Cas 1 : Si (Q + 1)r′ ≤ p∗ alors β ≤ 0. Dans ce cas |∇vn| ≤ |∇wn|, par (4.3.8). Alors
(vn) est borne´e dans W
1,p
0 (Ω), et par suite v ∈ W 1,p0 (Ω).
•Cas 2 : Si (Q + 1)r′ > p∗, alors β > 0, et conside´rons θ = dp
β+d
< p. Par (4.3.8) et
l’ine´galite´ de Ho¨lder∫
Ω
|∇vn|θ dx =
∫
Ω
|∇wn|θ (1 + vn)βθ/p
≤
(∫
Ω
|∇wn|p dx
)p/θ (∫
Ω
(1 + vn)
ddx
)βθ/dp
;
donc (|∇vn|θ) est borne´e dans L1(Ω). Par le lemme de Fatou, on obtient |∇v|θ ∈ L1(Ω),
car le gradient converge presque partout.
Remarque 4.3.9 (i) Nous allons voir dans le chapitre 6, par le the´ore`me 6.1.1 que
λr = ∞ dans une situation beaucoup plus ge´ne´rale, ou` nous donnons des re´sultats
d’existence pour une non-line´arite´ non ne´cessairement positive avec une mesure de Radon
quelconque. Comme ici, le fait que λr =∞ sera montre´ dans le cas sous-line´aire.
(ii) La re´gularite´ de la solution construite dans la proposition 4.3.8 est un peu plus forte
que celle pre´vue par (vi) de la proposition 2.3.4 . Nous ne savons pas si toute solution de
ce proble`me a la meˆme re´gularite´.
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• Cas Q ∈ [p− 1, Q1)
Notre dernier re´sultat de ce chapitre donne une re´ponse a` la question (2) dans le cas
ou` la fonction g est sur-line´aire, c’est a` dire g satisfait (4.1.4) avec Q ∈ [p− 1, Q1) ; et
sans imposer une hypothe`se de convexite´ sur g. C’est une conse´quence directe du re´sultat
de re´gularite´ de la proposition 2.3.4 :
Proposition 4.3.10 Supposons que g est une fonction continue positive sur [0,∞) sa-
tisfaisant (4.1.4) avec Q ∈ [p− 1, Q1) et f ∈ Lr(Ω) avec Qr′ < Q1.
Alors toute solution renormalise´e de (Pv,λ) appartient a` W
1,p
0 (Ω)∩L∞(Ω). Donc λb =
λ∗ = λr.
Remarque 4.3.11 En particulier quand p = N, si g satisfait (4.1.4) pour un certain
Q ≥ N − 1 et f ∈ Lr(Ω), r > 1, alors λb = λ∗ = λr.
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Chapitre 5
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5.1 Introduction
Apre`s avoir discute´ dans le chapitre pre´ce´dent de l’intervalle des λ pour lesquels on
a l’existence de solution du proble`me (Pv,λ), nous poursuivons notre e´tude des questions
classiques qui se posent pour ce type de proble`me. Dans ce chapitre, nous nous inte´ressons
aux deux questions suivantes :
Question 1 : Quand-est-ce qu’il existe une deuxie`me solution variationnelle borne´e du
proble`me (Pv,λ) ?
Question 2 : Lorsque Λ =∞ et λb <∞, que peut-on dire sur la re´gularite´ de la fonction
extre´male de´finie par
v∗ = lim
λ↗λb
vλ,
ou` vλ est la solution minimale de (Pv,λ) ? Est-elle une solution du proble`me limite (Pv,λb),
et dans quel sens ? Est-t-elle une solution variationnelle, est-t-elle borne´e ?
Supposons que Λ =∞. Dans tout ce chapitre, nous supposons que g satisfait
g ∈ C1([0,∞)), g(0) = 0 et g est croissante , g 6≡ 0. (5.1.1)
Dans la plupart de nos re´sultats nous allons supposer une hypothe`se de croissance sur
g(s)/s :
lim
s−→∞
g(s)
s
=∞. (5.1.2)
Cette dernie`re condition exprime que g est sur-line´aire a` l’infini. Nous e´tablissons d’abord
un re´sultat de multiplicite´ en supposant en plus que g est sous-critique par rapport a` l’ex-
posant de Sobolev :
lim sup
τ−→∞
g(τ)p−1
τQ
<∞, pour un certain Q ∈ (p− 1, Q∗) , (5.1.3)
ou` Q∗ est de´finie par
Q∗ = p∗ − 1 = N(p− 1) + p
N − p , (Q
∗ =∞ si p = N).
Par ailleurs nous donnons des re´sultats d’existence et de re´gularite´ de la solution
extre´male, et en particulier lorsque g satisfait (5.1.3) avec Q ∈ (p − 1, Q1) ou Q ∈ (p −
1, Q∗), ou` Q1 est de´fini par (4.1.5). Pour chacun des re´sultats, les hypothe`ses sur f sont
adapte´es par rapport a` celles sur g ; f satisfait au moins
f ∈ L1(Ω) f ≥ 0, f 6≡ 0. (5.1.4)
Le plan du chapitre est le suivant : Dans la section 5.3, nous allons montrer le the´ore`me
de multiplicite´ suivant sous des hypothe`ses de convexite´ sur g ou sous la condition bien
connue d’Ambrosetti-Rabinowitz
lim inf
t→∞
tϕ(t)
Φ(t)
= k > p, (5.1.5)
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ou` ϕ est de´finie pour tout t ∈ R par :
ϕ(t) = (1 + g(t+))p−1, (5.1.6)
et Φ est une primitive de ϕ :
Φ(t) =
∫ t
0
ϕ(s)ds =
∫ t
0
(1 + g(s+))p−1ds. (5.1.7)
The´ore`me 5.1.1 Soit g satisfaisant (5.1.1), (5.1.2) et la condition de croissance poly-
nomiale (5.1.3) avec Q < Q∗, et f ∈ Lr(Ω) avec (Q+ 1)r′ < p∗. Alors
(i) Si g est convexe au voisinage de ∞, alors il existe λ0 > 0 tel que pour tout λ < λ0, il
existe au moins deux solutions v ∈ W 1,p0 (Ω) ∩ L∞(Ω) de (Pv,λ).
(ii) Si p = 2 et g est convexe, ou si g satisfait la condition d’ Ambrosetti-Rabinowitz
(5.1.5) et f ∈ L∞(Ω), alors pour tout λ ∈ (0, λb) il existe au moins deux solutions
v ∈ W 1,p0 (Ω) ∩ L∞(Ω) de (Pv,λ).
Dans la section 5.4, sous des hypothe`ses de convexite´ sur g nous e´tendons certains
re´sultats de [18] , [22] et [1], par le the´ore`me 5.4.10, les propositions 5.4.11, 5.4.15 et
5.4.16. En particulier, nous montrons
The´ore`me 5.1.2 Supposons que g satisfait (5.1.1), (5.1.2) et g est convexe au voisinage
de ∞ ; et f ∈ Lr (Ω) , r > N/p. Alors la fonction extre´male v∗ = lim
λ↗λ∗
vλ est une solution
renormalise´e de (Pv,λ∗). De plus
(i) Si N < p(1+ p′)/(1+ p′/r), alors v∗ ∈ W 1,p0 (Ω). Si N < pp′/(1+1/(p− 1)r), alors
v∗ ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
(ii) Si g satisfait (5.1.3) avec Q < Q1, et f ∈ Lr(Ω) avec Qr′ < Q1, ou si (5.1.3) est
satisfaite avec Q < Q∗, et f ∈ Lr(Ω) avec (Q+ 1)r′ < p∗, alors v∗ ∈ W 1,p0 (Ω) ∩ L∞ (Ω) .
Sans hypothe`ses de convexite´ sur g, nous obtenons un re´sultat d’existence locale par la
proposition 5.4.6, voir le the´ore`me 5.4.6. La de´monstration est base´e sur un re´sultat de
re´gularite´ de [3] et l’ine´galite´ de Harnack faible. Nous montrons dans la proposition 5.4.8
un re´sultat global pour v∗ sous la condition d’Ambrosetti-Rabinowitz (5.1.5).
5.2 Outils techniques
5.2.1 Fonctionnelle d’Euler
Pour e´tablir la majorite´ des re´sultats de ce chapitre, nous utilisons une fonctionnelle
d’Euler Jλ associe´ au proble`me (Pv,λ) et quelques proprie´te´s importantes de cette fonc-
tionnelle donne´es dans [7].
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Par le principe du maximum, le proble`me (Pv,λ) est e´quivalent a`{
−∆pv = λf(x)ϕ(v) = λf(x)(1 + g(v+))p−1 dans Ω,
v = 0 sur ∂Ω.
(5.2.1)
ou` ϕ est de´finie par (5.1.6).
Lorsque g est seulement continue sur [0,∞) alors ϕ est continue, donc Φ ∈ C1(R), ou` Φ
est de´finie par (5.1.7).
Pour tout f ∈ L1(Ω) et tout v ∈ W 1,p0 (Ω) tel que fΦ(v) ∈ L1(Ω), nous posons
Jλ(v) =
1
p
∫
Ω
|∇v|p dx− λ
∫
Ω
fΦ(v)dx. (5.2.2)
En particulier la fonctionnelle Jλ est de´finie sur W
1,p
0 (Ω) ∩ L∞(Ω). Dans la suite, nous
donnons quelques proprie´te´s importantes de Jλ . Tout d’abord, mentionnons un re´sultat
donne´ dans [7, proposition 2.1] qui caracte´rise en particulier l’e´nergie de la solution mini-
male.
Proposition 5.2.1 ([7]) Supposons que g satisfait (5.1.1) et f satisfait (5.1.4). Soit
λ > 0 tel que il existe une sur-solution v¯ ∈ W 1,p0 (Ω) de (Pv,λ). Alors Jλ est de´finie sur
Kv¯ =
{
v ∈ W 1,p0 (Ω) : 0 ≤ v ≤ v¯
}
et atteint son minimum sur Kv¯ en un certain point v qui est une solution de (Pv,λ). En
particulier si 0 < λ < λb, alors
Jλ(vλ) = minKvλ
Jλ(v) ≤ 0.
Remarque 5.2.2 En fait nous avons Jλ(vλ) < 0. En effet si Jλ(vλ) = 0, alors pour tout
t ∈ (0, 1) , Jλ(tvλ) ≥ 0, donc
tp
∫
Ω
|∇vλ|p dx ≥ pλ
∫
Ω
fΦ(tvλ)dx ≥ pλt
∫
Ω
fvλdx
donc fvλ = 0, et f 6≡ 0, donc vλ = 0 sur {f > 0} , ce qui contredit le fait que vλ > 0 par
le principe du maximum fort.
Dans la proposition 5.4.11 nous montrons des re´sultats de re´gularite´ pour la solution ex-
tremale v∗. Dans la de´monstration nous utilisons le fait que la solution minimale vλ est
semi-stable, voir [7, De´finition 1.1] et [7, Proposition 2.2]. Par [7], la de´finition d’une fonc-
tion semi-stable est donne´e pour toute fonction v ∈ W 1,p0 (Ω). Nous e´tendons la de´finition
a` des fonctions moins re´gulie`res :
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De´finition 5.2.3 Une solution renormalise´e v du proble`me (Pv,λ) est dite semi-stable
si la ”de´rive´e seconde de Jλ est positive”, dans le sens que la forme quadratique J
′′
λ(v)
de´finie par
J ′′λ(v)(ψ, ψ) :=
∫
{∇v 6=0}
|∇v|p−2
{
(p− 2)(∇v.∇ψ|∇v| )
2 + |∇ψ|2
}
dx
− (p− 1)λ
∫
Ω
f(1 + g(v))p−2g′(v)ψ2dx, (5.2.3)
soit positive pour tout ψ ∈ Av ou`
Av = D(Ω) si p ≥ 2;
et pour 1 < p < 2,
Av = {ψ ∈ D(Ω) : ∃C > 0 tel que |ψ| ≤ Cv et |∇ψ| ≤ C |∇v| dans Ω} .
Cette de´finition a un sens puisque l’inte´grale I(v, ψ) = J ′′λ(v)(ψ, ψ) est bien de´finie.
En effet nous avons I(v, ψ) ≥ 0 et
I(v, ψ) ≤ (p− 1)
∫
{∇v 6=0}
|∇v|p−2 |∇ψ|2 dx
= (p− 1)(
∫
{|∇v|>1}
|∇v|p−2 |∇ψ|2 dx+
∫
{0<|∇v|≤1}
|∇v|p−2 |∇ψ|2 dx)
donc si p ≥ 2, alors
I(v, ψ) ≤ (p− 1)(
∫
{|∇v|>1}
|∇v|p−1 |∇ψ|2 dx+
∫
{0<|∇v|≤1}
|∇ψ|2 dx).
Si 1 < p < 2 alors
I(v, ψ) ≤ (p− 1)(
∫
{|∇v|>1}
|∇ψ|2 dx+ C
∫
{0<|∇v|≤1}
|∇v|p−1 |∇ψ| dx).
donc I(v, ψ) <∞ puisque |∇v|p−1 ∈ L1(Ω) et ψ ∈ D(Ω).
Quand v ∈ W 1,p0 (Ω), (5.2.3) est valable pour tout ψ ∈ W 1,p0 (Ω), satisfaisant |ψ| ≤ Cv et
|∇ψ| ≤ C |∇v| dans Ω, pour un certain C > 0 lorsque p < 2.
Remarque 5.2.4 La notation J ′′λ(v) ne veut pas dire que Jλ est de classe C
2 en v.
Maintenant, nous donnons quelques remarques sur la premie`re et la seconde variation de
la fonctionnelle Jλ.
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Lemme 5.2.5 Supposons g une fonction continue sur [0,∞) satisfaisant (5.1.3) avec
Q < Q∗ et que f ∈ Lr(Ω) telle que (Q + 1)r′ < p∗. Alors la fonctionnelle de´finie par
(5.2.2) est de classe C1 sur W 1,p0 (Ω) avec
J ′λ(v)(w) =
∫
Ω
|∇v|p−2∇v.∇w − λ
∫
Ω
fϕ(v)w dx, (5.2.4)
pour tout v, w ∈ W 1,p0 (Ω).
Preuve. On peut facilement adapter les de´monstrations classiques pour montrer que la
fonctionnelle
v → F (v) =
∫
Ω
fΦ(v)dx, (5.2.5)
est de classe C1 sur W 1,p0 (Ω).
Remarque 5.2.6 Si g est de classe C1, alors ϕ est de meˆme classe si et seulement si
g′(0) = 0. Par conse´quent, pour que la fonctionnelle F de´finie par (5.2.5) soit de classe
C2 sur W 1,p0 (Ω) il faut au moins supposer que g est de classe C
1 avec g′(0) = 0.
Par le [25, corollaire 17.8], nous de´duisons le lemme suivant
Lemme 5.2.7 Soit g une fonction de classe C1 sur [0,∞) avec g′(0) = 0. Supposons que
p = 2, f ∈ L∞(Ω) et que g satisfait (5.1.3) avec Q < Q∗. Alors la fonctionnelle Jλ est de
classe C2 sur H10 (Ω). En notant par g¯ le prolongement par 0 de g sur R, alors pour tout
v, w, ψ ∈ H10 (Ω), nous avons J ′′λ(v)(w,ψ) e´gale a`∫
Ω
∇w · ∇ψ dx− λ
∫
Ω
f g¯(v)wψ dx (5.2.6)
Preuve. Puisque g satisfait (5.1.3) alors g(t) ≤ c(1 + tQ), pour tout t ≥ 0, avec Q <
2∗−1 = (N+2)/(N−2). Puisque g est convexe sur [0,∞) alors g(2t) ≥ g(t)+tg′(t) ≥ tg′(t),
d’ou` g′(t) ≤ C1(1 + tQ−1) ≤ C(1 + t4/(N−2)) car Q− 1 < N+2N−2 − 1 = 4N−2 . Donc
|g¯′(t)| = g¯′(t) ≤ C(1 + t4/(N−2)), (5.2.7)
et on conclut en appliquant le [25, corollaire 17.8].
Finalement , nous e´nonc¸ons un re´sultat important donne´ dans [16] que nous allons
utiliser dans la de´monstration de l’existence d’une deuxie`me solution borne´e du proble`me
(Pv,λ) pour λ petit :
The´ore`me 5.2.8 Soit X un espace de Banach muni de la norme ‖.‖ et soit J ⊂ R+ un
intervalle. Nous conside´rons une famille (Iλ)λ∈ J de fonctionnelles de classe C1 sur X de
la forme
Iλ(u) = A(u)− λB(u), ∀λ ∈ J
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ou` B(u) ≥ 0, ∀u ∈ X et telle que A(u)→ +∞ ou bien B(u)→ +∞ lorsque ‖u‖ → ∞.
Supposons qu’il existe deux points (v1, v2) dans X telles que, en posant
Γ =
{
γ ∈ C([0, 1] ,W 1,p0 (Ω)) : γ(0) = v1, γ(1) = v2
}
la condition suivante soit satisfaite pour tout λ ∈ J
cλ := inf
θ∈Γ
max
t∈[0,1]
Iλ(θ(t)) > max(Iλ(v1), Iλ(v2)).
Alors, pour presque λ ∈ J , il existe une suite (vn) ⊂ X telle que
(i) (vn) est borne´e dans X,
(ii) Iλ(vn)→ cλ,
(iii) I ′λ(vn)→ 0 dans le dual X−1 de X.
5.2.2 Fonctions lie´es a` g et leurs comportements asymptotiques
Dans cette sous-section nous de´finissons quelques fonctions lie´es a` g et nous e´tudions
leur comportement asymptotique lorsque g est convexe a` l’infini, voir le lemme 5.2.9.
Notons que la fonction h de´finie par (5.2.9) est introduite dans [18]. Dans la proposi-
tion 5.2.10 nous donnons un re´sultat simple mais tre`s utile dans notre de´monstration de
l’existence globale du the´ore`me 5.4.10 et le re´sultat de multiplicite´ du the´ore`me 5.1.1.
Lemme 5.2.9 Supposons (5.1.1) et (5.1.2) avec g convexe sur [A,∞) pour un certain
A ≥ 0. Pour tout t ≥ 0, soit
j(t) = tg′(t)− g(t) =
∫ t
0
(g′(t)− g′(s))ds, J (t) = tϕ(t)− pΦ(t), (5.2.8)
h(t) =
∫ t
0
g′(s)(g′(t)− g′(s))ds = g(t)g′(t)−
∫ t
0
g′2(s)ds. (5.2.9)
Alors
lim
t→∞
j(t) =∞, (5.2.10)
lim
t→∞
j(t)/g′(t) =∞, (5.2.11)
lim
t→∞
J (t)/ϕ(t) =∞, (5.2.12)
lim
t→∞
h(t)/j(t) =∞. (5.2.13)
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Preuve. Par l’hypothe`se (5.1.2) et la convexite´, on a
lim
t→∞
g′(t) =∞
(i) Puisque g est est convexe sur [A,∞), alors g′ est croissante sur [A,∞). Pour tout
t ≥ τ ≥ A nous avons
j(t)− j(τ) =
∫ τ
0
(g′(t)− g′(s))ds+
∫ t
τ
(g′(t)− g′(s))ds−
∫ τ
0
(g′(τ)− g′(s))ds
= τ(g′(t)− g′(τ)) +
∫ t
τ
(g′(t)− g′(s))ds ≥ 0,
alors j est croissante sur [A,∞).
Donc j admet une limite L qui appartient a` (−∞,∞] . Montrons que L =∞; en effet si
L est finie, alors il existe t0 tel que tg
′(t) ≤ g(t) + |L|+ 1 pour t ≥ t0, donc(
g(t) + |L|+ 1
t
)′
=
tg′(t)− g(t) + |L|+ 1
t2
≤ 0
pour t ≥ t0, donc (g(t) + |L| + 1)/t est de´croissante sur [t0,∞), ce qui contredit (5.1.2).
Donc
lim
t→∞
j(t) =∞.
Dans le cas ou` g ∈ C2 ((0,∞)) et g′′(t) > 0 sur [A,∞) : par la re`gle de l’Hoˆpital,
lim
t→∞
j(t)/g′(t) = lim
t→∞
j′(t)/g′′(t) = lim
t→∞
t =∞.
Dans le cas ge´ne´ral g est convexe pour t ≥ A, donc g′ est croissante sur [A,∞). Puisque
lim
t→∞
g′(t) =∞ alors pour tout K > 0, il existe tK > A+ 2K tel que g′(t) ≥ 2g′(A+ 2K)
pour t ≥ tK . Alors pour t ≥ tK ,
j(t) =
∫ t
0
(g′(t)− g′(s))ds =
∫ A
0
(g′(t)− g′(s))ds+
∫ t
A
(g′(t)− g′(s))ds
= Ag′(t)− g(A) +
∫ A+2K
A
(g′(t)− g′(s))ds+
∫ t
A+2K
(g′(t)− g′(s))ds
≥ −g(A) +
∫ A+2K
A
(g′(t)− g′(A+ 2K))ds car g′ ≥ 0 et croissante
= −g(A) + 2K(g′(t)− g′(A+ 2K)) ≥ −g(A) +Kg′(t),
donc lim
t→∞
j(t)/g′(t) =∞.
Maintenant, nous avons pour tout t ≥ 0,
J ′(t) = ϕ(t) + tϕ′(t)− pΦ′(t)
= (1 + g(t))p−1 + t(p− 1)(1 + g(t))p−2g′(t)− p(1 + g(t))p−1
= (p− 1)(1 + g(t))p−2(tg′(t)− (1 + g(t))).
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Donc
J ′(t) = (p− 1)(1 + g(t))p−2(j(t)− 1) = ϕ′(t)(j(t)− 1)/g′(t) (5.2.14)
par suite lim
t→∞
J ′(t)/ϕ′(t) = ∞. Mais lim
t−→∞
ϕ(t) = ∞, donc par la re`gle de l’Hoˆpital nous
obtenons
lim
t→∞
J (t)/ϕ(t) =∞.
(ii) Maintenant nous montrons (5.2.13). Dans le cas ou` g ∈ C2 ((0,∞)) et g′′(t) > 0,
nous obtenons h(t) =
∫ t
0
g(s)g′′(s)ds, et par la re`gle de l’Hoˆpital,
lim
t→∞
h(t)/j(t) = lim
t→∞
h′(t)/tg′′(t) = lim
t→∞
g(t)/t =∞.
Dans le cas ge´ne´ral, pour tout C > 0, il existe A1 > A tel que that g
′(s) ≥ 2C, pour
s ≥ A1 et il existe B > 5A1 tel que g′(t) ≥ 2g′(5A1) pour t ≥ B. Pour tout t ≥ 0, nous
avons
h(t)− Cj(t) =
∫ t
0
(g′(s)− C)(g′(t)− g′(s))ds = I1 + I2 + I3,
ou`
I1 =
∫ A1
0
(g′(s)− C)(g′(t)− g′(s))ds, I2 =
∫ 5A1
A1
(g′(s)− C)(g′(t)− g′(s))ds
I3 =
∫ t
5A1
(g′(s)− C)(g′(t)− g′(s))ds.
Pour t ≥ B, nous trouvons
1)I1 =
∫ A1
0
g′(s)g′(t)ds−
∫ A1
0
(g′(s))2ds− C
∫ A1
0
g′(t)ds+ C
∫ A1
0
g′(s)ds
= g′(t)g(A1)−
∫ A1
0
(g′(s))2ds− Cg′(t)A1 + Cg(A1)
≥ −
∫ A1
0
(g′(s))2ds− CA1g′(t) car g est positive et croissante.
2)I2 ≥ C
∫ 5A1
A1
(g′(t)− g′(s))ds
≥ C
∫ 5A1
A1
(g′(t)− g′(5A1))ds car g′ est croissante sur [A,∞)
= 4CA1(g
′(t)− g′(5A1)) ≥ 2CA1g′(t).
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3) I3 ≥ C
∫ t
5A1
(g′(t)− g′(s))ds ≥ 0 car g′ est croissante sur [A,∞).
Il en re´sulte h(t)−Cj(t) ≥ −
∫ A1
0
(g′(s))2ds+CA1g′(t) pour tout t ≥ B. Mais lim
t→∞
g′(t) =
∞, alors h(t)− Cj(t) ≥ 0 pour t suffisamment grand. Donc lim
t→∞
h(t)/j(t) =∞.
Le re´sultat suivant sera utilise´ dans les deux sections suivantes pour e´tablir la mul-
tiplicite´ par le the´ore`me 5.1.1 et l’existence globale du the´ore`me 5.4.10. La preuve est
simple et nouvelle, nous utilisons seulement la fonction J de´finie par (5.2.8). Notons
que la preuve donne´e dans [1] pour p = 2 ne peut pas eˆtre e´tendue, car elle utilise une
fonction propre φ1 du Laplacien et le fait que∫
Ω
∇v · ∇φ1dx =
∫
Ω
v(−∆φ1)dx pour tout v ∈ W 1,20 (Ω).
Proposition 5.2.10 Supposons(5.1.1) et (5.1.2) avec g convexe a` l’infini, et f ∈ L1 (Ω).
Soit (λn) une suite de re´els strictement positive tels que lim inf λn = λ > 0, et (vn) une
suite de solutions de (Pv,λn) , tel que vn ∈ W 1,p0 (Ω), fΦ(vn) ∈ L1 (Ω), et Jλn(vn) ≤ c ∈ R.
Alors (∆pvn) est borne´e dans L
1(Ω).
Preuve. Conside´rons vn comme fonction test dans (Pv,λn) nous obtenons∫
Ω
|∇vn|p dx = λn
∫
Ω
f(1 + g(vn))
p−1vndx; (5.2.15)
donc
p Jλn(vn) =
∫
Ω
|∇vn|p dx− pλn
∫
Ω
fΦ(vn)dx
= λn
∫
Ω
f((1 + g(vn))
p−1vn − pΦ(vn))dx
= λn
∫
Ω
f(vnϕ(vn)− pΦ(vn))dx = λn
∫
Ω
fJ (vn)dx, (5.2.16)
ou` J est de´finie par (5.2.8). Donc
∫
Ω
fJ (vn)dx = λ−1n p Jλn(vn) ≤ λ−1p c. Par (5.2.12) du
lemme 5.2.9, il existe B > 0 tel que J (t) ≥ ϕ(t) pour tout t ≥ B. Par conse´quent∫
Ω
fϕ(vn)dx =
∫
{vn<B}
fϕ(vn)dx+
∫
{vn≥B}
fϕ(vn)dx ≤ ϕ(B)
∫
Ω
f dx+ λ−1p c.
Alors
∫
Ω
fϕ(vn)dx est borne´e, c’est a` dire (∆pvn) est borne´e dans L
1(Ω).
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5.3 Existence d’une deuxie`me solution variationnelle
borne´e.
Cette section est consacre´e a` la de´monstration de la multiplicite´ du the´ore`me 5.1.1.
Nous utilisons la fonction d’Euler Jλ associe´e a` (Pv,λ). Nous rencontrons les deux diffi-
culte´es suivantes :
1) Pour λ petit, Jλ a la ge´ome´trie de col au voisinage de 0, mais la fonction g peut eˆtre
le´ge`rement sur-line´aire c’est a` dire elle croit plus vite qu’une droite mais n’est pas minore´e
par une puissance sq avec q > 1. Et, dans ce cas, les suites de Palais-Smale ne sont pas
ne´cessairement borne´es dans W 1,p0 (Ω); alors nous utilisons le the´ore`me 5.2.8 donne´ par
[16] pour montrer qu’il existe une suite (λn) convergente vers λ, telle que Jλn a un point
critique vn, et nous de´duisons que (vn) est borne´e dans W
1,p
0 (Ω) d’apre`s notre re´sultat de
la proposition 5.3.1.
2) Pour λ grand, sous les meˆmes hypothe`ses sur f et g, il n’est pas garanti que la fonc-
tionnelle Jλ ait la ge´ome´trie de col au voisinage de la solution minimale vλ de (Pv,λ).
Pour assurer cette ge´ome´trie, nous allons imposer des hypothe`ses plus fortes sur f et g.
Pre´cisement, dans le cas p 6= 2 et g n’est pas ne´ce´ssairement convexe, nous supposons que
f ∈ L∞(Ω) et g satisfait la condition d’Ambrosetti-Rabinowitz (5.1.5).
Nous commencons par le re´sultat cle´ suivant :
Proposition 5.3.1 Supposons(5.1.1), (5.1.2) et (5.1.3), g convexe a` l’infini, et f ∈
Lr(Ω) avec (Q + 1)r′ < p∗. Soit (λn) une suite de re´els strictement positive tels que
limλn = λ > 0, et (vn) une suite de solutions de (Pv,λn) tel que vn ∈ W 1,p0 (Ω), et
Jλn(vn) ≤ c ∈ R.
Alors (vn) est borne´e dans W
1,p
0 (Ω).
Preuve. Par (5.2.16) nous avons
pJλn(vn) = λn
∫
Ω
f(vnϕ(vn)− pΦ(vn))dx = λn
∫
Ω
fJ (vn)dx,
ou` J est de´finie par (5.2.8). Moyennant une me´thode de [17], nous allons montrer par
contradiction, que la suite (vn) est borne´e dans W
1,p
0 (Ω).
Supposons que (vn) n’est pas borne´e dans W
1,p
0 (Ω), alors il existe une sous-suite, indice´e
encore par n, telle que lim
n→∞
‖vn‖W 1,p0 (Ω) =∞. Conside´rons
wn = ‖vn‖−1W 1,p0 (Ω) vn.
Donc ‖wn‖W 1,p0 (Ω) = 1, alors il existe une sous-suite (wn) qui converge vers une fonction w
faiblement dans W 1,p0 (Ω) et fortement dans L
k(Ω), pour tout k < p∗. Pour tout ζ ∈ D(Ω),
In =
∫
Ω
|∇wn|p−2∇wn∇ζdx = ‖vn‖1−pW 1,p0 (Ω)
∫
Ω
f(1 + g(vn))
p−1ζdx.
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D’apre`s la proposition 5.2.10, (f(1+ g(vn))
p−1) est borne´e dans L1(Ω). Alors In tend vers
0. D’autre part In tends vers
∫
Ω
|∇w|p−2∇w∇ζdx. Donc −∆pw = 0 dans D′(Ω), par suite
w = 0.
Maintenant nous de´finissons
tn = inf
{
t ∈ [0, 1] : Jλn(tvn) = max
s∈[0,1]
Jλn(svn)
}
.
Soit zn = tnvn. Nous obtenons successivement deux conclusions contradictoires :
(1) limn→∞ Jλn(zn) =∞.
(2) Jλn(zn) est borne´e.
En effet :
1) Supposons que lim sup
n→∞
Jλn(zn) =M <∞. Pour un K > 0 donne´, posons un = Kwn =
K ‖vn‖−1W 1,p0 (Ω) vn. Pour n grand 0 < K ‖vn‖
−1
W 1,p0 (Ω)
≤ 1, car limn→∞ ‖vn‖W 1,p0 (Ω) =∞. Alors
pour n suffisamment grand,
Jλn(un) ≤ max
s∈[0,1]
Jλn(svn) = Jλn(zn) ≤M + 1 (5.3.1)
D’autre part lim
n→∞
∫
Ω
fΦ(un)dx = 0. En effet, d’apre`s l’hypothe`se (5.1.3) il existe C > 0
tel que, pour tout s ≥ 0, (1 + g(s))p−1 ≤ C(1 + s)Q. Donc Φ(s) =
∫ s
0
(1 + g(τ))p−1dτ ≤
C
∫ s
0
(1 + τ)Qdτ = C(Q+ 1)−1((1 + s)Q+1 − 1) pour s ≥ 0. Par suite
0 ≤
∫
Ω
fΦ(un)dx ≤ C
∫
Ω
f((1 + un)
Q+1 − 1)dx = Jn
et puisque f ∈ Lr(Ω) et un = Kwn converge fortement dans L(Q+1)r′(Ω), car (Q+ 1)r′ <
p∗ ; alors Jn tend vers 0, en utilisant le the´ore`me de convergence domine´e de Lebesgue.
Donc lim
n→∞
∫
Ω
fΦ(un)dx = 0, d’ou` lim
n→∞
Jλn(un) = K
p/p par (5.2.2). En prenant K tel que
Kp/p > M + 1, nous obtenons une contradiction avec (5.3.1). Donc on obtient (1).
2) Comme conse´quence de (1) nous pouvons facilement conclure que tn 6= 0 et tn 6= 1
pour n grand. En effet :
• Par (1), pour n grand Jλn(zn) > 0 donc tn 6= 0, car Jλn(0) = 0.
• Par hypothe`se on a Jλn(vn) ≤ c et encore par (1) on a Jλn(zn) > c, pour n grand. Si
tn = 1 pour un n grand, alors c < Jλn(zn) = Jλn(vn) ≤ c, ce qui est impossible.
Alors tn ∈ (0, 1) pour n suffisamment grand. Puisque la fonction
t ∈ [0, 1] −→ tvn −→ Jλn(tvn)
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atteint son maximum en tn ∈ (0, 1), car Jλn(zn) = max
t∈[0,1]
Jλn(tvn), alors sa de´rive´e est nulle
en t = tn. Par le the´ore`me de de´rivation de fonction compose´e, nous trouvons que cette
de´rive´e est e´gale a` J ′λn(zn)(vn). Donc J
′
λn
(zn)(vn) = 0. Par suite, en multipliant par tn, la
line´arite´ de J ′λn(zn) nous donne J
′
λn
(zn)(zn) = 0. Donc
J ′λn(zn)(zn) =
∫
Ω
|∇zn|p dx− λn
∫
Ω
f(1 + g(zn))
p−1zndx = 0,
et par suite
λ−1n pJλn(zn) =
∫
Ω
f(znϕ(zn)− pΦ(zn))dx =
∫
Ω
fJ (zn)dx.
D’apre`s (5.2.10) du lemme 5.2.9, il existe B > 0 tel que j(s) − 1 > 0 pour s ≥ B, d’ou`
J (B) ≤ J (t) ≤ J (τ) pour tout B ≤ t ≤ τ par (5.2.14). De plus zn ≤ vn presque partout
dans Ω, donc {zn > B} ⊂ {vn > B} , alors
∫
Ω
fJ (zn)dx =
∫
{zn≤B}
fJ (zn)dx+
∫
{zn>B}
fJ (zn)dx
≤ C(B) +
∫
{zn>B}
f (J (zn) + |J (B)|)︸ ︷︷ ︸
≥0
dx
≤ C(B) +
∫
{vn>B}
f(J (zn) + |J (B)|)dx
≤ C(B) +
∫
{vn>B}
f(J (vn) + |J (B)|)dx
≤ C1(B) +
∫
Ω
fJ (vn)dx ≤ C + λ−1n pc
donc (Jλn(zn)) est borne´e. Donc nous arrivons a` montrer (1) et (2), ce qui est une contra-
diction. Alors (vn) est borne´e dans W
1,p
0 (Ω).
Remarque 5.3.2 Le re´sultat pre´ce´dent nous servira aussi pour montrer que la solution
extre´male est borne´e sous l’hypothe`se 5.1.3, voir la proposition 5.4.16.
Preuve du the´ore`me 5.1.1. Pour tout λ ∈ (0, λb) il existe au moins une solution : la
solution minimale borne´e vλ, telle que Jλ(vλ) < 0, par la proposition 5.2.1 et la remarque
5.2.2.
(i) Existence d’une deuxie`me solution pour λ suffisamment petit.
Tout d’abord montrons qu’il existe un λ0 ∈ (0, λb) tel que pour tout λ ∈ (0, λ0) , Jλ a
la ge´ome´trie de col au voisinage de u0 = 0. Par (5.1.3), par un simple calcul il est facile
de voir qu’il existe C > 0 tel que pour tout t ∈ R,
Φ(t) ≤ C(|t|+ |t|Q+1).
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Donc, pour tout v ∈ W 1,p0 (Ω)), on obtient
Jλ(v) ≥ 1
p
∫
Ω
|∇v|p dx− λC ‖f‖Lr(Ω) (‖v‖Lr′ (Ω) + ‖v‖Q+1L(Q+1)r′ (Ω))
par des ine´galite´s de Ho¨lder. Notons ‖v‖ = ‖v‖W 1,p0 (Ω) et utilisons les injections de Sobolev
de W 1,p0 (Ω) dans L
r′(Ω) et L(Q+1)r
′
(Ω), nous trouvons une nouvelle constante C > 0 telle
que
Jλ(v) ≥ 1
p
‖v‖p − λC ‖f‖Lr(Ω) (‖v‖+ ‖v‖Q+1)
≥ ‖v‖ (‖v‖p−1 (1
p
− λC ‖f‖Lr(Ω) ‖v‖Q−p+1)− λC ‖f‖Lr(Ω)).
Pour  > 0, soit λ0 = (/p)
Q+1−p/(p + )C ‖f‖Lr(Ω). Soit λ ∈ (0, λ0) et Rλ = ((p +
)λC ‖f‖Lr(Ω))−1/(Q+1−p). Sur
{
Jλ(v) : ‖v‖W 1,p0 (Ω) = Rλ
}
, un calcul simple montre que
ρ0 = ‖v‖ (‖v‖p−1 (1
p
− λC ‖f‖Lr(Ω) ‖v‖Q−p+1)− λC ‖f‖Lr(Ω)) > 0.
C’est a` dire inf
{
Jλ(v) : ‖v‖W 1,p0 (Ω) = Rλ
}
≥ ρ0 > 0.
D’autre part, pour une fonction v ∈ W 1,p0 (Ω) strictement positive, en utilisant (5.1.2) il est
facile de montrer que Jλ(tv) tend vers −∞ lorsque t → +∞. Donc , pour t assez grand,
la fonction wλ = tv satisfait ‖wλ‖W 1,p0 (Ω) > Rλ et Jλ(wλ) < 0. On a encore Jλ(0) = 0.
Alors Jλ a la ge´ome´trie de col au voisinage de 0, et en utilisant le lemme du gendarme
nous obtenons :
cλ = inf
θ∈Γ
max
t∈[0,1]
Jλ(θ(t)) > 0 = max(Jλ(0), Jλ(wλ)), (5.3.2)
ou` Γ =
{
θ ∈ C([0, 1] ,W 1,p0 (Ω)) : θ(0) = 0, θ(1) = wλ
}
.
Soit λ1 ∈ (0, λ0) fixe´. Montrons l’existence d’une solution au niveau cλ1 . Par continuite´
par rapport a` λ, il existe δ > 0 tel que la famille de fonctions (Jλ)λ∈[λ1(1−δ),λ1(1+δ)] satisfait
encore la condition (5.3.2) :
cλ = inf
θ∈Γ
max
t∈[0,1]
Jλ(θ(t)) > 0 = max(Jλ(0), Jλ(wλ1)). (5.3.3)
Par [16, the´ore`me 1.1], pour presque tout λ ∈ [λ1(1− δ), λ1(1 + δ] , il existe une suite
(vλ,m)m∈N de W
1,p
0 (Ω), telle que
1) (vλ,m)m est borne´e dans W
1,p
0 (Ω).
2) lim
m→∞
Jλ(vλ,m) = cλ.
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3) lim
m→∞
J ′λ(vλ,m) = 0 dans W
−1,p′ (Ω) .
Par compacite´ de l’injection de Sobolev de W 1,p0 (Ω) dans L
(Q+1)r′(Ω), car (Q+1)r′ < p∗ ;
on peut extraire une sous suite qui converge vers une fonction vλ faiblement W
1,p
0 (Ω) et
fortement dans L(Q+1)r
′
(Ω), et presque partout dans Ω. Par (5.2.4) :
−∆pvλ,m = J ′λ(vλ,m) + λfϕ(vλ,m) dans W−1,p
′
(Ω),
et par compacite´
fϕ(vλ,m)→ fϕ(vλ) fortement dans W−1,p′(Ω),
donc, par 3)
−∆pvλ,m → 0 + λfϕ(vλ) = λfϕ(vλ) fortement dans W−1,p′(Ω).
L’ope´rateur (−∆p)−1 : W−1,p′(Ω)→ W 1,p0 (Ω) est continu, alors
vλ,m → (−∆p)−1(λfϕ(vλ)) fortement dans W 1,p0 (Ω),
or vλ,m → vλ faiblement W 1,p0 (Ω), alors
−∆pvλ = λfϕ(vλ),
et (vλ,m)m converge vers vλ fortement dans W
1,p
0 (Ω). Et, par suite Jλ(vλ) = cλ et J
′
λ(vλ) =
0. Par le principe du maximum vλ est une solution positive de (Pv,λ).
Donc, nous avons montre´ que pour presque tout λ ∈ [λ1(1− δ), λ1(1 + δ)], il existe une
solution vλ qui est un point critique de Jλ au niveau cλ.
Par conse´quent, il existe une suite (λn) convergente vers λ1 tel que il existe une solution
vn = vλn de (Pv,λn) avec Jλ(vn) = cλn . Alors, voir (5.2.16),
Jλn(vn) = λn
∫
Ω
f(vnϕ(vn)− pΦ(vn))dx = cλn ≤ cλ + 1.
D’apre`s la proposition 5.3.1, (vn) est borne´e dans W
1,p
0 (Ω). Donc, il existe une sous-suite
(vn) qui converge vers une fonction v faiblement dans W
1,p
0 (Ω) et fortement dans L
k(Ω)
pour tout k < p∗, et presque partout dans Ω. Alors
λnf(1 + g(vn))
p−1 → λ1f(1 + g(v))p−1 fortement dans L1(Ω).
Par la remarque 2.2.19, v est une solution de (Pv,λ1). Et (f(vnϕ(vn)− pΦ(vn))) converge
vers f(vϕ(v)− pΦ(v)) fortement dans L1(Ω) alors (Jλn(vn)) = (cλn) converge vers Jλ(v),
donc Jλ(v) = cλ. Par suite, par la proposition 5.2.1 et (5.3.3) :
Jλ(vλ) ≤ 0 < cλ = Jλ(v).
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Donc v 6= vλ.
(ii) Existence d’une deuxie`me solution pour λ < λb.
Soit λ1 < λb fixe´. Soit λ2 ∈ (λ1, λb) , et soient vλ1 , vλ2 les solutions minimales borne´es
des proble`mes (Pv,λ1) et (Pv,λ2) respectivement. Alors, d’apre`s la proposition 5.2.1, Jλ1
atteint son minimum Kvλ2 en un point v0 qui est une solution de (Pv,λ1), car vλ2 est une
sur-solution pour (Pv,λ1). Mais, vλ1 est la solution minimale, donc vλ1 ≤ v0 ≤ vλ2 .
(ii)1 :Cas p = 2 et g est convexe. Supposons que p = 2 et g est convexe. Notons que
dans ce cas λb = λ
∗. Nous montrons que v0 = vλ1 et elle est un minimum local strict de
Jλ1 . En effet, d’apre`s [7, proposition 2.2], vλ2 est semi-stable, donc pour tout ϕ ∈ H10 (Ω),∫
Ω
|∇ϕ|2 dx ≥ λ2
∫
Ω
fg′(vλ2)ϕ
2dx.
Puisque g est convexe alors g′ est croissante, par suite g′(vλ2) ≥ g′(vλ1) presque partout
dans Ω. Donc
J ′′λ1(vλ1)(ϕ, ϕ) =
∫
Ω
|∇ϕ|2 dx− λ1
∫
Ω
fg′(vλ1)ϕ
2dx ≥ (1− λ1
λ2
)
∫
Ω
|∇ϕ|2 dx.
Notons δ = 1− λ1/λ2. Nous distinguons deux cas :
• Si g′(0) = 0 alors Jλ1 est de classe C2, d’apre`s le lemme 5.2.7. Pour tout w,ϕ ∈
H10 (Ω), on a∣∣J ′′λ1(w)(ϕ, ϕ)− J ′′λ1(vλ1)(ϕ, ϕ)∣∣ ≤ ∥∥J ′′λ1(w)− J ′′λ1(vλ1)∥∥L2 ‖ϕ‖2H10 (Ω) ,
ou` L2 est l’espace des formes biline´aires continues sur H10 (Ω) × H10 (Ω). Par continuite´
de w → J ′′λ1(w) de H10 (Ω) sur L2, il existe un ε(δ) telle que
∥∥J ′′λ1(w)− J ′′λ1(vλ1)∥∥L2 <
δ
2
‖ϕ‖2H10 (Ω) si
∥∥w − vλ1∥∥H10 (Ω) < ε(δ) . Par conse´quent
J ′′λ1(w)(ϕ, ϕ) = J
′′
λ1
(vλ1)(ϕ, ϕ) + J
′′
λ1
(w)(ϕ, ϕ)− J ′′λ1(vλ1)(ϕ, ϕ)
≥ δ ‖ϕ‖2H10 (Ω) −
δ
2
‖ϕ‖2H10 (Ω) =
δ
2
‖ϕ‖2H10 (Ω) .
Or, par la formule de Taylor-Lagrange sur les espaces de Banach :
Jλ1(vλ1 + ϕ)− Jλ1(vλ1) = J ′λ1(vλ1)(ϕ) +
1
2
J ′′λ1(w)(ϕ, ϕ)
ou` w = vλ1 + θϕ avec θ ∈]0, 1[. Si ‖ϕ‖H10 (Ω) < ε(δ) alors
∥∥w − vλ1∥∥H10 (Ω) < ε(δ) et donc
Jλ1(vλ1 + ϕ)− Jλ1(vλ1) ≥ J ′λ1(vλ1)(ϕ) +
δ
2
‖ϕ‖2H10 (Ω) =
δ
2
‖ϕ‖2H10 (Ω) ,
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car nous avons J ′λ1(vλ1) = 0, alors vλ1 est un minimum local strict dans W
1,p
0 (Ω). D’autre
part Jλ1(tvλ1) → −∞ si t → +∞. Alors il existe Rλ1 > 0 et wλ1 ∈ W 1,p0 (Ω) avec
‖wλ1‖W 1,p0 (Ω) > Rλ1 telle que
inf
{
Jλ(v) :
∥∥v − vλ1∥∥W 1,p0 (Ω) = Rλ1} > Jλ1(vλ1) > Jλ1(wλ1).
Donc Jλ1 a la ge´ome´trie du col au voisinage de vλ1 . Comme dans le cas λ petit, nous
utilisons le re´sultat de[16] et nous prouvons l’existence d’une solution de (Pv,λ1) au niveau
cλ1 > Jλ1(vλ1), et donc cette solution est diffe´rente de vλ1 .
• Si g′(0) > 0, alors g n’est pas de classe C1. Conside´rons une fonction g¯ de classe C1
qui vaut g sur [0,∞) et −1/2 sur ]−∞, 1[ et telle que g¯ ≥ −1/2 sur [1, 0]. De´finissons
G(t) =
∫ t
0
g¯(s)ds. On a G′′(t) = g¯′(t), et elle satisfait (5.2.7) avec une autre constante C.
Donc la fonctionnelle Iλ1 de´finie pour tout v ∈ H10 (Ω) par :
Iλ1(v) =
1
2
∫
Ω
|∇v|2 dx− λ1
∫
Ω
f(x)(v +G(v))dx,
est de classe C2 sur H10 (Ω) et I
′′
λ1
(v)(w,ψ) est donne´ par l’expression (5.2.6). Nous re-
marquons facilement que Iλ1(v) = Jλ1(v), I
′
λ1
(v) = J ′λ1(v) et I
′′
λ1
(v) = J ′′λ1(v) pour toute
fonction strictement positive v ∈ H10 (Ω), puisque g¯ = g sur [0,∞). Donc
I ′′λ1(vλ1)(ϕ, ϕ) = J
′′
λ1
(vλ1)(ϕ, ϕ) ≥ δ ‖ϕ‖2H10 (Ω) ,
et comme pour Jλ1 , on montre que
Iλ1(vλ1 + ϕ)− Iλ1(vλ1) ≥ I ′λ1(vλ1)(ϕ) +
δ
2
‖ϕ‖2H10 (Ω) ,
pour ‖ϕ‖2H10 (Ω) suffisamment petit. Or I ′λ1(vλ1) = J ′λ1(vλ1) = 0 ; donc en utilisant le fait
que Iλ1(tvλ1) = Jλ1(tvλ1) → −∞ si t → +∞, nous de´duisons que Iλ1 a la ge´ome´trie de
col au voisinage de vλ1 . D’une manie`re similaire au cas λ petit mais avec la fonctionnelle
Iλ1 on montre l’existence d’une solution v¯ du proble`me{
−∆v¯ = λ1f(x)(1 + g¯(v¯)) dans Ω,
v¯ = 0 sur ∂Ω,
telle que Iλ1(v¯) > Iλ1(vλ1) = Jλ1(vλ1). Mais g¯ ≥ −1/2, donc λ1f(x)(1+ g¯(v¯)) > 0, et donc
v¯ > 0. Par conse´quent v¯ est une solution positive de (Pv,λ1) telle que Jλ1(v¯) = Iλ1(v¯) >
Jλ1(vλ1). Donc v¯ 6≡ vλ1 .
(ii)2 :Cas p quelconque et g non ne´cessairement convexe. Supposons que g sa-
tisfait la condition (5.1.5), sans hypothe`se de convexite´, et f ∈ L∞(Ω). Si v0 6= vλ1
alors nous avons construit une deuxie`me solution. Dans la suite supposons que v0 = vλ1 .
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Puisque f ∈ L∞(Ω), alors vλ2 et v0 ∈ C1,α
(
Ω¯
)
, d’apre`s [23]. D’apre`s [13, the´ore`me 5.2],
v0 est un minimum local dans W
1,p
0 (Ω) : elle minimise la fonctionnelle Jλ1 dans une boule
B(v0, δ) de W
1,p
0 (Ω).
Graˆce a` (5.1.5), les suites de Palais-Smale sont borne´es. En effet, par (5.1.5), il existe
A > 0 tel que pour tout t > A :
tϕ(t) ≥ (k + p)Φ(t)/2.
Soit vn ∈ W 1,p0 (Ω) une suite de Palais-Smale, c’est a` dire vn satisfait lim Jλ1(vn) = c et
ξn = J
′
λ1.
(vn) tend vers 0 dans W
−1,p′(Ω). En e´crivant vn = v+n − v−n et remarquant que
ϕ(s) = 1 pour s ≤ 0, nous trouvons
ξn(vn) =
∫
Ω
|∇vn|p dx− λ1
∫
Ω
fvnϕ(vn)dx
=
∫
Ω
|∇vn|p dx− λ1
∫
Ω
fv+n ϕ(v
+
n )dx+ λ1
∫
Ω
fv−n dx
donc, en utilisant l’injection de Sobolev et le fait que Jλ1(vn) est borne´e nous obtenons∫
Ω
|∇vn|p dx− ξn(vn) = λ1
∫
Ω
fv+n ϕ(v
+
n )dx− λ1
∫
Ω
fv−n dx
≥ λ1
∫
{vn≥A}
fv+n ϕ(v
+
n )dx− λ1 ‖f‖L∞(Ω)
∫
Ω
v−n dx
≥ λ1k + p
2
∫
{vn≥A}
fΦ(vn)dx− C ‖vn‖W 1,p0 (Ω)
=
k + p
2
(
1
p
∫
Ω
|∇vn|p dx− λ1
∫
{vn<A}
fΦ(vn)dx− Jλ1(vn))
− C ‖vn‖W 1,p0 (Ω)
≥ k + p
2p
∫
Ω
|∇vn|p dx− C(A)− (|c|+ 1)− C ‖vn‖W 1,p0 (Ω)
donc, avec une nouvelle constante C > 0,
k − p
2p
‖vn‖pW 1,p0 (Ω) ≤ |ξn(vn)|+ C(A) + (|c|+ 1)C ‖vn‖W 1,p0 (Ω)
≤ ‖ξn‖W−1,p′ (Ω) ‖vn‖W 1,p0 (Ω) + C(A) + (|c|+ 1)C ‖vn‖W 1,p0 (Ω)
≤ C(1 + ‖vn‖W 1,p0 (Ω))
donc (vn) est borne´e dans W
1,p
0 (Ω), car k > p. Maintenant nous montrons l’existence
d’une deuxie`me solution : il existe une fonction v˜ = tv0 telle que Jλ1(v˜) < Jλ1(v1) et∥∥vλ1 − v˜∥∥ ≥ 1 + δ, car Jλ1(tv0)→ −∞ si t→∞. Soit
c˜λ1 = inf
θ∈Γ
max
t∈[0,1]
Jλ1(θ(t)) ≥ max(Jλ1(vλ1), Jλ1(v˜))
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ou` Γ =
{
θ ∈ C([0, 1] ,W 1,p0 (Ω)) : θ(0) = vλ1 , θ(1) = v˜
}
.
Pour conclure nous distinguons deux cas :
• Si c˜λ > max(Jλ1(vλ1), Jλ1(v˜)) alors nous obtenons l’existence d’une solution au niveau
c˜λ en appliquant directement le the´ore`me du col classique. Cette solution est diffe´rente de
vλ1 car c˜λ1 > Jλ1(vλ1).
• Si c˜λ = Jλ1(v1) alors il existe une solution dans W 1,p0 (Ω)\B(vλ1 , δ/2), par la variante de
[14].
5.4 Solution Extre´male
Dans cette section nous traitons l’existence et la re´gularite´ de solution extre´male pour
le proble`me (Pv,λ) lorsque g est sur-line´aire satisfaisant (5.1.1) et (5.1.2).
De´finition 5.4.1 Supposons que 0 < λb ≤ λ∗ ≤ λr <∞. La fonction
v∗ = sup
λ↗λb
vλ,
ou` vλ est la solution minimale borne´e de (Pv,λ) est dite extre´male.
Remarque 5.4.2 Supposons que g est au moins line´aire a` l’infini :
lim inf
τ−→∞
g(τ)
τ
> 0,
qui est satisfaite par exemple quand g est convexe, g 6≡ 0.
Alors λr < ∞. En effet il existe c > 0 tel que 1 + g(τ) ≥ c(1 + τ) pour tout τ ∈ [0,∞) .
Si (Pv,λ) admet une solution renormalise´e, alors elle est une sur-solution du proble`me{
−∆pv = λc(p−1)f(x)(1 + v)p−1 dans Ω,
w = 0 sur ∂Ω.
Alors il existe une solution de ce proble`me et par suite λ ≤ c1−pλ1(f) d’apre`s le the´ore`me
3.4.1.
Pour g convexe et sur-line´aire ve´rifiant 5.1.2, le cas p = 2 a e´te´ e´tudie´ dans [4] , avec
f = 1. Par [4, lemme 5], les auteurs montrent que la fonction extre´male est une solution
tre`s faible. Dans le lemme suivant nous e´tendons leur re´sultat a` des fonctions f plus
ge´ne´rales en reprenant leur de´monstration qui n’utilise pas l’hypothe`se de convexite´ qu’ils
ont impose´ sur g, mais qui utilise seulement la sur-line´arite´ (5.1.2). Ils ont utilise´ la
convexite´ de g pour montrer que λ∗ <∞. Par notre remarque 5.4.2 la convexite´ n’est pas
ne´cessaire.
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Lemme 5.4.3 ([4]) Supposons p = 2, f ∈ Lr (Ω) , r > N/2 et g satisfait (5.1.1) et
(5.1.2) . Alors v∗ est une solution tre`s faible de (Pv,λb), c’est a` dire v
∗ ∈ L1(Ω), fg(v∗) ∈
L1(Ω, ρdx) ou` ρ est la distance au bord ∂Ω, et
−
∫
Ω
v∗∆ζdx = λb
∫
Ω
f(1 + g(v∗)) ζ dx, ∀ζ ∈ C2 (Ω) , ζ = 0 sur ∂Ω. (5.4.1)
Preuve. Soit λn ↗ λb et vn = vλn . L’hypothe`se (5.1.2) implique qu’il existe C > 0 tel
que 1 + g(t) ≥ 2λ1(f)
λb
t − C pour tout t ≥ 0. Multiplions l’e´quation satisfaite part vn par
la premie`re fonction propre φ1 > 0 du laplacien avec le poids f, nous trouvons
λn
∫
Ω
f(1 + g(vn))φ1dx = λ1(f)
∫
Ω
fvnφ1dx ≤ λb
2
∫
Ω
f(1 + g(vn) + C)φ1dx,
donc nous de´duisons que
∫
Ω
f(1 + g(vn))φ1dx est borne´e, donc (fg(vn)) est borne´e dans
L1(Ω, ρdx). Utilisons la fonction test ϕ = G(1), nous trouvons∫
Ω
vndx = λn
∫
Ω
f(1 + g(vn))ϕdx ≤ λnC
∫
Ω
f(1 + g(vn))φ1dx,
par le lemme de Ho¨pf ; donc (vn) est borne´e dans L
1(Ω). Alors v∗ ∈ L1(Ω) et satisfait
(5.4.1).
Remarque 5.4.4 Dans [18], l’auteur a montre´ que v∗ est plus re´gulie`re lorsque, de plus,
g est convexe. En particulier, il a montre´ que g(v∗) ∈ L1(Ω), en utilisant les proprie´te´s
de stabilite´ de v∗. Donc v∗ est une solution renormalise´e de (Pv,λ∗) Dans le cas p 6= 2 il
n’y a pas une notion de solution tre`s faible.
Remarque 5.4.5 Lorsque G(f) ∈ L∞(Ω), la fonction v∗ est bien de´finie a` valeurs dans
[0,∞]. Dans la suite, nous allons e´noncer les re´sultats d’existence de la solution extre´male
sous l’hypothe`se f ∈ Lr (Ω) , r > N/p, mais quelques re´sultats sont valables pour les
fonctions moins re´gulie`res qui satisfaisent (5.1.4) avec G(f) ∈ L∞(Ω). Pour les re´sultats
de re´gularite´ de la solution extre´male les hypothe`ses de re´gularite´ sur f sont indispensables
pour nos de´monstrations.
5.4.1 Existence locale
Sans hypothe`se de convexite´ sur g nous obtenons un re´sultat d’existence locale :
Proposition 5.4.6 Supposons que f ∈ Lr (Ω) , r > N/p et g satisfait (5.1.1), (5.1.2).
Alors v∗ est une solution renormalise´e locale de (Pv,λb). En particulier
(i) Tk(v
∗) ∈ W 1,ploc (Ω) pour tout k > 0,
(ii) v∗p−1 ∈ Lσloc(Ω), pour tout σ ∈ [1, N/(N − p)) ,
(iii) (|∇v∗|)p−1 ∈ Lτloc(Ω), pour tout τ ∈ [1, N/(N − 1)) ,
(iv) v∗ satisfait
−∆pv∗ = λ∗f(1 + g(v∗))p−1 dans D′(Ω).
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Pour la de´monstration nous utilisons le lemme suivant :
Lemme 5.4.7 Supposons que f ∈ L1(Ω), et g satisfait (5.1.1). Soit (λn) une suite de
re´els positives telle que lim inf λn > 0, et (vn) une suite de solutions renormalise´es du
proble`me (Pv,λn). Alors
(i) (fg(vn)
p−1) est borne´e dans L1loc(Ω),
(ii) (vp−1n ) est borne´e dans L
σ
loc(Ω), pour tout σ ∈ [1, N/(N − p)) .
Preuve du lemme 5.4.7. Si f ≡ 0 sur Ω il n’y a rien a` de´montrer. Supposons que
f 6≡ 0 sur Ω. Par le lemme 2.3.6, pour tout x0 tel que B(x0, 4ρ) ⊂ Ω, il existe une constante
C = C(N, p) tel que
λn
∫
B(x0,ρ)
f(1 + g(vn))
p−1dx ≤ CρN−p min
B(x0,ρ)
vp−1n
≤ Cρ
N−p∫
B(x0,ρ)
fdx
∫
B(x0,ρ)
fvn
p−1dx,
en supposons que f 6≡ 0 sur B(x0, ρ).
Alors il existe c = c(N, p, ρ, f, x0, lim inf λn) > 0 tel que∫
B(x0,ρ)
fg(vn)
p−1dx ≤ c
∫
B(x0,ρ)
fvn
p−1dx.
Par (5.1.1), il existe A > 0 tel que g(t) ≥ (2c)1/(p−1)t pour tout t ≥ A, donc∫
B(x0,ρ)
fvn
p−1dx =
∫
B(x0,ρ)∩{vn≤A}
fvn
p−1dx+
∫
B(x0,ρ)∩{vn>A}
fvn
p−1dx
≤ Ap−1
∫
B(x0,ρ)
fdx+
1
2c
∫
B(x0,ρ)
fg(vn)
p−1dx
≤ Ap−1 ‖f‖L1(Ω) +
1
2
∫
B(x0,ρ)
fvn
p−1dx.
Par suite ∫
B(x0,ρ)
fvn
p−1dx ≤ 2Ap−1 ‖f‖L1(Ω) ,
par consequent∫
B(x0,ρ)
fg(vn)
p−1dx ≤ c
∫
B(x0,ρ)
fvn
p−1dx ≤ 2Ap−1c ‖f‖L1(Ω) ,
et il en re´sulte (i). De plus nous de´duisons que
min
B(x0,ρ)
vp−1n ≤ c′ = c′(N, p, ρ, f, g, x0);
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donc par l’ine´galite´ de Harnack faible , nous obtenons (ii).
Preuve de la proposition 5.4.6. Soit λn ↗ λb, et vn = vλn . D’apre`s le lemme
5.4.7, (fg(vn)
p−1) est borne´e dans L1loc(Ω), et (v
p−1
n ) est borne´e dans L
σ
loc(Ω), pour tout
σ ∈ [1, N/(N − p)) . Alors d’apre`s [2, Theorem 3.2], il existe une sous suite convegente
presque partout dans Ω. Et puisque (vn) est croissante donc toute la suite converge vers
v∗. Puisque g est croissante, donc fg(v∗)p−1 ∈ L1loc(Ω) par le the´ore`me de convergence
monotone de Beppo-Levi, et (fg(vn)
p−1) converge vers fg(v∗)p−1 faiblement dans L1loc(Ω);
donc (λnf(x)(1 + g(vn))
p−1) converge vers λbf(x)(1 + g(v∗))p−1 faiblement dans L1loc(Ω).
Par [2, Theorem 3.3], v∗ est une solution renormalise´e locale de (Pv,λb).
5.4.2 Existence globale
5.4.2.1 Sans convexite´
Ici, nous donnons un re´sultat d’existence globale sans hypothe`se de convexite´ sur g
mais en imposant sur g la condition d’Ambrosetti-Rabinowitz (5.1.5) :
Proposition 5.4.8 Supposons que f ∈ Lr (Ω) , r > N/p et g satisfait (5.1.1), (5.1.2) et
la condition (5.1.5). Alors v∗ ∈ W 1,p0 (Ω) et elle est une solution variationnelle de (Pv,λb) .
Preuve. Soit λn ↗ λb, et vn = vλn . D’apre`s la proposition 5.2.1,
Jλn(vn) =
1
p
∫
Ω
|∇vn|p dx− λn
∫
Ω
fΦ(vn)dx ≤ 0.
Puisque vn satisfait (5.2.15), alors nous obtenons
λn
∫
Ω
f(vnϕ(vn)− pΦ(vn))dx = pJλn(vn) ≤ 0.
Par l’hypothe`se (5.1.5), pour ε = (k − p)/2 il existe B > 0 tel que tϕ(t) ≥ (k − ε)Φ(t) =
(k+p
2
)Φ(t) pour tout t > B. Par suite∫
Ω
fvnϕ(vn)dx ≤ λnp
∫
Ω
fΦ(vn))dx
= p(
∫
{vn≤B}
fΦ(vn)dx+
∫
{vn>B}
fΦ(vn)dx)
≤ C + 2p
k + p
∫
{vn>B}
fvnϕ(vn))dx,
pour une certaine constante C > 0. D’ou` on conclut que fvnϕ(vn) est borne´e dans L
1(Ω),
et donc
∫
Ω
|∇vn|p dx est borne´e ; alors il existe une sous-suite convergeant faiblement dans
W 1,p0 (Ω), et ne´ce´ssairement vers v
∗. Par la proposition 5.4.6, v∗ est une solution de (Pv,λb)
dans D′(Ω), donc v∗ est une solution variationnelle.
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Remarque 5.4.9 Un cas particulier pour lequel la condition (5.1.5) est satisfaite est
lorsque
lim inf
t→∞
t g′(t)
g(t)
= m > 1.
Cela re´sulte de la re`gle de l’Hoˆpital, puisque (tϕ(t))′/Φ′(t) = 1 + (p− 1)tg′(t)/(1 + g(t)))
pour tout t > 0. Par suite la proposition 5.4.8 ame´liore le re´sultat de [7],ou` en plus il est
suppose´ que g(t) ≤ C(1 + tm), et e´tend encore celle de [5].
5.4.2.2 Avec convexite´
Ici nous supposons que g satisfaisant (5.1.1) et (5.1.2) et convexe au voisinage de ∞.
Notons que dans ce cas λb = λ
∗ = λr <∞ d’apre`s le the´ore`me 4.3.3 et la remarque 5.4.2.
Comme conse´quence de la proposition 5.2.10, nous montrons que la fonction extre´male
est une solution de (Pv,λ∗) :
The´ore`me 5.4.10 Supposons (5.1.1) et (5.1.2) avec g est convexe au voisinage de ∞, et
f ∈ Lr (Ω) avec r > N/p. Alors la fonction extre´male v∗ est une solution renormalise´e
de (Pv,λ∗).
Preuve. Soit λn ↗ λ∗, et vn = vλn . Alors Jλn(vn) ≤ 0 d’apre`s proposition 5.2.1. Par
la proposition 5.2.10, (fg(vn)
p−1) est borne´e dans L1(Ω), et (vp−1n ) est borne´e dans L
σ(Ω),
pour tout σ ∈ [1, N/(N − p)) . Alors vn converge vers v∗ presque partout dans Ω, voir la
remarque 2.2.13.
Par le the´ore`me de convergence monotone de Beppo-Levi ,fg(v∗)p−1 ∈ L1(Ω), et (fg(vn)p−1)
converge vers fg(v)p−1 fortement dans L1(Ω); donc
λnf(x)(1 + g(vn))
p−1 → λ∗f(x)(1 + g(v))p−1 fortement dans L1(Ω).
D’apre`s le remarque 2.2.19, v est une solution renormalise´e de (Pv,λ∗).
5.4.3 Re´gularite´
Dans cette section nous supposons que g est convexe au voisinage de ∞ et nous
cherchons d’autres informations sur la re´gularite´ de v∗ en utilisant la semi-stabilite´ de
la solution minimale borne´e de (Pv,λ), donne´e par [6, proposition 2.2]. Nous e´tendons les
re´sultats de [18] pour p = 2 et de [22] pour p > 2 avec f ≡ 1. Ici nous utilisons la fonction
h de´finie par (5.2.9), introduite par [18].
Proposition 5.4.11 Supposons (5.1.1) et (5.1.2) avec g convexe sur [a,∞) pour un a > 0
et f ∈ Lr (Ω) , r > N/p. Soit h de´finie par (5.2.9).
(i) Alors
f(1 + g(v∗))p−1h(v∗) ∈ L1(Ω). (5.4.2)
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(ii) Si N < N0 = pp
′/(1 + 1/(p − 1)r), alors v∗ ∈ L∞(Ω). En particulier si N = p alors
v∗ ∈ L∞(Ω).
Si N > N0, alors v
∗p−1 ∈ Lk(Ω) pour tout k < σ¯, ou` 1/σ¯ = 1− pp′/N + 1/r(p− 1).
Si N = N0, alors v
∗ ∈ Lk(Ω) pour tout k ≥ 1.
(iii) Si N < N1 = p(1 + p
′)/(1 + p′/r) alors v∗ ∈ W 1,p0 (Ω).
Si N > N1, |∇v∗|p−1 ∈ Lτ (Ω) pour tout τ < τ¯ ou` 1/τ¯ = 1 + 1/(p− 1)r − (p′ + 1)/N.
Si N = N1, |∇v∗| ∈ Ls(Ω) pour tout s < p.
(iv) Si lim inf
t→∞
h(t)/t > 0, alors v∗ ∈ W 1,p0 (Ω). En particulier cette condition est satisfaite
si lim inf
t→∞
(g′(t)− g(t)/t) > 0.
Preuve. (i) Soit λn ↗ λ∗, et vn = vλn . D’apre`s [7, Proposition 2.2], vn est semi-stable.
Conside´rons ψ = g(vn) dans (5.2.3) avec λ = λn et v = vn, nous obtenons∫
Ω
|∇vn|p g′2(vn)dx ≥ λn
∫
Ω
f(1 + g(vn))
p−2g′(vn)g2(vn)dx.
On conside`re la fonction S(t) =
∫ t
0
g′2(s)ds, pour tout t ≥ 0. Prenons S(vn), comme
fonction test dans (Pv,λn), nous trouvons∫
Ω
|∇vn|p g′2(vn)dx = λn
∫
Ω
f(1 + g(vn))
p−1S(vn)dx
Par suite ∫
Ω
f(1 + g(vn))
p−2((1 + g(vn))S(vn)− g′(vn)g2(vn))dx ≥ 0.
Mais (1 + g(t))S(t)− g′(t)g2(t) = S(t)− g(t)(g′(t)g(t)− S(t)) = S(t)− g(t)h(t). Donc∫
Ω
f(1 + g(vn))
p−2(S(vn)− g(vn)h(vn))dx ≥ 0,
c’est a` dire ∫
Ω
f(1 + g(vn))
p−2g(vn)h(vn)dx ≤
∫
Ω
f(1 + g(vn))
p−2S(vn)dx
Or, par (5.2.11) et (5.2.13) du lemme 5.2.9 nous avons lim
t→∞
h(t)/g′(t) =∞, et par (5.1.2)
on a lim
t→∞
g(t) =∞, donc
S(t)
g(t)h(t)
=
g′(t)g(t) + h(t)
g(t)h(t)
=
g′(t)
h(t)
− 1
g(t)
→ 0 si t→∞,
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donc il existe A > 0 assez grand tel que S(t) ≤ (g(t)h(t))/2 pour tout t ≥ A. Alors il
existe C = C(A) > 0 tel que∫
Ω
f(1 + g(vn))
p−2g(vn)h(vn))dx ≤ C.
Puisque lim
t→∞
g(t) = ∞, donc il existe B > 0 tel que 1 + g(t) ≤ 2g(t) pour t ≥ B, par
conse´quent
(f(1 + g(vn))
p−1h(vn)) est borne´e dans L1(Ω), (5.4.3)
d’ou` nous de´duisons (5.4.2). Alors, en utilisant (5.2.13) du lemme 5.2.9 nous obtenons
fg(v∗)p−1j(v∗) ∈ L1(Ω),
d’ou`, par (5.2.11) nous de´duisons
fg(v∗)p−1g′(v∗) ∈ L1(Ω).
Par convexite´ de g sur [a,∞), pour tout t ≥ a nous avons g(a) ≥ g(t) + (a − t)g′(t) ≥
g(t)− tg′(t), car g croissante. Donc g(t)
t
≤ g′(t) + g(a)
t
≤ g′(t) + g(a)
a
pour tout t ≥ a. Par
conse´quent
fg(v∗)p/v∗ ∈ L1(Ω).
En particulier nous retrouvons de nouveau que (f(1+g(v∗))p−1) ∈ L1(Ω), qui a e´te´ obtenu
dans le the´ore`me 5.4.10.
(ii) − (iii) La re´gularite´ de v∗ de´coule de l’estimation f(g(v∗))p/v∗ ∈ L1(Ω). Nous
utilisons un argument de bootstrap en plusieurs e´tapes :
Etape d’initiation. Prenons σ tel que r′ < σ < N/(N − p), nous avons v∗p−1 ∈ Lσ(Ω).
De´finissons θ par p
θ
= p− 1 + 1
r
+ 1
σ
, nous avons θ ∈ (1, p′) , et
1− θ
p′
= 1− p− 1
p/θ
=
(p/θ)− (p− 1)
p/θ
=
θ
p
(
1
r
+
1
σ
) =
θ
p
(
r + σ
rσ
),
donc p′/(p′ − θ) = p
θ
( rσ
r+σ
). Par l’ine´galite´ de Ho¨lder∫
Ω
(fg(v∗)p−1)θdx =
∫
Ω
(
f 1/pg(v∗)
v∗1/p
)(p−1)θ(f θ/pv∗θ/p
′
)dx
≤
(∫
Ω
fg(v∗)p
v∗
dx
)θ/p′ (∫
Ω
(f θ/pv∗θ/p
′
)p
′/(p′−θ)dx
)1−θ/p′
=
(∫
Ω
fg(v∗)p
v∗
dx
)θ/p′ (∫
Ω
f rσ/(r+σ)v∗(p−1)rσ/(r+σ)dx
)1−θ/p′
≤
(∫
Ω
fg(v∗)p
v∗
dx
)θ/p′ (∫
Ω
f rdx
)θ/p(∫
Ω
v∗σ(p−1)dx
)θ/pσ
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Alors fg(v∗)p−1 ∈ Lθ(Ω) avec θ > 1.
Si p = N, alors par le lemme 2.3.3, v∗ ∈ L∞(Ω). Dans la suite nous supposons p < N.
Choisissons σ suffisamment proche de r′ :
1
σ
>
1
r′
− p(N − p)
N
,
nous obtenons
1
θ
= 1 +
1
p
(
1
σ
− 1
r′
) >
p
N
.
Par le lemme 2.3.3, puisque θ < N/p, nous avons
v∗p−1 ∈ Lσ1(Ω) avec σ1 = Nθ/(N − p θ).
Pour σ suffisamment proche de r′ :
p− 1
σ
>
1
r′
− p(N − p)
N
,
nous trouvons que σ1 > σ.
De´finissons θ1 par
1
θ1
= 1 +
1
p
(
1
σ1
− 1
r′
).
Alors θ1 > θ et nous montrons que fg(v
∗)p−1 ∈ Lθ1(Ω), comme pour θ. Dans la suite nous
discutons la position de θ1 par rapport a` N/p et nous pouruivons par un argument de
bootstrap.
Bootstrap 1. Nous distinguons les trois cas suivants :
Cas 1 : Si θ1 < N/p alors v
∗p−1 ∈ Lσ2(Ω) avec 1
σ2
= 1
θ1
− p
N
, d’apre`s le lemme (2.3.3).
Nous avons σ2 > σ1 > σ > r
′. De´finissons θ1 par 1θ2 = 1 +
1
p
( 1
σ2
− 1
r′ ). Alors θ2 > θ1 et
fg(v∗)p−1 ∈ Lθ2(Ω), comme dans l’e´tape d’initiation.
Cas 2 : Si θ1 = N/p alors v
∗p−1 ∈ Ls(Ω) pour tout s ≥ 1. Prenons k : p
k
= p− 1 + 1
r
+ 1
s
,
avec s assez grand ; par exemple 1
s
< 1
r′ − p(N−p)N . Alors k > N/p et fg(v∗)p−1 ∈ Lk(Ω) ,
comme dans l’e´tape d’initiation. Alors v∗p−1 ∈ L∞(Ω).
Cas 3 : Si θ1 > N/p alors v
∗p−1 ∈ L∞(Ω).
Et ainsi de suite, nous pouvons de´finir deux suites strictement croissantes (σν) et (θν),
par
1
σν
=
1
θν−1
− p
N
= 1 +
1
p
(
1
σν−1
− 1
r′
)− p
N
, (5.4.4)
1
θν
= 1 +
1
p
(
1
σν
− 1
r′
) = 1 +
1
p
(
1
θν−1
− p
N
− 1
r′
), (5.4.5)
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tant que θν−1 < N/p, telles que v∗p−1 ∈ Lσν (Ω) et fg(v∗)p−1 ∈ Lθν (Ω). Ainsi nous obtenons
une suite (θν−1) strictement croissante majore´e par N/p, alors (θν−1) converge vers une
limite lθ ≤ N/p. En passant a` la limite dans la relation ite´rative (5.4.5) nous obtenons
1
lθ
= 1 +
1
p
(
1
lθ
− p
N
− 1
r′
),
donc
1
lθ
= 1 +
1
(p− 1)r −
p′
N
.
Donc
1
lθ
≥ p/N ⇔ 1 + 1
(p− 1)r ≥
p+ p′
N
=
pp′
N
⇔ N ≥ N0.
D’ou` on conclut
• Si N < N0 alors l’argument ite´ratif s’arreˆte apre`s un nombre fini d’e´tapes ν¯ avec
θν¯ ≥ N/p. Alors v∗p−1 ∈ L∞(Ω).
• Si N ≥ N0 alors (θν) converge vers lθ et (σν) converge vers une limite lσ obtenue en
passant a` la limite dans (5.4.4) :
1
lσ
=
1
lθ
− p
N
= 1 +
1
(p− 1)r −
p+ p′
N
.
Puisque v∗p−1 ∈ Lσν (Ω) pour tout ν alors v∗p−1 ∈ Lk(Ω) pour tout k < σ¯, ou` σ¯ = lσ.
Dans le cas N = N0 on a lσ =∞. Donc la preuve de (ii) est acheve´e.
Bootstrap 2. Dans le cas 1 du bootstarp 1 si θ1 ≥ Np
Np−N + p alors v
∗ ∈ W 1,p0 (Ω) ;
si θ1 <
Np
Np−N + p < N/p alors nous obtenons par le lemme 2.3.3 : (|∇v
∗|p−1) ∈ Lτ1(Ω)
avec 1/τ1 = 1/θ1 − 1/N, et ainsi de suite on peut de´finir une suite strictement croissante
(τν) par
1/τν = 1/θν − 1/N, (5.4.6)
tant que θν <
Np
Np−N + p , avec (|∇v
∗|p−1) ∈ Lτ1(Ω). La suite (θν) converge vers une
limite lθ ≤ Np
Np−N + p et
1
lθ
= 1 + 1
(p−1)r − p
′
N
. Donc
1
lθ
≥ Np−N + p
Np
= 1− 1
p
+
1
N
⇔ 1
(p− 1)r +
1
p
≥ 1 + p
′
N
⇔ N ≥ N1.
D’ou` on conclut
• Si N < N1 alors l’argument ite´ratif s’arreˆte apre`s un nombre fini d’e´tapes ν¯ avec
θν¯ ≥ Np
Np−N + p . Alors v
∗ ∈ W 1,p0 (Ω).
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• Si N < N1 alors la suite (τν) converge vers une limite lτ obtenue en passant a` la limite
dans (5.4.6) :
1
lτ
=
1
lθ
− 1
N
= 1 +
1
(p− 1)r −
1 + p′
N
.
Alors (|∇v∗|p−1) ∈ Lτ (Ω) pour tout τ < τ¯ = lτ = (1+ 1(p−1)r − (p
′+1)
N
)−1. Pour N = N1 on
a τ¯ =∞. Donc la preuve de (iii) est acheve´e.
(iv) Si lim inf
t→∞
h(t)/t > 0, alors
∫
Ω
f(1 + g(vn))
p−1vndx est borne´e dans L1(Ω), en
utilisant (5.4.3). En multipliant (Pv,λn) par vn nous obtenons∫
Ω
|∇vn|p dx = λn
∫
Ω
f(1 + g(vn))
p−1vndx ≤ C,
donc v∗ ∈ W 1,p0 (Ω). Cela est vrai en particulier quand lim inf
t→∞
j(t)/t > 0, d’apre`s (5.2.13)
du lemme 5.2.9.
Remarque 5.4.12 Si p ≥ 2, alors v∗ est semi-stable. En effet vn = vλn satisfait (5.2.3)
pour tout ψ ∈ D(Ω). Et (|∇vn|p−1) converge fortement dans L1(Ω) vers |∇v∗|p−1 , donc
on peut passer a` la limite en utilisant le the´ore`me de la convergence domine´e de Lebesgue
et le lemme de Fatou.
Remarque 5.4.13 Si p = 2, Ω strictement convexe, et f = 1, alors v∗ ∈ W 1,20 (Ω), pour
toute fonction g satisfaisant (5.1.1) et (5.1.2), d’apre`s [19] . La preuve utilise le fait que
Jλ∗(v
∗) ≤ 0 et l’identite´ de Pohozaev ; le point cle´ est que v∗ est re´gulie`re au voisinage du
bord , d’apre`s les re´sultats de [20].
Dans le cas ge´ne´ral p > 1 avec f ≡ 1, si on peut montrer que v∗ est re´gulie`re au voisinage
du bord, alors v∗ ∈ W 1,p0 (Ω). En effet, un re´sultat de [15] e´tend l’identite´ de Pohozaev
au p-Laplacien. Pour f quelconque on ne peut pas obtenir le re´sultat par cette me´thode ,
meˆme pour p = 2.
Remarque 5.4.14 Dans le cas exponentiel 1 + g(v) = ev, avec f ≡ 1, il a e´te´ montre´
que v∗ ∈ W 1,p0 (Ω), et v∗ ∈ L∞(Ω) quand N < N2 = 4p/(p− 1)+ p, voir [11] et [12]. Dans
le cas de puissance, (1 + g(v))p−1 = (1 + v)m on a les meˆme conclusions; si N ≥ N2, et
m < mc, ou`
mc =
(p− 1)N − 2√(p− 1)(N − 1) + 2− p
N − p− 2− 2√(N − 1)/(p− 1)
alors on a encore v∗ ∈ L∞(Ω), voir [10]. Les meˆme conclusions ont e´te´ montre´es quand
la fonction g se comporte comme une exponentielle ou une puissance, voir [24], [7], [21],
et [9]. A notre connaissance, pour g ge´ne´ral on ne sait pas si v∗ est borne´e pour N entre
N0 = pp
′ et N2, a` l’exception du cas radial , voir [8].
Maintenant nous donnons deux cas pour lesquelles la solution extre´male est borne´e
quand g a une croissance lente :
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Proposition 5.4.15 Supposons que g satisfait (5.1.1), (5.1.2 et (5.1.3) pour un certain
Q ∈ (p− 1, Q1) , et g est convexe au voisinage de ∞, et f ∈ Lr(Ω) avec Qr′ < Q1.
Alors v∗ ∈ W 1,p0 (Ω) ∩ L∞(Ω) et elle est une solution variationnelle (Pv,λ∗).
Preuve. Comme dans la proposition 4.3.10, la conclusion re´sulte du the´ore`me 5.4.10
et (i) de la proposition 2.3.4.
Comme conse´quence de la proposition 5.3.1 nous obtenons que la solution extre´male
est borne´e sous la condition (5.1.3) et f ∈ Lr(Ω) avec (Q + 1)r′ < p∗, ce qui ache`ve la
de´monstration du the´ore`me 5.1.2 :
Proposition 5.4.16 Supposons (5.1.1), (5.1.2) et (5.1.3), g convexe au voisinage de ∞,
et f ∈ Lr(Ω) avec (Q + 1)r′ < p∗. Alors la solution extre´male v∗ ∈ W 1,p0 (Ω) ∩ L∞(Ω) et
elle est une solution variationnelle (Pv,λ∗).
Preuve. Conside´rons λn ↗ λ∗, la suite de solutions minimales vn = vλn satisfait
Jλn(vn) ≤ 0 par la propositions 5.2.1. D’apre`s la proposition 5.3.1, (vn) est borne´e dans
W 1,p0 (Ω), et converge vers v
∗ presque partout dans Ω, donc v∗ ∈ W 1,p0 (Ω) et elle est une
solution variationnelle de (Pv,λ∗). Alors v ∈ L∞(Ω) d’apre`s (iii) de la proposition 2.3.4 .
Remarque 5.4.17 Dans le cas p = N, les hypothe`ses de croissance ne sont pas ne´cessaires
dans les propositions 5.4.15 et 5.4.16 : pour tout g satisfaisant (5.1.1), convexe au voisi-
nage de ∞, et f ∈ Lr (Ω) , r > 1, nous avons v∗ ∈ W 1,N0 (Ω) ∩ L∞(Ω), par la proposition
5.4.11. Cependant, nous avons besoin de l’hypothe`se (5.1.3) pour un Q > N − 1 pour
obtenir le re´sultat de multiplicite´ du the´ore`me 5.1.1.
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Chapitre 6
E´tude du proble`me (Pv,λ) avec
donne´es mesures quelconques
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6.1 Introduction
Dans ce chapitre nous donnons des re´sultats d’existence et de non-existence de solu-
tions renormalise´es pour le proble`mes (Pv,λ) avec mesure µ ∈M+b (Ω), µ 6= 0 :{
−∆pv = λf(1 + g(v))p−1 + µ dans Ω,
v = 0 sur ∂Ω
(6.1.1)
En fait, le re´sultat d’existence du the´ore`me 2.11 est une conse´quence du the´ore`me suivant
qui traite l’existence du proble`me plus ge´ne´ral :{
−∆pU = λh(x, U) + µ dans Ω,
U = 0 sur ∂Ω,
(6.1.2)
ou` µ ∈Mb(Ω) est arbitraire, sans hypothe`se de signe ; et h une fonction de Carathe´odory
de Ω× R a` valeurs re´els ayant une croissance lente polynomiale de la forme
|h(x, U)| ≤ f(x)(K + |U |Q), (6.1.3)
avec Q > 0 et λ,K > 0, et f ∈ Lr(Ω) avec Qr′ < Q1, ou` Q1 est donne´ par (4.1.5).
The´ore`me 6.1.1 Soit µ ∈Mb(Ω), et h satisfaisant (6.1.3) avec avec Q > 0 et λ,K > 0,
et f ∈ Lr(Ω) avec Qr′ < Q1. Alors il existe une solution renormalise´e de (6.1.2) dans
l’un des cas suivants :
Q = p− 1 et λ < λ1(f); (6.1.4)
0 < Q < p− 1; (6.1.5){
Q > p− 1 et
λ ‖f‖Lr(Ω) (λK ‖f‖Lr(Ω) + |µ| (Ω))(Q/(p−1))−1 |Ω|1/r
′−Q/Q1 ≤ C (6.1.6)
pour une certaine constante C = C(N, p,Q) pour p < N, et C = C(N,Q,KN(Ω)) pour
p = N.
Ce the´ore`me ame´liore un re´sultat annonce´ dans [6, the´ore`me 1.1] pour Q > 1, avec une
preuve incomple`te. Notre re´sultat traite le cas ge´ne´ral Q > 0, et donne les meilleurs
informations dans le cas Q = p− 1.
Par la proposition suivante nous obtenons des re´sultats de non-existence de solutions
renormalise´es du proble`me (6.1.1) :
Proposition 6.1.2 Soit µs ∈M+s (Ω) et f ∈ L1(Ω) une fonction positive.
(i) Pour tout λ > λ1(f), ou λ = λ1(f) et f ∈ LN/p(Ω), p < N, il n’y a pas de solution
positive v de {
−∆pv = λf(1 + v)p−1 + µs dans Ω,
v = 0 sur ∂Ω.
(6.1.7)
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(ii) Soit g de´finie sur [0,∞) et lim inf
t→∞
g(τ)/τ > 0. Si λ > λr, il n’y a pas de solutions v
de {
−∆pv = λf(1 + g(v))p−1 + µs dans Ω,
v = 0 sur ∂Ω.
Dans la de´monstration de la proposition pre´ce´dente nous utilisons le re´sultat suivant de
Ponce [7], qui est une conse´quence directe du principe de maximum quand p = 2, mais
n’est pas simple pour p 6= 2, puisqu’on ne connait pas un principe de comparaison pour
les mesures :
Lemme 6.1.3 Soit h une fonction Carathe´odory de Ω × [0,∞) dans [0,∞) . Soit µs ∈
M+s (Ω) et u une solution renormalise´e positive de{
−∆pU = h(x, U) + µs dans Ω,
U = 0 sur ∂Ω.
(6.1.8)
Supposons que sup
t∈[0,u(x)]
h(x, t) = F (x) ∈ L1(Ω). Alors il existe une solution renormalise´e
positive V de {
−∆pV = h(x, V ) dans Ω,
V = 0 sur ∂Ω.
(6.1.9)
6.2 Preuves
La de´monstration du [6, the´ore`me 1.1] est incomple`te : l’approximation de la mesure
n’est pas pre´cise´e. Ici nous donnons une preuve de´taille´e, valable pour tout p ≤ N , ou`
nous pre´cisons l’approximation de la mesure.
Preuve du the´ore`me 6.1.1. La de´monstration est partage´e en plusieurs e´tapes :
Etape 1 : Construction d’une approximation convenable de µ. Nous suivons une
preuve de [3], voir encore [5] .Soit
µ = µ1 − µ2 + µ+s − µ−s ,
avec µ1 = µ
+
0 , µ2 = µ
−
0 ∈M+0 (Ω) et µ+s , µ−s ∈M+s (Ω), donc
µ1(Ω) + µ2(Ω) + µ
+
s (Ω) + µ
−
s (Ω) ≤ 2 |µ(Ω)| .
Par le re´sultat de [4], pour i = 1, 2, µi se de´compose de la fac¸on suivante
µi = ϕiγi, avec γi ∈M+b (Ω) ∩W−1,p
′
(Ω) et ϕi ∈ L1(Ω, γi).
Soit (Kn)n≥1 une suite croissante de compactes de Ω, telle que ∪+∞n=1Kn = Ω et soit
ν1,i = T1(ϕiχK1)γi et νn,i = Tn(ϕiχKn)γi − Tn−1(ϕiχKn−1)γi.
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En utilisant une suite re´gularisante, il existe une fonction positive φn,i ∈ D(Ω) telle que
‖φn,i − νn,i‖W−1,p′ (Ω) ≤ 2−nµi(Ω),
pour tout n ≥ 1, voir [3]. Alors hn,i =
∑n
1 φk,i ∈ D(Ω) et (hn,i) converge fortement dans
L1(Ω) vers une fonction hi, et ‖hn,i‖L1(Ω) ≤ µi(Ω). On de´finit la suite de fonctions
Gn,i =
n∑
1
(νk,i − φk,i) ∈ W−1,p′(Ω) ∩Mb(Ω).
Nous avons encore (Gn,i) converge fortement dans W
−1,p′(Ω) vers une certaine fonction
Gi, et µi = hi+Gi, et ‖Gn,i‖Mb(Ω) ≤ 2µi(Ω). Pour la partie singulie`re, par re´gularisation,
il existe une suite de fonctions positives λ1n et λ
2
n ∈ D(Ω) convergeant respectivement vers
µ+s , µ
−
s pour la topologie e´troite, avec ‖λ1n‖L1(Ω) ≤ µ+s (Ω), ‖λ2n‖L1(Ω) ≤ µ−s (Ω). Alors la
suite d’approximations de µ define par
µn = hn,1 − hn,2 +Gn,1 −Gn,2 + λ1n − λ2n
satisfait les conditions de stabilite´ du the´ore`me 2.2.12, et de plus elle est borne´e
par rapport a` |µ| (Ω) par une constante universelle :
|µn| (Ω) ≤ 4 |µ| (Ω).
Etape 2 : Le proble`me d’approximation. Pour tout n ∈ N fixe´, nous cherchons une
solution variationnelle de
−∆pUn = λTn(h(x, Un)) + µn, (6.2.1)
en utilisant le the´ore`me de point fixe de Schauder . A` chaque V ∈ W 1,p0 (Ω) nous associons
la solution U = Fn(V ) ∈ W 1,p0 (Ω) de
−∆pU = λTn(h(x, V )) + µn,
ou` Tn est la fonction de troncature. En conside´rant U comme fonction test nous touvons
‖∇U‖pLp(Ω) ≤ λn ‖U‖L1(Ω) + ‖µn‖W−1,p′ (Ω) ‖U‖W 1,p0 (Ω) ,
donc ‖U‖W 1,p0 (Ω) ≤ Cn inde´pendante de V.
Soit Bn = B(0, Cn) la boule de rayon Cn de W
1,p
0 (Ω). Alors Fn est de´finie, continue et
compacte de Bn dans Bn, donc elle admet un point fixe Un.
Etape 3 : Estimations :
138 6.2. Preuves
Par l’estimation (2.3.2) de la proposition 2.3.2, avec σ = Qr′/(p−1), et par l’hypothe`se
(6.1.3) nous avons
(
∫
Ω
|Un|Qr
′
dx)(p−1)/Qr
′ ≤ C0 |Ω|`
(
λ
∫
Ω
|Tn(h(x, Un))| dx+ |µn(Ω)|
)
≤ C0 |Ω|`
(
λ ‖f‖Lr(Ω) (
∫
Ω
|Un|Qr
′
dx)1/r
′
+ λK ‖f‖L1(Ω) + 4 |µ| (Ω)
)
,
ou` ` = (p−1)/Qr′−(N−p)/N, et C0 = C0(N, p,Q, r) pour p < N, et C0 = C0(N,Q, r,KN (Ω))
pour p = N.
Donc
(
∫
Ω
|Un|Qr
′
dx)(p−1)/Qr
′ ≤ a+ b(
∫
Ω
|Un|Qr
′
dx)1/r
′
(6.2.2)
ou`
a = C0 |Ω|` (λK ‖f‖L1(Ω) + 4 |µ| (Ω)), b = C0 |Ω|` λ ‖f‖Lr(Ω) . (6.2.3)
De meˆme, nous avons l’estimation
(
∫
Ω
|U |Qr′ dx)(p−1)/Qr′ ≤ a+ b(
∫
Ω
|V |Qr′ dx)1/r′ (6.2.4)
Etape 4 : Passage a` la limite : Maintenant nous distingons les cas suivants :
Cas 1 : Q < p−1. Dans ce cas on a (p−1)/Qr′ > 1/r′ , donc l’estimation (6.2.2) implique
qu’il existe une constante C > 0 inde´pendante de n telle que
∫
Ω
(|Un|Qr
′
)dx ≤ C, c’est a`
dire
an =
∫
Ω
|Un|Qr
′
dx est borne´e . (6.2.5)
Donc, par l’hypothe`se (6.1.3), la suite (h(x, Un)) est borne´e dans L
1(Ω), donc (−∆pUn)
est borne´e dans L1(Ω).
Alors, voir la remarque 2.2.13, (|Un|p−1) est borne´e dans Ls(Ω) pour tout s ∈ [1, N/(N − p))
(pour tout s ≥ 1 si p = N) et il existe une sous-suite, note´e encore Un, qui converge presque
partout dans Ω vers une certaine fonction mesurable U . Choisissons s > Qr′/(p − 1), et
soit k0 de´finie par :
1
k0
=
1
r
+
Q
(p− 1)s.
Alors il est facile de ve´rifier que k0 > 1 et (|h(x, Un)|) est borne´e dans Lk0(Ω). Alors,
par la convergence presque partout, le lemme de Fatou et le the´ore`me de convergence de
Vitali il re´sulte que
h(x, Un)→ h(x, U) fortement dans Lk(Ω),
pour tout k < k0. Par suite, en utilisant le the´ore`me 2.2.12, nous pouvons conclure que U
est une solution renormalise´e du proble`me (6.1.2).
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Cas 2 : Q = p − 1. Supposons que λ < λ1(f). Dans ce cas nous montrons encore
(6.2.5), par contradiction. Supposons que (6.2.5) n’est pas vrai. Alors il existe une sous-
suite, qu’on continue a` indicer par n, telle que an =
∫
Ω
|Un|(p−1)r
′
dx tend vers ∞. Posons
wn = a
−1/(p−1)r′
n Un. Alors wn ∈ W 1,p0 (Ω),
∫
Ω
w(p−1)r
′
n dx = 1, et satisfait
−∆pwn = a−1/r′n (−∆pUn) = ηn + ϕn, (6.2.6)
ou` ηn = a
−1/r′
n λTn(h(x, Un)) et ϕn = a
−1/r′
n µn. Il est facile de voir que (ϕn) converge vers 0
fortement dans L1(Ω), puisque µn(Ω) est borne´e. Et (ηn) est borne´e dans L
1(Ω), puisque
f ∈ Lr(Ω) et
|ηn| ≤ ψn = λf(Ca−1/r′n + |wn|p−1).
Alors, voir la remarque 2.2.13, (|wn|p−1) est borne´e dans Ls(Ω) pour tout s ∈ [1, N/(N − p))
et il existe une sous-suite, note´e encore wn, qui converge presque partout dans Ω vers une
certaine fonction mesurable w.
Alors, par le lemme de Fatou et le the´ore`me de Vitali, (|wn|(p−1)s) converge fortement
L1 (Ω) vers |w|(p−1)s , pour tout s ∈ [1, N/(N − p)). En particulier pour s = r′, car
r′ < N/(N − p). D’ou` w 6≡ 0.
Et (ψn) converge fortement dans L
1(Ω) vers λf |w|p−1, d’ou` (ηn) converge fortement dans
∈ L1 (Ω) vers une certaine fonction η ∈ L1 (Ω) avec |η| ≤ λf(x) |w|p−1 presque partout
dans Ω. Donc, par le the´ore`me 2.2.12, w est une solution renormalise´e du proble`me{
−∆pw = η, dans Ω,
w = 0 sur ∂Ω.
(6.2.7)
Par (i) de la proposition 2.3.4, nous obtenons w ∈ W 1,p0 (Ω), puisque r > N/p. Alors
λ1(f)
∫
Ω
|w|p dx ≤
∫
Ω
|∇w|p dx ≤ λ
∫
Ω
f |w|p dx,
donc λ1(f) ≤ λ, ce qui contredit l’hypothe`se. Alors nous pouvons conclure a` l’existence
d’une solution renormalise´e du proble`me (6.1.2), comme dans le cas pre´ce´dent.
Cas 3 : Q > p − 1. Dans ce cas, (6.2.5) n’est pas ne´cessairement vrai pour cette suite
Un, mais nous construisons une suite particulie`re (Un) satisfaisant (6.2.5) : pous tout
V ∈ W 1,p0 (Ω) et U = Fn(V ), nous avons l’estimation (6.2.4). Posons
x(V ) = (
∫
Ω
|V |Qr′ dx)(p−1)/Qr′ ,
nous obtenons x(U) ≤ a+ bx(V )Q/(p−1). Puisque Q > p− 1, alors la fonction de´finie par
P (y) = a+ b yQ/(p−1) − y
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admet un minimum au point y0 = ((p − 1)/bQ)(p−1)/(Q−p+1) et par un calcul simple on
a P (y0) = a − c(p,Q)b(1−p)/(Q−p+1), pour une certaine constante c(p,Q) > 0. Alors P (y)
admet au moins une racine si P (y0) ≤ 0, ce qui est e´quivalent a` a(Q−p+1)/(p−1)b ≤ C(p,Q),
et un simple calcul conduit a` la condition suppose´e dans (6.1.6). Soit y1 = y(a, b, p,Q) la
plus petite racine de P (y). Si x(V ) ≤ y alors x(U) ≤ a+ byQ/(p−1)1 = y1. L’ensemble
An,y1 =
{
V ∈ W 1,p0 (Ω), x(V ) ≤ y1 et ‖U‖W 1,p0 (Ω) ≤ Cn
}
est un sous-ensemble convexe et ferme´ de W 1,p0 (Ω). Alors utilisons le the´ore`me de Schau-
der dans l’ensemble An,y1 nous trouvons une solution Un ∈ W 1,p0 (Ω) de (6.2.1) telle que∫
Ω
|Un|Qr
′
dx est borne´e. Et nous concluons comme dans les cas pre´ce´dent.
Remarque 6.2.1 Dans le cas Q = p − 1, la condition (6.1.4) est optimale, d’apre`s le
the´ore`me 3.1.3. La preuve donne´e pour Q > p − 1 est valable pour Q = p − 1, mais la
condition (6.1.6) obtenue dans ce cas n’est pas optimale.
Remarque 6.2.2 L’hypothe`se de croissance lente (6.1.3) est naturel pour obtenir un
re´sultat d’existence. Par exemple, soit p = 2 < N et g(v) = vQ pour un Q > 0, et
soit µ = δa la mesure de Dirac en un point a ∈ Ω. Si v est une solution, alors v(x) ≥
C |x− a|2−N au voisinage de a; alors nous avons ne´cessairement |x− a|(2−N)Q f ∈ L1(Ω);
alors Q < N/(N − 2) si f ≡ 1.
Plus ge´ne´ralement s’il existe une solution de (6.1.1), alors fG (µ) ∈ L1(Ω), ou` G (µ) = u
est la solution de (2.2.2). Cette condition est toujours satisfaite si f ∈ Lr(Ω) pour un
certain r > N/2.
Preuve du lemme 6.1.3. Soit hˆ(x, t) = h(x,max(0,min(t, u(x))). Alors 0 ≤ hˆ(x, t) ≤
F (x) presque partout dans Ω. Par le the´ore`me de Schauder, pour tout n ∈ N il existe
Vn ∈ W 1,p0 (Ω) ∩ L∞(Ω) positive telle que
−∆pVn = Tn(hˆ(x, Vn)) in Ω.
Par la remarque 2.2.19, il existe une sous-suite note´e Vn qui converge presque partout vers
une solution renormalise´e positive V de l’e´quation{
−∆pV = hˆ(x, V ) dans Ω,
V = 0 sur ∂Ω,
Il reste a` montrer que V ≤ u. Pour m > 0 fixe´, et n ∈ N on conside`re la fonction
ω = Tm((Vn − u)+). Soit cn = ‖Vn‖L∞(Ω), nous avons
Vn − Tcn(u) =

Vn − u ≥ 0 sur {u ≤ Vn} ,
Vn − u ≤ 0 sur {Vn < u ≤ cn} ,
Vn − cn ≤ 0 sur {u > cn} ,
Chapitre 6. E´tude du proble`me (Pv,λ) avec donne´es mesures quelconques 141
Par suite
(Vn − Tcn(u))+ =
{
Vn − u si u ≤ Vn,
0 si u > Vn,
qui e´gale a` (Vn− u)+. Donc ω = Tm((Vn− Tcn(u))+) ∈ W 1,p0 (Ω)∩L∞(Ω). En remarquant
que ω+∞ = 0 sur {u > cn} et µ−s = 0, donc par la de´finition 2.2.4∫
Ω
|∇u|p−2∇u.∇ωdx =
∫
Ω
ωh(x, u)dx+
∫
Ω
ω+dµ+s =
∫
Ω
ωh(x, u)dx
D’aute part, ω est encore admissible dans l’e´quation satisfaite par Vn; donc∫
Ω
|∇Vn|p−2∇Vn.∇ωdx =
∫
Ω
Tn(hˆ(x, Vn))ωdx;
alors ∫
Ω
(|∇Vn|p−2∇Vn − |∇u|p−2∇u) .∇ (Tm((Vn − u)+)) dx
=
∫
Ω
(Tn(hˆ(x, Vn)− h(x, u))Tm((Vn − u)+)dx
≤
∫
Ω
(hˆ(x, Vn)− h(x, u))Tm((Vn − u)+)dx
=
∫
{u≤Vn}
(hˆ(x, Vn)− h(x, u))Tm((Vn − u)+)dx
+
∫
{u>Vn}
(hˆ(x, Vn)− h(x, u))Tm((Vn − u)+)dx
= 0, car
• Sur {u ≤ Vn} on a hˆ(x, Vn) = h(x, u).
• Sur {u > Vn} on a Tm((Vn − u)+) = 0.
Par le lemme de Fatou et le the´ore`me de convergence domine´e de Lebesgue, faisons
tendre n vers∞ pour m fixe´, puisque les troncatures convergent fortement dans W 1,p0 (Ω),
nous obtenons∫
Ω
(|∇V |p−2∇V − |∇U |p−2∇U) .∇ (Tm((V − U)+)) dx ≤ 0.
Alors Tm((V − U)+) = 0 pour tout m > 0, donc V ≤ U presque partout dans Ω.
Preuve de la proposition 6.1.2. Le lemme 6.1.3 dit que s’il existe une solution
du proble`me avec mesure alors il existe une solution du proble`me sans mesure. D’ou` nous
obtenons (i) d’apre`s le the´ore`me 3.4.1 et (ii) par le fait λr < ∞, d’apre`s la remarque
5.4.2.
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Remarque 6.2.3 Une application de changement de variable de type Cole-Hopf pour un
re´sultat de non-existence (dans un cadre parabolique, la singularite´ porte sur les donne´es
initiales) peut eˆtre trouve´e dans la proposition 3.1 de [1], voir aussi [2].
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Chapitre 7
Applications au proble`me (Pu,λ) sans
et avec donne´es mesures
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Dans ce chapitre nous de´duisons des re´sultats d’existence ou de non-existence, de
re´gularite´ et de multiplicite´ pour le proble`me (Pu,λ) a` partir des re´sultats que nous avons
obtenus sur le proble`me (Pv,λ) en utilisant le the´ore`me 2.1.
7.1 Applications et re´sultats
Le cas β = p − 1 et g(v) = v a e´te´ e´tudie´ dans la section 3.4 du chapitre 3 par
le the´ore`me 3.1.3. Pour une fonction quelconque β satisfaisant (3.1.1), nous associons
la fonction g = T (β) de´finie par (3.2.1). Nous avons e´tabli quelques re´sultats pour le
proble`me (Pv,λ) en supposant que g est de´finie sur [0,∞) et satisfait (4.1.4) :
MQ = lim sup
τ−→∞
g(τ)p−1
τQ
<∞ (7.1.1)
pour un certain Q > 0.
Rappelons que si β est de´finie sur [0,∞) alors g est encore de´finie sur [0,∞), d’apre`s
(3.2.4). Re´ciproquement, si g est de´finie sur [0,∞) alors L <∞ si et seulement si 1/(1 +
g(v)) ∈ L1 ((0,∞)). La condition (7.1.1) est e´quivalente a`
lim sup
t−→L
eγ(t)
ΨQ(t)
<∞. (7.1.2)
7.1.1 Proble`me (Pu,λ) sans donne´e mesure
Nous commenc¸ons par la pre´sentation de nos re´sultats d’existence, de re´gularite´ et de
multiplicite´ :
Dans le cas ou` g est line´aire, nous obtenons le re´sultat suivant
Corollaire 7.1.1 Supposons que β satisfait (3.1.1) avec L =∞ et que g satisfait (7.1.1)
avec Q = p− 1 et f 6≡ 0.
Si Mp−1λ < λ1(f), alors il existe au moins une solution u ∈ W 1,p0 (Ω) du proble`me
(Pu,λ).
Si de plus f ∈ LN/p(Ω), p < N, alors u ∈ Lk(Ω) pour tout k > 1.
Si f ∈ Lr (Ω) , r > N/p, alors u ∈ L∞(Ω); et si de plus β /∈ L1((0,∞)) alors il existe une
infinite´ de solutions us de (Pu,λ) moins re´gulie`res que u.
Si (1 + g(v))/v est strictement de´croissante, alors u est l’unique solution de (Pu,λ) qui
satisfait Ψ(u) ∈ W 1,p0 (Ω).
Preuve. Nous obtenons d’une solution u ∈ W 1,p0 (Ω) en appliquant le the´ore`me 3.1.2 au
re´sultat du the´ore`me 4.3.6. La re´gularite´ re´sulte de la remarque 3.3.1 et du fait que u ≤ v.
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L’unicite´ s’obtient comme dans la preuve du corollaire 3.4.2 dans le cas β = p−1. La forte
multiplicite´ est obtenue par (i) du the´ore`me 2.11 et le the´ore`me 3.1.2. En effet pour chaque
mesure µs ∈ M+s (Ω) il existe une solution renormalise´e du proble`me (3.1.11) d’apre`s (i)
du the´ore`me 2.11. La fonction us = Ψ(vs) est une solution renormalise´e de (Pu,λ) d’apre`s
le the´ore`me 3.1.2.
Remarque 7.1.2 Si Mp−1 = 0 et λ1(f) > 0 alors nous avons (i) pour tout tout λ > 0.
En particulier si g satisfait (7.1.1) avec Q < p − 1 alors Mp−1 = 0. Dans le corollaire
suivant nous de´duisons de la proposition 4.3.8 des re´sultats d’existence et de multiplicite´
de solution renormalise´e pour tout λ > 0 lorsque g satisfait (7.1.1) sans supposer que
λ1(f) > 0.
Dans le cas ou` g est sous-line´aire, nous obtenons le corollaire suivant
Corollaire 7.1.3 Supposons que β satisfait (3.1.1) avec L =∞ et g satisfait (7.1.1) avec
Q < p− 1, et f ∈ Lr(Ω) avec r ∈ (1, N/p) telle que Qr′ < Q1.
Alors :
(i) Pour tout λ > 0, il existe une solution renormalise´e u de (Pu,λ) telle que v = Ψ(u)
satisfait
vd ∈ L1(Ω) pour d = Nr(p− 1−Q)/(N − pr),
et alors ud ∈ L1(Ω). Si (Q+ 1)r′ ≤ p∗, alors u ∈ W 1,p0 (Ω).
Si (Q+ 1)r′ > p∗, alors
|∇u|θ ∈ L1(Ω) pour θ = Nr(p− 1−Q)/(N − (Q+ 1)r).
(ii) Si β /∈ L1((0,∞))) alors pour tout λ > 0, il existe une infinite´ de solutions us de
(Pu,λ) moins re´gulie`res que u.
Preuve. (i) re´sulte par la proposition 4.3.8 , le the´ore`me 3.1.2 et le fait que u ≤ v et
∇u = ∇v/(1 + g(v)). La multiplicite´ est obtenue par (i) du the´ore`me 2.11 et le the´ore`me
3.1.2.
Dans le cas ou` g sur-line´aire et sous-critique, nous obtenons le re´sultat suivant
Corollaire 7.1.4 Supposons que β satisfait (3.1.1) avec L =∞ et que (7.1.1) avec p−1 <
Q < Q1, et f ∈ Lr(Ω) avec Qr′ < Q1.
Alors pour tout λ ∈ (0, λr), il existe une solution u ∈ W 1,p0 (Ω) ∩ L∞(Ω) de (Pu,λ).
Si de plus β /∈ L1((0,∞))) alors pour λ assez petit (Pu,λ) admet une infinite´ de solution
moins re´gulie`res que u.
Preuve. Ce corollaire re´sulte de la proposition 4.3.10, (ii) du the´ore`me 2.11 et le the´ore`me
3.1.2.
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L’exemple explicite de multiplicite´ de [7] a e´te´ la motivation essentielle pour notre
e´tude de la connexion entre (Pu,λ) et (Pv,λ). En fait, dans le cas λf = 0, le phe´nome`ne de
multiplicite´ est plus ge´ne´ral graˆce a` notre re´sultat. Comme simple application du the´ore`me
3.1.2, mentionnons le re´sultat de multiplicite´ suivant :
Corollaire 7.1.5 Pour tout β /∈ L1(0,∞), β 6≡ 0 le proble`me{
−∆pu = β(u) |∇u|p dans Ω,
u = 0 sur ∂Ω,
admet une infinite´ de solutions renormalise´es.
Maintenant, nous traitons l’existence d’une solution minimale, la fonction extre´male
et l’existence d’une deuxie`me solution borne´e pour λ petit :
Corollaire 7.1.6 (i) Supposons (3.1.1), et f ∈ Lr (Ω) , r > N/p. Alors pour λ > 0
assez petite, il existe une solution minimale uλ ∈ W 1,p0 (Ω) ∩ L∞ (Ω) de (Pu,λ) , avec
‖uλ‖L∞(Ω) < L.
(ii) Supposons de plus que tβ(t) est croissante, et f 6≡ 0. Alors il existe λ∗ > 0 telle que
pour tout λ ∈ (0, λ∗) il existe une solution minimale uλ ∈ W 1,p0 (Ω)∩L∞ (Ω) de (Pu,λ) avec
‖uλ‖L∞(Ω) < L.
Si de plus lim inf
t→L
β(t) > 0 alors pour tout λ > λ∗ le proble`me (Pu,λ) n’a pas de solution
renormalise´e borne´e.
Preuve. (i) re´sulte de la proposition 4.2.1 et (ii) re´sulte du the´ore`me 4.3.3, puisque la
preuve est faite sous la condition tβ(t) est croissante. La non-existence re´sulte de (ii) de
la proposition 6.1.2.
Remarque 7.1.7 Par [3, remarque 2.5], le proble`me (Pu,λ) n’a pas de solution renorma-
lise´e pour λ assez grand si lim inf
t→∞
β(t) > 0, puisque dans ce cas une solution renormalise´e
appartient a` W 1,p0 (Ω), d’apre`s la remarque 3.3.1.
Par les the´ore`mes 5.1.2, et 5.1.1 et la remarque 3.3.1, nous obtenons le re´sultat suivant :
Corollaire 7.1.8 Supposons que β satisfait (3.1.1) et f ∈ Lr (Ω) , r > N/p, f 6≡ 0.
Supposons que β est croissante au voisinage de L et
lim
t−→L
β(t) =∞, et eγ(t)/(p−1) 6∈ L1 (Ω) .
(i) Alors u∗ = sup
λ↗λ∗
uλ est une solution de (Pu,λ), et u
∗ ∈ W 1,p0 (Ω). Si une des conditions
(i), (ii) du the´ore`me 5.1.2 est satisfaite, alors
‖u∗‖L∞(Ω) < L.
(ii) Supposons de plus que (7.1.1) est satisfaite avec Q < Q∗, et f ∈ Lr(Ω) avec
(Q + 1)r′ < p∗. Alors il existe λ0 > 0 telle que pour tout λ ∈ (0, λ0) il existe au moins
deux solutions de (Pu,λ) telles que ‖u‖L∞(Ω) < L.
Quand p = 2 et β est croissante nous avons λ0 = λ
∗.
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7.1.2 Proble`me (Pu,λ) avec mesure
Ici nous pre´sentons les re´sultats que nous avons obtenus sur le proble`me (Pu,λ) avec
mesure singulie`re positive αs ∈M+s (Ω) :{
−∆pu = β(u) |∇u|p + λf(x) + αs dans Ω,
u = 0 sur ∂Ω,
(7.1.3)
Nous avons le re´sultat de non-existence suivant
Corollaire 7.1.9 Supposons que β satisfait (3.1.1) avec L =∞, f satisfaisant 1.5, f 6≡
0. Alors
(i) Si β /∈ L1((0,∞)) et αs 6= 0 alors le proble`me (7.1.3) n’a pas de solution renorma-
lise´e.
(ii) Si p = 2 ou p = N et lim inf
s→∞
g(s)/s > 0 alors il existe λr telle que le proble`me
(7.1.3) n’a pas de solution renormalise´e pour tout λ > λr.
Preuve. (i) Si β /∈ L1((0,∞)), alors par le the´ore`me 3.1.1, αs = 0 si (7.1.3) admet une
solution renormalise´e.
(ii) Dans le cas p = 2 ou p = N il y a une e´quivalence entre les deux proble`mes
(7.1.3) et (3.1.11) au sens renormalise´, d’apre`s le the´ore`me 2.1. Et on conclut par (ii) de
la proposition 6.1.2.
Remarque 7.1.10 (i) En particulier dans le cas λ1(f) = 0, si p = 2 ou p = N alors il
n’existe pas de solution renormalise´e pour tout λ > 0. Dans le cas β constant le re´sultat
est vrai pour p quelconque.
(ii) L’hypothe`se lim inf
s→∞
g(s)/s > 0 est satisfaite si lim inf
t→∞
β(t) > 0, d’apre`s (i) de la
proposition 3.2.6.
(iii) Il est difficile de de´duire la non-existence pour proble`me (Pu,λ) en utilisant les re´sultats
de non-existence de solutions renormalise´es sur le proble`me (Pv,λ) dans le cas β /∈ L1((0,∞)).
En fait, dans ce cas, si il existe une solution renormalise´e de (Pu,λ) alors v = Ψ(u) n’est
pas ne´cessairement une solution renormalise´e de (Pv,λ), a` l’exeption du cas p = 2 ou
p = N .
Remarque 7.1.11 Dans [8], l’auteur montre un re´sultat d’existence pour le proble`me
avec donne´e mesure quelconque µ ∈Mb(Ω) suivant :{
−∆pU = β(U) |∇U |p + µ dans Ω,
U = 0 sur ∂Ω,
sous le seule hypothe`se β ∈ L1(R). Il donne un contre-exemple ou` β /∈ L1(R) et µ est
une masse de Dirac montrant que son re´sultat d’existence est optimal, voir l’exemple 2.3.
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Dans (i) du corollaire pre´ce´dent nous ame´liorons et nous e´tendons la non-existence pour
tout β /∈ L1((0,∞)) et αs 6= 0.
En appliquant son re´sultat d’existence, en prolongeant β par 0, on obtient l’existence pour
le proble`me (7.1.3) quand β ∈ L1((0,∞)) . Par le corollaire suivant nous retrouvons cette
existence en appliquant nos re´sultats. Nous obtenons de plus un re´sultat d’unicite´.
Corollaire 7.1.12 Supposons que β satisfait (3.1.1) avec L =∞ et β ∈ L1((0,∞)). Soit
αs ∈M+s (Ω).
Alors le proble`me (7.1.3) admet une solution renormalise´e us pour tout λ ≥ 0.
De plus, si λf = 0 alors :
(i) Si p = 2 ou p = N alors us est unique.
(ii) Si αs = 0 alors la solution triviale est l’unique solution .
7.2 Signification de (7.1.1) en terme de β et remarques
Il n’est pas facile de ve´rifier la condition (7.1.2), e´quivalente a` (7.1.1). La condition
lim sup
t−→L
β(t)
ΨQ/(p−1)−1(t)
<∞ (7.2.1)
est suffisante pour que (7.1.2) soit satisfaite et si de plus β est croissante les deux conditions
sont e´quivalentes, en utilisant la re`gle de l’Hoˆpital. En effet
(eγ(t)/(p−1))′
(ΨQ/(p−1)(t))′
=
γ′(t)eγ(t)/(p−1)
Q(ΨQ/(p−1)−1(t))Ψ′(t)
=
β(t)
QΨQ/(p−1)−1(t)
.
Remarque 7.2.1 Si β = β1 + β2, ou` β1 ∈ L1 ((0, L)) et Λ2 = ∞ et β2 satisfait (7.1.2),
alors β satisfait (7.1.2).
En effet, posons v = Ψ(u), v1 = Ψ1(u) et v2 = Ψ2(u), nous avons v2 ≤ v et
1 + g(v)
vq
≤ eγ(L)/(p−1)1 + g2(v2)
vq
≤ eγ(L)/(p−1)1 + g2(v2)
vq2
.
En particulier (7.1.2) est satisfaite avec Q = p− 1 pour toute fonction β de cette forme ,
telle que β2 est borne´e.
Par le lemme suivant nous donnons une condition simple sur β qui assure (7.1.2) :
Lemme 7.2.2 Supposons que β ∈ C1([0, L)), et L = ∞ ou L < ∞ et eγ(θ)/(p−1) 6∈
L1 ((0, L)). Supposons qu’il existe un Q > 0 tel que
lim sup
t−→L
(p− 1)β′(t)
β2(t)
≤ 1− p− 1
Q
. (7.2.2)
Alors (7.1.2) est satisfaite.
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Preuve. Rappelons que β(t) = (p− 1)g′(Ψ(t)). Alors pour tout t ∈ (0, L) :
(p− 1)β′(t)
β2(t)
=
g′′(Ψ(t))Ψ′(t)
(g′(Ψ(t))2
=
g′′(Ψ(t))eγ(t)/(p−1)
(g′(Ψ(t))2
=
g′′(Ψ(t))g(Ψ(t))
(g′(Ψ(t))2
.
Les hypothe`ses sur β impliquent Λ =∞ et
lim sup
t−→L
(p− 1)β′(t)
β2(t)
= lim sup
t−→L
gg′′
g′2
(Ψ(t)) = lim sup
τ−→∞
gg′′
g′2
(τ) ≤ 1− Q
p− 1;
par (7.2.2). Donc pour θ = (p− 1)/Q > 0 et τ assez grand
gg′′
g′2
(τ) ≤ 1− θ,
d’ou`
(gθ)′′ = θgθ−2(θ − 1)g′2 + gg′′ ≤ 0,
c’est a` dire g(p−1)/Q est concave au voisinage ∞, donc elle est au plus line´aire.
Remarque 7.2.3 D’apre`s [1], il y a beaucoup de fonctions ”e´le´mentaires” croissantes β
de´finies sur [0,∞) qui satisfaisent la condition (7.1.2) pour tout Q > p− 1.
Dans les exemples de la section 3.2.2, nous avons vu que pour β(u) = um, m > 0,
g(v) = O(v(ln v)m/(m+1)) au voisinage de ∞.
Pour β(u) = eu, g(v) = O(v ln v) au voisinage de ∞.
Pour β(u) = ee
u+u + eu + 1, g(v) = O(v ln v ln(ln v)).
Dans tout ces cas, lim sup
t−→∞
(β′/β2)(t) = 0.
Dans [1] et [6], la question suivante reste ouverte : est-ce-que toute fonction croissante
β definie sur [0,∞) satisfait (7.1.2) pour un certain Q > p − 1. Dans le lemme suivant
nous montrons que la condition (7.1.2) n’est pas toujours satisfaite, meˆme avec Q
large, meˆme quand τQ est remplace´e par une exponentielle :
Lemme 7.2.4 Conside´rons une fonction F ∈ C0([0,∞)) strictement convexe, avec
lim
s−→∞
F (s) =∞.
Alors il existe une fonction β ∈ C0([0,∞)), croissante avec β(0) ≥ 0, lim
t−→∞
β(t) =∞ telle
que la fonction correspondante g donne´e par (3.1.4) satisfait
lim sup
τ−→∞
g(τ)
F (τ)
=∞. (7.2.3)
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Preuve. Il suffit de montrer l’existence d’une fonction g qui satisfait (7.2.3) telle que
g ∈ C1([0,∞)), convexe, avec lim
s−→∞
g(s)/s =∞, et
1/(1 + g(s)) 6∈ L1 ((0,∞)) .
En effet si on construit une telle fonction g alors sa fonction correspondante β = T−1(g)
est de´finie sur [0,∞) , d’apre`s (3.2.5) de la proposition 3.2.4 ; elle est croissante car g est
convexe, voir la remarque 3.2.3 et elle tend vers∞ si t→∞, d’apre`s (ii) de la proposition
3.2.6.
Tout d’abord, nous construisons une fonction g qui est seulement continue. Soit F
la courbe repre´sentative de F. Posons g(s) = 0 pour s ∈ [0, 1] . Il existe m1 > 1 tel
que la ligne droite de pente m1 passant par (1, 0) coupe F en deux points s′1 < s′′1. On
choisit s1 > s
′′
1 tel que s1 − 1 ≥ (1 + g(1))em1 , c’est a` dire s1 ≥ 1 + em1 . Nous de´finissons
g(s) = m1(s− 1) pour tout s ∈ [1, s1]. Alors∫ s1
1
ds/(1 + g(s) = m−11 ln(1 +m1(s1 − 1) ≥ m−11 ln(1 +m1em1) ≥ 1,
et le point (s1, g(s1)) est en dessous de F . Par induction pour tout n ≥ 1, nous conside´rons
mn > 2mn−1 tel que la ligne droite de pentemn passant par (sn−1, g(sn−1)) coupe la courbe
Fn definie par nF en deux points s′n < s′′n. Nous de´finissons g(s) = g(sn−1)+mn(s−sn−1)
pour tout s ∈ [sn−1, sn] , ou` sn > s′′n est choisi de sorte que sn − sn−1 ≥ (1 + g(sn−1))emn
et sn ≥ 2sn−1. Alors ∫ sn
sn−1
ds/(1 + g(s) ≥ 1.
La fonction g satisfait 1/(1 + g(s)) 6∈ L1 ((0,∞)) , et g ≥ nF sur [s′n, s′′n] , et s′n > sn > 1,
donc elle satisfait (7.2.3) ; et g(sn) ≥ mn(sn − sn−1) ≥ mnsn/2, alors lim
s−→∞
g(s)/s = ∞.
Finalement nous re´gularisons g aux voisinages des points sn et nous obtenons une fonction
de classe C1 et convexe.
7.3 Extensions et applications
1) Dans le the´ore`me de connexion 2.1, nous pouvons supposer que f de´pend aussi de
u ou v. Si u est une solution du proble`me de la forme
−∆pu = β(u) |∇u|p + λf(x, u),
ou` f(x, u) ∈ L1(Ω), f(x, u) ≥ 0, alors v est formellement une solution de
−∆pv = λf(x,H(v))(1 + g(v))p−1.
Inversement, si v est une solution du proble`me de la forme
−∆pv = λf(x, v)(1 + g(v))p−1,
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alors formellement u est une solution de
−∆pu = β(u) |∇u|p + λf(x,Ψ(u)).
Ce qui e´tend fortement le domaine des applications de notre re´sultat.
Remarque 7.3.1 Cet argument a e´te´ un point essentiel dans la preuve du the´ore`me 4.3.1
(ce the´ore`me a e´te´ le point cle´ pour e´tablir le the´ore`me 4.3.3 qui couvre en particulier le
the´ore`me 2.8) : nous utilisons le fait que , pour tout g satisfaisant (4.1.2) avec Λ = ∞,
et tout v ∈ W(Ω), telle que −∆pv = F ≥ 0, alors u = H(v) ∈ W et elle est une solution
de l’e´quation
−∆pu = β(u) |∇u|p + Fe−γ(u).
Maintenant, nous donnons un exemple simple d’application :
Corollaire 7.3.2 Soit ω ∈ C1 ([0,∞)) une fonction positive et croissante , et f ∈
Lr (Ω) , r > N/p. Conside´rons le proble`me{
−∆pu = (p− 1) |∇u|p + λf(x)(1 + ω(u))p−1 dans Ω,
u = 0 sur ∂Ω.
(i) Alors pour λ > 0 petit, il existe une solution dans W 1,p0 (Ω) ∩ L∞ (Ω) .
(ii) Supposons que lim sup
t−→∞
ω(t)p−1/ekt <∞ pour un certain k > 0.
Si r′(k+1) < N/(N −p) alors pour λ > 0 petit, il existe une infinite´ de solutions dans
W 1,p0 (Ω).
Si r′(k/p′ + 1) < N/(N − p) et ω est convexe, il existe au moins deux solutions dans
W 1,p0 (Ω) ∩ L∞ (Ω) .
Preuve. Posons v = eu − 1, alors v satisfait l’e´quation −∆pv = λf(x)(1 + g˜(v))p−1
dans Ω, ou` 1+ g˜(v) = (1+v)(1+ω(ln(1+v))). Et g˜ satisfait (7.1.1) avec Q = (p−1)(k+1),
et elle est convexe quand ω est convexe. Nous de´duisons les re´sultats par la proposition
4.2.1, et les the´ore`mes 2.1, 2.11 et 5.1.1.
Remarque 7.3.3 En particulier pour tout b > 0, pour tout f ∈ Lr (Ω) , r > N/p, et
λ > 0 petit, le proble`me{
−∆pu = |∇u|p + λf(x)(1 + u)b dans Ω,
u = 0 sur ∂Ω,
admet une infinite´ de solutions dans W 1,p0 (Ω), dont une solution au moins est borne´e et
deux solutions au moins sont borne´es si b ≥ p− 1.
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2) Aussi, le the´ore`me 2.1 recouvre et pre´cise le re´sultat re´cent de multiplicite´ de [2,
the´ore`me 3.1], relatif aux solutions radiales du proble`me avec une autre puissance de
gradient :
Corollaire 7.3.4 Soit Ω = B(0, 1). Conside´rons le proble`me{
−∆mw = c |∇w|q + λf dans Ω,
w = 0 sur ∂Ω,
(7.3.1)
avec m > 1, c > 0 et q ≥ (m− 1)N/(N − 1), ou` f est radiale et
f ∈ Lk (Ω) , k > N(q −m+ 1)/q.
Alors il existe λ˜ > 0 tel que pour tout λ < λ˜, le proble`me (7.3.1) dans D′(Ω) admet une
infinite´ de solutions radiales, dont une solution est dans C1
(
Ω
)
.
Preuve. Dans le cas radial, le proble`me (7.3.1) fait intervenir la de´rive´e w′ :
−r1−N(rN−1 |w′|m−2w′)′ = c |w′|q + λf. (7.3.2)
Conside´rons le changement de fonctions w′ = A |u′|p/q−1 u′ avec p = q/(q − m + 1) et
A = (c/(p− 1)−p/q. Nous avons
p
q
(m− 1)− 1 = m− 1
q −m+ 1 − 1 =
2(m− 1)− q
q −m+ 1 =
q
q −m+ 1 − 2 = p− 2,
donc
|w′|m−2w′ = Am−1 |u′|p(m−2)/q |u′|p/q−1 u′ = Am−1 |u′|p(m−1)/q−1 u′ = Am−1 |u′|p−2 u′,
et Am−1 = (c/(p−1)−p(m−1)/q = (c/(p−1)−p+1 et c |w′|q = cAq |u′|p = c(c/(p−1)−p |u′|p =
(p − 1)(c/(p − 1)−p+1 |u′|p = (p − 1)Am−1 |u′|p. Donc en substituant dans (7.3.2) et en
divisant par Am−1, l’e´quation se re´duit formellement a`
−r1−N(rN−1 |u′|p−2 u′)′ = (p− 1) |u′|p + ρf, (7.3.3)
ou` ρ = A1−mλ = (c/(p− 1))p−1λ.
Puisque m > 1 on a 1 < q/(q −m+ 1) et
q ≥ (m− 1)N/(N − 1)⇔ q/(q −m+ 1) ≤ N,
donc 1 < p ≤ N,. Par hypothe`se, on a f ∈ Ls (Ω) , s > N/p. Par le the´ore`me 3.1.3, pour
tout ρ < λ1(f) ou` λ1(f) est de´finie par (3.1.14), et pour toute mesure µs ∈M+s (B(0, 1))
il existe une solution renormalise´e positive vs du proble`me{
−∆pvs = ρf(1 + vs)p−1 + µs dans Ω,
vs = 0 sur ∂Ω;
(7.3.4)
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donc il existe une infinite´ de solutions positives us = ln(1 + vs) ∈ W 1,p0 (Ω) de
−∆pus = (p− 1) |∇us|p + ρf dans Ω.
Prenons µs,a = aδ0, avec a > 0. Alors (7.3.4) admet au moins une solution radiale vs,a,
obtenue comme dans le the´ore`me 6.1.1 par le the´ore`me de Schauder pour les fonctions
radiales. Alors u = us,a est radiale, et r 7→ u(r) satisfait (7.3.3) dans D′((0, 1)), d’ou`
u ∈ C1 ((0, 1]) et u′(r) < 0. Alors
w(r) = −A
∫ 1
r
|u′|p/q−1 u′ds ∈ C1 ((0, 1]) ,
w(r) ≥ 0 et w satisfait (7.3.4) in D′((0, 1)) avec λ = ((p− 1)/c)p−1ρ.
De plus x 7→ w′(|x|) ∈ Lq (Ω\ {0}) , et {0} a une p-capacite´ 0 puisque p ≤ N, donc
w ∈ W 1,q0 (Ω) , d’ou` |∇w|m−1 ∈ Lp′(Ω). Soit ϕ ∈ D(Ω) et ϕn ∈ D((Ω\ {0}) convergeant
vers ϕ dans W 1,p0 (Ω). Alors∫
Ω
|∇w|m−2∇w.∇ϕndx = Am−1
∫
Ω
|∇u|p−2∇u.∇ϕndx
= Am−1
∫
Ω
((p− 1) |∇u|p + ρf)ϕndx =
∫
Ω
(c |∇w|q + ρf)ϕndx;
et en passant a` la limite, nous trouvons que w est une solution de (7.3.1) dans D′(Ω).
Alors il existe une infinite´ de solutions radiales de (7.3.1) pour tout λ < λ˜ = ((p −
1)/c)p−1λ1(f). En conside´rant µs,a = 0, le proble`me en u admet une solution radiale
borne´e u0 ∈ C1 ([0, 1]), donc (7.3.1) admet une solution radiale w0 ∈ C1
(
Ω
)
.
Remarque 7.3.5 De plus, puisque v = vs,a est radiale, par les hypothe`ses sur f, nous
pouvons savoir le comportement des solutions singulie`res au voisinage de 0. Nous distin-
guons deux cas :
(i) Cas 1. Si q > (m− 1)N/(N − 1), c’est a` dire p < N, alors il existe l > 0 telle que
lim
r→0
r(N−p)/(p−1)v(r) = l et lim
r→0
r(N−1)/(p−1)v′(r) = l(p−N)/(p− 1).
ou` v(r) = v(|x|) = v(x). En effet v ∈ C1(B(0, 1)\ {0}) est solution de
−∆pv = ρf(1 + v)p−1 dans D′(B(0, 1)\ {0}). (7.3.5)
En d’autres termes
−(rN−1 |vr|p−2 vr)r = rN−1ρf(1 + v)p−1 dans D′((0, 1)) .
Conside´rons le changement de variable
v(r) = V (t), f(r) = F (t), t = r(p−N)/(p−1).
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Alors V ∈ C1([1,∞)) et satisfait
−(|Vt|p−2 Vt)t = ρF (t)(1 + V )p−1 dans D′((1,∞)) ,
D’ou` V est concave.
Puisque f ∈ Lk(B(0, 1)) avec k > N/p et v est solution de (7.3.5), singulie`re en 0 alors
nous de´duisons d’apre`s [10] qu’il existe C1, C2 > 0 telles que
C1 ≤ r(N−p)/(p−1)v(r) ≤ C2,
pour tout x ∈ B(0, )\ {0} avec  assez petit. D’ou`
C1 ≤ V (t)/t ≤ C2, pour t suffisamment grande.
Maintenent, par la concavite´ de V il est facile de voir que la fonction
t→ h(t) = V (t)− V (1)
t− 1 =
V (t)
t− 1
est de´croissante. En e´crivant h(t) = V (t)
t
( 1
1−1/t) on peut de´duire que h(t) est minore´e par
C1/2 pour t assez grand. Alors il existe l > 0 telle que lim
t→∞
h(t) = l. D’ou` lim
t→∞
V (t)/t = l.
Donc
lim
r→0
r(N−p)/(p−1)v(r) = l.
Puisque v est concave et lim
t→∞
V (t)/t = l > 0 nous obtenons lim
t→∞
Vt(t) = l, qui implique
lim
r→0
r(N−1)/(p−1)v′(r) = l(p−N)/(p− 1).
De plus
l = (p− 1)(N − p)−1 |SN−1|−1/(p−1) a1/(p−1).
En effet, pour  assez petit et ϕ ∈ D(B(0, 1)) on a∫
Ω
|∇v|p−2∇v.∇ϕdx = ρ
∫
Ω
f(1 + v)p−1ϕdx+
∫
{|x|=}
|∇v|p−2∇v. x|x|ϕdS (7.3.6)
Or v est radiale, donc∫
{|x|=}
|∇v|p−2∇v. x|x|ϕdx =
∫
{|x|=}
|v′()|p−2 v′()ϕ() dS
=
∫
{|x|=1}
N−1 |v′()|p−2 v′()ϕ() dS1
qui tend vers Lϕ(0) avec L =
(
(N − p)l
p− 1
)p−1
|SN−1| ou` |SN−1| =
∫
{|x|=1} dS1. Donc,
faisant tendre  vers 0 dans (7.3.6) nous obtenons
−∆pv = ρf(1 + v)p−1 + Lδ0 dans D′(B(0, 1)).
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Donc L = a. D’ou` nous trouvons la valeur de l.
Et u′ = v′/(1 + v), donc |u′|p/q−1 u′ = −((N − p)/(p − 1)r)−p/q(1 + o(1)). Si q > m,
c’est a` dire si q > p, alors w est borne´e, la singularite´ apparaˆıt au niveau du gradient . Si
q < m, alors w(r) = Cr−(m−q)/(q−m+1)(1 + o(1)), avec C = C(N,m, q, c). Si q = m − 1,
alors w(r) = C(− ln r)−1(1 + o(1)).
(ii) Cas 2. Si q = (m − 1)N/(N − 1), alors p = N . Dans ce cas nous utilisons le
changement de variable
v(r) = V (t), t = − ln r,
et nous trouvons
lim
r→0
(− ln r)−1v(r) = cNa1/(N−1) et lim
r→0
rv′(r) = −cNa1/(N−1),
avec cN = |SN−1|−1/(N−1) .
Et |u′|p/q−1 u′ = −(r(− ln r))−(N−1)/(m−1)(1 + o(1)). Si N < m, alors w est borne´e ; si
N > m, alors w = C(− ln r)−(N−1)/(m−1)r−(N−m)/(m−1)(1 + o(1)), avec C = C(N,m, c). Si
N = m, alors w = C(ln(− ln r)(1 + o(1)).
7.4 Un re´sultat d’existence pour des ope´rateurs plus
ge´ne´raux
On conside`re le proble`me non line´aire suivant{
−div(A(x, u,∇u)) = B(x, u,∇u) + λf dans Ω
u = 0 sur ∂Ω,
(7.4.1)
ou` Ω est un ouvert borne´ dans RN , avec N > 1, p est un re´el tel que 1 < p < N et
A : Ω × R × RN → RN et B : Ω × R × RN → ×R sont deux fonctions de Carathe´odory
ve´rifiant les hypothe`ses suivantes :
(HA) Ils existent deux constantes α > 0, β0 > 0, et une fonction positive b0 ∈ L
N
p−1
telles que
(A(x, s, ξ)− A(x, s, η))(ξ − η) > 0, (7.4.2)
A(x, s, ξ).ξ ≥ α |ξ|p , (7.4.3)
|A(x, s, ξ)| ≤ β0(b0(x) + |s|p−1 + |ξ|p−1) (7.4.4)
pour presque tout x ∈ Ω, pour tout s ∈ R et tout ξ, η ∈ RN , avec ξ 6= η.
(HB) Ils existent deux constantes γ > 0 et γ0 ≥ 0 telles que
−γ0A(x, s, ξ).ξ ≤ B(x, s, ξ)sign(s) ≤ γ A(x, s, ξ).ξ (7.4.5)
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pour presque tout x ∈ Ω, pour tout s ∈ R et tout ξ ∈ RN .
Finalement, on suppose que f ve´rifie
f ∈ L1(Ω), f 6≡ 0 (7.4.6)
On note
λ1(f) = inf
w∈W 1,p0 (Ω)
w 6=0
∫
Ω
|∇w|p dx∫
Ω
|f | |w|p dx. (7.4.7)
On va montrer le re´sultat suivant qui e´tend le corollaire 7.1.1 a` des ope´rateurs plus
ge´ne´raux, et ame´liore un re´sultat de [16] ou` f est suppose´e dans LN/p(Ω).
The´ore`me 7.4.1 Supposons que les hypothe`ses (HA), (HB) et (7.4.6) soient ve´rifie´es.
Si λ1(f) > 0, alors pour tout λ > 0 telle que
γp−1λ < (p− 1)p−1αλ1(f) (7.4.8)
il existe au moins une solution u ∈ W 1,p0 (Ω) du proble`me (7.4.1), qui ve´rifie la re´gularite´
exponentielle suivante
(eθ|u|/(p−1) − 1)sign(u) ∈ W 1,p0 (Ω) (7.4.9)
pour tout θ > 0 tel que
θp−1λ < (p− 1)p−1αλ1(f) (7.4.10)
Preuve. On va suivre tre`s fide`lement les e´tapes de la de´monstration du [7, the´ore`me
2.1] avec les diffe´rences suivantes :
1) Dans leur de´monstration, les auteurs conside`rent une suite d’approximation quelconque
de f qui converge fortement LN/p(Ω). Ici, nous conside´rons une approximation particulie`re
de f :
fn = max(−n,min(f, n)).
Dans de l’e´tape 2 de leur de´monstration, les auteurs utilisent l’ine´galite´ de Ho¨lder, l’ine´galite´
de Sobolev et la convergence forte dans LN/p(Ω) de la suite d’approximation de f pour
e´tablir l’estimation a` priori. Ils ont aussi utilise´ l’ine´galite´ de Ho¨lder et la convergence
forte dans LN/p(Ω) de la suite d’approximation de f pour montrer l’e´qui-integrabilite´
dans l’e´tape 5. Ici, dans l’ e´tape 2 et la preuve de la convergence (7.4.27) de l’e´tape 5,
nous utilisons le fait |fn| ≤ f et que l’hypothe`se λ1(f) > 0 implique∫
Ω
|f | |v|p dx ≤ λ1(f)−1
∫
Ω
|∇v|p dx, (7.4.11)
pour tout v ∈ W 1,p0 (Ω).
2) Dans l’e´tape 4 nous donnons une de´monstration plus simple en utilisant une estimation
a priori de l’e´tape 2. On peut aussi adapter leur de´monstration en utilisant le fait que
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|f | (C + |v|)p−1 ∈ L1(Ω) pour tout C > 0 et v ∈ W 1,p0 (Ω) si λ1(f) > 0 (voir la section
3.4.1).
E´tape 1 : Approximation. Pour tout n ∈ N∗, on de´finie
fn = max(−n,min(f, n)) = Tn(f), Bn(x, s, ξ) = B(x, s, ξ)
1 + 1
n
B(x, s, ξ)
(7.4.12)
et considerons le proble`me d’approximation{
−div(A(x, un,∇un)) = Bn(x, un,∇un) + λfn dans Ω
un = 0 sur ∂Ω.
(7.4.13)
Puisque |Bn(x, s, ξ)| ≤ n et A ve´rifie l’hypothe`se (HA), alors d’apre`s le re´sultat classique
de Leray et Lions (voir [9] ) il existe au moins une solution un ∈ W 1,p0 (Ω). Puisque le
second membre de l’e´quation est borne´, alors la solution un est borne´e.
E´tape 2 : Estimation a priori. Fixons un θ ≥ γ qui ve´rifie (7.4.10) et on de´finit la
fonction
vn = ((e
ν|un| − 1)sign(un))/ν, ou` ν = θ/(p− 1) (7.4.14)
Il est facile de remarquer les e´galite´s suivantes
ν + θ = p ν, ∇ vn = eν|un|∇un, eθ|un| = (1 + ν |vn|)p−1 (7.4.15)
La fonction de´finie par ϕn = e
θ|un|vn appartient a` W
1,p
0 (Ω) ∩ L∞(Ω) avec
∇ϕn = eθ|un|∇ vn + θ |vn| eθ|un|∇un
d’ou`, en conside´rant ϕn comme fonction test dans (7.4.13), on obtient∫
Ω
(eθ|un|A(x, un,∇un).∇ vn + θ |vn| eθ|un|A(x, un,∇un).∇un) dx
= λ
∫
Ω
fne
θ|un|vn dx+
∫
Ω
Bn(x, un,∇un)eθ|un|vn dx
= λ
∫
Ω
fne
θ|un|vn dx+
∫
Ω
Bn(x, un,∇un)eθ|un| |vn| sign(un) dx
par suite ∫
Ω
eθ|un|A(x, un,∇un).∇ vn dx = λ
∫
Ω
fne
θ|un|vn dx
+
∫
Ω
(Bn(x, un,∇un)sign(un)− θ A(x, un,∇un).∇un)) eθ|un| |vn| dx
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Remarquant que |Bn(x, s, ξ)| ≤ |B(x, s, ξ)|, utilisons l’hypothe`se (7.4.5) sur B, on obtient∫
Ω
eθ|un|A(x, un,∇un).∇ vn dx ≤ λ
∫
Ω
|fn| eθ|un| |vn| dx
+
∫
Ω
(γ − θ)A(x, un,∇un).∇un))eθ|un| |vn| dx
Le dernier terme est ne´gatif puisque θ ≥ γ et A ve´rifie l’hypothe`se de coercivite´ (7.4.3).
Par conse´quent, en tenant compte des e´galite´s (7.4.15), on a∫
Ω
ep ν|un|A(x, un,∇un).∇un dx ≤ λ
∫
Ω
|fn| |vn| (1 + ν |vn|)p−1dx
Par l’hypothe`se (7.4.3), on a∫
Ω
ep ν|un|A(x, un,∇un).∇un dx ≥ α
∫
Ω
ep ν|un| |∇un|p dx = α
∫
Ω
|∇ vn|p dx
par suite en combinant les deux ine´galite´s pre´ce´dentes, puis d’apre`s (7.4.11) en utilisant
l’ine´galite´ (1 + r)p ≤ (1 + )rp + C(, p) pour tout r ≥ 0 nous obtenons
α
∫
Ω
|∇ vn|p dx ≤ λ
∫
Ω
|fn| |vn| (1 + ν |vn|)p−1dx
≤ λ
ν
∫
Ω
|f | (1 + ν |vn|)pdx
≤ λ(1 + )ν
p
ν
∫
Ω
|f | |vn|p dx+ λ
ν
C(, p) ‖f‖L1(Ω)
≤ λ(1 + )ν
p−1
λ1(f)
∫
Ω
|∇ vn|p dx+ λ
ν
C(, p) ‖f‖L1(Ω)
donc
(α− λ(1 + )ν
p−1
λ1(f)
)
∫
Ω
|∇ vn|p dx ≤ C(λ, ν, , p, ‖f‖L1(Ω))
Pour θ > 0 verifiant (7.4.10) on peut choisir  telle que 0 <  < αλ1(f)−ν
p−1λ
νp−1λ , c’est a` dire
α − λ(1+)νp−1
λ1(f)
> 0, par consequent on conclut qu’il existe C > 0 qui ne de´pend pas de n
telle que ∫
Ω
|∇ vn|p dx ≤ C. (7.4.16)
Donc
vn est borne´e dans W
1,p
0 (Ω). (7.4.17)
Puisque un =
1
ν
log(1 + ν |vn|)sign(vn), alors
∇un = ∇ vn
1 + ν |vn| (7.4.18)
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par suite |∇un| ≤ |∇ vn|, donc par (7.4.17) on de´duit que
un est borne´e dans W
1,p
0 (Ω). (7.4.19)
E´tape 3 : Preuve de la re´gularite´ (7.4.9). Par (7.4.19) et (7.4.17), il existe deux
sous suites encore note´es un et vn, deux fonctions u ∈ W 1,p0 (Ω) et v ∈ W 1,p0 (Ω) telles que
un ⇀ u faiblement dans W
1,p
0 (Ω) et presque partout dans Ω,
vn ⇀ v faiblement dans W
1,p
0 (Ω) et presque partout dans Ω,
ou`
v = ((eν|u| − 1)sign(u))/ν, avec ν = θ/(p− 1).
Conside´rons maintenant un autre θ, note´ θ′, telle que θ′ ≥ γ et
(θ′)p−1λ < (p− 1)p−1αλ1(f).
Posons
v′n = ((e
ν′|un| − 1)sign(un))/ν ′, ou` ν ′ = θ/(p− 1).
L’estimation a` priori (7.4.16) montre que v′n est borne´e dans W
1,p
0 (Ω). D’ou` on de´duit que
(eθ
′|u|/(p−1) − 1)sign(u) ∈ W 1,p0 (Ω),
pour tout θ′, telle que
θ′ ≥ γ et (θ′)p−1λ < (p− 1)p−1αλ1(f).
Ce qui implique la re´gularite´ (7.4.9) pour tout θ > 0 satisfaisant (7.4.10). En effet, puisque
γ ve´rifie (7.4.8) alors on conclut la re´gularite´ pour 0 < θ < γ.
E´tape 4 : Estimation pour
∫
{|un|>k}
|∇un|p dx.
Par (7.4.14) on a eν|un| = 1+ν |vn|, donc {|un| > k} =
{|vn| > (eν k − 1)/ν}. Par suite,
en utilisant (7.4.18) on obtient∫
{|un|>k}
|∇un|p dx =
∫
{|vn|>(eν k−1)/ν}
|∇ vn|p
(1 + ν |vn|)pdx
≤ 1
eν p k
∫
{|vn|>(eν k−1)/ν}
|∇ vn|p dx
≤ 1
eν p k
∫
Ω
|∇ vn|p dx ≤ C e−ν p k
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ou` C est une constante qui ne de´pend pas de n. D’ou`
lim sup
n→+∞
∫
{|un|>k}
|∇un|p dx ≤ C e−ν p k
par conse´quent
lim
k→+∞
lim sup
n→+∞
∫
{|un|>k}
|∇un|p dx = 0 (7.4.20)
E´tape 5 : Convergence forte des troncatures Tk(un) dans W
1,p
0 (Ω).
Fixons k > 0. Dans cette e´tape nous montrons que
∇Tk(un) n→∞−→ ∇Tk(u) fortement dans (Lp(Ω))N . (7.4.21)
Pour montrer cette convergence nous utilisons une technique duˆe a` Bebsoussan, Boccardo,
Murat [1]. Nous de´finissons
wn = Tk(un)− Tk(u)
Pour ρ = (γ0 + θ)
2/4, nous conside´rons la fonction
ψ(s) = s eρ s
2 ∀s ∈ R.
Cette fonction est de´rivable, croissante et satisfait
ψ(0) = 0 et ψ′ − (γ0 + θ) |ψ| ≥ 1/2 (7.4.22)
Puisque wn ∈ W 1,p0 (Ω) ∩ L∞(Ω) et ψ(0) = 0 alors
yn = ψ(wn)e
θ|un| ∈ W 1,p0 (Ω) ∩ L∞(Ω),
avec
∇yn = ψ′(wn)eθ|un|∇wn + ψ(wn)eθ|un|sign(un)∇un
Prenons yn comme fonction test dans (7.4.13) nous trouvons
Jn = I
1
n +Mn (7.4.23)
ou`
Jn :=
∫
Ω
A(x, un,∇un) · ∇wn ψ′(wn)eθ|un|dx,
I1n :=
∫
Ω
fnψ(wn)e
θ|un|dx,
Mn :=
∫
Ω
[Bn(x, un,∇un)sign(un)− θA(x, un,∇un) · ∇un]ψ(wn)sign(un)eθ|un|dx,
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Posons
Jkn =
∫
{|un|≤k}
[A(x, Tk(un),∇Tk(un))− A(x, Tk(un),∇Tk(u))] · ∇wn ψ′(wn)eθ|Tk(un)|dx,
Mkn =
∫
{|un|≤k}
(γ0 + θ) [A(x, Tk(un),∇Tk(un))− A(x, Tk(un),∇Tk(u))] · ∇wn |ψ(wn)| eθ|Tk(un)|dx,
Mn =
∫
{|un|≤k}
[Bn(x, un,∇un)sign(un)− θA(x, un,∇un) · ∇un]ψ(wn)sign(un)eθ|Tk(un)|dx,
I2n =
∫
{|un|≤k}
A(x, Tk(un),∇Tk(u)) · ∇wn ψ′(wn)eθ|Tk(un)|dx,
I3n =
∫
{|un|>k}
A(x, un,∇un) · ∇wn ψ′(wn)eθ|un|dx,
I4n =
∫
{|un|>k}
[Bn(x, un,∇un)sign(un)− θA(x, un,∇un) · ∇un]ψ(wn)sign(un)eθ|un|dx,
I5n =
∫
{|un|≤k}
(γ0 + θ)A(x, Tk(un),∇Tk(un)) · ∇Tk(u) |ψ(wn)| eθ|Tk(un)|dx,
I6n =
∫
{|un|≤k}
(γ0 + θ)A(x, Tk(un),∇Tk(un)) · ∇wn |ψ(wn)| eθ|Tk(un)|dx.
En de´composant Ω en Ω = {|un| ≤ k} ∪ {|un| > k}, il est facile de voir que
Jn = J
k
n + I
2
n + I
3
n
et
Mn =Mn + I
4
n
Par suite, (7.4.23) devient
Jkn + I
2
n + I
3
n = I
1
n +Mn + I
4
n (7.4.24)
En utilisant l’hypothe`se (7.4.5)et γ ≤ θ, nous avons
−γ0A(x, s, ξ).ξ ≤ Bn(x, s, ξ)sign(s) ≤ θ A(x, s, ξ).ξ (7.4.25)
pour presque tout x ∈ Ω, pour tout s ∈ R et tout ξ ∈ RN .
Donc
Mn ≤
∫
{|un|≤k}
|Bn(x, un,∇un)sign(un)− θA(x, un,∇un) · ∇un| |ψ(wn)| eθ|Tk(un)|dx
=
∫
{|un|≤k}
(θA(x, un,∇un) · ∇un −Bn(x, un,∇un)sign(un)) |ψ(wn)| eθ|Tk(un)|dx
≤
∫
{|un|≤k}
(θ + γ0)(A(x, un,∇un) · ∇un) |ψ(wn)| eθ|Tk(un)|dx
=Mkn + I
5
n + I
6
n.
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Donc, par (7.4.24) nous obtenons
Jkn + I
2
n + I
3
n ≤ I1n +Mkn + I5n + I6n + I4n
Par (7.4.22) nous avons
Jkn −Mkn ≥
1
2
In,
ou`
In =
∫
{|un|≤k}
[A(x, Tk(un),∇Tk(un))− A(x, Tk(un),∇Tk(u))] · ∇wn dx.
Par conse´quent
1
2
In ≤ I1n − I2n − I3n + I4n + I5n + I6n. (7.4.26)
Dans la suite nous montrons que I4n ≤ 0 et Ijn tend vers 0 lorsque n tend vers ∞ pour
j 6= 4.
• j = 1. Nous allons montrer que
In3 =
∫
Ω
ψ(wn)e
θ|un|fndx
n→∞−→ 0 (7.4.27)
En effet puisque ψ(wn)e
θ|un|fn = ψ(wn)(1 + θ |vn|)p−1fn converge presque partout vers
0 il suffit, d’apre`s le the´ore`me de la convergence de Vitali, de montrer que la suite est
e´qui-integrable.
Puisque |wn| ≤ 2k alors il existe une constante C(k) inde´pendante de n telle que |ψ(wn)| ≤
C(k). L’e´qui-integrabilite´ re´sulte du fait que pour tout Bore´lien B on a∫
B
∣∣ψ(wn)(1 + θ |vn|)p−1fn∣∣ dx ≤ C(k)∫
B
(1 + θ |vn|)p−1 |f | dx
= C(k)(
∫
B
|f |1/p |f |(p−1)/p (1 + θ |vn|)p−1dx)
≤ C(k)(
∫
B
|f | dx)1/p(
∫
B
|f | (1 + θ |vn|)pdx)(p−1)/p
≤ C(k)C1(
∫
B
|f | dx)1/p
car en utilisant l’hypothe`se λ1(f) > 0 et (7.4.16) nous trouvons∫
B
|f | (1 + θ |vn|)pdx ≤
∫
Ω
|f | (1 + θ |vn|)pdx ≤ c(1 + λ1(f)−1
∫
Ω
|∇vn|p dx) ≤ C1.
ou` C1 > 0 est une constante inde´pendante de n.
• j = 2. Posons
E1n = χ{|un|≤k}A(x, Tk(un),∇Tk(u))ψ′(wn)eθ|Tk(un)|,
E1 = χ{|u|≤k}A(x, Tk(u),∇Tk(u))ψ′(0)eθ|Tk(u)|.
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En utilisant le the´ore`me de convergence de Vitali, et, sur l’ensemble {|u| = k}, le fait que
A(x, s, 0) = 0, nous avons
E1n
n→∞−→ E1 fortement dans (Lp′(Ω))N .
ou` p′ est le conjugue´ de p :
1
p
+
1
p′
= 1.
Donc, puisque ∇wn = ∇Tk(un)−∇Tk(u) tend vers 0 faiblement dans (Lp(Ω))N , I2n tend
vers 0.
• j = 3. D’abord, nous montrons que
E2n = A(x, un,∇un)ψ′(wn)eθ|un| est borne´e dans (Lp
′
(Ω))N . (7.4.28)
En effet wn (et donc ψ
′(wn)) est borne´e dans L∞(Ω). Posons S = sup
n≥1
‖ψ′(wn))‖p
′
∞. En
utilisant l’hypothe`se de croissance (7.4.4), les ine´galite´s eθ|un| = (1 + ν |vn|)p−1 et ∇ vn =
(1 + ν |vn)|)∇un, nous trouvons∣∣E2n∣∣p′ ≤ Sβp′0 ((b0(x) + |un|p−1 + |∇un|p−1)(1 + ν |vn|)p−1)p′
= Sβp
′
0
(
b0(x)(1 + ν |vn|)p−1 + |un|p−1 (1 + ν |vn|)p−1 + |∇vn|p−1
)p′
≤ c(p)Sβp′0
(
b0(x))
p′(1 + ν |vn|)p + |un|p (1 + ν |vn|)p + |∇vn|p
)
Notons C(p) = c(p)Sβp
′
0 . En utilisant l’ine´galitie´ de Ho¨lder avec q = N/p et q
′ = N/(N−p)
nous obtenons∥∥E2n∥∥p′p′ ≤ C(p)((‖b0‖p′N/(p−1) + ‖un‖pN) ‖(1 + ν |vn|)‖pp∗ + ‖vn‖pW 1,p0 (Ω)) .
D’ou` nous obtenons (7.4.28) puisque b0 est suppose´e dans L
N
p−1 (Ω) et puisque vn est borne´e
dans W 1,p0 (Ω) qui implique en particulier que un est borne´e dans L
N(Ω).
D’autre part ∇wn = ∇Tk(un)−∇Tk(un), donc nous avons
χ{|un|>k}∇wn = −χ{|un|>k}∇Tk(un)→ 0 fortement dans (Lp(Ω))N .
Donc, par cette convergeance et (7.4.28), nous de´duisons que I3n tends vers 0.
• j = 4. Puisque ψ est croissante, nous avons
χ{|un|>k}ψ(wn)sign(un) = χ{|un|>k}ψ(Tk(un)− Tk(un))sign(un) ≥ 0
presque partout dans Ω. Donc, en utilisant la condition (7.4.25) nous obtenons I4n ≤ 0.
• j = 5. La quantite´ I5n tends vers 0 puisque ∇Tk(u) |ψ(wn)| tends fortement vers
∇Tk(u) |ψ(0)| = 0 dans (Lp(Ω))N , et χ{|u|≤k}A(x, Tk(un),∇Tk(un))eθ|Tk(un)| est borne´e
dans (Lp
′
(Ω))N .
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• j = 6. La quantite´ I6n tends vers 0 puisque ∇Tk(un)−∇Tk(u) converge faiblement vers 0
dans (Lp(Ω))N , et par le the´ore`me de Vitali et ψ(0) = 0, χ{|u|≤k}A(x, Tk(un),∇Tk(u)) |ψ(wn)| eθ|Tk(un)|
converge fortement vers 0 dans (Lp
′
(Ω))N .
Par les re´sultats sur Ijn, 1 ≤ j ≤ 6, et l’ine´galite´ (7.4.26) nous de´duisons que In tend
vers 0 puisque In d’apre`s l’hypothe`se (7.4.2) ; c’est a` dire∫
{|un|≤k}
(A(x, Tk(un),∇Tk(un))− A(x, Tk(un),∇Tk(u))) · (∇Tk(un)−∇Tk(u)) dx n→∞−→ 0
(7.4.29)
Par la condition de croissance (7.4.4) et le the´ore`me de Vitali nous avons
χ{|un|>k} (A(x, Tk(un),∇Tk(un))− A(x, Tk(un),∇Tk(u))) · (∇Tk(un)−∇Tk(u))
= χ{|un|>k} (A(x, Tk(un), 0)− A(x, Tk(un),∇Tk(u))) · ∇Tk(u)→ 0
fortement dans L1(Ω) lorsque n→∞,
Donc, par (7.4.29), nous de´duisons que∫
Ω
(A(x, Tk(un),∇Tk(un))− A(x, Tk(un),∇Tk(u))) · (∇Tk(un)−∇Tk(u)) dx n→∞−→ 0
(7.4.30)
PuisqueA satisfait l’hypothe`se (HA), alors on peut de´duire (7.4.21) en utilisant (7.4.30)d’apre`s
un re´sultat de Browder, voir [5, page 27] ou [4, Lemme 5].
E´tape 6 : Passage a` la limite. Notons Gk(s) = s − Tk(s) pour tout s ∈ R. Alors
pour tout k > 0, on a
∇un −∇u = ∇Tk(un)−∇Tk(u) +∇Gk(un)−∇Gk(u).
En utilisant (7.4.20) et (7.4.21) nous obtenons
∇un n→∞−→ ∇u fortement dans (Lp(Ω))N ,
c’est a` dire
un
n→∞−→ u fortement dans W 1,p0 (Ω).
Finalement, il est facile de passer a` la limite dans le proble`me d’approximation (7.4.13)
et montrer que u est solution du proble`me (7.4.1).
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Re´sume´ :
Dans ce manuscrit de the`se nous pre´sentons des nouveaux re´sultats concernant l’existence,
la non-existence, la multiplicite´ et la re´gularite´ des solutions positives pour deux proble`mes
quasiline´aires elliptiques avec conditions de Dirichlet dans un domaine borne´. Dans le chapitre
1 d’introduction, nous de´crivons les deux proble`mes que nous allons e´tudier et nous donnons
les principaux re´sultats. Le premier, d’inconnue u, comporte un terme de source de gradient a`
croissance critique. Le second, d’inconnue v, contient un terme source d’ordre 0. Dans le chapitre
2 nous donnons des nouveaux re´sultats de re´gularite´ des solutions renormalise´es utiles pour notre
e´tude.
A l’aide d’un changement d’inconnue, nous e´tablissons un lien pre´cis entre les proble`mes en
u et v. Le chapitre 3 est consacre´ a` montrer ce lien et a` donner une premie`re application.
Dans les chapitres 4 et 5 nous traitons de l’existence de solutions, la solution extre´male et
sa re´gularite´, l’existence d’une deuxie`me solution borne´e du proble`me en v. Dans le chapitre 6
nous de´montrons un re´sultat d’existence pour le proble`me en v avec des donne´es mesures de
Radon borne´es quelconques. Dans le chapitre 7 nous obtenons des nouveaux re´sultats pour le
proble`me en u en utilisant la connexion entre ces deux proble`mes.
Mots cle´s :
Proble`mes quasiline´aires elliptiques, p-Laplacien, mesures de Radon borne´es, p-capacite´, to-
pologie e´troite, topologie faible ∗, solution renormalise´e, solution atteignable, solution minimale
borne´e, solution extre´male, re´gularite´, multiplicite´, deuxie`me solution borne´e, fonctionnelle d’Eu-
ler, solution semi-stable, ge´ome´trie de col, suites de Palais-Smale.
Abstract :
In the thesis manuscript we present new results concerning existence, nonexistence, multi-
plicity and regularity of positive solutions for two elliptic quasilinear problems with Dirichlet
data in a bounded domain. In chapter 1 we describe the two problems which we study in the
sequel and we give the main results. The first one, of unknown u, involves a gradient term with
natural growth. The second one, of unknown v, presents a source term of order 0. In chapter 2
we give new regularity results for renormalized solutions.
Thanks to a change of unknown we establish a precise connection between problems in u
and v. Chapter 3 is devoted to show this connection and to give a first application.
In the chapters 4 and 5 we treat existence solutions, extremal solution and its regularity,
the existence of a second bounded solution for the problem in v. In chapter 6 we prove a result
of existence for the problem in v with general bounded Radon measures data. In chapter 7 we
obtain new results for the problem in u by using the connection between these two problems.
Keywords :
Elliptic quasilinear problems, p-Laplacien, bounded Radon measures, p-capacity, narrow to-
pology, weak ∗ topology, renormalized solution, reachable solution, minimal bounded solution,
extremal solution, regularity, multiplicity, second bounded solution, Euler function, semi-stable
solution, geometry of Mountain Path, Palais-Smale sequences.
