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1. INTRODUCTION 
On the basis of Sturmian theorems for scalar elliptic equations, McNabb 
[ 7] developed criteria for the unboundedness of solutions of parabolic 
equations compared with solutions of elliptic equations. Using a Picone 
integral identity, Dunninger [5] proved Sturmian theorems by comparing 
bounded solutions of a parabolic inequality with those involving an elliptic 
operator. Extensions of these studies to a time-dependent matrix differential 
system by comparing with a time-independent vector differential system were 
given by Chan and Young [ 1, 21 for second and fourth orders, respectively. 
More recently, criteria for the unboundedness of solutions of higher-order 
systems in one space variable were given by Kusano and Narita 161. 
Using a maximum principle and the parabolic version of Hopfs lemma, 
Noussair and Swanson [9] gave a Sturmian theorem for two scalar parabolic 
inequalities having identical coefficients in the first and second order 
derivative terms. Recently. Sturmian results. for more general parabolic 
inequalities subject to mixed lateral boundary conditions were given by Chan 
and Young [3]. Unlike the papers mentioned in the previous paragraph. these 
latter two papers compared a time-dependent scalar inequality with another 
time-dependent scalar inequality. 
The main purpose of this paper is to extend the results of Chan and Young 
] 1. 3 ] to a time-dependent matrix differential system by comparing with a 
time-dependent vector differential system. In Section 2, we give two auxiliary 
lemmas. In Section 3, we establish three theorems, two of which are 
extensions of Theorems 1 and 4 of Chan and Young [3], respectively. To 
illustrate our results, two examples are constructed. In Section 4, we prove 
results on singular as well as on unbounded matrix solutions. These 
generalize the results of Chan and Young ]I ] there to both time-dependent 
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matrix and vector differential systems since the presence of the real, 
continuous and positive matrix function K (in that paper) does not 
complicate our argument here. 
2. AUXILIARY LEMMAS 
Let R * denote an unbounded connected region in E” x [0, co), where E” 
is the n-dimensional Euclidean space. A point (x,, x2, x3,..., x~, t) of R * is 
denoted by (x, t). We assume that R * has the property that 
R,-R*n{t=r), 
where r is a positive constant, is a bounded nonempty domain in E”, with R, 
being bounded and nonempty. Let R; denote the closure of R,, and aR, and 
3R * be the boundaries of R, and R *, respectively. The lateral surface 
S-aR”\R, 
of R* is assumed to have, at every point, a continuous outward unit normal 
which is nowhere parallel to the t-axis. Let R*\R, be denoted by R, and (v,, 
v2. v~,..., v,) denote the outward unit normal to aR,. In the special case when 
the closure R - of R is a cylindrical region, the above unit normal coincides 
with the unit normal to S. 
Let Di denote differentiation with respect to xi. i = 1, 2, 3,..., n. Also let 
the differential operators I and L be defined respectively by 
fu = Di [a,(~, t) Dp] + 26,(x, t) D,u + c(x, t)u - u, inR, (2.1) 
L V = Di [,4,(x, t) DjV] + 2Bi(x, t) Di V + C(x, t)V - I’, inR. (2.2) 
where unless otherwise specified, the repeated indices i and j are to be 
summed from one to n respectively. All the results of this paper can be 
stated routinely for the more general operator I with coefficients depending 
also on u and Vu, where V denotes the gradient, and for the more general 
operator L with coefficients depending also on V and VV; we do not do this 
here in order to avoid unnecessary complications in the presentation. Let H 
be a domain in Em containing the origin. The domain ,4, of (2.1) is the set of 
all real m-vector functions u in C’(R-) f7 C”(R) with range in H while the 
domain A, of (2.2) is an analogous set of real m x m matrix functions V in 
C’(R -) n C’(R) with range in H”. The coefficients uii, bi and c are real 
m x m matrix functions such that aij are continuously differentiable, and bj 
and c are continuous. Analogous conditions are satisfied by the coefficients 
A,, Bi and C. The mn x mn matrix [Aij], where the (i,j)th block is A,, is 
assumed to be symmetric and positive definite. The latter in turn implies that 
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a continuous m x m diagonal matrix G, (cf. Noussair [ 8 I) can be 
constructed such that 
LA,1 -lBi’ is positive definite, 
-lBil’ G, 1 (2.3) 
where [Bjl is the mn x m matrix whose (i, 1 )th block is Bi. and [Bi 1’ 
denotes its transpose. Let uT and VT denote the transposes of u and V. 
respectively. and V-’ denote the inverse of V. Also, let 
f(f. u)r ) [(D,u)’ ajj D.,u - 2uTbi Diu - u’cu] d.~. 
RI 
F(,t. u)- 1. [(Diu)‘AiiDiu - 2urBi Diu -u’(C ~ G,)ul ds. 
-R, 
Q,(t.u. V,-,I: ([Diu-(DiV)V~‘u~TAii~D~iz~-(D;V) V’ul 
I 
- 2urBi[D;u - (Oil’) V-k] + u’G,u) dx. (2.4) 
?u!irl = viaii Dju. 
?Vi?i = “,A, Dj V. 
We note that the integrand of Q,(r, u, V) given by (2.4) is a positive definite 
quadratic form when G, satisfies (2.3). As in Chan and Young 11 1. a matrix 
V is said to be L-prepared if 
VrAijDjV=(DjV)‘AfjV, i = 1, 2, 3 . . . . . n. 
The following result is an extension of that of Chan and Young [I I to 
time-dependent systems in a noncylindrical domain. Its proof is similar to 
that there. 
LEMMA I. If u is in A,, then for t > 0. eaery L-prepared nonsingular 
matrix V in A, satisfies the identitJ9 
.JR Iu’(LV) T’u - urlu] d.u 
, 
= j,, [u’(fwpg v- ‘u - uT(2u/2q)) ds +f(t. u) 
, 
-F(t,u)+Q,(t,u, V)+ (_ (uk-u’V,V ‘u)d.u. 
R, 
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We note that if I is an identically zero operator, then the above lemma 
reduces to the following form. 
LEMMA 2. Zf u is in C’(R -), then for t > 0, every L-prepared 
nonsingular matrix V in A, satisfies the identity 
! ur(LV) V-b dx RI 
= I_ [Ur(av/a[) v-’ u - u’(i3u/c3q)] ds - F(t, u) + Q,(t, u, V) 
” dR, 
+j’ ( u%,-urVtV-‘u)dx. 
‘RI 
Let S = S, U S,, where one of the sets S, and S, may be empty. Also let 
where t is a positive constant. In the sequel of this paper, we assume that u 
and V satisfy respectively the following boundary conditions: 
au/arj +p(x, t)u = 0 on S,, (2.5) 
u=o on S,, (2.6) 
av/ay+P(x,t)V=O onS,. (2.7) 
As in Chan and Young [I], we assume that V is L-prepared and VrLV is 
negative semidefinite in R throughout the rest of this paper. For any r > 0, 
let R,, denote R n (0 < t < 5). 
3. SINGULAR SOLUTIONS ON R,, 
Unlike Theorems 2 and 3 of Chan and Young [I], where under 
appropriate hypotheses, V being bounded in norm implies that V is singular, 
we establish here that V is singular without imposing V to be bounded in 
norm. 
THEOREM 1. Let G, sati& (2.3). Zf there exists a function u in A, such 
that 
u’ludx>O, 
, 
u>O in R, 
(3.1) 
(3.2) 
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u=o on R,,, (3.3) 
J UT( p - P)u ds > 0, (3.4) s, 
;-(I, u) -w, u) > 0, (3.5) 
[hen ecery diagonal matrix V in A, must be singular somewhere on R,, for 
anv r > 0. 
ProoJ Let us assume that V is nonsingular on R,,. Then there exists a 
unique real vector function w in C’(R,,) such that u = VW on R,,. Thus, 
IV = V-‘u. Using Lemma 1 and the boundary conditions (2.5), (2.6) and 
(2.7). we obtain for any 0 < t < t. 
( [ wTVr(L V)w - Z.&U] d.r 
‘R, 
= 1’ u’( p - P)u ds +f(t, u) - F(t, u) 
51, 
+Q,(Lu, V)+ (- ( du, - urV,V+u)d.~. (3.6) 
-R, 
Since -V, V ’ = VV; ‘, the integrand of the last integral on the right-hand 
side of (3.6) may be written as urV(V-‘u),. Let the diagonal elements of C’ 
be denoted by Do, k= 1,2,3 ,..., m. Using (3.1), (3.4), (3.5) and (2.3). we 
obtain from (3.6) that 
;“- 1. uh L’~(u~/L’~)~ ds ,< 0. 
h:,-~ ‘R, 
1 > 0. 
Because for each value of k, -uk also satisfies the above inequality, we may 
assume that L’~ > 0 on R,, for k = 1. 2, 3 ,..., m. It follows from (3.2) that 
there exists some r between 1 and nt such that (u,,/r~,), < 0 in some 
subdomain H, of R, for I near to zero. Let 
H- u H,. 
0-I I 
Then (u,/c,), 6 0 in H implies that u,./c, is a nonincreasing function of t in 
H. From (3.3), u,/c, = 0 at t = 0. It follows by continuity that u,/P, < 0 in 
H: this contradicts (3.2) and the assumption that ~1~ > 0 on R,, for 
k = 1. 2. 3 . . . . . tn. Thus V must be singular somewhere on R,, for any r > 0. 
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Since 
f(f, u) - F(t, u) - 1 u'(C -c - G, - G,)u dx 
‘Rf 
= [ [(Diu)r (aij -A,) Dju - 2uT(bi - Bi) D,u + urG,u] dx, (3.7) 
-RI 
it follows that if the mn x mn matrix [aij -A,] is positive definite in R, then 
we can choose a continuous diagonal matrix G, such that the integrand on 
the right-hand side of (3.7) is a positive definite quadratic form. Let us 
denote this integral by QZ(tr u). The following theorem is an extension of 
Theorem 4 of Chan and Young [3] to the matrix and vector differential 
systems (2.1) and (2.2). 
THEOREM 2. If there exists a function u in A, sati&ing (3.1) to (3.4), 
and if [aij - Aij] is positive definite in R, and there exist G, and G, such that 
the integrands of Q, and Qz are positive definite quadratic forms, and 
[ uT(C-c-G,-Gz)udx>O, t>O, 
-RI 
then every diagonal matrix V in A,. must be singular somewhere on R,, for 
any 5 > 0. 
The proof is similar to that of Theorem 1. We note in particular that if for 
i = 1, 2, 3 ,..., n, Bi and bi are identically zero, then we may choose G, and Gz 
to be identically zero, and [A,] and [uij - Aij] can be positive semidefinite: 
thus we have from Theorem 2 the following generalization of Theorem 1 of 
Chan and Young 131. 
THEOREM 3. When bi and Bi in (2.1) and (2.2) are identically zero for 
i = 1, 2, 3,..., n, if there exists a function u in A, satisfying (3.1) to (3.4) such 
that 
1 u’(C-c)udx>O, t > 0, (3.8) 
‘RI 
and if [aij - Aij] is positive semideJnite in R, then every diagonal matrix V 
in AL must be singular somewhere on R,, for any r > 0. 
We note that if u = 0 on S, then the smoothness assumption on S, and the 
boundary conditions (2.7) and (3.4) can be omitted. 
Let us construct two examples to illustrate our results. 
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EXAMPLE 1. To illustrate Theorem 3. let us consider the differential 
operators I and L defined respectively by 
Ill f u,, + (1 + t-‘)U - u,, m> l.n= 1. (3.9j 
LVr v.,, + (4 + t-‘)V- v,. m> l.n= 1. 
in R = ((x. f) / 0 < .Y < rr. 0 < t). The function 
11 = 
is in A, and satisfies (3.1) to (3.3). Since u = 0 on the lateral boundary x = 0 
and .Y = rr, the boundary conditions (2.7) and (3.4) can be omitted. Because 
1. u’(C - c)u dx = 3mt’ I’= sin* x dx = 3mnt’/2 > 0. 
‘R, -0 
t > 0. 
it follows from Theorem 3 that every L-prepared diagonal matrix V in ,4, 
such that Vf. V is negative semidefinite in R must be singular somewhere on 
R,, for any r > 0. For example, V, = (t sin 2x)1, where I is the m x m 
identity matrix. is diagonal, L-prepared and satisfies the condition that 
c’, L I’, is negative semidefinite in R: it is singular at s = 0. 7-c/2. or X. or at 
I = 0. 
EXAMPLE 2. Let us consider the differential operators 1 and L defined 
respectively by (3.9) and 
L v = v,, - v - vr. m > 1. I? = 1. 
in R = ((x7 t) / 0 < .Y < r. 0 < t). Here. 
for any m-vector function u in A, satisfying (3.2). Thus the assumption (3.8) 
of Theorem 3 can never be satisfied. Since we may choose G, and Gz to be 
identically zero. it follows from (3.7) that 
f(L u) - Qt. u) < 0. 
contradicting hypothesis (3.5) of Theorem 1. Examples of L-prepared 
diagonal matrices Vz and V, in A, such that V2L C’, and V,L PV, are negative 
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semidefinite in R with det V, # 0 on R - and det V, = 0 somewhere on R,, 
for any r > 0 are given respectively by 
e’ cash x 0 
v, = 
0 cash x I 
for m = 2, 
e’ sinh x 0 
v, = 1 for m = 2. 0 sinh x 
4. SINGULAR AND UNBOUNDED MATRIX SOLUTIONS 
The restrictions on u in the previous section imply 1 is a singular operator 
for the initial boundary value problem: lu = 0 in R, where 1 is uniformly 
parabolic, subject to the initial condition u = 0 on R,, and the boundary 
conditions (2.5) and (2.6) with p > 0 (cf. Chan and Young [3] for the scalar 
case). In this section, we remove this implication, and the assumptions u = 0 
on R, and V is diagonal by considering a cylindrical region. Though in this 
way, we obtain weaker conclusions on singular matrix solutions, we can 
establish results not only on singular matrix solutions V on R -. but also on 
the unboundedness of V in R. 
Let the region be cylindrical. For any t > 0, let us denote R, by 0, and S,, 
by aB,. Let the norm of a matrix function t’ at a point (x, t) be defined by 
where L’* denotes the conjugate transpose of L’, and tr denotes the trace; the 
norm of an m-vector function U at (x, t) is given by 
11 U(x, f)ll = [ U”(x, f) U(x. f)] Ii?. 
Let ui, i = 1, 2, 3 ,..., m, be the components of U. Below is a criterion for 
singular matrix solutions V. 
THEOREM 4. Let G, safi@ (2.3). If there exists a nonfriuial u in A, such 
fhaf I(uII is bounded in R, (3.1) holds, and 
ui(3Uj/2f)>, 0 for i,j= 1, 2, 3 ,..., 11, (4-l) 
f(t, u) - F(f, u) + !;, u’(p - P)u ds ] df + 00 as r + 00, (4.2) 
I 
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then every V in A, such that 
V is symmetric and its eigenvalues are nonzero as t + co. (4.3 1 
(In V), commutes with In V. (4.4 1 
11 V/I is bounded in R. (4.5) 
must be singular somewhere on R -. 
ProoJ: Let us assume that V is nonsingular on R -. Then as in the proof 
of Theorem 1. we obtain (3.6). from which we have 
I-* 1’ u7VlV%dxdr> [’ u7(p-P)uds dt. 
0 I> I 
f(t,u)-F(t.u)+ 1. 
-0 .i<J, I 
(4.6) 
From the identity V = exp(ln V). where the principal value of In V (cf. 
Coddington and Levinson [4, pp. 65, 661) is taken. it follows from (4.4) that 
V, V-’ = V-IV, = (In V),. 
Thus. 
1. u7V,V-‘ud,y= 
R 
-(i u’(ln v), u d.x 
= ( ([ur(ln C’)u], - u:(ln V)u - u’(ln V) u,} d.u. (4.7) 
.R 
Since V is real and symmetric, there exists an orthogonal matrix S such 
that S ’ KS = J, where J is a diagonal matrix whose diagonal elements are 
eigenvalues of V. Since 
it follows from (4.5) that IJJIJ is b ounded in R. From Coddington and 
Levinson (4. p. 661. In V = S(lnJ) S -‘, which gives 
/I In VI/ = J/S(ln J) S ’ Ij < m 11 In Jl(. 
Because In J is a diagonal matrix whose diagonal elements are simply the 
logarithm of the corresponding elements of .I. it follows from (4.3) and /[J1’ is 
bounded in R that 11 In J/I b IS ounded in R. Hence l/In P’IJ is bounded in R. 
The integrand on the right-hand side of (4.7) is real. Let Re W’ denote the 
real part of the quantity W. Also let a be the minimum of the set 
(g.1.b. Re(cri,;), where i, j = 1. 2. 3 . . . . . m 1. 
H 
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with aij being the component of In V. By using (4.1), we have from (4.7) that 
Let 
z(t) = 1’ Re(u’(x, t)[fn V(x, t)] u(x, r)l dx. 
-0 
The left-hand side of (4.6) is given by 
.r 
j. .L 
u’V,V-‘udxdt 
which is bounded for any r > 0 since I]u[( and I]ln VII are bounded in R. Thus 
the left-hand side of (4.6) is bounded as r--t co, and this contradicts (4.2). 
Therefore V must be singular somewhere on R -. 
When the operator I is identically zero, we have the following result with 
weaker conditions on u by using Lemma 2. Its proof is similar to that of 
Theorem 4. 
THEOREM 5. Let G, satisfJj (2.3). If there exists a nontrivial u in 
C’(R -) such that IIuII is bounded in R, (4.1) holds, and 
F(~,u)-!;~ u’(p-P)uds]dt--m us r+oo, 
I 
then euery V in A, such that (4.3), (4.4) and (4.5) hold must be singular 
somewhere on R -. 
From the proofs of Theorems 4 and 5, we note that if (4.5) is replaced by 
the assumption that V is nonsingular on R -, then the conclusion of both 
theorems is that ]I VI( is unbounded in R. We also note that the assumptions 
(4.1) and I( I] ’ b u IS oun e in R are satisfied when u is independent of t as in d d 
the paper of Chan and Young [ 11; when n = 1, (4.1) reduces to (u’), > 0. If 
(4.1) is replaced by 
u,(aujpt) < 0 for i,j= 1, 2, 3 ,..., n, 
then in the proof, we take a to be the maximum of the quantity 
{l.u.b. Re(crij), where i, j = 1, 2, 3 ,..., m). 
R- 
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