Abstract-This paper shows that the high-frequency eddy-current (HFEC) measurement devices can be used not only for characterizing conductivity and magnetic permeability related properties of electrically conductive materials, but also for permittivity characterization of insulators. Maxwell's equations, finite-element method simulations, and experimental research are applied to support this hypothesis. An industrial HFEC device is used to measure the change of dielectric properties during the curing process of the epoxy resin L20. The measurement results are in good agreement with the expected behavior of the parameters relative permittivity and tan δ during cure. Using a capacitive reference device, similar characteristics regarding the change of the complex permittivity of the resin can be observed. In addition, HFEC imaging results on polymethyl methacrylate are presented, discussed, and compared with capacitive imaging. HFEC permittivity mapping benefits from a high spatial resolution with a sensitivity and penetration depth that is at least comparable with those of capacitive imaging technology.
I. INTRODUCTION

E
DDY current (EC) technology is the standard nondestructive evaluation of electric conductivity and magnetic permeability related properties in conductive materials [1] , [2] . However, this restriction to electrically conductive materials is also the most cited weakness of EC measurement in comparison with other electromagnetic technologies, e.g., [3] - [5] .
As this paper will demonstrate, this disadvantage can be overcome, when using EC devices, which operate in the high-frequency range ). In addition to the classical fields of application, the permittivity characterization on insulating and low-conductive materials becomes possible.
The technologies, which are currently prevalent for permittivity measurement on insulating materials, are either lumped or distributed circuit methods. The former use a capacitive setup whereas the latter rely on wave propagation principles in the microwave or terahertz frequency range [7] . Both approaches struggle to penetrate electrically conductive materials. In addition, the lumped circuit methods are limited in spatial resolution. Standard lumped circuit methods operate in the low-frequency range and usually require an excellent electrical contact between the electrodes and the sample [8] . When using an appropriate calibration, high measurement accuracy of 0.1% regarding magnitude and 0.06°regarding phase can be achieved at nonconductive materials [9] . Applied to conductive materials, capacitive methods face the issue of electrode polarization [7] , [10] . In addition, two-side access to the sample is required, when using parallel plate electrodes. Interdigital capacitive sensors overcome this obstacle, resulting in a lower penetration depth [11] . For imaging purposes, the preferred methods do not require electrical contact to the sample. For the low-to mid-frequency range, single-sided stray-field capacitive imaging is available. This method is mainly used for mapping permittivity variations in nonconductive materials or sandwich structures. However, the use on conductive materials is mainly limited to surface characterization as charges accumulate there. The penetration depth of capacitive imaging on insulating materials increases in correspondence with the electrode size, but it must be carefully traded off against a decreasing spatial resolution [12] . Another group of permittivity measurement technologies are distributed circuit methods, which operate at the microwave or terahertz frequency band [7] . Microwave measurement approaches use either open or closed structures to characterize the permittivity of the material of interest [13] . Closed structures like the cavity perturbation technology or waveguide and coaxial transmission line methods usually require a particular sample preparation and geometry [14] . Consequently, they are not suitable for measuring complex parts or large area applications. Open structures, such as openended probe reflection systems or free-space transmission systems, are generally suitable for imaging and operate in the electromagnetic near or far field. The spatial resolution in the far field depends on the measurement frequency and is generally limited to about half of the wavelength, resulting in ∼15 mm at 10 GHz [15] , [16] . Consequently, high-resolution 0018-9456 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
far-field imaging requires higher measurement frequencies, which is more expensive [15] . In the near field, the spatial resolution is mainly determined by the geometry of the probe. Thus, microwave near-field imaging achieves a high spatial resolution already at lower microwave frequencies [4] , [15] . Typical for near-field microwave imaging is a reflective setup with open-ended rectangular wave guides or open-ended coaxial probes [5] , [17] , [18] . A spatial resolution of 1 mm or less and a penetration depth of several millimeters are reported for insulating materials [19] . With evanescent microwaves probes, which are generated at the end of a microstrip resonator, even a lateral spatial resolution of 0.4 μm could be reached [4] . However, with smaller probes, the lateral resolution improves at the cost of the penetration depth [18] . In general, the reflective setups are sensitive to variations in the standoff distance between the probe and the sample [15] . Using a dual-polarized microwave reflectometer, this influence can be eliminated [5] . Although microwaves are generally not able to penetrate through conductive materials [11] , [15] or materials with a very high dielectric loss [18] , some of the near-field methods allow characterization of unidirectional carbon-fiber-reinforced polymers (CFRPs). In this case, the electrical field polarization needs to be perpendicular to the carbon fibers [5] , [15] . Hence, it works for unidirectional stacks, but fails at laminates with changing fiber directions, where penetration is not possible [15] . In addition to reflective setups, transmission technologies can be used for imaging purposes as well [20] , [21] . Due to diffraction effects at the edges of the samples, they are most suitable for large flat specimens [14] . The last group of dielectric imaging technologies, which shall be mentioned here, is terahertz imaging. It allows a higher spatial resolution than microwave testing in the far field due to the higher measurement frequency, but the hardware is still significantly more expensive. Similar to microwave imaging, it is generally restricted to electrically nonconductive materials or surface characterization of electrically conductive materials. An exception is the terahertz time-domain spectroscopy that penetrates several layers of CFRP [22] .
Comparing high-frequency EC (HFEC) measurement to the prevalent and previously discussed methods to characterize permittivity, two potential advantages become obvious: EC allows a high spatial resolution [23] , when compared with the lumped circuit methods and a good penetration depth in conductive materials. The reason can be found in the lower frequency and therefore, higher standard penetration depth of EC compared with microwave or terahertz technologies [24] , [25] . However, the real penetration depth of EC further depends on the diameter of the sensor, as an EC sensor does not generate a plane electromagnetic wave [25] , [26] . The penetration depth increases with the sensor size, at best reaching the standard penetration depth. Nevertheless, previous researchers reported a significant penetration depth in CFRP while maintaining a high spatial resolution [24] , [27] . Structural defects or inclusions in multidirectional CFRP up to 8 mm below the surface were detected [28] . As most of the briefly introduced technologies for permittivity characterization, the EC measurement is contact free, allows a single-sided inspection [27] , and does not require any special sample preparation [29] . However, usually it is solely used on conductive samples and the influence of the sample permittivity is neglected [1] , [2] . A potentially significant influence of sample permittivity on EC measurement was only reported in the context of characterizing CFRP [23] , [24] , [30] , [31] . The reason for this effect is seen in the conductive and capacitive network formed by the carbon rovings (bundles of carbon fibers) [30] .
The aim of this paper is to prove that permittivity related effects of low and nonconductive samples should not be neglected when using an HFEC device. They are rather strong enough to serve for permittivity characterization on insulating materials as we will show in the following sections. Starting with a description of electromagnetic fundamentals, the theoretical approach is followed by a discussion of results from finite-element method (FEM) simulations. Then, this paper will focus on the experimental monitoring of a curing epoxy resin to demonstrate the feasibility of the presented approach. Finally, the possibility of permittivity imaging is presented, and the results are discussed in comparison with capacitive imaging technology.
II. THEORETICAL INFLUENCE OF SAMPLE PERMITTIVITY
ON COIL IMPEDANCE Maxwell's equations for constant frequencies demonstrate that sample conductivity and permittivity influence the EC measurement.
Maxwell's equations describe the fundamentals of electromagnetic theory [32] 
The above equations are combined with the following constitutive equations:
Attention shall be drawn into two facts. 1) A magnetic field H with the magnetic flux density B, varying in time with the angular frequency ω (as it is caused by the ac in the coil) creates a rotating electric field E independent of the conductivity of the sample (3). This electric field is the source for ECs with the current density J, as well as for electric displacement fields D and, respectively, displacement currents with the density J D = j ωD. The current density J depends on the conductivity of the sample σ (7), whereas the displacement current density J D depends on the permittivity ε of the material to be tested (6) . 2) Both the ECs and the displacement currents are associated with a magnetic field H also influencing the coil's magnetic field (4); and therefore, the coil impedance. Although both conductivity and permittivity of the sample influence the coil impedance, they affect the EC measurement signal in different ways. The reasons are differences in the frequency dependence and within the phase shift of the two factors.
Both the magnitudes of EC density J and displacement current density J J are frequency dependent. They behave proportional to the intensity of the electric field E, which depends on the rate of change of the magnetic flux density B (3). Whereas EC density J is directly related to the electric field intensity E (7), the displacement current density J J depends on the rate of change of the electric field
Thus, the excitation frequency has much more impact on the ability to measure permittivity using EC technology, than to measure conductivity related effects of the sample. Subsequently, this might explain why displacement currents can be neglected at the lower frequency ranges, which are typically used for EC inspection of metallic materials. However, when using higher frequencies permittivity related effects of the sample become relevant, especially in low-conductive materials.
Even more relevant is the phase shift of the magnetic field in response to ECs compared with the one caused by displacement currents. Ideally, without dielectric losses, the magnetic field change resulting from the displacement currents is delayed by 90°compared with that caused by ECs. As a consequence, an increase in permittivity empowers the initial magnetic field, whereas a rise in conductivity weakens the magnetic field created by the coil.
To better understand this effect, it is useful to follow the phase characteristics of each physical phenomenon step by step during EC measurement (Fig. 1) . First, the current flowing initially through the probing coil I L0 is defined on the real axis, thus having a phase of 0°. The magnetic field with the strength H 0 , as well as the magnetic flux density B 0 (5), arising from the coil, are in phase with their source, the current. 1 Another behavior shows the electric field with the strength E 0 . It is shifted by −90°compared with its feeding alternating magnetic field (3). Exposed to a sample, the electric field leads to ECs with the density J and displacement currents with the density J D . As the permittivity of the sample is a complex value (9), the displacement current density J D is complex as well. The component J DP is proportional to the real part of complex permittivity ε . The component J Dl represents the dielectric losses and depends on the imaginary part of complex permittivity ε
Dielectric losses J Dl and EC density J occur in phase with the electric field. Together they represent the current density resulting from the effective conductivity σ + ε ω. In contrast, the displacement current D DP that is proportional to the real part of permittivity is characterized by a phase shift of 90°c ompared with the electric field.
Each of those effects causes a change in the magnetic field strength H C , which is in phase with its source (8) . Thus, compared with the initial magnetic field, the changes resulting from the real part of samples permittivity H CP empower the initial field as they have the same phase and direction. The magnetic fields resulting from the conductivity H CJ and the dielectric loss H Cl of the sample are shifted in phase by −90°compared with the coil's field without sample exposure. Consequently, they weaken the magnetic field of the coil and cause a phase shift of the resulting current I L_res , which is comparable with that resulting from higher ohmic losses within the coil [29] , [33] .
III. FEM SIMULATION
To test our conclusions drawn in Section II and to better understand the influence of complex factors like parasitic and interwinding capacitances within the coil, FEM modeling was used. It was found that probes with a maximum of two layers (in the radial direction) ensure that the permittivity measurement with EC technology is not dominated by interwinding capacitances within the coil. In addition, the FEM results confirm that an increase of the permittivity of a sample (real part) empowers the magnetic field in the coil.
A. Model and Solver Description
For FEM simulation, the EC module from ANSYS Maxwell 3-D 16.0 was used. Compared with the low-frequency modules from ANSYS Emag, Opera, and Flux 3-D this is the only module, where Maxwell's equations are fully implemented. Thus, the displacement currents are being considered [34] . Compared with many high-frequency modules, the EC module of ANSYS Maxwell has the advantage of simplified (stranded) modeling and analysis of probing coils, reducing the calculation time significantly.
The model consist of a stranded coil (a hollow copper cylinder with an outer radius of 3.9 mm, an inner radius of 2.35 mm, and 3.2-mm height, excited by an sinusoidal current of 100 mA per winding and 2.8 A in total), a cup core of ferrite material (μ r = 95, outer radius of 4.7 mm, 0.7-mm wall thickness, and 4.7-mm height) and a sample of 60 mm × 60 mm × 3 mm, positioned with a 0.4-mm liftoff to the probing coil. In addition, a 100% region was used, limiting the virtual space, where Maxwell's equations are solved. The Neumann boundaries were assigned to the outside of this region. Adaptive meshing was applied, using a maximum number of 25 passes to reach the defined error limit of 0.1%. Depending on the scope, the described model was adapted or expanded slightly, as explained in the following sections.
B. Relevance of Electric Fields Resulting From Interwinding Capacitances Within the Eddy Current Probe
A coil within an ac circuit does emit not only a primary electric field, which is linked to the primary magnetic field, but also a parasitic electric field due to its interwinding capacitances. The simulation reveals that this parasitic electric field can be even stronger than the primary electric field, depending on the design of the coil. This capacitive effect influences the permittivity measurement, especially at high frequencies. To narrow the gap between the simulation and the experiments, the probe coils used have to fulfill certain design criteria to ensure that the permittivity measurement is dominated by inductive effects and not by interwinding capacitances.
To evaluate whether the interwinding capacitance of an EC probe (ECP) has a significant effect on the objective to measure sample permittivity using HFEC, the parasitic as well as the primary electric fields were simulated and compared. The primary field was modeled using the EC solver as described above. As there is no possibility to simulate interwinding capacitances within the probe using this solver, the model was extended using an electrostatic solver. There, the parasitic electric field was modeled assuming the worst case of two adjacent wires having the opposite potential (+5 and −5 V). Compared are the magnitudes of the electric fields in both scenarios 0.4 mm away from the coil/the wire and the direction of the field vectors.
The simulation shows that the parasitic electric vector field of the ECP has another direction within the object under test than the primary electric field, but it has higher field strength (Fig. 2) . Based on the model of two adjacent wires with an opposite potential, the maximum magnitude of the parasitic electric field strength is almost 20 times higher than the maximum magnitude of the primary electric field, which is part of the electromagnetic wave created by the coil. Whereas the primary electric field is an eddy field sweeping around the magnetic vector field, the parasitic electric field is orthogonal to the sample.
Modeling the interaction of the primary and the parasitic electric field is not possible in ANSYS, as the electrostatic Magnitude of the primary electric eddy field within the object under test (top) compared with the magnitude (bottom) and direction (bottom, inset) of the parasitic electric field resulting from the interwinding capacitance of the coil.
module cannot be combined with the EC module. This makes it difficult to conclude whether the interwinding capacitance improves or disturbs the permittivity measurement with an ECP. The aim of this paper is to demonstrate that the permittivity measurements are possible using the inductive mechanisms (E × H field) of an ECP, thus the parasitic electric field needs to be reduced to a minimum.
To reduce the parasitic electric field, the wire length l between the two adjacent windings has to be optimized. At a given wavelength, this is the factor determining the potential difference. Consequently, it determines the parasitic electric field between the adjacent windings, as the voltage with the peak value û is propagating sinusoidal through the wire
The modeled maximum of U = 10 V [+5 and −5 V] between adjacent wires in a probe only appears when the distance between the adjacent wires l is half of a wavelength λ. For a measurement frequency of 10 MHz, the corresponding wire length between the two adjacent windings is ∼15 m. This would be the case for a coil with 60 windings per layer and 4 cm in diameter, which is not appropriate for high-frequency measurements. Nevertheless, here, the voltage would reach its maximum in one wire, whereas it would be passing the minimum in the other one. Thus, to minimize the potential difference U , the wire length between the two adjacent windings should be as small as possible. This can be achieved by fulfilling the following two design criteria.
1) Avoiding more than two layers of windings.
2) Keeping the coil diameter small. The condition of using ECPs with a maximum of two layers to minimize interwinding capacitances is related to the way the probing coils are built up. They are wound by first applying a full layer of windings on the coil former, e.g., from bottom to top, and then applying the second layer from top to bottom, and so on. Thus, a coil consisting of two layers typically has the adjacent turns with the maximum difference in potential not situated next to the sample, but on the opposite side of the coil. When adding a third layer to the coil, for the first time, the two adjacent windings next to the sample have a significant wire length l in between. This results in a significant voltage difference (Fig. 3) .
Reducing the coil diameter without removing the third layer reduces the parasitic electric field significantly but not sufficiently. Assuming a coil diameter of ∼6 mm and 10 turns per layer, the wire length l between the two adjacent winding is ∼0.38 m (π * d * 20). At 10 MHz, this is about one-hundredth of the wave length, leading to a maximum voltage difference between the adjacent wires <0.4 V. This is more than 20 times less compared with the +5/−5 V scenario but still sufficient to create an electric field with almost the same strength as the primary electric field of the ECP.
C. Change of the Magnetic Flux Passing Through the HFEC Probe Due to Permittivity Variations
The simulation results support the conclusions drawn in Section II. With increasing sample permittivity (real part) an increasing magnetic flux is passing through the HFEC probe. Increasing dielectric losses weaken the magnetic flux similarly as an increase of sample conductivity.
The previously described model was used in the simulation. Six homogenous samples were defined, showing differences in complex relative permittivity and bulk (Table I) . Relative magnetic permeability μ r was kept constant at μ r = 1.
The magnetic flux passing through the horizontal cross section S of the coil was calculated at f = 10 MHz using the field calculator
The calculated magnetic flux passing through the coil decreases with increasing sample conductivity (Table II, scenario IV-III) and is shifted away from the real axis (Table I,  sample IV) . The flux differences caused by a change of sample permittivity are quite small with ∼10 −14 Wb, which is a challenge for experimental evaluation. It will be important to strictly eliminate drift effects and to use a measurement setup that allows a very good signal-to-noise ratio. To eliminate drift effects like temperature changes regular reference or calibration measurements are needed. To achieve a good signal-tonoise ratio, there are two factors that should be considered.
1) It is important that the processed signal consists mainly of the change of the signal due to sample permittivity. It should not contain the total signal that is generated in the coil, as this is the orders of magnitudes bigger. Therefore, a thoroughly adjusted balancing coil is needed that can compensate for a good portion of the signal in air [35] . 2) It is critical to minimize noise by carefully selecting the components for the analog signal processing like cables, amplifiers, and the analog-to-digital converter. However, from a simulation point of view, the calculated flux differences are significant. The calculations of magnetic flux are reproducible up to about 10 −30 Wb difference, so the results are about the factor 10 16 away from the range of numerical error. By analyzing the calculated magnetic flux differences, three conclusions can be drawn for nonconductive samples.
1) The difference in magnitude of the magnetic flux | | is negative when the dielectric loss ε r increases celsius paribus (c.p.), but positive when the real part of permittivity ε r increases (Table II) . Hence, an increasing dielectric loss weakens the magnetic flux passing through the coil where increasing sample permittivity empowers it.
2) The change of the real part of the magnetic flux passing through coil Re( ) is mainly influenced by the change of the real part of permittivity ε r (Fig. 4) and shows a linear dependence on this variable within the analyzed limits. The flux change does not depend on the initial permittivity.
3) The change of the imaginary part of the magnetic flux passing through coil Im( ) shows a negative linear correlation with the imaginary part of permittivity ε r within the analyzed limits (Fig. 5) .
IV. MONITORING PERMITTIVITY CHANGE OF A CURING EPOXY RESIN Based on Maxwell's equations and on the FEM simulation, it was shown that it is theoretically possible to measure permittivity on insulators or composites using HFEC. The following section gives a first experimental proof. By monitoring the curing process of an industrial epoxy amine resin system, we demonstrate that permittivity data obtained with HFEC devices are comparable with those obtained with a standard capacitive sensor.
The cure monitoring was selected, because it is a timedependent process; i.e., it provides the opportunity to measure a permittivity change within one specific sample, avoiding typical sources for error in HFEC measurement. Such errors might be caused, for example, by differences in sample geometry and unintended differences in the experimental setups like liftoff, sample-to-sensor position, and so on. In addition, the selected task does not require directly measuring quantitatively, as the permittivity change during cure has a characteristic pattern overtime. Thus, a qualitative comparison with the reference method is possible.
A. Expected Permittivity Change of Epoxy Resins During Cure
To explain the change of dielectric properties during cure of an epoxy resin, the following topics are briefly introduced: 1) factors determining the permittivity of a material; 2) the curing process of an epoxy; and 3) the resulting permittivity changes during cure.
Permittivity describes how a material responds to an external electric field. It is a complex quantity resulting from the molecular mechanisms of polarization and charge migration. Charge migration occurs mainly at lower frequencies in the form of ionic conduction. Polarization is caused by dipole orientation, either of permanent dipoles or induced ones [36] , [37] . An extensive overview on molecular and environmental factors that are determining the permittivity of a material as well as on existing models can be found in [10] . To understand the expected permittivity change during cure, it is important to know that the permittivity of a material is frequency dependent, which is described by characteristic dielectric relaxation times within a variety of semiempirical equations [7] . Reaching a certain frequency, a growing number of permanent dipoles cannot move fast enough, hence permittivity is decreasing. At the same time, polarization losses increase, so the imaginary part of the permittivity is reaching a local maximum [10] . The dielectric relaxation times increase with increasing molecular weight and increasing viscosity [38] .
During the curing reaction of an epoxy resin and a hardener, the concentration of the reactants is decreasing whereas the concentration of the usually less polar end product [39] is increasing. Due to the cross-linking process, molecular weight is rising, resulting among others in an augmentation of viscosity. As the reaction is exothermic, heat is produced [37] .
These micro and macromolecular changes occurring within an epoxy during cure affect the permittivity in three different ways: 1) ionic conduction decreases; 2) dielectric relaxation times of the reactive system decline; and 3) the relative permittivity drops as well [37] , [39] - [41] .
The decrease of ionic conduction is only visible in the low-frequency range, thus this mechanism cannot be used for Fig. 6 . Progress of complex permittivity during cure [38] , [39] .
HFEC measurements [39] . However, especially, when using capacitive setups, scientists often rely on the change of ionic conduction to monitor the curing process [41] - [43] .
More relevant for HFEC measurement is the phenomenon of declining relaxation times. It can be observed as a peak of the imaginary part of permittivity measured at a constant frequency during cure (Fig. 6) . The peak indicates the point in time when the current relaxation time is equal to the reciprocal of the frequency (in rad). Thus, at higher frequencies, the peak occurs earlier than at lower ones (relaxation time has already increased so that the molecular motion cannot follow a higher frequency anymore but still can follow a lower one).
The second effect that can be used to monitor the cure of an epoxy with HFEC devices is the drop of the real part of permittivity. In the early stage of reaction, only a slight decrease of permittivity is observed, which results from the concentration change of reactants and the usually less polar end product. Later during cure, due to the increasing relaxation times and vitrification of the system, the permittivity decreases much more abruptly. Molecular motion cannot keep up with the measurement frequency anymore [39] . As explained for the loss peak, with increasing frequency, this phenomenon can be noticed earlier in the curing process (Fig. 6) .
Although dielectric cure monitoring is widely used, influences of the electromagnetic field on the sample cannot generally be neglected and should be evaluated regarding the specific material of interest. In particular, liquid-crystal thermosets show strong orientation effects on a microscopic level, resulting in a change of macroscopic properties, when cured under the influence of alternating electric fields or strong static magnetic fields [44] , [45] . In addition, the alignment of certain filler materials like carbon black [46] or carbon nanotubes [47] can be influenced by applying ac electric fields during cure. In addition, the electric fields can generate heat in polymeric samples due to dielectric losses. Hence, they can influence the curing process itself. This principle is used, for example, in microwave heating/curing [48] . However, for frequencies below the microwave range, and for the small electric fields that are used for dielectric cure monitoring, this effect of heat generation can be neglected.
B. Experimental Setup
An industrial epoxy amine resin system (L20 and EPH 161 distributed by R&G, Waldenbuch, Germany) was manually mixed following the prescribed weight ratio of 100:25. It was cured at room temperature afterward. During the curing process, the change of its permittivity was measured using a capacitive measurement setup and an HFEC device. The full set of measurements with the two different devices was not conducted on the same day nor at the same sample. Thus, the results may vary slightly between both approaches, as small deviations in stoichiometric composition or room temperature are possible.
The capacitive reference setup consisted of an LCR meter (HP4275A) connected to a comb electrode (Netzsch IDEX, Model 065S A/D, Ratio 80), built within a Faraday cage. About 20 g of the resin system were filled into a small cup (25-mm diameter and 30-mm high), and placed in the faraday cage immediately after mixing (Fig. 7) . The electrode was dipped into this cup until it was completely covered by resin. Capacitance C and dissipation factor D were measured at the frequencies 2 and 4 MHz and manually recorded every 5 min for the first 2 h. Later, the measurement interval was increased.
For the HFEC measurement, the industrial device EddyCUS CF map 4040 from Suragus and a specifically designed permittivity sensor named RD-P020B was used. The probe has an outer diameter of 24 mm, a coil diameter of 2 mm, and the highest sensitivity at 6 MHz. The manipulator of the device was used for a one-point measurement with a controlled, 1-mm liftoff between the sample and the probe. In addition, the mapping device made it possible to overcome the temperature effects caused by the exothermal curing reaction. The sensor was not permanently located at the measurement position, but parked at a reference position between two measurements. When the reference position was reached, a no sample measurement (air) was conducted for calibration purpose. Every 60 s, the sensor moved to the measurement position. There, ∼100 g of the epoxy resin was placed in a plastic cup (112-mm diameter and 15-mm high, Fig. 7 ). Movement and automated recording of the measurement data was realized by a software tool developed at Fraunhofer IKTS MD (former Fraunhofer IZFP, Dresden). HFEC measurements were conducted at 2 and 6 MHz. The LCR meter that was used for the capacitive reference setup was restricted to frequencies of 2, 4, and 10 MHz. Unfortunately, the HFEC sensor showed a low signal-to-noise ratio at 4 and 10 MHz, so 6 MHz was selected as the second measurement frequency. For a better comparison of the two different measurement technologies, curves were fitted to the tan δ values obtained at 2 MHz using the Excel solver (minimizing the sum of squares of deviations). Following the approach of [38] and [49] , a classical Debye model [50] was used for modeling chemical reactions in solutions. Thus, tan δ can be expressed as a function of the reaction time t, the angular frequency ω, and the four fitting parameters, namely, static permittivity ε s , high-frequency unrelaxed permittivity ε ∞ , the materialdependent time constants a, and the material-dependent inverse time constant k
with τ = ae kt . Using (13), the time t m , when the peak in the dissipation factor occurs, can be described
As the model is designed for chemical reactions in solutions, the fit only works well up to a certain degree of vitrification. We considered this point by only fitting the measurement data of the first 4 h.
C. Results of the Capacitive Reference Measurement
The permittivity change during cure (Fig. 8) , which was observed qualitatively via the comb electrode, shows the typical characteristics that we described earlier. For quantification, the permittivity of the substrate material and capacity of the cables must be considered. This could be done by experimental calibration measurements with a well-known fluid or alternatively by model-based expost corrections of the measured values [51] . The model-based approach requires the permittivity value of the substrate material [52] , which was not available. Likewise, a well-known liquid reference material, where complex permittivity is exactly listed for 2 and 4 MHz, could not be identified. As both permittivity of the substrate as well as capacity of the cables stay almost constant during cure, they do not influence the qualitative cure monitoring at a constant frequency. Only when comparing different frequencies, it is important to keep those influences in mind.
Focusing at one measurement frequency, it can be seen that the capacitance decreases during cure. It depends on the real part of permittivity [10] , [51] and shows the typical characteristics (as summarized in Section IV-A) that we would have expected regarding a permittivity change of an epoxy resin during cure. At first, the decrease is slow (about −0.05 pF/min). About 90 min after mixing (which is also the pot time of this epoxy system), permittivity drops much faster for the next 3-4 h (Fig. 8, about −0.2 pF/min) . Then, the capacitance decrease slows down again. When comparing the acquired data from 4 to 2 MHz (Fig. 8) , the expected time shift between both capacitance curves (Fig. 6 ) cannot be seen clearly. Probably, the difference in frequency is too small. Instead, at higher frequencies, a higher capacitance is measured; within the resin as well as without sample. However, this does not necessarily mean that the initial permittivity differs between 2 and 4 MHz. The cables and the electrode, which are not designed for such high frequencies, may influence the signal. This argument is supported by the fact that even in air, the measured capacitance rises with increasing frequency.
Looking at the dissipation factor tan(δ) (Fig. 8) , a rather good agreement with the expected behavior is observed. It shows a clear maximum during cure, which is reached earlier at higher frequencies. For 2-MHz, fitting parameters were estimated with ε s = 5.72, ε ∞ = 4.82, a = 1.06E−08 s, and k = 1.91E−04 s −1 at a mean squared error of 0.4E−05 between the measured and estimated tan δ. The time when the peak occurs was estimated at t m = 10 978 s.
D. Results of the HFEC Measurement
Using an HFEC device, it is possible to qualitatively monitor the permittivity change of an epoxy resin during cure. A very good agreement was found between the HFEC data and those obtained with the capacitive reference approach.
The right processing of raw data is crucial for an accurate interpretation of the results obtained by HFEC devices (Fig. 10) . For each EC measurement value, a corresponding reference value in air was taken by moving the sensor away from the sample, using the gantry of the scanner. These air values are used to reference each measurement value to air, and hence to eliminate temperature and long-term drift effects. Consequently, only the impedance difference Z between air and the sample is evaluated. Thus, the measured permittivity needs to be interpreted as a permittivity difference to air. This approach is widely used in EC measurement [1] . However, it is assuming an additive influence of drift.
In addition to the drift effects, it is also important to correct the frequency-dependent phase offset caused by the measurement system itself [53] . The phase of the measured impedance values is important for determining its real and imaginary parts, as well as the right tan δ. A numerical solution for correcting the phase offset has not yet been found. Hence, we made use of the capacitive reference values. Measurement with HFEC device during cure of epoxy resin L20: normalized imaginary part of complex impedance as a measure for real part of permittivity and tan δ of impedance analog to tan δ of permittivity. The phase offset was defined as follows. The tan δ of the first EC measurement was set to be equal to the dissipation factor measured with the capacitive approach at 2 MHz and to meet the dissipation factor calculated for 6 MHz by applying a Debye model [50] to the 2-MHz value. This might be inappropriate for a quantitative measurement (as the capacitive values are not exact either and tan δ of air is neglected), but for a qualitative comparison it should be sufficient.
The data set derived after processing the raw values can be used for analyzing the change of the complex impedance over cure time (Fig. 9) . From Maxwell's equations (1)- (4) and the FEM simulation (Sections II and III), we know that the change of the imaginary part of impedance represents the change of the real part of permittivity, whereas the real part of impedance is influenced by a changing dielectric loss. Subsequently, when comparing the HFEC measurement results to the capacitance and dissipation factor data obtained by the capacitive reference measurement, the change of the imaginary part of the complex impedance Z and the ratio real to imaginary part of complex impedance (tan δ) should be used. To enhance comparability of two measurement frequencies, we additionally normalized the imaginary part of the complex impedance Z (using the average of the first five measurements). Now, comparing the results obtained with the HFEC device to those measured with the capacitive reference setup, a high similarity can be seen. All the typical characteristics of the capacitive reference measurement are present in the HFEC data as well-such as the typical progression of relative permittivity or the frequency-dependent peak in dissipation losses tan δ. Even the relative change of permittivity is very consistent. At 2 MHz, the tan δ curve fitting parameters were estimated with ε s = 5.59, ε ∞ = 4.83, a = 1.13E−08 s, and k = 1.90E−04 s −1 at a mean squared error of 1.73E−05 between the measured and estimated tan δ. The time when the peak occurs was estimated with t m = 10 680 s. This is ∼5 min earlier than the estimated peak of the capacitive setup. This deviation is <3%, which is quite small regarding possible experimental differences in mixing ratio and room temperature as well as fitting uncertainties. The most significant difference is the higher scattering of the values measured with the HFEC device, resulting in a higher mean squared error for the fitting function. One explanation might be a slight deviation of the sensor position for each measurement. The probe can repetitively return to a position with an accuracy <100 μm. Compared with the 1-mm liftoff, this is still a significant deviation. Improving mechanics for the sensor movement, using an advanced sensor design and measuring at higher frequencies should reduce the scatter drastically. In addition, enhanced data processing, such as averaging of raw data or curve fitting, might be another possibility to improve the quality of HFEC cure monitoring.
However, the example of cure monitoring was selected to qualitatively prove the concept of permittivity measurement using HFEC devices in a favorable setup for this technology (see the introduction in Section IV). For an industrial application, in this field, HFEC will need to demonstrate its advantages compared with the capacitive measurement [49] , [51] and microwave cure monitoring [54] , [55] . At the moment, HFEC devices are not achieving measurement accuracies that are comparable with contacting capacitive or microwave methods. Nevertheless, for applications where this accuracy is not critical, HFEC measurement could be a robust and simple alternative [56] for qualitative cure monitoring. A calibration (using a known sample or a capacitive reference setup) is needed to determine the phase offset for a specific measurement frequency of a specific sensor. That calibration either could be done at the manufacturer of the HFEC device for each system, which is sold for permittivity measurement, or directly at the customer. If it should be done at the customer calibration samples with a known complex permittivity and a good instruction or even software for calibration should be supplied with the sensor. That would make especially sense for customers, who already own an HFEC device and want to use it additionally for permittivity characterization. Once calibrated, the system can be used for different resins and does not require contact to the sample. V. PERMITTIVITY IMAGING In addition to the single-point permittivity measurement described in the previous section, a qualitative permittivity image can be acquired by moving an HFEC probe over a dielectric material. A potential application would be the homogeneity control of the permittivity after the resin is cured. This is a good indicator for the degree of cross linking [10] or the detection of defects below the surface.
In addition to the proof-of-concept for HFEC permittivity mapping on insulating materials, this section should serve as a first experimental comparison with capacitive imaging. Therefore, we produced our samples according to the specifications mentioned in [12] .
Sample 1 is a 240 mm × 50 mm × 25-mm polymethyl methacrylate (PMMA) plate, which contains six 15-mm deep holes of different diameters (Fig. 11) . It was characterized using the industrial device EddyCUS CF map 4040 from Suragus combined with the sensor RD-P007B. This probe was particularly designed for permittivity mapping. It has an outer diameter of 16 mm, a coil diameter of 0.7 mm (allowing a high spatial resolution), and is especially sensitive at 1.75 and 3.5 MHz. An area of 30 mm×230 mm was scanned at 3.5 MHz and 25 dB, using a pitch of 0.2 mm × 1 mm. To avoid liftoff variations, the sample was scanned in contact with the sensor.
The resulting HFEC image (Fig. 12) shows all holes, even the smallest one with only 1-mm diameter. Compared with the results reported in [12] , the HFEC image shows a significantly better spatial resolution and a comparable or even slightly better sensitivity.
Sample 2 is a 240 mm×90 mm×10-mm PMMA plate containing four 20 mm × 20-mm flat-bottomed holes of different depths-2, 4, 6, and 8 mm (Fig. 13) . As opposed to the first sample, this time the sensor RD-P020B was used, which was already introduced in Section IV. An area of 195 mm×45 mm was scanned at 6 MHz, 32 dB, using a pitch of 0.2 mm×1 mm, once from faces A and B.
The resulting HFEC image from face A (Fig. 14 contains information on the depth of the holes (grayscale). This is another advantage compared with the capacitive imaging results reported in [12] . Again, the better spatial resolution of HFEC measurement is evident.
The HFEC image from face B (Fig. 15 ) proofs that the technology is able to detect hidden defects in insulating materials like PMMA. All holes, up to 8 mm below the sample surface, have been detected. The depth of the defect is visible in its gray shade, but mixed with the information on defect size (depth). However, with increasing distance to the surface, it becomes more difficult to see the exact shape of the defect. In comparison with the capacitive imaging results reported in [12] , it can be seen that HFEC shows a better visibility of the holes near the sample surface, whereas capacitive imaging achieves a better contrast for defects further away from the sample surface.
In general, capacitive imaging has the advantage that it is not influenced by magnetic properties of the sample. In addition, the detection of planar cracks, parallel to the sample surface might be easier due to the direction of the electric field [3] , [4] . However, an HFEC device might be more suitable to detect planar cracks, which are orthogonal to the sample surface or for measurement tasks where the sample surface is covered by a thin conductive layer. In addition, the HFEC device can be used for various other applications on conductive materials as well, which might be especially advantageous for small laboratories.
VI. CONCLUSION
Our research demonstrates that HFEC devices, operating in the megahertz frequency range, can not only be used for characterization of electrically conductive materials, but also for imaging and investigation of insulating samples. In this case, it is the complex permittivity of the material, which is influencing the complex impedance. The experimental evidence was given by monitoring the permittivity change during cure and by mapping defects in insulators. Potential advantages of HFEC permittivity measurements compared with capacitive imaging were identified (higher spatial resolution and defect depth indication). However, all the presented results were qualitatively and only attained on insulating samples. Maxwell's equations and FEM simulations give the indication that sample permittivity also influences the HFEC measurement of low conductive samples. In addition, there is the hypothesis that the sample permittivity is part of the HFEC response even when characterizing CFRP [23] , [30] .
A focus of future research, therefore, needs to address the following two topics.
1) The evaluation of measurement accuracy regarding quantitative permittivity characterization using a calibration curve. It is important to know the potential of HFEC to evaluate the tradeoff between the saving of sample preparation but lower measurement accuracy. 2) To evaluate the potential of HFEC for permittivity characterization of low conductive, highly anisotropic materials like multidirectional CFRP. On insulation materials, the technology is able to compete with capacitive imaging but not to compete against spatial resolution of microwave or terahertz systems (e.g., evanescent microwave probe imaging has a 0.4-μm lateral spatial resolution at 1 GHz [4] ). Multidirectional CFRP is the application where most existing permittivity characterization methods fail. Contacting capacitive methods suffer from electrode polarization [7] , [10] , capacitive imaging only allows surface characterization due to accumulating charges on the sample surface [12] and high-frequency methods, which are operating in the microwave or terahertz frequency range, only allow penetration into unidirectional CFRPs [5] , [15] . When evaluating the use of HFEC for permittivity measurement in CFRP, a major part of the work is not only evaluation of the possibility of permittivity characterization but also the separation of the different sample properties that are influencing the HFEC signal.
