A nonlinear multigrid method is developed for solving the three-dimensional Navier-Stokes equations in conjunction with the artificial compressibility formulation. The method is based on the full multigrid (FMG)-full approximation storage (FAS)-algorithm and is realized via an "unsteady-type" procedure, according to which the equations are not solved exactly on the coarsest grid, but some pseudo-time iterations are performed on the finer grids and some on the coarsest grid. The multigrid method is implemented in conjunction with a third-order upwind characteristics-based scheme for the discretization of the convection terms, and the fourth-order Runge-Kutta scheme for time integration. The performance of the method is investigated for three-dimensional flows in straight and curved channels as well as flow in a cubic cavity. The multigrid acceleration is assessed in contrast to the single-grid and mesh-sequencing algorithms. The effects of various multigrid components on the convergence acceleration, such as prolongation operators, as well as pre-and postrelaxation iterations, are also investigated.
INTRODUCTION
During the last decade, rapid advances in computer hardware have provided new avenues in the numerical simulation of three-dimensional fluid flows. However, even with the use of the most powerful super-computers the CPU requirements for three-dimensional steady and unsteady computations are still very high. Beside the use of parallel computers which allow us to reduce the computing time by increasing the number of processors, multigrid methods have been established as a powerful tool for accelerating the numerical convergence and, thus reducing the computing time.
The origin of the multigrid method is found in the papers of Fedorenko [1] and Bakhvalov [2] , and later on in the work of Brandt [3] . To make reference to all past works in connection with multigrid methods would be a task for the introduction of a book (e.g. [4, 5] ) rather than of the present paper. However, it is worth mentioning that most of the developments and applications of multigrid method for incompressible flows are related to elliptic systems of equations and mainly to SIMPLE-type approaches (e.g. Cope et al. [6] ). On the other hand, very few studies have dealt with the development of multigrid methods in conjunction with the artificial compressibility method (ACM) [7] . The idea of ACM is to introduce a pseudotemporal equation for the pressure through the continuity equation and, subsequently to couple the continuity with the momentum equations. Although there exist different implicit and semi-implicit methods for the incompressible Navier-Stokes equations and the present authors have experience with such methods, including semi-implicit projection methods of SIMPLE-type and algorithms for vorticity-vector potential formulation of the incompressible Navier-Stokes equations, there are several arguments which justify the use of ACM for computing incompressible flows. The most important arguments are: (i) there is recently an increasing interest to explicit methods since they offer high efficiencies in parallel computations, especially in the case of massively parallel computations; (ii) the discretisation schemes and solvers developed in conjunction with ACM for incompressible flows have many similarities with the methods developed for compressible flows. Therefore, the computational experience and developments gained from incompressible flows can easily be transferred to compressible flows and vice versa. Since, in many industrial applications both the computation of compressible and incompressible flows is sometimes required, e.g. automotive industry, the usage of ACM-based approaches offers a lot of advantages.
Concerning the development of multigrid methods in conjunction with ACM, there are very few studies in the literature. Farmer et al. [8] have developed a multigrid scheme for the solution of the Euler equations in conjunction with the ACM and applied it to free surface flows. They reported that 400 W -multigrid cycles were required to achieve convergence for the inviscid flow around a ship hull including free surface effects. Sheng et al. [9] have developed a multigrid algorithm for 3D incompressible turbulent flows in conjunction with the ACM and Newton relaxation methods. They investigated two different approaches for building coarse grid equations as well as the influence of implicit correction smoothing on increasing the stability of the scheme. They reported fast convergence rates for the case of external flows, but the multigrid efficiency appeared to deteriorate in the case of complex internal flows. The above multigrid methods were similar to the Jameson's multigrid procedures originally developed for the solution of the compressible Euler equations [10] [11] [12] and later on applied to the compressible Navier-Stokes equations [13, 14] . Lin and Sotiropoulos [15] have also recently developed a three-level V-cycle multigrid algorithm in conjunction with the ACM using a first-order upwind differencing for the discretization of the convection terms during the coarse grid iterations, while various schemes were implemented and tested for the discretization of these terms on the fine grid. They employed the FAS scheme proposed by Brandt, starting with an estimate of the solution on the finest grid and performing a fixed number of iterations on the coarser grids.
Other recent contributions in the field of multigrid methods, however, less relevant to the approaches used in this study, include the work by Dailey and Pletcher [16] who presented the implementation of multigrid method in conjunction with the preconditioned Navier-Stokes equations for low-Mach number two-dimensional, steady and unsteady flows. Lotstedt [17] also investigated three different relaxation procedures, Runge-Kutta time-stepping, GMRES, and modified GMRES, in conjunction with a multigrid algorithm for solving the steady state Euler equations, while recently Steelant et al. [18] presented a theoretical analysis of different implicit methods in multigrid form for the case of low Mach number flows.
The main differences between the present multigrid method and the aforementioned contributions are:
• the combination of the FMG and FAS approaches for solving the artificial compressibility formulation of the Navier-Stokes equations. The FMG procedure is used to provide a good initial approximation before the execution of V-cycles on the fine-grid, but also to calculate the basic coarse-grid functions used in the FAS procedure (see discussion about the FAS algorithm in Section 3);
• the implementation of the FMG-FAS in conjunction with a third-order upwind characteristics-based scheme [19, 20] , the latter being employed for the discretization of the convection terms at all grid levels, and
• the implementation and testing of various prolongation operators in conjunction with the FAS-FMG procedure, including a new operator, henceforth labelled mixed-prolongation, which is based on an upwind prolongation in the streamwise direction and bilinear prolongation in the cross-stream direction.
Subsequently, the objectives of the present study are (i) to develop the FMG-FAS nonlinear multigrid method and demonstrate its efficiency in various 3D incompressible flows, (ii) to investigate the effects of various multigrid components on the convergence acceleration, such as prolongation operators, coarsest-grid iterations, as well as pre-and postrelaxation iterations, and (iii) to assess the performance of the method against the mesh-sequencing and single-grid algorithms.
The remainder of the paper is organised as follows. In Section 2 the solution method is presented. The multigrid algorithm is described in Section 3 and the results are presented in Section 4. Finally, in Section 5 conclusions from the present study are drawn.
GOVERNING EQUATIONS AND SOLUTION METHOD
The governing equations and discretization scheme are described in detail in [19, 20] . In this paper the method is briefly presented in order to understand the implementation of the multigrid algorithm. The governing equations are the Navier-Stokes equations in curvilinear coordinates (ξ, η, ζ ):
The unknown solution vector U is
where p is the pressure; u, v, and w are the velocity components; and β is the artificial compressibility parameter. The inviscid fluxes E I , F I , G I and the viscous fluxes E V , F V , G V are written as
where the fluxes with "tildes" denote the corresponding Cartesian fluxes:
The terms σ i j (i, j = x, y, z) are the viscous stresses and J is the Jacobian of the transformation from Cartesian to generalised coordinates:
A characteristics-based method [19, 20] is used for the discretization of the inviscid terms. A Riemann solution in each flow direction can be constructed by splitting the inviscid equations into three one-dimensional equations. The primitive variables ( p, u, v, w) at the cell faces of the computational volume can then be defined as functions of their values ( p κ , u κ , v κ , w κ ) on the characteristics denoted by the subscript κ (κ = 0, 1, 2). For example, the primitive variables at the cell faces ξ = const are calculated as
In the above formulas λ 0 , λ 1 , and λ 2 are the eigenvalues defined by
The characteristic variables are calculated by a third-order upwind scheme,
The viscous terms are discretized by central differences and the time integration is obtained by an explicit Runge-Kutta method,
where n is the previous time level and N comes from rewriting the Navier-Stokes equations in the form:
The local time step t varies between the four Runge-Kutta stages and is defined by
where
) is the volume cell-face pointer, λ 1 and λ 2 are the eigenvalues (see Eq. (1)) at the cell faces, and χ stands either for ξ , η, or ζ . Thus, the local time step t depends on the grid and flow velocities. A CFL number of 0.5 was used in all calculations.
MULTIGRID ALGORITHM
To accelerate the convergence of the single-grid Navier-Stokes method presented in the preceding section, a full multigrid-full approximation storage (FMG-FAS) algorithm has been developed. As discussed in the introduction, the multigrid method is amongst the most popular approaches for accelerating fluid flow computations. Although the method was originally suggested for solving elliptic flow problems, it has also been successfully implemented in other cases, such as hypersonic flows [21] . However, little experience has been acquired so far from its implementation in conjunction with the artificial compressibility formulation [8, 9, 15] .
In the present work various prolongation operators have been implemented and tested. Some of the prolongation operators used here, e.g. upwind prolongation, cannot be used in conjunction with elliptic systems of equations. In the present work a three-level multigrid has been developed. There are several reasons for the choice of the so-called short-multigrid and among them are:
• the coarsest-grid level should have a sufficient number of grid points to provide a good correction onto the fine grid. Numerical experiments have shown that in the case of very coarse grids the efficiency of the multigrid is significantly reduced. This has also been observed in theoretical investigations of multilevel algorithms for nonsymmetric (see, e.g. [22, 23] and references therein) and nonlinear problems (see, e.g. [24] and references therein);
• short-multigrid algorithms are more efficient in parallel computations, as demonstrated in previous studies byÅlund et al. [25] and Axelsson and Neytcheva [26, 27] ;
• finally, it should be pointed out that the use of several grid levels increases the complexity of the computer code and memory requirements. If calculations on very fine grids are required, an alternative strategy could be to solve the equations sequentially on sets of three grids. In this case the initial condition, as well as the coarse-grid functions (see also the discussion about the FAS algorithm in this section), can be obtained by the solutions on the previous set of three grids. 
restriction of the defect to the intermediate grid
compute right hand side on the intermediate grid 
prolongation of the correction to the finest grid
postrelaxation iterations until the steady state solution on the finest grid is achieved
The components of the above full multigrid-full approximation storage (FMG-FAS) algorithm are discussed below.
Full Multigrid (FMG)
According to the FMG approach, computations are initially performed on the coarsest grid in order to provide a good initial guess for the intermediate grid. The same procedure is repeated on the intermediate grid in order to provide a good initial guess for the finest grid. Thus, FMG for three grids can be divided into three stages: two auxiliary stages, where the steady state coarsest and intermediate grid solutions are computed, and the main stage where multigrid sweeps on three grids are performed.
Full Approximation Storage (FAS)
This algorithm was first proposed by Brandt (see [3] and discussion in [4, 5] ) due to the nonlinearity of the problem. In the present work the FMG is combined with FAS. As known, for linear problems a correction of the solution on the fine grid can be directly computed on coarser grids using the same solution matrix with the right-hand sides of the equations being the restricted defect. However, this is not the case when nonlinear problems are solved. For nonlinear problems the multigrid corrections are formed as differences between some basic, reference solution and the currently computed approximation of this solution. That is why the three-grid FAS algorithm requires the calculation of the so-called coarse-grid functions. In the case of the three-level multigrid these functions need to be defined for the coarsest, 
Several numerical experiments were performed during the development of the present method and showed that the above implementation improves the performance of the multigrid algorithm in the case of fine grids and, additionally, this performance was retained for all flow cases and grids used. The effects of the coarse grid function on the multigrid acceleration are demonstrated in the results section for cavity flow calculations.
Relaxation Procedure
The single-grid algorithm described in Section 2 is used as relaxation procedure, (S f g , S ig ) and coarsest-grid solver. It should be noted that the Navier-Stokes solver used on the coarsest and intermediate grids is slightly different than the original single-grid solver. This is due to the fact that the right-hand side of the Navier-Stokes equations is identically zero inside the domain only in the case of the single-grid algorithm. In the case of the multigrid method the right-hand side of the equations on the coarsest and intermediate grids is not zero, due to the additional terms arising from the FAS linearization procedure.
Intergrid Transfer Operators
The restriction operator for the residuals is obtained by the volumes' weighted summation of the residuals over the fine-grid control volumes (CVs) which subsequently form the current coarse-grid CVs. The present implementation of the multigrid algorithm is based on the assumption that any coarse-grid CV consists of eight fine-grid CVs. In the case of simple geometries the original domain is covered by a coarse grid and this grid is further refined in such a way that any coarse-grid volume is split into eight fine-grid volumes. For complex geometries it is, however, suggested to first generate the finest grid, and then to construct the coarser grids by eliminating lines of the fine grid.
Various prolongation operators have been employed. For the sake of simplicity these operators are described below for the case of uniform grids. However, in the case of the bilinear and trilinear prolongation on nonuniform grids, geometrical factors (grid-weighted averages) such as the distances between grid nodes, have been taken into account. Let us denote by U f and U c the values of the variable U on the fine and coarse grids, respectively. For one-dimensional problems, the fine-grid cells with indices (2i − 1) and (2i) will form a coarse-grid cell denoted by the index (i).
The simplest definition of the prolongation operator is the linear interpolation (see also Fig. 3 ):
For two-and three-dimensional cases, bilinear or trilinear prolongation formulas can be obtained by combining 1D linear interpolation. A schematic of the bilinear interpolation for the two-dimensional case is shown in Fig. 4 , while for the three-dimensional case the prolongated value onto a fine-grid cell with indices (2i, 2 j, 2k) is given by: Another prolongation operator tested in this study is the piece-wise constant prolongation. For the 1D case this operator is defined as (see also Fig. 5 )
while for a three-dimensional problem the operator is written as
It should also be pointed out that in contrast to the trilinear prolongation the present piecewise constant prolongation is not based on grid-weighted averaging. An upwind piece-wise constant prolongation has also been implemented. For the one-dimensional case this is written as
where u i is the velocity of the fluid. The above is schematically shown in Fig. 6 for the 2D case when u i > 0 (the extension in 3D is straightforward).
In addition to the implementation of the trilinear, piece-wise constant and upwind piecewise constant prolongation, a combination of upwind prolongation in the streamwise direction and bilinear in the cross-stream plane (henceforth labelled mixed-prolongation) was also implemented and tested. This prolongation is schematically shown in Fig. 7 for the 2D case when u i > 0.
FIG. 6.
Schematic of the upwind piece-wise constant prolongation in 2D case.
FIG. 7.
Schematic of the mixed-prolongation in 2D case.
Coarsest Grid Solution
A multigrid algorithm can be realized by either a "steady-type" or "unsteady-type" procedure. The "steady-type" procedure is similar to that used in multigrid algorithms for elliptic problems. In this case the solution on the coarsest grid is computed almost exactly. In the "unsteady-type" multigrid the equations on the coarsest grid are not solved until the convergence is achieved. Similarly to the single-grid solution a pseudo-unsteady problem is solved according to which some of the time steps are performed on the finer grids and others on the coarsest grid. In the present work an "unsteady-type" multigrid has been developed.
RESULTS
The performance of the multigrid algorithm was investigated for the following threedimensional incompressible flows: (i) the flow development in a straight 3D channel of square cross-section, (ii) flow in a cubic cavity, and (iii) flow in a 3D channel with strong curvature.
For the channel flow a Reynolds number of 100, based on the centre-line velocity and channel width, is used. The calculations were performed on a single quadrant of the channel due to the symmetry. In order to investigate the multigrid performance on different grids, calculations were performed for two cases corresponding to fine grids with size 58×39×39 (case 1) and 42 × 17 × 17 (case 2), respectively. The grid points were slightly clustered in the x-direction near the channel entrance, while the grid was uniform in the other directions. The computed pressure coefficient along the channel centre-line was compared with the experimental data of Beavers et al. [28] (Fig. 8) . The axial development of the streamwise velocity at the channel centre-line as well as the velocity profile at X/(D * Re) = 0.02 (D is the channel width) were compared with the corresponding laser Doppler velocimetry measurements of Goldstein and Kreid [29] (see also Fig. 8) .
The efficiency of the multigrid method was assessed against the mesh-sequencing and single-grid algorithms. According to the mesh-sequencing technique the solution is first obtained on a sequence of coarser grids in order to provide an initial guess for the solution on the fine grid. One can easily understand that the first auxiliary stage of the FAS-FMG method is identical with the mesh-sequencing procedure used for solving the equations on the coarsest grid. The pressure residual against the corresponding work units is plotted in Fig. 9 for the multigrid (MG), mesh-sequencing (MS) and single-grid (SG) solutions for the case (1), while the corresponding work units for the cases (1) and (2) are shown in Table I . The work units are calculated by taking into account that one relaxation step at the grid level l is equivalent to 1/8 l−1 work units of the finest grid (l = 1). The pre-and postrelaxation Note. Re = 100.
FIG. 9.
Convergence history for the 3D entry flow in channel (grid 58 × 39 × 39).
iterations have also been included in the total work units. As can be seen from Table I by comparing the SG and MG work units, the MG algorithm offers a significant acceleration of the computations by a factor of over 30 and 19.5 for the cases (1) and (2), respectively. Comparing to the MS solution the acceleration factor is 13.3 and 9.5 for the cases (1) and (2), respectively. In the case of the SG solution the exact acceleration cannot be estimated since the computation was stopped before the prescribed convergence level is reached. The fact that an acceleration over 30 times had already been achieved, provided sufficient evidence for the efficiency of the MG algorithm. One can also notice from Table I that the MG sweeps are increasing from case (2) to case (1). This is due to the "unsteady-type" of multigrid implementation. According to the present implementation, the equations are not solved on the coarse grids of the MG cycle up to the final convergence and, therefore, the MG sweeps required will not be independent of the grid size. We have found that the above increases the performance of the MG solver by reducing the total work units, but as a result the MG sweeps will vary between different grids. The above computations were performed using the following combination of multigrid parameters: ν 1 = 0 pre-relaxations, ν cg = 100 steps on the coarsest grid, and ν 2 = 15 postrelaxations on each multigrid sweep. In all computations presented in this paper the artificial compressibility parameter was kept constant, equal to 1. The mixed-prolongation was used for the velocities after the auxiliary stage of the FMG, while the trilinear interpolation was used to prolongate the pressure and corrections from the coarse to the fine grid within each multigrid sweep.
Most of the multigrid studies in literature employ the trilinear interpolation as a prolongation operator. In some papers the choice of the piece-wise constant prolongation is also used. In general, the trilinear interpolation should be used for second-order derivatives (e.g. viscous terms) and the piece-wise interpolation for first-order derivatives (e.g. convective terms). However, the best choice for the prolongation operator is not obvious, especially in viscous flows where large gradients occur. In the present study four different variants of the prolongation operator were investigated:
1. mixed-prolongation for u, v, and w after the auxiliary stage, trilinear prolongation for p and corrections; 2. trilinear prolongation at all stages of the FMG-FAS procedure; 3. piece-wise constant prolongation at all stages of the FMG-FAS procedure; 4. upwind piece-wise constant prolongation for u, v, and w after the auxiliary stage, and trilinear prolongation for p and corrections.
The results using the above four variants are shown in Table II . In this table the number of multigrid sweeps (MG sweeps) on the fine-grid, required for steady state solution with accuracy of 10 −6 for the L 2 -norm of the u-residual, is shown. The number of work units is also given to allow comparison of the efficiency between different multigrid variants. As can be seen, the best results are obtained using the mixed-prolongation for velocities at the end of each auxiliary stage, combined with the trilinear interpolation for prolongating the pressure and corrections from the coarse to the fine grid during the multigrid sweeps.
As mentioned in Section 3, in the "unsteady-type" multigrid the equations on the coarsest grid are not solved up to the convergence, but a number of relaxation steps are performed. The dependence of the multigrid convergence on the relaxation steps is shown in Table III . The best performance is obtained for 100 relaxations, but the optimum number of relaxation iterations is not possible to be defined in advance. Various numerical experiments performed in this study showed that 80 to 100 relaxation steps on the coarsest grid during the MG cycles are sufficient to provide satisfactory convergence rates.
The effect of the pre-and postrelaxations has also been investigated and results are shown in Table IV . It is seen that multigrid is more efficient when only postrelaxations are performed. This conclusion is also in agreement with previous investigations by de Zeeuw [30] for the case of linear problems.
The second case is the flow in a cubic cavity at Re = 1000. No-slip boundary conditions for all velocity components on the wall were employed. In addition, no-slip conditions were used for the v and w velocity components on the upper lid of the cavity. Calculations were performed for two cases with the finest grids, 31 × 31 × 31 and 47 × 47 × 47, respectively. The streamlines in the x − y (z = 0.5) and y − z (x = 0.5) planes are shown in Fig. 10 . The convergence histories for the fine-grid case are shown in Fig. 11 and the work units are summarized in Table V . For the fine-grid case, 86 MG sweeps are sufficient to provide the steady state solution. In this case acceleration of the convergence by a factor of about 32, compared to the SG solution, was achieved. An investigation of the pre-and postrelaxation iterations on the multigrid performance was carried out using the 31 × 31 × 31 grid, and the results are summarized in Table VI . It was found that 10 to 15 relaxation iterations are sufficient for an efficient multigrid solution. Results for the effects of the coarse-grid function (see Section 3.2) on the MG performance are also presented in Table VII . The results indicate that the FAS-2 implementation offers a 15% to 20% reduction of the total work units. The last case is the three-dimensional flow at Re = 790 in a 90
• bend of 40 × 40 mm cross section. This flow case was experimentally studied by Humphrey et al. [31] . A schematic of the flow geometry is shown in Fig. 12 . The mean radius of the bend is 92 mm attached to the end of rectangular channel. A straight extension section is attached upstream of the bend entrance. The parameters of the experiment are such that the bend has a large enough turning angle and a small enough mean radius to generate severe distortion and a significant secondary flow. The multigrid performance was investigated on two different grids. the transverse plane. Computations were carried out using the half section of the duct in the z-direction because of symmetry. As inflow conditions the corresponding developed flow in a straight duct at Re = 790 was imposed at the inlet. In Fig. 13 comparisons of the present computations with the experimental results of [31] are shown. The comparisons are presented at two different radial locations,R = 0.3 andR = 0.7, for angles θ = 60
• and θ = 90 where R i and R o are the inner and outer radius, respectively. The comparisons show that the present predictions are in satisfactory agreement with the experimental results. In Fig. 14 the formation of secondary flow at θ = 90
• is shown.
Similar to the previous cases calculations were also carried out using the mesh-sequencing and single-grid algorithms. The work units and MG sweeps are shown in Table VIII , and the convergence histories are shown in Fig. 15 . The MG algorithm offers a significant acceleration of the convergence, especially in the case of the fine grid. Compared to the corresponding SG work units the acceleration factor is over 31 times. The SG computation was stopped when the convergence level had reached the value of 7 × 10 −6 compared to the corresponding value of 10 −6 for the MG solution. An acceleration factor of 14.5 is achieved when the MG work units are compared with the corresponding ones for the MS technique.
FIG. 15. Convergence history for the 90
• curved channel case (grid 80 × 80 × 40).
CONCLUSIONS
A nonlinear full multigrid-full approximation storage algorithm was developed in conjunction with the artificial compressibility formulation and a third-order upwind characteristics-based method. The time integration was obtained by the fourth-stage Runge-Kutta scheme. The multigrid performance was investigated for various three-dimensional incompressible flows and validation of the method was performed on different grid sizes up to 256,000 grid points.
The results showed that the present multigrid algorithm offers a significant acceleration of the computations in comparison with the single-grid and mesh-sequencing algorithms. The effects of different prolongation operators on the multigrid performance were also investigated. It was found that the prolongation operators may have significant effects on the multigrid acceleration. The best results were obtained by a combination of the mixedprolongation for the velocities at the end of each auxiliary stage, and trilinear prolongation for the pressure and corrections during the multigrid cycles. An investigation of the effects of pre-and postrelaxation iterations on the multigrid performance was also carried out. The best results were obtained when pre-relaxation iterations were not performed. The optimum number of postrelaxation iterations is difficult to be estimated in advance. An increase of the postrelaxation iterations leads usually to a reduction of the MG sweeps, but also in an increase of the total work units since the computational work per MG-sweep increases. On the other hand, several numerical experiments were performed during the development of the present method and showed that 15 postrelaxation iterations are sufficient to provide good convergence rates.
The coarse-grid iterations may also have a significant effect on the multigrid accelaration. Similar to the postrelaxation iterations, the optimum number of coarse-grid iterations cannot be estimated in advance. On the other hand, an increase of this number by a factor of 3 or 4 will not lead to a significant increase of the total work units because these iterations are performed on the coarsest grid. The numerical experiments revealed that the definition of the coarse-grid function in the FAS procedure can also affect the multigrid acceleration. It was shown that the definition of this function on the basis of coarse-grid solutions obtained through the FMG procedure, improves the multigrid performance. Finally, the same discretization scheme was used at all grid levels and no problems were encountered concerning the numerical stability of the third-order upwind differencing.
