This paper develops both univariate and multivariate distributions based on Gram-Charlier and Edgeworth expansions, attempting to ensure non negativity by exploiting the orthogonal properties of the Hermite polynomials. The article motivates the problems underlying some specifications (in particular those involving other conditional moments beyond the variance) and provides empirical examples comparing the performance of these positive definite densities to the univariate and multivariate versions of the so-called Edgeworth-Sargan distribution when fitting stock market indices. The fitted densities perform similarly and thus the use of the positive versions depends on other econometric considerations rather than accuracy.
INTRODUCTION
The Gram-Charlier and the Edgeworth expansions were established in the end of the 19th century and the beginning of the 20th century by Edgeworth (1896), Charlier (1905) and Edgeworth (1907) . Since then, these expansions have been used in many fields from mathematics or statistics to physics, but it was Sargan in the seventies who brought these expansions into econometrics - Sargan (1975) and Sargan (1976) . More recently the densities based on these expansions have also been investigated - Nishiyama and Robinson (2000) , Velasco and Robinson (2001) and Nabeya (2001) -and have been introduced in finance to capture the asymmetric and leptokurtic behaviour of high frequency financial data -see Mauleón (1997) , Mauleón and Perote (2000) or Verhoeven and McAller (2004) as recent examples. Even more, these densities have also been used to price options -Jarrow and Rudd (1982), Corrado and Su (1996) and Rubinstein (1998) All these articles reveal densities based on Hermite polynomials as accurate and general specifications that capture skewness and kurtosis of most high frequency data -in particular, Mauleón and Perote (2000) proved that these densities are capable of capturing financial data behavior even better than other non-normal distributions such as the Student's t.
Nevertheless, these distributions based on Hermite expanisons are not always positive definite. This problem was already higlighted by Barton and Dennis (1952) and Draper and Tierny (1972) and also in more recent papers such as Joundeau and Rockinger (2001) . Different solutions to this problem in univariate contexts were introduced by authors such as Gallant and Nychka (1987) and Gallant and Tauchen (1989) . More recently, León et al. (2004) have proposed some variations to the conditional variance and kurtosis model defined by Harvey and Siddique (1999) in an attempt to ensure positive definiteness.
Moreover, the analysis of multivariate financial data have been performed by using many multivariate distributions and also multivariate GARCH The remaining of the article is structured as follows: Section 2 is devoted to specifying univariate densities based on Hermite polynomials focusing on different solutions to prevent negative values; Section 3 discusses the use of the different specifications, specially when conditional moments are considered; Section 4 introduces several types of multivariate positive definite densities; Section 5 provides empirical estimates for some of the univariate and multivariate densities defined throughout the paper, and the last section (Section 6) gathers the main conclusions.
FINDING POSITIVE DENSITIES BASED ON HERMITE POLYNOMIALS
The Gram-Charlier and Edgeworth series have been used to define general density specifications whose moments are directly related to some parameters (d s ) weighting the so called Hermite polynomials. These polynomials, H s (x), are defined in terms of the derivatives of the normal density, g(x), as expressed in Eq. (1).
or alternatively, they can be worked out by using the following closed form -see Kendall and Stuart (1977) :
These polynomials satisfy, among others, interesting orthogonality properties. In particular it is proved that ∀s, j = 0, 1, 2, ... (see also Kendall and Stuart (1977) for further details)
Such orthogonality conditions guarantee that it is possible to define functions based on Hermite polynomials that integrate up to one, the simplest case being the Edgeworth-Sargan distribution used in some articles such as Mauleón and Perote (2000) . This distribution is defined as the expansion of the Gaussian density truncated at the order q -see Eq. (5).
This distribution is easily proved to integrate one -as a direct application of Eq. For all of these three densities it is proved that the constant k, which make them integrate up to one, is that of the Eq. (11) -see Proof 1 in the Appendix.
( 1 1 ) It is worth noticing, as well, that these three densities seem to be more appropriate than the one shown in Eq. (6) 
WHICH POSITIVE DENSITY TO CHOOSE?
In the previous section we showed that there exist different positive density specifications based on Gram-Charlier and Edgeworth series expansions that can be used to fit the distribution underlying most high frequency data. Therefore, from an empirical perspective, we might wonder which specification seems to be more adequate. Unfortunately, there is no general answer to this question because the final choice depends on the econometric targets, the nature of the data and the remaining assumptions of the model. 
the conditional mean of y t ). Thus the density of the standardised variable (5), (8) and (9) . For the sake of simplicity, we concentrate on these three densities constrained to d s = 0 ∀s 6 = 4, and hence the resulting densities are given in Eqs. (13), (14) and (15), respectively.
Note that, although in most distributions based on Edgeworth and GramCharlier expansions the odd moments depend on the odd parameters, it is easy to check that the densities proposed in (8) and (9) may also account for asymmetries even when all the odd parameters are constrained to zero.
Nevertheless, the former three densities are all symmetric and their even moments are different functions of the density parameter d 4t . In particular, the second and fourth moments of the densities (13), (14) , and (15) are given in Eqs. (16), (17) and (18), respectively (see Proof 2 in the Appendix).
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Note that in some cases, such as the densities (13) and (15) , the relations given in (16) and (18) can be used to rewrite the densities in terms of the fourth moment of the variable, as is shown in (19) and (20), respectively.
20)
Moreover, if conditional variance and kurtosis processes are considered, such as the GARCH(1,1) processes displayed in (21) and (22), the conditional densities of the variable u t = σ t ε t corresponding to the densities (19) and (20) will be given respectively by (23) and (24).
Nevertheless it is noteworthy the fact that the conditional kurtosis version of f 4 (·), i.e. the equation (24), is only positive for leptokurtic distributions such that 3 < k 4 t < 123 and, despite such condition is held in most high frequency financial data, for some outliers positivity could be jeopardised. That means that there is a trade off between considering conditional moments beyond the variance and positive definiteness (this issue is also clear in asymmetric distributions based on Hermite polynomials).
Therefore defining positive definite densities that account simultaneously for different conditional moments and that do not involve awkward restrictions
is still an open question that deserves further research. In this sense the stationarity conditions of the GARCH processes introduced in these densities must also be carefully analysed, since the conditional variance of u t (hereafter,
t ] as shown below: (25) where
(also observe that
and thus the stationarity condition α + 1 + α 2 < 1 involves additional constrains to the conditional kurtosis, such as
All this discussion illustrates some alternatives to searching appropriate univariate densities based on Hermite polynomials and emphasising the fact that guaranteeing positive definiteness is often possible, but the final specification must involve a detailed study of the statistical properties of the density and should be guided by the nature of the data and the econometric assumptions. provides a joint distribution whose marginal densities behave as univariate Edgeworth-Sargan, which not only facilitates the parameter interpretation but also simplifies the estimating procedures. In particular, for a vector
POSITIVE DEFINITE MULTIVARIATE DENSITIES
, this density is defined as
where G(X) represents a multivariate normal distribution with zero mean and variance matrix Σ -as shown in (29) -whose marginal densities are the univariate normals g(x i ).
In order to consider a "standard" density, at the outset we assume that every variance is one and the correlation coefficients of x i and x j are ρ ij for all i 6 = j. Therefore, all the moments of the distribution depend on the correlation coefficients and d si ∀s = 1, 2, ..., q and ∀i = 1, 2, ..., n. For the sake of clarity the bivariate case of this distribution (for the variables x t and y t ) is given in equation (30) . Without loss of generality, we expand every marginal Gaussian density to the same order q. Moreover d sx and d sy stand for the s th order Hermite polynomial parameters corresponding to the variables x t and y t respectively. For this particular case and without loss of generality it can be easily proved that the marginal density for the variable x t is in fact distributed according to (5) (see Proof 3 in the Appendix).
This distribution has been found out to be very useful for capturing the joint density of financial variables, but on the other hand the estimation techniques for such density require a very accurate selection of initial values (based on the previous estimates for the marginal densities) so as to prevent processes from non converging due to potential negative values for the density (note that maximising the log-likelihood for a given sample is not compatible with parameter estimates approaching to zero, which would imply that the log likelihood tends to minus infinite). For that reason, in this paper we propose two possible variations of (28) to ensure that F (X) ≥ 0 for all X, which we call the Multivariate Gram-Charlier I and the Multivariate GramCharlier II (hereafter MGCI and MGCII, respectively).The former, MGCI, implements the same density structure displayed in (8) into the MES,
where
Particularly, the bivariate distribution for variables x t and y t can be written as follows:
sx s! and (34)
This distribution is indeed a density since it also integrates up to one and its marginal densities are also univariate density functions. For instance, the marginal density of x t is that of the Eq. (36) (see Proof 3 in the Appendix).
On the other hand, the MGCII is the multivariate case of the Eq. (9) and may be expressed as follows,
Note that as far as MGCII is defined the constants ensuring the density to integrate up to one are slightly different from those used in MGCI. In
(32) and (38).The bivariate p.d.f. of the MGCII in terms of the variables x t and y t is:
For this density it is also easy to check that it integrates up to one and that the marginal density of x t , for example, is distributed according to (42) (see Proof 3 in the Appendix).
All these densities may be considered as "standard" in the sense that their corresponding moments depend only on the whole sequence of parameters (1 + 2d 2y ) and correlation coefficient ρ xy can be written as
Alternatively, a positive version of the bivariate distribution shown in (33) with variances proportional to σ 2 x and σ 2 y and correlation coefficient ρ xy can be expressed as
where G * (x t , y t ) is the multivariate normal -see Eq. 
EMPIRICAL EXAMPLES
In this section we estimate by maximum likelihood the parameters of some of the densities described in previous sections.The data used for the density estimation correspond to the residuals of the previous estimation of a first order autoregressive process for the continuously compounded returns of the corresponding stock index (measured as the difference of logarithms). Therefore, we consider that the conditional mean of each variable is generated by an AR(1) process and the conditional variance is supposed to be either constant or GARCH(1,1) -note that estimating the density for the residuals of the AR(1) involves a loss in efficiency (not in consistency) but also simplifies the convergence of the optimisation algorithms. Table 1 shows the estimates for some univariate Gram-Charlier densities including two specifications -these of (5) and (8) -with either constant or conditional GARCH(1,1) variances. Table 2 displays the bivariate densities corresponding to the univariate distributions shown in Table 1 , i.e.
the MES density -see Eq. (43) -and some of its transformations defined in this paper to avoid negative values -a scaled version of the MGCI described in Eq. (33), whose marginal density of x is that of equation (36). All these densities were truncated on the eighth Hermite polynomial and all the odd parameters were dropped after the corresponding constraints had been tested.
The densities were estimated using daily data from the Dow Jones and the Insert Tables 1 and 2 Both tables also display the corresponding t-ratio statistics for each parameter (in parentheses), the log-likelihood value (ln L) and the Schwarz Moreover, the consideration of GARCH(1,1) processes improves the estimates for the conditional densities, which enforces the idea of considering other conditional moments that can be incorporated to this kind of densities.
Despite this idea sounds promising, it also provokes several shortcomings from both a theoretical and an empirical point of view (some examples were commented in Section 3 raising the fact that the succesful introduction of conditional moments is sensible to the density specification). Even more, the interpretation of the parameters is also sensible to the density specification and thus the estimates of the parameters must be analysed accordingly. For example, the naïve interpretation of ρ xy as the correlation coefficient among both indices (note that ρ xy stands for the correlation coefficient among both variables only for the MES density and provided that d 2x = d 2y = 0) is clearly misleading, as revealed by the the sharp increase of this parameter when using the MGCI instead of the MES, which seems to be rather puzzling. The consideration of all these issues play an important role when the estimated densities are used to achieve more accurate measures of risk. 
CONCLUDING REMARKS

APPENDIX: PROOFS
Proof 1: t-ratios in parentheses. * Non significant at 5% confidence level. t-ratios in parentheses. * Non significant at 5% confidence level.
