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CONTEXTO 
Esta presentación corresponde al Subproyecto 
“Sistemas Inteligentes” perteneciente al Proyecto 
“Algoritmos Distribuidos y Paralelos. Aplicación a 
Sistemas Inteligentes y Tratamiento Masivo de 
Datos” del Instituto de Investigación en Informática 
LIDI. 
RESUMEN 
Esta línea de investigación se centra en el estudio y 
desarrollo de Sistemas Inteligentes basados en 
estrategias de adaptación de Redes Neuronales y 
Sistemas Difusos.  
Interesa especialmente la transferencia de tecnología 
a las áreas de minería de datos, robótica y sistemas 
distribuidos peer-to-peer (P2P).  
Los temas centrales se encuentran relacionados con 
la investigación de nuevas estrategias de clustering 
basadas en redes neuronales competitivas que 
permitan conocer la topología de la información 
disponible. Los resultados obtenidos son aplicados 
tanto a la Minería de Datos como a la búsqueda 
eficiente de recursos en sistemas distribuidos P2P 
completamente descentralizada. 
En el área de la robótica, el énfasis está puesto en el 
estudio, investigación y desarrollo de aplicaciones 
de tiempo real basadas en redes neuronales 
evolutivas, especialmente aplicadas a situaciones 
cuya solución requiere del aprendizaje de 
estrategias. Se trabaja en el desarrollo de nuevos 
métodos para la resolución de problemas utilizando 
agentes capaces de percibir y actuar en entornos 
complejos cuyos resultados son aplicados 
directamente en esta área. 
Resulta también de interés el estudio de métodos 
para la generación automática de Sistemas Difusos 
adecuados para la resolución de diversos tipos de 
problemas. El objetivo central es la aplicación de 
estrategias evolutivas para la construcción de 
Sistemas con reglas compactas, adecuadas y de fácil 
interpretación. 
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1. INTRODUCCIÓN 
Tradicionalmente, la resolución de problemas del 
mundo real se ha basado en la aplicación de 
herramientas de procesamiento de datos clásicas a 
modelos físicos. Sin embargo, este enfoque resulta 
difícil de generalizar cuando se incrementa tanto el 
volumen de la información disponible como  la 
complejidad e imprecisión del problema y más aún 
cuando se trata de situaciones caóticas, 
multidimensionales y multiobjetivo donde 
intervienen muchos parámetros que modifican 
completamente la solución obtenida ante pequeñas 
variaciones. Para resolver problemas de esta 
envergadura es necesario el uso de estrategias con 
capacidad de adaptación al entorno de información. 
Tal es el caso de las soluciones basadas en la 
evolución de redes neuronales y de sistemas difusos 
caracterizadas por su tolerancia a la imprecisión, la 
incertidumbre y la verdad parcial.  
En la actualidad, el avance de la Informática permite 
contar con grandes volúmenes de datos obtenidos 
como resultado de la observación y/o el muestreo de 
diferentes procesos cuyo valor está en la posibilidad 
de procesamiento inteligente para la toma de 
decisiones. 
Existen diferentes técnicas dentro de la Ciencia de la 
Computación que permiten obtener conocimiento a 
partir de la información almacenada. Estos procesos 
conocidos como “Data Mining” o Minería de Datos 
permiten la extracción de conocimiento útil y 
comprensible, previamente desconocido, desde 
grandes cantidades de datos almacenados en 
distintos formatos.  
Las técnicas “inteligentes” o “adaptivas” de minería 
de datos constituyen una de las temáticas en plena 
evolución dentro de la Ciencia Informática actual 
[Mit02] [Mit03], especialmente las que permiten 
extraer información de manera no supervisada 
[Azu00] [Koh97] ya que pueden descubrir por sí 
solas características, regularidades, correlaciones o 
categorías en los datos de entrada [Koh00] [Bar04] 
[Su01]. A esta categoría pertenecen las redes 
neuronales competitivas cuya característica principal 
radica en la obtención de información de la 
topología de los datos de entrada [Aup03] 
facilitando, por ejemplo, su visualización [Hsu01] 
[Jin04]. 
En especial, las redes competitivas dinámicas 
mantienen estas características e incorporan la 
posibilidad de definir la arquitectura durante el 
entrenamiento [Fri96] [Mar02] mejorando de esta 
forma su desempeño. Si bien existen soluciones en 
esta línea [Ala00] [Ama04] [Hol02], aun es 
necesario perfeccionar las estrategias de aplicación 
de RNA en los procesos de Minería de Datos 
[Has05].  
Por otro lado, las Estrategias Evolutivas resultan una 
herramienta fundamental para resolver problemas 
para los cuales la respuesta esperada varía en 
función de estados anteriores [Xin99]. Su 
combinación con las RNA ha dado lugar a un nuevo 
paradigma denominado Redes Neuronales 
Artificiales Evolutivas (RNAE) o simplemente 
Neuroevolución [Bru01]. 
Una característica distinguible de las RNAE es su 
capacidad de adaptabilidad a un ambiente dinámico 
ya que, además del entrenamiento, cuentan con la 
evolución como mecanismo de aprendizaje. Han 
demostrado ser una excelente herramienta para la 
resolución de tareas complejas, entendiendo como 
tales aquellas cuya solución no es directa sino que 
involucra el aprendizaje de una estrategia para lograr 
el objetivo esperado. Tal es el caso de un robot que 
debe trasladar distintos tipos de elementos dentro de 
un escenario con obstáculos. 
También es importante considerar que existen 
situaciones que no pueden ser resueltas por un único 
agente [Bry03], como ocurre en el juego de fútbol 
robótico donde varios jugadores combinan sus 
acciones para lograr un único objetivo. Es 
importante notar que, más allá de las diferencias 
entre los agentes, es el grupo el que debe llevar a 
cabo la estrategia. Diversas investigaciones han 
demostrado que este tipo de situaciones pueden ser 
resueltas dividiendo el problema original en partes 
más simples, llamadas subtareas, permitiendo de 
esta forma un aprendizaje gradual de la respuesta 
buscada. En esta dirección se han desarrollado 
distintas soluciones que combinan técnicas de 
Evolución Incremental con Redes Neuronales 
Evolutivas [Gom97] con el objetivo de proveer un 
mecanismo adaptivo que minimice el conocimiento 
previo necesario para obtener un buen desempeño 
dando lugar a controladores formados por varias 
redes [Bru01]. Otro aspecto a tener en cuenta es la 
forma de determinar cual es la red neuronal que debe 
ejecutarse en cada instante de tiempo; en esta línea 
existen diferentes alternativas que van desde el uso 
de un árbol de decisión diseñado ad-hoc [Whi03] 
[Oli05]  hasta mecanismos que organizan la 
estructura en forma automática [Cor02a] [Cor04] 
[Cor05]. 
Por otro lado, los sistemas difusos han demostrado 
ser una herramienta útil para resolver problemas en 
varios dominios, principalmente en las áreas de 
clasificación [Set00], minería de datos [Bee04]  
[Del03] y control [Abo03]. Esto se debe a su 
capacidad para manejar la imprecisión que los 
caracteriza y su facilidad de incorporar 
conocimiento previo de un experto humano o de 
extraer el conocimiento adquirido. 
Dos de los paradigmas más exitosos son los 
Sistemas Neuro-Difusos y los Sistemas Difusos 
Evolutivos. Mientras que el primero busca combinar 
los sistemas difusos con las redes neuronales, el 
segundo busca mejorar la capacidad de adaptación 
de los sistemas difusos mediante Algoritmos 
Evolutivos, convirtiéndolos en excelentes procesos 
de búsqueda. 
Diferentes Algoritmos Evolutivos han sido aplicados 
para producir Sistemas Difusos: desde el Algoritmo 
Genético Clásico, que emplea codificación binaria, 
hasta técnicas evolutivas que proponen 
codificaciones específicas para algún determinado 
tipo de problemas junto con operadores adecuados 
para ellas [Ang03] [Yuc05]. 
En la actualidad, los Sistemas Difusos Evolutivos 
más destacados son los Sistemas Difusos Evolutivos 
basados en Reglas, cuyo proceso de adaptación 
aprende o ajusta distintas componentes de un 
sistema difuso [Pir04] [Kay04].  Sin embargo, el 
proceso de obtención de reglas compactas, 
adecuadas y de fácil interpretación para un problema 
dado es todavía un tema de investigación [Ose05]. 
Poseer la capacidad de demostrar el correcto 
funcionamiento de las Redes Neuronales Artificiales 
Evolutivas o de los Sistemas Difusos Evolutivos 
generados automáticamente es algo deseable. La 
comprobación de modelos es una técnica utilizada 
para verificar si determinadas propiedades son 
cumplidas en el modelo de un sistema, encontrando 
contraejemplos cuando esto no ocurra [Hol97] 
[Hol03]. El uso de esta técnica de Ingeniería de 
Software a la validación de RNAE o Sistemas 
Difusos es algo novedoso y con resultados aplicables 
más que interesantes. 
 
2. TEMAS DE INVESTIGACIÓN Y 
DESARROLLO 
 Aplicación de diversas arquitecturas de Redes 
Neuronales a la solución de problemas de 
agrupamiento (clustering) especialmente en lo 
referido a la variación de la cantidad de 
características utilizadas en el espacio de entrada. 
 Estudio de arquitecturas competitivas dinámicas 
poniendo énfasis en su utilización como 
herramienta de visualización de la información 
disponible y como medio para implementar 
sistemas inteligentes que lleven a cabo la 
búsqueda distribuida de recursos en ambientes 
P2P de gran escala en forma eficiente. 
 Estudio de las estrategias existentes que permiten 
determinar, durante la adaptación, el tamaño de la 
arquitectura y la forma de conexión de los 
elementos que componen una red neuronal 
competitiva dinámica.  
 Estudio y aplicación de diferentes métricas que 
permitan analizar la preservación de la topología 
de los datos tanto en el espacio de los patrones de 
entrada como en el espacio de salida de la red.  
 Estudios de perfomance de los algoritmos 
desarrollados. Análisis de eficiencia en la 
resolución de problemas concretos.  
 Estudio de estrategias que permitan realizar la 
segmentación de redes competitivas a fin de llevar 
a cabo un procesamiento distribuido de la 
información disponible. 
 Análisis de los frameworks existentes para 
Robótica Evolutiva en lo que hace a definición de 
escenarios, interacción con robots específicos, 
plataformas de desarrollo y posibilidades de 
desarrollos multi-agentes. 
 Desarrollo de estrategias evolutivas aplicables a la 
definición de controladores basados en RNA. 
 Análisis de codificaciones para la representación 
de Sistemas Difusos utilizando Algoritmos 
Evolutivos.  
 Diseño del conjunto de operadores genéticos 
apropiados para la preservación de la semántica de 
las reglas de un Sistema Difuso. 
 Resolución de problemas concretos, tanto en 
ambientes simulados como en el mundo real. En 
este último caso, resulta de fundamental 
importancia la optimización del algoritmo 
propuesto. 
 Estudio y aplicación de diferentes métricas que 
permitan analizar la complejidad del conjunto de 
reglas difusas obtenidas por evolución. 
 
3. RESULTADOS OBTENIDOS/ ESPERADOS. 
 Desarrollo e implementación de controladores 
basados en redes neuronales evolutivas obtenidas 
a partir de la información del entorno con el 
objetivo de resolver problemas de estrategia. 
 Desarrollo de soluciones a problemas concretos de 
Minería de Datos utilizando redes neuronales 
competitivas dinámicas. Evaluar la preservación 
de la topología de los datos de entrada. 
 Utilización de redes neuronales competitivas para 
conducir la búsqueda de recursos hacia los nodos 
más prometedores en un sistema distribuido Peer-
to-Peer totalmente descentralizado. 
 Desarrollo de métodos de búsqueda automáticos 
basados en evolución capaces de producir 
sistemas difusos adecuados para la resolución de 
diversos problemas. 
 Análisis de diferentes maneras de representar, 
combinar y alterar a los Sistemas Difusos 
sometidos al proceso evolutivo de forma que no se 
pierda la semántica de las reglas que componen a 
los sistemas. 
 Validación de las estrategias aprendidas por las 
redes neuronales propuestas. Uso de herramientas 
de Ingeniería de Software para simular y verificar 
el modelo que representa su comportamiento. 
 
4. FORMACIÓN DE RECURSOS HUMANOS 
Dentro de los temas involucrados en esta  línea de 
investigación se están desarrollando actualmente 3 
tesis de doctorado, 1 una de maestría y al menos 2 
tesinas de grado de Licenciatura. 
También participan en el desarrollo de las tareas 
becarios y pasantes del III-LIDI. 
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