Introduction
Due to high demands on mobile communications, wireless communication systems and networks are developing faster than ever. Main requirements are to increase capacity of communications links and reduce power consumption of devices, which led to the integration of different types of networks (Šunjevarić, et al, 2013) an their analysis targeted to increase their reliability (Jevtović and Pavlović, 2011) . To reduce energy consumption, new techniques of communications are developed and new methods of signal detection are investigated. A support vector machine (SVM) is a machine learning technique which originates from statistical learning. This technique is immensely popular and highly recognized in the fields of data-mining for applications such as speech/music classifier (Lim, et al, 2012 ), text recognition and DNA micro-array analysis (Kecman, 2001) , (Wang, 2005) . Recently, there have been some preliminary investigations on applying the SVM as an alternative receiver for CDMA systems because of its ability to mitigate multi-user interference, increase security in signal transmission and adapt to the dynamic communication requirements related to the number of users and characteristics of spreading in the system , , (Hanzo, et al, 2001) , (Yang, et al, 2005) , (Kuh, et al, 1999) , (Markagić, 2010) . However, until now, there is no report on hardware implementation or practical realization of this receiver, which motivated the author to report the research results related to a prototype design of the system. Recently, chaos-based communication systems have been under extensive development (Tam, et al, 2004) , (Cimatti, et al, 2007) , (Kaddoum, et al, 2012 (Kaddoum, et al, , 2013 , ) and in particular multi-user CDMA systems that use classical and chaotic spread sequences (Chen, et al, 2001) , (Xiao, et al, 2010) , (Torrieri, et al, 2010) , (Yue, et al, 2010) , , (Rovatti, et al, 1998) , where the problem of robust system synchronization was extensively investigated (Kolumban, et al, 1997 (Kolumban, et al, , 1998 (Kolumban, et al, , 2000 , (Setti, et al, 1999) , , , (Jovic, et al, 2007) , (Kaddoum, et al, 2009) , (Vali, et al, 2010) , (Sokolović, et al, 2011) . The majority of these papers analysed the systems with a flat fading channel. A detailed analysis of a CDMA system with an assumed wideband, frequency selective channel, was investigated by (Berber, 2014) . Due to the limited orthogonality of the spreading sequences, the interuser interference increases with the increase of the number of users in CDMA systems. To overcome this problem of interference, the multiuser detectors are developed (Buehrer, et al, 2000) , (Moshavi, 1996) , (Poor and Verdu, 1997) , (Verdu, 1998) , and in particular detectors based on the application of the support vector machine (SVM) technique (Hanzo, et al, 2001) , (Yang, et al, 2005) , (Kuh, et al, 1999) , (Chen and Hanzo, 2002) , (Yang and Hu, 2006) , (Zhao and Kuh, 2002) .
Although the SVM technique was applied for signal detection, there are no publications presenting its implementation in DSP technology. This fact motivated the author to present his results related to the prototype design and testing of a chaos-based CDMA system. The system with a correlator receiver was also implemented in order to make comparison of this system with the system based on SVM. The bit error rate (BER) properties of both prototypes are compared with the corresponding properties of the theoretical and simulation model. The conducted theoretical and practical analysis showed the advantages of the SVM receiver and good matching of the theoretical and practical results, which presents the first contribution of this paper.
Since the probability of error expression in SVM CDMA systems has not been derived yet, the author made an additional contribution by deriving this expression in a closed form. It was further confirmed that the BER graphs comply with the corresponding graphs obtained by numerical integration (Kao, et al, 2010) , which proves the validity of the obtained expression and makes an additional contribution of this paper.
Two systems are compared, one with the SVM and another one with a correlator receiver. It was shown that the correlator receiver can accommodate a higher bit rate than the SVM receiver. As far as complexity is concerned, the SVM requires longer processing time than the correlator receiver. The procedure of comparison and related findings are a valuable contribution of this paper. This paper has seven sections. Section Two presents the basic characteristics of the chaotic sequences and the operations of a CDMA system. Theoretical modelling and derivative of BER for the correlator and the SVM receiver are presented in Section Three. In particular, a detail derivative for the BER expression of the SVM receiver is shown, which has not been derived yet. A prototype of the system is developed and presented in Section Four. The specific properties of the DSP design of the SVM system are presented in Section Five. The results of the prototype testing and its comparison with the theoretical and simulation models are presented in Section Six. The conclusions are presented in Section Seven.
Multi-user chaos based system operation with the SVM receiver
Chaotic sequences and their properties
Chaotic sequences are non-binary sequences with a statistical structure that depends on their initial conditions. Due to their correlation properties, these chaotic sequences, generated using chaotic maps, can be used in spread spectrum systems to spread message bits. The maps used to generate chaotic sequences are based on Chebyshev degree-L maps defined by this recursive equation
. The discrete random samples in the sequence c i can take the values between -1 and +1. For L = 2, one obtains the logistic map that will be used in this work as the spreading sequence. The samples for this map are generated according to this recursive expression The degree of orthogonality between two sequences generated by the logistic map can be seen in Fig. 1 in which the cross and autocorrelation functions are shown. (Berber, 2014) Рис. 1 -Автокорреляционная и взаимокорреляционная функции (Berber, 2014) Slika 1 -Funkcije korelacije i unakrsne korelacije (Berber, 2014) As it can be seen, the cross-correlation of two chaotic sequences generated with different initial conditions is close to zero and the autocorrelation function of the same sequence has a peak when it is aligned in time by itself.
Communication system structure and operation
The basic structure of multi-user communication system, consisting of a transmitter (Tx), a channel and a receiver (Rx) is presented in Fig. 2 . The system allows the transmission of N user signals simultaneously. The message bits of N users are spread by N orthogonal spreading chaotic sequences. All spread signals are added to form the transmitter signal s t . 
The chips are transmitted through the channel characterized by additive white Gaussian Noise (AWGNC) and Rayleigh fading. This type of channel is adopted due to its possible complex behavior related to the propagation of signals between the transmitter and the receiver and random distribution of bit errors (Radonjić and Gaćeša, 2011) . The received signal, containing up to N user signals, is multiplied with the corresponding synchronous spreading sequence to take out the message of a particular user. For example, if only the g-th user signal is transmitted, the output of the multiplier for i-th chip value can be expressed as
where c i g = c i is the locally generated spread sequence and r i is the received chip. The SVM soft output for this user is d(x) = d (x) g that contains the transmitted message bits (Kao, et al, 2010) . This soft value is applied to the input of the decision circuit (DC) which regenerates the estimate of the message bit y' g at its output. The i th bit of the g th user is denoted by y=y g , which can have one of two values taken from the set {-1, +1}.
In the case of a correlator receiver, the system structure remains the same except that the SVM block is replaced by an adder that forms the correlator inside the users' receivers (Sandhu and Berber, 2009) . The structure of the transmitter remains the same as in Fig. 2 .
SVM detector operation
Unlike the correlator receiver, the SVM receiver has two stages of operation: the initial training or the learning stage, which needs to be performed once only, and the testing stage in which the estimation of the unknown noisy signal actually takes place. The operations of the two stages will be further discussed in the following sections.
1) Training Stage: During this stage, the goal of the SVM is to seek for a separation (hyper) plane which maximizes the margin between the two data-sets of (+1) and (-1) in a 2β-dimensional space (Kao, et al, 2010) . The input training sequence x is a vector of length 2β, with the elements given as x i = r i c i where c i are chips in a periodic chip sequence of the length 2β (the notation for the user g is omitted in this section for simplicity). Each data sequence x is associated with a binary message y ϵ {+1, -1} to indicate the desired output.
After the training is completed, the decision function of the linear SVM used here is expressed as (Kao, et al, 2010) ,
where L is the number of training sequences, α l (α l ≥ 0) is the Lagrangian dual variable which contributes to the slope of the separation plane and b is the intercept term of a decision hyperplane called bias (Kao, et al, 2010) . The small sets of training sequences with non-zero α i are called support vectors (SVs). The training stage only needs to be completed once throughout the entire communication life-cycle, unless the underlying parameters such as the total number of users or the spreading factor have been changed significantly.
2) Testing Stage: When the training is completed, the SVM receiver can begin to estimate the transmitted symbol by making a hard decision in accordance with this decision rule (Kao, et al, 2010) '
The receiver based on the SVM application solves a classification problem and does not need any knowledge of the spreading sequences of other users (Kao, et al, 2010) .
Probability of error derivations for the SVM and the correlator receiver for a noisy channel
The theoretical BER of such SVM receiver calculated for the g-th user under AWGN has been already derived (Kao, et al, 2010) in this form 
where N SV is the number of support vectors and N 0 is the noise power spectral density. In the case when a correlator receiver is used, the probability of error is derived in this form (Sandhu and Berber, 2009) 
where the value of ψ determines the statistical characteristics of the spreading sequence, N is the number of users in the system, and 2β is the spreading factor.
Probability of error derivations for the SVM and the correlator receiver for a fading channel
In the case of Rayleigh fading presence in the channel, the expression for the probability of error for the SVM receiver has not been published yet. In this case, the presence of fading will affect the received single user signal in such a way that the output of the receiver multiplier (5) will now have this form
where a is the fading coefficient that affects all chips inside a bit interval. This expression refers to the signal of a single user. It is important to note that when deriving the probability of error for the SVM receiver, it is sufficient to consider a single user case because the influence of the multiuser interference is not contained at the output of the SVM detector. This coefficient will affect the output of the SVM detector expressed by (6), which can be sufficiently accurately expressed as
and further simplified to (Kao, et al, 2010) 2 2
Then, the probability of error can be expressed as a random function of the Rayleigh fading coefficient a in this form 
as derived in (Kao, et al, 2010) . This expression will be further simplified in this paper and the probability of error in the fading case can be derived in a closed form in accordance with the following procedure. If the signal to noise ratio part in this expression is denoted by 
the expression for the probability of error can be simplified and expressed as a function of the fading coefficient a as
where Y has a chi-squared probability distribution with two degrees of freedom because a 2 has the same distribution, which can be expressed as
The probability of error for the Rayleigh fading channel can then be found as the mean value of function (15) and expressed in an integral form as
This integral can be solved using numerical integration. The results of this integration and simulation are presented and discussed in (Kao, et al, 2010) . In order to avoid numerical integration, the closed form expression is found in this paper.
By using the property of the error complementary function and its derivatives, and then integrating relation (17) by parts, the expression for the probability of error can be derived in this closed form
where the mean of Y is
because the mean power of fades is equal to one.
In the case when a correlator receiver is used, the probability of error is derived in the closed form (Sandhu and Berber, 2006) 
where a is the fading coefficient, ψ determines the statistical characteristics of the spreading sequence, N is the number of users in the system, and 2β is the spreading factor. The mean value of this function in respect to the Rayleigh random variable a, which is obtained in an integral form (Sandhu and Berber, 2006) , gives the probability of error in the fading channel. However, this integral cannot be solved and numerical integration needs to be used. It is important to note that the probability of error increases enormously due to the fading presence in the channel. Thus, some techniques to mitigate fading should be used. If the block chip interleaving techniques are used, with the block dimensions 2β × 2β, the probability of error can be obtained in a closed form as (Berber and Vali, 2011) 1/2 1 2 0
where the influence of fading expressed as b 2 =1/2 due to the unity power of the fading in the channel. It was proven that the substantial improvement can be achieved using the interleaving technique (Berber and Vali, 2011). Design and implementation of the system with both SVM and correlator receivers
DSP platform for prototyping
For the design and the implementation of the chaos-based communication system, the ADSP-TS201S TigerSHARC processor from Analog Devices was used (Analog Devices Inc., 2014). Two processors are installed on an evaluation board named TS201S EZ-KIT Lite. The designed CDMA system was implemented on one of these processors. The processors support floating-point data formats, both single-precision 32-bit and extended precision 40-bit, and 8, 16, 32 and 64-bit fixed point data formats. The 32-bit floating-point data format was used in this design because it provides adequate precision for chaotic signal value generation. Although a fixed-point processor is generally faster in executing arithmetic operations, a floating-point processor is necessary when implementing a CDMA system, as a chaotic signal generator and a noise generator would require a wide dynamic range and high precision. Each processor on the EZ-KIT Lite platform has a clock speed of 600MHz, which is capable of executing 2400MIPS, 3600MFLOPS and 1200MMACS (Analog Devices Inc., 2014, Simic and . This clock speed guarantees that the prototype of the CDMA system will be able to accommodate investigations of the multi-user signal transmission and the probability of error estimation.
The TigerSHARC processor is supported with development tools such as the VisualDSP++ environment, which allows programmers to develop and debug an application. The environment includes an assembler, a library builder, a linker, a loader, a cycle-accurate instruction level simulator, a C/C++ compiler and a C/C++ run time library that includes DSP and mathematical functions (Analog Devices Inc., 2014, Simic and . The evaluation platform comes with a power supply and a USB connector cable that connects the user's PC with the evaluation board, which allows the user to program the processors and debug applications.
The developed prototype was designed using high-level C programming language. The developed software was fed into the processor as an assembly code using the Visual DSP++ environment. The developed code was loaded into the DSP platform and executed under the control of the external personal computer that was connected to the DSP board.
System prototype operation
The CDMA system based on the SVM receiver is designed and implemented in DSP technology. The block schematic of the systems is presented in Fig. 3 . The structure of the prototype follows the structure of the theoretical and simulated model presented in Fig. 2 The independent test pseudorandom sequences, representing users' sequences, are generated for all users and transferred into polar non-return to zero form. The sequences are multiplied (spread) by chaotic orthogonal sequences generated for different initial conditions (ic). Spread signals of all users are added and then transferred through the channel characterized by the Additive Gaussian Noise, obtained for the designed noise generator.
At the receiver side, the blocks of Chaotic Generators, SVM detectors and decision circuits (DC) are implemented for the reception of the signals and generation of the estimates of the bit received.
The estimated bit samples are compared with the synchronous locally generated user sequence and the bit error rate (BER) values are calculated as the ratio of the number of errors counted and the number of bits transmitted. The test bit generators at the transmitter side are synchronized with the bit samples obtained at the output of the decision circuit.
When the receiver operates with the correlator instead of the SVM, the SVM detector is replaced by an accumulator. In this case the remaining structure of the transmitter and the BER estimator are the same as in Fig. 3 .
Test Bit Generator
The Test Bit Generator is designed as a 16-bit Fibonacci linear feedback shift register (LFSR), which has taps at the position of bits 11, 13, 14 and 16. With an even number of taps, it is possible for the LFSR to cycle through all possible states (2 n -1 states, where n is the length of the LFSR) except when all values are zero. In this design, the Bit at LFSR tap 10 was extracted as the output, and used as a user bit value. The following condition was set on generated bits: if the input bit value is zero, then the output bit value would be equal to -1. This established the function of a polar non-return to zero (PNRZ) encoder, as shown in Fig. 3 . Every time the bit generator function was called, another bit value would be outputted. The bit generator function was used to generate message bits to feed into the transmitter function, and was also used to compare these bits in the BER calculator function with the received bit values. The bit generator would be reset (i.e. started from the beginning) when the BER calculation for a particular SNR value was complete. For this purpose, the synchronization between the estimated bit values at the receiver and the generated message bit values was established.
Chaotic sequence generators
Chaotic sequence generators were implemented in the discrete time domain where a particular chaotic signal value is derived from the chaotic signal value at the previous sampling time instant. For the chaotic generators implemented in DSP, the chaotic logistic map was used that is defined according to expression (1).
The values of a certain sequence are highly dependent on the initial condition (ic) which is independently generated for each user. According to the theory, by altering the initial condition slightly, the resultant sequences can be a completely different and aperiodic. However, due to the inherent limited precision of DSPs, chaotic sequences tend to become periodic. Previous investigations of chaos-based communication systems have observed a range of initial conditions, and recorded corresponding discrete time periods, after which each sequence would start repeating itself (Vukadinovic and Berber, 2006) . In the design presented in this paper, in order to avoid this periodicity, the following rule was applied: if the sequence reaches the time period value specified for that particular initial condition, the sequence is restarted with the same initial condition. The chaotic sequence generators are reset upon the completion of the BER calculation for a single SNR value.
Gaussian Noise samples
Gaussian noise samples are generated using the Box-Muller method which is based on generating two uniformly distributed samples U 1 and U 2 using the rand(⋅) function. These variables were then normalized by dividing by the RAND_MAX constant, which is defined in the library header file. U 1 and U 2 were then utilized by the Box Muller transform stated by (21) to produce the sample W which is a sample of a random variable having Gaussian distribution
The generated samples are having zero mean and unity variance. To generate samples for different SNR values, the Gaussian samples need to be multiplied by the value of the noise variance (Simic and . The Gaussian value generator outputs the Gaussian sample. It is reset after each bit is decoded.
The signal to noise ratio (SNR) was changed by changing the noise power. For that purpose, a generator function was implemented that calculates the noise variance value for the desired SNR. The function takes the current SNR value and a reset value as inputs. It then calculates the energy of the current message bit, by squaring and summing the chaotic sequence values for the current message bit. Then it calculates the sigma value required for noise generation as 
The sigma generator then outputs the sigma value calculated to the noise generator function. The sigma generator function is reset once the BER calculation for a single SNR value is complete.
The noise generator takes in the sigma value generated from the sigma generator for a particular message bit and a reset value as inputs. By multiplying the sigma value with the Gaussian sample generated, the resulting noise sample is then obtained at the output. In the main file, the noise generator is called on a per chip basis, and is added to the output of the transmitter function.
BER estimator
To evaluate the performance of the prototype system, the bit error rate (BER) was estimated by firstly setting an error threshold of 1000 errors, which gives a very high level of estimation accuracy obtained according to the method presented in (Berber, 1989) .
The BER calculator function takes in the decision value from the SVM detector (or the correlator) and the bit generator output, and compares the two. If the values are not equal to one another, an implemented error counter increments by 1. Message bits are generated, transmitted, received and decoded until the error counter equals the error threshold. Once this happens, the total number of bits sent to achieve the threshold of 1000 errors is recorded. By dividing the error threshold by the number of bits sent, the BER for that particular SNR value, for defined both the number of users and the spreading factor, is calculated.
Once the theoretical BER and the BER of the system in DSP are calculated for a certain SNR value, the system repeats the same procedure for other SNR values if specified. The BER results are then stored in a text file in the debug folder.
Specific DSP design of the SVM detector and the decision circuit

Training phase
To generate support vectors, training data for a defined number of users and the spreading factor had to be generated first. Training data is made up of a number of samples from the output of the correlator function. A block diagram of the program implemented on the DSP to generate the training data is shown in Fig. 4 . The number of samples required for training depends on the SNR value. For this design, training data was subjected to no noise. Hence, 200 sample message bits sufficed: a hundred message bits of value +1 and a hundred message bits of value -1. The spreading factor was set to 20 as an appropriate number for this purpose . The message bits were generated using a function called the SVM Bit Generator, as shown in Fig. 4 , which generated 200 message bits that were assigned to the desired user only, while the interferers' user bits were generated from the Bit Generator function. Message bits for the desired user and message bits for interferers are spread with a chaotic sequence , which was taken as an input from the Chaotic Sequence Generator.
The output of the transmitter function was taken as an input by the correlator function. The Receiver Chaotic Sequence block generates the desired user's chaotic sequence to be correlated with the incoming received sequence. The results of this correlation are stored in a csv file. Hence, after all 200 sample message bits are transmitted, the csv file would contain the each message bit value and the corresponding correlation values, which represents the training data that can be used to generate support vectors.
To generate support vectors using the training data stored in the csv file, training was carried out by the iterative single data algorithm . The result of this training is a data file that contained the parameters such as weights, centers and bias values of the support vectors. To extract these parameters, a program created in Matlab was fed with this data file, and the parameters were stored in separate text files, which were then read by the program in DSP.
SVM receiver design
The implemented program first reads the weights, centers, bias values and the number of support vectors from the text files, which have been generated from the training data for a particular number of users. For additional users, or a change in the spreading factor, the training phase would have to be repeated to get a different set of support vectors, because the number of support vectors depends on the spreading factor and the number of users in the system. For example, for 2 users, and a spreading factor of 20, 3 support vectors were generated. However, if the number of users increases to 8, 20 support vectors would be generated.
The purpose of the SVM function is to compute the decision function defined by (6). At this point, it is necessary to make these observations. In equation (6), L is the number of support vectors generated for a particular number of users and the spreading factor, the variable y l α l is the weight that is generated for each support vector. The variable x i represents the centers generated for each support vector. The number of centers for each support vector is of the spreading factor length, and each center is multiplied with each corresponding output value of the correlator denoted by x. The value b is the bias value. The SVM function computes the decision function for all the support vectors generated, and outputs a value which is fed into the decision circuit. This decision function is used to calculate the probability of error in (13) and (18), where the appropriate notation is used.
Results of the investigation and the comparison of the prototype with the theoretical and the simulation model
Probability of error analysis in the noisy channel
The bit error rates, for the system with the SVM and the correlator receiver implemented in DSP technology, are calculated after the support vector parameters were loaded onto the DSP. The BER for the CDMA system performance with the SVM incorporated in the receiver was measured for the SNR value range of -1dB to 8dB and the results are presented in Fig. 5 for a single user system. This BER curve is plotted against the simulation and theoretical curves investigated previously in (Kao, et al, , 2010 . The theoretical curves for the system with a correlator receiver, and with the SVM incorporated into the receiver are shown, along with the BER results from the Matlab simulations and the DSP prototype.
The SVM receiver has better BER performances than the correlator receiver. The SVM BER curves obtained by the theory are overlapping with the curve obtained by the simulation. The BER curve obtained by DSP SVM receiver follows quite closely the simulation curve. The improvement in the BER of the SVM in respect to the correlator receiver increases when the SNR increases.
This improvement in the BER is expected to be higher when the number of users increases due to the ability of the SVM receiver to eliminate the interuser interference. For this reason, the communication system was investigated for 4 active users in the system and the related BER curves are presented in Firstly, it can be observed that the DSP BER curves match perfectly the simulation and theoretical curves obtained by relation (8). Secondly, the figure shows that the improvement in the BER of the SVM in respect to the correlator receiver increases substantially when the SNR increases. This matches perfectly well the theory which states that the SVM receiver eliminates the influence of the inter user interference. Namely, when the SNR is small, less than 2 dB in this case, the noise dominates and the BER is close to the correlator receiver. Рис. 6 -Кривые вероятности битовой ошибки (BER), полученные при теоретическом моделировании и DSP результатах для системCDMA и SVMс четырьмя пользователями. Теоретическая BER кривая корреляционного приемника приведена для сравнения Slika 6 -Grafovi verovatnoće greške bita (BER) dobijeni prema teorijskim, simulacionim i DSP rezultatima, za CDMA sistem sa SVM i za slučaj četiri učesnika.
Teorijska BER kriva za korelatorski prijemnik je dodata radi upoređenja However, when the SNR increases, then the BER improves in the SVM receiver due to the elimination of the inter-user interference. The curves for the correlator receiver have significantly higher BER values in this case due to the presence of interuser interference.
Probability of error analysis in the fading channel
In this paper, the closed form theoretical expression for the probability of error is derived in Section Three and expressed by (18). The BER graphs obtained by both that expression and the simulation are presented in Fig. 7 for two cases, when the number of users in the system is either 10 or 30. In both cases the theoretical curves are matching very well the simulation curves. These curves are matching also the curves obtained by numerical integration as presented in reference (Kao, et al, 2010) . The difference between a 10-user and a 30-user system are close to 1 dB. This result is expected because the CDMA system with the SVM detector eliminates the inter-user interference very well.
Speed estimation
The main purpose of this investigation related to the speed estimation was to compare the difference between the bit rates of the CDMA system implemented using the correlator receiver and the system with the SVM receiver. For this purpose 10 4 message bits were transmitted and received in both systems. The time taken for processing was measured for the spreading factor of 20. Fig. 8 shows the bit rates as a function of the number of users for both systems. The clock cycles, which are necessary to execute the relevant code, were measured and converted to the bit rate according to this expression
where R b is the bit rate, B is the number of bits sent, f c is the clock frequency, C are clock cycles and N is the number of users. It was found that the bit rate was 1.5 to 2 times higher for the system with the correlator receiver than for the system with the SVM. Namely, in the SVM receiver, more computation is involved, and hence more processing time is required.
Therefore, from the BER performance results, it can be concluded that, by incorporating the SVM into the receiver, the performance of the system increases significantly in respect to the correlator receiver. However, the execution speed on DSP reduces considerably.
Conclusion
The design of a prototype CDMA system with a SVM receiver is implemented on the 32-bit floating point ADSP-TS201S TigerSHARC processor. The prototype was developed by creating functions in C language, and was programmed on the processor situated on a TS201S EZ-KIT Lite evaluation platform. It was confirmed that the robust prototype can be designed on this platform.
The training phase was performed to generate the support vectors via programs in Matlab software. The theoretical expression for the probability of error was derived in the closed form in the case when fading is present in the channel. The bit error rate (BER) measurement in the prototype system confirms that the SVM receiver performs better than the corresponding correlator receiver. The BER performance of the prototype matches theoretical and simulation results for varying both the spreading factor and the number of users.
The expected problem of the periodicity of spreading sequences due to the finite resolution of the DSP operations was solved by the reinitializing the chaotic sequence generators. Because the theoretical and simulation results matched very well the DSP results, it is obvious that the DSP resolution does not influence the performance of the system.
The results of the speed estimation analysis show that the CDMA system with the correlator receiver has a higher bit rate than the CDMA system with the SVM receiver, due to larger computation with support vectors. The speed in signal processing of the presented prototype is not sufficient to accommodate increasing demands in bit rates. However, a valuable experience is gained in system design and a possible speed increase through both the optimization of the existing processing algorithms and the application of the new DSP technologies. One of the streams of future research could be to make a prototype of the system in the case when fading is present in the channel and the methods of fading mitigations are applied, like chip interleaving. Yue, L., Weerasinghe, N.S., Han, C., & Hashimoto, T. 2010 
