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A VON NEUMANN ALGEBRAIC APPROACH TO SELF-SIMILAR GROUP
ACTIONS
KEISUKE YOSHIDA
Abstract. We study some relations between self-similar group actions and operator algebras. We see
that µ((Xω)G-gen) = 1 or µ((X
ω)G-gen) = 0 where µ denotes the Bernoulli measure and (X
ω)G-gen
the set of G-generic point. In the case µ((Xω)G-gen) = 1, we get a unique KMS state for the
canonical gauge action on the Cuntz–Pimsner algebra constructed from a self-similar group action
by Nekrashevych. Moreover, if µ((Xω)G-gen) = 1, there exists a unique tracial state on the gauge
invariant subalgebra of the Cuntz–Pimsner algebra. We also consider the GNS representation of the
unique KMS state and compute the type of the associated von Neumann algebra.
1. Introduction
The relations between topological dynamical systems and C∗-dynamical systems are often studied
in theory of operator algebras. For instance, in [8], Cuntz–Pimsner algebras were constructed from
complex dynamical systems on the Riemann sphere of rational functions by Kajiwara and Watatani.
One of other (but closely related) examples was suggested in [10, 11]. In these papers, Nekrashevych
constructed Cuntz–Pimsner algebras from self-similar group actions. Self-similar group actions are
kinds of actions on the Cantor space Xω of unilateral infinite words over a finite alphabet X . To
mention the definition, we prepare the unilateral shift Tx for x ∈ X on X
ω given by w 7→ xw. A
faithful action of a group G on Xω is said to be self-similar if for any g ∈ G and x ∈ X there exist
h ∈ G and v ∈ X such that gTx = Tvh. If an action is self-similar, then for any g ∈ G, n ∈ N
and u ∈ Xn there exist h ∈ G and v ∈ Xn such that gTu = Tvh. These h and v are determined
uniquely by g and u so we write h = h(g, u) and v = v(g, u). Considering a rooted tree X∗ of finite
words over X , we see the reason why the term “self-similar” is used. From the above formula, we
can identify the action of g ∈ G on the sub-tree uX∗ with the action of h(g, u) on X∗. This self-
similar aspect naturally appears on some fractal dynamical systems. For example, we can construct
self-similar groups from self-coverings of topological spaces. In these examples, self-similar groups
appear as iterated monodromy groups of finite coverings. Hence we can get self-similar group actions
from rational functions. Rational functions induce Cuntz–Pimsner algebras through two ways. One is
studied in [8] and another one is in [11] using iterated monodromy groups. Two algebras are known to
be isomorphic in some cases (see [11]) but it is not studied yet when von Neumann algebras constructed
from two ways coincide. It is one of the purposes of this paper to consider this problem. In [7], it
was studied that the Lyubich measure gives a unique KMS state for the canonical gauge action on a
Cuntz–Pimsner algebra of a rational function. The types of associated von Neumann algebras were
also determined in [7]. In this paper, we will study self-similar group actions from the similar point of
view to [7].
To see details we again visit the Cuntz–Pimsner algebras of self-similar action. It is the main
idea in the construction of the Cuntz–Pimsner algebras from self-similar group actions to regard Tx
as isometry (we write Sx respecting generating isometries in Cuntz algebras) and g ∈ G as unitary.
The calculation rules should be gSx = Svh where v ∈ X and h ∈ G are given by self-similarity.
We get several Cuntz–Pimsner algebras having the above aspect from self-similar group actions. The
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largest one is the universal C∗-algebra generated by {Sx}x∈X and G satisfying the above calculation
rules, Cuntz relations and all relations in G. In this paper, we use the symbol OGmax for the largest
Cuntz–Pimsner algebra from self-similar group action of G. For the smallest one, Nekrashevych has
used a topological property called G-genericity. A point w ∈ Xω is said to be G-generic if for any
g ∈ G either g(w) 6= w or g fixes w together with a open neighborhood of w. The set of G-generic
points is denoted by (Xω)G-gen in this paper. Nekrashevych has considered the norm on CG given
by the permutation representation on L2-functions on the G-orbit of a G-generic point. Actually, this
norm does not depend on the choice of G-generic points. Let AGmin be the completion of CG with
respect to the norm. The smallest Cuntz–Pimsner algebra is the one from a Hilbert AGmin-bimodule.
Other algebras from self-similar group actions have been also studied. Using groupoid theories, we
can construct such algebras. Indeed, we can get groupoids from self-similar actions. The full groupoid
C∗-algebra is isomorphic to OGmax for any self-similar action of G. The reduced one might not be
isomorphic to OGmax or OGmin in general but they are known to be isomorphic in some cases. If G is
amenable, the groupoid is also amenable (see [11] for Hausdorff groupoid case and [4] for more general
case). Therefore the full and reduced algebras are coincide. In some cases with the assumption that
G is amenable, it has been shown that OGmax and OGmin are isomorphic by proving the simplicity of
the reduced groupoid C∗-algebra. See [3, 11]. It is one of a problems on the C∗-algebraic aspect that
several Cuntz–Pimsner algebras from a self-similar group action might not be isomorphic especially in
non-amenable case. However, von Neumann algebras coincides in more general cases. We do not need
the assumption the group is amenable. This is a good point of the von Neumann algebraic aspect.
This paper is organized as follows. In the second section, we will discuss relevance between G-generic
points and the Bernoulli measure µ for the following argument on KMS states. We will see that either
µ((Xω)G-gen) = 1 or µ((X
ω)G-gen) = 0 in the second section. We assume that µ((X
ω)G-gen) = 1 in
later sections. Indeed, the class of self-similar group actions with µ((Xω)G-gen) = 1 is large enough.
It is easy to see that any free self-similar action satisfies µ((Xω)G-gen) = 1. Another important
examples are contracting self-similar group actions. In [9, 11], contracting self-similar groups actions
were often observed. The assumption of an action being contracting allows us to look on only finite
elements in the group in some sense. A finite generated group called the Grigorchuk group is one of
the famous examples of contracting self-similar groups. Actually, every contracting self-similar group
action satisfies µ((Xω)G-gen) = 1.
In the third section, we see that the uniqueness of the special states to get nice von Neumann
algebras. Assuming µ((Xω)G-gen) = 1, we observe that there exist unique KMS states on OGmax and
OGmin for the canonical gauge action. The existence and uniqueness of the KMS state on OGmax is
already proved in [9] for contracting cases and in [2] for more general cases (the argument in [2] is
not restricted to self-similar group actions). In this paper, we show the existence of the KMS state on
OGmin . Furthermore, we see that there exist unique tracial states on the gauge invariant subalgebras
of OGmax and OGmin. This gives the factority of the gauge invariant subalgebra of the von Neumann
algebra which we observe in the last section. The above states are given by the measure of fixed points
of each elements of G.
In the last section, we discuss the von Neumann algebras defined on the GNS space of a unique
KMS state on OGmin . Von Neumann algebras associated with OGmin and OGmax coincide though OGmin
and OGmax might not be isomorphic. Hence we write O
′′
G for this von Neumann algebra. At the end of
this paper we see that we can compute the type of the von Neumann algebras in nice cases. In [7], it
is proved that the von Neumann algebras from rational functions and the Lyubich measure are AFD
IIIλ factors where 0 < λ < 1 is a numbers determined by the degrees of the rational functions. The
following our main result is similar to this one. Our first main result (Theorem 4.1, Proposition 4.2)
is the following.
Main Theorem. If µ((Xω)G-gen) = 1 and G is amenable then O
′′
G is an AFD type III|X|−1 factor.
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In some cases, we have the similar result without assuming amenability. We prepare a notation for
our another main result. Write Y ng := {w ∈ X
ω | h(g, w(n)) = e} where w(n) ∈ Xn denotes the first n
alphabets of w. Our another main result (Theorem 4.3) is the following theorem.
Main Theorem. If µ(
⋃
n∈N Y
n
g ) = 1 for any g ∈ G then O
′′
G is an AFD type III|X|−1 factor.
In the proof of the main theorem, we will see that If µ(
⋃
n∈N Y
n
g ) = 1 then µ((X
ω)G-gen) = 1.
Moreover, we will see the assumption of the main theorem holds for a large class of contracting self-
similar actions.
Acknowledgements. The author appreciates his supervisor, Reiji Tomatsu, for fruitful discussions
and his constant encouragement. He also expresses his gratitude to Yoshimichi Ueda for giving him
the subject of research. He would like to thank Yuki Arano for an essential advice for Theorem 4.1.
2. The Bernoulli measure and G-generic points
We begin with notations which are used in this paper.
Notation 2.1. Let d be a natural number with d ≥ 2. Consider a finite set X . In this paper, X∗
denotes the set of finite words over the alphabet X . In other words, X∗ =
⋃
n∈NX
n. Write Xω for
the set of unilateral infinite words over X . If w ∈ Xω and n ∈ N, w(n) ∈ Xω denotes the first n letters
of w.
We can identify XN with Xω, and therefore it is equipped with the product topology of discrete
topologies onX ’s. ThusXω is homeomorphic to the Cantor space. In this paper, G denotes a countable
group.
Definition 2.2. ([10, Definition 2.1]) A faithful action of a group G on Xω is said to be self-similar
if for every g ∈ G and x ∈ X there exist h ∈ G and v ∈ X such that for any w ∈ Xω,
(2.1) g(xw) = vh(w).
Remark 2.3. Using the equation (2.1) several times, we see that for every n ∈ N, g ∈ G and u ∈ Xn
there exist h ∈ G and v ∈ Xn such that
g(uw) = vh(w)
for any w ∈ Xω. An easy calculation shows that h and v are uniquely determined by g and u and
hence we write h = h(g, u) and v = v(g, u).
For more details of self-similar actions, see [11].
Example 2.4. Let X = {0, 1}, and G = (Z/2Z)∗ (Z/2Z). Take generators α, β ∈ G with α2 = β2 = e
where e is the unit of G. Let a and b be the homeomorphisms on Xω with defined by:
a(0w) = 1w, a(1w) = 0w,
b(0w) = 0a(w), b(1w) = 1b(w),
for w ∈ Xω. A map defined by α 7→ a and β 7→ b is an injective group homomorphism. Clearly the
action is self-similar.
Example 2.5. Let X = {0, 1}. Consider homeomorphisms a, b, c, d given by:
a(0w) = 1w, a(1w) = 0w,
b(0w) = 0a(w), b(1w) = 1c(w),
c(0w) = 0a(w), c(1w) = 1d(w),
d(0w) = 0w, d(1w) = 1b(w),
for w ∈ Xω . Let G be the subgroup of the group of homeomorphisms on Xω generated by a, b, c, d.
The above relations define a self-similar group action. This group G is called the Grigorchuk group.
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For more examples, see [9, 11] and so on. The countability of G is needed for the following property
called G-generic.
Definition 2.6. ([10, Definition 4.1]) Fix g ∈ G. An element w ∈ Xω is said to be g-generic if either
g(w) 6= w or there exist some neighborhood of w consisting of the fixed points of g. Let (Xω)g-gen be
the set of all g-generic points. Write (Xω)G-gen :=
⋂
g∈G(X
ω)g-gen. An element w ∈ (Xω)G-gen is said
to be G-generic.
Take any u ∈ X∗ and let Tu be the shift operator on Xω given by w 7→ uw. Moreover T ∗u denote the
partial inverse map of Tu defined on the range of Tu. Write 〈G,X〉 := {Tu1gT
∗
u2
| u1, u2 ∈ X∗, g ∈ G}.
Definition 2.7. ([10, Definition 9.1]) Fix f ∈ 〈G,X〉. An element w ∈ Xω said to be f -generic if
either f is not defined on w or does not fix w or fix w together with a neighborhood of w. We write
(Xω)f-gen for the set of f -generic points. Also write (X
ω)SG-gen :=
⋂
f∈〈G,X〉(X
ω)f-gen. An element in
(Xω)SG-gen is said to be strictly G-generic.
Remark 2.8. For any f ∈ 〈G,X〉, (Xω)f-gen is a open dense subset of Xω and therefore (Xω)SG-gen
is also a dense subset by the countability of G. Let (Xω)f be the set of fixed points of f ∈ 〈G,X〉. By
definition, Xω\(Xω)f-gen ⊂ (Xω)f . Note that (Xω)SG-gen is a 〈G,X〉-invariant set.
Consider the uniform probability measure on the finite set X and let µ be the product measure
of them on Xω. The measure µ is often called the Bernoulli measure. For any u ∈ X∗, we have
µ(uXω) = |u|−1 where |u| is the length of u and uXω := {w ∈ Xω | w(|u|) = u}.
Remark 2.9. Take f ∈ 〈G,X〉 and write f = Tu1gT
∗
u2
. If there exists a fixed point w of f and
|u1| > |u2| then w ∈ u1Xω and there exists u ∈ X∗ such that u1 = u2u. Hence we have a w1 ∈ Xω
such that w = u1w1. The equation Tu1gT
∗
u2
(u2uw1) = u2uw1 implies that g(uw1) = w1. From
the self-similarity, we have Tv(g,u)h(g, u)w1 = w1 and therefore w1 ∈ v(g, u)X
ω. Thus there exists
w2 ∈ Xω such that w1 = v(g, u)w2. Combining Tv(g,u)h(g, u)w1 = w1 and w1 = v(g, u)w2, we
have h(g, u)v(g, u)w2 = w2. Therefore w2 ∈ v(h(g, u), v(g, u))X
ω. Repeating this, we can uniquely
determine w from u1, u and g. Hence the number of fixed points of f is at most one.
Assume that |u1| < |u2| and there exists a fixed point w of f . Then there exist u and w1 such that
u2 = u1u, w = u2w1 and gw1 = uw1. By the above argument, the number of fixed points of f is at
most one. Consequently, the set of fixed points of f is a null set if |u1| 6= |u2|.
The following lemmas are easy but important for our study.
Lemma 2.10. If a countable group G acts self-similarly on Xω, then the followings are equivalent.
(1) µ((Xω)G-gen) = 1.
(2) µ((Xω)g-gen) = 1 for any g ∈ G.
(3) µ((Xω)SG-gen) = 1.
(4) µ((Xω)f-gen) = 1 for any f ∈ 〈G,X〉.
Proof. For the equivalence of (1) and (2) we use an easy measure theoretical argument. If µ((Xω)G-gen) =
1, then trivially µ((Xω)g-gen) = 1 for any g ∈ G. If µ((Xω)g-gen) = 1 for any g ∈ G, then
µ((Xω)g2-gen ∩ (X
ω)g1-gen) = µ((X
ω)g2-gen) + µ((X
ω)g1-gen)− µ((X
ω)g2-gen ∪ (X
ω)g1-gen) ≥ 1
for any g1, g2 ∈ G. Repeating the same argument several times, we have µ(
⋂
g∈F (X
ω)g-gen) = 1 for
any finite set F ⊂ G. Since G is countable, we get the equivalence of (1) and (2). Similarly, (3) and
(4) are equivalent. Since (Xω)SG-gen is a subset of (X
ω)G-gen and therefore (3) implies (1).
At last, we assume (2) and prove (4). Take any f ∈ 〈G,X〉. We show that µ((Xω)f-gen) = 1.
We write f = Tu1gT
∗
u2
for some u1, u2 ∈ X∗ and g ∈ G. From the above remark, we assume that
|u1| = |u2|. If u1 6= u2 then the set of fixed points of f is empty so we assume u1 = u2. In this case we
have (Xω)g = u1(X
ω)f and (X
ω)g ∩ (Xω)f-gen = u1((Xω)f ∩ (Xω)f-gen). The assumption implies that
µ((Xω)g) = µ((X
ω)g ∩ (Xω)g-gen) and hence µ((Xω)f ) = µ((Xω)f ∩ (Xω)f-gen). Thus (4) holds. 
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Lemma 2.11. For any g ∈ G, the following equations hold:
(2.2) lim
n→∞
|X |−n|{u ∈ Xn | v(g, u) = u}| = µ((Xω)g).
(2.3) lim
n→∞
|X |−n|{u ∈ Xn | h(g, u) 6= e, v(g, u) = u}| = µ(Xω\(Xω)g-gen).
Proof. Note that ⋃
{u∈Xn|v(g,u)=u}
uXω = {w ∈ Xω | v(g, w(n)) = w(n)}
for any n ∈ N. Then {w ∈ Xω | v(g, w(n)) = w(n)}’s are increasing sequence and⋃
n∈N
{w ∈ Xω | v(g, w(n)) = w(n)} = (Xω)g.
Thus the first statement holds. Similarly, the second statement does. 
Lemma 2.12. For any self-similar group action of G on Xω and any g ∈ G, we have the following
equations:
(2.4) µ((Xω)g) = |X |
−1
∑
x∈X
δx,v(g,x)µ((X
ω)h(g,x)).
(2.5) µ((Xω)g ∩ (X
ω)g-gen) = |X |
−1
∑
x∈X
δx,v(g,x)µ((X
ω)h(g,x) ∩ (X
ω)h(g,x)-gen).
where δ is Kronecker’s δ.
Proof. We can easily check that
(Xω)g =
⋃
{x∈X|v(g,x)=x}
x((Xω)h(g,x))
and
(Xω)g ∩ (X
ω)g-gen =
⋃
{x∈X|v(g,x)=x}
x((Xω)h(g,x) ∩ (X
ω)h(g,x)-gen)
where xA := {xw | w ∈ A} for subsets A of Xω. We consider the measure on the above equations to
finish the proof. 
We observe that Lemma 2.12 gives a KMS condition for gauge actions on the Cuntz–Pimsner
algebras associated with self-similar group actions. The following theorem shows the dichotomy for
self-similar group actions.
Theorem 2.13. For any self-similar group action of any countable group G on Xω, we have either
µ((Xω)G-gen) = 1 or µ((X
ω)G-gen) = 0.
Proof. If µ((Xω)G-gen) 6= 1, then µ((Xω)g-gen) 6= 1 for some g ∈ G by Lemma 2.10. Combining Lemma
2.12 and Xω\(Xω)g-gen = (Xω)g\((Xω)g ∩ (Xω)g-gen), we have
µ(Xω\(Xω)g-gen) = |X |
−1
∑
x∈X
δx,v(g,x)µ(X
ω\(Xω)h(g,x)-gen).
Note that (Xω)e-gen = X
ω where e is the unit of G and we have
(2.6) µ(Xω\(Xω)g-gen) = |X |
−1
∑
{x∈X|h(g,x) 6=e}
δx,v(g,x)µ(X
ω\(Xω)h(g,x)-gen).
Using (2.6) repeatedly, we have
(2.7) µ(Xω\(Xω)g-gen) = |X |
−n
∑
{x∈Xn|h(g,u) 6=e}
δu,v(g,u)µ(X
ω\(Xω)h(g,u)-gen)
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for any n ∈ N. Choose gn ∈ G for any n ∈ N such that
µ(Xω\(Xω)gn-gen) = max{µ(X
ω\(Xω)h(g,u)-gen) | u ∈ X
n with v(g, u) = u and h(g, u) 6= e}.
We can take such {gn} because for any n ∈ N there exists at least one u ∈ Xn such that v(g, u) = u
and h(g, u) 6= e. Indeed, if we have a n ∈ N such that for any u ∈ Xn either v(g, u) 6= u or h(g, u) = e
then µ(Xω\(Xω)g-gen) = 0 by (2.7), this is a contradiction. Using (2.7), we have
µ(Xω\(Xω)g-gen) ≤ |X |
−n
∑
{x∈Xn|h(g,u) 6=e}
δu,v(g,u)µ((X
ω)gn-gen)
for any n ∈ N. Taking the limit, we obtain
µ(Xω\(Xω)g-gen) ≤ lim
n→∞
µ(Xω\(Xω)gn-gen)|X |
−n|{x ∈ Xn | h(g, u) 6= e and v(g, u) = u}|
= µ(Xω\(Xω)g-gen) lim
n→∞
µ(Xω\(Xω)gn-gen.
We apply Lemma 2.11 above. Note that µ(Xω\(Xω)g-gen) 6= 0 and limn→∞ µ(Xω\(Xω)gn-gen) is at
most one. Then we have limn→∞ µ(X
ω\(Xω)gn-gen) = 1. This shows µ((X
ω)G-gen) = 0. 
As a direct corollary of the previous theorem and Lemma 2.10, we have the following one.
Corollary 2.14. For any self-similar action of any countable group G on Xω, either µ((Xω)SG-gen) = 1
or µ((Xω)SG-gen) = 0.
In the next section, we see that a KMS state nicely behaves in case µ((Xω)G-gen) = 1. Many
self-similar actions satisfy the condition µ((Xω)G-gen) = 1. To see this, we recall the definition of
contracting.
Definition 2.15. ([11, Definition 2.2]) A self-similar group action of G on Xω is said to be contracting
if there exists a finite set N ⊂ G satisfying the following condition:
For any g ∈ G there exists n ∈ N such that we have h(g, v) ∈ N for any v ∈ X∗ whose length is
larger than n.
If a self-similar action is contracting, the smallest finite set of G satisfying the above condition is
called the nucleus of G.
We can actually find the following proposition in the proof of [9, Theorem 7.3 (3)] but for reader’s
convenience we prove here.
Proposition 2.16. For any contracting self-similar group action of G on Xω, we have
µ((Xω)G-gen) = 1.
Proof. Take any g ∈ G\{e}. We show that µ(Xω\(Xω)g-gen) = 0. Since the action is contracting,
{h(g, u) | u ∈ X∗} is a finite set of G. Hence there exists m ∈ N such that for every u ∈ X∗ with
h(g, u) 6= e there exists u′ ∈ Xm with v(h(g, u), u′) 6= u′. Using inductive argument we see that
(2.8) |{u ∈ Xmn|v(g, u) = u, h(g, u) 6= e}| ≤ (|X |m − 1)n
for any n ∈ N. If n = 1, then
|{u ∈ Xm|v(g, u) = u}| ≤ |X |m − 1
by the choice of m (consider the 0 length word ∅ ∈ X∗ and we have a u′ ∈ Xm with v(g, u′) 6= u′).
Next we assume that (2.8) holds for some n ∈ N. Note that
{u ∈ Xm(n+1)|v(g, u) = u, h(g, u) 6= e} = {uu′ ∈ Xm(n+1)|v(g, uu′) = uu′, h(g, u) 6= e, h(h(g, u), u′) 6= e}.
For any u ∈ {u ∈ Xm(n+1)|v(g, u) = u, h(g, u) 6= e}, we get
|{u′ ∈ Xm|v(h(g, u), u′) = u′, h(h(g, u), u′) 6= e}| ≤ (|X |m − 1)
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since there exists an element in Xm which h(g, u) does not fix. Hence,
|{u ∈ Xm(n+1)|v(g, u) = u, h(g, u) 6= e}| ≤ (|X |m−1)|{u ∈ Xmn|v(g, u) = u, h(g, u) 6= e}| ≤ (|X |m−1)n+1
by the inductive assumption. Consequently, We get (2.8) . Now we have
µ(Xω\(Xω)g-gen) = lim
n→∞
|X |−mn|{u ∈ Xmn|v(g, u) = u, h(g, u) 6= e}| ≤ lim
n→∞
(|1 − |X |−m)n = 0.

3. KMS states on Cuntz–Pimsner algebras associated with self-similar actions
At first, we recall Cuntz–Pimsner algebras introduced by Nekrashevych from self-similar group
actions in [10, 11]. Recall that we always assume that a countable group G acts self-similarly on Xω.
Definition 3.1. ([10, Definition 3.1]) Let OGmax be the universal C
∗-algebra generated by G (we
assume that every relation in G is preserved) and {Sx | x ∈ X} satisfying the following relations for
any x, y ∈ X and g ∈ G:
(3.1) g∗g = gg∗ = 1,
(3.2) S∗xSy = δx,y,
(3.3)
∑
x∈X
SxS
∗
x = 1,
(3.4) gSx = Sv(g,x)h(g, x),
where δx,y denotes the Kronecker delta.
For u = x1x2 · · ·xn ∈ Xn, we write Su := Sx1 · · ·Sxn . Equations (3.2) and (3.3) imply that OGmax
contains the Cuntz algebra O|X|.
Notation 3.2. For a strictly G-generic point w ∈ Xω, 〈G,X〉(w) denotes 〈G,X〉-orbit of w, i.e.
〈G,X〉(w) = {f(w) | f ∈ 〈G,X〉 such that f is defined on w}. Let L2(〈G,X〉(w)) be the set of L2-
functions on 〈G,X〉(w). We naturally regard each shift operator Tx as a isometry Sx on L2(〈G,X〉(w))
given by Sx(δw1) := δxw1 where w1 ∈ 〈G,X〉(w) and {δw1 | w1 ∈ 〈G,X〉(w)} is a canonical orthonomal
basis of L2(〈G,X〉(w)). Similarly, we regard each g ∈ G as a unitary on L2(〈G,X〉(w)). We get a
representation of OGmax on L
2(〈G,X〉(w)) thanks to the universality of OGmax . We write piw for this
representation.
We will recall the following result due to Nekrashevych.
Theorem 3.3. ([11, Theorem 3.3]) Let ρ be a unital representation of OGmax on a Hilbert space. Then
for any w ∈ (Xω)SG-gen and a ∈ OGmax, we have ‖piw(a)‖ ≤ ‖ρ(a)‖.
The above theorem implies that the notation OGmin := piw(OGmax) does not depend on the choice
of w ∈ (Xω)SG-gen. Let AGmin be the completion of CG with respect to the C
∗-norm on OGmin. If G
is an amenable group, OGmin and OGmax are isomorphic in some cases. See [3, 11] for example. To
understand OGmin we consider another algebra from self-similar actions. The following definition is
the almost same one as [10, Definition 6.1].
Definition 3.4. ([10, Definition 6.1]) Let O′Gmin be the univesal C
∗-algebra generated by AGmin and
{Sx | x ∈ X} satisfying equations (3.2), (3.3) and the following relation for any a ∈ AGmin and x, y ∈ X :
(3.5) aSx =
∑
y∈X
Sy〈y, a · x〉,
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The same argument as [10, Theorem 8.3] implies the simplicity of OGmin .
Theorem 3.5. ([10, Theorem 8.3]) O′Gmin is unital, purely infinite and simple.
Next we observe a Hilbert AGmin-bimodule. Write Φ := {
∑
{x∈X} Sxax | ax ∈ AGmin}. We regard
this as a right module over the AGmin with the basis X . Define an AGmin-valued inner product on Φ
by
〈
∑
x∈X
Sxax ,
∑
x∈X
Sxbx〉 :=
∑
x∈X
a∗xbx
where ax, bx ∈ AGmin for any x ∈ X .
We can construct left module structure from self-similarity. It is given by
g(
∑
x∈X
Sxax) :=
∑
x∈X
Sv(g,x)(h(g, x)ax)
where g ∈ G and ax ∈ AGmin for any x ∈ X . Extending the above definition, we get a AGmin-bimodule.
Indeed let φ be the *-homomorphism from AGmin to the set of adjointable maps on Φ given above then
we can check φ is injective by using the definition of AGmin . We also use the letter Φ for this Hilbert
AGmin-bimodule.
Actually O′Gmin is isomorphic to the Cuntz–Pimsner algebra generated from a Hilbert AGmin-
bimodule Φ and also isomorphic to OGmin . Indeed, we can construct universal surjections from O
′
Gmin
onto OGmin and the Cuntz–Pmisner algebra and the surjections are also injective by the simplicity
from Theorem 3.5. Hence O′Gmin is isomorphic to OGmin and a Cuntz–Pimsner algebra generated from
a Hilbert AGmin-bimodule.
Let Γ be the canonical gauge action of R on OGmin or OGmax given by
Γt(g) := g and Γt(Sx) := exp(it)Sx
where g ∈ G, t ∈ R and x ∈ X . LetKβ(OGmin) andKβ(OGmax) be the sets of KMS states corresponding
to Γ with inverse temperature β > 0 on OGmin and OGmax , respectively. Note that if ϕ ∈ Kβ(OGmin)
(or Kβ(OGmin)), then
ϕ(Su1gS
∗
u2
) = exp(−β|u1|)φ(gS
∗
u2
Su1)
for any g ∈ G and u1, u2 ∈ X∗. Combining the above and equation (3.3), we have
1 = ϕ(
∑
x∈X
SxS
∗
x) = |X | exp(−β).
Hence there is no KMS state for Γ if β 6= log |X |. We consider only the case β = log |X |. Let us recall
the notation that G is a countable group which acts self-similarly on Xω and e is the unit of G.
Definition 3.6 (Pre-KMS function). A positive definite function ϕ on G is called a pre-KMS function
if with ϕ(e) = 1 and
(3.6) ϕ(g) = |X |−1
∑
x∈X
δx,v(g,x)ϕ(h(g, x))
for any g ∈ G.
Remark 3.7. The restriction of every ϕ ∈ Klog |X|(OGmin) (or Klog |X|(OGmax)) to G is a pre-KMS
function. Indeed, consider the following equation:
g = g
∑
x∈X
SxS
∗
x =
∑
x∈X
Sv(g,x)h(g, x)S
∗
x
and use the KMS condition of ϕ, then we have the equation (3.6).
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From the above remark, we should look for pre-KMS functions to find KMS states. Lemma
2.12 implies that g 7→ µ((Xω)g) and g 7→ µ((Xω)g ∩ (Xω)g-gen) are pre-KMS functions on G. If
µ((Xω)G-gen) = 1, then µ((X
ω)g) = µ((X
ω)g ∩ (Xω)g-gen) by Lemma 2.10. Actually, there exists
a unique pre-KMS function on G in case µ((Xω)G-gen) = 1. The following proposition was already
proved in [2, Proposition 8.3] but for the reader’s convenience we prove here without using more general
terminology in [2].
Proposition 3.8. If µ((Xω)G-gen) = 1 and ϕ is a pre-KMS function on G, then ϕ(g) = µ((X
ω)g) for
any g ∈ G.
Proof. For any n ∈ N and g ∈ G, we have
ϕ(g) = |X |−n | {u ∈ Xn|h(g, u) = e, v(g, u) = u}|+ |X |−n
∑
{u∈Xn|h(g,u) 6=e}
δu,v(g,u)ϕ(h(g, u))
from the pre-KMS condition. Any positive definite function extends to a state on full group algebra
and therefore |ϕ(g)| ≤ 1 for any g ∈ G. Hence,
|(ϕ(g)− |X |−n|{u ∈ Xn | h(g, u) = e, v(g, u) = u}|) | ≤ |X |−n|{u ∈ Xn | h(g, u) 6= e, v(g, u) = u}|.
By Lemma 2.11 and taking limit, we have
|ϕ(g)− µ((Xω)g ∩ (X
ω)g-gen)| ≤ µ(X
ω\(Xω)g-gen).
The right side of the above inequality is 0 by the assumption and Lemma 2.10. Hence
ϕ(g) = µ((Xω)g ∩ (X
ω)g-gen) = µ((X
ω)g).

Put ψ0(g) := µ((X
ω)g) for g ∈ G. As Proposition 3.8 shows, ψ0 is the unique pre-KMS function on
G in case µ((Xω)G-gen) = 1. Let ψ be a linear functional on the ∗-algebra generated by {Sx}x∈X and
G given by
ψ(Su1gS
∗
u2
) = δu1,u2 |X |
−|u1|ψ0(g)
where g ∈ G, u1, u2 ∈ X∗. We see that ψ0 extends to the unique KMS state. To show that ψ0 is
positive definite, we need the next lemma. The lemma might be proven somewhere as a corollary of
[5, Theorem 2] but for the reader’s convenience we give a proof.
Lemma 3.9. Let Y be a Hausdorff space and ν be a Borel probability measure on Y . Assume that a
countable group G acts faithfully on Y (assume that each g ∈ G is a measure preserving homeomor-
phism) and Yg denotes the set of fixed points of g ∈ G. Then the map g 7→ ν(Yg) is a positive definite
function.
Proof. Let R := {(x, y) ∈ Y 2 | y = g(x) for some g ∈ G}. Then R defines an equivalence relation on
Y . For g ∈ G, we define Graph(g) := {(x, g(x)) | x ∈ Y } ⊂ R. Moreover, consider the projection
pil : Y
2 → Y given by pil((x, y)) := x. We denote by νl the left counting measure (see [5, Theorem 2]).
For any g, h ∈ G, we have
νl(Graph(g) ∩Graph(h)) =
∫
Y
|pil(x)
−1 ∩Graph(g) ∩Graph(h)|dν = ν((Y )g−1h).
Take f ∈ CG and write f =
∑
g∈F αgg where F is a finite subset of G. We construct a simple function
f ′ :=
∑
g∈F αg1Graph(g). Then
∑
g,h∈F
αgαhν(Yg−1h) =
∫
Y
|f ′|2dνl ≥ 0.
Thus we have finished the proof. 
Before the proof of the uniqueness of KMS state, we recall the following fact.
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Lemma 3.10. ([12, Lemma3.2]) Let Y be a finite dimensional full Hilbert C∗-bimodule over A and
γ > 0. Take a tracial state τ on A with
τ(
∑
y∈Y
〈y, ay〉) = γτ(a)
for any a ∈ A. Then τ extends to a unique KMS state with inverse temperature log γ on the Cuntz–
Pimsner algebra OY over Y .
Theorem 3.11. If µ((Xω)G-gen) = 1, the linear functional ψ extends to a unique KMS state ψmin in
Klog |X|(OGmin).
Proof. Lemma 3.9 guarantees the positivity of ψ. We see the continuity of ψ on CG with respect to
the norm on AGmin. Take an arbitrary element f ∈ CG. Write
f =
∑
g∈G
αgg
where αg = 0 except for finitely many g. Note that
ψ(g−11 g2) = µ((X
ω)g−11 g2
) =
∫
Xω
〈g1(δw), g2(δw)〉dµ(w).
Each inner product above is defined on L2(〈G,X〉(w)). Note that µ((Xω)SG-gen) = 1 by Lemma 2.10.
Hence, from the definition of AGmin we get
ψ(f∗f) =
∑
g1,g2∈G
αg1αg2
∫
Xω
〈g1(δw), g2(δw)〉dµ(w)
=
∫
Xω
〈f(δw), f(δw)〉dµ(w)
=
∫
(Xω)S
G-gen
〈f(δw), f(δw)〉dµ(w) ≤ ‖f‖
2
AGmin
.
We have finished proving the continuity and hence ψ defines a tracial state on AGmin . Moreover, the
tracial state satisfies the assumption of the previous lemma and therefore we get a KMS state. It is
easy to see that the KMS state is the extension of ψ.
By Proposition 3.8, no other tracial state on AGmin satisfies the assumption of the previous lemma.
Thus we have proved the uniqueness part. 
The above theorem implies that there exists a KMS state on OGmax for the canonical gauge action.
We write ψmin and ψmax for the KMS states given by ψ on OGmin and OGmax , respectively. Note
that ψmin and ψmin define tracial states on the gauge invariant subalgebras of OGmin and OGmax ,
respectively. We see that they are unique ones.
Theorem 3.12. If µ((Xω)G-gen) = 1, then there exists a unique tracial state on the gauge invariant
subalgebras of OGmin and OGmax.
Proof. Take a tracial state ϕ on gauge invariant subalgebra of OGmin or OGmax . It is sufficient to
prove ϕ(Su1gS
∗
u2
) = |X |−nδu1,u2ψ(g) for any g ∈ G and u1, u2 ∈ X
∗ with same length n. Note that
ϕ(Su1gSu2) = 0 if u1 6= u2 and ϕ(Su1S
∗
u1
) = ψ(Su1S
∗
u1
) for any u1 ∈ X∗ and we get
ϕ(Su1gS
∗
u1
)− ψ(Su1gS
∗
u1
) =
∑
{u∈Xm|v(g,u)=u,h(g,u) 6=e}
(ϕ− ψ)(Su1Sv(g,u)h(g, u)S
∗
uS
∗
u1
)
=
∑
{u∈Xm|v(g,u)=u,h(g,u) 6=e}
(ϕ− ψ)(Su1Sv(g,u)Re(h(g, u))S
∗
uS
∗
u1
)
+ i
∑
{u∈Xm|v(g,u)=u,h(g,u) 6=e}
ϕ(Su1Sv(g,u)Im(h(g, u))S
∗
uS
∗
u1
)
(3.7)
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for any n ∈ N where Re(h(g, u)) := (h(g, u) + h(g, u)∗)/2 and Im(h(g, u)) := (h(g, u) − h(g, u)∗)/2i.
Since each h(g, u) is a unitary, two inequalities −1 ≤ Re(h(g, u)) ≤ 1 and −1 ≤ Im(h(g, u)) ≤ 1 hold
and therefore we have
−ϕ(Su1Sv(g,u)S
∗
uS
∗
u1
)− ψ(Su1Sv(g,u)h(g, u)S
∗
uS
∗
u1
) ≤ (ϕ− ψ)(Su1Sv(g,u)Re(h(g, u))S
∗
uS
∗
u1
)
≤ ϕ(Su1Sv(g,u)S
∗
uS
∗
u1
)− ψ(Su1Sv(g,u)h(g, u)S
∗
uS
∗
u1
)
(3.8)
and
(3.9) − ϕ(Su1Sv(g,u)S
∗
uS
∗
u1
) ≤ ϕ(Su1Sv(g,u)Im(h(g, u))S
∗
uS
∗
u1
) ≤ ϕ(Su1Sv(g,u)S
∗
uS
∗
u1
)
for any u ∈ Xm with v(g, u) = u and h(g, u) 6= e. Combining equations (3.7), (3.8) and (3.9), we get
|ϕ(Su1gS
∗
u1
)− ψ(Su1gS
∗
u1
)| ≤
∑
{u∈Xm|v(g,u)=u,h(g,u) 6=e}
(ϕ(Su1Sv(g,u)S
∗
uS
∗
u1
) + ψ(Su1Sv(g,u)h(g, u)S
∗
uS
∗
u1
))
+
∑
{u∈Xm|v(g,u)=u,h(g,u) 6=e}
ϕ(Su1Sv(g,u)S
∗
uS
∗
u1
)
≤ 3|X |−n−m|{u ∈ Xm|v(g, u) = u, h(g, u) 6= e}|.
By the assumption, we have µ(Xω\(Xω)g-gen) = 0 so Lemma 2.11 and the above inequality imply
ϕ(Su1gS
∗
u1
) = ψ(Su1gS
∗
u1
). 
From the above theorem, we can also show that the uniqueness part of Theorem 3.11 without using
Proposition 3.8. We also have the following theorem as a corollary of the above theorem. However, the
following theorem was already proved in [2] from arguments on KMS states on Toeplitz type C∗-algebra
associated to right LCM monoids.
Theorem 3.13. If µ((Xω)G-gen) = 1, then ψ extends to a unique KMS state ψmax in Klog |X|(OGmax).
4. von Neumann algebraic approaches
In this section we consider GNS representations of KMS states which we have discussed at the
previous section. (piψmax , Hψmax) and (piψmin , Hψmin) denote GNS representations of ψmax and ψmin
respectively. Moreover let ρ be the universal quotient map from OGmax onto OGmin . If µ((X
ω)G-gen) =
1, then ψmax = ψmin ◦ρ and therefore piψmax(OGmax)
′′
is isomorphic to piψmin(OGmin)
′′
. We write simply
O
′′
G for this von Neumann algebra. Moreover, we consider only OGmin and (piψmin , Hψmin). Hence we
use a simpler symbol ψ instead of ψmin. From the simplicity of OGmin, ψ is a faithful KMS state and
therefore it extends to a normal faithful state on O
′′
G. We also write ψ for this extension. Moreover,
the state ψ is a KMS state for the extension of Γ to O
′′
G (we also use Γ for the extension of Γ). The
uniqueness of ψ in Theorem 3.11 implies the factority of O
′′
G. We see that O
′′
G is an AFD III|X|−1
factor in some cases.
First we see that we can compute the type of O
′′
G as a corollary of the uniqueness of tracial states
in Theorem 3.12.
Theorem 4.1. If µ((Xω)G-gen) = 1, then O
′′
G is a type III|X|−1 factor.
Proof. Let OΓGmin be the gauge invariant subalgebra of OGmin . Then the GNS representation of the
restriction of ψ to OΓGmin is quasi-equivalent to the restriction of GNS representation (piψ , Hψ) to O
Γ
Gmin
by [6, Lemma 4.1]. By Theorem 3.12, the von Neumann algebra piψ|OΓ
Gmin
(OΓGmin)
′′
on Hψ|OΓ
Gmin
is a
factor and so is piψ(OΓGmin)
′′
. Recalling the uniqueness of the one parameter automorphism group of
R with a certain inverse temperature, we see that the extension of Γ−t log |X| to O
′′
G coincides with the
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modular automorphism group of ψ. We write σψ for the modular automorphism group. Using the
periodicity of Γ, we have the equation
(O
′′
G)
σψ = (O
′′
G)
Γ = piψ(O
Γ
Gmin
)
′′
where (O
′′
G)
σψ is the invariant sublagebra of σψ . Thus (O
′′
G)
σψ is a factor and therefore the Connes
spectrum of σψ coincides with the Arveson spectrum of σψ (see [13, 16.1]). So we can compute the
type of O
′′
G using the fact σ
ψ
t coincides with the extension of Γ−t log |X| and we conclude that O
′′
G is a
type III|X|−1 factor. 
Proposition 4.2. Assume that µ((Xω)G-gen) = 1 and G is amenable. Then O
′′
G is an AFD type
III|X|−1 factor.
Proof. We only show that O
′′
G is AFD. If G is amenable then OGmax is nuclear by [4, Corollary 10.16]
and so is OGmin which is a quotient of OGmax . Now piψ gives a representation and therefore piψ(OGmin)
′
is semidiscrete. Thus, O
′′
G is AFD by [1, Corollary 3.8.6]. 
In some cases, we also show that O
′′
G is an AFD III|X|−1 without assuming the amenability. Write
Y ng := {w ∈ X
ω | h(g, w(n)) = e} for any g ∈ G and n ∈ N. Then Y ng is a increasing sequence of open
sets and hence µ(
⋃
n∈N Y
n
g ) converges. If it converges to 1, we can compute the type of O
′′
G.
Theorem 4.3. If µ(
⋃
n∈N Y
n
g ) = 1 for any g ∈ G, then O
′′
G is an AFD type III|X|−1 factor.
Proof. Take an arbitrary g ∈ G. By definition, we have (
⋃
n∈N Y
n
g ) ∩ (X
ω)g = (X
ω)g-gen ∩ (Xω)g and
therefore the assumption implies
µ((Xω)g) = µ((
⋃
n∈N
Y ng ) ∩ (X
ω)g) = µ((X
ω)g-gen ∩ (X
ω)g).
Hence µ((Xω)G-gen) = 1 by Lemma 2.10. We show that G is contained in the strong operator closure
of span{Su1S
∗
u2
| u1, u2 ∈ X∗}. Take g ∈ G. Then
g =
∑
u∈Xn
Sv(g,u)h(g, u)S
∗
u =
∑
{u∈Xn|v(g,u)=e}
Sv(g,u)S
∗
u +
∑
{u∈Xn|v(g,u) 6=e}
Sv(g,u)h(g, u)S
∗
u.
Consider the following sequence
an :=
∑
{u∈Xn|v(g,u)=e}
Sv(g, u)S
∗
u ∈ span{Su1S
∗
u2
| u1, u2 ∈ X
∗}.
Note that u 7→ v(g, u) is a bijective map from Xn onto Xn for any g ∈ G since there exists an inverse
map from g−1. Then we compute
ψ((g − an)
∗(g − an)) =
∑
{u∈Xn|v(g,u) 6=e}
ψ(SuS
∗
u)
= |X |−n|{u ∈ Xn | v(g, u) 6= e}| → 0 (n→∞).
Note that {g − an}n∈N is a norm bounded sequence since range projections of Sv(g,u)’s are mutually
orthogonal. For any u1, u2 ∈ X∗ and g1 ∈ G, we have
ψ(((g − an)Su1g1S
∗
u2
)∗((g − an)Su1g1S
∗
u2
)) = |X ||u2|−|u1|ψ((g − an)Su1S
∗
u1
(g − an)
∗)
≤ |X ||u2|−|u1|ψ((g − an)
∗(g − an))
by the KMS condition. Thus for any a ∈ span{Su1g
′S∗u2 | u1, u2 ∈ X
∗ and g ∈ G},
ψ(((g − an)a)
∗(g − an)a)→ 0 (n→∞).
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Consequently, {an}n∈N converges to g in the strong operator topology thanks to norm boundedness of
{g−an}n∈N and density of span{Su1g
′S∗u2 | u1, u2 ∈ X
∗} inHψ. Thus, G ⊂ span{Su1S
∗
u2
| u1, u2 ∈ X∗}
where the closure is the strong operator topological one, and therefore
O
′′
G = span{Su1S
∗
u2
| u1, u2 ∈ X∗} = piψ(O|X|)
′′
.
Now (piψ |O|X| , Hψ) and (piψ|O|X| , Hψ|O|X| ) are quasi-equivalent by [6, Lemma 4.1]. In [6], it is also
proved that piψ |O|X|(O|X|)
′′
is an AFD type III|X|−1 factor. Hence we finished the proof. 
In the next proposition, we see that a large class of contracting self-similar group actions satisfies
the assumption of Theorem 4.3.
Proposition 4.4. Assume that a self-similar group action of G on Xω is contracting with the nucleus
N . If for any g ∈ N there exists u ∈ X∗ such that h(g, u) = e, then µ(
⋃
n∈N Y
n
g ) = 1 for any g ∈ G.
Proof. It is sufficient to show µ(
⋃
n∈N Y
n
g ) = 1 for any g ∈ N . We use a similar argument to Proposition
2.16. By assumption, there exists m ∈ N such that for any g ∈ G there exist u ∈ Xm with h(g, u) = e.
Take any g ∈ N . We show that
(4.1) |{u ∈ Xmn | h(g, u) 6= e}| ≤ (|X |m − 1)n
by an inductive argument. From the choice of m, it is trivial that (4.1) holds in case n = 1. For the
inductive step, we assume that (4.1) holds for some n. For u ∈ Xm(n+1), we have a division u = u1u2
where u1 ∈ Xmn and u2 ∈ Xm. Note that h(g, u1) ∈ N for any u1 ∈ Xmn and therefore the choice of
m implies
|{u2 ∈ X
m | h(g, u1u2) 6= e}| ≤ |X |
m − 1.
Hence we get
|{u ∈ Xm(n+1) | h(g, u) 6= e}| ≤ |{u1 ∈ X
mn | h(g, u1) 6= e}|(|X |
m − 1).
By the inductive assumption, (4.1) holds for n+ 1 and hence we have proved 4.1. Thus we get
µ(Xω\ (
⋃
n∈N
Y ng )) = lim
n→∞
|X |−mn|{u ∈ Xmn | h(g, u) 6= e}| ≤ lim
n→∞
(1− |X |−m)n = 0
and therefore we have finished the proof. 
For the last of this paper, we compute the type of the von Neumann algebra from the Grigorchuk
group. For the definition of the Grigorchuk group, see Example 2.5.
Example 4.5. It is known that the Grigorchuk group is contracting and its nucleus is {e, b, c, d} (see
[9, Proposition 2.7]). We can easily see that the assumption in the above proposition holds by the
definition of the Grigorchuk group. Thus we can conclude that the von Neumann algebra associated
with the Grigorchuk group is an AFD factor of type III 1
2
. Using the fact that the Grigorchuk group is
amenable, we get the same result.
References
[1] N. P. Brown and N. Ozawa, C∗-algebras and finite-dimensional approximations, Graduate Studies in Mathematics,
88. American Mathematical Society, Providence, RI, 2008.
[2] N. Brownlowe, N. S. Larsen, J. Ramagge and N. Stammeier, C∗-algebras of right LCM monoids and their equilibrium
states, arXiv:1902.02674.
[3] L. O. Clark, R. Exel, E. Pardo, A. Sims and C. Starling, Simplicity of algebras associated to non-Hausdorff groupoids,
arXiv:1806.04362.
[4] R. Exel and E. Pardo, Self-similar graphs, a unified treatment of Katsura and Nekrashevych C∗-algebras, Adv.
Math. 306 (2017), 1046–129.
[5] J. Feldman and C. C. Moore, Ergodic equivalence relations, cohomology, and von Neumann algebras. I. Trans.
Amer. Math. Soc. 234 (1977), 289–324.
[6] M. Izumi, Subalgebras of infinite C∗-algebras with finite Watatani indices I. Cuntz algebras, Comm. Math. Phys.
155 (1993), 157–182.
14 KEISUKE YOSHIDA
[7] M. Izumi, T. Kajiwara and Y. Watatani, KMS states and branched points, Ergodic Theory Dynam. Systems 27
(2007), no. 6, 18871918.
[8] T. Kajiwara and Y. Watatani, C∗-algebras associated with complex dynamical systems, Indiana Univ. Math. J. 54
(2005), 755–778.
[9] M. Laca, I. Raeburn, J. Ramagge and M. F. Whittaker, Equilibrium states on the Cuntz–Pimsner algebras of
self-similar actions, J. Funct. Anal. 266 (2014), 6619–6661.
[10] V. V. Nekrashevych, Cuntz–Pimsner algebras of group actions, J. Operator Theory 52 (2004), 223–249.
[11] V. V. Nekrashevych, C∗-algebras and self-similar groups, J. Reine Angew. Math. 630 (2009), 59–123.
[12] C. Pinzari, Y. Watatani and K. Yonetani, KMS states, entropy and the variational principle in full C∗-dynamical
systems, Comm. Math. Phys. 213 (2000), 331–379.
[13] S. Stra˘tila˘,Modular theory in operator algebras. Editura Academiei Republicii Socialiste Romnia, Bucharest; Abacus
Press, Tunbridge Wells, 1981.
E-mail address: kskyhuni@math.sci.hokudai.ac.jp
Graduate School of Science, Hokkaido University, 060-0810 Sapporo, Japan
