Abstract-
I. INTRODUCTION
The requirement of Electrical Power in the world has grown tremendously due to the Industrialization, Urbanization and Improvement in the standard of living of people. The demand has been running ahead of supply. Construction of new Infrastructure for Generation, Transmission and Distribution of Power is imminent to meet this situation. It is also very important to reduce the Technical Losses in Transmission, Distribution System and also the Non-Technical losses caused by energy thefts and in-efficient metering so as to reduce the disparities in demand and supply of Power and avoid power cuts. By reducing the Technical & Non-Technical Losses, there can be potential savings in terms of utilization of existing Infrastructure and energy resources to meet the demand at an optimal generation and transmission costs. This necessitates the implementation of Optimal Power Flow (OPF) Program for both, the operation and planning of a power system.
The desired solution/objective of an Optimal Power Flow problem is to identify the appropriate control variables and allocate the corresponding operating values with a specific objective of minimizing the losses in the network with respect to the Equality constraints (derived from power balance equation) and Inequality constraints (derived from the limits on control variables) which may be continuous, discrete or binary..
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Traditionally, classical optimization methods like Gradient Method [1] , Newton Method [2] , Quasi-Newton Method [3] , Linear Programming Method [4] , Sequential Linear Programming [5] , Sequential Quadratic Programming [6] methods were employed to solve various Power System Problems like Economic Load Dispatch, Optimal Power Flow etc. Out of the available Deterministic Methods, Interior Point Methods (IPM's) were preferred over the other techniques due to ease of handling inequality constraints through barrier functions, rapid convergence, ability to solve a problem without starting from a strictly feasible initial point [6] . IPM's find improved search directions, strictly in the interior of the feasible space in contrast with the simplex method, which searches along the boundary of the feasible space by moving from one feasible vertex to an adjacent one until the optimum point is found [8] .
Though the Classical/ Deterministic/Conventional optimization methods have proven to be reliable for solving many types of OPF problems, none of these methods can guarantee global optimality and most of them have difficulty in handling discrete control variables and qualitative constraints [7] . Global convergence, quality of solution obtained is dependent on the selected initial conditions [7] . These methods require the presence of a continuous and differentiable objective function, which is seldom available in practical OPF problems [5, 7] . In the recent past, a number of non-deterministic/ Stochastic/ Artificial Intelligence optimization methods have been developed and applied to optimization problems to overcome the problems associated with the global search capabilities of many conventional deterministic optimization algorithms. Many of these Techniques like Genetic Algorithm (GA) [9] , Evolutionary Algorithms (EAs) [10] , Bacterial Foraging Algorithms (BFA) [7] , Particle Swarm Optimization (PSO) [11, 12, 13] , Ant Colony Optimization (ACO) [14] have been applied to solve OPF problems. 
II.PROBLEM FORMULATION [10]
Minimization of Power Loss is taken as objective function [10] .
In the right hand side of the above equation (1), the first part is the power loss contribution for Objective function; the second part is the penalty function for exceeding the limits of the Generator bus voltage; penalty function for exceeding the reactive power limits of generator, Transformer Tap Settings. are the penalty factors that can be increased in the optimization procedure.
Inequality Constraints:
Where is the set of Generator Buses; is the set of PQ Buses. represents the Generator Bus Voltage of ith Bus, represents the Tap Setting of Transformer connected between i-j buses, represents the Reactive Compensation capacity of ith buses III. PARTICLE SWARM OPTIMIZATION [15] Particle swarm optimization (PSO) is a robust stochastic optimization technique based on the movement and intelligence of swarm's, developed by Dr. Russell Eberhart and Dr. James Kennedy in 1995 [15] . PSO is developed based on the social behaviour of organisms such as bird flocking and fish scooling. The system is initialized with a population of random solutions called particles moving around in a search space. Each particle is associated with a position and velocity. All the particles are evaluated for the fitness (objective function) in every iteration. Each particle is associated with two -best‖ values. The first one is the best solution (fitness) it has achieved so far called -pbest‖ and the second one is the best value ever obtained so far by any particle called the global best or -gbest‖. After evaluating the two best values, the particle updates its velocity and positions in line with the below equations.
v[] is the particle velocity, present[] is the current position of particle, rand () is a random number between (0,1). Correction factors C1, C2 (Acceleration constant C1 is a cognitive parameter which pulls each particle towards the local best position whereas constant C2 is a social parameter which pulls the particle towards global best position) can range from [0, 4] [15].
IV. PROCEDURE FOR IMPLEMENTING THE PSO ALGORITHM
Read the Line Data, Bus Data for the Test Bus Systems IEEE 14, IEEE 30 Bus, 24-node equivalent EHV Indian power network. Flowchart 1 describes the step-by-step procedure to be followed for finding the optimal values of control variables (AVR values of Generators, Tap Settings of On-Load Tap Changer of Transformers, Shunt Capacitor Switching) which result in minimal losses. Iterations continue till the specified maximum .no of iterations are completed or if the velocity changes are close to zero for all the particles, in which case there will be no further changes in particle positions [15] Flowchat 1: Procedure for Implementing the PSO Algorithm 
V. TEST SYSTEMS

A. IEEE 14 Bus System:
