As the mobile application landscape expands, wireless networks are tasked with supporting different connection profiles, including real-time traffic and delay-sensitive communications. Among many ensuing engineering challenges is the need to better understand the fundamental limits of forward error correction in non-asymptotic regimes. This article seeks to characterize the performance of block codes over finite-state channels with memory. In particular, classical results from information theory are revisited in the context of channels with rare transitions, and bounds on the probabilities of decoding failure are derived for random codes. This creates an analysis framework where channel dependencies within and across codewords are preserved. Such results can subsequently be integrated into a queueing problem formulation. Overall, this study offers new insights about the potential impact of channel correlation on the performance of delay-aware, point-to-point communication links.
of great interest. This line of work dates back to the early days of information theory [1] and has received significant attention in the past, with complete solutions in some cases. An approach that has enjoyed remarkable success, and chiefly popularized by Gallager, consists of deriving exponential error bounds on the behavior of asymptotically long codewords [2] . These bounding techniques have been applied to memoryless channels as well as finite-state channels with memory. In general, they can be very accurate for long, yet finite block lengths. It is worth mentioning that the subject of error bounds has also appeared in more recent studies, with the advent of new approaches such as dispersion and the uncertaintyfocusing bound [3] , [4] , [5] , [6] . This renewed interest in the performance of coded transmissions points to the timeliness of the topic under investigation.
A distinguishing feature of the approach we wish to develop is the focus on channels with memory and state-dependent operation. In most prevalent asymptotic frameworks, channel parameters are kept constant while the length of the codeword increases to infinity. Although this point of view leads to mathematically appealing characterizations, the resulting bounds on error probabilities do not depend on the initial or final states of the underlying communication channel. This situation can be explained through the fact that, no matter how slow the mixing time of the physical channel is, the duration of a codeword eventually far exceeds this quantity. Still, in many practical scenarios, the service requirements imposed on a communication link forces the use of relatively short codewords, with no obvious time-scale separation between the duration of a codeword and the mixing time of the channel.
The mismatch between existing techniques and commonly deployed systems, together with the growing popularity of real-time applications on wireless networks, demands a novel approach where the impact of boundary conditions are preserved throughout the analysis. A suitable methodology should be able to capture both the effects of channel memory as well as the impact of the channel state at the onset of a codeword. In this article, we are interested in regimes where the block length is of the same order or smaller than the coherence time of the channel. Formally, we wish to study the scenario where the mixing time of the underlying finite-state channel is similar to the time necessary to transmit a codeword. This leads to two important phenomena. First, the state of the channel at the onset of a transmission has a significant impact on the empirical distribution of the states within a codeword transmission cycle. Second, channel dependencies may extend beyond the boundaries of individual codewords. This is in stark contrast with rapidly mixing channels where initial channel conditions have no effects on the probability of decoding failures, and with block-fading models where the evolution of the channel is independent from block to block. For instance, our proposed framework is rich enough to account for scenarios where decoding events are strongly correlated over time. Dependencies from codeword to codeword give rise to correlation in decoding failure events and can therefore greatly affect perceived service quality.
Within this context, we examine probabilities of decoding failure, their distributions and temporal properties. The purpose of deriving upper bounds on the probabilities of decoding failure for rare transitions is to capture overall performance for systems that transmit data using block lengths on the order of the coherence time of their respective channels [7] . More specifically, this article focuses on Gallager-type exponential bounds applied to probabilities of decoding failure in raretransition regimes. By construction, these bounds depend explicitly on the initial and terminating channel states. The analysis is conducted for the scenario where channel state information is available at the receiver. The ensuing results are compared to the probabilities of decoding failure obtained for a Gilbert-Elliott channel under a minimum distance decoder and a maximum-likelihood decision rule [1] , [8] , [9] . The potential implications of this novel framework are then briefly discussed in terms of queueing theory and resource allocation.
II. MODELING AND EXPONENTIAL BOUNDS
In this article, we consider finite-state channels where state transitions are independent of the input symbols. Such channels are often classified as fading models, and they have been used extensively in the information theory literature. We employ X n and Y n , respectively, to denote the input and output symbols at time n. The channel state that determines the channel law at time n is represented by S n−1 . We typically reserve capital letters for random variables, whereas lower case letters identify outcomes and elements. In general, the conditional probability distribution governing a finite-state channel can be written as P Yn,Sn|Xn,Sn−1 (y n , s n |x n , s n−1 ) = Pr (Y n = y n , S n = s n |X n = x n , S n−1 = s n−1 ) .
When state transitions are independent of input symbols, this conditional distribution reduces to P Yn,Sn|Xn,Sn−1 (y n , s n |x n , s n−1 ) = P Sn|Sn−1 (s n |s n−1 )P Yn|Xn,Sn−1 (y n |x n , s n−1 ).
(1)
Throughout, we assume that the channel statistics are homogeneous over time and the sequence {S n } forms a Markov chain. When dealing with finite-state channels, it is customary to use integers to denote the possible input and output symbols; in our exposition, we adhere to this convention. The famed Gilbert-Elliott channel is the proverbial example of a channel that possesses the structure described above. This Fig. 1 . The Gilbert-Elliott model is the simplest, non-trivial instantiation of a finite-state channel with memory. State evolution over time forms a Markov chain and the input-output relationship of this binary channel is governed by a state-dependent crossover probability. quintessential model is governed by a two-state Markov chain, and it is illustrated in Fig. 1 . The transition probability matrix for the Gilbert-Elliott channel can be expressed as
where [P] ij = Pr(S n = j|S n−1 = i). The state-dependent input-output relationship induced by channel state s ∈ {1, 2} is governed by the crossover probability ε s , where
For convenience, we order states such that ε 1 < ε 2 . A coding strategy that has proven exceptionally fruitful in information theory is the use of random codes. Upholding this tradition, we adopt a random coding scheme that employs a code ensemble C with M = e NR elements. Familiarity with this topic may help because random coding arguments tend to be notationally heavy [2] . Variable N denotes the block length of the code, and R represents its rate. Every element in C corresponds to a sequence of admissible channel inputs, x = (x 1 , x 2 , . . . , x N ). Moreover, codewords are indexed by k ∈ {1, . . . , M}. The input sequence associated with index k, which we denote by X(k), is determined through the following procedure. Suppose that Q(x) is a distribution on the set of admissible input symbols. Let Q N (x) = N n=1 Q(x n ) be the product measure induced by Q. Codeword X(k) is selected at random according to distribution Q N , i.e.,
We emphasize that every codeword is selected independently from other elements in C. Once a code ensemble has been generated, a message is sent to the destination by first selecting one of the codewords, and then sequentially transmitting its entries over the communication channel. For the sake of clarity, we summarize our assumptions below; they will apply from this point forward.
Assumption 1: Communication takes place over a finitestate channel that admits the conditional decomposition of (1). Information is transmitted using the random coding strategy outlined above. Furthermore, the state of the channel is causally known at the receiver.
At this point, it is worth restating our objective. We want to upper bound the probability that a codeword is decoded erroneously at the receiver. Concurrently, we wish to develop a rare-transition regime that remains true to the fact that the channel state at the onset of the codeword transmission process affects the evolution of the system. Ultimately, this can be achieved in an asymptotic framework by slowing down the transition profile of the underlying channel as the block length of the code grows unbounded. One of the repercussions of this setting is that we have to modify some of the results on error exponents presented by Gallager [2] . In particular, we need the ability to restrict a channel sequence S to specific events.
Our first formal result is a straightforward extension to Theorem 5.6.1 in [2, p. 135], which is itself quite general. Since we are interested in finite-state channels with memory in a slow transition regime, we require the ability to track channel realizations explicitly. From an abstract perspective, conditioning on a specific fading realization is equivalent to altering the statistical profile of the underlying channel.
Proposition 1: Suppose that the realization of the channel over the duration of a codeword is given by s. Then, for any ρ ∈ [0, 1], the probability of decoding failure at the destination, conditioned on state sequence S = s, is upper bounded by
Proof: First, we emphasize that the condition S = s simply alters the probability measure governing the inputoutput relationship of the channel. Applying Theorem 5.6.1 in [2] with M = e NR , we immediately get
where P Y|X,S (y|x, s) represents the conditional distribution of receiving y given X = x and S = s. Moving forward, the crux of the argument is based on interchanging the order of exhaustive products and sums. Under the channel decomposition introduced in (1), the double summation that appears in this upper bound becomes
Collecting these various results and using equivalent notation, we obtain the desired proposition.
A key insight revealed through the proof of Proposition 1 is that E 0,N (ρ, Q N , s) only depends on s through its empirical distribution, designated T (s). We state this fact as a corollary because it will become very useful shortly.
Corollary 1: Let T be the empirical state distribution of a sequence of N consecutive channel realizations. If s and s are two sequences such that T (s) = T (s ) = T , then E 0,N (ρ, Q N , s) = E 0,N (ρ, Q N , s ). Furthermore, the probability of decoding failure at the destination, conditioned on S ∈ U , is bounded by
Note that, with some abuse of notation, we have implicitly de-
For the problem at hand, we are especially interested in probabilities of the form P e,SN |S0 (s N |s 0 ). In some sense, each of these represents the probability of a decoding failure while keeping track of boundary states. In view of Corollary 1, it is natural to upper bound this quantity by partitioning the set of possible sequences according to their empirical distributions. This is accomplished below. In stating our results, we use T to denote the collection of all admissible empirical channel distributions over sequences of length N .
Proposition 2: Suppose that a codeword is transmitted over a finite-state channel. The joint probability, P e,SN |S0 (s N |s 0 ), that decoding fails at the destination and S N = s N , conditioned on initial state S 0 = s 0 , is upper bounded by
where P T (S),SN |S0 (T, s N |s 0 ) represents the probability that T (S) = T and S N = s N , given initial state S 0 = s 0 . Proof: The progression of this demonstration parallels an argument found in Section 5.9 of [2] . By partitioning the set of length-N sequences according to their empirical distributions, we can write
The inequality in this expression comes from a direct application of Proposition 1. Following our previous observation that E 0,N (ρ, Q N , s) only depends on s through its empirical distribution T (s), we can rewrite this upper bound as 1] e −N (E0,N (ρ,QN ,T )−ρR) .
The first bound in Proposition 2 is equivalent to this inequality, yet it uses more concise notation. The second bound holds because the sum of minimums is upper bounded by the minimum of the sum.
In words, this result is obtained by first grouping channel state sequences according to types, applying an exponential upper bound on the probability of decoding failure to each group, and then taking an expectation over possible empirical distributions. From a large deviations perspective, this decomposition into summands is pertinent because it can be employed to identify the dominating behavior of the system as block length becomes increasingly large. Interestingly, the upper bound on the error probability only depends on the initial and final states of the channel through the empirical distributions.
For illustrative purposes, we compute the upper bounds introduced above for the Gilbert-Elliott channel. Let sequence s be fixed and recall that s n ∈ {1, 2}. Then, by Proposition 1, we get
where N i is the number of visits to channel state i in sequence s, η = N1 N is the fraction of time spent in state i, and
1+ρ .
(4)
The channel ordering 1 < 2 ≤ 1 2 implies b 1 (ρ) ≥ b 2 (ρ). One can also derive bounds on P e,SN |S0 (s N |s 0 ) for the Gilbert-Elliott channel. Exploiting the Markov structure of this channel, we get
In this equation, e i represents the unit vector with a one in the ith position and zeros everywhere else. Matrix entries are defined by a(i, j) = [P] ij e bi . It may be helpful to stress that transition probability matrix P was originally defined in (2) . We emphasize that this inequality holds for any ρ ∈ [0, 1] and, hence, the bound can be tightened by minimizing over ρ. Remark 1: The bound in (5) is very similar to Gallager's exponential bound for finite-state channels [2, Thm 5.9.3, p. 185] when the receiver has perfect state information. The main difference is that Gallager considers the ergodic regime and his equation simplifies to the logarithm of the largest eigenvalue of the matrix. We avoid this simplification because we are mainly interested in non-asymptotic regimes.
III. THE RARE-TRANSITION REGIME
In a traditional setting where P is kept constant, the upper bound given in (5) can be refined using the Perron-Frobenius theorem, as described in Section 5.9 of [2, p. 184-185]. The more intriguing scenario for our purpose is the rare-transition regime where individual probabilities vary with N ,
In this latter case, channel transitions are becoming less likely as N increases and the expected number of transitions per codeword transmission cycle is maintained. Furthermore, the role of boundary states is preserved, which is key from a pragmatic perspective. The inequalities presented in Section II apply in the context of rare transitions as well, albeit using P N rather than a static P.
A side benefit of the rare-transition regime is the availability of approximate error bounds that can be computed efficiently. These approximate bounds can be obtained in three steps. First, we derive exact expressions for the distributions of channel states within prescribed time intervals. We then show that the corresponding normalized distributions converge weakly to well-defined measures. Finally, we employ standard results on the convergence of empirical measures to get approximate upper bounds on the probabilities of decoding failure at the destination.
Not too surprisingly, probability distributions for the occupation times of two-state Markov chains have been studied in the past [10] , [11] . Although expressions presented therein account for an initial state, they do not specify a final state. These results thus need to be modified slightly to assume a form suitable for our analysis.
Lemma 1: Consider a two-state channel whose transition probability matrix is given by (2) . Assume that the number of visits to each state is recorded for a period spanning N consecutive channel realizations. The joint distributions governing the channel type and its final state, conditioned on the initial state, can be written in terms of the Gaussian hypergeometric function 2 F 1 (·, ·; ·; ·). For m = 1, 2, . . . , N − 1, this gives
. Special consideration must be given to extremal cases. In particular, we can write
Proof: See appendix. As discussed above, our second step consists of showing that the distributions contained in Lemma 1 converge to welldefined measures under the aforementioned limiting regime. In doing so, we must substitute α and β by their scaled variants, as described in the rare-transition framework. More specifically, these two variables must be replaced by α N and β N , respectively. In addition, we must express the distributions in terms of normalized occupancy time, i.e.,
This provides a common space where convergence takes place. Once these modifications are performed, it suffices to let N grow unbounded. Lemma 2: Consider a collection of two-state Markov chains where the transition probabilities of the N th system are governed by P N , as described in (6) . The joint probability associated with η ≤ r and the i → j state transition for the length-N system is where I 0 (·) and I 1 (·) represent modified Bessel functions of the first kind. We use F ij to indicate the positive measure associated with
In our labeling, S i identifies the initial state of the channel and S f specifies its final value. The sequence of conditional distributions induced by the two-state Markov chains F (N ) ij converges weakly to positive measure F ij . Proof: See appendix. As a side observation, we note that two of the limiting measures in Lemma 2 are not absolutely continuous with respect to the Lebesgue measure. This can be explained by the fact that, in the rare-transition limit, there is a positive probability of staying in the initial channel state for the whole block. Still, these limiting distributions are well-defined positive measures [12, Chap. 8] . Collecting these preliminary results, we can present our approximate upper bound.
Proposition 3: Suppose that a message is transmitted over a two-state channel with memory using the random coding scheme introduced in Section II. An approximate upper bound for the error probability P e,SN |S0 (j|i) is given by
where, again, f η,S f |Si (·, j|i) denotes the limiting distribution of normalized occupancy time η with initial state i and final state j, and function b i (ρ) is specified in (4) .
Proof: Let ρ ∈ (0, 1) be fixed. We know from Corollary 1 that, for channel type T , the error probability is bounded by
We emphasize that the second expression is the error exponent specialized to the two-state channel, as derived in (3). Of course, we can readily tighten this bound to
because individual probabilities cannot exceed one. It is useful to point out that the expression
is an affine function in r and, based on our channel state ordering, this function is strictly increasing. For the purpose of exposition, let g N (r) be defined by where the threshold τ is equal to
We assume τ ∈ (0, 1) to avoid pathological problems associated with trivial cases. It is easy to verify that the sequence of functions {g N (r)} converges pointwise to
which is uniformly continuous on the set r ∈ [0, 1] \ {τ }. By taking an expectation over η, we get P e,SN |S0 (j|i) 
While this upper bound can be computed numerically with relative ease, we are also interested in simple approximations that provide better intuition at the expense of a little accuracy. As a next step, we will establish that
First, we note that Lemma 2 shows the sequence dF (N ) ij of distributions converges weakly to the limit dF ij . Next, we observe that, for any converging sequence r N ∈ [0, 1] with lim N r N = r = τ , we have g N (r N ) → g(r). Lastly, we note that the cdf F ij (r) is continuous at τ ∈ (0, 1) and therefore point r = τ has probability 0. These conditions allow us to apply [13, Thm. 5.5] and establish that (9) holds true.
In view of this convergence result, we can write
for large enough values of N . Since the first integral in (10) provides an upper bound on P e,SN |S0 (j|i), the approximate upper bound of (7) immediately follows. That is, if the code length is large enough, then the approximation in Proposition 3 is justified.
From an engineering point of view, we are interested in cases where N is dictated by the code length of a practical coding scheme. The approximate upper bound can be used to perform a quick survey of good parameters. Then, the exact expression based on the hypergeometric function can be employed for fine tuning locally. As a last point on this topic, we emphasize that these upper bounds can be tightened by optimizing over ρ ∈ [0, 1].
IV. PROBABILITY OF DECODING FAILURES
A significant advantage in dealing with the Gilbert-Elliott channel model is its tractability. In particular, we can compute exact probabilities of decoding failure under various decision schemes. Consequently, in such cases, we can assess how close the bounds and the true probabilities of error are from one another. The hope is that, if the Gilbert-Elliott bounds are reasonably tight, then the upper bounds for general finite-state channels may also be good. Of course, it may be impractical to compute exact probabilities of error for more elaborate channels, hence the need for upper bounds.
We begin our survey with a familiar case, the binary symmetric channel. In this case, the probability of error for maximum-likelihood decoding of a length-N uniform random code with M codewords is given by
where ε is the crossover probability of the channel. The maximum-likelihood decision rule in this case is a minimumdistance decoder, and this error probability can be established through a counting argument. We note that the derivation of this bound assumes that the decoder treats ties as decoding failures [1] . It is possible to get slightly better performance by having the receiver select one of the codewords when several candidates are equidistant from the received signal [5] . Next, we consider data transmission over a Gilbert-Elliott channel using random coding when the state is known at the receiver. Two different decoders are considered: a minimumdistance decoder and a maximum-likelihood decoder. When channel state information is available at the receiver, the empirical distribution of the channel sequence provides enough information to determine the probability of decoding failure. Using the measure on N 1 and the corresponding conditional error probabilities, one can average over all channel types to get the probability of decoding failure,
Probabilities of decoding failure given type T are derived below. The probability distributions governing channel types can be found in Lemma 1. Suppose X i and Y i represent the subvectors of X and Y corresponding to time instants when the channel is in state i. Using the Hamming distance d H (·, ·), we can denote the number of errors in each state by random variables E 1 and 
We emphasize that, given the channel type, the numbers of errors in the good and bad states are independent, P E1,E2|T (S) (e 1 , e 2 |T ) = P E1|T (S) (e 1 |T )P E2|T (S) (e 2 |T ).
Moreover, E 1 and E 2 have binomial distributions
Theorem 1: When ties are treated as errors, the probability of decoding failure for a length-N uniform random code with M codewords, conditioned on the number of symbol errors in each state and the channel state type, is given by
where M(d) is the set of pairs (ẽ 1 ,ẽ 2 ) ∈ {0, . . . , N} 2 that satisfy γẽ 1 +ẽ 2 ≤ d. This holds with γ = ln ε1−ln (1−ε1) ln ε2−ln (1−ε2) for the maximum-likelihood decoder and with γ = 1 for the minimum-distance decision rule.
Proof: First we revisit the maximum-likelihood decoding rule for the Gilbert-Elliott channel when channel state information is available at the receiver. Given channel type T with n 1 visits to state 1, we have P Y|X (y|x) = P Y1|X1 (y 1 |x 1 )P Y2|X2 (y 2 |x 2 )
Upon receiving y, the maximum-likelihood decoder returns the codeword x ∈ C that maximizes ln P Y|X (y|x ). Thus, a little algebra shows the decoded message will be arg min
where x i and y i denote subvectors of x and y when the channel state is i. The same rule can be used for minimumdistance decoding by choosing γ = 1. Now, we consider the probability of error for the decoding rule given by (14) when random codes are used. If ties are treated as errors, the decoder will succeed if and only if the correct codeword is returned as the unique minimum in (14). To derive (13) , one can fix the transmitted codeword x to all zeros (due to symmetry) and then choose any received vector y that satisfies E 1 = e 1 and E 2 = e 2 . Next, the other M − 1 codewords are drawn independently and uniformly. The decoder succeeds when all of the other codewords give a strictly larger value of the cost function in (14) . A simple combinatorial argument shows the number of codewords with cost less than or equal to the correct codeword is given by
Therefore, the probability a uniform random vector falls in this set is q = V (n 1 , n 2 , e 1 , e 2 )/2 N . Since each codeword is independent, the probability of error is 1 − (1 − q) M −1 . and therefore the volume calculation in (15) for the minimumdistance decoder (i.e., γ = 1) reduces to the simple volume calculation for a binary symmetric channel.
A. Numerical Results
We present numerical results for a system which transmits data over a Gilbert-Elliott channel with crossover probabilities ε 1 = 0.01 and ε 2 = 0.1. Figure 2 shows our approximate upper bound (7) and the standard Gallager-type bound (5) . Each curve shows the value of the bound averaged over all possible state transitions. Although the block lengths are relatively short, the bounds computed from (7) are quite close to the standard ones.
In Fig. 3 , we compare the exact results for the maximumlikelihood and minimum-distance decoders with the bounds given in (7) for fixed transition probabilities. Of course, the maximum-likelihood decoder outperforms the minimum distance decoder. For fixed N , there is also a roughly constant ratio between the approximate upper bounds and the exact probabilities of error under maximum-likelihood decoding. 
V. CONCLUSION
The rare-transition regime is a powerful methodology to characterize communication systems where the block length is of the same order or smaller than the coherence time of the channel. This mode of operation is common in many practical implementations and this motivated the proposed framework. To estimate the probability of decoding error, we have derived an approximate upper bound specifically tailored to the raretransition regime. A key property of the proposed methodology is that the dependency on the initial and final states is retained in the analysis. This bound is also numerically efficient to compute and can be employed for parameter selection and performance analysis in communication links with queueing constraints. Expressions for the exact error probability under maximum-likelihood and minimum-distance decoding are also derived for Gilbert-Elliott channels. These results allow us to validate the bound against exact results and they offer supporting evidence that the bounding technique provides meaningful results.
VI. APPENDIX

A. Proof of Lemma 1
Let a (and b) be the number of transitions into (and out of) the initial state, and let c = a + b be the total number of transitions which occur up to time N . From [11] , it follows that
Now, we split the summation into two sums, one for odd and one for even values of c. If c = 2k, then a = b = k, and the corresponding sum represents P N1,SN |S0 (m, 1|1). If c = 2k + 1, then a = k, b = k + 1, and the corresponding sum represents P N1,SN |S0 (m, 2|1). As such, we can write
We can set the upper and lower limits on k to 0 and ∞, respectively, since all other terms are automatically zero. From the definition of 2 F 1 (−N + m + 1, −m; 1; λ), we see that
Collecting these results, we get
for m = 1, 2, . . . , N − 1. Clearly, for m = 0 and m = N , this conditional probability is equal to zero. Leveraging [11] and observing that
we can write the simplified equation
for m = 1, 2, . . . , N − 1. Moreover, P N1,SN |S0 (0, 1|1) = 0 and P N1,SN |S0 (N, 1|1) = (1−α) N . The remaining conditional probabilities can be derived in the same manner.
B. Proof of Lemma 2
We prove weak convergence of the distributions in Lemma 1 directly by showing the sequence of expectations converges for any bounded continuous function. In particular, we consider any continuous bounded function h : [0, 1] → R and define (1) and P N1,SN |S0 (m, i|j) denotes the conditional occupancy pmf in the rare-transition regime where α → α/N and β → β/N . We note that the terms associated with m = 0 and m = N are isolated because P N1,SN |S0 (m, i|j) is defined by separate formulas for these cases and they lead to the Dirac delta functions in the limit distributions. To prove weak convergence, it suffices to show
First, one can easily verify that the limit of C This occurs because the sequence (in N ) of terms in the sum converge uniformly, for m = 1, . . . , N −1, to equispaced samples of a continuous function over a compact set. Therefore, the sum converges to the Riemann integral of the continuous function. The required condition is given by the following proposition, which completes the proof. Proposition 4: The sequences N P N1,SN |S0 (Nx, i|j), for i, j ∈ {1, 2}, converge uniformly on x ∈ [0, 1] to the continuous part of f η,S f |Si (x, j|i).
Proof: Each P N1,SN |S0 (Nx, i|j) is written as a sum of products of component functions. Standard results from analysis show that it is sufficient to prove the uniform convergence of each implied sequence of component functions.
For simplicity, we assume throughout that N > 2(α + β). First, we show that, for any > 0, there is an N 0 such that We prove uniform convergence by showing that, for all N , the power series of expansions of both functions converge uniformly in x and all finite terms of the power series converge to each other uniformly in x. It is easy to verify that the power series expansion of the zeroth order modified Bessel function, I 0 (z) = ∞ k=0 (z/2) 2k (k!) 2 , is uniformly convergent on compact sets (e.g., use the ratio test).
To show uniform convergence, over x ∈ [0, 1], of the hypergeometric series, we again apply the ratio test. Define
to be the kth term in the expansion. Then,
where the second term is essentially negligible and can be upper bounded by 4/k. Now, we find an upper bound on the first term that is independent of x. Note that
4 for x ∈ [0, 1], it can be shown that there exists K such that for all k > K,
Therefore, the sum converges uniformly and the tail bound is independent of x ∈ [0, 1] and N (for N > 2(α + β)). The same approach also allows one to bound the tail of the power series of both 2 F 1 (−N (1 − x) + 1, −Nx; 1; λ N ) and
