We study the structure of Yangians of affine type and deformed double current algebras, which are deformations of the enveloping algebras of matrix W1+∞-algebras. We prove that they admit a PBWtype basis, establish a connection (limit construction) between these two types of algebras and toroidal quantum algebras, and we give three equivalent definitions of deformed double current algebras. We construct a Schur-Weyl functor between these algebras and rational Cherednik algebras.
Introduction
The Yangians of finite type are quantum groups, introduced by V. Drinfeld in [9] , which are quantizations of the enveloping algebra of the current Lie algebra g [v] of a semisimple Lie algebra g. The second definition of these Yangians in [10] is given in terms of a finite Cartan matrix and an infinite set of generators. If we replace it with a Cartan matrix of affine type, we obtain algebras that are called affine Yangians. We will consider only the type A and A. In the second case, our definition is more general and depends on two parameters λ, β. (More precisely, it depends on λ β viewed as an element of P 1 (C)). These affine Yangians are deformations of the enveloping algebra of the universal central extension
, v]). We will introduce a class of algebras that we will call deformed double current algebras (DDCA): they are deformations of the enveloping algebra of the universal central extension
One motivation for studying the representation theory of these algebras is that we hope that it will be easier to understand, using classical methods, than the representation theory of quantum toroidal algebras, which is still quite mysterious -for some important results, see [16] , [28, 29] , [18, 19] . In return, we hope that a better understanding of DDCA will help shed some light on quantum toroidal algebras, not just in type A: we expect some of our results, in particular theorem 12.1, to admit a generalization to any semisimple Lie algebra. Another motivation is that we hope to obtain a Γ-twisted version of DDCA, Γ being a finite subgroup of SL 2 (C), which may not be possible for quantum toroidal algebras or affine Yangians (as in the theory of Cherednik algebras and symplectic reflection algebras, see [14] ).
In this paper, we focus on the structure of affine Yangians and DDCA, postponing the study of their representations. Sections 3 and 4 recall all the necessary definitions concerning Yangians and Cherednik algebras. The next three concern only the affine Yangians Y λ,β and its subalgebra L λ,β considered in [17] . The main theorem about the affine Yangians is the construction in section 7 of a PBW basis, from which we can derive a few corollaries. Our approach relies on the existence of a PBW basis for Cherednik algebras and uses the Schur-Weyl functor from [17] .
The second half of the paper is devoted to deformed double current algebras. After giving a first definition in section 8, we construct a Schur-Weyl functor between them and rational Cherednik algebras, which we use to obtain a PBW basis, mimicking the approach for affine Yangians. We are able to establish that they are isomorphic to the algebra L λ,β from [17] . Therefore, specializing the parameter λ to 0 (but with β = 0), we deduce that they are deformations of U(sl n (A β )), where A β is isomorphic to the first Weyl algebra. In section 12, we explain how they can be viewed as limit forms of affine Yangians. Afterwards, we introduce another family of algebras which are also deformations of U( sl n [u, v] ) and establish a Schur-Weyl type of equivalence between them and rational Cherednik algebras. In the last section, we prove that these algebras are isomorphic to the deformed double current algebras defined previously in section 8. Let C = (c ij ) 1≤i,j≤n−1 (resp. C = (c ij ) 0≤i,j≤n−1 ) be the Cartan matrix of finite (resp. affine) type A n−1 (resp. A n−1 ). 
[H i,r+1 , X 
[X ± i,r+1 , X The set of roots of sl n will be denoted ∆ = {α ij |1 ≤ i = j ≤ n} with choice of positive roots ∆ + = {α ij |1 ≤ i < j ≤ n}. The longest positive root θ equals α 1n . The elementary matrices will be written E ij , so X + i = E i,i+1 , X − i = E i+1,i , H i = E ii − E i+1,i+1 for 1 ≤ i ≤ n − 1. We set E θ = E 1n , E −θ = E n1 . For α ∈ ∆ + , X ± α is the standard root vector of weight ±α and X α = X + α ; if α ∈ ∆ − , then X ± α = X ∓ −α and X α = X − −α . We may also write E + k (resp. E − k ) for E k,k+1 (resp. E k+1,k ), E α for the standard root vector of weight α ∈ ∆, H θ for E nn − E 11 and H ij for E ii − E jj .
The isomorphism between the two definitions of Y λ is given by the formulas [10] In view of these formulas, we will need the following notation to shorten certain expressions later: for any algebra A and a 1 , a 2 ∈ A, we write S(a 1 , a 2 ) for a 1 a 2 + a 2 a 1 .
Definition 3.3. Let λ, β ∈ C. The affine Yangian Y β,λ of type A n−1 is the algebra generated by X ± i,r , H i,r for i = 0, . . . , n − 1, r ∈ Z ≥0 , which satisfy the relations of definition 3.2 for i, j ∈ {0, . . . , n − 1} except that the relations (2),(3) must be modified for (i, j) = (1, 0) and (i, j) = (0, n − 1) in the following way:
[H i,r+1 , X
[X (2) , (3) . We should also note that Y β1,λ1 ∼ = Y β2,λ2 if β 2 = γβ 1 and λ 2 = γλ 1 for some γ = 0.
In [17] , we considered instead the following algebra. One useful observation is that the Yangian Y λ (resp. Y λ,β ) is generated by X ± i,r , H i,r , i = 1, . . . , n − 1 (resp. i = 0, . . . , n − 1) with r = 0, 1 only. The other elements are obtained inductively by the formulas: 
Furthermore, the subalgebra generated by the elements with r = 0 is isomorphic to the enveloping algebra of the Lie algebra sl n (resp. sl n [u], the universal central extension of sl n [u ±1 ]) and the subalgebra Y In [17] , the following lemma was proved. The following subalgebra of the affine Yangians will also be of interest in view of theorem 8.1 in [17] .
Definition 3.5. Let λ, β ∈ C. We define L λ,β to be the subalgebra of Y λ,β generated by the elements X ± i,r , H i,r , X + 0,r for 1 ≤ i ≤ n − 1, r ≥ 0 and by X − 0,r for r ≥ 1.
We will denote by K r (z) the element z ⊗ u r of sl n [u ±1 ] ⊂ sl n [u ±1 ] ⊂ Y λ,β . It was noted in [17] that, because of the involution ι on L λ,β (see proposition 8.1 in [17] ), the subalgebra of Y λ,β generated by the elements X ± i,0 , H i,0 for 1 ≤ i ≤ n − 1 and by X − 0,1 is isomorphic to U(sl n [w]), so we can denote by Q r (z) the element z ⊗ w r of this copy of sl n [w] inside Y λ,β . In particular, K 1 (E n1 ) = X + 0 and Q 1 (E 1n ) = X − 0,1 . We set K(z) = K 1 (z), Q(z) = Q 1 (z).
In this paper, it will be important to have a simpler definition of the Yangians Y λ and Y λ,β -see proposition 3.1 below. We start with a series of lemmas.
Lemma 3.2. The Lie algebra sl n [v] is isomorphic to the Lie algebra L generated by the elements X ± i,r , H i,r , 1 ≤ i ≤ n − 1, r = 0, 1, with the relations:
[
For an arbitrary associative algebra A, sl n (A) is defined as the derived Lie algebra [gl n (A), gl n (A)]. If A is commutative, the kernel of the universal central extension sl n (A) of sl n (A) is isomorphic to Ω 1 (A)/dA, the space of 1-form on the affine variety Spec(A) modulo the exact forms -see [21] . As vector spaces, we can write sl n (A) ∼ = sl n (A) ⊕ Ω 1 (A)/dA and, via this identification, the bracket on sl n (A) is given by
is the Killing form. We will be interested in the cases
We can put a filtration on Y λ,β by giving X ± i,r , H i,r degree r. The associated graded ring gr( 
, and, via this embedding, sl n [u, w] becomes identified with L.
Lemma 3.3. The Lie algebra sl n [u ±1 , v] is isomorphic to the algebra L generated by X ± i,r , H i,r , 0 ≤ i ≤ n − 1, r = 0, 1 with the same relations as those for L in lemma 3.2 extended to 0 ≤ i, j ≤ n − 1.
Proof. This follows from lemma 3.2 by using the automorphism ρ in the case λ = β = 0.
is isomorphic to the Lie algebra generated by these elements and satisfying only the relations
The 
Lemma 3.5. The Lie algebra sl n [u, v] is isomorphic to the Lie algebra k generated by X ± i,r , H i,r , 1 ≤ i ≤ n − 1, r ≥ 0 and X + 0,r , r ≥ 0, with the relations (1)- (7) in the case λ = β = 0, except those which involve X − 0,r , H 0,r , r ≥ 0.
Proof. Let k ± be the Lie subalgebra of k generated by X ± i,r , r ≥ 0 with 0 ≤ i ≤ n − 1 in the "+" case and 1 ≤ i ≤ n − 1 in the "-" case, and let k 0 be the abelian Lie subalgebra generated by
The kernel of the composite π • f 1 (where π :
) must be central because of the weight space decomposition of k + described above, so there exist also a map
and k are perfect Lie algebras and f 2 •f 1 , f 1 •f 2 are endomorphisms of k and sl n [u, v] , respectively, over the identity map on sl n [u, v], they must be equal to the identity according to the following well-known lemma.
Lemma 3.6. Let π : g g be a central extension of the Lie algebra g with g perfect. If η : g −→ g is a Lie endomorphism which induces the identity map on g, then η is the identity.
Lemma 3.7. The Lie algebra sl n [u, v] is isomorphic to the Lie algebra t generated by X ± i,r , H i,r , 1 ≤ i ≤ n − 1, r = 0, 1 and X + 0,r , r = 0, 1 satisfying the relations (9)-(12) for 0 ≤ i ≤ n − 1 except those involving X − 0,r , H 0,r , r = 0, 1.
Proof. We know from lemma 3.2 that the generators of t with 1 ≤ i ≤ n − 1 generate a Lie subalgebra which is an epimorphic image of sl n [v], so we only have to check the relations in lemma 3.5 which involve X + 0,r . We have elements X ± i,r , H i,r in t which are the images of
Define inductively X . We have to verify the following relations:
The general case follows by induction on r.
2. The proof is the same as for (1), with X
3. We use induction on r and prove it only for i = n − 1. Let us assume that the equality is true when r = 0 and for arbitrary s. Suppose that r ≥ 1.
We are left to prove (3) when r = 0, s ≥ 0. We use induction on s and the identity X We recall the following theorem established in [21] .
We write [X
Theorem 3.1.
[21] Let A be an associative algebra over C. The universal central extension sl n (A) of sl n (A) is the Lie algebra generated by elements F ij (a), 1 ≤ i = j ≤ n, a ∈ A, satisfying the following relations:
We would like to give an equivalent definition of sl n (C [u, v] ). This will be useful in section 13.
Lemma 3.8. The universal central extension sl n [u, v] can be defined as the Lie algebra S generated by elements K ij (u), Q ij (v) and P ij (w) with the following relations : there are Lie algebra homomorphisms
, and we also have the relations
in the notation of theorem 3.1. On the other hand, sl n [u, v] is isomorphic to the Lie algebra t (in lemma 3.7) and we have a map t −→ S given by
The composite of this map with S −→ sl n [u, v] is the identify. Therefore, t −→ S is injective. From the definitions, it is also surjective, hence an isomorphism.
We can now give two simpler definitions of the Yangians Y λ and Y λ,β .
satisfying the same set of relations as in definition 3.2 (resp. 3.3), except that r and s only take values in {0, 1}: more precisely, in relation (4), we have r 1 = r 2 = r, (r, s) = (0, 0), (0, 1), (1, 0), whereas r = s = 0 in relations (2),(3) (resp. also in (5), (6) , (7)) and r + s = 0, 1 in the rightmost relation in (1). As for [H i,r , H j,s ] = 0, it must hold for r, s = 0 or 1.
Proof.
We have an epimorphism Y λ Y λ . Considering the associated graded map and using lemma 3.2, we obtain a sequence of three maps
The PBW property of Y λ (proved in [22] ) says that the composite is an isomorphism. Therefore, gr( Y λ ) gr(Y λ ) is injective and Y λ is isomorphic to Y λ . The statement for the affine Yangian follows immediately from the finite case using the automorphism ρ.
Another simpler definition of Y λ , which is also valid in the A 1 case, was given in [23] . His definition follows directly from the one given in proposition 3.1 (when n ≥ 4). Showing this amounts to proving that the relation [
Later, we will also need a simpler definition of the Yangian Y λ which is closer to definition 3.1.
Lemma 3.9. The Yangian Y λ is isomorphic to the algebra Y λ generated by elements X 
[X are given degree 1) and, therefore, associated graded maps
The composite is an isomorphism because of the PBW property of Y λ [22] . Therefore,
We can simplify even more the definitions of Y λ and Y λ,β given in proposition 3.1. (2)- (3), (5)- (7) with r = s = 0, (4) with r 1 = r 2 = s = 0 and the second relation in (1) with s = 0 or 1.
Proof. We prove it in the + case with i = 1, j = 0, the other cases being similar. We apply [
This simplifies to [X 
We also need that [X
Comparing the first and last terms yields [ 
The terms (23) cancel each other. Since
by comparing the first and last term, we see that the first expression in (24) is zero. Thus, [X
Cherednik algebras and Schur-Weyl duality
The definitions given in this section could be stated for any Weyl group W . However, in this paper, we will be concerned only with the symmetric group S l , so we will restrict our definitions to this case. We set h = C l . The symmetric group S l acts on h by permuting the coordinates; associated to h are two polynomial algebras:
, where {x 1 , . . . , x l } and {y 1 , . . . , y l } are dual bases of h * and h, respectively. For i = j, we set ij
is a basis of simple roots. The reflection in h with respect to the hyperplane = 0 ( ∈ h * ) is denoted s . Let , : h * × h → C be the canonical pairing and set s ij = s ij .
Definition 4.1.
[9] Let {u 1 , . . . , u l } be a basis of h. The degenerate affine Hecke algebra H c (S l ) of type gl l is the algebra generated by the polynomial algebra C[u 1 , . . . , u l ] and the group algebra C[S l ] with the relations
The double affine Hecke algebra H introduced by I. Cherednik [5] admits degenerate versions: the trigonometric one and the rational one. The extended affine Weyl group is S l = P S l where P is the lattice
The group S l is generated by s ∀ ∈ R and by the element ℘ = x 1 s 12 s 23 · · · s l−1,l .
Definition 4.2 (Cherednik).
Let t, c ∈ C. The degenerate (trigonometric) double affine Hecke algebra of type gl l is the algebra H t,c (S l ) generated by the group algebra of the extended affine Weyl group C[ S l ] and the polynomial algebra C[u 1 , . . . , u l ] = Sym(h) subject to the following relations:
The rational version of the double affine Hecke algebra has been studied quite intensively in the past few years (see, for example, [1] , [15] ) and is usually referred to as the rational Cherednik algebra. Definition 4.3. Let t, c ∈ C. The rational Cherednik algebra H t,c (S l ) of type gl l is the algebra generated by
and C[S l ] subject to the following relations:
The elements Y i = 1 2 (x i y i + y i x i ) will be important later. Proposition 4.1. The algebra H t,c (S l ) can be defined as the algebra generated by elements
. . , Y l and S l with the relations
There exists an isomorphism
i . We want to explain another connection between H t,c (S l ) and H t,c (S l ) which is true for Cherednik algebras attached to any Weyl group. We can filter H t,c (S l ) by giving Y j degree 1 and
Consider the composite
where the last map is obtained by setting
Let K be the kernel of this composite and let
The following lemma is already known to others.
Definition 4.4 (Cherednik). Let q, κ ∈ C
× . The double affine Hecke algebra H q,κ (S l ) of type gl l is the unital associative algebra over C with generators
. . , l − 1} and j ∈ {1, . . . , l} satisfying the following relations:
where
The trigonometric Cherednik algebra can be viewed as a limit (degenerate) version of the double affine Hecke algebra (or elliptic Cherednik algebra). This is explained in [6] . It was proved by I. Cherednik that the double affine Hecke algebra and its trigonometric degeneration are isomorphic after completion. His proof relied on his theory of intertwiners. Here, we present a simpler construction of H t,c (S l ) starting from
The following lemma can be deduced from Cherednik's result that
], but it is also possible to give a more elementary proof.
The Schur-Weyl duality established by M. Varagnolo and E. Vasserot [27] involves, on one side, a toroidal quantum algebra (a quantized version of the enveloping algebra of the universal central extension of the double loop algebra sl n [u ±1 , v ± ]) and, on the other side, a double affine Hecke algebra for S l . Theorem 4.2 (established in [17] ) provides a similar type of duality between the trigonometric Cherednik algebra H t,c (S l ) and the loop Yangian LY λ,β (or Y λ,β ), which extends the duality for the Yangian of finite type due to V. Drinfeld [9] .
Before stating the more classical results on the theme of Schur-Weyl duality, we have to define the notion of module of level l over sl n . Set V = C n .
Definition 4.5.
A finite dimensional representation of sl n is of level l if each of its irreducible components is isomorphic to a direct summand of V ⊗l .
, and let B be the corresponding one among Usl n , Y λ . There exists a functor F, which is given by
, from the category of finite dimensional right A-modules to the category of finite dimensional left B-modules which are of level l as sl n -modules. Furthermore, this functor is an equivalence of categories if l ≤ n − 1. The following theorem was the principal result in [17] . It is analogous to the main theorem in [27] .
sends a right H t,c (S l )-module to an integrable left Y λ,β -module of level l (as sl n -module) with trivial central charge. Furthermore, if l + 2 < n, this functor is an equivalence. The same is true if H t,c (S l ) and Y λ,β are replaced by H t,c (S l ) and L λ,β .
From quantum toroidal algebras to affine Yangians
The following definition is slightly different from the one used in [27] .
The toroidal quantum algebra U q1,q2 of type A n−1 is the unital associative algebra over C with generators e i,r , f i,r , k i,r , k
. . , n−1}, r ∈ Z, which satisfy the following relations:
The next three relations hold ∀i, j ∈ {0, . . . , n − 1}, ∀r, s ∈ Z except for (i, j) = (n − 1, 0), (0, 1):
e i,r+1 e j,s − q cij 1 e i,r e j,s+1 = q cij 1 e j,s e i,r+1 − e j,s+1 e i,r (28)
1 )e i,r1 e j,s e i,r2 + e j,s e i,r1 e i,r2
The relations (27) - (29) hold with e i,r replaced by f i,r and q
In the cases (i, j) = (n − 1, 0), (0, 1), we must modify the relations (27)- (29) above in the following way: we introduce a second parameter q 2 in such a way that we obtain an algebra isomorphism Ψ of U q1,q2 given by
(We identify e −1,r with e n−1,r , etc.) For instance, relation (28) for i = 0, j = 1 becomes q 2 e 0,r+1 e 1,s − e 0,r e 1,s+1 = q −1 1 q 2 e 1,s e 0,r+1 − q 1 e 1,s+1 e 0,r , and with i = n − 1, j = 0 we have a very similar identity:
q 2 e n−1,r+1 e 0,s − e n−1,r e 0,s+1 = q −1 1 q 2 e 0,s e n−1,r+1 − q 1 e 0,s+1 e n−1,r .
The algebra U q1,q2 can also be defined using pairwise commuting elements h i,r , 0 ≤ i ≤ n − 1, r ∈ Z \ {0}, instead of the k i,r , r = 0. They are related to the k i,r via the following equality of power series:
They satisfy the relations [
, in which case they have to be slightly modified.
It is possible to view the Yangian Y λ as a limit version of the quantum affine algebraU q [11] . The same is true for Y λ,β and U q1,q2 . Let U 
Proof. To see this, let A be the subalgebra of A generated byU ver and
SinceU ver is a quotient of the quantum loop algebraU q1 , A/hA is a quotient of the Yangian Y λ (see [11] ), that is, we have an epimorphism ζ :
induces an automorphism, also denoted Ψ, on A. It is related to the automorphism ρ of Y λ,β in the following way for 2 ≤ i ≤ n − 1:
From these relations, one sees that it is possible to extend ζ to Y λ,β by setting ζ(X ± 0,r ) = Ψ(ζ(ρ −1 (X ± 0,r ))) and similarly for H 0,r . This extension ζ : Y λ,β −→ A/hA is surjective and we are left to show that it is injective.
The Schur-Weyl duality functor constructed in [27] 
can be extended to U[[h]] and H[[h]]. Applying it to H[[h]]
as a right module over itself, we obtain an algebra homomorphism Φ :
C((h)) and restrict it to A, which yields Φ :
C((h)) . It is known (see [6] ) that
for the values of q, κ, t, c); using such an isomorphism or lemma 4.2, we see that Φ descends to Φ :
. The composite Φ • ζ is exactly the map υ obtained by applying the Schur-Weyl functor to H viewed as a right module over itself. From corollary 7.2, we know that Φ • ζ| E , for any finite dimensional subspace E ⊂ LY , is injective for l 0. This implies that ζ : Y λ,β −→ A/hA is also injective, hence an isomorphism when β = nλ 4 + λ 2 . It then follows that it must be an isomorphism for any λ, β.
We can obtain results analogous to theorem 13.1 in [28] . In this section, we will assume that β = 0. Definition 6.1. Let sl n,β be the complex Lie algebra generated by the elements x ± i,r , h i,r where i = 0, 1, . . . , n− 1 and r ∈ Z ≥0 and defined by the relations:
The next two relations hold if (i, j) = (1, 0) and (i, j) = (0, n − 1).
Definition 6.2. Let sl n,β be the Lie subalgebra of sl n,β generated by the elements x The algebra Y λ=0β (resp. L λ=0,β ) is the universal enveloping algebra of the Lie algebra sl n,β (resp. sl n,β ). Definition 6.3. We denote by A β (resp. A β ) the algebra generated by the elements X, X −1 and ∂ (resp. x and d) which satisfy the relation
Remark 6.1. If β 1 = 0 and β 2 = 0, the algebras A β1 and A β2 (resp. A β1 and A β2 ) are isomorphic. When β = 1 2 , A β (resp. A β ) is exactly the ring of algebraic differential operators on C × (resp. on the affine line C).
We have an embedding
The Lie algebra sl n (A β ) is defined as the subspace of matrices in gl n (A β ) with trace in [A β , A β ], so we have the decomposition:
Our main results in this section are the next two propositions.
Proposition 6.1 ([28]
). The Lie algebra sl n,β is isomorphic to the universal central extension of sl n (A β ). Its center is spanned by h 0 + . . . + h n−1 .
Proposition 6.2. The Lie algebra sl n,β is isomorphic to sl n (A β ).
Remark 6.2. When β = 1 2 , the universal central extension of sl n (A β ) is sometimes called the matrix W 1+∞ -algebra. The Lie algebra sl n (A β ) has no non-trivial central extension since the first cyclic homology group HC 1 (A β ) is trivial. This is a consequence of a result in [21] which states that H 2 (sl n (A); C) ∼ = HC 1 (A) for an arbitrary associative C-algebra A and the fact that the kernel of the universal central extension of sl n (A) is H 2 (sl n (A); C) [30] . On the other hand, it is known that dim C HC 1 (A β ) = 1. Proposition 6.1 can be proved using theorem 13.1 in [28] and the connection given in section 5 between U q1,q2 and Y λ,β . We could also give a direct proof which would be very similar to the proof of that theorem. Explicitly, an isomorphism τ is given by:
Proof of proposition 6.2.
(See remark 6.1.) That we have an equality can be checked as in the proof in [28] of theorem 6.1. Furthermore, ker(τ ) ∩ sl n,β = {0} according to proposition 6.1, so τ | sl n,β is an isomorphism.
PBW bases for affine Yangians
The Poincaré-Birkhoff-Witt decomposition of the enveloping algebra of a Lie algebra provides a nice vector space basis and is of fundamental importance in Lie theory. In this section, we obtain a similar result for Y λ,β and, consequently, for L λ,β . For Yangians of finite type, the existence of such a basis was proved in [22] . In this section, we fix λ, β ∈ C, set c = λ, t = 2β
We recall that we can define a filtration on Y and L in the following way: we give X ± j,r and H j,r degree r and define F i ( Y) as the linear span of the monomials in these generators of total degree ≤ i. We set
⊗l , the elements of V ⊗l having degree 0.
We need to fix some notation concerning the root system of sl
* the root system of sl n with choice of simple roots Π = {α i = α i,i+1 , 1 ≤ i ≤ n − 1} and by ∆ ⊂ d * ⊕ Cδ the root system of type A n−1 , which is given by ∆ = ∆ re ∪ ∆ im , the set of real roots ∆ re being {α + sδ|α ∈ ∆, s ∈ Z} and the set of imaginary roots ∆ im = {sδ|s ∈ Z \ {0}} (see the notation in [20] ). The set of positive roots is ∆
of the root space of sl[u ±1 ] n for the imaginary root sδ. The simple roots for ∆ are Π = {α 0 , α 1 , . . . , α n−1 } where α 0 = −α 1n + δ.
be a decomposition of a positive real root α into a sum of simple roots such that
] of weight ±α. Writing r = r 1 + . . . + r p as a sum of non-negative integers, we set
We may also write X α,r for X
One important property of the module structure on V l is contained in the following two lemmas. Proof. We proceed by induction on r. First, assume that i = 0. The statement of the lemma is clearly true for r = 0, 1 (see the definition of F in [17] ). For the inductive step, we use equation (8).
We consider now the case i = 0. The lemma is true if r = 0 and also if r = 1 (see section 7 in [17] ). We use again induction, relation (8) and the fact that ( [17] .
Proof. We use induction on p (see equation (30)), the case p = 1 being the content of lemma 7.1. We prove the case s = 0 first. Set
We consider now the case s > 0. We will assume that i 1 = 0, the case i 1 = 0 being similar. As above, we
The result for H ± α,r follows immediately.
We need to construct elements in Y which specialize to central elements of
It is possible to define elements J r (z) ∈ Y λ (with J 1 (z) = J(z)) for any r ≥ 1 with the following properties:
, there exists an element κ ∈ F d+r−2 (V l ) such that:
Set C i,r,s = C i,r,s − (31) − (32) − (33) where (33) is the expression on line (33) without h ⊗ v, etc., and
We still have to define elements C r,0 which correspond to u
, v] when λ = β = 0. We would like to define elements J r (z) ∈ F r ( Y) for z ∈ sl n which act on V l in the following way:
For r = 1, see section 7 in [17] . Let us assume that r ≥ 1 in the following series of computations leading to the definition of C r,0 .
Consider the element
and
We now have all the elements that we need to construct a PBW basis for Y. Set B = {X ± α,r , H ± i,s,r , H i,0,r |α ∈ ∆ re,+ , r ∈ Z ≥0 , s ∈ Z >0 , 1 ≤ i ≤ n − 1} ∪ {C r,s |r ∈ Z ≥1 , s ∈ Z \ {0} or s = 0, r ≥ 0} where
We need a total ordering on the set B. For instance, we could choose the following one:
, C r1,s1 < C r2,s2 , H j1,0,r1 < H j2,0,r2 if r 1 < r 2 or if r 1 = r 2 and α 1 < α 2 , s 1 < s 2 , j 1 < j 2 , respectively. Set B LY = B \ {C 0,0 }. We prove the theorem for LY first. Suppose that we have a relation of the form
are finite sets and
. . , n − 1}. We fix a particular choiceď,ř,Ǐ,f , of these index sets such that c(ď,ř,Ǐ,f ) = 0 and the corresponding monomiaľ
in (38) has the following properties:
1. It has maximum value for
2. and, among these, it has maximum value for δ X,+ = 7. and, among these, it has maximum value for
⊗l to be the following elements:
Below, we will consider the basis of (C n ) ⊗l given by the elements of the formv =v
Because of our assumption, 
and ξ X = ξ l ) are monomials, we see that, inM(1 ⊗ v), the element ξ Y ξ X ⊗ v appears with coefficient equal toǎc(ď,ř,Ǐ,f )lě whereǎ is a non-zero scalar (which can be expressed in terms of t, c, n and the different values ofř,š,f ) andě is equal to the multiplicity of C 1,0 inM. (Here, we use our assumption that t = cn.) Moreover, the only other monomials in (38) which can produce a non-zero scalar multiple of ξ Y ξ X ⊗ v l when applied to 1 ⊗ v l must differ fromM only by the multiplicity of C 1,0 . Now choose any l 1 > l. We can apply the left-hand side of (38) to 1 ⊗ v l1 and expand the elements of V l as a sum of basis vectors as above. The element ξ Y ξ X ⊗ v l1 will appear inM(1 ⊗ v) with coefficient equal toǎc(ď,ř,Ǐ,f )lě 1 . Therefore, we can view the coefficient of ξ Y ξ X ⊗ v l in (39) as a polynomial in l. Since this polynomial must be zero for infinitely many values of l because of the vanishing of (39), it must vanish identically, hence c(ď,ř,Ǐ,f ) = 0. We can repeat this argument to conclude that all the coefficients in relation (38) are zero.
We must now extend our proof from LY to Y. We will follow some of the ideas in [3] . We need to consider a completion of Y. For k ≥ 0, we denote by Y k the span of all monomials of the form given in (38) with max{max(A), max(H, −), max(H, +), max(B), max(C)} ≥ k, where max(A) = max{s
C }. We let Y be the completion of Y with respect to the system of neighborhoods of 0 given by the Y k 's.
We can define an algebra homomorphism ∆ from Y to the completed tensor product Y ⊗Y in the following way. It is the usual coproduct on U( sl n [u ±1 ]) ⊂ Y and, for 1 ≤ i ≤ n − 1,
The automorphism ρ of Y can be extended to an automorphism of Y ⊗Y which we denote by ρ. The maps ∆ and ρ, ρ are related in the following way :
It is possible to extend ∆ to all of Y by setting
We also need to construct a representation E of Y on which the central element C 0,0 acts by a non-zero scalar. We denote by U( gl n [s ±1 ]) the completion of U( gl n [s ±1 ]) with respect to the topology defined by the system neighborhoods of zero similar to the one for Y. We can define an algebra homomorphism ev : Y −→ U( gl n [s ±1 ]) in the following way: for 1 ≤ i ≤ n − 1, it is given by
The formula for ev(X ± i,1 ) can be deduced from this one. The map ev is related to ρ in the same way as ∆ in the equalities (40), (41) and can be extended similarly to all of Y.
Given a representation
, we can pull it back to Y via ev and get a representation which we denote also by E.
Starting with a relation similar to (38), but this time with monomials including powers of C 0,0 , we can apply the same argument as above to prove that the monomials are linearly independent, using the coproduct ∆ to turn E ⊗ V l into a representation of Y with E suitably chosen and with non-trivial central charge.
We have thus proved that, if β =
It follows that this must be true for all values of λ, β ∈ C by upper-semicontinuity, which completes the proof of theorem 7.1.
Proof. Using the automorphism ρ, we can reduce to the case j = 0. The proof of theorem 7.1 implies that Y 0 λ,β has a PBW basis exactly like the basis for Y λ constructed in [22] . Therefore, the natural map Y λ Y 0 λ,β must be an isomorphism.
The main ingredient in the proof of theorem 7.1 can be stated explicitly in the following way. (The next corollary, in the case of Yangians of finite type, has been known for a long time [4] .)
As a consequence of corollary 7.2, we can prove that L (and therefore Y) contains infinitely many copies of Y λ . This is in accordance with the following observation made in [14] . Let γ 1 , γ 2 , ∈ C; we have an algebra embedding ι : [14] , Y i is replaced by U i andũ i by u i .) Consider the elements χ
Since the subalgebra of H generated by z 1 , . . . , z l and S l is isomorphic to H c , we are led to assert the following proposition. (It was also suggested in [2] .)
, ∀z ∈ sl n . We know from theorem 1 in [9] and the observation from [14] recalled in the previous paragraph that we have an algebra
given by ψ l (z) = z and ψ l (J(z)) = Ψ l (z). An analog of corollary 7.2 holds for ψ l .
We know that V l is a module over L and that, if we denote by ϕ l : L −→ End C (V l ) the algebra structure map, then ϕ l (χ (H i ) ). Corollary 7.2 allows us to conclude the proof.
Deformed double current algebras in type A
In section 5, we explained how affine Yangians are related to quantum toroidal algebras. Starting with the affine Yangians and applying similar ideas, we arrive at a new class of algebras that we call deformed double current algebras (of type A), as explained in section 12.
Definition 8.1. Let λ, β ∈ C. We defined D λ,β to be the algebra generated by elements X 
(C) When k = 2, . . . , n − 2, we have
(D) We have some more complicated relations in the cases i = 0, j = n − 1 and i = 0, j = 1.
[X The algebra D λ=0,β=0 is the enveloping algebra of sl n [u, v]: see lemma 3.7.
9 Schur-Weyl functor for D λ,β
Since D λ,β is isomorphic to L λ,β as proved in section 11, we have a Schur-Weyl functor F relating H t,c (S l )-modules to D λ,β -modules. In this section, we simply give the formulas for F.
We define elements ω
and note that ω
Fix t, c ∈ C and set λ = c, β
We let the elements X ± i,r , H i,r for 1 ≤ i ≤ n − 1, r = 0, 1 act on F(M ) in the following way:
It is easy to see that the relations in definition 8.1 involving the elements with i, j = 0 are all satisfied. We now set
⊗l a structure of left module over D λ,β . Thus we have a functor F :
Proof. We leave it to the reader to check that all the relations in definition 8.1 are satisfied.
PBW bases of deformed double current algebras
We would like to prove that D λ,β has a basis of PBW type, following the same approach as in section 7. We fix λ, β, t, c such that c = λ, t = 2β − c + 
where H i,1 appears r times. In this section, we will need elements X + 0,r which we define inductively by X
We consider the following "set of roots" for the Lie algebra sl n [u]:∆ =∆ re ∪∆ im is the subset of ∆ given by∆ re = {α = α + sδ|α ∈ ∆, s ∈ Z ≥0 } and∆ im = {sδ|s ∈ Z >0 }. We set∆
Let α = α i1 + α i2 + . . . + α ip = α + sδ ∈∆ re,+ , α ij ∈Π, α ∈ ∆, s ≥ 0, be a decomposition of a positive real root α into a sum of simple roots such that
is not defined.) Writing r as a sum of non-negative integers r = r 1 + . . . + r p , we set
Using the filtration on H obtained by giving x ∈ h * , σ ∈ S l degree 0 and y ∈ h degree 1, we obtain a filtration
There is a filtration on D λ,β obtained by giving X ± i,r , H i,r degree r for r = 0, 1. We now prove a series of lemmas which are analogous to, but simpler than, those in the proof of the PBW property of affine Yangians.
Proof. We proceed by induction on r, the lemma being true for r = 0, 1.
Proof. We use induction on p (see equation (54)). We need only consider the case i 1 = 0. We write α = α−α 0 and α = α + (s − 1)δ, so that α = α + α 0 = α + (−θ) + sδ and α ∈ ∆ + ∪ {0}. With this notation, we have E α = [E n1 , E α ]. We find that:
The result for H α,r follows immediately.
We now have to define elements C r,s which, when λ = β = 0, span the center of sl n [u, v] . We proceed as in section 7. Recall that this center is isomorphic to
Set C i,r,s = C i,r,s − (56) − (57) , where (57) is the expression on line (57) but without h ⊗ v, and set
} where H i,s,r = H αi+sδ,r . We can put a total ordering on the set B as for B and we have the following analogue of theorem 7.1.
Theorem 10.1. The set of ordered monomials in the elements of B forms a vector space basis of D.
Proof. The proof is very similar to the case of affine Yangians . First, we assume that β = nλ 4 + λ 2 . As a vector space,
⊗l , which follows from the PBW property of H -see [14] . We have an epimorphism U( sl n [u, v]) gr(D λ,β ). Therefore, monomials in the elements of B span D, so the main difficulty is to prove that they are linearly independent.
Suppose that we have a relation of the form (
We fix a particular choiceď,ř,Ǐ,f of these index sets such that c(ď,ř,Ǐ,f ) = 0 and the corresponding monomialM
59) has the following properties:
2. and, among these, it has maximum value for
3. and, among these, it has maximum value for
4. and, among these, it has maximum value for
5. and, among these, it has maximum value for
Below, we will consider the basis of (C n ) ⊗l given by the elementsv =v
In particular, the elements v l , v l above belong to this basis.
Because of our assumption,
and consider the coefficient of E y E x ⊗ v l on the left-hand side of equality (60). Applying our particular choice of monomialM to 1 ⊗ v l and writing down the element of V l thus obtained as a sum of basis elements of the type m(y 1 , . . . , y l )m(x 1 , . . . , x l ) ⊗v, where m(y 1 , . . . , y l ) and m(x 1 , . . . , x l ) are monomials, we see that, inM(1 ⊗ v), the element E y E x ⊗ v l appears with coefficient equal toǎc(ď,ř,Ǐ,f )lě whereǎ is a non-zero scalar (which can be expressed in terms of t, c, n and the different values ofř,š,f ) andě is equal to the multiplicity of C 1,1 inM. (Here, we use our assumption that t = cn.) Moreover, the only other monomials in (59) which can produce a non-zero scalar multiple of E y E x ⊗ v l must differ fromM only by the multiplicity of C 1,1 . The rest of the proof is exactly the same as for the proof of theorem 7.1.
The main idea in the proof of theorem 10.1 is the content of our first corollary.
As a corollary of the proof of theorem 10.1, we can show that D contains infinitely many copies of the Yangian Y λ . This is also a consequence of theorem 11.1 and proposition 7.1.
11 Isomorphism between D λ,β and L λ,β
We would like to define an algebra homomorphism f : D λ,β −→ L λ,β by the formulas:
Remark 11.1. In the proof of theorem 11.1 below, the following observation will be very useful. Writing X − n−1,1 = J(E n,n−1 ) − λω − n−1 , we find that
Similarly, one can check that
For an interpretation of these formulas, see the proof of lemma 3.9.
Theorem 11.1. The map f extends to a well-defined algebra isomorphism
Proof. We have to check that relations (42)- (53) are satisfied.
[f(X
The rest of (42)- (43) is easy to verify and so are the first two relations in (44).
We compute the second term in (61):
The first term is zero since [E n2 , X − 0,1 ], E n,k+1 = 0.
As for the term on line (63), we can write:
and (61)+(62) becomes
This proves that the third equality in (44) holds.
This proves equation (45) 
We have just proved that the first and third relations in (48) are satisfied. The other two can be easily checked.
This proves that relation (49) is satisfied. The proof for (50) is identical. As for the relations in (51), they follow immediately from remark 11.1. Now we check (52) for X + 1,1 :
Using this in equation (65) and the fact that
This proves the first relation in (52); the second one can be established in a similar manner.
Let us now consider (53) in the case of X + 1,1 :
In conclusion, f is a well defined algebra homomorphism. Since L is generated by X ± i,0 , 0 ≤ i ≤ n − 1 and X − 0,1 , the map f is surjective. It respects the filtrations on D and L, so it induces an algebra homomorphism gr(f) : gr(D) −→ gr(L), which must be an isomorphism because of the PBW property of both algebras. Therefore, f is injective.
From affine Yangians to deformed double current algebras
As explained in section 5, affine Yangians can be viewed as limit forms of quantum toroidal algebras. In this section, we want to explain how to obtain deformed double current algebras from affine Yangians via a similar procedure.
We fix λ, β. Let us start with Y and its usual filtration. Let R be the subring of
. Thus, we have a map
, where the last map is obtained by setting u = 1. Let K be its kernel. Let R be the
] generated by R and K h . Theorem 12.1. The algebra R/hR is isomorphic to the deformed double current algebra D.
Proof. Our strategy is to define a surjective map ϕ : D −→ R/hR explicitly by the formulas below and then to show that it is injective by using the functor F and corollary 10.1. 
We must show that ϕ extends to an algebra homomorphism on all of D. It is not difficult to see that ϕ yields algebra maps U(sl n [u]), U(sl n [v]) −→ R/hR. The relations involving H i,0 for i = 0 are easy to check. In the following computations, the expressions on the right-hand side belong to R/hR: we first treat them as elements of Y ⊗ C C[h, h −1 ] and, after simplification, we consider their images in the quotient R/hR.
The other relation in (42) is easier.
The first two relations in (44) are not difficult to obtain, and for the third one we just have to compute λ[[E n2 , ω The first relation in (48) says that
and the other ones are as simple. We now turn to relations (49)-(53).
We find that [ϕ(X
The equality corresponding to (50) via ϕ can be checked following the same steps. We now turn to relation (52) with [ϕ(X 
In a similar way, one can check that [ϕ(X 
Comparing the first and last term, we conclude that
To prove equality (66), we are left to check that [[E n2 , X We are left to verify the relations in (53) and we do it only for the second one.
The first term is equal to 0. Writing
As for the term [X
, we find that
Proof that ϕ is surjective: The kernel K ⊂ R is generated by h r C i,r,s , by the elements Ξ
Therefore, we have to show that h r−1 C i,r,s and
h (viewed as elements of R/hR) belong to the image of ϕ. 
By definition of J r (E i+1,i ), the difference J r (E i+1,i ) − 1 2 [J r (H i ), K 1 (E i+1,i )] is in F r−1 ( Y). Therefore, the expression on line (67) is in the image of ϕ, thus so is [h r−1 J r (H i ), H i ], which completes the proof that h r−1 C i,r,s ∈ Image(ϕ).
We proceed by induction to prove our claim about . It then follows that ϕ must be an isomorphism for all value of λ, β.
13 Another family of deformed double current algebras Definition 13.1. Let λ, β ∈ C. We define D λ,β to be the algebra generated by elements z, K(z), Q(z), P(z) with z ∈ sl n , which satisfy the following relations: the elements z 1 , K(z 2 ) ∀z 1 , z 2 ∈ sl n , satisfy the relations for U(sl n [u]) so that we have a map U(sl n [u]) −→ D λ,β given by z ⊗ u → K(z), and similarly for z 1 , Q(z 2 ) and U(sl n [v] ). The elements z 1 , P(z 2 ) satisfy the relations of the Yangians of finite type A n−1 as given in definition 3.1 with J(z) replaced by P(z). If E cd = E ba , then We added (71),(72),(73) to definition 13.1 as a convenient reference.
Proposition 13.1. We can define an involution of D λ,β by K(z) → −Q(z), Q(z) → K(z), P(z) → −P(z), z → z, ∀z ∈ sl n , and an anti-involution by K(z) → Q(z), Q(z) → K(z), P(z) → P(z), z → z, ∀z ∈ sl n .
Proof. This is straightforward to verify.
This should be compared with the involutions on H t,c (S l ) described in [15] .
The following proposition is an immediate consequence of lemma 3.8. Proof. This follows immediately from relation (70). must show that M is actually a module over H t,c . We proceed exactly as in [17] , so we will need the following lemma. 
Using relation (71) for E ab = E 1,n−1 and E cd = E n2 , we find that [Q(E 1,n−1 ), K(E n2 )] = λE 12 E n,n−1 , so [Q(E 1,n−1 ), K(E n2 )](m⊗v) = λm⊗E n,n−1 (v) = λms jk ⊗ v. Therefore, we conclude that m(x k y j −y j x k − λs jk ) ⊗ v = 0. From lemma 14.1 and our assumption that λ = c, we deduce that m(x k y j − y j x k − cs jk ) = 0.
We use equation (70) in the case E ab = E n1 , E cd = E 1,n−1 and vice-versa. It implies that [K(E n1 ), Q(E 1,n−1 )] − [Q(E n1 ), K(E 1,n−1 )] = (2β − λ)E n,n−1 + λ 2 n−2 d=2
S(E nd , E d,n−1 ) + λ 2 S(E n1 , E 1,n−1 ) + λ 2 S(H 0 , E n,n−1 ) + λ 2 S E n,n−1 , (E n−1,n−1 − E 11 )
Now fix k and let v be determined by i k = n − 1, i j = j + 1 if j = k. Set v = E . We have to verify that all the relations in definition 8.1 are satisfied. We give details only in the "+" case. . As for (45),(46), they follow from (71), whereas (47) is a consequence of remark 11.1. The same is true for the second and fourth relations in (48), whereas the first and third relations follow from (71). ] + (β − λ)E n1 E n−1,n − βE n−1,n E n1 ⇔ [Q(E n−1,n ), K(E n1 )] = P(E n−1,1 ) + β − λ 2 E n−1,1 + λ 4 S(E n−1,n , E n1 )
The last equality is indeed satisfied in D. Relation (50) can be checked similarly.
We can verify that [f (X ⇔ [Q(E n−1,n ), P(E n−1,1 )] = λ 2 Q(E n−1,n )E n−1,1 + λ 2 Q(E n−1,1 )E n−1,n which is again true in D. The other relation in (52) can be verified similarly.
Finally, we verify (53), so we compute that f (X The first equality in (53) can be verified similarly. That f is an isomorphism is a consequence of corollary 10.1.
