Abstract. We study the construction of a nonstandard finite differences numerical scheme to approximate stochastic differential equations (SDEs) using the idea of weighed step introduced by R. Mickens. We prove the strong convergence of the scheme under locally Lipschitz conditions of a SDE and linear growth condition. We prove the preservation of domain invariance by the scheme under a minimal condition depending on the discretisation parameter and unconditionally for the expectation of the approximate solution. The results are illustrated through the stochastic decay equations which show a greater behavior of the new scheme compared to the Euler-Maruyama which is widely used in the literature and the applications.
The resolution of stochastic differential equations is in general difficult or we have not explicit solutions. Numerical schemes provide an easy way to integrate these equations but the implementation of "good" integrators in sense of convergence order for example is difficult (see [8] and [7] ).
Despite the convergence order, the natural question on numerical schemes is the following : Does the numerical scheme considered preserve the dynamical properties of the initial system ?
The usual numerical schemes even in the deterministic case ( [2] and reference therein) such as Euler, Runge-Kutta and Euler-Maruyama in the stochastic case, does not preserve dynamical properties without conditions on the time-step of the numerical integration as we will see. The question is : can we construct a stochastic numerical scheme respecting dynamical properties with a minimum of restrictions?
The aim of this paper is to introduce the notion of nonstandard stochastic scheme based on the rules introduced in the deterministic case by R. E. Mickens (see [10] , [12] , [11] ) which provide a new way to create numerical scheme which preserve dynamical properties.
The plan of the paper is as follow :
In section 2, we remind classical definitions about continuous and discrete stochastic differential equations systems. In section 3 we introduce our scheme and the assumptions made for a stochastic differential equation. In section 4 we study the strong convergence of our scheme in the case where f and g are not necessarily globally Lipschitz functions. It generalize the result obtain in [6] with the Euler-Maruyama scheme. In section 5, we study the preservation of domain invariance such as positivity which occurs in a lot of problem in scientific fields such as Economics, Physics or often more in Biology ( [3] , [4] ). In section 6, we illustrate numerically the scheme. In section 7je we give the first step for further generalizations of nonstandard schemes in the stochastic context.
Reminder about continuous/discrete stochastic dynamical systems
In this Section, we remind classical results about continuous and discrete stochastic differential equations systems. We refer in particular to [14] and [8] for more details and proofs. We introduce the definition of stochastic nonstandard scheme based on the rules defined by R.E. Mickens in his book [10] , [12] and [11] .
We consider the Itô stochastic differential equation (SDE)
with
In many applications, the solution of the stochastic differential equation (1) must belong to a given domain. Such contraint is called domain invariance and is defined as follow. Definition 1. Let a, b ∈ R such that b > a and let
The domain K is said to be invariant for Y (t) defined by the stochastic differential equation
A characterization of domain invariance is given by the following theorem (see ([13, Theorem 1]) : Theorem 2 (Stochastic invariance theorem). The domain K is invariant for the stochastic process Y (t) if and only if
Let h ∈ R with h > 0. For k ∈ N, we denote by t k the discrete time defined by t k = kh. Definition 3. A general one-step stochastic numerical scheme with step size h and Brownian motion W which computes approximations X k ≈ Y (t k ) of the solution of a general system such as (1) with X 0 = Y 0 can be written in the form
where ψ h,W is a function depending on f and g, for all k ≥ 0.
Remark 1.
In the case where g is identically zero, we recover the usual definition of deterministic numerical scheme which approximate
In this case ψ h,W is denoted only by to ψ h .
Definition 4. The continuous-time extensions X(t) of the discrete approximation (2) is given by
Definition 5. A general one-step stochastic numerical scheme (2) is said to be strongly convergent if its continuous time approximation X satisfies
As the continuous case, we define the invariance domain for a numerical scheme.
Definition 6. The domain K is said to be invariant for a general one-step stochastic numerical scheme (2) if for any initial condition X 0 , X k belongs to K for all k ≥ 0.
A necessary and sufficient condition for domain invariance is that
for all k ≥ 0. Although simple, this condition is in general difficult to check.
In the deterministic case, the rules defined by R. E. Mickens (see [10] , [12] , [11] ) can be states as follows : Definition 7. A general one-step deterministic numerical scheme (2) is called nonstandard finite difference scheme if at least one of the following conditions is satisfied :
or equivalently
The terminology of nonlocal approximation comes from the fact that the approximation of a given function f is not only given at point X k by f (X k ) but can eventually depends on more points as for example
Nonstandard-Euler-Maruyama scheme and assumptions
Following the first rule in Definition 7, we introduce the NonstandardEuler-Maruyama (NSEM) scheme applied to (1) which is given by
where ϕ(h) = h + c(h) is a nonnegative function with c(h) = O(h 2 ) and
The continuous-time extension X(t) can be written equivalently by
where
In order to study the strong convergence of the NSEM scheme, we make assumptions on the stochastic differential equations (1) :
We assume that the initial condition is chosen independently of the Brownian motion W driving the equation (1).
Assumption 9 (Local Lipschitz condition).
For each R > 0 there exists a constand L R , depending only on R, such that
for all x, y ∈ R n with |x| ∨ |y| ≤ R.
Assumption 10 (Linear Growth Condition). There exist K > 0 such that
Convergence of the Nonstandard-Euler-Maruyama method
In order to prove the strong convergence result of the NSEM scheme, we deduce two results from the Assumptions 1, 2 and 3.
Lemma 11. Under the Assumptions 8 and 10, for any p ≥ 2 there exist a constant C 1 depending on h and p such that the exact solution and the N SEM approximate solution to the Eq. (1) have the property
The proof is given in Appendix A.1
Remark 2. In [6] , the result obtained in Lemma 11 is an assumption for p > 2. In fact as they noticed it is a strong assumption. But as we have seen, it can be recovered by assuming linear growth condition.
Lemma 12.
Under the Assumptions 8, 9 and 10 there exist C 2 depending on h, p and R such that
The proof is given in Appendix A.2
Theorem 13. Under the Assumptions 8, 9 and 10, the N SEM solution of (1) with continuous-time extension (3) is strongly convergent.
The proof is given in Appendix B.
Remark 3. The proof of the Theorem 13 encompass the case where we have the global Lipschitz condition, i.e. L R ≤ L for all R. Bounding C 1 , C 2 such as they are independent of R and h, we obtain C 3 which depends only on
where A is a constant. Then choosing
where α is a constant. Moreover in the standard case, i.e. c(h) = 0, we recover the classical result
found for example in [8] and [9] .
Domain invariance
In order to study the invariance describe in Theorem 2 for the numerical approximation of (1) obtained by the NSEM scheme, we restrict our intention to the domain K + := {x ∈ R : a ≤ x} and the domain K − := {x ∈ R : x ≤ b}. As K = K + ∩ K − the condition of invariance for the numerical scheme of K would be both conditions of invariance for K + and K − . The methods being the same to prove the invariance of K + and K − , we write only the proof for K + .
As there exist a multitude of choices for the function ϕ, we select the most used which is the following :
where λ is a positive constant and φ is a function which takes values in ]0, 1[.
First we consider the case where g is identically zero, that is to say the NSEM scheme reduces to the nonstandard Euler scheme (see [10] ). We have : Proposition 14. Let K be an invariant domain for Y (t) and
For all h > 0, K is invariant for the numerical approximation of Y (t) obtained by the nonstandard Euler scheme. The positive constant λ in (7) is chosen to be D.
The proof is given in Appendix B.1
We now study the invariance of K for the numerical approximation of (1) obtained by the NSEM scheme in the general case. There is a huge difference between the classical case (g is identically zero) and the stochastic case (g is not identically zero) due to the fact that ∆W k is almost surely unbounded (see [14] ) for all k ≥ 0. However, we can estimate the probability such that the NSEM scheme will respect the invariance of K. The steps for the proof are the same than the classical case, by considering a Taylor expansion up to the first order of f and g with integral reminder, we obtain the result.
Proposition 15. Let K be an invariant domain for Y (t) and
We now quantify the probability that
The proof is given in Appendix B.2
As a consequence, if the time increment is sufficiently small, then domain invariance of K for the numerical approximation of Y (t) obtained by the NSEM scheme is preserved with a probability as close as we want to one in selecting a which represent a tolerance parameter.
Proposition 17. Let K be an invariant domain for Y (t) and
For all h > 0, K is invariant for the numerical approximation of E (Y (t)) obtained by the NSEM scheme.
The proof is given in Appendix B.3
Numerical illustrations
As an illustration, we consider the stochastic decay equation which is driven by the following stochastic differential equations :
where λ and σ are positives constants. The solution of the stochastic decay equation is given by (see [14] )
and its expectation is given by
In this example, the constants D and S of the previous section correspond respectively to λ and σ. The classical decay equation has been studied by R. E. Mickens with the nonstandard Euler method using φ(λh) = exp(−λh) and we keep this choice for our scheme.
It is clear that the solution of the stochastic decay equation belongs to K + . Using the Proposition 15, we recover the result obtain in [1, Appendix B] applied to (8) :
Lemma 18. Let 0 < < 1 2 . The Euler-Maruyama scheme preserve the positivity of the stochastic delay equations if
The proof is given in Appendix C.1.
Lemma 19. Let 0 < < 1 2 . The Nonstandard-Euler-Maruyama scheme preserve the positivity of the stochastic delay equations if
where W is the product logarithm function.
The proof is given in Appendix C.2. In Figure 1 , we display the minimal step h 0 with respect to the ratio σ λ for a tolerance of = 0.01 for our scheme and Euler-Maruyama. As we can see, the minimal step for our scheme to preserve the positivity become very high as long as the noise becomes smaller compared to the deterministic part. In Figure 2 , we display simulations performed with multiple time step over a period of time T = 10 in order to show the behavior of our scheme compared to the Euler-Maruyama scheme. The constants are chosen such that λ = 1 and σ = 0.1.
In Figure 2a and 2b we can see that the NSEM scheme behave better than the Euler-Maruyama scheme even if the time step is less than the minimal step for positivity invariance of the Euler-Maruyama scheme which is h EM 0 ≈ 0.8. In Figure 2c , we can see that contrary to our scheme, the Euler-Maruyama scheme does not respect the positivity as expected by the Lemma 19. In Figure 2d , the Euler-Maruyama scheme diverge and the NSEM scheme still behave correctly even if the time step is greater than his minimal step for positivity invariance h N SEM 0 ≈ 1.3. In fact, the simulation results in Figure 2d hold for a lot of realizations of Brownian motion.
In figure 3 , we display simulations performed with highly noisy system in order to illustrate the advantage of our scheme when taking the expectation of the numerical solution. The constants are chosen such that λ = 1 and σ = 2. The numerical expectation is computed using a Monte-Carlo method with 10 9 realizations. In Figure 3a we can see that our scheme and the Euler-Maruyama behave similarly for h = 0.1 with a good approximation to the expectation of the analytic solution. In Figure 3b , for h = 1, we can see contrary to our scheme, the Euler-Maruyama scheme does not approximate properly the solution from time T = 0 to T = 4. In Figure 3c , for h = 2, the EulerMaruyama scheme oscillates around the solution whereas our scheme still behave very well and is very closed to the analytic solution.
Remark 4.
In Figure 3b and 3c we can see a persistent error of approximation of the expectation around T = 10 for both scheme. This is due to the accumulation of numerical errors when doing the mean with the Monte-Carlo method as every solution approximated tend to diverge around T = 10.
Stochastic nonstandard scheme : A first step for further extensions on examples
We used the notion of nonstandard scheme only on the deterministic part of the stochastic differential equation (1) . The question is how to extend this to the purely stochastic part ?. In order to give a first part of the answer, we give two examples following R.E. Mickens where at the beginning the nonstandard scheme are based on the notion of exact scheme (see [10] ).
We briefly remind that exact scheme correspond to numerical scheme where the computed solution X k for all k ≥ 0 is exactly the value of the analytic solution at time t k , in other words
In the deterministic case (see [10] ), (9) reduce to Y (t) = Y 0 exp (−λt). Simple algebraic manipulations leads to
, we obtain a nonstandard scheme which is in this case exact.
Following the same strategy, first in the purely stochastic case, i.e. λ = 0, we obtain
where by definition ∆W k = N k √ h and where N k is distributed with a normal law of mean zero and variance h for all k ≥ 0.
we obtain we define as a purely stochastic nonstandard scheme defined by
Second in the general case, assuming λ > 0 and σ > 0, we obtain
t k −λY (s)ds and
we obtain what we propose to define in a first approach as a stochastic non standard scheme given by
for all k ≥ 0.
Remark 5. Each weighed functions ϕ and γ contribute for the deterministic and the stochastic part.
Remark 6. As a major consequence, one can check directly that the positivity is preserved unconditionally.
As an illustration, we display in Figure 4 simulations of (13) with multiple time step. We can see the preservation of the positivity and also the very good behavior of the stochastic nonstandard scheme contrary to the EulerMaruyama scheme.
Conclusion and prospects
The Nonstandard-Euler-Maruyama scheme has been introduced and its convergence has been proved with local Lipschitz condition and linear growth condition on the stochastic differential equations considered.
Moreover, result on domain invariance has been proved and the probability of such a preservation has been quantified for the approximate solution given by the NSEM scheme. Due to the fact that the deterministic part is nonstandard, its computed expectation preserve domain invariance unconditionally. The preservation of domain invariance by NSEM scheme can be used in many applications to select models such as in Biology (see [3] and [4] ). The main advantages of the NSEM scheme are illustrated numerically through the stochastic decay equations.
We also introduced on the stochastic decay equations what we defined as stochastic nonstandard finite difference scheme. It generalizes the NSEM scheme but further investigations are needed to define such schemes for any stochastic differential equations due to the complexity of the nonstandard rules defined by R.E. Mickens in the stochastic context. This work is in progress and will be the subject of a future paper.
Using the Burkholder-Davis-Gundy [9, Theorem 7.3] and Hölder's inequalitiy we obtain for all 0 ≤ τ ≤ T ,
where C p is a constant whose expression is given explicitely in function of p in [9, Theorem 7.3] . Using the linear growth condition we obtain
Then we have
|X(r)| p ds
Using the Gronwall inequality [9, Theorem 8.1] we obtain
In the same way, we can show that
Denoting C 1 =C 1 e TC 2 − 1 we obtain the result.
A.2. Proof of Lemma 12. Let k s be the integer such that s ∈ [t ks , t ks+1 [. We have
Now, from the local Lipschitz condition, for |z| ≤ R we have
and, similarly,
Taking the expectation and using the Lemma 11 leads to
Denoting C 2 = 4C 2 we obtain the result.
A.3. Proof of Theorem 13. We define e(t) = X(t) − Y (t), τ R = inf{t ≥ 0, |X(t)| ≥ R}, ρ R = inf{t ≥ 0, |y(t)| ≥ R} and θ R = τ R ∧ ρ R . Using Young's inequality [5, Theorem 61], we have for any δ > 0 and p > 2,
With the Lemma 11 we obtain :
and in the same way
By definition,
we obtain
and then we obtain
Now, we will bound the first term of the previous inequality. Using
and Cauchy-Schwarz's inequality [5, Theorem 181], we obtain
Then for all 0 ≤ τ ≤ T , we have 
From the local Lipschitz condition we obtain
Using Lemma 12 we obtain
Using Gronwall's inequality we obtain
with C 3 (h, R) =C 5 e TC 4 . We finally obtain
Let > 0 we can choose δ such as
and then choose h sufficiently small such that
and then we obtain 
Inserting the Taylor's expansion of f in the NSEM gives
By hypothesis f (a) ≥ 0, using the definition of ϕ we obtain
As X k ≥ a and φ(Dh) ∈]0, 1[ then X k+1 remains in K + for all h.
B.2. Proof of Proposition 16. Let 0 < < 1 2 . The probability function is determined by a normal law of zero mean and variance h. We have
and by definition
where erf is the classical error function defined by
As − φ(h) S < 0 we use an approximation erf of erf on R − (see [15] ) which induces a bounded value as erf(x) < erf(x) for all x ∈ R − . The function erf is defined by is defined for all x ∈ R − by (see [15] Using the function erf −1
where α( ) = 2 erf −1 (2 − 1)
2
. Considering h 0 ( ) the solution of (14) then for all h < h 0 ( ) we have
and finally
B.3. Proof of Proposition 17. By hypothesis with have E (a) ≥ 0 and we suppose for k ≥ 0, E (X k ) ≥ a. We will show that E (X k+1 ) remains in K + for all h > 0.
Taylor's expansion up to the first order with integral remainder on f gives
Inserting the Taylor's expansion of f in the NSEM gives E (X k+1 ) − a =E (X k ) − a + E (f (a)) + ϕ(h)E (X k − a) 
By hypothesis E (f (a)) ≥ 0, using the definition of ϕ we obtain E (X k+1 ) − a ≥ (E (X k ) − a)φ(Dh).
As E (X k ) ≥ a and φ(Dh) ∈]0, 1[ then E (X k+1 ) remains in K + for all h.
Appendix C. Proof of Lemma 18 and 19 C.1. Proof of Lemma 18. The Euler-Murayama scheme is the standard version of our scheme which correspond to the case where we have h < 1 λ and φ(λh) = 1 − λh. The resolution of (14) gives two solutions
The minimal step h 0 ( ) is chosen as the minimum between the two roots and 1 λ . As 0 < h − ( ) < h + ( ) and the expression of these roots we obtain h 0 ( ) = h − ( ). C.2. Proof of Lemma 19. The resolution of (14) with φ(λh) = exp(−λh) leads to solve 2λh exp(2λh) = 2λ σ 2 α( ) .
Using the definition of the product logarithm function we obtain the result.
