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Abstract
In this paper, we present a high-speed and high-accuracy method for estimating scene ﬂow with a Kinect. The region where
motion objects may exist is detected by calculating the diﬀerence between three frames. From this region, the bounding box of
the moving object is then determined by segmenting the depth image. We estimate the scene ﬂow by ﬁnding the corresponding
key-point pairs between frames. In the process of establishing the correspondence between key-points, we use the SURF
feature and the depth with variable cuboid search algorithm. We have compared our method with other existing methods by
using a common test data set.
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1. Introduction
The recognition of human behavior have been researched in computer vision for a long time. Most researchers
used optical ﬂow to estimate 2D motion vector, which is used to estimate human behavior. Since optical ﬂow can
only give 2D motion in the image plane, the complete 3D motion can not be recovered without some additional
assumptions such as rigid motion. Recently, scene ﬂow, which is an extension of optical ﬂow, have been attracted
much attention because it gives 3D motion vectors of images.
Some methods to estimate the scene ﬂow have been reported. One of them recovers the surface from the depth
image obtained with a range sensor or a multiple camera system, it establishes the correspondence between the
points of diﬀerent frames by considering the surface shape and the texture[1]. Although it often gives accurate
results, its processing speed is slow because of its high computational cost.
Another method estimate the scene ﬂow by adding the depth change as the third element to the estimated
optical ﬂow[4]. This method is simple and fast. However, the accuracy depends on the quality of the estimated
optical ﬂow.
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Unlike the above method[4], we estimate the scene ﬂow by using 2D image texture and the depth simultane-
ously. This approach improves the accuracy and the stableness greatly of the inter-frame pixel correspondence.
Another diﬀerence is that we only estimate the scene ﬂow for a moving target object.
The rest of this paper is organized as follows: section 2 describes our propose method; section 3 shows
the experimental results compared with our method and other conventional methods, which have illumination
changes; section 4 describes the summary and consideration.
2. Scene Flow Estimation
The ﬁgure 1 shows the process ﬂowchart of our scene ﬂow estimation method. In this paper, we denote the
color image and the depth map captured from a Kinect as I and D, respectively. As shown in ﬁgure 1, we ﬁrst
detect the motion which has the diﬀerence among three frames and decide the region of the variable area of the
frames. The moving object and its bounding box are determined by segmenting the depth image. Then, we
calculate the SURF (Speeded Up Robust Features) feature for pixels of the detected moving objects. Finally, the
scene ﬂow is obtained by matching the key-points between frames by considering the SURF feature and the depth
with variable cuboid search algorithm.
Fig. 1. The ﬂowchart of our scene ﬂow estimation method.
2.1. Detecting the regions of moving objects
There are two well-known methods for detecting moving objects. One is the background subtraction [7]. This
method detects moving objects by ﬁnding diﬀerent pixels from the background image. It will not work well under
the conditions, such as, background changes due to illumination change, camera motion, and so on. Another
method is the frame subtraction [8]. This method detects moving objects by calculating the diﬀerence between
the pixels at the same position of two adjacent frames. However, the detected region contains the regions of the
moving object before and after the motion.
In order to detect the moving object in the It−1 frame accurately, we calculate the diﬀerences among three
consecutive frames, It−2, It−1, It.
Convolution
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In order to reduce the inﬂuence of image noise, we process the convolution to each color image I taken by
Kinect with a 3 × 3 average ﬁlter.
´I(x, y) = 19
y+1∑
y−1
x+1∑
x−1
I(x, y) (1)
Then, our method computes there binary images of frame diﬀerences ´It − ´It−1, ´It−1 − ´It−2 and ´It−2 − ´It with a
threshold δ:
di(x, y) =
⎧⎪⎪⎨⎪⎪⎩1 i f (| ´Ita(x, y) − ´Itb(x, y)| > δ)0 else (2)
The pixels of the moving object M in It−1 frame is then detected with eq.(3).
M(x, y) =
⎧⎪⎪⎨⎪⎪⎩1 i f d1(x, y) + d2(x, y) − d3(x, y) > 00 else (3)
Here, the value 1 and 0 indicates whether the pixel belongs to the moving object or the background, respectively.
As shown in the ﬁgure 2, this method detected only pixels on the moving object.
Fig. 2. Detected moving objects by using the diﬀerences among three consecutive frames, t, t − 1 and t − 2.
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2.2. Extracting the moving target object
The frame subtraction cannot detect precisely the moving target object only by comparing the background
subtraction. We solve this problem by using the depth image D. Since the depth image obtained from a Kinect
does not match with the color image pixel by pixel, we re-map the depth image to the color image with OpenNI
library. Assuming that the depth of the pixels on the same moving target object have similar values, our system
computes the depth histogram H within a bounding box Bb. The bounding box is determined within the detected
region of the moving object M. We ﬁnd the highest peak sp of the histogram. In the case that there is only one
moving object in the images, the H(sp) should be bigger than a certain threshold. Our method sets the sp as
the starting point and ﬁnds out a continuous region in the histogram H that all the elements are not less than the
threshold. In this paper, we let dmin and dmax indicate the left and the right boundary of the region in the histogram,
respectively.
In order to extract the moving target object, we extract pixels who’s depth is within [dmin, dmax] in the bounding
box Bb.
´M(x, y) =
⎧⎪⎪⎨⎪⎪⎩1 if dmin ≤ D(x, y) ≤ dmax and (x, y) ∈ Bb0 else (4)
Here, the value of ´M(x, y) indicates whether (x, y) belongs to the moving target object or not.
In order to the background do not be extracted from [dmin, dmax], our system calculate the bounding rectangle on
M. Finally, it extract pixels from the color image I within the bounding rectangle, which the depth in [dmin, dmax].
The ﬁgure 3 shows an example result of the extracted moving target object by using our proposed method and
other existing methods.
(a) (b)
(c) (d)
Fig. 3. Comparison of our method with the existing methods. (a) The input Color image at t − 1. (b) Extracted moving object region by
frame subtraction between 2 frames. (c) Extracted moving object region by frame subtraction among three frames, and binarization. (d) Our
proposed method
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2.3. Calculating SURF Feature for Pixels on the Moving Target Object
The SURF is scale- and rotation-invariant key-point detector and descriptor[3]. Although SURF is faster than
SIFT, it is still diﬃcult for the current PC to processing the whole image at video rate. In order to reduce the
processing time, only the pixels of the moving object are processed , as shown in the ﬁgure 4. This method
also improves the accuracy and the matching process speed, because the key-points only on the moving object
are detected. In this paper, all key-points are described by 128-Dimension vectors. The 2D coordinates of the
key-points in color images are converted to 3D coordinates by using the depth image, too.
Fig. 4. Our method only applies the SURF to the pixels on moving target objects.
2.4. Frame Correspondence by Variable Cuboid Search from Motion Prediction
Although the brute force search is used to establish the correspondence between key-points in two image
frames, it is very slow and gives a lot of false correspondence. The grid search reduces the time of search by
limiting the search area. However, it cannot cope with large movement. In this paper, we extend the grid search to
3D and use a motion prediction approach to limit the search area, as show in the ﬁgure 5. We named this method
as “variable cuboid search.” The search area in our variable cuboid search is a cube. Both its size and position
are determined according to the predicted 3D motion vector. The corresponding key-point in the current image
frame is determined through a brute force search within the search area. In this paper, a key-point in t frame is
denoted by p(t), and the key-point in t − 1 frame corresponding to p(t) is denoted by p(t − 1). Then the velocity
v(t) and the acceleration a(t) of p(t) can be expressed with
v(t) = p(t) − p(t − 1) (5)
a(t) = v(t) − v(t − 1) (6)
Since v(t) and a(t) are calculated between two adjacent frames, where the Δt = 1, we omit Δt in the equations.
Also, since Δt is a very small, we assume that the acceleration a(t) is constant during time [t, t + 1]. Then the
predicted 3D vector E(t + 1) that indicates the predicted movement of p(t) in the next frame, can be calculated
with:
E(t + 1) = v(t) + a(t) (7)
There are three cases in the calculation of E:
➀ p(t) is a new key-point in frame t
➁ p(t) had a match in frame t − 1
➂ p(t) had a match in frame t − 1, which also had a match in frame t − 2
In case of ➀, since the predicted 3D vector cannot be calculated. Assuming that two key-points will have
similar motion if they are near each other, we use the average of the predictive vectors of key-points in a 5× 5 × 5
cube centered at p(t) as predictive 3D vector.
In case of ➁, since the acceleration is not available, we assume that a(t) = 0 so E(t + 1) = v(t) (See eq.5).
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In case of ➂, E(t + 1) can be calculated with eq.(7).
We let the search area be a cube centered at p(t) + E(t + 1) who’s size equals to |E(t + 1)|. This is because the
longer the predicted vector is, the bigger predicted error will be.
Fig. 5. Variable cuboid search. Its size and position are determined according to the predicted 3D motion vector.
We evaluate the diﬀerence degree between key-points p´(t + 1) and p(t) in this area with 128-D vector SURF
descriptor. The SURF descriptor of p(t) and p´(t + 1) is indicated by P and ´P, respectively.
S im =
√√ 128∑
i=1
(Pi − ´Pi)2 (8)
The minimum value S im of p´(t + 1) in the search area is indicated by S im1st, and the second minimum value
S im is indicate by S im2nd, then p´(t + 1) matched to p(t) when S im1st satisﬁes the following condition:
S im1st < 0.6,
S im1st
S im2nd
< 0.6 (9)
3. Experimental results and Discussion
In order to conﬁrm the eﬀectiveness of our proposed method, we performed some comparison experiment
between our proposed method and famous conventional methods by using several sequences. Data for the all
test sequences were taken from Kinect with color image and synchronized depth image. Those resolution were
640×480 pixels. We set the initial-value of Variable Cuboid Search to 21 × 21 × 11.
3.1. Comparison of our method with exiting methods
By using two sequences, we compared our proposed methods with famous conventional methods, such as,
Lucas-kanade method(LK)[5], Lucas-Kanade Pyramid method(LKP)[6], and matching key-points by using SURF(Speeded
Up Robust Features) for the whole image (SURF Match).
We used the LK and LKP in OpenCV (cvCalcOpticalFlowLK, cvCalcOpticalFlowPyrLK). Key-points were
detected by goodFeaturesToTrack that is also packaged in OpenCV.
Table 3.1 shows the mean frame rate of each method tested on the two sequences. The compared results are
shown in the ﬁgure 6, where optical ﬂow and scene ﬂow are displayed on color images with red lines.
From the results of the comparison experiment shown in Table 3.1, we conformed that our proposed method
is the second fastest. Our method was faster than Lucas-Kanade Pyramid method and SURF method. One of
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Sequence 1
LK LKP SURF Match Proposed method
Sequence 2
LK LKP SURF Match Proposed method
Fig. 6. Compare about accuracy
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Table 1. Processing speed comparison
LK LKP SURF Match Proposed method
Sequence 1(fps) 22.482 12.624 3.234 15.251
Sequence 2(fps) 23.887 14.102 4.365 19.715
Turn oﬀ the ﬂuorescent light
Frame No. 0050 Frame No. 0056 Frame No. 0062
Turn on the ﬂuorescent light
Frame No. 0078 Frame No. 0081 Frame No. 0085
Turn oﬀ the ﬂuorescent light
Frame No. 0611 Frame No. 0631 Frame No. 0640
Turn on the ﬂuorescent light
Frame No. 0650 Frame No. 0661 Frame No. 0668
Fig. 7. Experiment under the illumination changed
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the noteworthy point is that the proposed method reduced about 80% of computation time compared with SURF
Match.
Our method was much faster than SURF match because SURF?@calculates limited pixels of the moving
object.
In addition, because we limited the search region, not only speed, but also precision improved, too. From
the results of the comparison experiment shown in the ﬁgure 6, we conﬁrmed that our proposed method gave the
highest accuracy.
However, Kinect has two problem. One is the depth image was not synchronized the color image completely.
Another is some pixels does not take there accurate measurement of depth, especially the objective contoured
parts. Therefore, our method could not extract some feature points, and might be wrong. We consider those
problems can be solved by performing compensation and interpolation to the depth.
3.2. Experiments in changing illumination environment
In order to conﬁrm the stability of our method, we tested it by using a sequence, which were taken under
illumination changes. We turned on and turned oﬀ the ﬂuorescent light repeatedly during the sequences. Some
experimental results are shown in the ﬁgure 7.
From the ﬁgure 7, we conﬁrmed that our proposed method could estimate ﬂow stably, even when illumination
was changing.
However, we can not estimate the ﬂow correctly in the instant of the illumination change. It is because a lot
of noises will be detected by the frame diﬀerence if frames have illumination change. Others, our method can be
processing normally.
4. Conclusion
In this paper, we have presented a new approach for estimating scene ﬂow at high-speed and high-accuracy
by using Kinect under the natural illumination. We have detected the motion region by calculating the diﬀerence
between three frames. From this region, the target moving object and its bounding box have been determined
by segmenting the depth image with its histogram. In order to improve processing speed and accuracy, we have
estimated the scene ﬂow by ﬁnding the corresponding key-point pairs between frames only in the region of moving
object. In the process of establishing the correspondence between key-points, we have used the SURF feature and
the depth with variable cuboid search algorithm.
Acknowledgments
This research was partially supported by the Ministry of Education, Science, Sports and Culture, Grant-in-Aid
for Scientiﬁc Research (C), 24500205.
References
[1] Antoine Letouzey, Benjamin Petit, Edmond Boyer: ”Scene Flow from Depth and Color Images”, BMVC 2011 The 22nd British Machine
Vision Conference, (2011)
[2] Thoas Popham, Abhir Bhalerao, Roland Wilson, ”Multi-Frame Scene Flow Estimation Using a Patch Model and Smooth Motion Prior”,
British Machine Vision Conference Workshop, London, UK. (2010)
[3] Herbert Bay, Tinne Tuytelaar, Luc Van Gool, ”SURF:Speed Up Robust Features”, Computer Vision and Image Understanding archive
Volume 110 Issue, pp.346-359, (2009)
[4] Simon Hadﬁeld, Richard Bowden:”Kinecting the dots: Particle Based Scene Flow From Depth Sensors”, Centre for Vision, Speech and
Signal Processing University of Surrey, Guildford, Surrey, UK
[5] Berthold K.P Horn, Brain G. Schunck, ”Determining Optical Flow”, (1981)
[6] Jean-Yves Bouguet, ”Pyramidal Implementation of the Lucas Kanade Features Tracker Description of the algorithm”, (2002)
[7] Wang Tong-yao, ”The motion detection based on background diﬀerence method and active contour model ”, Information Technology and
Artiﬁcial Intelligence Conference (ITAIC), 2011 6th IEEE Joint International, pp.480 - 483, (2011)
[8] Bing Leng, Qionghai Dai, ”VIDEO OBJECT SEGMENTATION BASED ON ACCUMULATIVE FRAME DIFFERENCE”, Proceeding
of the Picture Coding Symposium, (2007)
