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Abstrat. This paper is primarily onerned with the problem of maximality
for the sum A+B and omposition L∗ML in non-reexive Banah spae settings
under qualiations onstraints involving the domains of A,B,M . Here X , Y
are Banah spaes with duals X∗, Y ∗, A,B : X ⇒ X∗, M : Y ⇒ Y ∗ are
multi-valued maximal monotone operators, and L : X → Y is linear bounded.
Based on the Fitzpatrik funtion, new haraterizations for the maximality of
an operator as well as simpler proofs, improvements of previously known results,
and several new results on the topi are presented.
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1. Introdution
The problem onerning the maximality of the sum of two maximal monotone
operators was rst stated and solved by Rokafellar in reexive Banah spaes
followed by a sum rule for the onvex subdierential in general Banah spaes
(see [8, Theorem 1℄, [15, Theorem 2.8.3℄). At the same time the onjeture
whih states that the reexivity of the spae an be avoided was formulated.
Later, the sum rule for full-spae domain operators was proved by Heisler (see
[10, Theorem 37.4℄ or Theorem 4.1 below) and for single-valued linear operators
by Phelps and Simons (see [6, Theorem 7.2℄). Reently, Voisei [11,12,13℄ proved
similar alulus rules for losed onvex domain monotone operators in non-
reexive Banah spaes under weaker forms of the qualiation onstraint and
solved ompletely the linear ase (see [12,13℄ or Corollary 5.14. below). Using a
topologial argument, the sum rule for operators with the intersetion of their
domain interiors non-empty was shown to hold by Borwein (see [1℄). Chain rules
in the ontext of reexive Banah spaes were obtained by Penot [5℄, Za˘linesu
[14℄, and Borwein [1℄.
In the present note we want to shed a new light on the ideas of the proofs and
present new points of view as well as simpler arguments, improvements of some
of the past results, and new results onerning the maximality of the sum or
of the preomposition with a linear operator in the non-reexive Banah spae
setting.
The plan of the paper is as follows. Next setion introdues the Fitzpatrik
and Penot funtions together with their main features. In Setion 3 new hara-
terizations for the maximality and representability of an operator are disussed.
Setion 4 ontains a simple proof of Heisler's result. Setion 5 deals with the
alulus of maximal monotone operators. This paper onludes with some im-
provements of the results ontained in Voisei [12,13℄ and several other new results
on the topi.
2. The natural dual system. The Fitzpatrik and Penot funtions
Let X be a Banah spae with dual X∗ and bi-dual X∗∗. A multi-valued
operator A : D(A) ⊂ X ⇒ X∗ is alled monotone if, for every x1, x2 ∈ D(A),
x∗1 ∈ Ax1, x
∗
2 ∈ Ax2
〈x1 − x2, x
∗
1 − x
∗
2〉 ≥ 0, (1)
where
p(x, x∗) = 〈x, x∗〉 = x∗(x), (x, x∗) ∈ X ×X∗,
stands for the duality pairing in X ×X∗.
For the sake of notation simpliity we identify operators with their graphs
and write
x ∈ D(A), x∗ ∈ Ax⇔ (x, x∗) ∈ A. (2)
With this notation A is monotone i p(a1 − a2) ≥ 0 for every a1, a2 ∈ A.
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A monotone operator is onsidered maximal monotone if it is maximal in
the sense of inlusion in X ×X∗.
Let Z = X × X∗. The natural dual system is formed by (Z,Z) with the
dual produt
(x, x∗) · (y, y∗) = x∗(y) + y∗(x), x, y ∈ X, x∗, y∗ ∈ X∗. (3)
The onvex onjugate with respet to the natural duality of f : Z → R∪{∞}
is given by
f∗(w) = sup{w · z − f(z); z ∈ Z}, w ∈ Z, (4)
Notie that
z · z = 2p(z), p(λz) = λ2p(z), (5)
p(z1 ± z2) = p(z1) + p(z2)± z1 · z2 (6)
p(z1 + z2) + p(z1 − z2) = 2(p(z1) + p(z2)), (7)
for every λ ∈ R, z, z1, z2 ∈ Z.
On Z we x a topology ompatible with the natural duality suh as the
strong×weakly-star topology. In the sequel all topologial notions will be un-
derstood with respet to this xed topology on Z if not otherwise speied.
For ∅ 6= A ⊂ Z let
pA = p+ iA, (8)
where iA(z) = 0, if z ∈ A, iA(z) =∞, otherwise; is the indiator of A.
The Fitzpatrik funtion of A is hA : Z → R ∪ {∞} dened by
hA = p
∗
A.
An alternative form for hA is given by
hA(z) = sup
a∈A
{z · a− p(a)} = p(z)− inf
a∈A
p(z − a), z ∈ Z. (9)
The onjugate of hA
ϕA = h
∗
A = cl co pA, (10)
is alled the Penot funtion of A and it represents the greatest proper onvex
lower semiontinuous funtion majorized by pA.
In the sequel, for h : Z → R ∪ {∞}, the following set notation will be
frequently used
{h = p} = {z ∈ Z; h(z) = p(z)},
{h ≥ p} = {z ∈ Z; h(z) ≥ p(z)},
{h ≤ p} = {z ∈ Z; h(z) ≤ p(z)}.
PROPOSITION 2.1. For every monotone A ⊂ Z we have
i) ϕA(z) ≥ p(z), for every z ∈ Z,
ii) A ⊂ {ϕA = p},
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iii) A ⊂ {hA = p},
iv) D(A)×X∗ ⊂ {hA ≥ p}.
Proof. iv) If z = (x, x∗) ∈ D(A) × X∗ then there exists α∗ ∈ Ax. Let
a = (x, α∗) ∈ A. We have z · a − p(a) = p(z). Aording to (9), this yields
hA(z) ≥ p(z), i.e., D(A) ×X∗ ⊂ {hA ≥ p}.
iii) Let z ∈ A. Pik a = z in (9) to nd hA(z) ≥ p(z). Sine A is monotone
we get p(z − a) = p(a) − z · a + p(z) ≥ 0, for every a ∈ A. This gives us
hA(z) ≤ p(z). Therefore A ⊂ {hA = p} and hA ≤ pA in Z. Beause hA is
proper onvex lower semiontinuous this yields
hA ≤ ϕA in Z, (11)
for every A monotone.
Let A be a maximal monotone extension of A. By Theorem 3.3. below, we
know that hA ≥ p in Z. We have pA ≥ pA and
ϕA ≥ ϕA ≥ hA ≥ p in Z, (12)
i.e., i) holds.
Subpoint ii) is straight forward from i) and ϕA ≤ pA in Z. The proof is
omplete. 
For other properties of hA, ϕA see [12, Proposition 2℄.
3. Representability and maximality
DEFINITION 3.1. A multi-valued operator A is alled representable in Z =
X ×X∗ if there is a proper onvex lower semiontinuous h : Z → R∪{∞} suh
that
i) h(z) ≥ p(z), for every z ∈ Z, i.e., {h ≥ p} = Z,
ii) z ∈ A i h(z) = p(z), i.e., A = {h = p}.
A funtion h with properties i), ii) is alled a representative of A. Notie
that if h is a representative of A then from A ⊂ {h = p} we get h ≤ pA in Z
followed by
h ≤ ϕA, h
∗ ≥ hA in Z. (13)
LEMMA 3.1. ([5, Proposition 4℄) Every representable operator A is monotone.
Proof. Sine A is representable, there exists h : Z → R ∪ {∞} suh that
h ≥ p in Z and z ∈ A i h(z) = p(z). Therefore, from the onvexity of h we get
that, for every z1, z2 ∈ A = {h = p}
1
2
p(z1) +
1
2
p(z2)−
1
4
p(z1 − z2) = p(
1
2
z1 +
1
2
z2)
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≤ h(
1
2
z1 +
1
2
z2) ≤
1
2
h(z1) +
1
2
h(z2) =
1
2
p(z1) +
1
2
p(z2), (14)
that is p(z1 − z2) ≥ 0, for every z1, z2 ∈ A. 
We prove that an operator is representable i its Penot funtion beomes a
representative.
THEOREM 3.2. A is representable i ϕA is a representative of A.
Proof. For the diret impliation let h be a representative of A. From
A = {h = p} we know that h ≤ pA in Z. Therefore
ϕA ≥ h ≥ p, in Z. (15)
Combined with A ⊂ {ϕA = p} the previous inequality shows that A = {ϕA =
p}, whih implies that ϕA is a representative of A. The onverse impliation is
plain. 
For dierent proofs of the previous result see e.g. [4,5℄.
The following haraterization of maximality in terms of representability is
due to Fitzpatrik [2, Theorem 3.8℄. For the sake of ompleteness we provide
the reader with a short proof.
THEOREM 3.3. A multi-valued operator A is maximal monotone i hA is a
representative of A.
Proof. If A is maximal monotone then for every z 6∈ A there exists an a ∈ A
suh that p(z − a) < 0. Hene, from (9) we have hA(z) > p(z) for every z 6∈ A.
Sine hA(z) = p(z), for every z ∈ A (see Proposition 2.1. iii)) this implies that
hA ≥ p in Z and hA(z) = p(z) i z ∈ A, that is hA is a representative of A.
Conversely, from Lemma 3.1. or from hA(z) = p(z) for every z ∈ A and (9)
we get p(z − a) ≥ 0 for every z, a ∈ A, i.e., A is monotone.
Take z0 ∈ Z suh that p(z0−a) ≥ 0 for every a ∈ A. Again, from (9) we nd
hA(z0) = p(z0), that is z0 ∈ A, sine hA is a representative of A. We showed
that A is maximal monotone. The proof is omplete. 
Clearly, every maximal monotone operator is representable. The question
whether the onverse holds appears naturally in this ontext. The following
haraterization of maximality in terms of representability appeared rst in
Voisei [11, Theorem 2.3℄. For the sake of onveniene we provide the reader
with a simpler proof.
THEOREM 3.4. A is maximal monotone i A is representable and hA ≥ p in
Z.
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Proof. The diret impliation is trivial sine hA is a representative of A.
Conversely, we know that A is monotone sine it is representable. Aording
to Proposition 2.1., we have A ⊂ {hA = p}. To onlude that hA is a repre-
sentative of A and onsequently that A is maximal monotone, it is enough to
prove that {hA = p} ⊂ A. Let z ∈ {hA = p}. Clearly, z is a global minimum
point of hA − p. Therefore
0 ∈ ∂(hA − p)(z), (16)
where ∂ denotes the Clarke-Rokafellar subdierential. Sine p is ontinuously
Gâteaux dierentiable with ∂(−p(z)) = {−z} and hA is onvex, relation (16)
redues to z ∈ ∂hA(z) whih an be equivalently restated as
hA(z) + ϕA(z) = 2p(z).
This implies z ∈ {ϕA = p} = A beause hA(z) = p(z) and A is representable.
The proof is omplete. 
Remark 3.5. Condition hA ≥ p in Z is sometimes referred to as A is of
negative inmum type or NI in X × X∗. Hene the previous haraterization
theorem an be restated as
Maximal Monotone = Representable+NI
This haraterization of maximality is more versatile beause most of the
times the representability of operators is easily heked. Usually, the diulty
lies into proving that the operators are of NI type.
4. A simple proof of Heisler's result
Previous to the papers [11,12℄ there are two note-worthy results for the max-
imality of the sum in a non-reexive Banah spae setting; the result of Heisler
for full-spae domain operators and the result of Phelps & Simons (see [6, The-
orem 7.2℄) for linear single-valued operators. We provide a simpler proof of the
Heisler result in order to observe the usefulness of the Fitzpatrik funtion and
mention that in the linear multi-valued ase the problem has been ompletely
solved (see [12,13℄ or Theorem 5.13. below).
Reall the Heisler result
THEOREM 4.1. ([10, Theorem 37.4℄) Let X be a Banah spae possibly non-
reexive. If A,B are maximal monotone in X ×X∗ with D(A) = D(B) = X
then A+B is maximal monotone.
The previous proof of this result relies on a topologial haraterization of
maximal monotone operators with full-spae domain. Our argument is based
on the following two lemmas
6
LEMMA 4.2. Let A be monotone with D(A) = X. Then A is of NI type in
Z = X ×X∗, i.e.,
hA(z) ≥ p(z), for every z ∈ Z, (17)
and {hA = p} is the only maximal monotone extension of A in X ×X
∗
.
Proof. Aording to Proposition 2.1. iv), {hA = p} = Z, that is, A is (NI).
For the seond part notie that {hA = p} is representable monotone and every
maximal monotone extension A of A satises
A ⊂ {hA ≤ p} = {hA = p}. (18)
Therefore A = {hA = p} and {hA = p} is the unique maximal monotone
extension of A. 
LEMMA 4.3. Let A be monotone with D(A) = X. Then A is maximal monotone
i A has onvex values and A is losed with respet to the strong×weakly-star
onvergene of bounded nets in X ×X∗ given by (xα, x
∗
α)։ (x, x
∗) ⇔ xα → x,
strongly in X, x∗α → x
∗
, weakly star in X∗, and (x∗α)α is bounded in X
∗
.
Proof. The diret impliation is lear sine every maximal monotone opera-
tor has onvex values and is losed with respet to ։.
For the onverse it is enough to show that {hA = p} ⊂ A.
Sine A is losed with respet to ։ we prove rst that A has weakly-star
losed values. Indeed, if (x∗α)α ⊂ Ax, x ∈ X , and x
∗
α → x
∗
weakly-star in X∗
then (xα = x, x
∗
α) ։ (x, x
∗) beause Ax is bounded. Therefore, x∗ ∈ Ax, i.e.,
Ax is weakly-star losed for every x ∈ X .
Let z = (x0, x
∗
0) ∈ {hA = p}, that is, for every (a, a
∗) ∈ A
〈x0 − a, x
∗
0 − a
∗〉 ≥ 0. (19)
Assume by ontradition that x∗0 6∈ Ax0. By a separation theorem we nd
v0 ∈ X , suh that
〈v0, x
∗
0〉 > sup
x∗∈Ax0
〈v0, x
∗〉. (20)
For t > 0, denote by at = x0 + tv0 and take a
∗
t ∈ Aat in (19) to nd
〈v0, x
∗
0 − a
∗
t 〉 ≤ 0. (21)
Notie that for t ↓ 0, at → x0, strongly in X . Beause A is loally bounded
at x0, (a
∗
t )t is bounded in X
∗
. Therefore, by the Alaoglu Theorem, at least on
a subnet, we have (at, a
∗
t )։ (x0, a
∗
0) ∈ A.
Pass to limit in (21) with t ↓ 0 to get 〈v0, a∗0〉 ≥ 〈v0, x
∗
0〉 whih ontradits
(20). We proved z ∈ A, that is A = {hA = p}. The proof is omplete. 
Proof of Theorem 4.1. It is straight forward to show that if A,B are losed
with respet to ։ and have onvex values then A+B is ։ losed and has
7
onvex values, beause A,B are loally bounded. Aording to Lemma 4.3.,
A+B is maximal monotone. 
5. Calulus rules for representable and maximal monotone operators
Our rst onern in this setion is the representability of T := L∗ML :
X ⇒ X∗, where X,Y are Banah spaes, L : X → Y is linear bounded, and
M : Y ⇒ Y ∗ is representable. Let rM be a representative of M .
Our hoie for a representative of T is r : X ×X∗ → R,
r(x, x∗) = inf{rM (Lx, y
∗); L∗y∗ = x∗}, (x, x∗) ∈ X ×X∗. (22)
Notie that r ≥ p in Z, T ⊂ {r = p}, and T = {r = p} whenever the inf in
the denition of r is attained for all (x, x∗) ∈ D(r). Therefore, it is enough to
study onditions whih assures that the inf in (22) beomes a min.
For a subset S of a Banah spae X we denote by iS the relative algebrai
interior of S. We dene icS = iS if the ane hull of S is losed and icS = ∅
otherwise.
THEOREM 5.1. Let X,Y be Banah spaes, L : X → Y be linear bounded,
M : Y ⇒ Y ∗ be representable, and rM be a representative of M . If
0 ∈ ic(R(L)− PYD(r
∗
M )), (23)
then T := L∗ML : X ⇒ X∗ is representable. Here PY : Y × Y ∗ → Y ,
PY (y, y
∗) = y, (y, y∗) ∈ Y × Y ∗ is the projetion of Y × Y ∗ onto Y , L∗ : Y ∗ →
X∗ denotes the adjoint of L, R(L) is the range of L, and r∗M stands for the
onvex onjugate with respet to the natural duality.
Proof. Consider ϕ : X ×X∗ → R,
ϕ(x, x∗) = inf{r∗M (Lx, y
∗); L∗y∗ = x∗}, (x, x∗) ∈ X ×X∗. (24)
Sine ϕ(x, x∗) = inf{r∗M (y, y
∗); (y, y∗) ∈ C(x, x∗)}, where the proess C ⊂
X ×X∗ × Y × Y ∗ is dened by
(x, x∗, y, y∗) ∈ C iff y = Lx, x∗ = L∗y∗, (25)
R(C) = R(L) × Y ∗, and ondition 0 ∈ ic(R(L) − PYD(r∗M )) is equivalent to
0 ∈ ic(R(C)−D(r∗M )), aording to [15, T 2.8.6℄, we may apply the hain rule
to get
ϕ∗Z∗(x
∗, x∗∗) = min{r∗∗M (y
∗, y∗∗); (x∗, x∗∗) ∈ C∗(y∗, y∗∗)}, (x∗, x∗∗) ∈ X∗×X∗∗.
(26)
Here ϕ∗Z∗ denotes the onvex onjugate of ϕ in Z
∗ = X∗ ×X∗∗ and is weakly-
star lower semiontinuous in Z∗ whih makes ϕ∗ = ϕ∗Z∗/Z weakly×weakly-star
lower semi-ontinuous in Z.
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The adjoint of C is given by
(y∗, y∗∗, x∗, x∗∗) ∈ C∗ iff y∗∗ = L∗∗x∗∗, x∗ = L∗y∗. (27)
By the bi-onjugate formula for x∗∗ = x ∈ X relation (26) beomes
r(x, x∗) = ϕ∗(x, x∗) = min{rM (Lx, y
∗); L∗y∗ = x∗}, (x, x∗) ∈ X ×X∗. (28)
Relation (28) shows that r is a representative of T and onsequently T is rep-
resentable. 
PROPOSITION 5.2. Let X be a Banah spae, L : X → X ×X, Lx = (x, x),
x ∈ X, and U, V be onvex subsets of X. Then
0 ∈ i(R(L)− U × V )⇔ 0 ∈ i(U − V ). (29)
0 ∈ ic(R(L)− U × V )⇔ 0 ∈ ic(U − V ). (30)
Proof. Consider the dierene funtion D : X ×X → X ,
D(x1, x2) = x2 − x1, x1, x2 ∈ X.
Notie that KerD = R(L), and let a denote the ane hull of a subset in X
or X ×X . We have
F := a(R(L)− U × V ) = R(L)− aU × aV, (31)
D(F ) = a(U − V ). (32)
Aording to [15, Corollary 1.3.15℄ D(F ) is losed i F = F +KerD is losed.
Therefore, a(R(L)− U × V ) is losed i a(U − V ) is losed.
Sine U, V are onvex, ondition 0 ∈ i(R(L) − U × V ) is equivalent to⋃
n≥1
n(R(L) − U × V ) is a linear subspae and 0 ∈ i(U − V ) is equivalent to
⋃
n≥1
n(U − V ) is a linear subspae (see [15, (1.1)℄).
But
(x1, x2) ∈ R(L)− U × V iff D(x1, x2) = x2 − x1 ∈ U − V, (33)
whih shows that
⋃
n≥1
n(R(L)− U × V ) is a linear subspae i
⋃
n≥1
n(U − V ) is
a linear subspae. Hene 0 ∈ i(R(L) − U × V ) i 0 ∈ i(U − V ). The proof is
omplete. 
For a generalization of (29) see [16, Proposition 2.1℄.
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THEOREM 5.3. Let X be a Banah spae and A,B : X ⇒ X∗ be representable
with
0 ∈ ic(PXD(r
∗
A)− PXD(r
∗
B)), (34)
where rA, rB are representatives of A,B and PX stands for the projetion of
X ×X∗ onto X. Then A+B is representable.
Proof. First argument. We apply Theorem 5.1. for X , Y = X ×X , Lx =
(x, x), x ∈ X , and M(x1, x2) = Ax1 × Bx2, (x1, x2) ∈ D(M) = D(A) ×D(B)
for whih L∗ML = A+B,
rM (x1, x2, x
∗
1, x
∗
2) = rA(x1, x
∗
1) + rB(x2, x
∗
2), x1, x2 ∈ X, x
∗
1, x
∗
2 ∈ X
∗, (35)
is a representative of M with
r∗M (x1, x2, x
∗
1, x
∗
2) = r
∗
A(x1, x
∗
1) + r
∗
B(x2, x
∗
2), x1, x2 ∈ X, x
∗
1, x
∗
2 ∈ X
∗, (36)
PYD(r
∗
M ) = PXD(r
∗
A)×PXD(r
∗
B), and aording to Proposition 5.2., ondition
0 ∈ ic(PXD(r∗A)− PXD(r
∗
B)) is equivalent to 0 ∈
ic(R(L)− PYD(r∗M )).
Seond argument. Let (x0, x
∗
0) ∈ {ϕA+B = p}. Sine ϕA+B = h
∗
A+B we
have that for every (u, u∗) ∈ Z
hA+B(u, u
∗)− 〈u, x∗0〉 − 〈x0, u
∗〉+ 〈x0, x
∗
0〉 ≥ 0. (37)
Let X = X×X∗×X∗, Y = X and onsider the funtion Φ : X ×Y → R∪{∞}
given by
Φ(x, x∗, z∗; y) = r∗A(x+ y, x
∗) + r∗B(x, z
∗)− 〈x, x∗0〉 − 〈x0, x
∗ + z∗〉+ 〈x0, x
∗
0〉,
x, y ∈ X , x∗, z∗ ∈ X∗.
Notie that, sine r∗A ≥ hA, r
∗
B ≥ hB (see (13)), we get
Φ(x, x∗, z∗; 0) ≥ hA(x, x
∗) + hB(x, z
∗)− 〈x, x∗0〉 − 〈x0, x
∗ + z∗〉+ 〈x0, x
∗
0〉
≥ hA+B(x, x
∗ + z∗)− 〈x, x∗0〉 − 〈x0, x
∗ + z∗〉+ 〈x0, x
∗
0〉 ≥ 0,
for every (x, x∗, z∗) ∈ X , i.e., inf
χ∈X
Φ(χ, 0) ≥ 0.
If PY(χ, y) = y, (χ, y) ∈ X × Y, is the projetion of X × Y onto Y then
PYD(Φ) = PXD(r
∗
A)− PXD(r
∗
B) and ondition (34) spells 0 ∈
ic(PYD(Φ)).
This allows us to apply the fundamental duality formula (see e.g. [15, The-
orem 2.7.1 (vii)℄) to get
inf
χ∈X
Φ(χ, 0) = max
y∗∈Y ∗=X∗
(−Φ∗(0, y∗)) ≥ 0. (38)
Therefore, there exists y∗ ∈ X∗ suh that
Φ∗(0, y∗) = sup{〈y, y∗〉 − Φ(x, x∗, z∗; y); x, y ∈ X, x∗, z∗ ∈ X∗} ≤ 0, (39)
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that is
r∗A(x+ y, x
∗) + r∗B(x, z
∗)− 〈x, x∗0〉 − 〈x0, x
∗+ z∗〉+ 〈x0, x
∗
0〉 − 〈y, y
∗〉 ≥ 0, (40)
for every x, y ∈ X , x∗, z∗ ∈ X∗.
Using the substitution x+ y = z, we nd
r∗A(z, x
∗) + r∗B(x, z
∗)− 〈x, x∗0〉 − 〈x0, x
∗ + z∗〉+ 〈x0, x
∗
0〉 − 〈z − x, y
∗〉 ≥ 0, (41)
for every x, y ∈ X , x∗, z∗ ∈ X∗, or
[〈z, y∗〉+ 〈x0, x
∗〉 − r∗A(z, x
∗)] + [〈x, x∗0 − y
∗〉+ 〈x0, z
∗〉 − r∗B(x, z
∗)] ≤ 〈x0, x
∗
0〉,
for every x, y ∈ X , x∗, z∗ ∈ X∗, that is
rA(x0, y
∗) + rB(x0, x
∗
0 − y
∗) ≤ 〈x0, x
∗
0〉. (42)
Beause rA, rB are representatives of A,B relation (42) is equivalent to
rA(x0, y
∗) = 〈x0, y
∗〉, rB(x0, x
∗
0 − y
∗) = 〈x0, x
∗
0 − y
∗〉, (43)
that is, (x0, y
∗) ∈ A, (x0, x∗0 − y
∗) ∈ B. Hene (x0, x∗0) ∈ A + B. We proved
that {ϕA+B = p} ⊂ A+B and this is enough in order to onlude that A+B
is representable. 
Remark 5.4. The typial example of a representative of A is provided by the
Penot funtion ϕA. Therefore, in a partiular ase, Theorems 5.1, 5.3 an be
restated as
COROLLARY 5.5. Let X,Y be two Banah spaes, L : X → Y be linear
bounded, and M : Y ⇒ Y ∗ be representable. If
0 ∈ ic(R(L)− PYD(hM )) (44)
then T := L∗ML : X ⇒ X∗ is representable.
COROLLARY 5.6. Let X be a Banah spae and A,B : X ⇒ X∗ be repre-
sentable with
0 ∈ ic(PXD(hA)− PXD(hB)).
Then A+B is representable.
PROPOSITION 5.7. If M : Y ⇒ Y ∗ is monotone in the Banah spae Y ,
D(M) is losed onvex, and
M = M +ND(M) (45)
then M is of NI type and D(M) = PYD(hM ). Here ND(M) stands for the
onvex normal one to D(M).
11
Proof. For every y ∈ D(M) there is y∗ ∈ Y ∗ suh that (y, y∗) ∈M ⊂ {hM =
p} ⊂ D(hM ), that is, D(M) ⊂ PYD(hM ).
Conversely, let y ∈ PYD(hM ), that is, hM (y, y∗) < ∞, for some y∗ ∈ Y ∗.
Hene, for every (m,m∗) ∈M , we have
〈y −m,m∗〉+ 〈m, y∗〉 ≤ C <∞. (46)
From (45), (46) and beause ND(M)(y) is a one for every y ∈ D(M), we get
t〈y −m,n∗〉+ 〈y −m,m∗〉+ 〈m, y∗〉 ≤ C <∞, (47)
for every t > 0, m ∈ D(M), m∗ ∈Mm, n∗ ∈ ND(M)(m).
From (47) it yields that 〈y − m,n∗〉 ≤ 0, for every m ∈ D(M), n∗ ∈
ND(M)(m), i.e., (y, 0) is monotonially related to the graph of the maximal
monotone operator ND(M). Therefore, (y, 0) ∈ ND(M), that is, y ∈ D(M). We
proved PYD(hM ) = D(M), i.e., D(hM ) ⊂ D(M)×X∗. Aording to Proposi-
tion 2.1. iv) this implies D(hM ) ⊂ {hM ≥ p}, that is M is NI. 
Remark 5.8. Condition (45) is satised whenever M is maximal monotone,
sine ND(M) is monotone, 0 ∈ ND(M)(y) for every y ∈ D(M), and M ⊂ M +
ND(M). Therefore, every maximal monotone M with D(M) losed onvex has
PYD(hM ) = D(M).
THEOREM 5.9. Let X,Y be Banah spaes, L : X → Y be linear bounded,
M : Y ⇒ Y ∗ be maximal monotone, and T := L∗ML : X ⇒ X∗.
(α) If D(T ) is losed onvex and
ND(T ) = L
∗ND(M)L, (48)
then T is of NI type.
(β) If D(M) is losed onvex and
0 ∈ ic(R(L)−D(M)), (49)
then T is maximal monotone.
(γ) If D(T ) is losed and R(L)∩ intD(M) 6= ∅ then T is maximal monotone.
Proof. (α) Sine M is maximal monotone we know that M = M +ND(M).
We nd M(Lx) = M(Lx) +ND(M)(Lx) and
Tx = L∗M(Lx) = L∗M(Lx) + L∗ND(M)(Lx) = Tx+ND(T )(x),
for every x ∈ D(T ) = L−1(D(M)), that is, T = T + ND(T ) and, aording to
Proposition 5.7., T is of NI type.
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(β) Sine D(M) is losed onvex, D(T ) = L−1(D(M)) is losed onvex,
D(M) = PYD(hM ), and (49) beomes (44), and so, by Corollary 5.5., T is
representable. Also,
iD(T )(x) = inf{iD(M)(y); y = Lx}, x ∈ D(T ). (50)
Taking into aount (49), we may apply the hain rule [15, Theorem 2.8.6 (v)℄
to get that
ND(T ) = L
∗ND(M)L. (51)
Aording to (α), T is of NI type. Hene T is maximal monotone.
(γ) Beause M is maximal monotone with intD(M) 6= ∅, intD(M), D(M)
are onvex, intD(M) = intD(M), D(M) = intD(M) (see e.g [10, Theorem
18.4℄), intD(M) = intPYD(hM ) (see e.g. [9, Theorem 2.2.℄), R(L)− PYD(hM )
ontains 0 in its interior, and (44) follows making T representable.
We prove that
D(T ) = L−1(D(M)). (52)
The diret inlusion is plain sine L is ontinuous and D(T ) is losed.
Conversely, let x0 ∈ L−1(D(M)), that is, Lx0 ∈ D(M). Without loss of
generality we may assume that 0 ∈ intD(M) and 0 ∈M0. Then λLx0 ∈ D(M),
for every 0 ≤ λ < 1 (see e.g. [15, Theorem 1.1.2℄), i.e., λx0 ∈ D(T ), for
0 ≤ λ < 1. Letting λ ↑ 1, we nd x0 ∈ D(T ) = D(T ).
Relation (52) shows that D(T ) is losed onvex.
Again, from the hain rule [15, Theorem 2.8.6 (iii)℄ applied for
iD(T )(x) = iL−1(D(M))(x) = inf{iD(M)(y); y = Lx}, x ∈ X.
we get (48), that is T is NI and this is suient in order to onlude. 
THEOREM 5.10. Let A,B be maximal monotone operators in the Banah spae
X.
(α) If D(A) ∩D(B) is losed onvex and
ND(A)∩D(B) = ND(A) +ND(B), (53)
then A+B is of NI type.
(β) If D(A), D(B) are losed onvex and
0 ∈ ic(D(A)−D(B)), (54)
then A+B is maximal monotone,
(γ) If D(A)∩D(B) is losed, D(A) is onvex, and D(A)∩ intD(B) 6= ∅ then
D(A) ∩D(B) = D(A) ∩D(B) and A+B is maximal monotone.
(δ) If D(A) is losed onvex and D(A) ⊂ D(B) then A+B is of NI type.
(ǫ) If D(A) is losed onvex, D(A) ⊂ D(B), and 0 ∈ ic(D(A) − PXD(hB))
then A+B is maximal monotone.
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Proof. Sub-points (α), (β) are diret onsequenes of Theorem 5.9. (α), (β)
applied for Y = X × X , Lx = (x, x), x ∈ X , L∗ : Y ∗ = X∗ × X∗ → X∗,
L∗(x∗, y∗) = x∗ + y∗, x∗, y∗ ∈ X∗, M(x1, x2) = Ax1 ×Bx2, (x1, x2) ∈ D(M) =
D(A)×D(B), for whih L∗ML = A+ B. More preisely, subpoint (β) follows
from Theorem 5.9. (β) sine 0 ∈ ic(D(A)−D(B)) i 0 ∈ ic(R(L)−D(M)) (see
(30)). For an alternative proof of (β) see [12, Theorem 2℄.
(γ) Without loss of generality assume that 0 ∈ D(A) ∩ intD(B). If x ∈
D(A)∩D(B), then, for every 0 ≤ λ < 1, λx ∈ D(A)∩ intD(B) ⊂ D(A) ∩D(B).
Let λ ↑ 1 to nd x ∈ D(A) ∩D(B) = D(A) ∩ D(B), that is D(A) ∩ D(B) =
D(A) ∩D(B) and onsequently D(A) ∩D(B) is onvex.
Therefore, for every x ∈ D(A) ∩D(B)
ND(A)∩D(B)(x) = ND(A)∩D(B)(x)
= N
D(A)(x) +ND(B)(x) = ND(A)(x) +ND(B)(x),
i.e., (53) holds. The NI type follows from (α) while the representability is a
onsequene of D(A) ∩ intD(B) 6= ∅ and Corollary 5.6.
(δ) Clearly, D(A) ∩D(B) = D(A) is losed onvex and sine ND(A) is max-
imal monotone we get
ND(A)∩D(B) = ND(A) = ND(A) +NcoD(B) = ND(A) +ND(B),
i.e., aording to (α), A+B is NI. Here co stands for the losed onvex hull.
(ǫ) Condition 0 ∈ ic(D(A)−PXD(hB)) implies the representability of A+B.
From (δ) we know that A+B is NI, therefore A+B is maximal monotone. 
Remark 5.11. A reent results of Groh [3, Theorem 1.6℄ is a partiular ase
of our subpoint (ǫ), for A being a subdierential and B having a non-empty
interior.
The following result of Baushke presents a dierent perspetive on the sub-
jet.
THEOREM 5.12. ([10, Theorem 39.1℄) Let A be maximal monotone in the
Banah spae X and B : X → X∗ be linear with 〈Bx, x〉 = 0, for every x ∈ X.
Then A+B is maximal monotone.
Proof. It is easily heked that for every (x, x∗) ∈ X ×X∗
hA+B(x, x
∗) = hA(x, x
∗ +B∗x) = hA(x, x
∗ −Bx), (55)
where B∗ = −B stands for the adjoint of B. This equality sues in order
to onlude that hA+B is a representative of A + B and A + B is maximal
monotone. 
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Notie that under the assumptions of Baushke's result we have
hA+B(x, x
∗) = inf{hA(x, y
∗) + hB(x, z
∗); y∗ + z∗ = x∗} = (hA2hB)(x, x
∗),
(56)
for every (x, x∗) ∈ X×X∗, sine hB(x, z∗) = 0, i z∗ = −B∗x, hB(x, z∗) = +∞,
otherwise; where 2 denotes the inmal onvolution with respet to the seond
variable.
It is worth notiing that equality (56) assures that A + B is NI and that
A+B is maximal monotone whenever the inmal onvolution in (56) is exat.
Unfortunately, in general (56) does not hold even under the assumptionsD(A) =
D(B) = X and X is a Hilbert spae (see e.g. [7, Example 1℄). Other ases in
whih an equality of type (56) holds are given in the following theorem.
THEOREM 5.13. Let X,Y be Banah spaes.
(α) If L : X → Y is linear bounded, and M : Y ⇒ Y ∗ is maximal monotone
with Graph(M) onvex in X ×X∗ and
0 ∈ ic(R(L)−D(M)), (57)
then T := L∗ML : X ⇒ X∗ is maximal monotone.
(β) If A,B are maximal monotone operators in X with Graph(A), Graph(B)
onvex and
0 ∈ ic(D(A)−D(B)), (58)
then A+B is maximal monotone.
Proof. (α) We have
pT (x, x
∗) = min{pM (Lx, y
∗); L∗y∗ = x∗}
= min{pM (y, y
∗); (y, y∗) ∈ C(x, x∗)}, (x, x∗) ∈ X ×X∗, (59)
where C ⊂ X ×X∗ × Y × Y ∗ is dened in (25) with adjoint C∗ given by (27).
Notie that R(C) = R(L) × Y ∗, D(pM ) = M , R(C) − D(pM ) = (R(L) −
D(M))× Y ∗ and ondition 0 ∈ ic(R(C)−D(pM )) is equivalent to (57). More-
over, GraphM strongly losed and onvex in X ×X∗ makes pM proper onvex
strongly lower semiontinuous in X ×X∗.
We apply the hain rule [15, Theorem 2.8.6 (v)℄ to get
p∗T (x
∗, x∗∗) = min{p∗M (y
∗, y∗∗); (x∗, x∗) ∈ C∗(y∗, y∗∗)}, (60)
(x, x∗) ∈ X ×X∗. For x∗∗ = x ∈ X we nd
hT (x, x
∗) = min{hM (Lx, y
∗); L∗y∗ = x∗}, (61)
whih implies that hT is a representative of T , i.e., T is maximal monotone.
(β) Again, take Y = X×X , Lx = (x, x), x ∈ X , L∗ : Y ∗ = X∗×X∗ → X∗,
L∗(x∗, y∗) = x∗ + y∗, x∗, y∗ ∈ X∗, and M(x1, x2) = Ax1 × Bx2, (x1, x2) ∈
D(M) = D(A)×D(B) or GraphM = GraphA×GraphB.
15
Then L∗ML = A+B is maximal monotone by the onlusion of (α), taking
into onsideration that, in this ase, (58) is equivalent to (57). 
COROLLARY 5.14. Let X,Y be Banah spaes.
(α) If L : X → Y is linear bounded, and M : Y ⇒ Y ∗ is linear maximal
monotone with R(L) − D(M) losed in Y , then T := L∗ML : X ⇒ X∗ is
maximal monotone.
(β) If A,B are linear maximal monotone with D(A) − D(B) losed in X
then A+B is maximal monotone.
Proof. Condition (57) is equivalent to R(L) − D(M) losed in Y , sine
R(L)−D(M) is a subspae. Similarly, (58) beomes D(A)−D(B) is losed in
X . For a dierent proof of (β) see [13℄. 
It is worth mentioning that in the linear ase the qualiation onstraints
ontained in (α), (β) annot be further relaxed (see e.g. [10℄ for a ounter-
example).
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