We obtain an essentially optimal tradeoff between the amortized cost of the three basic priority queue operations insert, delete and find-min in the comparison model. More specifically, we show that
Introduction
A priority queue (also known as a heap) is a basic data structure that maintains a collection S of items, each with an associated key (or priority) taken from a totally ordered universe. The data structure supports the following operations:
• insert(x): Insert item x into S. • delete(x): Delete item x from S.
• find-min: Return an item with minimal key in S.
We consider priority queue data structures that work in the comparison model, i.e., data structures that can only access keys via comparisons. When proving lower bounds, the time (or cost) of an operation is taken to be the number of comparisons performed while executing it. When proving upper bounds, the time includes all operations. Classical data structures, such as binary heaps [22] and balanced search trees [1, 16] perform all three operations in O(log n) worst-case time, where n is the current number of items in the heap. Any such data structure can be converted into a data structure that performs insert and find-min in O(1) worst-case time and delete in O(log n) worst-case time (see Alstrup et al. [2] ). Various priority queue data structures achieve this directly [6, 7, 9, 17, 8] . Similarly, it is possible to implement insert in O(log n) worstcase time and delete and find-min in O(1) worst-case time [13, 18] .
As n items can be sorted using n insert, n find-min and n delete operations, and as sorting requires at least Ω(n log n) comparisons, we immediately get that at least one of these three operations must have a worst-case cost, and in fact also an amortized cost, of Ω(log n). We saw above that if one of the update operations insert or delete has a worst-case cost of Θ(log n), then find-min and the other update operation can be implemented in O(1) time. A natural question is then: Is it possible to implement insert and delete in O(1) time and find-min in O(log n) time? More generally, if insert and delete are allowed only O(1) time, how fast can find-min operations be implemented? Time here can refer to both worst-case or amortized time. We can also consider deterministic or randomized data structures. Perhaps the most interesting variant is when all costs are amortized, as in many situations we are more interested in the total cost required to execute a sequence of operations, rather than the cost of individual operations. Surprisingly, the amortized versions of these fundamental questions were not answered before.
Brodal et al. [5] address a mixed (randomized) version of the problem. They show that if the amortized (expected) cost of insert and delete operations is at most t, then the worst-case (expected) cost of find-min is Ω(n/2 2t ). We build on the approach of Brodal et al. [5] and resolve the more natural amortized version of the problem. More specifically, we show that if the amortized (expected) cost of insert and delete operations is at most t, then the amortized (expected) cost of find-min operations Ω(n/(t2 2t )). (We loose a factor of t in the denominator.) Extending the lower bound of Brodal et al. [5] to the amortized case requires additional non-trivial ideas. We note that there are some data structure problems for which there are substantial gaps between the worst-case and amortized costs of some operations. For example, in the unionfind problem, there is an Ω(log n/log log n) lower bound on the worst-case complexity and an O(α(m, n)) upper bound on the amortized complexity of the operations, where α(m, n) is the inverse Ackermann function (see Fredman and Saks [15] and Tarjan [20] ).
We also show that our Ω(n/(t2 2t )) lower bound on the amortized cost of find-min is almost tight by describing a lazy version of binomial heaps [21] for which the amortized cost of insert and delete are both t while the amortized cost of find-min is O(n/2 2t +log n). (We can also take the amortized cost of insert to be 1, and that of delete to be 2t − 1, which is slightly stronger as some items may be inserted but not deleted.) An interesting feature of this data structure is that it achieves these bounds simultaneously for all values of t. This improves on a simple data structure of Brodal et al. [5] in which the worst-case cost of find-min operations is O(n/2 t ). (Note that this bound has 2 t , rather than 2 2t , in the denominator.)
To prove our lower bound on the amortized cost of find-min, we show that for any (randomized) priority queue data structure, and for any k that divides n, there exists a sequence of the form:
on which the data structure performs Ω(n log n k ) comparisons. In the sequences used, each deleted item is a minimal item. We call such sequences canonical sequences. The amortized lower bound then follows using a simple calculation. Brodal et al. [5] obtained their worst-case bound on the cost of find-min using sequences that contain a single find-min operation.
Following Brodal et al. [5] , we actually give two lower bounds on the amortized cost of find-min operations. The first one uses a generalization of the comparison tree technique used to obtain the Ω(n log n) lower bound for sorting that goes back to Ford and Johnson [14] . The second lower bound uses an explicit adversary that answers comparisons made by any priority queue data structure. The explicit adversary we use is an extension of the adversary of [5] , which in turn is an extension of an adversary devised by Borodin et al. [4] . The lower bound obtained using the explicit adversary is weaker than the lower bound obtained using the comparison tree approach, and it can only be used to obtain a lower bound for deterministic data structures. The advantage of the explicit adversary is that it can be used to efficiently answer comparisons made by the algorithm, in an on-line manner, in a way that forces the data structure to perform many comparisons. Furthermore, the explicit adversary does that without examining the 'internal structure' of the data structure.
The rest of the paper is organized as follows. In Section 2 we introduce some basic notions and definitions. In Section 3 we obtain our lower bound on the amortized (expected) cost of find-min operations. In Section 4 we obtain an almost matching upper bound. In Section 5 we obtain an alternative proof of the amortized lower bound for the cost of find-min operations using an explicit adversary. In Section 6 we use our lower bounds to obtain a lower bound on the cost of delete operations that delete a non-minimal item. We end in Section 7 with some concluding remarks and open problems.
Preliminaries
We begin with a formal definition of amortized costs. Definition 2.1. (Amortized cost) A data structure supports operation types OP 1 , . . . , OP k in amortized costs f 1 (n), ..., f k (n), respectively, if and only if, it executes every sequence op 1 , . . . , op m of operations, starting from an empty data structure, using a total cost of at most m i=1 f yi (n i ), where OP yi is the type of operation op i , and n i is the number of items in the data structure at the time op i is executed, for 1 ≤ i ≤ m.
The cost of an operation can be measured in time, i.e., number of basic computational steps needed to perform the operation, or in comparisons, i.e., the number of pairwise comparisons needed to perform the operation. We can thus speak about amortized time or amortized number of comparisons.
We usually assume that the amortized cost functions f 1 (n), . . . , f k (n) are non-decreasing in n. If the sequence op 1 , . . . , op m contains m j operations of type OP j , for 1 ≤ j ≤ k, and the maximum number of items in the data structure during the execution of the sequence is at most n, then the total cost of performing the operations is at most k j=1 m j f j (n). We consider priority queue data structures that work in the comparison model. Our lower bounds are on the number of comparisons made while implementing the various operations. In our upper bounds, we take into account all operations, not only comparisons.
To obtain lower bounds on the (amortized) cost of various priority queue operations, we need to exhibit, for every possible implementation, a sequence of operations that forces the data structure to perform many comparisons. The sequences we use have the following simple and natural form: Definition 2.2. (Canonical sequences) Let a 1 , a 2 , . . . , a n be a sequence of items. Every permutation σ ∈ S n defines a total order a σ(1) < a σ(2) < · · · < a σ(n) on the items. For every σ ∈ S n and 1 ≤ k < n, such that k divides n, we define the following sequence SEQ(σ, k) of priority queue operations:
The first row above contains n insert operations. Each subsequent row contains one find-min operation followed by k delete operations. Note that in a canonical sequence, an item about to be deleted is always the smallest item currently in the priority queue. The parameter k is determined by the amortized costs assigned to insert and delete operations. We assumed, for simplicity, that k divides n. If not, the last row should be
A canonical sequence contains n insert operations, n delete operations, and n/k find-min operations.
To obtain a lower bound for randomized data structures, we use the celebrated Yao's min-max principle (Yao [23] ) saying that to obtain a lower bound on the expected number of operations performed by a randomized algorithm, it is enough to describe a distribution of input instances that forces every deterministic algorithm to perform a large expected number of operations. The distribution we use is particularly simple; we use each one of the n! canonical sequences SEQ(σ, k) with probability 1/n!.
The operation of any comparison-based priority queue data structure on canonical sequences of operations, for a fixed value of the parameter k, can be described by a comparison-deletion tree that extends the notion of comparison trees used to obtain a lower bound on the number of comparisons performed by a comparison-based sorting algorithm. A similar notion is used in Brodal et al. [5] .
Definition 2.3. (Comparison-deletion trees)
A comparison-deletion tree is a rooted tree composed of comparison nodes, deletion nodes and leaves. Each comparison node is labeled by two integers i : j, signifying a comparison of items a i and a j , and has two children corresponding to the two possible outcomes a i < a j and a i > a j . (We assume, for simplicity, that all keys are distinct.) For each node v of the tree, we let ≺ v be the partial order on the items corresponding to the outcomes of all comparisons on the path from the root to v. We let min(v) denote the indices of the items that are minimal with respect to ≺ v . (An item a i is minimal with respect to ≺ v if there is no other item a j for which a j ≺ v a i .) Each deletion node v has a child v j for every j ∈ min(v). The edge from v to v j is labeled j and signifies the deletion of item a j .
A portion of a comparison-deletion tree, describing the behavior of a particular data structure on canonical sequences with n = 4 and k = 2, is given in Figure 1 .
A comparison-deletion tree does not contain explicit insert and find-min nodes, as they are not needed for canonical sequences of operations. Insert nodes are not needed as all insertions take place at the beginning of the sequence. As we are interested in amortized bounds, we may assume that no comparisons are performed before all items are inserted. We may, in fact, assume that all comparisons are performed in response to find-min operations. Explicit find-min nodes are not needed as in canonical sequences we know that find-min operations are performed immediately before the first delete operation, before the (k + 1)-st delete operation, etc. Lemma 2.1. A comparison-deletion tree describes a comparison-based implementation of a priority-queue data structure that correctly manipulates all canonical sequences SEQ(σ, k), where σ ∈ S n and k divides n, if and only if every root to leaf path contains exactly n deletion nodes, arranged in n/k groups of k consecutive deletion nodes, and the number of children of the (ik + 1)-st deletion node on the path, for 0 ≤ i < n/k, is exactly 1. Such a comparison-deletion tree contains exactly n! leaves, each corresponding to a unique permutation σ ∈ S n that determines a total order of the items.
Proof. The (ik + 1)-st deletion node on each root to leaf path corresponds exactly to the position of a find-min operation. The data structure can correctly report the minimal item, with no further comparisons, if and only if the partial order corresponding to this deletion node contains exactly one minimal item. As the item deleted in a canonical sequence is always the minimal item contained in the priority queue, the order in which the items are deleted on a given root to leaf path uniquely determines a permutation σ ∈ S n . 2
In the next section, we show that each comparisondeletion tree that corresponds to a valid priority queue data structure, contains at least one root to leaf path that contains Ω(n log n k ) comparison nodes. (The same lower bound holds, in fact, for the average number of comparison nodes on all root to leaves paths.) Such a root to leaf path corresponds to a way of answering comparisons made by the data structure in a way that forces it to perform many comparisons. This existence proof, however, is non-constructive; to identify such a path we essentially need to construct the whole comparison-deletion tree of the data structure, which is exponential in size.
In Section 5 we obtain an alternative proof of a slightly weaker version of the lower bound using an explicit adversary which supplies an efficient way of answering comparisons made the data structure, forcing it to perform many comparisons.
Lower bound on amortized cost of find-min
We are now ready for the main theorem of this paper. Here A(insert), A(delete) and A(find-min) are the amortized (expected) costs of the insert, delete and find-min operations, respectively. In the statement of the theorem, t = t(n) is any non-decreasing function of n.
The proof of Theorem 3.1 uses the notion of comparison-deletion trees defined in the previous section. If T is a tree and v a node of T , we let deg(v) be the number of children of v. We let Leaves(T ) be the set of leaves of T . If ∈ Leaves(T ), we let path( ) be the set of nodes on the path from the root of T to , not including . The following simple lemma is used by McDiarmid [19] and Brodal et al. [5] . For completeness we include a proof.
Lemma 3.1. For a rooted tree T with m leaves,
As

1
W is the probability that a random walk that starts at the root and at each node chooses a child uniformly at random, reaches leaf , we have
Since the geometric mean is not larger than the arithmetic mean, we obtain that
The lemma follows by taking reciprocals. 2
We are now ready to prove Theorem 3.1.
Proof. (of Theorem 3.1) Let D be a deterministic priority queue data structure. For any k < n, we begin by showing that the expected number of comparisons performed by D on a random canonical sequence SEQ(σ, k), where σ is chosen uniformly at random from S n , is at least n(lg
Let T = T D be the comparison-deletion tree corresponding to D. By Lemma 2.1 we know that T has n! leaves and that for every leaf , the path from the root of T to contains exactly n deletion nodes. More specifically, the path from the root of T to a leaf is composed of some comparison nodes, then k deletion nodes, then some more comparison nodes, followed again by k deletion nodes, and so on. (If k does not divide n, then the last group of deletion nodes contains less than k nodes.) Each consecutive sequence of comparison nodes is naturally associated with one of the find-min operations of the sequence. 1 We use lg n = log 2 n to denote base 2 logarithms. By Lemma 2.1, we know that d i,1 ( ) = 1, for every 1 ≤ i ≤ n/k. (This, as we saw, is equivalent to saying that the data structure has enough information to answer the i-th find-min operation.) The degree of a deletion node is the number of minimal items in the partial order corresponding to it. When a minimal item is deleted, the number of minimal items is reduced by at most 1.
To answer the first find-min operation D must perform at least n − 1 comparisons. Thus c 1 ( ) ≥ n − 1, for every leaf . Also, after the first ik items are deleted, the number of minimal items in the partial order is at least d i,k ( ) − 1, so the number of comparisons required to answer the (i + 1)-st find-min is at least
Combining these inequalities, we get, for j ≥ 2,
For every leaf ∈ Leaves(T ), let
where we let c n k +1 ( ) = 0. By Lemma 3.1 we have
where the second inequality follows from the inequality
. Recalling that c 1 ( ) ≥ n − 1 and c n k +1 ( ) = 0, we get
where, as above, L = 1 n! c( ) is the expected cost of random canonical sequence. Dividing both sides by n and moving things around, we get
It is easy to check that x + lg x ≥ y − c, where c > 0, implies x > y − lg y − c. Thus,
and finally
Letting k = n/2 s , where s = 2t + lg(2t) + lg e + 2, and assuming t ≥ 4, we get
Upper Bound
In this section we present a simple deterministic data structure, a lazy version of binomial heaps [21] , for which we can prove the following theorem, showing that the lower bound of the preceding version is almost tight.
We note that the + log n term in the amortized cost of find-min in Theorem 4.1 is significant only when A(insert) + A(delete) = 2t ≥ lg n − lg lg n. Using an adaptation of priority queues of Elmasry et al. [12] and Edelkamp et al. [10, 11] it is possible to obtain a data structure that supports insert using O(1) amortized comparisons, find-min requires no comparisons, and delete requires lg n + O(1) amortized comparisons. Thus, for A(insert) + A(delete) = 2t = lg n + Ω(1), the + log n term in Theorem 4.1 can be avoided by using a different data structure. The necessity of the + log n term in the small range lg n − lg lg n ≤ 2t ≤ lg n + O(1) remains unclear.
Binomial heaps
We begin with a quick review of Binomial heaps. A binomial tree of rank k, denoted B k , is defined recursively as follows: B 0 is composed of a single node; B k is obtained by linking two disjoint copies of B k−1 , i.e., making the root with the smaller key the parent of the other. (Some B k 's can be seen in Figure 2 , see below.) The rank of a node is a binomial tree is defined to be the number of children it has. The rank of a tree is the rank of its root. Thus, the rank of B k is k. A binomial heap is composed of a collection of binomial trees, at most one of each rank. Each node, in each tree, contains an item. Each tree is heap-ordered : the key of an item contained in a node is not larger than the keys of the items contained in the children, if any, of that node. This means, in particular, that the item of minimum key must reside in one of the roots.
To insert an item into a binomial heap, create a new B 0 and place the item in it. If the heap does not contain a B 0 , we are done. If the heap already contains a B 0 , the two trees are linked, making the one whose root contains an item with a smaller key the parent of the other. This creates a new B 1 . If the heap does not contain a B 1 we are done. Otherwise, the two B 1 's are linked to form a B 2 , and so on. (The process is similar to process of incrementing a binary counter.)
To find the item with minimum key, compare the keys of the items in the roots. Optionally, maintain a pointer to the root holding the smallest item.
Standard binomial heaps do not support the deletion of arbitrary items, only of items that reside in roots, e.g., an item of minimum key. Suppose that an item to be deleted resides in the root of a B k . It is not difficult to check that removing the root of a B k creates a disjoint collection of B 0 , B 1 , . . . , B k−1 . The trees in this collection are added to the collection of trees forming the heap. As long as the collection contains two trees of the same rank, a link operation is performed. (The process is similar to the process of adding two binary numbers.)
The above process can also be used to support a meld operation that we do not consider here.
It is not difficult to check that a binomial heap containing n items is composed of at most lg n trees (more precisely, the number of 1's in the binary representation of n), and that each of the operations described above requires at most lg n comparisons and O(log n) time.
In the next section we present a straightforward lazy version of binomial heaps. To analyze this lazy version we need bounds on the number of nodes of each different rank contained in a binomial trees and heaps. Lemma 4.1. A binomial heap holding n items contains at most n/2 i nodes of rank i, for i = 0, 1, . . . , lg n .
Proof. Each node of rank i is the root of a subtree of size 2 i . Trees rooted at distinct nodes of rank i are distinct.
Lazy binomial heaps A lazy binomial heap is composed of a binomial heap H and a list of items L.
Each node in H may be marked as deleted. Apart from that, H has the structure of a binary heap, i.e., each tree in H is a binomial tree, no two trees in H have the same rank, and each tree is heap-ordered. We let n be the number of items in the heap, n 0 be the number of items in L and n 1 be the number of (unmarked) items in H. Thus n = n 0 + n 1 . We let N ≥ n 1 be the number of nodes in H, including those marked for deletion.
To insert an item into a lazy binomial heap, add the item to L. To delete an item, check whether the item is held in L or in H. If it is held in L, remove it from the list. If it held in H, mark the node containing the item for deletion. Note that insert and delete operations do not perform any comparisons.
A find-min operation is implemented as follows. If N ≥ 2n, rebuild a binomial heap containing the n items and find the item with minimum key. If N < 2n, recursively remove each root of H marked for deletion. (When a root is deleted, its children become new roots, some of which may be marked or deletion.) When none of the resulting roots is marked for deletion, perform linking operations on all the remaining trees and all items in L, which are now also viewed as trees of rank 0, until there is at most one tree of each rank. Then, compare the keys in the remaining roots and return the item with minimal key. After a find-min operation the list L is empty.
A lazy binomial heap, with n = 26, n 0 = 8 and n 1 = 18, is shown in Figure 2. 
Amortized analysis of lazy binomial heaps
The amortized analysis of lazy binomial heaps uses a standard potential function argument. We give each item in L and each root in H one unit of potential. We give each item in H marked for deletion additional 2t−1 units of potential. The potential of the data structure is the sum of the potentials of all items. As insert and delete perform no comparisons, the amortized number of comparisons performed by insert and delete, which is the actual number of comparisons performed by each operation plus the change in the potential, is indeed 1 and 2t − 1, respectively.
We next analyze the amortized cost of find-min. If N ≥ 2n, the heap is rebuilt. Before the rebuilding, the heap contained at least N − n ≥ n items marks for deletion, having a total potential of at least (2t − 1)n ≥ n, as t ≥ 1. We thus have enough potential to view each item as the root of a tree of size 1 and give it one unit of potential. We now start to link trees having the same rank. The amortized cost of each link is 0, as a link performs one comparison but reduces the potential by 1. Thus, the amortized cost of the rebuilding process is at most 0. After rebuilding, heap contains at most lg n trees and hence an item of minimum key can be found using at most lg n comparisons. The amortized cost of the find-min operation, in this case, is at most lg n.
We next consider the case N < 2n. The amortized cost of deleting a root of rank k, marked for deletion, is k − 2t. (Each one of the k new roots receives one unit of potential, while the 1 + (2t − 1) = 2t units of potential held by the old root, 1 for being a root and 2t − 1 for being marked for deletion, are removed.)
Let n k be the number of roots of rank k which are deleted by the process. As H has the same structure as a binomial heap containing N items, we get by Lemma 4.1, for k ≤ ln N , that
The total increase in potential as a result of deleting marked roots is therefore at most
Finally, at most lg n comparisons are now performed to find the root containing the item of minimal key. These comparisons do not change the potential. This completes the proof of Theorem 4.1.
Lower Bound using an explicit adversary
We next describe an efficient explicit adversary using which we can obtain an Ω( n 4 A(insert)+A(delete) ) lower bound on A(find-min), the amortized number of comparisons required to perform a find-min operation by any deterministic comparison based priority queue data structure. The adversary used is a modification of an adversary used by Brodal et al. [5] to obtain an Ω( n 4 A(insert)+A(delete) ) worst case lower bound on the number of comparisons required to perform a find-any operation, and in particular a find-min operation. (A find-any operation is required to return an item x contained in the data strucure along with its rank, i.e., the number of items in the data structure not larger than x.)
An adversary has two tasks: (i) it chooses the sequence of operations that the data structure should perform; (ii) it answers the comparison queries made by the data structure.
The Adversary
The adversary places the items inserted into the priority queue in nodes of a potentially infinite complete binary tree T . A node of T may contain several items. A node of T is occupied if it contains at least one item, and empty, otherwise. As the number of items is finite, only a finite portion of T is used. We letT be the subtree of T composed of all the ancestors of occupied nodes of T . We frequently order the nodes ofT according to the in-order traversal ofT . (The in-order of a binary tree T , composed of a root r, a left subtree T L and a right subtree T R , is defined recursively as the in-order of the nodes of T L , followed by r, followed by the in-order of the nodes of T R .)
We let v(x) denote the vertex T containing item x. For a node u ∈ T we let left(u) and right(u) denote the left and right children of u, respectively, and we let T (u) denote the set of descendants of u in T , including u itself.
When an item is inserted into the priority queue, the adversary puts it at the root of the tree. The adversary maintains a partial order < on the items currently in the priority queue. All answers already given by the adversary are consistent with this partial order. The partial order is defined in the following way: Note that x and y are comparable in < if and only if none of v(x) and v(y) is an ancestor of the other. If v(x) is an ancestor of v(y), or vice versa, then x and y are incomparable in <. In particular, if v(x) = v(y), i.e., x and y reside in the same node, then x and y are incomparable. It is not difficult to check that < is indeed a partial order, i.e., if x < y and y < z then x < z.
The adversary responds to a comparison between x and y as follows:
• If x < y or y < x in the partial order, the adversary gives the corresponding response.
• If v(x) = v(y), the adversary moves x to left(v(x)), moves y to right(v(x)), and answers that x < y.
• If v(x) is an ancestor of v(y), the adversary moves x to the child u of v(x) which is not an ancestor of v(y) and answers x < y if u = left(v(x)), and y < x if u = right(v(x)).
• If v(y) is an ancestor of v(x), the adversary moves y to the child u of v(y) which is not an ancestor of v(x) and answers x < y if u = right(v(x)), and
An example showing the behavior of the adversary is given in Figure 3. (The second and third comparisons there, i.e., a : d and b : c, are somewhat inefficient. They could be replaced by the single comparison c : d.)
As we are interested in amortized complexity, we may assume that the data structure performs comparisons only as a response to find-min operations. The data structure finishes the processing of a find-min operation only when the partial order < contains a unique minimal element x. The node v(x) containing x must then be the first occupied node in the in-order traversal ofT . Item x must be the only item in v(x). Furthermore, all proper ancestors of v(x) in T must be empty.
The adversary tries to force the data structure to perform many comparisons by using the following sequences of operations.
Definition 5.2. ((n, k)-sequences) For parameters n ≥ 1 and k ≥ 1, the adversary, interacting with a given data structure, issues the following sequence of operations, which we refer to as an (n, k)-sequence.
• Perform n insert operations.
• Repeat n/k times: Perform a find-min operation followed by k delete operations. Each delete operation deletes an item from the first occupied node in the in-order traversal ofT . (If k does not divide n, then the number of items deleted after the last find-min operation is less than k.)
Note the resemblance of an (n, k)-sequence to the canonical sequences introduced in Section 2. The difference is that the adversary used here is adaptive, the identity of the deleted items in an (n, k)-sequence depends on the comparisons made by the data structure. This is why the lower bound of this section is valid only for deterministic data structures. On the other hand, the adversary of this section uses the same strategy to force any deterministic data structure to perform many comparisons, without having to know in advance how the data structure works.
A pebbling game
To facilitate the proof of the lower bound, we introduce a simple (n, k)-pebbling game. The game is played by the data structure. The behavior of the adversary is coded in the rules of the game. The game starts by placing n pebbles at the root of the potentially infinite complete binary tree T . (We use the same notation and terminology as above.)
The goal of the player is to eliminate all the pebbles from the tree. When the first occupied node u in T , according to in-order, contains a single pebble, and all proper ancestors of u are empty, k pebbles are sequentially removed, each from the first occupied node in the tree. We refer to the condition above as the elimination condition. (The identity of the first pebble removed is uniquely determined. The next pebbles may be removed from nodes that contain more than one pebble. The identity of the pebble removed in such a case is not important.)
When the elimination condition is not satisfied, the player is allowed to perform one of the following moves:
• Take two pebbles p and q that reside in the same vertex v of T , move p to left(v) and q to right(v).
• Take a pebble p placed at vertex v of T such that one of the vertices in T (left(v)) contains a pebble q, and move p to right(v).
• Take a pebble p placed at vertex v of T such that one of the vertices in T (right(v)) contains a pebble q, and move p to left(v).
The goal of the player is to eliminate all pebbles using minimum number of moves. The following lemma establishes the connection between the problem of designing a data structure that performs a minimal number of comparisons and solving the pebbling game using a minimal number of moves.
Lemma 5.1. The minimum number of comparisons required by a deterministic algorithm to perform an (n, k)-sequence of priority queue operations issued by the adversary is equal to the number of moves needed to remove all pebbles in an (n, k)-pebbling game. Proof. A state of the adversary, i.e., the placement of the items in the binary tree T , corresponds immediately to a state in the pebbling game. The elimination condition of the pebbling game corresponds exactly to a situation in which the partial order < maintained by the adversary contains a unique minimal item. It is easy to check that the movement of the items in the tree as a result of a comparison corresponds exactly to a move in pebbling game. 2
Lemma 5.2. An (n, k)-pebbling game can be solved using a minimal number of moves by first moving all pebbles from the root to the left and right children of the root, then performing moves involving only pebbles in the left subtree, and finally performing moves that only involve pebbles in the right subtree.
Proof. If the root is occupied and n > 1, then the elimination condition does not hold. Thus, all pebbles must eventually leave the root. All moves that do not involve pebbles residing in the root may be delayed until all pebbles leave the root. Similarly, as long as the left subtree is not empty and the elimination condition is not satisfied, moves involving tokens from the right subtree may be delayed. It is not difficult to check that each delayed move may be performed later, and that each move that was moved forward is still a valid move. 2
Lower bound
Let T k (n) be the minimal number of moves required to solve the (n, k)-pebbling game.
Proof. By Lemma 5.2 we may assume that all pebbles are moved out of the root before any other moves are performed and that moves involving pebbles in the right subtree are performed only after the left subtree is cleared. This decomposes the problem into two almost disjoint subproblems. Removing all pebbles from the root requires at least n/2 moves, as each move removes at most two pebbles from the root. Let be the number of pebbles moved to the left child of the root by an optimal move sequence. Removing all the pebbles from left subtree is exactly an ( , k)-pebbling game which, by definition, requires T k ( ) moves. If is not divisible by k, then the last elimination round of the ( , k)-pebbling game allows us to remove some pebbles from the right subtree 'for free'. However, the number of pebbles thus removed is at most k. Thus, we are left with an (r, k)-pebbling game to be played on the right subtree, where r ≥ n − − k. It is easy to see that
Proof. By induction on n. For n ≤ k we have
Assume that the claim holds all n < n we prove it for n. By Lemma 5.3, the induction hypothesis and the convexity of the function x lg x 4k , we have
In particular, we get that
As an (n, 1)-pebbling game is equivalent to sorting, we get as a corollary, that the explicit adversary of this section forces any deterministic sorting algorithm to perform at least comparisons. (A similar result is contained in Brodal et al. [5] .) Theorem 5.1. For any deterministic priority queue and every k ≤ n we have:
Proof. By Lemma 5.1, any algorithm must make at least T k (n) comparisons when executing the sequence of operations defined above, consisting of n insert, n delete and n k find-min operations. Using Lemma 5.4 we get that
For any deterministic priority queue,
Proof. Let A(insert)+A(delete) = 2t. By Lemma 5.1 we have
This expression is maximized when k = n 4e4 2t and the obtained lower bound is A(find-min) ≥ lg e 8e
6 Deleting a non-minimum item
As we already mentioned, in any implementation of a priority queue either delete-min or insert must perform Ω(log n) comparisons. What about the complexity of a delete operation that deletes an item which is not of minimum key in the priority queue? Let delete-non-min(x) denote the operation of deleting item x from the priority queue, given that x is not an item with minimum key in the priority queue. Is it possible to design a priority queue in which find-min, insert and delete-non-min take o(log n) amortized time, while delete-min takes O(log n) amortized time?
Relying on the lower bound of Section 3 (or Section 5) we give a simple reduction that shows that this is not possible.
Given a data structure B that supports insert, delete-non-min, delete-min and find-min operations, we can construct a data structure B that supports insert, delete and find-min operations as follows: B keeps the items in the structure B. In addition, it inserts into B an item whose key is smaller than all other keys. We denote this item by −∞. Operations on B are performed as follows:
• insert(x): Insert x into B.
• delete(x): Delete x from B using delete-non-min, as x is not the minimum item in B.
• find-min: Delete −∞ from B using delete-min, perform find-min on B and return the result. Finally re-insert −∞ to B using insert.
We clearly have:
A(find-min B ) = A(delete-min B ) + A(find-min B ) + A(insert B )
As an immediate corollary of Theorem 3.1, we get: Corollary 6.1. For any priority queue data structure, if A(insert) = A(delete-non-min) = t, then A(find-min)+A(delete-min)+A(insert) = Ω( n t2 2t ).
In particular, if A(insert) = o(log n) and A(delete-non-min) = o(log n), then A(find-min) + A(delete-min) + A(insert) = Ω(n 1− ), for any > 0. For completeness, we note that there is also an easy reduction in the opposite direction. Given a data structure B supporting find-min, insert, and delete we can construct a data structure B supporting find-min, insert, delete-non-min, and delete-min. The structure B keeps the items in the structure B and it also maintains a pointer called min to the minimum item in B.
• find-min: Return the item stored in min.
• insert(x): Insert x into B and if x < min update min to point to x.
• delete-non-min(x): Delete x from B (as x is not the minimum, min remains correct).
• delete-min: Delete the item saved in min. Perform find-min on B and update min to point to the resulting item.
Using Theorem 4.1 we thus get a data structure that supports find-min with no comparisons, insert using an amortized number of 2 comparisons, delete-non-min in an amortized number of 2t − 1 comparisons, and delete-min using an amortized number of O( n 2 2t +log n) comparisons.
Concluding remarks and open problems
We obtained almost matching lower and upper bounds, Ω(n/(t2 2t )) and O(n/2 2t + log n), respectively, on the (expected) amortized number of comparisons performed by find-min operations, if the amortized number of comparisons performed by insert and delete are both t. Closing the small gap between these two bounds is an interesting open problem.
We also presented an explicit adversary using which a weaker lower bound of Ω(n/(4 2t )) on the amortized cost of find-min may be obtained. Is there an explicit adversary using which an Ω(n/(4 2t )) lower bound on the amortized cost of find-min may be obtained? This seems related to perhaps an even more basic open problem: Is there explicit adversary that forces any deterministic sorting algorithm to perform (1 − o(1))n lg n comparisons? Efficient explicit adversaries that force every comparison based sorting algorithm to perform ( 1 2 − o(1))n lg n comparisons were obtained by Atallah and Kosaraju [3] and by Brodal et al. [5] .
