We compute the two-point correlation function for spin configurations which are obtained by solving the matching problem of points on grid with points chosen at random when the cost depends on their distance. We provide the analytical solution in the continuum in some particular case and check it numerically by looking at the critical problem on the finite size.
Introduction
Let us consider the complete bipartite graph K N,M , whose set of vertices V is partitioned in V = R ∪ B. We shall call red the set of vertices R = {r 1 , . . . , r N } of cardinality |R| = N and blue the other set B = {b 1 , . . . , b M } of cardinality |B| = M . We are interested in the set Π of maximal matchings on K N,M , that is one-to-one mappings {π : R → B} if N < M , otherwise {π : B → R}. Given a weight w(r i , b j ) = w(i, j) ∈ R + to each edge, we assign a cost to each maximal matching π ∈ Π E(π) = N i=1 w(i, π(i)) when N < M ; M j=1 w(π(j), j) when M < N .
(1)
The optimal matching is the maximal matching that realizes the minimum cost
The cost function is sometimes called transportation cost probably because Monge dealt, in 1781, with the problem of minimizing the cost when moving earth excavated in given red sites to given blue sites [1] . The research of the optimal matching in a bipartite weighted graph is usually called the assignment problem. From the point of view of computational complexity theory this is a class P problem, in the sense that there are algorithms able to produce the solution which requires, even in the worst case, a number of elementary steps bounded by a polynomial in the number of degrees of freedom of the problem. A classical algorithm for the assignment problem which finds an optimal matching in worst-case polynomial time is due to H. Kuhn [2] , who called it Hungarian Algorithm as a tribute to the country of origin of the authors of the two main lemmas on which it is based, Kőnig and Egerváry. As reported by Knuth [3] , after the work of Munkres [4] for speeding up the recovering procedure, the polynomial is cubic in the number of degrees of freedom.
More interesting questions can be asked in the more general case in which the weights on the graph become stochastic variables. In particular, we are motivated to consider these problems because of the close connection between random optimization problems and the statistical mechanics of disordered systems [5] [6] [7] [8] [9] . Indeed, when the weights w(i, j) are equally distributed random variables, by using the celebrated replica trick, Mezárd and Parisi could compute the average cost for both the matching on the complete graph [10] , the random matching problem, as on the complete bipartite graph [11] , the random bipartite matching problem. See [12] for a derivation without replicas.
The model we are going to discuss is the Grid-Poisson matching problem in the box Λ = [0, L] d ⊂ R d with integer L. The red vertex set R is chosen to be the set of points in the hypercubic lattice Z d with semi-integer coordinates which are also in Λ, so that N = L d . The blue vertex set B is a set of M points chosen at random in Λ. The weight is taken to be the Euclidean distance d(i, j) between r i and b j , or also
with a generic p. A related model, the Poisson-Poisson matching problem, where both the red and blue sets occur as independent Poisson processes of equal intensity, has been considered in [13] [14] [15] . Instead, the Euclidean monopartite matching problem has also been studied by using the replica trick [11] , by taking corrections to the random matching problem. The minimax Grid-Poisson matching problem has been studied in [17, 18] . In this problem for each maximal matching only the largest contribution from an edge to the cost is taken into account. Then the chosen matching is the one where this largest contribution is minimal. Remark that this solution is achieved by taking the limit of infinitely large exponent p in the weights (3) .
In the limiting cases N M and M N the matching is very simple, because each point is associated with its nearest neighbour. Only when N ∼ M we expect long-range correlations of the order of the size of the system. We shall look at the continuum limit in which both N and M become infinitely large by keeping fixed the ratio
We also expect that the involution in which N and M are exchanged gives rise essentially to the same problem: the algorithm which solves the problem is the same. Therefore we easily predict that the critical point is the self-dual point where M = N , that is ρ = 1. Therefore we shall set
so that the critical point is exactly at the value of the reduced temperature t = 0. Our aim is to study the correlations which emerge in the scaling region around the critical point.
Let r i , with i = 1, . . . , N be the vector of integer coordinates for the red points and b j , with j = 1, . . . , M , the vector of real coordinates for the blue points, then let
be the i-th vector in R d that, in the solution, goes from a red point to the associated blue point. Then
and we also introduce, for i = 1, . . . , min(N, M ), a spin variable in the sphere S d−1
that we can associate with the solution. Indeed, we believe that the long-range correlations are associated with these spin variables and not with the length of the vector. Therefore we recover a spin configuration σ for each solution on our grid, with an induced probability p(σ). In the case N > M vacancies will also be present. We shall characterize the critical behaviour of our model by looking at the correlation function
When at the point x there is a vacancy the corresponding spin variable is not defined.
In this paper we will study the simple one-dimensional case in two variants. The first case is with open boundary conditions, that is the box Λ is a line segment. The second one is with periodic boundary condition, where Λ becomes a circle.
Because our solution is on a grid, N = L and we can study, for all r ∈ {0, . . . , L}
where the sum is restricted to all couples of sites for which the correlation function G(x, y) is well defined. Of course, in the Poisson-Poisson matching problem also the distances between the red points are random variables and, therefore, such a simple function is not easily available.
In the region near criticality we expect scaling of the correlation functions. In particular for the two-point function in (10) , this means that it must be a homogeneous function of its arguments, according to
where the exponents α and ν and the function F are universal, that is are common to other models in the same universality class. They will be in the following the main argument of our interest.
Open boundary conditions
Let us start from the case with open boundary conditions. We first discuss the consequence of the choice of the exponent p which appears in the weights (3). Take two red points and the two blue points with which they match. There are 24 possible orderings of these 4 points on the line, but we don't distinguish between the two red points and the two blue points so that they become 6. We can concentrate on 3 cases, the others are obtained by exchanging red with blue points.
First case: two red points followed by two blue points. Let their positions be, respectively, z, z + y, z + y + x 1 , z + y + x 2 with x 2 > x 1 . As the distances are invariant under translations we can choose z = 0 and we can also set y = 1, by choosing the unit of lengths. Let T 1 be the cost of the matching in which the first red point goes with the first blue one and T 2 the cost of the other possible matching. We shall call the first matching ordered. The cost of the matching indicated above and in Fig. 1 are respectively
Now, T 1 ≤ T 2 if and only if
but the function (1 + x) p − x p is always increasing, respectively decreasing, when p > 1, respectively p < 1. In conclusion, for p > 1 the ordered matching has a lower cost. For p = 1 the two matchings have the same cost. For p < 1 the matching with lower cost is the second one. Please note that if we draw the matching with arcs in the second matching the arcs can be drawn with no crossings. This kind of matching are called non-crossing.
Second case: a red followed by a blue, a red and a blue point. Let the positions be 0, 1 − x 1 , 1, 1 + x 2 with x 1 < 1. Remark that the two possible matchings are both non-crossing. Let T 1 be always the cost of the ordered matching. The costs are now
Now, T 1 ≤ T 2 if and only if For p ≥ 1 it is always true, because
which means that the ordered matching has a lower cost. For p < 1, at fixed x 2 , only for some values of x 1 the ordered matching has a lower cost. For example, let p = 1/2 and set z = √ 1 + x 2 − √ x 2 , so that 0 ≤ z ≤ 1. Then if
the ordered matching has a lower cost. This is always the case for x 1 > 1/2. Third case: a red followed by two blue points before the last red one. Let the positions be 0, x 1 , x 2 , 1 with x 1 < x 2 < 1. In this case the ordered matching is non-crossing, but the other is crossing. The costs are now
which is always the case for p ≥ 0 because then the function
Proposition 2.1 For M = N and p > 1 the optimal matching is ordered.
Proof. We simply note that if the matching is not the ordered one there are at least two red points which don't match the blue points in an ordered way. By ordering them we recover a lower cost.
Similarly we prove the following: Proposition 2.2 For M = N and p < 1 the optimal matching is non-crossing.
First, let us remark that when N = M , that is where we expect criticality, and when p > 1, the solution of the matching problem is very simple because there is only one ordered matching. Since we are on a line we can label both sets R and B in increasing order. The solution of the matching problem is the one in which the n-th red point is associated with the n-th blue point. Then
and
is the Ising spin variable that we can associate with the solution. When p = 1, it is far from exceptional to meet with situations in which two or more matchings have the same energy, that is, to have degenerate instances. Indeed, we have seen that, in the first case we examined, the crossing and non crossing matching have the same cost.
Whenever p > 1 we shall take p = 2 as our preferential case because, as we shall see in the following, we are able in this case to have exact predictions also in the case of periodic boundary conditions.
Numerical results
We begin from the case p = 2.
In Fig. 2 we report the correlation function G(r; L, t) for various choices of the parameter t when the size of the system has L = 6000. Each curve is the mean over 10 3 instances for the positions of the blue points. We first observe that the shape of the function does not change under the transformation t → −t. Then, we notice that G(r; L, t) presents two ranges of behaviour. If |t| <t, witht ≈ 0.01, the function is strictly positive, it is decreasing with r, and has, therefore, a minimum at r = L. On the other hand, if |t| >t, the shape is different. It reaches a minimum at an intermediate value r , then goes up again approaching zero as r → L.
In Fig. 3 we show the correlation functions at criticality for various sizes. In this case each numerical point has been obtained by using 10
4 instances for the positions of the blue points. All curves are trivially mapped one onto the others by the simple rescaling r → r/L. That is
This means that in (11) we can set α = 0. In order to estimate the exponent ν, notice that, if in the scaling region, that is |t| < t, the relation (11) holds, then
because F vanishes rapidly with increasing z. As at fixed r/L the integral of F simply provides a constant, this expression shows a dependence on L which determines ν.
In Fig. 4 we report the evaluation of log I(r, L), defined by (26), for different values of L at the point in which r/L = 1/4. The integral has been evaluated after a polynomial interpolation in t among the numerical values we had determined. We find ν = 1.95 ± 0.05 (28)
In Fig. 5 we plot the correlation function at r/L = 1/4 as a function of √ L t. All the points obtained from different values of L, large enough, and t, in the scaling region, fall, approximately, on the same curve.
We have performed similar analysis for the case p < 1, where, in contrast to the case p > 1 there is no reason to expect that the values of the critical indices do not depend on p. Indeed, while we find always the same exponent ν, the exponent alpha shows the differences summarized in Table 1 .
We find approximately
in the region p ∈ [0.75, 1]. Table 1 : Numerical estimates of the critical exponent α in the region p < 1.
Analytical predictions at criticality
Because of the presence of a critical point we can define the model in the continuum limit, where, in the rescaled coordinate, the process ϕ i becomes ϕ(s) with a time 
(31) where B i (n; p) is the binomial distribution for a process with n independent yes or no experiments, each with probability p of success, so that in the limit of large L, by keeping fixed the ratio y/L, we get, by the central limit theorem, that
which tells us that the difference i − y is of order √ L so that by the change of variables
we get the probability distribution
with s = y/L, which is the Gaussian probability distribution of a Brownian bridge B(s) over the interval [0, 1] (see Fig. 6 ). The interested reader can find all the necessary definitions in Appendix A. Essentially the same calculation can be performed for the joint probability distribution for displacements from different blue points to see that it always provides, in the limit of large L, the joint distribution at different times of a Brownian bridge. Remark that this result would remain unchanged for the Poisson-Poisson matching. In that case, also the red points would be distributed like the blue points, and the difference of two random variables distributed according to the same binomial distribution B(L; y/L) is still a binomial with distribution B(2L; y/L). In order to converge to the same continuum limit we must rescale
As a first consequence of the distribution function that we have obtained, we can evaluate the cost of the optimal Grid-Poisson matching:
for p > 1, so that, in particular, for p = 2 we get
Now, let us consider two intermediate times, s and t, with 0 < s < t < 1. The probability that the process started at the origin arrives at x 1 after a time s is that of a Wiener process, so that it is a Gaussian with zero mean and variance s:
Similarly, to move from x 1 to x 2 in the interval (t − s): and, finally, to move from x 2 to 0 in the interval (1 − t):
Since the distribution is Gaussian, which means that the joint distribution has the form (102)
by a change of parameters, if we consider the three segments of length
we get that the matrix A is given by
Correlation function
Given the continuous variable
for s ∈ [0, 1], we shall look at the correlation function
Therefore, the quantity we want to calculate is
If we define α(a, b, c) :
and β(a, b, c) :
then
In addition, since p A (x, y) is Gaussian, we know that
By performing the integral (49), we find
and then
with, in this case, a, b, c ≥ 0
If we keep the distance b between the two points constant, and we calculate the mean over the interval [0, 1], we finally obtain
We plot this function in Fig. 7 .
We found an excellent agreement of the theoretical predictions with the numerical data, even at sizes as small as L = 100. This can be seen in Fig. 3 .
Periodic boundary conditions
We shall now study the same problem by taking periodic boundary conditions, that is, instead of being on a line we are on a circle.
Numerical results
In Fig. 8 we report the correlation function G(r; L, t) for various choices of the parameter t when the size of the system is L = 6000. Each curve is the mean over 10 3 instances. Also in this case the shape of the function does not change under the transformation t → −t. The function is even under the parity r → L − r so that we plot it only in the interval [0, L/2]. The function G(r; L, t) still presents two ranges of behaviour. If |t| <t, witht ≈ 0.01, the function is decreasing with r, and has, therefore, a minimum at r = In Fig. 9 we show the correlation functions at criticality for various sizes. Each numerical point has been obtained by using 10
4 instances for the positions of the blue points. Again, all curves are trivially mapped one onto the others by the simple rescaling r → r/L. When |t| <t, if we definex L as the point where the curve for the size L has a zero, we find thatx L (t) has a maximum at criticality t = 0 (see Fig. 10 ). The value ofx L /L at criticality as a function of the size L is almost constant, we get
Analytical predictions at criticality
In the problem with periodic boundary conditions, at criticality, we still have two sets of points with the same cardinality. But, now, they are not ordered until we choose an origin, that is which random point the first grid point is matched to. However, we know that once the first couple is formed, all others follow necessarily in the same way as the previous case. This means that the solution of the matching problem will have the form with a particular l ∈ {0, . . . , L − 1} and i + l has to be taken modulo L.
In the continuum limit, after the rescaling with L, the integer shift l will become a real variable λ ∈ [0, 1]. Then we can still represent our process with a Brownian bridge, but this time the first point is not mapped to zero, but to some constant λ. That is
whose cost is
and the optimality condition
provides a linear relation on the process B(s) only when the cost function is taken to be the square of the distance, that is the exponent p is chosen to be p = 2. Indeed in this case the optimality condition is solved by choosing the shift according to
where, on the right-hand-side we have the area under the path after time t
evaluated at the final time t = 1. We therefore take as our solution
which is still linear in the process B(s). This is, again, a Gaussian random variable with zero expectation value. Its covariance can be easily calculated as follows:
(66) If we assume s ≤ t, this expression becomes
which, as we could expect, is no longer a function of s and t separately, but rather of their difference, and depends symmetrically on t − s and 1 − (t − s). And this satisfies d
where the correction to the δ-function is necessary because on a compact without boundaries the integral of the left-hand side on the whole interval vanishes. As a consequence, with periodic boundary conditions, the optimal cost for unit length is
in agreement with the analysis performed in [15] for the Poisson-Poisson matching which must differ from this result of a factor two. If we define
the covariance matrix can be written as
and therefore in this case the joint probability distribution is still of the form (102), now with the matrix A
By comparing (44) with (73), we find
The important difference with respect to the non-periodic case is that
which is in general = 1. Moreover, b and a + b + c can now have a negative sign:
If λ < 1 6 , the result in (54) is still valid, while if λ > 1 6 , we obtain
which leads to Figure 11 : The theoretical correlation function in one dimension for periodic boundary conditions.
Or, as a function of τ ,
We plot this function in Fig. 11 . Once more we find an excellent agreement with the numerical data, even at sizes as small as L = 100. This can be seen in Fig. 9 . From the analytic expression (80), we see that the correlation function vanishes when
which numerically coincides with the value given in (58), and, of course, in 1 − τ .
1 Here we have used the trigonometric identities: arctan x + arctan( 
Comparison for different weight functions
We have also considered what happens when we change the exponent p which appears in the cost function, by looking also at the values p = 1, 3, 4. In these cases we have seen that the shift which determines the optimal solution is, in general, different from what we could get at p = 2. We see they these differences are really tiny.
In Fig. 12 we show the correlation function at criticality, that is t = 0, for the size L = 5000. Each curve is the mean over 10 3 instances.
A Wiener process and Brownian bridges A.1 Wiener process
A standard one-dimensional Wiener process, or Brownian motion process, is a stochastic process W (t): t ∈ R, t ≥ 0, with the following properties:
(1) W (0) = 0 (2) The function t → W (t) is almost surely continuous (3) The process W (t) has stationary, independent increments (4) The increment W (t) − W (s) is normally distributed with expected value 0 and variance t − s
The requirement that W(t) have independent increments means that for all t 0 < t 1 < . . . < t n , the n random variables
The increments are further said to be stationary if, for any t > s and h > 0, the distribution of W (t + h) − W (s + h) is the same as the distribution of W (t) − W (s).
A.2 Basic properties of the Wiener process
• W (t) is a Gaussian process, that is for all n and times t 1 , . . . , t n , linear combinations of W (t 1 ), . . . , W (t n ) are normally distributed
• The unconditional probability density function at a fixed time t is given by
(83)
• ∀t, the expectation is zero:
• The variance:
• 
This covariance is the Green's function of the second derivative with the given boundary conditions. Indeed, 
The area of a Brownian bridge, defined by
is, again, a Gaussian variable (as a linear combination of Gaussian random variables) characterized by its expected value and variance: 
Let us consider Brownian bridge B at two different times, B(s) and B(t), and let us assume that s ≤ t. The covariance matrix is then
The distribution is Gaussian, which means the density function is given by
with (see, for example, [19] ) 
