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1 
INTRODUCTION 
Economists have always been Interested in the degree of 
substltutability In consumption that exists between various 
commodities. They have even devised measures to estimate sub­
stltutability, such as the cross elasticity of demand. 
The concept of substitution effects (or substitution 
terms), Is fairly recent. It was developed by the Russian 
economist Eugene Slutsky (35). Other economists who followed 
him developed the concept further and expounded its mathemati­
cal properties. Today, substitution terms play a key role in 
modern demand theory. 
Strange as it may seem, no economist, with the recent 
exception of Barten (2), has attempted to verify or refute the 
theoretical characteristics attributed to substitution terms. 
The empirical testing of the Slutsky conditions is one of 
the objectives of this dissertation. After the more important 
properties have been tested and verified, methods of estimating 
demand functions of substitute commodities satisfying the 
Slutsky conditions will be discussed. Specifically, demand 
functions will be estimated by applying both linear and quad­
ratic programming techniques, subject to inequality constraints 
which preserve these Important properties of substitution terms 
which have been verified by empirical evidence. 
2 
THEORETICAL DISCUSSION 
Classical Demand Theory^ 
The classical theory of consumer behavior assumes that the 
consumer derives utility from the commodities he consumes. 
Utility, u, is a function of the amounts of various commodities 
Xi,,,.,Xn consumed. The utility function is assumed to be 
cardinal and to have first- and second-order partial deriva­
tives. 
If u represents the consumer's utility function, then 
(1.1) u = u (X^,,,,,X^), 
The consumer is faced with a fixed budget or money income 
M, and given commodity prices P^, or 
n 
(1.2) M = 2 P.X. 1 = 1 n. 
•1=1 ^ ^ 
The consumer is assumed to maximize u, subject to the 
Income or budget constraint. In other words, he maximizes the 
expression 
n 
(1.3) F = u (X^ X^) - X (M P^X^) 
where X is a Lagrange multiplier. 
First-order conditions for utility maximization require 
that the partial derivatives of the Lagrangean expression F 
^A detailed discussion of demand theory Is found in Allen 
(1), Hicks (21), Kuenne (2?) and Samuelson (33). 
3 
with respect to the quantity of each of the n commoclltiers, unci 
with respect to k, be equal to zero. This yields (n + l) 
equations in (n + 1) variables (n X*s and X), The last equation 
guarantees that the budget constraint is met, 
(1-4) = izib - & *1 = 0 = - A ?! 
# 1 J" 9 
= -§x; - t pR = 0 = "n - ^  Pn 
^ p n 
Ui = , the marginal utility of . 
Transposing the second term of the first n equations to 
the right-hand side, and dividing the 1^^ by the equation 
gives 
u/ P, u. P. 
where u^ and Uj are the familiar marginal utilities. Accord­
ing to classical economists, marginal utility, as well as total 
utility, may be measured cardinally. The result (1.5) states 
that in equilibrium, the ratio of the marginal utilities of any 
two commodities should equal their price ratio. 
where 
4 
(1.5) can also be expressed as 
U.6, 2^ = = = 
1^ 2^ n^-1 n^ 
which are Marshall's results that in equilibrium the ratio of 
marginal utility to price should be equal for all commodities. 
These (n-l) equations and the budget constraint equation pro­
vide (n) equations for determining the quantities 
To guarantee that utility is a maximum, second-order con­
ditions must hold. In other words, not only should du = 0, but 
2 
also d u < 0, or 
n 
(1.7) du = Z u, dX. = 0 
i=l ^ ^ 
P n n 
(1.8) d^u = Z Z u, ,d X, d X, < 0 
J=1 1=1 ^ J 
where u^^^ is the second partial derivative of u. It can be 
seen that u^^ is symmetrical with respect to both i and j, 
i.e., Uj^j = Uj^. (1,8) is a quadratic form subject to a linear 
side-relation. For (1.8) to be negative definite, the deter­
minants 
5 
(1.9) 
0 u. 
Ui 
2^ 2^1 
U 12 
u 22 
u. 
Ui 
^3 "31 
u. u. 
U12 u^3 
2^2 2^] 
U32 
f » » » f u. 
Ui 
2^ "^ 21 
Ur 
U 
###U. n 
12''" '^in 
"22'' "^ 2n 
n^ %1 ^n2"" %n 
must be alternatively positive and negative. 
The last determinant shall be denoted by U, which is the 
determinant of the first and second partial derivatives of u, 
and shall be used to denote the cof actors of u^ and 
in U respectively. 
Substitution terms 
Demand functions can be derived from the analysis of 
utility maximization. More specifically, they are obtained by 
solving the first-order equilibrium conditions for the un­
knowns , 
The consumer's demand functions for commodities in 
terms of prices and income are given by the first-order equi­
librium conditions (1.4), or 
Ui = X Pj 
n 
Z P,X, = M. 
1=1 ^ ^ 
6 
To get the change In demand when income varies, prices constant, 
we differentiate these equations with respect to income; to get 
the effect of a price change on demand, we differentiate with 
respect to price. 
First consider the effect of an increase in Income M, 
prices remaining unchanged. For the sake of clarity, write the 
first-order equilibrium conditions as 
(1.10) + PgXg +...+ P^X^ = M 
- + u^ = 0 
- XPg + Ug = 0 
Upon differentiating these equations with respect to M, we get 
( 1 . 1 1 )  ()X^  
^n mr =  ^
- ^1 Tm  ^ 1^  ^""12 TiT + 
o>X ^^1 o" %2 
- Fn ITw + ^ nl "SIT + %2 TIT 
aXn . 
+ %n TT" = ° 
By rearrangement, the first elements of the last n equa­
tions can be expressed as P^(- -j-^), ^ 2^' ° ' ^n^ " . 
Such a rearrangement enables us to express the matrix of 
f • O 9 p 
coefficients in the equations in symmetric form, since 
^ij ' *ji' 
7 
ZPhlis system contains (n+l) equations In (n+l) variables* 
A ^4 
X— "5^) f and. the n variables ^  ^ , The equations can be 
<) X. j \ 
: solved, for the variables "5"]^ and for the variable ( - -y-^) as 
a VbyMprod-uct , 
SoLving the equations by Cramer's rule gives 
(Cl .12,) 
pi 
0 ,P. 2^ !•„ 
"ll "l2 »ln 
•^ 2 "l2 "22 "2n 
"in "2n 
u 
1-1 
^11 ^1,1-1 
1 
0 
i+1 n 
*1,1+1 *ln 
^2 *12 *2,1-1 ° *2,1+1 *2n 
l^n *ln *n,i-l ° *n,i+l *nn 
Because 3 j  = ^  in ( 1 , 1 0 ) ,  we can write ( 1 , 1 2 )  a s  
(1.13) 
d.X. 
dM 
.X 
A 
w# 
u. 
1" 
n 
u, u u 
X \ '"'X 
*11 *l2'''*in 
*21 *22'''*2n 
vO • • 
w# •  # 
0 • # 
«• U* # 
*nl *n2 u nn 
0 
h 
\ 
u. 
u 
n 
h. hdL 
\ • • • k 
*11''"*1,1-1 
*21•••*2.1-1 
*nl'''*n,l-l 
0 
u.. 
1 u n i+1 ...X 
° *l,l+l''*ln 
*2,1+1^•*2n 
*n,i+l***nn 
M 
Hence 
àx u 
"5M • 7 ° i "i 
or 
dX U, ,2 U 
(1-14) tm" = r • r = ^ û" 
Since the equilibrium conditions say nothing about the 
ax,  
sign of "57î~ could be positive or negative. 
Now consider the effect of a change in price, all 
other prices and Income M remaining constant. Differentiating 
equations (1,10) with respect to gives 
é X .  ôXp aXy, 
(1.15) "âp^ ^2 "Tp^ +...+ Tp^ ~ "^1 
ax dx. axg ax 
"^ 1 TpT 1^1 "^¥7 ^12 "apT "dp7 ° # 1 1 # J- # ^ # 
a A. *  ax  * axg '  ax^ 
"^ 1 Tp  ^ 1^1 ap^  1^2 "ap^  +...+ ^ in âT^  =  ^
# # # • • 
• • • • • 
e # # t • 
ax ax,  '  ax,  auc 
A. ^  ^J. u. D. _ 0 
"^ n "oTpj^  •*• "nl * "n2 +...+ "nn SPj 
dX, SX„ 
Solving for the variables "^p ,.. «, ~dF~ before and 
simplifying, we have 
ax, 1 
(l.l6) ^ (-Xj^ Uj + X U^j) 1, j = 1, 2,...,n. 
\u. ax. 
But by (1,13) —y = » hence (l,l6) can be written as 
ax .  dx .  u .  .  
"577 = "^ 1 "dM + k u ' 
1 
>iU 
Denoting — by 8j^, the equation becomes 
( I ' lG)  ax.  ax,  
ap^ = "^i "?M Sji' 
This is the famous Slutsky equation, also known as the 
Fundeunental Equation of value theory. As can be seen, the 
effect of a change in the price of commodity 1 on the con­
sumer's purchases of commodity J is in two parts: an income 
ax 
effect, Tm » ® substitution effect Sj^. 
The income effect reveals that increasing results in 
a reduction in the demand for those goods in the consumer's 
a x ,  
budget for which > 0 and an increase in demand for goods 
a x ,  
for which "5"^ < 0. 
The substitution term represents the change in the con­
sumer's demand for Xj when the price of X^ changes, and income 
is taken away from, or given to him, so as to leave him with 
the same level of utility. In other words, apart from any 
change in income, the consumer, as a result of a change in the 
relative prices of commodities, tends to substitute the com­
modity whose price has fallen, for other commodities. 
10 
In the special case where l=j, the Slutsky equation 
serves to decompose the effect of a change In the price of a 
commodity upon its consumption into an income effect and a 
substitution effect. In this case 
ax.  ax.  
(1.19) " "^i "air ®ii* 
ax 
The income effect is given by -X^^ "dTF"' the substitu­
tion effect by 8^^. It will be shown below that is 
negative. 
One definition of normal and inferior goods states that 
ax ax 
commodity X^^ is inferior if - <0; it is normal If > 0. 
An alternative definition is based on the Slutsky equation, 
ax.  
It states that X^^ is an inferior good if -g-p— >0, In other 
words, the income effect must be both positive and large for a 
ax.  
good to be inferior. If • %^- < 0, or the net effect of a 
^i 
price change on consumption is negative, X^^ is normal. Accord­
ing to this definition, it is possible for a commodity to have 
ax 
< 0 and still be a normal good. 
For brevity, and S^^ shall be called the "own-sub­
stitution effects" and S^^j and 8the "cross-substitution 
effects", respectively. 
11 
Properties of oubatltutlon term» 
Since U^^/U is negative while \ is positive, it immedi­
ately follows that the "own-substitution effect" is negative, 
or 
(1.20) S^i < 0 
This result is sometimes called the negativity property 
of the substitution effect. The negativity property shows the 
rate at which the consumer substitutes for other commodities 
when falls, and the consumer enjoys the same level of util­
ity as before the price change, That is to say, when utility 
is not allowed to vary, the consumer will Increase his purchas­
es of a commodity when its price falls, and vice versa, 
"ii It was shown before that S.. = k ~tt • Similarly, it can 
U 
be shown that S^j = X "Ij • But because the determinant U Is 
symmetrical with respect to 1 and j, U^j = and consequent­
ly 
(1 .21)  .  
This result states that if utility is held constant, the 
effect of a change in Pj on the consumption of Is equal to 
the effect of a change in P^ on the consumption of X^. 
Because U.,/U could be either positive or negative, and 
u 
X, is positive, then Sj^ = X may be positive or negative. 
12 
Less important properties of substitution terms can also 
be derived (1, p, 663), These include the following 
n 
(1.22) £ P, S, . = 0 and 
1=1 ^ 
m<n m<n 
(1.23) 2 2 8,, a,a, < 0 for any values of a. and a. 
1=1 1=1 ij J -L J 
not all zeros. 
Our results so far apply to substitution and income 
effects derived for individual consumers. What complications, 
if any, are introduced when we wish to find the effect of a 
change in on the purchases of Xj by all consumers in a given 
market? The "aggregate" substitution term is simply the sum­
mation of individual substitution terms, and possesses the 
same properties (21, pp, 313-14), Thus we can sum up the sub­
stitution effects of individuals to get the aggregate sub­
stitution effect, without any loss of generality. The latter 
is obviously the relevant concept in view of the fact that 
empirical demand studies consider the market rather than indi­
viduals 0 
Hicks (21, p. 313) and Samuelson (33 ,  PP. l4l-43) have 
also shown that a group of commodities whose prices vary in 
the same proportion can be considered a single commodity, with 
the properties of substitution effects being preserved. 
13 
Importance and Implications 
Substitution terms play a crucial role in demand theory; 
they also provide a rigorous definition of substitute and com­
plementary goods; and they are used in measuring compensating 
variation in Income, 
Importance in demand theory The negativity property 
explains why we expect a demand curve to be negatively sloped 
when the income effect is negative, or positive but small. 
Prom the Slutsky equation, the "own-substitution effect," 
5^^, must be negative. That is to say, If the price of a 
commodity falls and utility were not allowed to vary, a con­
sumer would buy more of that commodity. The Income effect, 
ax .  
-X. , could be either negative or positive, depending on 
^  "  ax .  ax .  
the sign of , For those commodities for which ^ >  0,  
the income effect is negative and reinforces the substitution 
à X. 
effect, and » the final effect of a change In the price 
^1 
of a commodity upon its purchases, will be negative. If 
ax a  X.  
< 0, then -Xj^ "dlT" ^  the Income effect is positive. 
If the income effect is dominant, the net result of a price 
ax ,  
change could be ^ p > 0, This is known as Glffen's paradox, 
and provides an alternative definition of an inferior good. 
It means the consumer will reduce (increase) his consumption 
of a commodity when Its price falls (rises). 
In spite of the Importance of substitution terms in 
demand theory, with the exception of Barten's work (2), no 
l4 
attempt has been made to verify empirically the negativity pro­
perty of the substitution effect, or any other property. One 
of the main objectives of this study is to shed empirical evi­
dence on some of the more important properties of substitution 
terms, namely 
«11 < 0 
At this point, it should be mentioned that Samuelson used 
the revealed preference approach to demonstrate that the "own 
substitution effect" is negative (33i PP. 111-12), His 
approach, however, does not lend itself to the empirical 
measurement of substitution terms, and therefore was not used. 
Substitutes and complements A commonly used 
definition of substitutes and complements especially In 
elementary economic textbooks, is givën in terms of the cross 
elasticity of demand between two commodities and Xg 
(36, p, 49), It is defined as 
aXg/Xg 
^^ 1' ^ 2 = 
Nx, 2, x^ may be defined similarly. 
15 
The cross elasticity of demand measures the percentage 
change in the purchases of one commodity caused by some per­
centage change in the price of another commodity. If the cross 
elasticity is positive, the commodities are defined as sub­
stitutes; if negative, they are complements. It follows from 
this definition that when the cross elasticity is negative and 
the two commodities are considered complements, a decrease in 
the price of one commodity may lead the consumer to buy more 
of the other, not necessarily due to complemenarity in con­
sumption, but partly because his real income rises. 
The "cross substitution effect" provides us with a more 
rigorous definition of substitutes and complements. In (l,l8), 
j is the "cross substitution effect", which reflects changes 
in the purchases of when the price of changes, holding 
utility constant. This means that we observe the consumer's 
behavior when the price of one commodity changes, but only 
after we have isolated the Income effect of a price changes 
the consumer could vary his position along the same utility 
level. 
According to the "cross substitution effect" definition, 
ax 
commodities X^ and Xj are substitutes if > 0, or ^  p , 
utility held constant; is positive. The two commodities are 
ax,  
complements if < 0,- or , holding utility constant, is 
negative. The same results hold true for 8j^, 
16 
Compensating variation In Inoome Closely related 
to the Income and substitution effects Is the concept of 
compensating variation In income. It may be defined as the 
change in Income, when the prices of some goods change, that 
is required to offset the change in prices and leave the 
consumer with the same level of satisfaction. 
If we allow prices to vary, the compensating variation in 
Income, using the quadratic approximation of a differential, 
will be 
2 
(1.24) dM = 2 14- dP. + è L 2 A \ p dP. dP.. 
1 B Fi 1 j 1 *^1 afj ^ j 
Hicks (21, p, 331) has shown that when utility is not 
allowed to vary 
(1.25) dM = % dP^ + & Z Z dPj^ dPj 
Thus we see that substitution terms are used in evaluating com 
pensatlng variation in Income, But by (1,23) we know that 
5 I ®1J dfj < 0 
therefore 
( 1 . 2 6 )  dM < Z X. dP., 
i l l  
17 
Compensating variation is Important because of its welfare 
connotations. It could be used to evaluate the magnitude of an 
Income change that would be required to compensate consumers 
for any loss of welfare which results from certain government 
policies, as raising taxes on one or more goods. No attempt 
was made in this study to measure compensating variation. 
Modern Demand Theory 
Classical demand theory assumed that utility is cardinal­
ly measurable. In addition to his ability to rank various 
commodity bundles in order of preference, the consumer was 
assumed to know by how much he prefers one bundle to another. 
Thus if a utility index assigns utility level 4 to combination 
A, and utility level 2 to combination B, this means that the 
consumer prefers A twice as much as B, 
Pareto developed the indifference-curve approach to demand 
theory, which rests on the notion of an ordinal, rather than a 
cardinal, utility function. According to modern economists, 
cardinal utility measurement is neither possible nor necessary. 
This is the basis of modern demand theory. The consumer is 
assumed to be able to rank various commodity bundles in order 
of preference, without any need to know by how much he prefers 
one combination to another. Any utility index used to assign 
numbers to different combinations serves only to rank prefer­
ences, but does not have any cardinal significance. 
18 
An ordinal utility function is not unique. If u is a 
utility function, then any monotonie transformation f = f(u) 
also serves as a utility function. 
It can be shown that maximizing u, subject to the income 
constraint, is equivalent to maximizing f subject to the in­
come constraint. That is to say, the equilibrium and stability 
conditions are invariant with the choice of a utility function. 
If u=u(X^,,,,,X^) is a utility function, then f=f(u), a 
monotonie transformation of u, will also be a utility function. 
The Lagrangean expression (1.3) now becomes 
* % (1.27) G = f -X (M- Z P.X, ), 
1=1 ^ 1 
Differentiating G with respect to theuquantlty of each 
commodity and and setting the derivatives equal to zero 
gives the first-order conditions 
P^=0 = f»u^ -
n 
Z P.X, = 0 
1=1 ^ 1 
ôf 
where f = 
19 
Transposing terms and dividing the i^^ by the 
equation gives 
(1.29) _ Il 
"J " 
which is the same result as that obtained in (1,5). The only 
difference is that this result is interpreted differently. 
When an ordinal utility function is assumed, u^^ and u^ do not 
have any cardinal significance, and their ratio is the margin­
al rate of substitution (MRS) between commodities and X^, 
In equilibrium, the marginal rate of substitution between two 
commodities should equal their price ratio. 
Thus it has been shown that first-order conditions are 
Invariant with the choice of the utility function. 
Let F denote the determinant of the first and second 
partial derivatives of f. Hicks (21, p, 30?) and Kuenne (27, 
PP. 95-97) have shown that P is reducible to a positive con­
stant times U, This is also true for determinants with less 
than (n+1) elements. In other words, a monotonie transforma­
tion of the utility function preserves the signs of the deter­
minants which govern the stability conditions. Thus the 
stability conditions are unaltered. 
Finally, we need to know how the substitution terms are 
affected. From first-order conditions (1,28) we know that 
4% = Pj = 0-
20 
Let fj denote f'Uj, then the Uj elements of U in (1,9) are 
replaced by fj. Similarly, the are replaced by f^^j where 
(1.30) 
3 2, 
Ij ax ,8x j  ax j 
àU 
/  ) f  \  * f ' " l  
[èx^J- ax 
ax j 
'J 
a .2  
= u^ujf" + f exj^ô\j 
= UlUjf" + f'Uij 
If we wish to find the effect of a slight change in the 
consumer's income upon the equilibrium quantities, we solve 
Ô X. 
for -sTîûr In a manner analogous to (1,13) 
(1.31) 
25 ÔM 
M 
n 
f. f 1 2 _n 
X* X* •• •X* 
fll ^12'' .fin 
^21 ^22'" 'f2n 
fnl fn2'' •^nn 
0  ^Ilzl 
^  X* ' " '  X*  
—=• f f 
X* ^11 1,1-1 
—S. f f \ *  ^21  ^2 ,1 -1  
—5, f f 
X* ^nl n,l-l 
1+1 n 
• • • X* X* 
° ^1,1+1* "^In 
® ^2 , l+ l*"^2n  
Of f 
n , i+ l ' ' ' : nn  
21 
Let be the cofactor of f^^ In F, and be the co-
factor of fj^j In F, then we have 
àX^ F F^ 
ôM ' ^*2 X* 
or 
(1.32) fl 
eM " ^ F ' 
Following Kuenne (27, pp, 96-98), it can be shown that 
F. U, 
X* pA- = X ÏT 
which is the same result as in (l.l4). 
Similarly, it may be shown that 
ÔX 
(1 .33 )  Tpf  =  p  ( -%!  +  X*Fi j )  
èx P 
= -^ 1 -âM + -p ' 
X*P. , U, , 
Due to Kuenne (2?, p, 98), —p—^ = X. and (1.33) can 
be written as 
a x ,  è ) X .  u .  ,  
(1.34) "ôp^ = -x^ k u 
ax,  
= -^i Sji-
Thus it has been shown that substitution terms do not 
change when one utility function is replaced by another, which 
is a monotomic transformation of the first. 
22 
One may summarize by saying that the weak and more 
plausible assumption of an ordinal utility function by modern 
demand theory leads to the same conclusions as a theory based 
on a cardinal utility function. 
Geometric interpretation of substitution effects 
In Figure 1 below, AB is the budget line or income con­
straint when two commodities and Xg are considered. It 
shows that the consumer can buy A units of commodity Xg, B 
units of commodity or any combination of X^ and Xg along 
AB, The slope of AB gives the price ratio of X^ to Xg. 
A 
D 
or 
o 
Figure 1, Geometric Interpretation of substitution effects 
^3 
The budget line AB ohirto whenever price, or lnoo«i«, or 
both vary. The slope of the budget line changes as prices 
vary (except in the case where the price ratio is unaffected) 
and the intercept of the budget line will shift when income 
varies. 
Given budget line AB, the utility maximizing consumer will 
buy combination R, which gives him the highest level of satis­
faction that is attainable, I, 
Next assume that the price of falls, keeping the con­
sumer's money income and the price of Xg constant, AC is the 
new budget line, and the final purchases of the consumer will 
be combination T on indifference curve II, 
The movement from R to T is in two partsi 
(a) The movement from R to S represents the substitution 
effect. It is the amount of X^ the consumer substitutes for 
Xg since X^ has become cheaper, if he is to retain the same 
level of satisfaction as before the price change. As a result 
of a fall in the price of X^ the real income of the consumer 
has risen. If the consumer's real income is reduced by an 
amount ST so as to leave him on the same utility curve I, we 
can find the substitution effect RS, 
(b) An income effect in the magnitude ST, which is 
usually opposite to the direction of change in price. 
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Thus we see that the movement from R to S represents the 
substitution effect, and the movement from S to T, the income 
effect. 
The above interpretation of income and substitution 
effects is that of Mosak (32, pp. 70-71) in which substitution 
involves movement along the original indifference curve while 
the income effect involves movement to a new indifference 
curve. Hicks' interpretation is slightly different. He first 
considers the income effect, or movement to a new indifference 
curve, and then substitution takes place along the new indif­
ference curve. Hicks' approach is explained in Figure 2 
below 
X. 
A 
B E C 
Figure 2. Hicks' interpretation of substitution terms 
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with budget line AB, the consumer's equilibrium position 
Is represented by P, When the price of falls, the new bud­
get line Is AC and the new equilibrium position is R, The con­
sumer buys more as its price falls if the income effect is 
either negative, or positive but small. The rise in the real 
income of the consumer is AD of Xg or BE of X^, The movement 
from P to Q (Q is obtained by moving the original budget line 
parallel to itself, keeping prices constant, until- it is tan­
gent to indifference curve II) is the income effect. This 
reflects the change in demand because the consumer is now 
better-off. The movement from Q to R along the new indiffer­
ence curve is the substitution effect, which shows how the 
consumer Increases (reduces) his purchases of X^ when its 
price falls (rises), real income remaining unchanged, 
Mosak's interpretation is probably the more accurate. 
The substitution effect tells us that rate at which a consumer 
substitutes commodity 1 for J, not because of any change in 
his real income (represented by the new budget line DE In 
Figure 2), but only because relative prices have changed. 
Hence to find the substitution effect when P. changes, we have 
ax 
to isolate the income effect, -X^ Tm • when we do that, 
the real income of the consumer will not rise (fall) when the 
price of commodity 1 falls (rises). In other words, = 
when utility is held constant. But if utility is constant, 
substitution would take place along the original indifference 
curve. 
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EMPIRICAL ESTIMATION OP SUBSTITUTION TEiiMa 
FROM UNCONSTRAINED DEMAND EQUATIONS 
Procedure 
To estimate substitution terms empirically, coefficients 
of structural demand equations are needed. In what follows, 
the problems of estimating structural equations and substitu­
tion terms will be considered separately. 
Single demand equations used in this study were estimated 
by ordinary least-squares. Where two or more equations were 
involved, some Investigators (Including the writer) used ordi­
nary least-squares to estimate each reduced-form equation 
separately, and from these results, estimates of the structur­
al parameters were derived. Others used the two-stage least-
squares, or the limited information methods. 
When one linear equation Is to be estimated, the problem 
can be expressed in matrix notation as 
Estimating structural equations 1 
(2,1) Y = X B + u 
where 
Y. 2 ^ ^22 ^k2 
1^1 %2n°''%kn 
Ipor a detailed discussion see Goldberger (17), Johnston 
(24) and other econometric or statistics textbooks. 
2? 
B = B, and u = u. 
Id 
^2 
« 
u, 
n 
u being a vector of unknown disturbance terms. 
Assume that 
(2.2) E(u) = 0 
(2.3) E(uu') = a^I 
(2.4) X has rank k < n 
(2.5) X's are fixed 
Assumption (2,2) states that the u^^ are random variables 
with expected value zero. (2,3) states that the u^^ have con-
2 
stant variance o (homoscedastic) and that they are serially 
independent, or E (u^, u^^^) = 0 for s, t ^ 0, 
The method of least-squares may be used to estimate the 
parameters B and we get 
y = XB + e 
A  
where B are the least-squares estimates of B and are given by 
(2.6) B = (X'X)" ^  X'Y 
The residuals, e, estimate the disturbance terms u. The 
A  
variance-covariance matrix of B will be 
(2.7) Var(B) = a^(X'X)"^ 
A  
Under assumptions (2,2)-(2,5), B will be the best, linear, un­
biased estimates of B (24, pp. 109-112), 
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The use of time-series data may violate some of the 
assumptions of the model. For one thing, the X's are now ran­
dom variables and not constants. But Johnston (24, p. 28) has 
shown that the same procedures apply even when the X's are 
random variables, provided that the X's are Independent of u, 
A  
He also demonstrated that B will be an unbiased estimate of B, 
and probability statements are still valid when the X's are 
random variables, 
Thell and Nagar (37) point out that the presence of serial 
correlation in regression analysis may lead to serious conseq­
uences, In other words, it may be that E (u^, u^^^) / 0, The 
presence of serial correlation among the disturbance terms will 
result in least-squares estimates of B, that will in general be 
unbiased but inefficient, while their variances will be biased 
(24, p, 179). 
To circumvent this difficulty, when the null-hypothesis 
of residual Independence is rejected, It may be assumed that 
there exists a first-order auto-regressive scheme of the type 
(2,6) u^ = p u(t-l) + t 
where 
0 < p < 1 
t are Independent normal deviates with 
expected value of zero and constant vari­
ance 
and u(t) is the disturbance term in the regression equation 
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(2.7) y(t) = + BgXgft)...* B%X%(t) + u(t) 
Applying Thell and Nagar's procedure, (37, P. 804) p can 
be estimated by p as follows 
(2.8) 'p = t 
T^- PiT 
where 
T = the number of observations 
A = the number of independent variables, including 
the constant term 
2 fu(t)-u(t-l)}2 
(2.9) Q = 
Z u(t)^ 
t=l 
Q is the familiar D urbin-Watson statistic, d. 
Multiplying p by the regression equation (2.7), lagged 
one year, and subtracting from (2.7) gives the following result, 
Y(t) - p Y(t-l) = B^(l-p) + Bg - p X2(t-1)] +... 
+ X^tt) - P %k(t-l)j + ^ u(t)-p u(t-l)j 
But by assumption, u(t) = p u(t-l) + ^ t, Substituting this 
relationship above we get 
(2,10) Yt-pY(t-l) = B^(l-p) + Bg ^Xgftl-p X.(t-l)} +... 
Bk[Xj^(t)- p X%(t-l)j+4t, 
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Thus by estimating p and transforming the variables, uarlai 
correlation has been removed, since the disturbance terms of 
(2,10) are the -6 's of (2,6), 
When information on p is unavailable, some investigators 
use first differences of the observed variables in least-
squares regression. As can be seen from (2,10), this implicit­
ly assumes that p is unity, Watson and Hannon (5^) have shown 
that this procedure could lead to inefficient estimates. This 
was further substantiated by Hildreth and Lu (23), 
Some investigators have used lagged values of endogenous 
variables as explanatory variables in order to remove auto­
correlation, Ladd and Martin (30) conclude that such a prac­
tice may introduce autocorrelation just as often as it elimi­
nates it. Consequently, the writer did not include lagged 
values of dependent variables in the demand equations estimat­
ed by him. 
Although both negative and positive serial correlation 
may exist, the latter is more common in econometric data (10), 
Accordingly, the writer tested against the presence of positive 
serial correlation, assuming that negative serial correlation 
does not exist. 
Next assume that we wish to estimate demand functions for 
two (or more) related commodities such as and Xg, Economic 
theory usually specifies that the consumption of a commodity 
(demand) depends mostly upon the price of that commodity, the 
prices of related goods, and consumer income. The two 
11 
estimated demand equations can then be written aa 
(2.11) = b^Q + b^^ + bj2 ^2 ^13 ^  ^  ®i 
(2.12) Xg = "bgo + ^21 ^1 ^22 ^2 ^2] ^ ®2 
where the X*s denote consumption, the P's are prices, Y is In­
come, and the e's are the residuals. 
For most agricultural commodities, supply can be consid­
ered predetermined by technological considerations and planning 
decisions In earlier periods. It Is therefore justified to 
assume that supply equals consumption; In other words, the 
direction of causation Is from supply to price, and not vice 
versa. The treatment of Income as a predetermined variable 
rests on the assumption that and Xg do not Influence Income, 
In such a case, one can estimate prices as functions of 
quantities consumed and Income, or 
(2.13) ^11 ^1 ^12 ^ 2 ^13 ^  ^1 
(2,1^) Pg = ^20 ^21 ^1 ®22 ^2 ^23 ^  ^2 
Equations (2,13) and (2,1^) are just Identified, i.e., 
the number of predetermined variables In the system but outside 
each equation, Is one less than the number of endogenous vari­
ables In the equation. These equations are thus the reduced-
form equations. In such a case, there exists a unique trans­
formation between the coefficients of the reduced-form equa­
tions and those of the structural equations. Each reduced-form 
equation can be estimated by ordinary least-squares, and the 
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structural equations derived by algebraic transformation. The 
estimated structural parameters, however, will be biased (24, 
P. 253). 
Algebraic transformation is best understood by using 
matrix notation. The system (2,13) and (2,14-) may be written 
in general terms as 
(2.15) P=A+BX+CY+V 
where 
P l s k x l  A i s k x l  B l s k x k  
X i s k x l  C i s k x l  Y  i s  1 x 1  V i s k x l  
k being the number of relations. 
Solving for the structural equations to get X in terms of 
the other variables, we would have 
(2.16) X = B'^A + B"lp - B~^C M - B'^V 
provided of course that B"^ exists or that B is non-singular. 
In some cases, an equation may have two or more endogen­
ous variables which are correlated with the disturbance term. 
The application of ordinary least-squares in such situations 
yields biased and inconsistent estimators (24, p, 253), and one 
may use the method of two-stage least-squares. One endogenous 
variable is chosen as "the" dependent variable. Each remaining 
endogenous variable is estimated by least-squares, treating it 
as a function of the predetermined variables in the system. 
Then the endogenous variables are replaced by their estimated 
values in estimating the original equation. Two-stage least-
squares estimators have the desirable property of consistency. 
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Another method used to estimate an over-identified equa­
tion is that of limited information (which yields identical 
results as the least-variance ratio) (24, pp. 237-38), Here 
if we have two equations 
(2.17) Y = a + + u 
(2.18) Y = a + + BgXg + v 
and the model assumes (2,17) to be the correct specification, 
then the addition of Xg to the equation should reduce the sum 
of squares of residuals very slightly. Thus the least-variance 
ratio principle states that estimates of a and B should be 
chosen so that the ratio of sum of squares of residuals of 
(2.17) to that of (2.18) will be a minimum. 
Estimating substitution terms 
The own- and cross-substitution effects were defined as 
the change in the quantity purchased of a commodity resulting 
from a change in its own price, or the price of another com­
modity, respectively, when the consumer remains on the same 
level of utility. In practice, it is impossible to observe 
and measure the movement of the consumer along the same indif­
ference surface, or to isolate the substitution effect directly, 
since we only observe the final effect of a price change, which 
also includes the Income effect. It becomes necessary, there­
fore, to measure substitution terms Indirectly from demand 
functions as a residual. Thus, substitution terms can be 
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empirically estimated and their theoretical properties refuted 
or verified. 
Consider an equilibrium position for the consumer with a 
given income M and faced with prices of the n commodities 
he buys. Prom first-order conditions, we know the quantities 
which he buys, From (1,19) and (1,18) we already know that 
Ô X, ax. 
+ X. —-
'11 - "1 a M 
ax. ax.  
^1 j " TpJ ^ j "SIT 
Demand functions for substitute commodities could be 
estimated from time-series data (say by least-squares regres­
sion), Prom these demand functions, we use estimates of 
ÔX. ax,  ax.  ex.  
Tp- , -5T" » "air • "âTM compute and which are 
1 J 
estimates of and S^j, 
Estimating substitution terms from linear demand func­
tions If demand equations were fitted as linear functions, 
several situations could arise. Demand functions for one com­
modity, or two or more commodities may be estimated, treating 
quantities as dependent variables, or demand functions may be 
estimated with prices as dependent variables for one, two or 
more commodities. 
To illustrate how substitution terms could be estimated 
from linear demand functions, consider the demand functions 
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estimated for two commodities and X2 : 
(2.19) ^11 ^It ^12 ^2t ^3 ^t ®lt 
(2.20) = bgQ + ^22 ^ 2t ^23 '^t ®2t 
where 
II +> •H 
X quantity consumed of commodity i in year t 
price of commodity J in year t 
»t = money Income in year t 
®it = the residual term in year t 
1  =  1 ,  2  
then we see that 
ax. ÔX. ax, 
—- b, . = b, _ = ^ 
'11 ~ ep^  "12 aPg 13 an 
àXg aXg aXg 
Or 
"21 - ap^  "22 - aPg "23 " a M 
Substituting these results in (1,18) and (1,19) we get 
(2,21) = b^^ + b^2 X^^ 
A 
(2,22) S^2t ~ ^ 12 ^13 ^ 2t 
(2,23) Sggt = ^22 ^23 %2t 
(2,2^) Sgit = ^21 + ^23 %lt 
A 
Where is an estimate of 8^j, 
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Although the preceding analysis Is for two commodities 
only, it may easily be extended to any number of commodities 
(k-1). In general, it may be concluded that 
(2.25) = ''^11 + \k %it 
and 
(2.26) = bj_j + b^j^ i, j = - 1 
where b^^^ Is the Income coefficient in the 1th equation, and 
the subscript t refers to year t. 
To be able to test hypotheses and draw meaningful con­
clusions regarding the S^j, we need to compute their variances 
and covariances. 
Again consider the case of two commodities. Using Klein's 
procedures (26, p, 258) for computing the variances and co-
variances of functions of random variables, we have 
(2.27) 
Var = Var (bj^^) + Var (b^^) + b^^^ Var (X^) 
+ 2 X^^ Gov (b^^, b^^) + 2 b^^ Gov (b^^, X^) 
+ 2 b^^ Gov ) 
( 2 .28 )  
Var (S^2t) = Var (b^g) + Xg/ Var (b^^) + b^^^ Var (Xg) 
+ 2 Xg^ Gov (b^2, ^ ^ 3 ^^12' ^2^ 
+ 2 b^2 Xg^ Gov (b^^, Xg) 
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Evaluating the covariance of substitution terms gives 
Gov (8^2t# ^2lt^ ~ Gov (^^2* ^21^ ^It ^^12' ^23^ 
+ Gov (b^2, Gov (b^^, bg^) 
^It ^ 2t ^^13' ^23) "*" ^2t ^23 Cov(b^^,Xj) 
b^ 2 Gov ( bp^ I Xp ) 4" b^ X^ ^  Gov ( bp , Xp ) 13 ^ it ^23' 
+ bi3 bg^ Gov (X^, Xg) 
But Gov (b^g, X^) = Gov (b^g, b^g) + Gov (b^g, b^^) 
+ Pg^ Var (b^g) + Gov (b^g, b^^) 
Evaluating Xg^ bg^ Gov (b^^, X^), b^^ Gov (bg^, Xg), and 
^13 ^ It (bg^, Xg) in a similar fashion and collecting terms 
we get 
(2.29) 
Gov (S^g^, Sg^^) = Gov (b^g, bg^) + X^^ Gov (b^g, bg^) 
^2t ^^13' ^21 ) ^It ^ 2t ^^13' ^23^ 
+ b^3 bg^ Gov (X^, Xg) + bg^jjTov (b^Q, b^g) 
+ P^^ Gov (b^i, b^g) + Pg^ Var (b^g) 
+ Gov (b^g, b^^jj + b^3 j^Gov (bgQ, bg^ ) 
^It (^21 ^ ^2t ^^21' ^22^ 
+ Y^ Gov (bg^, bg^jj + bg^ Xg^ Gov (b^Q, b^^) 
+ P^ ^ Gov (b^i + b^^) + Pg^ Gov (b^g, b^^) 
+ Y^ Var ^ + bj^^ X^^|cov (bgQ, bg^) 
+ P^^Gov(bg^ ,bg3)+Pg^Cov(bgg, bg3)+Y^Var(bg^^j. 
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In eTaluatir,? (2,23), the M o,\r-.v,•;•,.•; vr, .'.'r.' 
ferent demand equations were assumed to be zero. 
If demand functions are estimated with prices as depen­
dent variables and all explanatory variables are predetermined, 
equations like (2,13) and (2,l4) are the reduced-form equa­
tions, By algebraic transformation, we can get estimates of 
the structural parameters by solving for the X's In terms of 
the other variables. 
Substitution terms could then be estimated by applying 
(2,l6) and using (2,21)-(2,24), 
The variances of the substitution terms can be estimated 
from 
(2.30) 
Var(S^jt^ = VarCb^) + Var(b^^) + C o v { h ^ ^ ,  b^^) 
(2.31) 
Var(Si2t) = Vartb^g) + Var(b^3) + 2%%% Gov (b^g, ^ 23) 
Their covarlances are estimated as 
(2.32) 
Cov(Si2t» ^22^) = Gov(bj2» ^ 2 1 ^  ^It Cov(b22, bg^) 
+ ^ 2^ Cov(b^2, ^21) + ^2t Covib^^, t^^) 
+ b^^ ^2^ Cov(Xj^, X2) 
A  
Before the variances and covarlances of the S^j can be 
computed from (2,30) (2,31) and (2,32), we must estimate the 
variances and covarlances of b^j In different equations. To 
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estimate the latter, we apply Fuller's procedure (I3, pp. 82-
83): 
"Given that a^, ag,,.,,»^ are variables distributed 
with variance-covariance matrix estimated unblasedly 
by Z; z^, Z2»***»^m variables defined by given 
functions of the a's, e.g. = f^ta^, a2,...,ap), 
Zg = &2'''''*r)* Gtc., then the varlance-
covarlance matrix of the z*s Is estimated by 
DZ D« 
where D Is the m by r matrix 
(2,33) D = 
aZj 
aa^ 
a z, 
"â% 
azj 
à a r  
azr 
bar 
±Î1 
a a. 
az, 
a a. 
ÔZ 
m 
az 
m 
a z 
m 
a a. a ar a a. 
The coefficients used In the previous discussion to com-
A 
pute the and their variances and covariances are those 
estimated In demand equations using undeflated data. When de­
mand equations are fitted using deflated data, a modification 
A  
of the procedure discussed above for computing the Is 
required. 
Assume that two equations are fitted using deflated data, 
^Thls and other Ideas In this study are based on Ladd's 
manuscript (28), 
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then we have 
(2.34) ^11 Pit ^12 Pat ^13 ^t ®lt 
(2.35) X2t ~ ^ 20 ^21 P2t •'" ^22 ^Zt ^13 ^t ®2t 
Using p and y to denote deflated data and P and Y to denote 
current data, then 
and 
where is the consumer price index for year t. 
It can also be seen that 
Ô x. 
b. 1 = -Tp^. if j = 1, 2 
and 
è x ^  
' ,jr) 
We wish to estimate 
A ax, à X. 
° TpJ "ST" 
= Blj + ®13 ''jt 
4-1 
But ./P.\ 
(2.36, B, - -'"l - W 
i^ ) 
ij ' a p = b 
J 
I - F/-&) 
= \j 72 ^ 
I* 
= ^  
if we assume that , the change in the consumer price index 
caused by a small change in the price of commodity J, is zero. 
It can also be shown that 
ax, b, _ 
(2.37) = TM 1 
Where deflated data is used 
s'jt = + »13 ""it 
and it can be seen that 
* 
A  8 . . ^  
<2-38' = -if 
It also follows that 
(2.39) Varâ^j^ = -^ Var 
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and 
(2,40) Cov(S^jt, CovfS^jt' Sjit) 
The t-test was used to test hypotheses regarding the S. ., 
A  A  
despite the fact that the independence of and Var(S^j^) 
could not be established. In particular, It was used to test 
Ho : Slit < 0 
Ho ; G22t < 0 
Ho ; ®12t > 0 
Ho i 
^2lt > 0 
Ho ; 
^ I 2 t  
= 
®21t 
In all except the last case, a one-sided t-test was used. 
For Ho : < 0 and Ho : 822t ^ large computed t values 
led to rejection. For Ho « ^ 0 and > 0, only small 
negative computed t values led to rejection of the null-
hypotheses, In testing Ho : ~ '^2lt ^ two-sided t-test 
was used and both large and small computed t values led to 
rejection. 
Estimating substitution terms from logarithmic demand 
equations If the demand functions of two commodities are 
estimated assuming a logarithmic linear relationship, and 
quantities treated as dependent variables, we have 
(2,41) 
Log = a^Q + a^^ Log Log + a^^ Log + e^^ 
4] 
(2.42) 
Log Xgt = ^20 + ^ 21 ^It •*" ^22 ^ °S ^ 2t + ^ 23 ^t + ®2t 
where 
= quantity consumed per capita of commodity 1 In year 
t 
Pjt = price of commodity j In year t 
= disposable Income per capita In year t 
®kt residual term In year t 
1, j, k = 1, 2. 
To estimate 8^^^ and we need to evaluate 
(2.43) = b,, + b. ^ X. 
ax. ÔX, 
^ + -TT-— X. lit "11 ''13 it a M ^it 
and 
(2.44) = b. O + b. r, Xo4. = 
dx. ax. 
- - + -TTTTi- Xr I2t ~ ""12 "13 2t a Pg âM "^2t 
But in a logarithmic relationship, the coefficients re­
present elasticities. Thus 
a Log X 
or 
(2.45) 
'11 a Log P 
= b, 
11 • X 
\ l  = *11 ' p 
• 4 i . ^  
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Similarly 
or 
Also 
6 Log Pg 
^12 " a Log Pg ' dPg * 5Ç 
^2 
= ^12 ' X[ 
X, 
(2,46) b^2 ® &12 * p"" 
2 
à Log x^ aXj ^ 
®13 ' a Log M "dir • ÎÇ 
" ^13 * x^ 
or 
X, 
(2,4?) = ai2 ' %-
Substituting these results in (2,43) and (2,44) we get 
X (ht) 
lit ~ "11 ' "13 
It 
2 
(2,48) 3..+, = a., c— + a 
^It ^ ^It ^ 2t 
(2'49) Sl2t ^12 Pj^ •*" ^13 Mj. 
Similarly, it can be shown that 
A  
. (ht) 2 
(2'50) S22t ' ^22 Pg^ ®23 
A Xpj. X^ . Xgj. 
(2'51) S2lt ^  ^ 21 P^ •^" ^23 
where the X.*s, the P's, and M are the actual observations and 
not their logarithms. 
Extending the above analysis to Include (k-1) commodities, 
it can be shown that in general 
A X,. (X )2 
®lit ' ^11 ®lk 
and 
(^•53) ^ . a,, 
i, j = 1, 
where is the income coefficient in the i^^ equation. 
In case equations (2,41) and (2,42) were estimated with 
prices as dependent variables, we first solve for the X's in 
terms of the other variables, by algebraic transformation, and 
then use (2,52) and (2,53) to estimate the substitution terms, 
Klein's procedure (26, p, 258) could be used to compute 
A  
the variances and covarlances of the S. .'s. However, this was 
A ^ 
not done in this study, and the S^j's computed from logarithmic 
demand functions were merely reported, without performing any 
tests of hypotheses. 
Had equations (2,4l) and (2,42) been fitted using de­
flated data, the coefficients a^j would still be the same. To 
** 
see this, let a^j be the coefficient estimated using deflated 
data, and a*j be the same coefficient estimated using undeflat-
ed data. Then 
4-6 
** 9 log X. ax. (yj-) 
(2.54) = -ji^ y 1, j = 1, 2 
aioggj) 
and 
* Slog X, ax, P, 
(2,55) = a log Pj " "dTJ" • Xj^  • 
But /^j] 
<j = ^ • iif • ^ ^ e) 
* 
Using the same argument as in (2,36), a^^ reduces to 
« *•«• 
ij " ^ 1] 
* * (2,56) a,, = a 
The same argument is applicable to all coefficients in a 
logarithmic equation. This result was to be expected, since 
such coefficients are measures of elasticity, and are there­
fore invariant with the choice of units of measurement. 
Nevertheless, the S^j based on deflated data, should be 
divided by the consumer price index for the relevant year to 
* 
give the desired substitution terras 8^^, This is because 
— 
Sljt = 
** * 
and = «ij yp-T + «13 -TTT 
(îfi ii) 
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or 
** * 
- (2.57) s^jt = It (Sljt) 
We have seen that the are estimated using values of 
the actual variables (as retail prices and consumer income). 
But sometimes demand functions and coefficients are estimated 
using index numbers in lieu of the actual variables. While 
this procedure creates no problems in prediction, the estimat­
ed parameters are not the b^j's used in estimating substitution 
terms. Consequently, only upper or lower bounds of substitu­
tion terms could be computed from those studies. 
Where an index of Income is used in lieu of the Income 
* * 
data, and or lower limits of 8^^^ and could be 
computed. This can be seen by considering an equation of the 
type 
Pi = aQ + + SgM + e 
where and are prices and consumption and M is income. 
This equation can be solved for to give 
= bg + b^ P^ + b2 M + V 
A 
The b's are then used to compute using the relationship 
®llt  = + *2 Xj j  
But when an index of Income payments is used Instead of actual 
Income, an equation of the type 
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= Eq + + 82 • 100 + w 
M is used, where • 100 is the index of income payments 
M 
expressed as a percentage. Solving for gives 
(2,59) ^1 ~ ^ ^1 " • 100 - ^  
1 ®l ®l ^ ®l M *1 
= bo + bi Pi + . 100 + z 
ap ÔP /^M 
^2 = - ^  - ap/axi 
f dp / . 100) 
and b: = _ *2 - M 
'2 - - a^ = - ^Tppnç 
dPj/^M ^ 
a P^/a Xj • 100 
Hence _ 
(2,60) bg = bg • ï§Q 
If M > 100, which Is invariably the case, then bg < bg and the 
* A * 
Silt are upper limits of the Sn^, Similarly, other S^j^ are 
the upper limits of the corresponding S^j^* 
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Some published studies used farm or wholesale prices, and 
not retail prices, in deriving logarithmic demand equations. 
If, as some economists argue (12, p. 25), the absolute value 
of the price elasticity of demand is smaller at the farm and 
** 
wholesale levels than the retail level, S. .. based on farm or 
wholesale prices are the upper limits of the desired 
which are evaluated at the retail level. 
Results 
To determine whether substitution terms possess the 
theoretical properties attributed to them, published studies 
were used which gave demand functions of related commodities 
In the United States, using time-series data (5). 
Published studies used various methods of estimating 
demand functions: least-square regression, the limited in­
formation (single equation) method, and two-stage least-
squares, Some demand equations were estimated as linear 
functions, others as logarithmic linear, A few studies used 
first differences. 
To eliminate difficulties encountered In using published 
studies, partlculary the use of index numbers and non-retail 
prices. United States time-series data of related commodities 
was gathered and used in estimating demand functions. In all 
cases, prices and income were deflated by the consumer price 
index, 1957-59 = 100, and the method of estimation was least-
squares regression. The war-related years were excluded. 
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because they distort the picture. In cases where the time 
element Improved the fit, it was included as an explanatory 
variable. 
For purposes of comparison, both linear and logarithmic 
demand equations were fitted for each of the following groups 
of commodities 
Beef and pork 
Beef, pork, and broilers 
Beef, pork, broilers and lamb and mutton 
Eggs and cheese 
Eggs, cheese and cereals 
In what follows, demand functions and substitution terms 
computed from them will be reported. At the end of this chap­
ter, the results will be discussed and summarized. 
Beef and pork 
Several studies reported beef and pork demand functions. 
The results of each study will be briefly reported, 
Breimeyer (4) estimated logarithmic demand functions for 
the period 1921-41 and 1948-60, using ordinary least-squares. 
His results were as follows 
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(2.61) Log = -.761 - 1.064 log - .06? log Q 
(.097) (.097) 
+ .574 log Y + 1.341 log I + .004t 
(.127) (.085) (.001) 
= .990 
(2.62) Log P = -1.136 - .511 log - 1.027 log Qp 
(.134) (.133) 
+ 1.056 log Y + 1.294 log I - .008t 
( . 1 7 5 )  ( . 1 1 8 )  ( . 0 0 1 )  
R^ = .973 
where the P's refer to current retail prices, Q's to produc­
tion, Y to deflated per capita disposable Income, I to the 
consumer price index, and t to time; the subscripts b and p 
refer to beef and pork respectively. Figures in parentheses 
below the coefficients are their standard errors, 
A summary of the substitution terms estimated from this 
study appears in Table 1. and &re the estimated 
beef substitution effects, while 822% 82^^ the pork 
substitution effects. 
Fuller (l4) derived linear, quarterly demand functions 
for beef and pork to study the effects of seasonal variation 
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Table 1, estimated from Brelmeyer's study 
Year 
A 
Silt 
4 
^22t ^12t ^2lt 
1921 ,4241 3.7866 3.6073 7,0380 
22 .0251 3.1813 3.6848 7.3696 
23 - .2826 3.4088 3.7311 7.6173 
24 - .2681 3.4665 3.7127 7.5923 
25 - .2427 2.9333 3.2013 6,5640 
26 .0476 2,6667 3.0397 6,0873 
27 - ,1644 2.9474 2.9340 5.9865 
28 
-1.4939 3.0791 2.7162 5.5648 
29 - .0655 2.7422 2.6085 5.2688 
1930 -1.4720 2.9244 2.7843 5.6555 
31 - .4585 3.1646 3.3369 6.9677 
32 
- .7757 3.1370 4,4229 9.2877 
33 -1.0145 2.3418 5.1953 10.8192 
34 - .9283 2.3322 4.4913 9.3479 
35 - .5213 1.2726 2,9114 5.9693 
36 - .5211 1.4722 3.2327 6,6088 
37 - .5147 1.4577 2.9169 6,0130 
38 - ,4030 1.7098 3.2653 6,6468 
39 - .5488 1.6734 3.4529 7.0943 
1940 • - .7646 1.6611 3.6878 7.7012 
4l - .5723 1.2560 3.1479 6.4738 
48 .6401 1.7198 1.6897 3.0817 
49 .5894 1.6356 1.7328 3.1857 
1950 .5778 1.5175 1.6352 2 . 9825 
51 .4414 1,6622 1.3928 2,5324 
52 .5533 1.5885 1.5075 2,7278 
53 - .0734 1,1250 1.5892 2.8864 
54 .8275 ,9704 1.5549 2,8197 
55 - .0428 1,0410 1.6969 3.0681 
56 .8141 .9243 1.7005 3.0697 
57 .8669 .7820 1.4734 2.6323 
58 .8939 .8008 1.3660 2,4040 
59 .0955 .9318 1.4848 2,6091 
i960 .9194 .7866 1.4553 2,5510 
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In demand. Equations (2,63) and (2,64) which appear below 
were fitted by least-squares regression 
(2,63) = 87,75 - 2.69 Qr - .47 + .0060 
(.46) (.40) (.0123) 
+ ,226 Pg t-1 + .54 + 2.92 + 2.48 
( . 1 1 0 )  ( 1 . 0 6 )  ( . 7 9 )  ( 1 . 5 5 )  
+ .082 t 
= .958 
p -n ** p 
(2.64) PR = 51.72 - .95 Qg - 2.99 % + .0254 
(.24) (.43) (.0126) 
+ .432 Pg, t-l + 3.57 + .88 + 6.12 
(.140) (1.06) (.69) (1.83) 
( .028) 
= .910 
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where P and Q refer to deflated prices and consumption, t to 
time, and Y to deflated disposable per capita Income; the sub­
scripts R and t refer to prices and consumption at the retail 
level and time respectively; and superscripts B and P to beef 
* 
and pork. An Indicates that the coefficient Is significant-
ly different from zero at the S% level, and that It is 
significantly different at the 1% level. 
The results are summarized In Table 2, 
Melnken, Rojko, and King (31) estimated linear and log­
arithmic demand equations for pork and beef for the period 
1928-41 and 1948-53. The method of estimation used was least-
squares regression. 
The linear demand functions used in the analysis were;^  
(2.65) P^  = 20,700 - 1,210 - ,259 Op + .078 Y + ,422 t 
(.258) (.231) (,012) (,251) 
R^  = ,930 
(2.66) Pp = 1,906 + ,054 - ,339 Op + .053 Y - ,155 t 
(,260) (.233) (.012) (,252) 
R^  = ,850 
The substitution terms and their variances and covariances 
estimated from this study appear in Table 3. 
iThe pork demand equation estimated by Melnken et al, was: 
P_ = 11,54 - ,196 - .676 0 + ,064 Y + .069 t R^  = ,890 
P (.215) (.192) P (.010) (.208) 
When the writer reestlmated the pork equation, using Melnken's 
data, different results were obtained. Consequently, the 
writer's estimate of the pork equation was used. 
55 
Table 2, S, . estimated ij from Fuller*s study 
Year and l^lt & I^2t % 2^1t S 2^21 quarter 
1949-1 -.370 .078 .248 -.209 
2 
-.371 .076 .247 -,224 
3 -.371 .076 .254 -.231 
4 -.374 .081 .245 -.195 
1950-1 -.376 .080 .250 -.207 
2 
-.373 .077 .247 -.221 
3 -.365 .074 ,246 -.225 
4 
-.357 .078 .238 -,186 
1951-1 -.346 .073 ,221 -.191 
2 -.344 .071 .209 -.196 
3 -.342 .070 .216 — ,201 
4 
-.337 .073 .209 -.171 
1952-1 
-.337 .072 .213 -,178 
2 
-.335 .070 .215 -.194 
3 -.330 , 068 .225 -.196 
4 
-.330 .072 .225 -.169 
1953-1 -.331 .070 .237 -.188 
2 
-.337 .069 .250 -.212 
3 -.325 , 066 .250 -.211 
4 
-.325 .069 ,248 -.189 
1954-1 -.325 .067 ,248 -.203 
2 -.326 ,066 ,246 
-.213 
3 -.324 , 066 .251 -.210 
4 
-.327 .069 .246 -.187 
1955-1 -.327 .069 ,246 -.190 
2 
-.327 .067 .251 -.205 
3 -.325 .067 .259 -.204 
4 -.325 .071 .252 -.172 
1956-1 -.325 .071 .257 -.178 
2 -.322 , 068 .257 -.198 
3 -.319 , 066 .253 -.199 
4 
-.317 ,068 .250 
-.177 
1957-1 -.315 ,066 .250 
-.191 
2 
-.312 .064 .243 
-.198 
3 -.307 .063 .245 -.200 
4 
-.307 .065 .240 
-,180 
1958-1 -.306 .063 .229 
-.191 
2 
-.303 .061 .227 
-.195 
3 -.301 ,064 .233 -.176 
Table 3. Sjj estimated from Meinken, Rojko and King's linear demand equations 
a a a a a a a a a 
Year 
^llt ^22t ^12t ^211 Var Silt Var S22t Var Si2t Var S2it Gov (Si2t' ' 
1928 .168 2.622 2.095 6.329 2.259 4.502 6.447 15.735 5.610 
29 .173 2.603 2.093 6.356 2.273 4.472 6.430 15.859 5.626 
1930 .167 2.071 2.031 6.466 2.360 3.450 6.026 16.430 5.523 
31 .173 2.075 2.192 70.82 2.831 3.773 7.011 19.707 6.516 
32 -.002 4.192 2.805 6.841 2.671 9.951 11.602 18.671 3.138 
33 .078 3.747 2.830 7.635 3.313 8.751 11.779 23.109 9.141 
34 .302 2.918 2.600 8.556 4.114 6.189 9.897 28.617 9.383 
35 .365 2.208 2.411 8.697 4.240 4.443 8.469 29.469 8.799 
36 .540 2.531 2.454 9.536 5.073 5.087 8.793 35.188 9.857 
37 .546 3.704 2.614 9.336 4.359 8.085 10.053 33.693 10.393 
38 .499 2.329 2.479 9.212 4.736 5.718 8.993 32.865 9.647 
39 .480 2.692 2.481 9.214 4.742 5.450 9.001 32.913 9.643 
1940 .497 3.312 2.584 9.252 4.780 7.035 9.813 33.153 10.145 
41 .617 6.143 3.041 9.545 5.045 17,314 13.732 35.128 12.591 
48 .625 3.686 1.346 7.114 2.797 6.531 5.073 19.333 5.717 
49 .539 3.339 1.887 6.715 2.497 6.931 5.289 17.275 5.515 
1950 .432 4.350 1.975 6.124 2.033 3.590 5.304 14.422 5.231 
51 
ro 
.288 4.268 1.876 5.095 1.448 8.158 5.237 10.043 4.169 
dz 
53 .558 4.643 1.917 6.378 2.249 9.42E 5.473 15.543 5.387 
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The logarithmic demand functions for beef and pork esti­
mated by Melnken, Rojko, and King were: 
(2.67) 
Log P, = -2,056 - 1.136 log + ,026 log 0 + 1.834 log Y 
(.231) (.202)  ^(.232) 
= .94 
(2 .68 )  
Log = -1,870 - .039 log Q. -.974 log Q + 1.709 log Y 
P (.252)  ^(.221) P (.252) 
= .89 
Substitution terms estimated from these equations appear 
In Table 4. 
For purposes of comparison, the writer fitted both linear 
and logarithmic demand equations for beef and pork. United 
States time-series data covering the period 1921-65 was used, 
excluding the years 1942-47, Prices were treated as dependent 
variables. 
Pitting linear and logarithmic demand functions indicated 
the presence of positive serial correlation in both the pork 
and beef equations. To overcome this difficulty, the equa­
tions were reestimated, using Theil and Nagar's procedure 
given by (2,10). The results are reported below 
(2.69) Pv = 72.187 - 1.268** Q. 
 ^ (.190)  ^
R^  = .988 d = 1.5535 P = .511 
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Table 4. estimated from Melnken, Rojko and King's loga 
rithmlc demand equations 
A A 7i 
Year Slit ®22t ^ I Z t  S21t 
1928 1.722 1.510 3.205 3.386 
29 1.917 1.771 3.289 3.465 
1930 2,l40 1.601 3.293 3.468 
31 2,222 1.591 3.786 4,005 
32 1.961 2.223 5.140 5.459 
33 2.327 2.468 5.555 5.897 
34 2.790 2.288 5.243 5.554 
35 3.039 1.681 4.651 4,922 
36 3.745 1.907 5.218 5.513 
37 3.533 2.402 5.524 5.831 
38 3.443 1.942 4,967 5.172 
39 3.022 1,576 4,418 4,677 
1940 2.855 1.549 4,533 4,790 
41 3.140 4.420 5.997 6,304 
48 2.617 1.926 3.454 3,618 
49 2.540 2,173 3.378 3.528 
1950 2.091 2.469 3.291 3.437 
51 1.499 2.470 2,747 2,868 
53 2.097 2.394 3.472 3.638 
(2 .70)  Pp = 113.210 -  ,370 -  .996 + .015 Y 
( .157)  ( .123)  ( .005)  
= ,983 d = 1.3323 P = .604 
where 
Pp are deflated prices of beef and pork, In c/lb. 
Qb» Qp are per capita consumption of beef and pork, in lbs, 
Y is the deflated per capita disposable Income, in dollars, 
and d is the Durbln-Watson statistic, p is the estimated 
autocorrelation coefficient. 
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Solving (2,69) and (2,70) for the Q's yielded the follow­
ing equations 
(2.71) = 38,960 - .848 + .202 + .042 Y 
(2 .72)  Qp =  99 .439 +  .315 Pb -  1 .079 Pp -  .001 Y 
Substitution terms and their variances and covariances 
were then estimated from these equations and the results are 
reported in Table 5o 
Logarithmic beef and pork demand equations fitted by the 
writer showed positive autocorrelation. Consequently, both 
equations were reestimated, using Theil and Nagar's procedure. 
This improved the fit and reduced the standard errors of the 
coefficients. The reestimated equations were: 
(2.73) 
Log P^  = ,546 - ,849** log -.234 log* + 1,001** log Y 
(.105) (.103) (.082) 
= .999 d = 1.3173 P = .523 
(2 .74)  
Log Pp = 2.681 - .347* log - 1.014** Qp + .467** Y 
(.156) (.153) (.121) 
= ,999 d = 1,2823 p = .526 
Solving (2,73) and (2,74) for and Qp, the following 
equations were obtained* 
(2.75) 
Log = -,093 - 1,268 log P^  + ,293 log Pp + 1,133 log Y 
Table 5. Sj^j estimated from linear beef and pork d 
A A ^ A A 
Year Si2t ^it ^ar 
1921 1 .5917 -1. 8286 4. 3827 0.4353 .2051 
22 1 .9065 -1. 9522 4. 7401 0.4594 .2850 
23 1 .9027 -1. 9327 5. 2189 0.4510 .2826 
24 1 .8893 -1. 9258 5. 1872 0.4497 .2790 
25 1 .8429 -1. 8676 4. 5346 0.4386 .2655 
26 1 .8688 -1. 8484 4. 3916 0.4341 .2714 
27 1 .5904 -1. 8876 4. 7074 0.4494 .2068 
28 1 .2681 -1. 9179 4. 9816 0.4631 .1456 
29 1 .3444 -1. 9157 4. 8901 0.4618 .1563 
1930 1 .3285 -1. 9612 4. 8502 0.4749 .1547 
31 1 .4430 -2. 1560 5. 4290 0.5219 .1833 
32 1 .4744 -2. 4050 6. 2303 0.5842 .1973 
33 1 .9100 -2. 5384 6. 576 0.6082 .3083 
34 2 .7185 -2. 4440 5. 8322 0.5678 .5618 
35 1 .9163 -2. 3515 4. 3766 0.5711 .3046 
36 2 .4008 -2. 3400 4. 3704 0.5532 .4471 
37 1 .9664 -2. 2613 4. 7636 0.5428 .3140 
38 1 .9511 -2. 3077 5. 0391 0.5540 .3115 
39 1 .9967 -2. 3537 5. 6413 0.5616 .3253 
1940 1 .9975 -2. 3512 5. 3008 0.5566 .3250 
41 2 .2850 -2. 2275 D. 6090 0.5203 .4039 
48 1 .4840 -1. 3629 5. 4C36 0.3165 .1677 
49 1 .5337 -1. 3759 w • ^ 313 0.3187 .178] 
mand equations 
Var S22t Var Si2t Var S2it Gov (Si2t* S^it) 
0461 .9834 .1953 .1046 
0519 1.1511 .2322 .1280 
0456 1.4041 .2259 .1301 
0453 1.3868 .2241 .1289 
0469 1.0846 .2132 .1120 
0474 .9869 .2116 .1062 
0473 1.1371 .2046 .1156 
0469 1.2763 .1947 .1237 
0477 1.2286 .1975 .1215 
0514 1.2066 .2052 .1237 
0612 1.5133 .2467 .1520 
0737 1.9962 .2979 .1942 
0821 2.2237 .3540 .2163 
0824 1.7411 .3854 .1865 
0915 .9707 .3221 .1379 
0844 1.2062 .3455 .1509 
0730 1.1548 .3020 .1424 
0792 1.2942 .3103 .1531 
076/! 1.6294 .3202 .1733 
0630 2.0458 .3162 .1701 
065^ 1.6153 .3074 .1623 
0246 .5945 .1182 .0604 
02:1 .6042 .1216 .0614 
abl( 
ear 
950 
51 
52 
53 
54 
55 
56 
57 
58 
59 
960 
61 
62 
63 
64 
65 
5 (Continued) 
a ^ a a  a  a -  a  a  
Silt ^22t %2t 2^1+ l^lt %2t %2t ^21t 
1.4990 -1.3644 
1.1139 -1.2661 
1.3126 -1.2394 
1.8526 -1.2211 
1.9165 -1.2124 
1.9721 -1.2230 
2.0405 -1.2054 
1.9247 -1.1590 
1.7271 -1.1271 
1.7259 -1.1249 
1.7929 -1.1050 
1.8424 -1.0909 
1.8334 -1.0798 
1.9528 -1.0682 
2.0829 -1.0544 
2.0373 -1.0315 
3.4637 0.3161 
3.3233 0.2991 
3.2737 0.2875 
2.8800 0.2722 
2.7197 0.2693 
3.0120 0.2690 
2.9852 0.2627 
2.6404 0.2550 
2.5362 0.2516 
2.7976 0.2494 
2.6524 0.2433 
2.5196 0.2391 
2.5467 0.2361 
2.5326 0.2298 
2.5491 0.2231 
2.2704 0.2197 
.1707 .0242 
.1007 .0201 
.1321 .0192 
.2430 .0208 
.2531 .0213 
.2720 .0201 
.2886 .0194 
.2579 .0193 
.2109 .0184 
.2103 .0168 
.2247 .0167 
.2356 .0169 
.2330 .0163 
.2609 .0155 
.2930 .0151 
.2806 .0157 
.6130 .1186 
.5684 .0933 
.5535 .0960 
.4243 .1114 
.3775 .1127 
.4651 .1149 
.4571 .1144 
.3560 .1055 
.3283 .0958 
.4016 .0946 
.3602 .09^3 
.3244 .0942 
.3318 .0924 
.3417 .0940 
.3329 .0957 
.2623 .0922 
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(2.76) 
Log Op = 2,087 + .434 log - 1.061 log + .061 log Y 
Substitution terms were then computed from the above 
equations and the results are shown In Table 6, 
Beef, pork, and broilers 
As an extension of the previous analysis, linear and log­
arithmic demand functions were estimated for three commodities 
competing for the consumer's budget, namely, beef, pork, and 
broilers. Because broiler consumption data Is available since 
1948 only, the equations were fitted using United States time-
series data covering the period 1948-65, As before, prices 
were treated as dependent variables. 
Estimated linear demand functions were: 
(2.77) = 139.376 - 1.742 - .054 - .426 + .025 Y 
(.182) (.215) (.665) (,013) 
+ 1.383 t 
= ,964 d = 1.6506 
(2.78) Pp = 173.860 - .706** - 1.466** Qp - I.296 
(.189) (.223) (.691) 
+ ,020 Y + .737 t 
(.014) (1.329) 
= .932 d = 1.1270 
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Table 6, 8^ ^^  estimated from logarithmic beef and pork equa­
tions 
A  A A A  
Year 
Silt ^22t ^ i z t  ^ Z l t  
1921 2.3841 -1,5860 6,2896 1.2091 
22 2,4301 
-1.7390 6,4334 1.2798 
23 2,0072 -2,1185 6,4657 1.3616 
24 2,0852 -2.0935 6,4933 1.3357 
25 1.9925 -1.5211 5.5953 1.1586 
26 2,0229 -1.3602 5.3101 1.0894 
27 1.5980 
-1.5397 5.1316 1.0904 
28 1.2653 -1,7223 4,7516 1.0035 
29 1.2958 -1,6638 4,5685 0,9436 
1930 1,4454 -1.6493 4,8576 0,9863 
31 1,6145 -2,0609 5.7908 1,2102 
32 2,0777 -3.2857 7.6712 1.5269 
33 2,7845 -3.7452 9.1421 1.7780 
34 4,2133 -2,4946 8,9695 1.5607 
35 2,6111 -1.3113 5.0747 0,8914 
36 2,8801 -1.5145 5.8255 1.0656 
37 2,2004 -1.5018 5.0626 0,9428 
38 2,2601 -1,7481 5.6925 1.0992 
39 2,0802 -2,1752 5.9975 1,1804 
1940 1,8564 -2,8596 6,4484 1.3213 
4l 1.8347 -2,1298 5.5123 1.1462 
48 1.3399 -0,8968 2,9975 0,5122 
49 1.3487 -1,0076 3.1167 0,5535 
1950 1.2339 -1,0548 2.9363 0,5146 
51 0.8775 -1,0117 2,5014 0,4514 
52 1.0797 -1,0609 2,7204 0,4708 
53 0,1565 -0,8535 2,8771 0.5113 
54 1,6652 -0,7938 2.7938 0,4885 
55 1,5818 -1,0620 3.0443 0.5450 
56 1.5754 -1.1361 3,0608 0,5559 
57 1.4963 -0,8922 2,6431 0,4747 
58 1.3836 -0,8132 2,4131 0,4153 
59 1.3289 -1,0434 2,6301 0,4541 
I960 1.3952 -1,0180 2,5881 0,4442 
6i 1,4263 
-0,9352 2,4998 0.4331 
62 1.3868 
-0,9537 2,4747 0,4269 
63 1.4913 -1,0201 2,6082 0.4470 
64 1.5123 -1,0442 2,6199 0.4593 
65 1,3948 -0.8272 2,2212 0,3922 
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(2 .79)  
Pj ,  =  103.285 -  .503 % -  .294 -  2 .860 + .020 Y 
(.155) (.183) (.567) (.011) 
+ 1,-380 t 
(1.090) 
= .992 d = 1.6272 
where t refers to time and the subscript c to broilers. Prices 
are In cents per pound, quantities In pounds per capita and 
Income Is dollars per capita. 
These equations exhibited no evidence of positive auto­
correlation. When the system was solved for Q's, it yielded 
the following equations; 
(2 .80 )  
= 73.759 - .601 + .005 Pp + .088 P^ + .013 Y + .706 t 
( 2 . 8 1 )  
Qp = 68,556 + .216 - .752 Pp + .309 Pq + .004 Y + .171 t 
( 2 . 8 2 )  
Qg = 16,437 + .083 P^  + .076 Pp + .397 Pq + .004 Y + .377 t 
Substitution terms in Table 7 were estimated from the 
above equations, where now S^ j, j = 1, 2, 3 refers to the 
broiler substitution effects. 
The results of fitting logarithmic demand functions were 
(2.83) Log P^  = 3.550 - 1.033 log + .0003 log Qp 
(.102) (.158) 
- .076 log Qg + .059 log Y + .009 t 
(.053) (.134) (.002) 
= .950 d = 2,7799 
Table 7, S e s t i m a t e d  f r o m  linear beef, pork, and broiler demand equations 
a  a  a  A a  a  a  a  a  
Year 
^llt Sl2t Sl3t S21t ^22% S23t ^311 ^321 ^33t 
1948 .0554 .9848 .1903 .4955 -.5962 .3950 .3368 .3919 -.4475 
49 .0669 .9928 .2205 .5036 -.6024 .4065 .3434 .3952 -.4441 
1950 .0600 1.0050 .2400 .4969 -.5900 .4103 .3382 .3981 -.4322 
51 -.0277 .9651 .2466 .4345 -.5357 .3874 .2875 .3792 -.3927 
52 .0403 .9526 .2596 .4458 -.5215 .3846 .3021 .3736 -.3786 
53 .2102 .8297 .2660 .4948 -.5532 .3843 .3521 .3352 -.3732 
54 .2315 .7303 .2843 .4996 -.5650 .3887 .3575 .3197 -.3656 
55 .2476 .8706 .2866 .5059 -.5393 .3904 .3633 .3477 -.3663 
56 .2741 .8633 .3304 .5077 -.5301 .3994 .3673 .3442 -.3461 
57 .2503 .7586 .3432 .4861 -.5355 .3933 .350/1 .3094 -.3271 
58 .1984 .7279 .3714 .4592 -.5243 .3942 .3271 .2979 -.3069 
59 .2007 .3093 .3787 .4567 -.4934 .3943 .3257 .3224 -.3013 
1960 .2266 .7652 .3804 .4586 -.4954 .3905 .3296 .3077 -.2943 
61 .2454 .7247 .4076 .4603 -.5002 .3960 .3326 .2944 -.2316 
62 .2463 .7337 .3992 .4562 -.4892 .3932 .3300 .2964 -.2795 
63 .2972 .7455 .4114 .4641 -.4769 .3908 .3395 .2992 -.2709 
64 .3315 .7358 .4121 .4729 -.4707 .3876 .3499 .2953 -.2655 
65 .3226 .6717 .4278 .4641 -.4790 .3882 .3430 .2744 -.2542 
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(2.84) Log Pp = 4.913 - .366 log -
( . 1 0 2 )  
** 
1.218 log Qp 
(.158) 
.118 log - .047 log Y - .001 t 
(.053) (.134) (.002) 
R' 2 951 d = 1.4091 
(2.85) Log = .854 + .117 log + .146 log - .146 log 
(.188) (.289) (.097) 
+ .227 log Y - .019 t 
There was no evidence of positive autocorrelation in the 
equations. Since no evidence exists to the contrary, a linear 
time trend was assumed. 
Solving the equations for Q's we obtain 
(2 .86)  Log = 2.688 -  .938 log P^ + .053 log Pp+ .477 log P^ 
-  ,044 log Y 
(2 .87)  Log Qp = 2 .249 + .322 log P^ - .769 log Pp+ .452 log P^ 
- .158 log Y + .005 t 
(2 .88)  Log = 1.027 - .433 log P^ -  .726 log Pp-6.053 log P^ 
+ 1.365 log Y + .112 t 
The presence of negative Income coefficients in (2.86) and 
(2,87) suggests that the assumption of linear demand relation­
ships Is more appropriate. A logarithmic relationship would 
indicate that beef and pork are inferior commodities according 
d X to one definition (-^  < 0) and pork is inferior according to 
(.247) 
R^  = .978 
(.004) 
d = 1.3720 
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^ Y 
the other definition also (-^  >0), 
Results are reported in Table 8, It should be noted that 
if linear demand functions for beef and pork are assumed, the 
results indicate that the two commodities are substitutes, 
a  a  
(5^ 2%; '^ 2lt ^  but when logarithmic functional relationships 
,  a  a  
are assumed, beef and pork are complements (8^ 2%,  ^0), 
This further suggests that a linear relationship is more real­
istic. 
Beef, pork, broilers and mutton 
As before, linear and logarithmic demand functions were 
fitted for each of the four relationships, with prices treated 
as dependent variables. The period 1948-65 was studied. 
The linear demand functions obtained were 
(2.89) Pb = 115.342 - 1.976 - .215 Qp - .481 
(.186) (.197) (.571) 
+ 2.840 + .488 Y + .902 t 
(1.230) (.015) (1.116) 
= .976 d = 2.3136 
(2.90) Pp = 157.543 - .886** - 1.576** Qp - 1.334 Qc 
(.219) (.232) (.670) 
+ 1.928 + ,036 Y + .410 t 
(1.445) (.018) (1.311) 
R^  = ,941 d = 1,5481 
Year 
1948 
49 
1950 
51 
52 
53 
54 
55 
56 
57 
53 
59 
1960 
61 
62 
63 
64 
65 
Sjj estimated from logarithmic beef, pork, and broiler demand equations 
lit 12t 
a  
1^3t 211 
a  
^22t 
a  
323t 
a  
Ssit 
a  
S32t 
- .7047 -.0642 .3339 -.1153 -1.2745 .3971 .2584 .3026 
- .7814 -.0623 .3565 -.1011 -1.3647 .4096 .3422 .3906 
- .7038 -.0555 .362/1 -.0974 -1.3767 .4246 .3846 .4440 
- .5297 -.0490 . 3065 -.0746 -1.3480 .4137 .3771 .5180 
- .6018 -.0507 .3451 -.0938 -1.3737 .4200 .4582 .5614 
- .9371 -.0447 .4377 -.0862 -1.0647 .3746 .5732 .4863 
- .9709 -.0459 .4985 -.0877 - .9730 .3924 .6557 .5048 
- .9981 -.0430 .4335 -.0804 -1.2376 .4210 .6348 .5190 
-1.0514 -.0371 .5850 -.0701 -1.2768 .4381 .7832 .6054 
- .9690 -.0330 .5396 -.0651 -1.0089 .4517 .8250 .5917 
- .8049 -.0325 .5593 -.0750 - .9357 .4377 .8928 .6720 
- .7903 -.0321 .6259 -.0779 -1.1752 .5567 .8918 .7352 
- .3364 -.0274 .6393 -.0748 -1.1161 .5240 .9290 .6893 
- .8770 -.0251 .7232 -.0683 -1.0176 .5592 1.0333 .7099 
- .8463 -.0243 .6912 -.0686 -1.0333 .5408 .9863 .6875 
- .9088 -.0229 .7339 -.0722 -1.0894 .5635 1.0600 .7069 
- .9948 -.0174 .3327 -.0395 -1.0856 .6101 1.0656 .6502 
- .9440 -.0149 . 3C26 -.0490 - .3843 .5448 1.0672 .6062 
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(2 .91)  =  98.616 -  .549 Qb -  .326 Qp -  2 .871 + .552  Q.  
(.192) (.203) (.588) (1.267) 
+ .025 y + 1.278 t 
(.016) (1.149) 
= .992 d = 2.5148 
(2.92) P,  =  127.502 -  .845 Qh -  .109 -  .757 Q 
( .212)  ( .224)  ( .649)  
** 
- 5.109 + .016 Y + .826 t 
(1.400) (.017) (1.270) 
= .956 d = 2.1486 
where the subscript 1 refers to lamb and mutton. 
There was no evidence of positive autocorrelation in the 
equations. Solving for Q's we get 
(2 .93)  Qb =  62 .555 -  .465 P^ + .056 + .111 P^ -  .225 
+ .021 Y + .440 t 
(2.94) Qp = 64 .149 + .271 P^ -  .731 Pp +  .318  -  .O91 
+ .007 Y - .279 t 
(2 .95)  % = 17 .156 + .070 P^ + .071 Pp -  .399 Pc +  .023 Pj  
+ .004 Y + .402 t 
(2.96) = 10.641 + .061 - .004 Pp + .034 P^  - .160 
- .001 Y - .035 t 
The own and cross substitution effects estimated for these 
four commodities are reported in Table 9. 
Table 9, estimated from linear beef, pork, broiler, and mutton demand equations 
a  a a a a  a a a  
Year Silt ^ I 2 t  ^13t Si4t 2^1t S22t 2^3t 
1948 .6931 1.6481 .2703 -.1557 .7394 -.3452 .4254 -.0710 
49 .7175 1,66l4 .3134 -.1800 .7524 -.3494 .4430 -.0793 
1950 .7006 1.6807 .3505 -.1783 .7419 -.3344 .4521 -.0785 
51 .5141 1.6119 ,3640 -.1790 «6421 -.2910 ,4318 -.0773 
52 .6120 1.5907 .3856 -.1592 ,6645 -.2802 ,4323 -.0704 
53 .8823 1.3917 .3962 -.1468 .7512 -.3405 .4336 -.0661 
54 .9144 1.3118 .4260 -,1484 .7599 -.3637 ,4422 -.0666 
55 ,9421 1.4578 ,4296 -.1489 .7706 -.3176 ,4444 -.0668 
56 .9770 1.4451 .5006 -.1489 .7755 -.3099 .4637 -.0665 
57 ,9205 1.2743 .5226 -.1503 .7415 -,3402 ,4609 -,0664 
58 ,8228 1.2234 .5690 -.1463 .6973 -.3366 .4687 -,0646 
59 ,8226 1.3545 .5811 -.1327 .6939 -.2871 .4705 -,0600 
i960 , 8566 1.2825 .5843 -.1306 .6987 -.2996 .4673 -.0591 
61 .8819 1.2166 .6285 -.1252 ,7028 
-.3139 .4792 -.0571 
62 .8778 1.2306 .6154 -.1218 ,6968 -.3010 .4717 -.0558 
.9380 1,2491 .6354 -.1243 .7119 -,2862 .4752 -,0564 
64 1.0035 1,2329 .6369 -.1363 .7286 -.2825 ,4722 -,0602 
65 .9813 1.1387 .6628 -.1436 .7147 -.3059 .4766 -.0624 
Table 9 (Continued) 
a  a a a a a a a  
Year 3^1t 3^2t S33t 3^4t 4^lt 4^21 4^3t 4^4t 
1948 .3212 .3859 -.4499 .0489 .0134 -.0801 .0340 -.1963 
49 .327? .3892 —,4465 .0457 .0127 -.0807 .0324 -.1971 
1950 .3227 .3921 -.4346 .0446 .0130 -.0816 .0302 -.1952 
51 .2731 .3737 -.3949 .0387 .0185 -.0782 .0261 -.1801 
52 .2680 .3682 -.3808 .0409 .0129 -.0772 .0241 -.1770 
53 .3382 .3298 -.3753 .0427 -.0003 -.0677 .0233 -.1762 
54 .3436 .3143 -.3677 .0421 -.0020 -.0639 .0217 
-.1753 
55 .3494 .3423 -.3685 .0422 -.0032 -.0708 .0217 
-.1759 
56 .3535 .3390 -.3483 ,0412 -.0055 -.0702 .0176 -.1732 
57 .3371 .3043 -.3292 .0386 -.0042 -.0620 .0152 -.1670 
58 .3142 .2929 -.3088 .0375 -.0006 -.0596 .0119 -.1626 
59 .3129 .3174 -.3033 .0396 -.0009 -.0658 .0110 -.1619 
i960 .3170 .3028 -.2962 .0390 -.0031 -.0624 .0103 -.1594 
61 .3202 .2896 -.2835 .0393 -.0047 -.0592 .0078 
-.1579 
62 .3176 .2917 -.2814 .0393 -.0049 -.0599 .0080 -.1562 
63 .3273 .2945 -.2727 .0381 -.0082 -,0607 .0066 
-.1541 
64 .3378 .2907 -.2673 .0350 -.0118 
-.0599 .0060 -.1514 
65 .3312 .2699 -.2561 .0326 -.0114 
-.0550 .0042 -.1485 
n 
The estimated logarithmic demand funotlonu for theae four 
commodities were 
(2.97) Log = 3.745 - 1.102 log - .049 log 
(.109) (.154) 
- .074 log Qg + .084 log + .047 log Y 
(.051) (.058) (.129) 
#* 
+ .009 t 
(.002) 
= .958 d = 2.6847 
'U"U-(2.98) Log Pp = 4.951 - .379 log - 1.228 log 
( . 1 1 8 )  ( . 1 6 8 )  
- .117 log + .016 log - .049 log Y-.OOl t 
(.055) (.063) (.140) (.002) 
= .951 d = 1.3452 
(2.99) Log P^  = .398 + .278 log + .260 log - .150 log 
(.187) (.266) (.087) 
- .197 log + .257 log Y - .020 t 
(.099) (.222) (.004) 
= .984 d = 1.7292 
(2.100) Log P^  = 2.809 - ,403 log + .014 log 
(.116) (.165) 
- .088 log Q2-.305 log + .002 log Y 
(.054) (.062) (.137) 
+ .003 t 
(.004) 
R^  = .945 d = 2.6952 
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No evidence of positive autocorrelation was detected. 
Solving for the Q's as before, we get 
(2.101) Log = 3,604 - ,641 log + .128 log 
+ .509 log P^  ^- .498 log P^  - ,094 log Y 
+ .018 t 
(2.102) Log Qp = 2.367 + .454 log P^  - .734 log Pp 
+ .479 log P^  ^- .222 log P^  - .180 log Ï 
+ ,005 t 
(2.103) Log = 9.312 - 2.478 log P^  - 1.239 log Pp 
- 6.504 log P^  ^+ 3.454 log P^  + 1.720 log Y 
- .119 t 
(2.104) Log = 3.008 + 1.582 log P^  + .155 log Pp 
+ 1.266 log P^  ^- 3.627 log P^  - .375 log Y 
+ .024 t 
Based on the assumption of logarithmic demand relation­
ships, these equations indicate that beef, pork, and mutton 
and lamb all have negative income elasticities of demand, or 
that these commodities are inferior (-^  < 0). The assumption 
of linear demand relationships, therefore, is more realistic. 
Substitution terms were estimated from equations (2.101)-
(2,104), and the results are reported in Table 10. 
Table 10, S^ j estimated from logarithmic beef, pork, broiler and mutton demand 
equations 
A A A A A A A a  
Year Silt Sl2t Sl3t 5i4t ^ Z l t  ^zzt •
P CV
J CO 
^24t 
1948 -,6050 -.1253 .3711 -.3962 -.0585 -1,3067 .4177 -.2542 
49 -.6627 -.1205 .3940 -.3807 -.0349 -1.3940 .4301 -.2373 
1950 -.5979 -.1050 .3986 -.3663 -.0370 -1.4021 .4451 -.2327 
51 -.4475 -.0939 .3359 -.2895 -.0188 -1.3746 .4320 -.2133 
52 -.5135 -.0962 .3762 -.3308 ..0389 -1.3989 .4378 -.2249 
53 -.7918 -.0912 .4775 -.4828 -.0236 -1,0805 .3916 -.2296 
54 -.8226 -.0844 .5438 -.4861 -.0288 - .9861 ,4092 -.2126 
55 -.8392 -.0750 .5327 -.5102 -.0118 -1.2487 .4394 -.2422 
56 -.8796 -.0602 .6378 -.5238 -.0032 -1.2841 .5100 -.2408 
57 -.8122 -.0551 .6408 -.4857 -.0041 -1.0153 .4714 -.2051 
58 -.6822 -.0556 .6038 -.4230 -.0248 - .9434 .4558 -.1867 
59 -.6690 -.0532 .6798 -.4493 -.0227 -1.1813 .5803 -.2227 
i960 -.7071 -.0417 .6935 -.4724 -.0204 -1.1193 .5461 -.2163 
61 
-.7390 -.0374 .7917 -.5125 -.0144 -1.0202 ,5835 -.2179 
62 -.7144 -.0351 .7514 -.4801 -.0152 -1,0361 .5636 -.2097 
63 -.7666 -.0309 .8022 -.5014 -.0169 -1,0900 .5876 -.2118 
64 -.8326 -.0185 .9093 -.5106 -.0009 -1,0842 .6290 -.2007 
65 -.7889 -.0146 ,8744 -.4750 -.0045 -.8826 .5687 -.1729 
Table 10 (Continued) 
a a  a  a  a  a  a  a  
Year 
^3lt ^32t S33t ^34t ^411 ^421 ^43t ^44t 
1948 .1850 .3532 - .5095 .3258 .0286 -.0716 .0776 -.2566 
49 .2301 ,4506 - .6843 .3928 .0301 -.0590 .0651 -.1964 
1950 .2613 .5084 - ,86o4 .4630 .0263 -.0537 , 0656 -.1897 
51 .2464 .5956 - .9646 .4939 .0199 -,0431 .0519 -.1425 
52 .3157 .6422 -1.0973 .5784 .0411 -.0519 .0638 -.1795 
53 .3777 .5494 -1.1760 ,7082 .0354 -.0483 .0751 -.2371 
54 .4402 ,5684 -1,4498 .7724 ,0342 -.0449 .0801 -.2286 
55 .4051 .5734 -1.4062 .7996 .0375 -.0461 .0761 -.2326 
56 .4805 ,6536 -2.0391 .9916 ,0380 -.0422 .0876 -.2291 
57 .5184 ,6429 -2,3010 .9092 .0327 -.0337 ,0816 -.1990 
58 .5988 .7368 -2.6197 1.0953 ,0258 -.0338 ,0804 -.1827 
59 .5911 .7970 -3,0611 1.2010 .0305 -.0414 ,1064 -.2256 
i960 .6120 .7352 -3.0805 1.2473 ,0310 -.0378 ,1048 -.2289 
61 .6699 .7514 -3.7994 1.4597 .0336 -.0374 .1219 -.2514 
62 ,6442 .7268 -3.5446 1.3501 .0332 -.0370 .1167 -.2410 
63 .6898 .7376 -3.7901 1,4030 .0319 -.0356 .1134 -,2277 
64 .6596 ,66l4 -4,1563 1.3673 .0296 -.0268 .1036 -.1832 
65 .6488 .6160 -4,2839 1.3585 .0255 -.0200 .0855 -.1501 
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Table 10 also shows that if a logarithmic relationship is 
a  a  
assumed, beef and pork are complementary goods a.nd 
are negative), as are pork and lamb. But theoretical consider­
ations and empirical evidence contradict this result. This 
supports other evidence that a logarithmic relationship may 
not be appropriate. 
Red meat and poultry meat^  
Both red and poultry meat can be viewed as composite com­
modities, If the component parts of each composite commodity 
2 have experienced price changes which are roughly proportionate 
during the period studied, then each composite commodity could 
be treated as a single commodity, and substitution terms com­
puted in the usual manner. 
Linear and logarithmic demand furetions were fitted for 
red meat and poultry meat, regressing retail prices on consump­
tion and per capita personal disposable Income, Analysis 
covered the period 1921-60, excluding the years 1942-4?, The 
explanatory variables were all assumed to be predetermined, 
B^y red meat is meant beef, veal, lamb and mutton, and 
pork, excluding lard. By poultry meat is meant chicken, tur­
keys, ducks and geese, 
2 
This proposition is not entirely accurate, especially In 
the case of red meat. 
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When linear demand equations were fitted, positive auto­
correlation was detected, and the equations were reestlmated, 
using Theil and Nagar's procedure. The results were 
(2.105) Pg, = «7.856 - ,597 0^  - .304 + .037 Y 
(.077) (.253) (.005) 
= .996 d = 1,5412 p = .407 
(2 .106)  Pp = 80,079 - ,103 Qj^ - 2,126 (L + ,028  Y 
(.098) (.350) (.007) 
= .983 d = 1.6010 p = ,637 
As before, the P's refer to price per lb, in cents, deflated; 
the Q*s to per capita consumption, in lbs; and Y to per capita 
disposable income in dollars, deflated. The subscripts m and p 
refer to red meat and poultry meat respectively. 
Solving (2,105) and (2.106) for Q's gave the following 
equations : 
(2 .107)  Qjjj = 131.210 - 1,717 P^  ^+ ,246 P^  + .057 Y 
(2.108) Q = 31.307 + .083 PjQ - .482 P + .013 Y 
Substitution terms and their variances and covariances 
were estimated, and the results reported in Table 11. 
Positive autocorrelation was also detected when logarithm­
ic equations were fitted. As before, Theil and Nagar's pro­
cedure was used to reestlmate the equations which appear below. 
lable 11. 5ij estimated from linear red and poultry meat equations 
a a a a  a  a a  a a  
Year Sut ^22t Si2t S21t Var Var 322t Var Si2t Var S2lt Gov (Si2t, S21t) 
1921 7.8846 -.4461 1.8313 2.5600 8.6023 .1350 .3702 3.7737 -.0407 
22 8.7137 -.4580 2.0317 2.8000 10.3637 .2223 .4419 4.5163 -.0498 
23 9.4210 -.4435 2.0263 2.9476 11.7205 .2194 .4350 5.0103 -.0607 
24 9.3799 -.4619 1.9334 2.9356 11.6222 .2049 .4093 4.9694 -.0611 
25 8.5245 -.4399 1.9326 2.7209 9.8398 .2017 .4013 4.2658 -.0485 
26 8.2703 -.4385 1.9076 2.6567 9.3365 .1971 .3924 4.0656 -.0453 
27 8.2322 -.4228 2.0460 2.6620 9.3239 .2199 .4347 4.0809 -.0429 
28 8.1325 -.4437 2.0065 2.6497 9.1925 .2155 .4279 4.0423 -.0418 
29 8.0752 -.4503 1.9779 2.6367 9.0882 .2115 .4203 4.0024 -.0412 
1930 3.0973 -.4284 2.1758 2.6622 9.2193 .2456 .4339 4.0791 -.0390 
31 9.0633 -.5121 2.206^ 2.9626 11.4653 .2645 .5272 5.3094 -.0520 
32 10.1639 -.5592 2.5046 3.3151 14.3780 .3363 .6691 6.3272 -.0653 
33 11.2455 -.5701 2.7319 3.6171 17.2905 .3933 .7773 7.5363 -.0816 
34 11.5440 -.5903 2.4727 3.6513 17.8388 .3352 .6696 7.6843 -.0912 
35 8.4757 -.5895 2.3510 2.9259 10.7631 .3077 .6180 4.9203 -.0368 
36 9.7215 -.5565 2.4447 3.1998 13.3030 .3228 .6421 5.8927 -.0583 
37 9.0148 -.5376 2.3616 3.0052 11.6322 .3012 .5992 5.1956 -.0476 
38 9.2845 -.5713 2.3004 3.0841 12.2826 .2937 .5890 5.4728 -.0531 
39 10.1372 -.5366 2.5221 3.2926 14.2259 .3368 .6668 6.2423 -.0649 
1940 11.0119 -.5215 2.5^:32 3.4840 16.2381 .336^ .6719 6.9966 -.0802 
41 10.5197 -.4632 2.5684 3.3244 14.7970 .33-4 .6574 6.3701 -.0714 
48 6.5215 -.2370 1.7764 2.0537 5.6618 . 1505 .2946 2.4315 -.0259 
49 6.5294 -.2155 1.39:5 2.061C 5.6921 .1671 .3278 2.4435 -.0250 
Table 11 (Continued) 
A A A A  A  A  A A  A  A  
Year ^22t ^12t S21t Var Sut Var S22t Var 3i2t Var S2it Cov (Si2t> S21t) 
1950 6.4907 -.1858 2.0008 2.0444 5.6033 .1310 . 3564 2.4093 -.0236 
51 5.6671 -.1519 1.9409 1.8169 4.3731 .1670 .3305 1.9018 -.0164 
52 5.9574 -.1388 1.9421 1.3718 4.7113 .1657 .3299 2.0200 -.0192 
53 6.3041 -.1392 1.9214 1.9470 5.1639 .1624 .3221 2.1873 -.0227 
54 6.1919 -.1191 1.9934 1.9192 5.0040 .1728 .3446 2.1250 -.0210 
55 6.6272 -.1446 1.8949 2.0202 5.6152 .1588 .3144 2.3561 -.0258 
56 6.6797 -.0971 2.0655 2.0246 5.6649 .1316 .3645 2.3672 -.0251 
57 6.0011 -.0700 2.1006 1.8530 4.6781 .1846 .3735 1.9310 -.0186 
53 5.4893 -.0346 2.1915 1.7232 3.9957 .1964 .4022 1.7121 -.0135 
59 5.8279 -.0199 2.2416 1.7967 4.4036 .2013 .4194 1.8628 -.0161 
1960 5.7430 -.0300 2.1570 1.7701 4.2749 .1393 .3894 1.3031 -.0160 
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(2.109) Log = 1.787 - 1.190** log 
(.141) 
+ .826 log Y 
(.095) 
= .999 d = 1.8705 
.094 log Qp 
(.087) 
P = .526 
(2,110) Log Pp = 1.337 - .093 log 0^  ^- .821 log 
(.189) (.124) 
+ .546** log Y 
(.136) 
= .999 d = 1.3076 p = .666 
Algebraic transformation of (2,109) and (2,110) gave the 
following equations: 
(2.111) Log = 1,385 - .848 log P^  ^+ .097 log ,648 log Y 
(2 .112)  Log Qp = 1,425 + ,096 log Pjjj - 1,229 log Pp 
Substitution terms estimated from (2 ,111)  and (2 ,112)  
appear in Table 12,  
Eggs 
Gerra (I6) estimated linear demand equations for eggs, 
using first differences of the variables, for the years 193I-41 
and 1946-54, The egg equation was fitted by both the least 
squares and limited information methods of estimation. 
+ .592 log Y 
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Table 12, estimated from logarithmic red and poultry meat 
demand equations 
A a a  a  
Year Silt ^22t Sl2t ^ Z l t  
1921 13.9080 -.1787 2,6018 2.1798 
22 13,4183 -.2408 2,6692 2,2146 
23 13.2912 -.2938 2.6O8I 2.1316 
24 13.4582 -.2805 2.5012 2.0359 
25 11.6394 -.2972 2.3502 1.9065 
26 11.0966 
-.2675 2.2328 I.8I93 
27 10.7696 -.3152 2.3709 1.9288 
28 10.1901 
-.2782 2.1998 1.7945 
29 9.6462 -.2271 2.0424 1.6796 
1930 10.6227 -.2505 2.4418 2.02 84 
31 12.7534 -.2700 2.6449 2.1845 
32 16.9235 -.3464 3.5910 2.9817 
33 19.5035 -.4151 4.1785 3.4650 
34 19.1695 -.3131 3.5163 2.9054 
35 11.2847 -.3266 2.5285 2.0649 
36 12.3313 -.3412 2.6598 2.1673 
37 10.7266 -.3552 2.4404 1.9762 
38 12.0713 -.3511 2.5495 2.0611 
39 12.4223 -.4401 2.8052 2.2537 
1940 13.0076 -.4)02 2.8873 2.3166 
41 10.6838 -.4630 2.5885 2.0639 
48 6.2679 -.2062 1.5737 1.2945 
49 6.1818 -.2273 1.6989 1.4049 
1950 5.6721 -.2685 1.7027 1.4007 
51 4.8425 -.2627 1.5992 1.3208 
52 5.2009 .2681 1.6774 1.3856 
53 5.4033 -.2946 1.6989 1.3932 
54 5.2465 
-.3595 1.7784 1.4489 
55 5.3808 -.3462 1.6846 1.3603 
56 5.2138 -.4652 1.8593 1.4898 
57 4.5505 -.5042 1.8014 1.4428 
58 4.1695 
-.5339 1.8149 1.4614 
59 4.3930 -.6476 1.9306 1.5328 
i960 4.2455 -,6326 1.8532 1.4657 
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Fitting by least squares gave the following equation: 
(2.113) = -.305 - .84 A - .03A| + ,07 A + .52 A Pç, 
(.47) (.05) (.54) (.82) 
- .élAPg - 1,77 A P^ + 5.11 APq 
( . 2 2 )  ( . 5 9 )  ( 1 . 6 6 )  
= .72 
The method of limited Information yielded substantially differ­
ent results: 
(2.114) = .84 - 14.68 4 Pa - .51^ § - 1.01A P^ 
(44.94) (1.61) (6.42) 
+ 14,77 APg + .77A Pg - 6.l7APy + 8.96A p^ 
(46.72) (4.85) (15.93) (21.08) 
where 
Qg = the civilian domestic disappearance of eggs, billions 
P^ = the retail price of eggs per dozen, cents 
H = population eating out of civilian supplies, July 1, 
millions 
I = the consumer disposable Income, billion dollars 
P^ = the retail price of meats, poultry, and fish, index 
numbers (1947-49 = 100) 
pg = the retail price of cheese, index numbers (1947-49 = 
100) 
Pg = the retail price of bacon, Index numbers (1947-49 = 
100)  
P^ = the retail price of ready to eat cereals, index numbers 
(1947-49 = 1 0 0 )  
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Pq = the consumer price index of all items (19^7-^9 = 100) 
and A denotes first differences of the variables, 
Gerra did not estimate any demand equations for either 
cheese or cereals. Moreover, the prices of cheese and cereals 
used in the above equations were index numbers. Due to these 
a 
limitations, only the own-substitution effect for eggs, 8^^^, 
were computed, using both the least squares and limited infor­
mation equations. The results are shown in Table 13, The 
Silt &PPGaring first were estimated from the least-squares 
equation, while those on the right from the limited information 
equation. 
Eggs and cheese 
1921-60 data was used in this study, excluding the years 
1942-4?, to derive linear and logarithmic demand equations for 
eggs and cheese. 
The results of fitting linear demand functions were 
( 2 . 1 1 5 )  Q g  =  9 3 2 . 8 3 3  +  . 4 7 1  P g  -  1 0 . 9 7 1  P ^ h  1 - 3 3 4  P ^  
( .592)  (2 .869)  ( .684)  
- 21.527** Pg^ + .0250 Y + 1.683 t 
(5.423) (.025) (1 .082) 
= .835 d = 1,5025 
(2.116) Q = 5.362 + .013 P_ - .042 P , - .002 P - .101 P 
( . 0 0 9 )  ( . 0 4 6 )  ( . 0 1 1 )  ( . 0 8 6 )  
+ .0001* Y + .101 t 
(.00004) (.017) 
= .978 d = 1.3493 
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Table 13. estimated from Gerra's study 
^llt ^llt 
using using 
least limited 
Year squares information 
1931 -.850 -14.873 
32 -.849 -14.838 
33 -.849 -14.829 
34 -,849 -14.825 
35 -.848 -14.821 
36 -.849 -14.825 
37 -.849 -14.835 
38 -.849 -14.836 
39 -.849 -14.838 
1940 -.849 -14.840 
4l 
-.849 -14.837 
46 
-.851 -14.871 
47 -.851 -14.873 
48 
-.852 -14.876 
49 -.851 -14.873 
1950 -.852 -14.876 
51 -.852 -14.877 
52 -.852 -14. 876  
53 -.851 -14.870 
54 
-.851 -14.869 
where 
Qg = the number of eggs consumed per capita 
"^ch ~ per capita consumption of all cheese, in pounds 
Pg = the retail price of eggs, cents per dozen, deflated, 
1957-59 = 100 
= the retail price of cheese in leading cities, cents 
per pound, deflated, 1957-59 =100 
P^ = the retail price of red meat, cents per pouzid, deflat­
ed, 1957-59 = 100 
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= the retail price of fluid milk, cents per quart, 
deflated, 1957-59 =100 
Y = the per capita consumer disposable income, in dollars, 
deflated, 1957-59 =100 
and t = time. 
No evidence of serial correlation was detected in these 
equations. 
Equations (2,115) and (2,ll6) were estimated treating 
quantities, rather than prices, as dependent variables. This 
is justified by the fact that even though the total amount of 
milk produced in a particular year is predetermined, the amount 
of milk going for each use is not. Thus the amount of each 
dairy product produced (and consumed) is influenced by Its 
price. This argument is weaker when egg consumption is treated 
as a dependent variable. But here again, egg production (and 
consumption) is Influenced by its price to some extent. The 
egg producer has time to vary the size of his laying flock 
during the year. 
Note that the coefficient of cheese prices in equation 
(2,115) is negative. Using the cross-elasticity-of-demand 
definition of substitutes and complements, this means that eggs 
and cheese are complements. But according to (2,ll6), the 
coefficient of egg prices is positive, or eggs and cheese are 
substitutes. Although these results may seem conflicting, 
this is what one might expect. There is just as much reason 
to believe that eggs and cheese are complements as they are 
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substitutes. 
Substitution terms and their variances and covariances 
estimated from (2,115) and (2,ll6) are reported in Table 14, 
The results of fitting logarithmic demand functions were 
(2.117) Log Q = .433 + .035 log P. - ,678** log 
( . 0 2 1 )  ( . 2 1 8 )  
+ .173 log P^ - 1,342 log P^ + .187 log Y 
(.093) (.353) (.100) 
+ .002 t 
( . 0 0 1 )  
af = .825 d = 1.4400 
(2.118) Log = -.005 - .380 log Pg - .306 log P^h 
(.119) (.154) 
+ .187 log P^ - .086 P milk f .542 log Y 
(.163) (.332) (.126) 
+ .006 t 
( . 0 0 1 )  
= .996 d = 1.8410 
where (2,118) has been reestimatod, using values of the trans­
formed variables, since the original equation indicated the 
a 
presence of positive autocorrelation. Table 15 shows the S.,, 
1 Jt; 
computed from (2.117) and (2.118), 
Table 14. S^j estimated from linear eggs and cheese 
a a /y  a  a  
Year Sut ^22t Si2t S21t Var Sut 
1921 .1413 -.0668 -1.4535 .0249 .9602 
22 .1551 -.0712 -1.5502 .0267 1.2113 
23 .1556 -.0700 -1.5232 .0264 1.2462 
24 .1544 -.0696 -1.5180 .0263 1.2229 
25 .1489 -.0679 -1.4804 .0255 1.1210 
26 .1536 -.0674 -1.4687 .0256 1.2526 
27 .1570 -.0686 -1.4954 .0261 1.3215 
28 .1581 -.0697 -1.5161 .0265 1.3257 
29 .1568 -.0695 -1.5151 .0265 1.2949 
1930 .1601 -.0713 -1.5541 .0271 1.3380 
31 .1766 -.0785 -1.7072 .0271 1.6330 
32 .1895 -.0874 -1.9015 .0328 1.7897 
33 .1938 -.0922 -2.0062 .0344 1.7842 
34 .1850 -.0891 -1.9399 .0330 1.5938 
35 .1770 -.0868 -1.8395 .0320 1.4224 
36 .1785 -.0859 -1.S696 .0319 1.4336 
37 .1788 -.0828 -1.8052 .0312 1.5708 
38 .1825 -.0843 -1.3371 .0313 . 1.6501 
39 .1864 -.0855 -1.8636 .0322 1.7310 
1940 .1369 -.0848 -1.3430 .0322 1.7633 
41 .1750 -.0807 -1.7533 .0304 1.5215 
48 .1227 -.0493 -1.073- .0193 .3906 
49 .1248 -.0498 -1.0831 .0196 .9265 
equations 
A A A A 
Var Si2t Var S21t Gov (Si2t» S21 
A 
Var S22t 
.0054 
.0062 
.0060 
.0059 
.0056 
.0055 
.0057 
.0059 
.0059 
.0062 
.0075 
.0093 
.0103 
.0097 
.0092 
.0090 
.0084 
.0037 
.0090 
.0082 
.0030 
.0030 
.0030 
.1510 
.I'lS 
. 1664 
.1653 
.15"5 
.1547 
.1604 
.1647 
.1650 
.1736 
.2090 
.2591 
.2886 
-2703 
.2582 
.2529 
.2364 
.2456 
.2527 
.2^36 
.2250 
. 0349 
.0367 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
,0003 
.0004 
.0004 
.0005 
.0005 
.0004 
.0004 
.0004 
.0004 
.0004 
.0004 
.0004 
.0001 
.0001 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0003 
.0004 
.0004 
.0005 
.0005 
.0004 
.0004 
.0004 
.0004 
.0004 
.0004 
.0004 
.0001 
.0001 
Ta blf 
Year 
1950 
51 
52 
53 
54 
55 
56 
57 
58 
59 
1960 
14 (Continued) 
A A A A A A A A A A 
Sut 522t Si2t 321-. '-'a- Var 522+ Var Si2t Var S2lt Cov (Si2t-. S21t) 
.1227 -.0492 -1.0713 .0193 .9906 .0030 .0853 .0001 .0001 
.1145 -.0456 - .9936 .0100 .7793 .0026 .0729 .0001 .0001 
.1114 -.0445 - .9712 .0175 .7347 .0025 .0699 .0001 .0001 
.1036 -.0442 - .9643 .0174 .6835 .0024 .0688 .0001 .0001 
.1075 -.0440 - .9592 .0172 .6671 .0024 .0684 .0001 .0001 
.1070 -.0442 - .9623 .0173 .6537 .0024 .0688 .0001 .0001 
.1052 -.0435 - .9473 .0170 .6277 .0023 .0669 .0001 .0001 
.1004 -.0420 - .9165 .0164 .5641 .0022 .0624 .0001 .0001 
.0963 -.0409 - .8911 .0159 .5110 .0021 .0592 .0001 .0001 
.0952 -. 040(3 - .8843 .0157 .4973 .0020 .0582 .0001 .0001 
.0910 -.0400 - .9698 .0153 .4367 .0020 .0565 • 0001 .0001 
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Table 15. estimated from logarithmic eg^ti and ai\htniti 
demand equations 
a — -A a a 
Year 
^llt ^22t ^12t ^2lt 
1921 .2482 -.0514 - .8867 .0793 
22 .2608 
-.0723 -1.1937 .0750 
23 .2460 -.0800 -1.2712 .0694 
24 .2443 -.0789 -1.2312 .0720 
25 .2252 -.0717 -1.0944 .0700 
26 
.2513 -.0721 -1.1821 .0708 
27 .2583 -.0772 -1.2656 .0701 
28 .2496 
-.0794 -1.3199 .0658 
29 .2327 -.0859 -1.3208 .0660 
1930 .2596 -.0845 -1.3158 .0713 
31 .3109 -.0830 -1.3804 .0768 
32 .3607 -.0798 -1.3468 .0977 
33 .3490 -.0807 -1.2911 .0993 
34 .2916 -.0865 -1.2300 .0903 
35 .2452 -.0977 -1.2276 .0868 
36 .2348 -.1058 -1.2998 .0756 
37 .2508 -.1120 -1.4016 .0772 
38 .2745 -.1253 -1.5218 .0957 
39 .2678 -.1351 -1.6149 .0802 
1940 .2609 
-.1393 -1.6500 .0764 
4l .2051 -.1429 -1.6136 .0583 
48 .1689 -.0962 
-1.1763 .0556 
49 .1766 -.0983 -1.1696 .0606 
1950 .1632 -.1026 -1.1420 .0475 
51 .1535 -.0876 -1.0461 .0478 
52 .1480 -.0878 
- .9963 .0431 
53 .1345 -.0865 - .9580 .0385 
54 .1351 -.0890 - .9407 .0311 
55 .1257 -.0895 - .9245 .0278 
56 .1205 -.0914 - .9226 .0239 
57 .1140 -.0836 - .8564 .0166 
58 .1068 -.0783 - .7638 .0176 
59 .1044 -.0775 - .7545 ,0069 
i960 .0926 -.0800 
- .7117 .0071 
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Eggs, cheese, and breakfast cereals 
The previous analysis was extended to include breakfast 
cereals. The period studied was 1921-60, excluding the years 
1942-47. 
The consumption of breakfast cereals was treated as the 
dependent variable, for reasons similar to those for treating 
cheese consumption as a dependent variable. Even though the 
total production (and consumption) of cereals and corn is 
largely fixed in the short run, their use can vary among vari­
ous alternatives. One may therefore conclude that the consump­
tion of breakfast cereals is not predetermined. 
As before, linear and logarithmic equations were derived. 
When linear demand relationships were assumed, the results were 
(2.119) = 942,296 + ,067 P„ - 11.298 P , + 1.600 
(.594) (3.718) (.782) 
+ ,900 P^ - 22.866** P^ + ,004 Y + 2,294* t 
(.681) (5.171) (,026) (1,066) 
= ,858 d = 1,4929 
(2.120) = 5.197 + .021* Pg - ,037 - .0^8* P^+ ,006 P^ 
(.009) (,042) (.012) (,011) 
** * 
- ,078 P^ + ,001 Y + ,091 t 
(,081) (.004) (.040) 
= .982 d = 1.7996 
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(2,121) Qg = 8.277 - .058** - .103 + .057* + .001 
(.016) (.074) (.021) (.019) 
- .098 Pjjj - .001 Y - .026 t 
(.141) (.001) (.029) 
= .503 d = 1.1596 
where 
P^ = the retail price of a 12 oz. package of corn flakes 
in cents, deflated, and 
= the per capita consumption of breakfast cereals, in 
12 oz. packages. 
The null-hypothesis of residual independence was not re­
jected for any of the three equations above. 
The coefficient of egg prices in the egg equation is 
again positive and not significantly different from zero. In 
addition, the coefficient of cereal prices in the cereal equa­
tion is positive, while the income coefficient is negative. 
This would lead one to suspect that according to the two 
definitions of inferior goods, breakfast cereals as a group 
may be an inferior commodity. 
Using the cross-elasticity-of-demand definition of sub­
stitution and complementarity, (2,119) suggests that eggs and 
cheese are complementary goods, while eggs and breakfast cere­
als are substitutes. But according to (2,120), cheese and eggs 
are substitutes, while cheese and cereals are complementary. 
Finally, (2,121) indicates that cereals are complementary to 
both eggs and cheese. 
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Substitution terms estimated from (2,119), (2,120) and 
(2.121) are shown in Table 16, 
The results of fitting logarithmic demand equations were 
(2.122) Log Qg = 4,204 + .052** log - ,653** log 
(.018) (.184) 
+ .439** log P^ - ,010 log P^ - i,378**log P^ 
(.127) (.094) (.297) 
** 
+ ,06l log Y + ,003 t 
( . 0 9 2 )  ( , 0 0 1 )  
= ,880 d = 1,5389 
(2.123) Log = .692 - .006 log P^ - ,257 log P^^ 
( . 020 )  ( . 200 )  
- .238 log P^ + ,211* log P^ - ,181 log P^ 
(.138) (.103) (.323) 
+ ,204 log Y + .006 t 
( . 1 0 0 )  ( . 0 0 1 )  
R^ = ,977 d = 1.0380 
(2.124) Log = ,004 - ,517 log P^ + .029 log P^^ 
(.324) (.367) 
+ 1.778 log P^ - .507 log P^ - .467 log 
(.524) (.359) (.696) 
- .139 log Y 
(.305) 
R^ = .890 d = 1.1008 
The results based upon logarithmic demand equations are 
in general agreement with those of linear demand equations. 
The only exception is that now eggs and cheese are complemen-
lable 16. 3;j estimated from linear eggs, cheese, and cereal demand equations 
a a  a  a  a  a  a  /n  a  
Year 
^ l l t  Sl2t Sl3t S21t S22t 523t S31t S32t ^33t 
1921 .0201 -1.5090 .2149 .0738 -.0526 -.0424 -2.4205 -.1721 .8892 
22 .0221 -1.6099 .2293 .0810 -.0560 -.0452 -2.7113 -.1837 .0949 
23 .0222 -1.5325 .225- .0811 -.0547 -.0443 -2.7535 -.1810 .0931 
24 .0220 -1.5772 .2247 .0805 -.0544 -.0440 -2.7248 -.1805 .0926 
25 .0213 -1.5333 .2191 .0777 -.0529 -.0429 -2.6105 -.1763 .0903 
26 .0219 -1.5259 .2175 .0800 -.0526 -.0420 -2.7598 -.1747 .0591 
27 .0225 -1.5537 .2217 .0813 -.0536 -.0423 -2.8281 -.1779 .0902 
28 .0226 -1.5745 .2250 .0824 -.0546 -.0422 -2.8369 -.1799 .090? 
29 .0223 -1.5744 .2251 .0317 -.0541 -.0417 -2.7980 -.1804 .0903 
1930 .0229 -1.6149 .2308 .0835 -.0555 -.0430 -2.8502 -.1851 .0928 
31 .0251 -1.7736 .2534 .0921 -.0613 -.0472 -3.1517 -.2028 .1019 
32 .0269 -1.9743 .2319 .0999 -.0635 -.0532 -3.3021 -.2256 .1141 
33 .0275 -2.0843 .2976 .1013 -.0721 -.0565 -3.3051 -.2384 .120 = 
34 .0262 -2.0167 .2876 .0963 -.0639 -.0558 -3.1240 -.2315 .1130 
35 .0251 -1.9661 .2799 .0927 -.0663 -.0556 -2.9435 -.2266 .1163 
36 .0253 -1.9455 .2770 .0934 -.0654 -.0549 -3.0141 -.2244 .1149 
37 .0254 -1.8794 .2673 .0934 -.0623 -.0523 -3.0972 -.2172 .1103 
39 .0259 -1.9134 .2727 .0953 -.0633 -.0536 -2.3532 -.2213 .1126 
39 .0264 -1.9411 .2769 .0973 -.0643 -.0539 -3.2475 -.2250 .1135 
1940 .0266 -1.9252 .2746 .0975 -.0635 -.0535 -3.23C3 -.2234 .1129 
41 .0250 -1.3314 .2614 .0914 -.0606 -.0501 -3.0413 -.2123 . 106= 
48 .0175 -1.1203 .1597 .0637 -.0359 -.0316 -2.3117 -.1311 .0662 
^9 .0179 -1.1514 .1612 .0648 -.035= -.0319 -2.3619 -.1329 
Table 16 (Continued) 
A A A a a A A A 
Year 
^llt 2l2t Sl3t S21t S22t S23t ^31t ^32t ^33t 
1950 .0175 -1.1204 .1597 .0637 -.0350 -.0316 -2.3117 -.1321 .0662 
51 .0164 -1.0377 .1480 .0594 -.0329 -.0292 -2.1662 -.1213 .0612 
52 .0160 -1.0151 .1443 ,0578 -.0313 -.0285 -2.1005 -.1196 .0599 
53 .0156 -1.0075 .1437 .056/1 -.0317 -.1283 -2.0288 -.1136 .0594 
54 ,0154 -1.0030 .1431 .0559 -.0311 -.0231 -2.0015 -,1135 .0591 
55 .0152 -1.0062 .1435 .0556 -.0312 -.0282 -1.9331 -.1139 .0593 
56 .0150 - .9913 .1414 .0547 -.0306 -.0278 -1.9476 -.1172 ,0584 
57 .0144 - .9581 .1366 .0522 -.0299 -.0268 -1.8465 -.1130 .0564 
53 .0137 - .9323 .1330 .0501 -.0237 -.0260 -1.7567 -.1103 .0545 
59 .0136 - .9249 .1319 .0496 -.0286 -.0258 -1.7314 -.109^ .0544 
1960 .0120 - .9105 .1300 .0474 -.0277 -.0253 -1.6258 -.1061 .0534 
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tary (their cross-elasticity is negative) in both (2,122) and 
(2.123). 
The S. .. estimated from logarithmic demand equations 1J t 
appear in Table 17. 
Margarine and butter 
Ladd (29) used ordinary least-squares and two-stage 
least-squares to estimate the margarine and butter demand equa­
tions, The study covered the years 1920-41 and 1947-49, 
Least-squares estimates of the demand equations were 
(2,125) = 10,700 - ,255 - '009 Pjn .025 Pfe - .003 
( .141) ( .054) ( .035) (.003) 
-  .162 ] 
(.007) (.124) 
+ .015 n^ 
= .849 
(2.126) = -10.701 + 1.255 C^b .009 Pjn - .025 P^ + .003 Y^ 
(.141) (.054) (.035) (.003) 
- .015 Y^ + .162 n^ 
(.007) (.124) 
= .963 
Equations fitted by two-stage least-squares were 
(2.127) = 11.561 - .308 - .015 Pj^ + .025 P^ - .003 Yq 
(.153) (o084) (.055) (.003) 
+ .014 Y^ - .149 n^ 
(.008) (.125) 
= .853 
lable 17. S:,j estimated from logarithmic eggs, 
a a  a 
Year 3i3t ^21t 
1921 .1013 - .8787 .3274 .0003 
22 .1101 -1.1745 .3563 .000" 
23 .1051 -1.2430 .3232 .0005 
24 .1039 -1.2101 .3326 .0007 
25 .0953 -1.0774 .314-7 .0007 
26 .1063 -1.1622 .3356 . 0006 
27 .1107 -1.2431 .3306 .0007 
28 .1069 -1.2933 .3106 .0005 
29 .0998 -1.2950 .3169 .0005 
1930 .1129 -1.2923 .3333 . 0005 
31 .1375 -1.3583 . 4204 .0006 
32 .1569 -1.3324 .4793 .0005 
33 .1532 -1.2616 .4634 .0009 
34 .1290 -1.2139 .4305 .0006 
35 .1077 -1.2142 .3337 .0006 
36 .1056 -1.2320 .37-73 .0006 
37 .1132 -1.3808 .3373 . 0006 
33 .1214 -1.5013 .4252 .0003 
39 .1229 -1.5895 .4531 .0006 
1940 .1203 -1.6223 .4557 .0004 
41 .0955 -1.5303 .3344 . 0004 
43 .0743 -1.1535 ,2192 .0005 
49 .0773 -1.1492 .2590 . 0005 
cheese, and cereal demand equations 
22t 
a 
S 23t 311 '32t 33t 
-.0514 -.0266 -.0576 .0103 .0058 
-.0693 -.0284 -.0596 .0135 .0062 
-.0754 -.0261 -.0534 .0150 .0057 
-.0748 -.0275 -.0617 .0154 .0062 
-.0689 -.0272 -.0576 .0139 .0059 
-.0685 -.0261 -.0706 .0166 .0068 
-.0731 -.0250 -.0833 .0223 .0074 
-.0742 -.0218 -.0946 .0250 .0079 
-.0802 -.0238 -.0995 .0280 .0089 
-.0801 -.0258 -.1096 .0270 .0093 
-.0796 -.0303 -.1330 .0279 .0117 
-.0796 -.0366 -.1452 .0254 .0128 
-.0818 -.0384 -.1333 .0237 .0122 
-.0871 -.0418 -.0959 .0187 .0099 
-.0975 -.0435 -.0579 .0134 .0067 
-.1029 -.0422 -.0590 .0151 .0068 
-.1084 -.0420 -.0634 .0162 .0070 
-.1224 -.0479 -.0717 .0135 .0079 
-.1298 -.0512 -.0806 .0221 .0095 
-.1328 -.0510 .0221 .0092 
-.1326 -.0429 -.0766 .0275 .0096 
-.0900 -.0234 -.0303 .0104 .0030 
-.0953 -.0292 -.0319 .0101 .0035 
abl; 
ear 
51 
52 
53 
54 
55 
56 
57 
58 
59 
QAn 
(Continued) 
a a a / ^ / ^  / v  a  a  
^llt ^12t ^iSt ^21- Sggt Sggt Ssit ^32t 
0763 -1.1216 .2770 .0002 -.0970 -.0337 -.0319 .0100 
0692 - .8960 .2454 .0003 -.0824 -.0274 -.0304 .0097 
0690 - .9743 .2372 .0002 -.0832 -.0232 -.0307 .0093 
0631 - .9406 .2337 .0002 -.0815 -.0233 -.0278 .0092 
0667 - .9247 .241: .0001 -.0846 -.0310 -.0330 .0096 
0626 - .9079 .2373 .0001 -.0846 -.0310 -.0314 .0096 
0609 - .9054 .2373 .0000 -.0861 -.0317 -.0307 .0097 
0595 - .8403 .2315 .0001 -.0785 -.0303 -.0307 .0092 
0555 - .7511 .2250 .0001 -.0747 -.0316 -.0311 .0087 
0574 - .7414 .2231 .0002 -.0735 -.0312 -.0326 .0088 
.0509 .699= .0002 -.0763 -.0274 -.0320 .0091 
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(2.128) = -12.3^3 + 1.293 + .004 - .019 + .004 
(.156) (.009) (.056) (.003) 
- .016 + .179 
( . 0 0 1 )  ( . 1 2 5 )  
= .963 
where 
m 
= per capita margarine consumption, lbs, 
= per capita butter consumption, lbs. 
=mb = Cm + Gb 
= deflated average retail price of margarine, c/lb, 
= deflated per capita disposable Income of states 
prohibiting the sale of colored margarine, 
Y^ = deflated per capita disposable Income of states 
permitting the sale of colored margarine. 
n^ = the ratio of the population of states permitting the 
sale of colored margarine to the continental U,S, 
population. 
Substitution terms and their variances and covarlances 
estimated from least-squares equations are shown In Table 18, 
a 
while the ^ computed from two-stage least-squares equations • 
J 
appear In Table 19. 
Table 13. 3^  ^ estimated from Ladd's study, ordinary least-squares 
A A A A  A  A  A  A  A  A  
Year $221 5%2+ S21t Var Sut Var S22t Var Si2t Var S2lt Gov (Si2t' ^211) 
192C .043: -.2356 .2356 -.0485 .007,: .0138 .0138 .0074 .1732 
21 .0266 -.3473 .3473 -.0266 .0075 -0204 .0204 .0075 .1775 
22 .022c -.3376 .3376 -.0220 .0032 .0255 .0255 .0032 .1883 
23 .0287 -.3967 .3967 -.0287 .0032 .0269 .0269 .0083 .1874 
24 .0236 -.3952 .3952 -.0236 .0032 .0266 .0266 .0082 .1959 
25 .0275 -.3893 .3893 -.0275 .0073 .0260 .0260 .0073 .1865 
26 .0282 -.3913 .3913 -.0282 .0077 .0262 .0262 .0077 .1814 
27 .0342 -.3930 .3980 -.0342 .0084 .0271 .0271 .0034 .1787 
28 .0404 -.3984 .3884 -.0404 .0039 .0257 .0257 .0039 .1790 
29 .0462 -.3834 .3884 -.0462 .0093 .0257 .0257 .0093 .1772 
1930 .0419 -.3939 .3939 -.0419 .0094 . 0271 .0271 .0094 .1795 
31 .0295 -.4548 .4548 -.0285 .0102 .0353 .0353 .0102 .1818 
32 .0257 -.5106 .5106 -.0257 .0120 .0446 .0446 .0120 .1382 
33 .0356 -.5306 .5306 -.0356 .0141 .0431 .0481 .0141 .1877 
34 .0331 -.5103 .5108 -.0331 .0134 .0446 .0446 .0134 .1727 
35 .0601 -.4840 .4840 -.0601 .0148 .0398 .0398 .0143 .2348 
36 .0610 -.4609 .4609 -.0610 .0145 .0361 .0361 .0145 .2241 
37 .0596 -.4438 .4423 -.0596 .0125 .0034 .0334 .0135 .2098 
1 38 .0580 -.4410 .4410 -.0530 .0140 .0330 .0330 .0140 .1999 
39 .0423 -.4547 .4547 -.0422 .0130 .0351 .0351 .0120 .1975 
1940 .0444 -.4563 .4565 -.0444 .012 = .0254 .0354 .0123 .1309 
41 .0506 -.4145 .4145 -.0506 .0124 .0291 .0291 . 0124 .1701 
47 .0631 -.2301 .2001 -.0631 .0069 .0069 . 0075 .1260 
48 .0793 -.1631 .1631 -.0:9: . 00 • 5 .0050 .0050 . 0075 .1030 
49 .0750 -.1771 .1771 -.0750 .0073 .0055 .0055 .0072 .0763 
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Table 19, 3^^ estimated from Ladd's study, two-stage least-
squares 
a A A a 
Year 
^llt ^22t ^12t ^21t 
1920 .0376 -.2957 ,2685 -.0582 
21 .0161 -.3603 .3263 -.0356 
22 .0113 -,4028 ,3640 -.0312 
23 .0177 -,4126 .3724 -.0381 
24 .0176 -,4109 .3711 -.0380 
25 ,0168 -.4051 ,3656 -.0367 
26 .0176 -.4071 .3673 -.0374 
27 .0230 -.4142 .3737 -.0439 
28 ,0286 -,4038 .3647 -.0506 
29 .0341 -.4038 .3647 -.0570 
1930 .0298 -.4147 .3746 -.0524 
31 .0163 -.4732 .4171 -.0389 
32 .0127 
-.5315 .4793 -.0370 
33 ,0212 -.5519 ,4982 -.0481 
34 ,0240 
-.5315 .4795 -.0503 
35 ,0448 -.5031 .4545 -.0736 
36 .0457 -.4786 ,4329 -.0745 
37 ,0450 -.4609 ,4169 -.0726 
38 .0431 
-.4577 ,4143 -.0701 
39 ,0283 -.4721 ,4273 -.0544 
1940 ,0304 -.4743 .4290 -.0566 
41 .0367 -.4299 .3893 -,0628 
47 .0565 -.2053 .1885 -.0784 
48 .0675 -.1718 .1585 -.0900 
49 ,0634 -.1813 ,1669 -.0855 
Selected vegetables 
Shuffet (34) used the method of least-squares and 1921-52 
data to fit demand functions for selected vegetables„ Some of 
the commodities studied were cabbage for fresh use, canned 
tomatoes, canned peas, and late onions. Each of these vegeta­
bles will be briefly considered below. 
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Cabbage for fresh use The demand equation for cabba%c 
estimated by Shuffet, using first differences of logarithms, 
was 
(2.129) A log = - .0074 - 2.398 A log Xg + 1.151 & log X-
(.367) (.417) 
= .727 
where 
Xj = price per ton, in dollars, received by farmers 
Xg = production per capita, in lbs, 
X^ = disposable Income per capita, in dollars 
and A refers to first differences of the variables. 
The own-substitution effects estimated from equation 
(2.129) are shown in Table 20. 
Prices used in the cabbage demand equation are farm, not 
retail prices. Using Foote's argument (12, p. 25), the 8^^^ 
A 
for cabbage in Table 21 are the upper limits of the at 
the retail level. 
Canned tomatoes The logarithmic demand equation for 
canned tomatoes estimated by Shuffet was 
(2.130) Log X^ = .770 - .404 log Xg + .219 log X^- .198 log 
(.164) (.144) (.075) 
= .479 
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Table 20, for selected vegetables, estimated from 
Shuffet's study 
A A 
^llt* ^llt Silt Slit* 
cabbage canned canned late 
Year tomatoes peas onions 
1921 -.059 -.139 - - .525 
22 -.226 -.125 -.027 -1.702 
23 -.091 -.175 -.025 -1.100 
24 -.228 
-.176 -.031 -1.343 
25 -.104 -.195 -.040 -1.258 
26 -.254 -.214 -.048 -1.783 
27 -.188 -.173 -.037 - .238 
28 -.121 -.177 -.042 - .880 
29 -.084 -.172 -.040 -2.375 
1930 -.246 -.204 —, 044 -4.067 
31 -.204 -.214 -.036 -1 060 
32 -.308 -.207 -.029 -5.54b 
33 -.054 -.222 -.020 -1.990 
34 -.237 -.192 -.020 -1.948 
35 -.283 -.226 -.048 -2.353 
36 -.116 -.229 -.042 
-3.667 
37 -.193 -.320 -.058 -2.178 
38 -.547 -.245 -.071 -2.755 
• 39 -.161 -.254 -.051 -4.091 
1940 -.258 -.263 -.059 -3.014 
41 -.187 -.251 - -1.526 
42 
-.103 -.201 - -1.753 
43 -.034 -.170 - - .974 
44 
-.078 
-.157 - -2.292 
45 -.099 -.133 — -1.078 
46 -.138 -.105 -
-3.105 
47 -.046 
-.077 - - .667 
48 -.133 -.105 - -I.9O8 
49 -.123 
-.119 - -1.196 
1950 -.067 
-.133 -2.431 
51 -.061 -.100 -
-1.075 
52 -.271 -.092 - - .782 
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where 
= the consxunptlon of canned tomatoes per capita, in 
lbs, 
Xg = the retail price per No, 2 can, in cents 
X^ = the disposable income per capita, in dollars 
and X^ = the consumption per capita of processed tomato 
products, in lbs, 
A 
The own-substitution effect, 8^^^, estimated from the 
canned tomatoes demand equation, is reported in Table 20, 
Canned peas The canned peas demand equation for the 
period 1922-40 was fitted using first differences of loga­
rithms, The result was 
(2.131) A log X^ = ,007 - ,624 a log Xg + ,599Alog 
(.144) (.240) 
- .328 A log X^ 
( . 2 2 8 )  
= .570 
where 
X^ = the season average price per dozen No, 2 cans, in 
cents 
Xg = the per capita supply of canned peas, in lbs, 
X^ = the per capita disposable income, in dollars 
X^ = the per capita consumption of fresh peas, in lbs, 
and A as before denotes first differences of the variables. 
• o'l 
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treating onion price as the dependent variable, and using first 
differences of logarithms: 
(2.132) A log = ,0169 - 2,855 ^ log Xg + 1.573 ^ log X_ 
(.198) (.331) 
= .922 
where 
X^ = the average price received by farmers per 100 lbs., 
in dollars 
Xg = production per capita, in lbs, 
X^ = disposable income per capita, in dollars 
and A refers to first differences of the variables. 
Since farm prices were used, the in Table 20 
estimated from the onion equation are the upper bounds of the 
Si». 
Coffee 
Daly (8) used the method of least squares to estimate the 
logarithmic demand equation for coffee shown below, usin# 
1922-41 data 
(2.133) Log Q = 1,034 - ,258 log P + .226 log I 
(.041) (.072) 
= ,880 
where 
Q = civilian use of coffee (green-bean equivalent), in 
pounds per person, for those 15 years or older 
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P = the retail price of coffee, deflated by the consumer 
price index, in cents per poimd 
and I = the real per capita consumer income, in dollars, 
a 
The 5^^^ computed from (2,133) are shown in Table 21, 
Although the coffee equation was based on 1922-41 data, 
Daly believes that it applies for the whole period 1922-57. 
a 
Consequently, 8^^^ were computed for the years 1922-57, but it 
a 
should be borne in mind that for 19^2 and the following 
years are less dependable. 
Food, pleasure goods, durables, and others 
Barten is the only economist to attempt the empirical 
measurement of substitution terras, and to impose restrictions 
satisfying some of these properties in the estimation of demand 
functions. His analysis was carried at a high level of aggre­
gation, He estimated demand functions for four composite com­
modities: food (groceries, dairy products, vegetables and 
fruits, meat, fish, and bread); pleasure goods (confectionery 
and ice-cream, beverages, and tobacco products); durables 
(clothing and other textiles, footwear, household durables, and 
other durables); and other goods and services (water, light 
and heating, rent, and others). He used private consumption 
data In the Netherlands for the periods 1922-39 and 19^9-61, 
Barten formulated the demand function of a commodity in 
such a way which explicitly allows the empirical testing of 
the properties of substitution terms (2, p, 80), He was 
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Table 21, estimated from Daly's study 
Year Silt 
1922 ,001 
23 -.003 
24 .007 
25 .005 
26 .019 
27 .011 
28 .010 
29 ,008 
1930 ,000 
31 .003 
32 ,024 
33 ,022 
34 -,002 
35 -.015 
36 -.051 
37 -.050 
38 -.043 
39 -,062 
1940 -.080 
4l -, 086 
42 
-.079 
43 -.080 
44 -.085 
45 -.087 
46 -,061 
47 -.023 
48 -.016 
49 -.006 
1950 ,010 
51 .009 
52 .009 
53 ,010 
54 .013 
55 .003 
56 .005 
57 ,002 
1,07 
particularly interested in tenting four propertiny 
(1) the "adding up" property 
dq. 
I 
(2) the "homogeneity" property 
^ >^13 ° 
(3) the "symmetry" property 
= ''ji 
and (4) the "negativity" property 
Barten's corresponds to our S^j. 
As a first step, Barten obtained unconstrained estimates 
of the demand equations for the four composite commodities. 
In other words, none of the properties (1) to (4), the 
"Slutsky conditions", was imposed in estimation. This allowed 
Barten to observe whether the estimates satisfy the "Slutsky 
conditions". His findings suggest that all four properties 
could not be refuted. 
Having empirically verified the "Slutsky conditions", 
Barten felt justified in imposing these conditions in estima­
tion, In this respect, the writer's approach parallels that 
of Barten, To do so, he used constrained regression to esti­
mate demand functions, subject to some additional restrictions. 
He could not, however, impose the most important property of 
all in demand functions, the "negativity" property, because it 
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involves an inequality constraint that can not he hunti 1 n'J I,y 
conventional estimation procedures, 
Barten's results are reported in a way which is not com­
parable to ours, and are not given here. 
Summary of results 
In discussing the results of studies dealing with beef, 
A A A  A  
pork, broilers, and mutton, Sgj, and 8^^, j = 
shall be used to denote the beef, pork, broiler, and lamb 
substitution effects respectively. 
Several studies reported beef and pork demand equations, 
a 
Brelmeyer's study indicates that most S^^^ are negative, and 
a a 
that S^2t Sg^^ all positive (Table 1), Fuller's study 
substantiates the theoretical properties of substitution terms, 
with the possible exception of the equality of cross-substitu­
tion effects (Table 2), Evidence based on Melnken, Hojko, and 
King * s linear demand functions (Table 3) shows that the null-
hypotheses that S^^^ and Sgg^ negative, and that and 
are positive and equal were not rejected a single time at 
the 5^ level, Evidence based on logarithmic demand equations 
fitted by Melnken et aj, was inconclusive; all substitution 
terras were positive, and the cross-substitution effects were 
nearly equal in many cases (Table 4), Substitution terms 
estimated from linear demand functions fitted by the writer 
(Table 5) indicate that the null-hypotheses 522% < 0, '^I2t ^ ^ 
were not rejected at the 5^ level; however the hypotheses 
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S^lt < 0 and = ^21t ^ere rejected at the 5% level. Loga­
rithmic demand equations show that the negativity property is 
a a a 
satisfied by that although ^21t both 
positive, but their equality is doubtful (Table 6), To sum­
marize, one may conclude that for beef and pork, with few 
exceptions, the own-substitution effects are negative, and that 
the cross-substitution effects are positive but possibly not 
equal. 
Linear beef, pork, and broiler demand equations fitted by 
a a 
the writer indicate that and 8^^% are negative. In 
a 
addition, all are positive, indicating that beef, pork, 
and broilers are substitute commodities. Also, some cross-
substitution effects were nearly equal (Table 7). Results 
obtained from logarithmic demand equations (Table 8) confirm 
a a a 
the negativity property of 822^; ^33t* Other results 
A A A  A  
are less conclusive: while 8^^^, ^3it» ^32t 
a a 
positive, and were not (suggesting that beef and pork 
are complementary). 
The addition of a mutton and lamb demand equation to those 
of beef, pork, and broilers modified the results somewhat. 
Based on linear demand equations, the negativity property was 
A A A  A  
satisfied by 822%, ^ 33t ''^llt (the beef 
a 
own-substitution effect). While some 8^j^ were positive, 
a a a a 
others were not; in particular, 8^^^, most 8^^^, and 8^2% 
were barely negative, suggesting that in the United 8tates, 
lamb and mutton meat is not a substitute commodity for either 
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beef or pork. The equality of cross-substitution effects 
seemed to hold in some instances, but not in others (Table 9), 
Substitution terms estimated from logarithmic demand equations 
(Table 10) show that the own-substitution effect was negative 
for all four commodities. Nearly as many cross-substitution 
effects were positive as negative, and there was le&s evidence 
supporting their equality than rejecting it. 
Substitution terms estimated from linear red and poultry 
meat demand equations (Table 11) show that only the null-
hypothesis S^^^ < 0 was rejected at the level, whereas the 
null-hypotheses Q22t ^l2t ^ ^21t ^  ^12t ^2lt 
were not rejected at the 5% level. The result that the red 
meat own-substitution effect was positive is not very surpris­
ing, It indicates that if the price of red meat falls, con­
sumers do not increase their consumption of red meat total 
at the expense of poultry meat, A more likely alternative is 
that while red and poultry meat are substitutes (S^g^ ^  0, 
Sgit > 0), substitution also takes place within the composite 
commodity red meat. In other words, if the price o£ pork 
increases, consumers might buy more beef and veal, and to some 
A 
extent mutton, rather than buying more poultry. The 
computed from logarithmic red and poultry meat demand equations 
(Table 12) are in general agreement with those estimated from 
linear equations. 
Ill 
In the analysis of eggo, chooae, and broakfant cftrt;al;i, 
a a a 
Sgj, and S^j, J = 1, 2, 3, refer to the estimates of the 
eggs, cheese, and cereals substitution effects respectively. 
Both egg demand equations fitted by Gerra using least-
squares and limited information indicate that the own-substitu-
tlon effect is negative (Table 13)# 
Substitution terms in Table 14, estimated from linear eggs 
and cheese demand equations fitted by the writer show that even 
a 
though 8^^^ were positive, the null-hypothesis < 0 was not 
rejected at the 5^ level; neither was the hypothesis ^22t ^  
The null-hypothesis ^ 0 was not rejected, while > 0 
. A 
and S^2t ~ ^ 21t ^ ere rejected at the S% level. The in -
Table 15, based on logarithmic demand functions, generally 
substantiate results obtained from linear demand functions. 
Table l6 shows the substitution terms estimated from 
linear eggs, cheese, and breakfast cereals demand equations, 
a a — a -
The results show that 822% were negative, but and 8^^^ 
were positive. Whereas -some cross-substitution effects were 
a 
positive, others were negative. The 8^2% were negative while 
a a a 
^2lt were positive, and ^ ^21t* Because cheese and 
cereals are complementary according to both (2,120) and (2,121), 
a a 
^23t ^32t negative but their equality is unlikely, 
a a a a a 
Also, 8^^^ > 0 but 8^^^ < 0 and 8^^^ ^311* ^ijt computed 
from logarithmic demand equations (Table 17 )  do not violate 
the results based on linear demand functions except that now 
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a 
Sgit are negative, 
Ladd*s study on margarine and butter, using least-squares 
equations, shows that none of the theoretical properties of the 
was violated (Table 18), The null-hypotheses < 0, 
^ijt ^  ® and = ^Jit were not rejected a single time at the 
5% level. Substitution terms estimated from demand equations 
fitted by two-stage least-squares (Table 19) strongly support 
the findings of Table 18, 
The own-substitution terms, or their upper limits, for 
selected vegetables studied by Shuffet were all negative 
(Table 21), Specifically, the negativity property was satis­
fied by each of the following commodities: cabbage for fresh 
use, canned tomatoes, canned peas, and late onions, 
Daly's study on coffee gave no evidence that will serious­
ly violate the negativity property of the (Table 22), 
A summary of evidence regarding the properties of sub­
stitution terms estimated from unconstrained demand equations 
appears in Tables 22 and 23. Table 22 gives the results of 
hypotheses tested, while Table 23 gives the results of studies 
in which no tests of hypotheses were performed. 
Table 22 shows that the null-hypothesis of a negative own-
substitution effect was rejected only twice (including that of 
the composite commodity red meat) in ten tests; so was the 
hypothesis of positive cross-substitution effects for substi­
tute commodities (including the eggs and cheese study, where 
the two commodities could be complementary). The null-
Table 22, Smunary of tests of hypothesis on substitution terms 
Study^ ^ ° ^22t ^  ° ^I2t ^  ° ^21t ^  ° ^12t ° ^21t 
Beef and pork 
Meinken * * 
Puleihan * * 
Eggs and cheese ^ * * 
Red and poultry meat * * * 
* Margarine and butter * * * * 
(least-squares) 
^Results based on studies which assumed linear demand relationships. 
level, 
^An asterisk * indicates that the null-hypothesis was not rejected at the 5% 
Table 23. Snmrnary of some properties of substitution terms 
A 
0 s 22^  ° 0 0 8i2> 0 8i2> 0 0 S2i> 0 
Linear equations 
Beef and pork X X X 
Beef, pork. 
broilers X X X X X 
Beef, pork. 1 broilers, mutton X X ' X X X X 
Zggs X 
Eggs, cheese, 
cereals X X X 
Margarine and butter X X 
(TSLS) 
Lo^ equations 
Beef and pork 
Breimeyer X X X X 
Meinken X X 
Fuleihan X X X 
Beef, pork. 
broilers X X X X 
Beef, pork, 
broilers, mutton X X X ' X X 
Red and poultry 
meat X X X 
Eggs and cheese X X 
Eggs, cheese, 
cereals X X X 
Fresh cabbage X 
Canned tomatoes X 
Canned peas X 
Late onions X 
Coffee X 
^An X designates that the indicated property is satisfied, 
Table 23 (Continued) 
S23> 0 S3^> 0 0 S22> 0 0 S^> 0 S^2> 0 0 
Linear equations 
Beef and pork 
Beef, pork, 
broilers X XX 
Beef, pork, 
broilers, mutton X X X X X X 
Eggs 
Eggs, cheese, 
cereals 
Margarine and butter 
(TSLS) 
Lop: equations 
Beef and pork 
Breimeyer 
Meinken 
Fuleihan 
Beef, pork, 
broilers X XX 
Beef, pork, 
broilers, mutton X X X X X X 
Red and poultry 
meat 
Eggs and cheese 
Eggs, cheese, 
cereals 
Fresh cabbage 
Canned tomatoes 
Canned peas 
Late onions 
Coffee 
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hypothesis of equal cross-substitution effects was rejected In 
half of the cases tested. 
Moreover, In those studies where the variances and co-
variances of substitution effects were not computed and no 
tests were performed (Table 23), there was substantial evidence 
supporting negative own-substitution effects and positive 
cross-substitution effects (for substitute commodities). In 
some cases, even though substitution terms possessed signs con­
trary to those expected, their values were close to zero so 
that they could not be taken as conclusive evidence that those 
properties were seriously violated. There was less evidence, 
however, supporting the equality of cross-substitution effects. 
Finally, Barten's empirical findings, based on the com­
posite commodities food, pleasure goods, durables, and miscel­
laneous goods and services show that neither the negativity 
property, nor the "symmetry property" (equality of cross-sub­
stitution effects), could be refuted. 
To summarize, one could say that empirical findings clear­
ly indicate that there is very little evidence to refute the 
A 
negativity property. In addition, most 8^^^ were positive, 
except in cases where the commodities studied could also be 
considered complementary, as eggs and cheese. Evidence re­
garding the equality of the cross-substitution effects was less 
conclusive and weak. 
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The negativity property plays an important role in demand 
A 
analysis. Most empirical evidence supports negative and 
A 
positive S. , It would therefore seem justifiable to impose 1 
a 
the restriction < 0 in estimating demand functions. More-
A 
over, the restriction > 0 could be imposed in estimating 
demand equations of two or more commodities which are consider­
ed to be substitutes. Where evidence justifies it, the 
"symmetry property" may also be imposed. 
To impose some or all of the restrictions, we must have a 
method of estimation which would allow inequality constraints. 
This problem will be considered in the next chapter. 
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ESTIMATING DEMAND FUNCTIONS 
BY LINEAR PROGRAMMING 
Statement of the Problem 
So far, the only a priori Information used In regression 
analysis consisted of the form of demand relationships (linear 
or logarithmic linear) and the list of explanatory variables. 
In some cases, the investigator may be armed with more a priori 
information. He may have knowledge of the signs of coeffi­
cients, or the values of linear combinations of coefficients. 
This knowledge may be based on economic theory or on empirical 
findings (17, P. 255), 
The investigator may incorporate such extraneous informa­
tion in his estimating procedure to gain more knowledge about 
the population parameters. He may wish to Impose either 
equality constraints or inequality constraints on the estimated 
parameters. 
Sometimes, extraneous information is available in the 
form of equality constraints involving the coefficients, as 
when the researcher knows the values of some coefficients, or 
linear combinations of coefficients. In such cases he can make 
use of the calculus to minimize the sum of squared residuals 
around the estimated regression line. This procedure is known 
as the method of restricted least squares, or constrained least 
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1 squares. 
Much of the a priori Information used In this study Is 
based on economic theory and empirical findings, and Involves 
Inequality constraints. One constraint specifies a negative 
substitution effect, i.e. 8^^ < 0, which plays a central role 
In modern demand theory. 
When Inequality constraints exist, the use of the calcu­
lus breaks down, and recourse must be had to other methods of 
estimation. Programming techniques, both linear and quadratic, 
provide alternative methods of estimating demand functions. 
Let us consider each method separately, 
2 The use of linear programming in regression analysis 
Again consider the linear model 
(3,1) Y = XB + u 
where Y is an (n x 1) vector of sample observation, X is an 
(n X k) matrix of observations, B is a (k x 1) vector of un­
known coefficients to be determined, and u is an (n x 1) 
vector of unknown random disturbances. 
The objective of the research worker is to determine (k) 
coefficients b, which are estimates of the parameters B, 
^For a detailed discussion, see Goldberger (17» PP. 257-
261) .  
2 A thorough treatment of this problem may be found in 
Wagner (53) and to some extent in Fisher (11), 
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In both ordinary least-squares and restricted least-
squares, the estimators chosen are those which minimize the 
sum of squares of residuals e'e. In regression analysis, mini­
mizing e'e is by no means the only criterion of "best fit" of 
a regression line,' 
Karst (25) suggests an alternative criterion which in­
volves minimizing the sum of absolute deviations (residuals) 
from the regression line. If the Karst criterion is accepted, 
the problem of estimating regression parameters becomes one of 
minimizing a linear function (the sum of absolute deviations), 
subject to inequality (as well as equality) restrictions, Thlu 
is a problem in linear programming. 
Let us now see how a regression problem can be formulated 
in a linear programming format. 
If we have a sample of (n) observations on the X's and Y, 
any randomly selected Y can be represented by 
(3.2) Y^ = ^1^11 ^2^12 \^ik ®i 1 = 1, 
The predicted value of Y^ is 
(3,3) = b^X^^ + bgX^g +...+ Vik ^ 1, 2 , , . , ,  n 
It follows that the absolute value of the deviation of the 
k 
Ï^-ÏJ or observed Y from the predicted is 
1 = 1, 2,,,,, n. Summing over (n) observations yields the sum 
of the absolute values of the vertical deviations from the 
line 
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(3.4) Z 
1=1 
This is th«-objective function whose value we wish to 
minimize, 
Following Charnes, Cooper, and Ferguson (6), the problem 
can be expressed as 
n n 
(3,5) Minimize Z e.. + £ e-, 
1=1 1=1 ^ 
subject to the restrictions 
k 
(3.6a) Z bjX^j + e^^^ - e^^ = i = 1,..., n 
(3,6b) bj unrestricted in sign 
(3.6c) e^^ >0 > 0 
The problem then involves finding non-negative values of 
the e^^'s, eg^'s, and b's which minimize (3.5) and satisfy the 
restrictions (3.6), 
Here (e^^ + ®2i^ represents the absolute deviation between 
A ty iT. the observed value and the predicted value Y^ for the i 
observation. We can interpret e^^^ and eg^ as vertical devia­
tions above and below the regression line. Since either e^^ or 
is positive, it follows that in any optimal solution, only 
one, but not both, can be present, for a given i. 
122 
If it is desired to estimate an intercept, this can be 
done by setting (i = 1,,,,, n), eqiial to unity. Further­
more, since very little is known about the properties of para­
meters estimated by linear programming except that they are 
consistent (6, p, 150)t it may be desired to include the addi­
tional restriction that the line pass through the means, as in 
least-squares0 For this purpose, a restriction of the type 
(3.7) b^X^ + bgXg b^X^ = Y 
is used, Xj and Y refer to the mean values of the variables. 
This restriction was used in the thesis in all equations 
estimated by linear programming. 
One of the main reasons for estimating demand equations 
by linear programming is because it allows the investigator to 
a 
impose inequality restrictions of the type < 0, This 
restriction can be Incorporated into the problem given by (3,5) 
and (3.6), and we can write it as 
(3.8) = b^^ + b^^ Y^ < 0 i = 1,,.., n 
where b^^ is the own-price coefficient and b^^ is the income 
coefficient, 
To guarantee that < 0 for all i, the largest value of 
Y^ is used. But it could happen that the largest value of the 
observations may be too high relative to the values of the 
other observations, and would unduly influence the values of 
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the estimated coefficients. To avoid this problem, the re­
striction < 0 was evaluated at the mean value of Y in this 
thesis. 
Since strict inequality restrictions are not used, (3.8) 
could be slightly perturbed. Also (3.8) may be multiplied by 
(-1) to get it as an equal-to-or-greater-than constraint 
(3.9) - ^11 = - ^11 - > .0001 
where the right-hand side of the inequality is an arbitrarily 
t h 
small number. Multiplying the 1 primal constraint by a minus 
t Vi 
sign changes the sign of the corresponding i dual variable 
(18, p, 235), but will not affect the primal variables. Ap­
plying this procedure, the resulting primal linear programming 
problem becomes 
n n 
(3.10) Minimize L e,, + Z e^. 
1=1 1=1 
subject to the restrictions 
(3.11a) E ^ij^ij ®li " ®2i ~ ^1 
J-i 
(3.11b) - b^^ - b^3 > .0001 
(3,11c) b^j unrestricted in sign 
(3.lid) e^^, eg^ > 0 
The restriction Sj^2 ^ 0 could also be added in a similar 
manner. 
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The simplex method of linear programming yields non-
negative activity levels of the variables (I5, p, 92). But in 
regression analysis, some coefficients may be unrestricted in 
sign (equivalent to having either positive or negative activity 
levels of variables in linear programming). If variable Is 
unrestricted in sign, we can express it as the difference be­
tween two non-negative variables, or 
I Bj" i 0 ^ ° 
Thus the problem of estimating variables unrestricted in sign 
may be transformed into a linear programming problem with no;.-
negative variables, and the simplex method may be used. 
When an unrestricted variable is replaced by two non-
negative variables, then the activity vector corresponding to 
the unrestricted variable must now be replaced by two vectors 
whose elements have opposite algebraic signs. If is the 
original activity vector (vector of observations on explanatory 
variable X^ ) and B^ Is replaced by Bj' - By then the problem 
becomes 
where we now have two vectors, X^ corresponding to By and -X^ 
which corresponds to By, As Hadley (18, p. 71) points out 
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"any basic feasible solution cannot have 
Bj' and Bj" In the basic solution. If both 
variables could be different from zero, then 
Xj and -Xj would be In the basis. However 
Xj and -Xj are not linearly Independent, and 
no basis can contain both of them. Thus in 
any optimal basic solution either By = 0 
and Bj = Bj*{ or Bj' = 0 and Bj = -Bj"; or 
Bj' = Bj" = 0 and Bj = 0, This demonstrates 
that the value of Bj uniquely determines the 
values of Bj' and Bj". If Bj' > 0, Bj" = 0 
and vice versa," 
If one wishes to specify that some parameters be non-
negative, this is accomplished by using the original parameters. 
Here the variable Bj and the corresponding vector of observa­
tions are used without any transformation. 
Based on theory or empirical findings, an investigator 
may wish a certain coefficient to be negative. This is done 
by replacing Bj by (-Bj"), where Bj" > 0, In this case, the 
vector of observations Xj which corresponds to Bj will be re­
placed by (-Xj), The activity level of Bj will be equal to 
Bj" with a negative sign, 
A numerical Illustration may be helpful. Consider the 
case of three variables (parameters) and (n) observations. 
Assume that we wish to fit the linear function 
(3.12) Y = b^X^ + bgXg + b_Xj + e 
to the observations 
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%11 *12 Xl3 
^2 ^21 ^22 ^23 
# e # • 
e # # • 
# # # • 
# # # # 
^nl ^n2 
and satisfying the restriction 8^^ < 0, where 
Y = per capita consumption of commodity Y 
= price of Y 
Xg = price of a related commodity 
and X^ = per capita disposable income 
According to (3.10) and (3,11), we can write the problem 
as 
(3.13) Minimize e^^ + ®12'''* •'"^^In ®21 ®22 +' * ®2n 
(3.l4a) Subject to 
^1^11 ^ ^2^12 ^3^13 ®11 " ®21 ^1 
\^2l ^2^22 ^3^23 ®12 " ®22 ~ ^ 2 
• • 
• • 
0 • 
• • 
^l^nl ^2^n2 ^3^n3 ®ln " ®2n ^n 
-b^ -b^Y > .0001 
(3.l4b) bj unrestricted in sign J = 1, 2, 3 
(3.l4c) e^^, > 0 
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The linear programming problem given by (3,10) and (3.11) 
involves finding values for (2n + k) non-negative variables 
with (n + 1) restrictions. It is easily seen that If (n + 1) 
is quite large relative to (k), the computational problem be­
comes unduly complex, since the more constraints there are, the 
larger the basis (18, p, 230), In such a situation, solving 
the dual problem facilitates computational work considerably, 
because the size of the basis is reduced to the number of vari­
ables in the primal. 
Let us now see how the dual linear programming problem of 
minimizing the sum of absolute deviations can be formulated. 
One of the duality theorems (9, P, 125) states that if 
there are (k) variables and (n + l) restrictions in the primal, 
the dual will have (n + i) variables and (k) restrictions. 
Thus there is a one-to-one correspondence between the variables 
of the primal and the restrictions of the dual, and between 
the restrictions of the primal and the variables of the dual. 
Consider the primal problem of minimizing an objective 
function, and assume that the primal variables consist of (k^) 
non-negative variables and (kg) unrestricted variables, where 
(k^ + kg = k). Also assume that the primal has (n^) equality 
restrictions and (ng) equal-to-or greater-than restrictions, 
where (n^ + ng = n + 1), Then, duality theorems state that the 
dual would have (k^) equal-to-or-less-than constraints and (k?) 
equality restrictions. In addition, we would have (n^) unre­
stricted dual variables, while (n^) variables will be non-
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negative (9, P. 126), 
Applying these rules, the dual of the primal problem 
given by (3,10) and (3,11) becomes 
n+1 
(3.15) Maximize S Y.d, 
i»l ^ 1 
Subject to the restrictions 
n+1 r < 0 for each j in k, 
(3.16a) Z X, ,d, < ^ 
i=l ^ = 0 for each J in k2 
(3.16b) d^ < 1 i = 1,.,,, n 
(3.160) -d^ < 1  i « 1 , , , . ,  n 
(3,l6d) d^ is unrestricted in sign for each i in n^ 
(3.16e) d^ > 0 for each i in n2 
The dual of the system (3.13) and (3.14) can be expressed 
as 
(3.17) maximize Y^d^ + Ygdg +,,,+ Y^d^ + .0001 d^^^ 
Subject to the restrictions 
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11^1 + ^21^2_ + ...+ 
12^1 + %22&2 + ...+ 
13^1 + %23*2 + ...+ 
^1 
(3»l8a) X9^dp+,,, " ^n+1 ~ ^  
= 0 
- Sin+i = 0 
< 1 
az S 1 
a. L 
-d^ < 1 
-dg <1 
# 
-^n 5 1 
(3.18b) d,, dj,,,,, djj unrestricted In sign. 
1n+l i " 
Note that "because the primal has equality constraints mostly 
all dual variables are unrestricted in sign, except 
It is apparent that the dual would have (n + 1) variables 
and (2n + k) restrictions, compared with (2n + k) variables and 
(n + l) restrictions for the primal. 
At first glance it may appear that since the dual has more 
restrictions than the primal, the dual would have a larger 
basis and requires more computational work. However, this 
problem reduces to one in (n) bounded, and one non-negative, 
variables and (k) restrictions. 
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If the algorithm used allows for negative lower bounds of 
the variables, no further work is needed by the research work­
er, The system (3,15) and (3.16) can be expressed as 
n+1 
(3,19) Maximize 2 Y.d. 
i=l ^ 1 
Subject to the restrictions 
n+1 r < 0 for each j in k^ i ^
(3.20a) Z X, .d ) 
i=l ^ L = 0 for each J in kg 
(3.20b) -1 < < 1 1=1, 2 , . , . ,  n  
i « 
This was the formulation used by the writer. The algorithm 
used is the bounded variable, product form of the inverse, re­
vised simplex method. 
To find b values, we look for the dual variables of the 
dual problem, which are the primal variables. 
If negative lower bounds are not admissible in an algo­
rithm, a simple transformation of the dual variables again re­
duces the problem to a model in (n) bounded, and one non-
negative, variables and k restrictions (53, P. 209), 
If we let 
(3.21) f^ = d^ + 1 i = 1,.,,, n + 1 
the dual problem becomes 
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L _ 
( 3 . 2 2 )  
n+1 
Maximize Z Y. f 
i=l ^ 
n+1 
2 Y i 1=1 
subject to the restrictions 
n+1 
(3.23a) L X^jfi 
for each j in 
for each j in kg 
(3.23b) 0  <  f .  < 2  
Thus dual variables with negative lower bounds have been 
replaced by bounded variables with non-negative lower bounds. 
The simplex method for bounded variables may then be used, 
A desirable feature of solving the dual is that the use 
of additional restrictions in the primal will not alter the 
number of dual restrictions, but it will increase the number 
of dual variables only. As a result, computational work is 
not unduly complicated by the introduction of additional re­
strictions in the form of linear combinations of the B's, as 
restrictions Imposed In the form of substitution terms, 
So far, the analysis has been concerned with the problem 
of estimating the parameters of a single equation by minimiz­
ing the sum of absolute deviations around the fitted line. 
The procedure outlined above, however, could be used to esti­
mate the parameters of two or more equations simultaneously. 
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This is particularly useful when linear restrictions of greater 
complexity are imposed which involve some coefficient of both 
equations. Such is the case when it is desired to estimate the 
demand functions of related commodities, such as pork and beef 
(3.24) ÏJ = + bjjXj + y 
(3.25) ïj = tgg + bgjXj^ + 1=22^2 ^23X3 + " 
A A A  
subject to the restrictions ~ ^ 21 (wh^r® ^12 ~ ^ 2 ^ ^ 13 ^2 
^ — A 
and S21 - ^ 21 ^23 ^ 1^» ^11 ^22 ^2 ^ efer 
to beef and pork consumption respectively. 
One could of course estimate the beef equation first, com-
a 
pute 8^2 ~ C' and then estimate the pork equation, satisfying 
a _ 
the constraint = b^^ + bg^ = C, Similarly, one may 
A 
derive the pork equation first, compute Sg^ = C", and then 
estimate the beef equation, providing that it satisfies the 
constraint S^g = b^g + = C", But in either case, the 
coefficients of the last equation estimated will be conditional 
estimates, which are influenced by the coefficients of the 
equation which is estimated first. In such a situation, the 
simultaneous estimation of two (or more) equations is desir­
able, and this procedure was used in this thesis. 
Let Y^ in (3,24) be denoted by Y^, i =1,.,,, n and Yg in 
(3,25) be denoted by Y^, 1 = n + l,,,,,2n; similarly, let 
(i = 1 , , , , ,  n) denote v and e^^ (i =n +•!,,,,, 2n) denote w. 
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Then equations (3.24) and (3.25) can be written as 
(3.26) = b^Q + + ^ 12*12 ®li " ®2i 
1 = l,.«.f n 
(3.27) \ = bgQ + ^ 21^11 ^22^12 *'*'+ ^2k^lk ®11 " ®2l 
1 = n + 1,.. 0 » 2n 
In such cases where two equations are to be estimated simulta­
neously, the primal of the problem of minimizing the sum of 
absolute deviations around the regression lines (or planes) 
can be written as 
l_ 
2n 2n 
(3.28) Minimize Z e.. + 2 e,. 
1=1 1=1 
I 
Subject to the restrictions 
k 1 = 1,..., 2n 
(3.29a) 2 X, .b. , + e,, - e^. = Y. hf= 1 for i = l,.,.,n 
j=l "J ^ "1= 2 for i = n+l,...,2n 
(3.29b) -b^i - b3_3 \ > .0001 
(3.29c) -bgg - b23 Yg - .0001 
(3.29<1) bj2 + bj3 Ï2 - bjj - b23 \ = 0 
b^j unrestricted in sign 
®li' ®2i - 0 
T^is problem has (4n + 2k) variables and (2n + 3) restrictions. 
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The dual of (3.28) and (3.29) Is 
2n+3 
(3.30) Maximize E Y,d, 
1=1 ^ 1 
Subject to the restrictions 
2n+3 r < 0 for each j In k. 
(3.31a) 2 X d J 
1=1 0 for each j in kg 
(3.31b) d^ < 1 1 = 1 2n 
(3.31c) -d^ < 1 1 = 1 2n 
(3.31ci) ^2n+l» ^2n+2 - ° 
dg^ ^  ^  unrestricted in sign 
where k^ is the number of non-negative variables and kg is the 
number of unrestricted variables in the primal, and (k^ + kg 
= 2k). 
The dual has (2n + 3) variables and (4n + 2k) restrictions, 
which, for large n, yields more restrictions than found in the 
primal. But the dual reduces to a problem in (2n + 3) vari­
ables and (2k) restrictions only 
2n+3 
(3.32) Maximize Z Y.d. 
1=1 ^ 1 
subject to the restrictions 
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2n+3 
(3.33a) Z X, .d 
1=1 
< 0 for each j In 
= 0 for each j In kg 
(3.33b) -1 < < 1 1=1 2n 
(3.33c) ^2n+l' ^ 2n+2 - ° 
à.2n+^ unrestricted In sign 
Another problem encountered in the use of linear program­
ming In regression analysis has to do with which variable to 
treat as dependent. In the previous chapter, in all studies 
except two (eggs and cheese; and eggs, cheese and cereals), 
ordinary least-squares was used to estimate each reduced-form 
equation, treating price as a dependent variable. Estimates 
of the structural equations were then obtained by algebraic 
transformation. In linear programming estimation, all equa­
tions were estimated by treating consumption as a dependent 
variable. The effects of this procedure on the estimated co­
efficients are not very clear, since very little is known 
about the properties of coefficients estimated by linear pro­
gramming. 
To date, no procedure has been developed to compute the 
variances and covariances of parameters estimated by linear 
programming. Hence hypotheses of the type < 0, > 0, 
and could not be tested. 
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Results 
In this section, the results of estimating demand equa­
tions of related commodities and substitution terms will be 
reported and discussed. 
For each equation fitted by least-squares by the writer, 
a corresponding equation was estimated by linear programming, 
using the same data and covering the same time periods. In 
each equation, those properties of which were verified 
empirically were imposed on the estimating procedure. From 
these equations, substitution terms were computed. Then, and 
for purposes of comparison, all of the relevant properties of 
substitution terms, including those which were not empirically 
verified, were imposed in estimation. Specifically, the follow­
ing restrictions were Imposed in the second step: < 0, 
Si J > 0, and S^^ = Sj^, This was done to determine the effects 
of imposing the theoretical properties of substitution terms 
on the estimated coefficients. 
For those least-squares equations where quantities are 
dependent variables and where standard errors of the coeffi­
cients are available, coefficients estimated by linear program­
ming and least-squares were compared, by taking the absolute 
value of the difference between the two coefficients, and 
dividing this difference by the standard error of the least-
squares coefficient. The smaller the ratio, the more compar­
able the coefficients, The results are reported in parentheses 
below the coefficients. 
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All notation used is the same as before, except where 
specifically indicated. 
Let us now consider each group of related commodities 
briefly. 
Beef and pork 
Linear and logarithmic equations were estimated, imposing 
a a a 
the following restrictions; Sgg  ^0, S^ 2 ^  0, and > 0, 
a a 
where refers to beef and refers to pork, j = 1, 2. 
The results of fitting linear demand functions were 
(3.34) = 60,595 - .54? + .066 + ,004 Y + .910 t 
(2,173) (.979) (3.800) 
(3.35) Qp = 77.986 + .002 P^  - .346 P^  + ,006 Y - ,236 t 
(2,055) (4.238) (.700) 
Some coefficients in these equations differ substantially 
from those of (2,71) and (2,72) fitted by least-squares. 
Substitution terms computed from (3,34) and (3.35) are 
a 
reported in Table 24, Although the restriction < 0 was not 
a a 
imposed while Sgg < 0 was, the 8^ ^^  were all negative, and 
a a 
some 822% were positive. The result that some 822% were posi-
a 
tive may be explained by the fact that the restriction 822 < 0 
was evaluated at the mean value of Q^ . 
a a a 
When the restrictions 8^  ^< 0 and 8^ 2 ~ ^ 21 ^ ere imposed 
the resulting equations were Identical with (3.34) and (3.35), 
probably because these constraints were not binding. 
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Table 24, S. . estimated from linear beef and pork equations 
^ J a 
fitted by LP* 
Year l^lt ®22t 5^ 2t 2^1t 
1921 -.5968 ,0244 ,4925 ,4250 
22 -.6168 .0353 .5315 .4832 
23 -.6037 .1145 .5758 .4791 
24 
-.6023 .1121 .5725 .4765 
25 -.5876 .0435 .5146 ,4648 
26 
-.5789 ,0188 ,4942 ,4669 
27 -.6192 .0529 .5256 .4307 
28 
-.6583 ,0838 .5528 .3903 
29 -.6529 .0707 ,5441 .3983 
1930 -.6746 , 0488 .5423 ,40l4 
31 -.7423 .0683 .6053 .4385 
32 -.8391 .1025 .6916 ,4693 
33 -.8519 ,1082 ,7299 .5459 
34 -.7412 ,0288 .6558 .6532 
35 -.7929 -.1590 .5146 .5314 
36 -.7366 -.0803 .5607 .5979 
37 -.7452 -,0692 .5472 .5272 
38 
-.7637 -,0436 .5752 .5295 
39 -.7731 .0314 .6339 .5397 
1940 -.7652 .1320 .6959 .5377 
41 
-.6912 .0706 .6253 .5665 
48 
-.4150 .0389 ,3800 .3589 
49 
-.4157 ,0386 .3831 .3675 
1950 -.4136 ,0482 ,3862 .3611 
51 -,4086 ,0606 ,3682 .2959 
52 
-.3790 .0631 ,3628 ,3206 
53 -.3238 ,0092 .3245 .3968 
54 -.3156 -.0120 .3090 .4053 
55 -.3119 ,0285 .3370 .4137 
56 -,2980 .0306 .3337 .4215 
57 -,2924 -.0053 .2992 .4006 
58 -.2985 .0099 ,2880 .3690 
59 -.2950 .0303 .3125 .3679 
i960 -.2815 .0153 ,2980 .3756 
61 -.2720 ,0002 ,2848 .3814 
62 
-.2677 ,0082 ,2869 .3787 
-.2510 .0176 .2898 .3944 
64 
-.2329 .0174 ,2860 .4115 
65 -.2302 -.0167 ,2588 .4031 
L^inear programming. 
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Logarithmic demand equations estimated by the writer were 
(3.36) Log = 1.237 - .983 log + ,326 log + .499 log Y 
+ ,006 t 
(3.37) Log Qp = 1.130 + .568 log P^  - .559 log P^  + .226 log Y 
- .005 t 
a 
The S. , shown in Table 25 were estimated from (3.36) and 1J t 
a 
(3.37). The 8^ ^^ , which were unrestricted in sign, were all 
positive. Other results satisfy the restrictions imposed in 
the estimation procedure, 
a a a 
When the restrictions 8^  ^< 0 and 8^ 2 ~ 8^  ^were added, 
different demand equations were obtained 
(3.38) Log = 1,456 - .980 log P^  + .410 log P^  + .377 log Y 
+ .007 t 
(3.39) Log Qp = 1.116 + .611 log P^  - .669 log Pp + ,270 log Y 
+ ,005 t 
The income coefficients in both equations were affected most. 
Beef, pork, and broilers 
Linear and logarithmic equations were again estimated. 
Since most substitution terms computed from linear demand 
equations for beef, pork, and broilers estimated by least-
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Table 25, estimated from logarithmic beef and pork equa­
tions fitted by LP 
Year 
a 
l^lt 
a 
®22t 
a 
I^2t 2^1t 
1921 ,4149 - .2111 3.0432 2,3414 
22 .3543 - ,2267 3.1401 2,4461 
23 .1901 - .5507 3.1756 2.5530 
24 ,2424 
- .5337 3.1852 2.5233 
25 ,2223 - .2115 2,7301 2.1871 
26 .2479 - .1055 2.5896 2.0627 
27 ,1460 
- .3579 2.5033 2.0423 
28 .1199 - ,6089 2,3235 1.8822 
29 ,1454 - .5621 2,2420 1,7802 
1930 ,1866 - .5192 2,3739 1.8723 
31 .1679 - ,6928 2,8347 2,2764 
32 .2853 -1.2985 3.7912 2,9088 
33 .4233 -1.3237 4.5399 3.4080 
34 .9373 - .2056 4,4230 3.1092 
35 .5655 .0364 2,5090 1.7686 
36 .5592 ,0364 2,8818 2.0855 
37 .3994 - ,1698 2,5102 1,8332 
38 .3599 - ,2784 2,8171 2.1134 
39 .2952 - .5779 2,9862 2.2523 
1940 .1939 -1,0266 3.2357 2.4852 
4i .1600 
- .5577 2,7762 2,1442 
48 .3094 - .1372 1,4794 1.0265 
49 ,2804 - .1894 1.5508 1.0923 
1950 ,2612 - .2388 1,4721 1.0179 
51 .1735 - .3287 1,2491 .8853 
52 ,2346 - .2962 1.3662 .9349 
53 .3126 .0160 1.4574 1.0038 
54 .3438 ,0829- 1,4218 .9629 
55 ,2940 - .0785 1.5708 1.0620 
56 .2680 - .1025 1.5985 1.0742 
57 .2674 . 0042 1.3770 .9213 
58 ,2864 - .0151 1.2501 .8189 
59 .2674 - .1619 1.3724 .8926 
i960 .2781 
- .1177 1.3637 .8724 
61 .2750 - .0517 1,3210 .8471 
62 .2696 - .0770 1.3097 .8359 
.2907 - .0775 1.3887 .8754 
64 .2635 - ,0610 1,4115 ,8896 
65 .2315 .0307 1.2039 .7565 
l4l 
squares did not seriously violate any of the properties of the 
A A 
8,,, all of the relevant restrictions (8,, <0, S.. > 0, and 
A A 
®1J 1, j = 1;,,,, 3) were Imposed in fitting demand 
equations by linear programming. The linear demand equations 
so estimated were 
(3.40) = 70,812 - ,544 + .050 + .104 P^  + ,009 Y 
+ ,946 t 
(3.41) Op = 61,963 + .235 Pb - .600 Pp + ,197 P(. + ,006 Y 
— ,424 t 
(3.42) Qg = 12,280 + ,051 P^  + .090 Pp - .305 Pg + .003 Y 
+ ,627 t 
8ome coefficients in the beef, pork, and broiler equations 
estimated by linear programming were similar to tho , estimated 
by least-squares. 
The based on (3.40) to (3,42) are shown in Table 26, 
These results reflect the effects of imposing the relevant 
A A 
restrictions. Here and refer to broilers. 
In estimating logarithmic beef, pork, and broiler demand 
a a 
equations, the following restrictions were imposed: Sgg, 
a a a a yn 
and 8^  ^are negative, 8^ ,^ and a.re positive, and 
a a a a 
that 8^ 2 = 8^  ^and 82^  = 8^ 2* The estimated equations were 
abl( 
ear 
94 B 
49 
950 
51 
52 
53 
54 
55 
56 
57 
58 
59 
960 
61 
62 
63 
64 
65 
26. Sj^j estimated from linear beef, pork and broiler equations fitted by LP 
a a a a a a A A 
^llt  ^12t ^13t ^21t ^22t ^23t ^31t ^32t 
.1143 .737/1 .1332 .6370 -.2642 .2745 .2391 .3333 
.1073 .7434 .2023 .6482 -.2675 . 2387 .2440 .3661 
.1111 .7513 .2175 .6391 -.2549 .2974 .2402 .3379 
.1606 .7196 .2183 .5534 -.2201 .2866 .2032 .3209 
•.1104 .7098 .2263 .5725 -.2115 .2889 .2144 .3159 
.0083 .6244 .2304 .6468 -.2633 .2906 .2520 .2868 
.0236 .5900 .2428 .6543 -.2833 .2983 .2561 .2750 
.0343 .6526 .2446 .6635 -.2437 .2999 .2605 .2961 
.0547 .6468 .2742 . 6676 -.2376 .3176 .2636 .2930 
.0423 .5727 .2815 .6394 -.2645 .3180 .2513 .2657 
.0103 .5501 .2999 .6004 -.2622 .3267 .2342 .2562 
.0129 .6061 .3046 .5974 -.2199 .3239 .2332 .2743 
.0328 .5749 .3051 .6016 -.2310 .3273 .2363 .2628 
.0471 .5464 .3235 .6050 -.2436 .3332 .2337 .2525 
.0491 .5521 .3173 .5993 -.2328 .3326 .2363 .2536 
.0789 .5597 .3252 .6127 -.2204 .3365 .2440 .2553 
.1112 .5525 .3252 .6270 -.2176 .3349 .2520 .2520 
.1069 .5074 .3354 .6151 -.2380 .3398 .2470 .2359 
1^3 
(3.43) Log = 2.7923 - .7850 log + .2260 log 
+ ,0001 log P^  + .008 t 
(3.44) Log Qp = 2.558 + .2960 log P^  - ,7190 log P^  
+ .0001 log P^  - ,006 t 
(3.45) Log = 2,868 + .0004 log P^  + ,0003 log P^  
- 1,0480 log P^  + ,013 t 
These equations are markedly different from those fitted 
by least-squares. It will be recalled that the latter sug-
a 
gested that beef and pork are not only complements 
a 
2^lt negative), but also that their income elasticities 
are negative; however, both results are doubtful. Equations 
estimated by linear programming showed no such evidence: The 
income coefficient is conspicuously absent from all three equa-
a a 
tions, and beef and pork are substitutes "^ 211 
positive), 
Substitution terms computed from (3.43), (3.44) and (3.45) 
are shown in Table 27, 
a a 
When the restrictions  ^0 and > 0 were imposed, 
the estimated logarithmic equations were 
(3.46) Log = 3.164 - .8690 log P^  + ,1100 log P 
+ ,0001 log P^  + ,007 t 
Table 2/. 3^. estimated from logarithmic beef, pork and broiler equations fitted by LP 
A A A /V. A A A 
Year 
^llt ^12t ^13t 
C 
•^2 It ^22t ^23t %lt ^32t S33t 
1945 -.5190 .1326 . CCCl .2480 -.7353 .0001 .00002 .00002 -.0888 
49 
-.5798 .2045 . C%#1 .2728 -.8125 .0001 .00004 .00004 -.1212 
1950 -.5217 .2053 . 0001 .2529 -.3400 .0001 .00005 .00005 -.1533 
" 1 
-.3938 .1691 . 0001 .2241 -.8112 .0001 .00004 .00006 -.1760 
52 -.4455 .1923 . 0001 .2304 -.8426 .0001 .00005 .00006 -.2016 
53 -.6966 .2182 . 0001 .2534 -.6696 .0001 .00003 .00005 -.2159 
54 -.7204 .2194 . 0001 .2410 -.6191 .0001 .00007 .00006 -.2665 
55 -.7446 .2640 . 0001 .2726 -.8153 .0001 .00009 .00008 -.2533 
56 -.7375 .2373 . 0001 .2804 -.8625 .0001 .00011 .00010 -.3762 
-.7241 .2445 . 0001 .2383 -.6787 .0001 .00011 .00009 -.4267 
53 -.5971 .2150 . 0001 .2049 -.6218 .0001 .00011 .00010 -.4953 
59 -.5873 .2456 . 0001 .2248 -.7927 .0002 .00011 .00012 -.5689 
1960 -.6220 .2569 . 0002 .2202 -.7671 .0001 .00012 .00013 -.5743 
61 -.6532 .2525 . 0002 .2156 -.7032 .0002 .00013 .00013 -.7060 
62 -.6308 .2522 .00019 .2123 -.7163 .0002 .00012 .00013 -.6592 
63 -.6769 .2754 .00019 .2222 -.7623 . 0002 .00013 .00014 -.7052 
64 -.7443 .2957 .00019 .2311 -.7748 . 0002 .00014 .00015 -.7620 
65 -.7078 .2539 .00013 .2047 -.6320 .0002 .00015 .00014 -.7895 
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(3.47) Log Op = 2,397 + .3500 log - .6860 log 
+ ,0001 log P^  - ,006 t 
(3.48) Log = 2,868 + ,0004 log P^  + ,0003 log P^  
- 1,0480 log P^  + ,013 t 
Beef, pork, broilers, and mutton 
Linear demand equations were estimated first, Imposing 
a a a a 
the restrictions < 0, > 0, and = Sj^  for 1, J = 1, 
,,,, 4 (1, j = 4 refer to mutton), with the exception of 
a a a 
< 0, > 0, and = 8^ ,^ The equations were 
(3.49) = 70,542 - ,526 P^  f ,055 Pp + .114 P^  - .025 
+ ,0090 Y -i- ,988 t 
(3.50) Qp = 61,998 + .256 P^  - .585 Pp + .191 - .021 P^  
+ ,0050 Y - .397 t 
(3.51) = 11.852 + ,058 P^  + ,077 Pp - .283 - .011 P^  
+ ,0030 Y t .672 t 
(3.52) = 8,314 + .048 P^  + .005 Pq - .113 Pi - .0001 Y 
- .038 t 
Again note that some coefficients in the above equations 
are comparable to those of the structural equations (2.93) to 
146 
(2.96). 
Substitution terms estimated from linear demand equations 
are shown In Table 28. 
a ^ a a 
When the restrictions < 0, > 0, and 
were added, the re-estlmated equations were 
(3.53) Qb = 70.859 - .5^ 7 + .050 + .103 P^  + .004 
+ .0090 Y + .939 t 
(3.54) Qp = 62.120 + .258 - .583 P^  + .182 - .022 P^  
+ .0050 Y - .424 t 
(3.55) Qg = 11.884 + .058 P^  + .075 Pp - .281 P^  - ,011 P^  
+ .0030 Y + .679 t 
(3.56) = 8.314 + .048 P^  + ,008 P^  -i- .005 P^  - .113 P^  
~ .0001 Y - .038 t 
The newly-added restrictions did not appreciably modify 
the coefficients of the original equations. The coefficients 
of the lamb equation were completely unaffected. 
Logarithmic demand equations were estimated, imposing the 
a a a a 
rectrlctions < 0, > 0, and = 8j^ , for i, j = 1,,.., 
4 except > 0, and 8^ ;^  = The 
results were 
Table 28„ estimated from linear beef, pork, broiler, and mutton equations 
fitted by LP 
• —A " • • a a a a a a a 
Year l^lt ®12t 1^3t I^4t 2^1t 2^2t ®23t 2^4t 
19^ 8 -.0928 .7433 .1951 .0185 06026 -.3216 .2607 .0018 
49 -.0861 .7494 .2143 ,0089 .6127 -.3253 .2729 -.0036 
1950 -.0896 .7573 .2295 ,0088 .6044 -.3138 .2798 -.0036 
51 -.1407 ,7251 .2294 ,0022 .5276 -.2773 .2685 -e0066 
52 -.0909 .7152 .2371 .0090 .5422 -,2681 .2697 -.0027 
53 .0276 .6297 ,2411 .0137 .6035 -.3106 .2709 ..0000 
54 ,0428 .5953 .2535 .0127 .6095 -.3269 .2772 -.0005 
55 .0536 ,6580 .2553 ,0128 .6174 -.2942 .2787 -.0005 
56 .0737 .6521 .2848 ,0116 .6199 -.2878 .2930 -.0011 
57 ,0611 .5778 .2917 ,0085 .5934 -.3071 .2923 -.0026 
58 ,0282 .5551 .3098 .0082 .5601 -.3029 .2989 -.0025 
59 .0306 .6110 .3145 .0135 .5571 -,2670 .3005 .0005 
i960 .0502 .5797 .3148 .0133 .5597 -.2750 .2987 .0005 
61 ,0644 .5512 .3331 .0149 .5619 -.2845 .3076 .0014 
62 , 0662 .5568 .3268 .0156 .5569 -.2747 .3027 .0019 
63 .0958 .5644 .3346 .0137 .5670 -.2634 .3055 .0009 
64 .1278 .5571 .3344 .0077 .5782 -.2599 .3039 -.0023 
65 .1233 .5119 .3445 .0035 .5673 -.2757 .3076 -.0045 
Table 28 (Continued) 
a a a  a a  a a a  
Year 3^1t 3^2t 3^3t 4^11 4^21 4^3t 4^4t 
1948 .2475 .3178 -.3180 .0030 .0513 .0020 .0053 -.1353 
9^ .2524 .3205 -.3153 -.0002 .0518 .0020 .0052 -.1366 
1950 .2486 .3224 -,3066 —.0002 .0513 .0019 .0049 -.1353 
51 .2109 .3065 -.2782 -.0022 .0482 .0014 .0044 -.1252 
52 .2219 .3018 -.2680 ,0001 . 0466 .0014 .0041 -.1226 
53 .2595 .2729 -.2641 .0017 .0450 .0023 ,0041 -.1217 
5^  ,2636 .2611 -.2584 .0014 .0446 .0026 ,0038 -.1212 
55 ,2680 .2822 -.2589 .0014 .0446 .0019 .0039 -.1215 
56 .2710 .2793 -.2440 .0011 .0437 .0019 .0035 -.1197 
57 .2585 .2524 -.2303 .0001 .0423 .0023 ,0032 -.1157 
58 .2411 .2433 . -.2155 .0001 .0415 .0024 .0028 -.1126 
59 .2401 .2615 -.2114 .0019 .0412 .0017 .0027 -.1117 
i960 .2431 .2501 -.2064 .0018 .0403 .0019 .0026 -.1100 
61 .2454 .2400 
-.1970 .0024 .0397 .0021 .0023 -.1088 
62 .2435 .2413 -.1956 .0027 .0393 .0020 .0023 -.1077 
,2506 .2431 -.1893 .0021 .0384 .0018 ,0022 
-.1063 
64 .2585 .2400 -.1855 ,0001 .0376 .0018 .0020 -.1049 
65 .2534 .2240 
-.1773 -.0013 .0369 .0022 .0019 -.1031 
1^9 
(3.57) Log = ,1330 - .3017 log + ,2990 log 
+ ,0001 log P^  + .8279 log P^  + .0155 t 
(3.58) Log Op = 2.3290 + .3910 log P^  - .6934 log Pp 
+ .0001 log P^  + .0001 log Pj + .0054. t 
(3.59) Log Qg = 2.8675 + .0004 log P^  + .0003 log Pp 
- 1.0486 log Pg + .0004 log Pj + .0134 t 
(3.60) Log = 3.1486 + 1.0572 log P^  + .OI58 log P^  
+ .0013 log Pg - 2.4233 log Pj - .0086 t 
These equations bear little resemblance to equations (2,101) 
through (2c104), Whereas the income coefficients for beef, 
pork, and mutton were negative in the latter, they were zero 
in the former. Thus the least-squares equations indicate that 
BX. 
beef, pork, and mutton are inferior commodities ("9^  )^ 
while linear-programming estimation suggests that they are not. 
The reported in Table 29 were estimated from 
A 
equations (3.57) through (3.60), Note that 8^ ^^  were all 
positive, even though this restriction was not imposed, 
a a a a. 
Next, the restrictions > 0, = 8^ 2 
a a 
83^  = 8^  ^were added to re-estimate the following equations 
(3.61) Log = .1419 - .001 log P^  + .7089 log P 
+ .0455 log P^  + .0743 log P^  + .0167 t 
Table 29, estimated from logarithmic beef, pork, broiler and mutton equations 
fitted by LP 
a a a a a. a  a a 
Year l^lt ^I2t 1^3t I^4t 2^11 2^21 ®23t ^24t 
19^ 8 -.1994 .2414 .0001 .6323 .3274 -.7094 .0001 .0001 
49 -.2228 .2707 .0001 .6113 .3601 -.7833 .0001 .0001 
19^ 0 -.2004 .2717 .0001 .5878 .3339 -.8098 .0001 .0001 
51 -.1515 .2238 .0001 .4674 ,2960 -.7825 .0001 .0001 
52 -.1711 .2551 .0001 .5320 ,3044 -.8123 .0001 .0001 
53 -.2678 .2887 .0001 .7779 .3347 -.6457 .0001 .0001 
54 -.2769 .2904 .0001 .7835 .3185 -.5973 .0001 ,0001 
55 -.2863 .3494 .0001 .8230 .3599 -.9863 .0001 .0001 
56 -.3026 .3800 .0001 .8473 .3702 -.8321 .0001 .0001 
57 -.2784 .3235 .0001 .7867 .3148 -.6546 .0001 .0001 
58 -.2296 .2844 .0001 .6834 .2704 
-.5997 .0001 .0001 
59 -.2257 .3250 .0001 .7244 .2968 -.7647 .0002 .0001 
I960 -.2390 .3398 .0002 .7627 .2910 -.7401 .0001 .0001 
61 -.2511 .3341 .0002 .8285 .2849 -.6784 .0002 .0001 
62 -.2423 
.3336 .0002 .7750 .2804 -.6906 .0002 .0001 
-.2601 .3642 .0002 .8108 .2935 -.7358 .0002 .0001 
64 -.2860 .3910 .0002 .8300 .3055 -.7471 .0002 .0001 
65 -.2720 .3424 .0002 .7744 .2704 -.6094 .0002 .0001 
Table 29 (Continued) 
a a a a a a a a 
Year 3^11 ®32t 3^3t 3^4t 4^lt 4^21 4^3t 4^4t 
1948 ,00002 ,00002 -.0889 ,00004 .0631 ,0012 ,00001 -.0292 
9^ .00004 .00004 -.1217 .00004 .0557 .0010 .00001 -.0223 
1950 .00005 .00005 -.1533 .00005 .0505 .0011 ,00008 -.0216 
51 .00004 .00006 -.1765 .00006 .0359 .0008 .00007 -.0161 
52 .00005 .00006 -.2022 .00006 ' .0452 .0010 .00008 -.0205 
53 .00008 .00005 -.2159 .00008 .0643 .0011 ,00010 -.0273 
54 ,00007 .00006 -.2669 .00009 .0536 .0010 ,00010 -.0261 
55 .00009 .00008 -.2589 ,00009 .0643 .0012 ,00010 -.0270 
56 .00011 .00010 
-.3763 .00011 .0641 .0012 .00011 -.0262 
57 .00011 .00009 -.4266 .00011 .0554 .0010 .00010 -.0229 
58 .00011 .00010 
-.4958 .00012 .0484 .0009 .00010 -.0210 
59 .00011 .00012 -.5690 ,00013 .0550 .0012 .00014 -.0257 
I960 .00012 .00013 
-.5749 .00014 .0561 .0012 .00014 —. 02 61 
61 .00013 .00013 -.7063 ,00015 .0601 .0012 .00015 -.0289 
62 .00012 . 00013 -.6598 .00014 .0590 .0012 .00014 
-.0275 
. 00013 .00014 
-.7057 .00015 .0575 .0012 .00014 -,0261 
64 .00014 .00015 -.7622 .00015 .0502 .0010 ,00013 -.0213 
65 .00015 ,00014 -.7902 .00015 .0415 .0008 ,00011 -.0172 
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(3.62) Log 0 » 1,5054 + .9269 log - ,8104 log 
+ .0001 log Pg + ,0001 log P^  - .0039 t 
(3.63) Log = 2.4849 + .2329 log P^  + .OOO3 log P^  
- 1.0823 log P^  + ,0004 log P^  + .0132 t 
(3.64) Log = 3.1249 + 1.2391 log P^  + .0015 log P^  
+ ,0013 log P^  - 2.5859 log P^  - .0082 t 
All income coefficients are again zero, and the coefficients 
in these equations are substantially different from those in 
(3.57) through (3.60), This is probably due to the addition 
of restrictions involving the equality of the cross-substitu­
tion effects. 
Red meat and poultry meat 
A A A  A  A  
The restrictions < 0, > 0, > 0, and 8^ g = 
were imposed in estimating both linear and logarithmic func­
tions , 
Pitting linear demand functions gave the following equa­
tions. 
(3.65) Qjn = 93.344 - 1.217 P^  + .475 Pp + .058 Y - .274 t 
(1.621) (.791) (.058) 
(3.66) Op = 20.998 + ,254 P^  - ,331 Pp + ,002 Y + ,198 t 
(1.237) (1.099) (1.100) 
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All coefficients had the same signs as those based on 
least-squares estimates, and the values of some coefficients 
were comparable, as can be seen from figures in parenthesis 
below the coefficients. 
Substitution terms were estimated and reported in Table 
a 
30, It is noted that 8^ ^^ , the red meat own-substitution 
effects, were all positive and comparable to those of Table 11, 
This further suggests that considerable substitution takes 
place within the composite commodity red meat, 
A 
When the restriction < 0 was added, the following 
equations were obtained, 
(3.67) = 122.4-12 - .755 + .282 + .006 Y -i- .897 t 
(3.68) Op = 22.176 + ,282 - .347 Pp + .227 t 
The addition of the last restriction caused the income coeffi­
cient in the pork equation, whose value was very small, to be­
come zero. Values of other coefficients, particularly the in­
come coefficient in the red. meat equation, were substantially 
reduced. This is probably caused by imposing the restriction 
1^1 < 0-
A A A  
Logarithmic equations obtained when S22 < 0,  ^0, , 
a a 
and 3^ 2 ~ ^ 21 imposed were 
(3.69) Log = 1.470 - .517 log + .092 log P + .#0 log Y 
- .002 t 
15^ 
Table 30, estimated from linear red and poultry meat 
equations fitted by LP 
Year l^lt 2^2t ®l2t 
A 
®21t 
1921 8.8738 -.4809 2.2241 .7811 
22 9.7743 -.5103 2.4521 .8438 
23 10.4788 -.5007 2.4401 .8596 
24 10.4339 -.5020 2.3443 . 8564 
25 9.5417 -.4881 2.3342 .8134 
26 9.2760 -.4844 2,3058 .8003 
27 9.2529 -.4896 2.4532 .8083 
28 9.1631 -.4985 2.4181 .8117 
29 9.1049 -.4995 2,3889 .8097 
1930 9.1502 -.5072 2.6000 .8241 
31 10.2230 -.5634 2.6691 .9109 
32 11.4559 -.6256 3.0206 1.0168 
33 12.6182 -.6572 3.2780 1.0914 
34 12.8841 —.6421 2.9983 1.0794 
35 9.7335 -.6280 2.8623 .9548 
36 10.9896 -.6174 2.9528 .9917 
37 10.2332 -.5964 2.8524 .9448 
38 10.5271 -.6110 2.7984 .9658 
39 11.4103 -.6132 3.0306 1.0050 
1940 12.2914 -,6066 3.0533 1.0303 
4i 11.7376 -.5719 3.0515 .9817 
48 7.2685 -.3430 2.0757 .6038 
49 7.2827 -.3427 2.2005 .6077 
1950 7.2270 -.3351 2.3041 .6024 
51 6.3523 -.3072 2.2232 .5461 
52 6.6350 -.2990 2.2190 .5488 
53 6.9835 -.2970 2.1961 .5584 
54 6.8669 -.2927 2.2735 .5530 
55 7.3117 -.2975 2.1689 .5693 
56 7.3567 -.2862 2.3390 .5662 
57 6.6473 -.2729 2.3667 .5312 
58 6.1120 -.2604 2.4530 .5047 
59 6,4524 -.2560 2.5023 .5141 
i960 6.3579 -.2537 2.4128 .5063 
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(3.70) Log Qp = .398 + .098 log - .512 log Pp + .514 log Y 
+ .003 t 
Not only were the algebraic signs of the coefficients the 
same as those from equations fitted by least-squares, but the 
values of some coefficients were similar. 
The own- and cross-substitution effects of red and poultry 
meat are summarized in Table 31 « The results are similar to 
those obtained from linear demand functions, 
A 
The addition of the restriction 8^  ^< 0 resulted in the 
following equations 
(3.71) Log = 1,654 - Ml log + ,454 log Pp -1- .075 log Y 
+ .003 t 
(3.72) Log Op = .398 + .098 log P^  - .512 log Pp + .514 log Y 
+ .003 t 
The poultry meat equation was unaffected ; in the red meat equa­
tion, the income coefficient was substantially lower. 
Egp:s and cheese 
Substitution terms estimated from linear eggs and cheese 
a 
equations fitted by least-squares showed that (the egg 
own-substitution effects) were positive (caused by a positive 
a a 
price coefficient); and whereas were negative, Sgit 
a a 
positive (and  ^^ 21t^ * Consequently, the restrictions 
156 
Table 31, estimated from logarithmic red and poultry meat 
equations fitted by LP 
a a a a 
Year ®llt ®22t I^2t 2^11 
1921 9.6764 .0552 1.8398 1.9005 
22 9.3652 .0343 1.8954 1.9315 
23 9.3040 .00001 1.86263 1.8599 
24 9.4163 -.0060 1.78842 1.7762 
25 8.1391 -.0109 1.6822 1.6632 
26 7.7506 -.0025 1.5953 1.5870 
27 7.5278 -.0058 1.6952 1.6826 
28 7.1273 -.0017 1.5717 1.5655 
29 6.7481 .0111 1.4553 1.4653 
1930 7.4210 .0371 1.7337 1.7692 
31 8.9145 .0212 1,8817 1.9057 
32 11.8420 .0444 2.5508 2.6015 
33 13.6508 .0482 2.9698 3.0231 
34 13.3702 .0331 2.4998 2.5339 
35 7.8828 .0021 Î.8052 I.8013 
36 8.6164 -.0032 1.9006 1.8905 
37 7.5102 -.0175 1.7482 1.7242 
38 8.4407 -.0189 1.8269 1.7982 
39 8.7029 -.0381 2.0149 1.9665 
19^ 0 9.1420 -.0451 2,0762 2.0223 
4l 7.5203 -.0569 1.8655 1.8019 
4-8 4.3745 .0130 1.1206 1.1290 
49 4.3260 .0200 1.2084 1.2258 
1950 3.9741 .0113 1.2137 1.2223 
51 .0185 1.1385 1.1525 
52 3.6468 .0187 1.1942 1.2093 
53 3.7981 .0015 1.2131 1.2162 
54 3.6912 -.0126 1.2729 1,2650 
55 3.7986 -.0299 1.2100 1.1880 
56 3.6919 -.0557 1.3396 1.3015 
57 3.2176 -.0600 1.2978 1.2603 
58 2.9385 -.0496 1.3044 1.2761 
59 3.1012 -.0920 1.3942 1.3387 
i960 3.0031 .0981 -1.3404 1.2803 
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a a " 
®22 ® and. > 0 were imposed in estimating the following 
linear demand equations 
(3.73) Q_ = 95.564 - .001 P. - 1,230 + 1.0200 P 
( . 8 0 0 ) '  ( 1 . 3 2 2 )  
- 2.015 PjQ + .182 t 
(3.74) = 3.923 + .011 P^  - .025 P^ j, + -.0004 P^  
( . 222 )  ( . 370 )  
- .050 Pg^  + .001 Y + .088 t 
(22.500)  
The variables are the same as those used in least-squares, - • 
except that now refers to per capita consumption of eggs, in 
dozens. 
It is interesting to note that linear programming estima­
tion yielded a negative egg price coefficient in the egg equa­
tion, which is more realistic than the positive coefficient 
obtained by least-squares. All other variables had the same 
algebraic signs and in some instances were similar. The income 
coefficients in the cheese equations were markedly different. 
The own- and cross-substitution effects of eggs and 
a 
cheese are shown in Table 32, The were all negative, but 
a a a 
S^ 2t were still negative and  ^^211* 
a a a a 
When the restrictions < 0, > 0, and 8^ 2 ~ ^ 21 
added, the estimated equations were markedly different 
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Table 32,  ^estimated from linear eggs and oheese equations 
fitted by LP 
Year l^lt 
A 
2^2t Sl2t 2^lt 
1921 -.002 -.033 -1.974 .058 
22 -.002 
-.035 —2.106 .064 
23 — , 002 -.035 -2.071 .064 
24 -.002 -.034 -2.064 .064 
25 -.002 -.033 -2.013 .061 
26 -.002 
-.033 -1,997 ,064 
27 -.002 -.034 -2.033 .065 
28 -.002 
-.035 —2,06 0 . 066 
29 — , 002 -.034 -2,060 .065 
1930 -.002 -.035 -2.113 . 066 
31 -,002 -.039 -2,321 .073 
32 -.002 -.043 -2.584 .078 
33 -.002 -.045 -2.727 .079 
34 -.002 -.043 -2,639 .075 
35 -.002 -.041 -2.573 .072 
36 —. 002 -. 04l -2.547 .073 
37 -.002 -.038 -2.460 .073 
38 —. 002 -.039 -2.505 .075 
39 -.002 -.039 -2.541 .077 
1940 -.002 -.039 -2.520 .077 
-.002 
-.037 -2.398 .072 
48 -.001 -.022 -1.468 ,052 
49 -.001 -.021 -1.482 .053 
1950 -.001 -.021 -1.468 .052 
51 -.001 -.020 -1.359 .048 
52 -.001 -.019 
-1.330 .047 
53 -.001 -.019 -1.320 .046 
54 -.001 -.018 -1.314 .045 
55 -.001 -.018 -1.318 .045 
56 -.001 -.018 
-1.299 .044 
57 -.001 -.018 -1.255 .042 
58 -.001 -.017 -1.221 .040 
59 -.001 -.017 -1.212 .040 
i960 -.001 .016 
-1.193 .038 
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(3.75) % = 28.383 - .060 + .009 + .285 - .612 P^  
+ .002 Y - .051 t 
(3.76) = 8.230 + .008 P^  - .064 P^  ^- .002 P^  - .165 
+ .001 Y + .112 t 
The coefficients in the above equations hardly resemble 
those of (3o73) and (3.7^ ), This is probably due to the impos­
ition of certain restrictions that are not entirely justified, 
A /\ A 
namely, > 0 and 8^ 2 ~ ^ 21" restrictions mean that 
eggs and cheese are substitutes and that their cross-substitu­
tion effects are equal. However, (3.73) and (3.7^ ) suggest 
that eggs and cheese may also be complementary, and that there 
a a 
is no reason to expect ~ ^ 21t* 
The results of fitting logarithmic equations, imposing 
a a __ 
the restrictions 822 < 0 and > 0 were ' " 
(3.77) Log Qg = .111 + .319 log Pg— .018 log P^ j^  
+ .04? log P^  - .054 log P^  + .319 log Y — -
+ ,0001 t 
(3.78) Log = .445 - .085 log Pg - .249 log P^  ^
+ .213 log P^  - .213 log P^  t .213 log Y 
+ ,0050 t 
The parameters estimated in (3.77) and (3.781 possess the 
same signs as those estimated by least-squares. 
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Substitution terms estimated from logarithmic egg and 
/\ 
cheese equations appear in Table 33. The 8^ ^^  ^were all posi-
a 
tive; in addition, were all positive and in most years 
a a 
'^ I2t ~ ^ 211* These results would indicate not only that eggs 
A 
and cheese are substitute commodities > 0), but also that 
their cross-substitution effects are equal. These findings are 
different from those based on linear demand functions. 
The imposition of the remaining restrictions namely, 
a a a a 
Sii < 0, 3^ 2 ^  0 and = 2^1* ®^sulted in the following equa­
tions 
(3.79) Log Qg = 1,541 - ,002 log Pg + ,016 log 
+ o505 log P^  - o745 log Pjjj + ,001 t 
(3.80) Log = ,535 - .121 log Pg -,255 log P^  ^
+ ,204 log P^  - ,246 log P^  + ,228 log Y 
+ ,005 t 
The egg equation is markedly changed, probably due to the 
a 
restriction < 0, 
Eggs, cheese, and cereals 
When linear demand functions were estimated, the following 
a a a a 
restrictions were imposed : S22 < 0, 8^  ^< 0, 8^  ^> 0, > 0, 
Sg- > 0, > 0, S,j2 > 0, 8^  ^= 8^ j^  and Here 8^ ,^ 
i, j = 3 refer to cereals. The results were 
l6l 
Table 33, S^ j estimated from logarithmic eggs and cheese 
equations fitted by LP 
Year Silt 2^2t I^2t 
% 
2^1t 
1921 .5561 -.3324 .0414 .0367 
22 .6050 —.4448 .0340 .0359 
23 .5776 -.4740 .0286 .0337 
24 .5708 -.4587 .0312 .0348 
25 .5230 -.4079 .0324 .0336 
26 .5870 -.4416 .0313 .0341 
27 ,6101 -.4717 ,0302 .0343 
28 .5882 -.4920 .0245 .0321 
29 .5498 -.4907 .0251 .0323 
1930 ,6226 -.4904 .0323 .0356 
31 .7607 -.5161 .0384 .0394 
32 .8659 -.5046 .0567 ,0488 
33 , 8466 -.4839 .0620 .0503 
34 .7129 
-.4593 .0569 .0464 
35 .5954 -.4555 .0519 ,0441 
36 .5852 -.4830 .0443 .0399 
37 ,6286 -.5211 ,0446 .0412 
38 .6716 -.5642 .0545 .0491 
39 .6837 
-.5993 .0471 .4423 
1940 .6697 —.6121 .0435 .0426 
.5324 -.5966 ,0262 .0332 
48 .4108 
-.4357 .0232 .0283 
49 .4302 -.4342 .0283 .0309 
1950 .4256 -.4224 .0269 .0273 
51 .3838 -.3883 .0226 .0254 
52 .3848 -.3689 ,0246 .0245 
53 .3521 -.3547 .0215 ,0223 
54 .3750 -.3474 .0240 ,0212 
55 .3523 -.3414 .0214 .0196 
56 .3439 -.3412 .0198 .0183 
57 .3370 -.3167 .0177 .0155 
58 .3141 -.2818 ,0207 .0159 
59 .3275 -.2780 .0186 .0128 
i960 .2899 -.2618 .0189 .0126 
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(3.81) Qg = 11.696 + .028 Pg - .039 Pgh + .089 + .073 
- .045 + ,0060 Y - .064 t 
(3.82) = 3.695 - .011 Pg - .006 P^  ^+ .006 P^  + .021 P^  
- .024 Pjjj + .0010 Y + .074 t 
(3.83) Qq = 3.761 - .029 Pg + .006 P^  ^+ .023 P^  - .015 P^  
+ .007 P^ i + .0002 Y - .024 t 
Some coefficients estimated by linear programming, parti­
cularly in the cereal equation, had signs different from those 
estimated by least-squares. 
Substitution terms based upon the above equations are 
a a 
shown in Table 34, The 8^ ^^  were positive. Some 8^ ^^  and all 
a 
S^ lt were barely negative and could not be regarded as con­
clusive evidence that eggs are complementary to cheese and 
cereals, 
a a 
When the remaining restrictions, 8^  ^< 0, S^ g ^  0, and 
a a 
1^2 ~ ^ 21 added, the resulting equations were 
(3.84) Qg = 24,965 - .034 Pg - ,006 P^  ^- ,151 P^  + .139 Pj. 
- .607 P^  + .0010 Y - .058 t 
(3.85) = .583 - .014 P^  - .014 P^  ^+ .004 P^  + .026 P^  
+ .085 Pju + ,0020 Y + .034 t 
Table 34. Sj^j estimated from linear eggs, cheese, and cereal equations fitted by LP 
a a a a a a a a a 
Year 
^llt Sl2t Sl3t S21t 322t S23t Ssit S32t S33t 
1921 .2957 -.0222 .1631 .0225 -.0029 .0130 -.0385 .0231 .0376 
22 .3182 -.0226 .1740 .0262 -.0029 .0139 -.0406 .0250 .0401 
23 .3219 -.0202 .1731 .0273 -.0025 .0140 -.0397 .0253 .0396 
24 .3188 -.0191 .1735 .0268 -.0023 .0141 -.0396 .0255 .0394 
25 .3061 -.0177 .1692 .0254 -.0021 .0137 -.0388 .0252 .0385 
26 .3211 -.0185 .1718 .0281 -.0023 .0143 -.0378 .0247 .0383 
27 .3239 -.0138 .1739 .0239 -.0023 .0152 -.0385 .0251 .0390 
28 .3303 -.0211 .1802 .0288 -.0027 .0152 -.0392 .0248 .0395 
29 .3263 -.0181 .1903 .0231 -.0022 .0169 -.0392 .0258 .0399 
1930 .3326 -.0186 .1942 .0235 -.0022 .0172 -.0404 .0265 .0409 
31 .3675 -.0226 .2132 . 0317 -.0028 .0189 -.0442 .0283 .0449 
32 .3878 -.0265 .2324 .0317 -.0034 .0202 -.0500 .0311 .0498 
33 .3907 -.0266 .2412 .0304 -.0033 .0206 -.0534 ,0333 .0525 
34 .3704 -.0206 .2258 .0281 -.0024 .0187 -.0519 .0339 .0504 
35 .3510 -.0151 .2100 .0257 -.0015 .0165 -.0508 .0347 .0490 
36 .3573 -.0137 .2091 .0271 -.0012 .0166 -.0501 .0348 .0484 
37 .3644 -.0103 .2032 .0294 -.0008 .0162 -.0478 .0344 .0468 
38 .3723 -.0073 .2094 .0301 -.0002 .0169 -.0485 .0363 .0479 
39 .3814 -.0074 .2149 .0312 -.0302 .0176 -.0492 .0368 .0486 
1940 .3844 -.0061 .2131 .0320 .0000 .0174 -.0436 .0369 .0482 
41 .3575 -.0070 .2097 .0290 -.0002 .0177 -.0464 .0347 .0460 
48 .2654 .0029 .1205 .0255 .0011 .0095 -.0268 .0236 .0279 
49 .2708 .0053 .121'' .0263 .0016 .0096 -.0270 .0248 .0282 
Table 34 (Continued) 
Year 
A 
S l i t  12t 
a 
1^3t '211 22t 231 31t 32t 
a 
S33t 
)5C 
.2654 .0086 .1205 .0255 .0020 .0095 -.0268 .0255 .0279 
51 .2434 .0046 .1123 .0241 .0013 .0090 -.0248 .0225 .0259 
52 .2411 .0071 .1098 .0232 .0017 .0088 -.0243 .0229 .0253 
53 .2335 .0064 .1090 .0221 .0016 .0087 -.0244 .0225 .0251 
54 .2306 .0090 .1098 .0217 .0020 .0089 -.0243 .0233 .0251 
55 .2287 .0090 .1102 .0213 .0020 .0089 -.0244 .0234 .0252 
56 .2247 .0095 .1086 .0209 .0021 .0088 -.0241 .0232 .0248 
57 .2135 .0073 .1049 .0196 .0017 .0085 -.0235 .0218 .0240 
58 .2036 .0095 .1027 .0184 .0021 .0083 -.0229 .0220 .0233 
59 .2008 .0089 .1019 .0180 .0020 .0083 -.0228 .0217 .0232 
L960 .1895 .0111 .1009 .0164 .0023 .0082 -.0227 .0221 .0228 
r 
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(3.86) I. 4.536 - .016 Pg + .006 - .002 P^ - .007 P^ 
- .028 + .0004 Y T .028 t 
The coefficients of the egg and cereal equations were sub­
stantially altered as a result of imposing the new restric-
^ A A 
tions, particularly < 0 and " 221* 
A A 
Imposing the restrictions < 0 for i > 1, > 0 for 
A A 
all i and j except i = 1, j = 2, and 8^^^ " '^ji 1 and j 
except i = 1, j = 2, the following logarithmic demand equations 
were obtained 
(3.87) Log Qg = -.026 + .334 log P^ - .020 log P^^ 
+ .008 log P^ + ,056 log P^ - .119 log P^ 
+ .302 log Y + .0004 t 
(3.88) Log = .711 - .100 log Pg - .315 log P^^ 
+ .063 log P^ + .174 log P^ - .306 log P^ 
+ .189 log Y + .005 t 
(3.89) Log = 1.840 + .043 log P^ + .043 log P^^ 
- .354 log Pg - .466 log P^ - .828 log P^ 
+ .338 log Y - .003 t 
Again, particularly in the cereal equation, some coeffi­
cients had different algebraic signs from those estimated by 
least-squares, 
l66 
Table 35 shows "the various estimated from logarithmic 
eggs, cheese, and cereals demand equations. Although 8^^^ and 
A 
3^2 were unrestricted, they were both positive, 
A A A A 
When the restrictions < 0, ^ 0 and ® ^21 
added, the new equations were 
(3.90) Log Qg = 1.469 + .014 log + ,053 log 
+ .485 log P^ - .738 log P^ + .001 t 
(3.91) Log = .711 - .100 log Pg - ,315 log P^^ 
+ .063 log P^ + .174 log P^ - .306 log P^ 
-i- .189 log Y + .005 t 
(3.92) Log Qg = 1.804 + .045 log P^ + .034 log P^^ 
- .638 log P^ - .396 log P^ - .684 log P^ 
+ .419 log Y -'.004 t 
The egg equation was affected most, since the new restric­
tions involved coefficients of that equation. 
The previous analysis indicates that linear programming 
can be used to ^estimate regression parameters by minimizing 
the sum of absolute deviations around the regression line. 
This is particularly helpful when the investigator wishes to 
impose inequality restrictions involving some parameters or 
linear combinations of parameters, as in the case of the own-
substitution effect of a price change. 
Table 35. S^j estimated from logarithmic eggs, 
Year ^I2t ^13t ^21t 
1921 .5429 .0351 .0371 .0304 
22 .5926 .0268 .0372 .0294 
23 .5663 .0213 .0364 .0274 
24 .5594 . 0240 .0380 .0283 
25 .5122 .0257 .0358 .0275 
26 .5752 .0243 .0427 .0278 
27 .5985 .0229 .0486 ' .0278 
28 .5769 .0173 .0459 .0261 
29 .5394 .0179 .0561 .0262 
1930 .6116 .0247 .0611 .0286 
31 .7485 .0310 .0725 .0314 
32 .8507 .0475 .0813 .0393 
33 .8325 .0528 .0762 .0403 
34 .7015 .0483 .0552 .0370 
35 .5856 .0436 .0360 .0353 
36 .5768 .0361 .0349 .0315 
37 .6199 .0359 .0365 .0324 
38 .6609 .0447 .0432 .0391 
39 .6753 .0373 .0449 .0343 
1940 .6617 .0337 .0432 .0330 
41 .5266 .0176 .0417 .0255 
48 .4040 .0167 .0191 .0226 
49 .4232 .0216 .0203 .0247 
cheese, and cereal equations fitted by LP 
A A A A A 
^22 L ^23t %lt ^32t ^33t 
-.0656 .0110 .0368 .0108 -.0189 
-.0870 .0114 .0366 .0118 -.0198 
-.0944 .0107 .0365 .0160 -.0188 
-.0939 .0114 .0381 .0132 -.0202 
-.0866 .0112 .0358 .0124 -.0195 
-.0861 .0114 .0437 .0143 -.0223 
-.0915 .0118 .0509 .0212 -.0239 
-.0927 .0107 .0482 .0165 -.0219 
-.1003 .0128 .0602 .0222 -.0283 
-.1004 .0139 .0659 .0229 -.0297 
-.1000 .0161 .0783 .0248 -.0372 
-.1004 .0190 .0872 .0260 -.0409 
-.1037 .0196 .0816 .0253 -.0387 
-.1103 .0184 .0571 .0199 -.0323 
-.1232 .0165 .0350 .0140 -.0222 
-.1296 .0159 .0340 .0141 -.0224 
-.1362 .0160 .0357 .0147 -.0226 
-.1544 .0188 .0428 .0180 -.0266 
-.1631 .0198 .0446 .0194 -.0310 
-.1666 .0195 .0426 .0189 -.0304 
-.1655 .0173 .0426 .0214 -.0318 
-.1125 .0086 .0182 .0083 -.0097 
-.116P .0086 .0188 .0085 -.0115 
Table 35 (Continued) 
A A A A A •V A A 
Year 
^llt ^12t ^ ^13t ^2lt ^22t ^23t ^311 ^32t ^33t 
1950 .4211 .0203 .0193 .0209 -.0121 .0114 .0175 .0084 -.0126 
51 .3784 .0167 .0186 .0200 -.1032 .0096 .0171 .0078 -.0115 
52 .3807 .0188 .0178 .0188 -.1043 .0098 .0166 .0077 -.0112 
53 .3485 .0161 .0168 .0170 -.1020 .0097 .0155 .0075 -.0114 
54 .3728 .0185 .0180 .0154 -.1061 .0108 .0171 .0083 -.0130 
55 .3506 .0161 .0171 .0140 -.1059 .0106 .0161 .0081 -.0130 
56 .3427 .0146 .0165 .0128 -.0107 .0108 .0154 .0080 -.0132 
57 .3367 .0129 .0158 .0103 -.0982 .0102 .0148 .0075 -.0131 
58 .3137 .0161 .0157 .0106 -.0937 .0108 .0148 .0076 -.0135 
59 .3285 .0142 .0151 .0075 -.0921 .0105 .0145 .0074 -.0135 
1960 .2907 .0147 .0140 .0074 -.0958 .0097 .0140 .0078 -.0118 
169 
The use of linear programming In regression analysis has 
Its limitations, too. Very little Is known about"the proper­
ties of the estimated parameters. In addition, no method has 
been developed to compute the variances and covariances of the 
coefficients. 
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ESTIMATING DEMAND FUNCTIONS 
BY QUADRATIC PROGRA.MMING 
Statement of the Problem 
Another method of Incorporating linear inequality con­
straints in regression analysis involves the use of quadratic 
programming. 
First consider the problem of estimating a single equation 
(4.1) Y = pjXj + PgXg + + u 
According to the method of least-squares, we seek those b 
(estimates of g) which minimize the sum of squares of residuals 
e*e from the regression line, or, in matrix notation 
(4.2) Minimize e»e = (Y - Xb)'(Y - Xb) 
= Y«Y - 2Y'Xb + b'X'Xb 
where Y is an (r x 1) vector (r being the number of observa­
tions), X is an (r X s) vector (s being the number of explana­
tory variables), and b is an (s x 1) vector of unknowns, 
The expression (4.2) is a quadratic form and is equiva­
lent to the expression 
(4.3) Maximize Z = 2Y'Xb - b'X'Xb 
Suppose we wish to maximize (4,3) subject to linear inequal­
ity restrictions of the type 
Si^ = b^ + b3 Y < 0 
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As In linear programming estimation, this restriction may be 
perturbed and expressed as a less-than-or-equal-to restriction 
(4.4) a b^ + b^ Y < - .0001 
(4,3) and (4,4) may be solved as a problem In quadratic 
programming. We wish to find non-negative values of b which 
satisfy the constraint (4,4) and maximize the objective func­
tion (4,3). 
A variant of the simplex method used In solving the pro­
blem yields only non-negative activity levels of the variables. 
If a variable is unrestricted in sign, or if it is restricted 
to be negative, we need to transform the variables as in linear 
programming estimation, so that the problem has non-negative 
variables only. This procedure was followed in this study, 
A A 
Restrictions of the type involve linear com­
binations of coefficients in different equations ; therefore, 
it is advisable to estimate the demand equations of two or 
more related commodities simultaneously, for reasons discussed 
earlier in the simultaneous estimation of equations by linear 
programming. In such a case, the function whose value we wish 
to minimize will have as many sums of squares of residuals as 
there are equations to be estimated. We will have inequality, 
as well as equality, constraints in the form of substitution 
terms. 
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Now consider the problem of estimating demand equations of 
A 
two related products, imposing the restrictions < 0, 
A A A 
822 < 0# and 8^2 ® 822# The problem, in matrix notations, be­
comes 
* * ** 
(4.5) Maximize 2(Y»X*b) - (b*X«Xb) + 2(Y'Xb) - (b'X'Xb) 
subject to the restrictions 
(4.6a) b^^ + b^2 < -.0001 
(4.6b) b22 + ^ 23 Y2 < -.0001 
(4.6c) ^12 ^  ^ 13 ^ 2 ~ ^21 " ^23 ^ 1 " ^ 
where and refer to the first and second equations to be 
estimated respectively, and b^^ ^  is the Income coefficient In 
the 1^^ equation, Y^ and Y2 Indicate that the restrictions 
are evaluated at the mean values of the variables. 
In general, the problem of maximizing a quadratic function 
subject to linear inequality constraints may be expressed as 
(3, P. 5) 
(4,7) Maximize f(Z) = p'Z + & Z'CZ 
subject to the restrictions 
(4.8a) AZ < d 
(4.8b) Z > 0 
where p Is a (k x 1) vector, C is an (k x k) negative semi-
definite symmetric matrix (19, PP. 212-213), A is an (n x k) 
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matrix of constants, Z is a (k x 1) véctor of unknowns, and d 
is an (n X 1) vector; k is the number of variables and n is the 
number of restrictions. We wish to find k non-negative values 
of Z which maximize (4.7) and satisfy (4.8), 
Since -(X*X)* and -(X'X)** are negative semi-definite 
(4.9) 
(4.10) 
(4.11) 
P* 2(Y»X) 
2(Y*X) «« 
C = 
-2(X»X)* 0 
-2(X*X) ** 
A = the matrix of constants in the restrictions 
(4.12) d = the vector of right-hand side elements of the 
restrictions 
(4.13) and Z = the vector of variables or unknowns to be 
determined. 
The algorithm used in solving the problem is the product 
form of the inverse, revised simplex method, which utilizes 
Van de Panne and Whinston's procedure for choosing the incoming 
and outgoing vectors (52), 
Quantities were again treated as dependent variables. 
The same time-series data was used as that in the least-squares 
and linear programming methods of estimation. Hypotheses re­
garding the properties of substitution terms could not be test­
ed, because no procedure exists for computing the variances and 
covariances of the coefficients. 
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To compare coefficients estimated by least-sqmreo and 
quadratic programming, the absolute value of the difference 
between the two coefficients was divided by the standard error 
of the least-squares coefficient. The resulting ratio appears 
in parentheses below the coefficients. 
Results 
Demand equations of two groups of related commodities were 
estimated by quadratic programming: beef and pork; and red and 
poultry meat, A linear functional relationship among the 
variables was assumed in both cases. The same notation was 
used as before. 
In estimating each pair of equations simultaneously, the 
A A 
following restrictions were imposed; S.. < 0, S. . > 0, and 
A A 
Si J = i, ] = 1, 2; 1 , Substitution terms were then 
estimated from demand equations fitted by quadratic program­
ming. 
Beef and pork 
Linear demand equations estimated by quadratic program-
A A 
mlng; imposing the restrictions < 0, S22 0, > 0, 
A A A 
^21 ^ ^12 ~ ^ 21 were 
(4.14) = 34.142 - .604 + .238 + .299 t 
(1.755) (.259) 
(4.15) Qp = 49.439 + .152 P^ - .002 P - ,496 t 
(1.072) (6.225) 
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All coefficients had the same algebraic signs as the cor­
responding least-squares coefficients, with the exception of 
the income coefficient which was zero in both equations. The 
values of some coefficients in the beef equation (P^ and P^) 
were even comparable. Algebraic signs of the coefficients In 
equations (4.l4) and (^,15) are in agreement with those esti­
mated by linear programming, but their values are markedly 
different. 
The ratios in parentheses are lower tIrian similar ratioa 
found in linear programming. This Indicates that quadratic 
programming estimators are more comparable to least-squares 
than linear programming estimators. This result may be due to 
the fact that both least-squares and quadratic programming seek 
to minimize the sum of squares of residuals, 
A 
It can be easily seen that, for all t, = - .604, 
^221 ~ "" *002, ^]_2t ~ «238 and ^2It ~ «152. 
Red meat ar.d poultry meat 
The restrictions < 0, < 0, ^ 0, > 0, and 
A. A 
^12 ~ ®2l imposed in estimating the following linear 
demand equations 
(4.16) 0% = 138.275 - .600 + .038 P^ + .671 t 
(3.615) (.717) 
(4 .17)  Op =  23 .214 + .124 P^ -  .297 + .307 t  
(.297) (1.350) 
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Although the coefficients in (4.l6) and (4.17) possess 
the same algebraic signs as the corresponding coefficients 
estimated by least-squares, yet the income coefficient is zero 
in both (4.16) and (4,17), The same observations hold true 
when coefficients estimated by quadratic programming are com­
pared to those estimated by linear programming. 
Ratios in parentheses show that some coefficients esti­
mated by quadratic programming differ more from least-squares 
coefficients than those estimated by linear programming, while 
other coefficients differ less, 
A A 
According to (4,l6) and (4,17), = - ,600, S22t 
= - .297, S^2t ~ .038 and " .124, for all t. 
It is thus possible to use quadratic programming to esti­
mate equations by minimizing the sum(s) of squares of residuals 
around the regression line(s), subject to inequality as well as 
equality constraints. Yet lack of knowledge regarding the 
properties of estimators may cast some doubt regarding the 
reliability of the results obtained. 
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SUMMARY AND CONCLUSIONS 
The effect of a change In the price of a commodity, other 
prices and money income remaining unchanged, may be decomposed 
into an Income effect and a substitution effect. The income 
effect shows the effect the cMnge in pricc has on the real 
income of the consumer; the substitution effect shows the 
change in the consumer's demand for a commodity when its price 
changes and utility is not allowed to vary. 
Economic theory attributes certain properties to substitu­
tion terms, among the more Important of which are the negativ­
ity property of the own-substitution effect, and the symmetry 
property, or equality, of cross-substitution effects. The 
mathematical properties of substitution terms are not affected 
whether a cardinul or ordinal utility function is assumed. 
The negativity property plays a key role in demand theory: 
for those commodities of which the consumer buys more when his 
Income lises^ the negativity property results in a negatively-
sloped demand curve. 
This thesis consisted of two stages. In the first stage, 
It was sought to determine whether the theoretical properties 
of substitution terms, particularly the negativity and sym­
metry properties and positive cross-substitution effects for 
substitute commodities, could be empirically refuted or veri­
fied, For this purpose, substitution terms were estimated from 
unconstrained demand equations, most of which were estimated 
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by least-squares. In those cases where the variances and co-
variances of substitution terms were computed, it was possible 
to test the negativity and symmetry properties, as well as 
positive substitution effects, statistically; in all other 
cases, mostly involving three or more products and/or loga­
rithmic equations, substitution terms were merely reported. 
Most evidence does not violate a negative own-substitution 
effect and a positive cross-substitution effect (for substitute 
commodities). Evidence regarding the symmetry property was 
much weaker, and this property was violated nearly as often as 
it was satisfied. 
In the second stage, some properties of substitution terms 
were imposed in estimating demand equations. Since some of 
A 
these restrictions are inequalities < 0), the use of 
least-squares and other conventional methods of estimation 
A A 
breaks down. In addition, other restrictions (8^^ = 
involve linear combinations of coefficients in two or more 
demand equations. Consequently, alternative procedures which 
allow the simultaneous estimation of equations with inequality 
constraints were needed; specifically, linear and quadratic 
programming were used. 
Linear programming estimation, which involves minimizing 
the sum(s) of absolute deviations around the regression line(s) 
proceeded in two steps. As a first step, only those properties 
of substitution terms which were empirically verified were 
179 
imposed in estimating demand equations simultaneously, and 
substitution terms were then estimated from these equations. 
In addition, the coefficients of equations estimated by linear 
programming were compared to those derived from least-squares. 
In the majority of cases, the coefficients had the same 
algebraic signs, and in some instances, their values were com-
A A 
parable. In the second step, the properties < 0, > 0, 
A A 
and A ~ 2jj,> 1 ^ j, were Imposed in estimation, to determine 
the effects of these restrictions on demand equations. In 
many cases, the resulting equations were markedly different 
from those estimated in the first step. 
Useful as linear programming may be in imposing inequality 
constraints in estimation, nothing is known about the proper­
ties of the estimators, except that they are consistent. More­
over, no procedure has been developed to compute the variances 
and covariances of the estimators; hence, hypotheses Involving 
substitution terms could not be tested. On balance, it would, 
seem that linear programming might find increasing use as a 
regression tool in the future, particularly as more becomes 
known about the properties of the estimators. 
Estimation by quadratic programming involves minimizing 
the sum(s) of squares of residuals around the regression 
line(s). Demand equations of two groups of related commodi­
ties were simultaneously estimated by quadratic programming, 
A A A A 
imposing the restrictions < 0, > 0 and = Sj^, i /j. 
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Substitution terms were then estimated from the resulting 
equations. As a regression tool, quadratic programming posses­
ses the same limitations as linear programming; the proper­
ties of the estimators are not known. 
Finally, a word of caution is in order. In choosing 
among alternative methods of estimation, the research worker 
must weigh the advantages gained by imposing a restriction 
such as the negativity property in estimating demand equations, 
which is justifiable both theoretically and empirically, 
against the disadvantages of obtaining estimators whose pro­
perties are not yet known. More research is needed in this 
area before the research worker can have a better basis for 
choosing among the alternative methods of estimation. 
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APPENDIX 
Table 36A. Major series used in analysis—quantities (per capita consumption)^ 
Year Beef Pork Red Poultry Eggs Cheese Breakfast Broilers Mutton 
meat meat cereals and lamb 
lbs, lbs, lbs, lbs, no, lbs, lbs, lbs, lbs. 
1921 43.8  60.2 116.3 15.7  300 4.2 1.6 
22 46.7 61.1 119.4  16.5 316 4.3 1.6 
23 47,1  69 .0  128.3 16.8 326 4.5 1.7  
24 47.0 68,8 128.2  15 .9  324 4.6 1.8 
25 47,0  62 ,1  121.5  16.4 318 4,7  1.8 
26 47 .6  59 .6  119.5 16.3 339 4.6 2,1  
27 43.1  63.0 117.5 17.4 342 4.6 2.4 
28 38 ,5  66,0 115.3 16.7 338 4.4 2,8 
29 39 .3  64 .7  114.7 16.4 334 4.7 3.1 
1930 38 .6  62 .4  112.8  17 .9  331 4.7  3.0 
31 38.4  63 .7  114.4 16.2 333 4.5 3.0 
32 36.9  65 .8  115.0 16.6 313 4.4 2.7 
33 40.7 65.8 119.1 17.3  296 4.5  2.5 
34 50.4 59.9  124.5  15 .9  289 4 .9  2.0 
35 42.0 45.0 101.2 15.4 280 5.3 1.4 
36 47.8  51.2 112.5 16.4 289 5.4 1.5 
37 43.6 51.9  109.2  16.4 308 5.6 1.6 
38 43.0  54.1 110.1 15.5 310 5.9  1 .7  
39 43.2  60.2 116.2  17.1 313 5.9  1.9 
1940 43.4 68.4 124.4 17.5  319 6.0 1.9 
41 48.1 63.7  124.8  18 .8  311 5.9 2.3 
48 49.8  63.1 126.0  21 .8  389 6.9 1.5 
49 50,5  63 .0  125.2  23 .3  393 7.3 1.5 
^Sources: beef, pork, red meat, poultry meat, eggs, breakfast cereals, mutton 
and lamb (50), (51): cheese (45), (49); broilers, (48), 
Table jGk (Continued) 
Year Beef Pork Red Poultry- Eggs Cheese Breakfast Broilers Mutton 
meat meat cereals and lamb 
lbs, lbs. lbs. lbs. no. lbs. lbs. lbs. lbs. 
1950 50.1 64.4 125.4 25.1 389 7.7 1.5 8.7 3.6 
51 44.3 66.8 120.1 26.5 393 7.2 1.6 10.4 3.0 
52 49.1 67.4 126.8 27.2 390 7.6 1.6 11.7 3.7 
53 61.3 59.1 133.2 27.1 379 7.5 1.6 12.3 4.2 
54 62.9 55.8 131.8 28.5 376 7.9 1.7 13.7 4.1 
55 64.0 62.1 138.6 26.7 371 7.9 1.7 13.8 4.1 
56 66.2 62.5 l4l .1 30.0 369 8.0 1.7 17.3 4.0 
57 65.1 56.8 133.3 31.8 362 7.7 1.7 19.1 3.7 
58 61,6 56.0 127.1 34.4 354 8.1 1.8 22.0 3.7 
59 61.9 62.8 133.9 35.6 352 8.0 1.8 22.8 4.3 
i960 64.2 60.3 134.0 34.7 335 8.4 1.9 23.4 4.3 
61 65.9 57.7 326 8.6 1.9 25.9 4.5 
62 66,2 59.1 324 9.2 2.0 25.6 4.6 
63 69.8 60.8 316 9.2 2.1 27.0 4.4 
64 73.8 60.8 313 9.5 2.1 27.5 3.7 
65 73.5 54.6 29.4 3.2 
Table 36B, Major series used in analysis—retail prices (not deflated)^ 
Year Beef Pork Red Poultry Eggs Cheese Breakfast Broilers Mutton 
meat meat cereals and lamb 
c/lb, c/lb, c/lb, c/lb, c/doz, c/lb, c/12 og, c/lb, c/lb. 
1921 29.3  31.6 29.4 41.5 48.8 34.0 18.3  
22 27 .7  30.0 27.6  37 .6  42 .6  32 .9  14.5 
23 28.8 28.3  27 .0  36,6 44.6 37.4  14.1 
24 29.5  28.4 27.1 37.2  45.5 36.2 14.4 
2^ 30.7 34.8  30 .3  36.8 49.5  37.5 15.9  
26  31.4 37.3 32.5  39.4 46.4 37.6  15 .7  
27 32.8  34.9 32.1  36.0 43.6 38,6 14.8 
28 37.4 32.9  32.6 38.6  45.0 40.8 14.1 
29 39.2  33 .7  34.0 43.7 47.1 39.5  13.9 
1930 36 .2  32.4 31.9  39 .0  39 .8  36.6 13.8 
31 30.0  26.6 26.4  34 .9  31 .3  29.7 13.2  
32 24.9 17.6 19.3 26.7  27 .0  24 .4  12.6 
33 21.5 15.6 17.2  23 .5  25 .5  23 .9  12.4 
34 23.3  21.0 20.7  29 .0  29.0 25.0  12 .7  
35 30.5 30.2  27 .0  29 .9  34.1 27.0 12.4  
36 28.6  29 .8  27.2 31.1 33.8  28 .3  12.1 
37 32.5  30 .6  28 .3  31.3 33.2  29 .4  12.0 
38 28.7  27 .3  26 .5  30.1 32.9 27.0 11.1 
39 29.5  24 .7  25 .5  27.6 29.8 25.3  10.6 
Sources; beef, pork (38), (4l), (4?); red meat (4), (39); poultry meat (42), 
(48); eggs (38), (48); cheese (45), (49); breakfast cereals (38), (46); broilers 
(46), (48); and mutton and lamb (38), (40)0 
Table 36B (Continued) 
Year Beef Pork Red Poultry- Eggs Cheese Breakfast Broilers Mutton 
meat meat cereals and lamb 
c/lb. c/lb. c/lb. c/lb. c/doz. c/lb. c/l2 oz. c/lb. c/lb. 
1940 29.5 21.6 23.6 28,1 30.7 25.9 10.6 
4l 31.5 27.2 27.6 30.2 36,8 30.0 10.6 
48 75.3 61.7 62.5 63.2 68.4 65.6 18.2 64.9 65.2 
49 68,4 55.8 57.3 59.6 65.9 56.0 18.4 61.2 68.4 
1950 75.4 55.1 60.1 57.0 57.1 51.8 18.7 59.5 70,6 
51 88.2 59.2 67.0 59.7 69.7 59.1 20.6 61,8 78.5 
52 86,6 57.5 64.7 60.0 63.6 60.7 21.5 60,7 76.4 
53 69.1 63.5 60.7 58.5 66,8 59.8 21.7 59.7 65.2 
54 68.5 64.8 60.2 52.8 56.2 57.6 21.9 53.8 66.5 
55 67.5 54.8 56.3 54.8 58,1 57.7 22.0 55.9 64.4 
56 66.0 52.1 54.7 47.8 57.7 57.2 22.0 48,2 64.7 
57 70.6 60.2 61.3 46.7 54.9 57.6 23.2 46,9 68.5 
58 81.0 64.8 69.9 46,1 57.9 58.0 25.4 46.5 74.6 
59 82.8 56.9 66.6 42,0 50.9 58.2 25.6 42.0 70.7 
i960 81.0 56.5 65.5 42,7 54.9 68.6 25.8 42.7 69.7 
61 79.2 59.3 54.9 72.8 26.4 38.5 65.9 
62 82.4 59.3 51.8 72.4 27.3 40.7 70.7 
63 81.0 57.3 52.8 72.6 28.3 40.1 71.3 
64 77.8 56.4 51.8 73.4 28.6 37.8 73.6 
65 81.6 64.2 39.0 78.6 
192 
Table 36C, Major series used in analyals--miscellaneous^ 
-- Per capita Consumer 
disposable price index 
Year income $ 1957-59 = 100 
1921 508 62.3 
22 541 58.4 
23 616 59.4 
24 610 59.6 
25 636 61.1 
26 651 61.6 
27 645 60.6 
28 653 59.7 
29 682 59.7 
1930 605 58.2 
31 516 53.0 
32 390 47.6 
33 362 45.1 
34 4l4 46,6 
35 4-59 47.8 
36 518 48.3 
37 552 50.0 
38 504 49.1 
39 537 48.4 
1940 574 48.8 
41 695 51.3 
48 1290 83.8 
49 1264 83.0 
1950 1369 83.8 
51 1469 90.5 
52 1518 92.5 
53 1583 93.2 
54 1585 93.6 
55 1666 93.3 
56 1743 94.7 
57 1801 98.0 
58 1831 100.7 
59 1905 101.5 
i960 1945 103.1 
61 1983 104,2 
62 2064 105.4 
2136 106,7 
64 2273 108,1 
65 2411 109.9 
^Sources: per capita disposable income (4), (43), (44); 
consumer price index 1957-59 = 100 (43). ' 
