ABSTRACT In this paper, a hierarchical energy management strategy is proposed to achieve optimal energy distribution in plug-in hybrid electric vehicles by dividing the energy management algorithm into two layers. Between two control layers, a novel velocity-prediction method based on wavelet transformation and a radial basis function neural network is introduced to realize accurate vehicle speed prediction. To simplify the problem, a quadratic optimization method is employed to find the optimal state-of-charge (SOC) trajectory in the upper layer and the calculation time can be minimized to be within 400 ms. Model predictive control is established simultaneously in the bottom layer to achieve fast, and local energy management based on the predicted velocity and the planned SOC trajectory. Simulation results show that the proposed method can increase the accuracy of the velocity prediction and improve the fuel economy with a fast calculation speed. 
sequence of the scaling filter g j [n] sequence of the wavelet filter Nowadays, the extensive employment of fossil fuels has produced a series of environmental pollution issues and an energy crisis. Consequently, transportation electrification has become a developing trend to alleviate this energy and environment crisis. Plug-in hybrid electric vehicles (PHEVs) and hybrid electric vehicles (HEVs), which exhibit the advantages of low emissions and low fuel consumption, have attracted wide attention from governments and corporations. PHEVs usually consist of at least two energy sources, e.g. an internal combustion engine (ICE) or fuel cells (FCs) and an energy storage system (ESS), like a battery stack or super-capacitor [1] . In addition, PHEVs can be charged from the power grid, thereby prolonging their all-electric range (AER) to further reduce fuel consumption and pollutant emissions. An appropriate energy distribution among different energy sources is difficult to attain due to the complex driveline structure of PHEVs, and thus motivates researchers to conduct a variety of research. Generally speaking, the prevalent methods for energy management of PHEVs can be divided into two types, i.e. charge depleting/charge sustaining (CD/CS) strategies and blended approaches. In the CD/CS scheme, a PHEV prefers to first use the electrical energy stored in battery until its minimum state-of-charge (SOC) threshold is reached, and then shift to the charge sustaining control [2] . The CD/CS method is simple and makes it relatively easy to achieve effective energy management; however, this method operates via predefined control parameters, introducing difficulties when trying to globally exploit its fuel saving potential. In contrast, a variety of blended approaches have been proposed to optimize the fuel economy of PHEVs, including dynamic programming (DP) [3] , [4] , convex programming (CP) [5] , [6] , and Pontryagin's minimum principle (PMP) [7] , [8] . DP is considered to be the most effective algorithm to search the globally optimal solution when the complete driving information is known in advance [9] ; however, accurate power demand usually cannot be acquired in the real world, and its computational intensity is enormous. Instead, approaches based on a simplified powertrain model, like quadratic programming (QP) and CP, are competitive candidates to search the optimal solution under a certain driving cycle [6] , [10] . Although they still require pre-known driving information, the computational time can be greatly reduced compared with that of the DP algorithm.
The aforementioned methods are based on a predefined driving cycle, which cannot be readily acquired in practice. For the sake of optimizing the energy distribution online, model predictive control (MPC) has attracted attention and is gradually being adopted [11] , [12] . MPC can optimize the power distribution in real time based on the coming predicted states, thanks to its moving optimization characteristics. Various research justifies that MPC can be adopted in practice with an acceptable calculation quantity [13] . Unlike in the traditional application of MPC, MPC is proposed for HEVs/PHEVs as a tracking controller for local power optimization, and the optimal or a sub-optimal result can be attained, in which the real SOC at the end of a trip converges to a pre-set value exactly. However, due to the larger SOC bound for PHEVs compared with that of HEVs, it is quite difficult to satisfy the pre-defined final SOC constraint [14] . Given this challenge, it is necessary to plan the SOC reference in advance. In addition, considering the drive velocity as an external disturbance, the future state prediction, usually the driving velocity, is highly nonlinear and can be easily perturbed by unpredicted traffic congestion. Thus, it is difficult to solve this problem by establishing a definite mathematical model [11] . To sum up, in order to further develop the MPC algorithm for the energy management of PHEVs, there exist two key problems that need to be addressed: 1) Due to the lack of global velocity information, global planning of the battery discharge curve cannot be acquired in advance, leading to MPC's infeasible application for PHEVs [15] ; and 2) MPC overly depends on the accuracy of the predicted states, which influences the overall performance to a large extent, and thus it is critical to improve the precision of the forecasted velocity [16] .
Currently, modern transportation techniques can determine road conditions with the help of global positioning systems (GPS) and intelligent transportation systems (ITS), based on which prophetic traffic velocity information can be acquired [17] , [18] , and produce a higher possibility to obtain globally optimal energy management ahead of time. In this manner, MPC with the predicted velocity of a certain horizon can be applied. Stemming from the above statement, the concept of hierarchical predictive energy management has been put forward in [19] . Given the planned SOC reference, the online controller can achieve a near-optimal result so long as the traffic condition varies slightly. In [20] , a relatively simple hierarchical predictive control approach is suggested for a parallel HEV, which establishes a predictive signal generator (with regard to the SOC reference) in combination with a real-time tracking controller based on the equivalent consumption minimization strategy (ECMS). Owing to the SOC planning reference from the anticipated optimal energy distribution, the proposed method enables the reduction of the fuel consumption compared with when only ECMS is adopted. In [21] , Xie et al. focus on the improvement of velocity forecast precision, and propose a modified velocity predictor based on the Markov-Monte Carlo method. Then, hierarchical predictive energy management is proposed and validated, yielding favorable fuel economy. In [22] , a supervised predictive energy management method is proposed, which consists of traffic information acquisition, SOC reference generated by DP, a radial basis function neural network (RBF-NN) for velocity prediction and the local MPC. These research works have produced considerable improvements; however, most of them designed the SOC reference based on heuristic experience [23] or an optimized curve solved by DP, and did not consider the calculation time thoroughly.
In terms of velocity prediction, stochastic forecast models, such as Markov chains (MC) [24] [25] [26] and the Monte Carlo method [21] , are the most popular candidates. Additionally, artificial intelligence algorithms, e.g. neural networks (NNs) [14] , are also widely employed. In [27] , several predictive methods, including a generalized exponentially varying method, Markov chain based method, and artificial NN method, are compared and analyzed comprehensively, in which an RBF-NN can achieve the most precise result. That said, vehicle velocity can be potentially influenced by various factors, such as driving habits, weather and traffic conditions [28] , meaning that it is difficult to build a prediction model that can precisely calculate driving speed; even the most powerful method still exhibits room for improvement in terms of accuracy.
To summarize, there exist two aspects in terms of the MPC based hierarchical strategy that need to be improved, i.e., the time spent calculating the SOC reference and the predictive velocity accuracy. To solve these problems, a distinctively hierarchical control framework is proposed in this paper, which is divided into two layers: the upper layer and the bottom layer. In the upper layer, QP algorithm is harnessed to quickly find the SOC reference. In the bottom layer, a novel velocity prediction algorithm based on wavelet transform (WT) technology and RBF-NN is introduced, which explains its improved prediction accuracy compared with that of the singular RBF-NN method. Unlike other predictive methods, the proposed algorithm can fully take the driving characteristics into account due to the multi-resolution capacity of WT [29] . Given the reference SOC and predictive speed, an updated MPC with relaxed constraints is applied for online control, which can optimize a system's energy distribution and simultaneously address the tradeoff between solution feasibility and optimality. Sufficient simulation shows that the proposed strategy can reduce fuel consumption by 6.21% to 9.46% under the chosen drive cycles. Overall, with the superior predictive accuracy of the proposed predictor, fuel economy can improve by 0.3% to 0.78% compared with that of the single RBF-NN method. The calculation time for SOC planning and real-time optimization is limited to within 400ms for a trip and is, on average, 2.44ms to 3.3ms in each control instant, proving the feasibility of the proposed algorithm.
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The remainder of this paper is organized as follows. The control problem description and a detailed analysis of a power-split PHEV's powertrain are stated in Section II. The introduction of hierarchical predictive energy management is detailed in Section III, which includes QP based fast SOC planning, the velocity predictor design, as well as the MPC formulation. Section IV furnishes relevant validation by simulations that thoroughly compare the performance of different control algorithms. Finally, Section V draws the main conclusions of this paper.
II. PROBLEM DESCRIPTION AND VEHICLE POWERTRAIN ANALYSIS
In order to build the proposed hierarchical predictive energy management strategy, the vehicle powertrain should be analyzed in depth. As shown in Fig. 1 , a power-split PHEV is employed for our study, consisting of a gasoline engine, two electric motors, a final driveline, a lithium-ion battery pack, as well as a planetary gear set. The correlative parameters of the studied PHEV can be seen in Table 1 . The goal of this work is to minimize the fuel consumption of the engine, of which the fuel rateṁ fuel is determined by the ICE torque T e and ICE speed w e , aṡ
where indexes the fuel rate map. To calculateṁ fuel and minimize the whole fuel consumption, the relationship betweenṁ fuel and the power flow should be analyzed minutely to discover which variable can influence the fuel economy.
Based on Fig. 1 , the vehicle power demand P o equals the sum of the ring power P r and motor 1's power P mot1 , as
= T r w r + T mot1 w mot1 (2) where w o , w r and w mot1 denote the speeds of the powertrain demand, the ring gear and motor 1, respectively, and T o , T r and T mot1 represent their corresponding torques, respectively. Furthermore, the total electric power in this powertrain system can be simplified as
where P bat is the battery power. η mot1 and η mot2 index the efficiency of motor 1 and motor 2, respectively. P mot2 , T mot2 and w mot2 denote the power, torque, and speed of motor 2, respectively. The basic kinematic relationship of the planetary gear set can be described as
where µ is the ratio between the ring gear and sun gear, and r final expresses the final driveline ratio. In order to reduce the computational cost, a simplified battery model consisting of an internal resistor and an open circuit voltage (OCV) source is imposed here, and the corresponding calculations can be summarized as
where I bat , U o and R o indicate the current, OCV, and the internal resistance of the battery, respectively; SOC o presents the initial SOC at the beginning of the whole trip; and C bat expresses the battery capacity. As discussed above, the driveline model is a highly nonlinear system, and the control degree-of-freedom of the fuel rate modeled in (1) is two, leading to enormous difficulty in optimization. Here, a simplified approach is employed to reduce the system's degree-of-freedom. First, the optimal operation line (OOL) of the ICE is adopted, as shown in Fig. 2 , which means that for a specific engine power, there only exists a determined engine speed. As a result, the engine will work in the most efficient region with high possibility. The relationship between w e and T e can be expressed as,
where g(·) represents the mapping relation of the OOL. P * e , w * e and T * e denote the temporary engine power, engine speed and engine torque, respectively. Then, based on (3), (4) and (6), the updated engine power P e can be calculated by summing P * e and the motor's power losses [4] , (7), as shown at the bottom of this page, where P mot1 and P mot2 express the power losses of motor 1 and motor 2, respectively. Given (6) and (7), the updated engine torque T e and engine speed w e can be determined accordingly,
Based on (7) and (8), T e and w e can be determined by P o , w o , and P bat ; thus the simplified expression for fuel rate from (1) can be furnished aṡ
Now, the fuel rate can be optimized based on P o , w o and P bat . Note that P o and w o can be roughly known according to the driving information; hence, the battery power is applied as the unique control variable for fuel rate optimization. Aiming to build the relationship ofṁ fuel with respect to P bat , a series of quadratic equations is employeḋ
where
denote the fitting coefficients determined by P o and w o . The fitting performance based on (10) is indexed in Fig. 3 , from which we can conclude that the quadratic equations can approximate the fuel rate with remarkable accuracy. Fig. 4 shows the value of λ 2 (P o , w o ), which is always greater than zero, proving that (10) can be solved by the QP algorithm. It is also worth mentioning that the OCV and R o are supposed to be constant for the sake of simplification. Based on the built fuel rate model, a hierarchical predictive energy management approach will be introduced in the next section.
III. HIERARCHICAL PREDICTIVE ENERGY MANAGEMENT STRATEGY
The whole control algorithm is divided into two layers, as shown in Fig. 5 . First, the traffic velocity information is assumed to be acquired by GPS and ITS ahead of departure. When provided the telemetry velocity information, a planning SOC trajectory is optimized offline by the QP algorithm in the upper layer. In the bottom layer module, a horizontal velocity predictor is implemented to forecast the velocity P e = P * e + P mot1 + P mot2 = P bat + P o + P mot1 + P mot2
VOLUME 6, 2018 variation in a real application. Combined with the reference SOC, the predictive velocity and the current SOC, MPC is adopted to determine the optimal solution at each time instant.
A. FAST SOC TRAJECTORY PLANNING
For the purpose of satisfying the real-world practical time requirement, the SOC reference SOC ref should be calculated swiftly enough to accommodate the fast variation of the traffic information. Here, QP is applied to find the optimal battery power sequence by the interior point method [30, 31] , which is widely employed for solving convex QP problems with desirable computational efficiency. The fuel consumption F is set as the objective cost of QP based on (10), i.e.,
In addition, some constraints should be considered,
T e_ min ≤ T e ≤ T e_ max , w e_ min ≤ w e ≤ w e_ max , P e_ min ≤ P e ≤ P e_ max
where subscripts ''min'' and ''max'' represent the minimum and maximum values of each variable, respectively, and t total is the end moment of the driving cycle. More information can be found in our previous research in [7, 10, 32] .
B. VELOCITY PREDICTOR DESIGN
It is necessary and imperative to develop a precise vehicle velocity prediction model for improving MPC's performance.
In this paper, we propose a novel predictor inspired by a data-driven algorithm, i.e., RBF-NN and the WT technique. The following sections are sequentially organized as: RBF-NN predictor, wavelet transform, and proposed predictor.
1) RBF-NN PREDICTOR
The RBF-NN is a widely used feed forward algorithm for classification, fitting, sequence forecasting, etc. [33] . Commonly, there are three parameters that need to be set, i.e., the basis function center, variance and the weight coefficients of the output layer. In this paper, the Gaussian function is chosen as the RBF due to its outstanding capability of nonlinear approximation, which can be indexed as,
where · denotes the Euclid norm, and c and σ express the center value and the variance of the RBF, respectively. After recalibrating the cluster center based on the K-means algorithm [34] , the sample variance can be calculated, and the corresponding weight coefficients can be determined by the least square (LS) algorithm.
2) WAVELET TRANSFORM
Wavelet transform (WT), as a popular signal process method, can efficiently decompose the initial signal into different scales. Benefiting from its advantage of localization, WT is effective for analyzing signals with frequent and large oscillation, which means that it is efficient to extract drive cycle features in this study [29] . In addition, compared with the short-time Fourier transform (STFT) technique, WT can achieve signal decomposition with variable windows by the operations of translation and scaling, producing more desirable performance in less calculation time. To achieve the desirable performance of WT, the type of wavelet function and its corresponding orders of vanishing moments should be selected with care. In this paper, one discrete orthogonal wavelet, i.e., the Daubechies (DB) wavelet, is employed as the mother wavelet, owing to its capability of decomposing non-stable time series signals [35] . Typically, the order of the vanishing moments represents the energy concentration degree. With the increment of the order of the vanishing moments, the decomposed signal in the time-frequency domain becomes more unambiguous. For signals with heavy singular points, high order vanishing moments can lead to loss of signal details, and thus can result in difficulty when reconstructing the signals. Considering the characteristics of the cycle array, we select a DB wavelet with ninth-order vanishing moments (called DB9 hereinafter) as the final wavelet function.
Here, we apply the stationary wavelet transform (SWT) technique for decomposition and reconstruction of the signal [36] , [37] . Different from the Mallat algorithm, SWT can relax the requirement of using the original signal for WT, ensuring that the resolution of the signal decomposition can reach the same transformation effect. In light of multiple recognition analysis [38] , detailed mathematical calculation of the SWT is specified in Table 2 , and its related schematic diagram is indexed in Fig. 6 . During the calculation process, the original signal is firstly decomposed into approximate and detailed coefficients at different scales, and then recombined. Now, given the fact that the decomposition and reconstruction filters occupy the mutual conjugate relations and (14) , there are only two variables, i.e., h 0 [n] and g 0 [n] , that need to be determined. The related coefficients of these two DB9 wavelet filters are presented in Fig. 7 . The number of decompositions is chosen to be two after trading off between the characteristic validity and the computational burden. Fig. 8 (a) shows an example of SWT performance with respect to the WT decomposition for the urban dynamometer driving schedule (UDDS) cycle, and we find that the WT can effectively decompose the signal and present rough trends and subtle changes in velocity. The reconstruction error is shown in Fig. 8 (b) . It can be observed that the error can be neglected, thereby proving the feasibility of applying SWT in velocity prediction.
3) MODIFIED RBF-NN PREDICTOR WITH WAVELET TRANSFORM
In contrast to the RBF-NN predictor, the modified predictor implements pre-process and post-process steps for the input VOLUME 6, 2018 and output of the RBF-NN. For the pre-process step, we first transform the initially historical velocity sequence into three levels by the SWT method, and then deliver the level-divided signals to the RBF-NN as the input. The input number of this RBF-NN equals three times the predictive time length N p . The related expression can be stated as,
where V * m,k denotes the predictive velocity of level m at the kth moment. A more detailed design schematic is shown in Fig. 9 . By means of the DB9 wavelet transform, the approximate and detailed coefficients are obtained, and the initial signal is divided into three levels by the SWT algorithm. The role of WT is to conduct the pre-process and post-process operations, namely decomposition and reconstruction, and the RBF-NN is applied to realize prediction based on the coefficients from the pre-processing in the middle section. To achieve a precise prediction, the training dataset should be selected with care. In this paper, six standard driving cycles, including Japan Cycle 08 (JC08), SC03, US06, Los Angeles 92 (LA92), the New European Driving Cycle (NEDC) and the Worldwide Harmonized Light Vehicle Test Procedure Cycle (WLTC), are regarded as the training dataset, as seen in Fig. 10 . These driving cycles include highway, urban and congested urban driving conditions, and thus can represent most existing driving conditions. Here the network number is imposed to be 700, and the predictive time length N p is set to be 10s. It is necessary to note that only the horizon velocity forecast is taken into account here to simplify the problem. The overall performance comparison between the RBF-NN based predictor and the modified predictor is shown in Fig. 11 , from which we can roughly find that the velocity predicted by the modified predictor is more accurate, except when the actual velocity changes abruptly. For instance, at around 190s, the modified predictor misjudges the future drive condition such that the error of the predictive velocity increases compared with that of the RBF-NN predictor. It is noteworthy, however, that this error will not influence the control performance of the energy management of PHEVs, since the engine is turned off when the vehicle is braking.
To evaluate the prediction performance, the root-meansquare error (RMSE) is calculated by the real velocity and the predicted velocity in each predictive horizon, whose expression is furnished as,
where t o is the beginning moment of the driving cycle, and Err i denotes the average difference between the sequence forecasting and the real speed in the ith predictive horizon.
FIGURE 12.
Comparison between RBF-NN predictor and WT based RBF-NN predictor. (Red points denote that the predictor error when using RBF-NN is greater than that of the proposed predictor, while bright green points mean the opposite.) Fig. 12 yields the RMSE difference between the prediction result calculated by RBF-NN and the proposed predictor. From the upper subfigure, the RMSE difference is within 2m/s most of the time. For clearer observation, in the lower subfigure, we plot the velocity points of the UDDS cycle in two situations, i.e., a positive RMSE difference (in red) and a negative RMSE difference (in bright green). We can observe that inferior points under the proposed algorithm appear when a sudden jump in velocity occurs; however, the difference is relatively small. In particular, in regions (a) and (c), vast green points occur, but the difference is within 1m/s. In addition, in region (b), the proposed predictor exhibits a superior capability to predict the future velocity when the vehicle speed is relatively high. Table 3 lists the RMSE of the predictive results, which reveals that the modified method can improve the accuracy by 9.26%. Aiming to further analyze the predictive results, the correlative cumulative distribution function (CDF) [39] , in terms of RMSE, is yielded in Fig. 13 , whose mathematical expression can be described as, where CDF(RMSE threshold ) denotes the CDF of threshold RMSE threshold , and P(RMSE < RMSE threshold ) means the probability that RMSE < RMSE threshold . From Fig. 13 , the proposed approach obviously outperforms the RBF-NN method, especially in theRMSE threshold range of 2m/s to 4m/s. Moreover, by applying a certain drive cycle (i.e., UDDS) with frequent start-and-stop and a longer predictive horizon (i.e., 10s), nearly 90% of the forecast velocity errors become less than 3m/s; thus we can validate that the proposed approach is applicable for speed prediction. 
C. MPC FORMULATION
The optimization objective of MPC is formulated as a constrained quadratic optimization problem at each time instant, where the state equation is illustrated aṡ
where x = SOC is considered as the state variable, u = P bat is the control variable and W denotes the external disturbance, which is imposed as the predictive velocity sequence here. It should be mentioned that, in order to restrict the real SOC to being close to SOC ref and guarantee a feasible region of optimization, as well as the optimality of the solutions, a supplemental inequality constraint is imposed, (21) where ε expresses the slack factor. The rolling optimization index J k in each step k can be formulated based on (10) and (20),
where ρ is the interpretation of the slack weight, which is supposed to be 10 −8 after iterative optimization. Additionally, the control horizon length equals N p for sufficient consideration of vehicle dynamic variation, and the corresponding constraints are set to be the same as in (12) . In view of the above discussion, the optimization problem in (22) can be solved by the interior point method (i.e., QP), as mentioned in Section III-A. To describe the proposed MPC more specifically, an intuitive schematic with respect to the calculation of a certain rolling horizon is shown in Fig. 14 , where V * t+i and P * o,t+i represent the predicted velocity and power demand at t + i. Based on SOC ref at t + N p , determined by the upper layer module, the expected SOC difference between t and t + N p can be regarded as the considered constraint of the MPC solver, as formulated in (21) . The predictive velocity derived from the velocity predictor is taken into account for the second input variable of the MPC solver, and the predictive power demand calculated based on the complex relationships of the vehicle powertrain serves as the third input. Finally, the optimized sequence across the predictive horizon can be obtained by QP, in which the first solution is imposed on the powertrain for online control. It should be noted that the process in Fig. 14 works repeatedly in a rolling form over the time region until the trip ends.
In the next step, simulation validation is conducted to verify the effectiveness of the proposed control strategy.
IV. NUMERICAL SIMULATION AND COMPARISON
In this paper, all simulations are conducted based on Autonomie, which is a powerful software developed by Argonne National Laboratory. More related information can be found in [40] . First, the CD/CS method and the QP based offline optimization method are both applied as benchmarks to verify the control performance of the proposed method. Second, we compare the fuel economy from two MPCs with different velocity predictors, namely the RBF-NN predictor and the modified predictor. Third, the computational intensity of the proposed strategy is discussed.
A. CONTROL PERFORMANCE OF THE PROPOSED STRATEGY
UDDS and highway fuel economy cycle (HWFET), representing standard urban and highway conditions, are implemented for testing the proposed strategy. Their profiles are shown in Fig. 15 . Six to eight consecutive UDDS cycles and four to six consecutive HWFET cycles are selected to validate the control performance. For the CD/CS algorithm, during the CD stage, the engine is always off and the vehicle is powered by the battery until 30% SOC is reached. Then, the CS mode is triggered, the engine is turned on to sustain SOC in the vicinity of 30%, and the battery power is determined according to the SOC and driveline power, as (23) , as shown at the bottom of this page, where max(·) and min(·) represent the maximum and minimum values among the variables in the parentheses, respectively. The QP-based method that we adopt is applied in the same way as introduced in Section III-A, namely the planning method of the SOC reference. The initial SOC and SOC max are set to be 1 and SOC min equals 0.2. The sample step time is set to be 1s. To compare the final fuel consumptions fairly, SOC correction is adopted based on a linearization technique, as introduced in [41] .
The overall fuel consumption comparison is listed in Table 4 , and it can be observed that compared with the CD/CS scheme, the proposed strategy is capable of improving the fuel economy by 9.16%, 9.01% and 7.95% under six to eight consecutive UDDS cycles, and 9.46%, 7.66% and 6.21% under four to six consecutive HWFET cycles. Compared with the results based on the QP method, the proposed method can achieve similar fuel consumption as well. In fact, the improvement in fuel consumption by the proposed method is even greater than that of the QP based method under six UDDS cycles. Fig. 16 compares the SOC variation under UDDS and HWFET cycles based on three methods. As can be seen, the SOC curves based on the proposed method can effectively track the SOC reference offline optimized by QP, and both drop slower than those based on the CD/CS method. Fig. 17 shows the detailed control profiles extracted from the first cycle of results under seven UDDS cycles and five HWFET cycles, respectively. Note that the second subfigures denote the SOC difference between the control trajectories from QP and the proposed method. It can be found that the battery power command looks similar, and the SOC deviation mostly changes as a result of the slack factor's variation. When the predictive error becomes large, the proposed control strategy enables enlargement of the feasible region for optimization by suitably increasing the value of the slack factor. In addition, it is necessary to mention that the SOC deviation is controlled within a narrow scope and is near zero at the end of the cycle.
The engine efficiencies based on these three methods are compared in Fig. 18 for further analysis. It can be found that: 1) the average engine efficiency based on the proposed method is higher than that of the CD/CS method; 2) the differences between the operation points obtained by the QP algorithm and the proposed approach can be neglected, indicating that the proposed method is capable of achieving a remarkably similar fuel consumption and SOC curve, as seen in Table 4 and Fig. 16 ; and 3) compared with the efficiency points based on the CD/CS method, the other two results occupy a higher torque region, and the engine works along with the OOL to gain more ideal efficiency.
B. FUEL-CONSUMPTION COMPARISON OF VELOCITY PREDICTIVE ACCURACY
With the target of comparing the fuel economy influenced by the predictive velocity accuracy, two different velocity predictors, namely an RBF-NN-based one and the proposed predictor, are applied to the MPC mentioned in Section III-C. Note that except for the velocity predictors, the remaining settings of these two MPCs are the same for fair comparison. The fuel consumption improvement, compared with those of CD/CS methods, is shown in Fig. 19 . It can be observed that the MPC with the modified velocity predictor possesses a more desirable fuel economy than the one with the RBF-NN based predictor, which is primarily attributed VOLUME 6, 2018 to its more precise prediction. Moreover, with an increase of the driving range, the fuel consumption difference produced by the cumulative predictive error is increasingly obvious, like 0.3% to 0.78% under six to eight UDDS cycles and 0.39% to 0.51% under four to six HWFET cycles. Thus, we can conclude that given superior future velocity information, MPC can allocate the power splits in a more rational way, thereby achieving more desirable fuel savings.
C. COMPUTATIONAL LABOR COMPARISON
In this paper, the total calculation is completed in Matlab/Simulink by a desktop computer with 8GB of RAM and a Core i5 processor of 3.3GHz. The computational time is shown in Table 5 , where the SOC planning time refers to the calculation duration of the total drive range, and the other two denote the computational time in each single step. From Table 5 , the duration in terms of the SOC planning is extremely small (within 400ms), and the total calculation time for the velocity forecast and MPC at each moment ranges from 2.44ms to 3.3ms; therefore, we can conclude that the methodology is applicable for real-time implementation.
V. CONCLUSION
In this paper, a hierarchical energy management strategy composed of two layers is proposed for improving the fuel economy of PHEVs. In the upper layer, a simplified fuel approximation approach is developed and the QP algorithm is employed for fast SOC reference planning. In the bottom layer, a modified velocity predictor is proposed based on an RBF-NN algorithm and WT, and its prediction of velocity is demonstrated to be more precise compared with that of the singular RBF-NN method. Based on the SOC reference and predictive velocity, MPC is applied for realizing predictive energy management online. Finally, a series of simulation results reveal that this hierarchical energy management strategy is effective in reducing fuel consumption by 6.21% to 9.46% with desirable calculation efficiency.
In our future work, a control reference generator for updating the SOC reference online will be considered, combining accessible traffic information. Additionally, for the purpose of extending the application of the proposed method, experimental verifications consisting of hardwarein-the-loop (HIL) simulations and on-road tests will also be part of our research direction. 
