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Abstract. Many pulsating phenomena are associated with
the auroral substorm. It has been considered that some of
these phenomena involve kilometer-scale Alfvén waves cou-
pling the magnetosphere and ionosphere. Electric ﬁeld oscil-
lationsatthealtitudeoftheionosphereareasignatureofsuch
wave activity that could distinguish it from other sources of
auroral particle precipitation, which may be simply tracers
of magnetospheric activity. Therefore, a ground based diag-
nostic of kilometer-scale oscillating electric ﬁelds would be
a valuable tool in the study of pulsations and the auroral sub-
storm. In this study we attempt to develop such a tool in the
Poker Flat incoherent scatter radar (PFISR). The central re-
sult is a statistically signiﬁcant detection of a 1.4Hz electric
ﬁeld oscillation associated with a similar oscillating optical
emission, during the recovery phase of a substorm. The opti-
cal emissions also contain a bright, lower frequency (0.2Hz)
pulsation that does not show up in the radar backscatter. The
fact that higher frequency oscillations are detected by the
radar, whereas the bright, lower frequency optical pulsation
is not detected by the radar, serves to strengthen a theoreti-
cal argument that the radar is sensitive to oscillating electric
ﬁelds, but not to oscillating particle precipitation. Although
it is difﬁcult to make conclusions as to the physical mecha-
nism, we do not ﬁnd evidence for a plane-wave-like Alfvén
wave; the detected structure is evident in only two of ﬁve ad-
jacent beams. We emphasize that this is a new application
for ISR, and that corroborating results are needed.
Keywords. Ionosphere (Auroral ionosphere; Ionosphere-
magnetosphere interactions) – Magnetospheric physics
(Storms and substorms)
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1 Introduction
1.1 Background
Substorm expansion phase onset is thought to be associated
with Alfvénic aurora (identiﬁed by in-situ satellite measure-
ments (e.g., Mende et al., 2003a, b; Lysak and Song, 2008)),
and is normally accompanied by Pi1B magnetic pulsations
(Lessard et al., 2006), which continue through the recov-
ery phase. The Pi1B pulsations, which are ground based
magnetometer signatures, reﬂect ionospheric currents aver-
aged over hundreds of kilometers, whereas the Alfvénic au-
rora are thought to be structured on scales of a few kilome-
ters, or less (Chaston, 2003). Pulsating aurora with periods
from a few seconds to tens of seconds are observed optically
during the recovery phase, and are often accompanied by
more rapid brightness modulations (rapid modulations) with
periods that are a fraction of a second (Sato et al., 2004),
which is still longer than the periods associated with ﬂicker-
ing aurora. Flickering aurora are kilometer-scale patches or
columns of emissions sometimes observed by ground based
imagers, which oscillate with frequencies from a few Hz to
a few tens of Hz (e.g., Whiter et al., 2008). Although the
relationship among these various pulsating phenomena is not
known, it seems likely that some are related to wave activ-
ity in the auroral plasma with associated oscillating electric
ﬁelds.
In this work we have used the Poker Flat incoherent scatter
radar (PFISR) to search for signatures of oscillating electric
ﬁelds in auroral plasma that might tie some of these phenom-
ena more solidly to wave activity, and thereby to each other.
We have discovered that clear radar signatures are difﬁcult to
ﬁnd. However, we have found at least one statistically sig-
niﬁcant signature. This signature occurred during a period
of pulsating aurora, which displayed a very similar spectral
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peak in the optical emissions associated with the rapid mod-
ulations. However, because there was not a one-to-one cor-
respondence of the optical and radar signatures, the relation-
ship between them is left as a question for future research.
Incoherent scatter radars (ISRs) have a beam width of
about 1km, so that by using the multi-beam capability of the
phased-arrayAMISR(AdvancedModularIncoherentScatter
Radar) radars, it may be possible to probe the kilometer-scale
structure of pulsating phenomena. For frequencies above a
few tenths of a Hz it is often possible to attribute modulation
of the ISR back scatter to something other than modulation
of the auroral precipitation (the argument proceeds through
the recombination time scale), with oscillating electric ﬁelds
being the most notable suspect. Oscillating electric ﬁelds
can modulate ISR back scatter through plasma heating. Di-
vergent oscillating electric ﬁelds can modulate the ISR back
scatter by modulating the plasma density. Although there are
other possibilities, detection of an oscillating ISR signal in
the Pc 1 band (0.2–5Hz) can typically be attributed to oscil-
lating electric ﬁelds.
Such electric ﬁeld probing is complementary to optical ob-
servations of pulsations, which imply modulation of the par-
ticle precipitation. Optical observations say nothing about
the ionospheric electric ﬁeld. If kilometer-scale electric ﬁeld
oscillations can be detected by ISR, it should provide a valu-
able analysis tool for study of the relationship of Alfvénic
aurora, Pi1B magnetic pulsations, pulsating aurora, ﬂicker-
ing aurora, and substorm onset, to wave activity in the au-
roral plasma. In addition, if some of these phenomena can
be related to wave activity, then it may be possible to in-
voke theoretical models involving the electrical coupling of
the magnetosphere and ionosphere (M-I).
There is at least one M-I coupling model that might
be evaluated by a radar-based study of pulsations. The
ionospheric Alfvén resonator (IAR) (e.g., Polyakov and
Rapoport, 1981; Lysak, 1988; Belyaev et al., 1999; Vogt,
2002) and the ionospheric feedback instability (IFI) (e.g.,
Atkinson, 1970; Sato, 1978; Trakhtengertz and Feldstein,
1984; Lysak, 1986, 1988) together form a foundational M-I
coupling model that seeks to explain auroral plasma struc-
turing as a consequence of feedback between ionospheric
density modulation, and Alfvén waves resonant in a cavity
formed by the ionosphere and the auroral acceleration region
(AAR), within the Pc 1 frequency band. In its simplest form,
this instability has unstable modes that are waves propagat-
ing perpendicular to the geomagnetic ﬁeld (B) with wave-
lengths of a couple of kilometers or less, and standing along
the magnetic ﬁeld with wavelengths of a thousand to tens of
thousands of kilometers. Simulations (Streltsov and Lotko,
2003, 2004, 2008) taking into account gradients and other ef-
fects have expanded the range of unstable wavelengths in the
perpendiculardirectiontogreaterthan10km. Whendetected
from the ground, these waves should produce density and
electric potential structures which oscillate with frequency
in the Pc 1 band. In addition, at magnetospheric altitudes
the unstable modes comprise inertial Alfvén waves, which
support parallel electric ﬁelds that accelerate charged parti-
cles. These accelerated particles should precipitate into the
ionosphere with a temporally oscillating signature (when de-
tected optically – but not, we argue below, when detected by
radar).
For example, this instability may come into play at the
poleward edge of the substorm auroral surge onset, where
intense wave activity and wave accelerated particles (i.e.,
Alfvénic aurora) have been observed (Mende et al., 2003a,
b). More generally, it seems an appropriate hypothesis that
waves associated with M-I feedback may be responsible for
some of the pulsating phenomena mentioned above, where
the theory is not yet developed. If the kilometer-scale struc-
ture of electric ﬁeld modulations associated with pulsations
can be probed by ISR, then they can be compared with
and used to advance M-I coupling models. The measured
wavelength versus frequency characteristic can be compared
with the linear dispersion relation for the IFI (most recently,
Pokhotelov et al., 2001; Cosgrove and Doe, 2010), and with
the simulations by Streltsov and Lotko (2003, 2004, 2008). It
can be determined if the effects respect the theoretical thresh-
olds for instability, in terms of the background electric ﬁeld,
the ionospheric conductivity, and in the case of the simula-
tions, the conductivity gradient. The radar can potentially
detect the oscillating electric ﬁeld, whereas optical imagers
arespeciﬁcallysensitivetotheeffectsofchargedparticlepre-
cipitation.
This study is, as far as is known to the authors, the ﬁrst
attempt at applying ISR to these tests. The purpose of this
study is to determine whether pulsations in the Pc 1 fre-
quency range (up to 2Hz) can be detected in PFISR back
scatter, and to investigate the possibility that any detections
can be attributed to wave activity. This requires that we es-
tablish the statistical signiﬁcance of any detection that we
make.
With this in mind, the ﬁrst step is to choose the data set
of prospective detections that is to be searched. The data
set should be chosen based on a hypothesis to be tested. We
form the hypothesis that electric ﬁeld oscillations in the auro-
ral plasma are likely to be found during periods having both
Pi1B magnetic pulsations, and pulsations in optical emis-
sions. In choosing an event, we also require that PFISR is
operating in a raw data collection mode; for otherwise the
Nyquistfrequencyofthetemporalsamplingiswellbelowthe
Pc 1 range; the normal temporal sampling for ISR is only a
few minutes. However, the ISR is capable of detecting much
higher frequency oscillating phenomena, as long as they per-
sist for a sufﬁciently long time. For example, ISR routinely
detects ion acoustic waves. We have identiﬁed an observa-
tion period that satisﬁes all these criteria and searched it.
We analyze an 89s section of PFISR data during which
both 0.2Hz optical pulsations and Pi1B magnetic pulsa-
tions were detected, during the recovery phase of a sub-
storm. In order to be easily detected a pulsation (a sine-wave
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Fig. 1. Geophysical context: (a) Keogram from all sky image, (b) spectrogram of magnetometer ﬂuctuation, (c) altitude/time/density from
PFISR, (d) electric ﬁeld from PFISR, with vertical red line showing the time of the pulsations.
oscillation) should either persist for a long time, or it should
deeply modulate the back scatter. In performing the analysis
we began by searching for pulsations lasting the full 60s, by
analyzing 60s time series, and searching over altitude. How-
ever, this did not yield any statistically signiﬁcant detections
in the frequency range of interest.
Therefore, working on the assumption that the data may
still contain shorter lived pulsations, we incrementally re-
duced the length of the time series analyzed, and performed
the search over time and altitude. In doing this we (somewhat
arbitrarily) decided to disregard pulsations lasting less than
ﬁve periods, and thus determined a lower cutoff frequency
associated with each time series length. In addition, we ﬁxed
an upper search frequency of 2Hz, partly for statistical rea-
sons described below, and partly based on results from pre-
vious magnetometer studies, and IAR theory. In this way
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Table 1. PFISR beam labels.
Beam # azimuth elevation
1 −85.6◦ 69.2◦
2 121.4◦ 69.7◦
3 −154.3◦ 81.5◦
4 −154.3◦ 80.5◦
5 −154.3◦ 79.5◦
6 −154.3◦ 78.5◦
7 (up B) −154.3◦ 77.5◦
we discovered a 7s long 1.4Hz pulsation that appears to be
statistically signiﬁcant.
The method for determining statistical signiﬁcance is de-
scribed in detail below. It is based on a statistical test known
as the generalized likelihood ratio test (GLRT) (e.g., Kay,
1998), which may be applied in very general circumstances.
We apply the GLRT test to the case of detecting a sinusoid in
Gaussian white noise, and arrive at a form of periodogram,
which is normalized such that the output level can be inter-
preted in terms of the probability of false alarm, that is, the
probability that the output level could be caused by Gaussian
white noise. In addition, because of certain non-idealities in
our processing, we verify the statistical signiﬁcance of our
results via a Monte Carlo simulation: Gaussian white noise
generated by a random number generator is put through the
complete processing Algorithm, such that the entire experi-
ment is simulated 1000 times with inputs of pure noise. The
conclusion of this exercise is that in the worst case there is
a 1 in 67 chance that the detected pulsation is a false alarm,
and when the additional evidence is considered (like the ap-
parent presence of the signal in the adjacent beam) the false
alarm probability must be taken as much less.
1.2 Geophysical context
Figure 1a shows a keogram from the Poker Flat merid-
ional scanning photometer recorded on 8 March 2009. The
keogram shows the phases of a substorm, with growth phase
starting at approximately 10:15UT, and expansion phase on-
set occurring at 11:30UT. Recovery phase extends to at least
12:45UT and shows a proliferation of auroral intensiﬁca-
tions near and equatorward of the polar cap boundary.
Figure 1b shows a spectrogram of the magnetic ﬁeld By
(which looks more or less identical to the same for Bx) for
the same day, from the search-coil magnetometer located at
PokerFlat(courtesyofM.Lessard). AclassicPi1Bsignature
is evident that appears to coincide with the expansion phase
onset identiﬁed in the keogram. Such Pi1B signatures are
known to be strongly correlated with expansion phase onset
(Lessard et al., 2006).
During this period, the PFISR was operating in a 7 beam
mode, with 5 adjacent beams directed up and immediately to
the north of magnetic zenith, and 2 outrigger beams for mea-
suring vector electric ﬁeld in the vicinity of magnetic zenith.
The azimuth, elevation, and labeling of the beams is summa-
rized in Table 1.
An altitude-time-intensity plot of electron density from
Beam 3, and a plot of the electric ﬁeld magnitude and
direction determined from Beams 1 and 2, are shown in
Fig. 1c and d, respectively, for the temporal region imme-
diately surrounding the Pi1B onset. The initiation of auroral
plasma deposition, and a ramp up of the electric ﬁeld, oc-
cur simultaneously with the Pi1B onset. The short gap just
after 11:30 in the altitude-time-intensity plot corresponds to
the period when the aurora is south of Poker ﬂat, as indicated
in the keogram of Fig. 1a (Poker Flat is at 90◦ in Fig. 1a).
The two periods of plasma deposition prior to 11:30 appear
to be during the equatorward progression of the aurora in the
growth phase of the substorm, and prior to the Pi1B signa-
ture.
Narrow ﬁeld optical imagers were also deployed during
this period. Figure 2a shows a keogram from the “CLVIS”
imager (FOV: 15.5◦×15.5◦, 33Hz, white light), for a 30s
period during the recovery phase of the substorm, when
0.2Hz pulsations were in evidence. Another imager oper-
ating at a lower sampling rate (AVT Guppy camera, FOV:
24.4◦×31.6◦, 2fps, RG645 cutoff-ﬁlter) provided a broader
temporal context, and showed that the pulsation event did not
extend signiﬁcantly outside of this CLVIS 30s window. This
particular period stands out as the clearest example of pulsa-
tions during the substorm.
Both within and to the north of the 0.2Hz pulsations there
also appear faint, quasi-periodic modulations in the range
1.4–2.1Hz (see Sect. 3.5). These are somewhat clearer to
the north of the 0.2Hz pulsations, perhaps because they are
masked by the stronger 0.2Hz pulsations. Such more rapid
modulations of the brightness commonly accompany pulsa-
tions (e.g., Sato et al., 2004). This frequency range is at or
slightly below the lower limit of what might be termed ﬂick-
ering aurora (e.g., Whiter et al., 2008). To avoid confusion
with the nominal frequency range for ﬂickering aurora, we
will refer to them as “rapid modulations”.
The locations of radar beams 3 through 7 are between the
horizontal lines drawn on Fig. 2a. Beams 3 and 4 are north
of the 0.2Hz pulsations, but intersect the more distinct region
of rapid modulations. Beams 5 through 7 intersect the 0.2Hz
pulsations.
Figure 2b shows the PFISR backscattered power from
Beam 3 for an 89s period surrounding the pulsations, av-
eraged to 1/4s resolution in time, and 20km resolution in
range. There appears to be signiﬁcant temporal structure in
the radar data, which is reminiscent of pulsations between
one and two Hz. However, due to microscopic rearrange-
ment of electrons within the scattering volume, the backscat-
tered power should be regarded as a random variable; only
statistical quantities can be directly related to the macro-
scopic plasma density. In fact, the standard deviation of
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Fig. 2. (a) CLVIS keogram, (b) altitude/time/intensity from Beam 3 of PFISR.
the ﬂuctuations seen in Fig. 2b is not signiﬁcantly above
what would be expected from microscopic plasma ﬂuctua-
tions. On the other hand, only by coincidence will micro-
scopic ﬂuctuations take on the form of a sinusoid. Therefore,
we may use the likelihood of such a coincidence to establish
statistical signiﬁcance. Section 2 describes basic methodol-
ogy for doing this, and Sect. 3 describes application of the
methodology to the data in Fig. 2a and b.
2 Methodology
2.1 Radar detection
Let V :N→C be a representative time series of the complex
voltage received by an ISR, for back scatter from a particu-
lar range bin (where C means the complex numbers and N
means the positive integers). At time t ∈N, V(t) can be writ-
ten
V(t)=A
M(t) X
α=1
eik·xα(t), (1)
where xα(t) is the position of the α-th electron at time t,
M(t) is the number of electrons in the scattering volume at
time t, k is twice the radar wavevector, and A is a constant
involving the scattering cross section for an electron, the dis-
tance to the scattering volume, and various radar system pa-
rameters. The received power (sometimes called the “raw
density”) can be manipulated
V(t)V ∗(t) = A2
M(t) X
α=1
M(t) X
β=1
eik·[xα(t)−xβ(t)]
= A2
(
M(t)+
X
α6=β
eik·[xα(t)−xβ(t)]
)
= A2
(
M(t)+
X
α6=β
cos
 
k·

xα(t)−xβ(t)

)
, A2M(t)
n
1+(M(t)−1)


cos
 
k·

xα−xβ

Ft
o
+δ(t), (2)
where h···iFt denotes an ensemble average over a collection
Ft of microscopic system conﬁgurations that are macroscop-
ically equivalent to the actual microscopic system existing
at time t. The notation , is used to indicate that the time
series δ : N → R is deﬁned by this notion of an ensemble
average. Assuming that δ(ti) and δ(tj) are uncorrelated for
i 6=j, each real number δ(t) is a particular realization of the
zero-mean random number δFt, where δFt is deﬁned as ran-
domly chosen from the ensemble Ft. That δFt is zero-mean
follows from the deﬁnition δ(t),V(t)V ∗(t)−hVV ∗iFt, so
that δFt =hδiFt =0.
In practice, the ensemble average must be approxi-
mated as a time average over a ﬁnite time interval I =
{ti|i ∈[1,2,···,N]}. In this case each δ(t) is a particular
realization of the random number δFN, where δFN is de-
ﬁned as randomly chosen from the union of the ensembles
covering the interval, FN =
S
i∈IFti. If the statistics are
stationary then Fti = Ftj for all i and j, so that FN = Ft.
More generally, the random number δFN has mean hδiFN =
1
N
PN
i=1hδiFti = 0 and variance


δ2
FN = 1
N
PN
i=1


δ2
Fti
.
With this approximation, the back scattered power over the
time interval can be represented as the sum of a deterministic
signal plus a zero-mean random number:
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V(t)V ∗(t) = A2M(t)
n
1+(M(t)−1)


cos
 
k·

xα−xβ

Ft
o
+δFN. (3)
The simple case of Thompson scattering arises when
the electrons are randomly distributed over the scatter-
ing volume, in which case the k ·

xα(t)−xβ(t)

are
uniformly distributed on the interval [0,2π], so that 

cos
 
k·

xα−xβ

Ft = 0. However, because of coulomb
repulsion, for a plasma in thermodynamic equilibrium the
two-point correlation coefﬁcient C(xα−xβ) for the electron
charge density is negative at close range, and zero at long
range, so that the ensemble mean


cos
 
k·

xα−xβ

Ft is
negative. This mean has been calculated for a fully-ionized
plasma in thermodynamic equilibrium (Te =Ti) by Salpeter
(1960), with the result
M(t)


cos
 
k·

xα−xβ

Ft = −α2/(1+2α2),
= −
1
2
, ifα 1, (4)
where α =1/(kD), and D is the Debye length. For a normal
ISR α 1, so that correlations act to reduce the total back
scattered power by a factor of one half with respect to the
simple case of Thompson scattering.
Regardless, if the total number of particles M(t) in the
scattering volume oscillates,
M(t)=M0+M0cosω0t, (5)
then it is clear that the ensemble mean
A2M(t)
n
1+(M(t)−1)


cos
 
k·

xα−xβ

Ft
o
will os-
cillate. For example, if the plasma stays in thermodynamic
equilibrium, then using Eqs. (4) and (5) in Eq. (3) gives
V(t)V ∗(t)=A2M0
2
+A2M0
2
cosω0t +δFN (6)
(where M−1 was replaced by M). The back scattered power
consists of a constant, plus a sinusoid, plus a zero mean ran-
dom number.
Equation (4) says that the ensemble mean 

cos
 
k·

xα−xβ

Ft is inversely proportional to M(t), and
independent of the plasma temperature (over the range of
interest), as long as the plasma remains in thermodynamic
equilibrium. However, if the plasma is driven out of thermo-
dynamic equilibrium then M(t)


cos
 
k·

xα−xβ

Ft may
change. For example, it is known that the mean back scat-
tered power A2M(t)
n
1+(M(t)−1)


cos
 
k·

xα−xβ

Ft
o
depends on the electron to ion temperature ratio Te
Ti ,
and this dependence can only come through the term
(M(t)−1)


cos
 
k·

xα−xβ

Ft. Therefore, if the plasma
is driven by an oscillatory disturbance that modulates Te
Ti ,
then (M(t) − 1)


cos
 
k·

xα−xβ

Ft can be expected to
oscillate. Plugging (M(t) − 1)


cos
 
k·

xα−xβ

Ft =
−1/2(1−cosω0t) into Eq. (3) again gives Eq. (6), that
is, sinusoidal modulation of Te
Ti also leads to back scattered
power consisting of a constant, plus a sinusoid, plus a zero
mean random number.
It is possible that both M and Te
Ti are sinusoidally modu-
lated. In this case the ensemble mean back scattered power
A2M(t)
n
1+(M(t)−1)


cos
 
k·

xα−xβ

Ft
o
will contain
the sinusoidal modulation along with harmonics.
2.2 Signal to noise ratio
In Sect. 2.1 we argued that sinusoidal modulation of either
the number of electrons in the scattering volume M, or the
temperature ratio Te
Ti , results in back scattered power consist-
ing of a constant, plus a sinusoid, plus a zero mean random
number in the form of Eq. (6).
Consider N complex voltage samples V(ti) taken once
per pulse of the radar, for a particular range bin. It is well
known that the decorrelation time for a thermal plasma is
much less than any practical inter pulse period (e.g., Farley,
1972). Therefore, δ(ti) and δ(tj6=i) are uncorrelated. It is
also well known that V is well described by a zero-mean
Gaussian pdf
f(V)=
1
2πσ2 exp
 
−|V|2
2σ2
!
. (7)
Therefore, the pdf for y =|VV ∗| is a Chi-Squared distribu-
tion of order 2:
f(y)=
1
2σ2 exp

−y
2σ2

. (8)
The mean and variance over the pdf (8) are A2M0/2 and
Var(δ(ti)), respectively (from Eq. 6, where we drop the sub-
script on δ). Therefore, they are computed as
A2M0
2
= 2σ2 and
Var(δ(ti)) = 4σ4. (9)
The discrete form of the Wiener-Khintchine theorem gives
NVar(δ(ti))∼ =
N X
i=1
δ2(ti)=
1
N
N X
i=1
|1(ωi)|2, (10)
where 1 is the discrete Fourier transform (DFT) of δ, and N
is the number of samples. We have argued that the spectrum
of δ(ti) is white (i.e., δ(ti) and δ(tj6=i) are uncorrelated). To
obtain the level of this white spectrum set 1(ωi) to a con-
stant, which gives
|1(ωi)|2 =N4σ4, (11)
by using Eqs. (9) and (10). The DFT of cosω0t has peaks
with level N
2 . Therefore, incorporating the factor  from
Eq. (6), and using Eqs. (9) and (11), we obtain the signal to
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noise ratio for detection of a sinusoidal modulation of plasma
density in pure plasma back scatter (SNRp) as
SNRp =

A2 M0
2
N
2
2
|1(ωi)|2 =
 
σ2N
2
N4σ4 =
2N
4
. (12)
This result assumes that there is no additive noise, that is,
that the noise arises entirely from plasma ﬂuctuations. This
is realistic for high plasma density, but for moderate plasma
density an additive noise level should be added to the de-
nominator of Eq. (12), to yield the true signal to noise ratio
(SNR).
2.3 Statistical signiﬁcance
The problem for this work is to analyze the time series
|u|2(ti), which is assumed to have the form (6), and assign a
probability to the postulate that  is zero. We will refer to this
as the probability of false alarm (PFA), since it is the proba-
bility that it would be a mistake to conclude that  6=0, that
is, it is the probability that the time series might be the result
of a pure noise input. This is a classical problem in statistical
detection that conforms to what is known as the linear model:
the data have the form x =H+w, where x is an N ×1 data
vector,  is a p×1 vector of signal-strength parameters, H is
an N×p known “observation matrix” (which determines the
functional form of the signal, sinusoidal in our case), and w
is a random Gaussian vector with zero mean and standard de-
viation σ. Therefore, we can apply the theorems of statistical
detection theory.
The Neyman Pearson theorem (e.g., Kay, 1998) states that
the statistically optimal detector decides  6=0 if
p(x| 6=0)
p(x| =0)
>γ, (13)
where p(x| 6=0) is the probability of ﬁnding the data x if
 6=0, p(x| =0) is the probability of ﬁnding the data x if
 =0, and the choice ofγ sets the acceptable false alarm rate.
The test given in Eq. (13) is known as the likelihood ratio
test. Its application requires knowledge of the conditional
probabilities p(x| 6=0) and p(x| =0), which, in our case,
requires knowledge of the noise level, and knowledge of the
actual non-zero value that the signal-strength  will attain (if
it is non-zero). Hence, the likelihood ratio test cannot be
directly applied to our problem.
However, in the event that there are unknown parame-
ters, the generalized likelihood ratio test (GLRT) is recom-
mended, for examplebyKay (1998), asbeing proven inprac-
tical applications, and as retaining certain optimal properties.
The GLRT consists of ﬁnding the maximum likelihood esti-
mates (MLEs) of the unknown parameters, and employing
them to form the likelihood ratio. Theorem 9.1 from Kay
[1998] determines the precise form of the GLRT for the clas-
sical linear model. We have applied this general theorem
to the problem of detecting a sinusoidal signal of unknown
amplitude and phase, in white Gaussian noise of unknown
variance. The result, found in the Appendix, is the detector
Tω(x) =
N −2
2
hPN
n=1sin(ωtn−α)xn
i2
/0+
hPN
n=1cos(ωtn−α)xn
i2
/(N −0)
PN
n=1x2
n−
hPN
n=1sin(ωtn−α)xn
i2
/0−
hPN
n=1cos(ωtn−α)xn
i2
/(N −0)
>γ, where
α =
1
2
arctan
  PN
n=1sin2ωtn
PN
n=1cos2ωtn
!
, and
0 =
N X
n=1
sin2(ωtn−α). (14)
The GLRT detector (14) is a form of normalized peri-
odogram, which may be compared to the well known Lomb-
Scargle normalized periodogram. Like the Lomb-Scargle
normalized periodogram, the GLRT is a constant false alarm
rate (CFAR) detector, which means that the threshold γ
uniquely determines the probability of false alarm, indepen-
dent of other parameters such as the unknown noise level,
and the unknown signal level. The difference between the
two periodograms lies in the estimation of the unknown
noise variance, which takes a more sophisticated form in the
GLRT. Speciﬁcally, as seen in the denominator of Tω(x), es-
timation of the noise variance for the GLRT involves com-
pensation for the possible presence of a signal. This makes
the GLRT more sensitive to weak signals, which is why we
choose to employ it here. Also, a byproduct of the GLRT is
an estimate of the amplitude and phase of any detected sig-
nal.
Actually, the noise w contained in the last term of Eq. (6)
is white, but not Gaussian. However, by averaging over a
sufﬁciently large number n of pulses, so that |u|2(ti) is down-
sampled to |u|2(nt i
n
), the central limit theorem provides that
the noise acquires a Gaussian distribution. Because this aver-
aging process is a lowpass ﬁlter operation, it does not affect
the signal to noise ratio (12). It does, however, affect the
Nyquist frequency of the sampling. This is the reason we
have chosen to limit our search to frequencies less than 2Hz.
This limitation is a matter of convenience, and is not strictly
required.
The exact detection performance (holds for ﬁnite data
records) is given by
PFA =
Z ∞
γ
dyF2,N−2(y)≡QF2,N−2(γ), (15)
where Fν1,ν2 denotes the central F distribution with ν1 nu-
merator degrees of freedom, and ν2 denominator degrees of
freedom. Equation (15) gives the probability of false alarm
for investigation of a single ﬁxed frequency ω. If we search
over a range of M independent frequencies (independent, as
determined by the time sampling), then the probability of
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Fig. 3. Beam 3 weighted time series and detector output for the two
radar frequencies, and for the combined time series.
false alarm is worked out as follows:
PFA = Pr

∃i,Tωi(x)>γ| =0
	
= 1−Pr

∀i,Tωi(x)<γ| =0
	
= 1−
Y
i
Pr

Tωi(x)<γ| =0
	
= 1−
Y
i
 
1−Pr

Tωi(x)>γ| =0
	
= 1−
 
1−QF2,N−2(γ)
M, (16)
where the notation Pr denotes “probability,” ∃ denotes “there
exists”, and ∀ denotes “for all”. The integral (15) can be
evaluated numerically.
3 Data analysis
3.1 Analysis of a single radar frequency, and details of
processing
The detector (14) has been to applied the radar data shown in
Fig. 2a, between altitudes of 90km and 160km. The detec-
tor (14) was applied to weighted averages of 7s time series
taken over 20km in altitude, where the weighting was by the
inverse standard deviation of each time series. Thus, each
point in the image of Fig. 2b was assigned a detector output
level for each independent frequency, determined from the
7s and 20km surrounding it. When plotted versus frequency
the output levels at each point form a periodogram.
In addition, the radar transmitted pulses at two different
transmit frequencies (labeled 0 and 1) within each 21ms
inter pulse period (IPP), which were diplexed and sampled
separately. The difference between the transmit frequencies
was chosen to ensure statistical independence of the samples,
the criteria for which can be found in (Farley, 1972; Sulzer,
1986). The two resulting time series were put through the
detector separately, as well as being averaged together (with
weighting by the inverse standard deviation) and the result
put through the detector. Thus, to each point in time and alti-
tude there are assigned two independent periodograms com-
puted from two independent time series, and a third com-
puted from the coherent combination of the two independent
time series. The three periodograms comprising the most
statistically signiﬁcant detection from the 89s data set are
shown in Fig. 3, along with the two associated independent
time series. This most statistically signiﬁcant detection was
found in beam 3, at an altitude of 131km, during the ﬁrst 7s
of the pulsations seen in the optical image of Fig. 2.
Before application of the detector (14) the raw data
recorded by PFISR was passed through an outlier removal
and temporal averaging algorithm, so as to produce Gaus-
sian statistics as required to achieve the theoretical perfor-
mance of the detector (as discussed in Sect. 2.3). Each point
in the raw data was assigned the 1/4s temporal window sur-
rounding it, and the sample median of the squared-complex-
modulus (median of |u|2) determined. This median was used
to estimate the Chi-Squared distribution (8), an estimate that
should be robust to the presence of outliers. The estimated
distribution was then used to compute the level such that
there is a 50% chance that the modulus-squared of at least
one point in the 1/4s time series will exceed it. Any points
above this level were taken to be outliers. The modulus-
squared of the remaining points were averaged and the re-
sult assigned to the central point. The IPP for each beam
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was 21ms, so that the 1/4s periods contained 12 points each.
The image shown in Fig. 2b also has an overall noise level
subtracted (subsequent to the outlier removal), and a range-
squared scaling factor applied. The overall noise level was
subtracted before the formation of the weighted altitude aver-
ages described above, so that the time series shown in Fig. 3
(andFig.6tobedescribedlater)alsohavethenoiseremoved.
In deriving (14), we did not require that the time samples
tn be evenly spaced, and in fact the time series shown in
Fig. 3 has a gap in it. When sine waves are sampled with
this time series, containing a gap, the resulting vectors are
not exactly orthogonal. This allows the possibility that there
could be a false response at a given frequency due to “leak-
age” from other frequencies that do not have orthogonal sam-
plings. This does not mean that the equation for detection
performance (15) is invalid; it follows from theorem 9.1 of
Kay (1998), and therefore must be valid to the extent that the
hypothesis testing problem is as assumed. However, the hy-
pothesis was that there was either white noise, or white noise
plus a single sinusoid; leakage from a strong signal at another
frequency was not contemplated.
Equation (16) gives the probability that at least one of M
independent frequencies will exceed the level γ, and there
remains the problem of determining what frequencies are in-
dependent. For the DFT, the response at different frequencies
is independent because the evenly spaced samples of sine
waves that form the basis vectors are orthogonal. Although
this orthogonality does not hold exactly for the time sam-
pling of the postulated detection seen in Fig. 3, it may hold
in an approximate sense. To test this we plot in Fig. 4a and b
the decibel response of the detector (14), with ω=2π1.4Hz,
to sinusoidal x with frequency ranging from 0 to 25Hz, for
the exact time sampling of the postulated detection. The ﬁrst
side lobe is 40dB down, and it is evident that there is no
signiﬁcant leakage from distant frequencies. Therefore, the
non-orthogonality does not signiﬁcantly affect the detector
for 1.4Hz signals. However, Fig. 4c shows the similar plot
around the frequency 0.2Hz, and shows that for this center
frequency the detector does have a side lobe at 0.1Hz that is
less than 20dB down. For this and other reasons we will use
this detector only above 0.5Hz.
The relevant question, for application of Eq. (16), is how
many independent frequencies are in the band of interest?
Here we refer to the results of Horne and Baliunas (1986),
who ﬁnd that for almost any time sampling the number of
independent frequencies between zero and the Nyquist fre-
quency is approximately the number (N) of independent
points in the time series. Armed with this number we can
apply Eq. (16).
By averaging to 1/4s we have reduced the number of in-
dependent points to 7
0.25 =28, and the Nyquist frequency to
1
(2×0.25) =2Hz. Applying Eq. (16) with these numbers gives
the four signiﬁcance levels plotted in the periodograms of
Fig. 3. To obtain the correct output levels from Eq. (14),
it was necessary to account for the oversampling, which re-
quired rescaling the MLE estimate of the variance by the
oversampling factor of 12. (A Monte Carlo simulation was
done to verify the correctness of the method.) The lowest
signiﬁcance level (green) corresponds to 50% PFA, the next
(also green) to 10% PFA, the next (red) to 1% PFA, and the
highest (magenta) to 0.1% PFA. It is evident from examin-
ing the periodogram for frequency 0 in Fig. 3 that we have a
likely detection. The PFA at the periodogram peak is one in
one thousand (PFA =0.1%). However, we must keep in mind
that in scanning the data shown in Fig. 2b we have searched
quite a few independent time series, and thereby increased
the odds of a false alarm.
3.2 Analysis of two radar frequencies
As noted in Sect. 3.1, the time series produced by the
two transmit frequencies are statistically independent. This
means that if the plasma density is constant, the correlation-
coefﬁcient between the two time series will approach zero
(as the length of the series increases, or in an ensemble-
average sense); in this case the variability in each time series
is caused by additive noise and microscopic rearrangement
of the electrons in the plasma (i.e., at the scale of the radar
wavelength), neither of which interest us here. By contrast,
a statistically signiﬁcant positive correlation-coefﬁcient be-
tween the two time series is an indicator that the radar is
detecting a (macroscopic) plasma density modulation. The
signiﬁcance of a correlation coefﬁcient can be determined by
the p-value, which is the probability of getting a correlation
as large as the observed value by random chance, when the
true correlation is zero. Therefore, as an initial screening fac-
tor, we have determined to require that any postulated detec-
tion in a 7s series has correlation coefﬁcient greater than 0.2.
The top panel in Fig. 3 shows the time series produced by
frequencies 0 and 1 for the postulated detection – the correla-
tion coefﬁcient is 0.36. Visual examination of the overlayed
time series compels one to believe that the two independent
transmit frequencies are responding to the same macroscopic
plasma density modulation.
But is the modulation a sinusoidal one? The periodograms
produced from the two independent transmit frequencies are
necessarily independent, so that the appearance of a peak
at the same frequency in both periodograms is a strong in-
dicator that the plasma contains a sinusoidal ﬂuctuation at
that frequency. Speciﬁcally, the probability of false alarm
for deciding  6= 0 from peaks of magnitude a1 and a2, at
the same frequency, in the two independent periodograms, is
computed as
PFA = Pr

∃i,
 
Tωi(x1)>a1 ∧ Tωi(x2)>a2

| =0
	
= 1−Pr

∀i,∼
 
Tωi(x1)>a1 ∧ Tωi(x2)>a2

| =0
	
= 1−
Y
i
Pr

∼
 
Tωi(x1)>a1 ∧ Tωi(x2)>a2

| =0
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= 1−
Y
i

1−Pr

Tωi(x1)>a1 ∧ Tωi(x2)>a2| =0
	
= 1−

1−QF2,N−2(a1)QF2,N−2(a2)
M, (17)
where ∧ denotes “and”, and ∼ denotes “not”. Applying
Eq. (17) to the periodograms for frequency 0 and frequency 1
in Fig. 3 gives PFA =0.0005%, or 5 in 1000000.
This result applies in the case that a decision (regarding
 6=0) is made without knowledge of the phase relationship
between the time series for the two different transmit fre-
quencies. To factor in the odds of the additional occurrence
that the two independent time series appear to be in phase
(concluded by visual examination of Fig. 3), multiply PFA by
the odds of this under the condition  =0, which are roughly
36◦
180◦ =0.2. This reduces PFA to 1 in 1000000.
However, this result applies in the case that we tested only
the time series associated with one altitude and time. In
point of fact, for each of 5 radar beams in the optical ﬁeld,
we looked at all altitudes and times within an 89s×50km
time/altitude interval, sampled in steps of 1s and 3/4km –
roughly 89×

50
0.75

=5933 altitude/time pairs. The time se-
ries for each altitude/time pair are drawn from a data set with
1/4s time resolution, and 20km altitude resolution. How
many independent time series have we looked at? Were
it not for the oversampling the answer would be merely
5× 89
7 × 50
20 =159, which would increase PFA to 1 in 6000.
However, the oversampling will further increase PFA, and it
is difﬁcult to say by how much. Therefore, we will take 1 in
6000 as the lower bound on PFA, and consider in Sect. 3.3 a
more conservative Monte Carlo approach to estimating PFA.
3.3 Monte Carlo simulation
As a more conservative approach to assessing the proba-
bility that the detection of Fig. 3 might be a false alarm,
we have applied the brute force approach of replacing the
radar data collected from a single beam of the radar over the
89s×50km time/altitude interval with numbers generated
by a random number generator, 1000 times (without reseed-
ing the generator). The synthetic data are sampled using the
same time sampling, with gap, used for the actual data. Thus
there are 1000 dual-frequency, single-beam, synthetic exper-
iments to compare with the actual dual-frequency, 7-beam,
live experiment (including the two outlier beams). The com-
parison was established by deﬁning a real number valued
metric, so that each experiment was assigned three PFAs, one
each for the frequency ranges 0.5–1.0Hz, 1.0–1.5Hz, and
1.5–2.0Hz.
The data for the synthetic experiments was generated as
random numbers taken from the same statistical distribution
that characterizes ISR back scatter from a constant uniform
high density plasma. Speciﬁcally, the synthetic data is gen-
erated as complex numbers v taken from the Gaussian statis-
tical distribution 7. The choice of the standard deviation σ
is of no consequence, as the GLRT detector is a CFAR de-
tector, i.e., σ is normalized away (this has been veriﬁed by
direct test).
The PFA metric was deﬁned to be the minimum value,
taken over all the altitude/time pairs (described in the last
paragraph of Sect. 3.2), and over the chosen frequency range,
of the product of the three PFAs generated by the GLRT
detector applied to the two independent time series derived
from the two transmit frequencies, and to the mean of these
two time series, evaluated at the same particular frequency.
In addition, the correlation coefﬁcient between the two inde-
pendent time series is used as a screening factor: only alti-
tude/time pairs with correlation coefﬁcient greater than 0.2
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are included. As previously described, the two independent
time series for the postulated detection are shown in the top
panelofFig.3, andthethreeGLRToutputsareplottedversus
frequency in the bottom three panels. Graphically, the metric
can be visualized from these bottom three panels: Three PFA
values are computed from the three detector output values in-
tersected by a vertical line through the three panels, drawn at
a particular frequency, and then these three values are mul-
tiplied together; the minimum of the resultant, taken over a
chosen frequency range, is then stored with reference to this
particular altitude and time (i.e., the time at the center of the
7s series). The minimum of these stored values, taken over
all altitudes and times in the experiment, is the PFA metric
for the experiment, for the chosen frequency range.
The PFA metric is chosen to capture, as much as is possi-
ble, all the relevant detection criteria in a single number. The
reasons for using the product of the PFAs from the two in-
dependent transmit frequencies were described in Sect. 3.2.
The mean of the two time series is not, of course, an indepen-
dent time series. However, the extent to which a sinusoidal
signal detected in both of the two independent time series,
is also present in the mean time series, is a measure of the
extent to which the two apparent signals had the same phase.
Hence, by taking the product with the PFA from the mean
time series we are factoring in independent information re-
garding whether a macroscopic plasma density modulation
is responsible. As described in Sect. 3.2, screening by the
correlation coefﬁcient gives a similar assurance.
The green, red, and yellow histograms in Fig. 5 contain the
natural logs of the PFA metrics for the 1000 synthetic exper-
iments, in the frequency ranges 0.5–1.0Hz, 1.0–1.5Hz, and
1.5–2.0Hz, respectively. Panels (a), (b), and (c) of Fig. 5
overlay blue bars depicting the 7 PFA metric values (nat-
ural logs thereof) for the 7 beams of the live experiment,
for the frequency ranges 0.5–1.0Hz, 1.0–1.5Hz, and 1.5–
2.0Hz, respectively. Visual inspection reveals that for the
frequency range 1.0–1.5Hz (red histogram in panel b), one
beam (beam 3) of the live experiment presents as an outlier.
To quantify this result the cumulative distribution function
(CDF)ofthePFA metricisestimatedfromthequantilestaken
over the 1000 synthetic experiments, for the frequency range
1.0–1.5Hz. (The fractional position of each data point in the
ordered data set is an estimate of the CDF evaluated at the
value of the data point.) The natural log of the estimated
CDF is plotted versus the natural log of the PFA metric in
panel (d) of Fig. 5. The vertical line shows the position of
the apparent outlier from beam 3 of the live experiment. The
smoothness of the curve suggests that a good estimate of the
CDF has been established.
The PFA metric is not a complete or perfect measure of
all the criteria that went into choosing the response shown in
Fig. 3 as a candidate detection. In examining the points in
the tails of the distributions shown in Fig. 5, it is found that
some of them would have been discarded because they in fact
represented a very strong response in only one (synthetic)
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Fig. 6. Weighted time series and detector output for beams 3 and 4,
and for the combined time series.
transmit frequency, with no response in the other. Had we
encountered such an example in the actual data we would
have concluded that although it was very unlikely to have
been caused by Gaussian white noise, it was also very un-
likely to be caused by a macroscopic plasma density modu-
lation, and hence that it is most likely caused by an unmod-
eled noise source – such are the limitations of these statistical
treatments. For this reason, we believe that the low PFA tails
in the histograms are somewhat enhanced, and that the result
of this Monte Carlo analysis may be somewhat pessimistic.
The conclusion shown in Fig. 5d is that there is a 3 in
1000 chance, per beam, of producing a false response like
that shown in Fig. 3. However, we would have been equally
happytoﬁndtheresponseinanyofthe5beamslocatedinthe
optical ﬁeld. Therefore, we conclude from the Monte Carlo
analysis that the postulated detection shown in Fig. 3 has a 1
in 67 chance of being a false alarm. However, because of the
likely artiﬁcial enhancement of the low PFA tail described in
the previous paragraph, we regard this as an upper bound.
3.4 Analysis of two beam positions
Beyond the results of Sects. 3.1 through 3.3, there is an ad-
ditional piece of information which might be regarded as
clinching the case for detection of a 1.4Hz pulsation. The
top panel of Fig. 6 shows the mean time series (mean over
the two transmit frequencies) for beam 4 overlayed with the
same for beam 3, for the altitude/time pair of Fig. 3. The
correlation coefﬁcient between the two is 0.4. Visual exami-
nation leaves little doubt that the two beams contain the same
oscillating sinusoidal signal.
The GLRT periodogram for beam 4 is shown in the third
panel of Fig. 6. Although much weaker than the response
for beam 3 (seen either in the second panel of Fig. 6, or
in the fourth panel of Fig. 3), there is a deﬁnite response
at the same frequency. When the GLRT is applied to the
mean of the beam 3 and beam 4 time series (i.e., the two
in the top panel of Fig. 6), the result is stronger than either
of the two individual responses (the strongest response pre-
sented herein), which gives quantiﬁcation to the strong visual
suggestion that the same sinusoidal signal is present in both
beams.
As indicated in Table 1, beams 3 through 7 are spread from
north to south in one degree increments, and the beam width
is also about one degree, so that they are essentially adjacent.
Because beam 4 is the closest to beam 3, the result is con-
sistent with a physical cause. There was no hint of a related
signal in any of the other, more distant beams, which helps
to dissuade any doubt of a systematic cause. When the fact
that the same sinusoidal signal is seen in the adjacent beam 4
is added to the evidence presented in Sects. 3.1 through 3.3
for a signal in beam 3, it seems clear that the radar has de-
tected a macroscopic sinusoidal plasma density modulation
at a frequency of 1.4Hz, in the radar frame.
3.5 Analysis of rapid modulations in CLVIS image
The detector (14) has also been applied to the CLVIS
keogram at the positions of beams 3 and 4, and the results
shown in Fig. 7. Figure 7a and b shows the detector output
and time series, respectively, at the location of beam 3, for 5s
of data beginning 2s before the end of the period of the radar
detection. A peak is evident at 1.4Hz with PFA less than 1
in 100. This matches the frequency of the radar detection.
The time series also shows large low frequency ﬂuctuations.
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Fig. 7. GLRT detector applied to the CLVIS keogram at the locations of beams 3 and 4. (a) and (b) Detector output and time series at
beam 3, for 5s beginning 11:58:06. (c) and (d) Detector output and time series at beam 3, for 14s beginning 11:58:17. (e) and (f) Detector
output and time series at beam 4, for 5s beginning 11:58:27. The time axes show the seconds after 11:58:03.
If the ﬁve second period analyzed is placed earlier, so that it
begins commensurate with the period of the radar detection,
then the low frequency ﬂuctuations are stronger, and the peak
at 1.4Hz is not signiﬁcant. The large low frequency ﬂuctu-
ations mean that the assumptions for the hypothesis testing
problem are not satisﬁed, and the PFA levels indicated are
artiﬁcially high. It is possible that the low frequency ﬂuctua-
tions are masking the 1.4Hz peak. However, good judgment
requires that we regard the 1.4Hz peak as tantalizing, but not
conclusive.
Figure 7c and d shows the detector output and time series,
respectively, at the location of beam 3, for 14s of data begin-
ning 9s after the period of the radar detection. Two peaks are
evident, one at 1.8Hz and one at 2.1Hz. The PFA for the for-
mer is signiﬁcantly less than 1 in 100. There are also some
lower frequency ﬂuctuations. However, the peak at 1.8Hz
appears more clearly distinct than the 1.4Hz peak in Fig. 7a.
In addition, the fact that the 1.8Hz peak is strong over a 14s
interval (as opposed to a 5s interval) leads us to conclude
that it is more likely to represent an actual signal in the data.
Figure 7c and d shows the detector output and time series,
respectively, at the location of beam 4, for 5s of data begin-
ning 18s after the period of the radar detection. Two peaks
are evident, one at 1.8Hz and one at 2.1Hz. The PFA for
both peaks is signiﬁcantly less than 1 in 1000. In this case
the low frequency ﬂuctuations are much less apparent than
in any of the above cases, and the peaks are very convinc-
ing. The sinusoidal signal is evident to the naked eye. These
peaks match the frequencies of the two peaks seen earlier in
beam 3. Although the beam 3 period overlaps the beam 4
period, the beam 3 data retains a clear peak if it is truncated
to remove the overlap.
Combining these results, we conclude that the temporal
neighbourhood (within 10 to 15s) of the radar detection con-
tains 1.8Hz modulations of the auroral particle precipitation.
During the actual 7s period of the radar detection there is
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evidence, although not conclusive, of a 1.4Hz oscillation
(matching the frequency of the radar detection). The period
of the radar detection also exhibits large low frequency ﬂuc-
tuations that are not seen in the radar data, and which might
mask a 1.4Hz oscillation. However, we note that there is no
radar detection associated with what appear to be stronger
1.8Hz modulations, later in the time interval; there is not a
one-to-one correspondence between the radar and optical de-
tections.
4 Discussion
4.1 Plasma reference frame
If the 1.4Hz oscillating signal observed in the radar frame is
related to Alfvén waves propagating in the plasma, then the
natural reference frame is the one drifting with the plasma
E×B velocity. In the case of Alfvén-wave-produced pre-
cipitation or electric ﬁelds, there should be a density or tem-
perature wave propagating in the direction perpendicular to
B (or a sum of such waves), which may have a relatively
short wavelength. There may be a signiﬁcant Doppler shift
contribution to the frequency observed in the radar frame.
Therefore, interpretation of the measurement results will be
aided if we put some constraints on the Doppler shift asso-
ciated with the conversion from the the radar-ﬁxed frame to
the E×B frame.
The radar beam width is about 1◦, which makes for a res-
olution of about 1km in the zonal direction (which is the
direction of the E×B drift, as seen in Fig. 1). We are well
assured, therefore, that if the 1.4Hz oscillation is associated
with a wavevector perpendicular to B, that the wavelength
should be at a minimum 2km in the zonal direction. This
means that the minimum phase velocity in the radar frame is
Vph ≥1.4Hz×2000m=2800m/s.
The fractional Doppler shift for an observing velocity vt
relative to a reference frame containing a wave with phase
velocity VPH is
ω0
ω
=1−
vt
VPH
, (18)
(which is derived from the substitution x =x0+vtt into the
wave phase ωt −kx.) From Fig. 1, the background elec-
tric ﬁeld during the period of pulsations was 28mV/m to
the south, which gives an E ×B drift velocity of roughly
550m/s. Therefore, for a Doppler shift to the E×B frame
we should take vt =550m/s, and VPH ≥2800m/s. Putting
these in Eq. (18) gives
0.8≤
ω0
ω
≤1.2. (19)
Therefore, if we may represent the phenomena as a plane
wave (i.e., a traveling wave with dependence of the form
exp(iωt−ikx)), the frequency associated with this phenom-
ena in the plasma-ﬁxed frame should be about the same as
the frequency measured in the radar frame.
More generally, the phenomena may involve a wave
packet, which can be represented as a sum of traveling
waves of the form exp(iωt ± ikx). In this case the re-
striction of Eq. (19) applies to each wave in the sum;
so that, again, the Doppler shift should not have a large
effect. For example, suppose that in the plasma ref-
erence frame there is a standing wave sin(ωt − kx) +
cos(ωt + kx). Then applying the transformation x =
x0 + vtt into the radar frame, and using trigonomet-
ric identities, we ﬁnd that the wave observed in the
radar frame is [sin(ωt −kx0)+cos(ωt +kx0)]cos(kvtt) +
[cos(ωt −kx0)−sin(ωt +kx0)]sin(kvtt). The terms in
square brackets are standing waves of the same frequency
and wavelength observed in the plasma frame. They are
modulated by envelopes of frequency kvt
2π ≤ 550
2000 =0.28Hz,
which is much less than the observed frequency of 1.4Hz.
That is, the observed frequency is much too high to be caused
by the Doppler shift (the 0.28Hz envelope), and must be due
primarily to the oscillation frequency as it would be mea-
sured in the plasma frame (i.e., ω). In the case of a static
drifting structure (i.e., ω = 0 in the plasma frame), the fre-
quency observed in the radar frame is just the envelope fre-
quency, which we have just bounded as less than or equal
0.28Hz.
The neutral wind velocity is typically less than 550m/s.
Hence, a similar analysis shows that Doppler shifting into
the neutral wind reference frame, in which the E-region ions
are stationary, also does not produce a signiﬁcant Doppler
shift.
In both cases, the Doppler shifting can only be substan-
tial if the wavelength is somehow much shorter than as re-
stricted above – i.e., as restricted by the spatial resolution of
the measurement. Note that we can also argue against a short
wavelength from the point of view that it is very difﬁcult for
precipitation to create the necessary sharp spatial structures,
given that the AAR is drifting with the E×B drift, and the
E-region plasma is drifting with the neutral wind; the precip-
itation would have to be both very narrow and very bursty.
4.2 Recombination-rate effects
The most notable pulsations evident in the optical images
(Fig. 2a) have a frequency of 0.2Hz – well below the fre-
quency detected by the radar. However, there are also some
faint pulsations with frequency 1.4Hz, and which intersect
beams 3 and 4; although they are most apparent 10s to 20s
after the time of the radar detection, when their frequency is
also a little higher (Sect. 3.5). Are these rapid modulations
related to the radar observations, and if so, why are no 0.2Hz
pulsations seen in the radar data?
The pulsations seen in the optical images are caused by
particle precipitation, which typically also causes ionization
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of the neutral species, and hence plasma production. This
source term is balanced by recombination, which has a rate
proportional to the plasma density squared
 
n2
(in the E-
region). If the recombination time scale associated with the
equilibrium plasma density is long compared to the pulsation
period of the particle precipitation, then there is no time for
the plasma density to drop signiﬁcantly between pulsations,
and there will be no signiﬁcant oscillation of the plasma den-
sity. Figure 8 shows the recombination time constant derived
from the plasma density measured by the radar, and from the
MSIS model for the neutral density (Picone et al., 2002), us-
ing methods such as described by Semeter and Kamalabadi
(2005). The detection of Fig. 6a was centered at an altitude
of 130km, which from Fig. 8 gives a recombination time
constant (the time for the density to decay from n0 to
n0
2 ) of
τ 1
2
=10s. Speciﬁcally, it takes 10s for the density to drop
by 50%. The time between pulsations is only 1
1.4Hz =0.7s,
which means that the density can only drop by about 1% be-
tween pulsations. Hence, even though the optical images
show pulsations, there should be no signiﬁcant modulation
of the plasma density for the radar to detect. Above a cer-
tain frequency, modulation of the plasma density cannot be
caused by modulation of particle precipitation.
In order to quantify the effects of periodic particle precipi-
tation, we will solve the generation/recombination equation,
dn
dt
=αn2
0(1+ξsinωt)−αn2, (20)
for the plasma density n as a function of time. The produc-
tion term (αn2
0(1+ξsinωt)) was chosen to make the root
mean square plasma density equal to n0, as can be veriﬁed
by taking the mean of both sides of Eq. (20). When ξ =0
the plasma reaches a steady state (i.e., dn
dt =0) with n=n0.
Increasing ξ above zero adds a sinusoidal oscillation to the
production term. In this case only the mean of dn
dt is zero, i.e., D
dn
dt
E
=0, and Eq. (20) gives
q

n2
=n0.
Strictly speaking, Eq. (20) should be applied in the neu-
tral wind reference frame, with zero electric ﬁeld, so that the
plasma is stationary. However, we have argued in the previ-
ous section that Doppler shifting to the radar reference frame
will not substantially change the oscillation frequency.
We take ξ =1 to give the maximum fractional modulation
amplitude for sinusoidal ﬂuctuations of the production term
with frequency ω=2π(1.4Hz), average steady state density
n0 =3×1011m−3, and time constant τ1
2
= 1
(αn0) =10s. (We
must maintain |ξ| ≤ 1, because the production term cannot
be negative.) Using all these values in Eq. (20), and solving
with a numerical ODE solver starting from n = 0 at t = 0,
gives the result shown in Fig. 8b.
Hence, we ﬁnd that under the most favorable conditions
(i.e., 100% source modulation), the expected plasma density
modulation associated with the 1.4Hz modulation of particle
precipitation is only ±1.2%. However, the apparent density
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Fig. 8. (a) Recombination time scales from PFISR, (b) simulation
of generation and recombination for 1.4Hz signal, (c) simulation of
generation and recombination for 0.2Hz signal.
modulation indicated in Fig. 6 (or in Fig. 3) is around ±20%.
(The time series in Figs. 3 and 6 are normalized.)
If the frequency is reduced to 0.2Hz, the density modula-
tion increases to ±7.8%. With our time sampling of 0.021s,
and for the 30s duration of the 0.2Hz pulsations, Eq. (12)
gives an SNR of 10log10

0.0782

30
.021

/4

=3.4dB. This
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is still below the lower limit of what might be considered a
detectable signal.
Trying the 0.2Hz frequency at a lower altitude of 95km,
which minimizes the recombination time constant, the den-
sity modulation increases to ±32%. This case is shown in
Fig. 8c. With our time sampling of 0.021s, and for the 30 s
duration of the 0.2Hz pulsations, Eq. (12) gives an SNR
of 10log10

0.322

30
.021

/4

= 15.6 dB. This is detectable.
However, what this means is that it is detectable in the fre-
quency domain, with a 30s time series. Each data point in
Fig. 2b has been averaged only 1/4s, so that this signal would
still appear very noisy in this time-domain plot.
The above analysis makes a number of additional assump-
tions, such as: (1) that there is no additive noise; (2) that the
signal is a pure tone, with no frequency drift over the 30s
interval; and (3) that there is 100% modulation of the source.
Any of these effects would decrease the SNR. Nevertheless,
the fact that the same periodogram (frequency domain) pro-
cessing used for the 1.4Hz signal could not detect the 0.2Hz
signal may indicate that the precipitating particles were not
deposited near 95km.
In conclusion, the density effects of even the 0.2Hz pul-
sations in particle precipitation, that are clearly observed in
the keogram, possibly could not be detected by the radar;
at least, it is not surprising that we do not observe them.
With regard to 1.4Hz periodic pulsations of the particle pre-
cipitation, they should not modulate the plasma density by
more than one or two percentage points (at 130km altitude).
Such small density modulations should deﬁnitely not be de-
tectable by ISR probing unless they persist for several min-
utes, without any change in frequency. Oscillations in the
particle production cannot explain the ±20% modulation of
the backscattered power time series, and the strong detector
responses seen in Figs. 3 and 6. It seems necessary to ascribe
these effects to another source.
5 Conclusions
Inertial Alfvén waves, or electromagnetic ion-cyclotron
waves (which are Alfvén waves near the ion-cyclotron fre-
quency), have been cited as the cause of “suprathermal” par-
ticle precipitation observed below the AAR (e.g., Johnstone
and Winningham, 1982; Burch, 1991; Temerin et al., 1994;
Chaston et al., 2000), as the source of large oscillating elec-
tric ﬁelds observed in the magnetosphere by satellites (e.g.,
Louarn et al., 1994; Stasiewicz et al., 1998; Chaston et al.,
1999), and in the ionosphere by rockets (e.g., Boehm et al.,
1990; Ivchenko et al., 1999), and as the source of ﬂickering
observed in the auroral brightness (e.g., Temerin et al., 1986;
Sakanoi and Fukunishi, 2004; Sakanoi et al., 2005). Waves
in the Pc 1 frequency range (0.2–5Hz) may become reso-
nant along magnetic ﬁeld lines in a “cavity” bounded by the
ionosphere and the AAR (the IAR), where they have wave-
lengths along the magnetic ﬁeld of thousands to tens of thou-
sands of kilometers. For waves in the inertial regime, which
support a parallel electric ﬁeld, and therefore can acceler-
ate electrons (e.g., Hasegawa and Chen, 1975; Hasegawa,
1976; Goertz and Boswell, 1979; Lysak and Carlson, 1981;
Ergun et al., 2005), the wavelength across the magnetic ﬁeld
ranges from less than a kilometer to a few tens of kilome-
ters. Numerical simulations have found that for wavelengths
less than about one kilometer the waves do not reﬂect off the
ionosphere, when the ionosphere is treated as a ﬁxed den-
sity proﬁle, and therefore should not participate in the pas-
sive IAR phenomenon (Lessard and Knudsen, 2001). How-
ever, these waves support divergent perpendicular electric
ﬁelds, which would cause divergent ion currents (Pedersen
currents) if they reached the E-region ionosphere, in which
case there would be density modulations. The density mod-
ulations should launch secondary Alfvén waves (Maltsev et
al., 1977), which in theory can, under the right conditions,
produce positive feedback and lead to unstable growth of the
wave-electric ﬁelds and density modulations (the IFI). In ad-
dition, the deposition of electrons in the ionosphere creates
a region of excess negative charge, and hence an inward-
directed electric ﬁeld, which causes an inward Pedersen cur-
rent. Pedersen currents involve frictional heating (Joule heat-
ing) that may modulate the ion temperature, and hence the
ISR back scatter from the auroral plasma. Can this broad
picture of auroral Alfvén wave activity explain the radar ob-
servations?
Wehavearguedthatdetectable1.4Hzdensitymodulations
could not have been caused by modulation of the auroral par-
ticle precipitation. Nevertheless, the CLVIS periodogram in
Fig. 7a indicates modulation of the auroral precipitation at
the same frequency, although this modulation is most evi-
dent a few seconds after the radar detection, when its fre-
quency was a little higher (1.8Hz). Despite these apparent
offsets, it is tempting to conclude that the modulation of the
radar back scatter is caused by a perpendicular Alfvénic elec-
tric ﬁeld at the ionospheric altitude, and that the modula-
tion of the optical emissions is caused by the acceleration
of charged particles by the same (or closely related) Alfvén
wave, traced back to the altitude of the AAR. However, there
are at least two other mechanisms (other than Alfvén wave
electric ﬁelds) by which the radar back scatter may be mod-
ulated: (1) the ambient electrons may be directly heated by
collisions with precipitating charged particles (Rees, 1987);
and (2) the deposition of charged particles may produce an
excess of charge, and Joule heating from the currents ﬂow-
ing to neutralize this charge. What can we say about these
alternative sources?
If heating mechanism number (1) (direct heating by col-
lision with precipitating particles) were important, then it
should have provided for ISR detection (in beams 6 and 7)
of the 0.2Hz pulsations that are seen so clearly in the optical
data (Fig. 2a). Similarly, if heating mechanism number (2)
(charge deposition) were important, then it also should have
allowed for detection of the 0.2Hz pulsations. In fact, if
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modulation of the precipitation caused any detectable mod-
ulation of the ISR back scatter at 1.4Hz, then it seems that
the 0.2Hz modulation should deﬁnitely have been detected.
The fact that the 0.2Hz pulsations were not detected is evi-
dencethatthe1.4Hzdetectionwasnotcausedbymodulation
of the auroral particle precipitation, through any mechanism.
Hence, the result points to the presence of an electric ﬁeld
oscillation in the top side of the E-region ionosphere, which
was not caused by particle precipitation.
From the fact that the detection was made in only two of
ﬁve adjacent beams (Table 1), it appears that the region con-
taining the 1.4Hz pulsations extended only a few km in the
meridional direction (or, that we happened to observe the
southern edge of an extended structure). This would seem
surprising given that in Sect. 4.1 we concluded that any hori-
zontal wavelength must exceed about 2km. It argues against
the idea that the observed phenomena were produced by a
plane-wave-like Alfvén wave packet. (By “plane-wave-like”
we mean a packet that is locally, near its center, like a plane
wave.) In addition, the radar evidence was from the top side
of the E-region ionosphere. There is no evidence that the
density depletions penetrated deeply into the ionosphere, as
might be expected if there were a well developed feedback
instability (i.e., the IFI) at play.
In conclusion, we want to sound a cautionary note.
The radar and optical detections were not one to one; we
have not established a conclusive relationship between them
(Sect. 3.5). Also, the SNR for both detections was quite low.
The main effect of this study should be to motivate additional
ISR studies of Pc 1 band oscillations, in order to establish a
pattern for the detections.
Appendix A
Theorem 9.1 from Kay (1998) states: Assume the data have
the form x =H+w, where H is a known N ×p (N >p)
observation matrix of rank p,  is a p×1 vector of unknown
signal-strength parameters, and w is an N ×1 random Gaus-
sian vector with zero mean and standard deviation σ. The
GLRT for the hypothesis testing problem
H0 : A = b (A1)
H1 : A 6= b
where A is an r ×p matrix (r ≤p) of rank r, b is an r ×1
vector, and A =b is a consistent set of linear equations, is
to decide H1 if
T (x) =
N −p
r
 
Aˆ −b
T h
A
 
HTH
−1AT
i−1 
Aˆ −b

xT

I−H
 
HTH
−1HT

x
>γ, (A2)
where ˆ  =
 
HTH
−1HTx is the maximum likelihood esti-
mate of  under the H1 hypothesis.
For the case of detecting a sinusoidal signal of unknown
phase we choose
Hn,(1,2) =

1
√
0
sin(ωtn−α),
1
√
N −0
cos(ωtn−α)

, (A3)
which has dimension N ×2 (p =2). The common phase α
is chosen so that
PN
n=1sin(ωtn−α)cos(ωtn−α)=0, which
gives
α =
1
2
arctan
" PN
n=1sin2ωtn
PN
n=1cos2ωtn
#
. (A4)
The normalization factors for H are
0 =
N X
n=1
sin2(ωtn−α), N −0 =
N X
n=1
cos2(ωtn−α). (A5)
With these choices HTH = I2×2. The hypothesis testing
problem involves determining if both the sin and cos com-
ponents are zero, or not, and therefore we choose A =
I2×2 (r =2), and b =0. Substituting all these choices into
Eq. (A2) gives Eq. (14).
Supplementary material related to this
article is available online at:
http://www.ann-geophys.net/28/1961/2010/
angeo-28-1961-2010-supplement.zip.
The supplement contains a movie of the CLVIS im-
ages. The arrow points to the north. The circles show the
locations of the 5 beams. The time shown is 26s later than
actual.
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