Summary. Latent class models have been recently developed for the joint analysis of a longitudinal quantitative outcome and a time to event. These models assume that the population is divided in G latent classes characterized by different risk functions for the event, and different profiles of evolution for the markers that are described by a mixed model for each class. However, the key assumption of conditional independence between the marker and the event given the latent classes is difficult to evaluate because the latent classes are not observed. Using a joint model with latent classes and shared random effects, we propose a score test for the null hypothesis of independence between the marker and the outcome given the latent classes versus the alternative hypothesis that the risk of event depends on one or several random effects from the mixed model in addition to the latent classes. A simulation study was performed to compare the behavior of the score test to other previously proposed tests, including situations where the alternative hypothesis or the baseline risk function are misspecified. In all the investigated situations, the score test was the most powerful. The methodology was applied to develop a prognostic model for recurrence of prostate cancer given the evolution of prostate-specific antigen in a cohort of patients treated by radiation therapy.
Introduction
Latent class models (LCMs) have been recently developed for the joint analysis of a longitudinal quantitative marker and a time to event (Lin et al., 2002, Lin, McCulloch, and Rosenheck, 2004; Proust-Lima, Joly, and Jacqmin-Gadda, 2009 ). Similar to random effect joint models (Henderson, Diggle, and Dobson, 2000) , they have been used to develop prognostic tools for the event based on repeated measures of the marker (Lin et al., 2002; Proust-Lima and Taylor, 2009) , to study natural history of chronic diseases ), or to take informative dropout into account in longitudinal studies (Lin et al., 2004) . LCMs assume that the population is divided in G latent classes characterized by different evolution profiles for the marker and different risk functions for the event. Typically, they combine a mixture model for longitudinal data (Verbeke and Lesaffre, 1996) and a proportional hazard model depending on the latent class. On the other hand, shared random effect models assume that the risk of event depends on the random effects from the mixed model describing the repeated measures of the marker. The likelihood of LCM is a sum over the classes and thus is easier to compute than the likelihood of a shared random effect model that includes integrals without closed form.
Joint LCMs are a good choice when the change over time of the marker is very heterogeneous and that this heterogeneity is associated with different level of risk for the event. This is the case in the study of prostate cancer recurrences after treatment by radiation therapy. Indeed, the posttreatment prostate-specific antigen (PSA) change over time was found to be very different between cured patients and patients in whom prostate cancer subsequently recurred. Typically, PSA level falls and remains at low level for cured patients whereas rising PSA levels are observed before recurrence . In such a case, the usual assumption in shared random effects model that the random slopes has a Gaussian distribution with common mean and variance in the overall population is not tenable. Thus, a joint LCM was proposed to describe the subpopulations of patients characterized by different risks of recurrence associated with different PSA profiles of change (Proust-Lima and Taylor, 2009 ). This work is motivated by the development of a prognostic tool for prostate cancer recurrence using a cohort of patients treated by radiation therapy for prostate cancer at the University of Michigan (the UM data set) (Taylor, Yu, and Sandler, 2005) .
Selection of the number of classes and model checking are difficult issues for LCM. The key assumption of conditional independence between the marker and the event given the latent classes is difficult to evaluate because the latent classes are not observed. When parameters from LCMs are estimated, posterior class membership probabilities may be estimated using Bayes' theorem, allowing posterior classification of the subjects. It has been shown that the distribution of the outcomes 12 conditional on the posterior classes tended toward their distribution conditional on the latent classes (Bandeen-Roche et al., 1997; Lin et al., 2002) . Based on this result, the conditional independence between the marker and the time to event may be checked by conditioning on the posterior classification. The methods proposed in the literature differ in three ways. Firstly, some authors (Roy, 2003; Guo, Wall, and Amemyia, 2006) randomly allocated the N subjects to the G classes using the estimated posterior class-membership probabilities and then tested the dependence within each class. This leads to tests with decreasing power when the number of classes increases. Lin et al. (2002 Lin et al. ( , 2004 performed a global test of dependence adjusting for the posterior classes that avoids the loss of power, and to account for the uncertainty of the classification, they carried out a weighted analysis on N × G pseudosubjects using the posterior probability as weight. Secondly, some authors (Lin et al., 2002 (Lin et al., , 2004 estimated a survival model to test if the risk of event depended on a function of the marker evolution when adjusted for the posterior class, whereas others (Roy, 2003; Lin et al., 2004 ) estimated a mixed model to test if the repeated measures of the marker depended on a function of the time to event after adjustment for the posterior class. Thirdly, in the literature, various functions of the marker or of the time to event are used as explanatory variables in the regression model. When the posterior analysis is carried out using a mixed model, the failure indicator or the ratio of the number of events observed over the follow-up time appear as the most obvious functions of the time to event to include as explanatory variables (Roy, 2003; Lin et al., 2004) , but the censoring of time-to-event blurs the results and decreases the power of the test. In a survival analysis, Lin et al. (2004) tested the association between the risk of event and the last observed value of the marker. However, this is problematic when the marker measures are very sparse or irregular. Lin et al. (2002) introduced the marginal expectation of the marker at the current time as the explanatory variable, but this choice is also questionable as the marginal expectation is a weighted mean of the covariates, whereas the interest is mainly in the residual dependence between the event and the repeated measures adjusting for covariates and classes. It appears more sensible to introduce as explanatory variable the estimated subject-specific expectation or the empirical Bayes' estimates of the random effects.
To avoid posterior classification and choice of a particular function of the marker or of the time to event as covariate, have previously suggested testing conditional independence by comparing the mean of the conditional residual of the marker given the time to event between censored and uncensored subjects. A simulation study showed the validity and usefulness of this test but it is expected to have poor power under some form of conditional dependence, for instance, when the risk of event depends on the marker evolution rather than the mean level.
Another strategy is to compare the LCM with a more flexible model where residual dependence is possible between the event and the marker. A joint LCM with shared random effects (Beunckens et al., 2008 ) is a good alternative as it allows dependence through both the latent classes and the random effects. This alternative model remains convenient for heterogeneous population and the correlation structure is more flexible as the risk of event depends also on the quantitative random effects. However, estimation of such models is very difficult as it involves potential numerical problems from both models: numerical integration for the shared randomeffect model and possible local maxima for the LCM. Thus, in this article, we develop a score test for the null hypothesis of independence between the marker and the event given the latent classes versus the alternative hypothesis that the risk of event depends on one or several random effects from the mixed model. As a score test, it only requires estimation of the null model (the LCM).
The next section describes the joint LCM whereas Section 3 presents the score test for conditional independence. A simulation study is performed in Section 4 to compare different versions of the score test with the previously proposed tests when the alternative is correctly specified and when it is misspecified. In Section 5, the methodology is applied to a data set to develop a prognostic model for the recurrence of prostate cancer given PSA measures.
The Joint LCM

Class Membership Probability
The LCM assumes that the population of N subjects can be divided into G unobserved subpopulations represented by latent classes. For each subject i, i = 1 , . . . , N , the latent class membership is denoted by a latent variable c i , which equals g if subject i belongs to latent class g. The individual probability of belonging to class g is explained by covariates X i 1 through a multinomial logistic regression:
where ξ 0g is the intercept for class g and ξ 1g is the q 1 -vector of class-specific parameters associated with the q 1 -vector of time-independent covariates X 1i . For identifiability, ξ 01 = 0 and ξ 11 = 0. Each latent class g is then characterized by a specific marker evolution and a specific risk of event described below.
Marker Evolution
The evolution of the longitudinal outcome is assumed to follow a linear mixed model (Laird and Ware, 1982) specific to each class g. Denoting Y i the vector of marker measurements for subject i, the model may be written:
, where ω 1 = 1 and B is an unstructured q × q-matrix; Z i is the n i × q matrix of covariates associated with the q-vector of random effects b ig ; Z i can typically include 1 for a random intercept and possibly a polynomial function of time. We assume no overlap between variables included in Z i and X 2i , so that no constraint is required on μ g . Covariates in X 2i may be time dependent or not. Thus the conditional distribution of Y i given c i = g is Gaussian with mean E ig = Z i μ g + X 2i β g and variance 
where X 3i is a q 3 -vector of covariates associated with the vector of parameters γ g that may be specific to the latent classes, and λ 0g (t; ζ g ) is a parametric baseline risk function in latent class g. In this work, we focus on the case where T * i is the time to a clinical event. Marker measurements after the event are excluded from the data set because the objective is to describe the link between the risk of event and the marker change over time preceding the event. In Section 6, we discuss the case where T * i is a time to dropout.
Likelihood
We denote θ the vector of parameters of the joint LCM defined by equations (1), (2), and (3) that includes ξ 0g , ξ 1g , μ g , β g , ω g , ζ g , γ g for g = 1, . . . , G, and the variance parameters from the matrices Σ i and B. Parameter estimation is achieved by a maximum likelihood method for a given number of latent classes G. Using the conditional independence assumption between the marker and the time to event given the latent classes, the individual contribution of subject i to the likelihood is:
where
is the survival function, and the global log likelihood is
log L i (θ).
Score Test for Conditional Independence
Model under the Alternative Hypothesis
We propose a score test for the null hypothesis of conditional independence between the time to event and the marker distribution given the classes versus the alternative of conditional independence given the classes and the random effects b ig . Thus the joint LCM described in Section 2 is the null model, whereas the model under the alternative is a joint LCM with shared random effects defined by equations (1), (2), and the following survival submodel:
The vector of parameters η links the risk of event with the random effects from the heterogeneous mixed model. Under the null hypothesis, H 0 : η = 0, the risk of event depends on the marker evolution only through the latent classes.
The associated survival function under the alternative hypothesis H a is: ig and that missing measures of the marker before the event are missing at random, the individual contribution to the likelihood for this alternative model is given by:
Under the assumption that
and the global log likelihood may be written:
The alternative model may be easily extended by replacing b T ig in equation (5) by any vector-valued function of the random effects or by allowing the parameter η to be dependent on the classes (η g ). In the latter case, H 0 would be η g = 0 ∀g. One could also be interested in dependence on the current individual deviation from the mean, which is a time-dependent variable (typically b 0ig + b 1ig t in a model with random intercept and slope). In this case, the integral in the survival function would not always have an analytical solution and we could not obtain a general formula for the score test whatever the parametric choice for λ 0g (t; ζ g ). However, in the simulation study, we evaluate the power of the proposed score test against this misspecified alternative.
Derivation of the Score Statistic
In the following section, for brevity we delete explicit dependence on fixed parameters and we denote f g (
and S a g (T i | b ig ), respectively, for the risk function, the cumulative risk function, and the survival function given the random effects and the classes under H a . When η = 0, dependence on b ig and subscript a disappear leading to λ g (T i ), Λ g (T i ), and λ g (T i ).
The score statistic for H 0 :
Thus,
Finally,
The posterior expectation E(b ig | c i = g, y i ) is computed using properties of the multivariate Gaussian distribution by
Formula (7) shows that the score statistic is an estimate of the covariance between the residuals from the survival model and the class-specific empirical Bayes' estimates of the random effects weighted by the posterior class-membership probability. One can carry out a univariate test for the dependence on a specific random effect (random intercept for instance) or a multivariate test evaluating the dependence on the vector of random effects. Thus, the vector b ig in the last term in formula (7) includes only the random effects that are assumed to be associated with the risk of event under the alternative hypothesis.
Asymptotic Variance of the Score Statistic
When the parameters θ are known, the statistic U (0, θ) is asymptotically normally distributed with mean 0 and variance
which is approximated by the observed information matrix:
With simple calculations detailed in Web Appendix A, we obtain:
The score statistic and the variance are computed by replacing θ byθ obtained under H 0 . Neglecting uncertainty due to the estimation of parameters θ, under the null hypothesis, the test statistic U (0,θ)
T Var(U ) −1 U (0,θ) follows asymptotically a χ 2 m distribution, where m is the size of η.
Robust Variance of the Score Statistic
As the score statistic is a sum over the subjects U (0,θ) = Freedman (2007) recommended to estimate Var(U (0,θ)) using the empirical covariance matrix of the summands that may be more robust than the asymptotic estimate. More precisely:
This variance estimate is easy to compute and accounts for the uncertainty due to parameter estimation, but it is an estimate of the variance of U at the true value η, whereas Var a s (U ) is computed under H 0 . If the variance of U increases under H a , as for homogeneity score tests (Commenges et al., 1994) , the test using Var em (U ) could be slightly less powerful. In the next section, we compare the test statistics using the two variance estimates.
Simulation Studies
Objective and General Design
The aim of the simulation study was to evaluate the type I error and the power of the score test when the alternative is correctly specified, that is when data are generated using a LCM with shared random effect, and when the alternative is misspecified. In both cases, we compared four versions of the score test with three tests previously proposed:
• The univariate score test for dependence on the random intercept using either the asymptotic variance Var as (U ) or the empirical variance Var em (U ); • The multivariate score test for dependence on the vector of random effects using either the asymptotic variance or the empirical variance; A few comparisons were also performed using random class allocation according to the posterior class-membership probabilities, but results were very close to those of the weighted analysis (results not shown). The sample size was either N=100 or N=500 and the marker was measured every year from time 0 to censoring or failure time. The censoring time was uniformly distributed between 3 and 12.
Simulation Study 1: Shared Random Effect
For the first set of simulations, data were generated according to the following joint LCM with shared random effects and two latent classes with probabilities π i 1 = π i 2 = 0.5 or π i 1 = 0.2 and π i 2 = 0.8:
Parameter values for the mixed model were those estimated for the intercept and the linear trend in a two-class model without covariate applied to the UM data. The class-specific parameters were μ 01 = 2.8, μ 02 = 1.4, μ 11 = 1.3, μ 12 = 0.2, σ = 0.3, and b i = ( Under H 0 , η 1 = η 2 = 0. When η 1 > 0 and η 2 = 0, the event distribution depends only on the random intercept, and thus on the mean level of the marker, whereas when η 1 = 0 and η 2 > 0, the event distribution depends only on the random slope. The former favors the three previously proposed tests and the univariate score test for dependence on the random intercept, which are all sensitive to the mean marker difference between censored subjects and cases, whereas the latter favors the bivariate score test for dependence on the two random effects. The estimated model was a joint LCM with two classes assuming conditional independence.
Results are presented in Table 1 . For the four score tests, the type I error is close to the nominal value 5%. As expected, The three other tests have a lower power compared to the score test even when the risk of event depends only on the random intercept. When η 1 > 0, WMM1 is more powerful than WMM2 and the test comparing residual means. In the less favorable scenario of dependence on the random slope (η 2 > 0), these three tests have extremely low power, but the test of residual means is slightly better than the two tests based on posterior classification. The test of residual means is slightly conservative with N = 100 and π i 1 = π i 2 = 0.5 whereas WMM2 is conservative for N = 500 and π i 1 = π i 2 = 0.5. In any case, WMM2 is the least powerful.
The same set of simulations was conducted to evaluate the impact of misspecifying the baseline risk function. Data generation was unchanged but the estimated model assumed a stepwise constant baseline risk with three steps. This misspecification has little impact on the behavior (power and type I error) of the score test, which remains much more powerful than the other tests (see Web Table 1 ). An alternative set of simulations using a mixed model with a quadratic time trend and three random effects led to similar conclusions (Web Appendix B and Web Table 2 ). 
Simulation Study 2: Misspecified Alternatives
The first aim of this simulation study was to compare the power of the tests to detect an inadequate number of classes in the estimated models. Data were generated using a three-class model without shared random effect (η 1 = η 2 = 0), whereas the estimated model had only two latent classes. Thus, when estimating the two-class model on the simulated data, the conditional independence assumption between the longitudinal marker and the time to event does not hold (because the risk of event is different in the three classes) but the correlation structure is different from the one assumed under the alternative hypothesis when developing the score test.
To be close to the application data, we considered only samples of size N = 500 and a scenario with very heterogeneous class-membership probabilities was simulated. In scenario 1, the parameters for the survival model, for the mixed model, and for the class membership probabilities were chosen to mimic the three-class model estimated on the UM data set in the application (using only the intercepts and linear trends in the mixed model). The percentages of events were 98%, 83%, and 4% in class 1, 2, and 3, respectively, and intercepts and slopes were μ 01 = 3.0 and μ 11 = 2.9 in class 1, μ 02 = 2.7 and μ 12 = 1.03 in class 2, and μ 03 = 1.4 and μ 13 = 0.17 in class 3. In this scenario, the three classes had very different risk functions and evolution profiles. Then, two other scenarios were simulated, reducing either the difference between evolution profiles for the marker (scenario 2) or the difference in the risks of event (scenario 3). In scenario 2, the mixed model parameters were μ 01 = 3.0 and μ 11 = 2.0 in class 1, μ 02 = 2.7 and μ 12 = 1.03 in class 2, and μ 03 = 2, and μ 13 = 0.5 in class 3; in scenario 3, the percentages of events were 83%, 33%, and 4% in class 1, 2, and 3, respectively. In the three scenarios, the variance parameters were identical to the first simulation study and we evaluated three combinations of class membership probabilities:
• π i 1 = 0.06, π i 2 = 0.11, π i 3 = 0.83: heterogeneous probabilities corresponding to values estimated on the application data set with the three-class model; • π i 1 = 0.33, π i 2 = 0.33, π i 3 = 0.33: homogeneous probabilities; and
• π i 1 = 0.06, π i 2 = 0.83, π i 3 = 0.11: heterogeneous probabilities where the class with median risk and median change over time has the largest probability.
Results are presented in Table 2 . All the tests are more powerful for scenario 1, where the discrimination among the three classes is the largest both for the risk of event and the marker evolution. In all the situations except one, the bivariate score test is the most powerful with increasing power when the class sizes are homogeneous and thus the number of events is higher. The superiority of the bivariate score test is particularly clear in the situation mimicking the application data (π i 1 = 0.06, π i 2 = 0.11, π i 3 = 0.83, and event rate about 19%) because the power of the other tests is greatly reduced when the rate of event is low. The behavior of the test comparing the residual means highly depends on the data structure: its power is dramatically low for the data sets that mimic the application (π i 1 = 0.06, π i 2 = 0.11, and π i 3 = 0.83) and it is the highest when the median class is the largest (π i 1 = 0.06, π i 2 = 0.83, and π i 3 = 0.11).
Another simulation study was performed for the misspecified alternative defined by a dependence of the risk of event on the current subject-specific deviation from the mean (data generated with λ g (t) = λ 0g exp (ηb 0i + b 1i × t) with an exponential baseline risk). In this case also, the two score tests for the alternative λ g (t) = λ 0g (t) exp (ηb 0i ) or λ g (t) = λ 0g (t) exp(η 1 b 0i + η 2 b 1i ) were more powerful than the other tests (Web Table 3 ).
Application
We considered data from a prospective cohort that included patients treated by external beam radiation therapy (EBRT) for localized prostate cancer at the UM between 1988 and 2004 (Taylor et al., 2005) . After the end of EBRT, patients were followed up until clinical recurrence of prostate cancer or last contact with repeated measures of PSA, a biomarker of progression of prostate cancer. Clinical recurrence was defined as any of the following: distant metastases, nodal recurrence, or any palpable or biopsy-detected local recurrence 3 years or later after radiation; any local recurrence within 3 years of EBRT if the most previous PSA was >2 ng/ml; and death from prostate cancer. The aim of this analysis was to distinguish profiles of evolution of posttreatment PSA associated with different risks of clinical recurrence after adjustment for pretreatment prognostic factors. Such analysis may help to define tools for early detection of patients at high risk of recurrence based on repeated measures of PSA (Proust-Lima and Taylor, 2009) .
Patients were included in the analysis if (1) they had a prostate cancer with clinical stage T1-4 and neither positive nodes or metastases, (2) they had at least 1 year follow-up without clinical recurrence after end of EBRT, (3) they did not receive any salvage androgen deprivation therapy during the follow-up, and (4) they had at least two repeated measures of PSA before the end of follow-up.
Repeated measures of PSA were logarithmically transformed using Y ij = ln (PSA i (t ij ) + 0.1 ng/ml) to satisfy the Gaussian assumption from the mixed model. The endpoint of interest was the first clinical recurrence, so that all the PSA measures collected after the end of treatment and before this point were included. Previous analyses of this data set showed that posttreatment evolution of ln(PSA(t)+0.1) exhibited a decline in the first years after EBRT well fitted by the function of time f 1 (t) = ((1 + t) −1. 5 − 1), and a subsequent stable or increasing (long-term) linear trend. Thus the mixed model for PSA evolution was defined by
The time-to-event model was a proportional hazard model with class-specific Weibull baseline risk functions and three pretreatment prognostic factors as covariates: Gleason score (a scale that measures grades of prostate cancer) in three categories (7 and 8-10 versus 2-6), T-stage category (3-4 versus 1-2), and the pretreatment level of PSA transformed to ln(PSA + 0.1).
The Five joint LCMs from one to five classes were estimated, and for each of them, Table 3 displays the log likelihood, the Bayesian information criterion (BIC) (Schwartz, 1978) , and two tests for conditional independence: the trivariate score test using the asymptotic variance, and the Wald test for dependence on the failure indicator in a weighted linear mixed model adjusted for posterior classes. According to the BIC, we retained the four-class model. The score test decreased continuously from one to five classes and was nonsignificant for the models with four and five classes. Thus the assumption of conditional independence was not rejected for the selected model with four classes. In contrast, the test statistic WMM1 decreased from one to three classes, became not significant for three classes but then slightly increased till five classes. However, the simulation study showed that this test was less powerful. We can also point out that the test comparing the means of the conditional residuals was never significant. This was consistent with the simulations because the class-specific initial levels were close in the four classes and the class membership probabilities were small for the three classes with high recurrence risk.
The four estimated class membership probabilities were π 1 = 1.78%, π 2 = 4.4%, π 3 = 11.1%, and π 4 = 82.6%. The estimated mean evolutions in the four classes are presented in Figure 1A and the associated survival functions in Figure  1B . Class 4 had a very low risk of recurrence and posttreatment PSA evolution was characterized by a low level at end of EBRT followed by a short-term decrease and long-term stability over 8 years. Classes 1, 2, and 3 corresponded to three groups of patients with increasing risk of recurrence associated with an increase of PSA level from 1 year of treatment.
Adjusted for the four latent classes, pretreatment PSA level was no longer associated with the risk of recurrence (β = 0.047, SE = 0.13) whereas T-stage above 2 (RR = 2.0, p = 0.05) and Gleason score of 7 (RR = 2.9, p < 0.01) or above 7 (RR = 3.0, p = 0.03) remained independent risk factors of recurrence.
Discussion
We have proposed a score test for the basic assumption of joint LCMs, that is, the conditional independence assumption between the time to event and the repeated measures of the marker given the latent classes. This procedure avoids posterior classification required by other methods. As a score test, it has theoretical validity and is simple to compute because computations are performed under the null hypothesis of conditional independence. In addition, the test statistic has a meaningful interpretation as the covariance between the residuals from the survival model and the class-specific empirical Bayes' estimates of the random-effects weighted by the posterior class-membership probabilities.
More importantly, the simulations have shown that the score test is more powerful than three previously proposed tests even against two misspecified alternative hypotheses. In particular, it has a good power to detect when the number of classes is too small and thus it can be used to validate the model selected using BIC. Note however that, for some applications, the number of classes may be driven by heterogeneity in the marker evolution without link with the risk of event.
The simulations have also shown that the score tests using either the asymptotic variance or the empirical variance have similar behaviors.
Although the pattern mixture models may be preferred in this context (Dantan et al., 2008) , joint LCMs are sometimes used for joint modeling time to dropout and longitudinal data to estimate without bias the change over time of the marker taking informative dropout into account (Lin et al., 2004) . is not observed. As is often discussed, a test of the dropout mechanism is not possible without strong and uncheckable assumptions (Diggle and Kenward, 1994) .
In the simulation study, the behavior of the test comparing the conditional residuals means was found to be highly dependent on the data structure. More thorough investigation of the distribution of these residuals through graphical analyses could probably be useful to highlight departures from model assumptions, but the mean comparison alone is too crude to identify some residual correlation structures. Tests in regression models adjusted for the posterior latent classes also exhibited mediocre power. The power could probably be improved by combining a test for the dependence of the marker on the time to event in a mixed model and a test for the dependence of the time to event on the marker in a survival model, but the score test is simpler and powerful against different alternatives. Moreover, the score test can be easily extended to other joint models using another time-to-event model or a logistic model for binary data.
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