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Abstract
Riboswitches, RNA elements found in the untranslated region, regulate gene expression by binding
to target metaboloites with exquisite specificity. Binding of metabolites to the conserved aptamer
domain allosterically alters the conformation in the downstream expression platform. The fate of
gene expression is determined by the changes in the downstream RNA sequence. As the metabolite-
dependent cotranscriptional folding and unfolding dynamics of riboswitches is the key determinant of
gene expression, it is important to investigate both the thermodynamics and kinetics of riboswitches
both in the presence and absence of metabolite. Single molecule force experiments that decipher the
free energy landscape of riboswitches from their mechanical responses, theoretical and computational
studies have recently shed light on the distinct mechanism of folding dynamics in different classes
of riboswitches. Here we first discuss the dynamics of water around riboswitch, highlighting that
water dynamics can enhance the fluctuation of nucleic acid structure. To go beyond native state
fluctuations we used the Self-Organized Polymer (SOP) model to predict the dynamics of add adenine
riboswitch under mechanical forces. In addition to quantitatively predicting the folding landscape of
add-riboswitch our simulations also explain the difference in the dynamics between pbuE adenine-
and add adenine-riboswitches. In order to probe the function in vivo we use the folding landscape to
propose a system level kinetic network model to quantitatively predict how gene expression is regulated
for riboswitches that are under kinetic control.
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I. INTRODUCTION AND SCOPE OF THE REVIEW
The remarkable discovery just over a decade ago that riboswitches, which are RNA elements
in the untranslated regions in mRNA, control gene expression by sensing and binding target
metabolites with exquisite sensitivity is another example of the versatility of RNA in controlling
crucial cellular functions [1]. In the intervening time, considerable insights into their functions
have come from a variety of pioneering biochemical and biophysical experiments. In addition,
determination of structures of a number of riboswitches has greatly aided in molecular under-
standing of their functions and in the design of synthetic riboswitches. Typically, riboswitches
contain a conserved aptamer domain to which a metabolite binds, producing a substantial con-
formational change in the downstream expression platform leading to control of gene expression.
The variability in the functions of structurally similar aptamer domain is remarkable. The add
adenine (A) riboswitch activates translation upon binding the metabolite (purine) whereas the
structurally similar pbuE adenine (A) riboswitch controls transcription [2]. We can classify both
these as ON riboswitches, which means that translation or transcription is activated only upon
binding of the metabolite. In contrast, OFF riboswitches (for example Flavin Mononucleotide
(FMN) binding aptamer) shut down gene expression when the metabolite binds to the aptamer
domain. Finally, some of the riboswitches are under kinetic control (FMN riboswitch [3] and
pbuE adenine riboswitch [4]) whereas others (for example add adenine riboswitch and SAM-III
riboswitch) may be under thermodynamic control.
The functions of riboswitches are vastly more complicated than indicated by in vitro studies,
which typically focus on limited aspects of their activities. Under cellular conditions the metabo-
lite which binds to the aptamer domain itself is a product of gene expression. Thus, regulation
of gene expression involves negative or positive (or a combination) feedback. This implies that
a complete understanding of riboswitch function must involve a system level description, which
should minimally include the machinery of gene expression, rate of transcription or translation,
degradation rates of mRNA, and activation rate of the synthesized metabolite as well as rate of
binding (through feedback loop) to the aptamer domain. Many in vitro studies have dissected
these multisteps into various components in order to quantify them as fully as possible. In this
context, single molecule studies in which response of riboswitches to mechanical force are probed
have been particularly insightful [4, 5].
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More recently, computational and theoretical studies have been initiated to develop a quanti-
tative description of the folding landscape and dynamics at the single molecule level [6–10]. The
findings have been combined to produce a framework for describing the function of riboswitches
at the system level. Because atomically detailed simulations can only provide limited infor-
mation of the dynamics in the folded aptamer states it is necessary to develop suitable coarse
grained (CG) model for more detailed exploration of the dynamics. The CG models of nu-
cleic acids, first introduced by Hyeon and Thirumalai [11], are particularly efficacious to deal
with riboswitches that undergo large scale conformational fluctuations for functional purposes.
The goal of this article is limited to a brief review of the insights molecular simulations have
brought to the understanding of the folding landscape of riboswitches using purine-binding and
S-adenosylmethionine (SAM) riboswitches as examples. We begin with the description of the
fluctuations in the folded state of the small preQ1 riboswitch, which exhibits rich dynamics in
the native state that can be probed using atomic detailed simulations in explicit water. The
hydration dynamics could have a functional role, which can be resolved by spectroscopic ex-
periments. We then describe the response of three classes of riboswitches to forces and map
the entire folding landscape from which we have made testable predictions. The data from
these free energy landscapes are used to construct a network model, which provides system level
description of the OFF riboswitches (Fig.1).
II. HYDRATION DYNAMICS AROUND THE FOLDED STATE: ALL ATOM SIMU-
LATIONS
It is known that unlike proteins there are many are several low free energy excitations (al-
ternate structures) that a folded RNA can access. Consequently, dynamical fluctuations of the
folded states are critical for RNA to execute their biological functions. There is growing evi-
dence that hydration plays a key role in triggering conformational fluctuations in RNA. First,
RNA can access low-lying excitation states via local melting of bases [12, 13]. Recent NMR
studies suggest that a potential pre-melting of the hydration shell is required for the base pair
disruption in response to elevation in temperature [14, 15]. Second, the versatile functional ca-
pacity of RNAs can be attributed to their ability to access alternative conformations [16]. Local
conformational fluctuations from a few nanosecond dynamics enable RNA to explore a hetero-
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geneous conformational ensemble, giving them the capacity to recognize and bind a diverse set
of ligands. Third, binding of metabolites to riboswitches to control gene expression [17] may
also be linked to local fluctuations in specific regions of co-transcriptional folded UTR regions
of mRNA. In all of these examples, hydration of RNA is likely to play important role.
In order to illustrate the importance of hydration we performed atomically detailed simu-
lations of PreQ1 riboswitch. We showed that water dynamics is spatially heterogeneous with
metastable functionally relevant states whose dynamics and spans many orders of magnitude.
This behavior is reminiscent of glassy behavior [18]. The glassy behavior of water molecules may
indicate that RNA molecule is able to access low-lying free energy states around the putative
folded state. We identified distinct classes of water molecules near the RNA surface, which can
be classified as “bulk”, “surface”, “cleft”, and “buried” water in the order of increasing water
hydrogen bond relaxation time [19]. In this section we review the molecular details of hydration
around various regions of RNA and discuss how water dynamics gives rise to local structural
fluctuations by using atomic simulations of PreQ1-riboswitches [19, 20].
Water hydrogen bond kinetics around nucleotides. The time- and ensemble-averaged auto-
correlation function c(t) (see definition in Ref.[19, 21]) are used to quantify the structure and
dynamics of water molecules near the surface of RNA. The relaxation kinetics of the water HB at
T=310 K around three different nucleotide groups (B: base, R: ribose, P: phosphate) is fitted to
a multiexponential function cξ(t) =
∑N
i=1 φie
−t/τi where
∑N
i=1 φi = 1 with N = 4 and ξ denotes
B, P, or R (Fig.2a, left). The time constant τi ranges from O(1) ps to O(104) ps, but 90 % of
kinetics is described by the dynamics of . O(102) ps (Fig.2a, left). The average lifetime of the
water HB at each nucleotide group (〈τξ〉 =
∫∞
0
dtcξ(t)) reveals that water molecules exhibit the
slowest relaxation dynamics near bases instead of phosphate groups as 〈τwP 〉= 193 ps, 〈τwR 〉= 81
ps, 〈τwB 〉 = 289 ps, and hence 〈τwR 〉 < 〈τwP 〉 < 〈τwB 〉 . It is worth pointing out that these time
scales are much longer than found in proteins, and far exceed by a few orders of magnitude
hydrogen bond dynamics in bulk water.
Excess monovalent counter-ions are distributed around RNA to neutralize the negative
charges on the phospho-diester backbone of nucleic acids. The auto-correlation functions
computed for Na+ ions bound to P, R, and B (Figure 2a, right) show that the time constant
of ion relaxation is a few orders of magnitude greater than the water hydrogen bonds, 〈τNa+P 〉
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= 294 ns, 〈τNa+R 〉 = 63 ns, 〈τNa+B 〉 = 9.2 ns. The order of lifetime differs from that of water
HB as 〈τNa+B 〉 < 〈τNa+R 〉 < 〈τNa+P 〉. In contrast to water HB, monovalent counterions have the
slowest dynamics near the phosphate group. Most importantly, while binding or release of a
Na+ ion to or from the surface of RNA certainly perturbs the water environment [22], the time
scale separation between water and counterion dynamics ensures that the hydration dynamics
around RNA occurs essentially in a static ionic environment.
Heterogeneity of Water Dynamics on the RNA Surface. The time scale of hydrated water
varies many orders of magnitude depending on its location on the surface of RNA. Calculations
of electrostatic potential on the solvent accessible surface confirm [19, 20] that the charge
distribution on RNA surface is indeed not uniform but heterogeneous. Multi-exponential
function c(t) =
∑N
i=1 φie
−t/τi with different weights (φi) and well-separated time constants
(τi) is needed to quantitate the relaxation dynamics of water molecules around four selected
nucleotides of preQ1-riboswitch, 24U, 29A, 33C, and 35A (Fig.2c). The rich dynamics reflects
the heterogeneity and justifies the interpretation that there are distinct class of water molecules,
which can be divided into multiple classes such as “bulk”, “surface”, “cleft”, and “buried”
water [19]. At high temperatures, the population of fast, bulk water-like dynamics is dominant,
but as the temperature decreases, the population of slow dynamics grows. The average lifetime
of water molecules near RNA is at least 1–2 orders of magnitude slower than that of bulk water
over the broad range of temperatures (Fig.2c).
Water-induced fluctuations of base-pair dynamics. Dynamic feature of water that induce
local conformational fluctuation of RNA is captured by probing the base pair dynamics along
with surface water [20]. The space made of base stacks and base pairings is generally dry
and hydrophobic, and thus devoid of any water molecules. However,in base pairs located at
the end of stacks, it is possible to observe an enhanced fluctuation of base pair. Figure 2c
shows the dynamics of base pairs A3-U24 located in the 5’- and 3’-end in preQ1 riboswitch in
aqueous solution. Remarkably, when the time series of water density around H3 of U24 and
breathing dynamics of the base pair are compared, the change in water density always precedes
the change in base-pair distance. The water densities calculated in the first and second solvation
shell around H3 of AU24 show that water population starts to increase before the base pair
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disruption; the decrease of water population always precedes the event of base-pair formation.
Thus, we conclude that the dynamics of water hydration and dehydration induces the breathing
dynamics of base pairs. The spontaneous fluctuations in base pair opening induced by water
are important in protein-DNA interactions as well and may be responsible for transcription
initiation by RNA polymerase.
III. STABILITY OF ISOLATED HELICES CONTROL THE FOLDING LAND-
SCAPES OF PURINE RIBOSWITCHES
A key event in the function of riboswitches is the conformational change in the aptamer
domain leading to the formation of the terminator with the downstream expression platform
(Fig.1a) or sequestration of the ribosome binding site upon ligand binding (Fig.1b). In order to
assess the time scale in which such conformational change takes place and how it competes with
ligand binding it is first important to quantitatively map the folding landscapes of riboswitches.
From such landscapes the time scales for the conformational change in the switching region in
the aptamer can be estimated [6, 23].
In a pioneering experiment Block and coworkers used single molecule pulling experiments to
map the folding landscape as a function of the extension of the RNA. Purine (guanine and ade-
nine) riboswitches are remarkably selective in their affinity for ligands and carry out markedly
different functions despite the structural similarity of their aptamers. For the pbuE adenine (A)
riboswitch, whose response to force was first probed in the LOT experiments, ligand binding
activates the gene expression when an antiterminator is formed. In the absence of adenine, part
of the aptamer region is involved in the formation of a terminator stem with the expression
platform resulting in transcription termination. The add A-riboswitch activates the gene ex-
pression by forming a translational activator upon ligand binding. In the absence of adenine,
the riboswitch adopts the structure with a translational repressor stem in the downstream re-
gion. At the heels of the first single molecule studies, we reported the entire folding landscape
and calculated the time scale for switching of helix that engages in hairpin formation with the
downstream sequence using the self-organized polymer (SOP) model [6, 24, 25]. As we show
below comparison of the landscapes of these two riboswitches underscores the importance of the
stability of the isolated helices in the assembly and rupture of the folded straucture.
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Structures of purine riboswitch aptamers are characterized by a three-way junction consisting
of P1, P2 and P3 helices, which are further stabilized by tertiary interactions in the folded state
(Fig.3a). For pbuE A-riboswitch, binding of metabolite (adenine) activates the gene expression
by enabling the riboswitch to form an antiterminator. Without adenine, the molecule forms a
terminator stem with the expression platform, resulting in transcription termination. On the
other hand, the add A-riboswitch uses adenine to regulate the process of translation. Recent
single molecule experiments [5, 26] and our simulation studies [6, 27] have shown that, despite
the marked structural similarity, these two aptamers have different folding landscapes, thus
providing a fingerprint of their function.
Single molecule optical tweezer experiments have been used to directly observe the hierarchi-
cal folding of both pbuE A- and add A-riboswitch aptamers [5, 26]. Here, we summarize force
(f)-triggered unfolding and refolding of the A-riboswitch aptamer theoretically using Brown-
ian dynamics simulations of the SOP model [24, 25]. The crystal structure of add A-riboswitch
(PDB id: 1Y26 (U17 to A79)) is available while that of pbuE A-riboswitch is not. However, since
the sequence similarity between add-A and pbuE A-riboswitch is unusually high, we modeled
the atomic structure of pbuE A-riboswitch by substituting the sequences of pbuE A-riboswitch
into the crystal structure of add A-riboswitch and produced an ensemble of pbuE A-riboswitch
structures via conformational sampling with molecular dynamics simulations [27].
In the absence of adenine our simulation show that force-induced unfoldings of both
pbuE-A and add A-riboswitches occur in three distinct steps. Force extension curves of
riboswitch generated under constant loading condition (rf = 960 pN/s) reveal three dis-
tinct steps for both RS. Investigating the loss of secondary and tertiary contacts during the
unfolding process, we found that the order of unfolding events differs qualitatively in add
A-riboswitch and pbuE A-riboswitch. In add A-riboswitch, the unfolding occurred in the
order of ∆P1→∆P2/P3→∆P3→U. The order of forced unfolding of pbuE A-riboswitch is
∆P1→∆P2/P3→∆P2→U, where ∆P2/P3 denotes the disruption of kissing loop interaction
between P2 and P3 due to force. In the absence of adenine thermal fluctuations transiently
disrupt this kissing-loop interaction, which is consistent with the observation that stable P2/P3
tertiary interactions require adenine.
The presence of adenine in the binding pocket in the triple-helix junction of add A-riboswitch
changes the force-response of RS completely: (i) The unfolding force increases from ∼ 10 pN
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to ∼ 18 pN, the value of which is comparable to the one found in experiments for the pbuE
A-riboswitch aptamer [5]; and (ii) the unfolding of RS occurs in all-or-none fashion without inter-
mediate unfolding steps. After the complete unfolding, when refolding of the add A-riboswitch
is initiated by reducing the force, we find that the refolding pathway follows the reverse order of
unfolding pathway as U→P3→P2→P2/P3→P1. Refolding of P3 preceding that of P2 implies
that P3 is more stable than P2, which is consistent with the implication from the stability of
each helix (∆GaddP2 = −5 kcal/mol > ∆GaddP3 = −6.2 kcal/mol) calculated using the Vienna RNA
package [28].
Remarkably, despite the structural similarity between pbuE-A and add A-riboswitch ap-
tamers, experiments show that P2 in pbuE unfolds at the last moment, which implies that P2
is the first structural element to refold upon force quench (or reduction). In agreement with
the experiments, our results also imply that P2 ought to be more stable than P3 in the pbuE
A-riboswitch aptamer, and Vienna RNA package indeed predicts that the stability of P2 is lower
than that of P3 by 2 kcal/mol (∆GpbuEP2 = −7.3 kcal/mol < ∆GpbuEP3 = −5.3 kcal/mol) (Fig.3).
The difference of the stability in the two RS aptamers explains the reversed order of the folding
of P2 and P3 in the pbuE A-riboswitch aptamer. The order of unfolding of the helices, which
is in accord with single molecule pulling experiments, is determined by the relative stabilities
of the individual helices. Our results show that the stability of isolated helices determines the
order of assembly and response to force in these non-coding regions. Thus, the folding landscape
is determined by the local stability of the structural elements, a finding that also holds good in
the thermal refolding of a number of RNA pseudoknots [29].
Based on the stability hypothesis as the determining factor of the RNA folding landscape,
we make an interesting prediction for pulling experiments in a mutant of the add A-riboswitch.
One of the major differences that contributes the different stability of P2 helix in the two purine
riboswitches is that the P2 of add A-riboswitch has one G-U and two G-C base pairs, whereas
P2 in the pbuE A-riboswitch has three G-C base pairs (see Fig.3a and Fig.4a). At the level of
stability of secondary structure, a point mutation of U28C in the add A-riboswitch, which leads
to three G-C base pairs in P2, would increase the secondary structure stability of P2 to ∼ 7.3
kcal/mol. Thus, the U28C mutation stabilizes the add A-riboswitch P2 by 1.1 kcal/mol lower
than P3. The folding landscape of the U28C add A-riboswitch would be qualitatively similar to
the WT pbuE A-riboswitch. As a consequence, we predict that U28C would reverse the order
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of unfolding of the add A-riboswitch.
It is noteworthy that the number of contacts between P2 and P3 hairpin loops with and
without adenine is almost identical, which suggests that adenine binding does not affect the
interactions between P2 and P3 hairpin loops. Rather, the adenine binding stabilizes the triple-
helix junction and makes unfolding of P1 more difficult. Hence, the rate limiting step in the
fully folded aptamer is the formation of P1.
The free energy profiles (G(z)), obtained from the distribution of the molecular extension at
force f (P (z; f)) using G(z; f) = −kBT logP (z; f), make explicit the hierarchical characteristics
of RNA assembly and disassembly. In the absence of adenine, the position of first transition
barrier from the folded state (z = 1 nm) is ∼ 2.5 nm. Thus, the unfolding transition over the
first barrier amounts to the unzipping of three base pairs in P1 helix. In the presence of adenine,
the position of the first barrier shifts to ∼ 4 nm, implying that five base pairs of P1 in direct
interaction with adenine should be disrupted at the first TS. Thus, adenine binding makes the
first unfolding barrier the rate limiting step. We also find that, at f = 10 pN, binding of adenine
stabilizes the folded state by ∼ 6 kBT and increases the energy barrier for leaving the folded
state by 2 kBT . These results support the hypothesis that the ligand binding stabilizes P1, a
feature that is common to most riboswitches.
The binding of adenine stabilizes the folded basin of attraction, which slows down the un-
folding transition by two orders of magnitude. The slow unfolding rate, which make the con-
formational sampling difficult, is in agreement with that observed for FMN riboswitches [3],
suggesting that functions of riboswitches are kinetically, rather than thermodynamically, con-
trolled (see below for further discussion). The result is crucial for transcription of the complete
riboswitch.
IV. FOLDING LANDSCAPES OF SAM RIBOSWITCH. IS SAM RIBOSWITCH UN-
DER THERMODYNAMIC CONTROL?
Upon binding S-adenosylmethionine (SAM) the riboswitch undergoes undergoes an allosteric
transition to control translation. There are at least five distinct classes of riboswitches that bind
SAM or its derivative S-adenosylhomocysteine (SAH). One of them, the SAM-III riboswitch [30]
in the metK gene (encodes SAM synthetase) from Lactobacillales species, inhibits translation
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by sequestering the Shine-Dalgarno (SD) sequence (Fig.5a) [30]. When SAM is bound, the
somewhat atypical SD sequence (GGGGG shown in the blue shaded area in Fig.5a) is sequestered
by base pairing with the anti-Shine-Dalgarno (ASD) sequence, thus hindering the binding of
the 30S ribosomal subunits to mRNA. In the absence of SAM, the sequence outside the binding
domain enables the riboswitch to adopt an alternative folding pattern, in which the SD sequence
is exposed and free to engage the ribosomal subunit [31]. Thus, SAM-III is an OFF switch
for translation, in contrast to add A-riboswitch, which is an ON switch. Translation control
is determined by competition between the SD-ASD pairing and loading of ribosomal subunit
onto the SD sequence. In order to function as a switch, the SD sequence has to be exposed for
ribosome recognition, which implies that at least part of the riboswitch structure accommodating
SAM III has to unfold (Fig.5). These considerations prompted us to quantitatively determine
the folding landscape and the rates of conformational transitions between the ON and OFF
states of the SAM-III riboswitch [32].
In order to understand if SAM-III functions under thermodynamic control we calculated the
force-extension (f, z) or FEC as well as constant f -dependent free energy profiles as a function
of z for SAM-III. The FEC (black curve in Fig.5b) shows that there are two intermediate states,
with extension z ∼ 14 nm and z ∼ 9 nm in the absence of SAM. Helices P1 and P4 rupture in
a single step at ∼ 9 pN and P2 unravels at f ≈ 10 − 11 pN. Helix P3 unfolds fully only when
f > 12pN. Interestingly, when SAM is bound, the riboswitch unfolds in an apparent all-or-none
manner at f ∼ 15 pN (Fig.5b). The distribution z (blue curve in Fig. 5A), shows the presence of
two intermediate states ahead of global unfolding. The z ∼ 9 nm peak corresponds to rupture
of P1 and P4 helices. P3 unfolds in the later stages creating a peak at z ∼ 14 nm. The
hierarchical unfolding pathway of SAM-III riboswitch is F → ∆P1∆P4 → ∆P3 → U, where
∆P1∆P4 means helices P1 and P4 are ruptured, and ∆P2 represents additional unfolding of P2.
The observed order of unfolding is also reflected in the rupture of contacts, a more microscopic
representation of unfolding dynamics (Fig. 5c). The intermediate states in Fig.5b can be traced
to the breaking of contacts within the helices. Just as in Fig. 5b the order of contact rupture
corresponds to the order in which the helices unfold in the FEC in Fig.5b.
Using simulations at constant force we also calculated the free energy profiles using F (z, f) =
−kBT logP (z) where P (z) is the probability distribution of z. At f < 9 pN and in the absence
of SAM the riboswitch is in the folded basin of attraction (Fig. 5d). The free energy profile in
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Fig. 5d also shows that binding of SAM consolidates the formation of helix P1 and P4, further
stabilizing the folded state. At f = 9 pN, SAM binding stabilizes the folded state by ∼ 12 kBT ,
and increases the energy barrier for leaving the folded state by ∼ 3 kBT . The distance from
the folded state to the first barrier in the absence of SAM is ∼ 2 nm, which indicates unzipping
of 2.5 base pairs, assuming a contour length increase of 0.4 nm/nt. In the presence of SAM,
the position of the first barrier shifts to ∼ 5 nm, implying that 4 base pairs of P1 next to the
nucleotide G48 (Fig.5a) that has direct contacts with SAM are ruptured at the transition state.
Thus, disruption of contacts with SAM becomes the key barrier in the first unfolding step, and
must be an important step in translational regulation.
V. IS SAM RIBOSWITCH UNDER THERMODYNAMIC CONTROL?
As shown in Fig.6a, the kinetic processes in riboswitches that control transcription are de-
termined by a number of time scales. In the transcription process, the ability to function as an
efficient switch depends on an interplay of the time scales: (i) metabolite binding rate (kb), (ii)
the folding times of the aptamer (kf ), (iii) the time scales to switch and adopt alternate con-
formations with the downstream expression platform (kt), and (iv) the rate of transcription. In
“OFF” riboswitches that shut down gene expression upon metabolite binding, a decision to ter-
minate transcription has to be made before the terminator is synthesized, which puts bounds on
the metabolite concentration, and the aptamer folding rate (kf ). For simplicity, γ = kt/kf can
serve as a simple criterion to determine whether the co-transcriptional folding of riboswitches
is under thermodynamic or kinetic control. In the limit γ  1 transcript synthesis is faster
than the equilibration time of the riboswitch conformation. For typical values of these parame-
ters in both FMN and pbuE A-riboswitch, efficient function mandates that the riboswitches be
under kinetic control, which implies that the “OFF” and “ON” states of riboswitch are not in
equilibrium.
In contrast, the function of SAM-III, which controls translation, is different. The major time
scales that control the function of SAM-III RS, and those that regulate translation in general, are
(i) bimolecular binding rate of SAM to RS (kb), (ii) dissociation rate of SAM from the riboswitch
complex (k−b), (iii) the rate of mRNA degradation (kmRNA). Thus, the only clear physical bound
on the function of SAM-III is that binding of metabolite should occur multiple times before the
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mRNA degradation, which leads to kb[M ]  kmRNA, where [M ] is the concentration of SAM.
Typical values of kb ∼ 0.11 µM−1s−1, kmRNA ≈ 3 min−1 and kdis ≈ 0.089 s−1 requires that
[M ] & 50 nM. It is worth pointing out that our estimates of folding and unfolding times based
on simulations at low forces, and other time scales are all much less than k−1mRNA ≈ 20 sec, which
sets the longest time for translational control. Hence, the multiple transitions between the OFF
and ON states can occur before mRNA is degraded, which gives additional credence to the
argument that the function of SAM-III is under thermodynamic control. There is a caveat to
this conclusion. It is known that in bacteria transcription and translation are coupled, which
is likely to complicate our arguments. In order to provide a complicate description we require
a network model that includes transcription-translation coupling. Because kmRNA is small it is
still possible that the SAM riboswitch could be under thermodynamic control.
VI. KINETIC NETWORK MODEL OF GENE REGULATION AND THE ROLE OF
NEGATIVE FEEDBACK IN CONTROL OF TRANSCRIPTION
As stated earlier, gene expression is mediated by binding of metabolites to the conserved
aptamer domain, which triggers an allosteric reaction in the downstream expression platform.
However, the target metabolites are usually the products or their derivatives of the down-
stream gene that the riboswitches control. Hence, metabolite binding to riboswitches serves as
a feedback signal to control RNA transcription or translation initiation. The feedback through
metabolite binding is naturally designed to be a fundamental network motif for riboswitches.
In ON-riboswitches, metabolite binding thus stabilizes the aptamer structure during transcrip-
tion and prevents the formation of the terminator stem before transcription is completed (pbuE
A-riboswitch) or the formation of translation repressor stem before translation is initiated (add
A-riboswitch). Whereas in OFF-riboswitch, metabolite binding shuts down the gene expres-
sion by promoting the formation of terminator stem (see Fig.6). In order to understand the
in vivo riboswitch we developed a kinetic network model taking into account the interplay be-
tween the speed of RNA transcription, folding kinetics of the nascent RNA transcript, and the
kinetics of metabolite binding to the nascent RNA transcript, and the role of feedback arising
from interactions between synthesized metabolities and the transcript. The effects of speed of
RNA transcription and metabolite binding kinetics have also been investigated experimentally
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in vitro in an insightful study involving the flavin mononucleotide (FMN) riboswitches [3]. They
argued that FMN riboswitch is kinetically driven implying that the riboswitch does not reach
thermodynamic equilibrium with FMN before a decision between continued transcription and
transcription termination needs to be made. The mathematical solution of the kinetic network
model, which uses as partial input the rates of switching obtained from the folding landscapes,
show that in general riboswitches that control transcription are under kinetic control [33]. A
brief summary is presented here.
Efficient function of RS, implying a large dynamic range (quantified by response of the RS
to varying metabolite concentration) without compromising the requirement to suppress tran-
scription or translation, is determined by a balance between the transcription speed (ktrxn),
the folding and unfolding rates of the apatmer (kf and k−f ), and the binding and unbinding
rates of the metabolite (kb[M ] and k−b, where [M ] is the metabolite concentration). In order
to capture the physics behind the dynamics it is necessary to consider kinetic network model
describing the coupling between aptamer dynamics and transcription. In Fig.6 demonstrating
the kinetic network model for the transcription regulation by OFF-riboswitches, the upstream
of the protein-coding gene consists of sequences involving the transcriptions of aptamer (B),
antiterminator (B2) and terminator (B
∗
2) of the riboswitch. The transcription initiation is fol-
lowed by elongation, folding of the RNA transcript, and metabolite binding. RNA polymerase
first transcribes the aptamer (B), and moves on to the synthesis of the RNA transcript for
anti terminator B2 at a rate of kt1, and terminator sequence at kt2, resulting in the production
of the regulatory region of RNA. Ri is the transcript with the sequence of the protein-coding
region starting to be transcribed, and eventually grows to Rf , the full protein-coding region
transcribed, with a rate of kt3. During the process of transcription elongation, each of the tran-
script states, B and B2, can form states with the aptamer domain folded (B
∗ and B∗2) with a
folding rate of kf1 and kf2, respectively. The folded aptamers bound with metabolite (M) are
B∗M and B∗2M with binding rate constant kb and kb2, respectively. The transcripts in state B
∗
2
and B∗2M can further elongate until the terminator sequence is transcribed with their expression
platform forming a transcription terminator stem and dissociate from the DNA template with a
rate of kter, forming B
∗
2t and B
∗
2tM. The fraction of transcription termination, fter, is determined
from the amount of the terminated transcripts (in green block) relative to nonterminated tran-
scripts (in blue block). The activated metabolte (M), produced from protein P and activated
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by the enzyme (E) encoded by the gene OF, can bind to the folded aptamer and can abort
transcription, which imposes a negative feedback on the transcription process.
For a riboswitch to function with a large dynamic range, transcription levels should change
significantly as the [M] increases from a low to high value. (i) In the high [M], RNA transcript
in the aptamer folded state binds a metabolite with kb[M ]. In FNM-riboswitch, small k−b value
results in the formation of a terminator stem, which subsequently terminates transcription. (ii)
In the low [M] limit, the aptamer folded state is mostly unbound and can remain folded until
transcription termination or can fold to the antiterminator state, enabling the synthesis of full
RNA transcript. The levels of transcription termination are thus controlled by the transition
rates between the aptamer folded and unfolded states (kf1, k−f1, kf2, k−f2). Equilibrium between
B2 and B
∗
2 can be reached only if the rate of transcription is much slower than the rates of
folding/unfolding and metabolite binding. By varying the rate of transcription, which can be
experimentally realized by adding transcription factors such as NusA [34], it may be possible
to drive the cotranscriptional folding of riboswitch from kinetic to thermodynamic control.
However, for realistic values of the various rates in Fig.6 we predict that transcription in vivo is
under kinetic control.
In the presence of a negative feedback loop the concentration of target metabolites is also
regulated by gene expression. Under nominal operating conditions (γ2 = kt2/k−f2 ∼ 0.01− 0.1)
binding of target metabolites, products of the downstream gene that riboswitches regulate, sig-
nificantly suppresses the expression of proteins. Negative feedback suppresses the protein level
by about half relative to the case without feedback. In vivo, the presence of RNA binding
proteins, such as NusA [34], may increase the pausing times, thus effectively reducing the tran-
scription rates. Thus, the repression of the protein level by the riboswitch through metabolite
binding may be up to 10-fold. Faster RNA folding and unfolding rates than those we obtained
may also increase the suppression by negative feedback and broaden the range of transcription
rates over which maximal suppression occurs. These predictions are amenable to experimental
test.
In response to changes in the active operon level, the negative feedback speeds up the response
time of expression and modestly reduces the percentage change in the protein level relative to
change in the operon level. The steady-state level of expression for autoregulation varies as a
square root of the DNA concentration. Adaptive biological systems may minimize the variation
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in gene expression to keep the systems functioning normally even when the environments change
drastically. One may need to consider more complex networks than the single autoregulation in
the transcription network to find near perfect adaptation to the environmental change [35].
The effect of negative feedback accounting for the binding of metabolites, which themselves
are the product of genes that are being regulated. Our previous work showed that because of
the interplay of a number of time scales determining the riboswitch function at the system there
are many scenarios that can emerge, which can be encapsulated in terms of a dynamic phase
diagram. An example dynamic phase diagram (for a full discussion see [33]) in terms of the
transcription rates ktrxn, kf , k−f , kb[M ] illustrates the complexity of the transcription process.
The interplay between folding of RNA transcripts, transcription, and metabolite binding regulate
the expression of P , which can be quantified using the production of the protein, [P ], on the
transcription rates and the effective binding rate kb[M ]. The dynamic phase diagram in Fig.
4B, calculated by varying both kt1 (kt2) and kb with the equilibrium binding constant of the
metabolite to the aptamer fixed to KD = 10 nM, a value that is appropriate for FMN [3]. We
expect that after the aptamer sequence is transcribed, the formation of the aptamer structure is
the key step in regulating transcription termination. Thus, regulation of [P ] should be controlled
by the folding rate kf1 ,the effective metabolite binding rate, and kt1 for regulation of [P ]. Figure
4B shows three regimes for the dependence of [P ] on kt1 and kb[M ]. In regime I, kt1 > kf1, the
folding rate is slow relative to transcription to the next stage (Fig. 1), which implies that
the aptamer structure does not form on the time scale set by transcription. The dominant
flux is from B to B2, which leads to high probability of fully transcribed RNA downstream
because of the low transition rate from B2 to B
∗
2 . The metabolite binding has little effect on
protein expression in this regime, particularly for large kt1/kf1, and hence the protein is highly
expressed. In regime II, kb[M ] < kt1 < kf1, the aptamer has enough time to fold but metabolite
binding is slow. The dominant flux is B → B∗ → B∗2 , leading to formation of antiterminator
stem (B∗2 → B2) or transcription termination (B∗2 → B∗2t). The expression level of protein is
thus mainly determined by k−f2 and kt2, and the protein production is partially suppressed
in this regime. In regime III, kt1 < kf1 and kt1 < kb[M ], the aptamer has sufficient time to
both fold and bind metabolite, the dominant pathway is B → B∗ → B∗M → B∗2M , leading
to transcription termination. The protein production is highly suppressed in this regime. The
arrow shows that for parameters that are appropriate for FMN riboswitch (see Tables 1 and
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Table 2 in [33](kt1 fall on the interface of regime I and regime III. The metabolite binding fails
to reach thermodynamic equilibrium due to low dissociation constant. However, the effective
binding rate is high because the steady state concentration of metabolites (∼ 25 µM) is in large
excess over RNA transcripts. Thus, the riboswitch is kinetically driven under this condition
even when feedback is included.
VII. CONCLUDING REMARKS
Based on our previous works, we have provided broad overview, from atomic scale to systems
level, of how the complex dynamics of riboswtiches emerge depending many inter-related rates.
At the atomic scale, dynamics of the surface water around riboswitches plays critical role in
inducing the local fluctuation in the riboswtich. At the level of single riboswitch, we have
shown that explicit simulations of riboswitches, in conjunction with single molecule experiment,
is a powerful tool to understand the conformational dynamics of riboswtich both with and
without metabolites. At the systems level, in which the minimal model of cellular environment
is considered, the dynamics of riboswitches in isolation are modulated by a number of factors,
which is made explicit by the kinetic network model of FMN riboswitch. Our collective works
show that combination of theory, experiments, and simulations are needed to understand the
function of riboswitches under cellular conditions.
Riboswitches also provide novel ways to engineer biological circuits to control gene expression
by binding small molecules. As found in tandem riboswitches [36, 37], multiple riboswitches can
be engineered to control a single gene with greater regulatory complexity or increase in the
dynamic range of gene control. Synthetic riboswitches have been successfully used to control
the chemotaxis of bacteria [38]. Our study provides a physical basis for not only analyzing
future experiments but also in anticipating their outcomes.
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Transcription regulation Translation regulation
FIG. 1: Principles of transcription and translation regulation by OFF-riboswitches. (A) Metabolite
binding to the aptamer domain results in the formation of the terminator hairpin exposing a stretch
of Uracil nucleotides. The polymerase disengages from the gene, thus terminating transcription. (B)
Binding of the metabolite encrypts the Ribosome Binding Site (RBS) preventing the ribosome to
initiate translation. The figure adapted from Ref.[39].
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FIG. 2: a. The data for the dynamics of water HBs (left) and Na+ (right) with base, ribose, and
base (left) are described by the appropriate auto-correlation functions. b. Temperature dependence
of water HB relaxation time of bulk water and around four nucleotides, 24U, 29A, 33C, and 35A or
PreQ1. Arrhenius fits are made to T > 200 K for the four nucleotide and bulk water. Alternatively, the
relaxation dynamics of bulk water HB can be fit using the Vogel-Fulcher-Tamman (VFT) equation over
the full range of temperatures (dashed line) [19]. c. Water dynamics induced fluctuations of a base pair.
The status of base pair (N1A3–N3U24), quantified by calculating logistic function ϕ(r) = (1+e
(r−r0)/σ)−1
as well as distance r, shows apparent fluctuations, whose time scale is ∼ 10 ns. Figures adapted from
Refs.[19, 20]
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FIG. 3: Force-induced dynamics of add A-riboswitch (RS). a. Structure of the conserved domain of
purine riboswitch containg a three way junction. On the left is the secondary structure map and on the
right the three dimensional structure is shown. b. Force-extension curves (FECs) obtained by pulling
the RS at loading rate of 960 pN/s in the presence (left) and absence (right) of metabolite. The FEC in
red on the right panel was obtained during the refolding of the RS while the exerted force is reduced. c.
Free energy profile F (z) with (red) and without (blue) the metabolite. d. Force-dependent transition
rates. The data points are directly from simulation; The lines were obtained by calculating mean first
passage time using F (z) with a force-independent diffusion constant, which was calibrated by equating
the theoretical and simulation rates. Figure adapted from Ref.[6]
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ligand.24,25 The SAM-III riboswitch, found in the metK gene
(which encodes SAM synthetase) from Lactobacillales species,
inhibits translation by sequestering the Shine−Dalgarno (SD)
sequence (Figure 1), which is essential for engaging the 30S
ribosomal subunit for translation initiation.21 When SAM is
bound, the somewhat atypical SD sequence (GGGGG shown
in the blue shaded area in Figure 1A) is sequestered by base
pairing with the anti-SD (ASD) sequence, which hinders the
binding of the 30S ribosomal subunits to mRNA. In the
absence of SAM (Figure 1C shows the metabolite), the
sequence outside the binding domain is involved to enable the
riboswitch to adopt an alternative folding pattern, in which the
SD sequence is exposed and free to bind the ribosomal
subunit.26 In this sense, SAM-III is an OFF switch for
translation, in contrast to add A-riboswitch, which is an ON
switch for translation. Regulation of gene expression, which
depends on the concentration of SAM, is determined by
competition between the SD-ASD pairing and loading of
ribosomal subunit onto the SD sequence. In order to function
as a switch, the SD sequence has to be exposed for ribosome
recognition, which implies that at least part of the riboswitch
structure accommodating SAM III has to unfold (Figure 1).
Thus, it is important to quantitatively determine the folding
landscape and the rates of conformational transitions between
the ON and OFF states of the SAM-III riboswitch to
understand its function.27
Single molecule pulling experiments have produced the
folding landscapes of several riboswitches27 including the two
(add and pbuE) that bind the metabolite purine.28,29 Although
both these riboswitches are structurally similar their folding
landscapes are different, which in part explains the remarkable
discriminating capacity of the two riboswitches. These
experiments and related computations8 demonstrated that
quantitative insights into functions of riboswitches may be
obtained by understanding the detailed folding landscapes of
metabolite induced conformational change in the riboswitches.
Our predictions for the free energy profile for add A-riboswitch
were nearly quantitatively validated using laser optical tweezer
experiments.29 In addition, our theory that the stability of
isolated helices in the three-way junction determines the order
of unfolding of the paired helices in the add and pbuE A-
riboswitches explained the differences in the measured
sequence-dependent folding landscapes.
Here, we study the force-triggered unfolding and refolding of
SAM-III riboswitch using a coarse-grained self-organized
polymer (SOP) model using Langevin dynamics simula-
tions.30,31 The method has been successfully applied to
determine the sequence-dependent folding landscapes of the
purine riboswitch aptamers and other RNA structures.8,30 We
use similar models to make a number of predictions for future
single molecule laser optical tweezer (LOT) experiments for
SAM-III riboswitch. (i) The force-dependent free energy
profiles as a function of extension of SAM-III show two
intermediates, besides the unfolded and folded states, which are
populated both in equilibrium and kinetic simulations. Binding
of SAM greatly stabilizes the native state and increases the
barrier to formation of alternate structures required to function
as a switch. (ii) Remarkably, we find that the free energy
profiles along with an estimate of a collective diffusion
coefficient can be used in the theory of first passage times to
predict the hopping rates between the states of SAM-III, in
quantitative agreement with simulations. (iii) We implement a
novel force stretch−quench protocol to resolve elusive states
that may be difficult to detect in conventional (force ramp or
force clamp) single molecule pulling experiments. (iv) The
simulated folding landscapes and transition rates are used to
produce a model for function of SAM-III riboswitch,
demonstrating that the function of this riboswitch is under
thermodynamic control.
■ RESULTS AND DISCUSSION
Structures of SAM-III Riboswitch in the Simulations.
The SAM-III riboswitch, with an inverted Y-shape, has four
helices, P1, P2, P3, and P4 (Figure 1), in the SAM-bound
(‘OFF’) state. The metabolite, SAM, is bound to the three-way
junction formed by helices P1, P2, and P4. We calculated the
complete folding landscape of the binding domain of the SAM-
riboswitch using the native structure with SAM bound from the
crystal structure25 (PDB code: 3E5C). In order to decipher the
rates of switching between the ‘ON’ and ‘OFF’ states, we also
performed simulations without SAM bound. The native
structure of the metabolite-free riboswitch aptamer for coarse-
grained simulations was taken from the equilibrated structure
generated during a 50 ns all atom molecular simulation run
starting from the bound-state crystal structure (3E5C) with
SAM removed. The full SAM-III riboswitch favors an
alternative folding pattern with the SD sequence free to engage
the ribosomal subunit in the absence of SAM. However, to
function as a switch the RNA has to allosterically change its
conformation to an ensemble of structures committed to bind
the metabolite. Thus simulations in the presence and absence
of SAM are needed to describe the molecular basis of function.
Force-Ramp Simulations. In the absence of the
metabolite, the force−extension curve (FEC), at a constant
loading rate of 96 pN/s, shows that there are two intermediate
states, with extension z ∼ 14 and 9 nm (black curve in Figure
2A). At the unfolding force of ∼9 pN, helices P1 and P4
Figure 1. (A) The secondary structure of SAM-III riboswitch. The
blue shaded area shows the SD sequence, GGGGG. (B) The tertiary
structure of SAM-III riboswitch. (C) The structure of the metabolite
SAM, which in the coarse-grained simulations is represented using two
interaction centers corresponding to the regions shown in red dotted
lines. One of the centers corresponds to the adenosol (base and the
ribose on the right) and the other represents the methionine moiety
on the left.
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SAM III
rupture in a single step, and at f ∼ 10 − 11 pN, a second
unfolding step occurs, resulting in the unraveling of P2. Helix
P3 unfolds fully only when f exceeds beyond 12 pN. When
SAM is bound, the riboswitch unfolds cooperatively in a single
step at f ∼ 16 pN (Figure 2A). The distribution of histograms
of extensions (blue curve in Figure 2A), shows the presence of
two intermediate states ahead of global unfolding. The peak, at
z ∼ 9 nm, corresponds to rupture of P1 and P4 helices (see
below for additional evidence), which are the initial u foldi g
events. At this stage of unfolding P2 and P3 are still intact. The
last helix to unfold is P3, corresponding to the peak at z ∼ 14
nm. Thu , upon unfolding at a constant loading rate, the
hierarchical unfolding pathway of SAM-III riboswitch is F →
ΔP1ΔP4 → ΔP2 → U, where ΔP1ΔP4 means helices P1 and
P4 are ruptured, and ΔP2 represents additional unfolding of P2.
At this stage, we note that pulling at a constant loading rate
does not resolve the order of rupture of P1 and P4, an issue that
we address below using a different protocol to alter forces.
The order of unfolding is also reflected in the unfolding
dynamics, which is illustrated for a representative trajectory in
Figure 2B using the time dependent changes in the number of
contacts involving the helices. In particular, the intermediate
states, at z ∼ 14 and 9 nm are identified, by tracking the
number of contacts within the helices (Figure 2B). The order
of unfolding, represented by rupture of contacts involving the
helices, shows that P1 and P4 are the first to unfold, occurring
nearly simultaneously. Subsequently, P2 is d sta ilized, which is
then followed by P3 unfolding. Thus, both in FEC as well as in
the unfolding trajectories SAM-III unfold by the same route.
After the riboswitch is completely unfolded, we reduced the
force, with the same loading rate but with the opposite sign, to
initiate refolding. During the refol ing process, the two
intermediate states with extension, z = 14 and 9 nm,
corresponding to P3 and P2/P3 folded states, respectively,
are formed. Taken together, these results demonstrate that the
same intermediates are populated during the folding and
u folding proce ses. Therefore, we conclude that these are
equilibrium intermediates in the protocol used in our pulling
simulations.
Refolding upon Stepwise Reduction in Force. In single
molecule pulling experiments different protocols can be used to
quench the force fr m high to low values.32,33 Using a stepwise
reduction in force (Figure 3A), we initiated refolding to
determine the order of folding of SAM-III riboswitch. Starting
from f = 19 pN, we decreased the force by 1 pN every 17.7 ms
(Figure 3A), which corresponds to a loading rate of ∼56 pN/s.
A ample folding trajectory, measuring the end-to-end distance
(or extension) of the SAM-III riboswitch as a function of time
(Figure 3B), shows that when the force is decreased to a value
<16 pN, z(t) decreases to ∼14 nm, which signals folding of P3.
Note that formation of P3 when z ∼ 14 nm (Figure 3B)
corresponds to the peak at the same distance in Figure 2A,
reporting the histograms of z during pulling simulations at a
constant loading rate. Only at t > 90 ms there are signs of
formation of P2 (indicated by a small plateau at z ∼ 9 nm in
Figure 3B,C, and a peak in P(z) at the same distance in Figure
2A). At f ∼ 14 pN, P4 and P1 fold nearly simultaneously
(indicated by gray lines in z(t) in Figure 3B). Thus, even the
protocol involving a stepwise reduction of force cannot fully
resolve the folding of P1 and P4 because they form nearly
concurrently.
If the value of the force is fixed at f = 13 pN the riboswitch
hops between the four states (U, P3, P2/P3, and F) (Figure
3C). Interestingly, Figure 3C shows that there is no direct
transition to the f lded stat from either U or P3. In contrast,
P2/P3 state (blue color, z ∼ (8 − 10 nm)) is kinetically
connected to both the F and U states. Thus, it is likely that the
major transition state to unfolding involves the rupture of P3/
P2 states.
We also simulated the refolding of SAM-III riboswitch by
quenching the force from an initial high force to a constant low
force value in a single step. When the force is quenched from
20 to 0 pN, a completely unfolded SAM-III riboswitch is fully
Figure 2. (A) FEC for SAM-III riboswitch in the absence of
metabolite (in black) when stretched at a constant loading rate of 96
pN/s. The distribution of the extension (shown in blue) during the
force ramp simulation shows multiple intermediate states: (i) F, the
folded state; (ii) P2/P3, where only P2 and P3 are folded; (iii) P3,
where only P3 is folded; and (iv) U, unfolded st te. Th red curve is
FEC with SAM bound. (B) Average number of contacts (over every
100 time steps at which coordinates are recorded) within different
helices as a function of time for the riboswitch without SAM during a
force ramp simulation. We define that two nucleotides form a contact
if the distance between them is less than Rc = 1.3 nm.
Figure 3. (A) Step wise reduction in force starting from an initial
stretch force fs to a final quench force fq. The force starts at fs = 19 pN
and decreases by 1 pN for every 17.7 ms until fq = 12 pN is reached.
(B) End-to-end distance as a function of time for the refolding of the
riboswi ch in the presence of metabolite SAM upon stepwise decrease
of force as shown in (A). (C) A blowup of the time traces of the
extension from (B) between t = 100 and 130 ms, during which the f is
reduced to 13 pN. Hopping between multiple values of the extension
is seen.
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b
agreement to those obtained from time traces of extension, as
shown in Figure 6B. The force at w ich kF→P2/P3 ≈ kP2/P3→F,
without SAM, is about 9 pN, and the associate en rgy barrier
for leaving the folded state is about 6kBT. T e transiti rate is
about 102 − 103 s−1. Binding of SAM stabilizes the folded state,
and increases the energy barrier for escaping from the folded
state by ∼3kBT, which reduces the rate of F→ P3 transition by
2 orders of magnitude at f = 9 pN. The force at which kF→P2/P3
≈ kP2/P3→F increases to ∼13 pN. The estimated transition rate
for the F → P2/P3 transition, at zero force, is on the order of
10 s−1. With the binding of SAM, the rate of unfolding P1 and
P4 decreases significantly (by nearly 3 orders of magnitude)
due to the deeper well of the folded state and higher energy
barrier for transition from the folded state. This stabilizes the
formation of helices P1 and P4 and hinders the binding of 30S
ribosomal subunits to the SD sequence of the SAM-III
riboswitch. Consequently, translation is inhibited.
The folding landscape of the SAM-III riboswitch shows that
rupture of P3 is the last step on global unfolding and only can
be disrupted when f > 12 pN. This is relevant because switching
between alternative folding patterns, controlled by the
metabolite concentration, for a full SAM-III riboswitch only
involves the unfolding of P1, P4, and P2.26 Helix P3 is folded in
both the ‘OFF’ and the ‘ON’ states, which leads to the
conclusion that P3 is stable during translation.
Force Stretch−Quench ( fs−fq) Cycles. In the conven-
tional use of the single molecule force spectroscopy (SMFS)
(force ramp or force clamp) only those states that are
populated in the accessible force range can be determined.
The ability to resolve all accessible states is determined by a
number of factors including the drag on the beads, handle
characteristics, and instrumental time resolution. In order to
decipher if hidden states are populated, it is possible to use
SMFS in unconventional ways. We showed elsewhere35 that
force pulses during stretch−quench cycles can be used to
uncover elusiv states through which the biomolecule folds (see
Figures 7 and 8 for schematic illustrations). We started from a
fully unfolded riboswitch, prepared at a high stretching force, fs,
and quenched the force to fq, smaller than the critical unfolding
force, fc, for a time period tq to initiate refolding. We then
increased the force to fs (>fc ≈ 12 pN for SAM-III riboswitch)
rapidly, until the riboswitch was completely unfolded, and then
quenched the force again. By repeating this process for varying
time period, tq, folding can be interrupted, and the states that
Figure 6. (a) Free energy profiles as a function of z for SAM-III
riboswitch without (red) and with (purple) SAM at f = 9 pN. Without
SAM, the folded state is slightly more stable than P2/P3 and P3 states
by 1−2 kcal/mol. Binding of SAM significantly increases the stability
of the folded state. (B) Transition rates between the folded state (F)
and P2/P3 (both P2 and P3 are folded, but P1 and P4 disrupted)
states without and with bound SAM. The lines show the rates
calculated using eq 1, and the symb ls are the rates obtai ed directly
fro an ensemble of folding trajecto ies, z(t). The diffusion coefficient
is chosen as D ∼ 1.24 × 105 nm2/s by equating the rates of F→ P2/P3
transition at f = 8 pN calculated by t e two different methods. In the
absence of SAM, the transition rate between F and P2/P3 state is
∼102−103 s−1 at f ∼ 9 pN. The SAM binding stabilizes the folded state
and reduces the F → P2/P3 transiti n rate by 2 orders of magnitude.
Figure 7. (A) A sample trajectory of the end-to-end distance as a function of time for the riboswitch in the presence of SAM during the stretch−
quench ( fs−fq) cycles with tq = 0.07 ms, fs = 20 pN, and fq = 0 pN. The green line represents the force changes during the fs−fq cycles. (B) Same as
(A) except tq = 0.5 ms. Comparison of (A) and (B) shows fingerprint of states in (A) but are hidden in (B). (C) Distributions, P(τU) of unfolding
times for the RNA riboswitch with SAM bound obtained during the fs−fq cycles (see (A) and (B)) with relaxation time period, tq = 0.01, 0.03, 0.07,
0.2, and 0.5 ms. During tq the force f = fq = 0 pN. For tq in red P(τU)s are invariant, which means that these tq values are large enough for the RNA to
f ld.
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agreement to those obtained from time traces of extension, as
shown in Figure 6B. The force at which kF→P2/P3 ≈ kP2/P3→F,
without SAM, is about 9 pN, and the associated energy barrier
for leaving the folded state is about 6kBT. The transition rate is
about 102 − 103 s−1. Binding of SAM stabilizes the folded state,
and increases the energy barrier for escaping from the folded
state by ∼3kBT, which reduces the rate of F→ P3 transition by
2 orders of magnitude at f = 9 pN. The force at which kF→P2/P3
≈ kP2/P3→F increases to ∼13 pN. The estimated transition rate
for the F → P2/P3 transition, at zero force, is on the order of
10 s−1. With the binding of SAM, the rate of unfolding P1 and
P4 decreases significantly (by nearly 3 orders of magnitude)
due to the deeper well of the folded state and higher energy
barrier for transition from the folded state. This stabilizes the
formation of helices P1 and P4 and hinders the binding of 30S
ribosomal subunits to the SD sequence of the SAM-III
riboswitch. Consequently, translation is inhibited.
The folding landscape of the SAM-III riboswitch shows that
rupture of P3 is the last step on global unfolding and only can
be disrupted when f > 12 pN. This is relevant because switching
between alternative folding patterns, controlled by the
metabolite concentration, for a full SAM-III riboswitch only
involves the unfolding of P1, P4, and P2.26 Helix P3 is folded in
both the ‘OFF’ and the ‘ON’ states, which leads to the
conclusion that P3 is stable during translation.
Force Stretch−Quench ( fs−fq) Cycles. In the conven-
tional use of the single molecule force spectroscopy (SMFS)
(force ramp or force clamp) only those states that are
populated in the accessible force range can be determined.
The ability to resolve all accessible states is determined by a
number of factors including the drag on the beads, handle
characteristics, and instrumental time resolution. In order to
decipher if hidden states are populated, it is possible to use
SMFS in unconventional ways. We showed elsewhere35 that
force pulses during stretch−quench cycles can be used to
uncover elusive states through which the biomolecule folds (see
Figures 7 and 8 for schematic illustrations). We started from a
fully unfolded riboswitch, prepared at a high stretching force, fs,
and quenched the force to fq, smaller than the critical unfolding
force, fc, for a time period tq to initiate refolding. We then
increased the force to fs (>fc ≈ 12 pN for SAM-III riboswitch)
rapidly, until the riboswitch was completely unfolded, and then
quenched the force again. By repeating this process for varying
time period, tq, folding can be interrupted, and the states that
Figure 6. (a) Free energy profiles as a function of z for SAM-III
riboswitch without (red) and with (purple) SAM at f = 9 pN. Without
SAM, the fold d state is sligh ly more stable than P2/P3 and P3 states
by 1−2 kcal/mol. Binding of SAM significantly increases the stability
of the folde stat . (B) Transition rates between the folded state (F)
and P2/P3 (both P2 and P3 are folded, but P1 and P4 disrupted)
states without and with bound SAM. The lines show the rates
calculated using eq 1, and the symbols are the rates obtained directly
from an ensemble of folding trajectories, z(t). The diffusion coefficient
is chosen as D ∼ 1.24 × 105 nm2/s by equating the rates of F→ P2/P3
transition at f = 8 pN calculated by the two different methods. In the
absence of SAM, the transition rate between F and P2/P3 state is
∼102−103 s−1 at f ∼ 9 pN. The SAM binding stabilizes the folded state
and reduces the F → P2/P3 transition rate by 2 orders of magnitude.
Figure 7. (A) A sample trajectory of the end-to-en dist nce as a function of time for the riboswitch in the presence of SAM during the stretch−
quench ( fs−fq) cycles with tq = 0.07 ms, fs = 20 pN, and fq = 0 pN. The green li e represents the force changes during the fs−fq cycles. (B) Same as
(A) except tq = 0.5 ms. Comparison of (A) and (B) shows fingerprint of states in (A) but are hidden in (B). (C) Distributions, P(τU) of unfolding
times for the RNA riboswitch with SAM bound obtained duri g the fs−fq cycles (see (A) and (B)) with relaxation time period, tq = 0.01, 0.03, 0.07,
0.2, and 0.5 ms. During tq the force f = fq = 0 pN. For tq in red P(τU)s are invariant, which means that these tq values are large enough for the RNA to
fold.
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rupture in a single step, and at f ∼ 10 − 11 pN, a second
unfolding step occurs, resulting in the unraveling of P2. Helix
P3 unfolds fully only when f exceeds beyond 12 pN. W en
SAM is bound, the riboswitch un lds cooperatively i a si gle
step at f ∼ 16 pN (Figure 2A). The distribution f histograms
of extensions (blue curve in Figure 2A), shows the presence of
two intermediate states ahead of global unfolding. The peak, at
z ∼ 9 nm, corresponds to rupture of P1 and P4 helices (see
below for additional evidence), which are the initial unfolding
events. At this stage of unfolding P2 and P3 are still intact. The
last helix to unfold is P3, corresponding to the peak at z ∼ 14
nm. Thus, upon unfolding at a constant loading rate, the
hierarchical unfolding pathway of SAM-III riboswitch is F →
ΔP1ΔP4 → ΔP2 → U, where ΔP1ΔP4 means helices P1 and
P4 are ruptured, and ΔP2 represents additional unfolding of P2.
At this stage, we note that pulling at a constant loading rate
does not resolve the order of rupture of P1 and P4, an issue that
e address below using a diff rent protocol to alter forces.
The order of unfolding is also reflected in the unfolding
dynamics, which is illustrated for a representative trajectory in
Figure 2B using the time dependent changes in the number of
co tacts involving the helices. In particular, the intermediate
states, at z ∼ 14 and 9 n are identified, by tracking the
number of contacts within the helices (Figure 2B). The order
of unfolding, represented by rupture of contacts involving the
helices, shows that P1 and P4 are the first to unfold, occurring
nearly simultaneously. Subsequently, P2 is destabilized, which is
then followed by P3 unfolding. Thus, both in FEC as well as in
the unfolding trajectories SAM-III unfold by the same route.
After the riboswitch is completely unfolded, we reduced the
force, with the same loading rate but with the opposite sign, to
initiate refolding. During the refolding process, the two
intermediate states with extension, z = 14 and 9 nm,
corresponding to P3 and P2/P3 folded states, respectively,
are formed. Taken together, these results demonstrate that the
sam intermediates are populated during the folding and
unfolding processes. Therefore, we conclude that these are
equilibrium intermediates in the protocol used in our pulling
simulations.
Refolding upon Stepwise Reduction in Force. In single
molecule pulling experiments different protocols can be used to
quench the force from high to low values.32,33 Using a stepwise
reduction in force (Figure 3A), we initiated refolding to
determine the ord r of folding of SAM-III riboswitch. Starting
from f = 19 pN, we decrease the force by 1 pN every 17.7 ms
(Figure 3A), which corresponds to a loading rate of ∼56 pN/s.
A sample folding trajectory, measuring the end-to-end distance
(or extension) of the SAM-III riboswitch as a function of time
(Figure 3B), shows that when the force is decreased to a value
<16 pN, z(t) decreases to ∼14 nm, which signals folding of P3.
Note that formation of P3 when z ∼ 14 nm (Figure 3B)
corresponds to the peak at the same distance in Figure 2A,
reporting the histograms of z during pulling simulations at a
constant loading rate. Only at t > 90 ms there are signs of
formation of P2 (indicated by a small plateau at z ∼ 9 nm in
Fi ure 3B,C, and a peak in P(z) at the same distance in Figure
2A). At f ∼ 14 pN, P4 and P1 fold nearly simultaneously
(indicated by gray lines in z(t) in Figure 3B). Thus, even the
protocol involving a stepwise reduction of force cannot fully
resolve the folding of P1 and P4 because they form nearly
concurre tly.
If the value of the force is fixed a f = 13 pN the ri itch
hops between the four states (U, P3, P2/P3, and F) (Figure
3C). Interesti gly, Figure 3C shows that there is no irect
transition to the folded state from either U or P3. I contrast,
P2/P3 state (blue color, z ∼ (8 − 10 nm)) is kinetically
connected to both the F and U states. Thus, it is likely that the
major transition state to unfolding involves the rupture of P3/
P2 states.
We also simulated the refolding of SAM-III riboswitch by
quenching the force from an initial high force to a constant low
force value in a s n le step. Wh n the force is quenched from
20 to 0 pN, a completely unfolded SAM-III riboswitch is fully
Figure 2. (A) FEC for SAM-III riboswitch in th absence of
metabolite (in black) when stre ched at a constant l ading rate f 96
pN/s. The distribution of the extension (shown in blue) during the
force ramp simulation shows multiple intermediate states: (i) F, the
folded state; (ii) P2/P3, where only P2 and P3 are folded; (iii) P3,
where only P3 is folded; and (iv) U, unfolded state. The red curve is
FEC with SAM bound. (B) Average number of contacts (over every
100 time steps at which coordinates are recorded) within different
helices as function of time for the riboswitch with ut SAM during a
force ramp simulation. We define that two nucleot des form a contact
if the distance between them is less than Rc = 1.3 nm.
Figure 3. (A) Step wise reduction in force starting from an i itial
stretch force fs to a final quench force fq. The force starts at fs = 19 pN
and decreases by 1 pN for every 17.7 ms until fq = 12 pN is reached.
(B) End-to-e d distance as a function of time for the refolding of the
ribosw tch in the presence of metabolite SAM upon stepwise decrease
of force as shown in (A). (C) A blowup o the time traces of the
extension from (B) between t = 100 and 130 ms, d ri g whic the f is
re uced to 13 pN. Hopping between multiple values of the extension
is see .
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FIG. 5: Dynamics of SAM-III riboswitch under force a. Structure f SAM-III RS. The blue shaded
area on the left indicates the Shine-Dalgarno sequence recognized by the ribosome. b. Simulated
force-extension curve of SAM-III riboswitch in he absence of metabolite (bl ck) produced at rf = 96
pN/s. The distribution of molecular extensi n (z) during the pulling simulation is shown in blu at
the bottom. FEC in red was produced in the pr sence of metabolite at the binding pocket. c. Averag
nu ber of contacts in each helix from P1 to P4. d. Fre energy profile at zero force calculated from
streching simulation with and without metabolite (SAM) in the binding pocket. e. Transition rates
between F and P2/P3 states at varying force . The data point are from xplicit simula ions. The
lines were obtaine from mean first passage time calculation on F (z). Figur adapted fr m Ref.[40]
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transcription, cotranscriptional RNA folding, and metabolite binding, to
a few key kinetic steps (Fig. 1). Without feedback, the first stage is the tran-
scription of the aptamer domain (B). The antiterminator sequence is tran-
scribed ðB2Þ in the second step. At each stage, the aptamer domain of the
RNA transcript can either cotranscriptionally fold or unfold. Only when
the aptamer domain is folded (B#, B#2) can the RNA transcript bind the
metabolite (M). At the second stage, when the aptamer domain is unfolded,
the RNA transcript is in an alternative folding pattern with the formation of
the antiterminator stem ðB2Þ. The final stage of the transcription occurs
when the terminator sequence is transcribed ðRiÞ. If the terminator sequence
is transcribed following B2, the antiterminator structure prevents the forma-
tion of a terminator stem and the transcription proceeds until the down-
stream coding region is fully transcribed ðRf Þ. If the terminator sequence
is transcribed following B#2 or B
#
2M, the absence of antiterminator allows
the terminator to form, which subsequently leads to the dissociation of
RNA transcript (B#2t and B
#
2tM) from the DNA template and terminates
the transcription. The feedback effect involved with translation and metab-
olite synthesis will be discussed in later sections.
To assess how the metabolite concentration, ½M%, regulates transcription
termination, we computed the fraction of terminated transcript, fter , given an
initial concentration of RNA transcript with aptamer sequence transcribed
(B). Some of the rate constants can be estimated from the in vitro experi-
ments (9) for FMN riboswitches, which we use to illustrate the efficacy
of the theory. The experimental values of the FMN association rate constant
kb for the FMN aptamer is & 0:1 mM'1s'1, and the dissociation rate
constant k'b is & 10'3 s'1, giving the equilibrium KDhk'b = kb ¼ 10
nM. RNA polymerases (RNAP) pause at certain transcription sites during
transcription. There are two pause sites for the FMN riboswitch, one after
the aptamer domain sequence with a lifetime of the paused complex being
~10 s, and the other at the end of the antiterminator sequence with a lifetime
~1 min. To approximately account for the pause times in our simplified
model, we observe that B2 represents the transcript of the FMN riboswitch
with part of the antiterminator out of RNAP, when RNAP pauses at the
second pause site. Even with only part of the antiterminator sequence,
the transcript still has high probability of forming alternate folding patterns
(9), similar to a full antiterminator sequence. Hence, we set the effective
transcription rates kt1 ¼ 0:1 s'1 and kt2 ¼ 0:016 s'1, which reflects the
pause times for the FMN riboswtich (see Fig. 1 B for additional explanation
of this approximation).
Extraction of minimal set of parameters from
in vitro transcription experiments
To make testable predictions using our model, we need estimates of the co-
transcriptional folding and unfolding rates of the aptamer B as well as B2,
the aptamer with the antiterminator sequence. The kinetic model described
mathematically in the Supporting Material can be used to extract parame-
ters that most closely fit the measured dependence on ½M% for the FMN
riboswitch (9). When the aptamer sequence is transcribed, the transcript
favors the aptamer folded state, and when the antiterminator sequence is
transcribed, the folding pattern changes in favor of forming the antitermina-
tor stem with disruption of the aptamer folded structure (9). Thus, there are
restraints on the folding rates, kf1>k'f 1 and kf 2<k'f 2. We also assume the
same association (dissociation) rate constant for metabolite binding to B#,
B#2, and B
#
2t because there is little change in the results when the values of
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FIGURE 1 (A) Kinetic network model for RNA
transcription mediated by riboswitches. The leader,
upstream of the protein-coding gene, consists of
sequences that can be transcribed to the aptamer
domain (B), antiterminator ðB2Þ and terminator
region ðRiÞ of the riboswitch. After transcription
initiation, elongation, folding of RNA transcript,
and metabolite binding are simplified to several
key steps. Starting from the transcript B, where
the aptamer sequence is transcribed, transcription
can continue to B2 (antiterminator sequence tran-
scribed) at a transcription rate constant kt1. Further
elongation through the terminator sequence with
transcription rate constant kt2 results in the
synthesis of full RNA without termination. Ri is
the transcript with the sequence of the protein-
coding region starting to be transcribed, and even-
tually grows to Rf , the full protein-coding region
transcribed, with a rate of kt3. Besides transcription
elongation, each of the transcript states, B and B2,
can form states with aptamer domain folded (B#
and B#2) with a folding rate of kf 1 and kf 2, respec-
tively. The aptamer folded states can bind metabo-
lite (M) leading to the bound states (B#M and B#2M)
with association rate constant kb. The transcripts
in state B#2 and B
#
2M can continue elongating until
the terminator sequence is transcribed with their
expression platform forming a transcription terminator stem and dissociate from the DNA template terminating transcription, with a rate of kter (B#2t and
B#2tM). The fraction of transcription termination, fter , is determined from the amount of the terminated transcripts (in green block) versus nonterminated tran-
scripts (in blue block). In the presence of a negative feedback loop (steps included by the box in dashes) additional biochemical steps have to be included. In
this case after RNA is fully synthesized, it can produce protein P at a rate k2 or get degraded with a rate kd1. The fate of P is either degradation (rate kd2) or
production of an inactive metaboliteM0, which is activated by the enzyme (E) encoded by the gene OF. The activated enzyme can bind to the folded aptamer
and can abort transcription. (B) Simplification of the step from B2 to Ri for FMN riboswitch. In the application to FMN riboswitch, B2 represents the transcript
out of the RNA polymerase at the second pause site (9). The step B2/Ri is a simplification of the potential multiple chemical process, including pausing and
emerging of the antiterminator sequence ðB2/B3Þ, and transcription to the terminator sequence ðB3/RiÞ. The rate kt2 is approximated as the pausing rate
kp, because pausing is likely to be the rate-limiting step in the transcription process.
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FIG. 6: a. Kinetic network model for transcription regulated by “OFF”-riboswitches. b. Dependence
of protein production on the network pa ame rs with “n gative feedback” (kf1 = 0.1 s
−1, k−f1 = 0.04
s−1, kf2 = 2.5 × 10−3 s−1, k−f2 = 0.04 s−1, kt1 = 0.1 s−1, kt2 = 0.016 s−1, kb = 0.1 µM−1s−1,
k−b = 10−3 s−1, kt3 = 0.01 s−1, K1 = 0.016, k2 = 0.3 s−1, k3 = 0.064 s−1, kd1 = 2.3 × 10−3 s−1,
kd2 = 2.7 × 10−4 s−1, kd3 = 4.5 × 10−3 s−1, and µ = 5 × 10−4 s−1. (Top) Protein levels [P ] (color
coded) as functions of kt1/kf1 and kb). The dependence of [P ] on kt1 and kb is categorized into three
regimes. Points on the dashed line separati regime II and regime III sat sfy kb[M ] = kt1. The major
pathway in the transcription process in each regime is shown on the right. The arrow indicates the
data point from the value of kt1 = 0.1 s
−1 and kb = 0.1 s−1. (Bottom) [P ] as functions of kt2/kf2 and
kb. Points on the dashed line separating regime I and II/III satisfy kb1[M ] = k−f2. The data point
corresponding to the arrow results from using the value of kt2 = 0.016 s
−1 and kb = 0.1 s−1. Figure
adapted from Ref.[33]
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