Abstract-Cloud environments face a growing demand for application hosting, and applications consisting of multiple datasources and storage components. The need to ensure service level agreements for these types of applications creates important challenges for cloud infrastructure providers. The main contribution of this paper is an optimal cost-effective model and two algorithms to map component-based data oriented applications to cloud platforms. The first algorithm is based on an Integer Linear Programming formulation and minimizes an objective function, taking into account the capacities of the available nodes and links, as well as the customer requirements. This algorithm is able to obtain the optimal solution, but shows a limited scalability. For this reason a heuristic algorithm is designed to solve the scalability issue. The experimental results thoroughly compare the execution times and obtained node usage for both algorithms.
I. INTRODUCTION
Traditionally, businesses had to build and maintain infrastructure to run their applications. The rise of cloud computing, which delivers reliable, scalable, and costeffective computing resources to host the applications, has in recent years offered an alternative. As a result, the tendency of application providers to use these environments is on a rise. Nevertheless, many management challenges remain. In order to handle all requests for application execution, an intelligent management system is needed to place the applications onto physical infrastructure in an efficient way taking into account complex placement constraints.
In this paper, we present two algorithms for application placement of component-based applications in Clouds. Each application consists of sub-components that can be categorized into two different building blocks: data components (e.g. data sources, data stores) and computational components (e.g. application business logic or user interfaces). We made a distinction between these component types as their requirements are different. Data components store and manage data and are more storage intensive, whereas computational components are more CPU intensive. We consider each application as a workflow, consisting of computational components and data components.
In this paper we focus on an IaaS (Infrastructure as a Service) cloud where services are allocated using Virtual Machines (VMs). We specifically focus on supporting services to efficiently deploy applications, described as workflows. In this scenario, a customer refers to an application provider and manager refers to the infrastructure provider. Every customer or manager in the cloud environment has access to the application components through user interfaces and each cloud customer has specific Quality of Service requirements such as minimum bandwidth demand, throughput or maximum allowed latency. In general, it is better for each application component to have access to the data components, which are the nearest in distance (e.g., in the same LAN, if it is possible). However, this might be challenging due to capacity limitations of the cloud infrastructure and cost considerations. Figure 1 shows an illustrative example of a cloud system, consisting of multiple domains and WAN links in between: the applications can be mapped over all domains of such a multi-domain cloud network, not just a single domain depending on the resource availability. 
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The objective is to map the component-based applications to the available physical nodes in an efficient way. For this reason, an optimization method based on an Integer Linear Programming (ILP) model is presented in this paper. Two different algorithmic approaches were studied and compared to each other. This paper is organized as follows. In Section II related work is discussed. Section III describes the proposed method and the related constraints. In Section IV the implemented algorithms are discussed. The evaluation results are presented in Section V and finally, in Section VI, the conclusions are presented.
II. RELATED WORK The use of virtualization techniques for cloud-based platforms and mapping multiple virtual networks over a single physical infrastructure, gained a lot of attention recently [1, 2, 3, 4, 5] . This paper does not focus on mapping of virtual networks on substrate networks, but concentrates on mapping of application components to cloud resources. Multiple application components can be mapped to the same physical resource, which is not the case in virtual network mapping algorithms.
Within cloud environments, application mapping and resource allocation are similar concepts that are both used to determine where applications are allocated. These terms are used to determine which node in physical part of cloud system is chosen to host the application. In recent years much work has been done relating this problem, each focusing on different aspects. An approach to autonomic resource management is proposed in [6] which aims at defining a cloud management system architecture and optimizing a utility function with regard to SLA requirements and management cost. The authors in [7] in their placement technique take Service Level Agreements into account.
Many application placement approaches [8, 9, 10, 11 ] focus on placing a set of independent applications, and do not take the underlying network into account. We, however, focus on applications that consist of multiple components, specifically focusing on the underlying network. Additionally, compared to previous work we also make a distinction between two different types of application components: data and analyzing components.
In addition, the model defined in this paper has similarity with [12] that described a linear application placement algorithm and [13] which is cost-aware and their mapping system works in application level. Our approach further works differently as it offers a component-level modeling and the component is characterized as being either a database or an application logic as has been explained.
In our previous work [14] , algorithms for determining the impact of the underlying network on the performance of component-based applications were studied. The focus was specifically on determining the impact of a given service mapping, whereas this work focuses on determining the service mapping itself.
We have also previously described a method for hierarchically managing a cloud management system [15, 16] . In contrast, this previous work however focused specifically on addressing scalability and performance of cloud management systems, and did not take the underlying network into account. The techniques presented in [15, 16] can be used to improve the scalability of the algorithms described in this paper.
III. FORMAL PROBLEM FORMULATION

A. Introduction to the model
The model consists of two parts which can be represented as two different graphs, one for physical infrastructure and another for applications. The substrate network is considered as an undirected graph, and the application networks as directed graphs because of dependency between different components. Each infrastructure consists of nodes (N) and links (L). Each node has properties such as storage capacity (S), CPU capacity (C) and memory capacity (M). Each link has also delay (D) and bandwidth (BW) capacities.
It has to be noted that the physical network resources capacities are the residual capacities, considering the previous mappings.
The parameters of the physical network graph and their descriptions are listed in Table I. , , , The fixed cost of using physical node u. The fixed cost of using physical link e uv.
The binary variable indicates type of physical link which this link is a WAN or LAN link.
Similarly, in the application network, application components (database components and computational component) and links between these components form a directed weighted graph. Each application component requires a specific amount of data sources, CPU power, memory and storage, etc. The definition of the parameters mentioned below and the explanation is listed in Table II When we mention application component ( ) we either refer to the data components or logic components. As mentioned and stated in Table III , we assume that the storage demand of data component is much higher than logic component and it is completely vice versa for CPU demand. 
B. Decision variables
The decision variables which have been presented in the ILP formula are described in this section, and are shown in Table IV. First, shows the accomplished map between application a, component i and physical node u (regardless of the type of component). It has to be noted that this variable is equal to 0 in two states, either when there is no possibility to have a mapping between nodes or when the mapping has not been done although it was possible.
Next, the binary variable indicates success of mapping between physical link and the link between components i and j of application a ( . Moreover, we assume that each physical node is exclusively used for data components, or exclusively for execution of computational components. Binary variables are defined for this purpose (Table V) . Furthermore, two other binary variables are defined:
is a binary variable to show whether physical node u is used, either as a routing node or a mapped one in the entire mapping, is another binary variable to indicate whether physical link is used in our mapping or not. 
Decision variables Description
Binary variable for mapping between nodes. 0 iff App.a, comp I is not mapped to phy. node u or mapping is not possible.
Binary variable for mapping between links. 0 iff is not mapped onto Binary variable, whether phy. node u is used for mapping application logic components. 0 iff no logic comp. is mapped onto node u.
Binary variable, whether phy. node u is used for mapping application database components. 0 iff no database comp. is mapped onto node u.
Binary variable, whether physical node u is used in mapping. 0 iff u is not used in the entire mapping.
Binary variable, whether physical link is used in mapping. 0 iff is not used in the entire mapping. 
C. Objective function
Guaranteeing the quality of service and taking other physical constraints into account, application placement has to be done in a way that delivers minimum cost mapping services. The optimization objective is minimizing the cost 1 . Moreover, since in multi-domain cloud networks the cost of LAN links are almost zero, for estimating the link cost, just the WAN links have to be taken into account. Consequently, the objective function can be assumed as the following. All the variables in this function are defined in the previous Section.
Minimize:
In more detail, this is represented as :
D. Constraints
All limitations and constraints in the entire cloud system have been organized into 5 sub-sections: for physical nodes, physical links, Quality of Service (QoS) requirements, wellconnected mapping and other needed constraints.
1) Physical node limitations:
The constraints considered in this paper are computational memory and storage for network nodes. For every physical node, the sum of all requests must not exceed their capacity. So we have the following node Constraints (1), (2) and (3) to make sure that these parameters do not exceed the maximum amounts 1 The cost related to each physical node, separately refers to CPU usage, memory usage, storage usage and the fixed cost which is listed in Table I. (1)
2) Physical link limitation:
Bandwidth constraint has to be considered for each physical link, regardless of link type which is WAN or LAN link. Therefore, Constraint (4) represents that for each physical link, the sum of bandwidth demands of all application must not exceed available bandwidth. (4) 3) Quality of service requirements
In term of QoS requirements, the following delay and bandwidth constraints (5) and (6) are defined for each application link
. It has to be noted that, the bandwidth constraint can be ignored as it will be satisfied with the physical link Constraint (4). 
4) Well-connected mapping Constraints
The Constraint (7) makes sure when 2 adjacent application components could not be mapped next to each other physically, a chain of continuous physical links is used to map each application link. In fact, it assures a closed path to be used to map an application link.
As it can be observed from this equation, it shows that for each physical node u, the subtract of sum of all incoming and outgoing f values should be equal to the subtracts of x values between target and source of each application link . ( 
7)
5) Additional constraints
The statement below (8) indicates that every application component has to be mapped exactly once to have a successful mapping.
(8)
Also we need some other constraints between X and T values to make sure that each physical node is just used either for database or logic component (Constraint (9), (10), (11) and (12)).
The following constraints are also required. The variable K in Constraints (13) and (14) is a large number comparable to the maximum value of a double. In Constraint (13) its value has to be larger than the sum of all possible X values and in a same way larger than all possible f values in Constraint (14) . In Constraint (15) , for each physical node shows that whether node u is used or not either as a database or a computational node. 
A. ILP-based algorithm
This algorithm implements the optimal ILP based model which extensively was explained in Section III. The proposed cost-aware mapping algorithm which we refer to as ILP-based algorithm is solved using IBM ILOG CPLEX Optimization Studio [16] which is a tool that provides a way to build efficient optimization models. In this work the objective function minimizes the cost based on the constraints and physical limitations. As a result, the objective of the presented model also minimizes the number of nodes on which the applications can be hosted while satisfying their resource requirements. For this reason the percentage of physical nodes used and the execution time have been measured and are reported upon in the next section.
B. Sequential cloud mapping algorithm : SCMA
As ILP-based algorithms have limited scalability, a heuristic algorithm is designed which we refer to as the Sequential Cloud Mapping Algorithm (SCMA). This algorithm iterates over applications and the individual application components and based on the type of component starts mapping from two default nodes, separately for computational and database components. It moves to the neighbours when there is not enough capacity or when the quality of service cannot be met. The SCMA aims to place all application components one by one while offering a backtracking phase to the previous state if placement of entire application fails. This is achieved by saving the current state of entire problem before starting to map each application. In the case SCMA tries to start mapping again from a neighbour if there is an unvisited one, otherwise another unused node will be chosen instead. Based on this algorithm, this process is continued until there is no unvisited node. The algorithm will be terminated when there is no appropriate unvisited node in the whole physical infrastructure. The SCMA can be used in a real-time setting, thanks to its very short execution times. However, this algorithm is not optimal, as in some cases it is not able to map all applications.
The pseudo code of SCMA can be seen in Algorithm 1. The SCMA is designed to map the applications to the computation nodes. First, the mapping impossibilities of all applications are set to false to show that, by default, the system is able to map all the applications. The current state of the entire cloud system (physical server and links configurations and the application and its components status) is also saved. This ensures the state can be rolled back when placing an application fails. The algorithm then goes through all of the applications and tries to map them by invoking the ApplicationMapping function. The ApplicationMapping function, shown in Algorithm 2, iterates over each component of an application. It examines whether the default server is still the appropriate choice for this component by calling the Map function, otherwise a new neighbor server is chosen and processed again.
ApplicationMapping(a) FOR (c all the components of a)
IF (c = a logic component) THEN default server= logic default server; ELSE default server= database default server; ENDIF WHILE (Map(c , default server) The Map function, shown in Algorithm 3, tests the designated physical server resources like CPU, memory and storage capacities and, if they are adequate and meet the component demands, check the connected links using the CheckLinks function. Algorithm 4 shows the Checklinks function, which determines whether mapping of a component to the default server can cause link connection problems. This function checks for the path connectivity between the servers which are used to map the connected components. It iterates over all of the application links connected to the given component and if the component on the other side of the link was mapped, check for the path connectivity between these two servers. The shortest path is checked using the Dijkstra shortest path algorithm. Afterward, once a path is found, the CheckBWandDelay function is used to evaluate the path QoS.
As outlined in Algorithm 5, the CheckBWandDelay function checks whether the bandwidth and delay demands of a given path are met. If every step works well, the application can be mapped. Afterward, the next application mapping will continue until either there are no more applications left or there is not enough remaining capacity in the cloud. 
CheckLinks(component,
default server) FOR (all links connected to component
A. Evaluation Set-up
The ILP-based and the SCMA algorithms are evaluated with two different simulation setups. Based on the configurations of physical network and application network, a physical network with 5 nodes (Table VI) and two types of data-oriented applications with 5 and 10 components are defined (table VII). In this paper just deterministic application has been taken into account in which the structure of the application is always known beforehand.To illustrate the used applications, a 10-component application is shown as a sample in Figure 2 . Combining the mentioned assumptions along with different number of applications has made two different scenarios which have been used for evaluation: 1 up to 20 type 1 applications is considered for the first scenario and 1 up to 10 type 2 applications for the second scenario. To make a comparison, for each case, the average value and the standard error of execution time, the percentage of used nodes and the percentage of successful mappings in the SCMA algorithm are calculated. Each scenario is iterated 20.
Both algorithms are evaluated using the Stevin Supercomputer Infrastructure at Gent University. Each node on which the algorithms were executed contains dual-socket 2.5 GHz quad core Intel Xeon L5420 processors, thus having 8 cores and 16GB memory. Figures 3 and 4 refer to the case with 5-node substrate network and applications type 1 which are 5-component data oriented applications (consist of three database and two logic component) and number of same applications is 20. As it can be observed from Figure 3 the execution time of ILP-based method is much higher than the SCMA. As it was explained before, the ILP-based method consist of 16 linear equations (15 constraints and the objective function) with more than 1000 decision variables in the implemented cases (3 out of 6 variables are three dimensional data structures and the others have one dimension). Increasing the number of physical nodes and applications and components of each application, it takes longer to find the most efficient solution. In Figure 4 the percentage of used nodes in each case and the percentage of successfully mapped applications (just in SCMA) are depicted. As it can be observed from this figure the number of used node in ILP-based method is less as it leads to an optimal solution. In addition, when the ILP-based algorithm provides a feasible solution which means mapping 100% of applications, the curve in Figure 4 shows that just up to around 10 applications, SCMA is able to map all applications. For more applications, this method is not able to map all applications. In a similar way, Figure 5 and Figure 6 assume a 5-node infrastructure with applications type 2 which are 10-component applications (7 database and 3 logic components). As it can be seen in Figure 5 the execution time is increased exponentially by adding more applications. Since the number of components is twice more than the previous scenario and the number of application is a half, the results are almost in the same range. Also in Figure 6 there is a same trend as Figure 4 , but for 10 applications. In this scenario the number of used nodes in SCMA algorithm is higher and this method is not able to map all applications. VI. CONCLUSION This paper focuses on cost-effective management of application placement in a cloud environment, taking into account the application workflow and the distinction between data components and computational components. An ILPbased model was proposed and an algorithm based on this model was implemented. What makes this work different from other related work from one hand is focusing on component-based applications, and from another hand considering multi domain network-aware approach. In order to evaluate the ILP-based approach, another algorithm, referred to as SCMA, was designed. The experimental results showed that in application mapping, the ILP-based approach can be highly efficient in terms of number of used nodes and the cost of mapping. The ILP-based approach is very useful for benchmarking real-time heuristic algorithms, such as the presented SCMA algorithm.
B. Simulation results
For future work, we intend to focus on the scalability and dynamic versions of the presented algorithms.
