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Electrons in moire´ flat band systems can spontaneously break time reversal symmetry, giving rise
to a quantized anomalous Hall effect. Here we use a superconducting quantum interference device
to image stray magnetic fields in one such system composed of twisted bilayer graphene aligned to
hexagonal boron nitride. We find a magnetization of several Bohr magnetons per charge carrier,
demonstrating that the magnetism is primarily orbital in nature. Our measurements reveal a large
change in the magnetization as the chemical potential is swept across the quantum anomalous Hall
gap consistent with the expected contribution of chiral edge states to the magnetization of an orbital
Chern insulator. Mapping the spatial evolution of field-driven magnetic reversal, we find a series of
reproducible micron scale domains whose boundaries host chiral edge states.
In crystalline solids, Berry curvature endows the
energy bands with an orbital magnetic moment[1].
While the orbital moment often contributes—at times
substantially[2]—to the net magnetization of ferromag-
nets, all known ferromagnetic materials involve partial or
full polarization of the electron spin. Theoretically, how-
ever, ferromagnetism can also arise through the sponta-
neous polarization of orbital magnetic moments without
involvement of the electron spin. Recently, hysteretic
transport consistent with ferromagnetic order has been
observed in heterostructures composed of graphene and
hexagonal boron nitride[3–7], neither of which are intrin-
sically magnetic materials. Notably, spin-orbit coupling
is thought to be vanishingly small in these systems[8],
effectively precluding a spin-based mechanism. These re-
sults have consequently been interpreted as evidence for
the first purely orbital ferromagnet[9–16].
To host purely orbital ferromagnetic order, a system
must have a time reversal symmetric electronic degree
of freedom separate from the electron spin as well as
strong electron-electron interactions. Both are present
in graphene heterostructures, where the valley degree
of freedom provides degenerate electron species related
by time reversal symmetry and a moire´ superlattice can
be used to engineer strong interactions. In these ma-
terials, a long wavelength moire´ pattern, arising from
interlayer coupling between mismatched lattices, mod-
ulates the underlying electronic structure and leads to
the emergence of superlattice minibands within a re-
duced Brillouin zone. The small Brillouin zone means
that only low electron densities are required to dope the
2D system to full filling or depletion of the superlattice
bands, which can be achieved using experimentally real-
izable electric fields[17]. For appropriately chosen con-
stituent materials and interlayer rotational alignment,
the lowest energy bands can have bandwidths consider-
ably smaller than the native scale of electron-electron in-
teractions, EC ≈ e2/λM , where λM is the moire´ period.
The dominance of interactions typically manifests exper-
imentally through the appearance of ‘correlated insula-
tors’ at integer electron or hole filling of the moire´ unit
cell[18, 19], consistent with interaction-induced breaking
of one or more of the spin, valley, or lattice symme-
tries. Orbital magnets are thought to constitute a subset
of these states, in which exchange interactions favor a
particular order that breaks time-reversal symmetry by
causing the system to polarize into one or more valley
projected bands. Remarkably, the large Berry curvature
endows the valley projected bands with a finite Chern
number[20, 21], so that valley polarization naturally leads
to a quantized anomalous Hall effect at integer band fill-
ing. To date, quantum anomalous Hall effects have been
observed at band fillings ν = 1 and ν = 3 in various
heterostructures[4, 6, 22], where ν = An corresponds to
the number of electrons per unit cell area A with n the
carrier density.
While orbital magnetism is generally expected theo-
retically, no direct experimental probes of magnetism
have been reported due to the relative scarcity of mag-
netic samples, their small size, and the low expected
magnetization density of one orbital moment per super-
lattice cell. The resulting magnetization density m .
0.1 µB/nm
2[23] (where µB ≈ 0.06 meV/T is the Bohr
magneton) is consequently over three orders of magni-
tude smaller than in typical magnetic systems with sev-
eral spins per subnanometer-sized crystal unit cell. The
absence of magnetic studies leaves open both quantita-
tive questions, such as the size of the orbital moment, as
well as qualitative ones regarding the nature of the mag-
netic phase transitions as a function of magnetic field and
carrier density.
Here, we perform spatially resolved magnetometry to
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2FIG. 1. Imaging orbital ferromagnetism. (A) Hall resistance of a twisted bilayer graphene device aligned to hexagonal
boron nitride measured at T = 2.1 K and electron density n = 2.36 × 1012 cm−2. A thorough characterization of transport
in this exact device is reported in Ref. 4. Inset: optical micrograph of the device with the scan region marked in red. The
scale bar is 4 µm. (B) Schematic illustration of the experimental setup. We raster a nanoscale indium SQUID with diameter
d = 215 nm at a height of h ≈ 140 nm above the plane of the twisted bilayer graphene. The SQUID is coupled to a quartz
tuning fork whose excitation causes the tip to oscillate mechanically at fTF ≈ 33 kHz in the plane of the sample. The SQUID
response at this frequency BTF ≈ aˆ · ~∇rBz where Bz is the static magnetic field and |aˆ| ≈ 189 nm is the tuning fork oscillation
amplitude. (C) BTF measured at B=22 mT after field training to +200 mT and (D) -200 mT. (E) Half the difference between
data shown in panels C and D. Panels C, D and E share the same color scale. Inset: to-scale representations of the SQUID
diameter and tuning fork amplitude aˆ. (F) Bz as determined by integrating data in panel E. We assume Bz = 0 along the
bottom and left edges of the scan range. (G) Magnetization density m. Data are presented in units of Bohr magnetons per
moire´ unit cell area A ≈ 130 nm2[4]. (H) BTF and (I) m plotted along the indicated contours in panels E and G. The shaded
regions in H show bounds on m obtained by propagating uncertainty in |aˆ| (see SI).
3image the submicron magnetic structure of the same sam-
ple presented in Reference 4 (see Fig. 1A), which consists
of a twisted graphene bilayer aligned to one of the hexag-
onal boron nitride encapsulating layers. Figure 1B shows
a schematic representation of our experimental setup.
We use a superconducting quantum interference device
(SQUID) fabricated on the tip of a quartz tube from
cryogenically deposited indium[24] with a magnetic field
sensitivity of approximately 15 nT/Hz1/2 at select out-
of-plane magnetic fields of less than 50 mT (see Fig. S1).
The SQUID is mounted to a quartz tuning fork [25] (see
Fig. S2) and rastered in a 2D plane parallel, and at a
fixed height above, the tBLG heterostructure. A finite
electrical excitation applied to the tuning fork generates
a lateral oscillation of the tip along vector aˆ, and we mea-
sure the SQUID response at the tuning fork oscillation
frequency, BTF ≈ aˆ · ~∇rBz (see Fig. S3).
Figs. 1C and D show images of BTF taken while the
sample is doped to n = 2.36×1012 cm−2, near the quan-
tized Hall plateau corresponding to ν = 3. Images are ac-
quired in the same background magnetic field B = 22 mT
but on opposite branches of the hysteresis loop shown in
Fig. 1A. As discussed in the SI and Fig. S4, the mea-
sured BTF contains contributions from both magnetic
signals as well as other effects arising from electric fields
or thermal gradients. To isolate the magnetic structure
that gives rise to the observed hysteretic transport, we
subtract data from Figs. 1C and D from each other.
The result is shown in Fig. 1E, which depicts the gradi-
ent magnetometry signal associated with the fully polar-
ized orbital ferromagnet. To reconstruct the static out of
plane magnetic field, Bz, we then integrate BTF along aˆ
from the lower and left boundaries of the image (Fig. 1F).
We infer the total magnetization density m from the Bz
data using standard Fourier domain techniques (see SI)
as shown in Fig. 1G. Figures 1H-I show a comparison of
BTF and m plotted along the contours indicated in Figs.
1E and G. The shaded regions in Fig. 1I denote confi-
dence intervals, whose size is dominated by systematic
uncertainty in |aˆ|.
Our measurements are taken close to ν = 3, equivalent
to a single hole per unit cell relative to the nonmagnetic
state at ν = 4 that corresponds to full filling of the low-
est energy bands. We find that the magnetization den-
sity is considerably larger than 1 µB per unit cell area
A ≈ 130 nm2. Without any assumptions about the na-
ture of the broken symmetries, this state has a maximum
spin magnetization of 1 µB per moire´ unit cell. Our data
reject this hypothesis, finding instead a maximum mag-
netization density of m in the range 2− 4 µB per moire´
unit cell corresponding to an orbital moment of 1.8-3.6×
10−4µB/carbon atom. We conclude that the magnetic
moment associated with the QAH phase in tBLG is dom-
inated by its orbital component.
The net orbital magnetic moment of a set of Bloch
wave functions is a function of the Berry curvature of the
FIG. 2. Density dependence of magnetization. (A)
Evolution of BTF with n in the vicinity of ν = 3, measured
along the contour shown in Fig. 1E. The data was taken at
B = 44 mT and T = 2.2 K. The trace corresponding to n =
2.57×1012cm−2 is shown in red at right, along with a fit to a
7th order polynomial in black. (B) Comparison of magnetic
signal with the residual Hall resistance ∆Rxy, shown in red.
BTF traces at different n are fit to the same polynomial as in
panel (A) with a scale factor B˜TF, which serves as a proxy
for m. Error bars measure standard error of the mean of the
residuals of these fits. (C) Coercive field Bc determined from
transport measurements plotted alongside B˜TF.
filled states. Because this depends strongly on band fill-
ing, the orbital magnetic moment can vary dramatically
in response to changes in electron density. To explore
the density dependence of the local magnetic structure,
Figure 2A shows repeated measurements of BTF for a
series of gate voltages in the vicinity of ν = 3. BTF is
measured along a contour that runs over a region of the
device showing magnetic inhomogeneity even at the sat-
uration magnetization (see Figs. 1E and H). Assuming
that the magnetic structure is density independent, the
amplitude of the position dependent modulation of BTF
functions as a proxy for m.
To compare magnetization at different n, we fit the
data for n = 2.57×1012cm−2 to a 7th order polynomial
(see Fig. 2A); all other curves are then fit to the same
polynomial with an overall scale factor which we denote
B˜TF and plot in Fig. 2B. Error bars reflect standard error
4FIG. 3. Mesoscopic magnetic domains. (A) Transport measurement schematic and (B) Hall resistance data as a function
of magnetic field for major (purple) and minor (red) hysteresis loops. (C-E) Gradient magnetometry images of the tBLG
device at the three indicated values of the Hall resistance. All magnetic imaging presented here was performed at B = 22 mT,
T = 2.1 K, and n = 2.36 × 1012 cm−2. (F-G) Pairwise difference images based on the data presented in panels (C-E).
The same domain structures were observed on multiple cooldowns, reminiscent of grains formed by crystalline domain walls
in polycrystalline ferromagnetic metals. (H-I) Extracted magnetization m for the images in panels (F-G). (J-L) Schematic
depiction of edge state structure corresponding to magnetization states in C-E. Assuming full edge state equilibration, these
states would result in Rxy = −h/e2, 0, and h/e2, close to the observed values.
of the mean for these fits. Comparing the n-dependent
B˜TF with the residual Hall resistance shows that B˜TF
grows slowly as density is lowered towards ν = 3, but
then abruptly drops below the noise floor of our SQUID
measurements within the range of n associated with the
quantized Rxy plateau.
The dramatic change of the inferred m within the
quantum anomalous Hall plateau is in line with expecta-
tions for orbital Chern insulators. Due to the chiral edge
states, Chern insulators feature a chemical-potential de-
pendent contribution to the magnetization even within
the bulk energy gap corresponding to the quantized
transport plateau[23]. This leads to a jump in magneti-
zation across a Chern insulator gap of ∆m = CEgap/Φ0,
where C is the Chern number and Φ0 = h/e is the
flux quantum. Transport measurements of the quan-
tum anomalous Hall state at ν = 3 in this sample found
Egap = 2.5 meV[4], corresponding to a ∆m of 1.4 µB per
unit cell. The quantitative discrepancy between δm & 3
inferred from the collapse of B˜TF near the gap may arise
from disorder effects, which typically lead transport ex-
periments to underestimate Eg. Alternatively, if the in-
ternal magnetic structure of the device is strongly n-
dependent, the linecut measurement B˜TF may not be
a good proxy for the maximum value of m. Neverthe-
less, the qualitative behavior of the magnetic signal in
the quantum anomalous Hall plateau is strikingly sim-
ilar to that predicted for orbital Chern insulators, and
strikingly different from observations in spin Chern insu-
lators where m is n-independent[26].
Though topological edge states contribute to the mag-
netization of all Chern insulators, the low bulk moment
density of orbital magnets allows this contribution to be
comparable to that of the bulk, in some cases leading to a
vanishing total m[23, 27]. Fig. 2C compares B˜TF to the
transport coercive field Bc. Bc increases rapidly as den-
sity is decreased below the transport plateau, reaching
a sharp maximum near n = 2.2 × 1012cm−2 , concomi-
tant with a change in sign of the anomalous Hall effect
(Fig. S5). The sign change occurs where our local mag-
netometry shows m to be very small. These facts can be
reconciled by noting that the coercive field is expected to
increase as m decreases, since m sets the coupling to the
external magnetic field in the free energy, m = −∂F/∂B.
Within this picture, the peak in the coercive field corre-
sponds to a sign change in the orbital moment within a
given valley, brought about in part by the large contri-
butions of the topological edge states.
Previous work on graphene-based Chern insulators
has found Barkhausen noise jumps comparable to h/e2
[3, 4, 6], suggesting a substructure of only a handful of
ferromagnetic domains comparable in size to the distance
between contacts. However, our magnetometry data
show significant submicron scale inhomogeneity even at
full magnetic saturation. This is similar to findings in
transition metal doped topological insulators, where the
5magnetic structure is dominated by inhomogenous dis-
tribution and clustering of the Cr or V dopants. In those
systems, magnetic imaging shows superparamagnetic dy-
namics characterized by the reversal of weakly corre-
lated point-like microscopic magnetic dipoles[26, 28, 29].
Transport, meanwhile, does not typically show substan-
tial Barkhausen noise[30], with the exception of one re-
port where jumps were reported in a narrow range of
temperatures[31].
To investigate the domain dynamics directly, we com-
pare magnetic structure across different states stabilized
in the midst of magnetic field driven reversal. Fig. 3A
shows a schematic depiction of our transport measure-
ment, and Fig. 3B shows the resultingRxy data for both
a major hysteresis loop spanning the two fully polarized
states at Rxy = ±h/e2 (in purple) and a minor loop
that terminates in a mixed polarization state at Rxy ≈ 0
(in red). All three states represented by these hysteresis
loops can be stabilized at B = 22 mT for T = 2.1 K,
where our nanoSQUID has excellent sensitivity, allowing
a direct comparison of their respective magnetic struc-
tures (Figs. 3C-E). Figs. 3F-G show images obtained by
subtracting one of the images at full positive or negative
polarization from the mixed state. Applying the same
magnetic inversion algorithm used in Fig. 1 produces
maps of m corresponding to these differences (Figs. 3H-
I), allowing us to visualize the domain structure generat-
ing the intermediate plateau Rxy ≈ 0 seen in the major
hysteresis loop. Evidently, the Hall resistance of the de-
vice in this state is dominated by the interplay of two
large magnetic domains, each comprising about half of
the active area.
Armed with knowledge of the domain structure, it is
straightforward to understand the behavior of the mea-
sured transport in the mixed state imaged in Fig. 3D. In
particular, the state corresponds to the presence of a sin-
gle domain wall that crosses the device, separating both
the current and the Hall voltage contacts (see Fig. 3A).
In the limit in which the topological edge states at the
boundaries of each magnetic domain are in equilibrium,
there will be no drop in chemical potential across the do-
main wall, leading to Rxy = 0. This is very close to the
observed value of Rxy = 1.0 kΩ = 0.039 h/e
2. As shown
in Figs. S6 and S7, more subtle features of the transport
curve can also be associated with the reversal of domains
which do not bridge contacts.
We find that the observed domain reversals associated
with the Barkhausen jumps are consistent over repeated
thermal cycles between cryogenic and room tempera-
ture. Together, these findings suggest a close analogy
to polycrystalline spin ferromagnets, which host ferro-
magnetic domain walls that are strongly pinned to crys-
talline grain boundaries; indeed, these crystalline grains
are responsible for Barkhausen noise as it was originally
described[32]. While crystalline defects are unlikely in
tBLG due to the high degree of perfection of the con-
stituent graphene layers, prior studies of a variety of
moire´ systems[33, 34]—including transport characteriza-
tion of the present device[4]—all show significant spatial
variations in the moire´ pattern itself. Adding additional
complication is the possibility of a spatially varying cou-
pling between the tBLG layers and the hBN substrate,
which is thought to stabilize magnetism. Despite the
current lack of experimental control over moire´ disorder,
the reproducibility of the grain structure suggests that
deterministic engineering of coercive fields and magneti-
zation patterns through boundary and defect control will
be possible.
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8Supplementary Information
I. METHODS
S1. NanoSQUID on tip
We perform magnetic imaging using nanoscale superconducting quantum interference devices (SQUIDs) fabricated
at the tip of a quartz pipette[35]. The SQUID sensors are fabricated by depositing indium on the pulled quartz
tubes using a self-aligned three-angle evaporation performed with the tip at cryogenic temperatures[24]. A shunt
resistor of R ≈ 3 Ω is integrated near the end of the tip[36]. A representative scanning electron micrograph of the
sensor is shown in Fig. S1A. Indium nanoSQUIDs are maximally sensitive for applied fields below 200 mT for the
operating temperature range of the microscope. The SQUID current is detected using a cryogenic SQUID series
array amplifier for optimal noise performance[35, 37, 38]. At the magnetic fields B ≈ 20− 50 mT used in this study,
the SQUIDs displayed flux noise down to 250 × 10−9 φ0 / Hz1/2 (where φ0 is the superconducting flux quantum,
φ0 = h/2e = 2×10−7G cm−2) and magnetic field noise down to 15 nT / Hz1/2 at frequencies above ≈ 1 kHz. Fig. S1C
and D show the low magnetic field interference pattern for the indium SQUID used for the measurements presented
in Figs. 1 and 3.
FIG. S1. NanoSQUID on tip sensors (A) Representative SEM micrograph of nanoSQUID sensor. Indium contacts have
been thermally evaporated onto each side and onto the tip of the quartz micropipette. (B) Dependence of electronic properties
of nanoSQUID on bias voltage and magnetic field. Current through the nanoSQUID is amplified by a Series SQUID Array
Amplifier (SSAA), the output of which is presented on the color axis. Indium SQUIDs reliably operate in the 0 - 200 mT range,
and usually operate up to 400 mT. This nanoSQUID was used to generate Figs. 1 and 3. (C) Magnetic field dependence of
amplified SQUID current at the bias voltage used to generate Figs. 1 and 3 .
The magnetic imaging was performed in a pumped helium cryostat at temperatures ranging from 1.6 - 2.2 K. The
microscope is housed in a hermetic chamber that is separate from the inner vacuum can, allowing variable pressures
of exchange gas to be introduced to the microscopy chamber. Experiments probing magnetism are performed in high
vacuum, P < 10−5 mBar, as measuring in larger pressures produces spurious signals related to thermal coupling
between the nanoSQUID sensor and sample. During these measurements, the tip is raster scanned at a fixed height
above the sample, as determined using the tuning fork based shear force microscopy described in the next section.
For all measurements shown in the main text, scanning was done at a height of 100 nm above the surface of the hBN,
for a total height of 140 nm above the plane of the twisted bilayer graphene.
S2. Gradient magnetometry
The fringe magnetic fields generated by the tBLG ferromagnet are comparable to the high-frequency noise of our
SQUID sensors, but far below the DC noise floor. As a consequence, it is essential to modulate the input signal at
finite frequency. We contact the nanoSQUID with a piezoelectric quartz tuning fork as shown in Fig. S2A[39]. The
tuning fork is electrically excited at the resonant frequency of ≈ 33 kHz, and the AC current through the tuning
fork detected using a room-temperature transimpedance amplifier based on Ref. [40]. Typical quality factors of the
9combined SQUID/tuning fork system are Q ≈ 105 (see Fig. S2B). In addition to providing a means of topographic
feedback through the tuning fork response, the lateral oscillations of the tip position produce a SQUID response,
BTF ≈ aˆ · ~∇rBz, that is proportional to the spatial derivative of the static out of plane magnetic field in the direction
of the oscillation as described in the main text.
Quantitative measurements using BTF require having a proper calibration of aˆ, the vector describing the
nanoSQUID oscillation. This can be measured by fitting a DC signal to the simultaneously measured AC gradi-
ent signal. Naturally, this requires a DC signal sufficiently large that it can be easily measured by the nanoSQUID.
Given that there are no sufficiently strong sources of magnetic field close to the tBLG heterostructure, we elected to do
the calibration by taking advantage of the nanoSQUID’s thermal sensitivity[39]. The microscopy chamber is flooded
with P ≈ 0.1 − 1 mBar of helium gas to facilitate heat exchange between the nanoSQUID and sample while a DC
current is applied through the graphene heterostructure (Fig. S3A). The simultaneously acquired in- and out-of-phase
AC signals at the resonant frequency of the tuning fork are shown in Figs. S3B and S3C. The nanoSQUID signal
at the tuning fork frequency is in phase with the position of the tuning fork. Like any damped harmonic oscillator,
close to resonance the position is out-of-phase with the driving force. We therefore expect to find the nanoSQUID
signal at the tuning fork frequency to be out-of-phase with the drive voltage, and indeed that is what is observed. To
avoid errors stemming from small detuning of our drive frequency from the resonant frequency, we perform a phase
rotation to capture the signal from both quadratures (Fig. S3D).
Assuming the tuning fork amplitude is small relative to length scales of thermal gradients, the SQUID response at
the tuning fork frequency obeys:
VTF = aˆ · ~∇rVDC (S1)
From the measured DC signal (Fig. S3E), we numerically calculate ∇xVDC and ∇yVDC (Figs. S3F and S3G). A
least-squares fit over aˆ to VTF according to equation S1 produces an excellent fit (Fig. S3H). This process is repeated
for several amplitudes of the tuning fork drive voltage. We find that the displacement amplitude is linear in the
applied voltage, as expected (Fig. S3I).
The oscillation amplitude calibrations are performed in rarefied helium gas, whereas the magnetic measurements
are performed in high vacuum. Changes in ambient pressure affect the damping in the tuning fork and can therefore
change the amplitude for a given excitation voltage. This effect is captured by the quality factor of the resonance,
which is expected to increase with decreasing ambient pressure. The oscillation amplitude is linear in both the
excitation amplitude and the quality factor Q near resonance when in the linear driving regime[41]. During the
AC gradient thermometry measurements presented in Fig. S2, the quality factor of the tuning fork-nanoSQUID
system was Qgas = 89 × 103. Immediately after the heat exchange gas was removed, the quality factor increased
to Qmin = 120 × 103. Over the course of the several week experiment during which the microscopy chamber was
continuously pumped, the quality factor of the tuning fork-nanoSQUID assembly slowly increased, ultimately reaching
Qmax = 172 × 103. Every AC gradient magnetometry data set presented here is assumed to have the measured
calibration modulated by a factor falling in the range |aˆvac| ∈ (QminQgas ,
Qmax
Qgas
) · |aˆgas|, or |aˆvac| ∈ (1.35, 1.93) · |aˆgas|.
This systematic uncertainty dominates other sources of error, and produces the upper and lower bounds onm presented
in Fig. 1H. We note that this error could be made negligible in future experiments by more frequent calibrations of
the tuning fork Q.
FIG. S2. NanoSQUID with tuning fork (A) Optical image of piezoelectric quartz tuning fork in mechanical contact with
a nanoSQUID sensor. (B) AC current response of tuning fork to 150 µV excitation as a function of frequency near resonance.
Fit to a Butterworth-Van Dyke model is overlaid.
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FIG. S3. AC tuning fork nanoSQUID measurement. (A) An applied DC current generates a static temperature
distribution above the sample to which the nanoSQUID is sensitive. (B-C) The sample is scanned under these conditions;
the tuning fork AC gradient thermometry signal is shown. On resonance, the tuning fork gradient signal is primarily in the y
quadrature. (D) A phase rotation is performed on the tuning fork signal to account for small corrections from the x quadrature.
(E) The tuning fork can be calibrated through comparison to a simultaneous measurement of the DC temperature distribution.
(F-G) Gradients of the DC temperature distribution are computed. (H) A least squares fit of the AC gradient thermometry
signal in D to a linear combination of the gradients of the DC temperature distribution E and F. These scans correspond to a
tuning fork amplitude of 346 ± 7nm and an angle relative to the y axis of 19.9 ± 0.2◦. (I) Amplitude of oscillation of SQUID
as a function of tuning fork drive voltage with a linear fit.
S3. Reconstructing magnetization from measured BTF
The SQUID-tuning fork measurement, for oscillation amplitudes smaller than magnetic features, gives BTF ≈
aˆ · ~∇rBz. Once we have determined aˆ, as explained in the previous section, we can recover Bz and consequently the
magnetization density. All subsequent operations are performed on difference datasets to ensure that BTF is purely
magnetic, and doesn’t have residual contributions from temperature or electric field.
To integrate the data, we take the bottom and left edges of each dataset to have the boundary condition of zero
magnetic field. For each datapoint in a two dimensional map of BTF , we interpolate a line from the bottom or left
edge along the direction of aˆ with cubic interpolation taking approximately one data point per pixel crossed. We
then numerically integrate that line using trapezoidal integration. This process is repeated for every datapoint in the
dataset.
The resulting dataset is a two dimensional magnetic field map Bz(x, y, z = z0) at height z0. In order to calculate
the magnetization density of the sample m(x, y, z = 0), we performed a numerical reverse propagation of the Fourier
transform of the magnetic field, based on [42, 43]. From Maxwell’s equations,
∇×H = 0, (S2)
and
∇ ·H = −∇ ·m (S3)
Outside the sample, ∇ ·H = 0 and we define the potential function φm(k, z) in Fourier space where H = −∇ φm,
and k = (kx, ky), where kx and ky are the corresponding coordinates of x and y in Fourier space.
By solving Maxwell’s equations in Fourier space, φm(k, z) is given by
φm(k, z) =
σ(k, 0)
2
e−kz, (S4)
and therefore the perpendicular component of the magnetic field Bz(k, z) is given by
Bz(k, z) = µ0k
e−kz
2
σ(k, 0), (S5)
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where σ(k, 0) is the surface moment density of the sample. The DC signal detected by the nanoSQUID, Bz, is the
out-of-plane magnetic field averaged over the area of the nanoSQUID. In Fourier space, this convolution process is
equivalent to multiplying a weighting function
h(k) =
J1(kR)
kR/2
, (S6)
where J1 is the first order Bessel function of the first kind and R is the effective radius of the nanoSQUID sensor,
extracted from the periodicity of the nanoSQUID response in an applied magnetic field (see Fig. S1C). Therefore,
the SQUID signal is given by
Bz(k, z) = h(k)µ0k
e−kz
2
σ(k, 0), (S7)
The averaging effect of the nanoSQUID diameter is convoluted with the averaging effect of the height of the
nanoSQUID h above the tBLG sample. Together these length scales limit the cutoff frequency of the magnetic signal
that our nanoSQUID sensors can resolve, kmax = min(2pi/h, 3.83/R)[42, 43]. In order to comply with this limit and
filter out the high frequency noise, we apply a Hanning window to the SQUID signal,
W (k) =
{
1
2
(
1 + cos kh2
)
, k < kmax
0, k ≥ kmax. (S8)
From equation (S5), we obtain the surface moment density of our sample,
σ(k, 0) =
W (k) ·Bz(k, h)
µ0k · (e−kz/2) . (S9)
This is plotted as the magnetization m in Figs. 1, 3, and S7.
S4. Parasitic contributions to BTF
In the main text, we see that unprocessed BTF scans have a ubiquitous non-hysteretic signal at the edge of the
device. In this section, we provide evidence that this signal is neither magnetic in origin, nor related to the physics
of twisted bilayer graphene.
Fig. S4A shows an optical image of the full device. The bottom white square highlights the region that exhibits
the quantum anomalous Hall effect; this is the region in which all the scans presented in the main text are performed.
The white rectangular overlay at the top of the device encompasses a region in which there is an edge of one of the
graphene layers forming the tBLG. The top part of this region is gated monolayer graphene (MLG), whereas the
bottom is gated tBLG. Fig. S4B shows images of BTF taken in the top region when gated to both ν = +3 and
ν = −3. Magnetism is present only at ν = +3, and only in the tBLG region. Fig. S4C shows two terminal transport
hysteresis curves taken from the contacts indicated in Fig. S4A, consistent with the scanning observation of disordered
magnetism. The edge signal is still present along the edge of the MLG part of the device, thus confirming that it is
not associated with the topological band structure of the tBLG. Furthermore, the sign of the edge signal flips when
gated to the opposite sign. This is more simply explained by a sensitivity to local electric field than by exotic edge
magnetism with gate dependent field coupling.
We have observed that nanoSQUID sensors differ in the strength of their coupling to the contrast mechanism
present at the edges of gated heterostructures. The majority have similar qualitative behaviors as those presented in
the main text and Figure S4B. Occasionally, however, some nanoSQUID sensors exhibit different and much stronger
responses to edges of gated heterostructures. Figure S4D is a scan of the region marked with the maroon square with
such a nanoSQUID sensor. Not only is the signal larger relative to the magnetic sensitivity, but we also see a more
sophisticated pattern associated with the edge.
Though the exact mechanism is unknown, one possible explanation is that this contrast mechanism corresponds
to electric field modulation of the properties of the nanoSQUID sensor. We cannot, however, rule out a thermal
component to the contrast mechanism. Nevertheless, as is explained above, the evidence is strong that this signal
arising at the edge is non-magnetic in origin and is not related to the physics of orbital ferromagnets and edge states
that we report in this paper.
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FIG. S4. Parasitic electric field sensitivity of nanoSQUID sensor. (A) Optical image of entire tBLG device. (B)
NanoSQUID AC gradient magnetometry of region of device far from QAH region. Scans at filling factors ν = −3 electrons
per unit cell and ν = 3 electrons per unit cell are shown. Disordered magnetic structure is visible in the bulk of this region
of the device at ν = 3 but not at ν = −3. Magnetic order ends at the edge of one of the monolayers used to produce the
tBLG. In both images a signal comparable in size to the magnetic signal is observed at all edges of the device, where electric
fields from the gate are strongest. This signal changes sign when the applied gate voltage changes sign. Scale bar is 1 µm.
(C) Ferromagnetism observable in 2 wire transport measurement through region imaged in B at ν = 3. Source and drain
contacts are shown with black arrows overlaid on A. (D) Image of BTF in region marked with maroon square overlaid on A.
The nanoSQUID sensor used for this scan had unusually pronounced contrast at the edge of the device. We report this scan
in units of T for comparison to B, though we do not believe that the signal is magnetic in origin.
13
II. SUPPLEMENTARY DATA
FIG. S5. Valley polarization switching in tBLG. (A) Anomalous Hall resistance ∆Ryx associated with twisted bilayer
graphene ferromagnetism, extracted by subtracting Ryx(B) as B is increased from Ryx(B) as B is decreased. The colorscale is
chosen to illustrate weak features in ∆Ryx(ν). For ν < 3, the coercive field of the ferromagnetic order increases dramatically,
peaking at ν = 2.82 electrons per moire´ unit cell. For ν < 2.82, ∆Ryx switches sign, indicating that the valley polarization of
the ground state of the system at finite magnetic field has switched. The coercive field plotted in Fig. 2C is extracted from
this dataset. (B) shows the same data as (A), but with the colorscale fixed to the von Klitzing constant to show the range
of filling factors for which a robust QAH effect is observed. (C) Robust Chern 1 QAH effect at ν = 3.1. (D) Ferromagnetic
hysteresis plots on opposite sides of the divergence of the coercive field close to ν = 2.82 (with offset). Note the change in the
relative sign of ∆Ryx.
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FIG. S6. Subresolution domain reversals in the Rxy ≈ 0 plateau (A) Rxy is repeatedly measured through a complete
major loop of the tBLG ferromagnet. Subtle differences appear between each of the three hysteresis loops, but all share the
Rxy ≈ 0 plateau. (B) Rxy is measured through a set of minor loops of the ferromagnetic hysteresis curve. The cyan loop occurs
over a regime in which changes in Rxy as a function of magnetic field are reversible. The red loop occurs over the transition
from the fully polarized field-unfavored state to the mixed state with Rxy ≈ 0 discussed in Fig. 3. The Rxy ≈ 0 plateau contains
several states characterized by small but measurable changes in Rxy. The green loop characterizes one such small change in
Rxy. The blue loop characterizes the transiton from the mixed state with Rxy ≈ 0 to the fully polarized field-favored state.
(C) Scans were performed before and after the green minor loop in B, and are shown here. The magnetic field distributions
are qualitatively similar with a few small differences. (D) An additional pair of scans with similar but unequal Rxy prepared
within the Rxy ≈ 0 plateau. (E-F) Difference images corresponding to C-D. All states within the Rxy ≈ 0 plateau had domain
distributions qualitatively similar to that discussed in Fig. 3K. Changes in the precise value of Rxy correspond to sub-resolution
changes in the magnetic field distribution above the tBLG device.
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FIG. S7. Additional images of the magnetic domain wall motion. (A) Hall resistance Rxy, showing the preparation
of magnetic domain configuration imaged in (B-E). (F-H) show magnetic images obtained by taking a pairwise difference
of images (B-E), as indicated in the bottom-left corners. These images demonstrate the motion of domain walls. (I-K)
Reconstructed magnetization density corresponding to (F-H). Inversion of the domain shown in I does not have a substantial
impact on Rxy because the domain does not separate any pairs of contacts.
