We have used molecular dynamics simulation techniques to study the generation of damage in Si within the low-energy deposition regime. We have demonstrated that energy transfers below the displacement threshold can produce a significant amount of damage, usually neglected in traditional radiation damage calculations. The formation of amorphous pockets agrees with the thermal spike concept of local melting. However, we have found that the order-disorder transition is not instantaneous, but it requires some time to reach the appropriate kinetic-potential energy redistribution for melting. The competition between the rate of this energy redistribution and the energy diffusion to the surrounding atoms determines the amount of damage generated by a given deposited energy. Our findings explain the diverse damage morphology produced by ions of different masses.
I. INTRODUCTION
There is a renewed interest in the modeling of amorphization in Si due to the use of high dopant doses and preamorphizing implants for the fabrication of integrated circuits. As dimensions are scaled down, effects such as the electrical deactivation and transient enhanced diffusion of dopants become important as they degrade the electrical characteristics of the manufactured devices. These effects are produced by the diffusion and complex interactions between dopant and lattice defects. 1, 2 Consequently, it has become of fundamental importance to correctly describe not only the dopant profile, but also the profile and typology of generated damage, both in amorphizing and subamorphizing conditions.
When an ion penetrates into a solid target, it loses its energy through collisions with its atoms and electrons. Si amorphization is the result of the accumulation of damage generated within these collisions. Generally, energy transfers to the electronic system are taken as inelastic loses and do not contribute to damage generation. Only energy deposited in the form of nuclear collisions is taken into account. 3, 4 Simple models describe this damage in terms of pairs of Si self-interstitials and vacancies, called Frenkel pairs. The modified Kinchin-Pease ͑KP͒ model 5 evaluates the average number of Frenkel pairs generated by the ion as N D = 0.42F D / E d , where F D is the total energy deposited into nuclear collisions and E d is the threshold energy necessary to produce a displaced atom within the target. For Si, experimental and theoretical estimations for this energy range from 11 to 30 eV, 6, 7 but for most simulators it is conventionally taken as 15 eV. 8, 9 According to this expression, the average number of generated Frenkel pairs does not depend on energy densities for the same nuclear deposited energy. On the other hand, the binary collision approximation ͑BCA͒ model provides an atomistic description of the implantation process but only interactions between pairs of atoms are considered. In this model, a target atom is displaced from its lattice position when it receives in a collision an energy higher than the displacement energy threshold E d . 10 Then this target atom can create a subcascade leaving behind a vacancy and generating an interstitial defect where it stops. For energy transfers below E d no Frenkel pairs are generated, and energy is assumed to be lost to phonons. 8 Models based on KP and BCA adequately reproduce the dilute damage generated by light ions 4 and give reasonably good depth profiles of implanted species with very low computational cost. 9 However, they are not able to describe more complex damage structures, known as amorphous pockets, which have been experimentally observed after heavy ion implantation. 11 To correctly reproduce the formation of these amorphous pockets it is necessary to resort to more sophisticated simulation techniques such as molecular dynamics ͑MD͒, 4,12-14 where many-body interactions at any energy level ͑above or below E d ͒ are naturally included. However, this technique is computationally very expensive and consequently it is limited to relatively small systems and very short simulation times. Some efforts have been made in the past to accelerate the MD calculations in order to be able to simulate the implantation process even at implant energies as high as 100 keV. 15, 16 Introduced approximations are meant to obtain dopant profiles in very good agreement with experiments, but at the expense of lacking a correct description of lattice damage.
The microelectronics industry demands ion-implant atomistic simulators with the computational efficiency of BCA but including a damage description as good as it is provided by full MD, besides having predictive capabilities.
17 To achieve such a simulator it is important to previously study and determine the underlying physical mechanisms that lead to amorphization in Si. Although damage formation processes at energies higher than E d are fairly well known ͑bal-listic regime 18 ͒, that is not the case for the low-energy regime. 19, 20 Our work will focus on a systematic study of damage generation at energies below E d by the use of MD techniques. Our goals are the quantification of this damage formation mechanism and the determination of the conditions that lead to the generation of amorphous pockets.
II. BCA AND MD SIMULATIONS
In a previous work we carried out MD and BCA simulations of B, Si, and Ge ͑light, medium, and heavy ion types, respectively͒ cascades into Si with 1 keV of nuclear deposited energy in order to study the similarities and differences in the obtained damage structures. 21 In BCA, the number of produced Frenkel pairs was the same for the three ions, because damage production within this model depends only on the nuclear deposited energy and not on ion mass. However, the amount of damage and its complexity increased with ion mass in MD simulations. In order to investigate on the origin of this different behavior we have carried out a more detailed analysis of the energy transfers to atoms during a cascade in BCA simulations. We found that only around 23% of the nuclear deposited energy is employed to produce Frenkel pairs, independently of ion mass. The remaining percentage, 77%, is employed in energy transfers to target atoms below the displacement threshold E d . We grouped these target atoms within a second-neighbor distance and we found that both the mean group size and the mean group energy increase with ion mass ͑see Table I͒ . This dependence with ion mass is similar to the one obtained using MD techniques, 21 which suggests that low energy transfers to neighboring target atoms could have some influence on the generation of damage. In this paper we use classical MD simulations to study the damage formation mechanisms in Si when depositing a given amount of energy in groups of neighboring atoms similar to those found in BCA calculations ͑Table I͒. In particular, we will focus on deposition conditions where the energy per atom is below E d .
All our MD simulations are carried out in the NVE ensemble. Si-Si interactions are described using the Tersoff 3 potential. 22 Simulation cells are cubical and periodic boundary conditions are applied in all directions. Atoms located in a sphere in the center of the cell are given a certain kinetic energy with corresponding velocities in random directions. We will refer to these atoms as initial moving atoms ͓see Fig.  1͑a͔͒ . Their initial kinetic energies are chosen between 0 and 20 eV/ atom, around and below the displacement threshold E d routinely used in BCA simulators ͑15 eV͒. We have considered two different initial kinetic energy distributions. In the first one, each initial moving atom receives the same amount of kinetic energy, while in the second one the kinetic energy distribution is chosen according to the one found in the BCA groups. Total deposited energies range from 50 to 500 eV. We also analyze the case of 5 keV of total deposited energy to study the trend to the high energy regime. In those cases where the number of initial moving atoms is small, we run a total of 100 simulations for each set of initial conditions in order to improve statistics. All simulations are carried out at an initial temperature of 0 K to avoid damage migration and annihilation. The size of the simulation cell is chosen so that the final temperature increase in the MD cell is not enough to induce damage annealing ͑Շ70 K͒. Sizes range from 26 000 to 300 000 atoms depending on the total deposited energy.
To identify damage zones in Si we have used a method based on the time average of atom coordinates, 23 which has been successfully employed to characterize self-interstitial configurations in Si. 24 Once the energy of the initial moving atoms has dissipated throughout the cell, the simulation continues over 1000 time steps during which atom positions are averaged in time. This procedure eliminates thermal vibrations and provides the local equilibrium positions for all atoms in the MD cell. Then, averaged atomic coordinates are compared with the original perfect lattice positions. When an atom is closer than 0.7 Å to a lattice site the atom is associated to that site, otherwise it is labeled as displaced atom and therefore it contributes to disorder ͓see Fig. 1͑b͔͒ .
III. RESULTS AND DISCUSSION
We define the efficiency ͑eff͒ of damage generation as the final number of displaced atoms per initial moving atom. In the case of the KP model,
where N I is the number of initial moving atoms and E K is the mean initial kinetic energy per atom. The predicted efficiency is eff= N D / N I = 0.42E K / E d , i.e., it does not depend on the total deposited energy. In the BCA model there is no damage production for energy densities below E d ͑eff= 0͒, and slightly over E d just one atom is displaced because there is not enough energy to produce secondary recoils ͑eff= 1͒. In Fig. 2 we represent our MD results on the efficiency of damage generation as a function of the initial kinetic energy per atom for different total deposited energies. Solid symbols correspond to simulations where all the initial moving atoms receive the same initial kinetic energy, and empty symbols to simulations with initial kinetic energy distributions consistent with the ones found in BCA groups. As can be seen, the initial energy distribution does not influence damage generation noticeably. This is because initial kinetic energy rapidly redistributes among the initial moving atoms long before damage generation takes place, as we will show later. Consequently, although the first type of MD simulations where all initial moving atoms start with the same kinetic energy may seem unrealistic, they can be used to obtain meaningful results. With respect to the efficiency of damage generation in MD, Fig. 2 shows that it increases with the initial kinetic energy density and also with the total deposited energy ͑un-like KP͒. Besides, efficiencies can be quite high for initial energy densities much below the displacement threshold E d ͑unlike BCA͒. However, it is worth to note that in all cases no damage is generated at energy densities below ϳ1 eV/atom even when the total deposited energy is as high as 5 keV.
To investigate the origin of this energy threshold at 1 eV/atom we have carried out MD simulations in which all atoms in the cell ͑and not only within a finite sphere͒ are given the same initial kinetic energy. The main difference with the MD simulations previously described is that now energy cannot dissipate to surrounding initially unexcited atoms. Consequently, all atoms in the MD cell maintain their total energy along the simulation, and only redistribution of this energy between kinetic and potential components is possible. We have simulated initial energy densities between 0.4 and 5 eV/atom. We observed that at initial kinetic energy densities below 0.6 eV/atom, deposited energy is equally redistributed between kinetic and potential components and no defects are generated. Between 0.6 and 1 eV/atom, the kinetic energy reach the value corresponding to the melting temperature, some defects are generated, but the cell is not fully disordered. In turn, for initial energy values of 1 eV/atom and above, the cell becomes completely disordered. Within the Tersoff 3 description of Si, ϳ0.7 eV is the potential energy per atom in the liquid phase at the melting temperature referred to perfect crystal at 0 K, and ϳ0.3 eV is the kinetic energy per atom corresponding to the melting temperature. 25 These energy values determine a threshold of 0.7+ 0.3= 1 eV/atom to fully disorder the MD cell. This is in fact a melting process: there must be in the cell the sufficient energy per atom to increase the temperature to the melting point ͑0.3 eV/atom͒ and to produce the phase change from crystal to liquid ͑0.7 eV/atom͒. It is worth to note however that this energy redistribution between kinetic and potential components does not occur instantaneously. As an example, in Fig. 3 we plot the evolution of the average kinetic and potential energies per atom referred to perfect crystal at 0 K in the simulation with an initial energy density of 1.1 eV/atom. The initial kinetic energy rapidly redistributes among the atoms, and after a few femtoseconds energy is equally divided between the kinetic and potential components. After this fast initial phase, some of the kinetic energy is converted to potential energy, indicating that a phase change starts to occur. Several picoseconds later, the cell reaches equilibrium and the average kinetic and potential energies per atom are 0.33 and 0.77 eV, respectively. The evolution of the simulation cell is shown in the snapshots of Fig. 3 . During the initial phase atoms are vibrating although the cell remains ordered. At a time of 1.7 ps partial disorder can be observed and after 23.5 ps the melting process is fullfilled. To evaluate the time required to completely melt the cell, t M , we have considered the instant when the average kinetic energy per atom differs 5% from its final equilibrium value. The corresponding snapshot shows that the cell is fully disordered at t M . We have evaluated the pair distribution function to confirm that the cell effectively has the features of a liquid. We have found that t M decreases rapidly when increasing the initial kinetic energy per atom, being 27 ps for an initial energy density of 1 eV/atom and only 35 fs for 4 eV/atom. It is worth to note that melting times t M obtained in these MD simulations are the lowest ones for each deposited energy value, since there is no energy dissipation but only redistribution between the kinetic and potential components. These times are essential information as we will show later.
In a real cascade, groups of atoms that have received energies below E d are surrounded by unexcited atoms, and energy out-diffusion occurs. The case of a limited number of excited atoms is illustrated with the simulation of 2500 initial moving atoms with an initial kinetic energy of 2 eV/atom, arranged in a sphere centered in a 300 000 atoms MD cell. In Fig. 4 we plot the mean kinetic, potential and total energy profiles as a function of the distance to the center of the simulation cell at different times. These profiles are consistent with a heat diffusion process 26 where thermal diffusivity decreases with temperature ͑as in real Si͒. At 30 fs, energy is equally distributed between kinetic and potential components and only a small part has diffused to atoms outside the initial sphere. The snapshot at this time shows that atoms are vibrating but the lattice keeps the crystal structure. After 400 fs, only atoms at the core of the sphere have a total energy of 2 eV as energy has diffused further to outer atomic shells. The energy distribution has changed: some of the kinetic energy has transformed into potential, which is consistent with a melting process. In fact, the corresponding snapshot shows a disordered region in the sphere core. At 40 ps, kinetic energy has fully dissipated throughout the cell and the potential profile shows the extent of the final amorphous region, R AM . This finding is in agreement with direct cascade MD simulations, where amorphization caused by heavy ion implantation was attributed to the thermal spike 27 regime ͑melting and subsequent quenching͒ that follows the penetration of the ion within the target. 12 It is worth to note that although all the initial moving atoms have 2 eV of initial kinetic energy, twice the minimum energy value for melting, the final damage region is smaller than the initially perturbed volume. This observation suggests that 1 eV/atom is a necessary but not sufficient condition to assure the formation of amorphous pockets by a melting process. Consequently, solving the heat diffusion equation to determine atoms that have instantaneously reached an energy of 1 eV is not a valid criterion to evaluate the extent of amorphous regions. 20 This also explains why high temperature ͑Ͼ5000 K͒ shock waves generated by cluster implantation into Si do not produce melting during their propagation within the target. 14 Simulation results presented so far suggest that the competition between melting and energy out-diffusion determines the formation of amorphous pockets. For a better understanding of this competition, we have analyzed MD simulations with the same total deposited energy, 5 keV, but with different initial kinetic energy values: 5, 2, and 1 eV/atom. In Fig. 5 we represent the time that the total energy of a shell of atoms is over a given value. Thick black solid line shows the melting times t M , obtained from the simulations previously described, as a function of initial energy density. In the simulation of 1 eV/atom, all energy profiles fall on the left-hand side of t M . In this case final damage FIG. 4 . ͑Color online͒ Kinetic, potential, and total energy radial profiles measured at different times for the simulation of 2500 atoms with an initial kinetic energy of 2 eV/atom. Corresponding cell snapshots are also shown. Black dashed lines indicate the initial energy profile and the radius of the sphere of initial moving atoms, and the black solid line in ͑c͒ the final amorphous radius, R AM .
FIG. 5. ͑Color online͒ Time that the total energy of a shell of atoms at a certain distance from the center of the MD cell is over a given value. Initial conditions were ͑a͒ 1000 atoms with 5 eV/atom, ͑b͒ 2500 atoms with 2 eV/atom, and ͑c͒ 5000 atoms with 1 eV/atom. The radius of the sphere of initial moving atoms, R I , and that of the final amorphous region, R AM , are also indicated. Thick black solid line corresponds to the melting times t M at each initial energy density. Snapshots show the final configurations.
consists of some isolated point defects as shown in the corresponding snapshot. On the contrary, for simulations of 5 and 2 eV/atom amorphization does take place, but the initial perturbation grows in the former and it shrinks in the latter. Only atomic shells whose total energy profile crosses to the right-hand side of the t M line become disordered because atoms of these shells have enough energy for enough time to complete the melting process. Later on, remaining heat diffuses away leaving behind a supercooled liquid, which eventually becomes an amorphous pocket. These results have been obtained by the analysis of simulations with a high number of initial moving atoms in order to have good statistics. However, we have confirmed that they also hold for those with small number of initial moving atoms.
With these results about melting of the lattice and diffusion of local deposited energy we can understand better the efficiencies shown in Fig. 2 . The efficiency of a simulation is zero when atoms have lost their energy too quickly to become disordered. For efficiencies below one, only atoms in the core of the excited region have enough energy during enough time to complete the melting process. In these cases, outer atoms have lost their energy so fast due to heat conduction that they cannot overcome the phase transition. In simulations with efficiencies over one, the energy of the excited region is so high that surrounding atoms receive enough energy for enough time to melt too. Our findings can explain the different damage morphology produced by different ions. For light ions, groups of atoms with energies below E d formed during a cascade are small and their energy dissipates quickly. Then, damage production is not enhanced by this low-energy mechanism and it is mostly determined by ballistic processes. In the case of heavy ions, these groups are bigger and their energy remains concentrated longer. This favors melting, at least in the cascade core, and so they are more efficient in the formation of amorphous pockets.
IV. CONCLUSIONS
In conclusion, we have demonstrated that energy transfers below the displacement threshold can produce a significant amount of damage and should not be neglected in radiation damage calculations. The formation of amorphous pockets within this low-energy deposition regime is the result of a local melting, in agreement with the traditional concept of thermal spike. However, to complete this phase change, it is necessary to reach the appropriate kinetic-potential energy redistribution before deposited energy dissipates away. We have determined the minimum time needed for melting, and we have found that it is a fast decreasing function of the deposited energy density. Our findings explain the different damage morphology produced by different ions and can be used to develop an improved description of generated damage in BCA models.
