Accurate knowledge of the movement of contaminants in porous media is essential to track their trajectory and later extract them from the aquifer. A two-dimensional flow model is implemented and then applied on a linear contaminant transport model in the same porous medium.
Introduction
Groundwater contamination problems arise when the water in the subsurface becomes polluted by substances of human origin. Since groundwater is one of the most safe sources for people to drink; contaminated water can become a serious issue because it is very dangerous to consume. Several sources can cause contamination in the groundwater such as chemicals, road salt, bacteria, viruses, medications, fertilizers, and fuel. Groundwater contamination can also occur when factories dump toxic materials into surrounding waterways, and when polluted runoff from storm drains reaches the aquifer (Dong et al., 2010) .
At the time the aquifer becomes contaminated, it is very difficult to clean up.
In some cases, the water can be cleaned using filtration systems, but in other cases, it may be rendered useless.
Subsurface contaminant transport models provide efficient tools for groundwater quality assessment and risk evaluation (Dong et al., 2010) . These models are capable of providing important information about the evolution of the con- Recursive filtering, such as Kalman filter (KF), is a well established data assimilation technique which processes the received data sequentially rather than dealing with it as a single batch. This means that it is not necessary to store the complete data set or to reprocess existing data every time a new observation becomes available (Budhiraja et al., 2007; Chang and Latif, 2010) .
The KF provides the best linear unbiased state estimate with Gaussian errors for linear problems. However, carrying out the KF can be computationally expensive and even prohibitive for large dimensional realistic problems. This is because the KF algorithm requires manipulating the covariance matrix of the estimation error which has the dimension of the system. To overcome this problem; the singular evolutive Kalman filter, proposed by (Pham et al., 1998) , will be considered. The SEKF is based on a low rank approximation of the KF error covariance matrices which was proven very efficient to drastically decreasing the 2 Subsurface Model and Discretization
Flow Modeling
The behavior of water inside porous media is generally studied by looking at the water head distributions and the Darcy velocities. To do so, both the Darcy's equation (1) and the continuity equation (5) are considered.
• General Darcy's Law
where U is the Darcy velocity, K is the permeability, µ is the viscosity of water, P is the pressure head, ρ is the density of water, g is the gravitational acceleration, γ is the specific weight of water, and ϕ known as the hydraulic head is written as A c c e p t e d M a n u s c r i p t
N o t C o p y e d i t e d
The first term, P/γ, is defined as the pressure head and the second term, z, is commonly referred as elevation head. The gradient operator in (1) is defined as follows
For 2D flow, the hydraulic head gradient along the vertical direction vanishes; i.e., ∂ϕ/∂z = 0. In this case, the Darcy's law given by (1) reduces
where
• Continuity Equation
where φ is the porosity of the medium, and t is time.
The Cell Centred Finite Differences (CCFD) approach is used to descritize the PDEs in (4) and (5) . CCFD is also known as Block Centered Finite Differ- 
Contaminant Modeling
The Darcy velocities obtained from the flow model are used to solve for the contaminant's concentration. Considering a 2D flow, the transport equation can be written as follows A c c e p t e d M a n u s c r i p t
N o t C o p y e d i t e d
where C is the concentration of the contaminant, D is the dispersion/diffusion term, r is the reaction/adsorption term, q is the source term, ω is the aquifer thickness (in this case, ω = 1 m), and C * is the upwind concentration.
Solving for the contaminant's concentration in (6) , the upwind scheme of the CCFD is used to ensure a stable solution with no oscillations. Since this transport equation is time dependent, an initial condition has to be imposed together with the boundary conditions. This initial condition will represent the spatial distribution of the contaminant inside the aquifer at the initial time.
Ignoring the diffusion and the reaction terms, the transport equation (6) can be rewritten (using adjacency matrices technique as in Dong et al., 2010) in the following form
where N and B are defined as follows
and b and S are the source term vector and the area of each cell respectively.
diag (x) is a square matrix having the vector x on its main diagonal and zeros elsewhere.
In the definition of B we introduced
here U x is the Darcy velocity in x direction, U y is the Darcy velocity in y 
where m and n are the total number of cells in x and y directions respectively.
O 1×m is a row vector of zeros and length m, I (mn)×(mn) is identity matrix of size (mn) × (mn), O m×(mn) is a zeros matrix of size m × (mn), and I n×m is
Under these matrix definitions, the size of matrices B W , B E , B N , and B S are (m + 1) n × (mn), (n + 1) n × (mn), (n + 1) m × (mn), and (n + 1) n × (mn)
respectively.
Reorganizing the terms of (7) and applying forward Euler's method
Note that N is a diagonal matrix, and thus its inverse N −1 is readily available.
A c c e p t e d M a n u s c r i p t
With no source term, the time dependent equation will then take the linear form
with
Data Assimilation into Contaminant Models
Data assimilation is the process of combining information from a numerical model and observations to determine the best possible description of the state of a dynamical system. Roughly speaking, the observations guide the model toward a realistic trajectory, while the model provides a spatio-temporal dynamical interpolation for the observations (Hoteit et al., 2002 ). As will be discussed later,"best possible" refers to the fact that the "best estimate" is often difficult, even impossible, to compute. For instance, the large dimension of the system often requires using approximations in the assimilation schemes.
The poor knowledge of the system uncertainties constitute another source of approximation.
Assimilation methods generally fall down into two categories: sequential methods based on the statistical estimation theory which optimally blend model outputs and data according to their respective uncertainties, and variational methods based on the deterministic inverse theory where the optimization is done for the whole system at once (Ghil and Malanotte-Rizzoli, 1991). The work carried out in this study is based on the first category and will use a (12) is linear but the model state can be of huge dimension depending on the resolution and the size of the area of interest.
Kalman Filter (KF)
The KF is a well-known statistical data assimilation scheme that provides the minimum variance estimate of the state of a linear system with Gaussian errors using all observations up to the estimation time (Welch and Bishop, 2006) . The KF can be described by a set of mathematical equations providing an efficient computational recursive algorithm. The filter first gives a prediction of the considered state at some time and then corrects it using some measurements.
As such, the KF operates in two steps
• Time update equations known as "Forecast
Step"
• Measurement update equations known as "Correction
The time update equations propagate the current state and its error covariance estimates forward in time to provide the "a priori" estimate at the next estimation step. The correction step updates the a priori estimate with the new observation before the next forecast step takes place. The KF algorithm can be summarized as follows.
Consider a dynamical system
where X t k denotes the vector representing the true state at time t k , and M k , k−1 is the transition operator that integrates the system states from time t k−1 to time t k . β k is the system noise vector representing uncertainties in the model. 
where H k is the observational operator that relates the state to the observation, and ε k is the observational noise. The process and the observational noises are assumed to be independent and distributed with zero means and covariance matrices Q and R, respectively.
The KF has to be initialized prior to these two forecast and correction steps.
The initialization of the filter will be discussed later in section (4.5).
Forecast
Step:
Starting at time t k−1 from an estimate X a k−1 of the system state and its corresponding error covariance matrix P a k−1 , the forecast state X f k and the associated error covariance matrix P f k at the next time step t k are computed by integrating the model forward in time
Correction
Every time a new observation Y o k is available, the KF corrects the forecast with the analysis equation A c c e p t e d M a n u s c r i p t
N o t C o p y e d i t e d
where G k is the Kalman gain matrix
It is common to parametrize Q as a fraction of the forecast uncertainties using an inflation factor in the covariance equation (16) as follows
where α is an inflation factor, α 1 (Astrom et al., 1989; Pham et al., 1998).
Singular Evolutive Kalman Filter (SEKF)
If the system state has a dimension N , the error covariance matrix P will have a dimension N × N . Manipulating this matrix for large N becomes computationally very expensive and even impossible in terms of both storage and computing.
The SEKF has been introduced as a way to reduce the computational cost of the KF while approximating the error covariance matrix by a singular matrix with low rank r << N (Pham et al., 1998) . This allows the decomposition
where L is of size N × r and U is simply r × r. Using this decomposition in the KF algorithm, we obtain the algorithm of the SEKF in which only L and U are used (a detailed description for L and U will be presented in section 4.5). P can still be computed but is not needed, thus drastically reducing the computational burden of the KF as r can be quite small. It was shown that the SEKF applies Just as the KF, the SEKF proceeds in two steps apart from an initialization step based on an Empirical Orthogonal Function (EOF) analysis (Hoteit et al., 2001 ).
Forecast
At time t k−1 , an estimate X a k−1 of the state and its corresponding error covariance matrix
The SEKF updates the analysis and the correction directions with the model as
The forecast error covariance matrix is then
2. Correction
The KF correction step is then applied as
with the Kalman gain now given by 
The corresponding filter analysis error covariance matrix is then
It is important to note that equation (27) was obtained after projection of the model error onto the filter correction directions L as described in (Pham et al., 1998) . This is needed to avoid an unbounded increase in the rank of P
(Pham et al., 1998).
When inflation is used to somehow account for the model error in the SEKF, equation (27) becomes
Even if the statistics of the model are known, the use of inflation in the SEKF is also needed to mitigate for the underestimation of P by low-rank matrices and for the projection of the model error Q on the correction directions L.
Singular Fixed Kalman Filter (SFKF)
The SFKF is a variant of the SEKF that carries the same low-rank idea but using an invariant set of correction directions. This enables to significantly decrease the computational cost with respect to the SEKF as in this case only one model integration is needed during the forecast step compared to the r + 1 integrations required in the SEKF (and N + 1 integrations required in the KF). A c c e p t e d M a n u s c r i p t
N o t C o p y e d i t e d
This filter has been used in several ocean applications (Hoteit et al., 2007) . In this filter, the error covariance matrix is parametrized as
The algorithm of the SFKF is thus exactly the same as the SEKF with the only difference is that the evolution of L is not carried out anymore in (23), thus remaining invariant over time. Several experiments were performed, each with specific configuration, using
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Journal Obviously, the FMG would require more computational time but will provide more detailed information about the evolution of the contaminant concentration.
The computational cost in the CMG is less, but the simulations are also less accurate because the contaminant is averaged over larger areas.
The porous medium is considered to be totally homogeneous within each subdomain, containing just solid matrix and no fractures. Dispersion and reaction terms in (6) are also ignored. Precipitation and dissolution can play an important role as a good source of watering for the aquifer but in this model all water sources that might take place are suppressed.
Twin Experiments
Twin experiments are conducted to assess the performances of the filters and study their capabilities. These experiments were designed as follows 1. A reference experiment is first performed and the reference contaminant states are saved to be later compared with the filters estimates.
2. Pseudo-measurements are extracted from these reference states.
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Assimilation experiments are then performed using a "perturbed" contaminant model and the collected pseudo-observations in 2.
The twin experiments setup is an efficient tool to evaluate the filter's performance as it allows to validate the filter's estimates of non-observed variables.
We expect the estimation of the contaminant to improve and get closer to the reference contaminant states after each assimilation cycle (or correction step).
Reference States
The reference state, or what we refer to as "the truth", includes the states that are used to evaluate the performance of the filters and to study their behaviors.
These states result from the simulation of the dynamic model, using the correct parameters and initial conditions. In our study, we collect the true states every 2 months by running the transport model in (12) 
Pseudo-Observations
We extract pseudo-observations for both the CMG and the FMG from the reference states. Here we assume that the observations are available on the grid points located along the path of the moving contaminant as shown in figure 4 .
The observations were collected every 2 months for a total of 305 observations. 
Initialization of the Filters
As discussed in section (3.1), to initialize the filters one needs some initial esti- The relative importance of any individual EOF to the total variance is measured by its associated eigenvalue. The theorem of Taylor-Young also demonstrates that the EOF analysis provides the best low-rank r approximation of the sample covariance matrix P (in the sense of least squares) decomposed in the form
where U is a diagonal matrix containing the eigenvalues of P ; λ 1 , ..., λ r ranked in decreasing order on its diagonal (Hoteit et al., 2001 ). In many earth sciences applications, only few eigenvalues are found significant, whereas the rest are very small suggesting that a drastic rank reduction is feasible (Hoteit et 
Forecast Model
The forecast model is the model used to integrate the state estimates forward in time. The forecast model is said to be perfect when no model errors are considered. This is true if in the filter forecast step we use the same model that has been used to generate the pseudo observations. In the presence of model errors, the forecast model is said to be imperfect.
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Case 1 Perfect forecast model
In this first case, the forecast of the contaminant state is computed using the "true" model (Q = 0), i.e. using the model parameters discussed in section (4.1) and the initial conditions as described in section (4.5). These experiments allow us to evaluate the filters performances without the influence of model errors. The only difference in the filters performances are then due to the formulations of the filters, providing a suitable framework to compare the filters performances. For all the experiments that we carry out, we assimilate data points from the domain as shown in figure 4 . We carry out the following assimilation experiments
• KF applied only on the CMG.
• SEKF applied on both, the CMG and the FMG. We further study the sensitivity of the filter behavior to the chosen rank.
• SFKF same runs as the SEKF.
Case 2 Imperfect forecast model
In real applications, the model is subject to different sources of uncertainties.
To test the filters in more realistic settings, we used a perturbed forecast model.
Here, and because the permeabilities of the domain are not well known, we 
Evaluation of the filters solutions
We consider the Root Mean Square Error (RMSE) as a measure of the filters performances. The RMSE is the distance between the state predicted or estimated by the filter and the reference state averaged over the system dimension,
We also examine the estimated spatial distribution of the contaminant inside the aquifer and compare it with the reference states in figure 3.
Numerical Results and Discussions

Perfect Forecast Model Case
This section presents the assimilation results using a perfect forecast model to evaluate the behaviors of the different filters. Under this setup, differences in performances are only due to the filters formulation.
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Journal With the results of the KF validated, we use these as a reference to evaluate the SEKF and the SFKF. The goal of these experiments discussed here is of course to see how well we can reproduce the reference states but with much less computing time and memory storage than the KF. As discussed in section 3,
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Journal We therefore study the behavior of the two simplified KFs, the SEKF and the SFKF, with different ranks of the estimation error covariance matrices. We The RMSE of the assimilating experiments with the SFKF are plotted in figure 9 . Obviously, the RMSE values for the SEKF estimates are better than those of the SFKF at the end of the assimilation window but the SFKF is significantly faster. This suggests that the evolution of the correction directions can help improving the behavior of the low-rank filters. To a certain extent and in some situations however, one can be satisfied with the solution of the SFKF depending on the available computational resources and timing requirements.
For instance, one can choose to increase the rank of the SFKF to obtain even better results than those resulting with the SEKF using smaller ranks as this would not require any more model integrations. Only storage and computational requirements of the analysis step become more demanding, but this in general is not very significant, particularly in the current system.
Experiments with High Resolution Grid
After validating the performance of the SEKF, we implemented the filter with the high resolution grid FMG to test its efficiency in a more realistic situation.
It is important to note that it was not possible to implement the KF in this setup because of lack of memory. Figure 10 
Imperfect Forecast Model Case
We consider now the case of the imperfect forecast model which is the true model with perturbed initial conditions and permeabilities. Clearly, the filter estimates should be less accurate than the ones resulting from the perfect forecast model.
The goal of these experiments is to test the filters under more realistic conditions and to study the impact of model errors on the different assimilation schemes.
Here we only use the CMG to save computing time and we add 10% errors to the pseudo-observations.
The use of an imperfect model to forecast the state of the KF significantly degrades the filter behavior as shown in figure 11 . The RMSE increases in time because the filter does not fully make use of the information contained in the data. Not accounting for the model error in the filter algorithm wrongly gives more confidence in the forecast and the filter correction becomes less significant.
Inflating the forecast error covariance matrix as a way to account for model errors obviously stabilizes the KF and clearly improves performances. This is however only true up to a certain level and using inflation larger than 1.08 lead to filter divergence in our experiments. This is because larger inflation could force the filter to overfit the noisy data. Overall, the end results using all levels of inflation are not as good as those obtained using the perfect forecast model. Treating the model error as an additive term while including an estimate of the model error covariance matrix in eq. (16) provides better results than using inflation. As discussed in section (4.6), Q was estimated as the sample covariance matrix between the true reference run and the perturbed model. The bold dashed curve in figure 11 shows how including Q could greatly enhance the stability of the filter, but does not improve results over the long term, in contrast with the results obtained using inflation.
We further studied the behavior of the SEKF and the SFKF with the same the RMSE values from the SEKF and SFKF both implemented with rank 10, using inflation and an additive model error covariance Q. Here Q was projected on the filters correction directions as described in eq. (27) .
Surprisingly, whether accounting for model errors using inflation or Q, the SEKF provides better estimates than those obtained using the KF when the forecast is computed using an imperfect model. SEKF can further handle larger inflation (up to 1.14) as the low-rank approximation tends to underestimate the forecast uncertainties, thus requiring more inflation than the KF. Using Q in the SEKF interestingly decreases the error to 0.08 providing a more accurate and much stable solution than all runs with inflation. These results suggest that the low-rank approximation was somehow able to filter out some model errors noise associated with the use of wrong permeability values, leading for better estimates than those obtained with the full rank KF.
Similar results were also obtained with the SFKF with again Q giving slightly better performance than using inflation ( Figure 13 ). The SFKF was not able to handle as much inflation as the SEKF. This can be explained by the invariant correction directions that are used to parametrize the SFKF covariance matrices.
This seems to have lead to an overestimated forecast errors and adding inflation degraded performances. The estimation error with SFKF decreased to 0.58 after 50 years assimilation, which is larger than both the KF and the SEKF. 
Computational Cost
We performed our experiments using MATLAB on a 2.66 GHz PC with 24 GB of RAM. The computing time of the filters (using inflation) are shown in table   1 . A rank of 10 is considered for the SEKF and the SFKF in the CMG and 15
in the FMG case, respectively. The SEKF and the SFKF are significantly faster for the CMG than the KF. More precisely, they require only about 3% of the total execution time of the KF. In the FMG, computationally the KF cannot be utilized; however, the low-rank filters provide accurate estimates in less than 1/4 hour. As expected, the forecast step in the SFKF is faster than the SEKF as the correction directions are kept invariant in time, requiring only one model integration.
Conclusion
In this paper, we studied the efficiency of low-rank Kalman filters for state We used a coupled model incorporating both flow and contaminant information. We ran assimilation experiments with the goal of accurately locating the contaminant plume in the 2D domain. Experiments were performed with perfect and imperfect forecast models for assimilation. In the perfect model case, the low-rank KFs results are as good as the full KF while requiring significantly less computing cost than the KF. In the imperfect model case, we tested the filters behavior using a simple inflation technique and an additive error covariance matrix to account for model errors. It was found that the latter accounts better for model errors and that the low-rank approximation helped filtering out some model noise in this specific setup where permeabilities were considered as the only source of uncertainty in the system. In real applications, the main difficulty in treating the model error in a Kalman filter is the lack of knowledge of the statistical properties of the noise. This is the one of the reasons why we tested the use of covariance inflation, which was proven quite useful despite its simplicity. We will investigate the estimation of the noise statistics in a lowrank Kalman filtering formulation via optimization of the joint likelihood of the sequence of innovations as proposed by (e.g., Hantush and Mariño, 1997).
The results of this study suggest that low-rank Kalman filtering can be used to efficiently estimate the state of the contaminant and to drastically reduce the computational burden required by the KF. The number of assimilated data in the present study might be financially excessive but results from other experiments, not reported here, suggest that the filters can efficiently operate with less measurements, if these were carefully collected. This is an optimal observation design problem and will be thoroughly studied in a future study. We 
