Event-triggered and self-triggered control have recently been proposed as alternatives to the well established periodic implementation of control loops on digital platforms. In a self-triggered implementation, the control task is responsible for computing the new actuator values as well as the next instant of time at which the state should be sampled, the control law recomputed, and the actuator values updated. In between these time instants, the system under control requires no attention and can operate in open loop. Self-triggered implementations can be seen as double edged swords: on the one hand, by using the state of the plant to determine when the control law needs to be recomputed, desired levels of control performance are enforced while drastically reducing the resources (processor time, communication bandwidth, etc) used for control; on the other hand, by operating the plant in open loop for extended periods of time, robustness of self-triggered implementations becomes an honest concern. In this paper we propose a self-triggered implementation for linear systems achieving exponential input-to-state stability, hence addressing the robustness concerns. Moreover, the proposed implementation computes the largest possible times during which the plant can operate in open loop while meeting desired performance levels and subject to the computational capabilities of the digital platform.
Introduction
The majority of control systems are nowadays implemented on digital platforms equipped with microprocessors capable of running real-time operating systems. the nodes are informed of the next time they need to become active to acquire new measurements and act. In between these active times, the nodes can be kept "asleep" (or performing other tasks) and save energy (or recycle it). These intervals of time in which no attention is devoted to the plant, while providing great reductions on energy consumption, pose a new concern regarding the robustness of self-triggered implementations.
In the current paper we propose a self-triggered implementation for linear systems in which the times between controller updates are as large as possible so as to enforce desired levels of performance subject to the computational limitations of the digital platform. By increasing the available computational resources, the times between controller updates become as close as desired to the times resulting from an event-triggered implementation. Hence, the proposed technique reduces the actuation requirements (and communication, in networked systems) in exchange for computation. The advantages discussed in the previous paragraphs remain the same, but the computational cost associated to the implementation establish practical limits that need to be taken into account. Furthermore, we also show that the proposed self-triggered implementation results in a exponentially input-to-state stable closed loop system with corresponding supply rates depending on the available computational resources.
Literature review
Many researchers have proposed diverse designs or implementations of controllers in event-triggered form [3] , [4] , [5] , [6] , [1] , [7] , [8] . Among these, [5] , [1] , [7] , [8] are based on dissipation inequalities; from the initial work of Tabuada [5] , through the work of Wang and Lemmon [7] , to the recent advances on implementations for distributed systems [1] and the most recent work of Cogill for discrete time systems [8] .
Although related, in this paper we consider self-triggered and not eventtriggered control. The term self-triggered control was first employed, to our best knowledge, by Velasco and Marti in [2] . Inspired by the previous work on Lyapunov based event-triggered control, several self-triggered implementations have been proposed in the last years, both for linear [9] , [10] and non-linear [11] plants. The latter when applied to linear systems degenerates into a periodic implementation, while [9] and [10] make use of very conservative approximations. In contrast with those two approaches the approach followed in the present work provides with large inter-sample times for linear systems.
The literature on networked control systems is vast and includes numerous different approaches, see [12] , [13] , [14] , [15] , [16] and references therein. Many of these results rely on a "maximum transfer interval" (MATI) that can be seen as a bound on the maximum time that can elapse between two consecutive executions of the control law. However, the MATI is independent of the state of the plant and thus overly conservative when compared with the self-triggered technique proposed in this paper.The idea advocated in this paper, trading communication/actuation for computation, was already explored in [13] . However, their approach is aimed at loosely coupled distributed systems, where local actuation takes place continuously and communication between subsystems is reduced by means of state estimators. The work of Nesic and Teel [16] is specially relevant since the authors of the present draw great inspiration from their analysis methods.
In the analysis of robustness of the proposed implementation the authors were influenced by the approach followed by Kellet in [17] . Finally, the notion of Input-to-state stability [18] , introduced by Sontag, is fundamental in the approach followed in the present paper.
Notation
We denote by N + the positive natural numbers, and by R + the positive real numbers. We also use
The usual Euclidean (l 2 ) vector norm is represented by | · |. When applied to a matrix | · | denotes the l 2 induced matrix norm. A matrix P ∈ R m×m is said to be positive definite, denoted P > 0, whenever x T P x > 0 for all x = 0, x ∈ R m . By λ m (P ), λ M (P ) we denote the minimum and maximum eigenvalues of P respectively. A function
Given an essentially bounded function δ :
{|δ(t)|} < ∞. In the following we consider systems defined by differential equations of the form:
in which f : R m → R m is a smooth map. We will also use the simpler notatioṅ ξ = f (ξ) to refer to (1) . A solution or trajectory of (1) with initial condition x ∈ R m is denoted by ξ x : R + 0 → R m , where ξ x satisfies: ξ x (0) = x and d dt ξ x (t) = f (ξ x (t)). We will relax the notation by dropping the x subindex whenever the initial condition is not relevant to the discussion. We will also consider systems:
with inputs χ : R + 0 → R l and δ : R + 0 → R p essentially bounded piecewise continuous functions of time and f : R m × R l × R p → R m a smooth map. The input χ will be used to denote controlled inputs, while δ will denote disturbances. We refer to such systems as control systems. Solutions of (2) with initial condition x and inputs χ and δ, denoted by ξ xχδ , satisfy: ξ xχδ (0) = x and d dt ξ xχδ (t) = f (ξ xχδ (t), χ(t), δ(t))) for almost all t ∈ R + 0 . As before, the notation will be relaxed by dropping the subindex when it does not contribute to the clarity of exposition. A feedback law for a control system is a smooth map g : R m → R l ; we will sometimes refer to such a law as a controller for the system. Definition 2.1 (Lyapunov function). A function V : R m → R + 0 continuous on R m and smooth on R m \{0} is said to be a Lyapunov function for system (1) if α(|x|) ≤ V (x) ≤ α(|x|) for some α, α ∈ K ∞ , and there exists λ ∈ R + such that for every x ∈ R m \{0}:
We will refer to λ as the rate of decay of the Lyapunov function.
Definition 2.2 (GES).
A continuous time system (1) is said to be globally exponentially stable (GES) if there exists σ, λ ∈ R + such that for all t ∈ R
In what follows, σ will be referred to as the gain and λ as the rate of decay of the GES estimate.
Definition 2.3 (ISS).
A control systemξ = f (ξ, δ) is said to be input-to-state stable (ISS) if there exists β ∈ KL and γ ∈ K ∞ such that for any t ∈ R + 0 and for all x ∈ R m :
If β is also exponential, then the system is said to be exponentially ISS. We shall refer to (β, γ) as the supply rates of the ISS estimate.
Problem Statement
In this section we state the problems we solve in the remainder of the paper. First, we need to formally describe the techniques of event-triggered and selftriggered control. Then, by making use of those ideas, we formalize the problems to be solved.
Event-triggered control.
Consider the control system:ξ
with the feedback law g rendering the closed loop GES. Assume now the sampleddata system:ξ
where
is a divergent sequence of sampling times. An event-triggered implementation defines a sequence of update times {t k } k∈N + 0 for the controller, rendering the closed loop system asymptotically stable. This sequence of times is implicitly defined by an event-triggering condition on the state of the plant, typically of the form:
where the map h : R + 0 × R m × R m → R is continuous and at least differentiable on its second argument. Intuitively, if the last actuation took place at time t k , the next actuation will take place when the event h(t k , ξ(t), ξ(t k )) = 0 occurs. Moreover h satisfies for all x ∈ R m :
These properties guarantee (by the continuity of h) that there exist a minimum time in between updates of the controller, i.e. for all x k ∈ R m there exists some
It was shown in [19] that under additional assumptions there exists t min independent of x k . Also note that, as defined, h only takes non-positive values, as h is reset to zero whenever the controller is updated. From here on, we will retain the notation τ k to denote the inter-execution times.
Self-triggered control.
Self-triggered control removes the continuous supervision of event-triggering conditions like (5), in favor of constructing maps τ k = Γ(ξ(t k )) providing with the next controller update time t k+1 = t k + τ k as a function of the state when the last update was performed. If a condition of the form of (5) is available, one could attempt to design Γ so that
Such a design can be thought of as an emulation of the event-triggered implementation defined by (5) . Although this kind of design of self-triggered implementations is the inspiration of the work we present here, it should not be seen as the only possible design approach of self-triggered controllers.
Self-triggered controllers are less demanding in terms of sensing as measurements are only required at the {t k } k∈N + 0 instants. Moreover, while eventtriggered controllers require a continuous computation of h to test the condition triggering the events, self-triggered controllers just perform computations when a new update of the controller takes place. These two observations are responsible for all the advantages of self-triggered implementations on embedded and/or networked control systems discussed in the introduction. However, selftriggered control operates in open-loop in between controller updates (all the sensors are sleeping), which poses a natural concern in terms of robustness of these implementations. In the following sections we will address this concern.
Problem.
Now we are in position to formulate the questions to which we devote the rest of the paper: Problem 3.1. Consider a linear control system and controller rendering the closed loop exponentially stable: determined by t k+1 = t k + Γ(ξ(t k )), is the resulting closed-loop system:
exponentially input-to-state stable?
Remark 3.3. Additive disturbances can model both sensing and actuation disturbances. A more thorough analysis of a number of different phenomena encountered in practice that also fit in this model can be found in [17] .
In the following section we introduce a self-triggered implementation providing a positive answer to the questions posed by Problems 3.1 and 3.2.
A self-triggered implementation for linear control systems
Let V be a Lyapunov function for the system (3) with rate of decay λ o ∈ R + . Consider the system (4) with {t k } k∈N + 0 as the sequence of update times for the controller. Let now the event-triggered condition, defining implicitly the controller update times, be for every t > t k :
for some 0 < λ < λ o . By enforcing h(t k , ξ(t), ξ(t k )) < 0 for all t ≥ 0 the closed-loop system satisfies:
where the initial time t o = 0 is also assumed to coincide with the first execution of the controller. Note that (12) implies exponential stability of the closed-loop system in the absence of disturbances.
It can be verified that (11) satisfies the conditions in (6), and therefore there exists some t min (x k ) such that for all x k ∈ R m , τ k ≥ t min (x k ), when ξ(t k ) = x k . In the linear case, where V (x) = x T P x, P > 0, and f (ξ, χ) = Aξ + Bχ, the authors showed in [19] that there exists a uniform bound t min > 0 such that τ k ≥ t min , and a numerical algorithm was provided to compute that lower bound for the inter-execution times. We revisit those results in Appendix 8.
So far we have just described a rather obvious event-triggered implementation that, in the absence of disturbances, provides exponential stability for the sampled-data implementation. We introduce a self-triggered implementation for linear systems based on an emulation of the event-triggered condition (11) . The implementation tests condition (11) at discrete instants of time separated by ∆ units of time from each other. Making use of an exact discrete-time model, (11) can be evaluated only from the knowledge of the initial condition. We describe this process in more detail in the following paragraphs.
Let the exact discrete time model of system (7) when t ∈ [t k , t k+1 [, with discretization step ∆, be given by:
and let W (x) := x T P x. With this discrete model and with χ[n] = Kx k , x k := ξ(t k ) (as the model is for t ∈ [t k , t k+1 [) one can compute:
The function W , in the absence of disturbances, would take the value:
Testing condition (11) transforms into finding the largest valueñ such that:
for all n ≤ñ. Note that if the Lyapunov function is of the form V (x) = W 1 2 (x), the above procedure also ensures that ∀n ∈ N + :
Let us define:
where t min is the minimum time between updates, implicitly defined by our choice of λ, see the Appendix, and t max the maximum time between updates, selected as a design parameter. The necessity for a maximum inter-sample time t max , follows from implementation considerations (finite memory requirement) as larger times require larger amounts of memory. Furthermore, it should not be surprising that in order to obtain some sort of robustness against disturbances the time the system can run unsupervised should be bounded. The selection of t min (through the design of λ) and t max will define the performance of the system as the analysis in Section 6 shows.
Robustness.
The self-triggered algorithm, first proposed by the authors in [19] , can now be summarized in the following theorem:
Theorem 4.1. The linear control system in the presence of additive disturbances δ:ξ
given by the policy:
is exponentially input-to-state stable.
The proof of this result will be a consequence of the more detailed results in Section 6 providing stability bounds and robustness measures as functions of λ, t min , ∆, and N max . Note that λ, ∆, and N max are design parameters, whereas the value of t min is determined by that of λ.
The implementation in Theorem 4.1 provides times as close as possible to the maximum allowed inter-execution times. Let us define formally the maximum allowed inter-execution time τ * , taking into account the pre-specified t max , as the map τ * : R m →]0, t max ] given by:
Corollary 4.2. The self-triggered policy determined by Γ, as defined in Theorem 4.1, provides inter-execution times τ k = Γ(x) arbitrarily close to the maximum allowed inter-execution time τ * (x), i.e. :
Implementation Complexity.
The left hand side of the implemented triggering condition (13) can be rewritten as
are needed to check the triggering condition at the different times
products and the same amount of additions, in the worst case needs to be performed (N max − N min ) times. In addition,
products are necessary to compute the embedding ν 2 (x). Moreover, (N max − N min ) comparisons are required to enforceh(n, ξ(t k )) ≤ 0. Adding all those terms proves the provided expression.
Example
To illustrate the operation and performance of the proposed self-triggered implementation we borrow the Batch Reactor model from [15] The closed loop has as decay rate λ o = 0.41 and we set λ = 0.5λ o . The resulting minimum time for this selection of λ is t min = 20ms. The rest of design values were set to: t max = 300ms and ∆ = 1ms. With this design the complexity becomes M s = 2810 and M t = 5911.
In the implementation proposed by Walsh et al in [15] the controllers were dynamic while we only address static controllers in this paper. Thus a comparison with [15] would not be fair. As a measure of comparison we include the MASP as proposed by Nesic et al in [20] , which for this example takes the value MASP=3.2ms. The MASP was computed using the following storage functions: W (e) = |e|, V (x) = 180.93x
T P x (with P as above). Figure 1 presents the evolution of V (ξ(t)) (solid line) and the piecewise continuous function V (ξ(t k ))e −λ(t−t k ) (dotted line) between 1 and 2 seconds. The intersection of the dotted and solid lines (or the maximum value N max ∆) determines the inter-execution times τ k as defined in Theorem 4.1. The actuation times t k are marked with vertical dashed lines in Figure 1 . Notice how, in Figure 1 , the thirth and fourth updates of the controller happen without the triggering condition being violated since N max ∆ is reached. It is important to note how, in our proposed technique, we let V rise (see Figure 1 between seconds 1.7 and 2). Allowing V to grow provides with larger inter-execution times than those obtained by requiring a constant decay of V . This last observation justifies why the inter-execution times provided by our technique are larger than those in any of the techniques based on imposing a continuous decay of V , e.g. [10] . The evolution of the Lyapunov function V (x) = (x T P x) 1 2 under disturbances (uniformly distributed bounded noise) with norms δ ∞ = 1 and δ ∞ = 10 is presented in Figures 3, and 5 respectively. In both of those figures the ISS nature of the system can be appreciated. We also present the inter-execution times τ k generated by the self-triggered implementation under the presence of a disturbance with δ ∞ = 1 in Figure 4 . One can see how after 3 seconds (when the system is practically stabilized) the proposed triggering scheme times are all saturated to t max , the maximum allowed time in open-loop. To illustrate the control that ∆ provides over the accuracy of the interexecution times, we show in Table 6 regarded as a measure of the degradation of the performance (under no disturbances) as a function of ∆ and t max . This degradation can also be interpreted as a delay, i.e. V (t) ≤ |x s (t 0 )|e −λ(t−δ) , with the delay given by:
This delay δ is the measure used in Tables 7 and 8 to quantify the effect of ∆ and t max . In a concrete application the parameters ∆ and t max can be used to tune the performance and implementation complexity of the self-triggered implementation. Consider the system (4) with zero-order-hold in the controlled input and with
as the sequence of update times for the controller. Let also V be a Lyapunov function for the system (4) with rate of decay λ o ∈ R + . Assume in addition that for all k ∈ N + 0 the inter-execution times τ k belong to [N min ∆, N max ∆]. The following result extends Theorem 4 in [21] to the case in which estimates (or measurements) of the state are available more often than the controller is updated. Let the estimates of the state be available every ∆ units of time, while actuation occurs at instants separated by irregular intervals of length τ k . Lemma 6.1. Consider the system (4). If the following three conditions are satisfied:
• there exists some N max such that t k+1 − t k ≤ N max ∆ for all k ∈ N + 0 , then the sampled data system (4) is GES with decay rate λ and gain g(∆, N max ) given by:
Proof. Any time instant t ∈ [t k , t k+1 [ can be decomposed into t = t k + n∆ + s, where k, n ∈ N + 0 and s ∈ [0, ∆[. Then, from the assumptions we can conclude:
At every instant t k + n∆, n ∈ [0, N max ] ⊂ N + 0 and for all t k ≥ t o we know that |ξ(t k + n∆)| ≤ σ|ξ(t k )|e −λ∆n , but we ignore the value of the Lyapunov function in between measurements. Nonetheless, one can bound |ξ(t)| for all r ≥ 0 as a function of S(t) = |ξ(0)|e −λt by computing the following ratio:
As before, assume that t ∈ [t k , t k+1 [ for some k ∈ N + 0 and decompose t as t = t k + n∆ + s, for some n ∈ [0, N max [⊂ N + 0 and s ∈ [0, ∆[. Then, then the previous ratio can be bounded by:
where we used the fact that S(t) = |ξ(0)|e 
The proof is concluded by noting that the resulting expression is independent of k and therefore valid for all t ≥ 0.
Remark 6.2. The values of both L 1 and L 2 will, in general, depend on the selected value of ∆, normally decreasing for smaller values of ∆.
Remark 6.3. The previous theorem essentially differs from the result in [21] on the KL function β provided for the decay of the sampled-data system. The bound we provide has a smaller gain than will result from applying Theorem 4 of [21] with T = N max ∆ at the cost of more frequent measurements (estimates in our implementation).
Let us introduce now some new notation for succinctness of the expressions that appear in the rest of the paper. We will denote by ρ P andρ P the following quantities:
Theorem 6.4. Consider system (7), (8) admitting the Lyapunov function V (x) = (x T P x) 1 2 , under the self-triggered implementation presented in Section 4 with λ ≤ λ o and ∆ as discretization step. Such an implementation is GES with decay rate λ and gain g(∆, N max ) where:
Proof. The result is obtained by direct application of Lemma 6.1. The first condition is satisfied with L 1 and L 2 as defined by (20) and (21) by any linear system; the second condition is satisfied from the guarantee (12) provided by the implementation in Section 4.
For linear systems it is possible to obtain tighter bounds than the ones provided by the previous theorem. In particular, the fact that for linear systems one can bound the evolution of the Lyapunov function (in some period T ) also from below, allows us to provide the following result whose proof (very similar to the proof of Theorem 6.4) can be found in [19] .
Theorem 6.5. Consider system (7), (8) 
Performance guarantees in the presence of disturbances.
Consider now the system:
where δ represents a disturbance affecting the system and Γ is given by the implementation presented in Section 4.
We introduce now a Lemma that we will use in the proof of Theorem 6.7.
Lemma 6.6. Consider system (22) and V :
. Then for any given 0 ≤ T < ∞:
with γ ∈ K ∞ given by:
Proof. From the Lipschitz continuity of V we have
Integrating the dynamics of ξ and after applying Hölder's inequality one can conclude that:
And thus for all t ∈ [0, T ]:
In the following theorem we use the following notation in order to provide more succinct expressions:
We also use γ I to denote the function obtained by substituting the matrix P by the identity matrix I in (23).
Theorem 6.7. System (22) with Γ given by the self-triggered implementation in Theorem 4.1 is exponentially ISS with supply rates (β, γ) given by:
Proof. From Lemma 6.6, and the condition enforced by the self-triggered implementation we have:
Iterating the previous equation it follows:
Assuming without loss of generality that t o = 0, the following bound also holds:
where we used the bounds for V (x):
M (P )|x|. From Theorem 6.5 and Lemma 6.6 one also obtains that for all τ ∈ [0, T ]:
Combining (24) and (25) results in:
and after denoting t = t k + τ we can further bound:
which is independent of k and concludes the proof.
Conclusions
This paper described a self-triggered implementation of stabilizing feedback control laws for linear systems. The proposed technique guarantees exponential input-to-state stability of the closed loop system with respect to additive disturbances. Furthermore, the proposed self-triggered implementation allows the tuning of the resulting performance and complexity through the selection of the parameters ∆ and t max . The resulting inter-sample times can be rendered as close as desired to the maximum allowed inter-execution time at the expense of increasing the implementation complexity. Nevertheless, the number of executions can still be considerably reduced with low implementation complexity as demonstrated in the batch reactor example.
Appendix: Computation of the minimum samplingtime
Assume we have a linear control system under the self-triggered policy presented in Section 4. The dynamics of the closed loop system are given by the system:
where x k = ξ(t k ) and Γ c (ξ(t k )) is the exact (as in an event-triggered implementation) version of Γ(ξ(t k )) in Theorem 4.1, i.e.
Note that with ξ(t) we are denoting the solution ξ of the dynamical system (26) from some initial condition x o . By introducing the error variable η(t) = ξ(t) − x k the dynamics can be rewritten as:
η 0 (t) = −(A + BK)ξ x k (t) − BKη 0 (t),
in which η 0 (t k ) = 0 and ξ x k (t k ) = x k . The inter-execution times of this implementation are implicitly defined by the inequality h(τ, ξ(t), ξ(t k )) ≤ 0. By defining y = [ξ T η T ] T , we can rewrite system (27) in the following form: 
for C := I 0 . While it is not possible to find Γ c in closed-form, we can find its minimum value by means of the Implicit Function Theorem. This will provide us with a tight lower bound for the inter-execution times under the self-triggered strategy. In order to do so, we differentiateh(τ, y o ) = 0 with respect to the initial condition x o . For each coordinate we obtain: 
Combining (32) into matrix form we obtain:
with:
M (τ ) := I 0 (e F τ C T P Ce (34) is linear in x o , it is sufficient to check when the matrix has a nontrivial nullspace. The aforementioned procedure can be summarized in the following theorem.
Theorem 8.1. Given the system (26), the inter-execution times defined by Γ c are lower bounded by:
In fact, this method can also be regarded as a formal procedure to find a sampling period for periodic implementations, in contrast with the ad-hoc rules of thumb that are frequently used [22] . Moreover, this analysis can also be applied, mutatis mutandis, to other Lyapunov-based triggering conditions, like the ones appearing in [23] and [24] .
