Abstract. Given a holomorphic self-map of complex projective space of degree larger than one, we prove that there exists a finite collection of totally invariant algebraic sets with the following property: given any positive closed (1,1)-current of mass 1 with no mass on any element of this family, the sequence of normalized pull-backs of the current converges to the Green current. Under suitable geometric conditions on the collection of totally invariant algebraic sets, we prove a sharper equidistribution result.
Introduction
Let P k be the complex projective space of dimension k and let f : P k → P k be a holomorphic map of algebraic degree d ≥ 2. It is well known (see [FS94] , [HP94] ) that there exists a positive closed (1,1)-current T f , the Green current, such that for every smooth (1,1)-form α in the cohomology class of the Fubini-Study form ω, the sequence of smooth (1,1)-forms d −n (f n ) * α converges to T f in the sense of currents. A natural question to ask is if such behavior also occurs when we replace smooth forms by currents. More precisely, if S is a positive closed (1,1)-current of mass 1, when does the convergence
hold? This last convergence is what we refer to as equidistribution. The answer: Not always. Assume for example that there exists a totally invariant irreducible hypersurface X ⊂ P k , i.e. f −s (X) = X for some s ∈ N (which for simplicity we take to be s = 1); then its current of integration [X] satisfies f
T f since the current T f has no mass on any algebraic subsets of P k (in particular, it cannot be the current of integration of an algebraic variety. See [Sib99] for more details). Therefore, it seems that the appearance of totally invariant algebraic sets restricts the possibility of having equidistribution. A very important feature of holomorphic maps is that the collection of all totally invariant algebraic subsets of P k is finite (see [FS94] , [DS08] ).
In dimension k = 1 (i.e. P 1 is the Riemann sphere and T f is an invariant probability measure), a famous result by Brolin [Bro65] (for the case of a polynomial self-maps of C) and by Lyubich [Lju83] , Freire-Lopes-Mañé [FLM83] (for the case of rational self-maps of P 1 ) states that there exists a collection E f of totally invariant points (also called exceptional points), of cardinality at most 2, with the following property:
Given any probability measure ν on P 1 , d −n (f n ) * ν converges to T f if and only if ν({p}) = 0 for all {p} ∈ E f . In particular, for every x ∈ P 1 which is not exceptional
as n → +∞, where δ x denotes the Dirac mass at x. The equation (1.2) also shows that the sequence of preimages of points outside E f accumulate along the Julia set of f .
The situation for k = 2 is already highly more involved. Some partial results for equidistribution in P 2 for holomorphic (and meromorphic) maps were obtained by J. E. Fornaess and N. Sibony [FS95] , A. Russakovskii. and B. Shiffman [RS97] and others. C. Favre and M. Jonsson finished the characterization for the twodimensional case in [FJ03] (see also [FJ07] ) proving the following: There exists a family E f of totally invariant irreducible algebraic subsets of P 2 , containing at most 3 lines and a finite number of points, with the following property: given any positive closed (1,1)-current S of mass 1, d
−n (f n ) * S converges to T f if and only if S has no mass on any element of E f . The elements of E f are attracting in nature and this collection can be strictly smaller than the collection of all totally invariant irreducible algebraic subsets of P k .
In higher dimensions the situation is not as well understood, particularly since we do not have any satisfactory classification of totally invariant algebraic subsets of P k . In order to tackle this, we make an assumption on the singular locus of totally invariant algebraic subsets which will allow us to develop our methods.
We present our main result Theorem A. Let f : P k → P k be a holomorphic map of algebraic degree d ≥ 2 and assume that all totally invariant algebraic subsets have normalizations with at worst isolated quotient singularities. Then there exists a finite collection E f of irreducible totally invariant algebraic sets with the following property: given any positive closed (1,1)-current S of mass 1 with no mass on any element of E f we have
as n → +∞ in the sense of currents.
The finite family E f coincides with the ones already obtained for k = 1 and k = 2. It is constructed following the ideas of Favre and Jonsson in [FJ03] , but we need to push the methods further and overcome technical difficulties that appear in dimension three and higher.
Our assumption on the singularities of the totally invariant algebraic subsets (namely, to have normalizations with at worst isolated quotient singularities) holds rather trivially in dimension 2, and also in dimension 3, as can be derived from the work of J. Wahl [Wah90] , N. Nakayama [Nak] , D.Q. Zhang [Zha] and C. Favre [Fav10] (see Section 6 for details). From this we obtain as a corollary a sharper equidistribution result in dimension 3 Corollary B. Let f : P 3 → P 3 be a holomorphic map of degree d ≥ 2. There exists a finite collection E f of irreducible totally invariant algebraic sets with the following property: given any positive closed (1,1)-current S with no mass on any element of E f , the sequence d −n (f n ) * S converges to T f in the sense of currents.
We conjecture that the converse implication is also true: if the sequence d −n (f n ) * S converges to T f then S has no mass on any element of E f ; this would extend the results already known in dimensions one and two.
The equidistribution problem in higher dimensions was studied already in [FS95], [RS97] and [Sib99] . In [Gue03] V. Guedj showed that for a given positive closed (1,1)-current S with Lelong numbers zero everywhere we have d −n (f n ) * S → T f as n → +∞ (his result also holds for f meromorphic). In [DS08] T.-C. Dinh and N. Sibony established the following: There exists a finite collection E DS of totally invariant irreducible algebraic subsets of P k with the following property: given any positive closed (1,1)-current S of mass 1 whose local potentials are not identically −∞ on any element of E DS , d
−n (f n ) * S converges to T f (their result is in fact uniform in S in a certain sense). The collection E DS obtained by Dinh and Sibony is constructed inductively by studying the induced dynamics on totally invariant sets. Note that neither Guedj's result nor Dinh and Sibony's result imply each other.
It is important to notice that the families E f and E DS are different and they satisfy the relation E f ⊂ E DS ⊂ All totally invariant alg subsets of P k where the first and/or the second inclusion can be strict Our techniques will also allow us to generalize what has been so far obtained by Dinh-Sibony and Guedj and provide the sharpest results known by the author for dimensions k ≥ 3 in the holomorphic setting. We extend Dinh-Sibony's result 
As opposed to Theorem A, we make no assumptions on the singularities of the totally invariant algebraic subsets. The collection E DS is the same one constructed by Dinh and Sibony in [DS08] (see also [Din09] for a different construction) and our improvement is based on approximating the current S by currents that satisfy the conditions imposed by Dinh and Sibony in their theorem.
As an immediate consequence of Theorem C, we can extend Guedj's result
There exist a totally invariant proper algebraic subset E ⊂ P k with the following property: given any positive closed (1,1)-current S such that ν(S, x) = 0 for all x ∈ E we have
as n → +∞ in the sense of currents, where ν(S, x) denotes the Lelong number of S at x.
The proof of Corollary D follows by taking E as the union of the elements of E DS (which is algebraic). On the other hand, the tools introduced in this paper will allow us to present a direct proof of Corollary D.
In order to verify equidistribution, we will use a characterization due to V. Guedj (see [Gue03] , Theorem 1.4) which states that it is enough to test the asymptotic behavior of Lelong numbers. More precisely, he proved the equivalence
Our approach uses a mixture of analytic tools in order to control the asymptotic behavior of Lelong numbers and verify Guedj's condition (1.3).
In particular, we use a technique due to J. P. Demailly of approximation of currents by currents with analytic singularities. As a consequence, we are able to reduce the general problem for positive closed (1,1)-currents to the case of the currents of integration of a suitable hypersurface. Applying Dinh-Sibony's result to this hypersurface allows us to obtain Theorem C.
For the proof of Theorem A, we proceed as in [FJ03] and study the Lelong
, where C f n denotes the critical set of f n . We prove that the (totally invariant) set
is algebraic, using a refined version, used in [DS08] , of certain self-intersection inequalitiesá la Demailly.
We then proceed inductively on the irreducible components X ⊂ E. The main problem that arises, is that X might be too singular, hence, making sense of the critical set of f | X is hard. Our assumptions on the singular locus of X will let us get around this problem.
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Background
Throughout this paper f : P k → P k will denote a holomorphic map of degree d ≥ 2, i.e. the map f is given by a (k + 1)-tuple of homogeneous polynomials of degree d ≥ 2 in k + 1 variables, having (0, . . . , 0) ∈ C k+1 as the only common root. For a detailed discussion on the properties of holomorphic (and meromorphic) dynamics on projective spaces we refer the reader to [Sib99] .
Denoting by ω the Fubini-Study metric on P k and using that H 2 DR (P k ; R) is generated by {ω}, we see that there exists a smooth function u : P k → R such that
where
2π ∂∂. In particular, for every n ∈ N we observe that
is a sequence of smooth functions on P k . Since u is bounded, it follows that the series defining u n converges uniformly to a -continuous -function g f on P k . Hence, the sequence of smooth forms ω + dd c u n converges in the sense of currents to the positive closed (1,1)-current
The current T f is called the Green current associated to f and it plays a central role for the understanding of the dynamics given by the map f . It is invariant (i.e. f * T f = dT f ), it has Lelong numbers zero everywhere and its support equals the
As we stated at the introduction, given a positive closed (1,1)-current S we can verify equidistribution (i.e. d −n (f n ) * S converges to T f in the sense of currents) if the sequence sup x∈P k ν (d −n (f n ) * S, x) converges to 0 [Gue03] . We will show that there is a link between equidistribution and the appearence of certain exceptional sets.
It will be convenient to replace iterates f s by f . For this we need 
Proof. Note that (i) ⇒ (ii) follows immediately and that (ii) implies
is an irreducible algebraic totally invariant set, then it follows that f −s (X) = X. Moreover, if X is a totally invariant algebraic set of codimension p in P k then the holomorphic map
, where [X] denotes the current of integration of X.
A crucial property of totally invariant algebraic subsets of P k is the following (non-trivial) well known fact This says that the collection of all proper totally invaraint algebraic subsets of P k is finite. A proofs of Theorem 2.2 can be found in [DS08] (see also [FS94] for the case k = 2).
For the more general situation g : X → X where g is a regular map and X is a projective variety, the same conclusion can be derived from the work of Dinh-Sibony in [DS08] , giving us the more useful result: Let g : X → X be a regular self-map of a projective variety X. Then, the collection of all proper totally invariant subsets of X is finite.
Orders of vanishing
In this section we discuss orders of vanishing on algebraic varieties, where a major difficulty will be to deal with the singular locus. The standard references [Kol97] and [KM98] (see also [CKM88] ) contain a details discussion of all the concepts discussed in this section.
Let X be an irreducible projective normal variety of dimension k, and assume X to be Q-factorial, i.e. every Weil divisor is Q-Cartier. If π : Y → X is a birational morphism, we say that E ⊂ Y is a divisor over X if E is a smooth prime divisor in Y . We say that E lies over a point x ∈ X if π(E) = {x}.
If φ is a rational function on X and E a divisor over X, we write ord E (φ) for the order of vanishing of φ • π along the divisor E. Similarly, if D is a Weil divisor on X, we set ord
where m ∈ N is chosen so that mD is Cartier. As usual, we denote by K X the canonical divisor class of X.
Above, we may assume that π : Y → X is a log-resolution of X, i.e. the exceptional locus Exc(π) of π has simple normal crossing. In this case, there exists a unique divisor K Y /X on Y supported on Exc(π), the relative canonical divisor, which is in the divisor class of K Y − π * K X . If both X and Y are smooth, then K Y /X is nothing but the effective divisor defined by the Jacobian Jac(π) of π.
Given a prime divisor E over X, we define the log-discrepancy a E of E by
We say that X is klt (short for Kawamata log-terminal) if a E > 0 for every prime divisor E over X.
Let us give a simple example: Let π : Y → X be the blow-up of X at a smooth point 0 ∈ X. We can choose local coordinates (x 1 , . . . , x k ) so that our map π can be written as
is the exceptional prime divisor above 0, we have that
Recall that if x ∈ X and φ ∈ O X,x , the order of vanishing ord x (φ) of φ at x is defined to be
where m x denotes the maximal ideal of the local ring O X,x . If x is smooth and E is an exceptional divisor of a single blowup (at x), then ord x (φ) and ord E (φ) coincide. However, when x ∈ X is singular, ord x may not be a valuation.
The following well known lemma will play an important role in this paper Lemma 3.1. Let E be a prime divisor over X above a smooth point x ∈ X. Then
The proof of Lemma 3.1 can be found in [Tou72] p.178 Lemma 1.3.
Let g : X → X be a surjective regular map. Then there exists a unique Weil divisor C g on X, the critical divisor, whose restriction to X reg ∩ g −1 (X reg ) equals the Cartier divisor
Since X is Q-factorial, C g is Q-Cartier. It belongs to the divisor class of g
We need Lemma 3.2. Let π : Y → X be a log-resolution and let E ⊂ Y be a prime divisor. Then, there exists a log-resolution
Proof. To any rank 1 valuation ν : C(X) \ {0} → R of the function field C(X) we can associate two basic invariants: the value group
and the residue field K(ν) := {ν ≥ 0}/{ν > 0}. A valuation ν is of the form r ord E where r > 0 and E is a divisor over X if and only if Γ ν = rZ and K(ν) has trascendence degree dim(X) − 1 over C (see [Vaq00, Proposition 10 .1]).
In our situation, set ν := ord E and ν ′ := g * ν. Then
Furthermore, since g is a finite map, K(ν) is a finite extension of K(ν ′ ), therefore both K(ν) and K(ν ′ ) have the same trascendence degree over C, i.e. dim(X) − 1. From the above description we have that ν ′ = r ord E ′ for some prime divisor E ′ over X.
As a consequence of Lemma 3.2, we know we can choose x ′′ ∈ E generic, such thatḡ is holomorphic at x ′′ , the critical set Cḡ ofḡ is smooth at x ′′ andḡ(Cḡ) smooth at y ′ =ḡ(x ′′ ). Picking local coordinates (z, z k ) and (w, w k ) around x ′′ and y ′ in such way that E = {z k = 0} and E ′ = {w k = 0}, we see that
. In particular, we notice that
Proposition 3.3. With the same notation as above, the following identity holds
Proof. Let us first assume X to be smooth and fix ω a meromorphic k-form on X, i.e. ω can be writen as
where x = (x 1 , . . . , x k ) is some local chart and h a meromorphic function on X.
From the commutative diagram
we obtain (in local coordinates) that (3.6)
On the other hand
Using the identity π * g * =ḡ * π ′ * from (3.5) in (3.6) and (3.7), we obtain the following identity of (Cartier) divisors
This in particular implies that
by (3.3) and (3.4), giving us that ra
If X is not smooth, we pick a meromorphic k-form ω on X reg . Note that div(ω) extends uniquely as a Weil divisor on X and our assumption on X, namely, X is Q-factorial, allows us to obtain the identity (3.8) in the singular case. The computation then follows identically as in the smooth case.
3.1. Comparison of orders of vanishing. By definition, x ∈ X is an isolated quotient singularity if there exists a finite group G x ⊂ GL(k, C) acting freely on
From now on, we will assume that our variety X has at worst isolated quotient singularities. This in particular implies that X is Q-factorial and with klt singularities (see [KM98] , Prop. 5.15 and Prop. 5.20).
Lemma 3.4. For every y ∈ X there exists a constant C y ≥ 1 such that
for every holomorphic germ φ ∈ O X,y . If y is smooth, we can pick C y = 1.
Proof. Let φ ∈ O X,y and denote by t := ord y φ. We then have that
y . We can pick C = C(y) ∈ N such that for every l ∈ N it follows that
Take C y = 2C and the inequalities follow.
If g : X → X is a holomorphic map with y = g(x) and
are the quotient maps of y and x respectively, the map g
In particular, we have that Cĝ = ̺ * C g .
We state the main result of this section Theorem 3.5. There exists a positive constant C X ≥ 1 independent of g such that the following inequality holds
for every φ ∈ O X,x and every x ∈ X.
Proof.
Step 1: Assume x, y = g(x) ∈ X both smooth.
Let π : Y → X be the blow-up of X at
where the last inequality follows from Proposition 3.1.
By Proposition 3.3 we have that
where a E = k by (3.2). Therefore
Step 2: The general case follows using diagram (3.9). Let φ ∈ O X,y . For the left inequality of Theorem 3.5 we have that
Inequality (3.10) implies that
and by Lemma 3.4 we have that
} we obtain the desired inequality.
The Jacobian cocycle
In this section we proceed to define one of our key tools, the Jacobian cocycle. For an extensive discussion on (analytic) cocycles we refer the reader to [Fav00] , [Fav99] and [Din09] . 4.1. Definition and properties of the Jacobian cocycle. Let X be an irreducible normal projective variety with at worst isolated quotient singularities and let g : X → X be a surjective holomorphic self-map. Then X is Q-factorial and klt (see Section 3). For every n ∈ N we denote by µ X n the Zariski usc function
It is easy to see that the identity (4.1)
follows on a suitable Zariski open subset of X for every n, m ∈ N. Since X is Q-factorial, the identity extends to all of X as Q-Cartier divisors.
Proposition 4.1. The following is true for the family µ
, (ii) (Submultiplicativity) for every n, m ∈ N and for every x ∈ X the following inequality holds
Proof. Part (i) follows immediately from Theorem 3.5.
For proving (ii), observe that from (4.1) we obtain
By Theorem 3.5 we have that
By the submultiplicativity property, it is easy to see that the function
1 n is well defined (i.e. the limit always exist for every x ∈ X). It satisfies
4.2. Jacobian cocycles and totally invariant sets. Let f : P k → P k be a holomorphic map of algebraic degree d ≥ 2 and let X ⊂ P k be an irreducible algebraic set such that f −1 (X) = X. Define g := f | X : X → X and takeg :X →X to be the lift of g to the normalization π :X → X. The commutative diagram
where ι : X → P k denotes the inclusion map, gives us the following commutative diagram of groups and homomorphisms
where ι : X ֒→ P k In particular, if ω is the Fubini-Study metric on P k then {ω} generates H 2 (P k , Z) and f * {ω} = d{ω}, thereforẽ
giving us ag * -invariant class {ωX} := {(ιπ) * ω} in H 2 (X; Z).The class {ω} represents the first Chern class of the ample line bundle O(1) in P k , which induces an ample line bundle OX (1) := (ιπ) * O(1) onX with
The ample classes onX form a strict open convex cone which is invariant byg * in the finite dimensional vector space H 2 (X; R) (for details see [GH94] , [Laz04] ). Using that there exists an invariant ample class onX, namely {ωX} with (g * ) n {ωX} = d n {ωX} for all n ∈ N, it is possible to conclude that (g * )
Moreover, if we assumeX to have at worst isolated quotient singularities then we obtain Lemma 4.2. In the same setting as above, there exists a positive constant A independent of x ∈X and n ∈ N such that µX n (x) ≤ Ad n .
Proof. Note that
(see equation (4.1)).
Denote by A ′ := sup x∈X ord x (Cg). Then we have that
Theorem 4.3. Theg-totally invariant set
The proof relies on the fact that the family of totally invariant algebraic subsets ofX is finite (see Section 2). The key idea is to prove that every irreducible component of EX is totally invariant for some iterate of g, therefore EX has only finitely many components. In order to do this we use a uniform bound from [Par10] for the orders of vanishing of
Proof. We argue by contradiction: Let Z ⊂ EX be an irreducible component; define
for N large (N will be made explicit later). By definition there exists δ > 0 independent of N such that
For every 0 ≤ r < N , by the chain rule CgN = Cgr+N−r = Cgr + (g r ) * CgN−r (see equation (4.1)) we obtain that for every x ∈g −r (Z)
Let Y be the minimal irreducible algebraic set containing Z which is totally invariant byg s for some s ≥ 1. For simplicity we assume s = 1. If Z = Y , then Z has positive codimension p > 0 in Y and since Y ⊂ EX we can find C > 0 and λ < d such that ord Y (Cgn ) ≤ Cλ n for all n ≥ 1. Then it follows that
for every x ∈ Y . Denote by β the generic Lelong number of
Since Z is not totally invariant, following the ideas of Dinh-Sibony (see [DS08] , Lemma 6.10) we know there exists a constant θ > 0 (independent of r) and algebraic sets Z r ⊂ f −r (Z) of degrees d r satisfying
Define Z 
Lemma 4.4 can be viewed as a generalization of a special case of Demailly's selfintersection inequalities found in [Dem92] and [Dem93] . For a proof of Lemma 4.4 (in a more general setting) see [Par10] .
We now fix M < N (which can be made very large) such that
We observe that
Notice that for every r = 0, . . . , M − 1 we have
Plugging this into (4.2) we obtain that Corollary 4.5. The algebraic set E X := π (EX ) ⊂ X is totally invariant:
Proof of Corollary 4.5. We prove that every component of E X is totally invariant.
Let Z ⊂ E X be an irreducible component and write
whereZ ⊂ EX and π(Z) = Z. Then there exists l ≥ 1 such thatg −l (Z) =Z, this in particular implies that
If W = ∅ we have that g l (W ) = Z. On the other hand,
Putting this together we obtain that
Since the map g := f | X : X → X is open, it is easy to see that
for every W ⊂ X. In particular, by identity (4.4) we have that
contradicting our hypothesis. Hence W = ∅ and therefore g −l (Z) = Z.
4.3. The exceptional family E f .
Definition 4.6. We define the exceptional family E f of f as the finite collection of irreducible subsets X ⊆ P k such that 
Note that by definition, we have that
We will say that X ∈ E f is an exceptional leaf if ∅ is the immediate succesor of X (i.e. E X = ∅).
Asymptotic behavior.
We finish this section giving a uniform estimate of the orders of vanishing outside the totally invariant algebraic subset EX ⊂X. Corollary 4.8. Given any hypersurface H in X, it follows that
Proof Corollary 4.8. Note that for every x ∈ X we have
By Proposition 4.1 (ii), it follows that
which combined with Theorem 4.7 gives us
n for some C > 0 and ρ < d. Taking n → +∞ we obtain the desired convergence to zero.
Proof Theorem 4.7. LetX 0,1 , . . . ,X 0,m0 be the irreducible components of the critical set Cg not contained in EX . For every i = 1, . . . , m 0 we can pick x 0,i ∈X 0,i such that there exist C 1 > 0 and
For N > 1 large, define the algebraic set
We clearly have the proper inclusion of algebraic sets
where the codimension ofX 1 in CgN is ≥ 1 at every point x ∈X 1 \ EX .
IfX 1 ⊂ EX , for n ≫ N and x ∈X \ EX, denoting n = tN + l, l ∈ {0, . . . , N − 1} we have
SinceX \ EX is totally invariant
Now we can find A > 0 and λ 1 < ρ < d (independent of x and n) such that
and the theorem follows.
Now assumeX 1 ⊂ EX . LetX 1,1 , . . . ,X 1,m1 be the irreducible components of X 1 that are not contained in EX . As before, for every i = 1, . . . , m 1 we can pick
Define the algebraic set
which has codimension ≥ 2 in Cg at every point x ∈X 2 \EX . Again, ifX 2 ⊂ EX the theorem follows picking some A > 0 and λ 2 < ρ < d, so we can assumeX 2 ⊂ EX . Inductively we construct a strictly decreasing sequence of algebraic sets
implying that there exist A ≥ C j0 and λ j0 < ρ < d so that
for every x ∈X j0 \ EX as before. This concludes the proof.
Approximation of (1,1)-currents
In this section we will discuss a method introduced by J. P. Demailly for approximating positive closed (1,1)-currents by currents with controlled singular sets. This approximation method will play a very important role in our approach.
Let S be a positive closed (1,1)-current on P k of mass 1, i.e.
where ω is the Fubini-Study metric on P k and ϕ is a ω-psh function on P k . The metric ω is the curvature form of some smooth metric h on O(1) over P k , hence S is the curvature form of the singular metricĥ = he −ϕ on O(1).
For every m ∈ N, let H m be the Hilbert space defined by
and define the sequence of (1,1)-currents with analytic singularities
The following result is due to J. P. Demailly (ii) The sequence S m converges weakly to S;
(iii) For every x ∈ X the Lelong numbers at x satisfy
where ν(S m , x) is defined as the Lelong number of S m + 1 m ω at x. In particular, the Lelong numbers ν(S m , x) converge uniformly to ν(S, x).
Theorem 5.1 holds in greater generality. See [Dem93] for X a projective manifold and S in the cohomology class of a line bundle, and [Dem92] for X Kähler and S any (almost) positive closed (1,1)-current. We study this theorem in [Par10] and find applications for X a singular variety that we used for the proof of Lemma 4.4.
Let us sketch a proof of Theorem 5.1 as we will need some of the ingredients. Inequality (i) follows immediately from the definition of ϕ m . For the comparison of the Lelong numbers in (iii), the main ingredients are the Ohsawa-Takegoshi extension theorem for the left inequality and the main value inequality for the right one. More precisely, the Ohsawa-Takegoshi theorem yields a constant C > 0, such that for every x ∈ P k we can find a global section σ of O(m + 1) with the properties
it is a straighforward computation to check that
For the second inequality, we trivialize O(1) around x ∈ P k and using the mean value inequality on the holomorphic sections of O(m + 1) it is not hard to see that
for r > 0 small, where lim r→0 C ′′ (x, r) = 0.
Finally, (ii) follows from (5.2) and (5.3).
We will need a version of Theorem 5.1, (iii) which is preserved by the dynamical system f : P k → P k , where f is holomorphic of degree d ≥ 2. We prove:
Proposition 5.2. For every x ∈ P k and for every n, m ∈ N we have
Proof. It suffices to prove this for n = 1. The left inequality uses Ohsawa-Takegoshi extension theorem following the exact same argument as in (5.2). We prove then the right inequality.
Let π : Y → P k be the blowup of P k at x ∈ P k and E = π −1 (x) the exceptional divisor above x, hence ν(S, x) = ν(S, E). By Lemma 3.2 we can find an exceptional divisor E ′ over f (x) ∈ P k such that f * ord E = r ord E ′ for some r ∈ N. We therefore obtain
We need the following strengthening of Theorem 5.1 (iii)
Lemma 5.3. Let π : Y → P k be a modification of P k at x ∈ P k and let E ⊂ π −1 (x) be an exceptional divisor. Then, with S and S m as before, we have 0 ≤ ν(S, E) − ν(S m , E) < a E m for every m ∈ N, where a E denotes the log-discrepancy of E.
The result given by Lemma 5.3 can be found in [BFJ08] , p.486. We sketch a proof of this Proof. Pick coordinates (x 1 , . . . , x k ) around a general point of E ⊂ Y and write E = {x 1 = 0} (locally) around this point.
Given a local section σ at x ∈ P k of some element of H m , we have that
By the definition of a E (see Section 3) we obtain that
around E, and in a general point of E we have
Putting (5.5), (5.6), (5.7) and (5.8) together we obtain that
for all σ ∈ H m . Dividing equation (5.9) by m and taking the maximum over {σ 1 , . . . , σ Nm } an orthonormal basis of H m , we finally obtain
which concludes the proof. Now, using Lemma 5.3 into equation (5.4) we obtain that
≤ ra E ′ m and by Proposition 3.3 we obtain that
The following result is an immediate consequence of Proposition 5.2
Corollary 5.4. Let X ⊂ P k be an irreducible variety. Then,
We would like to refine our approximation and replace S m by a current of integration on a hypersurface. Observe that for every finite collection of holomorphic germs σ 1 , . . . , σ N ∈ O C k ,0 , we can find a (Zariski) generic θ = (θ i ) ∈ C N such that, if we set
In particular, fixing an orthonormal basis {σ m,j } of H m as before and given θ m = (θ m,j ) ∈ C Nm , we denote by ϕ m,θ the function (5.10)
(Note the difference with ϕ m defined in (5.1)). It follows immediately that
On the other hand, for each x ∈ P k we can find a Zariski open set V x ⊂ C Nm such that
We prove the following 
Proof. For all j = 1, . . . , N m and all X ∈ E there exists a Zariski open subset
Then it follows that for every x in the Zariski open subset U E := X∈E, j U X,j ⊂ P k we have
Fixing x ∈ U E , we now pick V x ⊂ C Nm as in (5.5) and the conclusion follows.
Using the same notation as above, we define the closed (1,1)-current
m ω and we note that
where [H m ] is the current of integration over the hypersurface given by
Carrying out the same argument given in Proposition 5.2, we have proved the following crucial result 
As an immediate consequence, if S is a positive closed (1,1)-current and
for every m ≥ 1, we obtain the equidistribution of S towards the Green current associated to f .
Equidistribution
In this section we prove our main results. Recall that if X ∈ E f then there exists s ≥ 1 (minimal) such that f −s (X) = X. By Lemma 2.1 we can assume without loss of generality that s = 1.
6.1. Proof of Theorems A and C. By Theorem 5.6, given any positive closed (1,1)-current and any finite family E of irreducible varieties, we can find a sequence of hypersurfaces H m with the properties ord X (H m ) ≤ ν(S, X) ∀ X ∈ E, and
In particular, if the generic Lelong number ν(S, X) of S along X is zero for all X ∈ E, we have that ord X (H m ) = 0 for all X ∈ E and all m ∈ N.
We recall from the introduction, Guedj's characterization of equidistribution:
Proof of Theorem C. Let E DS be the collection of irreducible components of the totally invariant algebraic set constructed by Dinh-Sibony (see the introduction). By [DS08] , Theorem 7.1 we have and by the left implication in (6.2), we conclude that
To prove Theorem A, we use the same arguments as above and reduce the problem to the case of S the current of integration over some hypersurface H ⊂ P k . Here, the family E f is the exceptional family defined in Section 4.3.
Proof of Theorem A. Let H ⊂ P k be a hypersurface such that ord X (H) = 0 for all X ∈ E f , where E f is the exceptional family. Observe that ord X (H) = 0 implies that H| X is a well defined Cartier divisor in X.
Let X ∈ E f and define g := f | X : X → X; then
Let π :X → X be the normalization of X. By assumption,X has at worst isolated quotient singularities, hence it is Q-factorial and klt (see Section 3). Moreover, there exists a regular mapg :X →X such that the diagram
commutes. Note that for every y ∈X and every germ φ ∈ OX ,π(x) if follows that ord π(y) (φ) ≤ ord y (φ • π). This, in particular implies that ord π(y) ((g n ) * H| X ) ≤ ord y (π * (g n ) * H| X ) = ord y ((g n ) * (π * H| X )) giving us
where µX n is the submultiplicative cocycle defined by µX n (y) = CX dim(X) + ord y (Cgn ) (see Section 4).
We know from Theorem 4.7 that there exist constants C > 0 and 0 ≤ ρ < d such that sup y / ∈EX µX n (y) ≤ Cρ n for all n ∈ N, where EX is the totally invariant algebraic set
Recalling that the algebraic set E X := π(EX ) is totally invariant by g (Corollary 4.5), we hence obtain (6.4) sup
We now proceed by induction on the partially ordered set E f : If X is a leaf (i.e. E X = ∅) we obtain that
as n → +∞. In general, for X ∈ E f assume that for every X ′ X we have that
as n → +∞.
Since every irreducible component X ′ of E X satisfies X ′ X, we get
by inequalities (6.3) and (6.4). The desired conclusion then follows.
6.2. Proof of Corollary B. If f : P 3 → P 3 is a holomorphic map of degree d ≥ 2 and X ⊂ P 3 is an irreducible algebraic subset such that f −1 (X) = X, Corollary B would follow immediately if the normalization of every such X has at worst (isolated) quotient singularities. Note that if X is a curve, its normalization is automatically smooth. Now, let X ⊂ P 3 be a surface such that f −1 (X) = X and let g := f | X : X → X, π :X → X its normalization andg :X →X its holomorphic lift.
The totally invariant set E := δ>0 n∈N x ∈ P k | µ n (x) ≥ δd n is algebraic by Theorem 4.3 and we know from Theorem 4.7 that there exist positive constants C and ρ < d such that (6.6) sup
Now the conclusion follows since
by Theorem 3.5 and inequality (6.6).
