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Abstract-- In some problems of interest, sound propagation i the ocean involves ignificant variations 
in all three space dimensions. A review is provided of physical situations where three-dimensionality 
occurs and of physical mechanisms which can cause it. Parabolic approximations to the Helmholtz 
equation are described which are appropriate for three-dimensional propagation problems. Particular 
attention is given to estimates of limits of validity for the parabolic equations along with algorithms for 
their numerical calculation. Some computational examples are discussed for finite-difference approxi- 
mations. Simple analytical solutions are suggested which are useful for three-dimensional test compu- 
tations. These solutions illustrate comparisons between the Helmholtz equation and the parabolic ap- 
proximation. In addition, they can show transition between two- and three-dimensional propagation 
characteristics and can provide accuracy tests for numerical computations. 
1. INTRODUCTION:  UNDERWATER SOU.ND PROPAGATION IN THREE D IMENSIONS 
Most analytical and numerical investigations of sound transmission begin with the approximation 
that the propagation is in two spatial dimensions. For example, transmission between an idealized 
point source and an omnidirectional receiver is usually assumed to take place in the vertical 
plane containing the two hydrophones. If, on the other hand, the receiver is a horizontal array 
deployed in a direction other than endfire to the source, then receptions at each element are 
still calculated as if the propagation were two-dimensional. The individual two-dimensional 
results are then combined to form a beam pattern which shows the influence of the third dimension 
on the acoustic propagation. The same procedure is typically used to determine propagation 
from a source with a nonuniform horizontal directionality. 
The assumption of two-dimensional sound propagation is a useful and practical one in 
many ocean situations. Its essential feature is that only ocean conditions in a vertical plane 
between the source and receiver can significantly influence the transmission. Alternatively, this 
approximation can be expressed as the absence of a significant distribution of acoustic energy 
out of the vertical plane. While the use of this approximation is widespread, there are some 
circumstances in which it can be inadequate for accurate calculation of received acoustic energy. 
In particular, there are two basic mechanisms which can cause redistribution of acoustic energy 
out of a vertical plane. A short review of these follows, along with a suggestion of other 
mechanisms that may be influential, especially in the presence of one or both of these two. 
The first type of physical mechanism arises from certain variations in the ocean itself, 
known as volume effects. Features of the ocean environment which are persistent (stable over 
time scales from days to months), spatially significant (length scales from hundreds of meters 
to hundreds of kilometers), and fairly common have been modeled by sound-speed distributions 
depending on all three spatial coordinates. The modeling and subsequent propagation analyses 
have been performed eterministically (as opposed to stochastically). Particular attention has 
focused on environmental phenomena known as mesoscale ddies and rings. One early system- 
atic modeling effort is Ref. [1], and a recent review[2] describes progress on understanding 
three-dimensional sound-speed patterns. Acoustic propagation studies have been performed to 
specifically address the three-dimensional redistribution of energy by deep-ocean eddies, using 
ray theory (see, for instance, [3]) and PE methods[4, 5]. Rather less work has appeared in the 
open literature on the analogous influence of ocean fronts, which are also modeled by rapid 
three-dimensional variations of sound speed. Although horizontal redistribution of energy has 
been observed experimentally (e.g. [6]) and analyzed in certain particular situations[7], a com- 
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plete understanding of the phenomenon is not yet available. For instance, an adequate char- 
acterization of the influence of horizontal and vertical variations in frontal structure is unknown. 
The importance of three-dimensionality in the propagation is sensitive to the angle of incidence 
between the acoustic energy and the local cross-front direction. Investigations have considered 
near-normal incidence but have avoided oblique and near-parallel incidence, which are just the 
situations of strongest three-dimensional influence. 
In addition to certain deterministic sound-speed variations, other volume effects can con- 
tribute to redistribution of acoustic energy out of a vertical plane. One of these is an ocean 
current system. A variety of studies using ray theory (e.g. [8]) have demonstrated the role of 
currents in predicting and understanding acoustic receptions. Only limited information is avail- 
able on the effects of currents on mesoscale eddies[9]. Nothing has been reported on the influence 
of currents in propagation across frontal systems, which can possess significant water mo- 
tions[10]. Three-dimensional propagation can be produced by both deterministic currents and 
random currents, such as those that might occur in a mesoscale ddy[l 1]. In contrast o the 
small amount of research on the role of stochastic urrents, much emphasis has been placed on 
another volume effect. There are a number of methods available (for instance [12]) for the 
calculation of acoustic propagation i the presence of stochastic sound-speed fluctuations which 
vary in all three spatial directions. On the other hand, most studies have emphasized mainly 
horizontally isotropic variations, which tend to reduce the net flux of energy out of a vertical 
plane. Horizontally nonisotropic turbulent patches are known to occur in the ocean, and they 
require a fully three-dimensional analysis to resolve their influence on propagation. One po- 
tentially significant example is the frontally induced turbulence often found on one or both sides 
of an ocean front (see [10, 13]). 
The second category of physical mechanisms for the redistribution of acoustic energy into 
three spatial dimensions consists of ocean boundary variations. The primary interest is in the 
interaction with sediment or solid boundaries, which, except for polar regions, implies the ocean 
bottom. Variations in bottom topography or structure or both can deflect bottom-interacting 
acoustic energy into fully three-dimensional propagation. The actual interaction can be quite 
complicated in accounting for acoustic energy which enters the bottom and emerges many 
wavelengths away. Apart from this complication, even strictly local-bottom interaction can 
produce significant three-dimensionality. Ray methods have typically been used to analyze this 
type of propagation. Illustrations for variable-bottom topography, including the presence of 
seamounts, are Refs. [14] and [15]. Another type of approach consists of a combination of ray 
and mode theories[16], which can be applied to variable-bottom ocean regions[17]. Both of 
these methods, while enjoying advantages of ray-based procedures, suffer from well-known 
limitations. In any case, interaction with variable boundaries provides an additional mechanism 
beyond volume effects for redistributing acoustic energy in three dimensions. Therefore, useful 
PE algorithms designed for three-dimensional propagation problems need the capability to 
incorporate both volume and boundary mechanisms. 
A final remark concerns other possible horizontally nonisotropic haracteristics of acoustic 
propagation problems, such as source directionality or motion. These characteristics would not 
by themselves be expected to redistribute energy out of a vertical plane. However, in the presence 
of appropriate volume or boundary effects which do produce this tendency, such source char- 
acteristics could obviously change the pattern of redistribution. Thus, they deserve inclusion in 
any computational gorithm for three-dimensional acoustic propagation i the ocean. 
2. THREE-DIMENSIONAL PARABOLIC EQUATIONS 
For acoustic propagation at a single frequency to in rad/s, the acoustic pressure is the real 
part of Pe -i ' ' .  The spatially varying portion P = P(r, O, z) in cylindrical coordinates satisfies 
the three-dimensional Helmholtz equation 
t32P l 3P 1 a2P 32P 
Or'- + r Or + r2 3e 2 + ~ + k~n-P = O. (1) 
In Eq. (1) ko = to~Co and n = n(r, O, z) = co~c, where co is a reference value of sound speed 
c(r, O, z). The particular forms of boundary conditions for Eq. (1) are left unspecified for now. 
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A source term at r = 0 is omitted from the right side of Eq. (1), since parabolic approximations 
are valid away from the source. There are several parabolic approximations to Eq. (1) which 
will be described next, along with conditions for their validity. 
The first three-dimensional parabolic approximation was developed by Tappert[ 18] and, 
as such, may be referred to as the "standard 3D PE." If 
P(r, O, z) = H'o j) (kor) u(r, O, z), (2) 
then the envelope function u can be shown to satisfy 
__ = i 02u i 02/4 
Ou ik--'2 [n2(r, 0, z ) - l ]u  + - - -  + (3) 
Or 2 2k0 Oz 2 2kor 2 002. 
The approximations involved in deriving Eq. (3) from Eqs. (1) and (2) by an operator for- 
malism[18] may be categorized as follows: 
(A) Neglect of the backscattered wave, which is not a solution of Eq. (3). 
(B) Slow variation of the sound speed (or n) with range r, i.e. ko(n 2 - l)-110n/Orl ,~ 1. 
One way to approximately quantify this condition, based on consistent neglect of small terms 
in the differential equations[19], is the estimate 
Ion/orl ~ (0.25/ho) Max In 2 - 1[, (4) 
where the reference wavelength X0 = co~f, and f = to/2rr is frequency in Hz. The maximum 
in Eq. (4) is over (r, 0, z) values of interest; if, for example, its value were 0.04, then from 
Eq. (4) the derivative of n with r should be less then about 1% per wavelength. 
(C) Propagation i the far field, kor >> 1. This condition is needed for three approximations: 
(a) replacement of the Hankel function in Eq. (2) by a simpler asymptotic form; (b) neglect of 
a term (i/k~r3)(O2u/O02), which arises in an operator factorization, compared to the 0-partial 
derivative in Eq. (3); and (c) neglect of near-source effects. A quantification of kor >> 1 which 
satisfies (a) and (b) and is consistent with Eq. (4) can be shown to be 
r ~> 4h0, (5) 
which is regarded as sufficient o satisfy (c) also. 
(D) Smallness of the operators (n 2 - 1) and ko2102/Oz2 + r -2 (a2 /002) ] .  The first of these 
is kept small in ocean applications by choice of co. The magnitude of the second is dependent 
on the propagation problem addressed, and some measure of it should be monitored uring the 
numerical solution. It can be argued that this requirement is equivalent to a relatively narrow 
vertical aperture of effective propagation angles. 
The condition of Eq. (5) provides a lower-range limit for the application of the 3D PE, 
Eq. (3). Moreover, the derivation of Eq. (5) suggests the lower limit is conservative, so that 
Eq. (3) may be appropriate for smaller anges, provided that Eq. (4) also holds. For illustration, 
the lower-range limit from Eq. (5) is about 40 m for f = 150 Hz, or 400 m for f = 15 Hz. 
There is an alternative method for deriving Eq. (3), based on multiscale asymptotics[18, 
19]. The method relies on introducing scaled variables defined by 
r* = ek0r, z* = ~ koz, 0* = 0/~, (6a) 
in which the nondimensional variables have asterisks. The parameter ~ is a small nondimensional 
quantity which can be defined in several ways. One way is through the equation 
n2(r, 0, z) = 1 + ~xl(r*, 0", z*), (6b) 
where "q is a function with maximum approximately one. Then, Eqs (6) are introduced into Eq. 
(1), and a solution is sought in the form 
C.~NWA 11:7/8-0  
P(r, O, z) = P~°)(r*, 0", z*, p*) + eP ~l~ + e2P (2) + • • " , (7a) 
856 W. S[EGMANN and D. LEE 
in which p* -= r * /e .  and all functions P'~) depend on the four scaled variables. Assuming that 
the desired solution propagates in the direction of increasing p*. we can show that p,o, has the 
form 
p(o) = u(O)(r, 0", 2*)e ip*. (7b) 
With the multiscaling assumption that p,l~ is a bounded function--i.e, eP't~ provides a small 
correction to P~°)--it follows that u ~°~ satisfies a nondimensional version of Eq. (3). The 
restrictions required for the multiscale derivation are directly analogous to the approximations 
used in operator factorization. Specifically, (A) is the outgoing wave requirement: (B) corre- 
sponds to a relatively slow variation of n z with r, expressed in Eqs. (6): (C) is one statement 
of the condition of small ~; and (D) corresponds to the ordering relations in e embodied in Eqs 
(6) and (7a). Since no additional approximations are required, the two derivation procedures 
thereby lead to the same result and the same validity conditions. 
There are other 3D PEs in addition to the standard Eq. (3). One of these is a restricted 
version of Eq. (3), with the 0-derivative absent but 0 retained in n2: 
__Ou = . . . .  iko [nZ(r, 0, z) 1] u + 
Or 2 
i 0Zu 
2k0 Oz'-" 
(8) 
Equation (8) accounts for azimuthal variations of sound speed but not deflection of acoustic 
energy out of a vertical source-receiver plane. A numerical implementation f Eq. (8) has been 
performed as a sequence of two-dimensional problems, referred to as the "N x 2D ap- 
proach"[5]. 
In contrast o Eq. (8), a more general 3D PE than Eq. (3) has been formulated[19]. The 
aim was to incorporate a better epresentation f the terms approximated in (D) and thereby to 
improve the capability for wider effective vertical propagation angles. An operator formalism 
can be carried out, just as for the derivation of Eq. (3), but with a rational function, rather than 
a linear function, approximation of a square-root operator. The resulting wider angle 3D PE is 
1 1 a z 1 0 2 7 OU 
l + ~ (n 2 -- 1) + 4k--~ az --5 + 4(k0r) - - - - -2 O"O 2.j 0-7 
2 (n 2 - 1) +- -  + - -  u. (9) 
= - -  ~ ~ (kor)-" 
Strictly speaking, Eq. (9) is a third-order partial differential equation and not a parabolic equation 
in the usual sense, but we employ the descriptive wider-angle terminology. It can be shown 
that Eq. (9) relies on the same four approximations (A)-(D), and only those four, required for 
Eq. (3). The single difference is that the relative sizes of terms in Eq. (9) containing the operators 
in (D) do not have to be as small as corresponding terms in Eq. (3) in order to maintain the 
same solution accuracy. Therefore, it can be argued that Eq. (9) incorporates a wider vertical 
aperture of effective propagation angles than Eq. (3). We observe that Eq. (9) represents a 
three-dimensional generalization of certain wider-angle PEs which have been formulated for 
propagation only in a vertical plane[20-22]. The variety of wider-angle two-dimensional PEs 
results from alternative approximations of the square-root operator. The question of which 
among these is most suitable is a subject of current research, and it could obviously influence 
the operator derivation of Eq. (9). Our choice of operator approximation, leading to Eq. (9), 
was based on two (equivalent) facts. First, it leads in a straightforward manner to a second- 
order square-root approximation, just as for two-dimensional PEs[23]. Second, this choice 
produces the terms and coefficients which arise in the alternative multiscale derivation[19]. 
However, the multiscale formalism does not reproduce Eq. (9) precisely, but instead generates 
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the equation 
1 1 02 1 02 ] Ou _ 
1 + ~ (n: - 1) + 4k----~ Oz --'5- + 4(kor) 2 002_1 Or lO:] [ 
+ (kor) 200" u + - - 
iko [ 1 02 
2 [(n 2 - 1)  + - - - -  k?~ az 2 
1 On z 1 0 2 1 7  + - -  + 
4 dr 2kor 3 O0 z 
u. (10) 
The asymptotic ordering relations in the multiscale formalism retains three additional small 
terms shown on the right side of Eq. (10). They do not involve radial derivatives and are 
dropped in the operator formalism by virtue of approximations (B) and (C). 
Another 3D PE was discussed by Tappert[ 18] as a type of far-field approximation i  which 
the azimuthal coordinate in Eq. (3) is replaced by a locally Cartesian coordinate by setting 
dy = rd0: 
= i 02u i 02u 
Ou ik___~o [nZ(r, Y, z) - 1] u + - -  Oz---'S_ + - -  w (11) 
Or 2 2ko 2ko Oy 2" 
Alternatively, this equation can be found from Eq. (1) in Cartesian coordinates (x, y, z) by 
using the same operator formalism as before, but with an obvious modification in Eq. (2) and 
with approximation (C) employed implicitly rather than explicitly. Applications for Eq. (11) 
are described in Ref. [24]. Additional formulations for PEs which exploit asymptotic ray paths, 
and thereby potentially permit three-dimensional c culations at higher frequencies, are being 
actively developed[25-27]. 
3. NUMERICAL COMPUTATIONS AND TEST EXAMPLES 
The first 3D PE numerical algorithm[28] was based on the split-step Fourier transform 
method pioneered by Tappert and Hardin. Numerical features of the algorithm are generally 
similar to those of the well-known two-dimensional version. Solutions of several model physical 
problems using Eqs. (3) and (8) are presented in Refs. [4] and [5]. More recently, finite- 
difference methods have been applied to Eqs. (3), (8) and (9), and we shall mention some 
representative calculations in this section. 
In 3D underwater acoustic propagation problems, physical phenomena as described in Sec. 
1 are of primary interest. However, for such computation-intensive problems for which optimal 
algorithms are still evolving, certain exact solutions of 3D PEs offer several advantages. Com- 
paring them with numerical solutions can provide algorithm accuracy checks; they are useful 
to numerically demonstrate propagation patterns, such as transitions between two- and three- 
dimensional propagations; and there are different classes of test examples available to stress 
propagation features of different degrees of complexity. We next describe some test examples 
for 3D PE computations. 
The simplest situation consists in assuming horizontal boundary surfaces, a stratified ocean 
(i.e. n = n(z) ) ,  and propagation by a single 3D PE mode. This case, which obviously should 
be handled correctly by any practical algorithm, has solutions of Eqs. (3) or (9) in the separable 
form 
ujm(r, 0, z) = e-iR,-I'~ei"°Zj(z). (12a) 
In Eq. (12a) m is taken as an integer, for azimuthal periodicity; an azimuthal wedge with 
appropriate boundary conditions is treated similarly. The integerj labels vertical eigenfunctions 
Zj, which satisfy 
ko~-Z~'+ (n -~ - 1)Zj = -tx2Zj, (12b) 
where ~. = ~(j, k0) is a function of j  and k0 determined from boundary conditions. The radial 
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RJ~)(r) = ½ )x2ko r - mZ/2kor (12c) 
and 
1 1 kor- ½mF I
R} 9) ~-- ~ (IXF)2No r -~- ~ mr ~ In kor 7~ ½mr (12d) 
for Eqs. (3) and (9), respectively, where 
F = (1 - ¼ ~2)-IJ: (12e) 
For propagation of a single mode with specified j and m, the proper choice[29] of k0 is the 
solution of IX(j, k0) = 0. This value of ko is that radial wave number for the corresponding 
modal solution of the Helmholtz equation, Eq. (1). 
From Eq. (12c) it follows that the effect of three-dimensionality, thesecond term on the 
right, is negligible for kor large. In particular, this term can be shown to be numerically 
inconsequential f r >~ (m2/2)h0 . Thus, the more rapid the modal azimuthal variation, i.e. the 
larger the parameter m, the farther in range does three-dimensionality influence the modal 
solution. Including the requirement ofEq. (5), it follows that 3D effects are observed numerically 
only if m ~ 3. An additional constraint is m ~< 50, so that the singularity in Eq. (12d) occurs 
for r >~ 4h0. Further, from Eq. (12d) with kor large, 
R(9) jm~ ½ (IXF) a kor - m2F4/2ko r + O[(kor)-3], (13) 
so that Eq. (13) matches Eq. (12c) when IX is zero or small. Moreover, it can be shown that 
differences between Eqs. (12c) and (12d) are numerically insignificant if r >~ (m/3)ho. Thus, 
for ranges r ~ 4h0 of 3D PE validity, the radial phase variation of the wider-angle Eq. (9) 
differs from that of the standard Eq. (3) for ranges up to about (m/3)ho. Such a region occurs 
only for m ~> 12. Between r >~ (m/3)ho and r <- (mE/2)ho, the phase variation from Eq. (3) 
is sufficiently accurate, and it shows 3D effects. Therefore, depending on the value of m, the 
phase variation with range of a single 3D PE mode can exhibit up to three distinct regions of 
behavior: i.e. those characteristic of wider-angle 3D PE, standard 3D PE, and two-dimensional 
PE. Demonstration f these regions and transitions represents one requirement of any numerical 
algorithm for 3D PEs. 
One implicit finite-difference (IFD) algorithm for the solution of Eqs. (3) and (9) has been 
devised[30]. Crank-Nicholson splittings of these 3D PEs are performed to obtain a large sparse 
system of linear equations. Then a preconditioned conjugate gradient method is applied to 
efficiently obtain approximate solutions. Example calculations for n(z) = constant, j = 2, and 
m = 3 are presented in [30] and [31] and are compared with corresponding exact solutions. 
These preliminary tests are for limited parameter values, but they generally support he accuracy 
of the IFD algorithm calculations. Moreover, this algorithm has been used on other test problems 
to which split-step Fourier codes have been applied, such as the case of a depth-dependent, 
North Pacific sound-speed profile with a cross-range gradient described in [5]. In addition, other 
finite-difference schemes, which are of explicit ype and are stabilized by artificial dissipation, 
are being investigated (see, for example, [32]). Tests of these methods will be reported elsewhere. 
Another natural type of test example consists of superpositions of more than one 3D PE 
mode of the form in Eqs (12). An essential difference in the multimode case is that for each 
mode, I,L is typically small but nonzero, because the best choice for k0 corresponds toa weighted 
average of corresponding Helmholtz modes[29, 33]. With nonzero Ix, it follows from Eq. (12d) 
that regions of effective three-dimensional influence for modes of Eq. (9) tend to spread in 
range. Another role of the I~ terms is to highlight he improvement of the wider-angle Eq. (9) 
over the standard Eq. (3). This is seen by considering corresponding modal solutions of Eq. 
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Pj,, = H~)(X/1 - la. 2 kor)ei'°Zj(z). (14) 
An asymptotic expansion for large ko r of the Hankel function in Eq. (14) is obtained first (see, 
for example, [34]); terms in this expression which represent phase variations of the types kor 
and (kor)- 1, for example, are then expanded for small p2. These expansions are compared with 
Eqs (12c) and (13), augumented by the asymptotic expansion for large kor of the Hankel function 
in Eq. (2). It can be shown that the radial phase variations of the corresponding phase variations 
for standard 3D PE modes match the leading terms (i.e. those for I~ = 0) of the Helmholtz 
equation (1) modes. Moreover, it also follows that radial phase variations of the wider-angle 
modes match both leading and order-I~ z terms of the corresponding Helmholtz phase variations. 
Thus, the wider-angle 3D PE modes more closely match the radial variations of the "exact" 
Helrnholtz modes than do those of the standard 3D PE modes. Numerical tests of these and 
other multimode comparisons, using finite-difference odes, are planned. 
A key advantage of 2D PEs is their capability to treat range-dependent sound speeds. This 
crucial feature extends to 3D PEs, and it should be amenable to suitable test examples with 
numerical algorithms. The simplest situation again consists of horizontal boundary surfaces, a
separable range dependence with 
nZ(z, r) = 1 + nl(z) + nE(r), (15a) 
and propagation of one or more 3D PE modes. Two-dimensional separable solutions for this 
case are well known (e.g. [29]). The three-dimensional separable modes have the same form 
as Eq. (12a), with n 2 - 1 in Eq. (12b) replaced by n~(z) and Rj,,(r) in Eq. (12a) given by 
R~3)(r) = "~ ko ~2 + mZ(kor)-2 _ n2(r) dr (15b) 
or 
R(9)(r. I = 1 f ~x 2 + m2(kor) -2 - nz(r) 
j,,, , ~ k0 1 - [I ~2 + m2(kor) -z - n2(r)]/4 dr (15c) 
for Eqs (3) or (9). The refractive-index profiles of Eq. (15a) correspond to a shifting in range 
of a vertically dependent profile 1 + n j(z). This shifting can model sound-speed profiles which 
keep the same vertical shape but which either decrease or increase in magnitude with range. 
The modal phase variation with range may be obtained from Eqs (15b) or (15c) by quadrature 
for various forms for nz(r). One example represents he gradual profile shift associated with 
an ocean front, 
nz(r) = 13 tanh(3'k0r). (16a) 
From Eq. (16a) n2 increases with kor to the value 13, at a rate depending on the width parameter 
3'. The radial phase variation from Eq. (15b) is 
R)3.,'(r) = ½ ~'- kor - m2/2ko r - (1312~) In [cosh(3'kor)], (16b) 
so that for large kor, the front induces a modal phase shift which is linear with 13kor. Other test 
examples, including rational-function frontal models for n2, are available for use in Eqs (15b) 
and (15c). 
An additional type of test example can be appropriate for examination of nonseparable 
range and depth variation in the refractive index. Exact solutions may be found in similarity 
form. most easily when boundary influences are neglected. The prototypal situation is to consider 
~OU 
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VV. ~ ILL IMANN ~.I]U L). L~.Iz 
,q = (y2 + zZ)ko/4r ,  (17a) 
with envelope function 
u(r ,  y,  z) = F( 'q)r  -~ (17b) 
and index of refraction 
n2(r ,  y ,  z) = 1 -4e~G( 'q ) /kor .  (17c) 
The coordinate surfaces ~ = constant, 0 < "q < zc, are paraboloids of revolution about the r- 
axis. The singularity at r = y = z = 0 represents a point source. In Eqs (17b) and (17c) the 
parameter a is assumed nonnegative, and the behaviors of the function G for small and large 
values of rl will have reasonable restrictions. With Eqs (17) employed in Eq. (11), it follows 
that the function F must satisfy 
~qF" + [1 - 2 i 'q ]F '  - 2et[i + 2G]F  = 0, 0 < 'q  < zc, (18) 
where prime denotes "q-derivative. Subsidiary conditions for Eq. (18) are that F remains bounded 
as "q --~ 0 (the r-axis or center axis of the sound channel), and that "q~F remains bounded as 
-q ~ ~ (the yz-plane). 
Equation (18) and the subsidiary conditions, along with a specified and suitably restricted 
G('q), is a singular eigenvalue problem for the parameter et and function F('q). Without at- 
tempting to examine the complete existence and uniqueness properties of this problem, we 
indicate that solutions appropriate for test examples can be found. With the transformation 
F('q) = e'~ f('q), (19a) 
Eq. (18) becomes 
f"  + ~q-' f '  + [1 + i(1 - 2ct)'q-' - 4ctG-q-'] f = O. (19b) 
If, for example, G is analytic or has a simple pole at rl = ~, it can be shown that f is 
O(r l - ,2) as xl ~ ~. The choice et = 1/2 satisfies the boundedness condition at ze. Furthermore, 
Eq. (19b) is guaranteed[35] to have a solution bounded as r) ~ 0 if G is analytic or has a 
simple pole at "q = 0 (in fact, examples how that Eq. (19b) has bounded solutions for other 
conditions on G). A particularly simple illustration is the choice G = A'q, which by Eq. (17c) 
corresponds to 
n'- = 1 - A (y  z + z ' - ) /2r  z. (20a) 
For small A Eq. (20a) represents a sound-speed profile which varies virtually as a paraboloid 
in y and z at any range; the curvature of the paraboloid decreases as range increases. The 
corresponding solution of Eq. (19b) is 
f(-q) = J0('qX/l - 2A). (20b) 
Application of solutions uch as Eqs (17b), (19a) and (20b) in numerical tests relies on imposing 
suitable initial conditions for the computations, just as for the modal solutions described earlier. 
In addition, comparisons between computations and similarity solutions should take account of 
the latter's neglect of horizontal boundary conditions. 
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SUMMARY 
Three-dimensional sound propagation in the ocean occurs when acoustic energy is deflected 
out of a vertical source-receiver plane. Two principal mechanisms which can produce this 
behavior are certain ocean-volume variations and boundary interactions. Volume effects that 
are often significant for three-dimensionality include ocean current and frontal systems. Bound- 
ary characteristics of importance include both topography and structure. An accurate and efficient 
three-dimensional capability for the parabolic equation method would enjoy unique advantages 
for three-dimensional propagation problems. We describe several three-dimensional parabolic 
approximations that have been derived by differential operator and asymptotic multiscale for- 
malisms. These approximations are appropriate under different propagation circumstances, uch 
as narrow or wider vertical apertures of effective propagation angles. We provide conditions 
for the validity of the parabolic approximations and indicate estimates for quantities uch as 
the maximum allowed strength of sound-speed range gradients and min imum allowed range 
from the source. Numerical algorithms for solution of 3D parabolic equations are discussed, 
with emphasis on accurate finite-difference methods presently available or under development. 
Exact solutions of 3D parabolic equations are presented which can provide accuracy checks for 
algorithm computations. These solutions also possess other interesting features. For example, 
3D stratified-ocean modes demonstrate ffects such as transitions between two- and three- 
dimensional propagation and connections between modes of parabolic and Helmholtz equations. 
Other solutions for range-dependent sound-speed profiles model 3D propagation environments 
of varying complexity. Numerical computations with these types of solutions have already 
proven useful in prel iminary 3D algorithm validations, and additional applications are contin- 
uing. 
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