Abstract. We introduce a restricted version of the Diffusion Limited Aggregation (DLA) model. DLA is a cluster growth model that consists in series of particles that are thrown one by one from the top edge of a two (on more) dimensional grid, where they undergo a random walk until they join the cluster. In our restricted version, particles are limited to move in a subset of the possible directions.
1. Introduction. Diffusion Limited Aggregation (DLA) is a kinetic model for cluster growth first described by Witten and Sander [19] , which consists on an idealization of the way dendrites or dust particles form, where the rate-limiting step is the diffusion of matter to the cluster.
The DLA model consists on a series of particles that are thrown one by one from the top edge of a two (or more) dimensional grid. The sites in the grid can either be occupied or empty. Initially all the sites in the grid are empty, except for the bottom line which begins and remains occupied. Each particle follows a random walk in the grid, starting from a random position in the top edge, until it neighbors an occupied site, or the particle escapes from the top edge or one of the lateral edges. In case the event of the particle neighboring an occupied site, the current position of the particle becomes occupied and the next particle is thrown. The set of occupied sites is called a cluster.
Clusters generated by the dynamics are highly intricate and fractal-like; they have been shown to exhibit the properties of scale invariance and multifractality [10, 14] . DLA clusters have been observed to appear in phenomena such as electrodeposition, dielectrics and ion beam microscopy [4, 17, 18] . Nevertheless, perhaps the fundamental aspect of DLA is its profound connection to Hele-Shaw flow: it has been shown that DLA is its stochastic counterpart [6, 12] .
Due to the generated cluster's properties, theoretical approaches to the DLA model are usually in the realm of fractal analysis, renormalization techniques and conformal representations [2] . In this article we consider a perhaps unusual approach to study the DLA model, related with its computational capabilities. In [13] Machta and Greenlaw studied, within the framework of computational complexity theory, the difficulty of computing whether a given site on the grid becomes occupied after the dynamics have taken place, i.e. all the particles have stuck to the cluster or have been discarded. More precisely, they considered a prediction problem, called DLA-Prediction, which receives as inputs a two-dimensional lattice of size N 2 , the sequence of trajectories for n particles (i.e. the trajectories are deterministic and given in the input) and the coordinates of a site in the lattice. With the use of analogous techniques, in this article we study restricted versions of DLA, which consist in the limitation of the directions a particle is allowed to move within the grid.
The computational complexity of a prediction problem can be defined as the amount of resources, like time or space, needed to predict it. In this case, we consider two fundamental classes: P, the class of problems solvable in polynomial time on a serial computer, and NC, the class of problems solvable in poly-logarithmic time in a PRAM machine, with a polynomial number of processors [8] . The class P is known as the class of feasible problems, while NC is known as the class of problems which have a fast parallel algorithm. Clearly our prediction problem is in P, since the simple simulation of the particle trajectories allows to decide if the given site is occupied, and this simulation takes polynomial time. An interesting question is whether our decision problem can be solved by a fast parallel algorithm.
It is a well-known conjecture that NC = P, and so, if there exists "inherently sequential" problems, this is, problems that belong to P and do not belong to NC. The most likely to be inherently sequential are P-Complete problems, to which any other problem in P can be reduced (by an NC-reduction or a logarithmic space reduction). If any of these problems has a fast parallel algorithm, then P=NC [8, 9] .
Within this context, it was shown by Machta and Greenlaw [13] , that DLAPrediction is P-Complete. The proof of this fact consists on reducing to it a version of the Circuit Value Problem, which is known to be P-Complete [8] . Within this proof, we noticed that the gadgets used to simulate the circuits rely heavily on the fact that in the DLA model, particles are free to move in any of the four cardinal directions.
We ask what would be the consequences of restricting the particles movement in terms of computational complexity, in other words, we consider the DLA-Prediction on a restricted version of DLA. More precisely, we consider four models, parameterized by k ∈ {1, 2, 3, 4}. The 4-DLA model is simply the two dimensional DLA model, i.e. when the particles can move in the 4 cardinal directions. The 3-DLA model is the DLA model when the particles can only move into the south, east or west direction. In the 2-DLA model, the directions are restricted to the south and east. Finally, in the 1-DLA model, the particles can only move downwards. Consecuently, we call k-DLA-Prediction prediction problem defined on the k-DLA model.
Clearly 4-DLA-Prediction equals DLA-Prediction, so it is a P-Complete problem. We study the complexity of the k-DLA-Prediction, when k = 4. Before this research, up to our knowledge, the complexity of the other three problems remains unsettled.
Our results.
We show that 2-DLA-Prediction is P-Complete. We obtain our result using the same gadgets used in the non-restricted case, but carefully constructing them using only two directions. Obviously, our result implies that 3-DLA-Prediction is also P-Complete.
We then study the case of 1-DLA model. Despite of what one might guess, the dynamics the DLA model restricted to one direction are far from trivial (see Section 2 for examples of the patterns produced by this model). Indeed, we begin our study showing that this dynamics can simulate simple sorting algorithms like Bead-Sort. We continue with a caracterization of the patterns generated with 1-DLA model, and we show that such patterns can be verified by a fast-parallel algorithm. Finally, we give a fast parallel algorithm solving 1-DLA-Prediction, showing that the problem is not P-Complete, unless P = NC.
We later extend our results to the restricted DLA model on higher dimensions.
Related work.
Some problems of similar characteristics have been studied in this context, such as the Ising Model, Eden Growth, Internal DLA and Mandelbrot Percolation to name a few [13, 15] . On the other hard, the problem of Sandpile Prediction is an example where increasing the degrees of freedom, increases the computational complexity of the prediction problem. In particular, when the dimension is greater than 3, the prediction problem is P-Complete; but when the dimension is 1, the problem is in NC [16] .
Another example of a complexity dichotomy that depends on the topology of the system is the Bootstrap Percolation model [5] . In this model, a set of cells in a ddimensional grid are initially infected, in consecutive rounds, healthy sites that have more than the half of their neighbors infected become infected. In this model prediction problem can be defined, consisting in determining if a given site becomes infected at some point of the evolution of the system. In [7] it is shown that this prediction problem is P-Complete in three or more dimensions, while in two dimensions it is in NC. Other problems related to Bootstrap percolation involve the maximum time that takes the dynamics before converge to a fixed point [3] .
1.3. Structure of the article. The first section introduces the dynamics for the general case of DLA, with the formal definition of the associated prediction problem. In addition, formal definitions of the complexity classes are presented, which are latter followed by descriptions of parallel algorithmic subroutines that will be employed throughout the paper. The second section focuses on the proof that DLA restricted to 2 or 3 directions is P-Complete. The third section is concerned with the one direction DLA problem. Here, results concerning the computational capabilities of the model are shown, as well as the proofs for the characterization of figures and the fact that the problem is NC. Finally, the problem of the 1 directional DLA is extended to an arbitrary graph, where it is shown that the problem is still in NC.
1.4. Complexity Classes and Circuit Value Problem. In this section we will define the main background concepts in computational complexity required in this article. For a more complete and formal presentation we refer to the book of Greenlaw et al. [8] . As we mentioned in the introduction, in this paper we will consider two complexity classes in which we will try to classify the prediction problem: P is the class of problems solvable in polynomial time in the size of the input. More formally, if n is the size of the input, then a problem is polynomial time solvable if it can be solved in time n O(1) in a RAM machine, or any other equivalent computational model. The other complexity class that we consider is NC, which are the class of problems solvable in polylogarithmic time in a parallel RAM (also called PRAM) with a polynomial number of processors. An NC algorithm is called a fast-parallel-algorithm. Formally, a problem is in the class NC if an instance of size n can be solved in time (log(n)) O(1) using n O(1) processors on a PRAM. In literature, there are several distinctions of PRAMs depending on how processors are allowed to access memory to read or write. Unless stated differently, we will consider the concurrent-read-exclusivewrite (CREW) PRAM, where processors two or more processors can read the same portion of the memory, and have reserved exclusive places in memory to write. All these distinctions have no impact in the definition of class NC. For more details we refer to [8, 11] .
Clearly NC ⊆ P, since any fast-parallel-algorithm can be simulated by a polynomial algorithm that sequentially simulate the running of the processors one by one. It is a well-known conjecture that NC = P. The problems in P that are the most likely to not belong to NC are the P-Complete problems. A problem L is P-Complete if it belongs to P and any other problem in P can be reduced to L via a function computable by a fast-parallel-algorithm. A P-Complete problem belongs to NC implies that NC = P.
One P-Complete problem is the NOR-Circuit-Value-Problem (NCVP). A NOR Boolean Circuit is a directed acyclic graph C, where each vertex of C has two incoming and two outgoing edges, except some vertices that have no incoming edges (called inputs of C) and others that have no outgoing edges (called outputs of C). We consider that C is ordered by layers meaning that for each non-input vertex of C, the two incoming neighbors of v are at the same distance from an input. In other words, the input gates are in the first layer, the outgoing neighbors of the input gates are in the second layer, the third layer are outgoing neighbors of the vertices in the second layer, and so on.
Each vertex of C has a Boolean value (true or false). A truth-assignment of the inputs of C, called I, is an assignment of values of the input gates of C. The value of a non-input gate v is the NOR function (the negation of the conjunction) of the value of the two incoming neighbors of v. A truth-assignment I of C defines a dynamic over C. First the vertices of the second layer compute their value according to the values of the input gates given in I. Then the vertices of the third layer compute their values according to the values of the second layer, and so on until we compute the value of all the vertices of the circuit. We call C(I) the truth values of the output vertices of C when the input gates are assigned I.
The NOR-Circuit-Value-Problem (NCVP) is defined as follows.
NOR-Circuit-Value-Problem (NCVP)
Input: A NOR Boolean Circuit C of size n, a truth-assignment I of C and g an output gate of C. Question: Is g true in C(I)?
In [8] it is shown that NCVP is P-Complete.
. NOR-Circuit-Value-Problem is P-Complete.
1.5. Parallel Subroutines. For the purposes of this paper, we will present three parallel algorithms that will be employed throughout, as subroutines. All of them are explained in greater detail in [11] .
1.5.1. Prefix-Sum.. Let S be a set and let • be a binary associative operation over S. The prefix-sum of a sequence x of n elements in S is the sequence y of n elements where, for each i ∈ {1, . . . , n},
There is a fast-parallel algorithm computing the prefix-sum of a sequence of length n in time O(log n) using O(n) processors on the CREW PRAM.
Computing the prefix sum serves many proposes. For example, the computation of the maximum of a list of integers in {1, . . . , k} can be interpreted as the prefix sum of the list, where the binary operation • consists in taking the maximum of two values.
1.6. All pairs shortest (longest) paths. Let G be an n-vertex directed graph, and let w : E(G) → R ∪ {∞} be a weight function that a value w(e) (called weight) to every edge of G. This value might be a real number or ∞, with the convention that x + ∞ = ∞, and ∞ > x for all x ∈ R. A weight function w defines a weight matrix W of dimensions n × n, indexed by the vertices G, where W uv = w(u, v).
An path P in a directed graph G is a sequence of vertices v 1 , . . . , v k such that (v i , v i+1 ) ∈ E(G), for every i ∈ {1, . . . , k − 1}. We call u, v-path a path where v 1 = u and v k = v. The weight of a path P = v 1 , . . . , v k is the sum of the weights of every edge in the path, i.e. w(P ) =
). An u, v-path P is a shortest path between u and v if w(P ) = min{w(P ) : P is an u-v−path}. If P is a shortest path between u and v, we call ω uv = w(P ). The all-pairs-shortest-path matrix W * of G with weight function W is a matrix of dimensions n × n, also indexed by the vertices of G, such that W * uv = ω uv . In [11] it is shown that computing the all-pairs-shortest-path matrix can be done by a fast-parallel algorithm.
Proposition 1.3 ( [11]
). There is a fast-parallel algorithm computing the allpairs-shortest-paths matrix W * of a directed graph G on n-vertices with weight matrix W in time O(log 2 n) using O(n 3 log n) processors on the CREW PRAM.
This algorithm can be used to compute the all-pairs-longest-paths, where by longest we mean the paths of maximum weight. In this case, we consider weight functions that take values in R ∪ {−∞}, with the convention that −∞ < x, for all x ∈ R. To compute the all-pairs-lognest-paths matrix of a graph G with weight function W , we run the all pairs-shortest-path algorithm on input graph G with weight matrix −W , with the convention that −(−∞) = ∞. Then, if the all-pairs-shortest path matrix is W * , the all-pairs-longest-path matrix is −W * . Observe that we can compute the matrix −W in parallel on O(log n) time using O(n 2 ) processors on a CREW PRAM. Proposition 1.4. There is a fast-parallel algorithm computing the all-pairs-longest-paths-matrix W * of a directed graph G on n-vertices with weight matrix W in time O(log 2 n) using O(n 3 log n) processors on the CREW PRAM.
2. The DLA Model and its Restricted Counterpart. The dynamics for the computational of DLA is the following: We begin with a sequence of particles which will under go a random walk starting from a position at the top edge of a N × N lattice. The sequence specifies the order in which the particles are released. Each particle moves until it neighbors an occupied site at which point it sticks to its position, growing the cluster. We begin with an occupied bottom edge of the lattice. If the particles does not stick to the cluster and leaves the lattice (exiting through the top or lateral edges), it is discarded. A new particle begins its random walk as soon as the previous particle sticks to the cluster or is discarded. This process goes on until we ran out of particles in our sequence.
To study this model from a computational perspective, it is convinient to consider a determinisitic version, where the sequence of sites visited by each released particle is predefined. The prediction problem presented by Machta and Greenlaw [13] for a d-dimensional DLA is:
DLA-Prediction
Input: Three positive integers: N , M 1 , M 2 , a site p in the two-dimensional lattice of size N 2 , a list of random bits specifying M 1 particle trajectories of length M 2 defined by a site on the top edge of the lattice together with a list of directions of motion. Question: Is site p occupied after the particles have been thrown into the lattice?
For this prediction problem, it is shown in [13] that DLA-Prediction is PComplete. The proof consists on reducing a P-Complete variant of the Circuit Value Problem to the prediction problem. Their construction relies heavily on the fact that the particles can move in four directions (Up, Down, Left or Right).
The question we would like to answer is, what happens to the computational complexity of the prediction problem as we restrict the number of directions the particles are allowed to move in. Instead of the four permitted directions, we restrict the particle to move in three (left, right and downwards), two (right and downwards) and one (only downwards) directions.
Even though the particles have restricted movement, it is possible to notice that the fractal like structures are still present in the clusters obtained by the restricted DLA (see Figure 2) .
We call the different directions by
From this, we define the following class of prediction problems for k ∈ {1, 2, 3, 4}:
k-DLA-Prediction Input: Three positive integers: N , M 1 , M 2 , a site p in the N × N lattice, a list of random bits specifying M 1 particle trajectories of length M 2 defined by a site on the top edge of the lattice together with a list of directions of motion, where the allowed directions of motions are {d 1 , ..., d k }. Question: Is site p occupied after the particles have been thrown into the lattice? Where DLA-Prediction is the same as 4-DLA-Prediction.
3. Two directions. In this section we show that 2-DLA-Prediction is PComplete. This result directly implies that 3-DLA-Prediction is also P-Complete. Theorem 3.1. 2-DLA-Prediction is P-Complete. Proof. We assume without loss of generality that the two directions in which the particles move are Down and Right. The proof consists on creating gadgets to simulate an instance of the planar NOR CVP problem. We will do this by modifying the gadgets used in [13] for the 4 directional case.
To generate wires which transmit truth values, each particle has a pre-assigned position in the wire. When each particle is released, it heads down to its target position. If the position below it is occupied (signaling that the wire is transmitting the value True) the particle sticks further transmitting the value. On the other hand, if the wire is transmitting the value False, the particle will not stick to the assigned position. If this happens, the particle is then instructed to move the right indefinitely to be discarded, effectively transmitting the wire's value.
The NOR gate receives to inputs from the preceding layer. Each of these inputs are grown as mentioned before to the sites a and b, as shown in Fig. 3 . In addition, we grow a power cable to function the gate (it is a wire that always carries the True value). Once everything is in place, the gate is evaluated as follows: A particle makes the journey a → b → c. If input 1 is True, then the particle will stick at a. The same goes for input 2 and site b. If both inputs are False, the particle will then stick at site c. In any of the 3 cases, a new wire is grown starting from site d. By doing this, the NOR gate is correctly evaluated.
For the single input OR gate, we proceed in a similar fashion. The input wire is grown up to site 1. There, two particles make specific trajectories: the first visits a → b, while the second one c → d. After these particles have completed their trajectories, the power cable is grown starting at the site left of d. If the input is affirmative, then the first of the walks will stop at a, and the second at c. The wire is the grown from 1, and the power cable as mentioned before, crossing the two of them. If the input is negative, then the walks will end at b and d respectively. As before, the wire and the power cable are grown, crossing them.
The planar NOR CVP instance is constructed from Right to Left and from the bottom up in the topological order provided, as it is shown in the figure. There are two important commentaries we must make to ensure the functioning of the evaluation. First off, due to the fact that the power cable is akin to a wire constantly transmitting True, the direction in which it is grown is not important, the particles will always stick at the assigned location. A second thing to have in consideration, is the avoidance of interference and cluttering between different gates and wires. For instance, if we are trying to make two parallel wires, the order in which we make them is important: first the one in the right, then the one in the left. Because it may happen that the rightmost wire transmits True, and the leftmost False, we must do the following: the distance between the cables must be considerably large, this way, instead of discarding the particles associated with the left most wire, they are moved to the right, and before impacting the other wire, are thrown down until they stick. If the circuit is constructed with enough space between wires, and between different levels, the residual particles being deposited at the bottom of the lattice will not interfere with the evaluation of the circuit. 4 . Gadget for the simulation of a OR gate. The input is grown up to site 1. A first particle then makes the trajectory a → b, stopping according to the truth value of the gadget's input. Then, a second particle makes the trajectory c → d, also stopping according to the truth value of the input. To finalize, the power wire is grown starting from site d, and the output is grown from site 1. This 1 input OR gate, in fact, simulates the crossing of the input wire with the power wire.
to the right. Thus, the proof of the P-Completeness is straightforward. Because we already showed that given two directions, the prediction problem is P-Complete we can just ignore one of the lateral directions, and execute the same constructions shown in the previous theorem.
Because the before mentioned proofs rely only on the use of two dimensions, both results are directly extended to the dynamics in an arbitrary number of dimensions:
4. One Direction. By restricting the directions in which we allow particles to move, our problem statement simplifies. Because particles are only permitted to fall, there is no need to specify the whole trajectory of the particles, just the column of the N × N lattice we are throwing it down. Therefore, as a first method for representing the given behavior, we describe our input as sequence of particle drops: S = a 1 a 2 ... a n−1 a n where each a i ∈ [N ] represents the column where the i-th particle is dropped.
With the dynamics of our model, for each sequence S, we can define a N × N matrix that represents the shape of the lattice after the particles have been dropped, F(S), with 1's on the places that are occupied by particles and 0 on the empty ones. We will say two sequences S and S have the same shape if F(S) = F(S ).
Finally, for two sequences S 1 , S 2 we denote S 1 • S 2 the concatenation of S 1 and S 2 which represents an input where first the particles in S 1 are thrown, followed by the ones in S 2 . 4.1. Computational Capabilities of the Dynamics. As a first look at the computational capabilities of the model, we show that we can sort natural numbers simulating The Bead-Sort model described by Arulanandham et al. [1] . This model consists on sorting natural numbers through gravity: numbers are represented by beads on rods, like an abacus, and are let loose to be subjected to gravity. As shown in [1] , this process effectively sorts any given set of natural numbers. It is reasonable to think that because of the dynamics and constraints of our model (one direction of movement for the particles), the same sorting method can be applied within our model, which is in fact the case.
Lemma 4.1. Bead-Sort can be simulated. Proof. Let A be a set of n positive natural numbers, with m being the biggest number in the set. We create a 2m × 2m lattice where we will be throwing the particles. Here the k-th rod from the Bead-Sort model is represented by row 2k − 2 on our lattice. Now, for each number a ∈ A we create the sequence S a = 1 2 . . . a. The total sequence of launches S is created by concatenating all S a for a ∈ A. We note that because of the commutativity of our model, the order in which the concatenation is made is not relevant. Thus, throwing sequence S into our lattice, effectively simulates the Bead-Sort algorithm.
Commutativity and Shape Characterization.
A key aspect of the present model is the commutativity of throws through non-consecutive columns of the lattice. Given a figure, F, we define ϕ i (F) as the figure that results after throwing a particle through the i-th column. We notice, that because of the dynamics of our model, the point at which a given particle freezes is determined uniquely by the state of the column it has been dropped in, and the state of the two columns adjacent to it. Therefore, given i ∈ [N ]:
We will later use this fact to show that our prediction problem is parallelizable.
Although the figures obtained by simulations apear complex and fractal-like, not every shape is obtainable through the dynamics. This leads us to a characterization of the configurations or shapes constructed by the dynamics of our problem:
For this purpose, given a sequence of drops S, and its corresponding shape F(S) ∈ {0, 1} m×n , we construct the following directed graph:
where, V = {ij : F(S) ij = 1} ∪ {g}
For example, given the sequence S = 2 7 7 2 6 3 4 4 4 5 6 3 2 6 2, we depict the obtained shape and corresponding graph in Figure 6 . Proof. Given a constructible configuration, by virtue of the definition, there is a sequence S of particle drops that generates the configuration. Therefore, by the dynamics of our system and the construction of the graph, for each node in our graph, there exists a directed path to the ground, represented by node g. Now, let G = (V, E) the graph corresponding to a given configuration on the grid. If we have that ∀ij ∈ V \ {g} there exists a directed path between ij and g, we start by reversing the direction of the arcs in our graph, and running a BFSlike algorithm starting from node g, to determine the minimum distance from g to each of the other nodes. For all nodes with distance 1 from g, {i k j k } n k=1 , we create the sequence S 1 = j 1 ...j n . Then for all non-visited nodes, with distance d from g,
• S M , with M = max{dist(ij, p) : ij ∈ V \ {g}} corresponds to the configuration. We do this by induction over |S| = n.
For n = 1, we have only one occupied state on our configuration, which is the only particle present in S. It is straightforward to see that F(S) actually corresponds to the configuration.
Assuming the sequence is correct for n, let us see that it is also correct for n + 1. Because of the way S was constructed, the only posibility for the configuration not to be achieved is that S n+1 ends up higher or lower in F(S) on its column that in the given configuration. Due to the dynamics, the only way for a particle to become inmobile is to stick to another particle, this means that either it sticks to a particle in its own column, or to a particle in one of the neighbouring ones. By the induction hipothesis, S \ S n+1 actualy corresponds to the configuration of the first n particles. Therefore, if wtog S n+1 ends up lower, this means that when generating the secuence S a node that was at a lesser distance from g than the particle with which it sticks, was added after all other nodes that at the same distance which is a contradiction. Proposition 4.3. Determining whether a given figure is a valid configuration is in NC.
Proof. Let M be a matrix representing the configuration, using the same convention as the definition shape. We can see that the directed graph is constructible from a shape in NC. By assigning a processor for each pair of coordinates in the matrix, that is O(n 2 ) processors, to construct the nodes and arcs of our graph. To verify that this configuration is in fact valid, we use all-pairs-shortest-path given by Proposition 1.3 to obtain an all-pairs-shortest-paths matrix M * in O(log 2 (n)) parallel time using O(n 3 ) processors. Then we simply verify the existence of a path from a vertex v to g in O(log n) time using O(n) processors simply looking at the value M * vg , using one processor for each v ∈ V \ {g}. Thus, determining whether a configuration is product of the dynamics of the model can be answered in O(log 2 n) time, using O(n 3 ) time on a CREW parallel random access machine, thus the problem is in NC.
Prediction problem.
Let us now study the computational complexity of our problem. In formal terms, our decision problem is the following:
1-DLA-Prediction
Input: An N × N lattice, a sequence S of particle throws, and a site v = (x, y) in the lattice Question: Is site v occupied after the particles have been thrown down the lattice?
Let S be the input sequence of 1-DLA-Prediction. A particle p is a pair (col(p), num(p)) ∈ [N ] × [n]. The first coordinate, col(p), will be the column on which the particle is thrown. The second coordinate is an integer, will represent the number of particles thrown on column col(p) before p. Formally, a sequence S = s 1 . . . s n defines a sequence of particles p 1 , . . . , p n such that col(p i ) = s i and num(p i ) = |{j ∈ [n] : s j = s i ∧ j ≤ i}|. We call P = {p 1 , . . . , p n } the set of particles of S. We also call pos(p) the position of p in S. Consider the following sets
In words, A(p) is the set of particles thrown before p. N (p) is the set of particles that are thrown before p with columns adjacent to p. N = (p) is the subset of particles in N (p) in the same column than p.
For a particle p ∈ P, the row of p, denoted row(p) is the row of p in F(S). Relative to this definition, we call N r the set of particles thrown before p in columns adjacent than p that stick at row r, formally:
Lemma 4.4. Let p ∈ P be a particle and let
Proof. Let p be a particle such that N (p) = ∅. This implies that p is the first particle thrown through column col(p) and its adjacent columns. For the commutativity property, we deduce that row(p) = 1. On the other hand, r = 1,
Suppose now that N (p) = ∅, and let q be a particle in N r (p). Observe that row(q) = r, and row(u) ≤ r for all u ∈ N (p). Then, when p is thrown, the first particle that it encounters is q. Suppose that we can pick q such that col(q) = col(p) (i.e. N r (p)∩N = (p) = ∅). Since col(q) = col(p), we deduce that row(p) = row(q)+1 = r+1. On the other hand, if N r (p)∩N = (p) = ∅ then the coordinate (col(p), r) is empty when p is thrown, but some of (col(p) + 1, r) or (col(p) − 1, r) is occupied. We deduce that row(p) = row(q) = r.
Let G S be a weighted directed graph defined from S as follows. The vertex set of G S is the set of particles P plus one more vertex g, called ground. The edges of G S have weights, given by the weight function W defined as:
Observe that if we keep only the edges with weight different than −∞, the obtained graph has no directed cycle, i.e. it is a directed acyclic graph. Moreover, the set of incoming edges of vertex p is N (p) if N (p) = ∅ and {g} otherwise. For p ∈ P, we callω gp the longest (maximum weight) path from g to p in G S . Theorem 4.5. For every p ∈ P, row(p) =ω gp . Proof. We reason by induction on pos(p). Let p ∈ P be the particle such that pos(p) = 1. Observe that p has only one incoming edge, which comes from g, and W (g, p) = 1. Thenω gp = 1 = row(p).
Suppose now that row(p) =ω gp for every particle q such that pos(q) ≤ k and let p be a the particle pos(p) = k + 1. If N (p) = ∅, then, like in the base case, the only incoming edge of p is g, and from Lemma 4.4 we deduce that row(p) = 1 =ω gp .
Suppose now that N (p) is different than ∅. Let q be the a particle in N (p) such that row(q) is maximum, i.e. row(q) = max{row(u) : u ∈ N (p)}. Observe that, from induction hypothesis and the choice of q,ω gq ≥ω gu for all u ∈ N (p) \ {q}. Moreover, ω gp ≤ω gq + 1.
Suppose that q can be chosen to be such that col(q) = col(p). Observe Lemma 4.4 implies that row(p) = row(q) + 1. On the other hand, the path from g to p that passes through q is of weightω gq + 1. We deduce thatω gp =ω gq + 1 = row(q) + 1 = row(p).
Suppose now that for all u ∈ N = (p), row(u) is strictly smaller than row(q). In this case, Lemma 4.4 implies that row(p) = row(q). On the other hand, the path from g to p that passes through q is of weightω gq , which is greater or equal thanω gu , for all u ∈ N (p) \ N = (p) and strictly greater thanω gu , for all u ∈ N = (p). We deduce thatω gp =ω gq = row(q) = row(q).
In the following two lemmas, we show how to compute from an input sequence S the set P and the weight function of G S . We will represent P as an array Part of length n, with coordinates in [N ] × [n]. The i-th coordinate of Part represent particle p such that pos S (p) = i. Lemma 4.6. There is fast-parallel algorithm that, given a sequence S, computes its set of particles P (represented by Part) in time O(log(n)) using O(n 2 ) processors on a CREW PRAM.
Proof. Let S = a 1 a 2 ... a n−1 a n be the input sequence. We start using O(n) processors to define an array Part of length n, with coordinates in [N ] × [n]. Coordinate i of Part has two components (col(i), num(i)). We initialize col(i) = a i , num(i) = 0 and pos
Then, we use O(N n) processors P ci , where i represent an index on S and c ∈ {1, ..., N } to build a matrix
, where
We apply the prefix-sum algorithm of Proposition 1.2 on each row of M . In other words, we run in parallel N instances of the prefix-sum problem, where the c-th
. This prefix-sum algorithm runs in O(log(n)) time, using O(n) processors for each row. Then, by running the algorithm for each row in parallel, our time complexity is O(log(n))
be the matrix where the c-th row is the output of the prefix-sum algorithm on input M c . Observe that num(i) equals h ai,i , for every i ∈ [n].
Lemma 4.7. There is a fast-parallel-algorithm that, given a sequence S and the set of particles P, represented as Part, computes the weight matrix W of G S in O(log n) time using O(n 2 ) processors.
Proof. We initially assign define W as a (n + 1) × (n + 1) matrix where each coordinate has value ∞. Then, we assign a processor P ij for each i, j ∈ [n] such that i < j. Call p = Part i and q = Part j . Processor P i j first checks whether col(q) = col(p) and assigns W ij = 1 in that case. Otherwise, it checks if col(q) = col(p) ± 1 and assigns W ij = 0 in that case.
Call W i the i-th row of W , call i = −∞ if N (p i ) = ∅ and i = −∞ otherwise. To compute i , the algorithm runs on W i the prefix sum algorithm of Proposition 1.2 with binary operation • = max, with the convention of min(x, −∞) = x, for all x ∈ R. This procedure takes O(log n) time using O(n) processors per line, then O(n 2 ) processors in total.
Finally, for each i ∈ [n] we assign a processor P i that checks whether i = −∞. In such case it assigns W (n+1),i = 1. The algorithm outputs W . The overall process takes O(log n) time using O(n 2 ) processors.
Now we are ready to present our main algorithm.
Algorithm 4.1 Parallel algorithm for 1-DLA-Prediction
Input: A sequence S and v = (x, y) ∈ n × N Output: Accept is F (S) v = 1 and reject otherwise.
Compute the set of particles P Compute the weight matrix W of graph G S Compute the all pairs-longest-paths matrix of W * on input W . for each particle p ∈ P do if col(p) = y and W * gp = x then Particle p accepts end end if some particle accepts then Accept. else Reject. end Theorem 4.8. There exists a fast-parallel algorithm that decides problem 1-DLA-Prediction on O(log 2 n) time using O(n 3 log n) processors on a CREW PRAM.
Proof. Let S, v = (x, y) be an input of 1-DLA-Prediction. Suppose that p is a particle of P such that col(p) = y and W * gp = x. Then Theorem 4.5 implies that row(p) = x, so F v (S) = 1.
Suppose now that F (S) v = 1. Then there must exist a particle p in P such that col(p) = y and row(p) = x. From Theorem 4.5 we know that row(p) = W * gp , then in steps 4-7 of Algorithm 4.3 particle p is identified and the algorithm accepts.
With respect to the complexity of the algorithm, the details of each steps are the following.
Step 1 can be done in O(log n) and O(n 2 ) processors, according to Lemma 4.6.
Step 2 can be done in O(log n) time using O(n 2 ) processors according to Lemma 4.7.
Step 3 can be done in O(log 2 n) using O(n 3 log n) processors according to Proposition 1.4.
We now detail the rest of the steps. First, define an n-dimensional array A indexed by P. Now, for each particle, A p = 1 if particle p accepts, and 0 otherwise. Array A can be computed in O(log n) time using O(n) processors. Indeed, for each particle p we assign one processor. Then the processor of p checks whether col(p) = y and W * gp = x. If it does then the processor assigns A p = 1 and otherwise A p = 0. Finally, using the prefix-sum algorithm of Proposition 1.2 we can check if A has a nonzero coordinate in time O(log n) using O(n) processors.
5. Extension to Arbitrary Graphs. Because the parallel algorithm to solve the decision problem does not rely on the regularity of the grid, nor any of its local properties, there is a natural extension for the 1-DLA model on an arbitrary graph.
Let G = (V, E) be an arbitrary graph, and h : V → N a function that will represent the height of the highest particle at each vertex. In this case, a sequence of particle throws is given by a list of vertices S = v 1 v 2 ... v n−1 v n , where a particle gets stuck at a height determined by its vertex, and all vertices neighboring it. Our prediction problem is as follows:
G-DLA-Prediction
Input: A graph G = (V, E), a sequence S of particle throws and a site t = (v, h) ∈ V × N, where v is a vertex and h a specified height for it. Question: Is site t occupied after the particles have been thrown into the graph?
To use the previous section's proof, we represent the sequence of throws in an analogous fashion: a particle p is a pair (col(p), num(p)) ∈ V × [n]. With this in place, the algorithm is the same as before, but defining N (p) as the particles in N G (v) thrown before p, where col(p) = v, and N = (p) as the ones onto v. Using the same parallel procedure we can conclude the following:
Theorem 5.1. G-DLA-Prediction is in NC. In particular, for higher dimensional grids, we have a (2d − 2)-regular graph (a particles position is only determined by the state of its neighbors and itself), this means that the computational complexity remains invariant as we increase the number of dimensions for our model. 6. Conclusion. The introduction of restrictions to the system changes our computational complexity when the only direction available for particles to move is downwards. By adapting the P-Complete proof of the 4-DLA-Prediction we showed that both 3-DLA-Prediction and 2-DLA-Prediction are P-Complete. For 1-DLA-Prediction, by exploiting the commutativity exhibited by the dynamics of the system, we created a parallel algorithm to show that 1-Prediction is in NC 3 . What is interesting to note is that the algorithm does not depend on the topological properties of the model, it exclusively works on the input word (the sequence of particle throws in this case). This is further emphasized by the fact that increasing the dimension of the problem does not change the computational complexity of the prediction problem.
Because of the fact that the solution of this problem is, in reality, global in its scope, we extend the model and procedure to an arbitrary graph, where particles fall on the nodes. By suppling each node with a height function, the prediction problem is determining from the sequence of particle launches (a list of vertices in this case) if a given height is reached for a given node. It would be interesting to study how different properties of the graph (degree, connectedness, etc.) affects the computational complexity of the prediction problem.
6.1. Future Work. An interesting extension to the presented problem is the one of determining, given a figure, what is the minimum amount of directions necessary to produce it, if it is achievable at all. We have shown that figures generated by the 1-Prediction model are characterizable in NC. It is important to notice that this problem is non-trivial. For each number of directions less than 4, there is a figure which can not be constructed by it, but is constructible by adding one more direction. There is also a figure which is not possible to construct within the 4 direction model. This is all shown in Figure 7 . 
