Let A be a bounded linear operator in a complex Banach space X. We show that Id X − A is a Fredholm operator provided that A has a sufficiently small polynomially measure of noncompactness. In our general framework, we note that the case of Riesz operator becomes a particular one as it is for the other results in the domain. This enable us to obtain a new characterization for the Weyl essential spectrum of a closed densely defined operators.
Introduction
Let L(X) be the algebra of all bounded linear operators on a complex Banach space X. The notion of a measure of noncompactness turns out to be an useful tool in applications of mathematical analysis especially in the study of solutions of nonlinear and integral equations, ordinary and partial differential equations, the fixed point theory and in the characterization of compact linear operators in Banach spaces (cf. [1] , [2] , [4] , [15] ). To show the power of this concept in real life, some applications to crystallography and physics can be found, for instance, in (cf. [10] , [11] ).
The aim of this article is to establish, via the measure of noncompactness, the most conditions that can be satisfied by a bounded linear operator to resolve the so-called Fredholm alternative equation (cf. [1] , [15] , [16] ).
Definition 1.1
The operator A ∈ L(X) is said to be compact, if its domain is all of X and, for every bounded sequence (x n ) n in X, the sequence (A(x n )) n has a convergent subsequence in X. We denote by K(X) the ideal, of the algebra L(X), of all compact operators on X.
Remark 1.2
It is sufficient to compactness that the image of the closed unit ball should be relatively compact.
One of the principal consequences of the assumption that A is compact is that it is possible to characterize its spectrum σ(A) in a particularly simple manner. Indeed, it is already known that every non-zero point of σ(A) is an eigenvalue, and it will be proved that there are only a finite number of points in any region excluding a neighborhood of the origin.
For A ∈ L(X), the sets σ(A), ρ(A), N (A) and R(A) designed, respectively, the spectrum, the resolvent set, the null space, and the range of A. We set α(A) = dim[N (A)] and β(A) = codim[R(A)]. Definition 1.3 An operator A ∈ L(X) is a Fredholm operator if both α(A) and β(A) are finite and R(A) is closed in X. The index of the operator A is the number i(A) = α(A) − β(A). The sets of upper and lower semi-Fredholm operators are defined as
and the set of Fredholm operators on X is defined as
For a systematic treatment of the Fredholm operators and a good account of the theory see (cf. [1] , [16] ). Definition 1.4 Let B 1 (X) be the unit ball in the Banach space X, the measure of noncompactness, commonly called the Hausdorff MNC, of a bounded set Y ⊂ X is
It is clear that δ(Y ) = 0 if and only if Y is a relatively compact subset of X. Moreover, for T ∈ L(X), the measure of noncompactness of T is defined as being the number
The notion of measure of noncompactness of bounded operators bring us a sufficient conditions for which Id X − A ∈ F(X). Indeed, in the second section, we show that if A ∈ L(X) and a 0 , a 1 , · · · , a n ∈ C with a 0 = 0 such that
The third section is devoted to the Riesz operators. Moreover, an extension of the analysis carried out by K. Latrach and A. Dehici (cf. [9] ) was established and finally a new characterization for the Weyl essential spectrum of closed densely defined operators is given.
Main Results
We give a survey of the basic properties, needed in this paper, that satisfied by the measure of noncompactness.
Lemma 2.1 Let X a Banach space and δ a measure of noncompactness defined on it :
We have
Proof. See (cf. [4] ) for the proof and most properties of the measure δ. Our main result is the following theorem : Theorem 2.2 Let X be a Banach space and A ∈ L(X). Assume that there exists a 1 , a 2 , · · · , a n ∈ C and a 0 ∈ C *
If
Proof. Put T = Id X − A.
1. We claim that α(T ) < ∞. For this end, we will prove that the set N (T ) B 1 (X) is a compact one. More precisely, we will show that if Z is a compact subset of X then the set Y = {x ∈ B 1 (X) : T (x) ∈ Z} is empty or a compact subset of X. Ideed, let assume that Y is not empty. Fix z ∈ M and x ∈ B 1 (X) with T x = z. By applying the operator a 0 A 0 + a 1 A + · · · + a n A n to the equation T x = z, we obtain
Since the range of a compact set by a bounded operator is compact, it follows that :Z
is a compact set of X. Put
Then it is clair that Y ⊆ U Y +Z. Then using the assertion 1) of lemma 2.1, it comes that
By assumption we have δ(U ) < 1, thus δ(Y ) = 0 which shows that Y is a compact set in X. To establish the result dealing with the set N (T ) B 1 (X), it suffices that Z = {0}.
To complete the proof, we will verify the closedness of the range R(T ) in X. Since N (T ) is a finite dimensional space, then there exists a closed subspace F of X such that X = N (T ) ⊕ F . Now we will establish the inequality :
c||T (x)|| ≥ ||x|| for all x ∈ F and with c > 0.
Suppose the converse is satisfied, then for all n ∈ N, there exists x n ∈ F with norme 1 satisfying ||T (x n )|| ≤ 1 n , it follow that T (x n ) → 0 when n → +∞. Afterwards, by taking
and according to the first part, it follows that the sequence {x n } n admits a subsequence {x nk } n wich converge to x 0 ∈ Y . In addition, it is easy to see that ||x 0 || = 1 and T (x 0 ) = 0. This is a contradiction, therefore there exists c > 0 such that c||T (x)|| ≥ ||x|| which establish the closedness of the range R(T ).
Assume that we have
The assertion 5) in lemma 2.1 shows that δ(U * ) < 2δ(U ) < 1 where U * denotes the dual operator of U . With the same process as in 1), one obtain α(
We will discuss the index of the operator T = Id X − A via the measure of noncompactness of the operator A. 2. Let assume that δ(A) ≥ 1 and there exists a 1 , a 2 , · · · , a n ∈ C and a 0 ∈ C * such that
and max max
then T = Id X − A ∈ F(X) and i(T ) = 0.
Proof. According to the assumptions on the measure δ(A) :
It follows that lim
for all k ≥ k 0 . In addition, assertion 2) of lemma 2.1
, by theorem 2.2 with a 0 = a 1 = · · · = a 0 = 1, it follows that T ∈ F(X). , thus Id X − tA ∈ F(X). On the other hand, the fact that the index is constant in each connected component of F(X) and the compactness of [0, 1] imply that i(T ) = i(Id X − tA) = i(Id X ) = 0.
Let t ∈ [0, 1], introduce the application h t given by
A sample calculation shows that
Therefore, by using the theorem assumptions, we deduce that Id X −tA ∈ F(X) for all t ∈ [0, 1]. Now, while proceeding by the same way as in the proof of 1), we obtain i(T ) = i(Id X − tA) = i(T ).
Remark 2.4 Let P (z) = b 1 z + b 2 z 2 + · · · + b n z n a polynomial with complex coefficients and let A a bounded operator on X verifying the inequality δ(
In other words, this is equivalent to find numbers a 0 , a 1 , · · · , a n ∈ C with a 0 = 0 which are solutions of the following system
Counterexample Let X be a decomposable Banach space under the direct sum X = X 1 ⊕X 2 . We denote by A the projection on X 1 and let P (z) = z 2 −z. It is easy to observe that A 2 − A = 0 then P (A) = 0 and δ(A 2 − A) = 0 < 
The framework of Riesz operators
By using the concept of measure of noncompactness, we will show that many well known results in the area are particular cases in our general framework. First, Let us start by the definition of Riesz operator. Definition 3.1 Let X a Banach space and let R ∈ L(X). The operator R is a Riesz operator if R satisfies the Riesz-Schauder theory of compact operators. In other words, if the spectrum σ(R) is made up at most of a sequence of eigenvalues of finite algebraic multiplicities which accumulate to 0. • A key question to give a characterization of R(X) is to use those of compact and quasinilpotant operators.
• One of the problems involved in our subject is the famous West decomposition which has a positive answer only in the separable Hilbert and L p (1 < p < +∞) spaces (cf. [3] , [18] ).
Proposition 3.3 Let X be a Banach space and let R ∈ R(X), then for all
Proof. The fact that R ∈ R(X) satisfies the Riesz-Schauder theory shows that the set of points λ ∈ σ(R) which satisfies the inequality |λ| > ε consists of finite number {λ 1 , λ 2 , · · · , λ m }. Let P i be the projection of X on the spaces N (λ i − R) in the decomposition
Introduce a new operator V as
It is easy to see that
R•P i is a finite rank operator thus compact. Moreover,
which shows the existence of an integer n ε such that ||V nε || ≤ ε. On the other hand, we can write R nε = V nε + F nε where F nε is a compact operator which implies that
As a consequence of this result, we have the following classical property of Riesz operators : A by taking ε = 1 2 we note that Id X − 1 λ A ∈ F(X). The case λ ∈ D(0, 1)\{0} is done by using the fact that the set F(X) is open in L(X) (equipped with the norm topology), step by step, we deduce that for all ε > 0 we have λId X − A ∈ F(X) for all λ ∈ {µ ∈ C, ε ≤ |µ| ≤ 1} this implies that λId X − A ∈ F(X) for all λ ∈ D(0, 1)\{0}. On the other hand, the connexity of the set C * , the fact that Id X − 1 λ
A is a bijection for |λ| sufficiently big together with the stability of the index on the connected components of the set F(X) A = {λ ∈ C : λId X − A ∈ F(X)} show that i(λId X − A) = 0 for all λ ∈ C * .
Definition 3.5 Let X be a Banach space and A a closed densely defined operator on X. We denote by σ ω (A) the Weyl essantial spectrum of A which is defined by
Let us note by I P (X) the greatest closed two-sided ideal included in R(X). This ideal also known as Fredholm Perturbations (cf. [8] , [9] ). In (cf. [9] ), the authors has established a characterization of the Weyl essantial spectrum by using the class of operators I P (X). More precisely, they showed that
Let A be a closed densely defined operator on X. We define the sets M(X) as being the operators M ∈ L(X) that verifying the results of theorem 2.2 and
The following characterization of the Weyl essantial spectrum σ ω (A) extend the results established in (cf. [9] ). σ(A + S).
Remark 3.7 According to the proposition 3.3, we see that I P (X) ⊆ S A (X), from that, we note that the theorem 3.6 represents an extension of (cf. [9, theorem 3.4] ). Moreover, we can replace S A (X) by any class I A ⊆ S A (X) in theorem 3.6.
