Selection of characteristic lines is a critical work for both qualitative and quantitative analysis of laser-induced breakdown spectroscopy; it usually needs a lot of time and effort. A novel method combining genetic algorithm, principal component analysis and artificial neural networks (GA-PCA-ANN) is proposed to automatically extract the characteristic spectral segments from the original spectra, with ample feature information and less interference. On the basis of this method, three selection manners: selecting the whole spectral range, optimizing a fixed-length segment and optimizing several non-fixed-length sub-segments were analyzed; and their classification results of steel samples were compared. It is proved that selecting a fixed-length segment with an appropriate segment length achieves better results than selecting the whole spectral range; and selecting several non-fixed-length sub-segments obtains the best result with smallest amount of data. The proposed GA-PCA-ANN method can reduce the workload of analysis, the usage of bandwidth and cost of spectrometers. As a result, it can enhance the classification capability of laser-induced breakdown spectroscopy.
INTRODUCTION
Laser-Induced Breakdown Spectroscopy (LIBS) has been proved a useful tool for qualitative and quantitative analysis of samples, since it can obtain results in a fast in-situ and non-destructive way. Thus, it has been widely applied in numerous fields, such as metals [1] [2] [3] [4] , coal 5, 6 , geochemical investigation [7] [8] [9] [10] , archaeological findings 11 , plastics [12] [13] [14] and explosives [15] [16] [17] . In China, a lot of researchers have put effort in the development of this method in these years, involving the fundamentals, instrumentation, data processing and modeling applications 18 .
With the improvement of instrument, there are always tens of thousands spectral data obtained by the spectrometer in LIBS. Besides the so-called large p and small n problem 19 , the increasing amount of data are highly correlated, which makes the risk of correlation relatively high. As a result, the calibration models tend to overfit the training spectral information and the noise.
In the last two decades, various methods are applied to solve these problems 20 , such as selecting characteristic peaks or intensive spectral segments 2, 21 , using Principal Component Analysis (PCA) [12] [13] [14] [22] [23] [24] [25] [26] [27] , Partial Least Squares (PLS) [3] [4] [5] 8, 21 and other chemometrics techniques 28 . Owing to the ability of extracting effective information, producing stable models and insensitive to noise, chemometrics methods are widely used in LIBS data modeling. In most of the present applications 29 , the whole spectra were employed as the input directly without any selection; and it has been proved that feature selection from the whole spectra is meaningful for both improving the predictive ability and reducing the complexity of the models using PCA, PLS [30] [31] [32] , and other chemometrics methods. Feng et al. 33, 34 measured coal elemental concentration using a novel partial least squares model based on dominant factor and found that normalizing spectra with segmental spectral area can reduce the heterogeneity of the samples; and hence, improve the measurement precision, comparing to normalization with the whole spectra area. D'Andrea et al. 35 selected three features corresponding to three wavelengths from the spectra of the bronze alloys using a modified procedure of the common variable selection method-forward feature selection (FFS); the selected features were input to an Artificial Neural Networks (ANN) network to quantify the concentrations of the elements in bronze alloys; finally, a satisfied result was obtained. Labbéet al. 21 built a PLS model using a reduced spectral segment manually selected from LIBS spectrum of biological samples to predict the buffer capacity. A better result was achieved for calibration data set as compared to that using the whole spectra to quantitatively analyze the composition, but at the cost of worse validation set. In our previous research 36 , better results of classification and quantitative analysis were achieved using selected spectral segments as the input of PCA or PLS. However, to select a proper spectral segment from the complex LIBS spectra is extremely challenging. If an improper spectral segment was selected, there would be a worse result than using the whole spectra without any selection. Furthermore, the spectral segments selected by the spectroscopist manually and elaborately cannot guarantee a best result in all the conditions. Therefore, to develop an automatic method to select spectral segments from the whole spectra is crucially needed.
Genetic Algorithm (GA) is derived by simulating the evolutionary process of a living species and has been employed as a stochastic optimization technique for selecting intensive spectral peaks or segments in spectroscopy field for a long time. Leardiet al. 37 and Niaziet al. 38 published a review on the applications of GA in chemometrics and chemistry, respectively. With the combination of GA and other chemometrics methods, numerous researches have been developed for qualitative and quantitative analysis in NIR fields. Selecting spectral subsets from explanatory variables based on GA to reduce dimensions has been a promising method to extract information from the spectra in NIR fields. To the best of our knowledge, there is no publication on the proper selection of characteristic lines or spectral segments from the whole spectra using GA.
In this paper, an automatic classification method is developed in LIBS, involving the methods of GA, PCA and ANN. The classification results of steel samples are obtained to verify the availability. Different selection manners are analyzed and their classification results of steel samples are compared. The results showed that the GA-PCA-ANN method indeed reduces the workload of the analysts on spectral selection and enhances the classification capability of laser-induced breakdown spectroscopy.
METHODS
As Fig. 1 shows, there are two parameters (the start number and the length of the segment) needed to be optimized while selecting segment(s). And then the classification model could be built by Principal Component Analysis (PCA) and Artificial Neural Networks (ANN), shown in Fig. 2 , using the selected segment(s). Many researchers of spectroscopy field have paid attention to genetic algorithm to optimize the parameters of spectral equipment and to select spectral lines or segments [37] [38] [39] [40] . Here we use GA to optimize the two parameters analyzed above, the start number and the length of the segment, encoded with binary Gray code. We encode the start number of segment with ⎡ ⎤ log log * + for each individual in the population, where k means the number of the selected segments. The processing procedure of genetic algorithm is implemented in MATLAB using The Genetic Algorithm Toolbox for MATLAB developed by Sheffield University of England 41 . The balance between exploration and exploitation 42, 43 is considered and the parameters of GA are chosen as: (1) Population size: 100 chromosomes; (2) Number of maximum generations: 200 generations (If the optimum chromosomes do not improve in 20 generations or, RMSE of classification is tiny enough, we will terminate the optimizing procedure); (3) Probability of crossover: 0.7, probability of mutation: 0.1, generation gap: 0.9 (probabilities ensure the ergodicity and, generation gap keep the optimal solutions of each generation).
For the segment(s) corresponding to each individual generated by GA, PCA 12, 14, 21, 22, 44 is used to further reduce the dimensions of data. The first n principal components, which could explain more than 95% information of the original data (the percentage is defined by the ratio, the numerator and denominator of which are the sum of the variances of first n principal components and the sum of the variances of all the principal components, respectively), are used as the input of ANN.
Then a classification model is built using 3-layer Back Propagation (BP) network 7, 13, [45] [46] [47] . The number of neurons in the hidden layer is obtained by the widely-used experience formula
(Where n and m were the number of neurons in input and output layers, respectively; and α is a constant between 0 and 10). More details about the network combined PCA with ANN was described in our prior work 36 , where α was determined to 3 and n was 3-5 in the most spectral segments in the classification application of 4 kinds of steels.
The optimization procedure of selecting spectral segment(s) from the original spectra by GA is shown in Fig. 3 . The Root Mean Square Error (RMSE) and accuracy rate of the classification result are introduced to evaluate the classification of each PCA-ANN network corresponding to an individual of GA. The accuracy rate of classification is calculated by Eq. (2). Where, n is the total number of correct classification spectra, and correct classification can be defined as threshold
, where threshold is set to 0.2 in this study.
The final fitness function is described as Eq. (3). Where α 1 and α 2 are weight factors of RMSE and Accuracy rate , respectively. α 2 is set to 100 and α 1 is set to 1, because correct classification is the primary task here.
( )
Subsequently, the population is implemented operations of selection, crossover and mutation considering the fitness of every individual and the parameters of GA. The operations are implemented and repeated to complete the whole procedure of GA optimization. Finally, the optimal segments for classification and the corresponding classification network are obtained. And consequently, this integrated method is called the GA-PCA-ANN classification method.
EXPERIMENTAL

Experimental setups
The experiment is composed by two parts, the classification of steel samples and the identification of deserted aluminum alloy samples. The experimental setup for the classification is the same as our prior work 36 and the experimental setup for the identification is shown in Fig. 4 , similar with another work of us 1 . The difference is that only one laser is used in this experiment and an AvaSpec-ULS2048 spectrometer is used to detect the spectral signal. All the experimental setup of the second part is used to simulate an on-line classification system, which will be used to classify the scrap metal.
Samples and data
In the first part of the experiment, 27 steel samples in 4 different classes (carbon steel, low alloy steel, high alloy steel and stainless steel) are divided into 2 parts. 22 of them are used to build the classification model, while the other 5 are used to test the capacity. The numbers of samples in each class are shown in Table 1 , where spl4mod and spl4test mean the number of samples for modeling and the number of samples for testing, respectively.
For each sample, 6 different positions are excited to acquire spectral data, and there are 4 spectra recorded at each position. So there are 24 spectra for each sample. In Table 1 , the total number of spectra used for training and testing are denoted by spctr4mod and spctr4test, respectively. While spl4mod and spl4test mean samples for modeling and samples for testing, respectively. In the other part of the experiment, 14 deserted aluminum alloy samples and 35 other deserted alloy samples are used as a training set. For each sample, 40 spectra were recorded from different positions for training the GA-PCA-ANN model. Other 75 deserted alloy samples were used to validate the capability of the model as test set. For each sample in test set, 10 spectra from different positions were recorded. The exact number of samples and spectra used to train and test the model are shown in Table 2 . 
RESULTS AND DISCUSSIONS
Steel Classification
In the first part of the experiment, each spectrum contained 57144 intensity data. Firstly, the whole 57144 intensity data were used as the input of PCA, and then an ANN was trained as the procedure shown in Figure 2 . The result of classifying the test data set is shown in Figure 5 . This result from the whole spectral range was treated as the baseline to evaluate the following segment selection methods. Fig. 5 The result of classifying the test data set using the whole spectral range as the input of PCA
We firstly tried to fix the length of the segment and optimized only the start number for simplicity. In other words, a fixed-length segment was selected first, from the original spectra.
CCD detectors with 1024 or 2048 pixels as a channel are commonly used in Czerny-Turner spectrometer, and several CCD detectors are used to form a wide range spectrum. If we can use one channel to achieve the classification task, the spectrometer cost can be greatly reduced. Therefore, we selected a segment with a fixed-length of 1024 and 2048 intensity data in the following analysis.
In the next step, we used the GA-PCA-ANN method to build classification models to optimize the spectral segment and find the best model, finally. The optimal fixed-length spectral segment selected by GA-PCA-ANN method was a 1024-length segment corresponding to the wavelength range from 296.981 nm to 304.15 nm and a 2048-length segment corresponding to the wavelength range from 297.435 nm to 312.334 nm, respectively. The results of classifying the test data set using the segments optimized by GA are shown in Fig. 6 (a) and (b) . As we can see, better accuracy rate (86.7%) was achieved using the GA-selected 1024-length segment than that (75%) using the whole spectral range, and the best accuracy rate (100%) was achieved using the GA-selected 2048-length segment. However, the RMSE of 1024-length segment model (0.415) became higher than that of the whole spectrum model (0.16) because of the misclassification of one of the low alloy steel samples. This misclassification did not appear when 2048-length segment was used to build the model, and the smallest RMSE (0.00884) was obtained. Fig. 6 The results of classifying the test data set using the fixed-length segments optimized by GA:
(a) using 1024-length segment; (b) using 2048-length segment Figure 7 shows the first two PCs using concentrations of elements as the input of PCA. In the figure, it is obvious that Fe, Cr and Ni contribute to the first two principal components and the four categories of steels clustered tremendously. Therefore, steel samples could be classified by the concentrations of Fe, Cr and Ni using PCA. That is in accordance with priori knowledge of steel classification.
Concentrations of elements in experimental samples are shown in Table 3 . We can see that the concentrations of each element in the second test sample (Sample No. 11, the misclassification sample for the 1024-length model) are neither the highest nor the lowest in all the 9 low alloy steels, that means it could not be classified correctly if there is no sufficient information about the concentrations of all the 3 dominating elements. And when the spectral information increased (2048 spectral data were used to build the model), the misclassification was avoided. The spectral segment corresponding with the GA-selected 2048-length segment is shown in Fig. 8 . As we can see from the figure, these spectral segment included many quality characteristic lines of the three elements and most of them were not interrupted by the characteristic lines of other elements, so the segment could provide sufficient and accurate information with little interference for classifying the steels. Besides, by selecting the appropriate spectral segment, enough information for classification was retained and numerous noises and interferences were removed. Consequently, we can achieve a better classification result using the fixed-length segment than that using the whole spectral range. The comparative classification results of steel samples are shown in Table 4 . As we can see, using the whole spectral range and the fixed-length segment with 1024 intensity data could not achieve perfect accuracy rate, but using the fixedlength segment with 2048 intensity data can achieve 100% accuracy rate. Besides, for an unclassified spectrum, the computation time included Table 3 ), n means the number of neurons in hidden layer of ANN (HLNs No. in Table 3 ), and l means the length of the fixed segment or total length of sub-segments selected by GA. As shown in the table, the computation time of an unclassified spectrum when using the whole spectral range was greater than 27 times of that using a 2048 fixed-length spectral segment. 
Aluminum Identification
In the other part of the experiment, the deserted alloy samples used in the experiment are shown in Fig. 9 . The differences in shape and surface condition make the spectra quite instability. The spectral line intensities of Al 309.2 nm, Mg 280.2 nm, Cu 324.7 nm and Si 288.1 nm are shown in Fig. 10 . It is proved that single spectral line intensity is too instability to be used to identify the aluminum samples. Each recorded spectrum contained 2048 intensity data in this part of the experiment. Considering the requirement of the on-line classification, the data dimension of the spectrum was reduced by selecting segments using GA, to further reduce the operation time. 4 segments (50 intensity data for each) were selected by GA and the model was built using the data from training set. The comparative results between the models built by PCA-ANN method with the whole 2048 spectral intensity data and by GA-PCA-ANN method with 4 sub-segments are shown in Table 5 . The accuracy rate is raised to 98.3% from 79.5% and the RMSE reduced to 0.130 from 0.395. 
CONCLUSIONS
The increasing amount of spectral data of LIBS has caused a number of problems, such as data acquiring, storing, transferring and extraction. For a certain application like sample classification, more spectral data used could not guarantee a better result, since it will make the data extracting and modeling more complex. Besides, the built analysis model may not be ideal due to the strong interference introduced in the modeling process. Therefore, we developed an automatic method derived from GA, PCA and ANN to select spectral segments from the original spectra to improve the performance.
Firstly, 27 steel samples in 4 classes were used to build the model proposed and validate the performance. The classification accuracy rate could achieve 100% using the GA-selected 2048-length segment, comparing with the accuracy rate 75% using the whole 57144-length spectrum. For the further validation of the capability of the GA-PCA-ANN method and the simulation of on-line application, 124 deserted alloy samples were used to distinguish aluminum alloys (wrought aluminum, cast aluminum) from other alloys (magnesium alloy, brass, red bronze, stainless steel, zinc alloy). The identification accuracy rate is raised to 98.3% (using 4 GA-selected sub-segments) from 79.5% (using the whole 2048-length spectrum). Both experimental results show that the model built by the GA-PCA-ANN method could reduce the computation time and improve the accuracy rate in applications of qualitative analysis.
Furthermore, selecting segment(s) with suitable length is helpful to reduce the bandwidth and the cost of spectrometer. The proposed method is not only useful for classification, but also useful for building quantitative calibration model with a given rational fitness function, which is our further research object.
