Abstract. We revisit the question of global regularity for the Patlak-Keller-Segel (PKS) chemotaxis model. The classical 2D hyperbolic-elliptic model blows up for initial mass M > 8π. We consider more realistic scenario which takes into account the flow of the ambient environment induced by harmonic potentials, and thus retain the identical elliptic structure as in the original PKS. Surprisingly, we find that already the simplest case of linear stationary vector field, Ax , with large enough amplitude A, prevents chemotactic blow-up. Specifically, the presence of such an ambient fluid transport creates what we call a 'fast splitting scenario', which competes with the focusing effect of aggregation so that 'enough mass' is pushed away from concentration along the x1-axis, thus avoiding a finite time blow-up, at least for M < 16π. Thus, the enhanced ambient flow doubles the amount of allowable mass which evolve to global smooth solutions.
Introduction
The Patlak-Keller-Segel (PKS) model describes the time evolution of colony of bacteria with density n(x, t) subject to two competing mechanisms -aggregation triggered by the concentration of chemo-attractant driven by velocity field u := ∇(−∆) −1 n(·, t), and diffusion due to run-andtumble effects, n t + ∇ · (nu) = ∆n, u := ∇(−∆) −1 n.
We focus on the two-dimensional case where (−∆) −1 n takes the general form of a fundamental solution together with an arbitrary harmonic function (−∆) −1 n(x, t) = (K * n)(x, t) + H(x, t), K(x) := − 1 2π log |x|, ∆H(·, t) ≡ 0.
SIMING HE AND EITAN TADMOR
The resulting PKS equation then reads ∂n ∂t + ∇ · (n∇c) + b · ∇n = ∆n, x = (x 1 , x 2 ) ∈ R 2 , (1.1) subject to prescribed initial conditions n(x, 0) = n 0 (x). Here the divergence free vector field b(·) represents the environment of an background fluid transported with velocity b(x, t) := ∇H(x, t). When b ≡ 0, the system is the classical parabolic-elliptic PKS equation modeling chemotaxis in a static environment [Pat1953, KS1970] . We recall the large literature on the static case b = 0, referring the interested reader to the review [Hor2003] and the follow-up representative works [Bil1995, BDP2006, BCM2008, BCC2008, CC2006, CC2008, CR2010, JL1992, BM2014, BK2010].
It is well-known that the large-time behavior of the static case (1.1) b≡0 depends on whether the initial total mass 1 M := |n 0 | 1 crosses the critical threshold of 8π: the equation admits global smooth solution in the sub-critical case M < 8π and it experiences a finite time blow-up if M > 8π [BDP2006] (when M = 8π, aggregation and diffusion exactly balance each other and solutions with finite second moments form Dirac mass as time approach infinity [BCM2008] ).
In this paper we study a more realistic scenario of the PKS model (1.1) where we take into account an ambient environment due to the fluid transport by vector field b(·, t). Surprisingly, we find that already the simplest case of linear stationary vector field, b = A(−x 1 , x 2 ), corresponding to H(x) = 1 2 A(x 2 2 − x 2 1 ), prevents chemotactic blow-up for M < 16π. As we shall see, the presence of such an ambient fluid transport creates what we call a 'fast splitting scenario' which competes with the focusing effect of aggregation so that 'enough mass' is able to escape a finite time blow-up, at least for M < 16π. This scenario is likely to be enhanced even further when larger amount of mass can be transported by a more pronounced ambient field b(x, t) = ∇H(·, t) |x| q at |x| 1. We mention two other scenarios of non-static PKS with strong enough transport preventing blow-up for M > 8π. In [KX2015] the author exploit relaxation enhancing of a vector field b with a large enough amplitude in order to enforces global smooth solution. Here regularity follows due to a mixing property over T 2 and T 3 . In [BH2016] it was shown how to exploit the enhanced dissipation effect of non-degenerate shear flow with large enough amplitude, [BCZ2015] , in order to suppress the blow up in (1.1) on T 2 , T 3 , T × R, T × R 2 .
1.1. A fast splitting scenario. Here, we exploit yet another mechanism that suppress the possible chemotactic blow up of the equation (1.1), where the underlying fluid flow splits the population of bacteria with density n exponentially fast, resulting in several isolated subgroups with mass smaller than the critical 8π. In this manner, an initial total mass greater than 8π is able to escape the finite-time concentration of Dirac mass. This provides a first no blow-up scenario over R 2 , at least for M up to 16π.
We now fix the vector field driving a hyperbolic flow as the strain flow in [KJCY2017] ):
Our aim is to show that a large enough amplitude, A 1, guarantees the global existence of solution of PKS (1.1) subject to initial mass M < 16π. Observe that an initial center of mass at the origin is an invariant of the flow. Intuitively, the large enough amplitude A 1 is required so that the ambient field A(−x 1 , x 2 ) 'pushes away' highly concentrated mass near the x 1 −axis, namely, |x 2 | n 0 (x)dx 1. With this we can state the main theorem of the paper.
Theorem 1.1. Consider the PKS equation (1.1),(1.2) subject to initial data, n 0 ∈ H s (s 2) with total mass, M := |n 0 | 1 < 16π, such that (1 + |x| 2 )n 0 ∈ L 1 (R 2 ) and n 0 log n 0 ∈ L 1 (R 2 ). Assume n 0 1 We let |x| denote the 2 -size of vector x and let |f |p denote the L p -norm of a vector function f (·).
is symmetric about the x 1 -axis, and that the "y-component" of its center of mass in the upper half plane
is not too close to the x 1 -axis in the sense that
Then there exists a large enough amplitude, A = A(M, y + (0), V + (0)), such that the weak solution of (1.1),(1.2) exists for all time and the free energy
satisfies the dissipation relation
We conclude the introduction with three remarks.
Remark 1.1 (Why large enough stationary field prevents blow-up). Our main theorem extends the amount of critical mass, so that global regularity of (1.1),(1.3) prevails for M < 16π, provided A is large enough. To realize the how large the amplitude A should be and thus clarifying the reason behind this doubling the initial mass threshold for global regularity, we express (1.3) as
Then we can choose A = M + δ −2 with small enough δ so that δ (R − 1)
To gain further insight, we recall that the blow up phenomena in the static case, b ≡ 0 is deduced from the time evolution of the second moment, V (t) := R 2 n(x, t)|x| 2 dx. Indeed, a straightforward computation yields,V (t) = 4M 1 − M 8π < 0, which implies that the positive V (t) decreases to zero in a finite time and hence rules out existence of global classical solutions for M > 8π. In contrast, the second moment of our non-static PKS equation (1.1),(1.2), does not decrease to zero if A is chosen large enough.
Lemma 1.1. Let n(x, t) be the solution of (1.1) with vector b(x) = A(−x 1 , x 2 ), subject to initial data n 0 such that W 0 := n(x, t)|x| 2 dx increases in time.
Proof. First, the time evolution of V (t) can be calculated as follows:
(1.6) Next, we compute the time evolution of W (t)
where the last step follows by symmetrization. Since the first term on the right is bounded from below by − 1 2π M 2 , we have
Finally, notice that since W 0 (and hence V 0 ) are assumed strictly positive, we can choose A large such that
Combining (1.8), (1.6) and (1.7) yields that
Remark 1.2 (On the free energy). We note that when b = 0, E[n] becomes the classical dissipative free energy
Due to the importance of the property (1.5), a weak solution of (1.1) satisfying (1.5) will be called a free energy solution. One of the important properties of the PKS equation (1.1) with background flow velocity (1.2) is the dissipation of its free energy E[n]. The formal computation, indicating the energy dissipation in non-static smooth solutions, is the content of our last lemma in this section.
Lemma 1.2. Consider the PKS equation (1.1) with background fluid velocity (1.2). If the solution is smooth enough, the free energy E[n](t) is decreasing.
Proof. The time evolution of the free energy (1.4) can be computed in terms of the potential
This completes the proof of the lemma.
Remark 1.3. Arguing along the lines [EM2016] , one should be able to prove that the free energy solution is smooth for all positive time, n ∈ C ∞ c ((0, T ]; C ∞ x ) for all T < ∞ and thus our global weak solution is in fact a global strong solution.
Our paper is organized as follows. In section 2, we introduce the regularized problem to (1.1) which leads to the local existence results. In section 3, we prove the main theorem, and in the appendix, we give detailed proofs of the results stated in section 2. Definition 2.1 (weak formulation). n is said to be the weak solution to (1.1) if for ∀ϕ ∈ C ∞ c (R 2 + ), the following equation hold:
(2.1)
Taking advantage of the assumed symmetry across the x 1 -axis, one can further simplify the notation of a weak formulation adapted to the upper half plane,
Theorem 2.1. If n is a weak solution to the equation (1.1), then for ∀ϕ ∈ C ∞ c (R 2 + ), the following holds:
(2.2)
Proof. Rewrite (2.1) as follows:
The third term can be rewritten as In order to prove the local existence theorem and the blow up criterion for the Keller-Segel system with advection (1.1), we regularize the system as follows:
with the regularized kernel, K , given by
Noting that |∇K (z)| C for all z ∈ R 2 , it follows that the solutions to the equation (2.3) exist for all time. The proof is similar to the corresponding proof in the classical case. We refer the interested reader to the paper [BDP2006] for more details.
Before stating the local existence theorems, we introduce the entropy of the solution
Now the local existence theorems are expressed as follows:
Proposition 2.1. (Local Existence Criterion). Assume that |b|(x) C|x|, ∀x ∈ R 2 . Suppose {n } 0 are the solutions of the regularized equation (2.3) on [0, T * ). If {S[n ](t)} is bounded from above uniformly in and in t ∈ [0, T * ), then the cluster points of {n } →0 , in a suitable topology, are non-negative weak solutions of the PKS system with advection (1.1) on [0, T * ) and satisfies the relation (1.5).
Proposition 2.2. (Maximal Free-energy Solutions). Assume the boundedness of the vector field |b|(x) |x| and the integrability of initial data
. Then there exists a maximal existence time T * > 0 of a free energy solution to the PKS system with advection (1.1),(1.5). Moreover, if T * < ∞ then
We conclude that if the entropy S[n](t) = n log n is bounded, then the free energy solution of (1.1) exists locally. Moreover, if S[n](t) < ∞ for all t < ∞, the solution exists for all time.
3. Proof of the main results 3.1. The three-step 'battle-plan'. We proceed in three steps. The first step carried in section 3.2 below, is to control cell density distribution. From the last section, we see that an entropy bound is essential for derivation of local existence theorems for the PKS equation (1.1),(1.2). To this end, information about the distribution of cell density is crucial. The following lemma is the key to the proof of the main results. It shows that mass cannot concentrate along the the x 1 -axis, since we can find a thin enough strip along the x 1 -axis with controlled amount of mass.
Lemma 3.1. Suppose a sufficiently smooth n 0 is symmetric about the x 1 axis and assume that
Fix a small enough 0 < η 1. Then there exists δ = δ(y + (0), V + (0), M, η) such that if we choose A > M + δ 2 , the smooth solutions to the regularized (2.3) satisfy, uniformly for small enough ,
Condition (3.2) implies, at least for M < 16π, that the mass inside that δ-strip is less than 8π. On the other hand, it indicates the reason for the limitation R > 1: for if R < 1, then the bound (3.2) would allow a concentration of mass
8π inside the strip |x 2 | 2δ, which in turn leads to a finite-time blow-up.
The proof of lemma 3.1 is based on the following simple observation. Given f with R 2 + -center of mass at (·, y f ) and variation V f = |x 2 − y f | 2 f (x)dx, we find that its total mass outside the strip S[y f , r] := {(x 1 , x 2 )||x 2 − y f | r} with radius r = R 2V f /M f , does not exceed
If we can find the δ such that our target strip S δ := {|x 2 | 2δ} is lying below and outside the strip S[y f , r], then the total mass in the strip S δ would be smaller than
, the aim is to bound the strip S[y + (t), r(t)] with radius r(t) = R 2V + (t)/M + away from a fixed strip S δ . To this end we collect the necessary estimates on y + (t), V + (t) and complete the proof of the lemma in section 3.2.
The second step, carried in section 3.3, is to prove the main theorem with moderate mass constraint. Equipped with lemma 3.1 we can control the entropy and prove a weaker form of our main theorem for moderate size mass M (which is still larger than the 8π barrier):
Theorem 3.1. Consider the PKS equation (1.1) with background fluid velocity (1.2) subject to
Furthermore, assume n 0 is symmetric about the x 1 -axis, that (1.3) holds. If the total mass does not exceed
then there exists an A = A(M, y + (0), V + (0), η) large such that the free energy solution to PKS (1.1),(1.2) exists for all time.
Thus, as the ratio increases over the range 1 < R < ∞, (3.1) yields global existence with an increasing amount of mass 8π < M < 16π. Although theorem 3.1 is not as sharp as the main theorem, its proof is more illuminating and can be extended easily to prove the main theorem for the 'limiting case' of any M < 16π. We therefore include its proof in section 3.3. Finally, the third step carried in section 3.4 presents the proof of the main theorem 1.1. We turn to a detailed discussion of the three steps.
3.2.
Step 1-control of the cell density distribution. As pointed out before, the proof involves the calculation of y + (t) and V + (t), summarized in the following two lemmas. Here and below, we let A B denote the relation A CB with a constant C which is independent of δ. 
2).
Assume that the initial center of mass y + (0) is separated from the x 1 -axes in the sense that (3.1) holds. Then , there exists a constant such that the time evolution of y + (t) remains bounded from below 
Assume that the initial variation around the center of mass V + (0) is not too large in the sense that (3.1) holds. Then , there exists a constant C = C(V + (0)) such that the variation V + (t) remains bounded from above,
We note that all the calculations made below should be carried out at the level of the regularized equation (2.3), but for the sake of simplicity, we proceed at the formal level using the weak formulation (2.2). We explicitly point when there is a technical subtlety in the derivation due to difference between the regularized and weak formations.
We begin with the proof of Lemma 3.2. First of all, as x 2 / ∈ C ∞ c (R 2 + ), we introduce an approximate test function ϕ to x 2 :
Note that there exists a constant C ϕ , independent of δ, such that |ϕ| 2δ, ∀x 2 2δ and |∇ϕ| + δ|∇ 2 ϕ| C ϕ . Here and below, we use C ϕ to denote ϕ-dependent constants .
By replacing
However, the contribution of this part is small in the sense that:
Next, one can use ϕ and the weak formulation (2.2) to extract information about y + :
Now we estimate the right hand side of (3.7) term by term. The first and second terms are relatively easy to control from above as follows:
In order to estimate the third term in (3.7), we need a pointwise estimate on the ∂ x 2 c − :
Now we can use the above estimate to control the third term in (3.7):
Here we have used the fact that supp(ϕ) is δ away from the x 1 axis. As a result,
Remark 3.1. The only difference in estimating the regularized solutions (2.3) vs. the formal calculation we have done above is in terms II and III. In the calculation for the (2.3), we will need the estimate
Here we show how to get a similar estimate for term II in (3.7) for the regularized equation (2.3):
The treatment of term III is similar to the one we gave above.
Finally, we need to address additional transport term IV in (3.7) to compete with the focusing effect. Recall that b = A(−x 1 , x 2 ) with A = M + δ 2 . First we write IV down explicitly,
Next we replace the right hand side by ϕn + dx. Due to the fact that x 2 ∂ x 2 ϕ = x 2 = ϕ for x 2 > 2δ, the error introduced in this process originates from the thin 2δ-strip:
and we conclude that
Combining the equation (3.7) and estimates (3.8), (3.9), (3.11) and (3.12) yields the following
which implies that
Finally, we calculate the center of mass of the upper half plane using the lower bound (3.13) and the error control (3.6):
This completes the proof of lemma 3.2.2 Next we address the proof of Lemma 3.3. The main goal is to calculate time evolution of the variation
We again use C to denote constants which may change from line to line but are independent of δ.
The first obstacle is that we cannot choose |x 2 − y + | 2 as a test function due to the fact that y + (t) depends on the solution. However, by the definition of y + we can expand the V + -integrand, ending up with the usual
(3.14)
Since we already know y + , it is enough to calculate the 
Next we estimate every term on the right hand side of (3.15). The first two terms are estimated as follows:
and
Now for the third term III in (3.15), applying (3.10) yields
Note that for the term II and III, we only estimate them formally above, one can prove the estimates explicitly using the same techniques as the one in Remark 3.1. For the IV term in (3.15), we use the (3.14) again to obtain
Collecting equation (3.15) and all the estimates (3.16), (3.17), (3.18) and (3.19) above, we have the following differential inequality, d dt
(3.20)
Combining (3.4) with (3.20) yields 1
By collecting similar terms, we finally have
which completes the proof of Lemma 3.3. 2
Equipped with the estimate on V + (t), we can now conclude the proof of Lemma 3.1.
Proof. (Lemma 3.1) Once 0 < η 1 was fixed, we can clearly choose a small enough δ such that by (3.5) δ , there holds
Now recalling that R = y + (0)
Thus, the 'thin' δ-strip along the x 1 -axis, S δ := {(x 1 , x 2 )|0 x 2 2δ}, lies outside the strip centered around y + (t), uniformly in time,
It follows that thanks to our choice of δ, the mass inside the δ-strip S δ does not exceed
By symmetry, the mass inside the symmetric δ-strip, {(x 1 , x 2 )||x 2 | 2δ} is smaller than
2R 2 M , uniformly in time, which completes the proof of Lemma 3.1. Remark 3.2. One can do a similar computation to get the evolution for the higher moment estimates R 2 + n(x, t)|x| 2k dx, and derive similar results to Lemma 3.1.
3.3.
Step 2 -proof of the main theorem with moderate mass constraint. With the Lemma 3.1 at our disposal, we can now turn to the proof of theorem 3.1 along the lines of [BCM2008] . Note that the actual calculation are to be carried out with the regularized solutions n of (2.3), though for the sake of simplicity, we only do the formal calculation on n(x) = n(·, t). The key is to use the logarithmic Hardy-Littlewood-Sobolev inequality to get a bound on the entropy S[n].
Theorem 3.2 (Logarithmic Hardy-Littlewood-Sobolev Inequality). [CL92]
Let f be a nonnegative function in L 1 (R 2 ) such that f log f and f log(1 + |x| 2 ) belong to
with C(M ) := M (1 + log π − log M ).
Remark 3.3. It is pointed out in [BCM2008] that by multiplying f by indicator functions, one can prove that the inequality (3.23) remains true with R 2 replaced by any bounded domains D ⊂ R 2 .
The idea of the proof goes as follows. By observing that the mass in the upper half plane and lower half plane are subcritical (||n ± || 1 < 8π), we plan to use the logarithmic Hardy-LittlewoodSobolev inequality on these sub-domains to get uniform bound on the entropy. However, without extra information concerning the cell density distribution, naive application of logarithmic HardyLittlewood-Sobolev inequality fails. For this approach to work, the density distribution constraint required is that the cells in the upper and lower half plane are well-separated by a 'cell clear strip' in which the total number of cells is sufficiently small. The strip is constructed through applying Lemma 3.1. Combining the logarithmic Hardy-Littlewood-Sobolev inequality and the cell seperation constraint, we can use a 'total entropy reconstruction' trick introduced in [BCM2008] to obtain entropy bound. Now let's start the whole proof.
Proof. First we contruct the 'cell clear strip'. Define the following three regions:
Here region Γ 1 contains points in the upper half plane which are 2δ away from the x 1 axis, whereas region Γ 2 contains points in the lower half plane with the same property. Region Γ 3 is a closed neighborhood of the x 1 axis. The δ neighborhood of the Γ 1 , Γ 2 region is denoted as follows:
We further decompose Γ 3 into subdomains:
Applying Lemma 3.1 yields that the total mass inside Γ 3 is small, i.e.
Therefore, the Γ 3 strip is the 'cell clear strip'. Next, we estimate the entropy. First recall that the free energy E[n](t) (1.4) is decreasing, i.e,
n(x)n(y) log |x − y|dxdy − Gndx
To obtain the entropy bound, we need to estimate T 1 from below for some K < 8π and estimate T 2 from above. We start by estimating T 1 . Similar to [BCM2008] , we apply the Logarithmic
Hardy-Littlewood-Sobolev inequality in the three regions Γ
2 , Γ 3 and obtain:
n(x)n(y) log |x − y|dxdy C,
n(x)n(y) log |x − y|dxdy C.
Combining the above inequalities yields
n(x)n(y) log |x − y|dxdy + 2
n(x)n(y) log |x − y|dxdy
Here the number K is defined as
Combining the definition (3.30) and (3.27) yields
By the moderate mass constraint (3.3), we have K < 8π. Next applying the fact that |x − y| δ for all (x, y) in the integral domain of I 3 , we estimate the I 3 and I 4 terms in (3.29) as follows
n(x)n(y) log + |x − y|dxdy
Combining (3.31) with (3.29) yields
(3.32)
Recall the well-known upper bound on the negative part of the entropy:
For f positive function, the following estimate holds
Proof. For the proof of this lemma, we refer the interested readers to the papers [BDP2006] , [BCM2008] .
Combining (3.33) and (3.32) yields the lower bound of T 1 in (3.28)
For the T 2 term in (3.28), it is bounded above by Hndx A |x| 2 ndx. Therefore it is enough to show that the second moment is bounded for any finite time. The time evolution of the second moment can be estimated as follows:
Gronwall inequality yields that the second moment is bounded for all finite time:
Therefore T 2 C(A, T ). Combining this with (3.28) and (3.34), and recalling that K < 8π yield
As a result, we see from (3.36) that the entropy S[n ] is uniformly bounded independent of for any finite time interval [0, T ], T < ∞. Now by the Proposition 2.1, 2.2, we have that the free energy solution exists on any time interval [0, T ], ∀T < ∞.
3.4.
Step 3 -proof of the main theorem. In the proof of Theorem 3.1, we see that the cell population is separated by a 'cell clear zone' near the x 1 axis. Since total mass in the "cell clear zone" is small, we can heuristically treat the total cell population as a union of two subgroups with subcritical mass (< 8π). However, since we lack sufficiently good control over the total number of cells near the x 1 axis, we cannot use this idea to prove the optimal result as stated in Theorem 1.1. The idea of proving Theorem 1.1 is that instead of considering the total cell population as the union of two subgroups separated by one fixed 'cell clear zone', we treat it as the union of three subgroups with subcritical mass, namely, the cells in the upper half plane, the lower half plane and the neighborhood of the x 1 axis, respectively. These three subgroups of cells are separated by two 'cell clear zones' varying in time.
The main difficulty in the proof is setting up the three new regions such that: 1. mass inside each region is smaller than 8π; 2. the total mass of cells near their boundaries is well-controlled. Once the construction is completed, the remaining steps will be similar to step 2.
Proof of Theorem 1.1. We start by constructing the three regions. First we note that the Lemma 3.1 implies that there exists δ > 0 such that the following estimate is satisfied for a fixed R > 1 and η chosen small enough:
Now the region L = {(x 1 , x 2 )||x 2 | 2δ} have total mass less than 1 2 M = M + < 8π for all time. Secondly, we subdivide the region L into J pieces:
Here J = J(M ) 10, to be determined later, depends on M . By the pigeon hole principle, there is at least three strips L i such that
Suppose there are only two strips with mass smaller than 2 J M + , then total mass in L will be bigger than (J − 2) 2 J M + > M + , a contradiction. Now we pick from these three strips the one which is neither L 1 nor L J . As a result, this strip L i does not touch the x 1 axis nor the boundary of L. We denote this i by i * . The L i * is the 'cell clear zone'. Notice that here i * = i * (n, t) depends on time.
Finally, we use this i * to define the regions. First we define the three regions, each of which has total mass smaller than 8π:
Next we set
and define the ρ neighborhood of the above three regions: 
Now we define the complement Γ (ρ) 4 of ∪ 3 i=1 Γ i and decompose it into subdomains:
Remark 3.4. It is important to notice that the regions we are constructing is changing with respect to the given time t. Therefore, by doing the argument below, we can only show that the entropy is bounded at time t, but since t is an arbitrary finite time, we have the bound on entropy for
We start estimating the entropy. By the free energy dissipation, we obtain
n(x)n(y) log |x − y|dxdy − Hndx
To derive entropy bound, we need the estimate T 1 form below for K < 8π and estimate T 2 from above. We start by estimating T 1 . Combining the definition of L i * and (3.37) yields
Now by the log-Hardy-Littlewood-Sobolev inequality (3.23), we have that
n(x)n(y) log |x − y|dxdy −C.
(3.52)
Same as in subsection 3.3, we use these estimates to reconstruction the entropy and the potential on the whole R 2 as follows:
The region R 2 and the integral domain of I 4 is indicated in Figure 3 . The K in (3.53) can be estimated using (3.50) as follows
By the assumption M + < 8π, we can make J big such that K < 8π. This is where we choose the J = J(M ). Applying the fact that |x − y| 2δ 3J , ∀(x, y) ∈ R, the I 3 and I 4 terms in (3.53) can be 2 Region R is the union of the following nine regions:
3 ) c ,
estimated as follows:
n(x)n(y)(1 + |x| 2 + |y| 2 )dxdy
Combining (3.53), (3.54) and (3.55) yields
Moreover, applying (3.33) yields
Combining (3.56), (3.35), (3.46) yields
Once the entropy is bounded for any finite time, the existence is guaranteed by Proposition 2.1 and Proposition 2.2.
Appendix A.
In the appendix, we prove the two local existence theorems stated in section 2.2. The proof follows the same line as the analysis in [BCM2008] .
A.1. Proof of proposition 2.1. The goal is to use the Aubin-Lions Lemma to show that the solutions {n } 0 is precompact in certain topology. Same as in the paper [BCM2008] , we divide the the proof in steps.
Step 1. A priori estimates on n and c . In this step, we derive several estimates which we will need later.
First we estimate the second moment
The time evolution of V can be estimated using the regularised equation (2.3) and the fact that the gradient of the regularized kernel K is bounded |∇K (z)| 1 2π|z| :
By Gronwall, we have that
from which we obtain that (1
Combining the assumption of the proposition 2.1 and (3.33) yields |n log n |dx n (log n + |x| 2 )dx + 2 log(2π)M + 2 e . (A.2) Therefore, we proved that n log n ∈ L ∞ ([0, T ], L 1 ) uniformly in . Recalling the boundedness of the second moment (A.1) and the representation of c as c = K * n , we deduce the following estimate using the Young's inequality,
uniformly in . Combining this with the mass conservation of n and the second moment control (A.1), we deduce that n c dx
where C is independent of .
Next we derive the main a priori estimate, namely, the L 2 ([0, T ] × R 2 ) estimate of √ n ∇c . First we calculate the time evolution of n c dx:
Integrating this in time yields:
Now we estimate the right hand side of (A.5). We see from (A.4) that the first two terms on the right hand side is bounded. Next we estimate the third term on the right hand side of (A.5), which requires information derived from the entropy bound. By the property that ∇ · b = 0, we formally calculate the time evolution of S[n](t) as follows,
The interested reader is referred to [BDP2006] for more details. We need to estimate the second term in (A.6). Before doing this, note that for K > 1,
can be made arbitrarily small. Now we can use the Gagliardo-Nirenberg-Sobolev inequality together with (A.7) to estimate the second term in (A.6) as follows:
2 . Combining this with (A.6) and (A.7), we have
The factor −(4 − η(K) 1/2 CM 1/2 ) can be made non-positive for K large enough and therefore we have that
C is similar but more technical, and the interested readers are referred to [BDP2006] for more details. As a consequence of the L 2 ([0, T ] × R 2 ) estimate on ∇ √ n and of the computation
we have the estimate
This completes the treatment of the third term on the right hand side of (A.5). Next we estimate the last term T 0 bn · ∇c dxdt in (A.5). First we calculate the time evolution of Gn dx:
Now integrating in time, we obtain
From the assumption |b| |x|, we have that the right hand side of (A.10) can be bounded in terms of the second moment V :
Since the second moment V is bounded (A.1), we have that
Applying estimates (A.4), (A.9) and (A.12) to (A.5), we obtain
This concludes our first step.
Step 2-Passing to the limit. As in [BCM2008] , the following Aubin-Lions compactness lemma is applied:
Our goal now is to find the appropriate spaces V, H, W for n . We subdivide the proof into steps, each step determines one space in the lemma.
We can estimate the |n | 2 2 by applying the following decomposition trick:
(A.14)
The second part in (A.14) is bounded in L p , 1 p ∞. The first part is bounded in L 1 by
First we calculate the time evolution of the quantity |n | 2 2 :
Now integrating in time, we obtain the estimate
The terms on the left hand side of (A.24) are bounded due to (A.22). For the last term on the right hand side, we can estimate it as follows. The Hardy-Littlewood-Sobolev inequality yields |∇n | 2 dxdt) 1/2 , we obtain
Same as in [BCM2008] , we set V := H 1 (R 2 ) ∩ {n||x|n 2 ∈ L 1 }, which is shown to be compactly imbedded in H there. Thanks to the bound (A.23), (A.26) and the (A.1), we have that n ∈ L 2 ([0, T ]; V ).
Space W : Bound for the ∂ t n : In order to estimate the L 2 ([0, T ]; H −1 ) norm of the function ∂ t n , we first need to get a bound on the fourth moment of the solution V 4 := n(x 4 1 + x 4 2 )dx. The time evolution of V 4 can be formally estimated as follows:
Combining the second moment estimate (A.1) and the Gronwall inequality, we have that
One can adapt this calculation to the regularized solution n without much difficulty. We leave the details to the interested reader.
Now we can estimate the L 2 ([0, T ]; H −1 ) norm of the ∂ t n . Combining the L p bound on n (A.22), the bound on ∇c (A.25) and the fourth moment control (A.28) and testing the equation As a result, we have that ∂ t n is uniformly bounded in L 2 ([0, T ]; H −1 ).
Combining the results from all the steps above and the Aubin-Lions lemma, we have that (n ) is precompact in L 2 ([0, T ]; L 2 ). We denote n as the limit of one converging subsequence (n k ) k . Moreover, combining (A.25) and the L 4/3 ([0, T ] × R 2 ) bound on n which can be derived from (A.22), we have that n k ∇c k converge to n∇c in distribution sense.
Step 3-Free energy estimates. By the convexity of the functional n → R 2 |∇ √ n| 2 dx, the fact that n k ∇c k converge to n∇c in distribution sense and weak semi-continuity, we have Moreover, it can be checked that S[n ](t) → S[n](t) for almost every t, whose proof is similar to the one used in [BDP2006] Lemma 4.6. Next we show the free energy estimate (1.5) using the strong convergence of {n k } in L 2 ([0, T ] × R 2 ). The key is to show the following entropy dissipation term is lower semi-continuous for the sequence (n k ): For the sake of simplicity, later we use n to denote n k . First, we estimate the T 3 term in (A.29). By the Fatou Lemma, we have the following inequality: This finises the treatment of T 3 .
Next, we show that the term T 5 in (A.29) actually converges as k → 0. We decompose the difference between T 5 and its formal limit into two parts .
From the L 2 ([0, T ] × R 2 ) strong convergence of (n ) , we have that the first factor goes to zero.
Other factors are bounded due to (A.1), Fatou's Lemma, L 1 bound on n , n and n ∈ L 2 ([0, T ]×R 2 ). As a result, T 51 converges to zero. Next we estimate the T 52 term in (A.31). Applying the fact that | |c| − |a|| |c − a|, the Hölder and Hardy-Littlewood-Sobolev inequality, we have
By the same reasoning as in T 51 , we have that this term goes to zero. This finishes the treatment for the term. Now for the T 1 , T 2 , T 4 terms in (A.29), we can handle them in the same way as in [BDP2006] . Combining all the estimates above we have that T 0 n|∇ log n − ∇c − b| 2 dxdt lim inf
The remaining part of the proof is the same as the one in [BDP2006] .
