Many thanks to the PhD students whose knowledge, humour and friendships enabled me to work smoothly in the Institute and made me feel like family. Jay Wang kindly offered me the 2016 datasets and all the technical backgrounds regarding pulse sequences. Richard Hesketh has offered me the chance to contribute to the Summer School poster, and also his insights as a physician scientist. Thanks also to Robert Bielik and Lynn Asante-Asare for their friendships and the wonderful discovery we made regarding college shields. Felix Kreis inspired me with his piecewise fitting and INEPT sequence, and also showed me around our facilities downstairs. Thanks to Richard Mair for his advice, humour and experience.
To Huiqiang Zhao (1967 Zhao ( -2013 and Zhanjiang Pu (1928 Pu ( -2012 , brave father and grandfather who died of cancer yet achieved numerous miracles and have guided me along my life. 
List of Abbreviations

AIC
Introduction
Cancer is a complex disease that involves malignant cell growth. It consists of disorders in many distinct aspects, but a number of cancers do share some characteristic features 1 , among which, notably, is abnormal metabolism 1, 2 . The Warburg effect of cancer cells is the mass production of lactate ('fermentation') via glycolysis even in the presence of oxygen 3 , which is a signature of mitochondria damage. Recent findings suggest that such alteration is not only an adaptation towards hypoxic microenvironment as a result of unlimited replication, but potentially the underlying cause of cancer 4 .
It is therefore important to visualise the metabolic activity of cancer. Pre-clinically, it helps to advance the understanding of cancer pathophysiology. In clinical practice it contributes to more precise diagnosis and better detection of treatment response 5 : an example being FDG-PET, where 18 F-FDG is injected into the patient and its uptake is analyzed and mapped onto a CT image of anatomy 6 ( Fig. 1) . However, the imaging technique yields static image, poor spatial resolution and also brings ionizing radiation which may lead to disease progression.
Advances in molecular imaging has provided a novel non-invasive tool for oncology that shows high clinical promise 5, 7 . Among them is dynamic nuclear polarization (DNP), which increases the SNR of 13 C magnetic resonance ( 13 C-MR) by over 10,000 folds 8 . Hyperpolarized, non-radioactive [1- 13 C] pyruvate is injected intravenously, followed by imaging sequences that map the Warburg effect, where [1- 13 C] pyruvate converts, mostly, to [1- 13 C] lactate 9 . This allows real-time observation of metabolism in vivo: not only can we image the distribution of metabolites down to tissue (voxel) level, we are also able to extract reaction kinetics (e.g. rate of conversion) through quantitative modelling. These observations can further demonstrate intratumour heterogeneity 10 and indicate early treatment response 5, 9 .
The goal of this project was to determine the best kinetic model and fitting algorithm for imaging data, and to determine error estimates for the parameters of interest. Example models were taken from literature and applied to spectroscopic/imaging datasets acquired, whilst examining fitting performance both qualitatively (by curve fitting) and quantitatively (by information criteria). Markov Chain Monte Carlo (MCMC) analysis was performed to estimate error and increase confidence in modelling results. Finally, suggestions were made on modelling and inference algorithms. ! . 44-mg samples of 91% [1- 13 C] pyruvate solution were polarized, using a clinical hyperpolarizer (GE Healthcare, Chicago, IL, USA), to 20%±1%, as measured by an NMR polarimeter (Oxford Instruments, Abingdon, UK). Hyperpolarized substrates were made by rapid dissolution of these samples. The mice were anaesthetized and placed in a self-made surface coil, in a 7T animal MR magnet. Substrates were injected intravenously through tail vein, and data collection began shortly before or after injection (normally -8s∼2s). The free induction decay (FID) signals in time domain (1s in length) were collected by the coil and Fouriertransformed to a series of 13 C-NMR spectra (Fig. 2a&b) . For each spectrum, the area under each metabolite peak was calculated after phase correction (which sets the peaks perpendicular to the base line), giving signal intensities of metabolites at that specific time point. A complete set of time course signals of different metabolites was formed (Fig. 2c) and thus became the starting point of kinetic modelling and statistical inference.
Two experiments were performed in Spring 2015 and Summer 2016 respectively. The former was performed with a pulse sequence from literature. It used a uniform 5° flip angle and was able to detect signals from pyruvate, lactate and alanine (see the next section), but the SNR was mixed. As for the 2016 experiment, mice were imaged twice with a 2-day gap during which single etoposide treatment was given (n = 4). Imaging was based on a singleshot spiral pulse sequence developed in 2016 to optimize SNR ( Fig. 3) , with different flip angles for pyruvate (7°) and lactate (45°) so as to preserve fresh polarization and produce higher lactate signals 11 . It yielded a spatial resolution of 1.25 × 1.25 × 2.5mm and a time resolution of 1s, but sacrificed lactate data in the first 10s as well as signals from other metabolites. pyruvate is infused over 8s (purple box) and excited every two seconds for 10s. Alternate P-L acquisitions with different flip angles occur every 1s from 10s -90s. No lactate data is thus collected for the first ten seconds.
Kinetic Modelling
Biomarkers associated with pyruvate that demonstrate observable peaks in 13 C-NMR spectra include (but not limited to) lactate (via fermentation), alanine (via reversible transamination), urea (via downstream urea cycle) and bicarbonate (via TCA cycle). In this project, only the first three were considered as signals from urea and bicarbonate were considerably lower and might be ignored. Pyruvate hydrate may also appear as a peak but it does not involve in any metabolic pathways 9 .
In order to extract quantitative reaction kinetics, the time course signal intensities can be fitted into the following two-site exchange model based on modified Bloch equations 12 , assuming all metabolites in vivo are able to have direct contact with intracellular enzymes that facilitate exchange (P: pyruvate; L: lactate; A: alanine): 14 , would also need to be fitted. Later sections will demonstrate further simplification of this model, however one should note that this model itself is already a simplified one, ignoring the difference between intravascular, extravascular (ECM) and intracellular environments. Nevertheless, being a non-linear ODE model with a number of parameters to be fitted, the robustness and reliability of fitting results are in serious doubt, particularly when many of the parameters may not be measured directly (notably the AIF, since real-time information on circulation is unavailable).
Markov Chain Monte Carlo (MCMC)
MCMC is widely applied in computational biomedicine 15, 16 , as it significantly increases one's understanding and certainty towards parameter values via Bayesian statistical analysis 17 . Compared with least-squares fitting which offered a single result, MCMC algorithms randomly (hence 'Monte Carlo') sample over the entire parameter space, forming a Markov chain whose distribution at equilibrium is the target probability distribution of parameter vectors. Two major algorithms include Metropolis-Hastings (MH) and the Gibbs Sampler 17 . Since the latter requires a higher degree of independence between parameters, the MH algorithm was applied in this project, whose flow chart is shown in Fig. 4 . This is a simplified description of the algorithm whose mathematical details are beyond the scope of this report, however there are two things one should pay particular attention to.
Firstly, the likelihood I(J|L). Let & 9 represent the i th measured data value and ℳ(N) 9 be the value predicted by the model. We can thus write:
for the current choice of parameter vector. The principle of maximum entropy leads to the assumption that the error (residual) O 9 follows a Gaussian distribution with standard deviation P Q 16 . A further assumption of datapoint-independence brings us to the likelihood equation shown in the figure.
More importantly, it is critical how to choose ('tune') the proposed covariance matrix Σ. Ideally it is proportional to the target, but since we had no information whatsoever, it seemed the only way was to manually tune the matrix (aka 'trial and error'), so as to avoid the situation where Σ if too large rejects most updates or too small makes the movement Figure 4 Flow chart of the Metropolis (or Metropolis-Hastings, MH) algorithm for MCMC. In MATLAB random step is generated via the mvnrnd function. Optimally the acceptance rate of parameter update is around 24-44% depending on dimension. The first 20-50% of the iterations are removed as the 'burn-in' phase, where strong dependence on initial vector exists. (Adapted from Kuchel et al. 15 ) extremely slow (Fig. 5) . Fortunately, an adaptive algorithm is developed to automatically update Σ during the stochastic process 18, 19 . Proved by mathematical principles, the sampling efficiency tends to its highest when the proposed Σ for the n th iteration is given by:
Where & is the dimension of parameter vector and Σ :X> is the empirical covariance matrix based on vectors of the previous n-1 iterations. The optimal acceptance rate of updates is ∼44% for &=1 and ∼24% for &>5. Thus, the Adaptive-MH algorithm proposes a multivariate normal distribution for the n th iteration given by:
Since it is impossible to estimate target covariance right at the beginning, the algorithm samples with a fixed covariance for the first few (∼10%) iterations, usually in the form of Σ = P W^_ (^_: d-dimensional identity matrix), assuming no parameter interdependence. The adaptive process begins afterwards and ends at ∼50% of total iterations, in order to prevent the Markov chain from converging into the wrong direction. Finally the algorithm runs with the last covariance obtained 19 .
Results
The project was performed in MATLAB environment (MathWorks, Natick, MA, USA). The ODE model was coded directly into a script as it was difficult to solve by hand (because of the AIF). Datasets were least-squares fitted onto the model using the lsqcurvefit function, whose performance was assessed by Akaike Information Criteria (AIC) quantitatively and by observing plots qualitatively. Surprisingly, lsqcurvefit depended highly on initial parameter vector (guess), upper bound and lower bound, and they had to be tuned according to fitting performance so as to yield a near best fit. The resulting parameter vector was passed onto the MCMC function to obtain a final fitting result as well as error estimate (standard deviation, SD). To show the Markov chain converged to the right direction, another chain starting from a distant parameter vector was produced and two chains were compared against each other 17, 20 . Datasets were fitted onto the full model as in Section 3, but ignored the correction factor for flip angle, essentially uniform the 4 values as reciprocal of T1. (Fig. 6) demonstrate a good match for many mice datasets, but for others post-peak signals were not well-fitted. For data with low SNRs, the model was able to produce a decent fit showing robustness.
MCMC analysis gave the error estimate (SD) for the fitted values and the adaptive algorithm yielded an acceptance rate of ∼50%. Trace plots and histograms (Fig. 7a&b) indicated good mixing of the chain. Interestingly, however, the two chains from distinct starting points were unable to converge into a uniform range (Fig. 7c) . The effect on AIC values differed greatly between datasets, while some lowered the AIC values by less than 10% compared with 45% as in Table 1 , which implied no significant improvement as to lsqcurvefit results. a Several points may be noted when simplifying the model for the latest experiment. First, all alanine terms and reverse rate constants were omitted. Second, the flip-angle correction factor was not negligible as H 6 = 45°, but was hard-coded to reduce fitting parameters, assuming accurate flip angles for each RF pulse. Finally, the first few data points for lactate were missing. Table 2 showed an example of whole-tumour fitting results (obtained by averaging data in each voxel within the tumour region), with higher / 01 and lower T1.
MCMC analysis gave a stable acceptance rate of around 20%, with trace plots indicating good chain-mixing and successful convergence of two distinct chains (Fig. 8) . Notwithstanding these encouraging signs, we had seen strong dependence of fitting results on AIF, as well as greater uncertainty (i.e. SD) towards parameter values. Surprisingly, AIC values stayed the same as that of least-squares fitting (within computer tolerance). Time course plots (Fig. 9) showed failure in fitting pre-peak signals (possibly due to the missing lactate data), but the algorithm nevertheless produced decent fits indicating its robustness.
Voxel-by-voxel least-squares fitting 10 was performed and fitted / 01 values were mapped onto 1 H anatomical MRI images (Fig. 10) . The functional maps were compared with lactate distribution (as pyruvate was only found in aorta for a few seconds) showing those regions emitting higher lactate signals generally overlap with regions with higher / 01 . One may thus interpret that metabolic activity was mostly found deep inside the tumour and occasionally on the rim, which implies substantial occurrence of cell death within the tumour. The distinct / 01 values across the tumour show evidence of intratumour heterogeneity. From post-treatment images one may conclude that etoposide lowered / 01 but made intratumour metabolism more chaotic.
Discussion
Validity of Modelling
The strong dependence of fitting results on least-squares parameters (i.e. boundaries and initial guess) as well as AIF puts the robustness and even validity of modelling algorithm in doubt. In fact, when we assigned a boundary that seemed physiologically improbable (e.g. / 01 > 5 s -1 with / 10 > 0.5 s -1 ), we were still able to obtain a good fit while other parameters had normal values. This brings us to the possibility of multimodal distribution of parameter vector, which can occur for highdimensional ODE models 16 . Such multimodal behaviour might also be the reason why two parallel Markov chains could not converge together, regarding the MCMC analysis for 2015 datasets. The chain initiated from a vector distinct from target distribution might converge to a local mode 16 that was supposed to be rejected due to physiology. Therefore, it became critical to accumulate adequate prior knowledge and carefully select the mode that best fits the metabolic conditions in vivo.
A number of articles 21, 23 proposed methodology of analysis where fitting was performed for the time course after signals have reached their highest, discarding data prior to peaks, possibly for the purpose of avoiding incorporation of AIF into modelling. Indeed, in many experiments researchers were unable to, or chose not to, measure AIF directly or indirectly because of timing and costs. Addition of AIF into fitting also increased its difficulty and uncertainly. Notwithstanding that, discarding data puts validity of modelling at risk, particularly when accurate quantitative metabolic information is needed (e.g. for decision- Four rats with EL4 tumours were imaged twice and treated with etoposide in between. Grey-scale proton images showed the anatomy of tumours (outlined in green), onto which fitted / 01 maps were false-coloured and superimposed. NB whilst trying to ensure for each rat, the same slice was compared between the two imaging processes, discrepancy may occur.
making in future clinical applications). We therefore suggest considerations to be made when designing experiments and processing data.
There has also been discussion regarding the correct computation of AIC. The value is directly related to the RSS between acquired and fitting data, however as the order-ofmagnitude of signal intensities is vastly different between different experiments, it might be important to consider the necessity and feasibility to normalize RSS, so as to provide a fair comparison between fitting performance for different datasets.
Other Kinetic Models
The kinetic model presented in this report is shown to be efficient with satisfactory fitting performance, nevertheless the model itself has contributed to several imperfections. First, as suggested in Section 3, a number of assumptions and thus omissions were made, underlying systematic error. Second, the fact that the ODE could not be solved analytically has led to reliance upon built-in ODE solvers (ode15s in this project) which inevitably introduced error and compromised accuracy. Third, the sheer number of parameters in the model (12 in 2015 and 6 in 2016) had increased the difficulty of optimization and made MCMC inference fragile, as the chain could easily go into wrong direction and terminate the whole program subsequently. Such trade-off behaviour between fitting efficiency and accuracy, as witnessed in this project, is of central importance in kinetic modelling and statistical inference.
There have been controversies as to whether higher complexity of model would lead to better fitting results. Whilst some 8 suggested no significant bias caused by model variation, others concluded separately 21, 24 that some models do outperform others with lower AIC scores and higher likelihood. Model-free approaches 13, 23 , though seemed appealing, showed only modest performance 21 . We encoded one 'enhanced' model with separate intra-and extravascular environments as suggested in the Bankson et al. paper, but were nevertheless unable to obtain a fit for the 2016 datasets we acquired. Future work may be done to examine and improve the repeatability of different kinetic models.
Other Inference Methods
As suggested, the MH algorithm may fall short when sampling through high-dimensional or multimodal distributions that demonstrate strong parameter correlations 16 . The chains may also converge into wrong regions due to its random-walk behaviour. Therefore, new MCMC methods have been emerging with the progress of machine learning and computational sciences, among which Hamiltonian Monte Carlo (HMC) can a powerful approach targeting multidimensional problems 19, 25 . Inspired by molecular kinetics, it aims to overcome the inefficiency of MH by walking straight towards the target distribution with a 'momentum' vector. In this project the HMC algorithm was coded and trialled on 2016 datasets. Performance was assessed against criteria suggested in literature 25 . It did show promise from histograms and trace plots (Fig. 11) , as we were able to witness the vector walking along a path around a specific region, and then moving on to seek other possible modes. However, there are some critical problems that need to be solved before further applications. First, HMC requires first order sensitivities 16, 25 of the ODE model. In this project they were computed numerically rather than analytically (again, because of AIF), consuming substantial amount of time whilst losing accuracy. Second, it requires very precise tuning of parameters like the mass matrix 16 , which, if not done automatically, would cost considerable manual effort. In light of future clinical demand of both efficiency and accuracy, MH might still be the first choice for inference, as it is much faster, produces satisfactory convergence and requires less tuning.
Conclusion
In this project, kinetic modelling of hyperpolarized 13 C MR spectroscopy and imaging was performed, from which we were able to extract quantitative metabolic information of mice EL4 tumour models. Data was acquired and least-squares fitted onto a two-site exchange model, followed by statistical inference through the application of MCMC. Performance of the modelling process was assessed and compared with those suggested in literature, demonstrating reproducibility of the experiment. From the reaction kinetics, real-time metabolic activity was witnessed, showing Warburg effect and intratumour heterogeneity. Novel modelling and inference approaches were also introduced and examined. Further research may be performed in the following aspects: 1) Better pulse sequences (e.g. flip angles 26 ) that improve SNR whilst preserving data; 2) More sophisticated models that are robust, efficient and accurate; 3) Better mathematical description of AIF; 4) Improving MCMC algorithms to target multimodal, high-dimensional and highlycorrelated parameter distributions; and 5) Automation of modelling and inference, so as to prepare for clinical applications.
Finally, novel molecular imaging techniques like hyperpolarized 13 C-MRI, glucoCEST 27 and photoacoustic imaging 28 have all shown potential to measure metabolic activity in human tumours. The first clinical trials of hyperpolarized 13 C-MRI have yielded encouraging results. Nevertheless, one needs to bear in mind that these techniques are inherently qualitative and thus requires careful interpretation when trying to extract quantitative information, so as to increase confidence in data and contribute towards a better decision-making for the benefit of cancer patients. 
