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a b s t r a c t
In a recent paper (Allouch, in press) [5] on one dimensional integral equations of the
second kind, we have introduced new collocation methods. These methods are based
on an interpolatory projection at Gauss points onto a space of discontinuous piecewise
polynomials of degree r which are inspired by Kulkarni’s methods (Kulkarni, 2003) [10],
and have been shown to give a 4r + 4 convergence for suitable smooth kernels. In this
paper, these methods are extended to multi-dimensional second kind equations and are
shown to have a convergence of order 2r+4. The size of the systems of equations thatmust
be solved in implementing these methods remains the same as for Kulkarni’s methods. A
two-grid iteration convergent method for solving the system of equations based on these
new methods is also defined.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Over the years, the approximate solution ofmultivariable Fredholm integral equations has been extensively studied in the
literature (see [1–3]). The commonly used methods are the Galerkin method based on a sequence of projections converging
to the identity operator pointwise and the Nyström method based on a numerical quadrature. Recently, in [4], the author
has proposed a superconvergentmethod using orthogonal projections or interpolatory projectionswith the range as a space
of piecewise polynomials.
In this paper, we extend the collocation methods introduced in [5] for the approximate solution of one dimensional
equations to multi-dimensional second kind equation methods using interpolatory projections onto a space of piecewise
polynomials of degree less than or equal to r . These methods have been already introduced in [6] for one dimensional
eigenvalue problems. The results in this paper depend heavily on the two references: Atkinson [1] and Kulkarni [4]. Even
though, for the sake of simplicity, only two-dimensional integral equations are considered here, the results can be extended
to themulti-dimensional case. It is established that if the kernel and the right hand side are suitably smooth, then for r even,
the order of convergence of themethod is 2r+3 and that of its iterated version is 2r+4. The size of the system of equations
that must be solved is the same or at most twice as that of classical methods. It is shown in [2,4] that an appropriate choice
of interpolation nodes in the case of piecewise linear interpolation gives higher order of convergence for the collocation and
Kulkarni’s methods. Similar improvements are observed in the methods proposed in the present paper.
The two-grid methods based on the Nyström method were introduced in Brakhage [7] and subsequently generalized in
Atkinson [1]. In [8], Kelley has suggested amodification to improve theNyström iterationmethod. In [4], Kulkarni introduced
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an efficient two-grid method as compared with Nyström iteration methods 1 and 2. In this paper, we define a two-grid
method based on the new method and we compare the performance of this method with that of Kulkarni’s method by
applying it to an univariate integral equation.
The paper has been arranged in the following way. In Section 2, we recall the definitions and the main properties. In
Section 3, we define the new collocation methods and we discuss the systems of linear equations which need to be solved
to obtain the approximation to the solution. In Section 4, we analyze the convergence of these methods and their iterated
versions. Discrete versions of the methods are proposed in Section 5. Numerical results are given in Section 6. In Section 7,
a two-grid method is defined along with its implementation and assessment of computational cost. Finally, a numerical
validation is given in Section 8.
2. Preliminaries
Let R be a closed polygonal region in the plane R2 and let Tn = {∆1, . . . ,∆n} denote a triangulation of R. We assume that
the triangles∆j and∆k can intersect only at vertices or at any point on a common edge (see [9, Chapter 2, p. 51]). The three
vertices of the triangle∆k are denoted by {νk,1, νk,2, νk,3}. Introduce the unit simplex
σ = {(s, t)|s, t ≥ 0, s+ t ≤ 1}.
For each triangle∆k, the mapping Tk : σ → ∆k defined by
(x, y) = Tk(s, t) ≡ (1− s− t)νk,1 + tνk,2 + sνk,3 (1)
is affine, one-to-one and onto. Let
(si, tj) =

i
r
,
j
r

, i, j ≥ 0, i+ j ≤ r, r ≥ 1,
(s0, t0) =

1
3
,
1
3

, r = 0.
(2)
For r ≥ 0, the fr = (r+1)(r+2)/2 nodes form a uniform grid over σ and are sequentially ordered as {d1, . . . , dfr }. Piecewise
polynomial interpolation is defined as follows.
• Piecewise constant interpolation (r = 0). For g ∈ C(R), let
(Png)(Tk(s, t)) = g

νk,1 + νk,2 + νk,3
3

,
(s, t) ∈ σ , k = 1, . . . , n.
(3)
It is shown in Atkinson et al. [3] that Pn can be extended to L∞(R) and that Pn is a bounded projection on L∞(R), with
∥Pn∥ = 1.
• Piecewise polynomial interpolation of degree r ≥ 1. Let ℓi(s, t) denote the Lagrange polynomials of degree r such that
ℓi(dj) = δij, i, j = 1, . . . , fr .
For g ∈ C(R), we define another operator Pn as follows
(Png)(Tk(s, t)) =
fr
j=1
g(Tk(dj))ℓj(s, t),
(s, t) ∈ σ , k = 1, . . . , n.
(4)
Then Png is a continuous function on R and satisfies the interpolation conditions
(Png)(Tk(dj)) = g(Tk(dj)), j = 1, . . . , fr , k = 1, . . . , n.
Also, Pn defines a bounded projection on C(R) and
∥Pn∥ = max
(s,t)∈σ
fr
j=1
|ℓj(s, t)|.
Throughout this paper we use the following notation
∥g∥r+1,∞ = max
i,j≥0
i+j=r+1
max
(x,y)∈R
∂ r+1g(x, y)∂xi∂yj

with g ∈ Cr+1(R). We quote the following result from [1, Theorem 5.1.2].
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Fig. 1. A symmetric pair of triangles.
Theorem 1. Let R be a polygonal region in R2, r ≥ 0 be an integer and Pn be an interpolatory projection defined by (3) or (4).
(a) For all g ∈ C(R), the interpolant Png converges uniformly to g on R.
(b) Assume g ∈ Cr+1(R). Let Tn = {∆1, . . . ,∆n} be a triangulation of R, and define
δn = max{diameter(∆k) | k = 1, . . . , n}.
Then
∥g − Png∥∞ ≤ c∥g∥r+1,∞(δn)r+1 (5)
with c, a generic constant independent of n and g.
By integrating the polynomial that interpolates g(s, t) at the points {d1, . . . , dfr }, we obtain the numerical integration
formula
σ
g(s, t)dsdt ≈
fr
i=1
wig(di), wj =

σ
ℓj(s, t)dsdt. (6)
For r = 0, we obtain the centroid rule
σ
g(s, t)dsdt ≈ 1
2
g

1
3
,
1
3

.
Let
I(g) =

R
g(x, y)dxdy =
n
k=1

∆k
g(x, y)dxdy = 2
n
k=1
Area(∆k)

σ
g(Tk(s, t))dsdt.
Then using the basic formula given by (6), we define the following composite formula
I(g) ≈ 2
n
k=1
Area(∆k)
fr
j=1
wjg(Tk(dj)) ≡ In(g). (7)
Theorem 2 ([1, p. 171]). Assume that the cubature formula (6) has a degree of precision d ≥ 0.
(a) For all g ∈ C(R), In(g) converges uniformly to I(g) on R.
(b) Assume g ∈ Cd+1(R). Let Tn = {∆1, . . . ,∆n} be a triangulation of R, then
|I(g)− In(g)| ≤ c∥g∥d+1,∞(δn)d+1 (8)
with δn = max{diameter(∆k) | k = 1, . . . , n}.
The following formof refinement of triangles inTn is referred to as symmetric triangulations in [1, p. 173]. Each triangle∆ ∈ Tn
is divided into four congruent triangles by joining the midpoints of the three sides of∆. Then the number of triangles in T4n
is four times that in Tn and δ4n = (1/2)δn (see Figs. 1 and 2 .With this triangulation scheme, if the initial degree of precision
d is an even number, the degree of precision of In(g) is increased effectively to d+1 (see [1, pp. 174–175]). Throughout this
paper, we denote for simplicity x = (x, y) ∈ R, y = (ξ , η) ∈ R and d = (s, t) ∈ σ . In the next section we describe the new
methods and we give the linear systems of equations that must be solved to obtain the approximate solutions.
C. Allouch et al. / Journal of Computational and Applied Mathematics 236 (2012) 4494–4512 4497
Fig. 2. A symmetric refinement of∆k .
3. The proposed collocation methods
Consider the integral equation
λρ(x)−

R
a(x, y)ρ(y)dy = ψ(x), x ∈ R, (9)
where R is a closed polygonal region in the plane R2. The integral operator
(Kρ)(x) =

R
a(x, y)ρ(y)dy
is assumed to be compact from C(R) into C(R). We write Eq. (9) as
(λ−K)ρ = ψ. (10)
In Kulkarni’s methods [4,10],K is approximated by the finite rank operator
KMn = PnK + (I− Pn)KPn.
We propose here to approximateK by one of the finite rank operators
Kn = PnK + (I− Pn)Kn,i, i = 1, 2 (11)
whereKn,1 is the degenerate kernel operator obtained by interpolating the kernel with respect to the variable y
(Kn,1ρ)(x) = 2
n
k=1
Area(∆k)
fr
i=1
a(x, Tk(di))

σ
ρ(Tk(d))ℓi(d)dσ , x ∈ R,
andKn,2 is the Nyström operator associated with the cubature formula (7) and is given by
(Kn,2ρ)(x) = 2
n
k=1
Area(∆k)
fr
i=1
wia(x, Tk(di))ρ(Tk(di)), x ∈ R.
The corresponding approximations become
(λ− (PnK + (I− Pn)Kn,i))ρn,i = ψ, (12)
while the iterated solutions are defined by
ρ˜n,i = Kρn,i + ψ
λ
. (13)
We prove, under certain conditions, that ρ˜n,i converges to ρ faster than ρn,i. As the dimension of the range of Pn is nfr , the
rank of the operatorKn is less than or equal to 2nfr . However, we show below that the size of the system of equations that
needs to be solved in the case of the Nyström operator remains nfr as in the case of Kulkarni’s method [4].
In Sections 3.1 and 3.2, we denote by
vk,j = Tk(dj), j = 1, . . . , fr , k = 1, . . . , n,
the interpolation nodes in the region R.
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3.1. An approximate solution for the operatorKn,1
Let
Yj,q =

σ
ρ(Tq(d))ℓj(d)dσ .
We have
(PnKρ)(Tk(d)) =
fr
i=1
(Kρ)(vk,i)ℓi(d)
(Kn,1ρ)(Tk(d)) = 2
n
j=1
Area(∆j)
fr
q=1
Yj,qa(Tk(d), vj,q)
(PnKn,1ρ)(Tk(d)) =
fr
i=1
(Kn,1ρ)(vk,i)ℓi(d).
Then, by introducing the previous formulas in (12) with i = 1, 2, the approximate solution can be written as
ρn,1(Tk(d)) = 1
λ

ψ(Tk(d))+
fr
i=1
Xk,iℓi(d)+ 2
n
j=1
Area(∆j)
fr
q=1
Yj,qa(Tk(d), vj,q)

, (14)
with Xk,i = (K −Kn,1)ρ(vk,i) and k = 1, . . . , n. By (13) the iterated version is given by
ρ˜n,1(Tk(d)) = 1
λ2

λψ(Tk(d))+ (Kψ)(Tk(d))+
fr
i=1
Xk,i(Kℓi)(d)
+ 2
n
j=1
Area(∆j)
fr
q=1
Yj,qa2j,q(Tk(d))

, k = 1, . . . , n
with
a2j,q(Tk(d)) = 2
n
i=1
Area(∆i)

σ
a(Tk(d), Ti(e))a(Ti(e), vj,q)dσ .
The coefficients Xk,i and Yj,q are obtained by substituting ρn,1 from Eq. (14) in Eq. (12). Then, we have successively
λ(PnKρn,1)(Tk(d)) =
fr
i=1
(Kρn,1)(vk,i)ℓi(d)
=
fr
i=1

(Kψ)(vk,i)+
fr
m=1
Xk,m(Kℓm)(vk,i)+ 2
n
p=1
Area(∆p)
fr
o=1
Yp,oa2p,o(vk,i)

ℓi(d),
λ(Kn,1ρn,1)(Tk(d)) = 2
n
j=1
Area(∆j)
fr
q=1
a(Tk(d), vj,q)

σ
ρn,1(Tj(d))ℓq(d)dσ
= 2
n
j=1
Area(∆j)
fr
q=1

σ
ψ(Tj(d))ℓq(d)dσ +
fr
m=1
Xj,m

σ
ℓj(d)ℓq(d)dσ
+ 2
n
p=1
Area(∆p)
fr
o=1
Yp,o

σ
a(Tj(d), Tp(do))ℓq(d)dσ

a(Tk(d), vj,q),
λ(PnKn,1ρn,1)(Tk(d)) =
fr
i=1
(Kn,1ρn,1)(vk,i)ℓi(d)
=
fr
i=1

2
n
j=1
Area(∆j)
fr
q=1

σ
ψ(Tj(d))ℓq(d)dσ +
fr
m=1
Xj,m

σ
ℓj(d)ℓq(d)dσ
+ 2
n
p=1
Area(∆p)
fr
o=1
Yp,o

σ
a(Tj(d), vp,o)ℓq(d)dσ

a(vk,i, vj,q)

ℓi(d).
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By identifying the coefficients of ℓi and a(., vj,q) respectively in Eq. (12), we obtain
λXk,i = (Kψ)(vk,i)+
fr
m=1
Xk,m(Kℓm)(vk,i)+ 2
n
p=1
Area(∆p)
fr
o=1
Yp,oa2p,o(vk,i)
− 2
n
j=1
Area(∆j)
fr
q=1

σ
ψ(Tj(d))ℓq(d)dσ +
fr
m=1
Xj,m

σ
ℓj(d)ℓq(d)dσ
+ 2
n
p=1
Area(∆p)
fr
o=1
Yp,o

σ
a(Tj(d), vp,o)ℓq(d)dσ

a(vk,i, vj,q),
λYj,q =

σ
ψ(Tj(d))ℓq(d)+
fr
m=1
Xj,m

σ
ℓj(d)ℓq(d)dσ
+ 2
n
p=1
Area(∆p)
fr
o=1
Yp,o

σ
a(Tj(d), vp,o)ℓq(d)dσ .
By replacing Yj,q with its value in the expression of Xk,i, we finally obtain the following linear system of size 2nfr :
Xk,i − 1
λ

fr
m=1
Xk,m(Kℓm)(vk,i)+ 2
n
p=1
Area(∆p)
fr
o=1
Yp,oa2p,o(vk,i)
− 2λ
n
j=1
Area(∆j)
fr
q=1
Yj,qa(vk,i, vj,q)

= (Kψ)(vk,i)
λ
, i = 1, . . . , fr , k = 1, . . . , n,
Yj,q − 1
λ

fr
m=1
Xj,m

σ
ℓj(d)ℓq(d)dσ + 2
n
p=1
Area(∆p)
fr
o=1
Yp,o

σ
a(Tj(d), vp,o)ℓq(d)dσ

= 1
λ

σ
ψ(Tj(d))ℓq(d)dσ , q = 1, . . . , fr , j = 1, . . . , n.
(15)
3.2. An approximate solution for the operatorKn,2
Applying Pn and I− Pn to (12), we obtain
λPnρn,2 − PnKρn,2 = Pnψ (16)
and
λ(I− Pn)ρn,2 − (I− Pn)Kn,2ρn,2 = (I− Pn)ψ. (17)
Writing
Kρn,2 = K(I− Pn)ρn,2 +KPnρn,2 (18)
sinceKn,2ρn,2 = Kn,2Pnρn,2, the substitution for (I− Pn)ρn,2 from Eq. (17) in Eq. (18) gives
Kρn,2 = K(I− Pn)Kn,2ρn,2
λ
+KPnρn,2 + K(I− Pn)ψ
λ
. (19)
Now, by replacingKρn,2 in Eq. (16), we obtain
λPnρn,2 −

PnK + PnK(I− Pn)Kn,2
λ

Pnρn,2 = Pnψ + PnK(I− Pn)ψ
λ
. (20)
Setting ωn = Pnρn,2, then, we have
ωn(vk,j) = ρn,2(vk,j), j = 1, . . . , fr , k = 1, . . . , n
and
ωn(x) =
fr
j=1
ωn(vk,j)ℓj(d), x = Tk(d) ∈ ∆k, k = 1, . . . , n.
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For j = 1, . . . , fr and k = 1, . . . , nwe denote v(k−1)fr+j = vk,j. Then, {v1, . . . , vfr } are the nfr interpolation nodes in R. Thus,
Eq. (20) is equivalent to the following system of equations of size qn = nfr
λωn(vi)− (Kωn)(vi)− (KKn,2ωn)(vi)− (KPnKn,2ωn)(vi)
λ
= ψ(vi)+ (Kψ)(vi)− (KPnψ)(vi)
λ
, i = 1, . . . , qn. (21)
Note that
(Kωn)(vi) = 2
n
k=1
Area(∆k)
fr
j=1
ωn(vk,j)

σ
a(vi, Tk(d))ℓj(d)dσ ,
(KKn,2ωn)(vi) = 2
n
k=1
Area(∆k)
fr
j=1
ωn(vk,j)

σ
a(vi, Tk(d))(Kn,2ℓj(d))dσ ,
(KPnKn,2ωn)(vi) = 2
n
k=1
Area(∆k)
fr
j=1
(Kn,2ωn)(vk,j)

σ
a(vi, Tk(d))ℓj(d)dσ ,
(Kψ)(vi) = 2
n
k=1
Area(∆k)

σ
a(vi, Tk(d))ψ(Tk(d))dσ ,
(KPnψ)(vi) = 2
n
k=1
Area(∆k)
fr
j=1
ψ(vk,j)

σ
a(vi, Tk(d))ℓj(d)dσ .
By (17), the approximate solution can be written as
ρn,2 = ωn + (Kn,2ωn − PnKn,2ωn)+ (I− Pn)ψ
λ
(22)
then
ρn,2(Tk(d)) =
fr
j=1
ωn(vk,j)ℓj(d)+ 1
λ

fr
j=1
ωn(vk,j)(Kn,2ℓj)(d)
−
fr
j=1

(Kn,2ωn)(vk,j)+ ψ(vk,j)

ℓj(d)+ ψ(Tk(d))

, k = 1, . . . , n. (23)
By (13), the iterated solution is given by
ρ˜n,2(Tk(d)) =
fr
j=1
ωn(vk,j)(Kℓj)(d)+ 1
λ

fr
j=1
ωn(vk,j)(KKn,2ℓj)(d)
−
fr
j=1

(Kn,2ωn)(vk,j)+ ψ(vk,j)

(Kℓj)(d)+ (Kψ)(Tk(d))+ ψ(Tk(d))

, k = 1, . . . , n. (24)
Remark 1. In practice, the integrals appearing in the systems of Eqs. (15) and (21) need to be evaluated numerically, for this
purpose we define in Section 5 a discrete version of the proposed method.
Remark 2. A comparison of the system of Eq. (21) with that given by Kulkarni in [4] shows that the two systems have
the same right hand side, but our matrix is different and simpler since we evaluate the double integrals (KKn,2ωn)(vi)
and (KPnKn,2ωn)(vi) instead of the integrals of order four (K2ωn)(vi) and (KPnKωn)(vi) in Kulkarni’s method. Similar
remarks can be made by comparing the solutions ρn,2 and ρ˜n,2 with their corresponding ones in Kulkarni’s method.
In the next section we show that the solution obtained by our method has the same order of convergence as the solution
obtained by Kulkarni’s method.
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4. Orders of convergence
Let us first consider the following notations. For fixed integers p, q ≥ 0, assume that a ∈ Cp,q(R2), the space of kernels
defined on R × R satisfying a(., y) ∈ Cp(R), for all y ∈ R and a(x, .) ∈ Cq(R), for all x ∈ R, with the derivatives uniformly
bounded with respect to both x and y in R. Let
∥a∥p,q,∞ = max

max
i,j≥0
i+j=p
max
x∈R
y∈R
∂pa(x, y)∂xi∂yj
 ,maxi,j≥0
i+j=q
max
x∈R
y∈R
∂qa(x, y)∂ξ i∂ηj


.
If a ∈ Cp(R2), let
∥a∥p,∞ = max
i,j,q,k≥0
i+j+l+k=p
max
x∈R
y∈R
 ∂pa(x, y)∂xi∂yj∂ξ l∂ηk
 .
The order of convergence for ρn,i, i = 1, 2, is given by the following theorem.
Theorem 3. Let R be a polygonal region in R2 and let Tn be a sequence of triangulations of R. Assume that δn =
max{diameter (∆k) | k = 1, . . . , n.} → 0 as n → ∞ and that the integral equation (λ − K)ρ = ψ is uniquely solvable,
with K : C(R) → C(R) a compact operator. Let Pn be the interpolatory projection defined by (3) or (4) and let Kn be the
approximating operator defined by (11).
(a) For n large enough, we have for i = 1, 2,
ρ − ρn,i = (λ−Kn)−1(I− Pn)(K −Kn,i)ρ
and ρn,i → ρ as n →∞.
(b) Assume ψ ∈ C(R), a ∈ Cr+1,r+1(R2). Then
∥ρ − ρn,1∥∞ ≤ c(δn)2r+2. (25)
(c) Assume ψ ∈ Cr+1(R), a ∈ Cr+1,r+1(R2). Then
∥ρ − ρn,2∥∞ ≤ c(δn)2r+2. (26)
Proof. (a) As Pn converges to the identity operator pointwise on C(R) andK : C(R)→ C(R) is compact, we deduce that
∥K −Kn∥∞ = ∥(I− Pn)(K −Kn,i)∥∞ → 0, as n →∞.
Hence, for n large enough, Eq. (12) is uniquely solvable and the inverses (λ−Kn)−1 are uniformly bounded on C(R). On the
other hand, we have
ρ − ρn,i = [(λ−K)−1 − (λ−Kn)−1]ψ
= (λ−Kn)−1(K −Kn)ρ.
Thus
∥ρ − ρn,i∥∞ ≤ ∥(I−Kn)−1∥∞∥(λ− Pn)(K −Kn,i)ρ∥∞ −→ 0, as n →∞.
(b) For a fixed x = (x, y) ∈ R and a fixed i, j ≥ 0 such that i+ j = r + 1, let
aˆx(y) = ∂
r+1a(x, y)
∂xi∂yj
.
Then, for each x ∈ Rwe have
∂ r+1

(K −Kn,1)ρ

(x)
∂xi∂yj
=

R
(I− Pn)aˆx(y)ρ(y)dy.
Hence, using (5) we get
∥(K −Kn,1)ρ∥r+1,∞ ≤ cArea(R)∥aˆx∥r+1,∞∥ρ∥∞(δn)r+1
≤ c Area(R)∥a∥2r+2,∞∥ρ∥∞(δn)r+1,
and therefore
∥ρ − ρn,1∥∞ ≤ ∥(λ−Kn)−1∥∞∥(I− Pn)(K −Kn,1)ρ∥∞
≤ c∥(λ−Kn)−1∥∞∥(K −Kn,1)ρ∥r+1,∞(δn)r+1
≤ c∥(λ−Kn)−1∥∞∥a∥2r+2,∞∥ρ∥∞(δn)2r+2.
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(c) For each x ∈ R, we have
∂ r+1

(K −Kn,2)ρ

(x)
∂xi∂yj
=

R
(I− Pn)(aˆxρ)(y)dy.
Hence, using (5) we get
∥(K −Kn,2)ρ∥r+1,∞ ≤ c Area(R)∥aˆxρ∥r+1,∞(δn)r+1
≤ c Area(R)∥a∥2r+2,∞∥ρ∥r+1,∞(δn)r+1.
Since ψ ∈ Cr+1(R) and the range ofK is contained in Cr+1(R) (see the proof of Theorem 3.1 in [4]), and using the fact that
ρ = Kρ + ψ
λ
,
we deduce that ρ ∈ Cr+1(R). Thus
∥ρ − ρn,2∥∞ ≤ ∥(λ−Kn)−1∥∞∥(I− Pn)(K −Kn,2)ρ∥∞
≤ c∥(λ−Kn)−1∥∞∥(K −Kn,2)ρ∥r+1,∞(δn)r+1
≤ c∥(λ−Kn)−1∥∞∥a∥2r+2,∞∥ρ∥r+1,∞(δn)2r+2,
which completes the proof. 
Remark 3. In general the condition ρ ∈ Cr+1(R) is deduced from the assumption in part (c) of Theorem 3, that is, by
assuming that the right-hand side ψ ∈ Cr+1(R) and that the kernel a(., y) ∈ Cr+1(R), for all y ∈ R. It is easy to see that the
iterated solution ρ˜n,i has the same order of convergence as ρn,i,
∥ρ − ρ˜n,i∥∞ ≤ c(δn)2r+2. (27)
However, when r is even and the triangulation is symmetric, we obtain improved error bounds.
Theorem 4. (a) If r is even, a(x, .) ∈ C1(R) for all x ∈ R with the derivatives uniformly bounded with respect to both x and y
and if ρ ∈ Cr+1(R), then
∥K(I− Pn)ρ∥∞ ≤ c∥a∥0,1,∞∥ρ∥r+1,∞(δn)r+2. (28)
(b) If a(x, .) ∈ Cr+2(R) for all x ∈ R and if ρ ∈ C1(R), then
∥(K −Kn,1)ρ∥∞ ≤ c∥a∥0,r+2,∞∥ρ∥1,∞(δn)r+2. (29)
(c) If a(x, .) ∈ Cr+2(R) for all x ∈ R and if ρ ∈ Cr+2(R), then
∥(K −Kn,2)ρ∥∞ ≤ c∥a∥0,r+2,∞∥ρ∥r+2,∞(δn)r+2. (30)
Proof. The estimate (28) is proved in Atkinson [1, p. 180] and [4]. Since the degree r is even and the triangulation is
symmetric, the composite quadrature formula given by (7) has degree of precision r + 1. Hence, by (8)
|(K −Kn,2)ρ(x)| = |I(a(x, .)ρ(.))− In(a(x, .)ρ(.))|
≤ cmax
x∈R
∥a(x, .)ρ(.)∥r+2,∞(δn)r+2
≤ c∥a∥0,r+2,∞∥ρ∥r+2,∞(δn)r+2
and this gives (30). Now, we have
[(K −Kn,1)ρ](x) = 2
n
k=1
Area(∆k)

σ
ρ(Tk(d))

a(x, Tk(d))−
fr
i=1
a(x, Tk(di))ℓi(d)

dσ . (31)
For a fixed x ∈ R, set Ak(d) = a(x, Tk(d)). Using Taylor’s theorem write
Ak(d) = Hr,k(d)+ Jr,k(d)+ Lr,k(d),
where Hr,k is the Taylor polynomial of degree r for Ak(d) and Hr,k(d) + Jr,k(d) is the Taylor polynomial of degree r + 1 for
Ak(d), so that
Jr,k(d) =

s
∂
∂ξ
+ t ∂
∂η
r+1
Ak(ξ , η)

ξ=0
η=0
, d = (s, t) ∈ σ .
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The Taylor polynomial remainder is
Lr,k(d) = 1r + 1!
 1
0
(1− v)r+1 d
r+2Ak(vd)
dvr+2
dv.
The interpolation error in (31) becomes
a(x, Tk(d))−
fr
i=1
a(x, Tk(di))ℓi(d) = Jr,k −
fr
i=1
Jr,k(di)ℓi(d)+ Lr,k −
fr
i=1
Lr,k(di)ℓi(d). (32)
By an examination of the kind done in [1, Lemma 5.1.1], we can show that
Lr,k ≃ c∥a∥0,r+2,∞(δn)r+2,
Jr,k = O(δr+1n ).
(33)
We also expand the unknown ρ as follows
ρ(Tk(d)) = ρ(Tk(0))+ Rk. (34)
Then following [1, p. 166]
Rk ≤ c∥ρ∥1,∞δn. (35)
Let ∆k and ∆q be a symmetric pair of triangles. We can show that Jr,k = −Jr,q. Then over a symmetric pair of triangles,
the integrals of the errors of the terms of size O(δr+1n ) in (31) will cancel. Now the estimate (29) follows by combining
(31)–(35). 
Theorem 5. Let R be a polygonal region in R2 and let Tn be a sequence of symmetric triangulations of R such that δn =
max{diameter (∆k) | k = 1, . . . , n} → 0 as n → ∞. We assume that the integral equation (λ − K)ρ = ψ is uniquely
solvable, withK : C(R)→ C(R) a compact operator. For r even we assume that a ∈ Cr+1,r+2(R2). In the case of the degenerate
kernel operator Kn,1 we assume that ψ ∈ C1(R), while in the case of the Nyström operator Kn,2 we assume that ψ ∈ Cr+1(R).
Then for i = 1, 2, we have
∥ρ − ρn,i∥∞ ≤ c(δn)2r+3, (36)
∥ρ − ρ˜n,i∥∞ ≤ c(δn)2r+4. (37)
Proof. Using (29) and (30) respectively we can show that
∥(K −Kn,1)ρ∥∞,r+1 ≤ c∥a∥2r+3,∞∥ρ∥1,∞(δn)r+2, ρ ∈ C1(R), (38)
∥(K −Kn,2)ρ∥∞,r+1 ≤ c∥a∥2r+3,∞∥ρ∥r+1,∞(δn)r+2, ρ ∈ Cr+1(R). (39)
Thus
∥ρ − ρn,1∥∞ ≤ c∥(λ−Kn)−1∥∞∥(K −Kn,1)ρ∥r+1,∞(δn)r+1
≤ c∥(λ−Kn)−1∥∞∥a∥2r+3,∞∥ρ∥∞(δn)2r+3,
and similarly
∥ρ − ρn,2∥∞ ≤ c∥(λ−Kn)−1∥∞∥a∥2r+3,∞∥ρ∥r+1,∞(δn)2r+3,
which proves (36). Moreover for i = 1, 2, we have
ρ − ρ˜n,i = 1
λ
K(ρ − ρn,i)
= 1
λ
K(λ−K)−1(K −Kn)(λ−Kn)−1ψ
= 1
λ
K(λ−K)−1(I− Pn)(K −Kn,i)ρn,i
= 1
λ
(λ−K)−1K(I− Pn)(K −Kn,i)(ρ + ρn,i − ρ).
Hence
∥ρ − ρ˜n,i∥∞ ≤ 1|λ| ∥(λ−K)
−1∥∞

∥K(I− Pn)(K −Kn,i)ρ∥∞ + ∥K(I− Pn)(K −Kn,i)∥∞∥ρ − ρn,i∥∞

. (40)
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Using the estimates (28), (38) and (39), it follows that
∥K(I− Pn)(K −Kn,1)ρ∥∞ ≤ c∥a∥0,1,∞∥(K −Kn,1)ρ∥∞(δn)r+2
≤ c∥a∥0,1,∞∥a∥2r+3,∞∥ρ∥1,∞(δn)2r+4 (41)
and
∥K(I− Pn)(K −Kn,2)ρ∥∞ ≤ c∥a∥0,1,∞∥a∥2r+3,∞∥ρ∥r+1,∞(δn)2r+4. (42)
Since Pn is uniformly bounded, for u ∈ C(R) and i = 1, 2, it is easy to see that
∥Kn,iu∥r+1,∞ ≤ c∥a∥r+1,0,∞∥u∥∞.
Then
∥(I− Pn)Kn,iu∥∞ ≤ ∥Kn,iu∥r+1,∞(δn)r+1
≤ c Area(R)∥a∥r+1,0,∞∥u∥∞(δn)r+1.
Hence, we get
∥(I− Pn)Kn,i∥∞ ≤ c (δn)r+1. (43)
Also from [4], we have
∥(I− Pn)K∥∞ ≤ c (δn)r+1. (44)
We now deduce (37) from (40)–(44) and (36). 
Now, let Pn be the linear piecewise polynomial interpolation given by (4) with r = 1. If we replace the corresponding
interpolation nodes which are the vertices of σ by the three particular nodes
d1 =

1
6
,
1
6

, d2 =

1
6
,
2
3

, d3 =

2
3
,
1
6

, (45)
in σ , it can be shown that this choice of interpolation nodes exhibits the following superconvergence result.
Theorem 6. Let R be a polygonal region in R2, Tn be a sequence of symmetric triangulations of R such that δn =
max{diameter (∆k) | k = 1, . . . , n} → 0 as n → ∞. We assume that the integral equation (λ − K)ρ = ψ is uniquely
solvable, withK : C(R) → C(R) a compact operator. Let a ∈ C4(R2). In the case of the degenerate kernel operator Kn,1 we
assume that ψ ∈ C(R), while in the case of the Nyström operator Kn,2 we assume that ψ ∈ C4(R). Then, for i = 1, 2, we have
∥ρ − ρn,i∥∞ ≤ c(δn)6, (46)
∥ρ − ρ˜n,i∥∞ ≤ c(δn)8. (47)
In practice, it is necessary to replace the integrals in (15) and (21) by a cubature formula. This gives rise to a discrete version
of our methods. In the next section a choice of numerical cubature that preserves the orders of convergence given in this
section is discussed.
5. Discrete methods
Consider a composite cubature rule based on the formula
σ
g(d)dσ ≈
M
i=1
γig(µi)
with degree of precision d ≥ 0 and M ≥ fr . We assume that the quadrature nodes {µ1, . . . , µM} are contained in σ . We
apply this formula to each of the integrals in (15) and (21) for calculating approximations to ρn,i and ρ˜n,i respectively. The
integral operator is approximated by
(Kn,2ρ)(x) = 2
n
k=1
Area(∆k)
M
i=1
γia(x, Tk(µi))ρ(Tk(µi)), x ∈ R.
Thus, in the discretized version of the proposed method, the operatorKn defined by (11) is replaced by
KDn = PnKn,2 + (I− Pn)Kn,i.
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Fig. 3. Initial triangulation.
Let
(λ−KDn )ρDn,i = ψ
and
ρ˜Dn,i =
Kn,2ρ
D
n,i + ψ
λ
.
Let ρn be the solution of the Nyström equation (λ−Kn,2)ρn = ψ . It is well known that
∥ρ − ρn∥∞ ≤ c(δn)d+1.
On the other hand the estimates (28)–(30) are valid whenK is replaced byKn,2. Hence,
∥ρn − ρDn,i∥∞ ≤ c(δn)2r+2.
Under the assumption of Theorem 3, we get
∥ρ − ρDn,i∥∞ ≤ c(δn)min{d+1,2r+2}.
Thus, in order to retain the orders of convergence of ρn,i, we need to choose d ≥ 2r + 1. Also under the assumption of
Theorem 5, we can show that
∥ρ − ρDn,i∥∞ ≤ c(δn)min{d+1,2r+3},
∥ρ − ρ˜Dn,i∥∞ ≤ c(δn)min{d+1,2r+4}.
Similarly, under the assumption of Theorem 6, it can be shown that
∥ρ − ρDn,i∥∞ ≤ c(δn)min{d+1,6},
∥ρ − ρ˜Dn,i∥∞ ≤ c(δn)min{d+1,8}.
Thus, if d ≥ 5 (respectively d ≥ 7) then the order of convergence in (46) (respectively in (47)) is retained. In the next section
we give a simple numerical validation of the previous results.
6. Numerical results
We consider the following integral equation
ρ(x, y)−

R
ex+y+ξ+ηρ(ξ, η)dξdη = ψ(x, y), (x, y) ∈ R,
with R = [0, 1]× [0, 1]. For illustrative purpose we choose as exact solution u(x, y) = 1 and we define f accordingly. Let Tn
be the initial triangulation of R consisting in subdividing the region R in two triangles∆1 and∆2 (see Fig. 3). By i successive
refinements of the form described in Section 2, we obtain the uniform triangulation with three directions of mesh length
h = 2−i (Fig. 4). In this case, we have Area(∆k) = h22 , k = 1, . . . , 22i+1, and δn = h
√
2.
We choose Pn the piecewise constant interpolant given by (3) or the piecewise linear interpolant defined by
(Png)(Tk(d)) =
3
j=1
g(Tk(dj))ℓj(d),
d = (s, t) ∈ σ , k = 1, . . . , n
where the collocation nodes are
d1 = (0, 0) , d2 = (0, 1) , d3 = (1, 0)
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Fig. 4. First refinement of R.
Table 1
Piecewise constant interpolation.
i qn ∥ρ − ρDn,2∥∞ α ∥ρ − ρ˜Dn,2∥∞ β
1 8 9.41× 10−2 1.92× 10−2
2 32 2.00× 10−2 2.23 1.68× 10−3 3.51
3 128 3.09× 10−3 2.70 1.18× 10−4 3.83
4 512 4.18× 10−4 2.89 7.61× 10−6 3.95
5 2048 5.40× 10−5 2.95 4.79× 10−7 3.99
Table 2
Piecewise linear interpolation.
i qn ∥ρ − ρDn,2∥∞ α ∥ρ − ρ˜Dn,2∥∞ β
1 24 4.20× 10−1 4.20× 10−1
2 96 7.04× 10−3 5.90 7.04× 10−3 5.90
3 384 3.83× 10−4 4.20 3.83× 10−4 4.20
4 1536 2.33× 10−5 4.04 2.33× 10−5 4.04
Table 3
Superconvergent piecewise linear interpolation.
i qn ∥ρ − ρDn,2∥∞ α ∥ρ − ρ˜Dn,2∥∞ β
1 24 8.47× 10−5 1.12× 10−6
2 96 1.58× 10−6 5.75 4.60× 10−9 7.93
3 384 2.47× 10−8 5.88 1.87× 10−11 7.94
4 1536 4.34× 10−10 5.95 7.41× 10−14 7.98
or
d1 =

1
6
,
1
6

, d2 =

1
6
,
2
3

, d3 =

2
3
,
1
6

.
Let u = 1− s− t . The associated Lagrange basis functions are respectively

ℓ1(s, t) = u,
ℓ2(s, t) = t,
ℓ3(s, t) = s,
and

ℓ1(s, t) = 2u− 13 ,
ℓ2(s, t) = 2t − 13 ,
ℓ3(s, t) = 2s− 13 .
Now, let
∥ρ − ρDn,2∥∞ = O(hα)
and
∥ρ − ρ˜Dn,2∥∞ = O(hβ).
Note that in the case of piecewise constant, linear and superconvergence linear interpolation the theoretically predicted
values of (α, β) are respectively (3, 4), (4, 4) and (6, 8). It can be seen from the tables below that the computed values of
α and β match well with the expected values (see Tables 1–3) .
The following figures show the graphs of the errors obtained by the superconvergent Nyström method and it’s iterated
version using the superconvergent piecewise linear interpolant with i = 1 (see Figs. 5 and 6).
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Fig. 5. The superconvergent Nyström method.
Fig. 6. The iterated superconvergent Nyström method.
In the above tables, qn = nfr is the order of the linear system associated with the superconvergent Nyströmmethod. This
also illustrates a difficulty with problems inmore than one variable: the order of the linear systems to be solved can become
very large with only a few refinements of the triangulation, and this necessitates the use of iteration methods for solving
the system, a topic taken up in the next section.
Remark 4. Note that in the case when Pn is the piecewise constant and linear interpolant, we have used the following
formula withM = 3 nodes
σ
g(s, t)dσ ≈ 1
6

f

0,
1
2

+ f

1
2
,
1
2

+

1
2
, 0

for definingKn,2 and then evaluating ρDn,2 and ρ˜
D
n,2. This formula is derived from the quadratic interpolant and has degree
of precision d = 3 since the triangulation is symmetric. In the case of superconvergent piecewise linear interpolation, for
evaluating ρDn,2 we have used the seven node formula with degree of precision d = 5 given in [11] by
σ
g(s, t)dσ ≈ 9
80
f

1
3
,
1
3

+ Af (a, a)+ f (a, b)+ (b, a)+ Bf (c, c)+ f (c, d)+ (d, c)
with a = 6−
√
15
21 , b = 9+2
√
15
21 , c = 6+
√
15
21 , d = 9−2
√
15
21 , A = 155−
√
15
2400 , B = 155+
√
15
2400 , while for evaluating ρ˜
D
n,2 we have
used the formula T2 : 7− 1 given by Stroud in [11] withM = 16 nodes and degree of precision d = 7.
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7. A two grid method
Consider the following integral equation
λρ(x)−

R
a(x, y)ρ(y)dy = ψ(x), x ∈ R, (48)
that is,
(λ−K)ρ = ψ.
It is assumed that a(x, y) is continuous in x and y and that (λ−K) is invertible.
Let r ≥ 0 and Xn denotes the set of piecewise polynomials of degree ≤ r with respect to a triangulation Tn of R. Let
qn = nfr and {tn,1, . . . , tn,qn} be the interpolation points defined by (2). Let {ℓn,1, . . . , ℓn,qn} be the basis of Lagrange functions
forXn, that is, ℓn,i ∈ Xn and
ℓn,i(tn,j) = δi,j, i, j = 1, . . . , qn.
The interpolatory projection is defined by
Png =
qn
j=1
g(tn,j)ℓn,j, g ∈ C(R).
Consider a convergent cubature formula defined as follows
R
g(x)dx ≈
qn
j=1
wn,jg(tn,j), (49)
which has the same nodes as the interpolation scheme. Let
(Kn,2ρ)(x) =
qn
j=1
wn,ja(x, tn,j)ρ(tn,j), x ∈ R,
be the Nyström approximation ofK . Eq. (48) becomes
λρn(x)−
qn
j=1
wn,ja(x, tn,j)ρ(tn,j) = ψ(x), x ∈ R, (50)
which can be written as
(λ−Kn)ρn = ψ.
The system of Eq. (50) is equivalent to
λρn(tn,i)−
qn
j=1
wn,ja(tn,i, tn,j)ρ(tn,j) = ψ(tn,i), i = 1, . . . , qn (51)
and by the Nyström interpolation formula
λρn(x) = 1
λ

ψ(x)+
qn
j=1
wn,ja(x, tn,j)ρn(tn,j)

, x ∈ R. (52)
SinceKn converges toK in a collectively compact fashion, it follows that, for all n large enough, (λ−Kn) is invertible.
7.1. Description of the method
Form < n, let
Pmg =
qm
j=1
g(tm,j)ℓm,j
be the interpolatory projection corresponding to a coarse grid. Define
Km = PmKn,2 +Km,2 − PmKm,2.
Then
Kn,2 −Km = (I− Pm)(Kn,2 −Km,2).
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Since
U = {Kn,2u | n ≥ 1, ∥u∥∞ ≤ 1}
has a compact closure in C(R), it follows that
sup
n≥m
∥(I− Pm)Kn,2∥∞ = sup
n≥m
sup
∥u∥∞≤1
∥(I− Pm)Kn,2u∥∞
≤ sup
y∈U
∥(I− Pm)y∥∞ −→ 0 asm →∞
and
∥(I− Pm)Km,2∥∞ −→ 0 asm →∞.
Thus, form sufficiently large,
∥Kn,2 −Km∥∞ ≤ ∥(I− Pm)Kn,2∥∞ + ∥(I− Pm)Km,2∥∞ < 1.
Hence (λ−Km) is invertible and
∥(λ−Km)−1∥∞ ≤ 2∥(λ−Kn)−1∥∞.
A two-grid iteration is defined as follows. Assume that ρ(0)n is an initial estimate of the solution ρn of (50) and let
r (k) = ψ − (λ−Kn,2)ρ(k)n
ρ(k+1)n = ρ(k)n + (λ−Km)−1r (k), k = 0, 1, 2, . . . .
(53)
Note that
r (k) = (λ−Kn,2)(ρn − ρ(k)n ). (54)
Then
ρ(k+1)n = ρ(k)n + (λ−Km)−1(λ−Kn,2)(ρn − ρ(k)n )
and
ρn − ρ(k+1)n = (I− (λ−Km)−1(λ−Kn,2))(ρn − ρ(k)n )
= (λ−Km)−1(Kn,2 −Km)(ρn − ρ(k)n )
= (λ−Km)−1(I− Pm)(Kn,2 −Km,2)(ρn − ρ(k)n )
= Mn,m(ρn − ρ(k)n ) (55)
with
Mn,m = (λ−Km)−1(I− Pm)(Kn,2 −Km,2). (56)
Since
sup
n≥m
∥Mn,m∥∞ ≤ ∥(λ−Km)−1∥∞

sup
n≥m
∥(I− Pm)Kn,2∥∞ + ∥(I− Pm)Km,2∥∞

≤ 2∥(λ−Km)−1∥∞ sup
n≥m
∥(I− Pm)Kn,2∥∞ −→ 0, asm →∞,
form large enough
τm = sup
n≥m
∥Mn,m∥∞ < 1.
Thus
∥ρn − ρ(k+1)n ∥∞ ≤ τm∥ρn − ρ(k)n ∥∞
and
∥ρn − ρ(k+1)n ∥∞ ≤
τm
1− τm ∥ρ
(k+1)
n − ρ(k)n ∥∞.
Analogous to the Nyström iteration method 2 defined in Atkinson [1, Section 6.2.2] and the method defined in [4] by (4.12),
an iterated version of the two-grid method described by (53) is defined below.
Let ρ˜(0)n be an initial estimate of the solution ρn of (50) and let
r˜ (k) = ψ − (λ−Kn)ρ˜(k)n
ρ˜(k+1)n = ρ(k)n +
1
λ

r˜ (k) + (λ−Km)−1Kn,2 r˜ (k)

, k = 0, 1, 2, . . . . (57)
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In this case
ρn − ρ(k+1)n = (λ−Km)−1(I− Pm)(Kn,2 −Km,2)Kn,2(ρn − ρ(k)n ).
Let
τ˜m = 1|λ| supn≥m ∥(λ−Km)
−1(I− Pm)(Kn,2 −Km,2)Kn,2∥∞.
Hence
τ˜m ≤ 1|λ| ∥(λ−Km)
−1∥∞∥I− Pm∥∞ sup
n≥m
∥(Kn,2 −Km,2)Kn,2∥∞.
From the proof of Theorem 6.2.2 in [1] we have
sup
n≥m
∥(Kn,2 −Km,2)Kn,2∥∞ −→ 0, asm →∞,
thus form large enough, τ˜m < 1
∥ρn − ρ˜(k+1)n ∥∞ ≤ τ˜m∥ρn − ρ˜(k)n ∥∞
and
∥ρn − ρ˜(k+1)n ∥∞ ≤
τ˜m
1− τ˜m ∥ρ˜
(k+1)
n − ρ(k)n ∥∞.
Note that
τ˜m = O(sup
n≥m
∥(Kn,2 −Km,2)Kn,2∥∞),
whereas
τm = O(sup
n≥m
∥(I− Pm)Kn,2∥∞).
We cannot say that τ˜m −→ 0 as m → ∞ faster than τm but we will see in the numerical results that the iterates ρ˜(k)n in
this modified version of the two-grid method converge to ρn faster than the iterates ρ
(k)
n in the two-grid method defined by
(49). The additional computational cost in this modified version is the computation ofKn,2 r˜ (k).
7.2. Implementation
The aim is to solve the linear system (51) given by
λρn(tn,i)−
qn
j=1
wn,ja(tn,i, tn,j)ρ(tn,j) = ψ(tn,i), i = 1, . . . , qn
with unknown vector
ρ
n
= [ρn(tn,1), . . . , ρn(tn,qn)]T . (58)
Turning to the iteration scheme (53), we need first to solve the system
(λ−Km)e = r (k) (59)
with
Km = PmKn,2 +Km,2 − PmKm,2.
Applying Pm and I− Pm to (59), we obtain
λPme− PmKn,2e = Pmr (k) (60)
and
λ(I− Pm)e− (I− Pm)Km,2e = (I− Pm)r (k). (61)
Writing
Kn,2e = Kn,2(I− Pm)e+Kn,2Pme (62)
C. Allouch et al. / Journal of Computational and Applied Mathematics 236 (2012) 4494–4512 4511
sinceKm,2e = Km,2Pme, the substitution for (I− Pm)e from Eq. (61) in Eq. (62) gives
Kn,2e = Kn,2(I− Pm)Km,2Pme
λ
+Kn,2Pme+ (Kn,2(I− Pm)r
(k))
λ
. (63)
Now, by replacingKn,2e in Eq. (60), we obtain
λPme−

PmKn,2Pm + PmKn,2(I− Pm)Km,2
λ

e = Pmr (k) + PmKn,2(I− Pm)r
(k)
λ
. (64)
Recall that
(Pmg)(tm,i) = g(tm,i), i = 1, . . . , qm.
Hence (64) is equivalent to
λe(tm,i)−Kn,2Pme(tm,i)− (Kn,2(I− Pm)Km,2e)(tm,i)
λ
= r (k)(tm,i)+ Kn,2(I− Pm)r
(k)(tm,i)
λ
, i = 1, . . . , qm. (65)
The values of e at the collocation points corresponding to the fine grid are then obtained by the following formula.
e(tn,i) = (Pme)(tn,i)+ r
(k)(tn,i)− (Pmr (k))(tn,i)+ (Km,2e)(tn,i)− (PmKm,2e)(tn,i)
λ
, i = 1, . . . , qn. (66)
In what follows, we look at the number of arithmetic operations used in computing a single iteration of (53)–(57).
7.3. Computational cost
◦ The LU-factorization of the matrix in (65) requires 13q3m flops.
◦ The calculation of the residuals {r (k)(tn,i)} and {r (k)(tm,i)} requires approximately qn(qn + qm) flops.◦ The calculation of the right hand side of (65) requires qm(qn + qm) flops.◦ The solution for {e(tm,i)} requires approximately q2m flops.◦ The calculation of {e(tn,i)} requires approximately 4qnqm flops.
◦ The final step is the evaluation of {ρ(k+1)n (tn,i)} and requires only qn flops which is negligible in comparison to other costs.
Thus the total cost in operations per iteration is approximately qn(qn + 6qm)+ 2q2m flops which is the same as in Kulkarni’s
approximation method 1 described in [4].
Remark 5. It can be shown that the total cost in operations per iteration in the modified two-grid method defined by (57)
is approximately 2qn(qn + 2qm)+ 2q2m + qnqm flops, which is the same as in Kulkarni’s method 2 and approximately twice
as expansive in comparison with the two grid method (53).
In the next section we compare the performances of the two grid method (53) and the modified two grid method (57) with
Kulkarni’s method 1 by applying it to a one variable integral equation as done in [4].
8. Numerical results
Consider the following integral equation from Atkinson [1, p. 254].
λρ(x)−
 1
0
aγ (x+ y)ρ(y)dy = ψ(x), x ∈ [0, 1], (67)
with
aγ (τ ) = 1− γ
2
1+ γ 2 − 2γ cos(2πτ), 0 ≤ τ < 1.
For the quadrature formula chosen to define the integration operatorKn,2, we use the midpoint rule: 1
0
g(x)dx ≈ 1
n
n
j=1
g

2j− 1
2n

, g ∈ C[0, 1].
Consider the uniform partition
0 <
1
m
<
2
m
< · · · < m− 1
m
< 1
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Table 4
Number of iterations.
Unknown λ m n M1 M2 Kul 1
ρ1 −1.00 16 32 7 5 5
ρ1 −1.00 16 64 5 4 3
ρ1 −1.00 16 128 4 3 2
ρ1 −1.00 32 64 4 4 3
ρ1 −1.00 32 128 5 2 2
ρ1 0.99 32 64 5 3 3
ρ1 0.99 32 128 4 3 2
ρ2 −1.00 16 64 13 10 11
ρ2 −1.00 16 128 13 10 11
ρ2 −1.00 32 64 7 5 6
ρ2 −1.00 32 128 7 5 6
of [0, 1]. The interpolatory projection Pm is chosen to be the piecewise constant interpolation with respect to the above
partition with collocation points chosen as (2j− 1)/(2m), j = 1, . . . ,m. We solve integral Eq. (67) when γ = 0.8, with the
unknown functions
ρ1(t) ≡ 1, ρ2(t) ≡ sin(2π t).
Let
ρ(k)
n
= [ρ(k)n (tn,1), . . . , ρ(k)n (tn,qn)]T ,
the values of the iterate ρ(k)n at fine grid points.
In Table 8we give numerical results. The initial guesswasρ(0)
n
= 0 and the iterationwas performed until ∥ρ(k)
n
−ρ(k−1)
n
∥∞
was less than 10−13. The columns M1, M2, Kul 1 give, respectively, the number of iterates in the proposed methods (53),
(57) and Kulkarni’s method 1. The results in column Kul 1 are quoted from [4] (see Table 4).
Remark 6. It can be seen from the above table that in all the cases considered here the number of iterates in the modified
two grid method (57) and Kulkarni’s method 1 are about the same, whereas the two grid method (53) requires a slightly
higher number of iterates.
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