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GEOMETRIZATION OF TRIGONOMETRIC SOLUTIONS OF THE
ASSOCIATIVE AND CLASSICAL YANG-BAXTER EQUATIONS
ALEXANDER POLISHCHUK
Abstract. We describe a geometric construction of all nondegenerate trigonometric
solutions of the associative and classical Yang-Baxter equations. In the associative case
the solutions come from symmetric spherical orders over the irreducible nodal curve of
arithmetic genus 1, while in the Lie case they come from spherical sheaves of Lie algebras
over the same curve.
Introduction
Recall that the classical Yang-Baxter equation (CYBE) for a Lie algebra g is the equa-
tion
[r12(v), r13(v + v′)] + [r12(v), r23(v′)] + [r13(v + v′), r23(v′)] = 0 (0.0.1)
on a meromorphic function r(v) in a neighborhood of zero, taking values in g⊗ g, where
r12 = r⊗1 ∈ U(g)⊗3, etc. This is a well studied equation related to the theory of classical
integrable systems and of quantum groups (see e.g., [7], [9]). It is usually coupled with
the unitarity condition
r21(−v) = −r(v).
Belavin and Drinfeld [2] showed that in the case when g is simple, all nondegenerate
solutions of the CYBE are either elliptic or trigonometric or rational and classified elliptic
and trigonometric solutions.
The associative Yang-Baxter equation (AYBE) for an associative algebra A is the equa-
tion
r12(−u′, v)r13(u+ u′, v + v′)− r23(u+ u′, v′)r12(u, v) + r13(u, v + v′)r23(u′, v′) = 0,
(0.0.2)
where r(u, v) is a meromorphic function of two complex variables in a neighborhood of
(0, 0), taking values in A ⊗ A, where r12 = r ⊗ 1 ∈ A⊗3, etc. It is usually coupled with
the skew-symmetry condition
r21(−u,−v) = −r(u, v).
In the above form the AYBE was introduced in [11]; the constant version was introduced
in [1]. In [12] we proved an analog of Belavin-Drinfeld classifications for nondegenerate
skew-symmetric solutions of the AYBE for the matrix algebra Matn(C) in terms of some
combinatorial data, called associative Belavin-Drinfeld data (BD data) (for the definition
Supported in part by the NSF grant and by the Russian Academic Excellence Project ‘5-100’ within
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of the nondegeneracy condition, which is stronger than the one for the CYBE, see [10,
Def. 1.4.3]).
We are interested in geometric constructions of solutions of (0.0.1) and (0.0.2). Our
starting point is the construction (going back to [11]) of solutions of the AYBE for Matn(C)
(resp., of the CYBE for the Lie algebra sln) coming from a pair of families of 1-spherical
objects. It was shown in [11] that all nondegenerate elliptic solutions arise in this way from
the families (Vs) and (Ox) on an elliptic curve, where (Vs) are stable bundles of given rank
and degree. The natural problem is to construct geometrically all trigonometric solutions.
In [12] we showed that some of trigonometric solutions of the AYBE are realized geomet-
rically using families of 1-spherical objects (Vs), (Ox) on some nodal Calabi-Yau curves,
where Vs are simple vector bundles. In [10] we realized all nondegenerate trigonometric
solutions of the AYBE using objects in the Fukaya categories of square-tiled surfaces.
In this work we present an algebro-geometric realization of all nondegenerate trigono-
metric solutions of both the AYBE and the CYBE, using appropriate sheaves over the
irreducible nodal curve of arithmetic genus 1.
For the AYBE we use the framework of (symmetric) spherical orders over a projective
integral curves developed in [13]. Essentially, such an order is a coherent sheaf of O-
algebras A over a curve C, with h0(C,A) = 1, generically isomorphic to a matrix algebra
and equipped with a (symmetric) perfect pairing
A⊗A → ωC ,
where ωC is the dualizing sheaf (see Sec. 1.2 for details). In the category of A-modules
we have pairs of 1-spherical objects (A ⊗ L, V ⊗ Ox), where L is a line bundle over C,
x is a smooth point of C, V a vector space such that A|x ≃ End(V ). Therefore, one
gets the corresponding solution of the AYBE. Our first main result (see Theorem 1.7.1)
shows that the trigonometric solution of the AYBE associated with an associative BD
data (σ0, σ,Γ1,Γ2) comes in this way from a naturally constructed symmetric spherical
order over the projective nodal curve of arithmetic genus 1.
For the CYBE there is a well known framework of acyclic sheaves of Lie algebras
discovered by Cherednik [6] and developed by Burban-Galinat [4]. The fact that all
trigonometric solutions arise in this way is mentioned in [7], however, it seems that aside
from some examples, no general construction of the corresponding sheaves of Lie algebras
over C existed before this work. By analogy with the associative operad case, we introduce
the notion of a (symmetric) spherical sheaf of Lie algebras as a coherent sheaf of Lie
algebras L over C, with H∗(C,L) = 0, equipped with a (symmetric) perfect pairing
L ⊗ L → ωC .
As in the constructions of [6] and [4], near every smooth point of C, we get the corre-
sponding Manin triple, or equivalently, a classical r-matrix (see Sec. 2.2). Our second
main result is the construction of a symmetric spherical sheaf of Lie algebras giving rise
to a given nondegenerate trigonometric solution of the CYBE for a simple Lie algebra g
(see Theorem 2.4.1). Note that it complements nicely the result of Burban-Galinat [4]
that all nondegerate rational solutions of the CYBE come from appropriate sheaves of
Lie algebras over the cuspidal cubic (the geometric construction of elliptic solutions goes
back to [6]).
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The paper consists of two parts: in Section 1 we consider the associative structures
(spherical orders and the AYBE), while Section 2 is devoted to Lie structures (spherical
sheaves of Lie algebras and the CYBE). After recalling in Sec. 1.1 and 1.2 how solutions
of the AYBE appear from spherical orders, in Sec. 1.3 we give a general construction
of spherical orders on the irreducible nodal curve C of arithmetic genus 1 from certain
maximal isotropic subalgebras in Matn(k) ×Matn(k). Then in Sec. 1.4 we give a con-
struction of such isotropic subalgebras starting from a pair of parabolic subalgebras in
Matn(k) equipped with the isomorphism between their semisimple quotients. Then, af-
ter reminding in Sec. 1.5 the definition of associative BD data and the classification of
trigonometric solutions of the AYBE, in Sec. 1.6 we construct a spherical order on C
starting from BD data. In Sec. 1.7 we compute the corresponding solution of the AYBE
(see Theorem 1.7.1). In Sec. 1.8 we prove some structure results on symmetric spherical
orders. In particular, we prove that every such order on the irreducible nodal curve of
arithmetic genus 1 comes from some maximal isotropic subalgebra of Matn(k)×Matn(k)
as in Sec. 1.3.
In Sec. 2.1 we review some standard results on the CYBE and (infinite-dimensional)
Manin triples. In Sec. 2.2 we introduce the notion of a symmetric spherical sheaf of Lie
algebra and discuss its relation to Manin triples. After reminding the Belavin-Drinfeld’s
classification of trigonometric solutions of the CYBE in Sec. 2.3, in Sec. 2.4 we show that
every such solution comes from a spherical sheaf of Lie algebras on the irreducible nodal
curve of arithmetic genus 1 (see Theorem 2.4.1).
Conventions. Our ground field k is assumed to be algebraically closed of characteristic
zero. In the parts dealing with classification of trigonometric solutions we assume k = C.
Acknowledgments. I am grateful to Riley Casper for a useful discussion of orders on nodal
curves. Part of this work was done during a visit to the Hebrew University of Jerusalem,
which I would like to thank for hospitality.
1. Spherical orders and the AYBE
1.1. Solutions of the AYBE associated with two families of 1-spherical objects.
Let us recall the general construction of solutions of the AYBE ([11], [10]) from 1-Calabi-
Yau A∞-categories. Assume we are given such a minimal A∞-category C and two sets of
isomorphism classes of objects in C, X and Y , such that for every pair of distinct objects
x1, x2 ∈ X (resp. y1, y2 ∈ Y), Hom
∗(x1, x2) = 0 (resp. Hom
∗(y1, y2) = 0). We also assume
that Hom6=0(x, y) = 0 (and so Hom6=1(y, x) = 0) for x ∈ X and y ∈ Y . Then dualizing
the triple product
m3 : Hom
0(x2, y2)⊗ Hom
1(y1, x2)⊗Hom
0(x1, y1)→ Hom
0(x1, y2),
where x1, x2 ∈ X , y1, y2 ∈ Y , using the Calabi-Yau pairing, we get a tensor
rx1,x2y1,y2 : Hom
0(x2, y2)⊗ Hom
0(x1, y1)→ Hom
0(x1, y2)⊗ Hom
0(x2, y1).
Using the A∞-relations and the cyclic symmetry, one can check that this tensor satisfies
the general AYBE,
(rx1x2y1y3 )
13(rx2x3y2y3 )
12 + (rx3x2y1y2 )
23(rx1x3y1y3 )
13 − (rx1x3y2y3 )
12(rx1x2y1y2 )
23 = 0, (1.1.1)
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viewed as an equation between maps
Hom0(x3, y3)⊗Hom
0(x2, y2)⊗Hom
0(x1, y1)→ Hom
0(x2, y3)⊗Hom
0(x1, y2)⊗Hom
0(x3, y1),
and the following skew-symmetry condition:
(rx1x2y1y2 )
21 = −rx2x1y2y1 . (1.1.2)
For relation to other versions of the AYBE see [10, Introduction].
Choosing identifications of all spaces Hom∗(xi, yj) with the same vector space V allows
us to view rx1,x2y1,y2 as an element of End(V )⊗End(V ). If in addition, the parameter spaces
X and Y are subsets of C and the r depends only on the differences x1 − x2, y1 − y2, we
get a solution of the AYBE (0.0.2).
In examples leading to nondegenerate solutions the objects in X and Y are in addition
1-spherical in the sense of [14] (see [11, Sec. 1.5] for the relevance of this assumption).
1.2. Solutions of the AYBE associated with spherical orders. Let C be an integral
projective curve over k. We denote by ωC the dualizing sheaf on C. By an order over C
we mean a torsion free coherent sheaf of OC-algebras A such that Aη is a matrix algebra
over the field of rational functions on C (where η is the generic point of C). Let us recall
the following definitions from [13] (see [13, Def. 0.1.3] and [13, Prop. 3.2.2]).
Definition 1.2.1. An order A over C, such that H0(C,OC) = k, is called spherical if A
is a 1-spherical object in the perfect derived category of right A-modules, Perf(Aop), or
equivalently, for a nonzero morphism (unique up to rescaling) τ : A → ωC of OC-modules,
the induced morphism
ν : A → Hom(A, ωC) : x 7→ (y 7→ τ(xy))
is an isomorphism (equivalently, one can consider the morphism y 7→ (x 7→ τ(xy))). A
spherical order is called symmetric if in addition one has τ(xy) = τ(yx).
Note that by Serre duality, for a spherical order A one has
h1(A) = h1(Hom(A, ωC)) = h
0(A),
so χ(A) = 0.
Lemma 1.2.2. Let A be a symmetric spherical order over C and let p ∈ C be a smooth
point such that A|p ≃ End(V ), where V is a vector space. Then τ |p : A|p → ωC |p can be
identified with a nonzero multiple of the trace map, tr : End(V )→ k.
Proof. This follows from [13, Prop. 3.2.2(ii)]. 
Suppose we are given an order A over an integral curve C and a line bundle M on C
such that H∗(C,A⊗M) = 0. Then for any smooth points x 6= x′ in C we define a map
ρA(x, x
′;M) : A|x ⊗M |x ⊗ TxC → A|x′ ⊗M |x′ (1.2.1)
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from the commutative diagram
A|x ⊗M |x ⊗ TxC ✛
∼
H0(C,A⊗M(x))
A|x′ ⊗M |x′
evx′
❄
ρ
A (x, x ′;M
)
✲
where the horizontal arrow is an isomorphism due to the assumption H∗(C,A⊗M)=0.
Now assume that A is a symmetric spherical order, and we are given a smooth open
subset U ⊂ C, together with a trivialization
A|U ≃ End(V )⊗OU , (1.2.2)
and in addition let L be a family of line bundles of degree 0 on C, with the base S,
together with a trivialization
L|S×U ≃ O, (1.2.3)
such that for generic members L = Ls, L
′ = Ls′ of this family one has h
0(A⊗L′⊗L−1) = 0.
The Serre duality on the perfect derived category of right A-modules is discussed in [13,
Sec. 3.2]. In particular, in the above situation the right A-modules A ⊗ Ls and V ⊗ Ox
are 1-spherical. Thus, we can apply the construction of solutions of the AYBE from Sec.
1.1 to the families of objects
(A⊗Ls)s∈S, (V ⊗Ox)x∈U . (1.2.4)
Note that the minimal A∞-structure on the corresponding subcategory Perf(A) obtained
by homological perturbation can be chosen to be cyclic. Indeed, this is proved in the same
way as in the proof of [13, Cor. C].
Proposition 1.2.3. Let A be a symmetric spherical order over an integral curve C,
The solution of the AYBE associated with the families (1.2.4) and trivializations (1.2.2),
(1.2.3), is given by
rL,L
′
x,x′ = (ν
−1 ⊗ id)ρA(x, x
′;L′ ⊗ L−1) ∈ End(V )⊗ End(V ),
where x 6= x′ and (L, L′) are such that h0(A⊗L′⊗L−1) = 0, and we view ρA(x, x
′, L′⊗L−1)
as an element of (A∨ ⊗ ωC)|x ⊗A|x′.
Proof. For brevity let us write A ⊗ L = AL, V ⊗ Ox = VOx, etc. Recall that r
L,L′
x,x′ is
obtained by dualizing the triple product
m3 : Hom(AL
′, VOx′)⊗ Ext
1(VOx,AL
′)⊗Hom(AL, VOx)→ Hom(AL, VOx′)
and using the duality Ext1(VOx,AL
′) ≃ Hom(AL′, VOx)
∗, as well as the identifications
Hom(AL, VOx) ≃ V . The above triple product is given by the well-defined and univalued
triple Massey product, so using the standard recipe for its calculation, we consider the
exact triangle
AL′ → AL′(x)→ V ∗ ⊗ VOx
[1]
✲ AL′,
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where we use the identification
Ext1(VOx,AL
′) ≃ V ∗.
Now every morphism AL→ V ∗⊗VOx lifts uniquely to a morphism AL→ V
∗⊗AL′(x),
and every morphism AL′ → VOx′ extends uniquely to a morphism AL
′(x) → VOx′ .
The value of the Massey product is obtained by taking the composition of the obtained
morphisms,
AL→ V ∗ ⊗AL′(x)→ VOx′ .
This easily leads to the required formula. 
1.3. Spherical orders over the irreducible nodal curve of arithmetic genus 1
associated with maximal isotropic subalgebras. Let C be the irreducible nodal
curve of arithmetic genus 1, and let π : P1 → C denote the normalization map such that
q = π(0) = π(∞) is the node on C.
Let us equip Matn(k)×Matn(k) with the symmetric pairing given by
〈(a, b), (a′, b′)〉 = tr(aa′)− tr(bb′). (1.3.1)
Definition 1.3.1. Let V be a vector bundle of rank n over P1, and let I ⊂ End(V|0) ⊕
End(V|∞) be a maximal isotropic subalgebra with respect to the pairing (1.3.1). We
denote by
A(V, I) ⊂ π∗End(V)
the subalgebra consisting of sections a such that (a(0), a(∞)) ∈ I.
Lemma 1.3.2. Let A = A(V, I). Assume that h0(A) = 1. Then A is a symmetric
spherical order over C. Furthermore, the center of A is OC.
Proof. Since (1, 1) ∈ I, for any (a, b) ∈ I we have
0 = 〈(a, b), (1, 1)〉 = tr(a)− tr(b).
It follows that the natural map tr : End(V)→ π∗OP1 restricts to a map
tr : A → OC ≃ ωC.
It satisfes tr(xy) = tr(yx), so we just have to check that the induced morphism A →
Hom(A,OC) is an isomorphism. This is clear away from the node, so it is enough to
study the situation in the formal neighborhood of the node. Let
R = OˆC,q ⊂ k[[x]]⊕ k[[y]]
denote the completed local ring of C at the node, and let A = Aˆx be the comple-
tion of A at the node. By definition, A is a subalgebra in Matn(k)[[x]] ⊕ Matn(k)[[y]]
consisting of (a(x), b(y)) such that (a(0), b(0)) ∈ I. We just have to check that given
(a(x), b(y)) ∈ Matn(k)((x)) ⊕Matn(k)((y)), such that for any (a
′(x), b′(y)) ∈ A one has
(tr(aa′), tr(bb′)) ∈ R, we necessarily have (a, b) ∈ A. Indeed, first, using the inclusion
xMatn(k)[[x]]⊕ yMatn(k)[[y]] ⊂ A,
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we deduce that a(x) ∈ Matn(k)[[x]] and b ∈ Matn(k)[[y]]. Next, for any (a
′, b′) ∈ I ⊂ A,
the condition (tr(a(x)a′), tr(b(y)b′)) ∈ R is equivalent to
tr(a(0)a′) = tr(b(0)b′)),
i.e., that (a(0), b(0)) is orthogonal to (a′, b′). Since I is maximal isotropic, this implies
that (a(0), b(0)) ∈ I.
For the last assertion, we first observe that there is an inclusion OC ⊂ Z, where Z
denotes the center of A. Since over U = C \ q, the sheaf A coincides with π∗End(V),
we have Z|U = OU . Hence, the quotient Z/OC is a torsion sheaf. On the other hand,
we claim that A ∩ π∗OP1 = OC . Indeed, this amounts to checking that (λ, µ) ∈ I, with
λ, µ ∈ k, only if λ = µ. But this immediately follows from the condition
tr(λ)− tr(µ) = n(λ− µ) = 0.
Thus, we have an embedding
A/OC ⊂ π∗End(V)/π∗OP1 .
Since the latter sheaf is torsion free, it follows that A/OC is torsion free. But Z/OC is a
subsheaf of A/OC , hence, Z/OC = 0. 
Remark 1.3.3. We needed the fact that (1, 0) 6∈ I in Lemma 1.3.2 to prove that A = OC .
In positive characteristic dividing n this is not necessarily true. Indeed, there are examples
of maximal isotropic subalgebras in Matn(k) and we can just take I to be a direct sum
of two such subalgebras.
Remark 1.3.4. In Sec. 1.8 we will show that conversely, every symmetric spherical order
on C is of the form A(V, I), with V of specific form.
1.4. Maximal isotropic subalgebras associated with parabolic subalgebras. To
construct isotropic subalgebras I we will use parabolic subalgebras in Matn(k), i.e., sub-
algebras conjugate to a standard parabolic subalgebra of the form
P+(Π) = B+ +
∑
α∈Π
〈e−α〉,
where B+ is the subalgebra of upper-triangular matrices and Π is a subset of positive
weights, closed under sums and such that if α+ β ∈ Π with α, β > 0 then α, β ∈ Π. Here
we identify nonzero weights with pairs α = (i, j), i 6= j, so that α > 0 (resp., α < 0) if and
only if i < j (resp., i > j), and −α = (j, i). We will also consider parabolic subalgebras
of the form
P−(Π) = B− +
∑
α∈Π
〈eα〉,
where B− is the subalgebra of lower-triangular matrices.
For a parabolic subalgebra P, let J(P) be its Jacobson radical, L(P) := P/J(P),
the semisimple quotient of P, which is a product of matrix algebras, and we denote by
πL : P→ L(P) the natural projection.
Note that for a standard parabolic subalgebra we have
L(P+(Π)) = H+
∑
α∈Π
(〈eα〉+ 〈e−α〉),
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where H is the subalgebra of diagonal matrices. In particular,
dimP+(Π) =
n(n + 1)
2
+ |Π|, dimL(P+(Π)) = n+ 2|Π|.
Definition 1.4.1. Let (P1,P2) be a pair of parabolic subalgebras, such that we have an
algebra isomorphism
φ : L(P2)
∼
✲ L(P1),
Then we define a subalgebra I(P1,P2, φ) ⊂ Matn(k)⊕Matn(k) as follows:
I(P1,P2, φ) := {(a, b) ∈ P1 ⊕P2 | πL(a) = φ(πL(b))}.
Lemma 1.4.2. I(P1,P2, φ) is a maximal isotropic subalgebra with respect to the pairing
(1.3.1).
Proof. Indeed, it is straightforward to see that I(P1,P2, φ) is a subalgebra. Thus, to check
that it is isotropic, it is enough to check that tr(a) = tr(b) for any (a, b) ∈ I(P1,P2, φ).
Since tr(a) = tr(πL(a)), this follows from the fact that φ is compatible with traces, i.e.,
tr(φ(x)) = tr(x).
But both L(P1) and L(P2) can be identified with the same standard Levi subalgebra L ⊂
Matn(k) conisting of block diagonal matrices. It remains to note that every automorphism
of L is inner, so it preserves the trace.
To calculate the dimension of I(P1,P2, φ), note that for any parabolic subalgebra P,
we have
dimP =
n2 + dimL(P)
2
(this can be checked for standard parabolic subalgebras). Hence, dimP1 = dimP2, and
dim I(P1,P2, φ) = dimP1 + dimP2 − dimL(P1) = 2 dimP1 − dimL(P1) = n
2.

Proposition 1.4.3. For a vector bundle V of rank n over P1, a pair of parabolic subalge-
bras P1 ⊂ End(V|0), P2 ⊂ End(V|∞), and an algebra isomorphism φ : L(P2)
∼
✲ L(P1),
let A = A(V, I(P1,P2, φ)) be the corresponding order over C. If h
0(A) = 1 then A is a
symmetric spherical order over C with the center OC.
Proof. By Lemma 1.4.2, I = I(P1,P2, φ) is a maximal isotropic subalgebra. Now the
result follows from Lemma 1.3.2. 
Remark 1.4.4. The result of Proposition 1.4.3 still holds in positive characteristic. In-
deed, we have (1, 0) 6∈ I, since πL(1) = 1 6= 0 (see Remark 1.3.3).
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1.5. Associative BD data and trigonometric solutions of the AYBE. Recall that
in [12] we classified trigonometric nondegenerate solutions of the AYBE in terms of asso-
ciative BD data (σ0, σ,Γ1,Γ2), where σ0, σ ∈ Sn is a pair of cyclic permutations and
Γ1,Γ2 ⊂ Γσ0 = {(i, σ0(i)) ∈ [1, n]
2 | i ∈ [1, n]}
are proper subsets such that σ(Γ1) = Γ2, where we let permutations act on [1, n]
2 diago-
nally. These data are considered up to a permutation, so we will always assume that σ0
is standard: σ0(i) = i+ 1, so
Γσ0 = {(1, 2), (2, 3) . . . , (n, 1)}.
To describe the formula for the corresponding associative r-matrix, let us extend the
subsets Γi to the subsets Πi ⊂ [1, n]
2, i = 1, 2, where
Πi = {(i, σ
r
0(i)) | (i, σ0(i)) ∈ Γi, (σ0(i), σ
2
0(i)) ∈ Γi, . . . , (σ
r−1
0 (i), σ
r
0(i)) ∈ Γi}.
The main property of Π1 and Π2 is that whenever i, j, k are in cyclic order (with respect
to σ0) then
(i, k) ∈ Πa ⇐⇒ ((i, j) ∈ Πa ∧ (j, k) ∈ Πa), for a = 1, 2.
It follows that we still have
σ(Π1) = Π2. (1.5.1)
We use the standard basis eij of the matrix algebra Matn(k). We also write hi = eii. In
the formula below we denote pairs (i, j) with i 6= j by the variable α. We write (i, j) > 0
(resp., (i, j) < 0) if i < j (resp., i > j). Also, for α = (i, j) we set −α = (j, i). We set
rconst(λ, z) =
z
1−z
∑
α>0 e−α ⊗ eα +
1
1−z
∑
α>0 eα ⊗ e−α+
z
1−z
∑n
i=1 hi ⊗ hi + (1− λ
n)−1
∑n
i=1
∑n−1
k=0 λ
khi ⊗ hσk(i)
(1.5.2)
Now the solution of the AYBE associated with the associative BD data (σ0, σ,Γ1,Γ2) is
given by
rσ,Γ1,Γ2(λ; x, y) = rconst(λ, x/y)+∑
α>0,k≥1[λ
keα ⊗ e−τk(α) − λ
−ke−τk(α) ⊗ eα]+∑
α<0,k≥1[xλ
keα ⊗ e−τk(α) − yλ
−ke−τk(α) ⊗ eα].
(1.5.3)
Here we use the operation τ defined only on Π1 ⊂ [1, n]× [1, n] and given by τ(α) = σ(α);
the summation is extended only over those (k, α) for which τk(α) is defined.
In the case k = C, the solution r(eu; ev1 , ev2) is equivalent to a solution that depends
only on u and v1− v2 (see [12, Lem. 6.1]) but it will be more convenient for us to use the
above formula.
1.6. From associative BD data to spherical orders over C. In the case when Γi = ∅,
for every cyclic permutation σ ∈ Sn, we define the subalgebra Iσ ⊂ Matn(k) ⊕Matn(k)
by
Iσ = I(B+,B−, σ) = {(aij), (bij) | aij = 0 for i > j, bij = 0 for i < j, aii = bσ(i)σ(i) for all i},
and we set
Aσ = A(O
⊕n
P1
, Iσ).
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Note that global sections of Aσ can be viewed as matrices a = (aij) ∈ Matn(k) such that
(a, a) ∈ Iσ. This easily implies that a can only be a scalar matrix. Hence, by Proposition
1.4.3, Aσ is a symmetric spherical order with the center OC .
Now let us consider the general case, so we start with associative BD data (σ0, σ,Γ1,Γ2).
Without loss of generality we can assume that (n, 1) 6∈ Γ1 (since Γ1 is a proper subset of
Γσ0). It follows that for every (i, j) ∈ Π1 one has i < j. To construct our order we need
one additional choice: we choose m such that (σ−10 (m), m) 6∈ Γ2. Note that such m exists
since Γ2 is a proper subset of Γσ0 .
Now we define the sequence of 0’s and 1’s numbered by i ∈ [1, n]:
ǫi :=
{
0, i < m,
1, i ≥ m.
We are going to construct our spherical order in the form A = A(V, I(P1,P2, φ)) with
V =
n⊕
i=1
O(ǫi).
We will use the standard trivializations of the fibers of O(1) at 0 and∞ (given by sections
x0 and x1 respectively) to get identifications of V|0 and V|∞ with Matn(k).
We set
P1 := P+(Π1) = {(aij) | aij = 0 for i > j, (j, i) 6∈ Π1}.
Let Sm ⊂ [1, n]
2 denote the set of pairs (i, j) such that either i < j < m or m ≤ i < j
or i ≥ m > j. In other words, (i, j) ∈ Sm if and only if σ
−m+1
0 i < σ
−m+1
0 j. Note that Sm
has the following properties:
• if (i, j) ∈ Sm and (j, k) ∈ Sm then (i, k) ∈ Sm;
• if (i, j) ∈ Sm then for any k, either (i, k) ∈ Sm or (k, j) ∈ Sm;
• if (i, j) 6∈ Sm and i 6= j then (j, i) ∈ Sm.
Note that our assumption on m is equivalent to (n, 1) 6∈ σ−m+10 Π2. This implies that
we have an inclusion
Π2 ⊂ Sm.
Now we set
P2 = σ
m−1
0 P−(σ
−m+1
0 Π2) = {(aij) | aij = 0 for (i, j) ∈ Sm, (i, j) 6∈ Π2}.
Here we view any permutation σ′ as an automorphism of Matn(k) such that σ
′(eij) =
eσ′(i),σ′(j).
Finally, we observe that due to the property (1.5.1), we have
σ−1L(P2) = L(P1).
Thus, we can form the maximal isotropic subalgebra I = I(P1,P2, σ
−1), and consider the
order A = A(V, I(P1,P2, σ
−1)) on C.
Explicitly, the subalgebra I = I(P1,P2, σ
−1) consists of pairs of matrices (a, b) satisfy-
ing the following conditions
(1) j < i, (j, i) 6∈ Π1 =⇒ aij = 0,
(2) (i, j) ∈ Π1 or i = j =⇒ aij = bσ(i)σ(j), aji = bσ(j)σ(i),
(3) (i, j) ∈ Sm, (i, j) 6∈ Π2 =⇒ bij = 0.
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It will be convenient to use the following description of Pi. Let B
+
1 = B
+ (resp.,
B−2 = B
−) be the subalgebras of upper-triangular (resp., lower-triangular) matrices, and
set
B±2 = σ
m−1
0 B
±,
so that a ∈ B+2 (resp., a ∈ B
−
2 ) if and only if aij = 0 for (j, i) ∈ Sm (resp., for (i, j) ∈ Sm).
Let us also set for i = 1, 2,
A+i =
∑
α∈Πi
〈eα〉, A
−
i =
∑
α∈Πi
〈e−α〉.
Then we have
P1 = B
+
1 +A
−
1 , P2 = B
−
2 +A
+
2 .
Let us also introduce the following subspaces in Matn(k):
M(O(−1)) := 〈eij | i < m, j ≥ m〉, M(O) := 〈eij | i < m, j < m or i ≥ m, j ≥ m〉,
M(O(1)) := 〈eij | i ≥ m > j〉,
and let πO(−1), πO and πO(1) be the corresponding coordinate projectors on Matn(k). Also
let N±i be the unipotent radicals in B
±
i , and let H ⊂ Matn(k) denote the subspace of
diagonal matrices. We denote by π
B
±
i
, π
N
±
i
, π
A
±
i
and πH the coordinate projectors to
these subspaces. Note that all these projectors commute, and we have
π
B
+
1
πO(1) = πB−
2
πO(1) = 0.
Also, we have
π
B
±
1
πO = πB±
2
πO.
Lemma 1.6.1. The operators
θ+ := σπ
A
+
1
πO, θ
− := σ−1π
A
−
2
πO
are nilpotent.
Proof. Let us check this for θ+ (for θ− the argument is the same). We have θ+(eij) = 0
unless i < j < m or m ≤ i < j, and (i, j) ∈ Π1. If these conditions are satisfied then
θ+(eij) = πO(eσ(i)σ(j)),
which is either 0 or eσ(i)σ(j). Since there exists a positive power k such that (σ
k(i), σk(j)) 6∈
Π1, the assertion follows. 
Lemma 1.6.2. One has h0(A) = 1. Hence, A is a symmetric spherical order over C
with the center OC.
Proof. A global section of A is an n× n matrix a = (aij), with aij ∈ H
0(O(ǫi− ǫj)), such
that (a(0), a(∞)) belongs to I. Thus, we can write a = a0 + a1t, where
πO(−1)a0 = 0, a1 ∈M(O(1)).
Here t is the standard coordinate on P1, so that (1, t) is a basis of H0(P1,O(1)). Note
that
a(0) = a0 ∈ P1, a(∞) = πOa0 + a1 ∈ P2
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and we have
πHa(0) = σ
−1πHa(∞), πA±
1
a(0) = σ−1π
A
±
2
a(∞).
Since π
B
+
1
πO(1) = 0, a0 = πOa0 + πO(1)a0 and a1 ∈M(O(1)), we have
π
B
+
1
a0 = πB+
1
πOa0 = πB+
1
πOa(∞) = πB+
2
πOa(∞) = πOπA+
2
a(∞) + πHa(∞).
(1.6.1)
Next, let us analyze the condition
π
A
−
1
a0 = σ
−1π
A
−
2
a(∞).
We have π
A
−
2
a1 = 0 since a1 ∈M(O(1)), hence,
π
A
−
2
a(∞) = π
A
−
2
πOa0 = πA−
2
π
N
−
2
πOa0 = πA−
2
π
N
−
1
πOa0.
Since a0 ∈ P1, we have πN−
1
a0 = πA−
1
a0. Thus, the above equation gives
π
A
−
1
a0 = σ
−1π
A
−
2
πOπA−
1
a0,
or equivalently,
(1− θ−)π
A
−
1
a0 = 0.
Since θ− is nilpotent by Lemma 1.6.1, we conclude that π
A
−
1
a0 = 0 and hence πA−
2
a(∞) =
0.
Next, we similarly analyze the relation
π
A
+
2
a(∞) = σπ
A
+
1
a0.
Namely, using (1.6.1) we get
π
A
+
1
a0 = πA+
1
πOπA+
2
a(∞),
so the above relation gives
(1− θ+)π
A
+
2
a(∞) = 0,
hence, π
A
+
2
a(∞) = 0. Since a(∞) ∈ B−2 +A
+
2 , we obtain that
π
N
+
2
a(∞) = π
A
+
2
a(∞) = 0.
Now using (1.6.1) together with the fact that a0 ∈ B
+
1 +A
−
1 we deduce that
a0 = πB+
1
a0 = πHa(∞).
In particular, a0 ∈ H. Since a(∞) = a0 + a1, we get that
π
N
+
2
a1 = πN+
2
a(∞) = 0.
But a1 ∈M(O(1)) ⊂ N
+
2 , so we deduce that a1 = 0.
Thus, a(∞) = a0 ∈ H satisfies a0 = σ
−1a0. Since σ is transitive, this is possible only
when a0 is a scalar matrix. This proves that h
0(A) = 1, so we can apply Proposition
1.4.3. 
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1.7. Computation of the solution of the AYBE. Now we are ready to prove our first
main result. Note that although the classification of trigonometric solutions was obtained
over C, below we work over any algebraically closed field of characteristic 0.
Theorem 1.7.1. Let A be the spherical order on C constructed in Sec. 1.6 from associa-
tive BD data (σ0, σ,Γ1,Γ2). Then the solution of the AYBE associated with the pair of
families
(A⊗L), (V ⊗Op),
where L runs through degree 0 line bundles on C, is equivalent to the trigonometric solu-
tion (1.5.3) associated with the data (σ0, σ
−1,Γ2,Γ1).
Proof. Recall that line bundles of degree 0 on C are parametrized by Gm: for each λ ∈ k
∗
we have a line bundle Lλ obtained by descending the trivial line bundle on P
1 and using
the identification of fibers
OP1 |0 = k
·λ
✲ k = OP1 |∞.
Hence, for x ∈ P1, x 6= 0,∞, the space H0(A⊗Lλ(x)) can be identified with the space of
n× n matrices a = (aij) with aij ∈ H
0(O(ǫi − ǫj)(x)), such that
(λ · aij(0), aij(∞)) ∈ I.
Thus, we can write
a =
−xa0 + a1t+ a2t
2
t− x
,
where
πO(−1)a1 = 0, a2 ∈M(O(1)).
This implies that
b := Rest=x a ·
dt
t
= −a0 + a1 + a2x. (1.7.1)
Furthermore, we have
a(0) = a0 ∈ P1, a(∞) = −xπO(−1)a0 + πOa1 + a2 ∈ P2,
λ · πHa(0) = σ
−1πHa(∞), λ · πA±
1
a(0) = σ−1π
A
±
2
a(∞).
We are going to express a in terms of b (for generic λ and x). To this end we will use a
strategy similar to the proof of Lemma 1.6.2. First, we observe that since π
B
+
1
πO(1) = 0
and πOa(∞) = πOa1, we have
π
B
+
1
a1 = πB+
1
πOa1 = πB+
1
πOa(∞) = πB+
1
πOπB+
2
a(∞) = π
B
+
1
πOπA+
2
a(∞) + πHa(∞)
(1.7.2)
Since a2 ∈M(O(1)), we deduce that
π
B
+
1
a0 = πB+
1
(−b+ a1) = πB+
1
(−b+ πOπA+
2
a(∞)) + πHa(∞). (1.7.3)
Next, we analyze the relation
π
A
−
1
a0 = λ
−1σ−1π
A
−
2
a(∞).
Since π
A
−
2
πO(1) = 0, we have
π
A
−
2
a(∞) = π
A
−
2
(−xπO(−1)a0 + πOa1).
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Note that (1.7.1) implies
πO(−1)a0 = −πO(−1)b, −πOa0 + πOa1 = πOb.
Thus, we have
π
A
−
2
a(∞) = π
A
−
2
(xπO(−1)b+ πOb+ πOa0).
Further, we have a0 ∈ B
+
1 +A
−
1 , so
π
A
−
2
πOa0 = πA−
2
π
N
−
2
πOa0 = πA−
2
π
N
−
1
πOa0 = πA−
2
π
A
−
1
πOa0.
Thus, we obtain
π
A
−
1
a0 = λ
−1σ−1π
A
−
2
(xπO(−1)b+ πOb+ πOπA−
1
a0),
or equivalently,
π
A
−
1
a0 = (1− λ
−1θ−)−1λ−1σ−1π
A
−
2
(xπO(−1)b+ πOb). (1.7.4)
Similarly, we look at the relation
π
A
+
2
a(∞) = λ · σπ
A
+
1
a0.
Using (1.7.3) we can rewrite this as
π
A
+
2
a(∞) = λ · σπ
A
+
1
(−b+ πOπA+
2
a(∞))
and we get
π
A
+
2
a(∞) = −λ(1− λθ+)−1σπ
A
+
1
b.
Using (1.7.3) again, we get
π
N
+
1
a0 = −πN+
1
b− λπO(1− λθ
+)−1σπ
A
+
1
b, (1.7.5)
while
πHa0 = −πHb+ πHa(∞) = −πHb+ λσπHa0,
so that
πHa0 = −(1− λσ)
−1πHb (1.7.6)
(we assume that λ is generic, so 1 − λσ is invertible). Note that since a0 ∈ B
+
1 + A
−
1 ,
formulas (1.7.4), (1.7.5) and (1.7.6) completely determine a0.
Next, we have
a2 = πO(1)a(∞) = πO(1)πA+
2
a(∞) = λπO(1)σπA+
1
a0,
so using (1.7.5) we get
a2 = −λπO(1)(1− λθ
+)−1σπ
A
+
1
b. (1.7.7)
Finally, we have
a1 = b+ a0 − xa2.
To compute the solution of the AYBE, we have to evaluate a at another point y and
express the result in terms of b:
a(y) = −
x
y − x
a0 +
y
y − x
a1 +
y2
y − x
a2 = a0 +
y
y − x
b+ ya2.
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Taking into account (1.7.4), (1.7.5), (1.7.6) and (1.7.7), we can rewrite our formula as
follows:
a(y) = φ(b) := φ0(b) + φ−(b)− φ+(b) + x · ψ−(b)− y · ψ+(b).
where
φ0(b) =
y
y − x
b− π
N
+
1
b− (1− λσ)−1πHb,
φ−(b) = (1− λ
−1θ−)−1λ−1σ−1π
A
−
2
πOb,
φ+(b) = λπO(1− λθ
+)−1σπ
A
+
1
b,
ψ−(b) = (1− λ
−1θ−)−1λ−1σ−1π
A
−
2
πO(−1)b,
ψ+(b) = λπO(1)(1− λθ
+)−1σπ
A
+
1
b.
Finally, we can simplify this formula. First, we claim that
π
A
+
1
πOσπA+
1
= π
A
+
1
σπ
A
+
1
.
Indeed, since σ(α) ∈ Π2, this follows immediately from the inclusion
Π1 ∩ Π2 ⊂M(O).
Hence, we have
(1− λθ+)−1λσπ
A
+
1
=
∑
m≥1
λm(σπ
A
+
1
)m.
Similarly, we see that
π
A
−
2
πOσ
−1π
A
−
2
= π
A
−
2
σ−1π
A
−
2
,
hence,
(1− λ−1θ−)−1λ−1σ−1π
A
−
2
=
∑
m≥1
λ−m(σ−1π
A
−
2
)m.
The associative r-matrix is given by
r =
∑
i,j
eji ⊗ φ(eij).
Let us set z = x/y. Then we have
φ0(b) =
1
1− z
b− π
N
+
1
b− (1− λσ)−1πHb =
z
1− z
∑
α>0
eα +
1
1− z
∑
α<0
eα +
1
1− z
∑
i
hi − (1− λ
n)−1
∑
i
n−1∑
k=0
λkhσk(i).
We can further rewrite
− (1− λn)−1
∑
i
n−1∑
k=0
λkhσk(i) = (1− λ
−n)−1
∑
i
n−1∑
k=0
λ−n+khσk(i) =
− hi + (1− λ
−n)−1
∑
i
n−1∑
k′=0
λ−k
′
hσ−k′ (i).
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Hence, ∑
i,j
φ0(eij)⊗ eji =
z
1− z
∑
α>0
e−α ⊗ eα +
1
1− z
∑
α>0
eα ⊗ e−α
+
z
1− z
∑
i
hi ⊗ hi + (1− λ
−n)−1
∑
i
n−1∑
k′=0
λ−k
′
hi ⊗ hσ−k′ (i) = rconst(λ
−1, z).
Next, we have πA−
2
πOe−α 6= 0 precisely when α ∈ Π2 and α > 0. Thus,∑
i,j
eji ⊗ φ−(eij) =
∑
α∈Π2,α>0,k≥1
λ−keα ⊗ (σ
−1π
A
−
2
)ke−α,
On the other hand, πA−
2
πO(−1)e−α 6= 0 precisely when α ∈ Π2 and α < 0. Thus,∑
i,j
eji ⊗ ψ−(eij) =
∑
α∈Π2,α<0,k≥1
λ−keα ⊗ (σ
−1π
A
−
2
)ke−α.
Next, again using the fact that for β ∈ Π2 one has β ∈ M(O) if and only if β > 0, we
see that for k ≥ 1 the condition πO(σπA+
1
)keα 6= 0 is equivalent to
α ∈ Π1, σ(α) ∈ Π1, . . . , σ
k−1(α) ∈ Π1, and σ
k(α) > 0.
Hence, ∑
i,j
eji ⊗ φ+(eij) =
∑
α∈Π1,k≥1,σk(α)>0
λke−α ⊗ (σπA+
1
)keα
=
∑
β∈Π2,β>0,k≥1
λk(σ−1π
A
−
2
)ke−β ⊗ eβ.
Similarly, for k ≥ 1, the condition πO(1)(σπA+
1
)keα 6= 0 is equivalent to
α ∈ Π1, σ(α) ∈ Π1, . . . , σ
k−1(α) ∈ Π1, and σ
k(α) < 0.
Thus, we can rewrite∑
i,j
eji ⊗ ψ+(eij) =
∑
α∈Π1,k≥1,σk(α)<0
λke−α ⊗ (σπA+
1
)keα
=
∑
β∈Π2,β<0,k≥1
λk(σ−1π
A
−
2
)ke−β ⊗ eβ.
Combining the above computations we obtain
r(λ; x, y) = rσ−1,Γ2,Γ1(λ
−1; x, y).

Remark 1.7.2. 1. As shown in [10], the A∞-category split generated by a pair of 1-
spherical objects is completely determined by the corresponding formal solution of the
AYBE. Since the pair of objects (A, V ⊗Ox) split generates the perfect derived category of
right A-modules Perf(A) (see [13, Lem. 3.2.1]), this means that whenever we have a pair
of 1-spherical objects in some A∞-category C, giving rise to a nondegenerate trigonometric
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solution of the AYBE, we get a fully faithful embedding of Perf(A) into C. In particular,
this applies to a pair of the form (V,Ox) on the wheel of n projective lines Gn (aka standard
n-gon), where V is a simple vector bundle on Gn, since as was shown in [12] such a pair
gives rise to the trigonometric solution corresponding to some BD data (σ0, σ,Γ1,Γ2) with
commuting σ0 and σ1. This suggests that the corresponding spherical order A should be
isomorphic to p∗ End(V), where p : Gn → C is the natural morphism contracting all the
components not containing the point x ∈ Gn.
2. For each associative BD data we constructed in [10] a pair of 1-spherical objects in
the Fukaya category F(Σ) of a certian square-tiled (noncompact) surface Σ, giving rise
to the corresponding trigonometric solution of the AYBE. It follows that there is a fully
faithful functor from Perf(A) to F(Σ). It is plausible that it is in fact an equivalence. In
the case when Σ has genus 1, this follows from [10, Prop. 2.3.6].
1.8. More on symmetric spherical orders. Recall that an order A over an integral
projective curve C is called weakly spherical if h0(C,A) = h1(C,A) = 1.
Part (i) of the following result is somewhat analogous to [4, Lem. 3.16].
Proposition 1.8.1. Let A be a weakly spherical order of rank n2 over an integral projec-
tive curve C, where n ≥ 2, and let ν : Cn → C be the normalization map.
(i) The genus of Cn is ≤ 1. Furthermore, if Cn is of genus 1 then there exists a simple
vector bundle V on Cn such that A ≃ ν∗End(V).
(ii) Assume that Cn ≃ P1. Then there exists a vector bundle V on P1 of one of the two
types,
(1) V = O⊕m ⊕O(1)⊕(n−m),
(2) V = O ⊕O(1)⊕(n−2) ⊕O(2),
and an embedding of orders A ⊂ ν∗End(V) such that the quotient is a torsion sheaf T of
length n2. Conversely, any such suborder A with h0(A) = 1 is weakly spherical.
Proof. (i) Set An := ν∗A/ tors. Then A is a subsheaf of ν∗A
n and the quotient ν∗A
n/A is
a torsion sheaf. This implies that h1(An) = h1(ν∗A
n) ≤ 1. Let B be a maximal order on
Cn such that An ⊂ B and the quotient is a torsion sheaf. Such a maximal order always
exists (see e.g., [5, Prop. 4.5]). Since k is algebraically closed, there exists a vector bundle
V on Cn such that B ≃ End(V) (see [5, Cor. 13.2]). Note that h1(B) ≤ h1(An) ≤ 1
since B/An is torsion. Thus, dimExt1(V,V) ≤ 1. By Serre duality, this is equivalent to
dimHom(V,V ⊗ ωCn) ≤ 1. This is possible only when C
n is rational or an elliptic curve.
Assume now that Cn is an elliptic curve. Then we get that V is a simple vector bundle,
so h0(B) = h1(B) = 1. Now we have an exact sequence
0→ A→ ν∗End(V)→ T → 0 (1.8.1)
where T is a torsion sheaf. Then
ℓ(T ) = χ(T ) = χ(End(V))− χ(A) = 0,
so T = 0.
(ii) As in part (i), we have an embedding An ⊂ B = End(V), where h1(B) ≤ 1. The
condition dimHom(V,V(−2)) ≤ 1 immediately implies that up to tensoring with a line
bundle, V is of one of the types (1) or (2).
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We again have an exact sequence (1.8.1), which gives
ℓ(T ) = χ(T ) = χ(End(V))− χ(A) = χ(EndV) = n2.
Conversely, assume we have a suborder A ⊂ ν∗End(V) such that h
0(A) = 1 and the
quotient has length n2. Then we get χ(A) = 0, so h1(A) = 1. 
Now let us specialize to the case when C is the irreducible nodal curve of arithmetic
genus 1 and the case of symmetric spherical orders.
Proposition 1.8.2. Let A be a symmetric spherical order of rank n2 on the irreducible
nodal curve C of arithmetic genus 1. Then A arises by the construction of Lemma 1.3.2
from some vector bundle V of rank n over P1 and a maximal isotropic subalgebra I ⊂
End(V|0)⊕End(V|∞). Furthermore, replacing V by V(i), we can achieve that V ≃ O
⊕m⊕
O(1)⊕(n−m).
Proof. First, as in Proposition 1.8.1(ii), we get an embedding of orders A ⊂ ν∗End(V),
with the quotient T of length n2. Next, we are going to use the nonzero map τ : A → OC ,
such that τ(xy) = τ(yx). We claim that after rescaling τ by a nonzero constant, we have
a commutative diagram
A ✲ ν∗End(V)
OC
τ
❄
✲ ν∗OP1
tr
❄
(1.8.2)
Indeed, looking at the generic point we see that tr = f · τ for some nonzero rational
function f on C. Comparing the values on 1 ∈ H0(A) we get
n = f · τ(1).
But τ(1) is a global function on OC , hence a constant. Therefore, f is also a constant.
Now let
I ⊂ ν∗End(V)q = End(V|0)⊕ End(V|∞)
denote the image of A|q. Clearly this is a subalgebra. By the commutativity of diagram
(1.8.2), we get that tr(a) = tr(b) for (a, b) ∈ I. Hence, I is an isotropic subalgebra, in
particular, dim I ≤ n2. Hence, the exact sequence
0→ I → End(V|0)⊕ End(V|∞)→ T/mqT → 0
shows that dimT/mqT ≥ n
2. But T has length ≤ n2, so this is possible only if mqT = 0,
ℓ(T ) = n2 and dim I = n2. Thus, I is maximal isotropic and A = A(V, I), and twisting
V, we can achieve that V ≃ O⊕m ⊕O(1)⊕(n−m). 
18
2. Sheaves of Lie algebras and the CYBE
2.1. Formal solutions of the CYBE and Manin triples. The results of this subsec-
tion are well known to the experts. We refer to [9, ch. 6,7] for some background. For a
Lie algebra g over C, we consider the classical Yang-Baxter equation of the form
[r12(x1, x2), r
13(x1, x3)] + [r
12(x1, x2), r
23(x2, x3)] + [r
13(x1, x3), r
23(x2, x3)],
(2.1.1)
where r(x1, x2) takes values in g ⊗ g. Classically r(x1, x2) is viewed as a meromorphic
function where x1 and x2 vary in some open domain in C (see [3]). In the case when r
depends only on the difference x1 − x2, we get the equation (0.0.1). If g is a Lie algebra
of a field k then one can also assume that x1 and x2 vary in a smooth curve U over k,
and assume that r(x1, x2) is a rational function on U × U . The CYBE is often coupled
with the unitarity condition
r21(x2, x1) = −r(x1, x2). (2.1.2)
For a Lie algebra g over a field k it makes sense to consider the following formal solutions
of (2.1.1) of the form
r(x1, x2) ∈ g⊗ g((x1))[[x2]]
and impose the equation (2.1.1) in
U(g)⊗3 ⊗R,
where R = k((x1))((x2))[[x3]]. Indeed, to make sense of the equation we use the natural
embeddings
k((x2)) ⊂ k((x1))((x2)), k((x1)) ⊂ k((x1))((x2)), k((x1))[[x2]] ⊂ k((x1))((x2))
and view each rij(xi, xj), for i < j as an element of U(g)
⊗3 ⊗ R.
Let us assume in addition that g is a finite dimensional and is equipped with an invariant
nondegenerate symmetric pairing (·, ·), and let Ω ∈ g ⊗ g be the corresponding Casimir
element. Let us consider r of the form
r(t, u) =
Ω
t− u
+ rreg, rreg ∈ g⊗ g[[t, u]], (2.1.3)
where 1
t−u
:=
∑
m≥0 t
−m−1um ∈ k((t))[[u]]. Then we can impose the unitarity condition
r21reg(t, u) = −rreg(u, t).
To a formal unitary solution r of (2.1.1) of the form (2.1.3) we can associate a Lie
subalgebra
g(r) ⊂ g((t))
as follows. Consider the expansion
r21(t, u) =
∑
n≥0
cn(t)u
n ∈ g⊗ g((t))[[u]],
where cn ∈ g⊗ g((t)). Then
g(r) := span{(φ⊗ id)cn(t) | φ ∈ g
∗, n ≥ 0} ⊂ g((t)).
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It is clear that g(r) is a complementary subspace to g[[t]]. The fact that it is a Lie
subalgebra follows from the CYBE (see Proposition 2.1.1 below).
Let us equip g((t)) with the invariant nondegenerate form
〈X(t), Y (t)〉 := Res0((X(t), Y (t))dt).
Proposition 2.1.1. In the above situation g(r) is an isotropic Lie subalgebra of g((t)) and
g((t)) = g(r)⊕ g[[t]].
In other words, (g((t)), g(r), g[[t]]) is an (infinite-dimensional) Manin triple. Furthermore,
the above construction establishes a bijection between the set of formal unitary solutions
of the CYBE of the form (2.1.3) and Manin triples of the form (g((t)), L, g[[t]]).
Proof. Using the same arguments as in [9, Prop. 6.2], one checks that starting from a
formal solution r of the CYBE of the form (2.1.3) we get a Lie subalgebra g(r) ⊂ g((t)).
Furthermore, the condition that g(r) is isotropic is equivalent to r being unitary.
Conversely, given a Lie subalgebra L ⊂ g((t)), complementary to g[[t]], we define cn ∈
g⊗ g((t)), for n ≥ 0, from the condition
cn =
∑
Xi ⊗ c
i
n,
where (Xi) is an orthonormal basis of g, and c
i
n is the unique element of L, such that
cin ≡
Xi
tn+1
mod g[[t]].
Then for r(t, u) =
∑
n≥0 c
21
n (t)u
n the CYBE is equivalent to the vanishing of
CYBE(r) =
∑
i,j,n,m
[cin(x1), c
j
m(x2)]⊗Xi ⊗Xj · x
n
2x
m
3 +∑
i,j,n,m
cin(x1)⊗ [Xi, c
j
m(x2)]⊗Xj · x
n
2x
m
3 +
∑
i,j,n,m
cin(x1)⊗ c
j
m(x2)⊗ [Xi, Xj] · x
m+n
3 .
It is easy to check that in fact CYBE(r) is regular, i.e., belongs to g⊗3[[x1, x2, x3]]. On the
other hand, the above formula shows that
CYBE(r) ∈ L⊗ g⊗2[[x2, x3]],
where we view L as a subspace of g((x1)). Since L ∩ g[[x1]] = 0, this is possible only if
CYBE(r) = 0.
It is easy to see that the above two constructions are inverses of each other. 
2.2. Spherical sheaves of Lie algebras and Manin triples. Let C be an integral
projective curve over k. We consider the following Lie analog of Definition 1.2.1.
Definition 2.2.1. Let L be a coherent sheaf of Lie algebras on C. We say that L is
symmetric spherical if L is acyclic, i.e., H∗(C,L) = 0, and there exists a symmetric
O-bilinear invariant pairing
κ : L ⊗ L → ωC
inducing an isomorphism
νκ : L → Hom(L, ωC) : x 7→ (y 7→ κ(x, y)).
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The invariance of κ means
κ([x, y], z) = κ(x, [y, z]).
Note that L is automatically torsion free since it has no global sections. Hence, L is
locally free over the smooth locus of C.
Lemma 2.2.2. In Definition 2.2.1, instead of requiring that νκ is an isomorphism globally,
it is enough to assume that νκ is generically an isomorphism.
Proof. It is well known that for a torsion free sheaf F on C with H0(C,F) = 0 one has
Ext>0(F , ωC) = 0 (see e.g., the proof of [13, Prop. 3.2.2]). Hence, by Serre duality, one
has
χ(Hom(L, ωC)) = −χ(L) = 0.
Now suppose νκ is generically an isomorphism. Then it is injective with the quotient Q
which is a torsion sheaf. But we should have χ(Q) = 0, so Q = 0. 
We have a natural construction of Manin triples from symmetric spherical Lie algebras.
Proposition 2.2.3. Let (L, κ) be a symmetric spherical sheaf of Lie algebras on C, and
let p be a smooth point. We denote by Oˆ the completion of the local ring OC,p and by K
its field of fractions. Let us consider the completion Lˆp which is a Lie algebra over Oˆ,
and let us set
LK := Lˆp ⊗Oˆ K.
Note that κ induces a pairing
κK : LK ⊗K LK → ωC,p ⊗K.
Let us equip LK with the symmetric bilinear form Resp ◦κK . Then
(LK ,L(C − p), Lˆp)
is a Manin triple.
Proof. The nongeneracy of the form Resp ◦κK follows from the nondegeneracy of κ near
p. It is clear that L(C − p) and Lˆp are Lie subalgebras in LK , and that Lˆp is isotropic.
The restriction of κK to L(C − p) is given by the residue at p of a section of ωC(C − p),
so it is zero. Finally, the fact that cohomology of L vanish is equivalent to the direct sum
decomposition
LK = L(C − p)⊕ Lˆp.

Corollary 2.2.4. In the situation of Proposition 2.2.3, assume that g := L|p is a simple
Lie algebra over k. Then there exists an isomorphism of Oˆ-linear Lie algebras
Lˆp ≃ g⊗ Oˆ,
and an Oˆ-generator η ∈ ωˆC,p = ωC,p ⊗ Oˆ such that
κK(X ⊗ f, Y ⊗ g) = (X, Y )gfgη.
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Thus, if we choose a formal parameter t at p, such that η = dt, then we get a Manin triple
(g((t)),L(C − p), g[[t]),
where we identify L(C − p) with a subspace in LK ≃ g((t)).
Proof. The existence of a trivialization follows from the fact that g has no nontrivial
formal deformations. The g-invariant Oˆ-linear pairing
κOˆ : g⊗ g⊗ Oˆ → ωˆC,p
corresponds to a g-invariant element of (g⊗g)∗⊗k ωˆC,p, which necessarily has form (·, ·)⊗η.
The fact that η is a generator follows from the nondegeneracy of κ near p. 
Now assume that L is a symmetric spherical sheaf of Lie algebras on C, equipped with
a trivialization L ≃ g⊗O over some smooth open subset U ⊂ C, where g is a simple Lie
algebra. There is a more direct construction of a classical r-matrix from this data which
leads to the same Manin triple as above (this construction is discussed in detail in [4]).
Let us define a g⊗ g-valued rational function r on U × U with the pole of order 1 along
the diagonal as follows. Note that the restriction of κ to U has form
κK(X ⊗ f, Y ⊗ g) = (X, Y )gfgη
for a uniquely defined everywhere nonvanishing 1-form η over U . For each x ∈ U , the
map
Resx : H
0(C,L(x))→ g : s 7→ Resx(s · η)
is an isomorphism, so for y ∈ U , y 6= x, we can define a map
φ(x, y) : g→ g
as the composition of Res−1x with the evaluation at y. Using the nondegenerate form on
g we convert it into r(x, y) ∈ g⊗ g:
r(x, y) =
∑
i
φ(x, y)(ei)⊗ ei,
where (ei) is an orthonormal basis of g. Another way to state this construction is by
considering the residue map
H0(C × U,L⊠ L(∆U))
∼
✲ H0(∆U ,L|U ⊗L|U ⊗ ω
−1
U ) ≃ g⊗ g⊗H
0(U, ω−1U ),
where ∆U ⊂ U×U ⊂ C×U is the diagonal divisor, and define r as the preimage of Ω⊗η,
where Ω ∈ g⊗ g is the Casimir element.
The r-matrix r(x, y) satisfies the CYBE (2.1.1) and the unitarity (2.1.2). Let us fix a
point p ∈ U , and let t be the formal parameter at p such that η = dt. We can expand
r(x, y) near (p, p) into a series in g ⊗ g((t))[[u]] and consider the corresponding isotropic
subalgebra g(r) ⊂ g((t)). It is easy to check that
g(r) = L(C − p) ⊂ g((t)).
Now we will show how to recover a symmetric spherical sheaf of Lie algebras from a
Manin triple. As before we assume that p is a smooth point on an integral projective
curve C, Oˆ is the completion of OC,p and K is its field of fraction.
We will use the following simple fact from geometry of singular curves.
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Lemma 2.2.5. Let η be a rational 1-form on C such that for any f ∈ O(C − p) one has
Resp(fη) = 0. Then η ∈ ωC(C − p).
Proof. Let ν : C˜ → C be the normalization. It is well known that sections of ωC(C − p)
can be identified with rational 1-forms ξ on C˜, regular at all smooth points of C − p and
such that for every singular point q ∈ C and every φ ∈ OC,q one has∑
q˜∈ν−1(q)
Resq˜(φξ) = 0. (2.2.1)
First, we claim that η is regular at any smooth point p′ of C − p. Indeed, assume η
has a pole of order m at p′. For any N > 0, we can find a function f˜ ∈ O(C˜ − p) which
vanishes to order m− 1 at p′, and vanishes to order N at all other points of C˜ − p where
η has poles and at preimages of all singular points of C. For sufficiently large N , such
a function is necessarily the pull-back of a regular function f on C − p. But for such f
we will have Resp′(fη) 6= 0. Since by assumption Resp(fη) = 0, we get that the sum of
residues of fη is nonzero, which is a contradiction.
Next, we need to check condition (2.2.1) for ξ = η. Note that this condition depends
only on φ modulo some power of the maximal ideal in OC,q. Now suppose for some q there
exists φ ∈ OC,q such that equality (2.2.1) does not hold. We can find a regular function
f ∈ O(C − p) that agrees with φ modulo sufficiently high order of the maximal ideal of
OC,q, and at the same time belongs to sufficiently high power of the maximal ideal in
OC,q′ for every other singular point q
′ of C. Since Resp(fη) = 0, we will again obtain that
the sum of all residues of fη is nonzero, which is a contradiction. 
Proposition 2.2.6. Let g be a finite dimensional Lie algebra with a nondegenerate sym-
metric pairing, and assume that we have a Manin triple (g⊗K,L, g⊗ Oˆ), where g⊗K
is equipped with the pairing
(X ⊗ f, Y ⊗ g) = (X, Y ) · Resp(fgη),
for some nonzero rational 1-form η on C, regular and nonvanishing at p.
(i) Assume that L is contained in g⊗KC , where KC is the field of rational functions on C
and that L is stable under the multiplication by O(C−p). Then L comes from a symmetric
spherical sheaf of Lie algebras L on C, equipped with a trivialization Lˆp ≃ g⊗ Oˆ.
(ii) Assume that α ∈ Aut(g) is an automorphism of finite order h, and KC ⊂ KC′ is a
cyclic extension of degree h corresponding to a cyclic covering C ′ → C, unramified at p.
Let us fix a point q ∈ C ′ over p and let us consider the induced embedding ιq : KC′ →֒ K.
We let Z/h act on g⊗KC′ by α⊗ζ, where ζ is a generator of the Galois group of KC′/KC.
Then we have a Z/h-equivariant embedding
KC′ → K[Z/h] : f 7→
∑
m
ιq(ζ
mf)⊗ ζ−m
and the induced embedding of Lie algebras
(g⊗KC′)
Z/h ⊂ (g⊗K[Z/h])Z/h ≃ g⊗K. (2.2.2)
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Assume that L is contained in (g ⊗ KC′)
Z/h and is stable under the multiplication with
O(C − p). Then our Manin triple still comes from a symmetric spherical sheaf of Lie
algebras L on C, equipped with a trivialization Lˆp ≃ g⊗ Oˆ.
Proof. (i) Set A = O(C − p). Let us consider on g⊗K the increasing filtration Fn by the
order of pole. Then we have the induced filtration Fn ∩ L, and the A-module structure
on L is compatible with this filtration and with the pole order filtration (FnA) on A. Let
us consider the graded module
⊕
n Fn ∩ L over R(A) :=
⊕
n FnA. Note that ProjR(A)
is naturally isomorphic to C. Thus, from our graded module we get a coherent sheaf L
on C, which is a subsheaf of the constant sheaf g⊗KC . Furthermore, we have a natural
isomorphism L→ L(C− p) (compatible with embeddings into g⊗KC) sending Fn∩L to
H0(C,L(np)). Note that F0 ∩ L = L ∩ g⊗ Oˆ = 0, while for every n > 0 the natural map
(Fn ∩ L)/Fn−1 ∩ L→ g⊗O(np)|p
is an isomorphism. We have a commutative diagram
(Fn ∩ L)/Fn−1 ∩ L
∼
✲ g⊗O(np)|p
H0(C,L(np))/H0(C,L((n− 1)p))
❄
✲ L(np)|p
❄
which shows that the left vertical arrow is injective. Hence, for every n ≥ 0, Fn ∩ L =
H0(C,L(np)).
The embedding L ⊂ g⊗K induces an isomorphism L⊗K ≃ g⊗K (this follows from
the fact L → g ⊗ K/Oˆ is surjective), hence the embedding L → g ⊗ KC induces an
isomorphism L ⊗KC ≃ g ⊗KC , which is compatible with the pole/zero order filtration.
Hence, it induces isomorphisms
L ⊗K ≃ g⊗K, L ⊗ Oˆ ≃ g⊗ Oˆ.
This also implies that the complex L→ g⊗K/g⊗ Oˆ computes the cohomology of L, so
H∗(C,L) = 0.
Since the Lie bracket is compatible with filtrations, it induces an O-linear Lie algebra
structure on L. Finally, we claim that the restriction of the K-bilinear pairing
(·, ·)K : (g⊗K)× (g⊗K)→ ωC,p ⊗K : (X ⊗ f, Y ⊗ g) 7→ (X, Y ) · fgη
to L takes values in ωC(C−p). Indeed, since L ⊂ g⊗KC , the induced pairing on L takes
values in rational 1-forms on C. Now we use the fact that L is closed under multiplication
with O(C − p) and is isotropic with respect to Resp(·, ·)K, so for any l1, l2 ∈ L and any
f ∈ O(C − p) we have
Resp(f · (l1, l2)K) = Resp(fl1, l2)K = 0.
By Lemma 2.2.5, this implies that (l1, l2)K ∈ ωC(C − p).
Furthermore, the induced O(C − p)-bilinear pairing
L⊗ L→ ωC(C − p)
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is compatible with the pole filtrations, so it induces a regular pairing
κ : L ⊗ L → ωC .
Since it is nondegenerate at p, by Lemma 2.2.2, L is symmetric spherical.
(ii) The proof is almost exactly the same as in (i). Note that the embedding iq : KC′ → K
induces a pole/zero order filtration on KC′ such that the completion gives K. Hence,
embedding (2.2.2) also induces an isomorphism of completions. The only additional fact
we use is that the restriction of the pairing (·, ·)K to (g⊗KC′)
Z/h takes values in rational
1-forms on C which is easy to check. 
2.3. Belavin-Drinfeld’s classification. Here we work over C.
It is shown in [3] that every nondegenerate solution of the CYBE (2.1.1) (meromorphic
on U ×U for some domain U ⊂ C) is equivalent to a solution r(x1, x2) that depends only
on the difference x1 − x2, so below we consider only such solutions.
Let us recall the formula for nondegenerate trigonometric solutions of the CYBE from
[2]. Let g be a simple Lie algebra equipped with a Coxeter automorphism A of order h,
We have the corresponding Z/hZ-grading g =
⊕
j∈Z/hZ gj , where
gj = {x ∈ g | Ax = e
j· 2pii
h x}.
We also set h = g0.
Let Γ ⊂ h∗ be the corresponding set of simple weights. A Belavin-Drinfeld triple (BD-
triple) (Γ1,Γ2, τ) consists of two subsets Γ1,Γ2 ⊂ Γ and a bijection τ : Γ1 → Γ2 preserving
the scalar products. In addition, it is required that for any α ∈ Γ the expression τm(α) is
not defined for sufficiently large m.
Let Ωj ∈ gj⊗g−j denote the component of Ω ∈ g⊗g in gj⊗g−j . Note that Ω
21
j = Ω−j .
The trigonometric r-matrix depends also on a continuous parameter r0 ∈ h ⊗ h such
that
r0 + r
21
0 = Ω0
(τα⊗ 1)(r0) + (1⊗ α)(r) = 0, α ∈ Γ1.
Let us extend the operator τ to a bijection τ : Π1 → Π2, where for i = 1, 2, we denote
by Πi ⊂ Γ the set of all weights of the subalgebra generated by eα with α ∈ Γi. Note that
Πi ∩ (−Πi) = ∅ for i = 1, 2. Using this extended τ , the operator ψ : g→ g is defined by
ψ(eα) =
∑
m≥1
eτmα.
The result of Belavin-Drinfeld classification is that
r(z) = r0 +
1
ez − 1
h−1∑
j=0
ejz/hΩj −
h−1∑
j=1
ejz/h(ψ ⊗ id)Ωj +
h−1∑
j=1
e−jz/h(id⊗ψ)Ωj
(2.3.1)
is a unitary solution of the CYBE, and in this way one gets all trigonometric solutions
up to equivalence.
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2.4. Spherical sheaves of Lie algebras over the irreducible nodal curve of arith-
metic genus 1. Now, let C be the irreducible nodal curve of arithmetic genus 1 with the
normalization π : P1 → C, where π(0) = π(∞). We are going to construct a symmetric
spherical sheaf of Lie algebra on C corresponding to each nondegenerate trigonometric
solutions of the CYBE.
Let (g, A) be a simple Lie algebra with an automorphism of finite order, and let h be
the order of A. Let C ′ denote another copy of C, and let C˜ → C and C˜ ′ → C ′ be the
normalizations. We denote by x the coordinate on the (affine part of) C˜ and by y the
coordinate on C˜ ′.
Let us consider the morphism
f : C˜ ′ → C : y 7→ yh
(that factors through C˜), and let ζ : O
C˜′
→ O
C˜′
be the automorphism y 7→ e−2pii/hy. Let
us define the action of Z/h on g⊗ f∗OC˜′ , so that the generator acts by A⊗ ζ . We have a
decomposition
f∗OC˜” =
⊕
j∈Z/h
(f∗OC˜′)j ,
where ζ acts as e2piij/h on the jth summand. In particular, (f∗OC˜′)j = OC˜ . We also
consider the points 0 and ∞ on C˜ ′ and the corresponding divisors (0) and (∞), and for
any m ∈ Z we consider sheaves of OC˜-modules (f∗OC˜′(m(0) +m(∞)))−j.
We use the form η0 =
dx
x
to define a trivialization of ωC . As a smooth point p ∈ C we
take x = 1. We use a formal parameter z at p, such that ez = x. Note that η0 = dz. We
will always identify O(C − p) with a subring of C((z)) using this parameter. Note that
O(C − p) is generated over C by x
(x−1)2
and x
(x−1)3
.
Theorem 2.4.1. Let r(z) be the trigonometric r-matrix (2.3.1) associated with a Belavin-
Drinfeld triple (Γ1,Γ2, τ) and with a continuous parameter r0. Then the corresponding Lie
subalgebra g(r) ⊂ g((z)) is closed under the multiplication with O(C − p) ⊂ C((z)). Hence,
the corresponding Manin triple comes from a symmetric spherical sheaf of Lie algebras L
on C (see Proposition 2.2.6). Furthermore, we have a Z/h-grading L =
⊕
j∈Z/hLj and
I ⊗ g0 ⊂ L0 ⊂ OC˜ ⊗ g0,
(f∗OC˜′(−(h+1)(0)− (h+1)(∞)))−j⊗gj ⊂ Lj ⊂ (f∗OC˜′((h−1)(0)+ (h−1)(∞)))−j⊗gj
for j 6≡ 0, where I ⊂ OC is the ideal of the node.
Recall that for the construction of g(r) we introduce the second copy of the formal
parameter z which we call t. We view KC , as the subfield C(x) ⊂ C((t)), where x = e
t.
Similarly, we view KC′ as the subfield C(y) ⊂ C((t)), where y = e
t/h. It is clear from
(2.3.1) that g(r) ⊂ g⊗KC′ .
We will use the expansion
1
et−u − 1
=
1
xe−u − 1
=
∑
m≥0
amu
m,
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where am ∈ C(x) ⊂ C((t)). For example,
a0 =
1
x− 1
, a1 =
x
(x− 1)2
.
Lemma 2.4.2. Let I ⊂ O(C − p) denote the ideal of the node, and let
I2 = H
0(C˜ − p,O(−(0)− 2(∞))).
Then we have
O(C˜ − p) = span(1, (am)m≥0),
I = span(am | m ≥ 1),
I2 = span(am −
1
m!
a1 | m ≥ 2).
Proof. Set bm = x
m/(x − 1)m+1. It is clear that (bm)m≥1 is a basis of I, whereas
(1, b0, b1, . . . ) is a basis of O(C˜ − p). Now the expansion
1
xe−u − 1
=
1
x− 1
(1−
x
x− 1
(1− e−u))−1 =
∑
m≥0
bm(1− e
−u)m
shows that the (am)m≥1 are expressed in terms of (bm)m≥1 via some invertible upper-
triangular matrix. This implies the statements involving O(C˜ − p) and I.
Now let us check the statement about I2. Since span(am−
1
m!
a1 |m ≥ 2) has codimension
1 in I, it is enough to check the inclusion am −
1
m!
a1 ∈ I
′ for each m ≥ 2. To this end we
note that
∑
m≥1(am −
1
m!
a1)u
m is the nonconstant part of the expansion in u of
1
xe−u − 1
− a1(e
u − 1) =
1
x− 1
· F (x, u),
where
F (x, u) = (1−
x
x− 1
(1− e−u))−1 −
x
x− 1
(eu − 1).
Thus, it is enough to check that all nonconstant terms of the expansion of F (x, u) in u
vanish at ∞. In other words, we need to check that F (∞, u) is constant. But
F (∞, u) = eu − (eu − 1) = 1.

Proof of Theorem 2.4.1. Let us calculate g(r). Let us denote by r21−j the component of r
21
in g−j ⊗ gj . We have
r21(t− u)0 = r
21
0 +
1
xe−u − 1
· Ω0,
and for 1 ≤ j ≤ h− 1,
r21(t− u)−j · e
ju
h =
yj
xe−u − 1
· Ω−j − y
j(id⊗ψ)Ω−j + y
j−heu(ψ ⊗ id)Ω−j .
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Now we need to take the terms of expansion in u and contract with a basis of g∗ in the
first tensor component. From this we immediately see that
g(r) =
⊕
j∈Z/h
g(r)j, with g(r)j ⊂ y
jKC ⊗ gj .
Furthermore, we see that g(r)0 is spanned by
(e∗i ⊗ id)(r
21
0 ) + a0 ⊗ ei, (am ⊗ ei)m≥1,
where (ei) is an orthonormal basis of g0. On the other hand, for 1 ≤ j ≤ h− 1, g(r)j is
spanned by the elements
cj0(α) := y
ja0 ⊗ eα − y
j ⊗ (eτα + 1⊗ eτ2α + . . . ) + y
jx−1 ⊗ (e−τ−1(−α) + e−τ−2(−α) + . . . ),
cjm(α) := y
jam ⊗ eα +
1
m!
yjx−1 ⊗ (e−τ−1(−α) + e−τ−2(−α) + . . . ), for m ≥ 1,
where α runs over all roots of gj .
By Proposition 2.2.6(ii) we just need to check that each g(r)j is closed under mutli-
plication by O(C − p). For this, it is enough to check closure under multiplication by
x/(x− 1)2 and x/(x− 1)3.
Since span(am | m ≥ 1) = I, while O(C˜ − p) = span(1, (am)m≥0), we have
O(C − p)⊗ g ⊂ g(r)0 ⊂ O(C˜ − p)⊗ g.
Since I ·O(C˜ −p) ⊂ O(C −p), this implies that g(r)0 is stable under multiplication by I.
Now let us fix j, 1 ≤ j ≤ h− 1. Note that for m ≥ 2,
cjm(α)−
1
m!
c1(α) = y
j(am −
1
m!
a1)⊗ eα.
Hence, we get the inclusion
yjI2 ⊗ g ⊂ g(r)j . (2.4.1)
Next, we claim that the following inclusions hold whenever the left-hand side is well
defined:
yjI ⊗ eτ(α) ⊂ g(r)j , (2.4.2)
yj(a1 − a0)⊗ e−τ−1(−α) ⊂ g(r)j. (2.4.3)
Indeed, the first inclusion follows from the fact that for m ≥ 1, one has
cjm(τ(α)) = y
jam ⊗ eτ(α)
since τ−1 is not defined on −τ(α). For the second inclusion we use the formula
cj1(β)− c
j
0(β) = y
j((a1 − a0)⊗ eβ + 1⊗ eτ(β) + . . . ). (2.4.4)
Applying this for β = −τ−1(−α) and using the fact that τ is not defined on −τ−1(−α),
we get
cj1(−τ
−1(−α))− cj0(−τ
−1(−α)) = yj(a1 − a0)⊗ e−τ−1(−α)
which proves our claim.
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Now we are ready to check that g(r)j is stable under multiplication with I. We have
to check the inclusion I · cjm(α) ⊂ g(r)j for every α and m ≥ 0. Since for m ≥ 2, we have
cjm(α)−
1
m!
cj1(α) ∈ I ⊗ gj ,
and since I · I ⊂ I2, the inclusion (2.4.1) shows that it is enough to check the inclusions
I · cj0(α) ⊂ g(r)j, I · (c
j
1(α)− c
j
0(α)) ⊂ g(r)j.
Since
I · (a1 − a0) = I ·
1
(x− 1)2
⊂ I2,
formula (2.4.4) shows that for f ∈ I,
f · cj1(α)− c
j
0(α) ≡ y
jf ⊗ (eτ(α) + eτ2(α) + . . . )mod I2 ⊗ gj.
Hence, the fact that this lies in g(r)j follows from (2.4.2).
Finally, since a0 · I ⊂ I2, using (2.4.2), we see that for f ∈ I
f · cj0(α) ≡ y
jx−1f ⊗ (e−τ−1(−α) + e−τ−2(−α) + . . . )mod I2 ⊗ gj.
It is enough to check this for f = x
(x−1)2
and f = x
2
(x−1)3
. In the latter case we have
x−1f ∈ I2, so we are done. In the former case we get
x
(x− 1)2
· cj0(α) ≡ y
j 1
(x− 1)2
⊗ (e−τ−1(−α) + e−τ−2(−α) + . . . )mod I2 ⊗ gj .
Since 1
(x−1)2
= a1 − a0, by (2.4.3), this lies in g(r)j. 
Example 2.4.3. In the case Γ1 = Γ2 = ∅ and r0 = t0/2, we get from the above calculation,
Lj = (f∗OC˜′)−j ⊗ gj for j 6≡ 0,
L0 = F ⊗ g0,
where F ⊂ OC˜ is the OC-submodule
F := {f ∈ OC˜ | f(0) + f(∞) = 0}.
Note that the natural pairing L ⊗ L → OC˜ factors through OC , since
(f∗OC˜′)−j · (f∗OC˜′)j ⊂ I ⊂ OC , F · F ⊂ OC .
This gives the pairing with values in ωC ≃ OC .
In the case when A is an inner automorphism the solution corresponding to Γ1 = Γ2 = ∅
and r0 = t0/2 is equivalent to the standard solution
r(z) =
r21ez + r
ez − 1
coming from the standard quasitriangular structure r on g. The same equivalence gives
an isomorphism of our sheaf of algebras L with the sheaf
Lst ⊂ g⊗OC˜ , Lst := {X ∈ g⊗OC˜ | X(0) ∈ b+, X(∞) ∈ b0, X(0) +X(∞) ∈ n− ⊕ n+}
(see [8, Prop. 2.13]).
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