Free Jump Dynamics in Continuum by Baranska, Joanna & Kozitsky, Yuri
ar
X
iv
:1
40
8.
63
46
v1
  [
ma
th.
DS
]  
27
 A
ug
 20
14
FREE JUMP DYNAMICS IN CONTINUUM
JOANNA BARAN´SKA AND YURI KOZITSKY
Abstract. The evolution is described of an infinite system of hopping
point particles in Rd. The states of the system are probability measures
on the space of configurations of particles. Under the condition that
the initial state µ0 has correlation functions of all orders which are:
(a) k
(n)
µ0 ∈ L
∞((Rd)n) (essentially bounded); (b) ‖k
(n)
µ0 ‖L∞((Rd)n) ≤ C
n,
n ∈ N (sub-Poissonian), the evolution µ0 7→ µt, t > 0, is obtained as a
continuously differentiable map kµ0 7→ kt, kt = (k
(n)
t )n∈N, in the space of
essentially bounded sub-Poissonian functions. In particular, it is proved
that kt solves the corresponding evolution equation, and that for each
t > 0 it is the correlation function of a unique state µt.
1. Introduction
In this paper, we study the dynamics of an infinite system of point par-
ticles x ∈ Rd, d ≥ 1. States of the system are discrete subsets of Rd –
configurations, which constitute the set
Γ = {γ ⊂ Rd : |γ ∩ Λ| <∞ for any compact Λ ⊂ Rd}, (1.1)
where | · | stands for cardinality. Note that Γ contains also finite configura-
tions, including the empty one. The set Γ can be completely and separably
metrized, see [1, 7], and thus equipped with the corresponding Borel σ-field
B(Γ). The elements of Γ are considered as point states of the system in the
sense that, for a suitable function F : Γ → R, the number F (γ) is treated
as the value of observable F in state γ. Along with point states γ ∈ Γ one
employs states determined by probability measures on B(Γ). In this case,
the corresponding value is the integral
〈〈F, µ〉〉 :=
∫
Γ
Fdµ,
and the system’s dynamics are described as maps µ0 7→ µt, t > 0.
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In the Markov approach, the map µ0 7→ µt is obtained from the Fokker-
Planck equation
d
dt
µt = L
µµt, µt|t=0 = µ0, t > 0, (1.2)
in which ‘generator’ Lµ specifies the model. In order to solve (1.2) in the set
of probability measures one has to introduce an appropriate mathematical
setting, e.g., a Banach space of signed measures, and then to define Lµ as
a linear operator in this space. However, for infinite systems such a direct
way is rather impossible. By the duality
〈〈F0, µt〉〉 = 〈〈Ft, µ0〉〉, t > 0, (1.3)
the observed evolution 〈〈F, µ0〉〉 7→ 〈〈F, µt〉〉 can also be considered as the
evolution 〈〈F0, µ〉〉 7→ 〈〈Ft, µ〉〉 obtained from the Kolmogorov equation
d
dt
Ft = LFt, Ft|t=0 = F0, t > 0, (1.4)
where L and Lµ are dual in the sense of (1.3). Thus, also ‘generator’ L
specifies the model. Various types of such generators are discussed in [6]. In
this paper, we consider the model specified by
(LF )(γ) =
∑
x∈γ
∫
Rd
a(x− y) [F (γ \ x ∪ y)− F (γ)] dy. (1.5)
Here and in the sequel in the corresponding context, x ∈ Rd is also treated
as a single-point configuration {x}. The jump kernel a(x) = a(−x) ≥ 0 is
supposed to satisfy the condition∫
Rd
a(x)dx =: α < +∞. (1.6)
The ‘generator’ in (1.5) describes free jumps of the elements of configura-
tions. In models where jumps are not free, the kernel a depends also on γ,
see [2, 6].
Similarly as above, to solve (1.4) one should define L as a linear operator
in an appropriate Banach space of functions, which can also be problematic
as the sum in (1.5) typically runs over an infinite set. One of the possibilities
here is to construct a Markov process γt with state space Γ, which starts
from a fixed configuration γ0 ∈ Γ. Then µ
γ0
t – the law of γt, solves (1.2)
with µ0 = δγ0 (the Dirac measure). However, since the evolution of the
model (1.5) includes simultaneous jumps of an infinite number of points,
there can exist γ0 such that with probability one at some t > 0 infinitely
many points appear in a bounded Λ, see the corresponding discussion in [8].
The reason for this is that the configuration space (1.1) appears to be too
big and cannot serve as a state-space for the corresponding process. In [8],
under a more restrictive condition than that in (1.6) (see eq. (39) in that
paper), the Markov process corresponding to (1.5) was constructed for γ0,
and hence all γt, t > 0, lying in a certain proper measurable subset Θ ⊂ Γ.
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By this result, the evolution µ0 7→ µt corresponding to (1.2) with µ0(Θ) = 1
can be obtained by the formula
µt(·) =
∫
Γ
µ
γ
t (·)µ0(dγ),
which guarantees also that µt(Θ) = 1 for all t > 0.
There exists another approach to solving (1.2) in which instead of restrict-
ing the set of configurations where the process takes its values one restricts
the set of initial measures µ0. This restriction amounts to imposing a con-
dition, formulated in terms of the so called correlation measures. For n ∈ N
and a probability measure µ on B(Γ), the n-th order correlation measure
χ
(n)
µ is related to µ by the following formula∫
Γ
( ∑
{x1,...,xn}⊂γ
G(n)(x1, . . . , xn)
)
µ(dγ) (1.7)
=
1
n!
∫
(Rd)n
G(n)(x1, . . . , xn)χ
(n)
µ (dx1, . . . , dxn),
which ought to hold for all bounded, compactly supported measurable func-
tions G(n) : (Rd)n → R, see, e.g., [6, 7]. Now the mentioned condition is that,
for each n ∈ N, χ
(n)
µ is absolutely continuous with respect to the correspond-
ing Lebesgue measure with Radon-Nikodym derivative k
(n)
µ ∈ L∞((Rd)n).
Clearly, this condition excludes Dirac measures, and hence the possibility
to solve (1.2) by means of stochastic processes. Instead one can drop the
mentioned above restrictions on the jump kernel a and on the support of µt.
In the present paper, we follow this way.
Until this time, there have been published only two papers [2, 8] dealing
with jump models on Γ. In [2], the approach based on essentially bounded
correlation functions is applied to the model in which the jump kernel depend
also on the configuration γ \ x in a specific way. In that paper, by means of
the so called Ovcyannikov method [11], the evolution µ0 7→ µt is constructed
for t ∈ [0, T ), with T <∞ dependent on the kernel a. In the present paper,
we consider the free case (no dependence of a on γ), which allows us to
employ semigroup methods and obtain the evolution µ0 7→ µt for all t ≥ 0.
2. Basic Notions and the Result
The main idea of the approach used in this paper is to obtain the evolution
of states from the evolution of their correlation functions. This includes
the following steps: (a) passing from problem (1.2) to the corresponding
problem for correlation functions; (b) obtaining k
(n)
µ0 =: k
(n)
0 7→ k
(n)
t ; (c)
proving that, for each t > 0, there exists a unique µt such that k
(n)
t is its
correlation function for all n ∈ N. We perform this steps in subsection
2.2. In subsection 2.1, we present some details of the method. Further
information on the methods used in this work can be found in [2, 4, 5, 6, 7].
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2.1. Configuration spaces and correlation functions. By B(Rd) and
Bb(R
d) we denote the set of all Borel and all bounded Borel subsets of Rd,
respectively. The set of configurations Γ defined in (1.1) is equipped with
the vague topology – the weakest topology which makes the maps
Γ ∋ γ 7→
∑
x∈γ
f(x) ∈ R
continuous for all compactly supported continuous functions f : R → R.
This topology can be completely and separably metrized, that turns Γ into
a Polish spaces, see [1, 7]. By B(Γ) and P(Γ) we denote the Borel σ-field of
subsets of Γ and the set of all probability measures on B(Γ), respectively.
The set of finite configurations
Γ0 =
⊔
n∈N0
Γ(n), (2.1)
is the disjoint union of the sets of n-particle configurations:
Γ(0) = {∅}, Γ(n) = {γ ∈ Γ : |γ| = n}, n ∈ N.
For n ≥ 2, Γ(n) can be identified with the symmetrization of the set{
(x1, . . . , xn) ∈
(
R
d
)n
: xi 6= xj , for i 6= j
}
, (2.2)
which allows one to introduce the corresponding (Euclidean) topology on
Γ(n). Then by (2.1) one defines also the topology on the whole Γ0: A ⊂ Γ0
is said to be open if its intersection with each Γ(n) is open. This topology
differs from that induced on Γ0 by the vague topology of Γ. At the same
time, as a set Γ0 is in B(Γ). Thus, a function G : Γ0 → R is measurable as a
function on Γ if and only if its restrictions to each Γ(n) are Borel functions.
Clearly, these restrictions fully determine G. In view of (2.2), the restriction
of G to Γ(n) can be extended to a symmetric function G(n) : (Rd)n → R,
n ∈ N, such that
G(γ) = G(n)(x1, . . . , xn), for γ = {x1, . . . , xn}. (2.3)
It is convenient to complement (2.3) by putting G(∅) = G(0) ∈ R.
Definition 2.1. A measurable function G : Γ0 → R is said to have bounded
support if the following holds: (a) there exists N ∈ N0 such that G
(n) ≡
0 for all n > N ; (b) there exists Λ ∈ Bb(R
d) such that, for all n ∈ N,
G(n)(x1, . . . , xn) = 0 whenever xj ∈ R
d \ Λ for some j = 1, . . . , n. By
Bbs(Γ0) we denote the set of all such functions.
Let all G(n), n ∈ N, be bounded Borel functions and G be related to G(n)
by (2.3). For such G, we then write∫
Γ0
G(γ)λ(dγ) = G(0) +
∞∑
n=1
1
n!
∫
(Rd)n
G(n)(x1, . . . xn)dx1 · · · dxn. (2.4)
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This expression determines a σ-finite measure λ on Γ0, called the Lebesgue-
Poisson measure. Then the formula in (1.7) can be written in the following
way ∫
Γ
(∑
η⋐γ
G(η)
)
µ(dγ) =
∫
Γ0
G(η)kµ(η)λ(dη), (2.5)
where the sum on the left-hand side runs over all finite sub-configurations
of γ. Like in (2.3), kµ : Γ0 → R is determined by its restrictions k
(n)
µ . Note
that k
(0)
µ ≡ 1 for all µ ∈ P(Γ).
Prototype examples of measures with property k
(n)
µ ∈ L∞((Rd)n) are the
Poisson measures π̺ for which
k(n)π̺ (x1, . . . , xn) =
n∏
j=1
̺(xj), n ∈ N. (2.6)
Here ̺ ∈ L∞(Rd), and the case of constant ̺ ≡ κ > 0 corresponds to
the homogeneous Poisson measure. Along with the spatial properties of
correlation functions, it is important to know how do they depend on n.
Having in mind (2.6) we say that a given µ ∈ P(Γ) is sub-Poissonian if its
correlation functions are such that
k(n)µ (x1, . . . , xn) ≤ C
n, (2.7)
holding for some C > 0, all n ∈ N, and Lebesgue-almost all (x1, . . . , xn) ∈
(Rd)n. Then a state with property (2.7) is similar to the Poisson states π̺ in
which the particles are independently scattered over Rd. At the same time,
the increase of k
(n)
µ as n! corresponds to the appearance of clusters in state
µ. For the so called continuum contact model, it is known [5] that, for any
t > 0,
const · n!cnt ≤ k
(n)
t (x1, . . . , xn) ≤ const · n!C
n
t ,
where the left-hand inequality holds if all xi belong to a ball of small enough
radius.
Recall that by Bbs(Γ0) we denote the set of all G : Γ0 → R which have
bounded support, see Definition 2.1. For each such G and γ ∈ Γ, the
expression
(KG)(γ) :=
∑
η⋐γ
G(η) (2.8)
is well-defined as the sum has finitely many terms only. Note that KG is
B(Γ0)-measurable for each G ∈ Bbs(Γ0). Indeed, given G ∈ Bbs(Γ0), let N
and Λ be as in Definition 2.1. Then
(KG)(γ) = G(0) +
∑
x∈γ∩Λ
G(1)(x) + · · ·+
∑
{x1,...xN}⊂γ∩Λ
G(N)(x1, . . . , xN ).
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The inverse of (2.8) has the form
(K−1F )(η) :=
∑
ξ⊂η
(−1)|η\ξ|F (ξ). (2.9)
As was shown in [7], K and K−1 are linear isomorphisms between Bbs(Γ0)
and the set of cylinder functions F : γ → R.
Let us now turn to the following analog of the classical moment problem:
given a function k : Γ0 → R, which properties of k could guarantee that
there exists µ ∈ P(Γ) such that k = kµ? The answer to this question is
given by the following statement, see Theorems 6.1, 6.2 and Remark 6.3 in
[7], in which
B+bs(Γ0) := {G ∈ Bbs(Γ0) : (KG)(γ) ≥ 0, γ ∈ Γ}. (2.10)
Proposition 2.2. Let k : Γ0 → R be such that: (a) k
(0) ≡ 1 and for each
G ∈ B+bs(Γ0) the following holds
〈〈G, k〉〉 :=
∫
Γ0
G(η)k(η)λ(dη) ≥ 0; (2.11)
(b) there exists C > 0 such that each k(n), n ∈ N, satisfies (2.7). Then there
exists a unique µ ∈ P(Γ) such that k is its correlation function, i.e., it is
the Radon-Nikodym derivative of the corresponding correlation measure χµ.
Note that B+bs(Γ0) contains not only positive functions, cf. (2.9). That is,
the positivity of k as in (2.11), which readily follows from (2.5), (2.8), and
(2.10), is a stronger property than the usual positivity.
2.2. The evolution equation. If we rewrite (2.5) in the form, cf. (2.8),∫
Γ
(KG)(γ)µ(dγ) =
∫
Γ0
G(η)kµ(η)λ(dη),
then the action of L on F in (1.5) can be transferred to G, and then to kµ,
as follows ∫
Γ
[L(KG)](γ)µ(dγ) =
∫
Γ
[K(L̂G)](γ)µ(dγ)
=
∫
Γ0
(L̂G)(η)kµ(η)λ(dη)
=
∫
Γ0
G(η)(L∆)kµ(η)λ(dη).
Thus, by (2.8) and (2.9), we see that
L̂ = K−1LK,
and that L∆ is the adjoint of L̂ with respect to the pairing in (2.11). Then
the problem in (1.4) is being transformed into the following one
d
dt
kt = L
∆kt, kt|t=0 = k0 = kµ0 . (2.12)
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For a more general model of jumps in Rd, the calculations of L̂ and L∆ were
performed in [6, Section 4]. The peculiarity of our simple case is that the
action of both these ‘operators’ is the same, and, in fact, the same as that
in (1.5). That is,
L∆ = A∆ +B∆, (2.13)
(A∆k)(η) = −α|η|k(η),
(B∆k)(η) =
∑
x∈η
∫
Rd
a(x− y)k(η \ x ∪ y)dy, η ∈ Γ0.
So far, these are only informal expressions, like the one in (1.5), and our aim
now is to define the corresponding linear operator in a Banach space, where
we then solve (2.12). Note that in contrast to (1.5) the sum in the last line
of (2.13) is finite, which shows the advantage of the approach we follow in
this work. Note also that the action of both A∆ and B∆ on the elements of
Bbs(Γ0) is well-defined.
In view of our basic assumption k
(n)
µ ∈ L∞((Rd)n), the space in question
is defined as follows: for a ϑ ∈ R and a function u : Γ0 → R such that
u(n) ∈ L∞((Rd)n) for all n ∈ N, we set
‖u‖ϑ,∞ = sup
n∈N0
eϑn‖u(n)‖L∞((Rd)n),
that can also be written in the form
‖u‖ϑ,∞ = ess supη∈Γ0 |u(η)| exp(ϑ|η|). (2.14)
By means of (2.14) we then define
Kϑ = {u : Γ0 → R : ‖u‖ϑ,∞ <∞},
which is a real Banach space with the standard point-wise linear operations.
Along with (2.14) we introduce the following norm of v : Γ0 → R, cf. (2.4),
‖v‖ϑ,1 =
∫
Γ0
|v(η)| exp(−ϑ|η|)λ(dη), (2.15)
and then
Gϑ = {v : Γ0 → R : ‖v‖ϑ,1 <∞}, (2.16)
which is also a real Banach space. Note that Kϑ is the topological dual to
(2.16) with the pairing (2.11). To proceed further we need the following
formula, see, e.g., [5, Lemma 2.1],∫
Γ0
(∫
Rd
f(y, η)g(η)dy
)
λ(dγ) (2.17)
=
∫
Γ0
(∑
x∈η
f(x, η \ x)g(η \ x)
)
λ(dη),
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which holds for all appropriate functions f : Rd × Γ0 → R and g : Γ0 → R.
A more general form of this identity is∫
Γ0
∑
ξ⊂η
f(ξ)
 g(η)λ(dη) = ∫
Γ0
∫
Γ0
f(ξ)g(η ∪ ξ)λ( dξ)λ(dη). (2.18)
Consider
Ĝϑ = {v ∈ Gϑ : A
∆v ∈ Gϑ}, (2.19)
which is a dense linear subset of Gϑ. Now let us define in Gϑ linear operators
Âϑ and B̂ϑ by the expressions for A
∆ and B∆, respectively, given in (2.13).
Namely, the action of Âϑ and B̂ϑ on the elements of Ĝϑ is given by the
right-hand sides of the second and third expressions in (2.13), respectively.
Clearly Âϑ with domain Ĝϑ is a closed linear operator in Gϑ. Moreover, by
(2.17) we get
‖B∆v‖ϑ,1 ≤
∫
Γ0
∫
Rd
∑
x∈η
a(x− y)|v(η \ x ∪ y)| exp(−ϑ|η|)λ(dη)dy
=
∫
Γ0
∫
Rd
∑
x∈η
a(x− y)|v(η)| exp(−ϑ|η|)λ(dη)dy (2.20)
= α
∫
Γ0
|η||v(η)| exp(−ϑ|η|)λ(dη) = ‖A∆v‖ϑ,1,
where we have taken into account (1.6) and twice used (2.17). Thus, (B̂ϑ, Ĝϑ)
is also well-defined, which allows us to define the sum L̂ϑ = Âϑ + B̂ϑ with
domain Ĝϑ. It can readily be shown that (L̂ϑ, Ĝϑ) is closed, and its action
on the the elements of Ĝϑ is
(L̂ϑv)(η) = −α|η|v(η) +
∫
Rd
∑
x∈η
a(x− y)v(η \ x ∪ y)dy. (2.21)
By (2.17), for v ∈ Ĝϑ and u ∈ Bbs(Γ0), we get
〈〈Âϑv, u〉〉 = 〈〈v,A
∆u〉〉, 〈〈B̂ϑv, u〉〉 = 〈〈v,B
∆u〉〉, (2.22)
that is, the action of the dual operators is again given by the same expres-
sions (2.13). We use this fact to define the adjoint operator L̂∗ϑ. Its domain
is
Dϑ = {u ∈ Kϑ : ∀v ∈ Ĝϑ ∃w ∈ Kϑ 〈〈L̂ϑv, u〉〉 = 〈〈v,w〉〉}. (2.23)
Then the action of L̂∗ϑ on the elements of Dϑ ⊂ Kϑ is again given by (2.13)
or by the right-hand side of (2.21). By construction, the operator (L̂∗ϑ,Dϑ) is
closed. Let Qϑ be the closure of Dϑ in Kϑ. Note that Qϑ is a proper subset
of Kϑ. By L
⊙
ϑ we define the part of L̂
∗
ϑ in Qϑ. That is, it is the restriction
of L̂∗ϑ to the set
D⊙ϑ := {u ∈ Dϑ : L̂
∗
ϑu ∈ Qϑ}. (2.24)
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Lemma 2.3. The operator (L⊙ϑ ,D
⊙
ϑ ) is the generator of a C0-semigroup of
bounded linear operators S⊙ϑ (t) : Qϑ → Qϑ, t ≥ 0. Furthermore, for each
ϑ′ > ϑ, it follows that Kϑ′ ⊂ D
⊙
ϑ .
The proof of the lemma is given in the next section. Now we turn to the
problem in (2.12). By the very definition of L⊙ϑ , its action on the elements
of D⊙ϑ is given by the right-hand side of (2.21). Then the version of (2.12)
in Qϑ ⊂ Gϑ is
d
dt
kt = L
⊙
ϑ kt, kt|t=0 = k0 ∈ D
⊙
ϑ . (2.25)
Definition 2.4. By the classical global solution of the problem in (2.25) we
mean a function [0,+∞) ∋ t 7→ kt ∈ Qϑ which is continuously differentiable
on [0,+∞), lies in D⊙ϑ , and satisfies (2.25).
Theorem 2.5. For each ϑ ∈ R and k0 ∈ D
⊙
ϑ , the problem in (2.12) has a
unique global classical solution kt ∈ Qϑ ⊂ Kϑ given by the formula
kt = S
⊙
ϑ (t)k0, t > 0,
where S⊙ϑ is as in Lemma 2.3. This, in particular, holds if k0 ∈ Kϑ′ for some
ϑ′ > ϑ. Furthermore, if k0 is the correlation function of some µ0 ∈ P(Γ),
then, for each t > 0, there exists a unique µt ∈ P(Γ) such that kt is the the
correlation function of this µt.
Note that in [2] where the jumps were not free, the evolution Kϑ′ ∋ k0 7→
kt ∈ Kϑ was obtained on a bounded time interval [0, T ) with T dependent
on the difference ϑ′ − ϑ.
3. The Proofs
We first prove Lemma 2.3 by means of a statement, which we present here.
Let X be a Banach space with a cone of positive elements, X+, which is
convex, generating (X = X+ −X+), and proper (X+ ∩ (−X+) = {0}). Let
also the norm of X be additive on X+, that is, ‖x+x′‖X = ‖x‖X+‖x
′‖X for
x, x′ ∈ X+. Then there exists a positive (hence bounded) linear functional
ϕ on X such that ϕ(x) = ‖x‖X for each x ∈ X
+. Let now X1 ⊂ X be a
dense linear subset equipped with its own norm in which it is also a Banach
space, and let the embedding X1 →֒ X be continuous. Assume also that the
norm of X1 is additive on the cone X
+
1 := X1∩X
+, and ϕ1 is the functional
with property ϕ1(x) = ‖x‖X1 for each x ∈ X
+
1 . Let S := {S(t)}t≥0 be a
C0-semigroup of bounded linear operators S(t) : X → X. It is called sub-
stochastic (resp. stochastic) if S(t) : X+ → X+ and ‖S(t)‖X ≤ 1 (resp.
‖S(t)‖X = 1) for all t > 0. Suppose now that (A0,D(A0)) be the generator
of a sub-stochastic semigroup S0 on X. Set Sˇ0(t) = S0(t)|X1 , t > 0, and
assume that the following holds:
(a) for each t > 0, S0(t)X1 → X1;
(b) Sˇ0 := {Sˇ0(t)}t≥0 is a C0-semigroup on X1.
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Under these conditions, Aˇ0 – the generator of Sˇ0, is the part of A0 in X1,
see [3, Proposition II.2.3]. That is, Aˇ0 is the restriction of A0 to, cf. (2.24),
D(Aˇ0) := {x ∈ D(A0) ∩X1 : A0x ∈ X1}.
The next statement is an adaptation of Proposition 2.6 and Theorem 2.7 of
[10].
Proposition 3.1. Let conditions (a) and (b) given above hold, and −A0
be a positive linear operator in X. Let also B be positive and such that its
domain in X contains D(A0) and
ϕ((A0 +B)x) = 0, x ∈ D(A0) ∩X
+. (3.1)
Additionally, suppose that B : D(Aˇ0)→ X1 and the following holds
ϕ1((A0 +B)x) ≤ Cϕ1(x)− ε‖A0x‖X , x ∈ D(Aˇ0) ∩X
+, (3.2)
for some positive constants C and ε. Then (A,D(A)) – the closure of (A0+
B,D(A0)), is the generator of a stochastic semigroup S on X, which leaves
X1 invariant. That is, for each t, S(t) : X1 → X1.
3.1. Proof of Lemma 2.3.
Proof. The space Gϑ possesses all the properties of the space X assumed
above. The corresponding functional is, cf. (2.15),
ϕ(v) =
∫
Γ0
v(η) exp(−ϑ|η|)λ(dη). (3.3)
Then (Âϑ, Ĝϑ), see (2.19) and (2.22), generates the sub-stochastic C0-semigroup
S0 of multiplication operators defined by the formula
(S0(t)v)(η) = exp(−α|η|)v(η).
Now let β : N0 → [0,+∞) be such that β(n)→ +∞ as n→ +∞. Set
‖v‖ϑ,β =
∫
Γ0
|v(ϑ)|β(|η|) exp(−ϑ|η|)λ(dη)
ϕβ(v) =
∫
Γ0
v(ϑ)β(|η|) exp(−ϑ|η|)λ(dη),
Gϑ,β = {v ∈ Gϑ,1 : ‖v‖ϑ,β < +∞}.
Then clearly S0 : Gϑ,β → Gϑ,β, and ‖S0(t)v − v‖ϑ,β → 0 as t ↓ 0 by the
dominated convergence theorem. Thus, both conditions (a) and (b) above
are satisfied. Next, let B̂ϑ be as in (2.22), (2.13). Then (L̂ϑ, Ĝϑ), see (2.21),
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is closed. As in (2.20), by (2.17) and (3.3) we obtain
ϕ(L̂ϑv) = −α
∫
Γ0
|η|v(η) exp(−ϑ|η|)λ(dη)
+
∫
Γ0
∫
Rd
∑
x∈η
a(x− y)v(η \ x ∪ y) exp(−ϑ|η|)λ(dη)dy
= 0.
That is, the condition in (3.1) holds in our case. Moreover, again by (2.17)
we obtain that
ϕβ(L̂ϑv) = 0,
hence, in our case (3.2) is satisfied if, for some C > 0, the following holds
β(n) ≥ Cn, n ∈ N.
Then we choose, e.g., β(n) = n and obtain by Proposition 3.1 that (L̂ϑ, Ĝϑ)
generates a stochastic C0-semigroup on Gϑ, which we denote by Ŝϑ. By the
construction performed in (2.23) and (2.24) and by [9, Theorem 10.4, page
39], the semigroup in question is obtained as the restriction of the adjoint
semigroup Ŝ∗ϑ to Qϑ. 
3.2. Proof of Theorem 2.5.
Proof. The proof of the first part Theorem 2.5 readily follows by Lemma 2.3
and [9, Theorem 1.3, page 102]. So, it remains to prove that, for each t > 0,
the solution kt is the correlation function for a unique µt ∈ P(Γ). According
to Proposition 2.2, to this end we have to show that, for each G ∈ B+bs(Γ0)
and all t > 0,
〈〈G, kt〉〉 = 〈〈G,S
⊙
ϑ (t)k0〉〉 ≥ 0, (3.4)
whenever this property holds for t = 0. The proof of (3.4) follows along the
following line of arguments. For a Λ ∈ Bb(R
d), we let
ΓΛ = {γ ∈ Γ : γ ⊂ Λ},
which is a Borel subset of Γ such that ΓΛ ⊂ Γ0, see (1.1) and (2.1). Hence,
ΓΛ ∈ B(Γ0). Next, by µ
Λ
0 we denote the projection of µ0 on ΓΛ, i.e., µ
Λ
0 :=
µ0 ◦ p
−1
Λ , where pΛ(γ) = γ ∩ Λ is the projection of Γ onto ΓΛ. It can be
shown that µΛ0 is absolutely continuous with respect to the Lebesgue-Poisson
measure λ. Let RΛ0 be its Radon-Nikodym derivative. For N ∈ N, we also
set RN,Λ0 (η) = R
Λ
0 (η)IN (η), where IN (η) = 1 if |η| ≤ N and IN (η) = 0
otherwise. By this construction, RN,Λ0 ∈ Gθ for each θ ∈ R, see (2.16).
Thus, we can get
R
N,Λ
t = Ŝθ(t)R
N,Λ
0 , t > 0, (3.5)
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where Ŝθ is the semigroup constructed in the proof of Lemma 2.3. Then
R
N,Λ
t (η) ≥ 0 and ‖R
N,Λ
t ‖θ,1 ≤ 1. Set
q
N,Λ
t (η) =
∫
Γ0
R
N,Λ
t (η ∪ ξ)λ(dξ). (3.6)
By (2.8), (2.9), and (2.18) for G ∈ B+bs(Γ0), we then get
〈〈G, qN,Λt 〉〉 = 〈〈KG,R
N,Λ
t 〉〉 ≥ 0. (3.7)
On the other hand, by (3.6) for t = 0 we have
0 ≤ qN,Λ0 (η) ≤
∫
Γ0
RΛt (η ∪ ξ)λ(dξ) = kµ0(η)IΓΛ(η) ≤ kµ0(η),
where IΓΛ is the corresponding indicator function. Hence, q
N,Λ
0 ∈ D
⊙
ϑ and
we get
k
N,Λ
t = S
⊙
ϑ (t)q
N,Λ
0 , t > 0. (3.8)
As in [2, Appendix], one can show that
lim
l→+∞
lim
n→+∞
〈〈G, kNl ,Λnt 〉〉 = 〈〈G, kt〉〉, (3.9)
for certain increasing sequences {Nl}l∈N and {Λn}n∈N such that Nl → +∞
and Λn → R
d. In (3.9), kt is the same as in (3.4). Thus, by (3.7) and (3.9),
we can obtain (3.4) by proving that
〈〈G, qN,Λt 〉〉 = 〈〈G, k
N,Λ
t 〉〉, t > 0. (3.10)
Set
φ(t) = 〈〈G, qN,Λt 〉〉, ψ(t) = 〈〈G, k
N,Λ
t 〉〉.
By (3.8) as well as by (2.25) and (2.23) we then get
ψ′(t) = 〈〈L̂ϑG, k
N,Λ
t 〉〉, (3.11)
which makes sense since elements of Bbs(Γ0) clearly belong to the domain
of L̂ϑ for each ϑ ∈ R. Moreover, the operator L̂ϑ, see (2.21), can be defined
as a bounded operators acting from Gϑ′ to Gϑ, for each ϑ
′ < ϑ. Hence, one
can define also its powers L̂nϑ : Gϑ′ → Gϑ such that, see [2, eq. (3.21), page
1039],
‖L̂nϑ‖ϑ′ϑ ≤
(
2αn
e(ϑ− ϑ′)
)n
, (3.12)
where ‖ · ‖ϑ′ϑ is the corresponding operator norm. Since Bbs(Γ0) ⊂ Gϑ′ for
each ϑ′, by the latter estimate we conclude that ψ can be continued to a
function analytic in some neighborhood of the point t = 0. Its derivatives
are
ψ(n)(0) = 〈〈L̂nϑG, q
N,Λ
0 〉〉, n ∈ N. (3.13)
On the other hand, by (3.5) and (3.6), as well as by the fact that the action
of all operators like L̂ϑ on their domains is the same as that in (2.13), we
obtain
φ′(t) = 〈〈L̂ϑG, q
N,Λ
t 〉〉,
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cf. (3.11) and (3.12), which yields that also φ can be continued to a function
analytic in some neighborhood of the point t = 0, with the derivatives, cf
(3.13), φ(n)(0) = ψ(n)(0). These facts readily yield (3.10), which completes
the proof.

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