The enormous amount of information available through the World Wide Web requires the development of effective tools for extracting and summarizing relevant data from Web sources. In this article we present a data model for representing Web documents and an associated SQL-like query language. Our framework provides an easy-to-use and well-formalized method for automatic generation of wrappers extracting data from Web documents.
Introduction
The amount of data available through the World Wide Web that are of possible interest for an organization or a workgroup is constantly growing. Indeed many Web sites provide information about product prices, weather reports, stock market data, sport results, etc. The World Wide Web can be thus considered as a huge collection of possible interesting information sources and, in fact, it is a fundamental resource for information discovery. Because of the large amount of information available through the Web, a user has the need of extracting and summarizing relevant information from different sources and of presenting these data in an appropriate format.
However it is often the case that such information are not easy to be automatically accessed and catalogued. The main reasons are: (a) information in the World Wide Web are usually presented in a human-oriented way (i.e. they are produced to be understandable by 'human eyes'), rather than in a machinereadable format; (b) information sources are heterogeneous and hence similar data are often presented in different ways by different sources. Therefore in the last years many tools for helping the user in accessing relevant information in the Web have been developed (see [1, 2] for a survey).
In this article we present a simple data model for representing the structure of Web documents and an associated SQL-like query language. Our framework provides an easy-to-use and well-formalized method for automatic generation of wrappers extracting data from Web documents.
The rest of the paper is organized as follows. In Section 2 we present a classification of Web Information Extraction approaches, Section 3 describes the Web-OEM data model, the related query language, and an extension of the formalism in order to generate XML documents. A detailed example of data extraction from Web sites publishing stock market information is provided in Section 4 and conclusions are drawn in Section 5.
Information extraction from the Web
Information extraction from the Web is the process of extracting data from a set of Web pages in order to fill a given data base schema. With respect to other extraction tasks (such as the ones performed within the MUC conferences [3] ), Web information extraction presents two particular features: (a) the input documents are semi-structured: they are neither raw data (full text) nor strictly typed (relational tables), but a structure is provided (typically by HTML tags); (b) the information sources are heterogeneous, i.e. the same kind of information is often presented in different formats.
A Web Information Extraction system receives two kinds of input:
1. a data base schema that represents the information the user wants to retrieve; 2. a set of information sources (Web sites) containing the data to be extracted.
Such a system aims at populating the data base with data extracted from the sources and must provide mechanisms for dealing with semi-structured documents and for accessing heterogeneous information sources. The presence of heterogeneous information sources, whose models are not known a priori, makes scalability one of the main features for these systems. In other words, the system must be 'easily' programmed for dealing with a large number of different information sources.
An important design element for these systems is the representation techniques used for modelling the data base schema and the information sources. Indeed, this issue permits a classification of approaches to Web Information Extraction.
1.
Manual extraction is the user activity of directly extracting data from Web pages. The user may be helped by a search engine or a tool for retrieving interesting information (such as a language for querying the Web [4] ), but data extraction is performed by hand. 2. Procedural extraction is based on writing customized wrappers for accessing required data from a given set of information sources (e.g. softbots traversing and parsing the Web pages of a site) [5, 6] . In these systems the models of the data base schema and of the sources are implicitly recorded in the wrapper code.
3. Declarative extraction is based on defining a high-level description of the task to be accomplished, that is used by a general purpose domain independent system for generating a customized wrapper [7] [8] [9] [10] . In these approaches the models of the data base schema and of the information sources are explicitly represented. 4. Automatic extraction consists in developing a general purpose wrapper generator that is able to build a customized wrapper from (a 'simple' translation of) the data base schema given as input (see [11, 12] for instance). The models of the information sources are not given and thus they must be automatically generated from the actual documents in the sources. Observe that this is a complete automatic process, since the user is not involved in the extraction process.
The classification above highlights a deep relationship between the representation technique for modelling information sources and the scalability of the information extraction process. Indeed procedural extraction presents a very limited scalability with respect to new information sources, since accessing a new source requires including its description within the wrapper code. On the other hand, automatic wrapper generation allows for describing at a higher level the models of information sources and thus provides a more flexible and powerful tool for effective integration of information. Finally, automatic extraction systems should (ideally) be able to deal with every information sources, thus allowing for the maximum scalability.
In the next section we present a data model for the Web and a query language suitable for automatic generation of customized wrappers based on an explicit representation of the data base schema and the information sources.
A data model for the Web
In order to develop effective Web extraction systems, a data model is needed for an explicit representation of the Web information sources and of the data to be retrieved. Classical data models, such as Entity-Relationship and Object Oriented, are not adequate for representing semi-structured data from heterogeneous information sources. Indeed a data model for the Web must consider not only the semantics of data, but also their presentation (formatted layout) in the Web pages. Furthermore, it must provide a framework for modelling at least the following structures: (a) recursive structures; (b) ordered collection types (tables, lists); (c) unordered collection types (sets).
In fact, a number of flexible data models for semi-structured data have been proposed in order to provide integrated access to different information sources. We exploit earlier work on semi-structured data to define a data model that is specific to the representation of Web documents.
Web-OEM data model
Web-OEM is a simple data model for representing Web documents (in particular HTML pages), that can be considered as a specialization of the Object Exchange Model (OEM) proposed in [13] as a data model for semi-structured data. In the Web-OEM (like in OEM) data model objects represent syntactic structures of the document, and links between objects represent relationships (e.g. inclusion, reference, etc.) between these structures.
A Web-OEM object is defined as a tuple
Label specifies the object type: it is an element of a set containing the structures that are of interest for the Web documents that are represented. For example the main HTML structures can be represented by the set fPage, Values is a set of pairs hattribute Dvaluei, with attribute denoting an attribute name that is given to the object and value being either an integer, a string, an object, or a list of objects.
ObjID is a unique object identifier. A Web-OEM object can also be written as
The Web-OEM data model can be graphically represented as a labelled direct graph, in which each node represents either an object (labelled by its id and its label) or a basic data (a string or an integer value), and each arc, labelled by an attribute, represents a pointer to the corresponding object value.
An example of Web-OEM data instance for an HTML page is shown in Fig. 1 , where the HTML source code of a sample Web page and its Web-OEM representation are presented.
Note that this representation can be generated through a simple parsing process on the HTML page. The parser definition does not depend on the page contents and therefore a user can easily implement a parser for associating a Web-OEM representation to a set of Web pages, by considering only the structures of the pages (and not their content). In this way the parser definition can be reused for many different application domains.
Web-OEM query language
Given a Web-OEM representation of a set of 'interesting' Web documents, our objective is to extract relevant data from them. To this end, we define an SQLlike query language, called Web-OEM-QL, that is similar to the OEM query language [14] . A query is described by a sentence
The clause SELECT specifies a projection over the attributes of retrieved objects. Therefore Fields is a list of expression of the form X.hattributei, where X is an object variable. The clause FROM consists of a list of expression of the form hWebElemi:X where hWebElemi is one of the predefined label in the Web-OEM and X is an object variable. Finally, the clause WHERE is a Boolean expression that determines conditions that must be verified by the retrieved objects.
In order to access nested structures, we define regular expression on the attributes (as in [14, 15] by means of two operators ? and Ł that are interpreted respectively as 'any attribute' and 'a sequence of zero or more attributes'. In this way the expression p.? denotes the value of any attribute of object p, while p.Ł denotes the values of all the possible sequence of attributes of p. Finally the notation [i] is used for accessing the i-th element within an ordered structure.
Query execution allows for actually extracting data from a Web-OEM description of Web pages. For example, the following query retrieves the boldface texts in the second column of the table included in the page with title 'My home page'. 
Generation of XML documents
In several cases, in order to assign clear semantics to data, it is necessary to present the extracted data in a standard format. To this end the Web-OEM-QL syntax can be easily extended for the generation of documents in some standard format. In particular, we describe in this section an extension that is used for generating XML documents.
The query language is augmented with the clause CONSTRUCT that replaces the clause SELECT as follows. [2] .elements [1] produces the portion of a XML document shown below:
CONSTRUCT

<EMAIL>me@w. a. b</EMAIL><TEL>1234567</TEL>
It is important to notice that this extension allows the user to associate semantics to the extracted data by means of XML tags. Indeed, with respect to the previous query answer, in which a list of strings have been returned, in this case the string 'me@w.a.b' has been characterized as an e-mail address and the string '1234567' as a telephone number.
Automatic wrapper generation
In order to automatically extract data from Web sources, the generation of wrappers has been extensively studied in the last years and a number of approaches have been presented in the literature. In [9] the use of a context free grammar to describe document structures is proposed: the extraction process is performed by means of an appropriate parsing strategy that is able to deal with ambiguous grammars. Gruser et al. [8] describe a toolkit for specifying the capabilities of a Web source and a declarative query language for defining the functionality of the wrapper. The method for information extraction presented in [10] is instead based on extraction rules that are applied on the abstract trees generated by a parser over the HTML documents. Finally, a similar approach, in which the OEM data model is used for representing the extracted data, is proposed in [16] . All these systems introduce a high-level language for specifying the extraction task to be performed and data extraction is integrated within the parsing process.
The Web-OEM data model and query language, described in the previous sections, provides a tool for automatic generation of customized wrappers that is based on writing Web-OEM queries. Each query represents a high-level specification of the wrapper and a Web-OEM query executor can be seen as an actual wrapper generator.
Therefore, in order to generate customized wrappers, the user must provide the system with a Web-OEM query, that includes an explicit representation of the models of the data base schema and of the information sources. Indeed the FROM and the WHERE clauses define a model of the information source, while the SELECT clause denotes (a portion of) the data base schema.
Specifically, the information extraction process with Web-OEM is performed by the following steps:
1. The user analyses the information source (a set of Web pages) and identifies the structures containing the relevant data to be extracted. 2. Considering the data base schema and the source structure, the user writes a Web-OEM-QL query. 3. The system processes the query in two steps: (a) Web pages are automatically parsed and a Web-OEM description is generated; (b) data are extracted from the description of the pages according to the specification of the query.
The proposed approach is shown in Fig. 2 . The user is responsible for defining a Web-OEM query for extracting data and the query executor can be considered as a general-purpose wrapper generator. Notice that, in this approach, the parser and the extraction process are clearly separated by the intermediate Web-OEM representation of the input documents. In this way the parser and the query executor can be implemented independently from any application domain and the extraction query can be written without knowing the real structure of the input documents.
This framework can be useful in several applications. One example is monitoring stock market data, that are daily published by many specialized Web sites. Observe that these data are presented in several different ways by the Web sites. Moreover, within a single source, the content of Web pages usually changes over time, but not their structure.
This task can be performed by generating customized wrappers that are in charge of extracting relevant data from the given Web sites. Specifically, the user analyses the HTML structure of the relevant pages and, by knowing the data base schema, (s)he writes a query expressing which data are to be extracted and how this must be done. A 'compilation' of this query corresponds to the generation of a customized wrapper and its execution allows for actual extraction of specified data. Assuming that the structure of the information sources does not change over time, it is possible to daily run such a wrapper in order to monitor a specified set of shares.
In Fig. 3 a portion of a Web page containing data from the Italian stock market is shown. The following query allows for extracting the stock name (first column) and its current price (second column). Note that this approach to Web information extraction requires the user to explicitly define a model for each information source. Indeed, while writing a query, the user must know where the relevant data are in the Web pages. Therefore a problem to be addressed is the integration of data coming from different information sources. Suppose, for example, that a user wants to monitor shares from different stock markets and that relevant information are published by different sources. The user must write many queries and the results of these queries must be appropriately integrated. In some cases it is possible to adapt the data base schema to the information sources, such that integration is performed by the user when writing the queries. However, in other cases, a more general method (a mediator [17] ) is required for an effective integration of data.
To summarize, the Web-OEM approach to generation of customized wrappers has the following advantages: (a) it allows for quick implementation of simple information extraction tasks, (b) it is suitable for information sources with variable content and stable structure, (c) it allows (in some cases) integration of data coming from different sources by an appropriate query specification.
Conclusion and future work
An effective information management within an organization deeply depends on tools for accessing and summarizing relevant data from the available information sources. Web information extraction systems represent important tools for retrieving interesting data from the enormous amount of information contained in the World Wide Web and, for an effective data extraction, a number of approaches to automatic generation of wrappers have been recently proposed [8] [9] [10] 16] .
In this article we have presented a simple data model for representing Web documents and a method for automatic generation of customized wrappers for information extraction from the Web that is based on using a SQL-like query language. We believe that the Web-OEM model represents an easy-to-use and well-formalized tool for Web information extraction and that this is an important step towards the development of more effective information extraction systems. Moreover, the separation between the parser and the query executor allows an easy implementation of domain independent modules of the system and a simplified access to data by means of an SQL-like query language. Finally, the method may be used in several domains of interest and provides an adequate tool for accessing different information sources.
This research is a first step towards the development of Web wrapper agents, that is software agents which are able to navigate through the Web sites and to extract relevant information. Such an agent can take advantage of a Web-OEM representation of the Web pages and of the Web-OEM-QL language for automatic generation of queries for data extraction and for their subsequent execution in order to populate the data base.
