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SUMMARY
A reliable large-scale quantum computer, if built, can solve many real-life problems
exponentially faster than the existing digital devices. The biggest obstacle to building
one is that they are extremely sensitive and error-prone regardless of the selection of
physical implementation. Both data storage and data manipulation require careful
implementation and precise control due to its quantum mechanical nature. For the
development of a practical and scalable computer, it is essential to identify possible
quantum errors and reduce them throughout every layer of the hierarchy of quantum
computation.
In this dissertation, we present our investigation into new methods to reduce errors
in quantum computers from three different directions: quantum memory, quantum
control, and quantum error correcting codes. For quantum memory, we pursue the po-
tential of the quantum equivalent of a magnetic hard drive using two-body-interaction
structures in fractal dimensions. With regard to quantum control, we show that it is
possible to arbitrarily reduce error when manipulating multiple quantum bits using
a technique popular in nuclear magnetic resonance. Finally, we introduce an effi-
cient tool to study quantum error correcting codes and present analysis of the codes’




For most people today, the word ”computer” brings to mind an electronic device
which stores and processes information by converting it to binary data. Ever since
the first digital computers were developed in the 1940s, this paradigm of computation
has not changed in a notable way. Developments have mainly focused on the memory
capacity, the computational power, and the speed of the electronic devices that process
binary data. We have witnessed an exponential improvement over time in these
attributes during the past several decades. As Gordon Moore predicted in 1964, the
number of transistors on integrated circuits, which directly relates to a computer’s
computational capability, has doubled every one to two years [3, 4]. This famous
observation is called the Moore’s law, and it has held true: since 1971 the number of
transistors in a computer processor has increased two million times [5]. This increase
of transistor density requires a corresponding decrease of the size of the transistors and
other components. Given that components cannot be infinitely small, we can easily
foresee that Moore’s famous law, which has held true for decades, will eventually
hold no longer. We can easily see that, should we wish to continue this advancement
in processing capacity of the computational device, we must sooner or later leave
the density-focused development of the silicon transistor and transition to a different
computational paradigm. The quantum computer is one of the most promising such
paradigms for next-generation computers.
The first model of quantum computing was introduced by Richard Feynman in
1982 [6]. He observed that a classical computer (our familiar electronic device that
processes binary data) cannot avoid exponential slowdown when simulating quantum
1
mechanical phenomena. In order to simulate quantum mechanics efficiently, the com-
puter itself needs to employ quantum-mechanical phenomena in its processing of data.
Along with the ”universal quantum computer model” described by David Deutsch in
1985 [7], this sparked a drive to investigate the potential of quantum computation.
During the 1990s, many quantum algorithms were discovered and shown to provide
an exponential improvement in processing speed compared to their fastest classical
counterparts. Quantum computation became more widely recognized in 1994 as Pe-
ter Shor introduced Shor’s algorithm [8], which enables quantum computers to factor
large numbers exponentially faster than the fast Fourier transform and thus poten-
tially defeat many modern cryptosystems whose security relies on the difficulty of solv-
ing this mathematical problem with classical computers. The expansion of quantum
algorithms and information theory has promised striking potential and encouraged
the physical implementation of quantum computers. Various physical models have
been proposed and researched including those using trapped ions [9], superconductors
[10], quantum dots [11], and more [12–14].
The biggest obstacle to building quantum computers is that they are extremely
error-prone compared to classical computers, regardless of the selection of physical
implementation. Unlike classical bits which are generally represented by numerous
particles and robust due to the statistics of their collective behavior, quantum bits
(qubits) often require sensitive particle-wise operations. This is further complicated
by the fact that Qubits’ interaction with their environment is unavoidable and causes
their values to decay over time. For the development of a practical and scalable
quantum computer, it is very important to learn, control, and harness quantum
errors throughout the hierarchy of quantum computation. This thesis presents an
investigation of methods to reduce hardware- and software-level errors in quantum
computation, and introduces new methods for conducting such studies.
2
1.1 Organization of this thesis
This thesis presents an investigation of quantum error over three layers of quantum
computational hierarchy: quantum memory (Chapter 2 and 3), quantum control
(Chapter 4), and quantum error correcting codes (Chapter 5, 6, and 7).
The rest of this chapter briefly reviews quantum information and quantum error
correction. In Chapter 2 we propose a set of quantum memory stabilizer structures
shaped in fractal dimensions. We estimate the critical temperature of these structures
using a type of Monte Carlo simulation called the Wolff Algorithm. In Chapter 3
we take the same fractal structures and analytically solve their critical behaviour.
In Chapter 4, we discuss an application of compensating pulse sequences to reduce
hardware errors in quantum operations involving multiple qubits. In Chapter 5, we
discuss our new algorithm and the tool we have implemented to study the performance
of concatenated quantum error correcting codes. We apply this tool in Chapter 6 and
study the relationship between computational resources and the performance of the
Steane code on a model ion trap quantum computer. In Chapter 7, we investigate
another type of quantum error correcting code called a ”surface code” and study its
performance under realistic quantum noise.
1.2 Quantum information
In classical computing, the fundamental unit of information, called a bit, may take on
one of two distinct states: 0 and 1. In quantum computers, the fundamental unit of
information is called a qubit (quantum bit) and its value is stored in quantum states.
Unlike a classical bit, a qubit can represent 1, 0 or a superposition of both. This
information can be described using a vector of a two-level quantum system,
|ψ� = α|0�+ β|1� (1)
where |α|2 + |β| 2 = 1. |0� and |1� are two-dimensional vectors [ 1 0 ]� and [ 0 1 ]�,
respectively, and equivalent to the classical values 0 and 1. The measured value is
3
Table 1: Example quantum gates in the circuit diagrams (left), the matrix form




































1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (CNOT)
determined by the coefficients, giving 0 with probability |α|2 and 1 with |β| 2 in the
computational basis. A qubit can be in superposition of two states (0 and 1), two
qubits can be in superposition of four states (00, 01, 10, and 11), and n qubits can be
in superposition of 2n states simultaneously. This is the core reason for the potential
exponential speedup quantum computing offers compared with classical algorithms.
Quantum information processing is often described graphically, resembling classi-
cal electronic circuits. Unlike electronic circuits in which the wires may form closed
loops, quantum wires are generally drawn straight from left to right, where the left
side of the diagram represents input and the right represents output.
Quantum operations applied to qubits to manipulate their states are called quan-
tum gates. An n-qubit quantum gate can be described using a 2n×2n unitary matrix.
Table 1 shows a common universal set of quantum logic gates with their unitary ma-
trix and circuit representations. All the gates in the table are one-qubit gates except
4
the last CNOT gate. The CNOT gate is a type of two-qubit controlled gate. The top
qubit is the control qubit and the bottom qubit is the target qubit. Controlled gates
apply an operation on the target qubit depending on the state of the control qubit.
In the computational basis with |0� and |1�, the Pauli X gate is comparable to
a NOT gate in classical computation. In this case, CNOT is a quantum equivalent
of the reversible classical XOR gate. The Pauli Z gate flips the phase of the qubit
which changes the sign of β. When we represent the state in another basis set |+� =
(|0� + |1�)/
√
2 and |−� = (|0� − |1�)/
√
2, the Pauli Z gate becomes comparable to a
classical NOT gate (|+� ↔ |−�). This basis set is often used along the computational
basis. The Hadamard gate is a unitary which transforms between these two basis
sets.
1.3 Quantum error correction
Classical computation is naturally error-resistant as it takes advantage of statistical
mechanics for both data storage and manipulation. When we store data on a magnetic
hard disk drive, each bit of information stored is represented using numerous magnetic
spins. The information is self-stabilized as the interactions between the neighbor spins
automatically correct erroneous magnetic spins up to some level [15]. Bit-wise data
manipulation is conducted by electric current with abundant electrons. Again, small
number of electron traveling in the wrong direction does not interfere with the overall
computational performance. For larger errors where simple hardware-level statistics
cannot help, a technique called error correcting code has developed [16].
The basic idea of classical error correcting code is simple: encode a bit into mul-
tiple bits, introduce erroneous operations, and decode it back to a bit. When the
probability of error is sufficiently small on each qubit, an error correcting code can
reduce the total error probability corresponding to the number of code bits. The
simplest error correcting code is called repetition code [16] which encodes a bit by
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copying its value into multiple bits and taking the majority vote to decode back to
one bit.
0 0000000...0
2n+1 copies of 0
010011...0
up to n error bits
errorencode decode
There exists more efficient codes with more complex encoding rules to reduce the
number of total bits or increase the success probability.
Quantum error correcting codes have been developed based on the idea of classical
error correcting codes. In this section we introduce the basic idea of classical linear
error correcting codes using for example the Hamming code family and concatenated
quantum error correcting codes based on Hamming codes. Chapter 7 explains a more
recently developed quantum error correcting code called surface code.
1.3.1 Classical linear code: Hamming codes
Hamming codes are an example of classical error correcting code family with distance
3 which can detect up to 2-bit errors and correct up to 1-bit error [17]. The smallest
Hamming code is Hamming [[3,1]] where the first number 3 represents the total num-
ber of bits after encoding and the second number 1 is the number of logical bits to be
encoded. Hamming [[3,1]] is also called triple redundancy code and is equivalent to a
three-bit repetition code. By taking the majority vote to decode, we can correct up
to one error bit. When two bits are erroneous decoding returns an incorrect value.
Hamming [[7,4]] is the next smallest and the most popular in the Hamming code
family. It encodes four data bits into seven bits by adding three ancillary check bits.
The value of each check bit is chosen to be the parity of each different triplet of data
bits. Assume we represent four data bits d1, d2, d3 and d4, and the check bits c1, c2, and
c3. We can set, for example, c1 = (d1 + d2 + d4)(mod2), c2 = (d1 + d3 + d4)(mod2),
and c3 = (d2+d3+d4)(mod2). In practice, the seven physical bits of Hamming[[7,4]]
are ordered c1c2d1c3d2d3d4, and its parity check matrix which represents the parity
6




1 0 1 0 1 0 1
0 1 1 0 0 1 1
0 0 0 1 1 1 1

 . (2)
Multiplying this matrix with a vector of the seven physical bits gives us three bits
of information called syndrome. When the syndrome is nonzero, it represents the
location of erroneous bit. When there are three or more erroneous bits, the syndrome
would indicate a wrong location.
1.3.2 Quantum concatenated error correcting codes
The idea of quantum error correcting codes (QECC) is largely based on classical error
correcting codes including Hamming codes [2]. However, we cannot simply apply them
onto quantum information. There are three major issues we have to consider. First,
in addition to a bit flip error which flips its value between 0 and 1, a qubit is also
susceptible to a bit flip error in the |+� and |−� basis which is often referred as a
phase flip in |0� and |1� basis. In practice, the error can also be partial bit flip, phase
flip, or combination of both. At minimum QECC needs to handle discrete bit and
phase flip. Chapter 7 discusses the influence of QECC under errors more than simple
discrete bit and phase flips.
The second problem is the no-cloning theorem of quantum mechanics [18, 19]. This
implies that it is impossible to perfectly copy an unknown quantum state and thus
we cannot use redundancy codes by simply making multiple copies of a qubit. The
third problem is that the measurement operations are irreversible. Any superposition
of the state would be lost when it is directly measured. Hence unlike classical error
correcting codes, we need to detect and correct quantum errors on qubits without
making copies of them and without knowing any information about their state.
The first quantum error correction code was introduced by Peter Shor in 1995
[20]. The Shor code encodes one data qubit into nine qubits and the encoding and
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decoding algorithms are based on Hamming [[3,1]]. The circuit diagram of the code is
shown below. The code resembles the application of a triple redundancy code twice
to encode into a subspace composed of nine qubits. On the left half of the circuit,
we prepare two extra qubits prepared in |0� states and apply CNOT gates from the
data qubit to each of the new qubits. At this moment these three qubits are encoded
qubits which can later detect and correct up to one phase-flip error. Each of the three
physical qubit is then encoded again on the right half of the circuit. The Hadamard
gates switch between X and Z basis as described in Section 1.2, and each of the three
parts serves as the bit-flip error correcting code. The logical |0�L and |1�L at the
output of the below circuit are expressed as superpositions of nine qubits in triplets.
An arbitrary state is encoded into a linear combination of |0�L and |1�L.
|ψ� • • H • •
|0�
|0�
|0� H • •
|0�
|0�
















Once we have an encoded state, we want to detect and correct a possible error.
As explained in the previous section, we cannot directly measure any of the above
qubits without destroying the quantum superposition. Let us examine the left-most
8




The output of the three qubit code is α|000� + β|111� where |ψ� = α|0� + β|1�.
Suppose we have a bit flip error on the first qubit, the state becomes α|100�+ β|011�.
Measuring the qubit directly gives us either 100 or 011 with probabilities |α|2 and
|β| 2, respectively, and we lose the quantum superposition.
Measuring the state destroys the superposition. However, we do not actually need
to know the state itself. What we need to know is whether there is an error, and if
so, where the error occurs. Instead of measuring the states, we can extract the parity
(syndrome) of the state.
|ψ� • • · · · •
|0� · · · •
|0� · · ·
|0�
The last qubit is an ancilla added for measuring the parity of the first and the second
qubits. If there exists no error, the state before the measurement is α|0000�+ β|1110�.
The measurement always returns 0 and the top three qubits remain in the state
α|000� + β|111�. If we have a bit flip error only on the first qubit, the four qubit
state before the measurement becomes α|1001� + β|0111�. Measuring the last qubit
always returns 1 again without destroying the superposition. The measured value is
the parity of the first two qbuits where measuring 1 indicates a bit flip error either
on the first qubit or the second qubit. By repeating the same measurements with
different pairs of qubits, we obtain information about the correct location of up to one
bit flip error. The phase flip error is extracted in a similar manner using an ancilla
prepared in the |+� state.
It is important to make sure our syndrome extraction collaborate well with the
encoded state. If, for example, our codeword for logical one is |1�L = β|011� instead
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of β|111�, the four qubit entangled state before the measurement becomes α|0000�+
β|0111�. The measurement then collapses the state into |000� or |011� and we lose
the superposition.
Another example of QECC, called Steane Code, was introduced by Andrew Steane
in 1996 [21]. The Steane code belongs to a CSS code family discovered by Robert
Calderbank, Peter Shor, and Andrew Steane [2]. From classical linear codes C1[[n, k1]]
and C2[[n, k2]], a distance-d CSS code [[n, k1 − k2]] can be constructed where k2 < k1
and both C1 and C2 are distance-d. The Steane code is based on the larger Hamming
code Hamming [[7,4]] and its dual code [[7,3]]. Instead of four bits it encodes one
(k1−k2 = 4−3) qubit into seven physical qubits. The Steane code is also a distance-
3 code and we denote it by writing Steane [[7,1,3]].
The basic idea is to check sets of parities in the physical seven qubits. The logical




|0000000�+ |0001111�+ |0110011�+ |0111100�




|1111111�+ |1110000�+ |1001100�+ |1000011�
+|0101010�+ |0100101�+ |0011001�+ |0010110� (6)
The check matrix of the Steane code is equivalent to that of Hamming [[7,4]] for each
of bit-flip and phase-flip errors correction (Equation 2). Due to the constraint where
we cannot directly measure these qubits, syndrome is extracted using CNOT gates.
One example syndrome extraction circuit is shown in Figure 1. Here it is visually
shown that the syndromes are extracted following the Hamming check matrix in
Equation 2, where each row of the matrix corresponds to each set of measurements.
The first three sets check for a phase-flip error and the last three sets check for a
bit-flip error.
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Figure 1: Example syndrome extraction circuit of Steane [[7,1,3]]. The measurements
are in X basis. There are 7 data qubits and 26 ancilla qubits.
The quantum error correcting codes discussed in this section are called concate-
nated QECC and can achieve higher levels of encoding by recursively apply the code.
For example with Steane [[7,1,3]], we can encode each of the seven qubits again to
attempt to suppress the total error rate, having total of 49 physical qubits. The total
number of qubits grows exponentially with the encoding level, but the error reduces




MONTE CARLO SIMULATION OF MEMORY
STABILIZER STRUCTURES
Classical computers use a large number of electrons or magnetic spins to represent
a bit of information. Error-correction naturally occurs as a bit value is determined
by the states of the majority of these electrons or spins [22]. Quantum computers,
on the other hand, use one or very few particles or collective degrees of freedom to
represent one quantum bit (qubit) of information. Unlike with classical computers,
there is no natural error-correction that occurs in quantum computers. To protect
qubits from noise, it is necessary to develop an error-correction scheme.
The quantum no-cloning theorem and the irreversible collapse of entangled states
due to measurement prevent us from directly adopting most of the techniques used in
our everyday computers to prevent and correct errors. However, it has been found that
classical error correcting theory can be extended for use with quantum information
[20]. Quantum error correcting codes support phase-flip errors in addition to bit-
flip errors which classical error correcting codes protect. A number of approaches
have been proposed, from quantum error-correction [22] to passive protection of the
information through symmetries [23] or energetics [24–28].
The most trivial way to protect a classical bit of information is to encode it into
multiple code bits. For example, on a hard disk drive in a classical digital computer,
a logical bit is encoded into a large number of magnet spins. Below a certain critical
temperature, the logical bit is robust against environmental errors do to an energy
barrier separating the states. The state does not change if one or a few spins are in
the wrong state as this is energetically unfavorable.
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With classical error correction, we only need to prevent spin errors (1 or 0).
Classical error correction can be considered a subset of quantum error correction.
The ultimate goal is to engineer the quantum equivalent of a magnetic hard drive.
The premise is that a macroscopic number of qubits with multi-qubit interactions
within could create a stable memory of a single logical qubit.
In this Chapter and the next, we investigate unique fractal-like structures inspired
from triple redundancy error correcting codes. Our study of the critical behaviour
of these structures show their potential to preserve one bit of classical information.
The results suggests potential of new research directions of quantum memory using
non-standard structures with fractal dimensional geometries.
This Chapter contains results from
C. Ricardo Viteri, Yu Tomita, and Kenneth R. Brown, Phys. Rev. A, 80, 042313
(2010)
2.1 Our stabilizer structures
We examined the fractal-like structures shown in Fig. 2 as error correcting codes
using the classical concatenated triple modular redundancy code in the formalism of
quantum stabilizers. These three structures are the same except for the existence and
the positions of the loops. These differences cause the average degree (coordination
number) of the structures to vary. These values are 2, 22
3
and 3 for Structure 1, 2,
and 3, respectively.
The classical triple redundancy code encodes one bit into three bits (0L = 000, 1L =
111) and uses majority vote to decode. The encoding process can be repeated recur-
sively to achieve higher order correction. At kth level of encoding, one logical bit is
encoded into 3k bits and the code guarantees to detect and correct up to 2k−1 errors.
We represent the jth spins 0j and 1j as |0�j and |1�j, respectively, using the
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Figure 2: Proposed memory stabilizer structures with two-body Ising interactions.
The vertices are spin sites (qubits) and the edges show pairs of interacting spins
(generators). The edges are unweighted as the interaction strength J is constant (see
Eq. 7). As we increase the concatenation level k, the total number of qubits increase
as 3k.
standard quantum computation notation. The stabilizer S for the stabilizer codes is
defined as all the products of Pauli operators, or the generators of the group. The
Pauli Z operator is a two by two matrix that acts on a bit that flips the sign of |1�
(Zj|0�j = |0�j and Zj|1�j = −|1�j on jth bit). The Hamiltonian, H = −J(Z1Z2 +
Z2Z3) results in Ising interactions between the spins of strength J . The corresponding
Ising interactions are between the spins 1 and 2 and between the spins 2 and 3.
The Hamiltonian of our pairwise Ising interaction can be written as the sum over





In order to make the system have a self-error correcting property, the system needs
to have a degenerate ground state, which requires a macroscopic number of spins to
flip when transitioning between one ground state and the other (0, |0� ↔ 1, |1�). The
system also needs to have a macroscopic energy barrier, to prevent single-spin errors
from accumulating and causing a logical error [29]. These properties imply that a
self-correcting ferromagnetic structure needs to have a critical temperature, Tc, below
which the spins tend to align.
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In general, computing the thermodynamic average of a structure is computa-




Eµi/(kBT )/Z(T ), where Z(T ) =
�2N
i=1 e
Eµi/(kBT ) is the partition func-
tion of the system and µi is a state. This calculation involves a summation over 2
N
possible spin configurations, where N is the number of spins. For the structures in
the paper, there are 23
k
spin configurations. In practice, this average cannot be ex-
actly calculated in the limit of large N and numerical methods like Monte Carlo are
necessary.
2.2 Monte Carlo methods: Wolff algorithm
Monte Carlo simulations are used to study the critical behavior of these structures
within the framework of a ferromagnetic Ising model. The Wolff algorithm [30] is used
for the main calculations to find the critical temperature of the finite size structures.
Monte Carlo techniques are used because they have been utilized successfully to study
the critical phenomena of many Hamiltonian systems including the Ising ferromagnet
in three dimensions [31], Heisenberg lattice [32], XY models [33, 34], dilute Ising
magnet [35], Potts models [36], and Sierpinski fractals of dimensions, d, between one
and two [37–40] and between two and three [41].
The Metropolis algorithm is one of the most popular Markov chain Monte Carlo
methods [42]. Its Markov process selects a spin randomly and flips it with a probabil-
ity according to the state of the selected spin and its neighbors. This creates a Markov
chain of states with size increasing by one at each step. In thermodynamics, this pro-
cess needs to meet the condition of detailed balance to ensure the system follows the
Boltzmann probability distribution at equilibrium. To meet this requirement, the
transition probabilities must satisfy,
P (µ → ν)




which is called the detailed balance equation and where P (µ → ν) is the probability
of changing the state from µ to ν.
Pseudocode of the Wolff algorithm
Initialization
N ← total number of spins
For n = 1toN :
sn ← 1 or -1 // with 50% probability
end
For Monte Carlo number:
qinit ← randomly picked between 1 and n
push qinit to stack S
While S is not empty:
q ← pop from S
flip q
For each same-spin-neighbor qn of q:




The Wolff algorithm overcomes this speed reduction at the critical region by flip-
ping a cluster of spins every Monte Carlo step instead of only one spin. The cluster
formation is done with specific probabilities to satisfy the detailed balance condition.
The probability of adding one same-spin neighbor is,
Padd = 1− e−2J/T . (9)
At lower temperature, clusters tend to be large whereas at very high temperature,
clusters tend to contain only one spin. The system has the highest correlation, and
there are only two accessible energy states (all 0 or all 1). At the critical region,
the number of accessible energy states becomes greater than two by forming smaller
clusters of aligned spins. While the correlation length of the Metropolis algorithm
diverges at the critical temperature, the Wolff algorithm requires only a few steps to
obtain the desired number of uncorrelated configurations. This results from multiple
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randomized spins being taken into account in each Monte Carlo step. The configura-
tions that this algorithm generates are Boltzmann weighted sets of spin configurations
from which it is possible to calculate thermodynamic averages.
2.3 Calculating thermodynamic properties
The degree of information preservation can be directly measured from the average
magnetization per spin,




where N is the number of spins and �M�T is the average absolute magnetization at
temperature T . Below the critical temperature Tc, the system develops spontaneous
magnetization as m → 1. A rough estimate of Tc and whether the structure preserves
one bit of information can be seen from plotting m versus T . To determine Tc with
higher accuracy, we also examine the specific heat capacity c(N, T ) and the zero-field
magnetic susceptibility χ(N, T ) given by
















where �E�T is the average energy at temperature T , and kB is the Boltzmann constant.
The critical temperature of the given structure corresponds to the temperature where
the magnetic susceptibility χ(N, T ) is maximized.
2.4 Simulated critical temperature and computational effi-
ciency
The simulated Tsim values are obtained for the three structures with concatenation
levels k = 4 to k = 7. As shown in Figure 3, T χmax decreased as the system size
increased on Structure 3. This phenomenon was also seen in the other structures as
shown in Table 2.
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Figure 3: Normalized magnetic susceptibilities normχ versus temperature T in units
of J/kB for k = 4, 5, 6, 7 on Structure 3. The points near the top of the curves are
the estimated critical temperature used to obtain a set of 1× 106 configurations from
the Wolff algorithm.
Table 2: Simulated temperature Tsim with the confidence region 2ΔT .
Tsim(J/kB)
Structure k = 4 k = 5 k = 6 k = 7
1 0.735(251) 0.685(137) 0.645(76) 0.620(43)
2 0.785(322) 0.725(182) 0.675(105) 0.640(60)
3 1.240(394) 1.155(216) 1.105(122) 1.075(70)
These results show the critical temperature increases as loops are added to the
structures. Adding loops is equivalent to adding generators to each spin state. The
correlation between the degree of the structure and the critical temperature is, how-
ever, not very clear, as the difference of temperature between Structure 2 and 3 was
significantly larger than the one between Structure 1 and 2.
We performed a Monte Carlo analysis to calculate the critical temperature of
the Ising model on fractal-like three-bit error-correcting codes represented as graphs.
These graphs are derived from the stabilizer formalism of quantum error correction.
The selected Monte Carlo method is the Wolff algorithm due to its improved com-
putational efficiency over Metropolis algorithm. Our results show that the size and
geometry of the graph greatly affect the critical temperature [43]. We also show that
the presented fractal-like graphs represent self-correcting codes on at least up to 37
spins [43]. In the next section we present analytical solutions for the same structures.
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CHAPTER III
ANALYTICAL CALCULATION OF MEMORY
STABILIZER STRUCTURES
In this section, we analytically evaluate the same memory stabilizer structures pro-
posed in the previous Chapter. We transform the stabilizer Hamiltonian of the fractal-
shaped structures into a Hamiltonian consisting of uncoupled spins in a magnetic field
using quantum CNOT gates. The CNOT unitary transformation enables us to re-
duce the calculations of thermodynamic averages to the shortest path problem. This
reduction allows us to derive analytic expressions for the partition functions and the
magnetic susceptibility for all four fractal tree structures. While the Monte Carlo
approach described in the previous section computed structures with up to 37 spins,
this analytical study allows us to study problem instances of greater than 3200 spins.
We also extended our analysis to the canonical stabilizer Hamiltonian.
This Chapter is based on
Yu Tomita, C. Ricardo Viteri, and Kenneth R. Brown, Phys. Rev. A, 82, 042303
(2010)
3.1 Introduction
The equivalent of a magnetic memory for quantum information would consist of a
macroscopic number of qubits with multi-qubit interactions that create a single stable
qubit memory. The free energy of the system would depend upon an external con-
trol to spontaneously break global symmetry in the presence of environment-induced
fluctuations. Kitaev’s toric code in a four dimensional lattice would achieve this
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task [25, 44], but its implementation seems currently unlikely. Bravyi and Terhal
have recently shown that a two-dimensional self-correcting quantum memory may
not exist [29]. If dimensionality is an engineering limitation, the solution may be self-
correcting memories of finite size based on concatenated codes in which the number
of qubits involved in each interaction grows with the lattice size [28]. The classical
concatenated triple modular redundancy code in the formalism of quantum stabilizers
using the standard choice of generators fulfills this prerequisite for classical memory.
The stabilizer for a subspace is defined as the group of Pauli operators that act
trivially on a code space and whose eigenvalues are +1. The code space is the degen-
erate ground state of a Hamiltonian built from the stabilizer elements with negative
couplings. The triple-modular redundancy code is a textbook example for introduc-
ing the idea of stabilizer error correcting codes [2]. Classical error correcting codes
represent a subset of quantum error correcting codes that only protect against clas-
sical bit-flip errors but not phase errors [43]. At each level of concatenation k, the
logical bit consists of three bits of level k − 1, and correction works by majority vote
at the lowest level first and then working up. The k-th level of concatenated code
contains 3k bits or classical spins, and it can always correct a maximum of 2k − 1
errors on the physical bits. The increase of k leads to many-body operators that test
the parity of 2
3
× 3k bits at once. This exponential increase in the many-body nature
of the Hamiltonian makes the physical construction of such a system unrealistic.
An alternative choice uses only elements that test a pairwise agreement. This
set of Pauli operators generates the same stabilizer group and represent an Ising
Hamiltonian with characteristic thermodynamic and kinetic properties. Using Monte
Carlo simulations, we examined the thermal magnetization of this pairwise choice of
stabilizers (Structure 1 in Fig. 4) and the effect of adding non-independent stabilizers
to the Hamiltonian (Structures 2 and 3) [43]. For Structure 1, 3k − 1 independent









Figure 4: Transformation of the memory stabilizer structures generated by two body
interactions from the Ising basis to the free-spin basis. Black dots and open circles
are spin sites (qubits), and the lines show pairs of interacting spins (generators). In
the free-spin basis, the black dot without interactions is a single free spin, open circles
are independent spins in a magnetic field, and the connected circles are independent
pairs of interacting spins in a magnetic field. The interaction strength J is constant
(see Eq. 13). The total number of bits increases with concatenation level, k, as 3k.
Only k = 3 level structures are shown.
cycles in the structure. The cycles are equivalent to choosing an overcomplete set of
stabilizer generators.
In this paper, we analytically evaluate the choice of stabilizer generators on the
preservation of information . Specifically, a unitary operator is constructed from
controlled-not gates that converts a Hamiltonian representing an Ising tree into a
Hamiltonian of uncoupled spins in a magnetic field. Applying the same unitary
operator to the tree-like graphs of Structures 2, 3, and 4 yields partition functions
corresponding to a collection of independent single spins and independent pairs of
spins. A slight modification of the sequence allows us to calculate the analytical
magnetization of the canonical stabilizer Hamiltonian. The results presented here
agree with our previous numerical work for relatively small, finite-size systems. Closed
form partition functions for each of the four self-correcting memory structures allow
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us to examine the problem at much larger k.
A direct measurement of the degree of preservation of the information can be
read from the spontaneous magnetization at zero magnetic field. Below a certain
temperature, a single spin, s0, is sufficient to bias the system into one of the two states
of broken symmetry. The finite-size system develops spontaneous magnetization and
the single order parameter m0 = (
�N−1
j=0 �s0sj�)/N approaches the value of 1 [45].
The stability of the structure, as measured by the temperature range in which m0 is
preserved, depends on the energy barrier that separates the two ground states and
the number of pathways that traverse the barrier.
Structure 1 is an example of an Ising tree with free boundaries. The Ising model
on Cayley trees results in partition functions that are equivalent to free spins [46, 47].
Our previous analysis, based on N = 81, 243, 729, and 2187 bits (k = 4−7) and under
the assumption that Fisher’s finite-size scaling method [48] applies to these type of
Ising graphs, yielded a non-zero Tc. But contrary to Sierpinski fractals [37, 38, 40],
where a few data points seem to be enough to forecast Tc correctly, the finite-size scal-
ing fails to describe magnetic susceptibility peaks shifted away from Tc=0. For Ising
trees and for Sierpinski gaskets, the relative magnetization approaches zero in the
thermodynamic limit [47, 49–51], but it persists for very large systems (comparable
to the number of hadrons in the universe)[46, 52]. The nature of the magnetic phase
transition for an infinite system is not applicable to systems of laboratory dimensions.
We find similar behavior in Structures 2, 3, and 4, but with higher apparent critical
temperatures (defined as the temperature where magnetic susceptibility reaches its
maximum). Surprisingly, the canonical choice of elements to generate the concate-
nated three-bit error-correction code exhibits the lowest of the finite-size apparent
critical temperatures.
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3.2 CNOT transformations and Ising systems
The algebra of controlled-nots (CNOTs) and Pauli Z operators from quantum com-
putation is used to find analytical solutions for the internal energy and magneti-
zation of the Ising structures in Fig. 4. Following standard notation, the spin
or qubit basis is labeled |0� and |1� with the Pauli Z operator in the computa-
tional basis acting as Z |x� = (−1)x |x�, where x equals 0 or 1. The controlled-not
operation on two qubits can be written compactly in the computational basis as
CNOT (1, 2) |x1� |x2� = |x1� |x2 ⊕ x1� where qubit 1 is the control qubit and ⊕ rep-
resents addition modulo 2. Through out this manuscript, we take advantage of the
following relations:
CNOT (j, k)CNOT (j, k) = I
ZjZj = I
CNOT (j, k)ZjCNOT (j, k) = Zj
CNOT (j, k)ZkCNOT (j, k) = ZjZk
CNOT (j, k)ZjZkCNOT (j, k) = Zk.
The last two relationships convert between Ising couplings, ZjZk, and local mag-
netic fields, Zk. The repeated application of CNOT transformations is an explicit
method to obtain the zero-field partition function for any Ising tree Hamiltonian of
N spins, which is always equivalent to a single free spin and N − 1 independent spins
in a magnetic field [47]. The same transformation applied to trees that are graphs
with a few cycles results in partition functions of clusters of spins. All of these parti-
tion functions are products of partition functions of few spins and do not lead to any
singularities of the zero-field thermodynamic response functions. They do, however,
lead to differences in magnetic behavior.
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3.3 Analytical Solution for the Partition Function
The stabilizer is defined as all the products of Pauli operators that act trivially on the
code space. For the bit-flip code, we can choose any set of pairwise Ising interactions
that generates the stabilizer operators. These generators form a Hamiltonian that is





where �i, j� indicates a sum over nearest neighbors, and J sets the energy scale of
the problem with temperature measured in units of J/kB. The choice of generators
determines the structure and properties of the system [43].
3.3.0.1 Ising trees
A tree is a connected graph without cycles or loops. As a result, there is one and only
one path between any two nodes. In an Ising tree, the nodes represent bits and the
edges represent the Ising interaction. Each node, n, is connected to a single parent,
np, and one or more children, nc. If the node n is at a distance d from the root, the
parent is at a distance d−1, and the children are at a distance d+1. For convenience,
we define a function D that converts labels to the minimum distances from the root,
e.g., if D(n) = d then D(nc) = d + 1. We label each node by its number and its
parent’s number to make explicit the tree nature of the graph. The Hamiltonian for







and the Z operator on the root is labeled Z[0,0] although the root has no parent.
The CNOT ([np, n], [n, nc]) operator transforms Z[np,n]Z[n,nc] into Z[n,nc], but also
transforms Z[n,nc]Z[nc,ngc] into Z[np,n]Z[n,nc]Z[nc,ngc], where gc labels the children of the
children. By applying CNOTS first at the outermost connections (leaves) and then
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CNOT ([np, n], [n, nc]) (15)
and the product implies right multiplication. Applying this unitary to the Hamilto-
nian of Eq. 14 yields





which represents N − 1 spins in a magnetic field and one free spin. We will refer
to this basis as the free-spin basis and the original computational basis as the Ising
basis. U is the transformation matrix between the two bases (see Fig. 4).
In Ising trees, every qubit, except the root, has the Hamiltonian H1 = −JZ in
the free-spin basis. The partition function is then simply the product of the partition
function of a single spin in a magnetic field: Q1 = exp (J/kBT )+exp (−J/kBT ). The
thermodynamic density matrix for a single spin is ρ = 1/2[I2×2 + tanh(J/kBT )Z].
The density matrix is used to calculate the polarization in the free-spin basis, � =
Tr [Zρ] = tanh(J/kBT ), and the internal energy, < E1 >= −JTr[Zρ] = −J�. The
total thermal density matrix for all of theN spins is a tensor product over independent
spin density matrices,
ρtotal = ⊗N−1n=0 ρ[nd,n] = I2×2 ⊗N−1n=1 ρ, (17)
and the total internal energy is then < Etotal >= Tr[H
�ρtotal] = −J(N − 1)�.
3.3.0.2 Ising trees with cycles
The CNOT Ising tree transformation can also be applied to graphs that can be
decomposed into a spanning tree and Ising couplings between spins with the same
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and the same unitary of Eq. 15 transforms it to the free-spin basis, thus








This is the Hamiltonian of one free spin and finite Ising graphs of sibling spins in
non-zero magnetic field.
Here we examine connections only between sibling pairs, that is the triangular
cycles in Structures 2, 3, and 4 (Fig. 4). In this case, there are three types of spins: i)
the root which is depolarized in the free-spin basis and has �E0� = 0, ii) the spin that
is not connected to a sibling and is described by H1 = −JZ, which is equivalent to a
spin in a magnetic field, and iii) spins that are connected to a sibling that have the
two-spin HamiltonianH2 = −J(Zi+Zj+ZiZj). The expected energy of the spins with
the magnetic field Hamiltonian is �E1� = −J� with magnetization � = tanh(J/kBT ).
The partition function of the siblings is Q2 = exp (3J/kBT ) + 3 exp (−J/kBT ), and
the two-spin density matrix is then ρi,j = 1/4(I4x4 + αZi + αZj + αZiZj), where
α =
exp (3J/kBT )− exp (−J/kBT )
exp (3J/kBT ) + 3 exp (−J/kBT )
. (20)
The energy is < E2 >= −3Jα, and the magnetization of a single spin is α.
The total internal energy is the sum of energies for the three types of spin, <
Etotal >=< E1 > N1+ < E2 > N2/2 = −J(�N1 + 32αN2). The internal energies
for Structure 1, Structure 2, Structure 3, and Structure 4 are then −J�(3k − 1),
−J [�(3k−1 − 1) + 3
2
α(2 · 3k−1)], −J 3
2




The expectation value of the operators constructed from products of Z’s can be
calculated quickly from the density matrices for the three spin types. The root is
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unpolarized, ρ0 = 1/2I2x2, and as a consequence any operator that contains Z[0,0] will
be zero. The single spins will contribute � per Z. The paired spins are correlated
and will contribute α for individual Z’s (Zi, Zj) or the product (ZiZj). These rules
are sufficient to calculate the magnetic properties of the system and have a succinct
description in terms of the geometry.
3.3.1 Calculation of the magnetization and the magnetic susceptibility
The magnetization operator in the computational or Ising basis is M =
�N−1
n=0 Z[np,n]
and its expectation value is zero by symmetry. The product of the magnetization of





The root spin is sufficient to bias the system into one of the two states that break the




/N is non-zero in the thermodynamic limit when the
system is in a ferromagnetic phase. The square of the magnetization relates to the

















Each of the Znp,n operators must be transformed into the free-spin basis in order
to calculate the magnetic properties. The basis transformation of Eq. 15 maps each
Znp,n operator onto a product of Z’s. When n is at a distance d from the root, the
transformation yields
UZ[nd−1,n]U
† = Z[nd−1,n]Z[nd−2,nd−1]...Z[0,n1]Z[0,0], (23)
with each parent labeled as nd−1. The operator Z[np,n] becomes a product of Z’s on
every node on the path from the root to the spin n.
The key observation is that the local magnetization operators in the Ising basis
are transformed into paths in the free-spin basis. Calculations can then be performed

















Figure 5: Example of labeling edges in (a) trees and (b) tree-like graphs to calculate
the magnetic properties based on paths between nodes (see text).
• Label the edges of the tree-like graph with paired siblings by α, if the edge is
part of a triangle, or by �, otherwise.
• Define Path(n, l) as the product of the edge labels between nodes n and l along
the shortest path.
Fig. 5 shows a tree and related tree-like graph with the edges labeled. As an example
we calculate Path(4, 9). For the tree (Fig. 5a), Path(4, 9) = Path(4, 1)Path(1, 5)Path(5, 9) =
�3. In the tree-like graph (Fig. 5b), there is a shortcut between the paired sibling
nodes 4 and 5 and Path(4, 9) = Path(4, 5)Path(5, 9) = �α.
As shown in Section 3.5.1, the magnetic thermodynamic averages can be related






















where f(d) is the number of nodes a distance d from the root and φ(d) is the number
of unidirectional paths of length d.
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In summary, notice that in the Ising basis, H encodes the geometry by selecting
which spins are paired (Eq. 13), and that the magnetization operator is independent
of the connectivity of the N spins. In the free-spin basis, H � is independent of the
graph for trees with N nodes (Eq. 16), and the geometry is now encoded in the
magnetization operator (Eq. 24).
This is well illustrated by calculating the magnetization for two simple examples:
a line of N -spins and N − 1 spins connected to a central spin. In both cases the
transformation to the free-spin basis results in a Hamiltonian of N − 1 spins in a
magnetic field and a single free spin. As a result, the partition function and density
matrix in the free-spin basis are equivalent; however, the magnetizations are quite







d converges to 1/(1 − �) in
the limit of large N . This yields the familiar result that the magnetization per spin is
vanishingly small for T > 0. For the central spin case, d = 1 or 0 and f(1) = N − 1,




= (N−1)�+1. The system has non-zero
magnetization per spin for all T < ∞.
Below we use the equations derived in this section to find analytical expressions
for the magnetization and the susceptibility of the stabilizer structures of Fig. 4. All
of these systems grow in size as N = 3k as they are based on the concatenation of
three units of 3k−1 spins at each level k. The path from the root to the furthermost
spin is of length dmax = k.
3.3.1.1 Structure 1
In the Ising tree labeled Structure 1 of size N = 3k, the number of nodes at distance
d from the root is





















�d = (1 + 2�)k. (29)
One can understand the result by imagining building up the tree level-by-level. The
level k adds 2 nodes to every node in a level k − 1 tree. The paths between nodes
and the root in the inner k − 1 tree are the same, and the leaves add two paths that











Notice that this last equation also generates Eq. 29, thus the relative magnetization












which vanishes in the limit of large k for all � < 1 and T > 0. In order to calculate
the magnetic susceptibility using Eq. 22, we need to first evaluate the magnetization
squared operator. Starting from k − 1, two leaves are added to every node. Each
path of length d > 0 on the k − 1 tree now has two extra leaves on each end. This
results in one path of length d, four paths of length d + 1, and four paths of length
d+2. For the 3k−1 paths of d = 0, there are now two paths of length one, one path of
length two, and two new paths of zero length. Using these observations and defining
















1 + 4�+ 4�2
� 2(k−1)�
d=1
2φ1(d, k − 1)












= (1 + 2�)2k + 2(1− �2)(1 + 2�)2(k−1)
�
1− [3/(1 + 2�)2]k
1− 3/(1 + 2�)2
�
(33)
and the magnetic susceptibility per spin is then
χS1(k) =
2(1− �2)(1 + 2�)2(k−1){1− [3/(1 + 2�)2]k}
NkBT [1− 3/(1 + 2�)2]
. (34)
3.3.1.2 Structure 2
Structure 2 is similar to Structure 1 but the leaves are connected forming triangular
cycles. The number of spins at the minimum distance d from the root is the same as
in Structure 1 but now there are single spins and spin pairs in the free-spin basis. For
paths that include leaf spins from Structure 1, the magnetization needs to include the
polarization of a spin pair, α. Structure 2 with 3k spins is equivalent to Structure 1










The thermodynamic average of �M2� for a Structure 2 of 3k nodes can be built
from a Structure 1 with 3k−1 nodes by examining the extra shortest paths due to the
attached outer cycles. The main difference is that the two new nodes connected to





















In this structure, each spin is part of a triangular cycle, and all spins but the root
are paired spins. The thermodynamic average of the magnetization is identical to
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= (1 + 2α)k. (38)
The magnetization squared depends on the number of shortest paths between all
spins, which is quite different from Structure 1 due to shortcuts made by triangular

















= (1 + 2α)2k + 2(1 + α− 2α2)(1 + 2α)2(k−1)
�
1− [3/(1 + 2α)2]k
1− 3/(1 + 2α)2
�
. (40)
The magnetic susceptibility is then
χS3(k) =
2(1 + α− 2α2)(1 + 2α)2(k−1)
NkBT
×{1− [3/(1 + 2α)
2]k}
[1− 3/(1 + 2α)2] . (41)
3.3.1.4 Structure 4
In Structure 4, each of the spins form part of triangular cycles except the outer nodes.
The relationship between Structure 4 and Structure 3 is similar to the relationship
































3.3.2 Extension to the Canonical Stabilizers
The stabilizer formalism of quantum computing defines a subspace of n-qubits by
a set of commuting observables that are products of Pauli matrices on the n-qubits
and have the value of 1 on the subspace. The stabilizer generators are independent
operators, trace orthogonal, and commute with one another. As a result, there is
always a unitary transformation which maps the stabilizer elements to Z operators
on independent spins. Furthermore, this unitary can be constructed from CNOTs,
Hadamards, and Pauli matrices [2].
Structure 1 is derived from the three-qubit classical stabilizer code. The choice of
generators is chosen to form an Ising tree, and this is not the standard choice. The
standard choice is to use logical Ising interactions at every level of encoding. This
choice results in generators that are multi-qubit interactions which grow exponentially
with the level of encoding.
The transformation that takes the stabilizer elements to independent Z’s is closely
related to the transformation used for Structures 1, 2, 3 and 4. Instead of simply
applying the CNOTs with the control on the inner node and then progressing inward,
the control is alternated from inner to outer. A comparison of the two transformations
is shown for 9 qubits in Fig. 6. For Structures 1, 2, 3, and 4 only A and B are applied.
For the full stabilizer, A, A�, B, and B� are all applied. The detailed description of the
transformation can be found in the Section 3.5.2. The expected relative magnetization




= 1 + 2�
�
1− [(2 + �)�3]k













where ζ = (2 + �)�.
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Figure 6: A description of U as a quantum computing circuit for 9 qubits. For
the tree and tree-like structures examined, the CNOTs are applied with the control
towards the root starting from the leaves and then moving down layers until the root
(A,B). For the full-stabilizer, the direction of control is alternated before applying the
CNOTs at the next layer (A, A�, B, B�).
3.4 Results and Discussion
3.4.1 Apparent Critical Temperature for Finite Size Systems
The analytical results obtained from Eqs. 34, 37 and 41 match perfectly with our pre-
vious Monte Carlo simulations [43]. As an example, Fig. 7 compares the closed form
equation of the magnetic susceptibility for Structure 3 with numerical simulations of
systems of various sizes. The susceptibilities are calculated using the thermodynamic
statistics of 5 × 104 independent spin configurations generated with Wolff cluster
simulations at different temperatures.
For finite-size self-correcting memories, the susceptibility as a function of temper-
ature shows a maximum which occurs at an apparent critical temperature T χmax(N).
It is clear from Fig. 7 that this temperature decreases with system size as expected.
Finite size effects replace the divergences at the thermodynamic critical point by finite
peaks shifted away from Tc [42, 48]. Previously [43], we used a first order approxima-
tion to estimate these shifts for the case of susceptibility. A fit of T χmax against the
system size N gave us an estimate for Tc, χ0 and ν
�. With only four data points, we
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Figure 7: Magnetic susceptibilities per spin as a function of temperature T in units of
J/kB for different concatenation levels of Structure 3. The solid lines are calculated
from Eq. 41 and the symbols are the result of Monte Carlo simulations [43] using
5× 104 independent spin configurations.

























Figure 8: Temperature of maximum relative magnetic susceptibility T χmax for different
memory stabilizers of sizes that span from tens to 1095 spins. Note that 1.70 and 2.23
in the abscissa correspond respectively to the Avogadro’s number and to the predicted
number of hadrons in the observable universe [46].
forecasted a finite Tc. Analytical solutions for the magnetic susceptibility permit the
study of bigger systems and present a more complete picture of the finite-size effects
on the magnetic properties. We obtain T χmax(N) numerically and Fig. 8 compares
them for the four Ising stabilizer structures, the canonical stabilizer, and the 1D Ising
model as a function of total number of spins in a double log scale, log10(log3(N)).
The numerical calculation of T χmax for the 1D Ising model of systems bigger than 3
18
spins results in a numeric underflow. The dotted line in the figure is an extrapolation
using a two parameters fit of the solid line to the equation T χmax= ak
−b.
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In the limit of systems of infinite size, Eqs. 29, 35, 38, 42, and 45 reveal that
the only temperature at which m0 takes the exact value of one is Tc= 0. It is seen
in Fig. 8 that T χmax converges very slowly to zero with system size. Based on the
closed form equations this prolonged decay cannot be captured by a simple first order
equation in N−1/ν
�
nor by any finite power expansion in N without including an
offset. We cannot calculate numerically the size of memory stabilizers with a T χmax
of practically zero before we run into numerical overflow. As shown in the figure,
memory stabilizers utilizing all the observable matter in the universe will still behave
as a finite-size system with almost all of their spins correlated at a finite apparent
critical temperature on the order of J/kB. This is in contrast to the linear spin
case where T χmax rapidly approaches zero with increasing system size. For 3 spins,
Structure 1 and the line are equivalent with T χmax= 1.07. We can then ask how many
spins are required to reach a certain T χmax. As an example, a maximum susceptibility
of T χmax= 0.29 is achieved using 3
6 spins in a line, but it would require a Structure 1
of 3313 spins. This presents an interesting challenge as these networked spin systems
stand in contrast to our standard notion of what size the thermodynamic limit is
appropriate.
The thermal stability of the information encoded into finite systems for the four
structures and the full-stabilizer can be related to T χmax (Fig. 8). The choice of
stabilizers leads to a significant change in this apparent critical temperature. Two
thirds of the spins in Structure 2 form closed cycles, and the other third of spins
form a core that is the same as a k − 1 Structure 1. As expected for small systems,
Structure 2 remains magnetized for a broader range of temperatures than Structure 1.
Similarly, Structure 4, with 2/3 of its spins as free leaves, is less stable to temperature
driven fluctuations than Structure 3. The cores of Structures 1 and 2, and Structures
3 and 4, account for 1/3 of the spins, and they show similar magnetic behavior in
the astronomical limit of large k. The canonical choice of stabilizer elements remains
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magnetized below a broad range of temperatures, and shows the same long ranged
order properties, but under this thermodynamic criteria, is a less efficient memory
stabilizer than the simpler pairwise interaction geometries.
3.4.2 Power-law Correlations and Finite Size Effects
Assuming that there is a relation between a 1-D path of correlated spins and the
total size of the system, L = N1/d, we can define a correlation length exponent
scaled to the system size ν � = ν · d. The dimension, d, of each of the structures
of Fig. 4 is unknown. According to the standard scaling hypothesis, and provided
that the system size is large enough, the following scaling properties are expected
at the critical point: c(N) ∝ N αν� , m(N) ∝ N− βν� , and χ(N) ∝ N γν� [42]. Closed
form equations for the magnetization and the magnetic susceptibility can be used to
calculate critical exponents.
An analytical formula for the relative magnetization critical exponent can be ob-
tained by equating the relative magnetization per spin to the N−
β
ν� power law. After
simplification of the exponent k, the β/ν � critical exponent can be written in terms
of the logarithm of the relative magnetization as follows:
β/ν � = 1− ln(ψ)
ln(3)
, (47)
where ln(ψ) = ln(�M̃�)/k. For Structures 1 and 3, ψ is independent of k and we
find ψ1 = 1 + 2� and ψ3 = 1 + 2α, respectively. For Structures 2 and 4, ψ depends










. The power law for the relative
magnetization per spin can thus be written as a function of any arbitrary temperature:
m0(T ) = N
−[1− ln(ψ(T ))ln(3) ]. (48)
This last equation reduces the magnetic susceptibility of Eqs. 34 and 41 to the form:
χ(k, T ) = A(k, T ) · (3k)−2β/ν �+1, (49)
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where for Structures 1 and 3 A is
A(k, T )S1 =
(1− �2)[(1 + 2�)2k − 3k]
kBT (2�2 + 2�− 1)(1 + 2�)2k
(50)
and
A(k, T )S3 =
(1 + α− 2α2)[(1 + 2α)2k − 3k]
kBT (2α2 + 2α− 1)(1 + 2α)2k
, (51)
respectively. As T approaches the thermodynamic critical temperature of Tc = 0,








(1 + α− 2α2)
kBT (2α2 + 2α− 1)
. (53)
In this limit, the magnetic susceptibility can be written as the well known formula
χ(N) = A(T ) ·N γν� . Examining Eq. 49, we find that γ/ν �+2β/ν � = 1, which matches
the Rushbrooke and Josephson scaling law d = γ/ν + 2β/ν if written as a function
of the correlation size exponent ν �. Fig. 9 tests the temperature region in which this
approximation holds for all system sizes. There is a broad temperature region where
the magnetic properties are well described by N and temperature dependent critical
exponents.
The set of critical exponents obtained numerically for particular ill-predicted crit-
ical temperatures (see Tables IV and V of Ref. [43]) match very well with those
calculated using Eq. 47 and the hyperscaling relation. These apparent critical tem-
peratures fall in the temperature region in which Eqs. 52 and 53 hold.
We find that there is a broad temperature region above Tc where the β/ν
� exponent
is almost zero (it is strictly zero only at T = 0). Complementary, and for the same
broad temperature region, the γ/ν � critical exponent reaches almost the value of
one. The interpretation is simple: the number of correlated spins grows almost at the
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Figure 9: Power law proportionality function A(k, T ) for (a) Structure 1 and (b)
Structure 3. Solid lines are calculated using Eqs. 50 and 51 while the circles come
from the approximations of Eqs. 52 and 53. In a broad region of temperatures
near the thermodynamic critical point, these simple equations are enough to define a
magnetization power law on N for any system size.
same rate as N . Spins that present long ranged correlations develop a net macroscopic
alignment when an infinitesimal magnetic field is applied [45].
3.5 Shortest paths to thermodynamic properties
3.5.1 Trees and trees with cycles
For an Ising tree, there is only one path between any two nodes n and l. We define
Pl,n as the product of Z operators of all of the nodes on the path between n and l
on the spanning tree (including n and l). The transformation of Eq. 23 can then be
written succinctly as
UZ[np,n]U
† = P0,n (54)









The expected value must be zero by symmetry and this is easy to confirm since each
term contains the root factor Z[0,0]. Applying the transformation to the M̃ operator
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Note that none of the terms contain Z[0,0] and the number of Z factors in each term
is the distance between n and the root.
The expectation value of the magnetization is the product of the polarization of
all the spins on the path from n to n1 in the free-spin basis. For the structures studied
in Section 3.3.1, the spins that are in sibling pairs have polarization α and otherwise








where cn is the number of spins that are in a pair between the root and n. One can
express this graphically by labeling every edge in the graph with an � if it is not part
of a triangle, and with an α if it is part of a triangle (see Fig. 5). One then starts
from a node and multiplies the label of the edges between the node and the root on
the spanning tree. Summing over all nodes yields Eq. 24, and a comparison to Eq. 56
shows that Path(0, n) = �Pn,n1�.










The product of P0,l and P0,n results in the Z’s that are in the intersection of the paths
from the root to l, and from the root to n, to cancel. The Z operator on the last
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node in common is ZLast(l,n), and this node is included in the path from l to n on the
spanning tree. As an example, consider node 4 and node 9 of Fig. 5. Then P0,4 =
Z[1,4]Z[0,1]Z[0,0], P0,9 = Z[5,9]Z[1,5]Z[0,1]Z[0,0], and P4,9 = Z[1,4]Z[1,0]Z[1,5]Z[5,9]. Node 1 is
the last node in common and, as a result, P0,4P0,9 = P4,9Z[0,1] and Z[0,1] = ZLast(4,9).
These operators are the same for Fig. 5(a) and (b), but the expectation values differ
as explained below.





To calculate the expectation value of Pl,nZn,l, we must consider three cases. In the
first case, the node n is contained in the path between the root and l or vice-versa,
and ZLast(l,n) equals Z[np,n] or Z[lp,l], respectively. The expectation value of Pl,nZn,l is
simply the polarization of spins on the path from l to n excluding the node Last(l, n).
The polarization of each node is the label of the edge connecting it to its parent and
as a result �Pn,lZn,l� = Path(n, l). In the second case, the two nodes after the last
node are not part of the same triangle. The polarization of spins at these nodes are
independent and again �Pn,lZn,l� = Path(n, l). In the third case, the two nodes after
the last node are part of the same triangle. The polarizations are not independent
and two Z’s yield a single α. This is equivalent to taking a shortcut, and for all cases,









To define the full stabilizer, it is useful to start at the top level and work down. At
level k there is one qubit (labeled 0), composed of three level k− 1 qubits labeled 00,
























































where η is a k − j + 1 string of trits. It is convenient to consider η as a number in


























ηt = I. (68)










and there exists a unitary that transforms A’s to single qubit Z’s. The chosen unitary
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= Zη10(j−1)Zη20(j−1) , (70)
where 0l is a string of l zeros and x = 1 or 2. Every physical qubit is denoted by a
k + 1 trit string with the first trit set to zero. This will transform the 3k−1 stabilizer
elements into 3k − 1 single Z operators. To further specify the unitary, we set
UZk0U
† = Z0k+1 . (71)
An explicit construction of U is as follows. Arranging the spins on the tree that
defines Structure 1 and starting at the spins at the maximum distance from the root,
dmax, apply CNOT (ndmax−1, ndmax) between all spins connected on the graph at this
distance. Then apply CNOT (ndmax , ndmax−1) to the same spins. Then move up one
level and repeat the procedure first applying CNOT (ndmax−2, ndmax−1) at this distance
and then CNOT (ndmax−1, ndmax−2). Continue to the root. If we only used the CNOTs
that are controlled by parents, we have the same unitary as Structure 1. Switching
to CNOTs that are controlled by children allows us to transform logical Z’s into Z’s
on single spins. The unitary is shown as a circuit for k = 2 in Fig. 6.
U †ZµU must be determined to calculate the magnetization. This is possible by
constructing Zµ from stabilizer elements and Z
k
0 using Eqs. 65, 66, and 67. If we write








µ̄j = (2µj) mod 3 (73)
which exchanges 1’s for 2’s and follows from Eqs. 65 and 66.
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0x is the product of all
spins on a single k− 1 level qubit. Geometrically, each Aj splits off one block of 3j−1
spins from a block of 3j level. Each A reduces the total number of spin operators by
1/3 until we reach a single qubit operator.
To calculate the magnetic properties, we examine the transformed product of two






















After the transformation UZµZνU
†, each remaining Ajη{1,2} corresponds to a sin-
gle Z operator and each Ajη0 corresponds to two Z operators. The Z’s will be
unique between µ and ν except for the only case where η agrees, Ak−qµkµk−1...µ̄k−q−1
and Ak−qνkνk−1...ν̄k−q−1 . The number of independent Z’s in UZµZνU
† denotes an effective
distance between µ and ν,
δ(µ, ν) = 2(k − q − 1) + zeros(µk−q−2...µ0)
+zeros(νk−q−2...ν0)
+2µk−q−1·νk−q−1/2 (75)
in which q+1 is the number of leading trits that agree in µ and ν, and zeros(µj...µ0)
counts the number of zeros in the string µj...µ0. The first trits that do not agree,
µk−q−1 and νk−q−1, result in 1 or 2 independent Z’s depending on whether either
trit equals zero. For a given q, the minimal effective distance between the spins is
2k − 2q − 1.
Calculating the relative magnetization requires computing the effective distances
between the root Z0k+1 and all other spins Zµ. Clearly, the number of leading trits
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that agree are the number of leading zeros in µ, L(µ). The result is
δ(0k+1, µ) = 2(k − L(µ)− 1) + (k − L(µ)− 1)
+zeros(µk−L(µ)−2...µ0) + 1
= 3k − 4L(µ) + zeros(µ)− 2. (76)
This effective distance serves the same role as the distance from the root to the nodes
in Structure 1.
Fig. 10 shows the effective distance for each spin of the canonical stabilizer up
to level k = 2. Each qubit at level k consists of three qubits of level k − 1. The
effective distances for each level k include effective distances from the central k − 1
level qubit, and two equivalent sets of distances corresponding to the appended k− 1
level qubits. The minimum effective distance in each new set is 3k − 2 at the corner
qubit, which occurs when there is exactly one zero in the string µ. In a new set, the
effective distance increases by one for each additional zero in µ. Suppose µ labels a
qubit in an appended block, then µk = 0 and µk−1 �= 0. If µj = 0 for j < k − 1, then
the qubit is effectively one step farther from the root than if µj = 1 or 2. Analogous
to the Ising trees, the expected value of the magnetization is calculated using the
polarization � and the effective distance of each qubit.
With the minimum effective distance of 3k − 2, the expected value of the magne-








+ 2(2 + �)k−1�3k−2, (77)




= 1 + 2�
�
1− [(2 + �)�3]k
1− (2 + �)�3
�
. (78)
The 2 + � arises from the three choices of µj and there are k − 1 values of j in the
appended block.
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The thermodynamic average of �M2(k)� is obtained by performing a similar cal-
culation but summing over the effective distances between all spins. At level k, each
level k− 1 qubit has the same internal magnetization squared, �M2(k − 1)�. To com-
pute the effective distances between qubits in k − 1 blocks, we determine how many
trits are required to distinguish a pair of physical qubits. It takes a single trit to
determine which two logical blocks are paired. Each block contains qubits labeled by
k − 1 different trits. Similar to the magnetization, each trit contributes a factor of
2 + �, but now there are a total of 2k − 1 choices. The minimum effective distance
between two sets is also 2k − 1, since only the leading trit can agree (q=0). Overall,








+2(2 + �)2k−1�2k−1, (79)















where ζ = (2 + �)�.
3.6 Conclusion
We use CNOT gates to transform the Hamiltonian of stabilizer structures into a
Hamiltonian consisting of uncoupled single and pairs of spins. In the original basis,
the Hamiltonian encodes the geometry by selecting which bits interact. The mag-
netization operator is independent of the graph for N spins. In the free spin basis,
the Hamiltonian is independent of the graph for N spins and the geometry is now
encoded in the magnetization operator. This transformation allows us to obtain an
analytical partition function and closed form equations for the effective magnetization


















Figure 10: The effective distances of the canonical stabilizer up to k = 2. For each
k the black dot represents the root qubit. The corresponding Zµ is written next to
each qubit. The numbers shown on the right are the effective distances from the
root to the qubit at the same position. The bold box contains the effective distances
inherited from the level k − 1.
The analytical solutions match very well with the numerical results presented
previously[43] for finite size systems of N ≤ 38 spins. With a slight modification of the
transformation sequence we calculate the analytical magnetization and susceptibility
of the canonical stabilizer Hamiltonian.
In our previous calculation based on four values of k, we forecast a finite criti-
cal temperature for systems of infinite size. Our analytical solution shows that this
prediction is incorrect. After applying a sequence of CNOT operations on the four
stabilizer Hamiltonians studied in this work, the partition function results in a collec-
tion of free elements. The interactions represented in the magnetization operator yield
to graphs that have a transition from magnetic to random at Tc=0 in the thermody-
namic limit. However, they possess unusual long-range-order properties as previously
observed in hierarchical systems which also have Tc=0 (e.g.: Sierpinski gaskets [52]
and Cayley trees [46]). The memory stabilizer structures develop spontaneous magne-
tization below an apparent critical temperature for unrealistically large systems. The
relative magnetization persists below a finite temperature for systems of N = 3200
spins. For a practical implementation, the infinite system is a poor approximation,
and it remains poor even for finite systems that are astronomical in size. This conflicts
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with our notion of the thermodynamic limit, where the infinite system well describes
crystalline solids of few billion unit cells [52].
First order finite-size scaling analysis is incomplete and fails to describe the slow
decrease of T χmax with the system size for all structures. For systems with no phase
transition at finite temperatures, the shift away from Tc cannot be written as a simple
power expansion in N1/ν
�
. The partition function of the systems, and its first and
second derivatives with respect to an external magnetic field, do not present critical
points. They are continuous, well behaved, and show spontaneous magnetization for
a broad range of temperatures. In the broad region near Tc=0, scaling properties of
the magnetization and magnetic susceptibility satisfy power-laws as a function of N .
The memory stabilizers presented in this work do not show a phase transition in
the thermodynamic sense. However, for a wide range of temperatures and finite size,
there are many long paths of correlated spins that go through the structure resulting
in a net macroscopic magnetization. These structures have free energy functions
that spontaneously break global symmetry in the presence of environment-induced
fluctuations, thus they stabilize the memory.
We arrive to similar conclusions as in our previous work [43]. Fig. 8 suggests that
one way to increase the apparent critical temperature for a system of a given finite-
size is by adding generators to each spin site. Structure 3 is the best self-correcting
memory as it has the broadest range of temperatures in which the system remains
magnetized. The four simple two-body-interaction structures investigated have differ-
ent levels of connectivity. We find that the relationship between coordination number
and the apparent finite size critical temperature T χmax is not obvious. The number of
generators is less important than the structure. The canonical stabilizer Hamiltonian
seems to be thermodynamically a less stable memory than the simpler pairwise based
construction with the minimum number of generators (Structure 1), but it is more
stable than the Ising chain. Kinetically, the canonical stabilizer could be the the
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most impervious to fluctuations. For systems with all of the spins aligned, the lowest
excited state energy for Structure 1 is 2J from the ground state, but this gap grows
as 2kJ for the canonical stabilizer. The multi-body interactions of the canonical sta-
bilizer result in many large kinetic barriers that may be advantageous for preserving
certain spin configurations.
Finally, the exploration of stabilizer Hamiltonians defined by geometries of non-
integer dimensions could yield self-correcting quantum memories with few multi-qubit
interactions. Small finite size systems show an unusual order preservation for a broad




QUANTUM CONTROL WITH COMPENSATION
SEQUENCES
In addition to quantum memory, we need accurate quantum controls to construct
reliable quantum computers. Systematic control errors, including slow fluctuations
in control parameters of unknown magnitude, are a common problem in the control
of quantum systems, and have been studied extensively in the context of Nuclear
Magnetic Resonance (NMR) [53]. It is essential to overcome these systematic errors
first before employing quantum error correction for fault-tolerant quantum computa-
tion which can potentially to remove other types of errors including random noise, as
discussed in Chapter 5 and 7.
This Chapter is based on
Yu Tomita, True J. Merrill, and Kenneth R. Brown, New J. Phys. 12, 015002
(2010)
4.1 Introduction
The control of quantum bits for quantum computation requires a high degree of
accuracy. Aside from coherence and random noise, systematic errors limit our ability
to control these quantum systems. These errors include slow fluctuations in control
parameters relative to the experimental time and slight imperfections in fabrication.
Overcoming these systematic errors will be crucial to achieve the potentially high-
accuracy gates required for fault-tolerant quantum computation with local gates [54–
56]. The problem of unknown systematic errors has been studied extensively in NMR
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[53]. In NMR a large collection of spins are addressed by an RF field with an unknown
spatial variation. To overcome this variation, broadband composites pulses were
introduced [57, 58].
In principle, compensating pulses can be used to correct unknown systematic
errors in single qubit gates to arbitrary order [59]. In a real experimental situation,
other errors begin to accumulate and higher-order pulses may be of limited use [60].
The second order broadband pulse devised by Wimperis (BB1) [61] is the standard
of compensation and has been extended to two-qubit couplings by Jones [62]. In this
paper, compensation pulses for multi-qubit systems and Hamiltonians are examined
using BB1 as an example pulse. BB1 and the higher-order pulse sequences of [59, 63]
are fully compensating; the pulses do not require a specific input state of the system
and can be used to replace single pulses that are part of a larger sequence.
4.2 Control theory and geometry of n qubits
The model we consider is n qubits and M dimensionless Hamiltonians denoted Hm.
We define a pulse as applying Hm with constant strengths Ωm for a time t where
Ωm is bound between −Ωmax and Ωmax. The resulting unitary evolution is U(t) =
exp(−i�m ΩmHmt). The applied pulse may not create the desired evolution due to
systematic errors in the control strength Ω�m = Ωm(1+δm) and the timing t
� = t(1+δt).
In this model, timing errors are correlated, while the individual strengths could have
independent errors. The source of the errors will not be considered and we will
examine unitaries of the form U({θ}, {�}) = exp(−i�m θm(1 + �m)Hm).
The quantum system is universally controllable without unknown errors if Hm
generates the entire control algebra of su(2n) by addition and the Lie bracket [64].
The very same technique can be used to determine if a composite pulse sequence
exists [65]. Additionally, the Lie bracket can be used to constructively build pulses,
e.g. the Solovay-Kitaev composite pulse sequences in [59].
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Table 3: Example frames of BB1 compensation sequence. The original rotation
(blue) is a π/2 rotation around x axis. Two rotations (red and green) show the
rotation with some error which causes the overrotation. The sequence 1, 2, 3, 4 show
the uncorrected rotation. By applying BB1 pulse sequence 5, 6, 7, 8, 9, 10, the red
and green errors are canceled.
1 2 3 4 5
6 7 8 9 10
For n qubits the corresponding Lie Algebra is su(2n). We choose as a convenient




k=1 σ�(j mod 4k)/4k−1� where
σ0 = I is the identity on the qubit and σ1 = X, σ2 = Y , and σ3 = Z are the single
qubit Pauli operators.
There are 4n − 1 operators since the generator of the global phase η0 = 12
�n
k=1 I
is outside of the algebra of su(2n). For any two generators ηi and ηj, we find that
either they commute [ηi, ηj]=0 or [ηi, ηj] = i�ijkηk. If they do not commute, the two
operators generate a representation of su(2).
The Lie algebra then imposes that given Pauli-operator generators with the same
systematic control error, arbitrarily accurate composite pulses can be created, if and
only if they do not commute. Furthermore, if they do not commute the resulting pulse
sequence will have the same form as a single qubit pulse sequence [65]. A geometrical
interpretation is that controlling two elements that do not commute is homomorphic
to rotations on a sphere while the space for commuting elements is a 2-torus [66, 67].
52
4.3 Notation and BB1 revisited
The goal is to create accurate multi-qubit unitaries in the presence of systematic
errors in θl. For each case, we will start by defining the set of generators we control,
{Hl}, and denote the unitary transformations as
Ul(θl) = exp (−iθlHl)
Ul,m(θl, θm) = exp (−i(θlHl + θmHm))
Ul,m,n(θl, θm, θn) = exp (−i(θlHl + θmHm + θnHn))
Ul,m,n,p(θl, θm, θn, θp) = .... (81)
We will be particularly interested in sets of three generators that have commuta-
tion relations equivalent to su(2). In this case, rotations around the sphere can be
used to guide the mathematics. The compensation pulses we present require that
we can perform both positive and negative rotations. Physically this corresponds to
inverting applied fields and changing the sign of multi-qubit interactions.
A useful metric for evaluating the effects of control errors is the infidelity, 1 −
F (U, V ), where F is the fidelity,
F (U, V ) = min
ψ
�
�ψ|U †V |ψ� �ψ|V †U |ψ�, (82)
where U is the ideal unitary and V is the actual operation affected by the systematic
error �. We choose this measurement over the distance, D(U, V ) = �U −V �, to avoid
complications due to a global phase, e.g., U = X and V = −X. For U = U1(θ1)
and V = U1(θ1(1 + �1)), the distance scales as O(�) and the infidelity scales as O(�
2)
[68, 69].
Imagine we would like to perform U1(θ) but our systematic control errors limit us
to control of the form U1,2(θ1(1 + �1), θ2(1 + �2)). Compensation sequences minimise
the effect of these errors by applying successive error-prone pulses that cancel the
leading error terms. In this notation, the BB1 sequence [61] is
53
VW (θ, H1, H2) = U1(θ(1 + �1))TW (φ, H1, H2), (83)
where TW (φ, H1, H2) is the correction sequence with φ = acos(−θ/4π)
TW (φ, H1, H2) = U1,2(π cos(φ)(1 + �1), π sin(φ)(1 + �2))
×U1,2(2π cos(3φ)(1 + �1), 2π sin(3φ)(1 + �2))
×U1,2(π cos(φ)(1 + �1), π sin(φ)(1 + �2)). (84)
We refer to this sequence as BB1-W and when �1 = �2 = � the sequence yields an
infidelity that scales as �6, 1 − F (VW (θ, H1, H2), U1(θ)) = O(�6), or a distance that
scales as �3.An infidelity that scales as �2n corresponds to a distance that scales as �n
[59]. The fine control of the relative amplitude or phase φ allows for the correction;
the compensation of higher order terms relies on increasingly finer control.




X and H2 =
1
2
Y [61]. In many controlled quantum systems, the control
occurs in a rotating frame and the difference between applying the generator H1
or cos(φ)H1 + sin(φ)H2 is phase shifting the applied oscillating field relative to the
rotating frame [70]. As a result, for single qubit gates it is often reasonable to assume
�1 = �2.
4.4 Two qubits and multiple errors
Jones applied BB1 to two qubit gates [62]. His construction assumes that the single
qubit gates are without error. In the context of NMR, the natural two-qubit Hamil-
tonian is H1 =
1
2




X1, in this case no error. The direct application of BB1-W by simultaneous
H1 and H2 pulses would fail to correct the errors. However, the error free rotations




the algebra is equivalent to rotations, we can use a y (H2) rotation to rotate the x
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axis (H1) to an axis in the x− z plane (c1H1 + c2H2) yielding
U2(φ)U1(θ)U2(−φ) = U1,3(θ cos(φ), θ sin(−φ)). (85)
This identity was used by Jones [62] to create an alternative pulse sequence, we
will refer to as BB1-J. BB1-J transforms the requirement of relative amplitude-control
(BB1-W) into the accurate control of a rotation. We note that in NMR the sign of
the ZZ Hamiltonian H1 is determined by the molecule [57]. This shows that not all
of the control Hamiltonians require invertible couplings in order to compensate. The
correction sequence is then
VJ(θ, H1, H2) = U1(θ(1 + �1))U2(φ(1 + �2))U1(π(1 + �1))U
†
2(φ(1 + �2))
×U2(3φ(1 + �2))U1(2π(1 + �1))U †2(3φ(1 + �2))
×U2(φ(1 + �2))U1(π(1 + �1))U †2(φ(1 + �2)). (86)
This sequence yields an infidelity that scales as �61 when �2 = 0 [62].
The utility of the any fully-compensating pulse sequence is that it can be used to
replace single pulses in a sequence. If X1 and Y1 have the same systematic error, we
can correct the X1 rotation by BB1-W before correcting the Z1Z2 transformation by
BB1-J. The sequence of BB1-WJ is
VWJ(θ, H1, H2, H4) = U1(θ(1 + �1))VW (φ, H2, H4)U1(π(1 + �1))V
†
W (φ, H2, H4)
×VW (3φ, H2, H4)U1(2π(1 + �1))V †W (3φ, H2, H4)
×VW (φ, H2, H4)U1(π(1 + �1))V †W (φ, H2, H4), (87)
where
V †W (φ, H1, H2) = T
†
W,H1,H2
(acos(−φ/4π))U †1(φ(1 + �1)). (88)
This sequence replaces error prone U2(φ(1+ �2)) pulse with the corrected rotation VW
generated by the BB1-W sequence. Here, {H1, H2, H3 = −i[H1, H2]} is a representa-
tion of su(2) and {H2, H4 = 12Y,H5 = −i[H2, H4]} is also a representation of su(2).
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The assumption is that the errors of H2 and H4 are equivalent, �2 = �4. The infidelity
then scales as (α�31 + β� 1�
3
2)
2 where α and β are constants that depend on θ, H 1, H2,
and H4.
For fixed �2, the infidelity at small �1 scales as �
2
1 in �1. This is the same order
as the uncorrected pulse in �1, although with a substantially smaller infidelity. In






X1, and H4 =
1
2
Y1, where �2 = �X = 0.01, the
infidelity in this regime is a factor of 108 smaller than the uncorrected pulse (see
Figure 11). For VWJ , the infidelity scales as �
2





2 . However, we can
replace the BB1−W sequences VW in VWJ with higher order pulse sequences, for
example the Bn sequences where B2=BB1 [59]. In this case, the infidelity will scale
as (α�31 + γn�1�
(n+1)
2 )
2, where γn is a constant that depends on θ and Bn. As a result,




1 becomes smaller and smaller.
In Figure 11, we compare the scaling properties of the BB1-WJ and the higher order
BB1-W̃J where we have replaced the VW BB1 sequence with the B4 sequence [59, 60].
As expected, the error �1 = �ZZ where the scaling changes from �
6 to �2 changes from
≈ 10−2 for BB1-WJ to ≈ 10−4 for BB1-W̃J. In principle, given a target infidelity
and systematic errors � < 1 [59], we can construct a pulse sequence with an infidelity
guaranteed below the target infidelity. We note that in practice other errors including
random control errors and decoherence typically limit the fidelity.
These sequences are each optimised for different correlations in the errors. BB1-W
performs well when errors in the control of Z1Z2 and X1 are correlated while BB1-J
is optimised for when one control has no error. BB1-WJ combines both strategies by
first correcting the correlated errors and then correcting the independent error.
In Figure 12, we compare the ideal unitary U = UZZ(π/4) = exp(−i θ8Z1Z2) to
the approximate unitaries V assuming errors equivalent errors in X1, Y1 and uncor-
related errors in Z1Z2. BB1-J (V = VJ(π/4, Z1Z2/2, X1/2)) outperforms BB1-W
(V = VW (π/4, Z1Z2/2, X1/2)) when either error is low. BB1-W is preferable when
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Figure 11: Comparison of BB1-WJ and the higher order BB1-W̃J pulse sequences
applied to a UZZ(π/4) operation. For a fixed X1 and Y1 error �X , the infidelity after a
BB1-WJ correction scales as (α�3ZZ + β� ZZ�
3
X)
2 (see text). For the same �X the BB1-
W̃J sequence scales as (α�3ZZ + γ4�ZZ�
5
X)
2, extending the regime where the infidelity
scales as �6ZZ .
the systematic errors are identical. BB1-WJ (V = VWJ(π/4, Z1Z2/2, X1/2, Y1/2)) re-
sults in low errors over the range of two errors. Initial compensation of the X1 pulses
results in better compensation of Z1Z2.
4.5 Extension to many qubits
Given a control operator with a systematic error and a perfect rotation that trans-
forms that operator to an orthogonal independent operator, we can perform com-
pensation, e.g. BB1-J. Given two control operators with correlated errors that are
generators of su(2), we can perform compensation, e.g. BB1-W. As a result, in princi-
ple one can perform arbitrarily accurate composite pulses on a controllable quantum
system where all the controls have independent errors except two.
As an example, imagine n qubits in a row with single qubit operators and tunable
Ising couplings. The Hamiltonians are Xj, Yj on each qubit and ZjZj+1 between
neighbours. If for the qubit n, Xn and Yn have uncorrelated error, there does not
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Figure 12: Comparison of (a) BB1-W, (b) BB1-J, and (c) BB1-WJ pulse sequences
applied on UZZ(π/4) operation on a pair of qubits. BB1-WJ assumes X1 and Y1 have
equivalent systematic errors.
exist a compensation pulse [65]. However, if the X and Y systematic errors are
correlated on the the first qubit but otherwise independent, the following sequence
can be used to generate an arbitrarily accurate X rotation on the nth qubit.
For the initial qubit with correlated X1 and Y1 errors, BB1-W is used. To correct
Z1Z2, BB1-J is used with BB1-W corrected X1 pulses. This is the sequence BB1-WJ.
X2 on the second qubit is then corrected via BB1-J using BB1-WJ corrected Z1Z2
pulses. We denote this sequence as BB1-WJJ or BB1-WJ2. Errors on the nth qubit
can be compensated by repeated use of BB1-J along the chain, first correcting Xj,
then ZjZj+1 and then Xj+1 until Xn is reached. The total sequence correcting the
nth X rotation is denoted BB1-WJ2(n−1).
Figure 13 compares correcting a π/4 X rotation as a function of chain length
assuming equal magnitude errors for all operators but with a random sign except for
X1 and Y1. The correlated and anti-correlated lines serve as references. If Xn and
Yn have correlated errors, then local BB1-W greatly reduces the infidelity. In the
worst case scenario, the errors are anticorrelated and the compensation pulses add
additional error to the initial overrotation. Xn rotations can still be corrected using






































Figure 13: Compensation of UXn(π/4) by application of BB1-WJ
2(n−1). Compen-
sation of UXn by BB1-W pulses using Yn works only when the errors are correlated.
Anticorrelated errors between Xn and Yn increase the infidelity. BB1-WJ
2(n−1) uses
the correlated errors of X1 and Y1 and a chain of ZjZj+1 interactions to compensate
the Xn rotation. The results for X2, X4 and X6 are shown.
(comparing BB1-WJ2 to BB1-WJ10) on the chain for large errors but approaches an
equivalent fidelity for small errors. Asymptotically, the correction of Xn rotations by
sequential correction (BB1-WJ2(n−1)) is equivalent to the BB1-W correction composed
of correlated Xn and Yn rotations. Replacing BB1 with the pulse sequences from [59]
allows for the creation of arbitrarily accurate pulse sequences.
Although, this is not practical on a large scale, it can lead to a constant reduction
in the number of gates that need to be calibrated at the beginning of an experiment
for a large quantum system. Per region of computation, only a few highly reliable
quantum gates can be used to reduce systematic errors in their neighbours.
4.6 Conclusions
We have shown that arbitrarily accurate compensation is possible with a fully con-
trollable system if either two non-commuting Hamiltonians that generate su(2) have
equivalent systematic errors or if a single Hamiltonian is error free. In the case of
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two non-commuting Hamiltonians with equivalent systematic errors, pulses of both
positive and negative amplitudes are required. The underlying pulse sequences are
equivalent to sequences for qubits. Furthermore, we reemphasise the importance of
the algebra and show that the same compensation pulses work for universal XY
quantum computation but not for universal Heisenberg quantum computation with
a three-qubit encoding.
Compensation pulses are well-suited for single qubits controlled by interaction
with electromagnetic waves in the rotating frame. In this case, the difference between
X and Y Hamiltonians is simply a change in the phase of the electromagnetic wave.
Uncertainty in the amplitude of the applied field naturally leads to an unknown but
equivalent error in the two Hamiltonians.
The su(2) algebra underlying these compensating pulse provides additional in-
centive to continue development of single qubit compensation pulses. Shaped pulse
sequences or continuous time control can lead to further improvements [71]. The
question remains how to develop composite pulses that do not rely on a su(2) or
so(3) subalgebra. The Lie algebraic technique of [65] rules out composite pulses with
Heisenberg coupling. However, we know that over an encoded space at least space
single qubit compensation pulses are possible. The development of compensation
pulses that do not use the geometry of the sphere and the development of techniques
for identifying compensation compatible subspaces are both interesting challenges.
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CHAPTER V
EFFICIENT SIMULATOR OF CONCATENATED
QUANTUM ERROR CORRECTING CODES
Correcting systematic errors is not enough to protect quantum states and gate op-
erations against noise. To correct a wider range of noise, we approach the problem
not through Hamiltonian control, but from a higher, more algorithmic direction by
employing error correcting codes. A key performance metric for quantum error cor-
recting codes is the threshold for quantum computation. The threshold theorem states
that it is possible to efficiently perform a computation if the error rate of individual
operation is under a certain threshold [2].
The most trivial way to calculate threshold is to simulate the whole quantum
circuit with all the possible combinations of errors, but its computational cost, in both
memory and time, grows exponentially [6][2]. One popular approach is to analyse
errors using Markov-Chain Monte Carlo simulation [72, 73]. This method allows
us to randomly sample error configurations and extrapolate its simulated outcome.
Sampling cuts the computational cost, but simulation of quantum circuit itself is still
inefficient. Also this method becomes inefficient when error rates of the operations are
very low. For small logical circuits, a study has been done to combine Monte Carlo
method with splitting method and Bennett’s acceptance ratio method to support low
physical error rates [74].
Another newer approach to calculate the threshold is called the Fault Path method
introduced by Panos Aliferis which identifies fault paths of the circuit [75][76]. This
efficient method uses combinatorics and error propagation, and takes a concatenated
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error correcting code to calculate its threshold by assuming its operations have uni-
form error rates. We created a new tool, the Fault Tracer, inspired by Aliferis’s idea
of counting fatal fault points. While the Fault Path method is invented to calculate
threshold of circuits with uniform failure rates, the Fault Tracer is made to calculate
the error rate efficiently from flexible and more generalized quantum circuits with
varied error models. The computational complexity is improved in two ways: One
by traversing errors to find fault points starting from output qubits instead of input.
This assures the program to traverse and collect only fatal fault points. The second
improvement by calculating level-k circuit recursively and dynamically from level 1.
This keeps the computational cost to O(kn2) where n is the size of level 1 circuit.


































Figure 14: (a) Error propagation of some quantum gates. (b) Set of possible error
sources which can cause a Z error on the first qubit: a Z error from the input qubit
1, an X error from the input qubit 2, and a Z error from the CZ gate.
A quantum circuit consists of one or more quantum gates each applied to one or
more qubits. We examine two noise channels on a quantum circuit: the bit flip (X)
model and the phase flip (Z) model. Errors can happen both by applied quantum
control and by the environment. Other realistic error models such as amplitude
damping can be approximated using the Pauli error model with X and Z [78]. Errors
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Figure 15: Example input graph of Algorithm 1 (b) constructed from a simple circuit
(a). The root nodes (two CZ vertices) are the ones represented as ri in the 6th line
of Algorithm 1.
caused in a quantum circuit propagates through the gates toward the output qubits.
Figure 14 shows the error propagation rules of these Pauli errors on some quantum
gates.
5.1.1 Fault Tracer Algorithms
The Fault Tracer method is a mixture of graph traversal problem and combinatorics.
We map the input quantum circuit in a directed graph structure (Figure 15) and trace
its possible fault points (error sources) using rules of quantum error propagation. The
rules of error propagation are directed backwards as seen in Figure 14 (b). The Fault
Tracer starts from the output qubits of the given circuit and use the backward error
propagation rules to traverse until it reaches the input qubits while collecting the
fault points. The basics of this procedure is described in Algorithm 1. The error
propagation of T gate involves non-Pauli errors. To simplify we assume the worst
case which an error propagates to be both X and Z errors at the same time. The
output of this graph-traversal function, s = Trace(opr, err), is a set of fault points
where each point include an operation and an error type (X or Z). Each fault point
has a potential to cause an error of type err on the input operation opr.
When failure rates of the physical operations are sufficiently small (�phys � 1), we
can approximate the failure rate of one output qubit by simply taking a summation
over the output set of Trace. The rate of having a err-type Pauli error (X or Z) on
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where opr is the last operation on the qubit q, and �phys(opr
�, err�) is the rate of an
error of type err� occurring after the physical operation opr�.
Summing over Equation 89 for each data qubit q gives the total probability of
having one or more data errors. To calculate failure rate of distance-3 CSS code, we
need to find probability of having two or more errors. This is discussed in the next
section.
Distance-3 code fails when there are more than one X errors or more than one
Z errors. Calculation of its failure rate is equivalent to calculating the probability
of having two X errors or two Z errors at the output of the error correcting circuit,
assuming �phys � 1.
When two qubits, qm and qn, are completely independent throughout a circuit, we
can calculate the rate of having two-qubit errors on these qubits by multiplying the
failure rate rate of each qubit, �(qm∩qn, err) = �(qm, err)·�(qn, err). However, in most
cases these error rates are correlated due to multi-qubit gates. To examine two-qubit
output errors, we need to take into account four cases shown in Table 4: two gate
errors causing two output errors, one gate error causing two, two gate errors causing
one output error, and two gate errors causing zero output error. Using the output
set Sm and Sn from the graph traversal function Trace(qm, err) and Trace(qn, err),
respectively, we can represent fault points on each case as shown in Table 4. Among
these four cases, only the former two produce fatal fault-points (causing two or more
errors), and the latter two carry benign fault-points (with only one or zero error). By
including fatal fault-points and excluding benign fault-points, we can calculate the
rate of having two-qubit errors from the two sets of one-qubit fault-points obtained
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Algorithm 1 Trace(opr, err)
Input: opr, an operation which has its name (opr.name), a link to its previous
operation (opr.prev), and a link to its partner operation (opr.partner) if it is part
of a controlled gate. err, type of the error X or Z which we want to trace.
Output: A set of fault-points where each point includes its operation and type of
the error which can cause the err type error on opr.
1: if opr.prev = ∅ then
2: return {(opr, err)}
3: end if
4: if opr.name is CXcontrol and err is ’Z’ then
5: side ← Trace.partner.prev(opr,’Z’)
6: else if opr.name is CXtarget and err is ’X’ then
7: side ← Trace.partner.prev(opr,’X’)
8: else if opr.name is CZ and err is ’Z’ then
9: side ← Trace.partner.prev(opr,’X’)
10: else
11: side ← ∅
12: end if
13: current ← {(opr, err)}
14: if opr.name is H then
15: err ←� X � if err is �Z � else �Z � //switch err �X � ↔� Z �
16: end if
17: prevs ← Trace (opr.prev, err)
18: if opr.name is T then
19: return prevs ∪ {(opr,� X �), (opr,� Z �)}
20: end if
21: return prevs ∪ side ∪ current
using Eqn. 89. The rate of having two-qubit errors on qm and qn is:





























opr1 ∈ Sm − Sn












opr1 ∈ Sm ∩ Sn




XX opr1 ∈ Sm ∩ Sn
opr2 ∈ Sm ∩ Sn
opr1 �= opr2
Table 4: Four patterns of error propagations involving two errors: two errors causing
two output errors (a), one error propagating into two output errors (b), two errors
causing only one error by canceling another (c), and two errors canceling each other
causing no errors on the output (d). The equations on right show which operations
the errors can be brought by. Here, Sa = Trace(last opra, err) where last opra is the
last operation of qa.
where
Sm = Trace(oprm, err) (91)
Sn = Trace(oprn, err) (92)
Sm� = Sm − Sn
Sn� = Sn − Sm
Smn = Sm ∩ Sn,
and oprm and oprn are the last operations on qubit qm and qn respectively. Again,
we assumed that failure rates of all the physical operations are sufficiently small to
simplify the computation. Third order terms and higher are ignored.
5.2 Application to Steane error correction circuit
We apply the fault paths method to calculate the failure rate of the Steane [[7,1,3]]
error correcting scheme shown in Figure 16. This is a distance-3 CSS error correcting
code which can correct up to one error of a type (X or Z). In the circuit diagram,
66
Figure 16: Circuit diagram of Steane error correction. All the measurements are in
X basis in this diagram. There are 7 data qubits and 26 ancilla qubits.
seven qubits from top are data qubits and the bottom 24 qubits qubits are ancilla.






�(qi ∩ qj, err). (93)
It is important to note that while Steane code cannot correct two errors, there is a
special case where the error correction can reduce two errors to one without completely
failing. That happens when one error happens after reading the ancilla measurements.
For example, when one X error occurs after the last CNOT gate on one of the data
qubits, it does not propagate into ancillae and thus it is not detected nor corrected
but it simply leaks out. This X error would not fail the Steane error correction on
another X error which is happening before the last CNOT gate. We call the error
source which propagates into ancilla detectable fault point and the error source which
does not propagate undetectable fault points. We can find detectable and undetectable
fault points by simply partitioning the set obtained by Trace into two sets which one
containing detectable fault points and another containing undetectable fault points





Figure 17: Improvement of measurement gates by adding two ancilla. This reduces
the failure rate when the ancilla preparation and the controlled gates are relatively
reliable compare to the measurement gates.
We can calculate the ancilla measurement errors in the same way. We first traverse
the network with Trace() starting each measurement to the first controlled gate of
each ancilla qubit and obtain sets of fault points, Sa1, Sa2, · · · where Sai is the set
traced from ith ancilla measurement. Errors on ancilla measurements in the repeated
circuits are fatal only when two errors cause the majority vote to be erroneous. The





where �ai is calculated from Sai and Equation 89, and Na is the number of ancilla
qubits in one set of syndrome measurements. In our case for Steane, it is 24.
We also need to take into account the ancilla measurement errors. Since measure-
ment gates have generally higher errors than common quantum gates, probability of
having erroneous syndrome measurements is not negligible. To minimize these er-
rors, we introduce two modifications on the circuit: (1) replace each measurement
with three measurements, and (2) repeat the entire syndrome measurements three
times and take the majority vote. The first step reduces the measurement error p to
p2 and the second step removes one-qubit errors on ancilla qubits.
The enforcement of the measurement gates is depicted in Figure 17. For one
measurement gate, two new ancilla gates, two new controlled gates and two extra
measurements are introduced. This method works to reduce the failure rate of a
measurement gate from p to p2 when the failure rate of one-qubit |0� preparation and
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a controlled gate is much smaller than p.
In order to reduce the ancilla measurement errors even further, we repeat the
entire set of syndrome measurements three times. This reduces the measurement
error rate from p2 to p4. Also this repeating procedure makes most of the errors
originated within ancilla qubits harmless to data qubits.
Finally, the failure rate of level-1 Steane error correcting circuit is








where �d−d,u−u is the rate of having two errors both detectable or both undetectable.
We could avoid constructing fault paths of the full size circuit of the repeated syn-
drome measurements. The computational cost is O(n2) where n is number of gates.
We can apply the same algorithm to calculate failure rate of higher level concate-
nating EC circuit. In our method, we do not need to concatenate the circuit network.
Instead we can simply replace the physical gate failure rates �physical(opr) with the
higher level gate failure rates �k(opr) (note that �physical(opr) = �0(opr)). For example




k−1(opr) + �k(EC) + �k−1(opr) · �k(ECleak) (96)



















Figure 18: This is an encoded version of the example circuit shown in Figure 18. An
error correction gate (EC) is inserted after every gate with failure rates.
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is the failure rate of level-k EC circuit (rate of having two errors on the data qubits
within EC). The last term is the rate of having one gate error and one error leaked
from the previous EC gate. �k(ECleak) denotes the probability of having one error
passed uncorrected through the level-k EC circuit. Starting from the calculation
of level-1 EC circuit, we can increment one level at once up to level-k. Although
the actual circuit size increase exponentially with k, our computational complexity
remains the same on each level. The computational cost at level-k is thus O(kn2).
5.3 Conclusion
The Fault Tracer Tool can efficiently calculate the probability of errors on quantum
circuits. The tool has been developed to calculate failure rate of level-k concatenated
QECC. The main part of the algorithm is composed with graph traversal and combi-
natorics, instead of random sampling as in Monte Carlo method. The computational
cost does not depend on the physical failure rates of gates and it allows us to support
the error rates too low to use Monte Carlo method. By taking the recursive approach,
the total computational time grows linear to the level of concatenation of the QECC.
The computational complexity for level-k distance-3 code is O(kn2) where n is the
size of level-1 circuit. The cost increases exponentially with the distance of the code.
The Fault Tracer also supports flexible quantum circuits which qubits can wait
without any operation anywhere for arbitrary time. This allows us to compare failure
rates of the same quantum circuits scheduled differently due to hardware constraints
as seen in the next Section. Also the tool keeps track of the bit-flip (X) error rate and
the phase-flip (Z) error rate separately. This is useful especially when the hardware
model provides biased error rates on these two types of errors.
The Fault Tracer Tool can efficiently calculate the probability of errors on quantum
circuits. The tool has been developed to calculate failure rate of level-k concatenated
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QECC. The main part of the algorithm is composed with graph traversal and combi-
natorics, instead of random sampling as in Monte Carlo method. The computational
cost does not depend on the physical failure rates of gates and it allows us to support
the error rates too low to use Monte Carlo method. By taking the recursive approach,
the total computational time grows linear to the level of concatenation of the QECC.
The computational complexity for level-k distance-3 code is O(kn2) where n is the
size of level-1 circuit. The cost increases exponential with the distance of the code.
The Fault Tracer also supports flexible quantum circuits which qubits can wait
without any operation anywhere for arbitrary time. This allows us to compare failure
rates of the same quantum circuits scheduled differently due to hardware constraints
as seen in the next Section. Also the tool keeps track of the bit-flip (X) error rate and
the phase-flip (Z) error rate separately. This is useful especially when the hardware
model provides biased error rates on these two types of errors.
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CHAPTER VI
PERFORMANCE STUDY OF CONCATENATED
QUANTUM ERROR CORRECTING CODES
The fault-tolerant threshold provides the higher bound of the failure rate of each
quantum gate for the given QECC which enables us to attenuate the logical error
rates to an arbitrary level. While it is a useful and generic performance measure of
QECC, in reality, we are more interested in the actual computational resources we
can expect during the experiments such as qubits, time, and the error rate. These
resource depends on not only the choice of QECC but also the methods for syndrome
extraction, state preparation, and error decoding. For example with Steane QECC,
each syndrome measurement requires four qubits and repeated six times which gives
us choice of using any numbers of ancilla between 4 and 24. The number of available
ancilla directly influence the wait time of each qubits and the total execution time,
and thus its total error rate due to the memory error.
One of the most distinct feature of the Fault Tracer is that it supports any flexibly
scheduled circuits without losing its efficiency. Such circuit includes identity gates
inserted at arbitrary location with arbitrary latency. In this section, we use the Fault
Tracer to study the performance of Steane QECC implemented on ion trap model
architecture with various methods of syndrome extraction and state preparation.
This Chapter is based on
Yu Tomita, Mauricio Gutirrez, Chingiz Kabytayev, Kenneth R. Brown, M. R.




The reliability of a fault-tolerant quantum computation depends on not only the
choice of error correction code but also the methods used for syndrome extraction,
state preparation, and error decoding. These choices can be compared at an abstract
level of quantum circuits and depolarizing channels, but realistic quantum informa-
tion devices will have error rates that depend on circuit elements as well as limited
connectivity for applying two-qubit gates [55]. Topological codes have an advantage
in that they are naturally suited to nearest-neighbor architectures [79, 80]. Con-
catenated code error correction procedures require additional resources to map these
circuits onto local architectures which leads to a reduced error threshold relative to
the abstract model [55, 81]. Still, these codes offer potential benefits over topological
codes for systems with low-error rates and fast communication between distant qubits
by ballistic transport or interaction with flying qubits.
The extraction of syndromes requires the preparation and measurement of fresh
ancilla states. This process is what allows us to remove the entropy from the quantum
system [82]. One question that arises is how many extra qubits should one dedicate
for ancilla. Consider the Steane [[7,1,3]] code [21] using the Shor method for syndrome
extraction [83] based on verified cat states. Each cat state contains four qubits; six
syndrome measurements are required, suggesting that between 4 and 24 ancilla qubits
could be used. The proper balance of ancilla resources depends on the device details
and the error rates of the physical operations. For most quantum information devices,
measurement is the slowest operation. It has been shown that in a nonequiprobable
error environment where Z type error is dominant, the fidelity of the Shor state may
decrease with verification [84, 85]. To avoid bottlenecks due to the measurements
used to verify cat states, DiVincenzo and Aliferis [86] proposed a method that does
not require verification of ancilla states. Here we compare these methods on a model
ion trap quantum computer.
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The ion trap architecture is a promising basis for quantum computation and has
already demonstrated long coherence times and high fidelity operations. A scalable
architecture has been proposed based on shuttling ions between traps [9] and work is
ongoing to implement this architecture experimentally [87–95]. This framework has
been the basis for a number of studies on the resource requirements for implementing
large quantum algorithms [56, 96, 97] and has also been considered as the elementary
logical unit of hybrid schemes using photonic interconnects [98].
While an arbitrarily well-connected ion trap layout can be envisioned, such that
there is little fear of collision or backlogs, this is not realistic given current technology.
The ion trap layout, for example, is a grid of narrow paths where no ion may pass by
another. Performing multiple two-qubit gates efficiently becomes problematic. There
will be a limited number of interaction regions, and the paths to reach them will be
obstructed by other qubits which adds non-trivial transport time in addition to the
time required to execute gates.
This introduces the issue of latency which is defined here as the total amount
of time experienced by qubits after physical state preparation. Latency includes
qubit transport times, gate times, and idle times due to traffic in the layout. When
mapping a quantum circuit to a series of device operations for a layout with limited
connectivity, resources dedicated to the transport of qubit information quickly come
to dominate the cost of algorithm execution [96]. The goal then becomes to find a
schedule of qubit operations that reduces latency as much as possible, both to make
operation times feasible for large algorithms and to reduce memory errors due to ever-
present environmental noise. Parallelization of operations is one of the most direct
ways to reduce latency and is the focus of this work.
One simple way to increase the parallelizability is to prepare additional ancillary
qubits ahead of time in states needed by the computation. Just as in classical com-
puting, this is a trade-off between memory and latency. Maximum parallelization
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may call for the simultaneous creation and preparation of multiple ancilla rows (low
latency), but this results in “stale” ancilla that may suffer logical errors before being
used (poor memory performance). Both of these factors can be calculated quantita-
tively. Total latency can be calculated given a layout, a schedule of gates, and a set
of operation times (gate time, qubit speed, measurement time, etc.). Logical error
can be characterized in terms of fidelity, or alternatively in terms of the qubit error
rate. In general, it will increase with increasing latency. Using these calculations, we
can study the effect of additional resources on the error rate of the overall algorithm
execution.
The impact of ancilla preparation on overhead has been previously studied for both
individual logical qubits [99, 100] and large-scale quantum computation [96]. The in-
dividual logical qubit studies done for the Steane [[7,1,3]] code assumed an abstracted
layout. Although the studies did consider memory errors due to gate operation times,
they did not include the additional errors due to movement latency. The large-scale
study looked at ion trap layouts holding large numbers of logical qubits, and found
that ancilla generation was the primary performance bottleneck. The bottleneck was
removed by creating regions dedicated to ancilla preparation and recycling. Our ap-
proach flows in part from these prior studies; here, multiple ancilla blocks are assigned
to individual logical qubits in the form of one or more self-contained rows. Two dif-
ferent ancilla encodings are employed. Once an ancilla block size (number of rows)
and encoding are chosen, execution of the Steane code is simulated using a software
design tool. The design tool is used to include realistic latency and scheduling bot-
tlenecks, pointing towards the most practical ancilla encoding and block size. Our
study focuses on a single round of Steane-code quantum error correction on a model
ion trap architecture as a function of ancilla encoding/decoding and ancilla resources.
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6.2 Methods
6.2.1 Cat state syndrome extraction and the Steane [[7,1,3]] code
The Steane [[7,1,3]] code is the best-known of the Calderbank-Shor-Steane codes [101].
It encodes one logical qubit into seven physical qubits. The resulting logical states
|0� and |1� have a Hamming distance of three and the code is able to detect and
correct up to one physical bit-flip error and one physical phase-flip error. The Steane
code has been widely studied and has been shown to have a threshold in the range
between 10−3 and 10−6 [102–104] which makes it suitable for fault-tolerant quantum
error correction (FTQEC).
The Steane code has six weight-four syndrome operators. Each syndrome is ex-
tracted by measuring a four-qubit cat state after interacting with the data qubits.
In this study, the Steane QEC process is simulated and the latency and fidelity are
calculated varying numbers of Shor ancilla rows from one to six. The two prepa-
ration/decoding cases are: (1) “on-demand” where only two rows of ancillae are
prepared at any time, and (2) “one-time,” where all ancillae are prepared at once
before the first use. These procedures are done for both Shor and DiVincenzo-Aliferis
ancilla encodings. Circuit diagrams for the two methods are shown in Figure 19.
6.2.2 Ion trap physical machine description
Previous ion trap studies in the literature have used a gate-level error model to
calculate error correction properties. Here we model our ion trap using parameters
and constraints derived from the Physical Machine Description (PMD) provided by
the IARPA Quantum Computer Science program [105]. The ion trap PMD is a
collection of linear ion trapping regions joined by cross junctions see Figure 20. It is
modeled after the ion trap charge-coupled device architecture of Kielpinski, Monroe,
and Wineland [9]. Each bus segment (white) section is capable of holding four ion











Figure 19: Circuits for extraction of Z type syndrome measurement of the Steane code
using the (a) standard Shor and (b) DiVincenzo-Aliferis method. In the DiVincenzo-
Aliferis method, the cat state verification step is substituted with post-measurement
decoding of the ancillae. Dashed lines demarcate different sections of the circuits. Also
shown to the right are representations of the schedule of operations as a function of
circuit sections. P=Prepare, V=Verify, C=Couple, D=Decode, M=Measure. Grey
regions correspond to operations that are exclusively movement.
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Figure 20: (Color online) Layout for QCS Ion Trap PMD. Each green edge represents
an interaction well. Each yellow edge represents a loading well for producing ions.
The white edges are buses which allow ions to move through the layout. Two buses
intersect at a junction (also in white). Junctions consist of single well. A bus segment
connects an interaction well or loading well to a junction well. Each bus segment
contains four wells, which are used for transport and temporary storage.
ion loading wells are indicated in yellow, and interaction wells capable of executing
gate or measurement operations are in green. In order to undergo a two qubit gate
(such as controlled-phase), the two qubits must be co-located in an interaction well.
Shuttling a qubit between adjacent empty wells takes 10 µs. There is an additional
time cost of 10 µs to add or remove a qubit from a well that is occupied This reflects
the increased experimental complexity of joining and splitting single ions from ion
chains [106, 107].
Table 5 gives the latency and error rate costs of each gate type for the ion trap
PMD we used. The measurement error is above the Steane code threshold but this
is fixed by introducing two extra qubits and CZ and Hadamard gates as shown in
Figure 21. This enhancement provides us the error rate of O(�2) where � is the error
rate of a single measurement. The enhanced measurement operation is denoted as





Figure 21: Improvement of measurement gates by adding two ancillae. This reduces
the failure rate when the ancilla preparation and the controlled gates are relatively re-
liable compare to the measurement gates. The final measurement value is determined
by the majority vote of the three measurements.
Table 5: Execution time and error rates of physical operations. MULTIMEASURE
gates are the enhanced measurement gate described in Figure 21.
Gate Latency (µs) Error Rate X Error Rate Y Error Rate Z
X 3 1.6E-8 8.0E-10 1.0E-9
Y 3 8.0E-10 1.6E-8 1.0E-9
Z 3 0.0 0.0 1.8E-8
S 2 0.0 0.0 5.5E-9
T 1 0.0 0.0 1.7E-9
HADAMARD 6 1.6E-8 4.0E-9 1.9E-9




PREPARE Z 10 1.0E-5 0.0 0.0
MEASURE Z 100 1.0E-4 0.0 0.0
MULTIMEASURE Z 355 4.2E-8 0.0 0.0
WAIT/MOVE t 0.0 0.0 t· 5.5E-10
JOIN/SPLIT 10 0.0 0.0 5.5E-9
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6.2.3 Scheduling using Quantum Machine Parameterizer
A design tool is required to model the ion trap layout and execute qubit schedules on
it. We use the QuantumMachine Parameterizer (QMP) code suite developed at GTRI
[108]. QMP is used for designing architecture layouts and creating operation schedules
with real locality constraints. QMP can currently be used for any hardware where
the locality constraints can be mapped to a planar graph. QMP has three primary
facets: quantum computer layout modeling, operation scheduling, and physical qubit
state tracking.
The layout modeling module allows the user to describe a quantum computing
system, specifically the physical connectivity of allowed qubit paths, and the location
of addressable well. Also, this module accepts device-dependent parameters such as
gate times and movement cost times to customize the behavior of a physical machine.
This includes such device-specific operations as JOIN and SPLIT operations, required
for two-qubit interactions.
The operation scheduling module allows the user to write a schedule of operations
that can be performed in a circuit-model-based quantum computer (gate operations,
qubit preparation, etc.). This schedule is written at a “high-level” which we define
as a list of gate operations and move requests that only specify qubit and destination
address. The scheduling module then calculates qubit paths using a specialized A*
path-finding algorithm [109, 110], parallelizes the schedule where possible, removes
possible collision events, and produces a series of qubit movement operations. Move-
ment parallelization is performed with highest priority given in terms of move request
order in a parallel block in the schedule. The first qubit is moved with no impedi-
ment, provided that a path exists. The second qubit’s movement must defer to the
first qubit, and WAIT commands are issued as needed to the second qubit to prevent
collisions. This continues until the end of a parallel block is reached. In order to
optimize this approach to parallelized movement, QMP analyzes move calls, qubit
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start positions, and destinations, and then re-orders the move calls as necessary. This
module uses the device-dependent timing parameters such as gate times to complete
the latency calculation of the operations schedule. This approach means that QMP
will automatically create different (ideally optimal) qubit transport schedules and
overall latencies for different choices in initial qubit arrangement, ancilla population,
etc.
Finally, the qubit state tracking module allows the user to visualize the positions
of the physical qubits within the layout as a function of time, and produce as output
the total latency of the operations schedule. The module also produces an “error
schedule” file which reduces the detailed physical machine schedule to a sequence
of error-relevant events that the Quantum Circuit Fault Tracer (Chapter 5) uses to
calculate failure rate.
6.3 Procedure
Executing an algorithm on the ion trap layout requires a set of starting positions for
all of the qubits present in the computation. Each starting position corresponds to
an interaction well. That is, each qubit has its own home interaction well which it
starts in at the beginning of the QEC round; see Figure 22. The qubits are ordered
into rows by function. The data qubits sit in the top row, and never move from their
initial positions. Each additional row of qubits is a self-contained ancilla set, which
is prepared according the Steane-Shor or Steane-DiVincenzo-Aliferis circuit, coupled
with the data, returned to the ancilla area (although not necessarily to the set’s
original position) and measured to obtain the error syndrome. Each qubit returns
to its home well after being called away for a sequence of two-qubit gates. By this
convention, the control bit travels and the target bit stays home. These choices
remove some optimization capability, but allow us to test and compare different QEC










Figure 22: Sample layout for the Steane algorithm with four rows of Shor ancillae
and two preparation zones. The data qubits never move from their positions in the
top row. The preparations zones are indicated by the presence of static verifier qubits.
Once the initial state and scheduling assumptions are established, QMP is used
to calculate the time required to perform level one error correction assuming different
operation times and ancilla management strategies. This includes varying the method
of ancilla preparation and measurement, the number of ancillae, the parallelization
of ancilla manipulation, and the time of gates and measurements. For each set of
conditions, QMP uses the A* algorithm to optimize the latency from an initial hand-
crafted schedule. An error schedule is then produced containing all gate and latency
information. Finally, QFCT reads the error schedule and determines the logical error
rate for a set of these conditions.
The Steane code is theoretically improved in terms of latency and error rate by
creating multiple ancilla rows in parallel. To compare the efficacy of “on-demand”
ancillae with “one-time” ancillae, we look at two different parallelizations for both
Shor and DiVincenzo-Aliferis ancillae. At this point, we use the following notation
to represent choices of ancilla management: yPxR where y is the number of ancilla
rows that can be prepared and measured simultaneously (y=All means complete
parallelization over the set) and x are the total number of ancilla sets, one set per
row in the layout.
The on-demand approach is 2PxR where ancilla preparation is only allowed in
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the two rows immediately below the data row. In this arrangement, ancilla qubits
are moved up into one of the preparation zones, prepared, coupled with the data,
and then moved to the bottom of the ancilla “stack” for measurement, which makes
room for the next ancilla set. For the Shor case, verifier qubits are only kept in the
two preparation zones. Six sets of ancillae are prepared in total in order to perform
the three bit-stabilizer and three phase-stabilizer measurements. In this sense, the
two rows of qubits immediately below the data qubit row can be seen as occupying
“ancilla preparation zones.” These zones are static locations in the layout where
ancilla preparation is allowed.
The one-time approach is AllPxR wherein all ancillae are prepared at once and
coupled with the data as soon as possible. For fewer than six ancilla rows, the ancilla
rows are prepared at once, coupled with the data, measured, and then prepared again
as soon as possible, repeated until all stabilizer measurements are performed. For the
Shor case, every row has a verification qubit. Thus, every row of qubits below the
data qubits occupy preparation zones.
6.4 Results and discussion
Figure 23 shows the relative execution time and logical error rates of Steane QECC
with different numbers of ancilla qubits and their scheduling scheme. In order to to
reduce the errors in syndrome measurements, we assume that we run the whole QECC
circuits three times and the final syndromes are determined by the majority vote. This
enables us to ignore one measurement error on a set of syndrome extraction.
As expected, it takes the longest to execute the whole QECC scheme when we keep
only one set of ancillae in both Steane-Shor and Steane-DiVincenzo-Aliferis circuits.
For Steane-Shor circuits, the number of preparation zones has the most influence on
the execution time. Adding four more ancilla rows with 16 qubits only reduced the



























































































Figure 23: (Color online) Steane Shor and Steane-DiVincenzo execution time and
error rates. Baseline schedule keeps only one set of ancillae and re-uses them by
preparing it six times. We assume that the whole set of syndrome extraction is
repeated three times to reduce the measurement errors. Execution times are shown
relative to the baseline of Steane-Shor(S-S) circuit which is 5.0× 104µs. The baseline
execution time of Steane-DiVincenzo-Aliferis(D-A) circuit is 5.6× 104µs. Error rates
labeled with x1 are the logical error rates calculated using the original physical error
rates in Table 5. The rates with x10 and x100 assume that the memory error rates
(WAIT and MOVE) are multiplied by 10 and 100, respectively.
the same numbers of qubits reduced the execution time an additional 15 to 20% (2P3R
→ AllP3R and 2P6R → AllP6R). The execution time of the Steane-DiVincenzo-
Aliferis circuits are more susceptible to numbers of available ancilla qubits. Adding
four ancilla rows with the same number of preparation zones reduces the total time
by 20% (2P2R → 2P6R).
The logical error rates are, however, almost constant regardless of number of
ancilla qubits and preparation zones. We see that the errors on the measurements
and the two-qubit gates dominate over the error on the idle and moving qubits. For
example, the memory error rate on a qubit being idle for the total execution time
of baseline Steane-Shor schedule would be 2.75 × 10−5. This is comparable to the
error rate of a single CNOT gate, and each qubit in a Steane QECC encounters
multiple CNOT gates. The memory errors from WAIT or MOVE operations are thus
negligible in all of our circuits in our architectural model, resulting the constant error
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rates (x1 in Figure 23). When the memory error rates are 10 times and 100 times
worse than our physical error model, the memory error rates become significant and
the error rates behave similarly to the total latencies for different ancilla rows (x10
and x100). We also find that ancilla decoding (Steane-DiVincenzo-Aliferis) yields a
substantially lower error than ancilla verification (Steane-Shor). An abstract model
using Steane syndrome extraction, instead of Shor syndrome extraction, also showed
a fidelity improvement when decoding was used instead of verification [100].
Taken in total, the results suggest that increasing the number of simultaneous
ancilla preparations has the greatest impact on QEC run times, without adversely
affecting the QEC error rate. It also shows that the Steane-DiVincenzo-Aliferis al-
gorithm is equivalent or superior to the Steane-Shor algorithm, particularly for long
measurement times, given the error model presented in this paper. This is attributable
to reducing (for simultaneous preparation) or removing (for DiVincenzo-Aliferis) the
ancilla verification bottleneck after preparation.
6.5 Conclusion
We examined changes in execution time and logical error rates of Steane QECC
by varying the number of ancilla qubits and how they are scheduled on the ion
trap architecture. We identified possible resource bottlenecks and opportunities for
parallelism in preparing blocks of Shor ancillae. After studying both standard Shor
and DiVincenzo-Aliferis ancillae for a variety of multiple ancilla set preparations, we
found that one-time ancilla preparation was superior to on-demand preparation. This
is attributed to the time-intensive process of ancilla preparation driving QEC latency.
On-demand ancilla preparation limits the speed of the QEC round to the speed of
sequential ancilla preparations, particular for verification schemes like Steane-Shor.
In comparing the Steane-Shor and Steane-DiVincenzo-Aliferis latencies, we found
that for the case of a single ancilla set with roughly equivalent gate, measurement,
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and transport times, Steane-Shor has slightly lower latency. This is due to the ability
to perform parallel operations on the verification and ancilla qubit. This also holds
true for multiple ancilla rows with one-time preparation. For on-demand preparation,
verification becomes a bottleneck significantly slowing down Steane-Shor compared to
Steane-DiVincenzo-Aliferis as ancilla rows are added. When gate times are increased,
Steane-Shor and Steane-DiVincenzo-Aliferis become effectively identical, as they both
have the same number of parallel CNOT operations. As measurement times are
increased, Steane-DiVincenzo-Aliferis shows a much lower latency, as expected.
The results presented are based on an ion trap description with optimistic error
rates, but pessimistic gate and movement times. The long times required for error
correction in this paper could be improved in a number of ways. For example by using
ultrafast lasers, single qubit gate times as fast as 50 ps have been achieved [111] and
two-qubit gate times can in principle be considerably improved [112, 113]. Transport
in the model is limited to 1 m/s but recent experiments have shown that a transport
speed of 40-80 m/s can be achieved while still controlling the quantum states of the
ion motion [114, 115].
In the future, we plan to extend this analysis to other quantum error-correcting
codes including non-CSS type codes. We can also apply the same methods to study
performance of various quantum architectures and to determine whether there exists
affinity between certain devices and types of codes. The QMP method is flexible
enough to handle a wide array of qubit architectures and couplings. Future improve-
ments to the QCFT method will allow us to approximate error rates for circuits
beyond those generated by Clifford operators.
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CHAPTER VII
STUDY OF SURFACE CODES UNDER REALISTIC
QUANTUM NOISE
One of the downsides of concatenated error correcting codes is that the qubit align-
ments naturally fit in a fractal shape [116, 117] and is not ideal for the actual experi-
ments. In order to keep the operations local, it is more preferred to map qubits in one
or two-dimensional arrays [9][118][119]. The low accuracy threshold of concatenated
codes on local architectures (10−5−10−6) also demands significant extremely accurate
quantum control and measurements.
A new family of quantum error correcting codes, surface codes, were introduced
by Kitaev to overcome these shortcomings [25, 44]. Unlike most of the concatenated
codes, surface codes have a natural two-dimensional geometry. Its threshold is known
to be over 1% [120] and it is significantly higher than the known threshold of the
Bacon-Shor code [73], (1.94e− 4).
7.1 Introduction
Topological quantum error-correcting codes are a leading approach to scalable fault-
tolerant quantum computation [121, 122]. The most practical topological code to
date is the surface code, which calls for a 2-D planar qubit layout with only nearest-
neighbor interactions [25, 79, 80, 123]. It has been shown to allow error rates up to a
threshold of approximately 1% [120, 121, 124, 125]. Several quantum architectures,
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including superconducting devices [126, 127] and ion traps [93, 95, 98, 128], are suit-
able for realizing the surface code. Recent experiments on superconducting qubits
have even demonstrated error rates in the required range [129].
Until recently, the threshold for the surface code has been primarily calculated
for the depolarizing channel [120, 121, 124, 125]. Simulation of the surface code and
the depolarizing channel requires only Clifford operations and Pauli measurements
on stabilizer states, allowing efficient simulation on a classical computer under the
Gottesman-Knill theorem [130, 131].
It has been shown that realistic quantum noise such as decoherence can be suffi-
ciently approximated by a depolarizing noise model parametrized by a method such
as Pauli twirling [2, 132], enabling efficient simulation. Simulations of the surface
code with noise based on Pauli twirling approximations have been performed for sev-
eral superconductor architectures [1]. Other studies have achieved efficient classical
simulation of realistic noise models by using Clifford gates to approximate arbitrary
gates [133, 134] and amplitude damping [135].
More recently, it has been shown that the surface code threshold is significantly
degraded in the presence of qubit leakage in conjunction with depolarizing noise [136].
It has also been shown to achieve arbitrary reliability given modest additional qubit
resources under local many-qubit errors and non-local two-qubit errors [137]. A recent
study has determined a threshold for the surface code considering correlated errors
and the coupling between qubits and the environment by formulating the problem as
an Ising model [138].
In all cases, the thresholds have been calculated for a standard surface code layout.
Variations of the surface code layout have been proposed [139, 140] that reduce the
qubit and gate resources necessary for implementation. To the best of our knowledge,
the thresholds for these modified surface code layouts have not been analyzed. In
addition, studies of the threshold under realistic (non-Clifford) noise models have
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been limited due to the exponential cost of simulation. With device error rates rapidly
approaching the surface code threshold, it is timely to investigate the performance
and requirements of low-distance surface code layouts for near-term experimental
implementation.
In this work, we determine the threshold for distance-three surface code layouts
under depolarizing and realistic noise models. We study the layouts under an ampli-
tude and phase damping channel and an approximation of the channel using Pauli
twirling [1]. Our studies demand simulation of non-Clifford operations, which requires
memory exponential in the number of qubits. We use the LIQUi |� [141] software ar-
chitecture for our simulations. We also outline parameter regimes that enable reliable
quantum error correction for low-distance surface codes and present a decoder based
on a small lookup table optimized for distance-three layouts and limited classical
computation.
Our paper is organized as follows. Section 7.2 briefly reviews the surface code
and three layouts for the distance-three code. We introduce our decoding method,
based on a small lookup table, in Section 7.3. Section 7.4 describes the realistic noise
models and their approximations. Our experimental methodology is introduced in
Section 7.5. In Section 7.6, we present our surface code simulation results. Finally,
we conclude in Section 7.7.
7.2 Low-distance Surface codes
The surface code is a stabilizer code arranged on a 2-D lattice with nearest-neighbor
interactions [123]. It encodes a single logical qubit in a number of physical qubits that
is determined by the code distance d and desired layout (described below). Through
repeated measurement of its stabilizer generators, the surface code in conjunction
with a classical decoding algorithm can detect errors and subsequently correct up
to �(d − 1)/2� physical errors. The distance d dictates the length of the shortest
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(a) Surface-25 (b) Surface-17 (c) Surface-13
Figure 24: Distance-three surface code layouts with (a) 25, (b) 17, and (c) 13 qubits.
White circles represent data qubits; black circles represent syndrome qubits. Dark
square and triangle patches represent X stabilizers; light patches represent Z stabi-
lizers. The layered patches on Surface-13 indicate use of the syndrome qubit first to
measure a four-qubit stabilizer and then to measure a two-qubit stabilizer.
undetectable error chain and in turn is also the length of the shortest logical operator.
For an excellent review of the surface code, we refer the reader to [121].
7.2.1 25-qubit Layout
We study three different distance d = 3 layouts, shown in Figure 24. We begin by
discussing the standard layout, referred to as Surface-25, shown in Figure 24(a). It
uses a (2d−1)×(2d−1) square grid of qubits with a smooth and rough boundary [25].
For d = 3, the grid contains 25 qubits of which 13 data qubits (large white circles)
are used to encode the logical qubit and 12 syndrome qubits (small black circles) are
used to extract the error syndromes by way of stabilizer measurements.
Surface-25 is simultaneously stabilized by the group of stabilizer generators listed
in Table 7. In Fig. 24, the Z stabilizers are represented by light (yellow) patches and
the X stabilizers are represented by dark (green) patches, where each patch represents
a tensor product of Z (or X) operators on the data qubits surrounding the patch.
A logical X operator XL is defined as a chain of physical X operations between
two data qubits on opposite smooth boundaries (top and bottom edges). The chain
is allowed to cross any Z stabilizer patch and follow any edge of an X stabilizer
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patch. A logical Z operator ZL is defined analogously as a chain of physical Z
operations between two data qubits on opposite rough boundaries (left and right
edges). Table 7 lists one possible logical X and Z operator. There are 2G equivalent
logical operators for each logical Pauli operator (X and Z), where G is the number
of stabilizer generators for the given surface code. Since XL and ZL commute with
all of the stabilizers and cannot be written as a product of them, logical errors, which
come in the form of logical operators, cannot be detected by the code.
The surface code detects errors through the eigenvalues of the stabilizers. A
bit-flip (phase-flip) on a data qubit will change the eigenvalue of adjacent Z (X)
stabilizers. To extract an eigenvalue, also referred to as an error syndrome, a given
stabilizer is measured. Figure 25 shows the standard quantum circuit for measuring
the stabilizers [121, 125], where data qubit b corresponds to the top (north) qubit and
c corresponds to the bottom (south) qubit of each diamond patch in Fig. 24(a).
The circuit begins with CNOT gates that propagate error information from the
data qubits a,b,c,d to the syndrome qubit (black circle). CNOT gates are performed
in the order: top (b); left (a); right (d); bottom (c). Cyclic orders, such as a clockwise
or counter-clockwise, i.e., bdca, fail to maintain commutation of nearby stabilizers,
which in turn can cause random measurement outcomes [121]. Thus the order of
CNOT gates is required to follow an “S” or “Z” shape.
The syndrome qubit is then measured to extract the eigenvalue of the stabilizer.
These error syndromes are input to a classical decoding algorithm to determine an
appropriate correction operator. Details of our decoding algorithm are given in Sec-
tion 7.3. The total number of operations in a given round of stabilizer measurements




















Figure 25: The standard quantum circuits to measure stabilizers (a) XaXbXcXd and
(b) ZaZbZcZd.
Table 6: Number of operations in one round of the surface code for distance-three
layouts.
Code CNOT I H Meas. Prep. Depth
Surface-13 24 99 8 8 8 14
Surface-17 24 56 8 8 8 8
Surface-25 40 72 12 12 12 8
Table 7: List of X and Z stabilizers and logical XL and ZL operators for Surface-13,
17, and 25.
Surface-25 Surface-13, Surface-17
X Stabilizers Z Stabilizers X Stabilizers Z Stabilizers
X0X1X3 Z0Z3Z5 X0X1X3X4 Z0Z3
X1X2X4 Z1Z3Z4Z6 X1X2 Z1Z2Z4Z5
X3X5X6X8 Z2Z4Z7 X4X5X7X8 Z3Z4Z6Z7
X4X6X7X9 Z5Z8Z10 X6X7 Z5Z8
X8X10X11 Z6Z8Z9Z11
X9X11X12 Z7Z9Z12
Logical X Logical Z Logical X Logical Z



























Figure 26: Circuit diagrams to measure X0X1X3X4 and Z0Z3 in (a) Surface-17 and
(b) Surface-13.
7.2.2 13- and 17-qubit Layouts
The number of qubits in Surface-25 can be reduced while maintaining the same code
distance by rotating it clockwise by 45 degrees and removing the four corner data
qubits [139, 140], shown in Fig. 24(b). The number of data qubits is reduced from 13
to 9 and the number of syndrome qubits is reduced to 8 for a total of 17 qubits. We
call this layout Surface-17. The stabilizer generators contain weight-4 and weight-2
stabilizers (Table 7). Figure 26(a) shows the circuit for a simultaneous weight-4 X
and weight-2 Z stabilizer measurement.
A further reduction in qubits can be obtained by reusing the syndrome qubits
[140]. Surface-13 uses only 4 syndrome qubits as shown in Fig. 24(c). Each syndrome
qubit is used twice, once for X stabilizer measurement and once for Z stabilizer
measurement. Figure 26(b) contains the corresponding circuit for measuring a weight-
4 X stabilizer followed by a weight-2 Z stabilizer. Surface-13 reduces the number of
qubits but increases the depth of a round by 4 timesteps. The depth and number of
operations required for one round of the surface code for Surface-17 and 13 are given
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in Table 6. The stabilizers and logical operations for these two layouts are listed in
Table 7.
Despite having fewer stabilizers, Surface-17 and Surface-13 still remain distance-
three surface codes [139, 140]. Due to their reduction in resources by 32–48%, these
layouts are promising candidates for early experimental implementation. In Section
7.6, we determine which layout is most promising based on its threshold and resource
costs.
7.3 Decoding Method
A standard method for mapping error syndromes to the most probable error chain is
the minimum weight perfect matching algorithm [124, 142, 143]. It requires time O(n)
for n detection events if executed serially, and O(1) time if executed in parallel [144].
The algorithm independently corrects X and Z errors by identifying the most likely
error chain for each type such that the total chain weight is minimal. Corrections
are then applied along this chain. If after correction a chain of errors connecting two
smooth (rough) boundaries remains, then a logical error has occurred. If errors are
assumed to be independent, then long chains will be exponentially unlikely.
7.3.1 Lookup Table Decoder
In this work we target first-generation implementations of a single qubit protected by
a small surface code. While the classical time and space requirements of the mini-
mum weight perfect matching algorithm are modest, we further reduce the classical
computational overhead by designing a lookup table based on the algorithm that can
be implemented on a small classical device. Our lookup table is designed to find the
most probable low-weight error chain from a history of error syndromes.
Consider the set of error syndromes that indicate an error after one full (noisy)
round of the surface code, that is, those indicating a −1 eigenvalue. Based on the error
syndrome locations, the decoder determines the probable data-qubit error locations.
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For example, consider a Z error on qubit 4 in Surface-17 (Fig. 24(b)). Given that no
other errors occur, after one round of the surface code syndrome qubits 11 and 14
will indicate an error. The decoder will determine the shortest error chain connecting
these two syndromes includes data qubit 4. To correct the error chain, Z4 will be
applied.
As another example, consider an X error on qubit 6. It will cause syndrome 13
to indicate an error. Since syndromes 10 and 12 do not indicate errors, the decoder
will infer an error on either data qubit 6 or 7. In this case, the decoder can correct
either X6 or X7 since X6X7 is a stabilizer.
An error syndrome may also occur due to a measurement error. However, the
decoder may interpret it as a data-qubit error. For example, consider a measurement
error on qubit 11. The decoder will either apply Z0 or Z3 to “correct” the error,
thereby adding an error to a clean data qubit.
To improve identification of actual data-qubit errors, inference is performed based
on several rounds of stabilizer measurements [124]. Consider performing r rounds of
the surface code consecutively. Instead of storing the syndromes for each round, we
store the locations in time and space of the syndromes whose values change, or “flip”,
between the current and previous round.
For r rounds, this requires storing a 3-D space-time array containing at most s×r
values, where s is the maximum number of syndrome changes in a round. We refer
to this 3-D array as the syndrome volume, where dimension r represents time. The
goal is to determine a correction operator (a product of X and/or Z operators) based
on the syndrome volume such that the number of errors remaining after correction is
minimized, in turn reducing the chance of forming a logical error chain.
Our lookup table is based on the fact that short error chains are more likely than
long chains. Assuming a syndrome volume contains r rounds, we construct a lookup








Figure 27: Lookup table decoding rules. Each circle represents a syndrome measure-
ment. Red circles indicate “flips”. Five types of flips are shown: (1) measurement
error, (2,3) paired flips indicating single-qubit error on data qubit, (4) single flip in-
dicating one data-qubit error, and (5) undetermined flip. These numbers correspond
to the rules in Section 7.3.
1. If the same syndrome flips twice in two consecutive rounds, the pair (in time)
of syndromes is ignored since it most likely indicates a measurement error.
2. If a pair (in space) of neighboring syndromes flips in the same round, a correction
on the data qubit between the pair is applied.
3. If a syndrome flips in round r − 1 and its neighboring syndrome flips in round
r, a correction on the data qubit between the pair (in time) is applied.
4. If a syndrome flips only once and in a round other than the last, a correction is
applied to a data qubit on the boundary such that the data qubit is not between
two stabilizers that did not indicate a syndrome.
5. If a single syndrome flips only once and in the last round, the information is kept
until the next round of error correction. No correction based on this syndrome
is applied. In this case the location of the error, if any, is inconclusive without
another round of syndrome measurements.
We decode by checking the above rules in order and determining the set of data-
qubit error locations. We then switch the order of rules 2 and 3 and determine another
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set of possible error locations. We correct based on the set with fewer error locations,
since fewer errors are more likely. Here we assume that r = 3.
These rules are equivalent to the minimum weight perfect matching algorithm ap-
plied to only neighboring-syndrome pairs, with uniform weight for the same distance.
Since our surface codes are small, performance of the code does not improve when
decoding considers more distant pairs.
We encode these rules into a lookup table. The lookup table maps the syndrome
volume of measurement flips to a set of probable errors on the data qubits. The table
requires constant time and 2n space, where n is the number of data qubits.
7.3.2 Improved Stabilizer Measurement Circuits
In our simulations of Surface-13 and 17 under noise, we found that using the same
CNOT ordering for both X- and Z-type stabilizer measurements could result in a
single error on a syndrome qubit, leading to a logical X or Z error (details on noise
are given in Sec. 7.4). Figure 28(a) shows an example. A Z error on a Z-stabilizer
syndrome qubit after the first two CNOT gates propagates onto two horizontally
aligned data qubits. Since our surface codes require only three data qubits to com-
plete a logical error chain, the next round of syndrome measurements will incorrectly
diagnose a Z error on the third qubit, leading to a logical Z error chain.
To prevent the creation of a logical error, we propose to measure X- and Z-type
stabilizers in different orders. The sequence for X stabilizers is the same as in Figure
25. We modify the order of CNOTs in Z stabilizers as: top right (b); bottom right
(d); top left (a); bottom left (c) (Figure 28(b)). This order maintains the alignment of
qubits a and c such that they are perpendicular to the direction of the corresponding
logical chain. It also preserves the commutation relations as well as the circuit depth
and size. Fig. 28 shows an example where two Z errors map to a single Z error with


























Figure 28: (a) The standard CNOT sequence with a Z error which could be fatal on
a small surface code. (b) New CNOT order to prevent fatal single-qubit errors.
simulations in this paper.
7.4 Noise models
In this section, we present the noise models considered in our surface code simulations.
We review two noise models that can be simulated efficiently on a classical computer
(depolarizing and Pauli-twirl approximation) and two noise models which require
exponential memory to simulate (amplitude and phase damping).
7.4.1 Symmetric and Asymmetric Depolarizing Channels
The depolarizing channel (D) is a standard quantum noise model in which a qubit
becomes depolarized with a given probability p. This channel transforms a density
matrix of a single qubit as
ρ → �D(ρ) = pIρ+ pXXρX + pY Y ρY + pZZρZ, (97)
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where pI = (1 − pX − pY − pZ). In this model, a qubit suffers from discrete Pauli
bit-flip (X), phase-flip (Z), or bit-and-phase flip (Y ) errors with probabilities pX ,
pZ , and pY , respectively. When pX = pY = pZ , this channel is called a symmetric
depolarizing channel. When the probabilities are independent, the model is called an
asymmetric depolarizing channel.
7.4.2 Amplitude and Phase Damping Channel
The amplitude damping channel (AD) characterizes the behavior of energy dissipation
of the quantum system, including spontaneous emission of a photon from a qubit.
This channel transforms the density matrix of a single qubit as



















and pAD is the probability of a qubit emitting a single photon.
Figure 29 expresses amplitude damping of a single qubit in the form of a quantum
circuit where an ancilla qubit is used to represent the environment and sin2(θ/2) =
pAD [2]. The input is an arbitrary single-qubit state |ψin� = a |0� + b |1� and the





Na |0�+Nb sin(θ/2) |1� if measure 0
|0� if measure 1,
where N is a normalization constant. The probabilities of measuring 0 and 1 are
1− b2pAD and b2pAD, respectively.
During simulation, we do not use an extra ancilla as shown in the circuit in Figure
29. Instead, we calculate the probability of measuring 0 and 1 given input state |ψin�,




Figure 29: Circuit representation of amplitude damping [2].
measurement is 0, we apply the rotation Ry(θ) on |ψin�. When it is 1, we apply
damping and the state becomes |0�.
The phase damping channel (PD) is described similarly as



















Phase damping noise, also called pure dephasing, is equivalent to the phase-flip
channel. By unitary freedom of operator-sum representation, we can derive a new set























We assume that amplitude and phase damping (APD) are the main sources of
decoherence. Using these two channels together, decoherence on a single qubit trans-
forms the density matrix as








where 1 − pAD = e−t/T1,
�
(1− pAD)(1− pPD) = e−t/T2, t is the execution time of
the gate including identity, and T1 and T2 are the single-qubit relaxation time and
the dephasing time, respectively [2].
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7.4.3 Approximate Amplitude and Phase Damping Channel
Using a technique called Pauli twirling (PT) [132], a Pauli channel �T can be used to







Twirling results in removal of the off-diagonal terms and in turn allows expression of
the channel as an asymmetric depolarizing noise channel (given in Eq 97) with the
probabilities given by











where the probabilities of failure are expressed in terms of the execution time t of a
gate, the qubit relaxation time T1, and the qubit dephasing time T2 [1].
Assuming errors are independent, the probabilities of two-qubit errors, for example
when a CNOT gate fails, are approximated as in [1] as
pI(XorY ) = p(XorY )I = pX(1− pX − pY − pZ),
p(XorY )(XorY ) = pXpX ,
pZ(XorY ) = p(XorY )Z = pXpZ ,
pIZ = pZI = pZ(1− pX − pY − pZ),
pZZ = pZpZ .
7.5 Experimental Setup
We use the LIQUi |� software architecture [141] to perform simulations of the surface
code under noise. LIQUi |� (Language-integrated Quantum Operations) contains an
embedded, domain-specific language for programming quantum circuits as well as two




































Figure 30: Insertion of identity gates during simulation of the circuit of Fig. 26(a).
Four different identity gates are used based on the other location type in the given
timestep: prepare (P), single-qubit gate (H), two-qubit gate (C), and measurement
(M).
Clifford circuits, based on the Gottesman-Knill theorem, and is called Stabilizer sim-
ulation [130, 131]. The second environment, called Universal simulation, allows full
simulation of arbitrary quantum circuits. While some of our noise models allow Stabi-
lizer simulation, we have chosen for consistency to perform all simulations within the
Universal simulation environment. LIQUi |� allows universal simulation of a number
of qubits that is limited by the main memory of the machine. We ran simulations on
a large HPC cluster containing several hundred nodes with 32GB of RAM each, al-
lowing simulation of up to roughly 30 qubits on each node. Our simulations required
thousands of hours of compute time.
7.5.1 Monte-Carlo Simulation
We restrict the operations in our circuits to the five types given in Table 6, which we
refer to as location types : I, H, CNOT, Prepare a |0� state, and Measure in the Z
basis. When no location type is specified on a qubit, the identity gate I is applied to
that qubit, where the duration of the identity is set by the location type occurring
on other qubits in the time step. When a qubit is idle for a duration of t time steps





Figure 31: Illustration of the syndrome volume. Each window consists of three rounds
of the surface code. Corrections are applied to the state after the final round in the
window. The state is then checked for a logical error. An example window consists
of the top three blue layers, where one layer overlaps with the previous window.
simplify the simulations. Figure 30 shows the circuit of Figure 26(a) with identity
gates inserted. Further circuit optimization can be performed, for example by delaying
qubit preparation and measuring a qubit as soon as gate operations complete. Such
optimization will result in improved thresholds. For simplicity, we chose to maintain
gate alignment between stabilizers.
We perform Monte-Carlo simulation of the surface code layouts to compute the
logical error rates. At each time step of the circuit, each qubit undergoes a location
type followed by the given noise model. For depolarizing noise and approximate
damping noise, we replace each location type except measurement by the location
type followed by an X, Y , or Z gate (“error”) with probability pX , pY , and pZ ,
respectively. In the case of measurements, X, Y , or Z errors are placed before the
measurement location.
For amplitude and phase damping and the Pauli-twirl approximation, we apply
the noise model after every location given the duration of the current time step t.
The duration values we consider are given in Table 8 of Section 7.5.3.
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7.5.2 Logical Error Rate Calculation
We calculate the logical error rate of a given layout by simulating it under the various
noise models. At the start of each simulation, we initialize all data qubits to |0�
(if preparing |0L�) or |+� (if preparing |1L�) and run a noise-free cycle of syndrome
measurements to project into an initial stabilizer state of the code. We refer to this
state as the quiescent state [121]. Note that for a code with s stabilizers, there are 2s
possible quiescent states, since each stabilizer measurement can randomly project to
either a ±1 eigenstate. In the absence of noise, the quiescent state will be maintained
during subsequent rounds of the surface code.
After initialization of the quiescent state, the simulation proceeds as follows:
1. Execute two rounds of the surface code with noise (execute three if this is the
first execution of the loop). Record the list of syndrome flips between contiguous
rounds in the syndrome volume. For the first round, compare to the quiescent
state.
2. Apply the decoder (Section 7.3) to the three-layer syndrome volume to deter-
mine the most probable set of error locations.
3. Apply noise-free corrections to the state. In practice, corrections can be tracked
directly in software.
4. Check for a logical error by calculating the distance of the state to the possible
logical states. If the closest logical state is incorrect, count a logical error.
5. Repeat from Step 1 until m logical errors are detected.
After each logical error check (Step 4) the syndrome volume contains a list of
unpaired syndrome flips due to the last two rules of our decoder. Each syndrome
volume, as shown in Fig. 31, thus contains three layers: the final layer from the
previous volume and two layers from two additional rounds of the surface code. We
refer to the number of rounds in the volume as the window size. We experimented
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with various window sizes and found three was optimal for distance-three layouts. In
our simulations, m varies between 10 and 200 depending on the size of the physical
error rates.
We calculate the logical error rate per window since in an experiment, the logical
qubit will be measured after completion of a window to ensure optimal decoding and
correction. For a window containing r rounds, the logical error rate Pr is given by
Pr = m/R, (107)
where R represents the number of windows executed to observe m logical errors.
When r = 1, Eq 107 represents the logical error rate per round of the surface
code. Since we only calculate Pr for distance d = 3, we estimate the pseudothreshold
[146, 147], denoted as P thr as opposed to the asymptotic threshold as d → ∞. The
pseudothreshold can be defined by the crossing point between the line x = y and
the plot p vs. Pr. If the error rate p of each physical location type falls below the
pseudothreshold P thr , then the code is guaranteed to lower the logical error rate below
p.
The logical error rate per window Pr and the logical error rate per round P1 are
related by
Pr ≈ rP1(P1)r−1 + (r − 2)P 31 (1− P1)r−3. (108)
For depolarizing noise, we calculate P1 (to compare with previous work) and P3.
For amplitude and phase damping and the Pauli-twirl approximation, we calculate
P3.
7.5.3 Architectural Settings
For amplitude and phase damping and its approximation, we consider several param-
eter settings derived from superconductor and ion trap architectures. These archi-
tectures are well-suited to 2-D, nearest-neighbor operations required for the surface
code. Table 8 lists the different parameter settings considered for each architecture.
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Table 8: Qubit relaxation, dephasing, and gate times assumed for different architec-
tures. Helmer, and DiVincenzo parameters are taken from [1]. SC denotes supercon-
ductor; IT denotes ion trap architecture.
Parameter Description/Location SCS (Slow) SCF (Fast) SCH (Helmer)
T1 qubit relaxation time T1 T1 T1
T2 qubit dephasing time T1 T1 T1
tprep state preparation 5 µs 1 µs 40 ns
t1 single-qubit rotation 100 ns 10 ns 5 ns
tmeas measurement 5 µs 1 µs 35 ns
tCNOT CNOT 1 µs 100 ns 20 ns
tr,13 one round (S-13) 28.2 µs 4.82 µs 320 ns
tr,17&25 one round (S-17, S-25) 14.2 µs 2.42 µs 165 ns
Parameter Description/Location SCD (DiVincenzo) ITS (Slow) ITF (Fast)
T1 qubit relaxation time T1 T1 T1
T2 qubit dephasing time 2 T1 0.1 T1 0.1 T1
tprep state preparation 40 ns 100 µs 30 µs
t1 single-qubit rotation 5 ns 1 µs 1 µs
tmeas measurement 35 ns 100 µs 30 µs
tCNOT CNOT 80 ns 100 µs 10 µs
tr,13 one round (S-13) 800 ns 1202 µs 202 µs
tr,17&25 one round (S-17, S-25) 405 ns 602 µs 102 µs
The time per round tr,{13,17,25} indicates the time required to complete one round of
the surface code given the other parameters. These six architecture settings represent
a range of round times between 165 ns to 602 × 103 ns for Surface-17 and Surface-
25. Note that the Surface-13 layout requires roughly twice the amount of time of
Surface-17.
Superconducting architectures have demonstrated fast single- and two-qubit gate
execution times in recent years [129, 148, 149]. Current gate times are in the range
of 10–20 ns and 30–80 ns for single-qubit and two-qubit gates, respectively, with
experimental T1 times in the range of 0.06–1.2 µs [148, 149]. The DiVincenzo (SCD)
[127] and Helmer (SCH) [126] superconductor parameters are derived from [1]. SCD
requires longer CNOT gate times than SCH . SCS and SCF represent parameters
for slow and fast gate times, respectively, based on recent experiments [148, 149]. In
particular, they account for µs preparation and measurement times, while SCD and
SCH assume ns times.
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Ion traps are another promising architecture with demonstrable quantum gates
[93, 95, 98, 128]. While trapped ion devices tend to have longer gate execution times
than superconductor devices, they have been shown to have much longer relaxation
and dephasing times in the range of 780–1800 ms [150, 151]. ITS accounts for gate
times observed in current experiments and longer preparation and measurement times
[150–152]. ITF accounts for gate, preparation, and measurement times of a proposed
scalable ion trap quantum computer model [98]. It assumes that all gate operations
are within one Elementary Logic Unit (ELU) with 10–100 qubits arranged linearly.
ELUs are connected to each other using photonic quantum channels to achieve mod-
ular scalability.
7.6 Experimental Results
In this section we analyze numerical Monte-Carlo simulations of the distance-three
surface code layouts under the multi-parameter noise models. We first determine
the distance-three layout that admits the highest pseudothreshold under depolarizing
noise. We then study the performance of the preferred layout under several realistic
noise models. In particular, for the six architectural settings we compare the accuracy
of the approximate amplitude and phase damping channel, which can be efficiently
simulated, to the amplitude and phase damping channel, which requires universal
simulation. In each plot, error bars indicate the upper bound statistical significance
using the standard deviation.
7.6.1 Depolarizing Noise
We begin by calculating the symmetric depolarizing noise threshold for each distance-
three layout. In this model, each location fails with probability p. For single-qubit
locations, PI = 1−p and PX = PY = PZ = p/3. For two-qubit locations, PI,I = 1−p
and P{I,X,Y,Z},{I,X,Y,Z} = p/15. Since the circuits and round times differ, we expect
the pseudothreshold to vary for each layout.
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Figure 32 plots the location error rate p versus the logical X error rate per round
P1,X for Surface-13, 17, and 25, where each layout encodes a logical |1L� state and we
check for a logical bit-flip XL. Each point represents between 10 and 200 independent
simulation runs.
The corresponding pseudothresholds calculated per round (P th1,X) and per window
(P th3,X) are given in Table 9. We find that Surface-13 exhibits slightly lower pseu-
dothresholds due to its higher circuit depth. Similarly, Surface-25 requires more data
qubits and syndrome measurements, thus exhibiting a small decrease in its pseu-
dothreshold as compared to Surface-17.
Table 9: Comparison of thresholds and pseudothresholds for the surface code under
symmetric depolarizing noise.
Code Threshold P th1,X P
th
3,X
Surface-13 - 3.0× 10−4 1.2× 10−4
Surface-17 - 8.0× 10−4 2.0× 10−4
Surface-25 - 5.0× 10−4 1.4× 10−4
Wang (2011) [120] 1× 10−2 - -
Fowler (2012) [124] 9× 10−3 ∼ 2× 10−3 -
Table 9 also contains the pseudothreshold and threshold calculated by Fowler et
al. for Surface-25 [124]. Our Surface-25 pseudothreshold is slightly lower than in
[124] due to the assumed window size. Our simulations use a constant window size
(Section 7.5) while Fowler et al. optimize the window size for each value of p. They
sweep over a range of window sizes from 1 to 25780 and for each p between 0.05
and 0.0001. We use a static, small window in order to mimic future experimental
implementations which are likely to be limited to a small number of rounds. While
it has been shown that a smaller window can lead to some logical error patterns not
present when using a larger window [124, 153], we find that for windows of size 2–3 ,
our per-round pseudothreshold closely matches that in [124, 153].
We also calculate the logical Z error rate PL,Z for each layout by encoding a logical
|+L� state and checking for a logical phase flip ZL. Figure 33 plots the location
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error rate p versus P1,{X,Z} for Surface-17. It is apparent from the plot that the
pseudothresholds P th1,X and P
th
1,Z are comparable. We find similar results for Surface-
13 and Surface-25.
Based on these results, we conclude that Surface-17 is the preferable layout. It
requires roughly half the depth of Surface-13 and significantly fewer qubits and gates
than Surface-25. In addition, Surface-17 exhibits slightly higher pseudothresholds
than the other layouts. For the remaining experiments, we thus perform all simula-
tions based on the Surface-17 layout.
7.6.2 Amplitude and Phase Damping
In this section, we compare the accuracy of the approximate amplitude and phase
damping channel using Pauli twirling to the amplitude and phase damping channel.
We first verify that our logical Z and X error rates per round for the Pauli-twirl
approximation on Surface-17 align with those reported in [1]. For T1 = 10 µs, we
calculate PZ,1 = 4.27 × 10−3 and PX,1 = 4.41 × 10−3. These results are very similar
to [1]; small differences are expected since Surface-25 is used in [1].
We then calculate the logical Z error rate per window, P3,Z , for a qubit in the
encoded |+L� state in Surface-17 for both channels for the Helmer setting (SCH).
Figure 34(a) plots T1 versus P3,Z for approximate (solid red) and amplitude and phase
damping (dashed green). We see that the approximate channel using Pauli twirling
results in a logical Z error rate that closely matches that of the actual channel.
We also calculate the logical X error rate per window, P3,Z , for a qubit in the
encoded |1L� state in Surface-17 for both channels under SCH , plotted in Fig. 34(b).
We find that the approximation channel results in much higher logical X error rates,
in particular as the qubit relaxation time T1 increases. Pauli twirling results in a
pessimistic estimate of the error rate, indicating that the threshold under decoherence
may be significantly better than previously calculated with this technique.
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Since the Pauli-twirl approximation aligns well for phase-flip errors, we further
compare its performance on bit-flip errors. Fig. 35 plots T1 time (µs) versus mem-
ory duration (µs) versus the logical X failure rate P3,X of a qubit encoded in |1L�
in Surface-17 for the SCH setting under (a) the Pauli-twirl approximation and (b)
amplitude and phase damping. On the left, the blue surface represents the amplitude
damping probability of an unencoded qubit in |1� for a given T1 time and memory
duration. Since the qubit is in |1�, phase damping does not apply. The yellow surface
represents the logical error rate P3,X of an encoded qubit for a given T1 time and
surface code round time (see Table 8). The orange surface indicates the upper error
bar of P3,X . For the yellow and orange surfaces, the encoded qubit undergoes the
surface code three-round window time. For the blue surface, the unencoded qubit
undergoes the given memory duration.
The region where the blue surface lies above the orange and yellow surfaces rep-
resents the regime where Surface-17 encoding improves the logical error rate of the
qubit (similar to being below pseudothreshold). The region is larger in Fig. 35 (b)
than Fig. 35 (a), indicating that Pauli twirling results in a pessimistic estimate of the
logical error rate.
The 2D plots on the right are a view from the +z-axis. The blue and red regions
indicate T1 times (x-axis) for which encoding a qubit in |1L� in Surface-17 reduces or
increases, respectively, the logical error rate compared to an unencoded |1� qubit in
memory for a given duration (y-axis). The purple region indicates the upper error
bar of P3,X where the orange and blue surfaces cross in the 3D plots. Surface-17 again
demonstrates superior performance under amplitude and phase damping compared
to Pauli twirling. For example, for T1 = 1 µs, memory durations above 150 ns result
in lower logical error rates for an encoded qubit than an unencoded qubit, while the
Pauli-twirl approximation lowers error rates only for memory durations longer than
350 ns.
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Figure 36 shows the same 2D plots for Surface-17 for all six architecture settings
under amplitude and phase damping.
For each architecture, the y-axis ranges from 1 µs to the time per surface code
window. In all graphs, we see that as T1 increases, encoding improves the logical
error rate for a larger range of memory durations. This behavior is expected since
the amplitude damping probability monotonically increases with memory duration.
In Fig. 36(a), at T1 = 1 µs we observe that for the SCS parameters, encoding does
not improve the logical error rate for any plotted memory duration. However, with 10
times faster gates (SCF ), we see performance improvement, as shown in Fig. 36(b).
At T1 = 1 µs, encoding provides a better logical error rate than an unencoded qubit
in memory for at least 8 µs.
The SCH setting accounts for 100 times faster preparation and measurement than
SCF and roughly 10 times faster gates. The faster gate times lead to significantly
better performance under encoding. For example, at T1 = 1 µs in Fig. 36(d), logical
error rates decrease due to encoding for memory durations longer than 0.15 µs. In
comparing Fig. 36(c) and (d), we find CNOT time strongly influences performance.
A CNOT gate is four times longer in SCD than SCH . At T1 = 1 µs, SCD indicates
improvements from encoding at memory durations longer than 0.4 µs, roughly 3 times
higher than for SCH .
Fig. 36(e) and (f) show similar results for the ion trap settings. While ITF assumes
10 times faster CNOT gates, both ITS and ITF yield lower logical error rate upon
encoding for a range of T1 times. ITS results in improvements for memory durations
longer than 300–400 µs, while ITF results in improvements for memory durations
above around 15 µs.
In Figure 37, we plot qubit relaxation time T1 (µs) versus logical error rate P3,X
(red) or amplitude damping probability (green) for the six architecture settings (anal-
ogous to Fig. 33(b)). All plots assume a three-round memory duration. The plots
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indicate that near-term experiments may be able to detect improved logical error
rates due to encoding, providing experimental evidence of surface code error correc-
tion. For example, for SCH and ITF , error rates at short T1 times are significantly
different between an encoded and unencoded qubit.
We conclude that gate durations in the SCS setting are too slow for Surface-17 to
decrease the logical error rate given realistic T1 times. However, given gate durations
between SCF and SCH and current T1 times, encoding a qubit in Surface-17 results
in improved error rates over an unencoded qubit. For both superconductor and
ion trap architectures, near-term experimental implementations could demonstrate
surface code error correction of a single logical qubit, and demonstrate improvements
in the logical error rate. We find that previous estimates of 2.6–2.8 µs T1 times [1]
to achieve improved logical error rates are too high, and in fact at only 1 µs T1 time,
the logical error rate can be improved using Surface-17.
7.7 Conclusion
We have analyzed three distance-three surface code layouts under realistic noise mod-
els. Under symmetric depolarizing noise, we find the pseudothreshold is slightly lower
for Surface-13 as compared to Surface-17 and 25. We have compared the performance
of Surface-17 simulated under a Pauli-twirl approximation and amplitude and phase
damping. Our results show that Pauli twirling pessimistically estimates the logical
bit-flip rate. Thus the surface code threshold under realistic noise may be significantly
better than previously calculated.
We have also simulated the 17-qubit surface code under amplitude and phase
damping for six architecture settings. While gate durations in the SCS setting are
too slow, gate durations between SCF and SCH with current T1 times show improved
logical error rates for a qubit encoded in Surface-17. For both superconductor and ion
trap architectures, current state-of-the-art experiments could enable demonstration
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of surface code error correction. For example, with T1 = 1 µs and SCH settings,
logical error rates will improve by encoding in Surface-17.
Methods of approximating decoherence using Clifford gates have recently been
shown to be more accurate than Pauli twirling [133, 135]. However, studies have only
been conducted at the gate operation level as opposed to the circuit level of a given
code. A direction for future work is to simulate these noise models on Surface-17
to compare to amplitude and phase damping. Another direction is to determine the
performance of Surface-17 under leakage. Finally, development and simulation of real-


































































Figure 32: Location error rate p versus logical error rate P1,X for a logical |1L� state























Figure 33: Surface-17 logical X error rate P1,X (red; qubit encoded in |1L�) and
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Figure 34: Comparison of the logical error rate of a qubit encoded in Surface-17 un-
der amplitude and phase damping (dashed green) and the Pauli-twirl approximation
(solid red) for the SCH setting. (a) Logical Z error rate P3,Z (on logical |+L� state);
(b) Logical X error rate P3,X (on logical |1L� state).
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(a) Pauli-twirl approximation
(b) Amplitude and phase damping
Figure 35: (Left) 3D plots of T1 time (µs) vs. memory duration (ns) vs. P3,X for the
SCH setting under (a) the Pauli-twirl approximation and (b) amplitude and phase
damping. The blue surface represents the amplitude damping probability at a given
T1 and memory duration (unencoded qubit). The yellow surface is the simulated
logical error rate given T1 for a qubit encoded in the |1L� state in Surface-17. The
orange surface indicates the upper error bar on P3,X . (Right) 2D plots from the
+z-axis. The blue and red regions indicate a range of T1 times (x-axis) for which
encoding a qubit in the |1L� state in Surface-17 reduces or increases, respectively,
the logical error rate compared to an unencoded |1� qubit in memory for a range
durations (y-axis).
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(a) SCS (b) SCF
(c) SCD (d) SCH
(e) ITS (f) ITF
Figure 36: Plots of T1 time (µs) versus memory duration (µs) for six architecture
settings under amplitude and phase damping. The blue and red regions indicate a
range of T1 times (x-axis) for which encoding a qubit in |1L� in Surface-17 reduces or
increases, respectively, the logical error rate compared to an unencoded |1� qubit in
memory for a range durations (y-axis).
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Figure 37: Plots of T1 time (µs) versus the logical X error rate P3,X for a qubit





A large-scale reliable quantum computer promises an exponential speedup in solv-
ing real-life problems in various fields such as chemistry, physics, and cryptography.
However, the susceptibility of quantum computation to errors confounds our ability
to implement a reliable and scalable quantum computer. Regardless of the physi-
cal implementation, quantum information is error-prone due to the interaction with
the environment, and manipulation of quantum information often requires extremely
precise quantum controls. To tackle those errors, we first need to identify and study
them.
We have presented our investigation into new methods to reduce errors on quan-
tum computers. Our research has focused on error studies over three layers of quan-
tum computational hierarchy: quantum memory, quantum control, and quantum
error correcting codes. For quantum stable memory, we have learned that thermody-
namic stability may not be a necessary condition and that it is worth investigating
non-conventional memory structures in fractal dimensions. With regard to qubit ma-
nipulation we have shown that a technique popular in NMR can be applied on a
multi-qubit control to arbitrarily reduce its error. We have also developed a new tool
to study quantum error correcting codes and simulated its performance on a model
quantum architecture.
In the three decades since the idea of a quantum computer was proposed by
Richard Feynman, research in quantum computation has accelerated. During my
graduate studies in the past five years I have witnessed quantum computing moving
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closer and closer to reality through ongoing rapid development of technologies, en-
gineering, and theory in quantum computation. Research is spread in vast fields of
study– from development of potential quantum hardware such as microfabricated pla-
nar ion traps [93, 95] to discovery of new quantum error correcting codes [154, 155]–
but they all share a single ultimate goal, to bring a quantum computation to reality.
I hope that the investigation and new tools presented in this dissertation contribute
to the development of future quantum computers.
8.1 Summary and future directions
8.1.1 Quantum memory
We have explored potential self-correcting quantummemory using two-body-interaction
structures in fractal dimensions. We have examined critical behaviours on these struc-
tures both numerically and analytically. Our results show that the structures do not
show a phase transition at conventional thermodynamic limits and thus they are not
able to serve as a memory stabilizer at their infinite size. However, we have observed
that this performance measurement of the thermodynamic limit is an insufficient ap-
proximation even for astronomically large finite-size structures. Our analysis shows
that, at any reasonable size, these fractal structures can perform as self-correcting
classical memory. This suggests the potential of quantum self-correcting memory us-
ing fractal-dimensional non-standard structure even with zero critical temperature at
thermodynamic limit.
8.1.2 Quantum control
We have applied the technique of compensation pulse sequences on multi-qubit Hamil-
tonian control to reduce systematic control errors. We have constructed recursive,
higher-order compensation sequences based on Wimperis’ broadband pulse and its
application to two-qubit couplings by Jones. Wimperis’ broadband pulse performs
well in case we have two Hamiltonian controls with identical systematic errors, while
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Jones’ pulse performs well in case one of the control Hamiltonians is error-free. Com-
bining these two techniques and applying to a one-dimensional chain of qubits, we
have demonstrated multi-qubit compensation sequences which can achieve arbitrary
accuracy on a fully controllable system.
8.1.3 Quantum error correcting codes
We have developed a new tool called Fault Tracer to measure the performance of con-
catenated QECC. Currently the most popular approach to study QECC is to take a
random sampling using Monte Carlo methods. Monte Carlo methods have two main
disadvantages: first, they are sampling methods so the computational cost depends
on the desired precision; and second, the cost grows inversely with input error rates
of each quantum gate. Our tool was developed to overcome these disadvantages by
approaching the problem using graph traversal and combinatorics instead of random
sampling. The tool is optimised for distance-3 concatenated QECC, and it outper-
forms Monte Carlo on both computational cost and precision for those codes. Also,
the cost of the tool does not depend on the input gate error rates. It allows us to
simulate QECC on quantum architecture models with high gate fidelity which could
not be studied using Monte Carlo methods.
One potential improvement to extend this work is to support larger-distance codes.
The computational cost grows factorially as the distance of the concatenated QECC
increments. This inflation of cost comes from the growth of the number of patterns of
error propagations and cancellation, shown in Table 4. This project could be extended
to investigate a way to alter the algorithm to suppress this increase in cost to support
efficiency on higher distance codes. It would also be very beneficial to support more
recent QECC including topological QECC such as surface code. The basic algorithm
of graph traversal is still applicable on these codes. It would be required to study and
embed the decoding algorithms specific to the new QECC. Similarly to the higher
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distance concatenated QECC, we can expect substantial growth of computational
cost as the number of error patterns decoded into the same logical state increases.
However, unlike concatenated QECC, topological QECC often displays a tessellation.
This might allow us to reshape the algorithm to take advantage of their symmetry
for cost reduction.
We have also studied surface code under realistic quantum noise. In this study we
focused on small size layouts with 13, 17, and 25 qubits to learn about their perfor-
mance under various noise models on various architecture settings using the Monte
Carlo approach. A major achievement of this study is that we simulated real ampli-
tude and phase damping noise applied to the code, which incurs exponential cost in
time and memory. The results show that the small surface code was less suscepti-
ble to the real damping channel compared to its popular approximation using Pauli
Twirling technique. This indicates that the surface code threshold under realistic
noise may in fact be better than previously estimated. We also prescribe the rate at
which to error-correct in a reliable quantum memory based on a small surface code
under several architectural settings.
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