Agriculture has special importance in that it is a major source of food and, clothing and is an important economic source for countries. Agriculture is affected by a variety of factors, biotic such as diseases resulting from bacteria, fungi, and viruses and non-biotic such as: water and, temperature and other environmental factors. Detection of these diseases require people to experts in addition to a set of equipment and it is expensive in terms of time and money Therefore, the development of a computer based system helps the detection of the plants' diseases is very helpful for farmers As well as to specialists in the field of plant protection. the proposed plant disease detection system consists of two phases, in the first phase, the knowledge base is established by introducing a set of training samples in a series of processing that include first use pre-processing techniques such as: cropping, resizing, fuzzy histogram equalization, extracting a set of color and texture features and used to great the knowledge base that used as training data for support vector machine classifier. In the second phase, we use the classifier that was trained using the knowledge base for detection and diagnosis of plant leaf diseases. To create the knowledge base, we used 799 sample images that divided it by 80% training and 20% testing. We have use Three crops each yield three diseases in addition to the proper state of each crop .the accuracy of disease detection was 88.1%.
‫ال‬ ‫خالصـة‬
‫بمجموعة‬
Introduction
There are many diseases that affect crops and lead to significant production losses, which threaten the issue of food security. Human visual examination with the naked eye is the way most widely used and common. This method gives a large room for error depending on where the farmers trying to detect the disease through visual inspection as a big chance of error in some cases resorting to experts, this latter needs a lot of time, effort and money. Another problem in Iraq, is that the most of the crop Fields are located in rural areas, which require farmers to go long distances to find experts [1] . Image processing gives accuracy, high-speed, do not require large amount of money to and time-consuming as in brought experts [2] .
Related Work
There is a lot of research that has worked in the field of identification of plant diseases including: Basavaraj Tigadi1 and Bhavana Sharma [3] . In this research, the researcher used Color Features and Artificial Neural Network For classification a range of diseases affecting bananas. In this work the first step is converting the image from RGB to gray and HSV color space then extracts Histogram of template and color features. The researcher uses the color features including Mean and Standard Deviation.So as to use these features to create a knowledge base that is used later by the classifier for training. use the feed-forward back propagation neural network to classify the banana disease. One of the important missing things in this system is the lack of segmentation process .the process of segmentation is very important in separating the injured part from the proper part of the leaf image and even if the results of the diagnosis are good, the possibility of more than one disease in the leaf is possible. Therefore, it is necessary to use segmentation method such as clustering to separate the different diseases from the healthy part. R. N.kadu et al [4] also develop a research to detect the leaf disease using Otsu threshold and Support vector machine. In this research first contrast adjustment is done as a preprocessing after that RGB image is converted to YCbCr . Otsu threshold was applied to separate the injured part from the healthy part. Feature extraction is obtained from the textual feature. For which Gabor filter applied on the segmented image. Finally, the features used as input to SVM classifier. Leaf rot disease detection of Betel Vine also done by using Color analysis [5] . In the preprocessing, the process of cropping was performed to eliminate the background that containing unnecessary information in the process of disease detection. The color feature is used to distinguish rotted leaf area form healthy leaf area .the image is converted to three type of color space RGB, HSV and YCbCr next by using color analysis the researcher find the hue of HSV give the best result the next step is using hue thresholding for discriminating leaf rotted part of the rest of the background. Finally, convert the affected part to a binary image and calculate the white pixel to find the area of the affected part.
The Proposed System Figure 1: Proposed plant disease detection System
Architecture.
The first part of the proposed plant disease detection system is the process of training. At this stage, the images of the plants are obtained using a digital camera. Then the image preprocessing techniques are applied to these images. After preprocessing, useful image features are extracted using feature extraction technique that will be used as training samples for the support vector machine algorithm (the proposed machine learning algorithm in this system). In the detection phase, the images will be obtained first by capturing them with a digital camera. After that, the image processing techniques referred to in the training phase will be applied and finally, the case will be classified as either infected or healthy through support vector machine (SVM).
Dataset
In this study, the images were collected from multiple sources, including the field visit to Wasit governorate in Al-Nu'maniyah district, Due to the difficulty of conducting field visits as well because of seasonal conditions, the researcher was forced to take part of the pictures from websites, mostly to a group of international universities. In this study, images were collected for three crops, wheat, tomatoes and cucumbers, three different diseases for each crop, as well as the health status of each of these crops. Table 1 showing the diseases used for each of these crops and the number of samples. Sample images for the above specified groups are shown in Figure 2 . 
Image pre-processing
It is a process aim to improving the image and, configures it for subsequent processes by removing noise and unwanted objects and improving the visual appearance; it also gives a positive effect on both the process of segmentation and features extraction and therefore has an impact on the final outputs of the system and accuracy. The process of image processing begins with the acquisition of the image from the environment through the digital camera and stored on the hard disk of the computer and then downloaded to the system for the rest of the operations. In this study, three preprocessing operations were applied. The first process crops the image to eliminate the background as much as possible. The second operation was to improve the image by using Fuzzy Histogram Equalization (FHE); the third process was to give a fixed size for all the input images both in the training phase and in the diagnosis phase.
Image Cropping
The image that is captured by a digital camera containing about 30% of the infected plant leaf information and the remaining 70% of the rest of the information is not important because it represents the background. This background is an unnecessary consumption of memory, and also in the treatment time in the CPU during the process of retail segmentation In order to gain efficiency in the storage and speedup the processing time. It is important we deduct the portion of the image through a process of cropping. In this study, we use the command imcrop (I) in Matlab that uses the interactive cropping tool where (I) is the image we need to crop it. We would like to point out that the process of cropping must be precise and careful not to cut any important information from the image because in this type of systems the accuracy is more important than the time.
Image Resize
Resize all images that will be used to a fixed size (300*400). This fixed size was used for all imported images because the accuracy of the feature extraction process is affected if the images are in different sizes.
Fuzzy Histogram Equalization
To enhance the image this study using Fuzzy Histogram Equalization. The FHE contains two periods. First, the fuzzy histogram is computed based on weird set theory to manage the inexactness of grey level values in an improved way in comparison to classical clean histograms. The second stage, the fuzzy histogram is divided into two sub histograms based on the median value of the initial image and then equalizes them independently to preserve image brightness.
Features Extraction
The image contains a lot of information, only some of these information can be used to distinguish between different situations. so much of the information in the image must be converted to reduced representation set called the features process that extracts features from the image called features extraction. The image has many features such as texture, color, and shape. These features can be used as mini-information representing the useful information in the image which can be used to distinguish between different situations. In this study, a range of texture features and color features were used to separate the affected case from the health case, as well as to diagnose the various diseases. Shape features were not used in this study because the shape of the injury changes continuously during the stages of disease growth. In order to obtain the color and texture features, the GLCM is considered by set the number of gray level to 8 and the offset be [0,1]. The final output of the process of extracting the texture features and the color features is the Excel file as shown in Figure 3 . This includes all the extracted features that are later used as a knowledge base for training the classifier to detect plant disease. 
Training the Detection System
Identification of Patterns using a machine learning approach has two basic stages. In the first stage, the classifier is trained using the training samples to extract the weights. The system then examines the accuracy of the system using the test samples. Therefore, the total samples were to be divided into training samples and testing samples. In this study, we divided the total samples into 80% training and 20% testing. As it is shown in the Figure 4 from the total dataset (799 images) 80 % were used for training the SVM classifier and 20% used for testing. The following settings were used in SVM to get the best result (Kernel function: Quadratic, Box constraint level: 4.0) Full details for SVM settings that used is shown in the Figure 5 . The same ratios were used in the division of disease samples for the diagnosis process 
Testing the detection system
After the training is completed, the classifier will use 20% of the total samples to examine the accuracy of the system depend on confusion matrix. Were accurately in detection the disease case 90.6.1% and the accuracy of detecting the healthy case 77.4 with average accuracy for the detection system 88.1% as shown in the figure 6 and figure 7. Accuracy (AC) is defined as the ratio of correct predictions (CP) to the total number of predictions which represents correct predictions (CP) + false predictions (FP). The following equation will be used to calculate accuracy.
AC=CP/(CP+FP)
(1) Figure 6 : SVM disease detection testing result. 
Conclusion
It was concluded that the accuracy of disease detection is increased as the number of training samples increases and that the change in SVM settings also affects accuracy.
