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Введение 
 
Предлагаемое учебно-методическое пособие предназначено 
для поддержки дисциплины компонента учреждения высшего 
образования из цикла естественнонаучных дисциплин  «Архитек-
тура вычислительных систем» учебного плана студентов специ-
альности 1-53 01 02 – «Автоматизированные системы обработки 
информации». 
В пособии излагаются основные принципы организации вы-
числительного процесса, краткая история возникновения и разви-
тия вычислительной техники и перспективы ее развития, способы 
построения систем энергоснабжения компьютерных систем и ме-
тоды защиты этих систем, способы конструктивного исполнения 
современных вычислительных систем, методы решения пробле-
мы теплоотвода в рамках вычислительных систем различного 
масштаба, способы настройки режимов эксплуатации вычисли-
тельных систем.  
Материал подан в виде кратких ответов на вопросы по учебной 
дисциплине, снабжен необходимым иллюстративным материалом 
и рекомендуется к использованию при подготовке к экзаменаци-
онным и контрольным мероприятиям студентов дневной и заоч-
ной форм обучения.  
Для более глубокого изучения вопросов, затрагиваемых в по-
собии, рекомендуется изучение специализированной литературы. 
Для поддержания актуальности получаемых знаний необходимо 
регулярное чтение периодических изданий о компьютерной и циф-
ровой технике, а также специализированных сайтов в сети Ин-
тернет. 
Знания и навыки, приобретаемые студентами в рамках изуче-
ния дисциплины по выбору студентов «Архитектура вычисли-
тельных систем», являются базовыми для успешного обучения         
по специальности 1-53 01 02 – «Автоматизированные системы 
обработки информации». 
 7 
 
 
1 Организация вычислительного процесса 
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1.1  Понятие вычислительного процесса 
 
Вычислительная система – это взаимосвязанная совокупность 
аппаратных средств вычислительной техники и программного 
обеспечения, предназначенная для обработки информации. 
Критерии, применяемые для классификации вычислительных 
систем, весьма разнообразны. В частности, различают следую-
щие группы вычислительных систем:  
–  однозадачные и многозадачные;  
–  индивидуального или коллективного использования;  
–  с пакетной обработкой задач, с разделением времени между 
задачами и системы реального времени;  
–  однопроцессорные, многопроцессорные и многомашинные;  
–  универсальные, специализированные и проблемно-ориенти-
рованные. 
Вычислительный процесс, как понятие, связан с вычислитель-
ной системой и ее свойствами.  
Некоторые авторы определяют вычислительный процесс как 
смену состояний вычислительной системы во времени, задавае-
мую программой. 
Любая программа, предназначенная для обработки данных, 
поступает через интерфейс (пользовательский или обмена дан-
ных). Принцип разработки программ может базироваться либо на 
потоке этих данных, либо на потоке команд, под требования ко-
торого следует реорганизовать поток этих данных. 
Фиксированная процедура обработки данных сродни конвейеру. 
Вне зависимости от типа данных на входе, процедура обработки 
одинакова и правильный результат ничем не гарантируется. 
При «управлении от потока данных» необходимо изначально 
загрузить их в память, определить тип, выбрать команду для их об-
работки и полученный результат разместить по требуемому адресу. 
При «управлении от потока команд» изначально загружается 
команда, которая уже предписывает структуру данных, которые 
она может обработать. Такая модель более эффективна, чем 
предыдущая, поскольку не нужно анализировать тип данных. Ес-
ли заранее сгруппировать блоки данных по типу, то можно по-
точно обработать большой массив данных [12]. 
Недостаток системы управления от потока команд – сложность 
организации обработки случайной последовательности событий. 
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Производители современных вычислительных систем, как пра-
вило, реализуют одну из двух вычислительных архитектур с управ-
лением от потока команд: 
CISC-архитектура (Complete Instruction Set Computer) ориен-
тирована на выполнение большого набора команд с развитыми 
возможностями адресации, давая процессу возможность выбрать 
наиболее подходящую команду для выполнения необходимой опе-
рации. В применении к 8-разрядным микропроцессор с CISC-архи-
тектурой может иметь однобайтовый, двухбайтовый и трехбайто-
вый (редко четырехбайтовый) формат команд. При этом система 
команд, как правило, неортогональна, то есть не все команды могут 
использовать любой из способов адресации применительно к лю-
бому из регистров процессора. Выборка команды на исполнение 
осуществляется побайтно в течение нескольких циклов работы МК. 
Время выполнения команды может составлять от 1 до 12 циклов. 
В RISC-архитектуре (Reduced Instruction Set Computer) набор 
исполняемых команд сокращен до минимума. Для реализации 
более сложных операций приходится комбинировать команды. При 
этом все команды имеют формат фиксированной длины (например, 
12, 14 или 16 бит), выборка команды из памяти и ее исполнение 
осуществляется за один цикл (такт) синхронизации. Система ко-
манд RISC-процессора предполагает возможность равноправного 
использования всех регистров процессора. Это обеспечивает              
дополнительную гибкость при выполнении ряда операций. 
Сравнение двух этих архитектур показано на рисунке 1.1. 
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Рисунок 1.1 – Сравнение обработки команд в технологиях CISC и RISC 
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1.2  Системы счета и счетные устройства 
 
При организации механизации и автоматизации вычислений 
основной задачей является построение способа реализации опе-
раций, аналогичных алгоритму проведения реальных операций            
в выбранной системе счисления. 
Система счисления – это символический метод записи чисел, 
представление чисел с помощью письменных знаков. Например, 
привычное десятичное представление целых чисел уникальным 
образом формирует каждое целое число как конечную последо-
вательность цифр. Арифметические операции (сложение, вычи-
тание, умножение и деление) суть стандартные арифметические 
алгоритмы. Тем не менее, когда десятичное представление ис-
пользуется для рациональных или вещественных чисел, оно более 
не уникально: многие рациональные числа имеют две записи – 
стандартная десятичная дробь (например, 2,31) и периодическая 
(например, 2,309999999...). Десятичные дроби не имеют ненуле-
вых цифр после некоторой заданной позиции. Например, числа 
2,31 и 2,310 обычно считаются одинаковыми, за исключением 
экспериментальных наук, где нулевыми младшими разрядами 
обозначается точность представления. 
Системы счисления подразделяются на позиционные, непози-
ционные и смешанные. В позиционных системах счисления один 
и тот же числовой знак (цифра) в записи числа имеет различные 
значения в зависимости от того места (разряда), где он расположен 
(например, 01010 – в двоичной системе счисления). В непозицион-
ных системах счисления величина, которую обозначает цифра,         
не зависит от положения в числе (например, 1245 – в десятичной 
системе счисления). При этом система может накладывать огра-
ничения на положение цифр, например, чтобы они были располо-
жены в порядке убывания. 
Наибольшее распространение получила позиционная десятичная 
система счисления, хотя у нее были серьезные конкуренты в лице 
римской и египетской непозиционных систем счисления, из пози-
ционных систем счисления были хорошо развиты – двадцатеричная 
система майя, шумерская шестидесятеричная, греческая ионическая.  
По основанию счета были разработаны и получили распростра-
нение следующие позиционные системы счисления: единичная, 
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двоичная, троичная, четверичная, восьмеричная, десятичная, две-
надцатеричная, шестнадцатеричная, шестидесятеричная и т. д. 
В рамках каждого класса бывают несколько вариантов органи-
зации вычислений.  
Среди устройств, применявшихся для механизации счислений, 
можно упомянуть следующие (рисунок 1.2): римский абак, антики-
терский механизм, счетные машины Паскаля, Лейбница, Беббиджа, 
логарифмическую линейку и арифмометр. 
 
а) б) в) г) 
 
 
 
 
 
Рисунок 1.2 – Докомпьютерные вычислительные устройства: 
а) абак; б) антикитерский механизм; в) машина Паскаля;  
г)  логарифмическая линейка 
 
При разработке вычислительной техники применялись дво-
ичные и троичные системы счисления. Поскольку сложившаяся 
практика отдала предпочтение двоичной системе счисления, рас-
смотрим ее реализацию в микропроцессорной технике. 
В цифровой электронике одному двоичному разряду в двоич-
ной системе счисления соответствует один двоичный логический 
элемент (инвертор с логикой на входе) с двумя состояниями (от-
крыт, закрыт). 
Вопрос организации вычислительных операций с двоичными 
данными был решен на аппаратном уровне. Например, арифметиче-
ское произведение формируется в виде возрастающего (по модулю) 
значения частичной суммы, равной после умножения на i-й разряд 
множителя сумме первых i частичных произведений. Таким обра-
зом, для получения произведения необходимо выполнять операции 
сложения и операции сдвига чисел (множимого либо частичной 
суммы). Аналогичным способом организуется операция деления. 
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В целом получается, что любую арифметическую операцию 
можно реализовать с помощью некоторой последовательности 
операций сложения и операций сдвига. 
Такая основа организации обработки данных при реализации 
арифметических операций была заложена в 1971 г. при разработке 
центральной 4-битной счетной микросхемы микрокалькулятора 
специалистами компании Intel. 
 
 
1.3  Структура вычислительной системы 
 
Вычислительная система состоит из связанных между собой 
процессоров, памяти и устройств ввода/вывода. Центральный про-
цессор – это мозг компьютера. Его задача – выполнять программы, 
находящиеся в оперативной памяти. Он вызывает команды из па-
мяти, определяет их тип, а затем выполняет их одну за другой. 
Компоненты соединены шиной, по которым передаются данные, 
адреса их размещения в памяти и сигналы управления. Шины  
могут быть внешними (связывающими процессор с памятью                     
и устройствами ввода/вывода) и внутренними. Функциональная 
схема подобной вычислительной системы показана на рисунке 1.3. 
 
Блок 
управления
Арифметико-
логическое 
устройство
Регистры
Центральный процессор
Основная 
память
Накопитель Системная 
печать
Устройства 
ввода
Система 
вывода
Шина  
 
Рисунок 1.3 – Структура однопроцессорной вычислительной системы 
 
Центральный процессор выполняет каждую команду последо-
вательностью однотипных шагов: 
1)  вызывает следующую команду из памяти и переносит ее            
в регистр команд; 
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2)  меняет положение счетчика команд, который теперь дол-
жен указывать на следующую команду; 
3)  определяет тип вызванной команды; 
4)  определяет, где находится это слово, если команда исполь-
зует слово из памяти; 
5)  переносит слово, если это необходимо, в регистр централь-
ного процессора; 
6)  выполняет команду; 
7)  переходит к шагу 1, чтобы начать выполнение следующей 
команды. 
Такая последовательность шагов (выборка – декодирование –
исполнение) является основой работы всех компьютеров. 
Главным препятствием высокой скорости выполнения команд 
является их вызов из памяти. Для решения этой проблемы разра-
ботчики придумали средство для вызова команд из памяти зара-
нее, чтобы они имелись в наличии в тот момент, когда будут 
необходимы. Эти команды помещались в набор регистров, кото-
рый назывался буфером выборки с упреждением. Таким образом, 
когда была нужна определенная команда, она вызывалась прямо 
из буфера, и не нужно было ждать, пока она считается из памяти. 
В действительности процесс выборки с упреждением подразде-
ляет выполнение команды на два этапа: вызов и собственно выпол-
нение. Идея конвейера еще больше продвинула эту стратегию впе-
ред. Теперь команда подразделялась уже не на два, а на несколько 
этапов, каждый из которых выполнялся определенной частью          
аппаратного обеспечения, причем все эти части могли работать па-
раллельно. На рисунке 1.4 изображен конвейер из 5 блоков/стадий. 
 
Блок 
выборки 
команд
Блок 
декодирования
Блок 
выборки 
операндов
Блок 
выполнения 
команд
Блок 
возврата
1 2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 8 9
С1
С2
С3
С4
С5
С1 С2 С3 С4 С5
1 2 3 4 5 6 7 8 9 10 11 12 13
Время
Разгон Остановка
 
 
Рисунок 1.4 – Работа конвейера центрального процессора 
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Во время цикла 1 стадия С1 работает над командой 1, вызывая ее 
из памяти. Во время цикла 2 стадия С2 декодирует команду 1, в то 
время как стадия С1 вызывает из памяти команду 2. Во время цикла 
3 стадия СЗ вызывает операнды для команды 1, стадия С2 декоди-
рует команду 2, а стадия С1 вызывает третью команду. Во время 
цикла 4 стадия С4 выполняет команду 1, СЗ вызывает операнды для 
команды 2, С2 декодирует команду 3, а С1 вызывает команду 4. 
Наконец, во время пятого цикла С5 записывает результат выполне-
ния команды 1 обратно в регистр, тогда как другие стадии работают 
над следующими командами. 
Параллелизм на уровне команд помогает увеличивать скорость 
работы конвейера в десятки раз. Чтобы улучшить производитель-
ность в сотни и более раз, понадобилось разрабатывать вычисли-
тельные системы с несколькими процессорами. 
 
 
1.4   Классификация вычислительных систем 
 
Основной вопрос – что заложить в основу классификации, мо-
жет решаться по-разному, в зависимости от того, для чего данная 
классификация создается и на решение какой задачи направлена. 
Классификация Флинна. Классификация базируется на поня-
тии потока, под которым понимается последовательность элемен-
тов, команд или данных, обрабатываемая процессором. Флинн 
выделяет четыре класса архитектур: single instruction stream / single 
data stream – SISD (рисунок 1.5,а), single instruction stream / multiple 
data stream – SIMD (рисунок 1.5,б), multiple instruction stream / single 
data stream – MISD (рисунок 1.5,в), multiple instruction stream / mul-
tiple data stream – MIMD (рисунок 1.5,г). 
 
а) б) в) г) 
    
УУ – управляющее устройство; ПР – процессор; ПД – поток данных 
 
Рисунок 1.5 – Архитектуры вычислительных систем Флинна: 
а) SISD;  б) SIMD;  в) MISD;  г) MIMD 
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Классификация Фенга. Фенг предложил классифицировать вы-
числительные системы на основе двух простых характеристик. 
Первая – число бит  n  в машинном слове, обрабатываемых па-
раллельно при выполнении машинных инструкций. Вторая харак-
теристика равна числу слов  m, обрабатываемых одновременно 
данной вычислительной системой – ширина битового слоя. Если 
рассмотреть предельные верхние значения данных характери-
стик, то каждую вычислительную систему  C  можно описать         
парой чисел (n, m) и представить точкой на плоскости в системе 
координат длина слова – ширина битового слоя. Площадь прямо-
угольника со сторонами  n  и  m  носит название максимальной 
степени параллелизма вычислительной системы:  P(C) = m · n. 
На основе введенных понятий все вычислительные системы          
в зависимости от способа обработки информации, заложенного          
в их архитектуру, можно разделить на четыре класса: разрядно-
последовательные пословно-последовательные (n = m = 1); раз-
рядно-параллельные пословно-последовательные (n > 1, m = 1); 
разрядно-последовательные пословно-параллельные (n = 1, m > 1); 
разрядно-параллельные пословно-параллельные (n > 1, m > 1).  
Классификация Шора представляет собой попытку выделения 
типичных способов компоновки вычислительных систем на основе 
фиксированного числа базисных блоков: устройства управления, 
арифметико-логического устройства, памяти команд и памяти 
данных. Дополнительно предполагается, что выборка из памяти 
данных может осуществляться словами, то есть выбираются все 
разряды одного слова, и/или битовым слоем – по одному разряду 
из одной и той же позиции каждого слова (иногда эти два способа 
называют горизонтальной и вертикальной выборками соответ-
ственно). Компьютеры разбиваются на шесть классов: машина  
типа I, II и т. д. (рисунок 1.6).  
 
а) б) в) г) д) е) 
      
 
Рисунок 1.6 – Варианты архитектур вычислительных систем Шора: 
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а) машина I;  б) машина II;  в) машина III;  г) машина IV;  
д) машина V;  е) машина VI 
Классификация Хендлера. Предложенная классификация бази-
руется на различии между тремя уровнями обработки данных в про-
цессе выполнения программ (рисунок 1.7): уровень выполнения         
программы – опираясь на счетчик команд и некоторые другие         
регистры, устройство управления (УУ) производит выборку и де-
шифрацию команд программы; уровень выполнения команд – 
арифметико-логическое устройство компьютера (АЛУ) исполняет 
команду, выданную ему устройством управления; уровень бито-
вой обработки – все элементарные логические схемы процессора 
(ЭЛС) разбиваются на группы, необходимые для выполнения опе-
раций над одним двоичным разрядом [12].  
 
 
 
Рисунок 1.7 – Принцип классификации Хендлера 
 
Были разработаны и другие системы классификации. 
 
 
1.5  Оптимизация вычислительного процесса 
 
Оптимизация вычислительного процесса может производиться 
несколькими способами: 
–  увеличением мощности вычислительной системы под тре-
бования рабочей нагрузки; 
–  перераспределением рабочей нагрузки в течение сеанса ра-
боты; 
–  изменением состава рабочей нагрузки с учетом возможно-
стей оборудования. 
Во всех указанных случаях необходимо достичь баланса инфор-
мационных потоков между компонентами вычислительной системы. 
Нарушение этого баланса ведет к нижеизложенным последствиям: 
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1 Если максимальная расчетная производительность какого-либо 
ресурса, например процессора, превышает возможности смежных 
систем, осуществляющих подготовку данных – такое устройство 
будет простаивать. При использовании в рамках данного ресурса 
конвейерной обработки данных такой простой будет даже более 
заметен, поскольку будет тратиться дополнительное время на за-
полнение и освобождение очереди операций на конвейере. 
2 Если скорость работы какого-либо ресурса ограничена стан-
дартом, то все компоненты вычислительной системы, связанные 
с ним, будут работать медленнее для обеспечения синхронной 
работы. Такой ресурс становится «узким» местом при организа-
ции вычислительного процесса. 
3 Если размер ресурса вычислительной системы ограничен, то 
он становится «узким» местом вычислительного процесса в тече-
ние сеанса работы при увеличении потребности в этом ресурсе 
сверх существующего объема. 
4 Если какое-либо устройство вычислительной системы эмули-
руется за счет другого устройства, то увеличение нагрузки на 
устройство-донор должно быть оправданным. Например, если ма-
лый объем оперативной памяти компенсируется за счет ресурсов 
жесткого диска, то число обращений к жесткому диску необходимо 
снизить. 
Главным правилом пользователя должно быть следующее: для 
любого набора оборудования существует набор программ, кото-
рые будут обслуживаться этим набором с приемлемой скоростью. 
Примером поиска оптимального режима может служить работа 
инсталлятора операционной системы Linux. Инсталлятор тести-
рует возможности системы и «урезает» набор устанавливаемых 
утилит в зависимости от результатов теста [1]. 
Скрытым видом ресурса современных вычислительных систем 
можно считать применение 32-битных операционных систем на 
64-битной архитектуре самого оборудования (рисунок 1.8). 
На производительность работы устройства также оказывают вли-
яние все программные компоненты, которые задействованы в его 
работе. В том числе версия прошивки и используемые драйвера. 
Существует также методика решения задачи оптимизации вы-
числительного процесса с помощью увеличения мощности вычис-
лительной системы без изменения состава оборудования – «разгон» 
или «overclock». Технические основания разгона – это явления,  
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обусловленные диалектическими противоречиями между скачкооб-
разным, дискретным характером развития полупроводниковой 
промышленности и необходимостью плавного, непрерывного про-
цесса продажи произведенных продуктов. 
 
 
 
Рисунок 1.8 – Структура потребления памяти в операционных системах 
 
В этом случае пользователь системы сознательно изменяет 
технические параметры работы устройства, рекомендуемые про-
изводителем [9]. К таким параметрам относятся: 
–  частота работы системной шины; 
–  внутренний множитель частоты работы контроллера (про-
цессора); 
–  порядок выполнения операций и/или интервалов на их вы-
полнение; 
–  скорость вращения двигателя привода и пр. 
При изменении значений параметров работы компонентов вы-
числительной системы следует помнить: 
– изменение общесистемных параметров сказывается на ра-
боте всех устройств, связанных с ними; 
– увеличение скорости работы устройства приводит к увели-
чению его тепловыделения; 
– работа с превышением диапазона допустимых температур со-
кращает срок службы устройства вплоть до его выхода из строя. 
 
 
1.6  Утилизация компонентов вычислительной системы 
 
32-битная 
операционная  
система 
64-битная 
операционная  
система 
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Вычислительные системы – это сложные устройства. С точки 
зрения охраны здоровья человека любой компьютер представляет 
опасность как во время работы, так и во время хранения его ком-
понентов в законсервированном состоянии. 
Во время работы вычислительная система является источником 
микроволновых, ионизирующих и других видов излучений. Другие 
виды вредных воздействий сопровождают компьютерное оборудо-
вание в течение всего жизненного цикла. Уровень этих воздействий 
регулируются согласно международным нормативам охраны труда. 
Нормативы охраны труда регламентируют использование 
устройств, входящих в состав вычислительной системы, во время 
рабочего процесса.  
После завершения эксплуатации различные компоненты разу-
комплектовываются и утилизируются отдельно. В составе компо-
нентов вычислительных систем имеются: доля драгоценных метал-
лов; доля «черных» и «цветных» металлов; пластик; полимерные 
материалы и среды; лакокрасочные покрытия; газообразные ве-
щества. 
Внутри компьютерного оборудования содержатся опасные хи-
мические вещества: 
–  свинец; 
–  ртуть; 
–  кадмий;  
–  бериллий; 
–  шестивалентный хром; 
–  антипирены. 
Эти материалы могут оказывать на организм человека следую-
щие виды отрицательных воздействий: повреждение печени и по-
чек, нанесение вреда репродуктивной системе, снижение активно-
сти головного мозга, увеличение вероятности заболевания раком 
и астматическим бронхитом. 
Политика многих организаций определяет методику утилиза-
ции опасных компонентов, содержащихся в электронном обору-
довании. К этим методикам, как правило, относятся программы 
по вторичному использованию, переработке и обмену. 
Компоненты вычислительных систем и вспомогательных 
устройств, которые можно использовать для вторичной перера-
ботки, помечены служебным знаком (рисунок 1.9). 
Пункты переработки должны соблюдать правила и нормативы 
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утилизации блоков вычислительных систем каждого типа, дей-
ствующие на территории конкретного государства. Организации, 
которые нарушают эти регламенты, могут быть оштрафованы 
или вовлечены в дорогостоящие судебные разбирательства. 
 
 
 
Рисунок 1.9 – Знак вторичной переработки «Recycled» 
 
Паспорт безопасности материала (ПБМ) – это информацион-
ный бюллетень со сводными данными по идентификации мате-
риала, включая опасные ингредиенты, которые могут негативно 
воздействовать на здоровье людей, пожароопасность и требова-
ния по оказанию первой помощи. 
ПБМ должен содержать следующую информацию: 
–  название материала; 
–  физические свойства материала; 
–  опасные ингредиенты, содержащиеся в материале; 
–  данные о реакционной способности, например, о пожаро-
опасности и взрывоопасности; 
–  порядок действий при разливах и утечках; 
–  особые меры предосторожности; 
–  опасность для здоровья; 
–  требования к специальной защите. 
В Евросоюзе 1 июня 2007 г. в силу вступил регламент реги-
страции, оценки, разрешения и ограничения химических веществ 
(REACH), который заменил многочисленные директивы и регла-
менты единой системой. 
 
 
1.7 Материалы для производства вычислительных 
систем 
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Одними из первых полупроводников были точечные диоды на 
основе сульфида свинца (Pb) и окиси олова (Sn) в детекторных 
радиоприёмниках. Позже были разработаны полупроводники на 
основе германия (Ge), затем на основе кремния (Si).  
Если посмотреть на положение этих элементов в периодиче-
ской таблице Д. И. Менделеева, то можно заметить, что все они 
находятся в одной колонке и движение происходит вверх по ко-
лонке в таблице, поэтому можно предположить, что следующие 
полупроводники будут разработаны на основе атомов углерода (C). 
Возможности улучшения характеристик соединений кремния 
в производстве практически исчерпаны. Если ширина затвора 
транзистора составляет 32 нм, то ширина зазора диэлектрика из 
диоксида кремния, располагаемого между кремниевой подлож-
кой и затвором, уже на этапе разработки 45-нм техпроцесса со-
ставила всего 1,2 нанометра. Учитывая то, что диаметр атома Si 
составляет всего лишь 0,24 нм, делаем вывод, что толщина от-
дельных элементов современного транзистора сравнима с диа-
метрами нескольких атомов. 
Учитывая закон Мура, перспективы развития технологий вы-
пуска транзисторов на ближайшее обозримое будущее можно 
отобразить так, как показано на рисунке 1.10. 
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Рисунок 1.10 – Прогнозы отказа от закона Мура 
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Анонсировано множество разнообразных потенциальных за-
мен кремниевым полупроводникам – от графена и кремниевых 
нанотрубок до квантовых и ДНК-структур. 
Например, органические соединения уже давно применяются 
при производстве полупроводниковых устройств вычислительных 
систем. Дисплеи и телевизоры работают на базе органических 
светоизлучающих диодов (OLED, Organic light-emitting Diode). 
Другим примером применения органических материалов, кото-
рый изучается производителями, является изготовление микро-
схем памяти из бумаги.  
Технология производства «бумажных» транзисторов, предло-
женная учёными из Нового Лиссабонского университета, Техно-
логического ядерного института, Университета Авьеро и Универ-
ситета Альгарве, следующая: используемая бумага представляет 
собой волокна древесины сосны и полиэстера, смешанные вместе 
и закреплённые ионообменным композитом. Далее с помощью 
магнетронного распыления на полученный носитель с двух сто-
рон наносится окись цинка с примесью галлия и индия. В резуль-
тате получается тонкоплёночный полупроводниковый и практи-
чески прозрачный транзистор, где бумага играет роль подложки  
и одновременно слоя «бумажного» диэлектрика (рисунок 1.11).  
 
 
 
Рисунок 1.11 – Структура целлюлозного транзистора 
 
Другая интересная идея – применение магнетизма полупровод-
ников, подтвержденная учёными из Центра нейтронных исследова-
ний при Национальном институте стандартов и технологий США, 
свидетельствует о возможности внедрения полупроводников при 
замещении металлов.  
Магнитные полупроводники потенциально могут вытеснить 
как современные накопители на жёстких дисках и флэш-памяти, 
так и современные вычислительные и логические чипы, став 
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универсальным решением для хранения данных и одновременно           
с этим для проведения быстрых вычислений на базе встроенной 
магнитной логики, контролируемой электрическими полями [7]. 
 
 
1.8  Безопасность при работе в лаборатории 
 
Безопасные условия работы помогают избежать травмирова-
ния людей и повреждения компьютерного оборудования.  
Безопасное рабочее место должно содержаться в чистоте и по-
рядке, иметь надлежащее освещение.  
Все должны знать и соблюдать технику безопасности. 
Пожар может очень быстро распространиться и нанести серь-
езный ущерб. Правильное использование огнетушителя предупре-
дит распространение и выход из-под контроля небольшого пожара.  
Обращайте внимание на запахи, исходящие от компьютеров          
и электрических устройств. В случае пожара выполняйте следу-
ющие правила безопасности: 
–  никогда не пытайтесь бороться с вышедшим из-под кон-
троля или нелокализованным пожаром; 
–  перед началом работы обязательно ознакомьтесь с маршру-
том эвакуации в случае пожара; 
–  быстро покиньте здание; 
–  обратитесь в аварийно-спасательные службы за помощью. 
Инструкции по эксплуатации огнетушителей на своем рабо-
чем месте необходимо изучить до того, как возникнет необходи-
мость использовать их. 
На рабочем месте и у себя дома следуйте инструкциям по элек-
трической безопасности, чтобы избежать возгораний электросети, 
травм и несчастных случаев со смертельным исходом. В частности, 
не следует надевать антистатический браслет при ремонте блоков 
питания и ЭЛТ-мониторов. Ремонт блоков питания и ЭЛТ-мони-
торов должны выполнять только опытные инженеры. 
Чтобы избежать проблем с колебаниями напряжения электро-
питания, используйте устройства для защиты данных и компью-
терного оборудования: 
–  сетевой фильтр; 
–  источник бесперебойного питания (ИБП); 
–  резервный аккумулятор (РИП). 
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Электростатический разряд (ЭСР), суровые климатические 
условия и некачественные источники электричества могут вы-
звать повреждения компьютерного оборудования.  
Статическое электричество – это накопленный на поверхности 
электрический заряд. Чтобы человек мог почувствовать ЭСР, 
должно накопиться как минимум 3000 вольт статического элек-
тричества. Если разряд вызвал боль или сопровождался шумом, 
то напряжение составляло более 10 000 вольт. 
ЭСР может привести к необратимому повреждению электриче-
ских компонентов. Следуйте приведенным рекомендациям, чтобы 
предотвратить повреждения от ЭСР: 
–  храните все компоненты в антистатических пакетах, пока не 
потребуется их устанавливать; 
–  используйте заземленные коврики на рабочем месте; 
–  используйте заземленные напольные коврики в рабочих зонах. 
При проведении регламентных или ремонтных работ с ИТ-обо-
рудованием важной практикой для организации сбора статистики 
и отчетности о проделанной работе будет ведение соответствую-
щей документации (рисунок 1.12).  
 
 
Рисунок 1.12 – Форма документа о техническом обслуживании 
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В дальнейшем эта документация может использоваться в каче-
стве справочного материала при решении схожих проблем и по-
иске причин их возникновения. 
 
 
Вопросы для самоконтроля 
 
1 Перечислите критерии, применяемые для классификации 
вычислительных систем. 
2 Дайте понятие вычислительной системы. 
3 Чем отличается CISC-архитектура от RISC-архитектуры? 
4 Что такое система счисления? 
5 Приведите классификацию систем счисления и назовите их 
отличия. 
6 Из каких компонентов состоит вычислительная система              
и как распределяются функции между ними? 
7 Перечислите последовательность однотипных шагов, выпол-
няемых  центральным процессором. 
8 Что является главным препятствием высокой скорости вы-
полнения команд? 
9 В чем суть идеи конвейера? 
10  Приведите классификацию вычислительных систем.  
11  Опишите базовые архитектуры вычислительных систем.   
12  Какие существуют способы оптимизации вычислительного 
процесса? 
13  К каким последствиям ведет нарушение баланса информа-
ционных потоков между компонентами вычислительной системы? 
14  Как можно увеличить мощность вычислительной системы 
без изменения состава оборудования? 
15  Перечислите основные опасные химические вещества, со-
держащиеся внутри компьютерного оборудования. 
16  Опишите правильный порядок работы с порошковым огне-
тушителем. 
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2  Блоки питания 
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2.1 Энергопотребление вычислительных систем 
 
Правильная организация энергоснабжения вычислительной си-
стемы – это основа ее бессбойной работы. Важно знать следую-
щие особенности энергоснабжения вычислительных систем. 
1 Если к компьютеру не подключено питание – он не может 
выполнять свои функции, но ряд систем в нем должны продол-
жать свою работу. Например, системный таймер должен продол-
жать отсчитывать внутрисистемное время. Также необходимо под-
держивать целостность данных о системных настройках CMOS. 
За обеспечение работы таких систем несет ответственность 
батарея 3 V, размещаемая на материнской плате. Управление         
питанием автоматически задействует батарею при отсутствии 
других источников энергоснабжения. Длительная консервация вы-
числительной техники отрицательно сказывается на уровне заряда 
батареи. В результате падения этого уровня может сработать за-
щита блока питания, либо произойти ошибка POST-диагностики 
системы, вследствие чего компьютер перестанет запускаться. 
2 Если компьютер выключен, но не отключен от сети – мате-
ринская плата остается под напряжением. Это одно из требований 
стандарта питания ATX. Причиной данного требования является 
необходимость обеспечения возможности активации системы по 
запросу, поступающему в систему через периферийные устрой-
ства. Функция поддерживается на уровне BIOS. 
Также в BIOS предусмотрена возможность запоминания те-
кущего состояния системы. Таким образом система может запу-
ститься или восстановить состояние самостоятельно сразу же по-
сле появления напряжения в сети. 
3 Нестабильный уровень напряжения на входе блока питания – 
основная причина выхода из строя компонент вычислительной 
системы. Поэтому внешние устройства стабилизации напряжения 
нужно рассматривать совместно с блоками питания всех устройств, 
входящих в состав вычислительной системы. 
Таким образом, источники бесперебойного питания (ИБП) 
стали разрабатываться и дорабатываться для нужд вычислитель-
ных систем и с учетом их требований. Также в структуру ИБП 
стали встраивать цепи управления и интеллектуальные модули 
для организации двусторонней связи между ВС и ИБП. 
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Важно знать, что к ИБП не следует подключать устройства            
с большим уровнем потребления энергии, такие как лазерный 
принтер. 
4 Малая пропускная мощность подводящей проводки может 
послужить причиной короткого замыкания. Любое из соединяю-
щих звеньев, а также коммутирующих соединений и выключате-
лей снижает надежность силовой сети. Суммарная максимальная 
допустимая мощность подключаемых устройств зависит от пло-
щади поперечного сечения жил силовой проводки. 
В центрах обработки данных при монтаже стоек для размеще-
ния оборудования рекомендуется вариант организации независи-
мых силовых магистралей, представленный на рисунке 2.1. 
 
 
 
Рисунок 2.1 – Энергоснабжение серверных платформ 
 
5 Если в вычислительной системе более одного процессора, то 
в ней может быть предусмотрено независимое питание для каж-
дого ядра и обслуживающих его модулей. Это повышает уровень 
надежности всей системы, поэтому такая организация энерго-
снабжения характерна для серверных систем. 
6 Если в системе нет нагрузки для вырабатываемого напряже-
ния или, другими словами, к его цепи не подключено ни одного 
устройства, то эта цепь может быть автоматически отключена. 
Также при срабатывании защиты блок питания может перехо-
дить в режим блокировки полностью. Для вывода его из этого  
состояния необходимо полностью обесточить вычислительную 
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систему, например, отключив провода от розетки, либо вынув 
разъем на самом блоке питания. 
 
 
2.2  Электричество.  Закон Ома 
 
Поскольку подавляющее большинство современных вычисли-
тельных систем потребляют электроэнергию, то к ним примени-
мы те же принципы и законы, которые действуют в любой элек-
трической цепи или схеме. 
Электрическая цепь – это совокупность устройств, элементов, 
предназначенных для протекания электрического тока.  
Законы, действующие в электрических цепях: 
– закон Ома; 
– теорема Тевинина; 
– правило токов Кирхгофа; 
– правило напряжений Кирхгофа; 
– закон Джоуля-Ленца; 
– закон электромагнитной индукции. 
Для описания свойств электрической цепи нужно оперировать 
четырьмя основными понятиями: 
– напряжение (V); 
– сила тока (I); 
– мощность (P); 
– сопротивление (R). 
Напряжение – это величина работы, необходимой для пере-
мещения электронов по цепи. Напряжение измеряется в вольтах 
(В). Блок питания, как правило, подает напряжение нескольких 
значений. 
Сила тока – это величина, соответствующая количеству элек-
тронов, перемещающихся по цепи. Сила тока измеряется в ампе-
рах (А). Блок питания компьютера подает различный ток на ли-
нии с разным выходным напряжением. 
Мощность – это величина работы, необходимой для переме-
щения электронов по электрической цепи (напряжение), умно-
женная на количество электронов, перемещающихся по этой        
цепи в секунду (ток). Эта величина изменяется в ваттах (Вт). 
Компьютерные блоки питания характеризуются по мощности. 
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Сопротивление – это физическая величина, характеризующая 
свойство проводника препятствовать прохождению электриче-
ского тока. Измеряется в Омах (Ом). Более низкое сопротивление 
позволяет проходить по цепи большему току и, соответственно, 
большему количеству электроэнергии.  
Закон Ома – это эмпирический физический закон, определяю-
щий связь электродвижущей силы источника или электрического 
напряжения с силой тока и сопротивлением проводника. Он уста-
новлен в 1826 г. и назван в честь его первооткрывателя Георга Ома. 
Закон Ома гласит, что напряжение равно произведению силы 
тока и сопротивления: V = I · R. 
На практике довольно часто приходится применять закон Ома 
для расчета характеристик элементов цепи или расчета потребля-
емой мощности. Удачный способ запомнить варианты вычисле-
ния каждого из четырех необходимых параметров приведен на 
рисунке 2.2. 
 
 
 
Рисунок 2.2 – Схема «закон Ома» 
 
Следует понимать, что простая математическая манипуляция 
данными в формуле может приводить к казусам в его прочтении. 
Например, математически корректное утверждение о том, что  
сопротивление проводника растёт прямо пропорционально при-
ложенному к нему напряжению и обратно пропорционально про-
пускаемому через него току, физически ложно. 
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2.3  Производство электроэнергии 
 
Генерация электроэнергии – это производство электроэнергии 
(электрического напряжения и тока) посредством преобразования 
её из других видов энергии с помощью специальных технических 
устройств. 
Современная промышленность использует или планирует к ис-
пользованию следующие технологии генерации электрического тока: 
– механическую; 
– радиоизотопную и/или ядерную реакцию; 
– солнечную (фотоэлектронную); 
– химическую и др.  
В большинстве из указанных технологий ключевым устрой-
ством является электрический генератор, в котором неэлектриче-
ские виды энергии преобразуются в электрическую энергию. 
Механические генераторы используются: 
– на теплоэлектростанциях; 
– на гидроэлектростанциях (включая приливно-отливные); 
– на ветроэлектростанциях; 
– на некоторых гелиоэлектростанциях (солнечных коллекторах); 
– на большинстве ядерных реакторов. 
Радиоизотопные источники энергии – устройства различного 
конструктивного исполнения, использующие энергию, выделяю-
щуюся при радиоактивном распаде, для нагрева теплоносителя 
или преобразующие её в электроэнергию. Радиоизотопный ис-
точник энергии принципиально отличается от атомного реактора 
тем, что в нём используется не управляемая цепная реакция,                
а энергия естественного распада радиоактивных изотопов. 
Солнечная батарея или фотоэлемент – электронный прибор, 
который преобразует энергию электромагнитного излучения, в ос-
новном светового диапазона, в электрическую энергию.  
В отличие от солнечных коллекторов, производящих нагрев 
материала-теплоносителя, солнечная батарея производит непо-
средственно электричество. 
Мощность потока солнечного излучения на входе в атмосферу 
Земли, составляет около 1366 Вт/м². В то же время удельная мощ-
ность солнечного излучения в Европе в очень облачную погоду 
даже днём может быть менее 100 Вт/м². С помощью современных 
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промышленных солнечных батарей можно преобразовать эту 
энергию в электричество с эффективностью 9–24 %.  
В 2013 г. компания Sharp создала трёхслойный фотоэлемент 
на индиево-галлий-арсенидной основе с КПД 44,4 %, а группа 
специалистов из Института систем солнечной энергии общества 
Фраунгофера, компаний Soitec, CEA-Leti и Берлинского центра 
имени Гельмгольца создали фотоэлемент, использующий линзы 
Френеля с КПД 44,7 %. 
В 2014 г. испанские учёные разработали фотоэлектрический 
элемент из кремния, способный преобразовывать в электричество 
инфракрасное излучение Солнца. 
Отдельно стоит рассматривать химический способ получения 
электричества, преобразование части химической энергии в элек-
трическую, посредством химической реакции. При определенных 
условиях этот способ работает в двух направлениях, и именно он 
используется в современных системах накопления (сбора) электри-
ческой энергии для использования впоследствии. 
Например, литий-ионный аккумулятор состоит из электродов 
(катодного материала на алюминиевой фольге и анодного материа-
ла на медной фольге), разделенных пропитанными электролитом 
пористыми сепараторами. Переносчиком заряда в литий-ионном 
аккумуляторе является положительно заряженный ион лития,  ко-
торый имеет способность внедряться (интеркалироваться) в кри-
сталлическую решетку других материалов (например, в графит, 
окислы и соли металлов) с образованием химической связи, 
например: в графит с образованием LiC6, окислы (LiMO2) и соли 
(LiMRON) металлов. 
По мере исчерпания химической энергии напряжение и ток 
падают, аккумулятор перестаёт действовать.  
Существует разновидность химических источников тока, в ко-
торых роль катода играют молекулы воздуха. 
Есть генераторы, способные преобразовывать в электроэнер-
гию мусор. Термоэмиссионный генератор работает за счет разно-
сти температур – при нагревании эмиттеров происходит выход 
электронов, которые осаждаются на коллекторах, и в результате 
получается электрический ток. 
Источники электроэнергии принято разделять на возобновля-
емые и невозобновляемые. Из возобновляемых бесплатных ис-
точников электроэнергии, кроме получения электроэнергии от 
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солнечного излучения, используется энергия магнитного поля 
земли и атмосферное электричество. 
 
 
2.4  Промышленное энергоснабжение 
 
Электрические сети осуществляют передачу, распределение        
и преобразование электроэнергии в соответствии с возможностями 
источников и требованиями потребителей. 
При передаче большой электрической мощности при низком 
напряжении возникают большие омические потери из-за больших 
значений протекающего тока. Формула δP = I² · R описывает по-
терю мощности в зависимости от сопротивления линии и проте-
кающего тока. Для снижения потерь уменьшают протекающий ток: 
при снижении тока в 2 раза омические потери снижаются в 4 раза. 
Согласно закону Ома, для передачи такой же мощности при пони-
женном токе необходимо во столько же раз повысить напряжение.  
Электрическая сеть может иметь очень сложную структуру, 
обусловленную территориальным расположением потребителей, 
источников, требованиями надёжности и другими соображениями. 
В сети выделяют генерирующие мощности, линии электропере-
дачи, подстанции и конечных пользователей. Для соединения ли-
ний и оборудования внутри подстанций используются электриче-
ские коммутаторы (рисунок 2.3) различных типов.  
 
 
 
Рисунок 2.3 – Электрический коммутатор 
 
Для потребителей различного уровня электрическую сеть раз-
бивают на участки с разным классом напряжения (уровнем напря-
жения). На рисунке 2.4 показан пример иерархии промежуточных 
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подстанций в сети энергоснабжения. 
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2.5  Структура блока питания 
 
Несмотря на большое разнообразие схем импульсных блоков 
питания, принцип работы большинства их одинаков. Выпрямлен-
ное напряжение сети питает однотактный автогенератор, нагрузкой 
которого является импульсный трансформатор со вторичными вы-
прямителями, от которых питаются все потребители. Автогенера-
тор выполнен по схеме с глубокой индуктивной положительной 
обратной связью. Транзистор автогенератора работает в ключевом 
режиме. Когда транзистор открыт, происходит накопление энергии 
в импульсном трансформаторе, когда закрыт – энергия отдается            
в нагрузку. Основными функциональными узлами обычного блока 
питания (рисунок 2.5) являются сетевой выпрямитель Р со сглажи-
вающим емкостным фильтром Сф, ключевой преобразователь 
напряжения (автогенератор) с импульсным трансформатором, 
устройство управления (контроллер) с цепью обратной связи и вто-
ричный выпрямитель импульсных напряжений VD1, С1. 
На схемы управления возлагается функция отслеживания уров-
ня выходного напряжения, выработка сигнала ошибки и, часто, 
непосредственного управления ключом. Обычно схема управле-
ния представляет собой схему сравнения реального выходного 
напряжения и образцового. Выработанный сигнал ошибки пода-
ется на исполнительную схему, управляющую непосредственно 
ключевым транзистором (рисунок 2.6).  
 
 
 
Рисунок 2.5 – Функциональная схема импульсного блока питания 
 
 
 
Рисунок 2.6 – Функциональная схема устройства управления блока питания 
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Достоинства импульсных блоков питания: 
– меньший вес за счет того, что с повышением частоты можно 
использовать трансформаторы меньших размеров при той же           
передаваемой мощности. Масса линейных стабилизаторов склады-
вается, в основном, из мощных тяжелых низкочастотных силовых 
трансформаторов и мощных радиаторов силовых элементов, ра-
ботающих в линейном режиме; 
– значительно более высокий КПД (вплоть до 90–98 %) за счет 
того, что основные потери в импульсных стабилизаторах связаны 
с переходными процессами в моменты переключения ключевого 
элемента. Поскольку основную часть времени ключевые элементы 
находятся в одном из устойчивых состояний (т. е. либо включен, 
либо выключен), то потери энергии минимальны; 
– меньшая стоимость благодаря массовому выпуску унифици-
рованной элементной базы и разработке ключевых транзисторов 
высокой мощности; 
– надежность, сравнимая с линейными стабилизаторами (блоки 
питания вычислительной техники, оргтехники, бытовой техники 
почти исключительно импульсные); 
– широкий диапазон питающих напряжений и частот пульсации 
энергосети, недостижимый для сравнимого по цене линейного блока; 
– наличие в большинстве современных блоков питания встро-
енных цепей защиты от различных непредвиденных ситуаций, на-
пример от короткого замыкания и от отсутствия нагрузки на выходе. 
Недостатки импульсных блоков питания: 
– работа основной части схемы без гальванической развязки 
от сети, что, в частности, несколько затрудняет ремонт таких бло-
ков питания; 
– все без исключения импульсные блоки питания являются ис-
точником высокочастотных помех, поскольку это связано с самим 
принципом их работы. Поэтому требуется предпринимать дополни-
тельные меры помехоподавления, зачастую не позволяющие устра-
нить помехи полностью. В связи с этим достаточно часто недопус-
тимо применение импульсных БП для некоторых видов аппаратуры; 
– в распределённых системах электропитания эффект гармо-
ник кратен трём. При наличии эффективно действующих коррек-
торов фактора мощности и фильтров во входных цепях этот не-
достаток обычно не актуален. 
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2.6  Подключение блока питания 
 
Существующие блоки питания оснащаются массой кабелей             
с разными типами разъемов. Информация об их длинах и количе-
стве позволит еще до покупки определить, подойдет ли конкрет-
ная модель под нужный корпус, либо придется докупать пере-
ходники и удлинители. Провода обычно входят в состав блока 
питания и распаиваются непосредственно к его печатной плате. 
Надежность такого решения неоднократно оспаривалась пользо-
вателями, поэтому на рынке комплектующих для вычислитель-
ных систем появились модели блоков питания со сменной про-
водкой (рисунок 2.7). 
 
 
 
Рисунок 2.7 – Интерфейс блока питания по схеме «провода отдельно» 
 
Для подключения комплектующих к блоку питания использу-
ется несколько стандартных типов разъемов (рисунок 2.8): самый 
крупный из них – двухрядный – служит для питания материнской 
платы. Ранее устанавливались двадцатиконтактные разъемы, но 
современные системы имеют большую нагрузочную способность, 
и в результате штекер нового образца получил 24 проводника, 
причем часто добавочные 4 контакта отсоединяются от основного 
набора. Кроме силовых каналов нагрузки, на материнскую плату 
передаются сигналы управления (PS_ON#, PWR_OK), а также 
имеются дополнительные линии (+5Vsb, -12V). Включение прово-
дится только при наличии на проводе PS_ON# нулевого напряже-
ния. Сигнал PWR_OK служит для сообщения материнской плате  
о нормальном функционировании схем стабилизации блока пита-
ния. Напряжение +5Vsb используется для питания USB-устройств 
и чипсета в дежурном режиме (Standby) работы, а -12 – для после-
довательных портов RS-232 на плате. 
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Рисунок 2.8 – Разъемы блока питания формата ATX 
 
При необходимости блоки питания комплектуются дополни-
тельными выходами для типовых устройств в составе вычислитель-
ной системы. На рисунке 2.9 показаны 8 модульных разъемов для 
дополнительных кабелей подключения устройств SATA и PCI-E. 
 
 
 
Рисунок 2.9 – Пример модульного подключения устройств к блоку питания 
 
Каждый блок питания рассчитан на определенную долговре-
менную мощность по каждому из выходных каналов. Общая 
мощность представляет собой сумму всех мощностей по каждому 
из каналов и легко подсчитывается суммированием произведения 
токов на соответствующие напряжения и количество разъемов 
этого типа. 
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2.7  Защита блока питания 
 
Блок питания является одним из самых ненадежных компью-
терных устройств, так как по статистике именно блоки питания 
чаще всего выходят из строя. Более того, отклонение режима ра-
боты питающих цепей каждой из линейки необходимых напря-
жений, приводит к выходу из строя оборудования, которое ис-
пользует его для своей работы. При этом причины, вызывающие 
эти отклонения, легко устранимы на ранних этапах без послед-
ствий для остальной вычислительной системы (таблица 2.1). 
 
Таблица 2.1 – Причины сбоев вычислительной системы,            
обусловленных недостатками системы питания 
 
Причина Устранение 
Нестабильное питание во внешней 
электрической сети 
Установка источника  
бесперебойного питания 
Перегрузка блока питания по мощности 
подключенных устройств 
Установка более мощного блока 
питания 
Излом питающих шлейфов Замена проводки блока питания 
или самого блока питания 
Просадка напряжения батарейки  
питания CMOS 
Замена батарейки 
Нарушение работы вторичных цепей 
питания на материнской плате 
Ремонт или замена материнской 
платы 
 
Для предотвращения повреждения оборудования в блок пита-
ния встраиваются схемы защиты, которые отключают основные 
выходы или блокируют запуск блока питания при нештатных     
ситуациях.  
Среди наиболее распространенных схем защиты блоков пита-
ния можно выделить приведенные ниже: 
Защита от перегрузки по току (Over Current Protection, OCP) 
обязательна для линий +3,3, +5, +12, –12, +5 (дежурное), мини-
мальный порог срабатывания – 110 %, максимальный 150 %. При 
перегрузке блок должен выключиться и не включаться до появле-
ния сигнала включения, или до полного обесточивания сетевого 
напряжения.  
Защита от перенапряжения (Over Voltage Protection, OVP) так-
же обязательна и должна отслеживаться внутри самого источника 
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питания. Допуски отклонений питающих напряжений указаны          
в таблице 2.2. 
 
Таблица 2.2 – Рабочие интервалы питающих напряжений ВС  
 
Рабочее значение Минимальное  
рабочее значение 
Максимальное  
рабочее значение 
+3,3 V +3,14 V +4,5 V 
+5 V +4,75 V +6,5 V 
+12 V +11,4 V +14,5 V 
–12 V –10,8 V –14,5 V 
+5 VSB +4,75 V +6,5 V 
 
Защита от короткого замыкания (Short Curcuit Protection, 
SCP) – является обязательной для всех блоков питания, проверя-
ется кратковременным соединением силовых шин между каналами 
и землей блока питания.  
Дополнительно можно принимать следующие меры: 
–  ограничение тока короткого замыкания;  
–  установку токоограничивающих электрических реакторов; 
–  применение распараллеливания электрических цепей, то есть 
отключение секционных и шиносоединительных выключателей; 
–  использование понижающих трансформаторов с расщеплен-
ной обмоткой низкого напряжения; 
–  использование отключающего оборудования – быстродей-
ствующие коммутационные аппараты с функцией ограничения 
тока короткого замыкания, то есть плавких предохранителей и/или 
автоматических выключателей; 
–  применение устройств релейной защиты для отключения 
поврежденных участков цепи. 
Защита от перегрева (Over Temperature Protection, OTP) бло-
ков питания не является обязательной функцией, поэтому весьма 
важно соблюдать условия эксплуатации источников питания в тес-
ных корпусах, либо в местах с ухудшенной вентиляцией. Макси-
мальная температура воздуха во время работы не должна превы-
шать +50 °С. Некоторые производители документируют мощ-
ность блока питания при рабочей температуре +25 °С, а иногда 
+15 °С. Такие блоки питания в жаркую погоду или при длитель-
ных интенсивных нагрузках могут быстро выходить из строя.  
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2.8  Распределение потребляемой мощности 
 
Расчет потребления мощности компонентами вычислительной 
системы относительно прост. Устройство потребляет постоянное 
напряжение и ток, указанные производителем. Суммировав по-
требление мощности от всех устройств, получаем итоговую ве-
личину. 
Блок питания должен обеспечивать эту цифру.  
Для ответа о величине потребляемой мощности всем систем-
ным блоком следует учитывать отличие между постоянным и пе-
ременным током. 
Значение переменного тока, равное такому значению постоян-
ного тока, который за время одного периода произведет тот же са-
мый тепловой или электродинамический эффект, что и периодиче-
ский ток, называют действующим значением переменного тока (I). 
 
2
2 2 2
0 0
1 1 1 cos2 1sin ,
2 2 2
T T
m m
m m
t I T II I tdt I dt
T T T
− ω ⋅
= ω = = =∫ ∫  
 
где  Im – значение максимального (амплитудного) тока;  
T – наименьший промежуток времени, через который эти 
повторения наблюдаются. 
Таким образом, действующие значения синусоидальных токов 
меньше своих амплитудных значений в 1,4 раза (корень из двух). 
Аналогичный результат можно получить и для напряжений. 
При обеспечении энергоснабжения внутренних компонентов 
вычислительной системы рекомендуется не подключать более 
одного устройства на линию питания. Например, жесткий диск 
или вторичное питание видеоадаптера желательно разделять. 
Системная плата ограждена от такого нарушения отдельным 
токоподводящим разъемом.  
Ошибка в выборе блока питания в самом легком случае при-
ведет к отказу при запуске устройства, которому недостаточно 
питания, или к его нестабильной работе.  
При постоянном превышении показателя потребляемой мощ-
ности конечным устройством относительно расчетного показа-
теля возможной нагрузки питающего элемента выход из строя 
последнего неизбежен. 
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По этому показателю наиболее слабое место современных 
персональных  вычислительных  систем  –  это  внешние  интер-
фейсы.  
Например, благодаря встроенным линиям питания, USB по-
зволяет подключать периферийные устройства без собственного 
источника питания. Максимальная сила тока, потребляемого 
устройством по линиям питания шины USB 2.0, не должна пре-
вышать 500 мА, а для USB 3.0 – 900 мА. 
По умолчанию в момент подключения устройствам гаранти-
руется ток до 100 мА, а после согласования с хост-контролле-
ром – до 500 мА. Обычно суммарный лимит контроллера USB 2.0 
равен 5 А. 
Исключение составляет технология GIGABYTE 3x-usb-power, 
где устройствам USB 2.0 выделяется 1,5 А, устройствам USB 3.0 – 
2,7 А. В результате общая нагрузка по USB достигает 23,4 А. 
Неправильная эксплуатация вычислительной системы может 
привести системную плату в негодность (рисунок 2.10). 
 
 
 
Рисунок 2.10 – Частичный выход из строя цепи питания  
системной платы 
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Вопросы для самоконтроля 
 
1 Перечислите основные особенности энергоснабжения вы-
числительных систем. 
2 Перечислите способы получения электроэнергии. 
3 Какие способы получения электроэнергии считаются наибо-
лее экологичными? 
4 Сформулируйте закон Ома. 
5 Поясните назначение электрических коммутаторов. 
6 Какой основной принцип работы импульсных блоков питания? 
7 Из каких основных функциональных узлов состоит блок пи-
тания?  
8 В чем заключаются достоинства импульсных блоков питания? 
9 Охарактеризуйте основные недостатки импульсных блоков 
питания. 
10 Какие стандартные типы разъемов используют для под-
ключения блока питания к блокам компьютера? 
11 Из чего складывается общая мощность блока питания? 
12 Назовите причины сбоев вычислительных систем, связан-
ные с источниками электроэнергии и методы их устранения. 
13 Выделите наиболее распространенные схемы защиты бло-
ков питания. 
14 В чем суть дополнительных мер защиты источников питания? 
15 Рассчитайте потребляемую мощность в вашей вычисли-
тельной системе. 
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3 Корпуса вычислительных систем 
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3.1  Корпус вычислительной системы 
 
Вычислительная система должна обладать полным набором 
оборудования для организации вычислительного процесса. Боль-
шая их часть размещается внутри корпуса системного блока (да-
лее – корпус). 
Корпус компьютера изначально выполнял функцию не только 
внешней защиты внутренних компонент от механического по-
вреждения, внешних электромагнитных помех и пыли. Также               
с помощью корпуса решаются задачи: 
–  организация доступа к внешним интерфейсам вычислитель-
ной системы; 
–  охлаждение внутренних компонент вычислительной системы; 
–  поддержка структурной целостности и надежности контак-
тов внутренних интерфейсов вычислительной системы и некото-
рые другие смежные задачи. 
Поскольку корпус размещается в непосредственной близости 
от пользователя – имеет значение вопрос его размера и положения 
на рабочем столе. Именно данная особенность считается основ-
ной при классификации корпусов персональных компьютерных 
систем. 
Наиболее широкое распространение получили корпуса двух 
разновидностей: desktop (рисунок 3.1,а), располагающийся гори-
зонтально на рабочем столе и рассчитанный на установку мони-
тора сверху и tower (рисунок 3.1,б), более массовый вертикально 
расположенный тип корпуса.  
 
а) б) 
 
 
 
Рисунок 3.1 – Распространенные типы корпусов: 
а) корпуса типа desktop; б) корпуса типа tower 
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Корпуса последнего типа подразделяются, в свою очередь, на 
micro-, mini-, midi- и big-tower, различающиеся по числу отсеков 
для 5,25" накопителей: соответственно micro-tower имеют 1 поса-
дочное место под такие накопители, mini-tower – 2, midi-tower – 3 
и big-tower – 4 и более. 
Требования минимизации занимаемого компьютером прост-
ранства сказались на разработке следующих моделей корпусов: 
slim и barebone. 
Slim (рисунок 3.2) – позиционируется как недорогое решение 
для офисов. Корпус изготавливается чаще всего из пластика. Гео-
метрия такого корпуса не позволяет реализовать подключение 
устройств расширения непосредственно к материнской плате, по-
этому для этих корпусов разрабатываются специальные материн-
ские платы, имеющие специализированную шину для промежуточ-
ного переходника. Платы устройств расширения подключаются             
к этому переходнику. Жестким ограничением корпусов подобного 
типа является мощность блока питания, поскольку его часто раз-
рабатывают индивидуально для конкретной модели slim-корпуса. 
 
 
 
Рисунок 3.2 – Внешний вид корпуса slim 
 
Barebone (рисунок 3.3) – это упрощённое решение от произ-
водителя, которое включает в себя всё для быстрого сбора компью-
тера и нуждается только в таких вариативных компонентах, как 
процессор, память и жёсткий диск. Как правило, в таких системах 
производители используют компоненты, специально изготовлен-
ные для barebone-систем, поэтому замена или добавление какого-
нибудь компонента, может вызвать некоторые затруднения. Обыч-
но такие системы, как и slim, используются в качестве массовых 
корпоративных компьютеров. 
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Рисунок 3.3 – Корпус barebone  
 
3.2  Электромагнитные помехи и электростатика 
 
Для надежной работы в рамках вычислительного процесса вы-
числительной системы необходимо обеспечить защиту внутренних 
компонент от электромагнитного воздействия. В первую очередь 
нужно защитить оборудование от электростатических разрядов,  
но не следует забывать и о влиянии электромагнитных помех. 
Статическое электричество – это накопленный на поверхности 
электрический заряд. Самопроизвольный или вынужденный раз-
ряд статического электричества называется электростатическим 
разрядом (ЭСР, ESD). ЭСР может привести к необратимому по-
вреждению электрических компонентов. 
Электромагнитные помехи (ЭМП, EMI) – это вмешательство 
внешних электромагнитных сигналов в среду передачи данных. 
Например, искажение информационного сигнала в медном кабеле. 
Ряд аварий (1994 г. – взрыв в Великобритании, 1999 г. – утечка 
хлора на радиоэлектронном заводе), связанных с электрическими 
возмущениями, а также целая серия зарегистрированных сбоев          
в банковских системах и системах энергоснабжения («Великий 
блэкаут» – 2003 г.) заставляют инженеров возвращаться к данной 
проблеме. 
Распространенный прием выноса блока питания из состава внут-
ренних компонент вычислительной системы является демонстра-
цией еще одной составляющей части вопроса – внутренних элек-
тромагнитных помех самой системы. На рисунке 3.4 изображены 
персональный компьютер ЕС 1841 (1987) и ноутбук ASUS ROG 
G751JY (2014). В обоих случаях блок питания вынесен из состава 
основной вычислительной системы. В ЕС 1841 он располагался           
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в отдельном блоке, совместно с еще одним источником ЭМП – 
магнитными накопителями. 
 
а) б) 
  
 
Рисунок 3.4 – Примеры устройств с вынесенными блоками питания  
а) персональный компьютер ЕС 1841;  
б) персональный переносной компьютер ASUS ROG G751JY 
 
Существует два средства предотвращения ЭСР при работе            
с компонентами вычислительной системы: антистатический 
браслет (рисунок 3.5) и антистатический коврик (рисунок 3.6). 
 
  
Рисунок 3.5 – Антистатический 
браслет 
Рисунок 3.6 – Антистатический 
коврик 
 
В завершение данного параграфа следует добавить, что «элек-
тромагнитное загрязнение» является объектом внимания служб 
СанПиН. Требования к ним изложены в соответствующих норма-
тивных документах. 
Проведение регулярной аттестации рабочих мест на электро-
магнитную безопасность – залог сохранения здоровья персонала. 
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3.3  Внешние интерфейсы вычислительных систем 
 
Внешние интерфейсы вычислительной системы предназначены 
для подключения устройств ввода/вывода, устройств обмена дан-
ными, печатающих устройств, устройств видеовывода и некоторых 
дополнительных устройств или выполнения экзотических функций. 
Каждый из типов интерфейсов, кроме количества контактов на 
разъеме, может отличаться уровнями напряжений, расположением 
сигнальных линий (цоколевка) и протоколом обмена данных. 
Изначально, для снижения расходов на производство компонент 
вычислительных систем, разъемы внешних интерфейсов были уни-
фицированы, что породило ряд проблем. Во-первых, неправильное 
подключение к интерфейсу вычислительной системы грозит поте-
рей работоспособности как подключаемому устройству, так и самой 
вычислительной системе. Во-вторых, число однотипных перифе-
рийных устройств будет либо ограничено количеством интерфей-
сов, либо потребует сложной схемы последовательно-параллель-
ных соединений. В-третьих, как следствие, сборку такой сложной 
вычислительной системы должен осуществлять квалифицирован-
ный специалист, что увеличивает расходы на обслуживание. 
Виды внешних интерфейсов ПК показаны на рисунке 3.7. 
 
 
 
Рисунок 3.7 – Интерфейсные разъемы вычислительной системы 
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Для исключения возможности неправильного подключения ин-
терфейсных разъемов в их конструкцию начали вносить механиче-
ские изменения – «ключи», затрудняющие или исключающие               
их соединение с внешне подобным разъемом другого назначения,  
а также соединение в перевернутом положении (рисунок 3.8). 
 
 
 
Рисунок 3.8 – Интерфейсные разъемы ПК 
 
Наиболее эффективным способом упрощения процедуры сборки 
вычислительных систем и подключения периферийных устройств 
стало введение стандартизованных расцветок разъемов для уст-
ройств различного типа. При этом один и тот же цвет окраски          
разъема допускается при маркировке разъемов разного типа, но 
разработчикам и производителям рекомендуется вносить отличие 
в оттенках. 
Самым популярным решением проблемы с интерфейсными 
разъемами является перевод большинства современных перифе-
рийных устройств на подключение через шину USB. 
Важно знать, что при превышении уровня нагрузки по обору-
дованию на шину USB можно повредить материнскую плату. Для 
исключения подобной проблемы необходимо приобрести внеш-
ний USB-концентратор (рисунок 3.9). 
 
 
Рисунок 3.9 – Концентратор D-Link DUB-104 
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3.4  Моддинг корпусов персональных компьютеров 
 
Моддинг – это жаргонная модификация английского слова 
modify – модифицировать, изменять. 
По утверждению энтузиастов данного движения, моддинг – 
это внесение креативных изменений в аппаратное обеспечение 
компьютера. Основная цель моддинга – «получение эстетического 
удовлетворения от вещи, которую мы любим, а также выраже-
ние собственной индивидуальности». Как относительно массовое 
явление, моддинг сформировался ориентировочно в конце 1999 г., 
хотя знаковые проявления индивидуальных разработок появи-
лись значительно раньше. 
На появление моддинга вычислительных систем безусловно 
оказала влияние культура потребления вещей индивидуального  
исполнения. Сопутствующим фактором можно считать предусмот-
ренную производителями возможность самостоятельной комплек-
тации пользователем вычислительной системы, что дает простор 
для фантазии. 
Самый распространённый объект моддинга – «case», то есть 
корпус компьютера. Моддинг корпуса может быть классическим – 
это переделка заводского корпуса или кастом-мод, создание кор-
пуса с нуля. Моддинг мобильных устройств называется «моббинг».  
Также одними из направлений моддинга могут считаться созда-
ние особо тихих компьютеров и компьютеров для систем домаш-
него кинотеатра, так называемых HTPC (Home Theatre Personal 
Computer). 
Поскольку моддинг стал явлением массовым, то часто его ре-
зультаты стали напоминать больше стихийное бедствие, чем за-
планированные шаги по модификации системы. Для оправдания 
полученных результатов придумали отдельный термин – гетто-
моддинг, то есть нарочито неаккуратно выполненная работа. Впо-
следствии гетто-моддингом начали заниматься серьезные специа-
листы. Примеры можно увидеть на рисунке 3.10. 
Формой моддинга «шопмоддинг» называют типовое оснаще-
ние корпуса светящимися компонентами (чаще всего вентилято-
рами) или другими видами продаваемого оборудования, подклю-
чаемого к ПК, но не задействованного в вычислительном про-
цессе (рисунок 3.11). 
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Рисунок 3.10 – Гетто-моддинг и просто моддинг 
 
   
 
Рисунок 3.11 – Шопмоддинг 
 
Также следует упомянуть про моддинг периферии – это моди-
фикация всего оборудования снаружи и внутри корпуса компью-
тера. Например, мышь, клавиатура, колонки, модем, кулер, блок 
питания, карты. Применяются те же приёмы, что и при работе            
с корпусом – оконопиление, перекраска и прочее (рисунок 3.12). 
 
   
 
Рисунок 3.12 – Моддинг периферийных устройств 
 
Кстати, некоторые виды моддинга рождаются в виде графиче-
ских идей, публикуются в масс-медиа и только потом реализуются 
каким-либо из энтузиастов (рисунок 3.13). 
 
   
 
Рисунок 3.13 – Развитие идеи моддинга 
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Вполне самостоятельным технологическим направлением  
стало направление моддинга по увеличению производительности 
компонентов вычислительной системы методом так называемого 
разгона «оверклокинг». 
 
 
3.5  Корпуса серверных платформ  
 
Вычислительные системы с момента первых разработок были 
разделены на основные вычислительные модули (сервера) и мо-
дули, с которыми работали пользователи (терминалы). Позднее 
терминалы развились до полноценных вычислительных систем, ко-
торые стали классифицироваться как персональные компьютеры. 
Сервера выполняли и выполняют функцию обслуживания за-
просов, которые терминалы или персональные компьютеры не           
в состоянии выполнить самостоятельно. 
В отличие от пользовательского оборудования, сервер работает 
непрерывно полные сутки практически весь срок службы. Это 
накладывает требования на строение их корпусов. 
На рисунке 3.14 показаны три вида серверных корпусов: сер-
вера в автономном корпусе типа tower, сервера в автономном кор-
пусе для монтажа в стойку и модульные сервера типа blade для 
монтажа в стойку. 
 
а) б) в) 
 
 
 
 
Рисунок 3.14 – Примеры серверных корпусов: 
а) серверы в корпусе «башня»; б) серверы для установки в шкаф;  
в) блэйд-серверы 
 
Внутренняя архитектура автономных серверов несколько отли-
чается от обычных компьютеров, но в целом достаточно похожа. 
Сложнее с модульными решениями типа blade. 
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Каждый серверный модуль может обладать лишь частью не-
обходимых ресурсов. Для получения достаточного объема ресур-
сов несколько модулей объединяют в единый блок с общим про-
граммно-аппаратным управлением и программно-аппаратной 
коммутацией. Такой вариант организации сервера надежнее при 
работе и проще в обслуживании.  
Примеры оборудования типа blade показаны на рисунке 3.15. 
 
а) б) в) 
  
 
 
 
 
 
Рисунок 3.15 – Типовая структура центра обработки данных: 
а) серверное лезвие Dell; б) система питания; в) коммутационные модули 
 
Крупные производственные объединения при организации вы-
числительного процесса объединяют все серверные мощности             
в центре обработки данных. Сервера собираются в стойки, выде-
ляющие большое количество тепла, которое необходимо эффек-
тивно отводить. 
На рисунке 3.16 показана работа системы охлаждения, имену-
емой – «холодным коридором» по способу организации потока 
охлаждающего воздуха вокруг серверного оборудования. 
 
а) б) 
 
 
 
 
Рисунок 3.16 – Типовая структура центра обработки данных: 
а) размещение оборудования; б) схема движения воздушных потоков 
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3.6  Корпуса «тонких» клиентов  
 
«Тонким» клиентом, или терминалом, называют пользователь-
скую вычислительную систему, ресурсов оборудования которой 
недостаточно для автономной работы. В этом случае обслужива-
ние вычислительного процесса осуществляется удаленной мощ-
ной вычислительной системой – сервером. 
Преимущества использования «тонких» клиентов: 
–  высокий уровень безопасности: непосредственно на пользо-
вательских терминалах отсутствует возможность хранения кон-
фиденциальных данных; все данные хранятся на серверах, где ре-
гулярно и централизованно резервируются;  
–  высокая надежность и длительный срок службы: тонкие кли-
енты служат дольше и реже выходят из строя; терминалы морально 
не устаревают (рост требований к программному обеспечению          
вызывает лишь необходимость модернизации ядра терминальной 
системы, то есть сервера); 
–  уменьшение затрат на обслуживание, администрирование: 
установка нового и обновление существующего программного 
обеспечения происходит значительно быстрее и проще; наличие 
«контролируемой» среды на терминалах не позволяет пользова-
телям запускать неразрешенные администратором приложения. 
Низкий уровень требования к оборудованию позволяет разра-
ботчикам устройств данного типа до предела их минимизировать 
и компактно разместить в ограниченном объеме.  
Изначально прогнозируется низкая производительность. Из 
этого положения следуют два вывода: 
– тепловыделение настолько мало, что устройство практиче-
ски не нуждается в охлаждении, а соответственно, не шумит; 
– мощность, потребляемая устройством для своей работы, 
настолько низкая, что обеспечить его достаточным уровнем энер-
госнабжения можно, используя бытовой блок питания +5 V, либо 
используя технологию PoE (Power over Ethernet). 
Корпуса в таких системах не несут физических нагрузок, по-
этому материалы, используемые при их изготовлении – легкие          
и дешевые. Главное, чтобы был обеспечен надежный контакт            
с подключаемыми устройствами. Среди обязательного набора обо-
рудования должны поддерживаться: монитор, устройства ввода 
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(мышь и клавиатура, акустическая система (наушники или ко-
лонки). 
Модные направления в разработке корпусов «тонких» клиен-
тов можно разделить на два независимых течения: встроенные         
и отдельные устройства. 
Встроенные «тонкие» клиенты монтируются в сетевую инфра-
структуру, мебель или стены помещения или являются неотъем-
лемой частью гибридных устройств (рисунок 3.17). 
 
а) б) 
  
 
Рисунок 3.17 – Примеры реализации встраиваемых «тонких» клиентов: 
а) «тонкий» клиент-розетка Jack-PC Chip PC Technologies;  
б) «тонкий» клиент-моноблок SONY VAIO 
 
«Тонкие» клиенты в качестве отдельных устройств имеют мно-
го вариантов исполнения. Если объединить родственные подходы, 
то можно выделить наиболее используемые формы (рисунок 3.18). 
 
а) б) 
  
 
Рисунок 3.18 – Примеры «тонких» клиентов в отдельном корпусе: 
а) корпус-прищепка к монитору тонкого клиента Espada E-303V;  
б) вертикальный или горизонтальный корпус произвольной формы 
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3.7  Корпуса мобильных интеллектуальных устройств 
 
Если устройство ограничено собственными физическими раз-
мерами, то на нем крайне сложно уместить полноценную систему 
управления. Если для цифрового фотоаппарата число выполняе-
мых операций достаточно мало и их можно запрограммировать 
на сочетание кнопок, либо задействовать достаточно простую си-
стему меню, то для коммуникатора или устройства навигации все 
может быть значительно сложнее. 
Оптимальный минимум для организации интерфейса вклю-
чает в себя 9 кнопок и аппаратный сброс – reset (рисунок 3.19). 
 
 
 
Рисунок 3.19 – Пример интерфейса портативного mp4-плеера 
 
Программируемая система меню позволяет многократное нажа-
тие на одну и ту же кнопку распознавать как разные команды, а со-
четание одновременно нажатых кнопок расширяет число возмож-
ных команд. 
Последовательности нажатых клавиш обрабатываются линей-
но, поэтому существует теоретическая возможность реализовать 
сброс некоторых критических настроек устройства или перепро-
шить его BIOS, используя письменные инструкции. 
Ограничение в числе кнопок и неудобства применения их ком-
бинаций послужили причиной перехода части рынка таких уст-
ройств на бескнопочный интерфейс. В этом случае объекты вза-
имодействия с пользователем формируются на экране самой          
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программой. Процесс взаимодействия основан на применении 
специального указателя, называемого still pen (рисунок 3.20). 
 
 
 
Рисунок 3.20 – Бескнопочный интерфейс с использованием still pen 
 
Развитие рынка комплектующих для автономных и мобильных 
устройств и попытки компаний защитить hi-end рынок перенос-
ных компьютеров привели к любопытному эффекту. 
У пользователя появилась возможность самостоятельно «обога-
тить» интеллектуальными функциями практически любой предмет 
интерьера. Используя технологию гибких экранов и интерактивный 
ввод данных (в том числе с распознаванием рукописного текста), 
можно построить практически ничем не ограниченную консоль 
ввода данных. Некоторые промышленные образцы устройств уже 
также оснащаются подобным интерфейсом (рисунок 3.21). 
 
 
 
Рисунок 3.21 – Пример расширенного интерфейса  
современных устройств 
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Вопросы для самоконтроля 
 
1 Какие функции выполняет корпус вычислительной системы? 
2 Какая особенность считается основной при классификации 
корпусов персональных компьютерных систем? 
3 Перечислите наиболее распространенные разновидности 
корпусов вычислительной системы. 
4 Сформулируйте понятие электростатического разряда и оце-
ните его опасность для компонент вычислительной системы. 
5 Сформулируйте понятие электростатической помехи и оце-
ните её опасность для компонент вычислительной системы.  
6 Сформулируйте понятие электростатического загрязнения  
и оцените его опасность для людей, работающих с вычислитель-
ной системой. 
7 Для чего предназначены внешние интерфейсы вычислитель-
ной системы?  
8 Опишите основные интерфейсные разъемы вычислительной 
системы. 
9 Что такое моддинг корпусов персональной вычислительной 
системы? 
10  Опишите основные виды серверных корпусов. 
11  Как осуществляется охлаждение серверного оборудования? 
12  Приведите примеры реализации встраиваемых «тонких» 
клиентов. 
13  Какие типы корпусов мобильных интеллектуальных уст-
ройств вы знаете? 
 63 
 
 
4 Системы охлаждения 
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4.1  Причина разогрева электронных компонент  
 
Тепловыделение электронных компонент – это факт, сопро-
вождающий работу вычислительной системы. 
Преобразование электрической энергии в тепло – показатель 
низкого уровня коэффициента полезного действия системы. Ис-
ключение для данного утверждения составляют устройства, при-
меняемые для обогрева помещений. 
Закон Джоуля-Ленца – физический закон, дающий количест-
венную оценку теплового действия электрического тока, в словес-
ной формулировке звучит следующим образом: 
Мощность тепла, выделяемого в единице объёма среды при 
протекании электрического тока, пропорциональна произведению 
плотности электрического тока на величину напряженности 
электрического поля. 
 
2 ,j E Eω= ⋅ = σ ⋅

 
 
где  ω – мощность выделения тепла в единице объёма; 
j

 – плотность электрического тока;  
E

 – напряжённость электрического поля;  
σ – проводимость среды.  
Тепло, выделяемое проводником с током, в той или иной сте-
пени выделяется в окружающую среду. В случае, если сила тока  
в выбранном проводнике превысит некоторое предельно допу-
стимое значение, возможен столь сильный нагрев, что проводник 
может спровоцировать возгорание находящихся рядом с ним объ-
ектов или расплавиться сам. С этим эффектом неразрывно связа-
но понятие «короткого замыкания». 
Короткое замыкание (КЗ) – электрическое соединение двух 
точек электрической цепи с различными значениями потенциала, 
не предусмотренное конструкцией устройства и нарушающее его 
нормальную работу (рисунок 4.1). 
В 1961 г. Рольф Ландауэр, исследователь из фирмы IBM, выска-
зал мнение, что энергия в процессе вычислений расходуется не на 
что иное, как на уничтожение битов информации. На практике при 
стирании бита происходит выделение некоторого (очень малого) 
количества тепла. Но в классической фон-неймановской архитек-
туре значения битов в регистрах процессора переписываются 
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огромное множество раз и объём выделяемой при этом энергии 
уже становится заметным.  
 
 
 
Рисунок 4.1 – Результат внутреннего КЗ контроллера системной платы  
 
Чем больше объём вычислений со стиранием информации, 
тем сильнее греются устройства, которые его производят.  
«…Процессор с быстродействием 100 петафлопс уже будет 
выделять около мегаватта тепла, а один зеттафлопсный про-
цессор – приблизительно 10 гигаватт...» (Рольф Ландауэр). 
Прогноз такого роста тепловыделения не оправдался, потому 
что производители электронных компонент учли законы физики 
и, наращивая вычислительную мощность, попутно снижают энер-
гопотребление устройств. 
Уменьшение размера межсоединений между транзисторами 
также положительно сказывается на тепловыделении (рисунок 4.2). 
 
а) б) 
  
 
Рисунок 4.2 – Изменение уровня тепловыделения  
а) снижение размера площади элемента; б) повышение тактовой частоты 
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4.2  Назначение систем охлаждения  
 
Основной причиной выхода из строя компьютерного оборудо-
вания считается неисправность систем охлаждения. Система от-
вода избыточного тепла, вышедшая из строя, приводит к неста-
бильной работе оборудования и поломкам.  
Необходимо помнить, что оборудование с вентиляторами накла-
дывает определенные требования на чистоту воздуха в помеще-
нии, что практически никогда не соблюдается.  
Офисное оборудование, как правило, работает при положи-
тельных температурах (от +5 °C до +40 °C), в то время, как про-
мышленные котроллеры (PLC) работают при температурах от             
0 °C до +60 °C. Из этого можно сделать вывод, что вычислитель-
ные системы, используемые в промышленности, должны иметь 
равные или лучшие температурные характеристики, чем обору-
дование, с которым оно взаимодействует. При использовании си-
стем автоматизации в неотапливаемых помещениях или на улице, 
требуется еще более широкий температурный диапазон: от –40 °C 
до +70 или +85 °C. 
Увеличение производительности оборудования обуславливает 
рост уровней мощностей и тепловыделения, при этом время жиз-
ни основных электронных компонентов напрямую зависит от 
температуры (рисунок 4.3). 
 
 
 
Рисунок 4.3 – График зависимости сроков жизни электронных  
компонент от температуры 
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При определении количества тепла dQ, отдаваемого за время 
dτ элементом поверхности dF, имеющим температуру t, в омы-
вающую его жидкость с температурой t1, используется закон 
Ньютона:  
 
dQ = α · (t – t1) · dF · dτ. 
 
Из уравнения следует, что для того чтобы в единицу времени 
передать в охлаждающую среду как можно больше тепла, необ-
ходимо увеличить площадь поверхности, причём имеющей наи-
большую величину перепада температур (t – t1). Также в приве-
дённом уравнении присутствует коэффициент теплоотдачи α,  
который, определяя собой интенсивность теплового обмена между 
омываемой средой и поверхностью твёрдого тела, является функ-
цией ряда факторов, как-то: плотности среды, её теплоёмкости, 
теплопроводности, вязкости и скорости движения, а также формы 
и размеры твёрдого тела, характера его поверхности. В качестве 
охлаждающей среды может быть использован воздух, жидкости, 
эфир и некоторые другие вещества. 
В настоящее время существует несколько типов систем охла-
ждения для компонентов вычислительных систем: пассивное 
воздушное, активное воздушное, жидкостное, термоэлектриче-
ское, охлаждение жидким азотом и, наконец, системы фазового 
перехода. Наиболее распространённый тип систем охлаждения – 
воздушный, как самый простой в установке и использовании,           
а также как наиболее доступный среди вышеназванных. Жидкост-
ное охлаждение менее распространено. В свою очередь, жидкий 
азот и системы фазового перехода более редки и используются 
компьютерными энтузиастами для установки различных рекор-
дов. Однако существуют и гибридные системы, когда в одном 
устройстве объединяются принципы функционирования, например, 
термоэлектрического и воздушного, жидкостного и воздушного,            
а также термоэлектрического и жидкостного охлаждения. 
Общим элементом, объединяющим все упомянутые типы 
устройств, является теплоотводная пластина или радиатор (рису-
нок 4.4), закрепляемая на охлаждаемом элементе механическим 
способом. Для лучшей теплоотдачи пространство между пласти-
ной и охлаждаемой поверхностью заполняется специальной теп-
лопроводной пастой. 
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Рисунок 4.4 – Примеры теплоотводных пластин 
 
 
4.3  Способы отвода избыточного тепла  
 
Эксперты при разработке и эксплуатации систем охлаждения 
вычислительных систем редко используют общую терминологию. 
Причиной этого является широкий спектр технологий, необходи-
мых для всестороннего анализа способов отвода избыточного 
тепла: химический и физический анализ свойств материалов, за-
действованных в работе систем охлаждения; организация цирку-
ляции воздушных потоков (или других сред), используемых для 
отвода тепла; организация электронного управления параметрами 
работы системы охлаждения; снижения уровня шума и т. д. След-
ствием отсутствия общей терминологии является незавершенная  
на данный момент система классификации существующих систем 
охлаждения. 
Тем не менее в качестве опорного примера можно использовать 
систему, описанную в статье «Системы охлаждения» Александра 
Фомина, размещенной на www.overclockers.ru. Отталкиваясь от 
классификации, предлагаемой им, можно выделить: 
–  пассивное охлаждение;  
–  охлаждение вентилятором с постоянной скоростью враще-
ния;  
–  охлаждение вентилятором с управляемой скоростью вра-
щения;  
–  воздушное охлаждение с применением тепловых трубок;  
–  жидкостное охлаждение;  
–  охлаждение с помощью элементов Пельтье; 
–  охлаждение  холодильной  установкой  (с  применением 
фреона); 
–  ватерчиллер (фреоновый и на элементах Пельтье).  
Пользователь часто ограничивается стандартными схемами 
систем охлаждения, но в случае внесения изменений ему редко 
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удается ограничиться возможностями систем одного типа. Слож-
ность, которая порождает данную ситуацию, заключается в раз-
личном составе компонент вычислительной системы, от которых 
необходимо отводить тепло, и способов, которыми возможно 
этого достигнуть. К числу этих компонент вычислительной си-
стемы относятся: 
– процессор;  
– чипсет;  
– цепи питания на материнской плате; 
– оперативная память; 
– видеокарта; 
– винчестер; 
– блок питания; 
– внутреннее пространство корпуса вычислительной системы. 
Размеры и взаимное расположение компонент вычислитель-
ной системы диктуют свои правила при организации их охлажде-
ния. При этом, поскольку пользователь не ограничен в выборе 
производителя и модели конкретного устройства для своей вы-
числительной системы, существует бесконечное количество ком-
бинаций организации системы охлаждения. На рисунке 4.5 пока-
заны некоторые варианты охлаждения процессора. 
 
а) б) в) г) 
    
 
Рисунок 4.5 – Примеры охлаждения центрального процессора: 
а) пассивное;  б) воздушное;  в) жидкостное;  г) гибридное 
 
Многие промышленные системы охлаждения поставляются            
в виде конструктора, который пользователь может сам установить 
в свой компьютер. Таким образом, справедливой можно признать 
поговорку «хочешь что-нибудь сделать хорошо – сделай это сам». 
Такие системы называются hand-made (рисунок 4.6). 
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Рисунок 4.6 – Трехконтурный каскад фреоновой системы охлаждения 
 
 
4.4  Пассивные системы охлаждения 
 
Пассивной системой охлаждения считается система, не имею-
щая механических движущихся частей и не требующая внешних 
источников питания. Соответственно, такие системы не издают ни-
какого шума. Тепло конвекцией передается окружающей среде. 
Если уровень выделяемого тепла не очень значителен, то 
можно установить радиатор с достаточной площадью поверхно-
сти теплоотвода (рисунок 4.7). 
 
а) б) в) г) 
    
 
Рисунок 4.7 – Примеры пассивного охлаждения устройств: 
а) чипсет;  б) память;  в) видеокарта;  г) жесткий диск 
 
В других случаях пассивное охлаждение применяется с тепло-
выми трубками, позволяющими переносить тепловую энергию 
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наиболее эффективно. От медного бруска на источнике тепло  
передается трубками, далее на радиатор, который получил воз-
можность увеличиться в размерах, так как размещается в менее 
стесненных условиях (рисунок 4.8).  
 
а) б) 
 
 
 
Рисунок 4.8 – Пассивное охлаждение с теплоотводными трубками: 
а) блок питания;  б) общий контур системного блока 
 
Примечание. – Возможно применить пассивное охлаждение к конкрет-
ному устройству вычислительной системы, но сложно сделать систему охла-
ждения в целом, не применяя вытяжных/вдувающих вентиляторов в корпусе, 
иначе температура внутри системного блока поднимется и пассивная систе-
ма охлаждения перестанет работать.  
 
Использование технологий энергосбережения AMD Cool’n’Quiet 
и Intel Enhanced SpeedStep (EIST). Суть технологий одинакова: во 
время простоя процессор сбрасывает свою тактовую частоту (сни-
жает множитель) и напряжение, снижая выделение тепла. Чтобы 
применить режим энергосбережения, требуется подобрать процес-
сор, материнскую плату и вентилятор (cooler) с поддержкой соот-
ветствующих технологий, а потом правильно их настроить. 
Более радикальное применение данного метода – снизить 
энергопотребление устройства, понизив напряжение питания, ли-
бо ограничить его функциональные возможности или техниче-
ские параметры, изменив прошивку устройства. 
Охлаждение изменением показателей. Этот метод охлаждения 
основывается на том факте, что обычный пользователь не так уж 
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и часто нагружает свой компьютер до предельных показателей 
производительности. Большинство стандартных задач требуют от 
современной вычислительной системы не более 10–20 % ее воз-
можностей. Исходя из этого, пользователь может минимизиро-
вать энергопотребление подсистем компьютера при помощи 
стандартных средств операционной системы или при помощи 
специальных утилит (рисунок 4.9). Одним из следствий будет 
снижение тепловыделения.  
 
а) б) 
  
 
Рисунок 4.9 – Работа программ, снижающих нагрузку на оборудование: 
а) CPUCool;  б) S2K Control 
 
 
4.5  Активные воздушные системы охлаждения  
 
Активная система воздушного охлаждения, чаще называемая 
кулером, является развитием систем охлаждения предыдущего 
типа. Нагретый воздух отводится от радиатора с помощью венти-
лятора. 
Кулер является источником монотонного шума. Шум происхо-
дит от столкновения воздушного потока, порождаемого вентиля-
тором, с пластинами радиатора. Чем сильнее воздушный поток – 
тем сильнее шум. По уровню шума кулеры делятся на следующие 
классы: 
– условно бесшумный. Уровень шума такой системы охлажде-
ния составляет менее 24 дБ. Этот показатель ниже типового фоно-
вого шума в тихой комнате (в вечернее или ночное время суток). 
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Таким образом, кулер не вносит практически никакого существен-
ного вклада в шумовую картину. Обычно это значение достигается 
при минимальном числе оборотов вентилятора для систем с регу-
лятором скорости вращения; 
– малошумный. Уровень шума от такой системы охлаждения 
лежит в пределах от 24 до 30 дБ включительно. Кулер вносит еле 
ощущаемый вклад в акустику ПК; 
– эргономичный. Уровень шума такой системы охлаждения 
лежит в диапазоне от 37 до 42 дБ включительно. Шум от такого 
кулера по всей вероятности будет заметен в большинстве пользо-
вательских конфигураций компьютера; 
– не эргономичный. Уровень шума рассматриваемой системы 
охлаждения больше 42 дБ. В таких условиях кулер будет являть-
ся основным «генератором» шума компьютера практически лю-
бой конфигурации. Домашнее применение такого кулера неоправ-
данно – он больше подойдет для производственных и офисных 
помещений с фоновым шумом более 45 дБ. 
Вариантом развития систем охлаждения с применением вен-
тиляторов является использование систем автоматического 
управления скоростью вращения лопастей в зависимости от тем-
пературы охлаждаемого элемента. То есть, при увеличении тем-
пературы скорость вращения увеличивается, увеличивая эффек-
тивность работы системы охлаждения. Такая адаптивная система 
должна иметь связь с материнской платой, которая передает си-
стеме охлаждения либо значения температуры с датчиков, либо 
управляющие команды, либо просто снижает/увеличивает напря-
жение питания вентилятора, изменяя тем самым скорость его 
вращения. 
Внешний вид кулера может варьироваться весьма существен-
но (рисунок 4.10). 
 
 
   
 
Рисунок 4.10 – Примеры кулеров, устанавливаемых на процессоре 
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Вентилятор состоит из крыльчатки (в ней по внутреннему 
диаметру расположен магнит) и электромотора, который этот 
магнит вместе с крыльчаткой вращает. Через центр вентилятора 
идет осевой штырь, который размещается в центре мотора. Для 
большей плавности хода крыльчатки могут использоваться три 
вида подшипников (срок службы которых производители указы-
вают в тысячах часов): 
– подшипник скольжения (sleeve bearing) – наиболее дешевый 
и наименее надежный вариант, создающий при работе высокий 
уровень шума; 
– подшипник скольжения (sleeve bearing) плюс подшипник ка-
чения (ball bearing) – комбинированный подшипник с большим 
сроком службы, чем у предыдущего варианта; 
– 2 или 4 подшипника качения (ball bearing) – наиболее 
надежные варианты с низким уровнем шума; 
– игольчатые и NCB (наномиллиметровые керамические) 
подшипники – устанавливаются в вентиляторы ограниченным 
числом производителей. Они отличаются низким уровнем шума, 
невысокой стоимостью и очень большим сроком службы. 
Производительность вентилятора измеряется в количестве ку-
бических футов воздуха, перегоняемых им в минуту (CFM, Cubic 
Feet per Minute). Эта характеристика главным образом зависит от 
площади вентилятора, профиля лопастей и скорости их вращения. 
Срок службы кулера в 40–50 тысяч часов в среднем соответ-
ствует 5 годам эксплуатации. Встречаются модели кулеров со 
сроком службы до 300 тысяч часов. При этом время от времени 
следует производить профилактические действия – протирать от 
пыли, продувать, смазывать. В противном случае, кулер может 
начать шуметь, а то и остановиться. 
 
 
4.6  Жидкостные системы охлаждения 
 
Жидкостная система охлаждения состоит из трех техниче-
ских узлов – теплообменника, радиатора и помпы, соединенных 
при помощи трубок в один замкнутый контур. Теплообменник, 
он же ватерблок, передает тепло от греющегося элемента потоку 
жидкости, помпа обеспечивает циркуляцию этого самого потока, 
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а в радиаторе происходит охлаждение жидкости. На следующем 
цикле процесс повторяется.  
Внешний вид модулей устройств, использующих принцип 
жидкостного охлаждения, показан на рисунке 4.11. 
 
а) б) 
  
 
Рисунок 4.11 – Система охлаждения Titan TWC-A04: 
а) блок охлаждения процессора; б) модуль теплоотвода и управления 
 
Циркуляция жидкости в системе охлаждения вычислительной 
системы может быть построена по общей схеме (рисунок 4.12). 
 
 
 
Рисунок 4.12 – Подключение трубок в жидкостной системе охлаждения 
охлаждение 
жесткого диска 
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Сейчас пользователям предлагаются более тихие беспомповые 
системы водяного охлаждения, работа которых базируется на прин-
ципе испарения. Здесь применяются специальные хладагенты – 
это жидкости с низкой точкой кипения (рисунок 4.13).  
 
 
 
Рисунок 4.13 – Беспомповое жидкостное охлаждение в ноутбуке 
 
Такие системы имеют три преимущества перед традиционными: 
отсутствие движущихся частей (более высокая надежность), ком-
пактность и низкое энергопотребление – лишь вентилятор кон-
денсора требует электрического питания. Вследствие этого такие 
системы нередко применяются в ноутбуках для охлаждения цен-
трального процессора. 
Системы жидкостного охлаждения чаще других выбираются 
энтузиастами для сборки либо из готовых компонент, либо полно-
стью самостоятельно. Используя качественные материалы, поль-
зователи предлагают эффективные, но узкоспециализированные 
решения. 
 
 
4.7  Термоэлектрические системы охлаждения 
 
Термоэлектрический эффект был впервые открыт французом 
Жаном-Шарлем Пельтье в 1834 г. Суть явления заключается в из-
менении температуры полупроводниковых соединений при про-
хождении через них тока в определенном направлении. Например, 
беспузырьковое 
капиллярная 
структура 
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соединение, где ток идет от меди к висмуту, нагревается; другое 
соединение – висмут-медь, через которое ток идет в обратном 
направлении, охлаждается. Эффект в значительной степени уси-
ливается, если вместо металлов использовать соединения из раз-
нородных полупроводников. На этом факте основаны конструк-
ции современных элементов Пельтье – термоэлектрических           
модулей (рисунок 4.14). 
 
 
 
Рисунок 4.14 – Структура охлаждающей системы на эффекте Пельтье 
 
При охлаждении нагревающейся стороны элемента Пельтье 
(радиатором или вентилятором) температура холодной стороны 
становится ещё ниже. Одноступенчатая система Пельтье может 
обеспечивать разность температур до 70 °С. Еще большего эффекта 
можно достичь каскадным подключением нескольких модулей.  
Соотношение площадей охлаждаемых элементов и элементов 
Пельтье имеет значение. Приведем такой пример: хладопроизво-
дительность термоэлектрических модулей Дрифт 0.8 от Криотерма 
равняется 172 Вт. Два модуля суммарной хладопроизводительно-
стью в 344 Вт занимают площадь 32 см2. Выбранный процессор 
выдает 120 Вт тепловыделения с площади менее 2 см2. В результа-
те 2 см2 модуля снимут только 344/16 = 21,5 Вт. Специальная теп-
лосъемная пластина позволяет компенсировать разницу площадей.  
Внешний вид современных систем охлаждения на элементах 
Пельтье достаточно привлекателен, чтобы использовать их в про-
цессе моддинга системных блоков (рисунок 4.15). 
Достоинства термоэлектрических систем следующие: высокая 
эффективность, компактный размер модуля, отсутствие движу-
щихся элементов, бесшумность, возможность точной регулиров-
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ки температурного режима. 
 
 
Рисунок 4.15 – Термоэлектрическая система охлаждения 
 
Недостатки, указанные разработчиками, стандартные для экс-
периментальных или узкораспространенных компонентов вычис-
лительных систем: высокая стоимость, обязательная связка с дру-
гими системами охлаждения; при выходе элементов из строя 
происходит быстрый перегрев охлаждаемого компонента; высо-
кое энергопотребление, вероятность образования опасного для 
электронных компонентов конденсата. 
У пользователей накопились и более существенные замеча-
ния. Поскольку энергопотребление элемента Пельтье довольно 
велико, разработчики предлагают отдельный блок питания, кото-
рый вставляется, например, в свободный слот PCI. В этом же 
корпусе находится микропроцессорная плата управления. По-
скольку дополнительный блок питания сам выделяет тепло, в 
устройстве стоит небольшой вытяжной вентилятор, который вы-
дувает горячий воздух. Разработчики настолько настаивают на 
применении дополнительных вентиляторов, что они даже входят 
в комплект поставки. 
 
 
4.8  Криосистемы для экстремального охлаждения 
 
Назначение систем охлаждения данного типа – постановка экс-
периментов по достижению предельных режимов работы компо-
нентов вычислительной системы. Поэтому в розничной продаже 
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они практически не встречаются. 
Можно привести два примера систем охлаждения данного типа: 
– быстрая заморозка. Система охлаждения состоит из двух 
компонентов: стакан-испаритель (рисунок 4.16), устанавливае-
мый на охлаждаемый элемент системы, либо другим способом 
передающий холод в систему, и расходный материал – сухой лед, 
либо жидкий азот, добавляемый в процессе работы. 
 
 
 
Рисунок 4.16 – Криогенная система на жидком азоте 
 
Срок работы такой системы охлаждения на одной заправке за-
висит от температуры окружающей среды, формы стакана и теп-
ловыделяемой мощности, которую необходимо компенсировать; 
– ватерчиллер – это система охлаждения, призванная снизить 
температуру объекта ниже температуры окружающей среды вплоть 
до отрицательной.  
Ватерчиллеры бывают двух видов: с использованием модулей 
Пельтье или на основе фазового перехода.  
В первом случае жидкость проходит через блок, охлаждаемый 
модулями Пельтье.  
Этот вид чиллеров компактнее и проще в изготовлении, но 
сильно проигрывает в температурах и соотношении «эффектив-
ность/потребляемая энергия».  
Во втором случае изготавливается двухконтурная система, где 
испаритель холодильной камеры охлаждает хладагент (например, 
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фреон) в контуре жидкостного охлаждения. 
Основными компонентами простейшей системы фреонового 
охлаждения являются: компрессор, испаритель, конденсер, фильтр, 
капиллярная трубка, хладагент. Все части образуют замкнутый 
контур, по которому движется фреон (рисунок 4.17).  
 
 
 
1 – конденсер, 2 – компрессор, 3 – испарители, 4 – фильтр/драер,  
5 – втягивающие трубки, 6 – капиллярные трубки, 7 – входной порт  
на стороне низкого давления, 8 – входной порт на стороне высокого давления 
 
Рисунок 4.17 – Схема работы криогенной системы охлаждения 
 
Капиллярная трубка разделяет контур на две области – область 
высокого давления и область низкого давления. Компрессор пе-
рекачивает газообразный фреон на сторону конденсера, создавая 
в этой области высокое давление. При высоком давлении фреон 
начинает отдавать тепло и переходить в жидкое состояние. Сжи-
женный фреон проходит через фильтр/драер. Дальше по капил-
лярной трубке фреон попадает в испаритель, в зону низкого дав-
ления. При этом фреон начинает активно испаряться, забирая 
тепло из окружающей среды. Компрессор прокачивает этот испа-
рившийся фреон на сторону конденсера – и цикл повторяется. 
Проблемой применения криогенных систем является появление 
конденсата. Эффективный способ борьбы с ним – подогрев системы. 
 
 
4.9  Модификация корпусов с целью охлаждения 
 
Эффективность работы системы охлаждения может быть све-
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дена практически к нулю, если избыточное тепло будет оставаться 
внутри корпуса вычислительной системы. Поэтому в корпусе 
следует предусмотреть вентиляционные отверстия, а внутри кор-
пуса должно быть достаточно места для организации циркуляции 
воздушных потоков. Стремление к миниатюризации современ-
ных корпусов вычислительных систем идет вразрез с данным 
принципом.  
Одна из основных целей при разработке корпусов, совмести-
мых со стандартом ATX, заключалась в обеспечении наилучшей 
вентиляции ключевых компонентов компьютера, а именно: CPU 
и видеокарты. Поэтому спецификация ATX оговаривает, что блок 
питания должен выбрасывать часть тёплого воздуха от этих ком-
понент за пределы корпуса. Для этого блок питания должен быть 
расположен рядом с сокетом процессора. Дополнительные вен-
тиляторы и направляющие каналы для воздуха (туннели), разме-
щённые в ключевых точках внутри корпуса, ещё сильнее улуч-
шают вентиляцию (рисунок 4.18).  
 
 
 
Рисунок 4.18 – Размещение оборудования в корпусе BTX 
 
Из-за высокого тепловыделения новых процессоров проблема 
вентиляции стала ещё острее, в результате чего Intel решила 
улучшить охлаждение, разделив корпус на тепловые зоны и вен-
тилируя их по канальному принципу (рисунок 4.19). Так в 2003 г. 
родился форм-фактор Intel BTX (Balanced Technology Extended), 
который развивался до 2007 г.  
Измененная раскладка материнской платы и изменённый внут-
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ренний дизайн корпуса (жёсткие диски снизу, слоты расширения 
сверху, вентиляционные туннели для таких горячих компонент,  
как процессор) проблем вызывают относительно мало. Но обору-
дование, которое настроено на производство компонентов ATX, 
нуждается в переоснащении (рисунок 4.20). Преимущества BTX 
над ATX были весьма ограниченными, если смотреть с точки зре-
ния «обычных» систем с малым числом карт расширения и сред-
ним тепловыделением, нацеленных на массовый рынок. 
 
 
 
Рисунок 4.19 – Размещение оборудования в корпусе BTX 
 
 
 
 
Рисунок 4.20 – Сравнение системных плат ATX и BTX 
 
В феврале 2007 г. была представлена версия 1.0 спецификации 
 83 
 
DTX. Уровень совместимости ATX и DTX намного выше. 
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Вопросы для самоконтроля 
 
1 Сформулируйте закон Джоуля-Ленца. 
2 Как зависит тепловыделение от повышения тактовой часто-
ты работы электронных компонент? 
3 Почему основной причиной выхода из строя компьютерного 
оборудования является неисправность систем охлаждения? 
4 Перечислите основные типы систем охлаждения для компо-
нентов вычислительных систем. 
5 На какие типы можно разделить системы охлаждения? 
6 От каких компонент вычислительной системы необходимо 
отводить тепло? 
7 Опишите основные варианты охлаждения процессора. 
 
8 В чем суть технологий энергосбережения AMD Cool’n’Quiet 
и Intel Enhanced SpeedStep (EIST)? 
9 На каком факте основан метод охлаждения изменением по-
казателей? 
10 Классифицируйте кулеры по уровню шума. 
11 Из каких узлов состоит жидкостная система охлаждения? 
12  Как функционируют термоэлектрические системы охла-
ждения? 
13  Охарактеризуйте основные достоинства и недостатки тер-
моэлектрических систем. 
14  Приведите примеры криосистем для экстремального охла-
ждения. 
15  Какие схемы модификации корпусов существуют для оп-
тимизации охлаждения? 
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5  Ядро вычислительной системы 
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5.1 Архитектура ядра вычислительной системы 
 
Все персональные компьютеры и растущее число наиболее 
современного оборудования работают на специальной электрон-
ной схеме, названной микропроцессором (микрокомпьютером). 
Часто его называют компьютером в чипе. Современный микро-
процессор – это кусочек кремния, который был выращен в сте-
рильных условиях по специальной технологии. 
Процесс работы микропроцессора (вычислительный процесс) 
заключается в обработке двоичных данных и возврате результа-
тов в двоичной же форме. Данные, которые поступают на вход 
микропроцессора, необходимо предварительно получить от поль-
зователя, от компьютерной абстракции – какого-либо хранилища 
(области оперативной памяти или внешнего запоминающего 
устройства), порта ввода/вывода информации (например, с по-
мощью сетевой платы) или абстракции другого вида. 
Сами компьютерные абстракции, предназначенные для выпол-
нения рутинных операций по организации вычислительного процес-
са при решении какой-либо конкретной пользовательской задачи, 
получили название компьютерной (пользовательской) программы. 
Другими словами, целью организации вычислительного про-
цесса является обеспечение возможности выполнения пользова-
тельской программы.  
Во время выполнения вычислений часто бывает необходимо 
сохранить промежуточные данные для их дальнейшего использо-
вания. Производительность многих компьютеров в значительной 
степени определяется скоростью, с которой они могут читать и пи-
сать данные в память из общей ёмкости памяти.  
Первоначально компьютерная память использовалась только 
для хранения промежуточных значений, но вскоре было предложе-
но сохранять код программы в той же самой памяти, что и данные 
(архитектура фон Неймана – принстонская архитектура).  
В общем случае, когда говорят об архитектуре фон Неймана, то 
подразумевают физическое отделение процессорного модуля от 
устройств хранения программ и данных (рисунок 5.1). Использова-
ние единой области памяти позволяет оперативно перераспределять 
ресурсы между областями программ и данных, что существенно 
повышает гибкость организации вычислительного процесса с точки 
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зрения разработчика программ. Это удачное решение используется 
сегодня в большинстве компьютерных систем.  
 
 
 
Рисунок 5.1 – Работа с памятью согласно архитектуре фон Неймана 
 
Для управляющих контроллеров (микро-ЭВМ) более удобной 
оказалась схема, при которой данные и программы хранятся в раз-
личных разделах памяти (гарвардская архитектура). Анализ ре-
альных программ управления показал, что необходимый объем 
памяти данных микро-ЭВМ, используемый для хранения проме-
жуточных результатов, как правило, на порядок меньше требуе-
мого объема памяти программ. В этих условиях использование 
единого адресного пространства приводит к увеличению формата 
команд за счет увеличения числа разрядов для адресации операн-
дов. Применение отдельной небольшой по объему памяти данных 
способствует сокращению длины команд и ускорению поиска ин-
формации в памяти данных (рисунок 5.2). 
 
 
 
Рисунок 5.2 – Работа с памятью согласно гарвардской архитектуре 
 88 
 
Кроме того, гарвардская архитектура обеспечивает потенциаль-
но более высокую скорость выполнения программы по сравнению 
с фон-неймановской за счет возможности реализации параллель-
ных операций. Выборка следующей команды может происходить 
одновременно с выполнением предыдущей, и нет необходимости 
останавливать процессор на время выборки команды.  
 
 
5.2  Условия и ограничения роста  
производительности вычислительных систем 
 
Экономическим обоснованием роста производительности вычис-
лительной системы является необходимость снижения стоимости 
получения результатов вычислений, стоимости по времени их полу-
чения и затраченной на их получение энергии. Уменьшение размера 
транзистора и длины межсоединий – наиболее эффективный путь. 
Закон Мура – эмпирическое наблюдение, изначально сделан-
ное Гордоном Муром, согласно которому (в современной форму-
лировке) количество транзисторов, размещаемых на кристалле 
интегральной схемы, удваивается каждые 24 месяца. Часто цити-
руемый интервал в 18 месяцев связан с прогнозом Давида Хауса 
из Intel, по мнению которого производительность процессоров 
должна удваиваться каждые 18 месяцев из-за сочетания роста ко-
личества транзисторов и быстродействия каждого из них. 
На рисунке 5.3 представлено развитие микропроцессоров от-
носительно требований закона Мура, начиная с процессора i486.  
В 2007 г. Мур заявил, что закон, очевидно, скоро перестанет 
действовать из-за атомарной природы вещества и ограничения ско-
рости света. 
Одним из физических ограничений на миниатюризацию элек-
тронных схем является также Принцип Ландауэра, согласно ко-
торому логические схемы, не являющиеся обратимыми, должны 
выделять теплоту в количестве, пропорциональном количеству 
стираемых (безвозвратно потерянных) данных.  
Долгосрочные планы по увеличению производительности мик-
ропроцессоров и развитию полупроводниковой индустрии, со-
гласно ITRS (International Roadmap for Semiconductors), напрямую 
связаны с разработкой технологий и материалов, способных за-
менить традиционную CMOS электронику и кремний. 
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Рисунок 5.3 – Выполнение закона Мура с 1990 по 2011 гг. 
 
Отчеты ITRS рассматривают практически все известные на дан-
ный момент альтернативы: использование углеродных нанотрубок, 
графена, нанопроводов, спинтроники, германия и т. д. (рисунок 5.4). 
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Рисунок 5.4 – Внедрение технологий для различных этапов  
производства процессоров 
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В текущих условиях развития производства каждая из упомя-
нутых перспективных технологий не предлагает серьезного про-
рыва в росте вычислительных мощностей.  
Эта ситуация заставляет компании пересмотреть базовые прин-
ципы того, как обрабатываются данные. 
 
 
5.3  Изготовление микросхем 
 
Современная вычислительная система чаще всего представляет 
собой конструкцию функционально дополняющих друг друга ин-
тегральных схем и обрамляющих их служебных элементов. 
Интегральная схема или чип (chip, буквально обломок, оско-
лок, кусочек), фрагмент полупроводниковой или диэлектрической 
пластины, представляющий собой монокристалл прямоугольной 
формы площадью от долей до нескольких квадратных сантимет-
ров, на котором, как правило, по планарной технологии сформиро-
ваны интегральная схема (или ее часть), отдельный электронный 
прибор или сборка, а также межэлементные соединения и контакт-
ные площадки. 
Основой любого производства чипов является подложка, ко-
торая затем при производстве проходит через несколько сотен 
шагов (в зависимости от требуемого продукта до 500), некоторые 
из шагов повторяются много раз. Упрощенная процедура изго-
товления чипа представлена на рисунке 5.5. 
Шаг А. Кремниевый чип изготавливается путем наращивания 
слоев на поверхности кремниевой пластины (1). После укладки 
первого слоя, состоящего из диоксида кремния (2), изолятора, нано-
сится светочувствительный фоторезист (3). Под действием ультра-
фиолетового света (4) фоторезист затвердевает. Для того чтобы за-
твердели только определенные участки, используют трафарет (5).  
Шаг B. Незатвердевшие места, защищенные трафаретом, можно 
затем удалить растворителем (6).  
Шаг С. Затем фоторезист удаляется с помощью горячих газов. 
Такой же процесс используется для нанесения электропроводя-
щего поликристаллического кремния (7).  
Шаг D. Снова ультрафиолетовый свет закрепляет фоторезист 
(8) в незащищенных трафаретом участках.  
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Шаг Е. Растворитель удаляет фоторезист. Затем путем добав-
ления примесей к кремниевой основе создается кремний n-типа, 
который несет только отрицательный заряд.  
Шаг F. В ходе третьего трафаретного процесса создаются 
углубления (9) для доступа к кремнию n-типа.  
Шаг G. Накладывается алюминиевый слой  
Шаг Н. Четвертый процесс создает электрические контакты, 
соединяющие слои кремния.  
 
 
 
Рисунок 5.5 – Основные этапы производства интегральных схем 
 
На одной кремниевой пластине одновременно создаются сотни 
чипов (10). Затем их разделяют и используют по отдельности в раз-
личных устройствах(11). На рисунке 5.6 пример такой пластины. 
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Рисунок 5.6 – Пластина с процессорами 
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5.4  Принцип работы центрального процессора 
 
Центральный процессор (ЦП, central processing unit, CPU) – это 
часть аппаратного обеспечения компьютера или программируемого 
логического контроллера, отвечающая за выполнение операций, за-
данных программами. Другими словами, центральный процессор – 
это физическое проявление математики, заключенной внутри него. 
Любой процессор имеет устройство, выполняющее команды, 
и собственную внутреннюю память, реализованную внутри микро-
схемы процессора. Она называется регистрами процессора. Име-
ется три типа регистров: 
– общие регистры хранят целые числа или адреса. Размер обще-
го регистра совпадает с размером машинного слова и в 32-разряд-
ной архитектуре равен четырем байтам. Число общих регистров          
и их назначение зависит от конкретного процессора. В большин-
стве Ассемблеров к ним можно обращаться по именам R0, R1, 
R2... Имеются регистры специального назначения: указатель сте-
ка SP (Stack Pointer), счетчик команд PC (Program Counter) и др.; 
– регистр флагов содержит биты, которые устанавливаются           
в единицу или в ноль в зависимости от результата выполнения по-
следней команды. Так, бит Z устанавливается в единицу, если          
результат равен нулю (Zero), бит N – если результат отрицатель-
ный (Negative), бит V – если произошло переполнение (oVerflow), 
бит С – если произошел перенос единицы из старшего или млад-
шего разряда (Carry), например, при сложении двух целых чисел 
или при сдвиге. Значения битов в регистре флагов используются 
в командах условных переходов; 
– плавающие регистры содержат вещественные числа. В про-
стых процессорах аппаратная поддержка арифметики веществен-
ных чисел может отсутствовать. В этом случае плавающих регист-
ров нет, а необходимые операции реализуются программным путем. 
Команды, или инструкции, процессора состоят из кода операции 
и операндов. Команда может вообще не иметь операндов или иметь 
один, два, три операнда. Команды с числом операндов большим 
трех встречаются лишь в процессорах специального назначения. 
В случае, когда операнд является словом оперативной памяти, 
содержимое слова сначала неявно копируется во внутренний ре-
гистр процессора, затем выполняется его обработка, и после этого 
полученное значение записывается обратно в память. 
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Имеется несколько способов задания операнда, находящегося 
в оперативной памяти (режимы адресации): 
– абсолютная адресация – когда в команде указывается кон-
станта, равная адресу аргумента; 
– косвенная адресация – когда в команде указывается регистр, 
содержащий адрес аргумента; 
– относительная адресация – адрес аргумента равен сумме          
содержимого регистра и константы, задающей смещение; 
– индексная адресация с масштабированием – адрес аргумента 
равен сумме содержимого базового регистра, константы, задаю-
щей смещение, а также содержимого индексного регистра, умно-
женного на масштабирующий множитель. 
Схему реализации процессором операции сложения демонстри-
рует рисунок 5.7. 
 
 
 
Рисунок 5.7 – Упрощенная схема работы CPU 
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Бывают и другие, более изощренные, режимы адресации, когда, 
например, адрес аргумента содержится в слове, адрес которого со-
держится в регистре (так называемая двойная косвенность). 
 
 
5.5  Организация мультипоточной обработки данных 
 
Производителям приходится решать задачу по увеличению про-
изводительности процессоров, то есть приближению их характери-
стик к значению потенциально возможной производительности. 
К числу таких приемов можно отнести: увеличение длины кон-
вейера обработки команд процессора; подбор размера и струк-
туры иерархии кэш-памяти процессора; увеличение внутренней 
частоты работы процессора, то есть увеличение максимального 
числа операций в секунду при том же наборе оборудования, и дру-
гие приемы. 
Другой эффективный путь – распараллелизация операций 
между несколькими процессорами или ядрами одного процессора: 
SMP (symmetric multiprocessing) – симметричная многопроцес-
сорная архитектура (рисунок 5.8). Главной особенностью систем 
с архитектурой SMP является наличие общей физической памяти, 
разделяемой всеми процессорами (ЦП). 
 
 
 
Рисунок 5.8 – Схематический вид SMP-архитектуры 
 
Память служит для передачи сообщений между процессорами, 
при этом все вычислительные устройства при обращении к ней 
имеют равные права и одну и ту же адресацию для всех ячеек па-
мяти. Одна операционная система (ОС) автоматически (случайным 
образом в процессе работы) распределяет процессы по процессо-
рам, но применяется и специализированная привязка. 
Основные преимущества SMP-систем: простота и универсаль-
ность для программирования; относительно невысокая цена. 
Недостаток: системы с общей памятью плохо масштабируются. 
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MPP (massive parallel processing) – массивно-параллельная 
архитектура. В этом случае система строится из отдельных мо-
дулей, содержащих процессор, локальный банк операционной 
памяти (ОП), коммуникационные процессоры (рутеры, R), жест-
кие диски и/или другие устройства ввода/вывода (рисунок 5.9). 
Доступ к банку ОП из данного модуля имеют только процессоры 
из этого же модуля. Модули соединяются специальными комму-
никационными каналами. 
  
 
 
Рисунок 5.9 – Схема архитектуры с раздельной памятью 
 
Используются два варианта работы ОС: в одном полноценная 
ОС работает только на управляющей машине (front-end), а на 
каждом отдельном модуле функционирует сильно урезанный ва-
риант ОС; во втором варианте на каждом модуле работает полно-
ценная ОС, устанавливаемая отдельно.  
Главным преимуществом систем с раздельной памятью явля-
ется хорошая масштабируемость. 
Недостатки: отсутствие общей памяти заметно снижает ско-
рость межпроцессорного обмена; требуется специальная техника 
программирования для реализации обмена сообщениями между 
процессорами; трудно максимально использовать системные ре-
сурсы. 
Гибридная архитектура NUMA (nonuniform memory access,  не-
однородный доступ к памяти) совмещает достоинства систем с 
общей памятью и относительную дешевизну систем с раздельной 
памятью. По существу, архитектура NUMA является MPP архи-
тектурой, где в качестве отдельных вычислительных элементов 
берутся SMP узлы. Доступ к памяти и обмен данными внутри од-
ного SMP-узла осуществляется через локальную память узла, а к 
процессорам другого SMP-узла доступ более медленный через 
более сложную систему адресации (рисунок 5.10). 
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Рисунок 5.10 – Структурная схема компьютера с гибридной сетью 
 
 
5.6 Сокет центрального процессора 
 
Разъем или гнездо ЦП – это место подключения процессора          
к материнской плате.  
Первые процессоры исполнялись в виде DIP-микросхемы, что 
ограничивало возможное число контактов и усложняло организа-
цию межсоединений. Большинство современных разъемов и про-
цессоров созданы на основе архитектур корпуса с матрицей штырь-
ковых выводов (PGA), показанных на рисунке 5.51,а, и матрицей 
ламелей (LGA), показанных на рисунке 5.11,б.  
 
а) б) 
  
 
Рисунок 5.11 – Структуризация сигнальных линий «общей шины» 
а) корпус PGA-процессора; б) корпус LGA-процессора 
 
Использование разъёма вместо непосредственного припаива-
ния процессора на материнской плате упрощает замену процес-
сора при модернизации или ремонте компьютера, а также значи-
тельно снижает стоимость материнской платы. 
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В архитектуре PGA штырьки в нижней части процессора уста-
навливаются в разъем, как правило, «с нулевым усилием вставки» 
(Zero Insertion Force, ZIF). Термин «нулевое усилие вставки» озна-
чает силу, которая необходима для установки ЦП в разъем или 
гнездо материнской платы. В архитектуре LGA штырьки находятся 
в разъеме, а не на процессоре.  
ZIF-разъём состоит из неподвижного основания с закреплен-
ными в нём контактами и подвижной планки, размещённой па-
раллельно основанию на направляющих. Контакты микросхемы 
проходят сначала через отверстия в планке, а затем через отвер-
стия в основании. Основание снабжено специальным механиз-
мом, управляемым рычагом и позволяющим двигать планку на 
небольшое расстояние.  
В запертом разъёме рычаг параллелен плоскости разъема и 
для фиксации может быть зацеплен за специальный выступ на 
боковой стенке основания. При этом планка сдвинута так, что 
прижимает боковые поверхности контактов микросхемы к кон-
тактам в основании разъёма. При повороте рычага от плоскости 
разъёма механизм сдвигает планку в сторону, в результате она 
уже не прижимает контакты микросхемы и последняя может 
быть легко извлечена. Диаметры отверстий и контактов выбраны 
так, что в незапертом разъёме контакты микросхемы свободно 
входят в разъём. При переходе штырькового разъёма (PGA) на 
подпружинивающую конструкцию (LGA) концепция разъёма из-
менилась – выводы перенесены с корпуса процессора на сам 
разъём, находящийся на материнской плате, но с точки зрения 
механизма она не претерпела сколь-нибудь принципиальных из-
менений. 
Совместимость процессоров на уровне сокета позволяет орга-
низовать производителям высокий уровень взаимозаменяемости 
процессоров на системной плате.  
Системы охлаждения процессора должны учитывать особен-
ность сокета процессора для более плотного прилегания к тепло-
отводной пластине процессора. Долгое время кулер крепился 
непосредственно за ZIF-разъем.  
Современная технология предполагает прижатие кулера непо-
средственно к системной плате, что выдвигает требование ее 
усиления для преодоления механических нагрузок (рисунок 5.12). 
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а) б) 
  
 
Рисунок 5.12 – Сокет на системной плате: 
а) сокет LGA1366 и крепление кулера; б) усиление системной платы 
 
 
5.7  Ш инная архитектура вы числительной системы  
 
Компьютерная шина (computer bus, bidirectional universal switch – 
двунаправленный универсальный коммутатор) в архитектуре 
компьютера – это подсистема, которая передаёт данные между 
функциональными блоками компьютера. Обычно шина управля-
ется драйвером. В отличие от связи точка-точка, к шине можно 
подключить несколько устройств по одному набору проводников.  
Шина, которая подключается к центральному процессору, 
представляет собой группу линий передачи сигналов с адресной 
информацией, данными, а также управляющих сигналов. Приняв 
во внимание эту разницу в структуре и назначении данных, мож-
но разделить эту шину на три части: шину адреса, шину данных и 
шину управления. На рисунке 5.13 показана классическая схема 
организации компьютера, работавшего по такому принципу. 
Схема ориентирована на работу с процессором i80286 и соответ-
ствующими ему микросхемами обрамления: синхрогенератором 
i82284 и шинным контроллером i82288. 
Описанная система без каких-либо поправок использовалась  
в ЭВМ семейства IBM PC XT. «Общая шина» пронизывала весь 
компьютер, позволяя соединить в каждый момент времени про-
цессор с одним из приборов памяти, либо одним из контроллеров 
периферийных устройств.  
Наследием применения данной системы остается классифи-
кация вычислительных систем по ширине логических шин.  
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Этими параметрами до сих пор пользуются конструкторы при 
определении параметров разрабатываемых систем. Например, 
шина данных выросла с 8 бит до 64 бит, шина адреса с 20 бит         
(1 Мб адресного пространства) возросла до 40 бит (1 Тб адресно-
го пространства). Но наиболее серьезные изменения претерпела 
шина управления. 
 
 
 
Рисунок 5.13 – Структуризация сигнальных линий «общей шины» 
 
Однако с точки зрения структурной организации вычислитель-
ного процесса «общая шина» не давала достаточной свободы для 
разработчиков периферийных устройств и рекомендовала пол-
ную смену всего состава оборудования вычислительной системы. 
В современной типовой вычислительной системе используются 
не одна, а несколько шин (рисунок 5.14).  
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Рисунок 5.14 – Иерархическая организация шинной архитектуры 
Как видно из рисунка, основные шины обозначаются как L-шина 
(локальная шина), S-шина (системная шина), М-шина (шина па-
мяти) и X-шина (шина расширения).  
Можно ввести понятие удаленности шины от процессора, считая, 
что чем больше буферов отделяют шину, тем она более удалена от 
процессора и меньше зависит от скорости его работы. Тогда L-шина 
может считаться ближайшей к процессору и самой скоростной. 
Схема, показанная на рисунке 5.14, в целом соответствует L-шине, 
линии адреса и данных которой связаны непосредственно с про-
цессором. 
S-шина занимает центральное место в структуре современной 
вычислительной системы, поскольку ее пропускная способность 
ограничивает скорость работы ЭВМ.  
Применение многоуровневой буферизации позволяет компен-
сировать разность скоростей информационного обмена между раз-
ными шинами. 
 
 
5.8  Назначение системной платы 
 
В первых вычислительных системах не было аналога совре-
менной системной платы. Вычислительная система состояла из 
отдельных блоков, которые объединялись интерфейсными кабе-
лями. Позднее начали применяться коммутационные платы, объ-
единяющие различные блоки в единую систему с помощью уни-
фицированного разъема (рисунок 5.15). 
 
 
 
Рисунок 5.15 – Коммутационная плата ЕС 1841 
 
Такой подход, но уже на другом уровне интеграции, можно 
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обнаружить в серверных решениях и сегодня (blade-системы). 
Решение по объединению базовых компонент (процессор, па-
мять, основную часть контроллеров) в качестве единого устройства 
было обусловлено требованием к надежности работы вычисли-
тельных систем. Технически это стало возможно при переходе от 
БИС к СБИС. Форм-фактор микросхем DIP определял компоновку 
элементов системной платы (рисунок 5.16).  
 
 
 
Рисунок 5.16 – Системная плата 3B series AT&T Computer Systems’s 
 
Современный дизайн системных плат обязан (во многом) вы-
сокому уровню интеграции ключевых контроллеров чипсета. 
Все дополнительные компоненты вычислительной системы, 
устанавливаемые на системной плате, либо интегрированные в нее, 
каким-то образом должны быть соединены между собой. Это со-
единение осуществляется с помощью контактных магистралей, 
либо слотов расширения (рисунок 5.17), сгруппированных и под-
ключенных к контроллерам шин. 
От выбора системной платы зависят: 
– семейство и модель центрального процессора; 
– объем и организация оперативной памяти; 
– вид и количество устройств расширения, которые подклю-
чаются внутри системного блока и к его внешним интерфейсам. 
Также можно утверждать и обратное, что выбор материнской 
платы зависит от выбора перечисленных устройств и параметров. 
 
 
5.9  Форм-факторы системных плат 
 
Форм-фактор системной платы – стандарт, определяющий раз-
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меры материнской платы для компьютера, места её крепления            
к шасси, расположение на ней интерфейсов шин, портов ввода/вы-
вода, разъёма процессора, слотов для оперативной памяти, а так-
же тип разъема для подключения блока питания (таблица 5.1). 
 
 
 
Рисунок 5.17 – Разъемы слотов расширения системных плат 
 
Таблица 5.1 – Размеры основных форм-факторов системных плат 
 
Тип Размер  Тип Размер 
Full-size AT 305x351 мм  Nano-BTX 224x227 мм 
Full-size ATX 305x244 мм  Pico-BTX 203x267 мм 
Mini-ATX 284x208 мм  DTX 244x203 мм 
Micro-ATX 244x244 мм  Mini-DTX 170x203 мм 
Flex-ATX 229x191 мм  ITX 215x191 мм 
LPX 330x229 мм  Mini-ITX 170x170 мм 
NLX 229x345 мм  Nano-ITX 120x120 мм 
BTX 325x267 мм  Pico-ITX 99x71 мм 
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micro-BTX 264x267 мм  ITX mobile 60x60 мм 
Форм-фактор носит рекомендательный характер. Специфика-
ции форм-фактора определяют обязательные и опциональные ком-
поненты.  
Крепеж системной платы к корпусу имеет несколько вариантов 
исполнения. На рисунке 5.18 показаны основные его элементы. 
 
 
 
Рисунок 5.18 – Детали крепежа системной платы в корпус 
 
Монтажные отверстия системных плат, с одной стороны, 
должны обеспечивать достаточный уровень поддержки для защиты 
системной платы от механических повреждений в процессе экс-
плуатации, с другой стороны – не должны мешать компоновке 
токопроводящих дорожек (рисунок 5.19). 
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Рисунок 5.19 – Системная плата форм-фактора MicroATX 
Чем компактнее системная плата, тем меньше на ней можно 
разместить слотов для дополнительных устройств (рисунок 5.20). 
 
а) б) в) 
 
 
 
 
Рисунок 5.20 – Системные платы компактных размеров: 
а) mini-DTX;   б) mini-ITX;   в) pico-ITX 
 
 
5.10  Понятие чипсета вычислительной системы 
 
Набор системных микроконтроллеров (chip), отвечающих за 
совместную работу центральных и периферийных устройств вы-
числительной системы, называется системным чипсетом (chipset). 
Характеристики материнской платы, за которые отвечает чипсет: 
– поддерживаемые процессоры;  
– частота системной шины процессора;  
– тип модулей памяти, число обслуживаемых банков памяти  
и допустимый размер этих банков;  
– частота модулей памяти;  
– поддерживаемые интерфейсы.  
Чипсеты бывают синхронными и асинхронными, рассчитан-
ными на работу с одним ядром или в составе многоядерной или 
многопроцессорной системы, одноканальными или мультика-
нальными по принципу организации доступа к памяти. Современ-
ные чипсеты строятся по иерархическому принципу и чаще всего 
аналогичны логической схеме, представленной на  рисунке 5.21. 
Микроконтроллер, отвечающий за управление оперативной 
памятью, видеоподсистемой и размещенный непосредственно ря-
дом с центральным процессором (как логически так и физически), 
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называется контроллер-концентратор памяти, Memory Controller 
Hub (MCH), северный мост, northbridge. Микроконтроллер, отве-
чающий за взаимодействие периферийных устройств с остальной 
системой называется контроллер-концентратор ввода/вывода, 
Input/Output Controller Hub (IOCH), южный мост, southbridge. 
 
 
 
Рисунок 5.21 – Иерархическая организация системного чипсета 
 
Для организации эффективной работы операционной системы 
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необходимо реализовать качественную работу северного и южного 
мостов. Для этого нужно установить драйвера чипсета, поставляе-
мого с материнской платой, либо полученного от производителя 
материнской платы другим способом. Версия драйвера чипсета 
имеет большое значение, поскольку обновленные или универ-
сальные драйвера, предлагаемые на сайте производителя, могут  
не иметь в своем составе необходимых программных модулей.          
В случае изменения «прошивки» BIOS может понадобиться изме-
нить и версию драйвера чипсета. 
 
   
 
Рисунок 5.22 – Варианты теплоотвода чипсета материнской платы 
 
5.11  Шины обслуживания «северного» моста 
 
Северный мост – системный контроллер чипсета на материн-
ской плате платформы x86, к которому в рамках организации вза-
имодействия подключены: 
–  микропроцессор; 
–  оперативная память, если в составе процессора нет контрол-
лера памяти, то через шину контроллера памяти; 
–  видеоадаптер, через шину графического контроллера;  
–  южный мост. 
В материнских платах нижнего ценового диапазона видео-
адаптер часто встроенный. В таком случае северный мост, произ-
веденный Intel, называется GMCH (Chipset Graphics and Memory 
Controller Hub). 
«Узким» местом в производительности вычислительной си-
стемы является шина между процессором и северным мостом 
(рисунок 5.23). 
FSB (Front Site Bus) – системная шина, используемая для связи 
центрального процессора с северным мостом в 1990-х и 2000-х гг. 
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FSB разработана компанией Intel и впервые использовалась                 
в компьютерах на базе процессоров Pentium. Обычно в современ-
ных системах опорная частота равняется частоте шины FSB. 
 
 
 
Рисунок 5.23 – Иерархическая организация системного чипсета 
 
Частота системной шины FSB постепенно возрастала с 50 МГц, 
для процессоров Intel Pentium и AMD K5 в начале 1990-х гг.,           
до 400 МГц, для процессоров Xeon и Core 2 в конце 2000-х гг.          
При этом пропускная способность возрастала с 400 Мбит/с до              
12 800 Мбит/с. Шина FSB использовалась в процессорах типа 
Atom, Celeron, Pentium, Core 2, и Xeon вплоть до 2008 г. На данный 
момент эта шина вытеснена системными шинами DMI, QPI и Hyper 
Transport. 
HyperTransport – универсальная высокоскоростная шина типа 
точка-точка с низкой латентностью, используемая для связи про-
цессора с северным мостом. Шина HyperTransport – двунаправ-
ленная, то есть для обмена в каждую сторону выделена своя линия 
связи. К тому же она работает по технологии DDR (Double Data 
Rate), передавая данные, как по фронту, так и по спаду тактового 
импульса. 
Первая версия HyperTransport была представлена в 2001 г., и она 
позволяла производить обмен со скоростью 800 МТр/с (800 Мега-
транзакций в секунду или 838 860 800 обменов в секунду) с мак-
симальной пропускной способностью – 12,8 Гбайт/с. В 2004 г.        
была выпущена модификация шины HyperTransport (v. 2.0), обес-
печивающая 1,4 ГТр/с с максимальной пропускной способностью – 
22,4 Гбайт/с. В 2008 г. была выпущена модификация 3.1, рабо-
тающая со скоростью 3,2 ГТр/с, с пропускной способностью – 
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51,6 Гбайт/с.  
Технология HyperTransport – очень гибкая и позволяет варьи-
ровать как частоты шины, так и ее разрядность. Это позволяет 
использовать ее не только для связи процессора с северным мостом 
и ОЗУ, но и в медленных устройствах. При этом возможность 
уменьшения разрядности и частоты ведет к экономии энергии. 
DMI (Direct Media Interface) – последовательная шина типа 
точка–точка, используемая для связи процессора с чипсетом и для 
связи южного моста чипсета с северным. Разработана Intel в 2004 г. 
Для связи процессора с чипсетом обычно используется 4 канала 
DMI, обеспечивающих пропускную способность до 10 Гбайт/с, 
для DMI 1.0, и 20 Гбайт/с, для DMI 2.0, представленной в 2011 г.  
Часто в процессоры, использующие связь с чипсетом по шине 
DMI, встраивают, наряду с контроллером памяти, контроллер ши-
ны PCI Express, обеспечивающий взаимодействие с видеокартой.           
В этом случае надобность в северном мосте отпадает, и чипсет         
выполняет только функции взаимодействия с платами расширения 
и периферией.  
QPI (QuickPath Interconnect) – последовательная шина типа 
точка–точка, используемая для связи процессоров между собой         
и с чипсетом. Представлена компанией Intel в 2008 г. и использу-
ется с процессорами типа Xeon, Itanium и Core i7. Шина QPI – дву-
направленная, то есть для обмена в каждую сторону предусмотрен 
свой канал, каждый из которых состоит из 20 линий связи. Следо-
вательно, каждый канал – 20-разрядный, из которых на полезную 
нагрузку приходится только 16 разрядов. Работает шина QPI со 
скоростью – 4,8 и 6,4 гигатранзакций в секунду, при этом пропуск-
ная способность составляет 19,2 и 25,6 Гбайт/с соответственно. 
 
 
5.12  Шины «южного» моста» 
 
Южный мост отвечает за организацию взаимодействия с мед-
ленными компонентами вычислительной системы: платами рас-
ширения, периферийными устройствами, устройствами ввода/вы-
вода, каналами межмашинного обмена и так далее. 
То есть, южный мост ретранслирует данные и запросы от под-
ключенных к нему устройств в северный мост, который передает 
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их в процессор или ОЗУ, принимает от северного моста команды 
процессора и данные из ОЗУ и ретранслирует их в подключенные 
к нему устройства. 
В состав южного моста входят: 
– контроллер шины связи с северным мостом;  
– контроллер шины связи с платами расширения; 
– контроллер линий связи с периферийными устройствами                
и другими вычислительными системами; 
– контроллер шины связи с жесткими дисками; 
– контроллер шины связи с медленными устройствами. 
Долгое время для связи северного моста с южным использова-
лась шина PCI (рисунок 5.24). 
 
 
 
Рисунок 5.24 – Связь между северным и южным мостами 
 
PCI (Peripheral component interconnect) – шина для подключе-
ния плат расширения к материнской плате, разработана в 1992 г. 
компанией Intel. По мере повышения производительности плат 
расширения ее пропускной способности стало не хватать. Ее не-
однократно перерабатывали. Пропускная способность PCI состав-
ляла в разных реализациях 132/264/528 Мбайт/с. 
В начале шина PCI была вытеснена более производительными 
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шинами для связи северного и южного мостов, а в последние годы         
и для связи с платами расширения стали использовать более быст-
рую шину – PCI express. 
Шина hublink – 8-битная шина типа точка-точка, разработан-
ная компанией Intel. Шина работает на частоте 66 МГц и передает 
4 байта за такт, что позволяет получить максимальную пропуск-
ную способность – 266 Мбайт/с. 
Пропускная способность шины hublink была сравнима с про-
пускной способностью шины PCI, но из-за того, что ей не прихо-
дилось делить канал с другими устройствами, а шина PCI раз-
гружалась, то пропускной способности было вполне достаточно. 
На данный момент практически не используется из-за недоста-
точного быстродействия. Она была вытеснена такими шинами, 
как DMI и HyperTransport. 
Ряд периферийных устройств, подключенных к южному мосту, 
исполняются в виде отдельных микросхем, которые легко обна-
ружить на системной плате (рисунок 5.25). 
 
 
 
Рисунок 5.25 – Аудиоконтроллер на системной плате 
 
В современных чипсетах функции южного моста вырождены и 
большая часть этих функций фактически передана северному мосту. 
 
 
5.13 Современные шины устройств расширения 
 
Шина – это канал пересылки данных, используемый совместно 
различными блоками системы. Информация передается по шине 
в виде групп битов. В состав шины для каждого бита слова может 
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быть предусмотрена отдельная линия (параллельная шина), или 
все биты слова могут последовательно во времени использовать 
одну линию (последовательная шина).  
Внутренняя шина подключает все внутренние компоненты 
компьютера к материнской плате (и следовательно, к процессору 
и памяти). Такой тип шин также называют локальной шиной, по-
скольку она служит для подключения локальных устройств.  
Внешняя шина подключает внешнюю периферию к материн-
ской плате. 
История развития компьютерных шин по версии свободной 
энциклопедии «ВикипедиЯ» выглядит как описано ниже. 
Первое поколение. Ранние компьютерные шины были группой 
проводников, подключающей компьютерную память и перифе-
рию к процессору. Почти всегда для памяти и периферии исполь-
зовались разные шины с разным способом доступа, задержками, 
протоколами. Одним из первых усовершенствований стало исполь-
зование прерываний. До их внедрения компьютеры выполняли 
операции ввода/вывода в цикле ожидания готовности перифе-
рийного устройства. Также, если программа пыталась выполнить 
другие задачи, она могла проверить состояние устройства слиш-
ком поздно и потерять данные. Поэтому инженеры дали возмож-
ность периферии прерывать процессор. Прерывания имели прио-
ритет, так как процессор может выполнять код только для одного 
прерывания в один момент времени, а также некоторые устрой-
ства требовали меньших задержек, чем другие.  
Некоторое время спустя компьютеры стали распределять па-
мять между процессорами. На них доступ к шине также получил 
приоритеты. Классический и простой способ обеспечить приори-
теты прерываний или доступа к шине заключался в цепочном под-
ключении устройств. 
Второе поколение. Компьютерные шины «второго поколения», 
например NuBus, решали некоторые из проблем, обнаруженные 
на предыдущей стадии. Они обычно разделяли компьютер на две 
«части»: процессор и память в одной и различные устройства            
в другой. Между частями устанавливался специальный контрол-
лер шин (bus controller).  
Такая архитектура позволила увеличивать скорость процессо-
ра без влияния на шину, разгрузить процессор от задач управле-
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ния шиной. При помощи контроллера устройства на шине могли 
взаимодействовать друг с другом без вмешательства центрального 
процессора.  
Новые шины имели лучшую производительность, но также тре-
бовали более сложных карт расширения. Проблемы скорости ча-
сто решались увеличением разрядности шины данных, с 8-битных 
шин первого поколения до 16- или 32-битных шин во втором по-
колении. Также появилась программная настройка устройств        
для упрощения подключения новых устройств, ныне стандарти-
зованная как Plug-n-play. 
У обоих поколений есть требование к синхронности скоростей 
устройств на одной шине. Процессор и память теперь стали изо-
лированными на собственной шине, и их скорость стала расти 
быстрее, чем скорость периферийной шины.  
Третье поколение. Шины «третьего поколения» больше похожи 
на компьютерные сети, чем на изначальные идеи шин, с большими 
накладными расходами, чем у ранних систем. Также они позво-
ляют использовать шину нескольким устройствам одновременно. 
Примеры современных шин перечислены в следующем пе-
речне: 
 
Параллельные 
• Extended ISA или EISA 
• Industry Standard Architecture  
или ISA 
• Low Pin Count или LPC 
• MicroChannel или MCA 
• MBus 
• Multibus  
• NuBus или IEEE 1196 
• OPTi local bus 
• Peripheral Component Interconnect 
или PCI, также PCI-X 
• S-100 bus или IEEE 696 
• SBus или IEEE 1496 
• VESA Local Bus  
• VMEbus, VERSAmodule           
Eurocard bus  
• STD Bus для 8- и 16-битных 
микропроцессорных систем 
• Unibus 
Последовательные 
• 1-Wire 
• HyperTransport 
• I²C 
• PCI Express или PCIe 
• Serial Peripheral Interface 
Bus  
или шина SPI 
• USB, Universal Serial Bus,  
чаще используется как 
внешняя 
• FireWire, i.Link, IEEE 1394,  
чаще используется как 
внешняя 
• Direct Media Interface 
(DMI) 
• Intel QuickPath Interconnect  
или просто QuickPath (QPI) 
• SATA/SAS 
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• Q-Bus 
5.14  Характеристики популярных шин расширения 
 
В рамках данной главы рассматриваются примеры двух наибо-
лее востребованных шин. Одна из них локальная – PCI Express, 
вторая внешняя – Universal Serial Bus. 
PCI Express (PCI-E) – компьютерная шина (хотя на физическом 
уровне шиной не является, будучи соединением типа «точка–
точка»), использующая программную модель шины PCI и высоко-
производительный физический протокол, основанный на последо-
вательной передаче данных. 
Так как программная модель PCI-E во многом унаследована от 
PCI, то существующие системы и контроллеры могли быть дора-
ботаны для использования шины PCI-E заменой только физиче-
ского уровня, без доработки программного обеспечения. 
В шине PCI Express были добавлены: 
– «горячая» замена карт; 
– управление энергопотреблением; 
– гарантированная полоса пропускания(QoS); 
– контроль целостности данных. 
Для подключения устройства PCI Express используется двуна-
правленное последовательное соединение типа точка-точка, назы-
ваемое lane (полоса, ряд); это резко отличается от PCI, в которой 
все устройства подключаются к общей 32-разрядной параллельной 
двунаправленной шине. Соединение (link) между двумя устройства-
ми PCI Express состоит из одной (x1) или нескольких (x2, x4, x8, 
x12, x16 и x32) двунаправленных последовательных линий. Каждое 
устройство должно поддерживать соединение по крайней мере             
с одной линией (x1). 
Скоростные режимы стандартов PCI-E приведены в таблице 5.2. 
 
Таблица 5.2 – Скоростные характеристики стандарта PCI-E 
 
В одну/обе стороны, Гбит/с 
Версии Связей 
х1 х2 х4 х8 х12 х16 х32 
PСle 1.0 2/4 4/8 8/16 16/32 24/48 32/64 64/128 
PСle 2.0 4/8 8/16 16/32 32/64 48/96 64/128 128/256 
PСle 3.0 8/16 16/32 32/64 64/128 96/192 128/256 256/512 
PСle 4.0  16/32 32/64 64/128 12/256 192/384 256/512 512/1024 
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(предварительно)[4] 
Универсальная последовательная шина (Universal Serial Bus, 
USB) – последовательный интерфейс передачи данных для сред-
нескоростных и низкоскоростных периферийных устройств в вы-
числительной технике. 
Разработка спецификаций на шину USB производится в рамках 
международной некоммерческой организации USB Implementers 
Forum (USB-IF), объединяющей разработчиков и производителей 
оборудования с шиной USB. 
В спецификации USB 3.0 разъёмы и кабели обновлённого стан-
дарта физически и функционально совместимы с USB 2.0, причём 
для однозначной идентификации разъёмы USB 3.0 принято изготав-
ливать из пластика синего или (у некоторых производителей) крас-
ного цвета. Кабель USB 2.0 содержит в себе четыре линии – пару 
для приёма/передачи данных, плюс и ноль питания. В дополнение          
к ним USB 3.0 добавляет ещё четыре линии связи (рисунок 5.26).  
Спецификация USB 3.0 повышает максимальную скорость пере-
дачи информации до 5 Гбит/с, что на порядок больше 480 Мбит/с, 
которые может обеспечить USB 2.0. Таким образом, скорость 
передачи возрастает с 60 Мбайт/с (30 Мбайт/с эффективных) до  
600 Мбайт/с и позволяет передать 1 ТБ не за 8–10 часов, а за        
40–60 минут. 
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Рисунок 5.26 – Аудиоконтроллер на системной плате 
5.15  Организация оперативной памяти 
 
Память необходима для работы любого устройства. В памяти 
размещаются исходные данные для проведения операции, наборы 
команд для их обработки, промежуточные и конечные результаты 
операций. 
Основная память компьютера, которая используется в каче-
стве коммутационного блока, называется оперативным запоми-
нающим устройством (ОЗУ) или просто оперативной памятью. 
По способу работы с ней – это память с произвольным доступом 
(random access memory – RAM). Кроме этого, к специализирован-
ной оперативной памяти вычислительной системы может отно-
ситься видеопамять и память звукового адаптера. 
Элементарной единицей памяти всех современных компьютеров 
является байт, состоящий из восьми двоичных разрядов. Каждый 
байт имеет свой адрес. В наиболее распространенной 32-разрядной 
архитектуре адреса байтов изменяются от 0 до (232 – 1) с шагом 1. 
Память, с логической точки зрения, можно рассматривать как мас-
сив байтов: можно прочесть или записать байт с заданным адресом. 
Содержимое байта трактуется либо как неотрицательное целое 
число в диапазоне от 0 до 255, либо как число со знаком в диапа-
зоне от –128 до 127.  
Однако физически при работе с памятью по шине передаются 
не отдельные байты, а машинные слова. В 32-разрядной архитек-
туре машинное слово – это четыре подряд идущих байта, при этом 
адрес младшего байта кратен четырем. (В 64-разрядной архитек-
туре машинное слово состоит из восьми байтов.) Машинное сло-
во – это естественный элемент данных для процессора. Машинное 
слово содержит целое число, которое можно рассматривать либо 
как беззнаковое в диапазоне от 0 до (232 – 1), либо как знаковое        
в диапазоне от –231 до (231 – 1). Адрес памяти также представляет 
собой машинное слово. 
Принято нумеровать биты внутри машинного слова (как и внут-
ри байта) справа налево, начиная с нуля и кончая 31. Младший бит 
имеет нулевой номер, старший, или знаковый, бит – номер 31. 
Младшие биты числа находятся в младших битах машинного слова. 
Существуют два способа нумерации байт внутри машинного сло-
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ва. В соответствии с этим все процессоры разделяются на два типа: 
– Big Endian – байты внутри машинного слова нумеруются 
слева направо. Таковы процессоры Motorola, Power PC. Байты в ар-
хитектуре Big Endian удобно представлять записанными слева 
направо. При этом старшие биты целого числа располагаются         
в байте с младшим адресом. 
– Little Endian – байты внутри машинного слова нумеруются 
справа налево. Таковы процессоры Intel 80x86, Alpha, VAX и др. 
Байты в архитектуре Little Endian следует представлять записан-
ными справа налево. При этом старшие биты целого числа распо-
лагаются в байте со старшим адресом. 
Сейчас применяются три основных вида ОЗУ: 
–  статические (SRAM) – память в виде массивов триггеров; 
–  динамические (DRAM) – память в виде массивов конденса-
торов; 
– основанные на изменении фазы (PRAM). 
DRAM хранит бит данных в виде заряда конденсатора. Одно-
битовая ячейка памяти содержит конденсатор и транзистор. Кон-
денсатор заряжается до более высокого или низкого напряжения 
(логические 1 или 0). Транзистор выполняет роль ключа, под-
ключающего конденсатор к схеме управления, расположенного 
на том же чипе. Схема управления позволяет считывать состоя-
ние заряда конденсатора или изменять его (рисунок 5.27).  
 
 
 
Рисунок 5.27 – Упрощенная структурная схема  
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динамической памяти 
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5.16  Эффективность модулей оперативной памяти 
 
История развития максимально достижимой пропускной спо-
собности основных типов памяти в зависимости от рабочей ча-
стоты представлена на рисунке 5.28. 
 
 
 
Рисунок 5.28 – Сравнительная диаграмма производительности  
микросхем памяти 
 
Характеристика ОЗУ по временным задержкам (тайминги) 
для краткости записывают в виде трех чисел, по порядку: CAS 
Latency, RAS to CAS Delay и RAS Precharge Time. От них в зна-
чительной степени зависит пропускная способность участка 
«процессор–память» и, как следствие, быстродействие системы. 
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Мера таймингов – такт. Таким образом, каждая цифра в формуле 
2-2-2 означает задержку сигнала для обработки, измеряемую в так-
тах системной шины.  
Иногда формула таймингов для памяти может состоять из четы-
рёх цифр, например у DDR3-2800 – 16-18-18-36. Последний пара-
метр называется «DRAM Cycle Time Tras/Trc». Он определяет        
отношение интервала, в течение которого строка открыта для пере-
носа данных (tRAS – RAS Active time), к периоду, в течение  кото-
рого завершается полный цикл открытия и обновления ряда (tRC – 
Row Cycle time), также называемого циклом банка (Bank Cycle Time). 
Не так давно был опубликован стандарт на DDR4 SDRAM – 
оперативная память нового поколения. 
DDR4 модуль 8Gb x4 обычно состоит из 4 групп банков, по          
4 банка в каждой группе. Каждый банк такого чипа содержит 
131 072 (217) строк (rows), по 512 байтов каждая. Для сравнения 
8Gb x4 DDR3 чип содержит 8 независимых банков, 65 536 (216) 
строк на банк, по 2048 байтов в каждой строке. При равном объ-
еме, у DDR4 чипа в два раза больше банков и гораздо короче 
строки памяти. Это означает, что новая память может переклю-
чаться между банками памяти гораздо быстрее, чем это делает 
DDR3. В частности, для 8Gb x4 DDR4 чипов, заявленных как 
1600 MT/s compatible, показатель tFAW(Four-bank Activation 
Window) равен 20 ns, что вдвое меньше, чем у DDR3 (40 ns). Это 
означает, что DDR4 чипы памяти могут открывать произвольные 
строки в разных банках в два раза быстрее, чем DDR3. 
Вслед за увеличением производительности улучшались и по-
казатели энергоэффективности новой памяти (рисунок 5.29). 
 
 
 
Рисунок 5.29 – Снижение энергопотребления микросхем памяти 
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5.17  Кэширование информации  
 
Термин «кэширование» подразумевает буферизацию между 
более быстродействующим и менее быстродействующим устрой-
ством. За счет непрерывного поступления данных с меньшей 
скоростью и прогнозирования блоков данных, которые могут по-
надобиться для ближайших операций, поддерживается эффек-
тивная скорость работы более быстродействующих устройств. 
В любой отдельно взятой компьютерной системе кэш-память 
логически и физически подразделяется на так называемые уровни 
(рисунок 5.30). В современных компьютерных системах количе-
ство уровней кэш-памяти может доходить до четырёх, хотя 
наиболее часто используется двухуровневая модель. Кэш-память 
1-го уровня обычно подразделяют на кэш команд (instruction 
cache, I-cache) и кэш данных (data cache, D-cache) – так называе-
мая гарвардская архитектура (Harvard architecture). 
 
 
 
 
 
 
Рисунок 5.30 – Примеры организации системы кэширования 
 
Значение иерархии уровней кэш-памяти лучше всего просле-
живается в работе процессора. Если в момент выполнения неко-
торой команды данных для неё не окажется в регистрах, то они 
будут затребованы из ближайшего уровня кэш-памяти, то есть из 
D-cache. При их отсутствии запрос будет перенаправлен в следу-
ющий уровень кэш-памяти и так далее. В худшем случае данные 
будут доставлены непосредственно из оперативной памяти, хотя 
возможен и более плачевный исход, если подсистема управления 
виртуальной памятью операционной системы успела вытеснить их 
в swap-файл (swap-раздел), то есть на жёсткий диск. Потери вре-
мени на доставку необходимого кванта данных размером в регистр 
из оперативной памяти обычно составляют от десятков до сотен 
 122 
 
процессорных тактов, а в случае подгрузки с жёсткого диска речь 
уже может идти о сотнях тысяч и миллионах тактов. 
Ассоциативность кэш-памяти является непосредственным по-
казателем её логической сегментации: сколько каналов, столько  
и сегментов. Другими словами, кэш-память с N-канальной ассоциа-
тивностью (N-way set associative) предполагает, что информация, 
размещённая по некоторому адресу в оперативной памяти, может 
находиться (кэшироваться) в N местах (строках) этой кэш-памяти.  
Основополагающим принципом логического сегментирования 
является тот факт, что в пределах любого отдельно взятого сег-
мента только одна строка может кэшировать информацию, нахо-
дящуюся по некоторому адресу в оперативной памяти. Отсюда 
следует, что если адрес известен, то контроллеру во всём сегменте 
нужно обработать только одну строку. Таким образом, при полу-
чении запроса на чтение или запись, контроллер опросит нужные 
строки во всех имеющихся сегментах на предмет наличия (cache 
hit) или отсутствия (cache miss) информации, соответствующей 
полученному адресу. Все сегменты возвратят сигнал отсутствия, 
либо за исключением одного, ответившего сигналом наличия.            
В случае положительного отзыва контроллеру нет необходимости 
проводить какой-либо дальнейший анализ, достаточно просто до-
вести операцию до конца. Если все сегменты ответили негативно 
на запрос о чтении информации, то он будет перенаправлен к кон-
троллеру кэш-памяти более низкого уровня и так далее, вплоть до 
контроллера оперативной памяти. Если же запрос был на запись, 
то контроллеру предстоит задача выбора сегмента, куда будет осу-
ществлена операция. Для этого он анализирует строки-кандидаты, 
а если точнее, то их биты состояния и прочие вспомогательные 
данные, после чего принимает решение согласно одному из ниже-
следующих популярных алгоритмов:  
– LRU (Least Recently Used, то есть «наименее новый из за-
прашиваемых») – запись идёт в строку, в которой находящаяся 
информация запрашивалась в последний раз наиболее давно; 
– LRR (Least Recently Replaced, то есть «наименее новый из 
записанных»), также известный как FIFO (First In, First Out,                
то есть «первым пришёл, первым ушёл») – вытесняется строка,  
в которой находящаяся информация характеризуется наиболее 
старой записью; 
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– LFU (Least Frequently Used, то есть «наименее часто запра-
шиваемый») – для записи выбирается строка, в которой находя-
щаяся информация запрашивалась наименее часто; 
– Random – запись идёт в произвольно выбираемую строку.  
 
 
Вопросы для самоконтроля 
 
1 Дайте понятие микропроцессора. 
2 Опишите процесс работы микропроцессора. 
3 Какие виды сокетов CPU существуют и для чего они пред-
назначены? 
4 Как осуществляется работа с памятью согласно архитектуре 
фон Неймана? 
5 В чем суть работы с памятью согласно гарвардской архи-
тектуре? 
6 Какие функции возложены на центральный процессор вы-
числительной системы? 
7 За счет каких приемов можно увеличить производитель-
ность центрального процессора? 
8 Какие режимы работы, стандартизированные для оптимиза-
ции и ускорения вычислительного процесса, вы знаете? 
9 Опишите принцип функционирования  шинной архитектуры. 
10  Перечислите устройства стандартной комплектации мате-
ринской платы. 
11  Приведите примеры разъемов слотов расширения систем-
ных плат. 
12  Дайте понятия чипсетов материнской платы и их характе-
ристик.  
13  Рассмотрите историю развития компьютерных шин. 
14  Опишите организацию оперативной (динамической) па-
мяти ПК. 
15  Приведите примеры организации системы кэширования. 
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6 Настройка вычислительной системы 
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6.1  Встроенное программное обеспечение 
 
Встроенным программным обеспечением, или прошивкой 
(Firmware, fw), называют содержимое энергонезависимой памяти 
компьютера или любого цифрового вычислительного устройства – 
микрокалькулятора, сотового телефона, GPS-навигатора и т. д.,              
в которой содержится его микропрограмма. 
Прошивка осуществляется при изготовлении устройства раз-
личными способами, например, установкой микросхемы памяти            
с записанным содержимым («прошивкой»). 
Большинство устройств допускает замену содержимого памяти 
(«перепрошивку»). Способы «перепрошивки» могут быть самы-
ми различными – от физической замены микросхемы памяти до 
передачи данных по беспроводным каналам. 
Firmware системной платы, или прошивка, для сотового телефо-
на в момент выпуска устройства на рынок может содержать какие-
либо недоработки или ошибки кода. Причиной их появления чаще 
всего оказываются сокращенные сроки на разработку и тестиро-
вание встроенного программного обеспечения или изменения            
в структуре устройства, вносимые на стадии его изготовления. 
По этой причине производители периодически выпускают об-
новления Firmware, внося в каждую последующую версию раз-
личные исправления, добавляя новые возможности или функции 
(рисунок 6.1).  
 
 
 
Рисунок 6.1 – Проверка версии Firmware на iPod 
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Перепрошивка возможна тремя основными способами – из са-
мого интерфейса встроенного программного обеспечения (более 
всего актуально для современных компьютеров с UEFI), из опера-
ционной системы, загружаемой с какого-то внешнего носителя 
(MS-DOS, например, или урезанный Linux), и непосредственно из 
текущей операционной системы (например, Windows).  
Последний способ наиболее прост, широко используется, и его 
поддерживают все современные производители системных плат.  
Все вышеописанные способы возможно применить только при 
условии нормальной работы самого устройства. В случае серьезно-
го сбоя (зачастую вызванного самой процедурой прошивки) замена 
встроенного программного обеспечения может быть осуществлена 
с помощью специального устройства – программатора. 
Зачастую пользователь, установив обновленную прошивку для 
устройства, не замечает никаких визуальных отличий, так как 
большинство нововведений касаются оптимизации алгоритмов 
действия узлов устройства. 
Опасность применения открытых механизмов изменения кода 
Firmware привела к разработке эффективных механизмов внедре-
ния нелигитивного кода в состав программ BIOS. 
Например, вирус под названием Mebromi содержит полнофунк-
циональный набор для организации атаки: BIOS-руткит, нацелен-
ный на перепрошивку Award BIOS, буткит для модификации MBR, 
руткит на уровне ядра Windows, модификатор файлов PE и троян. 
Если BIOS ROM соответствует типу, на работу с которым рас-
считан код вируса, руткит сохраняет копию BIOS в файле C:\bios.bin 
и переходит к следующему этапу. Извлекаются два файла:  
–  cbrom.exe – это стандартная программа Phoenix Technologies 
для модификации Award/Phoenix BIOS ROM; 
–  hook.rom – руткит, который добавляется к коду BIOS. Акти-
ватор вируса запускает программу cbrom.exe с параметром /isa. Но 
до реального инфицирования ISA ROM активатор вируса прове-
ряет код BIOS ROM на присутствие маркера «hook rom», чтобы не 
производить вторичное заражение. 
Дальше осуществляется заражение всех 14 секторов MBR            
и внедрение вредоносного кода в файл winlogon.exe или wininit.exe 
перед загрузкой Windows. Здесь тоже осуществляется проверка 
маркера инфицирования. 
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6.2 Назначение BIOS  
 
«Узкое» функциональное назначение встроенного программно-
го обеспечения компонент вычислительных систем стало причиной 
возникновения обособленного термина – BIOS (Basic Input-Output 
System, базовая система ввода/вывода).  
Основная часть BIOS хранится централизованно на системной 
плате и включает в себя набор инструкций центрального процес-
сора, режимы его работы, режимы взаимодействия процессора             
с памятью, набор управляющих программ для устройств, интегри-
рованных в системную плату, минимальный набор сервисных 
функций (например, для вывода сообщений на экран или приёма 
символов с клавиатуры). Поскольку ПЗУ – достаточно медленный 
тип памяти, после инициализации программы BIOS копируется           
в оперативную память в зарезервированную область BIOS data 
area, начинающуюся с адреса 0400h. BIOS может также использо-
вать и расширенную область данных (Extended BIOS Data Area, 
EBDA), которая обычно располагается под верхней границей          
(640 Кбайт) стандартной памяти.  
BIOS присутствует почти на всех компонентах вычислитель-
ной системы: у видеоадаптеров, сетевых адаптеров, модемов, 
дисковых контроллеров, принтеров. Каждое такое устройство, 
как правило, имеет собственные микросхемы ПЗУ (рисунок 6.2) 
своей программной поддержки – Additional ROM BIOS (дополни-
тельные модули ROM BIOS), они же Expansion ROM. Для этих 
модулей в пространстве памяти зарезервирована область C8000h–
F4000h. 
 
 
 
Рисунок 6.2 – Виды распространенных микросхем BIOS 
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На завершающем этапе запуска вычислительной системы эта 
область сканируется с шагом 2 Кбайт в поисках дополнительных 
модулей BIOS (после загрузки векторов прерываний указателями 
на собственные обработчики). Модуль BIOS графического адап-
тера помещается в память по фиксированному адресу С0000h           
и инициализируется раньше. 
Таким образом, общая иерархия модулей BIOS собирается для 
каждого сеанса работы. При использовании режима hot-swap 
(«горячая» замена оборудования) модули BIOS могут подгру-
жаться и вытесняться из памяти в процессе работы. 
С появлением карт ISA PnP возникла необходимость упоря-
дочивания возможностей их использования, и в 1994 г. фирмы 
Compaq, Phoenix и Intel выпустили спецификацию Plug and Play 
BIOS Specification, описывающую следующие расширения воз-
можностей традиционной BIOS: 
– распределение ресурсов и разрешение конфликтов на этапе 
выполнения POST; 
– слежение за перехватом вектора загрузки Int 19h (традицион-
ные ПЗУ расширения BIOS могли его неконтролируемо переопре-
делять); 
– введение контролируемого механизма удаленной загрузки 
(RPL); 
– поддержка конфигурирования в рабочем режиме; 
– уведомления о динамическом изменении конфигураций 
(подключении и отключении устройств). 
Некоторые системные платы для резервирования функций 
BIOS устанавливают две микросхемы ПЗУ (рисунок 6.3), каждая 
из которых может содержать собственный код версии BIOS. 
 
  
 
Рисунок 6.3 – Примеры реализации Dual BIOS 
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Следует заметить, что некоторые параметры технологий, под-
держиваемых на уровне BIOS, утверждены в 1975 г. В системе 
присутствуют компоненты, изменение которых невозможно, либо 
связано с весьма большими трудностями. Например, технология 
Logical block addressing (LBA), из-за которой классический BIOS 
способен распознать жесткий диск емкостью лишь до 2 Тбайт. 
 
 
6.3  Работа в среде CMOS  
 
Изменение конфигурации вычислительной системы осуществ-
ляется с помощью установки значений соответствующих пара-
метров в Setup с последующим их сохранением в энергозависи-
мой микросхеме Complementary Metal Oxide Semiconductor – 
CMOS RAM. Эта процедура часто называется настройкой CMOS 
Setup или BIOS Setup.  
Наиболее известными производителями программ CMOS Setup 
являются American Megatrends, Inc. (AMI BIOS), AWARD Software 
International Inc. (AWARD BIOS) и Phoenix Technologies Ltd. 
(Phoenix BIOS). 
От установок в BIOS Setup нередко зависит общая производи-
тельность всей системы компьютера. Для того чтобы войти в про-
грамму редактирования CMOS Setup, необходимо в момент загруз-
ки после инициализации клавиатуры нажать служебную комбина-
цию клавиш (например: Del, F2 или что-либо другое по усмотрению 
разработчика BIOS). Обычно в этот момент на экран выводится со-
ответствующая справочная информация. Программа CMOS Setup 
может также быть вызвана системой автоматически, если между 
сеансами работы произошло разрушение части параметров, храня-
щихся в CMOS, необходимых для работы вычислительной системы. 
Войдя в CMOS Setup, пользователь сразу попадает в главное 
меню этой программы (рисунок 6.4).  
Выбор одного из режимов либо сразу изменит все параметры 
системы – пункты меню LOAD BIOS DEFAULTS и LOAD SETUP 
DEFAULTS, либо позволит пользователю выборочно осуществить 
контроль и регулировку необходимых параметров. 
Для организации оптимального режима работы устройств        
или предотвращения возможных конфликтов между устройствами 
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в CMOS Setup предусмотрен ручной режим управления аппарат-
ными прерываниями – пункт меню PNP/PCI CONFIGURATION 
(рисунок 6.5). В данном режиме можно, например: 
– задать порядок распределения ресурсов; 
– указать видеокарту, которая будет использована при загрузке; 
– зарезервировать ресурсы для карт расширения; 
– настроить интегрированное видео, если оно есть в наличии. 
 
 
 
Рисунок 6.4 – Главное меню программы CMOS Setup 
 
 
 
 
Рисунок 6.5 – Пункт PNP/PCI CONFIGURATION 
 
Важной функцией программы CMOS Setup является возмож-
ность управления настройками встроенных в материнскую плату 
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устройств – пункт меню INTEGRATED PERIPHERALS (рису-
нок 6.6). 
 
 
 
Рисунок 6.6 – Пункт меню INTEGRATED PERIPHERALS 
 
 
6.4  Н аращиваемы й программно-аппаратны й  
интерфейс 
 
В середине 90-х гг. к выводу о несостоятельности классиче-
ского BIOS для серверных платформ пришли Intel и HP. Была 
разработана программа Intel Boot Initiative, которая позже была 
переименована в наращиваемый программно-аппаратный интер-
фейс (EFI, UEFI, [Unified] Extensible Firmware Interface). В качестве 
стандарта UEFI окончательно утвержден в июле 2005 г. 
Интерфейс, определённый спецификацией UEFI, включает таб-
лицы данных, содержащие информацию о платформе, загрузоч-
ные и runtime-сервисы, которые доступны для загрузчика опера-
ционной системы и для самой операционной системы. Некоторые 
существующие расширения BIOS (например, ACPI и SMBIOS) 
мигрировали в UEFI, поскольку не требуют 16-разрядного runtime-
интерфейса. 
Функциональная  схема  работы  UEFI  представлена  на  ри-
сунке 6.7. 
Пользователи операционной системы Linux могли использовать 
EFI при загрузке с начала 2000 г. 
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Операционные системы Microsoft Windows получили под-
держку EFI 1.1 в 2002 г. 
 
 
 
Рисунок 6.7 – Архитектура проверки целостности платформы 
 
Apple приняла EFI для линейки своих компьютеров, основанных 
на архитектуре Intel (Intel-based Macs). Mac OS X 10.4 (Tiger) для 
Intel и Mac OS X 10.5 (Leopard) поддерживают EFI v1.10 в 32-раз-
рядном режиме, а также на 64-разрядных центральных процессорах 
(новые Macintosh имеют 64-разрядный EFI). 
UEFI допускает использование внешних расширений. Расши-
рения могут быть загружены с практически любого энергонеза-
висимого устройства хранения данных, присоединённого к ком-
пьютеру. Например, OEM-производитель может продать систему 
с разделом UEFI на жёстком диске, который добавил бы допол-
нительные функции к коду UEFI, размещённому в ПЗУ систем-
ной платы. 
Протокол безопасной загрузки UEFI является основой архитек-
турно независимого подхода к безопасности платформы и встроен-
ного ПО. Безопасная загрузка, в основе которой лежит использова-
ние процесса инфраструктуры открытых ключей для проверки 
образов встроенного ПО перед разрешением их выполнения, помо-
гает снизить риск атак, направленных на загрузчики. Корпорация 
Майкрософт внедрила данный протокол в Windows 8, чтобы повы-
сить безопасность платформы для своих клиентов (рисунок 6.8). 
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Рисунок 6.8 – Архитектура проверки целостности платформы 
 
 
 
6.5 Преимущества UEFI 
 
Интерфейс UEFI  – это фактически мини операционная система.  
1. UEFI имеет свой очень удобный и понятный графический         
интерфейс управления с поддержкой мыши. Присутствует под-
держка русского языка (рисунок 6.9). 
2. UEFI работает с жёсткими дисками, имеющими таблицу раз-
делов GUID (GPT), такие винчестеры можно разбить на 128 пер-
вичных разделов (кстати, на диске MBR можно создать только          
4 первичных раздела – три основных и один дополнительный 
раздел, в котором можно создавать логические диски; на логиче-
ский можно установить операционную систему, но она не будет 
запускаться без диспетчера загрузки на основном разделе). 
3. UEFI даёт возможность использовать жёсткие диски объемом 
более 2 Тбайт, максимальный объём раздела может достигать 18 эк-
забайт (18 000 000 терабайт).  
 134 
 
 
 
Рисунок 6.9 – Интерфейс UEFI с русской локализацией 
 
4.  Жёсткие диски, имеющие таблицу разделов GUID (GPT), ра-
ботают только с адресацией LBA, в отличие от винчестеров MBR,         
работающих с устаревшей адресацией CHS. 
5. Загрузка операционной системы в UEFI происходит гораздо 
быстрее, например Windows 8, установленная на GPT-диск, загру-
жается за 5–7 секунд. 
6. На жёстких дисках GUID (GPT) легче восстановить утерян-
ные данные. 
7. UEFI имеет свой менеджер загрузки (рисунок 6.10), который 
очень удобно использовать при наличии на компьютере множества 
операционных систем, отпадает необходимость в использовании 
специальных загрузчиков, наподобие EasyBCD. 
8. UEFI намного легче обновить, чем классический BIOS. Про-
цедура более безопасна, поскольку в код UEFI встроена проверка 
 135 
 
загружаемой версии прошивки на целостность и соответствие 
оборудованию, на котором ее пытаются применить (рисунок 6.11). 
 
 
 
Рисунок 6.10 – Окно работы менеджера загрузки в составе UEFI 
 
 
 
 
Рисунок 6.11 – Окно работы утилиты EZ Flash 2 
 
 
6.6  Моддинг Firmware 
 
Моддинг Firmware – модификация системных обслуживаю-
щих программ, размещенных в ROM для изменения параметров 
работы вычислительной системы. 
Самыми распространенными целями редактирования встроен-
ного ПО устройства являются следующие: 
– повышение максимального напряжения питания того или 
иного элемента: центрального процессора, памяти, чипсета (если 
речь идет о материнской плате), а также ядра или видеопамяти 
(применительно к видеокартам);  
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– внесение всевозможных исправлений: от поддержки винче-
стеров большого объема, до редактирования таймингов работы 
памяти видеокарты;  
– реализация собственных целей для изучения работы того 
или иного устройства и т. п. Данный пункт весьма специфичен             
и используется фактически одними лишь программистами.  
Инсталляция несовместимого программного кода Firmware 
может привести к нарушению работы компьютера, поэтому перед 
заменой некоторых видов оборудования, таких как, например, 
процессоры, также рекомендуется обновлять версию встроенного 
ПО системной платы.  
Помимо Firmware системных плат и видеоадаптеров часто ре-
дактируются Firmware оптических приводов. В данном случае 
выполняется интеграция поддержки новых наименований носи-
телей (например, DVD-RAM дисков), если такая функция была 
намеренно заблокирована изготовителем устройства. Кроме того, 
иногда таким образом можно отключить зональную защиту, ин-
тегрировать корректную поддержку носителей новых производи-
телей и т. п. 
Чаще всего обновленные версии Firmware можно загрузить           
с сайта производителя устройства. Производители BIOS обнов-
ления не предлагают, так как в каждой модели устройства ис-
пользуются версии BIOS, оптимизированные именно для данного 
варианта комплектации. 
Некорректная прошивка устройства, как правило, не поддается 
исправлению без специализированного оборудования. 
Чтобы модифицировать код Firmware, необходимо знать его 
структуру. Некоторые программисты модифицируют непосред-
ственно машинный код, дописывая все необходимые компонен-
ты вручную. В компьютерах AT-архитектуры весь BIOS уме-
щался в последнем сегменте адресного пространства, в пределах 
от F000:0000 до F000:FFFF. Чтобы обеспечить обратную совме-
стимость, код Firmware принято разбивать на несколько частей,          
в результате чего он приобрел сложную модульную структуру 
(рисунок 6.12). 
Для корректировки кода Firmware можно воспользоваться  лю-
бым HEX-редактором. Но существуют программы, оптимизиро-
ванные для проведения подобных операций (рисунок 6.13). 
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Рисунок 6.12 – Список модулей BIOS с основными характеристиками 
 
 
 
 
Рисунок 6.13 – Пример программы для корректировки BIOS 
 
 
6.7  Понятие POST 
 
После включения питания, аппаратного сброса от кнопки 
RESET или при нажатии комбинации клавиш CTRL+ALT+DEL 
(если загружена только часть ядра операционной системы) про-
цессор переходит к исполнению кода начального самотестирова-
ния POST (Power-On Self Test), хранящегося в микросхеме BIOS.  
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Таким образом, POST – это ROM программа, которая запуска-
ется после включения персонального компьютера. 
Эта программа выполняет следующие функции: 
– проверяет состояние системы и CMOS-память компьютера, 
чтобы определить, какое оборудование подключено к компью-
теру, и устанавливает битовые флаги списка оборудования; 
– проверяет RAM, записывает данные, требуемые для обнару-
жения ошибок в RAM, и тестирует основные компоненты систе-
мы (DMA, прерывания, диск и т. д.); 
– выполняет ROM-Scan для инициализации дополнительного 
оборудования; 
– выполняет действия по загрузке операционной системы; 
– проверяет CMOS адрес 0Fh (и данные BIOS 0:0472) на слу-
чай специальных действий по загрузке операционной системы. 
Последовательность шагов POST: 
1  Тестирование регистров процессора. 
2  Проверка контрольной суммы ROM BIOS. 
3  Проверка и инициализация таймера (после этого доступна 
звуковая диагностика (системные сообщения)). 
4  Проверка и инициализация контроллеров DMA 8237. 
5  Проверка регенерации памяти. 
6  Тестирование 64 Кбайт нижней памяти. 
7  Загрузка векторов прерывания и стека в нижнюю область 
RAM. 
8  Инициализация видеоконтроллера – далее коды выводятся 
на экран. 
9  Тестирование полного объема ОЗУ. 
10  Тестирование клавиатуры. 
11  Тестирование CMOS-памяти и часов. 
12  Инициализация СОМ и LPT портов (если они обнаружены). 
13  Инициализация и тест контроллера гибких дисков. 
14  Инициализация и тест контроллера прочих накопителей. 
15  Сканирование области дополнительного ROM BIOS. 
16  Вызов Bootstrap (INT 19h) – загрузка операционной системы. 
При успешном окончании контроля выводится извещающее 
сообщение, включаются некоторые индикаторы, подается звуко-
вой сигнал и после всего этого выводится имя текущего накопите-
ля с мерцающим курсором. При обнаружении неработоспособных 
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схем программа POST выводит сообщение об ошибке и звуковые 
сигналы. При наличии специальной схемы диагностики значение 
POST-кода выводится на специальный индикатор (рисунок 6.14). 
 
а) б) 
 
 
 
Рисунок 6.14 – Примеры устройств индикации POST-кодов: 
а) материнская плата со встроенным индикатором;  б) PCI POST карта 
 
POST-коды некоторых часто встречающихся состояний си-
стемы: 
–  01…02, hex – тест программно-доступных регистров цен-
трального процессора; 
–  0В, hex – проверка контрольной суммы CMOS; 
–  0F, hex – проверка контрольной суммы BIOS;  
–  15...18, hex – проверка и инициализация контроллеров пре-
рываний; 
–  20…2F, hex – инициализация слотов шин расширения; 
–  30…31, hex – определение размера и проверка основной                 
и расширенной памяти; 
–  4F, hex – проверка необходимости ввода пароля; 
–  BF, hex – повторная инициализация регистров чипсетового 
набора в соответствии со значениями, установленными в CMOS 
Setup; 
–  CF…EF, hex – проверка корректности подключения плат до-
полнительных устройств в слоты расширения; 
–  FF, hex – POST завершен, ошибок не обнаружено, вызов про-
цедуры загрузки операционной системы. 
Полные таблицы POST-кодов и звуковых сигналов уникальны 
у каждого производителя BIOS для материнских плат. Их рас-
шифровки следует искать на специализированных сайтах или          
в справочниках. 
 140 
 
6.8  Понятие Bootstrap 
 
Стандартная процедура начальной загрузки (Bootstrap Loader), 
вызываемая в конце POST по прерыванию BIOS Int 19h, выбирает 
устройство начальной загрузки IPL (Initial Program Loader) – 
блочное устройство, поддерживающее функцию чтения секторов. 
С этого устройства процедура пытается загрузить в ОЗУ самый 
первый сектор, и если у него в конце по адресу 0000:7DFE име-
ется сигнатура загрузчика (слово АА55Н), то ему передается управ-
ление по адресу 0000:7C00h.  
Если загрузчик потерпит неудачу, то по прерыванию Int 18h 
загрузчик снова передает управление POST для попытки выпол-
нить загрузку с другого устройства.  
На этом заканчивается работа POST и начинается загрузка 
операционной системы, другого выхода из загрузчика не преду-
смотрено. 
В некоторых реализациях Firmware позволяет осуществить за-
грузку операционной системы через интерфейсы, изначально для 
этого не предназначенные, в том числе USB и IEEE 1394. Также 
возможна загрузка по сети с помощью специализированной вер-
сии BIOS, размещаемой в отдельной микросхеме ПЗУ и называе-
мой Boot-ROM. 
В случае, если на диске (дисках) вычислительной системы уста-
новлено несколько операционных систем, MBR содержит таблицу 
разделов диска и небольшую программу, которой и передаёт управ-
ление BIOS. 
Код загрузчика анализирует таблицу разделов и считывает за-
грузочный раздел одной из партиций. Обычно выбирается актив-
ная партиция, хотя есть и исключения (например, Boot Easy – стан-
дартный загрузчик для FreeBSD). 
Загрузочная запись партиции обычно составляет один сектор – 
512 байт (однако и тут есть исключения, например, QNX). Неред-
ко этот загрузчик уже «умеет» работать с файловой системой, он  
в состоянии подгрузить собственные модули и способен загрузить 
ядро или другую программу, осуществляющую настройку и за-
пуск ядра (например, loader во FreeBSD). 
На рисунке 6.15 показаны схемы загрузки трёх ОС. Изображён-
ная структура диска предельно проста: нет расширенной партиции, 
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нет разделов подкачки и прочих деталей. Имеются три партиции, 
на каждой из которых установлена своя ОС. 
 
 
 
Рисунок 6.15 – Схема работы мультизагрузчика 
 
Примеры программ для реализации мультизагрузки: 
– NTLDR – загрузчик ядра Windows NT; 
– Windows Boot Manager (bootmgr.exe, winload.exe) – загрузчик 
ядра Windows Vista, Windows 7 и Windows 8; 
– GRUB (Grand Unified Bootloader) – применяется для загрузки 
ядра Linux и Hurd (StartUp Manager); 
– OS/2 BootManager – загрузчик ядра OS/2; 
– BootX – загрузчик Mac OS X; 
– Paragon Boot Manager – универсальный загрузчик, распро-
страняется с дистрибутивом Paragon Partition Manager. 
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Вопросы для самоконтроля 
 
1  Поясните причину, по которой производители периодиче-
ски выпускают обновления Firmware. 
2  Дайте определение BIOS. 
3  Перечислите преимущества EFI (UEFI) перед BIOS. 
4  В каких компонентах вычислительной системы присут-
ствует BIOS? 
5  Как можно изменить конфигурацию вычислительной си-
стемы  с помощью  параметров в Setup? 
6  Какие цели редактирования BIOS являются самыми рас-
пространенными? 
7  К чему может привести инсталляция несовместимого про-
граммного кода BIOS? 
8  В чем суть  модификации BIOS? 
9  Как выполняется корректировка кода BIOS?  
10  Дайте понятие POST программы. Какие функции она вы-
полняет? 
11  Опишите последовательность шагов POST. 
12  Перечислите POST-коды наиболее часто встречающихся 
состояний системы. 
13  Какие виды устройств могут использоваться для загрузки 
операционной системы? 
14  Приведите примеры мультизагрузчиков операционных    
систем. 
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7 Устройства хранения данных 
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7.1  Способы хранения данных  
 
Поскольку между сеансами работы вычислительной системы 
необходимо хранить большое количество данных – от техниче-
ских параметров работы самой системы до пользовательской ин-
формации, потребовалась разработка устройств, которые могли 
бы реализовать эту функцию. 
Накопители – это класс устройств в составе вычислительной 
системы, осуществляющих запись и считывание данных на энер-
гонезависимых носителях информации.  
По материалу носителя и принципу записи/считывания нако-
пители делятся на нижеперечисленные виды: 
1  Бумажные – перфоленты и перфокарты. Они устарели и в со-
временной вычислительной технике не используются. Второе 
значение термина – отпечатанные копии документов, используе-
мые пользователями во время работы. Для создания бумажных 
копий применяются разнообразные устройства печати. 
2  Магнитные – подразделяются на магнитные ленты и маг-
нитные диски. Принцип работы – электроиндукционное намаг-
ничивание участков поверхности ферромагнитных материалов            
с последующим считыванием этих участков. С помощью наличия 
или отсутствия намагниченности элемента поверхности можно 
закодировать наличие 1 бита информации. Основные виды маг-
нитных дисков: гибкие диски (дискеты, floppy disk – FD), жесткие 
диски (винчестеры, hard disk drive – HDD). 
3  Лазерные (оптические, CD, DVD, BD). Принцип работы ос-
нован на прожиге лучом лазера отверстий на специальной поверх-
ности диска. При считывании диска лазерный луч меньшей мощ-
ности фиксирует либо отраженный сигнал, либо его отсутствие. 
4  Магнитооптические  диски  являются  комбинированными 
устройствами, сочетающими в себе некоторые принципы магнит-
ных и оптических накопителей.  
5  Твердотельные накопители на основе перепрограммируе-
мого постоянного запоминающего устройства (ППЗУ) представ-
ляют собой специальные электронные микросхемы.  
По возможности перезаписи выделяют накопители:  
–  перезаписываемые (все магнитные накопители, некоторые 
оптические, магнитооптические и твердотельные накопители); 
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– неперезаписываемые (лазерные диски CD-R, DVD-R, BD-R). 
Каждый тип накопителя может быть считан или записан только 
с помощью соответствующего ему или совместимого с ним уст-
ройства – дисковода (привода). 
По режиму работы накопители подразделяются: 
– на сменные (ленты, FD, CD, DVD, BD, твердотельные нако-
пители) – такие накопители можно извлекать из приводов во 
время сеанса работы и продолжать работу с новым носителем; 
– на несменные (фиксированные) – накопитель на жестких 
магнитных дисках (винчестер), который производится в одном 
корпусе с приводом. 
Информация на накопителях хранится в виде файлов. При этом 
обращение к каждому из файлов должно реализовываться либо 
отдельно, либо в составе группы. Чтение файлов в большинстве 
систем осуществляется последовательно, поэтому, если файлы 
сильно фрагментированы, скорость доступа к ним существенно 
снижается. На практике в этой ситуации снижается скорость рабо-
ты всех файловых операций. Для устранения фрагментации в со-
став операционных систем включаются утилиты дефрагментации 
(рисунок 7.1). 
 
 
 
Рисунок 7.1 – Работа утилиты дефрагментации файлов defrag 
 
Ошибки файловой структуры следует диагностировать и ис-
правлять на ранних стадиях. Это также делается с помощью ути-
лит операционной системы или сторонних производителей. 
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Физические ошибки привода или накопителей приводят к фа-
тальным ошибкам в работе вычислительной системы. Исправление 
таких ошибок невозможно, но чтобы продлить срок жизни устрой-
ства, можно ограничить доступ операционной системы к повре-
жденной области. Подробнее вопросы диагностики и обслужива-
ния накопителей рассматриваются в рамках соответствующих 
дисциплин. 
 
 
7.2  Интерфейсы подключения накопителей к системе 
 
Среди интерфейсов, посредством которых информация пере-
дается на накопители и получается от них, наиболее часто на ма-
теринские платы устанавливаются следующие: PATA, SATA, SCSI 
и SAS. Их внешний вид отображен на рисунках 7.2 и 7.3.  
 
а) б) 
   
 
Рисунок 7.2 – Интерфейсы накопителей PATA и SATA: 
а) интерфейс  PATA (IDE); б) интерфейс SATA 
 
а) б)  
   
 
Рисунок 7.3 – Интерфейсы накопителей SCSI и SAS: 
а) интерфейс SCSI SCA 80; б) интерфейс SAS 
 
ATA (Advanced Technology Attachment) – параллельный ин-
терфейс подключения накопителей к вычислительной системе.             
В 90-е гг. XX века был стандартом для платформы IBM PC. Разные 
версии ATA известны под именами IDE, EIDE, UDMA, ATAPI.          
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С появлением SATA интерфейс ATA называют также PATA 
(Parallel ATA). 
Для подключения жёстких дисков с интерфейсом PATA обычно 
используется 40-проводниковый кабель (именуемый также шлей-
фом). Каждый шлейф обычно имеет два или три разъёма, один из 
которых подключается к разъёму контроллера на материнской 
плате (в более старых компьютерах этот контроллер размещался 
на «мультикарте» – отдельной плате расширения), а один или два 
других подключаются к дискам. Два одновременно подключен-
ных к шлейфу устройства – не равноправны, одно из них обычно 
считается ведущим (master), а другое ведомым (slave). В один 
момент времени шлейф ATA передаёт 16 бит данных. Иногда 
встречаются шлейфы IDE, позволяющие подключение трёх дис-
ков к одному IDE каналу, но в этом случае один из дисков рабо-
тает в режиме read-only. 
Интерфейс неоднократно модифицировался для увеличения 
пропускной способности. Для поддержки совместимости со ста-
рыми моделями устройств модификация системной части кон-
троллера проводилась в основном на программном уровне (уро-
вень режимов PIO и UDMA). С введением режима Ultra DMA/66 
(UDMA4) пришлось использовать 80-проводниковый кабель. Все 
дополнительные проводники – это проводники заземления, чере-
дующиеся с информационными проводниками. Такое чередование 
проводников уменьшает ёмкостную связь между ними, тем самым 
сокращая взаимные наводки. Спецификация UDMA4 скорости пе-
редачи данных 66,7 МБ/с. Режимы UDMA5 и UDMA6 организуют 
обмен данными на скорости 100 МБ/с и 133 МБ/с  соответственно. 
Перегрузка на шине, к которой подключён ATA-контроллер, 
также может ограничивать максимальный уровень передачи. 
Максимальная пропускная способность шины PCI, работающей 
на частоте 33 МГц и имеющей разрядность 32 бита, составляет 
133 МБ/с суммарно для всех PCI-устройств. 
SATA (Serial Advanced Technology Attachment) – высокоскорост-
ной последовательный интерфейс для устройств хранения инфор-
мации. SATA использует 7-контактный разъём вместо 40-контакт-
ного разъёма у IDE (PATA). Стандарт SATA предусматривает го-
рячую замену устройств и функцию очереди команд (NCQ). SATA 
Revision 3.0 предусматривает пропускную способность до 6 Гбит/с. 
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SCSI (Small Computer Systems Interface) – интерфейс, разрабо-
танный для объединения на одной шине различных по своему 
назначению устройств, таких как жёсткие диски, накопители на 
магнитооптических дисках, приводы CD, DVD, стриммеры, скане-
ры, принтеры и т. д. Существует три стандарта SCSI: SE – single-
ended; LVD – low-voltage-differential, интерфейс дифференциальной 
шины низкого напряжения; HVD – high-voltage-differential.  
Serial Attached SCSI (SAS) – компьютерный интерфейс, разра-
ботанный для обмена данными с такими устройствами, как жёст-
кие диски, накопители на оптическом диске и т. д. SAS исполь-
зует последовательный интерфейс для работы с непосредственно 
подключаемыми накопителями (Direct Attached Storage (DAS)  
devices). Для управления SAS-устройствами используется набор 
команд SCSI. SAS обеспечивает передачу данных со скоростью 
до 12 Гбит/с на одну линию. К 2017 г. ожидается появление спе-
цификации SAS со скоростью передачи данных 24 Гбит/с. 
 
 
7.3  Магнитная форма записи 
 
Материалы, способные во внешнем магнитном поле создавать 
собственное магнитное поле, называются магнетиками. Суще-
ствуют три основные группы магнетиков: диамагнетики, пара-
магнетики и ферромагнетики.  
Магнитный гистерезис – явление зависимости вектора намаг-
ничивания и вектора напряженности магнитного поля в веществе 
не только от приложенного внешнего поля, но и от предыстории 
данного образца (рисунок 7.4). 
 
 
 
Рисунок 7.4 – График зависимости намагниченности вещества 
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У ферромагнетиков собственное магнитное поле на несколько 
порядков превосходит внешнее. При температуре выше точки 
Кюри доменная структура ферромагнетика разрушается. 
Классическая система формирования доменов намагниченности 
делится на два типа: продольную и перпендикулярную (рисунок 7.5). 
 
а) б)  
  
 
Рисунок 7.5 – Примеры систем намагничивания: 
а) продольный способ; б) перпендикулярный способ 
 
С помощью перпендикулярного метода записи уже достигнута 
удельная плотность размещения данных порядка 400 Gbpsi (гига-
бит на квадратный дюйм) или 62 Гбит/см².  
Паттерированный способ записи (рисунок 7.6) позволяет изба-
виться от шумовых эффектов при переходе считывающей головки 
от одного магнитного домена к другому во время чтения данных. 
 
а) б)  
 
 
 
Рисунок 7.6 – Организация размещения доменов намагниченности: 
а) традиционная запись;   б) структурированная запись 
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Термоассистируемая магнитная запись HAMR (Heat-assisted 
magnetic recording)) – гибридная технология записи информации, 
комбинирующая магнитное чтение и магнитооптическую запись. 
Принцип работы устройств, использующих эту технологию, со-
стоит в локальном нагревании лазером и перемагничивании в про-
цессе записи поверхности пластин жесткого диска (рисунок 7.7). 
Нагрев поверхности снижает коэрцитивность материала поверх-
ности, что позволяет значительно уменьшить размеры магнитной 
области, хранящей один бит информации, и увеличить стабиль-
ность хранения данных, избегая вредного влияния суперпарамаг-
нитного эффекта. Нагрев выполняется с помощью лазера, кото-
рый за 1 пс разогревает область записи до 100 °C. Технология 
позволяет достичь плотности записи в 2,32–7,75 Тбит/см². 
 
 
 
Рисунок 7.7 – Принцип работы технологии HAMR 
 
 
7.4 Стримеры и дисководы на гибких дисках 
 
Стримеры и дисководы на гибких дисках работают на принципе 
«жесткого контакта» между магнитной головкой и носителем ин-
формации (рисунок 7.8). 
 
 
 
Рисунок 7.8 – Проволочный магнитофон МЕЗОН  
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Технология хранения данных на магнитной ленте пришла на 
смену проволоке и в разные периоды характеризовалась различны-
ми потребительскими свойствами. Использование современных 
стримеров имеет следующие отличительные черты. 
Достоинства: большая ёмкость; низкая стоимость и простые 
условия хранения информационного носителя; стабильность ра-
боты; надёжность; низкое энергопотребление у ленточной библио-
теки большого объёма. 
Недостатки: низкая скорость произвольного доступа к данным 
из-за последовательного доступа (лента должна прокрутиться                
к нужному месту); сравнительно высокая стоимость устройства  
записи (стримера). 
LTO (Linear Tape-Open) – стандарт записи на магнитную ленту 
современных стримеров (таблица 7.1). Практически используемым 
форматом записи данных в этом стандарте является Ultrium. 
 
Таблица 7.1 – Характеристики гибких магнитных дисков 
 
Поколение LTO-1 LTO-2 LTO-3 LTO-4 LTO-5 LTO-6 LTO-7 LTO-8 
Ёмкость 100 ГБ 200 ГБ 400 ГБ 800 ГБ 1,5 ТБ 2,5 ТБ 6,4 ТБ 12,8 ТБ 
Скорость 
(MБ/с) 15 40 80 120 180 400 788 1180 
 
Гибкие диски – это вид сменных носителей с произвольным ме-
тодом доступа к информации (рисунок 7.9). 
 
 
 
Рисунок 7.9 – Пример работы привода с гибким диском 
 
Шаговый двигатель передвигает головку между дорожками, 
другой двигатель раскручивает диск – таким образом обеспечи-
вается доступ ко всей поверхности диска.  
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Первая дискета диаметром в 200 мм (8 дюймов) с соответ-
ствующим дисководом была представлена фирмой IBM в 1971 г. 
Стандарт IBM PC версии 1979 г. был ориентирован уже на дис-
кеты диаметром 133 мм (5¼ дюйма). В 1982 г. фирма Sony пред-
ставила дискеты диаметром 90 мм (3½ дюйма) и дисководы           
для них.  
Плотность размещения информации: односторонние с оди-
нарной плотностью – Single Side Single Density (SS/SD), двусто-
ронние с одинарной плотностью – Double Side Single Density 
(DS/SD), двусторонние с двойной плотностью – Double Side 
Double Density (DS/DD), двусторонние с четырехкратной плот-
ностью – Double Side Quad Density (DS/QD), двусторонние с вы-
сокой плотностью – Double Side High Density (DS/HD) и двусто-
ронние с расширенной плотностью – Double Side Extended Den-
sity (DS/ED). 
Наиболее популярные форматы гибких магнитных носителей 
перечислены в таблице 7.2. 
 
Таблица 7.2 – Характеристики гибких магнитных дисков 
 
Тип дискеты 5¼" DS/DD 5¼" DS/QD 3½" DS/DD 3½" DS/HD 3½" DS/ED 
Размер, Кбайт 360 1200 720 1440 2880 
Дорожек/секторов 40/9 80/15 80/9 80/18 80/36 
 
Самым важным наследием, которым обладали все типы таких 
накопителей и которое будет унаследовано последующими видами 
накопителей на гибких носителях, является устойчивость к вибра-
циям и ударам в процессе работы и транспортировки. 
 
 
7.5  Накопители на жестких магнитных дисках 
 
Накопитель на жестком магнитном диске (Hard Disk Drive, 
HDD, «жесткий диск», «винчестер») – устройство записи на маг-
нитный носитель с произвольным доступом к данным в герме-
тичном корпусе (рисунок 7.10). 
Почти все современные накопители (рисунок 7.11) для пер-
сональных компьютеров и серверов имеют ширину либо 3,5”, 
либо 2,5” дюйма – под размер стандартных креплений для них 
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соответственно в настольных компьютерах и ноутбуках. В по-
следние годы получили распространение форматы 1,8”, 1,3”, 1” 
и 0,85” дюйма.  
 
 
 
Рисунок 7.10 – Классическая модель строения «жесткого диска» 
 
 
 
 
Рисунок 7.11 – Соотношение размеров дисковых устройств 
 
Основные компоненты жесткого диска, которые влияют на про-
изводительность жесткого диска: 
– шпиндельный двигатель (приводит в движение магнитный 
диск, вращая его со скоростью от 3 600 до 15 000 оборотов в ми-
нуту); 
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– блок магнитных головок: 
а) монолитные; 
б) композитные; 
в) тонкопленочные; 
– привод блока магнитных головок: 
а) поворотный привод; 
б) линейный привод; 
в) плата электроники. 
Практически каждый жесткий диск имеет два воздушных филь-
тра: барометрический и рециркуляции.  
Фильтр рециркуляции, расположенный в гермоблоке, использу-
ется только для фильтрации внутренней «атмосферы» от мелких 
частиц магнитного слоя и других частиц, попавших внутрь гермо-
блока.  
Барометрический фильтр выравнивает давление снаружи и 
внутри гермоблока. Именно потому, что накопители имеют не 
полностью герметический корпус, производители указывают для 
них рабочий диапазон высот над уровнем моря, при котором га-
рантируется их работоспособность (обычно диапазон от –300 до 
+3 000 метров). 
Независимо от материала, используемого в качестве основы 
диска, на него наносится тонкий слой вещества, который спосо-
бен сохранять остаточную намагниченность.  
Оксидный слой. Представляет из себя специальное полимер-
ное покрытие с наполнителем, состоящим из окиси железа. При 
этом наносится суспензия оксида железа в растворе полимера. 
Под влиянием центробежной силы она равномерно распределяет-
ся по всей поверхности. После того как раствор полимеризуется, 
поверхность шлифуется. Обычно толщина слоя оксида – порядка 
0,1 микрона.  
Тонкопленочный слой. Данный слой также называют напы-
ленным или гальванизированным, поскольку наносится тонкая 
пленка разными способами. Толщина магнитного слоя – порядка 
0,025 мкм. Поверхность получается очень гладкой, что позволяет 
уменьшить зазор между поверхностью и головкой винчестера.  
Двойной антиферромагнитный слой. В этом случае носители 
представляют собой два магнитных слоя, разделенных тонкой 
пленкой металлического рутения. Толщина – 6 ангстрем (3 атома). 
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7.6  Хранение данных на оптических дисках 
 
Лазерные диски изготавливаются из поликарбоната толщиной 
1,2 мм диаметром 12 см, покрытого тончайшим слоем алюминия 
с защитным слоем из лака, на котором обычно печатается этикетка.  
Компакт-диски (CD) вмещают до 650 Мбайт информации            
(74 минуты аудио). Используются также CD объемом 700 Мб         
(80 минут аудио), 800 Мб (90 минут аудио) и более, однако они 
могут не читаться на некоторых приводах компакт-дисков. Бывают 
также мини-CD диаметром 8 см, вмещающие 140 Мб данных          
(21 минута аудио). 
Информация на лазерном диске хранится в виде спиральной 
дорожки так называемых питов, выдавленных на поликарбонат-
ном слое. Так как диск читается с нижней стороны, каждый пит 
выглядит для лазера как возвышение. Места, где такие возвыше-
ния отсутствуют, называются площадками. Высота каждого воз-
вышения равняется четверти длины волны света лазера, что при-
водит к разнице в фазах в половину длины волны между светом, 
отраженным от площадки, и светом, отраженным от возвышения 
(рисунок 7.12). Таким образом, фиксируются логические «1» и «0». 
 
 
 
Рисунок 7.12 – Сравнение форматов записи на лазерные диски 
 
DVD представляет собой две склеенные пластины из поликар-
боната толщиной по 0,6 мм, покрытые отражающим слоем из 
алюминия или золота. Один слой способен хранить 4,38 Гбайт 
информации. Для чтения DVD используется лазер с длиной волны 
650 нм и большей, чем у лазеров для CD, апертурой, что позволяет 
значительно увеличить плотность записи. Кроме того, в DVD       
используются более эффективные алгоритмы кодирования (EFM-
Plus) и коррекции ошибок (RS-PC). 
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Промышленное применение получили и двухслойные DVD,          
в которых два идентичных диска с данными располагаются один 
за другим (рисунок 7.13). На ближний к лазеру диск наносят по-
лупрозрачное золотое покрытие, так что луч может проходить 
через него. 
 
 
 
Рисунок 7.13 – Сравнение форматов записи на лазерные диски 
 
Различают следующие типы носителей DVD: 
– DVD-ROM – штампованные на заводе диски;  
– DVD-R/RW (DL) – однократно (RW – многократно) записыва-
емые диски, стандартизованные DVD Forum (Double Layer – двух-
слойные);  
– DVD-RAM – многократно записываемые диски с произволь-
ным доступом (RAM – Random Access Memory);  
– DVD+R/RW (DL) – однократно (RW – многократно) записы-
ваемые диски, предложенные DVD + RW Alliance (Double Layer – 
двухслойные). 
Скорость CD-приводов указывается в единицах, кратных               
150 Кбайт/с (1х), а DVD-приводов – в единицах, кратных              
1 352 Кбайт/с (что соответствует 9х для CD-привода).  
В технологии Bluray для чтения и записи используется сине-
фиолетовый лазер с длиной волны 405 нм. Обычные DVD и CD ис-
пользуют красный и инфракрасный лазеры с длиной волны 650 нм 
и 780 нм соответственно. Уменьшение длины волны позволило 
записывать информацию в питы меньшего размера, а значит, хра-
нить больше информации в физической области диска, а также 
увеличить скорость считывания до 432 Мбит/с. 
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Однослойный диск Blu-ray disk (BD) может хранить 23,3/25/27 
или 33 Гб, двухслойный диск может вместить 46,6/50/54 или 66 Гб.  
В формате BDXL объем увеличен до 100 ГБ (3-слойные диски 
BD TL) и 128 ГБ (4-слойные диски BD QL). 
Диски BDXL не могут читаться на приводах BD, но приводы 
BDXL могут читать BD-диски. 
 
 
7.7  Х ранение данных на твердотельных накопителях 
 
Твёрдотельные накопители (Solid State Drive – SSD) по своей 
природе не содержат каких-либо движущихся частей, в отличие 
от механических жёстких дисков. В результате они намного на-
дёжнее и, потенциально, намного эффективнее.  
Под твердотельным накопителем следует понимать комбина-
цию твердотельного носителя и контроллера, с помощью которого 
осуществляется доступ к носителю. 
Контроллер накопителя может быть встроен в один корпус с но-
сителем и подключаться к стандартному интерфейсу. Такими ин-
терфейсами являются USB, SATA, IDE, SCSI и некоторые другие.  
Примерами устройств со встроенным контроллером являются 
USB Flash Disk и SSD (рисунок 7.14). 
 
а) б)  
   
 
Рисунок 7.14 – Примеры твердотельных накопителей: 
а) USB Flash Disk;   б) SATA SSD 
 
Твердотельные носители без встроенного контроллера ис-
пользуются для автономных и специализированных устройств. 
Информацию с них можно считывать при помощи компьютера, 
если воспользоваться кардридером (рисунок 7.15). 
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Рисунок 7.15 – Кардридер 
 
Твердотельные носители – это довольно широкий класс уст-
ройств с различными принципами работы и форм-факторами             
корпусов. Примерами твердотельных накопителей являются Smart-
Media, SD, MMC, xD-Picture Card, MemoryStick, CF и другие (рису-
нок 7.16). 
 
а) б)  в)  г) 
  
  
 
Рисунок 7.16 – Примеры твердотельных носителей: 
а) CompactFlash;   б) MMC;   в) xD-Picture Card;   г) MemoryStick 
 
Основой твердотельных носителей является микросхема па-
мяти, поддерживающая функцию энергонезависимого хранения 
данных. В отличие от других типов твердотельных накопителей, 
в модулях флеш-памяти для хранения данных используются один 
или два транзистора (в других типах это обычно конструкция из 
нескольких транзисторов и конденсатора). Идея хранения данных 
основана на том, что такой транзистор способен сохранять заряд, 
соответственно позволяя определить его наличие. При записи  
заряд помещается на плавающий затвор (или посредством пере-
носа электронов, или с использованием квантово-механических 
эффектов туннелирования –  это зависит от типа памяти). 
Следует помнить также, что широкий уровень совместимости 
твердотельных накопителей обеспечивается применяемой в них 
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файловой системой. По умолчанию в большинстве из них исполь-
зуется файловая система FAT. После вмешательства пользователя 
и изменения файловой системы может возникнуть ситуация,          
когда носитель не опознается специализированным устройством, 
либо не читается операционной системой. 
Главный недостаток NAND SSD – ограниченное количество 
циклов перезаписи (около 100 000 раз). Для борьбы с неравно-
мерным износом применяются схемы балансирования нагрузки.  
Цена гигабайта SSD-накопителей в несколько раз (6–7 для 
наиболее дешевой флеш-памяти) выше цены гигабайта HDD (по 
состоянию на октябрь 2014 г. – 35 центов за гигабайт).  
Применение в SSD-накопителях команды TRIM может сильно 
осложнить или сделать невозможным восстановление удалённой 
информации recovery-утилитами. 
 
 
7.8 Расчет стоимости единицы хранения информации 
 
Первое устройство хранения данных с произвольным досту-
пом, позднее названное жестким диском, было выпущено компа-
нией IBM в 1956 году. Устройство имело емкость всего 5 Мбайт, 
а данные записывались на 50 дисков диаметром 24 дюйма, вра-
щавшихся со скоростью 1 200 об/мин. Среднее время доступа 
равнялось одной секунде, а плотность записи составляла всего            
2 Кбит/кв. дюйм. Стоимость же его составляла 50 тыс. долл. 
Стоимость хранения информации на накопителе вычисляется 
из соотношения: стоимость носителя информации, деленная на 
объем хранящихся данных (рисунок 7.17). Стоимость управляюще-
го контроллера может либо входить (для несменных носителей), 
либо не входить (для сменных носителей) в общую сумму. Таким 
образом, стоимость хранения 1 Мб в 1956 г. составляла 10 тыс. долл. 
После 2010 г. статистика имеет нерепрезентативный характер, 
поскольку производство разных типов носителей не дает возмож-
ности свести их в единую статистику. 
Эффективность вложенных средств зависит от заполняемости 
накопителя, уровня надежности хранения данных, а также от того, 
является накопитель одноразовым, либо используется для много-
кратной записи. 
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Рисунок 7.17 – Сравнительная стоимость хранения данных за 1 Мб 
(стоимость указана в долл. США) 
 
Современные тенденции по обеспечению совместимости смен-
ных носителей (в основном оптических) позволяют производите-
лям управлять только параметром плотности размещения данных. 
Физические размеры носителей производители предпочитают  
сохранять неизменными. Новые революционные технологии не 
связаны никакими ограничениями. Можно привести следующие 
примеры: 
Перспективы технологий оптической записи. Тысячи гологра-
фических страниц могут быть сохранены в одном и том же объеме 
записывающей среды с помощью различных вариантов мульти-
плексирования. Его можно выполнить за счет изменения угла  
падения лучей лазера, длины его волны, фазы опорного луча про-
странственного изменения точки входа информационного и опор-
ного лучей в среду записи при ее сдвиге или вращении, а также 
комбинации всех этих способов. Теоретически для записи данных 
в голографической памяти может использоваться полный объем 
кристалла, хотя есть и практические ограничения. Однако и с огра-
ничениями его возможности достаточны, чтобы оставить далеко 
позади DVD и Blu-ray. Скорости передачи данных могут дости-
гать 1 GBps и более. Это намного быстрее любой другой оптиче-
ской технологии типа CD, DVD, HD DVD и Blu-ray, где макси-
мальная скорость передачи не превышает 11 MBps. 
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Перспективы магнитных накопителей. Размеры самого маг-
нитного домена обусловливают плотность записи информации на 
диск. В перспективе рассматривается возможность использовать 
для хранения одного бита информации всего лишь одно зерно 
(рисунок 7.18). 
 
 
 
Рисунок 7.18 – Изменение плотности магнитной записи 
 
Вопросы для самоконтроля 
 
1  Какие функции выполняют накопители? 
2  Как классифицируются накопители по материалу носителя 
и принципу записи/считывания информации? 
3  Классифицируйте накопители по режиму работы.  
4  Посредством каких интерфейсов информация передается на 
накопители и снимается с них? 
5  Перечислите основные интерфейсы для устройств хранения 
информации. 
6  Сравните «контактный» и «бесконтактный» способы маг-
нитной записи. 
7  Опишите процесс обработки информации на гибких маг-
нитных дисках. 
8  Как функционирует накопитель на жестком магнитном 
диске? 
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9  Опишите способы нанесения магнитного слоя на пластины 
жесткого диска. 
10  Из каких материалов изготовляются лазерные диски? 
11  Классифицируйте лазерные диски по типу носителей и объ-
ему записываемой информации. 
12  Объясните принцип работы твердотельных накопителей. 
13  Приведите примеры твердотельных носителей. 
14  Перечислите основные достоинства и недостатки твердо-
тельных накопителей. 
15  По какой формуле рассчитывается стоимость хранения 
информации на накопителе? 
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8  Устройства мультимедиа 
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8.1  Классификация устройств мультимедиа 
 
Мультимедийные функции считаются дополнительными в вы-
числительной системе. Для их реализации необходимо задейство-
вать функции видеосистемы, звуковое оборудование, дисковые 
накопители и большой состав специализированных устройств. 
Мультимедийные устройства популярны среди пользователей, 
поэтому производители не перестают пополнять их перечень. 
Классификация устройств мультимедиа может выглядеть сле-
дующим образом: 
–  устройства вывода медиаданных: 
а)  видеосистемы и телевизионные системы; 
б)  аудиосистемы; 
в)  системы сопряжения с виртуальной реальностью; 
г)  mp3-плееры; 
д)  mp4-плееры; 
е)  DVD- и VHS-плееры; 
ж)  TV-ресиверы; 
–  устройства хранения медиаданных: 
а) жесткие диски; 
б) устройства для работы с оптическими дисками; 
в) твердотельные накопители; 
–  устройства оцифровки медиаданных: 
а) устройства оцифровки звука: 
1)  звуковые карты и звуковые интерфейсы; 
2)  портастудии; 
3)  цифровые диктофоны, CD- и DVD-рекордеры; 
4)  аудиоресиверы; 
б) устройства оцифровки статических изображений: 
1)  сканеры; 
2)  web-камеры; 
3)  цифровые фотоаппараты; 
в) устройства оцифровки динамических изображений: 
1)  TV-тюнеры и TV-микшеры; 
2)   цифровые видеоинтерфейсы и платы видеозахвата; 
3)  DVD-рекордеры; 
–  портативные медиаустройства: 
а) устройства навигации; 
б) сотовые телефоны, органайзеры, коммуникаторы; 
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в) mp3-плееры, FM-плееры, walkman. 
Поскольку медиаданные являются потоковыми данными, то их 
обработка требует определенной аппаратной поддержки. В про-
тивном случае она будет отвлекать существенную часть ресурсов 
вычислительной системы. Передача медиаданных по информаци-
онным сетям требует от них высоких скоростей (широкой полосы 
пропускания). Игровые платформы тоже относятся к медиаданным. 
Высокий уровень требований игровых платформ к ресурсам вы-
числительной системы и поддержке наборов инструкций для уско-
ренной обработки медиаданных выдвинул игровые программы в ка-
честве системы сравнительных эталонов производительности        
вычислительной системы. Результаты теста могут оцениваться                
в комплексных единицах производительности fps (frame per second). 
Например, комплексная система тестирования 3D-Mark исполь-
зует последовательность нескольких игровых платформ и вирту-
альных сред с фиксированными траекториями объектов в несколь-
ких режимах использования оборудования. 
Поскольку вычислительная система может обеспечить поль-
зователя медиафункциями, то ее типовая структура может быть 
представлена так, как показано на рисунке 8.1. 
 
 
8.2 Видеоинтерфейс вычислительной системы 
 
Видеоадаптер обеспечивает интерфейс между вычислитель-
ной системой и монитором, передавая цифровые или аналоговые 
сигналы, превращающиеся в изображение, которое пользователь 
видит на экране. Наиболее значимые стандарты видеоадаптеров: 
MDA (Monochrome Display Adapter); HGC (Hercules Graphics 
Card); CGA (Color Graphics Adapter); EGA (Enhanced Graphics 
Adapter); VGA (Video Graphics Array); SVGA (Super VGA); XGA 
(eXtended Graphics Array); UGA (Ultra Video Graphics Array). 
Каждый из этих стандартов был оптимизирован под конкретный 
класс устройств и учитывал такие характеристики, как форма и раз-
мер зерна (пикселя) монитора, число поддерживаемых оттенков, ко-
личество знакомест и т. д. Объем обрабатываемых данных у них се-
рьезно отличается. Другими словами, они несовместимы, что можно 
проследить по форме соответствующих разъемов (рисунок 8.2). 
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Рисунок 8.1 – Состав вычислительной системы с медиафункциями 
 
 
 
Рисунок 8.2 – Интерфейсы видеоадаптеров 
Посто- 
янная 
Опера-
тивная Магнито-
оптические 
накопители Кэш-память 
 167 
 
Современные видеоадаптеры более универсальны. Они под-
держивают несколько режимов формирования изображений, но 
для этого драйвер видеоадаптера или операционная система 
должны знать тип (а иногда и модель) монитора, подключаемого 
к видеоадаптеру. Эту информацию система может получить либо 
от пользователя, либо через цепи обратной связи видеоадаптера. 
Современные видеоадаптеры имеют сложную структуру (ри-
сунок 8.3). 
 
 
 
Рисунок 8.3 – Структура 3D-видеоадаптера 
 
Максимальный режим работы видеоадаптера в 2D непосред-
ственно зависит от объема видеопамяти. Важно знать, что полоса 
пропускания шины, к которой подключается видеоадаптер, должна 
обеспечить его необходимым набором данных. Таким образом,           
в ограничении возможностей видеоадаптера не всегда «виноват» 
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графический процессор. Эти параметры можно вычислить по 
формулам:  
 
объем видеопамяти = разрешение экрана × · глубину цвета = бит; 
полоса пропускания шины = объем видеопамяти ×  
×  частота обновления = бит/с. 
 
Современный видеоадаптер, как правило, может одновременно 
управлять несколькими мониторами (функция DualHead). В этом 
случае и объем видеопамяти, и полоса пропускания шины делятся 
на все генерируемое изображение. 
Эффективность работы видеоадаптера в режиме 3D зависит от 
набора его инструкций. Операционная система обслуживает эти 
инструкции с помощью наборов функций DirectX. Если какая-
либо пользовательская программа требует одну из этих функций, 
а в наборе ее нет, то необходимо обновить версию DirectX. 
 
 
8.3  Устройства отображения 
 
Устройства отображения можно разделить на два вида: фор-
мирующие плоские изображения и формирующие объемные или 
псевдообъемные изображения. Среди систем формирования 
плоских изображений можно выделить мониторы и проекторы. 
По типу отображаемой информации мониторы делят на алфа-
витно-цифровые и графические (в свою очередь делятся на век-
торные и растровые). В векторном дисплее изображение строится 
из элементарных отрезков векторов. В растровых дисплеях изоб-
ражение получают с помощью матрицы точек. В вычислительных 
системах применяются растровые мониторы на базе электронно-
лучевых трубок (ЭЛТ), газоплазменные мониторы, системы ла-
зерной проекции и самые популярные – на основе жидких кри-
сталлов (ЖК, LCD). 
Работа ЖК-мониторов основана на свойстве некоторых ве-
ществ проявлять анизотропию в текучем («жидком») состоянии. 
Для изготовления мониторов используют так называемые нема-
тические кристаллы, молекулы которых имеют форму палочек 
или вытянутых пластинок. В отсутствии электрического поля мо-
лекулы этого вещества образуют скрученные спирали (обычно 90º). 
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В результате такой ориентации молекул плоскость поляризации 
проходящего света поворачивается. Если же к прозрачным элек-
тродам приложено напряжение, спираль молекул распрямляется 
(они ориентируются вдоль поля), при этом поворота плоскости 
поляризации проходящего света не происходит. Используя подхо-
дящим образом ориентированный пленочный поляризатор, можно 
добиться, чтобы в первом случае ЖК-элемент пропускал свет, а во 
втором – нет. 
При пассивном управлении электрическое поле возникает не 
только в точке пересечения адресных проводников, но и на всем 
пути распространения тока. В активных матрицах (например, TFT) 
каждой  точкой  изображения  управляет  независимый  переклю-
чатель. 
Также в ЖК-мониторах значительную роль играет источник по-
стоянного свечения (лампа подсветки), ее спектр свечения и способ 
распределения света по плоскости экрана. 
Проектор позволяет сформировать изображение большого раз-
мера на удаленной плоскости (проекционный экран или проекци-
онная доска). Современные проекторы для формирования изобра-
жения часто используют технологии, родственные ЖК-мониторам. 
Среди новинок плоскостных систем отображения можно от-
метить появление так называемых гибких экранов (рисунок 8.4). 
 
 
 
Рисунок 8.4 – Матрица гибкого экрана 
 
Все современные мониторы можно разделить на 3 большие 
группы: 
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–  с фиксированной частотой; 
–  с несколькими фиксированными частотами; 
–  многочастотные (их также называют мультичастотные). 
Мониторы с фиксированной частотой воспринимают синхро-
сигналы какой-либо одной частоты, например, для кадровой раз-
вертки 60 Hz (для LCD – 75 Hz), а для строчной – 31,5 kHz. 
Мониторы с несколькими фиксированными частотами менее 
критичны к значениям частот синхроимпульсов и могут работать            
с набором из 2 или более сочетаний частот синхроимпульсов кадро-
вой и строчной развертки. Мультичастотные мониторы (Multisync) 
обладают способностью настраиваться на произвольные значения 
частот синхросигналов из некоторого определенного диапазона, 
например, 30–64 kHz – для строчной и 50–100 Hz – для кадровой. 
В случае, когда частота обновления экрана не поддерживается 
устройством, а пользователь ее назначает – драйвер видеоадаптера 
может компенсировать дисбаланс настроек. Реальную частоту об-
новления можно посмотреть в цифровом меню настроек монитора. 
При подключении устройств отображения к видеокарте ис-
пользуются следующие типы разъемов: разъем DB-15 (RGB, VGA, 
CRT) с аналоговым видеосигналом; разъем DVI (Digital Visual 
Interface), позволяющий передавать цифровой и аналоговый видео-
сигнал; аналоговые порты: S-video, композитный (RCA) и компо-
нентный (YUV). 
 
 
8.4 Аудиоинтерфейсы вычислительных систем 
 
Звуковая карта (аудиоинтерфейс) – это устройство, позво-
ляющее с помощью компьютера и специального программного 
обеспечения осуществлять запись и воспроизведение звукового 
материала. Крайне редко, и обычно в очень дорогих аудиоинтер-
фейсах, предоставляется возможность автономной работы. Типо-
вую структуру звуковой карты можно представить как показано 
на рисунке 8.5. 
Для эффективной обработки сигнала звуковой картой функция 
усиления делится на предусиление (реализуется на уровне мик-
росхемы аудиочипсета) и постусиление (2-й каскад). Линейный 
сигнал аудиовыхода снимается между каскадами усилителя. 
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Рисунок 8.5 – Функциональная схема звукового адаптера 
 
Современной шиной звуковых карт является PCI-E (рисунок 8.6). 
 
 
 
Рисунок 8.6 – Звуковая карта PCI-E MSI Xtreme Audio Card 
 
Внешние звуковые интерфейсы с подключением к FireWire 
или USB дают возможность пользователю управлять параметра-
ми входного и выходного сигнала с консоли в режиме on-line. Эта 
возможность высоко ценится при организации аудиозаписи (ри-
сунок 8.7). 
При организации многоканальной записи стоимости автоном-
ных и комбинированных систем могут практически сравняться. 
Поэтому в современной студии могут равноправно использоваться 
как портастудии, так и вычислительные системы, оснащенные 
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многоканальными звуковыми интерфейсами, подключенные через 
порт/порты FireWire (рисунок 8.8). 
 
 
 
Рисунок 8.7 – Внешний аудиоинтерфейс 
 
 
а) б) 
  
 
Рисунок 8.8 – Устройства многоканальной записи: 
а) портастудия ;  б) многоканальный аудиоинтерфейс 
 
 
8.5  Акустические системы 
 
Акустические системы предназначены для перевода аналого-
вого сигнала на выходе звуковой карты в акустические колебания, 
которые может улавливать человеческое ухо. 
К акустическим системам (рисунок 8.9) можно отнести науш-
ники, колонки и комплексы озвучки помещений (акустика до-
машних кинотеатров, системы 3D-sound, акустическое оформление 
конференцзалов). Если колонки акустической системы являются 
пассивными, то в состав акустической системы обязательно входит 
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усилитель мощности. В состав систем 3D-sound входит многока-
нальный тюнер-ресивер. В концертных залах и конференцзалах 
обязательным оборудованием являются микшерные пульты для 
индивидуальной настройки и установления баланса между неза-
висимыми источниками звука. 
 
 
 
Рисунок 8.9 – Состав акустической системы 
 
Число каналов, используемых акустической системой для при-
дания эффекта «естественности звучания», технически ограничено 
только фантазией программиста. Однако стандарты на оборудова-
ние акустических систем меняются довольно редко. Большинство 
из этих стандартов было разработано компанией Dolby Laborato-
ries, Inc.: 
–  Dolby Stereo; 
–  Dolby Surround; 
–  Dolby Digital Surround EX; 
–  Dolby Digital Virtual Speaker; 
–  DTS-ES 6.1 Descreete. 
Колонки бывают следующих разновидностей: встраиваемые, 
полочные (настольные), напольные и концертные (рисунок 8.10). 
Различие проявляется в физических размерах, мощности и ча-
стотных характеристиках. 
Чтобы улучшить частотные характеристики акустической си-
стемы, в состав одной колонки включают несколько динамиче-
ских головок, каждая из которых будет оптимально выводить звук 
в определенном частотном диапазоне (полосе). Для разделения 
звука между акустическими головками и достижения более ровной      
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амплитудно-частотной характеристики в состав колонки входит 
схема согласования (рисунок 8.11). 
 
а) б) в) г) 
  
  
 
Рисунок 8.10 – Примеры акустических систем: а) напольная;  
б) полочная «2:0»;  в) полочная «2:1»;  г) комплексная «5:1»  
 
 
 
 
Рисунок 8.11 – Амплитудно-частотная характеристика  
акустической системы 
 
 
8.6  Устройства оцифровки статичных изображений 
 
Оцифровка статических изображений – процесс цифровой фо-
тофиксации объектов живой и неживой природы. Эта функция 
реализуется следующими видами устройств. 
Сканер – устройство, которое позволяет вводить в компьютер 
образы изображений, представленных в виде текста, рисунков, 
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слайдов, фотографий или другой графической информации. Ска-
неры можно классифицировать по следующим критериям: 
– по степени прозрачности вводимого оригинала изображения:  
а)  непрозрачные оригиналы (фотографии, рисунки, стра-
ницы книг и журналов), при этом изображение снимается в отра-
женном свете;  
б)  прозрачные оригиналы (слайды, негативы, пленки), при 
этом обрабатывается свет, прошедший через оригинал; 
– по типу вводимого изображения:  
а) черно-белые (штриховые или полутоновые);  
б) цветные; 
– по кинематическому механизму сканера:  
а)  ручные сканеры – проблема ровного и равномерного пе-
ремещения сканирующей головки по соответствующему изобра-
жению (от чего зависит качество сканированного изображения) 
возлагается на пользователя;  
б)  планшетные сканеры – сканирующая головка перемеща-
ется относительно бумаги с помощью шагового двигателя;  
в)  листопротяжные и/или барабанные сканеры – отдельные 
листы документов протягиваются через устройство мимо скани-
рующей головкой;  
г)  проекционные сканеры – вводимый документ кладется на 
поверхность сканирования изображением вверх, при этом блок 
сканирования также находится сверху, а перемещается только ска-
нирующее устройство (возможно сканирование проекций трехмер-
ных предметов); 
д)  планетарные, или книжные, сканеры – представляют  
собой комбинацию из держателя оригинала, цифровой камеры вы-
сокого разрешения, закрепленной на штативе и специально распо-
ложенных осветительных приборов; 
е)  слайд-сканеры. 
Примеры устройств, реализующих функцию сканирования, 
приведены на рисунке 8.12. 
Сканирование двусторонних и сложных объектов программно 
и технически реализуется на основе родственных технологий. 
В последние годы широкую популярность завоевали мно-
гофункциональные устройства, в них роль сканера дополняется 
первым этапом функции множителя (копира, «ксерокса»). 
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а) б)  в)  
 
   
 
Рисунок 8.12 – Примеры сканирующих устройств: 
а) портативный ручной;  б) планшетный;  в) листовой  
 
Если в сканерах производится последовательное линейное ска-
нирование, то есть сканирующий элемент (движущийся или за-
крепленный) захватывает изображение толщиной 1 пискель и ши-
риной, максимально заложенной производителем, то в веб-камерах 
и цифровых фотоаппаратах сканирующий элемент (матрица) имеет         
разрешение (вертикальное и горизонтальное), равное конечному 
разрешению получаемого изображения.  
Использование сканирующих матриц позволяет получить по-
следовательность кадров в режиме реального времени. 
Для связи с компьютером сканеры, как правило, используют 
один из универсальных периферийных интерфейсов: SCSI, RS-232/ 
LPT или USB. Для унифицирования прикладного программного 
интерфейса драйвера сканера (а также цифровых камер) в 1992 г. 
компаниями Aldus, Caere, Eastman Kodak, Hewlett Packard и Logi-
tech была разработана спецификация TWAIN. 
Драйвер TWAIN позволяет использовать фотоаппарат в качестве 
веб-камеры для захвата видеоизображения в реальном времени   
и в качестве сканера при использовании камеры в программах 
обработки графической информации. 
 
 
8.7 У стройства оцифровки динамичных изображений 
 
Динамические изображения, то есть изображения, состоящие 
из отдельных кадров, сменяющих друг друга в течение времени, 
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называются видеоданными, анимированными изображениями или 
анимацией. 
Для оцифровки динамических изображений механизм захвата 
претерпевает определенные изменения. Это обусловлено следу-
ющими причинами: 
–  динамическое изображение, в силу своей природы, не дает 
возможности фиксировать его на протяжении отрезка времени,          
то есть каждый кадр нужно захватывать целиком; 
–  захваченное графическое изображение из оперативной па-
мяти необходимо сохранять на носителе без дополнительных  
обращений к пользователю. 
Если между двумя последовательно захваченными кадрами 
изображения была пропущена или некорректно оцифрована до-
полнительная графическая информация, она не сохраняется         
и считается утраченной. Такие кадры называются пропущенными 
или потерянными – drop frames. 
Число потерянных кадров можно заметно уменьшить, либо 
вообще избавиться от них, если правильно подобрать параметры 
оцифровки. К таким параметрам относятся: 
–  разрешение (размер) картинки; 
–  частота кадров; 
–  система  цветности  и  формат  представления  (от которого  
зависит глубина цвета и способ его исходного кодирования); 
– кодек оцифровки (способ конечного кодирования). 
Практически все устройства, разработанные для реализации 
функции захвата динамических изображений, включают в свой 
состав микросхему для конечного кодирования в один из форма-
тов. Параметры оптимального кодирования в этом случае уже  
закреплены на момент изготовления устройства. 
К числу устройств, которые предназначены для захвата дина-
мических изображений, относятся следующие: 
–  TV-тюнеры; 
–  платы видеозахвата; 
–  цифровые системы видеонаблюдения; 
–  автономные системы записи видео. 
На рисунке 8.13 представлены некоторые из этих устройств. 
Среди кодеков, которые рекомендуют для захвата видеоданных, 
можно выделить следующие: 
–  семейство кодеков DivX; 
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–  семейство кодеков Picvideo; 
–  HUFFYUV – ресурсоемкий кодек сжатия без потерь, пред-
почтительный для захвата видео;  
–  MPEG-1, MPEG-2 или MJPEG. 
Последние доступны, как правило, через специальное про-
граммное обеспечение, привязанное к оборудованию, и/или име-
ют серьезные ограничения по битрейту (рисунок 8.14).  
 
а) б)  в)  г) 
    
 
Рисунок 8.13 – Устройства видеозахвата: 
а) tv-tuner PCI;  б) tv-tuner PCI-E;   
в, г) примеры специализированных устройств  
 
 
а) б) 
  
 
Рисунок 8.14 – Примеры интерфейсов программ для видеозахвата: 
а) специализированная среда TV-тюнера;   
б) универсальная среда VirtualDub 
 
Программы для захвата и редактирования: 
–  VirtualDub – умеет захватывать видео, используется для ко-
дирования видео и звука, имеет массу встроенных фильтров для 
обработки изображения; 
–  PowerVCR – программа для захвата. Поддерживает MPEG-1 
и MPEG-2, а также многие встроенные функции обработки видео-
потока современных видеокарт. В итоге снижаются требования          
к процессору при захвате видео высокого разрешения; 
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– Adobe Premiere CS, Ulead Media Studio 6, Edius 5 и Sonic 
Foundry Vegas Video 8 – профессиональные программные системы 
захвата, обработки, вывода видео. 
 
 
Вопросы для самоконтроля 
 
1  Классифицируйте устройства мультимедиа. 
2  Приведите состав вычислительной системы с медиафунк-
циями. 
3  Какие наиболее значимые стандарты видеоадаптеров вы 
знаете? 
4  Охарактеризуйте интерфейсы видеоадаптеров. 
5  Какую структуру  имеют современные видеоадаптеры. 
6  Дайте характеристику устройств отображения. 
7  Как делят мониторы по типу отображаемой информации? 
8  Разъясните принцип работы ЖК-мониторов. 
9  Представьте типовую структуру звуковой карты. 
10 Для чего предназначены акустические системы? 
11 Перечислите состав акустической системы ПК. 
12 Какие стандарты на оборудование акустических систем 
вы знаете? 
13 Расскажите принцип работы сканера. 
14 По каким критериям можно классифицировать сканеры? 
15 Как функционируют устройства оцифровки динамичных 
изображений? 
16 Перечислите устройства, которые предназначены для за-
хвата динамических изображений. 
17 Какие кодеки рекомендуются для захвата видеоданных? 
18 Дайте характеристику программ для захвата и редактиро-
вания. 
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9 Устройства ввода/вывода 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ТУДА 
ОТТУДА 
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9.1 Назначение устройств ввода/вывода данных 
 
В некоторых ранних образцах вычислительных систем опера-
тор вводил данные с помощью переключателей, которые интер-
претировались ядром как состояние памяти. Другими словами, 
оператор должен был вводить информацию в двоичном виде 
непосредственно в память ЭВМ. 
Позднее стали применять картонные карты состояния памяти, 
где значения битов определялись по наличию или отсутствию 
пробивки (перфорации) в фиксированных позициях – перфокарты. 
Для подготовки перфокарт был разработан класс устройств, по-
лучивших название – устройства подготовки данных. 
Следующим шагом стало объединение функций вычислитель-
ных модулей и устройств подготовки данных в единую систему. 
Все блоки получившейся вычислительной системы, которые 
используются при решении задачи организации взаимодействия  
с пользователем, вошли в состав системы ввода/вывода и стали 
называться устройствами ввода/вывода. 
Функции ввода и вывода информации настолько различаются, 
что изначально они развивались независимо. 
Примеры устройств ввода перечислены на рисунке 9.1. 
 
 
 
Рисунок 9.1 – Классификация устройств ввода 
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Назначение устройств ввода достаточно очевидно: «чтобы вы-
числительному модулю поступала информация для обработки, ее 
необходимо ввести». 
Устройства вывода изначально служили для отображения (пе-
чати) результатов вычислений. Так начали развиваться печатаю-
щие устройства. 
Вычислительная система не в состоянии полностью автома-
тически контролировать корректность вводимых данных. Чтобы 
пользователь мог участвовать в этом процессе, вводимые данные 
необходимо было где-либо отображать и отображать динамично. 
Поэтому появились и получили развитие системы видеовывода. 
Поскольку оператор не всегда наблюдает за состоянием си-
стемы в те моменты, когда нужно его вмешательство, возникла 
необходимость привлекать его внимание с помощью звуковых 
сигналов, что дало толчок развитию спикеров и акустических си-
стем. 
Пример общей классификации устройств вывода приведен на 
рисунке 9.2. 
 
 
 
Рисунок 9.2 – Классификация устройств вывода 
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Некоторые авторы относят к устройствам ввода/вывода также 
устройства обмена данными и накопители, которые не указаны 
на рисунках 9.1 и 9.2. 
 
 
9.2 Устройства ввода текста 
 
Первые клавиатуры имели много общего с печатными машин-
ками (а в некоторых случаях они ими и являлись). У таких клави-
атур был ограниченный фиксированный набор знаков. 
Особенность современных клавиатур как устройств ввода тек-
ста заключается в программируемости режима их работы. То есть 
набор знаков, вводимых с помощью клавиатуры, может быть 
любым. 
Действующий в конкретный момент набор знаков клавиатуры 
получил название – раскладки клавиатуры. Стандарты на клавиа-
турные раскладки (рисунок 9.3) для любого национального алфа-
вита утверждаются соответствующими организациями. 
 
а) б) 
  
 
Рисунок 9.3 – Примеры клавиатурных раскладок: 
а) QWERTY;  б) Дворака для правой руки 
 
Существует три основных типа механизма кнопок клавиатуры: 
мембранный, полумеханический и механический. 
Тактильные (осязательные) параметры клавиатуры: 
– жесткость клавиш определяется силой нажатия на клави-
шу. Нормальной считается величина 55 g. Жесткая клавиатура не 
дает возможность быстро и легко набирать текст. Слишком мяг-
кая, наоборот, наставит лишних символов при случайном легком 
касании; 
– средняя длина хода клавиши (Travel distance) – около 3,5 мм. 
При беглом наборе текстов предпочтителен более короткий ход; 
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– клик (click) – тактильный, появляющийся на середине нажатия 
и со щелчком преодолеваемый. Клик позволяет точно чувствовать, 
что клавиша нажата и не пропускать буквы при быстром наборе. 
Программируемые параметры клавиатуры: 
–  задержка набора второго символа при непрерывном нажатии; 
–  скорость повтора символов при непрерывном нажатии. 
Вершиной управляемости клавиатуры стала реализация идеи 
активного отображения вводимого символа непосредственно на 
поверхности кнопки. Достаточный уровень обратной связи, необ-
ходимый для реализации этой функции, появился после перехода 
клавиатур на шину USB (рисунок 9.4). 
 
 
 
Рисунок 9.4 – Клавиатура Optimus Maximus 
 
Следующий шаг в развитии устройств взаимодействия с вычис-
лительной системой – вообще отказ от громоздких устройств ввода 
и отображения, требующих места на рабочем столе (рисунок 9.5).  
 
 
 
Рисунок 9.5 – Интерактивный проектор Light Touch  
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Большинство современных операционных систем предостав-
ляют возможность работы с использованием виртуальной кла-
виатуры. 
 
 
9.3 Устройства управления курсором 
 
Управление курсором и/или другими объектами (рисунок 9.6) 
изначально не рассматривалось разработчиками операционных 
систем, поскольку единственным режимом, пригодным для быст-
рого и эффективного управления, считался интерфейс командной 
строки (command line interface – CLI). Пользовательские оболочки 
или прикладные программы решали эту задачу внутри своей среды. 
В 1964 г. Дуглас Энгельбарт, работавший в Stanford Research 
Institute, изобрел мышь. Официально она была названа указателем 
XYY-координат для дисплея. Первыми альтернативными устрой-
ствами этого типа были световые перья (sketchpad) и джойстики 
(joystick). 
Принципы работы устройств управления курсором достаточно 
серьезно отличаются. Опишем некоторые основные устройства. 
Джойстик – приспособление в виде рычага (рукоятки, штур-
вала) с двумя степенями свободы, укрепленного на шаровом шар-
нире и снабженного одним или несколькими клавишами. Можно 
перемещать курсор по экрану дисплея и фиксировать его коорди-
наты в момент нажатия одной из клавиш. Некоторые модели 
джойстиков снабжены датчиками давления, позволяющими уси-
лие сжимания джойстика преобразовать в скорость перемещения 
курсора. Одной из модификаций джойстика является J-клавиша 
(трекпоинт), круглая красная кнопка-манипулятор в ноутбуках, 
размещаемая около символа J клавиатуры. 
Световое перо – светочувствительное устройство для снятия 
координат точек экрана. В наконечнике светового пера установ-
лен фотоэлемент, который реагирует на световой сигнал, переда-
ваемый экраном в точке прикосновения пера. Сопоставление вре-
мени появления сигнала с синхросигналом развертки изображения 
позволяет определить положение светового пера на экране. 
Мышь и трекбол похожи по конструкции. В механической мы-
ши и трекболе вращение шарика преобразуется с помощью пары 
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преобразователей в сигналы, передаваемые в компьютер. Преоб-
разователи измеряют вращение относительно двух взаимно пер-
пендикулярных осей. В оптической мыши используются не меха-
нические, а оптические чувствительные элементы для измерения 
перемещения. 
 
а) б) в) г) д) 
     
 
Рисунок 9.6 – Примеры устройств управления курсором: 
а) мышь;  б) джойстик;  в) спейсбол;  г) световое перо;  
д) сенсорная панель 
 
Спейсбол – «трехмерное» устройство ввода. Спейсбол отлича-
ется от джойстика тем, что он имеет вид закрепленного на руко-
ятке шара, причем рукоятка в этой конструкции неподвижна. 
Шар имеет датчики давления, которые измеряют усилие, прикла-
дываемое пользователем. Шар может измерять не только состав-
ляющие усилия в трех основных направлениях (сверху вниз, от 
себя или на себя, влево-вправо), но и вращение относительно трех 
осей. Таким образом, это устройство способно передавать в ком-
пьютер шесть независимых параметров (т. е. имеет шесть степе-
ней свободы). 
Сенсорная панель  – устройство ввода, применяемое в ноутбу-
ках, служит для перемещения курсора в зависимости от движений 
пальца пользователя. Используется в качестве замены компьютер-
ной мыши. Обычно площадь сенсорной панели не превосходит              
50 см2. Работа сенсорной панели основана на измерении емкости 
пальца или измерении емкости между сенсорами. Емкостные 
сенсоры расположены вдоль вертикальной и горизонтальной осей 
панели, что позволяет определять положение курсора.  
Первые манипуляторы подключались к вычислительной си-
стеме через специальную плату-адаптер (мыши с шинным интер-
фейсом – bus mouse). Затем большое распространение получил 
способ подключения мыши через последовательный интерфейс 
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RS-232/COM. Следующий способ подключения мыши через порт 
PS/2 мало что изменил в способе программного управления кур-
сором.  
Сейчас самым модным портом для разработки новых моделей 
манипулятора мышь у производителей является порт USB. Пре-
имущества устройств, разработанных для этого порта, очевидны: 
– высокая скорость обмена данными и, как следствие, более 
высокий уровень точности, плюс возможность размещения на 
манипуляторе дополнительных кнопок и/или нетскролов; 
– более высокая защищенность от выхода из строя манипуля-
тора и порта, к которому он подключается. 
Одним из вариантов современного подключения манипулято-
ров является использование беспроводного соединения. 
 
 
9.4  Устройства вывода на печать 
 
Устройства вывода на печать (печатающие устройства, прин-
теры) предназначены для вывода графической и текстовой ин-
формации на бумагу, либо другой тип носителя. Большинство 
устройств вывода выдают на печать плоские отпечатки, но не так 
давно промышленность освоила производство 3D-принтеров. 
Первым промышленным способом формирования изображе-
ний считается фотохимический. На текущий момент он применя-
ется редко по причине достаточно высокой стоимости отпечатка. 
Реализация способа печати с переносом красителя и последу-
ющей фиксацией довольно разнообразна. 
Большинством изготовителей лазерных принтеров использу-
ется механизм печати, который применяется в ксероксах. По по-
верхности специального барабана равномерно распределяется за-
ряд статического электричества. Лазерный луч, попадая на барабан, 
изменяет его электрический заряд в точке прикосновения. Под дей-
ствием заряда частицы краски притягиваются к поверхности бара-
бана. Изображение переносится на бумагу и закрепляется термо-
способом.  
В устройствах струйной печати печатающая головка содержит 
сопла, через которые подаются чернила. Количество сопел может 
варьироваться от 12 до 64. Различные технологии струйных систем 
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отличаются способом выбрасывания чернильной капельки из соп-
ла. При технологии bubble-jet в каждом сопле находится нагрева-
тельный элемент - при резком нагревании образуется чернильный 
паровой пузырь, который выталкивает из сопла очередную пор-
цию чернил. При технологии  piezo ink jet  выбросом капли из 
сопла управляет диафрагма из пьезоэлемента. Впоследствии крас-
ка высыхает. 
Для получения цветного изображения высокого качества ис-
пользуют термические системы. Существуют три технологии тер-
мопечати: струйный перенос расплавленного красителя (термопла-
стичная печать); контактный перенос расплавленного красителя 
(термовосковая печать); термоперенос красителя (сублимационная 
печать). 
Плоттер (графопостроитель) является устройством вывода с ис-
пользованием чернил, либо пишущих инструментов. Поле для чер-
чения у плоттеров соответствует форматам А4–А0. Современные 
плоттеры относятся к одному из двух классов: планшетные с фик-
сацией листа электрическим, реже магнитным или механическим 
способом; барабанные (рулонные) плоттеры, с роликовой пода-
чей листа, механическим или вакуумным прижимом. 
Реализация ударного способа печати предполагает использо-
вание систем с фиксированным набором знаков (листовые, лен-
точные, шариковые печатающие устройства), либо знакосинтези-
рующих систем (матричные принтеры). 
Матричные (Dot-matrix-Printer, игольчатые) принтеры долгое 
время являлись монопольным стандартом устройств вывода для 
персональных компьютеров. Достоинства этих принтеров опре-
деляются в первую очередь скоростью печати и их универсально-
стью, которая заключается в способности работать с любой бума-
гой, а также низкой стоимостью печати.  
Матричный принтер формирует знаки несколькими иголками, 
расположенными в головке принтера. Существуют матричные 
головки с числом иголок: 9, 18, 24, 37. Иголки расположены            
в один или несколько рядов. Между бумагой и головкой принтера 
располагается красящая лента. При ударе иголки по этой ленте  
на бумаге остается закрашенный след. С помощью многоцветной 
красящей ленты может быть реализована возможность цветной 
печати.  
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Одним из видов матричной печати является печать на термо-
бумаге. В этом случае иголки нагреваются и в том месте, где они 
касаются специальной термической бумаги – она меняет свой цвет. 
 
Примеры печатающих устройств представлены на рисунке 9.7. 
 
а) б) в) г) 
    
 
Рисунок 9.7 – Примеры устройств, реализующих различные методы печати: 
а) термопринтер;  б) лазерный;  в) струйный;  г) матричный 
 
Многие печатающие устройства сохраняют возможность под-
ключения к параллельному порту интерфейса RS-232/LPT (Line 
Printer, 25-ти контактный D-Sub разъем) с помощью кабеля Cen-
tronics. Также применялся для функций печати и последователь-
ный порт интерфейса RS-232/COM. Изредка встречаются модели 
принтеров с инфракрасным портом для организации печати. Вни-
мания также заслуживают модели, имеющие встроенные модули 
сетевого подключения. Современным лидером интерфейсов под-
ключения устройств печати является шина USB. 
 
 
9.5  И гровы е консоли  
и устройства виртуальной реальности 
 
Для управления курсором в среде трехмерных редакторов и иг-
ровых платформ использование манипуляторов типа «мышь» ма-
лоэффективно. Существует класс специализированных устройств, 
разработанных для решения этой задачи (рисунок 9.8). 
Использование джойстиков, рулей и других приспособлений 
увеличивает уровень удобства взаимодействия с программами          
и сокращает время, необходимое для ввода управляющих воздей-
ствий. Если в системе реализуется функция реалистичной реак-
ции на действия пользователя, то эти устройства классифициру-
ются как системы виртуальной реальности. 
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а) б)  в)  г) 
    
 
Рисунок 9.8 – Джойстики и игровые консоли: 
а) игровая консоль;  б) джойстик;  в) 3D-перчатки;   
г) руль автостимулятора 
 
Виртуальная реальность – создаваемое техническими средст-
вами пространство, передаваемое человеку через его привычные 
для восприятия ощущения: зрение, слух, обоняние и пр.  
Из современных технологий, необходимых для формирования 
виртуальной реальности, доступными пользователю являются 
только визуализация, системы озвучивания и элементы управле-
ния программной средой. 
Мощному графическому процессору ничего не стоит по про-
стому алгоритму прибавить к одним числам другие и получить 
слегка отличные изображения для разных глаз. Именно он исполь-
зуется в работе 3D-шлемов, стереоочков и прототипов 3D-мони-
торов.  
Для двух самостоятельных жидкокристаллических матриц для 
правого и левого глаза устройство получает картинку поочередно 
с обычного выхода для монитора. Стандартная частота для совре-
менных устройств – всего 100 Гц, по 50 Гц для каждого глаза. Хотя 
это значение и мало, мерцание в устройстве отсутствует, так как         
в промежутке между обновлениями матрица продолжает гореть.  
Устройства, отслеживающие изменения положения в прост-
ранстве (трекеры, track – след, следить) являются основой си-
стемы  обратной связи «пользователь – точка обзора». Система 
получает сигнал об изменении направления зрительной оси и по-
ворачивает соответствующим образом изображение. В настоящее 
время на рынке представлены трекеры двух видов: инфракрасные 
системы и приборы, оборудованные специализированными дат-
чиками движения. 
Большинство трекеров подключаются к порту USB и комплек-
туются универсальными драйверами. Они совместимы с любыми 
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программами через режим эмуляции мыши или напрямую, в виде 
осей свободы джойстика.  
Перчатки, как и трекеры, различаются по типу устройств 
слежения и, соответственно, цене. Для отслеживания положения 
перчатки в пространстве служит инфракрасный приемник или 
гироскопическая система слежения.  
Датчики фиксируют перемещения руки вверх–вниз, вправо–вле-
во и вперед–назад. Сгибание каждого пальца задействует отдель-
ную ось свободы, всего таких осей пять. Софт, включенный  в ком-
плект устройства, позволяет настраивать чувствительность и мерт-
вые зоны всех осей, запускать контроллер в режиме эмуляции мы-
ши, благодаря чему перчатка совместима со всеми программами. 
Недостаток системы – руку практически нельзя расслабить, 
положить на стол – ее положение постоянно отслеживается, та же 
ситуация с пальцами – они постоянно должны быть выпрямлены. 
3D-мониторы не соединяются системой датчиков с головой 
пользователя, поэтому они снабжаются системой отслеживания 
его зрачков. Такой монитор может проецировать 3D-изображение 
только для одного зрителя (рисунок 9.9). 
 
                  
 
Рисунок 9.9 – Стереомонитор  
 
 
9.6 Мобильные устройства и их совместимость 
 
Существует большое множество мобильных устройств: теле-
фоны, КПК, смартфоны, видеокамеры, фотоаппараты и т. д. Боль-
шая часть из них совместима с компьютерами. Соединение с вы-
числительной системой осуществляется через различные порты: 
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COM, USB, FireWire, WiFi, Bluetooth и т. п., в зависимости от 
производителя. 
Основная проблема связки мобильного устройства и ЭВМ – 
это передача информации. Зачастую нужная пользователю инфор-
мация хранится в несовместимом формате. Поэтому роль «пере-
водчика» между компьютером и мобильным устройством берет 
на себя драйвер (в редких случаях Data кабель). 
Формат команд и данных в разных типах мобильных устройств 
не обязательно совпадает. 8-битный контроллер и 64-битный не 
могут использовать одинаковые версии программ и, как след-
ствие, хранят информацию пользователя в файлах разного типа. 
Несовместимость на уровне графической системы также достав-
ляет много проблем. Например, если установить на операционную 
систему мобильного устройства графический интерфейс для экра-
на другого размера (пиксельного разрешения), восстановить ра-
боту устройства можно будет только с помощью перепрошивки. 
Прошивку и программу для перепрошивки, а также инструкции по 
их применению необходимо искать на сайте компании производи-
теля устройства. 
Для организации корректной работы мобильных устройств ча-
сто используются программы-конверторы данных (рисунок 9.10). 
 
а) б) 
  
 
Рисунок 9.10 – Примеры программ конвертирования данных: 
а) Allok iPOD video-converter;   б) Microsoft ActiveSync 
 
Способы взаимодействия с мобильными устройствами рас-
сматривались в параграфе 3.6.  
 193 
 
Самые старые модели мобильных устройств представляли со-
бой компьютеризированные персональные организаторы, кото-
рые имели сенсорный экран и миниклавиатуру. В современных 
моделях имеются сенсорный экран, встроенная фотокамера, до-
ступ в Интернет, телеприемник, иногда клавиатура (чаще вирту-
альная), а также используется операционная система, аналогичная 
тем, что устанавливаются на настольных компьютерах.  
В последнем случае проблема совместимости практически от-
сутствует. Если мобильное устройство поддерживает работу со 
сменным носителем  flash (рисунок 9.11), тот одинаково успешно 
читается как операционной системой на мобильном устройстве, 
так и операционной системой компьютера. Главное – не изменять 
тип файловой системы FAT. 
 
  
 
Рисунок 9.11 – Порты подключения flash-модулей мобильных устройств 
 
Одно из существенных отличий мобильных устройств заклю-
чается в ряде требований к вычислительному процессу, обуслов-
ленных системой энергоснабжения: 
1 Компоненты мобильных устройств работают в режиме мак-
симальной экономии энергии. Например, микрофон мобильного 
телефона передает входной поток только в тот момент, когда 
пользователь говорит. 
2 Для сохранения минимально необходимого заряда мобиль-
ное устройство покаскадно отключает систему, уведомляя поль-
зователя и не запрашивая подтверждения. При этом часть полез-
ной информации может быть утеряна. 
3 Даже в отключенном или пассивном состоянии мобильные уст-
ройства продолжают запитывать часть своих подсистем и они будут 
полноценно работать. Например, чтобы выключить часы и будиль-
ник в мобильном телефоне, необходимо изъять аккумулятор. 
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Вопросы для самоконтроля 
 
1  Назначение устройств ввода/вывода данных. 
2  Классифицируйте устройства ввода данных. 
3  Приведите схему общей классификации устройств вывода. 
4  Какие устройства ввода текста вы знаете? 
5  Перечислите осязательные параметры клавиатуры. 
6  Опишите основные устройства управления курсором. 
7  Классифицируйте устройства вывода на печать. 
8  Как связаны размеры максимального изображения для пе-
чати и принципы работы печатающих устройств? 
9  Представьте примеры устройств, реализующих различные 
методы печати. 
10  Какие существуют классы специализированных устройств 
для управления курсором в среде трехмерных редакторов и игро-
вых платформ? 
11  Охарактеризуйте форматы команд и данных в разных типах 
мобильных устройств. 
12  Как осуществляется сопряжение мобильных устройств       
с вычислительной системой? 
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10 Устройства обмена данными 
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10.1 Системы обмена данными 
 
Обмен данными – это процесс, который сейчас ассоциируется 
с применением компьютерных сетей. 
Впервые компьютерные сети появились практически одновре-
менно с самими компьютерами. Это было связано с тем, что ре-
сурс машинного времени был чрезвычайно дорогим и важно было 
разделить его стоимость между несколькими пользователями. 
Пользователи получили возможность параллельно готовить свои 
данные, которые затем могли быть обработаны последовательно 
либо параллельно.  
Так появились принципы разделения ресурсов и системы тер-
миналов. Эти системы широко использовались до 80-х гг. 20 ве-
ка, а некоторые образцы – практически до начала 21 века. Второе 
рождение компьютерных сетей было вызвано практической по-
требностью в совместном использовании данных пользователями 
персональных вычислительных систем. 
С этой точки зрения для компьютерных сетей подходит сле-
дующее определение: сеть – это система независимых ком-
пьютеров, связанных друг с другом с целью совместного исполь-
зования данных, периферийных устройств и других сетевых      
ресурсов.  
Изначально все сети можно было разделить на два класса:  
–  сети обмена данными или информационные сети; 
–  сети обработки данных или вычислительные сети. 
К информационным сетям относились системы передачи сиг-
налов, сообщений, данных и других видов информации. К сетям 
обработки данных относились системы распределенных и объеди-
ненных вычислений. Но, поскольку распределенная обработка 
нуждается в использовании механизмов информационного обме-
на, эта грань постепенно стерлась и на текущий момент все ком-
пьютерные сети являются одновременно и информационными,        
и вычислительными. 
Сети можно рассматривать с разных точек зрения:  
–  для выполняющейся программы сеть – это сложная система 
маршрутов передачи данных и ресурсов для их обработки; 
–  для пользователя компьютерная сеть является инструмен-
том доступа к сетевым ресурсам; 
 197 
 
–  для менеджера сеть является средством управления произ-
водственными процессами; 
–  для проектировщика сеть – это набор стандартов и требова-
ний, которые должны быть выполнены при реализации проекта. 
Современная локальная вычислительная сеть – это: 
− отличный показатель «производительность – используемость –
стоимость» вычислительных ресурсов;  
− совместное использование данных и устройств;  
− оперативный доступ к обширной внутрисетевой корпора-
тивной информации;  
− использование внешних данных;  
− интеграция информационных систем. 
Однако существуют и связанные с внедрением сетей пробле-
мы. Например, сложное программирование для распределенных 
систем, обеспечение совместимости программного обеспечения, 
обеспечение надежности передачи информации, обеспечение 
безопасности. Область использования вычислительных сетей се-
годня постоянно расширяется, она включает науку, образование, 
бизнес, развлечения.  
Производительность сети часто оценивается по скорости об-
мена данными, которую возможно реализовать в ее среде. Этот 
подход обоснован тем, что различные типы сетевых сервисов 
предъявляют различные требования к пропускной способности 
сетей (рисунок 10.1). 
 
 
 
Рисунок 10.1 – Уровень требований сетевых сервисов  
к пропускной способности сети 
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Сочетание нескольких видов сервисов в рамках одной сетевой 
структуры накладывает дополнительные требования на применя-
емое оборудование и обслуживающие программные системы [13].  
Таким образом, современные сети являются сложными инфор-
мационно-вычислительными системами. 
 
 
10.2 Назначение сетевых структур 
 
Преимущества сетевых компьютеров и других сетевых уст-
ройств заключаются, в частности, в снижении расходов и повы-
шении производительности работы. В сети возможно совместное 
использование ресурсов, что позволяет сократить дублирование  
и повреждение данных. 
На рисунке 10.2 показано, что многие типы устройств можно 
подключать к сети. Не обязательно устанавливать отдельный прин-
тер или устройство резервного копирования для каждого подклю-
ченного к сети компьютера. Например, можно установить несколь-
ко принтеров в центральном местоположении и затем открыть              
к ним общий доступ для пользователей сети. Все пользователи сети 
отправляют задания на печать на центральный принтер, управля-
ющий этими запросами. Сервер печати может распределять зада-
ния на печать между несколькими принтерами или создавать оче-
реди печати, если требуется использовать определенный принтер. 
 
 
 
Рисунок 10.2 – Взаимодействие с сетевыми ресурсами 
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Сервер управляет сетевыми ресурсами. Серверы хранят дан-
ные и открывают к ним общий доступ для пользователей сети. 
Конфиденциальные данные и данные личного характера можно 
защитить, предоставив к ним доступ только пользователям, кото-
рые имеют соответствующее разрешение.  
Следующим шагом в развитии стало внедрение облачных тех-
нологий для реализации глобального доступа к сетевым ресурсам. 
Технология облачных вычислений предоставляет пользовате-
лям целый ряд неоспоримых преимуществ: 
– отказ от необходимости в большой мощности компьютера 
на стороне пользователя для проведения сложных вычислений; 
– надежное хранилище данных; 
– отказоустойчивое, регулярно обновляемое легальное про-
граммное обеспечение (в ряде случаев доступ бесплатный); 
– мобильный доступ к его файлам с любой вычислительной 
системы вне зависимости от вашего физического места располо-
жения (рисунок 10.3); 
– совместный доступ к данным и поддержка одновременной ра-
боты с ними нескольких пользователей (включая редактирование). 
 
 
 
Рисунок 10.3 – Универсальность облачных структур 
 
Облачные технологии не лишены и целого ряда недостатков, 
как-то: 
–  зависимость от интернет-подключения; 
–  зависимость пользователя от условий провайдера; 
–  зависимость безопасности данных пользователя от качества 
работы провайдера облачных сервисов; 
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–  невозможность использования предыдущих версий програм-
много обеспечения; 
–  опасность потери связи с данными или полной их потери              
в результате умышленной атаки на облачный сервер.  
 
 
10.3 Стандартные приемы организации связи 
 
Для того, чтобы организовать сетевое взаимодействие или се-
анс связи между двумя компьютерами, можно использовать один 
из двух методов: 
−  стандартные порты ввода/вывода; 
−  специализированные устройства связи. 
Практически любой внешний информационный порт компью-
тера можно применять для организации сеанса связи. К их числу 
относятся: СОM, LPT, USB, IEEE 1394. Данный вид связи под-
держивается на уровне операционной системы, может быть инте-
грирован в оболочку управления файлами или реализован в виде 
отдельного программного модуля [3]. 
Связать два компьютера через последовательный порт – задача 
достаточно простая. Для этого необходимо соединить COM-порты 
компьютеров по схеме, указанной на рисунке 10.4. Соединение 
получило название null-modem и позволяет получить скорость 
информационного обмена до 115 000 бит/с. 
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Рисунок 10.4 – Схема соединения контактов последовательного порта 
 
Широкая полоса пропускания и высокая производительность 
шины IEEE 1394 обеспечивают одновременное функционирование 
в сети (рисунок 10.5) видеомагнитофонов, видеокамер, DVD/CD-
проигрывателей, аудио-комплексов, телевизоров HDTV, кабель-
ного и спутникового телевидения, спутниковых терминалов связи, 
модемов xDSL, охранных систем, компьютеров и других уст-
ройств [4]. Скорость передачи до 1 600 Мбит/с. Для сравнения, 
скорость передачи Hi-Speed USB – 480 Мбит/с. 
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а)        б) 
             
 
Рисунок 10.5 – FireWire-коммутатор (а);  кабельные разъемы (б) 
 
В качестве специализированного оборудования средств орга-
низации связи также могут быть использованы модемы через со-
единение «null-modem», оборудование сотовых операторов (ри-
сунок 10.6), сетевые адаптеры через cross-кабель, свитчеры. 
 
 
 
Рисунок 10.6 – Соединение через сети операторов сотовой связи 
 
В беспроводных сетях всегда необходима установка дополни-
тельного оборудования. Исключение составляют типы компью-
теров, в которых оно установлено по умолчанию, например мо-
бильные и портативные системы. Пример такой связи – техноло-
гия Bluetooth (рисунок 10.7), которая, являясь стандартом для бес-
проводного подключения различных устройств, включает в себя 
поддержку многих функций (передачу голоса, синхронизацию 
данных, передачу файлов, использование факса и модема и других) 
на скорости до 11 Мбит/с. 
В Bluetooth адаптеры выступают не в качестве сетевых плат,          
а в роли последовательных портов, через которые средствами опе-
рационной системы организуется прямое подключение. При этом 
одна сторона выступает в качестве сервера доступа, а вторая – 
 202 
 
удаленного клиента. Хотя возможна работа одного сервера одно-
временно с несколькими клиентами (до 7), но два клиента, под-
ключенных к одному серверу, друг друга не видят [11]. 
 
                       а)                     б) 
                 
 
Рисунок 10.7 – Внешний вид Bluetooth-модуля (а);   
способ его применения (б) 
 
10.4  Подключение к общественным линиям связи 
 
Для подключения между филиалами или к Интернету суще-
ствует несколько решений глобальных сетей. Различные услуги 
подключения к глобальной сети (WAN) дают различные скорости 
и уровни обслуживания. 
Обычное аналоговое телефонное подключение (Plain old tele-
phone service, POTS) дает очень маленькую скорость, но доступно 
везде, где есть телефон. В POTS есть два основных недостатка. 
Первый заключается в том, что телефонная линия не может ис-
пользоваться для голосовой связи, когда она занята модемом. 
Второй – максимальная пропускная способность аналогового мо-
дема 56 Кбит/с.  
Конструктивно модемы POTS выпускаются в 2 вариантах испол-
нения: внутренние – Internal и внешние – External (рисунок 10.8). 
 
а) 
 
 
б) 
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Рисунок 10.8 – Внешний вид Internal (а);  External модемов (б) 
Цифровая сеть с интеграцией служб (Integrated Services Digital 
Network, ISDN) доступна в большинстве мест, где телефонная 
компания поддерживает цифровые сигналы для передачи данных. 
ISDN использует цифровые технологии, обеспечивает меньшее 
время подключения, более высокие скорость и качество связи, 
чем POTS. В ISDN нескольким устройствам можно совместно 
использовать одну телефонную линию. 
Цифровая абонентская линия (digital subscriber line, DSL) так-
же позволяет нескольким устройствам совместно использовать 
одну телефонную линию. Подвид стандарта Asymmetric DSL, 
ADSL – способ модемной связи, в которой доступная полоса про-
пускания канала разделена между исходящим и входящим трафи-
ком асимметрично (рисунок 10.9). 
 
 
 
Рисунок 10.9 – Внешний вид Bluetooth-модуля  
и способ его применения 
 
ADSL2 + (ITU G.992.5, G.DMT.bis.plus) – регламентирует сле-
дующие скорости передачи данных: 
– по направлению к абоненту – до 24 Мбит/с; 
– по направлению от абонента – до 1,4 Мбит/с. 
Схема работы с ADSL-модемом приведена на рисунке 10.10. 
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Рисунок 10.10 – Применение оборудования ADSL 
Пассивная оптическая сеть (Passive optical network, PON) – 
основана на древовидной волоконно-кабельной архитектуре с пас-
сивными оптическими разветвителями на узлах. 
Число абонентских узлов, подключенных к одному приёмопере-
дающему модулю OLT (optical line terminal), может быть настолько 
большим, насколько позволяют бюджет мощности и максимальная 
скорость приёмопередающей аппаратуры (рисунок 10.11). 
 
 
 
Рисунок 10.11 – Применение оборудования PON 
 
Кабельная сеть. В большинстве домов, в которых есть кабельное 
телевидение, можно установить высокоскоростное подключение        
к Интернету, используя телевизионный кабель. Многие компании 
кабельного телевидения предлагают также услуги MetroEthernet. 
 
 
10.5 Использование цифровых линий связи 
 
Для организации обмена данными по цифровым линиям связи 
необходимо применение цифровых интерфейсных карт или сете-
вых адаптеров. 
Сетевой адаптер, или сетевая карта (netcard), – это интерфейсная 
карта, которая обеспечивает преобразование сигналов, поступаю-
щих от системной шины компьютера в форму, пригодную для ре-
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трансляции в соответствующей среде передачи (рисунок 10.12).  
 
 
 
Рисунок 10.12 – Функциональные блоки сетевого адаптера Ethernet 
 
Современные мини- и суперминикомпьютеры, а также боль-
шие ЭВМ (Mainframes) все еще могут иметь встроенные адаптеры 
с AUI-разъемами. Ряд современных системных плат персональных 
компьютеров тяготеет ко встроенным адаптерам с разъемом RJ-45.  
Сетевые адаптеры или сетевые интерфейсные карты (Network 
Interface Card, NIC) для PC, выпускаемые многими производите-
лями в широком ассортименте, различаются поддерживаемыми 
средами передачи, типом системной шины (ISA, EISA, MCA, PCI, 
реже VLB), архитектурой и производительностью. Для ноутбуков 
существуют адаптеры Ethernet в стандарте PCMCIA (PC CARD). 
Выпускаются также адаптеры, подключаемые к стандартному LPT-
порту (Paraport) или к USB. Примеры показаны на рисунке 10.13. 
 
а) б) в) 
   
 
Рисунок 10.13 – Сетевые адаптеры для портов:  
а) LPT;  б) PCMCIA;  в) USB  
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На текущий момент широко распространены сетевые карты           
с интерфейсом 100Base-TX на шину PCI (рисунок 10.14, а). 
Применяются также сетевые карты с оптическим интерфейсом 
(рисунок 10.14, б). Например, 100Base-FX – с основным оптиче-
ским разъемом SC на многомодовое волокно. 
 
а) б) 
   
 
Рисунок 10.14 – Внешний вид сетевого адаптера: 
а) сетевой адаптер 100Base-TX;   б) сетевые адаптеры 100Base-FX 
 
Настройка сетевого адаптера заключается, в первую очередь, в 
настройке операционной системы, которая может быть успешно 
осуществлена только при условии отсутствия конфликтов по 
оборудованию между сетевым адаптером и любым другим 
устройством системы. 
Конфликт может быть по прерыванию, по диапазону адресов 
ввода-вывода, а в некоторых случаях по каналу DMA. Учитывая 
все это, производители перевели все современные модели сете-
вых адаптеров в режим PnP. 
Этапы настройки сетевого адаптера можно изложить в такой 
последовательности: 
1  Физически установить устройство в соответствующий порт. 
2  Назначить прерывания и адреса ввода-вывода, если нет ре-
жима PNP. 
3  Протестировать систему на возможные конфликты по пара-
метрам с уже установленным оборудованием. 
4  Установить драйвера для сетевого устройства в состав опе-
рационной системы. 
5  Установить программы, обслуживающие сетевой обмен. 
6  Проверить работоспособность системы. 
Важными функциями современных сетевых карт являются ав-
 207 
 
токонфигурирование скорости сетевого обмена 10/100/1000 Мбит/с 
и возможности поддержки дуплексного режима передачи. 
 10.6  Типы сетевых кабелей 
 
Для реализации кабельной сети внутри дома (или в пределах ор-
ганизации) можно использовать различные типы сетевых кабелей. 
Коаксиальный кабель, показанный на рисунке 10.15, обычно 
изготовлен либо из меди, либо из алюминия. Он используется на 
кабельном телевидении для обеспечения обслуживания и под-
ключения различных компонентов систем спутниковой связи. 
 
 
 
Рисунок 10.15 – Строение коаксиального кабеля 
 
Витая пара – это тип медного кабеля, используемый для те-
лефонной связи и большинства сетей Ethernet (рисунок 10.16). 
Пара проводов образует линию для передачи данных. Витая пара 
обеспечивает защиту от наводки, т. е. от шума, создаваемого со-
седними парами проводов в кабеле. Пара медных проводов пере-
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кручена и заключена в пластиковую изоляцию условных цветов. 
Пучок витых пар защищен внешней оболочкой.  
 
 
 
Рисунок 10.16 – Строение неэкранированного кабеля «витая пара» 
 
Кабели «витая пара» имеют несколько категорий. Деление на 
эти категории основано на разнице в числе проводов в кабеле, 
шаге скручивания, наличии экранирования и некоторых других 
характеристиках. Кабели разных категорий могут поддерживать 
разную скорость передачи данных. 
Оптоволоконный кабель (рисунок 10.17) состоит из одной или 
нескольких оптоволоконных жил, заключенных в оплетку или обо-
лочку. Поскольку для передачи сигналов используется свет, опто-
волоконный кабель не подвержен влиянию электромагнитных 
или РЧ-помех. 
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Рисунок 10.17 – Строение оптоволоконного кабеля 
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10.7  Беспроводные соединения 
 
Беспроводная среда передачи данных характеризуется наиболь-
шей мобильностью. Кроме того, количество устройств беспро-
водной связи постоянно растёт. Именно поэтому беспроводная 
сеть стала предпочтительной средой для домашних сетей.  
С помощью сверхвысоких частот беспроводные среды пере-
дачи данных переносят электромагнитные сигналы, которые пред-
ставляют биты передаваемой информации. Беспроводная сеть 
имеет некоторые проблемные области, к которым относятся сле-
дующие. 
Зона покрытия. Беспроводные технологии передачи данных 
хорошо работают на открытых пространствах. Однако некоторые 
конструкционные материалы, используемые в зданиях и строени-
ях, а также условия местности могут ограничить зону покрытия. 
Помехи. Беспроводная сеть восприимчива к электромагнитным 
помехам, и её функционирование может быть нарушено обычными 
устройствами, например, беспроводными телефонами, телевизи-
онными приёмниками, некоторыми типами флуоресцентных ламп, 
микроволновыми печами и другими устройствами и коммуника-
циями. 
Безопасность. Покрытие беспроводной связи не ограничива-
ется условиями доступа к среде. Поэтому доступ к передаче мо-
гут получить неавторизованные пользователи и устройства. Сле-
довательно, средства обеспечения сетевой безопасности должны 
являться основной составляющей администрирования беспро-
водной сети. 
Все клиенты одного сегмента беспроводной сети должны под-
держивать единый стандарт обмена данными. 
На текущий момент распространено применение следующих 
технологий: 
Bluetooth – производственная спецификация беспроводных пер-
сональных сетей (Wireless personal area network, WPAN). Bluetooth 
позволяет устройствам сообщаться, когда они находятся в радиусе 
до 100 метров. Bluetooth описан в наборе спецификаций IEEE 
802.15. Задействован диапазон частот 2,4–2,4835 ГГц. Скорость 
передачи варьируется в зависимости от версии стандарта. Blue-
tooth 4.0 обеспечивает связь устройств на скорости в 1 Мбит/с. 
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WiMAX (Worldwide Interoperability for Microwave Access) – 
беспроводная технология широкополосного доступа четвертого 
поколения. Стандарт WiMAX описан в наборе спецификаций 
IEEE 802.16. Он поддерживает сети городского масштаба и обес-
печивает скорость загрузки до 70 Мбит/с на расстояниях до 50 км. 
Технология беспроводных локальных сетей (WLAN), которая 
чаще всего называется Wi-Fi. Стандарт WiFi описан в наборе 
спецификаций IEEE 802.11. Частоты 2.4, 5 ГГц (для 802.11ad  
добавлена 60 ГГц). Например, 802.11ad регламентирует скорость 
передачи данных до 7 Гбит/с; 802.11y – стандарт связи, работа-
ющий на частотах 3,65–3,70 ГГц, скорость до 54 Мбит/с на рас-
стоянии до 5 км. Популярность WiFi обусловил высокий уро-
вень совместимости с устройствами предыдущих версий стан-
дарта. 
Беспроводной доступ к Интернету прямой видимости – 
служба постоянного подключения, которая использует радио-
связь для доступа в Интернет. Сигнал низкой частоты (900 МГц) 
может передаваться на расстояние до 65 км, в то время как       
сигнал более высокой частоты (5,7 ГГц) может преодолеть толь-
ко 3 км. 
Широкополосная спутниковая передача – альтернатива для 
пользователей, которые не могут использовать кабельное под-
ключение или DSL. Спутниковая антенна передает и принимает 
сигналы от спутника, который пересылает эти сигналы постав-
щику услуг. Скорость загрузки до 1 Гбит/с; отправки около            
10 Мбит/с. 
Операторы сотовой связи предлагают обмен данными с при-
менением следующих технологий: 
Система пакетной радиосвязи общего назначения (General 
Packet Radio Service, GPRS) – служба передачи данных для поль-
зователей GSM; 
Enhanced Data rates for GSM Evolution, EDGE (EGPRS) – 
цифровая технология беспроводной передачи данных для мо-
бильной связи, которая функционирует как надстройка над 2G          
и 2.5G (GPRS)-сетями. Эта технология работает в TDMA и GSM-
сетях; 
Evolution-Data Only, EV-DO – технология передачи данных, 
используемая в сетях сотовой связи стандарта CDMA; 
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Технология высокоскоростной пакетной передачи в нисходящем 
канале (High-Speed Downlink Packet Access, HSDPA) – позволяет 
сетям, основанным на UMTS, передавать данные на более высо-
ких скоростях – практически реализованы скорости до 42 Мбит/с. 
Теоретический предел – до 337 Мбит/с в 11-м релизе стандартов 
3GPP; 
Long-Term Evolution (часто обозначается как 4G LTE) – по-
зволяет обеспечить скорость загрузки до 300 мегабит/сек, ско-
рость отдачи до 75 мегабит/сек, а задержка в передачи данных 
может быть снижена до 5 миллисекунд. LTE поддерживает по-
лосы пропускания частот от 1,4 МГц до 20 МГц и поддерживает 
как частотное разделение каналов (FDD), так и временное разде-
ление (TDD). 
 
 
 
10.8 С пециализированны е устройства сети передачи 
данны х 
 
К 2020 г. прогнозируется реализация концепции «Интернет 
вещей» (Internet of Things, IoT). Интернет вещей – это глобаль-
ная вычислительная сеть, состоящая из огромного множества 
разнообразных предметов, которые могут взаимодействовать друг 
с другом, а также с окружающим миром, в том числе и вирту-
альным. 
С технической точки зрения Интернет вещей – это автономное 
сетевое взаимодействие различных устройств через сеть передачи 
данных. Для организации передачи данных между более чем 
двумя вычислительными системами одновременно используют 
специализированные устройства связи. 
Следующие виды устройств можно классифицировать как се-
тевые устройства: 
– модем – это электронное устройство, обеспечивающее под-
ключение к Интернету через поставщика услуг доступа (провай-
дера, ISP); 
– концентратор – устройство, предназначенное для соедине-
ния нескольких узлов компьютерной сети в пределах одного 
сегмента сети. В этих устройствах весь трафик с устройства, 
подключенного к одному из портов, передается на все остальные 
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устройства сети. В настоящее время эту функцию выполняет ком-
мутатор, который может обслуживать несколько сегментов сети 
и локализовать трафик в зависимости от сделанных настроек;  
–  мост объединяет локальные или удаленные сегменты в од-
ну сеть. Мост помогает упорядочить поток данных, ограничивая 
передачу кадров только тем сегментом, к которому он принад-
лежит; 
–  точки беспроводного доступа обеспечивают сетевой до-
ступ к сети беспроводным клиентам (например, ноутбук или 
смартфон); 
–  маршрутизатор – это устройство, пересылающее пакеты 
данных между различными сегментами сети, принимающее ре-
шения о пересылке на основании информации о топологии сети и 
определённых правил, заданных администратором; 
–  сетевое хранилище (Network-attached storage, NAS) – это 
устройство, состоящее из одного или более жестких дисков, под-
ключения Ethernet и встроенной операционной системы, которое 
обеспечивает внешнее хранение данных пользователя и доступ           
к ним через сетевую среду; 
–  межсетевой экран (файервол, брандмауэр) – это независи-
мое устройство, расположенное между двумя или более сетями          
и реализующее функции, связанные с защитой данных во внут-
ренней сети. 
Устройства работы с данными. Сетевые сканеры, принтеры, 
камеры видеонаблюдения и др. – это устройства, обеспечиваю-
щие пользователю требуемый сервис экономичным набором обо-
рудования с низким энергопотреблением и без настройки допол-
нительных операционных систем. 
Многофункциональные сетевые устройства. Некоторые моде-
ли популярных сетевых устройств выполняют несколько функций, 
поскольку, по мнению многих пользователей, гораздо удобнее 
приобрести и настроить одно устройство, удовлетворяющее од-
новременно всем потребностям, чем приобретать отдельное 
устройство для каждой функциональной задачи.  
Это особенно актуально для пользователей домашних компью-
теров и сетей, не нуждающихся в развитых системах защиты ин-
формации. Примерами многофункциональных сетевых устройств 
могут служить гибриды, представленные на рисунке 10.18. 
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а)    D-Link DFL-210 
 
 
– межсетевой экран 
– коммутатор 
– маршрутизатор 
б)    D-Link DWA-140 
 
 
– ADSL-маршрутизатор 
– WiFi точка доступа 
– межсетевой экран 
– DHCP-сервер 
в)    Western Digital WDXE2500JB 
  
 
– сетевое хранилище 
– принт-сервер 
 
Рисунок 10.18 – Внешний вид сетевого адаптера: 
а) межсетевой экран;  б) ADSL-модем;  в) сетевое хранилище 
 
 
Вопросы для самоконтроля 
 
1  Дайте определение компьютерной сети. 
2  На какие два класса можно разделить компьютерные сети? 
3  Какие преимущества получает пользователь, работая в ло-
кальной вычислительной сети? 
4 Опишите круг проблем,  связанных с внедрением сетей. 
5 Перечислите преимущества облачных сервисов. 
6 Что необходимо для организации сеанса связи между двумя 
компьютерами? 
7 Нарисуйте схему соединения контактов последовательного 
порта. 
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8  Какое дополнительное оборудование необходимо для со-
единения в беспроводных сетях?  
9  Охарактеризуйте  способы применения Bluetooth-модуля.  
10  Для какой цели используются специализированные уст-
ройства персонального компьютера модемы? 
11  Перечислите основные технологии подключения к обще-
ственным линиям связи. 
12  В чем суть технологии ADSL? 
13  Какое оборудование необходимо для организации обмена 
данными по цифровым линиям связи? 
14  Изложите последовательность  настройки сетевого адаптера. 
15 Опишите виды сетевых кабелей и их свойства. 
16  Перечислите специализированные устройства связи. 
17  Опишите назначение гибридных сетевых устройств. 
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11 Управление вычислительными системами 
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11.1 Операционные системы 
 
Операционная система, ОС (operating system) – базовый          
комплекс компьютерных программ, обеспечивающий интерфейс 
с пользователем, управление аппаратными средствами компью-
тера, работу с файлами, ввод и вывод данных, а также выполне-
ние прикладных программ и утилит. 
ОС выполняет следующие функции: 
–  распределение ресурсов; 
–  разработка программ; 
–  выполнение программ; 
–  организация режимов работы; 
–  отладка программ; 
–  управление (заданиями,  процессами,  данными,  памятью, 
процессорами, устройствами); 
–  обеспечение  высоких  показателей  по  двум  важнейшим         
характеристикам вычислительных систем – эффективности и на-
дежности. 
ОС обеспечивает следующие режимы работы вычислительной 
системы: 
–  режим пакетной обработки; 
–  диалоговый режим; 
–  режим разделения времени; 
–  режим реального времени. 
Режимы работы вычислительной системы во многом опреде-
ляются техническими средствами ЭВМ и структурными элемен-
тами ОС [8]. 
Основным структурным элементом ОС является ядро. 
Ядро – это центральная часть ОС, обеспечивающая приложе-
ниям координированный доступ к ресурсам компьютера, таким 
как процессорное время, память и внешнее аппаратное обеспече-
ние. Также обычно ядро предоставляет сервисы файловой системы 
и сетевых протоколов.  
Как основополагающий элемент ОС, ядро представляет собой 
наиболее низкий уровень абстракции для доступа приложений          
к ресурсам системы, необходимым для его работы. Как правило, 
ядро предоставляет такой доступ исполняемым процессам соот-
ветствующих приложений за счёт использования механизмов 
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межпроцессного взаимодействия и обращения приложений к си-
стемным вызовам ОС. 
Существуют следующие типы архитектур ядер операционных 
систем: 
–  монолитное ядро; 
–  модульное ядро; 
–  микроядро; 
–  экзоядро; 
–  наноядро; 
–  гибридное ядро. 
Чаще всего современные операционные системы строятся на 
комбинации нескольких типов архитектур. 
Сегодня наиболее известными операционными системами яв-
ляются операционные системы семейства Microsoft Windows             
и UNIX-подобные операционные системы. 
Операционная система UNIX использует традиционную архи-
тектуру, несмотря на выделение нескольких уровней, тяготею-
щую скорее к монолитной, чем к многоуровневой.  
На верхнем уровне иерархии операционной системы находятся 
процессы пользовательского режима, которые взаимодействуют  
с ядром операционной системы через интерфейс системных вы-
зовов. Интерфейс системных вызовов перенаправляет запросы 
процессов подсистемам ядра. Подсистемы ядра обеспечивают 
выполнение процессов пользовательского режима и через уро-
вень управления аппаратурой взаимодействуют с аппаратурой 
ЭВМ. Ядро UNIX включает традиционные подсистемы такие,  
как файловая подсистема, подсистема ввода/вывода, подсистема 
управления процессами и памятью. 
Операционная система Windows использует многоуровневую 
архитектуру с работой большей части компонентов в режиме        
ядра, но, тем не менее, в состав ядра не входящих.  
Еще при разработке операционной системы Windows NT во 
главу угла были поставлены задачи переносимости и совмести-
мости, что в основном и определило ее архитектуру. 
Сравнивая архитектуру UNIX и Windows, легко заметить, что 
архитектура Windows гораздо более структурирована. Как и в си-
стеме UNIX, на верхнем уровне иерархии находятся процессы 
пользовательского режима. Это могут быть как пользовательские 
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процессы, так и серверы самой системы. Процессы пользователь-
ского режима взаимодействуют с операционной системой через 
документированные интерфейсы, предоставляемые динамически-
ми библиотеками подсистем окружения. 
 
 
11.2 Операционные системы семейства Windows 
 
Microsoft Windows – это семейство операционных систем кор-
порации Майкрософт (Microsoft), базирующихся на графическом 
интерфейсе для пользователя. По данным компании Net Applica-
tions, на август 2014 г. рыночная доля Windows составила 91,68 %. 
Первые версии Windows не были полноценными операцион-
ными системами, а были надстройками к операционной системе 
MS-DOS, являлись, по сути, операционными оболочками, обес-
печивая стандартизацию интерфейсов аппаратного обеспечения 
и единообразие для пользовательских интерфейсов программ            
и предоставляли встроенные средства (GDI) для создания графи-
ческого интерфейса пользователя. Они работали с процессорами 
начиная с Intel 8086. 
В основу актуального семейства Windows NT положено раз-
деление адресных пространств между процессами. Каждый про-
цесс имеет возможность работать с выделенной ему памятью. 
Однако он не имеет прав для записи в память других процессов, 
драйверов и системного кода. Семейство Windows NT относится 
к операционным системам с вытесняющей многозадачностью.  
Принцип работы Windows представлен на рисунке 11.1. 
Общая история версий Windows может быть представлена так, 
как это показано на следующей схеме (рисунок 11.2). 
 
 
11.3  Операционные системы семейства UNIX 
 
История развития UNIX началась в 1969 г. в Bell Telephone 
Laboratories, являвшейся подразделением компании AT&T. По-
явлению UNIX предшествовала начатая в 1965 г., совместно              
с General Electric Company и Массачусетским институтом техно-
логий (MIT), разработка новой операционной системы MULTICS 
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(Multiplexed Information and Computing Service – многофункцио-
нальный информационный и вычислительный сервис).  
 
 
 
Рисунок 11.1 – Структура операционной системы Windows 
 
В 1969 г. на компьютере PDP-7 была написана на языке ас-
семблера упрощенная версия MULTICS, которая получила назва-
ние UNICS (Uniplexed Information and Computing Service – одно-
функциональный информационный и вычислительный сервис), 
сокращенное вскоре по звучанию до UNIX.  
В 1978 г. университетом города Беркли была выпущена опе-
рационная система BSD (Berkley Software Distribution) Unix, 
названная 1BSD, которая была построена на базе кода AT&T, ли-
цензия на который была приобретена у AT&T годом ранее. Эта 
операционная система послужила началом для наиболее длинной, 
существующей по сей день, ветви развития операционных систем 
семейства UNIX, называемых BSD-системами. С выходом в свет 
Version 7, на ее основе разрабатывается 3BSD для машин VAX, 
которая поддерживала виртуальную память и страничное заме-
щение. BSD/386 стала основой для существующей сейчас ком-
мерческой ОС BSDI, а 386BSD явилась одной из компонент при 
создании целого семейства ОС: FreeBSD, NetBSD и OpenBSD.  
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Отдельной, фактически самодостаточной ветвью UNIX подоб-
ных ОС является Linux. Именно поэтому часто говорят, что Linux – 
это не совсем UNIX. История Linux началась с создания профес-
сором Хельсинского университета Эндрю Танненбаумом програм-
мы Minix, демонстрирующей различные возможности UNIX. Сту-
дент факультета вычислительной техники того же университета, 
Линус Торвальдс, решил на ее основе разработать эффективную 
версию UNIX для платформы IBM PC, которую он назвал Linux.  
Наиболее популярными дистрибутивами являются (расположе-
ны в алфавитном порядке названия их пакетных форматов): deb-
based (Debian, Mint, Ubuntu), pacman-based (Arch Linux, Chakra, 
Manjaro), RPM-based (RedHat, Fedora, Mageia, OpenSUSE), source-
based (Slackware, Gentoo). 
Ядро операционной системы представляет собой центральную 
часть ОС, абстракцию над аппаратурой системы, и выполняется  
в привилегированном режиме и в отдельном адресном простран-
стве. Зачастую определение ядра как программы, выполняющейся 
в привилегированном режиме, является верным. Пользовательские 
приложения при этом выполняются в другом адресном простран-
стве и контролируются ядром. Основные компоненты ядра Linux – 
это системы управления памятью, управления аппаратной частью 
(управление драйверами устройств), управления процессами, фай-
ловой системой, диспетчер процессов, позволяющий справедливо 
разделять процессорное время между процессами (рисунок 11.3). 
 
 
 
Рисунок 11.3 – Структура операционной системы Windows 
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В Linux взаимодействие пользовательских приложений и ядра 
происходит по интерфейсу SCI (System call interface), при этом         
в большинстве случаев пользовательские приложения напрямую            
к ядру не обращаются, так как интерфейс взаимодействия с ядром 
достаточно сложен. Для взаимодействия с ядром приложения  
используют, главным образом, интерфейс стандартной библиоте-
ки glibc (GNU C Library). С его использованием большинство 
операций, требующих обращения к ядру ОС, становятся значи-
тельно проще. 
В настоящее время системы Linux лидируют на рынках 
смартфонов (Android занимает 85 % рынка), интернет-серверов 
(60 %), самых мощных суперкомпьютеров (97 %). На рынке до-
машних компьютеров Linux прочно занимает 3-е место (по раз-
ным данным, от 1 до 5 %).  
Согласно исследованию Goldman Sachs, в целом, рыночная 
доля Linux среди электронных устройств составляет около 42 %. 
 
 
11.4 Виртуализация вычислительного процесса 
 
IBM признала важность виртуализации еще в 1960-х гг. вме-
сте с развитием компьютеров класса «мэйнфрэйм». Например, 
System/360™ Model 67 виртуализировала все интерфейсы обору-
дования через программу Virtual Machine Monitor (VMM).  
Виртуализация компьютера означает, что можно заставить 
компьютер «казаться» сразу несколькими компьютерами одно-
временно или совершенно другим компьютером. Виртуализацией 
также называется ситуация, когда несколько компьютеров пред-
ставляются как единый компьютер.  
Виртуализация оптимизирует использование ИТ-ресурсов, рас-
сматривая физические ресурсы компании в качестве резервуаров, 
из которых можно динамически черпать виртуальные ресурсы. 
Виртуализация означает сдвиг в мышлении от физического 
подхода к логическому, рассматривая ИТ-ресурсы в качестве ло-
гических, а не отдельных физических ресурсов (рисунок 11.4).  
Используя виртуализацию, можно консолидировать ресурсы, 
такие как процессоры, дисковое пространство и сети, в своей 
среде, что дает следующие преимущества: 
 224 
 
–  консолидация с целью уменьшения стоимости оборудования; 
–  оптимизация рабочей нагрузки; 
–  гибкость и оперативность ИТ-услуг. 
 
 
 
Рисунок 11.4 – Переход от реальных сервисов к виртуализации 
 
Вариантами использования виртуальных машин являются: 
– создание персональной виртуальной среды, изолированной 
от хостовой системы, что позволяет использовать на одном ком-
пьютере несколько копий рабочих окружений, изолированных 
друг от друга; 
– создание сред для экспериментов с потенциально опасным 
программным обеспечением; 
– удобное резервное копирование пользовательских сред; 
– возможность обучения работе с различными операционными 
системами, не нарушая работоспособности основной системы. 
Можно выделить следующие способы виртуализации: 
– Симуляция процессора (рисунок 11.5,а). Виртуализация P-code 
(или pseudo-code) машины заключается в симуляции процессора. 
P-code – это машинный язык, который выполняется на виртуаль-
ной машине, а не на реальном оборудовании.  
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Язык Java TM в своей виртуальной машине использует модель, 
разработанную для P-кодов. Это позволило достичь широкой 
распространенности Java-программ. 
– Командная виртуализация (рисунок 11.5,б). В этой модели 
виртуальный набор команд транслируется в набор команд реаль-
ного аппаратного обеспечения, причем в большинстве случаев 
это осуществляется динамически.  
Трансляция сегмента кода происходит тогда, когда код дол-
жен исполняться. Если происходит переход, то из памяти извле-
кается и транслируется нужный новый кусок кода.  
 
а) б) 
 
 
 
 
Рисунок 11.5 – Примеры технологий виртуализации:  
а) симуляция процессора;  б) командная виртуализация 
 
– Эмуляция аппаратных средств. Данная технология виртуа-
лизации будет рассматриваться в следующем параграфе. 
 
 
 
11.5  Эмуляция аппаратных средств 
 
Самая сложная виртуализация обеспечивается эмуляцией ап-
паратных средств, когда программная модель аппаратных средств 
создается на хост-системе, чтобы эмулировать нужное оборудо-
вание. 
Исторически код служебных программ (прототип операцион-
ной системы) называли супервизор (supervisor). Когда стало воз-
можным запускать одну операционную систему на другой опера-
ционной системе, появился термин гипервизор (hypervisor). 
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Различают несколько способов эмуляции аппаратных средств: 
– Эмуляция оборудования (рисунок 11.6). Виртуальная копия 
аппаратных средств создается на хост-системе, чтобы предостав-
лять гостевой операционной системе нужное оборудование. 
 
 
 
Рисунок 11.6 – Примеры технологий виртуализации 
 
– Полная (аппаратная) виртуализация (рисунок 11.7). Эта мо-
дель использует менеджер виртуальных машин (гипервизор),       
который осуществляет связь между гостевой операционной си-
стемой и аппаратными средствами системы. 
 
 
 
Рисунок 11.7 – Примеры технологий виртуализации 
 
– Паравиртуализация (рисунок 11.8). Паравиртуализация тре-
бует, чтобы гостевая ОС была изменена для гипервизора, и это 
является недостатком метода. Однако паравиртуализация предла-
гает высокую производительность, почти как у реальной системы. 
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Рисунок 11.8 – Примеры технологий виртуализации 
 
Лидерами в производстве систем виртуализации для конечных 
пользователей на данный момент являются компании: VMware                 
с продуктами VMware Workstation, VMware ACE и VMware 
Fusion, Microsoft с продуктом Virtual PC, Parallels, продвигающая 
свою платформу виртуализации для Mac OS с продуктом Parallels 
Desktop for Mac, и компания InnoTek с бесплатной платформой           
с открытым исходным кодом VirtualBox. 
На рисунке 11.9 показаны примеры окон настройки оборудо-
вания виртуальных машин. 
 
а) б) 
    
 
Рисунок 11.9 – Примеры менеджеров виртуальных машин: 
а) VMware;   б) Virtual PC 
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11.6  Облачные операционные системы Cloud PC 
 
Идея разработки этих программных систем возникла достаточ-
но давно. Основным положением Cloud PC является решение           
вопроса организации единственного защищенного рабочего про-
странства для пользователя, независимо от его географического 
положения, типа операционной системы, которой он пользуется         
во время сеанса работы, и даже аппаратной платформы оборудова-
ния, на котором ему приходится работать. 
Вариант решения – использовать в качестве основы интерфейса 
такой операционной оболочки браузер, а сам сервис защищенного 
рабочего пространства разместить на web-сервере. Сдерживающим 
фактором долгое время была низкая пропускная способность кана-
лов связи. Сейчас этот вопрос практически решен, поэтому число 
таких систем резко возросло. 
В данном секторе отмечены серьезные продукты разработки 
компаний Adobe, Microsoft, Google и многих других. Такие про-
граммы универсальны и одинаково легко применяются как для 
обычной вычислительной техники, так и для мобильных устройств 
(рисунок 11.10). 
 
 
 
Рисунок 11.10 – Возможности работы с Web-OS 
 
Среди особенностей, называемых разработчиками – безопас-
ность, мобильность данных, отсутствие привязки к «железу»              
и платформам, встроенные инструменты совместной разработки 
и высокая производительность при создании приложений. Под без-
опасностью в первую очередь подразумевается то, что программы 
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будут работать в виртуальной машине, изолированной от системы, 
в так называемом «песочном ящике» (sandbox), как Java-апплеты. 
Изначально для работы в среде web-оболочек применялись 
отдельные web-программные системы (рисунок 11.11). Примером 
служат текстовые on-line редакторы: J2E.com (http://www.j2e.com), 
AjaxWrite (http://us.ajax13.com/en/ajaxwrite), Peepel.com (http://peepel. 
com), Solodox.com (http://www.solodox.com), FlySuite.com (http:// 
www.flysuite.com), Buzzword (http://about.buzzword.com), iNetWord. 
com (http://www.inetword.com), Nevercode Docs (http://www.nevro-
code. com/docs), Writeboard (http://www.writeboard.com).  
 
       
 
Рисунок 11.11 – Примеры текстовых on-line редакторов 
 
Вторым шагом развития этих программ стали онлайновые офис-
ные пакеты (рисунок 11.12). Например: ThinkFree (www.thinkfree. 
com), Live Documents (www.live-documents.com), Google Docs 
(docs.google.com), Zoho (www.zoho.com), Office Live (www.officelive. 
com), Ulteo (www.ulteo.com). 
 
     
 
Рисунок 11.12 – Примеры работы в среде on-line офисов 
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Полнофункциональные системы Cloud PC рассматриваются            
в следующем пункте. 
 
 
11.7 Комплексные системы Cloud PC 
 
Системы Cloud PC открываются в любом браузере независимо 
от используемого устройства (смартфона, планшета, настольного 
компьютера) и выполняют множество функций – работа с опера-
циями, документами, просмотром видео и аудио, резервное копи-
рование и т. д. 
Зачастую разработчики Cloud PC расширяют возможности 
своего продукта с использованием ресурсных сервисов крупных 
облачных проектов. 
Например, ZeroPC (рисунок 11.13) предлагает 1 Гб дискового 
пространства собственного сервера и позволяет подключать раз-
личные облачные сервисы для хранения, включая Box, DropBox, 
Google Drive, SkyDrive, SugarSync и 4Shared для более широкого 
доступа к собственным данным. ZeroPC доступен на Android, 
iPhone и iPad. 
 
 
 
Рисунок 11.13 – Пользовательское рабочее пространство ZeroPC 
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Технологически облачные операционные системы могут быть 
ограничены поддержкой на стороне клиента конкретной про-
граммной технологии. Например, Joli OS (http://jolicloud.com) осно-
вана на ядре Linux, ее интерфейс построен на технологии HTML5 
(рисунок 11.14); Glide OS (http://glidesociety.com) полностью по-
строена на Adobe Flash (рисунок 11.15); SilveOS (http://silveos.com) 
представляет собой Windows-подобную облачную ОС, разработан-
ную при помощи Silverlight (рисунок 11.16). 
 
 
 
Рисунок 11.14 – Пользовательское рабочее пространство Joli OS 
 
 
 
Рисунок 11.15 – Пользовательское рабочее пространство Glide OS 
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Рисунок 11.16 – Пользовательское рабочее пространство SilveOS 
 
 
Вопросы для самоконтроля 
 
1 Дайте определение операционной системы. 
2 Какие функции выполняет операционная система? 
3 Какие режимы работы вычислительной системы вы знаете? 
4 Приведите понятие ядра операционной системы. 
5 Какие типы архитектур ядра операционной системы суще-
ствуют? 
6 Какие наиболее популярные операционные системы вы знаете? 
7 На каких типах платформ работают версии операционной 
системы Windows? 
8 На каких типах платформ работают версии операционной 
системы Linux? 
9 Поясните преимущества использования виртуальных машин. 
10  Что такое командная виртуализация? 
11  Опишите способы эмуляции аппаратных средств для вир-
туальных машин. 
12  Какие виртуальные машины вы знаете? 
13  Чем отличается облачная операционная система от опера-
ционной системы установленной на персональном компьютере? 
14 Приведите примеры программного обеспечения для реали-
зации функции Cloud PC. 
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