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Abstract
A necessary and sufficient condition is given for a block upper triangular matrix A to be
the sum of block upper rectangular matrices satisfying certain rank constraints. The condition
is formulated in terms of the ranks of certain submatrices of A. The proof goes by reduction to
an integer programming problem. This integer programming problem has a totally unimodular
constraint matrix which makes it possible to utilize Farkas’ Lemma. © 2000 Elsevier Science
Inc. All rights reserved.
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1. Introduction and main result
The background for this paper is formed by the articles [1–7,10,11]. All these
articles, in one way or another, deal with sums of idempotent elements in Banach
algebras. In [1,6,7,10,11] specific attention is paid to idempotent matrices. In [2–5]
connections are made with logarithmic residues, i.e., contour integrals of logarithmic
derivatives of vector-valued analytic (or meromorphic) functions.
So far for the general background. The immediate motivation for this paper comes
from [4] where logarithmic residues of analytic matrix valued functions are iden-
 Corresponding author. Tel.: +31-10-4081370; fax: +31-10-4089145.
E-mail address: bart@few.eur.nl (H. Bart).
0024-3795/00/$ - see front matter ( 2000 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 2 1 9 - 0
108 H. Bart, A.P.M. Wagelmans / Linear Algebra and its Applications 305 (2000) 107–129
tified as sums of idempotent matrices. One of the main results in [4] contains a
characterization of sums of idempotent block upper triangular matrices. Its proof
depends heavily on an additive rank decomposition theorem for block upper trian-
gular matrices which enables a reduction to a special type of block upper triangular
matrices, namely the block upper rectangular ones. It is that Rank Decomposition
Theorem which is the topic of the present paper.
From now on, m, n, m1; : : : ;mk and n1; : : : ; nk are integers,
m D m1 C    Cmk; n D n1 C    C nk: (1.1)
Given these integers – until further notice (cf. Section 4) assumed to be all positive
– and given an m n matrix A, we can partition A, writing it as a block matrix
A D .Aij /ki;jD1; Aij 2 Cminj : (1.2)
Of course this block form depends on the additive decomposition (1.1). In the rest of
the paper, explicit references to (1.1) in connection with partitionings or block forms
are suppressed, the situation always being clear from the context.
Let A be as in (1.2). We say that A is block upper triangular if Aij D 0 whenever
i > j . Also, for l D 1; : : : ; k, we call A block upper rectangular of type l if Aij D 0
whenever i > l or j < l. Note that block upper rectangularity implies block up-
per triangularity. For a picture illuminating these definitions, see after the Rank
Decomposition Theorem below.
By a simple block submatrix of the block upper triangular matrix A we mean a
submatrix of the form
ATs; tU D .Aij /ti;jDs D
26664
Ass    As;t−1 Ast
0 AsC1;t
::: ð
:::
0    0 Att
37775 :
Here s and t are integers, 1 6 s 6 t 6 k. The rank of ATs; tU will be denoted by
rATs; tU.
We are now ready to formulate the result which is the central issue of this paper.
Rank Decomposition Theorem. Consider the block matrix
A D .Aij /ki;jD1
with Aij 2 Cminj ; i; j D 1; : : : ; k. Assume that A is block upper triangular and let
d1; : : : ; dk be non-negative integers. The following statements are equivalent:
(RDT1) The matrix A admits a decomposition
A D R1 C    C Rk;
where for l D 1; : : : ; k, the matrix Rl is block upper rectangular of type l
and the rank of Rl does not exceed dl .
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Fig. 1.
(RDT2) For each pair of integers s; t satisfying 1 6 s 6 t 6 k,
rATs; tU D rank
26664
Ass    As;t−1 Ast
0 AsC1;t
::: ð
:::
0    0 Att
37775 6 ds C    C dt :
In Fig. 1, we illustrate the decomposition in (RDT1) for the case k D 5. Here
the non-shaded blocks consist of zeros only. For a concrete numerical illustration,
see Example 3.5 below. Note that without the rank constraints imposed in (RDT1),
the decomposition of a block upper triangular matrix into a sum of block upper
rectangular matrices is a triviality.
The proof of the implication (RDT1)) (RDT2) is easy: Suppose (RDT1) holds
and let 1 6 s 6 t 6 k. Then
ATs; tU D
kX
lD1
RlTs; tU:
Since Rl is block upper rectangular, we have that RlTs; tU D 0 whenever l < s or
l > t . Hence
rank ATs; tU 6
tX
lDs
rank RlTs; tU 6
tX
lDs
rank Rl:
By assumption, rank Rl 6 dl , and it is clear that (RDT2) is satisfied.
The proof of the implication (RDT2)) (RDT1) is much harder. Here, in describ-
ing the contents of the present paper, we shall outline the main steps.
In Section 2, we use column operations to bring A into a simple “block column
reduced” form. The process resembles that of reducing a matrix to column echelon
form. However, in our set up the special block form of A is taken into account.
In Section 3, the problem of decomposing A (assumed to be in “block column
reduced form”) is reduced to an integer programming problem involving 12k.k C 1/
equations and 16k.k C 1/.k C 2/ unknowns. The issue becomes now to show that
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this integer programming problem has an integer solution. First it is observed that
its constraint matrix is totally unimodular in the sense of [8]; see also [9]. As a
consequence, it suffices to prove that a non-negative real solution exists. Here, the
celebrated Farkas Lemma is the appropriate tool. For the cone determined by the
Farkas conditions, a set of k2 generators is identified and, assuming that (RDT2)
holds, the Farkas conditions are verified by checking them on these generators.
The Rank Decomposition Theorem is also true in the “degenerate case” when
there are zeros among the integers m1; : : : ;mk or n1; : : : ; nk . Some specific situ-
ations are discussed in Section 4, the final section of the paper.
Most of the terminology and notation in this paper is standard. When necessary
or useful, things will be explained “on the spot”. In partitioned matrices, dotted lines
are used to accentuate the blocks.
2. A reduction theorem for block upper triangular matrices
We begin with some preparatory material. Let M be a p  q matrix. Replacing
certain columns of M by zero columns and leaving the other columns of M un-
changed, we can transform M, without changing its rank, into a matrix whose non-
zero columns are linearly independent. A specific procedure for doing this is as fol-
lows. WriteM D Tm1   mq U with mj 2 Cp; j D 1; : : : ; q; so mj is the jth column
of M. For l D 1; : : : ; q , we leave the lth column of M unchanged wheneverml is not a
linear combination of the columnsm1; : : : ;ml−1 precedingml; otherwise we replace
ml by a zero column. This procedure will be referred to as the left to right column
reduction of M and the resulting matrix will be called the (left to right) column
reduced form of M. We denote it byMred. Note thatMred can be obtained from M by
multiplying M from the right by an invertible upper triangular q  q matrix U having
ones on the diagonal. The matrix U can be chosen in such a way that .U − I/2 D 0
and (consequently)U−1 D 2I − U . Also note that the first column of M and the first
column ofMred are identical. Finally observe that in the transformation process from
M to Mred, zero columns and zero rows of M remain unchanged.
Next we consider matrices in partitioned form. The notion of a simple block
submatrix of a block upper triangular matrix was introduced in Section 1.
Proposition 2.1. Consider the block matrix
A D .Aij /ki;jD1
with Aij 2 Cminj ; and assume that A is block upper triangular (i.e., Aij D 0
whenever i > j ). Then there exists an invertible upper triangular n n matrix F;
having ones on the diagonal; such that for each pair of integers s; t with 1 6 s 6 t 6
k; the non-zero columns in the simple block submatrix AF Ts; tU of AF are linearly
independent.
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Here, as before, n D n1 C    C nk .
Proof. The proof goes by induction. For k D 1, things are covered by the prepar-
atory material presented at the beginning of this section (take M D A D AT1; 1U D
A11/. For the induction step, we may assume that k > 2 and that there exists an
invertible upper triangular .n2 C    C nk/ .n2 C    C nk/matrix QG, having ones
on the diagonal, such that AT2; kU QG has the desired form. Thus, if we write
AT2; kU QG D . QAij /ki;jD2 (2.1)
with QAij 2 Cminj , then QAij D 0 whenever i > j > 2 and the non-zero columns in
the matrices . QAij /ti;jDs ; 2 6 s 6 t 6 k, are linearly independent. Put
QF D In1  QG; QA D A QF;
where In1 is the n1  n1 identity matrix and the symbol  signals the operation of
taking matrix direct sums. Then QF is an invertible upper triangular n nmatrix with
ones on the diagonal, QA is block upper triangular and QAT2; kU D AT2; kU QG. From the
latter we see that we can write
QA D . QAij /ki;jD1
without violating the notation introduced via (2.1). We also see that QAT2; kU has the
desired form as indicated above. This fact plays an important role in the analysis of
the column reduced form QAred of QA that we commence now.
Recall that QAred is obtained from QA by left to right column reduction. Thus certain
columns of QA are replaced by zero columns while the others are unchanged. From
this it is clear that QAred is block upper triangular. We also have
QAredT2; kU D QAT2; kU: (2.2)
This can be seen as follows.
Consider the lth column of QAT2; kU. This is the .l C n1/th column of QA with
the first m1 coordinates removed. In the transformation process from QA to QAred,
the .l C n1/th column of QA is either left unchanged or replaced by a zero column.
Hence, if the lth column of QAT2; kU is a zero column, then so is the lth column of
QAredT2; kU. Assume the lth column of QAT2; kU is non-zero. As QAT2; kU D AT2; kU QG, the
non-zero columns of QAT2; kU are linearly independent. In particular, the lth column
of QAT2; kU is not a linear combination of the preceding l − 1 columns in QAT2; kU.
Since QA21; : : : ; QAk1 are zero matrices, we may conclude that the .l C n1/th column
in . QAij /kiD2; kjD1 is not a linear combination of the preceding columns. A fortiori, the
same holds for the .l C n1/th column in QA. But then the .l C n1/th column in QA and
the .l C n1/th column in QAred are identical. It follows that the lth column in QAT2; kU
and the lth column in QAredT2; kU are identical too. This proves (2.2).
112 H. Bart, A.P.M. Wagelmans / Linear Algebra and its Applications 305 (2000) 107–129
Next, we consider the simple block submatrices of QAred. For 2 6 s 6 t 6 k, one
has
QAredTs; tU D . QAij /ti;jDs :
This is clear from (2.2). Hence, in this case, the non-zero columns in QAredTs; tU are
linearly independent. Let 1 6 t 6 k. By adding mtC1 C    Cmk rows of zeros toQAredT1; tU one obtains the matrix consisting of the first n1 C    C nt columns ofQAred. The non-zero columns of QAred are linearly independent. But then the non-zero
columns in QAredT1; tU are linearly independent too.
The upshot of all of this is that in each simple block submatrix of QAred, the non-
zero linear columns are linearly independent. To finish the proof, we write QAred asQAred D QAG where G is an invertible upper triangular n n matrix having ones on
the diagonal. Put F D QFG. Then F and AF = QAred have the desired properties. 
Remark 2.2. Elaborating on the proof of Proposition 2.1, we observe that it provides
us with a concrete procedure for obtaining both F and the “block column reduced
form” AF of A. The procedure consists of k C 1 main steps (each involving several
substeps).
Step 1: Apply left to right column reduction to ATk; kU D Akk by multiplyingAkk
from the right by an invertible upper triangular nk  nk matrix G1 having ones on
the diagonal. Put
F1 D In1CCnk−1 G1; A1 D AF1:
Note that F1 is an invertible upper triangular n n matrix with ones on the
diagonal and that A1 is block upper triangular.
Step l .2 6 l 6 k − 1/: Consider the block upper triangular matrix Al−1 obtained
in Step .l − 1/. Apply left to right column reduction to the matrixAl−1Tk − l C 1; kU
by multiplying Al−1Tk − l C 1; kU from the right by an invertible upper triangular
.nk−lC1 C    C nk/ matrixGl having ones on the diagonal. Put
Fl D In1CCnk−l Gl; Al D Al−1Fl:
Note that Fl is an invertible upper triangular n n matrix with ones on the diagonal
and that Al is block upper triangular.
Final Step: Put F D F1   Fk . Then F and AF D Ak have the desired properties
(see also Example 2.3 below).
A few comments are in order. In the course of Steps 1 to k, matricesG1; : : : ;Gk;
F1; : : : ; Fk and A1; : : : ; Ak are obtained. We list some of their relations and proper-
ties (see also Example 2.3 below):
 Fl D In1CCnk−l Gl; l D 1; : : : ; k,
(in particular Fk D Gk/;
H. Bart, A.P.M. Wagelmans / Linear Algebra and its Applications 305 (2000) 107–129 113
 Al D Al−1Fl; l D 1; : : : ; k,
(here A0 D A/;
 in each of the simple block submatrices of AlTk − l C 1; kU, the non-zero
columns are linearly independent, l D 1; : : : ; k;
 AlTk − l C 1; kU D AlC1Tk − l C 1; kU; l D 1; : : : ; k − 1,
(so AlTk − l C 1; kU D Aj Tk − l C 1; kU; 1 6 l 6 j 6 k/;
 AlT1; k − lU D AT1; k − lU; l D 0; : : : ; k − 1,
(so AlT1; k − lU D Aj T1; k − lU D AT1; k − lU; 0 6 j 6 l 6 k − 1/.
Note that in the transition from Al to AlC1 the simple block submatrices
AlTk − l C 1; kU and AlT1; k − l − 1U .D AT1; k − l − 1U/ remain unchanged.
In practice, one can work with augmented matrices according to the following
scheme:

A
In

F1!

AF1
F1

F2!

AF1F2
F1F2

F3!   
   Fk−1!

AF1   Fk−1
F1   Fk−1

Fk!

AF1   Fk
F1   Fk

D

AF
F

:
The transitions between the augmented matrices can be carried out by applying
column operations. These operations are of the following type (cf. the beginning
of this section): A change in the lth column is effectuated by subtracting from it a
linear combination of the preceding l − 1 columns.
It is illustrative to present an example.
Example 2.3. Consider the block upper triangular matrix
A D
2666666666664
0 0 0 0
::: 1 1 −1 ::: 1 0 2
0 1 1 −1 ::: 0 2 −5 ::: −2 1 1
0 1 0 −2 ::: −1 0 −1 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 −2 ::: 3 0 2
0 0 0 0
::: 0 2 −4 ::: 1 0 2
0 0 0 0
::: 0 −1 2 ::: −1 0 −1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 1
0 0 0 0
::: 0 0 0
::: −1 1 0
3777777777775
.k D 3;m1 D 3;m2 D 3;m3 D 2; n1 D 4; n2 D 3; n3 D 3;m D 8; n D 10/. The re-
duction process, using augmented matrices, is now as follows. Form
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0 0 0 0
::: 1 1 −1 ::: 1 0 2
0 1 1 −1 ::: 0 2 −5 ::: −2 1 1
0 1 0 −2 ::: −1 0 −1 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 −2 ::: 3 0 2
0 0 0 0
::: 0 2 −4 ::: 1 0 2
0 0 0 0
::: 0 −1 2 ::: −1 0 −1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 1
0 0 0 0
::: 0 0 0
::: −1 1 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 0 0 0
::: 0 0 0
::: 0 0 0
0 1 0 0
::: 0 0 0
::: 0 0 0
0 0 1 0
::: 0 0 0
::: 0 0 0
0 0 0 1
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 1 0 0
::: 0 0 0
0 0 0 0
::: 0 1 0
::: 0 0 0
0 0 0 0
::: 0 0 1
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: 0 1 0
0 0 0 0
::: 0 0 0
::: 0 0 1
37777777777777777777777777777777775
:
Apply left to right column reduction to the boldface 2 3 matrix, i.e.,
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−!
subtract the sum of the 8th and 9th column from the 10th:
2666666666666666666666666666664
0 0 0 0
::: 1 1 −1 ::: 1 0 1
0 1 1 −1 ::: 0 2 −5 ::: −2 1 2
0 1 0 −2 ::: −1 0 −1 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 −2 ::: 3 0 −1
0 0 0 0
::: 0 2 −4 ::: 1 0 1
0 0 0 0
::: 0 −1 2 ::: −1 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: −1 1 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 0 0 0
::: 0 0 0
::: 0 0 0
0 1 0 0
::: 0 0 0
::: 0 0 0
0 0 1 0
::: 0 0 0
::: 0 0 0
0 0 0 1
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 1 0 0
::: 0 0 0
0 0 0 0
::: 0 1 0
::: 0 0 0
0 0 0 0
::: 0 0 1
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 1 0 −1
0 0 0 0
::: 0 0 0
::: 0 1 −1
0 0 0 0
::: 0 0 0
::: 0 0 1
3777777777777777777777777777775
:
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Apply left to right column reduction to the boldface 5 6 matrix, i.e.,−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−!
subtract from the 7th column−2 the 6th column:2666666666666666666666666666664
0 0 0 0
::: 1 1 1
::: 1 0 1
0 1 1 −1 ::: 0 2 −1 ::: −2 1 2
0 1 0 −2 ::: −1 0 −1 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 0
::: 3 0 −1
0 0 0 0
::: 0 2 0
::: 1 0 1
0 0 0 0
::: 0 −1 0 ::: −1 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: −1 1 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 0 0 0
::: 0 0 0
::: 0 0 0
0 1 0 0
::: 0 0 0
::: 0 0 0
0 0 1 0
::: 0 0 0
::: 0 0 0
0 0 0 1
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 1 0 0
::: 0 0 0
0 0 0 0
::: 0 1 2
::: 0 0 0
0 0 0 0
::: 0 0 1
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 1 0 −1
0 0 0 0
::: 0 0 0
::: 0 1 −1
0 0 0 0
::: 0 0 0
::: 0 0 1
3777777777777777777777777777775
:
Apply left to right column reduction to the boldface 8 10 matrix, i.e.,
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−!
subtract from the 4th column (−2 the 2nd columnC1 the 3rd column), from the
7th column (−1 the 3rd columnC1 the 5th column):26666666666666666666666666666664
0 0 0 0
::: 1 1 0
::: 1 0 1
0 1 1 0
::: 0 2 0
::: −2 1 2
0 1 0 0
::: −1 0 0 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 0
::: 3 0 −1
0 0 0 0
::: 0 2 0
::: 1 0 1
0 0 0 0
::: 0 −1 0 ::: −1 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: −1 1 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 0 0 0
::: 0 0 0
::: 0 0 0
0 1 0 2
::: 0 0 0
::: 0 0 0
0 0 1 −1 ::: 0 0 1 ::: 0 0 0
0 0 0 1
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 1 0 −1 ::: 0 0 0
0 0 0 0
::: 0 1 2
::: 0 0 0
0 0 0 0
::: 0 0 1
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 1 0 −1
0 0 0 0
::: 0 0 0
::: 0 1 −1
0 0 0 0
::: 0 0 0
::: 0 0 1
37777777777777777777777777777775
:
116 H. Bart, A.P.M. Wagelmans / Linear Algebra and its Applications 305 (2000) 107–129
This matrix contains the desired information: its last 10 rows form the matrix F; its
first 8 rows the “block column reduced form” AF of A. One checks without diffi-
culty that in each simple block submatrix of AF the non-zero columns are linearly
independent, as desired.
Now let us return to the Rank Decomposition Theorem. Let F be an invertible
upper triangular n n matrix, n D n1 C    C nk (or, more generally, let F be an
invertible block upper triangular matrix with block structure compatible with that of
A, so determined by the numbers n1; : : : ; nk). Then the simple block submatrices
ATs; tU; AF Ts; tU and AF−1Ts; tU of A;AF and AF−1, respectively, have the same
rank. This is clear from
AF Ts; tU D ATs; tUF Ts; tU; AF−1Ts; tU D ATs; tUF−1Ts; tU:
Also, if R is a block upper rectangular matrix of type l, then so are RF and RF−1.
These observations, together with Proposition 3.1, show that in proving the Rank
Decomposition Theorem, one can work on the basis of the following assumption: A
is in “block column reduced form”, i.e., for each pair of integers s; t with 1 6 s 6
t 6 k; the non-zero columns in the simple block submatrix ATs; tU of A are linearly
independent. As we shall see in the next section, this enables us to reduce things to
an integer programming problem.
3. Rank decomposition and integer programming
Throughout this section
A D .Aij /ki;jD1
is a block matrix with blocks Aij 2 Cminj , and it is assumed that A is block up-
per triangular. As before, we havem D m1 C    Cmk; n D n1 C    C nk , so (con-
sidered as an ordinary scalar matrix) A is an m n matrix.
We begin with some technicalities. Let s and t be integers, 1 6 s 6 t 6 k. A non-
zero column .a1q    amq/T of A is said to be of type .s; t/ if
n1 C    C nt−1 C 1 6 q 6 n1 C    C nt ;
and, in addition, the largest p for which apq =D 0 satisfies
m1 C    Cms−1 C 1 6 p 6 m1 C    Cms:
Thus the qth column of A is of type .s; t/ if and only if it has a non-zero entry inside
the block Ast and all its entries in the blocks AsC1;t ; : : : ; Ak;t are zero.
Pairs .s; t/ that appear as types for columns of A in the above sense satisfy s 6 t .
This is a reformulation of the requirement of block upper triangularity imposed on
A. It is also useful to note that A is block upper rectangular of type l if and only if
each non-zero column of A is of type .s; t/ with s 6 l 6 t .
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Recall that
rATs; tU D rank
26664
Ass    As;t−1 Ast
0 AsC1;t
::: ð
:::
0    0 Att
37775 :
Here s and t are integers, 1 6 s 6 t 6 k. We also stipulate
nATs; tU D rATs; tU − rATs; t − 1U − rATs C 1; tU C rATs C 1; t − 1U;
thereby using the convention rATs; tU D 0 whenever s > t . Thus, in particular,
nATs; sU D rATs; sU;
nATs; s C 1U D rATs; s C 1U − rATs; sU − rATs C 1; s C 1U;
where in the first identity s ranges from 1 to k, and in the second s ranges from 1 to
k − 1.
Proposition 3.1. Let s and t be integers; 1 6 s 6 t 6 k. Then nATs; tU is a non-
negative integer and
rATs; tU D
X
s6i6j6t
nATi; j U:
Also; if in each simple block submatrix of A the non-zero columns are linearly
independent; then nATs; tU is equal to the number of columns in A of type .s; t/.
The second part of the proposition is motivated by Proposition 2.1.
Proof. We assume (without loss of generality) that in each simple block submatrix
of A, the non-zero columns are linearly independent. Write nTi; j U for the number of
columns in A of type .i; j/. Then
rATs; tU D
X
s6i6j6t
nTi; j U; (3.1)
both sides of this identity being equal to the number of non-zero columns in ATs; tU.
From (3.1), we have
rATs; tU − rATs; t − 1U D
tX
iDs
nTi; tU;
rATs C 1; tU − rATs C 1; t − 1U D
tX
iDsC1
nTi; tU:
Subtracting these identities, we get nATs; tU D nTs; tU, and the proof is complete. 
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Let d1; : : : ; dk be non-negative integers. With these integers and the given block
upper triangular matrix A, we associate the following system of linear equations:
.IP/
8>>>><>>>>:
tX
lDs
x.s;t;l/ D nATs; tU; 1 6 s < t 6 k;
lX
sD1
kX
tDl
x.s;t;l/ D dl − nATl; lU; 1 6 l 6 k:
The number of equations in (IP) is equal to the sum of k and the number of pairs
.s; t/ with 1 6 s < t 6 k, and so it is 12k.k C 1/. To get the number of unknowns,
we have to count all triples .s; t; l/ with 1 6 s 6 l 6 t 6 k. This leads to the numberX
16s6t6k
.t − s C 1/D
kX
tD1
tX
sD1
.t − s C 1/ D
kX
tD1
1
2
t .t C 1/
D 1
2
kX
tD1
t C 1
2
kX
tD1
t2:
Hence the number of unknowns in (IP) is 14k.k C 1/C 112k.k C 1/.2k C 1/ D
1
6k.k C 1/.k C 2/.
In what follows, the system of equations (IP) will often be regarded as an integer
programming problem. By an integer solution of (IP) we then mean a solution of
(IP) consisting of non-negative integers x.s;t;l/.
We are now ready to formulate an extended version of the Rank Decomposition
Theorem.
Theorem 3.2. (Rank decomposition Theorem, extended version). Consider the block
matrix
A D .Aij /ki;jD1
with Aij 2 Cminj ; i; j D 1; : : : ; k. Assume that A is block upper triangular and let
d1; : : : ; dk be non-negative integers. The following statements are equivalent:
.RDT1/ The matrix A admits a decomposition
A D R1 C    C Rk;
where for l D 1; : : : ; k; the matrix Rl is block upper rectangular of type l
and the rank of Rl does not exceed dl .
.RDT2/ For each pair of integers s; t satisfying 1 6 s 6 t 6 k
rATs; tU D rank
26664
Ast    As;t−1 Ast
0 AsC1;t
::: ð
:::
0    0 Att
37775 6 ds C    C dt :
H. Bart, A.P.M. Wagelmans / Linear Algebra and its Applications 305 (2000) 107–129 119
.RDT3/ The integer programming problem (IP) has an integer solution.
It was already observed that, almost trivially, (RDT1) implies (RDT2). In the re-
mainder of this section we shall prove that (RDT3) implies (RDT1) and (RDT2) im-
plies (RDT3). For an example illustrating Theorem 3.2, and the implication (RDT3)
) (RDT1) in particular, see Example 3.5 below.
Proof of (RDT3) ) (RDT1). By Proposition 2.1, we may assume that in each
simple block submatrix of A, the non-zero columns are linearly independent. Write
A D Ta1    anU with aj 2 Cm; so aj is the jth column of A. Put
N D fj 2 f1; : : : ; ng j aj =D 0g;
NTs; tU D fj 2 f1; : : : ; ng j aj is of type .s; t/g:
Here 1 6 s 6 t 6 k. Note that
N D
[
16s6t6k
NTs; tU (3.2)
and that this is a disjoint union.
Take an integer solution x.s;t;l/, 1 6 s 6 l 6 t 6 k; s; t and l integers, of (IP). For
1 6 s < t 6 k, the right-hand side in the corresponding equation of (IP) is nATs; tU.
Now, by Proposition 3.1 (second part), nATs; tU is the number of elements in NTs; tU.
So we can partition NTs; tU as
NTs; tU D
t[
lDs
NTs; t; lU (3.3)
where the number of elements in NTs; t; lU is equal to x.s;t;l/. For l D 1; : : : ; k, put
Nl D NTl; lU [
0BB@ [
16s6l6t6k
s6t
NTs; t; lU
1CCA :
Then
N D
k[
lD1
Nl: (3.4)
Since (3.2) and (3.3) are disjoint unions, (3.4) is a disjoint union too.
We now define the m n matrices R1; : : : ; Rk as follows. For l D 1; : : : ; k and
j D 1; : : : ; n, the jth column of Rl is identical to the jth column of A whenever j 2
Nl ; otherwise it is a zero column. A little reflection shows that A D R1 C    C Rl .
Recall that the non-zero columns of A are linearly independent. Hence the rank of
Rl is equal to the number of elements in Nl . It follows that, for l D 1; : : : ; k,
rank RlD nATl; lU C
X
16s6l6t6k
s<t
x.s; t; l/
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6 nATl; lU C
X
16s6l6t6k
x.s; t; l/:
By (IP) the expression at the right-hand side of the inequality sign equals dl , and
so we may conclude that the rank of Rl does not exceed l. Finally, by construction,
each non-zero column of Rl is of type .s; t/ with s 6 l 6 t . Thus Rl is block upper
rectangular of type l, and the proof is complete. 
It is convenient to rewrite (IP) asX
16p6r6q6k
c.s;t/;.p;q;r/x.p;q;r/ D b.s;t/; 1 6 s 6 t 6 k; (3.5)
where
b.s;t/ D

nATs; tU; s < t;
ds − nATs; sU; s D t; (3.6)
c.s;t/;.p;q;r/ D

1; .s; t/ D .p; q/ or .s; t/ D .r; r/;
0; otherwise. (3.7)
The coefficient matrix corresponding to (3.5) is
C D (c.s;t/;.p;q;r/16s6t6k; 16p6r6q6k:
Here the pairs .s; t/ serve as row indices and the triples .p; q; r/ serve as column in-
dices. From earlier considerations, we recall that C has 12k.k C 1/ rows and
1
6k.k C 1/.k C 2/ columns. On the row indices .s; t/ and on the column indices
.p; q; r/ we can impose any ordering we want (for instance lexicographic ordering).
The rank of C is equal to the number of rows of C, so 12k.k C 1/.
The coefficient matrix of the integer programming problem (IP), i.e., the coeffi-
cient matrix C of (3.5), has special structure. To see this, we partition the set of row
indices into two disjoint subsets J1 and J2:
J1 D f.s; s/ j s D 1; : : : ; kg; J2 D f.s; t/ j 1 6 s < t 6 kg:
Now consider the column(
c.s;t/;.p;q;r/

16s6t6k (3.8)
of C. Here the column index .p; q; r/ is fixed (but arbitrary). First assume thatp D q .
Then r D p D q and the column (3.8) has precisely one non-zero entry, namely a one
appearing for the row index .s; t/ D .p; p/. Next, suppose p < q.and p 6 r 6 q/.
Then (3.8) has precisely two non-zero entries, namely ones appearing for the row
indices .s; t/ D .r; r/ and .s; t/ D .p; q/. Note that the first of these row indices
belongs to J1 and the second to J2 (cf. Example 3.5 below for an illustration).
These observations, combined with some results from the theory of integer pro-
gramming (cf. [8]) enable us to conclude that in order to prove the implication
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(RDT2)) (RDT3), it suffices to show that (RDT2) implies the existence of a non-
negative real solution of (3.5). To explain this, we adopt the terminology introduced
in [8, Sections 2.2 and 13.2].
Recall that the rank of the matrix C is equal to the number of rows of C. Suppose,
anticipating on future considerations, that there exists a non-negative real solution of
(3.5). Then [8, Theorem 2.1] applies. Hence (3.5) has at least one basic solution
consisting of non-negative real numbers. By [8, Theorem 13.3], the structure of
C described above guarantees that C is totally unimodular, i.e., each non-singular
square submatrix of C has determinant 1. The observation in [8, Section 13.2]
made prior to Theorem 13.1 now tells us that the basic solutions of (3.5) are integer
valued. Thus we may conclude that (3.5) has a solution consisting of non-negative
integers, i.e. (RDT3) is satisfied.
It remains to prove that (RDT2) implies the existence of a non-negative real
solution of (3.5). For this we shall use Farkas’ Lemma. The next result is nothing
else than Farkas’ Lemma particularized for the concrete case at hand.
Lemma 3.3. The system of equations (3.5) has a solution consisting of non-negative
real numbers if and only if each vector .y.s;t//16s6t6k satisfyingX
16s6t6k
y.s;t/c.s;t/;.p;q;r/ > 0; 1 6 p 6 r 6 q 6 k (3.9)
also satisfiesX
16s6t6k
y.s;t/b.s;t/ > 0: (3.10)
Note that (3.9) amounts to 16k.k C 1/.k C 2/ inequalities holding simultaneously.
In view of (3.7), these inequalities can be rewritten as
y.p;q/ C y.r;r/ > 0; 1 6 p 6 r 6 q 6 k: (3.11)
For p D q D r , the inequality in (3.11) simply comes down to y.r;r/ > 0.
The vectors y D (y.s;t/16s6t6k satisfying (3.9), or if one prefers (3.11), form a
cone Y (in the appropriate 12k.k C 1/-dimensional real vector space). Clearly each
vector y D (y.s;t/16s6t6k with non-negative entries belongs to Y. In particular, for
1 6 j 6 i 6 k, the unit vector g.i; j/ given by
g.i; j/.s;t/ D

1; .s; t/ D .j; i/;
0; otherwise,
is in Y. For 1 6 i 6 j 6 k, we introduce the vector g.i; j/ by stipulating that
g.i; j/.s;t/ D
8<: 1; i 6 s D t 6 j;−1; i 6 s < t 6 j;0; otherwise.
From this definition it is easy to see that g.i; j/.p;q/ C g.i; j/.r;r/ is either zero or
one; in any case, it is always non-negative, and so again g.i; j/ 2 Y . Note that for
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i D j , the vector g.i; j/ has been defined twice. There is no ambiguity here because
the two definitions give the same result.
Lemma 3.4. The k2 vectors g.i; j/; 1 6 i; j 6 k; generate the cone Y.
Proof. Let y D .y.s;t//16s6t6k be a vector in Y. This means that (3.11) is satisfied.
We must prove that y is a linear combination of the vectors g.i; j/ involving non-
negative coefficients only. The proof goes by induction on the number n.y/ of pairs
.s; t/ with 1 6 s 6 t 6 k and y.s;t/ < 0.
We always have
y D
X
16i6j6k
y.i;j/ g.j; i/:
So, if n.y/ D 0 (i.e., all entries y.i;j/ are non-negative) things are immediate. Assume
n.y/ > 1, that is y has at least one negative entry. Put
J D
[
16s6t6k
y.s;t/<0
Ts; tU;
where Ts; tU D f 2 R j s 6  6 tg. Recall that y.r;r/ > 0; 1 6 r 6 k, so
J D
[
16s<t6k
y.s;t/<0
Ts; tU:
Clearly J is a non-empty subset of the closed interval T1; kU. Since J is the union of a
finite number of closed intervals, it is also the union of a finite number of mutually
disjoint closed intervals:
J D Ti1; j1U [    [ Tih; jhU
with 1 6 i1 < j1 <    < ih < jh 6 k. Note also that each of the intervals
Ti1; j1U; : : : ; Tih; jhU can be written as a union of intervals Ts; tU with y.s;t/ < 0.
In the rest of the argument, the interval Ti1; j1U plays a special role. However,
with slight modifications, one could work just as well with one of the other intervals
Ti2; j2U; : : : ; Tih; jhU.
Write
Ti1; j1U D Ts1; t1U [    [ Tsl; tlU;
where y.s1;t1/; : : : ; y.sl;tl / are negative numbers. Put
 D − max
D1;:::;ly.s;t/:
Then  > 0. Now introduce
Qy D y − g.i1; j1/:
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Presently we shall see that Qy 2 Y and that n. Qy/, the number of pairs .s; t/ for which
Qy.s;t/ is negative, is smaller than n.y/. Assuming this for the moment and using the
induction hypothesis, we may conclude that Qy is a linear combination of the vectors
g.i; j/ involving non-negative coefficients only. But then the same is true for y as
y D Qy C g.i1; j1/ and  > 0.
We shall now verify the claims concerning Qy. First we shall prove that Qy 2 Y , i.e.
that
Qy.p;q/ C Qy.r;r/ > 0; 1 6 p 6 r 6 q 6 k:
It is convenient to distinguish several cases.
Case 1: i1 6 p D r D q 6 j1. Since r 2 Ti1; j1U, there exists , 1 6  6 l, such
that s 6 r 6 t. This implies y.s;t/ C y.r;r/ > 0. We also have Qy.r;r/ D y.r;r/ −
g.i1; j1/.r;r/ D y.r;r/ −  > y.r;r/ C y.s;t/. It follows that Qy.r;r/ > 0, as desired.
Case 2: 1 6 p D r D q < i1 or j1 < p D r D q 6 k. In this situation, we have
Qy.r;r/ D y.r;r/ − g.i1; j1/.r;r/ D y.r;r/, so Qy.r;r/ > 0.
Case 3: i1 6 p 6 r 6 q 6 j1 and p < q . Then Qy.p;q/ D y.p;q/ − g.i1; j1/.p;q/
D y.p;q/ C  and (see Case 1) Qy.r;r/ D y.r;r/ − . So Qy.p;q/ C Qy.r;r/ D y.p;q/ C y.r;r/
> 0 by (3.11).
Case 4: 1 6 p 6 r 6 q < i1 and p < q . These inequalities imply Qy.p;q/ D
y.p;q/ − g.i1; j1/.p;q/ D y.p;q/ and (see Case 2) Qy.r;r/ D y.r;r/. The desired inequal-
ity follows again from (3.11).
Case 5: j1 < p 6 r 6 q 6 k and p < q . Can be treated in the same way as
Case 4.
Case 6: 1 6 p < j1 < q 6 k and p 6 r 6 q . Suppose y.p;q/ < 0. Then Tp; qU 
J . Now Ti1; j1U  J too, and so J0 D Ti1; j1U [ Tp; qU  J: Since p 6 j1 < q , the
set J0 is a closed interval. But then it must be a subset of one of the mutually
disjoint intervals Ti1; j1U; : : : ; Tih; jhU. It follows that J0  Ti1; j1U, which contradicts
our assumption j1 < q . Hence y.p;q/ > 0. We saw already that Qy.r;r/ > 0, and the
rest follows from Qy.p;q/ D y.p;q/.
Case 7: 1 6 p < i1 6 q 6 k and p 6 r 6 q . Can be treated in the same way as
Case 6.
We have now proved that Qy 2 Y . From the above discussion, it is also clear
that Qy.p;q/ > y.p;q/; 1 6 p < q 6 k. So Qy.p;q/ < 0 implies y.p;q/ < 0. Let  be an
integer such that 1 6  6 l and  D −y.s;t/. Then y.s;t/ < 0 whereas Qy.s;t / D
y.s;t/ − g.i1; j1/.s;t/ D y.s;t/ C  D 0. It follows that n. Qy/ < n.y/, and the
proof is complete. 
Proof of (RDT2)) (RDT3). As explained above, we need to show that condition
(RDT2) from the Rank Decomposition Theorem implies the existence of a solution
of the system of equations (3.5) consisting of non-negative real numbers. Combining
this with Lemma 3.3 (Farkas’ Lemma) we see that we must show that the vectors y
from the cone Y (of vectors satisfying (3.9) or, if one prefers, (3.11)) satisfy (3.10).
By Lemma 3.4, the cone Y is generated by the vectors g.i; j/; 1 6 i; j 6 k. Thus it
suffices to prove that
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16s6t6k
g.i; j/.s;t/ b.s;t/ > 0; 1 6 i; j 6 k; (3.12)
whenever (RDT2) is satisfied. Here the numbers b.s;t/ are given by (3.6).
Take 1 6 j < i 6 k. Then g.i; j/ is the unit vector corresponding to the index
pair .j; i/. Hence the left-hand side of (3.12) is equal to b.j;i/ D nATj; iU, which is a
non-negative integer by Proposition 3.1.
Next consider the case 1 6 i 6 j 6 k. Then the left-hand side of (3.12) is equal toX
16s6t6j
g.i; j/.s;t/ b.s;t/
D
X
i6sDt6j
b.s;t/−
X
i6s<t6j
b.s;t/
D
jX
sDi

ds − nATs; sU

−
X
i6s<t6j
nATs; tU
D
jX
sD1
ds −
X
i6s6t6j
nATs; tU:
By Proposition 3.1, the latter expression is equal to di C    C dj − rATi; j U, and this
a non-negative number since, by assumption, (RDT2) is satisfied. 
This completes the proof of (the extended version of) the Rank Recomposition
Theorem. We illustrate the result with the following example.
Example 3.5. Consider the case k D 3. Then (3.5) has 6 equations and 10 un-
knowns, so the coefficient matrix C is a 6 10 matrix. The row indices of C are
.s; t/, 1 6 s 6 t 6 3; we take them in lexicographic ordering:
.1; 1/; .1; 2/; .1; 3/; .2; 2/; .2; 3/; .3; 3/:
The column indices of C are .p; q; r/; 1 6 p 6 r 6 q 6 3; we take them in lexico-
graphic ordering too: .1; 1; 1/; .1; 2; 1/; .1; 2; 2/; .1; 3; 1/; .1; 3; 2/; .1; 3; 3/;
.2; 2; 2/; .2; 3; 2/; .2; 3; 3/; .3; 3; 3/:
Thus C becomes
C D
0BBBBBB@
1 1 0 1 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0
0 0 1 0 1 0 1 1 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 1 0 0 1 1
1CCCCCCA :
The boldface and non-boldface rows of C correspond to the partitioning of the set
of row indices indicated above (J1 boldface, J2 non-boldface). For k D 3, the right-
hand side column of (3.5) is
H. Bart, A.P.M. Wagelmans / Linear Algebra and its Applications 305 (2000) 107–129 125
d1 − nT1; 1U; nT1; 2U; nT1; 3U; d2 − nT2; 2U; nT2; 3U; d3 − nT3; 3U
T
: (3.13)
Here the subscript A is suppressed.
Specializing to the concrete matrix A featuring in Example 2.3 we can compute
the numbers nTs; tU and (3.13) becomes
.d1 − 2; 1; 0; d2 − 1; 1; d3 − 2/T: (3.14)
Again suppressing the subscript A, we have
r.1; 1/ D 2; r.2; 2/ D 1; r.3; 3/ D 2;
r.1; 2/ D 4; r.2; 3/ D 4; r.1; 3/ D 7:
So, in this particular case, the inequalities featuring in (RDT2) are
d1 > 2; d2 > 1; d3 > 2;
d1 C d2 > 4; d2 C d3 > 4;
d1 C d2 C d3 > 7:
Fix d1; d2; d3 as follows: d1 D 3; d2 D 2 and d3 D 2. Then (RDT2) is satisfied and
(3.14) becomes .1; 1; 0; 1; 1; 0/. As an integer solution of (3.5), we can take x.p;q;r/
with
x.p;q;r/ D

1; .p; q; r/ D .1; 2; 1/ or .2; 3; 2/;
0; otherwise.
Now consider the matrix AF in Example 2.3:2666666666664
0 0 0 0
::: 1 1 0
::: 1 0 1
0 1 1 0
::: 0 2 0
::: −2 1 2
0 1 0 0
::: −1 0 0 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 0
::: 3 0 −1
0 0 0 0
::: 0 2 0
::: 1 0 1
0 0 0 0
::: 0 −1 0 ::: −1 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: −1 1 0
3777777777775
: (3.15)
Corresponding to the choice we made for x.p;q;r/, this matrix can be written as the
sum of the following three block upper rectangular matrices:2666666666664
0 0 0 0
::: 1 0 0
::: 0 0 0
0 1 1 0
::: 0 0 0
::: 0 0 0
0 1 0 0
::: −1 0 0 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
3777777777775
; (3.16)
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0 0 0 0
::: 0 1 0
::: 0 0 1
0 0 0 0
::: 0 2 0
::: 0 0 2
0 0 0 0
::: 0 0 0
::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 0
::: 0 0 −1
0 0 0 0
::: 0 2 0
::: 0 0 1
0 0 0 0
::: 0 −1 0 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
3777777777775
; (3.17)
26666666666664
0 0 0 0
::: 0 1 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: −2 1 0
0 0 0 0
::: 0 0 0
::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 3 0 0
0 0 0 0
::: 0 0 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: −1 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 0
0 0 0 0
::: 0 0 0
::: −1 1 0
37777777777775
: (3.18)
The ranks of (3.16), (3.17) and (3.18) are 3, 2 and 2, respectively. Multiplying the
matrices (3.15)–(3.18) from the right with
F−1 D
2666666666666664
1 0 0 0 0 0 0 0 0 0
0 1 0 −2 0 0 0 0 0 0
0 0 1 1 0 0 −1 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 −2 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 1
3777777777777775
(for F, see Example 2.3), we see that the original matrix
A D
2666666666664
0 0 0 0
::: 1 1 −1 ::: 1 0 2
0 1 1 −1 ::: 0 2 −5 ::: −2 1 1
0 1 0 −2 ::: −1 0 −1 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 −2 ::: 3 0 2
0 0 0 0
::: 0 2 −4 ::: 1 0 2
0 0 0 0
::: 0 −1 2 ::: −1 0 −1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 1
0 0 0 0
::: 0 0 0
::: −1 1 0
3777777777775
can be written as the sum of the block upper rectangular matrices
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R1 D
2666666666664
0 0 0 0
::: 1 0 1
::: 0 0 0
0 1 1 −1 ::: 0 0 −1 ::: 0 0 0
0 1 0 −2 ::: −1 0 −1 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
3777777777775
;
R2 D
26666666666664
0 0 0 0
::: 0 1 −2 ::: 0 0 1
0 0 0 0
::: 0 2 −4 ::: 0 0 2
0 0 0 0
::: 0 0 0
::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 1 −2 ::: 0 0 −1
0 0 0 0
::: 0 2 −4 ::: 0 0 1
0 0 0 0
::: 0 −1 2 ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 0 0 0
0 0 0 0
::: 0 0 0
::: 0 0 0
37777777777775
;
R3 D
266666666666664
0 0 0 0
::: 0 0 0
::: 1 0 1
0 0 0 0
::: 0 0 0
::: −2 1 −1
0 0 0 0
::: 0 0 0
::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 3 0 3
0 0 0 0
::: 0 0 0
::: 1 0 1
0 0 0 0
::: 0 0 0
::: −1 0 −1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
::: 0 0 0
::: 1 0 1
0 0 0 0
::: 0 0 0
::: −1 1 0
377777777777775
:
where the ranks of R1; R2 and R3 do not exceed (and are in fact equal to)
d1 D 3; d2 D 2 and d3 D 2, respectively.
4. Degenerate cases
Careful analysis of the material in the previous sections shows that the positivity
assumption on the integers m1; : : : ;mk and n1; : : : ; nk is inessential. The results
are valid just as well when some of these integers are zero. We shall not give a
panoramic view of all possible situations, but it is illuminating to discuss some of
the “degenerate cases”.
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Example 4.1. Let A be an m n matrix, and let d1; : : : ; dk be non-negative in-
tegers. The following statements are equivalent:
(i) A admits a decomposition A D R1 C    C Rk where R1; : : : ; Rk are m n
matrices with ranks not exceeding d1; : : : ; dk , respectively;
(ii) rank A 6 d1 C    C dk.
To see this, view A as a block matrix
A D .Aij /ki;jD1; Aij 2 Cminj ;
with m1 D m;m2 D    D mk D 0; n1 D    D nk−1 D 0; nk D n and A1k D A.
Example 4.2. Let A D TA1
:::A2
:::    :::AkU be a “block row”, Aj 2 Cmnj ,
j D 1; : : : ; k, and let d1; : : : ; dk be non-negative integers. The following statements
are equivalent:
(i) A admits a decomposition A D R1 C    C Rk where, for l D 1; : : : ; k, Rl is a
block row of the form
Rl D
"
0
:::    :::0| {z }
l−1blocks
::: :::    :::| {z }
k−lC1blocks
#
(blocks compatible with the block structure of A) and rank Rl 6 dl ;
(ii) rank TA1
:::    :::AlU 6 d1 C    C dl; l D 1; : : : ; k.
To see this, view A as a block matrix
A D .Aij /ki;j;D1; Aij 2 Cminj
with m1 D m, m2 D    D mk D 0, A11 D A1; : : : ; A1k D Ak .
Example 4.3. Consider the matrix
A D
"
H
::: K
. . . . . .
0
::: L
#
;
where H is a p  q matrix, K is a p  r matrix and L is an s  r matrix. Let d1; d2
and d3 be non-negative integers. The following statements are equivalent:
(i) A admits a decomposition A D R1 C R2 C R3 where R1; R2, and R3 have the
form
R1 D
"
 ::: 
. . . . .
0
::: 0
#
; R2 D
"
0
::: 
. . . . .
0
::: 0
#
; R3 D
"
0
::: 
. . . . .
0
::: 
#
;
(with blocks compatible to the block structure of A) and rank Rl 6 dl ,
l D 1; 2; 3;
(ii) rank H 6 d1, rank L 6 d3, rank A 6 d1 C d2 C d3.
H. Bart, A.P.M. Wagelmans / Linear Algebra and its Applications 305 (2000) 107–129 129
To see this, apply the Rank Decomposition Theorem for the case k D 3, m2 D n2 D
0; A11 D H;A13 D K and A33 D L (so m1 D p;m3 D s; n1 D q and n3 D r).
It is easy to generalize Example 4.3 by particularizing the Rank Decomposition
Theorem to the case wheremj D nj D 0 for even j. The details are left to the reader.
We close with a remark indicating that degenerate cases (as the ones discussed
above) can always be reduced to non-degenerate cases by appropriately adding zero
rows and columns to the matrix in question. The trick is to replace all zeros among
m1; : : : ;mk and n1; : : : ; nk by positive integers (ones for examples) and filling in
the resulting new positions with zero entries. In this way one obtains an augmented
matrix QA. Apply now the Rank Decomposition Theorem to this matrix QA and note
that the additional zero rows and columns are retained in the decomposition of QA
obtained via the construction explained in the preceding sections. Omitting the added
zero rows and columns, one gets a decomposition for the original matrix A.
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