Abstract To estimate a quantile from a sample of n iid random variables at a probability of exceedance pn = O(1/n) (i.e., a high quantile), a Generalised Pareto (GP) tail approximation is often applied. Theory supports this if in addition to regular variation of U , the inverse of 1/(1 − F ), a certain rate is assumed for convergence to the GP tail limit. Two types of assumptions exist: (a) a relatively high rate (for example strong second-order extended regular variation), or (b) a lower rate, 1/pn = O(n) and estimators are based on a small number kn of upper order statistics, typically kn ∼ log n as n → ∞. Condition (a) is very restrictive, and (b) is not applicable if pn vanishes much more rapidly than 1/n. This paper explores the use of alternative tail models for the approximation of very high quantiles at pn = n −τ for some τ > 1 from intermediate quantiles, which can be estimated from data. A stretched quantile is defined as a convenient analytical surrogate for a high quantile, and a Generalised Weibull (GW) family of distribution functions is shown to characterise limits for the logarithms of stretched quantiles in the same way as the GP family characterises the classical extreme value limits by extended regular variation. Existence of such a log-GW limit (as well as existence of a GW limit, which is a special case) implies that certain probability-based approximation errors vanish locally uniformly for stretched quantiles. As a demonstration, a simple high quantile estimator based on a local log-GW tail model is formulated and is shown to be strongly consistent for very high quantiles if a log-GW limit exists. A numerical simulation illustrates the results.
tail quantiles (e.g. [25, 10, 1] ). A high quantile is a quantile exceeded with a probability pn = O(1/n).
Let X 1,n ≤ X 2,n ≤ ... ≤ Xn,n be the order statistics derived from {X 1 , ..., , Xn}. An intermediate quantile is a quantile exceeded with a probability pn which vanishes while pnn → ∞ as n → ∞. Intermediate quantiles can be estimated consistently from intermediate order statistics X n−kn+1,n with (kn ∈ N) an intermediate sequence 1 such that kn ∈ {1, .., n} for all n, see e.g. [12] . Because the expected number of data points exceeding a high quantile is eventually bounded, a high quantile estimator cannot be expected to converge without some form of regularity of the tail, allowing it to be derived from intermediate order statistics.
The classical regularity assumption on the upper tail of a distribution function F is that real sequences (bn) and (an > 0) exist such that the distribution function of the normalised maximum (Xn,n − bn)/an of {X 1 , ..., , Xn} converges to a nondegenerate limit G as n → ∞ (see e.g. [8, 21] ), or equivalently, with φ := − log G, lim t→∞ t(1 − F (w(t)x + u(t))) = φ(x) ∀x ∈ C φ (1.2)
for some functions u and w with w positive, and C φ the continuity points of φ in φ −1 (R + ) (see [8] , Theorem 1.1.2). Let U denote the left-continuous inverse of 1/(1 − F ) on (1, ∞); for convenience, we will assume throughout that 2 U (∞) := lim t→∞ U (t) > 1. with Cϕ the continuity points of ϕ in R + and ϕ satisfying ϕ(λ) = φ −1 (λ −1 ) − φ −1 (1) for all λ > 0 (from [8] , Lemma 1.1.1).
Apart from the continuity issue, the limit (1.3) resembles extended regular variation (Appendix B2 of [8] , or Chapter 3 of [6] ). Some definitions and properties of regularly varying and related functions are summarised below for convenience and to introduce notation. Frequent reference will be made to the function h, defined for every real ρ and for all λ > 0 by hρ(λ) := = ψ(λ) ∀λ > 0 (1.5) exists with ψ finite and positive. 1 Here, (an ∈ S) stands for the sequence a 1 , a 2 , a 3 , ... with a j ∈ S for all j ∈ N, adopting the convention N := {1, 2, ...}.
2 which can always be ensured by adding some positive number to U for a nonconstant function ϕ (just like U in (1.3)).
Proposition 1 (key results about extended regular variation, and notation)
(a) In Definition 1 (a), ψ(λ) = λ ρ for some real ρ and we write g ∈ R {ρ} . In Definition 1(b), κ = chρ for some real numbers ρ and c = 0; we write f ∈ Π {ρ} , or f ∈ Π {ρ} (gc) when referring to specific g and c. (c) If f ∈ Π {ρ} (gc) with ρ > 0, then g(y)c/f (y) → ρ as y → ∞ so |f | ∈ R {ρ} . If f ∈ Π {ρ} (gc) with ρ < 0, then f (∞) := limy→∞ f (y) < ∞ exists, and g(y)c/(f (∞) − f (y)) → −ρ as y → ∞ so |f (∞) − f | ∈ R {ρ} . If f ∈ Π {0} (gc) , then g(y)/f (y) → 0 as y → ∞.
(d) E ⊂ Π, so Cϕ = R + and ϕ = chρ for some real numbers ρ and c > 0 in (1.7); we can write f ∈ E {ρ} , or f ∈ E {ρ} (gc) when referring to specific g and c. Define E S := ∪ ρ∈S E {ρ} for all S ⊂ R.
Proofs of the assertions in 1 (a)-(c) can be found in e.g. [8] (B.1.3, B1.4, B.2.1, B.2.2, B.2.9); see also [6] . For (d), see e.g. Theorems 1.1.2 and 1.1.3 of [8] .
By Proposition 1 (d) and (a), (1.3) implies U ∈ Π {γ} (cw) so ϕ = chγ for some real numbers γ and c > 0 and Cϕ = R + . Moreover, φ(x) = 1/h −1 γ ((x − x 0 )/c) for some x 0 ∈ R and all x ∈ C φ = x 0 + chγ (R + ), so φ is the survival function of a Generalised Pareto (GP) distribution with extreme value index γ. Equations (1.2) and (1.3) are stated above for unspecified limits in order to stress the nonparametric nature of classical extreme value theory. Existence of the limit (1.3) provides a basis for approximation of a quantile at a probability of exceedance p/λ from a quantile at a probability p by replacing the limit (1.3) by an approximate identity for t = 1/p. By redefining w, c above can be made equal to 1. Furthermore, for p = kn/n with (kn) as in (1.1), t = n/kn and U (t), w(t) and the extreme value index γ can be replaced by estimators X n−kn+1,n ,ŵn(n/kn) andγn derived from the order statistics {X n−kn+1,n , ..., Xn,n}. Then an estimator of U isÛn (cf. [8] , Section 4.3):
Un(z) − X n−kn+1,n wn( n kn ) = hγ n zkn n ∀z > 0.
(1.8)
To estimate a high quantile using (1.8) with z replaced by 1/pn (in order to make z dependent on n), npn must eventually be bounded from above by some positive number, so λn := kn/(npn) → ∞ as n → ∞. This situation is not covered by the limits (1.3) since these only apply to constant or, more generally, bounded (λn). Therefore, an additional assumption is required to ensure that at least (analogous to [11] ),
as n → ∞, so that the approximationŨn(1/pn) : 10) as is readily verified. If γ < 0, then U (∞) := lim t→∞ U (t) < ∞ and (1.10) is always satisfied if lim t→∞ w(t) = 0. Therefore, in the context of (1.10), this case is rather trivial 3 , so the emphasis in this paper will be on the case of γ ≥ 0.
The validity of (1.9) for a distribution function satisfying (1.3) will depend on the sequences (pn) and (kn) considered. The intermediate sequence (kn) is simply part of the specification of an estimator. Concerning (pn), we will specifically address the problem of approximating very high quantiles corresponding to probabilities of exceedance pn = n −τ with τ > 1 from intermediate quantiles (without excluding that the approximation may also be suitable for less rapidly vanishing pn). In fact, we will try to find approximations which in some yet-to-be-defined norms converge uniformly in τ ∈ [1, T ] for arbitrary T > 1. In a practical sense, this implies that an approximation of the value of some quantity exceeded with a frequency of once in 10 years, for example, can be extended to approximate the value exceeded with a frequency of once in 100 years or once in 1000 years without problems, provided that the conditions for convergence are met.
In the next section, common assumptions on U enabling (1.3) to be extended to (1.9) for specific classes of (pn) and (kn) will be reviewed. It appears that such assumptions pose significant restrictions on U , most of all for estimation of very high quantiles with probabilities of exceedance pn = n −τ for some τ > 1. In the latter case, they imply a special case of a particular class of limits for either U or log U if γ ≥ 0. This general class of limits is examined further to establish its suitability for approximation of high quantiles from intermediate quantiles. A notion of convergence of quantiles based on errors in probability of exceedance is introduced in this analysis as a common measure of convergence, applicable to distribution functions with widely different tail weights. As a demonstration, a simple but widely applicable high quantile estimator is formulated and analysed.
[19] presents a more in-depth treatment, following a different route through generalisation of tail limits to a wide class of local tail models and convergence of quantile approximations by such models.
2 Brief review of convergence rate assumptions in high quantile estimation
The limit (1.3), i.e., U ∈ E {γ} for some real γ, implies that for some slowly varying function s,
for some real c, and
by 1(c) for γ = 0, and for γ = 0 by de Haan's theorem ( [7] ; see also [6] 
for all λ 0 > 1 for some positive function f satisfying lim t→∞ f (t) = ∞ (or some equivalent formulation, e.g. with s(tλ 0 )/s(t) − 1 replaced by log s(tλ 0 ) − log s(t) in (2.3)). Theorem 2 in [4] (see also [22, 6] ), implies the following: s(tf
4)
and (b) with w(t) = γt γ s(t) for γ = 0 and w(t) = s(t) for γ = 0, the approximatioñ
Proof For (a), see [22] or Theorem 2.3.1 of [6] . For (b), see Subsection 8.2.
If γ < 0, the result under (b) above is trivial; even without assumption (2.3), (2.5) is already true for ∆ = ∞ whenever w(t) vanishes as t → ∞.
A typical case covered by Proposition 2 is
Case 1 Estimation of a very high quantile with pn = n −τ for some τ > 1. This implies for λn := kn/(pnn) that λn ∼ n τ −1 kn ≥ n τ −1 as n → ∞. Therefore, regardless of the choice of kn, f (t) must eventually exceed some positive power in order to represent this situation analytically in (2.4) and (2.5). By Proposition 2, this is ensured by taking
Another typical case is
Case 2 Estimation of moderately high quantiles with pnn in a closed bounded interval in (0, ∞). This implies that λn = O(kn) as n → ∞. When taking kn ∼ n δ for some δ ∈ (0, 1), the situation is as in the previous case, so (2. 3) would be assumed with f (t) = t. This condition can be relaxed when kn is taken smaller than any power of n; typically, kn ∼ log n. This means that (2.3) would have to be assumed with, typically, f (t) = log t. Such slow increase of kn with n will slow down convergence of the estimator variance, sacrificing accuracy to eliminate bias. For estimating moderately high quantiles, there is much to say for choosing kn ∼ log n, since the range of extrapolation is limited.
As an example, the normal distribution with density (2π)
with f (t) = log t but not with f (t) = t. However, the gamma distribution with density Γ (a)
a−1 (with a > 0 and Γ the gamma function) satisfies (2.3) also with f (t) = t. For details, see Subsection 8.1.
Examples of convergence rate assumptions in the literature are:
(A) log s ∈ Π ζ for some ζ < 0 or equivalently, s ∈ Π ζ for some ζ < 0, and therefore by [2] (see [6] , Theorem 3.1.10c) and the Potter bounds (e.g. [6] , Theorem
3) with f (t) = exp(t ̺ ) for some ̺ > 0. Although much more restrictive than the sufficient conditions in Cases 1 and 2 above, this assumption is frequently encountered in the literature; an example is the Hall class (see e.g. [3] ). Neither the normal, nor the gamma distribution satisfies this assumption (see Subsection 8.1).
(B) Second-order extended regular variation [9] assumes that a positive function w and a function of constant sign b exist with b(y) → 0 as y → ∞, such that 
to be interpreted as ∂hγ /∂γ if ζ = 0. A special case is Von Mises' condition for twice differentiable distribution functions [23] . If ζ = 0, then (2.3) holds if log f is slowly varying and such that b(t) log f (t) → 0 as t → ∞; such an f always exists. The second-order condition with ζ allowed to be 0 seems most suitable for Case 2 with kn ∼ log n. In that case, it is enough that (2.3) holds with f = log (see under Case 2 above), which only requires that b(t) log log t → 0 as t → ∞. It is satisfied by both the normal distribution with b(t) ∼ −(2 log t) An assumption of regularity of some error term can generally be relaxed to a similar assumption on bounds to the same term as in e.g. [11] .
In the literature on quantile estimators, relatively strong assumptions as under (A) are often introduced for other reasons as well, such as to ensure that the asymptotic bias of a quantile estimator vanishes more rapidly than its asymptotic standard deviation, making it possible to state consistency results in a concise form. As we focus on convergence of approximations, such considerations are beyond the present scope.
Stretched quantiles and limits
As stated earlier, the focus will be on approximation of very high quantiles with probability of exceedance pn = n −τ for τ > 1. We have seen in Section 2 that for this problem, condition (2.3) with f (t) = t is sufficient and not unnecessarily restrictive as compared to the commonly made assumptions. It implies that depending on γ, one of the following three limits must hold: Proposition 3 If U ∈ E {γ} for some real γ and satisfies the condition (2.3) for some λ 0 > 1 with f (t) = t and s ∈ R {0} as in (2.1) 
and (c) if Focussing on (3.1) to begin with, one may expect that a wider class of distribution functions exists for which stretched quantiles are subject to limits generalising (3.1), i.e.,
for some positive function g and nonconstant function ϕ. In terms of 
Without more specific knowledge, q ∈ E is a reasonable assumption: it only requires the existence of a limit, without specifying a priori what it should look like. Such reasoning is at the core of extreme value theory. q ∈ E is equivalent to the existence of a limit for decreasing powers of the survival function with suitably normalised arguments:
Theorem 1 q ∈ E {ρ} (g) for some positive function g and real ρ is equivalent to the existence of the limit
Proof For q = U • exp, equivalence of q ∈ E {ρ} (g) and (3.6) is implied by [8] (Lemma 1.1.1) after replacing each side of (3.6) by the negative of its logarithm 8) and noting that q ∈ E {ρ} (g) implies (3.5). If ρ > 0, then according to Proposition 1(c),
q ∈ R {ρ} and we may take ρq for g, yielding (3.7). ⊓ ⊔
The equivalent pair of limits (3.6) and q ∈ E for q = U • exp can be seen as the analog for a stretched quantile of the classical pair of limits (1.2) and U ∈ E .
The limit (3.7) in the ρ > 0 case is the survival function of a Weibull distribution function. Therefore, we will refer to the limiting survival function in (3.6) as Generalised Weibull (GW) and by equivalence, extend usage of the term GW limit also to indicate that q ∈ E .
The GW limiting survival functions are of the form exp(1/ log G(x)) with G an extreme value distribution for maxima (see Section 1). The Weibull distribution was originally proposed for measures of material strength and lifetime, amongst others [24] . Over the last two decades, a number of articles about Weibull tail limits and quantile estimation within a regular variation context have appeared, e.g. [5, 15] and references in the latter. [15] made a connection between the Pareto and Weibull tail limits by considering them as members of a more general family of tail limits corresponding to a particular one-parameter family of transformations of which the exponential in (3.4) is one particular member and the identity another. We will pursue a different approach, deliberately avoiding the use of such a transformation as an adjustable degree of freedom of the model. The exponent appears in (3.4) specifically to approximate stretched quantiles which, when applied at t = n/kn with (kn) an intermediate sequence, will include all high quantiles and very high quantiles with pn = n −τ for τ > 1.
Among the distribution functions with a GW tail limit are the Weibull, gamma, and normal distribution functions, but also relatively light-tailed distributions with finite U (∞). Consistent with Proposition 3, the existence of a GW limit excludes distribution functions with heavy and light classical tail limits:
if U ∈ E and log q ∈ E , then either U ∈ E {0} and log q ∈ E (−∞,1] , or U ∈ E (0,∞) and log q ∈ E {1} .
Proof See Subsection 8.3.
Part (b) of Theorem 2 (with partial converse in (e)) generalises Proposition 3(b) for the logarithm of q. The distribution functions with log-GW limits, i.e., satisfying that log q ∈ E , cover a wide range of tail behaviour. In addition to those with GW tail limits, i.e., q ∈ E (Theorem 2(c)), they include distribution functions satisfying log q ∈ E (0,1) with tails heavier than a Weibull tail but lighter than a Pareto tail, such as the lognormal distribution which satisfies log q ∈ E { 1 /2} . Also, they include a substantial domain of heavy-tailed distribution functions without classical limits which satisfy log q ∈ E (1,∞) . The entire classical domain of Pareto limits with γ > 0 is in exp E {1} (Theorem 2(b)), which forms only a tiny part of the domain of log-GW limits. Part (c) of Theorem 2 suggests that it may not even be necessary to consider GW limits at all; log-GW limits should be sufficient. Later on, we will demonstrate this idea by means of a simple high quantile estimator and some numerical simulations. Part (e) of Theorem 2 shows that if U ∈ Eγ with γ < 0, then there cannot be a GW or log-GW limit. This limitation will be addressed in Section 4.
Comparing (3.1) and (3.2) derived from a rate assumption to the weaker assumptions q ∈ E and log q ∈ E as a basis for approximation of very high quantiles, the set of possible limits (3.1) and (3.2) is too narrow. These limits are not satisfied by the normal distribution, for example, but the normal distribution satisfies q ∈ E { 1 /2} as well as log q ∈ E {0} . In statistical applications, it would be too optimistic even to expect tails as regular as the tail of the normal distribution. Although it would be convenient if limits were approached at some rate as in (3.1) and (3.2), one should question how realistic this is as an a priori assumption in applications; at least, it would have to be verified first.
As a related observation, convergence of a log-ratio of survival functions as in (3.8) (which when log q ∈ E would hold with q replaced by its logarithm) is a weaker notion than convergence of a ratio of survival functions as in the classical limit (1.2). This difference reflects precisely the difference in extrapolation range as expressed by (3.4): when extrapolating further out, larger errors should be expected. In that sense, the classical GP limits and the log-GW limits are each equally appropriate for their own purpose.
Replacing the exponent in (3.4) by some other increasing function A changes the meaning of assumptions like q ∈ E or log q ∈ E for the distribution function. However, this does not make the resulting limits arbitrary. First of all, the exponent in (3.4) is motivated by the goal to approximate very high quantiles corresponding to pn = n −τ for τ > 1 from intermediate quantiles. Furthermore, taking multiples of powers for A still produces the classical limits (1.3), although with modified γ and wc. Therefore, to obtain limits which are different from the classical, A should increase more rapidly than any power. Taking exponents of multiples of powers for A produces limits of the same form as with A = exp, i.e., (3.5) with possibly modified ρ and gc. A class of functions A with nontrivial consequences are those of the form A β := exp •h −1 β • log with β ≥ 0 as in [15] . With q β := U • A β , q β ∈ E corresponds to a GW limit if β = 0 and to a GP limit if β = 1. With β > 0, assuming a limit q β ∈ E and trying to approximate a stretched quantile is completely analogous to assuming the limit U ∈ E and trying to approximate a stretched quantile: for z > 0 and y > 0 such that q β (z) = q(y), z = exp h β (y), so for f and δ such that q β (zf δ (z)) = q(yλ) for all Moreover, in analogy to Theorem 2:
, then log q ∈ E {β} ; (c) if q β ∈ E and log q ∈ E , then either q β ∈ E {0} and log q ∈ E (−∞,β] , or q β ∈ E (0,∞) and log q ∈ E {β} .
Proof Proofs of (a), (b) and (c) above are analogous the proofs of Theorem 2 (a), (b) and (e), respectively. ⊓ ⊔ Summarising, once the purpose of approximation of stretched quantiles is fixed, then even as tail limits with other A as discussed above may exist, strengthening of these limits by a convergence rate assumption to approximate stretched quantiles still implies log q ∈ E , except for certain relatively light-tailed distribution functions with finite endpoints; moreover, for heavy tails, log q ∈ E follows directly from the original tail limit. More specifically, the limit q ∈ E , implying (3.5), suggests the approximate identity (q(yλ)−q(y))/g(y) ≈ hρ(λ), with c absorbed in the positive function g. The parameter
ρ is unknown, so we replace ρ byρ(y), withρ a yet unspecified real-valued function. Also, g will be replaced by a positive functiong. Then the following class of GW tail models is obtained: for every real functionρ and positive functiong on R + , the tail model Φρ ,g is defined bỹ
and Φ is the set of all Φρ ,g withρ andg as above. Similarly, based on the limit log q ∈ E , the following class of log-GW tail models is obtained: for every real functionρ L and positive functiong
Define for all λ > 0 and ι ∈ (0, 1) q y,Φρ,g (yλ)
q(yλ)
Proof For convenience, a short proof of this standard result can be found in Subsection 8.4.
For tails with log q satisfying a GW limit, the analogous result applies with log q
When dealing with a distribution function F with positive and finite upper bound U (∞), then penultimate approximations as above converge if q ∈ E or with an adapted tail model, log q ∈ E . However, results such as Proposition 5 hold under much weaker assumptions when U (∞) is finite, including U satisfying the classical limit (1.3) with γ < 0: 
Proof q y,Φρ,g (yλ) − q(yλ) = g(y)hρ (y) (λ) − q λ (y) ≤|g(y)/ρ(y)| + |q(∞) − q(y)| for all y > y 0 and all λ > 1, proving (a). For (c),ρ(y) ∼ a ξξ (y) → −∞ (which follows from the Potter bounds, e.g. [6] ) implies that hρ (y) (ξ) ∼ −1/ρ(y) and −g(y)/ρ(y) ∼ q ξ (y) → 0 as y → ∞, so the condition for (a) is fulfilled. The same arguments apply to (b) and (d) after the appropriate substitutions. ⊓ ⊔ In view of the weakness of the conditions sufficient for (4.3) and (4.4), convergence in this sense is not a critical issue if U (∞) < ∞. In particular, GW and log-GW approximations tend to converge even if U ∈ E (−∞,0) ; a similar result can be obtained with limits for q β for β > 0 (see Section 3) instead of U . Less trivial in such cases is to examine the rate of convergence of such quantile approximations; if a GW limit exists, (4.2) applies, for example. However, this topic is outside the present scope.
5 Probability-based errors and convergence of GW and log-GW quantile approximations When q(∞) = ∞, GW limits q ∈ E and log-GW limits log q ∈ E express two different notions of convergence. By expressing quantile approximation errors in terms of the mismatch between the probabilities of exceedance of the quantile and its approximation, this difference can be made to disappear. However, beyond such considerations, there is ample reason to consider probability-based quantile approximation and estimation errors, such as in the context of applications in structural reliability analysis and safety engineering,
In engineering fields where trial-and-error is not an option (e.g. design and testing of flood protection, buildings, bridges, offshore structures, industrial plants, ships, aircraft, power supply systems, etc.), the required overall safety level is a hard constraint on a design; usually, it takes the form of a maximum tolerated failure rate (also expressed in its reciprocal, the return period of failure). A design can be optimised to reduce cost or to meet other objectives only within the constraints of the imposed safety level, which is fixed in legislation or in rules by regulators and/or (in industry) certifying bodies and classification societies. Compliance needs to be demonstrated in order to receive approval from such bodies as required by law and/or by insurance. Within that context, the key measure of uncertainty is the error in the estimate of the failure rate. As a consequence, errors in estimates of load quantiles are primarily viewed in terms of equivalent errors in frequency of exceedance. A typical example of this way of thinking is the prominence of FORM (First Order Reliability Method, see [18] ) in structural reliability. FORM was specifically designed to make the outcome of a structural reliability analysis invariant to the scales and distribution shapes of the untransformed loads and strengths [18] .
In terms of some probability p ∈ (0, 1), a quantile is given by U (1/p) = q(− log p). Its approximationqy,m(− log p) by some tail model m can only be as good as the degree of agreement of its probability of exceedance 1 − F (qy,m(− log p)) with p for all z > y. This is the main reason for introducing a pair of approximation errors rather than just one. If q satisfies a limit like q ∈ E or log q ∈ E , then Lemma 3 in Section 9 applies, which relates convergence of ωy,m to convergence of νy,m and vice versa.
Note that νy,m involves F in comparingqy,m and q, and ωy,m involvesFy,m. Since F is unknown in applications, ω may be useful for providing error bounds for an approximation.
Alternative error measures N and Ω may be defined just as ν and ω in Definition 4 but based on U instead of q. Convergence in terms of N and Ω is a stricter requirement than convergence in terms of ν and ω. In the present context of approximation of stretched quantiles, such conditions are too exceptional to be assumed a priori ( see the discussion of limits in Section 3). (5) The following is analogous so a proof is omitted:
Theorem 3 If q ∈ E andρ andg satisfy the conditions of Proposition
In view of Theorem 2(c), the corollary provides the more widely applicable result.
Note that if log q ∈ E {0} , then by Corollary 1(a), Φ L 0,g L can be applied with a suitable positiveg L , which is equivalent to a Weibull tail model with a variable parameter g L . The q ∈ E [0,∞) form only a special case of this (see Theorem 2(c) and (d)), with g L converging to some nonnegative number. In fact, the convergence result for the GW tail model Φ in Theorem 3(a) holds under weaker conditions than q ∈ E , as shown in [19] .
A crude, but widely applicable high quantile estimator
To demonstrate the potential of the proposed approach for estimation of high quantiles, this section introduces simple quantile estimators based on the tail models Φ (GW) and Φ L (log-GW) and presents consistency results.
Definition 5 Consider a sequence of iid random variables (Xn) with X i ∼ F for all i ∈ N. Let X k,n denote the k-th lowest order statistics out of {X 1 , .., Xn}. A simple estimator inspired by [20] for a quantile q(z) with probability of exceedance exp(−z) isq n,Φ(ι,k2) (z), which for every ι > 1, z > 0 and n ∈ N is given bŷ q n,Φ(ι,k2) (z) :=ĝι(n)hρ ιι (n) z yn
for some nondecreasing
.., n − 1} for all n ∈ N and with for j ∈ {0, 1},
This estimator can be seen as a straightforward application of the local tail model
Φρ ,g withρ = aιι andg = qι/ha ιι (ι) to the sampling distribution of {X 1 , .., Xn}.
When regarding this sampling distribution as an approximation of F , then infor-
Assume that k 2 (n)/n → 0 and k 2 (n) → ∞ as n → ∞. Then by (6.3), as ι > 1, also k j (n)/n → 0 and k j (n) → ∞ as n → ∞ for j = 1 and j = 0, so X n−k0(n)+1,n in (6.1) is an intermediate order statistic serving as approximation to the intermediate quantile U (n/k 0 (n)). Taking z = ynλ with λ > 1 fixed, then Definition 5 specifies an estimator for q(ynλ), which is a stretched intermediate quantile U ((n/k 0 (n)) λ ), and q(l log n) = U (n l ) is a high quantile for every l ≥ 1. Moreover, if k 2 is chosen to satisfy lim sup n→∞ log k 2 (n) log n = c < 1,
Therefore, λyn will eventually exceed log n for all λ > ι 2 /(1 − c), so for these λ, q(λyn) is a high quantile andq n,Φ(ι,k2) (λyn) is a high quantile estimator. 5 For notational convenience, we write some sequences here as functions on N.
(6.2) is an estimator for the local GW parameter. If (6.3) was modified to k j (n) := ⌊k2(n)ι 2−j ⌋ then with ι = 2, (6.2) would become Pickands' estimator [20] for the local GP parameter .
Φ(ι, k 2 ) above is an example of a "random tail model" m, which for every n ∈ N specifiesqn,m(z) as a functional of {X n−k0(n)+1,n , ..., Xn,n} such that for every z > 0, z →qn,m(z) is nondecreasing andqn,m(yn) = X n−k0(n)+1,n (as in Definition 5). For any such m, we can define probability-based quantile estimation errors analogous to Definition 4 for approximation errors:
Definition 6 The quantile estimation errorsωn,m(z) andνn,m(z) are defined for every z > 0 and n ∈ N bŷ ωn,m(z) :=q
with − log(1 −Fn,m) :=q
n,m . Note thatνn,m(z) involves F andωn,m(z) involves the approximationFn,m; the latter would be useful in applications for deriving a confidence interval, as F would be unknown. q n,Φ(ι,k2) (τ log n) q(τ log n) − 1 = 0 a.s.
(6.8)
Proof The proof is deferred to Subsection 8.6. It makes use of the random variableŝ ιm(n) defined for all n ≥ 1 and m ∈ {0, 1, 2} bŷ ιm(n) := sup{l ∈ R : q(lyn) ≤ X n−km(n)+1,n }. Estimators as in Definition 5 based on only three order statistics are known to be relatively inaccurate (see e.g. [8] for Pickands' estimator). Such an estimator was chosen as an example here because of its simplicity.
The following estimator can be regarded as random version of the tail model Φ L .
Definition 7 For (Xn), k 0 , k 1 , k 2 and yn as in Definition 5, the log-GW quantile estimatorq n,Φ L (ι,k2) (z) is for every ι > 1, z > 0 and n ∈ N given bŷ
Corollary 2 Suppose that log q ∈ E {ρ L } for some real ρ L , and let k 2 : N → N be such that (6.4) holds and k 2 (n)/ log n → ∞ as n → ∞.
(a) For every ι > 1 and T > 1, the log-GW quantile estimatorq n,Φ L (ι,k2) (see
logq n,Φ(ι,k2) (τ log n) log q(τ log n) − 1 = 0 a.s.
(b) If q ∈ E , then (a) and (b) apply with ρ
Proof The proof of (a) is a direct consequence of Theorem 4; (b) follows from Theorem 2(c).
In terms of applicability, Corollary 2 is the most important result of this section; see Theorem 2.
Numerical examples
To illustrate the findings of the previous sections (in particular, Corollary 2), the log-GW quantile estimatorq n,Φ L (ι,k2) of Definition 7 was applied to simulated iid random sequences to estimate very high quantiles. For comparison, a Pickands-type GP-based quantile estimator was applied to the same sequences for that purpose, which is given by Definition 5 with (6.3) replaced by
and hρ ιι (n) (z/yn) in (6.1) replaced by hρ ιι (n) (exp(z − yn)); to avoid confusion,ριι in Definition 5 will in this case be referred to asγιι. Both quantile estimators were further constrained from below by the highest value in the sample. Since the log-GW quantile estimator requires that X n−k0(n),n > 0, it was replaced by the GW quantile estimator of Definition 5 whenever this condition was not fulfilled, which only happened for relatively small values of n. For each experiment, 1000 iid random sequences were generated. The following settings were used: ι = 2 and k 0 (n) = n 13/16 , with n running over {2 For each n, the quantile with a probability of exceedance of n −2 was estimated. The normal distribution function satisfies the second-order extended regular variation condition (2.6) and (2.7) with γ = 0 and ζ = 0 (see Subsection 8.1), so it does not satisfy the strong second-order condition (see Section 1) or condition (2.3) with f (t) = t. The same is true for the lognormal distribution, even though it has a much heavier tail; this is readily derived by a modification of Subsection 8.1. The normal distribution satisfies the conditions of Theorem 5; q(y) ∼ √ 2y as y → ∞ so q ∈ E { 1 /2}
(see Subsection 8.1). Therefore, by Corollary 2(a), the log-GW estimator of very high quantiles should almost surely converge on lognormal sequences and by Corollary 2(b), converge almost surely on normal sequences as well. The left column of Figure 7 .1 shows the GP-based estimates of log U (n 2 ) diverging from the exact values with increasing n, and no convergence ofνn,m or ofωn,m. The parameter estimatesγιι(n) appear to convergence very slowly, if at all. In the right column, the log-GW estimator is seen to perform well in terms of bias, which is very small and appears to vanish with increasing n. The widths of 90%-intervals will not be discussed quantitatively, as the topic of estimator accuracy is beyond the present scope. Generally, these intervals are expected to be relatively wide, since we are dealing with simple estimators based on only three orders statistics. Figure 7 .2, showing the results with normally distributed random sequences, displays a similar pattern as Figure 7 .1, but with some interesting differences. The GPbased estimator underestimates the very high quantiles considerably with the bias increasing in magnitude with increasing n, even though the parameter estimatorγιι(n) appears to converge;νn,m andωn,m do not converge. The log-GW quantile estimator is performing much better, although convergence is not as rapid as with lognormal data in Figure 7 .1. Based on these results alone, it is not clear whether the bias inνn,m and ωn,m converges to zero or remains at a small bias; deterministic computations (not shown) for n up to 2 60 show that bias vanishes, albeit slowly. Forqn,m − q, a small constant bias remains, but the relative error vanishes.
Since the favourable results of the log-GW quantile estimator on lognormal sequences translate directly to identical results with the GW quantile estimator of Definition 5 on normal sequences, the GW quantile estimator would do better on the normal sequences than the log-GW quantile estimator in Figure 7 .2. This indicates that although the log-GW quantile estimator suffices in terms of consistency, more rapid convergence may be obtained in some cases by replacing it by the GW quantile estimator. As the consistency result Theorem 4 for the GW quantile estimator is not very strong, one might hesitate to do so: it assumes that q ∈ E , whereas Corollary 2 covers for example the case of log q ∈ E {0} (g L ) for some positive function g L ,which is equivalent to convergence of a Weibull approximation of a stretched quantile with the "Weibull parameter" g L not required to converge to a positive number, but merely to be in R {0} . In the follow-up article [19] , a more general analysis of convergence of stretched quantile approximations is made, showing that the GW quantile approximation Φ and corresponding estimator Definition 5 can achieve considerably more than indicated by the sufficient conditions of Theorems 3 and 4.
As a final example, Figure 7 .3 shows results obtained with a distribution function with classical Pareto tail limit: U (t) = t(1 + 2(log t) 2 ) − 1. It is straightforward to derive that U satisfies a classical limit U ∈ E {γ} with γ = 1 and, by Theorem 2(c), log q ∈ E {1} . Moreover, U satisfies the second-order condition (2.6) with (2.7) and ζ = 0, and does not satisfy (2.3) with f (t) = t. Figure 7 .3 shows that although the GP-based estimator produces eventually more narrow 90%-intervals for all types of errors, the bias is considerably larger than for the log-GW-based quantile estimator.
The GP-based median error in the estimates of log q diverges, and the median values of νn,m andωn,m do not converge, or converge very slowly at best, differing considerably from 0 for the highest n. Errors of the GW quantile estimator all appear to converge, although a small residual appears to vanish rather slowly (again confirmed by deterministic computations for high n), possibly related to the rather slow convergence of the parameter estimatesρ L ιι (n) in this case.
Proofs and clarifications

Details about the examples in Section 2
A twice differentiable distribution function F with positive density F ′ satisfies (1.3) with ϕ = chγ for some real γ and c > 0 if 2) due to [23] ; see [8] . For F the normal distribution and all real x, F
and (using a Taylor expansion in the last step)
as x → ∞, so (8.2) is satisfied with γ = 0 and as t → ∞,
which is eventually negative and implies U (t) ∼ tF ′ (U(t)). The latter implies by straightforward calculation that U (t) ∼ 2 log t so by (8.3), b 0 (t) ∼ −1/(2 log t) and therefore |b 0 | ∈ R 0 . For F the gamma distribution and all real x, F ′′ (x) = ((a − 1)/x − 1)F ′ (x) and (using a Taylor expansion in the last step),
as x → ∞, so (8.2) is satisfied with γ = 0 and as t → ∞, If U is twice differentiable and γ = 0 as above, then s in (2.1) satisfies s(t) ∼ U ′ (t)t as t → ∞ and by (8.1) and some calculation, using that s ∈ R 0 , lim t→∞ s(tλ 0 )
For the normal distribution with (8.3) and U (t) ∼ 2 log t as t → ∞,
so by (8.5) and for every λ 0 > 1, the normal distribution function satisfies (2.3) with f (t) = log t, but not with f (t) = t, and not with f (t) = exp(t ̺ ) for any ̺ > 0. For the gamma distribution with (8.4) and U (t) ∼ log t as t → ∞,
so by (8.5) , the gamma distribution function satisfies (2.3) for every λ 0 > 1 with f (t) = log t as well as withf (t) = t, but not with f (t) = exp(t ̺ ) for any ̺ > 0.
Proof of Proposition 2(b).
Proof For γ > 0, with w = γU , from (2.4),
and therefore (2.5). For γ < 0, similarly, with
so (2.5). For γ = 0, with w = s, by (2.1),
.
Take ∆ > 0 and t large enough that U (t) ≥ ε for some ε > 0 and f (t) ≥ 1. By (2.4), the denominator on the right-hand side is δ log f (t) + U (t) + o(1) ≥ ε + o(1) uniformly for δ ∈ [0, ∆] as t → ∞, and the numerator vanishes uniformly for δ ∈ [0, ∆]. This is for all ∆ > 0 so (2.5) follows. ⊓ ⊔
Proof of Theorem 2
Proof Suppose that U ∈ E {γ} with γ > 0. Then U ∈ Π {γ} , and by Proposition 1(c), U ∈ R {γ} . Therefore, by the Potter bounds (e.g. [6] , Theorem 1.5.6), there is for every
γ−ε (1 − ε) for all t ≥ tε and x ≥ t and as a consequence, for all λ ≥ 1,
In the same way, increasing tε if necessary,
Fixing any ξ > ι > 1, then for every ε ∈ (0, γ ∧ 1), there is δ > 0 and y 0 > log tε such that
However, since q ∈ E , q ∈ Π, so the left-hand side of (8.6) must tend to hρ(ξ)/hρ(ι) < ∞ for some real ρ as y → ∞. Therefore, γ cannot exceed 0. Assuming that γ < 0, a similar argument as above leads to a similar contradiction, completing the proof of (a).
For (b), if U ∈ E {γ} for γ > 0, then as under (a) above, for every ε ∈ (0, γ) there is a tε > 0 such that (λ − 1)(γ − ε) − ε ≤ y −1 (log q(yλ) − log q(y)) ≤ (λ − 1)(γ + ε) + ε for all t ≥ tε and all λ ≥ 1. This implies log q ∈ Π {1} and because q is nondecreasing, log q ∈ E {1} .
For (c), if q ∈ E {ρ} with ρ > 0 then by Proposition 1(c), q ∈ R {ρ} so log q ∈ E {0} . If q ∈ E {ρ} with ρ ≤ 0 then g(y)/q(y) → 0 as y → ∞ in (3.5), so for every λ > 0, with
so log q ∈ E {ρ} . Taking ρ < 0, this also proves the direct part of (d), and since g L (y) → 0 as y → ∞ on the right-hand side of (8.7), q(yλ)/q(y) − 1 ∼ log q(yλ) − log q(y) for all λ > 0, proving the converse.
For (e), if U ∈ E then either U ∈ E (0,∞) and log q ∈ E {1} , or U ∈ E (−∞,0] by (b). In the latter case, replacing q by U in the proof of (c) above, log U ∈ E (−∞,0] and by (a), log U ∈ E {0} . Therefore, by (d), U ∈ E (−∞,0] cannot be in E (−∞,0) , so U ∈ E {0} . Therefore, by the Potter bounds, log q(y) = o(y) as y → ∞, which by the Potter bounds implies that log q cannot be in E (1,∞) . ⊓ ⊔
Proof of Proposition 5
Proof As q ∈ E {ρ} (g) for some positive function g, q ξ ∈ R {ρ} . Therefore, 
as y → ∞, with r λ (y) → 0 locally uniformly for all λ > 0 and the o(1) vanishing uniformly. ⊓ ⊔
Proof of Theorem 3
Proof As in Subsection 8.4, q ∈ E {ρ} (g) for some positive function g, soρ(y) → ρ and g(y) ∼ q ξ (y)/hρ(ξ) ∼ g(y) as y → ∞. Also, since q ∈ E , the conditions for Lemma 3 with m = Φ are satisfied. Suppose that an increasing sequence (yn > 0) tending to ∞ exists such that
for some δ > 0, and consider a sequence (λn ∈ (1, Λ]) such that
For each y > 0,q y,Φρ,g and q are nondecreasing and satisfyq y,Φρ,g (y) = q(y), so (1 + ω y,Φρ,g (yλ))λ ≥ 1 and (1 + ν y,Φρ,g (yλ))λ ≥ 1 for all λ ≥ 1 and y > 0. Therefore, by (8.9), λ i ∈ [(1 − δ) −1 , Λ] for all i ∈ N. Suppose without loss of generality that
Then by (8.9), Lemma 3(b) and q ∈ E {ρ} (g), for every
, an i 0 ∈ N exists such that for all i ≥ i 0 , (8.10) or (8.11) holds:
For every δ > 0, η can be chosen close enough to 1 and i 0 large enough such that (8.10) and 8.11) are both violated for all i ≥ i 0 , so δ cannot exceed 0. Therefore, Consider a sequence (rn) satisfying that rn ∈ (1, ι) for all n ∈ N and rn → 1 as n → ∞, then by Definition 5, (6.9) and (8.13), almost surely there is some n 0 ∈ N such
n for all n ≥ n 0 and
Because q ∈ E {ρ} , (3.5) holds with g ∈ Rρ, so by locally uniform convergence and (8.13),ρ − ιι (n) → ρ andρ + ιι (n) → ρ as n → ∞ almost surely and by (8.14), (6.6).
Moreover, by (8.13 
By (6.6) and (8.16), the piecewise constant functionsãιι andgι defined bỹ
satisfy almost surely thatãιι(y) → ρ andgι(y) ∼ g(y) as y → ∞. Therefore, almost surely, Theorem 3(a) and Proposition 5(a) apply after substitutingãιι forρ andgι for g, which by (6.5) implies (6.7) and (6.8). ⊓ ⊔ Proof With ζ < 0, (2.6) and (2.7) imply that w(tλ)/w(t) = λ γ + o(b(t)) as t → ∞ for all λ > 0 so applying [2] (Theorem 3.1.10c in [6] ) to t → log w(t) − γ log t, for some real number c: w(t) = (c + o(b(t)))t γ .
(9.1) If γ > 0, then for A(t) := U (t) − t γ c/γ, by ((2.6) and (9.1), A(tλ) − A(t) = O(t γ b(t)), so for any δ ∈ (0, γ ∧−ζ), A(tλ)−A(t) = o(t γ−δ ) and by [6] (Theorem 3.1.12c), A(t) = o(t γ−δ ) so U (t) = (c/γ + o(t −δ ))t γ . If γ = 0, then for A(t) := U (t) − c log t, (9.1) and (2.6) imply that A(tλ) − A(t) = O(b(t)) = o(t −δ ) for all δ ∈ (0, −ζ) and therefore by [2] (Theorem 3.1.10c in [6] ), A(t) = o(t −δ ) + d and U (t) = c log t + d + o(t −δ ) for some real number d. For both γ > 0 and γ = 0, the resulting expression for U implies condition (A) in Section 2. ⊓ ⊔ Lemma 2 Let f be a positive measurable function, then (a) if f ∈ Πγ for some γ ≥ 0, then log f ∈ Π 0 ; (b) if f ∈ Πγ for some γ < 0, then log f ∈ Πγ.
Proof Using basic facts listed under Proposition 1: if γ > 0, then f ∈ Rγ , so log f (tλ)− log f (t) → γ log λ as t → ∞ for all λ > 0. If γ = 0, then f ∈ R 0 , so log f (tλ) − log f (t) ∼ f (tλ)/f(t) − 1 as t → ∞ for all λ > 0. Combined with (1.6) with κ = log, then (log f (tλ) − log f (t))f(t)/g(t) → log λ as t → ∞ for all λ > 0. If γ < 0, then f (∞) < ∞ so − log(f/f(∞)) ∼ 1 − f /f (∞) as t → ∞, and since f (∞) − f ∈ Rγ , also − log(f/f(∞)) ∈ Rγ and log f ∈ Πγ. ⊓ ⊔ Suppose that for some Λ > 1 and r ∈ (1, Λ), an increasing sequence (yn > 0) tending to ∞ and a sequence (λn ∈ [Λ −1 r, Λ/r]) exist such that 1 + νy i,m (y i λ i ) ≥ r for all i ∈ N. Then by (9.2) and (9.3),qy i,m (y i λ i r(1 + ωy i,m (y i λ i r))) ≤ q(y i λ i r) ≤ q(y i λ i (1 + νy i,m (y i λ i ))) ≤qy i,m (y i λ i ) for all i ∈ N. For any i ∈ N, this is either a strict inequality implying 1 + ωy i,m (y i λ i r) < 1/r, or an equality. Suppose that for an infinite number of i ∈ N,qy i ,m(yiλir(1 + ωy i,m (y i λ i r))) =qy i,m (y i λ i ) and 1 + ωy i,m (y i λ i r) ≥ l/r for some l > 1, thenqy i ,m(yiλil) =qy i ,m(yiλi) for all these i, violating the assumption onqy,m. Therefore, lim sup i→∞ ωy i,m (y i λ i r) ≤ 1/r − 1, which contradicts (9.6), proving necessity of (9.7).
To prove sufficiency, suppose that for some r ∈ (1, Λ), l ∈ (1, r 1 /2 ) and sequences (yn) and (λn) as above, 1 + ωy i,m (y i λ i ) ≤ 1/(l 2 r) for all i ∈ N. Then for every i ∈ N large enough that y i > Λy l , either νy i,m (y i λ i r −1 ) = ∞ or q(y i λ i r Proof For every n ∈ N and 1 ≤ k ≤ n, X n−k+1,n can be represented as q(− log U k,n )
with U k,n the k th order statistic of a sample of n independent uniformly distributed random variables. Therefore, by (6.9), ιm(n)yn = q −1 (q(− log U km(n),n )) ∀n ∈ N.
(9.10)
For each m ∈ {0, 1, 2}, km(n)/n → 0 and km(n)/ log n → ∞ as n → ∞, so by [12] (Theorem 3), lim n→∞ (n/km(n))U km(n),n = 1 ∀m ∈ {0, 1, 2} a.s.
Because log z/(z−1) → 1 as z → 1 and (6.4) implies that log(n/km(n))−ι m yn → 0 as n → ∞ for all m ∈ {0, 1, 2}, lim n→∞ log U km(n),n + ι m yn = 0 ∀m ∈ {0, 1, 2} a.s. By the condition on q for Lemma 3, for every ε > 0 that there is some y 1+ε > 0 such that z ≤ q −1 (q(z)) < z(1 + ε) for all z ≥ y 1+ε . Therefore, by (9.11) and (9.10), almost surely and for every ε > 0, there is some nε ∈ N such that for all m ∈ {0, 1, 2}
and n ≥ nε,ι m(n)yn ≤ q −1 (q(ι m yn + ε)) < (ι m yn + ε)(1 + ε) andι m(n)yn ≥ q −1 (q(ι m yn − ε)) ≥ ι m yn − ε.
Taking the limit for ε → 0 gives (9.9). ⊓ ⊔
