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Statistical analyses of two-way tables with interaction arise in many different fields
of research. This study proposes the von Mises–Fisher distribution as a prior on the set
of orthogonal matrices in a linear–bilinear model for studying and interpreting inter-
action in a two-way table. Simulated and empirical plant breeding data were used for
illustration; the empirical data consist of a multi-environment trial established in two
consecutive years. For the simulated data, vague but proper prior distributions were
used, and for the real plant breeding data, observations from the first year were used
to elicit a prior for parameters of the model for data of the second year trial. Bivari-
ate Highest Posterior Density (HPD) regions for the posterior scores are shown in the
biplots, and the significance of the bilinear terms was tested using the Bayes factor. Re-
sults of the plant breeding trials show the usefulness of this general Bayesian approach
for breeding trials and for detecting groups of genotypes and environments that cause
significant genotype × environment interaction. The present Bayes inference method-
ology is general and may be extended to other linear–bilinear models by fixing certain
parameters equal to zero and relaxing some model constraints.
Key Words: Bayesian inference; Bilinear interaction terms; Two-way table with inter-
action; von Mises–Fisher.
1. INTRODUCTION
Statistical analyses of two-way tables with interactions are performed in different areas
of research—for example, in agriculture, plant breeding and genetics, medicine, and the
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social sciences. Models combining linear and bilinear terms have proved to be useful for
analyzing two-factor studies with interaction, especially when the row and column factors
do not have specific structures that might suggest contrasts between rows and columns or
response functions (Cornelius and Seyedsadr 1997). This is particularly important in plant
breeding, where genotypes (rows) are evaluated in several environments (columns), and
genotype × environment interactions (GE) usually complicate selection decisions for the
next cycle of improvement.
The usual two-way analysis of variance model is
y¯ij = μ + αi + βj + (αβ)ij + ε¯ij (1.1)
where μ,αi, βj , and (αβ)ij (for i = 1,2, . . . , r; and j = 1,2, . . . , c, ) are the grand mean,
the effect of the ith row, the effect of the j th column, and the effect of the interaction of the
ith row on the j th column, respectively. The residuals ε¯ij are identically and independently
distributed with N(0, σ 2e /nij ) (for simplicity in what follows, we assumed an equal number
of observations n in each cell). Parsimonious modeling of the interaction can be considered
by the singular value decomposition (SVD) of (αβ)ij and by retaining only the first few
components. This gives rise to the usual linear (additive) bilinear (non-additive) two-way
model originally introduced by Gollob (1968) and Mandel (1969, 1971) and extensively
used in plant breeding trials for assessing adaptation and stability (Kempton 1984; Gauch
1988; Crossa, Yang, and Cornelius 2004; Cornelius, Crossa, and Seyedsadr 1996). This is
known as the Additive Main effect and Multiplicative Interaction (AMMI) model
y¯ij = μ + αi + βj +
t∑
k=1
λkuikvjk + ε¯ij (1.2)
where λk is the singular value for the k principal component axis subject to λ1 ≥ · · ·λt ≥ 0;













j vjkvjk′ = 0 and
t = min(r, c) − 1. In matrix notation, (1.2) can be expressed as
Y = μ1r1′c + α ⊗ 1′c + β ′ ⊗ 1r + UDV′ + E (1.3)
where Y = [y¯ij ],α = [αi],β = [βj ],D = diag(λk, k = 1,2, . . . , t),U = (u1, . . . ,ut ),uk =
[uik], V = (v1, . . . ,vt ),vk = [vjk], and E = [εij ]. Note that from model (1.3) [or (1.2)]
and allowing α = 0 and β = 0, other linear–bilinear models can be obtained. For example,
dropping αi in (1.2) and writing μj = μ + βj gives the column regression model that has
proved to be very useful in plant breeding for assessing the stability of genotypes (rows)
when tested under different environmental conditions (columns). Similarly, dropping βj in
(1.2) and writing μi = μ + αi gives the row regression model, and dropping μ,αi and βj
gives the complete multiplicative model.
Commonly, the parameters in (1.3) are estimated by an iterative least squares (LS)
method that first fits the linear terms while ignoring the bilinear terms, which are sub-
sequently fitted as the first t components of the SVD of the residual matrix Z = Y −
μˆ1r1′c − αˆ ⊗ 1′c − βˆ
′ ⊗ 1r , where μˆ, αˆ and βˆ are the LS estimates obtained in the first step
(Gabriel 1978). Interestingly, Seyedsadr and Cornelius (1992) showed the LS estimates of
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the model y¯ij = γ + ∑tk=1 λkuikvjk + ε¯ij , which was originally a problem unsolved by
Gabriel (1978) (and named it the Shifted Multiplicative Model, SHMM). The main dif-
ficulties of the standard frequentist fixed or mixed linear–bilinear model (1.3) and other
related models are: insufficient flexibility to handle heterogeneity of variances and unequal
cell size; incorporation of previous information is not possible; only approximate tests for
determining the number of components to be retained in the model are available; and in-
ferential statistics to the interaction parameters λk,uik , and vjk not easily developed.
Viele and Srinivasan (2000) were the first to propose Bayesian estimation of param-
eters for model (1.3) using MCMC techniques through Gibbs sampling with embedded
Metropolis-Hastings random walks. The authors proposed spherical uniform prior distri-
butions for the bilinear effects and used the posterior means as shrinkage estimates. Some
practical and theoretical issues unresolved by Viele and Srinivasan (2000), such as whether
the MCMC will always converge on the target posterior distribution, or whether the bilin-
ear terms of model (1.3) can be estimated from the MCMC sample without violating model
constraints, were investigated in the unpublished Ph.D. thesis of Liu (2001). Liu used the
same prior distributions as Viele and Srinivasan (2000) to derive the posterior conditional
distributions for model (1.3) parameters, such that a Gibbs sampler (without using embed-
ded Metropolis-Hastings steps) for sampling from the joint posterior distribution could be
used. Recently, Crossa et al. (2011) applied this approach to practical data resulting from
plant breeding multi-environment trials and showed that inferential statistics can be in-
corporated naturally by adopting the Bayesian approach for estimating the GE interaction
parameters including confidence regions in the biplot of the first two components of the
bilinear terms.
The spherical uniform distribution is a special case of the von Mises–Fisher distribution
(Mardia, Kent, and Bibbi 1979) and was used as a prior by Viele and Srinivasan (2000)
for estimating the interaction parameters of (1.3). The authors referred to the constraints
on the vectors uk = [uik] and vk = [vjk], which must have unit length and zero sum; in
other words, uk = [uik] and vk = [vjk] must be orthonormal and orthogonal to the 1 vector.
However, the support of the joint posterior distribution of uk = [uik] and vk = [vjk] is not
trivial, and Viele and Srinivasan (2000) described a solution for sampling from it using the
correct supports. Conceptually, this approach to sampling the conditional posterior distri-
butions of uk and vk , which are spherical distributions, while maintaining the constraints
on the parameters, was performed within the vector framework, that is, sequentially for
column vectors of U and V.
However, there is a need to consider probability models for data from higher dimension-
ality that allow generalization of the vector approach to a matrix approach; specifically, a
useful method would be to use a von Mises–Fisher distribution as a prior on the set of
orthonormal matrices whose terms are the bilinear coefficients. Hoff (2009) showed how
to sample from the von Mises–Fisher distribution on the multi-dimensional sphere con-
sidering the posterior distributions of orthonormal matrices that arise in the analysis of
multivariate data.
In this paper we show how to adopt and use the multivariate von Mises–Fisher distribu-
tion as a prior on the set of orthonormal matrices that produce the singular value decom-
position of interaction matrices as those suitable for model (1.3). In Section 2 we define
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the joint prior for unknowns in model (1.3) using the multivariate von Mises–Fisher distri-
bution as a conditional prior for the bilinear effects, the conditional posterior distributions,
the Gibbs sampling scheme to simulate MCMC samples from the joint posterior distribu-
tion, and the Bayes factor for testing the number of bilinear terms to be retained in the
model. Section 3 shows the results and discussion of the application in the context of one
simulated data set (five rows and three columns with interaction) and one plant breeding
multi-environment multi-year trial comprising 12 genotypes and 25 environments evalu-
ated in two consecutive years, where data from the first year are formally incorporated
into the Bayesian inference process through the prior distribution when analyzing the new
data from the second year. Bivariate confidence regions (HPD) were estimated for the first
two components of the GE bilinear interaction parameters, and only those with HPD not
covering the origin (0,0) are shown in graphical form (biplot). Extension to other types of
linear–bilinear model is discussed. Section 4 gives the conclusions.
2. BAYESIAN INFERENCE FOR THE AMMI MODEL
2.1. LIKELIHOOD FUNCTION
The likelihood function for parameters of model (1.3) is





n tr(EE′) + (n − 1) tr(SS′)]
}
(2.1)








n−1 and E = Y − μ1r1′c − α ⊗ 1′c − β ′ ⊗
1r − UDV′.
2.2. PRIOR DISTRIBUTION
For assessing the prior distributions of the unknowns, we used conditional conjugate
prior distributions such that the posterior distribution is proper and can be used to incor-
porate valuable prior information from experimenters’ expertise or from information gen-









(β ′ ⊗ 1r )VDU′










(−2Y + UDV′)(UDV′)′} = tr{(D − U′YV)′(D − U′YV) − (U′YV)′(U′YV)}
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thus it can be shown from (1.3) that, given θ = (μ,α,β) and τ , the conditional likelihood
function for the matrices (U, D, V) is















where ‘etr’ is the exponential of the trace. From (2.2) and (2.3), the conditional likelihoods
for U,V and D are
L(U | V,D, τ,Y) ∝ etr{nτYVDU′} (2.4)
L(V | U,D, τ,Y) ∝ etr{nτY′UDV′} (2.5)














, λ1 > λ2 > · · · > λt (2.6)
respectively, where (l1, . . . , lk) = diag(U′YV).
From expression (2.4) it follows that a conditional conjugate prior for U is
π(U | τ) ∝ etr{τn0Y0V0D0U′} (2.7)
where Y0 could be interpreted as the matrix of prior cell averages such that
Y0 = μ01r1′c + α0 ⊗ 1′c + β ′0 ⊗ 1r + U0D0V′0;
that is, D0 is a diagonal matrix of prior singular values, and U0 and V0 are orthonormal
matrices such that U0D0V′0 is the SVD of Z0 = Y0 − μ01r1′c − α0 ⊗ 1′c − β ′0 ⊗ 1r , where
μ0, α0 and β0 are prior values for the linear effects.
Similarly, from (2.5), a prior for V is
π(V | τ) ∝ etr{τn0Y′0U0D0V′} (2.8)
Both (2.7) and (2.8) are von Mises–Fisher distributions (see Appendix A). From (2.6)
for each one of the elements λ1 > λ2 > · · · > λk on the diagonal of D, the conditional
conjugate prior distributions are left truncated normal with marginal densities of the form
π(λk | τ) =
{
1−
(√n0τ(λk+1 − l0k )
)}−1N
(
λk | l0k , (n0τ)−1
)
, k = 1, . . . , t, λt+1 = 0
(2.9)
For the linear terms θ = (μ,α,β) of model (1.1), a conditional conjugate prior is a (1 +







0 c−10 KrK′r 0
0 0 r−10 KcK′c
⎤
⎥⎦
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where Kw is a matrix such that K′wKw = Iw−1 and KwK′w = Iw − 1w Jw , where Jw is
an w × w matrix with all its elements equal to one. Because of the restrictions α′1r = 0
and β ′1c = 0, the distribution characterized by the covariance matrix above is a singular
multivariate normal distribution that does not have a density. For a prior density we need
to choose a one to one transformation like (α∗,β∗) = (K′rα,K′cβ).
Let θ∗ = (μ,α∗,β∗); then the prior density of θ∗ is














0 c−10 Ir−1 0
0 0 r−10 Ic−1
⎤
⎥⎦ (2.10)
which is the density of a (1 + r − 1 + c − 1)-multivariate normal distribution with mean
θ∗0 = (μ0,α∗0,β∗0) = (μ,K′rα0,K′cβ0) and covariance matrix 0.
The joint likelihood (2.1) suggests that a conjugate prior for τ is a gamma distribution
with parameters a/2, and s20/2; that is,









or equivalently, as20τ ∼ χ2a ; thus, a and s20 may be considered as prior values for sample
size and variance, respectively.
Finally, the joint prior for (θ∗,U,V,D, τ ) is
π(θ∗,U,V,D, τ ) = π(θ∗ | τ)π(U | τ)π(D | τ)π(V | τ)π(τ) (2.12)
The proposed prior has practical advantages and is flexible enough to incorporate prior
uncertainty about unknown parameters. On the other hand, the main disadvantage of the
prior used by Liu (2001) and Crossa et al. (2011) for implementing their Bayesian approach
was the elicitation of the distribution of each element on the matrices given by the SVD
decomposition of the interaction. In our proposal, the incorporation of prior information
is straightforward and intuitive, as it only needs to express our beliefs in the prior cell
averages Y0 and prior linear effects θ0. Then U0,V0 and D0 are obtained from the SVD
decomposition of Z0, under the restrictions U′01r = 0 and V′01c = 0. The prior distribution
of the linear effects is completely specified by giving a belief θ∗0 about θ∗. This prior belief











Also, it is important to note that a vague prior for τ implies diffuse priors for all the other
parameters. Then, an objective or default Bayesian analysis could be performed by setting
small values to the hyper-parameter a in the prior for τ given by (2.11). Therefore, we may
summarize our prior information by giving, a priori, a prediction of the two-way array of
means Y0 and a measure of our prior uncertainty s20 given a prior sample size a.
For the analysis of the simulated data set below, the priors used were vague but proper,
whereas for the plant breeding data set, the prior hyper-parameters used were obtained
from the first-year evaluation of the 12 genotypes in 25 environments, and the data set
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analyzed was from the second year of evaluation. This example illustrates how to use this
approach within a practical breeding program and how to draw useful biological inferences
on the interaction parameters.
2.3. POSTERIOR DISTRIBUTION AND GIBBS SAMPLER
The joint posterior distribution is obtained by combining the likelihood function (2.1)
and the prior distribution (2.12),
π(θ∗,U,V,D, τ | Y) ∝ L(θ∗,U,V,D, τ | Y)π(θ∗,U,V,D, τ )
where L(θ∗,U,V,D, τ | Y) is a re-parameterization of L(θ ,U,V,D, τ | Y). The marginal
posterior distribution, which involves high dimensional integration on complex spaces,
is needed for marginal inference about the unknowns. In order to use a Markov Chain
Monte Carlo (MCMC) method through the Gibbs sampler, the full conditional posterior
distributions, which are known except for the proportionality constants, are needed. These
distributions are computed by considering the joint posterior as a function only of a variable
when fixing the others. Thus, the conditional posterior for θ∗ is
π(θ∗ | U,V,D, τ,Y) ∝ L(θ∗,U,V,D, τ | Y)π(θ∗,U,V,D, τ )
Knowing that the conditional likelihood function of (U,V,D) does not depend on θ∗, and
that given τ , the prior for θ∗ is independent of (U,V,D), then
π(θ∗ | U,V,D, τ,Y) = π(θ∗ | τ,Y) ∝ L(θ∗ | τ,Y)π(θ∗ | τ)








where Z = Y − μ1r1′c − α ⊗ 1′c − β ′ ⊗ 1r |α=Krα∗,β=Kcβ∗ . It can be shown that the con-
ditional posterior of θ∗ is multivariate normal with density π(θ∗ | τ,Y) = Nr+c−1(θ∗ |
θ∗n,∗n), covariance matrix ∗n = (−10 + −1n )−1 and mean (θ∗n = (−10 + −1n )−1 ×
(−10 θ
∗
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We may use the conditional likelihoods given by (2.4)–(2.6) to calculate the conditional
posteriors for U,V and D; i.e.,
π(U | V,D, τ,Y) ∝ L(U | V,D, τ,Y)π(U | τ)
∝ etr{τ(n0Y0V0D0 + nYVD)U′
} (2.13)
π(V | U,D, τ,Y) ∝ L(V | U,D, τ,Y)π(V | τ)
∝ etr{τ(n0Y′0U0D + nY′UD)V′
} (2.14)






































λ1 > λ2 > · · · > λt > λt+1 = 0 (2.15)
Finally, the conditional posterior for the precision τ is a gamma with density












an = a + nrc
bn = as20 + n
(
tr(EE′)
) + (n − 1) tr(SS′)
2.3.1. Gibbs Sampler
The Gibbs Sampler is implemented by sequentially drawing simulated samples from the
full conditional posterior distributions; thus we may proceed with the following algorithm.
Let s be the desired length of the Markov chain to be simulated. Let U(0),V(0) and D(0)
be the initial values of the simulated Markov chain.
For i = 0, . . . , s simulate
τ (i+1) ∼ π(τ | θ∗(i),U(i),D(i),Y)
θ∗(i+1) ∼ π(θ∗ | τ (i+1),Y)
U(i+1) ∼ π(U | τ (i+1))
D(i+1) ∼ π(D | τ (i+1))
V(i+1) ∼ π(V | τ (i+1))
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After a burn-in period, we assume that the generated samples arise from the stationary
distribution, i.e., joint posterior distribution π(θ∗,U,V,D, τ | Y). For reversibility of the
Markov chain, we may permute the order of simulation, but in what follows we use the
order indicated above. Some standard convergence diagnostic tools may be used to deter-
mine an effective sample size; in the examples below, criteria for convergence of simulated
Markov chains from Raftery and Lewis (1995) and Gelman and Rubin (1992) were used.
2.4. TESTING THE SIGNIFICANCE OF THE BILINEAR TERMS USING THE BAYES
FACTOR
Concerning the inference on the parameters of liner-bilinear models, a central question
is how many linear components the model should retain. Several frequentist model selec-
tion approaches exist for linear–bilinear models of a two-way table without replicated data
in each cell. Johnson and Graybill (1972) developed a hypothesis test for a model with
one bilinear term and Marasinghe (1985) and Schott (1986) proposed a sequential test for
the bilinear terms beyond the first one. For two-way tables with replications in each cell,
Gollob (1968) proposed using an approximate F statistics for the hypothesis H1: λt = 0
versus H2: λt = 0. However, this test is too liberal for practical use and Cornelius, Seyed-
sadr, and Crossa (1992), and Cornelius, Crossa, and Seyedsadr (1994) introduced a series
of sequential F approximations that effectively control Type I error rates.
Several approaches for Bayesian model selection can be found in the literature, the
most widely used being the one based on the Bayes factor. Suppose a data sample (Y )
coming from two competing models M0 and M1 according to probabilities p(Y | M0) and
p(Y | M1), whose prior probabilities are such that p(M0) and p(M1) = 1 − p(M0), and
their respective posterior probabilities are p(M0 | Y ) and p(M1 | Y ). The Bayes factor
B01, defined as the ratio of the posterior to prior odds, is the weight of evidence in favor of
model M1 provided by the data (Kass and Raftery 1995); that is,





= p(Y | M0)
p(Y | M1) .
The conventional decision rule suggested by Jeffreys (1961) is that M0 is selected if
B01 > 10; otherwise, the model selected is M1. Note that this reduces to the posterior odds
in favor of M0 when M0 and M1 have equal prior probabilities, p(M0) = p(M1) = 0.5
(representing the usual non-informative prior on two competitive models). Considering
that λ1 > λ2 · · · > λt , it is sufficient to sequentially compare model M0 with λk = 0 and
λk+1 = 0 against the alternative model M1 with λk+1 = 0 [for k = 1,2, . . . , t] in order
to choose the model with the highest posterior probability. By the above definition of the
Bayes factor, the interest lies in obtaining the marginal density of the data p(Y | Mi);
Chib (1995) provided a method for computing this when the full conditionals of blocks
of parameters are available in closed form. For a model where Y is the observed data
and θ denotes the unknown parameter, Chib (1995) noted that by Bayes’ rule, ∀θ ∈ 
p(Y | Mi) = f (Y | θ ,Mi)p(θ | Mi)/p(θ | Y,Mi). Then, an estimate of logp(Y | Mi) is
log p̂(Y | Mi) = logf (Y | θ˜ ,Mi) + logp(˜θ | Mi) − log p̂(˜θ | Y,Mi)
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where p̂(θ | Y,Mi) is an estimate of the posterior distribution under model Mi and θ˜ is
a value of θ with high posterior density to ensure accuracy. It should be clear that nor-
malization constants need to be known or at least estimated for each model. Therefore, an
approximation of B01 is given by
B̂01 = p̂(Y | M0)
p̂(Y | M1)
For a detailed explanation of the algorithm and alternative approaches for computing Bayes
factors, see Han and Carlin (2001). Since this algorithm works with the models one at a
time, model indicators are dropped to simplify the notation. Note that in our problem
π(θ∗,U,V,D, τ | Y) = π(D | U,V, θ∗, τ,Y)π(U | V, θ∗, τ,Y)
× π(V | θ , τ,Y)π(θ∗ | τ,Y)π(τ | Y)
Thus, an estimate of the joint posterior at the high density point (˜θ , U˜, V˜, D˜, τ˜ ) is
π̂ (˜θ , U˜, V˜, D˜, τ˜ | Y) = π(D˜ | U˜, V˜, θ˜ , τ˜ ,Y)π̂(U˜ | V˜, θ˜ , τ˜ ,Y)π̂(V˜ | θ˜ ,˜τ ,Y)
× π(˜θ | τ˜ ,Y)π̂ (˜τ | Y)
= π(D˜ | U˜, V˜, τ˜ ,Y)π̂(U˜ | V˜, τ˜ ,Y)π̂(V˜ | τ˜ ,Y)π(˜θ | τ˜ ,Y)π̂ (˜τ | Y)
where
π̂(U˜ | V˜, τ˜ ,Y) =
G∑
g=1
π(U˜ | D(g), V˜, τ˜ ,Y)/G
π̂(V˜ | τ˜ ,Y) =
G∑
g=1
π(V˜ | D(g),U(g), τ˜ ,Y)/G
π̂ (˜τ | Y) =
G∑
g=1
π(˜τ | U(g),D(g),V(g), θ∗(g),Y)/G
are Monte Carlo estimates of the conditional densities based on a Gibbs sample of size G.
We do not need an estimate of π(θ∗ | τ,Y), since the full conditional does not depend on
(U,V,D). In this study, the most difficult task is to estimate the normalization constant
of the full conditionals of U and V, which are von Mises–Fisher distributions, because
no closed form of the normalization constant is given by the hypergeometric function of
a matrix argument (Herz 1955; James 1964); here we used the approximation given by
Khatri and Mardia (1977) for either small or large eigenvalues of the matrix argument.
A more accurate approximation was suggested by Koev and Edelman (2006).
With the above approximation of the joint posterior, using the priors given in Section 2.2
and adjusting them by model size, an estimate of the marginal log-density of Y conditional
on Mi is
log p̂(Y | Mi) = log L(˜θ∗, U˜, V˜, D˜, τ˜ | Y,Mi) + logπ(˜θ∗, U˜, V˜, D˜, τ˜ | Mi)
− log π̂ (˜θ∗, U˜, V˜, D˜, τ˜ | Y,Mi)
BAYESIAN ESTIMATION OF PLANT BREEDING TRIALS 25
Note that by (2.1)–(2.3) and (2.12), the approximation may be written as
log p̂(Y | Mi) = log L(˜θ∗, τ˜ | Y) + log L(U˜, V˜, D˜ | τ˜ ,Y,Mi)
+ logπ(˜θ∗|˜τ)+ logπ(U˜ | τ˜ ,Mi)
+ logπ(V˜ | τ˜ ,Mi) + logπ(D˜ | τ˜ ,Mi)
+ logπ(˜τ | Mi) − logπ(D˜ | U˜, V˜, τ˜ ,Y,Mi)
− log π̂ (U˜ | V˜, τ˜ ,Y,Mi) − log π̂ (V˜ | τ˜ ,Y,Mi) − logπ(˜θ∗ | τ˜ ,Y)
− log π̂ (˜τ | Y,Mi).
In the equation above, the terms involving θ˜∗ do not depend on Mi; therefore, it is not nec-
essary to evaluate those terms when estimating the Bayes factor, since it will be canceled
out.
3. RESULTS AND DISCUSSION
3.1. SIMULATED DATA
To illustrate the implementation of our proposed model, we analyzed a simulated data
set comprising five rows and three columns, each with an n = 4 sample size from a normal
distribution with mean μ+ai +βj +∑2k=1 λkuikvjk (i = 1, . . . ,5; j = 1, . . . ,3) and vari-
ance σ 2 = 1. Thus the overall sample size is 60. The true values of the fixed linear effects
are α = (−1,−0.5,0.5,1,0) for the factor row and β = (−1,1,0) for the factor column,
























The interaction plot of the simulated data shows that the row effects are not equal for
all levels of the factor column, with clear evidence of interaction between row and column
effects (data not shown). The true biplot of the first (Component 1) and second (Component
2) principal components, i.e., the columns of PC = ( U′D1/2
V′D1/2
)
, shows interaction effects
between rows and columns (data not shown).
We used α0 = (0,0,0,0,0), β0 = (0,0,0), a = 1, s20 = 1000 as prior information,
and samples of the posterior distribution were drawn with the Gibbs sampler described
above. Two parallel chains of size s = 20,000 were simulated using a burn-in period of
size 10,000. Finally, a thinning period of 1 was used. Therefore, a final MCMC sample of
size 5000 was used to estimate the posterior distribution.
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Table 1. Posterior summary (Mean), standard deviation (SD), quartiles (q0.25, q0.50, and q0.75), 0.90 HPD, and
0.95 HPD intervals computed with 5000 approximately independent samples from the joint posterior
distribution of the simulated data (five rows and three columns).
0.90 HPD interval 0.95 HPD interval
Parameter Mean SD q0.25 q0.5 q0.75 Lower Upper Lower Upper
μ 5.0184 0.1342 4.7523 5.0175 5.2878 4.8055 5.2414 4.7584 5.2898
σ 1.1572 0.1312 0.9401 1.1461 1.4498 0.9504 1.3617 0.9224 1.4211
α1 −1.2282 0.2713 −1.7687 −1.2268 −0.6991 −1.6437 −0.7530 −1.7421 −0.6755
α2 −0.6733 0.2703 −1.2027 −0.6744 −0.1334 −1.1158 −0.2299 −1.2169 −0.1493
α3 0.6239 0.2704 0.0897 0.6234 1.1536 0.1879 1.0654 0.0825 1.1429
α4 0.8053 0.2707 0.2635 0.8078 1.3387 0.3514 1.2457 0.2674 1.3406
α5 0.4723 0.2693 −0.0597 0.4756 0.9977 0.0283 0.9101 −0.0524 0.9990
β1 −0.6824 0.1891 −1.0512 −0.6835 −0.3060 −0.9833 −0.3607 −1.0442 −0.3006
β2 0.9110 0.1919 0.5323 0.9113 1.2878 0.5876 1.2178 0.5247 1.2801
β3 −0.2286 0.1885 −0.5925 −0.2262 0.1382 −0.5313 0.0796 −0.5984 0.1299
u1,1 −0.7251 0.1456 −0.8822 −0.7654 −0.3227 −0.8934 −0.5411 −0.8936 −0.4429
u2,1 0.0486 0.2471 −0.4350 0.0491 0.5363 −0.3761 0.4418 −0.4145 0.5553
u3,1 0.3568 0.2278 −0.1516 0.3785 0.7387 0.0148 0.7348 −0.0980 0.7848
u4,1 0.0291 0.2664 −0.5018 0.0339 0.5419 −0.4052 0.4702 −0.4965 0.5463
u5,1 0.2906 0.2329 −0.2194 0.3065 0.7075 −0.0625 0.6817 −0.1559 0.7540
u1,2 −0.0794 0.3027 −0.6419 −0.0856 0.5312 −0.4084 0.5854 −0.6491 0.5206
u2,2 0.4202 0.2532 0.0020 0.4207 0.8463 −0.8109 −0.0279 0.0060 0.8490
u3,2 −0.1020 0.4324 −0.8099 −0.1219 0.6999 −0.5690 0.8001 −0.8616 0.6398
u4,2 −0.1439 0.4835 −0.8506 −0.2008 0.7448 −0.5732 0.8802 −0.8802 0.6927
u5,2 −0.0949 0.4480 −0.8220 −0.1154 0.7156 −0.5929 0.8072 −0.8734 0.6487
v1,1 −0.7217 0.1321 −0.8164 −0.7698 −0.3394 −0.8165 −0.5704 −0.8165 −0.4665
v2,1 0.4129 0.3096 −0.3190 0.4766 0.8095 −0.0152 0.8165 −0.1733 0.8165
v3,1 0.3088 0.3162 −0.3635 0.3356 0.7980 −0.1241 0.8165 −0.2461 0.8165
v1,2 0.0602 0.3532 −0.6508 0.0814 0.6803 −0.6089 0.5396 −0.6057 0.7196
v2,2 0.5941 0.2177 0.0368 0.6540 0.8160 −0.8165 −0.2917 0.1700 0.8165
v3,2 −0.6543 0.2080 −0.8163 −0.7326 −0.0962 0.3934 0.8165 −0.8165 −0.2449
λ1 2.2079 0.4741 1.0096 2.2793 2.9221 1.5010 2.9257 1.2120 3.0237
λ2 0.5073 0.3744 0.0132 0.4461 1.3127 0.0003 1.0357 0.0003 1.1863
Table 1 gives a summary of the marginal posterior distribution for all the parameters in
the model. The true values are always within their interval estimations. Moreover, relative
to the estimated standard deviations, point estimations are close enough to the true val-
ues. Thus the proposed Bayesian approach to model interaction in a two-way table gives
reliable inferential answers about unknowns in the model. The second singular value is
about 4 times smaller than the first singular value, and also had smaller SD than the first
one. The eigenvectors for u1,1, v1,1, v2,2 and v3,2 are the only bilinear terms that do not
include the null point (0,0) for the bivariate 0.90 HPD region and thus cause most of the
significant interaction. Other posterior 0.90 HPD intervals for eigenvector elements such as









λ2) covers the null point (0,0).
The HPD regions of the row (column) scores that are statistically different from the
null point (0,0) can be seen in the biplot depicted in Figures 1(a) and (b). For example,
Figure 1(a) shows the plot of the row scores U′D1/2, and the outer and inner shaded areas
of the graph are the bivariate 0.95 and 0.90 HPD posterior regions, respectively, for the
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Figure 1. Simulated data with five rows (1–5) and three columns (S1–S3): (a) plot of the row scores U′D1/2 and
the bivariate 95% (gray external contour) and 90% (gray internal contour) HPD regions; (b) plot of the column
scores V′D1/2 and the bivariate 0.95 (gray external contour) and 0.90 (gray internal contour) HPD regions. Only
row 1 and columns S1, S2, and S3 which do not include the null point (0,0) at the 0.90 HPD probability level
are depicted; (c) dendrogram of the five rows using the first two left singular vectors; (d) dendrogram of the three
columns using the first two right singular vectors.
scores in row 1. For clarity, the 0.90 HPD and 0.95 HPD regions for the other row scores
were not drawn because they contain the null point (0,0), which is evidence that their
contribution to the interaction was not statistically significant. Analogously, from Figure
1(b) it can be seen that the posterior densities for the scores of S1, S2 and S3 do not include
the null point (0,0) at either of the two probability levels; thus we can conclude that, given
the data, there is enough evidence that the multiplicative column effect is significant at all
its levels. Furthermore, since there is no overlapping of the interaction scores for columns
at any of the 0.90 HPD and 0.95 HPD regions, we can conclude that among these regions
there are different interaction effects that are statistically significant.
As an additional descriptive tool, we performed a hierarchical cluster algorithm with a
complete linkage strategy based on the posterior means of the Euclidean distances between
the rows (and columns) of the matrix U (V); their dendrograms are presented in Figures
1(c) and (d), respectively. Row 1 is the farthest score from (0,0) and significant for the
interaction; it does not cluster with any of the other non-significant genotypes [Figure
1(c)]. The three columns do not form any clear clusters [Figure 1(d)].
28 S. PEREZ-ELIZALDE, J. D. JARQUIN, AND J. CROSSA
Figure 2. Plant breeding data of 12 genotypes in 25 environments. Histograms of the MCMC samples from the
marginal posterior distributions of u12,2, u8,3, u5,4, u1,6, v5,1, v9,1, v23,1, v25,1, v23,2, v7,3, v11,3, v16,3, v24,4,
v22,5 and σ .
In the next section, we illustrate the results of our prior selection and MCMC sam-
pling strategy to analyze the genotype × environment interaction in the context of a multi-
environment and multi-year plant breeding trial with genotypes evaluated under different
environmental conditions during two consecutive years.
3.2. PLANT BREEDING DATA
The multi-environment multi-year plant breeding trial analyzed in this section com-
prises 12 maize hybrids evaluated for grain yield in 25 environments for two consecutive
years. The 12 hybrids were arranged in a randomized complete block design with two repli-
cates in each environment and year. The effect of the design (i.e., complete or incomplete
block) is easily incorporated into the model.
The first-year data were used to elicit the prior to analyze data from the second year.
The posterior means of the 38 linear parameters (overall mean, 12 genotypic effects and
25 environmental effects) are given in Table B.1 (Appendix B). The histograms of the
posterior means of several bilinear interaction parameters depicted in Figure 2 show bell-
shaped marginal posterior distributions on (−1,1). The histograms of the MCMC samples
of the marginal posteriors of λ1–λ11 are also shown and, as expected, the posterior densities
of the late singular values move toward zero [Figure 3(a)]. The posterior densities of the
cumulative proportion of variance explained by the eigenvalues show that five components
explained about 90% of the interaction variance [Figure 3(b)].
The Bayes factor computed for determining the number of λ’s indicated that the model
with three GE bilinear components is appropriate. Assuming that the prior odds is 1, the
Bayes factor in favor of model with two components (λ2 = 0, λ3 = 0) when comparing
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Figure 3. Plant breeding data of 12 genotypes in 25 environments: (a) Posterior densities and 0.95 HPD regions
of the singular values, λ1, . . . , λ11 (C.1–C.11); (b) posterior densities and 0.95 HPD regions of the cumulative




, t = 1, . . . ,min(r, c) − 2.
against the alternative model with at least three components (λ3 = 0) is 0.0022, whereas the
value of the Bayes factor indicated that the model with three components (λ3 = 0, λ4 = 0)
is 104.15 times more probable than the model with at least four components (λ4 = 0).
These results of three significant bilinear components (λ3 = 0) is in agreement with those
usually found in the analyses of plant breeding trials where the complexity of the GE
requires more than one bilinear component to be retained in the model.
In general, the values of ui1 and vj1 were, in absolute terms, larger than the values
of ui2 and vj2, whereas the standard deviations (SD) of ui1 and vj1 were smaller than
those of ui2 and vj2. Consequently, the lengths of the HPD regions were narrower for the
first bilinear components of genotypes and environments (ui1 and vj1) than for the second
bilinear components, ui2 and vj2 (data not shown). In summary, there is more posterior
uncertainty in the second bilinear components for genotypes and sites than in the first
bilinear components.
3.2.1. Credible Regions of the First Two Bilinear Terms of the Linear–Bilinear
Model
Given in Table 2 are the posterior means of the 11 singular values, together with the
values of the eigenvectors of genotypes and environments whose 0.95 HPD for their cor-
responding scores do not contain the null value. As the singular values decrease in size,
their SDs also decrease. The scores of genotype 12 (u12,2) and the scores of environments
S5, S9, S23, and S25 (v5,1, v9,1, v23,1, v25,1, v23,2) significantly contributed to genotype ×
environment variability, as shown by the bivariate 0.90 HPD regions, whereas the other
genotypes and environments did not significantly contribute to that variability.
Posterior modes of the first and second components for the scores of environments and
genotypes, with their associated HPD regions, indicate the scores that significantly con-
tributed to the interaction between genotypes and environments (Figure 4). In this biplot,
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Table 2. Posterior summary (Mean), standard deviation (SD), quartiles (q0,25, q0.50, and q0.75), 0.90 HPD,
and 0.95 HPD intervals computed with 20,000 approximately independent samples simulated from the
posterior distribution of the residual variance (σ ), all singular values (λ1, . . . , λ11) and the right and
the left singular vector elements of genotypes and environments, respectively, whose 0.90 HPD and
0.95 HPD intervals do not contain the null value (0,0). Data for grain yield measured in kilograms per
hectare.
0.90 HPD interval 0.95 HPD interval
Parameter Mean SD q0.25 q0.5 q0.75 Lower Upper Lower Upper
σ 1311.00 39.13 1237.00 1310.00 1389.00 1247.40 1375.18 1234.90 1386.49
λ1 2572.00 451.76 1683.00 2574.00 3446.00 1835.96 3323.21 1709.64 3468.89
λ2 2354.00 388.40 1574.00 2364.00 3088.00 1730.65 3005.55 1585.22 3098.23
λ3 2123.00 340.34 1429.00 2132.00 2763.00 1549.53 2662.10 1467.47 2794.07
λ4 1815.00 328.85 1146.00 1823.00 2435.00 1277.49 2358.62 1167.92 2452.60
λ5 1576.00 317.49 933.40 1586.00 2173.00 1058.67 2096.67 935.42 2173.17
λ6 1262.00 311.66 630.20 1270.00 1847.00 758.68 1780.72 643.20 1856.85
λ7 992.00 297.34 385.50 998.90 1555.00 506.17 1479.93 394.04 1562.37
λ8 762.60 283.71 182.70 767.10 1308.00 299.76 1242.21 199.20 1321.56
λ9 506.10 260.09 42.12 501.30 1027.00 15.90 865.98 0.04 949.55
λ10 315.40 217.51 8.89 289.60 794.40 0.01 614.78 0.01 714.54
λ11 167.40 153.72 1.82 124.30 553.80 0.00 388.81 0.00 472.82
u12,2 0.3850 0.1966 −0.0371 0.4009 0.7242 0.0815 0.7176 0.0005 0.7524
u8,3 −0.3714 0.1988 −0.7131 −0.3873 0.0618 −0.7054 −0.0679 −0.7464 0.0129
u5,4 0.3671 0.2001 −0.0775 0.3838 0.7096 0.0490 0.6941 −0.0361 0.7358
u1,6 0.3533 0.2163 −0.1170 0.3747 0.7167 0.0156 0.7073 −0.0702 0.7510
v5,1 0.2878 0.1235 0.0389 0.2908 0.5203 0.0868 0.4911 0.0482 0.5271
v9,1 −0.2769 0.1281 −0.5182 −0.2803 −0.0182 −0.4805 −0.0587 −0.5220 −0.0234
v23,1 0.2779 0.1234 0.0276 0.2818 0.5106 0.0797 0.4846 0.0367 0.5167
v25,1 0.4589 0.1104 0.2288 0.4637 0.6607 0.2804 0.6400 0.2431 0.6713
v23,2 −0.3958 0.1268 −0.6263 −0.4017 −0.1312 −0.6090 −0.1960 −0.6338 −0.1419
v7,3 0.3350 0.1323 0.0636 0.3402 0.5773 0.1221 0.5558 0.0758 0.5849
v11,3 −0.2652 0.1319 −0.5161 −0.2668 0.0005 −0.4895 −0.0576 −0.5224 −0.0104
v16,3 0.3249 0.1304 0.0547 0.3301 0.5674 0.1104 0.5372 0.0679 0.5755
v24,4 −0.3918 0.1418 −0.6427 −0.4011 −0.0907 −0.6151 −0.1559 −0.6624 −0.1165
v22,5 −0.3166 0.1581 −0.6007 −0.3248 0.0139 −0.5735 −0.0564 −0.6060 0.0055
the bivariate 0.90 HPD and 0.95 HPD regions are shown only for genotype 12 [Figure 4(a)]
and environments S5, S9, S23, and S25 [Figure 4(b)]. These are the genotypes and environ-
ments that contributed significantly to the interaction, as their HPD regions did not include
the null point (0,0).
Some description of the joint response of genotypes and environments can be given;
for example, environments S5 and S25 and genotype 12 are located far from the center
on the upper right-hand side of Figures 4(a) and (b), whereas genotype 2 is the farthest
point from the center of the figure on the lower left-hand side, and is negatively related to
genotype 12 and to environments S5 and S25. This result indicated that genotype 12 has
significant positive interaction with S5 and S25, whereas genotype 2 has negative interac-
tion with those environments. Concerning the relationships among environments, S9 and
S23 are located in opposite directions of the biplot [Figure 4(b)] and can be considered as
two very different environments in terms of genotype × environment interaction. Further-
more, environments S5, S23, and S25 do not overlap with environment S9; therefore, they
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Figure 4. Plant breeding data of 12 genotypes in 25 environments: (a) plot of the bivariate row scores U′D1/2
and the bivariate 0.95 (gray external contour) and 0.90 (gray internal contour) HPD regions; (b) plot of the
bivariate column scores V′D1/2 and the bivariate 0.95 (gray external contour) and 0.90 (gray internal contour)
HPD regions. Only genotype 12, and environments S5, S8, S9, S23, and S25 which do not include the null point
(0,0) at the 90 HPD probability level are depicted; (c) dendrogram of the 12 genotypes using the first two left
singular vectors; (d) dendrogram of the 25 environments using the first two right singular vectors.
are also significantly different from environment S9 in terms of genotype × environment
interaction variability. Since environments S5 and S25 do overlap with each other, they
form a homogeneous group of environments but different from S9. Environments S5 and
S25 did show some degree of similarity with S9.
Since the degree of overlap between significant environments based on the 0.90 HPD
and 0.95 HP regions differed and may not be clearly represented in the biplot, we per-
formed a hierarchical cluster algorithm with a complete linkage strategy based on the
posterior means of the Euclidean distance between the rows of the interaction matrices
for genotypes and environments; the dendrograms are presented in Figures 4(c) and (d),
respectively. This complements what is depicted in Figures 4(a) and (b) very well. For ex-
ample, genotype 12 forms a singleton opposite to the groups formed by the other genotypes
[Figure 4(c)].
Concerning the environments, S5, S23, S25, and S9 are in opposite groups [Figure 4(d)].
Furthermore, as already pointed out in the biplots of environments, environments S5, S23,
and S25 formed a group in which each group member significantly contributes to genotype
× environment variability; this group shows that S5 and S25 clustered earlier and S23
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joined them later. Environments S5, S25 and S23 are different from environment S9. The
overlapping of S5 and S25 is much more pronounced than the overlapping of S23; thus
they joined early in the cluster. This approach for identifying subsets of homogeneous
genotypes and environments that cause significant genotype × environment interaction is
analogous (but not the same) to that presented by Burgueño et al. (2008) using a frequentist
inference on a linear–bilinear model that belongs to the family of linear–bilinear models
employed in this study.
Genotypes had longer HPD regions along the first and second bilinear terms than en-
vironments, indicating their large SD and great length of the HPD, which reflected the
uncertainty of these estimates at both probability levels.
3.2.2. Implications for Breeding Trials of Bayesian Inference of Linear–Bilinear
Models
The conditional posterior estimates of Bayesian linear–bilinear models for plant breed-
ing data have the following advantages: (i) they provide a natural method for deriving
confidence regions around the genotypic and environmental interaction parameters given
by their scores, as represented in the biplot (and/or dendrogram); (ii) they facilitate the
identification of genotypes and environments that cause significant interaction and allow
detecting groups of genotypes and environments with similar responses; (iii) they deal with
unbalanced data (always present in plant breeding trials) in a natural manner; (iv) they can
be used to efficiently incorporate information from historical plant breeding trials (prior)
on environmental and genotypic means, or on dispersion parameters such as environmen-
tal, genotypic, or error variances; (v) they can be used naturally with unequal cell size;
and (vi) they provide an efficient test for the significance of the number of GE bilinear
components to be retained in the model.
Linear-bilinear models such as AMMI offer a family of models, rather than a single
model; the general Bayesian computational methodology developed in this study can be
applied to other linear–bilinear models by fixing certain parameters equal to 0 and relaxing
some model constraints. For example, for α = 0,Y = μ1r1′c + β ′ ⊗ 1r + UDV′ + E is the
column (site) regression model (SREG); for β = 0,Y = μ1r1′c + α ⊗ 1′c + UDV′ + E is
the row (genotype) regression model (GREG); and for α = β = 0,Y = μ1r1′c +UDV′ +E
is the complete multiplicative model (COMM). As the frequentist mixed-effect linear–
bilinear model leads to a factor analytic structure of rows, columns and/or their interaction,
the Bayesian paradigm of linear–bilinear models can also be represented in a factor analytic
form.
This new approach offers new opportunities for efficiently incorporating historical data
on environments and genotypes that should be useful for breeder’s objectives, as well as for
forming density regions around the estimated interaction parameters. Furthermore, with the
methodology presented in this article, meta-analysis (hierarchical analysis) involving year
or other factors can be analyzed naturally. Although the computer time needed to process
large plant breeding trials can be substantially greater than that needed to fit frequentist
fixed or mixed linear–bilinear models, the continuous increase in computer power will
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minimize this disadvantage of the Bayesian estimation of linear–bilinear models over time.
The Bayesian inference methodology described here is available in R in the following page
of the CIMMYT website: http://www.cimmyt.org/english/wps/biometrics/index.htm.
4. CONCLUSIONS
In this research, we applied Bayesian inference for linear–bilinear models by using the
multivariate von Mises–Fisher distribution as a prior for interaction parameters. In con-
trast to previous approaches, this estimation is not performed on the orthonormal eigen-
vectors but rather on the orthonormal matrices U = (u1, . . . ,ut ) and V = (v1, . . . ,vt ),
and is done based on an MCMC sample from their posterior distribution; this satisfies
model constraints and offers statistical inferential tools such as confidence regions for in-
teraction parameters. Two data sets were used, one containing simulated data and one real
plant breeding data. Results of the plant breeding trials show the usefulness of this general
Bayesian approach for breeding trials and for detecting groups of genotypes and environ-
ments that cause interaction. For similar-structures data, this method is promising in that
confidence regions for the GE interaction terms may be derived, unbalanced data are han-
dled well, and the number of components to be retained in the model can be assessed by
the Bayes factor. The Bayesian inference methodology described here can be extended to
other linear–bilinear models by fixing certain parameters equal to zero and relaxing some
model constraints.
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APPENDIX A: THE VON MISES–FISHER DISTRIBUTION
The set of r × k orthonormal matrices is called the Stiefel manifold, which is denoted
as Vk,r . A probability distribution on Vk,r , whose density has exponential form with linear
and quadratic terms, is the matrix Bingham–von Mises–Fisher Distribution. The density
function is given by
p(X | A,B,C) ∝ etr(C′X + BX′AX)
where A and B may be assumed symmetric and diagonal matrices, respectively. A random
variable X with von Mises–Fisher distribution (Khatri and Mardia 1977) is denoted as
X ∼ BMF(A = 0,B = 0,C). The normalization constant of the von Mises–Fisher density




φ), where Dφ is
the diagonal matrix of singular values of C (Herz 1955; James 1964).
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