Abstract. Huisken [11] studied asymptotic behavior of a mean curvature flow in a Euclidean space when it develops a singularity of type I, and proved that its rescaled flow converges to a self-shrinker in the Euclidean space. In this paper, we generalize this result for a Ricci-mean curvature flow moving along a Ricci flow constructed from a gradient shrinking Ricci soliton.
Introduction
Let M and N be manifolds with dimension m and n respectively, satisfying m ≤ n. Let g = ( g t ; t ∈ [0, T 1 ) ) be a smooth 1-parameter family of Riemannian metrics on N and F : M × [0, T 2 ) → N be a smooth 1-parameter family of immersions with T 2 ≤ T 1 , that is, F t : M → N defined by F t ( · ) := F (·, t) is an immersion map. We say that the pair of g and F is a solution of the Ricci-mean curvature flow if it satisfies the following coupled equation of the Ricci flow and the mean curvature flow:
∂g t ∂t = −2Ric(g t ) (1a)
where H(F t ) denotes the mean curvature vector field of F t : M → N computed by the ambient Riemannian metric g t at the time t. Note that this coupling is partial, that is, the Ricci flow equation (1a) does not depend on F . It is clear that a Ricci-mean curvature flow is a mean curvature flow when the ambient Riemannian manifold (N, g 0 ) is Ricci flat (especially (R n , g st )). Huisken [11] studied asymptotic behavior of a mean curvature flow in a Euclidean space when it develops a singularity of type I, and proved that its rescaled flow converges to a self-shrinker in the Euclidean space. In this paper, we generalize this result to a Ricci-mean curvature flow moving along a Ricci flow constructed from a gradient shrinking Ricci soliton. Before stating our main results, we review the definition of self-similar solutions in R n and the results due to Huisken [11] . On R n , we naturally identify a point x = (x 1 , . . . , x n ) ∈ R n with a tangent vector − → x ∈ T x R n by − → x := x 1 ∂ ∂x 1 + · · · + x
For an immersion map F : M → R n , we have a section − → F ∈ Γ(M, F * (T R n )) defined by − → F (p) := −−→ F (p) for all p ∈ M . Then F : M → R n is called a self-similar solution if it satisfies
for some constant λ ∈ R, where ⊥ denotes the projection onto the normal bundle of M . A self-similar solution is called a self-expander, steady or self-shrinker when λ > 0, λ = 0 or λ < 0 respectively. Let M be an m-dimensional compact manifold and F : M × [0, T ) → R n be a mean curvature flow with the maximal time T < ∞, that is, we can not extend the flow over the time T . Further assume that F satisfies the following two conditions (A1) and (B1).
(A1) The norm of the second fundamental form of F t (denoted by A(F t )) satisfies lim sup
(B1) There exists a point p 0 in M such that F t (p 0 ) → O ∈ R n as t → T .
If a mean curvature flow satisfies (A1), then we say that it develops a singularity of type I, and for the remaining case we say that it develops a singularity of type II. The condition (B1) guarantees that there exists at least one point in M such that its image of the rescaled flow remains in a bounded region in R n , thus the limiting submanifold is nonempty. In [11] , it is also assumed that |A(F t )|(p 0 ) → ∞ as t → T for p 0 given in (B1). However, this assumption is not necessary to prove Theorem 1.1 introduced below.
For each t ∈ (−∞, T ), let Φ t : R n → R n be a diffeomorphism of R n defined by
Define the rescaled flowF : M × [− log T, ∞) → R n bỹ F s := Φ t • F t with s = − log(T − t).
Then it satisfies the normalized mean curvature flow equation:
Huisken proved the following (cf. Proposition 3.4 and Theorem 3.5 in [11] ). Theorem 1.1. Under the assumptions (A1) and (B1), for each sequence s j → ∞, there exists a subsequence s j k such that the sequence of immersed submanifolds M sj k :=F sj k (M ) converges smoothly to an immersed nonempty limiting submanifoldM ∞ ⊂ R n , andM ∞ is a self-shrinker with λ = −1 in (2) .
By this theorem, a self-shrinker can be considered as a local model of a singularity of type I for a mean curvature flow in R n . On the other hand, there is also the notion of type I singularity for a Ricci flow g = ( g t ; t ∈ [0, T ) ) on a manifold N . Assume that T < ∞ is the maximal time. We say that g forms a singularity of type I if lim sup
where Rm(g t ) denotes the Riemannian curvature tensor of g t . In the Ricci flow case, a gradient shrinking Ricci soliton can be considered as a local model of a singularity of type I (cf. [6, 20, 21] ). Actually, from a gradient shrinking Ricci soliton, we can construct a Ricci flow which develops a singularity of type I by the action of diffeomorphisms and scaling. In this paper, we consider a Riccimean curvature flow along this Ricci flow, and assume that the mean curvature flow and the Ricci flow develop singularities at the same time. Then we prove the convergence of the rescaled flow to a self-shrinker in the gradient shrinking Ricci soliton under the type I assumption (more precisely, under the assumption (A2) when N is compact, and (A2) and (B2) when N is non-compact). The precise settings and main results are the following.
Let (N,g,f ) be an n-dimensional complete gradient shrinking Ricci soliton with Ric(g) + Hessf − 1 2g = 0.
As Hamilton's proof of Theorem 20.1 in [9] , one can easily see that R(g) + |∇f | 2 −f is a constant, where R(g) denotes the scalar curvature ofg. Hence by adding some constant tof if necessary, we may assume that the potential functionf also satisfies
For an immersion F : M → N , we get a section (∇f ) • F ∈ Γ(M, F * (T N )), and we usually omit the symbol •F , for short. for some constant λ ∈ R, we call it a self-similar solution. A self-similar solution is called a self-expander, steady or self-shrinker when λ > 0, λ = 0 or λ < 0 respectively. 
we call it a normalized mean curvature flow. Remark 1.4. The condition (A2) corresponds to (A1). In (A2), note that A(F t ) and its norm |A(F t )| are computed by the ambient metric g t at each time t. In this paper, we do not assume that lim sup t→T sup M |A(F t )| = ∞.
If F : M × [0, T ) → N satisfies (7) and (A2), we say that F develops a singularity of type I. Hence (A2) is slightly weaker than the condition that F develops a singularity of type I. Especially, non-singular case (that is, lim sup t→T sup M |A(F t )| < ∞) is contained in (A2).
Remark 1.5. The condition (B2) corresponds to (B1). In (B2), ℓ Ft(p0),t is the reduced distance for the Ricci flow g based at (F t (p 0 ), t) introduced by Perelman. Here we explain this briefly. Let (N, g t ) be a Ricci flow on [0, T ). For any curve γ : [t 1 , t 2 ] → N with 0 ≤ t 1 < t 2 < T , we define the L-length of γ by
where |γ| is the norm ofγ(t) measured by g t . For a fixed point (p 2 , t 2 ) in the space-time N × (0, T ), we get the reduced distance
where the infimum is taken over all curves γ : [t 1 , t 2 ] → N with γ(t 1 ) = p 1 and γ(t 2 ) = p 2 . In Remark 1.10, we see that (B1) and (B2) are equivalent when (N,g,f ) is the Gaussian soliton (R n , g st ,
If (N,g,f ) is compact (resp. non-compact), we assume that F satisfies (A2) (resp. (A2) and (B2)). As in the Euclidean case, we consider the rescaled flow
and we can see thatF becomes a normalized mean curvature flow in (N,g,f ) (cf. Proposition 4.4). Then the main results in this paper are the following.
Assume that M is compact and F satisfies (A2). LetF : M × [− log T, ∞) → N be defined by (8) . Then, for any sequence s 1 < s 2 < · · · < s j < · · · → ∞ and points {x j } ∞ j=1 in M , there exist sub-sequences s j k and x j k such that the family of immersion mapsF sj k : M → N from pointed manifolds (M, x j k ) converges to an immersion mapF ∞ : M ∞ → N from some pointed manifold (M ∞ , x ∞ ). Furthermore, M ∞ is a complete Riemannian manifold with metricF * ∞g andF ∞ is a self-shrinker in (N,g,f ) with λ = −1, that is,F ∞ satisfies Since − → x = 2∇f (x), Definition 1.2 coincides with (2) in R n . It is trivial that (R n , g st ) satisfies the assumption in Remark 1.8. We take T = 1 for simplicity. Then we have 
4(T − t) .
Since g t is the trivial Ricci flow, the condition (A1) and (A2) coincides. Furthermore, one can easily see that in this trivial Ricci flow Perelman's reduced distance bases at ( * , •) is given by
Hence it is clear
is, the condition (B1) implies (B2). Conversely, under the assumption (B2) we can see that
. Hence (B1) and (B2) are equivalent in R n , and Theorem 1.7 implies Theorem 1.1. Example 1.11. Here we consider compact examples of self-similar solutions embedded in compact gradient shrinking Ricci solitons. Let (N,g,f ) be a compact gradient shrinking Ricci soliton. Then N itself and a critical point P (0-dimensional submanifold) off are trivially compact self-similar solutions, since H = 0 and ∇f ⊥ = 0. The next examples are given in Kähler-Ricci solitons. Let (N,g,f ) be a compact gradient shrinking Kähler Ricci soliton. Let M ⊂ N be a compact complex submanifold such that the gradient ∇f is tangent to M . Then M is a compact self-similar solution, since H = 0 (by a well-known fact that a complex submanifold in a Kähler manifold is minimal) and ∇f ⊥ = 0 on M . Actually, Cao [1] and Koiso [12] (for notations and assumptions, see [13] ) constructed examples of compact gradient shrinking Kähler Ricci solitons. By their construction, each soliton is the total space of some complex P 1 -fibration and the gradient of the potential function is tangent to every P 1 -fiber. Hence each P 1 -fiber is a compact self-similar solution with real dimension 2.
Finally, we give some comments for Lagrangian self-similar solutions. For a Lagrangian immersion F : L → N in a Kähler manifold N with a Kähler form ω, a 1-form ω H on L defined by ω H (X) := ω(H(F ), F * X) is called the mean curvature form. In Theorem 2.3.5 in [22] , Smoczyk proved that there exists no compact Lagrangian self-similar solution with exact mean curvature form in C n . In his proof, it is proved that a compact Lagrangian self-similar solution with exact mean curvature form is a minimal submanifold in C n . However there exists no compact minimal submanifold in C n . Hence the assertion holds. As an analog of this theorem, we have the following theorem and its proof is given at the end of Section 4. Theorem 1.12. Let (N, g, f ) be a gradient shrinking Kähler Ricci soliton and F : L → N be a compact Lagrangian self-similar solution with exact mean curvature form. Then F : L → N is a minimal Lagrangian immersion.
Relation to previous literature. Recently there has been some studies in Riccimean curvature flows. One of main streams of the study is to generalize results established for mean curvature flows in Kähler-Einstein manifolds to Ricci-mean curvature flows along Kähler-Ricci flows. For example, some results for Lagrangian mean curvature flows can be generalized (cf. [10, 14] ). Another main stream of the study is to generalize Huisken's monotonicity formula in R n to Ricci-mean curvature flows along Ricci flows. In this direction, Lott considered a mean curvature flow in a gradient Ricci soliton in Section 5 in [15] , and a certain kind of monotonicity formula is obtained in gradient steady soliton case. He also gave a definition of a self-similar solution for hypersurfaces in a gradient Ricci soliton. Our definition of a self-similar solution (cf. Definition 1.2) coincides with Lott's one for hypersurfaces. In Remark 5 in [15] , he pointed out the existence of an analog of a monotonicity formula in gradient shrinking soliton case. Actually, a monotonicity formula for a mean curvature flow moving in a gradient shrinking Ricci soliton was also given by Magni, Mantegazza and Tsatis (cf. Proposition 3.1 in [16] ) more directly. In this paper, we reintroduce their monotonicity formula in Section 4. There is also a generalization of Huisken's work to a mean curvature flow in a Riemannian cone manifold (cf. [7] ).
Organization of this paper. The rest of this paper is organized as follows. In Section 2, we prove Theorem 1.6 and 1.7, after reviewing the proof of Theorem 1.1. In this proof, we use lemmas and propositions proved in the following sections and appendices. In Section 3, we introduce some general formulas for the first variation of a certain kind of weighted volume functional. In Section 4, we study some properties of Ricci-mean curvature flows along Ricci flows constructed from gradient shrinking Ricci solitons, and introduce the monotonicity formula. Furthermore, we prove the estimates for higher derivatives of the second fundamental forms of a rescaled flow and give an analog of Stone's estimate. In Appendix A, we give a general treatment of evolution equations for tensors along Ricci-mean curvature flows. In Appendix B, we give an estimate which is used in the proof of Lemma 4.10. In Appendix C, we give a definition of convergence of immersion maps into a Riemannian manifold and prove some propositions.
Acknowledgements. I would like to thank my supervisor, A. Futaki for many useful discussions and constant encouragement.
Proofs of main theorems
In this section, we give proofs of Theorem 1.6 and 1.7. First of all, we review the proof of Theorem 1.1. The key results to prove Theorem 1.1 are the following (i), (ii) and (iii).
(i) The monotonicity formula for the weighted volume functional (cf. (ii) Uniform estimates for all derivatives of second fundamental forms ofM sj (cf. Proposition 2.3 in [11] ). This result corresponds to Proposition 4.9. It is proved by the parabolic maximum principle for the evolution equation of |∇ kÃ s | 2 and the argument of degree (it is explained in the proof of Proposition 4.9). This result implies the sub-convergence ofM sj to some limiting submanifoldM ∞ .
(iii) A uniform estimate for the second derivative of the weighted volume functional. It is proved by Stone's estimate (cf. Lemma 2.9 in [24] ) and the result (ii). In this paper we prepare an analog of Stone's estimate in Lemma 4.7, and by combining Lemma 4.7 and Proposition 4.9 we prove Proposition 4.10 which is an analog of the result (iii). This result is necessary in the following sense. In general, if we know d ds F (s) ≤ 0 for some smooth non-negative function F : [0, ∞) → [0, ∞), we can say that F is monotone decreasing and converges to some value as s → ∞. However we can not say that Proof of Theorem 1.6. First, we prove the existence of a smooth manifold M ∞ and a smooth mapF ∞ : M ∞ → N . Next, we show that thisF ∞ is a self-shrinker by using the monotonicity formula (23) in Proposition 4.6.
By Proposition 4.9, for all k = 0, 1, 2, . . . , there exist constants C k > 0 such that
Since N is compact, by Theorem C.9, we get a sub-sequence j k , a pointed manifold (M ∞ , x ∞ ) and an immersion mapF ∞ : M ∞ → N with a complete Riemannian metric
∞g uniformly on compact sets in M ∞ , and furthermore the sequence of mapsF
Let K ⊂ M ∞ be any compact set. Then we will prove that
It is clear that this implies thatF ∞ : 
By using the monotonicity formula (23) and Lemma 4.10, one can prove that
as k → ∞ by the argument of contradiction. Actually, assume that there exist a constant δ > 0 and a subsequence {ℓ} ⊂ {k} with ℓ → ∞ such that
Then one can easily see that
, where we used Lemma 4.10 and C ′ is the constant appeared in that lemma. Hence we have that
On the other hand, by the monotonicity formula (23):
is monotone decreasing and non-negative, thus it converges to some value
Hence we have
where • = − log T . This is a contradiction. Thus, by combining (9)-(11), it follows that
Here we completed the proof.
Next, we give the proof of the non-compact version of the above theorem.
Proof of Theorem 1.7. We will prove thatF sj (p 0 ) is a bounded sequence in (N,g). For any t 1 , t 2 with 0 ≤ t 1 < t 2 < T , we can take {F t (p 0 )} t∈[t1,t2] as a curve joining F t1 (p 0 ) and F t2 (p 0 ). Hence we have
By the assumption (A2), (T − t)|H(F t )| 2 is bounded, and it is clear that (T − t)R(g t ) = R(g 0 ) and it is also bounded by the assumption in Remark 1.8. Hence we have R(g t ) + |H(F t )| 2 ≤ C T −t for some C > 0 and
By the assumption (B2), by taking the limit as t 2 → T , we have
In [2] (cf, Theorem 1.1), Cao and Zhou proved that there exist positive constants C 1 and C 2 such that
on N , where r(q) = dg(q 0 , q) is the distance function from some fixed point q 0 in N . Hence we have
that is,F s (p 0 ) moves in a bounded region in N . Hence we can use Theorem C.9 with a bounded sequenceF sj (p 0 ). Then the remainder part of the proof is completely same as the proof of the case that N is compact.
Monotonicity formulas
In this section, we introduce some general formulas which are useful in the following sections and appendices. Let M and N be manifolds with dimension m and n respectively, and assume that m ≤ n and M is compact. We denote the space of all immersion maps from M to N by Imm(M, N ) and the space of all Riemannian metrics on N by Met(N ). Consider the following functional:
Here u is a smooth function on M and ρ is a positive smooth function on N . First of all, we remark some elementary symmetric properties associated with F . Here we denote diffeomorphism groups of M and N by Diff(M ) and Diff(N ) respectively. Remark 3.1. For ϕ ∈ Diff(M ) and ψ ∈ Diff(N ), we have
and for a positive constant λ > 0 we have
where we define f by ρ = (4πτ ) − n 2 e −f for a positive function τ = τ (t) (which depends only on t) and H(F ) is the mean curvature vector field of immersion F from M to a Riemannian manifold (N, g).
Remark 3.3. Here, note that there is an ambiguity of a choice of a function τ , but the gradient and Hessian of f do not depend on the choice of τ . Notation 3.4. By ⊥ F , we denote the normal projection with respect to the orthogonal decomposition
defined by the immersion F , and by tr ⊥F we denote the normal trace, that is, for a 2-tensor η on N and a point p ∈ M , (tr
where
be a smooth 1-parameter family of immersions with
Let u s := u + sw, ρ s := ρ + sk and
and we have
It is well-known that the first variation of the induced measure dµ(F * s g) is given by
On the right hand side of the above equation, we decompose
⊥F M , and we take the divergence of F
In such a situation, it is also well-known that the first variation of the induced measure dµ(F * g s ) of a time-dependent metric on M is given by
where the trace is taken with respect to a metric F * g on M . By the divergence formula on (M, F * g), we have
Since ∇ρ = −ρ∇f , we have
It is clear that
Furthermore, one can easily see that
where we used
Finally, by combining equations (14)- (16), we get the formula (13) .
By using this general formula (13), we get the following monotonicity formula for Ricci-mean curvature flows. 
where we define f by ρ = (4πτ )
Proof. Since g t is a solution of the Ricci flow (1a), h = −2Ric(g t ) in the equation (13) of Proposition 3.2. Furthermore, V = H(F t ) in this case, and g(V, F t * ∇u t ) = 0 since V (= H(F t )) is a normal vector and F t * ∇u t is a tangent vector. Then, the equality (18) 
and the converse is also true.
Proof. We have
Thus, the equivalence is clear.
Example 3.8. If the ambient space is a Euclidean space, that is, (N, g) = (R n , g st ), we can reduce Huisken's monotonicity formula from (18) . Let M be an m dimensional compact manifold and
Of course, ρ satisfies the backward heat equation (17a) with R = 0. In this case, since f is |y − y 0 | 2 /(4(T − t)), we have
and tr
Thus one can easily see that u :
is the non-negative solution of (17b) with initial condition u(·, 0) = (4πT ) n−m 2 . Hence by Theorem 3.5 we have
By definitions, we have
and
at p ∈ M . Then we get Huisken's monotonicity formula:
mean curvature flows in gradient shrinking Ricci solitons
In this section, we recall some definitions and properties of gradient shrinking Ricci solitons and self-similar solutions (cf. Definition 1.2), and prove the monotonicity formula for a Ricci-mean curvature flow along a Ricci flow constructed from a gradient shrinking Ricci soliton and also prove an analog of Stone's estimate.
Recall that if an n-dimensional Riemannian manifold (N,g) and a functionf on N satisfies the equation (3):
it is called a gradient shrinking Ricci soliton. In this paper we assume that (N,g) is a complete Riemannian manifold. Then by the result due to Zhang [25] , it follows that ∇f is a complete vector field on N . As Theorem 20.1 in Hamilton's paper [9] , one can easily see that R(g) + |∇f | 2 −f is a constant. Hence by adding some constant tof if necessary, we can assume that the potential functionf satisfying (3) also satisfy the equation (4):
As a special case of a more general result for complete ancient solutions by Chen [3] (cf. Corollary 2.5), we can see that (N,g,f ) must have the nonnegative scalar curvature R(g) ≥ 0. Hence we have 0 ≤ |∇f | 2 ≤f and 0 ≤ R(g) ≤f .
Fix a positive time T > 0 arbitrary. Let {Φ t : N → N } t∈(−∞,T ) be the 1-parameter family of diffeomorphisms with Φ 0 = id N generated by the timedependent vector field V (t) :
Then by the standard calculation, one can prove the following (cf. [19] ).
Proposition 4.1. g is the solution of the Ricci flow, ∂g ∂t = −2Ric, on the time interval (−∞, T ) with g 0 = Tg, and ρ and f satisfy the following equations:
Recall that an immersion map F : M → N is called a self-similar solution if it satisfies the equation (5):
and it is called shrinking when λ < 0, steady when λ = 0 and expanding when λ > 0. A self-similar solution corresponds to a minimal submanifold in a conformal rescaled ambient space. The precise statement is the following. (1) F is a self-similar solution with coefficient λ.
(2) F is a minimal immersion with respect to a metric e 2λf /mg on N .
Here m is the dimension of M .
Proof. One can easily see that in general if we denote the mean curvature vector field of F in (N,g) by H(F ) then the mean curvature vector field in the conformal rescaling (N, e 2ϕg ) is given by
Hence, by putting ϕ := λf /m, the equivalence is clear.
From a self-shrinker, we can construct a solution of Ricci-mean curvature flow canonically. Proposition 4.3. LetF : M → N be a self-shrinker with λ = −1. For a fixed time T > 0, let Φ t and g t be defined as above, and define
in the Ricci flow (N, g t ) defined on t ∈ [0, T ), that is, F becomes a solution of the Ricci-mean curvature flow in (N, g t ) up to a time-dependent re-parametrization of M .
Proof. By differentiating the identity Φ t • Ψ t = id N , we have
Hence we can see that
Since H(F ) = −∇f ⊥ , more precisely H(F ) = −∇f ⊥F ,g (note that the notion of the normal projection depends on an immersion map and an ambient metric), we have ∂F ∂t
where H(F ) is the mean curvature vector field with respect to the metricg and H(F t ) is the one with respect to the metric g t .
There exists a one to one correspondence between Ricci-mean curvature flows in (N, g t ) and normalized mean curvature flows (cf. Definition 1.3) in (N,g). (8): Proof. By differentiatingF , we have
Furthermore, it is clear that
Hence, the correspondence between Ricci-mean curvature flows along (N, g t ) and normalized mean curvature flows in (N,g) is clear.
Here the monotonicity formula for a Ricci-mean curvature flow moving along the Ricci flow (N, g t ) is almost clear by Proposition 3.5.
Proposition 4.5. For a fixed time T > 0, let g t , f t , and ρ t be defined as above, and define u t := (4π(T − t))
the standard heat equation on M , where u and v are related by u = (4π(T −t))
becomes a solution of (17b). Thus, by Proposition 3.5, we have the above monotonicity formula (22) . By Proposition 4.5, we can deduce the following monotonicity formula of the weighted volume functional for a normalized mean curvature flow, immediately. (N,g,f ) and M is compact, then we have the monotonicity formula:
Proof. In this proof, we follow the notations in Proposition 4.4. It is clear that
Thus, by the equality (22) , one can easily see that the equality (23) holds.
To prove the main theorems, we need the following key lemma. Its proof is an analog of the proof of Stone's estimate (cf. Lemma 2.9 in [24] Lemma 4.7. Assume that (N,g) has bounded geometry. IfF : M × [− log T, ∞) → N is a normalized mean curvature flow in (N,g,f ) and M is compact, then there exists a constant C > 0 such that
uniformly on [− log T, ∞).
Proof. In this proof, we follow the notations in Proposition 4.4. As the proof of Proposition 4.6, we have
By using
.
Hence we have ∂ρ ∂t
Furthermore, since u satisfies
By using Hess
where C ′′ := (n−m) max N |Ric(g)|g is a bounded constant since (N,g) has bounded geometry. Hence we have
Here we divide M into time-dependent three pieces as follows:
On each component, we have
M2,s
Thus we have
On the other hand, by the monotonicity formula (cf. Proposition 4.6), we have
where C ′ is the value of the left hand side at the initial time s = − log T . We further define a region in M by
As on M 1,s , we have
Hence, by the inequality (25), we see that for each s ∈ [− log T, ∞) we must have either
Since M = M 3,s ∪ M 4,s and we have the bound (26), we see that for each s ∈ [− log T, ∞) we must have either
This condition implies that
where C 3 is the value of the left hand side at the initial time s = − log T .
Remark 4.8. In Section 1, we consider the condition (A2):
lim sup
for a Ricci-mean curvature flow F : M × [0, T ) → N along the Ricci flow g t . Note that if M is compact then this condition is equivalent to that there exists a constant
Proposition 4.9. Let (N,g,f ) be a gradient shrinking Ricci soliton with bounded geometry. For a fixed time T > 0, let Φ t and g t be defined as above, and let F : M ×[0, T ) → N be a Ricci-mean curvature flow along the Ricci flow (N, g t ). Assume that M is compact and F satisfies the condition (A2). LetF be the normalized mean curvature flow defined by (8) . Then, for all k = 0, 1, 2, . . . , there exist constants
where∇ is the connection defined by the Levi-Civita connection on (N,g) and the one on (M,F * sg ). Proof. First of all, by the definitions of g t = (T − t)Φ * tg andF s = Φ t • F t , one can easily see that
for all k = 0, 1, 2, . . . , where∇ is the connection defined by the Levi-Civita connection on (N,g) and the one on (M,F * sg ), and ∇ is the connection defined by the Levi-Civita connection on (N, g t ) and the one on (M, F * t g t ). In this sense, as Huisken done in [11] , we can consider the degree of ∇ k A(F t ) is k. We will write A(F t ) and A(F s ) by A andÃ respectively, and also write Rm(g t ) and Rm(g) by Rm and Rm respectively, for short. To use the argument of degree more rigorously, we define a set V a,b and a vector space V a,b as follows. First, we recall the notion of * -product here. For tensors T 1 and T 2 , we write T 1 * T 2 to mean a tensor formed by a sum of terms each one of them obtained by contracting some indices of the pair T 1 and T 2 by using g, F * g and these inverses, and there is a property that
where C > 0 is a constant which depends only on the algebraic structure of T 1 * T 2 . Then, for a, b ∈ N, we define a set V a,b as the set of all (time-dependent) tensors T on M which can be expressed as
with I, J, p, k 1 , . . . , k I , ℓ 1 , . . . , ℓ J ∈ N satisfying
and we define a vector space V a,b as the set of all tensors T on M which can be expressed as T = a 1 T 1 + · · · + a r T r for some r ∈ N, a 1 . . . a r ∈ R and T 1 , . . . , T r ∈ V a,b .
For the case k = 0, as noted in Remark 4.8, there exists a constant C 0 > 0 such that
since F satisfies the condition (A2). Hence we have
For the case k ≥ 0, we work by induction on k ∈ N. The case k = 0 has already proved above. For a fixed k ≥ 1, assume that there exist positive constants
for i = 0, 1, . . . , k − 1. We consider the evolution equation of |∇ kÃ | 2 , and finally we will prove the bound of |∇ kÃ | 2 by the parabolic maximum principle. Since |∇
By Proposition A.19, there exist tensors
where ∆ is the Laplacian on (M, F * t g t ). Let∆ be the Laplacian on (M,F * sg ), then we have (T − t)∆ =∆. Hence we have
By the definition of
with some I, J, p, k 1 , . . . , k I , ℓ 1 , . . . , ℓ J ∈ N satisfying
Hence, by using (27), (28), and (29), we have
for some constant C > 0. Here note that |DF | = √ m. Since (N,g) has bounded geometry, each |∇ ki Rm| is bounded. Furthermore, since ℓ j ≤ k − 1, each |∇ ℓjÃ | is bounded by the assumption of induction. Hence there exists a constant C ′ > 0 such that (T − t)
If max{ℓ 1 , . . . , ℓ J } ≤ k − 1, we can prove that (T − t) 
In both cases, we can see by the same argument as the case of G[k]
• that there exists a constantC > 0 such that (T − t)
Hence we can see that there exists a constant C ′′ > 0 such that
, there exist r ′′ ∈ N, c 1 . . . c r ′′ ∈ R and
such that
and we have (T − t)
Hence we can see that there exists a constant C ′′′ > 0 such that
, we have
Hence immediately we have
Note that the inequality (30) also holds for k − 1, that is, we have
for some constantC k−1 > 0. Hence by combining the inequality (31) and (32), we have
Since we haveC
and |∇
| 2 is bounded by the assumption of induction, one can easily see that there exists a constantC k > 0 such that
Thus, by putting µ := eC
Since M is compact, µ is bounded at initial time s = − log T . Then, by the parabolic maximum principle, it follows that µ is also bounded on M × [− log T, ∞), that is, there exists a constantC k > 0 such that µ ≤C k on M × [− log T, ∞). Hence we have
Thus, by putting
Hence the induction argument can be proceeded, and we completed the proof.
Combining Lemma 4.7 and Proposition 4.9, we can deduce the following uniform bound of the second derivative of the weighted volume.
Lemma 4.10. Let (N,g,f ) be a gradient shrinking Ricci soliton with bounded geometry. For a fixed time T > 0, let Φ t and g t be defined as above, and let F : M ×[0, T ) → N be a Ricci-mean curvature flow along the Ricci flow (N, g t ). Assume that M is compact and F satisfies the condition (A2). LetF be the normalized mean curvature flow defined by (8) . Then there exists a constant C ′ > 0 such that
Proof. As the proof of Proposition 4.6, we have
where u := (4π(T − t))
(34)
First, we consider the term
Since |H(F s )| ≤ √ m|A(F s )| and we know that |A(F s )| ≤ C 0 by Proposition 4.9, we can see that
for some constant C ′′ > 0, where we used 0 ≤ |∇f | 2 ≤f . Hence we have
Next we consider the term
By Proposition 3.2, we have
where we putū
First, as the above argument, we can see that
for some constant C ′′′ > 0. Next we consider
In fact, by the long computation (cf. Lemma B.1), it follows that there exists a constant C ′′′′ > 0 such that
By combining (34)-(38), it follows that there exists a constantC > 0 such that 
where C is the constant appeared in (24) of Lemma 4.7.
Finally, here we give the proof of Theorem 1.12.
Proof of Theorem 1.12. We denote the Kähler form and the complex structure on (N, g, f ) by ω and J respectively. Since F : L → N is a self-similar solution, F satisfies H(F ) = λ∇f ⊥ for some constant λ ∈ R. Then, by the definition of the mean curvature form ω H , for a tangent vector X on L, we have
where we used the Lagrangian condition in the last equality. Since the mean curvature form is exact, there exists a smooth function θ on L such that ω H = dθ. Let
be an orthonormal local frame on L with respect to the metric F * g. Since ω and J are parallel, we have
Since the ambient is a gradient shrinking Kähler Ricci soliton, we have Hess f (F * e i , JF * e i ) = −Ric(F * e i , JF * e i ) + 1 2 g(F * e i , JF * e i ) = 0.
Furthermore, we have
Hence θ satisfies the following linear elliptic equation:
Since L is compact, by the maximum principle, we obtain that θ is a constant, and this implies that H(F ) = 0.
Appendix A. Evolution equations
In this appendix, we give a general treatment of evolution equations for tensors with Ricci-mean curvature flows along Ricci flows. Note that, in this appendix, we do not assume that g t is the Ricci flow constructed by a gradient shrinking Ricci soliton.
Let M and N be manifolds with dimension m and n respectively, and assume that m ≤ n. Let g = ( g t ; t ∈ [0, T 1 ) ) be a solution of Ricci flow (1a) and F : M × [0, T 2 ) → N be a solution of Ricci-mean curvature flow (1b) with T 2 ≤ T 1 . Here we introduce the notion of the covariant time derivative ∇ t as in [23] . Assume that, for each t ∈ [0, T 2 ), T (t) is a smooth section of
over M , and its correspondence t → T (t) is smooth. Then for each t ∈ [0, T 2 ) we define (∇ t T )(t) as follows, and it is also a smooth section of E t . Denote T by local coordinates (y α ) n α=1 on N and ( 
Note that in this paper we define
and we define
. By the straightforward computation with the definition of ∇ t , we get the following formulas, Lemma A.2, A.3, and A.4. Lemma A.2. We have
where Γ i jk is the Christoffel symbol of the Levi-Civita connection of F * t g t on M for each time t.
Lemma A.3. By the restriction, we consider g t , more precisely g t •F t , as a section of
Combining above lemmas, we have the following.
Proof. By the definition of ∇ t , the first equality ∂ ∂t g ij = ∇ t g ij is clear. By the remark that ∇ t satisfies Leibniz rule for tensor contractions and by Lemma A.3 and A.4, we have
Since H is a normal vector field, we have g αβ H α F β i = 0. By differentiating both sides by ∇ j , we have
By using ∂ ∂t g αβ = −2R αβ and the Koszul formula, one can deduce the following formula immediately.
As an analog of Lemma A.6, we can prove the following.
Lemma A.7. We have
where we put T ij := (F * Ric) ij + g(H, A ij ).
Here we introduce the notion of * -product following Hamilton [8] .
Notation A.8. For tensors S and T , we write S * T to mean a tensor formed by a sum of terms each one of them obtained by contracting some indices of the pair S and T by using g and F * g and these inverse. There is a property of * -product that
where C > 0 is a constant which depends only on the algebraic structure of S * T .
Definition A.9. For a, b ∈ N, we define a set V a,b as the set of all (time-dependent) tensors T on M which can be expressed as
and we define a vector space V a,b as the set of all tensors T on M which can be expressed as
for some r ∈ N, a 1 . . . a r ∈ R and T 1 , . . . , T r ∈ V a,b .
Since ∇DF = A, the following is clear.
Proposition A.10. Assume that T 1 ∈ V a1,b1 , T 2 ∈ V a2,b2 and T 3 ∈ V a3,b3 . Then we have
Combining Lemma A.2, A.6, A.7, and Proposition A.10, the following is clear.
Proof. First of all, we have
where R i jkℓ is the Riemannian curvature tensor of F * t g t on M . Then, by the Gauss equation:
we can see that
. As above computations, we have
Hence, by differentiating by ∇ p , we have
Here we completed the proof. 
By Lemma A.3 and A.5, we have
Thus the statement is clear.
Lemma A.14. For k ≥ 1, by definitions, it is clear that
Hence the statement is true for k = 1. Assume that for k − 1 the statement is true. Then, for k, the statement is also true since we have
We completed the proof. 
α and Lemma A.2, we have
Furthermore, by using Simons' identity:
we have
By putting
We have Proposition A.16. There exists a tensor E ∈ V 3 2 ,0 such that
Proof. By Lemma A.13, there exists a tensor
By Lemma A.15, we have
Here we used F 
and, we have that E ∈ V 3 2 ,0 . Here we completed the proof.
for positive constants C 1 , C 2 , C 3 which depend only on the dimension of M and N , where Rm is the Riemannian curvature tensor of (N, g t ).
Proof. By Proposition A.16, we know that
Since E ∈ V 3 2 ,0 , the tensor E can be constructed by
Note that we can not decide i, j, k from the information that E ∈ V 3 2 ,0 . However this is not a matter when we consider the norm of tensors since the norm of DF is a constant √ m. Hence we see that there exist positive constants C 1 , C 2 , C 3 which depend only on the dimensions of M and N such that
We work by induction on k ∈ N. For the case k = 0, the statement is true by Lemma A.15. Assume that for k − 1 the statement is true. Since
By the assumption of the induction for k − 1, we have
we have that
. Here we completed the proof.
with q, r, I, J, p, k 1 , . . . , k I , ℓ 1 , . . . , ℓ J ∈ N satisfying
and we define a vector space W c,d as the set of all tensors T on M which can be expressed as
. By the definition, it is clear that V a,b ⊂ W a,0 , and if T 1 ∈ W c1,d1 and T 2 ∈ W c2,d2 then T 1 * T 2 ∈ W c1+c2,d1+d2 . Note that we consider ∇ α f as a tensor field over M by pulling it back by F t . However we sometimes omit the symbol •F t . Then we have
where we used Ric
To prove this lemma, we use the identity
By Lemma A.5 and A.15, we have
where we putB
and it is clear that
Next, we consider ∇ t ∇ α f . Then, by the definition of ∇ t , we have
where we used Ric αβ + ∇ α ∇ β f = with some I, J, q, r, p, k 1 , . . . , k I , ℓ 1 , . . . , ℓ J ∈ N satisfying
Here note that by Proposition 4.9 and the equation (27) it follows that (T − t)
Furthermore by the equation (28) it is clear that (T − t)
Thus we have
For r = 0, 1, 2, it is clear thatf 1 2 r ≤ 1 +f . Thus we have proved that there exists a constant C ′′′′ > 0 such that
Appendix C. convergence of submanifolds
In this appendix, we give a definition of the convergence of immersion maps into a Riemannian manifolds and prove some propositions.
Let (N, g) be an n-dimensional Riemannian manifold and E be a real vector bundle over N with a metric h. Take a compatible connection ∇ over E, that is, for all smooth sections e, f ∈ Γ(N, E) and a vector field X ∈ X(N ) we have X(h(e, f )) = h(∇ X e, f ) + h(e, ∇ X f ).
Definition C.1. Let p ∈ N. Let K ⊂ N be a compact set and Ω ⊂ N be an open set satisfying K ⊂ Ω. Let {ξ k } ∞ k=1 be a sequence of sections of E defined on Ω and ξ ∞ be a section of E defined on Ω. We say that ξ k converges in C p to ξ ∞ uniformly on K if for every ǫ > 0 there exists
Furthermore, we say ξ k converges in
be a sequence of locally defined sections of E such that each ξ k is defined on U k . Let ξ ∞ be a section of E defined on N . We say that ξ k converges in C ∞ to ξ ∞ uniformly on compact sets in N if for any compact set K ⊂ N there exists
This notion of convergence is often referred as (smooth) Cheeger-Gromov convergence, C ∞ -convergence or geometric convergence. A basic fact of Cheeger-Gromov convergence is the following. For the proof, see [18] .
be a sequence of n-dimensional complete pointed Riemannian manifolds. Suppose that (1) for each integer p ≥ 0, there exists a constant 0 < C p < ∞ such that
where Rm(g k ) is the Riemannian curvature tensor of (N k , g k ) and inj(x k , g k ) is the injectivity radius at x k with respect to g k . Then, there exist a complete pointed Riemannian manifold (N ∞ , g ∞ , x ∞ ) and a subsequence {k ℓ } ∞ ℓ=1 such that the sub-
To prove the convergence of submanifolds in a Riemannian manifold, we need the following estimate for the injectivity radius of a submanifold. This estimate is proved by combining Klingenberg's lemma and Hessian comparison theorem of the square of the distance function (cf. Theorem 2.1 in [4] ).
Theorem C.5. Let (N, g) be an n-dimensional complete Riemannian manifold with |Rm(g)| ≤ C and inj(N, g) ≥ η for some constants C, η > 0. Let M be a compact manifold and F : M → N be an immersion map with
The following remark partially overlaps with Remark 1.8.
Remark C.6. In the remainder of this appendix, for a complete Riemannian manifold (N, g), we assume that we have an isometrically embedding Θ : N → (R L , g st ) into some higher dimensional Euclidean space with The following is the definition of the convergence of (pointed) immersions. It is the immersion map version of the Cheeger-Gromov convergence.
Definition C.7. Let (N, g) be a complete n-dimensional Riemannian manifold satisfying the assumption in Remark C.6 (= Remark 1.8). Assume that for each k ≥ 1 we have an m-dimensional pointed manifold (M k , x k ) and an immersion map Lemma C.8. Let M be a manifold, K be a compact set in M and U be an open set in M with K ⊂ U . Assume that we have Riemannian metrics g andĝ on U , and these two satisfy |∇ ℓ (g −ĝ)| g ≤ ǫ ℓ on K for some constants ǫ ℓ for all ℓ ≥ 0, where ∇ is the Levi-Civita connection with respect to g. Let E → U be a vector bundle over U with a fiber metric h and a compatible connection∇, and T be a section of E over U which satisfies |∇ ℓ T |ĝ ⊗h ≤Ĉ ℓ on K for some constantsĈ ℓ for all ℓ ≥ 0, where∇ is the connection induced by the LeviCivita connection with respect toĝ and the connection∇. Then for each ℓ ≥ 0 there exists a constant C ℓ which depends only on {ǫ p } ℓ p=0 and {Ĉ p } ℓ p=0 such that
where ∇ is the connection induced by the Levi-Civita connection with respect to g and the connection∇. sub-converges to some complete pointed Riemannian manifold (M ∞ , h ∞ , x ∞ ). Note that, in the following in this proof, we continue to use the letter k for indices of subsequences. Since (M k , F * k g, x k ) converge to (M ∞ , h ∞ , x ∞ ), there exist an exhaustion U k of M ∞ with x ∞ ∈ U k and a sequence of diffeomorphisms Ψ k :
Next, we prove that the sequence of smooth maps F k •Ψ k : U k → N sub-converge to some smooth map F ∞ : M ∞ → N uniformly on compact sets in M ∞ . We denote Θ • F k • Ψ k : U k → R L byF k for short. We will use the standard diagonal argument to construct a map F ∞ : M ∞ → N . Take a sequence of radii R 1 < R 2 < · · · → ∞, and consider balls B i := B h∞ (x ∞ , R i ) ⊂ M ∞ .
First of all, we work on B 1 . Since U k is an exhaustion, there exists k 1 such that B 1 ⊂ U k for all k ≥ k 1 . Hence we have a sequence of for all x ∈ B 1 and k ≥ k By the assumptions, norms of all tensors appeared in the above inequality is bounded. Hence we have a C 3 -bound
|∇
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k |F * k gst⊗gst ≤Ĉ 3 for some constantĈ 3 which does not depend on k. For higher derivatives, one can prove that there exists a constantĈ p > 0 which does not depend on k such that |∇ pF k |F * k gst⊗gst ≤Ĉ p , by induction.
On the above argument, we have proved that there exist constantsĈ p (p ≥ 0) which do not depend on k such that |∇ Next, for the subsequence ofF k which converges toF 1,∞ , we work on B 2 . Then all the above argument also work on B 2 and we can show that there exists a smooth immersion mapF 2,∞ : B 2 → Θ(N ) ⊂ R L withF * 2,∞ g st = h ∞ andF 2,∞ =F 1,∞ on B 1 andF k sub-converges toF 2,∞ in C ∞ on B 2 . By iterating this construction and the diagonal argument, finally we get a smooth immersion mapF ∞ : M ∞ → Θ(N ) ⊂ R L withF * ∞ g st = h ∞ andF k sub-converges toF ∞ uniformly on compact sets in M ∞ in C ∞ , and the map defined by F ∞ := Θ −1 •F ∞ : M ∞ → N is the requiring one satisfying the properties in the statement.
