Hydrodynamic instability research has begun to shift from the one-dimensional analysis of the OrrSommerfeld, local nonparallel, and parabolic type to the two-dimensional, biglobal analysis. Classic methods, such as the local nonparallel approach, specify a one-dimensional amplitude function a priori so that streamwise and azimuthal variations become characterized by a complex wave and integer mode number, respectively. This formulation is heavily dependent on the so-called parallel flow assumption. In brief, this property requires the streamlines of the baseflow to be parallel or nearly parallel, a condition that may be quite restrictive at times. It can therefore be seen that the use of biglobal analysis becomes necessary to encompass a broader range of baseflows. The relatively novel, two-dimensional characterization of the hydrodynamic waveform gives rise to a more complete analysis that intrinsically captures spatial instability behavior while remaining unrestricted to special geometries, such as elongated rocket chambers. The biglobal approach only requires periodicity in the tangential direction and seems to be tailor-made for cylindrical axisymmetric flows, such as those arising in the bidirectional vortex engine. Moreover, for short rocket chambers such as those associated with bidirectional vortex engines, the parallel flow assumption cannot be justified, and one finds the biglobal analysis as a more suitable alternative to the local nonparallel (LNP) approach used extensively in solid rocket motor stability investigations. However, being multi-dimensional, the biglobal technique requires more effort than its predecessor, specifically in the analytical derivation, numerical discretization, and spectral collocation tools necessitated by the treatment of the resulting partial differential equations. The present work serves to offer a detailed description of the theoretical framework and numerical tools needed to tackle this problem in the context of a confined vortex chamber such as that investigated by NASA/ORBITEC. 
Nomenclature

I. Introduction
T his study seeks to engage two separate, yet equally interesting topics of research: the bidirectional vortex flowfield and biglobal instability. Both topics are common conversational pieces in rocket propulsion as well as in general fluid dynamics. Although neither the topic of general vortex flows nor hydrodynamic instabilities are entirely new, modern developments in each have led to the opportunity of better understanding the transition to turbulence in the Vortex Combustion Cold-Wall Chamber (VCCWC) developed by Chiaverini, Knuth and co-workers. [1] [2] [3] This engine configuration is depicted in Fig. 1 where its main flow properties are displayed. In what follows, both concepts will be briefly introduced.
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From a broader perspective, swirling flows are of fundamental importance to a number of fields. The strategic development of vortices in industrial devices such as cyclonic furnaces have been shown to promote increased combustion efficiency by increasing combustion residence time as well as presenting a flow regime that is more conducive to mixing. Vortex flows are of meteorological interest when considering geophysical phenomena such as tornadoes, hurricanes, water spouts, and dust devils. A comprehensive review of analytical models describing such phenomena has been compiled in the first half of the paper by Batterson and Majdalani. 4 Classic work on unidirectional vortex flows has produced models named after Rankine, 5 Lamb-Oseen, 6 and Burgers-Rott. 7 Vatistas and coworkers 8, 9 have also contributed toward analytical, numerical, and experimental understanding of vortex flows. Their recent endeavors have broached the topic of compressibility in vortices. 10 Bidirectional swirl-driven flowfield models include a solution by Sullivan 11 who produced an analytical profile for bidirectional external vortices. More recently, Bloor and Ingham 12,13 studied the internal bidirectional flowfield of cyclonic separators. Devices of this type are found in the mineral, chemical, and filtration industries. Corresponding technologies are directly pertinent to the refinement of uranium for nuclear power generation and weaponry. In the context of liquid rocket propulsion, the reader is referred to a set of articles on the Vortex Combustion Cold-Wall Chamber under development by ORBITEC (e.g. Chiaverini et al. [1] [2] [3] ). Analytical models that support the VCCWC concept have been under investigation since 2003 when an exact inviscid solution was presented by Vyas, Majdalani and Chiaverini, 14 and later refined by Vyas and Majdalani. 15 Although their analysis was constructed under nonreacting, cold-flow conditions, it laid the groundwork for modeling swirl-driven liquid rocket engines. The problem was revisited by Majdalani and Chiaverini 16 who suggested viscous corrections to remove the unphysical tangential core singularity common to inviscid vortex motions. They continued further by applying a similar technique to satisfy the no-slip condition at the wall in the tangential direction. Along similar lines, Batterson and Majdalani 17 developed viscous boundary layer corrections for the remaining axial and radial components. Majdalani 18 went further to develop two inviscid bidirectional vortex models of the Beltramian type using the Bragg-Hawthorne equation as a starting point. These too required the application of boundary layer theory, a task that was quickly carried out by Batterson and Majdalani; 19,20 the latter also explored the possibility of multidirectional vortex motions. 21 Concerning the instability of the bidirectional vortex, the first related study was performed by Abu-Irshaid, Majdalani and Casalis. 22 As we expand beyond their one-dimensional, local nonparallel formulation, we reexamine the problem of hydrodynamic instability in the bidirectional vortex using a biglobal approach. The shift from a one to a two-dimensional hydrodynamic stability framework stands to improve our understanding of laminar to turbulent flow transition. Both one-dimensional and biglobal models decompose the flow into a leading-order mean flow and a higherorder, small-amplitude disturbance. 23 The effect of the disturbance on the overall flowfield is subsequently explored through various analytical, numerical, and experimental techniques. One-dimensional instability models are helpful when considering parallel flows in which the Navier-Stokes equations only contain an essentially one-dimensional gradient. Although such problems provide insight into the general behavior, they are limited to rudimentary flows. Biglobal instability techniques allow for less-idealized, multi-dimensional motions to be readily handled. This is especially true in view of modern computational tools that have greatly facilitated the task of resolving the difficult sub-problems associated with the biglobal method.
Given the recent growth in flowfield instability research, biglobal approaches have become a topic of keen interest to many investigators. By way of example, insights into the stability of rectangular ducts and cavities have been presented by Theofilis, Duck and Owen. 24 In the same vein, duct flow stability of constricted motions has been advanced by Pitt, Sherwin and Theofilis. 25 Chedevergne and Casalis, 26 and Chedevergne, Casalis and Féraille 27 have studied the effect of small perturbations on the classic Taylor-Culick profile in solid rocket motors. Chedevergne, Casalis and Majdalani 28 have also showed that DNS calculations could reproduce hydrodynamic instability waves when augmented by vortico-acoustic contributions. Because of the similarity between the Taylor-Culick and the bidirectional vortex models, these two studies will be at the forefront of the present analysis. In what follows, the general biglobal instability framework will be methodically developed with a presentation of the analytical formulation of the cylindrical equations, spectral decomposition, and the fundamentals of iterative eigensolvers.
A. Nondimensionalization
The sinusoidal, complex-lamellar solution of the bidirectional vortex is presented in work by Vyas and Majdalani. 15 Our paper follows by considering the same case of a cylindrical tube of length L and radius a with a closed headwall and an exit port at the aft end whose dimensional radius is denoted by b. We also assume that purely tangential injectors are located at the base to induce swirl. This geometry is best visualized in Fig. 1b axial velocity at the injectors is deemed small in comparison to the tangential component and thus negligible in the mathematical model. Additionally, the distribution of tangential injection at the base is assumed to be uniform, as one may associate with a circular line source. This allows for the assumption of axisymmetry at the onset of injection where, in a real three-dimensional fluid, it could only be realized after the flow has traversed a finite distance away from the aft end. Subsequently, the governing equations are devised under the conditions of: It is helpful to nondimensionalize all lengths by the radius and all velocities by the characteristic velocity (the tangential injection velocity U). Other normalizations are devised on the basis of convenience or to eliminate extraneous dimensional constants. Our convention comprises:
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II. Bidirectional Vortex Models
For the sake of brevity, we refer the reader to the papers by Vyas and Majdalani, 15 Majdalani and Chiaverini, 16 and those by Batterson and Majdalani 17, [19] [20] [21] for the comprehensive characterization of the various bidirectional vortex models. In short, we find the uniformly valid, ad hoc velocity and pressure solutions for each flowfield to be: 
Linear Beltramian Model (depicted in Fig. 3 ):
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Harmonic Beltramian Model (depicted in Fig. 4 ):
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III. On Linear Hydrodynamic Stability Theory
To initiate the stability characterization, the instantaneous velocity is decomposed into the sum of a steady part ‡ and three oscillating perturbations,M = M +m +m +m (14) HereM represents the instantaneous flow component and M denotes the baseflow. Next, the compressible, irrotational acoustic wave,m, combines with the rotational, incompressible vortical wave,m, to form the vortico-acoustic wave. 29 These two are coupled through the no-slip condition at the wall. The frequencies of these waves are computed from the zeros of a sinusoidal, linear wave and correspond to the natural frequencies of the chamber. The hydrodynamic wave is given asm. It is generally described as a parietal instability that is spawned from flow interactions with sidewall boundaries. While it is common that the highest amplitude oscillations occur near the wall, it is not always the case. Hydrodynamic breakdown can take place over the entire volume and is likely to manifest itself wherever rotationality is present. Unlike the vortico-acoustic wave, it occurs over a wide spectrum of frequencies and scales that are characteristic of turbulence. Furthermore, it independently satisfies both acoustic and no-slip boundary conditions. For this reason, spectral methods are necessary to discern its character. The analysis begins with the superposition of the baseflow at leading order and the hydrodynamic wave taken as a first-order perturbation,
In terms of derivative operators, the following detail will conceptually outline the derivation of a linear relation from the nonlinear Navier-Stokes equations. The complete set of equations can be represented in terms of a nonlinear operator N, such that the condition onm may be deduced, starting with the total variable:
This representation requires a known solution for the baseflow, be it analytical or computational, that will satisfy
The expansion of Eq. (17) yields both linear and nonlinear parts according to
Thus we identify the linear operator, L(M), acting onm. Given that N(M) = 0 and that terms of O(m 2 ) are truncated, we are left only with the first-order equation for the hydrodynamic fluctuation, specifically
Applying this notion to the complete viscous, incompressible Navier-Stokes equations gives rise to the Linearized Navier-Stokes (LNS) equations. This hydrodynamic LNS system can be expressed in term of instantaneous variables using
Continuity:
Radial momentum:
steady' is synonymous with non-oscillatory. The flow can be consistently varying in time but is considered steady since the temporal variation of the perturbation is much faster than the baseflow.
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Tangential momentum:
Axial momentum:
These equations are then perturbed by expressing the instantaneous velocity as a linear sum of the baseflow and a fluctuation attributed to the hydrodynamic wave. As per Eq. ( 15), since the collection of terms at O(M) is identically zero, it is dismissed hereafter. Then, truncating terms of O(m 2 ) results in the appropriate first-order, linear stability equations. These are:
Continuity:
∂ȗ r ∂r +ȗ
IV. On the Parallel Flow Assumption
In an insightful study by Casalis and Vuillot, 30 the validity of the normal mode assumption is discussed, namely, the traditional one-dimensional statement,
and its applicability to two-dimensional baseflows. Since continuity requires a dependence of the streamwise velocity on the streamwise coordinate through the nonzero transverse velocity, 
Casalis and Vuillot
30 go further to propose a means of analyzing the degree by which the parallel flow assumption is violated. Since the degree of nonparallelism is related to the magnitude of the transverse velocity with respect to its streamwise companion, we can simply calculate their ratio to gauge their significance. To illustrate this point, the Nonparallel Ratio (NPR) is evaluated for several baseflows that give 
Taylor-Culick with headwall injection 32 (24d)
Equations (24a-24d) exhibit one common characteristic: their NPR ≈ z −1 becomes large near the headwall. This effect is mitigated by the inclusion of headwall injection for Eq. ( 24d). Clearly, a large u h helps to maintain a small NPR as z → 0. In long chambers, the value of 1/z diminishes along with the nonparallel effects when sufficiently removed from the headwall to the extent of justifying the use of the LNP approach. In contrast, short chambers, such as those associated with bidirectional vortex motion, are especially susceptible to nonparallel effects. This behavior may be graphically verified through Fig. 5a where the NPR of several propulsion-related baseflows are featured. Unlike the Taylor-family of solutions for which z + u h extends between 25 and 100 (SRMs or hybrids with headwall injection), bidirectional vortex configurations typically extend over 0 ≤ z ≤ 5. The portion of this range in which the NPR remains large is not negligible, hence warranting the use of the biglobal stability approach.
In seeking a biglobal stability solution, we eliminate the deficiencies of the parallel flow assumption while simultaneously increasing the algebraic manipulations entailed in the ensuing formulations and the required computational time. Given an axisymmetric, two-dimensional baseflow, these solutions must consider both the transverse and streamwise coordinates.
V. Deriving the Cylindrical Biglobal Stability Equations
In general, the derivation of the biglobal stability equations resembles that of the LNP approach with the exception of using a two-dimensional, biglobal, normal mode rather than the traditional one-dimensional function. In this case, we begin with Eqs. (21a-21d) and consider a two-dimensional modal ansatz of the form This assumption warrants a baseflow that is axisymmetric or nearly axisymmetric. 23 The inequalities of Eq. (26) require that the baseflow be periodic with respect to θ. In the limit as ∂M/∂z → 0, the one-dimensional normal mode equations are recovered.
To make progress, we apply the biglobal ansatz systematically to the extent of retrieving the general biglobal stability equations for this class of problems. After some effort, we extract
Continuity:
∂u
Since many baseflows are two-dimensional, it may be preferable to express these equations in terms of the streamfunction. A streamfunction formulation has distinct advantages, the first being the reduced computational requirements of a single dependent variable in lieu of four. Chedevergne 33 shows how differentiating and summing the streamfunction equations can eliminate the pressure terms. However, by keeping the present velocity-pressure formulation, we are able to develop an algorithm that can handle not only two-dimensional flows, but also threedimsional, axisymmetric representations. A similar construction of the biglobal stability equations in Cartesian coordinates is discussed by Robitaillié-Montané and Casalis.
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VI. On the Choice of Chebyshev Spectral Collocation
Given the resulting linear PDEs in Eq. (27) , an efficient type of collocation is required. The type of polynomial collocation is driven by the need to control the localized grid resolution, numerical stability, and overall accuracy. Algebraic polynomials (Power or Maclaurin series) can be constructed in a variety of ways including Lagrange polynomials, Newton divided differences, Padé approximations, or even straightforward Taylor series expansions of known functions. 35 Trigonometric polynomial interpolators and other orthogonal polynomials, such as the set of Chebyshev or Legendre polynomials, can be advantageous for analytical problems involving quadrature and differential equations. Their nonuniformly spaced grid schemes are often useful in discretizing boundary layers because of their ability to impose a fine grid space near the wall and a coarse grid elsewhere. Furthermore, there are distinct advantages of using nonuniformly spaced interpolating points over equally-spaced points. Equally spaced points tend toward the well known Gibbs phenomenon for Fourier spectral methods and the Runge phenomenon 36 for algebraic methods such as Lagrange interpolation. 35 Figure 6 reproduces the example by Trefethen 36 where the deficiencies of equally spaced, algebraic polynomial interpolation are shown and contrasted to the Chebyshev collocation that clearly leads to improved accuracy. 
A. Chebyshev Polynomials
Chebyshev polynomials of the first type satisfy the equation
The solution to Eq. (28) can benefit from the following variable transformation:
thus resulting in a differential equation of the form
It can be seen that Chebyshev polynomials are orthogonal. This statement has been shown to only be true over the interval [−1, 1]. 37 It is also necessary to express the general derivative formula for these polynomials. Using
differentiation with respect to θ yields
Equation (32) enables us to solve for T N−1 , namely,
This result is necessary to obtain the Chebyshev polynomial weight function.
B. Chebyshev Discretization
The Chebyshev polynomials can be used to approximate known and unknown functions to degree N. If we define the exact polynomial representation of degree infinity of a function f (ξ) as P ∞ f (ξ ∞ ), then a discrete polynomial of order N may be written as
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where
This discretization scheme leads to a system of N equations and N unknowns to be solved simultaneously for the discrete values of the spectral function f (ξ i ). The polynomials are constructed from the weight functions multiplied by the functional value at each of the collocation points. Analytically, this framework is not reasonable for high resolution grids, although it is well suited for numerical computation. In fact, any number of linear algebraic solvers can be employed. Although time consuming for large systems, Gaussian elimination is the most popular technique. Fortunately, the algorithm chebint provided by Weideman and Reddy 38 can interpolate a coarse solution over a finer grid.
Recalling that our polynomial representation is defined as P N f (ξ), the first derivative of f may be approximated at the collocation nodes ξ 1 , . . . , ξ N with the exact first derivative of P N f (ξ). The polynomial representation of the derivative is defined as
The associated error is of the exponential type and depends on the smoothness of the original function f (ξ i ). 39 The derivative can therefore be defined as the polynomial
The derivative of the weight functions, λ i (ξ), can be calculated a priori and stored in the pseudo-spectral differentiation matrix, D, where D i j = λ j (ξ i ) for i, j = 1, . . . , N. Finally, knowing the differential matrix leads us to write the derivative of a function spectrally as
Equation (39) offers a differentiation matrix that is unique to each collocation method employed. By differentiating the N th order Chebyshev polynomial and resolving the coefficients at 1 through N collocation points, a general formula for the differentiation matrix may be deduced. This was first shown by Voight, Gottlieb and Hussaini 40 and is now presented as Theorem 1. 
American Institute of Aeronautics and Astronautics
In the interest of clarity, the corresponding matrix elements may be depicted graphically using
Higher-order derivatives may be computed by simply raising the first-order, pseudo-spectral differentiation matrix to the corresponding power
Computationally, this operation costs O(N 3n ) flops. Higher-order spectral derivatives can also be evaluated through either recurrence relations 41, 42 or formulas 43 that reduce the computational cost to O(N 2n ). However, since this operation needs to be computed only once and stored for later use, the former operation remains sufficient here.
The collection of spectral differentiation and integration codes detailed in the article by Weideman and Reddy 38 has become an invaluable tool for those undertaking spectral analysis in Matlab. The function chebdif generates N collocation points and the n th order pseudo-spectral Chebyshev differentiation matrix over the interval [−1, 1]. Mapping can be applied to account for different domains.
C. Tensor Product Grids
At this stage, it may be instructive to note that a two-dimensional problem requires a two-dimensional grid based on directionally independent Chebyshev points. Such a grid is called a tensor product grid 36 and can allow for two independent variables to coexist in the same matrix operator.
Tensor product grids require the use of Kronecker products. The Kronecker product of two matrices is denoted by A i j ⊗ B mn = C i×m j×n where C i×m j×n is a block matrix such that each block is built with a i j B mn . For the sake of clarity, the Kronecker product is given by
so that each element of A i j is multiplied by the entire matrix B mn . This operation may be evaluated in Matlab with the command kron(X,Y).
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D. Domain Mapping
For a multidimensional partial differential equation, each independent variable must be mapped over the interval [−1, 1]. In the two-dimensional case illustrated here, we define two general mapping relations:
where (A, B) and (C, D) are the bounds on r and z, respectively.
The Kronecker product may be used to build a single operator matrix out of the collocation in two directions. Accordingly, derivatives with respect to η take the form (I N ) ⊗ (D N ) n while derivatives with respect to ξ transform into (D N ) n ⊗ (I N ), where (I N ) is the N × N identity matrix. We see in Fig. 7 that these matrices are sparse but not so sparse that we must resort to special methods for singular or sparse matrices. The inclusion of boundary conditions increases their sparsity but only around the outer perimeter. In the case of eigenvalue problems, their block matrix character can be decomposed to accelerate convergence. 39 Finite element discretization would result in substantially more sparse matrices. It would also require hundreds or thousands of collocation points, whereas Chebyshev collocation and Kronecker products require tens to hundreds of points for an accurate resolution. 
VII. Deriving the Spectral Biglobal Equations
Having reviewed the foundational aspects of this analysis, we now return to the biglobal stability equations derived in Sec. V. Being interested in the spectral decomposition and eigensolution of this problem, we formulate the system in terms of the generalized eigenvalue problem:
To do so, we build the operator matrices, A i j and B i j , from smaller N 2 × N 2 block matrices (e.g. A c,u r ). Each block matrix refers to the operator of a specific dependent variable in one of the four governing equations. A general block 15 American Institute of Aeronautics and Astronautics diagram is furnished below: 
This implies that the final matrices are 4N 2 × 4N 2 . The comparable one-dimensional problem would only be 4N × 4N since it does not require the use of a product tensor grid. Clearly, the biglobal problem will incur a significant increase in computational power to render solutions at the same resolution as the one-dimensional approach. Fortuitously, the efforts by Chedevergne 33 and Theofilis 23 lead us to believe that as much as an order of magnitude fewer collocation points can be used for each independent variable to achieve convergence to a viable solution. 23, 33 In the present study, we find that the use of N = 50 leads to a reasonable solution.
In the interest of clarity, it is important to express the governing equations in operator form. These are given by
Continuity:
Next, the domain must be transformed for both the r and z coordinates. For arbitrary chamber length, we take the domain to be 0 ≤ r ≤ 1 and 0 ≤ z ≤ Z N . Referring to Eq. (44) for a two-dimensional mapping relation, we find
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and, finally,
where the overbar implies that spectral operators are mapped to the physical domain, 0 ≤ r ≤ 1 and 0 ≤ z ≤ Z N . The boundary conditions for this system are taken to be those corresponding to the acoustic field in the chamber, n · u = 0 and n · ∇p = 0. The work by Chedevergne 33 uses a streamfunction formulation and requires comparable conditions. The more formal discussion by Robitaillié-Montané and Casalis 34 provides a formulation with a twodimensional baseflow in Cartesian coordinates. It is therefore determined that for an eigenvalue problem in which the boundary conditions on the domain must be homogeneous, the axisymmetric system must be closed using
The streamwise conditions on all velocities at the headwall are zeroed as a means of satisfying no-slip. At the endwall, the boundary conditions on velocity and pressure are selected in conformance with an acoustically closed chamber. Finally, centerline boundary conditions are defined to represent an axisymmetric flow.
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The asymmetric analog of Eq. (52) may be written as
where differences due to asymmetry are bolded.
These conditions possess the same streamwise values except for those around the centerline. This definition still requires the centerline to behave as the axis of rotation but not as the axis of symmetry.
VIII. On the Hardware Requirements of the Eigensolver
The hardware requirements are significantly higher for the biglobal approach in comparison to the onedimensional, LNP, approach. Unlike the one-dimensional operator matrices, those presented here require conversion into product tensor form which, alone, increases the matrix size by a factor of N. According to Theofilis, 23 a minimum of 30 to 35 discretization points are required for each fluctuating variable in order to adequately describe the spatial structure of the eigenfunction. However, the spectral accuracy may not yet be refined for such few discretization points (see Fig. 8a ). Reasonable convergence for the LNP approach applied to the bidirectional vortex baseflow requires no less than 400 collocation points. 22 Fortunately, the eigenvector, and therefore the hydrodynamic wave form, do not change appreciably with increased grid resolution. Even so, the required degree of computational power can exceed the limitations of current desktop computers. While the computational labor could be circumvented with a streamfunction formulation, such an approach cannot be used here, given the nature of our three-dimensional perturbations. Characteristic runtimes associated with our model are shown in Fig. 8b .
In short, the majority of the computational power may be attributed to the eigensolver. Traditional QZ and LZ algorithms compute the entire spectrum at once but are much more time consuming than Krylov subspace methods. Because of this, Arnoldi algorithms are typically substituted. 27 Arnoldi methods compute a specified number of eigenvalues located around a guess value. A common way of determining guess values is to revert to low resolution QZ or LZ algorithms. This procedure, however, poses a potential pitfall. It is shown in Fig. 8a that grid refinement is necessary to determine the minimum number of collocation points for convergence. Below this number, the spectrum shows significant dependence on N. The high frequency amplified modes shown in Fig. 8a may not be seen or properly captured through this approach.
To further exacerbate the need for a fine spectral grid, it is well known that cases with high Reynolds numbers lead to an increasingly diminished boundary layer thickness. The collocation near the wall must be such that the correct boundary layer profile is realized. Poor spacing within the boundary layer translates to an inaccurate profile and a mischaracterization of the shear stresses generated by the baseflow. Large Reynolds numbers can also cause unphysical oscillations in the interpolating polynomials because the steepness of the boundary layer profile reduces the overall smoothness of the spectral function. Table 1 provides the minimum collocation number to characterize the boundary layer with at least three points. This is done for several values of Re, V, and δ w , using both complex-lamellar and linear Beltramian baseflow models. Note that the minimum number of required collocation points increases very quickly. 
IX. Closing Remarks
The majority of work on biglobal stability dismisses the intricate steps entailed in the problem formulation in favor of the results. Doing so minimizes the possibility for others to follow, verify, or build upon such work. The motivation for Part 1 of this series is to counter this noted deficiency by delineating a more detailed framework for the biglobal stability problem in multiple dimensions. Considerable effort will be required to translate the formulations in this article into functional code; however, it is hoped that the obscurity and mythical complexity associated with biglobal instability analysis will be substantially alleviated, if not eliminated entirely, in part by this study. The most concise discussion of the numerical application of spectral collocation methods may be found in the textbook by Trefethen. 36 Given the additional procedural detail provided here, it is hoped that the biglobal stability approach will be further extended to more complex physical settings and flow configurations. The instability of the bidirectional vortex will constitute one such example that will receive attention in this paper's Part 2 sequel. 44 
