Abstract. We construct a space P for which the canonical homomorphism π 1 (P, p) →π 1 (P, p) from the fundamental group to the firstČech homotopy group is not injective, although it has all of the following properties: (1) P\{p} is a 2-manifold with connected non-compact boundary; (2) P is connected and locally path connected; (3) P is strongly homotopically Hausdorff; (4) P is homotopically path Hausdorff; (5) P is 1-UV 0 ; (6) P admits a simply connected generalized covering space with monodromies between fibers that have discrete graphs; (7) π 1 (P, p) naturally injects into the inverse limit of finitely generated free monoids otherwise associated with the Hawaiian Earring.
Introduction
The geometric significance of the elements of the fundamental group π 1 (X, x) of a connected and locally path-connected metric space X is most prominently on display in the context of a simply connected covering space (if it exists) where these elements comprise the group of deck transformations of the covering projection. In this situation, the canonical homomorphism π 1 (X, x) →π 1 (X, x) to the firstČech homotopy group (also called the first shape group [24] ) is an isomorphism [20] .
In fact, as long as all fundamental group elements are accounted for, that is, if π 1 (X, x) →π 1 (X, x) is injective, the standard covering construction yields a generalized covering projection p : X → X with connected, locally path-connected and simply connected X [20] . It is characterized by the usual unique lifting property and we have π 1 (X, x) ∼ = Aut( X p → X). Examples include all one-dimensional spaces, all planar spaces, the Pontryagin sphere, the Pontryagin surface Π 2 , and similar inverse limits of higher-dimensional manifolds.
Several weaker properties with which to quantify the geometric relevance of the elements of π 1 (X, x) can be found in the literature. The strongly homotopically Hausdorff property, for example, stipulates that for every essential loop in X there should be a limit to how small it can be made by a free homotopy [9] . The homotopically path Hausdorff property, on the other hand, calls for π 1 (X, x) to be T 1 in the quotient topology induced by the compact-open topology on the loop space Ω(X, x) [2] . Both of these properties are implied by π 1 (X, x) →π 1 (X, x) being injective [18] .
Then there are properties that guarantee, in and of themselves, the existence of a simply connected generalized covering space. These include the homotopically path Hausdorff property above and the 1-UV 0 property, which requires small nullhomotopic loops to contract via small homotopies [4, 18] .
Even if a generalized covering projection with simply connected domain exists, it might not be a fibration and the monodromies between fibers might not be continuous [17] . (Such is the case for the Hawaiian Earring.) However, for all one-dimensional spaces and for all planar spaces, these monodromies have discrete graphs; a fact implicitly used in the work of Eda [14, 15] and Conner-Kent [8] . If spaces with this property are homotopy equivalent, then their respective wild sets (points at which they are not semilocally simply connected) are homeomorphic.
As far as the algebraic structure of fundamental groups of low-dimensional spaces is concerned, we recall that the fundamental group of an arbitrary planar Peano continuum (not necessarily homotopy equivalent to a one-dimensional space) is isomorphic to a subgroup of the fundamental group of some one-dimensional planar Peano continuum [6] . In turn, fundamental groups of one-dimensional pathconnected compact metric spaces all have structures similar to that of the Hawaiian Earring H, where the injective function π 1 (H) →π 1 (H) factors through the limit of an inverse system M 1
n } with R n−1 deleting the letters n and −1 n from every word [12, 22] .
This raises the following
Question: Is there a space which has all of the above properties, with the exception of π 1 injecting intoπ 1 ?
We present a relatively simple and prototypical construction of a two-dimensional space that yields a positive answer to this question.
Specifically, in Section 2, we define the space P mentioned in the abstract, by attaching countably many "pairs of pants" to the Hawaiian Earring H, and identify its fundamental group as a direct limit of groups each isomorphic to π 1 (H) with injective bonding homomorphisms.
We show that π 1 (P) →π 1 (P) is not injective (Theorem 3.6), but that P is both strongly homotopically Hausdorff (Theorem 4.5) and homotopically path Hausdorff (Theorem 6.4); as far as the authors know, it is the first such example (Remarks 4.3 and 6.3). The proof of the latter property hinges on the fact that π 1 (P) naturally injects into the inverse limit of monoids associated with the Hawaiian Earring (Theorem 5.3), despite π 1 (P) not being isomorphic to a subgroup of an inverse limit of free groups (Remark 5.4). Moreover, we show that P is 1-UV 0 (Theorem 7.3).
After a brief review of generalized covering space theory (Section 8) we show that the monodromies for the simply connected generalized covering space of P have discrete graphs (Theorem 9.14). We also discuss some general aspects of this property, such as its relationship to the homotopically Hausdorff property relative to a subgroup of the fundamental group (Proposition 9.11) and its impact on the stability of wild subsets under homotopy equivalence (Proposition 9.15).
2. The Hawaiian pants P Let C n ⊆ R 2 be the circle of radius
be the usual Hawaiian Earring with basepoint b 0 = (0, 0).
n sin 2πt)). For n ∈ N, let D n,1 and D n,2 be two disjoint disks in the interior D
• n of a disk D n and consider the "pair of pants"
). Let α n , β n , γ n : [0, 1] → P n be parametrizations of the boundaries ∂D n , ∂D n,1 , and ∂D n,2 , respectively, with consistent orientation.
f n P n Figure 1 . Attaching pairs of pants to the Hawaiian Earring Let P be the space obtained from H by attaching all P n via maps f n : ∂P n → H such that f n • α n = n , f n • β n = 2n and f n • γ n = 2n+1 . That is, we put P = H ∪ f n∈N P n where f : n∈N ∂P n → H and f | ∂Pn = f n . We refer to P as the "Hawaiian Pants". (See Figure 1. )
We observe that exactly one pair of pants is attached to C 1 , namely P 1 via f 1 | ∂D1 , and that for each n 2, exactly two pairs of pants are attached to C n , namely P n via f n | ∂Dn , and either P n/2 via f n/2 | ∂D n/2,1 (if n is even) or P (n−1)/2 via f (n−1)/2 | ∂D (n−1)/2,2 (if n is odd). In particular:
Proposition 2.1.
(a) P \ {b 0 } is a 2-manifold with boundary C 1 \ {b 0 }. (b) P is connected and locally path connected.
We have f −1 n (b 0 ) = {a n , b n , c n } with a n ∈ ∂D n , b n ∈ ∂D n,1 and c n ∈ ∂D n,2 . Choose arcs A n,1 , A n,2 ⊆ P n such that A n,1 ∩∂P n = ∂A n,1 = {a n , b n }, A n,2 ∩∂P n = ∂A n,2 = {a n , c n }, and A n,1 ∩ A n,2 = {a n }, configured as in Figure 1 . Let B n,j be the image of A n,j in P when attaching P n . Then B n,j is homeomorphic to a circle. We regard P
) as a subspace of P. Let H n = ∞ i=n C i and let P n be the space obtained from H n by attaching P n , P n+1 , P n+2 , . . .
for all p ∈ P + n ; (iii) φ n (p, t) = p for all p ∈ P + n+1 and all t ∈ [0, 1]; (iv) φ n (p, t) ∈ P n for all p ∈ P n and all t ∈ [0, 1].
) and letting r n,k : H + n → H + n,k denote the canonical retractions with r n,k ( ∞ i=k+1 C i ) = {b 0 }, we have the following commutative diagrams:
We may assume that there are parametrizations ρ n,j :
Here, " · " denotes the usual concatenation of paths and ρ − n,j denotes the reverse path of ρ n,j , given by ρ − n,j (t) = ρ n,j (1 − t). Taking path homotopy classes, and noting that
So, the claim follows from Equation (2.1) and the fact that d n • ρ i,j = ρ i,j for 1 i n − 1, 1 j 2 and d n • i = i for n + 1 i k. [5] . Therefore, there is a k 2n + 1 such that (r n,k ) # ([α]) = 1. The claim now follows from Lemma 2.2 and applying π 1 to the diagram above.
In order to verify the universal property, let h n :
. Once we show that h : π 1 (P, b 0 ) → G is well-defined, it is clear that h is a homomorphism with h • ι n# = h n and that h is the unique homomorphism with this property. To this end, suppose that
Proof. This follows from Lemmas 2.3 and 2.4.
Recall that a group G is called locally free if every finitely generated subgroup of G is free. Proposition 2.6. π 1 (P, b 0 ) is locally free.
Proof. Since π 1 (H + n , b 0 ) is isomorphic to a subgroup of an inverse limit of free groups of finite rank, it is locally free [11, Theorem 1] . Then, by Lemma 2.4, π 1 (P, b 0 ) is a direct limit of locally free groups, and thus locally free [7, Lemma 24] .
Remark 2.7 (Metric Hawaiian Pants P * ⊆ R 3 ). While P is not metrizable (it is not first countable at b 0 ), it is naturally homotopy equivalent to the metrizable space formed by attaching the pants P n to the union
via identifying ∂D n with C n × {1 − n}, ∂D n,1 with C 2n × {2n − 1}, and ∂D n,2 with C 2n+1 × {2n}.
If we change the embedding H ⊆ R 2 , this procedure yields a subspace of R 3 that is homotopy equivalent to P: For each n ∈ N, choose a triangle C n ⊆ R 2 of diameter less than 1/n such that for all i = j, C i ∩ C j = {b 0 } and the bounded components of
The adjunction space resulting from attaching the pants P n to the union
of the corresponding cylinders Z n can now readily be implemented in R 3 by forming the union of ∞ i=1 Z i with appropriate sets P n ⊆ R 3 that are homeomorphic to P n . To obtain a subspace P * ⊆ R 3 which is semilocally simply connected at all but one point and homotopy equivalent to P, slightly deform the cylinders Z n so that their only common point of contact is the origin. Then there is a bijective homotopy equivalence h : P → P * such that h(C n ) = C n × {0} for all n ∈ N with homotopy inverse g : P * → P collapsing the cylinders such that g| P n :
−1 , and g(h(B n,j )) = B n,j for all n ∈ N and j ∈ {1, 2}. The resulting deformation retraction of the cylinders allows the proofs in this paper for those properties of P that are not homotopy invariant (such as the 1-UV 0 property and the discrete monodromy property) to go through for P * with only minor changes. However, working with P is conceptually simpler.
Non-injectivity into the firstČech homotopy group
Let X be a path-connected topological space and x 0 ∈ X. For a point x ∈ X, let T x denote the set of all open neighborhoods of x in X. For U ∈ T x and a path α in X from x 0 to x, consider the subgroup
Let π(x, U ) denote the normal closure of π(α, U ) in π 1 (X, x 0 ), i.e., the subgroup generated by all π(β, U ), with β a path from x 0 to x:
Let Cov(X) denote the set of all open covers of X. For U ∈ Cov(X), let π(U, x 0 ) denote the subgroup of π 1 (X, x 0 ) generated by all π(x, U ) with x ∈ U ∈ U. Definition 3.2 (Spanier group [27] ). The subgroup
Remark 3.4. The Spanier group π s (X, x 0 ) is contained in the kernel of the natural homomorphism Ψ X : π 1 (X, x 0 ) →π 1 (X, x 0 ) to the firstČech homotopy group [20] . If X is locally path connected and metrizable, then π s (X, x 0 ) equals this kernel [3] .
Proof. Combine Lemmas 2.5 and 3.5 with Remark 3.4.
Recall that if the fundamental group of a Peano continuum does not (canonically) inject into the firstČech homotopy group, then it is not residually n-slender [16] . However, since P is not a Peano continuum, we verify this separately: Definition 3.7 (Noncommutatively slender [13] ). A group G is called noncommutatively slender (n-slender for short) if for every homomorphism h :
Recall that a group G is called residually n-slender (respectively residually free) if for every 1 = g ∈ G there is an n-slender (respectively free) group S and a homomorphism h : G → S, such that h(g) = 1.
Proof. Suppose, to the contrary, that π 1 (P, b 0 ) is residually n-slender. Consider 1 = [ 1 ] ∈ π 1 (P, b 0 ). By assumption, there is an n-slender group S and a homomorphism h :
Remark 3.9. Every free group is n-slender [13] . So, π 1 (P, b 0 ) is not residually free.
The strongly homotopically Hausdorff property
Definition 4.1 (Strongly homotopically Hausdorff [9] ). A path-connected space X is called strongly homotopically Hausdorff at x ∈ X if for every essential loop γ in X, there is an open neighborhood U of x in X such that γ cannot be freely homotoped into U , that is, if
(If U is path connected, we may replace "α(1) ∈ U " by "α(1) = x".) The space X is called strongly homotopically Hausdorff if it is strongly homotopically Hausdorff at every point x ∈ X. [26] ). Iterating these relations, we
−n where the diameter of the loop f n • γ shrinks to 0. While M f is a Peano continuum that embeds into R 3 and has many of the same properties as P, it is not strongly homotopically Hausdorff, since 1 is freely homotopic to n for all n ∈ N. Our detailed treatment of P is motivated by the fact that π 1 (P, b 0 ) exhibits a somewhat more intricate algebraic phenomenon: in order to write an element g ∈ ι # π 1 (H, b 0 ) π 1 (P, b 0 ) as a product of conjugates of homotopy classes of arbitrarily small loops (as in the proof of Lemma 3.5), it takes an exponentially growing number of distinct conjugating elements [ρ i,j ].
Theorem 4.5. P is strongly homotopically Hausdorff. 
Since each V n is path connected, we may assume that α n (1) = b 0 . Choose loops
. Since V n deformation retracts onto U n , we may assume that δ n lies in U n . We may also assume that each δ n is reduced in H, that is, we may assume that for every 0 s < t 1 with δ n (s) = δ n (t), the loop δ n | [s,t] is essential in H. (This adjustment of δ n takes place via a homotopy, relative to endpoints, within the image of δ n . Moreover, the resulting reduced representative for the homotopy class is unique up to reparametrization. See [14] .) This implies that δ n lies in H n+1 , because C m is not fully contained in U n if m n. 
On one hand, γ is a cyclically reduced loop in H 5. An inverse limit of finitely generated free monoids Let W + n,k denote the set of finite words (including the empty word) over the alphabet A n,k = {ρ
| n i k} and let
n,k be the subset of all (maximally) reduced words. Then W + n,k forms a free monoid on the set A n,k under concatenation and F + n,k forms a free group on the set {ρ i,j | 1 i n − 1, 1 j 2} ∪ { i | n i k} under concatenation, followed by (maximal) reduction. We have isomorphisms h n,k :
n,k denote the function that deletes every occurrence of the letters k+1 and −1 k+1 from a word. Let S n,k : W + n,k → F + n,k be the function that (maximally) reduces words and put
Then R n,k , S n,k , and T n,k are monoid/group homomorphisms. Since
we obtain (as in [12] or [22] , for example) commutative diagrams
o o with injective (but not surjective) homomorphisms
into groups F + n (that are not free) and (injective) functions
with the property that for every x ∈ π 1 (H + n , b 0 ) and for every m n − 1, there is a k 0 m such that for all k k 0 , we have a stable word
Remark 5.1. The image of g n equals the locally eventually constant sequences, where (y n,k ) k n−1 ∈ F + n is called locally eventually constant if for every m n − 1, the sequence (R n,m • R n,m+1 • · · · • R n,k−1 (y n,k )) k m is eventually constant [25] . n,1 . Then, for every k 2n + 1, we obtain the following commutative diagram:
Note: For every ω ∈ F + n,k , the word D n (ω) is already (maximally) reduced.
Remark 5.2. In view of the above, the direct limit structure of Lemma 2.4 suggests the possibility of labelling the elements of π 1 (P, b 0 ) using sequences of finite words over finite alphabets that gradually exclude all letters ±1 n in favor of only using the conjugating letters ρ ±1 n,j . Since such a shift causes conjugating pairs to become adjacent in words at later levels, we use monoid structures to prevent their cancellation. This, in turn, requires us to work with D n : W n,1 and ρ ±1 n,2 . Then, for k 2n+1, we obtain commutative trapezoids:
. . .
R2,1
. . . 
(Recall that the underlying set of a direct limit of groups is the direct limit of the underlying sets.) To this end, put
and that
we obtain the desired equality:
. We may assume that m is even.
Choose k 2(m − 1) + 1 sufficiently large, such that for s ∈ {1, 2}, we have: 
Hence, for s ∈ {1, 2}, we have
Since ω n,m−1 ([
) ⊆ P is a bouquet of circles that is not homeomorphic to H, one can algebraically set up a commutative diagram as follows:
However, there does not exist an injective homomorphism
is not residually free (Remark 3.9).
6. The homotopically path Hausdorff property Remark 6.3. If the natural homomorphism π 1 (X, x) →π 1 (X, x) is injective, then X is homotopically path Hausdorff [18] . However, the converse does not hold in general [18, Example Y ].
Theorem 6.4. P is homotopically path Hausdorff.
Proof. Let 1 = [α] ∈ π 1 (P, b 0 ). We wish to find a partition 0 = t 0 < t 1 < · · · < t s = 1 and open subsets U 1 , U 2 , . . . , U s ⊆ P with α([t i−1 , t i ]) ⊆ U i for all 1 i s such that the following property holds: if γ : [0, 1] → P is any loop with γ(t i ) = α(t i ) for all 0 i s and γ(
is not the empty word. Choose k ∈ N sufficiently large, so that 
which, as a word in W + n,n−1 , has at least as many letters as
is not the empty word. We conclude that χ(
7. The 1-UV 0 property Definition 7.1 (1-UV 0 [9] ). We say that X is 1-UV 0 at x ∈ X if for every neighborhood U of x in X, there is an open subset V in X with x ∈ V ⊆ U such that for every map f : Proof. It suffices to show that P is 1-UV 0 at b 0 . Let U be an open neighborhood of b 0 in P.
Recall U n and f
Let f : D 2 → P be a map with f (S 1 ) ⊆ V . We will show that α = f | S 1 contracts within V . Since V is path connected, we may assume that α is a loop based at b 0 and show that [α] = 1 ∈ π 1 (V, b 0 ). Since V deformation retracts onto U m ⊆ H, we may assume that α lies in H. Since [α] = 1 ∈ π 1 (P, b 0 ), we have [α] = 1 ∈ π 1 (H, b 0 ) by Lemma 2.5. As H is one-dimensional, this implies that α contracts within its own image.
Generalized covering projections
In this section, we briefly review generalized covering projections. Let X be a path-connected topological space and H π 1 (X, x 0 ). Even if there is no classical covering projection p : ( X, x) → (X, x 0 ) with p # π 1 ( X, x) = H (see Remark 3.3), there might be a generalized one: Definition 8.1 (Generalized covering projection [1, 20] ). Let X be a path-connected topological space. We call a map q : X → X a generalized covering projection if X is nonempty, connected and locally path connected and if for every x ∈ X, for every connected and locally path-connected space Y , and for every map f : (Y, y) → (X, q( x)) with f # π 1 (Y, y) q # π 1 ( X, x), there is a unique map g : (Y, y) → ( X, x) such that q • g = f .
Remark 8.2. Suppose q : ( X, x) → (X, x 0 ) is a generalized covering projection. Then q # : π 1 ( X, x) → π 1 (X, x 0 ) is injective. If we put K = q # π 1 ( X, x), then q : X → X is characterized as usual, up to equivalence, by the conjugacy class of
If it exists, a generalized covering projection can be obtained in the standard way: On the set of all paths α : ([0, 1], 0) → (X, x 0 ) consider the equivalence relation α ∼ β if and only if α(1) = β(1) and [α · β − ] ∈ H. Denote the equivalence class of α by α and denote the set of all equivalence classes by X H . Let x 0 denote the class containing the constant path at x 0 . We give X H the topology generated by basis elements of the form α,
U is an open subset of X and α ∈ X H with α(1) ∈ U . Then X H is connected and locally path connected and the endpoint projection p H : X H → X, defined by p H ( α ) = α(1), is a continuous surjection. Moreover, the map p H : X H → X is open if and only if X is locally path connected.
If p H : X H → X has unique path lifting, then it is a generalized covering projection and (p H ) # π 1 ( X H , x 0 ) = H [20] .
If X admits a generalized covering projection q : ( X, x) → (X, x 0 ) such that q # π 1 ( X, x) = H, then there is a homeomorphism h : ( X, x) → ( X H , x 0 ) with
Remark 8.3. For p H : X H → X to have unique path lifting, every fiber p −1 H (x) with x ∈ X must be T 1 , but not necessarily discrete [20] . Moreover, T 1 fibers are not sufficient [4, 28] . Note that these fibers are T 1 if and only if for every x ∈ X, We abbreviate X {1} by X and p {1} : X {1} → X by p : X → X. Moreover, note that if H = {1}, then α = [α].
Remark 8.5. If X is homotopically path Hausdorff, then p : X → X has unique path lifting [18] . Remark 8.6. If X is path connected, 1-UV 0 and metrizable, then p : X → X has unique path lifting [4] . Theorem 8.7. There exists a generalized covering projection p : P → P with π 1 ( P, b 0 ) = {1}. Proposition 9.11. Let H π 1 (X, x 0 ) be locally quasinormal. If X has the discrete monodromy property relative to H, then every fiber of p H : X H → X is T 1 .
Proof. Suppose there is an x ∈ X such that p
H (x) with α = γ such that for every W ∈ T x we have γ ∈ α, W ∩ p −1 H (x). Let any U ∈ T x be given. Choose V ∈ T x with x ∈ V ⊆ U and
is not the identity function and that its graph is not discrete.
Corollary 9.12. If X has the discrete monodromy property, then X is homotopically Hausdorff.
The proof of the following proposition is modelled on [14] and [8] .
Proposition 9.13. All one-dimensional metric spaces and all planar spaces have the discrete monodromy property.
Proof. Let x, y ∈ X and let β : [0, 1] → X be a path from β(0) = x to β(1) = y. If β is a loop, we assume that it is essential. Let α be any path from x 0 to x. We wish to find open neighborhoods U and V of x and y, respectively, such that
(a) Suppose X ⊆ R 2 . If x = y, choose > 0 such that the loop β cannot be homotoped within X into N (x) = {z ∈ R 2 | x − z < }, relative to its endpoints. (Here we use the fact that X is homotopically Hausdorff.) If x = y, choose any with 0 < < x − y /2.
Suppose that ∂N r (x) ⊆ X for all 0 < r < . Then N (x) ⊆ X. In this case, taking U = N (x) gives π(α, U ) = {1}. So, by making smaller, if necessary, we may assume that ∂N (x) ∩ X = ∂N (x).
Put U = N (x) ∩ X and V = N (y) ∩ X. Suppose, to the contrary, that there are essential loops δ and τ in U and V , respectively, with [α·δ·α
Then there is a map h : A → X from an annulus A whose boundary components J 1 and J 2 map to δ and τ , respectively, along with a diametrical arc a ⊆ A connecting J 1 and J 2 that maps to β. If x = y, then h −1 (X ∩ ∂N (x)) clearly separates J 1 from J 2 in A. However, this is also true if x = y, for otherwise β could be homotoped into U within X, relative to its endpoints. Therefore, as in [8, Appendix] , the loop δ contracts within X; a contradiction.
(b) Suppose X is a one-dimensional metric space. We may assume that β is a reduced non-degenerate path (possibly a loop). Choose open neighborhoods U and V of x and y in X, respectively, such that β is not contained in U ∪ V . Suppose, to the contrary, that there are essential loops δ and τ in U and V , respectively,
We may assume that both δ and τ are reduced. Then
Theorem 9.14. P has the discrete monodromy property.
Proof. Let 1 = [β] ∈ π 1 (P, b 0 ). In view of Remark 9.4(a), Lemma 9.5 and Remark 9.6, and since P locally contractible at every point other than b 0 , it suffices to find an open neighborhood V of b 0 in P such that π(c b0 , V ) ∩ π(β, V ) = {1}, where c b0 denotes the constant path at b 0 .
Choose (P, b 0 ) . So, we may assume that β is a reduced loop in H + n+1 . Increasing n if necessary, we may assume that β traverses one of the circles B i,j with i ∈ {1, 2, . . . , n} and j ∈ {1, 2}. As in the proof of Theorem 7.3, we may construct an open neighborhood V of b 0 in P that does not fully contain B i,j , such that V deformation retracts onto H n+1 ⊆ H.
Suppose, to the contrary, that there are essential loops δ and τ in V such that
. We may assume that both δ and τ are reduced loops in H n+1 . Let F be a homotopy from δ to β · τ · β − (relative to endpoints) within P. Choose k n such that the image of Consider the subspace w(X) of "wild" points of X, defined by w(X) = {x ∈ X | X is not semilocally simply connected at x}.
The following is the main utility for spaces satisfying the discrete monodromy property, as implicitly used in [14] and [8] . The proof is given after Corollary 9.18 below. Lemma 9.17. Suppose Y has the discrete monodromy property. Let f, g : X → Y be maps such that ϕ β • f # = g # : π 1 (X, x) → π 1 (Y, g(x)) for some x ∈ X and some path β in Y from f (x) to g(x). If f (x) = g(x), then there is a W ∈ T x such that f # : π 1 (W, x) → π 1 (Y, f (x)) is trivial.
Proof. Suppose f (x) = g(x). Let c f (x) be the constant path at f (x). By Lemma 9.5, there are U ∈ T f (x) and V ∈ T g(x) such that π(c f (x) , U ) ∩ π(β, V ) = {1} π 1 (Y, f (x)). Choose W ∈ T x with f (W ) ⊆ U and g(W ) ⊆ V . Let be a loop in W , based at
Corollary 9.18. Suppose X is path connected and Y has the discrete monodromy property. If f, g : X → Y are homotopic maps and f # : π 1 (X, x 0 ) → π 1 (Y, f (x 0 )) is injective, then f | w(X) = g| w(X) .
Proof. Let F : X × [0, 1] → Y be a map with F (x, 0) = f (x) and F (x, 1) = g(x) for all x ∈ X. Fix x ∈ w(X) and let β : [0, 1] → Y be given by β(t) = F (x, t). Then ϕ β • f # = g # : π 1 (X, x) → π 1 (Y, g(x)). Since x ∈ w(X) and since f # : π 1 (X, x) → π 1 (Y, f (x)) is injective, its follows from Lemma 9.17 that f (x) = g(x).
Proof of Proposition 9.15. Let f : X → Y and g : Y → X be a pair of homotopy inverses. Then, for every x ∈ X, f # : π 1 (X, x) → π 1 (Y, f (x)) is an isomorphism; in particular, it is injective. Therefore, f (w(X)) ⊆ w(Y ). Similarly, g(w(Y )) ⊆ w(X). Since g • f is homotopic to the identity it follows from Corollary 9.18 that g(f (x)) = x for all x ∈ w(X). Similarly, f (g(y)) = y for all y ∈ w(Y ).
When working with spaces for which homomorphisms between fundamental groups are induced by continuous maps up to base point change, as is the case among all one-dimensional and planar Peano continua [8, 15, 23] , the following provides additional utility: Corollary 9.19. Suppose both X and Y have the discrete monodromy property. Let φ : π 1 (X, x 0 ) → π 1 (Y, y 0 ) be an isomorphism with φ = ϕ α •f # and φ −1 = ϕ β •g # for some maps f : X → Y and g : Y → X and some paths α and β. Then f maps w(X) homeomorphically onto w(Y ).
Proof. For every x ∈ X, f # : π 1 (X, x) → π 1 (Y, f (x)) is injective and for every y ∈ Y , g # : π 1 (Y, y) → π 1 (X, g(y)) is injective. Therefore, f (w(X)) ⊆ w(Y ) and g(w(Y )) ⊆ w(X). Let x ∈ w(X). Choose a path γ in X from x 0 to x. Put X, x) . By Lemma 9.17, g(f (x)) = x. Similarly, f (g(y)) = y for all y ∈ w(Y ).
