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THE Z/2 ORDINARY COHOMOLOGY OF BGU(1)
STEVEN R. COSTENOBLE
Abstract. With G = Z/2, we calculate the ordinary G-cohomology (with
Burnside ring coefficients) of CP∞G = BGU(1), the complex projective space,
a model for the classifying space for G-equivariant complex line bundles. The
RO(G)-graded ordinary cohomology was calculated by Gaunce Lewis, but here
we extend to a larger grading in order to capture a more natural set of gener-
ators, including the Euler class of the canonical bundle.
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Introduction
It is hard to overstate the importance in nonequivariant algebraic topology of
characteristic classes of bundles and the related characteristic numbers of smooth
manifolds. Equivariantly, however, a good theory of characteristic classes has been
lacking, hence so have the techniques and calculations they would permit. One
reason for this problem has been the lack of a good ordinary cohomology theory
in which characteristic classes could live. Bredon’s equivariant cohomology, which
satisfies a dimension axiom, is the obvious candidate, but there is an issue regarding
its grading and what we should use as the dimension of a bundle. For example,
nonequivariantly, the Euler class of an n-dimensional vector bundle lies in the nth
cohomology group and arises because of the Thom isomorphism, which involves
a shift in grading of n. Equivariantly, we cannot use the integer dimension of
a bundle to get a Thom isomorphism theorem; in fact, in the case of a bundle
over a point with nontrivial fiber, we do not even have a suspension isomorphism.
In the highly restricted case where all the fibers of the bundle are modeled on a
single representation of the ambient group, that representation can be used as the
dimension if we extend to RO(G)-graded cohomology. But the vector bundles we
encounter are rarely that simple.
It was with this in mind that Stefan Waner and I wrote [4], defining and exploring
an ordinary cohomology theory with a grading expanded beyond RO(G), in which
there are natural gradings to use as the dimensions of arbitrary vector bundles.
This theory does possess a Thom isomorphism theorem for any vector bundle. In
particular, it allows us to define Euler clases of arbitrary vector bundles, suggesting
the possibility of developing a good theory of characteristic classes.
Of course, characteristic classes are best viewed as elements in the cohomology of
classifying spaces of vector bundles.Various attempts have been made to calculate
the cohomology rings of some equivariant classifying spaces: See, for example,
[10], [9], and [6]. In particular, in [10], Gaunce Lewis gave calculations of the
RO(G)-graded cohomologies of complex projective spaces, including the classifying
space BGU(1), for G = Z/p with p any prime. But, because the canonical line
bundle over BGU(1) has fibers modeled on all the possible one-dimensional complex
representations of G, there is no obvious candidate for the Euler class, or the first
Chern class. Moreover, as we shall see, the calculation is more complicated than it
needs to be because of the restriction to RO(G) grading. In effect, these calculations
saw only a small slice of a structure that can be better described if we allow ourselves
to use the larger grading developed in [4].
The goal of this paper, then, is to calculate the equivariant ordinary cohomology
groups of BGU(1) for G = Z/2 in the expanded grading defined in [4]. Part 1 of
the paper reviews some necessary background material and describes the ordinary
cohomology theory we use. The equivariant cohomology of a G-space is a module
over the RO(G)-graded equivariant cohomology of a point, which is highly non-
trivial away from the integer-graded part. The equivariant cohomology of a point
was first calculated by Stong, in an unpublished manuscript, and first published by
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Lewis in [10]. We summarize the calculation in §4, where we also give some other
calculations we need, the cohomologies of EG and E˜G; part of our calculation of
the cohomology of BGU(1) is based on the cofibration sequence EG+ → S0 → E˜G.
Part 2 of the paper gives the calculation of the cohomology of BGU(1) with
coefficients in the Burnside ring Mackey functor. The main result is Theorem 10.3,
which gives a simple description of this cohomology, in terms of generators and
relations, as an algebra over the cohomology of a point and also proves that it
is free as a module over the cohomology of a point. Among the generators is
the Euler class of the canonical bundle, as expected, but there are several other
interesting classes as well. We give a brief comparison of our results with Lewis’s
and also describe the result when using other coefficient systems, including constant
Z coefficients.
Part 3 calculates the cohomology of a related space that carries information
about the component structure only. This calculation helps explain the presence of
some otherwise mysterious classes in the cohomology of BGU(1).
Part 4 returns to some general results about ordinary cohomology, starting with
a discussion of the “decatorification” process necessary to consider equivariant co-
homology as graded on a group, rather than as a functor on a category of represen-
tations. This is necessary to make sure we get signs right. The bulk of Part 4 gives
another calculation of the cohomology of a point. This might seem superfluous,
given [10], but we need calculations of the cohomologies of EG and E˜G, which do
not appear in the form we need in the literature, and once those are calculated it
is a relatively simple step to use them to calculate the cohomology of a point, so
it seemed worthwhile to include the complete calculation here. This calculation is
similar to the “Tate approach” described by John Greenlees in [8]. Unfortunately,
although he pleads for consistency in notation in describing RO(G)-graded theories,
his suggested notation would not work well for us here.
This work owes a large debt to Gaunce Lewis, of course. The calculations he
did and the methods he developed were the basis for a lot of what appears here. I
would like to think that he would have enjoyed this paper, if he hadn’t written it
himself first. This paper is also founded on joint work with Peter May on equivariant
orientation theory, and on my long and continuing collaboration with Stefan Waner
that produced [4] among many other results. Finally, a word of praise for serendipity
and the MathOverflow website, where I stumbled across a discussion of Bergman’s
Diamond lemma [2], which greatly simplified and improved the line of argument
used in Sections 9 and 10.
Part 1. Equivariant ordinary cohomology
1. The representation ring and the Burnside ring
Throughout this paper G = Z/2 = {1, t} (written multiplicatively), unless we say
explicitly that G may be a more general group. We begin by introducing notations
for some representations of G.
Definition 1.1.
(1) Let R denote the one-dimensional (real) representation with trivial G-
action.
(2) Let C denote the one-dimensional complex representation with trivial G-
action. We fix once and for all an identification C = R2.
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(3) Let Λ denote the nontrivial irreducible real representation, that is, R with
t acting by multiplication by −1. We fix once and for all a nonequivariant
identification R = Λ.
(4) Let M = Λ2 denote the representation of G with underlying space R2 on
which t acts by multiplication by −1. (In parallel with the use of Λ, you
should think of M as the capital Greek letter “mu,” rather than the Latin
letter “em.”) With our fixed identification C = R2, we also think of M as
the unique nontrivial irreducible complex representation of G.
Recall that the (real) representation ring RO(G) of G is the Grothendieck group
on the monoid of isomorphism classes of finite-dimensional real representations of G
under direct sum, with multiplication given by tensor products. It is the (additive)
group structure on RO(G) that matters most to us here. For any group, RO(G) is
the free abelian group with one generator for each irreducible real representation of
G. In particular, RO(Z/2) is free abelian on two generators, which we call 1 and
Λ.
Definition 1.2. If α ∈ RO(G), let |α| ∈ Z denote the dimension of α and let
αG ∈ Z denote the dimension of its fixed set. Let
Iev(G) = {α ∈ RO(G) | |α| = 0 and αG even}
= {n(M− 2) | n ∈ Z}
Iev+ (G) = {n(M− 2) | n ≥ 0}.
Also recall that A(G), the Burnside ring of G, is the Grothendieck ring on the
monoid of isomorphism classes of finite G-spaces and disjoint union, with multipli-
cation given by Cartesian product. Segal [13] showed that, for finite G, A(G) so
defined is isomorphic to the ring of stable G-maps from S0 to itself. When G = Z/2,
A(G) is the free abelian group on two generators, 1 = [G/G] and g = [G/e], with
multiplication given by g2 = 2g. We let κ = 2− g, so κ2 = 2κ and the elements 1
and κ form another basis of A(G). We have the augmentation map  : A(G) → Z,
the ring map given by forgetting the G-action and counting the (signed) number of
points. On elements, we have (1) = 1, (g) = 2, and (κ) = 0.
For G = Z/2, elements of A(G) are characterized by the augmentation map and
the fixed-point map, that is, by their signed number of points and their signed
number of fixed points. Viewing elements of A(G) as stable maps f : SV → SV ,
these correspond to the nonequivariant degree of f and the nonequivariant degree
of fG, respectively, which allows us to explicitly identify maps of spheres with
elements of A(G). An important example is the map f : SΛ → SΛ induced by
negation on Λ; f has nonequivariant degree −1 and fG has degree 1 (being the
identity map on S0). Thus, f must represent the element 1 − g = κ − 1 ∈ A(G),
because (1 − g) = −1 and (1 − g)G = 1. Notice that (1 − g)2 = 1, so 1 − g is a
unit in A(G). In fact, the units in A(G) are precisely ±1 and ±(1− g) = ∓(1− κ).
2. Mackey functors
We will view equivariant cohomology as Mackey functor–valued, so we review
some basic facts about such functors.
Definition 2.1. Let OG denote the orbit category of G and let ÔG denote the
stable orbit category, i.e., the category of orbits of G and stable G-maps between
them.
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In the case of Z/2, the orbit and stable orbit categories each have two objects,
G/G and G/e. We picture the maps as follows:
G/G
G/e
ρ
OO
t
WW
OG
G/G
A(G)

τ
		
G/e
ρ
II
Z[G]
WW
ÔG
That is, in the stable orbit category, the ring of self maps of G/G is A(G) while
the ring of self maps of G/e is isomorphic to the group ring Z[G] ∼= Z[t]/〈t2〉. The
group of maps G/e → G/G is free abelian on the projection ρ while the group of
maps G/G → G/e is free abelian on the transfer map τ . We have ρ ◦ τ = g and
τ ◦ ρ = 1 + t. Finally, ρt = ρ, tτ = τ , gρ = 2ρ, and τg = 2τ .
Definition 2.2. A Mackey functor is a contravariant additive functor from the
stable orbit category to the category of abelian groups.
If T is a Mackey functor, we will generally picture T using a diagram of the
following form:
T (G/G)
ρ

T (G/e)
τ
UU
t∗
WW
Here, ρ and τ are the maps induced by the maps of the same name in ÔG. T (G/G)
should be a module over the Burnside ring; the action is specified by this diagram
because the action of g is given by τ ◦ ρ.
We now review and give names to the Mackey functors that will appear in our
calculations, beginning with the following two:
AG/G = ÔG(−, G/G) : A(G)


Z
·g
UU
1
ZZ
AG/e = ÔG(−, G/e) : Z
·(1+t)

Z[G]

VV
·t
WW
We call AG/G the Burnside ring Mackey functor. In AG/e,  : Z[G]→ Z is
(a0 + a1t) = a0 + a1.
AG/G and AG/e, being represented functors, are both projective, with
HomÔG(AG/G, T )
∼= T (G/G) and HomÔG(AG/e, T ) ∼= T (G/e).
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The next two are examples of a general construction 〈C〉 for any abelian group
C, but these are the two cases that will occur in our calculations:
〈Z〉 : Z

0
VV
ZZ
〈Z/2〉 : Z/2

0
UU
ZZ
For the last group of Mackey functors, consider the forgetful functor from Mackey
functors to Z[G]-modules that takes T 7→ T (G/e). This functor has both a left and
a right adjoint. The left adjoint L is defined by
LU = AG/e ⊗Z[G] U : Z⊗Z[G] U = U/G
(1+t)⊗1

Z[G]⊗Z[G] U = U.
⊗1
TT
t⊗1
UU
The right adjoint R is defined by
RU = HomZ[G](AG/e, U) : HomZ[G](Z, U) = UG
∗

HomZ[G](Z[G], U) = U.
(1+t)∗
TT
t∗
UU
The particular cases that will occur in our calculations use U = Z with trivial Z[G]
action or U = Z−, on which t ∈ Z[G] acts as −1. These give us the following four
Mackey functors.
LZ : Z
2

Z
1
VV
1
ZZ
LZ− : Z/2
0

Z
pi
UU
−1
ZZ
RZ : Z
1

Z
2
VV
1
ZZ
RZ− : 0

Z
VV
−1
ZZ
RZ is the functor usually called “constant Z” coefficients.
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Multiplicative structures. Mackey functors can have multiplicative pairings,
based on the box product . The box product itself is described in [10]; for us it
suffices to know that a map S  T → U is equivalent to a pair of maps
S(G/G)⊗ T (G/G)→ U(G/G) and
S(G/e)⊗ T (G/e)→ U(G/e)
satisfying the following conditions, where we write xy for the image of x⊗ y under
the appropriate one of these maps:
t(xy) = (tx)(ty),
ρ(xy) = ρ(x)ρ(y),
τ(xρ(y)) = τ(x)y, and
τ(ρ(x)y) = xτ(y).
The last two conditions are called the Frobenius relations. By convention, if x ∈
S(G/G) and y ∈ T (G/e), we will write xy for ρ(x)y ∈ U(G/e).
The functor AG/G has a self-pairing AG/GAG/G → AG/G using the usual ring
structures on A(G) and Z. A unital ring is a Mackey functor T with an associative
and unital pairing T T → T , where the unit is given by a map AG/G → T . (Here,
we use that AG/G is the unit for , meaning that AG/G  T ∼= T for any Mackey
functor T .) The conditions above say that this is equivalent to T (G/G) being a
unital ring, T (G/e) being a unital ring (with the action of t being a ring map),
ρ : T (G/G) → T (G/e) being a ring map, and τ : T (G/e) → T (G/G) being a left
and right T (G/G)-module map. Clearly, AG/G is itself a unital ring. Every Mackey
functor is a module over AG/G in the obvious sense.
RZ is a unital ring with the usual ring structure on Z. A module over RZ is
precisely a Mackey functor such that τ ◦ρ is multiplication by 2. The functors AG/e,
LZ, RZ−, LZ−, and 〈Z/2〉 are all modules over RZ. RZ and AG/e are projective
RZ-modules.
Generators and relations. We will want to describe the results of our calcula-
tions in terms of generators and relations. When doing so, we identify elements of
T (G/G) with maps AG/G → T and elements of T (G/e) with maps AG/e → T . For
example, we can say that RZ is generated by an element ξ at level G/G subject to
the relation κξ = 0. By this we mean that the following sequence is exact:
AG/G
κ−→ AG/G ξ−→ RZ→ 0.
Here, κ is the map corresponding to κ ∈ AG/G(G/G) and ξ is the map corresponding
to 1 ∈ RZ(G/G), which we are also calling ξ while thinking of it as an abstract
generator.
Generators may occur at either levelG/G or levelG/e, and similarly for relations.
Here are descriptions of the other examples in terms of generators and relations:
• 〈Z〉: Generated by an element e at level G/G subject to ρ(e) = 0. That is,
there is an exact sequence
AG/e → AG/G → 〈Z〉 → 0
where the first map is specified at level G/e by  : Z[G]→ Z.
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• 〈Z/2〉: Generated by an element e at level G/G subject to ρ(e) = 0 and
2e = 0.
• LZ: Generated by an element ι at level G/e such that tι = ι.
• LZ−: Generated by an element ι at level G/e such that tι = −ι.
• RZ−: Generated by an element ι at level G/e such that τι = 0.
We noted that several of these Mackey functors are modules over the ring RZ.
We can describe modules over RZ in terms of generators and relations as well,
where a generator at level G/G gives a copy of RZ while a generator at level G/e
gives a copy of AG/e. The modules LZ, LZ−, and RZ− are described by the same
generators and relations as above. However, we can simplify the description of
〈Z/2〉: As an RZ-module, it is generated by an element e at level G/G such that
ρ(e) = 0.
Extensions. Finally, a word about an extension problem that will show up in
Part 4 when we are calculating the cohomology of a point.
Proposition 2.3. There are exactly two extensions of 〈Z/2〉 by 〈Z〉, the trivial one
and
0→ 〈Z〉 2−→ 〈Z〉 pi−→ 〈Z/2〉 → 0.
Further, if we have a commutative diagram with exact rows, of the form
0 // 〈Z〉 // AG/G //

RZ //
pi

0
0 // 〈Z〉 // T // 〈Z/2〉 // 0,
then T ∼= 〈Z〉 and AG/G → T takes 1 to 1.
Proof. The statement about the possible extensions of 〈Z/2〉 by 〈Z〉 follows from the
similar statement about the extensions of the group Z/2 by Z (where Ext(Z/2,Z) ∼=
Z/2).
If we have a diagram of the form
0 // 〈Z〉 // U //

RZ //
pi

0
0 // 〈Z〉 // T // 〈Z/2〉 // 0,
then U must be the pullback of the right-hand square. Checking the two possibilities
for T shows that U ∼= AG/G if and only if T ∼= 〈Z〉. 
3. Equivariant ordinary cohomology
In [4], Stefan Waner and the author gave a detailed exposition of equivariant
ordinary cohomology graded on “representations of the fundamental groupoid.” In
this section we review some of the basic definitions and properties. We assume that
G is a finite group throughout this section, though [4] is written in the more general
context of compact Lie groups.
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The equivariant fundamental groupoid and its representations. When X
is a G-space, we have the following definition, given originally by tom Dieck [14]
and used extensively in [3] and [4].
Definition 3.1. The equivariant fundamental groupoid of X, denoted ΠGX (or ΠX
when G is understood), is the category whose objects are the G-maps x : G/H → X
for all the orbits G/H of G, and whose maps from x to y : G/K → X are pairs
(ω, α), where α : G/H → G/K is a G-map and ω is a G-homotopy class of paths,
rel endpoints, from x to y ◦ α. Composition is induced by composition of maps of
orbits and the usual composition of path classes.
ΠG is a 2-functor, taking G-maps to functors and homotopies to natural isomor-
phisms. There is a functor pi : ΠGX → OG, with pi(x : G/H → X) = G/H and
pi(ω, α) = α. This makes ΠGX a bundle of groupoids over OG in the language of [3].
Definition 3.2. For n an integer, let vVG(n) denote the category of virtual n-
dimensional orthogonal bundles over orbits. Its objects are pairs (G×HV,G×HW ),
where V and W are representations of H with |V | − |W | = n; we use the notation
G×H (V 	W ) for such an object and think of it as a formal difference of bundles.
A morphism is a virtual map G×H (V1	W1)→ G×K (V2	W2), given by a G-map
α : G/H → G/K and an equivalence class of pairs of bundle maps
ϕ : G×H (V1 ⊕ Z1)→ G×K (V2 ⊕ Z2)
ψ : G×H (W1 ⊕ Z1)→ G×K (W2 ⊕ Z2)
over α, where Z1 is a representation of H and Z2 is a representation of K. Two
such pairs of maps are considered equivalent if they are stably G-homotopic through
orthogonal bundle maps over α. Here, stabilization is given by addition to both
ϕ and ψ of the same bundle map G ×H U1 → G ×K U2 over α, and we also
allow replacement of Z1 and Z2 by isomorphic representations, meaning that, if
f : Z1 → Z ′1 and g : Z2 → Z ′2 are H- and K-isomorphisms, respectively, then the
pair (ϕ,ψ) is equivalent to (ϕ′, ψ′), where the latter are determined by the fact that
the following diagrams commute:
G×H (V1 ⊕ Z1) ϕ //
f

G×K (V2 ⊕ Z2)
g

G×H (V1 ⊕ Z ′1)
ϕ′
// G×K (V2 ⊕ Z ′2)
and
G×H (W1 ⊕ Z1) ψ //
f

G×K (W2 ⊕ Z2)
g

G×H (V1 ⊕ Z ′1)
ψ′
// G×K (W2 ⊕ Z ′2)
We write a typical map as (α, [ϕ	 ψ]).
We let vVG be the (disjoint) union of the categories vVG(n) for all n.
It is not necessarily obvious from the definition above that the collection of
morphisms between two object is (only) a set, but [4, §1.3] gives an equivalent
definition that makes it clear.
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We have a functor pi : vVG → OG, given by pi(G ×H (V 	 W )) = G/H and
pi((α, [ϕ	 ψ])) = α. This makes vVG and each vVG(n) into a bundle of groupoids
over OG.
Definition 3.3. A virtual n-dimensional orthogonal representation of ΠGX is a
functor ΠGX → vVG(n) over OG. These form the category of virtual n-dimensional
representations of ΠGX when we take morphisms to be natural isomorphisms.
For each representation V of G, there is a representation of ΠGX we denote by
V, given by taking each x : G/H → X to G/H × V and each (ω, α) to α× 1. This
generalizes to virtual representations of G to give representations V	W.
Less trivially, if ξ : E → X is a G-vector bundle over X, there is an associated
representation of ΠGX, denoted ξ
∗, given by ξ∗(x : G/H → X) = x∗(ξ).
Definition 3.4. The orthogonal representation ring of ΠGX, denoted RO(ΠGX),
is the ring whose elements are the isomorphism classes of the virtual orthogonal
representations of ΠGX of all dimensions. Addition is given by direct sum of
bundles and multiplication by tensor product.
In particular, RO(ΠG(∗)) ∼= RO(G) when ∗ denotes the one-point G-space. In
general, the map X → ∗ induces a map RO(G) → RO(ΠGX), taking V 	W to
V	W as above.
Ordinary cohomology. Let B be a G-space and let (X, q, σ) be an ex-space over
B, which is to say that q : X → B is a G-map and σ : B → X is a section of q.
Suppose also given a virtual representation γ of ΠGB and a Mackey functor T . In
[4] we defined the γth reduced ordinary cohomology group of X with coefficients in
T , H˜γG(X;T ), a contravariant functor of X and a covariant functor of γ and of T .
We will generally consider the reduced theory as above. If we have a parametrized
space q : X → B, rather than an ex-space, we can form the ex-space (X, q)+,
which we will write X+ when q is understood, given by (X unionsq B, q unionsq 1, σ), where
σ : B → X unionsqB is the evident inclusion. In particular, we may consider H˜γG(B+;T ).
The collection of these groups as γ varies gives what we call the RO(ΠGB)-graded
ordinary cohomology of ex-spaces over B. (In [4] we allow more general coefficient
systems than just Mackey functors, but in this paper we will stick to the simpler
case.) In particular, when we restrict the virtual representation γ to be of the form
V	W, the resulting groups are exactly the RO(G)-graded ordinary cohomology of
X discussed in [11], [12], and [4], which generalizes Bredon’s integer-graded theory.
In particular, this theory obeys a dimension axiom that takes the following form:
For x : G/H → B and integers n, we have
H˜nG((G/H, x)+;T )
∼=
{
T (G/H) if n = 0
0 if n 6= 0,
naturally in x.
The RO(ΠGB)-graded theory has many nice properties, discussed in detail in [4].
One of the main reasons for introducing the enlarged grading is to get general Thom
isomorphism and Poincare´ duality theorems. In particular, the Thom isomorphism
([4, 3.11.3]) takes the following form: If ξ : E → X is a G-vector bundle, let T (ξ)
denote the ex-space over X given by taking the fiberwise one-point compactification
of each fiber, with the section given by the compactification points. A Thom class
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for ξ is a class t ∈ H˜ξ∗G (T (ξ);AG/G) such that, for every x : G/K → X, the element
x∗(t) ∈ H˜ξ∗G (T (x∗ξ);AG/G)
∼= H˜x∗ξ∗G (G×K SV ;AG/G)
∼= H˜VK(SV ;AK/K)
∼= A(K)
is a generator. Here, V is the representation of K such that x∗ξ = G×K V .
Theorem 3.5 (Thom Isomorphism). If ξ : E → X is a G-vector bundle, then there
exists a Thom class t ∈ H˜ξ∗G (T (ξ);AG/G). For every Thom class t, the map
t ∪ − : H˜γG(X+;T )→ H˜γ+ξ
∗
G (T (ξ);T )
is an isomorphism for every representation γ and Mackey functor T . 
As usual, given a Thom class t(ξ) for a G-bundle ξ, we define the corresponding
Euler class e(ξ) ∈ H˜ξ∗G (X+;AG/G) to be the restriction of t(ξ) along the zero section
X+ → T (ξ).
For computational purposes, it is useful to view cohomology not as group valued,
but as Mackey functor valued. We let HγG(X;T ) be the Mackey functor defined by
HγG(X;T )(G/K) = H˜
γ
G(G/K+ ∧B X;T ).
Because H˜∗G(−) is stable (it has suspension isomorphisms for all representations),
this is actually a functor on stable maps between orbits, so does define a Mackey
functor. On the other hand, the Wirthmu¨ller isomorphism ([4, 3.9.5]) allows us to
write this as
HγG(X;T )(G/K)
∼= H˜γ|KK (X;T |K),
where γ|K and T |K are the restrictions from G to K defined in the most obvious
ways. Thus, treating ordinary cohomology as a Mackey functor amounts to con-
sidering the cohomologies of X for all subgroups of G simultaneously, along with
the associated restriction and transfer maps. As often happens, the more structure
present, the more limited the possibilities, hence the easier the computations.
Finally, a note about calling this RO(ΠGB)-graded cohomology. For the purpose
of computation, we want to pass from a functor on representations γ to a group
graded on the ring RO(ΠGB) of isomorphism classes of representations. As usual,
this “decategorification” needs to be done with great care or we are sure to trip
over sign ambiguities. In Part 2 we will assume we can do this so we can get on
with the computations. As this issue was not dealt with in [4], we will return to it
and treat it properly in Part 4.
4. Summary of the cohomology of a point
From this point on, all cohomology will be assumed to have coefficients in AG/G
unless stated otherwise, and we write HαG(X) for H
α
G(X;AG/G). Further, it will
be useful to make a distinction later between cohomology graded on RO(G) and
cohomology graded on RO(ΠB), so we adopt the following notation.
Notation 4.1. If E is an object graded on a group R, and S ⊂ R, we write ES for
the collection of those parts of E graded on elements in S. In particular, we write
ER for the whole graded object.
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Note that this replaces the more traditional notation E∗ and various ad hoc
variations like E• or E? to denote grading on different groups. In particular, we
will write H
RO(ΠB)
G for cohomology graded on RO(ΠB) (for a specified base space
B) and H
RO(G)
G for the part graded only on RO(G).
In Part 2 we shall calculate the cohomology of BGU(1) as an algebra over the co-
homology of a point, the latter being the reduced cohomology of S0. The calculation
will use the cofibration sequence EG+ → S0 → E˜G, where EG is a nonequivari-
antly contractible free G space. To that end, we need explicit descriptions of the
RO(G)-graded cohomologies of EG+, S
0, and E˜G, and the maps in the long exact
sequence induced by the cofibration sequence. We give the results we need here and
the proofs in Part 4. The description of the cohomology of a point is essentially
the same as that given by Lewis in [10], but our notation is somewhat different.
We first introduce some elements.
Definition 4.2. Let
ι ∈ HΛ−1G (S0)(G/e)
be the image of the identity under the isomorphism
H˜0e (S
0) ∼= H˜1e (S1) ∼= H˜Λe (S1) ∼= H˜Λ−1e (S0) = HΛ−1G (S0)(G/e),
using our chosen nonequivariant identification of Λ with R from Definition 1.1.
Multiplication by ι is an isomorphism on H∗G(S
0)(G/e), so there is an element
ι−1 ∈ H1−ΛG (S0)(G/e) such that ι · ι−1 is the identity in H0G(S0)(G/e).
Definition 4.3. Let V be a representation of G. The Euler class of V is the
element
eV ∈ H˜VG (S0) = HVG(S0)(G/G)
that is the image of the identity under the map
H˜0G(S
0) ∼= H˜VG (SV )→ H˜VG (S0),
where the last map is restriction along the inclusion. In particular, we write
e = eΛ ∈ HΛG(S0)(G/G).
Lemma 18.3 defines an invertible element
ξ ∈ H˜M−2G (EG+)
The calculation of H
RO(G)
G (S
0) shows that there is a unique (noninvertible) element
ξ ∈ H˜M−2G (S0)
mapping to ξ ∈ H˜M−2G (EG+) under the map induced by EG+ → S0.
We now state the calculations we need, with the proofs to be given in Part 4.
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Theorem 4.4. Let G = Z/2. Additively, for α ∈ RO(G),
HαG(S
0) ∼=

AG/G if α = 0
RZ if |α| = 0 and αG < 0 is even
RZ− if |α| = 0 and αG ≤ 1 is odd
LZ if |α| = 0 and αG > 0 is even
LZ− if |α| = 0 and αG ≥ 3 is odd
〈Z〉 if |α| 6= 0 and αG = 0
〈Z/2〉 if |α| > 0 and αG < 0 is even
〈Z/2〉 if |α| < 0 and αG ≥ 3 is odd
0 otherwise.
Multiplicatively, H
RO(G)
G (S
0) is a strictly commutative RO(G)-graded ring, gener-
ated by elements
ι ∈ HΛ−1G (S0)(G/e)
ι−1 ∈ H1−ΛG (S0)(G/e)
ξ ∈ H2(Λ−1)G (S0)(G/G)
e ∈ HΛG(S0)(G/G)
e−mκ ∈ H−mΛG (S0)(G/G) m ≥ 1
e−mδξ−n ∈ H1−mΛ−2n(Λ−1)G (S0)(G/G) m,n ≥ 1.
These generators satisfy the following structural relations:
τ(ι−1) = 0
τ(ι−2n−1) = e−1δξ−n for n ≥ 1
κξ = 0
ρ(ξ) = ι2
ρ(e) = 0
ρ(e−mκ) = 0 for m ≥ 1
ρ(e−mδξ−n) = 0 for m ≥ 2 and n ≥ 1
2e−mδξ−n = 0 for m ≥ 2 and n ≥ 1
and the following multiplicative relations:
ι · ι−1 = ρ(1)
e · e−mκ = e−m+1κ for m ≥ 1
ξ · e−mκ = 0 for m ≥ 1
e−mκ · e−nκ = 2e−m−nκ for m ≥ 0 and n ≥ 0
e · e−mδξ−n = e−m+1δξ−n for m ≥ 2 and n ≥ 1
ξ · e−mδξ−n = e−mδξ−n+1 for m ≥ 1 and n ≥ 2
ξ · e−mδξ−1 = 0 for m ≥ 2
e−mκ · e−nδξ−k = 0 if m ≥ 0, n ≥ 1, and k ≥ 1
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e−mδξ−k · e−nδξ−` = 0 if m,n, k, ` ≥ 1
The following relations are implied by the preceding ones:
κe = 2e
2emξn = 0 if m > 0 and n > 0
tιk = (−1)kιk for all k
ξ · τ(ιk) = τ(ιk+2) for all k
e · τ(ιk) = 0 for all k
e−mκ · τ(ιk) = 0 for all m ≥ 1 and k
e−mδξ−n · τ(ιk) = 0 for all m,n ≥ 1 and k
τ(ιk) · τ(ι`) = 0 if k or ` is odd
τ(ι2k) · τ(ι2`) = 2τ(ι2(k+`)) for all k and `
τ(ι2k+1) = 0 if k ≥ 0
e · e−1δξ−n = 0 if n ≥ 1

The notation e−mκ comes from the fact that em · e−mκ = κ ∈ H˜0G(S0) = A(G).
The reason for the notation e−mδξ−n should become clearer shortly.
It helps to have a way to visualize these calculations, and the common way of
doing so is to plot the groups or Mackey functors on a grid. Different authors,
however, have used different axes. Lewis, in [10], uses αG as the horizontal axis
and |α| as the vertical axis; because our results are stated in these terms we will do
so as well. Dugger [5] and Kronholm [9] use the so-called motivic grading, plotting
|α| vs |α| − αG, although Dugger uses |α| as the vertical axis while Kronholm uses
it as the horizontal axis. Another set of axes for which one can make a case is αG
for the horizontal axis and |α| − αG for the vertical axis.
So the top diagram in Figure 1 shows the Mackey functors HαG(S
0), with αG as
the horizontal axis and |α| as the vertical axis, with dots representing zero functors.
The bottom diagram gives the elements that generate the corresponding Mackey
functors. Generators shown in parentheses represent elements at level G/e.
Theorem 4.5. Let G = Z/2. Additively, for α ∈ RO(G),
HαG(EG+)
∼=

RZ if |α| = 0 and αG is even
RZ− if |α| = 0 and αG is odd
〈Z/2〉 if |α| > 0 and αG is even
0 otherwise.
Multiplicatively, H
RO(G)
G (EG+) is a strictly commutative RO(G)-graded RZ-algebra
generated by
e ∈ HΛG(EG+)(G/G),
ι ∈ HΛ−1G (EG+)(G/e),
ι−1 ∈ H1−ΛG (EG+)(G/e),
ξ ∈ H2(Λ−1)G (EG+)(G/G), and
THE Z/2 ORDINARY COHOMOLOGY OF BGU(1) 15
ξ−1 ∈ H2(1−Λ)G (EG+)(G/G),
subject to the relations
ρ(e) = 0
τ(ι) = 0
ρ(ξ) = ι2
〈Z/2〉 · 〈Z/2〉 · 〈Z〉 · · · · ·
〈Z/2〉 · 〈Z/2〉 · 〈Z〉 · · · · ·
〈Z/2〉 · 〈Z/2〉 · 〈Z〉 · · · · ·
〈Z/2〉 · 〈Z/2〉 · 〈Z〉 · · · · ·
RZ RZ− RZ RZ− AG/G RZ− LZ LZ− LZ LZ−
· · · · 〈Z〉 · · 〈Z/2〉 · 〈Z/2〉
· · · · 〈Z〉 · · 〈Z/2〉 · 〈Z/2〉
· · · · 〈Z〉 · · 〈Z/2〉 · 〈Z/2〉
· · · · 〈Z〉 · · 〈Z/2〉 · 〈Z/2〉
e4ξ2 · e4ξ · e4 · · · · ·
e3ξ2 · e3ξ · e3 · · · · ·
e2ξ2 · e2ξ · e2 · · · · ·
eξ2 · eξ · e · · · · ·
ξ2 (ι3) ξ (ι) 1 (ι−1) (ι−2) (ι−3) (ι−4) (ι−5)
· · · · e−1κ · · e−2δξ−1 · e−2δξ−2
· · · · e−2κ · · e−3δξ−1 · e−3δξ−2
· · · · e−3κ · · e−4δξ−1 · e−4δξ−2
· · · · e−4κ · · e−5δξ−1 · e−5δξ−2
Figure 1: H
RO(G)
G (S
0) and its generators, G = Z/2
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ι · ι−1 = ρ(1) and
ξ · ξ−1 = 1.

Figure 2 shows H
RO(G)
G (EG+) and its generators. It follows from the calculation,
and the action of H
RO(G)
G (S
0) given by Proposition 4.8, that H
RO(G)
G (EG+)
∼=
H
RO(G)
G (S
0)[ξ−1].
Turning to H
RO(G)
G (E˜G), its ring structure is not that useful to us, partly be-
cause it is a ring without a unit. We will, instead, describe it as a module over
H
RO(G)
G (S
0). In fact, it is a module over the following localization.
Proposition 4.6. On inverting e in H
RO(G)
G (S
0) we get
H
RO(G)
G (S
0)[e−1] ∼= 〈Z〉[e, e−1, ξ]/〈2ξ〉.
Proof. Because ρ(e) = 0, inverting e kills H
RO(G)
G (S
0)(G/e), hence the result is
a module over 〈Z〉. In HRO(G)G (S0), every element is killed by a high enough
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
RZ RZ− RZ RZ− RZ RZ− RZ RZ− RZ
e5ξ2 · e5ξ · e5 · e5ξ−1 · e5ξ−2
e4ξ2 · e4ξ · e4 · e4ξ−1 · e4ξ−2
e3ξ2 · e3ξ · e3 · e3ξ−1 · e3ξ−2
e2ξ2 · e2ξ · e2 · e2ξ−1 · e2ξ−2
eξ2 · eξ · e · eξ−1 · eξ−2
ξ2 (ι3) ξ (ι) 1 (ι−1) ξ−1 (ι−3) ξ−2
Figure 2: H
RO(G)
G (EG+) and its generators, G = Z/2
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power of e except the terms e−mκ and emξn for m ≥ 0 and n ≥ 0. We have
em+1 · e−mκ = 2e, so e−mκ = 2e−m in HRO(G)G (S0)[e−1]. We have 2eξ = 0, so
2ξ = 0 in H
RO(G)
G (S
0)[e−1]. 
Theorem 4.7. Let G = Z/2. Additively, for α ∈ RO(G),
HαG(E˜G)
∼=

〈Z〉 if αG = 0
〈Z/2〉 if αG ≥ 3 is odd
0 otherwise.
Multiplication by e ∈ HRO(G)G (S0) is an isomorphism on HRO(G)G (E˜G), so the latter
is a module over H
RO(G)
G (S
0)[e−1]. As such, it is generated by elements
κ ∈ H0G(E˜G)(G/G) and
δξ−k ∈ H1−2k(Λ−1)G (E˜G)(G/G) k ≥ 1
such that
ξ · κ = 0
ξ · δξ−k = δξ−(k−1) k > 1, and
ξ · δξ−1 = 0.

Figure 3 shows H
RO(G)
G (E˜G) and its generators.
To complete the picture, we need to describe the maps in the following long
exact sequence:
· · · → ΣHRO(G)G (EG+) δ−→ HRO(G)G (E˜G)
ψ−→ HRO(G)G (S0)
ϕ−→ HRO(G)G (EG+)→ · · · .
It helps to look at Figures 1–3 when reading the following result.
Proposition 4.8. δ : ΣH
RO(G)
G (EG+)→ HRO(G)G (E˜G) is given by
δ(ιk) = 0 for all k and
δ(emξn) =
{
emδξn if n ≤ −1
0 otherwise.
ψ : H
RO(G)
G (E˜G)→ HRO(G)G (S0) is given by
ψ(emκ) = emκ
ψ(emδξ−n) =
{
emδξ−n if m ≤ −1
0 otherwise.
ϕ : H
RO(G)
G (S
0)→ HRO(G)G (EG+) is given by
ϕ(ιk) = ιk
ϕ(emξn) = emξn for m ≥ 0 and n ≥ 0
ϕ(e−mκ) = 0 for m ≥ 1
ϕ(e−mδξ−n) = 0.

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Note that ϕ : H
2(Λ−1)
G (S
0) → H2(Λ−1)G (EG+) is an isomorphism, hence ξ ∈
H
2(Λ−1)
G (S
0) is characterized by the fact that ϕ(ξ) = ξ, the Thom class defined
in Lemma 18.3.
〈Z〉 · · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z〉 · · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z〉 · · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z〉 · · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z〉 · · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z〉 · · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
〈Z〉 · · 〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉
e3κ · · e2δξ−1 · e2δξ−2 · e2δξ−3
e2κ · · eδξ−1 · eδξ−2 · eδξ−3
eκ · · δξ−1 · δξ−2 · δξ−3
κ · · e−1δξ−1 · e−1δξ−2 · e−1δξ−3
e−1κ · · e−2δξ−1 · e−2δξ−2 · e−2δξ−3
e−2κ · · e−3δξ−1 · e−3δξ−2 · e−3δξ−3
e−3κ · · e−4δξ−1 · e−4δξ−2 · e−4δξ−3
Figure 3: H
RO(G)
G (E˜G) and its generators, G = Z/2
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Part 2. The cohomology of BGU(1)
5. The topology of BGU(1)
We introduce an explicit model for the classifying space BGU(1) and discuss its
topology and its fundamental groupoid.
Recall from Definition 1.1 that we write C for the trivial complex representation
of G and M for the nontrivial irreducible complex representation. As a model for
BGU(1) we take
BGU(1) = CP∞G = CP (C∞ ⊕M∞),
the Grassmannian of complex lines in C∞ ⊕M∞. Nonequivariantly, this is a copy
of CP∞. Its fixed sets are
BGU(1)
G = CP (C∞) unionsq CP (M∞),
the disjoint union of two copies of CP∞. For notational simplicity we shall write
B = BGU(1), B
0 = CP (C∞), and B1 = CP (M∞), so so BG = B0 unionsqB1.
Let ω denote the canonical complex line bundle over B. Nonequivariantly, it
is the usual canonical line bundle over the infinite complex projective space. Its
restriction to B0 is the nonequivariant canonical bundle with G acting trivially on
the fibers; its restriction to B1 is the nonequivariant canonical bundle with the
action of G making each fiber isomorphic to M.
There is another action of Z/2 on B we will want to take into account in our
calculations. Write elements of B = CP (C∞ ⊕M∞) as equivalence classes of pairs
[z0, z1], with z0 ∈ C∞ and z1 ∈ M∞ not both 0. We define a G-map χ : B → B by
χ[z0, z1] = [z1, z0],
using our chosen nonequivariant identification of C with M. It is straightforward
to check that χ is equivariant, and clearly χ2 is the identity. Further, χG swaps
B0 and B1 via a homeomorphism between them. Notice also that χ∗ω ∼= ω ⊗C M.
More generally, if f : X → B classifies the line bundle θ over X, then χf classifies
θ ⊗C M.
The fundamental groupoid pi : ΠB → OG is relatively simple because B and the
components of its fixed set are all simply connected. It is equivalent to a category
over OG having one object b over G/e and two objects, b0 and b1, over G/G,
corresponding to the components of BG. The self-maps of b map isomorphically to
the self-maps of G/e; there is one map b→ bk for each k, over the map G/e→ G/G;
and there are no non-identity self-maps of bk. We can picture the category as
follows:
b0 b1 G/G
b
[[ CC
t
ZZ G/e
OO
t
WW
ΠB OG
There is also an action of χ, fixing b and exchanging the objects b0 and b1.
We now want to compute the representation ring RO(ΠB). Let α be a real
virtual representation of ΠB. We have α(b) = (G × Ri) 	 (G × Rj) and, by an
abuse of notation, we shall write this as α(b) = G × Ri−j = G × Rn where n ∈ Z.
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(For this discussion, we care only about the isomorphism type of α.) The map t
acts on this bundle by its nontrivial action on G and the homotopy class of a linear
map on Rn whose square is homotopically trivial. There are, therefore, two possible
actions of t on α(b): the map t+ in which t acts (homotopically) trivially on Rn
and the map t− in which t acts on Rn by any orientation-reversing linear map. If
α(b0) = Rn0 ⊕Λn1 with n0 + n1 = n, when is there a G-map G×Rn → Rn0 ⊕Λn1
invariant (up to homotopy) with respect to the action of t? If the action of t on
G × Rn is by t+, then we must have n1 even, whereas, if the action of t is by t−,
we must have n1 odd. The same applies to α(b1). Thus, α is entirely determined
by its values α(b0) and α(b1), with the resriction that the parity of their nontrivial
parts must agree. This gives us the following.
Proposition 5.1.
RO(ΠB) ∼= {(α0, α1) | αk ∈ RO(G), |α0| = |α1|, and αG0 ≡ αG1 (mod 2)}
is a free abelian group of rank 3. It has as a basis the elements
1 = (1, 1)
Λ = (Λ,Λ)
and
Ω = (1− Λ,Λ− 1).
Proof. The argument that RO(ΠB) is the indicated subgroup of RO(G)2 was given
just before the statement of the proposition, where we are now writing α0 = α(b0)
and α1 = α(b1). Note that, if |α0| = |α1|, then αG0 ≡ αG1 (mod 2) if and only if
|α0 − αG0 | ≡ |α1 − αG1 | (mod 2).
Now, for any (α0, α1) ∈ RO(ΠB), let n = (αG0 − αG1 )/2. Then
(α0, α1) = (α
G
0 − n) · 1 + (|α0| − αG0 + n) · Λ + n · Ω.
On the other hand, if a · 1 + b ·Λ + c ·Ω = 0, then, looking at components, it is easy
to see that we must have a = b = c = 0. Hence, {1,Λ,Ω} is a basis. 
It will be useful to introduce the following elements:
Ω0 = (M− 2, 0) = (2Λ− 2, 0) = −1 + Λ− Ω
Ω1 = (0,M− 2) = (0, 2Λ− 2) = −1 + Λ + Ω.
Note that {1,Ω0,Ω1} is not a basis for RO(ΠB), as Ω is not in its span. We could
use either {1,Λ,Ω0} or {1,Λ,Ω1} as a basis, but the lack of symmetry makes neither
choice particularly appealing.
The involution χ acts on RO(ΠB) by χ(α0, α1) = (α1, α0), so we have
χ(1) = 1
χ(Λ) = Λ
χ(Ω) = −Ω
χ(Ω0) = Ω1
χ(Ω1) = Ω0.
The canonical line bundle ω induces a representation ω∗ ∈ RO(ΠB), with
ω∗ = (2,M) = (2, 2Λ) = 2 + Ω1 = 1 + Λ + Ω.
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For simplicity of notation, we will often write ω for ω∗ when the context makes
clear that we are speaking of the associated representation of the bundle, not the
bundle itself.
Lemma 5.2. The inclusion B0 → B induces the map RO(ΠB) → RO(G) given
by (α0, α1) 7→ α0. Its kernel is the free abelian subgroup generated by Ω1.
Similarly, the inclusion B1 → B induces the map RO(ΠB) → RO(G) gvein by
(α0, α1) 7→ α1, and the kernel of this map is generated by Ω0.
Proof. That the inclusions Bk → B induce the maps claimed follows from the way
we identified elements of RO(ΠB) with pairs (α0, α1).
To identify the kernels, let k = 0 or 1. If α ∈ RO(ΠB) and αk = 0, then
|α1−k| = 0 because the dimensions are equal, and αG1−k is even because the fixed
sets have the same parity. The set of elements β ∈ RO(G) with |β| = 0 and βG
even is the subgroup generated by M− 2. This proves the lemma. 
Recall Definition 1.2.
Definition 5.3. If α ∈ RO(ΠB), write |α| for the common dimension |αk| of each
component. Let
Iev(ΠB) = {α ∈ RO(ΠB) | |α| = 0 and αGk even ∀k}.
It is an easy exercise to show that Iev(ΠB) is the free subgroup generated by Ω0
and Ω1. Note also that α ∈ Iev(ΠB) if and only if αk ∈ Iev(G) for both k.
6. The cohomology of BGU(1)
G
In this section we calculate the RO(ΠB)-graded cohomologies of BG+ , B
G
+ ∧B
EG+, and B
G
+ ∧B E˜G, as ex-spaces over B. Recall that BG = B0 unionsqB1, where each
Bk is a copy of CP∞. So, we begin by considering the equivariant cohomology of
this nonequivariant space, for which we need some general results (that hold for all
groups G).
Proposition 6.1. Let X be a based space with trivial G-action and let T be a
Mackey functor. Then, in integer grading,
HnG(X;T )(G/K)
∼= H˜n(X;T (G/K)),
naturally in K.
Proof. Both sides may be considered as integer-graded nonequivariant cohomology
theories in X. They obey the same dimension axiom, so, by the uniqueness of
ordinary cohomology, they must be isomorphic. Naturality in K follows similarly.

Proposition 6.2. Let X be a based space with trivial G-action, let A be a G-space,
and let Y → A be an ex-space over A. Let R be a commutative ring and suppose
that the nonequivariant cohomology groups H˜n(X;R) are flat R-modules for all
n. Further, suppose that T is a Mackey R-module, that is, a functor from OG to
R-modules. Then
H
RO(ΠA)
G (X ∧ Y ;T ) ∼= H˜Z(X;R)⊗R HRO(ΠA)G (Y ;T ).
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Proof. Extending the usual notation, by the tensor product on the right we mean
the RO(ΠA)-graded Mackey functor defined by(
H˜Z(X;R)⊗R HRO(ΠA)G (Y ;T )
)α
=
⊕
n∈Z
H˜n(X;R)⊗R Hα−nG (Y ;T ).
Now, both sides of the claimed isomorphism are cohomology theories in ex-spaces
Y over A, the right side because of the flatness assumption. There is a pairing
carrying the right side to the left, which is an isomorphism in integer grading for
Y = G/K+ → A, using Proposition 6.1. There are then Atiyah-Hirzebruch spectral
sequences from [4, 3.6.1] of the form
HαG(Y ;H
q
G(X;T ))⇒ Hα+qG (X ∧ Y ;T )
and
HαG
(
Y ;
(
H˜Z(X;R)⊗R HRO(ΠA)G (S0;T )
)q)
⇒
(
H˜Z(X;R)⊗R HRO(ΠA)G (Y ;T )
)α+q
whose E2 pages are isomorphic, showing that the two cohomology theories are
isomorphic for all Y . 
We now return to our specific case of G = Z/2.
Proposition 6.3. Let CP∞ be the infinite complex projective space considered as
a G-space with trivial G-action. We have
H
RO(G)
G (CP
∞
+ )
∼= HRO(G)G (S0)[σ],
H
RO(G)
G (CP
∞
+ ∧ EG+) ∼= HRO(G)G (S0)[σ]⊗HRO(G)G (S0) H
RO(G)
G (EG+)
∼= HRO(G)G (EG+)[σ],
and
H
RO(G)
G (CP
∞
+ ∧ E˜G) ∼= HRO(G)G (S0)[σ]⊗HRO(G)G (S0) H
RO(G)
G (E˜G),
where σ is the Euler class of the canonical complex line bundle ω over CP∞ with
trivial G-action, so |σ| = 2. Moreover, the long exact sequence coming from the
cofibration sequence
CP∞+ ∧ EG+ → CP∞+ → CP∞+ ∧ E˜G
is given by tensoring H
RO(G)
G (S
0)[σ] with the long exact sequence coming from the
cofibration sequence EG+ → S0 → E˜G.
Proof. This follows from the preceding proposition, taking X = CP∞+ and Y = S0,
EG+, or E˜G, using the nonequivariant calculation H˜
∗(CP∞+ ;Z) ∼= Z[σ], where σ
is the nonequivariant Euler class of the canonical line bundle. 
Now consider B0 and B1 as spaces over B. The following result calculates their
RO(ΠB)-graded cohomologies. The cumbersome-looking indexing for the elements
ζ below is to prevent some ambiguity and to match notation we will use in Part 3.
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Proposition 6.4.
H
RO(ΠB)
G (B
0
+)
∼= HRO(G)G (S0)[σ0, ζ1,0, ζ−11,0 ]
H
RO(ΠB)
G (B
0
+ ∧B EG+) ∼= HRO(ΠB)G (B0+)⊗HRO(G)G (S0) H
RO(G)
G (EG+)
H
RO(ΠB)
G (B
0
+ ∧B E˜G) ∼= HRO(ΠB)G (B0+)⊗HRO(G)G (S0) H
RO(G)
G (E˜G),
where |σ0| = 2 and |ζ1,0| = Ω1. Similarly,
H
RO(ΠB)
G (B
1
+)
∼= HRO(G)G (S0)[σ1, ζ0,1, ζ−10,1 ]
H
RO(ΠB)
G (B
1
+ ∧B EG+) ∼= HRO(ΠB)G (B1+)⊗HRO(G)G (S0) H
RO(G)
G (EG+)
H
RO(ΠB)
G (B
1
+ ∧B E˜G) ∼= HRO(ΠB)G (B1+)⊗HRO(G)G (S0) H
RO(G)
G (E˜G),
where |σ1| = 2 and |ζ0,1| = Ω0. This gives the following calculations of the coho-
mology of BG = B0 unionsqB1:
H
RO(ΠB)
G (B
G
+)
∼= HRO(ΠB)G (B0+)⊕HRO(ΠB)G (B1+)
H
RO(ΠB)
G (B
G
+ ∧B EG+) ∼= HRO(ΠB)G (BG+)⊗HRO(G)G (S0) H
RO(G)
G (EG+)
H∗G(B
G
+ ∧B E˜G) ∼= HRO(ΠB)G (BG+)⊗HRO(G)G (S0) H
RO(G)
G (E˜G).
Proof. Let k = 0 or 1. Because Bk is simply connected and has trivial G-action,
RO(ΠBk) ∼= RO(G). By Lemma 5.2, the kernel of the induced map RO(ΠB) →
RO(ΠBk) is the free abelian subgroup generated by the element Ω1−k. Thus, we
have well-defined isomorphisms
HΩ1G (B
0
+)
∼= H0G(B0+)
and
HΩ0G (B
1
+)
∼= H0G(B1+).
Let ζ1,0 ∈ HΩ1G (B0+) be the element corresponding to 1 ∈ H0G(B0+) and let ζ0,1 ∈
HΩ0G (B
1
+) correspond to 1 ∈ H0G(B1+). (The first index relates to the grading while
the second relates to the component of BG.) Multiplication by each induces the
isomorphisms above, so these are invertible elements, expressing the fact that the
cohomology of Bk is indifferent to elements in the kernel of RO(ΠB)→ RO(ΠBk).
Because RO(ΠB) is generated by RO(G) and either Ω0 or Ω1, we see that the
RO(ΠB)-graded cohomology of Bk is completely determined by its RO(G)-graded
part together with the invertible element ζ1−k,k. Together with the preceding
proposition, this gives the calculations stated. 
The following calculation is key to much of what follows. Note that ω is an
ω∗-dimensional bundle in the sense of [3] and [4], so we have the Euler class cω =
e(ω) ∈ HωG(B+). (Here we write ω for ω∗ when used as a grading, to keep the
notation simpler.)
Proposition 6.5. The restriction of cω to B
0 is
cω|B0 = σ0ζ1,0 ∈ HωG(B0+).
The restriction of cω to B
1 is
cω|B1 = (e2 + ξσ1)ζ−10,1 ∈ HωG(B1+).
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Put another way,
cω|BG = (σ0ζ1,0, (e2 + ξσ1)ζ−10,1).
Proof. Consider first the case of cω|B0. This is the Euler class of the canonical
line bundle over B0 with trivial G-action. Grading over RO(G), this is how σ0 was
defined. The corresponding element in grading ω = 2 + Ω1 is σ0ζ1,0, so we have the
first equality claimed.
For cω|B1, we use the preceding proposition and the calculation of the cohomol-
ogy of a point to see that
HωG(B
1
+)
∼= 〈Z〉 ⊕RZ
with the first summand generated by e2ζ−10,1 and the second by ξσ1ζ
−1
0,1 . Thus,
cω|B1 = ae2ζ−10,1 + bξσ1ζ−10,1 for some integers a and b. Restricting to nonequivariant
cohomology, cω|B1 restricts to the first nonequivariant Chern class of the canonical
bundle, e2 restricts to 0, and ξσ1ζ
−1
0,1 also restricts to the first nonequivariant Chern
class of the canonical bundle. Thus, b = 1. To determine a, consider the (equivari-
ant) restriction to a single point in B1. This time both cω and ae
2ζ−10,1 + bξσ1ζ
−1
0,1
must restrict to the Euler class of the fiber over that point, which is a copy of M,
whose Euler class is nontrivial, in fact equals e2ζ−10,1 . Because σ1 restricts to 0 at
any point, being the Euler class of the canonical bundle with trivial G-action, we
must have a = 1, giving the second equality claimed. 
Because χ exchanges the fixed-point components, we get the following immediate
corollary, where we write cχω for the Euler class of χω = ω⊗CM, which also equals
χcω.
Corollary 6.6. cχω|BG = ((e2 + ξσ0)ζ−11,0 , σ1ζ0,1) ∈ HχωG (BG+). 
7. The cohomologies of BGU(1)+ ∧ EG+ and BGU(1)+ ∧ E˜G
We start with an easy result.
Proposition 7.1. The inclusion BG → B induces an isomorphism
H
RO(ΠB)
G (B+ ∧B E˜G) ∼= HRO(ΠB)G (BG+ ∧B E˜G)
where the latter is calculated in Proposition 6.4.
Proof. For any ex-G-space X over B, the inclusion XG → X induces a weak equiv-
alence XG ∧B E˜G→ X ∧B E˜G, from which the isomorphism follows. 
In one sense, the calculation of the cohomology of B+ ∧B EG+ is just as easy,
as we have the following result.
Proposition 7.2. Each inclusion Bk → B, k = 0 or 1, induces an isomorphism
H
RO(ΠB)
G (B+ ∧B EG+) ∼= HRO(ΠB)G (Bk+ ∧B EG+)
Consequently, the inclusion BG → B induces a split short exact sequence
0→ HRO(ΠB)G (B+ ∧B EG+)
η−→ HRO(ΠB)G (BG+ ∧B EG+)
θ−→ Σ−1HRO(ΠB)G (B/BBG ∧B EG+)→ 0.
For the last group we have an isomorphism
Σ−1HRO(ΠB)G (B/BB
G ∧B EG+) ∼= HRO(ΠB)G (B1+ ∧B EG+).
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Proof. For each k, the inclusion Bk → B is a nonequivariant equivalence, hence
Bk × EG→ B × EG is an equivariant equivalence.
We can take as a splitting of η the map
η′ : HRO(ΠB)G (B
G
+ ∧B EG+)
∼= HRO(ΠB)G (B0+ ∧B EG+)⊕HRO(ΠB)G (B1+ ∧B EG+)
→ HRO(ΠB)G (B0+ ∧B EG+) ∼= HRO(ΠB)G (B+ ∧B EG+)
given by projection to the 0th summand. We then have H
RO(ΠB)
G (B/BB
G ∧B
EG+) ∼= Σ ker η′, giving the proposition. 
We need more information about the image of H
RO(ΠB)
G (B+ ∧B EG+) under
restriction to H
RO(ΠB)
G (B
G
+ ∧B EG+). Recall that we write cω = e(ω) ∈ HωG(B+).
Definition 7.3. Let cω ∈ HωG(B+ ∧ EG+) denote the image of cω ∈ HωG(B+)
under pullback along the projection B × EG → B. Let ζ1 ∈ HΩ1G (B+ ∧ EG+) be
the element that restricts to ζ1,0 ∈ HΩ1G (B0+ ∧ EG+).
Corollary 7.4.
H
RO(ΠB)
G (B+ ∧B EG+) ∼= HRO(G)G (EG+)[cω, ζ1, ζ−11 ].
Proof. This is clear from the isomorphism
H
RO(ΠB)
G (B+ ∧B EG+) ∼= HRO(ΠB)G (B0+ ∧B EG+)
given by the preceding proposition, together with the calculation of Proposition 6.4,
except possibly for the use of cω as one of the generators. This is justified by
Proposition 6.5, which tells us that cω maps to σ0ζ1,0 ∈ HωG(B0+ ∧B EG+). 
We shall also need the following element.
Definition 7.5. Let
ζ0 = ξζ
−1
1 ∈ HΩ0G (B+ ∧B EG+).
Recalling that ξ is invertible in H
RO(G)
G (EG+), we see that ζ0 is invertible in
H
RO(ΠB)
G (B+ ∧B EG+) and that
ζ0 · ζ1 = ξ.
Write elements of H
RO(ΠB)
G (B
G
+ ∧B EG+) as pairs (x0, x1) of elements xk ∈
H
RO(ΠB)
G (B
k
+ ∧B EG+).
Proposition 7.6. Under the inclusion
η : H
RO(ΠB)
G (B+ ∧B EG+) ↪→ HRO(ΠB)G (BG+ ∧B EG+)
we have
η(cω) = (σ0ζ1,0, (e
2 + ξσ1)ζ
−1
0,1),
η(ζ0) = (ξζ
−1
1,0 , ζ0,1),
and
η(ζ1) = (ζ1,0, ξζ
−1
0,1).
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Proof. The calculation of η(cω) was done in Proposition 6.5. We have that
ζ1|B0 = ζ1,0
and
ζ0|B0 = ξζ−11,0
by definition. Now ζ1|B1 is a unit in HΩ1G (B1+ ∧B EG+), but this is a copy of
RZ generated by ξζ−10,1 . Both ζ1|B1 and ξζ−10,1 restrict to ι2ζ−10,1 , so we must have
ζ1|B1 = ξζ−10,1 . The argument that ζ0|B1 = ζ0,1 is similar. 
The following result shows how cω and cχω = χcω are related when considered
as elements of H
RO(ΠB)
G (B+ ∧B EG+).
Proposition 7.7. In H
RO(ΠB)
G (B+ ∧B EG+) we have
cχω = ξζ
−2
1 cω + e
2ζ−11 .
Proof. Because η is injective, it suffices to show this equality in H
RO(ΠB)
G (B
G
+ ∧B
EG+). Using our previous calculations we then check:
η(ξζ−21 cω + e
2ζ−11 ) = ξ(ζ
−2
1,0 , ξ
−2ζ20,1)(σ0ζ1,0, (e
2 + ξσ1)ζ
−1
0,1)
+ (e2, e2)(ζ−11,0 , ξ
−1ζ0,1)
= (ξσ0ζ
−1
1,0 , e
2ξ−1ζ0,1 + σ1ζ0,1) + (e2ζ−11,0 , e
2ξ−1ζ0,1)
= ((e2 + ξσ0)ζ
−1
1,0 , σ1ζ0,1)
= η(cχω)
as claimed, using that 2e2 = 0 in H
RO(G)
G (EG+). 
8. Preliminary results on the cohomology of BGU(1)
Many of our arguments in the remainder of the calculation will be based on the
following diagram, in which all of the rows and columns are parts of long exact
sequences (we write R = RO(ΠB) for brevity):
HRG(B+ ∧B E˜G)
η
∼=
//
ψ

HRG(B
G
+ ∧B E˜G)
ψ

HRG(B+)
η
//
ϕ

HRG(B
G
+)
θ //
ϕ

Σ−1HRG(B/BB
G)
∼= ϕ

HRG(B+ ∧B EG+) //
η
//
δ

HRG(B
G
+ ∧B EG+) θ // //
δ

Σ−1HRG(B/BB
G ∧B EG+)
Σ−1HRG(B+ ∧B E˜G)
η
∼=
// Σ−1HRG(B
G
+ ∧B E˜G)
That the map η in the top row of the diagram is an isomorphism is part of Propo-
sition 7.1. That implies that H
RO(ΠB)
G (B/BB
G ∧B E˜G) = 0; alternatively, this
vanishing follows from the fact that (B/BB
G)G is the trivial ex-space over BG. In
turn, this vanishing implies that H
RO(ΠB)
G (B/BB
G) ∼= HRO(ΠB)G (B/BBG∧BEG+).
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Finally, that η is a monomorphism and θ is an epimorphism in the third row is part
of Proposition 7.2.
Proposition 8.1. η : HαG(B+) → HαG(BG+) is a monomorphism for |α| ≤ 0. It is
also a monomorphism at level G/G if |α| > 0 and αGk is even for both k.
Proof. From the long exact sequence, we see that η is a monomorphism if the group
HαG(B/BB
G) = 0. In the diagram above we noted that H
RO(ΠB)
G (B/BB
G) ∼=
H
RO(ΠB)
G (B/BB
G ∧B EG+) and we calculated the latter in Proposition 7.2. As a
module over H
RO(G)
G (EG+), it is the suspension of an algebra with multiplicative
generators in gradings 2 and Ω0. Further, H
RO(G)
G (EG+) is 0 in gradings β for
which |β| < 0; at level G/G it is also zero for those |β| ≥ 0 for which βG is odd. It
follows that
HαG(B/BB
G) ∼= HαG(B/BBG ∧B EG+) = 0
for the α specified in the statement of the proposition. 
Corollary 8.2. There are unique elements ζ0 ∈ HΩ0G (B+) and ζ1 ∈ HΩ1G (B+) such
that
η(ζ0) = (ξζ
−1
1,0 , ζ0,1)
and
η(ζ1) = (ζ1,0, ξζ
−1
0,1).
Further, we have
ϕ(ζ0) = ζ0
and
ϕ(ζ1) = ζ1.
Proof. We know that there are elements ζ0 and ζ1 in H
RO(ΠB)
G (B+ ∧B EG+) sat-
isfying
η(ζ0) = (ξζ
−1
1,0 , ζ0,1)
and
η(ζ1) = (ζ1,0, ξζ
−1
0,1).
Looking at (ξζ−11,0 , ζ0,1) ∈ HΩ0G (BG+), we have
ϕθ(ξζ−11,0 , ζ0,1) = θϕ(ξζ
−1
1,0 , ζ0,1) = θη(ζ0) = 0,
so θ(ξζ−11.0 , ζ0,1) = 0. Hence there exists an element ζ0 ∈ HΩ0G (B+) with the re-
quired image under η, and it is unique because we are in a grading in which η is a
monomorphism. The existence and uniqueness of ζ1 follow in the same way.
Finally, ϕ(ζk) = ζk for k = 0 and 1, because their images under η are equal and
η is a monomorpism. 
We emphasize that ζ0 and ζ1 are not invertible as elements of H
RO(ΠB)
G (B+),
unlike their images in H
RO(ΠB)
G (B+ ∧B EG+).
The action of χ is given as follows.
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Proposition 8.3. In H
RO(ΠB)
G we have
χ(ζ0) = ζ1,
χ(ζ1) = ζ0,
χ(cω) = cχω,
χ(cχω) = cω.
Proof. These elements all live in gradings in which η is a monomorphism, so it
suffices to check that the equalities are true after applying η. We have
η(χζ0) = χη(ζ0) = χ(ξζ
−1
1,0 , ζ0,1) = (ζ1,0, ξζ
−1
0,1) = η(ζ1),
hence χζ0 = ζ1. That χζ1 = ζ0 follows because χ
2 = 1.
Similarly,
η(χcω) = χ(σ0ζ1,0, (e
2 + ξσ1)ζ
−1
0,1) = ((e
2 + ξσ0)ζ
−1
1,0 , σ1ζ0,1) = η(cχω),
hence χcω = cχω and χcχω = cω. 
9. The proposed ring structure
We shall show that H
RO(ΠB)
G (B+) is generated multiplicatively by the elements
ζ0, ζ1, cω, and cχω, subject to the two relations given in the following result.
Proposition 9.1. In H
RO(ΠB)
G (B+) we have the relations
ζ0ζ1 = ξ
and
ζ1cχω = (1− κ)ζ0cω + e2.
Proof. To show that the relations hold, we note that both take place in gradings
where Proposition 8.1 says that η : H
RO(ΠB)
G (B+)→ HRO(ΠB)G (BG+) is a monomor-
phism, so it suffices to show that the relations hold after applying η. Recall that
η(ζ0) = (ξζ
−1
1,0 , ζ0,1),
η(ζ1) = (ζ1,0, ξζ
−1
0,1),
η(cω) = (σ0ζ1,0, (e
2 + ξσ1)ζ
−1
0,1), and
η(cχω) = ((e
2 + ξσ0)ζ
−1
1,0 , σ1ζ0,1).
We see immediately that
η(ζ0ζ1) = (ξ, ξ) = ξ,
hence ζ0ζ1 = ξ. For the second relation, we have
η(ζ1cχω − (1− κ)ζ0cω) = (e2 + ξσ0, ξσ1)− (1− κ)(ξσ0, e2 + ξσ1)
= (e2 + ξσ0, ξσ1)− (ξσ0,−e2 + ξσ1)
= (e2, e2)
= e2,
using that (1−κ)ξ = ξ and (1−κ)e = −e, hence the second relation also holds. 
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Multiplying the second relation by (1 − κ) and rearranging gives the similar
relation
ζ0cω = (1− κ)ζ1cχω + e2.
The goal of the following section is to show that H
RO(ΠB)
G (B+) is isomorphic to
the algebra defined by
PRO(ΠB) = H
RO(G)
G (S
0)[ζ0, ζ1, cω, cχω]/〈ζ0ζ1 − ξ, ζ1cχω − (1− κ)ζ0cω − e2〉.
The main result of this section is the following.
Theorem 9.2. PRO(ΠB) is a free H
RO(G)
G (S
0)-module on a basis consisting of the
images of those monomials ζk0 ζ
`
1c
m
ω c
n
χω that are not multiples of
• ζ0ζ1,
• ζ1cχω, or
• ζ20cω.
Proof. Write I = 〈ζ0ζ1−ξ, ζ1cχω−(1−κ)ζ0cω−e2〉. Rather than “write out tortuous
verifications” [2, Introduction], we use Bergman’s Diamond lemma, Theorem 1.2
of [2], as modified for the commutative case by the comments in his §10.3. (Note:
We should presumably be working with anti-commutative rings and algebras, but
Theorem 4.4 tells us that the cohomology of a point is strictly commutative, and
our polynomial generators ζ0, etc., are in “even” gradings where the discussion in
§16 tells us no signs will be introduced.) For this we need several things: First, we
need a partial ordering 4 on the set of all monomials in HRO(G)G (S0)[ζ0, ζ1, cω, cχω]
such that, if A 4 B then CA 4 CB for any monomial C. (By a monomial we shall
always mean a product ζk0 ζ
`
1c
m
ω c
n
χω with no coefficient.) We define 4 by ordering
by total degree and, within the same degree, saying that
ζk10 ζ
`1
1 c
m1
ω c
n1
χω ≺ ζk20 ζ`21 cm2ω cn2χω
if n1 < n2. Note that, as required for the Diamond lemma, this partial order
satisfies the descending chain condition.
Next, we need a reduction system, consisting of pairs (W, f), where W is a
monomial, f is a polynomial, and W −f ∈ I. For this, we take the set S consisting
of the pairs
σ1 = (W1, f1) = (ζ0ζ1, ξ)
σ2 = (W2, f2) = (ζ1cχω, (1− κ)ζ0cω + e2) and
σ3 = (W3, f3) = (ζ
2
0cω, ξcχω + e
2ζ0).
The first two satisfy W − f ∈ I by the definition of I; for the third, note that
ζ20cω = ζ0(ζ0cω)
≡ ζ0((1− κ)ζ1cχω + e2) (mod I)
≡ ξcχω + e2ζ0 (mod I).
We also need that the partial ordering on the monomials is compatible with the re-
duction system, meaning that, for each pair (W, f) above, f is a linear combination
of monomials ≺W , which the reader can quickly check.
As discused in [2], S defines reduction maps onH
RO(G)
G (S
0)[ζ0, ζ1, cω, cχω]: Given
(W, f), we define the reduction r on monomials by defining r(AW ) = Af , r(A) = A
if A is not a multple of W , and then extending linearly to polynomials. Write r1,
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r2, and r3 for the reduction maps defined by σ1, σ2, and σ3, respectively. The last
thing we need to verify in order to use the Diamond lemma is that all ambiguities
of the reduction system are resolvable, meaning that, if (Wi, fi) and (Wj , fj) are
pairs in our reduction system, with corresponding reductions ri and rj , and W is
the least common multiple of Wi and Wj , then ri(W ) and rj(W ) can be further
reduced to give the same polynomial. There are three cases we need to check:
(1) σ1 and σ2: ζ0ζ1cχω is the least common multiple of ζ0ζ1 and ζ1cχω. In this
case, we have
r1(ζ0ζ1cχω) = ξcχω
and
r2(ζ0ζ1cχω) = (1− κ)ζ20cω + e2ζ0.
Applying r3 to the latter gives
r3r2(ζ0ζ1cχω) = (1− κ)ξcχω + (1− κ)e2ζ0 + e2ζ0 = ξcχω,
resolving the ambiguity. (This is why we needed to include σ3 in our re-
duction system.)
(2) σ1 and σ3: ζ
2
0ζ1cω is the least common multiple in question, and
r1(ζ
2
0ζ1cω) = ξζ0cω
while
r3(ζ
2
0ζ1cω) = ξζ1cχω + e
2ζ0ζ1.
Applying r1r2 to the second gives
r1r2r3(ζ
2
0ζ1cω) = r1(ξζ0cω + e
2ξ + e2ζ0ζ1)
= ξζ0cω + 2e
2ξ
= ξζ0cω,
resolving this ambiguity.
(3) σ2 and σ3: ζ
2
0ζ1cωcχω is the least common multiple,
r2(ζ
2
0ζ1cωcχω) = (1− κ)ζ30c2ω + e2ζ20cω,
and
r3(ζ
2
0ζ1cωcχω) = ξζ1c
2
χω + e
2ζ0ζ1cχω.
In this case, we find that
r3r2(ζ
2
0ζ1cωcχω) = ξζ0cωcχω − e2ζ30cω + e2ξcχω + e4ζ0
= r2r3(ζ
2
0ζ1cωcχω).
Thus, we can resolve all the ambiguities, which completes our verification of the
hypotheses of the Diamond lemma.
The conclusion of the Diamond lemma is that, as a module over H
RO(G)
G (S
0),
H
RO(G)
G (S
0)[ζ0, ζ1, cω, cχω] is the direct sum of I and the submodule generated by
the irreducible monomials, which are precisely those not divisible by W1, W2, or W3.
Thus, the quotient ring PRO(ΠB) is free on the images of the irreducible monomials,
proving the theorem. 
Definition 9.3. We call a monomial in ζ0, ζ1, cω and cχω basic if it is not a multiple
of
• ζ0ζ1,
• ζ1cχω, or
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• ζ20cω.
The preceding theorem says that the basic monomials form a basis for PRO(ΠB).
In fact, the Diamond lemma provides an algorithm for reducing any element to
“normal form,” that is, to write any element in terms of basic monomials: Simply
apply the reductions r1, r2, and r3 in any order until no further reductions can be
achieved. This process is guaranteed to stop after finitely many steps, with the end
result not depending on the order in which the reductions are applied.
The following result lists the basic monomials more explicitly, organized by cosets
of RO(G) in RO(ΠB).
Corollary 9.4. If n > 0, then the basic monomials with gradings in nω +RO(G)
are
{ζn1 , ζn−11 cω, . . . , ζ1cn−1ω , cnω, ζ0cn+1ω , cn+1ω cχω, ζ0cn+2ω cχω, cn+2ω c2χω, . . .}.
The basic monomials with gradings in RO(G) are
{1, ζ0cω, cωcχω, ζ0c2ωcχω, c2ωc2χω, ζ0c3ωc2χω, . . .}.
If n < 0, the basic monomials with gradings in nω +RO(G) are
{ζ |n|0 , ζ |n|−10 cχω, . . . , ζ0c|n|−1χω , c|n|χω, ζ0cωc|n|χω, cωc|n|+1χω , ζ0c2ωc|n|+1χω , c2ωc|n|+2χω , . . .}.
In each case, the monomials are listed in order so that the grading of each is either
2 or M larger than the grading of the one preceding it. 
The proof is an exercise in computing the gradings of the basic monomials and
arranging them in order, and will be omitted. This way of organizing the basic
monomials was important to an earlier version of the proof of the structure of
H
RO(ΠB)
G (B+), and may still be a useful way of thinking about them.
10. The cohomology of BGU(1)
There is an algebra map
f : PRO(ΠB) → HRO(ΠB)G (B+)
defined by taking each of the generators ζ0, ζ1, cω, and cχω to the element of the
same name. Proposition 9.1 shows that this defines an algebra map on PRO(ΠB),
and the goal of this section is to show that f is an isomorphism.
Because PRO(ΠB) is a free H
RO(G)
G (S
0)-module, tensoring with the long exact
sequence of the cofibration EG+ → S0 → E˜G gives us a long exact sequence
· · · → PRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)→ PRO(ΠB)
→ PRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)→ · · ·
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The map f induces the following map of long exact sequences:
...

...

PRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)
fE˜G //

H
RO(ΠB)
G (B+ ∧B E˜G)

PRO(ΠB)
f
//

H
RO(ΠB)
G (B+)

PRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)
fEG+
//

H
RO(ΠB)
G (B+ ∧B EG+)

...
...
If we can show that both fEG+ and fE˜G are isomorphisms, then it will follow that
f is an isomorphism.
Proposition 10.1.
fEG+ : P
RO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)→ HRO(ΠB)G (B+ ∧B EG+)
is an isomorphism.
Proof. Write
PRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)
∼= HRO(G)G (EG+)[ζ0, ζ1, cω, cχω]/〈ζ0ζ1 − ξ, ζ1cχω − ζ0cω − e2〉
and remember that H
RO(G)
G (EG+)
∼= HRO(G)G (S0)[ξ−1]. (Note that κ = 0 and
2e2 = 0 in this ring.) The relation ζ0ζ1 = ξ now tells us that both ζ0 and ζ1 are
invertible (because ξ is) and that
ζ0 = ξζ
−1
1 .
Further, the second relation can now be written as
cχω = ζ0ζ
−1
1 cω + ζ
−1
1 e
2 = ξζ−21 cω + ζ
−1
1 e
2.
Thus, we have that
PRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)
∼= HRO(G)G (EG+)[cω, ζ1, ζ−11 ].
The isomorphism now follows from Corollary 7.4. 
Proposition 10.2.
fE˜G : P
RO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)→ HRO(ΠB)G (B+ ∧B E˜G)
is an isomorphism.
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Proof. By Proposition 7.1, we can write fE˜G as
fE˜G : P
RO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)
→ HRO(G)G (S0)[σ0, ζ1,0, ζ−11,0 ]⊗HRO(G)G (S0) H
RO(G)
G (E˜G)
⊕HRO(G)G (S0)[σ1, ζ0,1, ζ−10,1 ]⊗HRO(G)G (S0) H
RO(G)
G (E˜G)
and, by previous calculations, it is induced by the map
PRO(ΠB) → HRO(G)G (S0)[σ0, ζ1,0, ζ−11,0 ]⊕HRO(G)G (S0)][σ1, ζ0,1, ζ−10,1 ]
given by
ζ0 7→ (ξζ−11,0 , ζ0,1)
ζ1 7→ (ζ1,0, ξζ−10,1)
cω 7→ (σ0ζ1,0, (e2 + ξσ1)ζ−10,1)
cχω 7→ ((e2 + ξσ0)ζ−11,0 , σ1ζ0,1).
Because e acts by isomorphisms on H
RO(G)
G (E˜G), we may as well invert e on both
sides of this map and consider the resulting map of modules over
H
RO(G)
G (S
0)[e−1] ∼= 〈Z〉[ξ, e, e−1]/〈2ξ〉.
Note that κ = 2 after inverting e, so the second relation in the definition of PRO(ΠB)
can be written
ζ0cω + ζ1cχω = e
2.
Now, because every element of H
RO(G)
G (E˜G) is annihilated by a sufficiently high
power of ξ, we have that
PRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)
∼= PRO(ΠB)[e−1]∧ξ ⊗HRO(G)G (S0)[e−1] H
RO(G)
G (E˜G)
and similarly for the right-hand side of fE˜G. We can therefore consider the map
f¯E˜G : P
RO(ΠB)[e−1]∧ξ
→ HRO(G)G (S0)[e−1][σ0, ζ1,0, ζ−11,0 ]∧ξ ⊕HRO(G)G (S0)[e−1][σ1, ζ0,1, ζ−10,1 ]∧ξ .
To show that fE˜G is an isomorphism, it suffices to show that f¯E˜G is, and for this
we find an explicit inverse.
To this end, define
σ =
∞∑
n=0
(e−2ξ)2
n−1(e−2cωcχω)2
n ∈ PRO(ΠB)[e−1]∧ξ .
We claim that this element satisfies f¯E˜G(σ) = (σ0, σ1). First calculate
f¯E˜G(e
−2cωcχω) = e−2(σ0(e2 + ξσ0), σ1(e2 + ξσ1))
= (σ0, σ1) + e
−2ξ(σ0, σ1)2,
so
f¯E˜G((e
−2cωcχω)2
n
) = ((σ0, σ1) + e
−2ξ(σ0, σ1)2)2
n
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= (σ0, σ1)
2n + (e−2ξ)2
n
(σ0, σ1)
2n+1 ,
using that 2ξ = 0. It follows that, on applying f¯E˜G, the infinite sum in the definition
of σ telescopes and converges to (σ0, σ1).
We then have
f¯E˜G(cω − ζ1σ) = (0, e2ζ−10,1)
and
f¯E˜G(cχω − ζ0σ) = (e2ζ−11,0 , 0).
Define
g¯ : H
RO(G)
G (S
0)[e−1][σ0, ζ1,0, ζ−11,0 ]
∧
ξ ⊕HRO(G)G (S0)[e−1][σ1, ζ0,1, ζ−10,1 ]∧ξ
→ PRO(ΠB)[e−1]∧ξ
as the continuous algebra map determined by
g¯(1, 0) = e−2ζ1(cχω − ζ0σ)
g¯(ζ1,0, 0) = e
−2ζ21 (cχω − ζ0σ)
g¯(ζ−11,0 , 0) = e
−2(cχω − ζ0σ)
g¯(σ0, 0) = e
−2ζ1σ(cχω − ζ0σ)
g¯(0, 1) = e−2ζ0(cω − ζ1σ)
g¯(0, ζ0,1) = e
−2ζ20 (cω − ζ1σ)
g¯(0, ζ−10,1) = e
−2(cω − ζ1σ)
g¯(0, σ1) = e
−2ζ0σ(cω − ζ1σ).
It is now a straightforward calculation to check that g¯ is the inverse of f¯E˜G. 
Theorem 10.3. H
RO(ΠB)
G (B+) is the commutative H
RO(G)
G (S
0)-algebra generated
by the elements ζ0, ζ1, cω, and cχω subject to the two relations
ζ0ζ1 = ξ
and
ζ1cχω − (1− κ)ζ0cω = e2.
It is free as a module over H
RO(G)
G (S
0) on the basic monomials as defined in Defi-
nition 9.3.
Proof. It follows from Propositions 10.1 and 10.2 and the comparison of long
exact sequences outlined at the beginning of this section that f : PRO(ΠB) →
H
RO(ΠB)
G (B+) is a ring isomorphism. The theorem then follows from the definition
of PRO(ΠB) and Theorem 9.2. 
Corollary 10.4. The pairings
H
RO(ΠB)
G (B+)⊗HRO(G)G (S0) H
RO(G)
G (EG+)→ HRO(ΠB)G (B+ ∧B EG+)
and
H
RO(ΠB)
G (B+)⊗HRO(G)G (S0) H
RO(G)
G (E˜G)→ HRO(ΠB)G (B+ ∧B E˜G)
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are isomorphisms. The long exact sequence for the cofibration B+ ∧B EG+ →
B+ → B+ ∧B E˜G is isomorphic to the long exact sequence for the cofibration
EG+ → S0 → E˜G tensored with HRO(ΠB)G (B+).
Proof. This follows from the isomorphism PRO(ΠB) ∼= HRO(ΠB)G (B+) and the iso-
morphism of the long exact sequences displayed above Proposition 10.1. 
The cohomology group H0G(B+) has an interesting structure. Additively, it is
AG/G ⊕ 〈Z〉, where the second summand is generated by
 = e−2κζ0cω.
Proposition 10.5. The units in H0G(B+) are
±1, ±(1− κ), ±(1− ), and ± (1− κ+ ) = ±(1− κ)(1− ).
Each of these elements squares to 1.
Proof. We know that κ2 = 2κ and we also have
2 = (e−2κζ0cω)2
= 2e−4κ(ζ0cω)2
= 2e−4κζ0cω(e2 + (1− κ)ζ1cχω)
= 2e−2κζ0cω + 2(1− κ)e−4κξcωcχω
= 2e−2κζ0cω
= 2,
using the fact that e−4κ·ξ = 0. From this it follows that (1−κ)2 = 1 and (1−)2 = 1.
We also then have that [(1− κ)(1− )]2 = 1, but (1− κ)(1− ) = 1− κ+  because
κ = 2. Therefore, the elements listed all square to 1 and are all units.
On the other hand, an arbitrary element of H0G(B+) can be written as a sum
a + bκ + c for integers a, b, and c, and consideration of when two such elements
can multiply to give 1 leads to the conclusion that only the eight elements above
can be units. 
Notice that
κ−  = κ− e−2κζ0cω
= κ− e−2κ((1− κ)ζ1cχω + e2)
= e−2κζ1cχω
= χ,
so, where  appears above, we can also expect to see κ− , and we do.
These elements enter into the calculation of the Euler class of a dual bundle. We
write
ω∨ = Hom(ω,C).
Note that
(χω)∨ = χ(ω∨) = Hom(ω,M),
so we write χω∨ unambiguously.
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Proposition 10.6.
e(ω∨) = −(1− )cω
and
e(χω∨) = −(1− κ)(1− )cχω.
Proof. The bundle ω∨ gives the same representation of ΠB as does ω, so e(ω∨)
lies in the same grading as e(ω) = cω. In this grading, η : H
ω
G(B+) → HωG(BG+)
is monomorphic, so it suffices to show the desired equality in HωG(B
G
+). Consider
ω∨|B0 = (ω|B0)∨. As nonequivariantly, ω∨ is the same underlying real bundle as ω
but with the complex structure conjugated. The bundle ω|B0 is the nonequivariant
canonical bundle over CP∞ with trivial G-action on its fiber, so conjugating the
G-action on the fibers has the same effect on the Euler class as locally applying the
orientation-reversing map R2 → R2 on each fiber, which leads to
e(ω∨)|B0 = e(ω∨|B0) = −e(ω|B0).
On the other hand, ω|B1 is the nonequivariant canonical bundle with each fiber
isomorphic to M as a representation of G. Conjugating the complex structure
amounts locally to applying the orientation-reversing map M → M on each fiber,
which gives the unit κ− 1 in the Burnside ring rather than −1. Thus,
e(ω∨)|B1 = (κ− 1)e(ω|B1).
Therefore,
η(e(ω∨)) = (−1, κ− 1)η(cω).
We also calculate
η(1− ) = η(1− e−2κζ0cω) = (1, 1)− (0, κ) = (1, 1− κ),
so
η(−(1− )cω) = (−1, κ− 1)η(cω) = η(e(ω∨)),
showing that e(ω∨) = −(1− )cω as claimed.
The second equality follows on applying χ:
e(χω∨) = χe(ω∨) = χ(−(1− )cω) = −(1− κ+ )cχω = −(1− κ)(1− )cχω. 
Comparison to Lewis’s calculation in RO(G)-grading. In [10], Gaunce Lewis
calculated the RO(G)-graded part H
RO(G)
G (B+) of the cohomology of B. We here
recover his results from ours.
Part of Lewis’s Theorem 5.1 shows that H
RO(G)
G (B+) is generated by two ele-
ments we shall call γ ∈ HMG (B+) (Lewis’s c) and Γ ∈ HM+2G (B+) (Lewis’s C(1)),
with the single relation
γ2 = e2γ + ξΓ.
This results in an additive basis consisting of
1, γ, Γ, γΓ, Γ2, γΓ2, . . .
Our additive calculation gave a basis for H
RO(G)
G (B+) consisting of
1, ζ0cω, cωcχω, ζ0c
2
ωcχω, c
2
ωc
2
χω, ζ0c
3
ωc
2
χω, . . .
If we let γ = ζ0cω and Γ = cωcχω, we recover Lewis’s generators. Moreover, his
relation between these generators can be seen as follows:
γ2 = (ζ0cω)
2
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= ζ0cω(e
2 + (1− κ)ζ1cχω)
= e2ζ0cω + (1− κ)ξcωcχω
= e2γ + ξΓ,
using the fact that (1− κ)ζ0ζ1 = (1− κ)ξ = ξ.
In his Remark 5.3, Lewis introduces an element γ˜ = e2 + (1 − κ)γ (his c˜) and
points out that γ˜ could be used as a generator in place of γ. In fact, γ˜ = ζ1cχω,
and his equation relating γ and γ˜ is our basic relation between ζ0cω and ζ1cχω.
11. On the elements ζ0 and ζ1
The generators cω and cχω are not unexpected, being the Euler classes of canon-
ical bundles over B. But where did the generators ζ0 and ζ1 come from? We will
give one answer here and another in Part 3.
In 1983, in an unpublished manuscript [15], Stefan Waner proposed the following
construction (in a less general setting, but it works perfectly well here): Suppose
that ξ is a complex vector bundle over a G-space X with Euler class e(ξ) ∈ HξG(X+).
Write cξ(ξ) = e(ξ). Now consider the Gysin sequence induced by the cofibration
S(ξ)+ → D(ξ)+ → T (ξ) over X. Part of that sequence is the following:
0 = H−2G (X+)→ Hξ−2G (X+)→ Hξ−2G (S(ξ)+)→ H−1G (X+) = 0,
hence Hξ−2G (X+) ∼= Hξ−2G (S(ξ)+). When we pull ξ back along p : S(ξ) → X, it
splits canonically as p∗ξ ∼= ξ′ ⊕ C, so we get an Euler class
e(ξ′) ∈ Hξ−2G (S(ξ)+) ∼= Hξ−2G (X+),
which we write as cξ−2(ξ). By induction, we get a series of classes
cξ−2i(ξ) ∈ Hξ−2iG (X+) 0 ≤ i ≤ dimC ξ,
which Stefan proposed as the equivariant Chern classes of ξ.
Let us apply this construction to the canonical line bundle ω over B. We are
already writing cω = e(ω), but what is cω−2? We have
Hω−2G (S(ω)+) ∼= Hω−2G (B+) ∼= AG/G,
generated by ζ1. Now cω−2 is defined to be the Euler class of the 0-bundle of
dimension ω− 2, which is the same as its Thom class, which can be identified with
ζ1. Thus,
ζ1 = cω−2.
Similarly,
ζ0 = cχω−2.
In general, then, if ξ is any complex line bundle over a G-space X, classified by
ξˆ : X → B, we may think of
cω(ξ) = ξˆ
∗(cω) ∈ HξG(X+)
and
cω−2(ξ) = ξˆ∗(cω−2) = ξˆ∗(ζ1) ∈ Hξ−2G (X+)
as the Chern classes of ξ. Similarly, we have
cχω(ξ) = ξˆ
∗(cχω) = cω(χξ) ∈ HχξG (X+)
38 STEVEN R. COSTENOBLE
and
cχω−2(ξ) = ξˆ∗(cχω−2) = cω−2(χξ) ∈ Hχξ−2G (X+),
which are the Chern classes of χξ = ξ ⊗C M.
12. Cohomology with other coefficient systems
The fact that the cohomology of B with AG/G coefficients is a free H
RO(G)
G (S
0)-
module allows us to calculate its cohomology with any coefficient system. We
begin with a general result along the lines of Adams’ splitting [1]. For the next
several results, we let G be any finite group, α ∈ RO(ΠB), and let X → B be any
ex-G-space. By [4, §3.7], both HGα+RO(G)(−;AG/G) and Hα+RO(G)G (−;AG/G) are
represented by a spectrum HAαG/G parametrized by B.
Proposition 12.1. Suppose that HGα+RO(G)(X;AG/G) is free as a module over
HGRO(G)(S
0;AG/G). Then the (nonparametrized) spectrum ρ!(X ∧B HAαG/G) is
equivalent to a wedge of suspensions of the nonparametrized spectrum HAG/G.
Similarly, if H
α+RO(G)
G (X;AG/G) is free as a module over H
α+RO(G)
G (X;AG/G),
then the spectrum FB(X,HA
α
G/G) is equivalent to a wedge of suspensions of HAG/G.
Proof. Recall from [4] that
HGα+β(X;AG/G)
∼= [Sβ , ρ!(X ∧B HAαG/G)]G
for β ∈ RO(G). Take a basis for HGα+RO(G)(X;AG/G) over HGRO(G)(S0;AG/G) and
represent each basis element as a map Sβ → ρ!(X ∧B HAαG/G). This gives a map∨
Sβ → ρ!(X ∧B HAαG/G),
where the wedge is taken over the basis. Using the fact that HAαG/G is a module
over HAG/G (or ρ
∗HAG/G), we then have the composite∨
Sβ ∧HAG/G → ρ!(X ∧B HAαG/G) ∧HAG/G → ρ!(X ∧B HAαG/G),
which is a weak equivalence.
The proof for cohomology is similar, using
Hα+βG (X;AG/G)
∼= [Sβ , FB(X,HAαG/G)]G. 
Proposition 12.2. Let G be any finite group, let X → B be an ex-G-space, and
suppose that HGα+RO(G)(X;AG/G) is a free module over H
G
RO(G)(S
0;AG/G) for an
α ∈ RO(ΠB). If T is any Mackey functor, then
HGα+RO(G)(X;T )
∼= HGα+RO(G)(X;AG/G)⊗HG
RO(G)
(S0;AG/G)
HGRO(G)(S
0;T ).
Similarly, if H
α+RO(G)
G (X;AG/G) is a free module over H
RO(G)
G (S
0;AG/G), then
H
α+RO(G)
G (X;T )
∼= Hα+RO(G)G (X;AG/G)⊗HRO(G)G (S0;AG/G) H
RO(G)
G (S
0;T ).
Proof. Consider homology, where we have the representing spectrumHTα, meaning
that
HGα+β(X;T )
∼= [Sβ , ρ!(X ∧B HTα)]G.
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Using the preceding proposition, we have
ρ!(X ∧B HTα) ' ρ!(X ∧B HAαG/G ∧HAG/G ρ∗HT )
' ρ!(X ∧B HAαG/G) ∧HAG/G HT
' (∨Sβ ∧HAG/G) ∧HAG/G HT
'
∨
Sβ ∧HT,
with the wedge taken over a basis for HGα+RO(G)(X;AG/G) over H
G
RO(G)(S
0;AG/G).
This implies the algebraic claim of the proposition.
The proof for cohomology is similar, using FB(X,HT
α). 
Returning to the case G = Z/2 and B = CP∞G , we can now easily compute the
cohomology of B with any coefficient system. The one that is probably of most
interest is RZ, the “constant Z” Mackey functor. Refer to Theorem 21.3 for the
structure of H
RO(G)
G (S
0;RZ).
Theorem 12.3. H
RO(ΠB)
G (B+;RZ) is the commutative H
RO(G)
G (S
0;RZ)-algebra
generated by the elements ζ0, ζ1, cω, and cχω subject to the two relations
ζ0ζ1 = ξ
and
ζ1cχω − ζ0cω = e2.
It is free as a module over H
RO(G)
G (S
0;RZ).
Proof. It follows from Proposition 12.2 that
H
RO(ΠB)
G (B+;RZ) ∼= HRO(ΠB)G (B+)⊗HRO(G)G (S0) H
RO(G)
G (S
0;RZ).
H
RO(G)
G (S
0;RZ) is the quotient of HRO(G)G (S0) by the ideal consisting of the el-
ements ekκ, k ∈ Z. (Recall that ekκ = 2ek for k > 0.) The result then follows
readily from Theorem 10.3, noting that the second relation simplifies because κ = 0
in the quotient. 
Corollary 21.4 implies calculations of H∗G(B+;T ) with T equal to LZ, RZ−, or
LZ−. Each of these is probably best understood as a free module over H∗G(B+;RZ)
on a single generator.
Part 3. Characteristics of the component structure
13. The space C(n)
Throughout this work we have been grading cohomology on RO(ΠB) by looking
at spaces over B = BGU(1) = CP∞G . In [3, 24.1] we constructed a classifying space
BR for any bundle of groupoids R over OG (like ΠB), such that, for X a G-CW
space, the set of homotopy classes of maps [X,BR]G is in one-to-one correspondence
with the set of natural isomorphism classes of functors ΠGX → R over OG. In
particular, there is a space BΠCP∞G and a map CP∞G → BΠCP∞G that gives an
isomorphism ΠCP∞G → ΠBΠCP∞G ; in particular, RO(ΠBΠCP∞G ) ∼= RO(ΠB).
The space BΠCP∞G has a simple description: It is characterized by the fact that
it is nonequivariantly contractible and (BΠCP∞G )G consists of two contractible
components. We can construct such a space directly using Elmendorf’s construction
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[7]. Given any map X → CP∞G , the composite X → CP∞G → BΠCP∞G captures
the data about which components of XG map to which of the two components of
(CP∞G )G. The induced RO(ΠB) grading on the cohomology of X can be thought
of as coming from the map X → BΠCP∞G rather than the original X → B, so
depends only on where each component of X is going.
Likewise, the cohomology of B, as well as the cohomologies of all the spaces
over B we have been discussing, can be thought of as modules over the cohomology
of BΠCP∞G , so it would be interesting to calculate this cohomology ring as well.
For future use, we generalize to a space with possibly more than two fixed-set
components.
Definition 13.1. Let C = C(n) be a G-space, of the homotopy type of a G-CW
complex, such that C(n) is nonequivariantly contractible and C(n)G consists of n
contractible components. We write
C(n)G =
n−1∐
k=0
C(n)k
where each C(n)k is a contractible space.
We will assume n ≥ 2 throughout. Again, such a space can be constructed
using Elmendorf’s construction and is unique up to G-homotopy equivalence. A
map X → C(n) is completely determined by noting, for each component of XG,
which component of C(n)G it maps to. In this sense, we think of C(n) loosely as
“classifying” the component structure of G-spaces.
In the rest of this part we will be grading cohomology on RO(ΠC), so we first
calculate this representation ring. We state the result, whose proof is essentially
the same as that of Proposition 5.1.
Proposition 13.2.
RO(ΠC) ∼= {(αk)n−1k=0 | αk ∈ RO(G), |α0| = |α1| = · · · = |αn−1|,
and αG0 ≡ αG1 ≡ · · · ≡ αGn−1 (mod 2)}.
It is a free abelian group of rank n+ 1. If we define Ωi ∈ RO(ΠC) by
(Ωi)k =
{
M− 2 if k = i
0 if k 6= i,
then a basis for RO(ΠC) can be taken to consist of 1 = (1)k, Λ = (Λ)k, and any
n− 1 of the Ωi. 
We make the following definition, similar to Definition 5.3.
Definition 13.3. If α ∈ RO(ΠC), write |α| for the common dimension |αk| of each
component. Let
Iev(ΠC) = {α ∈ RO(ΠC) | |α| = 0 and αGk even ∀k}.
Note that Iev(ΠC) consists exactly of those elements of RO(ΠC) that can be
written as
∑
imiΩi for mi ∈ Z.
The calculation of H
RO(ΠC)
G (C(n)+) is similar to the calculation of the cohomol-
ogy of B, with some parts much simpler but some parts actually more complicated.
We begin with some of the simple calculations.
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Proposition 13.4. For each k, we have the following calculation:
H
RO(ΠC)
G (C(n)
k
+)
∼= HRO(G)G (S0)[ζi,k, ζ−1i,k | i 6= k]
H
RO(ΠC)
G (C(n)
k
+ ∧C EG+) ∼= HRO(ΠC)G (C(n)k+)⊗HRO(G)G (S0) H
RO(G)
G (EG+)
H
RO(ΠC)
G (C(n)
k
+ ∧C E˜G) ∼= HRO(ΠC)G (C(n)k+)⊗HRO(G)G (S0) H
RO(G)
G (E˜G),
where |ζi,k| = Ωi. Further,
H
RO(ΠC)
G (C(n)
G
+)
∼=
n−1⊕
k=0
H
RO(ΠC)
G (C(n)
k
+)
H
RO(ΠC)
G (C(n)
G
+ ∧C EG+) ∼= HRO(ΠC)G (C(n)G+)⊗HRO(G)G (S0) H
RO(G)
G (EG+)
H
RO(ΠC)
G (C(n)
G
+ ∧C E˜G) ∼= HRO(ΠC)G (C(n)G+)⊗HRO(G)G (S0) H
RO(G)
G (E˜G).
Proof. The proof is essentially the same as that of Proposition 6.4, simplified
by the fact that each C(n)k is contractible. We use that the kernel of the map
RO(ΠC(n)) → RO(ΠC(n)k) ∼= RO(G) is the free abelian subgroup generated by
{Ωi | i 6= k}, so that we now need an invertible element ζi,k for every grading Ωi
with i 6= k. 
The following notation will be convenient.
Definition 13.5. If α =
∑
imiΩi ∈ Iev(ΠC) with mk = 0, we write
ζα∗,k =
∏
i
ζmii,k ∈ HαG(C(n)k+).
Note that the condition on α is equivalent to saying that α ∈ RO(ΠC) with
αk = 0.
Also simple are the cohomologies of C(n)+ ∧C EG+ and C(n)+ ∧C E˜G.
Proposition 13.6. We have
H∗G(C(n)+ ∧C EG+) ∼= HRO(G)G (EG+)[ζi, ζ−1i | 0 ≤ i < n]/〈
∏
i ζi = ξ〉.
The long exact sequence of the pair (C(n), C(n)G) reduces to a split short exact
sequence
0→ HRO(G)G (C(n)+ ∧C EG+)
η−→ HRO(G)G (C(n)G+ ∧C EG+)
→ Σ−1HRO(G)G (C(n)/CC(n)G ∧C EG+)→ 0
with
η(ζi)k =
{
ζi,k if k 6= i
ξ
∏
j 6=k ζ
−1
j,k if k = i.

The proof is the similar to the proofs of the corresponding statements about
B+ ∧B EG+ in §7, but simpler.
Note that, because ξ is invertible in H
RO(G)
G (EG+), the relation
∏
i ζi = ξ means
that we could do without any one of the elements ζi, and would no longer need the
relation. We can say, for example, that
H∗G(C(n)+ ∧C EG+) ∼= HRO(G)G [EG+][ζi, ζ−1i | 0 < i < n].
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Similar to the notation introduced above, if α =
∑
imiΩi ∈ Iev(ΠC) we write
ζα∗ =
∏
i
ζmii ∈ HαG(C(n)+ ∧C EG+).
If m0 = m1 = · · · = mn−1 = 1, then α = M− 2 ∈ RO(G) and ζM−2∗ = ξ.
Proposition 13.7. The inclusion C(n)G → C(n) induces an isomorphism
H
RO(ΠC)
G (C(n)+ ∧C E˜G)
∼= HRO(ΠC)G (C(n)G+ ∧C E˜G)
∼=
n−1⊕
k=0
H
RO(G)
G (S
0){ζα∗,k | αk = 0} ⊗HRO(G)G (S0) H
RO(G)
G (E˜G).
Proof. As in Proposition 7.1, this is just the observation that C(n)G+ ∧ E˜G →
C(n)+ ∧ E˜G is a weak equivalence. 
14. The cohomology of C(n)
Unlike B, the cohomology of C(n) is not a free module over H
RO(G)
G (S
0). This
is where the argument gets more complicated.
The diagram at the beginning of §8 works equally well with C(n) in place of
B. By the same argument used for the cohomology of B, we can find elements
ζi ∈ HΩiG (C(n)+), 0 ≤ i < n, characterized by
η(ζi)k =
{
ζi,k if k 6= i
ξ
∏
j 6=k ζ
−1
j,k if k = i.
These map to the elements of H
RO(ΠC)
G (C(n)+ ∧C EG+) of the same names that
we saw in the preceding section. We have
n−1∏
i=0
ζi = ξ
in H
RO(ΠC)
G (C(n)+), similarly to the cohomology of B. As in the preceding section
we will write
ζα∗ =
∏
i
ζmii
if α =
∑
imiΩi ∈ Iev(ΠC) with all mi ≥ 0.
We define
QRO(ΠC) = H
RO(G)
G [ζ0, . . . , ζn−1]/〈
∏n−1
i=0 ζi − ξ〉
Proposition 14.1. QRO(ΠC) is a free H
RO(G)
G (S
0)-module on a basis consisting of
the images of those monomials
∏
i ζ
mi
i that are not multiples of
∏n−1
i=0 ζi.
Proof. This may be proved directly, or by an application of the Diamond lemma,
similar to but much simpler than the proof of Theorem 9.2. 
Definition 14.2. We say that a monomial
∏n−1
i=0 ζ
mi
i is basic if it is not a multiple
of
∏n−1
i=0 ζi.
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Another way to characterize basic monomials, of course, is that they are the
products
∏n−1
i=0 ζ
mi
i such that mi = 0 for at least one i. These basis elements are
distributed nicely:
Lemma 14.3. Let α ∈ RO(ΠC). Then there is exactly one basic monomial with
grading in the coset α+RO(G) ⊂ RO(ΠC).
Proof. We first observe that, for α ∈ RO(ΠC), there is a unique β ∈ α + RO(G)
such that βGi ≤ 0 for all i and βGi = 0 for some i. In fact, we have β = α − αj
where j is an index such that αGj is a maximum.
For such a β we have β =
∑
imiΩi where mi ≥ 0 for all i and mi = 0 for
some i. The element
∏
i ζ
mi
i is then the unique basic monomial with grading in
α+RO(G). 
Consider the algebra map f : QRO(ΠC) → HRO(ΠC)G (C+) given by taking each ζi
to the element of the same name. As in the case of B, we have a map of long exact
sequences:
...

...

QRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)
fE˜G //

H
RO(ΠB)
G (C(n)+ ∧B E˜G)

QRO(ΠB)
f
//

H
RO(ΠB)
G (C(n)+)

QRO(ΠB) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)
fEG+
//

H
RO(ΠB)
G (C(n)+ ∧B EG+)

...
...
We shall show that fEG+ is again an isomorphism, but in this case fE˜G is not, and
we shall see where that leads us.
Proposition 14.4.
fEG+ : Q
RO(ΠC) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)→ HRO(ΠC)G (C(n)+ ∧C EG+)
is an isomorphism.
Proof. Because ξ is invertible in H
RO(G)
G , the relation
∏
i ζi = ξ implies that each
ζi is invertible in Q
RO(ΠC) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+) and that any one of them,
say ζ0, can be written in terms of the others. It follows that
QRO(ΠC) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (EG+)
∼= HRO(G)G (EG+)[ζi, ζ−1i | 0 < i < n],
and it is now clear from the discussion after Proposition 13.6 that fEG+ is an
isomorphism. 
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Proposition 14.5.
fE˜G : Q
RO(ΠC) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)→ HRO(ΠC)G (C(n)+ ∧C E˜G)
is a monomorphism, but not an isomorphism if n > 1. It is split as a map of
H
RO(G)
G (S
0)-modules.
Proof. Fix an α and consider what happens in gradings α + RO(G). In these
gradings, Qα+RO(G) is generated by a single basic monomial
∏
i ζ
mi
i and we may
assume that α has been chosen to be the degree of this monomial, so
∏
i ζ
mi
i = ζ
α
∗ ,
that is, α =
∑
imiΩi.
From the calculation in the preceding section, in gradings α+RO(G) the target
of fE˜G is ( n−1⊕
k=0
H
RO(G)
G (S
0){ζα−αk∗,k }
)
⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G).
If x ∈ HRO(G)G (E˜G), we have
fE˜G
(
ζα∗ ⊗ x
)
= (ξmkζα−αk∗,k ⊗ x)k.
Let i be an index such that mi = 0, so the ith term above is ζ
α
∗,i ⊗ x. This implies
that projection to the ith summand is a splitting of fE˜G as a map of H
RO(G)
G (S
0)-
modules in gradings α+RO(G).
If n > 1, the cokernel of fE˜G in these gradings is isomorphic to the sum of the
other n− 1 summands, so is nontrivial, hence fE˜G is not an isomorphism. 
We can now calculate the cohomology of C(n).
Theorem 14.6. As a module over H
RO(G)
G (S
0), H
RO(ΠC)
G (C(n)+) is the pushout
in the diagram
QRO(ΠC) ⊗
H
RO(G)
G (S
0)
H
RO(G)
G (E˜G)
//
fE˜G

QRO(ΠC)
f

H
RO(ΠC)
G (C(n)+ ∧C E˜G) // HRO(ΠC)G (C(n)+)
in which the vertical arrows are both split monomorphisms. Thus, H
RO(ΠC)
G (C(n)+)
contains a free submodule isomorphic to QRO(ΠC) as a summand, but the other
summand is isomorphic to the direct sum of (countably infinitely many) copies of
H
RO(G)
G (E˜G).
As an algebra over H
RO(G)
G (S
0), H
RO(ΠC)
G (C+) is generated by elements
ζi 0 ≤ i < n
and
xζα∗,k x ∈ HRO(G)G (E˜G), 0 ≤ k < n, α ∈ RO(ΠC), αk = 0.
As usual, we will write ζα∗ =
∏
i ζ
mi
i if α =
∑
imiΩi. All relations among these
generators are consequencs of the following relations:
n−1∏
i=0
ζi = ξ
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y(xζα∗,k) = (yx)ζ
α
∗,k if y ∈ HRO(G)G (S0)
(xζα∗,k)(yζ
β
∗,`) =
{
xyζα+β∗,k if k = `
0 if k 6= `
ζα∗ · xζβ∗,k = ξmkxζα−αk+β∗,k where α =
∑
kmkΩk
ψ(x)ζα∗ =
∑
k
ξmkxζα−αk∗,k for x ∈ HRO(G)G (E˜G) and α =
∑
kmkΩk
Proof. In the map of long exact sequences displayed after Definition 14.2, we now
know that fEG+ is an isomorphism and fE˜G is a monomorphism. A diagram chase
shows that these imply that the square involving fE˜G and f is a pushout square,
as claimed in the theorem. Moreover, because fE˜G is a split monomorphism, its
pushout, f , is as well.
Note that the cokernel of f is therefore isomorphic to the cokernel of fE˜G, which
is a direct sum of countably infinitely many copies of H
RO(G)
G (E˜G), with n − 1
copies in each coset of gradings α+RO(G) ⊂ RO(ΠC).
The analogue of Proposition 8.1 holds for C, by a similar proof as for B. We
have already defined the elements ζi ∈ HΩiG (C(n)+). We define the element xζα∗,k
to be the image in H
RO(ΠC)
G (C(n)+) of ζ
α
∗,k ⊗ x ∈ HRO(ΠC)G (C(n)+ ∧C E˜G). It
follows that
η(xζα∗,k)` =
{
ψ(x)ζα∗,k if ` = k
0 if ` 6= k.
(Note that the fact that η(xζα∗,k) = 0 if ψ(x) = 0 does not contradict that η is a
monomorphism in even gradings.)
From our description of the basic monomials and our calculation of the coho-
mology H
RO(ΠC)
G (C(n)+ ∧C E˜G), we see that the elements ζi and xζα∗,k generate
H
RO(ΠC)
G (C(n)+) multiplicatively.
The relation
∏
i ζi = ξ holds because it is true on applying η and takes place
in a grading in which η is a monomorphism. The next two relations listed in the
theorem hold because they do in H
RO(ΠC)
G (C(n)+ ∧C E˜G).
To verify the formula for ζα∗ · xζβ∗,k, consider the following diagram:
H
RO(ΠC)
G (C(n)+)⊗HRO(ΠC)G (C(n)+∧E˜G)

η
// H
RO(ΠC)
G (C
G
+ )⊗HRO(ΠC)G (CG+∧E˜G)

H
RO(ΠC)
G (C(n)+∧C(n)+∧E˜G)

∼= // HRO(ΠC)G (CG+∧CG+∧E˜G)

H
RO(ΠC)
G (C(n)+∧E˜G)

∼= // HRO(ΠC)G (CG+∧E˜G)
H
RO(ΠC)
G (C(n)+)
This diagram implies that it suffices to check that the formula holds in the coho-
mology group H
RO(ΠC)
G (C(n)
G
+ ∧ E˜G), where it is easy to check component-wise.
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The relation ψ(x)ζα∗ =
∑
k ξ
mkxζα−αk∗,k expresses the fact that H
RO(ΠC)
G (C(n)+)
is the pushout of the diagram in the theorem.
That the listed relations imply all relations follows from the fact that they eas-
ily allow us to write any product of generators as a linear combination of basic
monomials from QRO(ΠC) and elements xζα∗,k from H
RO(ΠC)
G (C(n)+ ∧C E˜G). 
15. BGU(1) as a space over C(2)
The universal property of C(2) gives a map B = BGU(1)→ C(2) mapping B0 →
C(2)0 and B1 → C(2)1, and inducing an equivalence on fundamental groupoids,
hence an isomorphism RO(ΠB) ∼= RO(ΠC). In this way we consider B as a space
parametrized by C(2). This allows us to consider H
RO(ΠB)
G (B+) as an algebra over
H
RO(ΠC)
G (C(2)+), via a ring map
H
RO(ΠC)
G (C(2)+)→ HRO(ΠC)G (B+) = HRO(ΠB)G (B+).
Comparing definitions, we see that ζ0 7→ ζ0 and ζ1 7→ ζ1, giving another explanation
for where these classes in H
RO(ΠB)
G (B+) come from. What about the elements
xζα∗,k ∈ HRO(ΠC)G (C(2)+)? The formulas used in the proof of Theorem 10.3 show
how to write their images in H
RO(ΠB)
G (B+) in terms of the generators we have
given. We note for our purposes here that xζα∗,k maps to 0 in H
RO(ΠB)
G (B+) if
ψ(x) = 0.
From our calculations we get the following result.
Proposition 15.1. There is no equivariant section of the map B → C(2), even up
to homotopy.
Proof. If there were a homotopy section, then the ring map H∗G(C(2)+)→ H∗G(B+)
would be injective. However, the element (δξ−11 )ζ
0
1,0 is nonzero in H
∗
G(C(2)+), but
maps to 0 in H∗G(B+) because ψ(δξ
−1
1 ) = 0. 
Remark 15.2. This result settles a point on which the author was confused for a
while. The G-space B is nonequivariantly equivalent to K(Z, 2) and BG is equiv-
alent to the disjoint union of two copies of K(Z, 2). This suggests that it should
should represent the functor H2G(−;RZ) on spaces over C(2), but the cohomology
of B just seems wildly wrong for that: What would be the fundamental cohomology
element in H2G(B;RZ)? But the space representing H2G(−;RZ) must first be an
ex-space over C(2), and the proposition shows that B cannot be made into one,
hence it is not a candidate to represent any cohomology group.
In fact, the ex-space representing H2G(−;RZ) is simply C(2) × K(Z, 2) for a
nonequivariant K(Z, 2), say CP∞, taken with trivial G-action, and with a sec-
tion given by any chosen point in K(Z, 2). The proposition shows that B is not
equivariantly equivalent to C(2)×K(Z, 2).
Thus, unlike the nonequivariant case, equivariant complex line bundles do not
appear to be classified by a cohomology class (like the Euler class in the nonequiv-
ariant case), as CP∞G is not the representing space for any cohomology group.
Corollary 15.3. There is no complex line bundle over C(2) who associated repre-
sentation is ω ∈ RO(ΠGC) = RO(ΠGB).
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Proof. If there were such a line bundle, its classifying map C(2) → B would be
a (homotopy) section of the projection B → C(2). But the preceding proposition
shows that no such map exists. 
Remark 15.4. It would be convenient in some contexts to know that a given rep-
resentation of a fundamental groupoid comes from a bundle over the space, but
this result shows that, at least for complex bundles, this is not something that is
guaranteed to happen.
Note that, as an algebra over H∗G(C+), H
∗
G(B+) is generated by cω and cχω.
This leads to another interesting question that seems best to pose in this context:
To what extent are the characteristic classes cω and cχω independent of each other?
For a more specific question, is there an example of a G-space X and two complex
line bundles θ1 and θ2 over X with cω(θ1) = cω(θ2) but cχω(θ1) 6= cχω(θ2)?
The assumption that cω(θ1) = cω(θ2) implies that, for each fixed point x ∈ XG,
the fibers of θ1 and θ2 over x are isomorphic representations: We have cω(θi)|x = 0
if the classifying map of θi takes x to B
0, that is, if the fiber over x is isomorphic
to C, and cω(θi)|x = e2 if the classifying map takes x to B1, so that the fiber over
x is isomorphic to M. Even more basically, to be able to say that cω(θ1) = cω(θ2),
we need to know that the two corresponding classifying maps take ω ∈ RO(ΠB) ∼=
RO(ΠC) to the same element in RO(ΠX), but the map RO(ΠC) → RO(ΠX)
determines the map ΠX → ΠC, hence the map X → C(2), which determines the
local representations of the bundle.
Because ζ0 and ζ1 come fromH
RO(ΠC)
G (C(2)+), it follows that, if cω(θ1) = cω(θ2),
then ζ0(θ1) = ζ0(θ2) and ζ1(θ1) = ζ1(θ2) as well. But this does not yet answer the
question as to whether cω(θ1) = cω(θ2) implies that cχω(θ1) = cχω(θ2). At the
moment it is open as to whether this follows or not.
Part 4. On equivariant ordinary cohomology
16. Grading on RO(ΠGB)
We have referred to cohomology as being graded on RO(ΠB), but cohomology
as it comes to us is a functor on the category of representations of ΠB and natu-
ral isomorphisms. Though it is convenient for computations to grade on the group
RO(ΠB) of isomorphism classes of representations, doing so involves a “decategori-
fication” which, as always, leads to sign ambiguities if not done very carefully. (See
[10] and [12].) As this doesn’t appear in the literature in the detail it ought, even
for RO(G), we outline an approach here. This approach may be overly pedantic,
but it tries to avoid making more choices than are necessary.
What we describe here should work for any finite group G, but we will make com-
ments here and there about how it specializes to G = Z/2. What we will describe
uses representations of fundamental groupoids involving only representations of G
and their restrictions to subgroups, not general representations of the subgroups.
These seem to be the most appropriate when discussing Mackey functor-valued
G-cohomology.
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Definition 16.1.
(1) Let V0, V1, . . . , Vk be an enumeration of the irreducible representations of
G, with V0 = R, and let
U =
k⊕
i=0
V∞i ,
where V∞i = Vi ⊕ Vi ⊕ · · · is the direct sum of countably infinitely many
copies of Vi.
(2) For 0 ≤ n < ∞, write V ni ⊂ V∞i for the sum of the first n copies of Vi, so
V n+1i = V
n
i ⊕ Vi and V∞i =
⋃
n V
n
i . In particular, when we write Rn we
mean specifically V n0 . Call a finite-dimensional V ⊂ U an initial segment
of U if
V =
k⊕
i=0
V nik
for integers 0 ≤ ni <∞.
(3) Let vV IG be the full subcategory of vVG (recall Definition 3.2) on the objects
of the form G/H × (V 	W ) with V and W initial segments of U .
We can construct direct sums in vV IG : If T and U are initial segments in U ,
let T ⊕ U denote the initial segment isomorphic to the direct sum. Explicitly, if
T =
⊕
V mii and U =
⊕
V nii , then
T ⊕ U =
k⊕
i=0
V mi+nii .
To make this natural in T and U , we take the inclusion T → T ⊕ U to be the
inclusion of the first mi summands for each i, and U → T ⊕ U to be the inclusion
of the last ni summands. Using this direct sum, we define
[G/H × (T 	 U)]⊕ [G/H × (V 	W )] = G/H × [(T ⊕ V )	 (U ⊕W )].
This defines a functor ⊕ : vV IG ×OG vV IG → vV IG .
We describe how to get RO(G) = RO(Π(∗)) from this setup; we’ll consider
RO(ΠB) for some other spaces B later. If T and U are initial segments, write
T	 U : Π(∗) = OG → vV IG
for the functor taking G/H to G/H × (T 	U) and taking a map α : G/H → G/K
to α× 1. If X is another initial segment, write
σX : T	 U→ (T⊕ X)	 (U⊕ X)
for the “suspension” map given by the stable map T 	 U → (T ⊕ X) 	 (U ⊕ X)
specified by the identity maps T ⊕ X → T ⊕ X and U ⊕ X → U ⊕ X, using the
direct sum on vV IG . (Again, we are using Definition 3.2.)
There are several ways we can think about an element α ∈ RO(G). Most useful
to us will be to think of it as an equivalence class of representations of OG in vV IG .
To be very precise, we think of α as a particular diagram {α} of representations of
OG in vV IG :
Definition 16.2.
(1) Let vRiO(G) denote the category of representations of OG in vV IG and
natural transformations.
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(2) For α ∈ RO(G), let Dα be the category whose objects are pairs of initial
segments (T,U) where α = [T 	U ] ∈ RO(G), with a map (T,U)→ (V,W )
when there are inclusions T ⊂ V and U ⊂ W . When there is such a map,
we have (V,W ) = (T ⊕X,U ⊕X) for a unique initial segment X.
(3) For α ∈ RO(G), let {α} : Dα → vRiO(G) be the functor defined by
{α}(T,U) = T 	 U on objects, and defined to take an inclusion (T,U) →
(T ⊕X,U ⊕X) to σX : T	 U→ (T⊕ X)	 (U⊕ X).
We effectively identify the element α with the diagram {α}, which specifies all
the formal differences equivalent to α as well as choices of isomorphisms between
them. This avoids choosing a particular such difference, which will make discussing
sums easier. (Another approach would be to choose the initial object in Dα, which
is the difference in “lowest terms.”)
All this machinery starts to pay off when we look at the sum in RO(G) and its
relation to the direct sum of virtual representations. We first need to introduce
notation for some units in the Burnside ring.
Definition 16.3.
(1) If Vi is an irreducible representation of G, write
γ(V mi , V
n
i ) ∈ A(G)
for the stable homotopy class of
SV
m+n
i = SV
m
i ∧ SV ni γ−→ SV ni ∧ SVmi = SVm+ni ,
where the map γ interchanges the two factors. Note that γ(V mi , V
n
i ) =
γ(Vi, Vi)
mn and that γ(V mi , V
n
i )
2 = 1 for any m and n.
(2) If V =
⊕
i V
mi
i and W =
⊕
i V
ni
i are initial segments, write
γ(V,W ) =
∏
i
γ(V mii , V
ni
i ) ∈ A(G).
(3) If T 	 U and V 	W are virtual representations given by initial segments,
let
γ(T 	 U, V 	W ) = γ(T, V )γ(U, V )γ(T,W )γ(U,W ) ∈ A(G).
(We arguably should have written γ(T, V )γ(U, V )−1γ(T,W )−1γ(U,W ), but
each of these elements is its own inverse in A(G).)
(4) If α and β are elements of RO(G), write γ(α, β) ∈ A(G) for γ(T	U, V 	W )
for any choice of initial segments with α = [T 	 U ] and β = [V 	W ].
When Vi is irreducible, γ(Vi, Vi) is the same element of A(G) as that given by
multiplication by −1 on SVi , as can be seen by a little linear algebra. However,
that does not mean it represents −1 ∈ A(G). For example, when G = Z/2 and Λ is
the nontrivial irreducible representation, multiplication by −1 on SΛ is the element
γ(Λ,Λ) = 1− g = κ− 1 ∈ A(Z/2)
while
γ(R,R) = −1 ∈ A(Z/2).
On the other hand, if G = Z/p for p an odd prime, all the nontrivial irreducible
representations are two-dimensional and multiplication by −1 on any of them gives
a map homotopic to the identity, so the only interesting unit that arises in this case
is −1 = γ(R,R).
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Definition 16.4.
(1) If α and β are elements of RO(G), let {α} ⊕ {β} denote the composite
Dα ×Dβ {α}×{β}−−−−−−→ vRiO(G)× vRiO(G) ⊕−→ vRiO(G).
(2) Let γ : Dα ×Dβ → Dβ ×Dα denote the interchange functor.
(3) Let ⊕ : Dα × Dβ → Dα+β be the functor defined by (T,U) ⊕ (V,W ) =
(T ⊕ V,U ⊕W ).
We first compare the two functors {α} ⊕ {β} and {α+ β} ◦ ⊕. Suppose that T ,
U , V , W , X and Y are all initial segments, and consider the following commutative
diagram:
(T	 U)⊕ (V	W)
σX⊕σY

(T⊕ V)	 (U⊕W)
σX⊕Y

[(T⊕ X)	 (U⊕ X)]⊕ [(V⊕ Y)	 (W⊕ Y)]
(T⊕ X⊕ V⊕ Y)	 (U⊕ X⊕W⊕ Y)
γ
// (T⊕ V⊕ X⊕ Y)	 (U⊕W⊕ X⊕ Y)
The composite down the left side is the effect of {α} ⊕ {β} on the map (T,U) ×
(V,W ) → (T ⊕ X,U ⊕ X) × (V ⊕ Y,W ⊕ Y ). The composite across the top and
down the right side is the effect of {α+β}◦⊕ on the same map. If we view the two
objects on the bottom of the diagram as the same object, we see that the diagram
would not commute without γ, which we interpret as the sign γ(X,V 	W ). In
order to define a natural transformation
µ : {α} ⊕ {β} → {α+ β} ◦ ⊕,
we must therefore take signs into account, and the most straightforward way to do
that is to say that the (T,U)× (V,W ) component of µ is the map
µ : ({α} ⊕ {β})((T,U)× (V,W )) = (T⊕ V)	 (U⊕W)
γ(T,V	W )−−−−−−−→ (T⊕ V)	 (U⊕W) = {α+ β}(T ⊕ V,U ⊕W ).
From the diagram above, it is straightforward to check that this does define a
natural transformation.
Now for commutativity relations. We first note that {α+β}◦⊕ and {β+α}◦⊕◦γ
are exactly the same functors from Dα×Dβ to vRiO(G). (In fact, ⊕◦ γ = ⊕.) On
the other hand, {α}⊕{β} and ({β}⊕{α})◦γ are not the same. There is, however,
a natural transformation γ : {α} ⊕ {β} → ({β} ⊕ {α}) ◦ γ whose (T,U) × (V,W )
component
γ : (T⊕ V)	 (U⊕W)→ (V⊕ T)	 (W⊕ U)
interchanges summands in the obvious way. If we view the source and target as the
same object, this map is multiplication by the unit γ(T, V )γ(U,W ).
We can now compare the composite natural transformations
{α} ⊕ {β} µ−→ {α+ β} ◦ ⊕ = {β + α} ◦ ⊕ ◦ γ
and
{α} ⊕ {β} γ−→ ({β} ⊕ {α}) ◦ γ µ◦γ−−→ {β + α} ◦ ⊕ ◦ γ.
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Evaluating at (T,U)× (V,W ) we get the following diagram:
(T⊕ V)	 (U⊕W) γ(T,V	W ) //
γ(T,V )γ(U,W )

(T⊕ V)	 (U⊕W)
(V⊕ T)	 (W⊕ U)
γ(T	U,V )
// (V⊕ T)	 (W⊕ U)
This diagram does not commute on the nose, due to the signs indicated, but does
up to their combination, which is
γ(T, V 	W )γ(T, V )γ(U,W )γ(T 	 U, V ) = γ(T 	 U, V 	W ) = γ(α, β).
As we shall see in a moment, this is the source of the familiar sign in the anticom-
mutativity of the cup product in cohomology.
So, let us return to the ordinary cohomology H
RO(G)
G (X;T ) and say exactly what
we mean by RO(G) grading. Given α ∈ RO(G), we have {α} : Dα → vRiO(G)
and, on applying H
RO(G)
G = H
RO(G)
G (X;T ), a functor H
{α}
G : Dα → Ab. (We are
suppressing the space and coefficient system to concentrate on the grading.) Note
that all the maps in this diagram are isomorphisms. We then define
HαG = colim
Dα
H
{α}
G = colim
Dα
HT	UG .
Thus, we remain uncommitted as to which particular representative of α we shall
use, but have specified isomorphisms between the various possibilities.
The cup product is a natural pairing
∪ : HT	UG HV	WG → H(T⊕V)	(U⊕W)G .
Precisely, it is natural when we view both sides as functors on vRiO(G)×vRiO(G),
the right hand side factoring through ⊕ : vRiO(G) × vRiO(G) → vRiO(G). As
such, composition gives a natural transformation
∪ : H{α}G H{β}G → H{α}⊕{β}G .
Now, we would prefer the target to be H
{α+β}◦⊕
G , whose colimit is H
α+β
G , so we
need to apply the natural transformation µ defined above. This means that we
need to introduce signs, replacing ∪ with
γ(T, V 	W )∪ : HT	UG HV	WG → H(T⊕V)	(U⊕W)G .
With this adjustment of signs we get a natural transformation
H
{α}
G H
{β}
G → H{α+β}◦⊕G
and, on taking colimits,
HαG HβG → Hα+βG .
Finally, the commutativity analysis above leads to the conclusion that the diagram
HαG H
β
G
((
γ

Hα+βG
HβG HαG
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commutes up to the sign γ(α, β), i.e., with this understanding of RO(G) grading,
the cup product is anticommutative, meaning that
y ∪ x = γ(|x|, |y|)(x ∪ y).
In the case G = Z/2, if α = m0R+m1Λ and β = n0R+ n1Λ, then
γ(α, β) = (−1)m0n0(κ− 1)m1n1 .
Remark 16.5 (Restriction to G/e). It is tempting to think of restriction to the
G/e level of our Mackey-functor valued cohomology as simply restriction from G-
cohomology to nonequivariant cohomology, but that is somewhat misleading. No-
tice that, in the case of G = Z/2, anticommutativity at the G/e level is not what we
might think: The map A(G)→ Z takes (−1)m0n0(κ−1)m1n1 to (−1)m0n0+m1n1 , not
(−1)(m0+m1)(n0+n1). So, if we think about the forgetful map H˜αG → H˜αe ∼= H˜ |α|, the
commutation law on the source does not agree with the usual anticommutativity on
the target. We really need to think of nonequivariant cohomology as RO(G)-graded
in this context, distinguishing the parts of the grading coming from R from those
coming from Λ.
What about grading on RO(ΠB), with B = BGU(1) and G = Z/2? The outline
of the approach is similar to that for RO(G) grading. Cohomology of spaces over
B is most naturally graded on the category of representations of ΠB, meaning
functors ΠB → vVG over OG. We may restrict to functors ΠB → vV IG taking
values in formal differences of initial segments. For any α = (α0, α1) ∈ RO(ΠB),
we consider the category Dα with objects pairs of pairs ((V0,W0), (V1,W1)), where
the Vk and Wk are initial segments with αk = [Vk 	 Wk] and with |V0| = |V1|
and |W0| = |W1|; the maps in Dα are the inclusions. There is then a functor
{α} from Dα to representations ΠB → vV IG that takes ((V0,W0), (V1,W1)) to the
representation specified on bk by Vk 	Wk, and specified on b by G × (V0 	W0),
with the maps induced by b→ bk given by the obvious identifications. (If |α|−|αG|
is odd, G× (V0 	W0) will have the nonidentity self-map.) {α} takes maps to the
suspension maps given by the inclusions. We then define HαG to be the colimit of
the diagram H
{α}
G .
From here the analysis goes much as for the case of RO(G), and anticommu-
tativity works perhaps more nicely than expected: For α ∈ RO(ΠB), recall that
the |αk| are all equal, the αGk all have the same parity, and the |αk − αGk | all have
the same parity as well. Write |α| for the common dimension of the |αk|, write
[αG] ∈ Z/2 for the common parity of the αGk , and write [α − αG] ∈ Z/2 for the
common parity of the |αk − αGk |. Then, for x ∈ HαG and y ∈ HβG,
yx = γ(α, β)xy,
where
γ(α, β) = (−1)[αG]·[βG](κ− 1)[α−αG]·[β−βG]
17. Euler classes of representations
Over the next several sections we will calculate the RO(G)-graded cohomology
of a point for G = Z/2, verifying the results stated in §4. In that section, we stated
H
RO(G)
G (S
0) first and then gave the structures of H
RO(G)
G (EG+) and H
RO(G)
G (E˜G)
as modules over the cohomology of a point. (As we have been doing, we will
continue to leave off the coefficient system when we are using AG/G coefficients.)
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Here, however, we shall calculate H
RO(G)
G (EG+) and H
RO(G)
G (E˜G) first, as they
are actually relatively simple to handle. We then use those results to derive the
cohomology of a point, using the cofibration sequence EG+ → S0 → E˜G. This
approach is sufficiently different from the classical calculation by Stong, as exposed
by Lewis in [10], that it seems worthwhile to give the whole argument here. Also,
the results for EG+ and E˜G do not appear in the literature and we need them for
our calculations.
We begin in this brief section by identifying an element of H
RO(G)
G (S
0) that
comes from the equivariant (stable) homotopy of spheres. Recall the Euler classes
eV ∈ HVG(S0) defined in Definition 4.3. It is not meant to be obvious that any of
these classes are nonzero. In fact, if V G 6= 0, then the map S0 → SV is equivariantly
null homotopic, so eV = 0. However, if V
G = 0, the map is equivariantly essential,
and we shall see that, at least for G = Z/2, the resulting cohomology class is
nonzero.
Note that, for any based G-space X, the map
HαG(X)
∼= Hα+VG (X ∧ SV )
1∧e∗V−−−→ Hα+VG (X)
is the same as by multiplication by eV ∈ HVG(S0).
Now, eV is invariant with respect to isomorphisms of V . That is, given an
isomorphism f : V → W , f∗eV = eW regardless of which isomorphism is chosen.
This follows from the fact that the suspension isomorphism is invariant, so that the
following diagram commutes:
H0G(S
0)
∼=
~~
∼=
  
HVG(S
V ) //

HWG (S
W )

HVG(S
0) // HWG (S
0).
Here, the map HVG(S
V ) → HWG (SW ) is the one induced by f on the grading and
f−1 : SW → SV , while the map HVG(S0)→ HWG (S0) is induced by f on the grading.
Remark 17.1. At first glance, the invariance of the Euler classes with respect to
isomorphisms seems strange. For example, we shall show that e = eΛ generates
HΛG(S
0) ∼= 〈Z〉. The invariance then says that the negation map f : Λ → Λ has
to act by the identity on this group, when we might have expected it to act by
negation. Remember, however, that Sf : SΛ → SΛ represents 1− g ∈ A(G), and g
acts as 0 on 〈Z〉, so the negation map on Λ does act as the identity on HΛG(S0).
Finally, we shall write simply
e = eΛ ∈ HΛG(S0).
18. The cohomology of EG+
In this section we calculate H
RO(G)
G (EG+) for G = Z/2.
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Proposition 18.1. For α ∈ RO(G),
HαG(G/e+)
∼=
{
AG/e if |α| = 0
0 otherwise.
Let γ : G/e+ → G/e+ be the G-map given by multiplication by the generator t.
Then γ∗ acts as (−1)αG on HαG(G/e+)(G/G) and as (−1)α
G
t on HαG(G/e+)(G/e).
Proof. From [4] we have the Wirthmu¨ller isomorphism
H˜αG(G+ ∧e X;AG/G) ∼= H˜ |α|(X;Z)
for any nonequivariant based space X. In particular, taking X = G/G+ and
X = G/e+ in turn gives the calculation of the Mackey functors H
α
G(G/e+).
To see the effect of γ, first notice that the action of γ on H0G(G/e+) is 1 at level
G/G and multiplication by t at level G/e, from the dimension axiom. For a general
α with |α| = 0 (the action of γ is obvious otherwise), write α = [V 	W ] where V
and W are actual representations of G of the same nonequivariant dimension, say n.
Consider V = Rn with the action of G given via a homomorphism rV : G→ O(n),
and similarly let W = Rn with action given by rW : G → O(n). Then we have a
G-homeomorphism
η : G/e+ ∧ SV → G/e+ ∧ SW
given by
η(h, v) = (h, rW (h)rV (h)
−1v)
for h ∈ G and v ∈ V = Rn. We can redo the calculation of HαG(G/e+) as
HV−WG (G/e+) ∼= HVG(G/e+ ∧ SW )
η∗−→ HVG(G/e+ ∧ SV )
∼= H0G(G/e+)
∼= AG/e,
where the last isomorphism comes from the dimension axiom. We also have the
following commutative diagram:
G/e+ ∧ SV
γ∧1

η
// G/e+ ∧ SW
γ∧rW (t)rV (t)−1

G/e+ ∧ SV η // G/e+ ∧ SW .
It follows that the action of γ on HV−WG (G/e+) is the same as its action on
H0G(G/e+) modified by the nonequivariant sign of rW (t)rV (r)
−1, which is (−1)a
where a is the number of copies of Λ appearing in V 	W . But, α = [V 	W ] =
a(Λ− 1), so we can also write the sign as (−1)αG . 
We can now calculate the additive structure of H
RO(G)
G (EG+), verifying the
additive part of Theorem 4.5.
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Proposition 18.2. With G = Z/2,
HαG(EG+)
∼=

RZ if |α| = 0 and αG is even
RZ− if |α| = 0 and αG is odd
〈Z/2〉 if |α| > 0 and αG is even
0 otherwise.
Proof. Consider the equivariant bundle G/e→ EG→ BG and let β ∈ RO(G) with
|β| = 0. There is a Serre spectral sequence
Ea,b2 = H
a
G(BG+;H
b+β
G (G/e+;AG/G))⇒ Ha+b+βG (EG+;AG/G).
In the E2 term we are using local coefficients on BG. Applying Proposition 18.1,
we see that the spectral sequence collapses to the line b = 0, giving us
Ha+βG (EG+;AG/G)
∼= HaG(BG+; (AG/e)β),
where (AG/e)β denotes the possibly twisted coefficient system on BG determined
by the action of γ computed in Proposition 18.1. Proposition 6.1, which generalizes
to the case of twisted coeffcients used here, gives us
HaG(BG+; (AG/e)β)(G/e)
∼= Ha(BG;Z[G]) ∼=
{
Z if a = 0
0 otherwise
and
HaG(BG+; (AG/e)β)(G/G)
∼= Ha(BG;Zβ),
where Zβ denotes the local coefficient system on BG determined by the action from
Proposition 18.1. If βG is even, this action is trivial, so we get the usual cohomology
of the group G, which is easily computed and well known:
Ha(BG;Z) ∼=

Z if a = 0
Z/2 if a > 0 is even
0 otherwise.
If βG is odd, then we have the nontrivial coefficient system and we see the co-
homology of G with coefficients in the nontrivial Z[G]-module Z−. This is also
well-known:
Ha(BG;Z−) ∼=
{
Z/2 if a > 0 is odd
0 otherwise.
Note that, because we are assuming βG odd here, the condition that a is odd can
be replaced by the condition that (a+ β)G is even.
With β = α−|α|, we now have almost all of the calculations in the statement of
the proposition except for one: In the case βG even, we need to know the restriction
map
Z = H0(BG;Z)→ H0(BG;Z[G]) = Z
and the transfer map going the other way. But, these are induced by ·(1 + t) : Z→
Z[G] and  : Z[G] → Z, respectively, on coefficients, so are easily calculated to be
the identity and multiplication by 2. This confirms that HβG(EG+)
∼= RZ when βG
is even. 
Recall that we have a fixed, chosen identification of Λ with R, hence of Λ2 with
R2.
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Lemma 18.3. Our chosen nonequivariant identification of Λ2 with R2 determines
an invertible element ξ ∈ H˜2Λ−2G (EG+).
Proof. Consider the vector bundle q : EG × R2 → EG. Because EG has free G-
action, and the action of G on Λ2 preserves nonequivariant orientation, q is a
Λ2-bundle in the sense of [3]. By [4], it has a Thom class
ξ ∈ H˜2ΛG (Σ2EG+) ∼= H˜2Λ−2G (EG+),
the choice of which is determined by our nonequivariant identification of 2Λ and
R2, and multiplication by ξ gives the Thom isomorphism,
− ∪ ξ : H˜αG(EG+)
∼=−→ H˜α+2ΛG (Σ2EG+) ∼= H˜α+2Λ−2G (EG+).
Because multiplication by ξ is an isomorphism, ξ is invertible in this ring. 
We can now verify the multiplicative part of Theorem 4.5.
Theorem 18.4. With G = Z/2,
H
RO(G)
G (EG+)
∼= RZ[e, ι, ι−1, ξ, ξ−1]/〈ρ(e), τ ι, ρ(ξ)− ι2〉,
where
e ∈ HΛG(EG+)(G/G),
ι ∈ HΛ−1G (EG+)(G/e), and
ξ ∈ H2Λ−2G (EG+)(G/G).
Proof. We take ξ to be the invertible element from Lemma 18.3. We defined ι in
Definition 4.2. As noted after that definition, ι is invertible, in the sense that there
is an element ι−1 ∈ H−(Λ−1)G (EG+)(G/e) such that ι · ι−1 = ρ(1). Note that τι = 0
(it lives in a 0 group by Proposition 18.2) and that this relation is sufficient to say
that ι generates a copy of RZ− ∼= HΛ−1G (EG+).
Now ι2 is the similar element we would choose using the induced nonequivariant
identification of Λ2 with R2. On the other hand, so is ρ(ξ) because ξ was obtained
using that same identification. Hence, ρ(ξ) = ι2.
If |α| = 0 and αG = 2m is even, it follows that HαG(EG+) ∼= RZ is generated by
ξ−m, because ξ is invertible.
Finally, we consider the Gysin sequence of the bundle EG× Λ→ EG. Because
S(Λ) ∼= G/e, the sequence takes the form
Hα−1+ΛG (G/e+)→ HαG(EG+) ·e−→ Hα+ΛG (EG+)→ Hα+ΛG (G/e+).
It follows that multiplication by e is an epimorphism if |α| = 0 and an isomorphism
if |α| > 0. Inductively, we see that, if |α| = 0, αG = 2m is even, and n ≥ 1, then
Hα+nΛG (EG+)
∼= 〈Z/2〉 is generated by enξ−m. Again, the single relation ρ(e) = 0
suffices to make e generate a copy of 〈Z/2〉.
From the additive calculation in Proposition 18.2, we see that RZ[e, ι, ι−1, ξ, ξ−1]
maps ontoH
RO(G)
G (EG+), with kernel 〈ρ(e), τ ι, ρ(ξ)−ι2〉, hence we get the theorem.

Figure 2 shows H
RO(G)
G (EG+).
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19. The cohomology of E˜G
We now calculate H
RO(G)
G (E˜G). Recall that H
RO(G)
G (S
0) acts on the cohomology
of any space, so on H
RO(G)
G (E˜G) in particular.
Proposition 19.1. Multiplication by e induces an isomorphism on H
RO(G)
G (E˜G).
Proof. For any based G-space, the inclusion E˜G∧XG → E˜G∧X is a weak equiv-
alence. Apply this to X = SΛ: The inclusion 1 ∧ e : E˜G → E˜G ∧ SΛ is an equiv-
alence, hence the induced map in cohomology is an isomorphism. But, this map
is multiplication by the Euler class e, so multiplication by e is an isomorphism on
cohomology. 
This suggests introducing the following ring.
Definition 19.2. Let ERO(G) = AG/G[e, e
−1] be the RO(G)-graded ring generated
by an invertible element e ∈ EΛ. If α ∈ RO(G) with αG = 0, so α = nΛ, then Eα
is generated by en.
By Proposition 19.1, ERO(G) acts on H
RO(G)
G (E˜G), where e acts as the Euler
class of that name. It follows, then, that it suffices to calculate the integer-graded
part of the cohomology, but this is easy to do from our previous calculations.
Proposition 19.3. If n ∈ Z, then
HnG(E˜G)
∼=

〈Z〉 if n = 0
〈Z/2〉 if n ≥ 3 is odd
0 otherwise.
Moreover, the cofibration sequence EG+ → S0 → E˜G gives us a short exact se-
quence
0→ H0G(E˜G)→ AG/G −→ RZ→ 0
and the connecting homomorphism δ induces isomorphisms
δ : H2kG (EG+)
∼=−→ H2k+1G (E˜G)
for k ≥ 1.
Proof. Consider the long exact cohomology sequence in integer grading induced
by the cofibration sequence EG+ → S0 → E˜G. By the dimension axiom, the
only nonzero cohomology of S0 in integer grading is H0G(S
0) ∼= AG/G. The map
H0G(S
0) → H0G(EG+) ∼= RZ is the unit map , which is an epimorphism. This
implies the short exact sequence
0→ H0G(E˜G)→ H0G(S0)→ H0G(EG+)→ 0
and the computation that
H0G(E˜G)
∼= ker  ∼= 〈Z〉,
generated by the element κ ∈ A(G). The vanishing of the other integer-graded
cohomology groups of S0 implies H1G(E˜G) = 0 and the isomorphism
δ : HnG(EG+)
∼= Hn+1G (E˜G)
for n 6= −1 and n 6= 0. Together with our previous computations of HRO(G)G (EG+),
we get that HnG(E˜G) = 0 except for the cases listed in the proposition, and that the
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only interesting cases of the isomorphism induced by the connecting homomorphism
is in the gradings shown. 
Putting everything together, we get the following restatement of Theorem 4.7,
giving the structure as a module over ERO(G) rather than H
RO(G)
G (S
0)[e−1].
Theorem 19.4.
HαG(E˜G)
∼=

〈Z〉 if αG = 0
〈Z/2〉 if αG ≥ 3 is odd
0 otherwise.
As a module over ERO(G), H
RO(G)
G (E˜G) is generated by elements
κ ∈ H0G(E˜G)(G/G) and
δξ−k ∈ H1−2k(Λ−1)G (E˜G)(G/G)
for k ≥ 1, such that ρ(κ) = 0, ρ(δξ−k) = 0, and 2δξ−k = 0.
Proof. The additive structure follows from Propositions 19.1 and 19.3.
By Proposition 19.3, H0G(E˜G)
∼= 〈Z〉 is generated by κ, with the relation ρ(κ) =
0. It follows that, for every integer n, HnΛG (E˜G)
∼= 〈Z〉, generated by enκ.
By that same proposition, for an integer k ≥ 1,
δ : H2kG (EG+)
∼= H2k+1G (E˜G) ∼= 〈Z/2〉.
The generator of H2kG (EG+) is e
2kξ−k, so the generator of H2k+1G (E˜G) is δ(e
2kξ−k).
Now, δ is a map of H
RO(G)
G (S
0)-modules, so δ(e2kξ−k) = e2kδξ−k. It follows that,
for every integer n, H2k+1+nΛG (E˜G) is generated by e
2k+nδξ−k. This gives the
claimed generators of the module structure. 
Figure 3 shows H
RO(G)
G (E˜G).
20. The cohomology of a point with Burnside coefficients
We can now put the calculations of the cohomologies of EG and E˜G together
to get the cohomology of a point.
We first need to know the map δ : H
RO(G)
G (EG+) → HRO(G)+1G (E˜G). To help
visualize it, the map takes Figure 2 to Figure 3 with a shift of one to the right and
up. The following result gives the calculation.
Proposition 20.1. The map δ : H
RO(G)
G (EG+)→ HRO(G)+1G (E˜G) is given by
δ(ιk) = 0 for all k and
δ(emξn) =
{
emδξn if n ≤ −1
0 otherwise.
Proof. That δ(ιk) = 0 follows because H
RO(G)
G (E˜G)(G/e) = 0 (E˜G is nonequivari-
antly contractible).
For δ(emξn), if n ≥ 0 then the target of δ is 0. On the other hand, that
δ(emξn) = emδξn for n ≤ −1 was shown in the proof of Theorem 19.4. 
This determines most of the structure of H
RO(G)
G (S
0), the rest being edge cases.
The following verifies the additive part of Theorem 4.4.
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Theorem 20.2. With G = Z/2,
HαG(S
0) ∼=

AG/G if α = 0
RZ if |α| = 0 and αG < 0 is even
RZ− if |α| = 0 and αG ≤ 1 is odd
LZ if |α| = 0 and αG > 0 is even
LZ− if |α| = 0 and αG ≥ 3 is odd
〈Z〉 if |α| 6= 0 and αG = 0
〈Z/2〉 if |α| > 0 and αG < 0 is even
〈Z/2〉 if |α| < 0 and αG ≥ 3 is odd
0 otherwise.
When αG < 0, the map HαG(S
0) → HαG(EG+) is an isomorphism. When |α| < 0,
HαG(E˜G)→ HαG(S0) is an isomorphism. We have a short exact sequence
0 // H0G(E˜G)
// H0G(S
0) // H0G(EG+)
// 0
〈Z〉 // AG/G // RZ.
If αG = 0 and |α| > 0, we have a short exact sequence
0 // HαG(E˜G)
// HαG(S
0) // HαG(EG+)
// 0
〈Z〉
2
// 〈Z〉
1
// 〈Z/2〉.
If |α| = 0 and αG ≥ 3 is odd, we have a short exact sequence
0 // HαG(E˜G)
// HαG(S
0) // HαG(EG+)
// 0
〈Z/2〉 // LZ− // RZ−.
Proof. We have that HαG(E˜G) = 0 for α
G < 0, and δ is zero on HαG(EG+) for
αG < 0, which implies that
HαG(S
0)
∼=−→ HαG(EG+) if αG < 0.
Similarly, HαG(EG+) = 0 for |α| < 0, which implies that
HαG(E˜G)
∼=−→ HαG(S0) if |α| < 0.
On the other hand, δ : HαG(EG+) → Hα+1G (E˜G) is an epimorphism when |α| = 0
and αG > 0, and an isomorphism when |α| > 0 and αG > 0. That implies that
HαG(S
0) = 0 if |α| > 0 and αG > 0.
Referring to Figure 1, the names we are using for the generators of the groups
outside of the first quadrant are the names of the corresponding elements of either
H
RO(G)
G (EG+) or H
RO(G)
G (E˜G). What remains is to consider the axes bordering
the first quadrant.
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From the dimension axiom, we know that H0G(S
0) ∼= AG/G, and, in Proposi-
tion 19.3, we pointed out that we have a short exact sequence
0 // H0G(E˜G)
// H0G(S
0) // H0G(EG+)
// 0
〈Z〉
κ
// AG/G 
// RZ
Examination of δ shows that we also have the following short exact sequence for
m ≥ 1:
0 // HmΛG (E˜G)
// HmΛG (S
0) // HmΛG (EG+)
// 0
〈Z〉 〈Z/2〉
Multiplication by em for m ≥ 1 then induces a map of short exact sequences:
0 // 〈Z〉
∼=

κ // AG/G
em

 // RZ
pi

// 0
0 // 〈Z〉 // HmΛG (S0) // 〈Z/2〉 // 0
Here pi is the evident projection at level G/G. Proposition 2.3 then implies that,
for m ≥ 1, HmΛG (S0) ∼= 〈Z〉 and em is a generator.
For the remaining axis, we note first that
H1−ΛG (S
0)
∼=−→ H1−ΛG (EG+) ∼= RZ−.
If k ≥ 1, we have a short exact sequence
0 // H
2k(1−Λ)
G (S
0) // H
2k(1−Λ)
G (EG+)
δ // H
1+2k(1−Λ)
G (E˜G)
// 0
RZ
pi
// 〈Z/2〉
Therefore, H
2k(1−Λ)
G (S
0) ∼= kerpi ∼= LZ for k ≥ 1. On the other hand, at the odd
multiples of 1−Λ, we get the following short exact sequence (where, again, k ≥ 1):
0 // H
(2k+1)(1−Λ)
G (E˜G)
// H
(2k+1)(1−Λ)
G (S
0) // H
(2k+1)(1−Λ)
G (EG+)
// 0
〈Z/2〉 RZ−
There are two possible extensions, LZ− and 〈Z/2〉⊕RZ−. Here is a way to resolve
the extension problem: Consider the cofibration sequence S2kΛ → S(2k+1)Λ →
Σ2k+1G/e+. (This is the top-dimensional cell in a based G-CW structure on
S(2k+1)Λ.) We have
H2k+1G (S
2kΛ) ∼= H(2k+1)(1−Λ)+ΛG (S0) = 0
from our previous calculations. This gives us the following exact sequence:
H2k+1G (Σ
2k+1G/e+) // H
2k+1
G (S
(2k+1)Λ) // H2k+1G (S
2kΛ)
AG/e 0
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Therefore, H2k+1G (S
(2k+1)Λ) ∼= H(2k+1)(1−Λ)G (S0) is a quotient of AG/e. Any quo-
tient of AG/e must have its transfer function τ being an epimorphism, which is true
for LZ− but not for 〈Z/2〉 ⊕RZ−. Therefore, H(2k+1)(1−Λ)G (S0) ∼= LZ−. (Alterna-
tively, the map S(2k+1)Λ → Σ2k+1G/e+ ∼= G/e+ ∧ S(2k+1)Λ represents the transfer
map, so, when evaluated in cohomology at level G/G, gives τ . The exact sequence
above, evaluated at level G/G, then shows that τ is an epimorphism. It would be
nice to have a completely algebraic resolution of this extension problem, along the
lines of the argument given for HmΛG (S
0).)
The elements ιk, k ≤ −1, generate the groups at level G/e when |α| = 0 and
αG > 0, hence generate the corresponding Mackey functors, which all have the form
RZ−, LZ, or LZ−. 
We now verify the multiplicative part of Theorem 4.4.
Theorem 20.3. with G = Z/2, HRO(G)G (S0) is a strictly commutative RO(G)-
graded ring, generated multipicatively by elements
ι ∈ HΛ−1G (S0)(G/e)
ι−1 ∈ H1−ΛG (S0)(G/e)
ξ ∈ H2(Λ−1)G (S0)(G/G)
e ∈ HΛG(S0)(G/G)
e−mκ ∈ H−mΛG (S0)(G/G) m ≥ 1
e−mδξ−n ∈ H1−mΛ−2n(Λ−1)G (S0)(G/G) m,n ≥ 1.
These generators satisfy the following structural relations:
τ(ι−1) = 0
τ(ι−2n−1) = e−1δξ−n for n ≥ 1
κξ = 0
ρ(ξ) = ι2
ρ(e) = 0
ρ(e−mκ) = 0 for m ≥ 1
ρ(e−mδξ−n) = 0 for m ≥ 2 and n ≥ 1
2e−mδξ−n = 0 for m ≥ 2 and n ≥ 1
and the following multiplative relations:
ι · ι−1 = ρ(1)
e · e−mκ = e−m+1κ for m ≥ 1
ξ · e−mκ = 0 for m ≥ 1
e−mκ · e−nκ = 2e−m−nκ for m ≥ 0 and n ≥ 0
e · e−mδξ−n = e−m+1δξ−n for m ≥ 2 and n ≥ 1
ξ · e−mδξ−n = e−mδξ−n+1 for m ≥ 1 and n ≥ 2
ξ · e−mδξ−1 = 0 for m ≥ 2
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e−mκ · e−nδξ−k = 0 if m ≥ 0, n ≥ 1, and k ≥ 1
e−mδξ−k · e−nδξ−` = 0 if m,n, k, ` ≥ 1
The following relations are implied by the preceding ones:
κe = 2e
2emξn = 0 if m > 0 and n > 0
tιk = (−1)kιk for all k
ξ · τ(ιk) = τ(ιk+2) for all k
e · τ(ιk) = 0 for all k
e−mκ · τ(ιk) = 0 for all m ≥ 1 and k
e−mδξ−n · τ(ιk) = 0 for all m,n ≥ 1 and k
τ(ιk) · τ(ι`) = 0 if k or ` is odd
τ(ι2k) · τ(ι2`) = 2τ(ι2(k+`)) for all k and `
τ(ι2k+1) = 0 if k ≥ 0
e · e−1δξ−n = 0 if n ≥ 1
Proof. The structural relations listed in the theorem follow from the additive cal-
culation and the discussion of generators and relations for Mackey functors in §2.
Note that the structural relation τ(ι−2n−1) = e−1δξ−n follows from the proof of
the structure of H
(2n+1)(1−Λ)
G (S
0).
At level G/e, we have
HαG(S
0)(G/e) ∼= HαG(EG+)(G/e) ∼= H˜ |α|(S0;Z)
for all α, so ι is invertible at level G/e as already noted for EG+.
The relation e · e−mκ = e−m+1κ, m ≥ 1, follows from the same identity in the
cohomology of E˜G. The identity ξ · e−mκ = 0 for m ≥ 1 follows because the group
in which the product would live is 0.
The relation e · e−mδξ−n = e−m+1δξ−n (m ≥ 2 and n ≥ 1) follows from the
same identity in the cohomology of E˜G.
For n ≥ 2, we have ξ · e−mδξ−n = e−mδ(ξ · ξ−n) = e−mδξ−n+1. On the other
hand, ξ · e−mδξ−1 = 0 for m ≥ 2 because the product lives in a 0 group.
To determine the product e−mκ · e−nκ, multiply by em+n:
em+n(e−mκ · e−nκ) = κ2 = 2κ,
hence e−mκ · e−nκ = 2e−m−nκ. Similarly,
em(e−mκ · e−nδξ−k) = κe−nδξ−k = 0
because both 2e−nδξ−k = 0 and ge−nδξ−k = 0; hence e−mκ · e−nδξ−k = 0.
Finally for the multiplicative relations, e−mδξ−k ·e−nδξ−` = 0 when either m ≥ 2
or n ≥ 2 because the product lives in a 0 group. When m = n = 1, this is
e−1δξ−k · e−1δξ−` = τ(ι−2k−1) · τ(ι−2`−1),
hence follows from the more general calculation to be done below.
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Turning to the remaining relations listed in the theorem, ge = τρ(e) = 0, so
κe = (2− g)e = 2e. We then have
2eξ = κeξ = e(κξ) = 0,
which implies that 2emξn = 0 for all m ≥ 1 and n ≥ 1.
We have
(1 + t)ι−1 = ρτ(ι−1) = 0,
so tι−1 = −ι−1. For any k, we then have
tιk = (tι−1)−k = (−ι−1)−k = (−1)kιk.
(Recall that multiplication by t is a ring map.) In particular, ρτ(ιk) = (1+t)ιk = 2ιk
if k is even, but equals 0 if k is odd.
The next batch of relations follow from the Frobenius relation:
ξτ(ιk) = τ(ρ(ξ)ιk) = τ(ι2ιk) = τ(ιk+2)
eτ(ιk) = τ(ρ(e)ιk) = 0
e−mκτ(ιk) = τ(ρ(e−mκ)ιk) = 0
e−mδξ−nτ(ιk) = τ(ρ(e−mδξ−n)ιk) = 0.
If k is odd, then ρτ(ιk) = 0, so
τ(ιk)τ(ι`) = τ(ρτ(ιk)ι`) = 0,
and similarly if ` is odd. On the other hand, ρτ(ι2k) = 2ι2k, so
τ(ι2k)τ(ι2`) = τ(ρτ(ι2k)ι2`) = 2τ(ι2(k+`)).
We then have
τ(ι2k+1) = ξk+1τ(ι−1) = 0
for k ≥ 0.
We also have
e · e−1δξ−n = eτ(ι−2n−1) = 0.
The relations τ(ι2k+1) = 0 for k ≥ 0 and tι−2k = ι−2k for k ≥ 1 fill in the
remaining structural relations we need to see that the relations listed are sufficient
to determine the additive structure.
One can now check that all products of the generators have been computed,
so the relations listed suffice to determine the multiplicative structure. Moreover,
the only possibility for anticommutativity to introduce a sign among products of
generating elements is in the following:
• Products at level G/e: The only nonzero elements occur in gradings of the
form a− aΛ, and the sign introduced by commuting an element in grading
a− aΛ with one in grading b− bΛ is (−1)ab+ab = 1.
• Products involving τ(ιk): The Frobenius relation and the preceding obser-
vation show that such products strictly commute.
• Products involving e: The only unit that might be generated in such a
product is 1−g, but (1−g)e = e because ge = 0, so such a product strictly
commutes.
• Products involving e−mκ for m ≥ 1: Again, the only possible sign is 1− g,
but (1− g)e−mκ = e−mκ, so any such product strictly commutes.
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• Products involving e−mδξ−n: Here, we have
−e−mδξ−n = e−mδξ−n = (1− g)e−mδξ−n,
so all such products must strictly commute.
Therefore, H
RO(G)
G (S
0) is strictly commutative. 
21. The cohomology of a point with other coefficient systems
So far, we have been using the coefficient system AG/G for all our cohomology.
There are other systems of interest, particularly RZ, “constant Z” coefficients. So
we describe here the cohomology of a point with RZ coefficients, as well as several
others.
First, let C be any abelian group and consider 〈C〉, the system with 〈C〉(G/G) =
C and 〈C〉(G/e) = 0.
Proposition 21.1. There is a natural isomorphism H˜αG(X; 〈C〉) ∼= H˜α
G
(XG;C),
for any α ∈ RO(G).
Proof. This is a special case of [4, 1.13.22], or can be seen directly as follows:
H˜α
G
(XG;C) is an RO(G)-graded cohomology theory in based G-spaces X. It
obeys a dimension axiom in integer grading, with H˜n((G/G)G+;C)
∼= C if n = 0
but equal to 0 if n 6= 0, and H˜n((G/e)G+;C) = 0 for all n. This is precisely the
dimension axiom satisfied by H˜
RO(G)
G (X; 〈C〉), so the two theories must be naturally
isomorphic by the uniqueness of equivariant ordinary cohomology. 
In particular, consider 〈Z〉 and the short exact sequence
0→ 〈Z〉 κ−→ AG/G → RZ→ 0,
where the map κ takes 1 to κ ∈ A(G). We use this to think of 〈Z〉 as a submodule
of AG/G, identifying Z as the multiples of κ.
Proposition 21.2. Additively,
HαG(S
0; 〈Z〉) ∼=
{
〈Z〉 if αG = 0
0 otherwise.
The map H
RO(G)
G (S
0; 〈Z〉)→ HRO(G)G (S0;AG/G) is injective with image the ideal
〈enκ | n ∈ Z〉 ⊂ H0G(S0;AG/G),
so we identify H
RO(G)
G (S
0; 〈Z〉) with this ideal. (Recall that enκ = 2en if n ≥ 1.)
The inclusion factors through H
RO(G)
G (E˜G;AG/G), with image there the submodule
of elements in gradings α with αG = 0.
Proof. The additive calculation is immediate from Proposition 21.1. The dimension
axiom tells us that H0G(S
0; 〈Z〉) → H0G(S0;AG/G) is the inclusion 〈Z〉 → AG/G.
Write κ ∈ H0G(S0; 〈Z〉) for the generator that maps to κ ∈ H0G(S0;AG/G).
Consider the inclusion S0 → SΛ. Again by Proposition 21.1, we have that the in-
duced map H
RO(G)
G (S
Λ; 〈Z〉)→ HRO(G)G (S0; 〈Z〉) is an isomorphism. But this map
is multiplication by e, so multiplication by e is an isomorphism on H
RO(G)
G (S
0; 〈Z〉).
This implies that, for n ∈ Z, HnΛG (S0; 〈Z〉) is generated by enκ, an element that
maps to enκ ∈ HαG(S0;AG/G).
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We can now see that the map H
RO(G)
G (S
0; 〈Z〉)→ HRO(G)G (S0;AG/G) is injective
with image the ideal 〈enκ | n ∈ Z〉.
For the last statement, Proposition 21.1 implies that
H
RO(G)
G (S
0; 〈Z〉) ∼= HRO(G)G (E˜G; 〈Z〉)
because E˜GG ' S0. Thus, we get a factorization
H
RO(G)
G (S
0; 〈Z〉) ∼= HRO(G)G (E˜G; 〈Z〉)
→ HRO(G)G (E˜G;AG/G)→ HRO(G)G (S0;AG/G).
The image in H
RO(G)
G (E˜G;AG/G) is clear from our computations. 
It’s useful to notice that the image of H
RO(G)
G (S
0; 〈Z〉)→ HRO(G)G (E˜G;AG/G) is
a direct summand. The other summand is given by the groups in gradings α with
αG 6= 0; it’s straightforward to check that this is a submodule.
Theorem 21.3. Let G = Z/2. Additively,
HαG(S
0;RZ) ∼=

RZ if |α| = 0 and αG ≤ 0 is even
RZ− if |α| = 0 and αG ≤ 1 is odd
LZ if |α| = 0 and αG > 0 is even
LZ− if |α| = 0 and αG ≥ 3 is odd
〈Z/2〉 if |α| > 0 and αG ≤ 0 is even
〈Z/2〉 if |α| < 0 and αG ≥ 3 is odd
0 otherwise.
H
RO(G)
G (S
0;RZ) is a strictly commutative RO(G)-graded algebra over RZ, gener-
ated multiplicatively by elements
ι ∈ HΛ−1G (S0;RZ)(G/e)
ι−1 ∈ H1−ΛG (S0;RZ)(G/e)
ξ ∈ H2(Λ−1)G (S0;RZ)(G/G)
e ∈ HΛG(S0;RZ)(G/G)
e−mδξ−n ∈ H1−mΛ−2n(Λ−1)G (S0;RZ)(G/G) m,n ≥ 1.
These generators satisfy the following structural relations:
τ(ι−1) = 0
ρ(ξ) = ι2
ρ(e) = 0
e−1δξ−n = τ(ι−2n−1) for n ≥ 1
ρ(e−mδξ−n) = 0 for m ≥ 2 and n ≥ 1
and the following multiplicative relations:
ι · ι−1 = ρ(1)
e · e−mδξ−n = e−m+1δξ−n for m ≥ 2 and n ≥ 1
ξ · e−mδξ−n = e−mδξ−n+1 for m ≥ 1 and n ≥ 2
66 STEVEN R. COSTENOBLE
ξ · e−mδξ−1 = 0 for m ≥ 2
e−mδξ−k · e−nδξ−` = 0 if m,n, k, ` ≥ 1
The following relations are implied by the preceding ones:
2emξn = 0 if m > 0 and n ≥ 0
2e−mδξ−n = 0 if m ≥ 2 and n ≥ 1
tιk = (−1)kιk for all k
ξ · τ(ιk) = τ(ιk+2) for all k
e · τ(ιk) = 0 for all k
e−mδξ−n · τ(ιk) = 0 for all m,n ≥ 1 and k
τ(ιk) · τ(ι`) = 0 if k or ` is odd
τ(ι2k) · τ(ι2`) = 2τ(ι2(k+`)) for all k and `
τ(ι2k+1) = 0 if k ≥ 0
e · e−1δξ−n = 0 if n ≥ 1
Proof. By Proposition 21.2, we have a short exact sequence
0→ HRO(G)G (S0; 〈Z〉)→ HRO(G)G (S0;AG/G)→ HRO(G)G (S0;RZ)→ 0
exhibiting H
RO(G)
G (S
0;RZ) as a quotient ring of HRO(G)G (S0;AG/G). The additive
calculation follows by noticing that the elements killed in the quotient are all of
the e−mκ for m ≥ 0 and the elements 2em for m ≥ 1. The rest is just seeing what
relations are still necessary from those in Theorem 20.3. We also simplify a bit by
noticing that, for an RZ-module generated by an element x at level G/G, ρ(x) = 0
implies that 2x = 0. 
Figure 4 shows H
RO(G)
G (S
0;RZ) and its generators. You can see something in-
teresting in this figure. Recall that the integer-graded part lies along the diagonal
through the origin, from southwest to northeast. As it must, because of the di-
mension axiom, it contains only one nonzero group, which is RZ. Now look at the
diagonal one to the right. It also contains only one nonzero group, which is RZ−.
So, if we were to shift the RZ cohomology one to the left, uniqueness shows that
we get cohomology with coefficients in RZ−. This continues for two more diagonals
and gives us the following result.
Corollary 21.4. There are natural isomorphisms
HαG(X;RZ) ∼= Hα+(Λ−1)G (X;RZ−)
∼= Hα+2(Λ−1)G (X;LZ)
∼= Hα+3(Λ−1)G (X;LZ−).
Moreover, these are isomorphisms of modules over H
RO(G)
G (S
0;RZ).
Proof. The proof of the isomorphisms was given above. That all these theories are
modules over H
RO(G)
G (S
0;RZ) follows from the fact that RZ−, LZ, and LZ− are
all modules over RZ, as noted in §2, or as exhibited in the fact that all appear as
groups within H
RO(G)
G (S
0;RZ). 
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〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · · · · ·
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · · · · ·
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · · · · ·
〈Z/2〉 · 〈Z/2〉 · 〈Z/2〉 · · · · ·
RZ RZ− RZ RZ− RZ RZ− LZ LZ− LZ LZ−
· · · · · · · 〈Z/2〉 · 〈Z/2〉
· · · · · · · 〈Z/2〉 · 〈Z/2〉
· · · · · · · 〈Z/2〉 · 〈Z/2〉
· · · · · · · 〈Z/2〉 · 〈Z/2〉
e4ξ2 · e4ξ · e4 · · · · ·
e3ξ2 · e3ξ · e3 · · · · ·
e2ξ2 · e2ξ · e2 · · · · ·
eξ2 · eξ · e · · · · ·
ξ2 (ι3) ξ (ι) 1 (ι−1) (ι−2) (ι−3) (ι−4) (ι−5)
· · · · · · · e−2δξ−1 · e−2δξ−2
· · · · · · · e−3δξ−1 · e−3δξ−2
· · · · · · · e−4δξ−1 · e−4δξ−2
· · · · · · · e−5δξ−1 · e−5δξ−2
Figure 4: H
RO(G)
G (S
0;RZ) and its generators, G = Z/2
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