Inverse problems appear in many applications, such as image deblurring and inpainting. The common approach to address them is to design a specific algorithm for each problem. The Plug-and-Play (P&P) framework, which has been recently introduced, allows solving general inverse problems by leveraging the impressive capabilities of existing denoising algorithms. While this fresh strategy has found many applications, a burdensome parameter tuning is often required in order to obtain highquality results. In this paper, we propose an alternative method for solving inverse problems using off-the-shelf denoisers, which requires less parameter tuning. First, we transform a typical cost function, composed of fidelity and prior terms, into a closely related, novel optimization problem. Then, we propose an efficient minimization scheme with a P&P property, i.e., the prior term is handled solely by a denoising operation. Finally, we present an automatic tuning mechanism to set the method's parameters. We provide a theoretical analysis of the method and empirically demonstrate its competitiveness with task-specific techniques and the P&P approach for image inpainting and deblurring.
and the image prior, such that the latter is handled solely by a denoising operation. Thus, it is not required to explicitly specify the prior, since it is implicitly defined through the choice of the denoiser. We note that several earlier works [13] , [14] have solved linear inverse problems iteratively, where a denoising sub-problem is solved in each iteration. Yet, these methods assume an explicit prior term, while [12] demonstrates the advantages of using well-known denoisers, even when it is not clear how to formulate their associated priors.
The P&P method has already found many applications, e.g. bright field electron tomography [15] , Poisson denoising [16] , and postprocessing of compressed images [17] . It also inspired new related techniques [18] [19] [20] [21] [22] [23] . However, it has been noticed that the P&P often requires a burdensome parameter tuning in order to obtain high quality results [20] , [24] . Moreover, since it is an iterative method, sometimes a large number of iterations (consisting of denoising operations) is required.
In this work, we propose a simple iterative method for solving linear inverse problems using denoising algorithms, which provides an alternative to P&P. Our strategy requires less parameter tuning, and often less iterations than P&P. Its recovery performance is competitive with task-specific algorithms and with the P&P approach. To derive our algorithm, we first transform a typical cost function, composed of fidelity and prior terms, into a closely related, novel optimization problem. Then, we propose an efficient minimization scheme with the desired plug-and-play property for the prior term. Finally, we provide an automatic tuning mechanism to set the method's parameters. We demonstrate the advantages of the new technique on inpainting and deblurring problems.
Perhaps the most appealing property of the proposed strategy is its minimal parameter tuning. Specifically, for the noisy inpainting problem, our method has a single parameter that can be just set to zero, and for the deblurring problem we suggest an automatic parameter tuning scheme that can be employed. Regarding the latter, we note that there are other works that consider automatic parameter selection in inverse problems. However, in these works the prior term is restricted to certain types of penalty functions, e.g. Tikhonov regularization [25] [26] [27] , smoothed versions of the p (1 < p < 2) norm [28] , [29] , or even more general convex functions [30] , [31] . As far as we know, the literature does not offer similar tuning mechanism for sophisticated non-convex priors (e.g. BM3D [1] ), all the more so for learned priors (e.g. IRCNN [22] ). In contrast, the tuning considerations of our method do not depend on the prior, which is arbitrarily specified by the chosen denoiser.
The paper is organized as follows. In Section II we present the problem formulation and the P&P approach. In Section III we present the proposed algorithm, provide a practical way to tune its parameter, and discuss its usage for inpainting and deblurring problems. Section IV includes mathematical analysis of the algorithm. In Section V the proposed method is empirically examined for the inpainting and deblurring problems. Section VI concludes the paper.
II. BACKGROUND

A. Problem Formulation
The problem of image restoration can be generally formulated by y = Hx + e, (1) where x ∈ R n represents the unknown original image, y ∈ R m represents the observations, H is an m × n degradation matrix and e ∈ R m is a vector of independent and identically distributed Gaussian random variables with zero mean and standard deviation of σ e . The model in (1) can represent different image restoration problems; for example: image denoising when H is the n × n identity matrix I n , image inpainting when H is a selection of m rows of I n , and image deblurring when H is a blurring operator. In all of these cases, a prior image model s(x) is required in order to successfully estimate x from the observations y. Specifically, note that H is ill-conditioned in the case of image deblurring, thus, in practice it can be approximated by a rankdeficient matrix, or alternatively by a full rank m × n matrix (m < n). Therefore, for a unified formulation of inpainting and deblurring problems, which are the test cases of this paper, we assume m < n.
Almost any approach for recovering x involves formulating a cost function, composed of fidelity and penalty terms, which is minimized by the desired solution. The fidelity term ensures that the solution agrees with the measurements, and is often derived from the negative log-likelihood function. The penalty term regularizes the optimization problem through the prior image model s(x). Hence, the typical cost function is
wherex is the optimization variable, and · 2 stands for the Euclidean norm.
B. Plug and Play Approach
Instead of devising a separate algorithm to solve miñ
for each type of matrix H, a general recovery strategy has been proposed in [12] , denoted as the Plug-and-Play (P&P). For completeness, we briefly describe this technique. Using variable splitting, the P&P method restates the minimization problem as
where (x) 2 2 is the fidelity term in (2), and β is a positive parameter that adds flexibility to the cost function.
Algorithm 1 Plug and Play (P&P)
This problem can be solved using ADMM [32] by constructing an augmented Lagrangian, which is given by
where u is the dual variable,ũ 1 λ u is the scaled dual variable, and λ is the ADMM penalty parameter. The ADMM algorithm consists of iterating until convergence over the following three stepš
By plugging (4) in (5) we havě
Note that the first step in (6) is just solving a least squares (LS) problem and the third step is a simple update. The second step is more interesting. It describes obtainingv k using a denoiser for white Gaussian noise of variance σ 2 = β/λ, applied on the imagex k +ǔ k−1 . This can be written compactly aš v k = D(x k +ǔ k−1 ; σ), where D(·; σ) is a denoising operator.
Since general denoising algorithms can be used to implement the operator D(·; σ), the P&P method does not require knowing or explicitly specifying the prior function s(x). Instead, s(x) is implicitly defined through the choice of D(·; σ). The obtained P&P algorithm is presented in Algorithm 1. From ADMM theory, global convergence (i.e. iterations approach feasibility and objective reaches its optimal value) is ensured if (x) and s(x) are convex, closed, proper, and the unaugmented Lagrangian has a saddle point [32] . Yet, the immediate implication of this result for P&P is limited, as the prior functions associated with popular off-the-shelf denoisers are non-convex or even unclear. Avoiding the specification of s(x), global convergence of P&P is proved in [15] for a denoiser D(·; σ) that has a symmetric gradient and is non-expansive. However, the latter is difficult to be proved, and well-known denoisers such as BM3D [1] , K-SVD [2] , and standard NLM [3] , lead to good results despite violating these conditions. Another type of convergence is fixed point convergence, which guarantees that an iterative algorithm asymptotically enters a steady state. A modified version of P&P, where the ADMM parameter λ increases between iterations, is guaranteed to have such a convergence under some mild conditions on the denoiser [24] .
The P&P method is not free of drawbacks. Its main difficulties are the large number of iterations, which is often required by the P&P to converge to a good solution, and the setting of the design parameters β and λ, which is not always clear and strongly affects the performance.
III. THE PROPOSED ALGORITHM
In this work we take another strategy for solving inverse problems using denoising algorithms. We start with formulating the cost function (2) in somewhat strange but equivalent way
where
Note that H † is the pseudoinverse of the full row rank matrix H, and u H T H is a seminorm rather than a real norm, since H T H is not a positive definite matrix in our case. Moreover, as mentioned above, since the null space of H T H is nontrivial, the prior s(x) is essential in order to obtain a meaningful solution.
The optimization problem miñ x f (x) can be equivalently written as
Note that due to the degenerate constraint, the solution forỹ is trivialỹ = H † y. Now, we make two major modifications to the above optimization problem. The basic idea is to loosen the variablẽ y in a restricted manner, with the purpose of facilitating the estimation of x. First, we give some degrees of freedom tõ y by using the constraint Hỹ = y instead ofỹ = H † y. Note, though, that components ofỹ in the null space of H are ignored by the current fidelity term and the new constraint, because in both of themỹ is multiplied by H. Since these components are not controlled, they may strongly disagree with the prior s(x) and complicate the optimization with respect tox. Therefore, to tackle this issue, we replace the seminorm 1
H T H in the fidelity term with the Euclidean norm 1 (σe+δ) 2 ỹ −x 2 2 , where δ is a design parameter. This leads to the following optimization problem miñ x,ỹ (11) Note that δ introduces a tradeoff. On the one hand, exaggerated value of δ should be avoided, as it may over-reduce the effect of the fidelity term. On the other hand, too small value of (σ e + δ) 2 may over-penalizex unless it is very close to the affine subspace {HR n = y}. This limits the effective feasible set ofx in problem (11) , such that it may not include potential solutions of the original problem (10) . Therefore, we suggest setting the value of δ as
where S (11) denotes the feasible set of problem (11) . Note that the feasibility ofx is dictated by s(x) 1 and the feasibility ofỹ is dictated by the constraint in (11) . The problem of obtaining such value for δ (or an approximation) is discussed in Section III-A, where a relaxed version of the condition in (12) is presented. Assuming that δ solves (12), the property that 1
for feasiblex andỹ, together with the fact thatỹ = H † y is one of the solutions of the underdetermined system Hỹ = y, prevents increasing the penalty on potential solutions of the original optimization problem (10) . Therefore, roughly speaking, we do not lose solutions when we solve (11) instead of (10). As a sanity check, observe that if H = I n then the constraint in (11) degenerates toỹ = y and the solution to (12) is δ = 0. Therefore, (11) reduces to the original image denoising problem.
An additional insight on the new optimization problem is given in Appendix A, where we try to explain, from a numerical optimization point of view, why minimizing (11) rather than (10) might even end up with a solution closer to the true image x.
We solve (11) using alternating minimization. Iteratively, x k is estimated by solving
andỹ k is estimated by solving
1 Since we make no assumptions on the prior function, it may define an arbitrary feasible set. For example, it can be the characteristic function of
Algorithm 2 Iterative Denoising and Backward Projections (IDBP)
which describes a projection ofx k onto the affine subspace {HR n = y}, and has a closed-form solutioñ
Similarly to the P&P technique, (13) describes obtainingx k using a denoiser for white Gaussian noise of variance σ 2 = (σ e + δ) 2 , applied on the imageỹ k−1 , and can be written
is a denoising operator. Moreover, as in the case of the P&P, the proposed method does not require knowing or explicitly specifying the prior function s(x). Instead, s(x) is implicitly defined through the choice of D(·; σ). The variableỹ k is expected to be closer to the true signal x than the raw observations y. Thus, our algorithm alternates between estimating the signal and using this estimation to obtain improved measurements (that also comply with the original observations y). The proposed algorithm, which we call Iterative Denoising and Backward Projections (IDBP), is presented in Algorithm 2.
A. Setting the Value of the Parameter δ
Setting the value of δ that solves (12) is required for simple theoretical justification of our method. However, it is not clear how to obtain such δ in general. Therefore, in order to relax the condition in (12) , that should be satisfied by allx andỹ in S (11) , we can focus only on the sequences {x k } and {ỹ k } generated by the proposed alternating minimization process. Then, we can use the following proposition.
Proposition 1: Set δ =δ. If there exist an iteration k of IDBP that violates the following condition
then δ =δ also violates the condition in (12) . Proof: Assume thatx k generated by IDBP at some iteration k violates (16) , then it also violates the equivalent condition
The IDBP method pairsx k withỹ k , computed using (15) . Note that (17) can be obtained simply by plugging x =x k andỹ =ỹ k into (12) . Therefore,x k and its associated y k also violate the inequality in (12) . Finally, it is easy to see thatx k andỹ k are feasible points of (11), sincex k is a feasible point of s(x) andỹ k satisfies Hỹ k = y. Therefore, the condition in (12) does not hold for all feasiblex andỹ, which means that δ =δ violates it.
Note that (16) can be easily evaluated for each iteration. Thus, violation of (12) can be spotted (by violation of (16)) and used for stopping the process, increasing δ and running the algorithm again. Of course, the opposite direction does not hold. Even when (16) is satisfied in all iterations, it does not guarantee satisfying (12) . However, the relaxed condition (16) provides an easy way to set δ with an approximation to the solution of (12), which gives very good results in our experiments.
B. IDBP for Image Inpainting
In the image inpainting problem, H is a selection of m rows of I n . Therefore, H † = H T , which is an n × m matrix that merely pads with n − m zeros the vector on which it is applied. In this case,ỹ k is simply obtained by taking the observed pixels from y and the missing pixels fromx k . Moreover, setting δ according to Proposition 1 becomes ridiculously simple: Since y − Hx k 2 2 , it follows that δ = 0 satisfies (16) (with equality) for anyx k . Obviously, if σ e = 0, a small positive δ is required in order to prevent the algorithm from getting stuck (because in this case σ = σ e + δ = 0).
C. IDBP for Image Deblurring
In the image deblurring problem, for a circular shiftinvariant blur operator whose kernel is h, the computation ofỹ k can be efficiently implemented using Fast Fourier Transform (FFT). However, recall that in this case H is an ill-conditioned n × n matrix. Therefore, we replace H † with a regularized inversion of H, using standard Tikhonov regularization, which is given in the Fourier domain bỹ
where F{·} denotes the FFT operator, and is a parameter that controls the amount of regularization in the approximation of H † . Then, (15) can be computed bỹ
where F −1 {·} denotes the inverse FFT operator. Condition (16) can also be computed using FFT. Denoting the left-hand side (LHS) of (16) by η L and its right-hand side (RHS) by η R , we have (16) divided by its RHS vs. iteration number. Note that if any iteration's value is less than 1, then the condition in (12) is violated. Since the opposite direction does not hold, it is preferable to keep a margin above 1; (c) the results of the auto-tuned IDBP initialized with the values of (δ, ) that give the two worst results in (a); (d) LHS of (16) divided by its RHS after auto-tuning.
The deblurring version of IDBP includes two design parameters: δ and , which also appear in the RHS of (16), i.e. in η R (note thatg depends on ). Therefore, when applying IDBP with a given setting of (δ, ), condition (16) can still be examined. Furthermore, note that in order to satisfy (16) , its RHS can be decreased not only by increasing δ, but also by increasing (which increases the denominator ofg).
We empirically observed that pairs of (δ, ) that give the best deblurring results indeed satisfy condition (16) , while pairs of (δ, ) that lead to bad results often violate this condition. This behavior is demonstrated in Fig. 1 for house image in Scenario 1 (see Table V in Section V-B for details about this scenario). Fig. 1a shows the PSNR of IDBP, with a pluggedin BM3D denoiser, as a function of the iteration number for several pairs of (δ, ). The LHS of (16) divided by its RHS (i.e. η L /η R ) is presented in Fig. 1b as a function of the iteration number. If this division is less than 1, even for a single iteration, it means that the original condition in (12) is violated by the associated (δ, ). Recall that even when the division is higher than 1 for all iterations, it does not guarantee satisfying (12) . Therefore, a small margin should be kept. For example, the pair (δ = 5, = 7e-3), which reaches the highest PSNR in Fig. 1a , has its smallest LHS/RHS ratio slightly below 3. When the margin further increases, graceful degradation in PSNR occurs, as observed for (δ = 7, = 7e-3) and (δ = 5, = 10e-3).
Equipped with the above observation, we suggest fixing δ (or ) and automatically tuning (or δ) using condition (16) with some confidence margin. A scheme for IDBP with automatic tuning of is presented in Algorithm 3. Starting with a small value of , the ratio LHS/RHS of (16) is evaluated at the end of each IDBP iteration. If the ratio is smaller than a Algorithm 3 Auto-Tuned IDBP for Deblurring threshold τ , then is slightly increased and IDBP is restarted. We do not check the ratio at the first iteration, as it strongly depends on the initialỹ 0 . An alternative scheme that uses a fixed and gradually increases δ can be obtained in a similar way. We noticed that the restarts in Algorithm 3 happen in early iterations (e.g., restarts will occur at the second iteration for the bad initializations in Fig. 1b ). Therefore, the proposed initialization scheme is not computationally demanding.
The efficiency of the auto-tuned IDBP is demonstrated by improving the performance for the worst two initializations in Fig. 1a , i.e. (δ = 2, = 7e-3) and (δ = 5, = 3e-3). For each of them, one parameter is kept as is and the second is auto-tuned using a threshold τ = 3. The results are shown in Figs. 1c and 1d.
IV. MATHEMATICAL ANALYSIS OF THE ALGORITHM
A. Analysis of the Sequence {ỹ k }
The IDBP algorithm creates the sequence {ỹ k } that can be interpreted as a sequence of updated measurements. It is desired thatỹ k is improved with each iteration, i.e. that x k+1 , obtained fromỹ k , estimates x better thanx k , which is obtained fromỹ k−1 .
Assuming that the result of the denoiser, denoted by x, is perfect, i.e. x = x, we get from (15) 
The last equality describes a model that has only noise (possibly colored), and is much easier to deal with than the original model (1) . Therefore, y can be considered as the optimal improved measurements that our algorithm can achieve. As we wish to make no specific assumptions on the denoising schemẽ x k = D(ỹ k−1 ; σ), improvement of {ỹ k } will be measured by the Euclidean distance to y. Denote by P H H † H the orthogonal projection onto the row space of H, and its orthogonal complement by Q H I n − H † H. The updated measurementsỹ k are always consistent with y on P H x, and do not depend on P Hxk , as can be seen from
Thus, the following theorem ensures that iteration k improves the results, provided thatx k is closer to x thanỹ k−1 on the null space of H, i.e.,
Theorem 2: Assuming that (23) holds at the kth iteration of IDBP, then we have
We obtain (24) by
where the inequality follows from (23) and (25) . A denoiser that makes use of a good prior (and suitable σ) is expected to satisfy (23), at least in early iterations. For example, in the inpainting problem Q H is associated with the missing pixels, and in the deblurring problem Q H is associated with the data that suffer the greatest loss by the blur kernel. Therefore, in both cases Q Hx k is expected to be closer to Q H x than Q Hỹk−1 . Note that if (23) holds for all iterations, then Theorem 2 ensures monotonic improvement and convergence of {ỹ k }, and thus, a fixed point convergence of IDBP. However, note that it does not guarantee that y is the limit of the sequence {ỹ k }.
B. Recovery Guarantees
Similar to P&P, in order to prove more than a fixed point convergence of IDBP, strict assumptions on the denoising scheme are required. For global convergence of P&P, it is enough to assume that the denoiser is non-expansive and has a symmetric gradient [15] , which allows using the proximal mapping theorem of Moreau [33] . However, nonexpansiveness property of a denoiser is very demanding, as it requires that for a given noise level σ we have
for any z 1 and z 2 in R n , with K σ ≤ 1.
In this work we take a different route that exploits the structure of the IDBP algorithm, where the denoiser's output is always projected onto the null space of H. Instead of assuming (23), we use the following assumptions:
Condition 1: The denoiser is bounded, in the sense of
for any z ∈ R n , where B is a universal constant independent of σ. Condition 2: For a given noise level σ > 0, the projection of the denoiser onto the null space of H is a contraction, i.e., it satisfies
for any z 1 
Condition 1 implies that D(z; 0) = z, as can be expected from a denoiser. Thus, it prevents considering a trivial mapping, e.g. D(z; σ) = 0 for all z, which trivially satisfies Condition 2. Regarding the second condition, even though it describes a contraction, it considers the operator Q H D(·; σ). Therefore, for some cases of H, it might be weaker than non-expansiveness of D(·; σ). Our main recovery guarantee is given in the following theorem.
Theorem 3: Let y = Hx + e, apply IDBP with some σ > 0 for the denoising operation, and assume that Condition 1 holds. Assume also that Condition 2 holds for this choice of σ. Then, with the notation of IDBP we have
where y = x + H † e and C σ ( 1 1−Kσ + 5)σB. The proof of Theorem 3 appears in Appendix B. Theorem 3 provides an upper bound on the error of IDBP w.r.t. the true signal x. Despite the fact that Condition 2 may not be verified for the widely-used denoisers (similar to the non-expansiveness condition required for convergence of P&P), the bound is useful because it demonstrates the effect of different parameters on the convergence rate and accuracy. The implications of the bound are based on the observation that Condition 2 implies inverse proportion between σ and K σ . To see this, note that the smaller σ is, the smaller is the effect of the denoiser on its input. Therefore, since (29) needs to be satisfied for any two signals z 1 and z 2 , a larger K σ is required.
Equipped with this observation, from the first term in the bound it can be seen that applying IDBP with a relatively large σ is expected to accelerate its convergence, since K σ is smaller in this case. Decreasing K σ also reduces the second term. However, this term may be an artifact of our proof. Interestingly, the third term C σ suggests using IDBP with the smallest possible σ, for which the increasing effect on K σ is small and can be compensated by using more iterations. Therefore, in order to obtain a more accurate result, and assuming no restrictions on the number of iterations, smaller σ that reduces C σ is beneficial. The last observation agrees with our suggestion to choose δ according to (12) , where σ = σ e +δ is minimized (under a constraint that aims to prevent losing solutions when (11) is being solved instead of (10)).
To the best of our knowledge, there is no equivalent result like Theorem 3 for P&P, as its existing convergence guarantees refer to approaching a minimizer of the original cost function (2), which is not necessarily identical to x. Therefore, even though we propose an alternative method to minimize (2), we choose to consider IDBP error w.r.t. the true x. Note though that the proof technique we show here can be also used to bound the Euclidean distance between the IDBP estimation and a (pre-computed) solution of (2) with only minor technical changes.
V. EXPERIMENTS
We examine the performance of IDBP for two test scenarios: the inpainting and the deblurring problems. 2 We compare the IDBP performance to P&P and to the recent state-of-the-art method IRCNN [22] . The IRCNN is based on a similar idea as P&P. It trains a set of 25 denoising neural networks (DNNs), each for a different noise level, and plugs them into a quadratic penalty method scheme [34] to minimize (3). Such a scheme requires increasing the penalty parameter between iterations, which is translated to using about two dozen DNNs for each inverse problem.
For the comparison of IDBP and P&P we use BM3D [1] as the denoising algorithm, and denote the resulting methods by IDBP-BM3D and P&P-BM3D, respectively. For a fair comparison between IDBP and IRCNN, we plug the trained DNNs of the latter into our IDBP scheme, and denote the resulting method by IDBP-CNN. We emphasize that IDBP-CNN requires a single DNN for each inverse problem, as we do not modify δ between iterations.
In addition, for each one of the two problems: inpainting and deblurring, we compare the performance of the above methods to another algorithm that has been specially tailored for that problem [6] , [35] . We use the following eight test images in all experiments: cameraman, house, peppers, Lena, Barbara, boat, hill and couple. We also report average results on BSD68 dataset, which includes 68 grayscale images of size 481×321 pixels. This dataset is used in many works, e.g. [22] , [36] .
A. Image Inpainting
In the image inpainting problem, H is a selection of m rows of I n and H † = H T , which simplifies both P&P and IDBP. In P&P, the first step can be solved for each pixel individually. In IDBP,ỹ k is obtained merely by taking the observed pixels from y and the missing pixels fromx k . Note that the computational cost of each iteration of P&P-BM3D and IDBP-BM3D is of the same scale, dominated by the complexity of the BM3D denoiser. Therefore, the overall complexity of P&P-BM3D and IDBP-BM3D can be compared by the number of iterations each technique is using. Similarly, the computational cost of each iteration of IRCNN and IDBP-CNN is of the same scale, and their overall complexity is determined by the number of iterations that they use. For all methods we use the result of a simple median scheme as their initialization (e.g. forv 0 in P&P and for y 0 in IDBP). 2 Matlab code available at https://github.com/tomtirer/IDBP. The first experiment demonstrates the performance of IDBP, P&P, IRCNN and inpainting based on Image Processing using Patch Ordering (IPPO) approach [35] , for the noiseless case (σ e = 0) with 80% missing pixels, selected at random. For peppers, the first and last rows and columns, which contain defective intensity values are ignored, as they damage the quality assessment obtained by PSNR. For IPPO and IRCNN we use the code supplied by the authors, 3 where the same scenario is examined. The parameters of P&P-BM3D are optimized for best reconstruction quality. We use β = 1, λ = 10/255 and 150 iterations, and also set the noise standard deviation to 0.001, i.e. nonzero, in order to computex k .
Considering IDBP, in Section III-B, it is suggested that δ = 0. However, since in this case σ e + δ = 0, a small positive δ, e.g. δ = 1, is required. Indeed, this setting gives good performance, but also requires many more iterations than the other methods. Therefore, we use an alternative approach. We use a larger value for δ but take the lastỹ k as the final estimate, which is equivalent to performing the last denoising with the recommended δ = 0. We set δ = 5 for IDBP-BM3D, which allows us to use only 150 iterations (same as P&P-BM3D), and δ = 10 for IDBP-CNN, which requires only 30 iterations (same as IRCNN). Fig. 2 shows the results of IDBP-BM3D for the house image. It approves that the alternative implementation performs well and requires significantly less iterations (note that the x-axis has a logarithmic scale). Therefore, for the comparison of the different inpainting methods in this experiment (where σ e = 0), we use the alternative implementation of IDBP. The empirical behavior observed here, agrees with the theoretical observation at the end of Section IV-B: larger σ = σ e + δ requires less iterations (due to smaller K σ ) but results in higher error. Note also that it is possible to decrease δ as the iterations increase. However, in this work we aim at demonstrating the performance of the IDBP scheme with minimal parameter tuning as possible.
The results (PSNR and SSIM [37] ) of the algorithms are given in Table I . In these experiments, the BM3D prior outperforms the learned one. IDBP-BM3D is usually better than IPPO, but slightly inferior to P&P-BM3D. This is the cost of accelerating IDBP by setting δ to a value which is significantly larger than zero. However, this observation also hints that IDBP may shine for noisy measurements, where δ = 0 can be used without increasing the number of iterations. We also remark that IPPO gives the best results for Barbara because in this image P&P-BM3D and IDBP-BM3D require more than the fixed 150 iterations.
The second experiment demonstrates the performance of IDBP, P&P and IRCNN with 80% missing pixels, as before, but this time σ e = 10. Noisy inpainting has not been implemented yet by IPPO [35] . The parameters of P&P-BM3D that give us the best results are β = 0.8, λ = 5/255 and 150 iterations. Using the same parameter values as before deteriorates the performance significantly. For IRCNN we just update the new σ e in the code (our further tuning efforts have not been successful). Contrary to P&P, in this experiment tuning the parameters of both IDBP versions can be avoided. We follow Section III-B and set δ = 0. Moreover, IDBP-BM3D now requires only 75 iterations, half the number of P&P-BM3D. For IDBP-CNN we still use only 30 iterations (same as IRCNN). The results are given in Table II . P&P-BM3D is slightly inferior to IDBP-BM3D, despite having twice the number of iterations and a burdensome parameter tuning. IDBP-CNN and IRCNN, which have similar computational cost, are highly competitive. However, note that IRCNN uses two dozen different DNNs for each inverse problem, while IDBP requires only a single DNN, as we do not modify δ between iterations. The results for house are also presented in Fig. 3 . In this case, the BM3D-based methods obtain better visual results than their DNN-based alternatives. Furthermore, P&P-BM3D reconstruction has slightly more artifacts than IDBP-BM3D (e.g. ringing artifacts near the right window), and IDBP-CNN result is smoother than IRCNN, yet recovers finer details (e.g. the black pipe on the roof). We repeat the last experiment with slightly increased noise level of σ e = 12, but still use the same parameter tuning for all methods (e.g. P&P-BM3D uses β = 0.8 and λ = 5/255, which are optimized for σ e = 10). This situation is often encountered in practice, when calibrating a system for all possible scenarios is impossible. The results are given in Table III . In this case, IDBP-CNN is usually better than IRCNN, and IDBP-BM3D clearly outperforms P&P-BM3D. This experiment shows another advantage of our inpainting algorithm over P&P, as it is less sensitive to parameter tuning. The results for peppers are presented in Fig. 4 . This time the DNN-based methods exhibit better results. Moreover, the IDBP scheme leads to improved reconstructions for the two types of denoisers.
Next, we demonstrate the application of the methods for removal of superimposed text. Fig. 5 displays the results for Lena with σ e = 10. IDBP-CNN outperforms the other methods in this case (e.g. it recovers the left eye better). Note that in this example the ratio of missing pixels is significantly lower than in the previous experiments. Therefore, when we repeat it without noise, all methods give very good results without noticeable visual differences. In the noiseless case, PSNR values (in dB) of 37.90, 37.12, 37.86, 37.37 are obtained for P&P-BM3D, IRCNN, IDBP-BM3D, and IDBP-CNN, respectively. Finally, we examine the performance of the methods on BSD68 dataset. We repeat the first three experiments with the same algorithms and settings as before. The only difference is that we reduce the ratio of missing pixels to 50% (for 80% missing pixels all methods perform poorly, e.g. the average SSIM is lower than 0.8 even in the noiseless case). Also, the performance of IPPO is not reported since its code does not support the dimension of BSD68 images. The results are given in Table IV . As before, the IDBP-based algorithms demonstrate competitive performance in the noiseless case and improved results for the noisy settings, while maintaining implementation advantages over other methods (IDBP-BM3D requires less parameter tuning and iterations 
B. Image Deblurring
In the image deblurring problem, for a circular shiftinvariant blur operator, bothx k in P&P andỹ k in IDBP can be efficiently implemented using Fast Fourier Transform (FFT). We use trivial initialization for all methods, i.e.v 0 = y in P&P andỹ 0 = y in IDBP. The computational cost of each iteration of P&P-BM3D and IDBP-BM3D is of the same scale, dominated by the complexity of the denoising operation. 4 Therefore, similarly to inpainting, the overall complexity of P&P-BM3D and IDBP-BM3D is determined by the number of iterations of each strategy. The same goes for IRCNN and IDBP-CNN.
We consider four deblurring scenarios used as benchmarks in many publications (see [5] , [6] ). The blur kernel h(x 1 , x 2 ) and noise level of each scenario are summarized in Table V . The kernels are normalized such that x1,x2 h(x 1 , x 2 ) = 1.
We compare the performance of IDBP, P&P and IRCNN with IDD-BM3D [6] , which is a state-of-the-art algorithm specifically designed for deblurring. We use IDD-BM3D exactly as in [6] , 5 where the same scenarios are examined: it is initialized using BM3D-DEB [38] , performs 200 iterations and its parameters are manually tuned per scenario. The parameters of P&P-BM3D are also optimized for each scenario. It uses 50 iterations and β = {0.85, 0.85, 0.9, 0.8} and λ = {2, 1, 3, 1}/255, for scenarios 1-4, respectively. For IRCNN we use the exact code supplied by the authors, which performs 30 iterations and does not use the DNNs which are associated with low noise levels. Our efforts to use also the low noise level DNNs in IRCNN have not been successful.
We examine two different tuning strategies for IDBP. The first one is a manual tuning per scenario, which is simpler than the tuning of the competing methods. For IDBP-BM3D, we fix δ = 5 for all scenarios and only change to {7e-3, 4e-3, 8e-3, 2e-3} for scenarios 1-4, respectively. For IDBP-CNN, complications for σ e 1. Note that in the automatic-tuning scheme, can be set differently for different images in the same scenario, while all images, in all scenarios, use the same method with the same default parameters. We use a stopping criterion of only 30 iterations for all IDBP versions (which is equal to the number of iterations of IRCNN and lower than P&P). Table VI shows the results of the different methods. For each scenario it shows the input PSNR (i.e. PSNR of y) and the BSNR (blurred signal-to-noise-ratio, defined as var(Hx)/mσ 2 e ) for each image, as well as the ISNR 7 (improvement signal-to-noise-ratio) and SSIM for each method and image. Note that in Scenario 3, σ 2 e is set slightly different for each image, ensuring that the BSNR is 40 dB. In Fig. 6 we also present the PSNR, averaged over all scenarios and images, as a function of the iteration number for the denoising-based techniques (i.e. P&P, IRCNN and IDBP). It can be seen that the IDBP optimization scheme is faster than P&P (which is based on variable splitting and ADMM) and IRCNN (which is based on variable splitting and quadratic penalty method).
From Table VI it is clear that IDBP's plain and autotuned implementations have similar performance on average. Moreover, note that in every scenario at least one of the two leading methods (on average) is obtained by an IDBP implementation. In fact, when averaging over all scenarios IDBP-CNN has the highest ISNR.
Focusing on the methods that use the BM3D prior, both IDBP-BM3D versions perform better than P&P-BM3D, and have only a small performance gap below IDD-BM3D, which is especially tailored for the deblurring problem and requires many more iterations and parameter tuning. Fig. 7 displays the results of the BM3D-based methods for Barbara in Scenario 4. It can be seen that IDBP-BM3D reconstruction, especially with auto-tuning in this case, restores the texture better (e.g. look near the right palm).
Focusing on the methods that use DNN prior, these three methods are highly competitive. However, we remind the reader that IRCNN uses about two dozen different DNNs for each inverse problem, while IDBP requires only a single DNN per scenario, as we do not modify δ between iterations. Fig. 8 displays the results of IRCNN and IDBP-CNN for Lena in Scenario 1. It can be seen that IDBP-CNN recovers more fine details of the hat. Fig. 9 displays the results of IRCNN and IDBP-CNN for Cameraman in Scenario 3. In this case, IDBP-CNN recovers the fingers better. We do not show the results of auto-tuned IDBP-CNN, since there is no visual difference compared to its plain counterpart.
We examine the performance of the methods on BSD68 dataset as well. The results are given in Table VII . The observations in the above three paragraphs stay the same on this dataset. IDBP's plain and auto-tuned implementations exhibit (similar) impressive performance. Again, when averaging over all scenarios IDBP-CNN has the highest PSNR.
For more examples, we refer the reader to a short conference version of this paper [39] , where we demonstrate the advantages of using IDBP with an automatic parameter tuning for image deblurring when only an inexact estimate of the blur kernel is available, and per-scenario tuning is impossible. This situation is encountered in most blind-deblurring methods, which start with estimating only the kernel, and then use it to recover the latent image via non-blind deblurring.
VI. CONCLUSION
In this work we introduced the Iterative Denoising and Backward Projections (IDBP) method for solving linear inverse problems using denoising algorithms. This method, in its general form, has only a single parameter that should be set according to a given condition. We presented a mathematical analysis of this strategy and provided a practical way to tune its parameter. Therefore, it can be argued that our approach has less parameters that require tuning than the P&P method. Specifically, for the noisy inpainting problem, the single parameter of the IDBP can be just set to zero, and for the deblurring problem our suggested automatic parameter tuning can be employed. Experiments demonstrated that IDBP is competitive with state-of-the-art task-specific algorithms and with the P&P approach for the inpainting and deblurring problems. It also achieves very promising results compared to IRCNN, while requiring significantly fewer denoising neural networks for solving an inverse problem, i.e. a single DNN instead of two dozen.
APPENDIX A A NUMERICAL OPTIMIZATION POINT OF VIEW ON PROBLEM (11)
A close look at problem (11) reveals that itsỹ minimizer has a closed-form expressioñ y * = H † y + (I n − H † H)x.
Substituting (31) It is well known that many linear least squares optimization methods (e.g. conjugate gradients) perform better when the singular values of the linear operator are not spread over a wide range of values [40] . Therefore, if the prior s(x) provides a strong restriction on Q Hx (I n − P H )x given P Hx , then solving c H † y − P Hx (11), in order to get an efficient solver with a plug-and-play property for the prior s(x), we use alternating minimization forx andỹ, instead of directly solving the problem forỹ. We leave the rigorous study of the above numerical optimization direction for future research.
APPENDIX B PROOF OF THEOREM 3
We start with proving an auxiliary lemma. Lemma 4: Assuming that Condition 1 holds, i.e. D(z; σ)− z 2 ≤ σB for any z, we have D(z 1 ; σ) − D(z 2 ; σ) 2 ≤ z 1 − z 2 2 + 2σB (33) for any z 1 and z 2 in R n . Proof: Using the triangle inequality followed by Condition 1, we get the desired result D(z 1 ; σ) − D(z 2 ; σ) 2 ≤ D(z 1 ; σ) − z 1 2 + D(z 2 ; σ) − z 2 2 + z 1 − z 2 2 ≤ z 1 − z 2 2 + 2σB.
We now turn to the proof of the theorem. Proof: Byx k+1 = D(ỹ k ; σ), and using the triangle inequality, we have 
where the second inequality uses Lemma 4 twice, and Condition 1 for the last term, and the last equality follows from the fact that y = x + H † e. We turn to bound the first term in the right-hand side of (35 
where the first inequality follows from the triangle inequality; the second inequality uses Condition 2, i.e. Q H D(·; σ) is a contraction, for the first two terms, and Q H z 2 ≤ z 2 for the last term; and the last inequality uses y = x + H † e and Condition 1. Using recursion (recall that K σ < 1) we have
Finally, substituting (37) in (35) leads to (30) .
