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(e.g., based on scoped multicast) for the local recovery problem. Our scheme achieves finer 
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multicasting (that may be useful to other applications), that enables local recovery. The new 
services,... Read complete abstract on page 2. 
Follow this and additional works at: https://openscholarship.wustl.edu/cse_research 
 Part of the Computer Engineering Commons, and the Computer Sciences Commons 
Recommended Citation 
Papadopoulos, Christos; Parulkar, Guru; and Varghese, George, "An Error Control Scheme for Large-Scale 
Multicast Applications" Report Number: WUCS-97-23 (1997). All Computer Science and Engineering 
Research. 
https://openscholarship.wustl.edu/cse_research/439 
Department of Computer Science & Engineering - Washington University in St. Louis 
Campus Box 1045 - St. Louis, MO - 63130 - ph: (314) 935-6160. 
This technical report is available at Washington University Open Scholarship: https://openscholarship.wustl.edu/
cse_research/439 
An Error Control Scheme for Large-Scale Multicast Applications 
Christos Papadopoulos, Guru Parulkar, and George Varghese 
Complete Abstract: 
Retransmission based error control for large scale multicast applications is difficult because of two main 
problems: request implosion and lack of local recovery. Existing schemes (SRM, RMTP, TMTP, LBRRM) 
have good solutions to request implosion, but only approximate solutions (e.g., based on scoped 
multicast) for the local recovery problem. Our scheme achieves finer grain fault recovery by exploiting 
new forwarding services that allow us to create a dynamic hierarchy of receivers. We use a new paradigm, 
where routers provide a more refined form of multicasting (that may be useful to other applications), that 
enables local recovery. The new services, however, are simple to implement and do not require routers to 
examine or store application packets; hence, they do not violate layering. Besides providing good local 
recovery, our scheme integrates well with the current IP model, has small recovery latencies (it requires 
no back-off delays), produces fewer duplicates than other schemes, and isolates group members from 
details of group topology. 

























