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Abstract: Numerous physical systems have been proposed for constructing 
quantum computers, but formidable obstacles stand in the way of making 
even modest systems with a few hundred quantum bits (qubits).  Several 
approaches utilize the spin of an electron as the qubit.  Here it is suggested 
that the spin of electrons floating on the surface of liquid helium will make 
excellent qubits.  These electrons can be electrostatically held and 
manipulated much like electrons in semiconductor heterostructures, but being 
in a vacuum the spins on helium suffer much less decoherence.  In particular, 
the spin orbit interaction is reduced so that moving the qubits with voltages 
applied to gates has little effect on their coherence. Remaining sources of 
decoherence are considered and it is found that coherence times for electron 
spins on helium can be expected to exceed 100 s. It is shown how to obtain a 
controlled-NOT operation between two qubits using the magnetic dipole-
dipole interaction. 
 
PACS numbers: 03.67.Lx, 33.35.+r, 73.20.-r, 76.30.-v 
 
 
There has been considerable excitement in recent years concerning the possibility of 
constructing a large quantum computer.  Such a device must be capable of manipulating 
the states of many small quantum systems (typically two-level systems, or qubits) and 
allowing them to interact in a controlled manner, all the while maintaining a very high 
degree of coherence.1,2,3  The difficulty of constructing a quantum computer has led to a 
variety of ingenious proposals spanning many branches of physics.4,5,6  Among the 
various promising approaches are semiconductor-based structures in which electron or 
nuclear spins are the qubits.7 ,8,9,10  However, difficult fabrication and materials problems 
remain.  Here we show that many of the same concepts developed for semiconductor 
heterostructure architectures can be applied to a different heterostructure system: the spin 
of electrons floating on the surface of liquid helium (LHe).  With the electrons residing in 
a vacuum several important sources of spin decoherence are eliminated, along with 
electron trapping, which allows for simpler fabrication and operation. 
 
One necessary architectural attribute of a quantum computer is scalability: that increasing 
the number of qubits not affect the computer’s ability to manipulate them, and that the 
time scale for their manipulation not increase too rapidly with the number of qubits.3   
Examples of physical systems which show promise for scaling include arrays of trapped 
ions,4 optically trapped neutral atoms,5 Josephson-junctions,6 and various semiconductor 
devices.7-10  Solid state implementations are attractive, since the evolution of 
semiconductor microelectronics over the last five decades is a compelling demonstration 
of the power of scaling.  As shown below, many of the characteristics of solid state 
implementations which make them scalable are shared by electron spins on helium. 
 
Recently, several authors have suggested novel architectures using the spatial part of the 
electron wavefunction bound to liquid He11,12 or solid Ne13 as the qubit.  However, 
instead we suggest using the electrons’ spin as the qubit, and the devices we envision are 
closer in spirit to the semiconductor-based quantum computer structures proposed for 
electron spin qubits.8-10  We consider a geometry in which the electrons are held at the 
LHe vacuum interface, rather than in a semiconductor heterojunction, and are controlled 
by gates a few microns below the He surface.14,15  The structures are direct adaptations of 
conventional charge-coupled devices (CCD’s) and use the same silicon integrated circuit 
technology.16  However, binding the electrons to LHe overcomes some of the technical 
difficulties associated with semiconductors.  In particular: (1) The spin orbit interaction 
produces an effective magnetic field for electrons moving along a hetero-interface,17 
making it difficult to preserve coherence while directly moving electron spin qubits over 
large distances in semiconductors.  This decoherence mechanism is orders of magnitude 
weaker for electron spins on LHe, expanding the range of architectures which can be 
employed.  (2) Electron traps and potential fluctuations can make the reliable control of 
individual electrons at semiconductor interfaces problematical, but they are not a critical 
issue at the LHe-vacuum interface; (3) The long coherence time of the spins residing in 
the vacuum above the LHe obviates the need for using the fast but difficult to control 
exchange interaction for entangling spins.  Instead, the slower but readily controlled 
dipole-dipole interaction can be used.  Fabrication of the devices we are suggesting is 
well within the capabilities of many laboratories.  Modern integrated circuits require a 
level of precision which is at least as challenging as the structures we will consider. 
 
A very schematic diagram of a possible gate arrangement for a quantum computer is 
shown in Fig. 1.  The grey areas represent gates which are arranged like those of a 
conventional 3-phase CCD.16  The electrons are indicated by the dots with arrows. The 
heavy horizontal lines are negatively charged “channel stops.”  The computer will 
operate with a single electron confined to each pixel (one horizontal period of the 
structure between two channel stops).  Electrons can be rapidly moved with the gates 
Figure 1. A schematic diagram of a possible 
gate electrode arrangement for a quantum 
computer.  The grey regions are conducting 
gates held at different potentials (Φ1 - ΦJ) 
arranged as a 3-phase CCD. By adjusting the 
gate voltages the electrons (dots with arrows) 
can be moved around the device.  The light-
colored region on the left represents a 
conductor below the gates through which a 
current, I, can be run, producing a local lateral 
magnetic field which combines with the large 
constant field, B0, to bring the Zeeman 
transition of the electrons above the wire into 
resonance with applied microwaves. 
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to different areas of the device using standard CCD clock voltage sequences.  With a 
combination of horizontal and vertical CCD’s, it is clear that a highly parallel and 
scalable architecture is possible.  
 
Here we will show that all of the operations required for a quantum computer are possible 
with electrons on the surface of LHe, using reasonable estimates for decoherence rates 
and other parameters (an applied field, B0, of 0.35 T in the plane of the surface will be 
assumed, as used in conventional 10GHz electron spin resonance spectrometers).  
DiVincenzo has compiled a “check list” of five conditions which must be satisfied by a 
physical implementation of a quantum computer.18  We will discuss the operation of our 
devices in the context of this list.  
 
1. There must be a physical embodiment of a qubit. 
As discussed above, in the simplest case, the spin of an electron (parallel, ↑ , or 
antiparallel, ↓ , to an applied magnetic field) is our qubit.  However, there is a 
considerable advantage to using pairs of electron spins to encode each qubit into a 
decoherence-free subspace (DFS).4,19,20,21  In this approach 0  is encoded as ↑↓  and 
similarly 1  = ↓↑ .  Since our structures involve spatially varying magnetic fields (both 
parasitic and intentional), the precise control of a single spin’s phase would be difficult.  
However, with the qubits encoded in a decoherence-free subspace, only the relative phase 
of the two spins enters.  By manipulating the two spins to sequentially follow the same 
path, the relative phase shift is zero except for temporal variations and imperfections in 
the paths.  
 
Proposing single electrons, or pairs, as qubits is easy, but isolating and manipulating 
individual electrons, especially many individual electrons in a large array is very 
challenging.  One of the principal differences between the 2-dimensional (2D) electrons 
at the LHe-vacuum interface and those in semiconductor heterojunctions is that electrons 
on LHe maintain high mobilities at very low densities.  Whereas the lateral potential 
profile in semiconductor heterostructures is quite “rough” at low electron densities,22 
leading to practical consequences such as the reduction in the charge-transfer efficiency 
of Si CCD’s for small signals and low temperatures,23 ultra-high mobility electrons on the 
surface of bulk LHe have been studied over a density range of 105 – 109/cm2.24   At these 
low densities electrons on helium are nondegenerate, even at very low temperatures.  
They are probably the most perfect example of a classical, rather than quantum, 2D 
electron system.24  At first this might appear antithetical to a quantum computer, but one 
of the key difficulties is controlling the quantum entanglement with a high degree of 
precision.  For implementations utilizing electron spins the circuits are substantially 
simplified if the spins can be held far apart and thus decoupled (both the exchange and 
dipole-dipole interactions) except when they are being forced to interact. 
 
2. The computations should have a low error rate. 
There are two major sources of error.  First, the structures used to manipulate the qubits 
and produce entanglement must do so very precisely.  As will be discussed below, we 
envision using weak interactions so that the time over which fields are acting is long – 
microseconds to milliseconds.  These long times ease the difficulties associated with 
precision control of spin rotation and entanglement.  We have the luxury of using such 
weak interactions because there will be very little decoherence of the qubits – the second 
contribution to the error.  With the electrons residing in the vacuum above LHe, there are 
few intrinsic mechanisms which can lead to a loss of spin coherence.  To the best of our 
knowledge there have been no electron spin resonance (ESR) measurements of 2D 
electrons on the LHe surface; the closest are ESR experiments on electron bubbles in 
LHe by Reichert and coworkers who obtained a linewidth of 9x10-8 T (at B0 = 0.35 T), 
which was still instrumental.25  Pulsed ESR measurements of the longitudinal spin 
relaxation time, T1, and coherence time, T2, have not been made.26 
 
We have identified several unavoidable sources of spin decoherence which are inherent 
in the structures described here.  One such process is the radiative decay of a spin in its 
excited state.  However, the radiative lifetime of an electron spin in a magnetic field of 
0.35 T  is of the order of 1012 s.27 
 
A second source of decoherence is the spin-orbit interaction.  Silicon and Si/SiGe 
heterostructures are prime candidates for semiconductor spin-based implementations 
because of the long intrinsic spin coherence time (>50 ms28) for electrons in Si and the 
availability of isotopically purified Si devoid of nuclear spins.  However, confinement of 
an electron at a heterointerface reduces spin coherence through a combination of the spin-
orbit interaction and broken inversion symmetry, the Rashba effect.17  This effective 
magnetic field for an electron in a semiconductor can be a significant source of 
decoherence.29 As a result even in Si devices the electron-spin coherence time can be 
reduced to a few microseconds if 2D electrons are free to move in the plane.30,31  With the 
electrons in a vacuum above LHe, this spin-orbit term is orders of magnitude smaller.  
Since the electrons move along the surface of the LHe at velocity v , and there is a 
perpendicular electric field, E , holding them there, they feel an in-plane magnetic field 
proportional to v  × E .  For appropriate parameters ( v  = 105 cm/s, the electron thermal 
velocity at 30mK and E  = 103 V/cm, the field from the electron’s image in the helium) 
the in-plane field is B|| ~ 10-9 T, about six orders of magnitude smaller than at the Si/SiGe 
interface.31,32  The direction of the in-plane field depends upon the direction of the 
velocity so that the spin sees a time-varying magnetic field, and hence it decoheres as the 
electron scatters, the vacuum equivalent of Dyakonov-Perel relaxation.29  We are well 
within the Redfield limit, τγB|| < 1, where τ is the momentum relaxation time and γ is the 
electron gyromagnetic ratio. The T2 associated with this process is given by: 
τγ 2||22 2
1/1 BT = , 
where 2||B is the average of the squared in-plane field (the factor of ½ comes from the 
fraction parallel to B0).  On bulk LHe the mobility can be 30x106 cm2/V-s, or a scattering 
time of about 10 ns,24 which implies a coherence time of >103 s.  The mobility is lower 
on thin LHe films, and the T2 from this process can exceed 107 s.  Similarly, confined 
electrons (as in a CCD pixel) scatter more rapidly, and if the confinement is strong 
enough to freeze the electron into the ground state of its lateral motion this decoherence 
mechanism is eliminated. 
 
For thin LHe films above a gate another decoherence process arises from Johnson noise 
currents in the metallic gates producing a fluctuating magnetic field.  The currents are 
larger in low-resistivity metals and become more important as the electron is brought 
closer to the metallic layer.  Thus the most critical region for this decoherence 
mechanism is where the electrons are held on a thin film of LHe, as in the “interaction 
region” of Fig. 1 (discussed in more detail below).  Sidles and coworkers have analyzed 
the situation of a spin above a conducting surface,33 and the coherence time is given by: 
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where μ0 is the magnetic constant, k is Boltzmann’s constant, T is the absolute 
temperature, t is the thickness of the conducting layer with conductivity σ, 0ω is the 
Zeeman frequency in the applied field, and d is the distance of the electron from the 
surface of the conductor. Assuming a 100Å film of a good metal (resistivity of 1 Ωμ -cm) 
and a 400Å thick LHe layer, we estimate the coherence time to be about 1.5 s at 30mK.  
However, if a degenerately doped semiconductor is used as the metal, the resistivity is 
higher and the coherence time is ~104 s. The use of such resistive metals will also provide 
extra damping for the electrons’ lateral motion. This will lower their mobility and help 
keep the electron motion in thermal equilibrium with the bath. 
 
In addition to the currents in a metal, there will be fluctuations in the local spin density. 
These fluctuations will produce a fluctuating magnetic field acting on the qubits. The 
thermodynamic fluctuations in the local spin density are given by  ( )22)( ↓↑↓↑ −−− nnnn  
where ↑n  and ↓n  are the local densities of up and down spins, respectively, and the 
brackets indicate thermodynamic averages.  If the fluctuations in up and down spins are 
assumed to be independent, then the spin density fluctuation reduces to just the 
fluctuation in the total carrier density, which for a Fermi degenerate system is given by: 
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where m is the carrier mass and V is the volume of the local region.34  If the fluctuations 
are correlated (for example, if the spin density fluctuates while the local electron density 
remains constant), then this result is doubled.  The characteristic time scale of the 
fluctuations will be set by the Fermi velocity of a carrier and the distance to the qubit, 
which with the Redfield formulas35 gives T2 ~ 105 s on a 400Å film of LHe at 30 mK, 
and longer if the LHe is thicker.  Quantum fluctuations may dominate at very low 
temperatures, but we have not considered them here. 
 
A fifth intrinsic decoherence mechanism we have identified is the coupling of the qubit 
spins to the nuclear moments of 3He atoms.  While the atmospheric concentration of 3He 
is low (about 1 part in 106 of 4He ),36 at low temperature the 3He floats to the surface of 
the 4He.37  Motional narrowing as the 3He atoms diffuse around the surface is somewhat 
more complicated in this case than in a 3-dimensional system.38 The electron wave 
function is peaked some distance above the surface, and we use the results of Neue39 for 
the relaxation of dipole-coupled spins confined to two parallel planes.  The electron spin 
coherence time scales linearly with the diffusivity of the 3He, which becomes quite large 
at low temperatures.40  At 30 mK we calculate a coherence time of over 107 s.  4He can be 
isotopically purified41 so that the fraction of 3He is reduced to <5x10-13, but this appears 
unnecessary. 
 
It is likely that the actual spin coherence will be controlled by extrinsic factors.  An 
exceptionally high vacuum is attained at mK temperatures, and thus we expect few 
impurities to accumulate.  Paramagnetic defects in the electrode structure and its supports 
will contribute to decoherence.  It is difficult to estimate the quantity and effect of these 
defects.  Such defects will have their spins rapidly relaxed by the metallic layers, 
reducing their effect on the qubits.  If a small number of localized areas are affected, 
those portions could be replaced by redundant structures in another region of the device.  
Another extrinsic source of decoherence which is nevertheless difficult to avoid is the 
ionization produced by cosmic rays.  From work with astronomical CCD’s it is known 
that the arrival rate is approximately 10-2/cm2-s.42  However, the ionization rate in LHe is 
considerably smaller than in semiconductors.  Often the true cosmic rays are masked by 
other environmental sources of radiation.  The cosmic ray flux can be reduced by at least 
two orders of magnitude through very aggressive shielding (a lead room in a deep mine), 
but such extreme measures should not be necessary.   
 
3. It must be possible to prepare the qubits in a well-defined initial state. 
Typically, one would start with a state consisting of all 0’s or all 1’s.  There are several 
possible ways to accomplish this.  The easiest is to simply freeze the spins into their 
ground state.  At 30mK the spins can be frozen into their ground state with an efficiency 
of  >106:1 for the assumed B0.  To accelerate their thermalization the electrons can be 
stored on a thin LHe layer above a good metal leading to thermalization within a few 
seconds from the Johnson noise currents. 
 
4. It must be possible to read out the quantum bits. 
Reading out the result of a calculation requires qubit measurement, and quantum error 
correction is most readily implemented via frequent measurements.  Probably the 
simplest way to measure individual electron spins on LHe is to compare the unknown 
spin with a known one, as has recently been demonstrated in GaAs double quantum 
dots.43,44  When two electrons are confined to a small volume (a donor or quantum dot, 
for example) a singlet-triplet splitting arises from the exchange interaction.  If the 
unknown electron forms a singlet state with the known spin, then the two electrons began 
with opposite spins.  Selectively shifting the phase of one of the electron’s spins allows a 
complete spin measurement.  A quantum dot can be constructed for an electron on helium 
with a locally attractive gate below the surface.  Dykman, et al. have suggested using 
submerged metallic posts to form quantum dots.45  The electron occupancy of a dot can 
be detected in a variety of ways, for example with a single-electron transistor as 
demonstrated by Papageorgiou and coworkers.46 
 
5. It must be possible to implement single and two-qubit quantum gates. 
Single qubit operations can be implemented using conventional pulsed-ESR techniques.  
Since the spin coherence times are very long, the ESR line is narrow.  As noted earlier, 
the long coherence times allow for long pulses and correspondingly small RF powers.  It 
must be possible to select individual or a subset of qubits to be operated upon, which can 
be accomplished by setting the RF frequency slightly off resonance as determined by the 
applied magnetic field.  An electric current can be run through wires to generate a local 
bias field (a fraction of a Gauss) and bring the selected electron spins into resonance.  On 
the left side of Fig. 1 we show, very schematically, a wire (labeled I) running under one 
of the columns of the CCD structure which would allow all of the spins in that column to 
be operated upon simultaneously.  Spin rotations about the x and y axes can be generated 
with microwave pulses.  Rotations about the z axis can either be generated by a series of 
rotations about the other two axes, or by locally changing the magnetic field to modify 
the precession rate of selected spins. 
 
Two-qubit operations, which are at the heart of a quantum computer, are more difficult to 
design and control.  Most semiconductor spin-based quantum computing proposals have 
employed a variant of the gate-controlled exchange interaction explored by Loss and 
DiVincenzo.8  In Fig. 2 we show a structure which will bind two electrons close to one 
another.  The lower part of the figure shows metallic gates with hemispherical bosses 
(150Å radius) at a separation of 1000Å.  The upper part of Fig. 2 shows the calculated 
one-electron potential energy for an electron held 400Å above the gates by a thin LHe 
film.  The voltages on the gates were all taken to be the same, and adjusted to give zero 
potential energy for an electron far from the bosses.  The electrons are bound to the 
bosses with a few meV by their image charges in the metal.  We have calculated the 
exchange interaction for the case where the bosses are 30% closer than shown in Fig. 2, 
and a positive potential is applied to the central gate, VJ, to lower the barrier.  The 
exchange coupling can be varied with VJ, and it is possible, in principle, to obtain a 
coupling which allows the “square-root-of-swap” operation to be done in about 1 μs.  
However, the exchange coupling is extremely sensitive to the parameters of the structure, 
as has been noted by other authors.47,48  This is particularly true for electrons on helium 
since they do not have a small effective mass nor is their repulsion reduced by a large 
background dielectric constant as for semiconductor quantum dots.  
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Figure 2.  A schematic illustration of a 
structure which can be used to hold 2 
electrons (dots with arrows) in close 
proximity, allowing their spins to interact.  
The lower part of the figure shows the 
structure – metallic layers with 2 
hemispherical bosses covered by a layer of 
LHe.  The upper part of the figure shows 
the calculated 1-electron potential energy 
created by this arrangement of metallic 
gates with VJ = V0 and chosen to make the 
electron potential energy approach 0 
asymptotically. 
Instead of attempting to control the exchange interaction, a more tenable approach is to 
use the magnetic dipole-dipole coupling between spins.  A structure like that shown in 
Fig. 2 would be used to hold the electrons.  For two identical dipoles, 1u  and 2u , the 
dipole-dipole Hamiltonian is: 
53D
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where 1u =gμBS1, 2u =gμBS2, r is the distance vector from 1u  to 2u , g is the free-
electron g-factor (2.00232), μB is the Bohr magneton, and S1 and S2 are the spins of the 
two electrons.35  This can be rewritten in the terms of the polar angle, θ , which r makes 
with the applied magnetic field, B0 (defining the z-direction) and the Cartesian 
components of the spins:  
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Here the first subscript of S refers to the electron (1 or 2) and the second refers to the 
direction.  The second and third terms, involving sinθ , are off-diagonal and can be 
shown to give a correction of the order of the ratio of the dipole field to B0, which is   
~10-8 in the present situation.35  Furthermore, with θ =0, these terms vanish.  Thus we 
will only consider the first term in HD. 
 
While the dipole-dipole interaction entangles two spins, by itself it does not make a 
particularly useful quantum gate.  It has been shown that the controlled-NOT (CNOT or 
quantum exclusive-or) gate together with single-qubit operations is sufficient to make a 
universal quantum computer.49  We have found sequences of single-qubit operations, 
together with the dipole-dipole interaction which produce the CNOT operation.  For 
example, the following sequence produces a phase gate, P: 
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Here Rxi (φ ) represents a rotation of spin x by an angle φ about axis i, VD (Φ) represents 
turning on the dipole-dipole interaction for a time, τ, such that h
τμ
π
μ
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operations are applied right-to-left.  The CNOT gate can be obtained from the phase gate 
with two single-bit rotations50 
CNOT= ( ) ( )21yR P  21yR ππ−  
 
The time required for an operation will be mainly limited by the magnitude of HD.  Single 
spin rotations with microwave pulses need very little time on this scale.  For example, a 
π-rotation in a typical pulsed ESR system is about 30ns.  However, with 2 electrons in a 
structure like that shown in Fig. 2, the operation VD(π) will require a time of about 10ms.  
This time scales as 1/r3, and it may be possible to bring electrons closer together than the 
1000Å shown in Fig. 2.  The advantage of the weak dipole-dipole interaction is that it can 
be controlled with high precision, but the price to be paid is slower operation than with 
exchange coupling.  As discussed earlier the long spin coherence times (T2 > 100 s) allow 
us that luxury.  It is important to note that the time for an operation does not increase 
substantially with the number of qubits since the time to move (or “clock”) electrons is in 
the microsecond range, much shorter than the CNOT time.  The high degree of 
parallelism in the CCD-like structures implies that the overall performance of this system 
can be very high. 
 
When electrons are bound to thin layers of helium (as in the double-dot structure shown 
in Fig. 2) their mobility can be significantly lower than on thicker helium.  Surface 
roughness modulates the image potential experienced by the electrons and can lead to 
trapping.51  In the CCD channels the liquid helium would be a micron or more thick, and 
the roughness induced trapping is not significant since the image force at that distance is 
weak while the CCD fringing fields are large.  However, manipulating electrons on a 
shorter distance scale requires thinner helium, as in the double dot structure, and it is 
possible that the electrons will become trapped at low temperature.  A 1Å thickness 
variation in a 400 Å helium film will trap an electron with an energy of approximately 
0.3K  The lateral dimensions of this potential variation will be at least of the order of the 
helium thickness, implying that the electron can be detrapped with a lateral field of about 
5 V/cm.  For more severe roughness the thickness of the helium could be varied 
electrically, as demonstrated in the elegant experiments of Roche and co-workers.52  
Electrons would be transported with a thicker He film, but then the thickness reduced to 
hold electrons in the devices. 
 
In summary we have shown that a scalable quantum computer using the spin of 2D 
electrons bound to the surface of LHe shows great promise.  The gates needed to move 
and control the electrons have a similar structure to those used for silicon CCD’s, which 
are currently mass-produced with millions of pixels.  Some parts of the structures will 
require sub-micron patterning, but the fabrication lies well within the bounds of current 
technology.  The magnetic dipole-dipole interaction is suggested for generating 
entanglement.  This gives an operation time of the order of a few ms, which will make 
precision control of the operations possible.  Under other circumstances this period for an 
operation would be excessive, but according to our estimates of decoherence rates such 
speeds are tolerable.  The construction of a computer with at least tens to hundreds of 
qubits, scalable to many more, and able to perform tens of thousands of operations before 
losing coherence appears feasible with current lithographic and materials capabilities. 
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