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ABSTRACT 
This work extends and complements earlier work of  the author [1 ]. An Inner Product  Quadrature 
Formula (I P Q F) is used when approximating the definite integral of  the product of  two (or more) 
functions, i.e. f_l 1 w(x) f(x) g(x) dx, where w is a weight function. The functions f and g are 
approximated by interpolatory functions f¢ ~ span (¢ i ) ~= 0' g~ ~ span ( $j)~= 0' and the integral 
f11w(x ) f¢ (x) g~ (x) dx is evaluated exactly. Maximal values which the numbers 7 and 8 may take 
axe investigated. Numerical examples of  I P Q F are given. Also, the applications of  I P Q F in higher 
dimensions axe commented  on. 
1. INTRODUCTION 
We seek to approximate 
fRW(X7 f(x 7 g(x) dx - I (f;g) (1.1) 
where int(R) = (-1,17, and w is a nonnegative weight 
function. Our approximation to (1.1) is a discrete bilinear 
functional, called an Inner Product Quadrature Formula 
(I P Q FT, given by 
q (m'n7 (f; g) [= q (f; gT] = _ iT Ag, (1.2) 
where fT = [f(x0) ..... f(Xm)] 
gT = [g(y0) ..... g(Yn)] 
m,n 
and A = (aij)i=0,j=0 isan (m+l) X (n+l) matrix which 
may be determined by requiring the IPQF to be exact on 
cm X g,n, where, denoting span by sp, 
~m= sp{~ 0 ..... ¢m } (1.37 
O/n = spi~b 0..... ~bn}" (1.47 
Throughout, with no loss in generality, we shall assume 
m~n.  
Our aim is to investigate he existence of IPQF exact on 
~'Y X xI t8 , 7 > m, 8 1> n. In [1] we examined the inter- 
polatory case, i.e. 7 = m, 8 = n, in some detail, and noted 
that attainment of the relation ~/> m (or 8 > n 7 depends 
only on the nonlinear parameters xi, i = 0 ..... m (or yj, 
j = 0 ..... n 7. We also note that, once the parameters x i 
and yj are known, we may calculate the matrix A using 
only the fact that the IPQF is exact on ffpm X ~n. 
In the next section we examine the general case, i.e. 
"y > m and 8/> n, and observe that in general we will 
be forced to set 8 = n if'f > m. From a comparison of 
the number of parameters available and the number of 
conditions requiring satisfaction, we see there are several 
cases in which we might always expect o Fred the re- 
quired IPQF. These are examined in sections 3 and 4. 
In section 5 we consider using information about he 
integrands other than the function value at the knots x i 
and yj. Results for the case ~m X xI/~ ,8 > n, may be 
determined in a way entirely analogous to that used in 
sections 2 to 5, on interchanging the roles of m and n, 
"y and 8, and $i and ~j. 
Comments about error analysis in section 6 are followed 
by examples in section 7, illustrating the various types 
of IPQF which can be obtained. In our final section we 
consider the advantages ofusing IPQF in the case where 
R is a region in higher dimensional spaces. 
Throughout, we use the same notation as [1]. 
2. THE GENERAL CASE : m ~ 7, n ~ 8 
Following the same approach as [1], we see that ffthere 
is an IPQF exact on @~/X ~8, then there must exist a 
solution to the following set of linear equations : 
D_~= A_ (2.17 
where D = C8 X B3,, 
B,), = ¢ 0 (x07 .. . . .  ¢#0 (Xm) 
¢ ~/(Xo) ..... ¢3' (Xm) (2.2) 
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C5= 
[i T 
T 
L:j 
(recall 
and 
[ ~0 (Y0) ..... qJO(Yn) 
[ % iyo) ..... %'(Yn) 
T T 
(_% .. . . .  a n ) 
(a0j ..... amj), j = 0 ..... n 
m n 
that A = (aij)i=0,j=0) 
(2.3) 
(2.4) 
A;I = A T, , A T 
( -0  "'" --n ) 
= [I(40;#j)  ..... I(47;qJj)], j = 0 ..... 8. (2.5) 
We shall assume r (BO/) = m+l  and r (C~) = n+l.  If this 
is not the case, see section 3 of [1]. In addition, we also 
assume the first m+l  rows of BO/are linearly independent. 
Also, from the comments made in section 3 of [1] it is 
clear that, in general, an IPQF exact on ~8 X q tfi, 7 > m, 
> n, will not exist. Such an IPQF will only exist in the 
fortuitous circumstance 
T 
r(BO/) = r(Bo/[Fo/~) and r(Cs) = r(Cs[F76 ) (2.6) 
where Fo/8 is defined as in [1] with o/(6) replacing m(n). 
Intuitively, this is not a surprising resuit since if we seek 
an IPQF exact on, say om+l  X ~n+l ,  we are tryingto 
satisfy (m+2)(n+2)equations with (m+2)(n+2)-  1 para- 
meters (the aij, x i and yj). Consequently, we shall 
assume from here on that 8 = n, and seek conditions on 
x 0 .. . . .  x m that guarantee r (BT) = r (Bo/[ FT~). Finally, 
we note that there is no gain in allowing 8 < n, since this 
merely allows us to preassign some elements in the 
matrix A. See [1,3]. 
Knowing that the r(D) = (m+l )  (n+l )  (see [1]), it is 
dear that there exist constants Ct0r ..... am_ r, r = 1 .... , 
o/-m = k, such that 
a0r40 (xi) +""  + amr4 m (xi) = 4m+r (xi! (2.7) 
r= 1 ... . .  k; i=0  ... . .  m. 
We may rewrite this as 
hr (xi) = O,  r = 1 ..... k, i = 0 ... . .  m (2.8) 
where 
h r = aOr 40 + ... + amr 4m - 4m+r (2.9) 
r = 1 ..... k. 
Thus, to guarantee that a solution to (2.1) exists we re- 
quire r(DIA) = (m+l)(n+l) ,  that is, we require 
I(hr; ~j) = 0 (2.10) 
r = 1 . . . . .  k, j  = 0 ..... n=~.  
The relation (2.10) can be interpreted as an orthogonality 
condition on the functions h r . We note that the relation 
(2.10) is not as strong as the usual definition of orthogon- 
ality. See, for example, [4]. It is easy to show that, 
possibly after reordering the functions 40 ..... 4m ..... 4m+r , 
the functions h r of (2.10) exist. In particular, we note 
that if 
r(FTmn )= r(F~n ) (2.11) 
then the functions h r will all he of the form (2.9). We 
note that (2.11) is not a necessary condition for the 
following analysis. The necessary condition is that the 
°7 
function {¢i }i=0 can be reordered so that (2.11) is 
valid, and so we shall assume that (2.11) is valid. 
We now see that a necessary condition for the existence 
of an IPQF exact on • 7 X ~n is that (2.8) hold, i.e. the 
functions h r, r = 1 . . . . .  k have m+l  common zeros (pre- 
ferably in the interval R), and that r (Bm) = m+l ,  and 
the knots x i are then taken to he these zeros. The latter 
condition may be guaranteed by requiring {4i i~.n=0 to 
be a Tchebychev set on R, although this is not a necessary 
condition. 
Let us examine the requirement that h r, r = 1 .... ,k, all 
have at least m+l  common zeros. We see that (2.8) and 
(2.10) impose k(m+l)  +k(n+l )  conditions on the 
functions h , and we have k (m+l)  + (m+l)  parameters 
with whichrto satisfy these conditions. In general, we 
would not expect hat a solution exists when there are 
more conditions than parameters present. Thus we 
shall require 
k (n+l)  ~ m+l  (2.12) 
which we rewiite as 
m ~ kn + (k- l ) .  (2.13) 
One special case is k = m+l ,  n = 0, i.e. O/= 2m+1 and 
= 0. This reduces to a RQF and it is known that such 
RQF (i.e. using (re+l) knots, and being exact on 
q~2m+l) exist, are unique, have all knots within R, and 
2m+1 
have positive coefficients, provided {4i~i= 0 is a 
Tchebychev set on R. See [5]. 
In the next section, we examine conditions we may 
impose on the functions 4i and Oj which allow us to 
disregard (2.12). In section 4, we then extend some of 
the results obtained in section 3 to a more general case, 
in which (2.12) is now obeyed. 
3. A SPECIAL CASE 
In this section, we assume 
4i(x ) -= [41 (x)] i, i = 0,1 ... . .  (3.1) 
¢ i (x ) -  4i(x ), i = 0,1 ..... (3.2) 
This includes the usual monomials if we set 41 (x) --- x. 
As noted in [1] this may be regarded as a degenerate 
case, in the sense that the (o/+1)(n+l) potentially 
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linearly independent functions in 43' X ~n reduce to 
3'+n+l inearly independent functions. We observe that 
(3.1) is the property which allows us to factor out zeros 
from a "polynomial" which is a linear combination of  
the functions {4i}~=0~__ Thus all results obtained in [3,6] 
dealing with the usual monomials can be immediately ex- 
tended to the case (3.1)-(3.2). We note that, provided 
due allowance is made for the fact that there may exist 
distinct points x 1 4= x 2 such that 41 (Xl) = 41 (x2) , the 
results extend to the case where 41 is not a monotonic 
function. For further details see [2]. For completeness, 
we summarize the results here. 
Assuming (3.1) and (3.2) : 
sufficientzeros (flit exists)is to require {~j]jP--o to be 
a Tchebychev set on R. See [2]. The existence o fh  I can 
be guaranteed by requiring r (Fmp) = r (Fm+lp),  where 
F is defined as before except he functions ~j are re- 
placed by ~j. The above IPQF are not unique since the 
only condition on the knots yj is that r (Cn) = n+l.  
We note that if @j obey 
Oj (x )= [~1 (x)~, j = 0,1 .... (3.6) 
and 4 i obey (3.1), when @1 ~ 41 the comments pertain- 
hag to (3.57 apply. 
Lerama 3.1. 
There can exist no IPQF exact on ~3' X ~8 if 
C a) ~ = n and 3' +5 > 2m+l 
or  
(b) 8 > n and 3" +~ > 2n+l. 
We note, see [2], that the above lemma remains true 
when 43' and ~8 are Tchebychev sets on K. 
Theorem 3.2. 
Let 3' + n <~ 2m+l,  3' > m. Then there exist IPQF exact 
on 43' X 4 n provided 
C a) the knots yj are such that r (Cn) = n+l.  
(b) the knots x i are zeros o fh  I (see (2.9)) where 
I (h l ;4  P) = 0, p = 0 ..... 3 '+n-m-1 .  (3.3) 
(c):r(Bm) = m+ 1. 
If we have 3'+n < 2m+1, and wish to preassign certain 
knots xi, the existence of an IPQF dePends on the exist- 
ence of h I as in (3.3), except w (x) in (1.1) is replaced by 
aweight function of varying sign in R, and h I having 
sufficient real zeros. Note that the above results do not 
abide by (2.11). 
We now examine the c0n.seguences of  dropping the re-  
quirement (3.2). 
Noting that we can write 
t~ 
hr(x)=h 1(x) f[41(x)] r:1+ r2[41(x)l r_l},, 
r = 1 ..... k, (3.4) 
for some constants 3r2,...,3rr_1, the orthogonality con- 
dition (2.10) becomes 
I (h i ;41~j)  = 0, r = 0 ..... k- l ,  j = 0 n.  (3.5) 
Thus, even when the functions 
r -k - l ,n  ~j}jkI;+l)- I  = p 
41~kj}r---0,j=0  { = 
are linearly independent it is dear that an IPQF exact 
on @3" X ~n exists provided the function h I exists and 
has sufficient zeros. One way of  guaranteeing h I has 
4. THE GENERAL CASE 3' = m+l,  ~ = n 
We now drop the assumption (3.1). This means that we 
cannot factor out zeros in the functions h r and conse- 
quently (3.4) cannot be obtained. In the case 3' = m+l,  
i.e. k = 1, there is no problem caused by the functions 
h r requiring common zeros. In a way analogous to that 
used to show orthogonal polynomials of degree, say m, 
have m, real distinct zeros, it is clear that if 
m . 
{~j)j=0 ts a Tchebychev set on R, then the function hl ,  
such that 
I (h l ;~j )  = 0, j = 0 ..... m, (4.1) 
has at least m+l real distinct zeros in R. Consequently~ 
we have 
Theorem 4.1. 
)m 
Let (~j j=0 be a Tchebychev set on R. Let h I (see (2.9)) 
satisfy (4.1). Then an IPQF exact on 4 m+l  X ~m 
exists provided 
(a) x i are zeros of h 1 
(b) r(Bm) = m+l 
(c) yj are such that r(en) =n+l .  
If m > n we see h I will have some degrees of freedom in 
its definition. These may be used either by appending 
functions ~n+l  ..... ~m to the set { j ) j= l  or by 
attempting to preassign some (i.e. m-n) knots x i. See 
comments following theorem 3.2. 
We note that there is no analogue to (3.57 or the ensuing 
comments in this more general setting. 
5. OTHER ELEMENTARY FUNCTIONALS 
As noted in [1] it is clearly possible to consider using 
other linear functionals than the evaluation of the 
functions f and g at the knots x i and yj. We could con- 
sider using the "elementary functionals" m 0 and 
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n f {T.}. 0" That is, we consider eplacing (xi) (g (y:)~by 
J ]=  , J 
Si(f ) (Tj (g)); i= 0 .. . . .  m, (j= 0 ..... n 7 in the preceding 
sections. For example, these elementary functionals 
might be the evaluation of some derivative at a given 
point, or a small integral, centred on a given point. See 
[7]. 
This means that (2.8) is replaced by 
Si(hr) = O, r = 1 . . . . .  k, i=  0 ..... m. (5.17 
Extensions, in the general case, of the results obtained in 
section 3 to other elementary functionals Si are not 
obvious since a knowledge of the zeros (and hence the 
sign changes) of  a continuous function with respect o 
some linear functional S does not immediately give us 
information about when, and if, the function itself will 
change sign. 
In one particular case, however, we may obtain some 
results. Let 7 = m+l  and assume (3.1) is satisfied. We 
observe that if the functionals are allowed to be function 
or function derivative (of some order) evaluations at the 
zeros or derivative (of the appropriate order) zeros, then 
r(D) = r(DIA) = (m+l )  (n+l).  It only remains to ensure 
that r (Bin) = m-F1. This is a special case of the Hermite- 
Birkhoff Interpolation problem, and for recent results, 
see [8]. Thus we obtain the somewhat surpi'ising result 
m 
that given a set of functionals {Si}i= 0 there may be 
more than one choice of knots x i for which an IPQF 
exact on ~m+l  X ~m exists. 
Example 
Let ~1 be a monotonically increasing function on R. 
Let x0< . . .< x m be the zeros o fh  1. Let x*, 
* 
x i< x i <Xi+l ,  1 = 0 ..... m-1 be zeros of the derivative 
of h 1. Then IPQF with {Si~i= 0 given by either (5.2) or 
{5.3) will be exact on ~m+l  X ~n : 
So (f7 = f'(x 7 
(5.27 
Si(f ) = f(xi), i = 1 .. . . .  m 
Si(f = f(xi), i = 0 ..... m-1 
Sm(f ) = f ' (x*_ l  ). (5"37 
If m > n, comments analogous to those made in the pre- 
vious sectior~ apply. 
6. ERROR ANALYSIS 
Some techniques for estimating the errors involved when 
using IPQF exact on product spaces of polynomials, are 
given in [9]. The estimates involving interpolating poly- 
nomials can easily be extended to our more general set- 
ting. In addition, error estimates analogous to those in- 
volving the Peano Kernel of a RQF may be obtained. 
See [2]. These appear to be very messy and would likely 
be intractible to use in practice. 
The simplest form of error estimate available is the 
following. Assume we have an IPQF exact on ~7 X ~n,  
and we can write 
S 
f(x) = i__~0 a i•i (x) + R m,s (x) = f~b (x) + Rm, s (x), s ~< 3' 
(6.1) 
and 
t 
g (x) = #J ¢'J + Rn't (x) = (x7 + Rn,t(x) ,  t < n. 
(6.2) 
The approximating "polynomials" fq~ and g@ might be 
interpolating polynomials of some type, Taylor series 
(if ¢i = ~i = xl)' or more generally, Burmann series. See 
[12]. Further, assume we can bound I Rm,s(x)l and 
[Rn,t (x)[ on Rby  e I and e 2. Then it follows that 
[ I(f ;g)-Q(f;g)[ 
m n 
~[ I (1 ,1 )+ Z £ [a i ; l ] (e le2+l l f¢ l l~e2+l lg~l l~el)  
i=0 j=O J 
(6.3) 
where [['[[oo denotes the maximum norm. Clearly, if 
f¢(x) and g~ (x) interpolate f and g at x i and yj respec- 
tively, we can replace (6.3 7 by 
[ I(f ;g)-Q(f;g)] ~ 1(1; 1) (ele 2 +]]f0[]~ e2 +llg@[[~ el).  
(6.4) 
We know of no examples (except he trivial case when 
an IPQF reduces to a RQF) where, with max(re,n) > 2, 
all elements of the coefficient matrix are nonnegative. 
However we also note that when the knots x i and yj are 
chosen to be the zeros of the relevant orthogonal "poly- 
nomials" the sum of the absolute values of the coefficient 
matrices are small, that is, of the order of 1(1; 1); con- 
sequently the effect of roundoff error will not be great. 
The last two observations are based on numerical 
evidence. 
7. EXAMPLES 
Throughout this section we shall assume that the weight 
function w in (1.1) is unity. 
We make the following observation. If ~i are given by 
(3.1), and 1 E sp& 8, then, by a process entirely analogous 
to that used when considering the usual polynomhln, 
see [13], we may obtain a "polynomial" whose zeros, 
when used as the knots xi, give the matrix A the proper- 
ty that its row sums are all equal. This is easily seen on 
noting that setting g(x) - 1, reduces the IPQF to a RQF 
and the knots x i (ff they exist), have been chosen so 
that the RQF has all its weights having the same value. 
Analogous comments can be made concerning the 
functions ~j and knots yj. We call such an IPQF a 
Tchebychev IPQF. The zeros of the relevant orthogonal 
"polynomials" have been obtained using the algorithm 
given in [14] for obtaining simple real zeros of poly- 
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nomials and the results obtained have been modified in 
the obvious manner. That is, given the coefficients of the 
orthogonal "polynomial", fred the roots using the algo- 
rithm, obtaining say a i, i= 1 .... r (r being the degree of 
the polynomial) and then solving a i = 01 (xi), i = 1 ..... r. 
Example 7.1 
Let m = n = 3 and 
~i(x) = e Lx, i = 0,1 .... (7.1) 
~kj (x) = xJ,j = 0,1 ..... (7.2) 
The following IPQF is exact on q)4 X ~I '3 and ¢3  X ~4 : 
.T[ 0.46974464600.0505350026-0.0259709689 .00 2369280]g 
L- 0.0206882436 ! 0.68869478640.0706153851 ~0t0179163084 / 
f/0.0045573657-0.0242395656 0. 361207742 0.0219676153 I 
[ 0.0007807973 0.0034976556 -0.0103330767 .0.2459588018] 
(7.3) 
where 
fT = [f(-0.7913959534), f(-0.1331193345), 
t?(0.5153672678), f(0.9069848137)], 
S T= [g (-0.8154575387), g (-0.1896084753), 
g (0.4791128782), g (0.89912388647]. 
Note that although the sum'y-~ is maximal (i.e. 7) there 
are still elements of the matrix A which are negative. 
Criteria for guaranteeing that all elements of A are non- 
negative are not yet available. 
Example 7.2 
Let m, n, ~,, ~O. and x. be as in example 7.1. The following 1 j 1 
IPQF is exact On qb 4 X ~3 : 
~02829192 -0.001565992919 
.549549170 0.6475521462 
1767919077 -0.2934485712 
1246661828 -0.1474624180 
0.005699372820 -0.001870691482]~ 
0.09434155614 -0.005692591193 / 
0.6238379475 0.1703376225 
-0.2238788764 0.3372256601 ]
(7.4) 
where 
fT = [f(-0.7913959534), f(-0.1331193345), 
f(0.5153672678), f(0.9069848137)] 
$T= [g (-0.7946544723), g (--0.1875924741), 
g (0.1875924741), g (0.7946544723)]. 
Note that this IPQF is a Tchebychev IPQF since column 
sums in the coefficient matrix are all equal to 0.5. 
Example 7.3 
Let m = n+l = 3, ~i and ~j be def'med by (7.1). The 
following IPQF is exact on 
¢?  X ¢7--8, 3' = 4,5,6,7, 
and 
¢5-~5 X ¢~,  ~ = 3,4,5. 
f 0.7290042358 -0.09822080998 
0.2312319944 0.5491347499 
-0.07373304762 0.3805307789 
0.01752952653 -0.05545683076 
0.0209389037~ 
-0.06559974541[ 
0.1419954439 } 
0.2226448007.] 
(7.5) 
where 
fT = [f(-0.7148808021), f(0.02752871693), 
f(0.6141299470), f(0.09284405505)] 
S T = [g(-0.5873716418), g(0.3299398216), 
g(0.8763713498)] 
Example 7.4 
Let m = n = 3, and ¢/j by (7.1). Let 
~b i (x) = cos P2 (x+l)], i=  0,1 ... . .  (7.6) 
The following IPQF is exact on • 4 X ~3 and ¢3 X q¢4. 
From lemma 6.1 of [1], we see it is also exact on 
• 5 X q/2 and ~2 X ~5. Note also the ri3tational sym- 
metry of the matrix A. 
fT[ 0.41800778500.0467218887-0.0095186877 0.000 664687] g 
" ]-0.01843760394 0.5580034932 0.00144458710.0030120689/- 
[ 0.00301206890.00144458710.5580034932-0.0184376039[ 
[ 0.0007664687 -0.0095186877 0.0467218887 0.4180077850] 
(7.7) 
where 
fT = [f(-0.7809256111), f(-0.2758715666), 
f(0.2758715666), f(0.7809256111)], 
gT = [g(-0.8342341385), g(-0.2969834986), 
g(0.2969834986), g(0.8342341385)]. 
Example 7.5 
Let m = n = 2, and ~i and t~j be given by 
!0 (x) = ~00 (x) = 1 
1 (x) sin [2 (x+l)], ~1 (x )=x (7.8) 
The following is one of the many interpolatory IPQF 
exact on ¢ 2 X a/2. 
fT[ 0.43192.41013 0.9749787780 0.009810526936]g 
- J  [-0.1069985806 0.4717194641 0.3756629328 
[ 0.1588473294 -0.2400046059 -0.07593994611 ] 
(7.9) 
• where 
fT = [f(-0.7), f(0), f(0.7)] 
gT = [g (-0.95), g(0.15), g(0.9)]. 
Note that in this example, the elements on the diagonal 
of the coefficient matrix are not the largest (in modulus) 
in their respective rows or columns. 
Example 7.6 
Let m = 5, n = 2, Oi be given by (7.2) and ~Oj by (7.1). 
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The following IPQF is exact on a7 X 9’ and a2 X \E3. 
- 0.2540210092 -0.07382214738 0.01654375158 
0.4089907423 -0.01413092762 0.002921009667 
0.2650139355 0.2596963220 -0.04105586687 
0.008293812352 0.4463132390 -0.005325980005 
-0.05063804673 0.2152666753 0.1599784369 
_ 0.1869180516 -0.05733527324 0.01835125657 
(7.10) 
where 
fT = [f(-O.9220616226), f(a.6167830836), 
f(-O.1655158254),f(0.3100392815),f(0.7028785921), 
f(0.9419848162)], 
gT = [g(-O.5873716418), g(O.3299398216), 
g(O.8763713498)]. 
Finally, we note that an IPQF will reduce to an RQF (i.e. 
the coefficient matrix will have every element zero 
except those on the main diagonal, and xi = yi, i = 0,. . . , 
m=n), if the following conditions are met : 
i(x) 
P 
= J/i(X), i= O,l,... 
(7.11) 
x. = 1 yi,i=O,...,m=n 
(7.12) 
(x), given by (2.10). 
The conditions in (7.11)-(7.12) imply that the IPQF 
reduces to a Gaussian RQF, i.e. an RQF exact on 
a 2m+l using m+l knots. Clearly, such a RQF is unique. 
See also’[l5]. Except in the case m = n = 1, and 
{&}i_o, {Gj},I=, are Tchebychev sets, (see [16]), it car 
by shown, by examples, that all the conditions in (7.12) 
are necessary. 
8. CONCLUDING COMMENTS 
Recalling the comments made in 5 7 of [l], we note 
that the restrictions imposed on an interpolatory IPQF 
when we require it to be exact on @ m+l X \km (m=n) 
are that all the knots xi are predetermined. It is perhaps 
a moot point, dependent upon circumstance, whether 
the increase in the number of linearly independent 
functions integrated exactly justifies the additional 
restrictions placed on the IPQF. 
We also note that IPQF exact on more than one product 
space of functions can easily be obtained by interchang- 
ing the roles of m and n, 7 and 6, and pi and ~j. In this 
context we note that the result of lemma 3.1 remains 
valid when {$I~$~=~ and {$.>! 
sets on R. J J=O 
are both Tchebychev 
It is also clear from the considerations in section 2 that 
if we considered an IPQF exact for the product of three 
functions on the product space @T X \k’ XB’, T> m, 
6 = n, u = p, (see [l] for the notation) we might expect 
to be subject to the restrictions analogous to (2.12) 
namely 
m>kq-I (8-I) 
where q is the number of linearly independent functions 
690 in the set {$.t.). 
1 J l=o,j=o 
, $i~ a’, ~j’~‘. We see that 
6 + u + 1 < q < (6+1) (u+l), (8.2) 
where the lower bound is obtained on assuming 
1Li(X)=Fi(X)=[JII(x)]i,i=0,...,max(6,u),forall 
x E R. 
Following the gist of the fust comment in this section, 
it would appear that the forte of IPQF exact on the 
product of more than two functions will be the inter- 
polatory case (i.e. above in the case of three functions, 
we would choose 6 =m, 6 =n, and a=~). We also note 
that the flexibility and savings made in terms of function 
evaluations made in using IPQF for the product of two 
functions, commented on in section 7 of [l], becomes 
more pronounced when considering IPQF exact on the 
product of more than two functions. 
Finally, we comment about the case in which R is a 
region in two or more dimensions. Some work has been 
done in this area already, see [lo], dealing with inter- 
polatory IPQF. General results, even when dealing with 
the usual polynomials, of the type given in this paper 
would appear dif&u.lt to obtain due to the more complex, 
and consequently less well understood, nature of 
orthogonal polynomials in more than one dimension. 
However, the following is clear. Assume we are in d > 2 
dimensions. There are 
t+ 
E “1 d 
= S linearly independent 
monomials of degree < t. If we have s knots such that 
r (B,) = s (Bs defined analogously to B, earlier) and 
these s knots are all zeros of a polynomial of degree 
greater than t, say 6, and 13 is orthogonal to all the func- 
tions in (P’ then we have obtained an IPQF exact on 
(as U 0) X \k’, where \ks is the set of all linearly in- 
dependent polynomials of degree < t. Some examples 
of such knots are known. 
Example 
See [ll], formula C2 : 5-3, i.e. d = 2. Take t = 2. Take 
6 of the given 8 points as knots xi. Then, providing 
r (B6) = 6, we can obtain IPQF exact on 
(a6 UP3,I UP3,2 UP4,I) X @‘, where P3,I,P3,2, 
andP4 lareasgivenin[11],and96isthesetofall 
polyno’mials of degree & 2. 
We note that the use of an IPQF in more than one 
dimension will be much cheaper than the use of a RQF 
which will integrate the product exactly. Let f(g) be a 
polynomial of degree Q t (< r). Then an interpolatory t+d 
IPQF will require, d 
[ 1 evaluations of f and, y evalua- [ 1 
tions of g, whereas a RQF will require 
t+r+d c 1 d evalua- 
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tions of  both f and g. To il lustrate how great the saving 
on funct ion evaluations can be, note that if  R is a d- 
hypercube, then provided t = >~ d+l  r ~ - -~-,  we may subdivide 
R into 2 d identical subcubes, apply the IPQF on each 
subcube, and still use (many) less funct ion evaluations 
than we would if  we applied a RQF, exact for all poly- 
nomials of  degree ~< 2t, over the cube R. 
Interpolatory IPQF in more than one dimension can be 
obtained using the methods given in [1]. 
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