



there are few positive side-effects on 
other species.” Such programs include 
practices such as planting wild fl owers 
in fi eld margins and providing suitable 
bee nesting sites near fi elds.
An uncertain future
The status of pollinators worldwide is 
a mixed bag. While managed honey 
bees appear to be on the rise globally, 
the same cannot be said for wild 
pollinators, but here, as noted, much 
more data are needed. What is clear 
is that neonicotinoid pesticides, while 
one of many threats to bees, have the 
potential to cause harm. Thus, the 
recent decision by the UK government 
has left scientists scratching their heads, 
particularly as there is doubt that crops 
are actually under threat. Dave Goulson, 
for example, points out, “Given that the 
yield from oilseed rape in 2014/15 has 
turned out to be higher than average 
without neonics, it is very hard to see 
how they could make a convincing 
case for a derogation.” So the rationale 
behind the decision is unclear, and 
there have been suggestions that the 
UK government may be intentionally 
withholding information. Speculating, 
Goulson, for example, said “it did seem 
that the minutes of the ACP [Advisory 
Committee on Pesticides] meeting 
that discussed the application for a 
derogation were suppressed”, adding, 
“The application itself has also been 
kept secret on dubious grounds.”
Whatever the reasons for the UK 
decision, the EU ban on neonicotinoids 
is set to expire in January, leaving future 
regulation of these pesticides uncertain. 
In the US, one of the world’s largest 
producers of pollinator-dependent 
crops like California almonds, the 
situation is even more dire as there has 
been almost no regulation, except in 
scattered municipalities. A contributing 
factor to the lack of regulation may be 
the strong lobbying efforts of pesticide 
manufacturers like Bayer, and one 
wonders if the same is true in the 
UK, as well as more globally. In the 
future, much greater transparency will 
be necessary to show how scientifi c 
evidence is balanced against the 
interests of industry. Otherwise, we may 
actually fi nd ourselves in a bona fi de 
pollinator crisis.
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The second of the two 1953 Watson 
and Crick papers in Nature (May 30) 
was titled “Genetical Implications of 
the Structure of Deoxyribonucleic 
Acid,” but the genetical implication 
uppermost in their minds was not how 
DNA coded for proteins. Rather they 
emphasized that the structure solved 
“…one of the biological problems — 
the molecular basis of the template 
needed for genetic replication.” 
Perhaps the answer to how a DNA 
molecule could act as a carrier of 
genetic information was self-evident 
and it was dealt with in a single 
sentence: “it seems likely that the 
precise sequence of bases is the code 
which carries genetical information.” 
Thirteen years later almost to the day 
(June 2, 1966), the 31st Cold Spring 
Harbor Symposium on Quantitative 
Biology began, the topic “The Genetic 
Code.” In this short period of 13 
years, when protein sequencing 
was in its infancy and before DNA 
sequencing, the genetic code had been 
deciphered. It was, as Crick wrote in 
the Symposium volume, an historic 
occasion, and he presented a table 
showing the set of triplet bases and 
the amino acids they coded, complete 
except for UGA. (One year later, Sydney 
Brenner and his colleagues showed 
that UGA was a stop codon.) 
Matthew Cobb’s book tells the 
story of what went on in those 
13 years, a dramatic story in which 
two lines of research were pursued, 
one by experimentalists and the other 
by theoreticians. The former were 
successful when Marshall Nirenberg 
and Heinrich Matthaei deciphered the 
codon UUU as coding for phenylalanine 
(Figure 1). 
A signifi cant subtext to Cobb’s 
story concerns the extent to which 
information theory as formulated by 
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infl uenced theoretical approaches to 
the code, and the impact of information 
theory on biological research in 
general. This central section of the 
book is preceded by an account of 
the development of genetics, and 
followed by an account of research in 
the years since the code was cracked. 
I will discuss these fi rst and then return 
to his account of the cracking of the 
genetic code.
Cobb begins not with Watson and 
Crick’s reference to a genetic code, 
but with Mendel, and rapidly moves 
through Walter Sutton, T.H. Morgan, 
and Herman Muller. The latter’s work 
on X-rays and mutation introduces the 
work of Nikolay Timofeef-Ressovsky, 
Karl Zimmer and Max Delbruck, 
published as “Über die Natur der 
Genmutation und der Genstruktur,” 
and notable for Delbruck’s use of 
target theory to calculate the size of 
a gene. The paper had little impact 
(years later many unused reprints were 
found in the basement of what is now 
the Akademie der Wissenschaften 
zu Göttingen, which published the 
paper) and would have remained 
obscure had not Erwin Schrodinger 
featured it in his book What is Life? 
published in 1944. The book was 
notable for Schrodinger’s references 
to a chromosome as an “…aperiodic 
crystal” containing in “…some sort of 
code script the entire pattern of the 
individual’s future development…” 
and for the infl uence that some of the 
leaders of molecular biology — Benzer, 
Crick, Watson and Wilkins — claimed 
it had on their careers. However, 
Schrodinger’s words seem to have 
been inspirational rather than provide 
a program of research, and later Max 
Perutz roundly dismissed the book: 
“Sadly…a close study of his book and 
of the original related literature has 
shown me that what was true in his 
book was not original, and most of 
what was original was known not to be 
true even when the book was written.”
This section ends with a clear 
account of the discovery of the 
double helix, emphasizing that there 
was nothing underhand in Wilkins 
showing Watson photograph 51; 
Ray Gosling has made clear that 
Franklin told him to give all their 
data to Wilkins for Wilkins to use as 
he wished. 2015 Elsevier Ltd All rights reserved R815
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Figure 1. Life’s greatest secret.
Part of a page from Nirenberg’s notebook showing his fi rst summary of the genetic code. Source: 
Profi les in Science, National Library of Medicine.These opening chapters provide 
a good synopsis of the history of 
classical genetics up to the double 
helix, but I am not sure that this is 
needed in a book on the genetic code. 
I imagine that those who pick up 
this book wanting to know about the 
genetic code are more than likely to be 
familiar with this background material. 
The third part of the book has the 
title “Update” and the four chapters 
are intended to bring the history of the 
genetic code up to the present day. 
However, I think Cobb is stretching 
the term ‘genetic code’ rather far. 
For example, while his accounts 
of contemporary research on the 
universality, origin and evolution of 
the code, and on an expanded code, 
are clearly relevant, I am not at all 
sure that we need accounts of, among 
others, the human genome project, 
the polymerase chain reaction, work 
on ancient DNA or Encode. 
The central section of Cobb’s book 
is taken up with the deciphering of 
the genetic code and the role that 
information theory played in the 
deciphering. Our fi rst introduction 
to information theory comes in the 
fi rst section of the book where Cobb 
interpolates, rather abruptly, two 
chapters on the ideas of information R816 Current Biology 25, R811–R826, Octotheory and cybernetics, and introduces 
us to the fi eld’s pioneers, Claude 
Shannon and Norman Wiener. 
Shannon had had a brief fl irtation 
with genetics when over the course 
of one summer at Cold Spring Harbor 
he wrote his doctoral thesis on “An 
Algebra for Theoretical Genetics.” 
Apparently, Vannevar Bush, who 
designed an analog computer for 
solving differential equations, was 
impressed by Shannon’s mathematical 
work on circuit design and thought that 
Shannon might do something similar for 
genetics. In perhaps a foreshadowing 
of what was to happen in the hunt for 
the genetic code, Bush’s hopes were 
unfulfi lled and Shannon’s abstruse work 
was never taken up by geneticists. 
However, Shannon went on, along with 
Norbert Wiener, to lay the foundations 
of information theory. Norbert Wiener, 
regarded as the founder of cybernetics, 
was a mathematical prodigy, and was 
awarded a PhD from Harvard at 18 
before going to study philosophy with 
Bertrand Russell and David Hilbert. 
Wiener worked on control of anti-
aircraft guns during World War II and 
developed (and popularized) the fi eld of 
cybernetics in the postwar years. 
Theoretical discussions of the code 
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proposed a scheme in which the 
specifi c arrangement of amino acids 
in a protein was determined by the 
specifi c arrangement of nucleotides 
in the corresponding nucleic acid, 
and that the nucleic acid acted as a 
structural template for assembly of the 
protein. In the absence of information 
about the structural basis of the genetic 
material his suggestions do not seem to 
have had much infl uence. 
It was the nuclear physicist George 
Gamow who wrote to Watson and 
Crick just a few weeks after their Nature 
paper, suggesting a “…very exciting 
possibility of theoretical research 
based on of [sic] combinatorix and the 
theory of numbers!”. He published a 
paper in Nature proposing that amino 
acids would fi t in holes in the double 
helix, a scheme quite impracticable 
biochemically. Gamow’s theoretical 
lead was followed by others such as 
Solomon Golomb and Martynas Ycˇas, 
as well as Brenner and Crick. Brenner 
showed that all overlapping codes 
were impossible, while the latter’s 
commaless code demonstrated the 
seductive appeal of numerology. The 
commaless code led to 20 codons for 
20 amino acids, but it was wrong.
By the late 1950s deciphering the 
code seemed to have arrived at an 
impasse. The impasse was broken 
by Marshall Nirenberg and Konrad 
Matthaei, his postdoc, working at 
the National Institutes of Health. 
Nirenberg was scheduled to give a talk 
at the 1961 International Congress of 
Biochemistry, held in Moscow as the 
Cold War between the Western and 
Warsaw Pact powers was developing. 
There were only a handful listening to 
Nirenberg but Matt Meselson heard 
him and told Crick who promptly 
arranged for Nirenberg to present his 
data in a plenary session. The impact 
of Nirenberg and Matthaei’s work was 
electrifying and put paid to abstract 
approaches to the code. It was, as 
Lily Kay put it, “…a victory of material 
ingenuity over Pythagorean ideals.”
A race developed to exploit in vitro 
translation to determine the remaining 
codons, the principal competitors 
being Nirenberg and Severo Ochoa, 
an expert in the synthesis of the 
needed RNAs. But progress was 
slow because it was not possible 
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What turned you on to biology in the 
fi rst place? And what drew you to 
your specifi c fi eld of research? I have 
been a birdwatcher since I was fi ve. My 
father encouraged me initially, but when 
I later started taking time off school to 
watch birds he was less encouraging and 
warned me that I would never get a job 
birdwatching. I proved him wrong (and he 
was delighted), but I was lucky that the 
expansion of universities in the late 1960s 
allowed me to get a place at Newcastle 
to read Zoology, despite less than 
outstanding A level results. Two lecturers 
there inspired me, Stewart Evans, who 
taught animal behaviour, and Robin 
Baker, who in 1971 told us about Robert 
Trivers’s work (before it was published!) 
and Geoff Parker’s pioneering studies 
of sperm competition in dungfl ies. The 
key to sperm competition was natural 
selection operating at the level of the 
individual and, in this respect, Geoff 
Parker was well ahead of the game. The 
combination of individual selection and 
sex was irresistible and I remember telling 
myself after one particular lecture that I 
would study sperm competition in birds. 
My colleagues and tutors told me I’d be 
wasting my time because most birds 
Q & Asequence, and so co-polymers were 
made in which the proportions of 
the two nucleotides were varied 
and the percentages of the amino 
acids incorporated determined. 
These were then compared with 
the statistical composition of the 
RNAs. A breakthrough came when 
Nirenberg and Phil Leder developed 
the fi lter-binding assay that enabled 
assignments to be made to a single 
triplet. And so it was that Crick could 
proclaim that the 1966 Symposium 
was an historic occasion. In just 13 
years, what had seemed a daunting 
task had been accomplished. 
Returning to Cobb’s theme, what was 
the contribution of information theory to 
the task? The short answer is, I think, 
‘none’ and Cobb’s discussion of this is 
one of the most interesting parts of his 
book. Things began to fall apart in the 
mid to late 1950s and the discussions 
at a 1956 meeting at Oak Ridge 
National Laboratory indicated the way 
the wind was blowing. Hubert Yockey, 
a physicist, organized the meeting and 
proclaimed that information theory 
would come to be as crucial to biology 
as thermodynamics was to physics and 
chemistry. But Henry Quastler, who 
only a few years before had been the 
cheerleader of applying information 
theory to biology, concluded that 
“Information theory…has not led to 
the discovery of new facts, nor has 
its applications to known facts been 
tested in critical experiments. To date, 
a defi nitive and valid judgment of the 
value of information theory to biology 
is not possible.” Warren McCullough 
put his fi nger on the problem when, 
in turning down an invitation to the 
meeting, wrote “I doubt whether 
information is yet properly attuned 
to the complexities of biological 
problems.” Indeed, as Cobb puts it, 
“Biological codes would not give up 
their secrets merely by being shown 
Shannon and Wiener’s fi endish 
equations.” 
And what of theoretical approaches 
to biology in general? There have 
been attempts over the years to 
develop what its proponents called a 
theoretical biology, but by and large 
these attempts have failed to engage 
the attention of most biologists. In 
the 1920s, LeComte du Nouy applied 
mathematics to wound healing; in 
the 1930s, von Bertalanffy developed Cugeneral systems theory and applied it 
to development while Joseph Woodger 
attempted to axiomatize biology. In 
the 1960s, a group led by Conrad 
Waddington and including biologists 
Lewis Wolpert, Brian Goodwin, Rene 
Thom and Christopher Zeeman, held 
several meetings at the Villa Serbelloni, 
Lake Como. Their deliberations, 
reported in the four volumes of Towards 
a Theoretical Biology, seem to have had 
little effect on the course of biology. 
The big changes in biology have come 
about not through theoretical advances 
but through the development of new 
techniques. These not only help tackle 
known problems, but also change what 
it is possible to think of as a problem. 
X-ray crystallography, cloning, DNA 
sequencing, PCR and most recently 
CRISPR are all techniques that are truly 
enabling. 
John Cairns wrote in the Symposium 
volume that “The effort that has gone 
into this decipherment, the strange 
sense of urgency, and the remarkable 
variety of approaches that have 
together led to the solution, must 
be without parallel in the history of 
biology.” And indeed, cracking the 
genetic code is an unusual episode 
in biology in that there was a clear 
goal and that goal was achieved. Of 
course, cracking the code was not an 
end in itself but led on to new fi elds of 
research and continues to do so, not 
least in recent attempts to write a new 
genetic code.
There are two other major accounts 
of the deciphering of the genetic code. 
The fi rst, by Horace Judson in his 
classic Eighth Day of Creation, makes 
only a passing reference to information 
theory, Shannon, and Wiener. Judson’s 
focus on the work of molecular 
geneticists and his use of interviews 
makes for a riveting account. Lily Kay’s 
Who Wrote the Book of Life?, is an 
historian’s account, with many pages 
of footnotes and references. Cobb’s 
book is intended for a more general 
readership, and although information 
theory in Cobb’s book is something of 
a straw man, his account of the solving 
of the genetic code is interesting and 
well told, and well worth reading.
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