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IlluminatedFocus: Vision Augmentation using Spatial Defocusing
via Focal Sweep Eyeglasses and High-Speed Projector
Tatsuyuki Ueda, Daisuke Iwai, Member, IEEE, Takefumi Hiraki, Member, IEEE, and Kosuke Sato, Member, IEEE
Fig. 1. The IlluminatedFocus technique optically defocuses real-world appearances in a spatially varying manner regardless of the
distance from the user’s eyes to observed real objects. The proposed technique enables various vision augmentation applications. (a)
The proposed system consists of focal sweep eyeglasses (two Electrically Focus-Tunable Lenses (ETL)) and a high-speed projector.
(b) Experimental proof of the proposed technique. (b-1) Experimental setup. Four objects (A, B, C, and D) are placed in front of the
projector and ETL. A camera is regarded as a user’s eye. (b-2, b-3, b-4) The objects are illuminated by the projector at different timings
and the camera’s focal length is periodically modulated by the ETL. As indicated by the yellow arrows, objects to appear focused (A, C,
and D) are illuminated when they are in focus and the other object to appear blurred (B) is illuminated when it is out of focus. (b-5)
When the frequency of the focal sweep is higher than the critical fusion frequency (CFF), these appearances are perceived to be
integrated. The appearance of this image (only B is blurred) cannot be achieved by normal lens systems. Note that the brightness of
(b-2) to (b-5) has been adjusted for better understanding.
Abstract— Aiming at realizing novel vision augmentation experiences, this paper proposes the IlluminatedFocus technique, which
spatially defocuses real-world appearances regardless of the distance from the user’s eyes to observed real objects. With the proposed
technique, a part of a real object in an image appears blurred, while the fine details of the other part at the same distance remain visible.
We apply Electrically Focus-Tunable Lenses (ETL) as eyeglasses and a synchronized high-speed projector as illumination for a real
scene. We periodically modulate the focal lengths of the glasses (focal sweep) at more than 60 Hz so that a wearer cannot perceive
the modulation. A part of the scene to appear focused is illuminated by the projector when it is in focus of the user’s eyes, while another
part to appear blurred is illuminated when it is out of the focus. As the basis of our spatial focus control, we build mathematical models
to predict the range of distance from the ETL within which real objects become blurred on the retina of a user. Based on the blur range,
we discuss a design guideline for effective illumination timing and focal sweep range. We also model the apparent size of a real scene
altered by the focal length modulation. This leads to an undesirable visible seam between focused and blurred areas. We solve this
unique problem by gradually blending the two areas. Finally, we demonstrate the feasibility of our proposal by implementing various
vision augmentation applications.
Index Terms—Vision augmentation, spatial defocusing, depth-of-field, focal sweep, high-speed projection, spatial augmented reality
1 INTRODUCTION
Focusing and defocusing are important optical effects for human vision
to understand the three-dimensional (3D) structure of a real scene. Peo-
ple with normal vision can perceive the fine details of an object at which
they gaze, while the details of other objects beyond the depth-of-field
(DOF) are lost due to defocus blur. Various graphical user interfaces
(GUI) (e.g., Launchpad in MacOS and background blur in Skype) have
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applied a blur effect because it naturally decreases visual clutter of a
background and consequently makes the foreground information more
comprehensible. In addition to these examples, the blur effect realizes
a wide range of fundamental human-computer interaction (HCI) tech-
niques, such as visual guidance [11, 44, 47], focus and context (F+C)
visualization [31, 32, 48], concealing undesired visual information (e.g.,
privacy protection) [19, 33, 52], and enhancing the depth perception
of a displayed image [13, 16, 34, 39]. These interaction techniques are
essential in augmented reality (AR) and vision augmentation applica-
tions, too. Vision augmentation is a concept that enhances our vision
using dynamic optics. To deploy them in these systems, spatial focus
control of a real-world scene is required.
Video see-through (VST) AR systems can relatively easily blur a
real scene. The scene is captured as a digital image and displayed with
superimposed virtual objects on a VST display. Blurred real scenes
can be synthesized simply by computing the convolution of a point
spread function (PSF) and the captured image. We can control the
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blur intensity over the image by preparing a spatially-varying PSF map.
Although VST-AR can realize blur-based interfaces, it has a drawback
that the real-world appearance is displayed with a perceivable latency
and a limited field-of-view (FOV). On the other hand, both optical
see-through (OST) and spatial AR (SAR) systems do not suffer from
the latency and FOV problems and have been used as the platforms
of vision augmentation, while spatial blur manipulation is not trivial
in these systems. In OST-AR, typical displays do not have any focus
control mechanisms for real-world viewing. Recently, an OST display
that supports a mechanism to correct the focus of real-world objects has
been developed [5]. However, defocus blur is depth-dependent; thus, it
is physically impossible to spatially control defocus blurs regardless
of the distance between the display and observed real objects. Recent
advances in the optics of virtual reality (VR) head-mounted displays
(HMD) have achieved spatial focus control for virtual imagery using a
free-form lens or a phase-only spatial light modulator [1,36]. Although
these techniques have a potential to achieve the spatial defocusing of a
real-world scene, the spatial resolution of the focal length modulation is
theoretically too low to support various interaction techniques. In SAR,
users normally do not require devices to observe a scene; thus, no opti-
cal focal modulation is available. On the other hand, we can consider
synthetic focal modulation, where the appearance of a blurred real scene
is synthesized by convolution computation, as in VST-AR systems, and
is reproduced by superimposed projected imagery. Researchers have
developed various radiometric compensation techniques that enable
pixel-wise color manipulation of a textured real surface [10, 18], which
could be used to reproduce the blurred appearance. However, these
techniques cannot make a real surface appear completely blurred due
to the limited dynamic range of current projectors [3]. In addition, the
current projectors project pixels that are larger than underlying surface
details [9, 38].
In this paper, aiming to realize innovative vision augmentation ex-
periences, we propose IlluminatedFocus, a technique that optically
controls the perceived blurs of real-world appearances in a spatially
varying manner regardless of the distance from the user’s eyes to ob-
served real objects. As an example of images perceived by a user, a
part of a real object appears blurred, while fine details of the other
part at the same distance remain visible. The core contribution of
this research is a new computational display framework1 that enables
the depth-independent blurring of real-world appearances at a high
spatial resolution. Specifically, we apply ETL as eyeglasses and a
synchronized high-speed projector as illumination for a real scene. We
periodically modulate the focal lengths of the glasses (focal sweep) at
greater than 60 Hz so that a wearer cannot perceive the modulation.
A part of the scene that should appear focused is illuminated by the
projector when it is in the focal range of the user’s eyes, while another
part that should appear blurred is illuminated when it is out of the focus.
Figure 1(b) shows an experimental proof of the proposed technique.
As the basis of our spatial focus control, we construct a mathematical
model to compute the degree of defocus (i.e., the size of the blur circle)
of a real object in the proposed system. Based on the model, we derive
the blur range of a user wearing ETLs of a given optical power. Given
the blur range, we can compute an appropriate optical power to switch
the appearance of a real object between focused and blurred. Based on
the blur range, we discuss a design guideline to determine the range of
the focal sweep. We also model the apparent size of a real scene that
is altered by the focal length modulation. This leads to an undesirable
visible seam between focused and blurred areas. We solve this unique
problem by gradually blending the two areas. The blending weights
are determined to diminish the seam with the smallest blending region.
Finally, we implement vision augmentation applications to demonstrate
the feasibility of our proposal.
To summarize, the primary contributions of this paper are as follows.
• We introduce the IlluminatedFocus technique, an innovative com-
putational display framework that achieves depth-independent
1The computational display framework involves joint design of hardware and
display optics with computational algorithms and perceptual considerations [35].
spatial defocusing of real-world appearances via focal sweep
eyeglasses and a high-speed projector.
• We construct a mathematical model to compute the blur range of
a user’s eye to establish a design guideline to determine effective
illumination timings and the range of the focal sweep.
• We propose a blending technique to diminish a conspicuous seam
between blurred and focused areas.
• We confirm the feasibility of the IlluminatedFocus technique by
implementing vision augmentation applications, such as visual
guidance and concealing undesired visual information.
2 RELATED WORK
Recognizing that synthetic blur is essential for AR applications, re-
searchers have developed various interactive AR systems based on
depth-independent spatial focus control of real-world appearances.
Specifically, these AR systems fall into the following three categories:
(1) visual guide, (2) F+C visualization, and (3) diminished reality (DR).
(1) Typical AR systems employ graphical widgets such as virtual
arrows, to draw the user’s attention to real-world objects [4, 14, 45, 49].
These systems potentially destroy the visual experience by superim-
posing distracting overlays on the real scene. On the other hand, HCI
researchers have proved that a subtle image modulation can also effec-
tively direct the user’s gaze, such as luminance and color modulation [2]
and synthetic blur [51]. McNamara proposed applying a synthetic blur
technique to a mobile AR system to direct the user’s gaze to specific
areas of a real scene by blurring out unimportant areas [37]. This
approach has an advantage of drawing a user’s attention without sig-
nificantly interrupting the visual experience. (2) F+C visualization
allows a user to focus on a relevant subset of the data while retaining
the context of surrounding elements. Kalkofen et al. proposed an inter-
active F+C visualization framework for AR applications [26, 27]. Their
proposed framework applies a blur effect to suppress visual clutter
in context areas and successfully supports a user to comprehend the
spatial relationships between virtual and real-world objects. (3) Hiding
real-world objects is useful in various AR application scenarios, and re-
searchers have worked extensively on DR techniques [15,22,23,30,53].
Typical DR methods replace or fill in an undesired object (e.g., AR
markers [30]) with its background texture to make the object invisible.
A blur effect has also been applied as a DR technique. This approach
preserves the presence of a diminished object compared to typical DR
techniques. In their X-ray vision AR system, Hayashi et al. proposed
protecting the privacy of a person by blurring their face and body [12].
In all the above-mentioned previous systems, blurred real-world
appearances are displayed on VST displays, such as HMDs and smart-
phones. Because the blur effect can be implemented by a simple video
signal processing, depth-independent, and spatially varying blur can be
synthesized and displayed on VST displays. On the other hand, as dis-
cussed in Section 1, there is no simple solution to realize such a flexible
focus control in any vision augmentation platforms including OST-AR
and SAR. Because users see the real world directly in these systems, a
blur needs to be controlled optically. Previous studies have proposed
optical solutions for blurring a real object in a spatially varying man-
ner. Himeno et al. placed a lens array plate in front of an object and
spatially switched the state of the lens array to a flat transparent plate
by filling transparent liquid having the same refractive index as that of
the lens array [17]. Blur Mirror is a media art installation consisting
of a motorized mirror array [42]. An object reflected by the mirrors
is selectively blurred by spatially varying the vibration of the mirrors.
Although these systems succeeded in spatially blur a real object, a
relatively large optical setup needs to be positioned between the user
and the object. When either the blurring target or the user moves, they
need to physically readjust the setup to keep their spatial relationship
consistent. In this paper, we relax this physical constraint by applying
wearable glasses and a computational illumination, by which we can
continuously provide a desired blur effect even when the object or user
moves.
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Fig. 2. Principle of the proposed technique. The ETL focal length is
modulated periodically at 60 Hz. The blue cylinder is illuminated when it
is defocused, while the green and orange boxes are illuminated when
they are focused. Consequently, an observer perceives an image in
which only the blue object placed in the middle appears blurred.
We apply ETLs to the eyeglasses used in the proposed system. Pre-
vious research integrated such focus tunable lenses in AR and VR
displays [6, 21, 25, 29, 43, 46]. The majority of these studies used the
lenses to solve the vergence-accommodation conflict of typical HMDs.
Among them, the work most related to our research realized multifocal
displays by driving the lenses to sweep a range of focal lengths at
a high frequency and switching displayed content of different focal
planes in synchronization with the focal sweep using a high-speed
display [6, 25, 43, 46]. The proposed system consists of devices similar
to those used in previous studies and also applies fast focal sweep.
However, we use a high-speed projector to illuminate real objects to
control the blur intensities of their appearances in a spatially varying
manner rather than displaying virtual objects at different focal planes.
We demonstrated the first prototype at an academic conference [50].
In the current paper, we describe the technical details and evaluate the
proposed method qualitatively and quantitatively.
3 DEPTH-INDEPENDENT SPATIAL FOCUS CONTROL OF REAL-
WORLD APPEARANCES
We realize depth-independent spatial focus control by the fast focal
sweep of human eyes and synchronized high-speed illumination (Figure
2). Here, focal sweep refers to an optical technique that periodically
modulates the optical power of an optical system (observer’s eyes in
our case) such that every part of an observed real scene is focused once
in each sweep. If part of the scene is illuminated by a synchronized
illuminator only when it is in the focal range of the observer’s eyes,
it appears focused. On the other hand, if another part is illuminated
only when it is out of focus, it appears blurred. When the periodic
optical power modulation is performed at higher than the critical fusion
frequency (CFF), the observer does not perceive the modulation and
the blink of the illumination. We apply ETLs to periodically modulate
the optical power of observer’s eyes. Note that here we assume that the
observer is wearing ETL glasses. A high-speed projector is used as the
illuminator, which leads to the focus control of the observer’s eyes on a
per-pixel basis; thus, at a high spatial resolution.
In the rest of this section, we model the image formation of real-
world objects in a user’s eye with ETLs, as a mathematical basis of our
technique (Section 3.1). Then, we discuss the blur range of the user
with a given optical power of the ETL (Section 3.2). When real objects
are within this range, they become blurred on the retina of the user.
Based on the blur range, we describe a design guideline for effective
illumination timings and the range of the optical power modulation in
the focal sweep (Section 3.3). Finally, we discuss a method to alleviate
visible seams between the focused and blurred areas (Section 3.4).
Note that, in this paper for simplicity and without loss of generality, we
consider only the positive optical powers of the ETL. The methods can
Fig. 3. RTM analysis. (left) A ray passes through space. Note that
u′ = u. (middle) A ray passes through a thin lens. (right) Two points are
conjugate to each other for a given RTM.
Fig. 4. Parameters in the RTM analysis of the proposed system.
be directly extended to negative optical powers.
3.1 Image formation of real-world objects in the human
eye with ETL
As a mathematical basis of our technique, we model the image forma-
tion of real world objects in a human eye with ETLs. Specifically, the
model computes the size of the blur circle of a point in a real scene on
the retina of a user’s eye. The human eye consists of several refracting
bodies such as the cornea, aqueous humor, vitreous humor, and crys-
talline lens. We consider these together as a single lens and the retina
as an image plane without loss of generality [5]. When a point in a
real scene is defocused, it is imaged as a spot (i.e., a blur circle) on the
image plane called a circle of confusion (CoC).
We compute the size of blur circle Dr on the image plane (i.e., retina)
based on ray transfer matrix (RTM) analysis (Figure 3). RTM analysis
is a mathematical tool used to perform ray tracing calculations under
paraxial approximation. The calculation requires that all ray directions
are at small angles u relative to the optical axis of a system such that
the approximation sinu' u remains valid. An RTM is represented as
follows: [
x′
u′
]
= M
[
x
u
]
=
[
A B
C D
][
x
u
]
, (1)
where M is an RTM and a light ray enters an optical component of the
system crossing its input plane at a distance x from the optical axis and
travels in a direction that makes an angle u with the optical axis. After
propagation to the output plane that ray is found at a distance x′ from
the optical axis and at an angle u′ with respect to it. If there is free
space between two optical components, the RTM is given as follows:
T (d) =
[
1 d
0 1
]
, (2)
where d is the distance along the optical axis between the two com-
ponents. Another simple example is that of a thin lens whose RTM is
given by
R(P) =
[
1 0
−P 1
]
, (3)
where P is the optical power (inverse of focal length) of the lens.
A user of our system wears ETLs as eyeglasses such that the eye
and the ETL share the same optical axis (Figure 4). The size of the
blur circle on the image plane is computed by tracing the marginal ray
from a point on a real object. Assuming that the ETL is larger than the
pupil of the eye, the marginal ray passes at the edge of the pupil. The
angle of the marginal ray uo at the object can be computed by solving
the following equation[
De
2
ue
]
= T (dEe)R(PE)T (doE)
[
0
uo
]
, (4)
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where De, ue, dEe, PE , and doE represent the diameter of the pupil, the
angle of the ray at the eye, the distance between the ETL and the eye,
the optical power of the ETL, and the distance between the object point
and the ETL, respectively. Thus,
uo =
De
2(doE +dEe−doE dEePE) . (5)
Finally, size of the blur circle on the image plane is computed by solving
the following equation[
Dr
2
ur
]
= T (der)R(Pe)T (dEe)R(PE)T (doE)
[
0
uo
]
, (6)
where ur, der, and Pe represent the angle of the ray at the image plane
(i.e., retina), the distance between the lens of the eye and the retina,
and the optical power of the lens of the eye, respectively. Substituting
Equation 5 in Equation 6 gives the resultant size of the blur circle as
follows:
Dr = De
∣∣∣1−derPe +der 1−doE PEdoE +dEe−doE dEePE
∣∣∣. (7)
3.2 Blur range of human eye with ETL
Fig. 5. Blur range based on Equation
8.
For each optical power of the
ETL PE , we can compute the
range of the distance from the
ETL to a point on the optical
axis, within which real objects
become blurred on the retina.
The blur range is determined
by two factors: accommoda-
tion and DOF. Accommodation
refers to the process by which
the human eye changes its opti-
cal power to maintain focus on
an object as its distance varies
from the far point (the maxi-
mum distance) to the near point
(the minimum distance). We de-
note the optical powers for the
far and near points as P fe and
Pne , respectively. For each optical power of the eye, real objects are
in acceptably sharp focus on the retina when they are within the DOF.
Suppose we denote the acceptable size of the CoC as Dar , the maximum
and minimum distances of the DOF (da+oE and d
a−
oE , respectively) are
computed using Equation 7 as follows:
da±oE =
De(dEederPe−dEe−der)±dEeDar
De(PE(dEederPe−dEe−der)−derPe +1)±Dar (dEePE −1)
.
(8)
When real objects are at points da+oE and d
a−
oE distant from the ETL on
the optical axis, the light from these objects hits the top or bottom
endpoints of the acceptable CoC. Then, the blur range for an optical
power of the ETL PE is determined by two borders illustrated in Figure
5 as:
• doE is less than da−oE subject to Pe = P
n
e (near border).
• doE is larger than da+oE subject to Pe = P
f
e (far border).
Figure 5 shows the blur range for different PE assuming the human
eye as the reduced eye model [28]. We found that the near border is
less than 80 mm for all positive optical powers. The proposed method
requires a projector to illuminate real objects, and it is difficult for most
commercially available projectors to provide such illumination when
the objects are less than 80 mm away from a user’s face. Therefore, in
the rest of this paper, we only consider the far border of the blur range.
Figure 5 shows the PE value at which a real object at a certain distance
from the ETL is blurred on the retina.
Fig. 6. Illumination timings considering accommodation. The focal
length of the ETL is modulated at 60 Hz. Objects to appear blurred
are illuminated when the optical power of the ETL is the greatest in the
modulation. The other objects to appear focused are simultaneously
illuminated when the optical power is zero. These objects appear focused
when the observer gazes at them. This is perceptually equal to a situation
where these objects appear focused simultaneously.
3.3 Design guideline of illumination timing and focal
range sweep
Figure 5 provides an insight into human vision, i.e., a human with
normal vision can accommodate an object located from near to far
distances, when the optical power of the ETL is low. This means
that it is sufficient to illuminate objects to appear focused only when
the optical power is zero (i.e., PE = 0). In this case, when a user
looks at an object (and thus, focuses on it), only those objects located
at the same distance are in focus at the same time. When the user
looks at another object, the previously focused objects become out
of focus. However, in most cases, our attention is only on an object
that we are looking at; thus, a situation where objects we look at are
always in focus is perceptually equal to these objects being in focus
simultaneously. Figure 5 provides another insight, i.e., an object placed
at any distance can be blurred when the optical power PE is sufficiently
large. Therefore, as a guideline for illumination timing, we illuminate
objects to appear focused when PE = 0 and those to appear blurred
when PE > 0 (Figure 6).
A large PE requires a wide focal sweep range. This leads to a
long period in the optical power modulation because a typical ETL
physically changes the lens thickness to modulate its optical power.
Because the sweep frequency needs to be larger than the CFF in the
proposed method, the sweep range cannot be increased excessively. In
addition, the wider the focal sweep range is, the more the optical power
changes within one frame of the projector. To illuminate real objects
accurately at a desired optical power, the sweep range should not be
increased.
Therefore, the focal sweep range needs to be both as small as possible
and it is sufficiently large to make a target real object appear blurred.
Assume a typical situation where (1) several real objects are located at
different positions in a real scene, (2) the distances from these objects to
the ETL are known, and (3) some objects appear blurred. We determine
the sweep range in the following two steps. First, we compute the
minimum optical power value required to make each appear blurred.
This value is on the “far border” of Figure 5. Then, we select the
maximum optimal power among the minimum values. Note that we
refer to the selected optical power as PsE in the rest of the paper. We
determine the focal sweep range as 0 diopter (D) to PsE +α , where α is
a user-defined offset.
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Fig. 7. Visible seam by apparent scaling of a blurred area. Left: the
doughnut region (red lines) is illuminated when PE > 0. Consequently,
the doughnut region appears blurred and becomes larger relative to the
optical center. Right: the apparent scaling causes the gap and overlap
between the doughnut and the other regions, resulting in dark and bright
seams, respectively.
Fig. 8. Ray trancing of the composition of the ETL and eye.
3.4 Alleviating visible seam caused by apparent scaling of
real-world objects
When we see a real-world object through typical eyeglasses that correct
for either myopia or hyperopia, the apparent size of the object becomes
smaller or larger. The same phenomenon occurs in the proposed system
where the ETLs are used as eyeglasses. A unique problem with the pro-
posed system is that the apparent scaling of a real scene is not spatially
uniform. More specifically, the apparent size of a real object differs
spatially, when different optical powers PE are applied to different parts
of the object. For example, when the system makes only a certain area
of the object appear blurred by illuminating this area when PE > 0
and the other area when PE = 0, only the blurred area becomes larger
relative to the optical center. When the area where PE > 0 is located
closer to the optical center than the area where PE = 0, a gap occurs
between these areas and appears as a dark seam (Figure 7). On the
other hand, when the two areas are in the reverse locations, these areas
overlap and the overlapped area appear as a bright seam. This section
describes a method to alleviate the seams.
First, we discuss the extent to which the apparent size of a real object
is changed (i.e., scaling factor) by the ETL using a ray tracing technique.
As shown in Figure 8, light rays from a real object are refracted at the
ETL such that they form a real image. The human eye observes these
refracted rays. The distance from the ETL to the image dEi is obtained
by the thin lens formula:
1
doE
+
1
dEi
= PE → dEi = doEdoE PE −1 . (9)
Suppose the height of the object from the optical axis is x1, that of
the image x2 is obtained by the similarity of triangles and substituting
Equation 9 as follows:
x1 : x2 = doE : dEi → x2 = x1doE PE −1 . (10)
For the human eye, the visual angle of the real object is determined by
a refracted ray passing through the center of the lens. Thus, the visual
angle uE is obtained by the following equation
tanuE =
x2
dEi−dEe . (11)
Fig. 9. System configuration (red box: digital signal, blue box: analog
signal).
Substituting Equations 9 and 10, the angle is computed as follows:
uE = arctan
(
x1
doE +dEe−doE dEePE
)
. (12)
Therefore, the scaling factor s of the real object under PE > 0 compared
to the object under PE = 0 can be computed as follows:
s =
tanuE
tanuE=0
=
doE +dEe
doE +dEe−doE dEePE . (13)
Second, we describe the method to alleviate a seam caused by the
apparent scaling of a part of a real object. We apply a simple feathering
or blending technique. Suppose there are two areas next to each other,
one without scaling (i.e., PE = 0) and the other with scaling (i.e., PE =
p > 0) that are illuminated at t0 and tp, respectively. We can calculate
the seam region as the difference of the scaled area between before
and after scaling using Equation 13. We illuminate the seam region
using the high-speed projector both at t0 and tp. At t0, the intensity
of the illumination in the seam region is decreased linearly from the
unscaled area (intensity=1.0) to the scaled area (intensity=0.0). At tp,
the intensity is decreased linearly from the scaled to the unscaled area
to ensure that the sum of these contributions becomes 1.0 at any seam
region.
4 SYSTEM EVALUATION
We evaluated the proposed technique using a prototype system. First,
we investigated how accurately our mathematical models predicted the
size of a blur circle and the blur range (Sections 4.2 and 4.3, respec-
tively). Then, we determined if the proposed technique achieved spatial
defocusing (Section 4.4). Finally, we evaluated how well visible seams
between blurred and focused regions could be alleviated (Section 4.5).
4.1 Experimental setup
We constructed a prototype system consisting of a pair of ETLs and
a synchronized high-speed projector (Figure 1(a)). We used polymer-
based liquid lenses as the ETLs. The polymer-based ETLs achieve
faster focal change than other types of ETL while maintaining a rela-
tively large aperture size. Consequently, they have been exploited in
a wide range of optical systems, from micro-scale systems, such as
microscopes, to larger-scale systems, such as HMDs [6, 29, 43, 46] and
projectors [21]. Specifically, we inserted two ETLs (16 mm aperture,
Optotune AG, EL-16-40-TC) in an eyeglass frame fabricated from an
FDM 3D printer to form a wearable (69×128×67 mm, 200 g) device
(Figure 1(a)). The optical power of the ETL was controlled from -10 D
to 10 D by changing the electrical current. The digital signal generated
by a workstation (CPU: Intel Xeon E3-1225 v5@3.30GHz, RAM: 32
GB) was input to a D/A converter (National Instruments, USB-6343)
and converted to analog voltage. This voltage was then converted
to an electric current by a custom amplifier circuit using an op-amp
(LM675T). Finally, the current was fed to the ETL. According to the
ETL’s data sheet, the input analog voltages in our system ranged from
-0.07 to 0.07 V. We employed a consumer-grade high-speed projector
(Inrevium, TB-UK-DYNAFLASH, 1024×768 pixels, 330 ANSI lu-
men) that can project 8-bit grayscale images at 1,000 frames per second.
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Fig. 10. Measured optical powers by input waves with different ranges.
Projection images were generated by the workstation and sent to the
projector via a PCI Express interface. The display timing of each pro-
jection image was adjusted by a 5 V trigger signal from the workstation
via the D/A converter. The system configuration is depicted in Figure
9. We assume that our system works in a dark environment.
The IlluminatedFocus system performed a periodic focal sweep by
applying a sinusoidal wave as an input signal to the ETLs. The fre-
quency of the wave was set to 60 Hz throughout the experiment. We
applied waves of different offsets and amplitude to the ETL and mea-
sured the resulting optical powers. We prepared 71 input voltage values
(from -0.07 to 0.07 V at 0.002 V intervals) and used every combination
of these values (2485 in total) as the maximum and minimum values of
the input sinusoidal waves. The optical power was measured using a
photodiode and a laser emitter (see our previous paper [20] for more
details). Figure 10 shows two examples of the time series of the mea-
sured optical powers by input waves with different ranges. As shown
in this figure, we found that the output values were periodical; however,
they did not form clean sinusoidal waves. Therefore, we stored one
period of each output wave along with the corresponding input wave
in a database in order to look up the optical power at a given phase
of the input wave. Once a target range of optical power is given, we
determined the input wave by searching the database for one having
the narrowest range among those capable of generating the target range
of the optical power.
To synchronize the ETLs and the high-speed projector, we used the
same photodiode to measure the delay of the high-speed projector from
a trigger signal of the workstation to the actual projection. As a result,
we found that the delay was 0.46 ms. Using this delay information
and the data in the database, we can use to projector to illuminate a
real object exactly when the ETLs’ optical powers are the target optical
power. We conducted a preliminary test and determined 0.2 D as the
offset value α (Section 3.3).
4.2 Blur circle size
We evaluated how a real scene appeared blurred using the proposed
system. We measured a dot pattern on a planar surface using a cam-
era (Sony α7S II, lens: Sony FE 24mm F1.4 GM) on which the
ETL is mounted (Figure 11). We prepared five measurement dis-
tances between the surface and the camera (500,600, . . . ,900 mm).
We measured the dot pattern with eleven different optical powers
(PE = 0.0,0.5,1.0, . . . ,5.0) under two conditions: normal and proposed.
The normal condition was used as the baseline. In the normal condi-
tion the dot pattern was observed with fixed ETL optical power. In
a preliminary test, we printed a black dot pattern on a sheet of white
paper and observed it with different optical powers. However, due to
the low contrast of the printed media, the blur circles of the dots were
not observable at more than 1.0 D. Therefore, we used the high-speed
projector to project a dot pattern onto a uniformly white surface in a
dark room. The camera’s exposure time was set to 1/60 s and the dot
pattern was projected for 1 ms (i.e., one frame of the projector), and
the optical power of the ETL was fixed. In the proposed condition, we
applied the focal sweep to the ETL and projected the same dot pat-
tern for 1 ms when the optical power was one of the eleven PE values.
The input wave to the ETL was determined as discussed in Section
4.1. More specifically, we prepared ten input waves to generate target
ranges of the output optical power by combining 0.0 D and the eleven
Fig. 11. Blur size measurement. Top left: captured dot pattern on the sur-
face (contrast and brightness adjusted). Top right: measurement setup.
Bottom: measured radius of the blur circle. Note that the brightness of
the dot pattern images are adjusted for better visibility.
optical powers (i.e., 0.0 to 0.0 D, 0.0 to 0.5 D, 0.0 to 1.0 D, ..., 0.0 to
5.0 D). Note that the optical power of the ETL was actually not swept
in the first target range (0.0 to 0.0 D). The camera exposure time was
the same as the normal condition.
Figure 11 shows the measured dot patterns. The appearance of the
real scene (the projected dot pattern) is similar under the normal and
proposed conditions. This result indicates that the proposed system
successfully synchronized the ETL and the projector achieved focus
control of real-world appearances that was the same as that of a normal
lens. More quantitatively, we binarized each captured image using
Otsu’s method [40], picked the center 3×3 blur circles, fit circles to
the selected blur circles, and measured their radii. Figure 11 shows
the measured radii under both normal and proposed conditions with
blur sizes computed using our image formation model (Equation 7).
In this result, the measured radii were slightly larger but very close
to the model values. The slight offset was due to the projected dots
not being infinitesimal points. Taking this into account, we consider
that our image formation model well predicted the size of the blur
circle in the proposed system. We computed the difference between
the size of blur circles under normal and proposed conditions. The
average difference was 1.4 pixels with a standard deviation (SD) of 1.8
pixels. This difference occurred because the optical power of the ETL
changed within a single frame of the dot pattern projection (i.e., 1 ms);
consequently, the blur circles of different sizes were accumulated in
the capture process.
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Fig. 12. Blur range measurement. Left: averages and SD of maximum
optical powers at which each participant could distinguish the directions
of more than three (out of six) Landolt rings. Right: plotted data with the
computational model of “far border” by Equation 8 (Figure 5).
4.3 Blur range
We measured the blur range of users of our system based on a typical
visual acuity test. When a participant could not distinguish the cor-
rect direction of a Landolt ring of the visual angle of one minute, we
considered that the ring was located within the blur range of the par-
ticipant’s eye. We printed an array of six Landolt rings in randomized
directions on a piece of paper and placed it in front of the ETL. We
prepared different sizes of the rings according to the distance from the
ETL to maintain the visual angles of the rings as one minute. Each
participant viewed the rings using their dominant eye through the ETL
and reported the direction of the rings. If more than three directions
were correct, we considered that the current distance was not within
the blur range. The Landolt rings were placed at nine distances from
the ETL (500,750, . . . ,2500 mm). At less than 500 mm, the projected
image region was too small to illuminate the Landolt rings in our setup.
However, 2500 mm was a sufficiently far distance for our intended
applications (Section 5). For each distance, we changed the optical
power of the ETL from 0 to 2.4 D at 0.2 D intervals (i.e., 13 optical
powers). Then, we recorded the maximum optical power at which each
participant could distinguish the directions of more than three Landolt
rings.
Eight participants were recruited from the local university (male:
7, female: 1, age: 22-32). Six participants were nearsighted. Their
vision was corrected with the ETL by offsetting its optical power. The
optical power values in the following results are adjusted to consider
the offset. Throughout the experiment, each participant’s head was
fixed using a chin rest. Figure 12(left) shows the average and SD of the
maximum optical power values at each distance. We plotted the average
values with the model “far border” (Figure 5) in Figure 12(right). This
result indicates that the blur range can be accurately predicted by the
proposed model (Equation 8). Therefore, in the subsequent experiments
and applications, we used the model and the “far border” to compute
the focal sweep range (Section 3.3).
4.4 Spatial defocusing
We investigated whether or not depth-independent spatial blur control
is possible in the proposed system. We placed four objects denoted
A, B, C, and D at different locations as shown in Figure 13(a). The
objects were 250, 500, 500, and 1300 mm, respectively, from the ETLs.
According to the design guideline in Section 3.3, the focal sweep range
was determined as 0 D to PsE +α . Then, objects to appear focused were
illuminated when the optical power of the ETLs was 0 D, and objects
to appear blurred were illuminated when it was PsE +α .
We prepared two spatial defocusing conditions. In the first condition,
only the center object appeared blurred and the other objects appeared
focused. PsE in this condition was the optical power on the “far border”
of 500 mm (Figure 5). In the second condition, only the center object
appeared focused and the other objects appeared blurred. PsE in this
condition was the optical power on the “far border” of 250 mm. We
asked ten local participants to observe the objects through the ETLs
Fig. 13. Evaluation of spatial defocusing: (a) Experimental setup. Cap-
tured results where (b) only object B appears blurred and (c) only object
B appears focused.
under the two conditions. As before, participant’s heads were fixed
during the experiment. After observation of each condition, we asked
the participants to identify which object appeared blurred. All the
participants responded that only object B appeared blurred under the
first condition and objects A, C, and D appeared blurred under the
second condition.
Figure 13 shows captured appearances of the objects under the
two experimental conditions using a camera (Ximea MQ013CG-ON)
attached to one of the ETLs. To reproduce the perceived appearances,
the illumination timings were different from the above. Specifically, the
projector illuminated each object to appear focused when it is in focus
of the camera with the ETL, and another to appear blurred when it is out
of focus. For example, in the first condition, the projector illuminated
objects A, B, C, and D when the focusing distances of the camera were
250, 500, 500, and 1300 mm, respectively. All participants agreed that
the captured image showed similar appearances they observed in the
above mentioned user study. Therefore, we confirmed that the proposed
system achieved depth-independent spatial blur control. In particular,
it is optically impossible to produce the appearances of Figure 13 with
normal lens systems. These results verify the effectiveness of the
proposed spatial defocusing technique.
4.5 Alleviating visible seam
We conducted an experiment to investigate the effectiveness of our
method to alleviate the visible seam caused by the apparent scaling
of observed real objects. We prepared eight experimental conditions
(= 2 textures×2 seams×2 optical powers). Specifically, we used two
textured surfaces (document and picture) as observed objects. Each
paper was placed 500 mm away from the ETLs. As discussed in
Section 3.4, there are two types of seams (gap and overlap) according
to the spatial relationship of the blurred and focused areas. Therefore,
two seam conditions were prepared for each texture. The width of
a seam varies according to the optical power of the blurred area. To
check if the method works for different seam widths, we prepared two
optical powers (1 D and 2 D) for the experiment. For each condition,
we compared the appearance of the surface with our method to that
without our method.
The same participants (Section 4.4) observed the textured surfaces
under the eight conditions. As before, throughout the experiment, each
participants’ head was fixed using a chin rest. After observing a pair
of appearances with and without our method in each condition, the
participants were asked if the seam was alleviated by our method. All
the participants answered that the proposed method could alleviate the
seam in all conditions.
Figure 14 shows captured appearances of the surfaces under all eight
conditions using the same camera used in the previous experiment
(Section 4.4). All participants agreed that the figure shows appearances
similar to what they observed. From the captured results, we confirmed
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Fig. 14. Captured results of the visible seam alleviation.
that the proposed method could successfully alleviate the visible seam
caused by the apparent scaling of observed real objects.
5 APPLICATIONS
We developed four different vision augmentation application prototypes
using the proposed IlluminatedFocus technique. In this section, we
show how they worked. Please see the supplementary video for more
details. Note that we used an ETL-mounted camera with a lens adapter
for the recording. The adapter added a dark ring in the video images.
In actual applications, a user does not see the ring.
5.1 Visual guide
As the first application, we implemented three visual guidance systems
that naturally direct the user’s gaze to a specific part of a real object
by making that part appear focused and the other parts appear blurred.
Figure 15(a) shows the first example where a part of a musical score to
be played is made to appear focused. We assume that the musical score
is scanned in advance and the notes on the score are recognized. The
focused area automatically moves over the notes so that a player can use
the proposed system to practice the score while keeping a desired tempo.
Figure 15(b) shows the second example. We assume a situation where a
curator in a museum or a teacher in a class sequentially explains several
parts of a target object to visitors or students. The curator (teacher)
moves the focused area manually using a pointing device (e.g., a touch
panel) according to the explanation to draw the visitors’ (students’)
attention to this specific area. Figure 15(c) shows the last example. In
this example, a tool to be used in the next operation is made to appear
focused. We assume a situation where an inexperienced person uses
the proposed system to assemble a complicated electrical system. The
person is not familiar with the tools and has no idea which one to use in
each step. Our system can support such a situation to draw the person’s
attention to the right tool. In this application, we used a full-color
high-speed projector (Texas Instruments, DLP LightCrafter 4500) and
applied a radiometric compensation technique [3] to make the right
tool appear focused and to decrease the color saturation of the other
tools. This example verifies the effectiveness of the combination of the
proposed and SAR techniques. Overlaying a virtual arrow or characters
is an alternative solution for visual guidance. The visibility of the
overlaid information depends on the appearance of the background.
In case of a cluttered background, it is difficult for an observer to
understand the information [24]. In such situations, we believe that our
blur-based approach provides better visual guidance.
We conducted a user study to investigate how users react to our
artificial blur in the visual guide application. We placed five objects
on a table (Figure 16(a)) and asked participants to gaze at an object
which is indicated either by a projected arrow or spatial defocusing
(i.e., only the indicated object appears focused). Thus, there were two
experimental conditions regarding the indication method (i.e., arrow
condition and blur condition). The object to be gazed was randomly
switched at 2 seconds intervals. Each participant performed this task
for 1 minute in each condition. Right after each task, the participant
answered the following four questions based on 7-point Likert scale (1
= strongly yes, 7 = not at all):
Fig. 15. Visual guide applications: (a) Part of a musical score sheet
appears in focus to support a practice session. (b) Museum guidance
where a curator explains the object by moving the focused area from its
face to its body. (c) Tool selection support drawing a user’s attention to a
tool by decreasing the saliency of other tools (i.e., blur and desaturation).
Q1: Did you notice flickers?
Q2: Do you feel motion sickness?
Q3: Are you tired?
Q4: Were the indications difficult to understand?
The environment light was turned off in the experiment.
Ten participants were recruited from a local university. They saw the
objects through the ETLs which were fixed as shown in Figure 16(a).
The appearances of the objects in the both experimental conditions and
the results were shown in Figure 16(b-1, b-2, c). For each question, we
performed a paired t-test between the result in the arrow condition and
that in the blur condition. We confirmed that there was a significant
difference only in the fourth question (p < 0.05). From the results of
Q1, Q2 and Q3, we confirm that the levels of the negative reactions to
our artificial blur are as low as those to the normal projection mapping.
In addition, the result of Q4 shows that a visual guide interface based
on our artificial blur provides a better understandability to a user than
the conventional GUI-based interface.
5.2 F+C visualization
As the second application, we implemented an F+C visualization sys-
tem. This system supports a student studying at a desk to concentrate
on reading textbooks and writing in notebooks. The system makes the
textbooks and notebooks appear focused and the other areas on the
desk appear blurred. Figure 17 shows some appearances of the desk in
the system. From the result, we confirmed that the system successfully
suppressed visual clutters on the desk, and consequently provided a
student with an effective learning environment where they could focus
only on their studies.
5.3 Diminished reality
As the third application, we implemented a DR system. This system
conceals undesirable signs of facial skin aging (e.g., blotches, pores,
and wrinkles) by blurring them out. Figure 18(a) and the supplementary
video show the results. We can also apply the proposed system to
dynamic objects. Figure 18(b) shows an example. In this example, the
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Fig. 16. User study: (a) Experimental setup. (b) The appearances of
the objects under the blur (b-1) and arrow (b-2) conditions, respectively.
The leftmost object was indicated. (c) The box plots of the participants’
answers (∗ : p < 0.05).
Fig. 17. F+C visualization application. See supplementary video for
better understanding of the spatial layout on the desk.
system blurs a moving toy spider. The position of the spider is measured
by a motion capture system, and the system interactively moves the
blurred area according to the position. The same system can be applied
to other scenarios. For example, we can conceal private documents on
a shared tabletop in a face-to-face collaboration. Typical DR methods
can replace or fill in an undesired object with its background texture to
make it completely invisible. Our system cannot completely diminish
a target; however, it allows a user to see the DR result by their naked
eye. Thus, it can obviously provide the DR result with more reality
than typical DR methods that only work on VST displays.
5.4 DOF enhancement
For the fourth application, we explored a new vision augmentation
scenario. Because focusing and defocusing affect the perceived 3D
structure of a real scene, we believe that our method can affect the
depth perception of a real object by blurring it. We applied our method
to add an enhanced DOF effect to 2D pictures. More specifically, we
made either the foreground or background of a picture appear blurred
to enhance the perceived depth variation of the picture. Figure 19
shows a captured result of the application. We showed the portrait
picture (Figure 19(top)) to 10 local participants in two conditions, i.e.,
with and without the DOF enhancement, and asked in which condition
they perceived more depth variation. All participants answered that
greater depth variation was perceived with the DOF enhancement.
Therefore, we confirmed that the proposed method can support this
vision augmentation application.
6 DISCUSSION
Through the evaluations and application implementations described in
Sections 4 and 5, we confirmed that depth-independent spatial defocus-
ing is achieved by the proposed IlluminatedFocus technique. Although
previous systems achieved the same technical goal, they applied VST-
AR approaches that prevented a user from understanding the context
of a real scene and communicating with others with good eye contact
because the user’s eyes were blocked by a VST display. The proposed
Fig. 18. DR applications. (a) Diminishing undesirable signs of facial skin
aging by blurring them out. The red and blue arrows indicate blotches
and a wrinkle, respectively. (b) Blurring a dynamic object (a toy spider).
The yellow arrow indicates a motion capture marker. (b-1) The spider on
a black stick is not blurred. (b-2, b-3) The spider appears blurred by the
system at different locations.
Fig. 19. Enhanced DOF effect for 2D pictures. (a-1, b-1) The fore-
ground object appears blurred. (a-2, b-2) The background object appears
blurred.
technique solved this problem by allowing the user to see the aug-
mented scene by nearly naked eyes. Through the evaluation, we also
confirmed that the optical characteristics of the proposed system can
be well described by a mathematical model based on the typical thin
lens model discussed in Section 3. Our design guideline discussed in
Section 3.3 also worked well in the experiments. The proposed system
is not limited to static objects. It also works for dynamic objects, as
shown in Section 5. In theory, there are no geometric requirements
among a viewer, projector, and objects thanks to our design guideline
considering the viewer’s accommodation, and there is no constraint
on the number of objects. We believe that an important contribution
of this paper is establishing these valid and useful technical founda-
tions, which will allow future researchers and developers to build their
own vision augmentation applications on top of the IlluminatedFocus
technique.
As discussed in previous computer graphics research [13], blur can
strongly influence the perceived scale of a rendered scene. A full-size
scene would look smaller or a miniature can look bigger. Therefore,
inappropriately designed blur would perhaps introduce a false impres-
sion. In this paper, we focused on developing a spatial defocusing
technology without careful consideration of human perceptual con-
straints. In future, it would be crucial to investigate this issue and
establish a design guideline for vision augmentation applications using
the IlluminatedFocus technique for future researchers and developers.
A current limitation of the proposed system is its small lens aperture.
The aperture of the current system is 16 mm, which limits the FOV
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Fig. 20. Feasibility test for environment light. Left: experimental setup.
Right: captured appearance under a slightly dim environment light (40
lux). Only the middle object was intended to appear blurred.
Fig. 21. Edges of a blurred area become visible when it moves fast.
of a user. However, the ETL industry is an emerging field and ETL’s
characteristics are being improved rapidly. For example, ETLs have
been getting thinner and lighter. Recently, it was announced that a
new ETL provides an aperture that is almost two times larger (30
mm) than the current one [41]. Therefore, we believe that the form
factor of our system can be similar to typical eyeglasses in near future,
which solves the FOV problem. Another limitation is that we assume
to use our technique in a dark environment where only the projector
illuminates the scene. We conducted a simple experiment to check
how an environment light affected the spatial defocusing result in our
system. Figure 20 shows the result under slightly dim lighting (40 lux).
From this result, we confirmed that the system appeared to work under
environmental lighting (see Figure 1(b) for the experimental setup).
However, in theory, a user could see both the focused and defocused
appearances of the scene. Investigating the visual perception of the user
in this condition is interesting future work. Another more technical
future direction is to build an environment where multiple projectors
cooperatively illuminate the real scene such as in a previous study [7],
resulting in an environment is not dark.
The current system does not assume fast movement of a blurred area.
Fast movement makes the edge of the blurred area visible. Assume a
simple case where a squared blurred area moves to the right (Figure 21).
In addition, assume we illuminate the blurred area in the first half of
1/60 s and the focused area in the second half. In this situation, the right
edge is illuminated for 1/60 s when it moves and the left edge is not
illuminated for 1/60 s. Consequently, the edges are visible to a user. We
apply blending to the edges to alleviate the visible seam as described
in Section 4.5, which suppresses this effect when the movement is
sufficiently slow [8]. However, if the movement is too fast, the edge
becomes conspicuous to the viewer. This problem occurs in the DR
application for human skin, as shown in the supplementary video. In
future, we intend to modify our design guideline to solve this problem.
The size of the blur circle in the proposed system is slightly larger
than that in a normal lens system, as shown in Section 4.2. This is due to
the integration of blur circles of different sizes within the illumination
period (i.e., 1 ms in our experiment). To generate the optical power
more accurately, we need to illuminate a scene for a shorter period.
DLP projectors are capable of illuminating a real scene at a much
higher frame rate (> 40k fps). However, the higher frame rate results
in an appearance that is too dark for a user to perceive. Therefore, there
is a tradeoff between the accurate optical power generation and the
brightness of the scene. We can address the tradeoff by controlling the
ETL more flexibly. Currently, we apply a simple sinusoidal wave as
the input signal to the ETL; consequently, its optical power stays at
the target power for a very short period. We can increase the period
by applying a staircase modulation [20]. This allows a projector to
illuminate the real scene for a longer period during which the size of
the blur circle does not change.
7 CONCLUSION
This paper presented the IlluminatedFocus technique by which spa-
tial defocusing of real-world appearances is achieved regardless of
distances from users’ eyes to observed real objects. The core of the
technique is the combination of focal sweep eyeglasses using ETLs and
a synchronized high-speed projector as illumination for a real scene.
We described the technical details involved in achieving the spatial de-
focusing including the mathematical model of the blur range, the design
guideline of the illumination timing and the focal sweep range, and
the technique to alleviate a visible seam between focused and blurred
regions. Through the experiments, we confirmed the feasibility of our
proposal for vision augmentation applications. As future works, we
will investigate more robust and flexible techniques to use the method
under more relaxed conditions, such as under environment lighting.
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