We have obtained high resolution optical spectra of the planetary nebula Hu 1-2 in the wavelength region of 3700 Å-10 050 Å, with the Hamilton Echelle Spectrograph (HES) at Lick Observatory. Diagnostic analysis indicates that the nebular gas can be represented by inhomogeneous shells of electron density N 4000-10 000 cm −3 , and a gas temperature of 12 000-18 000 K. Using the spherically symmetric photoionization model with appropriate abundances, we tried to accommodate the observed physical conditions and high electron temperatures. The chemical composition of the nebula was derived from calculations using a photoionization model which predicts the observed IUE, HES and ISO line intensities; and the composition was then compared to previous determinations. Model analysis confirms the semi-empirically determined abundance derivations carried out in earlier studies. He and N abundances are high, but those of C, O, Ne and S are very low.
Introduction
The planetary nebula (PN) Hu 1-2 (PNG 086.5-08.8) is a butterfly-like object of about 6 × 2 in radio maps. It is classified as a Peimbert's type I, i.e. objects with highly enhanced helium and nitrogen abundances, probably evolved from massive progenitors (see Peimbert & Torres-Peimbert 1983) .
We secured a high dispersion optical spectrum, from 3700 to 10 050 Å, with the Hamilton Echelle Spectrograph (HES) at the Lick Observatory. Pottasch et al. (2003, hereafter, Paper I) analyzed the ISO far infrared spectrum, combined with the IUE ultraviolet observations to find the nebular abundances. They also used some HES data to derive the abundances. In our high dispersion spectrum, the spectral profiles are well separated into double peaks, so the spectrum of each blue and red component must be investigated separately during the extraction of the diagnostic information, if possible. The photoionization (P-I) model construction would allow us to find even abundances for rare elements. In this study, we will investigate the PN physical conditions and the diagnostics, from the HES high dispersion spectra, with an appropriate P-I model. We will also derive the abundances of Hu 1-2, based on our modelling efforts, and compare them with the previously determined empirical abundances, and with the average PN or solar abundances. With a proper P-I model which best fits the observed line intensities, one can also get an effective Table 3 is only available in electronic form at http://www.edpsciences.org Table 1 . Some basic data for Hu 1-2 (PNG 086.5-08.8). T ( ) = 125 000 K (this paper)
These data are from Acker et al. (1992) , unless otherwise indicated.
temperature for the central star of the PN (CSPN), and thereby infer its evolutionary status. We will check whether the P-I model can represent the observed electron temperatures and densities. Table 1 gives some basic data for Hu 1-2.
Observations
The spectrum in the visual wavelength region has been taken with the Hamilton Echelle Spectrograph (HES) at the Coudé focus of the 3 m Shane telescope of Lick Observatory. The spectral data were taken at 3 positions, centered at positions ∼3 north and ∼3 south of the CSPN and at the center The slit entrance employed was ∼1.2 × 4 in image size at the Coudé focus, and it was placed at the center of the nebula. The spectral resolution limited by this slit size was about 2 pixels on the CCD chip, which amounted to 0.05 Å wavelength dispersion at 3600 Å, and increased to 0.15 Å at 8850 Å. The observations with the 800 × 800 pixel CCD chip required 6 setups, i.e. S124, S125 and S126 for the long wavelengths; S121 and S123 for the short wavelengths; and S127 for the middle wavelengths, to obtain Hα, [O ] and Hβ with one chip setting. 100 and 120 min long exposures are necessary to detect faint lines, while 15 and 25 min short exposures are required to avoid possible saturation effects in strong lines. The 2001 observation was done with a large 2048 × 2048 (2K) pixel CCD, which covered the whole echellogram in a single exposure. More details of the spectrograph used are described in Hyung (1994) . We summarize the exposures in Table 2 . For data reduction, we also took exposures of a Th-Ar arc lamp to set the wavelength dispersion scale; a dome-quartz lamp to fix a flat field, which allowed us to correct for pixel-to-pixel sensitivity fluctuations; and finally exposures on standard stars of known energy distribution, i.e. HR 7596 and HR 9087. The reduction procedures are described in Hyung (1994) . About 80 strong lines of the Hamilton Echelle data were already presented in Paper I, and these were studied together with the ISO data to derive abundances using the Ionization Correction Factor (ICF) method. In Table 3 , we list a fuller set of the normalized line intensities. About 80 additional weak intensity lines are listed. The line intensities are given on the scale of I(4861) = 100.0, corrected for interstellar extinction, with an extinction coefficient C = 0.60. Some lines, e.g. N  4640.66 and He , are newly measured, but most of the lines also found in Paper I have the same intensity values. Columns 1 and 2 of Table 3 list the measured wavelength (corrected for radial velocity) and the ion. By comparing the observed wavelength, we can find the radial velocity of the nebula as follows: since most spectral lines are separated into double peaks, we derive the radial velocity by averaging the values found for the blue and red components at each slit position: (1 Table 3 we have given 1 or 2 more significant figures than the data justify, to avoid round-off errors.
Nebular diagnostics
In Paper I, the electron density and temperature were found from the combined data set of IUE, optical and ISO data. Most of the optical line profiles in Table 3 show a double peak feature, which will allow us to find the physical condition, electron density and temperature for the approaching and receding shells, from the blue and red line components. Separate analysis of these components might provide more accurate physical information for the PN. Figure 1 shows the diagnostics based on the line ratios involving equivalent p 2 and p 4 electrons. Electronic collision strengths involving the plasma and nebular diagnostics are constantly updated from the most recently available data, as in our previous investigations, e.g. Hyung et al. (2001) . The first two figures are for the north slit position: the electron densities are in the range 10 3.6 −10 4.0 cm −3 or 4000-10 000 cm −3 , but the electron temperatures are strongly scattered. It seems that the lines of high ionization potential are formed in the extremely high temperature region. The diagnostics obtained from the blue line profiles, Fig. 1b , appear to be more complicated or highly scattered than those from the red line profiles: the physical condition of the approaching region of the shell is perhaps more complicated and inhomogeneous than the receding region for the central slit position. There is not much diagnostic information, due to an incomplete observation at this position. Figure 1c shows the diagnostics obtained from the red line profiles, for the center position. Diagnostics of most ions do not converge at any special point. According to Aller & Liller (1968: see their Fig. 1 ), the He 4686/Hβ ratio ∼0.88 implies that this PN has excitation class 4, and the line ratio I(λ5007+4959)/I(Hβ) indicates excitation class 5.5. The electron temperatures of the high excitation lines are extremely high, though. The nebula appears to consist of many inhomogeneous blobs and filaments, and it would be interesting to check whether the P-I model, without shock heating contribution, could produce the precise physical conditions of the shell. Some effects of T fluctuation may also exist (see Peimbert et al. 1995) . Table 4 lists line ratios suitable for fixing the electron density, N . The lines are arranged roughly from low to high excitation. The ions and the wavelengths of the lines used to determine N are listed in the first two columns, while the observed line intensity ratios are given in Cols. 3 and 4, for the receding and approaching components, respectively; and finally the derived number densities, log N , are given in the last column; these values are derived assuming an electron temperature of T = 17 000 K (see Table 5 ). More precise values can, of course, be found from Fig. 1 . Although there is no indication of any systematic difference between the rear receding and the front approaching shells, the electron density appears to be in the range between 4000 and 10 000 cm −3 , with one exception of N 12 500 cm −3 in (Ar ). If we examine the spectral data of the northern blob only, the density of the high excitation lines appears to be slightly higher than that of the low excitation lines (see Figs. 1a and b) . Since the data did not cover the full wavelength range for the central region, there are not very many lines in this region (see Fig. 1c ). We will use a density of 5000 cm −3 in deriving the electron temperature in the next section.
Electron density

Electron temperature
A number of ions sensitive to the electron temperature are listed in Table 5 . The successive columns list the ions, the lines used, the corresponding intensity ratios for the red and blue components, and finally the electron temperatures derived. As in Table 4 , we list the ions roughly in order of increasing ionization stages, and the electron temperatures are derived with the above-mentioned density, N = 5000 cm −3 . The electron temperatures appear to increase roughly as a function of ionization potential. This result agrees with the derivation in Paper I. The electron temperatures of most other ions are extremely high, viz. above 17 000 K. Similar results are found from the ISO line spectrum (see Paper I). As pointed out in Paper I, the two ions with low ionization potential, O  and N , which might be formed in the outer regions, show lower electron temperatures, but they are still high compared to those in other PNs, i.e. 13 000-15 000 K. We examine whether the ordinary photoionization model can predict these much higher electron temperatures. 
Abundance derivation with theoretical models
Theoretical models
The distance of Hu 1-2 is not known, although most values given in the literature range between 1 and 2 kpc. Recently, Hajian & Terzian (1996) gave a lower limit of 1.17 kpc, based on radio imaging. As in Paper I, we shall adopt a distance of 1500 pc. The P-I code used here is that of Hyung (1994) . It was originally made for studying the PN line intensities for bilaterally symmetrical compact objects, see e.g. Hyung & Aller (1996) . Here, we do not employ an axi-symmetric model geometry, since the nebular image is relatively large and the simple spherically symmetric model seems to fit the observed (slit entrance) line intensities fairly well. To construct a theoretical model, one must know the spectral energy distribution (SED), or else certain other properties, of the CSPN. The SED of the CSPN can be calculated employing a model atmosphere. The hydrogen Zanstra temperature T z (H) is about 100 000, K and the ionized helium Zanstra temperature T z (He ) is about 145 000 K (see Paper I). In Paper I, T star = 140 000 K is the most probable temperature to explain various high excitation lines in the nebula. We directly applied Hubeny's theoretical model atmospheres (Hubeny 1988) , based on some of the selected properties of the CSPN, i.e. T eff , stellar radius, and log g, to the photoionization modelling, until it gave a correct level of nebular excitation (using the energy-balance method and the Zanstra method), and the correct electron temperatures. From our trials, we found that model atmospheres with relatively high temperatures are suitable for the CSPN, e.g. T eff = 125 000 K. The P-I model predictions with a lower temperature model atmosphere, e.g. T eff ∼ 100 000 K, or higher temperature, e.g. T eff ∼ 145 000 K, were not satisfactory. The CSPN energy distribution used in the model has T eff = 125 000 K, and log g = 5.3, with He/H = 0.13, and with a nebular heavy element distribution in the central star. In Fig. 1 , the electron number density is N ∼ 4000-10 000 cm −3 . The nebula is assumed to be a homogeneous shell with N H = 6300 (or N ∼ 7500) cm −3 . No filling factor was introduced in the shell gas. We assume a central star radius of R * = 0.056 R , and, as a result, L * = 700 L . We assumed only a small value for the dust-to-gas ratio, M dust /M gas = 0.001.
The details of the parameters adopted in our model are given in Table 6 . For an assumed distance of 1.5 kpc, we calculate the CSPN properties and the absolute Hβ flux. Acker et al. (1992) quoted a visual magnitude for the CSPN of m v = 17.32, while Heap et al. (1990) measured it to be m v = 17.76; from this, the intrinsic visual magnitudes are V obs = 16.05-16.50, with C = 0.60 (or E B−V = 0.41, and the corresponding total extinction A v is taken as 3.1E B−V ). The model predictions give values that are about one magnitude lower than the observed ones: V pred = 16.03 and B pred = 15.73. The outer shell boundary is slightly smaller than the observed nebular optical image radius. To fit the observed outer boundary size, we must introduce a filling factor, which was not done. Table 7 compares the observed and predicted intensities. Intensities for the CSPN and north blob positions obtained in 1991 and 1992 are given in Cols. 3 and 4, respectively, while the north position 2K CCD data taken in 2001 are given in Col. 5. The IUE Archive and ISO intensities are calculated using the flux data taken from Paper I (see their Tables 1 and 3) , which are also listed in square brackets or parentheses in Col. 4. Column 6 lists the predicted intensities, and all of the values are given on a scale of I(Hβ) = 100.
For most ions, fairly reasonable agreement between the observed and predicted intensities is achieved; but in some cases, especially the weakly detected IUE lines, e.g. N ] and N ], we find a large discrepancy. As usual, we properly treated collisionally excited contributions in predicting the He lines. The agreement for He  and He  seems to be fine. The predictions for C also seem to be fine, except for the recombination C  λ4267 line, and C . Fig. 1a and confirmed by the model. We do not have a reliable way of estimating the error, but there could be other factors or physical mechanisms involved, such as shock heating which may have contributed to the excitation of lines. Since our model structure is an idealized, simple, homogeneous shell, it does not admit a point-to-point fluctuation of N and T . Nonetheless, our photoionization model broadly reproduces the observables. It gives a reasonable effective temperature for the CSPN, similar to derivations by other methods. The CSPN temperature of Hu 1-2 is likely to be around T eff = 125 000 K, similar to that of IC 5117 (see Hyung et al. 2001 ). Table 8 compares the abundances derived in this paper with earlier values found in Paper I and in the literature. The earlier abundance determinations are mostly obtained from an Ionization Correction Factor (ICF) method. See Paper I for detailed information on these earlier derivations. If we compare our model abundances with the semi-empirical derivation of Paper I, there is a fairly good agreement for He, C, N, Ar and Cl, i.e. to within 10%, while the currently derived O, S and Ne abundances are 17-40% lower than those of Paper I. The helium abundances in both this paper and Paper I, are lower than those in Aller & Czyzak (1983) or Malkov (1998) . We adopt 0.13 as the relative helium abundance. Compared with the earlier studies, the uncertain ICF was very small in Paper I, usually less than a factor 1.5, so the elemental abundances of Paper I are probably the best-determined. Thus, if the present value is close to that in Paper I, we adopt the Paper I value as a recommended elemental abundance relative to H + , Cl(−7) 1.2 1.1 1.5
Elemental abundances
Si(−6) 5.0
(1) Aller & Czyzak (1983) ; (2) Malkov (1998); (3) Peimbert & Torres-Peimbert (1995); * Sabbadin et al. (1987) .
N(el)/N(H +
. The values are 1.6(−4) for C; 1.8(−4) for N; 1.1(−6) for Ar; and 1.1(−7) for Cl, respectively. For other uncertain cases, we adopt the mean value from the two papers, but sometimes we chose the value close to either the present model, or to the Paper I value, in the case where derivations from other sources are much closer to one of them, i.e. 1.3(−4) for O; 4.9(−5) for Ne; and 3.5(−6) for S. Table 9 compares the Hu 1-2 abundances with the average PN abundances by Aller & Czyzak (1983) and by Kingburgh & Barlow (1994) , and with the solar abundances given in the literatures. Of a number of nebulae whose ICF abundances had been determined with the high dispersion spectroscopic or ISO measurements, Hu 1-2 has the lowest abundance yet found (see Paper I). He and N are exceptions. Except for these two elements, the abundances are even lower than the solar values. The presently derived values for the model are even slightly lower than those in Paper I.
Conclusions
The lower abundances of carbon, oxygen, neon, sulfur and argon, which are not produced in the CSPN in the course of its evolution, and instead reflect the abundances in the star at the time of its formation, suggest that Hu 1-2 is much older than the other PNs observed. As mentioned in Paper I, it also indicates that the CSPN progenitor must be a low mass star, and, as a result, its evolution should have proceeded much more slowly. Meanwhile, a higher abundance of nitrogen and an enhanced abundance of helium, which must have been formed in the course of the evolution of the central star, suggest that it may have been of high mass (≥2.4 M according to Peimbert & Torres-Peimbert 1983) . Since all the other elemental abundances are very low, it has perhaps not evolved from such a high mass star. Hu 1-2 may still be classified as a Peimberts' type I, though, in view of the enhancement of the He and N abundances. Kingsburgh & Barlow (1994) and Aller & Czyzak (1983) . b Solar abundances are from ChristensenDalsgaard (1998) for He; Asplund (2003) Table 6 ), and utilizing Schönberner's (1983) and Vassiliadis & Woods (1994) evolutionary tracks, we find a CSPN mass of about 0.56 M . In addition, these evolutionary tracks suggest a corresponding age of about 22 000 years, for the evolution from the AGB progenitor phase. We employed the spherically symmetric P-I model to study the spectra secured from the UV-optical-IR wavelength region. The P-I model constructed in this paper, gives a fairly good representation of the observed physical conditions of Hu 1-2. It confirms that the lower abundances, except for He and N, are the main cause of the extremely high electron temperatures found in this object. In its main sequence phase, the progenitor star must have been slightly less massive than our Sun, which confirms the Paper I result. As indicated in Paper I, Hu 1-2 could have evolved from a star which had been formed earlier in the history of the evolution of our Galaxy. The Hu 1-2 YSO progenitor might have been formed in a chemically uncontaminated region of the Galaxy, e.g. near the Galactic halo. 
