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La capacité à reconnaître les intentions d’un agent est un élément important de
l’analyse de la situation. Connaître ces intentions est souvent un facteur clé de la prise
de décision dans plusieurs domaines tels que la robotique, les jeux vidéo, la sécurité
informatique et l’analyse du renseignement.
Une des approches algorithmiques souvent utilisées pour reconnaître les inten-
tions d’un agent suppose une connaissance préalable de tous les plans exécutables
par l’agent observé. À partir de ces plans et des données d’observation, on peut alors
prédire les comportements et les intentions de l’agent observé simplement en géné-
rant les modèles d’exécution de plans cohérents avec les données d’observation. Ces
modèles d’exécution constituent en quelque sorte les hypothèses sur le plan et le but
poursuivi par l’agent observé. Ainsi, la probabilité que l’agent observé poursuive un
but particulier est établie comme étant la proportion des modèles cohérents avec ce
but.
Cette approche existe depuis une dizaine d’années et fait partie des approches les
plus étudiées en ce moment. Cependant, elle comporte des lacunes fondamentales,
notamment une explosion combinatoire de la taille de l’espace d’hypothèses. Ce mé-
moire de maîtrise propose un algorithme permettant d’aborder ce dernier problème
en contrôlant l’exploration de l’espace d’hypothèse. Avec ce nouvel algorithme, on
peut approximer la probabilité du but, de sorte que la précision de l’approximation
s’améliore graduellement avec le temps de calcul.
Cette approche a été publiée dans l’une des deux plus prestigieuses conférences
scientiﬁques sur l’intelligence artiﬁcielle : International Joint Conference on Artiﬁcial
Intelligence (IJCAI), en 2013.
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Introduction
La capacité à reconnaître les intentions sous-jacentes au comportement d’un agent
observé est une aptitude fondamentale pour des agents intelligents dans plusieurs do-
maines. De façon générale, le problème est posé comme suit. Un agent observe d’autres
agents et essaie de prédire les buts et les intentions de ces derniers. L’observation des
autres agents est généralement eﬀectuée à travers des capteurs et peut être bruitée
ou partielle. On suppose que l’agent observé poursuit en eﬀet des objectifs précis.
Un grand nombre d’applications
La reconnaissance de plan est une capacité centrale pour développer une compré-
hension détaillée d’un environnement où plusieurs agents interagissent. Il n’est donc
pas surprenant de retrouver ce problème dans une grande variété d’applications. Par
exemple dans les jeux vidéo, connaître les intentions de son adversaire permettra à
une intelligence artiﬁcielle de contrer ses actions futures [6, 38]. En robotique, un
robot autonome voudra comprendre et anticiper les intentions des agents avec qui il
interagit, que ce soit des humains ou d’autres robots [12]. En domotique, on voudrait
une maison capable de comprendre et anticiper les désirs de ses habitants pour maxi-
miser leur confort et les assister dans leurs activités quotidiennes. Il s’agit en quelque
sorte d’un habitat robotisé [23] et de tels concepts sont motivés par des besoins divers,
de l’assistance aux personnes avec des capacités cognitives réduites à la réduction de
la charge de travail pour des habitats complexes tels qu’une station spatiale.
Dans le domaine de la sécurité informatique, un outil sophistiqué de détection
des intrus doit observer les actions des usagers du réseau et déceler ceux qui ont
des intentions malveillantes [15, 20]. La capacité de reconnaître les intentions des
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usagers et d’anticiper leurs actions peut être utilisée par une interface personne-
machine avancée à l’image du Microsoft Agent de la suite Oﬃce [10, 19, 25]. Dans
la compréhension du langage naturel, il devient important de comprendre l’intention
des acteurs pour déceler le « non-dit » [2, 3]. Eﬀectivement, les interactions sociales
dépendent de notre capacité à prédire les actions d’autres personnes [5].
Désirs, buts, plans et intentions
Le point commun entre toutes ces applications et bien d’autres est que nous avons
aﬀaire à un agent (l’observateur) qui observe les actions d’autres agents (agents ob-
servés) aﬁn de prédire les intentions de ces derniers. Tout comme en psychologie
cognitive et en philosophie, l’intelligence artiﬁcielle reconnaît des nuances entre les
concepts d’intention, but, désir et plan [9]. Le désir correspond en quelque sorte à un
but que l’on veut réaliser. L’intention par contre, est un choix d’actions qu’on s’est
engagé à accomplir aﬁn de combler son désir. L’intention est en quelque sorte une
implémentation du désir et il représente à la fois un plan d’action et un engagement
dans l’exécution du plan. Un agent peut avoir des désirs inconsistants, mais il ne peut
pas avoir des intentions inconsistantes.
Malgré cette nuance bien comprise entre ces concepts, certains ouvrages en in-
telligence artiﬁcielle choisissent de considérer ces concepts comme équivalents lors-
qu’ils abordent le problème de reconnaissance plan. Autrement dit, pour plusieurs
approches, reconnaître un plan revient à reconnaître un but ou une intention, moyen-
nant quelques ajustements algorithmiques. Sur le plan terminologique, la reconnais-
sance de plan, la reconnaissance de but, la reconnaissance des intentions tendent à
être considérées comme des problèmes très proches, et souvent abusivement considérés
comme équivalents, tout comme la reconnaissance d’activités ou de comportements.
Ce mémoire suit la même tendance, le terme reconnaissance de plan est utilisé,
bien que l’algorithme calcule avant tout une distribution de probabilités pour les
buts poursuivis par un agent observé, tout en laissant entrevoir comment on pourrait




Le problème de reconnaissance de plan en général comprend plusieurs dimen-
sions. On peut avoir plusieurs conﬁgurations multi-agents : un seul agent ou une
équipe d’agents observateurs observant un seul agent ou une équipe d’agents obser-
vés. Le ou les agents observateurs peuvent observer complètement ou partiellement
les comportements des agents observés. Les agents observateurs et les agents obser-
vés peuvent avoir des objectifs communs ou opposés, et cela conduit à des situations
de reconnaissance de plan coopérative ou conﬂictuelle [24]. Les agents observateurs
et les agents observés peuvent avoir des interactions qui inﬂuencent leurs prises de
décision respectives, ramenant ainsi le problème fondamentalement à un problème de
la théorie des jeux [26].
Ce mémoire se concentre sur le problème de reconnaissance de plan du point de
vue d’un seul observateur observant un seul agent. On prend comme supposition
que l’observateur est en mesure d’observer l’entièreté des actions d’un agent et que
l’observateur est passif, c’est-à-dire qu’il n’inﬂuence pas la prise de décision de l’agent
observé.
Idée fondamentale
L’algorithme proposé dans ce mémoire suppose l’existence d’une bibliothèque de
plans exhaustive détaillant les comportements possibles de l’agent observé. Autrement
dit, l’algorithme ne connaît pas a priori le plan exécuté par l’agent observé, par contre
il connaît l’espace de plans potentiels qu’il peut suivre. Cette bibliothèque est spéciﬁée
comme une grammaire hors-contexte probabiliste dont le langage généré représente
l’ensemble des plans potentiels, avec des actions partiellement ordonnées.
Étant donné cette bibliothèque de plans et une séquence d’observations, l’objectif
est d’obtenir la probabilité que l’agent observé tente de réaliser un but particulier. Une
méthode pour y arriver génère de façon exhaustive des hypothèses sur le plan suivi
par l’agent. Plus spéciﬁquement, une hypothèse est vue comme un modèle d’exécution
d’un plan. Pour générer les hypothèses, l’algorithme génère donc les diﬀérents modèles
d’exécutions de plans cohérents avec la séquence d’observations. Une fois la génération
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exhaustive des hypothèses (modèle d’exécution des plans) eﬀectuée, la probabilité que
l’agent poursuive un but particulier est alors déﬁnie comme étant la proportion du
nombre de modèles générés cohérents avec le but.
L’approche ainsi décrite fut introduite par Geib et Goldman [15]. La contribu-
tion de ce mémoire est d’en améliorer l’eﬃcacité en limitant le nombre d’hypothèses
générées grâce à une exploration plus sophistiquée de l’espace d’hypothèse. Dans un
contexte où le temps de calcul est limité, ceci permet d’estimer plus rapidement la
distribution des probabilités sur les buts poursuivis, au coût d’une perte de précision.
Le nouvel algorithme est baptisé DOPLAR (Decision-Oriented PLAn Recognizer). Il
fut publié dans International Joint Conference on Artiﬁcial Intelligence [22], l’une
des deux plus prestigieuses conférences scientiﬁques en intelligence artiﬁcielle.
Organisation du mémoire
Ce mémoire est organisé en six chapitres en plus de la présente introduction. Le
chapitre 1 présente le banc d’essai utilisé pour illustrer l’algorithme DOPLAR. Il
s’agit du jeu de stratégie temps-réel StarCraft.
Le chapitre 2 présente l’état de l’art en reconnaissance de plan. On décrit par la
suite un formalisme pour représenter les bibliothèques de plan au chapitre 3. À l’aide
de ce formalisme, le chapitre 4 présente l’algorithme de base pour la reconnaissance
de plan par analyse grammaticale.
Le chapitre 5 décrit l’algorithme DOPLAR, une amélioration de l’algorithme de
base par l’introduction d’une heuristique générique, la principale contribution de ce
mémoire. Finalement, on analyse les performances de cet algorithme au chapitre 6




Pour illustrer l’algorithme présenté dans ce mémoire, le jeu de stratégie en temps
réel (STR) StarCraft est utilisé.
1.1 Jeux de stratégie en temps réel
Un jeu STR est un type de jeux vidéo qui simule un conﬂit militaire entre deux
ou plusieurs factions. Un joueur dirige une faction et doit vaincre ses adversaires,
généralement en utilisant sa puissance militaire, mais dans certains jeux une victoire
économique ou politique est également possible. Le joueur dispose d’unités qui sont
utilisées pour réaliser les ordres du joueur ainsi que de bâtiments qui peuvent remplir
des fonctions variées, du recrutement d’unités à l’exploitation de ressources. Il est
aussi possible de s’allier et de marchander avec les autres factions.
Certains jeux STR reproduisent des conﬂits historiques. Par exemple, la série
Age of Empire (ﬁgure 1.1(a)) reproduit des évènements qui s’étendent de l’âge de
pierre jusqu’au début de l’époque moderne, alors que la série Company of Heroes (ﬁ-
gure 1.1(b)) se déroule durant la Seconde Guerre mondiale. D’autres jeux relèvent de
la ﬁction tels StarCraft (ﬁgure 1.1(c)) où le joueur part à la conquête de l’espace, ou
encore Magnant (ﬁgure 1.1(d)) où il contrôle une colonie de fourmis.
Le temps avance en permanence et les joueurs exécutent leurs actions de manière
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(a) Age of Empires (b) Company of Heroes
(c) StarCraft : Brood War (d) Magnant (conçu avec Stratagus [29])
Figure 1.1 – Exemples de jeux STR populaires
asynchrone. Les joueurs doivent consommer des ressources pour eﬀectuer certaines
actions. Par exemple, la construction d’une structure requiert certains matériaux et
le recrutement d’unités nécessite une certaine quantité de nourriture. L’exploitation
de ressources requiert un contrôle de la région où elle se situe, ce qui apporte un
aspect territorial au jeu.
La reconnaissance de plans oﬀre un avantage tactique important, car elle permet
une analyse poussée de la situation et la prédiction des actions de son adversaire.
Ce qui en déﬁnitive permet une prise de décision éclairée. Par exemple, connaître la
cible d’une attaque ennemie à l’avance, permet d’assembler une force défensive à cet
endroit. Ainsi, les jeux STR sont des bancs de tests particulièrement intéressants pour
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la reconnaissance de plan.
De toute évidence, les objectifs du joueur et de son adversaire s’opposent ; il s’agit
donc d’un problème de reconnaissance conﬂictuelle de plan. Par exemple, un joueur
tentera typiquement d’éliminer les unités de reconnaissance adverses aﬁn de limiter
l’information accessible à son adversaire. De plus, on s’intéresse aux intentions de
l’adversaire dans le but de réagir à celles-ci. Si les buts de l’adversaire était reconnu
après sa réalisation, il serait alors trop tard pour réagir. Il s’agit donc d’un problème
en ligne puisque les intentions doivent être identiﬁées au fur et à mesure que les
observations sont eﬀectuées.
1.2 StarCraft
Le jeu StarCraft est un des jeux de stratégie en temps réel les plus populaires. Il
a été lancé par Blizzard en 1998, mais demeure encore très populaire 17 ans après sa
sortie. Dans un duel de StarCraft, les joueurs ont le choix entre 3 races. Chaque race
est complètement diﬀérente des autres et possède ses propres unités, bâtiments, tech-
nologies et aptitudes. Les Terran sont des humains exilés de la Terre ayant la capacité
de s’adapter facilement à toutes les situations. Les Zerg sont une race extra-terrestre
qui se base sur les mutations pour prendre avantage sur l’ennemi. Les Protoss sont
des extra-terrestres humanoïdes qui tirent avantage de leurs technologies avancées.
Lors de ces duels, chaque joueur commence avec une base minimale et quelques
unités ouvrières. Un joueur remporte la victoire lorsque la base de son adversaire
est détruite. Pour ce faire, le joueur doit lancer des attaques contre son adversaire à
l’aide d’unités militaires. Aﬁn de produire un type d’unité donné, certains préalables
doivent être atteints en construisant des bâtiments ou en recherchant de nouvelles
technologies. Aﬁn de pouvoir agrandir sa base, renforcer son armée et améliorer ses
technologies, le joueur doit extraire et consommer les ressources nécessaires. Le mine-
rai et le gaz représentent les deux types de ressources mis à la disposition du joueur
dans diﬀérentes régions sur la carte de jeux. Contrôler ces régions permet donc à un
joueur de prendre un avantage économique sur son adversaire.
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1.3 Reconnaissance de plan dans StarCraft
Un joueur de StarCraft prend des décisions à deux niveaux. Au niveau stratégique,
il améliore ses bases, agrandit son territoire et renforce son armée. Dans le jargon des
jeux de stratégie temps-réel, on parle de macro-gestion. Au niveau tactique, il déploie
son armée et aﬀronte l’ennemi. On parle alors de micro-gestion. La reconnaissance de
plan dans ce cadre vise à reconnaître les buts, les plans ou les intentions du joueur
adverse tant au niveau stratégique que tactique. Plus spéciﬁquement, on se place dans
la situation de l’IA du jeu qui essaie de reconnaître les intentions du joueur humain
ou artiﬁciel dans le cas où deux IA joueraient l’un contre l’autre. C’est un problème
extrêmement complexe qui peut être simpliﬁé en se limitant à un seul niveau. À noter
que même avec cette simpliﬁcation, la complexité demeure énorme.
Manifestement, ce problème est catégorisé comme de la reconnaissance conﬂic-
tuelle de plan puisque les actions d’un joueur inﬂuencent le choix des buts et les
décisions de son adversaire. Or l’algorithme proposé dans ce mémoire suppose que
l’agent observateur (l’IA du jeu dans notre cas) est passif et n’inﬂuence pas l’agent
observé (le joueur adverse). Cette hypothèse implique que DOPLAR n’est pas idéal
pour StarCraft. Un algorithme plus approprié ferait la reconnaissance de plan en te-
nant compte des interactions entre l’agent observateur et l’agent observé et de leurs
objectifs opposés. Autrement dit, un algorithme de la théorie des jeux. Cependant,
un tel algorithme moindrement eﬃcace n’existe pas encore. Les rares tentatives dans
ce sens ont encore une eﬃcacité limitée [26].
Il faut donc voir l’utilisation de cet algorithme comme une approximation d’une
reconnaissance conﬂictuelle de plan par l’usage d’une reconnaissance de plan passive.
La reconnaissance de plans de l’adversaire est eﬀectuée sur un temps suﬃsamment
court pour raisonnablement supposer que le joueur adverse ne changera pas ses buts.
Ainsi, on espère que les changements de plans par le joueur sur un horizon plus
long seront implicitement pris en compte par le processus continu de reconnaissance
qui met à jour ses prédictions à chaque nouvelle observation. Il serait intéressant de
prouver des propriétés de convergence de cette approximation, mais cela est au-delà
de la portée ce mémoire. Il va plutôt démontrer de façon empirique que cela semble




Selon l’approche utilisée, le problème de reconnaissance de plan peut être formulé
de plusieurs façons. Les approches symboliques infèrent des hypothèses sans quanti-
ﬁer leur degré de vraisemblance. À l’opposé, les approches probabilistes produisent
une distribution de probabilité sur les diﬀérentes hypothèses.
Une des principales approches de reconnaissance de plans suppose une connais-
sance a priori et exhaustive de comportements potentiels de l’agent observé. Très sou-
vent, l’ensemble des comportements est modélisé par une bibliothèque de plans. Les
diﬀérentes techniques suivant cette approche diﬀèrent principalement par leur repré-
sentation de plans ou comportements potentiels et les techniques d’inférence utilisées
pour générer des hypothèses. Dans la littérature, on retrouve des approches basées
entre autres sur des réseaux de tâches hiérarchiques (Hierarchical Task Networks, ou
HTN) [4], des grammaires probabilistes [15, 30], des réseaux bayésiens [8, 31, 38], des
modèles de Markov caché (MMC) [7, 37] et la logique Markovienne [36].
À l’opposé des approches qui supposent une connaissance a priori des comporte-
ments potentiels de l’agent observé, on trouve des approches se basant uniquement
sur une connaissance des actions primitives de l’agent observé [5, 32, 33, 34]. Dans ce
cas, la génération des hypothèses est faite en utilisant un algorithme de planiﬁcation,
de sorte que ces approches sont aussi appelées approches par planiﬁcation inverse.
Parmi ces deux catégories d’approches, on trouve des méthodes symboliques et
9
2.1. Approches par analyse grammaticale
des méthodes probabilistes. La suite de ce chapitre donne une description plus dé-
taillée de diﬀérentes techniques pour chacune de ces deux catégories d’approches. Ce
chapitre aborde principalement les approches probabilistes puisqu’elles sont les plus
pertinentes pour l’algorithme présenté dans ce mémoire.
2.1 Approches par analyse grammaticale
Vilain [39] a utilisé une grammaire hors contexte aﬁn de spéciﬁer une bibliothèque
de plans. Dans ce cadre, un but correspond à un symbole de départ de la grammaire.
Une règle de production correspond à une décomposition de but, c’est-à-dire une
recette expliquant comment atteindre le but en complétant des sous-buts plus simples.
Un symbole terminal correspond à une action et un plan à une séquence d’actions, en
d’autres termes, un mot dans le langage généré par la grammaire. Ainsi, un ensemble
de règles décrit comment générer une séquence d’actions qui réalise un but.
La ﬁgure 2.1 illustre un exemple simple de grammaire hors contexte utilisée en
tant que bibliothèque de plans. Elle déﬁnit un premier plan pour faire un repas de
pâtes et un second plan pour un repas de viande. À l’aide de cette grammaire, une
analyse syntaxique eﬀectuée sur les actions observées permet de déterminer si elle est
cohérente avec un des plans. Cette approche identiﬁe l’ensemble de plans respectant
les observations. Une hypothèse correspond donc à une dérivation d’un plan à partir de
la grammaire. Cependant, cette approche ne permet pas de comparer la vraisemblance
des diﬀérents plans identiﬁés, ce qui en fait une approche symbolique.
S → Fin | Fin S
Fin → FairePates | FaireViande
FairePates → FaireFe t tucc ineMar inara
Fa i reFe t tucc ineMar inara → Bou i l l i rEau
Cu i r eFe t t ucc ine
FaireMarinara
FaireViande → FairePou le tMarinara
FairePou le t−Marinara → FaireMarinara CuirePou le t
Figure 2.1 – Grammaire hors contexte inspiré de Vilain [39]
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Geib et al. [15, 16, 17] ont plutôt opté pour une approche probabiliste en utili-
sant une grammaire hors contexte de multiensemble partiellement ordonné (partially-
ordered multiset context-free grammar ou poms-CFG) [27]. Les règles de production de
cette grammaire peuvent être interprétées comme des règles exécutables par l’agent,
décrivant des recettes qu’il suivrait pour atteindre un objectif. On peut alors associer
une distribution de probabilité aux règles de production. Cette distribution codiﬁe
alors le modèle d’exécution de l’agent, c’est à dire, comment il fait ses choix dans
l’exécution des règles.
Cette dernière approche va au-delà de l’analyse grammaticale probabiliste tradi-
tionnelle en permettant de spéciﬁer des plans partiellement ordonnés. De plus, elle
considère la poursuite de plusieurs buts simultanément à l’aide d’un plan où les ac-
tions de chaque but sont entrelacées. Cela revient à faire une analyse grammaticale
probabiliste avec plusieurs symboles de départ en même temps. Une hypothèse cor-
respond donc, non pas à un seul arbre d’analyse, mais à une forêt d’analyse.
Pynadath et Wellman [30] ont proposé une approche utilisant plutôt des gram-
maires contextuelles probabilistes. Cette approche permet de déﬁnir des modèles plus
raﬃnés, mais demande des distributions de probabilité plus complexes et plus diﬃciles
à déﬁnir.
De façon générale, les approches par l’analyse grammaticale conduisent à la géné-
ration d’un espace d’hypothèses exorbitant et c’est là une de leur faiblesse principale.
Une autre faiblesse est la diﬃculté de traiter les observations partielles. Ce mémoire
s’attaque principalement à la première faiblesse. Jusqu’à présent, les solutions pro-
posées dans la littérature ont été d’utiliser des ﬁltres heuristiques pour éliminer des
hypothèses jugées invraisemblables selon les connaissances du domaine [11, 14]. Ce
sont des méthodes ad-hoc qui peuvent améliorer le temps d’exécution, mais au détri-
ment de la complétude et parfois de la précision. Comme nous le verrons plus loin,





Les modèles graphiques forment un mariage entre la théorie des probabilités et la
théorie des graphes. Ils fournissent un outil naturel pour travailler avec des problèmes
complexes et incertains. La théorie des probabilités fournit des méthodes pour inter-
facer les modèles avec les données récoltées et permet de combiner des éléments variés
tout en conservant une cohérence dans le système. Alors que la théorie des graphes
fournit une interface intuitive permettant aux humains de modéliser des ensembles
de variables fortement interdépendantes. [21]
Pour résoudre le problème de la reconnaissance de plan, Charniak et Goldman [8]
ont utilisé un réseau bayésien généré dynamiquement à partir des observations eﬀec-
tuées. La structure de ce réseau est déterminée par une bibliothèque de plans déﬁnis
à l’aide de la logique du premier ordre. Un ensemble de probabilités a priori et de
probabilités conditionnelles doivent aussi être spéciﬁées aﬁn de permettre un calcul
bayésien des probabilités. Les buts de l’agent sont typiquement des racines du réseau
et leur probabilité a posteriori est calculée à l’aide du théorème de Bayes.
Pynadath et Wellman [31] ont proposé une approche qui utilise les réseaux bayé-
siens dynamiques (Dynamic Bayesian Netwrok, ou DBN) pour modéliser à la fois le
contexte, l’état mental de l’agent, son processus de planiﬁcation et l’impact de ses
actions sur l’environnement. La ﬁgure 2.2 illustre la structure du DBN où chaque
composant se décompose en un sous-réseau propre au domaine. Puisqu’il s’agit d’un
DBN, les intentions de l’agent sont représentées par des variables dans le processus
de planiﬁcation. Aﬁn d’obtenir la distribution de probabilité sur les plans de l’agent,
les observations eﬀectuées sont intégrées au DBN en ﬁxant les valeurs connues dans
la partie inférieure de la ﬁgure 2.2. L’information est ensuite propagée dans le ré-
seau pour obtenir la probabilité des plans a posteriori. En raison de sa structure,
il est relativement simple d’incorporer des observations bruitées ou des actions non
observables.
Cette approche fournit une plateforme générale pour les problèmes de reconnais-
sance de plan et permet de modéliser des modèles très complexes. Par contre, l’éva-
luation d’un réseau bayésien est un problème NP-Diﬃcile [8]. Utiliser un réseau trop
complexe peut devenir prohibitif, particulièrement pour des applications qui néces-
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Figure 2.2 – Structure du DBN de Pynadath et Wellman [31]
Plus récemment, Sadilek et Kautz [36] ont proposé une approche qui va dans le
même sens, mais basée plutôt sur des réseaux de logique Markovienne (Markov logic
network). Avec cette approche, le domaine est aussi déﬁni par des formules de logique
de premier ordre. Par contre, on distingue deux types de formules. Les formules strictes
sont utilisées pour déﬁnir des contraintes qui ne peuvent être violées, par exemple des
contraintes physiques ou des règles inviolables. Par opposition, les formules souples
sont utilisées pour des contraintes qui doivent être minimisées par la solution, ce
qui permet de spéciﬁer des comportements ou des évènements susceptibles de se
produire. Par exemple, dans les jeux STR, lorsque deux unités adverses se rencontrent
ils déclenchent généralement un combat, mais peuvent tout de même s’ignorer. Un
poids est associé à chaque formule souple pour déﬁnir l’impact de la contrainte sur le
problème d’optimisation. Les formules souples sont particulièrement utiles pour gérer
des données bruitées. Un plan peut donc être déﬁni à l’aide de formules strictes et
souples. Par exemple, un agent planiﬁant une attaque doit prévoir au minimum une
action de combat (contrainte stricte) et tenter d’utiliser le plus grand nombre d’unités
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pour augmenter ses chances de succès (contrainte souple).
Pour conclure, les approches basées sur des modèles graphiques nécessitent de
déﬁnir un grand nombre de valeurs sous forme de probabilités a priori et de table
de probabilités conditionnelles. Estimer ces probabilités est généralement une tâche
ardue et nécessite une bonne expertise dans le domaine en question. Toutefois, il est
possible d’utiliser des techniques d’apprentissage pour pallier ce problème lorsque des
données d’entrainement sont disponibles [1].
2.3 Planiﬁcation inverse
Le problème de reconnaissance de plan peut aussi être approché comme un pro-
blème de planiﬁcation inverse. En d’autres termes, on utilise un processus de plani-
ﬁcation pour inférer les plans qui expliquent le mieux les actions observées. Plutôt
que d’utiliser une bibliothèque de plans, ces approches nécessitent tout simplement
une spéciﬁcation des actions primitives, c’est-à-dire une spéciﬁcation du domaine de
planiﬁcation. Cette approche suscite de plus en plus d’intérêt notamment grâce aux
travaux récents en psychologie cognitive qui tendent à en valider la pertinence [5].
Cette approche s’inspire du principe de rationalité, voulant que, étant donné
ses croyances sur le monde, un agent tentera d’atteindre ses objectifs choisissant ses
actions de façon rationnelle, quoique limité par ses connaissances et ses capacités
de traitement [28]. Dans cette optique, Baker et al. [5] modélisent l’agent par un
processus de décision de Markov et utilisent la planiﬁcation bayésienne inverse pour
calculer la probabilité de poursuivre un but. Cette approche a été validée à l’aide
d’expérimentations sur des sujets humains.
Ramirez et Geﬀner ont introduit une approche similaire, en considérant le cas
d’un agent déterministe, et en utilisant un algorithme de planiﬁcation déterministe
plutôt qu’un MDP [33]. Partant du principe de rationalité, on peut postuler que la
probabilité qu’un agent suive un but est proportionnelle à la diﬀérence entre le coût
du meilleur plan qui inclue les actions observées et le coût du meilleur plan qui ne
les inclue pas. Ces deux coûts peuvent être obtenus en utilisant un algorithme de
planiﬁcation. Cette approche est fondée sur une approximation d’ordre de grandeur
qui est à la base du calcul de probabilité qualitatif [18]. Cette approximation peut
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donc poser problème dans certaines situations où les probabilités de deux buts se-
raient relativement similaires. Ramirez et Geﬀner [34] ont ensuite étendu ce principe
à un environnement partiellement observable en utilisant des processus de décision de
Markov partiellement observables (POMDP). Par contre, les planiﬁcateurs POMDP
ne s’adaptent pas aussi bien que les planiﬁcateurs classiques lorsque les problèmes
augmentent en complexité.
Un avantage de ces approches est qu’elles s’adaptent bien à des agents imparfaits
qui ont tendance à faire des erreurs ou prendre des décisions sous-optimales, ce qui
est généralement le cas lorsque l’on observe des humains. De plus, ces approches
s’adaptent bien aux problèmes avec observation partielle. Par contre, elle peut être
exigeante en temps de calcul, puisque l’algorithme de planiﬁcation doit être invoqué
à deux reprises pour chaque but et chaque mise à jour des observations.
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Chapitre 3
Représentation de la bibliothèque
de plans
L’algorithme décrit par ce mémoire manipule une bibliothèque de plans spéci-
ﬁée à l’aide d’une grammaire hors contexte de multiensemble partiellement ordonné
(poms-CFG) [27]. Ce chapitre donne la syntaxe et la sémantique de ce langage de
spéciﬁcation.
3.1 Syntaxe
Déﬁnition 3.1.1. Une bibliothèque de plans est un tuple L = 〈A, V,G,R〉, où A est
un ensemble ﬁni d’actions (symboles terminaux), V est un ensemble ﬁni de symboles
non terminaux, G ⊆ V est un ensemble de buts et R est un ensemble de règles de
dérivation de la forme v → [β,C] où :
– v ∈ V ;
– β ∈ (A ∪ V )∗ est une séquence d’actions et de symboles non terminaux ;
– C est un ensemble de contraintes d’ordonnancement de la forme (i, j), i < j,
signiﬁant que le iième symbole de β doit précéder le jième symbole.
Cette déﬁnition représente une grammaire hors contexte traditionnelle avec l’ajout
de contraintes d’ordonnancement aux membres droits des règles de production. Une
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règle v → [β,C] signiﬁe que le symbole non terminal v peut être réalisé en exécutant
ou en réalisant chaque élément de β dans un ordre respectant les contraintes C. Avec
une grammaire hors contexte traditionnelle, l’ordre des symboles est ﬁxé alors qu’avec
les poms-CFG l’ordre des membres droits d’une règle peut varier, mais doit respecter
les contraintes. Un ensemble de règles possédant le même symbole v comme membre
gauche représente des choix alternatifs pour réaliser v.
Un exemple simple de bibliothèque de plans inspirés du jeu StarCraft est illustré
à la ﬁgure 3.1. Cet exemple est composé de cinq symboles non terminaux, incluant
trois buts (Attaquer, Annexer et Explorer) et de sept actions (AllerÀR1, AllerÀR2,
AllerÀR3, OuvrirLeFeu, RetourÀLaBase, ConstruireNexus et ConstruirePylon). Dans
le contexte de ce jeu, un joueur exécute, si nécessaire, ses actions à l’aide de plusieurs
unités, ce qui rend possible l’exécution de plans en parallèle.
Attaquer → A l l e rÀR3 OuvrirLeFeu : {(1 , 2)}
Annexer → Dé p l a c e r Cons t ru i r e RetourÀLaBase :
{(1 , 2) , (2 , 3)}
Exp lo re r → A l l e rÀR1 A l l e rÀR2 A l l e rÀR3 RetourÀLaBase :
{(1 , 4) , (2 , 4) , (3 , 4)}
Dé p l a c e r → A l l e rÀR1 : {}
Dé p l a c e r → A l l e rÀR2 : {}
Cons t ru i r e → Constru ireNexus : {}
Cons t ru i r e → Cons t ru i rePy lon : {}
Figure 3.1 – Exemple simple de bibliothèque de plans inspiré du jeu StarCraft
Une bibliothèque de plans peut être illustrée graphiquement sous la forme d’un
arbre ET/OU [35]. La ﬁgure 3.2 représente l’arbre ET/OU équivalent à l’exemple
de la ﬁgure 3.1. Pour cette représentation, les nœuds ET sont identiﬁables par un
arc traversant les arêtes de leurs enfants alors que les nœuds OU ne possèdent au-
cun arc. Les feuilles de l’arbre représentent des actions alors que les nœuds internes
représentent des symboles non terminaux. Chaque règle de la forme v → [β,C] est
représentée par un nœud ET avec les éléments β comme enfants. Chaque contrainte
(i, j) ∈ C est représentée par une ﬂèche de βi à βj. Un ensemble de règles possédant
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le même symbole non terminal comme membre gauche v → [β0, C0], . . . , v → [βn, Cn]
correspond à un nœud OU avec les groupes β0, . . . , βn comme enfants. La profondeur






























Figure 3.2 – Représentation graphique d’une bibliothèque de plans
3.2 Bibliothèque de plans pour StarCraft
Les joueurs de StarCraft, particulièrement les joueurs avancés, ont tendance à
suivre des recettes bien déﬁnies pour accomplir certaines tâches. La phase d’ouver-
ture est une période où les joueurs suivent généralement une séquence d’actions pré-
déterminée. Cette phase se déroule pendant les premières minutes de jeux. La phase
d’ouverture est un bon exemple puisque l’état du jeu est à son plus simple, le nombre
d’unités, de bâtiments et la quantité de ressources sont limités et il y a peu de confron-
tation entre les joueurs. Pour ces raisons, les stratégies d’ouvertures les plus communes
ont été expérimentées et améliorées au cours des dernières années. Ces stratégies sont
bien documentées par la communauté qui en explique les forces et faiblesses de cha-
cune.
La ﬁgure 3.2 illustre un exemple simpliﬁé de bibliothèque de plans potentiels pour
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un jeu STR. Dans cet exemple, le joueur évolue dans un environnement divisé en
quatre régions, soit la base du joueur, deux régions neutres (R1 et R2) ainsi que
la base de l’adversaire (R3). Le plan Annexer déﬁnit comment élargir le territoire
contrôlé en construisant une base dans une des régions neutres. Le plan Explorer
déﬁnit comment obtenir plus d’information sur l’adversaire. Le plan Attaquer déﬁnit
une tactique simpliste pour exterminer l’armée adverse.
3.3 Sémantique
En quelque sorte, la bibliothèque de plans représente un script exécuté par l’agent
observé. On suppose que les comportements de ce dernier sont guidés par ce script.
En d’autres mots, l’agent choisit ses buts, et pour réaliser un but donné, il suit récur-
sivement les règles de la bibliothèque de plans jusqu’à atteindre une action et exécute
ensuite cette action. On suppose que l’agent a un modèle d’exécution probabiliste qui
indique la probabilité qu’une règle soit choisie plutôt qu’une autre pour décomposer
un but ou qu’une action primitive soit choisie lorsqu’il y en a plusieurs exécutables.
Sous ces hypothèses, planiﬁer pour un ensemble de buts signiﬁe choisir récursive-
ment un ensemble de règles pour dériver les buts à une séquence d’actions primitives.
Le fait d’appliquer récursivement des règles de dérivation en partant d’un but génère
un arbre de dérivation. La dérivation est dite complète si toutes les feuilles sont
des actions primitives tel qu’illustré à la ﬁgure 3.3(a). Dans le cas contraire, au moins
une des feuilles est un symbole non terminal, la dérivation est alors partielle. La ﬁ-
gure 3.3(b) illustre un arbre de dérivation partielle puisque la feuille Construire est un
symbole non terminal. Ces arbres de dérivation représentent les modèles d’exécution
de la bibliothèque de plans pour le but à la racine de l’arbre.
Les feuilles d’un arbre de dérivation complète forment un ensemble d’actions par-
tiellement ordonnées β,C, c’est-à-dire un plan, où β est l’ensemble des actions et C
est un ordre partiel obtenu en combinant les contraintes d’ordonnancement des règles
de dérivation utilisées. Similairement, le plan pour un ensemble de buts est formé par
la composition des feuilles des arbres de dérivation de chaque but.
Formellement, soit l’ensemble de buts G = g1 . . . gn et [βi, Ci] un plan pour le iième
but, alors β′, C ′ est un plan pour réaliser l’ensemble de buts G, où β′ est l’union des
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Figure 3.3 – Exemple d’arbre de dérivation complète (a) et partielle (b) pour le but
Annexer
3.4 Notations
L’ensemble Feuilles(d) dénote les feuilles de l’arbre de dérivation d. Si d est un
arbre de dérivation complète, tous les éléments de Feuilles(d) sont des actions. Dans
le cas contraire l’arbre de dérivation est partiel, on y retrouve alors des symboles non
terminaux. Cette fonction est aussi applicable à une forêt de dérivation (ensemble
d’arbres de dérivation), auquel cas l’ensemble résultant est l’union des feuilles de
chaque arbre de dérivation.
Pour un symbole non terminal v, dénote Fi(v) l’ensemble des actions pouvant




Ce chapitre explique en détail la théorie derrière la reconnaissance de plan par
analyse grammaticale telle qu’utilisée par l’algorithme présenté dans ce mémoire. Plus
précisément, nous décrivons ici l’algorithme Yappr introduit par Geib et Goldman [16].
En entrée, l’algorithme Yappr reçoit une séquence d’observations, une bibliothèque
de plans sous forme de grammaire hors-contexte et un modèle stochastique d’exécu-
tion de cette bibliothèque, c’est-à-dire un modèle stochastique de sélection de but, de
sous-buts et d’actions. Selon ce modèle, l’agent peut poursuivre plusieurs buts simul-
tanément en entrelaçant l’exécution des actions associées à chaque but. Il est même
possible de poursuivre simultanément plusieurs instances d’un même but. Par contre,
on suppose qu’il n’y a pas d’interaction entre l’exécution de chaque but. L’exécution
d’une action ne peut donc pas contribuer à plusieurs buts.
En sortie, Yappr retourne une distribution de probabilité sur les buts poursuivis
par l’agent. Cette distribution est obtenue en inversant le modèle d’exécution. Autre-
ment dit, à partir de la séquence d’observations et d’une bibliothèque de plans, Yappr
génère les probabilités a posteriori de chaque but de la bibliothèque.
Pour expliquer cet algorithme en détail, la section 4.1 présente comment les hypo-
thèses sont générées. La section 4.2 détaille comment obtenir la probabilité a posteriori




Nous supposons que toutes les actions de l’agent observé sont directement ob-
servables. 1 Donc si un agent exécute un plan tiré d’une bibliothèque de plans L,
alors une séquence d’observations σ est un préﬁxe d’une séquence d’actions obtenue
par un ordonnancement spéciﬁque d’un plan dérivé depuis un ensemble de buts. Par
conséquent, on déﬁnit une hypothèse pour une séquence d’observations σ comme un
ensemble de buts poursuivis et un plan pour les réaliser de sorte que σ est un préﬁxe
d’un ordonnancement total du plan.
Déﬁnition 4.1.1. Une hypothèse pour la séquence d’observations σ et la bibliothèque
de plans L = 〈A, V,G,R〉 est un tuple h = 〈D, f〉, où D est un ensemble ﬁni d’arbres
de dérivation avec contrainte d’ordonnancement déﬁni par l’application de règles de
R, de sorte que la racine de chaque arbre est un élément de G. Les racines de D repré-
sentent les buts à atteindre et D la façon d’y arriver. La fonction f : σ → Feuilles(D)
associe chaque observation de σ à une des feuilles de D. Cette relation permet d’identi-
ﬁer les actions observées parmi les arbres D. De plus, l’ordre de la séquence des actions
observées doit respecter les contraintes d’ordonnancement énoncées par la bibliothèque
de plans L.
La ﬁgure 4.1 illustre quelques exemples d’hypothèses, où chaque arbre représente
un des arbres de dérivation de D et les feuilles grisées représentent les actions obser-
vées. Dans cette ﬁgure, une ﬂèche partant d’un nœud i vers un nœud j représente
une contrainte d’ordonnancement entre i et j. Une ﬂèche grisée signiﬁe que toutes les
feuilles du nœud i ont été observées, le nœud j peut donc être exécuté.
La fonction Racines(h) représente l’ensemble des buts poursuivis par l’agent selon
l’hypothèse h.
Aﬁn d’éviter des hypothèses redondantes, chaque nœud interne des arbres de dé-
rivation d’une hypothèse générée possède au moins un descendant (δ) associé à une
observation de σ.
∃σi ∈ σ : f(σi) = δ. (4.1)
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(c) Hypothèse h20 pour la séquence d’observa-










Construire Retour à 
la Base
Déplacer
(d) Hypothèse h21 pour la séquence d’observa-
tions 〈MoveTo R1, MoveTo R3〉, générée à par-
tir de h11
Figure 4.1 – Exemples d’hypothèses
En d’autres termes, les règles de dérivation appliquées pour obtenir D doivent per-
mettre l’obtention d’au moins une des actions observées. Autrement, la règle n’est
pas nécessaire pour expliquer σ et peut donc être ignorée pour l’instant.
Pour générer un ensemble d’hypothèses exhaustif, l’algorithme Yappr itère sur
chaque observation, produisant à chaque étape un ensemble d’hypothèses mutuelle-
ment exclusives. À chaque itération, le nouvel ensemble d’hypothèses est obtenu en
intégrant la nouvelle observation aux hypothèses de l’itération précédente.
Étant donné une séquence σ, notons σi le iième élément de la séquence et σi,j la
sous-séquence formée des éléments de σi jusqu’à σj inclusivement. Soit une hypothèse
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hP = 〈D, f〉 pour la séquence d’observations σ1:i−1, l’intégration d’une nouvelle obser-
vation σi à hP permet de générer de nouvelles hypothèses expliquant la séquence σ1:i.
Si cette observation est compatible avec hP , une ou plusieurs hypothèses peuvent être
générées expliquant la nouvelle observation. Dans le cas contraire, aucune hypothèse
n’est générée. La génération de nouvelles hypothèses se fait en deux étapes.
En premier lieu, l’observation est expliquée en l’associant à un des arbres de
dérivation D. Pour ce faire, une hypothèse est générée pour chaque action activée
correspondant à σi. Une action activée est une action qui n’a pas été observée et dont
toutes les actions devant la précéder ont été exécutées. Une telle action peut déjà
être parmi les feuilles de D, mais il est possible qu’un des arbres doive être étendu en
appliquant de nouvelles règles de dérivation aﬁn d’obtenir une action activée. Chaque
hypothèse générée sera donc de la forme 〈D′, f ′〉 où D′ est le résultat de l’application
des nouvelles règles de dérivation, si nécessaire, à l’ensemble D original et f ′ est
obtenue en étendant f pour associer σi à l’action activée sélectionnée. Il est possible
qu’il n’y ait aucune action activée correspondante à σ, auquel cas aucune hypothèse
n’est générée à cette étape.
En deuxième lieu, l’observation est expliquée en ajoutant un nouveau plan à l’hy-
pothèse hP . On vériﬁe d’abord si σi peut être la première observation d’un but g.
Une nouvelle hypothèse est ensuite générée pour chaque élément de Fi(g) correspon-
dant à σi. Pour obtenir l’ensemble d’arbres de dérivation D′ de cette hypothèse, on
ajoute à D l’arbre de dérivation partielle utilisé pour générer σi. Chaque hypothèse
générée sera donc de la forme 〈D′, f ′〉 où f ′ est obtenue en étendant f pour associé
σi à l’action activée sélectionnée.
Ce procédé de génération peut être représenté par un arbre d’hypothèses illustré à
la ﬁgure 4.2. Dans cet arbre, chaque nœud représente une hypothèse. Une arête entre
deux hypothèses signiﬁe que l’hypothèse enfant a été générée à partir de l’hypothèse
parent. Pour une séquence d’observations σ de longueur n, l’arbre est de profondeur
n + 1 et un nœud au niveau i est une explication pour le préﬁxe σ1:i, les i premiers
éléments de σ. Les hypothèses du niveau i représentent donc l’ensemble d’hypothèses
générées à l’itération i de Yappr. Située au niveau 0, l’hypothèse racine (h00) de cet
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Figure 4.2 – Illustration d’un arbre d’hypothèses
4.2 Modèle probabiliste
Cette section explore la théorie probabiliste derrière l’algorithme Yappr. La sous-
section 4.2.1 détaille le modèle de prise de décision aﬁn d’évaluer la vraisemblance
d’une hypothèse. Par la suite, la sous-section 4.2.2 détaille comment les probabilités
a posteriori sont obtenues.
4.2.1 Probabilité d’une hypothèse
Les hypothèses générées ne sont pas toutes sur le même pied d’égalité, certaines
sont plus plausibles que d’autres. Yappr déﬁnit donc un modèle de prise de décision
aﬁn d’estimer la probabilité des hypothèses. L’algorithme suppose que l’agent observé
planiﬁe en sélectionnant d’abord un ensemble de buts à exécuter pour ensuite décom-
poser chaque but en actions primitives et ﬁnalement choisir l’ordre d’exécution de ces
actions. En suivant cette idée, l’agent observé est modélisé à l’aide de trois modèles
de décision.
Le modèle des intentions dicte comment l’agent sélectionne les buts à atteindre.
Cette sélection est modélisée par une distribution de probabilité P (G) pour un en-
semble de buts G. On déﬁnit P (g) comme la probabilité de sélectionner le but g
et de continuer à échantillonner des buts supplémentaires. On suppose donc que le
nombre d’instances d’un même but suit une distribution géométrique. La probabilité
de suivre exactement n fois le but g est de P (g)n(1−P (g)). Selon cette distribution, la
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sélection d’un but à atteindre est indépendante des buts précédemment sélectionnés.
L’approche étudiée permet théoriquement des modèles de probabilité plus sophis-
tiqués supportant des dépendances entre les buts, mais cela pourrait augmenter le
temps de calcul. Soit N(g,G) le nombre d’instances de g dans l’ensemble G, le modèle
des intentions peut ainsi être exprimé par la formule suivante :
P (G) = ∏
g∈G
P (g)N(g,G)(1 − P (g)). (4.2)
Le modèle de planiﬁcation dicte quelles actions sont utilisées pour atteindre
les buts sélectionnés.
Puisque l’on suppose que l’agent respecte la bibliothèque de plans, la sélection des
actions se résume à choisir les règles de dérivation aﬁn de dériver chaque but à un
ensemble d’actions primitives. Ce choix est modélisé par P (D | G) la probabilité de
dériver les buts G en un ensemble d’arbres de dérivation D. Ce modèle est déﬁni pour
des arbres de dérivation complète ainsi que partielle. On suppose que le choix d’une
règle pour dériver un symbole non terminal est indépendant des autres décisions de
l’agent. Chaque but peut ainsi être dérivé en action indépendamment des autres buts
poursuivis par l’agent. Pour simpliﬁer le calcul, on suppose aussi que toutes les options
pour dériver un symbole ont la même probabilité d’être choisies. Cette supposition
d’uniformité n’est pas nécessaire pour cette approche. Une distribution diﬀérente peut
être utilisée si l’hypothèse d’indépendance entre les décisions est respectée. Notons
mg(r) le membre gauche d’une règle de dérivation r ∈ R et | v | le nombre de règles
permettant de dériver le symbole v ∈ V . La probabilité de choisir une règle est donc
exprimée par la probabilité suivante :




|v| , si v = mg(r)
0 sinon.
(4.3)
Puisque le choix d’une règle ne dépend que de son membre gauche, le modèle de
planiﬁcation peut être exprimé par le produit de la probabilité des règles utilisées
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aﬁn de générer les arbres de dérivation :






|mg(r)| , si Racines(D) = G
0 sinon.
(4.4)
Le modèle d’entrelacement déﬁnit dans quel ordre les actions du plan sont
exécutées. La bibliothèque de plans permet une certaine liberté sur l’ordre d’exécu-
tion des actions puisque les plans sont partiellement ordonnés et qu’ils peuvent être
entrelacés. La probabilité de choisir une séquence d’actions φ est modélisée par une
distribution conditionnelle P (φ | D ∧ G). Ce modèle suppose que l’agent observé
choisit chaque action φi individuellement à partir de l’ensemble des actions activées
par les actions précédemment sélectionnées φ1:i−1. Notons l’ensemble des actions ac-
tivées AA(D, φ). Aﬁn de simpliﬁer le modèle, on suppose aussi que l’agent utilise une
distribution uniforme représentée par la formule (4.5). Par contre, la structure de
l’algorithme permet tout de même une distribution non uniforme.
P (φi | D ∧ φ1:i−1) =
⎧⎪⎨
⎪⎩
1/ | AA(D, φ1:i−1) |, si φi ∈ AA(D, φ1:i−1)
0 sinon.
(4.5)
Le modèle d’entrelacement peut donc être exprimé par le produit de cette probabilité
pour chaque élément de la séquence φ :
P (φ | D) =
|φ|∏
i=1
P (φi | D ∧ φ1:i−1). (4.6)
La probabilité a priori qu’une hypothèse h = 〈D, f〉 s’avère exacte pour la séquence
d’observations σ peut être exprimée à l’aide de ces trois modèles comme indiqué
par la formule (4.9) où φ représente la séquence d’actions observées de sorte que
f(σi) = φi. La formule (4.8) est obtenue en appliquant la règle de multiplication
bayésienne. La formule (4.9) est obtenue en appliquant le théorème de Bayes et au
fait que P (Racines(D) | D) = 1.
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P (h) = P (D ∧ φ) (4.7)
= P (D)P (φ | D) (4.8)
= P (Racines(D))P (D | Racines(D))P (φ | D). (4.9)
En supposant que l’hypothèse est cohérente, c’est-à-dire que la séquence d’ac-
tions φ peut être obtenue à partir des arbres de dérivation D tout en respectant les
contraintes de la bibliothèque de plans, la formule (4.9) peut être éclatée à l’aide des











| AA(D, φ1:i−1) | .
(4.10)
4.2.2 Probabilité des buts
On s’intéresse à trouver la probabilité a posteriori d’un but g ∈ G, c’est-à-dire la
probabilité que l’agent observé tente de réaliser g étant donné les observations σ. La
probabilité a posteriori de g est notée P (g | σ).
Dans ce contexte, l’univers Ω de l’espace probabiliste est composé des séquences
d’exécution complètes respectant la bibliothèque de plans. Cet ensemble est inﬁni
puisqu’il n’y a pas de limite sur le nombre de buts exécutés par un agent. Notons
Ωσ le sous-ensemble des séquences d’exécution Ω pour lesquels la séquence σ est un
préﬁxe.
À cette étape, Yappr a généré un ensemble d’hypothèses pour la séquence σ,
notons cet ensemble Hσ. Chacune de ces hypothèses représente un sous-ensemble de
séquences d’exécution Ωσ. De plus, une séquence d’exécution est associée à au plus
une hypothèse de Hσ puisque cet ensemble est mutuellement exclusif par construction.
Pour la suite du raisonnement probabiliste, supposons que Hσ couvre toutes les
séquences d’exécution de Ωσ. L’ensemble Hσ formerait ainsi une partition sur Ωσ.
Cette supposition n’est pas respectée, car Hσ ne contient pas d’hypothèses où aucune
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action n’a été observée pour un des buts. Généralement cette supposition aura un eﬀet
négligeable puisque l’ajout d’un but à une hypothèse réduit signiﬁcativement sa pro-
babilité. Sous cette hypothèse, la probabilité a posteriori d’un but peut être calculée
à l’aide de la formule des probabilités totales comme indiqué par la formule (4.11).
P (g | σ) = ∑
h∈Hσ
P (g | h)P (h | σ). (4.11)
Le terme P (g | h) de la formule (4.11) peut être obtenu directement puisqu’une
hypothèse émet une supposition sur les buts poursuivis.
P (g | h) =
⎧⎪⎨
⎪⎩
1, si g ∈ Racines(h)
0 sinon.
(4.12)
La formule (4.11) peut donc être reformulée pour ne sommer que sur les hypothèses
pertinentes :
P (g | σ) = ∑
h∈Hσ :g∈Racines(h)
P (h | σ). (4.13)
Le terme P (h | σ) de la formule (4.13) peut être décomposé à l’aide du théorème de
Bayes.
P (h | σ) = P (σ | h)P (h)
P (σ) . (4.14)
En réutilisant notre partition des modèles d’exécutions Hσ, la probabilité a priori





P (σ | h)P (h). (4.15)
Par construction, l’ensemble Hσ ne contient que des hypothèses expliquant entiè-
rement les observations σ. Le terme P (σ | h) des formules (4.14) et (4.15) peut donc
être ignoré puisque la probabilité est de 1. Finalement, la formule (4.13) peut être
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reformulée à l’aide des formules (4.14) et (4.15) pour obtenir :








Puisque la probabilité P (h) est détaillée dans la section 4.2.1, on dispose maintenant
de l’information nécessaire pour calculer la probabilité d’un but.
4.3 Algorithme
Yappr fonctionne en conservant un ensemble de travail composé des hypothèses
courantes qui est mis à jour itérativement. Chaque itération consume une nouvelle
observation en étendant les hypothèses de l’ensemble de travail pour expliquer cette
observation. Les hypothèses générées par ce procédé forment l’ensemble de travail de
la prochaine itération. Chaque itération produit donc un ensemble d’hypothèses ex-
haustif expliquant la séquence des observations consommées. Avant d’illustrer l’algo-
rithme Yappr, on doit donner certaines déﬁnitions pour bien comprendre les concepts
derrière cet algorithme.
Par opposition à l’algorithme PHATT [15] qui conserve la structure entière des
arbres de dérivation d’une hypothèse, Yappr ne conserve que les éléments sur la
frontière, ce qui permet de limiter l’espace utilisé et d’améliorer signiﬁcativement la
vitesse de calcul [16].
Déﬁnition 4.3.1. La frontière d’une hypothèse h = 〈D, f〉 représente l’union
des feuilles de chaque arbre de dérivation de D à l’exception des actions observées.
Puisque les arbres de dérivation sont généralement partiels, la frontière d’une
hypothèse est composée d’actions primitives ainsi que de symboles non terminaux.
Contrairement à une grammaire hors contexte traditionnelle, l’ordre des symboles
d’une règle de dérivation peut varier. Le premier symbole pour lequel une action est
exécutée peut donc varier d’une exécution à l’autre.
Déﬁnition 4.3.2. Étant donné une règle de dérivation r = v → [β,C], βi est un
enfant le plus à gauche de r si j : (j, i) ∈ C.
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Déﬁnition 4.3.3. Étant donné une bibliothèque de plans L = 〈A, V,G,R〉, on déﬁnit
un arbre le plus à gauche d, dérivant a ∈ A comme un arbre de dérivation tel
que :
1. La frontière de d contient une action a qui est un des enfants les plus à gauche
pour son parent. Cette action représente le pied de d.
2. Pour tous les nœuds internes v avec les enfants β, exactement un élément de β
a des enfants et cet élément est le plus à gauche pour v, sauf si v est le parent
du pied, auquel cas aucun élément de β n’a d’enfant.
Le concept d’arbre le plus à gauche permet de redéﬁnir la bibliothèque de plans
sous un format plus pratique pour le calcul.
Déﬁnition 4.3.4. On déﬁnit une grammaire de frontières de plans pour une
bibliothèque de plans L = 〈A, V,G,R〉 comme un tuple GFP = 〈A, V ′, G,R〉 où
V ′ ⊆ V et R est un ensemble de règles. Pour chaque arbre le plus à gauche (d) qu’il
est possible de générer à partir de L, on ajoute à R une règle de dérivation de la
forme v → [aβ, C] où :
– v ∈ V ′ est la racine de l’arbre d.
– a ∈ A est le pied de d.
– β ∈ (A ∪ V ′)∗ est l’ensemble des éléments qui composent la frontière de d à
l’exception de a.
– C est l’ensemble des contraintes de précédence applicables sur β.
Bien qu’il n’y ait aucune contrainte de précédence associée au pied dans l’ensemble
C, le pied doit implicitement précéder tous les éléments de β. Cette formulation per-
met d’indexer les règles par racine et par pied pour rapidement associer une nouvelle
observation à un des symboles sur la frontière d’une hypothèse. De plus, la frontière
d’une hypothèse peut être mise à jour rapidement suite à l’observation de l’action a
en remplaçant le symbole v par les éléments de sa frontière.
Lorsque l’on tente d’expliquer une nouvelle observation, il n’est pas nécessaire de
considérer tous les éléments de la frontière d’une hypothèse puisque les contraintes
d’ordonnancement limitent l’exécution de certains éléments.
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Déﬁnition 4.3.5. Les points d’attache en attente d’une hypothèse h représentent
les éléments de la frontière de l’hypothèse pour lesquels les actions devant les précéder
ont été observées. On note cet ensemble PAA(h).
L’algorithme 1 détaille le processus de génération d’hypothèses utilisé par Yappr.
L’algorithme prend en entrée la séquence d’observations (σ) et une grammaire de
frontières de plans (〈A, V,G,R〉). L’ensemble d’hypothèses (H) est initialisé avec un
élément, l’hypothèse supposant que l’agent ne planiﬁe aucune action. Une hypothèse
est représentée par un tuple 〈β,C, {AA1, . . . , AAn}, PI , PP 〉 où :
– β représente la frontière des arbres de dérivation D ;
– C représente les contraintes d’ordonnancement entre les éléments de la frontière ;
– AAi représente l’ensemble d’actions activées au moment du choix de la iième
action ;
– PI représente la probabilité a priori des buts poursuivis (modèle des intentions) ;
– PP représente la probabilité conditionnelle du choix des règles (modèle de pla-
niﬁcation).
À chaque itération, toutes les hypothèses de l’ensemble H sont étendues pour inté-
grer une nouvelle observation et les nouvelles hypothèses générées forment l’ensemble
d’hypothèses de l’itération suivante. Pour une observation σi, Yappr étend chaque
hypothèse en trois étapes. Les lignes 12 à 16 de l’algorithme 1 étendent l’hypothèse
en enlevant une action de la frontière. Une hypothèse enfant est générée pour chaque
action primitive correspondant à σi dans les points d’attache en attente. Les lignes
17 à 23 tentent d’agrandir la frontière de l’hypothèse à l’aide d’une nouvelle règle
de dérivation. Pour chaque symbole non terminal v parmi les points d’attache en at-
tente, une nouvelle hypothèse est générée pour chaque règle ayant v comme racine et
σi comme pied. Finalement, les lignes 24 à 32 ajoutent un nouveau but à l’hypothèse.
Une nouvelle hypothèse est générée pour chaque règle avec un but comme racine et σi
comme pied. Lorsque toutes les observations ont été traitées, l’ensemble H correspond
aux hypothèses expliquant la séquence σ.
Les fonctions FileVide, NonVide, Enfiler et Défiler représentent les opé-
rations de structure de données standard sur une ﬁle. Les fonctions Incorpore et
Enlève permettent de mettre à jour les contraintes en ajoutant un nouvel ensemble
de contraintes et en enlevant les contraintes associées à une action primitive. La
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fonction PC(r) retourne la probabilité de choisir la règle r pour dériver le membre
gauche de r. Cette probabilité peut être calculée a priori puisqu’elle est constante
selon le modèle de planiﬁcation. La fonction RéviseAA(g, {AA1, . . . , AAn}) permet
de mettre à jour les ensembles d’actions activées lorsqu’un nouveau but est ajouté à
une hypothèse. Cette opération ajoute à chaque ensemble AAi les éléments de Fi(g).
L’algorithme 2 permet d’obtenir la probabilité a posteriori de chacun des buts à
partir des hypothèses générées par l’algorithme 1. Les paramètres passés en entrée
sont les hypothèses générées (H) et les buts de la bibliothèque de plans (G). Pour un
but g, la valeur de SommeH[g] représente le numérateur de la formule (4.16) alors
que Pσ représente le dénominateur. Les lignes 6 à 8 calculent la probabilité a priori
d’une hypothèse selon la formule (4.10) mais sans considérer le terme ∏g∈G (1 − P (g))
puisqu’il est simpliﬁé lors de la division de la ligne 13. La probabilité a posteriori d’un
but P (g | σ) est calculée à la ligne 13 et retournée à la sortie de l’algorithme.
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Algorithme 1 Yappr - Génération des hypothèses
1. Explique(σ1:n, 〈A, V,G,R〉)
2. H ← FileV ide()
3. Enfiler(〈{}, {}, {}, 1, 1〉, H)
4. %% Pour chaque observation
5. for each σi ∈ σ
6. %% Pour chaque hypothèse de l’itération précédente
7. while NonVide(H)
8. h ← 〈β,C, {AA1, . . . , AAi−1}, PI , PP 〉 = Défiler(H)
9. AAi ← AA(h)
10. %% Étendre les plans existants
11. for each α ∈ PAA(h)
12. %% Enlever une action de la frontière
13. if α = σi
14. β′ ← β − α
15. C ′ ← Enlève(C,α)
16. Enfiler(〈β′, C ′, {AA1, . . . , AAi}, PI , PP 〉, H ′)
17. %% Agrandir la frontière à l’aide des arbres les plus à gauche ayant
18. %% α comme racine et σi comme pied
19. for each α → [σib, C] ∈ R
20. β′ ← (β − α) + b
21. C ′ ← Incorpore(C, C)
22. P ′P ← PP ∗ PC(α → [σib, C])
23. Enfiler(〈β′, C ′, {AA1, . . . , AAi}, PI , P ′P 〉, H ′)
24. %% Ajouter de nouveau buts à l’aide des arbres les plus à gauche ayant
25. %% un but comme racine et σi comme pied
26. for each g ∈ G, g → [σib, C] ∈ R
27. β′ ← β + b
28. C ′ ← Incorpore(C, C)
29. {AA′1, . . . , AA′i} ← RéviseAA(g, {AA1, . . . , AAi})
30. P ′I ← PI ∗ P (g)
31. P ′P ← PP ∗ PC(g → [σib, C])
32. Enfiler(〈β′, C ′, {AA′1, . . . , AA′i}, P ′I , P ′P 〉, H ′)




Algorithme 2 Yappr - Calcul des probabilités
1. CalculProbabilités(G,H)
2. Pσ ← 0
3. for each g ∈ G
4. SommesH[g] ← 0
5. for each h = 〈β,C, {AA1, . . . , AAn}, PI , PP 〉 ∈ H
6. probH ← PI ∗ PP
7. for each AAi ∈ {AA1, . . . , AAn}
8. probH ← probH ∗ (1/ | AAi |)
9. Pσ ← Pσ + probH
10. for each g ∈ Racine(h)
11. SommesH[g] ← SommesH[g] + probH
12. for each g ∈ G






Lorsque l’approche du chapitre 4 est utilisée sur des problèmes complexes, on re-
marque généralement une répartition inégale des probabilités a priori sur l’ensemble
d’hypothèses. Souvent, l’ensemble d’hypothèses est composé principalement d’hypo-
thèses supposant que l’agent poursuit une grande quantité de buts. Par contre, ces
hypothèses sont peu probables en comparaison des hypothèses associées à un ou
deux buts. Selon notre modèle, l’ajout de nouveaux buts à une hypothèse dimi-
nue la probabilité des intentions P (G) mais aussi la probabilité de l’entrelacement
P (φ | D ∧ G). Cette procédure diminue signiﬁcativement la probabilité a priori de
l’hypothèse. Puisque dans cette situation la majeure partie de l’information perti-
nente est associée à un petit ensemble d’hypothèses, il devrait être possible d’obtenir
une bonne précision en n’explorant que les hypothèses les plus probables.
Cette exploration partielle est l’idée derrière l’algorithme DOPLAR [22]. DO-
PLAR réutilise les suppositions de Yappr et construit par dessus ses concepts aﬁn
d’accélérer le processus et de permettre la résolution de problèmes plus complexes.
Similairement à Yappr, DOPLAR ne conserve qu’une frontière de l’arbre d’hypo-
thèses, c’est-à-dire l’ensemble d’hypothèses dont les enfants n’ont pas encore été gé-
nérés. Dans le cas de Yappr, puisque l’arbre est parcouru en largeur, la frontière
représente les hypothèses générées pour l’observation courante et les hypothèses de
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l’itération précédente qui n’ont pas encore été étendues. Par contre, dans le contexte
de DOPLAR, la prochaine hypothèse à explorer est choisie selon certains critères.
Les hypothèses ainsi explorées forment un arbre débalancé et la frontière correspond
aux feuilles de cet arbre. La ﬁgure 5.1 illustre un exemple de frontière pour Yappr en
bleu et DOPLAR en rouge. DOPLAR peut se terminer avant d’avoir complètement
exploré l’arbre et permet de fournir un résultat à tout moment. Malheureusement,
il est impossible de calculer avec exactitude la probabilité des buts a posteriori avec
une exploration incomplète. Cependant, il est possible de construire un intervalle qui
englobe cette probabilité.
Pour la suite de ce chapitre, la section 5.1 déﬁnit un minorant et un majorant sur la
probabilité a posteriori d’un but à partir d’une frontière d’hypothèses. La section 5.2
explique dans quel ordre les hypothèses sont explorées pour agrandir la frontière. La
section 5.3 discute de diﬀérents critères d’arrêt qui peuvent être utilisés. Finalement,
















Figure 5.1 – Frontière d’un arbre d’hypothèses
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5.1 Calcul des intervalles
Le modèle de probabilité utilisé par DOPLAR est le même que celui déﬁni pour
l’algorithme Yappr à la section 4.2. Une hypothèse est dite complètement étendue
pour une séquence d’observations σ si elle explique toutes les observations de σ et par-
tiellement étendue si elle n’explique qu’un préﬁxe de σ. La frontière d’hypothèses
construite par DOPLAR est composée d’un mélange d’hypothèses partiellement éten-
dues et d’hypothèses complètement étendues. Pour une frontière F , notons CE(F, σ)
l’ensemble des hypothèses complètement étendues pour σ et PE(F, σ) l’ensemble des
hypothèses partiellement étendues.
Déﬁnition 5.1.1. Pour une hypothèse h et une séquence d’observations σ, on dénote
l’ensemble HD(h, σ) l’ensemble des hypothèses complètement étendues pour σ obtenu
par la génération successive d’hypothèses à partir de h. En d’autres termes, l’ensemble
des descendants de h au niveau σ de l’arbre d’hypothèse (ﬁgure 5.1). En particulier,
Si h est associé à σ, alors HD(h, σ) ≡ {h}.
Pour réutiliser le raisonnement de la section 4.2, on doit caractériser l’inﬂuence
des descendants d’une hypothèse partiellement étendue sur le calcul des probabilités.
Pour y arriver, on déﬁnit le concept de poids d’une hypothèse.
Déﬁnition 5.1.2. Le poids d’une hypothèse h pour une séquence d’observations σ






Obtenir le poids d’une hypothèse pour une séquence σ nécessite de connaître tous
ses descendants associés à σ. Puisque le principe derrière DOPLAR est d’éviter une
exploration exhaustive, on calcule plutôt un majorant et un minorant du Poids(h, σ)
basé seulement sur l’information disponible à partir de l’hypothèse h. Lorsque l’hy-
pothèse est déjà associée à σ, son poids est exactement P (h).
Puisqu’il est diﬃcile de savoir si une hypothèse possède des descendants pour la
séquence d’actions observées, le minorant utilisé pour le poids d’une hypothèse est de
0.
Poids(h, σ) ≥ 0 (5.2)
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Le lemme 5.1.1 permet de déﬁnir un majorant sur le poids d’une hypothèse. Une
preuve de ce lemme est fournie à l’annexe A.
Lemme 5.1.1. Étant donné une bibliothèque de plans L = 〈A, V,G,R〉, une séquence
d’observations σ1:n et une hypothèse h expliquant la séquence σ1:i (un préﬁxe de σ1:n)
alors PoidsMaj(h, σ1:n) est un majorant de Poids(h, σ1:n) où :







Les théorèmes 5.1.2 et 5.1.3 fournissent un minorant et un majorant de la probabi-
lité a posteriori obtenue si tous les modèles d’exécutions étaient explorés. Le minorant
et le majorant sont calculés à partir d’une frontière d’hypothèses, ce qui permet d’ex-
plorer seulement un sous-ensemble de l’arbre d’hypothèses aﬁn d’obtenir un résultat.
Les preuves de ces théorèmes sont détaillées à l’annexe A.
Théorème 5.1.2. Étant donné une bibliothèque de plans L = 〈A, V,G,R〉 et F une
frontière de l’arbre d’hypothèses pour la séquence d’observations σ, alors la probabilité
a posteriori d’un but g ∈ I est minorée par la relation suivante :









Théorème 5.1.3. Étant donné une bibliothèque de plans L = 〈A, V,G,R〉 et F une
frontière de l’arbre d’hypothèses pour la séquence d’observations σ, alors la probabilité
a posteriori d’un but g ∈ I est majorée par la relation suivante :















Maintenant que nous sommes en mesure de calculer cet intervalle, on doit déﬁ-
nir comment la frontière est générée. DOPLAR explore l’arbre d’hypothèse de façon
itérative. À chaque itération, une hypothèse partiellement étendue est sélectionnée
et ses enfants sont générés. L’ordre d’exploration détermine la rapidité avec laquelle
DOPLAR augmente sa précision. La qualité d’un ordre d’exploration est déﬁnie par
la rapidité avec laquelle les intervalles sur les probabilités des buts a posteriori dimi-
nuent. Par contre, il n’y a généralement pas d’ordre optimal pour un problème donné.
Un ordre peut être optimal pour un nombre d’itérations ﬁxe, mais on ne peut trouver
d’ordre optimal pour toutes les itérations. Puisqu’il est diﬃcile de prédire combien
d’itérations seront eﬀectuées par l’algorithme dans un contexte temps réel, l’ordre
d’exploration utilisé doit faire un compromis entre une augmentation immédiate et
une augmentation future de la précision. Aﬁn de déﬁnir un ordre d’exploration, on
utilise la fonction suivant(F ) pour déterminer la prochaine hypothèse à étendre pour
une frontière F . Bien que des méthodes diﬀérentes puissent être utilisées, DOPLAR
utilise la fonction suivante :
Suivant(F ) = argmax
h∈PE(F )
P (h) (5.6)
Intuitivement, cette fonction génère un ordre d’exploration équivalant à l’algo-
rithme de Dijkstra sur l’arbre d’hypothèses où le poids sur une arrête représente la
diﬀérence entre la probabilité a priori de l’hypothèse parent et celle de l’hypothèse
enfant. Un tel contexte permet de trouver l’hypothèse terminale avec la plus grande
probabilité a priori. Par contre, contrairement à Dijkstra, DOPLAR ne s’arrête pas
lorsque l’hypothèse la plus probable est trouvée, mais continue à explorer les hypo-
thèses restantes. Cette approche tend donc à explorer les hypothèses terminales les
plus probables en premier. De plus, la probabilité a priori d’une hypothèse est for-
tement corrélée avec le poids de l’hypothèse. Le poids est donc un bon indicateur
pour la réduction des intervalles de probabilités. Finalement, puisque la probabilité a




On peut envisager des fonctions de sélection diﬀérentes pour des besoins plus
spéciﬁques. Par exemple, si un but est plus important aux yeux de l’observateur,
augmenter la valeur des hypothèses qui lui sont associées permettrait d’obtenir une
meilleure précision pour ce but au détriment des autres. D’une manière similaire,
lorsqu’on cherche à déterminer si la probabilité appartient à un intervalle donné, il
serait judicieux de réduire l’inﬂuence des hypothèses associées à des buts pour lesquels
on connaît déjà l’intervalle.
5.3 Critères d’arrêt
Dans un contexte de prise de décision, la reconnaissance de plan améliore la
connaissance de l’environnement aﬁn de permettre à un agent de prendre des dé-
cisions plus éclairées. Un agent peut baser ses décisions en partie sur un ensemble
de règles sur la probabilité des buts. Par exemple, si la probabilité d’un but est plus
petite qu’un certain pourcentage, réagir à ce but serait une perte de ressource et de
temps. Avec une telle approche, il n’est pas nécessaire de connaître avec précision
la probabilité de chaque but, il suﬃt d’avoir assez d’information pour déterminer si
les seuils sont atteints ou non. En d’autres termes, on peut générer des intervalles
à partir des seuils et identiﬁer à quelle intervalle appartient la probabilité du but.
Le processus de reconnaissance de plan peut donc être terminé lorsque l’intervalle de
probabilité a été identiﬁé pour chaque but.
Par contre, pour d’autres situations on ne peut spéciﬁer de seuils, mais on peut
tolérer une certaine marge d’erreur. Une deuxième méthode est donc de terminer
lorsque la diﬀérence entre le minorant et le majorant de la probabilité a posteriori de
chaque but est plus petite qu’une marge d’erreur.
DOPLAR est en mesure de fournir un résultat à chaque itération, plus il exécute
d’itérations, plus le résultat sera précis. DOPLAR est donc un algorithme anytime.
Cette propriété est très utile pour des problèmes où le processus dispose d’un temps




L’algorithme 3 détaille le processus de génération d’hypothèses utilisé par DO-
PLAR. Cet algorithme reprend les concepts déﬁnis à la section 4.3 pour Yappr. Il
s’agit d’une version modiﬁée de l’algorithme 1 pour permettre une exploration par-
tielle de l’espace d’hypothèses. Tout d’abord, une hypothèse est représentée par un
tuple 〈β,C, {AA1, . . . , AAn}, profondeur, PI , PP , PE〉 où :
– β représente la frontière des arbres de dérivation de l’hypothèse ;
– C représente les contraintes d’ordonnancement entre les éléments de la frontière ;
– AAi représente l’ensemble d’actions activées au moment du choix de la iième
action ;
– profondeur représente le nombre d’observations consommées ;
– PI représente la probabilité a priori des buts poursuivis (modèle des intentions) ;
– PP représente la probabilité conditionnelle du choix des règles (modèle de pla-
niﬁcation) ;
– PE représente la probabilité conditionnelle de l’ordonnancement des actions
(modèle d’entrelacement).
Les hypothèses partiellement étendues sont représentées par le tas (heap) PE et les
hypothèses complètement étendues par l’ensemble CE. Ces deux ensembles forment
la frontière d’hypothèses de DOPLAR.
À chaque itération, DOPLAR choisit une hypothèse et génère ces enfants. L’hypo-
thèse choisie est le sommet du tas PE (ligne 6). L’ordre d’exploration est donc déﬁni
par l’ordre du tas PE. Comme discuté à la section 5.2, on explore d’abord les hypo-
thèses partiellement étendues avec la plus haute probabilité a priori. Les éléments du
tas sont donc ordonnés par probabilité a priori.
Les lignes 11 à 17 étendent l’hypothèse en enlevant une action de la frontière.
Une hypothèse enfant est générée pour chaque action primitive correspondant à la
prochaine observation dans les points d’attache en attente. Les lignes 18 à 26 tentent
d’agrandir la frontière de l’hypothèse à l’aide d’une nouvelle règle de dérivation. Pour
chaque symbole non terminal v parmi les points d’attache en attente, une nouvelle hy-
pothèse est générée pour chaque règle ayant v comme racine et l’observation suivante
comme pied. Finalement, les lignes 27 à 37 ajoutent un nouveau but à l’hypothèse.
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Une nouvelle hypothèse est générée pour chaque règle avec un but comme racine et
l’observation suivante comme pied.
La fonction InsèreHypothèse(CE,PE, h′) met à jour la frontière pour intégrer
l’hypothèse h′. Si l’hypothèse est complètement étendue alors elle est ajoutée à l’en-
semble CE. Autrement l’hypothèse est ajoutée au tas PE selon sa probabilité a priori
déﬁnie par P (h′) = PI ∗ PP ∗ PE.
Finalement, la fonction Terminé(CE,PE) de la ligne 5 permet de déterminer si
l’algorithme a terminé son calcul. La section 5.3 décrit diﬀérents critères d’arrêt qui
peuvent être utilisés.
L’algorithme 4 permet d’obtenir les minorants et majorants des probabilités a
posteriori de chaque but. Elle prend en entrée la séquence d’observations (σ), une
grammaire de frontières de plans (〈A, V,G,R〉), les hypothèses complètement éten-
dues de la frontière (CE) et les hypothèses partiellement étendues de la frontière
(PE). Les lignes 2 à 12 calculent la somme des majorants du poids des hypothèses
partiellement étendues. Les lignes 13 à 16 calculent le dénominateur des majorants
et des minorants. Les lignes 19 à 22 calculent la somme du poids des hypothèses
complètement étendues pour un but g. Finalement, ces valeurs sont combinées aux
lignes 23 et 24 pour obtenir le minorant et le majorant de la probabilité a posteriori
d’un but g. Alternativement, ces valeurs peuvent être calculées en temps O(| G |) à
chaque itération si on désire avoir un résultat à tout moment.
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Algorithme 3 DOPLAR - Génération des hypothèses
1. Explique(σ1:n, 〈A, V,G,R〉)
2. CE ← EnsembleV ide()
3. PE ← TasV ide()
4. Entasser(〈{}, {}, {}, 0, 1, 1, 1〉, PE)
5. while not Terminé(CE,PE)
6. h ← 〈β,C, {AA1, . . . , AAi−1}, profondeur, PI , PP , PE〉 = RetirerSommet(PE)
7. AAi ← AA(h)
8. σi ← σprofondeur+1
9. %% Étendre les plans existants
10. for each α ∈ PAA(h)
11. %% Enlever une action de la frontière
12. if α = σi
13. β′ ← β − α
14. C ′ ← Enlève(C,α)
15. P ′E ← PE ∗ 1/ | AAi |
16. h′ ← 〈β′, C ′, {AA1, . . . , AAi}, profondeur + 1, PI , PP , P ′E〉
17. 〈CE,PE〉 ←InsèreHypothèse(CE,PE, h′)
18. %% Agrandir la frontière à l’aide des arbres les plus à gauche ayant
19. %% α comme racine et σi comme pied
20. for each α → [σib, C] ∈ R
21. β′ ← (β − α) + b
22. C ′ ← Incorpore(C, C)
23. P ′P ← PP ∗ PC(α → [σib, C])
24. P ′E ← PE ∗ 1/ | AAi |
25. h′ ← 〈β′, C ′, {AA1, . . . , AAi}, profondeur + 1, PI , P ′P , P ′E〉
26. 〈CE,PE〉 ←InsèreHypothèse(CE,PE, h′)
27. %% Ajouter de nouveau buts à l’aide des arbres les plus à gauche ayant
28. %% un but comme racine et σi comme pied
29. for each g ∈ G, g → [σib, C] ∈ R
30. β′ ← β + b
31. C ′ ← Incorpore(C, C)
32. {AA′1, . . . , AA′i} ← RéviseAA(g, {AA1, . . . , AAi})
33. P ′I ← PI ∗ P (g)
34. P ′P ← PP ∗ PC(g → [σib, C])
35. P ′E ←
∏
AAj∈{AA′1,...,AA′i}(1/ | AAj |)
36. h′ ← 〈β′, C ′, {AA′1, . . . , AA′i}, profondeur + 1, P ′I , P ′P , P ′E〉




Algorithme 4 DOPLAR - Calcul des probabilités
1. CalculProbabilités(σ1:n, 〈A, V,G,R〉, CE, PE)
2. %% ψ est utilisé pour le calcul du PoidsMaj
3. ψn ← 1
4. for i ← n − 1 to 0
5. ψi ← 1
6. for each g ∈ G such that ∃g → [σi+1b, C] ∈ R
7. ψi ← ψi ∗ P (g)
8. ψi ← ψi+1 ∗ (1 + ψi)
9. %% Somme des majorants du poids des hypothèses partiellement étendues
10. poidsPE ← 0
11. for each h = 〈β,C, {AA1, . . . , AAi−1}, profondeur, PI , PP , PE〉 ∈ PE
12. poidsPE ← poidsPE + PI ∗ PP ∗ PE ∗ ψprofondeur
13. %% Dénominateur des majorants et des minorants
14. Pσ ← poidsPE
15. for each h = 〈β,C, {AA1, . . . , AAi−1}, profondeur, PI , PP , PE〉 ∈ CE
16. Pσ ← Pσ + PI ∗ PP ∗ PE
17. %% Calcul des majorants et des minorants pour chaque buts
18. for each g ∈ G
19. poidsCE[g] ← 0
20. for each h = 〈β,C, {AA1, . . . , AAi−1}, profondeur, PI , PP , PE〉 ∈ CE
21. if g ∈ Racines(h)
22. poidsCE[g] ← poidsCE[g] + PI ∗ PP ∗ PE
23. minorants[g] ← poidsCE[g]/Pσ





L’algorithme Yappr [16] a été implémenté en Common Lisp par l’entreprise Smart
Information Flow Technologies. Nous avons implémenté DOPLAR en réutilisant les
sources de cette implémentation.
Ces algorithmes ont été testés sur des problèmes artiﬁciels et des problèmes inspi-
rés de StarCraft. Tous les tests ont été eﬀectués en utilisant l’interpréteur GNU CLISP
2.48 dans un environnement Cygwin sous Windows 7 sur un processeur à quatre cœurs
Intel Core 2 Q8200 (2.33GHz). Les tests se concentrent sur la comparaison du temps
de calcul et le nombre d’hypothèses générées pour permettre à DOPLAR de recon-
naître des buts en utilisant Yappr comme point de référence. Puisque DOPLAR est
implémenté pour converger vers la probabilité calculée par Yappr, on ne s’intéresse
pas à la qualité des probabilités produites.
6.1 Domaine artiﬁciel
Les tests eﬀectués sur un domaine artiﬁciel sont obtenus en générant des biblio-
thèques de plans et des séquences d’observations aléatoirement. Les bibliothèques de
plans utilisées s’inspirent des expérimentations de Geib et al. [16] pour la comparaison
de deux algorithmes de reconnaissance de plan. Ces bibliothèques ont une structure en




– Nombre de buts
– Niveau d’imbrication des règles de dérivation (profondeur du plan)
– Nombre de membres droits des règles de dérivation (facteur de branchement
ET )
– Nombre de règles pour dériver le même symbole non terminal (facteur de bran-
chement OU )
– Contraintes d’ordonnancement
– Nombre d’actions uniques
Les plans de la bibliothèque sont structurés pour avoir un niveau de nœud ET et un
niveau de nœud OU en alternance. Les actions de chaque plan sont choisies aléatoi-
rement parmi les actions de la bibliothèque. Pour chaque test, une bibliothèque de
plans respectant la structure décrite est générée. Par la suite, un des buts est dérivé
en une séquence d’observations. Pour chaque choix de cette dérivation, une décision
est prise de manière probabiliste en respectant les modèles de décision déﬁnis à la
sous-section 4.2.1. Finalement, les performances de DOPLAR et Yappr sont évaluées
sur ce problème de reconnaissance de plan.
Une expérimentation dans le domaine artiﬁciel a été eﬀectuée sur 100 problèmes
de reconnaissance de plan générés aléatoirement. Les bibliothèques de plans ont été
générées selon les paramètres suivants :
– Nombre de buts : 10
– Profondeur du plan : 4
– Facteur de branchement ET : 3
– Facteur de branchement OU : 2
– Contraintes d’ordonnancement : partiellement ordonnée
– Nombre d’actions uniques : 100
Les contraintes d’ordonnancement sont déterminées aléatoirement, pour chaque règle
de la bibliothèque, une contrainte d’ordonnancement a 1 chance sur 3 d’être ajoutée
entre une paire de symboles à droite de la règle. Selon cette structure, chaque but est
atteint par une séquence de neuf observations. Un problème est résolu itérativement en
calculant la probabilité d’une observation en se basant sur le résultat de l’observation
précédente jusqu’à ce que la séquence soit entièrement expliquée.
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Les ﬁgures 6.1, 6.2, 6.3 et 6.4 comparent les performances de DOPLAR et Yappr
sur cette expérimentation. L’axe des abscisses représente le nombre d’observations
expliquées. Le temps de calcul et le nombre d’hypothèses sont tracés sur une échelle
logarithmique et représentent une moyenne sur les 100 requêtes eﬀectuées. Pour les
tests illustrés aux ﬁgures 6.1 et 6.2, DOPLAR termine lorsque la probabilité de chaque
but est supérieure ou inférieure à un seuil. Les performances sont tracées pour les
seuils 0.25, 0.5 et 0.9. En supposant qu’un agent base ses décisions sur ces seuils, les
choix de l’agent seraient équivalents peu importe l’algorithme utilisé. DOPLAR pro-
duit un résultat signiﬁcativement plus rapidement que Yappr à l’exception des deux
premières observations puisque le nombre d’hypothèses explorées est similaire et DO-
PLAR demande un calcul supplémentaire pour traiter une hypothèse. En supposant
qu’un agent réagit lorsque la probabilité est supérieure au seuil donné, DOPLAR
permet un temps de réaction beaucoup plus rapide. En fait, Yappr calculerait une
probabilité exacte en consommant plus de temps, une ressource souvent limitée pour
des situations en temps réel, alors qu’une telle précision n’est pas nécessaire.
Les ﬁgures 6.3 et 6.4 illustrent les performances de DOPLAR lorsqu’une marge
d’erreur est utilisée comme critère d’arrêt. Ces ﬁgures démontrent que le contrôle de
l’espace d’hypothèse permet d’obtenir un résultat beaucoup plus rapidement en tolé-
rant une petite marge d’erreur sur les probabilités. DOPLAR atteint les probabilités
de Yappr lorsque l’espace d’hypothèse est exploré dans son entièreté. Cette situation
est représentée par la marge d’erreur de 0 dans la ﬁgure 6.3. DOPLAR est moins
performant dans cette situation puisqu’il génère autant d’hypothèses que Yappr mais
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YAPPR et DOPLAR (Marge d'erreur: 0)
DOPLAR (Marge d'erreur: 0.01)
DOPLAR (Marge d'erreur: 0.1)
DOPLAR (Marge d'erreur: 0.25)
Figure 6.4 – Comparaison du nombre moyen d’hypothèses sur un domaine artiﬁciel
(Marge d’erreur)
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6.2 Jeux de stratégie en temps réel
Aﬁn de valider DOPLAR sur des problèmes plus réalistes, nous utilisons un scé-
nario du jeu StarCraft où certains éléments ont été simpliﬁés. Le scénario représente
un duel entre deux joueurs. Chaque joueur possède plusieurs unités de combat et
plusieurs unités ouvrières. Le champ de bataille de ce scénario est divisé en 15 ré-
gions distinctes permettant de représenter symboliquement la position des unités. La
ﬁgure 6.5 illustre les diﬀérentes régions sous la forme d’un graphe, où chaque nœud
représente une région. Une unité peut se déplacer entre deux régions seulement si ces
régions sont connectées par une arête dans le graphe. Les régions rouges sont contrô-
lées par l’agent observé, alors que les vertes sont contrôlées par son adversaire. La
région bleue contient des ressources exploitables.
Dans ce scénario, un joueur utilise ses ressources pour réaliser un ou plusieurs buts
parmi les suivants :
– Attaque : Envoyer un groupe d’unités combattre une zone adverse.
– Défense : Rallier un groupe d’unités dans une zone contrôlée.
– Fortiﬁer : Fortiﬁer une zone contrôlée.
– Exploitation : Exploitation de ressource dans une zone neutre.
Pour atteindre ses buts, un joueur peut déplacer ses unités, construire des structures
et engager le combat.
Les plans pour réaliser les buts se résument à déplacer les unités à la région
voulue et eﬀectuer l’action requise. La bibliothèque de plans suppose que les unités
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Figure 6.5 – Graphe des régions d’un scénario StarCraft
D’une façon similaire à l’expérimentation précédente, le temps d’exécution des al-
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gorithmes DOPLAR et Yappr est comparé sur 100 problèmes générés aléatoirement.
Pour chaque problème, le joueur observé génère un plan réalisant trois buts. Les al-
gorithmes tentent d’identiﬁer les plans suivis après l’observation de chaque action
du plan. Les plans exécutés sont formés d’un nombre variable d’actions, entre 5 et
18. Les résultats sont comparables à l’expérimentation précédente telle qu’illustrée
par la ﬁgure 6.6. Par contre, sur certains problèmes, Yappr n’a pas été en mesure
de fournir une solution dans un temps raisonnable pour certaines requêtes. Les algo-
rithmes disposaient de 2 minutes pour produire une solution. Le tableau 6.1 compare
























DOPLAR (Marge d'erreur: 0.01)
DOPLAR (Marge d'erreur: 0.1)
DOPLAR (Marge d'erreur: 0.25)
Figure 6.6 – Temps moyen sur un scénario StarCraft
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Tableau 6.1 – Requêtes complétées en moins de 2 minutes
Numéro Nombre de Pourcentage Pourcentage
d’observation requêtes complétées (Yappr) complétées (DOPLAR)
9 90 100 100
10 77 97 100
11 66 94 100
12 51 84 100
13 36 44 100
14 28 25 100
15 14 0 100
16 8 0 100
17 5 0 100
18 4 0 100
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Conclusion
Nous avons proposé DOPLAR, un algorithme de reconnaissance de plan proba-
biliste anytime basé sur une approche de dénombrement de modèle. Cet algorithme
permet de limiter le temps de calcul requis en n’explorant qu’un sous-ensemble de
l’espace de recherche. Cela permet d’obtenir un résultat rapidement, au coût d’une
certaine incertitude sur la probabilité ﬁnale. Cette incertitude est quantiﬁée sous la
forme d’un minorant et d’un majorant de la probabilité obtenue si l’ensemble des
modèles était exploré. Les performances de DOPLAR ont été démontrées sur des
problèmes artiﬁciels et des problèmes inspirés des jeux STR. Sur ces problèmes, DO-
PLAR produit des résultats plus rapidement, par plusieurs ordres de grandeur, qu’une
approche par dénombrement de modèle similaire. La principale contribution de ce mé-
moire est d’étendre les approches de reconnaissance de plan éprouvé aﬁn qu’ils soient
utilisables sur des domaines complexes où le temps de réponse est critique.
Il y a encore beaucoup de travail à faire pour être en mesure d’utiliser les ap-
proches par dénombrement de modèles dans un environnent d’une telle complexité.
Pour être en mesure de produire des résultats intéressants, l’algorithme devrait en
plus supporter l’observabilité partielle en raison du brouillard de guerre présent dans
les jeux STR. Les travaux de Geib et Goldman [14] peuvent fournir un bon point
de départ pour résoudre ce problème. L’exploration partielle derrière DOPLAR est
particulièrement intéressante pour ces travaux puisqu’ils soulèvent un problème où
un nombre inﬁni d’hypothèses sont valides.
Un second problème à résoudre est l’aspect imprévisible du comportement humain.
Bien que des joueurs humains aient tendance à suivre des procédures bien établies
pour résoudre certains problèmes, il n’est pas rare de les voir faire des erreurs ou
d’improviser. En eﬀet, DOPLAR suppose que l’agent respecte la bibliothèque de plans
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à la lettre et produit des résultats imprévisibles si ce n’est pas le cas. Des travaux
futurs devraient être eﬀectués pour permettre de relaxer cette hypothèse.
Avec les jeux STR, il n’est pas rare d’observer un joueur changer sa stratégie pour
mieux s’adapter à la stratégie de l’adversaire. Un algorithme complet devrait donc
être en mesure de détecter l’abandon de plan pour reﬂéter l’aspect dynamique des
intentions de l’agent. Les travaux de Geib et Goldman [13] peuvent encore une fois
s’avérer utiles sur ce sujet.
Finalement, comme toute approche utilisant une bibliothèque de plans, il est sou-
vent complexe de produire une liste exhaustive des méthodes utilisées pour résoudre
un but. Utiliser des algorithmes d’apprentissage pour générer ces bibliothèques per-




Cette annexe fournit les preuves des lemmes et théorèmes présentés dans ce mé-
moire. On déﬁnit d’abord la proposition A.1.1 ainsi que le lemme A.2.1 utilisées par
les preuves de ce mémoire.
A.1 Proposition A.1.1
Proposition A.1.1. Étant donné une hypothèse h = 〈D, f〉 générée par le processus
de génération d’hypothèse de la section 4.1 expliquant les actions φ et l’hypothèse
hg = 〈D′, f〉 représentant h avec la supposition supplémentaire que l’agent poursuit
une instance additionnel du but g :
P (hg) = P (h)P (g)
P (φ | D′)
P (φ | D) . (A.1)
Démonstration. En reprenant les trois modèles de probabilités de la sous-section 4.2.1
les probabilités P (h) et P (hg) peuvent être décomposées à l’aide de la relation (4.9)
pour obtenir :
P (h) = P (Racines(D))P (D | Racines(D))P (φ | D). (A.2)
P (hg) = P (Racines(D′))P (D′ | Racines(D′))P (φ | D′). (A.3)
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La probabilité associée au modèle des intentions pour l’hypothèse hg peut être expri-
mée à l’aide de la relation (4.2). On obtient,
P (Racines(D′)) = ∏
g′∈G
P (g′)N(g′,Racines(D′))(1 − P (g′)). (A.4)
Selon les hypothèses h et hg l’agent poursuit les mêmes buts à l’exception de l’instance
additionnel du but g, c’est-à-dire que Racines(D′) = Racines(D)∪{g}. On peut donc
exprimé la relation (A.4) de la façon suivante :
P (Racines(D′)) = P (g)N(g,Racines(D))+1(1 − P (g)) ∏
g′∈G,g′ =g
P (g′)N(g′,Racines(D))(1 − P (g′))
(A.5)
= P (g)P (g)N(g,Racines(D))(1 − P (g)) ∏
g′∈G,g′ =g





P (g′)N(g′,Racines(D))(1 − P (g′)). (A.7)
On retrouve donc la probabilité associée au modèle des intentions pour l’hypothèse h,
P (Racines(D′)) = P (g)P (Racines(D)). (A.8)
La probabilité associée au modèle de planiﬁcation pour l’hypothèse hg peut être ex-
primé à l’aide de la relation (4.4),
P (D′ | Racines(D′)) = ∏
r∈règles(D′)
1
| mg(r) | . (A.9)
Puisque l’ajout d’une racine à une hypothèse ne change pas les règles de dérivation, les
hypothèse h et hg émettent les mêmes suppositions sur l’ensembles des règles choisies
par l’agent. Notons donc
règles(D′) = règles(D). (A.10)
La probabilité associée au modèle de planiﬁcation est donc la même pour les hypo-
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thèses h et hg. Il s’ensuit que
P (D′ | Racines(D′)) = ∏
r∈règles(D′)
1




| mg(r) | (A.11)
= P (D | Racines(D)). (A.12)
La relation (A.3) peut être reformulée à l’aide des relations (A.8) et (A.12).
P (hg) = P (Racines(D′))P (D′ | Racines(D′))P (φ | D′) (A.13)
= P (g)P (Racines(D))P (D | Racines(D))P (φ | D′) (A.14)
= P (g)P (Racines(D))P (D | Racines(D))P (φ | D′)P (φ | D)
P (φ | D) (A.15)
= P (g)P (φ | D
′)
P (φ | D) P (Racines(D))P (D | Racines(D))P (φ | D). (A.16)
On retrouve ainsi la relation (A.2) ce qui nous permet de simpliﬁer cette relation à
l’expression recherché. En déﬁnitive,
P (hg) = P (g)
P (φ | D′)
P (φ | D) P (h). (A.17)
A.2 Lemme A.2.1
Lemme A.2.1. Étant donné une hypothèse h = 〈D, f〉 générée par le processus
de génération d’hypothèse de la section 4.1 expliquant les actions φ et l’hypothèse
hg = 〈D′, f〉 représentant h avec la supposition supplémentaire que l’agent poursuit
une instance additionnel du but g :
P (φ | D) > P (φ | D′). (A.18)






P (φi | D ∧ φ1:i−1) >
|φ|∏
i=1
P (φi | D′ ∧ φ1:i−1). (A.19)
Pour que cette inégalité soit respectée, il suﬃt que la relation suivante soit vraie pour
tout i ∈ N∗|φ|.
P (φi | D ∧ φ1:i−1) > P (φi | D′ ∧ φ1:i−1) (A.20)
Puisque l’hypothèse h est générée par le processus de génération d’hypothèse de la
section 4.1, une action φi sera toujours parmi les actions activées AA(D, φ1:i−1). Cette
proposition est aussi vraie pour D′ puisque l’exécution des buts est supposée indé-
pendante. L’inéquation (A.20) peut donc être reformulée à l’aide de la relation (4.5).
1
| AA(D, φ1:i−1) | >
1
| AA(D′, φ1:i−1) | . (A.21)
Or, l’ajout d’un but g à l’hypothèse h a comme conséquence d’ajouter un nouvel arbre
de dérivation d à la forêt de dérivation D. D’où
D′ = D ∪ {d}. (A.22)
De plus, puisque la dérivation de chaque arbre est indépendante, l’ensemble des ac-
tions activées peut elle aussi être obtenue de façon indépendante. D’où
AA(D′, φ1:i−1) = AA(D, φ1:i−1) ∪ AA({d}, φ1:i−1). (A.23)
Puisque l’arbre de dérivation d est une nouvelle instance, ses actions activées ne font
pas parties des actions activées de l’hypothèse h. En d’autre termes,
AA(D, φ1:i−1) ∩ AA({d}, φ1:i−1) = ∅. (A.24)
En combinant les relations (A.23) et (A.24), on obtient
| AA(D, φ1:i−1) |<| AA(D′, φ1:i−1) | . (A.25)
Ce qui complète la preuve.
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A.3 Démonstration du Lemme 5.1.1
Démonstration. Démontrons d’abord la validité du lemme lorsqu’il ne manque qu’une
observation à h = 〈D, f〉 pour expliquer σ, c’est-à-dire n = i + 1 où n représente le
nombre d’observations de σ et i le nombre d’observations expliquées par h. Pour
obtenir Poids(h, σ) dans cette situation, on doit sommer sur l’ensemble d’hypothèses
directement générées à partir de h.
Comme mentionné à la section 4.1, les hypothèses enfants sont générées en deux
étapes, h est d’abord étendue en conservant les mêmes racines, puis en ajoutant de
nouveaux buts aux racines. Notons H∅ l’ensemble des hypothèses du premier groupe,
c’est-à-dire he est un élément de H∅ si Racines(he) = Racines(h). Par construction,
chaque hypothèse de cet ensemble représente un sous-ensemble distinct des séquences
d’exécution couvertes par h. La somme des probabilités de ces hypothèses est donc
au plus P (h) tel qu’illustré par la formule (A.26).
∑
he∈H∅
P (he) ≤ P (h). (A.26)
Les hypothèses enfants générées par l’ajout d’un but g ne sont pas représentées par
l’hypothèse h puisqu’ils supposent que l’agent poursuit des buts diﬀérents. Par contre,
ces hypothèses sont toutes représentées par la même hypothèse hg = 〈D′, f〉. Cette
hypothèse est identique à h mais avec l’ajout de la racine g aux arbres de dérivation
D. La proposition A.1.1 nous permet d’exprimer P (hg) à l’aide de la probabilité de
l’hypothèse initiale P (h).
P (hg) = P (h)P (g)
P (φ | D′)
P (φ | D) . (A.27)
Puisque hg englobe les hypothèses générées par l’ajout de g, la probabilité com-
binée de ces hypothèses ne peut excéder la probabilité de hg tel qu’illustré par la
formule (A.28) où Hg représente l’ensemble d’hypothèses générées à partir de h en
ajoutant g aux racines. On a
∑
he∈Hg
P (he) ≤ P (hg). (A.28)
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P (hg) peut être décomposé selon la formule (A.27) :
∑
he∈Hg
P (he) ≤ P (h)P (g)P (φ | D
′)
P (φ | D) . (A.29)
Selon le lemme A.2.1, P (φ | D) > P (φ | D′). La fraction de la relation (A.29) peut
donc être éliminé tout en respectant l’inégalité. On obtient
∑
he∈Hg
P (he) ≤ P (h)P (g). (A.30)
Les ensembles H∅ et Hg∀g ∈ I : σn ∈ Fi(g) forment une partition de HD(h, σ)
puisque les hypothèses générées à partir de h appartiennent à exactement un de ces










En substituant les relations (A.26) et (A.30) on obtient un majorant sur le poids de
l’hypothèse, soit
Poids(h, σ) < P (h) +
∑
g∈I:σn∈Fi(g)
P (h)P (g). (A.32)
En mettant P (h) en évidence, on obtient




Puisque n = i + 1, on retrouve la formule (5.3).







< PoidsMaj(h, σ0:n). (A.35)
Le lemme est donc vériﬁé pour n = i + 1.
Démontrons maintenant ce lemme pour n + 1 en supposant que la formule est
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valide pour n. Le poids de h pour les n + 1 observations peut être obtenue en faisant





Puisqu’il ne manque qu’une seule observation aux hypothèses h′ pour expliquer σ1:n+1
le raisonnement de l’étape précédente reste valide. Ce qui nous permet d’appliquer la
















La sommation sur h′ représente le poids de h pour la séquence d’observations σ1:n.
Poids(h, σ1:n+1) < (1 +
∑
g∈I:σn+1∈Fi(g)
P (g))Poids(h, σ1:n). (A.39)
Puisque l’on suppose que le lemme est vrai pour n, on a
Poids(h, σ1:n+1) < (1 +
∑
g∈I:σn+1∈Fi(g)











La relation peut être simpliﬁée à :







La formule est donc démontrée pour n + 1. Il s’ensuit que la formule est vraie pour
tous n > i.
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A.4 Démonstration du Théorème 5.1.2
Démonstration. La formule (4.16) permet d’obtenir la probabilité a posteriori d’un
but g à l’aide de l’ensemble Hσ, les hypothèses générées par Yappr pour la séquence
σ. Puisque les hypothèses sont étendues en utilisant la même méthode, Hσ peut être





Il s’ensuit donc que toutes les hypothèses complètement étendues parmi F sont aussi
des éléments de Hσ. On peut donc minorer la probabilité a posteriori en ne sommant
que sur le sous-ensemble d’hypothèses complètement étendues de F . D’où


















Étant donné l’équivalence de la relation (A.43), le dénominateur peut être exprimé à
l’aide de la frontière F .












A.5. Démonstration du Théorème 5.1.3
On retrouve la déﬁnition du poids d’une hypothèse (relation (5.1)).









Le dénominateur peut donc être majoré à l’aide du lemme 5.1.1 tout en respectant
l’inéquation et a fortiori









A.5 Démonstration du Théorème 5.1.3
Démonstration. La relation (4.16) permet d’obtenir la probabilité a posteriori d’un
but g à l’aide de l’ensemble Hσ. Puisque les hypothèses sont étendues en utilisant la
même méthode, Hσ peut être obtenue en étendant complètement les hypothèses de
F comme démontré par la relation (A.43). La relation (4.16) peut donc être réécrite
à l’aide de l’ensemble F













On retrouve la déﬁnition du poids d’une hypothèse (relation (5.1)).
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Puisque HD(h, σ) = {h} pour une hypothèse complètement étendue, la double soma-
tion du numérateur peut être simpliﬁée. La sommation est donc séparée pour isoler
les hypothèses complètement étendues de F . On obtient















Puisque l’on désire obtenir un majorant sans étendre de nouvelles hypothèses, on doit
éliminer les références aux descendants HD(h, σ). Pour une hypothèse partiellement
étendue, la somme des probabilités de ses descendants ayant g comme racine peut







P (hi) ≤ Poids(h, σ). (A.52)
Ce terme peut donc être remplacé par le poids de l’hypothèse dans la formule (A.51)
tout en respectant l’inégalité pour obtenir












Puisque {CE(F, σ), PE(F, σ)} est une partition de F , le dénominateur de de la
formule (A.53) peut être décomposé pour obtenir















Le poids d’une hypothèse complètement étendue est connu, soit Poids(h, σ) = P (h).
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La formule précédente peut ainsi être reformulée :


















Poids(h, σ). En dérivant la partie droite de l’inéquation (A.55)
en x, on obtient ∑
h∈CE(F,σ)











Cette dérivée est positive puisque l’ensemble {h ∈ CE(F, σ) : g ∈ Racines(h)}
est inclue dans l’ensemble CE(F, σ). La partie droite de l’inéquation (A.55) est
donc monotone croissante en x. De plus, selon le lemme 5.1.1 le poids d’une hy-
pothèse est majoré par PoidsMaj(h, σ), la variable x peut ainsi être remplacée par∑
h∈PE(F,σ)
PoidsMaj(h, σ) dans l’inéquation (A.55) pour obtenir















Pour les hypothèses complètement étendue, PoidsMaj(h, σ) = P (h), ce qui nous
permet de reformuler le dénominateur de l’inéquation (A.57). On obtient donc
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Ou de façon équivalente,
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