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Abstract
The success of deep learning neural network models often relies on the accessibility of a large
number of labeled training data. In many healthcare settings, however, only a small number of
accurately labeled data is availablewhile unlabeleddata is abundant. Further, input variables such
as clinical events in the medical setting are usually of longitudinal nature, which poses additional
challenges. In this paper,wepropose a semi-supervised joint learningmethod for classifying longi-
tudinal clinical events. Specifically, ourmodel consists of a sequence generativemodel and a label
predictionmodel, and the two parts are learned end to end using both labeled and unlabeled data
in a joint manner to obtain better prediction performance. Using five mortality-related classifi-
cation tasks on theMIMIC III database, we demonstrate that the proposed method outperforms
the purely supervised method that uses labeled data only and existing two-step semi-supervised
methods.
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1 INTRODUCTION
Deep neural network models have been increasingly used to analyze large-scale electronic health records (EHR) and have shown superior predic-
tion performances in several medical tasks including automatic detection of diabetic retinopathy using medical images (Gulshan et al. 2016) and
clinical text classification (Yao, Mao, & Luo 2019). As opposed to medical images and clinicians’ text notes, input features such as clinical events are
usually of longitudinal nature. Specifically, sensor recordings, laboratory test results, medications, and new diagnosis codes are recorded on each
clinical visit andmay change over time. Such longitudinal nature is often accompanied by additionalmodeling challenges such as irregular time gaps
between visits, varying lengths of follow-ups, and complexmissing patterns. Recurrent neural networks (RNNs), given their clear advantages in tak-
ing sequential inputs and successes in natural languageprocessing (NLP) (Wuet al. 2016), are anatural choice for handling longitudinal inputs, and in
recent years, they have been successfully used to analyze clinical events data in different applications such as early detection of heart failure (Choi,
Schuetz, Stewart, & Sun 2016), kidney failure after transplantation (Esteban, Staeck, Baier, Yang, & Tresp 2016), and daily sepsis and myocardial
infarction (Kaji et al. 2019).
Despite many existing successful applications of RNNs on the classification of clinical events data, most of them rely on the accessibility of a
large number of accurately labeled training data. However, in many healthcare settings, qualified graders and disease/domain experts are required
to make an accurate diagnosis. Moreover, invasive measurements may result in additional risk to patients and non-invasive measurement may not
be ubiquitous and may result in substantial cost. Therefore, it is often difficult to collect a large number of accurate labels, which limits further
applications of deep learning models on clinical events data when labels are scarce. On the other hand, with the availability of routinely collected
EHR, there usually exists abundant and easy-to-collect unlabeled data. Therefore, our goal is to develop semi-supervised learning methods for
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longitudinal clinical events which can incorporate unlabeled data to help improve classification performance. Successful implementation of such
methodology will help reduce costs of collecting clinical labels when building predictionmodels.
Although there have been many works on semi-supervised learning in the field of deep learning (Kingma, Mohamed, Rezende, &Welling 2014;
Narayanaswamy et al. 2017; Odena 2016; Socher et al. 2013), there are fewworks that take longitudinal input such as laboratory tests and charted
events that are commonly seen in EHR. Further, most existing approaches treat feature extraction using unlabeled data and building prediction
models using labeled data as two separate steps (Ballinger et al. 2018; Che, Cheng, Zhai, Sun, & Liu 2017; Dai & Le 2015). The potential drawback
of such a two-step approach is that the learned feature representation in the first step receives no supervised guidance from labeled data and,
therefore, may not be specific to the desired task.
Toovercome the lackof supervision in thefirst step,wepropose to jointly learn feature representation fromboth labeled andunlabeleddata.Our
model consists of two parts: a sequence generative network formodeling longitudinal clinical events and a label prediction networkwhich takes the
hidden feature representation of the sequence generative network as inputs. The twoparts are learned end to endusing both labeled andunlabeled
training data in a joint manner, such that the data could be well separated in the shared feature space.We empirically show that the proposed joint
learningmethod significantly outperforms the two-stepmethodwhen labels are scarce. Furthermore, we consider two different generativemodels
for modeling longitudinal clinical events. In addition to the RNNs that have been used in the aforementioned works, where all recurrent layers are
deterministic, we also adopt stochastic RNNs which contain an additional stochastic latent recurrent layer. Based on our numerical experiments,
taking stochastic RNNs as the generativemodel could further improve the prediction performance inmost cases.
The rest of this paper is organized as follows. We introduce related work in Section 2 and present the proposed semi-supervised joint learning
approach with technical details in Section 3. We demonstrate the effectiveness of the proposed method in Section 4 and conclude the paper with
discussions in Section 5.
2 RELATEDWORK
Many semi-supervised learning methods have been proposed for deep learning models (Dai & Le 2015; Kingma et al. 2014; Narayanaswamy et
al. 2017; Odena 2016; Socher et al. 2013). In particular, deep generative models have made great progress on learning feature representations
with little or no supervised information in recent years (Cho et al. 2014; Chung et al. 2015; Goodfellow et al. 2014; Kingma &Welling 2014), and
have shown their advantages on unsupervised and semi-supervised tasks. For instance, Kingma et al. (2014) proposed a two-step semi-supervised
learning method by first learning a low-dimensional feature representation from unlabeled images via variational autoencoder (VAE) (Kingma &
Welling 2014) and then learning an image classifier from labeled data. However, of the semi-supervised learningmethods, only a few can be applied
to accommodate longitudinal clinical events (Ballinger et al. 2018; Che et al. 2017; Dai & Le 2015). Among them, Dai and Le (2015) proposed
to pre-train parameters in a RNN encoder with large amounts of unlabeled data and then learn specific text classification tasks starting with pre-
trained initialization. Other unsupervised representation learning algorithms such as word2vec (Mikolov, Chen, Corrado, & Dean 2013) can also
be used in the pre-training step. They showed that such pre-training procedure using unlabeled data could provide stable initialization and could
be generalized well in different text classification tasks. Following this approach, DeepHeart (Ballinger et al. 2018) also pre-trained parameters in
RNNs on unsupervised andweakly supervised tasks and then built a predictionmodel for four conditions associatedwith cardiovascular risks using
labeled data. More recently, the ehrGAN (Che et al. 2017) was developed to generate realistic patients’ clinical events via unsupervised learning.
Based on the implicit belief that the generated samples from ehrGAN with input x are likely to have the same label as x, they were further used to
produce pseudo labeled data for supervised learning. However, this assumptionmay not hold in general since the learning procedure of ehrGAN in
the first step does not use any label information.
All of the aforementioned semi-supervised learning methods for classifying longitudinal clinical events separate the learning process into two
steps: (1) learn a deep generative model using unlabeled data to either pre-train the parameters or augment data; (2) learn a classifier for a specific
classification task using labeled data based on the pre-trained initialization or augmented labeled data obtained in the first step. The key potential
limitation of such two-stepmethods is that there is no or weak supervision from labels in the first step. Although data points may cluster well in the
feature space by learning the intrinsic structure from unlabeled data, the clusters do not necessarily correspond to the labels of interest. The joint
learning approach in our proposedmethod would make use of label information to help learn feature representation that can better separate data
corresponding to the labels, and therefore, obtain better prediction performance.
3 SEMI-SUPERVISED JOINT LEARNINGWITH LONGITUDINAL FEATURESVIANEURALNETWORKS
In this section, we first describe the problem setup of semi-supervised classification for longitudinal features, using clinical events as a specific
example. Thenwe introduce the neural networkmodels, and present the joint learning approach.
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3.1 Problem setup
We focus on two different types of features that are commonly seen in EHR: longitudinal features and time-static features. Longitudinal features
may include multiple laboratory measurements, charted observations, and active treatments. These features are recorded every time a patient
comes for a clinical visit or new laboratory tests or medications are ordered. We denote longitudinal features by x = (x1, · · · , x`), where xj ∈ Rd1
for j = 1, · · · , `, and ` is the length of the sequence and can be different for different individuals. Time-static features may include gender, race,
admission type, and age at enrollment, which are constant throughout the entire study. We denote time-static features by w ∈ Rd2 . The label
y ∈ {1, · · · ,K} could be the corresponding class associated with mortality or progression of diseases. In the semi-supervised learning setting, we
observe only a small number of labeled data (xi,wi, yi) for i = 1, · · · , n and a large number of unlabeled data (xi,wi) for i = n+1, · · · , n+m, where
m is usually much greater than n. We aim to learn a classifier that maps (x,w) to a class label y and incorporate both unlabeled and labeled data to
improve prediction performance.
3.2 Model structure
We propose two neural network models whose architectures are given in Figure 1. Each model consists of two parts: (1) a sequence probabilistic
generative network for longitudinal features, which takes any sequence of longitudinal features (x1, x2, · · · , xj−1) as inputs and models the distri-
bution of features at the next time step, i.e.,p(xj|x1, · · · , xj−1); (2) a label prediction networkwhich takes the hidden recurrent layer of the sequence
generativemodel and the time-static features as inputs and outputs the probability for each class.
Sequence generative network
We consider two different generative models to model what comes next in a sequence. The first one is a Gated Recurrent Units (GRU) neural net-
work.WechooseGRUbecause it canbetter capture long-termdependencydue to the additional gatemechanisms comparedwith vanilla RNN (Cho
et al. 2014). The second one is a variational recurrent neural network (VRNN) which contains an additional stochastic recurrent layer. It has been
shown that introducing a latent stochastic recurrent layer can provide significant improvements in natural speech processing (Chung et al. 2015),
andwe adopt it here to examine its potential advantages in modeling clinical events.We describe the two probabilistic models in detail below.
RNN: As shown in the upper left corner of Figure1, the hiddenunits in the recurrent layerh = (h1, · · · , h`) leveragehistorical information through
the recurrent connection hj = f(xj, hj−1), where f is a nonlinear transformation introduced in GRU. The historical information stored in
hj−1 determines the distribution of longitudinal features at next time step. Specifically, the conditional density of xj is given by p(xj; hj−1) =
ψ(xj, hj−1), where ψ is an appropriate density function. For example, if xj is continuous, we can use a multivariate Gaussian distribution
xj ∼ N (µx,j, diag(σ2x,j)), where [µx,j, σx,j] = ξ(hj−1) and ξ is modeled by a fully connected neural network. Here we assume different
components of xj are uncorrelated conditional on hj−1 in p(xj; hj−1), but they can be correlated in the marginal distribution p(xj). Since all








where h0 is usually set as a zero vector in practice.
VRNN: As shown in the bottom left corner of Figure 1, there is an additional stochastic recurrent layer z = (z1, · · · , z`) compared to the RNN.
In particular, layer z is different from the standard hidden layer h since zjâĂŹs are random variables while hjâĂŹs take deterministic values.
The conditional distribution of zj accesses the historical information through the hidden state hj−1. Specifically, the variable zj is assumed to
follow a multivariate Gaussian distribution with mean µz,j and variance diag(σ2z,j), which are determined through a fully connected neural
network takinghj−1 as inputs.Moreover, thedistributionof xjwill not onlybe conditionedonhj−1 but alsoon the latent zj, i.e.p(xj|zj; hj−1) =
ψ(xj, ρ(zj), hj−1), where ψ is an appropriate density function and ρ is a feature extractor with a two-layer fully connected neural network.
Note that, in contrast to the assumption in RNN, now different components of xj can be correlated conditional on hj−1 in p(xj; hj−1), after




p(xj , zj |x1, · · · , xj−1, z1, · · · , zj−1) =
∏̀
j=1
p(xj |zj ;hj−1)p(zj ;hj−1),
where, similarly as RNN, h0 can be set as a zero vector. The hidden units are updated through the recurrence equation hj = f(xj, [zj, hj−1]),
where f is a GRUmodule treating the concatenation of zj and hj as the hidden state.
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Label prediction network
The label prediction network takes the recurrent layer of the sequence generative network and the time-static features as inputs and returns the
probability of belonging to each class. As shown on the right of Figure 1, we first use a feature extractor φ for time-static features, where φ is a
fully connected neural network taking w as inputs. Then we merge the information from both longitudinal features and time-static features by
concatenating the hidden feature representation of the sequence generative network and the extracted features φ(w). Specifically, we utilize the
recurrent hidden layer h for RNN and µ̃z(x) = Ez∼q(z|x)z, the expectation of the approximate posterior q(z|x) (to be specified later in Section
3.3) of the stochastic recurrent layer z for VRNN. When different individuals have varying lengths of longitudinal features, we can apply a max
pooling layer on h(x) or µ̃z(x) over the time steps before we concatenate themwith φ(w). After merging the feature representations, another fully
connected neural network along with a Softmax output layer ϕ is used to output the probability scores, i.e. p(y|x,w) = ϕ(y; h(x), φ(w)) for RNN
andϕ(y; µ̃z(x), φ(w)) for VRNN.
3.3 Joint Learning
The sequence generative network and the label prediction network are learned jointly end to end through shared parameters in the representation
of longitudinal features. Specifically, weminimize an objective function that consists of an unsupervised loss and a supervised loss.
The unsupervised loss is constructed by using the negative log-likelihood for longitudinal features x. For RNN, the unsupervised loss is given by
Lg(θg ;x) , − log p(x) = −
∑̀
j=1
log p(xj ;hj−1) (1)
where θg represents all parameters of RNN. For VRNN, however, the marginal density function p(x) is intractable due to the highly non-linear
dependency between x and z. Thus, following Kingma and Welling (2014) and Chung et al. (2015), we consider a variational lower bound of the
marginal likelihood function by introducing an approximate posterior model q(z|x), i.e.
log p(x) ≥ Ez∼q(z|x) log p(x|z)−KL(q(z|x)‖p(z)),
where KL is the KullbackâĂŞLeibler divergence. When the approximate posterior q(z|x) equals the true posterior p(z|x), the gap between the log-








where q(zj|xj; hj−1) follows a multivariate Gaussian distribution whose mean and covariance are parameterized by a neural network taking xj and
hj−1 as inputs. Overall, the generative model p(x, z) and the approximate posterior model q(z|x) are learned simultaneously by minimizing the
negative lower bound
Lg(θg ;x) = −Ez∼q(z|x)
∑̀
j=1
(log p(xj |zj ;hj−1)−KL(q(zj |xj ;hj−1)‖p(zj ;hj−1))) , (2)
where θg represents all parameters of VRNN.
The supervised loss is given by the cross entropy between the true class label y and the class probabilities returned by the label prediction
network
Ld(θd, θ̃g ; y, x, w) = − log p(y|x,w), (3)
where θd represents all parameters used in the time-static feature extractor φ and classifier ϕ, and θ̃g are the parameters used in h or the
approximate posterior model q(z|x) that is a subset of θg .
The overall objective function is a weighted sum of the unsupervised loss and the supervised loss











where thefirst term is an average over the labeled data, the second term is an average over both labeled and unlabeled data, and η is aweight hyper-
parameter. The parameters θ̃g are included in both Ld and Lg and are iteratively updated using both unlabeled and labeled data during training.
Therefore, the representation of longitudinal features is learned not only by the unsupervised generative task but also under the supervision from
the labeled data. Further, the hyperparameter η controls the trade-off between the unsupervised learning and the supervised learning. A lower
value of η leads to a stronger supervision from labeled data but weaker unsupervised learning from unlabeled data. For example, when η equals to
zero, it is equivalent to supervised learning using labeled data alone. Based on our numerical experiments, η is an important hyperparameter that
needs to be tuned carefully.
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4 NUMERICAL EXPERIMENTS
To demonstrate the effectiveness of joint learning, we evaluate the proposed method by using five mortality-related classification tasks on the
Medical Information Mart for Intensive Care III (MIMIC) database (Goldberger et al. 2000; Johnson et al. 2016). We aim to examine: 1) whether
additional unlabeled longitudinal features can help improve the prediction performance through semi-supervised learning approaches; 2) how the
proposed joint learningmethod performs in comparisonwith existing two-step semi-supervised learningmethods; 3) howusing the stochastic RNN
as the sequence generativemodel differs from using the deterministic RNN.
Datasets
TheMIMICdatabase provides deidentified clinical data of patients admitted to an IntensiveCareUnit (ICU) stay. It has been used to benchmark the
performance of deep learningmodels for predicting the length of stay, phenotyping, ICD-9 code group, in-hospitalmortality (Harutyunyan, Khacha-
trian, Kale, Ver Steeg, & Galstyan 2019), short-term mortality, and long-term mortality (Purushotham, Meng, Che, & Liu 2018). Nonetheless, the
evaluation of semi-supervised learning methods on MIMIC is still lacking. In this paper, we predict five mortality related tasks: in-hospital mortal-
ity, 2-day and 3-day mortality (short-termmortality), and 30-day and 1-year mortality (long-termmortality). We focus on adult patients who were
alive the first 24 hours after the first admission to ICU, which results in an analytic sample of 35,643 patients. Table 1 summarizes the proportion of
mortality for each task.
Following Purushotham et al. (2018), we take 15 longitudinal features from the first 24 hours after admission to ICU. Specifically, they are the
3 types of Glasgow Coma Scale scores, systolic blood pressure, heart rate, body temperature, PaO2, FiO2, urine output, white blood cells count,
serum urea nitrogen level, serum bicarbonate level, sodium level, potassium level, and bilirubin level. Each longitudinal feature is sampled hourly.
We also use 5 time-static features: age, admission type, and three chronic diseases diagnosis including metastatic cancer, hematologic malignancy,
and acquired immunodeficiency syndrome.
Methods for comparison
Overall,weconsider a supervised learningmethod thatusesonly labeleddata and three semi-supervised learningmethods that canuseboth labeled
and unlabeled data. The supervised learning method MMDL combines an RNN for the longitudinal features and a fully connected neural network
for the time-static features, and is trained by minimizing Ld in (3) with labeled data only (Purushotham et al. 2018). We use Two-Step to refer
to the two-step semi-supervised sequence learning method used in Dai and Le (2015) and Ballinger et al. (2018). Specifically, it shares the same
architecture as MMDL, where the RNN is first trained by minimizing Lg in (1) and then the label prediction network is learned by minimizing Ld
in (3) starting with the pre-trained initialization of θ̃g . The proposed methods are referred to as Joint-RNN and Joint-VRNN respectively, and they
are trained by minimizing the overall loss L in (4) jointly. Joint-RNN shares the same architecture with MMDL and Two-Step, while Joint-VRNN
substitutes the RNNwith an VRNN.
For the comparison to be fair, in MMDL, Two-Step, and Joint-RNN, we adopt exactly the same neural network architecture as used by
Purushotham et al. (2018). In Joint-VRNN, we also make the architecture choices as close to the former three models as possible. Specifically, we
use GRU for all recurrent units and the sigmoid activation for non-linear transformations except for using a Softmax output layer to return proba-
bility scores. Dropout is appliedwith rate 0.1 after each sigmoid activation in the fully connected neural network. The numbers of layers and hidden
units in the recurrent layer h and the fully connected neural networks are the same as those used by Purushotham et al. (2018). For VRNN, we fix
the dimension of zj as 8 and the number of hidden units in the feature extractor ρ(zj) as 32. Finally, as all patients in this dataset have the same length
of longitudinal features, we simply concatenate h(x) or µ̃z(x) over the time steps when sending them as the inputs to the label prediction network,
following the implementation ofMMDL.
Experiment setting
We split the dataset into five folds for stratified cross-validation, among which we use three folds for training, one fold for validation, and the
remaining fold for testing. To examine semi-supervised learning methods with various proportions of labeled data, we randomly select a subset of
the training folds as labeled data and mask labels of the remaining training folds as unlabeled data. The proportion of labeled training data varies
from 1% to 100%. For each classification task, MMDL is learned using only labeled training data and the other three semi-supervised learning
methods are learned using both the labeled and unlabeled training data. We report the mean and standard error of the Area under the Receiver
Operating Characteristic curve (AuROC) across five testing folds to evaluate the prediction performance.
For the two joint learning methods (Joint-RNN and Joint-VRNN), we grid search the weight hyperparameter η from {0.001, 0.01, 0.1, 1, 10} and
choose the one with the highest AuROC on the validation fold separately during each round of cross-validation to avoid information leakage. For
better pre-training in the Two-Step method, we further tune the non-architecture-specific hyperparameters, including the learning rate and the
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dropout rate, in the first step. We grid search the optimal learning rate from {0.001, 0.005, 0.01} and the optimal dropout rate from {0.1, 0.2, 0.5}
with the lowest Lg on a validation set. In the second step, we initialize θ̃g in the label prediction network with the pre-trained values and train it
using labeled data.
All models are implemented in PyTorch and trained with the RMSProp optimizer. We fix the learning rate as 0.001 (except for the pre-training
step of Two-Step) and the batch size as 100, following the implementation ofMMDL.Weuse early stopping for allmodelswhen reaching the highest
AuROC on the validation fold to prevent overfitting.
Results
Figure 2 shows the AuROC of the four methods under various proportions of labeled training data on five mortality-related classification tasks.
First, we observe that when labels are scarce, semi-supervised learning methods significantly outperform the supervised method (MMDL) on the
five tasks in most cases. This implies that semi-supervised learning methods which incorporate unlabeled data can help improve prediction per-
formance compared to the supervised method which uses labeled data only. Further, we notice that, even in the fully labeled case, i.e. when the
label percentage is 100%, modeling what comes next in a sequence as an auxiliary task (as joint learning methods do) could further improve the
performance on classification tasks.
Second, we observe that the joint learning methods obtain a higher AuROC by a large margin compared to the existing two-step method, espe-
cially when predicting short-term mortality. Moreover, the gain of the joint learning methods increases as the label percentage decreases. This
implies that, although the pre-training step of the two-step method might provide a potentially good initialization, the lack of supervision from
labels in the pre-training step would lead to limited improvement on prediction performance in the second step. Instead, the proposed joint learn-
ing methods can take advantage of available labels and learn representations of the longitudinal features under supervision from both labeled and
unlabeled data.
Third, as shown in Figure 2, the Joint-VRNN that contains the stochastic recurrent layer further improves the prediction performance in compar-
ison with the Joint-RNN. The gain is especially obvious for the long-termmortality prediction. This extends the observation of the benefit of using
latent random recurrent layers in previous literature tomodeling longitudinal features.
5 DISCUSSION
In this paper, we propose a semi-supervised joint learningmethod for classifying longitudinal features, 2 with an application to clinical events.With
joint learning, the feature representation of the longitudinal information is learned under supervision from both unlabeled and labeled data so that
related data can be separated well corresponding to the labels. We compare the proposed methods with the existing supervised learning method
and two-step semi-supervised learning method. Our experimental results verify that, by incorporating unlabeled data, semi-supervised learning
methods outperform the supervisedmethodwhen labels are scarce, and among the semi-supervised learningmethods, the proposed joint learning
methods can further improve the prediction accuracy compared to the two-stepmethod inmost cases.
Notably, the horizontal difference between the curves of semi-supervised and supervised methods indicates the difference on the usage of
labeled training data to maintain the same prediction performance. For example, as shown in Figure 2, the Joint-VRNN method uses 2% labels to
obtain 80%AuROC for 1-yearmortality predictionwhile the supervisedmethod needs 10% labels to achieve the same performance. Therefore, the
usage of semi-supervised learningmet 2hods could help reduce the cost of collecting clinical labelswhenbuilding predictionmodels for applications
in healthcare.
We should note a few remarks on the proposed joint learningmethods. First, when there aremultiple prediction tasks, the two-stepmethod has
the advantage that thepre-training steponly needs tobedoneoncewhile the joint learningmethods require the training of the sequence generative
network for each task. Second, compared to the two-step method, the joint learning methods have one additional hyperparameter η to be tuned.
In practice, though, a simple grid search of η is enough to obtain good performance as shown in our experiments. Third, Joint-VRNN has a higher
computational cost than Joint-RNN due to the sequential sampling. However, Joint-VRNN demonstrates promising improvements in prediction
accuracy compared to Joint-RNN, which is especially important in healthcare applications.
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TABLE 1 The proportion of in-hospital mortality, 2-day mortality, 3-day mortality, 30-day mortality, and 1-year mortality in the admissions where
adult patients were alive the first 24 hours.
Total number of admissions In-hospital 2-day 3-day 30-day 1-year
35643 0.105 0.018 0.029 0.147 0.250
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FIGURE 1Model structure of two sequence generative networks and the label prediction network, where circles represent the inputs and outputs,
diamonds represent deterministic hidden layers, and squares represent the stochastic latent recurrent layer in VRNN.
FIGURE 2 AuROC of the proposed joint learning methods (Joint-RNN and Joint-VRNN), the two-step method (Two-Step), and the supervised
method (MMDL) vs the proportion of labeled training data on five tasks. The horizontal axis is in the logarithmic scale with base 10. The results are
averaged over five testing folds and the error bars indicate the standard error of themean.
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Figure 1: Model structure of two sequence generative networks and the label prediction network, where 
circles represent the inputs and outputs, diamonds represent deterministic hidden layers, and squares 
represent the stochastic latent recurrent layer in VRNN. 
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Figure 2: AuROC of the proposed joint learning methods (Joint-RNN and Joint-VRNN), the two-step method 
(Two-Step), and the supervised method (MMDL) vs the proportion of labeled training data on five tasks. The 
horizontal axis is in the logarithmic scale with base 10. The results are averaged over five testing folds and 
the error bars indicate the standard error of the mean. 
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