The nonlinear behaviors of Eady-type baroclinic waves forced quasi-resonantly by topography are investigated. The complex amplitude equation which is a Landau equation with forcing terms is derived by using the perturbation method; the effect of viscosity is taken into account in the leading order as the Ekman layers at the top and the bottom of the fluid layer.
Introduction
In recent years, non-linear behaviors of baroclinic wave and Rossby wave forced by orographic or thermal forcings have been studied by many authors, in order to clarify the mechanisms of their anomalous amplifications seen in the blocking phenomena and the stratospheric sudden warming (e, g. Charney and DeVore, 1979; Plumb, 1981a) . So far, these studies have been done in two different ways.
The first is based on a highly truncated spectral model. In this way, Charney and DeVore (1979) and Vickroy and Dutton (1979) have shown that there can be multiple. equilibrium states in the presence of quasiresonant barotropic Rossby waves; two of them are stable, which have a large amplitude wave and a small amplitude wave respectively, while a moderate amplitude state is unstable. Charney and DeVore (ibid) identified the large amplitude equilibrium solution with the blocking phenomenon or low index flow. On the other hand, Charney and Straus (1980) , Roads (1980a, b) and Yoden (1983a) have dealt with two layer model and have obtained some equilibrium solutions for a given set of external parameters; but only one solution with a large amplitude wave (low-index state) is stable and the other solutions are unstable. Egger (1978) and Yoden (1983b) found flow patterns like blockings in their time-dependent solutions, by including more wave components of mode.
The second way is the perturbation expansion method.
The results parallel to those above mentioned have been obtained. Plumb (1981a) and Wakata and Uryu (1984) , too, found three equilibrium solutions for resonant Rossby waves.
It is noted, however, that the latter authors pointed out that thermal forcings incorporated with topography could change the stabilities or instabilities of flow patterns in subtle manners. Plumb (1979 Plumb ( , 1981b ) studied also forced baroclinic waves using a two layer model, based on the assumption of small dissipation but his attention has been paid only on the linear stable parameter region of the Eady problem.
In the present paper, we shall study baroclinic waves interacting resonantly with topography by using the perturbation expansion method.
We shall assume the Eady model modified by the Ekman layers at the top and bottom boundaries (cf. Barcilon, 1964) and our situation could be similar to that of a rotating annulus experiment done by Jonas (1981) , rather than to that of the actual atmospheric flows. One of the main purposes of the present work is to see the interaction of free baroclinic (travelling) wave and the topographically forced mode.
Our method to derive the non-linear equation is essentially similar to that used by Pedlosky (1971) and Drazin (1972) in their works on the non-linear behaviors of Eadytype wave.
Assuming a small deviation of thermal Rossby number * from the critical value *0 at which the energy supply to a baroclinic wave from the zonal mean available potentioal energy is balanced by the Ekman dissipation, we can derive a Landau equation for a complex wave amplitude A with the Ekman damping. It is noted that the difference from Pedlosky (ibid) and Drazin (ibid) is that our equation includes forcing terms due to the bottom topography.
It is further emphasized that our equation includes the damping term in the leading order of the perturbation expansion. This makes our results quite different from those obtained by the weak dissipation assumption adopted by such as Plumb (1981b) and Pedlosky (1981a) . As the topographical effect, we consider the resonant condition, although somewhat artificial.
As will be easily anticipated, the resonance occurs at *=*0, because the baroclinic wave does not move relative to the bottom if the basic zonal flow is zero at the mid-level of the model. Thus we shall take account of a small deviation of the basic zonal flow from the resonant condition as a detuning parameter. As will be shown later, with these assumptions, we have three equilibrium states below the critical thermal Rossby number (*<*0); one is stable with large amplitude, the other two are unstable.
Speaking more in detail, one of the two unstable solutions could be stable with large amplitude if we did not assume the bottom corrugation, as is well known as the Rayleigh-type bifurcation, and the other is of small amplitude state which is essentially the unstable zonal flow solution modified slightly by the topography. Thus, the topography can change the stabilities of baroclinic waves (cf. Charney and Straus, 1980) . As is well-known, in the Eadytype problem, an equilibrium solution (zonal flow) stable above the critical point (*>*0) bifurcates into two stable solutions below the point (*<*0).
These solutions are identical except phase difference 180*. We cannot distinguish them from each other practically. The bifucation is symmetric in a parameter space (amplitude (A)-thermal Rossby number (*) plane).
However, our result shows that at the resonance condition, one of the two solutions is chosen as stable just below the critical thermal Rossby number.
This suggests that the boundary condition without translational symmetry would break down the Y. Wakata and M. Uryu 811 symmetric bifurcation (cf. Shirer and Wells, 1982) *. At off-resonant states (slight deviation of the basic zonal flow from the resonance, rigorously speaking), the results do not change in essence. However, owing to non-zero steering velocity, somewhat complicated nonlinear interactions between the baroclinic travelling wave and the topographically forced wave occur, to lead to periodic oscillations of amplitude (vacillation) and frequency or phase velocity.
In section 2, the model and the basic equations are introduced.
The linear Eady problem modified by the Ekman damping effect (Barcilon, 1964) , by a sloped bottom (Blumsack and Gierash, 1972) and by a sinusoidally corrugated bottom and/or heating at the bottom are briefly reviewed in section 3. In section 4 we shall study the nonlinear problems by the perturbation expansion method. The complex amplitude equation system can be obtained from the solvability conditions. We shall discuss the equilibrium solutions, their stabilities and the time-dependent behaviors.
Section 5 is devoted to the discussions and conclusions.
Model and the basic equations
We consider a viscous Boussinesq fluid with depth H subject to a horizontal temperature difference *T between two vertical rigid walls with distance D as in a rotating annulus experiment. We make the following assumptions:
(i) quasi-geostrophic and quasi-hydrostatic approximations, (ii) local Cartesian coordinate system can be applied, (iii) Coriolis parameter is constant, (iv) the effect of viscosity is taken into accunt only at the bottom and the top of the fluid layer in the form of Ekman pumping, (v) the horizontal temperature gradient is constant and small. Then, with these assumptions, we can obtain the following quasi-geostrophic potential vor- * Matsuda (1984) where x, y and z are eastward-(azimuthal), northward-(radially inward-) and upwarddirected Cartesian coordinates, respectively. P is pressure and * is the thermal Rossby number defined as where * is the volume expansion rate of the fluid and g is the acceleration of gravity.
It is noted that all the quantities in eq. (2.1) have been made dimensionless by using (2*)-1, D, 2*D, *T and 4*2*0*D2 as time, space, velocity, temperature and pressure scales, respectively, where *0 is the mean density of the fluid and * is a small nondimensional parameter corresponding to the slope of isotherms in a meridional plane in the basic state.
As the suffixes x, y, z and t indicate the derivatives with respect to x, y, z and t, respectively.
Linear problem
In this section, we shall review briefly the results of the following Eady-type or modified Eady-type baroclinic instability problems, for the sake of convenience to later non-linear discussions.
(1) Effects of the Ekman damping (Barcilon, 1964) . (2) Effects of boundary forcings; (a) a sloped bottom (Blumsack and Gierasch, 1972) , (b) a sinusoidal bottom topography and/or thermal forcing
Eady problem with the Ekman damping
This problem was first studied by Barcilon (1964) . Linearizing quasi-geostrophic potential vorticity equation (2.4), we have P=(Q cosh(2qz)+Rsinh(2qz))sin (lY) where q=1/2{*(k2+l2)}1/2, Y=1/2+y and c is complex in general: c=cr+ici.
Here, we note that if we apply our results to the annulus experiment with the inner radius a and the outer radius b, k is given by k=2Dn/ (a+b), (n=0, 1, 2,*), where (a+b)/2 is the mean radius of the annulus.
Thus where * is the kinematic viscosity of the fluid.
We assume the following normal mode solution which automatically satisfies the boundary condition (3.2). For E=0.02 and l=* and d=1 (these values are used throughout this work), the neutral curve is shown in Fig. 1 (solid line) , and the real and imaginary parts of c in Fig. 2 (a) and 2(b), respectively.
It is seen that for a given wave number larger than about 0.4, there are two stable regions. The region with large * corresponds to the so-called upper symmetric regime, while that for small * to the lower symmetric regime. In the followings, we use k=kc=0.78 at marginal point * =*0=0 .517 for the wave number.
A sloped bottom boundary
In this sub-section, following Blumsack and Gierash (1972) In Fig. 1 , shown are the neutral curves for *h=-0.1 (broken line) and for *h=0.1 (dash-dotted line). The growth rate and the phase velocity are also shown in Fig. 2 (a, b) . Positive *h stabilizes waves near the critical points of the upper symmetric regime and the stable region spreads slightly, and destabilizes in the lower symmetric regime, to together with the following dispersion relation Fig. 1 Stability diagram. The solid line is for the case of flat bottom, the dotted line for the bottom *h=-0.1, and the dash-dotted line for *h=0.1.
The abscissa denotes the thermal Rossby number *, while the ordinate is the wave number k. *0 and kc depict the marginal point.
In the following discussions, we use these values.
Fig. 2
The growth rate (a) and the phase velocity (b) of waves with k=0.78 for three cases of Fig. 1. reduce the stable region. The unstable waves have negative phase velocity cr<0 (topographic beta-effect).
On the contrary, negative *h destabilizes waves near the upper symmetric regime and stabilizes them near the lower symmetric regime.
The unstable waves have positive phase velocity cr>0.
Forced baroclinic waves-resonance
In this sub-section we shall examine a stationary wave forced by the topographic forcing with a sinusoidal corrugation of the bottom or heating at the bottom in the Eady-type problem.
Here, our concern is focused on the state at the critical point (*=*0) i, e., steady state problem.
As the external forcings, we assume that and substituting P into the upper boundary condition (3.3) without the time derivative term and the lower boundary condition (3.17), we can obtain Q(h) and R(h) for J=0 (topographic forcing alone) as follows, Thus, it is seen that when thermal Rossby number * is equal to *0 (i, e., neutral state, see eq. (3.9)) the denominator becomes zero and Q(h) and R(h) diverge, i, e., the resonance occurs. In general, in order for the wave to resonate to the stationary forcing as given by (3.15), c must be zero. In the profile of the basic zonal flow given by eq. (2.3), cr is zero for unstable waves (see Fig. 2b ). Thus, when ci becomes just zero, the resonance condition is satisfied.
In the case of simple resonant Rossby wave as discussed by Wakata and Uryu (1984) It is seen that the difference from the case of topographic forcing is only in the advance of phase 90*. The phase of the ridge associated with the wave forced by topography, if averaged in the vertical direction, can be evaluated by Q(h) as where B is the denominator of Q(h). Here we make a convention that when the denominator in the arctangent is negative, *(h) lies in the range between 90* and 270*. In the case of topographic resonance with k=kc= 0.78, at the limit *0.517 (*=*0), * tends to * 0=0.134 and s to 1.164. Thus *(h)=-17.9*. If * decreases below *0, then sign (B) changes from positive to negative, i, e., the phase jumps 180*. Then, the ridge shifts from the eastside of mountain to the westside.
The phase of ridge in the case of heating is also expressed as *(J) =tan-1(sinh(s)-scosh(s))*sign(B)/-*sinh(s)*sign( B), (3.24) and at the resonant state, it follows that *(J) =-108* .
Finally we shall discuss the response of phase velocity cr near the resonance.
As previously discussed, in order for the resonance to occur, both the phase velocity cr and the growth rate kci must be zero. The phase velocity cr of unstable wave depends only on U0 for the Eady problem.
Thus, assuming the zonal flow as U0=zH+*U, (3.25)
we solve the forced problem. For the topographic forcing, we have the following solutions ; Fig. 3 The amplitude of pressure at the bottom for h(1)=1 on (*U, *) plane.
It becomes infinite at the point * (resonance).
The interval of contour is 5. 
Non-linear problem
As mentioned before, the nonlinear treatment is essentially necessary for understanding an unstable or resonant wave in a baroclinic zonal flow. In this section we shall discuss the nonlinear processes by using the perturbation expansion method as used, for example, by Wakata and Uryu (1984) . In this study the damping is assumed as the leading order term, i.e., *(1). The amplitude equation which is a Landau equation including forcing terms is derived, and the stationary solutions and their stabilities are examined.
In the final part of this section the time-dependent solutions are also studied.
4.1
Time-evolution equation for amplitude.
We shall assume weak nonlinearlity so that the perturbation expansion method is applicable.
Introducing a small parameter * as a measure of the order of wave amplitude, we make the following scaling assumptions followings, the tilde is omitted for simplicity.
In order to see the time-dependent behaviors of wave, the method of multiple time-scale is used (cf. Nayfe and Mook, 1979 where all the quantites with tilde on the right-hand side are of * (1), and h(0), h(1), J(0) and J(1) are the coefficients of topographical and thermal forcings, which are assumed as
The above scaling assumptions are based on the following inspection.
Around a marginal state, the growth of wave amplitude is of the order of (*-*0) |*| where * is the disturbance stream function, and the advection due to a small deviation of the zonal flow from the basic configuration is of the order of (U-U0)|*|.
The non-linear feedback effect due to the wave-induced zonal flow on the wave is of the order of |*|3.
It is here noted that the cascade which would excite higher harmonics does not occur because of the orthogonality of the normal mode solution in the Eady problem. The topographic beta-effect on the wave is of the order of h(0)|*|. while the effect of zonal flow due to the mean heating is of the order of J(0)|*|. The external forcings are of the order of h(1) and J(1). Thus, in order for all these effects to be included simultaneously in the perturbation scheme, the above scaling assumption (4.1) should hold ; putting |*|*(*), we have that all these effects are of *(*3).
In the where n(A, B) stands for non-linear terms as
Here, it is emphasized that *20 cannot be excited as is seen from eq. (4.18). This is attributed to the fact that the Jacobian term n(*10eikx, **10e-ikx) in the bottom boundary condition identically vanishes if *10 is substituted. To 3rd order, *(*3);
with From the solvability condition for *11, we can see that the amplitude is independent of T1. This fact means that the transient behavior of the wave cannot be seen in this time scale for the present weak forcing problem, as in the case of resonant Rossby wave discussed by Wakata and Uryu (1984) . Thus further slower variable of time T2 is needed to see the transient behaviors.
In what follows we replace T2 by T since no confusion occurs.
We can obtain the equation for A from the solvability condition of the third order. For doing so, we must get the wave-induced zonal flow in advance, as is seen from (4.21). We can assume *00 as follows from (4.14) and (4.17);
This implies that in slower time scale T, z onal mean field *00 is in a balanced state between the non-linear forcing at the bottom and the frictional force.
Spatial functions G(i)0 (i=1, 2) can be expanded into a cosine series so as to satisfy the side boundary condition Pyt=0 at Y=0, 1 (cf. Phillips, 1954; Uryu, 1974 The coefficients are given in Appendix B. Let us consider the physical meanings of each term. The first term of the right-hand side expresses the propagation of wave with phase velocity cr=*U, while the second term shows the growth or decay of the wave with growth rate kci=-*i*, * being a small correction to the growth rate, because * is pure imaginary. The third term (the first in the curly bracket) shows the suppressing effect due to the induced zonal mean flow *00 caused by a self-coupling of the wave. The induced zonal mean flow and temperature caused by G(1)0 (Y, z) in eq. (4.24) are shown in Fig. 4 (a, b) . The meridional temperature gradient becomes smaller owing to the eddy heat flux, resulting in that the shear of zonal flow is reduced as is seen from thermal wind relation.
Easterlies (negative u) appear in the upper region, while westeries (positive u) in the lower region with equal magnitude. Since the configuration of U0 is antisymmetric with respect to the mid-level (z=0) in the present model, then *1 is real negative, and hence this nonlinear effect does not cause the propagation of the wave.
The fourth term The fifth term (the third in the curly bracket) expresses the effect of bottom slope. Although the bottom slope does not induce zonal flow, it causes the so-called topographic beta-effect due to *'h(0)y .
The bottom with h(0)>0 (h(0)<0) which is higher (lower) in the northern side relative to the southern side stabilizes (destabilizes) the wave and makes it move with westward (eastward) phase velocity as discussed by the linear theory in *3.2. This can be shown by the estimation of the influence of h(0) on the wave due to *3 as follows; phase velocity cr*-h(0) Im(*3)/k and growth rate kci*h(0) Re (*3), where Re (*3) is negative and Im (*3) is positive as is shown in Appendix B. The sixth and seventh terms express the resonance due to the topographic and thermal forcings, respectively.
The phase is lacked and the amplitude increases in proportion to time (as A*4h(1) T=0.04e-17.9i*/180 h(1)T and *5J(1)T=0.2e-108i*/180J(1)T, respectively). Each phase of the ridge is -17.9* and -108* which agree with those obtained linear calculations in *3.2.
So far, we have seen the influences of each effect on baroclinic wave.
However, when some forcings are present simultaneously, their dynamical coupling processes are not understood well. This study can be performed by solving eq. (4.26) directly.
In the following sub-sections, we investigate the equilibrium solutions and their stabilities.
Equilibrium solutions and their stabilities
We seek the equilibrium solutions of eq. As is seen from the definitions of ar, ai and so on, the effects of h(0) and J(0) can be involved in those of the combination of *U and * and the resonant forcing terms are also similarly summarized by h(1). Thus, we can treat the problem only by giving a set of (*, *U, h(1)) as external parameters.
If the external forcing does not act (i.e.c r=Ci=0), the phase of wave is not determined uniquely. If ai*0 (i.e. *U*0) together with cr=ci=0, there is only a trivial solution R=0. However, if ai=0 with cr=ci=0, then we have that X=-ar/br. This result is equivalent to that obtained by making a transformation A*AeiaiT in eq. (4.27) (i, e., the wave is observed in a moving coordinate with velocity ai/k), because the term multiplied by ai disappears by this transformation. In other words, *U does not change the amplitude of wave but causes the propagation in the zonal direction when no external forcing acts.
In the presence of external forcing h(1) if ai is zero (i.e. *U=*), the phase of wave cannot change. It is determined only by the forcing as In order to examine the local stability of above mentioned equilibrium solution, solution (R, *) is devided into the equilibrium solution (Rs, *s) and the time dependent perturbation (R'(T), *'(T)) as follows (as for this treatment, see Appendix C): off-diagonal components vanish when no external forcing acts. Fig. 6 shows the result for the case of no external forcing (h(1)=0 and *U=0). The symbol * depicts the stable solutions and * depicts the unstable ones. With decreasing thermal Rossby number *, one equilibrium solution (axially symmetric, or equivalently, zonal flow) becomes unstable and bifurcates into three solutions. It is noted that there are two stable solutions for *<0 and that these are identical with each other except phase difference 180*. This type of bifurcation belongs to the so-called Rayleigh type, which is characterized by the breakdown of translational symmetry (e.g., Matsuda, 1983) . A familiar example is the Benard convection, in which a bifurcation from thermal conduction state into convective one occurs.
In order to see the influence of external forcing, we first examine the effect of h(1), topographical forcing, alone. In Fig. 7 , the amplitude and the phase for h(1)=0.5 are shown. We have three distinguishable solutions. The largest amplitude solution is stable, while the others are unstable.
This result is consistent with Roads. (1980a, b) . The phase -17 .9* for the stable solutions is equal to that obtained by the linear theory (*3.3). In addition, the existence of multiple equilibria depends on h(1), as is shown in Fig. 8 : for a given thermal Rossby number *, the region of three equilibrium states lies in smaller h (1) region, one equilibrium state in larger h(1) region. Simple calculation gives that the curve separating two regions is of h(1)*(*)3/2
As has been already mentioned above, in the case of homogeneous boundary condition (Fig. 6) , two stable solutions appearing for *< 0 are identical except the phase difference 180*, and there is no way to distinguish them from each other practically. However, the present case is quite different.
In order to show this clearly, we have redrawn Fig. 7(a, b) as Fig. 7 (c) by making a transformation A= A exp (i*+17.9i*/180)*.
This figure has two points to be mentioned.
First, the configuration of the response curves is no longer symmetric with respect to the line A=0; only one of the two stable solutions which have been obtained for the flat bottom case is a continuation from the stable solution for *> 0. That is, one of the two stable solutions becomes unstable by the sinusoidal topography.
In other words, only a wave with a particular phase relative to the topography can be chosen as stable under the resonant condition.
This result could be extended to a more general statement that any asymmetry (translational) involved in initial or boundary conditions would make one of the two solutions preferable near the linear critical point *=*0 (Matsuda, 1984 ; see also Shirer and Wells, 1982) . Further, as will be shown later in this section, the equilibrium states on branch C are unstable for phase perturbations.
Secondly, two unstable equilibrium solutions coalesce at point S. This point S may be similar to but should not be exactly regarded as a Matsuda's (1983) snap point at which a pair of a stable and an unstable solutions coalesce. Matsuda (ibid) has shown that a critical point is necessarily a snap point if the instability occurs, preserving the transla-* A becomes real . tional symmetry in the velocity fields same as that of imposed external conditions. On the other hand, in the series of works on resonant Rossby waves (e. g. Wakata and Uryu, 1984) , it has been illustrated that the response (amplitude) curves for topographic forcing alone is bent if plotted against the deviation of the basic zonal wind from the linear resonant condition.
Then, the critical point of transition from the upper to the middle branch as well as that from the middle to the lower branch is a snap point. In such cases, the transitions occur, preserving the 'symmetry' specified by a given wave number.
In the present results, too, the basic 'symmetry' is specified by a wave number and it is preserved in the transition.
However, the important difference from Matsuda's discussion lies in the fact that the present case has 2 degrees of freedom, i.e., amplitude and phase. It could be insufficient to examine the stability by perturbing, for example, the amplitude alone. This can readily be shown by writing down matrix A in this case:
where cicos(*s)-crsin(*s) =0 at equilibrium has been used.
At the point S, it is shown that RS= * -a r/3br with ar>0 and br<0. Since ci is negative as is seen from Appendix B, we can obtain that the eigen-value for amplitude perturbation is zero, while that for phase perturbation is positive. Thus, the equilibrium state at the point S is unstable for phase perturbation while it is neutral for amplitude perturbation.
The stabilities at other points on branch B and C can be seen as follows. It is first noted that on these two branches, the eigenvalues for phase perturbation are positive as at the point S. On branch B, RS*-ar/3br, and hence the eigen-value for amplitude perturbation is positive. Thus, the equilibrium solution on branch B are unstable for amplitude as well as phase perturbations. On the other hand, we have that RS*-ar/3br, i.e., negative eigen-value, on branch C, and hence the Y. Wakata and M. Uryu 823 equilibrium solution on this branch are stable for amplitude perturbation, but unstable for phase perturbation. Further, as has been done by Matsuda (ibid), one of the most understandable ways to depict the stabilities is to draw the potential curve or surface.
It is, however, difficult to do so in the present case, because of 3 dimensionality of the phase space for a given set of external parameter.
An alternative way to imagine the shape of potential surface is to plot flow vectors of phase points (dR/dT, d*/dT) on R-* plane. Fig. 9 is the result (this figure is presented for the comparison with the results of more complicated cases with *U*0 shown later). It is clearly seen that phase points flow into point A from R and *-directions, and this suggests that the potential surface has a minimum around point A. On the other hand, phase points around point B flow out towards R-and *-directions, and hence we can guess that the potential surface has a maximum around point B.
Around point C, phase points flow into there from Rdirection, while they flow out toward *-direction.
This implies that the potential surface could have a saddle point around point C. These intuitive results agree with those obtained by checking the signs of eigen-values of matrix A.
Next, we consider the influence of *U. In this case, the wave propagates toward the east or west, according to the sign of *U. It is further noted that matrix A is no longer symmetrical.
In Fig. 10 , shown is the case with *U=*0.5 and h(1)=2.0. The amplitude response has no difference between two cases. But the dependences of phase on * are different.
For positive *U, the phase decreases with decreasing *, while for negative *U, it increases.
What is emphasized here is that unlike the case of *U=0, multiple equilibria can exist only in a narrow region of *(<0), and that the amplitude and the phase change continuously from the stable (unstable) to the unstable (stable) solutions. For example, there is only one unstable equilibrium solution for * -4 ( Fig . 10(a) ), to imply that there exist only time-dependent solutions in this region of *.
On the other hand, we have seen in the case of *U=0 (Fig. 6 ) that there exist three equilibrium solutions for all negative *, to imply that we can have a steady stable solution for each * negative.
As will be shown later, in case of *U*0, if we move * gradually with time from its positive value down to below -4, the flow state oscillates around the stable branch which would be obtained if *U=0 (see Fig. 16(a) ). Fig. 11 shows the existence region of multiple solutions on h(1)-* plane (morphogenesis set).
Far small h(1), there exists a region in which we have only one unstable equilibrium solution, unlike the case of *U=0 (see Fig. 8 ) ; when h(1) is small, the baroclinic instability is much more intense than that due to the topographical forcing, and hence only one unstable solution appears.
In Fig. 12 , Fig. 11 The region of multiple solutions on (h(l), *) -plane for *U= *0.5. shown is the solution surface projected onto * -*U plane at h(1)=1 .0. We see that the existence region of multiple equilibria is limited between *U=*0.4, whose width decreases gradually with decreasing *. Fig. 13 (a, b, c) are the cross sections of the solution surface cut along constant *'s for h(1)=1.00. The amplitude surface is symmetric, while the phase surface is anti-symmetric, with respect. to *U=0. Fig. 14(a) and (b) show the distributions of flow vector (dR/dT, d*/dT) on R-* plane, for two cases of h(1)=2.00 and 3.00, respectively, with fixed * (=-5.00) and *U (=0.50). These two cases correspond to points II and III in Fig. 11 , respectively. There is only one equilibrium state (point II), which is unstable both for the amplitude and phase perturbations.
The potential surface could have a maximum around this point.
It is noted that the vector arrows near R=0.24 converge to a wavy line (dotted line). This suggests that the wave vacillates with time. This will be confirmed later by numerical time integration. Fig. 14(b) is the same as Fig. 14(a) , but for h(1)=3.00.
In this case, we have three equilibrium solutions; point A corresponds to the stable state with the largest amplitude, suggesting that the potential around this point has a minimum.
The state at point C is unstable for phase perturbations but stable for amplitude perturbation, and the potential is of a saddle point type as in the case of point C in Fig. 9 . The arrow configuration near point B corresponding to the smallest amplitude state shows that this state is unstable with the potential with a maximum.
Numerical integration
The time integration of eq. (4.29) has been performed for three cases of the external parameters corresponding to points I, II and III in Fig. 11 (with *U=0.5).
The initial condition is that R=0.01 and *=0.
The results are shown in Fig. 15 (a, b, c baroclinic instability) equilibrium state exists, the wave does not settle down to a stationary state but vacillate around R=0.25. This result is also shown by an almost completely circular trajectory with its center at Re(A)=0.01 and Im(A)=0.
The result that the trajectory becomes a closed curve can be understood by the facts that in the present case, (i) there is no stable equilibrium point, (ii) the system has two degrees of freedom and (iii) A=R never becomes infinite for a given set of external parameters with finite magnitudes. However, it is difficult to prove whether the closed curve is a complete circle or not. Further, for a given set of external parameters, the closed orbit does not depend on initial conditions. It is noted that the time interval for amplitude growth is about a half o f that of decay.
Therefore, the point on the trajectory moves about two times faster on the upper half of the circle than on the lower.
This means that the frequency (and therefore phase velocity, for a fixed wave number) changes with time; the phase velocity is larger for growing stage than for decaying stage. This type of vacillation does not seem to be a simple interference between a stationary forced wave and a travelling free baroclinic wave.
As the height of mountain increases (point II in Fig. 11 ), the amplitude of vacillation becomes large, as is shown in Fig. 15(b) , and the period is about 2 times longer than that in Fig. 15(a) .
The phase velocity becomes slower in the average.
In the case of point III (Fig. 15(c) ), we have three equilibrium states (see Fig. 11 ), and the wave settles down to a stable equilibrium state; the wave does not move, i. e., it is trapped by mountain.
Finally, we show a result, Fig. 16 , obtained by changing * as *=10-T/16 with fixing h(1) and *U at 2 and 0.5 respectively. As a matter of practice, this situation is similar to that in a rotating annulus experiment with a fixed horizontal temperature gradient and a corrugated bottom, in which the rotation rate is gradually increased. At first the forced mode gradually grows by resonance, and the solution becomes time dependent, i.e., a baroclinic unstable wave appears.
Since the lower branch (the smallest amplitude state) is baroclinically unstable, the jump of state from the upper (the largest amplitude state) to lower branch does not occur unlike the case of a resonant Rossby wave discussed by Wakata and Uryu (1984) , and the wave amplitude continues to oscillate near the upper branch which can be obtained in the case of h(1)=0 and *U=0 (see, Fig. 6 ).
Discussions and conclusions
We have discussed the nonlinear behaviors of baroclinic wave in the presence of external forcing by using a Landau equation with forcing terms.
Three equilibrium solutions are found in the unstable region which is given by the linear theory.
One solution with the largest amplitude is stable, the others are unstable.
This result is consistent with that of Roads (1980a, b) , but does not agree with those of Plumb (1981b) and Pedlosky (1981b) who found also multiple equilibrium solutions with two stable solutions (large and small amplitude waves) and one unstable solution (moderate amplitude wave).
Pedlosky's work has been focused on a long baroclinic unstable wave, and he checked the stability by examining the time evolution of amplitude only. This is not sufficient, because a non-linear wave can be destabilized by phase perturbation, as has been shown in the present work. On the other hand, Plumb treated a two layer baroclinic model on beta-plane with weak dissipation in the baroclinically stable region (*=*-*0>0 in the present notation). In a linear system with no dissipation, there are two traveling neutral modes. Thus the resonance can occur in the stable region, when the phase velocity of one of the neutral modes coincides with that of external forcing. In the present paper, since we have assumed a fluid Y. Wakata and M. Uryu 829 layer under large effect of viscosity (*(1)), any large amplitude wave is not found in the stable region as is shown in Fig. 3 , and the resonance does not occur in this region. The resonance treated here occurs just at *=*0 (*=0).
In the solution set of non-linear theory, we have three equilibrium states in the unstable region (*=*-*0<0).
The smallest amplitude state is originally baroclinically unstable in the linear Eady problem and one of the other two solutions is destabilized by the topography.
Thus, we cannot obtain two stable solutions.
In the case of very weak dissipation, stable equilibria more than one for *<0 may be possible. Further studies for the case of weak dissipation, including the unstable region, are needed.
As is seen from Fig. 7 , if *U=0, the amplitude of stationary wave becomes large but the phase does not change, as thermal Rossby number is decreased far from the critical value (*=*0).
However, if *U*0, the phase of wave changes with *; as is seen from Fig. 10 (a, b) , the wave attains an equilibrium by adjusting its phase so that, for example, a pressure trough shifts from a descending flow region due to Uhx at the bottom toward an ascending region.
As * is decreased gradually in time, the stationary mode is taken over by a traveling baroclinic unstable wave at the snap point (P in Fig. 16 ) which is now located in the region *<*0 (unstable region, obtained by the linear theory). This stabilizing effect of mountain, in the sense that a baroclinic travelling wave does not appear just below, but at a finite distance from *=*0, agrees with the experimental result of Jonas (1981) that has been performed under a similar situation to that treated here.
As the baroclinic wave grows, nonlinear interactions with a stationary mode occur, causing a vacillation.
It is noted that the phase velocity or the wave frequency changes with time. If a mountain height exceeds a critical value, the wave is trapped by the mountain. The time mean of wave structure cannot coincide with that of the stationary mode. The vacillation in the present work is attributed to the stability change due to the mean flows induced by the interaction between baroclinic and stationary waves. The present result cannot be interpreted by a simple interference of free and forced modes. In the stability check (section 4), we have expressed A in the polar form, i.e., A=Rei*, and decomposed R and * into the equilibrium solution and the perturbation, respectively. This treatment is seemingly different from those which handle . the equation for the pair of Ar and Ai or A and A*. Here, we show that these three ways lead to the same result.
Linearizing eq. (4.27) around the equilibrium state, we have the following equations for the perturbation quantities (R', *'), (A'r, A'i) Y. Wakata and M. Uryu 831 and (A', A*').
where X, Y and Z are the Jacobi matrices defined as
It is readily seen that (R', *') and (A'r, A'i) are related at the first order of dash quantity as follows;
Hence, multiplying (C-5) by P-1 from left,
We have X=P-1YP; therefore X and Y have equal eigen-values. This is correct so far as P is regular.
As for (A'r, A'i) and (A', A*'), we have the following relations Hence it follows that Z=P-1YP.
Thus, we can see that these three methods lead to the same results. It is noted that if RS=0, P is not regular and *S is not determined. In this case, the stability check should be done by using (C-5) or (C-6).
