He derived the CD equation from chromatography theory, based on the assumption that all water percolating 
leading to the development of models that include prefwith undisturbed soil or sand both exhibiting preferential flow. The erential flow (Ahuja et al., 1993;  model is able to describe the breakthrough of solutes with physically Ritsema et al., 1998; Hendriks et al., 1999 ; Faybishenko meaningful parameters through coarse sand with fingered flow and et al., 2000) . One of earliest type of preferential flow through undisturbed soil cores. In coarse sand, water and solutes flow models, formulated by Jury and co-workers, was the only through the fingered flow paths in the conveyance zone. In transfer function (Jury and Roth, 1990) . In this model, above when the correlation is known between the points (Nissen et al., 2000) . In all cases, the model development was usually ahead of the experimental work by requiring S ince the discovery of pesticide contamination of the input parameters that were not readily available. Long Island aquifers in the early 1980s, both the A novel set of experiments was performed by Kung effect on water quality of preferential flow and their et al. (2000) at four different sites across the USA. occurrence have been researched widely. The term prefThey noted that under steady state conditions, the solute erential flow refers to the rapid, nonuniform transport transport behavior was surprisingly similar between of solutes and water through preferred pathways in the sites (Kung et al., 2000) . This could mean that there is subsoil (Stagnitti et al., 1994) . Three categories of prefone equation for describing the solute transport in field erential flow have been distinguished: macropore flow soils in which water and solutes can move through prefin well-structured soils (Quisenberry and Phillips, 1976;  erential transport paths. However, no generally ac- Beven and Germann, 1982) , fingered flow in granular cepted analytical expression for describing this type of soils and water repellent soils as a consequence of unstasolute transport has been agreed on. In this paper, we ble wetting fronts (Hill and Parlange, 1972; Bauters suggest and test such an expression. et al., 1998) , and funnel flow (Kung, 1990) . Dekker and Ritsema (1994) note that preferential flow is more the
Generalized Preferential Flow Model Development
rule than the exception.
Solute movement prediction in soils was initiated by One of the ways to model preferential solute movevan der Molen (1956) to predict the rate of desalinizament is by dividing up the soil profile ( Fig. 1 ) into a tion of the Dutch polder soils after inundation by the sea. distribution zone (or an induction zone) near the soil surface and a conveyance zone below (Ahuja and Lehman, 1983; Jarvis et al., 1991;  Y.-J. Kim, Dep. of Biological and Environmental Engineering, Riley- Ritsema and Dekker, 1995 
where ␣ ϭ
The last term can usually be neglected when x or t are sufficiently large, that is, (x ϩ vt␣)/(4Dt) 1/2 Ͼ 3. For the boundary condition in Eq.
[2], we find by superposition for sufficient large x or t that the concentration in the conveyance zone equals
(1 Ϫ ␣) Ϫ t · locity. Without loss of generality, the theory can be Equation [5] is valid for continuous application of the extended equally well for two (matrix and preferential) solute. For a pulse application for which at time t ϭ or more flow regimes.
the solute application is stopped and only rainwater is For the case when the initial concentration in the disapplied, the solute concentration for t Ͼ can be found tribution zone is C 0 (kg/m), and the rainfall is solute free, by subtracting the concentration calculated with Eq.
[5] the concentration, C (kg/m), in the percolating water at time t Ϫ from the concentration calculated at time t. out of the distribution zone can be described as (Jury In case there is more than one flow path with different and Roth, 1990; velocities and assuming no mixing between the flow C ϭ C 0 exp(Ϫt)
[1] paths, the solute concentration can simply be expressed by summing the contributions of the different flow paths, where t (s) is time, (s Ϫ1 ) is the coefficient equal to q/w, q (m/s) is the steady state flow rate, and w (L) is
[6] the apparent water content in the distribution zone. For nonadsorbed chemicals, w is simply defined as the where a i is the fraction of water moving at a velocity of volume water in the distribution zone per unit area. that the transport in the preferential flow paths of the exposed to this type of rainfall before being brought into the conveyance zone can be described with the CD equation laboratory. The experimental setup is shown in Fig. 2 . The arti- (Parker and van Genuchten, 1984) ficial rainfall was applied with a rainfall simulator containing six moving needles, rotating in two directions to randomize raindrop distribution (Andreini and Steenhuis, 1990 flow rate was 0.4 cm/h, but one of the pumps was misadjusted and the application rate was 0.05 cm/h, which was too low for the pump to function well. In the second cycle the high application rate was around 1.7 cm/h, and in the third cycle the low intensity was approximately the same as the intended rate for the first cycle (Table 2) . For the third set of experiments, six columns, two for each of the three rainfall intensity cycles, were used as part of an experiment on the movement of Cryptosporidium parvum oocysts and are of interest here because chloride was applied in the feces. The type of columns (14 cm in diam. and 40 cm high) and the sand (1.1-mm average diam.) were the same as in Exp. 2. In contrast to Exp. 1 and 2, chloride was applied in the feces. For each of the three rainfall intensity cycles, a different set of two columns was used. Regular acid rain was applied until steady state flux conditions were reached, after which cow manure mixed with 2 g of NaCl was added to the columns and the rainfall was continued. At the end of the experiment, a 0.5% FD&C No. 1 blue dye was added to the rain and the columns were segmented and the flow pattern observed. The rainfall intensities employed were approximately 0.3, 1, and 2 cm/h (Table 2) . To compare the experimental results with the model data, graphical and statistical criteria can be used. Graphical com- Table 1 . Artificial acid rain composition and resulting ionic conparisons between model and observed data are subjective;
Model Comparisons

centrations.
however, no best statistical-quality criterion has been identi-
Target ionic
fied for hydrologic models (Weglarczyk, 1998 measure between two models with the lowest AIC value indicating the best fit. The first criterion, the R 2 correlation in the Cornell University Orchard, in an area with a sod cover method, can be found in most text books and is not given here. with roots in the upper 20 cm and with cracks below the 20-cm
The second criterion, transformed to a scale of Ϫ∞ to 1, depth. The soil structure is described as firm, moderate coarse was derived from the mean absolute model error (Perrin et al., prismatic parting to medium, subangular blocky (Akhtar et al., 2001) . While the R 2 yield is an assessment of how well each 2003). Earthworms and root holes followed the crack netof the individual points fit the observed data, MCE measures work between the hexagonal 25-cm-wide peds. The columns the ability of a model to correctly reproduce the concentrawere brought to the laboratory and each subjected to two tions during the entire experimental period. The MCE is given sequential rainfall intensity treatments, hereafter referred to as (Perrin et al., 2001 ): as cycles, starting with a low rainfall rate cycle of approximately 0.18 cm/h, followed by a second cycle at a rate of 1.5 cm/h ( Table 2) . Each of the two cycles consisted of three
separate parts: First, regular acid rain was applied. After steady state flux conditions were established, acid rain with a chloride solution (1 g/L of CaCl 2 ) was applied at the same intensity. After the chloride concentration in the drainage
The third criterion is the AIC and can be expressed as (Webwater equaled the input concentration, regular acid rain was ster and McBratney, 1989) added again in the last part of the cycle. The experiment was stopped or switched to the next intensity in the next cycle AIC ϭ 2(L ϩ p) [8] after the chloride concentration in the drainage water was undetectable.
where L is the maximum likelihood estimate and p is the In the second set of experiments, two homogeneous sand number of parameters in the regression equation. According columns (14 cm in diam. and 40 cm high) were used. The colto Larget (2003), Eq.
[8] can be given in a regression context as: umns were filled with dry and sieved commercial 12/20 sand (1.1 mm average diam., Union Corporation) and packed using a vibrator. The water and chloride application was similar to
the first experiments, with the difference that three cycles with different intensities were used. In the first cycle, the intended where n is the number of observed and predicted concentrawater needed for initial breakthrough was directly detion pairs (C obs,i and C sim,i , respectively). There are other forms pendent on the rate of application (Fig. 3c) : the smallest of the AIC that have different constants, but since the AIC amount for the 0.05 cm/h rate and the greatest for the value of the two models is compared, this will not affect the 1.8 cm/h. The BTCs falling limbs ( Fig. 3e and 3f ) mirror outcome.
the rising limbs in Fig. 3c and 3d. As before, the BTCs
The numerical evaluation criteria were applied to the fitted for the first two rainfall intensity cycles nearly coincided data for each of the columns. In addition, the parameter values when plotted as a function of time ( Fig. 3f ) and varied were evaluated both for consistency and agreement with meawith application rate when cumulative drainage was the sured values.
independent variable (Fig. 3e) . These results differ from the standard CD equation
RESULTS AND DISCUSSION
where the BTCs are expected to nearly coincide when plotted as a function of the application rate, and greatly Chloride BTCs for all experiments are given in Fig. 3 . The chloride concentration is plotted both as a function differ when charted against time. As we will see later, the different behavior of the BTCs in Fig. 3c and 3d is of time and as a function of cumulative outflow. In the first experiments for the two undisturbed cores, the a direct consequence of the preferential flow paths in the conveyance zone. In sandy soils with fingered flow same pattern emerged when plotted as a function of the cumulative outflow (Fig. 3a) . For both flow rates, the paths, the solute velocity through these fingers is depenchloride concentration in the drainage water rose rapdent on the quotient of conductivity and equilibrium idly during the first 2 to 3 cm after application, followed moisture content, and thus almost independent of the by a plateau in the chloride concentration (Fig. 3a) . Afflow rate (Selker et al., 1992) . The number of flow paths ter approximately 6 cm of drainage, this was then folis dependent on the highest application rate experienced lowed by a more gradual increase in chloride concentra- (Selker et al., 1996) , that is, as many fingers form as tion until the outflow chloride concentration was close to needed to carry the flow. Thus, for the second low applithe input concentration. The difference between the flow cation rate, the wetted area was larger compared with rates was the chloride concentration of the plateau the first application rate, resulting in lower chloride (Fig. 3a) . The plateau for the high rainfall application velocities (i.e., same flow rate over a larger area). rate was at 0.38 Cl/Cl 0 , and for the low rate at about
The results of the third set of experiments (Fig. 3g  0. 15 Cl/Cl 0 , where Cl is the concentration of chloride. and 3h) where chloride was added to the surface of the On the basis of experiments done by Camobreco et al. column are, in many respects, the same as for the second (1996), we hypothesize that the early fast breakthrough set of experiments. The BTCs' rising limbs for the three and plateau were directly caused by the chloride breakintensity cycles coincided when plotted vs. time, and are through in the macropore network, while the concentraindependent of the flow rate. Note that in this set of tion of chloride in the matrix flow was negligible. The experiments, different columns were used for each apsecond, more gradual increase in chloride concentration plication rate, and thus each column was only subjected in the outflow water was the result of the breakthrough to one rainfall intensity rate and not several, as was the of chloride in the matrix. The BTCs plotted as a function case for Exp. 1 and 2. The number of fingers increased, of time (Fig. 3b) show that, despite the similarity when as expected, for increasing flow rates ( Fig. 4 ; Table 3 ). plotted as a function of the amount of water drained, the As before, plotting the Cl concentration vs. the cumulavelocities for high and low rates were distinctly different.
tive drainage separated the BTCs (Fig. 3g) . Since the The BTCs for the two sand columns (the second examount of chloride was fixed, the falling limbs were periments) are shown in Fig. 3c to 3f . The BTCs' rising dependent on the initial breakthrough of the chloride. limbs ( Fig. 3c and 3d) for the first two rainfall intensity cycles (low and high application rates) coincided reason-
Model Results
ably well when plotted as a function of time (Fig. 3d) .
In general, to calibrate the GPFM, three parameters The BTCs for the third cycle with a low application rate was delayed significantly. Conversely, the amount of are required for the fingered flow columns (Exp. 2 and For the undisturbed soil (Exp. 1 in Table 3 ), the proportion of flux through the preferential flow path was derived directly from the plateau of the preferential flow in Fig. 3a and 3b . For example, the relative concentration of 0.38 Cl/Cl 0 was assumed to imply that 38% of the flux through the preferential flow paths at the input concentration and the remaining flux through the matrix with zero concentration. As long as the flux is below the saturated conductivity-as it was herehigher flow rates resulted in more pores taking part in the transport of the water and solutes. The velocity of velocity by a factor of five to six times (Table 3) . It is 3). These are the amount of water in the distribution likely, therefore, that at a greater flow rate larger pores participated in the flow. The dispersivity, computed by zone, the solute velocity, v, and the dispersion coefficient in the conveyance zone, D. On the basis of these dividing the dispersion coefficient by the pore water velocity, was between 1.5 and 2.5 cm and nearly indeparameters, the mobile region fraction, ␤, can be calculated as: pendent of flux. The amount of water in the distribution layer increased from 1.8 cm at the low rate to 3 cm at ␤ ϭ q/v
[10] the high rate. The fitted and observed BTCs for the A value for ϭ 0.15 cm 3 /cm 3 was used as the equilibrium high application rate for Column 1 are shown, as an volumetric moisture content in the finger (Selker et al., example, in Fig. 5 . Overall, the model produced a rea-1992). In addition to these three parameters, the proporsonable fit (Table 4) with realistic fitting parameters, tion of flux through the preferential flow path, a i , is although the increase in the apparent water contents of required for the undisturbed soil columns in Exp. 1. The the distribution zone was initially not expected. fitted and calculated model parameter values are given
The BTCs from Fig. 3c to 3f for the second experiin Table 3 , and the goodness of fit between observed ments (Exp. 2 in Table 4 ) were fitted to Eq.
[5]. The and modeled data in Table 4 . For both the R 2 correlation fitted solute velocities in the conveyance zone for the and the MCE methods, unity indicates the best agreefirst two rainfall intensity cycles were independent of ment between observed and predicted values, while the application rates except for the very low application AIC is comparative indicator with the smaller AIC value rate of 0.05 cm/h. This might have been caused by uneven water distribution associated with this low rate so indicating the better model. that the whole distribution layer did not wet. In the third rainfall intensity cycle, the velocities were significantly lower because the high flux in the second cycle increased the number of flow paths which were maintained when the flow rate decreased. Hence, there was a greater proportion of the column wetted (Table 3 ). The apparent water contents in the distribution zone ranged from 0.6 to 1.5 cm (excluding the lowest application rate) and corresponded well to the observed distribution zone depth in the columns of 3 to 5 cm. A dispersivity value of 2 cm fitted all data equally well. Experimental observations and predicted curves are shown for Column 1 in Fig. 6 . Generally, a good fit was obtained with R 2 values of 0.97 or higher, with the exception of the 0.05 cm/h (Table 4) . fitted to Eq. [4] (Exp. 3 in Table 3 ). The velocities were slightly less, and water contents of the distribution zone at the surface for this column. There was also a greater variability in the fitted parameters, especially for the were greater than in Exp. 2. This might have been caused by the manure that plugged some of the pores. A good dispersivity that varied from a value of 1.1 to 5. Example fitted and observed results are shown graphically for example was that in one of the columns under the high flow rate, the drainage rate decreased after application Column 1 with 1 cm/h rain in Fig. 7 . Statistical analysis is given in Table 4 . of the manure and then increased slowly but did not reach its initial value. As a result, some water ponded
The amount of water in the distribution zone per unit SOIL SCI. SOC. AM. J., VOL. 69, MARCH-APRIL 2005 which is counterintuitive. Also, the dispersivity values for the high application rate were out of the expected range of 5 to 20 cm for field soils (Jury et al., 1991) . Both models having approximately the same values for goodness of fit when both the R 2 and the MCE tests are used (Table 4) . The AIC, which penalize for the greater number of fitting parameters, indicate that the standard CD equation is the best model for the low application rate but not for the high application rate. Thus, for the undisturbed columns, despite that the standard CD model gave a statistically slightly better fit for the low application rate, the model parameters are not consistent for the two application rates and will give unrealistic results when used outside the calibration range.
For the sand columns in the second set of experiments, in Table 5 whether the CD equation was valid. The R 2 , AIC, and MCE values were generally high (Table 4) . parameter values in Table 5 with which was different than observed (Fig. 4) . fitted poorly. In addition, the AIC values were lower ‡ v ϭ pore water velocity.
for the GPFM. Most of the parameters used were also § D ϭ dispersion coefficient.
physically unrealistic. The moisture contents were un- ¶ ϭ dispersivity (D/v ). # ϭ moisture content.
reasonably low, similar to the second set of experiments. Dispersivities were also too large compared with the area is plotted as a function of the flow rate in Fig. 8 for suggested experimental values (Jury et al., 1991) . Thus, all three experiments. The water content values were unlike the GPFM (Table 3) , the standard CD equation consistent between the sand and the undisturbed soil colwas incapable of predicting solute transport applied on umns and increased with increasing flow rates. The the soil surface with the feces. Since in Exp. 2 the CD dependence of water contents on flow rate merits furequation fitted the observed data of a fingered flow ther investigation. experiment, the main culprit in Exp. 3 was likely the surface boundary condition. The surface boundary con-
Comparison with the
dition for the standard one-dimensional CD equation
Convective-Dispersive Equation
is a constant concentration which was imposed for Exp. 2 but was not met in Exp. 3. Although the GPFM fitted the data reasonably well
The final question is if the two-region CD equation with parameter values that were physically meaningful, (Parker and van Genuchten, 1984) can predict the obthe question remains whether we could have obtained served BTCs. For the sandy soils, the soil remained dry the same fit with the standard CD equation without the between the fingers, and the assumed exchange in the twodistribution zone. We fitted, therefore, all the BTCs to region CD equation between the matrix and the preferthe standard CD equation (Eq. [3] ) using the CXTFIT ential flow paths could not take place. Thus, the sand computer program (Parker and van Genuchten, 1984) .
columns will not be considered further. We also fitted The flux type boundary condition was applied with a the parameter values for the undisturbed soil column exretardation coefficient set to 1 and a decay rate set to periment. Although the best-fitting results were achieved 0. Assuming that the water was uniformly distributed with reasonable values for the velocity and dispersivity through the columns, the moisture content was calcuof 0.6 cm/h and 5.7 cm, respectively, with the high R 2 lated by dividing the flow rate by the velocity. As shown value of 0.98, the dimensionless variables estimated, ␤ in Table 5 , for undisturbed columns the moisture content of the column decreased for the increased flow rate and , were unrealistic. The product ␤R (where R is the 
