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Rational Solutions of Riccati-like Partial Differential
Equations
ZIMING LI† AND FRITZ SCHWARZ‡
GMD, Institut SCAI, 53754 Sankt Augustin, Germany
When factoring linear partial differential systems with a finite-dimensional solution space
or analysing symmetries of nonlinear ODEs, we need to look for rational solutions of
certain nonlinear PDEs. The nonlinear PDEs are called Riccati-like because they arise
in a similar way as Riccati ODEs. In this paper we describe the structure of rational
solutions of a Riccati-like system, and an algorithm for computing them. The algorithm
is also applicable to finding all rational solutions of Lie’s system {∂xu+u2 +a1u+a2v+
a3, ∂yu+ uv + b1u+ b2v + b3, ∂xv + uv + c1u+ c2v + c3, ∂yv + v2 + d1u+ d2v + d3},
where a1, . . . , d3 are rational functions of x and y.
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1. Introduction
Riccati’s equation is one of the first examples of a nonlinear differential equation that was
considered extensively in the literature, shortly after Leibniz and Newton introduced the
concept of the derivative of a function at the end of the 17th century. Riccati equations
occur in many problems of mathematical physics and pure mathematics. A good survey
is given in the book by Reid (1972).
Of particular importance is the relation between Riccati’s equation and a linear ODE
y′′ + ay′ + by = 0 with a, b ∈ C(x), where C is the field of the complex numbers. For
example, solutions h with the property that the quotient p = h′/h ∈ C(x) may be
represented as h = exp
(∫
pdx
)
if p satisfies the first-order Riccati equation p′+p2 +ap+
b = 0. Equivalently, this linear ODE allows the first-order right factor y′−qy over C(x) if
q obeys the same equation as p. In general, finding the first-order right rational factors of
a linear homogeneous ODE is equivalent to finding the rational solutions of its associated
Riccati equation (see, for example, Singer, 1991).
It turns out that this correspondence carries over to systems of linear homogeneous
partial differential equations with a finite-dimensional solution space. Systems of this
kind occur in Lie’s symmetry theory for solving nonlinear ODEs and related equivalence
problems. For example, Lie studied the coherent nonlinear system
{∂xu+ u2 + a1u+ a2v + a3, ∂yu+ uv + b1u+ b2v + b3,
∂xv + uv + c1u+ c2v + c3, ∂yv + v2 + d1u+ d2v + d3} (1.1)
for the first time in connection with the symmetry analysis of second-order ODEs with
projective symmetry group (see, for example, Lie 1873, p. 365). It is suggested therefore
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to call (1.1) Lie’s system. We will show that Lie’s system may be transformed to the
Riccati-like system R(2)3 given in Example 3.1.
Let Q be the field of the rational numbers and Q¯ the algebraic closure of Q. This
paper solves the following problem. Given a set L of linear homogeneous PDEs in one
unknown function z(x, y) whose coefficients are in Q(x, y) and whose solution space is
of finite dimension, find a solution of L in the form exp(∫ u dx + v dy), where u and
v are in Q¯(x, y) with ∂yu = ∂xv. In other words, we want to find a linear differential
ideal over Q¯(x, y) with one-dimensional solution space containing L. As shown in Sec-
tion 3, this problem is equivalent to finding a rational solution of the Riccati-like system
associated with L. We describe an algorithm for computing all rational solutions of an
associated Riccati-like system. The algorithm is being implemented in the ALLTYPES
system (Schwarz, 1998b), and applicable to finding rational solutions of Lie’s system and
hyperexponential solutions of linear homogeneous PDEs with finite-dimensional solution
space in several unknowns.
The paper is organized as follows. Section 2 contains necessary preliminaries. Section 3
presents the structure of rational solutions of a Riccati-like system. Section 4 modifies
an algorithm for computing rational solutions of Riccati ODEs for our purpose. Sec-
tion 5 presents an algorithm for computing rational solutions of a Riccati-like system.
Applications are given in Section 6.
2. Preliminaries
Throughout the paper, let C be an algebraically closed constant field of characteristic
0, K the field of rational functions C(x, y), and ∂x, ∂y the usual partial differential
operators acting on K. Let Ω∗ be a universal differential field of K. The constant field
of Ω∗ is denoted by C∗. Remark that the introduction of the universal field of Ω∗ is
to avoid the logical difficulties involved in the incessant extensions of differential and
constant fields. It brings no consequence to the algorithms developed henceforth. An
element a of Ω∗ is called an x-constant (resp. y-constant) if ∂xa = 0 (resp. ∂ya = 0).
An x-derivative (resp. y-derivative) of a means ∂kxa (resp. ∂
k
ya) for some non-negative
integer k. By a system we mean a finite subset of some differential polynomial ring over
K. Basic notions related to differential polynomials are used such as: rankings, leaders,
autoreduced sets, differential remainders, and characteristic sets for differential ideals.
For their definitions, the reader is referred to Ritt (1950), Rosenfeld (1959), and Kolchin
(1973). The differential ideal generated by a subset P of some differential polynomial
ring is denoted by [P].
This section is organized as follows. Section 2.1 describes the elimination property of
linear differential ideals with finite linear dimension. Section 2.2 defines the notion of
integrable pairs and studies their properties. Section 2.3 reviews the notion of coherent
orthonomic systems. Section 2.4 describes two methods for finding solutions (in Q¯(t)) of
a zero-dimensional algebraic system over Q¯(t).
2.1. linear systems with finite linear dimension
Let z be a differential indeterminate over K and fix an orderly ranking on the differ-
ential polynomial ring K{z}. We denote by L the K-linear space consisting of all linear
homogeneous polynomials in K{z}.
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Given a linear system L ⊂ L, the linear dimension of [L] in K{z} is the codimension
of L ∩ [L] in L (Kolchin, 1973, p. 151). The solution space of L is a C∗-vector space. Its
dimension is equal to the linear dimension of [L] if either dimension is finite (Kolchin,
1973, p. 152). To check if the linear dimension of [L] is finite, we compute a coherent
autoreduced setA Rosenfeld (1959) such that [L] = [A]. This computation can be done by
various methods such as: Janet bases Janet (1920) and Schwarz (1998a), the characteristic
set method Wu (1989), Li and Wang (1999) and Gro¨bner bases for differential operators
Kandri-Rody and Weispfenning (1990). The linear dimension of [L] is finite if and only
if an x-derivative and a y-derivative of z appear as leaders of some elements of A.
We denote by Lx (resp. Ly) the subset of L consisting of differential polynomials
involving only x-derivatives (resp. y-derivatives) of z. The following elimination property
is well known.
Lemma 2.1. Let L be a finite subset of L. If [L] is of finite linear dimension, then there
is an algorithm for computing two nonzero elements [L] ∩ Lx and [L] ∩ Ly, respectively.
Proof. Compute a coherent autoreduced set A in L w.r.t. an orderly ranking such that
[L] = [A]. If A is {1}, [L] is trivial. Otherwise, all the differential monomials ∂ix∂jyz that
cannot be reduced w.r.t. A, form a finite basis B for the K-vector space V = L/(L∩ [L]).
Using A, we can express any element of V as a K-linear combination of elements of B
by the reduction w.r.t. A and linear algebra. In particular, we can compute the smallest
integer n and a0, a1, . . . , an−1 ∈ K such that
Lx = a0z + a1∂xz + · · ·+ an−1∂n−1x z + ∂nx z ∈ [L].
Similarly, we can find a nonzero linear differential polynomial in [L] ∩ Ly. 2
Remark 2.1. As described in the proof of Lemma 2.1, Lx and Ly can be computed by
a similar method used in Gro¨bner bases computation (Fauge´re et al., 1993).
2.2. integrable pairs
To describe the structure of rational solutions in Section 3, we define a pair of rational
functions (f, g) ∈ K × K to be integrable if ∂yf = ∂xg. For an integrable pair (f, g),
the expression H = exp
(∫
f dx+ g dy
)
denotes a nonzero solution (in Ω∗) of the system
{∂xZ − fZ, ∂yZ − gZ} when the value of the multiplicative constant is irrelevant to
our discussion. Two integrable pairs (f, g) and (p, q) are said to be equivalent, denoted
by “∼”, if there exists a nonzero h in K such that f − p = ∂xh/h and g − q = ∂yh/h.
Lemma 2.2. Let (f, g) and (p, q) be two integrable pairs. Then (f, g) ∼ (p, q) if and only
if the ratio of A = exp
(∫
f dx + g dy
)
and B = exp
(∫
pdx + q dy
)
is the product of a
nonzero element of C∗ and an element of K.
Proof. From ∂xA = fA, ∂yA = gA, ∂xB = pB, and ∂yB = qB, it follows that
∂x
(
A
B
)
A
B
= f − p and ∂y
(
A
B
)
A
B
= g − q. (2.2)
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If A/B = ch for some c ∈ C∗ and h ∈ K, then (2.2) implies
f − p = ∂xh
h
and g − q = ∂yh
h
, (2.3)
so that (f, g) ∼ (p, q). Conversely, if (2.3) holds for some h ∈ K, then (2.2) and (2.3)
imply that the ratio of A/B and h is a constant in C∗. 2
By Lemma 2.2, ∼ is an equivalence relation on the set of integrable pairs.
An element a in Ω∗ is said to be a hyperexponential if ∂xa/a and ∂ya/a belong to K.
If a is a hyperexponential, (∂xa/a, ∂ya/a) is an integrable pair. Conversely, for an inte-
grable pair (f, g), we may construct a hyperexponential exp
(∫
f dx+ g dy
)
in Ω∗. For an
integrable pair (f, g), define E(f,g) to be the C∗-linear space generated by{
h exp
(∫
f dx+ g dy
)
|h ∈ K
}
.
The following lemma is used to group rational solutions of a Riccati-like system.
Lemma 2.3. If (f1, g1), (f2, g2), . . . , (fn, gn) are mutually inequivalent integrable pairs,
the sum of C∗-linear spaces E(f1,g1), E(f2,g2), . . . , E(fn,gn) is direct.
Proof. We proceed by induction. For n = 2, if E(f1,g1) ∩ E(f2,g2) contains a nonzero
element a, then
a =
(∑
i
ci1hi1
)
exp
(∫
f1 dx+ g1 dy
)
=
(∑
j
cj2hj2
)
exp
(∫
f2 dx+ g2 dy
)
for some ci1, cj2 ∈ C∗ and hi1, hj2 ∈ K. Denote by
∑
i ci1hi1 and
∑
j cj2hj2 by H1
and H2, respectively. We find
f1 − f2 =
∂x
(
H1
H2
)
H1
H2
and g1 − g2 =
∂y
(
H1
H2
)
H1
H2
, (2.4)
which is equivalent to the algebraic system
{H1H2(f1 − f2) = H2∂xH1 −H1∂xH2, H1H2(g1 − g2)
= H2∂yH1 −H1∂yH2, H1H2 6= 0}
in ci1’s and cj2’s over K. This system then has solutions in C by Lemma 5.1 of Kaplansky
(1957). Thus, the ci1’s and cj2’s can be regarded as elements in C. It follows from (2.4)
that (f1, g1) ∼ (f2, g2), a contradiction. The sum of E(f1,g1) and E(f2,g2) is direct.
Assume that the result is proved for lower values of n. If the sum of E(f1,g1), E(f2,g2), . . . ,
E(fn,gn) is not direct, there are nonzero z1 ∈ E(f1,g1), z2 ∈ E(f2,g2), . . . , zn ∈ E(fn,gn)
which are C∗-linearly dependent. By a possible rearrangement of indexes, we have
zn = c1z1 + c2z2 + · · ·+ cn−1zn−1 (2.5)
for some c1, c2, . . . , cn−1 ∈ C∗. Since z1, z2, . . . , zn−1 are C∗-linearly independent by
the induction hypothesis, Theorem 1 in Kolchin (1973, p. 86) implies that there exist
derivatives θ1, θ2, . . . , θn−1 such that W = det(θizj) is nonzero, where 1 ≤ i ≤ n − 1
and 1 ≤ j ≤ n − 1. Since the zi’s are hyperexponentials, there exists rij ∈ K such that
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θjzi = rjizi, for each i and each j. Applying θ1, θ2, . . . , θn−1 to (2.5) then yields a linear
system 
r11 r12 · · · r1,n−1
r21 r22 · · · r2,n−1
· · · · · ·
rn−1,1 rn−1,2 · · · rn−1,n−1


c1z1
c2z2
...
cn−1zn−1
 =

r1nzn
r2nzn
...
rn,n−1zn

whose coefficient matrix (rji) is of full rank because W 6= 0. Solving this system, we
get cizi = sizn, where si ∈ K. Since ck 6= 0 for some k with 1 ≤ k ≤ n − 1, so
(fk, gk) ∼ (fn, gn) by Lemma 2.2, a contradiction. 2
2.3. coherent orthonomic systems
Let D be a differential polynomial ring with a preselected ranking. A system P in D is
orthonomic if it is an autoreduced set and any element of P is linear w.r.t. its leader and
monic. A linear autoreduced set can be considered as an orthonomic system. System (1.1)
is orthonomic w.r.t. any orderly ranking on u and v. Systems studied in this paper are
always orthonomic.
Let P be an orthonomic system in D. We recall the notions of ∆-polynomials and
coherence in Rosenfeld (1959) for P. Note that these two notions are originally defined
for autoreduced sets and the name “∆-polynomial” is due to Boulier et al. (1995). Let P1
and P2 belong to P with the respective leaders θ1z and θ2z, where z is a differential
indeterminate, and θ1, θ2 are derivatives. Then there exist derivatives φ1 and φ2 with
minimal orders such that φ1θ1 = φ2θ2. The ∆-polynomial of P1 and P2, denoted by
∆(P1, P2), is φ1P1 − φ2P2. Note that ∆(P1, P2) is well defined provided the leaders of P1
and P2 are derivatives of the same indeterminate. The system P is coherent if, for every
such pair P1, P2 in P, ∆(P1, P2) can be written as a D-linear combination of derivatives
of elements of P, in which each derivative has its leader lower than φ1θ1z.
To study orthonomic systems, we need to make sure that they cannot be formally
reduced to non-orthonomic or trivial ones. Corollary 3 in Chapter I of Rosenfeld (1959)
asserts that an orthonomic system P is a characteristic set of [P] if and only if P is
coherent. Hence, P cannot be formally reduced any further if it is coherent. By the same
corollary, one can easily show
Lemma 2.4. An orthonomic system P is coherent if and only if all ∆-polynomials (pos-
sibly) formed by elements of P have zero as their differential remainders w.r.t. P.
This lemma enables us to decide algorithmically if an orthonomic system is coherent.
2.4. solving zero-dimensional system in Q¯(t)
At a certain point of our algorithm, the following problem has to be considered. Given a
zero-dimensional algebraic system S in Q¯(t)[w1, . . . , wn] where t, w1, . . . , wn are algebraic
indeterminates, find all solutions of S in Q¯(t). Since the numerical coefficients of an
element of Q¯(t)[w1, . . . , wn] are considered as algebraic numbers over a finite extension
over Q, the (extended) Euclidean algorithm, gcd-calculation, square-free factorization,
and Gro¨bner basis computation can be performed (Trager, 1976).
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Computing the Gro¨bner basis G for (S) w.r.t. some elimination ordering, say, w1 < · · ·
< wn, we find a univariate polynomial P (w1) in (S) ⊂ Q¯(t)[w1]. Hence, the problem
is reduced to finding all solutions of P (w1) in Q¯(t) because the back-substitution of w˜1
with P (w˜1) = 0 and w˜1 ∈ Q¯(t) into G never extends the coefficient field Q¯(t). There are
at least two ways to find the solutions of P (w1) in Q¯(t). One is to factor P (w1) over Q¯(t)
and consider the linear factors. The methods for absolute factorization are presented by
Kaltofen (1985a,b), Bajaj et al. (1993) and other researchers, see also Winkler (1996,
Section 5.5) and references therein. The other way is a naive undetermined coefficient
method described below.
Assume that w1 = f(t)/g(t) is a solution of P (w1) = 0, where f, g ∈ Q¯[t] and
gcd(f, g) = 1. Substituting f/g for w1 in P (w1), we derive that f and g divide the
trailing and leading coefficients of P , respectively. Assume that d and e are the respec-
tive degrees of the trailing and leading coefficients in t. Then we make the following
ansatz:
rm =
fdt
d + fd−1td−1 + · · · f0
tm + gm−1tm−1 + · · ·+ g0 , (2.6)
where 0 ≤ m ≤ e. For m = 0, 1, . . . , e, (in this order), forcing P (t, rm) = 0 yields an
algebraic system Sm contained in Q¯[f0, . . . , fd, g0, . . . , gm−1]. Assume that Sm is the first
system which has a solution. Then Sm is zero-dimensional, because P (w1) has finitely
many monic linear factors, and g is monic with minimal degree. Each solution of Sm
corresponds to a monic linear factor of P (w1). Applying this method repeatedly, we find
all linear factors of P (w1).
Example 2.2. Find the linear factors of
P = (1 + 2t2 + t4)w41 + (t+ 2t
3 + t5 − 2t2)w21 − 2t3 over Q¯(t).
Method 1. Use the Maple function AFactor to get
P = (w21 + t)(w1 + w1t
2 − αt)(w1 + w1t2 + αt) where α2 − 2 = 0.
Method 2. According to (2.6), set
rm =
f3t
3 + f2t2 + f1t+ f0
tm + gm−1tm−1 + · · · g0
for m = 0, . . . , 4. P (r0) = 0 and P (r1) = 0 lead to inconsistent systems, while P (r2) = 0
gives rise to a system with solutions f3 = f2 = f0 = 0, f2 = ±
√
2, g1 = 0, g0 = 1.
Therefore, P (w1) has linear factors
(
w1−
√
2t
t2+1
)
and
(
w1 +
√
2t
t2+1
)
. Dividing out these two
factors from P yields a polynomial which has no solutions in Q¯(t) by the same method.
Thus, the set of solutions of P in Q¯(t) is
{ √
2t
t2+1 ,−
√
2t
t2+1
}
.
It would be interesting to find a more efficient way to compute linear factors of P (w1)
over Q¯(t). But discussions along this direction are beyond the scope of this paper.
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3. Associated Riccati-like Systems and Their Rational Solutions
Given a linear differential system L ⊂ L with finite linear dimension, we want to
compute its hyperexponential solutions. The substitution
z ← exp
(∫
u dx+ v dy
)
where ∂yu = ∂xv (3.7)
transforms L to a nonlinear system in K{u, v}. The union of this system and {∂yu−∂xv}
is called the Riccati-like system associated with L, or, simply, an associated Riccati-like
system. Conversely, the substitution u ← ∂xz/z, v ← ∂yz/z transforms an associated
Riccati-like system in K{u, v} to a system in L. As in the ordinary case, computing
hyperexponential solutions of L is equivalent to computing rational solutions of its asso-
ciated Riccati-like system.
Example 3.1. Let L2 = {∂2xz+ a1∂xz+ a2z, ∂yz+ b1∂xz+ b2z} be coherent. Then the
linear dimension of L is 2. The Riccati-like system R2 associated with L is {∂xu+ u2 +
a1u + a2, v + b1u + b2, ∂yu − ∂xv}. Coherent linear systems with dimension 3 may be
either L(1)3 equal to {∂3xz + a1∂2xz + a2∂xz + a3z, ∂yz + b1∂2xz + b2∂xz + b3z}, or L(2)3
equal to
{∂2xz + a1∂xz + a2∂yz + a3z, ∂y∂xz + b1∂xz + b2∂yz + b3z, ∂2yz + c1∂xz + c2∂yz + c3z}.
Their respective associated Riccati-like systems are R(1)3 equal to
{∂2xu+ 3u∂xu+ u3 + a1(∂xu+ u2) + a2u+ a3, v + b1(∂xu+ u2) + b2u+ b3, ∂yu− ∂xv}
and R(2)3 equal to
{∂xu+u2 +a1u+a2v+a3, ∂yu+uv+b1u+b2v+b3, ∂yv+v2 +c1u+c2v+c3, ∂yu−∂xv}.
Notation. In the rest of this section, we fix a system L in L of finite linear dimension d.
The Riccati-like system associated with L is denoted by R. The set of the solutions of R
in K is denoted by S.
Note that all elements of S are integrable pairs, because ∂yu− ∂xv is in R.
To describe rational solutions of Riccati-like systems precisely, we introduce some no-
tation. Let F be a subfield of K. By an F-linearly independent set of C[x, y], we mean
a finite subset of C[x, y] whose elements are F-linearly independent. Let a, b be in K.
Let A = {a1, . . . , ak} and B = {b1, . . . , bl} be C∗(y) and C∗(x)-independent sets, respec-
tively. We define
XaA =
{
a+
∂x
(∑k
i=1 ciai
)∑k
i=1 ciai
| c1, . . . , ck are x-constants of Ω∗
}⋂
K
and
Y bB =
{
b+
∂y
(∑l
i=1 cibi
)∑l
i=1 cibi
| c1, . . . , cl are y-constants of Ω∗
}⋂
K.
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If, moreover, (a, b) is integrable and H = {h1, . . . , hm} is a C∗-linearly independent set,
we define
S
(a,b)
H =
{(
a+
∂x
(∑m
i=1 cihi
)∑m
i=1 cihi
, b+
∂y
(∑m
i=1 cihi
)∑m
i=1 cihi
)
| c1, . . . , cm ∈ C∗
}⋂
(K×K).
The next lemma tells us that the constants appearing in the definition of XaA, Y
b
B
and S(a,b)H can be chosen from some special rings.
Lemma 3.1. Let r1, r2, . . . , rk be C(y)-linearly independent elements of C(y)[x] and c1,
c2, . . . , ck be x-constants of Ω∗, not all zero. If
f =
c1∂xr1 + c2∂xr2 + · · ·+ ck∂xrk
c1r1 + c2r2 + · · ·+ ckrk
belongs to K, then there exist s1, s2, . . . , sk ∈ C[x, y] and d1, d2, . . . , dk ∈ C[y] such that
f =
d1∂xs1 + d2∂xs2 + · · ·+ dk∂xsk
d1s1 + d2s2 + · · ·+ dksk .
Proof. Assume that f = f1/f2, where f1, f2 ∈ C[x, y]. Equating the coefficients of the
like powers of x in
(c1∂xr1 + c2∂xr2 + · · ·+ ck∂xrk)f2 = (c1r1 + c2r2 + · · ·+ ckrk)f1,
we find that c1, c2, . . . , ck satisfy a linear homogeneous system over C(y). It follows that
the linear system has a nontrivial solution in C(y). Hence, c1, c2, . . . , ck can be chosen as
elements in C(y). Let h be the common denominator of all the ciri. Since h is in C[y],
f =
h(c1∂xr1 + c2∂xr2 + · · ·+ ck∂xrk)
h(c1r1 + c2r2 + · · ·+ ckrk) =
d1∂xs1 + d2∂xs2 + · · ·+ dk∂xsk
d1s1 + d2s2 + · · ·+ dksk
where d1, d2, . . . , dk ∈ C[y] and s1, s2, . . . , sk ∈ C[x, y]. 2
By Lemma 3.1 the ci’s in XaA and Y
b
B can be chosen as elements in C[y] and C[x],
respectively. In addition, the ci’s in S
(a,b)
A can be chosen as elements in C. The next
theorem describes the structure of S.
Theorem 3.2. There exist mutually inequivalent integrable pairs (a1, b1), . . . , (am, bm),
and C-linearly independent sets H1, . . . ,Hm such that S is the (disjoint) union of S
(ai,bi)
Hi
,
i = 1, . . . ,m. Moreover,
∑m
i=1 |Hi| is no greater than d.
Proof. Let V be the solution space of L and (f1, g1), . . . , (fm, gm) in S, none of which
is equivalent to the other. Then E(f1,g1) ∩ V, . . . , E(fm,gm) ∩ V are all nontrivial, and
form a direct sum by Lemma 2.3. Thus, m is no greater than d. We may further assume
that there are only m equivalence classes (w.r.t. ∼) in S.
Let (f, g) be one of the (fi, gi)’s and T = exp
(∫
f dx+g dy
)
. Assume that the intersec-
tion of V and E(f,g) is of dimension k over C∗. Then there exist C∗-linearly independent
r1, . . . , rk ∈ K such that r1T, . . . , rkT form a basis for E(f,g)∩V . If rT ∈ E(f,g), for some
r ∈ K, then r is a C-linear combination of r1, . . . , rk, because the constant coefficients of
this linear combination are determined by a non-singular linear system over K. It follows
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that the subset of S consisting of integrable pairs equivalent to (f, g) is equal to
S(f,g) =
{(
f +
c1∂xr1 + · · ·+ ck∂xrk
c1r1 + · · ·+ ckrk , g +
c1∂yr1 + · · ·+ ck∂yrk
c1r1 + · · ·+ ckrk
)
| c1, . . . , ck ∈ C
}
.
Assume that rj = hj/h where h, hj ∈ C[x, y], for j = 1, . . . , k. Let (a, b) be the inte-
grable pair (f − ∂xh/h, g− ∂yh/h) and H the C∗-linearly independent set {h1, . . . , hk}.
Then S(f,g) = S
(a,b)
H . Since S is the (disjoint) union of S(fi,gi), i = 1, . . . ,m, there exist
integrable pairs (ai, bi), with (ai, bi) ∼ (fi, gi), and C∗-linearly independent sets Hi such
that S is the (disjoint) union of S(ai,bi)Hi , i = 1, . . . ,m. Moreover,
∑m
i=1 |Hi| ≤ d, because
dimC∗(E(ai,bi) ∩ V ) = |Hi|. 2
We call the set {S(ai,bi)Hi | i = 1, . . . ,m} a representation of S.
4. Some Special Rational Solutions of Riccati ODEs
Let F be a constant field of characteristic zero, F¯ the algebraic closure of F, F(t)
the differential field with derivation operator ddt = ′. and z a differential indeterminate
w.r.t. ′. Define the sequence of differential polynomials (Wi)i≥0 by W0 = 1, and Wi =
W ′i−1 + zWi−1, for i ∈ Z+. An (n− 1)th order associated Riccati ODE of z is
Rn−1(z) = AnWn + · · ·+A1W1 +A0W0 = 0, (4.8)
where An, . . . , A1, A0 ∈ F[t]. Applying the transformation z = Z ′/Z to (4.8) yields the
equation AnZ(n) + · · ·+A1Z ′+A0Z = 0 with which (4.8) is associated. We denote by T
and T¯ the solutions of (4.8) in F(t) and F¯(t), respectively. Algorithms by Singer (1991)
and Bronstein (1992a) are able to compute T¯. We present a theorem to describe the
structure of T and modify Bronstein’s algorithm solve riccati to compute T.
For f, g ∈ F(t), define that f and g are equivalent if f − g = h′/h for some h ∈ F(t).
This relation is an equivalence one and denoted by ∼t. By a F-linearly independent set
we mean a finite subset of F[t] whose elements are linearly independent over F. For
a ∈ F(t) and a linearly independent set A = {a1, . . . , ak}, we denote by T aA the set{
a+
∑k
i=1 cia
′
i∑k
i=1 ciai
| c1, . . . ck ∈ F¯,not all zero
}
.
To describe the structure of T, we need a replacement for Lemma 2.3 because F is not
assumed to be algebraically closed.
Lemma 4.1. Equation (4.8) has at most n inequivalent rational solutions in F(t).
Proof. We proceed by induction on n. If n = 2, then R1(z) has at most two inequivalent
rational solutions a1 and a2 because exp
(∫
a1 dt
)
and exp
(∫
a2 dt
)
are linearly indepen-
dent over any constant field containing F. Assume that the lemma holds for lower values
of n. If Rn−1(z) has (n+ 1) inequivalent rational solutions a1, a2, . . . , an+1, then
exp
(∫
ai − a1 + (ai − a1)
′
(ai − a1) dt
)
, i = 2, 3, . . . , n+ 1
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are n solutions of a linear homogeneous ODE Ln−1(Z) of order (n− 1) by the transfor-
mation trick used in the proof of Lemma 2.4 in Singer (1991). It follows that
ai − a1 + (ai − a1)
′
(ai − a1) , i = 2, 3, . . . , n+ 1
are n inequivalent rational solutions of the Riccati equation associated with Ln−1(Z), a
contradiction to the induction hypothesis. 2
It follows from Lemma 4.1 and the proof of Theorem 3.2 that
Theorem 4.2. There exist mutually inequivalent elements a1, . . . , am in F(t), and lin-
early independent subsets A1, . . . , Am such that the set of solutions of (4.8) in F(t) is the
disjoint union of T aiAi , i = 1, . . . ,m. Moreover,
∑m
i=1 |Ai| is no greater than n.
We call the set {T aiAi | i = 1, . . . ,m} a representation of T.
According to Theorem 8.4 in Bronstein (1992b), an element z˜ ∈ T can be written as
z˜ = P +
R
G
+
Q′
Q
(4.9)
where P,R,G,Q ∈ F[t], G is monic, degR < degG, gcd(R,G) = 1, all the roots of G are
the roots of An, and gcd(An, Q) = 1. We call P the polynomial part, R/G the singular
part, and Q′/Q the logarithmic derivative part of z˜.
In the rest of this section, let s be an algebraic indeterminate and F = Q¯(s). Now, we
modify the algorithm solve riccati to compute T.
The algorithm solve riccati proceeds as follows. First, use algorithms poly part and
singular part (Bronstein, 1992a) to compute a finite subset H of F¯(t) such that, for
every z˜ ∈ T¯, the sum of its polynomial and singular parts belongs to H. Second, for
each h ∈ H, determine polynomials Q in F¯[t] such that h+Q′/Q ∈ T¯ by computing all
polynomial solutions of the linear homogeneous ODE Lh(Q) = R(h+Q′/Q).
The algorithm poly part computes a degree bound m for the polynomial part P of
any element of T¯, and compute the coefficient pi of powers of ti, by solving an univariate
polynomial Ui over F¯, for i = m, m− 1, . . . , 0. Hence, if pi does not belong to F, neither
does P . The coefficients of Ui are in F(pm, . . . , pi+1), because Ui is obtained from the
additive change of variables. Consequently, if P belongs to F[t], its coefficient pi is a
root (in F) of Ui over F. Such roots are computable according to Section 2.4. These
considerations lead to a modification that proceeds in the same way as poly part but,
for i = m,m−1, . . . , 0, computes the roots of Ui in F, and constructs Ui−1 by the additive
change of variables based on these roots when i > 0. The output of this modification is
a finite subset of F[t] containing all polynomial parts of the elements of T.
Let Ce11 · · ·Ceqq be a balanced factorization of An, where C1, . . . , Cq belong to F[t] and
are coprime. The algorithm padic part computes a positive integer mi for each i with
1 ≤ i ≤ q such that the singular part S of any element of T¯ can be written as
q∑
i=1
mi∑
j=1
Bij
Cji
where Bij is in F¯[t] and of degree less than degCi, for 1 ≤ i ≤ q and 1 ≤ j ≤ mi.
The algorithm then computes the coefficients of each Bij by finding all solutions of some
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zero-dimensional algebraic system Sij over F¯, for j = mi, mi − 1, . . . , 1. The uniqueness
of partial fraction decomposition w.r.t. {C1, . . . , Ck} implies that S does not belong to
F(t) if some Bij does not belong to F[t]. The coefficients of Sij are in the extension
field of F adjoining solutions of the systems Skl, for k ≤ i and l > j, because Sij is also
obtained from the additive change of variables. Thus, the coefficients of Sij are in F when
the solutions in F are adjoined. Similar to the modification of poly part, computing all
solutions of Sij in F in the equation-solving step of the algorithm singular part yields
a finite subset of F(t), which contains all singular parts of the elements of T.
Assume that h = P+R/G is a candidate in F(t). The logarithmic derivative part Q′/Q
is determined by computing polynomial solutions of Lh(Q) = 0. This computation results
in a basis {Q1, . . . , Qk} for the vector space of the polynomial solutions of Lh(Q) = 0
over F, where Q1, . . . , Qk belong to F[t] because all coefficients of Lh belong to F[t].
Thus, we obtain a family of solutions of (4.8):
z˜ = P +
R
G
+
∑k
i=1 ciQ
′
i∑k
i=1 ciQi
, (4.10)
where the ci’s are arbitrary elements (not all zero) in F¯. If z˜ is in F(t), then the ci’s can
be chosen as elements in F by the similar argument used in the proof of Lemma 3.1.
The discussions in the last three paragraphs lead to the following conclusion: the al-
gorithm solve riccati computes T if the algebraic solver used in the algorithm is able
to compute all solutions (in F) of a zero-dimensional algebraic system over F. Such a
solver can be constructed by Section 2.4.
Remark 4.1. A solution z˜ given in (4.10) might belong to T, although P or R/G is in
F¯(t) \ F(t). This is because the ci’s can be chosen arbitrarily in F¯. But such z˜ must be
contained the output of the algorithm solve riccati with the above modifications.
Example 4.2. Let F = Q(s). Compute the set T of the Riccati equation W4 + (1 +
s)W2 + s = 0. The algorithm poly part computes the degree bound for P to be 0.
Hence,
P 4 + (s+ 1)P 2 + s = 0,
which has two solutions ±√−1 in Q¯(s). Since the coefficients of the Riccati equation are
constants w.r.t. t, the singular part of any element of T is equal to 0. After computing the
logarithmic derivative parts, we find T =
{√−1,−√−1}. The algorithm solve riccati
without the modifications yields T¯ =
{√−1,−√−1,√−s,−√−s}.
The input of the modified algorithm solve riccati is the set {An, . . . , A0} given in (4.8).
The output consists of a finite number of sets T biBi whose union is T. Now, we modify the
output to get a representation of T.
Lemma 4.3. Let f, g be in F(t). Then f ∼t g if and only if the square-free partial decom-
position is of the form
∑
i(mir
′
i/ri), for some square-free ri ∈ F[t] and nonzero mi ∈ Z.
Proof. If f ∼t g, there exist p, q ∈ F[t] with gcd(p, q) = 1 such that f − g = (p′/p) −
(q′/q). Let p = p1p22 · · · pdd and q = q1q22 · · · qee be the respective square-free decompositions
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of p and q. Then
f − g =
d∑
i=0
ip′i
pi
−
d∑
j=0
jq′j
qj
.
Conversely, we have f − g = (∏i rmii )′/∏i rmii . 2
If the bi’s obtained from the modified algorithm solve riccati are mutually inequivalent,
then we are done. Otherwise, the next lemma is applied.
Lemma 4.4. If b1 ∼t b2, we can compute b ∈ F(t) and a linearly independent set B such
that T b1B1 ∪ T b2B2 ⊂ T bB ⊂ T.
Proof. Let Bi be {hi1, . . . , hiki} for i = 1, 2. Compute g ∈ F(t) by Lemma 4.3 such
that b1 = b2 + g′/g. Then
T b1B1 =
{
b2 +
c11(h11g)′ + · · ·+ c1k1(h1k1g)′
c11(h11g) + · · ·+ c1k1(h1k1g)
| c11, . . . c1k1 ∈ F
}
.
From the set G = {h11g, . . . , h1k1g, h21, . . . , h2k2}, we pick up a maximally linearly inde-
pendent set {
h1
h
, . . . ,
hk
h
| h, h1, . . . , hk,∈ F[t]
}
.
Setting b = b2 − h′/h and B = {h1, . . . , hk}, we obtain T bB , which contains both T b1B1
and T b2B2 because each element of G is an F-linear combination of some elements of B.
Note that, for all c1, . . . , ck ∈ F,
(c1h1 + · · ·+ ckhk) exp
(∫
b dt
)
=
(
c1
h1
h
+ · · ·+ ck hk
h
)
exp
(∫
b2 dt
)
,
which is contained of St. 2
Example 4.3. The Riccati equation t2(z′ + z2) + tz − 1 = 0 has rational solutions 1/t
and −1/t+2ct/(1+ct2), where c is a constant. The set T is the union of T 1t{1} and T
−1
t
{1,t2}.
Since (1/t) ∼t (−1/t) by Lemma 4.3, T
1
t
{1} is contained in T
−1
t
{1,t2} by Lemma 4.4.
5. Computing Rational Solutions of Associated Riccati-like Systems
In this section, let C = Q¯ and consider the following problem. Given a Riccati-like
system R associated with L, compute a representation of the set of its rational solutions S.
Our idea consists of four steps. First, compute two nonzero ODEs Lx(z) ∈ [L] ∩ Lx
and Ly(z) ∈ [L] ∩ Ly (with lowest order) by Lemma 2.1. Second, translate Lx(z) and
Ly(z) to their respective associated Riccati ODEs Rx(u) and Ry(v) by (3.7), and compute
respective representations of the solutions of the Riccati ODEs in K by the modified
algorithm solve riccati and Lemma 4.4. We denote by X and Y the representations of
the solutions of Rx(u) and Ry(v) in K, respectively. Third, from X and Y, construct
a finite number of mutually inequivalent integrable pairs such that an element of S is
equivalent to such a pair. Finally, for each pair obtained from the third step, compute
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elements of S that are equivalent to it. Before describing the last two steps, we remind
the reader of a useful identity
∂y
(
∂xa
a
)
= ∂x
(
∂ya
a
)
for all nonzero a ∈ Ω∗. (5.11)
Lemma 5.1. If (f, g) belongs to S, then there exist unique XaA ∈ X and Y bB ∈ Y such
that all rational solutions of R equivalent to (f, g) are contained in XaA × Y bB.
Proof. Since (f, g) ∈ S, f and g are rational solutions of Rx(u) and Ry(v), respectively.
There then exist unique XaA ∈ X and unique Y bB ∈ Y such that (f, g) is in XaA × Y bB .
If (p, q) is in S and equivalent to (f, g), p ∈ XaA and q ∈ Y bB by Theorem 4.2. 2
Lemma 5.1 reduces our task to computing S∩ (XaA×Y bB), for all XaA ∈ X and Y bB ∈ Y.
Now, we search for elements in X×Y that have possibly nonempty intersection with S.
We call an element XaA × Y bB of X × Y a candidate if (a, b) is integrable, and try to
transform other elements in X×Y to candidates by the following lemma.
Lemma 5.2. Let a and b belong to K. There exist two polynomials p, q ∈ C[x, y] such
that (a+ ∂xp/p, b+ ∂yq/q) is integrable if and only if
∂x∂y(log z) = ∂ya− ∂xb (5.12)
has a solution in K.
Proof. Let r be ∂ya− ∂xb. Assume that there exist such p and q. Then
r = ∂x
(
∂yq
q
)
− ∂y
(
∂xp
p
)
= ∂x
(
∂yq
q
)
− ∂x
(
∂yp
p
)
(by (5.11))
= ∂x(∂y log q − ∂y log p) = ∂x∂y
(
log
q
p
)
.
Conversely, if z = q/p is a solution of (5.12), reversing the above calculation shows
that (a+ ∂xp/p, b+ ∂yq/q) is integrable. 2
Now, we present an algorithm for computing such p and q.
Algorithm IntegrablePair (Find an integrable pair). Given a, b in K, the algorithm
finds p, q in C[x, y] such that (a+ ∂xp/p, b+ ∂yq/q) is integrable, or determines that no
such p and q exist.
I1. [Initialize.] Set r ← ∂ya− ∂xb. If r = 0, set p← 1, q ← 1 and exit.
I2. [Hermite’s reduction.] Write
r = r1 +
r2
r3
where r1, r2, r3 ∈ C(y)[x] with degx r2 < degx r3.
Integrate r1 w.r.t. x and apply Hermite’s reduction to r2r3 w.r.t. x to get f, h ∈ K
such that
r = ∂xf + h. (5.13)
If h is nonzero, the algorithm terminates; no such p and q exist.
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I3. [Partial fraction.] Compute the square-free partial fraction decomposition of f
w.r.t. y over C(x). If the decomposition is∑
i
mi
∂yqi
qi
−
∑
j
nj
∂ypj
pj
+ g (5.14)
where pi, qj ∈ C[x, y],mi, nj ∈ Z+∪{0}, and g ∈ C(y), set p←
∏
j p
nj
j , q ←
∏
i q
mi
i .
Otherwise, no such p and q exist. 2
Step I1 is clear. If h 6= 0, then ∫ r dx is not rational by Hermite’s reduction (Geddes
et al., 1992; Bronstein, 1997). Thus, (5.12) has no rational solution, and such p and q do
not exist by Lemma 5.2. Suppose now h = 0. Equations (5.12) and (5.13) imply that
∂yz
z
= f + w (5.15)
where w is an x-constant. Assume that the square-free partial fraction decomposition
of f w.r.t. y is
f =
∑
j
nj
∂yqj
qj
−
∑
i
mi
∂ypi
pi︸ ︷︷ ︸
G
+
∑
k
sk
tk
+ r︸ ︷︷ ︸
g
, (5.16)
where pi, qi, sk, tk, r ∈ C[x, y], pi, qi, tk are square-free over C(x)[y] and relatively prime
to each other. If z is rational, then the partial decomposition of ∂yz/z is of form G by the
proof of Lemma 4.3, so that g must be an x-constant because of (5.15), (5.16) and the
uniqueness of partial fraction decomposition. Suppose now that g does belong to C(y).
We compute
∂y
(
a+
∂xp
p
)
− ∂x
(
b+
∂yq
q
)
= r + ∂y
(
∂xp
p
)
− ∂x
(
∂yq
q
)
(5.11)
= r + ∂x
(
∂yp
p
− ∂yq
q
)
(5.13)
= ∂x
(
f +
∂yp
p
− ∂yq
q
)
(5.14)
= ∂xg = 0.
IntegrablePair then returns p and q, as desired.
Example 5.1. Given
a =
y2x3 + x3 + xy2 + y − x2y − x
yx3 + y2x4 − x5y − x4 and b =
1
x− y ,
IntegrablePair proceeds as follows.
I1. r = 1/(1 + xy)2.
I2. f = −1/(xy2 + y), h = 0.
I3. f = x/(1 + xy)− 1/y, p = 1, q = 1 + xy.
Hence,
(
a, b+ x1+xy
)
is integrable.
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Example 5.2. Apply IntegrablePair to
a =
y3 + xy2 + 2y − x2y − x
xy3 + y2 − x2y2 − xy and b =
1
x− y .
We find that
r = − x
2y2 + 2xy + 1− y2
x2y4 + 2xy3 + x2y4 + y2
and f = −x
2y + x+ y
y2(xy + 1)
.
In step I3 f decomposes into
x
1 + xy
− 1
y
− x
y2
.
Since g = −x/y2 is not in C(y), no such p and q exist.
Example 5.3. Apply IntegrablePair to
(
−1
(x−√2y)2 ,
−√2
(x+
√
2y)2
)
. We get
I1. r = −2
√
2
(x−√2y)3 − 2
√
2
(x+
√
2y)3
.
I2. f =
√
2
(x−√2y)2 +
√
2
(x+
√
2y)2
.
I3. f =
√
2
(x−√2y)2 +
√
2
(x+
√
2y)2
.
Since g = f is not in C(y), the pair is not integrable. In the same vein, one can show
that
(
−1
(x+
√
2y)2
,
√
2
(x−√2y)2
)
is not integrable.
In what follows, by “given XaA×Y bB”, we mean that we are given a, b ∈ K, a C(y)-linearly
independent set A, and a C(x)-linearly independent set B.
The set XaA× Y bB contains no rational solutions of R if IntegrablePair confirms that
no p, q ∈ C[x, y] are such that (a + ∂xp/p, b + ∂yq/q) is integrable, because a rational
solution of R must be integrable. Otherwise, we construct a candidate described below.
Algorithm Candidate (Find a solution candidate). Given XaA×Y bB , the algorithm finds
XfF × Y gG such that (f, g) is an integrable pair and XfF × Y gG = XaA × Y bB , or determines
that XaA × Y bB contains no integrable pairs.
C1. [Construct f and g.] If IntegrablePair(a, b) returns p, q ∈ C[x, y], set
f ← a− ∂xq
q
, g ← b− ∂yp
p
.
Otherwise, the algorithm terminates; XaA × Y bB contains no integrable pairs.
C2. [Construct F and G.] Set F ← {qh | h ∈ A}, G← {ph | h ∈ B}. 2
In Step C1 we set the integrable pair (f, g) to be (a − ∂xq/q, b − ∂yp/p) instead
of (a+∂xp/p, b+∂yq/q), because the former construction makes step C2 simpler. Equa-
tion (5.11) implies that (f, g) is integrable if (a + ∂xp/p, b + ∂yq/q) is. To see X
f
F ×
Y gG = X
a
A × Y bB , we let α =
∑
s∈A css, where the cs’s are in C[y], not all zero. Since
a+ ∂xα/α = f + ∂x(qα)/qα, X
f
F = X
a
A. Likewise, Y
g
G = Y
b
B . The algorithm Candidate
is correct.
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Example 5.4. Let a and b be the same as those in Example 5.1. Let A = {1, x} and
B = {1}. IntegrablePair(a, b) returns p = 1 and q = 1 + xy. Candidate then returns
f = a− y/(1 + xy), g = b, F = {1 + xy, x(1 + xy)} and G = B.
Applying the above algorithm to each member of X ×Y, we obtain a set of disjoint
candidates
C = {Xf1F1 × Y
g1
G1
, . . . , XfkFk × Y
gk
Gk
}
such that S is contained in (Xf1F1 ×Y
g1
G1
)
⋃ · · ·⋃(XfkFk ×Y gkGk), and a rational solution of R
can belong to only one member in C.
Lemma 5.3. Let XfF × Y gG be one of the sets in C. Let
ex = max
p∈F
degx p and ey = max
q∈G
degy q.
If an integrable pair (a, b) belongs to XfF ×Y gG, then there exists a polynomial h ∈ C[x, y]
with degx h ≤ ex and degy h ≤ ey such that
(a, b) =
(
f +
∂xh
h
, g +
∂yh
h
)
. (5.17)
Proof. Let (a, b) = (f + ∂xs/s, g + ∂yt/t), where s and t are, respectively, C(y)- and
C(x)-linear combinations of elements in F and G. Since (a, b) and (f, g) are integrable
pairs, so is (∂xs/s, ∂yt/t). The function
h = exp
(∫
∂xs
s
dx+
∂yt
t
dy
)
is well defined and has the property ∂xh/h = ∂xs/s and ∂yh/h = ∂yt/t. It follows that
s = c1h and t = c2h (5.18)
for some x-constant c1 and y-constant c2. Consequently, sc2 = tc1. Let α be an element
of C such that t(α, y) 6= 0. Then c1 = s(α, y)b(α)/t(α, y), which implies that c1 belongs
to C(y), and, therefore, h is in C(y)[x] by (5.18). Likewise, h is in C(x)[y]. Hence, h is
in C[x, y]. Accordingly, degx h = degx s ≤ ex and degy h = degy t ≤ ey by (5.18). 2
Suppose that (a, b) ∈ S is contained in XfF ×Y gG. By Lemma 5.3 there exists h ∈ C[x, y]
such that (5.17) holds. Moreover, respective degree bounds for h in x and y are known.
The next algorithm PolynomialPart determines h.
Algorithm PolynomialPart (Find polynomial part). Given R and a candidate XfF ×
Y gG, the algorithm computes a C-linearly independent set H such that S
(f,g)
H is equal to
the subset of S whose elements are equivalent to (f, g). If H is empty, then such rational
solutions do not exist.
P1. [Bound degrees.] Set ex ← maxp∈F degx p, ey ← maxq∈G degy q.
P2. [ex = ey = 0.] If both ex and ey are zero, check whether (f, g) satisfies all the
equations in R; if the answer is affirmative, set H ← {1}, otherwise, set H ← ∅;
the algorithm terminates.
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P3. [Form a linear algebraic system.] Set h ← ∑exi=0∑eyj=0 cijxiyj , where the cij are
unspecified constants. Substitute a + ∂xh/h and b + ∂yh/h for u and v in each
equation of R, respectively. Set L be the result, which is a linear homogeneous
algebraic system in the cij ’s.
P4. [Compute H.] Calculate a basis B for the solution space of L. If B consists of
only zero vector, then set H ← ∅. Otherwise, set H to be the set consisting of
polynomials corresponding to vectors of B. 2
In Step P3 substituting u ← a + ∂xh/h, v ← b + ∂yh/h into R is equivalent to
substituting z ← h exp(f dx+g dy) into L; the latter yields a linear homogeneous system
in the unspecified constants cij ’s, because exp(f dx + g dy) is a nonzero overall factor.
Thus, L obtained in step P3 is a linear homogeneous algebraic system. The correctness
of PolynomialPart then follows from Lemma 5.3.
Example 5.5. Determine the rational solutions of
R =
{
∂xu+ u2 − 2
x
u+
2y2 − 2y
x2
v +
2
x2
, ∂yu+ uv, ∂yv + v2 +
2
y − 1v, ∂yu− ∂xv
}
in S1 = X0{1, x x2} × Y
−1
y−1
{y−1, 1} and S2 = X
y
{1, x} × Y x{1, y}, respectively. Applying Polyno-
mialPart to S1 yields
P1. ex = 2 and ey = 1.
P2. Skipped.
P3. h = c0 + c1x + c2y + c3x2 + c4xy + c5x2y, u ← ∂xh/h, v ← −1/(2y) + ∂yh/h,
L = {c0, c4 + c1, c5 + c3}.
P4. H = {y, x− xy, x2 − x2y}.
The rational solutions in X0{1, x x2} × Y
−1
y−1
{y−1, 1} are(
c2(1− y) + 2c3x(1− y)
c1y + c2(x− xy) + c3(x2 − x2y) , −
1
y − 1 +
c1 − c2x− c3x2
c1y + c2(x− xy) + c3(x2 − x2y)
)
where c1, c2, c3 ∈ C. Applying PolynomialPart to S2 yields
P1. ex = 1 and ey = 1.
P2. Skipped.
P3. h = c0 + c1x+ c2y + c3xy, u← y + ∂xh/h, v ← x+ ∂yh/h, L = {c0, c1, c2, c3}.
P4. H = ∅.
Now, we present the main algorithm.
Algorithm RationalSolution (Find rational solutions of an associated Riccati-like sys-
tem). Given an associated Riccati-like system R, the algorithm computes a representa-
tion of all rational solutions of R.
R1. [Compute a coherent autoreduced set.] Transform R to the linear system L by
the substitution u ← ∂xz/z, v ← ∂yz/z. Compute a coherent autoreduced set A
such that [A] = [L]. If A = {1}, the algorithm terminates; no solution exists.
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R2. [Eliminate.] Use A and Lemma 2.1 to compute two linear ODEs Lx(z) (w.r.t. x)
and Ly(z) (w.r.t. y). Transform Lx(z) and Ly(z) to their associated Riccati ODEs
Rx(u) and Ry(v), respectively.
R3. [Find rational solutions of the Riccati ODEs.] Compute respective representations
X and Y of rational solutions of Rx(u) and Ry(v). If either X or Y is empty, the
algorithm terminates; no rational solution exists.
R4. [Construct candidates.] Apply Candidate to each member of X × Y to get a
set of candidates C = {Xf1F1 × Y
g1
G1
, . . . , XfkFk × Y
gk
Gk
}. If C is empty, the algorithm
terminates; no rational solution exists.
R5. [Compute polynomial parts.] Apply PolynomialPart to each member of C and
collect all nonempty results to construct a representation of S. 2
A few words need to be said about the correctness of RationalSolution. The set S
is the set of rational solutions of the Riccati-like system associated with A because
[L] = [A]. The set S is contained in the union of members of X×Y by step R3, and in
the union of members in C by step R4. Hence, the algorithm returns a representation of S
in step R5. Step R1 is a necessary preparation for step R2, because the operations given
in Lemma 2.1 are based on a characteristic set (Janet basis) of [L]. If the coefficients
of equations in R belong to Q(x, y), step R3 may require to introduce a finite algebraic
extension of Q. Nevertheless, steps R4 and R4 can be performed.
A few examples illustrate how RationalSolution works.
Example 5.6. Find rational solutions of the Riccati-like system
R =
{
∂xu+ u2 − 2
x
u+
2y2 − 2y
x2
v +
2
x2
, ∂yu+ uv, ∂yv + v2 +
2
y − 1v, ∂yu− ∂xv
}
.
Apply RationalSolution to get
R1. L = A =
{
∂2xz − 2x∂xz + 2y
2−2y
x2 ∂yz +
2
x2 z, ∂x∂yz, ∂
2
yz +
2
y−1∂yz
}
.
R2. Lx(z) = ∂3xz, Ly(z) = ∂
2
yz + 2∂yz/(y − 1), Rx(u) = ∂2xu + 3u∂xu + u3, Ry(v) =
∂yv + v2 + 2v/(y − 1).
R3. X = {XaA | a = 0, A = {1, x, x2}}, Y = {Y bB | b = −1/(y − 1), B = {y − 1, 1}}.
R4. C = {XaA × Y bB}
R5. A representation of S is {S(a,b)H | H = {y, x− xy, x2 − x2y}} (see Example 5.5).
In other words, the hyperexponential solutions of L are
(c1y + c2(x− xy) + c3(x2 − x2y)) exp
(∫
0 dx− 1
y − 1 dy
)
,
where c1, c2, c3 are arbitrary elements of C.
Example 5.7. Compute rational solutions of the Riccati-like system
R =
{
∂2xu+ 3u∂xu+ u
3 +
6x2 − 6xy + y2
x2(2x− y) (∂xu+ u
2),
∂2yv + 3v∂yv + v
3 +
2y − 3x
x(y − x) (∂yv + v
2) +
y − 2x
x2(y − x)v, ∂xv − ∂yu
}
.
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Steps R1 and R2 yield the first and second equations in R. In step R3 we compute
X = {Xa1A1 , Xa2A2} and Y = {Y b1B1 , Y b2B2}, where a1 = 0, A1 = {1, x}, a2 = y/x2, A2 = {1},
b1 = 0, B1 = {1}, b2 = −1/x, and B2 = {1, y2}. Step R4 finds two candidates Xa1A1 ×Y b1B1
and Xa2A2 × Y b2B2 . Step R5 finds a representation of S as the union of
S
(0,0)
{1,x} =
{(
c2
c1 + c2x
, 0
)
| c1, c2 ∈ C
}
and
S
(a2,b2)
{1, y2} =
{(
y
x2
, − 1
x
+
2c4y
c3 + c4y2
)
| c3, c4 ∈ C
}
.
The linear system with which R is associated, is{
∂3xz +
6x2 − 6xy + y2
x2(2x− y) ∂
2
xz, ∂
3
yz +
2y − 3x
x(y − x)∂
2
yz +
y − 2x
x2(y − x)∂yz
}
.
Its hyperexponential solutions are c1 + c2x and (c3 + c4y2) exp
(∫
y
x2 dx − 1x dy
)
where
c1, c2, c3, c4 are constants.
Example 5.8. Compute hyperexponential solutions of the system
{L1 = ∂4xZ + 2∂2xZ + Z, L2 = ∂4yZ + 2∂2yZ + Z}.
Steps R1 and R2 find two Riccati ODEs R1(u) and R2(v) associated with L1 and L2,
respectively. Step R3 yields
X =
{
X
√−1
{1,x}, X
−√−1
{1,x}
}
and Y =
{
Y
√−1
{1,y}, Y
−√−1
{1,y}
}
.
Step R4 yields four candidates X±
√−1
{1,x} × Y ±
√−1
{1,y} . Step R4 computes a representation
consisting of S(±
√−1,±√−1)
{1,x,y} . Hence, the hyperexponential solutions of {L1, L2} are
(c1 + c2x+ c3y) exp(
√−1x+√−1y), (c4 + c5x+ c6y) exp(−
√−1x+√−1y),
(c7 + c8x+ c9y) exp(
√−1x−√−1y), (c10 + c11x+ c12y) exp(−
√−1x−√−1y),
where the c’s are constants.
Example 5.9. Compute the hyperexponential solutions of the system consisting of
E1 = ∂2xZ +
(−1
x
+
2(1 + 2x)
a
+
8y2
a2
)
∂xZ +
( −1
2y2x
+
x
2y2a
+
1
a2
)
Z, and
E2 = ∂2yZ +
( −4y
x2 + 2y2
− 8y
a
− 8xy
a2
)
∂yZ +
( −2
x(x2 + 2y2)
− 2
xa
− 2
a2
)
Z,
where a = x2 − 2y2.
Let R be the Riccati-like system associated with {E1, E2}. Step R1 yields an autore-
duced set consisting of E1 and E3 = 2xy∂yZ+(x2+2y2)∂xZ+Z w.r.t. the orderly ranking
Z < ∂xZ < ∂yZ < ∂
2
xZ < ∂x∂yZ < ∂
2
yZ < · · · . Step R2 yields E1 and E2. Step R3 pro-
duces X−b1{1} , X
−b2
{1} Y
√
2b1
{1} and Y
−√2b2
{1} , where b1 = 1/(x−
√
2y)2 and b2 = 1/(x+
√
2y)2.
Step R4 gives rise to two candidates X−b1{1} ×Y
√
2b1
{1} and X
−b2
{1} ×Y−
√
2b2
{1} (see Example 5.3).
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Step R5 produces two rational solutions (−b1,
√
2b1) and (−b2,−
√
2b2) of R. Hence, the
hyperexponential solutions of {E1, E2} are exp
(
1
x±√2y
)
.
6. Applications
In this section we apply the algorithm RationalSolution to finding rational solutions
of Lie’s system and hyperexponential solutions of linear homogeneous differential systems
with finite linear dimension in several unknowns.
Lie’s system (1.1) occurred originally in his investigation of certain second-order ODEs
that were based on its symmetries (Lie, 1873). It turned out to be almost as ubiquitous as
the Riccati ODEs, e.g. in decomposing systems of linear PDEs into smaller components.
To extend the applicability of the algorithm, we consider the following more general
orthonomic system:
{P1 = ∂xu+ a0u2 + a1u+ a2v + a3, P2 = ∂yu+ b0uv + b1u+ b2v + b3,
P3 = ∂xv + c0uv + c1u+ c2v + c3, P4 = ∂yv + d0v2 + d1u+ d2v + d3} (6.19)
in K{u, v} w.r.t. the ranking 1 < v < u < ∂yv < ∂xv < ∂yu < ∂xu < · · · . Moreover, we
assume that both a0 and d0 are nonzero.
The differential remainders of ∆(P1, P2) and ∆(P3, P4) are, respectively,
R12 = b0(c0 − a0)vu2 + a2(b0 − d0)v2 + terms involving u2, uv, u, v, 1
and
R34 = c0(d0 − b0)v2u+ d1(a0 − c0)u2 + terms involving v2, uv, u, v, 1.
Observe that R12 and R34 are in K[u, v]. Hence, if either R12 or R34 is nonzero, all
solutions of (6.19) would be solutions of some polynomials in K[u, v]. We will not consider
this degenerating case.
Lemma 6.1. If (6.19) is coherent, either a0 = c0 and b0 = d0, or b0 = c0 = a2 = d1 = 0.
Proof. If (6.19) is coherent, R12 = R34 = 0 by Lemma 2.4. Hence
b0(c0 − a0) = a2(b0 − d0) = c0(d0 − b0) = d1(a0 − c0) = 0.
Since a0d0 6= 0 in (6.19), either a0 = c0 and b0 = d0, or b0 = c0 = a2 = d1 = 0. 2
Lemma 6.1 splits (6.19) into two systems
{F1 = ∂xu+ a0u2 + a1u+ a2v + a3, F2 = ∂yu+ d0uv + b1u+ b2v + b3,
F3 = ∂xv + a0uv + c1u+ c2v + c3, F4 = ∂yv + d0v2 + d1u+ d2v + d3} (6.20)
and
{G1 = ∂xu+ a0u2 + a1u+ a3, G2 = ∂yu+ b1u+ b2v + b3,
G3 = ∂xv + c1u+ c2v + c3, G4 = ∂yv + d0v2 + d2v + d3}. (6.21)
Note that Lie’s system is a special case of (6.20). Clearly, the coherence of (6.19) implies
the coherence of (6.20) and (6.21). We solve (6.20) and (6.21) separately.
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Theorem 6.2. If (6.20) is coherent, then the substitution
u← 1
a0
U − 1
3a0
(
a1 + c2 − ∂x(a0d0)
a0d0
)
, v ← 1
d0
V − 1
3d0
(
b1 + d2 − ∂y(a0d0)
a0d0
)
(6.22)
transforms (6.20) into an associated Riccati-like system (in U and V ) of type R(2)3 in
Example 3.1
Proof. Normalizing (6.20) by the substitution
u← u¯
a0
, v ← v¯
d0
, (6.23)
we transform (6.20) into the coherent system
{F¯1 = ∂xu¯+ u¯2 + a¯1u¯+ a¯2v¯ + a¯3, F¯2 = ∂yu¯+ u¯v¯ + b¯1u¯+ b¯2v¯ + b¯3,
F¯3 = ∂xv¯ + u¯v¯ + c¯1u¯+ c¯2v¯ + c¯3, F¯4 = ∂y v¯ + v¯2 + d¯1u¯+ d¯2v¯ + d¯3}, (6.24)
where a¯1, . . . , d¯3 ∈ K. Since the differential remainders of ∆(F¯1, F¯2) and ∆(F¯3, F¯4) are,
respectively,
R¯12 = (c¯1 − b¯1)u¯2 + (c¯2 − b¯2)u¯v¯ + (c¯3 + b¯2c¯1 + ∂ya¯1 − ∂xb¯1 − 2b¯3 − a¯2d¯1)︸ ︷︷ ︸
p
u¯
+ terms involving v¯ and 1,
and
R¯34 = (c¯1 − b¯1)u¯v¯ + (c¯2 − b¯2)v¯2 + (2c¯3 − b¯2c¯1 − b¯3 + a¯2d¯1 − ∂xd¯2 + ∂y c¯2)︸ ︷︷ ︸
q
v¯
+ terms involving u¯ and 1,
we deduce b¯1 = c¯1, b¯2 = c¯2 and p = q = 0. It follows that
p+ q = 3c¯3 + ∂y(a¯1 + c¯2)− 3b¯3 − ∂x(b¯1 + d¯2) = 0. (6.25)
Applying the substitution
u¯← U − s, v¯ ← V − t, where s = 13 (a¯1 + c¯2) and t = 13 (b¯1 + d¯2)
(6.26)
to (6.24), we get
{f1 = ∂xU + U2 +A1U +A2V +A3, f2 = ∂yU + UV +B1U +B2V +B3,
f3 = ∂xV + UV + C1U + C2V + C3, f4 = ∂yV + V 2 +D1U +D2V +D3} (6.27)
where A1, . . . , D3 ∈ K. Since b¯1 = c¯1 and b¯2 = c¯2, B1 = C1 and B2 = C2. We compute
B3 − C3 = (−∂ys− b¯1s− b¯2t+ st+ b¯3)− (−∂xt− c¯1s− c¯2t+ st+ c¯3)
= b¯3 + ∂xt− c¯3 − ∂ys (since b¯1 = c¯1 and b¯2 = c¯2)
=
1
3
(3b¯3 + ∂x(b¯1 + d¯2)− 3c¯3 − ∂y(a¯1 + c¯2)) (by (6.26))
= 0 (by (6.25)).
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Therefore, f2 − f3 = ∂yU − ∂xV . This implies that {f1, f2, f2 − f3, f4} is the associated
Riccati-like system R(2)3 , so is (6.24). Since
a¯1 = a1 − ∂xa0/a0, c¯2 = c2 − ∂xd0/d0, b¯1 = b1 − ∂ya0/a0, d¯2 = d2 − ∂xd0/d0,
substitution (6.22) is the result of the composition of (6.23) and (6.26). 2
Example 6.1. Consider the coherent Lie’s system
∂xu+ u2 +
y + x2
x(y − x2)u+
4y(y + x2)
x2(y − x2)v +
6yx2 + x4 + 4y2
x2(y2 − 2yx2 + x4) = 0,
∂yu+ uv +
1
y − x2u−
2y + x2
x(y − x2)v −
2(y + x2)
x(y2 − 2yx2 + x4) = 0,
∂xv + uv +
1
y − x2u−
2y + x2
x(y − x2)v +
x2 − 2y
x(y2 − 2yx2 + x4) = 0,
∂yv + v2 +
4
y − x2 v +
2
y2 − 2yx2 + x4 = 0.
By (6.22) we apply the transformation
u← U + y
3x(y − x2) , v ← V −
5
3(y − x2)
to get
∂xU + U2 +
5y + 3x2
3x(y − x2)U +
4y(y + x2)
x2(y − x2)V +
9x4 + 6yx2 − 23y2
9x2(y2 − 2yx2 + x4) = 0,
∂yU + UV − 23(y − x2)U −
5y + 3x2
3x(y − x2)V +
2(5y − 3x2)
9x(y2 − 2yx2 + x4) = 0,
∂xV + UV − 23(y − x2)U −
5y + 3x2
3x(y − x2)V +
2(5y − 3x2)
9x(y2 − 2yx2 + x4) = 0,
∂yV + V 2 +
2
3(y − x2)V −
2
9(y2 − 2yx2 + x4) = 0,
which is equivalent to the Riccati-like system R(2)3 in Example 3.1, because the difference
between the second and third equations is ∂yU − ∂xV . Apply RationalSolution to this
system to find the rational solutions:
U =
−1
3x
+
2x
3(y − x2) +
2c2x
c1y + c2x2
, V =
−1
3(y − x2) +
c1
c1y + c2x2
, c1, c2 ∈ C.
Hence, the rational solutions of the original system are
u =
x
y − x2 +
2c2x
c1y + c2x2
, v =
−2
y − x2 +
c1
c1y + c2x2
, c1, c2 ∈ C.
We turn our attention to (6.21).
Theorem 6.3. If (6.21) is coherent, it decouples into two individual coherent systems
{∂xu+ a0u2 + a1u+ a3, ∂yu+ b1u+ b3} {∂yv + d0v2 + d2v + d3, ∂xv + c2v + c3}
(6.28)
for u and v, respectively.
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Proof. The differential remainders of ∆(G1, G2) and ∆(G3, G4) are, respectively
R12 = −2b2a0uv + terms involving u2, u, v and 1
and
R34 = 2c1d0uv + terms involving v2, u, v and 1.
Since (6.21) is coherent, b2 = c1 = 0. The theorem follows. 2
The following system also appears frequently in symmetry analysis.
Theorem 6.4. Let a1, . . . , b3 ∈ K and a1b1 6= 0. The first-order Riccati-like system
{F = ∂xz + a1z2 + a2z + a3, G = ∂yz + b1z2 + b2z + b3} (6.29)
is coherent if and only if its general solution depends on a single constant. If (6.29) has
a rational solution, one of the following alternatives applies.
(1) The general solution is rational and has the form
1
a1
∂xr
r + c
+ p =
1
b1
∂yr
r + c
+ p
with p, r ∈ K and c ∈ C ∪ {∞}.
(2) There are at most two special rational solutions not involving unspecified constants.
Proof. Since the differential remainder of ∆(F,G) is an algebraic polynomial in K[z]
of degree no greater than 2, (6.29) has at most two solutions if it is not coherent.
Assume that (6.29) is coherent. We show that it is the system R2 in disguise (see
Example 3.1). The substitution
z ← 1
a1
u− 1
2a1
(
a2 − ∂xa1
a1
)
(6.30)
transforms (6.29) into the coherent system
{f = ∂xu+ u2 +A3, g = ∂yu+B1u2 +B2u+B3}, (6.31)
where A3, B1, B2, B3 ∈ K. Since the differential remainder of ∆(f, g) is zero,
B2 = −∂xB1, ∂xB2 = 2A3B1 − 2B3,
which implies
g −B1f = ∂yu−B1∂xu− (∂xB1)u+ 12∂
2
xB1 = ∂yu− ∂x
(
B1u− 12∂xB1
)
.
Hence, (6.31) is equivalent to the system{
∂xu+ u2 +A3, ∂yu− ∂x
(
B1u− 12∂xB1
)}
.
Set v =
(
B1u− 12∂xB1
)
. The above system becomes{
∂xu+ u2 +A3, v −B1u+ 12∂xB1, ∂yu− ∂xv
}
(6.32)
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which is of type R2 in Example (3.1). It follows from (6.30) and the definition of v
that (u, v) is a solution of (6.32) if and only if z given in (6.30) is a solution of (6.29).
Since (6.32) is associated with a coherent linear system with linear dimension two, the
general solution of (6.32) can be written as
(u, v) =
(
c1∂xs1 + c2∂xs2
c1s1 + c2s2
,
c1∂ys1 + c2∂ys2
c1s1 + c2s2
)
,
where s1 and s2 are in some differential extension F of K, linearly independent over the
constant field of F, and c1 and c2 are in the same constant field. Therefore, (6.30) implies
that the general solution of (6.29) can be written as
z =
1
a1
c1∂xs1 + c2∂xs2
c1s1 + c2s2
− 1
2a1
(
a2 − ∂xa1
a1
)
.
Setting c = c1/c2, we prove that the general solution of (6.29) depends on one constant.
We now consider the rational solutions of (6.29). By (6.30) and the second equation
in (6.31), z is a rational solution of (6.29) if and only if (u, v) is a rational solution
of (6.32). By Theorem 3.2 (6.32) has either infinitely many rational solutions or at most
two inequivalent rational solutions. The former case corresponds to the first alternative,
and the latter to the second. Assume that (6.32) has infinitely many rational solutions.
Then, by Theorem 3.2,
(u, v) =
(
c1∂xh1 + c2∂xh2
c1h1 + c2h2
+ a,
c1∂yh1 + c2∂yh2
c1h1 + c2h2
+ b
)
where h1, h2, a, b ∈ K and c1, c2 ∈ C. Setting r = h2/h1, c = c1/c2, f = ∂xh1/h1 + a and
g = ∂yh1/h1 + b, we get
(u, v) =
(
∂xr
c+ r
+ f,
∂yr
c+ r
+ g
)
.
Transformation (6.30) implies that
z =
1
a1
∂xr
c+ r
+ p
for some p ∈ K. Substituting ∂yr/(c+ r) + g for v in the second equation of (6.32) yields
z =
1
a1B1
∂yr
c+ r
+ q
for some q ∈ K. Hence, p = q because we may set c = ∞, i.e. c2 = 0. The theorem is
then proved by noting that a1B1 = b1. 2
According to the proof of Theorem 6.4, the rational solutions of (6.29) can be computed
by the algorithm RationalSolution. We may also proceed as follows. Compute the
rational solutions of F . If there are only a finite number of solutions, we need only check
if they satisfy G. Otherwise, the rational solutions of F are given by
∂xr
C + r
+ f
where r, f ∈ K and C ∈ C(y). Substituting this expression for z in G yields
H = ∂yC +B1C2 +B2C +B3,
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for some B1, B2, B3 ∈ K. Collecting coefficients ofH w.r.t. the powers of x yields a system
in C(y){C} consisting possibly of first-order Riccati ODEs, first-order linear ODEs and
algebraic equations, whose rational solutions can be easily found.
Example 6.2. Compute the rational solutions of
{∂xz + z2, ∂yz + (1− x2 − 2xy − y2)z2 + (2x+ 2y)z − 1 = 0}.
The rational solutions of the first equation are 1/(C(y) + x), where C(y) is an x-constant.
Substituting the expression into the second equation yields
∂yC(y) + C(y)2 − 2yC(y) + y2 − 1 = 0,
so that C(y) = y+1/(y+c), where c is a constant. This system has the rational solutions
z =
1
x+ y + 1y+c
=
∂x
(
xy+y2+1
x+y
)
c+ xy+y
2+1
x+y
+
1
x+ y
.
At last, the following problem is considered. Let D be the differential polynomial ring
K{z1, . . . , zn}. Given a linear system L ⊂ D with finite linear dimension, find all hyper-
exponential solutions of L. By general elimination procedures (Janet, 1920; Wu, 1989;
Kandri-Rody and Weispfenning, 1990; Boulier et al., 1995; Schwarz, 1998a; Li and Wang,
1999) we compute a linear characteristic set Li for [L] ∩K{zi}, for i = 1, . . . , n. Since
each [Li] is also of finite linear dimension, the algorithm RationalSolution computes a
representation Si of the rational solutions of the Riccati-like system associated with Li.
Assume that
Si = {S(fij ,gij)Hij | j = 1, . . . ,mi}.
The hyperexponential solutions of Li are then expressed as Ei =
⋃mi
j=1 Vij , where
Vij =
{( ∑
h∈Hij
chh
)
exp
(∫
fij dx+ gij dy
)
| ch ∈ C
}
.
The problem is thus reduced to computing hyperexponential solutions of L contained
in V1j1 × · · · × Vnjn for 1 ≤ j1 ≤ m1, . . . , 1 ≤ jn ≤ mn. Substituting( ∑
h∈Hiji
chh
)
exp
(∫
fiji dx+ giji dy
)
for zi in L yields a linear algebraic system A in the unspecified constants c’s. Notice that
the coefficients of A may be hyperexponential. Nevertheless, the constant solutions of A
gives us the hyperexponential solutions of L in V1j1 × · · · × Vnjn .
Example 6.3. Consider the system L
{x2∂xz2 − xy∂xz1 + yz1, x2∂2xz1 − x∂xz1 + z1,
y∂yz1 − x∂xz1 + z1, xy∂yz2 + xy∂xz1 − xz2 + yz1}.
By elimination we get
L1 = {y∂yz1 − x∂xz1 + z1, x2∂2xz1 − x∂xz1 + z1}
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and
L2 = {y∂yz2 − xy2∂xz2 − z2, x2∂3xz2 + 3x∂2xz2 + ∂xz2}.
By the algorithm RationalSolution we find that respective hyperexponential solutions
of L1 and L2 are c1x and c2y, where c1, c2 ∈ C. Substituting c1x for z1 and c2y for z2
into L yields the linear system {c1 = 0}. Hence, the hyperexponential solutions of L
are (0, c2y), where c2 ∈ C.
Acknowledgements
We thank the anonymous referees for many helpful comments and careful work.
References
Bajaj, C., Canny, J., Garrity, T., Warren, J. (1993). Factoring rational polynomials over the complex
numbers. SIAM J. Comput., 22, 318–331. Algebraic Computation, pp. 158–166. Montreal, Canada,
ACM Press.
Boulier, F., Lazard, D., Ollivier, F., Petitot, M. (1995). Representation for the radical of a finitely
generated differential ideal. In Levelt, A. H. M. ed., Proceedings of the International Symposium on
Symbolic and Algebraic Computation, pp. 158–166. Montreal, Canada, ACM Press.
Bronstein, M. (1992a). Linear ordinary differential equations: breaking through the order 2 barrier.
In Wang, P. ed., Proceedings of the International Symposium on Symbolic and Algebraic Computation,
pp. 42–48. Berkeley, ACM Press.
Bronstein, M. (1992b). On solutions of linear differential equations in their coefficient fields. J. Symb.
Comput., 13, 413–439.
Bronstein, M. (1997). Symbolic Integration I: Transcendental Functions. Heidelberg, Springer.
Fauge´re, J. C., Gianni, P., Lazard, D., Mora, T. (1993). Efficient computation of zero-dimensional
Gro¨bner bases by changes of ordering. J. Symb. Comput., 16, 377–399.
Geddes, K., Czapor, S., Labahn, G. (1992). Algorithms for Computer Algebra. Boston, Kluwer Academic
Publishers.
Janet, M. (1920). Les syste´ms d’e´quations aux de´rive´es partielles. J. de mathe´matiques, 83, 65–123.
Kaltofen, E. (1985a). Polynomial-time reductions from multivariate to bi- and univariate integral poly-
nomial factorization. SIAM J. Comput., 14, 469–489.
Kaltofen, E. (1985b). Fast parallel irreducible testing. J. Symb. Comput., 1, 57–67.
Kandri-Rody, A., Weispfenning, V. (1990). Non-commutative Gro¨bner Bases in algebras of solvable type.
J. Symb. Comput., 9, 1–26.
Kaplansky, I. (1957). An Introduction to Differential Algebra. Paris, Hermann.
Kolchin, E. (1973). Differential Algebra and Algebraic Groups. New York, Academic Press.
Li, Z., Wang, D. -m. (1873). Coherent, regular and simple systems in zero decompositions of partial
differential systems. Syst. Sci. Math. Sci., 12, Suppl., 43–60.
Lie, S. Klassifikation und Integration von gewo¨hnlichen Differentialgleichungen zwischen x, y, die eine
Gruppe von Transformationen gestatten III. Arch. for Mathematik, VIII, 371–458. (Gesammelte
Abhandlungen, V, 362–427).
Reid, W. T. (1972). Riccati Differential Equations. New York and London, Academic Press.
Ritt, J. F. (1950). Differential Algebra. New York, American Mathematical Society.
Rosenfeld, A. (1959). Specializations in differential algebra. Trans. Am. Math. Soc., 90, 394–407.
Schwarz, F. (1998a). Janet bases for symmetry groups. In Buchberger, B., Winkler, F. eds, Gro¨bner Bases
and Applications, London Mathematical Society, Lecture Notes Series 251, pp. 221–234. Cambridge,
Cambridge University Press.
Schwarz, F. (1998b). ALLTYPES: An ALgebraic Language and Type System. In Calmet, J., Plaza, J.
eds, Artificial Intelligence and Symbolic Computation, LNAI 1476, pp. 270–283. Berlin, Springer.
Singer, M. (1991). Liouvillian solutions of linear differential equations with Liouvillian coefficients.
J. Symb. Comput., 11, 251–273.
Trager, B. M. (1976). Algebraic factoring and rational function integration. In Jenks, R. D. ed., Pro-
ceedings of the International Symposium on Symbolic and Algebraic Computation, pp. 219–226. New
York, ACM Press.
Winkler, F. (1996). Polynomial Algorithms in Computer Algebra, Texts and Monographs in Symbolic
Computation. New York, Springer-Verlag Wien.
Wu, W. -t. (1989). On the foundation of algebraic differential geometry. Syst. Sci. Math. Sci., 2, 289–312.
Originally Received 7 December 1999
Accepted 22 March 2001
