Node Classification Meets Link Prediction on Knowledge Graphs by Abboud, Ralph & Ceylan, İsmail İlkan
Node Classification Meets Link Prediction on
Knowledge Graphs




Node classification and link prediction are widely studied tasks in graph represen-
tation learning. While both transductive node classification and link prediction
operate over a single input graph, they are studied in isolation so far, which leads to
discrepancies. Node classification models take as input a graph with node features
and incomplete node labels, and implicitly assume that the input graph is relation-
ally complete, i.e., no edges are missing from the input graph. This is in sharp
contrast with link prediction models that are solely motivated by the relational
incompleteness of the input graph which does not have any node features. We
propose a unifying perspective and study the problems of (i) transductive node
classification over incomplete graphs and (ii) link prediction over graphs with
node features. We propose an extension to an existing box embedding model, and
show that this model is fully expressive, and can solve both of these tasks in an
end-to-end fashion. To empirically evaluate our model, we construct a knowledge
graph with node features, which is challenging both for node classification and link
prediction. Our model performs very strongly when compared to the respective
state-of-the-art models for node classification and link prediction on this dataset
and shows the importance of a unified perspective for node classification and link
prediction on knowledge graphs.
1 Introduction
Node classification is one of the most widely studied tasks in graph representation learning [9], which
is categorized as transductive or inductive, depending on whether the model has access to all graph
nodes during training [10]. Our focus is on the transductive setting, where the input is a single, fixed
graph with node features and incomplete node labels, and the goal is to predict the missing node
labels, while assuming access to all nodes during training. Graph neural networks [6, 32, 13] are
the most prominent models for node classification tasks, and transductive node classification has
been studied for various types of graphs, including heterogeneous, multi-relational graphs [36]. The
implicit assumption in transductive node classification is that the input graph is relationally complete,
i.e., no edges are missing from the input graph.
We argue that the relational completeness assumption in node classification is unrealistic for most
graph domains including heterogeneous, multi-relational graphs, and study the problem of node
classification over incomplete graphs. This task is more challenging than standard node classification,
since, in this case, the node classification model needs to additionally deal with the incompleteness of
the underlying graph, while predicting node labels, so as to maximally benefit from implicitly (and
correctly) completing the relational knowledge. Notice how this naturally bridges node classification
on multi-relational graphs with link prediction, which is the task of inferring missing edges from an
input knowledge graph, by exploiting the existing information in the graph [3, 2].
This unifying perspective has more to offer than empowering node classification models with the






















knowledge graphs enhanced with node features, and so another interesting question is whether
the task of link prediction can be informed by node features. This leads to yet another problem
formulation studied in this paper, namely, the problem of link prediction over knowledge graphs with
node features. It is reasonable to expect a better link prediction quality in this setting, since we have
access to more information, but this does not make the task easier, especially because it is not trivial
to integrate class and feature information into existing link prediction models.
Overall, we observe that the tasks of link prediction and node classification are studied mostly
in isolation, even though both problems naturally apply to multi-relational graphs. We study two
problems which naturally bring these tasks together, and hence offer a unifying perspective. The
main contributions of this paper can be summarized as follows:
– We propose MLP-BoxE, a model building on the shallow embedding model BoxE [1]. MLP-
BoxE jointly performs node classification and link prediction, is fully expressive, and possesses a
strong relational inductive bias.
– We carefully construct a knowledge graph with node features and classes (i.e., types), called
WIKIALUMNI, to empirically evaluate MLP-BoxE and other baseline models. We illustrate that
WIKIALUMNI is well-suited for both transductive node classification and link prediction tasks.
– We show that MLP-BoxE is very competitive with GNN models on WIKIALUMNI for node
classification, and outperforms these models as relational incompleteness is introduced (by
corrupting a portion of the edges from WIKIALUMNI). This confirms that node classification
over incomplete graphs benefits from the additional link prediction capability. We also conduct
an ablation study on existing single-relational citation networks, and observe that MLP-BoxE
surprisingly performs well even in this restricted setting.
– We investigate the special case of entity classification, where we drop node features altogether,
and observe the model’s superior performance over varying degrees of relational incompleteness.
– We then focus on link prediction on WIKIALUMNI, and show that MLP-BoxE significantly
outperforms its base model BoxE by additionally leveraging node features.
Our work is the first study that combines node classification and link prediction on knowledge graphs,
and paves the way for future research across the whole spectrum of node embedding models ranging
from shallow to deep embedding models.
2 Node Classification and Link Prediction on Knowledge Graphs
Knowledge graphs with features. Consider a relational vocabulary, which consists of finite sets
E, C, R of entities, classes, and binary relations respectively. A unary fact is of the form c(e),
where c ∈ C is a class (or, a unary relation) and e ∈ E is an entity. A binary fact is of the form
r(eh, et), where r ∈ R is a binary relation and eh, et ∈ E are entities. It is common to refer to eh as
the head entity, and et as the tail entity in a fact r(eh, et). A knowledge graph (KG) G is a finite set
of facts defined over a relational vocabulary1. Equivalently, a knowledge graph can be viewed as a
labeled graph, where nodes correspond to entities, node labels correspond to classes, and edge labels
correspond to relations. Moreover, we consider knowledge graphs potentially enriched with node
features, where for each entity e ∈ E, there exists a k-dimensional feature vector x ∈ Rk describing
the entity. For simplicity, we denote the set of all node features as a matrix X ∈ R|E|×k.
Problems. The focus of this paper is the following problems defined over knowledge graphs.
Given a KG with features, where a subset of the entities are labeled with class information, node
classification is the task of predicting class memberships for entities whose class is not already
known. Entity classification is a special case of node classification, where the input KG has no
features [23]. Given a KG, link prediction, or knowledge graph completion (KGC), is the task of
accurately predicting missing (binary) facts.
Node classification and link prediction can be studied in the transductive, or in the inductive setting
[10]. In the transductive setting, all entities are seen by a model during training, and therefore testing
solely consists of predicting classes and links between known entities. In the inductive setting, new
1Note that most existing benchmark knowledge graphs do not explicitly encode unary facts. We nonetheless
focus on this more general formulation, as it offers a unifying perspective.
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unseen entities could potentially appear during evaluation, and the model is expected to generalize
and make predictions over these entities. The focus of this work is on the transductive setting.
Motivated by the incomplete nature of many real-world KGs, we investigate node and entity classi-
fication over KGs, where a fraction of the edges is missing from the input graph. This seemingly
minor reformulation results in a substantially harder task, as it requires a node classification model
that can also deal with the relational incompleteness of the underlying graph. We also investigate link
prediction in a more general sense, in that we consider KGs with classes and features, allowing a link
prediction model to be informed by features towards learning better representations leading to higher
quality predictions.
3 Related Work and Motivation
Graph neural networks are used for both node classification and link prediction. Additionally, there
are a plethora of node embedding models targeting link prediction. We briefly review these models.
Graph neural networks. In recent years, graph neural networks [7, 22] have become de facto
standard models for node and entity classification, and are also used for link prediction [23]. We
briefly introduce the framework of message passing neural networks (MPNNs) [6] which encompasses
several popular graph neural network architectures. In a MPNN, input graph nodes are each given
vector representations, and these representations are updated through a series of message passing
iterations. Formally, given a node x, its vector representation vx,t at iteration t, and its neighborhood
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where combine and aggregate are functions, and aggregate is typically permutation-invariant.
Prominent MPNNs include graph convolutional networks (GCN) [13], and graph attention networks
(GAT) [32]. Indeed, GCN and GAT achieved state-of-the-art results for node classification on citation
graph benchmarks. However, these models cannot handle multi-relational graph data, as they do not
make any attribution to edge types. To address this limitation, relational GNNs, such as rGCNs [23],
have been proposed, which perform aggregation based on relation types. Recently, these models have
been extended to incorporate attention [33] and transformer-based operations [36].
GNNs have separately been used for link prediction [18, 23, 29], but these models cannot jointly
tackle both tasks by design. Hence, GNNs for node classification are limited to aggregating over
known edges in the graph, without any attribution for potentially missing edges – implicitly employing
a relational completeness assumption.
Knowledge graph embedding models. Knowledge graph embedding (KGE) models represent the
entities and relations of a KG using embeddings, and apply a scoring function to these embeddings to
compute likelihood scores for all possible KG facts. Then, these models train on all known KG facts
to maximise their likelihood score in the embedding space. KGE models can broadly be classified
into three main categories: translational models, bilinear models, and neural models.
Translational models, such as TransE [3] and RotatE [27], represent entities as points in a low-
dimensional space, and relations as translations in this space, such that the score of a binary fact
corresponds to the distance between the translated head and its tail. This translational approach has
also been generalized to spatio-translational models, such as BoxE [1], where the correctness of a
fact depends on its representation position in the embedding space. Bilinear models are based on
tensor factorization: they represent entities as vectors, and relations as matrices, such that the bilinear
product between entity and relation embeddings yields a plausibility score for a given fact. Bilinear
models include RESCAL [19], ComplEx [31] and TuckER [2]. Finally, neural models [4, 26] use a
neural architecture to perform scoring over KG embeddings.
KGE models are widely applied for link prediction, and achieve state-of-the-art results on standard
KG benchmarks. However, most existing models operate exclusively on binary facts, with no
attribution to unary facts. Therefore, these models can only predict entity classes by modelling
them also as binary relations, which is not very natural. There are only few models that address
this limitation. BoxE [1] can explicitly handle class information, by viewing classes as boxes in the
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space. TransC [16] extends TransE with hyper-spheres to explicitly represent classes, but has limited
expressive power, and is not competitive with state-of-the-art models. Most importantly, however,
none of these models and benchmarks consider node features as part of KGs for link prediction.
Overall, we offer a unified view for node classification and link prediction to address these limitations.
We propose a model to tackle these problems, and introduce a dataset for conducting a detailed
empirical evaluation. Our analysis reveals the practical relevance of the above-mentioned limitations.
4 Model and Properties
In this section, we propose MLP-BoxE, a model that leverages node features in a KG, jointly trains
on transductive node classification and link prediction, and subsequently solves both in a unified
fashion. MLP-BoxE builds on the BoxE model [1], and supplements it with support for entity features.
Therefore, we first recall the BoxE model, and then explain the extension yielding MLP-BoxE.
4.1 Knowledge Graph Completion with BoxE
BoxE [1] is a spatio-translational knowledge base completion model that can jointly predict facts for
arbitrary arity relations. For the purposes of this paper, and for ease of presentation, we introduce
BoxE on KGs, where we only have unary and binary relations. BoxE operates in a low-dimensional
space, and uses a region-based semantics to determine the correctness of facts, based on the positions
of their underlying entity, class, and relation representations. More concretely, BoxE represents
classes and binary relations using axis-aligned hyper-rectangles, i.e., boxes, and these boxes funda-
mentally define regions in which said class and relation facts are true.
In BoxE, every entity ei ∈ E is represented by two vectors, a base position vector ei ∈ Rd, and
a translational bump vector bi ∈ Rd , which translates all the entities co-occurring in a fact with
ei. The final embedding of ei in a unary fact c(ei) is simply its position embedding ei, i.e., no
translations occur. For a binary fact r(eh, et), the final embeddings of head entity eh (resp., tail entity
et) is obtained by translating its position with the bump vector of the tail entity (resp., head entity):
e
r(eh,et)
h = eh + bt, e
r(eh,et)
t = et + bh.
BoxE represents every class c ∈ C by a single d-dimensional box c, and every relation r by a
d-dimensional head box rh and a d-dimensional tail box rt. Based on these representations, a
plausibility score for unary and binary facts is computed respectively as:








where dist intuitively computes the distance between a point and a box, and x indicates the L-x norm.
Figure 1: A knowledge graph (left) and an equiv-
alent BoxE configuration (right).
Let us illustrate these notions on a KG with two
unary facts blue(e1), red(e2) and one binary fact
r(e1, e2). This KG is shown in Figure 1 along with
its BoxE embedding. Classes are depicted by blue
and red node fills in the KG, and by blue and red
boxes respectively in the BoxE space. Similarly,
the binary relation r is depicted as a black arrow in
the KG, and by two black boxes rh and rt in the
BoxE space. Moreover, position and bump vec-
tors for entities e1, e2, and e3 are represented by
labeled points and grayscale arrows respectively,
and bump vectors are applied to all points to il-
lustrate all possible pairwise interactions between
entities. In this example, e1 is inside the red box
and e2 is inside the blue box, whereas e3 is in neither, thereby matching all KG unary facts. Moreover,
for binary relations, only r(e1, e2) holds, as e1 + b2 lies in rh, and e2 + b1 lies in rt, but this is not










Figure 2: Given a KG G = {blue(e1), red(e2), r(e1, e2)} over entities e1, e2, e3, MLP-BoxE pro-
cesses node features X using two (point and bump) MLPs fp and fb, and separately instantiates
point (P) and bump (B) embeddings for every entity. Then, these embeddings are summed with their
corresponding MLP outputs, yielding representations in the BoxE space which are used to predict the
graph G′ = G ∪ {red(e3), r(e1, e3)}.
BoxE has several desirable properties that motivate its use in this work. First, it can jointly predict
unary, binary, and even higher-order facts. Second, it is a fully expressive model, and thus can
perfectly fit any set of true and false facts. Finally, it captures a wide array of inference patterns, and
thus has strong inductive capacity. For more details, we refer the reader to the original paper [1].
4.2 MLP-BoxE for Knowledge Graphs with Features
We now introduce MLP-BoxE, an extension to BoxE supporting node features, processed via multi-
layer perceptrons (MLPs). The overall structure of MLP-BoxE is shown in Figure 2 based on a
simple KG.
Given a KG, MLP-BoxE processes node features X in a row-wise fashion using two distinct MLPs fp
and fb, referred to as the point MLP and the bump MLP in Figure 2. More concretely, given xi, the ith
row vector in X (also the feature vector for ei), both MLPs return fp(xi), fb(xi) ∈ Rd respectively,
and these vectors are the row vectors of fp(X), fb(X) ∈ R|E|×d. In parallel, MLP-BoxE instantiates
point and bump embedding matrices P,B ∈ R|E|×d, such that every entity has point and bump
embedding vectors ēi and b̄i respectively, corresponding to the ith row vectors of both matrices.
Finally, MLP-BoxE produces position and bump representation for all entities as:
ei = ēi + fp(xi), bi = b̄i + fb(xi).
At this point, MLP-BoxE defines boxes for relations and classes, and performs scoring analogously
to standard BoxE and Section 4.1. Unlike BoxE, embeddings in MLP-BoxE are not directly used in
the BoxE space, but are summed with the output of their analogous MLPs to yield BoxE points and
bumps, and this ensures that entity representations in MLP-BoxE combine both (i) feature information
processed via fp and fb, and (ii) relational structure of the KG, which is stored in the embedding
vector component.
Intuitively, MLP-BoxE processes node features and uses them to inform its representations, while
also respecting the incompleteness assumption and not structurally enforcing neighborhoods as with
GNNs. In particular, MLPs provide just enough power to process features, but then delegate all
relational processing and feature combination to the BoxE space. This enables new edges and feature
combinations to implicitly be learned where needed, maintains relational inductive bias, and creates
a feedback loop between the embedding space and the MLP during training. Furthermore, MLP-
BoxE maintains a decoupling between relational structure, represented by embeddings, and features,
represented by MLP outputs, and this enables a better understanding of the role each component plays
in model predictions. For instance, for a predicted fact c(ei), a MLP-BoxE model with fp(xi) ∼ 0
(resp., ēi ∼ 0) suggests limited feature (resp., relational) contribution toward the prediction.
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4.3 Model Properties
MLP-BoxE inherits the strengths of BoxE and extends them to the featured setting. First, MLP-BoxE
is also fully expressive given a sufficient dimensionality d, which is a corollary to Theorem 5.1 of [1].
Corollary 4.1. Consider a relational vocabulary, consisting of finite sets E of entities, C of classes,
and R of relations. Let S be the set of all facts over this vocabulary, where every entity has a
matching feature from a feature matrix X ∈ R|E|×k. Then, for any set T ⊆ S of true and any disjoint
set F ⊆ S of false facts, there exists a MLP-BoxE model M with dimensionality d = |E||R|+ |C|
that maps all facts of T to true and all facts of F to false.
This result extends the full expressiveness result of BoxE [1]. The main idea is to show that an arbitrary
KG configuration can be reached by MLP-BoxE, by setting its embedding vectors to the difference
between configuration values and the feature MLP outputs. Embedding vectors are therefore key to
the expressiveness of MLP-BoxE, because an analogous model without these embeddings would
return identical vectors for entities with identical features, irrespective of their role in the KG, which
is severely limiting. Furthermore, using more sophisticated processing models, such as GNNs, would
only allow up to 1-WL expressiveness [17, 34] relative to node features and known edges.
In addition to full expressiveness, MLP-BoxE inherits the relational inductive capacity of BoxE.
MLP-BoxE maintains permutation and naming invariance, which may appear surprising, as it is
well-known that MLPs alone do not maintain these properties. In fact, MLP-BoxE yields invariance
in a rather subtle way, i.e., by applying BoxE over feature MLP outputs, and hence by constraining the
MLP to BoxE configurations that capture the input graph. Thus, the model maintains the invariance
of BoxE to the order of facts in training, and to changes in relation and entity naming, while allowing
features to be processed in this structured space.
5 Experimental Evaluation
In this section, we evaluate MLP-BoxE, both in terms of node classification and link prediction. To
this end, we propose a new dataset, called WIKIALUMNI, with rich relational structure, classes, and
node features. In particular, we use WIKIALUMNI to evaluate settings where both tasks must jointly
be addressed, namely (i) node classification over subsets of WIKIALUMNI (obtained by removing a
portion of the edges), and (ii) link prediction given class and feature information about nodes.
5.1 WIKIALUMNI: A Knowledge Graph with Node Features
In the literature, node classification models have primarily been evaluated using citation networks
such as Cora, Citeseer, and PubMed [24, 25], whereas link prediction models have been evaluated
using KG benchmarks, such as FB15k-237 [30] and WN18RR [4]. These benchmarks are not suitable
for our purposes for various reasons, e.g., citation networks are single-relational (i.e., no relation
types present), while link prediction benchmarks do not incorporate node classes.
Rather recently, new multi-relational node classification benchmarks based on citation graphs, such
as OGBN-MAG [11], have been introduced. However, these benchmarks are limited in relation
type information, as their relation types follow directly from the classes of nodes they connect, e.g.,
paper-paper edges are “cites” relations. While some of these benchmarks are large, they have a very
small number of distinct relations, e.g., OGBN-MAG only has 4 relation types. Therefore, neither
link prediction nor node classification currently presents a holistic benchmark allowing a joint study
of node classification with incompleteness, as well as link prediction with classes and node features.
Therefore, we propose a new dataset, WIKIALUMNI, to target this joint setting. WIKIALUMNI is a
subset of YAGO [28], where the node classification target is to predict the alma mater (among 24
North American institutions) of individuals based on their structural role as well as their features,
which are extracted from Wikipedia. We additionally propose edge subsets of the full WIKIALUMNI,
where no dropped edges create new isolated nodes, to avoid pure reliance on node features. We use
these subsets to thoroughly evaluate MLP-BoxE in the incomplete setting.
WIKIALUMNI is designed to meet three main criteria. First, both its features and relational structure
help with node classification, but each contributes to solving sufficiently distinct node subsets of the
dataset. Second, it presents a non-trivial and rich relational structure, which cannot be determined
from node features or classes. Finally, it is challenging for both tasks, relative to their respective
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Table 1: Base statistics of the WIKIALUMNI dataset.





WIKIALUMNI 52678 121836 24 29 10080 5040 1680
Table 2: Node and entity classification results (validation accuracy) for MLP-BoxE and benchmark
models on WIKIALUMNI, with varying proportions of known edges present during training.
Node Classification Entity Classification
Model 80% 90% 100% Model 80% 90% 100%
LP 28.0 30.2 32.2 LP 28.0 30.2 32.2
MLP 35.5 35.5 35.5 MLP - - -
rGCN 39.0 39.7 42.4 rGCN+ 24.8 27.1 30.5
GAT 40.0 41.2 42.4 GAT+ 22.4 24.8 26.0
MLP-BoxE 40.5 41.4 42.1 BoxE 29.0 31.3 33.3
baseline models. The base statistics of WIKIALUMNI are shown in Table 1, and further details about
its construction, classes, relations, and edge distribution, are presented in the appendix.
5.2 Node Classification with Incomplete Edges
Experimental setup. In this experiment, we investigate node classification under incompleteness.
We train MLP-BoxE on three different versions of WIKIALUMNI with varying levels of incomplete-
ness: the original dataset, as well as subsets where 10 and 20% of edges are randomly removed,
which we refer to as WIKIALUMNI-90% and WIKIALUMNI-80% respectively. Then, we evaluate all
models on the validation set. To further evaluate the role of edge information in classification, we
also replicate this experiment in the entity classification setting, using the original BoxE model. For
both node and entity classification, we compare against the following baseline models:
• Label Propagation (LP) [37]: An iterative algorithm that exclusively uses node labels, i.e.,
classes, and edges (without relations) to make class predictions. LP is agnostic to node features.
• Multi-Layer Perceptron (MLP): An MLP with two hidden layers of size 512. Trains exclusively
on node features, and has no access to edge information.
• rGCN [23]: A 2-layer relational GCN that aggregates neighborhood features based on edge type.
We use this model as the baseline for heterogeneous GNNs.
• GAT [32]: A 2-layer GAT, where attention is used to aggregate neighborhood features. GAT does
not explicitly use edge types, but performs strongly in practice on heterogeneous graphs, often
outperforming heterogeneous GNN models [36]. Hence, we include this model in our analysis.
For fairness, we use a fixed dimensionality of d = 128 across all experiments for MLP-BoxE, rGCN,
and GAT, and supplement GNN models with node embeddings in the entity classification setting,
resulting in the models rGCN+ and GAT+, respectively. Further details about hyper-parameter setup
and experimental protocol for all experiments can be found in the appendix.
Results. The results for both node and entity classification with incomplete edges are shown in
Table 2. First, we note that overall results confirm that WIKIALUMNI meets its design criteria.
In particular, feature-based accuracy (MLP, 35.5%) and edge-based accuracy (LP, 32% and BoxE,
33.3%) are both substantial, highlighting the importance of both components. Furthermore, GNNs,
which use both edge and feature information, achieve substantially higher scores (42.4%), which
confirms that the contributions of features and relational structure do not fully overlap. Finally, all
models fail to achieve even 50% accuracy on WIKIALUMNI, highlighting the difficulty of the dataset.
In the node classification setting, we observe that rGCN and GAT achieve the strongest performance
on the full WIKIALUMNI, with MLP-BoxE slightly behind. However, as the dataset turns more
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incomplete, this trend reverses: rGCN and GAT drop significantly, while MLP-BoxE is more robust,
and ultimately beats both models. These results suggest that the link prediction capability of MLP-
BoxE alleviates the loss of dropped edges by predicting the removed edges.
We showcase this behavior on a sub-graph from WIKIALUMNI, shown in Figure 3. In this sub-graph,
entity “Edmund Dollard” appears with three neighbors in the full dataset, but one only neighbor, the
“United States” nationality, survives in WIKIALUMNI-80%. Clearly, this neighbor is not sufficient
to classify the entity, and therefore GNNs, which would only aggregate with the “United States”





















Figure 3: Visualization of MLP-BoxE comple-
tion on a sub-graph of WIKIALUMNI. Based
on the features of “Edmund Dollard” and KG
structure, MLP-BoxE predicts his membership
of Syracuse Orange, and also strongly predicts
his occupation as a basketball coach. Both edge
completions significantly simplify the class pre-
diction of Syracuse University.
By contrast, MLP-BoxE successfully completes
these missing edges. In fact, it predicts the “mem-
berOf” edge with a lower score (3.99) (lower is bet-
ter in this context) than the “nationality” edge it has
trained on (4.33), and also predicts the “hasOccupa-
tion” edge with a comparable score (5.19). Hence,
MLP-BoxE loses no information, and can leverage
the predicted edges to classify “Edmund Dollard”
as an alumnus of Syracuse University.
Altogether, this paints a subtle but informative pic-
ture regarding the viability of transductive node
classification with GNNs. With more complete
edge information, as in the full WIKIALUMNI, both
rGCN and GAT perform high-quality aggregation
and make good predictions without suffering from
their lack of link prediction capacity. However, as
the data becomes incomplete, aggregation becomes
noisier, thereby compromising prediction quality.
This is in sharp contrast with MLP-BoxE, where
with complete data, link prediction is not benefi-
cial, and thus fitting edges only produces added
competition with node classification. Yet, with
incomplete data, MLP-BoxE can identify poten-
tially critical missing edges, and therefore access
information that otherwise would be lost, thereby
enabling stronger node classification performance.
Surprisingly, GAT, a homogeneous GNN, performs as strongly as rGCN on the full dataset, and
actually outperforms it as edges become incomplete. This can also be explained from the aggregation
perspective: GAT aggregates across edges using attention, irrespective of relations, and thus is less
susceptible to noise from missing edges, as it can attend differently to other neighbors based on
their features. However, rGCNs, by construction, aggregate messages in a relation-aware fashion,
and therefore are forced to consider all nodes, however irrelevant, and aggregate uniformly across
relations. Hence, GAT is more resilient to dropped edges than rGCN, but in return is heavily reliant
on node features. We confirm this reliance with an additional experiment, where we train both models
on poorer bag-of-words features, and observe a substantial decline in GAT performance. These
results can be found in the appendix.
Finally, in terms of entity classification, BoxE outperforms all other models, whereas GNN models,
even with embeddings, fail to surpass the simple LP baseline. This further highlights the relational
inductive bias within BoxE, which cannot be compensated with features in this setting.
5.3 Link Prediction with Features and Classes
Experimental setup. We now evaluate MLP-BoxE in terms of link prediction. We train the model
on WIKIALUMNI-80%, but choose to either keep or omit (i) node features, and (ii) node classes,
resulting in four different configurations. We then evaluate on all removed edges using standard
metrics, namely mean rank (MR), mean reciprocal rank (MRR), and Hits@10 (H@10) [3].
Results. The results for all four link prediction configurations are shown in Table 3. Across all
experiments, feature information yields substantial improvements over standard BoxE, more than
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Table 3: Link prediction results for MLP-BoxE and BoxE on WIKIALUMNI-80%, where MLP-BoxE
additionally takes into account the entity features.
Model Classes No Classes
MR MRR H@10 MR MRR H@10
MLP-BoxE (features) 883 0.316 0.415 947 0.315 0.413
BoxE (no features) 2170 0.288 0.369 2298 0.285 0.366
halving MR and improving MRR by 0.03, both with and without unary classes. We also observe that
classes improve performance, but that this improvement is marginal.
These results align with our expectations. Features, useful for node classification, also support
link prediction, as feature pairs produce rich context, from which possible links can more easily be
derived. In particular, knowing the features of two entities helps better establish similarities and
discrepancies between them, which can then be reflected in both entities’ representations. Hence,
node features serve a double purpose in this setting: they directly simplify node classification by
providing an additional source of information, and they also indirectly improve class predictions by
enabling better link predictions, and subsequently improving node representations as discussed in
Section 5.2. Therefore, features are generally valuable for knowledge bases, and should be used to
supplement existing KGC models and benchmarks when available, as can already be seen with recent
multi-modal knowledge graphs [15].
With class information, only a marginal improvement is obtained, and this confirms the rich relational
structure of WIKIALUMNI. Indeed, target classes in WIKIALUMNI do not correlate with relation
types, as alma mater does not inform about the main relations, such as place of birth, spouse, children,
or movie roles. Therefore , classes naturally only yield marginal improvement for link prediction.
6 Summary, Discussions, and Outlook
We studied (i) transductive node classification over incomplete graphs and (ii) link prediction over
graphs with node features, unifying node classification and link prediction. We proposed an extension
to BoxE [1], called MLP-BoxE, and showed that this model performs very strongly when compared
with the respective state-of-the-art models on our newly developed dataset WIKIALUMNI.
Our findings suggest that GNNs perform strongly on the complete dataset WIKIALUMNI, but their
performance degrades quickly as the dataset becomes incomplete. This change not only highlights the
importance of joint link prediction to tackle incompleteness, but also raises a more general question
about the best assumptions when solving problems over graphs. Specifically, GNNs only aggregate
information between known neighbors (i.e., existing edges of the input graph), and hence implicitly
adopt the closed world assumption (CWA) [21] over the edges. By contrast, MLP-BoxE adopts the
open world assumption (OWA), and models the plausibility of every possible fact, regardless of its
status in the dataset, and this allows it to be robust to incompleteness. This is a very fundamental
difference that motivates exploring different approaches more conceptually connected with embedding
techniques, such as node2vec [8] and metapath2vec [5], and proposing new, targeted, benchmarks
within graph representation learning.
All of our results naturally apply to higher-arity knowledge bases, without any major modifica-
tions. This presents yet another contrast with GNNs which are harder to extend to higher-arity,
multi-relational graphs [36]. MLP-BoxE naturally scales to knowledge bases, but unfortunately no
benchmark or dataset exists for empirical validation. Therefore, a key avenue for future research is to
propose rich, high-quality knowledge base benchmarks, allowing the joint study of fact prediction
across all arities based on KB structure and feature information.
Finally, our techniques naturally apply to other transductive tasks, but, unlike GNNs, do not apply in
the inductive setting in their current form, because of their reliance on embedding vectors, which is
another interesting direction for future work.
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Broader Impact
Processing and completing knowledge graphs constitutes one of the main challenges towards produc-
ing high-quality, reliable automated inference methods, which benefit a multitude of application areas.
This work proposes a means of completing these knowledge graphs in a unified fashion, and bases
itself on an interpretable and explainable model, grounded in logical inference patterns. This work
also enables the use of node features, and thus introduces additional learning ability that benefits
class and link prediction, and helps generalize the study of knowledge graphs towards settings more
in line with real-world data.
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A Proof of Corollary 4.1
It is known that BoxE can represent a knowledge graph over |E| = n entities and |R| binary
relations using a dimensionality n|R| [1]. This result can be extended to include unary classes
simply by considering unary classes as special binary relations with a fixed head (or tail), yielding
a dimensionality bound of n(|R| + |C|). However, we propose an extended construction in this
corollary to capture unary classes with a lower dimensionality, namely n|R|+ |C|. This construction
begins from the n|R|-dimensional BoxE configuration capturing all binary facts, resulting from
Theorem 5.1 in the BoxE paper [1], and extends it with new dimensions so as to capture C and all
class memberships.
More specifically, let em and bm denote position and bump embeddings for every entity em in BoxE,
and, for every relation rj , let rjh and rjt denote their head and tail boxes, and let lhj , l
t





indicate the lower and upper corners of both boxes respectively. Finally, we denote the kth dimension
value of a vector v by v(k).
Given a BoxE configuration capturing all binary facts in a KG, following BoxE Theorem 5.1, we
now additionally define the class boxes and enforce class memberships as follows:
1. For every class ci ∈ C, define a box ci, such that for k ∈ {1, ..., n|R|}, its lower corner
is set as li(k) = minm em(k) − ε ε ∈ R, ε > 0, whereas its upper corner is defined as
u
(1)
i (k) = maxm em(k) + ε. Intuitively, this defines the class boxes in the first n|R|
dimensions to fit all points, and thus to hold true in these dimensions for all entities.
2. For i ∈ {1, ..., |C|}, define additional dimensions, such that li(n|R| + i) = −1 and
ui(n|R| + i) = 1. This defines a new dimension per class, such that the corresponding
class box in said dimension spans the interval [−1, 1].
3. For m ∈ {1, ..., n}, and i ∈ {1, ..., |C|},
(a) If ci(em) ∈ T , set em(n|R|+ i) = 0, and thus place it inside ci.
(b) Otherwise, if ci(em) ∈ F , set em(n|R|+ i) = 2, outside ci.
This step sets entity positions for entities belonging to a class ci inside its box, in its dedicated
dimension, and vice-versa.
4. Bump vectors are inconsequential for fitting unary classes, and thus are set to 0 in all added
dimensions, i.e., ∀i ∈ {1, ..., |C|}, bm(n|R|+ i) = 0.
5. Finally, we now ensure all the addition of new dimensions does not render previously true
binary facts false, by setting the relation boxes to include all possible class values in the
added |C| dimensions. More concretely, for i ∈ {1, ..., |C|}, for j ∈ {1, ..., |R|}:
(a) lhj (n|R|+ i) = −3, ltj(n|R|+ i) = −3,
(b) uhj (n|R|+ i) = 3, utj(n|R|+ i) = 3.
Hence, all relation boxes cover the interval [−3, 3] in the added dimensions, and thus include
all entity representations in those dimensions by construction. Hence, all previously correct
binary facts remain true with the added dimensions.
Therefore, BoxE admits a parametrizationW with d = n|R|+ |C| that can represent all possible
configurations of a knowledge graph over classes C and relations R. This naturally extends to
MLP-BoxE. In particular, given BoxE configurationW , and given MLPs fp and fp, we can exactly
reconstructW using MLP-BoxE, simply by setting its embedding vectors for every entity em as:
ēm = em,W − fp(xm), and
b̄m = bm,W − fb(xm),
where theW subscript indicates that this vector originates from parametrizationW , and disambiguates
from the corresponding vector in MLP-BoxE.
B Construction of WIKIALUMNI
We propose a carefully designed new dataset for heterogeneous node (resp., entity) classification,
called WIKIALUMNI. WIKIALUMNI is a subset of the YAGO4 [28] English Wikipedia knowledge
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Table 4: The classes and relations in WIKIALUMNI.
Classes Relations
Class Name Appearances Relation Name Appearances
Brown University 700 about 21
Columbia University 700 actor 15752
Cornell University 700 affiliation 27
Harvard University 700 author 3360
Massachusetts Institute of Technology 700 award 8031
Michigan State University 700 birthPlace 14086
Northwestern University 700 character 24
New York University 700 children 2028
Ohio State University 700 competitor 75
Princeton University 700 composer 155
Syracuse University 700 contributor 11
United States Military Academy 700 creator 873
United States Naval Academy 700 deathPlace 7143
University of California, Berkeley 700 director 3761
University of California, Los Angeles 700 editor 159
University of Chicago 700 founder 482
University of Michigan 700 gender 18
University of Pennsylvania 700 hasOccupation 20572
University of Texas at Austin 700 homeLocation 1187
University of Toronto 700 knowsLanguage 4847
University of Virginia 700 lyricist 111
University of Washington 700 memberOf 12337
University of Wisconsin-Madison 700 musicBy 1794






base, where the main task is to predict the alma mater of a given person node using the graph
structure and node features. Labels in WIKIALUMNI are produced using the alumniOf relation.
More concretely, we extract all entities in YAGO4 having a unique alma mater, to produce mutually
exclusive classes, and retain all institutions appearing 700 or more times as the tail of alumniOf.
To make the classification task more challenging, we only consider institutions operating in North
America, as this reduces homophily in the data, since less popular institutions and their alumni tend
to be more localized. All in all, this yields a total of 24 classes, shown on the left in Table 4.
Based on the selected classes, we then build the WIKIALUMNI graph as follows:
1. For every class, we select the 700 nodes with the highest degrees in YAGO4, yielding a total
of 16,800 target classification nodes evenly balanced between all 24 classes.
2. We introduce all nodes connected to any of the 16,800 nodes by an edge. We exclude literal
relations such as codes, latitude, longitude, etc., and also exclude all nodes appearing as the
tail of alumniOf (even those that are not our target classes), to not allow solving the task by
simply identifying the relevant institution neighbor.
3. Finally, we only keep facts with relations appearing 10 or more times in the dataset among
all previously selected edges. This yields 52,714 nodes, and 121,857 edges spanning 29
relations, shown on the right in Table 4.
Given this graph, we now produce text-based node features, as is standard in the literature [35]. More
concretely, we scrape Wikipedia to obtain the introduction text from every node’s corresponding
page. When such a Wikipedia page does not exist (for around 0.2% of nodes), we instead use its
13
Table 5: Node classification results (accuracy) for MLP-BoxE and competing models on public splits
of standard benchmarks (Test set). Results reported for other models are the best published.
Model CiteSeer Cora PubMed OGBN-arXiv
MLP [32, 11] 46.5 55.1 71.4 55.5
GCN [32, 13, 11] 70.9 81.5 79.0 71.7
GAT [32] 72.5 83.0 79.0 _
MLP-BoxE 70.2 78.4 81.4 69.4
Table 6: Hyper-parameters for MLP-BoxE on the node classification benchmarks.
Dataset Margin Dimensionality Dropout
CiteSeer 2 20 0.8
Cora 2 20 0
PubMed 2 20 0.5
OGBN-arXiv 3 256 0
WikiData summary description. Then, we convert these text descriptions to feature vectors using
300-dimensional GloVe embeddings [20], by considering the mean of all word embeddings in the
description. Finally, we discard all entities not having a description, or not admitting GloVe vectors,
which yields the final dataset statistics of 52,678 nodes and 121,836 edges.
C Additional Experiments
In this section, we report additional experiments that complement our findings in the main paper.
First, we experiment with MLP-BoxE on single-relational citation graph benchmarks, and observe
that MLP-BoxE performs strongly even in this restricted setting. Second, we experiment with poorer
bag-of-word features on WIKIALUMNI, and observe that MLP-BoxE responds best to the decline in
feature quality. Finally, we experiment with BoxE on YAGO39K to compare with TransC [14], and
compare it against TuckER [2] on WIKIALUMNI-80%, and see that BoxE performs very strongly.
C.1 Experiments on Standard Citation Graph Benchmarks
To further evaluate the modelling ability of MLP-BoxE, we also trained the model on the three
standard citation network benchmarks, namely Citeseer, Cora, and PubMed [24], as well as the
recently introduced OGBN-arXiv [11] benchmark.
For Citeseer, Cora, and PubMed, we observed that MLP-BoxE suffered from overfitting with a two-
layer MLP, and thus only used a single hidden layer of size 1000. Furthermore, we used dropout on
the MLPs, and tuned this using grid search over the range [0,1] in increments of 0.1, and this yielded
substantial performance improvement on PubMed and Citeseer. We tuned embedding dimensionality,
and found that, surprisingly, MLP-BoxE performed best and in the most stable fashion with only 20
dimensions, and we believe this is due to the sparsity and low label rate of these benchmarks. For
OGBN-arXiv, we used the standard dimensionality of 256 used in the literature, a two-layer MLP, as
in the main experiments, and train using self-adversarial negative sampling loss.
In all experiments, we used a learning rate of 0.001, negative sampling loss, and use 10 negative
samples per positive fact. Furthermore, we modified negative sampling for unary facts (class facts)
across all experiments such that corruption is done over relations, rather than entities, to exploit the
mutual exclusion between target classes. The final hyper-parameters used are shown in Table 6, and
the results for MLP-BoxE and competing models are shown in Table 5.
Across all datasets, MLP-BoxE performs strongly, and remains competitive with GNNs, even
achieving state-of-the-art performance on PubMed. This is very encouraging, as these benchmarks
are single-relational and, with the exception of OGBN-arXiv, highly sparse in terms of node labels.
Therefore, MLP-BoxE additionally performs competitively even in this very specialised setting.
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C.2 Experiments with Bag-of-Words Features on WIKIALUMNI
To evaluate the impact of feature quality on different node classification models, we perform an
ablation study on the features of WIKIALUMNI. In particular, we replace the original GloVe mean
vector features with a binarized bag-of-words feature vector, consisting of the 100 most frequent
words across the corpus of all entity Wikipedia descriptions, and re-train all models on the new
dataset with the same setup as the original node classification experiment. The results for this ablation
study are shown in Table 7.
Table 7: Results with 100-dimensional bag-of-






In this setup, the performance of all models
drops severely, as expected. However, GAT
drops the most substantially, even falling be-
hind rGCN. On the other hand, MLP-BoxE be-
comes the best-performing model, despite the
relative completeness of relational data in this
setting. Across the board, all models comfort-
ably beat the MLP baseline, and in fact do so
by a higher margin relative to the original ex-
periment, which suggests that all models exploit
edge information to compensate for the loss of
features.
From these results, we can conclude that GAT is very heavily reliant on feature quality, and suffers
greatly when features are poor, or unavailable, as shown in the entity classification experiment. rGCN
also naturally relies on features, but responds better to the loss of feature quality, as it uses relational
structure more effectively. Finally, MLP-BoxE, owing to its relational inductive bias, effectively
exploits relational information, and now gains an advantage against GNNs, as these models can no
longer make up the performance gap through feature processing.
C.3 Additional Experiments with BoxE
To validate the choice of BoxE for this study, we additionally conducted experiments with BoxE on
YAGO39K, and observed very significant improvement relative to TransC. We ran BoxE with the
same dimensionality d = 100 as TransC, negative sampling loss with margin 6, and uniform negative
sampling with 100 negative samples per positive. Results are reported in Table 8.
Table 8: BoxE results versus TransC on YAGO39K.
Model MRR H@10
TransC [16] 0.421 0.698
BoxE 0.542 0.782
Furthermore, we ran 128-dimensional TuckER [2] over WIKIALUMNI-80% without classes and
features, as this is the only setting where it naturally applies, to establish a basis of comparison
with BoxE. There, we observed that BoxE also maintains superior performance. Results for this
experiment are reported in Table 9.
Table 9: BoxE results versus TuckER on WIKIALUMNI-80% without classes and features.
Model MR MRR H@10
TuckER [2] 4681 0.248 0.333
BoxE 2298 0.285 0.366
D Details of MLP-BoxE for Main Experiments
For all experiments, MLP-BoxE was trained on a Haswell CPU node with 12 cores, 64 GB RAM, and
a V100 GPU. Furthermore, we report (i) the mean peak validation accuracy across 5 runs for node
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Table 10: Hyper-parameter settings for BoxE for different datasets.














All Configurations WIKIALUMNI-80% CE N/A 512
classification experiments, and (ii) the mean of MR/MRR/Hits@10 results on all dropped edges, for
the hyper-parameter setup with the best MRR across 5 runs for link prediction. In our experiments,
we observed that the error bars in terms of accuracy and MRR are quite small (0.1%), and thus did
not report them for better visibility.
When training the model, we set both position and bump MLPs to have two hidden layers of size
1000, each using the ReLU activation layer. Moreover, we trained MLP-BoxE using the Adam
optimizer [12], a learning rate of 0.001, 100 negative samples per positive fact, and, for experiments
using node features. For negative sampling, we modified the process for unary facts (class facts) such
that corruption is over relations, similarly to citation graph experiments, so as to exploit the mutual
exclusion between target classes. To regularize embedding vectors, we scaled B and P by a factor of
0.5 prior to summation with MLP outputs for all experiments.
We additionally experimented with two different loss functions: negative sampling loss (NS), as in the
original BoxE paper, and cross-entropy loss (CE), in keeping with the standard loss formulation for
node classification. However, when tuning our model, we restricted search so that experiments for the
same task all use a common loss, e.g., all node classification results are obtained using cross-entropy,
to maintain fairness with baselines. Finally, we tuned batch size with values from the interval {128,
256, 512, 1024, 2048, 4096} and, for negative sampling loss, also tuned loss margin, from the range
{1, ..., 6}. The hyper-parameters yielding the results reported in the main paper are shown in Table 10.
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