In this paper, a new approach for decoding low-rate Reed-Solomon codes beyond half the minimum distance is considered and analyzed. The maximum error correcting radius coincides with the error correcting radius of the Sudan algorithm published in 1997. However, unlike the Sudan Algorithm, the approach described here is not a list decoding algorithm, and is not based on polynomial interpolation. The algorithm in this paper is rather syndrome based, like classical algebraic decoding algorithms. The computational complexity of the new algorithm is of the same order as the complexity of the well-known Berlekamp-Massey algorithm. To decode errors beyond half the minimum distance, the new decoder is allowed to fail for some high-weight error patterns with a very small probability.
I. INTRODUCTION
R EED-SOLOMON codes are commonly decoded algebraically by Bounded Minimum Distance (BMD) decoders which are capable of decoding all error patterns up to half the minimum distance, and no error patterns beyond this limit. When the Sudan algorithm [1] has been published, it attracted a lot of interest among experts, since it allows a Reed-Solomon code of rate to be list decoded beyond half the minimum distance. The Sudan algorithm (and its derivatives like [2] , [3] , etc.) considers the Reed-Solomon decoding problem as bivariate polynomial interpolation and polynomial factorization problem, which can be solved in polynomial time, and yields a list of all codewords within the decoding radius. A different method for list decoding Reed-Solomon codes and BCH codes based on a rational curve fitting algorithm has been proposed in [4] .
We consider another approach, which achieves decoding beyond half minimum distance using a different decoding strategy. This strategy, which first has been proposed in [5] , does not use Manuscript a list decoding approach, and is not based on polynomial interpolation and factorization. Our algorithm relies on syndromes, and for error patterns beyond half the minimum distance it is allowed to fail with a small probability instead of providing a list of solutions. We achieve this by calculating an extended syndrome from the received word, and use multisequence shift-register synthesis to find an error locator polynomial. In this paper, we present and analyze this novel decoding strategy, and demonstrate, that it practically gives the same decoding performance as the original Sudan algorithm [1] . The decoding approach presented here is not a list decoding algorithm. However, recent publications such as [6] - [8] , and [9] consider similar ideas based on (generalized) syndrome techniques for reformulating Sudan's algorithm and performing efficient list decoding.
II. DECODING BEYOND HALF THE MINIMUM DISTANCE
Decoding Reed-Solomon codes beyond half the minimum distance is usually closely related to the Sudan algorithm [1] or one of its derivatives. Besides of the Sudan techniques, there exist not many algorithms for significantly increasing the decoding radius for an ordinary Reed-Solomon code. However, considering more general algebraic constructions such as Interleaved Reed-Solomon (IRS) codes introduced and analyzed in [10] , [11] , and [12] , there are other approaches for decoding beyond half the minimum distance which are not based on Sudan's idea. In [13] , an algorithm has been presented, which corrects burst errors beyond half the minimum distance with high probability.
A. Interleaved Reed-Solomon Decoding
In the following, a word of length over a field is either represented by a vector , or equivalently by a polynomial , . We call the polynomial with the coefficients , , the Discrete Fourier Transform (DFT) of over . Vice versa, is obtained from by the inverse DFT , where is calculated by . Using the inverse DFT, a Reed-Solomon code can be defined as the set of polynomials (1) where is the set of all polynomials of degree up to . The code defined in this way has length , dimension , and minimum distance . 
If
, the IRS code is called homogeneous, otherwise we say that it is heterogeneous.
It has been shown in [14] that IRS codes can be decoded up to the radius , where , and is the number of erroneous columns in the received word.
B. Embedding a Reed-Solomon Code Into an IRS Code
In our context, embedding a Reed-Solomon code into the IRS code framework means performing element-wise operations to the symbols of a Reed-Solomon codeword in order to create a heterogeneous IRS code. To transform a single Reed-Solomon codeword into a heterogeneous IRS codeword, we first consider the polynomial over and denote by the polynomial . Now, let be a Reed-Solomon code, and define the codes
Lemma 1: Let be a Reed-Solomon code. If , then . Proof: As defined by (1), the coefficients of a codeword are calculated from a polynomial by for . Consequently, the coefficient of is calculated by where . As long as , the degree of is smaller than , and is a Reed-Solomon codeword as defined by (1). Lemma 1 may be used to transform any codeword into a codeword of a heterogeneous IRS code, provided that there exists a positive integer , such that
If (3) is satisfied, we create , . According to Lemma 1, this gives us the codewords , , of different Reed-Solomon codes with the same length but increasing rate. These facts yield the following corollary:
represents a codeword of the heterogeneous IRS code composed of codewords from the codes .
III. SYNDROME BASED DECODING TECHNIQUES FOR DECODING BEYOND HALF THE MINIMUM DISTANCE
We actually, never use an IRS codeword as defined by (4) for data transmission. We rather apply it for introducing a decoding technique which we call Syndrome Extension.
A. Calculating an Extended Set of Syndromes
Assume that a codeword is transmitted over a noisy channel, which adds random errors in such a way, that the word is observed at the channel output. Using the observed word , we calculate the polynomials , , and use their coefficients to create the matrix
The matrix obtained from the received word can be considered as "received" word of a heterogeneous IRS code, in which columns have been corrupted by errors. More precisely, possesses the following properties:
Lemma 2: Let be a received word, and let be a matrix as defined by (5) . Then, if , is a codeword of a heterogeneous IRS code composed of the Reed-Solomon codes Moreover, if has nonzero coefficients , then the matrix is a corrupted IRS codeword with exactly erroneous columns at the positions . Proof: If , then , and by Corollary 1 we know that is a codeword of the heterogeneous IRS code . If is a nonzero polynomial, the coefficients of the polynomial may be represented by . Clearly, if , that is, if , then . On the other hand, if , that is, if , then may be nonzero. Hence, the first symbol, and in many cases also the other symbols of the columns in are erroneous, which means that there are exactly corrupted columns at the positions .
According to Lemma 2, each row of is a codeword of a Reed-Solomon code which is corrupted by (or less) errors. Hence, for each row of we are able to calculate a syndrome (6) in the well-known way by calculating the spectra and taking the last coefficients of each polynomial obtained in this way. Using this technique, we obtain auxiliary syndromes (with decreasing length) in addition to the literal syndrome . Due to Lemma 2, all syndromes obtained in this way are zero if a valid Reed-Solomon codeword has been received, and nonzero if the received word is corrupted by one or more errors.
B. Determining a Unique Error Locator Polynomial
From Lemma 2, we know that represents a codeword of a heterogeneous IRS code which is corrupted in some columns. Hence, we can use the set obtained from syndrome extension, in the same way as if the syndromes would have been obtained from the rows of a received IRS codeword. In other words, we simply apply the IRS decoding techniques described in [14] for determining an error locator polynomial . It is well known that every syndrome yields a linear system of equations with the unknown coefficients (see, e.g., [15] ). Hence, using the syndromes , we are able state the following linear system of equations:
where . . . . . . . . .
. . . and .
C. Error Location by Multiple Shift-Register Synthesis
Basically, and could be determined with complexity by solving (7) for for , and taking the minimum for which a solution exists. However, as described in [14] , (7) can also be reformulated into following set of linear recursions (8) which yields a multisequence shift-register synthesis problem. To solve such a problem with sequences of unequal length, an algorithm has been proposed in [16] , and proved in [17] , which yields the shortest shift-register generating with times the computational complexity of the Berlekamp-Massey algorithm. A description of this algorithm is given by Algorithm 1, which provides us with a tool for solving (7) with an order of complexity not larger than , and hence will constitute the core of our decoding algorithm.
D. Error Correcting Radius
For classical BMD decoding, i.e., when using only the literal syndrome to decode , we are able to decode errors up to half the minimum distance, i.e., we obtain the error correcting radius . By using together with an auxiliary syndrome of length , the system of (7) may have a unique solution as long as , which means that the maximum error correcting radius may be increased to (9) Generally, by using the syndromes , (7) may have a unique solution, as long as fulfills Consequently, for a given , the maximum error correcting radius is determined by (10) For a given set of parameters, it is generally easy to find error vectors of weight for which (7) has a unique solution, and, hence, the radius specified by (10) can be reached, i.e., errors of weight can be corrected.
E. Limitations on the Code Rate
In contrast to IRS codes, cannot be chosen freely when performing syndrome extension, but is limited by the rate of the underlying Reed-Solomon code. This follows directly from Lemma 1 and (3), respectively.
Clearly, can only be used to extend the error correcting radius if it contributes at least one equation to (7) , i.e., if its length is greater than . In other words, syndrome extension can only be used if is satisfied. Solving this inequality for yields that the error correcting radius can only be extended for code rates .
Hence, exactly as the Sudan algorithm [1] , syndrome extension is only suitable for low-rate codes. Generally, the decreasing lengths of the auxiliary syndromes induce a restriction on the maximum code rate. To apply , the rate has to be small enough such that (11) is satisfied. For a fixed , we call the maximum rate of the code for which (11) is satisfied the th threshold rate of . The other way round, for a given code of length and rate , the parameter should be chosen to be the largest positive integer for which (11) is satisfied.
A closed form approximation for the th threshold rate can be obtained by neglecting the floor operation in (10) . Inserting (10) into (11) and skipping yields (12) where is the rate below which we are always able to use the auxiliary syndromes , and consequently obtain the error correcting radius . Vice versa, for a given code of length , dimension , and , we are able to solve (12) for , and find that (13) Since we neglect the operation for calculating , there might be cases for which we are able use syndromes for code rates slightly higher than .
F. Decoding Algorithm
The techniques discussed above provide us with the following decoding algorithm. Depending on , we first determine the largest integer which satisfies (11) . Then we calculate the syndromes using (6) . These syndromes are provided to Algorithm 1. The pair , represents a shortest shift-register which generates . Hence, the coefficients of are a solution of (8) , and hence also of (7). However, a little care should be taken here, since not each solution of (8) represents a valid error locator polynomial, particularly if . We accept a solution for only, if it complies with the following definition:
Definition 2 ( -valid Polynomial): A polynomial
over is called -valid if it is a polynomial of degree and possesses exactly distinct roots in . If a polynomial is not -valid, we reject the solution and declare a decoding failure. Otherwise, we determine its roots corresponding to the erroneous positions. Error evaluation can then be performed in the usual way using standard methods like the Forney algorithm or Recursive Extension [15] . The complete decoding procedure as discussed above is summarized by Algorithm 2.
Theorem 2: Whenever Algorithm 2 does not fail but yields a decoding result for the received word , then this decoding results fulfills .
The proof of Theorem 2 is similar to the proof of Theorem 5 in [14] , and hence is omitted here.
IV. ERROR AND FAILURE PROBABILITY
Generally, depending on the received word, Algorithm 2 may yield the correctly transmitted codeword , it may decode into a wrong codeword , or it may not yield a decoding result at all. These events occur with a certain probability. In the following, the probability for a decoding error is denoted by , and the failure probability is denoted by . Hence, the probability for an incorrectly decoded word is obtained by .
A. Failure Probability
For ordinary IRS codes, it is usually assumed that the column error patterns are uniformly distributed over all nonzero vectors. Unfortunately, this cannot generally be assumed for IRS codes obtained from syndrome extension, since all symbols in an erroneous column are powers of , and hence are obviously not independent. Consequently, the analysis of the failure probability of syndrome extension decoding is substantially more involved than for ordinary IRS decoding. Nevertheless, for fields of characteristic 2 and for , we are able to derive a bound on similar to the bound presented in [14] . This allows for evaluating the decoding performance of Algorithm 2 for the most interesting cases from a practical point of view.
For a Reed-Solomon code over for which the largest integer satisfying (11) is , Algorithm 2 creates an IRS matrix with two rows. Since is defined over a field of characteristic 2, we have , which means that can be written as (14) For a matrix in this form, we overbound the number of cases, in which (7) has multiple solutions. (11) . Assume that a codeword is corrupted by an error word with nonzero coefficients, and that the resulting word is decoded by Algorithm 2. Then, the probability for a decoding failure is overbounded by (15) where is calculated by equation (9) . A proof of Theorem 3 is given in Appendix I. Since the factor is close to one, the failure probability is in the order of for the maximum correcting radius . Moreover we see that the failure probability decreases exponentially with decreasing .
B. Error Probability Versus Failure Probability
As an immediate consequence of Theorem 2, the error probability cannot be larger than the error probability provided by an ML decoder. Hence, we may readily use the upper bound on presented in [14] . Comparing this bound with the upper bound (15) , reveals that generally much smaller than , and, hence, the decoding performance is determined by the failure probability .
C. Experimental Results
To verify the tightness of Theorem 3, we compare (15) with the actual failure probability obtained by Monte-Carlo simulations. However, since pursuant to (15) decreases with the cardinality , reliable results can only be obtained for codes over small fields. Hence, we consider codes over for our investigations. For the code , Algorithm 2 can be used with to decode up to 15 errors. In contrast to this, a BMD decoder is able to decode 12 errors. Hence, we performed experiments by creating random error vectors of weight , for each in the range , and counted the number of decoding failures. The results of these experiments are presented in Table I. This table indicates  that Theorem 3 indeed gives a rather good estimate for the actual behavior of the failure probability for the case . As predicted by Theorem 3, actually decreases exponentially with decreasing .
To investigate whether we have a similar behavior for , we consider the code , which can be decoded by Algorithm 2 with up to the radius . We again performed experiments for each in the range . Table II shows the corresponding results. Form Table II , we see the basic behavior for is similar to the case , even if we are not able to derive an analytic upper bound for this case. Hence, from a practical point of view, we can say that our syndrome extension procedure can be applied for all Reed-Solomon codes of rate .
V. DECODING PERFORMANCE
As already mentioned, the threshold rates and the error correcting radii of Algorithm 2 are similar to the classical Sudan algorithm [1] . However, since the decoding strategy in the case of an ambiguous decoding result is different, the question is how our syndrome extension approach actually performs in comparison to the Sudan algorithm. To study this, we consider the code . A BMD decoder can correct up to 96 errors with this code. In contrast to this, Algorithm 2 is able to decode error patterns up to . The same holds for the original Sudan algorithm [1] . Fig. 1 shows the QSC decoding performance for a BMD decoder, for Algorithm 2 and for the Sudan algorithm. We observe that the performance of Algorithm 2 coincides very well with the performance of the Sudan algorithm.
VI. CONCLUSION
In this paper, we considered a syndrome based method for decoding low-rate Reed-Solomon codes beyond half the minimum distance. This is achieved by extending the received Reed-Solomon word into words of an heterogeneous IRS code. In this way, we are able to use an efficient IRS decoding method described in [14] , which is based on multisequence shift-register synthesis, which can be performed in the same order of complexity as the Berlekamp-Massey algorithm.
When the decoding radius of an algebraic decoder is increased beyond half the minimum distance, the decoding result cannot always be unique. The Sudan algorithm solves this problem by providing a list of all valid decoding solutions. In contrast to this, our algorithm may yield a decoding failure when the decoding result is not unique. However, we demonstrated that the decoding failure probability is rather small, i.e., our decoder fails only in a very few cases. Consequently, from a practical point of view, the decoding performance is similar to the decoding performance of the Sudan algorithm.
APPENDIX PROOF OF THEOREM 3
Lemma 3: Consider a codeword of a Reed-Solomon code , for which (11) is satisfied with . Assume that this word is corrupted by an error of weight and that Algorithm 2 yields a decoding failure. Then, the linear system of (7) with unknowns has multiple solutions.
The proof of Lemma 3 is similar to the proof of Lemma 2 in [14] , and hence is omitted here.
From Lemma 3, we only know that (7) always has multiple solutions if Algorithm 2 fails. Contrariwise, this does not mean that Algorithm 2 always fails if (7) has multiple solutions. Nevertheless, counting the cases in which (7) has multiple solutions yields an upper bound on . Proof: Let be the set of all matrices whose rows fulfill (18) . Further, let be the set of all matrices with elements from , and let the subset be the set of matrices without any nonzero elements. Then, the probability for a matrix without zero elements to fulfill (18) is overbounded by . The cardinality is calculated by , and is obtained by . Dividing by yields the right hand side of (19), which proves Lemma 5.
Applying Lemma 4 and Lemma 5 together with Lemma 3 yields the following proof for Theorem 3.
Proof: Due to Lemma 3, the failure probability of Algorithm 2 can be overbounded by investigating (7) . More precisely, we are interested in the cases in which (7) has multiple solutions, i.e., the cases in which . We have such a case, if there exist a vector such that . Equivalently, we can say that (7) In this way, we are able to overbound by (24) This is a Union Bound, where error vectors satisfying (22) may be counted several times with different vectors .
To improve (24), we take into account that if (23) holds for a pair , then it also holds for all pairs , . Hence, every vector is counted in (24) at least times, which means that we are able to improve (24) by the factor . In this way, we obtain Partitioning into the sets of vectors with nonzero elements at the indices yields (25) and by inserting (25) into (21), we obtain (26) Now, we reconsider the fact that is a parity-check matrix of the code , and denote by the vector obtained by multiplying and . This enables us to state another condition, which is equivalent to (23)
Consequently, instead of a pair , we equivalently may consider the matrix and write instead of (23). For a vector with nonzero elements at the indices , the corresponding matrix possesses exactly nonzero columns, from which we create a matrix . Moreover, by creating the matrix from the columns of , the statements and (28) are equivalent. Now, we show that the total number of matrices satisfying (28), can be calculated by (29) To do this, we consider the set of all matrices satisfying (28), which are obtainable from all vectors and . We observe that the elements and in these matrices may independently take all values from . Hence, by applying Lemma 4, we conclude that the columns of all matrices are independent random vectors from . This in turn enables us to apply Lemma 5 for overbounding the probability for a matrix to satisfy (28). Finally, by combining (26) and (29), we obtain (30) Since the right side of (30) does not depend on the selection of , but only on itself, it provides us with an upper bound on . This proves Theorem 3.
Note: The notion of generic errors used in [18] could alternatively also be used for proving Theorem 3.
