The flow field and the energy transport near thermoacoustic couples are simulated using a 2D full Navier-Stokes solver. The thermoacoustic couple plate is maintained at a constant temperature; plate lengths, which are ''short'' and ''long'' compared with the particle displacement lengths of the acoustic standing waves, are tested. Also investigated are the effects of plate spacing and the amplitude of the standing wave. Results are examined in the form of energy vectors, particle paths, and overall entropy generation rates. These show that a net heat-pumping effect appears only near the edges of thermoacoustic couple plates, within about a particle displacement distance from the ends. A heat-pumping effect can be seen even on the shortest plates tested when the plate spacing exceeds the thermal penetration depth. It is observed that energy dissipation near the plate increases quadratically as the plate spacing is reduced. The results also indicate that there may be a larger scale vortical motion outside the plates which disappears as the plate spacing is reduced.
I. INTRODUCTION
Thermoacoustic engines are devices which make use of thermoacoustic phenomena and function as heat pumps or prime movers. They can provide cooling or heating using environmentally benign gases. Despite recent developments in thermoacoustic engines ͑Swift, 1999͒, there are many areas requiring further investigation in order to better predict their performance and guide future designs of thermoacoustic engines. Particularly lacking is overall research into heat exchangers in thermoacoustic engines, for which there are no established design methodologies.
Analytical models of thermoacoustic devices have been developed for the calculation of time-averaged energy fluxes for devices operating at low pressure amplitudes ͑Swift, 1988͒. However, these models do not account for entrance effects at the ends of regenerators and heat exchangers. The main differences between regenerators and heat exchangers are that regenerator plates are normally at least ten times as long as heat exchanger plates and have a temperature gradient along their length. Heat exchanger plates are usually considered to be isothermal and short enough that plate end effects should prevail over their length.
The motivation for the current work is to understand the energy transfer mechanisms at heat exchangers in thermoacoustic devices. However, in order to model the heat exchanger section only, boundary conditions reproducing the energy and flow fields developed due to the interaction between the regenerator and the heat exchanger must be applied at the edge of the domain. Suitable information to apply at such a boundary is currently not available. Therefore, the current work deals with the simpler case of a thermoacoustic couple. The thermoacoustic couple retains most of the physical processes that occur in heat exchangers but is more tractable numerically. The thermoacoustic couple was originally proposed and tested by Wheatley et al. ͑1983͒ in order to clearly demonstrate the thermoacoustic phenomenon. The thermoacoustic couple is a stack of a few short plates in a resonator and is designed so that the stack can be placed at any position within the standing wave.
Several works have addressed the numerical simulation of thermoacoustic devices, but most have concentrated on the regenerators ͓Worlikar and Knio ͑1996͒; Watanabe et al. ͑1997͒; Yuan et al. ͑1997͔͒ . In addition, although nonlinearity is incorporated into their models, various simplifications to the governing equations have been made.
The work of Cao et al. ͑1996͒ is the only one that simulates isothermal plates in a standing wave using the full 2D Navier-Stokes equations. However, only one plate length ͑which corresponds to the length of typical regenerator plates͒ was tested and the simulation became unstable for small plate spacings.
An analytical model for heat exchanger plates near a stack is presented by Mozurkewich ͑1998a͒. Worlikar and Knio ͑1999͒ included heat exchanger plates in their simulation. They considered a single plate but imposed isothermal conditions at either edge to represent hot and cold heat exchangers. In order to simplify the governing equations, assumptions such as low Mach number and constant viscosity and thermal conductivity were made. Their simulations indicate that there is heat pumping action on heat exchanger plates that are as short as the particle displacement length and that the efficiency of a thermoacoustic engine is optimum when the heat exchanger plates are approximately that length. However, the effect of plate spacing was not tested in their work. Figure 1͑a͒ is a slice ͑in the x -y plane͒ of a thermoacoustic couple. The extent of the simulation domain is indi-cated by the dotted lines and is enlarged in Fig. 1͑b͒ . The simulation model is an isothermal plate subject to a standing wave in a helium-filled resonator. The plate thickness is not modeled. y 0 is the plate half-spacing. Throughout this paper the right-hand end of the plate in Fig. 1͑b͒ is referred to as the outer edge and the left end is referred to as the inner edge.
II. DOMAIN AND OPERATING CONDITIONS
The mean temperature, T m , is 300 K, the mean pressure, p m , is 10 kPa, the frequency, f, is 100 Hz, and the outer edge of the plate is located one-eighth of the wavelength, 126 cm, from the closed end of the resonator. The oscillatory boundary conditions are specified 0.0085 from the outer edge of the plate where is the wavelength. These operating conditions were chosen to replicate the test cases of Cao et al. ͑1996͒ . The mean pressure used by Cao et al. ͑1996͒ is approximately one-tenth of atmospheric pressure ͑assuming T m and f to be 300 K and 100 Hz, respectively͒. This is two orders of magnitude smaller than that commonly used for existing operating thermoacoustic devices. Parametric studies for operating conditions closer to those of existing thermoacoustic devices were done by Ishikawa ͑2000͒. The characteristics of the flow and energy fields for the various plate geometries were similar to those tested at the operating conditions of Cao et al. despite the fact that the Reynolds numbers differed by two orders of magnitude. Turbulence is neglected for all test cases because the critical Reynolds number, Reϭ2u 1 /ͱ(), as defined by Merkli and Thomann ͑1975͒, was always below 400.
Mach numbers, M, are evaluated at the mean temperature and are based on the velocity amplitude at the velocity antinode of the standing wave. P A /p m is the drive ratio, which is the ratio of pressure amplitude at the pressure antinode of the standing wave, P A , and the mean pressure. ⌬x and ⌬y are the grid sizes in the x and y directions. The particle displacement length, 2u 1 / ͑where u 1 is the firstorder x-component velocity amplitude͒ evaluated at the plate outer edge, is 2.3 cm when the Mach number is 0.01.
The sizes of the spatial and temporal grids used are close 
III. NUMERICAL METHOD
The continuity, momentum, and energy equations for a 2D compressible ideal gas at low Mach number are solved in the current simulations. The commercial code PHOENICS, developed by CHAM Ltd., which solves the governing equations using a finite volume method ͑Spalding, 1991͒, was used for the present simulations. Schemes used to discretize the governing equations in PHOENICS give second-order accuracy in space and first-order accuracy in time. In order to couple the momentum and continuity equations, PHOENICS uses the SIMPLEST ͑SIMPLE ShorTend͒ algorithm suggested by Spalding ͑1980͒, which is a variant of the SIMPLE ͑semi-implicit method for pressure-linked equations͒ method ͑Patankar and Spalding, 1972͒. In the current work, convergence of the simulation was determined by monitoring the change in each variable after each iteration and also by looking at the energy balance of the simulation domain. Simulations were considered to have reached steady state when the changes in all quantities were less than 0.1% of their fluctuating amplitudes from one cycle to the next. At this stage, the difference between the cycleaveraged heat flux through the plate and the energy flux through the oscillatory boundary was less than 5% of the maximum fluctuating energy flux in the domain. Larger energy imbalances are attributed to the fact that the energy flux and heat flux are second-order quantities which are derived from differences between two first-order quantities. Limitations of the code ͑such as single precision in calculations͒ restricted the overall accuracy that could be achieved in the second-order quantities.
In order to close the equation set, auxiliary equations for thermodynamic properties, transport properties, and bound- ary conditions are required. In the current work, the gas used for the simulations is helium. The equation of state for an ideal gas is used to calculate the density. PHOENICS solves the energy equation in terms of enthalpy assuming a calorically perfect gas. The transport properties required in the current model are the viscosity and the thermal conductivity of the gas. For simplicity, a power-law model is used for the variation of viscosity with temperature
where s is a constant, and Ј is the dynamic viscosity at the reference temperature TЈ. The constant s used for the current work is 0.647, which is appropriate for temperatures between 15 and 460 K ͑Chapman and Cowling, 1970͒. In the current work, TЈ was chosen as the initial mean temperature of the whole simulation domain. The kinematic viscosity is calculated by dividing Eq. ͑1͒ by the temperature-dependent density of the gas. The Prandtl number is assumed to be constant over the temperature range of the simulations. This, along with the assumption of constant specific heats, leads to the variation of thermal conductivity with temperature having the same form as Eq. ͑1͒ with the same exponent.
IV. INITIAL AND BOUNDARY CONDITIONS
At the start of the simulations all variables throughout the simulation domain were set at their mean values as follows:
ͮ at tϭ0 at all x-and y-cells, ͑2͒
where u and v are the x-and y-components of the velocity vector and T m is the mean temperature of the gas.
The conditions imposed on each boundary ͓except for the oscillatory boundary of Fig. 1͑b͒ , hereafter referred to as BC os ͔, are as follows:
͑5͒
Special considerations were required at the oscillatory boundary, BC os . In the current work, thermoacoustic couples were simulated by applying standing-wave conditions at the open end of the simulation domain ͓BC os of Fig. 1͑b͔͒ . It is apparent that the flow field near the plate is strongly y dependent, and it would not be appropriate to use standingwave conditions if the oscillatory boundary was placed very near the plate. In order to take account of the plate end effect, Cao et al. ͑1996͒ varied the temporal phase shift between the pressure and the velocity from that of a standing wave at oscillatory boundaries on either side of the plates. Their simulation domain is similar to the current work except that it does not extend to the tube wall; instead, it encompasses just the region near the plate. In the current work, one end of the simulation domain is chosen as the closed end of the tube. At the other end, an oscillatory boundary condition ͑an ideal standing-wave condition͒ is specified far enough away from the plate that moving the boundary further away did not significantly affect the simulation results presented in this paper.
Since a constant temperature is specified at the plate, a rise in the mean temperature of the gas in the simulation domain, due to viscous dissipation, will cause heat to flow out of the domain through the plate. In order to maintain an energy balance for the simulation domain, any heat entering ͑or leaving͒ the plate must be balanced by an energy flux through the oscillatory boundary. The values of p, u, and T at BC os are set to be those of a standing wave. However, gradients in properties are not fixed here and energy flux can pass through the oscillatory boundary because of these gradients. The oscillatory boundary is further discussed in Sec. VII.
The pressure, the velocity, and the temperature at BC os are as follows:
where Re͕ ͖ signifies the real part and p 1 , u 1 , and T 1 are the first-order complex amplitudes of pressure, x component of velocity and temperature, respectively, fluctuating about their mean values. p 1 , u 1 , and T 1 for an ideal standing wave are
and ͑9͒
where a is the sound speed, k is the wave number, m is the mean density, and c p is the specific heat at a constant pressure.
V. VISUALIZATION OF THE ENERGY AND FLOW FIELDS
In order to visualize the direction of heat flux, temperature contours generally are sufficient for steady heat transfer problems but they are not suitable when convection is involved. For the latter case, the energy density flux ͑as displayed by Cao et al., 1996͒ is useful for visualizing energy transfer. The x-and y-components of energy flux density can be written as
where v is the total velocity, h is the enthalpy, i j signifies components of the viscous stress tensor, K is the thermal conductivity, and
where
While energy vectors are useful for visualizing the energy field, particle traces are useful for visualizing the flow field. The movements of gas parcels were traced over several cycles. The initial locations of nine particles are shown in Fig. 2 . The initial x locations are at each end and at the middle of the plate. The initial y locations are one cell above the plate surface, at a quarter of the interplate spacing, and near the middle of the interspacing.
The locations of the particles after a short time increment ⌬t are calculated by multiplying velocities ͑in both xand y directions͒ at the initial particle location by the timestep size ⌬t. Then, velocities at the new locations are used to calculate the particle locations at time, 2ϫ⌬t. This process is repeated every time step until the end of the cycle. Particles are traced for a maximum of three consecutive cycles after the simulations are considered to have reached steady state.
In order to estimate the sensitivity of the particle traces to time-step size, particle tracks were calculated for two different time-step sizes ⌬tϭ0.28% and 0.21% of the duration of a cycle. The differences between locations at the start and end of a cycle for the two different time-step sizes were less than 0.1% of the half-plate spacing y 0 .
VI. CALCULATION OF ENERGY DISSIPATION
As described by Landau ͑1959͒, energy dissipation in the simulation domain can be calculated from
where ṡ gen is the entropy generation rate per unit volume, and T 0 is the temperature that the system would have if it were in thermodynamic equilibrium at that entropy. The entropy generation rate per unit volume in an ideal gas with viscosity for a two-dimensional system in Cartesian coordinates is
where T is the mean temperature of the small control volume. ͓See, for example, Bird et al. ͑1960͒ or Bejan ͑1982͒ for a derivation of Eq. ͑14͒.͔ Energy dissipation at the plate surface can be calculated from
where ␥ is the specific heat ratio and ␦ is the viscous penetration depth (ϭͱ2/). This analytical expression was derived by Swift ͑1988͒ for the short engine model with a boundary layer approximation (y 0 ӷ␦ ). Figure 3 shows the energy flux at the plate surface for run 7 compared with run 2 of Cao et al. ͑1996͒. The timeaveraged energy flux at the plate surface is positive for a heat flux leaving the domain through the plate and negative for it entering the domain. These sharp peaks in heat flux at the plate edges were also observed by Worlikar et al. ͑1998͒ numerically and by Mozurkewich ͑1998b͒ analytically.
VII. ''LONG PLATE'' SIMULATIONS
In Fig. 4 , the time-averaged energy flux distributions at the plate surface for various plate spacings are shown. Figure  4 shows that the width of the peak in the energy flux decreases as the plate spacing is reduced when ␦ k /y 0 у1.0. The total energy flux leaving the outer edge of the plate and flowing through the gas and into the inner edge also reduces as the plate spacing is decreased. Figure 4 also shows some interesting trends with the plate spacing, especially at the outer plate edge, that were not identified previously.
The characteristic result in which energy flux leaves the outer edge of the plate and enters the inner edge changed to one in which energy flux entered each end of the plate at a plate spacing of ␦ km /y 0 ϭ1.2. The energy transfer is dis- When ␦ km /y 0 ϭ0.3 ͑Fig. 5͒, the time-averaged energy vectors leaving the plate outer edge head towards BC os near the plate surface and turn back towards the inner plate edge at approximately the thermal penetration distance from the plate ͑␦ km ϭ0.24 cm in Fig. 5͒ . Energy vectors near the inner plate edge also start to point towards the plate edge at the thermal penetration depth away from the surface. When ␦ km /y 0 ϭ1.2 ͓Fig. 6͑a͔͒, the time-averaged energy vectors leaving the plate outer edge start to head towards the inner plate edge soon after they leave the outer edge. Energy vectors near the inner plate edge also head directly towards the plate. When ␦ km /y 0 ϭ1.6 ͓Fig. 6͑b͔͒, the energy vectors at both plate edges are directed towards the plate surface and there is no cycle-averaged net heat carried from the outer edge to the inner plate edge. This is attributed to increased energy dissipation as the plate spacing is reduced. This is further discussed later in this section.
Both Figs. 5 and 6 indicate a small amount of energy flux through the oscillatory boundary ͑to compensate for the energy dissipated in the simulation domain͒ which subsequently leaves the domain in the form of heat transferred to the plate. In fixing the oscillating variables at BC os to be those of the 1D standing wave, the first two terms of Eq. ͑10͒ and all but the fourth term of Eq. ͑11͒ are zero. Therefore, energy can only enter the domain through BC os in the form of heat flux or flux due to internal friction. The magnitude of the total energy flux through this boundary is very small compared to the level of fluctuating energy flux within the domain ͑typically less than 1%͒. It is noted that specifying the boundary conditions in this way, which is quite different from how the conditions were specified in Cao et al., resulted in good agreement between the two simulations ͑see Fig. 3͒ .
For the simulation of thermoacoustic couples, an oscillating solid-wall boundary would be suitable. However, the boundary conditions used in the current work were chosen with an extension of the work to simulation of only the heat exchanger section in mind. In that case there will be an energy flux through the oscillating boundary.
The movement of the gas near the plate is shown by the paths taken by particles 1 to 9 for runs 1 and 5 in Figs. 7 and 8, respectively. x E is the distance from the closed end of the tube, xϭ0, to the inner plate edge, point 3 in Fig. 2 . The particle paths for run 4 were almost identical to those for run 5 and are not shown here. Particles 7, 8, and 9 in Figs. 7 and 8 start traveling just at the outer edge of the plate and the distance they travel in the x direction is approximately the particle displacement length.
There are some obvious differences in traces for particles at different locations in the domain. All particles, except 2 and 8, move mainly in the x direction with very little y movement, although, for the smaller plate spacing, there is more y movement for particles 1 and 7. Particles 3 and 6, strongly influenced by viscous effects, move less than a quarter of the distance of the other particles for both test cases.
The largest differences are found in the movements of particles 2 and 8. When ␦ km /y 0 ϭ1.6, the particle traces show that particles 2 and 8 return to within less than 0.03y 0 and 0.02y 0 , respectively of their starting positions. However, when ␦ km /y 0 ϭ0.3, the difference between the initial and the final positions is 0.05y 0 , and it is noted that y 0 is approximately five times that when ␦ km /y 0 ϭ1.6. Tests using two different time steps indicated that the difference between the starting and finishing points for particles 2 and 8 when ␦ km /y 0 ϭ0.3 is too great to be due to numerical errors in the tracking calculations. This indicates that over a number of cycles, particles are moving away from the plate at these locations which must be compensated for by other particles replacing them from elsewhere in the domain. This is indicative of a larger scale, lower-frequency vortical motion just outside the plate edges. This is similar to phenomena observed by Ozawa et al. ͑1999͒. Ozawa et al. visualized acoustic streaming in resonators with or without plates, at a drive ratio of 0.2%. Without plates, there are well-known large-scale vortices between the pressure node and antinode due to acoustic streaming. When Ozawa introduced a single plate or a multiple layer of plates spaced much wider apart than the thermal penetration depth, he observed a large vortex at either edge of the plates for both cases.
Ozawa's plate lengths were approximately 1/10th of the wavelength, which is of a similar order to the current ''long'' plates. It must be noted that the current work does not include the wall effect of the resonator in the simulation domain, yet the current simulation still indicated the possibility of vortical motion ͑of a scale set by the plate spacing͒ just outside both edges of the plate for smaller spacings.
In Fig. 9 , the volume-averaged entropy generation rates versus plate spacing ͑runs 1 to 6͒ are shown, along with the analytically calculated entropy generation rates at the plate surface. ͑The vertical line in the figure indicates the magnitude of the thermal penetration depth.͒ To calculate the volume-averaged entropy generation, Eq. ͑14͒ was evaluated at each cell, multiplied by the cell volume, and summed over the whole domain. The sum was then divided by the domain volume. The analytical curve is generated from Eq. ͑15͒, which represents the energy dissipation at the plate surface, divided by the mean temperature and the domain volume.
In order to investigate what physical mechanisms contribute to entropy generation, terms in Eq. ͑14͒ are grouped and labeled as follows:
͑i͒ Term 1: (K/T 2 )(‫ץ‬T/‫ץ‬y) 2 , entropy generation due to the dominant gradient in temperature. ͑ii͒ Term 2: (/T)(‫ץ‬u/‫ץ‬y) 2 , entropy generation due to the dominant viscous effects. ͑iii͒ Term 3: The remainder of the terms in Eq. ͑14͒.
These terms are plotted in Figs. 9 and 10.
The analytically calculated entropy generation rates agree with the numerical results at larger plate spacings, but not for smaller spacings. This is reasonable because the analytical expression was derived based on the assumption that y 0 ӷ␦ km . Note that the entropy generation is much higher than that predicted analytically for the smaller plate spacings. For all test cases, the difference between the entropy generation calculated over the whole domain and that in the plate drive ratioӍ1.7%, run 8; 3.4%, run 1; 5.1%, run 9; 6.8%, run 10; 8.5%͒.
section was less than 1%. Thus, as would be expected, it is only in the vicinity of the plate that significant entropy generation occurs. Figure 9 also shows that the dominant parameters leading to entropy generation are y gradients of temperature and y gradients in the x component of velocity ͑terms 1 and 2͒, respectively. The entropy generated due to temperature gradients in the y direction increases as the plate spacing increases. Note that this term decreases as y 0 increases beyond 0.24 cm. Although the total entropy generation in the simulation domain continues to increase as y 0 increase, term 1 ͑which is a per-unit volume term͒ does decrease. This indicates that the rate of increase in term 1 drops when the plate spacing is larger than twice the thermal penetration depth. This can be explained by the fact that the temperature gradient is large only within the thermal boundary layer. Term 2, the entropy generation due to dominant viscous effects, increases quadratically as the plate spacing is reduced.
As the plate spacing is reduced, the amount of heat pumped from one end of the plate to the other decreases ͑see Fig. 4͒ . However, also as the plate spacing reduces, energy dissipation near the plate increases ͑see Fig. 9͒ and the highest rates of energy dissipation occur at the ends of the plates. The phenomenon of heat entering the plate at both ends for small plate spacings is attributed to a balance between these two effects.
The entropy generation over the whole simulation domain versus the drive ratio ͑or Mach number͒ is shown in Fig. 10 using the simulation results of runs 1 and 7 to 10 when y 0 ϭ3␦ km . The figure also shows terms 1 to 3 of Eq. ͑14͒. The quadratic dependence was expected from the fact that the dominant terms in Eq. ͑14͒ vary with the square of temperature and velocity. The analytically calculated energy dissipation at the plate surface and the numerically calculated entropy generation over the whole domain agree at all drive ratios to within approximately 10%. This shows that most dissipation occurs at the plate surface for this plate spacing and for all drive ratios tested. Again, terms 1 and 2 are dominant and the magnitudes of each increase as the drive ratio increases.
VIII. ''SHORT PLATE'' SIMULATIONS
The time-averaged heat flux at the plate surface, ė y , is plotted in Fig. 11 for plate lengths of 2u 1 / and u 1 / when y 0 ϭ3.3␦ km . The corresponding energy flux vectors are shown in Figs. 12 and 13. The long plate ͑run 7͒ result is also shown in Fig. 11 but only results at the outer end of the plate are shown. The results show that the heat transfer is in opposite directions at the inner and outer plate edges. This indicates that heat is pumped from the outer to the inner edge of the plate. This is in qualitative agreement with results of Worlikar and Knio ͑1999͒. The shapes of the curves in Fig.  11 are very similar to those for the long plates, except that for the short plates there is no flat region ͑where ė y is near zero͒. Figure 11 shows that the distance from the plate edge where significant heat transfer occurs is approximately the particle displacement distance. For the operating conditions tested, this suggests that when the plate is more than four times longer than the particle displacement distance, the net amount of heat transfer from one end of the plate to the other is equal if the plate spacings are the same. The particle traces for run 11 are shown in Fig. 14 . The results for run 14 were almost identical to those for run 11. The particle displacements are the same as the plate length in Fig. 14. These are in good agreement with the preliminary estimates of particle displacement distance which were calculated for ideal standing waves at the same location. The figures also show that particles 2, 5, and 8 ͑those at a quarter of the interplate spacing͒ have a large y movement resulting in looped paths. The maximum difference between the initial and the final locations are approximately 2% of the y-domain length and, given the accuracy of the particle traces, the fact that particles 2, 5, and 8 of Fig. 14 do not return to their original positions is again an indication of a possible vortical motion outside the plate edge.
The time-averaged heat flux to the plates, presented in Fig. 15 when y 0 ϭ3␦ km , shows that a heat-pumping effect exists at the plate surface even though the plate spacing is equal to the thermal penetration depth. However, when the plate spacing is further reduced to y 0 ϭ␦ km /3, the energy dissipation is dominant and the heat-pumping effects are no longer seen. The energy vector pattern for y 0 ϭ␦ km /2 is similar to that for y 0 ϭ3␦ km . However, the pattern changes significantly at smaller plate spacings. The energy vectors when y 0 ϭ␦ km /3 for Lϭu 1 / and Lϭ2u 1 / are presented in Figs. 16͑a͒ and ͑b͒.
The particle traces for the cases when y 0 ϭ␦ km /2 are almost identical to those in Fig. 14, but the characteristic shapes of the particle traces change when y 0 ϭ␦ km /3, as shown in Fig. 17 . Traces for particles 2, 5, and 8 have y displacements but there are no loops in their tracks.
IX. CONCLUSION
The simulation results show that a heat-pumping effect can be seen, not only on the long plates but also on the shortest plates tested, when plate spacings are greater than the thermal penetration depth. As the plate spacing approaches the thermal penetration depth, energy dissipation near the plate increases quadratically and no heat-pumping effect is observed. The energy dissipation increases quadratically with Mach number.
The time-averaged heat transfer to and from the plates is concentrated at the edges of the plates for all test cases. At constant Mach number, the width of the region where there is substantial heat transfer decreases as the plate spacing is reduced.
Particle traces for the test case with the largest plate spacing and a long plate show evidence of vortical motion outside both edges of the plate. The short plate simulations also indicate this vortical motion outside the plates. In addition, particle traces indicate that the gas between the plate surface and the symmetrical boundary prescribes a path with a loop in it. However, to confirm the presence of vortical motion outside the plates ͑especially for the short plate͒, more particles should be traced, and visualization experiments are required. As the plate spacing is reduced, evidence for vortical motion diminishes.
A number of suggestions for the design of regenerators and heat exchangers can be drawn from these simulation results. The results show that, in terms of the total amount of heat pumped, it is not necessary to have plates longer than four times the particle displacement distance. Any extra surface area contributes to energy dissipation. However, when a certain temperature difference is required along the plate, as is the case of the regenerator plate, short plates will result in large temperature gradients along the plate, in which case there will be heat conduction losses along the plate.
For the design of heat exchangers, plate spacings of the order of the thermal penetration depth may not be appropriate, since the energy dissipation increases with the inverse square of the plate spacing. Therefore, plate spacing should be determined carefully using second law analysis to minimize the entropy generation ͑Ishikawa and Hobson, 1996͒.
