Abstract. Let f (x) be an irreducible degree four polynomial defined over a field F and let K = F (↵) where ↵ is a root of f in some fixed algebraic closure F of F . Several methods appear in the literature for computing the Galois group G of f , most of which rely on forming and factoring resolvent polynomials; i.e., polynomials defining subfields of the splitting field of f . This paper surveys those methods that generalize to arbitrary base fields of characteristic 0. Further, we describe a non-resolvent method that determines if K has a quadratic subfield by counting the number of roots of f that are contained in K, and we also describe how to construct explicitly a polynomial defining a quadratic subfield. We end with a comparison of run times for the various algorithms in the case F is the rational numbers.
Introduction
Galois theory shows it is possible to associate a group structure to a polynomial's roots. This group, called the polynomial's Galois group, is a collection of permutations of the roots that encodes arithmetic information concerning the polynomial. For example, the polynomial is solvable by radicals if and only if its Galois group is solvable (see for example [4, p.628] ). An important problem in computational algebra therefore is to determine the Galois group of a polynomial f (x) of degree n defined over a field F .
For this paper, we focus on quartic polynomials, surveying methods appearing in the literature that apply to arbitrary base fields of characteristic 0. These methods [1, 3, 4, 7] rely on factoring resolvent polynomials [5, 8, 9] , which are polynomials that define subfields of the splitting field of f . We also present a non-resolvent method that relies on factoring the quartic polynomial over the extension field it defines. One advantage of this method is that it allows us to determine when the quartic polynomial's extension field has a quadratic subfield, and it gives us an explicit calculation of a polynomial that defines such a quadratic subfield. As a corollary, we can determine when any irreducible quartic polynomial can be transformed into a biquadratic (i.e., even quartic) polynomial defining the same extension, and hence having the same Galois group.
The remainder of the paper is organized as follows. Section 2 provides a brief overview of the basic notation and terminology related to the Fundamental Theorem of Galois Theory as they relate to our context. In this section, we also show the relationship between the automorphism group of a polynomial's extension field and its Galois group, paving the way for our non-resolvent approach to computing quartic Galois groups. In Section 3 we give an introduction to resolvent polynomials, including a discussion of the most widely-used resolvent; namely, the discriminant. Section 4 details all of the algorithms under consideration that are based on the resolvent method. For each algorithm, we describe its implementation and prove its correctness. Section 5 discusses our non-resolvent algorithm for computing quartic Galois groups. Additionally, we show every biquadratic irreducible quartic polynomial has a Galois group that is a subgroup of D 4 (the dihedral group of order 8). Conversely, if a quartic polynomial's Galois group is a subgroup of D 4 , we describe how to construct explicitly a biquadratic polynomial that defines the same extension (and hence has the same Galois group). Our final section includes an analysis of run times for each algorithm considered in this paper in the case the ground field is the rational numbers. Our findings indicate that the most e cient algorithm is the modification of the traditional cubic resolvent method, as outlined in [7] .
Overview of Galois Theory
In this section, we give a very brief overview of Galois theory in our context. More details can be found in any standard text on abstract algebra (such as [4] ).
Let F be a field and let F be a fixed algebraic closure. Let f (x) 2 F [x] be an irreducible polynomial of degree n with roots ↵ = ↵ 1 , . . . , ↵ n 2 F . Let K be the stem field of f ; that is, K = F (↵).
Then it is straight forward to verify that K is a vector space over F with the set {1, ↵, . . . , ↵
1
} serving as a basis. Since the dimension of K as an F -vector space is n, we say K/F is an extension field of degree n and we write [K : F ] = n.
We are interested primarily in automorphisms of K/F , which are field isomorphisms from K to itself that restrict to the identity function on F .
(x + y) = (x) + (y) for all x, y 2 K, (3) (xy) = (x) (y) for all x, y 2 K, (4) (a) = a for all a 2 F . The collection of all automorphisms of K/F is denoted Aut(K/F ).
The automorphisms of K/F form a group under function composition. Since automorphisms are field isomorphisms and since a basis for K/F consists of powers of the one root ↵, it follows that each automorphism is completely determined by where it sends ↵. Furthermore, since automorphisms act like the identity function on F , we have 0 = (0) = (f (↵)) = f ( (↵)) for each 2 Aut(K/F ). This shows that automorphisms send ↵ to some other root of f that lies in K.
Therefore, elements in Aut(K/F ) are in a bijective correspondence with the roots of f that are contained in K, and each automorphism permutes these roots. In the case where K contains all n roots of f , Aut(K/F ) is called the Galois group of f . Otherwise, the Galois group of f is the automorphism group of the splitting field of f ; that is, the smallest subfield of F that contains F and all n roots of f .
The Fundamental Theorem. The next result is the Fundamental Theorem of Galois Theory, which gives a bijection between the subfields of K/F and the subgroups of Aut(K/F ) when K/F is a Galois extension (see [4, p. 574] ).
Theorem 2.2 (Fundamental Theorem of Galois Theory).
Let L be the splitting field of an irreducible polynomial f of degree n defined over F , and let G be the Galois group of f (i.e., the automorphism group of L/F ). There is a bijective correspondence between the subfields of L/F and the subgroups of G. Specifically, if K is a subfield of L/F , then K corresponds to the set of all 2 G such that (a) = a for all a 2 K. Similarly, if H is a subgroup of G, then H corresponds to the set of all a 2 L such that (a) = a for all 2 H.
The Galois correspondence has the following properties.
(1) If H 1 and H 2 are subgroups of G that correspond to subfields K 1 and K 2 respectively, then
Let K be a subfield of L/F defined by the polynomial g and let H  G be the subgroup corresponding to K. The splitting field of g corresponds to the largest normal subgroup N of G contained inside H; i.e., the kernel of the permutation representation of G acting on G/H. The Galois group of g is isomorphic to G/N . (4) If we label the roots of f as ↵ 1 , . . . , ↵ n , then G can be identified with a transitive subgroup of S n , well-defined up to conjugation. (5) If we label the roots of f as ↵ 1 , . . . , ↵ n , then the stem field of f (generated by ↵ 1 ) corresponds to G 1 , the point stabilizer of 1 inside G.
Automorphism Groups and Stem Fields. We now prove several facts about subfields of L/F and subgroups of Aut(L/F ). The first considers conjugate fields of a subfield K of L/F . For 2 Aut(L/F ) and a subfield K of L/F , the image (K) of K under is called a conjugate field of K. The next result shows that conjugate fields correspond to conjugate subgroups. Proposition 2.3. Let L/F be a Galois extension with Galois group G. Let H be a subgroup of G and let K be the fixed field of H. For 2 G, the subgroup fixing
, as desired. Next we show every element that fixes (K) belongs to
Let L/F be a Galois extension with Galois group G. Let H be a subgroup of G and let K be the fixed field of
Proof. Let , ⌧ 2 G and suppose (x) = ⌧ (x) for all x 2 K. Then x = 1 ⌧ (x) for all x 2 K. Thus 1 ⌧ fixes K, which is true if and only if 1 ⌧ 2 H. This is true if and only if ⌧ 2 H, as desired. ⇤
Next we describe the relationship between the automorphism group of a subfield and the Galois group of the splitting field.
Proposition 2.5. Let L/F be a Galois extension with Galois group G. Let H be a subgroup of G and let K be the fixed field of H. Then Aut(K/F ) ' N/H, where N is the normalizer of H in G. Proof. First we note that every element in Aut(K/F ) corresponds to some restriction to K of an element 2 G [4, p. 575]. Such an element will restrict to an automorphism of K/F precisely when (K) = K. By Proposition 2.3, these are restrictions of elements in the normalizer N of H in G. By Proposition 2.4, the elements in N that restrict to distinct functions on K correspond to the cosets of H in N . Therefore Aut(K/F ) is isomorphic to the quotient group N/H, as desired. ⇤ As a corollary, the next result explicitly determines the connection between the automorphism group of a polynomial's stem field and the polynomial's Galois group. This will be the basis for our non-resolvent method for computing quartic Galois groups, as mentioned in Section 5.
Corollary 2.6. Let L be the splitting field of the irreducible polynomial f (x) of degree n defined over F , and let G be the Galois group of f . Let K/F be the stem field of f . Let G 1 be the point stabilizer of 1 inside G, and let N be the normalizer of G 1 in G. Then Aut(K/F ) ' N/G 1 . Furthermore, the number of roots of f that are contained in K is equal to the index [N :
Proof. Since K is the stem field, K ' F (↵ 1 ), where ↵ 1 , . . . , ↵ n are the roots of f in F . Under the Galois correspondence, the subgroup that corresponds to K consists of those elements that fix K; i.e., all 2 G such that (↵ 1 ) = ↵ 1 . This is precisely the point stabilizer of 1 inside G. Therefore Aut(K/F ) ' N/G 1 by Proposition 2.5. In particular, these two groups have the same order. The final statement of the corollary now follows since the number of automorphisms equals the number of roots of f contained in K, and the number of elements in N/G 1 is equal to the index [N :
Notice that by item (4) of Theorem 2.2, we must identify the conjugacy classes of transitive subgroups of S 4 in order to determine the group structure of G. This information is well known (see [2] ). In Table 1 , we give information on the 5 conjugacy classes of transitive subgroups of S 4 , including their transitive number (or T-number, as in [6] ), generators of one representative, their size, and a more descriptive name based on their structure. The descriptive names are standard: C 4 represents the cyclic group of order n, D 4 the dihedral group of order 8, V 4 the elementary abelian group of order 4, and A 4 and S 4 the alternating and symmetric groups on 4 letters.
Resolvent Polynomials and Splitting Fields
The techniques for computing Galois groups this paper is studying are based on the use of absolute resolvent polynomials [8] . In short, this method works as follows. Let f (x) be an irreducible polynomial (over F ) of degree n. Let G be the Galois group of f , and let H be a subgroup of S n . We form a resolvent polynomial R H (x) whose stem field corresponds to H under the Galois correspondence. By item (3) of Theorem 2.2, the Galois group of R H (x) is isomorphic to the image of the permutation representation of G acting on the cosets S n /H. Then as shown in [8] , the irreducible factors of R H (x) therefore correspond to the orbits of this action. In particular, the degrees of the irreducible factors correspond to the orbit lengths.
The most di cult task in the resolvent method is constructing the polynomial R H (x) that corresponds to a given subgroup H of S n . The following result gives one method for accomplishing such a task. A proof can be found in [8] .
Theorem 3.1. Let f (x) be an irreducible polynomial of degree n defined over a field F , K the splitting field of f , and ↵ 1 , . . . , ↵ n the roots of f in F . Let T (x 1 , . . . , x n ) be a polynomial with coe cients in F , and let H be the stabilizer of T in S n . That is
. . , x n )}. Let S n //H denote a complete set of coset representatives of H in S n , and define the resolvent polynomial R H (x) by:
is squarefree, its Galois group is isomorphic to the image of the permutation representation of G acting on the cosets S n /H. (2) We can ensure R H (x) is squarefree by taking a suitable Tschirnhaus transformation of f (x) [3, p.324] . This amounts to randomly picking an element in the stem field of f (x) and computing its characteristic polynomial. (3) One choice for T is given by:
Though this is not the only choice.
We now describe how to construct the resolvents used in the following papers: [1, 3, 7] . To illustrate each of these constructions, we will use the following sample polynomials:
The Discriminant. Perhaps the most well known example of a resolvent polynomial is the discriminant. Recall that the discriminant of a degree n polynomial
where ↵ i are the roots of f . In particular, let
It is well-known that T is stabilized by A n [4, p.610]. Notice that a complete set of coset representatives of S n /A n is {id, (12)}. Also notice that applying the permutation (12) to the subscripts of T results in T . In this case, we can form the resolvent polynomial R(x) as follows,
In particular, this resolvent factors if and only if the discriminant is a perfect square in the base field. It is well-known that the discriminant can be computed via the resultant of f (x) and its derivative; namely, disc(f ) = ( 1)
Furthermore, by the theory of elementary symmetric polynomials, it follows that disc(f ) can be expressed using only the coe cients of f [4, p. 611]. For example, in the case of quartic polynomials,we have:
Here are the discriminants of the five sample polynomials t 1 , . . . , t 5 ; the final column gives the prime factorization of the discriminant over the rational numbers. The Cubic Resolvent. Both the traditional approach to computing quartic Galois groups [4, p. 614 ] and its refinement [7] rely on factoring a cubic resolvent polynomial. In this case, we let T = x 1 x 3 + x 2 x 4 . The stabilizer H of T in S 4 is a dihedral group of order 8. The elements of this particular group are, (24), (12)(34), (13)(24), (14)(23), (1234), (1432)} .
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A complete set of right coset representatives for S 4 /H is given by: {(1), (12), (14)}. We can form the cubic resolvent for f (x) by computing R H :
We can also express the cubic resolvent in terms of the coe cients of the original quartic. If f (x) = x 4 + ax 3 + bx 2 + cx + d, then the cubic resolvent of f is:
Here are the cubic resolvents of the five sample polynomials t 1 , . . . , t 5 ; the final column gives the factorization of the cubic resolvent over the rational numbers.
Poly
Cubic Res Factorization
Here are the degree 6 resolvents of the five sample polynomials t 1 , . . . , t 5 . Note that we need to take a tschirnhaus transformation of t 1 , t 2 , and t 3 , since their degree 6 resolvents are not squarefree. In each case, we give the transformed polynomial, the degree 6 resolvent, and the factorization of the degree 6 polynomial over the rationals. For t 4 and t 5 , the resolvent is irreducible, so we only give it. 
The Degree 12 Resolvent. The method in [1] relies on factoring a degree 12 resolvent polynomial. In this case, we let
is a cyclic group of order 2. The elements of this particular group are,
A complete set of right coset representatives for S 4 /H is given by: (13), (14), (23), (24), (123), (124), (132), (142), (13)(24), (1324)}. We can form the degree 12 resolvent for f (x) by computing R H :
We can also express the degree 12 resolvent in terms of the coe cients of the original quartic. If f (x) = x 4 + ax 3 + bx 2 + cx + d, then the degree 12 resolvent of f is: Here are the degree 12 resolvents of the five sample polynomials t 1 , . . . , t 5 . Note that we need to take a tschirnhaus transformation of t 2 and t 3 , since their degree 12 resolvents are not squarefree. In all cases, we give the transformed polynomial (if required), the degree 12 resolvent, and the factorization of the degree 12 polynomial over the rationals. For t 5 , the resolvent is irreducible, so we only give it. 
Algorithms
In this section, we describe the algorithms for computing quartic Galois groups as described in [1, 3, 4, 7] . We also describe the simple method in [7] for computing the Galois group of a biquadratic polynomial; i.e., a polynomial of the form x 4 +ax 2 +b.
Resolvent Factorizations. As mentioned in the opening paragraph of Section 3, if G is the Galois group of the quartic polynomial f , H is a subgroup of S 4 , and R H (x) is the resolvent polynomial of f corresponding to H, then the Galois group of R H (x) is isomorphic to the image of the permutation representation of G acting on the cosets S 4 /H. The irreducible factors of R H (x) correspond to the orbits of this action, and therefore the degrees of the irreducible factors correspond to the orbit lengths. Table 2 shows the orbit lengths of the four resolvent polynomials mentioned in Section 3. In particular, the discriminant corresponds to A 4 row, the cubic resolvent corresponds to the D 4 row, the sextic resolvent corresponds to the C 4 row, and the degree 12 resolvent corresponds to the C 2 row.
Cubic Resolvent Algorithm. The following algorithm is found in [4] and is based on the cubic resolvent.
Algorithm 4.1. Given an irreducible quartic polynomial defined over a field F , this algorithm outputs the name of the Galois group of f (x) from among those listed in Table 1 .
(1) Form the cubic resolvent g(x), as described in Section 3. Factor g(x) over F . Let L be the list of the degrees of the irreducible factors. 
Proof.
Steps (2) and (4) follow immediately from Table 2 . To prove Step (5), we note that f (x) will be reducible over K = F ( p d) if and only if K defines a quadratic subfield of f 's stem field. By the Galois correspondence, quadratic subfields of f 's stem field correspond to subgroups H of G of index 2 that contain G 1 , the point stabilizer of 1. On the other hand, the subgroup that corresponds to
For the group C 4 , these two subgroups are the same; namely, We note that [7] contains a modification of Algorithm 4.1. The need to factor
is replaced by factoring two additional quadratic polynomials over F ; these two quadratic polynomials make use of the unique simple root of the cubic resolvent. See their paper for complete details.
Sextic Resolvent Algorithm. The following algorithm is found in [3] and is based on the sextic resolvent. Algorithm 4.2. Given an irreducible quartic polynomial defined over a field F , this algorithm outputs the name of the Galois group of f (x) from among those listed in Table 1. (1) Form the degree 6 resolvent g(x), as described in Section 3. Factor g(x)
over F . Proof. Follows immediately from Table 2 . ⇤ Degree 12 Resolvent Algorithm. The following algorithm is found in [1] and is based on the degree 12 resolvent.
Algorithm 4.3. Given an irreducible quartic polynomial defined over a field F , this algorithm outputs the name of the Galois group of f (x) from among those listed in Table 1 .
(1) Form the degree 12 resolvent g(x), as described in Section 3. Factor g(x) over F . (2) If g is squarefree (that is, if gcd(g(x), g 0 (x)) = 1), let L be the list of the degrees of the irreducible factors. Otherwise, replace f by a Tschirnhaus transformation and repeat step 1.
{6, 6}, or {12}, respectively. Proof. Follows immediately from Table 2 . ⇤ Algorithm 5.2. Given an irreducible quartic polynomial f (x) defined over a field F whose Galois group is either C 4 , V 4 , or D 4 , this algorithm outputs a biquadratic polynomial defining the same extension as f .
(1) Let K be the stem field f generated by a root r of f . Factor f over K and let L denote the roots of linear factors; these will necessarily be polynomials in the variable r of degree  3 (they will be the automorphisms of K/F ). g(r) ), f(r)). (4) Return h(x) if it is squarefree. Otherwise, replace f by a Tschirnhaus transformation and repeat steps 1-4.
Proof. Let G be the Galois group of f (x), K the stem field of f , and Aut(K) the automorphism group of K/F . Corollary 2.6 shows Aut(K) is isomorphic to N/G 1 where G 1 is the point stabilizer of 1 in G and N the normalizer of G 1 in G. The proof of Algorithm 4.4 shows that since G 2 {C 4 , V 4 , D 4 }, K contains a quadratic subfield. Thus Aut(K) contains a subgroup of order 2, and hence an element of order 2. This proves Step (2) is possible. Direct computation shows that if G = V 4 , there are 3 such choices for g(r). As permutations, these automorphisms are given by: (12)(34), (13)(24), (14)(23). Otherwise, there is a unique choice for g(r).
is the permutation (13)(24). Note that these permutations depend on the ordering of the roots of f . Di↵erent orderings will correspond to conjugate permutations. But the cycle type is invariant under conjugation. So in any case, the permutation g(r) leaves no root fixed.
Let h(x) = Resultant r (x (r g(r)), f(r)). Thus h(x) 2 F [x], and therefore the irreducible factors of h define subfields of K. Suppose the roots of f are a, b, c, d. Suppose further that g(r) permutes the roots in the following way: (ab)(cd). Then
Thus h(x) is biquadratic. If h is irreducible, then since it defines a subfield of K, it must be the case that the stem field of h is exactly K. Direct computation on the 3 nontrivial automorphisms shows that when the 2nd and 4th automorphisms are composed with themselves, they yield the 3rd automorphism. When the 3rd automorphism is composed with itself, it yields r. Note, this proves the Galois group of f is C 4 . Let g(r) = r 3 + r 2 r + 1. Forming the characteristic polynomial h(x) of r g(r), we obtain h(x) = x 4 + 5x 2 + 5, an irreducible biquadratic polynomial.
Comparison
In this section, we give an analysis of run times of the various algorithms. In an e↵ort to conduct a timing analysis, we implemented 6 quartic Galois group algorithms into Wolfram Mathematica and used the built-in Timing function to calculate run times. The algorithms are the resolvent methods described in Section 3 as well as two non-resolvent methods. We label the resolvent methods as Cubic ( [4] ), Sextic ( [3] ), Deg 12 ( [1]), and [7] . We label the non-resolvent methods as Algorithm 5.1 and SF. The SF algorithm computes a polynomial defining the splitting field of the original quartic. The splitting field algorithm proceeds by factoring the original quartic over its stem field K. If f does not factor into linear factors, K does not contain all four roots. Thus we adjoin to K a root of a non-linear factor and factor f over this new extension. We continue in this fashion until we obtain an extension which contains all four roots of f .
The sample polynomials for each Galois group are shown below:
Using these polynomials, we applied between one and ten Tschirnhaus transformations in order to test the speed of each algorithm at varying sizes of polynomial coe cients. By doing so, we can test whether certain algorithms are relatively faster or slower for di↵erent polynomial sizes. The table below shows the average coe cient size (given as the number of digits) of each polynomial, ranging from one Tschirnhaus transformation to ten Tschirnhaus transformations. Notice that each application of a Tschirnhaus transformation roughly doubles the average number of digits in the polynomial's coe cients. D4  C4  A4  S4  T1  2  2  2  2  2  T2  4  4  4  4  4  T3  7  8  8  10  9  T4  16  18  17  19  17  T5  34  35  33  37  36  T6  65  67  65  77  72  T7 129  142  137  148  133  T8 269  274  268  308  275  T9 504  575  521  607  551  T10 1021 1047 1016 1173 1145 6.1. Timings. We present the ratios of timings for all methods except [7] (because it is the fastest). For the algorithm in [7] , we list its actual run time on our machine (Macbook Pro, 3 GHz, Intel Core i7). For the other methods, their actual run times are divided by the timing of the fastest method. By doing so, we can control for the hardware constraints of the machine on which the algorithms are run. The absolute timings of each algorithm may change from machine to machine, but the ratios should not. Additionally, analyzing ratios allow us to easily interpret the speed of each algorithm by explicitly showing how many times slower each method is than the fastest method. We present the timings of each method below.
V4
Timings when the Galois group is V 4 .
[ For polynomials with V 4 as Galois group, the method in [7] and the cubic resolvent method are equivalent. They appear to be the fastest, regardless of the size of the polynomial. These methods only take 0.004 seconds for a polynomial with 1 Tschirnhaus transformation and under 0.05 seconds for a polynomial with ten Tschirnhaus transformations. Both the ratios in the timings of the SF and Alg. 5.1 methods become much larger as we increase the number of Tschirnhaus transformations. Interestingly, the sextic resolvent methods get relatively faster compared to [7] , but seems to level o↵ compared to [7] for a higher number of Tschirnhaus transformations. Lastly, the degree 12 method appears to be inconsistent, as its timing ratios decrease until six Tschirnhaus transformations and then increase until ten Tschirnhaus transformations. Seeing that the smallest ratio of timings occurs with the degree 12 resolvent method at 6 Tschirnhaus transformations, the method in [7] is at least 4.47 times faster than any other method for polynomials with Galois group V 4 .
Timings when the Galois group is D 4 .
[7] SF Alg. 5. For polynomials with D 4 as Galois group, we can see that the method in [7] is again the quickest regardless of the size of polynomial coe cients. For a polynomial with one Tschirnhaus transformation, this method takes 0.004 seconds to compute the polynomial's Galois group, and for polynomials with ten Tschirnhaus transformations, it takes just under 0.7 seconds. Every other method's timing ratios decrease in size before increasing in size at various Tschirnhaus levels. Since the minimum timing ratio is the cubic method at five Tschirnhaus transformations, we can conclude that the method in [7] is at least 6.16 times faster than any other method for polynomials with Galois group D 4 .
Timings when the Galois group is C 4 .
[7] SF Alg. 5. Again, we see that the method in [7] is the fastest method for quartic polynomials with Galois group C 4 . This method takes 0.0048 seconds for polynomials with one Tschirnhaus transformation and 0.0703 seconds for polynomials with ten Tschirnhaus transformations. The timing ratios of all methods except the sextic resolvent method become smaller before becoming larger compared to [7] as we increase the size of the polynomial coe cients. The sextic resolvent method becomes relatively faster as we increase coe cient size. We can say that the method in [7] is at least 5 times faster than any other method for polynomials with Galois group C 4 , as the smallest ratio is 5.03. This occurs when we use the degree 12 method on polynomials with six Tschirnhaus transformations.
Timings when the Galois group is A 4 .
[7] SF Alg. 5. For quartic polynomials with Galois group A 4 , the method in [7] and the cubic resolvent method are equivalent, and they are the fastest. We only used eight Tschirnhaus transformations for polynomials with this Galois group due to computational constraints of our machine. The ratios of the SF, Alg. 5.1, the degree 12 methods decrease in size initially, and then increase in size as we increase the size of polynomial coe cients. On the other hand, the sextic resolvent method becomes relatively faster as we increase the size of coe cients, when compared to [7] . This method is at least 47% faster than any other method, given a random quartic polynomial with Galois group A 4 , as the smallest ratio is 1.47, occurring when we apply the cubic resolvent method to a polynomial with eight Tschirnhaus transformations.
Timings when the Galois group is S 4 .
[7] SF Alg. 5. [7] and the cubic resolvent method are equivalent for polynomials with Galois group S 4 . They are the quickest methods in this case. The timing ratios of the SF method appear to increase at an exponential rate. The timing ratios of Alg. 5.1 and the degree 12 methods decrease before increasing five and six Tschirnhaus transformations, respectively. The sextic resolvent method increases in relative speed as we increase the size of the coe cients. The method in [7] is at least 7.75 times faster than any other method, as the smallest timing ratio occurs when we apply the degree 12 resolvent method to a polynomial with 5 Tschirnhaus transformations.
