Recently, statistical models for the effects of roundoff noise in fixed-point and floating-point realizations of digital filters have been proposed and verified, and a comparison between these realizations has been suggested [1]-431. In general terms, the comparison revolves around the fact that while floating-point arithmetic has a larger dynamic range than fixed-point, the latter is more accurate when the full register length can be utilized. Because of the limited dynamic range of fixed-point arithmetic, for high-gain filters, the input signal must be attenuated to prevent overflow in the output. Thus, for sufficiently high gain, floating-point arithmetic leads to lower noise-tosignal ratio than fixed point. On the other hand, floatingpoint arithmetic implies a more complex hardware structure than fixed-point arithmetic.
A Structure for Block-Floating-point Realization
In block-floating-point arithmetic the input and filter states (Le., the outputs of the delay registers) are jointly normalized before the multiplications and adds are performed using fixed-point arithmetic. The scale factor obtained during the normalization is then applied to the final output to produce a fixed-point result. To illustrate, consider a first-order filter described by the difference equation Yn = 5 , + a1yn-1.
(1)
For convenience we will treat all numbers as fixed-point fractions. To perform the computation in a block-floatingpoint manner, we define .P with P between + and 1, IP(M) = 2m. For M a fraction, 2', is less than or equal to unity so that A, is greater than or equal to unity. Thus A , represents the power-of-two scaling which will jointly normalize x, and yn-l. Thus with block-floating-point we can compute y , as out in a fixed-point manner.
where the multiplications and addition in (3) are carried Because of the recursive nature of the computation for a digital filter, it is advantageous to modify (3) as 9, = Anz, + alAnWln The difference between (3) and (4) is meant to imply that the number Any, rather than y , is stored in the delay register of the filter. Because of (2), Any, is always more accurate (or as accurate) as y , since multiplication by A , corresponds to a left shift of the register.
A disadvantage with (4) is that y,-l must be available to compute A,, and A, must then be obtained from A , and A,-1. An alternative is represented by the set of equations
and In this case, we first scale x, by An-l to form 2, and then determine the incremental scaling using (5c). As in (4), the scaled value 9% is stored in the delay register and the output value y , is determined from yn. If we consider the general case of an Nth order filter of the form
then the block-floating-point realization corresponding to (5) and represented in the direct form is depicted in Fig. 1 , For the general case,
IP [max j j x n l , I Y n -l j , j Y n -2 / , ' . . t lYn-Nj 11 = A,-lA,.
As an additional consideration, we note that because of the block normalization, there is the possibility of overflow in the addition, which cannot be avoided by an attenuation of the input. This possibility of overflow can be avoided by decreasing the normalization constant A , by a fixed amount. Thus we modify (6) and (7) as where CY is a constant that may be changed depending on the filter to be implemented. In a first-order filter, for example, a need never be greater than two.
The Effect of Roundoff Noise in BlockFloating-point Filters
In evaluating the performance of the block-floatingpoint realization in the presence of roundoff noise, we will restrict attention to the implementation of (5) and Fig. 1 for the first-and second-order cases. We will assume that no roundoff occurs in the computation of 2, from X , and the subsequent multiplication by A,. Since An-1 and AnWlA, are always nonnegative powers of two, that is, they always correspond to a positive scaling, the above assumption corresponds to allowing more bits in the representation of the intermediate variable 2,. This is reasonable if we take the attitude that it is primarily in the variables used in the arithmetic computations that the register length is important.
For the first-order case, roundoff noise is introduced in the multiplication of wln by A,, the multiplication by al, and the final multiplication by I/&. The effects of multiplier roundoff will be modeled by representing the round-
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off by additive white noise sources. We consider, for convenience, the fixed-point numbers in the registers to represent signed fractions, with the register length excluding sign denoted by t bits. Each of the roundoff noise generators is assumed to be white, mutually independent and independent of the input, and to have a variance u,2 equal to (1/12). 2?. The network for the first-order filter including the noise sources representing roundoff error is presented in Fig. 2 (A). In Fig. 2 (B) an equivalent representation is shown, where the noise sources are at the filter input. If we consider the input to be a stationary random signal, then the noise source k, will be white stationary random noise with variance
where k2 denotes the expected value of (l/AJ2. Letting 7, denote the noise in the filter output due to the noise tn, the variance of the output noise qn will be This result is derived by observing that in Fig. 2 (B) the transmission from the noise source 5, to the output is that of a first-order filter with unit sample response h, given by A,=@. For the case of a second-order filter a similar procedure can be followed. Fig. 3(A) shows a secondorder filter with the roundoff noise sources included. In Fig. 3 (B) an equivalent representation is shown, where equivalent noise sources are introduced at the filter input. Again, considering the input to be a stationary random signal, then where we assume that the mean-square values of (l/An) and (l/An-l) are equal. Hence the variance of the output noise vn is
where
Experimental Verification
To verify the validity of (9) and (11) the values of k2 were measured and the values of at2 computed from (9) and (1 1) using these measured values. These results were taken as the theoretical results since they incorporate the [B) Equivalent noise model. assumptions of the model. The variance of the roundoff noise En was then measured experimentally. This was done by simulating the block-floating-point filter with a signed mantissa of 12 bits and comparing the output values with the output of an identical filter simulated with 36-bit fixed-point arithmetic. In all of these measurements the input was white noise with a uniform amplitude distribution. For the first-order filter, the value of Q in (6') and (7') was taken as two. For the second-order filter, the value of a was taken as four.
In Table I , measured values of k2 and the theoretical and experimental values of the variance of the roundoff noise for the first-order case are given. The input is white noise in the range 1 x,/ 57%. In a similar manner, theoretical and experimental results for the second-order case are summarized in Table 11 . The input is white noise in the range I xn 1 I A~.
A Comparison of Block-Floating-Point, Floating-

Point, and Fixed-point Realizations
Using the model presented in the previous section, the block-floating-point realization of digital filters can be compared with fixed-point and floating-point realizations. The comparison to be presented here will be on the basis of the output noise-to-signal ratio when the input is a random signal with a flat spectrum, using results presented by Gold and Rader [l] , Kaneko and Liu [2] , and Weinstein and Oppenheim [3] . With u: denoting the variance of the roundoff noise as it appears in the output, we have for the first-order filter where t is the number of bits in the mantissa, not including sign, uy2 is the variance of the output signal, and. G is given by (12). In the fixed-point case the output noise is independent of the output signal variance, and in the floating-point case the output noise is proportional to the output signal variance. The expression for blockfloating-point noise has a term independent of the signal and a term which depends on the signal through the factor k2. In both the fixed-point and block-floating-point cases, the dynamic range for the output is constrained by the register length. Consequently, as the filter gain increases, the input must be scaled down to prevent the output from overflowing the register length.
Since the output is given by (20) and (23) are expressed in terms of , @ rather than k2 to facilitate-a later approximation. In deriving these equations, k2 is given as k2 times the square of the maximum value of the input as dictated by (17). Thus, although expressed in terms of a normalized value for k2, (20) and (23) are consistent with the constraint that xn be sufficiently small so that the output is less than unity. 
, and (23) are compared. In these figures the noise-tosignal ratios are plotted in bits so that the difference between two of the curves reflects the number of bits that the mantissas should differ by to achieve the same noiseto-signal ratio. In each of the cases, the difference between floating-point and block-floating-point is approximately constant as the filter gain (or the proximity of the poles to the unit circle) increases. This difference is approximately one bit in the first-order case and two bits in the second-order case. In contrast, the fixed-point noise-to-signal ratio increases at a faster rate than floatingpoint or block-floating-point, and for low gain is better and for high gain is worse than block-floating-point.
In evaluating the comparison between fixed-point, floating-point, and block-floating-point filter realizations, it is important to note that Figs. 4 and 5 are based only on the mantissa length and do not reflect the additional bits needed to represent the characteristic in either floating-point or block-floating-point arithmetic.
An additional consideration which is not reflected in these curves is that in both fixed-point and block-floatingpoint the noise-to-signal ratio is computed on the assump- tion that the input signal is as large as possible consistent with the requirement that the output fit within the register length. If the input signal is in fact smaller than permitted, then the noise-to-signal ratio for the fixed-point case will be proportionately higher. For block-floating-point, as the input signal decreases, k2 decreases, thus reducing the output noise. From (9) and (12) we observe that as the input signal decreases the output noise variance asymptotically approaches u2.
For the case of high-gain filters, (18) through (23) can be approximated by asymptotic expressions which place in evidence the relationship between them. For the highgain case, that is, for al close to unity in the first-order filter and r close to unity and 0 small in the second-order filter, we will assume that I x% j is always smaller than 1 y, j Representing a as 1 -6 for the first-order case and r as 1-6 for the second-order case, with 6 small, we can approximate (18) For the second-order case we will want to bracket the expression This sum is the sum of the absolute values of the impulse response and as such is an upper bound on the filter output with a maximum input of unity. Consequently, it must be greater than or equal to the response of the second-order filter to a sinusoid of unity amplitude at the resonant frequency. This resonance response is given by 1/(1 -r)(l+r2-2r cos 20)1'2 or, with the high-gain ap- We note that the behavior of these expressions as a function of 6 is consistent with the results plotted in Figs. 4 and 5.
