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O presente trabalho objetiva verificar qual é o tamanho mínimo de amostra necessário para
a realização do teste-reteste. Para isso, um código computacional foi desenvolvido e implemen-
tado, com o auxílio do software estatístico R, para a realização do cálculo dos coeficientes de
correlação intraclasse (CCI) para dez tamanhos de amostras. Os dados utilizados foram obti-
dos pelo Banco de Itens Saúde Global do PROMIS (Patient-Reported Outcomes Measurement
Information System), que é composto por 10 itens que avaliam aspectos de saúde física, mental
e social, e cuja validação para língua portuguesa e coleta de respostas foi realizada em Zumpano
et al. (2015). Como resultado, os coeficientes de correlação intraclasse obtidos entre o teste e
o reteste, por tamanho de amostra, apresentaram valores acima de 0,90 e baixa variabilidade,
o que confirma a confiabilidade do teste. Além disso, ao comparar os resultados para os di-
ferentes tamanhos de amostra, conclui-se que o tamanho mínimo de amostra necessário para
a realização do teste-reteste é n = 20, pois a partir desse tamanho de amostra as médias dos
coeficientes de correlação intraclasse não apresentaram diferença significativa.
Palavras-chave: Confiabilidade, instrumento de medida, coeficiente de correlação intraclasse.

Abstract
The present study aims to verify which minimum sample size is required to perform the
test-retest. For this, a computational code was developed and implemented, with the aid of
statistical software R, for the intraclass correlation coefficient (ICC) realization for ten sample
sizes. The data were obtained by PROMIS (Global Health Items Bank), which is composed
of 10 items that assess aspects of physical, mental and social health, and whose validation for
Portuguese language and data collection was performed in Zumpano et al. (2015). As a result,
the intraclass correlation coefficient obtained between the test-retest, by sample size, presented
values above 0.90 and low variability which confirms the reliability of the test. In addition,
when comparing the results for the different sample sizes, it is concluded that the sample size
required for the test-retest is n = 20, because from this sample size the mean of the intraclass
correlation coefficients did not present a significant difference.
Keywords: Reliability, measurement instrument, intraclass correlation coefficient.
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Medida é uma síntese da qualidade e da quantidade. Medir é determinar, tendo por base
uma escala fixa, um padrão de unidade, e uma grandeza. Para medir, avaliar ou quantificar
informações, o pesquisador precisa se atentar para os critérios de exigências de medidas pro-
venientes de testes, instrumentos de coleta de dados, e técnicas de aferição, para que se possa
aceitá-los como geradores de boas avaliações [10].
De acordo com Martins (2005), toda medida deve reunir dois requisitos essenciais: confi-
abilidade (ou fidedignidade) e validade. Medidas confiáveis são replicáveis e consistentes, isto
é, geram os mesmos resultados em sucessivas medições. Já medidas válidas são representações
precisas da característica que se pretende medir.
A confiabilidade de um instrumento para coleta de dados, teste, técnica de aferição, se trata
da sua coerência, determinada através da constância dos resultados. Em outras palavras, a
confiabilidade de uma medida é a confiança que a mesma inspira [10]. Segundo Cozby (2003), a
confiabilidade de um instrumento de medição se refere ao grau em que sua repetida aplicação,
ao mesmo sujeito ou objeto, produz resultados iguais.
Por exemplo, ao se medir de forma constante a temperatura de uma sala climatizada, o
termômetro que apresentar resultados diferentes em cada medição deve ser considerado não
confiável, pois, sabemos que nessas condições, não há motivo para mudanças de temperatura.
Se ocorrerem resultados alterados o instrumento de medidas não terá a característica de fide-
dignidade e seus resultados não serão confiáveis.
De maneira ampla, uma medida fidedigna é consistente e precisa porque fornece uma medida
estável da variável. Em outras palavras, confiabilidade refere-se à consistência ou estabilidade
de uma medida. Um exemplo corriqueiro pode nos ajudar a compreender ainda mais este
conceito: diz-se que se tem um relógio confiável quando o instrumento nos fornece o tempo
preciso, raramente adiantado ou atrasado [10].
De acordo com Martins (2005), o desvio padrão (medida de dispersão em torno da média)
pode ser um indicador do grau de confiabilidade de um instrumento de medidas, de modo que
quanto menor o valor do desvio padrão maior será o grau de confiabilidade do instrumento
de medidas. Além dessa maneira, a confiabilidade de um instrumento de medidas pode ser
determinada mediante diversas técnicas, sendo a técnica do teste reteste um dos procedimentos
mais conhecidos.
Na técnica do teste reteste, o instrumento de medidas é aplicado duas vezes a um mesmo
grupo de pessoas ou objetos, depois de um período de tempo entre as aplicações. Se a correlação
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entre os resultados das duas aplicações é fortemente positiva o instrumento pode ser considerado
confiável.
O período de tempo entre as medições é um fator que se deve considerar quando esta
técnica é aplicada. Períodos longos são suscetíveis às mudanças que podem comprometer a
interpretação do coeficiente de confiabilidade (ou coeficiente de estabilidade) obtido. Um tempo
longo demais favorece a aquisição de novas aprendizagens e pode provocar uma sub avaliação
da estabilidade [10].
O conceito de sub avaliação da estabilidade poderá ser melhor explicado através de um
exemplo: vamos supor que foi aplicado um questionário com a seguinte pergunta: o que você
prefere como sobremesa? Com as seguintes alternativas: (1) Sorvete, (2) Torta de morango e (3)
Não sei. Na primeira aplicação o entrevistado marcou a alternativa (3). Porém, as alternativas
despertaram o entrevistado quanto às possibilidades de sobremesa. Depois de um longo tempo
foi aplicado o reteste e ao deparar com a mesma questão a pessoa escolheu a alternativa (1).
O pesquisador ao comparar as respostas pode ser induzido a afirmar que o instrumento de
medidas não tem estabilidade, mas na verdade, trata-se de uma mudança real da pessoa.
Já se o período de tempo entre as medições é curto, os resultados podem ser contaminados
pelo efeito memória. O intervalo curto entre a aplicação de um teste e reteste provoca um efeito
conhecido como superavaliação da estabilidade. Esse efeito pode ser provocado pela lembrança
das respostas que o indivíduo deu no primeiro teste e depois, simplesmente repete as respostas
recordadas no reteste, ou seja, não são respostas espontâneas ou inteiramente pensadas [10].
Logo, o pesquisador estará mais seguro com uma interpretação dos efeitos da sub avaliação
do que com a superavaliação, pois, no primeiro efeito o pesquisador concluirá que há necessidade
de mais estudo sobre a medida em questão, enquanto o segundo efeito pode dar falsa segurança
de estabilidade e se chegar a conclusões inválidas.
Conforme explicam Camines e Zeller (1979), para avaliar a confiabilidade pelo teste e reteste
precisamos obter dois escores (medidas) de cada um de muitos indivíduos, ou objetos. Este
critério de avaliação da confiabilidade só poderá ser aplicado quando o nível de mensuração
da variável é intervalar. Não é comum se ter duas medidas de uma variável para os mesmos
indivíduos ou objetos, fato que limita a aplicação deste critério.
Dessa forma, quando a variável sob análise apresentar nível intervalar de mensuração, pode-
se calcular o coeficiente de correlação intraclasse, cujo conceito foi induzido por Fisher (1925).
O coeficiente de correlação intraclasse (CCI) é umas das ferramentas estatísticas mais utili-
zadas para a mensuração da confiabilidade de medidas. O CCI é adequado para mensurar a
homogeneidade de duas ou mais medidas e é interpretado como a proporção de variabilidade
total atribuída ao objeto medido [15].
O coeficiente de correlação intraclasse corresponde a uma medida do grau de homogeneidade
existente entre os elementos que pertencem a determinados grupos. Quando as unidades ele-
mentares dentro dos grupos são homogêneas, ou seja, quando são bastante similares de acordo
com uma determinada característica, a correlação intraclasse é próxima de 1. Inversamente, se
as unidades elementares nos grupos forem relativamente heterogêneas em relação a uma carac-
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terística, o coeficiente de correlação intraclasse será próximo de zero positivamente ou no caso
mais extremo negativo [9].
O CCI é utilizado em diversas áreas do conhecimento e teve suas primeiras implementações
para medir a homogeneidade da herdabilidade [5]. Na área da saúde, por exemplo, existem
estudos que utilizam o CCI para fazer a mensuração de homogeneidade genética [12], para medir
a precisão de instrumentos de medida [6], para verificar a associação entre níveis plasmáticos
de carotenóides e tipos diferentes de dieta [7], para medir a falta de concordância entre médicos








Com o presente trabalho objetiva-se verificar qual o tamanho mínimo de amostra necessário
para a realização do teste-reteste.
2.2 Objetivos Específicos
• Desenvolver e implementar um código computacional para a realização do cálculo do
coeficiente de correlação intraclasse (CCI) para cada tamanho de amostra, com o auxílio
do software estatístico R.
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3. Material e Método
No presente trabalho, foi utilizado o Banco de Itens Saúde Global do PROMIS (Patient-
Reported Outcomes Measurement Information System), banco este cuja validação para língua
portuguesa e coleta de respostas foi realizada em Zumpano et al. (2015). O banco de itens em
questão é composto por 10 itens que avaliam aspectos de saúde física, mental e social, além
de um item para classificação da saúde geral. Este instrumento é composto por duas escalas:
Saúde Física Global e Saúde Mental Global, cada uma composta por quatro itens.
A escala Saúde Física Global inclui os itens de saúde física (Global 03), função física (Global
06), intensidade da dor (Global 07) e fadiga (Global 08). Já a escala Saúde Mental Global é
constituída pelos itens de qualidade de vida (Global 02), saúde mental (Global 04), satisfação
com atividades sociais e relacionamentos (Global 05), e problemas emocionais (Global 10). Dois
itens, saúde geral (Global 01) e papéis sociais (Global 09), não são utilizados para a pontuação
das escalas de Saúde Física Global e Saúde Mental Global.
Para a análise da confiabilidade teste-reteste, 100 participantes completaram o Banco de
Itens Saúde Global após 14 dias da primeira aplicação. Este banco de itens possui como
categorias de respostas uma escala do tipo Likert de 5 pontos, de modo que quanto maior a
pontuação, melhor a saúde global do respondente. O banco de dados também é composto com
a soma das pontuações dadas por cada indivíduo para todos os dez itens ou questões.
O banco de dados foi respondido por indivíduos com doenças crônicas ou saudáveis, com
idade entre 18 e 60 anos, de ambos os sexos, diferentes raças e níveis de escolaridade, e com
habilidade de escrita e leitura da língua portuguesa. Os participantes foram abordados, con-
secutivamente, no ambulatório de diversas especialidades médicas do Hospital de Clínicas da
Universidade Federal de Uberlândia, Brasil.
A confiabilidade teste-reteste do banco de itens foi analisada por meio do cálculo do coe-
ficiente de correlação intraclasse (CCI) para dez tamanhos de amostra (n = 10, 20, . . . , 100).
Para cada n, o CCI foi calculado 100 vezes para n amostras distintas escolhidas aleatoriamente
do banco de dados, sem reposição. Dessa forma, o valor CCI utilizado para a comparação
dos tamanhos de amostra foi obtido por meio da média dos coeficientes calculados em cada
repetição. A variabilidade do CCI para cada n foi obtida de forma análoga.
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3.1 Coeficiente de correlação intraclasse
Para um grupo de medidas, a variância total dos dados (σ2
T
) é dada a partir da variância
verdadeira (σ2
t
) e a variação do erro (σ2
e
). Da mesma forma, cada medida observada é composta
pelo seu verdadeiro valor e o erro [14]. Na teoria, a verdadeira medida ou observação de um
indivíduo reflete a média de um número infinito de medidas de um sujeito, enquanto que o erro
é igual à diferença entre o verdadeiro valor da medida e a medida observada [4].
A origem do erro pode ser devida a variabilidade biológica, instrumentação, erro pelo sujeito




) das medidas observadas,
onde (σ2
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Quanto mais próxima essa razão é de 1,0, mais alta é a confiabilidade e menor é o erro (σ2
e
).
Como o valor verdadeiro de cada observação não é conhecido, um índice de σ2
t
é usado com
base na variabilidade entre os indivíduos, ou seja, a variação devido a como os sujeitos diferem
um dos outros. No contexto, confiabilidade (consistência relativa) é formalmente definida como
[2]:
Confiabilidade =
Variabilidade entre os sujeitos
Variabilidade entre os sujeitos+ Erro
. (3.2)
O coeficiente de confiabilidade dado pela Equação 3.2 é mensurado pelo CCI. Embora a
confiabilidade é conceituada com termos como reprodutibilidade, repetibilidade e concordância,
ela é definida como acima. As estimativas das variâncias necessárias para o cálculo são obtidas
por meio da análise de variância (ANOVA). Especificamente, os CCIs podem ser calculados a
partir dos valores dos quadrados médios entre os indivíduos, considerando a ANOVA com um
único fator (isto é, ANOVA com medidas repetidas).
O CCI é uma medida relativa de confiabilidade [3], em que a razão de variâncias é derivada
da ANOVA, não apresenta unidade específica, e é conceitualmente mais semelhante ao R2 da
regressão [13] do que do coeficiente R de Pearson. O CCI pode teoricamente variar entre 0 e
1,0, onde um CCI de 0 indica a não confiabilidade, enquanto que um CCI de 1,0 indica perfeita
confiabilidade.
Na prática, CCIs podem variar além do intervalo de 0 a 1,0 [8], embora com dados reais
isso seja raro. A relativa natureza do CCI é refletida no fato de que a magnitude de um CCI
depende na variabilidade entre os indivíduos. Isto é, se os sujeitos diferem pouco um dos outros,
os valores CCI são pequenos, enquanto que se a diferença entre os sujeitos é alta, os CCIs podem
apresentar valores grandes.
Segundo Streiner e Norman (1995), um teste não qualificado literalmente não apresenta
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confiabilidade; e o coeficiente tem significado apenas quando aplicado em específicas populações.
Além disso, é intuitivo que pequenas diferenças entre indivíduos são mais difíceis de serem
detectadas do que grandes diferenças, e o CCI se reflete nisso [16].
Erros são tipicamente classificados em dois tipos: erro sistemático (exemplo, viés) e erro
aleatório (imprecisão) [1], de modo que o erro total reflete em ambos os erros. O erro aleatório se
refere a fontes de erro que são devido a mudança de fatores como sorte, estado de alerta, atenção
do examinador e variabilidade normal biológica. Ambos os erros aumentam e diminuem os










onde σes é o erro sistemático e o σea indica o erro aleatório.









de modo que σ2
s
é a variância estimada entre os sujeitos ou indivíduos.
Interpretar o CCI é bastante simples, de modo que representa a proporção da variação de
um conjunto de medidas, atribuíveis ao σ2
t
. Um CCI de 0,95 significa que cerca de 95% da
variação das medidas observadas são devido ao σ2
t
. Já o restante da variação (1-CCI = 5%) é
atribuída ao erro [18].
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4. Resultados e Discussão
As médias dos coeficientes de correlação intraclasse por tamanho de amostra estão represen-
tadas na Tabela 4.1. Normalmente, valores de CCI acima de 0,75 são considerados adequados
[11]. Dessa forma pode-se dizer que, de modo geral, as correlações se apresentaram satisfatórias.
No caso dos coeficientes obtidos para o teste e reteste separadamente, os resultados indica-
ram homogeneidade dentro dos grupos, ou seja, os grupos apresentaram bastante similaridade
de acordo com determinadas características. Os resultados também apresentaram altos valores
para os coeficientes de correlação intraclasse calculados entre o teste e o reteste, sendo todos os
valores próximos de 1,0, o que indica uma boa confiabilidade do teste (Figura 4.1).
Tabela 4.1: Cálculo das médias das correlações por tamanho de amostra.
n Teste Reteste Entre teste e reteste
10 0,7030 0,7729 0,9466
20 0,7422 0,7974 0,9473
30 0,7541 0,8100 0,9500
40 0,7552 0,8083 0,9521
50 0,7625 0,8162 0,9531
60 0,7703 0,8194 0,9527
70 0,7666 0,8176 0,9527
80 0,7625 0,8144 0,9526
90 0,7659 0,8164 0,9536
100 0,7685 0,8190 0,9530
Já na Tabela 4.2 estão representadas as variâncias dos coeficientes de correlação intraclasse
por tamanho de amostra. Em geral, as correlações apresentaram baixa variabilidade, de modo
que quanto maior o tamanho da amostra, menor a variação do CCI.
De acordo com o coeficiente de variação, as correlações obtidas apenas para o teste apre-
sentaram maior variabilidade (CV = 10, 62%), seguido das correlações obtidas apenas para o
reteste (CV = 6, 87%). As correlações entre o teste e reteste apresentaram menor variabilidade
quando comparada com as demais (CV = 1, 57%).
A análise de variância (ANOVA) foi realizada com o intuito de verificar se existe diferença
significativa entre as médias dos coeficientes de correlação intraclasse por tamanho de amostra.
De acordo com a Tabela 4.3, em relação as correlações obtidas apenas para o teste, pode-se
afirmar que pelo menos uma das médias das correlações é diferente das demais.
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Figura 4.1: Gráfico das médias das correlações entre teste e reteste.
De acordo com o teste de Tukey (Tabela 4.4), tem-se que apenas a média da correlação
da amostra de tamanho n = 10 apresentou diferença significativa em relação as correlações
dos demais tamanhos de amostra. Dessa forma, pode-se dizer que a partir de uma amostra de
tamanho n = 20 já é possível obter um resultado satisfatório para o CCI.
Quando se analisa os resultados da ANOVA para o reteste separadamente, pode-se concluir
que existe diferença significativa entre as médias dos coeficientes de correlação intraclasse por
tamanho de amostra (Tabela 4.5).
O teste de Tukey referente apenas ao reteste está representado na Tabela 4.6. Por meio dos
resultados obtidos, é possível ver que a média da correlação da amostra n = 10 não apresenta
diferença significativa em relação a média da correlação da amostra n = 20, mas se diferenciou
significativamente dos demais tamanhos de amostra.
Além disso, verifica-se que a partir da amostra n = 20, as médias dos coeficientes de
correlação intraclasse não apresentaram diferença significativa. Logo, uma amostra de tamanho
n = 20 já pode ser considerada suficiente para obter um resultado de CCI adequado.
A Figura 4.2 ilustra as médias dos coeficientes de correlação intraclasse do teste e reteste
separadamente. Por meio do gráfico, observa-se que as correlações referentes ao reteste apre-
sentam valores maiores em comparação com as correlações obtidas para o teste. Além disso,
é possível ver que os valores das correlações, tanto para o teste quanto para o reteste, vão
crescendo a medida que o tamanho de amostra aumenta, e em determinado ponto apresentam
certa estabilidade.
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Tabela 4.2: Cálculo das variâncias das correlações por tamanho de amostra.
n Teste Reteste Entre teste e reteste
10 0,0381 0,0171 0,0013
20 0,0100 0,0078 0,0004
30 0,0082 0,0025 0,0002
40 0,0028 0,0013 0,0001
50 0,0026 0,0009 0,0001
60 0,0011 0,0007 0,0000
70 0,0009 0,0003 0,0000
80 0,0005 0,0003 0,0000
90 0,0002 0,0001 0,0000
100 0,0000 0,0000 0,0000
Tabela 4.3: Análise de variância (ANOVA) referente ao teste.
GL SQ QM Fc Pr>Fc
Tratamento 9 0,3651 0,0406 6,3071 <0,0001
Resíduo 990 6,3684 0,0064
Total 999 6,7336












Tabela 4.5: Análise de variância (ANOVA) referente ao reteste.
GL SQ QM Fc Pr>Fc
Tratamento 9 0,1841 0,0205 6,6121 <0,0001
Resíduo 990 3,0622 0,0031
Total 999 3,2463
Bacharelado em Estatística
14 Resultados e Discussão












Figura 4.2: Gráfico das médias das correlações do teste e reteste separadamente.
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Os resultados da ANOVA para as médias dos coeficientes de correlação intraclasse entre o
teste e o reteste também indicam a presença de diferença significativa entre as correlações para
diferentes tamanhos de amostra.
Tabela 4.7: Análise de variância (ANOVA) dos coeficientes calculados entre o teste e reteste.
GL SQ QM Fc Pr>Fc
Tratamento 9 0,0058 0,0006 2,8889 0,0022
Resíduo 990 0,2208 0,0002
Total 999 0,2266
Para os valores do CCI entre o teste e o reteste, os resultados do teste de Tukey, apresentados
na Tabela 4.8, mostram que apenas as médias das correlações dos tamanhos de amostram n = 10
e n = 90 apresentaram diferença significativa entre si. O restante dos grupos não se diferenciam
significativamente.
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5. Conclusão
Os coeficientes de correlação intraclasse obtidos entre o teste e o reteste, por tamanho de
amostra, para este questionário específico, resultaram em valores maiores que 0,90 e baixa
variabilidade, o que confirma a confiabilidade do teste.
Além disso, por meio dos resultados obtidos pode-se concluir que o tamanho mínimo de
amostra necessário para a realização do teste-reteste é n = 20, pois a partir desse tamanho
de amostra as médias dos coeficientes de correlação intraclasse não apresentaram diferença
significativa. Logo, uma amostra de tamanho n = 20 já pode ser considerada suficiente para
obter um resultado de CCI adequado.
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A. Código do R
Segue os comandos implementados no software estatístico R para os cálculos dos coeficientes
























22 Código do R
teste$"IDENTIFICACAO")),]
#####################################
























# CÁLCULO DO CCI ENTRE O TESTE E O RETESTE
##########################################
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ylab("Média da correlação Intraclasse")+xlab("Tamanho da Amostra")+
ylim(c(0.8,1))+guides(fill=FALSE)
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