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Exceptional Lie groups
Ichiro Yokota
Preface
In the end of 19 century, W. Killing and E. Cartan classified the complex simple
Lie algebras, called An, Bn, Cn, Dn (classical type) and G2, F4, E6, E7, E8 (exceptional
type). These simple Lie algebras and the corresponding compact simple Lie groups
have offered many subjects in mathematicians. Especially, exceptional Lie groups are
very wonderful and interesting miracle in Lie group theory.
Now, in the present book, we describe simply connected compact exceptional
simple Lie groups G2, F4, E6, E7, E8, in very elementary way. The contents are given
as follows. We first construct all simply connected compact exceptional Lie groups
G concretely. Next, we find all involutive automorphisms σ of G, and determine the
group structures of the fixed points subgroup Gσ by σ. Note that they correspond to
classification of all irreducible compact symmetric spaces G/Gσ of exceptional type,
and that they also correspond to classification of all non-compact exceptional simple
Lie groups. Finally, we determined the group structures of the maximal subgroups of
maximal rank. At any rate, we would like this book to be used in mathematics and
physics.
The author thanks K. Abe, K. Mituishi, T. Miyasaka, T. Miyashita, T. Sato, O.
Shukuzawa, K. Takeuchi and O. Yasukura for their advices and encouragements.
Ichiro Yokota
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Notation
R, C = R⊕Re1, H = R⊕Re1 ⊕Re2 ⊕Re3 denote the fields of real, complex,
quaternion numbers, respectively.
For R-vector space V , its complexification {u + iv |u, v ∈ V } is denoted by V C .
The complex conjugation in V C is denoted by τ :
τ(u + iv) = u− iv.
RC is briefly denoted by C.
For K-vector space V (K = R,C, C), IsoK(V ) denotes all K-linear isomorphisms
of V . For a K-linear mapping f of V , Vf denotes {v ∈ V | f(v) = v}.
For K-vector spaces V,W (K = R, C), HomK(V,W ) denotes all K-homomorph-
ism f : V →W . HomK(V, V ) is briefly denoted by HomK(V ).
Let G be a group and σ an automorphism of G. Then Gσ denotes {g ∈ G |σ(g) =
g}. For s ∈ G, Gs denotes {g ∈ G | sgs−1 = g}.
For topological spaces X,Y , X ≃ Y denotes that X and Y are homeomorphic.
For groups G,G′, G ∼= G′ denotes that G and G′ are isomorphic as groups. Iso-
morphic two groups G,G′ are often identified: G = G′.
M(n,K) denotes all n× n matrices with entries in K.
E = diag(1, · · · , 1) ∈M(n,K) is the unit matrix.
For A ∈ M(n,K), tA denotes the transposed matrix of A and A∗ denotes the
conjugate transposed matrix of A: A∗ = tA.
O(n) = {A ∈M(n,R) | tAA = E} (orthogonal group),
SO(n) = {A ∈ O(n) | detA = 1} (spcecial orthogonal group),
U(n) = {A ∈ M(n,C) |A∗A = E} or {A ∈ M(n,C) | τ(tA)A = E} (unitary
group),
SU(n) = {A ∈ U(n) | detA = 1} (speccial unitary group),
Sp(n) = {A ∈M(n,H) |A∗A = E} (symplectic group).
For a Lie group G, its Lie algebra is denoted by the correspoding small Germann
letter g. For example, su(n) is the Lie algebra of the special unitary group SU(n).
Special notations
γ, σ, ι, κ, λ, µ, τ, υ, χ, g, w.
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Exceptional Lie group G2
1.1. Cayley algebra C
We denote the division Cayley algebra by C. We now explain this algebra. Con-
sider an 8 dimensional R-vector space with basis {e0 = 1, e1, e2, e3, e4, e5, e6, e7} and
define a multiplication between them as follows. In the figure below, the multiplication
between e1, e2, e3 is defined as
e1e2 = e3, e2e3 = e1, e3e1 = e2,
and defined similarly on the other lines. For example, e1e6 = e7, e4e7 = e3 etc. We
regard that e2, e5, e7 are also collinear, for example, e5e7 = e2. e0 = 1 is the unit of
the multiplication and assume
ei
2 = −1, i 6= 0, eiej = −ejei, i 6= j, i 6= 0, j 6= 0,
and the distributive law. Thus C has a multiplication. x1, x ∈ R is briefly denoted
by x. In C, the conjugate x, an inner product (x, y), the length |x| and the real part
R(x) are defined respectively by
e1
e2
e3
e4
e5 e6
e7
x0 +
7∑
i=1
xiei = x0 −
7∑
i=1
xiei,
( 7∑
i=0
xiei,
7∑
i=0
yiei
)
=
7∑
i=0
xiyi,
|x| =
√
(x, x), R
(
x0 +
7∑
i=1
xiei
)
= x0.
For x ∈ C, x 6= 0, we denote x|x|2 by x
−1, then we have xx−1 = x−1x = 1, and C
satisfies all axioms of a field except the associative law x(yz) = (xy)z. Of course
the commutative law xy = yx does not hold. Since the associative law does not
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hold, calculations in C are complicated, however the following relations hold. (See
Freudenthal [6] or Yokota [58]). For a, b, x, y ∈ C, we have
1 (xy, xy) = (x, x)(y, y), |xy| = |x||y|.
2 (ax, ay) = (a, a)(x, y) = (xa, ya).
3 (ax, by) + (bx, ay) = 2(a, b)(x, y),
4 (ax, y) = (x, ay), (xa, y) = (x, ya).
5 x = x, x+ y = x+ y, xy = y x.
6 (x, y) = (y, x) =
1
2
(xy + yx) =
1
2
(xy + yx), xx = xx = |x|2.
7 a(ax) = (aa)x, a(xa) = (ax)a, x(aa) = (xa)a.
a(ax) = (aa)x, a(xa) = (ax)a, x(aa) = (xa)a,
8 b(ax) + a(bx) = 2(a, b)x = (xa)b + (xb)a.
9 We use a notation {x, y, z} = (xy)z − x(yz), called the associator of x, y, z.
Then, we have
{x, y, a} = {y, a, x} = {a, x, y} = −{y, x, a} = −{x, a, y} = −{a, y, x}.
For example, we have
(ax)y + x(ya) = a(xy) + (xy)a,
(xa)y + (xy)a = x(ay) + x(ya),
(ax)y + (xa)y = a(xy) + x(ay).
10 (ax)(ya) = a(xy)a (Moufang’s formula).
11 R(xy) = R(yx), R(x(yz)) = R(y(zx)) = R(z(xy)) (= R(xyz)).
For an orthonormal basis {1, a1, a2, · · · , a7} of C with respect to the inner product
(x, y), the following 12.1 ∼ 12.3 hold.
12.1 ai(ajx) = −aj(aix), in particular, aiaj = −ajai, i 6= j.
12.2 ai(aix) = −x, in particular, ai2 = −1.
12.3 ai(ajak) = aj(akai) = ak(aiaj), i, j, k are distinct.
1.2. Compact exceptional Lie group G2
Definition. The group G2 is defined to be the automorphism group of the Cayley
algebra C:
G2 = {α ∈ IsoR(C) |α(xy) = (αx)(αy)}.
Lemma 1.2.1. For α ∈ G2, we have
(αx, αy) = (x, y), x, y ∈ C.
Proof. For α ∈ G2 and x ∈ C, we have
αx = αx.
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To prove this, it is sufficient to show
α1 = 1, αei = −αei, i = 1, 2, · · · , 7.
From (α1)(α1) = α(1 · 1) = α1 and α1 6= 0, we have α1 = 1, while from (αei)(αei) =
α(eiei) = α(−1) = −α1 = −1 for i 6= 0, we get αei = −αei. Now,
(αx, αy) =
1
2
((αx)(αy) + (αy)(αx)) =
1
2
((αx)(αy) + (αy)(αx))
= α
(1
2
(xy + yx)
)
= α((x, y)) = (x, y).
Theorem 1.2.2. G2 is a compact Lie group.
Proof. G2 is a compact Lie group as a closed subgroup of the orthogonal group
O(8) = O(C) = {α ∈ IsoR(C) | (αx, αy) = (x, y)}.
Remark. Since α1 = 1 for α ∈ G2, G2 is a subgroup of the orthogonal group
O(7) = {α ∈ O(C) |α1 = 1}, that is, G2 ⊂ O(7).
1.3. Outer automorphisms of Lie algebra D4
In order to study the Lie algebra g2 of the group G2, we consider the Lie algebra
D4 = so(8) = so(C) = {D ∈ HomR(C) | (Dx, y) + (x,Dy) = 0}
of the Lie group SO(8).
We define R-linear mappings Gij : C → C, i, j = 0, 1, · · · , 7, i 6= j satisfying
Gijej = ei, Gijei = −ej, Gijek = 0, k 6= i, j.
Then Gij ∈ D4 and {Gij | 0 ≤ i < j ≤ 7} forms an R-basis of D4. Furthermore we
define R-linear mappings Fij : C → C, i, j = 0, 1, · · · , 7, i 6= j by
Fijx =
1
2
ei(ejx), x ∈ C.
Lemma 1.3.1. For i, j = 0, 1, · · · , 7, i 6= j, we have Fij ∈ D4, and when i < j,
Fij is expressed in terms of Gij as follows.
2F01 = G01 +G23 +G45 +G67
2F23 = G01 +G23 −G45 −G67
2F45 = G01 −G23 +G45 −G67
2F67 = G01 −G23 −G45 +G67,

2F02 = G02 −G13 −G46 +G57
2F13 = −G02 +G13 −G46 +G57
2F46 = −G02 −G13 +G46 +G57
2F57 = G02 +G13 +G46 +G57,
3

2F03 = G03 +G12 +G47 +G56
2F12 = G03 +G12 −G47 −G56
2F47 = G03 −G12 +G47 −G56
2F56 = G03 −G12 −G47 +G56,

2F04 = G04 −G15 +G26 −G37
2F15 = −G04 +G15 +G26 −G37
2F26 = G04 +G15 +G26 +G37
2F37 = −G04 −G15 +G26 +G37,
2F05 = G05 +G14 −G27 −G36
2F14 = G05 +G14 +G27 +G36
2F27 = −G05 +G14 +G27 −G36
2F36 = −G05 +G14 −G27 +G36,

2F06 = G06 −G17 −G24 +G35
2F17 = −G06 +G17 −G24 +G35
2F24 = −G06 −G17 +G24 +G35
2F35 = G06 +G17 +G24 +G35,
2F07 = G07 +G16 +G25 +G34
2F16 = G07 +G16 −G25 −G34
2F25 = G07 −G16 +G25 −G34
2F34 = G07 −G16 −G25 +G34.
In particular, {Fij | 0 ≤ i < j ≤ 7} forms an R-basis of D4.
Definition. We define R-linear mappings κ, π, ν : D4 → D4 respectively by
(κD)x = Dx, x ∈ C,
π(Gij) = Fij , i, j = 0, 1, · · · , 7, i 6= j,
ν = πκ.
Lemma 1.3.2. The mappings κ, π, ν are automorphisms of the Lie algebra D4:
κ, π, ν ∈ Aut(D4).
Proof. Since κ2 = 1 , κ is an R-linear isomorphism of D4. We have
[κD1, κD2]x = (κD1)(κD2x)− (κD2)(κD1x) = D1(κD2x)−D2(κD1x)
= D1D2x−D2D1x = κ(D1D2 −D2D1)x = κ[D1, D2]x, x ∈ C.
Hence κ ∈ Aut(D4). Since π maps the R-basis {Gij | 0 ≤ i < j ≤ 7} to the R-basis
{Fij | 0 ≤ i < j ≤ 7} of D4, π is an R-linear isomorphism. To show that π is an
automorphism of D4, it is sufficient to show that
[πGij , πGkl] = π[Gij , Gkl],
which in turn would follow from the relations
[Fij , Fjk] = Fik, i, j, k are distinct,
[Fij , Fkl] = 0, i, j, k, l are distinct.
In the following calculations, let i, j, k, l be all distinct and i, j, k, l 6= 0. For x ∈ C,
[Fi0, F0k]x = (Fi0F0k − F0kFi0)x = −1
4
ei(ekx) +
1
4
ek(eix)
=
1
2
ek(eix) = Fikx,
4
[Fi0, Fkl]x = (Fi0Fkl − FklFi0)x = 1
4
ei(el(ekx))− 1
4
el(ek(eix))
= −1
4
el(ei(ekx)) +
1
4
el(ei(ekx)) = 0,
[Fij , Fjk]x = (FijFjk − FjkFij)x = 1
4
ej(ei(ek(ejx)))− 1
4
ek(ej(ej(eix)))
=
1
4
ei(ek(ej(ejx))) +
1
4
ek(eix) = −1
4
ei(ekx) +
1
4
ek(eix)
=
1
2
ek(eix) = Fikx,
[Fij , Fkl]x = (FijFkl − FklFij)x = 1
4
ej(ei(el(ekx))) − 1
4
el(ek(ej(eix)))
=
1
4
ej(ek(ei(elx))) − 1
4
ej(el(ek(eix))) = · · · = 0.
Hence π ∈ Aut(D4). Finally, since ν = πκ, we have ν ∈ Aut(D4).
Definition. For a ∈ C, we define R-linear mappings La, Ra, Ta : C → C respec-
tively by
Lax = ax, Rax = xa, Tax = ax+ xa = (La +Ra)x, x ∈ C.
Hereafter, we denote by C0 the subset {a ∈ C | a = −a} of C.
Lemma 1.3.3. For a ∈ C0, we have
(1) La, Ra, Ta ∈ D4.
(2) κLa = −Ra, κRa = −La, κTa = −Ta.
(3) πLa = Ta, πRa = −Ra, πTa = La.
(4) νLa = Ra, νRa = −Ta, νTa = −La.
Proof. (1) (Lax, y) = (ax, y) = (x, ay) = −(x, ay) = −(x, Lay), x, y ∈ C. Hence
La ∈ D4. Similarly, Ra ∈ D4 and Ta = La +Ra ∈ D4.
(2) (κLa)x = Lax = ax = xa = −xa = −Rax, x ∈ C. Hence κLa = −Ra. The
others can be similarly obtained.
(3) It is sufficient to show that these relations hold for a = ei, i = 1, · · · , 7. We
have
Lei = 2Fi0, Tei = 2Gi0.
Indeed,
Leix = eix = 2Fi0x, x ∈ C,
Teix = eix+ xei =

2ei, x = 1
−2, x = ei
0, x = ej, j 6= 0, i.
It follows that
πLei = π(2Fi0) = −2πF0i = −2G0i (Lemma 1.3.1) = 2Gi0 = Tei ,
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πTei = π(2Gi0) = 2Fi0 = Lei ,
πRa = π(Ta − La) = La − Ta = −Ra.
(4) follows immediately from (2) and (3), since ν = πκ.
Lemma 1.3.4. The Lie algebra D4 is generated by {La | a ∈ C0} (by taking at
most one time the Lie bracket [ , ]), that is, any D ∈ D4 is expressed by
D = La +
∑
i
[Lbi , Lci], a, bi, ci ∈ C0.
Proof. Let D′ be the Lie subalgebra of D4 generated by {La | a ∈ C0}. Since
Lei = 2Fi0 and [Lei , Lej ] = 4[Fi0, Fj0] = −4Fij , i 6= 0, j 6= 0, i 6= j, we see that D′
contains Fij , i, j = 0, 1, · · · , 7, i 6= j. Since {Fij , i < j } is an R-basis of D4 (Lemma
1.3.1), D′ coincides with D4.
Theorem 1.3.5. In the automorphism group Aut(D4) of D4, the subgroup S3
generated by κ and π is isomorphic to the symmetric group S3 of degree 3. Further-
more, κ, π, ν have the following relations.
κ2 = 1, π2 = 1, ν3 = 1, ν = πκ.
Proof. Since {La | a ∈ C0} generates D4 (Lemma 1.3.4), it is sufficient to check
κ2 = 1, π2 = 1, ν3 = 1 etc. for La. However, these relations follow from Lemma
1.3.3.(2),(3),(4). The mapping f : S3 → S3 defined by the correspondence
1→
(
1 2 3
1 2 3
)
, κ→
(
1 2 3
2 1 3
)
, π →
(
1 2 3
3 2 1
)
,
ν →
(
1 2 3
2 3 1
)
, ν2 →
(
1 2 3
3 1 2
)
, νπ →
(
1 2 3
1 3 2
)
gives an isomorphism as groups.
Theorem 1.3.6. (Principle of infinitesimal triality in D4). For any D1 ∈
D4, there exist D2, D3 ∈ D4 such that
(D1x)y + x(D2y) = D3(xy), x, y ∈ C.
Also such D2, D3 are uniquely determined for D1 and we have
D2 = νD1, D3 = πD1.
Proof. If a ∈ C0, then La, Ra, Ta ∈ D4 (Lemma 1.3.3.(1)) and the equality
(ax)y + x(ya) = a(xy) + (xy)a implies that
(Lax)y + x(Ray) = Ta(xy), x, y ∈ C. (i)
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Similarly, for b ∈ C0, we have
(Lbx)y + x(Rby) = Tb(xy), x, y ∈ C. (ii)
Applying Ta on (ii) and using (i), we have
(LaLbx)y + (Lbx)(Ray) + (Lax)(Rby) + x(RaRby) = TaTb(xy).
Exchanging a for b, and subtracting from the above, we get
([La, Lb]x)y + x([Ra, Rb]y) = [Ta, Tb](xy). (iii)
Since D1 ∈ D4 is expressed as
D1 = La +
∑
[Lb, Lc], a, b, c ∈ C0
(Lemma 1.3.4), putting D2 = Ra +
∑
[Rb, Rc], D3 = Ta +
∑
[Tb, Tc] and using (i),
(iii), we obtain
(D1x)y + x(D2y) = D3(xy), x, y ∈ C.
Next, we shall show that D2 and D3 are determined uniquely for D1. To prove this,
it is sufficient to show for D1 = 0 that D2 = D3 = 0. Now, suppose
x(D2y) = D3(xy), x, y ∈ C.
Putting x = 1, we have D2y = D3y, so that D2 = D3 (= D). Therefore
x(Dy) = D(xy), x, y ∈ C. (iv)
Putting D1 = p, we have 2(p, 1) = (p, 1)+(1, p) = (D1, 1)+(1, D1) = 0, which implies
p ∈ C0. Furthermore, putting y = 1 in (iv), we have xp = Dx, so (iv) becomes
x(yp) = (xy)p, for all x, y ∈ C.
We therefore see that p ∈ R, so that p = 0 since p ∈ C0. Hence Dx = xp = 0,
and so D = 0. This proves the uniqueness. Finally, if we express D1 ∈ D4 as
D1 = La +
∑
[Lb, Lc], a, b, c ∈ C0, then D2 = Ra +
∑
[Rb, Rc], D3 = Ta+
∑
[Tb, Tc]
from the arguments above and the uniqueness. Hence we have D2 = νD1, D3 = πD1
(Lemma 1.3.3).
Lemma 1.3.7. For D1, D2, D3 ∈ D4, the relation
(D1x)y + x(D2y) = (κD3)(xy), x, y ∈ C
implies
(D2x)y + x(D3y) = (κD1)(xy), x, y ∈ C,
(D3x)y + x(D1y) = (κD2)(xy), x, y ∈ C.
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Proof. For D2 ∈ D4, there exist D3′, D1′ ∈ D4 such that
(D2x)y + x(D3
′y) = (κD1
′)(xy), x, y ∈ C,
and D3
′ = νD2, κD1
′ = πD2 (Theorem 1.3.6). The assumption of the lemma is
D2 = νD1, κD3 = πD1 (Theorem 1.3.6). Hence, using Theorem 1.3.5, we have
D3
′ = νD2 = ννD1 = ν
−1D1 = κπD1 = κκD3 = D3,
D1
′ = κπD2 = ν
−1D2 = D1.
1.4. Lie algebra g2 of G2
Theorem 1.4.1. The Lie algebra g2 of the Lie group G2 is given by
g2 = {D ∈ HomR(C) |D(xy) = (Dx)y + x(Dy)}.
Proof. If D ∈ HomR(C) satisfies (exp tD)(xy) = ((exp tD)x)((exp tD)y), t ∈ R,
then by differentiating with respect to t and putting t = 0, we get D(xy) = (Dx)y +
x(Dy). Conversely, if D ∈ HomR(C) satisfies D(xy) = (Dx)y + x(Dy), then it is not
difficult to verify that α = exp tD satisfies α(xy) = (αx)(αy).
In order to study the Lie algebra g2, we need the following Lie algebra b3 = so(7)
of SO(7):
b3 = {D ∈ D4 |D1 = 0}
= {D ∈ D4 |κD = D} = {D ∈ D4 | νD = πD}.
Lemma 1.4.2. g2 is a Lie subalgebra of b3. Moreover we have
g2 = {D ∈ D4 | νD = D,πD = D}
= {D ∈ D4 |λD = D,λ ∈ S3}
= {D ∈ b3 |πD = D}.
Proof. Let D ∈ g2. Putting x = y = 1 in D(xy) = (Dx)y + x(Dy), we get
D1 = 0. We next show that
Dx ∈ C0, x ∈ C.
If i 6= 0, then (Dei)ei + ei(Dei) = D(eiei) = D(−1) = 0, and so Dei ∈ C0. Together
with D1 = 0, we have Dx ∈ C0, x ∈ C. Now, note that
xy + yx = −(xy + yx) = −2(x, y), x, y ∈ C0.
Applying D on the relation above, we have (Dx)y + x(Dy) + (Dy)x + y(Dx) = 0.
Since Dx,Dy ∈ C0, we get
(Dx, y) + (x,Dy) = 0, x, y ∈ C.
Hence g2 ⊂ b3. The relation in the lemma follows easily from Theorem 1.3.5 and
Theorem 1.3.6.
Theorem 1.4.3. Any element of g2 is expressed by the sum of elements of the
following seven types.
λG23 + µG45 + νG67, −λG13 − µG46 + νG57,
λG12 + µG47 + νG56, −λG15 + µG26 − νG37, λ, µ, ν ∈ R
λG14 − µG27 − νG36, −λG17 − µG24 + νG35, λ+ µ+ ν = 0
λG16 + µG25 + νG34.
Conversely, the above seven elements belong to g2. In particular, the dimension of g2
is 14:
dim g2 = 14.
Proof. Let D ∈ g2. Since D ∈ b3 (Lemma 1.4.2), D =
∑
0<i<j λijGij , λij ∈ R.
The condition πD = D (Lemma 1.4.2) implies that∑
0<i<j
λijFij =
∑
0<i<j
λijGij .
Applying the above element on 1 ∈ C, we have∑
0<i<j
λijejei = 0.
Replacing ejei by ek and comparing the coefficient of each e1, e2, · · · , e7, we have
λ23 + λ45 + λ67 = 0, −λ13 − λ46 + λ57 = 0,
λ12 + λ47 + λ56 = 0, −λ15 + λ26 − λ37 = 0,
λ14 − λ27 − λ36 = 0, −λ17 − λ24 + λ35 = 0,
λ16 + λ25 + λ34 = 0,
from which the first result follows. Conversely, any of these seven elements D obvi-
ously belongs to b3 and the condition πD = D (Lemma 1.4.2) is verified from the
table of Lemma 1.3.1.
1.5. Lie subalgebra su(3) of g2
The Cayley algebra C naturally contains the field C of complex numbers as
C = {x0 + x1e1 |xi ∈ R}.
Any element x ∈ C is expressed by
x = x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7 (xi ∈ R)
= (x0 + x1e1) + (x2 + x3e1)e2 + (x4 + x5e1)e4 + (x6 + x7e1)e6,
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that is,
x = a+m1e2 +m2e4 +m3e6, a,mi ∈ C.
We associate such element x of C with the element of C ⊕C3
a+
m1m2
m3
 .
In C ⊕C3, we define a multiplication, an inner product ( , ) and a conjugation
respectively by
(a+ m)(b + n) = (ab− 〈m,n〉) + (an + bm−m× n),
(a+ m, b+ n) = (a, b) + (m,n),
a+ m = a−m,
where the real valued symmetric inner product (m,n), the Hermitian inner product
〈m,n〉 and the exterior product m× n are usually defined respectively by
(m,n) =
1
2
(m∗n+ n∗m) =
3∑
i=1
(mi, ni), 〈m,n〉 =
3∑
i=1
mini,
m× n =
m2n3 − n2m3m3n1 − n3m1
m1n2 − n1m2

for m =
m1m2
m3
, n =
n1n2
n3
 ∈ C3. Since these operations correspond to their
respective operations in C, hereafter, we identify C ⊕C3 with C , that is,
C ⊕C3 = C.
We shall study the following subalgebra (g2)e1 of g2:
(g2)e1 = {D ∈ g2 |De1 = 0}.
Theorem 1.5.1. (g2)e1
∼= su(3).
Proof. We define a mapping ϕ∗ : su(3) = {D ∈ M(3,C) |D∗ = −D, tr(D) =
0} → (g2)e1 by
ϕ∗(D)(a+ m) = Dm, a+ m ∈ C ⊕C3 = C.
We first prove that ϕ∗(D) ∈ (g2)e1 . For elements
e1(E11 − E22), e1(E22 − E33), E12 − E21, e1(E12 + E21),
E13 − E31, e1(E13 + E31), E23 − E32, e1(E23 + E32)
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of an R-basis of su(3) (where Ekl ∈ M(3,R) is the matrix with the (k, l)-entry is 1
and otherwise are 0), we have
ϕ∗(e1(E11 − E22)) = −G23 +G45, ϕ∗(e1(E22 − E33)) = −G45 +G67,
ϕ∗(E12 − E21) = G24 +G35, ϕ∗(e1(E12 + E21)) = −G25 +G34,
ϕ∗(E13 − E31) = G26 +G37, ϕ∗(e1(E13 + E31)) = −G27 +G36,
ϕ∗(E23 − E32) = G46 +G57, ϕ∗(e1(E23 + E32)) = −G47 +G56.
Hence ϕ∗(D) ⊂ g2 (Theorem 1.4.3). Clearly ϕ∗(D)e1 = 0, so that ϕ∗(D) ⊂ (g2)e1 .
Obviously ϕ∗ : su(3) → g2 is a homomorphism as Lie algebras and is injective, so
that we identify su(3) and ϕ∗(su(3). We set
S1 = 2G12 −G47 −G56, S2 = 2G13 −G46 +G57,
S3 = 2G14 +G27 +G36, S4 = 2G15 +G26 −G37,
S5 = 2G16 −G25 −G34, S6 = 2G17 −G24 +G35,
and let S be the R-vector subspace of g2 spanned by S1, · · · , S6. Then we have the
following decomposition of g2.
g2 = su(3)⊕S.
Now, we shall show that ϕ∗ : su(3)→ (g2)e1 is onto. Let B ∈ (g2)e1 . Denote
B = D +
6∑
i=1
xiSi, D ∈ su(3), xi ∈ R.
From the condition Be1 = 0, we have
−2x1e2 − 2x2e3 − 2x3e4 − 2x4e5 − 2x5e6 − 2x6e7 = 0.
Hence x1 = · · · = x6 = 0, so that B = D ∈ su(3). Thus the proof of Theorem 1.5.1 is
completed.
1.6. Simplicity of g2
C
Let CC = {x1 + ix2 |x1, x2 ∈ C} be the complexification of the Cayley algebra C.
In the same manner as in C, we can also define in CC the multiplication xy, the inner
product (x, y) such that they satisfy properties 1 ∼ 12.3 of Section 1.1 (except some
formulas about the length |x|). CC is called the complex Cayley algebra. CC has two
complex conjugations, namely,
x1 + ix2 = x1 + ix2, τ(x1 + ix2) = x1 − ix2, xi ∈ C.
The complex conjugation τ is a complex-conjugate linear transformation of CC and
satisfies
τ(xy) = (τx)(τy), x, y ∈ CC .
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For a while, in the Lie algebra su(3) ⊂ g2, we use the following notations.
H1 = −G23 +G45, H2 = −G45 +G67
L12 = G24 +G35, L21 = −G25 +G34, L13 = G26 +G37,
L21 = −G27 +G36, L23 = G46 +G57, L32 = −G47 +G56.
Lemma 1.6.1. The Lie brackets [D,S], D ∈ su(3), S ∈ S are given as follows.
S1 S2 S3 S4 S5 S6
H1 S2 −S1 −S4 S3 0 0
H2 0 0 S4 −S3 −S6 S5
L12 −S3 −S4 S1 S2 0 0
L21 S4 −S3 S2 −S1 0 0
L13 −S5 −S6 0 0 S1 S2
L31 S6 −S5 0 0 S2 −S1
L23 0 0 −S5 −S6 S3 S4
L32 0 0 S6 −S5 S4 −S3
Lemma 1.6.2. S is a su(3)-irreducible R-module, and hence we have
[su(3),S] = S.
Proof. Evidently S is a su(3)-R-module. Let W be a non-zero su(3)-invariant
R-snbmodule of S. If W contains some Sk, then, from the table of Lemma 1.6.1,
we can see that W contains all Sk, k = 1, 2, · · · , 6, and hence W = S. Now, let
S =
∑6
k=1 xkSk, xk ∈ R be a non-zero element ofW and assume that x1 6= 0 (without
the loss of generality). Applying H1 on S, we have x1S2 − x2S1 − x3S4 + x4S3 ∈ W .
Next, applying L13 and L31 on it, we have
−x1S6 + x2S5 ∈W · · · (i) and − x1S5 − x2S6 ∈W · · · (ii)
Taking (ii)×x2− (i)×x1, we have (x12 + x22)S5 ∈ W . Since x12 + x22 6= 0, we have
S5 ∈W and so W = S. Consequently the irreducibility of S is proved. Finally, since
[su(3),S] is a su(3)-invariant R-submodle of S, from the irreducibility of S, we have
[su(3),S] = S.
Theorem 1.6.3. The Lie algebra g2
C is simple and so g2 is also simple.
Proof. We shall prove that g2 is simple, because the proof of that g2
C is simple
is the same as the case of g2. We use the decomposition of g2
g2 = su(3)⊕S (Theorem 1.5.1).
Let p : g2 → su(3) and q : g2 → S be projections of g2 = su(3) ⊕S. Now, let a be
a non-zero ideal of g2. Then p(a) is an ideal of g2. Indeed, if D ∈ p(a), then there
exists S ∈ S such that D + S ∈ a. For any D′ ∈ su(3), we have
a ∋ [D′, D + S] = [D′, D] + [D′, S], [D′, S] ∈ S
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(Lemma 1.6.1), hence [D′, D] ∈ p(a).
We show that either su(3)∩ a 6= {0} or S∩ a 6= {0}. Assume that su(3)∩ a = {0}
and S ∩ a = {0}. The mapping p|a : a → su(3) is injective because S ∩ a = {0}.
Since p(a) is a non-zero ideal of su(3) and su(3) is simple, we have p(a) = su(3).
Hence dim a = dim p(a) = dim su(3) = 8. On the other hand, since su(3) ∩ a = {0},
q|a : a → S is also injective, we have dim a ≤ dimS = 6. This leads to a contradiction.
We now consider the following two cases.
(1) Case su(3)∩ a 6= {0}. From the simplicity of su(3), we have su(3)∩ a = su(3),
hence a ⊃ su(3). On the other hand, we have
a ⊃ [a,S] ⊃ [su(3),S] = S (Lemma 1.6.1).
Hence a ⊃ su(3)⊕S = g2.
(2) Case S∩a 6= {0}. Choose a non-zero element S ∈ S∩a ⊂ a. Under the actions
of su(3), we can see that S1 ∈ a (Lemma 1.6.1). Hence 0 6= 4H1+2H2 = [S1, S2] ∈ a.
So this case can be reduced to the case (1). Thus we have a = g2, which proves the
simplicity of g2.
1.7. Killing form of g2
C
Lemma 1.7.1. In su(3) ⊂ g2, the Lie brackets between H1 and Lij , Lji of Section
1.6 are given by
[H1, L12] = 2L21, [H1, L21] = −2L12, [H1, L13] = L31,
[H1, L31] = −L13, [H1, L23] = −L32, [H1, L32] = L23.
Theorem 1.7.2. The killing form B2 of the Lie algebra g2
C is given by
B2(D1, D2) = 4tr(D1D2), Di ∈ g2C .
Proof. Since tr(D1D2) is a g2
C-adjoint invariant bilinear form of g2
C and g2
C is
simple (Theorem 1.6.3), there exists k ∈ C such that
B2(D1, D2) = ktr(D1D2).
To determine this k, let D1 = D2 = H1. Then from
[H1, [H1, L12] ] = [H1, 2L21] = −4L12, [H1, [H1, L21] ] = [H1,−2L12] = −4L21,
[H1, [H1, L13] ] = [H1, L31] = −L13, [H1, [H1, L31] ] = [H1,−L13] = −L31,
[H1, [H1, L23] ] = [H1,−L32] = −L23, [H1, [H1, L32] ] = [H1, L23] = −L32,
[H1, [H1, S1] ] = [H1, S2] = −S1, [H1, [H1, S2] ] = [H1,−S1] = −S2,
[H1, [H1, S3] ] = [H1,−S4] = −S3, [H1, [H1, S4] ] = [H1, S3] = −S4,
[H1, [H1, S5] ] = 0, [H1, [H1, S6] ] = 0
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(Lemma 1.6.1), we have
B2(H1, H1) = tr((adH1)
2) = (−4)× 2 + (−1)× 8 = −16.
On the other hand,
H1H1e2 = H1e3 = −e2, H1H1e3 = −H1e2 = −e3,
H1H1e4 = −H1e5 = −e4, H1H1e5 = H1e4 = −e,
H1H1ei = 0 otherwise.
Hence tr(H1H1) = (−1)× 4 = −4. Therefore k = 4.
1.8. Roots of g2
C
We recall the C-Lie isomorphism f∗ : sl(3, C) → su(3)C and the embedding ϕ∗ :
su(3)C → g2C ,
f∗(A) = εA− ε tA, ε = 1
2
(1 + ie1),
ϕ∗(D)(a + m) = Dm, a+ m ∈ CC ⊕ (C3)C = CC ,
and we regard sl(3, C) as a subalgebra of g2
C under the composition of f∗ and ϕ∗.
Further we know that the Lie algebra sl(3, C) has roots ±(λk − λl), 1 ≤ k < l ≤ 3
relative to the Cartan subalgebra
h =
{λ1 0 00 λ2 0
0 0 λ3
∣∣∣λi ∈ C, λ1 + λ2 + λ3 = 0}
of sl(3,C), and Ekl is a root vector associated with the root λk − λl.
Theorem 1.8.1. The rank of the Lie algebra g2
C is 2. The roots of g2
C relative
to some Cartan subalgebra of g2
C are given by
±(λ1 − λ2), ±(λ1 − λ3), ±(λ2 − λ3), ±λ1, ±λ2 ± λ3
with λ1 + λ2 + λ3 = 0.
Proof. h = {−iλ1G23 − iλ2G45 − iλ3G67 ∈ g2C |λk ∈ C} ⊂ sl(3, C) ⊂ g2C
is an abelian subalgebra of g2
C (it will be a Cartan subalgebra of g2
C). The roots of
sl(3, C) is also roots of g2
C , so we have the table of roots and associated root vectors
as follows.
±(λ1 − λ2) : ±(G24 +G35) + i(−G25 +G34),
±(λ1 − λ3) : ±(G26 +G37) + i(−G27 +G36),
±(λ2 − λ3) : ±(G46 +G57) + i(−G47 +G56).
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The remainder roots and associated root vectors are found as follows.
±λ1 : (2G12 −G47 −G56)± i(2G13 −G46 +G57),
±λ2 : (2G14 +G27 +G36)± i(2G15 +G26 −G37),
±λ3 : (2G16 −G25 −G34)± i(2G17 −G24 +G35).
Theorem 1.8.2. In the root system of g2
C of Theorem 1.8.1,
α1 = λ1 − λ2, α2 = λ2
is a fundamental root system of the Lie algebra g2
C and
µ = 2α1 + 3α3
is the highest root. The Dynkin diagram and the extended Dynkin diagram of g2
C are
respectively given by
α1
〉
α2 −µ α1
2 〉
α2
3
Proof. All positive roots of g2
C are expressed by
λ1 − λ2 = α1, λ1 − λ3 = 2α1 + 3α2, λ2 − λ3 = α1 + 3α2,
λ1 = α1 + α2, λ2 = α2, −λ3 = α1 + 2α2.
Hence Π = {α1, α2} is a fundamental root system of g2C . The real part of hR of h is
hR = {−iλ1G23 − iλ2G45 − iλ3G67 |λi ∈ R, λ1 + λ2 + λ3 = 0}
and the Killing form B2 on hR is given by
B2(H,H
′) = 8
3∑
k=1
λkλk
′,
for H = −iλ1G23 − iλ2G45 − iλ3G67, H ′ = −iλ1′G23− iλ2′G45− iλ3′G67 ∈ hR (The-
orem 1.7.2). Now, the canonical element Hαi ∈ hR associated with αi (B2(Hα, H) =
α(H), H ∈ hR) are determined as follows.
Hα1 = −
1
8
iG23 +
1
8
iG45, Hα2 =
1
24
iG23 − 1
12
iG45 +
1
24
iG67.
Hence we have
(α1, α1) = B2(Hα1 , Hα1) = 8
1
8
1
8
(1 + 1) =
1
4
,
(α2, α2) = B2(Hα2 , Hα2) = 8
1
24
1
24
(1 + 4 + 1) =
1
12
,
(α1, α2) = B2(Hα1 , Hα2) = 8
1
8
1
24
(−1− 2) = −1
8
,
(−µ,−µ) = 1
4
, (−µ, α1) = −1
8
, (−µ, α2) = 0.
15
Using them, we can draw the Dynkin diagram and the extended Dynkin diagram of
g2
C .
According to Borel-Siebenthal theory (Borel and Siebenthal [4]), the Lie algebra
g2 has two subalgebras as maximal subalgebras with the maximal rank 2.
(1) One is a subalgebra of type C1 ⊕ C1 which is obtained as the fixed points by
an involution γ of g2.
(2) The other is a subalgebra of type A2 which is obtained as the fixed points by
an automorphism w of order 3 of g2.
These subalgebras will be realized in the groupG2 in Theorem 1.10.1 and Theorem
1.9.4, respectively.
1.9. Automorphism w of order 3 and subgroup SU(3) of G2
We shall study the following subgroup (G2)e1 of G2:
(G2)e1 = {α ∈ G2 |αe1 = e1}.
Theorem 1.9.1. (G2)e1
∼= SU(3).
Proof (cf. Theorem 1.5.1). We define a mapping ϕ : SU(3)→ (G2)e1 by
ϕ(A)(a + m) = a+Am, a+ m ∈ C ⊕C3 = C.
We first prove that ϕ(A) ∈ (G2)e1 . For α = ϕ(A), A ∈ SU(3) and x = a + m, y =
b+n ∈ C ⊕C3 = C, using that if A ∈ SU(3) then A˜ (which is the adjoint matrix of
A) = A−1 = A∗, we have
(αx)(αy) = (a+Am)(b+An)
= (ab− 〈Am, An〉) + (aAn + bAm−Am×An)
= (ab− 〈m, A∗An〉) + (aAn + bAm− tA˜(m× n))
= (ab− 〈m,n〉) +A(an + b¯m−m× n)
= ϕ(A)((a + m)(b+ n)) = α(xy).
Hence ϕ(A) ∈ G2. Clearly ϕ(A)e1 = e1, so that ϕ(A) ∈ (G2)e1 . Evidently ϕ is a
homomorphism. We show that ϕ is onto. Let α ∈ (G2)e1 . Note that α induces a
C-linear transformation of C3. Now let
αe2 = a1, αe4 = a2, αe6 = a3
and construct a matrix A = (a1,a2,a3) ∈ M(3,C). From (αe2)(αe4) = α(e2e4) =
−αe6, we have a1a2 = −a3, namely, −〈a1,a2〉 − a1 × a2 = −a3, hence we have
〈a1,a2〉 = 0, a3 = a1 × a2.
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Similarly we have 〈a2,a3〉 = 〈a3,a1〉 = 0. Moerover from (αek)(αek) = α(ekek) =
α(−1) = −1, we have 〈ak,ak〉 = 1, hence A ∈ U(3). Finally detA = (a3,a1 ×
a2) = (a3,a3) = 〈a3,a3〉 = 1 (where (a, b) is the ordinary inner product in C3:
(a, b) = tab). Hence we have A ∈ SU(3) and ϕ(A) = α, which shows that ϕ is onto.
Kerϕ = {E} is easily obtained. Thus we have the isomorphism SU(3) ∼= (G2)e1 .
Theorem 1.9.2. G2/SU(3) ≃ S6.
Proof. S6 = {a ∈ C | a¯ = −a, |a| = 1} is a 6 dimensional sphere. Since the group
G2 is a subgroup of O(7) = {α ∈ O(C) |α1 = 1} (Remark of Theorem 1.2.2), G2 acts
on S6. We shall show that this action is transitive. To prove this, it is sufficient to
show that any element a ∈ S6 can be transformed to e1 ∈ S6 by some α ∈ G2. Now,
for a1 ∈ S6, choose any element a2 ∈ S6 such that (a1, a2) = 0. Let
a3 = a1a2.
Then a3 ∈ S6 and a3 satisfies (a1, a3) = (a2, a3) = 0. Choose any element a4 ∈ S6
such that (a1, a4) = (a2, a4) = (a3, a4) = 0. Let
a5 = a1a4, a6 = a4a2, a7 = a3a4.
Then the set {a0 = 1, a1, a2, · · · , a7} is an orthonormal R-basis of C. Indeed, |ai| =
1, 0 ≤ i ≤ 7 are trivial, and we need to verify that (ai, aj) = 0, i 6= j. However this
can be checked by direct calculations such as
(a4, a7) = (a4, a3a4) = (1, a3)(a4, a4) = 0,
(a1, a6) = (a1, a4a2) = −(a1a2, a4) = −(a3, a4) = 0,
(a3, a6) = (a3, a4a2) = −(a3a2, a4) = (a1, a4) = 0, etc.
Now, since {e0 = 1, e1, e2, · · · , e7} and {a0 = 1, a1, a2, · · · , a7} are both orthonormal
R-bases, the R-linear isomorphism α : C → C satisfying
αei = ai, i = 0, 1, · · · , 7
belongs to O(7): α ∈ O(7). Moreover we claim that α ∈ G2, that is, α satisfies
α(xy) = (αx)(αy), x, y ∈ C.
To show this, it is sufficient to note that
α(eiej) = (αei)(αej), i, j = 0, 1, · · · , 7
which can be also checked by direct calculations such as
(αe4)(αe7) = a4a7 = a4(a3a4) = −a4(a4a3) = a3 = αe3 = α(e4e7),
(αe1)(αe6) = a1a6 = a1(a4a2) = −a4(a1a2) = −a4a3 = a3a4 = a7
= αe7 = α(e1e6),
(αe3)(αe6) = a3a6 = (a1a2)(a4a2) = −(a2a1)(a4a2) = −a2(a1a4)a2
= −a2a5a2 = a2a2a5 = −a5 = −αe5 = α(e3e6), etc.
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Hence α ∈ G2 and αe1 = a1, and so α−1a1 = e1. This shows the transitivity. The
isotropy subgroup (G2)e1 of G2 at e1 is SU(3) (Theorem 1.9.1). Thus we have the
homeomorphism G2/SU(3) ≃ S6.
Since S6 and SU(3) are both simply connected, from G2/SU(3) ≃ S6 (Theorem
1.9.2), we see that G2 is also simply connected. Hence we have the following theorem.
Theorem 1.9.3. G2 = {α ∈ IsoR(C) |α(xy) = (αx)(αy)} is a simply connected
compact simple Lie group.
Remark 1. SinceG2 is connected, G2 is contained in SO(7) = {α ∈ O(7) | detα =
1}: G2 ⊂ SO(7).
Remark 2. Since we know that the dimension of the group G2 as dimG2 =
dim g2 = 14 (Theorem 1.4.3), G2/SU(3) ≃ S6 is proved as follows. The group G2
acts on S6. The isotropy subgroup (G2)e1 of G2 at e1 is SU(3) (Theorem 1.9.1) and
dim(G2/(G2)e1 ) = dimG2 − dimSU(3) = 14 − 8 = 6 = dimS6. Therefore we have
G2/SU(3) ≃ S6.
Using the mapping ϕ : SU(3)→ G2, we define a mapping w : C → C by
w = ϕ(diag(ω1, ω1, ω1))
where ω1 = −1
2
+
√
3
2
e1 ∈ C ⊂ C. This w is defined as
w(a+ m) = a+ ω1m, a+ m ∈ C ⊕C3 = C.
Then w ∈ G2 and w3 = 1.
We shall study the following subgroup (G2)
w of G2:
(G2)
w = {α ∈ G2 |wα = αw}.
Theorem 1.9.4. (G2)
w = (G2)e1
∼= SU(3).
Proof. Recall the mapping ϕ : SU(3)→ G2 of Theorem 1.9.1. We first show that
ϕ(SU(3)) ∈ (G2)w. Indeed, for A ∈ SU(3) and a+ m ∈ C ⊕C3 = C, we have
wϕ(A)(a + m) = w(a+Am) = a+ ω1Am
= a+Aω1m = ϕ(A)w(a + m).
Hence wϕ(A) = ϕ(A)w, so that ϕ(A) ∈ (G2)w. Conversely, let α ∈ (G2)w. We
consider the R-vector subspace Cw = {x ∈ C |wx = x} of C, then Cw = C. Since α
satisfies wα = αw, Cw is invariant under α. Since the restriction of α to Cw induces
an automorphism of C, we have
αe1 = e1 or αe1 = −e1.
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In the latter case, consider the mapping γ1 : C → C defined by γ1(a + m) = a + m.
Then we have γ1 ∈ G2 and γ1e1 = −e1. Let β = γ1α. Since βe1 = e1, we have
β ∈ SU(3) ⊂ (G2)e1 (Theorem 1.9.1) ⊂ (G2)w. Therefore, γ1 = βα−1 ∈ (G2)w,
which is a contradiction. Indeed,
ω1m = w(γ1m) = γ1(wm) = ω1m = ω1m for all m ∈ C3,
which is false. Therefore αe1 = e1, and so α ∈ SU(3) (Theorem 1.9.1). Thus we have
(G2)
w = (G2)e1 .
1.10. Involution γ and subgroup (Sp(1)× Sp(1))/Z2 of G2
The Cayley algebra C naturally contains the field H of quaternions as
H = {x0 + x1e1 + x2e2 + x3e3 |xi ∈ R}.
Any element x ∈ C is expressed by
x = x0 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7 (xi ∈ R)
= (x0 + x1e1 + x2e2 + x3e3) + (x4 + x5e1 − x6e2 + x7e3)e4,
that is,
x = m+ ae4, m, a ∈ H .
In H ⊕He4, we define a multiplication, an inner product ( , ), a conjugation
and an R-linear transformation γ respectively by
(m+ ae4)(n+ be4) = (mn− ba) + (an+ bm)e4,
(m+ ae4, n+ be4) = (m,n) + (a, b),
m+ ae4 = m− ae4,
γ(m+ ae4) = m− ae4.
Since these operations correspond to their respective operations in C, hereafter, we
identify H ⊕He4 with C, that is,
H ⊕He4 = C.
We shall study the following subgroup (G2)
γ of G2:
(G2)
γ = {α ∈ G2 | γα = αγ}.
Theorem 1.10.1. (G2)
γ ∼= (Sp(1)× Sp(1))/Z2, Z2 = {(1, 1), (−1,−1)}.
Proof. We define a mapping ϕ : Sp(1)× Sp(1)→ (G2)γ by
ϕ(p, q)(m+ ae4) = qmq + (paq)e4, m+ ae4 ∈ H ⊕He4 = C.
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We first show that ϕ(p, q) ∈ (G2)γ . For α = ϕ(p, q), p, q ∈ Sp(1) and x = m + ae4,
y = n+ be4 ∈ H ⊕He4 = C, we have
(αx)(αy) = (qmq + (paq)e4)(qnq + (pbq)e4)
= ((qmq)(qnq)− (pbq)(paq)) + ((paq)(qnq) + (pbq)(qmq))e4
= q(mn− ba)q + (p(an+ bm)q)e4
= ϕ(p, q)((m + ae4)(n+ be4)) = α(xy).
Hence ϕ(p, q) ∈ G2. Clearly γϕ(p, q) = ϕ(p, q)γ, so that ϕ(p, q) ∈ (G2)γ . Evidently ϕ
is a homomorphism. We shall show that ϕ is onto. Let α ∈ (G2)γ . Since α satisfies
γα = αγ, Cγ = {x ∈ C | γx = x} = H is invariant under α, so that the restriction of
α to Cγ induces an automorphism of H . Hence there exists q ∈ Sp(1) satisfying
αm = qmq, m ∈ H
(Proposition 108 of Yokota [58]). By putting β = ϕ(1, q)−1α, we have β ∈ (G2)γ and
β|H = 1. Therfore β induces a transformation of C−γ = {x ∈ C | γx = −x} = He4.
By putting βe4 = pe4, where p ∈ H, we have |p| = |pe4| = |βe4| = |e4| = 1, which
implies p ∈ Sp(1). From
β(m+ ae4) = βm+ (βa)(βe4) = m+ a(pe4) = m+ (pa)e4 = ϕ(p, 1)(m+ ae4),
we have β = ϕ(p, 1). Therefore we have
α = ϕ(1, q)β = ϕ(1, q)ϕ(p, 1) = ϕ(p, q), (p, q) ∈ Sp(1)× Sp(1),
which shows that ϕ is onto. Kerϕ = {(1, 1), (−1,−1)} = Z2 is easily obtained. Thus
we have the isomorphism (Sp(1)× Sp(1))/Z2 ∼= (G2)γ .
Remark 1. (Sp(1)× Sp(1))/Z2 ∼= SO(4).
Indeed, a mapping f : Sp(1)× Sp(1)→ SO(4) = SO(H) defined by
f(p, q)x = pxq, x ∈ H
induces the isomorphism (Sp(1)× Sp(1))/Z2 ∼= SO(4) as groups.
Remark 2. Since (G2)
γ is connected as the fixed points subgroup by an automor-
phism γ of the simply connected group G2, the fact that ϕ : Sp(1)× Sp(1)→ (G2)γ
is onto can be proved as follows. The elements
2G12 −G47 −G56, −G47 +G56,
2G13 −G46 −G57, G46 +G57,
2G23 −G45 −G67, −G45 +G67
forms an R-basis of (g2)
γ . So dim(g2)
γ = 6 = 3 + 3 = dim(sp(1) ⊕ sp(1)). Hence ϕ
is onto.
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1.11. Center z(G2) of G2
Theorem 1.11.1. The center z(G2) of the group G2 is trivial :
z(G2) = {1}.
Proof. Let α ∈ z(G2). From the commutativity with γ: γα = αγ, we have
α ∈ SO(4) (Remark 1 of Theorem 1.10.1) and so α ∈ z(SO(4)). Since the center
z(SO(4)) of SO(4) is the group of order 2, we have
α = 1 or α = γ.
However γ /∈ z(G2) (Theorem 1.10.1). Hence α = 1.
1.12. Complex exceptional Lie group G2
C
Definition. The group G2
C is defined to be the automorphism group of the
complex Cayley algebra CC :
G2
C = {α ∈ IsoC(CC) |α(xy) = (αx)(αy)}.
Lemma 1.12.1. For α ∈ G2C, we have
(αx, αy) = (x, y), x, y ∈ CC .
Proof. The equality αx = (α1)(αx) holds for all x ∈ CC , and so we have α1 = 1.
We shall show that
αek = −αek, k = 1, 2, · · · , 7.
Note that (αek)(αek) = α(ekek) = α(−1) = −1. Let x = αek and N(x) = xx ∈ C.
Then xx = −1 and N(x)N(x) = 1, which shows that N(x) = ±1. If N(x) = −1,
then x = −xxx = −xN(x) = x, so x ∈ C. From xx = −1, we have x = ±i. Then
α(ek) = ±α(i), and so ek = ±i, which is a contradiction. Hence N(x) = 1, that is,
xx = 1 and x = −xxx = −xN(x) = −x. Thus we have
αx = αx, x ∈ CC .
Now we have
(αx, αy) =
1
2
((αx)(αy) + (αy)(αx)) =
1
2
((αx)(αy) + (αy)(αx))
= α
(1
2
(α(xy + yx)
)
= α((x, y)) = (x, y).
We define a positive definite Hermitian inner product 〈x, y〉 in CC by
〈x, y〉 = (τx, y),
21
For α ∈ HomC(CC), we denote the complex conjugate transpose of α with respect to
the inner product 〈x, y〉 by α∗: 〈α∗x, y〉 = 〈x, αy〉.
Lemma 1.12.2. (1) For α ∈ G2C , we have α∗ = τα−1τ ∈ G2C .
(2) For any α ∈ G2, its complexificated mapping αC : CC → CC belongs to G2C :
αC ∈ G2C . Identifying α with αC , we regard G2 as a subgroup of G2C : G2 ⊂ G2C .
Now, for α ∈ G2C , we have, α ∈ G2 if and only if τα = ατ , that is,
G2 = {α ∈ G2C | τα = ατ}.
Proof. (1) 〈α∗x, y〉 = 〈x, αy〉 = (τx, αy) = (α−1τx, y) = 〈τα−1τx, y〉 for all
x, y ∈ CC . Hence α∗ = τα−1τ ∈ G2C .
(2) Let α ∈ G2C satisfy τα = ατ . Then since ταx = ατx = αx, we have αx ∈ C
for x ∈ C. Hence α induces an R-transformation α′ of C and α′ ∈ G2, further we
have α = (α′)C .
Theorem 1.12.3. The polar decomposition of the group G2
C is given by
G2
C ≃ G2 ×R14.
In particular, G2
C is a simply connected complex Lie group of type G2.
Proof. Evidently G2
C is an algebraic subgroup of IsoC(C
C) = GL(8, C). If
α ∈ G2C , then α∗ ∈ G2C (Lemma 1.12.2.(1)). Hence, from Chevalley’s lemma
(Chevalley [5]), we have
G2
C ≃ (G2C ∩ U(CC))×Rd = G2 ×Rd,
where U(CC) = {α ∈ IsoC(CC) | 〈αX,αY 〉 = 〈X,Y 〉} and d = dimG2C − dimG2 =
2 × 14 − 14 = 14. Since G2 is simply connected (Theorem 1.9.3), G2C is also simply
connected. The Lie algebra of the group G2
C is g2
C , so that G2
C is a complex simple
Lie group of type G2.
1.13. Non-compact exceptional Lie group G2(2) of type G2
In C′ = H ⊕He4′, we define a multiplication by
(m+ ae4
′)(n+ be4
′) = (mn+ ba) + (an+ bm)e4
′.
This algebra C′ is called the split Cayley algebra, and is isomorphic to (CC)τγ = {x ∈
CC | τγx = x} as algebras. Now, the group G2(2) is defined to be the automorphism
group of the split Cayley algebras C′:
G2(2) = {α ∈ IsoR(C′) |α(xy) = (αx)(αy)}.
and which can also be defined by
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G2(2) = (G2
C)τγ = {α ∈ G2C | τγα = αγτ}.
Theorem 1.13.1. The polar decomposition of the Lie groups G2(2) is given by
G2(2) ≃ (Sp(1)× Sp(1))/Z2 ×R8.
Proof. In the split Cayley algebra C′, the inner product (x, y)′ is defined as
(x, y)′ =
1
2
(xy + yx). If we define an inner product (x, y) of C′ by (γx, y)′, then
(x, y) is a positive definite inner product. For α ∈ G2(2), the transpose tα of α with
respect to the inner product (x, y) is tα = γα−1γ ∈ G2(2). Since G2(2) is an algebraic
subgroup of IsoR(C
′) = GL(8,R), from Chevalley’s lemma, we have
G2(2) ≃ (G2(2) ∩O(8)) ×Rd
= ((G2
C)τγ)γ ×Rd = ((G2C)τ )γ ×Rd = (G2)γ ×Rd
= (Sp(1)× Sp(1))/Z2 ×Rd (Theorem 1.10.1), d = 8.
where O(8) = {α ∈ IsoR(C′) | (αx, αy) = (x, y)}.
Theorem 1.13.2. The center z(G2(2)) of the group G2(2) is trivial:
z(G2(2)) = {1}.
1.14. Principle of triality in SO(8)
For a ∈ Sn−1 = {a ∈ Rn | (a, a) = 1}, we define an element Da ∈ O(n) =
O(Rn) = {A ∈ IsoR(Rn) | (Ax,Ay) = (x, y)} by
Dax = x− 2(x, a)a, x ∈ Rn.
Da is called the reflection with respect to the hyperplane orthogonal to a. Its deter-
minant is −1: det(Da) = −1.
Lemma 1.14.1. The group O(n) is generated by reflections, that is, any A ∈ O(n)
can be expressed by the product of finite number of reflections:
A = Dam · · ·Da2Da1 , ai ∈ Sn−1.
In particular, A ∈ SO(n) can be expressed by the product of even number of reflections.
A = Da2m · · ·Da2Da1 , ai ∈ Sn−1.
Proof. (See Theorem 24 of Yokota [58).
From now on, the group SO(8) is identified with the group
SO(C) = {α ∈ IsoR(C) | (αx, αy) = (x, y), detα = 1}.
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Theorem 1.14.2. (Principle of triality in SO(8)). For any α3 ∈ SO(8), there
exist α1, α2 ∈ SO(8) such that
(α1x)(α2y) = α3(xy), x, y ∈ C.
Moreover, α1, α2 are determined uniquely for α3 up to the sign, that is, for α3, such
α1, α2 have to be α1, α2 or −α1,−α2.
Proof. Since α3 ∈ SO(8) is expressed by the product of even number of re-
flections (Lemma 1.14.1), it is sufficient to show the existence of α1, α2 only for
α3 = DbDa, a, b ∈ C, |a| = |b| = 1. Now, since
Dax = x− 2(x, a)a = x− (xa+ ax)a = −axa, x ∈ C,
we have α3x = DbDax = b(axa)b. Define mappings α1, α2 : C → C respectively by
α1x = b(ax), α2x = (xa)b. We then see that α1, α2 ∈ SO(8) and
(α1x)(α2y) = (b(ax))((ya)b) = b(a(xy)a)b = α3(xy), x, y ∈ C.
Next, we shall show the uniqueness of α1, α2 up to the sign. To prove this, it is
sufficient to show in the case α3 = 1. Now, let
(α1x)(α2y) = xy, x, y ∈ C.
Let α11 = p, then |p| = 1 and p(α2y) = y, so α2y = p¯y. Similarly we have α1x = xq¯,
where q = α21. Hence (xq¯)(p¯y) = xy. If we let x = y = 1, then q¯ p¯ = 1, so q¯ = p.
Therefore we have
(xp)(p¯y) = xy, x, y ∈ C.
Putting py instead of y, we have
(xp)y = x(py), x, y ∈ C.
From this, we see that p is a real number. Hence p = ±1 because |p| = 1. Thus we
have α1 = α2 = 1 or α1 = α2 = −1.
Lemma 1.14.3. For α1, α2, α3 ∈ O(8), the relation
(α1x)(α2y) = α3(xy), x, y ∈ C
implies
(α2x)(α3y) = α1(xy), x, y ∈ C,
(α3x)(α1y) = α2(xy), x, y ∈ C.
Proof. If x = 0 or y = 0, then the statement is trivially valid, so we may
assume x, y 6= 0. Now, multiply α1x from left and α3(xy) from right on the relation
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(α1x)(α2y) = α3(xy)). Then we get |x|2(α2y)(α3(xy)) = α1x|xy|2. Therefore
(α2y)(α3(xy)) = α1x|y|2.
Putting yz instead of x, we have (α2y)(α3(yyz)) = α1(yz)|y|2, that is,
(α2y)(α3z) = α1(yz).
The other relation is similarly obtained.
Lemma 1.14.4. If α1, α2, α3 ∈ O(8) satisfy
(α1x)(α2y) = α3(xy), x, y ∈ C,
then α1, α2, α3 ∈ SO(8).
Proof. Suppose α1 /∈ SO(8). Since the mapping ǫ : C → C defined by ǫx = x
belongs to O(8), and since det ǫ = −1, we have β1 = ǫα−11 ∈ SO(8). Using the
principle of triality (Theorem 1.14.2) on the element β1 (cf. Lemma 1.14.3), there
exist β2, β3 ∈ SO(8) such that
(β1(α1x))(β2(α2y)) = β3((α1x)(α2y)) = β3(α3(xy)), x, y ∈ C.
Setting β2α2 = γ2 and β3α3 = γ3, the above relation becomes
x(γ2y) = γ3(xy), x, y ∈ C.
Put x = 1, then γ2y = γ3y, so γ2 = γ3. Hence we have
x(γ2y) = γ2(xy), x, y ∈ C. (i)
Put γ21 = p, then |p| = 1. Lett y = 1 in (i), then xp = γ2x. Hence (i) becomes
x(yp) = (xy)p, x, y ∈ C. (ii)
Again let y = p, then x = (xp)p, and so x p = xp. Then
px = xp for all x ∈ C.
Therefore p ∈ R, hence p = ±1 since |p| = 1. Thus (ii) becomes x y = xy, and so
xy = yx for all x, y ∈ C.
But this is a contradiction. Therefore α1 ∈ SO(8). As for α2, α3, use Lemma 1.14.3
and the argument above, to show α2, α3 ∈ SO(8).
As a corollary of the principle of triality (Theorem 1.14.2), we have the following
proposition.
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Proposition 1.14.5. For a ∈ C such that |a| = 1, the mapping αa : C → C
defined by
αax = axa
−1, x ∈ C
belongs to the group G2 if and only if a
3 = ±1.
Proof. If we apply Lemma 1.14.3 to the Moufang formula (ax)(ya) = a(xy)a,
then
(xa)(aya) = (xy)a, x, y ∈ C.
If we replace x by ax and y by ya respectively, then
(axa)(aya2) = a(xy)a2, x, y ∈ C.
Now, the mapping αa belongs to G2 if and only if
(axa)(aya) = a(xy)a, x, y ∈ C.
From the uniqueness of the principle of triality up to sign, we have
aya2 = ±aya.
Therefore a2 = ±a, so that a3 = ±1. The converse also holds.
Let ω1 = −1
2
+
√
3
2
e1 ∈ C ⊂ C. Then ω13 = 1, so αω1 ∈ G2 by Proposition 1.14.5.
This αω1 is nothing but w of Section 1.9: αω1 = w, because
αω1(a+ m) = ω1(a+ m)ω1 = ω1aω1 + ω1
2m = a+ ω1m = w(a+ m),
for a+ m ∈ C ⊕C3 = C.
1.15. Spinor group Spin(7)
If we use the principle of triality for α ∈ SO(7), then there exist α˜, α′ ∈ SO(8)
satisfying
(αx)(α˜y) = α′(xy), x, y ∈ C. (i)
Putting x = 1, we have α˜y = α′y, and so α˜ = α′. Then (i) becomes
(αx)(α˜y) = α˜(xy), x, y ∈ C. (ii)
Conversely, suppose that α, α˜ ∈ SO(8) satisfy (ii). Putting x = 1, we have (α1)(α˜y) =
α˜y, and so we have α1 = 1. Hence α ∈ SO(7).
Definitioin. We define a subgroup B˜3 of SO(8) by
B˜3 = {α˜ ∈ SO(8) | (αx)(α˜y) = α˜(xy), x, y ∈ C for some α ∈ SO(7)}.
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B˜3 is a compact group.
Theorem 1.15.1. B˜3/G2 ≃ S7, B˜3 ∩ SO(7) = G2.
In particular, the group B˜3 is connected.
Proof. S7 = {a ∈ C | |a| = 1} is a 7 dimensional sphere. Since B˜3 is a subgroup
of SO(8), the group B˜3 acts on S
7. We shall show that B˜3 acts transitively on S
7.
To prove this, it is sufficient to show that any b0 ∈ S7 can be transformed to 1 ∈ S7
by some α ∈ B˜3. Now, we choose any element a1 ∈ S7 such that (1, a1) = 0. and
choose any element a2 ∈ S7 such that (1, a2) = (a1, a2) = 0. Let a3 ∈ S7 be the
element determined by a3b0 = a2(a1b0). More precisely, if we let a3 = (a2(a1b0))b0,
then a3 ∈ S7 and satisfies (1, a3) = (a1, a3) = (a2, a3) = 0. Choose any element
a4 ∈ S7 such that (1, a4) = (a1, a4) = (a2, a4) = (a3, a4) = 0. Let a5, a6, a7 ∈ S7 be
elements determined by
a5b0 = a1(a4b0), a6b0 = a2(a4b0), a7b0 = a6(a1b0).
Then, {a0 = 1, a1, a2, · · · , a7} forms an orthonormal R-basis of C. To prove this, we
need to show (ai, aj) = δij , i, j = 0, 1, · · · , 7. We will only show the following two
since the others can be proved in a similar manner.
(a2, a6) = (a2b0, a6b0) = (a2b0, a2(a4b0)) = (b0, a4b0) = (1, a4) = 0,
(a3, a7) = (a3b0, a7b0) = (a2(a1b0), a6(a1b0)) = (a1(a2b0), a1(a6b0))
= (a2b0, a6b0) = (a2b0, a2(a4b0)) = (b0, a4b0) = (1, a4) = 0.
Now, since {e0, e1, · · · , e7} and {a0 = 1, a1, · · · , a7} are both orthonormal R-bases of
C, the R-linear isomorphism α : C → C satisfying
αei = ai, i = 0, 1, · · · , 7
belongs to O(7). Moreover, this α satisfies
(αx)((αy)b0) = (α(xy))b0, x, y ∈ C. (i)
To prove this, it is sufficient to show that
(αei)((αej)b0) = (α(eiej))b0, i, j = 0, 1, · · · , 7.
Again we need to verify many cases, but here we will only show the following two
examples.
(αe1)((αe3)b0) = a1(a3b0) = a1(a2(a1b0)) = −a1(a1(a2b0)) = a2b0
= α(e2)b0 = α(e1e3)b0,
(αe2)((αe5)b0) = a2(a5b0) = a2(a1(a4b0)) = −a1(a2(a4b0)) = −a1(a6b0)
= a6(a1b0) = a7b0 = α(e7)b0 = α(e2e5)b0.
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Now, if we put
bi = aib0, i = 0, 1, · · · , 7,
then {b0, b1, · · · , b7} is an orthonormal R-basis of C. The R-linear isomorphism α˜ :
C → C satisfying
α˜ei = bi, i = 0, 1, · · · , 7
belongs to O(8). Since α˜x = (αx)b0, it follows from (i) that
(αx)(α˜y) = α˜(xy), x, y ∈ C. (ii)
Since α ∈ O(7), α˜ ∈ O(8) satisfy (ii), α ∈ SO(7) , α˜ ∈ SO(8) (Lemma 1.14.4). Hence
α˜ ∈ B˜3 and α˜1 = b0, and so α˜−1b0 = 1. This shows the transitivity. The isotropy
subgroup of B˜3 at 1 ∈ S7 is G2. Indeed, if α˜ ∈ B˜3 satisfies α˜1 = 1, then we have
α = α˜, so α˜ ∈ G2. Conversely, α ∈ G2 satisfies α ∈ B˜3 and α1 = 1. Thus we have
the homeomorphism B˜3/G2 ≃ S7.
Theorem 1.15.2. B˜3 ∼= Spin(7).
(From now on, we identify these groups).
Proof. Suppose α ∈ SO(7) and α˜ ∈ B˜3 satisfy the principle of triality
(αx)(α˜y) = α˜(xy), x, y ∈ C.
We define a mapping p : B˜3 → SO(7) by p(α˜) = α. It is not difficult to see that p is a
homomorphism. The principle of triality implies that p is onto and Ker p = {1,−1}.
Next, we shall prove that p is continuous. From Lemma 1.14.3, we have
α(xy) = (α˜x)(α˜y), x, y ∈ C.
Consider the matrices of α and α˜ with respect to the R-basis {e0, e1, · · · , e7}. Then
we can see that each component of matrix α is a polynominal of components of matrix
α˜ (for example, αe1 = (α˜e2)(α˜e3)). Therefore p is continuous. Hence we have the
isomorphism
B˜3/{1,−1} ∼= SO(7).
Therefore B˜3 is isomorphic to Spin(7) as the universal covering group of SO(7).
1.16. Spinor group Spin(8)
Definition. We define a subgroup D˜4 of SO(8)× SO(8)× SO(8) by
D˜4 = {(α1, α2, α3) ∈ SO(8)× SO(8)× SO(8) | (α1x)(α2y) = α3(xy), x, y ∈ C}.
D˜4 is a compact group.
Since an element (α, α˜, κα˜) of D˜4 satisfies (αx)(α˜y) = α˜(xy), x, y ∈ C, we see that
D˜4 contains Spin(7) as a subgroup under the identification
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Spin(7) ∋ α˜ ←→ (α, α˜, κα˜) ∈ D˜4.
Proposition 1.16.1. D˜4/Spin(7) ≃ S7.
In particular, the group D˜4 is connected.
Proof. S7 = {a ∈ C | |a| = 1} is a 7 dimensional sphere. We define an action of
D˜4 on S
7 by
(α1, α2, α3)a = α1a, a ∈ S7.
This action is transitive. Let a ∈ S7. Since SO(8) acts transitively on S7, there
exists α1 ∈ SO(8) such that α11 = a. For α1, choose α2, α3 ∈ SO(8) satisfying the
principle of triality
(α1x)(α2y) = α3(xy). x, y ∈ C.
Then (α1, α2, α3) ∈ D˜4 and (α1, α2, α3)1 = a, which shows the transitivity. The
isotropy subgroup of D˜4 at 1 ∈ S7 is Spin(7). Indeed, if (α1, α2, α3) ∈ D˜4 sat-
isfies (α1, α2, α3)1 = 1, then α11 = 1. Therefore α1 ∈ SO(7), which shows that
(α1, α2, α3) ∈ Spin(7) and vice versa. Thus we have the homeomorphism D˜4/Spin(7)
≃ S7.
Theorem 1.16.2. D˜4 ∼= Spin(8).
(From now on, we identify these groups).
Proof. We define a mapping p : D˜4 → SO(8) by
p(α1, α2, α3) = α1.
Evidently, p is a homomorphism. The principle of triality implies that p is onto and
Ker p = {(1, 1, 1), (1,−1,−1)}. Thus we obtain the isomorphism
D˜4/{(1, 1, 1), (1,−1,−1)} ∼= SO(8).
Therefore D˜4 is isomorphic to Spin(8) as the universal covering group of SO(8).
Theorem 1.16.3. The center z(Spin(8)) of the group Spin(8) is isomorphic to
the group Z2 ×Z2:
z(Spin(8)) = {(1, 1, 1), (1,−1,−1), (−1,−1, 1), (−1, 1,−1)}
= {(1, 1, 1), (1,−1,−1)}× {(1, 1, 1), (−1,−1, 1)} ∼= Z2 ×Z2.
Proof. The proof follows easily from z(SO(8)) = {1,−1} and the principle of
triality.
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Theorem 1.16.4. We define automorphisms κ, π, ν : Spin(8)→ Spin(8) respec-
tively by
κ(α1, α2, α3) = (κα1, κα3, κα2),
π(α1, α2, α3) = (κα3, κα2, κα1),
ν(α1, α2, α3) = (α2, α3, α1),
where κ : SO(8) → SO(8) in the right side is defined by (κα)x = αx, x ∈ C. Then
we have relations
κ2 = 1, π2 = 1, ν3 = 1, ν = πκ.
The subgroup S3 generated by κ, π in the automorphism groupAut(Spin(8)) of Spin(8)
is isomorphic to the symmetric group S3. Also, we have
Spin(7) = {α ∈ Spin(8) |κα = α},
G2 = {α ∈ Spin(8) |λα = α, λ ∈ S3}
= {α ∈ Spin(8) |πα = α, να = α}
= {α ∈ Spin(8) | να = α}
= {α ∈ Spin(7) |πα = α}.
Moreover we have the isomorphism
Spin(8)/{(1, 1, 1), (−1,−1, 1)} ∼= Spin(8)/{(1, 1, 1), (1,−1,−1)},
that is,
SO(8) ∼= Ss(8).
Proof. The group multiplication between κ, π, ν is the same as that of Theorem
1.3.5. Next, we shall show
G2 = {α ∈ Spin(8) | να = α}.
If (α1, α2, α3) ∈ Spin(8) satisfies ν(α1, α2, α3) = (α1, α2, α3), then we have α1 =
α2 = α3 (= α), that is,
(αx)(αy) = κα(xy), x, y ∈ C, (i)
Put a = α1, then |a| = 1, and put x = 1 and y = 1 in (i), then we have a(αy) = κα(y)
and (αx)a = κα(x), respectively. Hence, we get
a(αx) = (αx)a for all x ∈ C.
hence a ∈ R, and so a = ±1 from |a| = 1. In the case a = −1, let x = y = 1 in
(i), then (−1)(−1) = −1 which is a contradiction. Hence a = 1, so that κα = α.
Therefore we have α ∈ G2. Finally, the automorphism ν2 : Spin(8) → Spin(8)
satisfies
ν2(−1,−1, 1) = (1,−1,−1),
hence ν2 induces the isomorphism SO(8) ∼= Ss(8).
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Exceptional Lie group F4
2.1. Exceptional Jordan algebra J
Let J = J(3,C) denote all 3 × 3 Hermitian matrices with entries in the Cayley
algebra C:
J = {X ∈M(3,C) |X∗ = X},
where X∗ = tX . Any element X ∈ J is of the form
X = X(ξ, x) =
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 , ξi ∈ R, xi ∈ C.
J is a 27 dimensional R-vector space. In J, the multiplication X ◦Y , called the Jordan
multiplication, is defined by
X ◦ Y = 1
2
(XY + Y X).
In J, we define the trace tr(X), an inner product (X,Y ) and a trilinear form tr(X,Y, Z)
respectively by
tr(X) = ξ1 + ξ2 + ξ3, X = X(ξ, x),
(X,Y ) = tr(X ◦ Y ), tr(X,Y, Z) = (X,Y ◦ Z).
Moreover, in J, we define a multiplication X × Y , called the Freudenthal multiplica-
tion, by
X × Y = 1
2
(2X ◦ Y − tr(X)Y − tr(Y )X + (tr(X)tr(Y )− (X,Y ))E),
(where E is the 3×3 unit matrix) and a trilinear form (X,Y, Z) and the determinant
detX respectively by
(X,Y, Z) = (X,Y × Z), detX = 1
3
(X,X,X).
For X = X(ξ, x), Y = Y (η, y) and Z = Z(ζ, z) ∈ J, the explicit forms in the terms
of their entries are as follows.
(X,Y ) =
3∑
i=1
(ξiηi + 2(xi, yi)),
tr(X,Y, Z) =
3∑
i=1
(ξiηiζi +R(xiyi+1zi+2 + xizi+1yi+2)
+ ξi((yi+1, zi+1) + (yi+2, zi+2)) + ηi((zi+1, xi+1) + (zi+2, xi+2))
+ ζi((xi+1, yi+1) + (xi+2, yi+2))),
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(X,Y, Z) =
3∑
i=1
(1
2
(ξiηi+1ζi+2 + ξiηi+2ζi+1) +R(xiyi+1zi+2 + xizi+1yi+2)
− (ξi(yi, zi) + ηi(zi, xi) + ζi(xi, yi))
)
,
detX = ξ1ξ2ξ3 + 2R(x1x2x3)− ξ1x1x1 − ξ2x2x2 − ξ3x3x3.
Lemma 2.1.1. The followings hold in J.
(1) (i) X ◦ Y = Y ◦X, X × Y = Y ×X .
(ii) E ◦X = X, E ×X = 1
2
(tr(X)E −X), E × E = E.
(2) (i) The inner product (X,Y ) is symmetric and positive definite.
(ii) tr(X,Y, Z) = tr(Y, Z,X) = tr(Z,X, Y ) = tr(X,Z, Y ) = tr(Y,X,Z)
= tr(Z, Y,X).
The similar statement is also valid for (X,Y, Z).
(iii) (X,E) = (X,E,E) = tr(X,E,E) = tr(X), tr(X,Y,E) = (X,Y ).
(iv) tr(X × Y ) = 1
2
(tr(X)tr(Y )− (X,Y )).
(3) (i) (X ×X) ◦X = (detX)E (Hamilton-Cayley).
(ii) (X ×X)× (X ×X) = (detX)X .
Proof. (1) is evident.
(2) is clear from the explicit forms of (X,Y ), tr(X,Y, Z), (X,Y, Z) etc.
(3) Using the following explicit form
X ×X =
 ξ2ξ3 − x1x1 x1x2 − ξ3x3 x3x1 − ξ2x2x1x2 − ξ3x3 ξ3ξ1 − x2x2 x2x3 − ξ1x1
x3x1 − ξ2x2 x2x3 − ξ1x1 ξ1ξ2 − x3x3
 , X = X(ξ, x),
each formula is obtained by direct calculations.
In J, we adopt the following notations:
E1 =
 1 0 00 0 0
0 0 0
 , E2 =
 0 0 00 1 0
0 0 0
 , E3 =
 0 0 00 0 0
0 0 1
 ,
F1(x) =
 0 0 00 0 x
0 x 0
 , F2(x) =
 0 0 x0 0 0
x 0 0
 , F3(x) =
 0 x 0x 0 0
0 0 0
 .
The tables of the Jordan multiplication and the Freudenthal multiplication among
elements above are given as follows.
Ei ◦ Ei = Ei
Ei ◦ Fi(x) = 0
Fi(x) ◦ Fi(y) = (x, y)(Ei+1 + Ei+2),

Ei ◦ Ej = 0, i 6= j
Ei ◦ Fj(x) = 1
2
Fj(x), i 6= j
Fi(x) ◦ Fi+1(y) = 1
2
Fi+2(xy),
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
Ei × Ei = 0
Ei × Fi(x) = −1
2
Fi(x)
Fi(x)× Fi(y) = −(x, y)Ei,

Ei × Ei+1 = 1
2
Ei+2
Ei × Fj(x) = 0, i 6= j
Fi(x) × Fi+1(y) = 1
2
Fi+2(xy),
where the indexes are considered as mod 3.
2.2. Compact exceptional Lie group F4
Definition. The group F4 is defined to be the automorphism group of the Jordan
algebra J:
F4 = {α ∈ IsoR(J) | α(X ◦ Y ) = αX ◦ αY }.
Lemma 2.2.1. (1) For α ∈ F4, we have αE = E.
(2) For α ∈ F4, we have tr(αX) = tr(X), X ∈ J.
Proof. (1) Applying α on E ◦X = X , we have αE ◦ αX = αX . Let X = α−1E,
then αE ◦ E = E, that is, αE = E.
(2) We use the Hamilton-Cayley identity X ◦ (X × X) = (detX)E (Lemma
2.1.1.(3)), that is,
X ◦ (X ◦X)− tr(X)X2 + 1
2
(tr(X)2 − tr(X2))X = (detX)E. (i)
We put αX in the place of X of (i) and then apply α−1 ∈ F4 on the obtained
expression. Then
X ◦ (X ◦X)− tr(αX)X2 + 1
2
(tr(αX)2 − tr((αX2))X = (detαX)E. (ii)
By subtracting (i)−(ii), we get
(tr(αX)− tr(X))X2 + 1
2
(tr(X)2 − tr(αX)2 + tr((αX)2)− tr(X2))X
= (detX − det(αX))E.
Let X = Fi(ej), i = 1, 2, 3, j = 0, 1, · · · , 7, then
tr(αFi(ej))(Ei+1 + Ei+2) +
1
2
(−tr(αFi(ej))2 + tr((αFi(ej))2)− 2)Fi(ej)
= −det(αFi(ej))E.
Comparing the entries of both sides of the equation above, we have
tr(αFi(ej)) = 0 (= tr(Fi(ej)))
and tr((αFi(ej))
2) = 2, hence
tr(αEi) = tr(α(E − Fi(1)2)) = tr(E)− tr((αFi(1))2) = 3− 2 = 1 = tr(Ei),
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for i = 1, 2, 3. Consequently, we have tr(αX) = tr(X) for every X = Ei, Fi(ej) of the
R-basis of J. Thus the lemma is proved.
For α ∈ HomR(J), we denote by tα the transpose of α with respect to the inner
product (X,Y ): (tαX, Y ) = (X,αY ).
Lemma 2.2.2. For α ∈ IsoR(J), the following four conditions are equivalent.
(1) det (αX) = detX, for all X ∈ J.
(2) (αX,αY, αZ) = (X,Y, Z), for all X,Y, Z ∈ J.
(3) αX × αY = tα−1(X × Y ), for all X,Y ∈ J.
(4) αX × αX = tα−1(X ×X), for all X ∈ J.
Proof. (1) ⇒ (2) det (αX) = detX implies that (αX,αX,αX) = (X,X,X).
Putting λX +µY + νZ in place of X and comparing the coefficient of λµν, we obtain
(2).
(2) ⇒ (1) is evident.
(4)⇒ (3) Putting λX +µY in place of X and comparing the coefficient of λµ, we
obtain (3).
(3) ⇒ (4) is evident.
(2) ⇔ (3) is easily obtained.
Lemma 2.2.3. If α ∈ IsoR(J) satisfies det (αX) = detX for all X ∈ J, then we
have
det (tα−1X) = det (tαX) = detX, for all X ∈ J.
Proof. We have
tα−1(Y × Y )× tα−1(Y × Y ) = (αY × αY )× (αY × αY ) (Lemma 2.2.2.(4))
= (detαY )αY (Lemma 2.1.1.(3)) = (detY )αY = α((det Y )Y )
= α((Y × Y )× (Y × Y )), Y ∈ J.
Let Y = X ×X , X ∈ J in the above, then
tα−1((detX)X)× tα−1((detX)X) = α((detX)X × (detX)X).
We now consider the following two cases.
(1) Case detX 6= 0. In this case, we have tα−1X × tα−1X = α(X ×X). Hence,
3det (tα−1X) = (tα−1X, tα−1X × tα−1X)
= (tα−1X,α(X ×X)) = (X,X ×X) = 3detX,
hence we have det (tα−1X) = detX . Next, if we use α−1 instead of α, we can see
also that det (tαX) = detX .
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(2) Case detX = 0. If det (tα−1X) 6= 0, we can use the result of (1). If we put tαX
instead of X in det (tα−1X) = detX of (1), then det tα−1(tαX)) = det (tαX). Hence
0 = detX = det tαX) 6= 0 which is a contradiction. Thus we have det (tα−1X) =
det (tαX) = 0, so det (tα−1X) = det (tαX) = detX is also valid.
Lemma 2.2.4. For α ∈ IsoR(J), the following five conditions are equivalent.
(1) α(X ◦ Y ) = αX ◦ αY .
(2) tr(αX,αY, αZ) = tr(X,Y, Z), (αX,αY ) = (X,Y ).
(3) det (αX) = detX, (αX,αY ) = (X,Y ).
(4) det (αX) = detX, αE = E.
(5) α(X × Y ) = αX × αY .
Proof. (1)⇒ (2) (αX,αY ) = tr(αX ◦ αY ) = tr(α(X ◦ Y )) = tr(X ◦ Y ) (Lemma
2.2.1) = (X,Y ). Also tr(αX,αY, αZ) = (αX,αY ◦ αZ) = (αX,α(Y ◦ Z)) = (X,Y ◦
Z) = tr(X,Y, Z).
(2) ⇒ (1) (αX ◦ αY, αZ) = tr(αX,αY, αZ) = tr(X,Y, Z) = (X ◦ Y, Z) = (α(X ◦
Y ), αZ) holds for all αZ, so we have αX ◦ αY = α(X ◦ Y ).
(2) ⇒ (3) Since we have already shown (2) ⇒ (1), we can use tr(αX) = tr(X)
(Lemma 2.2.1.(2)). Now,
3det(αX) = tr(αX,αX,αX)− 3
2
tr(αX)(αX,αX) +
1
2
tr(αX)3
= tr(X,X,X)− 3
2
tr(X)(X,X) +
1
2
tr(X)3 = 3detX.
(3) ⇒ (5) (α(X × Y ), αZ) = (X × Y, Z) = (X,Y, Z) = (αX,αY, αZ) (Lemma
2.2.2) = (αX × αY, αZ) holds for all αZ ∈ J, so we have αX × αY = α(X × Y ).
(5)⇒ (4) (det (αX))αX = (αX × αX)× (αX × αX) (Lemma 2.1.1.(3))
= α((X ×X)× (X ×X)) = (detX)αX (Lemma 2.1.1.(3))
and so we have det (αX) = detX . In the relation
αX ◦ αE = α(X × E) = 1
2
α(tr(X)E −X),
if we denote αE = P , then
αX × P = 1
2
tr(X)P − 1
2
αX, X ∈ J.
Let X = α−1E1 and P = ρ1E1 + ρ2E2 + ρ3E3 + F1(p1) + F2(p2) + F3(p3), then
1
2
(ρ2E3 + ρ3E2 − F1(p1))
=
1
2
(λ(ρ1E1 + ρ2E2 + ρ3E3 + F1(p1) + F2(p2) + F3(p3))− E1),
where λ = tr(α−1E1). By comparing entries of both sides, we have
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0 = λρ1 − 1, ρ3 = λρ2, ρ2 = λρ3, −p1 = λp1, 0 = λp2, 0 = λp3.
Consequently we have p2 = p3 = 0. Similarly, by letting X = α
−1E2, we also have
p1 = 0. Again put X = α
−1F1(1), then
−1
2
ρ1F1(1) =
1
2
(µ(ρ1E1 + ρ2E2 + ρ3E3)− F1(1)),
where µ = tr(α−1F1(1)). By Comparing entries of F1-parts, we see that ρ1 = 1.
Similarly ρ2 = ρ3 = 1. Therefore we have αE = E.
(4) ⇒ (2) tr(αX) = (αX,E,E) = (αX,αE, αE) = (X,E,E) (Lemma 2.2.2.(2))
= tr(X). Hence
1
2
(tr(X)tr(Y )− (X,Y )) = (X,Y,E) (Lemma 2.1.1) = (αX,αY, αE)
= (αX,αY,E) =
1
2
(tr(αX) tr(αY )−(αX,αY )) = 1
2
(tr(X)tr(Y )−(αX,αY )). There-
fore we obtain
(αX,αY ) = (X,Y ).
Next, using the relation (X,Y, Z) = tr(X,Y, Z) − 1
2
tr(X)(Y, Z) − 1
2
tr(Y )(Z,X) −
1
2
tr(Z)(X,Y ) +
1
2
tr(X)tr(Y )tr(Z) and (αX,αY, αZ) = (X,Y, Z), we obtain
tr(αX,αY, αZ) = tr(X,Y, Z).
Theorem 2.2.5. F4 is a compact Lie group.
Proof. F4 is a compact Lie group as a closed subgroup of the orthogonal group
O(27) = O(J) = {α ∈ IsoR(J) | (αX,αY ) = (X,Y )} (Lemma 2.2.4.(2)).
The group F4 contains G2 as a subgroup in the following way. For α ∈ G2, we
consider a mapping α˜ : J → J,
α˜
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 ξ1 αx3 αx2αx3 ξ2 αx1
αx2 αx1 ξ3
 .
Then α˜ ∈ F4. So we identify α ∈ G2 with α˜ ∈ F4 : G2 ⊂ F4.
2.3. Lie algebra f4 of F4
In order to investigate the Lie algebra f4 of the group F4, it will be helpful to
study the Lie algebra e6(−26) of the group
E6(−26) = {α ∈ IsoR(J) | det (αX) = detX}
= {α ∈ IsoR(J) | tα−1(X × Y ) = αX × αY }.
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Lemma 2.3.1. The Lie algebra e6(−26) of the group E6(−26) is given by
e6(−26) = {φ ∈ HomR(J) | (φX,X,X) = 0}
= {φ ∈ HomR(J) | (φX, Y, Z) + (X,φY, Z) + (X,Y, φZ) = 0}
= {φ ∈ HomR(J) | − tφ(X × Y ) = φX × Y +X × φY }.
Proof. It is easy to verify that these conditions in e6(−26) are equivalent (see
Lemma 2.2.2). Now, if φ ∈ HomR(J) satisfies ((exp tφ)X, (exp tφ)X, (exp tφ)X) =
(X,X,X) for all t ∈ R, then we have (φX,X,X) = 0 by putting t = 0 after differen-
tiating with respect to t. Conversely, if φ ∈ HomR(J) satisfies −tφ(X × Y ) = φX ×
Y +X×φY , then it is easy to verify that α = exp tφ satisfies tα−1(X×Y ) = αX×αY .
Theorem 2.3.2. The Lie algebra f4 of the group F4 is given by
f4 = {δ ∈ HomR(J) | δ(X ◦ Y ) = δX ◦ Y +X ◦ δY }
=
{
δ ∈ HomR(J)
∣∣∣∣ tr(δX, Y, Z) + tr(X, δY, Z) + tr(X,Y, δZ) = 0(δX, Y ) + (X, δY ) = 0 }
= {δ ∈ HomR(J) | (δX,X,X) = 0, (δX, Y ) + (X, δY ) = 0}
= {δ ∈ HomR(J) | (δX,X,X) = 0, δE = 0}
= {δ ∈ HomR(J) | δ(X × Y ) = δX × Y +X × δY }.
Proof. The theorem follows easily from Lemma 2.2.4.
We define an R-vector space M− by
M− = {A ∈M(3,C) |A∗ = −A}.
For X,Y ∈M(3,C), we define [X,Y ] ∈M(3,C) by
[X,Y ] = XY − Y X.
Lemma 2.3.3. [M−, J] ⊂ J, [J, J] ⊂ M−.
Since [M−, J] ⊂ J, any element A ∈ M− induces an R-linear mapping A˜ : J → J
defined by
A˜X =
1
2
[A,X ], X ∈ J.
Lemma 2.3.4. For X ∈ J, there exists a ∈ C0 such that
[X,XX ] = aE.
Proof. Let X =
(
xij
)
, xij ∈ C, xij = xji. The (i, j)-entry aij of [X,XX ] =
X(XX)− (XX)X is given by
aij =
∑
k,l
(xik(xklxlj)− (xikxkl)xlj) = −
∑
k,l
{xik, xkl, xlj}, i, j = 1, 2, 3.
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Since xii is real, if the bracket { , , } contains xii, then { , , } is 0. If i 6= j, then
aij is a sum of a(xa)− (ax)a, a(ax)− (aa)x and so on, so aij = 0. If i = j, then
a11 = −{x12, x23, x31} − {x13, x32, x21},
a22 = −{x21, x13, x32} − {x23, x31, x12},
a33 = −{x31, x12, x23} − {x32, x21, x13},
however they are equal, that is, a11 = a22 = a33 (= a). Hence we have [X,XX ] = aE.
Since X,XX ∈ J, we have [X,XX ] ∈ M− (Lemma 2.3.3). Therefore, (aE)∗ = −aE
and so aE = −aE, which imply that a = −a.
To prove the following Proposition 2.3.6, in M(3,C), we define a real valued sym-
metric inner product (X,Y ) by
(X,Y ) =
1
2
tr(XY + Y ∗X∗).
Lemma 2.3.5. The inner product (X,Y ) of M(3,C) satisfies
(XY,Z) = (Y Z,X) = (ZX, Y ) = (X,Y Z) = (Y, ZX) = (Z,XY ).
Proof. Let X =
(
xij
)
, Y =
(
yij
)
, Z =
(
zij
)
. Then we have
(XY,Z) = R(XY,Z) =
1
2
R(tr((XY )Z + Z∗(Y ∗X∗)))
=
1
2
R
(∑
i,j,k
((xijyjk)zki + zji(ykjxik))
)
=
1
2
R
(∑
i,j,k
((yjkzki)xij + xik(zjiykj))
)
=
1
2
R(tr((Y Z)X +X∗(Z∗Y ∗))) = (Y Z,X).
Proposition 2.3.6. For A ∈ M−, tr(A) = 0, we have A˜ ∈ f4.
Proof. From the equivalent conditions in Theorem 2.3.2, it is sufficient to show
the following two formulas:{
([A,X ], Y ) + (X, [A, Y ]) = 0, X, Y ∈ J,
tr([A,X ], Y, Z) + tr(X, [A, Y ], Z) + tr(X,Y, [A,Z]) = 0, X, Y, Z ∈ J.
Now, the left side of the first formula = (AX, Y )− (XA, Y )+ (X,AY )− (X,Y A) = 0
(Lemma 2.3.5). Next, we show that
([A,X ], XX) = 0, X ∈ J.
Certainly, if [X,XX ] = aE, a ∈ C0 (Lemma 2.3.4), then
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([A,X ], XX) = (AX,XX)− (XA,XX)
= (A,X(XX))− (A, (XX)X) (Lemma 2.3.5)
= (A, [X,XX ]) = (A, aE) =
1
2
tr(Aa+ aA∗)
=
1
2
tr(Aa− aA) = 1
2
(tr(A)a− atr(A)) = 0.
Now, putting λX +µX+ νZ in the place of X , and comparing the coefficient of λµν,
we obtain
([A,X ], Y Z + ZY ) + ([A, Y ], XZ + ZX) + ([A,Z], XY + Y X) = 0,
which is the required second formula.
In M−, we adopt the following notation:
A1(a) =
 0 0 00 0 a
0 −a 0
 , A2(a) =
 0 0 −a0 0 0
a 0 0
 , A3(a) =
 0 a 0−a 0 0
0 0 0
 .
Then A˜i(a) ∈ f4 (Proposition 2.3.6) and the operation of A˜i(a) on J is given by
A˜i(a)Ei = 0
A˜i(a)Ei+1 = −1
2
Fi(a)
A˜i(a)Ei+2 =
1
2
Fi(a),

A˜i(a)Fi(x) = (a, x)(Ei+1 − Ei+2)
A˜i(a)Fi+1(x) =
1
2
Fi+2(ax)
A˜i(a)Fi+2(x) = −1
2
Fi+1(xa).
Proposition 2.3.7. The Lie subalgebra d4 of f4:
d4 = {δ ∈ f4 | δEi = 0, i = 1, 2, 3}
is isomorphic to the Lie algebra D4 = so(8):
D4 = {D ∈ HomR(C) | (Dx, y) + (x,Dy) = 0}
under the correspondence
D4 ∋ D1 −→ δ ∈ d4
given by
δ
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 0 D3x3 D2x2D3x3 0 D1x1
D2x2 D1x1 0
 ,
where D2, D3 are elements of D4 which are determined by D1 from the principle of
triality :
(D1x)y + x(D2y) = D3(xy), x, y ∈ C.
(From now on, we identify these Lie algebras d4 and D4).
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Proof. We define a mapping ϕ∗ : D4 → d4 by ϕ∗(D1) = δ. We first prove that
δ ∈ d4 ⊂ f4. Indeed,
(δX,X,X) = (δX,X ×X)
=
( 0 D3x3 D2x2D3x3 0 D1x1
D2x2 D1x1 0
 ,
 ξ2ξ3 − x1x1 x1x2 − ξ3x3 x3x1 − ξ2x2x1x2 − ξ3x3 ξ3ξ1 − x2x2 x2x3 − ξ1x1
x3x1 − ξ2x2 x2x3 − ξ1x1 ξ1ξ2 − x3x3
)
= 2(D1x1, x2x3 − ξ1x1) + 2(D2x2, x3x1 − ξ2x2) + 2(D3x3, x1x2 − ξ3x3)
= 2((D1x1, x2x3) + (D2x2, x3x1) + (D3x3, x1x2))
= 2((D1x1, x2x3) + (D2x2, x3x1) + (D3x3, x1x2))
which is equal to 0, if we use the relation
(D1x1, x2x3) = −(x1, D1(x2x3)) = −(x1, (D2x2)x3 + x2(D3x3))
= −(x1, x3(D2x2) + (D3x3)x2) = −(x3x1, D2x2)− (x1x2, D3x3).
Hence δ ∈ f4. δEi = 0, i = 1, 2, 3 are evident, so that δ ∈ d4. Clearly ϕ∗ is injective.
We shall show that ϕ∗ is onto. Let δ ∈ d4. We put
Ji = {Fi(x) |x ∈ C} = {X ∈ J | 2Ei+1 ◦X = 2Ei+2 ◦X = X}.
Since δX ∈ Ji for X ∈ Ji, δ induces R-linear mappings δ : Ji → Ji and Di : C → C
satisfying
δFi(x) = Fi(Dix), x ∈ C,
for i = 1, 2, 3. Applying δ on Fi(x) ◦ Fi(y) = (x, y)(Ei+1 + Ei+2), we have Fi(Dix) ◦
Fi(y) + Fi(x) ◦ Fi(Diy) = 0, and hence we have
(Dix, y) + (x,Diy) = 0, x, y ∈ C.
Hence Di ∈ D4, i = 1, 2, 3. Moreover, by applying δ on F1(x) ◦ F2(y) = 1
2
F3(xy), we
see that
(D1x)y + x(D2y) = D3(xy), x, y ∈ C.
This shows that ϕ∗ is onto. Thus Proposition 2.3.7 is proved.
Theorem 2.3.8. Any element δ ∈ f4 is uniquely expressed by
δ = D + A˜, D ∈ d4, A ∈ M−, diagA = 0,
where diagA = 0 means that all diagonal elements aii of A are 0. In particular, the
dimension of f4 is
dim f4 = 28 + 24 = 52.
Proof. Applying δ ∈ f4 on Ei ◦Ei = Ei and Ei ◦Ej = 0, i 6= j, we have
2δEi ◦ Ei = δEi, δEi ◦ Ej + Ei ◦ δEj = 0.
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From these relations, we see that each δEi is of the form
δE1 =
 0 −a3 a2−a3 0 0
a2 0 0
 , δE2 =
 0 a3 0a3 0 −a1
0 −a1 0
 , δE3 =
 0 0 −a20 0 a1
−a2 a1 0
 ,
ai ∈ C. If we construct a matrix A = 2
 0 a3 −a2−a3 0 a1
a2 −a1 0
 using these elements ai,
then A ∈ M− with diagA = 0, and we have
δEi = A˜Ei, i = 1, 2, 3.
If we put D = δ − A˜, then DEi = 0, i = 1, 2, 3, hence D ∈ d4. Thus, δ can be
expressed by δ = D+ A˜, where D ∈ d4, A ∈ M−, diagA = 0. To show the uniqueness
of the expression, it is sufficient to prove that
D + A˜ = 0, D ∈ d4, A ∈ M−, diagA = 0, then D = 0, A = 0.
Certainly, if we apply it on Ei, then A˜Ei = 0, i = 1, 2, 3, hence A = 0 and so D = 0.
Finally, we have dim f4 = 28+ 24 = 52 from the expression above. Thus the theorem
is proved.
2.4. Simplicity of f4
C
Let JC = {X1 + iX2 |X1, X2 ∈ J} be the complexification of the Jordan algebra
J. In the same manner as in J, in JC we can also define the multiplications X ◦ Y ,
X × Y , the inner product (X,Y ), the trilinear forms tr(X,Y, Z), (X,Y, Z) and the
determinant detX . They have the same properties as those of J. JC is called the
complex exceptional Jordan algebra. JC has two complex conjugations, namely,
X1 + iX2 = X1 + iX2, τ(X1 + iX2) = X1 − iX2, Xi ∈ J.
The complex conjugation τ of JC satisfies
τ(X ◦ Y ) = τX ◦ τY, τ(X × Y ) = τX × τY, X, Y ∈ JC .
We define Lie algebras e6
C and f4
C respectively by
e6
C = {φ ∈ HomC(JC) | (φX,X,X) = 0}
= {φ ∈ HomC(JC) | − tφ(X × Y ) = φX × Y +X × φY },
f4
C = {δ ∈ HomC(JC) | δ(X ◦ Y ) = δX ◦ Y +X ◦ δY }
= {δ ∈ HomC(JC) | δ(X × Y ) = δX × Y +X × δY }.
These are the complexification of the Lie algebras e6(−26) and f4 respectively. Then the
properties of e6(−26) and f4 stated in Section 2.3 also hold for e6
C and f4
C . Hereafter
we will describe f4
C , but the statements are also valid for f4 using J instead of J
C .
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For A ∈ JC , we define a C-linear mapping A˜ : JC → JC by
A˜X = A ◦X, X ∈ JC .
Proposition 2.4.1. (1) For A ∈ JC , tr(A) = 0, we have A˜ ∈ e6C .
(2) For A,B ∈ JC , we have [A˜, B˜] ∈ f4C .
Proof. (1) (A˜X,X,X) = (A ◦X,X ×X) = (A,X ◦ (X ×X))
= (A, (detX)E) = (detX)(A,E) = (detX)tr(A) = 0, X ∈ JC .
Hence A˜ ∈ e6C .
(2) [A˜, B˜] =
[(
A− 1
3
tr(A)E
)∼
,
(
B − 1
3
tr(B)E
)∼]
∈ e6C ,
[A˜, B˜]E = A˜(B˜E)− B˜(A˜E) = A ◦B −B ◦A = 0.
Hence [A˜, B˜] ∈ f4C (Theorem 2.3.2).
Lemma 2.4.2. In f4
C , we have
[E˜i, E˜j ] = 0, [E˜i, F˜i(a)] = 0,
[E˜i, F˜i+1(a)] = −1
2
A˜i+1(a), [E˜i, F˜i+2(a)] =
1
2
A˜i+2(a),
[F˜i(a), F˜i(b)] ∈ d4C , [F˜i(a), F˜i+1(b)] = −1
2
A˜i+2(ab),
[D, A˜i(a)] = A˜i(Dia), where D = (D1, D2, D3) ∈ d4C ,
[A˜i(a), A˜i(b)] ∈ d4C , [A˜i(a), A˜i+1(b)] = −1
2
A˜i+2(ab),
[F˜1(ei), F˜1(ej)] = Gij . [A˜i(a), A˜i+2(b)] =
1
2
A˜i+1(ba).
Lemma 2.4.3. (1) Any non-zero element x ∈ CC can be transformed to 1 by
successive actions of d4
C .
(2) CC is a d4
C-irreducible C-module.
(3) d4
CCC =
{∑
i
Diai |Di ∈ d4C , ai ∈ CC
}
= CC .
Proof. (1) Let 0 6= x = ∑7i=0 xiei, xi ∈ C. Suppose xi 6= 0 (moreover we may
assume i 6= 0). Then we have
x
Gi0−→ xie0 − x0ei Gj0(j 6=i)−→ xiej xj
−1G0j−→ e0 = 1.
The case x0 6= 0 is reduced to the above by the action of Gi0.
(2) Let W 6= {0} be a d4C-invariant C-submodule of CC . If e0 = 1 ∈ W , then
Gi0e0 = ei. Therefore W = C
C . Now, since a non-zero element x of W can be
transformed to 1 by d4
C from (1) above, W contains 1, so that W = CC , because
Gi0e0 = ei.
42
(3) Since d4
CCC is a d4
C -invariant C-submodule of CC , from the irreducibility of
CC of (2), we have d4
CCC = CC .
Recall that any element δ ∈ f4C is uniquely expressed by
δ = D + A˜1(a1) + A˜2(a2) + A˜3(a3), D ∈ d4C , ai ∈ CC ,
where Ai(ai) ∈ (M−)C (Theorem 2.3.8).
Theorem 2.4.4. The Lie algebra f4
C is simple and so f4 is also simple.
Proof. Let denote A˜
C
i = {A˜i(a) | a ∈ CC} and A˜
C
= A˜
C
1 ⊕ A˜
C
2 ⊕ A˜
C
3 , then
f4
C = d4
C ⊕ A˜ C1 ⊕ A˜
C
2 ⊕ A˜
C
3 = d4
C ⊕ A˜C .
Let p : f4
C → d4C and q : f4C → A˜
C
be projections of f4
C = d4
C ⊕ A˜C . Now, let a be
a non-zero ideal of f4
C . Then p(a) is an ideal of d4
C . Indeed, if D ∈ p(a), then there
exist ai ∈ CC , i = 1, 2, 3, such that D +
3∑
i=1
A˜i(ai) ∈ a. For any D′ ∈ d4C , we have
a ∋
[
D′, D +
3∑
i=1
A˜i(ai)
]
= [D′, D] +
3∑
i=1
A˜i(Di
′ai) (Lemma 2.4.2),
hence [D′, D] ∈ p(a).
We show that either d4
C ∩ a 6= {0} or A˜C ∩ a 6= {0}. Assume that d4C ∩ a = {0}
and A˜
C ∩ a = {0}. The mapping p|a : a → d4C is injective because AC ∩ a = {0}.
Since p(a) is a non-zero ideal of d4
C and d4
C is simple, we have p(a) = d4
C . Hence
dimC a = dimC p(a) = dimC d4
C = 28. On the other hand, since d4
C ∩ a = {0},
q|a : a → A˜C is also injective, we have dimC a ≤ dimC A˜
C
= 8 × 3 = 24. This leads
to a contradiction.
We now consider the following two cases.
(1) Case d4
C ∩ a 6= {0}. From the simplicity of d4C , we have d4C ∩ a = d4C , hence
a ⊃ d4C . On the other hand, we have
a ⊃ [a, f4C ] ⊃ [d4C , A˜
C
i ] = A˜
C
i , i = 1, 2, 3.
The last equation follows from [D, A˜i(ai)] = A˜i(Dai) (Lemma 2.4.2) and d4
CCC = CC
(Lemma 2.4.3.(3)). Hence a ⊃ d4C ⊕ A˜
C
1 ⊕ A˜
C
2 ⊕ A˜
C
3 = f4
C .
(2) Case A˜
C ∩ a 6= {0}. Choose a non-zero element
A˜1(a1) + A˜2(a2) + A˜3(a3) ∈ A˜
C ∩ a ⊂ a.
If a1 6= 0, under the actions of d4C of Lemma 2.4.3.(1), we have
A˜1(1) + A˜2(b) + A˜3(c) ∈ a.
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If b = c = 0, then A˜1(1) ∈ a, hence from Lemma 2.4.2,
0 6= [A˜1(1), A˜1(e1)] ∈ d4C ∩ a
(as for the first inequality, note that [A˜1(1), A˜1(e1)]F2(1) = −2F2(e1)), so the case is
reduced to the case (1). If b 6= 0, then take the Lie bracket with A˜1(1), then
−A˜3(b) + A˜2(c) ∈ a and then A˜3(1) + A˜2(c′) ∈ a
under some actions of d4
C . If c′ = 0, then this can be reduced to the case (1) as in
the above. The case c′ 6= 0 can also be reduced to the case (1) by the same argument
as above. Thus we have a = f4
C , which proves the simplicity of f4
C .
Lemma 2.4.5. (1) For δ ∈ f4C and A,B ∈ JC , we have
[δ, [A˜, B˜] ] = [δ˜A, B˜] + [A˜, δ˜B].
(2) Any element δ ∈ f4C is expressed as δ =
∑
i
[A˜i, B˜i], Ai, Bi ∈ JC .
Proof. (1) [δ, [A˜, B˜] ]X = δ[A˜, B˜]X − [A˜, B˜]δX
= δ(A ◦ (B ◦X)−B ◦ (A ◦X))− (A ◦ (B ◦ δX)−B ◦ (A ◦ δX))
= δA ◦ (B ◦X) +A ◦ (δB ◦X) +A ◦ (B ◦ δX)− δB ◦ (A ◦X)
−B ◦ (δA ◦X)−B ◦ (A ◦ δX)−A ◦ (B ◦ δX) +B ◦ (A ◦ δX)
= δA ◦ (B ◦X)−B ◦ (δA ◦X) +A ◦ (δB ◦X)− δB ◦ (A ◦X)
= [δ˜A, B˜]X + [A˜, δ˜B]X, X ∈ JC .
(2) By (1) we see that a = {∑i[A˜i, B˜i] |Ai, Bi ∈ JC} is an ideal of f4C . From the
simplicity of f4
C , we have a = f4
C .
Proposition 2.4.6. (1) J0
C = {X ∈ JC | tr(X) = 0} is an f4C-irreducible C-
module.
(2) f4
CJ0
C =
{∑
i
δiBi | δi ∈ f4C , Bi ∈ J0C
}
= J0
C .
Proof. (1) Evidently J0
C is an f4
C -C-module (Lemma 2.2.1.(2)). Now, let W be
a non-zero f4
C -invariant C-submodule of J0
C .
Case (i) If W contains some Fi(x) 6= 0 (i = 1, 2, 3), then W = J0C . Indeed, under
some actions of d4
C , we can assume Fi(1) ∈W (Lemma 2.4.3.(1)). Next, from
Fi(1)
A˜i(1)−→ Ei+1 − Ei+2 A˜i+2(1)−→ Fi+2(1)−→ · · · −→ Fi+1(1),
and A˜i(a)Fi+2(1) = Fi+1(a), etc., we have Ei − Ei+1, Fi(a) ∈ W and hence we have
W = J0
C . Now, in the general case, choose a non-zero element X from W:
0 6= X = ξ(E1 − E2) + η(E2 − E3) + F1(x1) + F2(x2) + F3(x3) ∈W.
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Case x1 6= 0. Under the action of d4C of Lemma 2.4.3.(1), we have
F1(1) + F2(y2) + F3(y3) ∈W.
If y2 = y3 = 0, then F1(1) ∈ W , hence we can reduce to the case (i). If y2 6=
0, choose a ∈ CC , a 6= 0, such that (y2, a) = 0, and apply A˜2(a), then we have
−F3(a) + F1(ay3) ∈W . Again under the action of d4C , we have
F3(1) + F1(z1) ∈W.
If z1 = 0, we can reduce to the case (i). If z1 6= 0, choose b ∈ CC , b 6= 0, such that
(z1, b) = 0 and apply A˜1(b), then F2(b) ∈ W , which is again reduced to the case (i).
Similarly for x2 6= 0 or x3 6= 0 the arguments above hold.
Case x1 = x2 = x3 = 0. Applying A˜1(1) on the non-zero element
X = ξ(E1 − E2) + η(E2 − E3) ∈W,
we have F1(ξ − 2η) ∈ W . If ξ − 2η 6= 0, we can reduce to the case (i). If ξ − 2η = 0,
applying A˜3(1), we have F3(3η) ∈W which is again the case (i). We have just proved
that W = J0
C .
(2) Since f4
CJ0
C is an f4
C -invariant C-submodule of J0
C , we have f4
CJ0
C = J0
C
from (1).
2.5. Killing form of f4
C
Lemma 2.5.1. For A,B,C,D ∈ JC , we have
([A˜, B˜]C,D) = ([C˜, D˜]A,B).
Proof. ([A˜, B˜]C,D) = (A ◦ (B ◦ C), D)− (B ◦ (A ◦ C), D)
= (B ◦ C,A ◦D)− (A ◦ C,B ◦D)
= (C ◦ (D ◦A), B)− (D ◦ (C ◦A), B) = ([C˜, D˜]A,B).
Definition. In f4
C , we define an inner product (δ1, δ2)4 by
(δ, [A˜, B˜])4 = (δA,B), δ ∈ f4C , A,B ∈ JC .
More precisely, we define
(δ1, δ2)4 =
∑
i,j
([A˜i, B˜i]Cj , Dj) =
∑
i,j
([C˜j , D˜j ]Ai, Bi),
for δ1 =
∑
i[A˜i, B˜i], δ2 =
∑
j [C˜j , D˜j ], Ai, Bi, Cj , Dj ∈ JC (Lemma 2.4.5.(2)). Then,
Lemma 2.5.1 shows that the definition of the inner product (δ1, δ2)4 is independent
of the choice of the expressions of δ1, δ2, and that (δ1, δ2)4 is symmetric.
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Lemma 2.5.2. The inner product (δ1, δ2)4 of f4
C is f4
C -adjoint invariant:
([δ, δ1], δ2)4 + (δ1, [δ, δ2])4 = 0, δ, δi ∈ f4C .
Proof. It is sufficient to show the lemma for δ1 = [A˜, B˜], δ2 = [C˜, D˜], A,B,C,D ∈
J.
([δ, [A˜, B˜] ], [C˜, D˜])4 + ([A˜, B˜], [δ, [C˜, D˜] ])4
= ([δ˜A, B˜] + [A˜, δ˜B], [C˜, D˜])4 + ([A˜, B˜], [δ˜C, D˜] + [C˜, δ˜D])4 (Lemma 2.4.5.(1))
= ([δ˜A, B˜]C,D) + ([A˜, δ˜B]C,D) + ([A˜, B˜]δC,D) + ([A˜, B˜]C, δD)
= (δA ◦ (B ◦ C), D)− (B ◦ (δA ◦ C), D) + (A ◦ (δB ◦ C), D)− (δB ◦ (A ◦ C), D)
+(A ◦ (B ◦ δC), D)− (B ◦ (A ◦ δC), D) + (A ◦ (B ◦ C), δD)− (B ◦ (A ◦ C), δD),
which is equal to 0, if we use the relation (X ◦ Y, δZ) = −(δX ◦ Y, Z) − (X ◦ δY, Z)
for the above last two terms.
Theorem 2.5.3. The Killing form B4 of the Lie algebra f4
C is given by
B4(δ1, δ2) = 9(δ1, δ2)4 = 3tr(δ1δ2), δ1, δ2 ∈ f4C .
Proof. Since f4
C is simple (Theorem 2.4.4), there exist k, k′ ∈ C such that
B4(δ1, δ2) = k(δ1, δ2)4 = k
′tr(δ1δ2).
To determine these k, k′, we put δ = δ1 = δ2 = A˜1(1). Since A˜1(1) = −2[E˜3, F˜1(1)]
(Lemma 2.4.2), we have
(δ, δ)4 = (A˜1(1), A˜1(1))4 = −2(A˜1(1), [E˜3, F˜1(1)])4
= −2(A˜1(1)E3, F1(1)) = −(F1(1), F1(1)) = −2.
On the other hand, (adδ)2 is calculated as follows.
[A˜1(1), [A˜1(1), Gi0] ] = −[A˜1(1), A˜1(ei)] = −Gi0, i 6= 0
[A˜1(1), [A˜1(1), A˜1(ei)] ] = [A˜1(1), Gi0] = −A˜1(ei), i 6= 0
[A˜1(1), [A˜1(1), A˜2(ei)] ] =
1
2
[A˜1(1), A˜3(ei)] = −1
4
A˜2(ei),
[A˜1(1), [A˜1(1), A˜3(ei)] ] = −1
2
[A˜1(1), A˜2(ei)] = −1
4
A˜3(ei),
the others = 0.
Hence we have
B4(δ, δ) = tr((adA˜1(1))
2) = (−1)× 7× 2 +
(
− 1
4
)
× 8× 2 = −18.
Therefore k = 9. Next, we will calculate tr(δδ).
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A˜1(1)A˜1(1)E2 = −1
2
A˜1(1)F1(1) = −1
2
(E2 − E3),
A˜1(1)A˜1(1)E3 =
1
2
A˜1(1)F1(1) =
1
2
(E2 − E3),
A˜1(1)A˜1(1)F1(1) = A˜1(1)(E2 − E3) = −F1(1),
A˜1(1)A˜1(1)F2(ei) =
1
2
A˜1(1)F3(ei) = −1
4
F2(ei),
A˜1(1)A˜1(1)F3(ei) = −1
2
A˜1(1)F3(ei) = −1
4
F3(ei),
the others = 0.
Hence we have
tr(δδ) = tr((A˜1(1))
2) =
(
− 1
2
)
× 2− 1 +
(
− 1
4
)
× 8× 2 = −6.
Therefore k′ = 3.
Lemma 2.5.4. For a non-zero element A ∈ J0C , there exists B ∈ J0C such that
[A˜, B˜] 6= 0.
Proof. Assume that [A˜, B˜] = 0 for all B ∈ J0C . Then 0 = (δ, [A˜, B˜])4 =
−(δ, [B˜, A˜])4 = −(δB,A) for any δ ∈ f4C . Since f4CJ0C = J0C (Proposition 2.4.6.(2)),
we have (J0
C , A) = 0, so that A = 0.
2.6. Roots of f4
C
Before we obtain the roots of the Lie algebra f4
C , we recall the roots of the Lie
algebra D4
C :
D4
C = {D ∈ HomC(CC) | (Dx, y) + (x,Dy) = 0}.
If we let Hk = −iGk4+k for k = 0, 1, 2, 3, then
h = {H =
3∑
k=0
λiHk |λk ∈ C}
is a Cartan subalgebra of D4
C , and roots of D4
C relative to h are given by
±(λk − λl), ±(λk + λl), 0 ≤ k < l ≤ 3.
The root vectors associated with these roots are respectively given by
λk − λl : (Gkl +G4+k4+l)− i(Gk4+l +Gl4+k),
−λk + λl : i(Gkl +G4+k4+l)− (Gk4+l +Gl4+k),
λk + λl : (Gkl −G4+k4+l) + i(Gk4+l −Gl4+k),
−λk − λl : i(Gkl −G4+k4+l) + (Gk4+l −Gl4+k).
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The Lie algebra D4
C is contained in f4
C as
D4
C ∋ D → (D, νD, κπD) ∈ d4C ⊂ f4C
(Theorem 1.3.6, Proposition 2.3.7). Outer automorphisms ν, π of D4
C induce C-
linear transformations of h and the matrices of ν, π with respect to the C-basis
H0, H1, H2, H3 of h are respectively given by
ν = πκ =
1
2

−1 −1 1 −1
1 1 1 −1
−1 1 1 1
1 −1 1 1
 , π = 1
2

1 −1 1 −1
−1 1 1 −1
1 1 1 1
−1 −1 1 1

(Lemma 1.3.1). Note that they are orthogonal matrices.
Theorem 2.6.1. The rank of the Lie algebra f4
C is 4. The roots of f4
C relative
to some Cartan subalgebra of f4
C are given by
±(λk − λl), ±(λk + λl) , 0 ≤ k < l ≤ 3,
±λ0, ±λ1, ±λ2, ±λ3,
±1
2
(−λ0 − λ1 + λ2 − λ3), ±1
2
( λ0 + λ1 + λ2 − λ3),
±1
2
(−λ0 + λ1 + λ2 + λ3), ±1
2
( λ0 − λ1 + λ2 + λ3),
±1
2
( λ0 − λ1 + λ2 − λ3), ±1
2
(−λ0 + λ1 + λ2 − λ3),
±1
2
( λ0 + λ1 + λ2 + λ3), ±1
2
(−λ0 − λ1 + λ2 + λ3).
Proof. We use the decomposition in Theorem 2.4.4:
f4
C = d4
C ⊕ A˜ C1 ⊕ A˜
C
2 ⊕ A˜
C
3 .
Let h =
{
H =
3∑
k=0
λkHk |λk ∈ C
}
⊂ d4C ⊂ f4C . Since h is a Cartan subalgebra of
d4
C (it will be also a Cartan subalgebra of f4
C), the roots of d4
C :
±(λk − λl), ±(λk + λl), 0 ≤ k < l ≤ 3
are also roots of f4
C . Furthermore, from [H, A˜1(a)] = A˜1(Ha) (Lemma 2.4.2), where
H(ek + ie4+k) = −
3∑
j=0
λkiGj4+j(ek + ie4+k)
= −iλk(−e4+k + iek) = λk(ek + ie4+k),
we see that λk is a root of f4
C and A˜1(ek + ie4+k) is an associated root vector for
0 ≤ k ≤ 3. Similarly, −λk for 0 ≤ k ≤ 3 is root of f4C and A˜1(ek − ie4+k) is
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an associated root vector. Next, by Lemma 2.4.2 we have [H, A˜2(a)] = A˜2((νH)a),
where
νH = ν
( 3∑
k=0
λkHk
)
=
1
2
(λ0(−H0 +H1 −H2 +H3) + λ1(−H0 +H1 +H2 −H3)
+λ2(H0 +H1 +H2 +H3) + λ3(−H0 −H1 +H2 +H3))
=
1
2
(−λ0 − λ1 + λ2 − λ3)H0 + 1
2
(λ0 + λ1 + λ2 − λ3)H1
+
1
2
(−λ0 + λ1 + λ2 + λ3)H2 + 1
2
(λ0 − λ1 + λ2 + λ3)H3,
and so we see that coefficients of H0, H1, H2, H3 are roots of f4
C and that A˜2(ek +
i+ ie4+k) is associated root vector for 0 ≤ k ≤ 3. The roots above with negative sign
are also roots of f4
C and A˜2(ek − ie4+k) are associated root vectors. Finally, from
[H, A˜3(a)] = A˜3((κπH)a) (Lemma 2.4.2), where
κπH =
1
2
(−λ0 + λ1 − λ2 + λ3)H0 + 1
2
(−λ0 + λ1 + λ2 − λ3)H1
+
1
2
(λ0 + λ1 + λ2 + λ3)H2 +
1
2
(−λ0 − λ1 + λ2 + λ3)H3,
we obtain the remainders of roots.
Theorem 2.6.2. In the root system of Theorem 2.6.1,
α1 = λ0 − λ1, α2 = λ1 − λ2, α3 = λ2, α4 = 1
2
(−λ0 − λ1 − λ2 + λ3)
is a fundamental root system of the Lie algebra f4
C and
µ = 2α1 + 3α2 + 4α3 + 2α4
is the highest root. The Dynkin diagram and the extended Dynkin diagram of f4
C are
respectively given by
α1 α2
〉
α3 α4 −µ α1
2
α2
3 〉
α3
4
α4
2
Proof. All positive roots of f4
C are expressed by α1, α2, α3, α4 as follows.
λ0 = α1 + α2 + α3
λ1 = α2 + α3
λ3 = α3
λ3 = α1 + 2α2 + 3α3 + 2α4,
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λ0 − λ1 = α1
λ0 − λ2 = α1 + α2
−λ0 + λ3 = α2 + 2α3 + 2α4
λ1 − λ2 = α2
−λ1 + λ3 = α1 + α2 + 2α3 + 2α4
−λ2 + λ3 = α1 + 2α2 + 2α3 + 2α4
λ0 + λ1 = α1 + 2α2 + 2α3
λ0 + λ2 = α1 + α2 + 2α3
λ0 + λ3 = 2α1 + 3α2 + 4α3 + 2α4
λ1 + λ2 = α2 + 2α3
λ1 + λ3 = α1 + 3α2 + 4α3 + 2α4
λ2 + λ3 = α1 + 2α2 + 4α3 + 4α4,
1
2
( λ0 + λ1 + λ2 + λ3) = α1 + 2α2 + 3α3 + α4
1
2
(−λ0 − λ1 − λ2 + λ3) = α4
1
2
( λ0 + λ1 − λ2 + λ3) = α1 + 2α2 + 2α3 + α4
1
2
( λ0 − λ1 + λ2 + λ3) = α1 + α2 + 2α3 + α4
1
2
(−λ0 − λ1 + λ2 + λ3) = α3 + α4
1
2
(−λ0 + λ1 − λ2 + λ3) = α2 + α3 + α4
1
2
( λ0 − λ1 − λ2 + λ3) = α1 + α2 + α3 + α4
1
2
(−λ0 + λ1 + λ2 + λ3) = α2 + 2α3 + α4.
Hence Π = {α1, α2, α3, α4} is a fundamental root system of f4C . The real part hR of
h is
hR = {H =
3∑
k=0
λkHk |λk ∈ R}.
The Killing form B4 of f4
C is B4(δ1, δ2) = 3tr(δ1δ2) (Theorem 2.5.3), so that
B4(H,H
′) = 18
3∑
k=0
λkλk
′, H =
3∑
k=0
λkHk, H
′ =
3∑
k=0
λk
′Hk ∈ hR.
Indeed, since
HEi = 0, i = 1, 2, 3,
HF1(x) = F1(Hx), HF2(x) = F2((νH)x), HF3(x) = F3((κπH)x),
we have
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B4(H,H
′) =
3∑
k,l=0
λkλl
′B4(Hk, Hl)
= 3
∑
k,l
(λkλl
′(tr(HkHl) + tr((νHk)(νHl)) + tr((κπHk)(κπHl))))
= 3
∑
k,l
λkλl
′(2 + 2 + 2)δkl = 18
3∑
k=0
λkλk
′.
Now, the canonical elementsHαi ∈ hR corresponding to αi (B4(Hα, H) = α(H), H ∈
hR) are determined by
Hα1 =
1
18
(H0 −H1), Hα2 =
1
18
(H1 −H2),
Hα3 =
1
18
H2, Hα4 =
1
36
(−H0 −H1 −H2 +H3).
Hence we have
(α1, α1) = B4(Hα1 , Hα1) = 18
1
18
1
18
(1 + 1) =
1
9
and the other inner products are similarly calculated. Hence, the inner products
induced by the Killing form B4 between α1, α2, α3, α4 and −µ are given by
(α1, α1) = (α2, α2) =
1
9
, (α3, α3) = (α4, α4) =
1
18
,
(α1, α2) = − 1
18
, (α2, α3) = − 1
18
, (α3, α4) = − 1
36
,
(α1, α3) = (α1, α4) = (α2, α4) = 0,
(−µ,−µ) = 1
9
, (−µ, α1) = − 1
18
, (−µ, αi) = 0, i = 2, 3, 4,
using them, we can draw the Dynkin diagram and the extended Dynkin diagram of
f4
C .
According Borel-Siebenthal theory, the Lie algebra f4 has three subalgebras as
maximal subalgebras with the maximal rank 4.
(1) The first one is a subalgebra of type B4 obtained as the fixed points of an
involution σ of f4.
(2) The second one is a subalgebra of type C1 ⊕ C3 obtained as the fixed points
of an involution γ of f4.
(3) The third one is a subalgebra of type A2 ⊕A2 obtained as the fixed points of
an automorphism w of order 3 of f4.
These subalgebras will be realized as subgroups of the group F4 in Theorems 2.9.1,
2.11.2 and 2.12.2, respectively.
2.7. Subgroup Spin(9) of F4
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Theorem 2.7.1. {α ∈ F4 |αEi = Ei, i = 1, 2, 3} ∼= Spin(8).
(From now on, we identify these groups).
Proof. We recall the group Spin(8) of Theorem 1.16.2 and define a mapping
ϕ : Spin(8)→ D4 = {α ∈ F4 |αEi = Ei, i = 1, 2, 3} by
ϕ(α1, α2, α3)
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 ξ1 α3x3 α2x2α3x3 ξ2 α1x1
α2x2 α1x1 ξ3
 .
We first prove that α = ϕ(α1, α2, α3) ∈ D4. Indeed, the fact that det (αX) = detX
can be seen by observing that
R((α1x1)(α2x2)(α3x3)) = R((α3(x1x2))α3x3)
= (α3(x1x2), α3x3) = (x1x2, x3) = R(x1x2x3),
which together with αE = E, shows that α ∈ F4 and αEi = Ei, i = 1, 2, 3. Therefore
α ∈ D4. Certainly ϕ is a homomorphism. We shall show that ϕ is onto. Let α ∈ D4.
We put
Ji = {Fi(x) |x ∈ C} = {X ∈ J | 2Ei+1 ◦X = 2Ei+2 ◦X = X}, i = 1, 2, 3.
Since αX ∈ Ji, X ∈ Ji, α induces R-isomorphisms α : Ji → Ji and αi : C → C
satisfying
αFi(x) = Fi(αix), x ∈ C,
for i = 1, 2, 3. Applying α on Fi(x) ◦ Fi(y) = (x, y)(Ei+1 + Ei+2), since the left side
becomes Fi(αix) ◦ Fi(αiy) = (αix, αiy)(Ei+1 + Ei+2), we have
(αix, αiy) = (x, y), x, y ∈ C.
Hence αi ∈ O(8), i = 1, 2, 3. Moreover, by applying α on F1(x) ◦ F2(y) = 1
2
F3(xy),
we see that
(α1x)(α2y) = α3(xy), x, y ∈ C.
From Lemma 1.14.4, we have α1, α2, α3 ∈ SO(8), so that (α1, α2, α3) ∈ Spin(8) and
ϕ(α1, α2, α3) = α. Therefore ϕ is onto. Evidently Kerϕ = {(1, 1, 1)}. Consequently
ϕ is an isomorphism.
We shall study the following subgroup (F4)E1 of F4:
(F4)E1 = {α ∈ F4 |αE1 = E1}.
We define R-vector subspaces J01, J23 of J respectively by
J01 = {X ∈ J |E1 ◦X = 0, tr(X) = 0} =
{ 0 0 00 ξ x
0 x −ξ
 ∣∣∣ ξ ∈ R, x ∈ C},
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J23 = {Y ∈ J | 2E1 ◦ Y = Y } =
{ 0 y3 y2y3 0 0
y2 0 0
 ∣∣∣ y2, y3 ∈ C}.
Lemma 2.7.2. Suppose that we are given an element A ∈ J01 such that (A,A) =
2. Choose any element X0 ∈ J01 such that (X0, X0) = 2, (A,X0) = 0. Choose any
element Y0 ∈ J23 such that (Y0, Y0) = 2, 2A ◦ Y0 = −Y0. Let
Z0 = 2X0 ◦ Y0.
Choose any element X1 ∈ J01 such that (X1, X1) = 2, (A,X1) = (X0, X1) = 0.
Choose any element X2 ∈ J01 such that (X2, X2) = 2, (A,X2) = (X0, X2) =
(X1, X2) = 0. Let
Y1 = −2Z0 ◦X1, Z2 = −2X2 ◦ Y0, X3 = −2Y1 ◦ Z2.
Finally, choose any element X4 ∈ J01 such that (X4, X4) = 2, (A,X4) = (X0, X4) =
(X1, X4) = (X2, X4) = (X3, X4) = 0. Let
Z4 = −2X4 ◦ Y0, Y2 = −2Z0 ◦X2, Y3 = −2Z0 ◦X3,
X5 = −2Y1 ◦ Z4, X6 = 2Y2 ◦ Z4, X7 = −2Y3 ◦ Z4
and moreover let
Yi = −2Z0 ◦Xi, i = 4, 5, 6, 7,
Zi = −2Xi ◦ Y0, i = 1, 3, 5, 6, 7.
Then, an R-linear mapping α : J → J satisfying
αE = E, αE1 = E1, α(E2 − E3) = A,
αF1(ei) = Xi, αF2(ei) = Yi, αF3(ei) = Zi, i = 0, 1, · · · , 7
belongs to (F4)E1 .
Proof. We have to show that the setting of the lemma is appropriate and prove
that α satisfies
α(X ◦ Y ) = αX ◦ αY, X, Y ∈ J.
For this purpose, it is sufficient to show that this holds for generators X,Y = Ei,
Fj(ek) of J. We have to check 27
2 = 729 times if honestly doing so we reduce the
number of times after preparing some lemma. However we omit its proof. In details,
see Yokota [40].
Proposition 2.7.3. (F4)E1/Spin(8) ≃ S8.
In particular, the group (F4)E1 is connected.
Proof. S8 = {X ∈ J01 | (X,X) = 2} is an 8 dimentional sphere. For α ∈ (F4)E1
and X ∈ S8, we have αX ∈ S8. Hence the group (F4)E1 acts on S8. This action is
transitive. Indeed, for a given A ∈ S8, by constructing α ∈ (F4)E1 of Lemma 2.7.2,
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we have α(E2−E3) = A, and which shows the transitivity. We determine the isotropy
subgroup of (F4)E1 at E2 − E3 ∈ S8. Let α ∈ (F4)E1 satisfy α(E2 − E3) = E2 − E3.
Since α ∈ (F4)E1 satisfies αE1 = E1 and αE = E, it also satisfies α(E2 +E3) = E2 +
E3. Therefore we have αE2 = E2 and αE3 = E3, so that α ∈ Spin(8). Conversely,
α ∈ Spin(8) satisfies α(E2 − E3) = E2 − E3. Thus we have the homeomorphism
(F4)E1/Spin(8) ≃ S8.
Remark. If we know the dimension of the group (F4)E1 , without using Lemma
2.7.2, Proposition 2.7.3 can be simply proved as follows. The group (F4)E1 acts on S
8.
The isotropy subgroup of (F4)E1 at E2 − E3 is Spin(8) and dim((F4)E1/Spin(8)) =
dim(F4)E1 − dimSpin(8) = 36− 28 = dimS8. Therefore, we have (F4)E1/Spin(8) ≃
S8.
Theorem 2.7.4. (F4)E1
∼= Spin(9).
(From now on, we identify these groups).
Proof. Let O(9) = O(J01) = {α′ ∈ IsoR(J01) | (α′X,α′Y ) = (X,Y )}. Consider
the restriction α′ = α|J01 of α ∈ (F4)E1 to J01, then α′ ∈ O(9). Hence we can define
a homomorphism p : (F4)E1 → O(9) by p(α) = α′. Since p is continuous and (F4)E1
is connected (Proposition 2.7.3), the mapping p induces a homomorphism
p : (F4)E1 → SO(9).
We shall show p is onto. Let SO(8) = {α′ ∈ SO(9) |α′(E2 − E3) = E2 − E3}. The
restriction p′ of p : (F4)E1 → SO(9) to Spin(8) = {α ∈ (F4)E1 |α(E2−E3) = E2−E3}
coincides with the homomorphism p : Spin(9) → SO(8) in Theorem 1.16.2. In
particular, p′ : Spin(8) → SO(8) is onto. Hence, from the following commutative
diagram
1 −→ Spin(8) −→ (F4)E1 −→ S8 −→ ∗
↓ p′ ↓ p ↓=
1 −→ SO(8) −→ SO(9) −→ S8 −→ ∗
we see that p : (F4)E1 → SO(9) is onto by the five lemma. Kerp = {1, σ}, where σ =
ϕ(1,−1,−1) (which corresponds to σ defined in the following Section 2.9). Indeed,
let α ∈ Ker p, then α satisfies αX = X for all X ∈ J01. From α(E2 − E3) = E2 − E3
follows that α ∈ Spin(8). Let α = (α1, α2, α3) ∈ Spin(8). Since αF1(x) = F1(x),
that is, F1(α1x) = F1(x), so α1x = x for all x ∈ C, hence we have α1 = 1. From the
principle of triality, we have α = (1, 1, 1) = 1 or α = (1,−1,−1) = σ. Hence we have
Ker p = {1, σ}, and so we have the isomorphism
(F4)E1/{1, σ} ∼= SO(9).
Therefore (F4)E1 is isomorphic to the group Spin(9) as the universal covering group
of SO(9).
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Theorem 2.7.5. Spin(9)/Spin′(7) ≃ S15.
where Spin′(7) = {α˜ ∈ SO(8) | (α˜x)(αy) = α˜(xy), x, y ∈ C for some α ∈ SO(7)}.
Proof. Let S15 = {Y ∈ J23 | (Y, Y ) = 2}. For α ∈ Spin(9) and Y ∈ S15, we have
αY ∈ S15. Hence Spin(9) acts on S15. We shall show that this action is transitive.
Let Y0 ∈ S15. Choose any element A ∈ J01 such that (A,A) = 2, 2A ◦ Y0 = −Y0.
Using these A and Y0, construct Xi, Yi, Zi and α of Lemma 2.7.2, then α ∈ Spin(9)
and satisfies αF2(1) = Y0, which shows the transitivity. We determine the isotropy
subgroup Spin(9)F2(1) of Spin(9) at F2(1) ∈ S15. Let α ∈ Spin(9) satisfies αF2(1) =
F2(1). Applying α on F2(1)◦F2(1) = E1+E3 we have F2(1)◦F2(1) = E1+αE3, so we
get αE3 = E3. Since α always satisfies α(E2+E3) = E2+E3, we have αE2 = E2, and
so α ∈ Spin(8). Denote α = (α1, α2, α3), then F2(α2(1)) = F2(1) implies α21 = 1,
so that α2 ∈ SO(7). Hence α = (α1, α2, α3) ∈ Spin′(7). Conversely α ∈ Spin(7)
satisfies αF2(1) = F2(1). Therefore Spin(9)F2(1) = Spin
′(7) is proved. Thus we have
the homeomorphism Spin(9)/Spin′(7) ≃ S15.
(Spin′(7) and Spin(7) are conjugate in the group O(7). Indeed, a mapping f :
Spin′(7)→ Spin(7),
f(α′) = εα′ε−1, (ǫx = x, x ∈ C)
gives the conjugation. In particular, Spin′(7) ∼= Spin(7))
2.8. Connectedness of F4
We denote by (F4)0 the connected component of F4 containing the identity 1.
Lemma 2.8.1. For a ∈ C, we define a mapping β1(a) : J → J by β1(a)X(ξ, x) =
Y (η, y), where 
η1 = ξ1
η2 =
ξ2 + ξ3
2
+
ξ2 − ξ3
2
cos 2|a|+ (a, x1)|a| sin 2|a|
η3 =
ξ2 + ξ3
2
− ξ2 − ξ3
2
cos 2|a| − (a, x1)|a| sin 2|a|,
y1 = x1 − (ξ2 − ξ3)a
2|a| sin 2|a| −
2(a, x1)a
|a|2 sin
2 |a|
y2 = x2 cos |a| − x3a|a| sin |a|
y3 = x3 cos |a|+ ax2|a| sin |a|(
if a = 0, then
sin |a|
|a| means 1
)
, then β1(a) ∈ (F4)0.
Proof. For A1(a) =
 0 0 00 0 a
0 −a 0
, we have A˜1(a) ∈ f4 (Proposition 2.3.6) and
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β1(a) = exp A˜1(a). Hence β1(a) ∈ (F4)0.
Proposition 2.8.2. Any element X ∈ J can be transformed to a diagonal form
by some element α ∈ (F4)0:
αX =
 ξ1 0 00 ξ2 0
0 0 ξ3
 , ξi ∈ R.
Moreover, ξ1, ξ2, ξ3 are uniquely determined (up to their permutation) independent of
the choice of α ∈ (F4)0.
Proof. For a given X ∈ J, consider a space X = {αX |α ∈ (F4)0}. Since (F4)0 is
compact (Theorem 2.2.5), X is also compact. Let ξ1
2+ξ2
2+ξ3
2 be the maximal value
of all η1
2 + η2
2 + η3
2 for Y = Y (η, y) ∈ X and let X0 = X(ξ, x) be an element of X
which attains its maximal value. Then X0 is of diagonal form. Certainly, suppose X0
is not of diagonal form, for example, the 2×3 entry x1 of X0 is non-zero: x1 6= 0. Let
a(t) =
x1
|x1| t, t > 0, and construct β1(a(t)) ∈ (F4)0 of Lemma 2.8.1. Since |a(t)| = t
and
(a(t), x1)
|a(t)| = |x1| for Y (η(t), y(t)) = β1(a(t))X0 ∈ X, we have
η1(t)
2 + η2(t)
2 + η3(t)
2
= ξ1
2 +
(ξ2 + ξ3
2
+
ξ2 − ξ3
2
cos 2t+ |x1| sin 2t
)2
+
(ξ2 + ξ3
2
− ξ2 − ξ3
2
cos 2t− |x1| sin 2t
)2
= ξ1
2 + 2
(ξ2 + ξ3
2
)2
+ 2
(ξ2 − ξ3
2
cos 2t+ |x1| sin 2t
)2
= ξ1
2 + 2
(ξ2 + ξ3
2
)2
+ 2
((ξ2 − ξ3
2
)2
+ |x1|2
)
sin2(2t+ t0) (for some t0 ∈ R)
≤ ξ12 + 2
(ξ2 + ξ3
2
)2
+ 2
((ξ2 − ξ3
2
)2
+ |x1|2
)
= ξ1
2 + ξ2
2 + ξ3
2 + 2|x1|2
which is the maximal value and attains at some t > 0. This contradicts the maximum
of ξ1
2+ ξ2
2+ ξ3
2. Hence x1 = 0. x2 = x3 = 0 can be similarly proved by constructing
β2(a), β3(a) ∈ (F4)0 analogous to β1(a) of Lemma 2.8.1. HenceX0 is of diagonal form.
We now give the proof of the latter half of the proposition. If X ∈ J is transformed
to a diagonal form αX =
 ξ1 0 00 ξ2 0
0 0 ξ3
 by α ∈ (F4)0, then
tr(X) = tr(αX) (Lemma 2.2.1.(2)) =
∑3
i=1 ξi,
(X,X) = (αX,αX) (Lemma 2.2.4) =
∑3
i=1 ξ
2
i ,
tr(X,X,X) = tr(αX,αX,αX) (Lemma 2.2.4) =
∑3
i=1 ξ
3
i .
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Hence, ξ1, ξ2, ξ3 are uniquely determined (up to order) as the solutions of the following
simultaneous equation: 
ξ1 + ξ2 + ξ3 = tr(X)
ξ1
2 + ξ2
2 + ξ3
2 = (X,X)
ξ1
3 + ξ2
3 + ξ3
3 = tr(X,X,X).
The space CP2, called the Cayley projective plane, is defined as
CP2 = {X ∈ J |X2 = X, tr(X) = 1}.
Theorem 2.8.3. F4/Spin(9) ≃ CP2.
In particular, the group F4 is connected.
Proof. For α ∈ F4 and X ∈ CP2, we have αX ∈ CP2. Hence F4 acts on CP2.
We shall prove that the group (F4)0 acts transitively on CP2. To prove this, it is
sufficient to show that any element X ∈ CP2 can be transformed to E1 ∈ CP2 by
some α ∈ (F4)0. Now, X ∈ CP2 ⊂ J can be transformed to a diagonal form by
α ∈ (F4)0:
αX =
 ξ1 0 00 ξ2 0
0 0 ξ3
 , ξi ∈ R
(Proposition 2.8.2). From the condition X ◦X = X , we have αX ◦ αX = αX , that
is,  ξ12 0 00 ξ22 0
0 0 ξ3
2
 =
 ξ1 0 00 ξ2 0
0 0 ξ3
 .
Hence ξi
2 = ξi, so that ξi = 1 or ξi = 0, i = 1, 2, 3. Next, from tr(αX) = tr(X) = 1,
we have ξi = 1, ξi+1 = ξi+2 = 0 for some i, that is, αX = Ei. Moreover, E2,
E3 are transformed to E1 respectively by (F4)0. Certainly, if we define a mapping
β : J → J, βX = TXT−1, where T =
 0 1 01 0 0
0 0 −1
 ∈ SO(3), then β ∈ (F4)0 and
βE2 = E1. Hence βαX = E1. In the case αX = E3, the situation is similar to the
above. Therefore the transitivity is proved. Since we have CP2 = (F4)0E1, CP2 is
connected. Now, the group F4 acts transitively on CP2 and the isotropy subgroup
of F4 at E1 ∈ CP2 is Spin(9) (Theorem 2.7.4). Thus we have the homeomorphism
F4/Spin(9) ≃ CP2. Finally, the connectedness of F4 follows from the connectedness
of CP2 and Spin(9).
2.9. Involution σ and subgroup Spin(9) of F4
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Definition. We define an R-linear transformation σ of J by
σ
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 ξ1 −x3 −x2−x3 ξ2 x1
−x2 x1 ξ3
 .
Then σ ∈ F4 and σ2 = 1. Observe that this σ is the same as σ = (1,−1,−1) ∈
Spin(8) ⊂ Spin(9) ⊂ F4 of Theorem 2.7.4.
We shall study the following subgroup (F4)
σ of F4:
(F4)
σ = {α ∈ F4 |σα = ασ}.
For this end, we consider R-vector subspaces Jσ and J−σ of J, which are eigenspaces
of σ, respectively by
Jσ = {X ∈ J |σX = X} =
{ ξ1 0 00 ξ2 x1
0 x1 ξ3
 ∣∣∣ ξi ∈ R, x1 ∈ C}
= {X ∈ J |E1 ◦X = 0} ⊕ E1 (where E1 = {ξE1 | ξ ∈ R})
= J(2,C)⊕ E1,
J−σ = {X ∈ J |σX = −X} =
{ 0 x3 x2x3 0 0
x2 0 0
 ∣∣∣ xi ∈ C}
= {X ∈ J | 2E1 ◦X = X}.
Then, J = Jσ ⊕ J−σ and Jσ, J−σ are invariant under the action of (F4)σ.
Theorem 2.9.1. (F4)
σ = (F4)E1 = Spin(9).
Proof. We shall show that for α ∈ (F4)σ we have αE1 = E1. Let α ∈ (F4)σ. We
first show that
αE2, αE3 ∈ J(2,C).
Certainly we have
αE2 = α(−F2(1)× F2(1)) = −αF2(1)× αF2(1)
= −(F2(x2) + F3(x3))× (F2(x2) + F3(x3)) (for some x2, x3 ∈ C)
= (x2, x2)E2 + (x3, x3)E3 − F1(x2x3) ∈ J(2,C).
Similarly αE3 ∈ J(2,C). So αE1 = α(E − E2 − E3) = E − αE2 − αE3 is of the form
αE1 = E1 + ξ2E2 + ξ3E3 + F1(x1).
Then we have
1 = (E1, E1) = (αE1, αE1) = 1 + ξ2
2 + ξ3
2 + 2|x1|2,
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so that ξ2 = ξ3 = x1 = 0, therefore αE1 = E1, that is, α ∈ (F4)E1 . Conversely
let α ∈ (F4)E1 , that is, α ∈ F4 satisfies αE1 = E1. Noting that J = Jσ ⊕ J−σ and
Jσ = {X ∈ J |E1 ◦X = 0} ⊕ E1, J−σ = {X ∈ J | 2E1 ◦X = X} are invariant under
α, we have
ασX = ασ(X1 +X2) X1 ∈ Jσ, X2 ∈ J−σ
= α(X1 −X2) = αX1 − αX2 = σ(αX1) + σ(αX2)
= σα(X1 +X2) = σαX, X ∈ J.
Thus ασ = σα, and so α ∈ (F4)σ. Therefore we have shown that (F4)σ = (F4)E1 ∼=
Spin(9) (Theorem 2.7.4).
2.10. Center z(F4) of F4
Theorem 2.10.1. The center z(F4) of the group F4 is trivial:
z(F4) = {1}.
Proof. Let α ∈ z(F4). From the commutativity with σ: σα = ασ, we have
α ∈ Spin(9) (Theorem 2.9.1) and so α ∈ z(Spin(9)). Since the center z(Spin(9)) of
Spin(9) is the group of order 2, we have
α = 1 or α = σ.
However, σ /∈ z(F4) (Theorem 2.9.1), which implies that α = 1.
According to a general theory of compact Lie groups, it is known that the center
of the simply connected simple Lie group of type F4 is trivial. Hence F4 has to be
simply connected. Thus we have the following Theorem.
Theorem 2.10.2. F4 = {α ∈ IsoR(J) | α(X◦Y ) = αX◦αY } is a simply connected
compact Lie group of type F4.
Remark. If we know that the space CP2 is simply connected, the simply con-
nectedness of the group F4 follows from F4/Spin(9) ≃ CP2 of Theorem 2.8.3.
2.11. Involution γ and subgroup (Sp(1)× Sp(3))/Z2 of F4
We define an involutive R-linear transformation γ of J by
γ
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 ξ1 γx3 γx2γx3 ξ2 γx1
γx2 γx1 ξ3
 .
This γ is the same as γ ∈ G2 ⊂ F4.
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We shall study the following subgroup (F4)
γ of F4:
(F4)
γ = {α ∈ F4 | γα = αγ}.
Any element X ∈ J is expressed by
X =
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 ξ1 m3 m2m3 ξ2 m1
m2 m1 ξ3
+
 0 a3e4 −a2e4−a3e4 0 a1e4
a2e4 −a1e4 0
 ,
where xi = mi + aie4 ∈ H ⊕He4 = C. We associate such element X ∈ J with the
element of J(3,H)⊕H3, ξ1 m3 m2m3 ξ2 m1
m2 m1 ξ3
+ (a1, a2, a3).
In J(3,H)⊕H3, we define a multiplication ×, an inner product ( , ) and an R-linear
transformation γ respectively by
(M + a)× (N + b) =
(
M ×N − 1
2
(a∗b+ b∗a)
)
− 1
2
(aN + bM),
(M + a, N + b) = (M,N) + 2(a, b),
γ(M + a) = M − a.
(In J(3,H) the multiplication M ×N and the inner product (M,N) are analogously
defined as in J, and in H3 the inner product (a, b) is defined naturally by
1
2
(a∗b +
b∗a)). Since these operations correspond to their respective operations in J, hereafter,
we identify J(3,H)⊕H3 with J, that is,
J(3,H)⊕H3 = J.
The group F4,H is defined to be the automorphism group of the Jordan algebra
JH = J(3,H) (in which multiplications ◦ and × are analogously defined as in J):
F4,H = {α ∈ IsoR(JH) |α(M ◦N) = αM ◦ αN}
= {α ∈ IsoR(JH) |α(M ×N) = αM × αN}.
Proposition 2.11.1. F4,H ∼= Sp(3)/Z2, Z2 = {E,−E}.
Proof. We define a mapping ϕ : Sp(3)→ F4,H by
ϕ(A)M = AMA∗, M ∈ JH .
It is not difficult to see that ϕ is well-defined and is a homomorphism. We shall show
that ϕ is onto. For a given α ∈ F4,H , we consider αEi, i = 1, 2, 3. Since αEi satisfies
αEi ◦ αEi = αEi and tr(αEi) = 1 (that is, αEi ∈ HP2 = {M ∈ JH |M ◦ M =
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M, tr(M) = 1} (the quaternion projective plane)), there exists Ai ∈ Sp(3) such that
αEi = AiEiAi
∗. Let ai =
 ai1ai2
ai3
 be the i-th column vector of Ai, then we have
αEi =
 ai1ai1 ai1ai2 ai1ai3ai2ai1 ai2ai2 ai2ai3
ai3ai1 ai3ai2 ai3ai3
. Construct a matrix A = (a1,a2,a3), then we
have
αEi = AEiA
∗, i = 1, 2, 3.
Since AA∗ = A(E1+E2+E3)A
∗ = αE1+αE2+αE3 = αE = E, we have A ∈ Sp(3).
If we let β = ϕ(A)−1α, then β ∈ F4,H and satisfies
βEi = Ei, i = 1, 2, 3.
Analogously as in Theorem 2.7.1, β induces orthogonal transformations β1, β2, β3
: H → H satisfying
(β1m)(β2n) = β3(mn), m, n ∈ H . (i)
Put p = β11 and q = β21, then we have |p| = |q| = 1. Letting m = 1 and n = 1 in
(i), we have p(β2n) = β3n and (β1m)q = β3m, and hence
β2m = p(β1m)q, β3m = (β1m)q.
Substitute ζm = p(β1m) in (i), then we see that ζ satisfies
(ζm)(ζn) = ζ(mn), m, n ∈ H,
that is, ζ is an automorphism of H: ζ ∈ Aut(H). Hence, ζ is expressed by ζm = rmr,
using r ∈ Sp(1) (Proposition 108 of Yokota [58]). Consequently
β1m = prmr, β2m = rmrq, β3m = qrmr p, m ∈ H.
Construct a matrix B =
 qr 0 00 pr 0
0 0 r
, then B ∈ Sp(3) and we have
βM = BMB∗, M ∈ JH ,
that is, β = ϕ(B). Hence
α = ϕ(A)β = ϕ(A)ϕ(B) = ϕ(AB), AB ∈ Sp(3).
Therefore ϕ is onto. Kerϕ = {E,−E} can be easily obtained. Thus we have the
isomorphism Sp(3)/Z2 ∼= F4,H .
Theorem 2.11.2. (F4)
γ ∼= (Sp(1)× Sp(3))/Z2, Z2 = {(1, E), (−1,−E)}.
61
Proof. We define a mapping ϕ : Sp(1)× Sp(3)→ (F4)γ by
ϕ(p,A)(M + a) = AMA∗ + paA∗, M + a ∈ JH ⊕H3 = J.
We first show that ϕ(p,A) ∈ (F4)γ . For p ∈ Sp(1), A ∈ Sp(3), M,N ∈ JH and
a, b ∈ H3, we have
AMA∗ × ANA∗ = A(M ×N)A∗,
(paA∗)∗(pbA∗) = Aa∗ppbA∗ = A(a∗b)A∗,
(paA∗)(ANA∗) = p(aN)A∗, etc.
From which, we see that ϕ(p,A) satisfies
ϕ(p,A)((M + a)× (N + b)) = ϕ(p,A)(M + a)× ϕ(p,A)(N + b),
hence ϕ(p,A) ∈ F4. Clearly γϕ(p,A) = ϕ(p,A)γ, so that ϕ(p,A) ∈ (F4)γ . Certainly
ϕ is a homomorphism. We shall show that ϕ is onto. Let α ∈ (F4)γ . Since the
restriction α′ = α|JH of α to JH = {X ∈ J | γX = X} belongs to F4,H , there exists
A ∈ Sp(3) such that
αM = AMA∗, M ∈ JH
(Proposition 2.11.1). Let β = ϕ(1, A)−1α, then β|JH = 1. Therefore β ∈ G2.
Certainly, since β ∈ Spin(7), by letting β = (β1, β, κβ), we see that (β1x)(βy) =
β(xy). Now let y = 1, then we see β1 = β. Since β ∈ (G2)γ and β|H = 1, there
exists p ∈ Sp(1) such that
β(m+ ae4) = m+ (pa)e4, m+ ae4 ∈ H ⊕He4 = C,
(Theorem 1.10.1). Hence we have
β(M + a) =M + pa = ϕ(p,E)(M + a),
so that β = ϕ(p,E). Hence we have α = ϕ(1, A)β = ϕ(1, A)ϕ(p,E) = ϕ(p,A).
Therefore ϕ is onto. Kerϕ = {(1, E), (−1,−E)} = Z2 can be easily obtained. Thus
we have the isomorphism (Sp(1)× Sp(3))/Z2 ∼= (F4)γ .
Remark. Since (F4)
γ is connected as fixed points subgroup of F4 by the involution
γ of the simply connected Lie group F4, the fact that ϕ : Sp(1)× Sp(3)→ F4 is onto
can be proved as follows. The elements
Gij , 0 ≤ i < j ≤ 3, 4 ≤ i < j ≤ 7,
A˜k(ej), 0 ≤ j ≤ 3, k = 1, 2, 3
forms an R-basis of (f4)
γ . So dim((f4)
γ) = 6× 2+ 4× 3 = 24 = 3+21 = dim(sp(1)⊕
sp(3)). Hence ϕ is onto.
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2.12. Automorphism w of order 3 and subgroup (SU(3) × SU(3))/Z3 of
F4
We define an R-linear transformation w of J by
w
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 ξ1 ωx3 ωx2ωx3 ξ2 ωx1
ωx2 ωx1 ξ3
 .
This w is the same as w ∈ G2 ⊂ F4.
We shall study the following subgroup (F4)
w of F4:
(F4)
w = {α ∈ F4 |wα = αw}.
We associate an element ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 , ξi ∈ R, xi = ai + mi ∈ C ⊕C3 = C
of J with the element  ξ1 a3 a2a3 ξ2 a1
a2 a1 ξ3
+ (m1,m2,m3)
of J(3,C)⊕M(3,C). In M(3,C), we define the exterior product M ×N by
M ×N =
m2 × n3 m3 × n1 m1 × n2+ + +
n2 ×m3 n3 ×m1 n1 ×m2
 ∈M(3,C),
where M = (m1,m2,m3), N = (n1,n2,n3) ∈ M(3,C). Then, for P,A ∈ M(3,C)
and M,N ∈M(3,C), we have
PM × PN = tP˜ (M ×N), MA×NA = (M ×N) tA˜,
where P˜ and A˜ are the adjoint matrices of P and A, respectively. Further, inM(3,C),
we define a real valued symmetric product (M,N) by
(M,N) =
1
2
tr(M∗N +N∗M) =
∑
i,j
(mij , nij),
where M =
(
mij
)
, N =
(
nij
)
∈M(3,C).
In J(3,C)⊕M(3,C), we define the multiplication ×, the inner product ( , ) and
the R-linear transformation w respectively by
(X +M)× (Y +N) = (X × Y − 1
2
(M∗N +N∗M))− 1
2
(MY +NX +M ×N),
(X +M,Y +N) = (X,Y ) + 2(M,N),
w(X +M) = X + ω1M,
(
ω1 = −1
2
+
√
3
2
e1
)
,
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(in J(3,C), multiplications ◦ and × are defined as in J). Since these operations
correspond to their respective operations in J, we identify J(3,C)⊕M(3,C) with J,
that is,
J(3,C)⊕M(3,C) = J.
The group F4,C is defined to be the automorphism group of the Jordan algebra
JC = J(3,C) :
F4,C = {α ∈ IsoR(JC) |α(X ◦ Y ) = αX ◦ αY }
= {α ∈ IsoR(JC) |α(X × Y ) = αX × αY }.
The group Z2 = {1, ǫ} acts on the group SU(3) by
ǫA = A, A ∈ SU(3),
and the group SU(3) ·Z2 be the semi-direct product of groups SU(3) and Z2 under
this action.
Proposition 2.12.1. F4,C ∼= (SU(3)/Z3) · Z2, Z3 = {E,ω1E,ω12E}, ω1 =
−1
2
+
√
3
2
e1.
Proof. We define a mapping ϕ : SU(3) ·Z2 → F4,C by
ϕ(A, 1)X = AXA∗, ϕ(A, ǫ)X = AXA∗, X ∈ JC .
It is not difficult to see that ϕ is well-defined and that it is a homomorphism. The
proof that ϕ is onto is the same as that of Proposition 2.11.1 (use C, SU(3), instead
of H, Sp(3)), and we only need to modify a little the last part. Since ζ ∈ Aut(C) can
be either ζ = 1 or ζ = ǫ (where ǫx = x, x ∈ C), we have
β1x = px, β2x = xq, β3x = qxp or β1x = px, β2x = xq, β3x = q x p.
Now, choose r ∈ C such that r−3 = qp and construct a matrix B =
 qr 0 00 pr 0
0 0 r
.
Then, B ∈ SU(3) and we have
βX = BXB∗ or βX = BXB∗, X ∈ JC .
The remaining proof is again analogous to that of Proposition 2.11.1.
Theorem 2.12.2. (F4)
w ∼= (SU(3) × SU(3))/Z3, Z3 = {(E,E), (ω1E,ω1E),
(ω1
2E,ω1
2E)}, ω1 = −1
2
+
√
3
2
e1.
Proof. We define a mapping ϕ : SU(3)× SU(3)→ (F4)w by
ϕ(P,A)(X +M) = AXA∗ + PMA∗, X +M ∈ J(3,C)⊕M(3,C) = J.
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We first show that ϕ(P,A) ∈ (F4)w. For P,A ∈ SU(3) and X + M,Y + N ∈
J(3,C)⊕M(3,C), we have
AXA∗ ×AY A∗ = A(X × Y )A∗,
(PMA∗)∗(PNA∗) = AM∗P ∗PNA = A(M∗N)A,
(PMA∗)(AY A∗) = P (MY )A∗,
PMA∗ × PNA∗ = tP˜ (M ×N)tA˜∗ = PM ×NA∗, etc.
Using them, we see that ϕ(P,A) satisfies
ϕ(P,A)((X +M)× (Y +N)) = ϕ(P,A)(X +M)× ϕ(P,A)(Y +N),
hence ϕ(P,A) ∈ F4. Clearly wϕ(P,A) = ϕ(P,A)w, so that ϕ(P,A) ∈ (F4)w. Cer-
tainly ϕ is a homomorphism. We shall show that ϕ is onto. Let α ∈ (F4)w. Since the
restriction α′ = α|JC of α to JC = {X ∈ J |wX = X} belongs to F4,C , there exists
A ∈ SU(3) such that
αX = AXA∗ or αX = AXA∗, X ∈ JC
(Proposition 2.12.1). In the former case, let β = ϕ(E,A)−1α, then β|JC = 1, and so
β ∈ G2. Moreover β ∈ (G2)e1 = (G2)w = SU(3) (Theorem 1.9.4), and hence, there
exists P ∈ SU(3) such that
β(X +M) = X + PM = ϕ(P,E)(X +M), X +M ∈ JC ⊕M(3,C) = J.
Therefore we have
α = ϕ(E,A)β = ϕ(E,A)ϕ(P,E) = ϕ(P,A).
In the latter case, consider the mapping γ1 : J → J given by γ1(X +M) = X +M ,
X +M ∈ J and remember that γ1 ∈ G2 ⊂ F4. Let β = α−1ϕ(E,A)γ1. Then β ∈ F4
and β|JC = 1, which shows that β ∈ (G2)e1 = (G2)w (Theorem 1.9.4) ⊂ (F4)w. Since
α, ϕ(E,A) ∈ (F4)w, we have γ1 ∈ (F4)w, so that γ1 ∈ (G2)w which is a contradiction
(Theorem 1.9.4). Consequently the proof of ϕ is onto is completed. The fact that
Kerϕ = {(E,E), (ω1E,ω1E), (ω12E,ω12E)} = Z3 can be easily obtained. Thus we
have the isomorphism (SU(3)× SU(3))/Z3 ∼= (F4)w.
Remark 1. Since (F4)
w is connected as the fixed points subgroup of F4 by an
automorphism of order 3 of the simply connected group F4 (Rasevskii [32]), that
ϕ : SU(3)× SU(3)→ (F4)w is onto is proved as follows. The elements
G01, G23, G45, G67, G26 +G37, −G27 +G36,
G24 +G35, −G25 +G34, G46 +G57, −G47 +G56,
A˜1(1), A˜2(1), A˜3(1), A˜1(e1), A˜2(e1), A˜3(e1)
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forms an R-basis of (f4)
w. So dim(f4)
w = 10 + 6 = 16 = 8 + 8 = dim(su(3) + su(3)).
Hence ϕ is onto.
Remark 2. The group F4 has a subgroup which is isomorphic to the group
(SU(3)× SU(3))/Z3) ·Z2, which is the semi-direct product of the groups (SU(3)×
SU(3))/Z3 and Z2 (the action of Z2 = {1, γ1} on the group (SU(3) × SU(3)) is
γ1(P,A) = (P ,A)).
2.13. Complex exceptional Lie group F4
C
Definition. The group F4
C is defined to be the automorphism group of the
complex Jordan algebra JC :
F4
C = {α ∈ IsoC(JC) |α(X ◦ Y ) = αX ◦ αY }
= {α ∈ IsoC(JC) | det (αX) = detX, (αX,αY ) = (X,Y )}
= {α ∈ IsoC(JC) | det (αX) = detX,αE = E}
= {α ∈ IsoC(JC) |α(X × Y ) = αX × αY }.
We define a positive definite Hermitian inner product 〈X,Y 〉 in JC by
〈X,Y 〉 = (τX, Y ).
For α ∈ HomC(JC), we denote the complex conjugate transpose of α with respect to
〈X,Y 〉 by α∗: 〈α∗X,Y 〉 = 〈X,αY 〉.
Lemma 2.13.1. (1) For α ∈ F4C , we have α∗ = τα−1τ ∈ F4C .
(2) For any α ∈ F4, its complexificated mapping αC : JC → JC belongs to F4C :
αC ∈ F4C . Identifying α with αC , we regard F4 as a subgroup of F4C : F4 ⊂ F4C .
For α ∈ F4C , we have α ∈ F4 if and only if τα = ατ , that is,
F4 = {α ∈ F4C | τα = ατ}.
Proof. (1) 〈α∗X,Y 〉 = 〈X,αY 〉 = (τX, αY ) = (α−1τX, Y ) = 〈τα−1τX, Y 〉 for
all X,Y ∈ JC . Hence α∗ = τα−1τ ∈ F4C .
(2) Let α ∈ F4C satisfy τα = ατ . Then, since ταX = ατX = αX , we have
αX ∈ J for X ∈ J. Hence α induces an R-transformation α′ of J and α′ ∈ F4, further
we have α = (α′)C .
Theorem 2.13.2. The polar decomposition of the Lie group F4
C is given by
F4
C ≃ F4 ×R52.
In particular, F4
C is a simply connected complex Lie group of type F4.
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Proof. Evidently F4
C is an algebraic subgroup of IsoC(J
C) = GL(27, C). If
α ∈ F4C , then α∗ ∈ F4C (Lemma 2.13.1.(1)). Hence from Chevalley’s lemma, we
have
F4
C ≃ (F4C ∩ U(JC))×Rd = F4 ×Rd,
where U(JC) = {α ∈ IsoC(JC) | 〈αX,αY 〉 = 〈X,Y 〉} and d = dimF4C − dimF4 =
2× 52− 52 = 52. Since F4 is simply connected (Theorem 2.10.2), F4C is also simply
connected. The Lie algebra of the group F4
C is f4
C , so that F4
C is a complex simple
Lie group of type F4.
2.14. Non-compact exceptional Lie groups F4(4) and F4(−20) of type F4
Consider the following two R-vector spaces
J(3,C′) = {X ∈M(3,C′) |X∗ = X},
J(1, 2,C) = {X ∈M(3,C) | I1X∗I1 = X},
where I1 = diag(−1, 1, 1) ∈ M(3,R). We define the Jordan multiplication X ◦ Y in
J(3,C′) and J(1, 2,C) respectively by
X ◦ Y = 1
2
(XY + Y X).
Then we have the isomorphisms
J(3,C′) ∼= {X ∈ J(3,CC) | τγX = X} = (J(3,CC))τγ ,
J(1, 2,C) ∼= {X ∈ J(3,CC) | τσX = X} = (J(3,CC))τσ
as Jordan algebras, therefore we identify them, respectively. We denote by F4(4) and
F4(−20) respectively the automorphism groups of the Jordan algebras J(3,C
′) and J(1,
2,C):
F4(4) = {α ∈ IsoR(J(3,C′)) |α(X ◦ Y ) = αX ◦ αY },
F4(−20) = {α ∈ IsoR(J(1, 2,C)) |α(X ◦ Y ) = αX ◦ αY }.
They can also be defined by
F4(4) = (F4
C)τγ , F4(−20) = (F4
C)τσ.
Theorem 2.14.1. The polar decompositions of the Lie groups F4(4) and F4(−20)
are respectively given by
F4(4) ≃ (Sp(1)× Sp(3))/Z2 ×R28,
F4(−20) ≃ Spin(9)×R16.
Proof. These are facts corresponding to Theorems 2.11.2 and 2.9.1.
Theorem 2.14.2. The centers z(F4(4)) and z(F4(−20)) are trivial :
z(F4(4)) = {1}, z(F4(−20)) = {1}.
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Exceptional Lie group E6
3.1. Compact exceptional Lie group E6
Let JC be the complex exceptional Jordan algebra.
Definition. We define the groups E6
C and E6 respectively by
E6
C = {α ∈ IsoC(JC) | det (αX) = detX}
= {α ∈ IsoC(JC) | (αX,αY, αZ) = (X,Y, Z)},
E6 = {α ∈ IsoC(JC) | det (αX) = detX, 〈αX,αY 〉 = 〈X,Y 〉}
= {α ∈ IsoC(JC) | (αX,αY, αZ) = (X,Y, Z), 〈αX,αY 〉 = 〈X,Y 〉}
= {α ∈ IsoC(JC) |αX × αY = tα−1(X × Y ), 〈αX,αY 〉 = 〈X,Y 〉}
= {α ∈ IsoC(JC) |αX × αY = τατ(X × Y ), 〈αX,αY 〉 = 〈X,Y 〉}.
If we define an involutive automorphism λ of the group E6
C by
λ(α) = tα−1, α ∈ E6C
(Lemma 2.2.3), then the definition of the group E6 can be also given by
E6 = {α ∈ E6C | τλ(α)τ = α} = (E6C)τλ.
Theorem 3.1.1. E6 is a compact Lie group.
Proof. E6 is a compact Lie group as a closed subgroup of the unitary group
U(27) = U(JC) = {α ∈ IsoC(JC) | 〈αX,αY 〉 = 〈X,Y 〉}.
3.2. Lie algebra e6 of E6
Before investigating the Lie algebra e6 of the group E6, we will study the Lie
algebra e6
C of the group E6
C .
Theorem 3.2.1. (1) The Lie algebra e6
C of the Lie group E6
C is given by
e6
C = {φ ∈ HomC(JC) | (φX,X,X) = 0}.
(2) Any element φ ∈ e6C is uniquely expressed by
φ = δ + T˜ , δ ∈ f4C , T ∈ J0C .
In particular, the dimension of e6
C is
dimC(e6
C) = 52 + 26 = 78.
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Proof. (1) is proved as similar way to Lemma 2.3.1.
(2) For φ ∈ e6C , by letting T = φE, we obtain T ∈ JC , and tr(T ) = 0. Certainly
tr(T ) = (T,E,E) = (φE,E,E) = 0. If we put δ = φ − T˜ , then δ ∈ e6C . Moreover
δ ∈ f4C , because δE = φE − T˜E = T − T = 0. Hence we have φ = δ + T˜ . To prove
the uniqueness of the expression, it is sufficient to show that
δ + T˜ = 0, δ ∈ f4C , T ∈ J0C implies δ = 0, T = 0.
Certainly, let apply it on E, then we have T = 0, so that δ = 0. Finally, we have
dimC(e6
C) = 52 + 26 = 78 from the expression above. Therefore the theorem is
proved.
Theorem 3.2.2. The Lie bracket [φ1, φ2] in e6
C is given by
[δ1 + T˜1, δ2 + T˜2] = ([δ1, δ2] + [T˜1, T˜2]) + (δ˜1T2 − δ˜2T1),
where φi = δi + T˜i, δi ∈ f4C , Ti ∈ J0C .
Proof. It is sufficient to show that [δ, T˜ ] = δ˜T for δ ∈ f4C , T ∈ J0C . Now,
[δ, T˜ ]X = δ(T ◦X)− T ◦ δX = δT ◦X + T ◦ δX − T ◦ δX
= δT ◦X = δ˜TX, X ∈ JC .
We shall investigate the Lie algebra e6 of the Lie group E6.
Lemma 3.2.3. For φ = δ + T˜ ∈ e6C , δ ∈ f4C , T ∈ J0C , we have
λ(φ) = −tφ = −t(δ + T˜ ) = δ − T˜ .
In particular, −tφ ∈ e6C .
Proof. (−tφX, Y ) = −(X,φY ) = −(X, δY + T˜ Y ) = −(X, δY )− (X,T ◦ Y )
= (δX, Y )− (T˜X, Y ) = ((δ − T˜ )X,Y ) X,Y ∈ JC .
Therefore −tφ = δ − T˜ ∈ e6C .
Theorem 3.2.4. (1) The Lie algebra e6 of the Lie group E6 is given by
e6 = {φ ∈ HomC(JC) | (φX,X,X) = 0, 〈φX, Y 〉+ 〈X,φY 〉 = 0}.
(2) Any element φ ∈ e6 is uniquely expressed by
φ = δ + iT˜ , δ ∈ f4, T ∈ J0.
Proof. (1) The proof is evident (cf. Lemma 2.3.1).
(2) For φ ∈ e6C , the condition φ ∈ e6 is equivalent to τλ(φ)τ = φ. Now, if φ is
of the form φ = δ + T˜ ′, δ ∈ f4C , T ′ ∈ J0C (Theorem 3.2.1.(2)), then τλ(φ)τ = φ is
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τδτ − τ˜T ′ = δ + T˜ ′ (Lemma 3.2.3), that is, τδτ = δ and τT ′ = −T ′. Hence δ ∈ f4,
and T ′ is of the form T ′ = iT, T ∈ J0.
Proposition 3.2.5. The complexification of the Lie algebra e6 is e6
C .
Proof. For φ ∈ e6C , the conjugate transposed mapping φ∗ of φ with respect to
the inner product 〈X,Y 〉 of JC is φ∗ = τ tφτ ∈ e6C , and for φ ∈ e6C , φ belongs to e6
if and only if φ∗ = −φ. Now, any element φ ∈ e6C can be uniquely expressed as
φ =
φ− φ∗
2
+ i
φ+ φ∗
2i
,
φ− φ∗
2
,
φ+ φ∗
2i
∈ e6.
Hence e6
C is the complexification of e6.
3.3. Simplicity of e6
C
Theorem 3.3.1. The Lie algebra e6
C is simple and so e6 is also simple.
Proof. We use the decomposition of e6
C of Theorem 3.2.1.(2):
e6
C = f4
C ⊕ J˜ C0 .
Let p : e6
C → f4C and q : e6C → J˜
C
0 be projections of e6
C = f4
C ⊕ J˜ C0 . Now, let a be
a non-zero ideal of e6
C . Then p(a) is an ideal of f4
C . Indeed, if δ ∈ p(a), then there
exists T ∈ J0C such that δ + T˜ ∈ a. For any δ1 ∈ f4C , we have
a ∋ [δ1, δ + T˜ ] = [δ1, δ] + δ˜1T (Theorem 3.2.2),
hence [δ1, δ] ∈ a.
We shall show that either f4
C∩a 6= {0} or J˜ C0 ∩a 6= {0}. Assume that f4C∩a = {0}
and J˜
C
0 ∩a = {0}. Then the mapping p|a : a → f4C is injective because J˜
C
0 ∩a = {0}.
Since p(a) is a non-zero ideal of f4
C and f4
C is simple, we have p(a) = f4
C . Hence
dimC a = dimC p(a) = dimC f4
C = 52. On the other hand, since f4
C ∩ a = {0},
q|a : a → J˜ C0 is also injective, we have dimC a ≤ dimC J˜
C
0 = dimC J0
C = 26. This
leads to a contradiction.
We now consider the following two cases.
(1) Case f4
C ∩ a 6= {0}. From the simplicity of f4C , we have f4C ∩ a = f4C , hence
a ⊃ f4C . On the other hand, we have
a ⊃ [a, e6C ] ⊃ [f4C , J˜
C
0 ] =
˜
f4
CJ0
C (Lemma 3.2.2) = J˜
C
0 (Proposition 2.4.6.(2)).
Consequently a ⊃ f4C ⊕ J˜
C
0 = e6
C .
(2) Case J˜
C
0 ∩ a 6= {0}. Let A˜ (A ∈ J0C) be a non-zero element of J˜
C
0 ∩ a ⊂ a.
Choose B ∈ J0C such that [A˜, B˜] 6= 0 (Lemma 2.5.4), then 0 6= [A˜, B˜] ∈ f4C ∩ a.
Hence this case is reduced to the case (1).
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Therefore we have a = e6
C .
Proposition 3.3.2. (1) JC is a simple Jordan algebra.
(2) JC is an e6
C-irreducible C-module.
(3) e6
CJC =
{∑
i
φiAi |φi ∈ e6C , Ai ∈ JC
}
= JC .
Proof. (1) Let a be a non-zero ideal of JC and X = X(ξ, x) a non-zero element
of a.
(i) Case ξ1 6= 0. From ξ1E1 = (2X ◦ E1 − X) ◦ E1 ∈ a, we have E1 ∈ a.
Next, from F2(1) = 2E1 ◦ F2(1) ∈ a and E1 + E3 = F2(1) ◦ F2(1) ∈ a, we have
E3 = (E1 + E3) − E1 ∈ a. Similarly E2 ∈ a, so that E = E1 + E2 + E3 ∈ a. Now,
for any X ∈ JC , X = E ◦X ∈ a, and so a = JC . In the case ξ2 6= 0 or ξ3 6= 0, the
statement is also valid.
(ii) Case ξ1 = ξ2 = ξ3 = 0, x1 6= 0. We have F1(x1) = 4(X ◦E2) ◦E3 ∈ a. Choose
a ∈ CC such that (x1, a) = 1, then F1(x1) ◦ F1(a) = (x1, a)(E2 + E3) = E2 + E3 ∈ a.
Hence this case is reduced to the case (i) and so a = JC .
(2) Let W be a non-zero e6
C -invariant C-submodule of JC . For any A ∈ JC and
X ∈ W , we have
A ◦X =
(
A− 1
3
tr(A)E
)∼
X +
1
3
tr(A)X ∈W.
Hence, W is an ideal of JC . From the simplicity of JC ((1) above), we have W = JC .
(3) e6
CJC is an e6
C -invariant C-submodule of JC . Hence from the irreducibility
of JC ((2) above), we have e6
CJC = JC .
3.4. Element A ∨B of e6C
Definition. For A,B ∈ JC , we define an element A ∨B ∈ e6C by
A ∨B = [A˜, B˜] +
(
A ◦B − 1
3
(A,B)E
)∼
(Proposition 2.4.1, Theorem 3.2.1).
Lemma 3.4.1. For A,B ∈ JC , we have
(A ∨B)X = 1
2
(B,X)A+
1
6
(A,B)X − 2B × (A×X), X ∈ JC .
Proof. Consider Hamilton-Cayley formula X ◦ (X × X) = (detX)E, X ∈ JC ,
that is,
X ◦ (X ◦X)− tr(X)X ◦X + 1
2
(tr(X)2 − (X,X))X = 1
3
(X,X,X)E.
If we put λA+ µB + νX in place of X , then taking the coefficient of λµν, we have
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A ◦ (B ◦X) +B ◦ (X ◦A) +X ◦ (A ◦B)− tr(A)B ◦X − tr(B)A ◦X
−tr(X)A ◦B + 1
2
(tr(A)tr(B)X + tr(B)tr(X)A+ tr(X)tr(A)B)
−1
2
((A,B)X + (B,X)A+ (X,A)B) = (A,B,X)E.
Therefore, using the above, we have
1
2
(B,X)A+
1
6
(A,B)X − 2B × (A×X) + 1
3
(A,B)X
=
1
2
(B,X)A+
1
2
(A,B)X − 2B ◦ (A×X) + tr(B)A×X + tr(A×X)B
−(tr(B)tr(A×X)− (B,A×X))E
=
1
2
(B,X)A+
1
2
(A,B)X − 2B ◦ (A ◦X) + tr(A)B ◦X + tr(X)B ◦A
−tr(A)tr(X)B + (A,X)B + tr(B)A ◦X − 1
2
tr(B)tr(A)X
−1
2
tr(B)tr(X)A+
1
2
tr(B)tr(A)tr(X)E − 1
2
tr(B)(A,X)E
+
1
2
(tr(A)tr(X)− (A,X))B − 1
2
tr(B)(tr(A)tr(X)− (A,X))E + (A,B,X)E
= tr(A)B ◦X + tr(B)X ◦A+ tr(X)A ◦B
−1
2
(tr(A)tr(B)X + tr(B)tr(X)A+ tr(A)tr(X)B)
+
1
2
((A,B)X + (B,X)A+ (A,X)B) + (A,B,X)E − 2B ◦ (A ◦X)
= A ◦ (B ◦X) +B ◦ (A ◦X) +X ◦ (A ◦B)− 2B ◦ (A ◦X)
= A ◦ (B ◦X)−B ◦ (A ◦X) + (A ◦B) ◦X
= [A˜, B˜]X + (A ◦B)∼X.
Lemma 3.4.2. (1) Ei ∨Ej = 0, i 6= j.
(2) E1 ∨ E1 = 1
3
(2E1 − E2 − E3)∼, more explicitly, we have
(E1 ∨ E1)
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 = 1
6
 4ξ1 x3 x2x3 −2ξ2 −2x1
x2 −2x1 −2ξ3
 .
For φ ∈ HomC(JC), we often denote −tφ by φ′:
(φ′X,Y ) = −(X,φY ), X, Y ∈ JC .
Lemma 3.4.3. (1) For φ ∈ e6C, we have
φ(X × Y ) = φ′X × Y +X × φ′Y, X, Y ∈ JC .
(2) For A,B ∈ JC , we have
(A ∨B)′ = −B ∨A.
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Proof. (1) it is evident from Lemma 2.3.1.
(2) (A∨B)′ =
(
[A˜, B˜]+
(
A◦B− 1
3
(A,B)E
)∼)′
= [A˜, B˜]−
(
A◦B− 1
3
(A,B)E
)∼
(Lemma 3.2.3) = −[B˜, A˜]−
(
A ◦B − 1
3
(A,B)E
)∼
= −B ∨A.
Lemma 3.4.4. (1) For φ ∈ e6C and A,B ∈ JC , we have
[φ,A ∨B] = φA ∨B +A ∨ φ′B.
(2) Any element φ ∈ e6C is expressed by φ =
∑
i
(Ai ∨Bi), Ai, Bi ∈ JC .
Proof. (1) [φ,A ∨B]X = φ(A ∨B)X − (A ∨B)φX
= φ
(1
2
(B,X)A+
1
6
(A,B)X − 2B × (A×X)
)
− (A ∨B)φX (Lemma 3.4.1)
=
1
2
(B,X)φA+
1
6
(A,B)φX − 2φ′B × (A×X)− 2B × (φA ×X)
−2B× (A×φX)− 1
2
(B, φX)A− 1
6
(A,B)φX +2B× (A×φX) (Lemma 3.4.3)
=
1
2
(B,X)φA+
1
6
(φA,B)X − 2B × (φA ×X)
+
1
2
(φ′B,X)A+
1
6
(A, φ′B)X − 2φ′B × (A×X)
= (φA ∨B)X + (A ∨ φ′B)X, X ∈ JC .
(2) We can see from (1) that a =
{∑
i
(Ai ∨Bi) |Ai, Bi ∈ JC
}
is an ideal of e6
C .
From the simplicity of e6
C (Theorem 3.3.1) we have a = e6
C .
3.5. Killing form of e6
C
Definition. We define a symmetric inner product (φ1, φ2)6 in e6
C by
(φ1, φ2)6 = (δ1, δ2)4 + (T1, T2),
where φi = δi + T˜i, δi ∈ f4C , Ti ∈ J0C .
Lemma 3.5.1. (1) The inner product (φ1, φ2)6 of e6
C is e6
C-adjoint invariant :
([φ, φ1], φ2)6 + (φ1, [φ, φ2])6 = 0, φ, φi ∈ e6C .
(2) For φ ∈ e6C , A,B ∈ JC , we have
(φ,A ∨B)6 = (φA,B).
Proof. (1) For φ = δ + T˜ , φi = δi + T˜i, δ, δi ∈ f4C , T, Ti ∈ J0C , we have
([φ, φ1], φ2)6
= ([δ + T˜ , δ1 + T˜1], δ2 + T˜2)6
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= (([δ, δ1] + [T˜ , T˜1]) + (δ˜T1 − δ˜1T ), δ2 + T˜2)6 (Theorem 3.2.2)
= ([δ, δ1], δ2)4 + ([T˜ , T˜1], δ2)4 + (δT1 − δ1T, T2)
= −(δ1, [δ, δ2])4 + (δ2T, T1) + (δT1, T2)− (δ1T, T2) (Lemma 2.5.2)
= −(δ1, [δ, δ2])4 − (δ1T, T2)− (T1, δT2) + (T1, δ2T )
= −(δ1 + T˜1, [δ, δ2] + [T˜ , T˜2]) + (δ˜T2 − δ˜2T ))6
= −(δ1 + T˜1, [δ + T˜ , δ2 + T˜2])6
= −(φ1, [φ, φ2])6.
(2) For φ = δ + T˜ , δ ∈ f4C , T ∈ J0C , we have
(φ,A ∨B)6 =
(
δ + T˜ , [A˜, B˜] +
(
A ◦B − 1
3
(A,B)E
)∼)
6
= (δ, [A˜, B˜])4 +
(
T,A ◦B − 1
3
(A,B)E
)
= (δA,B) + (T˜A,B) = ((δ + T˜ )A,B) = (φA,B).
Lemma 3.5.2. In e6
C , we have
[(Ei − Ei+1)∼, D] = 0, D ∈ d4C , [(Ei − Ei+1)∼, (Ej − Ej+1)∼] = 0,
[(Ei − Ei+1)∼, A˜i(a)] = −1
2
F˜i(a), [(Ei − Ei+1)∼, F˜i(a)] = −1
2
A˜i(a),
[(Ei − Ei+1)∼, A˜i+1(a)] = −1
2
F˜i+1(a), [(Ei − Ei+1)∼, F˜i+1(a)] = −1
2
A˜i+1(a),
[(Ei − Ei+1)∼, A˜i+2(a)] = F˜i+2(a), [(Ei − Ei+1)∼, F˜i+2(a)] = A˜i+2(a).
Theorem 3.5.3. The Killing form B6 of the Lie algebra e6
C is given by
B6(φ1, φ2) = 12(φ1, φ2)6
= 12(δ1, δ2)4 + 12(T1, T2)
=
4
3
B4(δ1, δ2) + 12(T1, T2)
= 4tr(φ1φ2),
where φi = δi + T˜i, δi ∈ f4C , Ti ∈ J0C and B4 is the Killing form of f4C .
Proof. Since e6
C is simple (Theorem 3.3.1), there exist k, k′ ∈ C such that
B6(φ1, φ2) = k(φ1, φ2)6 = k
′tr(φ1φ2).
To determine these k, k′, let φ = φ1 = φ2 = (E1 − E2)∼. Then we have
(φ, φ)6 = ((E1 − E2)∼, (E1 − E2)∼)6 = (E1 − E2, E1 − E2) = 2.
On the other hand, (adφ)2 is calculated as follows.
[φ, [φ, A˜1(ei)] ] =
[
φ,−1
2
F˜1(ei)
]
=
1
4
A˜1(ei),
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[φ, [φ, A˜2(ei)] ] =
[
φ,−1
2
F˜2(ei)
]
=
1
4
A˜2(ei),
[φ, [φ, A˜3(ei)] ] = [φ, F˜3(ei)] = A˜3(ei),
[φ, [φ, F˜1(ei)] ] =
[
φ,−1
2
A˜1(ei)
]
=
1
4
F˜1(ei),
[φ, [φ, F˜2(ei)] ] =
[
φ,−1
2
A˜2(ei)
]
=
1
4
F˜2(ei),
[φ, [φ, F˜3(ei)] ] = [φ, A˜3(ei)] = F˜3(ei),
the others = 0.
Hence
B6(φ, φ) = tr((adφ)
2) =
(1
4
× 4 + 1× 2
)
× 8 = 24.
Therefore k = 12. Next, we will calculate tr(φφ) as follows.
φφE1 = φE1 = E1, φφF˜1(ei) = −1
2
φF˜1(ei) =
1
4
F˜1(ei),
φφE2 = −φE2 = E2, φφF˜2(ei) = 1
2
φF˜2(ei) =
1
4
F˜2(ei),
φφE3 = φ0 = 0, φφF˜3(ei) = φ0 = 0.
Hence
tr(φφ) = 1× 2 + 1
4
× 8× 2 = 6.
Therefore k′ = 4.
Lemma 3.5.4. The followings hold in e6
C .
(1) A ∨ (A×A) = 0, A ∈ JC ,
A ∨ (B × C) +B ∨ (C ×A) + C ∨ (A×B) = 0, A,B,C ∈ JC .
(2) For A ∈ JC , A 6= 0, there exists B ∈ JC such that A ∨B 6= 0.
Proof. (1) (φ, (A ×A) ∨A)6 = (φ(A ×A), A) (Lemma 3.5.1.(2))
= 2(φ′A×A,A) (Lemma 3.4.3.(1)) = 2(φ′A,A×A) = −2(A, φ(A×A))
= −2(φ, (A×A) ∨A)6.
Hence (φ, (A × A) ∨ A)6 = 0 for all φ ∈ e6C , so that (A × A) ∨ A = 0, that is,
A ∨ (A×A) = 0 (Lemma 3.4.3.(2)). If we put λA+ µB + νC in the place of A, then
the result follows from the coefficient of λµν.
(2) Assume that A ∨B = 0, that is B ∨A = 0 (Lemma 3.4.3.(2)) for all B ∈ JC .
Then for any φ ∈ e6C , 0 = (φ,B ∨A)6 = (φB,A) (Lemma 3.5.1.(2)). Since e6CJC =
JC (Proposition 3.3.2.(3)), we have (JC , A) = 0, so that A = 0.
3.6. Roots of e6
C
Let
Mr = {X ∈M(3,C) | all diagonal elements of X are real},
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and let (Mr)C be its complexification. In (Mr)C , we define a multiplication X ◦ Y
by
X ◦ Y = 1
2
(XY + Y ∗X∗),
where X∗ = tX. For δ = (δ1, δ2, δ3) ∈ d4C satisfying the principle of triality (δ1x)y+
x(δ2y) = δ3(xy), x, y ∈ CC , we define a C-linear mapping δ : (Mr)C → (Mr)C by
δ
 ξ1 x12 x13x21 ξ2 x23
x31 x32 ξ3
 =
 0 δ3x12 δ2x13δ3x21 0 δ1x23
δ2x31 δ1x32 0
 .
Observe that this mapping δ is an extension of δ : JC → JC .
Lemma 3.6.1. For δ ∈ d4C, we have
δ(X ◦ Y ) = δX ◦ Y +X ◦ δY, X, Y ∈ (Mr)C .
Proof. We use the following notations:
σ23 = δ1, σ31 = δ2, σ12 = δ3,
σ32 = κδ1, σ13 = κδ2, σ21 = κδ3.
The (i, i)-element of δX ◦ Y + Y ◦ δY (note that this is contained in C) is equal to
R(
∑3
k=1((σikxik)yki + yki(σikxik)) +
∑3
k=1(xik(σkiyki) + (σkiyki)xik))
= 2R(
∑
k((σikxik)yki + xik(σkiyki)))
= 2
∑
k((σikxik, yki) + (xik, σkiyki))
= 2
∑
k((xik ,−σikyki) + (xik, σikyki)) = 0.
The (i, j)-element of δX ◦ Y + Y ◦ δY (i 6= j) is equal to∑3
k=1((σikxik)ykj + yki(σjkxjk)) +
∑3
k=1(xik(σkjykj) + (σkiyki)xjk)
=
∑
k((σikxik)ykj + yik(σkjxkj)) +
∑
k ((σjkxjk)yki + xjk(σkiyki))
(If i, j, k are all distinct, from the principle of triality, we obtain
(σikxik)ykj + xik(σkjykj) = σij(xikykj).
Even if i = k 6= j or i 6= k = j, considering the fact that σll = 0, we see that the
formula above is also valid, since xll ∈ C)
=
∑
k σij(xikykj) +
∑
k σji(xjkyki)
=
∑
k σij(xikykj) +
∑
k σij(xjkyki) = (i, j)-element of δ(X ◦ Y ).
For T ∈M(3,CC), we define a C-linear mapping T˜ : JC → JC by
T˜X =
1
2
(TX +XT ∗), where T ∗ = tT .
76
Proposition 3.6.2. For T ∈M(3,CC), tr(T ) = 0, we have T˜ ∈ e6C .
Proof. We decompose T = T1 + T2, T1 =
T + T ∗
2
, T2 =
T − T ∗
2
. Then T˜1 ∈ e6C
(Lemma 2.4.1.(1)) and T˜2 ∈ f4C (Proposition 2.3.6) ⊂ e6C . Therefore T˜ = T˜1 + T˜2 ∈
e6
C .
Lemma 3.6.3. (1) For δ ∈ d4C and R ∈ (Mr)C , tr(R) = 0, we have
[δ, R˜] = δ˜R.
(2) For H ∈M(3, C), tr(H) = 0 and T ∈M(3,CC), tr(T ) = 0, we have
[H˜, T˜ ] =
1
2
[H,T ]∼.
Proof. (1) (δ˜R)X = δR ◦ X = δ(R ◦ X) − R ◦ δX (Lemma 3.6.1) = δ(R˜X) −
R˜(δX) = [δ, R˜]X , X ∈ JC . Hence, δ˜R = [δ, R˜].
(2) [H˜, T˜ ]X = H˜T˜X − T˜ H˜X
=
1
2
(H˜(TX +XT ∗)− T˜ (HX +XH∗))
=
1
4
(HTX +XT ∗H∗ +HXT ∗ + TXH∗ − THX −XH∗T ∗ − TXH∗ −HXT ∗)
(since H ∈M(3, C), products of matrices above are associative)
=
1
4
([H,T ]X +X [H,T ]∗) =
1
2
[H,T ]∼X, X ∈ JC .
Theorem 3.6.4. The rank of the Lie algebra e6
C is 6. The roots of e6
C relative
to some Cartan subalgebra are given by
±(λk − λl), ±(λk + λl), 0 ≤ k < l ≤ 3,
±λk ± 1
2
(µ2 − µ3), 0 ≤ k ≤ 3,
±1
2
(−λ0 − λ1 + λ2 − λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 + λ1 + λ2 − λ3)± 1
2
(µ3 − µ1),
±1
2
(−λ0 + λ1 + λ2 + λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 − λ1 + λ2 + λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 − λ1 + λ2 − λ3)± 1
2
(µ1 − µ2),
±1
2
(−λ0 + λ1 + λ2 − λ3)± 1
2
(µ1 − µ2),
±1
2
( λ0 + λ1 + λ2 + λ3)± 1
2
(µ1 − µ2),
±1
2
(−λ0 − λ1 + λ2 + λ3)± 1
2
(µ1 − µ2),
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with µ1 + µ2 + µ3 = 0.
Proof. We use the decomposition of Theorem 3.3.1.(2):
e6
C = f4
C ⊕ J˜ C0 .
Let
h =
{
h = hδ + H˜ ∈ e6C
∣∣∣∣∣∣∣∣∣∣
hδ =
3∑
k=0
λkHk = −
3∑
k=0
λkiGk4+k, λk ∈ C
H =
3∑
j=1
µjEj , µj ∈ C, µ1 + µ2 + µ3 = 0
}
,
then h is an abelian subalgebra of e6
C (it will be a Cartan subalgebra of e6
C). That
h is abelian is clear from
[hδ, hδ′ ] = 0,
[hδ, H˜
′] = h˜δH ′ (Lemma 3.6.3.(1)) = 0˜ = 0,
[H˜, H˜ ′] =
1
2
[H,H ′]∼ (Lemma 3.6.3.(2)) = 0.
I The roots ±λk ± λl of d4C(⊂ f4C ⊂ e6C) are also roots of e6C . Indeed, let α
be a root of d4
C and S ∈ δ4C ⊂ e6C be an associated root vector. Then
[h, S] = [hδ + H˜, S] = [hδ, S]− [S, H˜ ]
= α(hδ)S − S˜H (Lemma 3.6.3.(1))
= α(hδ)S = (±λk ± λl)S.
Hence ±λk ± λl are roots of e6C .
II We denote aEkl ∈ M(3,CC) by Fkl(a): Fkl(a) = aEkl, a ∈ CC , k 6= l. For
example, F23(a) =
 0 0 00 0 a
0 0 0
. Then, we have
[h, F˜23(a)] = [hδ, F˜23(a)] + [H˜, F˜23(a)]
= (hδF23(a))
∼ +
1
2
[H,F23(a)]
∼ (Lemma 3.6.3)
= F˜23(hδa) +
1
2
[H,F23(a)]
∼
=
(
λk +
1
2
(µ2 − µ3)
)
F˜23(a),
where a = ek + ie4+k (since hδa = hδ(ek + ie4+k) = λk(ek + ie4+k) = λka, and
[H,F23(a)] = HF23(a) − F23(a)H = (µ2 − µ3)F23(a)). Hence λk + 1
2
(µ2 − µ3) is a
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root of e6
C and F˜23(ek + ie4+k) is its root vector. Similarly −λk + 1
2
(µ2 − µ3) is a
root of e6
C and F˜23(ek − ie4+k) is its root vector. Again, from
[h, F˜32(a)] =
(
− λk + 1
2
(µ3 − µ2)
)
F˜32(a), a = ek + ie4+k,
we see that −λk + 1
2
(µ3 − µ2) is a root of e6C . Similarly λk + 1
2
(µ3 − µ2) is a root of
e6
C and F˜32(ek − ie4+k) is its root vector. Next, using the relation
[h, F˜31(a)] = (hδF31(a))
∼ +
1
2
[H˜, F˜31(a)] = F˜31((νhδ)a) +
1
2
(µ3 − µ1)F˜31(a),
[h, F˜12(a)] = (hδF12(a))
∼ +
1
2
[H˜, F˜12(a)] = F˜12((κπhδ)a) +
1
2
(µ1 − µ2)F˜12(a),
where
νhδ =
1
2
(−λ0 − λ1 + λ2 − λ3)H0 + 1
2
(λ0 + λ1 + λ2 − λ3)H1
+
1
2
(−λ0 + λ1 + λ2 + λ3)H2 + 1
2
(λ0 − λ1 + λ2 + λ3)H3,
κπhδ =
1
2
(−λ0 + λ1 − λ2 + λ3)H0 + 1
2
(−λ0 + λ1 + λ2 − λ3)H1
+
1
2
(λ0 + λ1 + λ2 + λ3)H2 +
1
2
(−λ0 − λ1 + λ2 + λ3)H3
etc., we can obtain the remainders of roots.
Theorem 3.6.5. In the root system of Theorem 3.6.4,
α1 = λ0 − λ1, α2 = λ1 − λ2, α3 = λ2 − λ3,
α4 = λ3 +
1
2
(µ2 − µ3),
α5 =
1
2
(−λ0 − λ1 − λ2 + λ3) + 1
2
(µ3 − µ1),
α6 =
1
2
(λ0 + λ1 + λ2 + λ3) +
1
2
(µ1 − µ2)
is a fundamental root system of the Lie algebra e6
C and
µ = α1 + 2α2 + 3α3 + 2α4 + 2α5 + α6
is the highest root. The Dynkin diagram and the extended Dynkin diagram of e6
C are
respectively given by
α1 α2 α3
α4
α5 α6 α1
1
α2
2
α3
3
α42
−µ
α5
2
α6
1
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Proof. In the following, the notation n1n2 · · ·n6 denotes the root n1α1 + n2α2 +
· · ·+ n6α6. Now, all positive roots of e6C are represented by
λ0 − λ1 = 1 0 0 0 0 0
λ0 − λ2 = 1 1 0 0 0 0
λ0 − λ3 = 1 1 1 0 0 0
λ1 − λ2 = 0 1 0 0 0 0
λ1 − λ3 = 0 1 1 0 0 0
λ2 − λ3 = 0 0 1 0 0 0
λ0 + λ1 = 1 2 2 1 1 1
λ0 + λ2 = 1 1 2 1 1 1
λ0 + λ3 = 1 1 1 1 1 1
λ1 + λ2 = 0 1 2 1 1 1
λ1 + λ3 = 0 1 1 1 1 1
λ2 + λ3 = 0 0 1 1 1 1
λ0 +
1
2
(µ2 − µ3) = 1 1 1 1 0 0
λ1 +
1
2
(µ2 − µ3) = 0 1 1 1 0 0
λ2 +
1
2
(µ2 − µ3) = 0 0 1 1 0 0
λ3 +
1
2
(µ2 − µ3) = 0 0 0 1 0 0
λ0 − 1
2
(µ2 − µ3) = 1 1 1 0 1 1
λ1 − 1
2
(µ2 − µ3) = 0 1 1 0 1 1
λ2 − 1
2
(µ2 − µ3) = 0 0 1 0 1 1
λ3 − 1
2
(µ2 − µ3) = 0 0 0 0 1 1
1
2
(−λ0 − λ1 + λ2 − λ3) + 1
2
(µ3 − µ1) = 0 0 1 0 1 0
1
2
( λ0 + λ1 + λ2 − λ3) + 1
2
(µ3 − µ1) = 1 2 3 1 2 1
1
2
(−λ0 + λ1 + λ2 + λ3) + 1
2
(µ3 − µ1) = 0 1 2 1 2 1
1
2
( λ0 − λ1 + λ2 + λ3) + 1
2
(µ3 − µ1) = 1 1 2 1 2 1
1
2
( λ0 + λ1 − λ2 + λ3) + 1
2
(µ3 − µ1) = 1 2 2 1 2 1
1
2
(−λ0 − λ1 − λ2 + λ3) + 1
2
(µ3 − µ1) = 0 0 0 0 1 0
1
2
( λ0 − λ1 − λ2 − λ3) + 1
2
(µ3 − µ1) = 1 1 1 0 1 0
1
2
(−λ0 + λ1 − λ2 − λ3) + 1
2
(µ3 − µ1) = 0 1 1 0 1 0
1
2
( λ0 − λ1 + λ2 − λ3)− 1
2
(µ1 − µ2) = 1 1 2 1 1 0
1
2
( λ0 − λ1 − λ2 + λ3)− 1
2
(µ1 − µ2) = 1 1 1 1 1 0
1
2
( λ0 + λ1 + λ2 + λ3) +
1
2
(µ1 − µ2) = 0 0 0 0 0 1
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12
( λ0 + λ1 − λ2 − λ3)− 1
2
(µ1 − µ2) = 1 2 2 1 1 0
1
2
(−λ0 + λ1 − λ2 + λ3)− 1
2
(µ1 − µ2) = 0 1 1 1 1 0
1
2
(−λ0 + λ1 + λ2 − λ3)− 1
2
(µ1 − µ2) = 0 1 2 1 1 0
1
2
( λ0 + λ1 + λ2 + λ3)− 1
2
(µ1 − µ2) = 1 2 3 2 2 1
1
2
(−λ0 − λ1 + λ2 + λ3)− 1
2
(µ1 − µ2) = 0 0 1 1 1 0.
Hence Π = {α1, α2, · · · , α6} is a fundamental root system of e6C . The real part hR
of h is
hR =
{ 3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
|λk, µj ∈ R, µ1 + µ2 + µ3 = 0
}
.
The Killing form B6 of e6
C on hR is given by
B6(h, h
′) = 12
(
2
3∑
k=0
λkλk
′ +
3∑
j=1
µjµj
′
)
for h =
3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
, h′ =
3∑
k=0
λk
′Hk +
( 3∑
j=1
µj
′Ej
)∼
∈ hR. Indeed,
from Theorem 3.5.3, we have
B6(h, h
′) =
4
3
B4
( 3∑
k=0
λkHk,
3∑
k=0
λk
′Hk
)
+ 12
( 3∑
j=1
µkEk,
3∑
j=1
µj
′Ej
)
=
4
3
18
3∑
k=0
λkλk
′ + 12
3∑
j=1
µjµj
′ (Theorem 2.6.2)
= 12
(
2
3∑
k=0
λkλk
′ +
3∑
j=1
µjµj
′
)
.
Now, the canonical elements Hαi ∈ hR corresponding to αi (B6(Hα, H) = α(H), H ∈
hR) are determined as follows.
Hα1 =
1
24
(H0 −H1), Hα2 =
1
24
(H1 −H2), Hα3 =
1
24
(H2 −H3),
Hα4 =
1
24
(H3 + (E2 − E3)∼),
Hα5 =
1
48
((−H0 −H1 −H2 +H3) + 2(E3 − E1)∼),
Hα6 =
1
48
((H0 +H1 +H2 +H3) + 2(E1 − E2)∼).
Therefore, we have
(α1, α1) = B6(Hα1 , Hα1) = 24
1
24
1
24
2 =
1
12
,
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and the other inner products are similarly calculated. Hence, the inner product
induced by the Killing form B6 between α1, α2, · · · , α6 and −µ are given by
(αi, αi) =
1
12
, i = 1, 2, 3, 4, 5, 6,
(α1, α2) = (α2, α3) = (α3, α4) = (α3, α5) = (α5, α6) = − 1
24
,
(αi, αj) = 0, otherwise,
(−µ,−µ) = 1
12
, (−µ, α4) = − 1
24
, (−µ, αi) = 0, i = 1, 2, 3, 5, 6,
using them, we can draw the Dynkin diagram and the extended Dynkin diagram of
e6
C .
According to Borel-Siebenthal theory, the Lie algebra e6 has three subalgebras as
maximal subalgebras with the maximal rank 6.
(1) The first one is a subalgebra of type T ⊕ D5 which is obtained as the fixed
points of an involution σ of e6.
(2) The second one is a subalgebra of type C1⊕A5 which is obtained as the fixed
points of an involution γ of e6.
(3) The third one is a subalgebra of type A2 ⊕ A2 ⊕ A2 which is obtained as the
fixed points of an automorphism w of order 3 of e6.
The Lie algebra e6 has furthermore two outer involutions τ , τγ. The subalgebra
obtained as the fixed points of τ is type F4 and the subalgebra obtained as the fixed
points of τγ is type C4.
These subalgebras will be realized as subgroups of the group E6 in Theorems
3.10.7, 3.11.4, 3.13.5, 3.7.1 and 3.12.2, respectively.
3.7. Involution τ and subgroup F4 of E6
We shall study the following subgroup (E6)
τ of E6:
(E6)
τ = {α ∈ E6 | τα = ατ}
= {α ∈ E6 |λ(α) = α} = (E6)λ.
If α ∈ E6 satisfies τα = ατ , then (αX,αY ) = 〈ταX,αY 〉 = 〈ατX,αY 〉 = 〈τX, Y 〉 =
(X,Y ) and vice versa. Further, for α ∈ E6, the conditions (αX,αY ) = (X,Y ) and
αE = E are equivalent (Lemma 2.2.4). Hence (E6)
τ can be also defined by
(E6)
τ = {α ∈ E6 | (αX,αY ) = (X,Y ), X, Y ∈ JC}
= {α ∈ E6 |αE = E} = (E6)E .
Theorem 3.7.1. (E6)
τ = (E6)E ∼= F4.
(From now on, we identify these groups).
82
Proof. We shall show (E6)
τ ∼= F4. Let α ∈ (E6)τ . Then, for X ∈ J we have
ταX = ατX = αX , so that αX ∈ J. Hence α induces an R-linear transformation of
J. Therefore, the restriction α|J of α to J belongs to the group
F4 = {α ∈ IsoR(J) | det(αX) = detX, (αX,αY ) = (X,Y )}
= {α ∈ IsoR(J) |α(X × Y ) = αX × αY }.
Conversely, for α ∈ F4, its complexification αC : JC → JC , αC(X1 + iX2) = αX1 +
iαX2 belongs to (E6)
τ . Therefore the correspondence F4 ∋ α→ αC ∈ (E6)τ gives an
isomorphism between F4 and (E6)
τ .
3.8. Connectedness of E6
We denote by (E6)0 the connected component of E6 containing the identity 1.
Lemma 3.8.1. (1) For t ∈ R, if we define a mapping α12(t) : JC → JC by
α12(t)
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 eitξ1 x3 eit/2x2x3 e−itξ2 e−it/2x1
eit/2x2 e
−it/2x1 ξ3
 ,
then α12(t) ∈ (E6)0. Similarly we can define α13(t), α23(t) ∈ (E6)0.
(2) For a ∈ C, if we define a mapping α1(a) : JC → JC by α1(a)X(ξ, x) = Y (η, y),
where 
η1 = ξ1
η2 =
ξ2 − ξ3
2
+
ξ2 + ξ3
2
cos |a|+ i (a, x1)|a| sin |a|
η3 = −ξ2 − ξ3
2
+
ξ2 + ξ3
2
cos |a|+ i (a, x1)|a| sin |a|,
y1 = x1 + i
(ξ2 + ξ3)a
2|a| sin |a| −
2(a, x1)a
|a|2 sin
2 |a|
2
y2 = x2 cos
|a|
2
+ i
x3a
|a| sin
|a|
2
y3 = x3 cos
|a|
2
+ i
ax2
|a| sin
|a|
2(
if a = 0, then
sin |a|
|a| means 1
)
, then α1(a) ∈ (E6)0.
Proof. (1) For E1 − E2 ∈ J0, we have i(E1 − E2)∼ ∈ e6 (Theorem 3.2.4.(2)) and
α12(t) = exp it(E1 − E2)∼. Hence α12(t) ∈ (E6)0.
(2) For F1(a) ∈ J0, we have iF˜1(a) ∈ e6 (Theorem 3.2.4.(2)) and α1(a) =
exp iF˜1(a). Hence α1(a) ∈ (E6)0.
Proposition 3.8.2. Any element X ∈ JC can be transformed to a diagonal form
by some element α ∈ (E6)0:
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αX =
 ξ1 0 00 ξ2 0
0 0 ξ3
 , ξi ∈ C.
Moreover, we can choose α ∈ (E6)0 so that two of ξ1, ξ2, ξ3 are non-negative real
numbers.
Proof. (Hereafter, we use the notation |ξ| instead of
√
ξ(τξ) for ξ ∈ RC = C).
For a given X ∈ JC , consider a space X = {αX |α ∈ (E6)0}. Since (E6)0 is compact
(Theorem 3.1.1), X is also compact. Let |ξ1|2 + |ξ2|2 + |ξ3|2 be the maximal value of
all |η1|2 + |η2|2 + |η3|2 for Y = Y (η, y) ∈ X and let X0 = X(ξ, x) be an element of
X which attains its maximal value. Then X0 is of diagonal form. Certainly, suppose
that X0 is not of diagonal form, for example, the 2× 3 entry x1 of X0 is non-zero:
0 6= x1 = p+ iq, p, q ∈ C.
It is sufficient to prove in the case that ξ2, ξ3 are real numbers (otherwise we can
apply some α12(t1) and α13(t2) of Lemma 3.8.1.(1)).
(1) Case q 6= 0. Let a(t) = q|q| t, t > 0 and construct α1(a(t)) ∈ (E6)0 of
Lemma 3.8.1.(2). Since |a(t)| = t and i (a(t), x1)|a(t)| = iν − |q|, where ν =
( q
|q| , p
)
,
for Y (η(t), y(t)) = α1(a(t))X0 ∈ X, we have
|η1(t)|2 + |η2(t)|2 + |η3(t)|2
= |ξ1|2 +
∣∣∣ξ2 − ξ3
2
+
ξ2 + ξ3
2
cos t− |q| sin t+ iν sin t
∣∣∣2
+
∣∣∣− ξ2 − ξ3
2
+
ξ2 + ξ3
2
cos t− |q| sin t+ iν sin t
∣∣∣2
= |ξ1|2 + 2
(ξ2 − ξ3
2
)2
+ 2
(ξ2 + ξ3
2
cos t− |q| sin t
)2
+ 2ν2 sin2 t
= |ξ1|2 + 2
(ξ2 − ξ3
2
)2
+ 2
((ξ2 + ξ3
2
)2
+ |q|2
)
sin2(t+ t0) + 2ν
2 sin2 t
≤ |ξ1|2 + |ξ2|2 + |ξ3|2 + 2|q|2 + 2ν2 cos2 t0 (for some t0 ∈ R)
which is the maximal value and attains at some t > 0. This contradicts the maximum
of |ξ1|2 + |ξ2|2 + |ξ3|2. Hence q = 0.
(2) Case p 6= 0. Let a(t) = p|p|t, t > 0 and construct β1(a(t)) ∈ F4 ⊂ (E6)0 of
Lemma 2.8.1. For Y (η(t), y(t)) = β1(a(t))X0 ∈ X, the maximal value of |η1(t)|2 +
|η2(t)|2 + |η3(t)|2 is |ξ1|2 + |ξ2|2 + |ξ3|2 + 2|p|2 (the calculation is the same as Propo-
sition 2.8.2) which contradicts the maximum of |ξ1|2 + |ξ2|2 + |ξ3|2. Hence p = 0.
Consequently, we have x1 = 0. x2 = x3 = 0 can be similarly proved constructing
α2(a), α3(a) ∈ (E6)0 analogous to α1(a) of Lemma 3.8.1.(2). Hence X0 is of diagonal
form.
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The space EIV , called the symmetric space of type EIV , is defined by
EIV = {X ∈ JC | detX = 1, 〈X,X〉 = 3}.
Theorem 3.8.3. E6/F4 ≃ EIV.
In particular, E6 is connected.
Proof. For α ∈ E6 and X ∈ EIV , we have αX ∈ EIV . Hence E6 acts on EIV .
We shall prove that the group (E6)0 acts transitively on EIV . To prove this, it is
sufficient to show that any element X ∈ EIV can be transformed to E ∈ EIV by
some α ∈ (E6)0. Now, X ∈ EIV ⊂ JC can be transformed to a diagonal form by
α ∈ (E6)0:
αX =
 ξ1 0 00 ξ2 0
0 0 ξ3
 , ξ1 ∈ C, ξ2 ≥ 0, ξ3 ≥ 0
(Proposition 3.8.2). From the condition X ∈ EIV , we have
ξ1ξ2ξ3 = det (αX) = detX = 1, (hence ξi > 0, i = 1, 2, 3),
ξ1
2 + ξ2
2 + ξ3
2 = 〈αX,αY 〉 = 〈X,Y 〉 = 3.
This implies that ξ1 = ξ2 = ξ3 = 1. Certainly, from 0 ≤ (ξ2−ξ3)2 = ξ22+ξ32−2ξ2ξ3 =
3 − ξ12 − 2
ξ1
= −ξ1
3 − 3ξ1 + 2
ξ1
= − (ξ1 − 1)
2(ξ1 + 2)
ξ1
≤ 0, we have ξ1 = 1. Similarly
ξ2 = ξ3 = 1 are obtained. Hence αX = E, which shows the transitivity of (E6)0.
Since we have EIV = (E6)0E, EIV is connected. Now, the group E6 acts transitively
on EIV and the isotropy subgroup of E6 at E ∈ EIV is F4 (Theorem 3.7.1). Thus
we have the homeomorphism E6/F4 ≃ EIV . Finally, the connectedness of E6 follows
from the connectedness of EIV and F4.
3.9. Center z(E6) of E6
Theorem 3.9.1. The center z(E6) of the group E6 is isomorphic to the cyclic
group of order 3:
z(E6) = {1, ω1, ω21}, ω = −1
2
+
√
3
2
i ∈ C.
Proof. Let α ∈ z(E6). From the commutativity with β ∈ F4 ⊂ E6, we have
βαE = αβE = αE. Let denote αE = Y = Y (η, y) ∈ JC , then we have
βY = Y, for all β ∈ F4.
We choose β ∈ F4 such that
βX = TXT−1, X ∈ JC ,
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where T =
 1 0 00 −1 0
0 0 −1
,
−1 0 00 1 0
0 0 −1
 and
 0 0 11 0 0
0 1 0
 ∈ SO(3). Then we
have y1 = y2 = y3 = 0 and η1 = η2 = η3 (= ω), that is,
αE = Y = ωE, ω ∈ C,
and ω3 = det(αE) = detE = 1. Since it is easy to verify that ω1 ∈ z(E6), we
have ω−1α ∈ z(E6) and ω−1αE = E, and so ω−1α ∈ z(F4) (Theorem 3.7.1). Since
z(F4) = {1} (Theorem 2.10.1), we have ω−1α = 1, that is, α = ω1. This completes
the proof.
According to the general theory of compact Lie groups, it is known that the center
of the simply connected compact simple Lie group of type E6 is the cyclic group of
order 3. Hence the group E6 has to be simply connected. Thus we have the following
theorem.
Theorem 3.9.2. E6 = {α ∈ IsoC(JC) | det (αX) = detX, 〈αX,αY 〉 = 〈X,Y 〉} is
a simply connected compact Lie group of type E6.
3.10. Involution σ and subgroup (U(1)× Spin(10))/Z4 of E6
Let the C-linear mapping σ : JC → JC be the complexification of σ ∈ F4 of
Section 2.9. Then σ ∈ E6 and σ2 = 1.
We shall study the following subgroup (E6)
σ of E6:
(E6)
σ = {α ∈ E6 |σα = ασ}.
To this end, we consider the C-subspaces (JC)σ and (J
C)−σ of J
C , which are the
eigenspaces of σ:
(JC)σ = {X ∈ JC |σX = X}
= {X ∈ JC | 4E1 × (E1 ×X) = X} ⊕ E1C ,
(JC)−σ = {X ∈ JC |σX = −X}
= {X ∈ JC |E1 ×X = 0, 〈E1, X〉 = 0},
where E1
C = {ξE1 | ξ ∈ C}. Then JC = (JC)σ⊕(JC)−σ (which is the complexification
of J = Jσ ⊕ J−σ in Section 2.9), and (JC)σ, (JC)−σ are invariant under the action of
(E6)
σ.
Lemma 3.10.1. For α ∈ (E6)σ, there exists ξ ∈ C such that
αE1 = ξE1, (τξ)ξ = 1.
Proof. By the analogous proof to that of Theorem 2.9.1, we see that
αE2, αE3 ∈ J(2,CC).
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Indeed, we have
αE2 = α(−F2(1)× F2(1)) = −τατF2(1)× τατF2(1)
= −(F2(x2) + F3(x3))× (F2(x2) + F3(x3)) (for some x2, x3 ∈ CC)
= (x2, x2)E2 + (x3, x3)E3 − F1(x2x3) ∈ J(2,CC).
Next, we shall show
αE1 6∈ J(2,CC).
Suppose that αE1 ∈ J(2,CC). Then αE = αE1 + αE2 + αE3 ∈ J(2,CC), so we can
put αE = ξ2E2 + ξ3E3 + F1(x1), ξ2, ξ3 ∈ C, x1 ∈ CC . Hence
ξ2E2 + ξ3E3 + F1(x1) = αE = α(E × E) = τατE × τατE
= τ(ξ2E2 + ξ3E3 + F1(x1))× τ(ξ2E2 + ξ3E3 + F1(x1))
= (τξ2τξ3 − (τx1, τx1))E1.
This implies that ξ2 = ξ3 = x1 = 0. Hence αE = 0, which is a contradiction.
Therefore αE1 is of the form
αE1 = ξE1 + ξ2E2 + ξ3E3 + F1(x1), ξ 6= 0.
From αE1 × αE1 = τατ(E1 × E1) = 0, we have
0 = (ξE1 + ξ2E2 + ξ3E3 + F1(x1))× (ξE1 + ξ2E2 + ξ3E3 + F1(x1))
= (ξ2ξ3 − (x1, x1))E1 + ξξ3E2 + ξξ2E3 − ξF1(x1).
This implies that ξ2 = ξ3 = x1 = 0 and so
αE1 = ξE1, ξ 6= 0.
Finally, from
1 = 〈E1, E1〉 = 〈αE1, αE1〉 = 〈ξE1, ξE1〉 = (τξ)ξ〈E1, E1〉 = (τξ)ξ,
we have (τξ)ξ = 1.
In order to investigate the group (E6)
σ, we consider the following subgroup (E6)E1
of E6 :
(E6)E1 = {α ∈ E6 |αE1 = E1}.
Lemma 3.10.2. (E6)E1 is a subgroup of (E6)
σ: (E6)E1 ⊂ (E6)σ.
Proof. Since (JC)σ = {X ∈ JC | 4E1 × (E1 × X) = X} ⊕ E1C and (JC)−σ =
{X ∈ JC |E1 ×X = 0, 〈E1, X〉 = 0}, these spaces are seen to be invariant under the
action of (E6)E1 . Hence for α ∈ (E6)E1 , we have σα = ασ (the proof is the same as
that of Theorem 2.9.1). Thus we have α ∈ (E6)σ.
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We define a 10 dimensional R-vector space V 10 by
V 10 = {X ∈ JC | 2E1 ×X = −τX} =
{ 0 0 00 ξ x
0 x −τξ
 ∣∣∣ ξ ∈ C, x ∈ C}.
Proposition 3.10.3. (E6)E1/Spin(9) ≃ S9.
In particular, the group (E6)E1 is connected.
Proof. S9 = {X ∈ V 10 | 〈X,X〉 = 2} is a 9 dimensional sphere. For α ∈ (E6)E1
and X ∈ S9, we have αX ∈ S9. Indeed,
2E1 × αX = 2αE1 × αX = 2τατ(E1 ×X) = τατ(−τX) = −τ(αX),
〈αX,αX〉 = 〈X,X〉 = 2.
Hence the group (E6)E1 acts on S
9. We shall prove that the action is transitive. To
prove this, it is sufficient to show that any element X ∈ S9 can be transformed to
i(E2+E3) ∈ S9 by some α ∈ (E6)E1 . Now, for a given X ∈ S9, we can choose α23(t0)
of Lemma 3.8.1.(1) such that
α23(t0)X ∈ S8 = {X ∈ V 9 | 〈X,X〉 = 2}
where V 9 = {X ∈ V 10 | τX = X}. (Note that α23(t0) ∈ (E6)E1 because α23(t0)E1 =
E1). Since the group Spin(9) = (F4)E1 ⊂ (E6)E1 acts transitively on S8 (Proposition
2.7.3), there exists β ∈ Spin(9) such that
βα23(t0)X = E2 − E3 ∈ S8.
By applying α23(π/2) ∈ (E6)E1 of Lemma 3.8.1.(1), we get
α23(π/2)βα23(t0)X = i(E2 + E3).
This shows the transitivity. The isotropy subgroup of (E6)E1 at i(E2 + E3) ∈ S9 is
Spin(9). Indeed, if α ∈ (E6)E1 satisfies α(i(E2+E3)) = i(E2+E3), then αE = αE1+
α(E2 +E3) = E1 + (E2 + E3) = E, so that α ∈ F4 and hence α ∈ (F4)E1 = Spin(9).
Conversely α ∈ Spin(9) satisfies α(i(E2 + E3)) = i(E2 + E3). Thus we have the
homeomorphism (E6)E1/Spin(9) ≃ S9.
Theorem 3.10.4. (E6)E1
∼= Spin(10).
(From now on, we identify these groups).
Proof. Analogously to Theorem 2.7.4, we can define a homomorphism
p : (E6)E1 → SO(10) = SO(V 10)
by p(α) = α|V 10. The restriction p′ of p : (E6)E1 → SO(10) to (F4)E1 coincides
with the homomorphism p′ : Spin(9) → SO(9) of Theorem 2.7.4. In particular,
p′ : Spin(9)→ SO(9) is onto. Hence, from the following commutative diagram
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1 −→ Spin(9) −→ (E6)E1 −→ S9 −→ ∗
↓ p′ ↓ p ↓=
1 −→ SO(9) −→ SO(10) −→ S9 −→ ∗
we see that p : (E6)E1 → SO(10) is onto by the five lemma. We also have Ker p =
{1, σ}. Indeed, α ∈ Ker p leaves E2 −E3 and i(E2 +E3) invariant, so that αEi = Ei
for i = 1, 2, 3. Hence we have α ∈ Spin(8) and so α ∈ Ker p′. Therefore α = 1 or σ
by Theorem 2.7.4. Hence we have the isomorphism
(E6)E1/{1, σ} ∼= SO(10).
Therefore the group (E6)E1 is isomorphic to the group Spin(10) as the universal
covering group of SO(10).
For θ ∈ C, θ 6= 0, we define a C-linear mapping φ(θ) : JC → JC by
φ(θ)
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 θ4ξ1 θx3 θx2θx3 θ−2ξ2 θ−2x1
θx2 θ
−2x1 θ
−2ξ3
 .
Theorem 3.10.5. The group E6 contains a subgroup
U(1) = {α12(t)α13(t) = exp it(2E1 − E2 − E3)∼ | t ∈ R}
= {φ(θ) | θ ∈ C, (τθ)θ = 1}
(where α12(t), α13(t) are mappings defined in Lemma 3.8.1) which is isomorphic to
the usual unitary group U(1) = {θ ∈ C | (τθ)θ = 1}.
Note that U(1) is a subgroup of (E6)
σ. From now on, we identify these two groups
U(1).
Lemma 3.10.6. Two subgroups U(1) and Spin(10) of (E6)
σ are elementwise
commutative.
Proof. We consider the decomposition JC = E1
C ⊕ J(2,C)C ⊕ (JC)−σ, where
E1
C = {ξE1 | ξ ∈ C}, J(2,C)C = {X ∈ JC | 4E1 × (E1 ×X) = X},
(JC)−σ = {X ∈ JC |E1 ×X = 0, 〈E1, X〉 = 0}.
The restrictions of φ(θ) ∈ U(1) to these spaces are all constant mappings:
φ(θ)|E1C = θ41, φ(θ)|J(2,C)C = θ−21, φ(θ)|(JC)−σ = θ1.
On the other hand, β ∈ Spin(10) also induces C-linear transformations of these
spaces. From this, the commutativity of φ(θ) and β: φ(θ)β = βφ(θ) follows.
Theorem 3.10.7. (E6)
σ ∼= (U(1)×Spin(10))/Z4, Z4 = {(1, φ(1)), (−1, φ(−1)),
(i, φ(−i)), (−i, φ(i))}.
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Proof. We define a mapping ϕ : U(1)× Spin(10)→ (E6)σ by
ϕ(θ, β) = φ(θ)β.
Since φ(θ) ∈ U(1) and β ∈ Spin(10) are commutative (Lemma 3.10.6), we see that ϕ
is a homomorphism. We shall show that ϕ is onto. For α ∈ (E6)σ, there exists θ ∈ C,
(τθ)θ = 1 satisfying
αE1 = θ
4E1 = φ(θ)E1
(Lemma 3.10.1). Let β = φ(θ)−1α, then βE1 = E1, so β ∈ Spin(10) (Theorem
3.10.4). Hence, we have α = φ(θ)β = ϕ(θ, β) and therefore ϕ is onto. It is easily seen
that
Kerϕ = {(θ, φ(θ)−1) | θ ∈ C, θ4 = 1} = {(θ, φ(θ−1)) | θ = ±1,±i} = Z4.
Thus we have the isomorphism (U(1)× Spin(10))/Z4 ∼= (E6)σ.
3.11. Involution γ and subgroup (Sp(1)× SU(6))/Z2 of E6
Let the C-linear mapping γ : JC → JC be the complexification of γ ∈ G2 ⊂ F4.
Then γ ∈ E6 and γ2 = 1.
We shall study the following subgroup (E6)
γ of E6:
(E6)
γ = {α ∈ E6 | γα = αγ}.
As in Section 2.11, we use the decomposition
JC = J(3,H)C ⊕ (H3)C ,
which is the complexification of the decomposition J = J(3,H) ⊕H3. As usual we
denote J(3,H) and {X ∈ J(3,H) | tr(X) = 0} by JH and (JH)0, respectively.
We consider the embedding C = {x + ye1 |x, y ∈ R} ⊂ C and, for an element
a = x+ye1 ∈ C, we denote by a′ the element x+yi ∈ C. Now, we define an R-linear
mapping k : H →M(2, C) by
k(a+ be2) =
(
a′ b′
−τb′ τa′
)
, a, b ∈ C.
The mapping k is naturally extended to R-linear mappings
k :M(3,H)→M(6, C) and k : H3 →M(2, 6, C).
We adopt the following notations.
J =
J 0 00 J 0
0 0 J
 ∈M(6, C), J = ( 0 1−1 0
)
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and M∗ = tM , M ∈M(3,H). Then the following four properties hold.
(1) k(MN) = k(M)k(N),
(2) τ t(k(M)) = k(M∗),
(3) J(k(M)) = (τ(k(M)))J,
(4) k(aM) = k(a)k(M),
M,N ∈M(3,H),a ∈ H3.
The R-linear mappings k :M(3,H)→M(6, C) and k : H3 →M(2, 6, C) are ex-
tended to C-linear mappings k : M(3,H)C → M(6, C) and k : (H3)C → M(2, 6, C)
respectively by
k(M1 + iM2) = k(M1) + ik(M2), M1,M2 ∈M(3,H),
k(a1 + ia2) = k(a1) + ik(a2), a1,a2 ∈ H3.
It is not difficult to see that they satisfy the four properties (1) ∼ (4) above.
We define a C-vector space S(6, C) by
S(6, C) = {S ∈M(6, C) | tS = −S}
and a C-linear mapping kJ : J(3,H)
C → S(6, C) by
kJ (M) = k(M)J.
Then kJ is well-defined. Indeed, for M =M1 + iM2 ∈ J(3,H)C , we have
t(kJ (M)) =
t((k(M))J) = −J t(k(M)) = −J t(k(M1) + ik(M2))
= −(τ t(k(M1)) + iτ t(k(M2)))J = −(k(M1∗) + ik(M2∗))J
= −(k(M1) + ik(M2))J = −(k(M))J = −kJ (M).
Finally, we define Hermitian inner products 〈S, T 〉 in S(6, C) and 〈P,Q〉 inM(2, 6,
C) respectively by
〈S, T 〉 = tr((τ tS)T ), 〈P,Q〉 = tr((τ tP )Q).
Lemma 3.11.1. (1) k : M(3,H)C → M(6, C), k : (H3)C → M(2, 6, C) and
kJ : J(3,H)
C → S(6, C) are C-linear isomorphisms.
(2) 〈kJ (M), kJ (N)〉 = 2〈M,N〉, M,N ∈ J(3,H)C ,
〈k(a), k(b)〉 = 2〈a, b〉, a, b ∈ (H3)C .
(3) det(kJ (M)) = (detM)
2, M ∈ J(3,H)C .
Proof. (1) The mapping k is injective. Indeed, if
k
(
(a+ be2) + i(c+ de2)
)
= 0, a, b, c, d ∈ C,
then (
a′ b′
−τb′ τa′
)
+ i
(
c′ d′
−τd′ τc′
)
= 0.
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From which, we have a′ = b′ = c′ = d′ = 0 and so a = b = c = d = 0. Now, k is a
C-linear isomorphism, because dimC(M(3,H)
C) = 36 = dimC(M(6, C)). The other
mapping can be treated analogously.
(2) For mk = ak + bke2 and nk = ck + dke2, ak, bk, ck, dk ∈ C, k = 1, 2, we have,
after some calculations,
〈k(m1 + in1), k(m2 + in2)〉 = 2〈m1 + in1,m2 + in2〉.
(3) Note that det(kJ (M)) = det(k(M)) and detM ∈ C. Since we know that detS
of a skew-symmetric matrix S is expressed in terms of the square of a polynomial
with entries sij in S, we can easily see that
det

0 s12 s13 s14 s15 s16
−s12 0 s23 s24 s25 s26
−s13 −s23 0 s34 s35 s36
−s14 −s24 −s34 0 s45 s46
−s15 −s25 −s35 −s45 0 s56
−s16 −s26 −s36 −s46 −s56 0

= (s12s34s56 − s12s35s46 + s12s36s45 − s13s24s56 + s13s25s46 − s13s26s45
+s14s23s56 − s14s25s36 + s14s26s35 − s15s23s46 + s15s24s36 − s15s26s35
+s16s23s45 − s16s24s35 + s16s25s34)2.
Now, since kJ (M) is skew-symmetric, using the above result, we have
det(kJ(M)) = det

0 ξ1 −n3 m3 n2 τ(m2)
−ξ1 0 −τ(m3) −τ(n3) −m2 τ(n2)
n3 τ(m3) 0 ξ2 −n1 m1
−m3 τ(n3) −ξ2 0 −τ(m1) −τ(n1)
−n2 m2 n1 τ(m1) 0 ξ3
−τ(m2) −τ(n2) −m1 τ(n1) −ξ3 0

= (ξ1ξ2ξ3 − ξ1n1τ(n1)− ξ1m1τ(m1)− n3τ(n3)ξ3 − n3m2τ(n1)− n3τ(n2)τ(m1)
−m3τ(m3)ξ3 +m3m2m1 −m3τ(n2)n1 − n2τ(m3)τ(n1)− n2τ(n3)m1 − n2τ(n2)ξ2
+τ(m2)τ(m3)τ(m1)− τ(m2)τ(n3)n1 − τ(m2)m2ξ2)2.
On the other hand, we have
det
 ξ1 m3 + n3e2 τ(m2 + n2e2)τ(m3 + n3e2) ξ2 m1 + n1e2
m2 + n2e2 τ(m1 + n1e2) ξ3

= ξ1ξ2ξ3 + (m1 + n1e2)(m2 + n2e2)(m3 + n3e2)
+τ((m1 + n1e2)(m2 + n2e2)(m3 + n3e2))−
3∑
i=1
ξi(mi + nie2)τ(mi + nie2)
= the contents of in the parenthesis above.
We now consider a group E6,H defined by replacing C by H in the definition of
the group E6:
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E6,H = {α ∈ IsoC((JH)C) | det(αM) = detM, 〈αM,αN〉 = 〈M,N〉}.
Lemma 3.11.2. E6,H is a connected group of dimension 35.
Proof. As in the case E6, the group E6,H contains a subgroup
F4,H = {α ∈ E6,H |αE = E},
which is also defined by
F4,H = {α ∈ IsoR(JH) |α(M ◦N) = αM ◦ αN}
(see Lemma 2.2.4). Moreover, it is isomorphic to the group Sp(3)/Z2 (Proposition
2.11.1). The Lie algebra e6,H of the group E6,H is given by
e6,H = {φ ∈ HomC((JH)C) | (φM,M,M) = 0, 〈φM,N〉+ 〈M,φN〉 = 0}
= {δ + iT˜ | δ ∈ f4,H , T ∈ (JH)0},
(see Theorem 3.2.1), so that
e6,H = f4,H ⊕ i(J˜H)0.
Where f4,H = {δ ∈ e6,H | δE = 0} is the Lie algebra of the group F4,H and is
isomorphic to the Lie algebra sp(3) by the mapping ϕ∗ : sp(3)→ f4,H given by
ϕ∗(C)M = CM +MC
∗ = [C,M ], M ∈ JH
(Proposition 2.11.1) and we see that dim e6,H = 21 + 15 = 35. As in Theorem 3.8.3,
we have a homeomorphism
E6,H/F4,H ≃ EIVH = {X ∈ (JH)C | detM = 1, 〈M,M〉 = 3}
and so we see that the group E6,H is connected.
Proposition 3.11.3. E6,H ∼= SU(6)/Z2, Z2 = {E,−E}.
Proof. Let SU(6) = {A ∈ M(6, C) | (τ tA)A = E, detA = 1} and define a
mapping ϕ : SU(6)→ E6,H by
ϕ(A)M = kJ
−1(A(kJ (M))
tA), M ∈ (JH)C .
We first have to prove that ϕ(A) ∈ E6,H . Indeed, we have (det(ϕ(A)M))2 =
det(kJ (ϕ(A) M)) (Lemma 3.11.1) = det(A(kJ (M))
tA) = det(kJ (M)) = (detM)
2
(Lemma 3.11.1), and so det(ϕ(A)M) = ±detM. On the other hand, since E6,H is
connected (Lemma 3.11.2), the sign of det(ϕ(A)M) is constant, that is, independent
of A (assuming that detM 6= 0). Therefore
det (ϕ(A)M) = detM.
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Next, again we have
2〈ϕ(A)M,ϕ(A)N〉 = 〈kJ (ϕ(A)M), kJ (ϕ(A)N)〉 (Lemma 3.11.1)
= 〈A(kJ (M)) tA,A(kJ (N)) tA〉 = 〈kJ (M), kJ (N)〉 (because A ∈ SU(6))
= 2〈M,N〉,
so ϕ(A) ∈ E6,H . Consequently the mapping ϕ : SU(6) → E6,H is well-defined.
Evidently ϕ is a homomorphism. That Kerϕ = {E,−E} = Z2 can be easily obtained.
Since the group E6,H is connected and dimSU(6) = 35 = dimE6,H (Lemma 3.11.2),
ϕ is onto. Thus we have the isomorphism SU(6)/Z2 ∼= E6,H .
Theorem 3.11.4. (E6)
γ ∼= (Sp(1)× SU(6))/Z2, Z2 = {(1, E), (−1,−E)}.
Proof. We define a mapping ϕ : Sp(1)× SU(6)→ (E6)γ by
ϕ(p,A)(M + a) = kJ
−1(A(kJ (M))
tA) + pak−1(τ tA),
M + a ∈ (JH)C ⊕ (H3)C = JC .
We first need to prove that ϕ(p,A) ∈ (E6)γ .
Claim 1. tϕ(p,A)−1 = τϕ(p,A)τ.
Proof. we have
2〈τ tϕ(p,A)τ(M + a), N + b〉 M + a, N + b ∈ JC
= 2〈M + a, ϕ(p,A)(N + b)〉
= 2〈M + a, kJ−1(A(kJ (N)) tA) + pbk−1(τ tA)〉
= 2〈M,kJ−1(A(kJ (N)) tA)〉 + 4〈a, pbk−1(τ tA)〉
= 〈kJM,A(kJ (N)) tA〉+ 2〈k(pa), (kb)τ tA〉
= 〈τ tA(kJ (M))τA, kJ (N)〉+ 2〈k(pa)A, kb〉
= 2〈kJ−1(τ tA(kJ (M))τA), N〉 + 4〈pak−1(A), b〉
= 2〈kJ−1(τ tA(kJ (M))τA+ pak−1(A)), N + b〉
= 2〈ϕ(p, τ tA)(M + a), N + b〉,
and so we have τ tϕ(p,A)τ = ϕ(p, τ tA), which implies that tϕ(p,A)−1 = τϕ(p,A)τ.
Claim 2. ϕ(p,A) ∈ (E6)γ .
Proof. We will first show that α = ϕ(p,A) satisfies
αX × αY = tα−1(X × Y ), X, Y ∈ JC .
Recall the equality
(M + a)× (N + b) =
(
M ×N − 1
2
(a∗b + b∗a)
)
− 1
2
(aN + bM).
The equality αM×αN = tα−1(M×N) is evident from det(αM) = detM (Proposition
3.11.3). Now, using the equalities
kJ
−1(M) = −k−1(MJ) = −k−1(J(τM)), τk−1(M) = −k−1(JMJ),
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we have
(αa)∗(αb) = (pak−1(τ tA))∗(pbk−1(τ tA))
= k−1(A)a∗bk−1(τ tA),
τατ(a∗b) = τ(kJ
−1(A(kJτ(a
∗b)) tA))
= −τk−1(Jτ(A(k(τ(a∗b)))J tA))
= −τk−1(Jτ(AJτk(a∗b) tA))
= −τk−1(JτAJk(a∗b)τ tA)
= −k−1(Aτk(a∗b)J tAJ) = k−1(A)a∗bk−1(τ tA),
(αa)(αN) = (pak−1(τ tA))kJ
−1(A(kJ (N))
tA)
= −pak−1(τ tA)k−1(A(k(N))J tAJ)
= −paNk−1(J tAJ) = paNτk−1(τ tA),
τατ(aN) = τ(pτ(aN)k−1(τ tA)) = paNτk−1(τ tA).
We have therefore shown that ϕ(p,A) ∈ E6, Clearly, γϕ(p,A) = ϕ(p,A)γ, so that
ϕ(p,A) ∈ (E6)γ .
We will return to the proof of Theorem 3.11.4. Evidently ϕ is a homomorphism.
We shall now show that ϕ is onto. Let α ∈ (E6)γ . Since the restriction α′ =
α|(JH)C of α to (JH)C belongs to E6,H , there exists A ∈ SU(6) such that α′ = ϕ(A)
(Proposition 3.11.3). If we put β = ϕ(1, A)−1α, then β|(JH)C = 1. Hence, by the
same argument as in Theorem 2.11.2, there exists p ∈ Sp(1) such that β = ϕ(p,E),
and we obtain
α = ϕ(1, A)β = ϕ(1, A)ϕ(p,E) = ϕ(p,A).
Therefore ϕ is onto. Kerϕ = {(1, E), (−1,−E)} = Z2 can be easily obtained. Thus
we have the isomorphism (Sp(1)× SU(6))/Z2 ∼= (E6)γ .
3.12. Involution τγ and subgroup Sp(4)/Z2 of E6
We consider an involutive complex conjugate linear transformation τγ of JC , and
we shall study the following subgroup (E6)
τγ of E6:
(E6)
τγ = {α ∈ E6 | τγα = ατγ}
= {α ∈ E6 | γλ(α)γ = α} = (E6)λγ .
For this end, we consider R-vector subspaces (JC)τγ and (J
C)−τγ of J
C , which are
eigenspaces of τγ, respectively by
(JC)τγ = {X ∈ JC | τγX = X}
=
{ µ1 m3 m2m3 µ2 m1
m2 m1 µ3
+ i
 0 a3e4 −a2e4−a3e4 0 a1e4
a2e4 −a1e4 0
 ∣∣∣∣∣ µi ∈ Rmi, ai ∈ H
}
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= {M + iF (ae4) |M ∈ J(3,H),a ∈ H3}
= JH ⊕ iH3,
(JC)−τγ = {X ∈ JC | τγX = −X}
=
{
i
 µ1 m3 m2m3 µ2 m1
m2 m1 µ3
+
 0 a3e4 −a2e4−a3e4 0 a1e4
a2e4 −a1e4 0
 ∣∣∣∣∣ µi ∈ Rmi, ai ∈ H
}
= {iM + F (ae4) |M ∈ J(3,H),a ∈ H3}
= iJH ⊕H3,
The spaces (JC)τγ and (J
C)−τγ are invariant under the action of (E6)
τγ and we have
the decomposition of JC :
JC = (JC)τγ ⊕ (JC)−τγ = (JC)τγ ⊕ i(JC)τγ .
In particular, JC is the complexification of (JC)τγ : J
C = ((JC)τγ)
C .
In the R-vector space
J(4,H) = {P ∈M(4,H) |P ∗ = P},
we define the Jordan multiplication P ◦ Q and an inner product (P,Q) respectively
by
P ◦Q = 1
2
(PQ+QP ), (P,Q) = tr(P ◦Q).
The group Sp(4) acts on J(4,H) by the mapping µ : Sp(4) × J(4,H) → J(4,H),
µ(A,P ) = APA∗. Then we have
A(P ◦Q)A∗ = APA∗ ◦AQA∗,
(APA∗, AQA∗) = (P,Q),
A ∈ Sp(4), P,Q ∈ J(4,H).
The quaternion projective space HP3 is defined by
HP3 = {P ∈ J(4,H) |P 2 = P, tr(P ) = 1}
=
{
AE1A
∗ |A ∈ Sp(4), E1 = diag(1, 0, 0, 0) ∈M(4,H)
}
.
Finally, in the complexification J(4,H)C of J(4,H), we extend naturally the Jordan
multiplication P ◦ Q and the inner product (P,Q) and further define a Hermitian
inner product 〈P,Q〉 by
〈P,Q〉 = (τP,Q).
The action of Sp(4) on J(4,H) is also naturally extended to J(4,H)C :
A(X1 + iX2)A
∗ = AX1A
∗ + iAX2A
∗, A ∈ Sp(4), X1, X2 ∈ J(4,H).
Then we have
〈APA∗, AQA∗〉 = 〈P,Q〉, P,Q ∈ J(4,H)C .
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We denote by J(4,H)0 the space {P ∈ J(4,H) | tr(P ) = 0} and by J(4,H)0C its
complexification.
Definition. We define a C-linear mapping g : JC → J(4,H)0C by
g(M + a) =
 12tr(M) ia
ia∗ M − 1
2
tr(M)E
 , M + a ∈ (JH)C ⊕ (H3)C = JC .
The restriction of g to (JC)τγ is given by
g(M + ia) =
(
tr(M) −a
−a∗ M
)
− 1
2
tr(M)E, M + ia ∈ JH ⊕ iH3 = (JC)τγ .
Note that the mapping g in the above definition is the complexification of this
restriction.
Lemma 3.12.1. The mapping g : JC → J(4,H)0C is a C-linear isomorphism
and satisfies
gX ◦ gY = g(γ(X × Y )) + 1
4
(γX, Y )E,
(gX, gY ) = (γX, Y ),
X, Y ∈ JC .
Moreover, g is an isometry with respect to the inner product 〈X,Y 〉:
〈gX, gY 〉 = 〈X,Y 〉, X, Y ∈ JC .
The restriction of g to (JC)τγ induces an R-linear isomorphism g : (J
C)τγ → J(4,H)0.
Proof. It is not difficult to see that g is well-defined and that it is injective. Since
dimC J
C = 27 = dimC J(4,H)0
C
, g is a C-linear isomorphism. Now, for X =M +a,
Y = N + b ∈ (JH)C ⊕ (H3)C = JC , we have
g(γ(X × Y )) = g(γ((M + a)× (N + b)))
= g((M − a)× (N − b))
= g((M ×N − 1
2
(a∗b + b∗a)) +
1
2
(aN + bM))
=
 12tr(M ×N)− 12(a, b) i2(aN + bM)
i
2
(aN + bM)∗ M ×N − 1
2
(a∗b + b∗a)− 1
2
(tr(M ×N)− (a, b))E

= · · ·
= g(M + a) ◦ g(N + b)−
(1
4
(M,N)− 1
2
(a, b)
)
E
= g(M + a) ◦ g(N + b)− 1
4
(γ(M + a), (N + b))E
= gX ◦ gY − 1
4
(γX, Y )E.
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Thus the first equality gX ◦ gY = g(γ(X × Y )) + 1
4
(γX, Y )E is proved. Taking the
traces of the both sides, we have
(gX, gY ) = (γX, Y ), X, Y ∈ JC . (i)
It is easily seen that the restriction g : (JC)τγ → J(4,H)0 of g is an R-isomorphism.
Finally, if we note that (γX, Y ) = 〈X,Y 〉 for X,Y ∈ (JC)τγ , then we can easily show
that
〈g(X1 + iX2), g(Y1 + iY2)〉 = 〈X1 + iX2, Y1 + iY2〉, Xi, Yi ∈ (JC)τγ
from (i). Thus Lemma 3.12.1 is proved.
Theorem 3.12.2. (E6)
τγ ∼= Sp(4)/Z2, Z2 = {E,−E}.
Proof. We define a mapping ϕ : Sp(4)→ (E6)τγ by
ϕ(A)X = g−1(A(gX)A∗), X ∈ JC .
We first have to prove that ϕ(A) ∈ (E6)τγ . Let Z = ϕ(A)X and use Lemma 3.12.1,
then we have
3det(ϕ(A)X) = 3detZ = (Z × Z,Z) = (g(γ(Z × Z)), gZ)
=
(
gZ ◦ gZ − 1
4
(γZ,Z)E, gZ
)
=
(
gZ ◦ gZ − 1
4
(gZ, gZ)E, gZ
)
=
(
A(gX)A∗ ◦A(gX)A∗ − 1
4
(A(gX)A∗, A(gX)A∗)E,A(gX)A∗
)
= (gX ◦ gX − 1
4
(gX, gX)E, gX)
= (gX ◦ gX − 1
4
(γX,X)E, gX)
= (g(γ(X ×X)), gX) = (X ×X,X) = 3detX ,
and
〈ϕ(A)X,ϕ(A)Y 〉 = 〈gϕ(A)X, gϕ(A)Y 〉
= 〈A(gX)A∗, A(gY )A∗〉 = 〈gX, gY 〉 = 〈X,Y 〉.
Hence ϕ(A) ∈ E6. To prove ϕ(A) ∈ (E6)τγ , namely, τγϕ(A) = ϕ(A)τγ, it is sufficient
to show that
τγϕ(A)τγX = ϕ(A)X, X ∈ (JC)τγ ,
since JC = ((JC)τγ)
C . However this is evident. Indeed, if X ∈ (JC)τγ , then gX ∈
J(4,H)0, so that ϕ(A)X ∈ (JC)τγ . Hence τγϕ(A)τγX = τγϕ(A)X = ϕ(A)X.
Evidently ϕ is a homomorphism. We shall show that ϕ is onto. For α ∈ (E6)τγ , we
have
(g(αE))2 = g(αE) +
3
4
E.
98
Certainly,
(g(αE))2 = g(αE) ◦ g(αE) = g(γ(αE × αE)) + 1
4
(γαE, αE)E (Lemma 3.12.1)
= g(γτατE) +
1
4
〈τγαE, αE〉E = g(ατγE) + 1
4
〈ατγE, αE〉E
= g(αE) +
1
4
〈αE,αE〉E = g(αE) + 1
4
〈E,E〉E = g(αE) + 3
4
E.
Now, let
P =
1
4
(2g(αE) + E),
then we have P ∈ J(4,H) and P 2 = P , tr(P ) = 1, that is, P ∈ HP 3. Indeed,
P 2 =
1
16
(4(g(αE))2 + 4g(αE) + E) =
1
4
(2g(αE) + E) = P,
tr(P ) =
1
4
tr(2g(αE)) +
1
4
tr(E) = 0 + 1 = 1.
Hence there exists A ∈ Sp(4) such that
P = AE1A
∗.
Since gE = 2E1 − 1
2
E, we have
ϕ(A)E = g−1(A(gE)A∗) = g−1
(
A
(
2E1 − 1
2
E
)
A∗
)
= g−1
(
2AE1A
∗ − 1
2
E
)
= g−1(g(αE)) = αE.
Putting β = ϕ(A)−1α, we have βE = E, and so β ∈ F4 (Theorem 3.7.1). Also β
satisfies τγβ = βτγ and τβ = βτ (Theorem 3.7.1), hence γβ = βγ, and therefore
β ∈ (F4)γ . From Theorem 2.11.2, there exist p ∈ Sp(1) and D ∈ Sp(3) such that
β(M + a) = DMD∗ + paD∗, M + a ∈ JH ⊕H3 = J.
Let B =
(
p 0
0 D
)
, then B ∈ Sp(4) and we have
β = ϕ(B).
Certainly, for M + a ∈ (JH)C ⊕ (H3)C = JC ,
ϕ(B)(M + a) = g−1(Bg(M + a)B∗)
= g−1
((
p 0
0 D
)
(
 12tr(M) ia
ia∗ M − 1
2
tr(M)E
( p 0
0 D∗
))
= g−1
( 12tr(M) ipaD∗
iDa∗p DMD∗ − 1
2
tr(M)E
)
= DMD∗ + paD∗ = β(M + a).
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Hence we have
α = ϕ(A)β = ϕ(A)ϕ(B) = ϕ(AB), AB ∈ Sp(4),
so that ϕ is onto. Kerϕ = {E,−E} = Z2 can be easily obtained. Thus we have the
isomorphism Sp(4)/Z2 ∼= (E6)τγ .
3.13. Automorphism w of order 3 and subgroup (SU(3)×SU(3)×SU(3))/Z3
of E6
Let the C-linear mapping w : JC → JC be the complexification of w ∈ G2 ⊂ F4
of Section 2.12. Then w ∈ E6 and w3 = 1.
We shall study the following subgroup (E6)
w of E6:
(E6)
w = {α ∈ E6 |wα = αw}.
As in Section 2.12, we identify
J(3,C)C ⊕M(3,C)C = JC .
For convenience, we denote J(3,C) and {X ∈ J(3,C) | tr(X) = 0} by JC and (JC)0,
respectively.
The group E6,C is defined to be obtained by replacing J
C with (JC)
C in the
definition of the group E6:
E6,C = {α ∈ IsoC((JC)C) | det (αX) = detX, 〈αX,αY 〉 = 〈X,Y 〉}.
As in the case E6, the group E6,C contains a subgroup
F4,C = {α ∈ E6,C |αE = E},
which is also defined by the group F4,C = {α ∈ IsoR(JC) |α(X ◦ Y ) = αX ◦ αY },
moreover, it is isomorphic to the group (SU(3)/Z3) · Z2 (Proposition 2.12.1). The
Lie algebra e6,C of the group E6,C is
e6,C = {φ ∈ HomC((JC)C) | (φX,X,X) = 0, 〈φX, Y 〉+ 〈X,φY 〉 = 0}
= {δ + iT˜ | δ ∈ f4,C , T ∈ (JC)0}
(Theorem 3.2.4), where f4,C = {δ ∈ e6,C | δE = 0} is the Lie algebra of the group
F4,C . In particular, the dimension of e6,C is
dim(e6,C) = 8 + 8 = 16.
As in Theorem 3.8.3, we see that the space
EIVC = {X ∈ (JC)C | detX = 1, 〈X,X〉 = 3}
100
is connected and we have the homeomorphism
E6,C/F4,C ≃ EIVC .
Lemma 3.13.1. E6,C has at most two connected components (in reality has two
connected components (Proposition 3.13.4)).
Proof. From the exact sequence π0(F4,C) → π0(E6,C) → π0(EIVC), that is,
Z2 → π0(E6,C)→ 0 (Proposition 2.12.1), we see that π0(E6,C) is 0 or Z2.
We define mappings h : C ⊕ C → CC and h : M(3,C) ⊕M(3,C) → M(3,C)C
respectively by
h(a, b) =
a+ b
2
+ i
a− b
2
e1 = ιa+ ιb,
ι =
1 + ie1
2
.
h(A,B) =
A+B
2
+ i
A−B
2
e1 = ιA+ ιB,
Lemma 3.13.2. The mappings h : C ⊕C → CC and h :M(3,C)⊕M(3,C)→
M(3,C)C satisfy the following four conditions.
(1) Both are C-linear isomorphisms, that is, they are injective and satisfy
h(a, b) + h(a′, b′) = h(a+ a′, b+ b′), h(ca, cb) = ch(a, b), c ∈ C,
h(A,B) + h(A′, B′) = h(A+A′, B +B′), h(cA, cB) = h(A,B), c ∈ C.
(2) h(a, b)h(a′, b′) = h(aa′, bb′), h(A,B)h(A′, B′) = h(AA′, BB′).
(3) τh(a, b) = h(b, a), h(a, b) = h(b, a).
τh(A,B) = h(B,A), h(A,B) = h(B,A), h(A,B)∗ = h(B∗, A∗).
(4) det (h(A,B)) = h(detA, detB).
Proof. It is easy to prove, noting that ι2 = ι, ι2 = ι, ι+ ι = 1.
Lemma 3.13.3. e6,C ∼= su(3)⊕ su(3).
Proof. The mapping φC : su(3)⊕ su(3)→ e6,C ,
φC(C,D)X = h(C,D)X +Xh(C,D)
∗, X ∈ (JC)C
gives an isomorphism as Lie algebras. This is the direct consequence of the following
Proposition 3.13.4, so we will omit its proof here.
We define an action of the group Z2 = {1, ǫ} on SU(3)× SU(3) by
ǫ(A,B) = (B,A),
and let (SU(3)×SU(3)) ·Z2 be the semi-direct product of the groups SU(3)×SU(3)
and Z2 under this action.
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Proposition 3.13.4. E6,C ∼= ((SU(3) × SU(3))/Z3) · Z2, Z3 = {(E,E), (ω1E,
ω1E), (ω1
2E,ω1
2E)}, ω1 = −1
2
+
√
3
2
e1.
Proof. We define a mapping ϕ : (SU(3)× SU(3)) ·Z2 → E6,C by
ϕ((A,B), 1)X = h(A,B)Xh(A,B)∗,
X ∈ (JC)C .
ϕ((A,B), ǫ)X = h(A,B)Xh(A,B)∗,
First we have to show that α = ϕ((A,B), 1) ∈ E6,C . Using det(h(A,B)) = h(detA,
detB) (Lemma 3.13.2.(4)) = h(1, 1) = 1 and τh(A,B)∗h(A,B) = h(A∗, B∗) h(A,B)
(Lemma 3.13.2.(3)) = h(A∗A,B∗B) = h(E,E) = E, we have
det (αX) = (det (h(A,B)))(detX)(det (h(A,B)∗)) = detX,
〈αX,αY 〉 = 〈h(A,B)Xh(A,B)∗, h(A,B)Y h(A,B)∗〉
= (τh(A,B)τXτh(A,B)∗ , h(A,B)Y h(A,B)∗)
= (τX, Y ) = 〈X,Y 〉.
Hence α ∈ E6,C . Since ϕ((E,E), ǫ) = ǫ ∈ G2,C (= Aut(C)) ⊂ F4,C ⊂ E6,C , we also
have ϕ((A,B), ǫ) = ϕ((A,B), 1)ϕ((E,E), ǫ) ∈ E6,C . Next, we shall show that ϕ is a
homomorphism. Indeed, for instance,
ϕ((A,B), ǫ)ϕ((C,D), 1)X
= ϕ((A,B), ǫ)(h(C,D)Xh(C,D)∗)
= h(A,B)h(C,D)Xh(C,D)∗h(A,B)∗
= h(A,B)h(D,C)Xh(D,C)∗h(A,B)∗ (Lemma 3.13.3.(3))
= h(AD,BC)Xh(AD,BC)∗ = ϕ((AD,BC), ǫ)X
= ϕ((A,B)ǫ(C,D), ǫ)X, X ∈ (JC)C .
That Kerϕ = {(E,E), (ω1E,ω1E), (ω12E,ω12E)} × 1 = Z3 × 1 can be easily ob-
tained. In particular, Kerϕ is discrete. Hence ϕ induces an injective homomorphism
ϕ∗ : su(3)⊕ su(3)→ e6,C .
In particular, dim(su(3)⊕ su(3)) = dim(e6,C), so ϕ∗ is an isomorphism (ϕ∗ coincides
with φC of Lemma 3.13.3). Hence, ϕ induces the surjection ϕ : SU(3) × SU(3) →
(E6,C)0 (which denotes the connected component of E6,C containing the identity 1).
However ǫ = ϕ((E,E), ǫ) 6∈ (E6,C)0. Certainly, for any A,B ∈ SU(3),
h(A,B)Xh(A,B)∗ = X, X ∈ (JC)C
does not hold. Therefore E6,C has just two connected components (Lemma 3.13.1).
Consequently, ϕ : (SU(3)×SU(3)) ·Z2 → E6,C is onto and we have the isomorphism
((SU(3)× SU(3))/Z3) ·Z2 ∼= E6,C .
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Theorem 3.13.5. (E6)
w ∼= (SU(3) × SU(3) × SU(3))/Z3, Z3 = {(E,E,E),
(ω1E,ω1E,ω1E), (ω1
2E,ω1
2E,ω1
2E)}, ω1 = −1
2
+
√
3
2
e1.
Proof. We define a mapping ϕ : SU(3)× SU(3)× SU(3)→ (E6)w by
ϕ(P,A,B)(X +M) = h(A,B)Xh(A,B)∗ + PMτh(A,B)∗,
X +M ∈ (JC)C ⊕M(3,C)C = JC .
We first have to show that α = ϕ(P,A,B) ∈ (E6)w, that is, α leaves
(X +M)× (Y +N) = (X × Y − 1
2
(M∗N +N∗M))− 1
2
(MY +NX +M ×N),
〈X +M,Y +N〉 = 〈X,Y 〉+ 2〈M,N〉
invariant, namely, α satisfies
τατ((X +M)× (Y +N)) = α(X +M)× α(Y +N),
〈α(X +M), α(Y +N)〉 = 〈X +M,Y +M〉.
Now, for X +M,Y +N ∈ (JC)C ⊕M(3,C)C = JC , the relations
τατ(X × Y ) = αX × αY, 〈αX,αY 〉 = 〈X,Y 〉
are already shown in Proposition 3.13.4. Next,
(PMτh(A,B)∗)∗(PNτh(A,B)∗) = τh(A,B)M∗P ∗PNτh(A,B)∗
= τ(h(A,B)τ(M∗N)h(A,B)∗),
(PMτh(A,B)∗)(h(A,B)Y h(A,B)∗) = τ(Pτ(MY )τh(A,B)∗),
(PMτh(A,B)∗)× (PNτh(A,B)∗) = tP˜ (M ×N)τ t(h(A,B)∗)∼
= P (M ×N)h(A,B)∗ = τ(P (M ×N)τh(A,B)∗).
Furthermore, we have
〈αX,αM〉 = 0 = 〈X,M〉,
〈αM,αN〉 = (ταM,αN) = (PτMh(A,B)∗, PNτh(A,B)∗)
= (τM,N) = 〈M,N〉,
and so α ∈ E6. Clearly, wα = αw, so that α ∈ (E6)w. Evidently ϕ is a homomor-
phism. We shall now show that ϕ is onto. Let α ∈ (E6)w. The restriction α′ of α
to (JC)w = {X ∈ JC |wX = X} = (JC)C belongs to E6,C : α′ ∈ E6,C . Hence, there
exist A,B ∈ SU(3) such that
αX = h(A,B)Xh(A,B)∗ or αX = h(A,B)Xh(A,B)∗, X ∈ (JC)C
(Proposition 3.13.4). In the former case, let β = ϕ(E,A,B)−1α, then β|(JC)C = 1.
Hence β ∈ G2, moreover β ∈ (G2)e1 = (G2)w = SU(3) (Theorem 1.9.4). Thus there
exists P ∈ SU(3) such that
β(X +M) = X + PM = ϕ(P,E,E)(X +M), X +M ∈ (JC)C ⊕M(3,C)C = JC .
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Therefore we have
α = ϕ(E,A,B)β = ϕ(E,A,B)ϕ(P,E,E) = ϕ(P,A,B).
In the latter case, consider the mapping γ1 : J
C → JC , γ1(X +M) = X +M,X +
M ∈ (JC)C ⊕ M(3,C)C = JC and remember that γ1 ∈ G2 ⊂ F4 ⊂ E6. Let
β = α−1ϕ(E,A,B)γ1, then β ∈ E6 and β|(JC)C = 1. Hence β ∈ (G2)e1 = (G2)w
(Theorem 1.9.4) ⊂ (E6)w. Since α and ϕ(E,A,B) ∈ (E6)w, we have γ1 ∈ (E6)w, so
that γ1 ∈ (G2)w which is a contradiction (Theorem 1.9.4). Therefor we see that ϕ
is onto. That Kerϕ = {(E,E,E), (ω1E,ω1E,ω1E), (ω12E,ω12E,ω12E)} = Z3 can
be easily obtained. Thus we have the isomorphism (SU(3)× SU(3)× SU(3))/Z3 ∼=
(E6)
w.
Remark 1. Since (E6)
w is connected as the fixed points subgroup of E6 by
an automorphism w of order 3 of the simply connected group E6, the fact that ϕ :
SU(3)× SU(3)× SU(3)→ (E6)w is onto can be proved as follows. The elements
G01, G23, G45, G67, G26 +G37, −G27 +G36,
G24 +G35, −G25 +G34, G46 +G57, −G47 +G56,
A˜1(1), A˜2(1), A˜3(1), A˜1(e1), A˜2(e1), A˜3(e1),
(E1 − E2)∼, F˜1(1), F˜2(1), F˜3(1),
(E2 − E3)∼, F˜1(e1), F˜2(e1), F˜3(e1)
forms an R-basis of (e6)
w. So dim((e6)
w) = 16 + 8 = 24 = 8 + 8 + 8 = dim(su(3) ⊕
su(3)⊕ su(3)), Hence ϕ is onto.
Remark 2. The group E6 has a subgroup which is isomorphic to the group
((SU(3) × SU(3) × SU(3))/Z3) · Z2 which is the semi-direct product of the groups
(SU(3) × SU(3) × SU(3))/Z3 and Z2 (the action of Z2 = {1, γ1} on the group
SU(3)× SU(3)× SU(3) is γ1(P,A,B) = (P ,B,A)).
3.14. Complex exceptional Lie group E6
C
Theorem 3.14.1. The polar decomposition of the Lie group E6
C is given by
E6
C ≃ E6 ×R78.
In particular, E6
C is a simply connected complex Lie group of type E6.
Proof. Evidently E6
C is an algebraic subgroup of IsoC(J
C) = GL(27, C). The
conjugate transposed mapping α∗ of α ∈ E6C with respect to the inner product
〈X,Y 〉 is α∗ = τ tατ ∈ E6C . Hence, from Chevalley’s lemma, we have
E6
C ≃ (E6C ∩ U(JC))×Rd = E6 ×Rd, d = 78.
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Since E6 is simply connected (Theorem 3.9.2), E6
C is also simply connected. The Lie
algebra of the group E6
C is e6
C , so E6
C is a complex simple Lie group of type E6.
3.15. Non-compact exceptional Lie groups E6(6), E6(2), E6(−14) and E6(−26)
of type E6
We define Hermitian inner products 〈X,Y 〉γ and 〈X,Y 〉σ in J(3,CC) respectively
by
〈X,Y 〉γ = 〈γX, Y 〉, 〈X,Y 〉σ = 〈σX, Y 〉.
Now, we define groups E6(6), E6(2), E6(−14) and E6(−26) respectively by
E6(6) = {α ∈ IsoR(J(3,C′)) | det (αX) = detX},
E6(2) = {α ∈ IsoC(J(3,CC)) | det (αX) = detX, 〈αX,αY 〉γ = 〈X,Y 〉γ},
E6(−14) = {α ∈ IsoC(J(3,CC)) | det (αX) = detX, 〈αX,αY 〉σ = 〈X,Y 〉σ},
E6(−26) = {α ∈ IsoR(J(3,C)) | det (αX) = detX}.
These groups can also be defined by
E6(6) ∼= (E6C)τγ , E6(2) ∼= (E6C)τλγ , E6(−14) ∼= (E6C)τλσ, E6(−26) ∼= (E6C)τ .
Theorem 3.15.1. The polar decompositions of the Lie groups E6(6), E6(2), E6(−14)
and E6(−26) are respectively given by
E6(6) ≃ Sp(4)/Z2 ×R42,
E6(2) ≃ (Sp(1)× SU(6))/Z2 ×R40,
E6(−14) ≃ (U(1)× Spin(10))/Z4 ×R32,
E6(−26) ≃ F4 ×R26.
Proof. These are the facts corresponding to Theorems 3.12.2, 3.11.4, 3.10.7 and
3.7.1.
Theorem 3.15.2. The centers of the groups E6(6), E6(2), E6(−14) and E6(−26) are
given by
z(E6(6)) = {1}, z(E6(2)) = Z3, z(E6(−14)) = Z3, z(E6(−26)) = {1}.
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4. Exceptional Lie group E7
4.1. Freudenthal vector space PC
Definition. We define a C-vector space PC , called the Freudenthal C-vector
space, by
PC = JC ⊕ JC ⊕ C ⊕ C.
PC is a 56 dimensional C-vector space. An element

X
Y
ξ
η
 of PC is often denoted by
(X,Y, ξ, η) or sometimes by X˙+Y. + ξ˙+η. . In P
C , we define an inner product (P,Q), a
positive definite Hermitian inner product 〈P,Q〉 and a skew-symmetric inner product
{P,Q} respectively by
(P,Q) = (X,Z) + (Y,W ) + ξζ + ηω,
〈P,Q〉 = 〈X,Z〉+ 〈Y,W 〉+ (τξ)ζ + (τη)ω,
{P,Q} = (X,W )− (Z, Y ) + ξω − ζη,
where P = (X,Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC .
For φ ∈ e6C , A,B ∈ JC , ν ∈ C, we define a C-linear mapping Φ(φ,A,B, ν) :
PC → PC by
Φ(φ,A,B, ν)

X
Y
ξ
η
 =

φ− 1
3
ν 2B 0 A
2A −tφ+ 1
3
ν B 0
0 A ν 0
B 0 0 −ν


X
Y
ξ
η

=

φX − 1
3
νX + 2B × Y + ηA
2A×X − tφY + 1
3
νY + ξB
(A, Y ) + νξ
(B,X)− νη
 .
Definition. For P = (X,Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC , we define a C-linear
mapping P ×Q : PC → PC by
P ×Q = Φ(φ,A,B, ν),

φ = −1
2
(X ∨W + Z ∨ Y )
A = −1
4
(2Y ×W − ξZ − ζX)
B =
1
4
(2X × Z − ηW − ωY )
ν =
1
8
((X,W ) + (Z, Y )− 3(ξω + ζη)).
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Lemma 4.1.1. For P,Q,R ∈ PC , we have
(1) P ×Q = Q× P .
(2) (P ×Q)P − (P × P )Q+ 3
8
{P,Q}P = 0.
(3) (P ×R)Q− (Q×R)P + 1
8
{Q,R}P − 1
8
{P,R}Q− 1
4
{P,Q}R = 0.
Proof. (1) is evident.
(2) For P = (X,Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC , we have
(P ×Q)P
= Φ
(
− 1
2
(X ∨W + Z ∨ Y ),−1
4
(2Y ×W − ξZ − ζX), 1
4
(2X × Z − ηW − ωY ),
1
8
((X,W ) + (Z, Y )− 3(ξω + ζη))
)
(X,Y, ξ, η)
= · · · (using the formula X ∨ Y of Lemma 3.4.1), etc.) · · ·
= Φ
(
−X ∨ Y,−1
2
(Y × Y − ξX), 1
2
(X ×X − ηY ), 1
4
((X,Y )− 3ξη)
)
(Z,W, ζ, ω),
−3
8
((X,W )− (Z, Y ) + ξω − ζη)(X,Y, ξ, η)
= (P × P )Q− 3
8
{P,Q}P.
(3) In the equality (2), put P +R in the place of P , then we have
2(P ×R)Q− (P ×Q)R− (R×Q)P + 3
8
{Q,R}P − 3
8
{P,Q}R = 0. (i)
Exchanging P with Q, we see that
2(Q×R)P − (Q× P )R− (R × P )Q+ 3
8
{P,R}Q− 3
8
{Q,P}R = 0. (ii)
Taking ((i)−(ii))÷3, we have
(P ×R)Q− (Q×R)P + 1
8
{Q,R}P − 1
8
{P,R}Q− 1
4
{P,Q}R = 0.
We define a space MC , called the complex Freudenthal manifold, by
MC = {P ∈ PC |P × P = 0, P 6= 0}
=
{
P = (X,Y, ξ, η) ∈ PC
P 6= 0
∣∣∣∣∣ X ∨ Y = 0, (X,Y ) = 3ξη,X ×X = ηY, Y × Y = ξX
}
.
Lemma 4.1.2. The following elements (assuming ξ 6= 0, η 6= 0) of PC
X
1
η
(X ×X)
1
η2
detX
η
 ,

1
ξ
(Y × Y )
Y
ξ
1
ξ2
detY
 , 1˙ =

0
0
1
0
 , 1. =

0
0
0
1

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belong to MC .
Proof. This is clear from X ∨ (X ×X) = 0 (Lemma 3.5.4.(1)) and (X × X) ×
(X ×X) = (detX)X (Lemma 2.1.1.(3)).
4.2. Compact exceptional Lie group E7
Definition. We define the groups E7
C and E7 respectively by
E7
C = {α ∈ IsoC(PC) |α(P ×Q)α−1 = αP × αQ},
E7 = {α ∈ IsoC(PC) |α(P ×Q)α−1 = αP × αQ, 〈αP, αQ〉 = 〈P,Q〉}.
E7 is a subgroup of E7
C .
Theorem 4.2.1. E7 is a compact Lie group.
Proof. E7 is a compact Lie group as a closed subgroup of the unitary group
U(56) = U(PC) = {α ∈ IsoC(PC) | 〈αP, αQ〉 = 〈P,Q〉}.
Proposition 4.2.2. For α ∈ E7C (and so, for α ∈ E7), we have
(1) αMC = MC .
(2) {αP, αQ} = {P,Q}, P,Q ∈ PC .
Proof. (1) It is sufficient to prove that αMC ⊂ MC . Now, for P ∈ MC , we have
αP × αP = α(P × P )α−1 = α0α−1 = 0. Hence αP ∈ MC .
(2) {αP, αQ}αP = 8
3
((αP × αP )αQ− (αP × αQ)αP ) (Lemma 4.1.1.(2))
=
8
3
(α(P × P )Q− α(P ×Q)P ) = {P,Q}αP.
It follows {αP, αQ} = {P,Q}.
4.3. Lie algebra e7 of E7
Before we investigate the Lie algebra e7 of the group E7, we shall first study the
Lie algebra e7
C of the group E7
C .
Theorem 4.3.1. The Lie algebra e7
C of the group E7
C is given by
e7
C = {Φ(φ,A,B, ν) ∈ HomC(PC) |φ ∈ e6C , A,B ∈ JC , ν ∈ C}.
The Lie bracket [Φ, Φ] in e7
C is given by
[Φ(φ1, A1, B1, ν1), Φ(φ2, A2, B2, ν2)] = Φ(φ,A,B, ν),
where
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
φ = [φ1, φ2] + 2A1 ∨B2 − 2A2 ∨B1
A =
(
φ1 +
2
3
ν1
)
A2 −
(
φ2 +
2
3
ν2
)
A1
B = −
(
tφ1 +
2
3
ν1
)
B2 +
(
tφ2 +
2
3
ν2
)
B1
ν = (A1, B2)− (B1, A2).
In particular, the dimension of e7
C is
dimC(e7
C) = 78 + 27× 2 + 1 = 133.
Proof. Before we show that e7
C is the Lie algebra of the group E7
C , we first
check the form of the Lie bracket in e7
C . For Φi ∈ e7C and P ∈ PC , we have
[Φ1, Φ2]P = Φ1Φ2P − Φ2Φ1P
= · · · (using the formula of A ∨B (Lemma 3.4.1) etc.) · · ·
= ΦP.
This Φ is that of the theorem.
We now determine the Lie algebra e7
C of the group E7
C . Since α ∈ E7C satisfies{
αP × αP = 0, P ∈ MC
{αP, αQ} = {P,Q}, P,Q ∈ PC (Proposition 4.2.2.(2)),
if Φ ∈ HomC(PC) belongs to e7C , then Φ satisfies{
ΦP × P = 0, P ∈ MC
{ΦP,Q}+ {P,ΦQ} = 0, P,Q ∈ PC .
(i)
(ii)
Since Φ ∈ e7C is a C-linear mapping of PC = JC ⊕ JC ⊕ C ⊕ C, Φ is of the form
Φ =

g l C A
k h B D
c a ν λ
b d κ µ
 ,
g, h, k, l ∈ HomC(JC),
a, b, c, d ∈ HomC(JC , C),
A,B,C,D ∈ JC ,
ν, µ, κ, λ ∈ C.
For 0 6= r ∈ C, we define a C-linear isomorphism fr : PC → PC by
fr(X,Y, ξ, η) = (X, rY, r
2ξ, r−1η),
then it is easy to see that fr satisfies
rfr(P ×Q)fr−1 = frP × frQ, P,Q ∈ PC .
Hence we see that for α ∈ E7C we have frαfr−1 ∈ E7C . Therefore, for Φ ∈ e7C , we
have
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e7
C ∋ frΦfr−1 =

g r−1l r−2C rA
rk h r−1B r2D
r2c ra ν r3λ
r−1b r−2d r−3k µ

for any 0 6= r ∈ C. Hence Φ is decomposed as
Φ = Φ−3 + Φ−2 + Φ−1 + Φ0 + Φ1 + Φ2 + Φ3, Φi ∈ e7C ,
where
Φ−3 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 κ 0
 , Φ3 =

0 0 0 0
0 0 0 0
0 0 0 λ
0 0 0 0
 ,
Φ−2 =

0 0 C 0
0 0 0 0
0 0 0 0
0 d 0 0
 , Φ2 =

0 0 0 0
0 0 0 D
c 0 0 0
0 0 0 0
 ,
Φ−1 =

0 l 0 0
0 0 B 0
0 0 0 0
b 0 0 0
 , Φ1 =

0 0 0 A
k 0 0 0
0 a 0 0
0 0 0 0
 ,
Φ0 =

g 0 0 0
0 h 0 0
0 0 ν 0
0 0 0 µ
 .
The relation Φ−3(0, 0, 1, 0)× (0, 0, 1, 0) = 0 implies κ = 0, hence Φ−3 = 0. Similarly
Φ3 = 0. The relation Φ−2(0, 0, 1, 0) × (0, 0, 1, 0) = 0 implies C = 0. Moreover, the
relation Φ−2P × P = 0 for P = (Y × Y, Y, 1, detY ) ∈ MC , that is, (0, 0, 0, d(Y )) ×
(Y ×Y, Y, 1, detY ) = 0 implies d = 0. Hence Φ−2 = 0. Similarly Φ2 = 0. The relation
Φ−1P × P = 0 for P = (Y × Y, Y, 1, detY ) ∈ MC , that is, (l(Y ), B, 0, b(Y × Y )) ×
(Y × Y, Y, 1, detY ) = 0 implies
l(Y ) = 2B × Y, Y ∈ JC .
Next, the relation Φ−1P × P = 0 for P = (X,X × X, detX, 1) ∈ MC , that is,
(l(X × X), (detX)B, 0, b(X))× (X,X × X, detX, 1) = 0, (from the 4-th condition)
we have
2(B × (X ×X), X ×X) + (detX)(X,B) = 3(detX)b(X),
hence, 3(detX)(B,X) = 3(detX)b(X), and so we have
b(X) = (B,X), X ∈ JC .
(Since b is continuous, the above is also valid for X ∈ JC such that detX = 0).
Similarly, using Φ1, we have
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k(X) = 2A×X, a(Y ) = (A, Y ), X, Y ∈ JC .
The relation Φ0P × P = 0 for P = (X,X ×X, detX, 1) ∈ MC , that is, (g(X), h(X ×
X), (detX)ν, µ)× (X,X ×X, detX, 1) = 0 implies
2g(X)×X = µX ×X + h(X ×X),
2h(X ×X)× (X ×X) = (detX)(νX + g(X)),
(g(X), X ×X) + (h(X ×X), X) = 3(ν + µ)detX.
(i)
(ii)
(iii)
Putting φ = g − 1
3
(ν + 2µ)1, then, using (i) and (iii), we have
3(φX,X,X) = 3(g(X), X,X)− (ν + 2µ)(X,X,X)
= (µX ×X + h(X ×X), X) + (g(X), X ×X)− 3(ν + 2µ)detX
= 3µdetX + 3(ν + µ)detX − 3(ν + 2µ)detX = 0.
Therefore
φ ∈ e6C .
Similarly ψ = h− 1
3
(2ν + µ)1 ∈ e6C . Furthermore, from (ii), we have
2
(
ψ(X ×X) + 1
3
(2ν + µ)(X ×X)
)
× (X ×X)
= (detX)
(
νX + φX +
1
3
(ν + 2µ)X
)
,
so 2ψ(X×X)× (X×X) = (detX)φX, and so (for a while, instead of −tψ, we use ψ′
again) ψ′((X×X)× (X×X)) = (detX)φX (Lemma 3.4.3.(1)), hence (detX)ψ′X =
(detX)φX. Therefore, we have ψ′X = φX,X ∈ JC , (even if for X ∈ JC such that
detX = 0), that is,
ψ′ = φ.
Finally, the relation {Φ(0, 0, 1, 0), (0, 0, 0, 1)} + {(0, 0, 1, 0), Φ(0, 0, 0, 1)} = 0 implies
ν + µ = 0. Thus we see that Φ ∈ e7C is of the form
Φ =

φ− 1
3
ν 2B 0 A
2A φ′ +
1
3
ν B 0
0 A ν 0
B 0 0 −ν

= Φ(φ,A,B, ν), φ ∈ e6C , A,B ∈ JC , ν ∈ C.
Conversely, we shall show that Φ = Φ(φ,A,B, ν), φ ∈ e6C , A,B ∈ JC , ν ∈ C belongs
to e7
C , that is, exp tΦ ∈ EC for all t ∈ C. For this purpose, we prove the following
proposition.
111
Proposition 4.3.2. For Φ = Φ(φ,A,B, ν), φ ∈ e6C , A,B ∈ JC , ν ∈ C and
P,Q ∈ PC , we have
[Φ, P ×Q] = ΦP ×Q+ P × ΦQ.
Proof. It is sufficient to show that [Φ, P × P ] = 2ΦP × P. For P = (X,Y, ξ, η) ∈
PC , we have
[Φ, P × P ]
=
[
Φ(φ,A,B, ν), Φ
(
−X ∨ Y,−1
2
(Y × Y − ξX), 1
2
(X ×X − ηY ), 1
4
((X,Y )− 3ξη)
)]
= · · · (using φ(X × Y ) = φ′X × Y +X × φ′Y (Lemma 3.4.3.(1)), [φ,A ∨B]
= φA ∨B +A ∨ φ′B (Lemma 3.4.4.(1)), the formula about A ∨B (Lemma
3.4.1) etc.) · · ·
= 2ΦP × P.
We will now return to the proof of Theorem 4.3.1. For Φ = Φ(φ,A,B, ν), φ ∈ e6C ,
A,B ∈ JC , ν ∈ C and t ∈ C, we have
(exp tΦ)(P ×Q)(exp tΦ)−1
= (exp t(adΦ))(P ×Q) ((adΦ)Φ1 = [Φ,Φ1], Φ1 ∈ e7C)
=
∞∑
n=0
1
n!
(t(adΦ))n(P ×Q)
=
∞∑
n=0
tn
n!
( ∑
k+l=n
n!
k! l!
ΦkP × ΦlQ
)
(Proposition 4.3.2)
=
∞∑
n=0
( ∑
k+l=n
tktl
k! l!
ΦkP × ΦlQ
)
=
( ∞∑
k=0
1
k!
(tΦ)kP
)
×
( ∞∑
l=0
1
l!
(tΦ)lQ
)
= (exp tΦ)P × (exp tΦ)Q.
Hence exp tΦ ∈ E7C , so that Φ ∈ e7C . Thus the proof of Theorem 4.3.1 is completed.
Definition. We define a C-linear transformation λ of PC by
λ(X,Y, ξ, η) = (Y,−X, η,−ξ).
For α ∈ HomC(PC), we also denote by tα the transpose of α with respect to the
inner product (P,Q): (tαP,Q) = (P, αQ).
Lemma 4.3.3. (1) λ ∈ E7 and satisfies λ2 = −1.
(2) For P,Q ∈ PC , we have
(P,Q) = {λP,Q} = −{P, λQ}, 〈P,Q〉 = {τλP,Q}.
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(3) For α ∈ E7C , we have
tα−1 = λαλ−1.
(4) For α ∈ E7C , we have
α ∈ E7 if and only if τλα = ατλ.
(5) For Φ(φ,A,B, ν) ∈ e7C , we have
λΦ(φ,A,B, ν)λ−1 = Φ(−tφ,−B,−A,−ν).
Proof. (1) and (2) are evident.
(3) (P, λQ) = {P,Q} = {αP, αQ} (Proposition 4.2.2.(2)) = (αP, λαQ) (Lemma
4.3.3) = (P, tαλαQ) implies λ = tαλα, hence tα−1 = λαλ−1.
(4) If α ∈ E7C satisfies τλα = ατλ, then 〈αP, αQ〉 = {τλαP, αQ} = {ατλP, αQ}
= {τλP,Q} (Proposition 4.2.2.(2)) = 〈P,Q〉 (Lemma 4.3.3), P,Q ∈ PC . Hence,
α ∈ E7. The converse implication can also be easily proved.
(5) is easily checked by direct calculations.
Theorem 4.3.4. The Lie algebra e7 of the group E7 is given by
e7 = {Φ(φ,A,−τA, ν) |φ ∈ e6, A ∈ JC , ν ∈ iR},
where
Φ(φ,A,−τA, ν) =

φ− 1
3
ν −2τA 0 A
2A τφτ +
1
3
ν −τA 0
0 A ν 0
−τA 0 0 −ν
 .
The Lie bracket [Φ1, Φ2] in e7 is given by
[Φ(φ1, A1,−τA1, ν1), Φ(φ2, A2,−τA2, ν2)] = Φ(φ,A,−τA, ν),
where 
φ = [φ1, φ2]− 2A1 ∨ τA2 + 2A2 ∨ τA1
A =
(
φ1 +
2
3
ν1
)
A2 −
(
φ2 +
2
3
ν2
)
A1
ν = 〈A1, A2〉 − 〈A2, A1〉.
In particular, the dimension of e7 is
dim(e7) = 78 + 54 + 1 = 133.
Proof. For Φ ∈ e7C ,
Φ ∈ e7 if and only if τλΦλ−1τ = Φ.
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Therefore the theorem follows from Theorem 4.3.1, Lemma 4.3.3.(5) and τΦ(φ,A,
B, ν)τ = Φ(τφτ, τA, τB, τν).
Proposition 4.3.5. The complexification of the Lie algebra e7 is e7
C .
Proof. For Φ ∈ e7C , the conjugate transposed mapping Φ∗ of Φ with respect to
the inner product 〈P,Q〉 of PC is Φ∗ = τλΦλτ ∈ e7C , and for Φ ∈ e7C , Φ belongs to
e7 if and only if Φ
∗ = −Φ. Now, any element Φ ∈ e7C is represented as
Φ =
Φ− Φ∗
2
+ i
Φ+ Φ∗
2i
,
Φ− Φ∗
2
,
Φ+ Φ∗
2i
∈ e7.
Hence e7
C is the complexification of e7.
4.4. Simplicity of e7
C
Theorem 4.4.1. The Lie algebra e7
C is simple and so e7 is also simple.
Proof. We use the decomposition of e7
C of Theorem 4.3.1
e7
C = e6
C ⊕NC ,
where e6
C = {Φ(φ, 0, 0, 0) ∈ e7C |φ ∈ e6C} and NC = {Φ(0, A,B, ν) ∈ e7C |A,B ∈
JC , ν ∈ C}. Let p : e7C → e6C and q : e7C → NC be projections of e7C = e6C ⊕NC .
Now, let a be a non-zero ideal of e7
C . Then p(a) is an ideal of e6
C . Indeed, if φ ∈ p(a),
then there exists Φ(0, A,B, ν) ∈ NC such that Φ(φ,A,B, ν) ∈ a. For any φ1 ∈ e6C ,
we have
a ∋ [Φ(φ1, 0, 0, 0), Φ(φ,A,B, ν)] = Φ([φ1, φ], φ1A, φ1′B, 0)
(Theorem 4.3.1), hence [φ1, φ] ∈ p(a).
We shall show that either e6
C ∩ a 6= {0} or NC ∩a 6= {0}. Assume that e6C ∩ a =
{0} and NC ∩a = {0}. Then the mapping p|a : a → e6C is injective because NC ∩a =
{0}. Since p(a) is a non-zero ideal of e6C and e6C is simple, we have p(a) = e6C . Hence
dimC(a) = dimC(p(a)) = dimC(e6
C) = 78. On the other hand, since e6
C ∩ a = {0},
q|a : a → NC is also injective. Hence we have dimC(a) ≤ dimC(NC) = 27+27+1 = 55.
This leads to a contradiction.
We now consider the following two cases.
(1) Case e6
C ∩ a 6= {0}. From the simplicity of e6C , we have e6C ∩ a = e6C , hence
a ⊃ e6C . On the other hand, we have
a ⊃ [a, e7C ] ⊃ [Φ(e6C , 0, 0, 0), Φ(0, JC , 0, 0)]
= Φ(0, e6
CJC , 0, 0) = Φ(0, JC , 0, 0) (Proposition 3.3.2.(3)).
Similarly we have Φ(0, 0, JC , 0) ⊂ a. Moreover, from
a ∋ [Φ(0, E1, 0, 0), Φ(0, 0, E1, 0)] = Φ(2E1 ∨ E1, 0, 0, 1),
114
we have Φ(0, 0, 0, 1) ∈ a, and so a ⊃ NC . Hence a ⊃ e6C ⊕NC = e7C .
(2) Case NC ∩ a 6= {0}. Let Φ(0, A,B, ν) be a non-zero element of NC ∩ a.
(i) Case Φ(0, A,B, ν), A 6= 0. Choose B1 ∈ JC such that A ∨ B1 6= 0 (Lemma
3.5.4.(2)), and choose φ ∈ e6C such that [A ∨ B1, φ] 6= 0 (since e6C is simple, such a
φ exists because the center of e6
C is zero). Now, we have
a ∋
[
Φ(0, A,B, ν), Φ
(
0, 0, 0,−3
2
)]
= Φ(0, A,−B, 0),
a ∋ [Φ(0, A,−B, 0), Φ(0, 0, B1, 0)] = Φ(2A ∨B1, 0, 0, (A,B1)),
a ∋ [Φ(2A ∨B1, 0, 0, (A,B1)), Φ(φ, 0, 0, 0)] = Φ(2[A ∨B1.φ], 0, 0, 0),
Hence this case is reduced to the case (1).
(ii) Case Φ(0, A,B, ν), B 6= 0. This case is also reduced to the case (1) in a
similar way to (i).
(iii) Case Φ(0, 0, 0, ν), ν 6= 0. If we choose 0 6= A ∈ JC , then we have
a ∋ [Φ(0, 0, 0, ν), Φ(0, A, 0, 0)] = Φ
(
0,
2
3
νA, 0, 0
)
.
Hence this case is also reduced to the case (1).
Thus we have a = e7
C .
Proposition 4.4.2. (1) PC is an e7
C-irreducible C-module.
(2) e7
CPC =
{∑
k
ΦkPk |Φk ∈ e7C , Pk ∈ PC
}
= PC .
Proof. (1) LetW be a non-zero e7
C -invariant C-submodule of PC . We first prove
that if (0, 0, 0, 1) ∈ W , then we have W = PC . Indeed,
W ∋ Φ(0, X, 0, 0)(0, 0, 0, 1) = (X, 0, 0, 0),
W ∋ Φ(0, E2, 0, 0)(E3, 0, 0, 0) = (0, E1, 0, 0),
W ∋ Φ(0, E1, 0, 0)(0, E1, 0, 0) = (0, 0, 1, 0),
W ∋ Φ(0, 0, Y, 0)(0, 0, 1, 0) = (0, Y, 0, 0).
Hence we have W = PC . Now, let P = (X,Y, ξ, η) be a non-zero element of W .
(i) CaseW ∋ P = (X,Y, ξ, η), X 6= 0. Then we have (a)
W ∋ Φ(0, 0, 0, 3)(X,Y, ξ, η) = (−X,Y, 3ξ,−3η), (b)
W ∋ Φ(0, 0, 0, 3)(−X,Y, 3ξ,−3η) = (X,Y, 9ξ, 9η). (c)
Taking ((a)−(b))÷2, ((a)−(c))÷8, we have (X, 0,−ξ, 2η) ∈ W , (0, 0, ξ, η) ∈ W , re-
spectively. Consequently (X, 0, 0, 3η) ∈ W . Next, if we choose X1 ∈ JC such that
(X1, X) 6= 0, from
W ∋ Φ(0, 0, X1, 0)(X, 0, 0, 3η) = (0, 0, 0, (X1, X)),
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we have (0, 0, 0, 1) ∈W . Hence this case is reduced to the first case.
(ii) Case P = (0, Y, ξ, η), Y 6= 0. If we choose B ∈ JC such that B × Y 6= 0, from
W ∋ Φ(0, 0, B, 0)(0, Y, ξ, η) = (2B × Y, ξB, 0, 0).
Hence this case is reduced to the case (i).
(iii) Case P = (0, 0, ξ, η), ξ 6= 0. For 0 6= B ∈ JC , we have
W ∋ Φ(0, 0, B, 0)(0, 0, ξ, η) = (0, ξB, 0, 0).
Hence this case is also reduced to the case (ii).
Thus we have W = PC .
(2) Since e7
CPC is an e7
C -invariant C-submodule of PC , e7
CPC = PC follows
from the irreducibility of PC (above (1)).
Lemma 4.4.3. Any element Φ ∈ e7C is expressed by Φ =
∑
i
(Pi ×Qi), Pi, Qi ∈
PC .
Proof. Since [Φ, P ×Q] = ΦP ×Q+ P ×ΦQ (Proposition 4.3.2), a =
{∑
i
(Pi ×
Qi) |Pi, Qi ∈ PC
}
is an ideal of e7
C . From the simplicity of e7
C (Theorem 4.4.1), we
have a = e7
C .
4.5. Killing form of e7
C
Definition. We define a symmetric inner product (Φ1, Φ2)7 in e7
C by
(Φ1, Φ2)7 = −2(φ1, φ2)6 − 4(A1, B2)− 4(A2, B1)− 8
3
ν1ν2,
where Φi = Φ(φi, Ai, Bi, νi) ∈ e7C .
Lemma 4.5.1. (1) The inner product (Φ1, Φ2)7 of e7
C is e7
C-adjoint invariant :
([Φ,Φ1], Φ2)7 + (Φ1, [Φ,Φ2])7 = 0, Φ, Φi ∈ e7C .
(2) For Φ ∈ e7C , P,Q ∈ PC , we have
(Φ, P ×Q)7 = {ΦP,Q}.
Proof . (1) ([Φ,Φ1], Φ2)7
=
(
Φ

[φ, φ1] + 2A ∨B1 − 2A1 ∨B(
φ+
2
3
ν
)
A1 −
(
φ1 +
2
3
ν1
)
A
−
(
tφ+
2
3
ν
)
B1 +
(
tφ1 +
2
3
ν1
)
B
(A,B1)− (B,A1)
 , Φ

φ2
A2
B2
ν2

)
7
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= · · · (using ([φ,A ∨B] = φA ∨B +A ∨ φ′B (Lemma 3.4.4) etc.) · · ·
= −(Φ1, [Φ,Φ2])7.
(2) For P = (X,Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC , we have
(Φ, P ×Q)7 =
(
Φ

φ
A
B
ν
 , Φ

−1
2
(X ∨W + Z ∨ Y )
−1
4
(2Y ×W − ξZ − ζX)
1
4
(2X × Z − ηW − ωY )
1
8
((X,W ) + (Z, Y )− 3(ξω + ζη))

)
7
= (φ,X ∨W + Z ∨ Y )6 − (A, 2X × Z − ηW − ωY ) + (2Y ×W − ξZ − ζX,B)
−1
3
ν((X,W ) + (Z, Y )− 3(ξω + ζη))
= (φX,W ) + (φZ, Y )− 2(A,X,Z) + η(A,W ) + ω(A, Y ) + 2(Y,W,B)
−ξ(Z,B)− ζ(X,B)− 1
3
ν(X,W )− 1
3
ν(Z, Y ) + ν(ξω + ζη)
=
{

φX − 1
3
νX + 2B × Y + ηA
2A×X − tφY + 1
3
νY + ξB
(A, Y ) + νξ
(B,X)− νη
 ,

Z
W
ζ
ω

}
= {ΦP,Q}.
Theorem 4.5.2. The Killing form B7 of the Lie algebra e7
C is given by
B7(Φ1, Φ2) = −9(Φ1, Φ2)7
= 18(φ1, φ2)6 + 36(A1, B2) + 36(A2, B1) + 24ν1ν2
=
3
2
B6(φ1, φ2) + 36(A1, B2) + 36(A2, B1) + 24ν1ν2
= 3tr(Φ1Φ2),
where Φi = Φ(φi, Ai, Bi, νi) ∈ e7C and B6 is the Killing form of e6C .
Proof. Since e7
C is simple (Theorem 4.4.1), there exist k, k′ ∈ C such that
B7(Φ1, Φ2) = k(Φ1, Φ2)7 = k
′tr(Φ1Φ2).
To determine these k, k′, let Φ0 = Φ1 = Φ2 = Φ(0, 0, 0, 1). Then we have
(Φ0, Φ0)7 = −8
3
.
On the other hand, we have
[Φ0, [Φ0, Φ(φ,A,B, ν)] ] =
[
Φ0, Φ
(
0,
2
3
A,−2
3
B, 0
)]
= Φ
(
0,
4
9
A,
4
9
B, 0
)
.
Hence
B7(Φ0, Φ0) = tr((adΦ0)
2) =
4
9
× 27× 2 = 24.
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Therefore k = −9. Next, from
Φ0Φ0(X,Y, ξ, η) = Φ0
(
− X
3
,
Y
3
, ξ,−η
)
=
(X
9
,
Y
9
, ξ, η
)
,
we have
tr(Φ 20 ) =
1
9
× 27× 2 + 1 + 1 = 8.
Therefore k′ = 3.
Lemma 4.5.3. For P ∈ PC , P 6= 0, there exists Q ∈ PC such that P ×Q 6= 0.
Proof. Asumme that P × Q = 0 for all Q ∈ PC . Then for any Φ ∈ e7C ,
0 = (Φ, P × Q)7 = (Φ,Q × P )7 = {ΦQ,P} (Lemma 4.5.1.(2)). Since e7CPC = PC
(Proposition 4.4.2.(2)), we have {PC , P} = 0, so that P = 0.
4.6. Roots of e7
C
Theorem 4.6.1 The rank of the Lie algebra e7
C is 7. The roots of e7
C relative to
some Cartan subalgebra h are given by
±(λk − λl), ±(λk + λl), 0 ≤ k < l ≤ 3,
±λk ± 1
2
(µ2 − µ3), 0 ≤ k ≤ 3,
±1
2
(−λ0 − λ1 + λ2 − λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 + λ1 + λ2 − λ3)± 1
2
(µ3 − µ1),
±1
2
(−λ0 + λ1 + λ2 + λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 − λ1 + λ2 + λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 − λ1 + λ2 − λ3)± 1
2
(µ1 − µ2),
±1
2
(−λ0 + λ1 + λ2 − λ3)± 1
2
(µ1 − µ2),
±1
2
( λ0 + λ1 + λ2 + λ3)± 1
2
(µ1 − µ2),
±1
2
(−λ0 − λ1 + λ2 + λ3)± 1
2
(µ1 − µ2),
±
(
µj +
2
3
ν
)
, 0 ≤ j ≤ 3,
±λk ±
(1
2
µ1 − 2
3
ν
)
, 0 ≤ k ≤ 3,
±1
2
(−λ0 − λ1 + λ2 − λ3)±
(1
2
µ2 − 2
3
ν
)
,
±1
2
( λ0 + λ1 + λ2 − λ3)±
(1
2
µ2 − 2
3
ν
)
,
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±1
2
(−λ0 + λ1 + λ2 + λ3)±
(1
2
µ2 − 2
3
ν
)
,
±1
2
( λ0 − λ1 + λ2 + λ3)±
(1
2
µ2 − 2
3
ν
)
,
±1
2
( λ0 − λ1 + λ2 − λ3)±
(1
2
µ3 − 2
3
ν
)
,
±1
2
(−λ0 + λ1 + λ2 − λ3)±
(1
2
µ3 − 2
3
ν
)
,
±1
2
( λ0 + λ1 + λ2 + λ3)±
(1
2
µ3 − 2
3
ν
)
,
±1
2
(−λ0 − λ1 + λ2 + λ3)±
(1
2
µ3 − 2
3
ν
)
with µ1 + µ2 + µ3 = 0.
Proof. We use the decomposition of of e7
C in Theorem 4.3.1
e7
C = e6
C ⊕ JC ⊕ JC ⊕ C.
Let
h =
{
Φ
( 3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
, 0, 0, ν
)
∈ e7C
∣∣∣∣ λk, ν ∈ Cµj ∈ C, µ1 + µ2 + µ3 = 0
}
(whereHk = −iGk4+k), then h is an abelian subalgebra of e7C (it will be a Cartan sub-
algebra of e7
C). In the following calculations, we put hδ =
3∑
k=0
λkHk, H =
3∑
j=1
µjEj .
I The roots of e6
C are also roots of e7
C . Indeed, let α be a root of e6
C and
S ∈ e6C ⊂ e7C be a root vector belonging to α. Then
[h, S] = [Φ(hδ + H˜, 0, 0, ν), Φ(S, 0, 0, 0)]
= Φ([hδ + H˜, S], 0, 0, 0) = Φ(α(hδ + H˜)S, 0, 0, 0) = α(h)S.
Hence α is a root of e7
C .
II [Φ(hδ + H˜, 0, 0, ν), Φ(0, Ej , 0, 0)]
= Φ
(
0,
(
hδ + H˜ +
2
3
ν
)
Ej , 0, 0
)
=
(
µj +
2
3
ν
)
Φ(0, Ej , 0, 0),
[Φ((hδ + H˜, 0, 0, ν), Φ(0, 0, Ej, 0)] = Φ
(
0, 0,
(
(hδ + H˜)
′ − 2
3
ν
)
Ej , 0
)
= Φ
(
0, 0,
(
hδ − H˜ − 2
3
ν
)
Ej , 0
)
=
(
− µj − 2
3
ν
)
Φ(0, 0, Ej , 0).
Hence ±
(
µj +
2
3
ν
)
, 0 ≤ j ≤ 3, are roots of e7C .
III [Φ(hδ + H˜, 0, 0, ν), Φ(0, F1(a), 0, 0)] a = ek ± ie4+k
= Φ
(
0,
(
hδ + H˜ +
2
3
ν
)
F1(a), 0, 0
)
= Φ
(
0, F1(hδa) +
1
2
(µ2 + µ3)F1(a) +
2
3
νF1(a), 0, 0
)
119
=
(
± λk − 1
2
µ1 +
2
3
ν
)
Φ(0, F1(a), 0, 0).
Hence ±λk − 1
2
µ1 +
2
3
ν, 0 ≤ k ≤ 3, are roots of e7C . The remainders of roots can be
similarly found (νhδ, κπhδ in Theorem 3.6.4 will be used).
Theorem 4.6.2. In the root system of Theorem 4.6.1,
α1 = λ0 − λ1, α2 = λ1 − λ2, α3 = λ2 − λ3,
α4 =
1
2
(−λ0 − λ1 − λ2 + λ3) + 1
2
(µ3 − µ1),
α5 =
1
2
(λ0 + λ1 + λ2 + λ3) +
1
2
(µ1 − µ2),
α6 = µ2 +
3
2
ν, α7 = −µ3 − 3
2
ν
is a fundamental root system of the Lie algebra e7
C and
µ = α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + 2α7
is the highest root. The Dynkin diagram and the extended Dynkin diagram of e7
C are
respectively given by
α1 α2 α3 α4
α7
α5 α6
α1
1
α2
2
α3
3
α4
4
α72
α5
3
α6
2
−µ
Proof. In the following, the notation n1n2 · · ·n7 denotes the root n1α1 + n2α2 +
· · ·+ n7α7. Now, all positive roots of e7C are represented by
λ0 − λ1 = 1 0 0 0 0 0 0
λ0 − λ2 = 1 1 0 0 0 0 0
λ0 − λ3 = 1 1 1 0 0 0 0
λ1 − λ2 = 0 1 0 0 0 0 0
λ1 − λ3 = 0 1 1 0 0 0 0
λ2 − λ3 = 0 0 1 0 0 0 0
λ0 + λ1 = 1 2 2 2 2 1 1
λ0 + λ2 = 1 1 2 2 2 1 1
λ0 + λ3 = 1 1 1 2 2 1 1
λ1 + λ2 = 0 1 2 2 2 1 1
λ1 + λ3 = 0 1 1 2 2 1 1
λ2 + λ3 = 0 0 1 2 2 1 1
λ0 +
1
2
(µ2 − µ3) = 1 1 1 1 1 1 1
λ1 +
1
2
(µ2 − µ3) = 0 1 1 1 1 1 1
λ2 +
1
2
(µ2 − µ3) = 0 0 1 1 1 1 1
λ3 +
1
2
(µ2 − µ3) = 0 0 0 1 1 1 1
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λ0 − 1
2
(µ2 − µ3) = 1 1 1 1 1 0 0
λ1 − 1
2
(µ2 − µ3) = 0 1 1 1 1 0 0
λ2 − 1
2
(µ2 − µ3) = 0 0 1 1 1 0 0
λ3 − 1
2
(µ2 − µ3) = 0 0 0 1 1 0 0
1
2
(−λ0 − λ1 + λ2 − λ3) + 1
2
(µ3 − µ1) = 0 0 1 1 0 0 0
1
2
( λ0 + λ1 + λ2 − λ3) + 1
2
(µ3 − µ1) = 1 2 3 3 2 1 1
1
2
(−λ0 + λ1 + λ2 + λ3) + 1
2
(µ3 − µ1) = 0 1 2 3 2 1 1
1
2
( λ0 − λ1 + λ2 + λ3) + 1
2
(µ3 − µ1) = 1 1 2 3 2 1 1
1
2
( λ0 + λ1 − λ2 + λ3) + 1
2
(µ3 − µ1) = 1 2 2 3 2 1 1
1
2
(−λ0 − λ1 − λ2 + λ3) + 1
2
(µ3 − µ1) = 0 0 0 1 0 0 0
1
2
( λ0 − λ1 − λ2 − λ3) + 1
2
(µ3 − µ1) = 1 1 1 1 0 0 0
1
2
(−λ0 + λ1 − λ2 − λ3) + 1
2
(µ3 − µ1) = 0 1 1 1 0 0 0
1
2
( λ0 − λ1 + λ2 − λ3)− 1
2
(µ1 − µ2) = 1 1 2 2 1 1 1
1
2
( λ0 − λ1 − λ2 + λ3)− 1
2
(µ1 − µ2) = 1 1 1 2 1 1 1
1
2
( λ0 + λ1 + λ2 + λ3) +
1
2
(µ1 − µ2) = 0 0 0 0 1 0 0
1
2
( λ0 + λ1 − λ2 − λ3)− 1
2
(µ1 − µ2) = 1 2 2 2 1 1 1
1
2
(−λ0 + λ1 − λ2 + λ3)− 1
2
(µ1 − µ2) = 0 1 1 2 1 1 1
1
2
(−λ0 + λ1 + λ2 − λ3)− 1
2
(µ1 − µ2) = 0 1 2 2 1 1 1
1
2
( λ0 + λ1 + λ2 + λ3)− 1
2
(µ1 − µ2) = 1 2 3 4 3 2 2
1
2
(−λ0 − λ1 + λ2 + λ3)− 1
2
(µ1 − µ2) = 0 0 1 2 1 1 1
−µ1 − 2
3
ν = 1 2 3 4 2 1 2
µ2 +
2
3
ν = 0 0 0 0 0 1 0
−µ3 − 2
3
ν = 0 0 0 0 0 0 1
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λ0 − 1
2
µ1 +
2
3
ν = 1 1 1 1 1 1 0
λ1 − 1
2
µ1 +
2
3
ν = 0 1 1 1 1 1 0
λ2 − 1
2
µ1 +
2
3
ν = 0 0 1 1 1 1 0
λ3 − 1
2
µ1 +
2
3
ν = 0 0 0 1 1 1 0
λ0 +
1
2
µ1 − 2
3
ν = 1 1 1 1 1 0 1
λ1 +
1
2
µ1 − 2
3
ν = 0 1 1 1 1 0 1
λ2 +
1
2
µ1 − 2
3
ν = 0 0 1 1 1 0 1
λ3 +
1
2
µ1 − 2
3
ν = 0 0 0 1 1 0 1
1
2
(−λ0 − λ1 + λ2 − λ3) + 1
2
µ2 − 2
3
ν = 0 0 1 1 0 0 1
1
2
( λ0 + λ1 + λ2 − λ3) + 1
2
µ2 − 2
3
ν = 1 2 3 3 2 1 2
1
2
(−λ0 + λ1 + λ2 + λ3) + 1
2
µ2 − 2
3
ν = 0 1 2 3 2 1 2
1
2
( λ0 − λ1 + λ2 + λ3) + 1
2
µ2 − 2
3
ν = 1 1 2 3 2 1 2
1
2
( λ0 + λ1 − λ2 + λ3) + 1
2
µ2 − 2
3
ν = 1 2 2 3 2 1 2
1
2
(−λ0 − λ1 − λ2 + λ3) + 1
2
µ2 − 2
3
ν = 0 0 0 1 0 0 1
1
2
( λ0 − λ1 − λ2 − λ3) + 1
2
µ2 − 2
3
ν = 1 1 1 1 0 0 1
1
2
(−λ0 + λ1 − λ2 − λ3) + 1
2
µ2 − 2
3
ν = 0 1 1 1 0 0 1
1
2
( λ0 − λ1 + λ2 − λ3) + 1
2
µ3 − 2
3
ν = 1 1 2 2 1 0 1
1
2
( λ0 − λ1 − λ2 + λ3) + 1
2
µ3 +
2
3
ν = 1 1 1 2 1 0 1
1
2
( λ0 + λ1 + λ2 + λ3)− 1
2
µ3 − 2
3
ν = 0 0 0 0 1 1 0
1
2
( λ0 + λ1 − λ2 − λ3) + 1
2
µ3 − 2
3
ν = 1 2 2 2 1 0 1
1
2
(−λ0 + λ1 − λ2 + λ3) + 1
2
µ3 − 2
3
ν = 0 1 1 2 1 0 1
1
2
(−λ0 + λ1 + λ2 − λ3) + 1
2
µ3 − 2
3
ν = 0 1 2 2 1 0 1
1
2
( λ0 + λ1 + λ2 + λ3) +
1
2
µ3 − 2
3
ν = 1 2 3 4 3 1 2
1
2
(−λ0 − λ1 + λ2 + λ3) + 1
2
µ3 − 2
3
ν = 0 0 1 2 1 0 1.
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Hence Π = {α1, α2, · · · , α7} is a fundamental root system of e7C . The real part hR
of h is
hR =
{
Φ
( 3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
, 0, 0, ν
)
∈ e7C
∣∣∣∣ λk, ν ∈ Rµj ∈ R, µ1 + µ2 + µ3 = 0 }
and the Killing form B7 of e7
C on hR is given by
B7(h, h
′) = 6
(
6
3∑
k=0
λkλk
′ + 3
3∑
j=1
µjµj
′ + 4νν′
)
for h = Φ
( 3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
, 0, 0, ν
)
, h′ = Φ
( 3∑
k=0
λk
′Hk +
( 3∑
j=1
µj
′Ej
)∼
, 0,
0, ν′
)
∈ hR. Indeed, from Theorem 4.5.2, we have
B7(h, h
′) =
3
2
B6
( 3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
,
3∑
k=0
λk
′Hk +
( 3∑
j=1
µj
′Ej
)∼)
+ 24νν′
=
3
2
12
(
2
3∑
k=0
λkλk
′ +
3∑
j=1
µjµj
′
)
+ 24νν′ (Theorem 3.6.5)
= 6
(
6
3∑
k=0
λkλk
′ + 3
3∑
j=1
µjµj
′ + 4νν′
)
.
Now, the canonical elementsHαi ∈ hR corresponding to αi (B7(Hα, H) = α(H), H ∈
h) are determined as follows.
Hα1 =
1
36
Φ(H0 −H1, 0, 0, 0),
Hα2 =
1
36
Φ(H1 −H2, 0, 0, 0),
Hα3 =
1
36
Φ(H2 −H3, 0, 0, 0),
Hα4 =
1
72
Φ((−H0 −H1 −H2 +H3) + 2(E3 − E1)∼, 0, 0, 0),
Hα5 =
1
72
Φ((H0 +H1 +H2 +H3) + 2(E1 − E2)∼, 0, 0, 0),
Hα6 =
1
54
Φ
(
(−E1 + 2E2 − E3)∼, 0, 0, 3
2
)
,
Hα7 =
1
54
Φ
(
(E1 + E2 − 2E3)∼, 0, 0,−3
2
)
.
Thus we have
(α1, α1) = B7(Hα1 , Hα1) = 36
1
36
1
36
2 =
1
18
and the other inner products are similarly calculated. Consequently, the inner product
induced by the Killing form B7 between α1, α2, · · · , α7 and −µ are given by
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(αi, αi) =
1
18
, i = 1, 2, 3, 4, 5, 6, 7,
(α1, α2) = (α2, α3) = (α3, α4) = (α4, α5) = (α4, α7) = (α5, α6) = − 1
36
,
(αi, αj) = 0, otherwise,
(−µ,−µ) = 1
18
, (−µ, α6) = − 1
36
, (−µ, αi) = 0, i = 1, 2, 3, 5, 7,
using them, we can draw the Dynkin diagram and the extended Dynkin diagram of
e7
C .
According to Borel-Siebenthal theory, the Lie algebra e7 has four subalgebras as
maximal subalgebras with the maximal rank 7.
(1) The first one is a subalgebra of type T ⊕ E6 which is obtained as the fixed
points of an involution ι of e7.
(2) The second one is a subalgebra of type A1⊕D6 which is obtained as the fixed
points of an involution σ of e7.
(3) The third one is a subalgebra of type A7 which is obtained as the fixed points
of an involution λγ of e7.
(4) The fourth one is a subalgebra of type A2 ⊕A5 which is obtained as the fixed
points of an automorphism w of order 3 of e7.
These subalgebras will be realized as subgroups of the group E7 in Theorems
4.10.2, 4.11.15, 4.12.5 and 4.13.5, respectively.
4.7. Subgroups E6 and U(1) of E7
We shall study the following subgroup (E7)(0,0,1,0) of E7:
(E7)(0,0,1,0) = {α ∈ E7 |α(0, 0, 1, 0) = (0, 0, 1, 0)}.
Lemma 4.7.1. If α ∈ E7 satisfies α(0, 0, 1, 0) = (0, 0, 1, 0), then α also satisfies
α(0, 0, 0, 1) = (0, 0, 0, 1), and conversely.
Proof. If α ∈ E7 satisfies α(0, 0, 1, 0) = (0, 0, 1, 0), then we have
α(0, 0, 0, 1) = α(−τλ(0, 0, 1, 0)) = −τλα(0, 0, 1, 0) = −τλ(0, 0, 1, 0) = (0, 0, 0, 1).
The converse can be similarly proved.
Theorem 4.7.2. (E7)(0,0,1,0) ∼= E6.
Proof. We associate an element α ∈ E6 = {α ∈ IsoC(JC) | det (αX) = detX, 〈αX,
αY 〉 = 〈X,Y 〉} with the element
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α˜ =

α 0 0 0
0 τατ 0 0
0 0 1 0
0 0 0 1
 ∈ (E7)(0,0,1,0) ⊂ E7.
We first have to prove that α˜ ∈ E7. For P = (X,Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC , we
have
α˜P × α˜Q = (αX, τατY, ξ, η) × (αZ, τατW, ζ, ω)
= · · · (using α(X ∨ Y )α−1 = αX ∨ τατY, (αφα−1)′ = (τατ)φ′(τα−1τ) etc.) · · ·
= α˜(P ×Q)α˜−1
and 〈α˜P, α˜Q〉 = 〈P,Q〉 is evident. Hence α˜ ∈ E7, moreover α˜ ∈ (E7)(0,0,1,0).
Conversely, suppose that α ∈ E7 satisfies α(0, 0, 1, 0) = (0, 0, 1, 0) and α(0, 0, 0, 1) =
(0, 0, 0, 1) (Lemma 4.7.1). Then α is of the form
α =

β ǫ 0 0
δ β1 0 0
0 0 1 0
0 0 0 1
 , β, β1, δ, ǫ ∈ HomC(JC).
Indeed, the fact that the left bottom parts are 0 follows from
〈αX˙, 1˙〉 = 〈αX˙, α1˙〉 = 〈X˙, 1˙〉 = 0,
〈αX˙, 1. 〉 = 〈αX˙, α1.〉 = 〈X˙, 1.〉 = 0.
Now, since
MC ∋ α

X
1
η
X ×X
1
η2
detX
η
 =

βX +
1
η
ǫ(X ×X)
δX +
1
η
β1(X ×X)
1
η2
detX
η

,
we can see that(
βX +
1
η
ǫ(X ×X)
)
×
(
βX +
1
η
ǫ(X ×X)
)
= η
(
δX +
1
η
β1(X ×X)
)
holds for all 0 6= η ∈ C. Comparing the coefficients of η of both sides, we have δ = 0.
Similarly, from α
(1
ξ
(Y ×Y ), Y, ξ, 1
ξ2
detY
)
∈ MC , we have ǫ = 0. Furthermore, since
MC ∋ α(X,X ×X, detX, 1) = (βX, β1(X ×X), detX, 1),
we have
βX × βX = β1(X ×X), (βX, β1(X ×X)) = 3detX.
125
and so
det (βX) =
1
3
(βX, βX × βX) = 1
3
(βX, β1(X ×X)) = detX,
which implies that β ∈ E6C . The equality 〈αX˙, αY˙ 〉 = 〈X˙, Y˙ 〉 implies 〈βX, βY 〉 =
〈X,Y 〉 and therefore β ∈ E6. Moreover from the relation
β1(X ×X) = βX × βX = τβτ(X ×X),
we obtain β1 = τβτ . Indeed, putting X ×X instead of X , we have
(detX)β1X = (detX)τβτX.
If detX 6= 0, then we have β1X = τβτX , Since β1 and τβτ are linear mappings (of
course are continuous mappings), we have β1X = τβτX even if detX = 0. Thus, the
proof of Theorem 4.7.2 is completed.
For θ ∈ C, θ 6= 0, we define a C-linear transformation ϕ1(θ) : PC → PC by
ϕ1(θ)(X,Y, ξ, η) = (θ
−1X, θY, θ3ξ, θ−3η).
Then ϕ1(θ) ∈ E7C .
Theorem 4.7.3. The group E7 contains
U(1) = {ϕ1(θ) | θ ∈ C, (τθ)θ = 1}
as a subargroup. This subgroup is isomorphic to the usual unitary group U(1) = {θ ∈
C | (τθ)θ = 1}.
Proof. It is easy to check that ϕ1(θ) ∈ E7.
4.8. Connectedness of E7
We denote by (E7)0 the connected component of E7 containing the identity 1.
Lemma 4.8.1. For a ∈ C, if we define a mapping αi(a) : PC → PC , i = 1, 2, 3
by
αi(a) =

1 + (cos |a| − 1)pi 2a sin |a||a| Ei 0 −τa
sin |a|
|a| Ei
−2τa sin |a||a| Ei 1 + (cos |a| − 1)pi a
sin |a|
|a| Ei 0
0 −τa sin |a||a| Ei cos |a| 0
a
sin |a|
|a| Ei 0 0 cos |a|

(
if a = 0, then
sin |a|
|a| means 1
)
, then αi(a) ∈ (E7)0, where pi : JC → JC is the
C-linear mapping defined by
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pi
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 =
 ξ1 δi3x3 δi2x2δi3x3 ξ2 δi1x1
δi2x2 δi1x1 ξ3
 ,
where δij is the Kronecker delta symble. The mappings α1(a1), α2(a2), α(a3), (ai ∈ C)
are commutative for each other.
Proof. For
Φi(a) = Φ(0,−τaEi, τaEi, 0) =

0 2aEi 0 −τaEi
−2τaEi 0 aEi 0
0 −τaEi 0 0
aEi 0 0 0
 ∈ e7
(Theorem 4.3.4), we have αi(a) = expΦi(a). Hence αi(a) ∈ (E7)0. The relation
[Φi(ai), Φj(aj)] = 0 shows that αi(ai) and αj(aj) are commutative.
Proposition 4.8.2. Any element P ∈ MC , P 6= 0 can be transformed to a
diagonal form by some element α ∈ (E7)0:
αP = (X,Y, ξ, η), X, Y are diagonal, ξ > 0.
Proof. Let P = (X,Y, ξ, η) ∈ MC . We shall first show that P can be transformed
to a diagonal form with ξ 6= 0.
(1) Case P = (X,Y, ξ, η), ξ 6= 0. In this case, X = 1
ξ
(Y × Y ). Choose β ∈ E6
such that τβτY is diagonal (Proposition 3.8.2), then
βX =
1
ξ
β(Y × Y ) = 1
ξ
τβτY × τβτY
is also diagonal.
(2) Case P = (X,Y, 0, η), Y 6= 0. Choose β ∈ E6 so that
τβτY =
 η1 0 00 η2 0
0 0 η3
 , ηi ∈ C
(Proposition 3.8.2). Since τβτY 6= 0, some ηi is non-zero : ηi 6= 0. Applying
αi(−π/2) ∈ (E7)0 of Lemma 4.8.1 on βP , we get
αi(−π/2)βP =

1− pi −2Ei 0 Ei
2Ei 1− pi −Ei 0
0 Ei 0 0
−Ei 0 0 0


βX
τβτY
0
η
 =

∗
∗
ηi
∗
 , ηi 6= 0,
so that this case is reduced to the case (1).
(3) Case P = (X, 0, 0, η), X 6= 0. Choose β ∈ E6 so that βX = ξ1E1+ξ2E2+ξ3E3,
ξi ∈ C (Proposition 3.8.2). Since βX 6= 0, some ξi is non-zero : ξi 6= 0. Then
αi+1(−π/2)βP = (∗, ξiEi+2 + ξi+2Ei, 0, ∗), ξi 6= 0,
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so that this case is reduced to the case (2).
(4) Case P = (0, 0, 0, η), η 6= 0. Then
α1(−π/2)P = (ηE1, 0, 0, 0), η 6= 0,
so that this case is also reduced to the case (3).
Consequently, any element P can be transformed to a diagonal form with ξ 6= 0.
Furthermore, by applying some φ1(θ) ∈ U(1) ⊂ (E7)0 of Theorem 4.7.3 on it, then ξ
becomes ξ > 0. Thus the proof of Proposition 4.8.2 is completed.
Remark. In Proposition 4.8.2, the condition P ∈ MC does not need. That is,
any element P ∈ PC can be transformed to a diagonal form by some α ∈ E7. (See
Miyasaka, Yasukura and Yokota [23]).
We define a space M1, called the compact Freudenthal manifold, by
M1 = {P ∈ PC |P × P = 0, 〈P, P 〉 = 1}.
Theorem 4.8.3. E7/E6 ≃ M1.
In particular, the group E7 is connected.
Proof. For α ∈ E7 and P ∈ M1, we have αP ∈ M1. Hence E7 acts on M1. We
shall prove that the group (E7)0 acts transitively on M1. To prove this, it is sufficient
to show that any element P ∈ M1 can be transformed to (0, 0, 1, 0) ∈ M1 by some
α ∈ (E7)0. Now, P ∈ M1 can be transformed to a diagonal form by α ∈ (E7)0:
αP =
(1
ξ
 η2η3 0 00 η3η1 0
0 0 η1η2
 ,
 η1 0 00 η2 0
0 0 η3
 , ξ, 1
ξ2
η1η2η3
)
, ξ > 0
(Proposition 4.8.2). From the condition 〈αP, αP 〉 = 〈P, P 〉 = 1, we have
1
ξ2
(|η2η3|2 + |η3η1|2 + |η1η2|2) + (|η1|2 + |η2|2 + |η3|2) + ξ2 + 1
ξ4
|η1η2η3|2 = 1,
that is, (
1 +
|η1|2
ξ2
)(
1 +
|η2|2
ξ2
)(
1 +
|η3|2
ξ2
)
=
1
ξ2
. (i)
Choose r1, r2, r3 ∈ R, 0 ≤ ri < π
2
, such that
tan ri =
|ηi|
ξ
, i = 1, 2, 3,
then (i) becomes
ξ = cos r1 cos r2 cos r3.
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By letting
ai =
ηi
|ηi|ri, i = 1, 2, 3
(if ηi = 0, then ai means 0), we have
ri = |ai|, ηi = 1|ai|
ηi
|ηi|ri
|ηi|
ξ
ξ =
ai
|ai| tan ri cos r1 cos r2 cos r3.
Therefore, we see that αP is of the form

cos |a1|a2 sin |a2||a2| a3
sin |a3|
|a3| 0 0
0 a1
sin |a1|
|a1| cos |a2|a3
sin |a3|
|a3| 0
0 0 a1
sin |a1|
|a1| a2
sin |a2|
|a2| cos |a3|


a1
sin |a1|
|a1| cos |a2| cos |a3| 0 0
0 cos |a1|a2 sin |a2||a2| cos |a3| 0
0 0 cos |a1| cos |a2|a3 sin |a3||a3|

cos |a1| cos |a2| cos |a3|
a1
sin |a1|
|a1| a2
sin |a2|
|a2| a3
sin |a3|
|a3|

= α3(a3)α2(a2)α1(a1)(0, 0, 1, 0),
hence we have
α1(a1)
−1α2(a2)
−1α3(a3)
−1αP = (0, 0, 1, 0).
This shows the transitivity of (E7)0. Since we have M1 = (E7)0(0, 0, 1, 0), M1 is
connected. Now, the group E7 acts transitively on M1 and the isotropy subgroup of
E7 at (0, 0, 1, 0) ∈ M1 is E6 (Theorem 4.7.2). Therefore we have the homeomorphism
E7/E6 ≃ M1. Finally, the connectedness of E7 follows from the connectedness of M1
and E6.
4.9. Center z(E7) of E7
Theorem 4.9.1. The center z(E7) of the group E7 is the cyclic group of order 2:
z(E7) = {1,−1}.
Proof. Let α ∈ z(E7). From the commutativity with β ∈ E6 ⊂ E7, we have
βα(0, 0, 1, 0) = αβ(0, 0, 1, 0) = α(0, 0, 1, 0). If we denote α(0, 0, 1, 0) = (X,Y, ξ, η) ∈
PC , then from (βX, τβτY, ξ, η) = (X,Y, ξ, η), we have
βX = X, τβτY = Y for all β ∈ E6.
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Hence X = Y = 0. Therefore, α(0, 0, 1, 0) is of the form
α(0, 0, 1, 0) = (0, 0, ξ, η).
From the condition α(0, 0, 1, 0) ∈ MC , we have ξη = 0. Suppose ξ = 0, then
α(0, 0, 1, 0) = (0, 0, 0, η), η 6= 0. Also from the commutativity with ϕ1(θ) ∈ U(1) ⊂ E7
(Theorem 4.7.3), we have
(0, 0, 0, θ−3η) = ϕ1(θ)(0, 0, 0, η) = ϕ1(θ)α(0, 0, 1, 0)
= αϕ1(θ)(0, 0, 1, 0) = α(0, 0, θ
3, 0) = (0, 0, 0, θ3η),
and so θ−3η = θ3η for all θ. But this is a contradiction. Hence ξ 6= 0, η = 0,
that is, α(0, 0, 1, 0) = (0, 0, ξ, 0). Similarly we have α(0, 0, 0, 1) = (0, 0, 0, ζ). Since
{α(0, 0, 1, 0), α(0, 0, 1, 0)} = 1, we have ξζ = 1, and therefore
α(0, 0, 1, 0) = (0, 0, ξ, 0), α(0, 0, 0, 1) = (0, 0, 0, ξ−1).
Moreover, from the commutativity with λ ∈ E7,
(0, 0, 0,−ξ) = λ(0, 0, ξ, 0) = λα(0, 0, 1, 0)
= αλ(0, 0, 1, 0) = α(0, 0, 0,−1) = (0, 0, 0,−ξ−1).
Hence ξ = ξ−1, that is, ξ = ±1. In the case ξ = 1, we have α ∈ E6 (Theorem 4.7.2),
so that α ∈ z(E6) = {1, ω1, ω21} (Theorem 3.9.1), that is,
α =

ω′1 0 0 0
0 ω′
−1
1 0 0
0 0 1 0
0 0 0 1
 , ω′ = 1, ω or ω2.
Again from the commutativity with λ,
(0, ω′X, 0, 0) = −λ(ω′X, 0, 0, 0) = −λα(X, 0, 0, 0)
= −αλ(X, 0, 0, 0) = α(0, X, 0, 0) = (0, ω′−1X, 0, 0),
for all X ∈ JC , which shows that ω′ = ω′−1, hence ω′ = 1. Therefore α = 1. In the
case ξ = −1, we have −α ∈ z(E6), so that by the similar argument as above we have
−α = 1. Thus we have z(E7) = {1,−1}.
According to a general theory of compact Lie groups, it is known that the center
of the simply connected compact simple Lie group of type E7 is the cyclic group of
order 2. Hence the group E7 has to be simply connected. Thus we have the following
theorem.
Theorem 4.9.2. E7 = {α ∈ IsoC(PC) |α(P × Q)α−1 = αP × αQ, 〈αP, αQ〉 =
〈P,Q〉} is a simply connected compact Lie group of type E7.
4.10. Involution ι and subgroup (U(1)× E6)/Z3 of E7
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Definition. We define a C-linear transformation ι of PC by
ι(X,Y, ξ, η) = (−iX, iY,−iξ, iη).
Then, ι = ϕ1(i) ∈ U(1) ⊂ E7, ι2 = −1 ∈ z(E7) (Theorem 4.9.1) and so ι4 = 1.
Lemma 4.10.1. ι is conjugate to λ in E7.
Proof. For δ = α1
( iπ
4
)
α2
( iπ
4
)
α3
( iπ
4
)
(Lemma 4.8.1), we have ι = δ−1λδ.
ι induces an involutive automorphism ι˜ : E7 → E7 by
ι˜(α) = ιαι−1, α ∈ E7.
We shall now study the following subgroup (E7)
ι of E7:
(E7)
ι = {α ∈ E7 | ια = αι}
∼= {α ∈ E7 |λα = αλ} = (E7)λ.
Theorem 4.10.2 (E7)
ι ∼= (U(1)× E6)/Z3, Z3 = {(1, 1), (ω, ω1), (ω2, ω21)},
ω = −1
2
+
√
3
2
i ∈ C.
Proof. We define a mapping ϕ : U(1)× E6 → (E7)ι by
ϕ(θ, β) = ϕ1(θ)β, ϕ1(θ) =

θ−11 0 0 0
0 θ1 0 0
0 0 θ3 0
0 0 0 θ−3
 , β =

β 0 0 0
0 τβτ 0 0
0 0 1 0
0 0 0 1
 .
Evidently ϕ(θ, β) ∈ (E7)ι. Since ϕ1(θ) and β are commutaive, ϕ is a homomorphism.
We shall prove that ϕ is onto. Let α ∈ (E7)ι. From ια = αι, α is seen to be of the
form
α =

β 0 M 0
0 δ 0 N
a 0 µ 0
0 b 0 ν
 ,
β, δ ∈ HomC(JC),
a, b ∈ HomC(JC , C),
M,N ∈ JC ,
µ, ν ∈ C.
The condition α(0, 0, 1, 0), α(0, 0, 0, 1) ∈ MC implies that
µM = 0, νN = 0.
We shall first show that M = N = 0. Suppose that M 6= 0, µ = 0. Then, the
condition {α(0, 0, 1, 0), α(0, 0, 0, 1)} = {(0, 0, 1, 0), (0, 0, 0, 1)} = 1 implies that
(M,N) = 1. (i)
Hence we have N 6= 0, ν = 0. From
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MC ∋ α

X
1
η
X ×X
1
η2
detX
η
 =

βX +
1
η2
(detX)M
1
η
δ(X ×X) + ηN
a(X)
1
η
b(X ×X)

,
we have(1
η
δ(X ×X) + ηN
)
×
(1
η
δ(X ×X) + ηN
)
= a(X)
(
βX +
1
η2
(detX)M
)
,(
βX +
1
η2
(detX)M,
1
η
δ(X ×X) + ηN
)
= 3a(X)
1
η
b(X ×X)
hold for all 0 6= η ∈ C. Comparing the coefficients of η, we have
2δ(X ×X)×N = a(X)βX
δ(X ×X)× δ(X ×X) = a(X)(detX)M
(βX, δ(X ×X)) + detX = 3a(X)b(X ×X) (use (i)).
(ii)
(iii)
(iv)
Therfore, using (i) ∼ (iv), we have
a(X)detX = a(X)(detX)(M,N) = (δ(X ×X)× δ(X ×X), N)
= (δ(X ×X), δ(X ×X)×N) = 1
2
a(X)(δ(X ×X), βX)
=
1
2
a(X)(3a(X)b(X ×X)− detX).
Hence we have a(X)detX = a(X)2b(X ×X). Furthermore we have
detX = a(X)b(X ×X). (v)
Indeed, from µ = 0, we deduce that a 6= 0. Since a : JC → C is a linear form, the
set {X ∈ JC | a(X) 6= 0} is dense in JC and the correspondence detX and b(X ×X)
is continuous with respect to X , (v) is also valid for X ∈ JC such that a(X) = 0.
Now, since a 6= 0 and b 6= 0, (v) contradicts the irreducibility of the determinant
detX with respect to the variables of its components. Consequently we have shown
that M = 0. Similarly we can prove that N = 0. Therefore α(0, 0, 1, 0) = (0, 0, µ, 0),
α(0, 0, 0, 1) = (0, 0, 0, ν). From the condition {α1˙, α1.} = 1, 〈α1˙, α1˙〉 = 1, we deduce
that
α(0, 0, 1, 0) = (0, 0, µ, 0), α(0, 0, 0, 1) = (0, 0, 0, µ−1), µ ∈ C, (τµ)µ = 1.
If we choose θ ∈ C such that θ3 = µ and let β = ϕ1(θ)−1α, then β(0, 0, 1, 0) =
(0, 0, 1, 0), β(0, 0, 0, 1) = (0, 0, 0, 1). Hence, β ∈ E6 (Theorem 4.7.2) and we have
α = ϕ1(θ)β, θ ∈ U(1), β ∈ E6.
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This shows ϕ is onto. That Kerϕ = {(1, 1), (ω, ω1), (ω2, ω21)} = Z3 is easily ob-
tained. Thus we have the isomorphism (U(1)× E6)/Z3 ∼= (E7)ι.
Remark. (E7)
ι is connected as a fixed points subgroup under the involution ι of
the simply connected Lie group E7. Hence, to show that ϕ : U(1) × E6 → (E6)ι is
onto, it is sufficient to show that ϕ∗ : u(1)⊕ e6 → (e7)ι is onto, which is easily shown.
4.11. Involution σ and subgroup (SU(2)× Spin(12))/Z2 of E7
We define an involutive C-linear transformation σ of PC by
σ(X,Y, ξ, η) = (σX, σY, ξ, η).
which is the extension of the C-linear transformation σ of JC . This is the same as
σ ∈ F4 regarding as σ ∈ F4 ⊂ E6 ⊂ E7.
We shall now study the following subgroup (E7)
σ of E7:
(E7)
σ = {α ∈ E7 |σα = ασ}.
To this end, we define two C-linear mappings κ, µ : PC → PC by
κ = Φ(−2E1 ∨ E1, 0, 0,−1), µ = Φ(0, E1, E1, 0).
The explicit forms of κ and µ are given by
κ

X
Y
ξ
η
 =

−κ1X
κ1Y
−ξ
η
 , κ1X = (E1, X)− 4E1 × (E1 ×X),
µ

X
Y
ξ
η
 =

2E1 × Y + ηE1
2E1 ×X + ξE1
(E1, Y )
(E1, X)
 .
More precisely, κ and µ are of the form
κ(X,Y, ξ, η) = κ
( ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 ,
 η1 y3 y2y3 η2 y1
y2 y1 η3
 , ξ, η)
=
(−ξ1 0 00 ξ2 x1
0 x1 ξ3
 ,
 η1 0 00 −η2 −y1
0 −y1 −η3
 ,−ξ, η),
µ(X,Y, ξ, η) =
( η 0 00 η3 −y1
0 −y1 η2
 ,
 ξ 0 00 ξ3 −x1
0 −x1 ξ2
 , η1, ξ1).
Lemma 4.11.1. (1) κµ = µκ,
{
κσ = σκ
µσ = σµ,
{
κλ = −λκ
µλ = −λµ.
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(2) If α ∈ E7 satisfies κα = ακ, then α also satisfies σα = ασ.
Proof. (1) These are checked by direct calculations.
(2) Since σ = expπiκ, we have σα = (expπiκ)α = α(exp πiκ) = ασ.
We shall first study the following subgroups (E7)
κ,µ and ((E7)
κ,µ)(0,E1,0,1) of E7:
(E7)
κ,µ = {α ∈ E7 |κα = ακ, µα = αµ},
((E7)
κ,µ)(0,E1,0,1) = {α ∈ (E7)κ,µ |α(0, E1, 0, 1) = (0, E1, 0, 1)}.
Proposition 4.11.2. The Lie algebras (e7)
σ, (e7)
κ,µ, ((e7)
κ,µ)(0,E1,0,1) of the
groups (E7)
σ, (E7)
κ,µ, ((E7)
κ,µ)(0,E1,0,1) are respectively given by
(1) (e7)
σ = {Φ ∈ e7 |σΦ = Φσ}
= {Φ(φ,A,−τA, ν) ∈ e7|φ ∈ (e6)σ, A ∈ (JC)σ}.
(2) (e7)
κ,µ = {Φ ∈ e7 |κΦ = Φκ, µΦ = Φµ}
=
{
Φ(φ.A,−τA, ν) ∈ e7
∣∣∣∣∣∣
φ ∈ (e6)σ, A ∈ (JC)σ, (E1, A) = 0,
ν = −3
2
(φE1, E1)
}
.
(3) ((e7)
κ,µ)(0,E1,0,1) = {Φ ∈ (e7)κ,µ |Φ((0, E1, 0, 1)) = 0}
=
{
Φ(φ,A,−τA, 0) ∈ e7
∣∣∣∣∣ φ ∈ e6, φE1 = 0,A ∈ JC , 2E1 ×A = τA
}
.
Proof. (1) It is not difficult to prove and so is omitted here.
(2) Suppose that Φ = Φ(φ,A,−τA, ν) ∈ e7 satisfies κΦ = Φκ and µΦ = Φµ.
Comparing the ξ-term of κΦP = ΦκP, P = (X,Y, ξ, η) ∈ PC , we have
(A, Y ) = −(A, κ1Y ), Y ∈ JC .
Let Y = E1, then we have (A,E1) = 0. Next, comparing the η-term of µΦ = Φµ, we
have
(E1, φX)− 1
3
ν(E1, X) = −ν(E1, X). (i)
Since φ ∈ (e6)σ, we can set φE1 = kE1, k ∈ iR (Lemma 3.10.1). Hence let X = E1 in
(i), then we have k = −2
3
ν. Conversely, if Φ = Φ(φ,A,−τA, ν) ∈ e7 has the condition
above, then from the following Lemma 4.11.3, we can see that Φ satisfies κΦ = Φκ
and µΦ = Φµ.
Lemma 4.11.3. In JC , the following hold.
(1) For A ∈ (JC)σ, we have κ1(A×X) = κ1A× κ1X, X ∈ JC .
(2) For φ ∈ (e6)σ, we have κ1φ = φκ1.
(3) For A ∈ (JC)σ, (E1, A) = 0, we have κ1A = −A and
−4τA× (E1 ×X) + (E1, X)A = 4E1 × (A×X)− 〈A,X〉E1, X ∈ JC .
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We shall now return to the proof of (3) of Proposition 4.11.2.
If Φ = Φ(φ,A,−τA, ν) ∈ (e7)κ,µ satisfies Φ((0, E1, 0, 1)) = 0, then
ν = −(A,E1) = −τ(A,E1),
so that ν = τν. Together with τν = −ν, we have ν = 0 and φE1 = 0, furthermore,
we have 2A×E1 = τA (in this case, A ∈ (JC)σ and (E1, A) = 0 automatically hold).
For ν ∈ iR, we define a C-linear mapping φ(ν) : JC → JC by
φ(ν) = 2νE1 ∨ E1,
that is,
φ(ν)
 ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 = ν
3
 4ξ1 x3 x2x3 −2ξ2 −2x1
x2 −2x1 −2ξ3

(Lemma 3.4.2.(2)). Then φ(ν) ∈ (e6)σ.
Proposition 4.11.4. (1) a1 = {Φ(φ(ν), aE1,−τaE1, ν) | a ∈ C, ν ∈ iR}
is a Lie subalgebra of (e7)
σ and isomorphic to the Lie algebra su(2).
(2) The Lie algebra (e7)
σ is isomorphic to the direct sum of Lie algebras a1 and
(e7)
κ,µ:
(e7)
σ ∼= a1 ⊕ (e7)κ,µ.
Proof. (1) The mapping ϕ∗ : a1 → su(2) = {D ∈M(2, C) | τ(tD) = −D} defined
by
ϕ∗(Φ(φ(ν), aE1,−τaE1, ν)) =
(
ν a
−τa −ν
)
gives an isomorphism as Lie algebras. Indeed, this is clear from[(
ν a
−τa −ν
)
,
(
ρ b
−τb −ρ
)]
=
(
b(τa)− a(τb) 2(bν − aρ)
−2τ(bν − aρ) a(τb)− b(τa)
)
,
and [
Φ(φ(ν), aE1,−τaE1, ν), Φ(φ(ρ), bE1,−τbE1, ρ)
]
= Φ(φ(bτa) − a(τb)), 2(bν − aρ)E1,−2τ(bν − aρ)E1, (τa)b − a(τb)).
(2) Using (1) above and Proposition 4.11.2.(2), the following decomposition of
(e7)
σ,
(e7)
σ ∋ Φ

φ
A
−τA
ν
 = Φ

φ(ν′)
aE1
−τaE1
ν′
+ Φ

φ− φ(ν′)
A− aE1
−τA+ τaE1
ν − ν′
 ∈ a1 ⊕ (e7)κ,µ,
where ν′ =
1
3
ν +
1
2
(E1, φE1), a = (E1, A), gives an isomorphism as Lie algebras.
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Lemma 4.11.5. For a ∈ C, we have
α23(a) = α2(a)α3(τa) ∈ ((E7)κ,µ)(0,E1,0,1),
where αi(a) ∈ E7, i = 2, 3 are defined in Lemma 4.8.1.
Proof. Since Φ(0,−τaEi, aEi, 0) ∈ (e7)κ,µ, we have αi(a) = expΦ(0,−τaEi,
aEi, 0) ∈ (E7)κ,µ, i = 2, 3. Since α2(a) and α3(τa) are commutative, we have
α23(a) = α2(a)α3(τa)
= expΦ(0,−τaE2 − aE3, aE2 + τaE3, 0).
Since Φ(0,−τaE2 − aE3, aE2 + τaE3, 0) ∈ ((e7)κ,µ)(0,E1,0,1), we have α23(a) ∈
((E7)
κ,ν)(0,E1,0,1).
We recall the group
Spin(10) = {α ∈ E6 |αE1 = E1}
= {α ∈ E6 |σα = ασ, αE1 = E1} ⊂ E7
(Lemma 3.10.4). The group Spin(10) acts transitively on the 9 dimensional sphere
S9 =
{( 0 0 00 ξ x
0 x −τξ
 , 0, 0, 0)∣∣∣ ξ ∈ C, x ∈ C, xx+ (τξ)ξ = 1}.
Lemma 4.11.6. For α ∈ ((E7)κ,µ)(0,E1,0,1), we have
α(0,−E1, 0, 1) = (0,−E1, 0, 1) if and only if α(0, 0, 1, 0) = (0, 0, 1, 0).
In particular, we have
{α ∈ ((E7)κ,µ)(0,E1,0,1) |α(0,−E1, 0, 1) = (0,−E1, 0, 1)} ∼= Spin(10).
Proof. If α ∈ (E7)κ,µ satisfies α(0, E1, 0, 1) = (0, E1, 0, 1) and α(0,−E1, 0, 1) =
(0,−E1, 0, 1), then we have α(0, 0, 0, 1) = (0, 0, 0, 1) and α(0, E1, 0, 0) = (0, E1, 0, 0),
which imply that α(0, 0, 1, 0) = αµ(0, E1, 0, 0) = µα(0, E1, 0, 0) = µ(0, E1, 0, 0) =
(0, 0, 1, 0). The converse can be similarly proved. If α ∈ E7 satisfies α(0, 0, 1, 0) =
(0, 0, 1, 0), then α ∈ E6 (Theorem 4.7.2), and from the condition αE1 = E1, we obtain
α ∈ Spin(10), (Theorem 3.10.4). The converse also holds.
We define an 11 dimensional R-vector space V 11 by
V 11 = {P ∈ PC |κP = P, µτλP = P, P × (0, E1, 0, 1, 0) = 0}
=
{( 0 0 00 ξ x
0 x −τξ
 ,
 η 0 00 0 0
0 0 0
 , 0, τη) ∣∣∣x ∈ C, ξ ∈ C, η ∈ iR}
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with the norm (P, P )µ given by
(P, P )µ =
1
2
{µP, P} = xx+ (τξ)ξ + (τη)η.
Proposition 4.11.7. ((E7)
κ,µ)(0,E1,0,1)/Spin(10) ≃ S10.
In particular, the group ((E7)
κ,µ)(0,E1,0,1) is connected.
Proof. S10 = {P ∈ V 11 | (P, P )µ = 1} is a 10 dimensional sphere. For α ∈
((E7)
κ,µ)(0,E1,0,1) and P ∈ S10, we have αP ∈ S10 (Proposition 4.2.2, Lemma 4.3.3).
Hence the group ((E7)
κ,µ)(0,E1,0,1) acts on S
10. We shall prove that this action is
transitive. To prove this, it is sufficient to show that any element P ∈ S10 can be
transformed to (0,−iE1, 0, i) ∈ S10 by some α ∈ ((E7)κ,µ)(0,E1,0,1). Now, for a given
P =
( 0 0 00 ξ x
0 x −τξ
 ,
 η 0 00 0 0
0 0 0
 , 0, τη) ∈ S10,
choose a ∈ R, 0 ≤ a < π
4
, such that
tan 2a =
2η
τξ − ξ .(
If τξ− ξ = 0, then we choose a = π
4
)
. Applying α23(a) of Lemma 4.11.5 on P , then
the η-part of α23(a)P becomes
2 sin2 a(E2, E3 ×X) + τξ sin a cos a− (E3, Y ) sina cos a− η cos2 a
= η sin2 a+ (τξ − ξ) sin a cos a− η cos2 a
=
1
2
(τξ − ξ) sin 2a− η cos 2a = 0.
Hence we have
α23(a)P ∈ S9.
Since the group Spin(10) acts transitively on S9 (Proposition 3.10.3), there exists
β ∈ Spin(10) = (E6)E1 ⊂ ((E7)κ,µ)(0,E1,0,1) such that
βα23(a)P = (i(E2 + E3), 0, 0, 0).
Again, applying α23(−π/4) ∈ ((E7)κ,µ)(0,E1,0,1) of Lemma 4.11.5 on the above, we
have
α23(−π/4)βα23(a)P = (0,−iE1, 0, i).
This shows the transitivity of ((E7)
κ,µ)(0,E1,0,1). The isotropy subgroup of
((E7)
κ,µ)(0,E1,0,1) at (0 − iE1, 0, i) is Spin(10) (Lemma 4.11.6). Thus we have the
homeomorphism ((E7)
κ,µ)(0,E1,0,1)/Spin(10) ≃ S10.
Theorem 4.11.8. ((E7)
κ,µ)(0,E1,0,1)
∼= Spin(11).
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(From now on, we identify these groups).
Proof. Analogous to Theorem 3.10.4, we can define a homomorphism p :
((E7)
κ,µ)(0,E1,0,1) → SO(11) = SO(V 11) by p(α) = α|V 11. The restriction p′ of p
to (E6)E1 coincides with the homomorphism p
′ : Spin(10) → SO(10) = SO(V 10)
(where V 10 = {P ∈ V 11 |P = (X, 0, 0, 0)}). In particular, p′ : Spin(10)→ SO(10) is
onto. Hence, from the following commutative diagram
1 −→ Spin(10) −→ ((E7)κ,µ)(0,E1,0,1) −→ S10 −→ ∗
↓ p′ ↓ p ↓=
1 −→ SO(10) −→ SO(11) −→ S10 −→ ∗
we see that p : ((E7)
κ,µ)(0,E1,0,1) → SO(11) is onto by the five lemma. Using the five
lemme again, we see that Ker p coincides with Ker p′. Hence Ker p = {1, σ} (Theorem
3.10.4). Thus we have the isomorphism
((E7)
κ,µ)(0,E1,0,1)/{1, σ} ∼= SO(11).
Therefore the group ((E7)
κ,µ)(0,E1,0,1) is isomorphic to the group Spin(11) as the
universal covering group of SO(11).
Lemma 4.11.9. For t ∈ R, we define a mapping α(t) : PC → PC by
α(t)
( ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 ,
 η1 y3 y2y3 η2 y1
y2 y1 η3
 , ξ, η)
=
( e2itξ1 eitx3 eitx2eitx3 ξ2 x1
eitx2 x1 ξ3
 ,
 e−2itη1 e−ity3 e−ity2e−ity3 η2 y1
e−ity2 y1 η3
 , e−2itξ, e2itη),
then α(t) ∈ (E7)κ,µ.
Proof. For ν = it ∈ iR, let φ(ν) = 2νE1 ∨E1 ∈ (e6)σ. Then, Φ(φ(ν), 0, 0,−2ν) ∈
(e7)
κ,ν (Proposition 4.11.2) and α(t) = expΦ(φ(ν), 0, 0,−2ν). Hence we have α(t) ∈
(E7)
κ,µ.
We define a 12 dimensional R-vector space V 12 by
V 12 = {P ∈ PC |κP = P, µτλP = P}
=
{( 0 0 00 ξ x
0 x −τξ
 ,
 η 0 00 0 0
0 0 0
 , 0, τη) ∣∣∣ x ∈ C, ξ, η ∈ C}
with the norm (P, P )µ given by
(P, P )µ =
1
2
{µP, P} = xx+ (τξ)ξ + (τη)η.
Proposition 4.11.10. (E7)
κ,µ/Spin(11) ≃ S11.
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In particular, the group (E7)
κ,µ is connected.
Proof. S11 = {P ∈ V 12 | (P, P )µ = 1} is an 11 dimensional sphere. For α ∈
(E7)
κ,µ and P ∈ S11, we have αP ∈ S11 (Proposition 4.2.2, Lemma 4.3.3). Hence
the group (E7)
κ,µ acts on S11. We shall prove that this action is transitive. To
prove this, it is sufficient to show that any element P ∈ S11 can be transformed to
(0, E1, 0, 1) ∈ S11 by some α ∈ (E7)κ,µ. Now, for a given
P =
( 0 0 00 ξ x
0 x −τξ
 ,
 η 0 00 0 0
0 0 0
 , 0, τη) ∈ S11,
we choose t ∈ R such that e−2itη ∈ iR. Applying α(t) of Lemma 4.11.9 on P , we get
α(t)P ∈ S10.
Since the group Spin(11) acts transitively on S10 (Proposition 4.11.7), there exists
β ∈ Spin(11) = ((E7)κ,µ)(0,E1,0,1) such that
βα(t)P = (0,−iE1, 0, i).
If we further apply α(−π/4) ∈ (E7)κ,µ of Lemma 4.11.9 on the above, then we have
α(−π/4)βα(t)P = (0, E1, 0, 1).
This shows the transitivity of (E7)
κ,µ. The isotropy subgroup of (E7)
κ,µ at (0, E1, 0, 1)
is Spin(11) (Theorem 4.11.8). Thus we have the homeomorphism (E7)
κ,µ/ Spin(11)
≃ S11.
Theorem 4.11.11. (E7)
κ,µ ∼= Spin(12).
(From now on, we identify these groups).
Proof. Analogous to Theorem 4.11.8, we can define a homomorphism
p : (E7)
κ,µ → SO(12) = SO(V 12)
by p(α) = α|V 12. The restriction p′ of p to (E6)κ,µ coincides with the homomorphism
p′ : Spin(11)→ SO(11) of Theorem 4.11.8. In particular, p′ : Spin(11)→ SO(11) is
onto. Hence from the following commutative diagram
1 −→ Spin(11) −→ (E7)κ,µ −→ S11 −→ ∗
↓ p′ ↓ p ↓=
1 −→ SO(11) −→ SO(12) −→ S11 −→ ∗
we see that p : (E7)
κ,µ → SO(12) is onto by the five lemma. Using the five lemme
again we see that Ker p coincides with Ker p′. Hence Ker p = {1, σ} (Theorem 4.11.8).
Thus we have the isomorphism
(E7)
κ,µ/{1, σ} ∼= SO(12).
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Therefore the group (E7)
κ,µ is isomorphic to the group Spin(12) as the universal
covering group of SO(12).
Theorem 4.11.12. The center z(Spin(12)) of Spin(12) is
z(Spin(12)) = {1,−1, σ − σ} ∼= {1,−1} × {1, σ} ∼= Z2 ×Z2.
And we have
Spin(12)/{1, σ} ∼= SO(12),
Spin(12)/{1,−1} ∼= Spin(12)/{1,−σ} ∼= Ss(12).
Theorem 4.11.13. The group (E7)
σ contains a subgroup
ϕ2(SU(2)) = {ϕ2(A) ∈ E7 |A ∈ SU(2)}
which is isomorphic to the special unitary group SU(2) = {A ∈ M(2, C) | t(τA)A =
E, detA = 1}. Here, for A ∈ SU(2), a mapping ϕ2(A) : PC → PC is defined by
ϕ2(A)
( ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 ,
 η1 y3 y2y3 η2 y1
y2 y1 η3
 , ξ, η)
=
( ξ1′ x3′ x2′x3′ ξ2′ x1′
x2
′ x1
′ ξ3
′
 ,
 η1′ y3′ y2′y3′ η2′ y1′
y2
′ y1
′ η3
′
 , ξ′, η′),
where(
ξ1
′
η′
)
= A
(
ξ1
η
)
,
(
ξ′
η1
′
)
= A
(
ξ
η1
)
,
(
η2
′
ξ3
′
)
= A
(
η2
ξ3
)
,
(
η3
′
ξ2
′
)
= A
(
η3
ξ2
)
,(
x1
′
y1
′
)
= τA
(
x1
y1
)
,
(
x2
′
y2
′
)
=
(
x2
y2
)
,
(
x3
′
y3
′
)
=
(
x3
y3
)
.
Proof. The action of Φ(φ(ν), aE1,−τaE1, ν) ∈ a1 (φ(ν) = 2νE1∨E1, ν ∈ iR, a ∈
C) on PC is
Φ(φ(ν), aE1,−τaE1, ν)(X,Y, ξ, η) = (X ′, Y ′, ξ′, η′)
where (
ξ1
′
η′
)
=
(
ν a
−τa −ν
)(
ξ1
η
)
,
(
ξ′
η1
′
)
=
(
ν a
−τa −ν
)(
ξ
η1
)
,(
η2
′
ξ3
′
)
=
(
ν a
−τa −ν
)(
η2
ξ3
)
,
(
η3
′
ξ2
′
)
=
(
ν a
−τa −ν
)(
η3
ξ2
)
,(
x1
′
y1
′
)
=
(−ν τa
−a ν
)(
x1
y1
)
,
(
x2
′
y2
′
)
=
(
x3
′
y3
′
)
=
(
0
0
)
.
Therefore, for A = exp
(
ν a
−τa −ν
)
∈ SU(2), we have
exp(Φ(φ(ν), aE1 ,−τaE1, ν)) = ϕ2(A) ∈ ϕ2(SU(2)) ⊂ (E7)σ.
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Lemma 4.11.14. The group (E7)
σ is connected.
Proof. The group (E7)
σ is the fixed points set obtained by the involutive auto-
morphism σ of the simply connected Lie group E7, hence (E7)
σ is connected.
Theorem 4.11.15. (E7)
σ ∼= (SU(2)× Spin(12))/Z2, Z2 = {(E, 1), (−E,−σ)}.
Proof. We define a mapping ϕ : SU(2)× Spin(12)→ (E7)σ by
ϕ(A, β) = ϕ2(A)β.
Since the Lie algebras a1 and (e7)
κ,µ of SU(2) and Spin(12) are elementwise commu-
tative (Proposition 4.11.4.(2)), ϕ2(A) ∈ SU(2) and β ∈ Spin(12) are commutative
: ϕ2(A)β = βϕ2(A). Hence ϕ is a homomorphism. We shall show that ϕ is onto.
Since the group (E7)
σ is connected (Lemma 4.11.14), to prove this, it is sufficient to
show that its differential mapping ϕ∗ : a1 ⊕ (e7)κ,µ → (e7)σ is onto. However this
has been already shown in Proposition 4.11.4.(2). Kerϕ = {(E, 1), (−E,ϕ2(−E))} =
{(E, 1), (−E,−σ)} = Z2 (Theorem 4.11.13) is easily obtained. Thus we have the
isomorphism (SU(2)× Spin(12))/Z2 ∼= (E7)σ.
Remark. We can give an elementary proof of Lemma 4.11.14 once we have proved
the following three claims.
Claim 1. Any element X ∈ (JC)σ can be transformed to a diagonal form by some
α ∈ (E6)σ:
αX =
 ξ1 0 00 ξ2 0
0 0 ξ3
 , ξi ∈ C.
Moreover we can choose α ∈ (E6)σ so that ξ2 ≥ 0, ξ3 ≥ 0.
Proof. Recall that i(E1 −E2)∼, i(E1 −E3)∼, iF˜1(a), A˜1(a)(a ∈ C) ∈ (e6)σ, then
we can prove analogously as in Proposition 3.8.2.
Claim 2. Any element P ∈ (MC)σ = {P ∈ MC |σP = P} can be transformed to
a diagonal form by some α ∈ ((E7)σ)0 (the connected component of (E7)σ containing
the identity 1):
αP = (X,Y, ξ, η), X, Y are diagonal, ξ > 0.
Proof. Recall Φ(0,−τaEi, aEi, 0) ∈ (e7)σ, i = 1, 2, 3, then we can prove analo-
gously as in Proposition 4.8.2.
Claim 3. (E7)
σ/(E6)
σ ≃ (M1)σ = {P ∈ M1 |σP = P}.
In particular, the group (E7)
σ is connected.
Proof. Remark that αi(a) of Lemma 4.8.1 belongs to ((E7)
σ)0, then this claim is
proved analogously as Theorem 4.8.3. The connectedness of (E7)
σ follows from the
connectedness of (E6)
σ ∼= (U(1)× Spin(10))/Z4 (Theorem 3.10.7) and (M1)σ.
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4.12. Involution τγ and subgroup SU(8)/Z2 of E7
We consider the involutive complex conjugate transformation τγ of PC ,
τγ(X,Y, ξ, η) = (τγX, τγY, τξ, τη),
where γ is the same as γ ∈ G2 ⊂ F4 ⊂ E6 ⊂ E7.
We shall study the following subgroup (E7)
τγ of E7:
(E7)
τγ = {α ∈ E7 | τγα = ατγ}
= {α ∈ E7 |λγα = αλγ} = (E7)λγ .
To this end, we consider R-vector subspaces (PC)τγ , (P
C)−τγ of P
C , which are
eigenspaces of τγ, respectively by
(PC)τγ = {P ∈ PC | τγP = P}
= {(X,Y, ξ, η) ∈ PC |X,Y ∈ (JC)τγ , ξ, η ∈ R},
(PC)−τγ = {P ∈ PC | τγP = −P}
= {(X,Y, ξ, η) ∈ PC |X,Y ∈ (JC)−τγ , ξ, η ∈ iR},
= i(PC)τγ .
These spaces (PC)τγ , (P
C)−τγ are invariant under the action of (E7)
τγ and we have
the decomposition
PC = (PC)τγ ⊕ (PC)−τγ = (PC)τγ ⊕ i(PC)τγ .
In paticular, PC is the complexification of (PC)τγ : P
C = ((PC)τγ)
C .
Analogious to Section 3.11, we can define the R-linear mapping k : M(4,H) →
M(8,C),
k
((
a+ be2
))
=
((
a b
−b a
))
, a, b ∈ C.
Lemma 4.12.1. Any element B ∈ su(8) is uniquely expressed by
B = k(D) + e1k(T ), D ∈ sp(4), T ∈ J(4,H)0.
Proof. For B ∈ su(8), let D1 = B − JBJ
2
, T1 =
B + JBJ
2e1
∈ M(8,C), then we
have
B = D1 + e1T1,
D1
∗ = −D1, JD1 = D1J,
T1
∗ = T1, JT1 = T 1J, tr(T1) = 0.
Then, D = k−1(D1), T = k
−1(T1) ∈ M(4,H) are the required elements. To prove
the uniqueness of the expression, it is sufficient to show that
D1 + e1T1 = 0, D1 ∈ k(sp(4)), T1 ∈ k(J(4,H)0) implies C1 = T1 = 0.
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Certainly, from the condition, we have JD1 + e1JT1 = 0, so D1J + e1T 1J = 0, and
so that D1J − e1T1J = 0, that is, D1 − e1T1 = 0. Together with the first equation,
we have D1 = T1 = 0.
After this, we will use the C-linear mapping g : JC → J(4,H)C , g(M + a) = 12tr(M) ia
ia∗ M − 1
2
tr(M)E
, the homomorphism ϕ : Sp(4) → (E6)τγ , ϕ(A)X =
g−1(A(gX)A∗), X ∈ JC and its differential mapping ϕ∗ : sp(4)→ (e6)τγ , ϕ∗(D)X =
g−1(D(gX) + (gX)D∗), X ∈ JC which are defined in Section 3.12.
Proposition 4.12.2. The Lie algebra (e7)
τγ of the group (E7)
τγ is
(e7)
τγ = {Φ ∈ e7 | τγΦ = Φτγ}
= {Φ(φ,A,−γA, 0) ∈ e7 |φ ∈ (e6)τγ , A ∈ (JC)τγ}
= {Φ(ϕ∗(D), g−1(T ),−γg−1(T ), 0) ∈ e7 |D ∈ sp(4), T ∈ J(4,H)0}.
The Lie bracket [Φ1, Φ2] in (e7)
τγ is given by
[Φ(φ1, A1,−γA1, 0), Φ(φ2, A2,−γA2, 0)] = Φ(φ,A,−γA, 0),
where {
φ = [φ1, φ2]− 2A1 ∨ γA2 + 2A2 ∨ γA1,
A = φ1A2 − φ2A1.
Proof. It is not difficult to verity them..
Analogous to Section 3.11, we define a C-vector space S(8,C) by
S(8,C) = {S ∈M(8,C) | tS = −S},
and a C-linear mapping kJ : J(4,H)
C → S(8,C)C by
kJ (M1 + iM2) = k(M1)J + ik(M2)J, M1,M2 ∈ J(4,H),
where J = diag(J, J, J, J) ∈M(8, C), J =
(
0 1
−1 0
)
.
Definition. We define a C-linear isomorphism χ : PC → S(8,C)C by
χ(X,Y, ξ, η) = kJ
(
gX − ξ
2
E
)
+ e1kJ
(
g(γY )− η
2
E
)
.
Proposition 4.12.3. (e7)
τγ ∼= su(8).
This isomorphism is given by the mapping ϕ∗ : su(8)→ (e7)τγ ,
ϕ∗(B)P = χ
−1(B(χP ) + (χP )tB), P ∈ PC .
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Proof. We first prove that for B ∈ su(8) we have ϕ∗(B) ∈ (e7)τγ .
(i) For B = k(D), D ∈ sp(4), we have
P = (X,Y, ξ, η)
χ−→ k
(
gX − ξ
2
E
)
J + e1k
(
g(γY )− η
2
E
)
J
−→ k(D)k
(
gX − ξ
2
E
)
J + e1k(D)k
(
g(γY )− η
2
E
)
J
+k
(
gX − ξ
2
E
)
J tk(D) + e1k
(
g(γY )− η
2
E
)
J tk(D)
= k
(
D
(
gX − ξ
2
E
))
J + e1k
(
D
(
g(γY )− η
2
E
))
J
+k
((
gX − ξ
2
E
)
D∗
)
J + e1k
((
g(γY )− η
2
E
)
D∗
)
J
= k(D(gX) + (gX)D∗)J + e1k(D(g(γY ) + (g(γY ))D
∗)J
= k(g(ϕ∗(D)X))J + e1k(g(ϕ∗(D)(γY )))J
(recall ϕ∗(C)X = g
−1(C(gX) + (gX)C∗))
= χ

ϕ∗(D)X
γϕ∗(D)γY
0
0
 = χ(

ϕ∗(D)X 0 0 0
0 τϕ∗(D)τ 0 0
0 0 0 0
0 0 0 0


X
Y
ξ
η
)
= χ(Φ(ϕ∗(D), 0, 0, 0)P ).
Hence, we have ϕ∗(k(D)) = Φ(ϕ∗(D), 0, 0, 0) ∈ (e7)τγ .
(ii) For B = e1k(T ), T ∈ J(4,H)0 (denote T = gA, A ∈ (JC)τγ)
P = (X,Y, ξ, η)
χ−→ k
(
gX − ξ
2
E
)
J + e1k
(
g(γY )− η
2
E
)
J
−→ e1k(T )k
(
gX − ξ
2
E
)
J − k(T )k
(
g(γY )− η
2
E
)
J
+e1k
(
gX − ξ
2
E
)
J tk(T )− k
(
g(γY )− η
2
E
)
J tk(T )
= k(−Tg(γY )− g(γY )T + ηT )J + e1k(T (gX) + (gX)T − ξT )J
= k(−2gA ◦ g(γY ) + ηgA)J + e1k(2gA ◦ gX − ξgA)J
= k
(
− 2g(γA× Y )− 1
2
(A, Y )E + ηgA
)
J
+e1k
(
2g(γA× γX) + 1
2
(γA,X)E − ξgA
)
J (Lemma 3.12.1)
= χ

−2γA× Y + ηA
2A×X − ξγA
(A, Y )
(−γA,X)
 = χ(

0 −2γA 0 A
2A 0 −γA 0
0 A 0 0
−γA 0 0 0


X
Y
ξ
η
)
= χ(Φ(0, A,−γA, 0)P ).
Hence we have ϕ∗(e1k(T )) = Φ(0, A,−γA, 0) ∈ (e7)τγ .
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Consequently we see that the mapping ϕ : su(8) → (e7)τγ is well-defined. We can
easily check that ϕ∗ is onto. Finally, we have to prove that ϕ∗ is a homomorphism
as Lie algebras. However this follows from the following Theorem 4.12.5, so that we
shall omit the proof.
Lemma 4.12.4. The group (E7)
τγ is connected.
Proof. The group (E7)
τγ is the fixed points set by the involution τγ of the simply
connected Lie group E7, hence (E7)
τγ is connected.
Theorem 4.12.5. (E7)
τγ ∼= SU(8)/Z2, Z2 = {E,−E}.
Proof. We define a mapping ϕ : SU(8)→ (E7)τγ by
ϕ(A)P = χ−1(A(χP ) tA), P ∈ PC .
We first prove ϕ(A) ∈ (E7)τγ . To prove this, for the differential mapping ϕ∗ : su(8)→
(e7)
τγ of ϕ,
ϕ∗(D)P = χ
−1(D(χP ) + (χP )tD), P ∈ PC ,
it is sufficient to show that ϕ∗ is well-defined, that is, ϕ∗(D) ∈ (e7)τγ . However
this fact is already shown in Proposition 4.12.3. Evidently ϕ : SU(8) → (E7)τγ is a
homomorphism. Since ϕ∗ : su(8) → (e7)τγ is onto and (E7)τγ is connected (Lemma
4.12.4), ϕ : SU(8) → (E7)τγ is also onto. Kerϕ = {E,−E} = Z2 is easily obtained.
Thus we have the isomorphism SU(8)/Z2 ∼= (E7)τγ .
Remark. Without using Lemma 4.12.4, the fact that the mapping ϕ : SU(8)→
(E7)
τγ is onto will be followed from two claims.
Claim 1. For a ∈ R, αi(a) of Lemma 4.8.1 belongs to ϕ(SU(8)).
Proof. αi(a) = exp(Φ(0,−aEi, aEi, 0)) ∈ expϕ∗(su(8)) (Proposition 4.12.3) =
ϕ(exp(su(8))) ∈ ϕ(SU(8)).
Claim 2. Any element P ∈ (MC)τγ = {P ∈ MC | τγP = P} can be transformed
to a diagonal form by some α ∈ ϕ(SU(8)):
αP = (X,Y, ξ, η), X, Y are real diagonal, ξ > 0.
Proof. Let P = (X,Y, ξ, η) ∈ (MC)τγ . If ξ 6= 0. Then
τγY = Y, X =
1
ξ
(Y × Y ), τξ = ξ, τη = η.
Since Y ∈ (JC)τγ , we have γY ∈ (JC)τγ , so that g(γY ) ∈ J(4,H)0. Hence, there
exists D ∈ Sp(4) such that
D(g(γY ))D∗ is real diagonal.
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Then
γϕ(D)γY = g−1(D(g(γY ))D∗) is real diagonal,
ϕ(D)X = ϕ(D)
(1
ξ
Y × Y
)
=
1
ξ
(γϕ(D)γY × γϕ(D)γY ) is real diagonal.
In the case ξ = 0, by the same proof of Proposition 4.8.2, we can choose α ∈ ϕ(SU(8))
so that
αP = (X,Y, ξ, η), X, Y are real diagonal, 0 6= ξ ∈ R.
If ξ < 0, apply α1(π) of Claim 1 on it, then ξ becomes ξ > 0.
Now, we will return to the proof of the surjection of ϕ : SU(8) → (E7)τγ using
Claims 1, 2. For a given α ∈ (E7)τγ , consider the element P = α1˙ ∈ (MC)τγ . We
first transform P to a diagonal form (Claim 2) by some β ∈ ϕ(SU(8)), and we have,
in a similar way to Theorem 4.8.3,
α1(a1)
−1α2(a2)
−1α3(a3)
−1βα1˙ = 1˙,
where ai =
ηi
|ηi|ri (ηi is a diagonal element of Y ). Since ηi ∈ R, we have αi(ai) ∈
ϕ(SU(8)) (Claim 1). If we put α˜ = α1(a1)
−1α2(a2)
−1α3(a3)
−1βα, then, α˜ ∈ E6
(Theorem 4.7.2) and α˜ satisfies τγα˜ = α˜τγ. Hence α˜ ∈ (E6)τγ = ϕ(Sp(4)) (Theorem
3.12.2)⊂ ϕ(SU(8)), Therefore α = β−1α3(a3)α2(a2)α1(a1)α˜ ∈ ϕ(SU(8)). This shows
that ϕ is onto.
4.13. Automorphism w of order 3 and subgroup (SU(3) × SU(6))/Z3 of
E7
We define a C-linear transformation w of order 3 of PC by
w(X,Y, ξ, η) = (wX,wY, ξ, η).
This w is the same as w ∈ G2 ⊂ F4 ⊂ E6 ⊂ E7.
We shall study the following subgroup (E7)
w of E7:
(E7)
w = {α ∈ E7 |wα = αw}.
We consider the group E7,C replaced with C in the place C in the definition of
the group E7:
E7,C = {α ∈ IsoC((PC)C) |α(P ×Q)α−1 = αP × αQ, 〈αP, αQ〉 = 〈P,Q〉}.
As in Section 4.7, the group E7,C contains a subgroup
E6,C = {α ∈ E7,C |α(0, 0, 1, 0) = (0, 0, 1, 0)},
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which is isomorphic to the group ((SU(3) × SU(3))/Z3) · Z2 (Proposition 3.13.4).
The Lie algebra e7,C of the group E7,C is given by
e7,C = {Φ(φ,A,−τA, ν) |φ ∈ e6,C , A ∈ (JC)C , ν ∈ iR}
(Theorem 4.3.4). In particular, the dimension of e7,C is
dim e7,C = 16 + 18 + 1 = 35.
As in Theorem 4.8.3, we see that the space
(MC)1 = {P ∈ (MC)C |P × P = 0, 〈P, P 〉 = 1}
is connected and we have the homeomorphism
E7,C/E6,C ≃ (MC)1.
Lemma 4.13.1. E7,C has at most two connected components (in reality has two
connected components).
Proof. From the exact sequence π0(E6,C) → π0(E7,C) → π0((MC)1), that is,
Z2 → π0(E7.C)→ 0 (Proposition 3.13.4), we see that π0(E7,C) is 0 or Z2.
Let h′ : C → C be the R-linear isomorphism defined by
h′(a+ bi) = a+ be1, a, b ∈ R.
Now, let V,W be C- and C-vector spaces, respectively. A linear mapping f : V →
W is called a C-C-linear mapping if
f(av) = h′(a)f(v), a ∈ C, v ∈ V.
Similarly, a C-C-linear mapping g :W → V is defined.
Definition. Let h′ : CC → C be a C-C-linear mapping defined by
h′(a+ bi) = a+ be1, a, b ∈ C.
Now, let Λ3(C6) be the third exterior product of C-vector space C6 and we define
a C-C-linear isomorphism f : (PC)
C → Λ3(C6) by
f
( ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 ,
 η1 y3 y2y3 η2 y1
y2 y1 η3
 , ξ, η) = ∑
i<j<k
xijkei ∧ ej ∧ ek
(
{e1, e2, · · · , e6} is the canonical basis of C6 and xijk ∈ C are skew-symmetric tensor:
xi′j′k′ = sgn
(
i j k
i′ j′ k′
)
xijk
)
, where
147
x156 = h
′(ξ1), x164 = h
′(x3), x145 = h
′(x2),
x256 = h
′(x3), x264 = h
′(ξ2), x245 = h
′(x1),
x356 = h
′(x2), x364 = h
′(x1), x345 = h
′(ξ3),
x423 = h
′(η1), x431 = h
′(y3), x412 = h
′(y2),
x523 = h
′(y3), x531 = h
′(η2), x512 = h
′(y1),
x623 = h
′(y2), x631 = h
′(y1), x612 = h
′(η3),
x123 = h
′(ξ),
x456 = h
′(η).
The inverse mapping f−1 : Λ3(C6)→ (PC)C of f is given by
f−1
( ∑
i<j<k
xijkei∧ej∧ek
)
=

 h(x156) h(x164, x256) h(x145, x356)h(x256, x164) h(x264) h(x245, x364)
h(x356, x145) h(x364, x245) h(x345)

 h(x423) h(x431, x523) h(x412, x623)h(x523, x431) h(x531) h(x512, x631)
h(x623, x412) h(x631, x512) h(x612)

h(x123)
h(x456)

,
where h : C ⊕C → CC , h : C → C are C-C-linear mappings defined respectively by
h(a, b) =
a+ b
2
+ i
(b− a)e1
2
, a, b ∈ C,
h(a+ be1) = a+ bi, a, b ∈ R.
It is easy to see that
f(h(a)P ) = a(fP ), a ∈ C, P ∈ (PC)C .
The group SU(6) acts naturally on Λ3(C6), that is, the action of A ∈ SU(6) on
a ∧ b ∧ c ∈ Λ3(C6) is defined by
A(a ∧ b ∧ c) = Aa ∧Ab ∧Ac.
Hence, the action of D ∈ su(6) on Λ3(C6) is given by
D(a ∧ b ∧ c) = Da ∧ b ∧ c + a ∧Db ∧ c + a ∧ b ∧Dc.
Lemma 4.13.2. (1) Any element D ∈ su(6) is uniquely expressed by
D =
(
B L
−L∗ C
)
+
ν
3
(
E 0
0 −E
)
, B, C ∈ su(3), L ∈M(3,C), ν ∈ e1R.
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(2) The Lie algebra e7,C is isomorphic to the Lie algebra su(6) as Lie algebras:
e7,C ∼= su(6).
This isomorphism is given by the mapping ϕC : su(6)→ e7,C,
ϕC
((
B L
−L∗ C
)
+
ν
3
(
E 0
0 −E
))
= Φ(φC(B,C), h(L),−τh(L),−iνe1)
where φC : su(3)⊕ su(3)→ e6,C is defined by φC(B,C)X = h(B,C)X +Xh(B,C)∗,
X ∈ (JC)C (Lemma 3.13.3).
Proof. (1) For D =
(
B′ L
−L∗ C′
)
∈ su(6), B′, C′ ∈ u(3), L ∈M(3,C), we let
ν = tr(B′) = −tr(C′), B = B′ − ν
3
E, C = C′ +
ν
3
E,
then we have the result.
(2) This is the direct consequence of the following Proposition 4.13.3, so we will
omit its proof.
We define the action of the group Z2 = {1, ǫ} on the group SU(6) by
ǫA = (AdJ3)A, J3 =
(
0 E
−E 0
)
,
that is,
ǫA = ǫ
(
A11 A12
A21 A22
)
=
(
0 E
−E 0
)(
A11 A12
A21 A22
)(
0 E
−E 0
)−1
=
(
A22 −A21
−A12 A11
)
,
where E,Aij ∈M(3,C), and let SU(6) ·Z2 be the semi-direct product of the groups
SU(6) and Z2 under this action.
Proposition 4.13.3. E7,C ∼= (SU(6)/Z3) · Z2, Z3 = {E,ω1E,ω12E}, ω1 =
−1
2
+
√
3
2
e1.
Proof. We define a mapping ψ : SU(6) ·Z2 → E7,C by
ψ(A, 1)P = f−1(A(fP )), ψ(A, ǫ)P = f−1(A(fP )), P ∈ (PC)C .
We first have to show that ψ(A, 1) ∈ E7,C . To prove this, it is sufficient to show that
the differential mapping ψ∗ : su(6)→ e7,C of ψ:
ψ∗(D)P = f
−1(D(fP )), P ∈ (PC)C
coincides with the mapping ψC : su(6)→ e7,C of Lemma 4.13.2. We put
D =
(
B L
−L∗ C
)
+
ν
3
(
E 0
0 −E
)
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=
b11 b12 b13 l11 l12 l13
−b12 b22 b23 l21 l22 l23
−b13 b23 b33 l31 l32 l33
−l11 −l21 −l31 c11 c12 c13
−l12 −l22 −l32 −c12 c22 c23
−l13 −l23 −l33 −c13 −c23 c33
+
ν
3
(
E 0
0 −E
)
∈ su(6),
where bii = −bii, cii = −cii, b11 + b22 + b33 = c11 + c22 + c33 = 0, ν = −ν.
(1) For P = (0, 0, 1, 0), ψ∗(D)P is calculated as follows.
P = (0, 0, 1, 0)
f−→ e1 ∧ e2 ∧ e3
D−→ De1 ∧ e2 ∧ e3 + e1 ∧De2 ∧ e3 + e1 ∧ e2 ∧De3
=
(
b11 +
ν
3
)
e1 ∧ e2 ∧ e3 − l11e4 ∧ e2 ∧ e3 − l12e5 ∧ e2 ∧ e3 − l13e6 ∧ e2 ∧ e3
+
(
b22 +
ν
3
)
e1 ∧ e2 ∧ e3 − l21e4 ∧ e3 ∧ e1 − l22e1 ∧ e5 ∧ e3 − l23e1 ∧ e6 ∧ e3
+
(
b33 +
ν
3
)
e1 ∧ e2 ∧ e3 − l31e4 ∧ e1 ∧ e2 − l32e5 ∧ e1 ∧ e2 − l33e6 ∧ e1 ∧ e2
f−1−→

 0 0 00 0 0
0 0 0

 −h(l11) −h(l21, l12) −h(l31, l13)−h(l12, l21) −h(l22) −h(l32, l23)
−h(l13, l31) −h(l23, l32) −h(l33)

h(ν)
0

=

0
−τh(L)
−iνe1
0

=

φC(B,C) +
iνe1
3
−2τh(L) 0 h(L)
2h(L) τφC(B,C)τ − iνe1
3
−τh(L) 0
0 h(L) −iνe1 0
−τh(L) 0 0 iνe1


0
0
1
0

= Φ(φC(B,C), h(L),−τh(L),−iνe1)P .
(2) For P = (E1, 0, 0, 0), ψ∗(D)P is calculated as follows.
P = (E1, 0, 0, 0)
f−→ e1 ∧ e5 ∧ e6
D−→ De1 ∧ e5 ∧ e6 + e1 ∧De5 ∧ e6 + e1 ∧ e5 ∧De6
=
(
b11 +
ν
3
)
e1 ∧ e5 ∧ e6 − b12e2 ∧ e5 ∧ e6 − b13e3 ∧ e5 ∧ e6 − l11e4 ∧ e5 ∧ e6
+l22e1 ∧ e2 ∧ e6 + l32e1 ∧ e3 ∧ e6 + c12e1 ∧ e4 ∧ e6 +
(
c22 − ν
3
)
e1 ∧ e5 ∧ e6
+l23e1 ∧ e5 ∧ e2 + l33e1 ∧ e5 ∧ e3 + c13e1 ∧ e5 ∧ e4 +
(
c33 − ν
3
)
e1 ∧ e5 ∧ e6
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f−1−→


h
(
b11 − c11 − ν
3
)
−h(c12, b12) −h(c13, b13)
−h(b12, c12) 0 0
−h(b13, c13) 0 0

 0 0 00 h(l33) −h(l23, l32)
0 −h(l32, l23) h(l22)

0
−h(l11)

=

φC(B,C)E1 +
iνe1
3
E1
2h(L)× E1
0
−(τh(L), E1)
 = Φ(φC(B,C), h(L),−τh(L),−iνe1)

E1
0
0
0
 .
(3) For P = (F1(1), 0, 0, 0), ψ∗(D)P is calculated as follows.
P = (F1(1), 0, 0, 0)
f−→ e2 ∧ e4 ∧ e5 + e3 ∧ e6 ∧ e4
D−→ (De2 ∧ e4 ∧ e5 + e2 ∧De4 ∧ e5 + e2 ∧ e4 ∧De5)
+(De3 ∧ e6 ∧ e4 + e3 ∧De6 ∧ e4 + e3 ∧ e6 ∧De4)
=
(
b12e1 ∧ e4 ∧ e5 +
(
b22 +
ν
3
)
e2 ∧ e4 ∧ e5 − b23e3 ∧ e4 ∧ e5 − l23e6 ∧ e4 ∧ e5
+l11e2 ∧ e1 ∧ e5 + l31e2 ∧ e3 ∧ e5 +
(
c11 − ν
3
)
e2 ∧ e4 ∧ e5 − c13e2 ∧ e6 ∧ e5
+l12e2 ∧ e4 ∧ e1 + l32e2 ∧ e4 ∧ e3 +
(
c22 − ν
3
)
e3 ∧ e6 ∧ e4 − c23e2 ∧ e4 ∧ e6
)
+
(
b13e1 ∧ e6 ∧ e4 + b23e2 ∧ e6 ∧ e4 +
(
b33 +
ν
3
)
e3 ∧ e6 ∧ e4 − l32e5 ∧ e6 ∧ e4
+l13e3 ∧ e1 ∧ e4 + l23e3 ∧ e2 ∧ e4 + c23e3 ∧ e5 ∧ e4 +
(
c33 − ν
3
)
e3 ∧ e6 ∧ e4
+l11e3 ∧ e6 ∧ e1 + l21e3 ∧ e6 ∧ e2 +
(
c11 − ν
3
)
e3 ∧ e6 ∧ e4 − c12e3 ∧ e6 ∧ e5
)
f−1−→


0 h(b13, c13) 0
∗ h(b23 + c23) h(b22 − c33 − ν
3
,−b33 + c33 + ν
3
)
h(c12, b12) ∗ −h(b23 + c23)

−h(l23 + l32) h(l13, l31) ∗∗ 0 −h(l11)
h(l21, l12) ∗ 0

0
−h(l23 + l32)

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=
φC(B,C)F1(1) +
iνe1
3
F1(1)
2h(L)× F1(1)
0
−(h(L), F1(1))
 = Φ(φC(B,C), h(L),−τh(L),−iνe1)

F1(1)
0
0
0
.
(4) For the other generator of PC
C , that is, P = (X, 0, 0, 0), (0, X, 0, 0) where
X = Ei, Fi(1), Fi(e1), i = 1, 2, 3 and P = (0, 0, 0, 1), we have also
f−1(D(fP )) = Φ(φC(B,C), h(L),−τh(L),−iνe1)P.
Thus we see that ψ(A, 1) ∈ E7,C for A ∈ SU(6). Since ψ(E, ǫ)P = P , we see
ψ(E, ǫ) = ǫ ∈ G2,C (= Aut(C)) ⊂ F4,C ⊂ E6,C ⊂ E7,C . We shall show that
ψ : SU(6) ·Z2 → E7,C is a homomorphism. For this purpose, we first show
f−1(A(fP )) = f−1(((AdJ3)AfP )), A ∈ SU(6), P ∈ (PC)C .
Furthermore, to show this, it is sufficient to show that for D ∈ su(6) instead of
A ∈ SU(6). Now,
f−1(D(fP )) = Φ(φC(B,C), h(L),−τh(L),−iνe1)P
= Φ(φC(B,C), h(L),−τh(L),−iνe1)P
= Φ(φC(C,B), h(L
∗
),−τh(L ∗),−iνe1)P
= f−1(((AdJ3)D)(fP )).
ψ is a homomorphism. Indeed, for example,
ψ(A, ǫ)ψ(B, 1)P = ψ(A, ǫ)(f−1(B(fP )))
= f−1(Af(f−1(B(fP ))) = f−1(Af(f−1((AdJ3)B)(fP )))
= f−1((A(ǫB))(fP )) = ψ(A(ǫB), ǫ)P.
Thus, for A ∈ SU(6), we have ψ(A, ǫ) = ϕ(A, 1)ϕ(E, ǫ) ∈ E7,C . Since ψ induces a
surjection ψ∗ : su(6)→ e7,C , ψ : SU(6)→ (E7,C)0 (which is the connected component
of E7,C containing the identity 1) is onto. However ǫ = ψ(E, ǫ) 6∈ (E7,C)0. Indeed,
for any A ∈ SU(6),∑
(Aa ∧Ab ∧Ac) = a ∧ b ∧ c, a, b, c ∈ C6
does not hold. ThereforeE7,C has just two connected components (see Lemma 4.13.1).
Hence ψ : SU(6) · Z2 → E7,C is onto. Kerψ = {E,ω1E,ω12E} × 1 = Z3 × 1 easily
obtained. Thus we have the isomorphism (SU(6)/Z3) ·Z2 ∼= E7,C .
We identify (PC)
C ⊕ (M(3,C)C ⊕M(3,C)C) with PC (using the identification
JC
C ⊕M(3,C)C with JC in Section 3.13) by
((X,Y, ξ, η), (M,N)) = (X +M,Y +N, ξ, η).
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Further, we define a C-C-linear mapping µ :M(6,C)→M(3,C)C ⊕M(3,C)C by
µ
(
M11 M12
M21 M22
)
=
((M21 −M12)e1
2
+ i
M21 +M12
2
,
(M22 +M11)e1
2
+ i
M22 −M11
2
)
,
whereMij ∈M(3,C). The inverse mapping µ−1 :M(3,C)C ⊕M(3,C)C →M(6,C)
of µ is given by
µ−1(M1 + iM2, N1 + iN2) =
(−N2 −N1e1 M2 +M1e1
M2 −M1e1 N2 −N1e1
)
, Mi, Ni ∈M(3,C).
Lemma 4.13.4. For D ∈ su(6) and M˜ ∈M(6,C), we have
µ(M˜D∗) = ψ∗(D)(µM˜).
Proof. Let
D =
(
B L
−L∗ C
)
+
ν
3
(
E 0
0 −E
)
∈ su(6),
M˜ =
(−N2 −N1e1 M2 +M1e1
M2 −M1e1 N2 −N1e1
)
, Mi, Ni ∈M(3,C),
M =M1 + iM2, N = N1 + iN2.
Then we have
ψ∗(D)(µM˜)
= Φ(φC(B,C), h(L),−τh(L),−iνe1)(M,N)
=

φC(B,C) +
1
3
iνe1 −2τh(L) 0 h(L)
2h(L) τφC(B,C)τ − 1
3
iνe1 −τh(L) 0
0 h(L) −iνe1 0
−τh(L) 0 0 iνe1


M
N
0
0

=

φC(B,C)M +
1
3
iνe1M − 2τh(L)×N
2h(l)×M + τφC(B,C)τN − 1
3
iνe1N
(h(L), N)
−(τh(L),M)

=

−Mh(B,C) +Nτh(L) + 1
3
iνe1M
−Mh(L)−Nτh(B,C)− 1
3
iνe1N
0
0

153
(using φC(B,C)M =Mτh(B,C)
∗ = −Mh(B,C) and −2τh(L)×N = Nτh(L) etc.)
µ−1−→ · · · by simple calculations · · ·
=
(−N2 −N1e1 M2 +M1e1
M2 +M1e1 N2 +N1e1
)((−B −L
L∗ −C
)
− ν
3
(
E 0
0 −E
))
= M˜D∗.
Definition. We define a C-C-linear isomorphism f : PC → Λ3(C6) ⊕M(6,C)
by
f(PC + (M +N)) = f(PC) + µ
−1(M +N),
PC + (M +N) ∈ (PC)C ⊕ (M(3,C)C ⊕M(3,C)C) = PC .
The group SU(3)× SU(6) acts on Λ3(C6)⊕M(6,C) by
(Q,A)(
∑
(a ∧ b ∧ c) + M˜) =
∑
(Aa ∧Ab ∧Ac) +QM˜A∗,
where QM˜ means
(
Q 0
0 Q
)(
M11 M12
M21 M22
)
=
(
QM11 QM12
QM21 QM22
)
,Mij ∈M(3,C).
Theorem 4.13.5. (E7)
w ∼= (SU(3) × SU(6))/Z3, Z3 = {(E,E), (ω1E,ω1E),
(ω1
2E,ω1
2E)}, ω1 = −1
2
+
√
3
2
e1.
Proof. We defined a mapping ψ : SU(3)× SU(6)→ (E7)w by
ψ(Q,A)P = f−1((Q,A)(fP )), P ∈ PC .
We first have to prove that ψ(Q,A) ∈ E7. To prove this, since ϕ(Q,E) ∈ (E6)w ⊂
(E7)
w, it suffices to show that ψ(E,A) ∈ E7. Moreover, it is sufficient to show that,
for the differential mapping ψ∗ : su(3)⊕ su(6)→ e7 of ψ, ψ∗(0, D) coincides with
Φ(φC(B,C), h(L),−τh(L),−iνe1) ∈ e7.
However, this is already shown in Proposition 4.13.3 and Lemma 4.13.4. Since
(PC)w = {P ∈ PC |wP = P} = (PC)C , obviously we have wψ(Q,A) = ψ(Q,A)w,
hence ψ(Q,A) ∈ (E7)w. Evidently ψ is a homomorphism. We shall show that ψ is
onto. Let α ∈ (E7)w. Since the restriction α′ to (PC)w = (PC)C of α belongs to
E7,C , there exists A ∈ SU(6) such that
αP = f−1(A(fP )) or αP = f−1(A(fP )), P ∈ (PC)C
(Proposition 4.13.3). In the former case, let β = ψ(E,A)−1α, then β|(PC)C = 1,
hence β ∈ G2. Furthermore, β ∈ (G2)w = SU(3) (Theorem 1.9.4), so there exists
Q ∈ SU(3) such that
β(PC + (M +N)) = PC +Q(M +N) = PC + (QM +QN)
= ψ(Q,E)(PC + (M +N)), PC + (M +N) ∈ PC
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Hence we have
α = ψ(E,A)β = ψ(E,A)ψ(Q,E) = ψ(Q,A).
In this case, this shows that ψ is onto. In the latter case, consider the mapping
γ1 : P
C → PC , γ1(PC + (M +N)) = PC + (M +N), PC + (M +N) ∈ PC .
Then, γ1 ∈ G2 ⊂ F4 ⊂ E6 ⊂ E7. From the same argument as Section 1, we have γ1α ∈
(E7)
w, hence γ1 ∈ (G2)w = SU(3). However this is a contradiction (Theorem 1.9.4).
Therefore that ψ is onto is shown. Kerψ = {(E,E), (ω1E,ω1E), (ω12E,ω12E)} = Z3
is easily obtained. Thus we have the isomorphism (SU(3)× SU(6))/Z3 ∼= (E7)w.
Remark 1. The group E7 has a subgroup which is isomorphic to the semi-direct
product ((SU(3)×SU(6))/Z3) ·Z2 (the action of the group Z2 = {1, γ} to the group
SU(3)× SU(6) is γ(Q,A) = (Q,Ad(J3)A)).
Remark 2. Since (E7)
w is connected, the fact that ψ : SU(3)× SU(6)→ (E7)w
is onto can be proved as follows. The elements
G01, G23, G45, G67, G46 +G47, G47 −G56,
G24 +G35, G25 −G34, G26 +G37, G27 −G36,
A˜l(1), A˜l(e1), F˜l(1), F˜l(e1), (E1 − E2)∼, (E2 − E3)∼
Fˇl(1), Fˇl(e1), Fˆl(1), Fˆl(e1), Eˇl, Eˆl, 1, l = 1, 2, 3
forms an R-basis of (e7)
w. So, dim(e7)
w = 10 + 14 + 6 × 3 + 1 = 43 = 8 + 35 =
dim(su(3)⊕ su(6)). Hence ϕ is onto.
4.14. Complex exceptional Lie group E7
C
Theorem 4.14.1. The polar decomposition of the Lie group E7
C is given by
E7
C ≃ E7 ×R133.
In particular, E7
C is a simply connected complex Lie group of type E7.
Proof. Evidently E7
C is an algebraic subgroup of IsoC(P
C) = GL(78, C). If
α ∈ E7C , then, the complex conjugate transpose α∗ with repect to the inner product
〈X,Y 〉: 〈αX, Y 〉 = 〈X,α∗Y 〉 is α∗ = τλα−1λ−1τ ∈ E7C . Hence, from Chevalley’s
lemma, we have
E7
C ≃ (E7C ∩ U(PC))×Rd = E7 ×Rd, d = 133.
Since E7 is simply connected (Theorem 4.9.2), E7
C is also simply connected. The Lie
algebra of the group E7
C is e7
C , so E7
C is a complex simple Lie group of type E7.
4.15. Non-compact exceptional Lie groups E7(7), E7(−5) and E7(−25) of
type E7
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Let
P = J(3,C)⊕ J(3,C)⊕R⊕R,
P′ = J(3,C′)⊕ J(3,C′)⊕R ⊕R.
For P,Q ∈ P or P′, we define an R-linear mapping P ×Q : P → P or P′ → P′ as
similar to Section 4.1. And we define a Hermitian inner product 〈P,Q〉σ in PC by
〈P,Q〉σ = 〈σP,Q〉.
Now, we define groups E7(7), E7(−5) and E7(−25) by
E7(7) = {α ∈ IsoR(P′) |α(P ×Q)α−1 = αP × αQ},
E7(−5) = {α ∈ IsoC(PC) |α(P ×Q)α−1 = αP × αQ, 〈αP, αQ〉σ = 〈P,Q〉σ},
E7(−25) = {α ∈ IsoR(P) |α(P ×Q)α−1 = αP × αQ}.
These groups can also be defined by
E7(7) ∼= (E7C)τγ , E7(−5) ∼= (E7C)τλσ, E7(−25) ∼= (E7C)τ .
Theorem 4.15.1. The polar decompositions of the groups E7(7), E7(−5) and
E7(−25) are respectively given by
E7(7) ≃ SU(8)/Z2 ×R70,
E7(−5) ≃ (SU(2)× Spin(12))/Z2 ×R64,
E7(−25) ≃ (U(1)× E6)/Z3 ×R54.
Proof. These are the facts corresponding to Theorems 4.12.5, 4.11.15 and 4.10.2.
Theorem 4.15.2. The centers of the groups E7(7), E7(−5) and E7(−25) are the
group of order 2:
z(E7(7)) = Z2, z(E7(−5)) = Z2, z(E7(−25)) = Z2.
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5. Exceptional Lie group E8
5.1. Lie algebra e8
C
Theorem 5.1.1. In a 133 + 56× 2 + 3 = 248 dimensional C-vector space
e8
C = e7
C ⊕PC ⊕PC ⊕ C ⊕ C ⊕ C,
if we define a Lie bracket [R1, R2] by
[(Φ1, P1, Q1, r1, s1, t1), (Φ2, P2, Q2, r2, s2, t2)] = (Φ, P,Q, r, s, t),
where 
Φ = [Φ1, Φ2] + P1 ×Q2 − P2 ×Q1
P = Φ1P2 − Φ2P1 + r1P2 − r2P1 + s1Q2 − s2Q1
Q = Φ1Q2 − Φ2Q1 − r1Q2 + r2Q1 + t1P2 − t2P1
r = −1
8
{P1, Q2}+ 1
8
{P2, Q1}+ s1t2 − s2t1
s =
1
4
{P1, P2}+ 2r1s2 − 2r2s1
t = −1
4
{Q1, Q2} − 2r1t2 + 2r2t1,
then e8
C is a C-Lie algebra.
Proof. Among the definition of the Lie algebra, the relations
[R1, R2 +R3] = [R1, R2] + [R1, R3],
[kR1, R2] = k[R1, R2], k ∈ C,
[R1, R2] = −[R2, R1]
are evident, and we are left to show the Jacobi identity, which can be proved by direct
calculations as follows.
[R1, [R2, R3] ] + [R2, [R3, R1] ] + [R3, [R1, R2] ]
= · · · (using [Φ, P ×Q] = ΦP ×Q+ P × ΦQ (Proposition 4.3.2),
(P ×R)Q− (Q×R)P + 1
8
{Q,R}P − 1
8
{P,R} − 1
4
{P,Q}R = 0
(Lemma 4.1.1.(3), {ΦP,Q}+ {P,ΦQ} = 0 (Proposition 4.2.2.(2)) etc.) · · ·
= 0.
5.2. Simplicity of e8
C
We use the following notation in e8
C :
Φ = (Φ, 0, 0, 0, 0, 0), P− = (0, P, 0, 0, 0, 0),
Q− = (0, 0, Q, 0, 0, 0), r = (0, 0, 0, r, 0, 0),
s− = (0, 0, 0, 0, s, 0), t− = (0, 0, 0, 0, 0, t).
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Theorem 5.2.1. The C-Lie algebra e8
C is simple.
Proof. We use the decomposition of e8
C :
e8
C = e7
C ⊕ KC ,
where KC = PC ⊕ PC ⊕ C ⊕ C ⊕ C. Let p : e8C → e7C and q : e8C → KC be
projections of e8
C = e7
C ⊕ KC . Now, let a be a non-zero ideal of e8C . Then p(a) is
an ideal of e7
C . Indeed, if Φ ∈ p(a), then there exists (0, P,Q, r, s, t) ∈ KC such that
(Φ, P,Q, r, s, t) ∈ a. For any Φ1 ∈ e7C , we have
a ∋ [Φ1, (Φ, P,Q, r, s, t)] = ([Φ1, Φ], Φ1P,Φ1Q, 0, 0, 0),
hence [Φ1, Φ] ∈ p(a).
We shall show that either e7
C∩a 6= {0} or KC∩a 6= {0}. Assume that e7C∩a = {0}
and KC ∩a = {0}. Then the mapping p|a : a → e7C is injective because KC ∩a = {0}.
Since p(a) is a non-zero ideal of e7
C and e7
C is simple, we have p(a) = e7
C . Hence
dimC(a) = dimC(p(a)) = dimC(e7
C) = 133. On the other hand, since e7
C ∩ a = {0},
q|a : a → KC is also injective. Hence we have dimC(a) ≤ dimC(KC) = 56×2+3 = 115.
This leads to a contradiction.
We now consider the following two cases.
(1) Case e7
C ∩ a 6= {0}. From the simplicity of e7C , we have e7C ∩ a = e7C , hence
a ⊃ e7C . On the other hand, we have
a ∋ [Φ(0, 0, 0, 1), (0, 0, 1, 0)−] = (0, 0, 1, 0)−,
a ∋ [Φ(0, 0, 0, 1), (0, 0, 0,−1)−] = (0, 0, 0, 1)−,
a ∋ [(0, 0, 1, 0)−, (0, 0, 0, 4)−] = 1−,
a ∋ [(0, 0, 0, 1)−, (0, 0, 4, 0)−] = 1−,
a ∋ [1−, 1−] = 1,
a ∋ [1− + 1−, Q− + P−] = P− +Q−,
Therefore, a ⊃ e7C ⊕ KC = e8C which implies a = e8C .
(2) Case KC∩a 6= {0}. Let R = (0, P,Q, r, s, t) be a non-zero element of KC∩a ⊂ a.
(i) Case R = (0, P,Q, r, s, t), P 6= 0. We have
a ∋ [1, [1−, [1, R] ] ] = [1, [1−, (0, P,−Q, 0, 2s,−2t)] ]
= [1, (0, 0, P,−2s, 0, 0)] = −(0, 0, P, 0, 0, 0) = −P−.
We choose P1 ∈ PC so that P × P1 6= 0 (Lemma 4.5.3) and choose Φ ∈ e7C so that
[Φ, P × P1] 6= 0. (Since e7C simple, the center of e7C consists only of 0, so such Φ
exists). Then we have
a ∋ [Φ, [P1−, P−] ] = [Φ, P × P1].
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Hence this case is reduced to the case (1).
(ii) Case R = (0, P,Q, r, s, t), Q 6= 0. The argument is similar to (i).
(iii) Case R = (0, 0, 0, r, s, t), r 6= 0. For 0 6= P ∈ PC , we have
a ∋ [P−, [1−, [1−, R] ] ] = [P−, [1−, (0, 0, 0,−s, 0, 2r)] ]
= [P−, (0, 0, 0, 2r, 2s, 0)] = (0,−2rP, 0, 0, 0, 0).
Hence this case is reduced to the case (ii) above.
(iv) Case R = (0, 0, 0, 0, s, t), s 6= 0. We have
a ∋ [1−, R] = (0, 0, 0,−s, 0, 0).
Hence this case is reduced to the case (iii) above.
(v) Case R = (0, 0, 0, 0, 0, t), t 6= 0. The argument is similar to (iv).
Consequently, we have a = e8
C , which proves the simplicity of e8
C .
For R ∈ e8C we denote adR : e8C → e8C , that is, adR(R1) = [R,R1], by Θ(R) =
adR. Since e8
C is simple (Theorem 5.2.1), we obtain an isomorphism of Lie algebras
e8
C ∼= Θ(e8C) = {Θ(R) |R ∈ e8C}
by assigning Θ(R) to R. Moreover, e8
C is isomorphic to the algebra
Der(e8
C) = {Θ ∈ HomC(e8C) |Θ[R1, R2] = [ΘR1, R2] + [R2, ΘR2]}.
Hereafter we often denote Θ(R) by R identifying e8
C ∼= Der(e8C).
5.3. Killing form of e8
C
Definition. We define a symmetric inner product (R1, R2)8 in e8
C by
(R1, R2)8 = (Φ1, Φ2)7 − {Q1, P2}+ {P1, Q2} − 8r1r2 − 4t1s2 − s1t2,
where Ri = (Φi, Pi, Qi, ri, si, ti) ∈ e8C .
Lemma 5.3.1. The inner product (R1, R2)8 of e8
C is e8
C-adjoint invariant :
([R,R1], R2)8 + (R1, [R,R2])8 = 0, R,Ri ∈ e8C .
Proof. ([R,R1], R2)8
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=(

[Φ,Φ1] + P ×Q1 − P1 ×Q
ΦP1 − Φ1P + rP1 − r1P + sQ1 − s1Q
ΦQ1 − Φ1Q− rQ1 + r1Q+ tP1 − t1P
−1
8
{P,Q1}+ 1
8
{P1, Q}+ st1 − s1t
1
4
{P, P1}+ 2rs1 − 2r1s
−1
4
{Q,Q1} − 2rt1 + 2r1t

,

Φ2
P2
Q2
r2
s2
t2

)
8
= · · · (using ([Φ,Φ1], Φ2)7 + (Φ1, [Φ,Φ2])7 = 0 (Lemma 4.5.1.(1)),
(Φ, P ×Q)7 = {ΦP,Q} (Lemma 4.5.1.(2)) etc.) · · ·
= −(R1, [R,R2])8.
Theorem 5.3.2. The Killing form B8 of the Lie algebra e8
C is given by
B8(R1, R2)
= −15(R1, R2)8
= −15(Φ1, Φ2)7 + 15{Q1, P2} − 15{P1, Q2}+ 120r1r2 + 60t1s2 + 60s1t2
=
5
3
B7(Φ1, Φ2) + 15{Q1, P2} − 15{P1, Q2}+ 120r1r2 + 60t1s2 + 60s1t2,
where Ri = (Φi, Pi, Qi, ri, si, ti) ∈ e8C and B7 is the Killing form of e7C .
Proof. Since e8
C is simple (Theorem 5.2.1), there exist k ∈ C such that
B8(R1, R2) = k(R1, R2)8, Ri ∈ e8C .
To determine k, let R1 = R2 = (0, 0, 0, 1, 0, 0) = 1. Then, we have
(1, 1)8 = −8.
On the other hand, since
[1, [1, (Φ, P,Q, r, s, t)] ] = [1, (0, P,−Q, 0, 2s,−2t)] = (0, P,Q, 0, 4s, 4t),
we have
B8(1, 1) = 56× 2 + 4× 2 = 120.
Therefore k = −15. Thus we have B8(R1, R2) = −15(R1, R2)8.
5.4. Complex exceptional Lie group E8
C
Definition. The group E8
C is defined to be the automorphism group of the Lie
algebra e8
C :
E8
C = {α ∈ IsoC(e8C) |α[R1, R2] = [αR1, αR2]}.
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Theorem 5.4.1. The group E8
C is connected.
Proof. Denote by Inn(e8
C) the subgroup generated by the inner automorphisms
exp(Θ(R)), R ∈ e8C in the automorphism group Aut(e8C) = E8C of the Lie algebra
e8
C . It is known that Aut(e8
C)/Inn(e8
C) = {1} holds for the C-algebra of E8 type
(see for example, Matsushima [19]), that is,
Aut(e8
C) = Inn(e8
C).
Since Inn(e8
C) is connected, E8
C which is equal to Inn(e8
C) is also connected.
Remark. We can also prove the connectedness of the group E8
C from the fol-
lowing fact. For R ∈ e8C , we define a C-linear mapping R×R : e8C → e8C by
(R×R)R1 = Θ(R)2R1 + 1
30
B8(R,R1)R, R1 ∈ e8C ,
and we define a space WC by
WC = {R ∈ e8C |R×R = 0, R 6= 0}.
Then we have
E8
C/(E8
C)1− ≃ WC ,
where (E8
C)1− = {α ∈ E8C |α1− = 1−} = exp(Φ(0, 0,PC , 0, 0, C))E7. The connect-
edness of E8
C follows from the connectedness of (E8
C)1− and W
C . (See Imai and
Yokota [13]).
The Lie algebra of the group E8
C is Der(e8
C) ∼= e8C , and therefore we have shown
that E8
C is a complex Lie group of type E8, since we will show in Theorem 5.6.2
that e8
C is a Lie algebra of type E8. It is known by the general theory of Lie groups,
that if a complex Lie group of type E8 is connected, then it is simply connected, and
hence we have obtained the following result.
Theorem 5.4.2. E8
C is a simply connected complex Lie group of type E8.
5.5. Compact exceptional Lie group E8
We define C-linear transformations λ, λ′ of e8
C respectively by
λ(Φ, P,Q, r, s, t) = (λΦλ−1, λP, λQ, r, s, t),
λ′(Φ, P,Q, r, s, t) = (Φ,Q,−P,−r,−t,−s),
where λ in the right hand side is the same as λ ∈ E7 defined in Section 4.3. The
mappings λ and λ′ preserve the Lie bracket in e8
C , that is, λ, λ′ ∈ Aut(e8C) = E8C .
We set
λ˜ = λλ′ = λ′λ.
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Finally, we denote by τ the complex cojugation in e8
C , that is,
τ(Φ, P,Q, r, s, t) = (τΦτ, τP, τQ, τr, τs, τt),
where τ in the right hand side is the usual complex cojugation in the complexification.
Definition. We define a Hermitian inner product 〈R1, R2〉 in e8C by
〈R1, R2〉 = − 1
15
B8(τλ˜R1, R2).
Proposition 5.5.1. The Hermitian inner product 〈R1, R2〉 in e8C is positive
definite.
Proof. Let Ri = (Φi, Pi, Qi, ri, si, ti) ∈ e8C , i = 1, 2. Since τλ˜R1 = (τλΦ1λ−1τ,
τλQ1,−τλP1,−τr1,−τt1,−τs1), we have, by Theorem 5.3.2, that
〈R1, R2〉
= (τλΦ1λ
−1τ, Φ2)7 + 〈P1, P2〉+ 〈Q1, Q2〉+ 8(τr1)r2 + 4(τs1)s2 + 4(τt1)t2.
Hence, it is sufficient to show that (τλΦ1λ
−1τ, Φ2)7 is positive definite. Let Φi =
Φ(φi, Ai, Bi, νi), i = 1, 2. Since τλΦ1λ
−1τ = Φ(−τ tφ1τ,−τB1,−τA1,−τν1), we have
(τλΦ1λ
−1τ, Φ2)7 = 2(τ
tφ1τ, φ2)6 + 4〈A1, A2〉+ 4〈B1, B2〉+ 8
3
(τν1)ν2.
Therefore, it is enough to show that (τ tφ1τ, φ2)6 is positive definite. Let φi = δi+T˜i ∈
e6
C , δi ∈ f4C , T˜i ∈ J0C , i = 1, 2. Since τ tφ1τ = −τδ1τ + τT˜1, we have
(τ tφ1τ, φ2)6 = −(τδ1τ, δ2)4 + 〈T1, T2〉.
Consequently, it is sufficient to show that −(τδ1τ, δ2)4 is positive definite, which can
be seen, however, from the fact that the following set
√
2[E˜1, F˜2(ei)],
√
2[E˜1, F˜3(ei)],
√
2[E˜3, F˜1(ei)], 0 ≤ i ≤ 7,
1√
2
[F˜1(ei), F˜1(ej)], 0 ≤ i < j ≤ 7
forms an orthonormal C-basis of f4
C with respect to the inner product −(τδ1τ, δ2)4.
Thus the proposition is proved.
Definition. We define a group E8 by
E8 = {α ∈ E8C | 〈αR1, αR2〉 = 〈R1, R2〉}
= {α ∈ E8C | τλ˜α = ατλ˜}.
Theorem 5.5.2. The group E8 is a compact Lie group.
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Proof. E8 is a compact Lie group as a closed subgroup of the unitary group
U(248) = U(e8
C) = {α ∈ IsoC(e8C) | 〈αR1, αR2〉 = 〈R1, R2〉}.
Theorem 5.5.3. The Lie algebra e8 of the group E8 is
e8 = {R ∈ e8C | τλ˜R = R}
= {(Φ, P,−τλP, r, s,−τs) ∈ e8C |Φ ∈ e7, P ∈ PC , r ∈ iR, s ∈ C}.
Proof. For R = (Φ, P,Q, r, s, t) ∈ e8C , since
τλ˜R = (τλΦλ−1τ, τλQ,−τλP,−τr,−τt,−τs).
the condition τλ˜R = R is equivalent to τλΦ = Φλτ,Q = −τλP, τr = −r, t = −τs,
hence we have the theorem.
Proposition 5.5.4. The complexification of the Lie algebra e8 is e8
C. Hence e8
is simple.
Proof. For R ∈ e8C , the conjugate transposed mapping R∗ of R with respect to
the inner product 〈R1, R2〉 of e8C is R∗ = τλ˜Rλ˜τ ∈ e8C , and for R ∈ e8C , R belongs
to e8 if and only if R
∗ = −R. Now, any element R ∈ e8C is represented by
R =
R−R∗
2
+ i
R+R∗
2i
,
R− R∗
2
,
R+R∗
2i
∈ e8.
Hence e8
C is the complexification of e8. Since e8
C is simple (Theorem 5.2.1), e8 is
also simple.
Analogously as in e8
C , for R ∈ e8, we identify R with Θ(R) and regard e8 ∼= Θ(e8).
Theorem 5.5.5. The polar decomposition of the Lie group E8
C is given by
E8
C ≃ E8 ×R248.
In particular, the group E8 is simply connected.
Proof. Evidently E8
C is an algebraic subgroup of IsoC(e8
C) = GL(248, C). For
α ∈ E8C , the conjugate transposed mapping α∗ of α with respect to the inner product
〈R1, R2〉 is α∗ = τλ˜α−1λ˜τ ∈ E8C . Therefore, by Chevalley’s lemma, we have
E8
C ≃ (E8C ∩ U(e8C))×Rd = E8 ×Rd, d = 248.
Since E8
C is simply connected (Theorem 5.4.2), E8 is also simply connected.
5.6 Roots of e8
C
Theorem 5.6.1. The rank of the Lie algebra e8
C is 8. The roots of e8
C relative
to some Cartan subalgebra are given by
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±(λk − λl), ±(λk + λl), 0 ≤ k < l ≤ 3,
±λk ± 1
2
(µ2 − µ3), 0 ≤ k ≤ 3,
±1
2
(−λ0 − λ1 + λ2 − λ3)± 1
2
(µ3 − µ1),
±1
2
(−λ0 + λ1 + λ2 − λ3)± 1
2
(µ3 − µ1),
±1
2
(−λ0 + λ1 + λ2 + λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 − λ1 + λ2 + λ3)± 1
2
(µ3 − µ1),
±1
2
( λ0 − λ1 + λ2 − λ3)± 1
2
(µ1 − µ2),
±1
2
(−λ0 + λ1 + λ2 − λ3)± 1
2
(µ1 − µ2),
±1
2
( λ0 + λ1 + λ2 + λ3)± 1
2
(µ1 − µ2),
±1
2
(−λ0 − λ1 + λ2 + λ3)± 1
2
(µ1 − µ2),
±
(
µk +
2
3
ν
)
, 0 ≤ k < l ≤ 3,
±λk ±
(1
2
µ1 − 2
3
ν
)
, 0 ≤ k ≤ 3,
±1
2
(−λ0 − λ1 + λ2 − λ3)±
(1
2
µ2 − 2
3
ν
)
,
±1
2
( λ0 + λ1 + λ2 − λ3)±
(1
2
µ2 − 2
3
ν
)
,
±1
2
(−λ0 + λ1 + λ2 + λ3)±
(1
2
µ2 − 2
3
ν
)
,
±1
2
( λ0 − λ1 + λ2 + λ3)±
(1
2
µ2 − 2
3
ν
)
,
±1
2
( λ0 − λ1 + λ2 − λ3)±
(1
2
µ3 − 2
3
ν
)
,
±1
2
(−λ0 + λ1 + λ2 − λ3)±
(1
2
µ3 − 2
3
ν
)
,
±1
2
( λ0 + λ1 + λ2 + λ3)±
(1
2
µ3 − 2
3
ν
)
,
±1
2
(−λ0 − λ1 + λ2 + λ3)±
(1
2
µ3 − 2
3
ν
)
,
±
(
µj − 1
3
ν + r
)
, 1 ≤ j ≤ 3,
±λk ±
(1
2
µ1 +
1
3
ν
)
± r, 0 ≤ k ≤ 3,
±1
2
( λ0 + λ1 − λ2 − λ3)±
(1
2
µ2 +
1
3
ν
)
± r,
±1
2
( λ0 + λ1 − λ2 − λ3)±
(1
2
µ2 +
1
3
ν
)
± r,
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±1
2
( λ0 + λ1 + λ2 − λ3)±
(1
2
µ2 +
1
3
ν
)
± r,
±1
2
( λ0 + λ1 − λ2 + λ3)±
(1
2
µ2 +
1
3
ν
)
± r,
±1
2
( λ0 + λ1 + λ2 + λ3)±
(1
2
µ3 +
1
3
ν
)
± r
±1
2
( λ0 + λ1 − λ2 − λ3)±
(1
2
µ3 +
1
3
ν
)
± r,
±1
2
( λ0 − λ1 + λ2 + λ3)±
(1
2
µ3 +
1
3
ν
)
± r,
±1
2
( λ0 − λ1 − λ2 + λ3)±
(1
2
µ3 +
2
3
ν
)
± r,
±2r,
±ν ± r
with µ1 + µ2 + µ3 = 0.
Proof. Let h7 be the Cartan subalgebra of e7
C given in Theorem 4.6.1, then
h = {(Φ(h), 0, 0, r, 0, 0) |Φ(h) ∈ h7, r ∈ C}
is an abelian subalgebra of e8
C (it will be a Cartan subalgebra of e8
C).
I The roots of e7
C are also roots of e8
C . Indeed, we have
[(Φ(h), 0, 0, r, 0, 0), (Φ, 0, 0, 0, 0, 0)] = ([Φ(h), Φ], 0, 0, 0, 0, 0).
II We have
[(Φ(h), 0, 0, r, 0, 0), (0, P, 0, 0, 0, 0)] = (0, (Φ(h) + r)P, 0, 0, 0, 0),
and using the same notation as in Theorem 4.6.1, we also have
(Φ(hδ + H˜, 0, 0, ν) + r1)(X,Y, ξ, η)
=
((
hδ + H˜ − 1
3
ν + r
)
X,
(
hδ − H˜ + 1
3
ν + r
)
Y, (ν + r)ξ, (−ν + r)η
)
.
By putting Y = 0, ξ = η = 0, we obtain
the root µk − 1
3
ν + r by letting X = Ek,
the root ± λk − 1
2
µ1 − 1
3
ν + r by letting X = F1(a), a = ek ± ie4+k.
We can also obtain roots by letting X = F2(a), F3(a).
By putting X = 0, ξ = η = 0 and further Y = Ek, Y = Fi(a), we can again roots.
By putting X = Y = 0, ξ = 1, η = 0, we can again the root ν + r. Similarly, we can
obtain the roort −ν + r.
By using
[(Φ(h), 0, 0, r, 0, 0), (0, 0, Q, 0, 0, 0)] = (0, 0, (Φ(h)− r)Q, 0, 0, 0),
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we can also obtain roots.
III From the relations
[(Φ(h), 0, 0, r, 0), (0, 0, 0, 0, 1, 0)] = (0, 0, 0, 0, 2r, 0),
[(Φ(h), 0, 0, r, 0), (0, 0, 0, 0, 0, 1)] = (0, 0, 0, 0, 0,−2r),
we obtain the roots 2r and −2r.
Theorem 5.6.2. In the root system of Theorem 5.6.1,
α1 =
1
2
(λ0 − λ1 − λ2 − λ3) + 1
2
(µ3 − µ1),
α2 = µ1 − 1
3
ν − r, α3 = 2r,
α4 = µ2 − 1
3
ν − r, α5 = λ3 − 1
2
(µ2 − µ3),
α6 = λ2 − λ3, α7 = λ1 − λ2, α8 = ν − r
is a fundamental root system of the Lie algebra e8
C and
µ = 2α1 + 4α2 + 6α3 + 5α4 + 4α5 + 3α6 + 2α7 + 3α8
is the highest root. The Dynkin diagram and the extended Dynkin diagram of e8
C are
respectively given by
α1 α2 α3
α8
α4 α5 α6 α7
α1
2
α2
4
α3
6
α83
α4
5
α5
4
α6
3
α7
2
−µ
Proof. In the following, the notation n1n2 · · ·n8 denotes the root n1α1 + n2α2 +
· · ·+ n8α8. Now, all positive roots of e8C are expressed by
λ0 − λ1 = 2 3 4 3 2 1 0 2
λ0 − λ2 = 2 3 4 3 2 1 1 2
λ0 − λ3 = 2 3 4 3 2 2 1 2
λ1 − λ2 = 0 0 0 0 0 0 1 0
λ1 − λ3 = 0 0 0 0 0 1 1 0
λ2 − λ3 = 0 0 0 0 0 1 0 0
λ0 + λ1 = 2 4 6 5 4 3 2 3
λ0 + λ2 = 2 4 6 5 4 3 1 3
λ0 + λ3 = 2 4 6 5 4 2 1 3
λ1 + λ2 = 0 1 2 2 2 2 1 1
λ1 + λ3 = 0 1 2 2 2 1 1 1
λ2 + λ3 = 0 1 2 2 2 1 0 1
λ0 +
1
2
(µ2 − µ3) = 2 4 6 5 3 2 1 3
λ1 +
1
2
(µ2 − µ3) = 0 1 2 2 1 1 1 1
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λ2 +
1
2
(µ2 − µ3) = 0 1 2 2 1 1 0 1
λ3 +
1
2
(µ2 − µ3) = 0 1 2 2 1 0 0 1
λ0 − 1
2
(µ2 − µ3) = 2 3 4 3 3 2 1 2
λ1 − 1
2
(µ2 − µ3) = 0 0 0 0 1 1 1 0
λ2 − 1
2
(µ2 − µ3) = 0 0 0 0 1 1 0 0
λ3 − 1
2
(µ2 − µ3) = 0 0 0 0 1 0 0 0
1
2
(λ0 + λ1 + λ2 − λ3) + 1
2
(µ3 − µ1) = 1 1 2 2 2 2 1 1
1
2
(λ0 + λ1 − λ2 + λ3) + 1
2
(µ3 − µ1) = 1 1 2 2 2 1 1 1
1
2
(λ0 − λ1 + λ2 + λ3) + 1
2
(µ3 − µ1) = 1 1 2 2 2 1 0 1
1
2
(λ0 − λ1 − λ2 − λ3) + 1
2
(µ3 − µ1) = 1 0 0 0 0 0 0 0
1
2
(λ0 + λ1 + λ2 − λ3)− 1
2
(µ3 − µ1) = 1 3 4 3 2 2 1 2
1
2
(λ0 + λ1 − λ2 + λ3)− 1
2
(µ3 − µ1) = 1 3 4 3 2 1 1 2
1
2
(λ0 − λ1 + λ2 + λ3)− 1
2
(µ3 − µ1) = 1 3 4 3 2 1 0 2
1
2
(λ0 − λ1 − λ2 − λ3)− 1
2
(µ3 − µ1) = 1 2 2 1 0 0 0 1
1
2
(λ0 − λ1 + λ2 − λ3) + 1
2
(µ1 − µ2) = 1 2 2 1 1 1 0 1
1
2
(λ0 − λ1 − λ2 + λ3) + 1
2
(µ1 − µ2) = 1 2 2 1 1 0 0 1
1
2
(λ0 + λ1 − λ2 − λ3) + 1
2
(µ1 − µ2) = 1 2 2 1 1 1 1 1
1
2
(λ0 + λ1 + λ2 + λ3) +
1
2
(µ1 − µ2) = 1 3 4 3 3 2 1 2
1
2
(λ0 − λ1 + λ2 − λ3)− 1
2
(µ1 − µ2) = 1 1 2 2 1 1 0 1
1
2
(λ0 − λ1 − λ2 + λ3)− 1
2
(µ1 − µ2) = 1 1 2 2 1 0 0 1
1
2
(λ0 + λ1 − λ2 − λ3)− 1
2
(µ1 − µ2) = 1 1 2 2 1 1 1 1
1
2
(λ0 + λ1 + λ2 + λ3)− 1
2
(µ1 − µ2) = 1 2 4 4 3 2 1 2
µ1 +
2
3
ν = 0 1 1 0 0 0 0 1
µ2 +
2
3
ν = 0 0 1 1 0 0 0 1
−µ3 − 2
3
ν = 0 1 1 1 0 0 0 0
167
λ0 +
1
2
µ1 − 2
3
ν = 2 4 5 4 3 2 1 2
λ0 − 1
2
µ1 +
2
3
ν = 2 3 5 4 3 2 1 3
λ1 +
1
2
µ1 − 2
3
ν = 0 1 1 1 1 1 1 0
λ1 − 1
2
µ1 +
2
3
ν = 0 0 1 1 1 1 1 1
λ2 +
1
2
µ1 − 2
3
ν = 0 1 1 1 1 1 0 0
λ2 − 1
2
µ1 +
2
3
ν = 0 0 1 1 1 1 0 1
λ3 +
1
2
µ1 − 2
3
ν = 0 1 1 1 1 0 0 0
λ3 − 1
2
µ1 +
2
3
ν = 0 0 1 1 1 0 0 1
1
2
(λ0 + λ1 + λ2 − λ3) + 1
2
µ2 − 2
3
ν = 1 2 3 3 2 2 1 1
1
2
(λ0 + λ1 − λ2 + λ3) + 1
2
µ2 − 2
3
ν = 1 2 3 3 2 1 1 1
1
2
(λ0 − λ1 + λ2 + λ3) + 1
2
µ2 − 2
3
ν = 1 2 3 3 2 1 0 1
1
2
(λ0 − λ1 − λ2 − λ3) + 1
2
µ2 − 2
3
ν = 1 1 1 1 0 0 0 0
1
2
(λ0 + λ1 + λ2 − λ3)− 1
2
µ2 +
2
3
ν = 1 2 3 2 2 2 1 2
1
2
(λ0 + λ1 − λ2 + λ3)− 1
2
µ2 +
2
3
ν = 1 2 3 2 2 1 1 2
1
2
(λ0 − λ1 + λ2 + λ3)− 1
2
µ2 − 2
3
ν = 1 2 3 2 2 1 0 2
1
2
(λ0 − λ1 − λ2 − λ3)− 1
2
µ2 +
2
3
ν = 1 1 1 0 0 0 0 1
1
2
(λ0 + λ1 + λ2 + λ3) +
1
2
µ3 − 2
3
ν = 1 2 3 3 3 2 1 1
1
2
(λ0 + λ1 − λ2 − λ3) + 1
2
µ3 − 2
3
ν = 1 1 1 1 1 1 1 0
1
2
(λ0 − λ1 + λ2 − λ3) + 1
2
µ3 − 2
3
ν = 1 1 1 1 1 1 0 0
1
2
(λ0 − λ1 − λ2 + λ3) + 1
2
µ3 − 2
3
ν = 1 1 1 1 1 0 0 0
1
2
(λ0 + λ1 + λ2 + λ3)− 1
2
µ3 +
2
3
ν = 1 3 5 4 3 2 1 3
1
2
(λ0 + λ1 − λ2 − λ3)− 1
2
µ3 +
2
3
ν = 1 2 3 2 1 1 1 2
1
2
(λ0 − λ1 + λ2 − λ3)− 1
2
µ3 +
2
3
ν = 1 2 3 2 1 1 0 2
1
2
(λ0 − λ1 − λ2 + λ3)− 1
2
µ3 +
2
3
ν = 1 2 3 2 1 0 0 2
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µ1 − 1
3
ν + r = 0 1 1 0 0 0 0 0
µ2 − 1
3
ν + r = 0 0 1 1 0 0 0 0
−µ3 + 1
3
ν + r = 0 1 2 1 0 0 0 1
µ1 − 1
3
ν − r = 0 1 0 0 0 0 0 0
µ2 − 1
3
ν + r = 0 0 0 1 0 0 0 0
−µ3 − 1
3
ν − r = 0 1 1 1 0 0 0 1
λ0 +
1
2
µ1 +
1
3
ν + r = 2 4 6 4 3 2 1 3
λ0 +
1
2
µ1 +
1
3
ν − r = 2 4 5 4 3 2 1 3
λ0 − 1
2
µ1 − 1
3
ν + r = 2 3 5 4 3 2 1 2
λ0 − 1
2
µ1 − 1
3
ν − r = 2 3 4 4 3 2 1 2
λ1 +
1
2
µ1 +
1
3
ν + r = 0 1 2 1 1 1 1 1
λ1 +
1
2
µ1 +
1
3
ν − r = 0 1 1 1 1 1 1 1
λ1 − 1
2
µ1 − 1
3
ν + r = 0 0 1 1 1 1 1 0
λ1 − 1
2
µ1 − 1
3
ν − r = 0 0 0 1 1 1 1 0
λ2 +
1
2
µ1 +
1
3
ν + r = 0 1 2 1 1 1 0 1
λ2 +
1
2
µ1 +
1
3
ν − r = 0 1 1 1 1 1 0 1
λ2 − 1
2
µ1 − 1
3
ν + r = 0 0 1 1 1 1 0 0
λ2 − 1
2
µ1 − 1
3
ν − r = 0 0 0 1 1 1 0 0
λ3 +
1
2
µ1 +
1
3
ν + r = 0 1 2 1 1 0 0 1
λ3 +
1
2
µ1 +
1
3
ν − r = 0 1 1 1 1 0 0 1
λ3 − 1
2
µ1 − 1
3
ν + r = 0 0 1 1 1 0 0 0
λ3 − 1
2
µ1 − 1
3
ν − r = 0 0 0 1 1 0 0 0
1
2
(λ0 + λ1 + λ2 − λ3) + 1
2
µ2 +
1
3
ν + r = 1 2 4 3 2 2 1 2
1
2
(λ0 + λ1 + λ2 − λ3) + 1
2
µ2 +
1
3
ν − r = 1 2 3 3 2 2 1 2
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12
(λ0 + λ1 + λ2 − λ3)− 1
2
µ2 − 1
3
ν + r = 1 2 3 2 2 2 1 1
1
2
(λ0 + λ1 + λ2 − λ3)− 1
2
µ2 − 1
3
ν − r = 1 2 2 2 2 2 1 1
1
2
(λ0 + λ1 − λ2 + λ3) + 1
2
µ2 +
1
3
ν + r = 1 2 4 3 2 1 1 2
1
2
(λ0 + λ1 − λ2 + λ3) + 1
2
µ2 +
1
3
ν − r = 1 2 3 3 2 1 1 2
1
2
(λ0 + λ1 − λ2 + λ3)− 1
2
µ2 − 1
3
ν + r = 1 2 3 2 2 1 1 1
1
2
(λ0 + λ1 − λ2 + λ3)− 1
2
µ2 − 1
3
ν − r = 1 2 2 2 2 1 1 1
1
2
(λ0 − λ1 + λ2 + λ3) + 1
2
µ2 +
1
3
ν + r = 1 2 4 3 2 1 0 2
1
2
(λ0 − λ1 + λ2 + λ3) + 1
2
µ2 +
1
3
ν − r = 1 2 3 3 2 1 0 2
1
2
(λ0 − λ1 + λ2 + λ3)− 1
2
µ2 − 1
3
ν + r = 1 2 3 2 2 1 0 1
1
2
(λ0 − λ1 + λ2 + λ3)− 1
2
µ2 − 1
3
ν − r = 1 2 2 2 2 1 0 1
1
2
(λ0 − λ1 − λ2 − λ3) + 1
2
µ2 +
1
3
ν + r = 1 1 2 1 0 0 0 1
1
2
(λ0 − λ1 − λ2 − λ3) + 1
2
µ2 +
1
3
ν − r = 1 1 1 1 0 0 0 1
1
2
(λ0 − λ1 − λ2 − λ3)− 1
2
µ2 − 1
3
ν + r = 1 1 1 0 0 0 0 0
1
2
(λ0 − λ1 − λ2 − λ3)− 1
2
µ2 − 1
3
ν − r = 1 1 0 0 0 0 0 0
1
2
(λ0 + λ1 − λ2 − λ3) + 1
2
µ3 +
1
3
ν + r = 1 1 2 1 1 1 1 1
1
2
(λ0 + λ1 − λ2 − λ3) + 1
2
µ3 +
1
3
ν − r = 1 1 1 1 1 1 1 1
1
2
(λ0 + λ1 − λ2 − λ3)− 1
2
µ3 − 1
3
ν + r = 1 2 3 2 1 1 1 1
1
2
(λ0 + λ1 − λ2 − λ3)− 1
2
µ3 − 1
3
ν − r = 1 2 2 2 1 1 1 1
1
2
(λ0 − λ1 + λ2 − λ3) + 1
2
µ3 +
1
3
ν + r = 1 1 2 1 1 1 0 1
1
2
(λ0 − λ1 + λ2 − λ3) + 1
2
µ3 +
1
3
ν − r = 1 1 1 1 1 1 0 1
1
2
(λ0 − λ1 + λ2 − λ3)− 1
2
µ3 − 1
3
ν + r = 1 2 3 2 1 1 0 1
1
2
(λ0 − λ1 + λ2 − λ3)− 1
2
µ3 − 1
3
ν − r = 1 2 2 2 1 1 0 1
1
2
(λ0 + λ1 + λ2 + λ3) +
1
2
µ3 +
1
3
ν + r = 1 2 4 3 3 2 1 2
1
2
(λ0 + λ1 + λ2 + λ3) +
1
2
µ3 +
1
3
ν − r = 1 2 3 3 3 2 1 2
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12
(λ0 + λ1 + λ2 + λ3)− 1
2
µ3 − 1
3
ν + r = 1 3 5 4 3 2 1 2
1
2
(λ0 + λ1 + λ2 + λ3)− 1
2
µ3 − 1
3
ν − r = 1 3 4 4 3 2 1 2
1
2
(λ0 − λ1 − λ2 + λ3) + 1
2
µ3 +
1
3
ν + r = 1 1 2 1 1 0 0 1
1
2
(λ0 − λ1 − λ2 + λ3) + 1
2
µ3 +
1
3
ν − r = 1 1 1 1 1 0 0 1
1
2
(λ0 − λ1 − λ2 + λ3)− 1
2
µ3 − 1
3
ν + r = 1 2 3 2 1 0 0 1
1
2
(λ0 − λ1 − λ2 + λ3)− 1
2
µ3 − 1
3
ν − r = 1 2 2 2 1 0 0 1
ν − r = 0 0 0 0 0 0 0 1
2r = 0 0 1 0 0 0 0 0
ν + r = 0 0 1 0 0 0 0 1.
Hence Π = {α1, α2, · · · , α8} is a fundamental root system of e8C . The real part hR
of h is
hR = {(Φ(h), 0, 0, r, 0) |Φ(h) ∈ (h7)R, r ∈ R},(
where Φ(h) = {Φ
( 3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
, 0, 0, ν
)
∈ (h7)R (Theorem 4.6.2)
)
. The
Killing form B8 of e8
C on hR is given by
B8(h˜, h˜
′) = 60
3∑
k=0
λkλk
′ + 30
3∑
j=1
µjµj
′ + 40νν′ + 120rr′,
for h˜ = (Φ(h), 0, 0, r, 0), h˜′ = (Φ(h′), 0, 0, r′, 0) ∈ h, where Φ(h) = Φ
( 3∑
k=0
λkHk +
( 3∑
j=1
µjEj
)∼
, 0, 0, ν
)
, Φ(h′) = Φ(
3∑
k=0
λk
′Hk+
( 3∑
j=1
µ′jEj
)∼
, 0, 0, ν′
)
∈ (h7)R, Indeed,
B8(h˜, h˜
′) =
5
3
B7(Φ(h), Φ(h
′)) + 120rr′ (Theorem 5.3.2)
=
5
3
6
(
6
3∑
k=0
λkλk
′ + 3
3∑
j=1
µjµj
′ + 4νν′
)
+ 120rr′ (Theorem 4.6.2)
= 60
3∑
k=0
λkλk
′ + 30
3∑
j=1
µjµj
′ + 40νν′ + 120rr′.
Now, the canonical elements Hαi ∈ hR associated with αi (B8(Hα, H) = α(H), H ∈
hR) are determined as follows.
Hα1 =
(
Φ
( 1
120
(H0 −H1 −H2 −H3) + 2(E3 − E1)∼, 0, 0, 0
)
, 0, 0, 0, 0, 0
)
,
Hα2 =
(
Φ
( 1
90
(2E1 − E2 − E3)∼, 0, 0,− 1
120
)
, 0, 0,− 1
120
, 0, 0
)
,
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Hα3 =
(
0, 0, 0,
1
60
, 0, 0
)
,
Hα4 =
(
Φ
( 1
90
(−E1 + 2E2 − E3)∼, 0, 0,− 1
120
)
, 0, 0,− 1
120
, 0, 0
)
,
Hα5 =
(
Φ
( 1
60
(H3 − (E2 − E3)∼), 0, 0, 0
)
, 0, 0, 0, 0, 0
)
,
Hα6 =
(
Φ
( 1
60
(H2 −H3), 0, 0, 0
)
, 0, 0, 0, 0, 0
)
,
Hα7 =
(
Φ
( 1
60
(H1 −H2), 0, 0, 0
)
, 0, 0, 0, 0, 0
)
,
Hα8 =
(
Φ
(
0, 0, 0,
1
40
)
, 0, 0,− 1
120
, 0, 0
)
.
Thus we have
(α1, α1) = B7(Hα1 , Hα1) = 60
1
120
1
120
4 + 30
1
120
1
120
8 =
1
30
,
and the other inner products are similarly calculated. Consequently, the inner product
induced by the Killing form B8 between α1, α2, · · · , α8 and −µ are given by
(αi, αi) =
1
30
, i = 1, 2, 3, 4, 5, 6, 7, 8,
(αi, αi+1) = − 1
60
, i = 1, 2, · · · , 6, (α3, α8) = − 1
60
,
(αi, αj) = 0, otherwise,
(−µ,−µ) = 1
30
, (−µ, α7) = − 1
60
, (−µ, αi) = 0, i = 1, 2, 3, 4, 5, 6, 8,
using them, we can draw the Dynkin diagram and the extended Dynkin diagram of
e8
C .
According to Borel-Siebenthal theory, the Lie algebra e8 has five subalgebras as
maximal subalgebras with the maximal rank 8.
(1) The first one is a subalgebra of type A1 ⊕ E7 which is obtained as the fixed
points of an involution υ of e8.
(2) The second one is a subalgebra of type D8 which is obtained as the fixed points
of an involution λ˜γ of e8.
(3) The third one is a subalgebra of type A2 ⊕ E6 which is obtained as the fixed
points of an automorphism w of order 3 of e8.
(4) The fourth one is a subalgebra of type A8 which is obtained as the fixed points
of an automorphism w3 of order 3 of e8.
(5) The fifth one is a subalgebra of type A4 ⊕ A4 which is obtained as the fixed
points of an automorphism z5 of order 5 of e8.
These subalgebras will be realized as subgroups of the group E8 in Theorems
5.7.6, 5.8.7, 5.10.2, 5.11.7 and 5.12.5, respectively. As for Theorems 5.10.2, 5.11.7 and
5.12.5, we refer to Gomyo [9].
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5.7. Involution υ and subgroup (SU(2)× E7)/Z2 of E8
We shall first study the following subgroup (E8
C)1,1−,1− of E8
C :
(E8
C)1,1−,1− = {α ∈ E8C |α1 = 1, α1− = 1−, α1− = 1−}.
Proposition 5.7.1. (E8
C)1,1−,1−
∼= E7C .
Proof. For β ∈ E7C , we define a C-linear mapping β˜ : e8C → e8C by
β˜ =

Adβ 0 0 0 0 0
0 β 0 0 0 0
0 0 β 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 ,
where (Adβ)Φ = βΦβ−1, Φ ∈ e7C . It is easy to check that β˜ ∈ (E8C)1,1−,1− . Con-
versely, if α ∈ E8C satisfies α1 = 1, α1− = 1− and α1− = 1−, then α is of the
form
α =

β1 β12 β13 0 0 0
β21 β2 β23 0 0 0
β31 β32 β3 0 0 0
a1 b1 c1 1 0 0
a2 b2 c2 0 1 0
a3 b3 c3 0 0 1

,
β1 ∈ HomC(e7C),
β2, β3, β23, β32 ∈ HomC(PC),
β21, β31 ∈ HomC(e7C ,PC),
β12, β13 ∈ HomC(PC , e7C),
ai ∈ HomC(e7C , C),
bi, ci ∈ HomC(PC , C).
From the relation [αΦ, 1] = [αΦ, α1] = α[Φ, 1] = 0, that is,
0 = [(β1Φ, β21Φ, β31Φ, a1Φ, a2Φ, a3Φ), (0, 0, 0, 1, 0, 0)]
= (0,−β21Φ, β31Φ, 0,−2a2Φ, 2a3Φ),
we obtain β21 = β31 = 0 and a2 = a3 = 0. Furthermore, from [αΦ, 1
−] = [αΦ, α1−] =
α[Φ, 1−] = 0, that is,
0 = [(β1Φ, 0, 0, a1Φ, 0, 0), (0, 0, 0, 0, 1, 0)] = (0, 0, 0, 0, 2a1Φ, 0),
we obtain a1 = 0. Using the fact that [αP
−, 1] = [αP−, α1] = α[P−, 1] = −αP−,
that is,
−(β12P, β2P, β32P, b1P, b2P, b3P )
= [(β12P, β2P, β32P, b1P, b2P, b3P ), (0, 0, 0, 1, 0, 0)]
= (0,−β2P, β32P, 0,−2b2P, 2b3P ),
we obtain β12 = β32 = 0 and b1 = b2 = b3 = 0. Similarly, from [αQ−, 1] =
[αQ−, α1] = α[Q−, 1] = αQ−, we obtain β13 = β23 = 0 and c1 = c2 = c3 = 0.
173
Thus we have seen that α is of the form
α =

β1 0 0 0
0 β2 0 0
0 0 β3 0
0 0 0 E
 .
By applying α on [(0, P, 0, 0, 0, 0), (0, 0, Q, 0, 0, 0)] =
(
P ×Q, 0, 0,−1
8
{P,Q}, 0, 0
)
, we
obtain
β1(P ×Q) = β2P × β3Q, {β2P, β3Q} = {P,Q}, (i)
since [(0, β2P, 0, 0, 0, 0), (0, 0, β3Q, 0, 0, 0)] =
(
β1(P ×Q), 0, 0,−1
8
{P,Q}, 0, 0
)
. Again,
by applying α on [(0, P, 0, 0, 0, 0), (0, Q, 0, 0, 0, 0)] =
(
0, 0, 0,
1
4
{P,Q}, 0, 0
)
, we obtain
{β2P, β2Q} = {P,Q}. (ii)
Further, by applying α on [(Φ, 0, 0, 0, 0, 0), (0, P, 0, 0, 0, 0)] = (0, ΦP, 0, 0, 0, 0), we ob-
tain
(β1Φ)(β2P ) = β2(ΦP ). (iii)
From (i), (ii), we have
{β2P, β3Q} = {β2P, β2Q}, P,Q ∈ PC ,
hence β2 = β3, which we denote by β. If we put β
−1P in (iii) in the place of P , we
obtain
β1Φ = βΦβ
−1.
Therefore, from (i), we have
β(P ×Q)β−1 = βP × βQ,
which implies that β ∈ E7C . Thus the proof of Theorem 5.4.1 is completed.
Definition. We define a C-linear mapping υ : e8
C → e8C by
υ(Φ, P,Q, r, s, t) = (Φ.− P,−Q, r, s, t).
Then υ ∈ E8 and υ2 = 1. Note that υ is the central element −1 of E7 regarding as
an element of E8 (see Theorem 5.7.3).
We shall study the following subgroup (E8)
υ of E8:
(E8)
υ = {α ∈ E8 | υα = αυ}.
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Lemma 5.7.2. If α ∈ E8 satisfies α1− = 1−, then it also satisfies α1 = 1 and
α1− = 1−.
Proof. Let α1 = (Φ, P,Q, r, s, t). From the relation [α1, 1−] = [α1, α1−] =
α[1, 1−] = −2α1− = −21−. we have
−21− = [(Φ, P,Q, r, s, t), 1−] = (0, 0,−P, s, 0,−2r),
from which we obtain P = 0, s = 0, r = 1. Further, 〈α1, α1〉 = 〈1, 1〉 = 8, that is,
〈Φ,Φ〉 + 〈Q,Q〉 + 8 + 4(τt)t = 8, which implies that Φ = 0, Q = 0, t = 0. Therefore
α1 = 1. By applying α on [1−, 1−] = 1, we obtain α1
− = 1− by a similar method to
the above.
To find the structure of the group (E8)
υ, we shall first study the following subgroup
(E8)1− of E8:
(E8)1− = {α ∈ E8 |α1− = 1−}.
Theorem 5.7.3. (E8)1−
∼= E7.
Proof. (E8)1− = (E8)1,1−,1− (Lemma 5.7.2)
= {α ∈ (E8C)1,1−,1− | τλ˜α = ατλ˜}
= {α ∈ E7C | τλ˜α = ατλ˜} (Proposition 5.7.1)
= {α ∈ E7C | τλα = ατλ} (by the correspondence to Proposition 5.7.1)
= E7 (Lemma 4.3.3.(4)).
Remark. We define a space W1 by
W1 = {R ∈ e8C |R×R = 0, 〈R,R〉 = 4}
(see Remark of Theorem 5.4.1), then, we obtain a homeomorphism
E8/E7 ≃ W1.
(See Yokota, Imai and Yasukura [53]).
Theorem 5.7.4. The group (E8)
υ contains a subgroup
ϕ3(SU(2)) = {ϕ3(A) ∈ E8 |A ∈ SU(2)}
which is isomorphic to the group SU(2) = {A ∈ M(2, C) | (τ tA)A = E, detA = 1},
where, for A =
(
a −τb
b τa
)
∈ SU(2), ϕ3(A) : e8C → e8C is defined by
ϕ3(A) =

1 0 0 0 0 0
0 a1 −τb1 0 0 0
0 b1 τa1 0 0 0
0 0 0 (τa)a − (τb)b −(τa)b a(τb)
0 0 0 2a(τb) a2 −(τb)2
0 0 0 2(τa)b −b2 (τa)2

.
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Proof. For A =
(
a −τb
b τa
)
= exp
(−iν −τρ
ρ iν
)
∈ SU(2), we have φ(A) =
exp(Θ(0, 0, 0, iν, ρ,−τρ)) ∈ (E8)υ.
Lemma 5.7.5. The group (E8)
υ is connected.
Proof. (E8)
υ is connected as a fixed points subgroup of the involutive automor-
phism υ of the simply connected Lie group E8.
Theorem 5.7.6. (E8)
υ ∼= (SU(2)× E7)/Z2, Z2 = {(E, 1), (−E,−1)}.
Proof. We define a mapping ϕ : SU(2)× E7 → (E8)υ by
ϕ(A, β) = ϕ3(A)β.
Since ϕ3(A) ∈ ϕ3(SU(A)) and β ∈ E7 commute, ϕ is a homomorphism. Since (E8)υ
is connected (Lemma 5.7.5), to prove that ϕ is onto, it is sufficient to show that the
differential mapping ϕ∗ : su(8)⊕ e7 → (e8)υ of ϕ is onto. But which is not difficult to
see. Indeed, we have
(e8)
υ = {Θ(R) ∈ Θ(e8) | υΘ(R) = Θ(R)υ} ∼= {R ∈ e8 | υR = R}
= {(Φ, 0, 0, r, s,−τs) |Φ ∈ e7, r ∈ iR, s ∈ C}.
Kerϕ = {(E, 1), (−E,−1)} = Z2 is easily obtained. Thus we have the isomorphism
(SU(2)× E7)/Z2 ∼= (E8)υ.
Remark. We can prove directly that ϕ is onto without using the connectedness
of (E8)
υ (Lemma 5.7.5), (see Imai and Yokota [13]).
5.8. Involution λ˜γ and subgroup Ss(16) of E8
We define a C-linear mapping λ˜γ : e8
C → e8C by
λ˜γ(Φ, P,Q, , s, t) = (λγΦγλ−1, λγQ,−λγP,−r,−t,−s).
Then λ˜γ ∈ E8 and (λ˜γ)2 = 1.
We shall study the following subgroup (E8)
λ˜γ of E8:
(E8)
λ˜γ = {α ∈ E8 | λ˜γα = αλ˜γ}
= {α ∈ E8 | τγα = ατγ} = (E8)τγ .
We define an R-linear mapping l : M(8, C)→M(16,R) by
l
(
(xkl + iykl)
)
=
((
xkl ykl
−ykl xkl
))
, xkl, ykl ∈ R.
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Further, we define I, J ∈M(16,R) by
I = diag(I, · · · , I), I =
(
1 0
0 −1
)
, J = diag(J, · · · , J), J =
(
0 1
−1 0
)
,
then IJ = −JI, and for X,Y ∈M(8, C), we have
(1) l(XY ) = l(X)l(Y ),
(2) Il(X) = l(τX)I, Jl(X) = l(X)J,
(3) tl(X) = l(τ tX).
Lemma 5.8.1. (1) l(u(8)) = {B ∈ so(16) | JB = BJ},
l(S(8, C))I = {B ∈ so(16) | JB = −BJ}.
(2) Any element B ∈ so(16) is uniquely expressed by
B = l(D′) + l(S)I, D′ ∈ u(8), S ∈ S(8, C)
= l(D) + l(S)I + l(icE), D ∈ su(8), S ∈ S(8, C), c ∈ R.
Proof. (1) IfD ∈ u(8), then we have Jl(D) = l(D)J and tl(D) = l(τ tD) = −l(D).
Conversely, suppose that B ∈ so(16) satisfies JB = BJ . Let B = l(D), D ∈M(8, C).
Then, the relation
l(−D) = −B = tB = tl(D) = l(τ tD)
implies τ tD = −D, that, is, D ∈ u(8). Next, for S ∈ S(8, C), we have
Jl(S)I = l(S)JI = −l(S)IJ,
t(l(S)I) = t It(l(S)) = Il(τ tS) = −Il(τS) = −l(S)I.
Conversely, suppose that B ∈ so(16) satisfies JB = −BJ . Since the element BI
satisfies JBI = BIJ , we let BI = l(S), S ∈M(8, C). Then the relation
l(−S)I = −B = tB = tI t(l(S)) = Il(τ tS) = l(tS)I
implies −S = tS, that is, S ∈ S(8, C).
(2) Let B =
B − JBJ
2
+
B + JBJ
2
and use (1) above.
The following Lemmas 5.8.2 and 5.8.3 are properties of the mappings χ : (PC)τγ →
S(8, C) and ϕ∗ : su(8) → (e6)λγ of Section 4.12, and will be used in the proof of
Theorem 5.8.4.
Lemma 5.8.2 The Lie isomorphism ϕ∗ : sp(4) → (e6)λγ defined by (ϕ∗D)X =
g−1(D(gX) + (gX)D∗), X ∈ JC of Theorem 3.1.2 satisfies
ϕ∗([gX1, gX2]) = 2(X1 ∨ γX2 −X2 ∨ γX1), X1, X2 ∈ JC .
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Proof. Note that [gX1, gX2] ∈ sp(4). Now, since
g(2(X1 ∨ γX2)X) X ∈ JC
= g((γX2, X)X1 +
1
3
(X1, γX2)X − 4γX2 × (X1 ×X)) (Lemma 3.4.1)
= (γX2, X)gX1 +
1
3
(X1, γX2)gX − 4gX2 ◦ (gX1 ◦ gX) + (γX1, X)gX2
+(γX2, γX1, γX)E (Lemma 3.12.1),
we have
g(2(X1 ∨ γX2 −X2 ∨ γX1)X)
= −4gX2 ◦ (gX1 ◦ gX) + 4gX1 ◦ (gX2 ◦ gX)
= −gX2gX1gX − gX2gXgX1 − gX1gXgX2 − gXgX1gX2
+gX1gX2gX + gX1gXgX2 + gX2gXgX1 + gXgX2gX1
= [gX1, gX2]gX − gX [gX1, gX2] = g((ϕ∗[gX1, gX2])X).
Consequently, since g is injective, we have the lemma.
Lemma 5.8.3. For S, S1, S2 ∈ S(8, C), we have
(1) λγχ−1(S) = −χ−1(iS).
(2) tr(S1τS2 − S2τS1) = 4i{χ−1S1, χ−1S2}.
(3) ϕ∗
(
(S1τS2 − S2τS1)− 1
8
tr(S1τS2 − S2τS1)E
)
= 4(λγχ−1S1 × χ−1S2 − λγχ−1S2 × χ−1S1).
Proof. (1) Let χ−1S = P = (X,Y, ξ, η). Then
χλγχ−1S = χλγ(X,Y, ξ, η) = χ(γY,−γX, η,−ξ)
=
(
k
(
g(γY )− η
2
E
)
+ ik
(
g
(
γ(−γX)− −ξ
2
E
)))
J
= −i
(
k
(
gX − ξ
2
E
)
+ ik
(
g(γY )− η
2
E
))
J
= −iχ(X,Y, ξ, η) = −iχP = −iS.
(2),(3) Let χ−1Si = Pi = (Xi, Ti, ξi, ηi), i = 1, 2. Noting
S1τS2 − S2τS1 − 1
8
(S1τS2 − S2τS1) ∈ su(8),
we have
S1τS2 = χP1τχP2 = χ(X1, Y1, ξ1, η1)τχ(X2, Y2, ξ2, η2)
=
(
k
(
gX1 − ξ1
2
E
)
+ ik
(
g(γY1)− η1
2
E
))
Jτ
((
k
(
gX2 − ξ2
2
E
)
+ik
(
g(γY2)− η2
2
E
))
J
)
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=
(
k
(
gX1 − ξ1
2
E
)
+ ik
(
g(γY1)− η1
2
E
))(
k
(
gX2 − ξ2
2
E
)
−ik
(
g(γY2)− η2
2
E
))
J2
= −k
((
gX1 − ξ1
2
E
)(
gX2 − ξ2
2
E
)
+
(
g(γY1)− η1
2
E
)(
g(γY2)− η2
2
E
))
−ik
((
g(γY1)− η1
2
E
)(
gX2 − ξ2
2
E
)
−
(
gX1 − ξ1
2
E
)(
g(γY2)− η2
2
E
))
.
Therefore
S1τS2 − S2τS1
= −k(gX1gX2 − gX2gX1 + g(γY1)g(γY2)− g(γY2)g(γY1))
−ik(g(γY1)gX2 − g(γY2)gX1 − gX1g(γY2) + gX2g(γY1))
−η1gX2 + η2gX1 + ξ1g(γY2)− ξ2g(γY1)) + i
2
(ξ1η2 − η2ξ1)E
= k(−[gX1, gX2]− [g(γY1), g(γY2)])
+ik(g(2γX1 × Y2 − 2γX2 × Y1 + η1X2 − η2X1 − ξ1γY2 + ξ2γY1))
+
i
2
((X1, Y2)− (X2, Y1) + ξ1η2 − ξ2η1))E (Lemma 3.12.1)
(denote D = −[gX1, gX2]− [g(γY1), g(γY2)] ∈ sp(4),
A = 2γX1 × Y2 − 2γX2 × Y1 + η1X2 − η2X1 − ξ1γX2 + ξ2γY1 ∈ JC)
= kD + ik(gA) +
i
2
{P1, P2}E.
Taking the trace of both sides, we obtain
tr(S1τS2 − S2τS1) = 4i{P1, P2} = 4i{χ−1S1, χ−1S2}.
and the expression above equal to
S1τS2 − S2τS1 − 1
8
tr(S1τS2 − S2τS1) = kD + ik(gA),
On the other hand, we have
λγP1 × P2 =

γY1
−γX1
η1
−ξ1
×

X2
Y2
ξ2
η2

= Φ

−1
2
(γY1 ∨ Y2 −X2 ∨ γX1)
1
4
(2γX1 × Y2 + η1X2 + ξ2γY1)
1
4
(2γY1 ×X2 + ξ1Y2 + η2γX1)
1
8
((γY1, Y2)− (X2, γX1)− 3(η1η2 − ξ2ξ1))

.
Therefore,
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λγP1 × P2 − λγP2 × P1
= Φ

1
2
(−X1 ∨ γX2 +X2 ∨ γX1 − γY1 ∨ Y2 + γY2 ∨ Y1)
1
4
(2γX1 × Y2 − 2γX2 × Y1 + η1X2 − η2X1 + ξ2γY1 − ξ1γY2)
1
4
(2X2 × γY1 − 2X1 × γY2 + η2γX1 − η1γX2 + ξ1Y2 − ξ2Y1)
0

= Φ
(1
4
ϕ∗D,
1
4
A,−1
4
γA, 0
)
(Lemma 5.8.2)
=
1
4
ϕ∗(kD + ik(gA))
=
1
4
ϕ∗
(
S1τS2 − S2τS1 − 1
8
tr(S1τS2 − S2τS1)E
)
.
Theorem 5.8.4. The Lie algebra (e8)λ˜
γ of the Lie group (E8)λ˜
γ is given by
(e8)
λ˜γ = {Θ ∈ Θ(e8C) | λ˜γΘ = Θλ˜γ}
= {Θ(Φ, P,−λγP, 0, s,−s) |Φ ∈ (e7)λγ , P ∈ (PC)λγ , s ∈ R}
and (e8)
λ˜γ is isomorphic to the Lie algebra so(16) by the mapping ζ : so(16)→ (e8)λ˜γ
defined by
ζ(l(D) + l(S)I + l(icE)) = Θ(ϕ∗D, 2λγχ
−1S, 2χ−1S, 0, 2c,−2c),
where D ∈ su(8), S ∈ S(8, C), c ∈ R, and ϕ∗ : su(8) → (e7)λγ , χ : (PC)tauγ →
S(8, C) are mappings defined in Section 4.12.
Proof. It is not difficult to see that the first half of the theorem and that ζ is
onto. We will prove that ζ preserve the Lie bracket.
(1) ζ[l(D1), l(D2)] = ζl[D1, D2]
= Θ(ϕ∗[D1, D2], 0, 0, 0, 0, 0) = Θ([ϕ∗D1, ϕ∗D2], 0, 0, 0, 0, 0)
= [Θ(ϕ∗D1, 0, 0, 0, 0, 0), Θ(ϕ∗D2, 0, 0, 0, 0, 0)]
= [ζl(D1), ζl(D2)].
(2) ζ[l(D), l(S)I)] = ζ(l(DS − SτD)I) = ζ(l(DS + S tD)I)
= Θ(0, 2λγχ−1(DS + S tD), 2χ−1(DS + S tD), 0, 0, 0).
On the other hand,
[ζl(D), ζ(l(S)I)]
= [Θ(ϕ∗D, 0, 0, 0, 0, 0), Θ(0, 2λγχ
−1S, 2χ−1S, 0, 0, 0)]
= Θ(0, 2(ϕ∗D)λγχ
−1S, 2(ϕ∗D)χ
−1S, 0, 0, 0).
Since (ϕ∗D)λγ = λγ(ϕ∗D) and (ϕ∗D)χ
−1S = χ−1(DS + StD), they are equal.
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(3) ζ[l(D), l(icE)] = ζ[D, icE] = ζ0 = 0
= [Θ(ϕ∗D, 0, 0, 0, 0, 0), Θ(0, 0, 0, 0, 2c,−2c) = [ζl(D), ζl(icE)].
(4) ζ[l(S1)I, l(S2)I] = ζl(S1τS2 − S2τS1)
= ζ
(
l
(
S1τS2 − S2τS1 − 1
8
tr(S1τS2 − S2τS1)E
)
+l
(1
8
tr(S1τS2 − S2τS1)E
))
= Θ
(
ϕ∗
(
S1τS2 − S2τS1 − 1
8
tr(S1τS2 − S2τS1)E
)
, 0, 0, 0,
− i
4
tr(S1τS2 − S2τS1), i
4
tr(S1τS2 − S2τS1)
)
= Θ(4(λγχ−1S1 × χ−1S2 − λγχ−1S2 × χ−1S1), 0, 0, 0,
{χ−1S1, χ−1S2} − {χ−1S1, χ−1S2}) (Lemma 5.8.3).
On the other hand,
[ζl(S1)I, ζ(l(S2)I]
= [Θ(0, 2λγχ−1S1, 2χ
−1S1, 0, 0, 0), Θ(0, 2λγχ
−1S2, 2χ
−1S2, 0, 0, 0)]
= Θ
(
2λγχ−1S1 × 2χ−1S2 − 2λγχ−1S2 × 2χ−1S1, 0, 0,
1
8
(−{2λγχ−1S1, 2χ−1S2}+ {2λγχ−1S2, 2χ−1S1}),
1
4
{2λγχ−1S1, 2λγχ−1S2},−1
4
{2χ−1S1, 2χ−1S2}
)
,
which equals to the above.
(5) ζ[(icE), l(S)I] = ζ(2l(icS)I)
= Θ(0, 4λγχ−1(icS), 4χ−1(icS), 0, 0, 0)
= Θ(0, 4χ−1(cS),−4λγχ−1(cS), 0, 0, 0) (Lemma 5.8.3)
= [Θ(0, 0, 0, 0, 2c,−2c), Θ(0, 2λγχ−1S, 2χ−1S, 0, 0, 0)]
= [ζl(icE), ζ(l(S)I)].
Finally,
(6) ζ[l(ic1E), l(ic2E)] = ζl[ic1E, ic2E] = ζ0 = 0
= Θ(0, 0, 0, 0, 2c1,−2c1), Θ(0, 0, 0, 0, 2c2,−2c2))]
= [ζl(ic1E), ζl(ic2E)].
Thus we have proved Theorem 5.8.4.
The group (E8)
λ˜γ is connected as a fixed point subgroup under the involution
λ˜γ of the simply connected Lie group E8. Therefore, by Theorem 5.8.4, (E8)
λ˜γ is
isomorphic to one of the following groups
Spin(16), SO(16), Ss(16), SO(16)/Z2.
Precisely we have (E8)λ˜
γ ∼= Ss(16), below we will give an outline of the proof.
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We will use the Lie algebra
e8(8) = (e8
C)τγ = {R ∈ e8C | τγR = R}
(see Section 5.13). Now, consider the eigenspace decomposition of e8
C by λ˜γ:
e8
C = (e8
C)
λ˜γ
⊕ (e8C)−λ˜γ ,
(e8
C)
λ˜γ
= {Θ ∈ Der(e8C) | λ˜γΘ = Θλ˜γ} ∼= {R ∈ e8C | λ˜γR = R} = (e8C)λ˜γ ,
(e8
C)
−λ˜γ
= {Θ ∈ Der(e8C) | λ˜γΘ = −Θλ˜γ} ∼= {R ∈ e8C | λ˜γR = −R},
Since we have
((e8
C)
λ˜γ
)
τλ˜
= ((e8
C)τγ)λ˜γ = (e8(8))λ˜γ = (e8(8))
λ˜γ ,
((e8
C)
−λ˜γ
)
τλ˜
= ((e8
C)τγ)−λ˜γ = (e8(8))−λ˜γ ,
we obtain the following decomposition of e8(8):
e8(8) = (e8(8))
λ˜γ ⊕ (e8(8))−λ˜γ .
Since (e8(8))
λ˜γ ∼= Ss(16) (Theorem 5.8.4), this is the Cartan decompposition of e8(8).
Since [(e8(8))
λ˜γ , (e8(8))−λ˜γ ] ⊂ (e8(8))−λ˜γ , we obtain a representation ϕ of (e8(8))λ˜γ to
(e8(8))−λ˜γ :
ϕ(R)R1 = [R,R1], R ∈ (e8(8))λ˜γ , R1 ∈ (e8(8))−λ˜γ .
which is irreducible. (See, for example, (8.5.1) of Goto and Grosshans [11]). Fur-
thermore, the complex representation ϕC of ϕ to (((e8(8))−λ˜γ)
C = (e8
C)
−λ˜γ
is also
irreducible, since (e8(8))−λ˜γ is simple (see (8.8.3) of the same book). The following
lemma follows from above mentioned results.
Lemma 5.8.5. The representation of the group (E8)
λ˜γ to (e8(8))−λ˜γ is irreducible.
Proposition 5.8.6. The center z((E8)
λ˜γ) of the group (E8)
λ˜γ is a group of order
2:
z((E8)
λ˜γ) = {1, λ˜γ}.
Proof. Evidently, {1, λ˜γ} ⊂ z((E8)λ˜γ). Conversely, let α ∈ z((E8)λ˜γ). Since
the representation of (E8)
λ˜γ to (e8
C)
−λ˜γ
irreducible (Lemma 5.8.5), we see, by using
Schur’s lemma in the theory of groups, that the action of α on (e8
C)
−λ˜γ
is constant.
Therefore, there exists an element k ∈ C such that
αR = kR, R ∈ (e8C)−λ˜γ .
Since the Killing form B8(R,R
′) is invariant under α: B8(αR,αR
′) = B8(R,R
′), we
have
k2B8(R,R
′) = B8(αR,αR
′) = B8(R,R
′), R,R′ ∈ (e8C)−λ˜γ ,
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which implies that k2 = 1. By Theorem 5.8.4, we have (e8
C)λ˜γ ∼= so(16, C) which is
simple, and hence we see that (e8
C)λ˜γ is generated by (e8
C)−λ˜γ :
(e8
C)λ˜γ =
{∑
k,l
[Rk, Rl] |Rk, Rl ∈ (e8C)−λ˜γ
}
.
Consequently, α satisfies k21 = 1 on (e8
C)
−λ˜γ
, that is, the identity mapping. When
k = 1, we have α = 1 , when k = −1, we have α = λ˜γ. Thus we have proved the
theorem.
It follows from Proposition 5.8.6, that (E8)
λ˜γ is isomorphic to one of the following
SO(16), Ss(16).
There are only two, up to equivalence, complex irreducible representations of the
Lie algebra so(16) of dimension 128. In fact, one can obtain the following table, by
calculating the dimension of dominant roots by virtue of Weyl’s dimension formula
(see (7.5.9) of Goto and Grosshans [11]):
ω1 2ω1 ω2 2ω2 ω3 ω4 ω5 ω6 ω7 ω8 · · ·
16 135 120 5304 560 1820 4368 8008 128 128 · · ·
hence the dominant root of dimension 128 is either ω7 or ω8. (Here, ω1, ω2, · · · , ω8
are fundamental weights). On the other hand, Spin(16) has two complex irreducible
representation ∆16
+ and ∆16
−, called spinor representations. Furthermore, both of
∆16
+ and ∆16
− are not representation of SO(16). Now, by Lemma 5.8.5, (E8)
λ˜γ has
a complex irreducible representation (e8
C)−λ˜γ of dimension 128, which implies that
(E8)
λ˜γ is not SO(16). So (E8)
λ˜γ must be Ss(16). Thus we have proved the following
theorem.
Theorem 5.8.7. (E8)
λ˜γ ∼= Ss(16).
Remark. We define an involution C-linear transformation σ of e8 by
σ(Φ, P,Q, r, s, t) = (σΦσ, σP, σQ, r, s, t).
This is the same as σ ∈ F4 ⊂ E6 ⊂ E7 ⊂ E8. We define a subgroup (E8)σ by
(E8)
σ = {α ∈ E8 |σα = ασ}.
Then we have
(E8)
σ ∼= Ss(16).
Indeed, we can prove that the Lie algebra (e8)
σ of the group (E8)
σ is isomorphic to
the Lie algebra so(16) = {X ∈M(16,R) | tX = −X}. Hnece as the same the case the
group (E8)
λ˜γ , the group (E8)
σ have to the semi-spinor group Ss(16). However the
proof of (E8)λ˜
γ ∼= Ss(16) ∼= (E8)σ is not concretely. M. Gomyo [10] find the group
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Ss(16) explicitly in the group E8 (although the definition of the group E8 is different
from E8 in Section 5.5).
5.9. Center z(E8) of E8
Theorem 5.9.1. The center z(E8) of the group E8 is trivial :
z(E8) = {1}.
Proof. Let α ∈ z(E8). The relation υα = αυ implies that α ∈ ϕ(SU(2)× E7) ∼=
(SU(2) × E7)/Z2 (Theorem 5.7.6), and so α ∈ z(ϕ(SU(2) × E7)). Therefore by
Theorem 4.9.1 we have
α = ϕ(E, 1) = 1 or α = ϕ(E,−1) = υ.
However υ /∈ z(E8) (Theorem 5.7.6). Hence α = 1.
5.10. Automorphism w of order 3 and subgroup (SU(3)× E6)/Z3 of E8
In this section (also in the following Sections 5.11 and 5.12), we use the same
notation as e8
C , 〈R1, R2〉, τ λ˜, w, even if these are different from those used in the
proceeding sections.
We consider a 27× 3 = 78 dimensional C-vector space
(JC)3 =
{
X =
X1X2
X3
 ∣∣∣Xi ∈ JC}.
In (JC)3, we define an inner product (X ,Y ), a Hermitian inner product 〈X,Y 〉, a
cross product X × Y , an element X · Y of sl(3, C) and an element X ∨ Y of e6C
respectively by
(X ,Y ) = (X1, Y1) + (X2, Y2) + (X3, Y3) ∈ C,
〈X ,Y 〉 = 〈X1, Y1〉+ 〈X2, Y2〉+ 〈X3, Y3〉 ∈ C,
X × Y =
X2 × Y3 − Y2 ×X3X3 × Y1 − Y3 ×X1
X1 × Y2 − Y1 ×X2
 ∈ (JC)3,
X · Y =
 (X1, Y1) (X1, Y2) (X1, Y3)(X2, Y1) (X2, Y2) (X2, Y3)
(X3, Y1) (X3, Y2) (X3, Y3)
− 1
3
(X,Y )E ∈ sl(3, C),
X ∨ Y = X1 ∨ Y1 +X2 ∨ Y2 +X3 ∨ Y3 ∈ e6C ,
where X =
X1X2
X3
 ,Y =
Y1Y2
Y3
 ∈ (JC)3. Further, for φ ∈ HomC(JC), D = (dij) ∈
M(3, C) and X =
X1X2
X3
 ∈ (JC)3, elements φX , DX ∈ (JC)3 are naturally defined
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by
φX =
φX1φX2
φX3
 , DX =
 d11X1 + d12X2 + d13X3d21X1 + d22X2 + d23X3
d31X1 + d32X2 + d33X3
 .
Theorem 5.10.1. In an 8 + 78 + 27 × 3 + 27 × 3 = 248 dimensional C-vector
space
e C8 = sl(3, C)⊕ e6C ⊕ (JC)3 ⊕ (JC)3,
we define a Lie bracket [R1, R2] by
[(D1, φ1,X1,Y 1), (D2, φ2,X2,Y 2)] = (D,φ,X ,Y ),
where 
D = [D1, D2] +
1
4
X1 · Y 2 − 1
4
X2 · Y 1
φ = [φ1, φ2] +
1
2
X1 ∨ Y 2 − 1
2
X2 ∨ Y 1
X = φ1X2 − φ2X1 +D1X2 −D2X1 − Y 1 × Y 2
Y = −tφ1Y 2 + tφ2Y 1 − tD1Y 2 + tD2Y 1 + X1 ×X2,
then e C8 becomes a C-Lie algebra of type E8.
Proof. Let e˜
C
8 = e7
C ⊕PC ⊕PC ⊕C ⊕C ⊕C be the C-Lie algebra constructed
in Theorem 5.1.1. We define a mapping f : e˜
C
8 → e8C by
f(Φ(φ,A,B, ν), (X,Y, ξ, η), (Z,W, ζ, ω), r, s, t))
=
(

2
3
ν −1
2
ξ
1
2
ζ
1
2
ω −1
3
ν − r t
1
2
η s −1
3
ν + r
 , φ,
−2AZ
X
 ,
−2BY
−W
),
then we can prove that f is an isomorphism as Lie algebras by straightforward cal-
culations. Thus we have the isomorphism e˜
C
8
∼= e8C .
Using the Killing form of e˜
C
8 which is obtained in Theorem 5.3.2, we see that the
Killing form B8 of e8
C is given by
B8(R1, R2) = 60tr(D1D2) +
5
2
B6(φ1, φ2) + 15(X1,Y 2) + 15(X2,Y 1)
(Ri = (Di, φi,Xi,Y i) ∈ e8C), where B6 is the Killing form of e6C . We define a
complex conjugate transformation τλ˜ of e8
C by
τλ˜(D,φ,X ,Y ) = (−τ tD,−τ tφτ,−τY ,−τX).
And we define a Hermitian inner product 〈R1, R2〉 in e8C by
〈R1, R2〉 = −B8(R1, τ λ˜R2).
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Then we have
〈R1, R2〉 = 60tr(D1(τ tD2)) + 5
2
B6(φ1, τ
tφ2τ) + 15〈X1,X2〉+ 15〈Y 1,Y 2〉.
Now, as in Theorem 5.5.3, we see that
E8 = {α ∈ Aut(e8C) | 〈αR1, αR2〉 = 〈R1, R2〉}
is a simply connected compact Lie group of type E8.
We define a C-linear transformation w of e8
C by
w(D,φ,X ,Y ) = (D,φ, ωX, ω2Y ),
where ω = −1
2
+
√
3
2
i ∈ C. Then w ∈ E8 and w3 = 1.
Now, we shall study the following subgroup (E8)
w of E8:
(E8)
w = {α ∈ E8 |wα = αw}.
Theorem 5.10.2. (E8)
w ∼= (SU(3) × E6)/Z3, Z3 = {(E, 1), (ωE, ω21), (ω2E,
ω1)}.
Proof. We first define a mapping ϕ1 : SU(3)→ (E8)w by
ϕ1(A)(D,φ,X ,Y ) = (ADA
−1, φ, AX, tA−1Y ).
We have to prove that ϕ1(A) ∈ (E8)w. Indeed, since the action of D1 = (D1, 0, 0, 0) ∈
su(3) ⊂ sl(3, C) ⊂ e8C is given by
(adD1)(D,φ,X ,Y ) = ((adD1)D, 0, D1X,− tD1Y ),
for A = expD1, we have ϕ1(A) = exp(ad(D1)) ∈ Aut(e8C). And from
tr(AD1τ
tA(τ t(AD2τ
tA))) = tr(AD1(τ
tD2)A
−1) = tr(D1(τ
tD2)),
〈AX , AY 〉 = 〈X ,Y 〉,
we see that ϕ1(A) ∈ E8. Evidently, wϕ1(A) = ϕ1(A)w, hence, ϕ1(A) ∈ (E8)w. Next,
we define a mapping ϕ2 : E6 → (E8)w by
ϕ2(α)(D,φ,X ,Y ) = (D,αφα
−1, αX, tα−1Y ).
We have to prove that ϕ2(α) ∈ (E8)w. Indeed, since the action of an element φ′ =
(0, φ′, 0, 0) ∈ e6 ⊂ e6C ⊂ e8C is given by
(adφ′)(D,φ,X ,Y ) = (0, (adφ′)φ, φ′X,−tφ′Y ),
for α = expφ′, we have ϕ2(α) = exp(ad(φ
′)) ∈ Aut(e8C). And from
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B6(αφ1α
−1, τ t(αφ2α
−1)τ) = B6(αφ1α
−1, ατ tφ2τα
−1) = B6(φ1, τ
tφ2τ),
〈αX , tα−1Y 〉 = 〈X,Y 〉,
we see that ϕ2(α) ∈ E8. Evidently, wϕ2(α) = ϕ2(α)w, hence, ϕ2(α) ∈ (E8)w. Now,
we define a mapping ϕ : SU(3)× E6 → (E8)w by
ϕ(A,α) = ϕ1(A)ϕ2(α).
Since ϕ1(A) and ϕ2(α) commute, ϕ is a homomorphism. It is not difficult to show
that Kerϕ = {(E, 1), (ωE, ω21), (ω2E,ω1)} = Z3. Finally, since (E8)w is connected
as the fixed points subgroup by automorphims w of the simply connected group E8
and
(e8)
w = {R ∈ e8C |wR = R, τλ˜R = R}
= {(D,φ, 0, 0) ∈ e8C |D ∈ su(3), φ ∈ e6} ∼= su(3)⊕ e6,
ϕ is onto. Thus we have the isomorphism (SU(3)× E6)/Z3 ∼= (E8)w.
5.11. Automorphism w3 of order 3 and subgroup SU(9)/Z3 of E8
In order to construct another C-Lie algebra of type E8, we investigate the prop-
erties of the exterior C-vector space Λk(Cn). Let e1, · · · , en be the canonical C-basis
of n-dimensional C-vector space Cn and (x,y) the inner product in Cn satisfying
(ei, ej) = δij . In Λ
k(Cn), we define an inner product by
(x1 ∧ · · · ∧ xk,y1 ∧ · · · ∧ yk) = det
(
(xi,yj)
)
, k ≥ 1,
(a, b) = ab, a, b ∈ Λ0(Cn) = C.
Then, ei1 ∧ · · · ∧ eik , i1 < · · · < ik forms an orthonormal C-basis of Λk(Cn). For
u ∈ Λk(Cn), we define an element ∗u ∈ Λn−k(Cn) by
(∗u,v) = (u ∧ v, e1 ∧ · · · ∧ en), v ∈ Λn−k(Cn).
Then, ∗ induces a C-linear isomorphism
∗ : Λk(Cn)→ Λn−k(Cn)
and satisfies the following identity:
∗2u = (−1)k(n−k)u, u ∈ Λk(Cn).
The group SL(n,C) naturally acts on Λk(Cn) as
A(x1 ∧ · · · ∧ xk) = Ax1 ∧ · · · ∧Axk, A1 = 1.
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Hence the Lie algebra sl(n,C) acts on Λk(Cn) as
D(x1 ∧ · · · ∧ xk) =
k∑
j=1
x1 ∧ · · · ∧Dxj ∧ · · · ∧ xk, D1 = 0.
Lemma 5.11.1. For A ∈ SL(n,C), D ∈ sl(n,C) and u,v ∈ Λk(Cn), we have
(1) (Au, tA−1v) = (u,v), (Du,v) + (u,−tDv) = 0.
(2) ∗(Au) = tA−1(∗u), ∗(Du) = −tD−1(∗u).
For u,v ∈ Λk(Cn) (1 ≤ k ≤ n), we define a C-linear mapping u× v of Cn by
(u × v)x = ∗(v ∧ ∗(u ∧ x)) + (−1)n−kn− k
n
(u,v)x, x ∈ Cn.
Since tr(u× v) = 0, u× v can be regarded as element of sl(n,C) with respect to the
canonical basis of Cn.
Lemma 5.11.2. For A ∈ SL(n,C), D ∈ sl(n,C) and u,v ∈ Λk(Cn), we have
(1) A(u × v)A−1 = Au× tA−1v, [D,u× v] = Du× v + u× (−tDv).
(2) t(u × v) = v × u, τ(u × v) = τ(u)× τ(v).
(3) tr(D(u × v)) = (−1)n−k(Du,v).
Now, we construct another C-Lie algebra e8
C of type E8.
Theorem 5.11.3. In an 80 + 84 + 84 = 248 dimensional C-vector space
e8
C = sl(9, C)⊕ Λ3(C9)⊕ Λ3(C9),
we define a Lie bracket [R1, R2] by
[(D1,u1,v1), (D2,u2,v2)] = (D,u,v),
where 
D = [D1, D2] + u1 × v2 − u2 × v1
u = D1u2 −D2u1 + ∗(v1 ∧ v2)
v = −tD1v2 + tD2v1 − ∗(u1 ∧ u2),
then e8
C becomes a C-Lie algebra of type E8.
Proof. In order to prove the Jacobi identity, we need the following Lemma.
Lemma 5.11.4. For u,v,w ∈ Λ3(C9), we have
(1) u× ∗(v ∧w) + v × ∗(w ∧ u) + w × ∗(u ∧ v) = 0,
(2) (u×w)v − (v ×w)u + ∗(∗(u× v) ∧w) = 0.
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Proof. Let u = u1 ∧ u2 ∧ u3,v = u4 ∧ u5 ∧ u6 and w = u7 ∧ u8 ∧ u9. For
x,y ∈ C9, we have
((u × v)x,y) = (∗(v ∧ ∗(u ∧ x)),y) + 2
3
(u,v)(x,y)
= −(x ∧ u,y ∧ v) + 2
3
(u,v)(x,y)
= (x ∧ u2 ∧ u3,v)(u1,y)− (x ∧ u1 ∧ u3,v)(u2,y)
+(x ∧ u1 ∧ u2,v)(u3,y)− 1
3
(u,v)(x,y).
Hence
(u × v)x = (x ∧ u2 ∧ u3,v)u1 + (u1 ∧ x ∧ u3,v)u2
+(u1 ∧ u2 ∧ x,v)u3 − 1
3
(u,v)x.
(i)
Using this identity,
(u× ∗(v ∧w) + v × ∗(w ∧ u) + w × ∗(u ∧ v))x
=
9∑
j=1
(u1 ∧ · · · ∧ uj−1 ∧ x ∧ uj+1 ∧ · · · ∧ u9, e1 ∧ · · · ∧ e9)uj
−(u1 ∧ · · · ∧ u9, e1 ∧ · · · ∧ e9)x = (ii).
Denote x =
∑9
i=1 xiei,uj =
∑9
k=1 ujkek and U =
(
ujk
) ∈M(9, C). Hence we have
(u1 ∧ · · · ∧ uj−1 ∧ x ∧ uj+1 ∧ · · · ∧ u9, e1 ∧ · · · ∧ e9) =
9∑
k=1
u˜jkxk,
(u1 ∧ · · · ∧ u9, e1 ∧ · · · ∧ e9) = detU,
where u˜jk is the cofactor of ujk of the matrix U . Therefore
(ii) =
∑
j,k
xku˜jkuj − (detU)x =
∑
i,j,k
xku˜jkujiei − (detU)x
=
∑
j,k
xk(detU)δkiei − (detU)x = 0.
Thus (1) is proved. Next, let u = u1 ∧ u2 ∧ u3 and v = v1 ∧ v2 ∧ v3. Using (i), for
any a ∈ Λ3(C9), we have
((u ×w)v − (v ×w)u,a)
= (((u ×w)v1) ∧ v2 ∧ v3,a)− (((u×w)v2) ∧ v1 ∧ v3,a)
+(((u ×w)v3) ∧ v1 ∧ v2,a)− (((v ×w)u1) ∧ u2 ∧ u3,a)
+(((v ×w)u2) ∧ u1 ∧ u3,a)− (((v ×w)u3) ∧ u1 ∧ u2,a)
= −(u,w)(v,a) +
3∑
i=1
3∑
j=1
(ui ∧ ui+1 ∧ vj ,w)(ui+2 ∧ vi+1 ∧ vj+2,a)
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+(v,w)(u,a)−
3∑
i=1
3∑
j=1
(ui ∧ vj ∧ vj+1,w)(ui+1 ∧ ui+2 ∧ vj+2,a)
= −(u ∧ v,w ∧ a) = −(∗(∗(u ∧ v) ∧w),a).
Thus (2) is proved.
From Lemmas 5.11.1, 5.11.2 and 5.11.4, we can prove that e8
C is a C-Lie algebra.
Therefore Theorem 5.11.3 is proved.
We will show that the Lie algebra e8
C given in Theorem 5.11.3 is also the Lie
algebra of type E8. Since we can not give explicit isomorphism between this e8
C and
e8
C of Theorem 5.1.1, we shall show that this e8
C is simple.
Theorem 5.11.5. e8
C = sl(9, C)⊕Λ3(C9)⊕Λ3(C9) is a simple C-Lie algebra of
type E8.
Proof. We use the decomposition
e8
C = sl(9, C)⊕ q, q = Λ3(C9)⊕ Λ3(C9).
For a subset I = {i, j, k} (i < j < k) of {1, 2, · · · , 9}, we put
eI = ei ∧ ej ∧ ek ∈ Λ3(C9).
Now, let a be a non-zero ideal of g = e8
C .
(1) Case sl(9, C)∩a = {0} and q∩a = {0}. Let p : g → sl(9, C) be the projection.
If p(a) = 0, then a is contained in q, which contradicts q ∩ a = {0}. Hence, p(a) is a
non-zero ideal of sl(9, C), so we have p(a) = sl(9, C). For an element D =
∑8
i=1 Hi ∈
sl(9, C), Hi = Eii − E99, there exists an element (u,v) =
(∑
I uIeI ,
∑
J vJeJ
) ∈ q
such that (D,u,v) ∈ a. Since [(D, 0, 0), (X,u,v)] = (0, Du,−tDv) ∈ q∩ a = {0}, we
have
0 = Du =
∑
I
uIDeI = 3
∑
I 6∋9
uIeI − 6
∑
I∋9
uIeI ,
0 = −tDv = −3
∑
J 6∋9
vJeJ + 6
∑
J∋9
vJeJ ,
i.e., uI = 0 and vJ = 0. Then, 0 6= (D,u,v) = (D, 0, 0) ∈ sl(9, C) ∩ a = {0}. This is
a contradiction.
(2) Case sl(9, C) ∩ a 6= {0}. Since sl(9, C) ∩ a is a non-zero ideal of sl(9, C), we
have sl(9, C) ⊂ a. For any ei ∧ ej ∧ ek ∈ Λ3(C9), put
D =
1
3
(Eii + Ejj + Ekk)− Ell, l 6= i, j, k.
Since (D, 0, 0) ∈ sl(9, C) ⊂ a, we see that
(0, ei ∧ ej ∧ ek, 0) = [(D, 0, 0), (0, ei ∧ ej ∧ ek, 0)] ∈ a,
(0, 0, ei ∧ ej ∧ ek) = [(D, 0, 0), (0, 0,−ei ∧ ej ∧ ek)] ∈ a.
It follows that q ⊂ a. Hence we have a = g.
(3) Case q ∩ a 6= {0}. Let R = (0,u,v) be a non-zero element of q ∩ a. In the
case u 6= 0, we put u = ∑I uIeI . Without loss of generality, we may assume that
u{123} = 1. Putting Sij = (Eii − Ejj , 0, 0) ∈ g and T = (0, 0, e1 ∧ e2 ∧ e4) ∈ g, we
have
0 6= ad(T )ad(S37)ad(S27)ad(S17)ad(S36)ad(S25)ad(S14)R
= (−E34, 0, 0) ∈ sl(9, C) ∩ a.
Then we can reduce this case to the case (2). In case v 6= 0, we ca similarly reduce
to the case (2).
Thus the simplicity of g has been proved. Since the dimension of g is 248, we see that
g is a Lie algebra of type E8.
Proposition 5.11.6. The Killing form B8 of the Lie algebra e8
C = sl(9, C) ⊕
Λ3(C9)⊕ Λ3(C9) is given by
B8((D1,u1,v1), (D2,u2,v2)) = 60(tr(D1D2) + (u1,v2) + (u2,v1)).
Proof. We consider a symmetric bilinear form B of e8
C :
B((D1,u1,v1), (D2,u2,v2)) = tr(D1D2) + (u1, v2) + (u2,v1).
Using Lemmas 5.11.2, 5.11.4, we see that B is e8
C -adjoint invariant. Since e8
C is
simple, there exists k ∈ C such that B8(R1, R2) = kB(R1, R2) for all Ri ∈ e8C . To
determined k, let R = R1 = R2 = (E11 − E22, 0, 0) ∈ e8C . Then we have
B8(R,R) = 120, B(R,R) = 2.
Therefore k = 60.
We define a complex-conjugate linear transformation τλ˜ of e8
C by
τλ˜(D,u,v) = (−τ tD,−τv,−τu).
and we define a Hermitian inner product 〈R1, R2〉 in e8C by
〈R1, R2〉 = −B8(R1, τ λ˜R2).
Then we have
〈R1, R2〉 = 60(tr(D1τ tD2) + (u1, τu2) + (v2, τv1)).
As in Theorem 5.5.3,
E8 = {α ∈ Aut(e8C) | 〈αR1, αR2〉 = 〈R1, R2〉}
is a simly connected compact simple Lie group of type E8.
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We define a C-linear transformation w3 of e8
C by
w3(D,u,v) = (D,ωu, ω
2v),
where ω = −1
2
+
√
3
2
i ∈ C. Then, w3 ∈ E8 and w33 = 1.
Now, we study the following subgroup (E8)
w3 of E8:
(E8)
w3 = {α ∈ E8 |w3α = αw3}.
Theorem 5.11.7. (E8)
w3 ∼= SU(9)/Z3, Z3 = {E,ωE, ω2E}.
Proof. We define a mapping ϕ : SU(9)→ (E8)w3 by
ϕ(A)(D,u,v) = (ADA−1, Au, tA−1v).
ϕ is well-defined : ϕ(A) ∈ (E8)w3 . Indeed, for A = expX,X ∈ su(9), we have
exp(ad(X, 0, 0))(D,u,v) = (exp(ad(X)D, (expX)u, (exp(−tX))v)
= (Ad(expX)D, (expX)u, t(expX)−1v)
= ϕ(expX)(D,u,v).
Hence ϕ(A) ∈ E8. Clearly w3ϕ(A) = ϕ(A)w3. Therefore ϕ(A) ∈ (E8)w3 . Obviously
ϕ is a homomorphism. We shall show that ϕ is onto. Since the Lie algebra (e8)
w3 of
the group (E8)
w3 is
(e8)
w3 = {R ∈ e8C | τλ˜R = R,w3R = R} = {(D, 0, 0) ∈ e8C |D ∈ su(9)} ∼= su(9),
the differential ϕ∗ of ϕ is onto. Since (E8)
w3 is connected, ϕ is also onto. It is not
difficult to see that ker ϕ = {E,ωE, ω2E} = Z3. Thus we have the isomorphism
SU(9)/Z3 ∼= (E8)w3 .
5.12. Automorphism z5 of order 5 and subgroup (SU(5)× SU(5))/Z5 of
E8
We shall construct one more C-Lie algebra of type E8.
Theorem 5.12.1. In a 48 + 50× 4 = 248 dimensional C-vector space
e8
C = g0 ⊕ g1 ⊕ g2 ⊕ g−2 ⊕ g−1,
(suffices are considered mod 5) where
g0 = sl(5, C)⊕ sl(5, C),
g1 = C
5 ⊗ Λ2(C5) = g−1, g2 = Λ2(C5)⊗ C5 = g−2,
we define a Lie bracket [R1, R2] as follows.
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[g0, g0] ⊂ g0 [(C1, D1), (C2, D2)] = ([C1, C2], [D1, D2]),
[g0, g1] ⊂ g1 [(C,D),x ⊗ a] = (Cx)⊗ a + x⊗ (Da),
[g0, g2] ⊂ g2 [(C,D), b ⊗ y] = (Cb)⊗ y + b⊗ (− tDa),
[g0, g−2] ⊂ g−2 [(C,D), c ⊗ z] = (−tCc)⊗ z + c⊗ (Dz),
[g0, g−1] ⊂ g−1 [(C,D),w ⊗ d] = (−tCw)⊗ z + c⊗ (− tDz),
[g1, g−1] ⊂ g0 [x⊗ a,w ⊗ d] = (−(a,d)x×w, (x,w)a × d),
[g2, g−2] ⊂ g0 [b⊗ y, c⊗ z] = ((y, z)b× c, (b, c)z × y),
[g1, g1] ⊂ g2
[g−1, g−1] ⊂ g−2
[x1 ⊗ a1,x2 ⊗ a2] = (x1 ∧ x2)⊗ ∗(a1 ∧ a2),
[g2, g2] ⊂ g−1
[g−2, g−2] ⊂ g1
[b1 ⊗ y1, b2 ⊗ y2] = ∗(b1 ∧ b2)⊗ (y1 ∧ y2),
[g1, g2] ⊂ g−2
[g−1, g−2] ⊂ g2
[x⊗ a, b⊗ y] = ∗(b ∧ x)⊗ ∗(∗a ∧ y),
[g2, g−1] ⊂ g1
[g−2, g1] ⊂ g−1
[b⊗ y,w ⊗ d] = ∗(∗b ∧w)⊗ ∗(d ∧ y).
Then e8
C becomes a C-Lie algebra.
Proof. In order to prove the Jacobi identity, we need the following Lemma.
Lemma 5.12.2. For x,y, z ∈ Λ1(C5) = C5 and a, b, c ∈ Λ2(C5), we have
(1) ∗a ∧ ∗(b ∧ c) + ∗b ∧ ∗(c ∧ a) + ∗c ∧ ∗(a ∧ b) = 0,
(2) ∗(a ∧ ∗(∗b ∧ x)) + ∗(b ∧ ∗(∗a ∧ x)) + x ∧ ∗(a ∧ b) = 0,
(3) ∗(∗(x ∧ y) ∧ z) = (x, z)y − (y, z)x,
(4) x ∧ ∗(∗a ∧ y) + ∗(y ∧+(a ∧ x))− (x,y)a = 0,
(5) ∗(a ∧ ∗(b ∧ x))− ∗(∗b ∧ ∗(∗a ∧ x))− (a, b)x = 0,
(6) a× ∗(b ∧ x) + b× ∗(a ∧ x)− x× ∗(a ∧ b) = 0,
(7) ∗(∗a ∧ x)× y − ∗(∗a ∧ y)× x+ a× (x ∧ y) = 0,
(8) (a ∧ b)c = ∗(∗(a ∧ c) ∧ b)− 1
5
(a, b)c− (b, c)a,
(9) (x× y)a = − ∗ (y ∧ ∗(x ∧ a)) + 3
5
(x,y)a.
Proof. (1) Let a = a1 ∧a2, b = a3 ∧a4, c = a5 ∧a6 and ai =
∑5
j=1 aijej . Since
(∗(∗a ∧ ∗(b ∧ c)),x) = (a, ∗(b ∧ c) ∧ x)
= (a1, ∗(b ∧ c))(a2,x)− (a2, ∗(b ∧ c))(a1,x)
= (a1 ∧ b ∧ c, e1 ∧ · · · ∧ e5)(a2,x)− (a2 ∧ b ∧ c, e1 ∧ · · · ∧ e5)(a1,x),
we have
∗(∗a ∧ ∗(b ∧ c) + ∗b ∧ ∗(c ∧ a) + ∗c ∧ ∗(a ∧ b))
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=5∑
j=1
6∑
i=1
(−1)i(a1 ∧ · · ·ai−1 ∧ ai+1 ∧ · · · ∧ a6, e1 ∧ · · · ∧ e5)aijej
= −
5∑
j=1
det

a1j a11 · · · a15
a2j a21 · · · a25
· · ·
a6j a61 · · · a65
ej = 0.
(2) Using (1), we have
(∗(a ∧ ∗(∗b ∧ x)) + ∗(b ∧ ∗(∗a ∧ x)) + x ∧ ∗(a ∧ b), c)
= (∗b ∧ x, c ∧ a) + (∗a ∧ x, b ∧ c) + (∗c ∧ x,a ∧ b)
= (∗x, ∗b ∧ ∗(c ∧ a) + ∗a ∧ ∗(b ∧ c) + ∗c ∧ ∗(a ∧ b)) = 0.
(3) For any v ∈ Λ1(C5) = C5, we have
(∗(∗(x ∧ y) ∧ z),v) = (x ∧ y, z ∧ v) = (x, z)(y,v)− (y, z)(x,v).
This shows (3).
(4),(5) Let a = a1 ∧ a2. Since
(x ∧ a,y ∧ b) = (x,y)(a, b)− (a1,y)(x ∧ a2, b) + (a2,y)(x ∧ a1, b),
(∗b ∧ x, ∗a ∧ y) = (a,y ∧ ∗(∗b ∧ x)) = (a1,y)(x ∧ a2, b)− (a2,y)(x ∧ a1, b),
we have
(x ∧ a,y ∧ b) + (∗b ∧ x, ∗a ∧ y) = (x,y)(a, b).
Using this identity, we have
(x ∧ ∗(∗a ∧ y) + ∗(y ∧ ∗(a ∧ x))− (x,y)a, b)
= (∗b ∧ x, ∗a ∧ y) + (x ∧ a,y ∧ b)− (x,y)(a, b) = 0,
(∗(a ∧ ∗(b ∧ x))− ∗(∗b ∧ ∗(∗a ∧ x))− (a, b)x,y)
= (x ∧ b,y ∧ a) + (∗a ∧ x, ∗b ∧ y)− (x,y)(a, b) = 0.
(6) Since
((x× y)z,v) = −(x ∧ z,y ∧ v) + 4
5
(x,y)(z,v) = (y, z)(x,v)− 1
5
(x,y)(z,v),
we have
(x× y)z = (y, z)x− 1
5
(x,y)z. (i)
For v,w ∈ Λ1(C5) = C5, we have
((a × ∗(b ∧ x))v,w)
= (v ∧ a,w ∧ ∗(b ∧ x))− 3
5
(∗(a ∧ b),x)(v,w)
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= (v,w)(a, ∗(b ∧ x))− (a1,w)(w ∧ a2, ∗(b ∧ x))
+(a2,w)(w ∧ a1, ∗(b ∧ x))− 3
5
(∗(a ∧ b),x)(v,w)
=
2
5
(∗(a ∧ b),x)(v,w)− (a1,w)(b ∧ x ∧w ∧ a2, e1 ∧ · · · ∧ e5)
+(a2,w)(b ∧ x ∧w ∧ a1, e1 ∧ · · · ∧ e5),
((b × ∗(a ∧ x))v,w)
= (x ∧ a,w ∧ ∗(b ∧ v))− 3
5
(∗(a ∧ b),x)(v,w)
= (v,w)(∗(a ∧ b),v) + (a1,w)(b ∧ x ∧w ∧ a2, e1 ∧ · · · ∧ e5)
−(a2,w)(b ∧ x ∧w ∧ a1, e1 ∧ · · · ∧ e5)− 3
5
(∗(a ∧ b),x)(v,w).
Using (i), we have
(a× ∗(b ∧ x))v + (b× ∗(a ∧ x))v = (x,w) ∗ (a ∧ b)− 1
5
(∗(a ∧ b),x)v
= (x× ∗(a ∧ b))v.
(7) We have
((a × (x ∧ y))v,w) = (x ∧ y ∧w,v ∧ a)− 3
5
(a,x ∧ y)(v,w)
= (x,v)(y ∧w,a)− (y,v)(x ∧w,a) + 2
5
(a,x ∧ y)(v,w)
= (x,v)(∗(∗a ∧ y),w)− (y,v)(∗(∗a ∧ x),w) + 2
5
(a,x ∧ y)(v,w).
On the other hand, using (i), we have
(∗(∗a ∧ x)× y)v = (y,v) ∗ (∗a ∧ x)− 1
5
(∗(∗a ∧ x),v)y,
= (y,v) ∗ (∗a ∧ x)− 1
5
(a,x ∧ v)y,
−(∗(∗a ∧ x)× y)v = −(x,v) ∗ (∗a ∧ y)− 1
5
(a,x ∧ v)y.
Hence (7) is proved.
(8) Let a = a1 ∧ a2 and c = c1 ∧ c2. Since
((a × b)v,w) = (a ∧ v, b ∧w)− 3
5
(a, b)(v,w)
= −(a1,w)(x ∧ a2, b) + (a2,w)(x ∧ a1, b) + 2
5
(a, b)(v,w),
we have
(a× b)c = −(a1 ∧ c1, b)a1 ∧ c2 + (a1 ∧ c2, b)a2 ∧ c1
+(a2 ∧ c1, b)a1 ∧ c2 − (a2 ∧ c2, b)a1 ∧ c1 + 4
5
(a, b)c.
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On the other hand, for d ∈ Λ2(C5), we have
(∗(∗(a ∧ c) ∧ b),d) = (a ∧ c, b ∧ d)
= (a, b)(c,d)− (a1 ∧ c1, b)(a2 ∧ c2,d) + (a1 ∧ c2, b)(a2 ∧ c1,d)
+(a2 ∧ c1, b)(a1 ∧ c2,d)− (a2 ∧ c2, b)(a1 ∧ c1,d) + (c, b)(a,d).
Hence (8) is proved.
(9) Using (i), we have
(x× y)a = (y,a1)x ∧ a2 − (y,a2)x ∧ a1 − 2
5
(x,y)a.
On the other hand, we have
(− ∗ (y ∧ ∗(x ∧ a)), b) = −(x ∧ a,y ∧ b)
= (y,a1)(x ∧ a2, b)− (y,a2)(x ∧ a1, b)− (x,y)(a, b).
Hence (9) is proved.
From Lemmas 5.11.1, 5.11.2 and 5.12.2, we can prove that e8
C be comes a C-Lie
algebra. Furthermore we have the following theorem.
Theorem 5.12.3. The Lie algebra e8
C = g0 ⊕ g1 ⊕ g2 ⊕ g−2 ⊕ g−1 is a C-simple
Lie algebra of type E8.
Proof. We shall show that e8
C is simple. For this end, we use the decomposition
g = e8
C = g01 ⊕ g12 ⊕ q, where
g01 = {(C, 0) ∈ g0 |C ∈ sl(5, C)} ∼= sl(5, C),
g02 = {(0, D) ∈ g0 |D ∈ sl(5, C)} ∼= sl(5, C),
q = g1 ⊕ g2 ⊕ g−2 ⊕ g−1.
Now, let a be a non-zero ideal of g. There are three cases to be considered.
(1) Case g01 ∩ a = {0}, g02 ∩ a = {0} and q ∩ a = {0}. Let pi : g → g0i
(i = 1, 2) denote the projection. If p1(a) = {0} and p2(a) = {0}, then a is contained
in q, which contradicts q ∩ a = {0}. Hence, without loss of generality, we may
assume that p1(a) = g01, because g01 is a simple Lie algebra. For C =
∑4
i=1 Hi ∈
sl(3, C) where Hi = Eii − E55, there exists (D, g1, g2, g−2, g−1) ∈ g01 ⊕ q such that
(C,D, g1, g2, g−2, g−1) ∈ a. Since
[(C, 0), (C,D, g1, g2, g−2, g−1)]
= (0, 0, [C, g1], [C, g2], [C, g−2], [C, g−1]) ∈ q ∩ a = {0},
we have [C, gi] = 0 (i = 1, 2,−2,−1). Since any eigenvalue of adX is not 0, we have
gi = 0. Then we have (C,D) ∈ g0 ∩ a. Since
[(C,D), (E45, 0)] = (5E45, 0) ∈ g01 ∩ a,
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we have g01 ∩ a 6= {0}. This is a contradiction.
(2) Case g01 ∩ a 6= {0} or g02 ∩ a 6= {0} . We may assume that g01 ∩ a 6= {0}.
Since g01 is simple, we have g01 ⊂ a. Since [g01, gi] = gi (i = 1, 2,−2,−1), we have
q ⊂ a. Since
a ⊃ [g1, g−1] ∋ [e1 ⊗ (e1 ∧ e2), e1 ⊗ (e1 ∧ e3)] = (0,−E23),
we have g02 ∩ a 6= {0}. It follows that g02 ⊂ a. Hence we have a = g.
(3) Case q ∩ a 6= {0}. Let R = (g1, g2, g−2, g−1) (gi ∈ gi) be a non-zero element
of q ∩ a. In the case g1 6= 0, we put g1 =
∑
i,j<k gijkei ⊗ (ej ∧ ek). Without loss of
generality, we may assume that g112 6= 0. Putting Sijkl = (Eii −Ejj , Ekk −Ell) ∈ g0
and T = e2 ⊗ e1 ∧ e2 ∈ g−1, we have
ad(T )ad(S1523)ad(S1415)ad(S1314)ad(S1213)R = (−E12, 0) ∈ g01 ∩ a.
Then we can reduce this case to the case (2). In the case gi 6= 0 (i = 2,−2,−1), we
can similarly reduce to the case (2).
Thus the simplicity of g has been proved. Since the dimension of g is 248, we see
that g is a C-Lie algebra of type of E8.
Proposition 5.12.4. The Killing form B8 of the Lie algebra e8
C = sl(5, C) ⊕
sl(5, C)⊕ g1 ⊕ g2 ⊕ g−2 ⊕ g−1 is given by
B8(R1, R2) = 60(tr(C1C2) + tr(D1D2)− (x1,w2)(a1,d2)− (x2,w1)(a2,d1)
−(y1, z2)(b1, c2)− (y2, z1)(b2, c1)),
where Ri = (Ci, Di,xi ⊗ ai, bi ⊗ yi, ci ⊗ zi,wi ⊗ di) ∈ e8C .
Proof. We consider a symmetric bilinear form B of e8
C :
B(R1, R2) = tr(C1C2) + tr(D1D2)− (x1,w2)(a1,d2)− (x2,w1)(a2,d1)
−(y1, z2)(b1, c2)− (y2, z1)(b2, c1).
Using Lemmas 5.12.1, 5.12.2, we see that B is e8
C -adjoint invariant. Since e8
C is
simple, there exists k ∈ C such that B8(R1, R2) = kB(R1, R2) for all Ri ∈ e8C . To
determined k, let R = R1 = R2 = (E11 − E22, 0, 0, 0, 0, 0) ∈ e8C . Then we have
B8(R,R) = 120, B(R,R) = 2.
Therefore k = 60.
We define a complex-conjugate linear transformation τλ˜ of e8
C by
τλ˜(C,D,x⊗ a, b⊗ y, c⊗ z,w ⊗ d)
= (−τ tC,−τ tD, τw ⊗ τd, τc⊗ τz, τb⊗ τy, τx⊗ τa).
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Further we define a positive dfinite Hermitian inner product 〈R1, R2〉 in e8C by
〈R1, R2〉 = −B8(R1, τ λ˜R2).
Then, we have
〈R1, R2〉 = 60(tr(C1τ tC2) + tr(D1τ tD2) + (x1, τx2)(a1, τa2) + (y1, τy2)(b1, τb2)
+(z1, τz2)(c1, τc2) + (w1, τw2)(d1, τd2)).
As in Theorem 5.5.3,
E8 = {α ∈ Aut(e8C) | 〈αR1, αR2〉 = 〈R1, R2〉}
is a simply connected compact simple Lie group of type E8.
Let ζ = exp(2πi/5) ∈ C and we define a C-linear transformation z5 of e8C by
z5(C,D, g1, g2, g−2, g−1) = (C,D, ζ(g1), ζ
2(g2), ζ
3(g−2), ζ
4(g−1)).
Then z5 ∈ E8 and z55 = 1.
Now, we study the following subgroup (E8)
z5 of E8:
(E8)
z5 = {α ∈ E8 | z5α = αz5}.
Theorem 5.12.5. (E8)
z5 ∼= (SU(5) × SU(5))/Z5,Z5 = {(E,E), (ζE, ζ2E),
(ζ2E, ζ4E), (ζ3E, ζE), (ζ4E, ζ3E)}, ζ = exp(2πi/5).
Proof.@We define mappings ϕ1, ϕ2 : SU(5)→ E8 respectively by
ϕ1(A)(C,D,x ⊗ a, b⊗ y, c⊗ z,w ⊗ d)
= (ACA−1, D, (Ax)⊗ a, (Ab)⊗ y, (tA−1c)⊗ z, (tA−1w)⊗ d).
ϕ2(B)(C,D,x ⊗ a, b⊗ y, c⊗ z,w ⊗ d)
= (C,BDB−1,x⊗ (Ba), b⊗ (tB−1y), c ⊗ (Bz),w ⊗ (tB−1d)).
ϕ1 and ϕ2 are well-defined: ϕ1(A), ϕ2(B) ∈ E8. Indeed, for Z ∈ su(5), we have
(Z, 0) ∈ g0 and
exp(ad(Z, 0))(C,D,x ⊗ a, b⊗ y, c⊗ z,w ⊗ d)
= (exp(ad(Z))C,D, ((expZ)x)⊗ a,
((expZ)b)⊗ y, ((exp(−tZ))c ⊗ z, ((exp(−tZ))w)⊗ d)
= (Ad(expZ)C,D, ((expZ)x)⊗ a,
((expZ)b)⊗ y, (t(expZ)−1c)⊗ z, (t(expZ)−1w)⊗ d)
= ϕ1(expZ)(C,D,x⊗ a, b⊗ y, c⊗ z,w ⊗ d).
Hence ϕ1(A) ∈ Aut(e8C) = E8C . Using Lemma 5.11.1, we have
〈ϕ(A)R1, ϕ1(A)R2〉 = 〈R1, R2〉.
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Therefore ϕ1(A) ∈ E8. Similarly ϕ2(B) ∈ E8.
Now, we define a mapping ϕ : SU(5)× SU(5)→ E8 by
ϕ(A,B) = ϕ1(A)ϕ2(B).
Since ϕ1(A) and ϕ2(B) commute, ϕ is a homomorphism. We shall show that ϕ is
onto. Since (e8)
z5 = su(5)⊕ su(5), the differential ϕ∗ is onto. It is not difficult to see
that
Kerϕ = {(E,E), (ζE, ζ2E), (ζ2E, ζ4E), (ζ3E, ζE), (ζ4E, ζ3E)} = Z5.
Further, since (E8)
z5 is connected, ϕ is onto. Thus we have the isomorphism (SU(5)×
SU(5))/Z5 ∼= (E8)z5 .
5.13. Non-compact exceptional Lie groups E8(8) and E8(−24) of type E8
Let
e8(8) = e7(7) ⊕P′ ⊕P′ ⊕R⊕R⊕R, (where e7(7) = (e7C)τγ),
e8(−24) = e7(−25) ⊕P⊕P⊕R ⊕R⊕R, (where e7(−25) = (e7C)τ ).
For R1, R2 ∈ e8(8) or e8(−24), we define a Lie bracket [R1, R2] as similar to e8C of
Section 5.1. Now, we define groups E8(8) and E8(−24) by
E8(8) = {α ∈ IsoR(e8(8)) |α[R1, R2] = [αR1, αR2]},
E8(−24) = {α ∈ IsoR(e8(−24)) |α[R1, R2] = [αR1, αR2]}.
These groups can also be defined by
E8(8) ∼= (E8C)τγ , E8(−24) ∼= (E8C)τ .
Theorem 5.13.1. The polar decompositions of the Lie groups E8(8) and E8(−24)
are respectively given by
E8(8) ≃ Ss(16)×R128,
E8(−24) ≃ (SU(2)× E7)/Z2 ×R112.
Proof. These are the facts corresponding to Theorems 5.8.7 and 5.7.6.
Theorem 5.13.2. The centers of the groups E8(8) and E8(−24) are trivial:
z(E8(8)) = {1}, z(E8(−24)) = {1}.
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