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A BSTRACT
This thesis is concerned with the performance evaluation of a
multiprocessor for real time applications. The real time environment
imposes some very challenging requirements on computer systems,
such as high reliability, availability and promptness of response.
Multiprocessor computers are finding increasing use in such applica-
tions because they can be designed to include such qualities as graceful
degradation and ease of expansion.
A three-processor bus-centered computer system was instru-
mented to facilitate performance monitoring through hardware. The
real time environment was simulated by a work load consisting of a set
of periodic jobs. The jobs were programmed to consume various
system resources in a controlled manner, and not to perform any actual
real time functions. Hence the jobs are named pseudo-jobs. The pseudo-
jobs were parameterized to facilitate an easy variation of job-mix
characteristics. An executive program was developed to dispatch jobs,
to accept job requests and to perform other operating functions. Soft-
ware was also written to help monitor system performance.
An analysis of the experimental results showed that the through-
put efficiency is very sensitive to the ratio of average job length to the
executive program length. For low values of this ratio, the executive
program and the executive lockout together account for a large percentage
of processor time. A detailed study of the job start delay statistics re-
sulted in the following important conclusion: although the average job
start delay increases without bound as the load approaches 100 percent,
the maximum percentile delay is found to increase nearly linearly in the
range of low to moderately high load factors. This indicates that multi-
processor systems may be operated in real time applications at relatively
high load factors without proportionately penalizing the system perform-
ance. Another important result concerns the comparison of two job
scheduling strategies. A first-come first-serve job dispatch strategy
appears to be more suitable for multiprocessors than shortest-job-
first strategy, which reduces the average delay slightly but significantly
widens the delay spread. The frequency distribution of delay in all cases
is found to be of a hyperbolic type, indicating that a large percentage of
jobs start with short or no delays even at high load factors.
An analytical solution was obtained for the limiting case of zero
executive program length. Numerical solutions of an expanded Markov
model showed good qualitative agreement with the experimental results.
A further refinement of the model resulted in an excellent agreement
between the theoretical and the experimental results. The Markov
process method proved to be a very useful mathematical tool for vali-
dating the experimental results.
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CHAPTER I
INTRODUCTION
Computer system design has historically been more of an art than a
science. The design of any system that is as complex as a present day
computer system can not become a science until the effects of all variables
upon the system become well understood. Take for instance the case of
the aircraft industry. In its infancy it was merely a matter of luck who
stayed up in the air and who came crashing down to the ground. This is in
a sense true of all complex systems including computers. To understand
the impact of design variables on the system, to make computer design a
science, has been the major motivating factor in the performance evaluation
of computer systems. Performance evaluation can help in system design
in a number of ways: by measurement and analysis of existing systems,
by projecting the impact of additions and expansions on system performance,
and by predicting performance of new designs.
The present work is concerned with the performance evaluation of a
specific design for a specific set of applications: real time applications
of multiprocessor computer systems. The real time environment imposes
some challenging requirements on computer systems. These include high
reliability, availability and promptness of response. Multiprocessors can
apparently satisfy all of these requirements successfully. These and other
qualities, such as graceful degradation and ease of expansion, are reasons
for turning to multiprocessor designs for real time applications.
There has been considerable research in the area of multiprocessor
performance evaluation. Mallach [28,291 has analyzed a multiprocessor
computer configuration for spaceborne guidance computer applications.
Memory interference in multiprocessors has been studied by Covo [11]
Kurtzberg [22], Lehman [25] and Mitchell [ 32] among others. King [21]
and Madnick [ 27] report on the problem of software lockout. The input/
output requirements of multiprocessors have been the subject of study by
Chang [6] and Colson [8 ]. While Baer [ 3 ], Lampson [ 24] and Ramamoorthy
[ 34] have researched yet another aspect of multiprocessor performance:
parallel processing of tasks and scheduling strategies for such applications.
Even though the impact of each problem may be well understood, the overall
effects are not easy to extrapolate or predict. This thesis presents the
results of performance evaluation experiments conducted on the CERBERUS
multiprocessor which was developed at the C.S. Draper Laboratory. The
aim of the experiments was to investigate the effect of job mix characteris-
tics in a real time environment on the multiprocessor performance. Since
no simulation can stand on its own, various Markov models were also
developed for comparison of results.
Chapter two surveys the techniques that have been used to evaluate
computer system performance. It also analyzes the types of workloads
that have been used to simulate operating environments.
Chapter three describes in detail various aspects of past research
in the area of multiprocessor performance evaluation. These include the
hardware configurations evaluated in each case, the evaluation techniques
employed, the job mixes used, and the significant results that were obtained
from these studies.
Chapter four is a description of the hardware, software and special
instrumentation of the test bed for the present set of experiments, the
CERBERUS multiprocessor.
Chapter five goes into the details of the job-mix, the simulation
techniques and job dispatch strategies used in the present experiments.
Results obtained from these experiments are described in Chapter six.
Theoretical models were developed to validate the experimental results.
These are described in the next chapter. Chapter seven also discusses
the fidelity of the mathematical results. Chapter eight concludes the thesis
with a summary of the major results and their significance and a brief
description of the areas for further research and investigation.

CHAPTER II
A SURVEY OF PERFORMANCE EVALUATION
TECHNIQUES OF COMPUTER SYSTEMS
2.1 Introduction
The present generation of computer systems have come a long way
from the days of the Whirlwind I and the Mark I computers. First the
development of the solid state technology and then the Large Scale Integration
of electronic circuits reduced the complexity of the basic building blocks
of computers. However, the same developments have also made it possible
for computer system designers to increase the complexity of the overall
system architecture. Performance prediction was trivial when the com-
puters consisted only of a single processor, a magnetic core memory and
a teletype. The computational tasks were limited mostly to scientific
calculations, and the criterion of performance was usually the throughput
[5].
Throughput is still a major criterion for optimizing system
performance. However, the complexities of computer architecture and
diversity of computer applications have introduced many more subtle factors
in the evaluation of system performance. Today, instead of a single type
of memory, there usually is a memory hierarchy with a varying speed/
capacity/cost combination in a single computer system. The same is true
of input and output devices, and an increasing number of systems are being
designed with multiprocessing capabilities. Job-mix characteristics have
also undergone at least as much change as the computer architecture.
Computer applications now vary from "number-crunching" to printing
pay-checks. Due to these developments, performance criteria have been
expanded to include a wide range of hardware characteristics as well as
the capabilities of the operating system [ 26]. These, for example, may
include such measures as machine organization (word size, control and
data paths, etc.), secondary storage and peripheral unit performance,
special features (virtual storage, scratchpad memories, etc.). They may
also include software efficiency measures such as the speed of assembly
and compilation of source code.
A popular measure of goodness of the overall system, apart from
the throughput, is the system responsiveness. This would be determined
by the average turn-around time in a batch processing system, by mean
job starting delay in a real time application, by mean response time to a
command in a time sharing system etc.
2.2 Motivation for Evaluating Computer Performance
The specific performance criteria depend very much on the final goal
of the performance evaluation. Some of the general purposes of performance
evaluation are the following.
2.2.1 Measurement and Analysis
This is concerned with performance evaluation of an existing system.
This may be undertaken to determine, for example, if there are any
bottlenecks in the system or the extent to which the resources are being
utilized. Measurement and analysis of existing systems are also helpful
in comparison and selection procedures.
2.2.2 Performance Projection
When several alternatives exist to expand or change an existing system,
performance projection can help in choosing among different courses of
action. For example, throughput may be increased either by increasing
-memory size or by changing to a faster processor. A performance analysis
can point to the best way of achieving the desired throughput.
2.2.3 Performance Prediction
Is it better to have few fast or many slow processors in a
multiprocessor system? Such questions can usually be answered by
analyzing and predicting the performance of the designs involved. In
general, performance prediction is oriented toward design of new computer
systems.
2.3 Performance Evaluation Techniques
There are a number of evaluation techniques. The following gives
their brief description along with some applications.
2.3.1 Hardware Monitoring
Hardware monitoring can be used only for the first of the three
purposes outlined above. It may also be used, however, to provide a data
base for projecting the performance of an existing system. A major
advantage of this technique is that it does not perturb the parameters being
measured, that is, it does not alter the system performance. This is due
to the fact that this technique utilizes a number of passsive probes (sensors),
that are connected to control lines and registers throughout the computer
system, to collect the performance statistics.
Hardware monitoring has been used extensively to evaluate processor
utilization, input/output channel activities, program behavior (e.g. memory
address reference patterns) and many other interesting statistics [171.
Hardware monitors are usually used in conjunction with the execution of
actual programs. However, they may also be used with one of the "artificial"
workloads discussed in Section 2.3.3.
2.3.2 Software Monitoring
Software monitoring has the same limitations (in terms of applications)
as does the hardware monitoring technique. In addition, it may alter the
variables of interest in some cases. However, the degradation of useful
time can be kept to a minimum (as low as 1% of CPU usage) by designing
the software package carefully [ 38 ]. The obvious advantage of this technique
over the previous one is the flexibility of changing the nature of statistics
to be gathered. Also hardware monitors tend to produce more voluminous
data while some preprocessing and reduction of raw data is possible in
software statistics gathering packages.
Even though no two software probes may look alike, the fundamental
principle of operation is the same. Basically a probe is designed such
that it is informed about the nature and time of each and every status change
of the device (or resource) without unduly affecting the performance of the
device. This technique has been used to gather statistics on program
turnaround time, memory utilization, input/output device utilization etc.
[40].
2.3.3 Artificial Workloads [5,9,10,26]
Workload characterization is a crucial problem in the performance
evaluation of computer systems. Irrespective of the kind of approach used,
that is, analytical models,simulation or hardware/software monitors, we
must state the nature of tasks which will be performed by the computer
system. Different performance evaluation techniques, however, may require
varying degrees of details of the computer job-mix. Also each technique
has its limitations as to what kinds of loads it can handle. For example,
most analytical models require the service time distributions to be
exponential or hyperexponential to keep the mathematical models tractable.
Similarly, hardware monitoring techniques are very often used in a situation
where the performance evaluator has little or no control over the system
software or workload. That would not necessarily be bad, since the system
is executing a real workload, except that measurements have to be taken
over long periods of time in such cases.
On the other hand, in some instances the computer system is totally
accessible. This would be the case, for example, when a new computer
design is breadboarded or when a system is to be selected among several
competing designs. In such cases it is important to choose an artificial
workload that is representative of the real operating environment and which
exercises all parts of the system. The following describes some of the
methods in use in this area.
2.3.3.1 Instruction-Mixes and Kernel Programs
Memory access times and add times (time to execute an add instruction)
have been used in the past to give a vague idea of the raw computing power
of a machine. Obviously such measures of performance do not reflect
upon the word size, number of addresses per instruction, the data path
and the total system architecture, and hence can not be considered
r epresentative of the actual system performance. The same can be said
of the execution time of an instruction-mix which, for example, may include
add, multiply, divide and indirect address instructions in proportion to their
actual frequency of occurrence in the real workload. The next step in this
direction is a kernel program. A kernel program consists of one or more
routines, which are representative of the actual workload, such as matrix
inversion, file update or differential equation solution. Kernel programs,
like instruction-mixes, are not actually executed on the machine. Rather
they are coded in assembly language and their execution time is obtained
by adding individual instruction execution times. Once again, the time to
execute a kernel program is a measure that emphasizes only the
computational aspects of the system.
2.3.3.2 Benchmark and Synthetic Programs
A benchmark is a program that is actually executed by the machine
as distinct from a kernel program that is not. As such it can be made
much more complex and hence more representative of the actual workload.
There has been some emphasis on standardizing the benchmarks so as to
provide a common reference for comparison of computer systems. However
this defeats the purpose of simulating the actual job-mix which would not,
of course, be standard for all the applications.
A synthetic program is basically a parameterized representation of
the real workload. That is, each aspect of the job-mix, such as computation
time, I/O time, storage requirements etc., is represented by a parameter.
The job-mix, thus, can be easily altered by changing the parameters.
Each of the above techniques is normally used in conjunction with
hardware and/or software monitors. The total number of runs and the
composition of the benchmark or the parameters of the synthetic job for
each run depends upon the nature and complexity of the computer system.
A multiprocessor may require a greater number of runs than a uniprocessor,
and a time sharing system would require a more complex workload than a
batch processing system.
2.3.3.3 Probabilistic Job-Mix Models
With mathematical models of computer systems it is difficult to
represent program characteristics in microscopic detail since only a limited
number of variables can be handled by such models. The overall job-mix
properties or the macroscopic details, however, are relatively easily
modeled by probabilistic distributions. In studies of multiprogrammed
computer systems, for example, it is not uncommon to find a job-mix
represented mainly by percent compute and I/O times with relative ordering
of compute and I/O activity described by a probability distribution [21].
2.3.4 Simulation
This method of evaluating the performance of computer systems can
be divided into three phases. The first phase is concerned with the modeling
of the system. The type of model referred to here is a recursive functional
relationship between design variables and measures of performance [16].
The second phase consists of translating the model into a computer program,
very often using a specialized simulation language. The last phase of
simulation is the statistical analysis of the data obtained from the computer
programs.
Simulation is one of the more popular methods of evaluating computer
performance. There is a tendency to accept the results obtained by this
method without any qualifications, notwithstanding the fact that simulation
is only as close to reality as the model itself. Therefore it is necessary
to validate the simulation results.
Apart from validation, there are some other disadvantages of using
simulators. First, a unique simulator is usually constructed for each new
problem. That is, a general purpose parameterized program capable of
simulating any proposed configuration does not exist. Second, the cost
and effort involved in designing a simulator can be appreciable. Third,
the results of simulation lack the generality and the niceties of a closed
form solution obtained from a mathematical model. And last, very often
the delay between statement of a problem and its solution using simulation
technique is so long as to make the results useless in a decision making
process [39].
On the plus side simulation is capable of handling more variables
and more complex systems than mathematical techniques. It can be used
where analytical models would not lend themselves to closed form solutions.
2.3.5 Analytical Models
Most mathematical models of computer systems are based upon
queueing theory and Markov processes. A limited number of papers using
graph theory [ 34] and decision theory [ 2 ] have also appeared in literature.
Most of pros and cons of mathematical models have already been
pointed out in the preceding section. In addition, in some cases they can
also be optimized fairly easily. The disadvantage of these models is the
following. Almost always some simplifying assumptions must be made in
order to retain the mathematical tractability of the model. This tends to
reduce the sphere of applicability of the results; in short, a validation
problem.
Therefore it is not uncommon to find instances where analytical models
are used in conjunction with simulation [6,28].
CHAPTER III
PAST RESEARCH
IN
MULTIPROCESSOR PERFORMANCE EVALUATION
3.1 Introduction
Multiprocessor computer systems have been proposed, designed and
built for many reasons. Some of the major advantages offered by such an
architecture include increased reliability, graceful degradation,
expandability and speed of computation [19,20]. There is some confusion
in the literature at present as to the definition of multiprocessing. Baer
[3], for example, defines multiprocessing as simultaneous processing of
two (or more) portions of the same program by two (or more) processing
units. This seems to be a rather restrictive definition of multiprocessing
and can be better used to define parallel processing. That is, multi-
processing should, and does, include processing of N (N>1) independent
tasks on N processors.
The advent of multiprocessing has given rise to a host of interesting
problems. For example, to effectively exploit the speed of parallel
processing it is necessary to gonvert sequential programs into parallel
ones. Some problems, such as vector addition or matrix manipulation,
lend themselves naturally to parallel processing. Others may require a
non-trivial amount of effort to recognize parallelism in them. Having
decomposed a large program, a weather prediction model for example,
into many small concurrently executable segments, it is necessary, then,
to schedule and allocate the subtasks to processors such that some
performance measure is optimized. These topics have been dealt with
extensively in the literature [ 3,24,25,34 ]. However the scheduling strategies
for parallel processing of jobs will not be discussed here further since
they do not refer to a specific multiprocessor structure.
Apart from speeding up the computation of a single problem by utilizing
the inherent parallelism of a multiprocessor, there are many other means
of improving multiprocessor performance. These other ways directly relate
to the organization of the machine and its response to different operating
environments. For example, while the number of processors is a common
variable in almost all the multiprocessor studies, the specific problem of
choosing the number of processors and their speed, keeping the throughput
constant, has been studied only by Mallach [29].
Processor members of a multiprocessor, by definition, communicate
chiefly through shared storage modules as distinct from multicomputers,
where communication amongst processors is through Input/Output channels
[ 6 ]. In a multicomputer, if a processor fails its associated memory module
also becomes useless, and vice versa. This does not happen in a multi-
processor. However, sharing of resources brings about access conflicts
which degrade the system performance in terms of throughput efficiency.
This brings us to the problem of memory interference which has been studied
by Lehman [25], Mitchell et al [32] and Kurtzberg [22] among others.
Covo [11] suggests a means of reducing interference by partial program
memory replication in an optimal fashion.
Other resources which are shared in a multiprocessor computer
system are the supervisory programs that schedule and allocate tasks to
processors. Madnick [ 27 ] reports on the problem of multiprocessor
software lockout. King [ 21] has suggested a switch strategy, which basically
consists of multiprogramming the multiprocessor, to limit the degradation
in performance due to lockout.
Many different philosophies exist for handling the Input/Output
requirements of a multiprocessor. For example, each processor may handle
its own I/O functions. Or, there may be one processor (or more depending
upon the load) dedicated to I/O activity. These and other variations have
been studied by Chang et al [6 ] and Colson [8 ].
The types of workloads used in performance evaluation studies to
simulate appropriate operating environments range from instruction mixes
to synthetic programs. Lehman [25], Covo [11] and Mallach [29] have
used benchmarks, while Mitchell et al [32] simulate an instruction mix
execution and King et al [21] use a probabilistic job mix model in their
mathematical model. Hardware monitors, simulators and mathematical
models have all been employed usefully to evaluate system performance
in these studies.
The following sections report in greater detail upon the various aspects
of the multiprocessor performance outlined above. They also describe
the actual hardware configurations which were evaluated in each case, the
performance evaluation techniques and the job mixes used and any significant
results that were obtained from these studies.
3.2 Number of Processors Versus Processor Speed
The number of processors in a multiprocessor system impacts not
only the system performance but also the overall system reliability and
fault-tolerant capabilities of the machine. Obviously a single-fast-proc-
essor system can not even endure a single fault in the processor . We
shall, however, concern ourselves only with the throughput performance
aspects of the system, remembering that system reliability should be given
appropriate consideration when designing a multiprocessor.
Mallach [ 29] considers a bus centered multiprocessor consisting of
processors, memories and an I/O controller all connected by a data bus.
The shared storage units are used only for data, and it is assumed that
each processor has its own copy of all programs. The evaluation techniques
used here consist of simulation and Queueing theory models. The workload
executed by the simulator can be described as a benchmark since it consisted
of a set of lunar-landing Apollo Guidance Computer programs. In the case
of the queueing model the job mix is characterized by Poisson arrivals
and exponentially distributed service times. Using as performance criteria
mean job acceptance delay and system-full time fraction (i.e. percent of
time all processors are busy), it was concluded that a system with more,
slower processors performs better than a system with fewer, faster ones.
However, it was also found that the effect of less bus contention, occurring
in a system with fewer processors, tends to offset the effects of better
processor utilization in a system with more processors.
Eventually, of course, processors cannot be made indefinitely slower
and more numerous, especially for many real-time applications, for the
following reason. In such situations there are a number of tasks that must
be executed periodically at predetermined intervals. Ordinarily, one
iteration of such a task must return its results before the next can begin.
Thus the individual processors must be sufficiently fast so that each such
periodic task can be completed within its allotted time on one processor.
The number of processors also has an effect on storage interference.
This is treated more fully in the following section.
3.3 Memory Interference in Multiprocessors
There are a number of ways of connecting P processors to S
storage units in a multiprocessor computer system. The most flexible
and efficient, from the view point of performance, of these methods would
provide a direct connection between each processor and each memory
module. In such a hardware configuration the P processors can access P
memory modules, each processor talking to a different storage unit,
simultaneously. This type of interface between processors and memories,
known as the crossbar switch, is one end of the spectrum providing extreme
flexibility at the expense of circuit complexity. The other end of the spectrum
is a time-mltiplexed memory bus connecting all the units in the system.
In such a hardware configuration, a very inexpensive one, only one processor
can communicate to a memory module at any given time. However, some
flexibility can be achieved here by overlapping transmission of data to/from
one storage unit and the read/write cycle of another storage unit. Between
the crossbar switch and the time-multiplexed bus there are other methods
of connecting processors and memories varying in cost,reliability and
performance.
One problem, however, is common to all of these methods. When
more than one processor wants to access the same storage module all
except one must wait their turn (according to some priority scheme). This
phenomenon, known as memory conflict or storage interference, results
in each processor being idle some of the time. The amount of time a
processor wastes in waiting to gain access to memory is a function of
many factors. Clearly it should increase with the number of processors
and decrease with the number of storage units. Apart from these it also
depends on how programs /data are distributed in the memory modules and
how the processors are scheduled to accesss these programs/data.
Lehman [ 25] considers a crossbar switch type of multiprocessor
system in which individual processors have an IBM 360 like structure and
execute an augmented subset of System/360 machine language. The
evaluation technique used here is a parameterized simulator in which the
number of storage modules and processors as well as the instruction
execution times can be selected for each run. The type of workload executed
by the simulator can be characterized as a benchmark. Three sets of
experiments were conducted using the following three benchmarks:
1. a numerical analysis program,
2. a matrix multiplication program, and
3. an electrical network analysis program.
The study found that storage interference degrades the system
performance (presumably measured in terms of processor time wasted
due to interference) by 20% for a storage module-to-processor ratio of
two, dropping to 5% for the ratio of eight. Addition of local processor
stores (scratchpads) and their use as instruction buffers almost eliminated
the interference. These results refer to the concurrent execution of a
single loop of the type 1 benchmark. The second set of experiments were
conducted for the type 2 benchmark (multiplication of two 40X40 matrices).
It was found that total processor time (sum total of time that individual
processors were active in the program) increased linearly with the number
of processors. This number was varied from 2 to 16 keeping the number
of storage modules constant at 64. Storage interference (measured as the
processor time spent waiting for storage-access) increased from 0.4% to
7% to 48% of total processor time as the storage/processor ratio was
reduced from 32 to 4 to 1. The ratio of unity was obtained by reducing the
number of storage modules from 64 to 16.
For the third job mix the total run time (from the time the first
processor begins the first task to the time the last processor finishes the
last task) decreased rapidly from 100 to 20 units and the processor time
increased only slightly from 100 to 150 units as the number of processors
was increased to 10. Beyond that, the storage interference worsened so
much that the run time took a turnaround and increased sharply. Here
too, the number of storage modules was kept constant at 64.
Mitchell et al [ 32] report on the interference problem in a multi-
processor system that they eyaluated using simulation techniques as well
as actual hardware monitoring. The system consisted of K processors, M
read only program -stores (with interleaving of odd and even addresses),
and L read-write variable stores used for data/instructions. The interface
between processors and memories was a crossbar switch. The job mix
consisted of timed tasks derived from a real time scenario. Four kinds
of instruction mixes - all branch instructions, arithmetic and logical
instructions, and all 'No op' instructions - were used to evaluate the system
throughput.
The effects of varying the processor-to-storage module ratio on the
system performance are clearly demonstrated by this study. For example,
when the number of processors was varied from 1 to 7, holding the number
of program stores at one, the throughput registered a signigicant initial
increase and then levelled off around 4 processors depending on the job
mix. On the other hand, when the number of program stores was also
increased so that the processor/storage module ratio remained constant
at one, the throughput increased linearly all the way though at a slightly
lesser pace than the uniprocessor throughput extrapolation.
A high storage module to processor ratio, however, does not by itself
guarantee a good system performance, unless the total usage of the storage
units is distributed uniformly across all the memory modules. This was
aptly demonstrated by the same simulation study. The hardware configura-
tion consisted of 10 processors, 9 program stores, and 10 variable stores.
The distribution of load on the memory units in the simulation study was
varied by changing the probability of choosing a particular memory unit
from zero to unity. This way the system throughput when all processors
executed out of the same unit was found to be about 40% of that when each
processor had its own dedicated memory.
There are a number of ways of reducing memory conflict in a
multiprocessor system. For example, some or all of program memory
units may be replicated a certain number of times. In addition to this,
programs or jobs may be assigned to memory modules in a way that
minimizes the memory conflict. These two approaches have been analyzed
by Covo [11] and Kurtzberg [22] respectively.
Cuvo considers m processors connected to k storage modules through
a time-multiplexed memory bus. Storage module j (j=1,2, ... k) is of
size x j and is replicated n (n =<m) times. The problem addressed
here is the determination of n j , given the program contents of each memory
unit as well as the access rate of each program, such that a desired
throughput would be achieved at a minimum cost. This problem was solved
by the author using dynamic programming techniques. The results showed
that partial replication may cause 30 to 40 percent reduction in the combined
cost of processor and program memory units, compared to full replication.
Two points are worth mentioning here. First of all it is necessary
to have a knowledge of the access frequency of all programs. Second, the
savings in cost as compared to full replication of all program memory
units depends very much on what the frequency distribution is like. For
example, very often an 80-20 or 90-10 rule may be applicable to the frequency
distribution. That is, 20 percent (or 10) of all code is referenced 80 (or
90) percent of the time. In that case complete replication of only those
units that contain the most frequently referenced programs would result
in improved performance at minimal cost.
The allocation of programs to memories has been treated by Kurtzberg
[22] for a two processor system. Two cases were analyzed:
a) the processor schedule is specified
b) no definite schedule is specified.
For each of these cases the author formulates an allocation algorithm,
using quadratic programming models, such that the conflict is minimized.
The memory contention problem in multiprocessors has been
researched rather extensively. Examples of some recent studies are
[ 4,7,33].
3.4 Executive Lockout
In a multiprocessing system there are parts of the operating system
or the executive program that should not be executed concurrently by more
than one processor. Examples include job dispatcher or scheduler, any
programs that modify the work queues, and test programs that exercise
parts of the system by simulating failures. When more processors than
one queue up for the executive, to fetch the next job for example, all but
one of the processors must wait their turn to get access to the executive.
Idling of processors due to this phenomenon is known as the executive lockout.
It is sometimes difficult to distinguish the executive lockout
phenomenon from a memory conflict problem. There are several reasons
for this. First of all, they both originate as a result of sharing of resources.
Second, their impact on the system performance is similar: it is negative.
Third, both of them are modeled using almost identical methods. The
important difference, however, comes about from the fact that memory
conflict is due to sharing of hardware, i.e. , the memory modules, while
executive lockout is due to sharing of software, i.e. the executive program.
The memory conflict is present only because of cost constraints. If this
constraint were relaxed completely, then, at least in principle, a system
could be designed with as many copies of each memory module as there
are processors in the system, thereby totally overcoming the problem.
The same can not be said of the executive lockout. It is a necessary evil
that we must live with to keep everything in order.
Madnick [ 27] considers a simplified Markov process model of the
multiprocessor to study this problem. Assuming that job lengths and
executive lengths are exponentially distributed random variables with mean
values of L and E time units respectively, he derives some interesting
results. (Since it may be possible to run parts of the executive concurrently,
E here refers only to non-concurrently executable parts of the supervisory
program). The expected number of locked out processors (i.e. the number
of processors waiting for the executive at any given moment) shows a
quasi-exponential increase as a function of the total number of processors
in the system, for a fixed ratio of E to L. For example, for E/L = 0.05
and 15 processors in the system, it is expected that on the average one
processor will be idled by executive lockout at any given moment. Expanding
the system to 40 processrs results in an expected average of 19 idle
processors, a further expansion to 41 processors results in 20 idle
processors; evidently the point where additional hardware is totally useless
has been reached. The lockout state ratio (E/L) itself has considerable
impact on the system performance. For a 20 processor configuration, for
example, the expected number of idle processors increases from 2 to 10
to 15 as the ratio E/L is increased from 0.05 to 0.10 to 0.15.
The operating system or the executive program usually consists of
many distinct non-concurrently executable programs (King et al [ 21] refer
to these as serial programs). One of these is the job dispatcher. However,
there may be some other program segments that are independent of the
job dispatcher. Now, if a processor is idled because it is free to start a
next job but can not access the dispatcher then there is nothing that can
remedy the situation. However, if the processor is locked out because it
can not execute other parts of the operating system then this idle time
may be used to do other available work. In particular, this other work
may be a process (job) that is ready to run. If the system is multiprogrammed
then a number of processes, depending on the degree of multiprogramming,
are ready to run at any given time. King et al refer to this as the switch
strategy since a locked out processor, in some instances, may switch, rather
than wait, to another task. They compare the throughput for switch and
wait strategies using a simplified queueing network model. The executive
program is assumed to consist of K serial programs, all of which may be
executed concurrently.
It was found that after a certain point the throughput of the wait strategy
becomes independent of the degree of multiprogramming and approaches a
constant value. The switch strategy throughput can be increased further,
though not indefinitely, by increasing the degree of multiprogramming. It
was also found in this study that the throughputs of both strategies increase
rapidly as the number of serial programs, K, is increased, and the difference
between the wait and the idealized switch strategies decreases as K is
increased. (The overheads in switching to another process were neglected
in this study, hence the term 'ideal switch strategy'). Therefore, in an
actual situation with a certain amount of switching overhead, the switch
strategy would not be better unless the superiority of the idealized switch
strategy is more than enough to compensate for the overhead of switching.
One may ask the question why not use the switch strategy to overcome
the memory conflict problem also. The answer is that it may be, but is
not likely to be, worth while. The reason is that when memory conflict
arises out of interference in fetching instructions it is going to be for short
durations at relatively high frequency. Sometimes, however, it may be
due to shared data in which case it will be for a relatively longer period
of time. But data conflict between related tasks is a rarer phenomenon,
and hence does not affect the system performance appreciably.
3.5 Input Output Control
A number of philosophies exist for treating the input/output
requirements of a multiprocessor. We will denote the control program
that manages the I/O functions for the system as the I/O executive, and a
processor that runs this program as the I/O processor. The difference in
philosophies originates from the treatment of the I/O executive and the
I/O processor(s). The I/O executive becomes a floating executive, for
example, when each processor unit of the multiprocessor is given freedom
to run the I/O executive program. On the other hand, if one or more
processors are designated to be I/O processors, then the I/O program
becomes known as a dedicated I/O executive. There is also a third category,
a semi-dedicated executive. The semi-dedicated I/O executive is one that
can reside in any processor, that is, the I/O processor designation can be
changed to apply to any processor member of the system under the master
program or the main executive program control.
Each of these approaches has certain pros and cons [ 8 ]. For example,
the advantage of a floating I/O executive is that the individual programs
call the executive as needed, and therefore the I/O system control resides
to a large degree within the jobs running on the system. Thus, computing
time is spent on running the I/O executive only when necessary. The
advantage of the dedicated executive is that one processor (or more,
depending on the load) controls all the I/O jobs and makes all the decisions.
The I/O bus contention is minimum in this configuration. However the
capacity of the processor(s) may be underutilized. The advantages and
the disadvantages of these approaches may be diminished or magnified
depending on the structure and operating environment of the system.
Consider, for example, the highly fault-tolerant network connecting many
local processors to the central multiprocessor complex, as described by
Smith [ 36]. In this system the I/O processor must perform many tasks
in addition to the conventional load of such a processor. These include
the network reconfiguration in case of a failure, polling the local processors
(LP's) to detect errors or messages from any of the LP's etc. In a
semi-dedicated or dedicated executive, these additional tasks may be run
during the idle time of the I/O processor thus utilizing its capacity to a
fuller extent. However, in a floating executive, they have to be considered
as independent tasks which must be run at specific intervals of time and,
therefore, increase the overall load on the system [ 8].
There is a certain advantage of a semi-dedicated executive over a
fully dedicated one and it stems from the system fault-tolerance
considerations. In the event of a failure of the I/O processor the system
can continue to function with a semi-dedicated executive but not with the
fully dedicated one.
Chang et al [ 6 ] compare the performance of floating and dedicated
I/O executives for a multiprocessor system to a multiprogrammed
uniprocessor computer. Their results indicate that going from multipro-
gramming to multiprocessing with a floating I/O executive decreases the
throughput (the J processors of the multiprocessor are considered to be J
times slower than the uniprocessor). The throughput difference decreases
with the decrease of J. The degree of multiprogramming is assumed to
be fixed and equal to the number of storage modules.
Colson [ 8 ] has studied, using Monte Carlo techniques, the perform-
ance of a semi-dedicated executive for a system described in Reference
[ 20]. The results indicate a nearly linear I/O processor utilization as a
function of the task arrival rate even as saturation is approached. Also
studied was the average delay of a task requiring service by the I/O
processor. This was found to be a conventional exponential-like behavior.
The queue length of the tasks in the I/O processor, on the other hand,
increased linearly with load with a sharp upturn near saturation which is
attributed to pseudo-pipelining effect of the local processor delays.
3.6 Conclusions
By and large various aspects of the multiprocessor performance have
been studied and understood; the area of memory conflict stands out
particularly well in this respect. And even though the impact of each problem
may be well understood the overall effects are not easy to extrapolate or
predict. For example, an optimum number of processors and/or memory
modules can be computed considering the memory conflict or the executive
lockout by itself. However the sum total or the global optimum may be
quite different. Particularly lacking is data on system performance in an
actual operating environment considering all aspects of the system.
CHAPTER IV
CERBERUS SYSTEM DESCRIPTION
4.1 Introduction
The CERBERUS multiprocessor was designed and fabricated at the
C.S.Draper Laboratory originally under a contract from the Manned
Spacecraft Center of the National Aeronautics and Space Administration
and later funded by. the National Science Foundation - to demonstrate
fault-tolerance and failure recovery techniques [ 15,19,30]. One of the main
features of the system is that its three processor elements can be configured
under the operator's control to act in one of two different modes. One is
the multiprocessing mode. The other is the Triple Modular Redundant
(TMR) mode. In the TMR mode the three processors execute identical
programs in "tight synchronism" comparing the results of each microstep
at the end of each microinstruction. The processors are synchronized
with the help of a common timing source, which is a fault-tolerant clock
also developed at the Draper Laboratory [ 12]. The TMR feature was
incorporated into the system to show the feasibility of operating three
processors in tight synchronism, which has since been successfully
demonstrated. This mode of operation of the system is not directly relevant
to performance evaluation of the computer as a multiprocessor and hence
will not be discussed further.
CERBERUS is a microprogrammed multiprocessor. Each processor
is provided with a copy of the microprogram memory. Each processor
element also has its own cache or scratchpad memory. This is in addition
to a single storage module shared by all'three processors. There is a
special performance monitoring panel interfaced to the system to facilitate
hardware performance measurement. System software support includes a
cross assembler and a cross linkage editor which can be run using batch
or time sharing facilities of an IBM 360/75 computer. These and other
aspects of the CERBERUS system are described in detail in the following
sections.
4.2 System Architecture
The CERBERUS sytem represents a part of an overall design of a
fault-tolerant multiprocessor that has been put forth by Hopkins [19] and
Green et al [15 . The philosophy underlying the design has been discussed
in detail in Reference [19]. The discussion here therefore is limited to a
description of the architecture of the multiprocessor under consideration.
The system, when configured as a multiprocessor, looks as shown
in Figure 4.1. Intercommunication between the processor elements is
through a shared memory. Access to the main memory is via a time-
multiplexed fully parallel bus, and is controlled by a memory interface
unit. The interface unit uses "round-robin" scheduling to service processor
requests to access the storage unit. A processor may read or write a
block of words at a time. The block may consist of as little as a single
word or as many as 256 consecutive locations (equal to the size of the
scratchpad).
Very much similar to the memory bus is a time-multiplexed fully
parallel Input/Output bus controlled by an I/O interface unit. The I/O
interface unit, unlike the memory interface unit, does not directly connect
to an Input/Output device. Rather it connects to one node of a network of
nodes, each of which is capable of directly interfacing to an I/O device or
a subsystem computer. The I/O network, as it is known, is a set of redundant
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and flexible connections between the central computer complex and the local
processors and I/O devices [ 36,37 ]. Since the performance evaluation
project does not include any I/O activity, the I/O details are largely
irrelevant to the present discussion. Suffice it to say, then, that a teletype
unit, interfaced to the computer through one of the network nodes, is used
to control the performance evaluation experiments. In addition to this,
there is also a 300 characters /second optical tape reader that is used initially
to load programs and data into the main memory as well as to load the
microprogram into the microprogram memory.
4.3 Processor Architecture
The internal structure of the processor elements is shown in Figures
4.2 and 4.3. It is basically an accumulator-oriented machine. That is, in
all two-operand instructions (such as add) one operand is assumed to be
the accumulator. The processor then need fetch only one operand from
the scratchpad to execute the instruction. The other registers shown in
Figure 4.3 are used by the microprograms only, and are unavailable to
the user. The only exception is the Processor Status Register or the PSR.
It is an eight-bit half-register which can be used by the programmer to
reflect current status of the processor. It is used for performance evaluation
purposes as explained in a later section.
Turning our attention back to the processor architecture, an advantage
of an accumulator-oriented machine is that it shortens the instruction width
(in terms of bits per instruction). The disadvantage is that all intermediate
results must be transferred from the accumulator to the scratchpad. Since
the basic design philosophy calls for triplication and majority voting of all
processor units to mask failures, the system does not employ any error
detecting and/or correcting codes within the processors. The reasons for
this choice have been amply discussed by Hopkins [19].
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The processors are driven by a common redundant clocking
mechanism. Each clock pulse results in the execution of a single microin-
struction. The steps within each microinstruction, the so called nanosteps,
are timed by a high frequency internal timer independent to each processor.
The building blocks used in the CERBERUS processors consist mostly of
small scale and medium scale integrated circuits using Transistor
Transistor Logic.
The CERBERUS instruction set can be divided into two types of
instructions:
1. those that are executed out of the scratchpad or the scratchpad
instructions and
2. others that are executed out of the main memory or the main
memory instructions.
When a processor executes instructions out of the main memory it
continually occupies the main memory bus. Other processors during that
time are prevented from accessing the memory. In the scratchpad mode
a processor does not occupy the bus. Most of the instructions are of the
scratchpad type. The main memory instructions include those that begin
and end a job, transfer information between the main memory and the
scratchpad and transfer control to a different part of the program. These
instructions, in general, control the flow of the program.
4.4 Microprogram and Scratchpad Memories
As pointed out in the preceding section each processor is provided
with a copy of the microprogram. This microprogram resides in a random
access semiconductor read/write memory with an access time of ap-
proximately 200 nanoseconds. The reasons for choosing a read/write
memory are obvious. The microprogram and hence the whole instruction
set can be changed at will, and this is important in an evolving system or
a bread board. The disadvantage of such a memory over a ROM (read-only
memory) is that it is comparatively less reliable. There are 32 256-by-1
memory chips in the microprogram memory; therefore it can hold a
maximum of 256 microinstructions, each of which is 32 bits wide. The
scratchpad that goes with each processor is also composed of sixteen of
the same elements. Thus each scratchpad can hold 256 instruction and/or
data words since each machine language instruction is 16 bits wide.
All programs begin and end in the main memory. A typical sequence
of actions taken by a processor to execute such a program may be as follows.
Let us assume that a processor has determined the job that is to be run
next and has obtained its starting location. The processor may do this by
running the executive program. It then proceeds to execute the new program.
The first few instructions (main memory instructions) of the program would
move a block of (scratchpad) instructions and any relevant data into the
scratchpad. Having done this the processor would release control of the
memory bus and begin to execute the scratchpad instructions. At some
point it would become necessary to return to the main memory mode for
any one of the following reasons;
1. return results ,
2. obtain more instructions/data,
3. end of the program.
The processor would then wait until enabled to talk on the bus. A
processor may go through a number of such cycles to complete a program.
The last instruction of all programs must be 'ENDJOB'. This results in
transfer of control to the Executive. If another processor is running the
Executive at that time the processor that just became free would have to
wait until the Executive is unlocked. The last instruction of the Executive
is 'BEGIN'. Execution of this instruction results in the release of the
Executive and transfer of control to the starting location of the job to be
run next.
4.5 Main Memory Interface
The memory interface unit shown in Figure 4.4 is a very versatile
unit and does more than just control access to the memory bus. It has a
sixteen bit wide parallel majority voter to vote on the three bus lines coming
from the three processors. This is, of course, done only in the TMR mode
of operation. It has a look-ahead capability which can be used to cut down
instruction or data fetch time. It also has logic to set, reset or invert
bits in main memory.
The processor talking on the bus sends a command to the interface
unit specifying the type of operation to be performed such as read/write,
bit operations etc., and the number of words to be fetched/sent, among
other things. The interface interprets the command and takes appropriate
actions. It also has a timer so that it can disable a processor after a
certain length of time. This way a failed processor is prevented from
making the bus unusable. The main memory can be divided into two parts;
one to hold instructions and the other for data. The memory interface
unit has the logic to compare addresses of all write requests and thus
disallow any overwrites into the instruction area.
4.6 Instruction and Bus Speeds
The processor speed is determined by the clock speed. The clock
frequency is 680 kilocycles per second. A processor therefore executes a
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TABLE 4.1
TABLE 4.2
BLOCK SIZE BUS SPEEDWORDS/SEC
256 220,000
128 215,000
64 205,000
32 187,000
16 160,000
provided to use current values of location counters as operands in a program
statement. Other pseudo-operators are provided to define symbols and
constants, to signal start and end of the program as well as to separate
various Control Sections (CSECTS) within a program. The CAL also accepts
comments on each statement or between two statements for purposes of
program documentation. An example program written in CAL which is
actually used to interface the system to a teletypewriter unit is listed in
Reference [ 7].
4.8 Cross Assembler and Linkage Editor
Translation of source programs which are written in CAL into an
object code acceptable to the machine is done by an Assembler program.
The Assembler itself is coded in the IBM 360 Assembly Language and runs
on an IBM 360/75 system. Such an assembler that runs on a computer
other than its target computer is known as a cross assembler. The reasons
for not assembling programs on CERBERUS itself are two-fold. First, it
would be fairly difficult, if not impossible, to fit an assembler program
into the 4096 word CERBERUS memory. Second, in the absence of a cross
assembler the self-assembler program itself would have to be translated
into the machine language by hand. This second limitation ceases to be
applicable once a cross assembler has been programmed and is running.
The CAL Cross Assembler, hereafter referred to simply as the
Assembler, has two passes, i.e. it goes over the source program twice.
In the first pass it basically makes a symbol list and assigns values to all
the symbols defined in the program. More than a thousand different names
or symbols can be used in a single program. While assigning values to
symbols the Assembler will flag any names used more than once. In the
first pass, then, the Assembler collects certain information used later on
for assembly.
In the second pass the Assembler produces a word of object code
for each statement, except for comments and statements involving some
pseudo-operators, of the source code. It also formats the object code and
punches it on a paper tape in a form acceptable to the machine. The first
step in the translation procedure is identification of the operator. The
Assembler looks through a table of valid pseudo-operators for a match.
If such a match is found it takes action appropriate for that pseudo-op.
For example, if the pseudo-op was ORG (origin) it would initialize the
location counter(s) to value(s) specified in the operand field(s) of the source
statement. No object code is produced by this statement and the Assembler
goes on to work on the next statement. If no match is found then the Assembler
looks through the instruction mnemonic (opcode) table. In case the operator
being compared is a valid opcode a match would be found and its value
would be obtained from the table. In addition to this the Assembler would
also determine the type of the instruction from the opcode table. The
instructions are divided, according to the number and type of operands
required, into seven different categories. There is a separate routine to
handle each category of instructions. This makes it easier to assemble
different parts of the source statement into object code and also helps in
diagnosing assembly language errors.
The Assembler converts other fields into their respective nurmerical
values with the help of other tables. For example, it looks into a Mode
Table for the type of addressing (indexed, indirect etc.) and into a Symbol
Table to obtain values of operators that are not defined numerically. Many
diagnostic aids are also provided. For example, symbols not defined in
the program or invalid opcodes are flagged as errors by the Assembler.
The Assembler produces two different forms of output: a punched paper
tape ready for loading into the CERBERUS main memory, and a printed
output showing object code and addresses beside each source statement.
Assembly errors may be found and corrected at once by assembling the
program on-line using the time sharing facilities of the System 360. A
listing of an example of an on-line session is shown in Reference [ 23].
A Cross Linkage Editor is also avaiable to link-edit and assemble
CERBERUS programs.The Linkage Editor differs from the Assembler only
in one respect. It has the capability of assembling many inter-related
separate programs and producing a single machine language program. By
interrelationship we mean that one program mayuse variables or operands
defined or produced in another program. The program that uses operands
or names from another program declares these names to be EXTERNAL.
The program that defines or produces these same names declares them to
be GLOBAL. The Linkage Editor then takes care of transferring values of
GLOBAL operands from one program to another. In order to do this another
pass over the source code is necessary. The Linkage Editor is therefore a
three pass assembler, In addition to passes one and two of the assembler
it has a pass zero which precedes the other two passes. In pass zero the
linkage editor goes over all the programs once making a table of GLOBAL
symbols and assigning values to these symbols. This table is later on
used by pass one to obtain values of EXTERNAL symbols in each program.
The Linkage Editor can accommodate over a thousand different GLO-
BAL symbols for all programs and about the same number of local sym-
bols for each program in its tables. Up to four thousand lines of source
code may be assembled by the Linkage Editor in a single run.
4.9 Special Instrumentation
A real time clock was added to the multiprocessor to facilitate
simulation of a real time environment and workload. The CERBERUS clock
drives the real time clock through a variable divider. The least count of
the clock may be changed from approximately 2 microseconds to 0.376
milliseconds using the divider. The CERBERUS clock frequency is assumed
to be 680 KHz. The real time clock represents the current time as a
16-bit wide word. One or more processors may copy this word
simultaneously into their respective scratchpads by executing an instruction
TIME. However, since this word overflows in approximately 25 seconds
(with the highest possible least count) it is necessary to keep track of real
time by using a double precision word. This is done by reserving two
words in an executive data base for real time. Every time the Executive
is run this double precision time is updated. This strategy will succeed if
the Executive program is run at least once in 25 seconds. This is guaranteed
to happen if the jobs are of comparatively much shorter duration, say several
seconds at most, which is presently the case.
There is also a hardware Performance Monitoring Circuit which was
added specifically for the purposes of evaluating system performance.
Figure 4.5 shows details of the circuit. Basically there is an 8-bit wide
Processor Status Register or PSR in each processor. The high order four
bits of this register may be set to a desired value under program control.
By letting each value correspond to a unique processor state (such as idle,
waiting for executive, running executive), we can break down the processor
time into as many as sixteen different categories. The duty cycles of
processor states as indicated by the PSR contents are displayed on a set
of DC milli-ammeters. The contents of the PSRs are routed to the three
meters through a set of state selectors, processor selectors and low pass
filters as shown in the figure. The function of the state selectors is obvious.
Duty cycles of any one or a combination of states (e.g. running executive,
waiting for executive or running and waiting for executive) may be chosen
by the state selector to be displayed. The processor selector allows one
to display the duty cycle for one particular processor or a combination of
them. For example, one may display the percent of time processor one is
busy running a useful task or one may choose to observe the percent of
time all three processors are simultaneously busy running useful tasks.
The function of the low pass filter is to suppress high frequency motion of
the meter needle so that the needle would point to a steady time averaged
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value. The processor time was divided into the following five categories
in the performance evaluation experiments.
1. Idle
2. Running Executive
3. Running a useful task
4. Using or waiting for the memory bus
5. Waiting for the Executive.
This will be discussed in greater detail in the next chapter.
Various details of the CERBERUS multiprocessor system can be found
in References [ 1,12,13,23,31].
CHAPTER V
MULTIPROCESSOR PERFORMANCE EVALUATION EXPERIMENTS
5.1 Introduction
The goal of the present study has been to evaluate performance of a
multiprocessor computer system in a real time environment. The
architectural details of such a multiprocessor, CERBERUS, have already
been described in the preceding chapter. The general purposes of
performance evaluation as well as the numerous evaluation techniques used
have also been discussed in the earlier chapters. What is intended to be
done here is to report on a specific situation studied, the evaluation techniques
employed, the performance criteria used, and the results obtained.
Let us, first of all, explore in detail the characteristics of a typical
real time situation faced by a computer. This can be done by analyzing
the job-mix of a real time application. Mallach [ 28,29] for example, has
developed an estimate of the tasks that an aerospace guidance computer
may have to perform by analyzing the jobs taken from the computer programs
written for the Apollo lunar mission. We shall recapitulate here in short
his assumptions and findings.
The largest computational loads maintained on the Apollo Guidance
Computer during the mission were imposed during the descent phase of
the lunar landing. The programs were analyzed to determine their execution
times in terms of the number of instructions executed, data requirements,
and cylic execution rates for periodic jobs. Forty three distinct job sequences
were identified in this phase of the mission. Of these 22 were found to be
periodic in nature remaining active all through the landing phase. The
rest of the jobs were either initiated by crew command or by another job.
Most of these non-periodic one-time jobs are also required to be started
at definite points in time. Let us concentrate our attention, however, on
periodic jobs which constitute the major part of the total computational
load on the system. A breakdown of the periodic load by execution time
(in terms of number of instructions) and iteration period is shown in Tables
5.1 and 5.2.
Looking further into the nature of functions actually performed by
these jobs we find that the job responsible for the central navigation loop
is the longest of all (approximately 10,000 instructions) and is repeated at
an interval of two seconds. The digital autopilot function is one of the
most frequently executed jobs (every one tenth of a second) and is about
500 instructions long. Other jobs executed at this high frequency are mostly
concerned with displaying information and monitoring crew commands.
Some other moderately long jobs are thrust axis gimbal control (464
instructions), acceleration (212), and gyro torque calcuations (165). Each
of these three jobs has an iteration period of two seconds.
Digital autopilot, navigation, gimbal controls and other jobs involve
measurement of certain variables (probably at known times), estimation
or computation of errors, and finally digital filtering and determination of
actuator commands (in case of autopilot) or position (in case of navigation
for example). In short, the computer is involved in digital compensation
and control of many loops simultaneously. Each of these loops resembles
a typical sampled data control system. This same type of job-mix, though
not necessarily of the same composition in terms of job lengths or iteration
periods, is likely to be encountered in other real time applications too.
Examples include chemical process control, nuclear reactor control etc.
Having seen the nature of the workload, let us now discuss how these jobs
TABLE 5.1
ITERATION NUMBER
PERIOD OF
MSEC JOBS
120 4
240 1
480 5
2000 12
TOTAL 22
TABLE 5.2
EXECUTION TIME NUMBER
(Number of OF
Instructions) JOBS
0-20
20-40
40-60
60-80
80-100
100-200
200-1000
> 1000
TOTAL
3
3
3
3
2
4
3
1
22
may be actually scheduled for execution. There are two approaches to the
problem of scheduling. These are discussed in what follows.
5.1.1 Synchronized Job Load
In this case the periodic load is completely prescheduled in such a
fashion as to load the computer slightly less than one hundred per cent
(maybe as low as 60-70 per cent). The non-periodic one-time jobs are
scheduled by the computer for its otherwise free or idle time. This situation
is depicted in Figure 5.1. In this figure the job lengths are proportional
to the widths of the boxes. The jobs are started at the points marked on
the time scale in the same figure. All jobs with the same iteration period
have been lumped together and the details of their relative schedule are
not shown. It is seen that when the total periodic load is scheduled in this
manner all jobs would be executed on time leaving the computer free part
of the time. This idle time may be used for non-scheduled or low priority
jobs.
5.1.2. Asynchronous Job Load
A second approach to scheduling the work load is not to schedule the
jobs at all. Eventually of course each job must start at a certain point in
time. However in this approach to the problem no time slots are assigned
to jobs a priori. Each job, whether periodic or not, is executed as it becomes
due if a processor is available. Some priority scheme may be used, for
example, to give repetitive jobs a higher priority than the non-periodic
ones.
Let us now discuss the pros and cons of each strategy. First of all,
to be able to preschedule and synchronize the workload one must know the
detailed characteristics of the job-mix such as iteration periods, execution
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times and relative order of execution, if any. In most real time situations
this information would be available, though not necessarily sorted out in
the form needed for scheduling purposes. In short the information may
have to be determined laboriously. Second, the workload and its characteris-
tics may change from one phase of a mission to another. In addition there
may be a transition period between two phases where one set of jobs
terminates and another set begins. Prescheduling would have to take care
of all these situations. Third, most real time applications are likely to be
very sensitive to computer failures. Therefore the computer systems would
have to be fault-tolerant. Using a fault-tolerant computer does not, however,
guarantee a toal immunity to faults. -What it does imply is that a single
fault will not cripple the system completely, but may degrade or reduce
the system capacity. This is what is known as the graceful degradation
property of certain fault-tolerant systems. What would be the impact of a
reduced computing capacity on job scheduling? If prescheduling loads the
system to near saturation, which may be totally acceptable in the absence
of failures, a slight degradation in capacity may lead to inordinately long
job queues. A new scheduling or a selective job execution may be needed
under these circumstances. This too would have to be preplanned in the
system. On the plus side, the advantage of synchronizing the job load is
the ability to execute programs without delays, possibly utilizing a higher
system capacity.
In the case of the second approach, where the jobs are executed in
the order they are scheduled, one only needs to know the total loads imposed
on the system during various mission phases. Degradation in capacity
would no doubt affect both strategies. However in the second approach a
degradation in capacity is equivalent to an increase in the load factor, the
consequences of which are easier to predict and plan for. Also, last minute
changes in computer programs, such as a change in the iteration frequency
of a job, or the addition of a new job, does not affect this strategy at all.
Often a point cited in favor of synchronizing the job load is the argument
that synchronizing the job load in the face of graceful degradation or other
adverse conditions may not help, but will certainly not hurt the system
performance. That, however, is not evident and may, in fact, be a false
assumption. That is, a badly scheduled system may or may not perform
better than a simpler strategy of executing jobs at the times for which
they are scheduled. Even with a synchronized job load the only way to
predict system performance in the face of adverse conditions will be to
consider the load as totally random and not synchronized.
The schedule of synchronized jobs shown in Figure 5.1 is for a single
processor system. That is, no two jobs overlap in the time frame. For a
multiprocessor system this schedule would have to be altered to reflect
the simultaneous execution of many jobs. In addition it would be necessary
to have an idea of the processor conflict in sharing memory, Executive
program and other resources.
5.1.3 Scheduling Strategies for an Asynchronous Job Load
Within the confines of an asynchronous job load a number of alternatives
exist for choosing the order in which to run jobs. The simplest of all
strategies is the 'First-Come-First-Serve' (FCFS) philosophy. Other more
exotic schemes may utilize criticality of job function etc. as a priority
criterion. For example, an aircraft control function such as an autopilot
job may have priority over a navigation job while the navigation job would
take precedence over a display routine. Such priority schemes increase
the system management overheads, do not improve the overall computer
performance and have to be implemented as a necessity to guarantee a
certain response time to a privileged class of jobs. On the other hand if
one could rearrange the jobs based on their total running time (i.e. the job
lengths) there may be a possible improvement in performance as compared
to the simpler FCFS scheme. For example, executing the shorter jobs
first would reduce the mean job starting delay as shown by the following
simple example.
Consider a uniprocessor system with no Executive overheads. Let
there be two jobs in the waitlist due at the same time. Assume that job A
is of duration L and job B is of duration 1 (1<L). Running the shorter job
(B) first results in a mean delay of 1/2 while in the other case the mean
delay would be larger (L/2). A little thought shows that no matter what
the waitlist looks like, executing shorter jobs first will always result in a
smaller mean delay.
Now let us turn our attention to a multiprocessor system, say, with
two processors. Consider a situation exemplified by Fig. 5.2.It is seen
that by the time a processor becomes available job A is overdue by 11 and
job B is also due. The mean delay will not be affected by a choice of jobs
as long as another processor becomes available before P1 completes its
present job (A or B). In this case the mean delay is (11+12)/2. However
the delay distribution depends on the order in which the jobs are run. If
the shorter job is given higher priority, then the two delays are 0 and
11+12. In the normal FCFS schedule the delays would be 11 and 12. Therefore
the SJF (Shortest-Job-First) schedule seems to
1. widen the delay spread and
2. increase the short delay probability
while keeping the average delay constant.
Of course, the mean delay will decrease a little if P1 were to complete
job B before another processor becomes free. The higher the number of
processors in the system the more unlikely this will be. On the other
hand the shorter job B is compared to A (higher job length dispersion) the
more likely it will be.
This simple illustration shows that although the SJF strategy may
perform only a little better than the FCFS schedule for a multiprocessor
it might be interesting to see just how well the two stand up to each other.
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Figure 5. 2. Short Job Vs. Long Job
A section of the next chapter describes the multiprocessor system
performance results for the two schemes.
The aim here is to investigate the impact of job-mix characteristics
on computer performance. This will be done by executing a set of
pseudo-jobs or a synthetic workload on an actual system, CERBERUS.
The pseudo-jobs do not perform any useful functions other than to simulate
all the characteristics of a real life situation faithfully. The workload is
parameterized in such a manner as to facilitate an easy variation of its
characteristis. At the core of the experiments is a program called the
Executive. This is a floating Executive, i.e. any processor may run this
program. The Executive performs a number of functions. It keeps the
waitlist of jobs ordered. It is also a process scheduler and job dispatcher
since it extracts the job to be run next. The Executive also performs
some other functions which are necessary only for performing evaluation
experiments such as collecting job start delay statistics etc.
The following sections describe in detail the synthetic workload, the
Executive and other simulation software.
5.2 Synthetic Job Mix
The synthetic workload executed in the performance evaluation experi-
ments has been tailored specifically to reproduce only the periodic jobs
encountered in a real time situation. Non-periodic one time jobs or other
low priority tasks would normally be executed only when no periodic job
is due, and a processor is available. Therefore our artificial workload is
general enough for predicting system performance with respect to the
periodic load. The total workload here consists of twenty five such periodic
jobs. The reasons for selecting this number are as follows. This number
is large enough to make the job-mix parameters, to be described shortly,
significant. Second, the waitlist (a list of all jobs in the system) remains
small enough to be accommodated all at once in the scratchpad and still
leave some room for instructions. There is, however, no limit on the
number of jobs which can be handled as such. If the waitlist becomes
large it can be divided into smaller parts. This would make the programs
that process this file slightly more complex. The results obtained with 25
jobs would still be valid in such situations. Each job in this workload is
defined completely by four parameters, i.e., number of instructions, iteration
period, and two bus load parameters. These are described in the following
paragraphs.
1. Number of Instructions
The number of instructions determines the length of the job. The
pseudo-job executes a main loop of instructions K times. There are
approximately ten instructions of the LOAD and STORE type (with direct
addressing mode) in this loop. Thus the job length, KX10 instructions,
may be varied by specifying the parameter K. A different value of K may
be chosen for each of the 25 pseudo-jobs. This is true of the other three
parameters also. As a matter of fact there are four tables, called the
parameter tables, one for each parameter in the main memory, that must
be filled with appropriate values before each run of the experiment. The
system load can be varied from zero to one hundred per cent by changing
the iteration frequency of the jobs.
2. Bus Load
Each processor in a multiprocessor system must obtain a certain
number of words from the shared storage during the course of executing a
job. If each processor has a copy of all the programs in its own dedicated
memory, then the words to be fetched from the shared memory would only
be data words. In case of partial replication of programs some instructions
would also have to be fetched. In the absence of any replication all program
instructions must be read from the memory. The load imposed on the
memory bus therefore depends upon the strategy used. The number of
words fetched by each job in the artificial workload is determined by a
pair of parameters L and M. Two parameters are needed to control the
total bus traffic generated by each job as well as the length of each
transaction. Each pseudo-job transfers a block of length L, i.e. L words
of instruction/data, between the main memory and a processor scratchpad
in one transaction. The frequency of this transaction is determined by M.
The main loop of the pseudo-job described earlier, consisting of about ten
instructions, is executed M times between the two main memory transactions
of a job. The total volume of traffic thus generated on the bus is approximately
K.L/M words for each job. For example, for K=450, L=128 and M=19 there
will be 23 main memory transactions of 128 words each fetching a total of
2944 words during a job step.
3. Iteration Period
Each job is repeated at an interval of N time units. The time unit
used here is the least count of the real time clock. This is the parameter
that also controls computational load on the system for a given set of the
other three parameters. The system load can be varied from zero to one
hundred per cent by changing the iteration frequency of the jobs.
The overall job-mix characterics may, thus, be represented by the
distribution functions of four parameters viz. K, L, M and N. For example,
if all the parameters are assumed to have a normal distribution (the actual
distribution function may of course be different for each parameter) we
would describe the job-mix characteristics by four mean values and the
corresponding standard deviations. The computer program, called the job
program, for all the pseudo-jobs is the same. Only the parameter values
are different. Therefore the address of the job in the waistlist actually
points to its values in the parameter tables. Once the Executive has obtained
the address of the job to be run next it can read the values pointed to by
the job address and substitute them directly into the job program. The
parameter values, however, are transformed before substitution in order
to save some preparatory time of each run of the experiment. The
transformation is two-fold. The parameter value is multiplied by a constant
and then added to another constant that may be positive, zero or negative.
Thus there is a pair of global constants for each of the four parameters.
This allows one to choose a desired distribution of each parameter by
choosing appropriate values for these constants before each run without
actually modifying the complete tables.
5.3 The Waitlist
The waitlist is an ordered list of all jobs waiting to be executed.
Here the term 'waiting' does not imply already overdue jobs. Rather it
means jobs that have been scheduled in advance to start at a certain time
and which therefore must wait until they become due. The ordering of the
list is done by the job start times alone. This is not the same as the
First-Come-First-Serve scheduling policy. For example, if the job on top
of the list is due ten units of time from now it would be executed first only
if no other job is inserted in the list ahead of it during these ten time
units. However, if two or more jobs are due at the same time (or overdue
at a given instant) then one of the two schemes described will be used to
choose the order of jobs. These are First-Come-First-Serve (FCFS) and
Shortest-Job-First (SJF).
Each job entry in the waitlist occupies six words as shown in Figure
5.3. The first two words indicate the (double precision) absolute time at
which the job is supposed to start. The next word in the job entry is divided
into two half-words which contain the job address and the queue position.
The job address, as descibed earlier, simply points to the relative position
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of parameter values of the job in the parameter tables. The queue position
will be explained a little later. The next two words point to entries
corresponding to jobs that are due immediately before and after this job
respectively. That is, each job is linked to its predecessor as well as
successor through pointers or links. The job due first has no predecessor.
Therefore its backward pointer is null. Similarly the forward pointer of
the last job is also null.
It is necessary to chain the waitlist, at least in one direction, to
keep the list ordered since the job entries themselves always retain their
physical places in the list and are not moved around. Also it is sufficient
to chain the list only in one direction to process the file either to obtain
the first job or to insert another job in the list at its appropriate place.
However by chaining the list in both directions the search can proceed
either from top to bottom or vice versa. Before starting the search, if we
knew approximately that the correct position of the new job to be inserted
in the list is in the lower half of the list we would then begin to search
from the bottom. If the opposite were true the search would begin from
top. However it is necessary to know the approximate position of the job
in the queue in order to cut down on the file search time. This is where
the job queue position indicated by half of the second word of each job
entry comes into play. It tells us the queue position where the same job
was inserted last time. Jobs that have a relatively smaller iteration period
compared to the average iteration period of all jobs are always likely to
be inserted towards the top of the list. The opposite is true of jobs with
relatively larger time periods.
The last word in the job entry keeps track of the job starting delay.
The time at which the Executive picks up the first job is recorded as the
actual starting time of the job even though the job does not get started
until some time later when the Executive terminates. This job starting
time is used to compute the starting delay of each job step. A job step is
defined here as one iteration of a job. The first entry in the waitlist is
the head of the waitlist. The first two words in this entry indicate the
double precision absolute time. This time is updated at the beginning of
each Executive run. The next word is not used. The next two words are
the pointers to the first and the last job in the queue. The last word, the
Processor Status Word (PSW), indicates the status of the processor
controlling the Executive. This word indicates one of the two modes: IDLE
or EXECUTIVE. This will be explained in greater detail in the following
section.
5.4 The Executive
The Executive program actually performs all those functions which
would be called for in a real system as against pseudo-jobs which only
consume various system resources but do not perform any real function.
In addition the Executive also collects certain system performance statistics.
Since most of the Executive activity is concerned with manipulating the
waitlist only one processor can be allowed to run the Executive program
at any given time. Therefore there is a lock associated with this program.
As described earlier this lock is automatically administered by the
microprogram. Upon executing the last instruction of a pseudo-job which
is always 'ENDJOB' the processor begins the Executive program if it is
available or else waits until the program does become free. The major
functions of the Executive in a real time application are:
1.Accept requests for jobs,
2. dispatch jobs and
3. keep an ordered list of all jobs.
It would also need to keep track of all the resources if it were a
dedicated Executive. However since this is a floating Executive that function
is obviated.
In general the first two functions listed above are quite independent.
In other words, when a processor becomes free it runs the Executive to
obtain the job due next. This is the job dispatch function. The Executive
must also insert job requests in the waitlist whenever such requests are
received. , Most often a periodic- job would place a request for its next
iteration some time during its present run. It may also place requests
for other jobs, and occasionally there may be such a request from the
crew or the operator. In the present set of experiments some of these
fine points have been ignored. It is assumed here that each periodic job
calls itself by placing a request in the waitlist and each job places one and
only one such request. The total number of jobs in the system therefore
remains constant. The Executive functions, then, may be briefly restated
as follows:
1. Obtain address of the job due next,
2. place a request for its next iteration in the waitlist and
3. reorder the waitlist.
When a processor begins to run the Executive it must first of all
find out if a job is ready to run. To determine this the processor obtains
the starting time of the job due next and compares it to current absolute
time. If this is greater than the current time the job is not due yet. In
this case the processor has a choice of two actions. It could relinquish
the control of the Executive and go into a wait loop before coming back to
the Executive. Alternatively, it may retain control of the Executive until
the job becomes due. The processor should release the Executive program
if the program might be needed by another processor for a purpose other
than obtaining the next job. For example, another processor might want
to place a request for a new job in the waitlist. However, as outlined
earlier every job calls itself before starting out and no other job requests
are placed in the waitlist. Therefore in this case it would be unnecessary
to release the Executive. This is the strategy adopted in the simulation.
That is, the processor retains control of the Executive and waits until the
first job becomes due.
During this time the processor, even though it controls the Executive,
is really idling. Therefore it switches its status in the Processor Status
Register to 'IDLE'. Also, as described in the preceding section, there is
a Processor Status Word (PSW) in the main memory. This word indicates
the status of the processor controlling the Executive. The processor
switches the PSW to 'IDLE'. Therefore when another processor becomes
free and finds the Executive locked it (the new processor) would switch
itself into 'IDLE' mode. It would change its status from 'IDLE' to 'WAIT
EXECUTIVE' when the processor controlling the Executive switches the
PSW from 'IDLE' to 'EXECUTIVE'.
If the first job in the waitlist, pointed to by the first job pointer in
the head of the waitlist, is overdue the processor records the delay in
starting the job if using the FCFS policy. For SJF schedule it looks through
the waitlist to compare job lengths of all jobs overdue and determine the
address of the shortest job. Having done this it obtains the job parameter
values, pointed to by the job address, from the parameter tables. One of
these parameters is the job iteration period. The processor transforms
the iteration period (as well as other parameter values) and computes the
time for the next cycle of the job by adding the iteration period to the time
the job was supposed to start. This way a delay in one cycle of the job
does not result in a loss of an iteration of the job. This is necessary to
maintain the required frequency of iteration of the job.
To reorder the waitlist an appropriate search procedure as indicated
by the job queue position is begun. The pointers in the job entries are
adjusted when the new position for the job is found and the queue position
also is updated accordingly. The processor then transforms and substitutes
the job parameter values K, L, M in the job program to compose a pseudo-job
ready to run. The last instruction of the Executive is 'BEGIN'. This releases
the Executive and the processor begins to execute the pseudo-job.

CHAPTER VI
EXPERIMENTAL RESULTS
6.1 Introduction
Various aspects of the performance evaluation experiments have been
described in the preceding chapters. These include the experimental
facilities of the CERBERUS multiprocessor and associated instrumentation,
the simulation workload and the job dispatch strategy. To recapitulate
briefly, the workload, or the job mix, is composed of twenty-five periodic
jobs. That is, all the jobs are repetitive and due at specific times. The
priority of a job is determined by the time at which it is supposed to start.
Two strategies are used to dispatch jobs due at the same time: i)
First-Come-First-Serve and ii) Shortest-Job-First. Each job is
characterized by four parameters: the job-length, the job iteration period
and the magnitude and distribution of the memory bus traffic generated by
the job. Values of all these parameters are chosen prior to each run of
the experiment. There is a single ordered waitlist which contains pertinent
information about each job step, e.g. its starting time, a pointer to its
parameters etc.
Two different kinds of statistics were gathered from the simulation
experiments. The first type is concerned with system utilization. All the
results concerning the breakdown of processor time have been collected
under the broad heading of system utilization. The second type concerns
the distribution of job starting delay.
It is convenient at this point to define a few parameters which are
used hereafter to describe the results. First of all, the per cent system
load is defined as (100 minus per cent idle). In other words the per cent
load includes the per cent of time a processor is busy running a job step
or the Executive program, waiting for the Executive or the memory bus
and fetching instructions/data from the memory. The load on the system
is increased by increasing the job dispatch rate, that is, by decreasing the
iteration period of the jobs. Another interesting parameter is the ratio,
R, of the mean job step length to the mean executive run time. This is a
normalized measure of the mean job step length. The third definition
concerns the measure of job starting delay. We define normalized delay
as the delay measured in units of mean job step lengths.
In the CERBERUS experimental facility, the bus bandwidth is fixed
at a value such that the rate at which instructions can be fetched by a
processor is only slightly greater than the rate at which programs are
executed. Therefore the maximum possible throughput efficiency for this
series of experiments is limited to slightly over sixty per cent. The
throughput efficiencyis defined here as the percentage of time a processor
is busy doing useful computation, i.e., running a job step, when the system
is saturated. At the saturation point there is no idle time and the load
equals one hundred per cent. The throughput efficiency may also be defined,
for loads less than a hundred per cent, as the per cent processor time
devoted to useful job step computation at a given load factor. The following
sections discuss the results obtained from the simulation experiments.
All the results of the next two sections pertain to the FCFS job dispatch
strategy. Section 6.4 compares the system performance for the FCFS and
the SJF schedules.
6.2 System Utilization
The various measured criteria of performance included the percent-
ages of processor time devoted to:
1. useful job step computation,
2. wait for and use of memory bus,
3. wait for the Executive program,
4. use of the Executive program and
5. idle time.
It was also found that useful job step computation rate is nearly linearly
dependent on the job dispatch rate for the three values of R (1, 10, 50)
investigated. This is shown in Figure 6.1. The same is true of the overhead
functions, that is, all functions other than useful job step computation and
idling, as shown in Figure 6.2. The breakdown of overheads into the three
components mentioned above is shown in Figures 6.3, 6.4 and 6.5 for R=1,
10 and 50 respectively. The effects of saturation are found to be not strong.
This indicates that there is essentially no degradation in multiprocessor
performance as far as system utilization is concerned as the job step dispatch
rate is increased. That is, the ratio of percent job step computation to
overheads remains nearly constant.
The probability distributionof iteration period was Gaussian for this
set of experiments. As mentioned in an earlier chapter, the system load
is varied by changing the job iteration periods. Since the mean job length
is different for each value of R a different value of mean iteration period
will be required to obtain a given load factor. That is, the range of variation
of the mean iteration period to obtain the full range of load factors is
different for each value of R. These values of mean iteration periods and
the corresponding load factors are tabulated in Table 6.1. The distribution
of job step length was also Gaussian in all the cases, the mean values
being 4.5, 45 and 225 milliseconds for R=1, 10 and 50 respectively. The
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TABLE 6.1
LOAD MEANR ITERATION
PERIOD MSEC
1 3 10.5
1 98 0.3
10 7 10.5
10 99 0.8
50 26 12.0
50 98 3.2
magnitude of memory bus traffic was constant for all jobs and was arrived
at by assuming a ratio of approximately 1.5 for the number of instructions
executed to the number of instructions fetched. This ratio has been obtained
by Green et al [15] by analyzing Apollo Guidance Computer jobs. For
R=10, for instance, the job length is 45 milliseconds. Therefore the job
must execute 4500 instructions, each instruction being 10 microseconds
long, and hence must fetch 3000 instructions from the main memory. The
data words per job, as found by Mallach [28], are negligible compared to
the number of instructions. The bus traffic was divided into blocks of 128
words and distributed uniformly over the entire length of the job.
To study the impact of the job length distribution on the system
performance the standard deviation of the normally distributed job step
length was increased from 4.5 milliseconds (10% of MJSL) to 35 milliseconds
(80% of MJSL). Qualitatively the wider distribution caused the per cent
overheads to increase and the per cent useful job step computation to decline
as shown in Figures 6.1 and 6.2. The quantitative impact, as shown in the
same figures, was, however, not significant at all.
Figure 6.6 shows throughput efficiency as a function of R for various
values of load factors. It is seen that when the job lengths and the executive
length are comparable (R=1), the multiprocessor throughput efficiency is
approximately 40 per cent of its value when the executive length is an order
of magnitude less than the job length (R=10). Further shortening of the
Executive produces diminishing returns as evidenced by the low slopes
corresponding to R>10. Shortening of the Executive is equivalent to making
the job steps longer as far as the system performance is concerned. The
only important parameter is the ratio of the mean job length to the mean
executive length.
The efficiency of the executive program becomes an important issue
when job step lengths are shortened to a point comparable to the executive
length. For one thing, the executive program itself consumes a large
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proportion of available resources. More significant, however, is the impact
of the executive's lockout of other processors waiting for a new job step.
With only three processors running, executive lockout accounts for about
27 per cent of all processor time at full load when R=1. With more
processors running, this would clearly rise. When job steps are longer,
executive lockout time is less of an issue. When R=10, it drops to 3 per
cent at full load, and when R=50 it is down to 0.5 per cent.
The remaining overhead time is spent in waiting for the memory
bus and fetching the programs. It is assumed that all the programs reside
in the shared storage module. If, however, each processor were to have a
copy of all the programs the throughput efficiency could be increased
significantly. This is clearly demonstrated by the results shown in Figures
6.4a and 6.7. Figure 6.4a shows for R=10 the per cent processor time
devoted to job step computation when all programs must be read from the
main memory. Figure 6.7 shows the same performance criterion for the
same value of R when each processor is provided a copy of all the programs.
The throughput efficiencyat saturation increases from 55% to slightly over
80% in this case.
6.3 Job Starting Delay Distribution
The importance of job starting delay as a performance criterion in
a real time system can not be overemphasized. Extensive measurements
regarding the probability distribution of the delay were made in the
simulation experiments.
Figure 6.8 shows the normalized mean job starting delay as a function
of the load, i.e., the normalized job step dispatch rate. The normalized
delay decreases as the ratio of the mean job step length to executive running
time is increased. This is due to the fact that the higher the ratio R, the
lower is the probability of executive access conflict between processors.
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For each value of R the mean delay function increases without bound as
the load approaches saturation, as found by Mallach [28] and Rosenberg
[35].
In some real time applications the important performance criterion
may be the absolute rather than the normalized measure of mean starting
delay. In other words the maximum limit on the mean delay may be specified
in time units. Therefore it is instructive to look at the mean delay statistics
from this point of view also. Figure 6.9 shows the mean delay, measured
in milliseconds, as a function of the mean job step length for three values
of the system load. It is seen that a linear relationship exists between
these two parameters, with the slope of the function increasing rapidly
with the system load. Also, while the normalized delay decreases with R
the absolute delay increases with R.
The next set of figures shows the probability distribution function
(PDF) and the cumulative distribution function (CDF) histograms for a
number of load factors for the three values of R. The number of samples,
that is, the number of job steps from which each of these delay histograms
is derived is different for each value of R and load factor. This is due to
the fact that the run time for these simulation experiments was held constant
at approximately ten minutes. Therefore the number of samples was in
the range of several thousand for R=50 while it was several tens of thousand
for R=1. While Figures 6.10, 6.11 and 6.12 show the actual histograms
obtained from the experiments, the next two Figures (6.13 and 6.14) depict
the smoothed qualitative versions of the PDFs for R=1 and 50 respectively.
Referring to Figures 6.13 and 6.14, for low system loads the delay
distribution can be described as a monotonically decreasing function with
a very sharp initial decline indicating that a large percentage of jobs start
without an appreciable delay. These characteristics are mostly retained
for loads approaching ninety per cent. Beyond that, however, the function
shape changes considerably and for 99 per cent load the probability function,
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in fact, increases slightly before gradually decreasing with a long tail. A
monotonically decreasing function implies that the probability of a job
starting without a delay is higher than with any other value of delay. The
distribution function for R=50 is slightly more complex as shown in Figure
6.14. The high load curves have three distinct phases; a rapid initial decline
followed by a plateau and then a final asymptotic descent.
Let us turn our attention now to results regarding maximum job starting
delay. In principle, the probability of any delay, no matter how large,
occurring in practice is non-zero. This was somewhat verified in the
experiments by incresing the run time in one case to more than an hour.
The maximum delay continued to creep upward although at an increasingly
slower rate. The theoretical maximum delay, therefore, is always infinite.
However, it is instructive to take a look at various percentiles of delay.
Figure 6.15, for example, shows for R= 1 the 80 percentile delay as a function
of the system load. That is, 80 per cent of all delays fall below this function.
The 80 percentile delay doubles, for example, as the load is increased
from 50 to 75 per cent. The 99 percentile curve, however, has a slightly
different nature. It is seen that the same increase in the load factor results
only in a 50 per cent increase in the 99 percetile delay. This has some
interesting consequences. For example, the penalty to be paid in going
from a low to a high load factor operating point is not as great as the
mean delay function implies. Figure 6.15 also shows points corresponding
to the 99.99 percentile curve. The scattering of the points is due to the
small number of samples obtained. At any rate, the function tends to show
a linear behavior in the 5 to 95% load range. In other words, cost incurred
in terms of worst case delays increases only linearly with the system load.
This has also been found to be true for the higher values of R.
Figure 6.16 shows the probability of the job starting delay exceeding
a given value as a function of the system load for R=1. It is seen that this
probability approaches a linear function for zero delay. That is, the per
centof jobs that start on time decreases linearly with the load. This figure
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indicates that large system loads may be quite acceptable in real time
systems if moderate delays are permitted. Notice, for example, that if a
51 msec starting delay is permissible, then a system load of 85% will produce
delays in excess of 51 msec only 1% of the time. Zero-delay curves for
other values of R are shown in Figure 6.17.
6.4 FCFS Versus SJF
It was pointed out in Chapter V with the help of an example that for
a multiprocessor the Shortest-Job-First job dispatch strategy will reduce
the mean delay slightly, while widening the spread of the delay and increasing
the Executive overheads. The results shown in Figs 6.18 through 6.22
tend to confirm this.
Figure 6. 18 compares the normalized mean job starting delay for
R= 1 for the two strategies as a function of the system load while Fig. 6. 19
shows the probability distribution function for fifty per cent load for the
same value of R. It is seen that the delay for some jobs is reduced, there-
by increasing the probability of short delays. However this is done at the
expense of the longer jobs, thereby increasing the probability of longer
delays. The range of delays is increased considerably while the mean
delay is reduced only slightly. Also for R=1 the processor time devoted
to the Executive is up to two per cent more (depending on the load factor)
for SJF than for FCFS.
The same results for R=10 are shown in Figs. 6.20 and 6.21. Although
the PDF's for the two strategies are very close together the SJF curve
begins at a higher probability value and extends to much higher delays.
The average delay values are also approximately equal for the two scheduling
schemes. Increasing the variance of the job lengths does not impact this
significantly, as evidenced by Figs. 6.22 and 6.23.
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These results show that more jobs start on schedule with SJF, but
at the expense of other jobs which are delayed an inordinately long time.
Any gains in the average delay are likely to be nullified for a system with
a higher number of processors.
6.5 Summary
This chapter has decribed the simulation results concerning the
system utilization and the job start delay statistics. There are two points
that do not directly concern the results but are relevant to the experimental
procedure and therefore should be mentioned here briefly. First of all it -
was found that such measurements as the per cent processor time devoted
to different functions assumed their steady state values within several tens
of seconds of run time. Therefore it would be unnecessary to run the
simulation any longer if only those variables were being measured. However
the mean delay took up to several hundreds of seconds to stabilize. In
this respect the delay statistics were also sensitive to how the waitlist
was initialized. Therefore a different initial waitlist was used for each
value of R. Finally, if the run time is held constant then the sample size
or the number of jobs completed during a single run will be determined by
the job dispatch rate, that is, the load factor. To investigate the impact of
varying sample size on the results one set of experiments was run with a
constant sample size. This was done by varying the run time with the
load factor. The result is shown in Figure 6.15. In this figure the squares
correspond to the 99 percentile delay curve when the sample size is held
constant. It is seen that the circles which represent the 99 percentile
curve when the run time is held constant closely approximates the fixed
sample size curve.
Once again to summarize the results of this chapter, interesting
characteristics were discovered concerning the frequency distribution of
job starting delay' as well as the maximum job starting delay. Also two
113
job dispaching strategies, First-Come- First- Serve and Shortest-Job-First,
were compared from the performance viewpoint. It was found that the
SJF offers little advantage over FCFS while increasing the maximum delays
sharply.
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CHAPTER VII
THEORETICAL MODELS AND RESULTS
7.1 Introduction
The performance evaluation experiments conducted on the CERBERUS-
multiprocessor differ in one important respect from the usual
multiprocessor simulation studies in that rather than simulating
multiprocessor conditions on a uniprocessor they were actually conducted
on a multiprocessor. As such the experiments are more accurately described
as a combination of simulation, hardware monitoring and software
monitoring. Nonetheless, as in any other simulation study, it is necessary
to validate the present experimental results.
Two different approaches were considered for the validation problem:
a queueing network model and a Markov process model. It was found easier
to incorporate variables such as system load and performance criteria
such as job start delay into the Markov process models. The Markov process
approach was therefore chosen to obtain system utilization and job start
delay statistics.
First of all a simple birth-and-death Markov process was used to
model a situation in which the executive length is shortened to such a point
that it becomes negligibly small. In such a case the ratio of mean job
length to the executive length tends to infinity, i.e., R=oo This simple model
was used to obtain theoretical results concerning the mean delay and the
probability of starting a job without any delay as a function of the system
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load. The model was then enlarged and refined to take into account the
fact that the Executive takes a non-zero time to run. ]Results depicting
the impact of the executive run time and the ratio R were derived from
this model.
7.2 A Simple Analytical Model
For the case when R=co, it is easy to derive an expression for the
steady state probabilities for a system with m processors, and then
specialize the results to the three-processor case. Consider therefore a
queue with m independent servers (processors). The job arrivals (customers
in the queue) are assumed to follow a Poisson process with a mean arrival
rate of X jobs per unit time. The service time (running time of jobs) is
assumed to be an exponentially distributed random variable with a mean
1
value of g. The state transition diagram of such a system is shown in
Figure 7.1.
There are n customers in the system, including the ones being served,
in state Sn . Let the steady state probability of the system being in state
S n be P n - In the steady state, then, the rate of arrival into state S n
equals the rate of departure from that state. Therefore,
P 2 = Pp ±P
- P9X + 2Jp P2 P1 +
P1X + 3 yP3  2( + 2p)
Pm-2X + P m-1 IX+ (m-1)p]
PM-1X + p Pm+1 m [X+n]
Pn-1 X+nPn+ 1 n [ +1
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In addition,
Solving these
co
P 1 (7.2)
i=O
equations for the steady state probabilities [41], we obtain
Pn= T- 1 (mp)n
= T mmn
mf!
n < m
n 2t m
where T = + mp + (M) 2 +
2 !
and
m-1 m
+ (m -1 + ( p)
p = XMIA~ (7.3A)
The parameter p is the system load, defined as the ratio of the mean
job arrival rate, X , to the mean job completion rate, mp, of the system.
Substituting the value three for m in Equation 7.3A we obtain the following
expression for the steady state probabilities of the three processor system.
Pn = T1 (3p)t
= 3 ni
1 Pn
T; 7-9
n <3
n >3
where T = 2+4p+3p 23 2(1-p)
(7. 3B)
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The probability of a job starting without a delay is the probability of
finding at least one free processor when the job arrives. This is given by
PO + P 1 + P 2.
3
i. e., Prob. (delay = 0) = 1 - 2p3p22+4p+3p
Prob. (delay > 0) = 9p 3
2+4 p+3 p (7.4)
This probability function is shown in Figure 7.2 as a function of the
system load.
Now, in order to obtain the mean delay we must first obtain an
expression for the distribution function of the delay. The probability that
there are n jobs in the system when a new job arrives is P n. That is,
the probability that the new job upon arrival finds the system in state S n
is P n . The waiting time of a new job when there are two or fewer customers
in the system equals zero. When there are n customers (n>2) in the system
the waiting time of the new job equals the sum of the service times of n-2
jobs in the queue. Now, the service time of each job is an exponentially
distributed random variable with a mean value of 1/# time units. The
probability distribution function (pdf) of the service time equals P e- t
To obtain the total waiting time or delay we must sum n-2 such random
variables. The sum may be obtained by convolving their pdf's in the time
domain or equivalently multiplying their Laplace transforms in the frequency
domain [42]. Since there are three independent servers in the system,
the pdf of the service time becomes 3p e t Its Laplace transform is
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Laplace transform of the delay equals
n=
n=3
3p )n-2p
With Equations 7. 3,
£ (PDF OF DELAY) =
PDF
Therefore, mean delay =
9 3+ n-2 
-1
n=3
C9Pn(3p )n-2 tn-3p tT3 1
n=3
3
9P 3_3p (1-p)e 3p (1-p)t
2+4p+3p 2
(7.5)
(7.6)
3p3
(2+4p+3p 2 ) (ip) mean job length (7.7)
The normalized mean delay is shown in Figure 7. 3 as a function of
the system load.
Equation 7.6 is an exact analytical expression for the pdf of the job
starting delay for a system modeled by Figure 7.4. The method usedto
obtain such an expression for more complex models is outlined below.
1. Assume that the new job upon becoming due to run finds the system in
state S . This state will be denoted by S initial Si . The system state
when the new job actually gets started will be denoted by S final or Sf . In
121
R = oo
3p3
(2 + 4p + 3p )(1 -p)
2
-. J
-4
C)
0 10 40 60 80 100
PER CENT LOAD, p
Figure 7.3
122
0 0
3p 3p 3p 3-p
Figure 7.4
123
Figure 7.4 S is S . In more complex systems there may be more than
f 2
one final state. It is assumed here that the system moves from S to Sf
along a certain path as the successive jobs in the queue are completed.
That is, any state transitions due to further job arrivals are ignored. The
first step is to identify all such paths from S. to S
1
2. The second step is to obtain the pdf of each state transition in the S .- S
i f
path. Once again in the present example the pdf is identical for all the
transitions.
3. Next, obtain the Laplace transform of each pdf.
4. The fourth step is to obtain the product of all the Laplace transforms in
the S i-S f path and weigh it with the probability factor P , the probability
of the system being in state S. . The resulting expression is one term of
an infinite series. In practice the series would be finite due to the finite
number of states in the truncated Markov model.
Each initial state contributes one such term to the series. If, however,
there are multiple paths between S. and Sf, say m, then there would be m
terms corresponding to that initial state in the series. Figure 7.5 illustrates
this point. Figure 7.5 shows part of a system with an initial and a final
state and two different paths between the two states. The pdf of the rate
of transition from state Si into Si is exponential and is given by ae-at
Its Laplace transform is a Other transitions and their rates are also
shown in the figure. In this example the system would go from S . to S
__i f
via S with the probability a and via S 2 with the probability a+b Therefore1 Y~a;E2b ~
the two terms corresponding to S. would be a a 2 p. and
b b 2 a+b s+a 1
a+( s 1
5. The sum of the series gives the Laplace transform of the pdf of the
delay.
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6. The last step is to invert the Laplace transform. Steps 5 and 6 may of
course be interchanged. That is, the series may be summed after inverting
the Laplace transforms.
7.3 Exponential Distribution Markov Model
Figures 7.2 and 7. 3 are the theoretical curves for R=c. In order to
incorporate the parameter R into the model and to see the impact of the
executive length on the system performance, the state transition diagram
of Figure 7. 4 was expanded to the diagrams shown in Figures 7.6A and
7. 6B.Here P is the probability of finding the system in state S with
m, n m, n
m jobs running and n jobs waiting. Before beginning a job a processor that
is free must run the Executive. If another processor is already running the
Executive then it must wait until the executive program becomes available.
This gives rise to new states as shown in Figure 7.6. The run times of
the Executive and the job steps are assumed to be exponentially distributed
random variables with mean values of -L and I respectively. Hence thePe p
name 'Exponential Distribution Markov Model'.
The steady state equations for the transition to and from each state
are listed as Equations 7. 8.
If we approximate the infinite state birth-and-death Markov process
of Figure 7.6 by a finite state process with N states, we would then have
N+1 equations in N unknowns. Thus one of the equations is redundant. In
other words one of the equations is a linear combination of others. As a
matter of fact, each of the state transition equations is simply a sum of
the rest of the equations. Therefore by dropping any one of the state
transition equations we obtain a set of N linearly independent equations in
N unknowns, that is, the steady state probabilities. A standard Gauss-Jordan
reduction was used to obtain the numerical solution of this set on an IBM
360 computer. The equations were solved for a range of load factors for
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x+pe + 2, p 31+
For the finite state system with 4n states, the last four
equations are:
P = -POn Me 0, n-1
P n = -Ppe+p 1, n-1
p = P2n pe +2p 2, n-1
3n 3p 3, n-1
+ l P
Pe 1n
+ 2P
p + pe 2n
+ 3p p
p, +2 p 3n
(7. 8B)
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the three values of R investigated experimentally. The resulting steady
state probabilities were then used to compute the job starting delay statistics
as well as the per cent processor time devoted to job step computation,
running the executive program and waiting for the executive.
The infinite state Markov process was initially approximated by a
40-state process. The accuracy of the results thus obtained was not
acceptable for moderate load factors. The criterion of accuracy was chosen
to be the value of the steady state probability of the last four states, P -P37 40
in the present case, measured to four decimal places. The results would
be acceptable if these were all zero. The number of states was therefore
increased by 20 each time until the required accuracy was obtained for'
load factors in the range of 80-90 per cent. All the results to be presented
in this chapter have been obtained from a 120-state Markov process model.
For the purposes of delay computation it is assumed that a job is in
effect started the moment it is extracted from the job queue by the executive
program. For example, if the system is in state S when a new job arrives
1, 0(see Fig. 7.6B) it will be assumed that the new job is started without any
delay even though the executive program has to run before the job can
begin. This is how the job start delays were computed in the experiments.
Referring to Fig. 7.6 once again, it is seen that there are three final
states, viz. S0 S11 and S 21 S 01, however, can not be reached without
going through S11 which itself is a final state. The number of final states
therefore reduces to two. It is obvious from the same figure that the number
of paths between an initial and one of the final states is numerous. The
multiplicity of paths increases geometrically as one moves farther away
from the final states. Consider for instance the initial state S2. There
are two different paths between S and S via S and S respectively.22 21 31 12
Also there is a third path between S and S via S and S . Following22 11 12 02
the step-by-step procedure of obtaining the delay pdf as outlined earlier
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we see that each path from Si to Sf will contribute one term to the series.
The three terms, weighed appropriately, are
S22~S31~S21
822~12~S21
S22~ 12~ 02 S 1 1
Pe. 3p. P e
S+s 3p+s ' e +2p ' 21
2p e 2p e
2p+s e +s ' 2p+ y' +p ' 21
2p p 
_e 2p p
*2p +s s T+s ' +s' 2p + A e' A + y ' 21
The next step is to repeat the above procedure for all initial states
up to S 3, 29 which is the 120th state. Inverting each term and summing all
the terms in the time domain leads to an expression for the pdf of the job
starting delay.
This procedure, however, is too long and tedious to be of any practical
value. Some approximations are therefore in order. First of all it is not
necessary to consider all the paths between an initial state and a final
state since some paths are much more likely to be followed than others.
For instance, for R=10 ( JA = 10) the relative likelihood of the three paths
y
originating from S i2s as follows:
822~ 31~S21
S22~ 12~S21
S 22~12~ 02~ 11
10
T12
2 10
TY ' TTf
2 1
:-T -TT
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Evidently the third path is at least an order of magnitude less probable
than the other two. Hence it may be ignored. A second approximation
may be made by replacing the transition rate between states, which is actually
a random variable, by its mean value. Such an approximation considerably
simplifies the mathematics of obtaining the delay pdf. In particular, it
obviates the need for doing the algebraic manipulations in the frequency
domain. Therefore it is not necessary to compute the Laplace transforms
and their inverses. To illustrate this point further as well as to compare
the exact and approximate results, consider the simplified Markov model
of Fig. 7.4. The exact probability distribution function for this system is
given by Equation 7. 6. The exact cumulative distribution function (cdf) for
the same system obtained by integrating Eqn. 7. 6 becomes
c df(delay)
or Prob. (delay <d)
where d
= prob. (delay< t)
9p 3 e-3p t(l-p)
2+4p+3p 2
= 9P . e -3d(1-p)
2+4p+3p2 e
=normalized delay
The approximate analysis on the other hand results in the following discrete
cdf.
Prob. (delay<_)
Prob. (delay5 )
etc.
= E POi=0
E Pi
i=O (7. 10)
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(7.9)
The numerical values of the exact and approximate cdfs for three
different load factors are tabulated in Tables 7.1-7.3. The approximate
probabilities are about 2 to 5 per cent higher than the exact figures. The
resulting errors are small enough to justify the use of the approximate
procedure for obtaining the delay statistics. The results for the Markov
model of Figure 7.6, obtained by the approximate analysis, are presented
in Figures 7.7 through 7.16.
7.4 Markov Model Results
It is seen from Figures 7.7 through 7.16 that the fidelity of the results
obtained from the second model is significantly better than that obtained
from the first one. In particular, each case of R is identified separately.
Second, with the exception of the maximum delay, the overall characteristics
and nature of the theoretical curves is very similar to the experimental
ones. There are discrepancies in the numerical values, but these can
generally be explained. For instance, the Markov model did not include
the 'wait for memory bus' and 'fetch instructions from the memory' states
of the system. Therefore the theoretical values for throughput efficiency
are found to be much higher. However when 'bus wait and use' percentages
of processor time are included in the experimental throughput efficiency
figures, the differences become small. This is shown in Figure 7.8. Figure
7.9 compares for R=10 the theoretical and the experimental values of the
processor time devoted to the job step computation, the executive program
and waiting for the executive. In this set of experiments the jobs were
assumed to reside in each processor memory. That is, there was no memory
bus use to fetch instructions.
Figure 7.10 shows the normalized mean delay as a function of the
processor load for the three values of R. The corresponding experimental
curves are shown in the same figure. Figure 7.11 compares the absolute
values of the mean delay. Figure 7.12 shows the per cent of jobs that do
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TABLE 7. 1
CDF
LOAD = 25.0%
NORMALIZED DELAY APPRX. EXACT
0.0 0.9550 0.9550
0.33 0.9890 0.9792
0.67 0.9972 0.9962
1.00 0.9993 0.9954
1.33 0.9998 0.9972
1.67 1.0000 0.9994
2.00 1.0000 0.9995
2.33 1.0000 0.9998
2.67 1.0000 0.9999
3.00 1.0000 0.9999
3.33 1.0000 1.0000
3.67 1.0000 1.0000
4.00 1.0000 1.0000
TABLE 7.2
CDF
LOAD = 50.0% APPRX. EXACT
NORMALIZED DELAY
0.0 0.7632 0.7632
0.33 0.8816 0.8583
0.67 0.9402 0.9129
1.00 0.9704 0.9472
1.33 0.9852 0.9679
1.67 0.9926 0.9806
2.00 0.9963 0.9882
2.33 0.9981 0.9928
2.67 0.9991 0.9957
3.00 0.9995 0.9974
3.33 0.9998 0.9994
3.67 0.9999 0.9994
4.00 0.9999 0.9994
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TABLE 7.3
CDF
LOAD = 75.0% APPRX. EXACT
NORMALIZED DELAY
0.0 0.4322 0.4322
0.33 0.5742 0.5579
0.67 0.6296 0.6556
1.00 0.7695 0.7318
1.33 0.8204 0.7911
1.67 0.8653 0.8373
2.00 0.8990 0.8733
2.33 0.9242 0.9013
2.67 0.9432 0.9232
3.00 0.9574 0.9492
3.33 0.9680 0.9554
3.67 0.9760 0.9637
4.00 0.9829 0.9717
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not start on-time, that is, the per cent of jobs that are delayed. The
probability of exceeding a certain delay for R=1 and 50 is shown in the
next two figures. Figure 7.15 shows the percentile delays for R=1. The
experimental values of these functions have also been superimposed in the
respective figures for ease of comparison. It is evident from such a
comparison that the theoretical delay values are higher than the corre-
sponding simulation figures. The reason behind this difference is the
following. In the Markov model the job arrivals and completions were
modeled by exponentially distributed random variables. Figure 7.16 shows
the experimental probability distribution function of the job inter-arrival
time. This is seen to be in accordance with the model used. However the
job length, that is , the job service time, has a much smaller variance
than an exponential distribution implies. The impact of the variance of
the service time on the queue length and hence the job waiting time can be
considerable. This can be illustrated by a simple example as follows.
Consider a single server facility at which the arrival of customers
is a Poisson process, with an average rate of X arrivals per unit time.
Let the service time be represented by an exponentially distributed random
variable with a mean of 1/p time units. It can be shown that the mean
waiting time of a customer at such a hypothetical service facility is given
y pby P -X time units or 1-p mean job lengths. If however the service time
were constant (zero variance) at 1/p time units the mean waiting time
reduces to p(1-p/2)/(l - p) [41]. That is, the mean waiting time
decreases by a factor of (1-p/2) Consequently, the discrepancies be-
tween the experimental and the theoretical delay may be attributed to'the
variance of job service times.
The only area of real disagreement between the results is then the
percentile of maximum delay. The shape of the percentile delay functions,
as shown in Figure 7.15 for example, near the origin is similar to the
experimental curves. Beyond that, the functions for 99 and 99.9 percentile
delays do become almost linear but the trend is not as strong as it is in
the experimental figures.
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As pointed out earlier, the present model does not include the 'bus
use' and 'wait for bus' states of the system. The Markov model was therefore
altered slightly to include the effects of the memory bus contention. The
bus is used to fetch instructions and data for the Executive and the job
steps. If at any time more than one processor wants to access the memory,
all but one processor will be denied access and delayed. There is no bus
contention if only one processor is running the Executive or a job and the
other two are idle. There is some interference when two processors are
busy and more when all are busy. As a result the job and the executive
completion rates become smaller. The following procedure was used to
compute the new job and executive completion rates.
It was found from the simulation experiments that on the average
the processor time spent running the job, using the bus, and waiting for
the bus, is approximately in the ratio of 2/3, 1/6 and 1/6. These are only
the average values for all Rs and load factors. For higher values of R,
the job fraction is slightly higher and the bus wait is slightly lower, and
vice versa. In the Markov model the 'job' and the 'bus use' states are
combined into a single state called 'busy'. Using the experimentally found
average ratios it is seen that a processor spends 1/5th of the 'busy' state
time using the bus. As a result, bus interference reduces the job and
executive completion rates by 4 per cent ( 0.2 2 = 0.04) when any two
processors are busy and by 13 per cent ( 0.2 3 +3X 0.2 2 = 0.128) when
all the processors are busy.
With the modified state transition rates (see Fig. 7.17) the Markov
model was once again solved to obtain the steady state probabilities for a
range of load factors. Qualitatively there was no difference between the
results obtained from the two models. Quantitatively, however, the job
start delays were slightly higher in the second model. This is evidently
due to memory interference. Figure 7.18, for example, shows the 99.9
percentile maximum delay for the two models. Figure 7.10 compares the
normalized mean delay for R=10 as obtained from the two models.
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7.5 Erlang Model and Results
It is evident from the discussion of the last section that although the
overall qualitative characteristics of the theoretical and the experimental
results are similar, there are some real differences in the numerical values.
It was also illustrated with the help of an example in the same section that
the differences in the assumed and the actual frequency distributions of
job lengths could possibly be blamed for the descrepancies in the results.
In particular, the probability distribution function of job lengths in the
simulation experiments is Gaussian, while the Markov model is based on
an exponential distribution. To test the hypothesis put forward above, a
new more complex model of the experimental situation was developed.,
This is described in what follows.
It is well known that by definition the transition rate from one state
to another in a Markov process is an exponentially distributed random
variable. Therefore it would seem that we are limited to this kind of
frequency distribution when using a Markov model. However sometimes
it is possible to introduce new states between two given states, thereby
breaking up a single transition into a series of proportionately faster
transitions. The new distribution of the transition rate between the old
two states is the convolution of a number of exponential functions which
represent the new transitions. The convolution of n exponentials results
in a frequency distribution known as an n-Erlang function.As n approaches
infinity, the n-Erlang distribution approaches the normal distribution (the
central limit theorem) [ 42]. The new Markov model with 3-Erlang job
length and Executive length distributions is shown, in Figs. 7. 19A and
7. 19B. The reasons for choosing the third order distribution are:
1. It is the minimum acceptable order for matching with the Gaussian
function.
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Fig. 7.19A. Transitions due to Job and
Executive Completions.
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Fig. 7.19B. Transitions due to Job Arrivals.
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2. A higher order will most likely not result in a significant change
in results.
3. Assuming that the maximum number of states that can be handled
on the digital computer for the numerical solution of the model is
fixed, a higher Erlang distribution would result in fewer significant
states in the model.
Comparing the Erlang model (Fig. 7.19) to the Exponential model
(Fig. 7.6B) it is seen that the states P1 (3 Idle), P4 (1 Busy, 2 Idle), P7 (2
Busy, 1 Idle) and P10 (3 Busy) of the new model correspond to states POO,
P10, P20 and P30 respectively of the old model. In the old model a job
completion was represented by a single transition such as from state P30
(3 Busy) to state P20 (2 Busy, 1 Idle). The interval between these transitions
was an exponentially distributed random variable with a mean value of 1/3 P
time units. In the Erlang model the two corresponding states are P7 and
P10 respectively. In addition there are two more states, P8 and P9, between
P7 and P10. A job completion is therefore signified by the sum of three
independent transitions (P10 to P9, P9 to P8, and P8 to P7). Each transition
signifies completion of one third of a job. The intervals between these
transitions are exponentially distributed random variables with a mean of
1/9 p time units. It is seen, therefore, that the transition interval from
P10 to P7 is a random variable with a mean value of 1/3 p and a 3-Erlang
frequency distribution. The same discussion applies to transitions corre-
sponding to completions of the Executive. As a result the number of states
in the new model is increased six-fold.
The steady state equations for the 3-Erlang Markov model are shown
as Eqns. 7.11 and 7.12. The model was truncated at 226 states which implies
a maximum queue length of waiting jobs of nine. The accuracy criterion
described previously showed the model to be valid for loads up to 65 to 70
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per cent. The range of applicability of the model can be increased by
increasing the number of states. However beyond 70 per cent load the
number of states required to maintain the same accuracy increases rapidly.
As a result the matrix that must be inverted to obtain the numerical solution
grows even faster (as a square of the number of states). Given enough
time and resources this can be accomplished. On the other hand it may
not be necessary to do so if the theoretical and the experimental results
show good agreement for the range 0-70 per cent.
Figure 7.20 compares the normalized mean delay as obtained from
this model to the experimental results as well as results from the exponential
distribution model. For R=1, 10 and 50 the agreement is excellent
considering the numerous sources of error such as
1. Not all system states are represented in the model.
2. After the markov model has been solved for steady state
probabilities, more approximations are made to obtain the job start
delay statistics.
Figure 7.21 shows the 80, 99 and 99.9 percentile delays as functions
of the system load for R=1. The sharp initial slope and near linearity of
the 99.9 percentile delay is evident from this figure. For the other two
percentiles also, the results are in close agreement for loads approaching
seventy per cent.
The next three figures compare the frequency distribution of delay
as obtained from the experiments, the exponential model and the Erlang
model. The cases of R=1 (load factors 25 and 75 per cent) and R=10 (load
factor 50 per cent) are shown. In all the three cases the experimental and
the Erlang model results are quite close, showing good agreement.
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7.6 Summary
To summarize the work reported in this chapter, three Markov models
of increasing complexity were developed and solved numerically. The results
concerning the processor occupancy times and job start delays were derived
and compared to the experimentally found results. The 3-Erlang Markov
model was found to be in close agreement with the experiments.
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CHAPTER VIII
CONCLUSION
8.1 Introduction
The objective of this thesis has been to analyze the performance of,
a multiprocessor computer system in a real time environment. This
objective was established as a result of the growing number of real time
situations where multiprocessors are being used or will be put to use in
the future. The importance of the area of performance evaluation research
is attested to by the large number of papers published in this field [47].
Even though the general area of performance evaluation is receiving a great
deal of attention, the specific field chosen for this thesis has been explored
only superficially. During the course of this work, more results have been
published regarding the behavior of multiprocessor computer systems
[43,44,45]. However none of these addresses real time applications.
Therefore their performance criteria are different from the ones developed
here. In particular, the usual emphasis is on system throughput, while in
this thesis job response time has been used as the major performance
criterion. It is interesing to note, though, that the mathematical tools used
by some of the authors [43,44 ] are the same as those used in this thesis
viz., the Markov chain techniques. This will be discussed further in the
next section.
To accomplish the objective of evaluating the performance of a
multiprocessor, a three-processor system was instrumented to facilitate
performance monitoring through hardware. Software was developed to
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s imulate a parameterized real-time workload through a number of repetitive
pseudo-jobs, also to help monitor system performance, and finally to
perform data reduction of the results. An Executive program was written
to dispatch jobs, to accept job requests and to perform other operating
system functions. Two different strategies were used to dispatch jobs.
The two sets of results obtained with the two strategies were analyzed and
compared.
Theoretical models were developed to validate the results of the
experiments. These models range from a simple analytical model with a
closed form solution to a complex Markov chain model with more than 200
states, which was solved numerically on a digital computer. The following
section summarizes the major results and their significance.
8.2 Results and Their Significance
The results of the performance evaluation experiments have been
described in detail in Chapter six. Chapter seven contains the results
obtained from the mathematical models of the system under investigation.
A comparison of the two is also contained in the same chapter.
The first set of results concerns the throughput efficiency as a function
of R, the ratio of the average job length to the executive length. When the
job length and the executive length are comparable (R=1), the multiprocessor
throughput efficiency is approximately forty per cent of its value for R=10,
(i.e. when the executive length is an order of magnitude shorter than the
job length). Further shortening of the Executive produces diminishing
returns. A value of about ten for R may then be considered to have an
acceptably small throughput penalty.
The efficiency of the executive program becomes an important issue
when job step lengths are shortened to a point comparable to the executive
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l ength. First of all, the executive program itself consumes a large proportion
of the available resources. Second, the impact of the executive's lockout
of other processors waiting for a new job step is significant. With three
processors, executive lockout accounts for about 27 per cent of all processor
time at full load for R=1. This would be even higher if there were more
processors in the system. When job steps are longer, executive lockout
time is less of an issue. When R=10, it drops to three per cent at full
load, and when R=50 it is down to one half of one per cent.
The second set of results concerns the average delay encountered
by a job before starting. The mean job starting delay increases without
bound as the load approaches saturation, in agreement with Rosenberg [35],
and Mallach [ 28]. The normalized mean delay, that is, the ratio of absolute
mean delay to the job step length, decreases as the ratio of the mean job
step length to executive running time is increased. This is due to the fact
that the higher the ratio R, the lower is the probability of executive access
conflicts between processors. Once again, as in the case of throughput
efficiency the law of diminishing returns applies strongly beyond R=10.
The third set of results concerns the maximum job starting delay.
In principle, the probability of any delay, no matter how large, occuring in
practice is non-zero. Therefore it would be futile to talk of maximum
delay as such. However it is still meaningful to define various percentiles
of delay. For example, if the 99 percentile delay is x then 99 per cent of
all delays are less than or equal to x. For the 80 percentile function (R=1)
the delay doubles as the load is increased from 50 to 75 per cent (see Fig.
6.15). The same increase in the load factor results only in a 50 per cent
increase in the 99 percentile delay. Going still further, the 99.99 percentile
func tionishowsian init ialsharp increase and becomes nearly linear thereafter
and remains linear for loads approaching 90 per cent [46]. The important
consequence of this result is that the penalty to be paid in going from a
low to a high load factor operating point is not as great as the mean delay
function implies. ~ In other words, cost incurred in terms of worst case
delays increases only linearly with system load.
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The fourth set of results concerns the frequency distribution of the
job starting delay. For low to moderately high load factors this important
function is found to be a monotonically decreasing delay function not unlike
a hyperbolic curve. The initial decline is sharp followed by an almost
horizontal long tail. This type of probability distribution function implies
that a large percentage of jobs start without an appreciable delay. Also a
monotonically decreasing function implies that the probability of a job
starting without a delay is higher than with any other value of delay. For
loads in excess of ninety per cent the distribution function increases slightly
before gradually decreasing with an asymptotic tail.
The fifth set of results concerns the comparison of two job dispatch
strategies viz., First-Come- First-Serve (FCFS) and Shortest-Job-First
(SJF). The probability distribution function of the job start delay for SJF
starts at a higher value but extends to larger delays. This indicates that
more jobs start on time or with short delays with the SJF dispatch strategy.
However this is done at the expense of longer jobs thereby increasing the
probability of longer delays. The net result is that the range of delays is
increased considerably while the mean delay is reduced only slightly. This
gain is apt to be lost with a higher number of processors. The SJF strategy
also increases the overheads by two to three per cent. Therefore, even
though the SJF may work better for a single processor computer the simpler
FCFS appears to be preferable for a multiprocessor.
The validation of the experimental results was carried out through
Markov process methods. The frequent use of Markov chain techniques
by other workers in the field of multiprocessor performance evaluation
[43,44] attests to the conceptual simplicity of modeling, ease of numerical
solution and several other advantages offered by this technique. On the
other hand, the most obvious limitation is that most often not all the system
states can be represented in the model without outgrowing the biggest digital
computers at hand. A judicious choice of states is therefore an essential
element of the success of Markov models. A truncation of states signifies
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a truncation of accuracy. Therefore it is most important to use as many
states as possible without jeopardizing the efficiency of the process of
numerical solution of the model. In some simple cases it is even possible
to obtain a closed form analytical solution of the model. This is precisely
what was done to model the limiting case of R= co (zero executive length).
An expression for the normalized mean delay for the three processor system
was obtained. This was close to the experimentally found mean delay function
for R=50. This model was expanded to include the system states cor-
responding to running of the Executive. The run times of the Executive
and jobs were assumed to be exponentially distributed random variables.
Hence this model was called the 'Exponential Distribution Markov Model'.
The exponential model with 120 states was numerically solved by the
Gauss-Jordan reduction method. The results regarding throughput effi-
ciency, average delay, maximum delay and frequency functions of delay
showed striking similarity to those obtained from the experiments. However
there were sufficient numerical discrepancies to warrant a further
refinement of the model. An investigation led to the difference in assumed
and actual frequency functions of job and executive lengths as the possible
source of error. An Erlang model was developed to rectify this defect.
The solution of the Erlang model, which had six times more states than
the exponential model, showed an excellent agreement with the experimental
results.
8.3 Perspective Summary
In perspective, the results discovered during the course of this thesis
are seen to fill an important gap in the knowledge regarding the behavior
of computer systems.
The ratio of the average job length to the executive length should be
at least of the order of ten to make the throughput penalty acceptably small.
For lower values of the ratio the executive program and the executive lockout
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together account for a large percentage of the processor time. In such
cases a possible solution to the throughput problem is to split the Executive
into two or more segments that may be executed concurrently and hence
reduce the lockout time. This ratio also has a strong impact on the mean
job starting delay. The higher the ratio the lower is the average delay.
However, irrespective of the value of the ratio the percentile maximum
delays are found to have an important characteristic viz., the near linearity
with respect to the system load in the range of low to moderately high
values of load factor. As a result it is possible to operate a real time
system at a high load factor without penalizing the system performance
with inordinately long worst case delays. Even at high load factors a large
percentage of jobs start on time or with short delays as indicated by the
hyperbolic nature of the probability distribution function of the delay.
Regarding the job dispatch strategies, the First-Come-First-Serve schedule
appears to be more suitable for multiprocessors than the Shortest-Job-First
schedule which reduces the average job start delay slightly but significantly
widens the delay spread. Finally, the Markov process method is found to
be an excellent mathematical tool for analyzing the multiprocessor system
performance with high fidelity.
8.4 Areas for Further Research
There are many areas where further investigation and research hold
promise. First of all, microprocessor based multiprocessors are
proliferating [ 47 ]. These tend to have a large number of processors
interacting with each other. It would be useful to extend the results of
this thesis to such a case. This can be most easily done by expanding the
Markov models of Chapter seven to account for a greater number of
processors. Second, even though the SJF strategy proved to be of marginal
utility with respect to multiprocessor system performance, it might be
possible to work on a different job dispatch scheme that makes the probability
distribution function of delay more favorable for a certain class of jobs,
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even for a large number of processors. Third, changes in the Executive
such as concurrent execution of different segments of the executive program
could have significant impact on system throughput and job start delays.
Finally, there are limitless numbers of memory access patterns and job
step length distributions for which it would be important to evaluate the
system performance.
In conclusion, important results concerning multiprocessor
performance with respect to real time environment were obtained
experimentally and verified theoretically that should have a significant
bearing on multiprocessor design.
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