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INTRODUCTION
Non-destructive tests are being developed to identify the presence of defects or structural variation on panels made of several composite layers. In order to check the validity of these methods, the non-destructive tests are then compared to destructive, ballistics tests. The procedure consists of cutting a panel into six equal parts and using each part to obtain the value for the performance measure on the panel as a whole. Several panels were tested. The objective was to develop a procedure using a novel Principal Component Analysis (PCA) 1 method where the non-destructive tests on the six panels for each panel group correlates with the one destructive test result for each panel.
PCA has been applied to a set of thru-transmission ultrasound data. PCA will help find and accentuate differences within the tile, making it easier to find defects. First, the thrutransmission ultrasound data were analyzed. As the ultrasound transducer moves along the surface of the tile, the signal from the sound wave is measured as it reaches the receiver (see Fig. 1 ), giving a time signal at each tile location across the grid. The information from each time signal is dissected into ten equal segments, and the maximum peak is measured within each segment, or gate. This gives ten measurements at each tile location, representing the behavior at various depths within the tile. The top surface area of the tile was divided into a 250 by 250 grid. At each grid location, an image can be made for each of the ten gate measurements, as seen in Fig. 2 for a typical panel.
Next, PCA was applied to this data set for all of the tile groups, and a performance measure was developed from one of the loadings. Figure 3 is a plot of the performance measure (I_bar) against the destructive test data. The correlation coefficient was 0.8. Thus, it appears that the application of PCA will be helpful in developing a non-destructive test.
THEORY

Principal Component Analysis
This method [2] [3] [4] was developed in the context of microarray 5-7 (i.e., gene expression) data mining where the number of genes is very large compared to the number of experimental conditions called "assays." Principal component analysis (PCA) is a multivariate technique that mathematically transforms (rotates) the original coordinate system to a new orthogonal coordinate system based on correlations among the variables (see Figs. 3 and 4 ). The principal components (PCs) are eigenvectors generated from either the covariance matrix (scaled sum of squares and cross products) or the correlation matrix (sums of squares and cross products from standardized data) of the variables involved. 1 They are used to construct n linear combinations of the n variables that can be thought of as n pseudo variables. The PCs are rank ordered by the amount of variation in the original data set that it captures. In the gene expression application the objective is to identify the set of genes that contributed the most to differences between groups of assays. PCA finds inherent relationships between the variables. For the relationships that group in meaningful ways, the proposed method finds and ranks the largest contributors [2] [3] [4] .
PCA can be explained in the context of gene expression data. PCA is a multivariate method 1 that is able to quantitatively determine variables that maximize variation in a reduced dimension. Start by defining the data set as X (m by n matrix), where m are the genes (measurements), expressed along the rows, and n are the assays (variables) expressed along the columns. The original data system (X) can be orthogonally transformed to a new coordinate system (W) using principal components (PCs), as shown in Fig. 5 . The PC is then a linear combination of variables (assays). An illustration is given in Fig. 5 that shows a visual representation of a two-dimensional data system (x) and a rotated data system (z). As shown, the new coordinate system points z 1 in the direction with the greatest spread in the data. The other variable, z 2 , points in a direction that is orthogonal to z 1 , but also seeks to maximize spread in this direction. The first PC determines z 1 and the second PC determines z 2 . A data matrix of rank n will give n PCs that are linear combinations of the variables in the original data matrix that can be described as n pseudo variables. The goal in this application of PCA is to obtain at least one pseudo variable that represents the behavior of interest. This can be a PC that represents a small portion of the total variation making it a potentially very powerful data mining approach.
In the gene expression application, the two sets of eigenvalues that can be used for analysis are eigengenes (EG) and eigenassays (EA) [2] [3] [4] . The difference between the two is that the eigengenes treat the assays as variables, and the eigenassays treat the genes as variables. For the eigengenes, the PC is derived from a standardized data set (Z) with the same loading for each of the genes. For the eigenassays, the PC is derived from a transposed data set (X T ) where each gene gets a different loading.
The top of Fig. 6 shows the relationship between the original data matrix, X, the n by n PC loading matrix, L, and the m by n pseudo data matrix, called the scores matrix, S. The PCs derived from X are called eigengenes (EG) because the elements of S represent pseudo values for gene expression. In Fig. 6 the bottom set of matrices are derived from the transpose of X which is an n by m matrix. In this case the loading matrix is m by n and the scores matrix is n by n. The PCs derived from the transpose of X are called eigenassays (EA) because the elements of the scores matrix represent pseudo assays.
RESULTS
For the panel problem, sample measurements are taken across a grid, as discussed above. The PCA procedure then creates pseudo variables that are linear combinations of the gates at a particular location on the panel. Based on the results of Fig. 7 which indicates two groupings, the following index was selected from inspection of this loading plot:
where k is the panel number (1, …, 6) . Thus, I k is a performance measure created from principle component (PC) 3 that contrasts the weight for Gate 1 with the average of the other gates. This measure correlates well with the destructive test results as shown by the Fig. 3 .
CONCLUSIONS
In conclusion, the proposed PCA method obtained its goal of finding an index that provided consistency within the sections of panels and correlating well with the destructive test results. The next step would be to establish this method as an acceptable replacement for the destructive test by showing that it is able to predict performance but unfortunately this project has been canceled indefinitely.
