Chemometrics is broadly defined as the application of mathematical and statistical methods to chemistry. Because the mathematical and statistical aspects of chemistry require measured values, analytical chemists have been at the forefront of the "chemometric revolution." Using the analysis of variance as a paradigm, I present an overview of chemometrics as it is practiced today. Receiving special emphasis are: the design of experiments to acquire Information from the relevant universe of possible measurements; the establishment of relationships among independent and dependent variables; the Importance of minimizing purely experimental uncertainty; sequential simplex optimization; analysis of principal components; and cluster analysis. enter the discipline of chemometrics from a variety of other disciplines, but also new techniques developed within chemometrics (and improvements in the older techniques) flow outward toward the other disciplines. As such, chemometrics represents an exciting, dynamic field that contributes to a better understanding and improved applications of chemistry.
In an attempt to explain the cause and effect relationships responsible for the variation in this data, models are entertained. These models are usually able to explain some of the variation in the data, but they usually do not explain all of the variation in the data; what remains is called the residual, or unexplained, variation.
There are two reasons why unexplained variation remains: the model might be incorrect (i.e., exhibit lack of fit), or there might be noise or uncertainty in the experimental measurements. Usually, both of these contributions are present. Figure 1 is a formal statistical presentation of this information. The total sum of squares associated with the entire data set, SSr, can be partitioned into a sum of squares that is due to the mean, SS, and a sum of squares that have been adjusted for the mean, SS.
(Statisticians say the values have been "corrected" for the mean, although there was really nothing wrong with them originally.)
The sum of squares corrected for the mean can be partitioned into a sum of squares due to the factor effects as they appear in the model, SS (statisticians call this "the sum of squares due to regression, SS"), and a sum of squares of residuals, SSr. Finally, the sum of squares of residuals can be partitioned into a sum of squares due to lack of fit of the model to the data, SS and a sum of squares due to purely experimental uncertainty, SS ("the sum of squares due top error").
If a mathematically linear model (i.e., a model that is first-order in the parameters) containing p parameters is fitted to a set of n experiments that have been carried out at f distinctly different sets of experimental conditions, then the total number of degrees of freedom in the data set (n) is partitioned as shown in Figure 1 . For each of the seven cases shown, the variance (the "mean square") can be calculated by dividing the sum of squares by its associated degrees of freedom.
The partitioning is similar for nonlinear models,except that SSr and SS do not necessarily sum to SS. If a model does not contain an offset, or intercept term, SS must be partitioned directly into SS and 55,.; SSm,, and SScorr are not allowed.
This analysis-of-variance tree is quite general and serves as a concise framework for discussing many important concepts related to information theory in research and development.
Importance of Good Experimental Design
A measure of good research and development is that the information obtained be sufficiently clear and crisp to be useful for the purpose at hand. This implies that the information should be gathered in an efficient manner-in effect, a minimum of experiments should supply the necessary information.
However, if too few experiments are carried out, the information will be too hazy or fuzzy to be of use. If too many experiments are carried out, the cost of obtaining the desired "crisp" information will be unnecessarily high. In a given situation, it is far better to err on the side of too many pieces of experimental data. If too few data are available, one might not be able to make any conclusion, and the whole set of experiments will have been wasted.
The concept of crisp vs fuzzy information can be seen mathematically in the following way. Let us propose a model of the form
where i is a subscript that refers to the sequence number of the measured data; y is the measured response (e.g., absorbance); x1 and x2 are variable factors (e.g., pH and where ,is the true value of the parameter; (3,is the estimate of f3, that is provided by the model; 9 is the true value of response at a particular set of experimental conditions; and 9 is the estimate of the response provided by the model at that particular set of experimental conditions. In equations 2 and 3, the quantities under the square root sign give the amount that must be added to and subtracted from the parameter estimate to give an interval within which the researcher can have a certain confidence (typically 95%) of finding the true value of /3 ory1. Obviously, these intervals should be small if the view of the universe into be clear and crisp.
The quantity F(i,,,_) is a Fisher variance ratio that is obtained from statistical tables-the researcher has no control over this value, and must simply accept what the tables provide. The matrix X0 is a description of the particular set of experimental conditions in which the researcher is currently interested. The details need not be of concern: the matrix is simply a function of the chosen model and the experimental conditions of interest-again, the researcher has no control over Xo.
The researcher does have control over (s2 and V. The symbol V represents the variance-covariance matrix, and
is an element of this matrix. The variance-covariance matrix is obtained as
where (,.)2 is the variance of residuals [SS,.J(n-p)l andXis a matrix related to the experimental design. If the view of the universe is to be clear and crisp, then the elements of V must be small. Equation 4 is a concise mathematical summary of three concerns that are important for successful research and development. If the elements of the V matrix are to be small, then the variance of residuals (s,.)2must be small. This can be accomplished by using good, appropriate, adequate chemical models, and by carrying out precise, careful, repeatable experiments. Finally, the elements of the (X'XY' matrix must also be small. This can be accomplished with proper experimental design, usually by covering a broad domain of experimental conditions and by carrying out a reasonably large number of experiments.
All three of these conditions must be met if the view of the universe is to be crisp and clear. If any one of these conditions is not met, then the view will be hazy and fuzzy.
In particular, chemists must guard against the situation of using excellent models and carrying out highly repeatable experiments but using a poor experimental design. The resulting large values in the (X'XY' matrix will produce large values in the V matrix, which, in turn, will result in hazy and fuzzy conclusions.
Similarly, statisticians must guard against the situation of using outstanding experimental designs, but giving little thought to the appropriateness of the models or the precision of the experiments (4). The resulting large value of(s,.)2 will produce large values in the V matrix, which will result, once again, ina hazy and fuzzy view.
These ideas are discussed more fully elsewhere (5, 6).
Sequential Simplex Optimization
Often the ultimate goal of a research and development project is to improve or optimize a particular system (7). An example in clinical chemistry might be to develop an analytical method for the determination of calcium that is insensitiveto the presence of magnesium. Quite frequently such a research and development project will be extraordinarily inefficient because the wrong goal will have been pursued from the very beginning of the project. This pursuit of the wrong goal is a natural consequence of a primitive way of thinking about scientific research.
As Driver has pointed out (8), many researchers believe that the way to achieve optimum results from a system into One's answer to question 1 may omit many important factors from consideration. If uncontrolled, these omitted factors will contribute greatly to the purely experimental uncertainty. In answering question 2, many experiments and dollars will have to be expended to come up with an adequate model of how the factors affect the response over a broad domain of factor combinations. With sufficient money and time, optimum conditions can sometimes be achieved by using this classical approach.
As Driver also points out (8), when the goal of research and development is optimization, an alternative strategy is often more efficient. This alternative strategy asks essentially the same questions as the classical approach to optimization but in reverse order:
1. What is the optimum combination of all factor values? (optimization)
2. In what way do these factors affect the system? (modeling in the region of the optimum)
3.
What are the important factors? (screening for effects in the region of the optimum)
The key to this alternative approach is the use of an efficient experimental design strategy that can optimize a relatively large number of factors in a small number of experiments. Once in the region of the optimum, classical experimental designs (9) can be used to full advantage to model the system and determine factor importance in a limited region of the total factor space.
For many chemical systems involving continuously variable factors and relatively short times for each experiment, the sequential simplex method (10) (11) (12) (13) (14) (15) (16) (17) is a highly efficient experimental design strategy that gives improved response after only a few experiments. It is a logically driven algorithm that does not involve detailed mathematical or statistical analysis of experimental results. Sequential simplex optimization is an alternative evolutionary operation (EVOP) technique that is not based on traditional factorial designs. The progress of a variable-size simplex toward a maximum on a response surface is shown in Figure 2 .
The sequential simplex method is efficient for two reasons. First, the number of experiments required in the experimental design is small. A simplex is a geometric figure containing a number of vertices equal to one more than the number of dimensions of the factor space. Each vertex locates a factor combination in factor space.Thus, the number of experiments required for a simplex involving k factors is k + 1. Thus, an eight-factor system would require only nine experiments to define a simplex.
The second reason for the efficiency of the sequential simplex method is that only one or two additional experiments move the experimental design into an adjacent region of factor space, independent of the number of factors involved.
In our experience with the simplex, systems involving as many as 11 factors can be brought into the region of the optimum in only 15 or 20 experiments after the initial simplex has been constructed.
The system must be in "statistical control" if the simplex is to be used-that is, the system should have only a small amount of purely experimental uncertainty.
It is recom- Fig. 2 . Collapse of a variable-size simplex toward a maximum on a responsesurface
Ellipses represent contours of constant response as a functionof the factorsx1
and Xe.The object of the simplex approach is to use a minimal numberof expenments to "home in" on the optimal factorlevels-thatIs,the optimalregion on this responsecontour. The simplex Is self-adaptive.It moves towasdbetter response by movingawayfromworseresponse mended that after the initial simplex has been evaluated and before the first simplex move is begun, the vertex giving the worst response and the vertex giving the best response be repeated two more times each to evaluate the reproducibility of the system. II' the reproducibility is good, the simplex will progress well; if the reproducibility is poor, the simplex will tend to wander. In this latter case, steps should be taken to improve the purely experimental uncertainty of the system; if thisis not possible, then classical experimental designs offer advantages because of their noise-reducing capabilities.
The system should not drift with time. However, changes with time can often be detected and corrected by periodically repeating experiments involving a standard factor combination.
The time for any one experiment must be relatively short. It has been suggested that the reason factorial experiments were developed before the sequential simplex was because of the experimental environment, specifically the improvement of agricultural crop yields. In such a context, factorial experiments offer a great advantage because several experiments can be carried out simultaneously and many results can be obtained after only one growing season. If the sequential simplex were to be used to improve agricultural production, only one move could be carried out each year, so that it might take several decades to optimize production.
Finally, the simplex is most powerful for continuous ("quantitative") variables. It can be used for discrete variables that can have several values-perhaps at least five or six-when the values can be logically ranked. It can not be used for unranked discrete ("qualitative") variables.
Exploratory Data Analysis
In contrast to obtaining data from planned experimental designs as discussed above, it is often the case in chemistry (especially in clinical chemistry) that data will have been data set is often best approached by using so-called "exploratory data analysis" techniques.
In general, these acquired data sets are first "mean centered": that is, only the variation in the data is examined-the average value is ignored (see Figure 1) . Additionally, each "data dimension" (i.e., factor or response) is usually "autoscaled" to give it a standard deviation of unity. All dimensions are then unitlesa and of equal importance in the exploratory data-analysis techniques.
Three kinds of exploratory data analysis can be recognized. For data sets containing multiple responses (e.g., absorbance, stability, cost, and effect of interferences)and multiple factors (e.g., pH, reagent concentration, temperatore, and concentration of interference), exploratory data analysis might involve responses only, factors only, or both responses and factors. The types of information obtained are somewhat different in each case.
Principal Components Analysis
Principal component analysis rotates the coordinate axes in such a way that each axis "absorbs," in turn, as much of the variation in the data as it can. Another way of viewing this is to imagine the data points as being spread out inan elongated cloud, with the center of the coordinate axes coinciding with the middle of the cloud (Figure 3) . One of the coordinate axes is aligned with the most elongated direction of the data cloud; a second, orthogonal axis is then aligned with the next-most-elongated direction of the data cloud.
This process is continued until all but one of the axes have been redirected. The direction of the last axis is completely determined: it must be orthogonal with the remnining axes and thus has no degree of freedom for movement. Principal One of the benefits of principal component analysis is that it allows a higher-dimensional cloud of data to be projected into a smaller number of dimensions and still display much of the variation that exists in the data set. For sxsimple, if the first two principal component axes (P1 and P2) account for 93% of the total variation in the data, then plotting the data points in the P1-P2 plane will reveal all but 7% of the total variation in the data. That is, the projection of the data into the first two principal components should give a good picture of how the data set is structured in the higher dimensional space. An example may be found in the paper by Jung et al. (18) . Principal component analysis can also be used to reveal groupings of data points that exist in higherdimensional data sets.
Cluster Analysis
Cluster analysis seeks to group data into subsets of data points that are more closely related to each other than they are to data points in other subsets. Although several different clustering algorithms may be used (19), simple Euclidean distance is perhaps the most straightforward. A typical clustering algorithm would find first the Eudlidean distances between all possible pairs of points. The algorithm would choose the two data points that are closest by this measure, and join them together. The original distances of these two points to all of the other points would be replaced by the distances of the average coordinates of these two points to all of the other points. The algorithm would then choosethe next set of points that were most closely related, join them, and so on. Eventually, all points would be grouped into one large set. A "dendrogram" (Figure 4) is often useful for showing at what value of similarity points are joined to groups.
Just before all points are finally grouped into one single set, two distinct subsets will often exist-that is, some of the data points will be very closely related to each other within one subset and the remaining data points will be very closely related to each other within a second subset, but the two subsets will be quite different from each other. This suggests that the complete data set is in fact made up of at least two distinct "clusters" of data. Further searching of the Cluster analysis is often a particularly fruitful technique in clinical chemistry when distinct categories are known to exist (e.g., normal vs diabetic) and one wishes to know whether a particular set of clinical chemical analyses can be used to reveal these distinct categories.
Other Chemometric Techniques
Chemometric techniques also include descriptive statistics, curve resolution, calibration, spectral analysis, image analysis, factor analysis, process control, artificial intelligence, and expert systems. Additional information may be found in the ftmdamental reviews appearing in the April issue of even-numbered years in the journal Analytical  Chemistry (20-23) .
The ultimate goal of research and development in clinical chemistry is to obtain information from data. Chemometrics offers a collection of mathematical and statistical techniques that can increase the amount of information extracted from data (24) . Chemometrics can also make the achievement of this goal much more efficient (25) .
