We consider a spin system with pure two spin Sherrington-Kirkpatrick Hamiltonian with Curie-Weiss interaction. The model where the spins are spherically symmetric was considered by Baik and Lee [3] and Baik et al. [4] which shows a two dimensional phase transition with respect to temperature and the coupling constant. In this paper we prove a result analogous to Baik and Lee [3] in the "paramagnetic regime" when the spins are i.i.d. Rademacher. We prove the free energy in this case is asymptotically Gaussian and can be approximated by a suitable linear spectral statistics. Unlike the spherical symmetric case the free energy here can not be written as a function of the eigenvalues of the corresponding interaction matrix. The method in this paper relies on a dense sub-graph conditioning technique introduced by Banerjee [5]. The proof of the approximation by the linear spectral statistics part is taken from Banerjee and Ma [6] .
Introduction

The model description
We at first give the description of the model. We start with a symmetric matrix A = Here σ i 's are called spins and in this paper we shall only consider the case when σ i ∈ {−1, 1} for each i. In particular, one might consider the case when the spins σ i 's are i.i.d. Rademacher random variables. This is known as the classical SherringtonKirkpatrick model. This model has got significant amount interest in the study of spin glasses over the last few decades. Celebrated results like the proof of Parisi formula is considered one of the major advancements in this field. One might look at Panchenko [15] , Talagrand [16] for some information in this regard. However the main focus of this paper is the following Hamiltonian 
Note that the Hamiltonian H CW n (σ) is large in magnitude when all σ i have the same sign. The Hamiltonian H n is similar to the SK model with external field,
(
1.4)
The main result of this paper is whenever σ i 's are i.i.d. Rademacher variable we obtain a limit theorem for the free energy corresponding to the Hamiltonian H n (σ) when β < 1 2 and βJ < 1 2 . If the spins σ = (σ 1 , . . . , σ n ) are distributed according to the uniform measure on the sphere S n−1 where S n−1 := σ ∈ R n | ||σ|| 2 = n , then the analogous Hamiltonian was considered in Baik and Lee [3] and Baik et al. [4] . However the results in Baik and Lee [3] are much more general than the current paper in the sense they are able to consider any β > 0, J > 0. Depending on the values of β, J, there are three distinct regimes where the free energy shows different behaviors. In particular, the regime β < 1 2 and βJ < 1 2 is known as the para-magnetic regime where the result analogous to this paper was obtained in Baik and Lee [3] . The regime when β > 1 2 and J < 1 is known as the spin glass regime and the other case (βJ > 1 2 and J > 1) is known as the ferromagnetic regime. Although the results in Baik and Lee [3] are much more general than the current paper in terms of possible choices of (β, J), the technique of that paper is restricted to the case when the spins σ = (σ 1 , . . . , σ n ) are distributed according to the uniform measure on the sphere S n−1 which does not cover the case when σ i 's are i.i.d. Rademacher random variables. This is the problem we consider in this paper.
We now give a very brief overview of the literature for the fluctuation of free energy of classical Sherrington-Kirkpatrick model in presence or absence of an external field.
The classical Sherrington-Kirkpatrick model with no external field (h = 0) under goes a phase transition at β = the free energy has a Gaussian limiting distribution. One might look at Aizenman et al. [1] and Comets and Neveu [8] for some references. The case β > 1 2 is known as the low temperature regime. To the best of our limited knowledge, very few things are known about the fluctuations of the free energy in this regime. One might look at Chatterjee [7] where it is proved that the fluctuation of the free energy of the Sherrington-Kirkpatrick model is at least 0(1). When the spins are uniformly distributed on S n−1 , the free energy analogously undergoes a phase transition at β = 1 2 . When β < 1 2 , the free energy has a Gaussian limiting distribution and can be approximated by a linear spectral statistics of the eigenvalues. The case low temperature case (β > 1 2 ) is also well-known in this case where the free energy has a limiting GOE Tracy-Widom distribution with O n − 2 3 fluctuations. One might look at Baik and Lee [2] for a reference.
Preliminary definitions
We now give some preliminary definitions. We start with defining a Hamiltonian which generalizes the one defined in (1.2).
and
In our case we take µ n to be the uniform measure on the Hypercube {−1, +1} n .
We need the definition of Chebyshev Polynomial of first kind of degree m is defined to be a polynomial S m (x) which takes cos(θ) to cos(mθ). In particular S m (cos(θ)) = cos(mθ). We need a slight variant of this polynomial S m which is called P m is defined as
In particular, one might check that P m z + z
Finally we define the Wasserstein distance between two distribution functions. 
One might see Mallows [13] for a reference.
Main result
We are ready to state the main result of this paper.
Theorem 2.1. and βJ the following result holds:
(Asymptotic normality) Consider the
where F(β) = β 2 ,
(Approximation by signed cycle counts) For any sequence m n diverging to infinity
such that m n = o log n , one also has the following approximation result for the log partition function log (Z n (β)). 
Here for any function f and a matrix A
where λ 1 , . . . , λ n are the eigenvalues of the matrix A. The proof is similar to the proof of Theorem 3.4 in Banerjee and Ma [6] .
Proof techniques and related definitions
The fundamental technique of the proof of Theorem 2.1 is completely different from that of Baik and Lee [3] . The proof in the current paper is based on the dense sub graph conditioning technique introduced in Banerjee [5] . The fundamental idea is to view the free energy as the log of the Radon-Nikodym derivative log dQ n dP n of two suitably defined sequences of measures P n and Q n . Now one introduce a class of random variables called the signed cycles (Definition 3.1) and prove that these variables asymptotically determined the the full Radon-Nikodym derivative. This is done by a fine second moment argument. The argument in this part is highly motivated from a paper by Janson [10] where it is proved that a similar kind of argument holds for random regular graphs where the signed cycle counts are replaced by normal cycle counts. The technique of cycle conditioning was also used in Mossel et al. [14] in their proof of contiguity of the probability measures induced by a planted partition model and the Erdős-Rényi model in the sparse regime.
We now start with defining the signed cycles random variables.
Definition 3.1. Let A be a n × n symmetric matrix with i.i.d. mean 0 and variance 1.
For k ≥ 2, we define the signed cycles random variables C n,k as follows:
Here i 0 , . . . , i k−1 are taken to be all distinct. For k = 1, C n,k is simply defined as follows:
In this paper we require the concept of mutual contiguity of two sequence of measures heavily. Now we define these concepts. Definition 3.2. (Contiguity) For two sequences of probability measures P n and Q n defined on σ-fields (Ω n , F n ), we say that Q n is contiguous with respect to P n , denoted by Q n ⊳ P n , if for any event sequence A n , P n (A n ) → 0 implies Q n (A n ) → 0. We say that they are (asymptotically) mutually contiguous, denoted by P n ⊳ ⊲Q n , if both Q n ⊳ P n and P n ⊳ Q n hold.
If someone is interested one might have a look at Le Cam [11] and Le Cam and Yang [12] for general discussions on contiguity. The following result gives an useful way to study mutual contiguity: and Q n be two sequences of probability measures such that for each n, both are defined on the common σ-algebra (Ω n , F n ). Suppose that for each i ≥ 1, W n,i are random variables defined on (Ω n , F n ). Then the probability measures P n and Q n are asymptotically mutually contiguous if the following conditions hold simultaneously:
(i) Q n is absolutely continuous with respect to P n for each n; 
Here the Var is considered with respect to the measure P n .
In addition, we have that under P n ,
Furthermore, given any ǫ, δ > 0 there exists a natural number K = K(δ, ǫ) such that for any sequence n l there is a further subsequence n l m such that
Proposition 3.2 is one of the most important results required for the proof of Theorem 2.1. In particular, the rest of the proof relies on defining the measures P n and Q n and W n,i 's properly. It is worth noting that in this context the statistics C n,i 's serve as W n,i 's.
4 Construction of P n and Q n and asymptotic distribution of signed cycles
Construction of the measure Q n
We at first give the construction of measures P n and Q n . In this paper P n is simply taken to be the measure induced by A i, j 1≤i< j≤n . We now define the measure Q n in the following way: At first for any given σ ∈ {−1, +1} n , we define the measure Q n,σ by dQ n,σ dP n := exp
Observe that Q n,σ is not in general a probability measure. In particular,
Finally, we define
Observe that Q n is a valid probability measure on Ω n . We shall prove later that
It is worth noting that:
So in order to prove Theorem 2.1 it is enough to prove a central limit theorem for log dQ n dP n and to prove that log dQ n dP n is asymptotically independent of
Asymptotic distribution of C n,i 's under P n and Q n
In order to derive the limiting distribution of C n,i 's under Q n we at first need to define another sequence of measure Q ′ n . We shall at first derive the limiting distribution of C n,i 's under Q ′ n and then we shall find the limiting distribution of C n,i 's under Q n . Let for any given σ ∈ {−1,
Observe that Q ′ n,σ is a probability measure. In fact A i, j 1≤i< j≤n
are independent normal random variables with
The first result in this section gives the asymptotic distribution of C n,i 's under P n and Q n .
Proposition 4.1.
Under P n , we have for any
2. Let Ψ n be the uniform probability measure on the hyper cube {−1, +1} n . Then there exists a set S n with
where
Finally, C n,1 d
→ N(0, 1) under P n and is asymptotically independent of the process
The proof of Proposition 4.1 is similar to the proof of Proposition 4.1 of Banerjee [5] . We omit the details. With Proposition 4.1, we now give the asymptotic distribution of C n,i 's under Q n .
Proof. We assume Proposition 4.1 and give the proof. We need to prove for any bounded continuous function f :
where Z k 1 , . . . , Z k l are independent standard Gaussian random variables. Now
where Y is a Chi-squared random variable with 1 degree of freedom. So by Slutsky's theorem we have under the measure Ψ n
Further, from Hoeffding's inequality we also have when βJ < 
5 Proof of Theorem 2.1
As mentioned in subsection 4.1, we at first prove a central limit theorem for log dQ n dP n |P n and finally proving log dQ n dP n |P n is asymptotically independent of C n,1 . The main idea is to use Proposition 3.2 to a class of measureQ n which is close to Q n in total variation distance. We now give a formal proof of Theorem 2.1.
Proof of Theorem 2.1:
We at first prove the central limit theorem for log dQ n dP n |P n . The proof is broken into two steps as follows.
Step 1 (Construction of the measureQ n ) : To begin with we shall consider a set
The precise definition of Ω(σ) n will be provided later. Now we consider the measureQ n as follows
where we defineτ
Since the sequence of random variables exp βJ n n i=1 σ i 2 is uniformly integrable it follows that for any sequence of sets
. Now we prove the sequences of measures Q n andQ n are close in the total variation sense. Let A n ∈ F n be a sequence of measurable sets. We have
Observe that the final expression in (5.1) does not depend on the set A n and also it has been argued earlier that the final expression in (5.1) converges to 0. As a consequence, by Proposition 4.2 under the measureQ n the random variables for any 2 ≤ k 1 < k 2 . . . < k l = o log(n) with l fixed,
Now we prove that lim sup n→∞ E P n dQ n dP n
k . This will allow us to use Proposition 3.2 forQ n . In particular, we shall get dQ n dP n |P n has a normal limiting distribution. Once this is done, the limiting distribution of dQ n dP n |P n can be derived by the following arguments which proves
Since both τ n andτ n have the same finite limit, the random variablẽ
has the same limiting distribution as dQ n dP n |P n . In particular,
So it is enough to prove dQ n dP n −Ỹ n |P n p → 0.
This completes the proof of
Step 2 Upper bounding E P n dQ n dP n 2
:
We know that
Here Ψ n ⊗ Ψ n denote the two fold product of the uniform probability measure on {−1, 1} n × {−1, 1} n . Observe that the random variable
where Y 1 , Y 2 , Y 3 are three independent chi-square random variables each with one degree of freedom. Our target is to prove the random variable in the L.S. of (5.4) is uniformly integrable. This done by proving
for sufficiently small η. We at first write
Here T denotes the transpose of a matrix and the matrix A 2×n is given by
||α|| 2 for any α ∈ R n , we have the following tail estimate by Theorem 1 and Remark 1 of Hsu et al. [9] :
where Σ = 
AA
T . Now
We now choose the set
for some δ n → 0 as n → ∞. The existence of such Ω(σ) n is ensured by weak law of large numbers. Now by Weyl's interlacing inequality, we have the eigenvalue of 1 n AA T are given by βJ + O(δ n ), 2β 2 + O(δ n ) . Also note that on Ω(σ) n , tr(Σ) and tr(Σ 2 ) remain uniformly bounded. So given any ǫ > 0 we can find a t 0 large enough such that tr(Σ) + 2 tr(Σ 2 )t < ǫ2||Σ||t for all t > t 0 . As a consequence, for all t > t 0
wheret 0 is another deterministic constant. Since max βJ,
, we can choose ǫ and η small enough such that
As a consequence,
On the other hand we can choose η small enough such that βJ(1 + η) < γ 0 < 1 2
. Now it is enough to prove that
However we know that for any t > 0,
Here the last inequality is a straight forward application of Markov's inequality. Now
Observe that 1 2γ 0 > 1. Hence by argument similar to (5.8) we have
This completes the proof of uniform integrability of the random variable in the L.S. of (5.4). As a consequence,
Plugging this into (5.3) we have
where µ k = (2β) k . Now using Proposition 3.2 with W n,k = C n,k+1 − (n − 1)I k=1 , we have for the sequences of measuresQ n and P n dQ n dP n
This completes the proof of the asymptotic normality of log dQ n dP n |P n . Proof of part (2) of Theorem 2.1: Before proving part (1) of Theorem 2.1, we prove part (2). Since
in order to prove part (2) of Theorem 2.1, we need to prove that
We at first prove the result analogous to (5.15) for log dQ n dP n . (5.15) then follows from the fact that
|P n p → 0 and an application of continuous mapping theorem. By (3.3), for any given ǫ, δ > 0 there exists K = K(ǫ, δ) and for any subsequence n l there exists a further subsequence n l q such that
.
Now for large values of n l q ,
100ǫ 2 , and so
Plugging in the estimates of (5.16) and (5.17) we have for all large values of n l q ,
(5.18) Since (5.18) occurs to any subsequence and any (ǫ, δ) pair, this completes the proof. Proof of part (1) of Theorem 2.1: Consider the random variable
where W ∼ N(0, β 2 ) and is independent of the random variable
Observe that from the proof of part (2) we have
So it is enough to prove that
On the other hand for any fixed K,
Since all the random variables βC n,1 , m n k=2
are tight, we have any of their linear combination is also tight. Hence given any subsequence n l there exists a further subsequence n l q such that
On the other hand for every fixed K there is a further subsequence n l q m (possibly dependent on K) such that
. Hence
On the other hand by Fatou's lemma for in distributional convergence
We know that for large enough value of n l q m ,
Given any ǫ > 0, we now choose K large enough so that
Hence the R.S. of (5.21) converges to 0 as K → ∞. This
Here F M 1 and F M 2,K denote the distribution functions of M 1 and M 2,K respectively. As a consequence we have
which does not depend on the specific choice of the subsequence {n l q }. This concludes the proof.
Appendix
We now give proofs of Propositions 3.2 and 4.1
Proof of Proposition 3.2
Proof of mutual contiguity and (3.2) This proof is broken into two steps. We focus on proving (3.2). Given (3.2), mutual contiguity is a direct consequence of Le Cam's first lemma [11] .
Step 1. We first prove the random variable on the right hand side of (3.2) is almost surely positive and has mean 1. Let us define
As Z i ∼ N(0, σ 2 i ), for any i ∈ N, and so
is a martingale sequence and
Now by the righthand side of (3.1),
Hence, L is a well defined random variable with
On the other hand log(L) is a limit of Gaussian random variables, hence log(L) is Gaussian with
Step
condition (iv) implies that the sequence Y n is tight. Prokhorov's theorem further implies that there is a subsequence
In what follows, we prove that the distribution of L({n k }) does not depend on the subsequence
Given any fixed ǫ > 0 take m large enough such that
For this fixed number m, consider the joint distribution of (Y n k , W n k ,1 , . . . , W n k ,m ). This sequence of m + 1 dimensional random vectors with respect to P n k is tight by condition (ii). So it has a further subsequence such that
We are to show that we can define the random variables L (m) and L({n k }) in such a way that there exist suitable σ-algebras
Now take any positive bounded continuous function f :
However for any constant ξ, (6.1) implies
Observe that given any bounded continuous function f we can find ξ large enough so that f +ξ is a positive bounded continuous function. So (6.2) is indeed implied by Fatou's lemma. Now
So (6.2) holds for any bounded continuous function f . On the other hand, replacing f by − f we have
Here Q is the measure induced by (Z 
for any bounded continuous function f , and so
As a consequence, we have
by the result stated after Definition 1.4. On the other hand, we have already proved
Proof of (3.3) We start with a sub sequence {n l }. We shall choose k large enough which shall be specified later. We also know that both the random variables log Y n l and k i=1 2µ i W n l ,i −µ are tight. We now prove that there is a M invariant of k such that both the probabilities
for all n l . Since the random variable Y n l do not depend on k the first inequality is obvious. For the second inequality observe that for all n l . for a deterministic constant C ′ . As a consequence,
where 
We shall choose this k large enough so that
Now by Chebyshev's inequality 
Since the set [˜ǫ 2 , ∞) is closed, we have by Portmanteau theorem, lim sup
