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Resumo
LEITE, George Junior. I9VANET: um modelo de arquitetura de software para
rede veicular em nuvem. 2017. 103 f. Dissertac¸a˜o (Mestrado em Cieˆncia da Computac¸a˜o)
– Pro´-Reitoria de Po´s-Graduac¸a˜o e Pesquisa, Universidade Federal de Sergipe, Sergipe,
2017.
Em consequeˆncia do crescimento populacional, as grandes cidades enfrentam problemas
cotidianos relacionados a` mobilidade urbana tais como: congestionamentos, baixa qualidade
das rodovias, ineficieˆncia de transportes pu´blicos, entre outros. Iniciativas de sistemas
de transportes inteligentes (ITS) agem como uma soluc¸a˜o eficiente para melhorar o
funcionamento e desempenho dos sistemas de tra´fego, reduzindo congestionamentos e
aumentando a seguranc¸a para os cidada˜os. Atualmente, pesquisadores vem buscando nas
redes veiculares ad-hoc (VANET) uma poss´ıvel soluc¸a˜o para os problemas referentes a`
mobilidade urbana. Contudo, VANETs ainda apresentam uma se´rie de desafios que devem
ser resolvidos para que seu uso seja consolidado. Desse modo, o presente trabalho apresenta
uma arquitetura e plataforma denominada I9VANET, cujo intuito e´ o gerenciamento de
uma rede veicular de maneira virtualizada por meio da computac¸a˜o em nuvem, para auxiliar
nas soluc¸o˜es dos principais desafios relacionados a` VANETs tais como: interfereˆncias na
comunicac¸a˜o devido a a´rvores e pre´dios; alta mobilidade dos no´s; alta e baixa densidade dos
no´s em uma a´rea; garantia de confidencialidade, integridade e disponbilidade, autenticidade
e na˜o repu´dio. Apo´s realizac¸a˜o de experimentos em laborato´rio, foi constatada a viabilidade
te´cnica para a utilizac¸a˜o de velocidades definidas para os modelos de telefonia mo´vel
3G, 4G e 5G, satisfazendo os crite´rios de eficieˆncia apresenados por Papadimitratos et al.
(2008).
Palavras-chaves: Rede Veicular Computac¸a˜o em Nuvem e Arquitetura Distribu´ıda.
Abstract
LEITE, George Junior. I9VANETs: a software architecture model for a vehicular
network. 2017. 103 p. Dissertation (Master of Science of Computer) – Dean of Graduate
Studies and Research, Federal University of Sergipe, Sergipe, 2017.
As a result of population growth, large cities face daily problems related to urban mobility
such as congestion, poor quality of roads, inefficiency of public transportation, among
others. Intelligent Transport Systems (ITS) initiatives act as an efficient solution to improve
the functioning and performance of fraffic systems, reducing congestion and increasing
safety for citizens. Currently, researchers have been searching the ad-hoc vehicular networks
(VANET) for a possible solution to the problems related to urban mobility. However,
VANET still has a number of challenges that must be addressed in order for its use to be
consolidated. In this way, the present work shows an architecture called I9VANET, whose
intention is the management of a vehicular network in a virtualized way through cloud
computing, to assist in the solutions of the main challenges related to VANET such as:
interference in communication due to trees and buildings; High node mobility; High and
low density of nodes in an area; Guarantee of confidentiality, integrity and availability,
authenticity and non-repudiation. After conducting experiments in the laboratory, it was
verified the technical viability for the use of defined speeds for 3G, 4G and 5G mobile
telephony models, satisfying the efficiency criteria when compared to other works in the
literature, which used Ad- Hoc.
Keywords: Vehicle Network. Cloud Computing and Distributed Architecture .
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1 Introduc¸a˜o
A conectividade inerente a`s cidades inteligentes abre uma fronteira bastante pro-
missora no que se refere ao controle de acesso a`s informac¸o˜es (LI, 2010) (ZHU; LIU, 2015)
e arquiteturas distribu´ıdas para sistemas inteligentes de transporte (ICE et al., 2001). O
que torna necessa´rio a criac¸a˜o de propostas que auxiliem ide´ias no aˆmbito de cidades
inteligentes.
Um sistema inteligente de transporte ou Intelligent Transportation System (ITS)
representa “a aplicac¸a˜o de sensores avanc¸ados, computadores, dispositivos eletroˆnicos e
tecnologias de comunicac¸a˜o e gerenciamento estrate´gico integrado visando melhorar a
seguranc¸a e a eficieˆncia do sistema de gerenciamento de tra´fego” (NASIM; KASSLER,
2012).
Ainda segundo Nasim e Kassler (2012), o ITS possui subsistemas e tem como objetivo
atuar de forma direcionada e espec´ıfica sobre suba´reas do gerenciamento de transporte,
buscando garantir a eficieˆncia e qualidade da mobilidade urbana e sa˜o subdivididos em
seis a´reas de gesta˜o, sa˜o elas:
• Sistema Avanc¸ado de Gesta˜o de Tra´fego (ATMS)
• Sistema Avanc¸ado de Informac¸o˜es para Viajantes (ATIS)
• Sistema Avanc¸ado de Transporte Pu´blico (APTS)
• Sistema de Operac¸a˜o de Ve´ıculos Comerciais (CVO)
• Sistema Avanc¸ado de Controle de Ve´ıculos (AVCS)
• Sistema de Coleta Eletroˆnica de Peda´gio (ETC)
Os Sistemas Inteligentes de Transporte sa˜o, as mais importantes aplicac¸o˜es de uma
rede veicular, fornecendo servic¸os de seguranc¸a rodovia´ria (XU et al., 2003) ou informac¸o˜es
relativas a`s situac¸o˜es de tra´fego. De acordo com Sumra, Hasbullah e Manan (2011) e
Lu´ıs (2009), o principal objetivo de uma VANET (Vehicular ad-hoc Network) e´ prover
seguranc¸a aos motoristas e passageiros nas estradas.
De acordo com Ball e Dulay (2010) e Losilla et al. (2011), a seguranc¸a no traˆnsito e´
a motivac¸a˜o principal para as pesquisas no aˆmbito das redes veiculares. Da mesma maneira,
conforme a Organizac¸a˜o Mundial da Sau´de (OMS), acidentes acometidos por ve´ıculos sa˜o
responsa´veis por mais de um milha˜o de mortes e 50 milho˜es de feridos anualmente em todo
o mundo (PEDEN et al., 2004). Nos Estados Unidos e no Brasil, acidentes relacionados a
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ve´ıculos sa˜o a terceira maior causa de mortalidade evita´vel e incapacitac¸a˜o profissional
precoce (SYSTEMATICS; MEYER, 2011) (DIB et al., 2007).
Ainda afirmado por Losilla et al. (2011), os congestionamentos tambe´m sa˜o uma
grande preocupac¸a˜o como mostra a Figura 1, congestionamento na pista expressa, entre a
rodovia Castelo Branco ate´ a ponte Imigrante Nordestino. So´ nos EUA, o congestionamento
representa 115 bilho˜es de do´lares em custos de combust´ıvel (TTI, 2014), com nu´meros
semelhantes em outros pa´ıses desenvolvidos. As baixas de tra´fego no mundo ascendem a 1,17
milho˜es por ano. Neste contexto, os Sistemas de Transporte Inteligentes visam melhorar
a eficieˆncia e a seguranc¸a dos transportes atrave´s do uso avanc¸ado de processamento de
informac¸a˜o, comunicac¸a˜o, controle, bem como, o uso de novas tecnologias.
Figura 1 – Imagem do traˆnsito de Sa˜o PauloBrasil (em 02/092016) (DANTAS, 2011)
.
Segundo o IPEA (Instituto de Pesquisa Econoˆmica Aplicada do Brasil), a mobilidade
urbana, nos dias atuais, e´ um dos principais problemas dos grandes centros. Os reflexos
sobre o transporte urbano sa˜o evidentes, caracterizados principalmente pelo aumento do
tra´fego nas vias e consequentemente dos congestionamentos (CARVALHO et al., 2010).
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Pore´m, baseado em Gupte e Younis (2012), e´ poss´ıvel gerir o tra´fego de forma eficiente
utilizando redes de veiculos ad-hoc (VANET) de maneira eficiente e autonoma.
Segundo Cavalcanti (2008), a crescente quantidade de dispositivos eletroˆnicos que
podem ser embarcados em ve´ıculos automotores como DVD, TV, GPS e telefone celular,
faz com que os ve´ıculos deixem de ser apenas um meio de transporte e passem a oferecer
uma rede de servic¸os e entretenimento para os condutores e/ou passageiros.
Diante desse contexto, o presente trabalho apresenta como principal contribuic¸a˜o
um modelo de arquitetura de software flex´ıvel e extens´ıvel, que utiliza rede veicular e
computac¸a˜o em nuvem, com a finalidade de proporcionar uma alternativa para os principais
desafios relacionados a` VANETs tais como:
• meio f´ısico: interfereˆncias devido a pre´dios, a´rvores e outros obsta´culos;
• alta mobilidade: dificulta a troca de informac¸o˜es mais completas;
• topologia:VANET possui uma caracter´ıstica dinaˆmica, devido a` velocidade que os
ve´ıculos se movimentam;
• baixa densidade: quando a densidade de tra´fego e´ baixa e os ve´ıculos esta˜o distantes
uns dos outros;
• alta densidade: muitos ve´ıculos em uma pequena a´rea faz com que a quantidade
de mensagens trocadas seja um problema;
• seguranc¸a: como as VANETs suportam aplicac¸o˜es de emergeˆncia em tempo real
e lidam com informac¸o˜es cr´ıticas de seguranc¸a no traˆnsito, estas devem satisfazer
os seguintes requisitos de seguranc¸a: confidencialidade, integridade, disponibilidade,
autenticidade, privacidade e na˜o repudiac¸a˜o para prover seguranc¸a na comunicac¸a˜o
dos dados (SAMARA; AL-SALIHY; SURES, 2010) (MATOS et al., 2013).
1.1 Justificativa, Problema´tica e Hipo´tese
1.1.1 Justificativa
E´ crescente o nu´mero de pesquisas sobre VANETs com intuito de aumentar a
seguranc¸a via´ria, bem como ofertar e comercializar novos servic¸os a motoristas e passageiros.
VANETs que usam ve´ıculos como no´s mo´veis, sa˜o uma subclasse de rede mo´veis ad hoc
chamadas de MANETs (Mobile Ad hoc Network), elas fornecem comunicac¸a˜o entre os
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ve´ıculos pro´ximos e entre ve´ıculos e equipamentos a` beira da rodovia mas, aparentemente
difere de outras redes por suas pro´prias caracter´ısticas do ambiente.
Diante da evoluc¸a˜o das redes veiculares e da necessidade de garantir o tra´fego de
dados mediante a alta mobilidade dos no´s em uma VANET, constata-se a importaˆncia de
utilizar tecnologias que permitam auxiliar na soluc¸a˜o dos principais desafios relacionados
a este tipo de rede. Portanto, para melhorar a seguranc¸a, eficieˆncia e conforto relacionados
ao traˆnsito nas grandes cidades, e´ preciso contornar os obsta´culos antes mesmo de uma
soluc¸a˜o ser colocada em pra´tica.
Os no´s numa rede VANET sa˜o muito dinaˆmicos pois os ve´ıculos possuem velocidade
e direc¸a˜o varia´vel. A alta mobilidade dos no´s conduz a uma topologia de rede dinaˆmica
caracterizada pela constante perda de comunicac¸a˜o fazendo com que os algoritmos de
roteamentos tornem-se complexos e limitados. Normalmente, VANETs apresentam treˆs
aspectos para pesquisas: roteamento, seguranc¸a e privacidade, bem como suas aplicac¸o˜es
(LIANG et al., 2015).
O roteamento em VANETs e´ baseado na comunicac¸a˜o sem fio e devido a` topologia
dinaˆmica e conectividade intermitente, a maioria dos algoritmos em MANETs na˜o esta˜o
dispon´ıveis para os va´rios cena´rios VANETs, tornando o tema ainda em aberto e sendo
foco de va´rias pesquisas na atualidade com objetivo de dar confiabilidade na comunicac¸a˜o
levando em considerac¸a˜o nu´meros de emissores e receptores e tipos de roteamento.
Comentado por Cavalcanti (2008), os no´s de uma rede veicular apresentam como
principal caracteristica, a alta mobilidade, por serem dinaˆmicos e apresentarem ra´pidas
variac¸o˜es das condic¸o˜es do meio sem fio sa˜o os principais geradores de desafios. O alto
dinamismo representa um contratempo para as comunicac¸o˜es, visto que nem sempre o
tempo de contato dos ve´ıculos e´ suficiente para estabelecer uma comunicac¸a˜o efetiva.
Trabalhos como Hadaller et al. (2007), Nandan et al. (2005) e Chen et al. (2006),
apresentam propostas que va˜o desde a implementac¸a˜o de uma infra-estrutura fixa ate´ definir
esquemas de agrupamento de no´s, visando reduzir a lateˆncia de entrega de mensagens
para sistemas de seguranc¸a. Nandan et al. (2005) propuseram uma comunicac¸a˜o eficiente
para sistemas P2P com disponibilizac¸a˜o de conteu´do utilizando um mecanismo de partic¸a˜o
dos arquivos dispon´ıveis em pequenos pedac¸os. Este particionamento visa promover uma
forma de transfereˆncia distribu´ıda, na qual e´ poss´ıvel que um no´ esteja recebendo dois
pedac¸os distintos do mesmo arquivo de duas fontes diferentes e simultaneamente. Cabe
ressaltar que, em grande parte, as propostas visam agilizar o processo de transfereˆncia de
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dados em VANETs e implementam mecanismos espec´ıficos para minimizar os problemas
gerados pela alta mobilidade dos no´s.
Segundo Falchetti, Azurdia-Meza e Cespedes (2015), os principais desafios te´cnicos
que sa˜o abordados pela maioria dos pesquisadores podem ser agrupados em seis categorias:
mobilidade, lateˆncia, confiabilidade, criticidade (prioridade das mensagens), topologia e
seguranc¸a.
Portanto, pesquisar sobre redes veiculares e computac¸a˜o em nuvem, traz a possibi-
lidade de construc¸a˜o de uma plataforma capaz de criar uma VANET com gerenciamento
virtualizado em nuvem, facilitando a comunicac¸a˜o entre os no´s virtuais da rede e simplifi-
cando a implementac¸a˜o dos algoritmos de roteamento, seguranc¸a e aplicac¸o˜es.
Com o uso da computac¸a˜o em nuvem, os autores Liu, Chen e Chakraborty (2015)
utilizaram um controlador SDN (Networking Defined Software) para enviar mensagens
para os ve´ıculos a partir de um RSU (Road-side Unit) conectado ao controlador, pore´m os
ve´ıculos deveriam pertencer na mesma geolocalizac¸a˜o.
Foi criado por HAJJI e BARGAOUI (2015), a plataforma Testbed que serve para
testar a implementac¸a˜o real dos roteadores mo´veis em uma rede veicular virtualizada.
A caracter´ıstica principal consiste na sua capacidade em satisfazer ao mesmo tempo as
exigeˆncias de mobilidade do ve´ıculo e o nu´mero ela´stico de roteadores mo´veis aplicados.
Eltoweissy, Olariu e Younis (2010) pela primeira vez realizaram uma mudanc¸a de
paradigma, imaginando um ambiente de VANET baseado em nuvem. Eles vieram com
uma nova noc¸a˜o de VANET chamado AVC (Nuvens Veiculares Auto´nomas). Yan et al.
(2013) delinearam os desafios de seguranc¸a e privacidade nas nuvens veiculares. No entanto,
Eltoweissy, Olariu e Younis (2010), discutiram sobre nuvens veiculares de maneira abstrata,
sem mencionar uma arquitetura em particular.
Hussain et al. (2012) propuseram treˆs cena´rios de arquitetura para VANETs
baseados em nuvem ou seja VC (Vehicular Clouds ), VUC (VANET using Clouds)), e HVC
(Hybrid Vehicular Clouds ) e propoˆs um esquema conhecido como TIaaS (Information
of Traffic as Service), onde a infraestrutura de nuvem atua para fornecer informac¸o˜es de
tra´fego para os ve´ıculos que se deslocam sobre a estrada.
Qin, Huang e Zhang (2012) propuseram um esquema de roteamento, para VANETs,
baseado em nuvem chamado VehiCloud que fornece servic¸os de roteamento atrave´s da
infraestrutura de nuvem. Ve´ıculos compartilham a sua atual e futuras informac¸o˜es de
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localizac¸a˜o na forma de waypoints com infraestrutura de nuvem e, em seguida, a nuvem
lhes proporciona uma melhor informac¸a˜o de roteamento.
De acordo com Falchetti, Azurdia-Meza e Cespedes (2015), a integrac¸a˜o de VANETs
com a nuvem aumenta a utilizac¸a˜o das capacidades computacionais que sa˜o subutilizadas
por aplicac¸o˜es de seguranc¸a e supera os problemas de roteamento em comunicac¸a˜o V2V
(Vehicle to Vehicle).
Lee et al. (2014) visam interligar recursos OBU (On Board Unit) e RSU (Road Side
Unit) em nuvem para tarefas cooperativas sensoriais, de armazenamento e de computac¸a˜o,
enquanto outros (HUSSAIN et al., 2012) (MERSHAD; ARTAIL, 2013) propoˆem que as
RSUs ajam como gateways para as OBUs para acesso a`s nuvens tradicionais.
Foi proposto por Lee et al. (2014), o VCN (Vehicular Cloud Networking) que esta´
sendo visto como uma revoluc¸a˜o para modernizar a tradicional VANET, que integra
informac¸o˜es de redes e Cloud Computing com VANETs tradicionais. No VCN, ve´ıculos e
RSU compartilham seus recursos em uma plataforma virtual como ilustrado na Figura 2.
Figura 2 – Modelo do VCN (LEE et al., 2014)
.
Gerla (2012) introduziu um novo modelo computacional, a computac¸a˜o veicular
em nuvem (VCC). O VCC e´ uma variac¸a˜o da computac¸a˜o mo´vel em nuvem (MCC),
que comec¸a a partir de um modelo convencional de computac¸a˜o em nuvem. Sendo que a
maioria das consultas sa˜o sobre o mundo que nos rodeia, ou seja possui relevaˆncia local, e
os ve´ıculos sa˜o os melhores exemplos deste ambiente.
Sookhak, Yu e Tang (2017) apresentou um novo metodo para abordar o problema
de compartilhamento de dados em redes veiculares, utilizando a te´cnica de emparelha-
mento bilinear. Neste caso, foi utilizada computac¸a˜o em nuvem para armazenar a grande
quantidade de dados e executar o processo de re-criptografia.
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Foi apresentado por Comi et al. (2015), uma abordagem evolutiva baseada na
clonagem de agentes, ou seja, um mecanismo de reproduc¸a˜o de agentes que permite que
os fornecedores substituam um agente “insatisfato´rio” agindo em um “contexto de nuvem”
por um clone de um agente existente com conhecimento adequado e boa reputac¸a˜o no
contexto multi-nuvem. Por esta abordagem, os desempenhos dos agentes de nuvem podem
ser melhorados porque sa˜o substitu´ıdos por clones de agentes que teˆm mostrado um
comportamento melhor.
1.1.2 Problema´tica
Como criar uma plataforma em nuvem capaz de permitir a construc¸a˜o de aplicac¸o˜es
voltadas para VANETs, considerando o desenvolvimento simplificado e extens´ıvel de
maneira que o cerne principal da plataforma seja abstra´ıdo das novas funcionalidades,
mantendo o foco nos principais desafios atualmente encontrados em redes veiculares e
permita a escalabilidade.
1.1.3 Hipo´tese
E´ poss´ıvel criar uma plataforma aberta, flex´ıvel e extens´ıvel capaz de permitir o
gerenciamento de redes veiculares como servic¸o (VaaS) por meio de uma soluc¸a˜o em nuvem,
sendo capaz de atender aos requisitos mı´nimos de tempo para a maioria das aplicac¸o˜es
voltadas para redes veiculares?
1.2 Objetivos da Dissertac¸a˜o
1.2.1 Objetivo Geral
Propor uma arquitetura de software flex´ıvel e extens´ıvel, com capacidade de geren-
ciar no´s de uma rede VANET por meio da computac¸a˜o em nuvem, realizando a comunicac¸a˜o
entre os elementos de forma virtual na tentativa de corroborar com a soluc¸a˜o de alguns
dos principais desafios relacionados a`s redes veiculares.
25























































Comi et al. Comi
et al. (2015)
X X
Dorri et al. ??) X X
I9VANET X X X X X X X
1.2.2 Objetivos Espec´ıficos
• Elaborar uma arquitetura de software de maneira que permita a extensibilidade,
flexibilidade e escalabilidade para suportar o gerenciamento de redes veiculares em
nuvem;
• Construir uma plataforma seguindo os requisitos da arquitetura definida;
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• Implememtar cada camada da arquitetura de acordo com os trabalhos encontrados
na literatura;
1.3 Metodologia
No desenvolvimento desta dissertac¸a˜o, foram empregadas a pesquisa bibliogra´fica,
pesquisa quantitativa e a pesquisa experimental. Na pesquisa bibliogra´fica foi verificado o
estado da arte sobre redes veiculares e seus principais desafios. A pesquisa quantitativa
foi utilizada para poder quantificar dentre as aplicac¸o˜es relacionadas a` VANETs, quais
os tempos de comunicac¸a˜o necessa´rios para viabilidade da soluc¸a˜o. E por fim, a pesquisa
experimental, pois foi criada uma plataforma para que pudessem ser realizados experimentos
e gerados dados em um ambiente simulado para responder a hipo´tese levantada na
problema´tica.
Na elaborac¸a˜o do escopo e das metas desta pesquisa, foi definida uma arquitetura
de software que permitisse construir uma plataforma modular de maneira que cada
mo´dulo funcione de forma independente, abstraindo detalhes de implementac¸a˜o dos
demais, possibilitando usufruir de “contratos” conceituais da orientac¸a˜o a objetos e da
arquitetura Publish-Subscribe na comunicac¸a˜o entre os mo´dulos.
Os cena´rios para os experimentos foram definidos utilizando movimentac¸o˜es reais,
extra´ıdas de um software de monitoramento de uma empresa de taxi, com 120 ve´ıculos,
na cidade de Aracaju-Sergipe Brasil, os quais foram extra´ıdos 12 milho˜es de registros
corresponente ao per´ıodo de 10 de janeiro a 30 de junho de 2016. Cada registro conte´m
dados referente a` posic¸a˜o geogra´fica, latitude e longitude e velocidade.
Por meio do uso do simulador de rede Mininet, foram criados hosts virtuais, os
quais representavam os ve´ıculos, onde cada um enviava uma mensagem com a localizac¸a˜o
geogra´fica, velocidade, direc¸a˜o e hora´rio para o servidor em nuvem. Sendo estabelecido
como me´trica e te´cnica de avaliac¸a˜o desta pesquisa, o tempo de envio da mensagem
pelo ve´ıculo e o retorno da confirmac¸a˜o de entrega e o tempo de processamento de cada
mensagem enviada ao servidor. As velocidades de comunicac¸a˜o utilizadas no experimento
deveriam respeitar as velocidades do 2G, 3G, 4G e 5G, permitindo avaliar se as velocidades




A computac¸a˜o veicular em nuvem e´ um novo campo de pesquisa com o potencial
de mudar a vida das pessoas. Ele traz a eficieˆncia, seguranc¸a e conforto para motoristas
e passageiros (FALCHETTI; AZURDIA-MEZA; CESPEDES, 2015). Sendo a principal
contribuic¸a˜o deste trabalho, a construc¸a˜o de uma arquitetura para criac¸a˜o de redes
veiculares em nuvem, como tambe´m, a ana´lise dos dados coletados a partir dos experimentos
realizado sobre a plataforma desenvolvida seguindo a especificac¸a˜o da arquitetura. Nesse
sentido, este estudo mostra que tambe´m e´ va´lido o uso de VCC no aux´ılio das soluc¸o˜es
para os principais desafios relacionados a` VANETs.
Outra contribuic¸a˜o importante foi poder instalar e analisar aspectos de seguranc¸a
nas redes veiculares, podendo apenas assinar a mensagem ou criptografa´-la, seguindo com
ana´lise de viabilidade de ambos os casos. Conclui-se que, o desempenho e a eficieˆncia da
arquitetura atendem aos requisitos relacionados a` VANETs. E assim, demonstrar que
o tempo de conexa˜o e processamento em uma rede VCC, em ambiente de simulac¸a˜o,
atendem a`s necessidades de va´rios tipos de aplicac¸o˜es relacionadas a redes veiculares.
Dentro desse contexto, este trabalho apresenta como principal contribuic¸a˜o, um
modelo de arquitetura de software flex´ıvel e extens´ıvel, que utiliza rede veicular ad-hoc
(VANET) e Computac¸a˜o em Nuvem, com a finalidade de proporcionar uma alternativa
para os principais desafios relacionados a VANETs e permitir construir ambientes de
gerenciamento de rede veicular como servic¸o (VaaS).
1.5 Organizac¸a˜o do Trabalho
Os demais cap´ıtulos da dissertac¸a˜o esta˜o organizados da seguinte forma: O cap´ıtulo
2 aborda de maneira geral, conceitos de internet das coisas e mostrando a sua importaˆncia
para soluc¸o˜es de ITS. No cap´ıtulo 3, mostram-se definic¸o˜es de sistemas distribu´ıdos bem
como os tipos e os protocolos de comunicac¸a˜o. E´ apresentado no capitulo 4, as redes
veiculares, seus os principais desafios, seus protocolos e suas aplicac¸o˜es. No cap´ıtulo 5 e´
apresentada a arquitetura I9VANET, seus mo´dulos e detalhes da tecnologia utilizada na
construc¸a˜o. Ja´ o cap´ıtulo 6, apresenta o processo de avaliac¸a˜o realizado na plataforma
I9VANET, bem como, a ana´lise dos resultados. O cap´ıtulo 7 apresenta as concluso˜es,
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destacando as principais contribuic¸o˜es, o resultado da ana´lise dos dados e sugesta˜o para os
poss´ıveis trabalhos futuros.
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2 Rede de Sensores sem Fio
As Redes de Sensores sem Fio ou WSN (Wireless Sensor Network) esta˜o emergindo
como uma nova ferramenta para aplicac¸o˜es importantes em diversos campos como vigilaˆncia
militar, monitoramento de ambiente, coleta de informac¸o˜es em ambiente hostil, vigilaˆncia
de edif´ıcios, entre outros.
2.1 Definic¸a˜o
Uma rede de sensores sem fio e´ uma tecnologia espec´ıfica que ajuda na criac¸a˜o de
aplicac¸o˜es com foco em cidades inteligentes. O seu objetivo consiste em criar uma rede que
contenha muitos no´s de sensores “inteligentes” que possam detectar mu´ltiplos paraˆmetros
de interesse para uma melhor gesta˜o da cidade.
Segundo Losilla et al. (2011), para realizar tarefas de detecc¸a˜o, a maioria dos
Sistemas de Transporte Inteligentes atuais contam com sensores caros, que oferecem
apenas funcionalidade limitada. Uma tendeˆncia mais recente, consiste em utilizar WSN
para tal finalidade, o que reduz o investimento necessa´rio e permite o desenvolvimento de
novas aplicac¸o˜es colaborativas e inteligentes, que contribuem ainda mais para melhorar
tanto a seguranc¸a de conduc¸a˜o como a eficieˆncia do tra´fego (LOSILLA et al., 2011).
Da mesma forma que em redes de sensores sem fio, os no´s de uma rede VANET
necessitam trocar informac¸o˜es com outros no´s pro´ximos, o que tornam as te´cnicas de WSN
aplica´veis a`s redes veiculares. Entretanto, ha´ o desafio da alta mobilidade dos no´s em uma
rede VANET o que torna o processo de comunicac¸a˜o complexo.
2.2 Arquitetura de Rede e Topologia
Uma aplicac¸a˜o ITS baseada em WSN distribu´ıda, realiza quatro tarefas principais
distintas: (i) aquisic¸a˜o de informac¸a˜o, (ii) distribuic¸a˜o de dados, (iii) processamento de
dados para planejar as ac¸o˜es necessa´rias e, finalmente, (iv) execuc¸a˜o das ac¸o˜es apropria-
das (LOSILLA et al., 2011). Uma vez que estas tarefas possam ser realizadas de forma
independente, pode-se considerar que definem correspondentemente quatro subsistemas
diferenciados que esta˜o presentes nos sistemas ITS, como mostrado na Figura 3. Nomeada-
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mente o subsistema Sensores, o subsistema Distribuic¸a˜o, o subsistema Tomada de
deciso˜es e o subsistema Execuc¸a˜o.
Figura 3 – Arquitetura de refereˆncia para aplicac¸o˜es ITS baseadas em WSN. (LOSILLA
et al., 2011)
.
2.2.1 Subsistema de Sensores
Este subsistema e´ composto pela aquisic¸a˜o das informac¸o˜es relevantes, principal-
mente em relac¸a˜o ao tra´fego e estados da rodovia. Numa aplicac¸a˜o ITS baseada em WSN,
na˜o necessariamente todos os dispositivos utilizam a tecnologia WSN, permitindo uma
distribuic¸a˜o de tarefas entre dispositivos que utilizam tecnologias diferentes.
A implantac¸a˜o do subsistema de sensores consiste na construc¸a˜o de um ou mais
WSNs em toda a a´rea de observac¸a˜o (estradas ou parques de estacionamento), que detectam
ve´ıculos atrave´s dos seus sensores e, opcionalmente, comunicam-se por meio da tecnologia
sem fio.
Os no´s WSN sa˜o divididos em grupos seguindo um esquema semelhante, e a
implantac¸a˜o consiste em uma composic¸a˜o, tipicamente homogeˆnea, desses grupos de no´s.
Portanto, eles podem ser considerados como os blocos de construc¸a˜o do subsistema de
detecc¸a˜o. Deve-se notar que, ale´m disso, os no´s que formam esses blocos podem propagar
informac¸o˜es dentro deles, mas isso na˜o deve ser confundido com o subsistema de distribuic¸a˜o.
A propagac¸a˜o de dados no subsistema de sensores e´ restrita a a´reas locais, visando extrair
informac¸o˜es do bloco / grupo (para um no´ coletor) ou ativar o processamento colaborativo
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com no´s pro´ximos. Se for preciso a disseminac¸a˜o de dados atrave´s de a´reas maiores, sera´
necessa´rio o uso do subsistema de distribuic¸a˜o.
2.2.2 Subsistema de Distribuic¸a˜o
O subsistema de distribuic¸a˜o e´ responsa´vel pela troca de informac¸o˜es entre os
diferentes subsistemas de uma aplicac¸a˜o ITS. Numa arquitetura em camadas, tal como a
da Figura 3, ela e´ colocada numa posic¸a˜o central, recebendo pedidos de comunicac¸a˜o de
todos os outros subsistemas e servindo-os em conformidade. Tambe´m e´ responsa´vel pela
transmissa˜o dos dados detectados para o subsistema tomada de deciso˜es e, por outro lado,
pela transmissa˜o de comandos do subsistema tomada de deciso˜es para os subsistemas
detecc¸a˜o e execuc¸a˜o (SUNG; YOO; KIM, 2007). Da mesma forma, interconecta os
diferentes grupos de sensores de uma rede. Isso resulta em uma rede escala´vel criada pela
composic¸a˜o desses grupos. A este respeito, o subsistema de distribuic¸a˜o pode igualmente
interligar grupos fisicamente isolados de no´s ou ve´ıculos, permitindo assim a interconexa˜o
de ilhas WSN desdobradas em diferentes partes ao longo da estrada (WEINGA¨RTNER;
KARGL, 2007) ou de agrupamentos de ve´ıculos que de outra maneira formariam VANETs
na˜o ligados (BARBA; AGUIRRE; IGARTUA, 2010) .
O subsistema de distribuic¸a˜o consome uma quantidade significativa de energia
devido a`s exigeˆncias impostas aos seus dispositivos. Eles sa˜o encarregados de encaminhar
cada evento relatado por cada no´ do subsistema de sensores, que pode ocorrer em uma
alta taxa de frequeˆncia. Ale´m disso, deve ser feito sob as restric¸o˜es de tempo definidas
pela aplicac¸a˜o. Isto requer no´s muito ativos para garantir a entrega de informac¸o˜es em
tempo ha´bil, comprometendo a economia de energia. Portanto, os dispositivos usados neste
subsistema precisam de um orc¸amento de energia mais generoso do que os no´s de sensores,
tornando necessa´rias fontes de energia adicionais (LOSILLA et al., 2011).
Existem diferentes formas de implementar o subsistema de distribuic¸a˜o. Uma delas
consiste em empregar redes veiculares para disseminar informac¸o˜es. Dispositivos utilizados
nos ve´ıculos na˜o teˆm restric¸o˜es de energia, uma vez que podem ser alimentados por
instalac¸o˜es do pro´prio ve´ıculo. Ale´m disso, a mobilidade de ve´ıculos, que e´ um fator
limitante para outros tipos de aplicac¸o˜es, ajuda a espalhar dados em ve´ıculos e no´s
esta´ticos ao longo da rodovia, e alivia os no´s esta´ticos das tarefas de distribuic¸a˜o. O
esquema mais simples envolve a utilizac¸a˜o de transmissa˜o direta entre ve´ıculos, isto e´,
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uma rede de um salto que permite a partilha de dados de um ve´ıculo de origem para cada
ve´ıculo que se aproxima (LI; LIU; TANG, 2007) (MIURA; ZHAN; KURODA, 2006). A
segunda alternativa baseia-se na utilizac¸a˜o de uma rede de distribuic¸a˜o VANET multi-salto
(QIN et al., 2010). Esta opc¸a˜o requer mais recursos do sistema, mas tambe´m facilita a
disseminac¸a˜o mais ra´pida de dados e escalas muito melhor a` medida que o nu´mero de
ve´ıculos tecnologicamente equipados cresce.
De acordo com Losilla et al. (2011), um subsistema de distribuic¸a˜o baseado em redes
celulares e´ uma opc¸a˜o atraente, na˜o apenas por sua alta disponibilidade, mas tambe´m pelo
custo de implantac¸a˜o. Mesmo sabendo que gateways sa˜o dispositivos caros que requerem
interfaces de rede celular, apenas alguns deles sa˜o necessa´rios para serem colocados perto de
estac¸o˜es de base celulares (BS) e alguns no´s mais baratos que conectam os no´s de detecc¸a˜o
com os gateways devem ser implantados. Por outro lado, os custos de explorac¸a˜o tambe´m
devem ser levados em conta, uma vez que os operadores de celulares cobram a utilizac¸a˜o da
BS. Isso pode levar a uma outra escolha, quando na˜o esta´ planejado pagar o uso de BS ou
na˜o esta˜o dispon´ıveis, que consiste em usar IMS (Internet Multimedia Subsystems) (BIRK;
OSIPOV; ELIASSON, 2009) que fornecem acesso ao Sistema de Distribuic¸a˜o atrave´s de
diferentes tecnologias (2G, 2.5G, 3G, 4G, 5G, WLAN) independentemente do operador.
2.2.3 Subsistema de Tomada de Decisa˜o
Subsistema de tomada de decisa˜o e´ tambe´m conhecido por DMS (Decision Ma-
king subsystem), e´ responsa´vel pelo planejamento das ac¸o˜es necessa´rias para alcanc¸ar os
objetivos do sistema. As tarefas atribu´ıdas a este subsistema podem ser divididas em
treˆs grupos diferentes. O primeiro deles inclui tarefas destinadas ao armazenamento e
ao pre´-processamento de dados. Trata-se da enorme quantidade de dados que chega ao
subsistema, filtrando e armazenando apenas informac¸o˜es relevantes e subsequ¨entemente,
acessando-as. O segundo grupo, trata as informac¸o˜es de tra´fego de diferentes fontes e as
processa de acordo com o objetivo da aplicac¸a˜o. Finalmente, o terceiro grupo de tarefas e´
responsa´vel por enderec¸ar comandos de controle, bem como para gerenciamento da rede.
O DMS pode ser executado em diferentes n´ıveis. Em um n´ıvel superior, ele pode ser
implementado em centrais de monitoramento de tra´fego. Isto implica que todos os dados
recolhidos pelo subsistema de sensores sa˜o enviados, atrave´s do subsistema de distribuic¸a˜o,
para o DMS, que deve suportar um fluxo de dados assime´trico. A principal vantagem desta
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abordagem e´ a possibilidade de realizar ca´lculos complexos sobre uma grande quantidade
de informac¸a˜o. Inversamente, se apenas o processamento simples for aplicado, o DMS pode
ser distribu´ıdo entre os no´s . Isso permite executar algoritmos colaborativos simples entre
no´s vizinhos que permitem a execuc¸a˜o de aplicac¸o˜es de seguranc¸a de tra´fego em tempo real.
Finalmente, uma outra soluc¸a˜o e´ a utilizac¸a˜o de dispositivos inteligentes (smartphones,
etc.) em ve´ıculos, que podem receber dados brutos de redes rodovia´rias e usa´-los, por
exemplo, para planejar rotas (LOSILLA et al., 2011).
2.2.4 Subsistema de Execuc¸a˜o
Este subsistema e´ responsa´vel por executar ac¸o˜es necessa´rias que promovam mu-
danc¸as no fluxo de tra´fego de acordo com o objetivo da aplicac¸a˜o ITS. E´ composto
principalmente por dispositivos que fornecem est´ımulos visuais e acu´sticos aos condutores,
embora outros, destinados a` automac¸a˜o de ve´ıculos, tambe´m pertenc¸am a este subsistema.
Os sema´foros ou os sinais de mensagem varia´vel instalados ao longo das estradas sa˜o
opc¸o˜es atrativas que proporcionam um controle rigoroso e adaptabilidade a diferentes
situac¸o˜es, respectivamente. Eles oferecem a vantagem de serem infra-estruturas rodovia´rias
amplamente adotadas, adequadas para reutilizac¸a˜o em aplicac¸o˜es para ITS, o que ajudaria
a reduzir os custos de implantac¸a˜o (LOSILLA et al., 2011).
O emprego de sistemas no ve´ıculo, oferece, por um lado, a possibilidade de apresentar
informac¸a˜o personalizada para cada ve´ıculo e, por outro lado, a possibilidade de utilizar
sinais acu´sticos e mensagens que diminuem as distrac¸o˜es durante a conduc¸a˜o. Ale´m disso,
as informac¸o˜es provenientes dos sistemas rodovia´rios podem ser integradas nos sistemas
de informac¸o˜es no ve´ıculo, o IVI (In-Vehicle Infotainment), por exemplo, para a sua fusa˜o
com mapas digitais ou outros servic¸os de informac¸a˜o (hora´rios de transporte, previso˜es
meteorolo´gicas, etc.). No entanto, ha´ um interesse crescente dos fabricantes de ve´ıculos
em incorporar sistemas IVI em seus produtos como um diferencial competitivo. A este
respeito, novos modelos de automo´veis de empresas importantes esta˜o equipados com
sistemas como o iDrive da BMW (NIEDERMAIER et al., 2009), o Audi MMI , a Ford
SYNC ou GENIVI Apollo da alianc¸a GENIVI apud Losilla et al. (2011), que visam facilitar
o desenvolvimento das aplicac¸o˜es IVI.
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2.3 Considerac¸o˜es Finais do Cap´ıtulo
Neste cap´ıtulo foi abordada a importaˆncia das redes de sensores sem fio em soluc¸o˜es
voltadas para cidades inteligentes e principalmente a arquitetura de refereˆncia aplicada
a` ITS, sendo dividido em quatro tarefas principais, sa˜o elas: aquisic¸a˜o de informac¸a˜o,
distribuic¸a˜o das informac¸o˜es, processamento de dados e execuc¸a˜o das ac¸o˜es apropriadas.
Redes veiculares tambe´m sa˜o consideradas uma rede de sensores sem fio, visto que pode fazer
uso de sensores do ve´ıculo tais como, velocidade, rotac¸a˜o do motor, direc¸a˜o, posicionamento
geogra´fico entre outros. Tais informac¸o˜es podem ser transmitidas para outros ve´ıculos de




Com o surgimento das redes locais (LAN), o homem tenta aproveitar melhor o poder
computacional dividindo tarefas em va´rios computadores para realizar processamento
paralelo, de modo a aumentar o poder computacional sem utilizar super computadores.
Surgindo assim, o conceito de sistemas distribu´ıdos (SD).
3.1 Definic¸a˜o
De acordo com Tanenbaum e Steen (2007), um sistema distribu´ıdo e´ um conjunto
de computadores independentes entre si, que se apresenta a seus usua´rios como um sistema
u´nico e coerente. Ja´ Coulouris et al. (2013), define sistemas distribu´ıdos como sendo uma
colec¸a˜o de computadores autoˆnomos interligados atrave´s de uma rede de computadores e
equipados com software que permita o compartilhamento de hardware, software e dados.
De acordo com as definic¸o˜es, os sistemas distribu´ıdos apresentam algumas carac-
ter´ısticas: concoreˆncia de recursos, falta de um relo´gio global e falhas de componentes
independentes. Sendo o compartilhamento de recursos um dos principais motivos para se
utilizar sistemas distribu´ıdos. Contudo, a construc¸a˜o de sistemas distribu´ıdos apresentam
alguns desafios como: a heterogeneidade de seus componentes, ser um sistema aberto,
seguranc¸a e escalabilidade, toleraˆncia a falhas, a concorreˆncia aos recursos e a transpareˆcia
(COULOURIS et al., 2013).
A miniaturizac¸a˜o dos dispositivos e a interligac¸a˜o em redes sem fio, tem ocasionado
uma convergeˆncia de equipamentos cada vez menores com sistemas distribu´ıdos. A porta-
bilidade desses dispositivos, torna a computac¸a˜o mo´vel poss´ıvel e fundamental para que a
computac¸a˜o ub´ıqua ou pervasiva seja utilizada cada vez mais pelo usua´rio e de maneira
transparente e natural.
3.2 Caracter´ısticas e Desafios
Os sistemas distribu´ıdos sa˜o encontrados em toda parte, contudo, ha´ desafios
que todo sistema SD precisa se preocupar tais como: heterogeneidade, sistemas abertos,
seguranc¸a, escalabilidade e toleraˆncia a falhas.
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3.2.1 Heterogeneidade
Segundo Coulouris et al. (2013), os aspectos que devem ser levados em considerac¸a˜o
pela heterogeneidade, esta˜o relacionados a` rede, ao hawdare do computador, sistemas
operacionais, linguagens de programac¸a˜o e implementac¸o˜es de diferentes desenvolvedores.
Em uma rede veicular, tais aspectos esta˜o bem ligados visto que ha´ va´rios fabricantes de
ve´ıculos e cada um possui tecnologia pro´pria.
3.2.2 Sistemas Abertos
Um sistema e´ considerado aberto quando e´ poss´ıvel estendeˆ-lo de va´rias maneiras.
O fato de um SD ser ou na˜o um sistema aberto e´ determinado pelo grau com que os novos
servic¸os podem ser inseridos para ser utilizado por uma variedade de aplicac¸o˜es clientes
(COULOURIS et al., 2013). Sendo assim, e´ necessa´rio publicar as principais interfaces
dos componentes de software. Entretanto, a publicac¸a˜o do padra˜o de comunicac¸a˜o com o
software e´ apenas o in´ıcio para adicionar novos servic¸os a um sistema distribu´ıdo.
3.2.3 Seguranc¸a
A seguranc¸a atrelada a sistemas distribu´ıdos possui treˆs componentes que sa˜o eles:
confidencialidade, integridade e disponibilidade. O primeiro item, deve proteger o acesso a`
informac¸a˜o de pessoas na˜o autorizadas. Quanto a` integridade, os sistemas distribu´ıdos
devem garantir a na˜o adulterac¸a˜o dos dados e por u´ltimo, a disponibilidade, o qual deve
proteger contra interfereˆncia de acesso ao recurso.
3.2.4 Escalabilidade
Em se tratando de escalabilidade, ha´ dois tipos: a vertical e a horizontal, sendo a
primeira, a forma de escalonar um sistema centralizado, realizando um upgrade na memo´ria,
nos processadores e/ou nos discos, quando poss´ıvel. Ja´ no escalonamento horizontal, consiste
em acoplar mais ma´quinas em um ambiente distribu´ıdo, na˜o havendo limites.
Um dos grandes objetivos dos sistemas distribu´ıdos, e´ permitir o aumento de
capacidade a` medida que cresce a demanda pelo recurso. E um dos principais desafios
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e´ balancear os custos dos recursos f´ısicos com a perda de desempenho, impedindo que
os recursos de software se esgotem evitando gargalos na performance. Sendo assim, a
escalabilidade e´ considerada um tema central em sistemas distribu´ıdos.
3.2.5 Toleraˆncia a Falhas
Os sistemas de computador falham, seja por motivo de hardware ou software, os
programas podem produzir resultados incorretos. Em um ambiente com sistema distribu´ıdo,
alguns componentes podem falhar enquanto outros continuam funcionando, sendo conside-
rado algo complexo tratar corretamente cada problema que pode ocorrer. A toleraˆncia
a falha e´ fundamental para o bom funcionamento das aplicac¸o˜es de seguranc¸a cr´ıtica
(GORENDER; MACEˆDO, 2002) . Dentre as te´cnicas para toleraˆncia a falhas temos:
• Detecc¸a˜o de Falhas: algumas falhas podem ser detectadas antes que mesmo que
afete o sistema. Para isso, somas de verificac¸a˜o podem ser utilizadas para verificar a
integridade da informac¸a˜o por exemplo, mas outras falhas na˜o ha´ como preveˆ, como,
por exemplo, a parada de um servidor.
• Mascaramento de Falhas: algumas falhas podem ser mascaradas, por exemplo,
a lentida˜o momentaˆnea de um link pode ser resolvido retransmitindo novamente a
mensagem, sem precisar que o usua´rio tome conhecimento.
• Recuperac¸a˜o de Falhas: envolve desenvolver softwares capazes de recuperar ou
retroceder o estado dos dados para um momento consistente.
• Redundaˆncia: alguns servic¸os podem melhorar sua tolerancia a falhas com o uso de
discos espelhados ou links de Internet duplicados, entre outras redundancias. Assim,
caso algum destes recursos falhem, tera´ uma alternativa para continuar funcionando.
3.2.6 Transpareˆncia
A transpareˆncia tem como objetivo “esconder’, do usua´rio ou programador, detalhes
da separac¸a˜o dos componentes em um sistema distribu´ıdo, de maneira que seja percebido
como um todo ao inve´s de uma colec¸a˜o de componentes independentes. Segundo (COU-
LOURIS et al., 2013), ha´ dois crite´rios de transpareˆncia que sa˜o considerados importantes,
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a transpareˆncia de acesso e de localizac¸a˜o, sendo tambe´m conhecida como transpareˆncia de
rede. Sua presenc¸a ou falta, afeta substancialmente a utilizac¸a˜o de recursos distribu´ıdos.
3.3 Comunicac¸a˜o em Sistemas Distribu´ıdos
As restric¸o˜es temporais determinam a variac¸a˜o dos modelos de sistemas distribu´ıdos
existentes. Podendo ser s´ıncronos ou ass´ıncronos. O modelo s´ıncrono deve ser utilizado
quando se conhece os limites temporais, permitindo que haja uma estimativa com relac¸a˜o
ao tempo de execuc¸a˜o dos protocolos do sistema e func¸o˜es da pro´pria aplicac¸a˜o distribu´ıda
(LAMPORT; SHOSTAK; PEASE, 1982) (LYNCH, 1996) (CRISTIAN, 1991). A toleraˆncia
a falhas e´ mais eficiente com a comunicac¸a˜o s´ıncrona, pois permite o uso de timeout mais
facilmente. Entretanto, nos sistemas ass´ıncronos (time free), na˜o ha´ restric¸o˜es temporais,
sendo imposs´ıvel obter o consenso na presenc¸a de falhas (FISCHER; LYNCH; PATERSON,
1985) (MACEˆDO, 2000), devido a` dificuldade inerente desse tipo de sistema em diferenciar
entre uma operac¸a˜o com falha ou extremamente lenta (GORENDER; MACEˆDO, 2002).
Os modelos de comunicac¸a˜o existentes para sistemas distribu´ıdos baseiam-se ou
nas caracter´ısticas s´ıncronas de redes locais ou em ambientes de melhor esforc¸o como
os da Internet (GORENDER; MACEˆDO, 2002). Nenhum dos modelos consideram as
arquiteturas IntServ e DiffServ para prover controle de QoS (Qualidade de servic¸o).
As arquiteturas IntServ e DiffSer foram propostas pela IETF (Internet Engineering
Task Force) cujo objetivo e´ permirtir que sistemas de comunicac¸a˜o possam fornecer servic¸os
com diferentes n´ıveis de qualidade, levando em considerac¸a˜o aspectos como: fixac¸a˜o de
limite para transfereˆncia de dados e diferentes prioridades com relac¸a˜o a` possibilidade de
perda de pacotes.
3.3.1 Comunicac¸a˜o Cliente-Servidor
A comunicac¸a˜o baseada no Cliente-Servidor foi projetada para suportar a troca
de mensagens em interac¸o˜es tipicamente s´ıncronas, pois o processo no cliente bloqueia a
execuc¸a˜o ate´ a chegada da resposta. Tambe´m e´ considerada confia´vel, ja´ que a resposta
e´ a confirmac¸a˜o da chegada da requisic¸a˜o no servidor (COULOURIS et al., 2013). E
o protocolo e´ baseado em treˆs primitivas de comunicac¸a˜o: doOperation, getRequest e
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sendReply. A maioria dos sistemas RMI (Remote Mehthod Invocation) e RPC (Remote
Procedure Call).
O me´todo doOperation e´ utilizado para invocar processos remotos. Seus paraˆmetros
especificam o objeto remoto e a operac¸a˜o a ser executada. A segunda primitiva, o getRequest,
e´ executado por um processo no servidor, para ler as requisic¸o˜es do servic¸o. Apo´s execuc¸a˜o
do processo, pelo servidor, sera´ executado o sendReply para enviar a mensagem de resposta
para o cliente, fazendo com que o me´todo doOperation seja desbloqueado liberando a
aplicac¸a˜o cliente.
3.3.2 Comunicac¸a˜o em Grupo
Para fornecer toleraˆncia a falhas a` disponibilidade, e´ necessa´rio o uso de difusa˜o
seletiva (multicast) em situac¸o˜es que precise realizar uma comunicac¸a˜o de um processo
com um grupo de processos. Sendo que a troca de mensagens multicast fornecem uma
infra-estrutura importante para construc¸a˜o de sistemas distribu´ıdos com as seguintes
caracter´ısticas:
• Toleraˆncia a falhas baseada em servic¸os replicados: as requisic¸o˜es do cliente sa˜o
solicitadas para todos os membros do grupo onde cada um e´ responsa´vel por executar
a mesma operac¸a˜o. Mesmo se alguma requisic¸a˜o falhar, o cliente pode ser atendido.
• Localizar servidores na interligac¸a˜o em rede espontaˆnea: mensagens multicast podem
ser utilizadas para localizar os servic¸os de descobertas dispon´ıveis, podendo ser
usadas por servidores e clientes.
• Melhor desempenho atrave´s da replicac¸a˜o de dados: em alguns casos, os dados sa˜o
replicados nas ma´quinas dos clientes, e quando houver mudanc¸a, a atualizac¸a˜o e´
feita por multicast.
• Propagac¸a˜o de notificac¸o˜es de um evento: pode ser utilizado para notificar um grupo,
de servidores ou clientes, quando ocorrer mudanc¸as em um determinado evento.
3.3.3 Protocolos de Comunicac¸a˜o
Ha´ diversos estilos de empacotamento para troca de mensagens em sistemas dis-
tribu´ıdos. O CORBA, opta por empacotar os dados para uso pelos destinata´rios que ja´
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conhecem seus tipos anteriormente. Ao contra´rio do Java, que serializa os dados incluindo
informac¸o˜es completas sobre os tipos de seu conteu´do, possibilitando que o destinata´rio
possa reconstru´ı-los. A linguagem XML segue o modelo semelhante a` do Java, fornecendo
os tipos de seus conteu´dos.
A Figura 4 mostra os mecanismos usados para criac¸a˜o de clientes e servidores para
WebService, CORBA e Java-RMI. Quando sa˜o utilizados stubs gerados automaticamente
no lado do cliente para Web Services, os processos de desenvolvimento e a complexidade do
co´digo para o cliente e do servidor, sa˜o praticamente os mesmos para soluc¸o˜es Web Service,
Java-RMI e CORBA. Os fatores que determinara˜o a escolha sera˜o: a interoperabilidade e
o desempenho (GRAY, 2004). Sendo que os Servic¸os Web permite uma maior integrac¸a˜o
entre plataformas distintas e dispositivos, enquanto que o desempenho favorecera´ ao
CORBA e Java-RMI.
Gray (2004) realizou um experimento que enviava uma u´nica solicitac¸a˜o de dados e
encerrava. Em qualquer dos treˆs casos, Web Services, CORBA e Java-RMI, as tecnologias
de servic¸os da Web funcionam bem em comparac¸a˜o com as outras duas, como mostra a
Tabela 2.
Tabela 2 – Ana´lise de custos de solicitac¸a˜o de uma u´nica requisic¸a˜o utilizando va´rias
tecnologias(GRAY, 2004)
Tecnologia Lateˆncia Total Total Pacotes Total Dados Transferidos (B)
WS 0,11s 16 3338
CORBA 0,48s 8 1111
Java-RMI 0,32s 48 7670
3.3.3.1 WebSocket
A tecnologia websocket foi introduzida pelo HTML5 (HyperText Markup Language
quinta gerac¸a˜o) atrave´s da RFC 6455: The WebSocket Protocol, o qual permite utilizar
um canal de comunicac¸a˜o bidirecional entre um cliente e um servidor remoto, de forma
persistente e dedicado usando um u´nico socket TCP. Isto e´, a comunicac¸a˜o pode ocorrer
nos dois sentidos simultaˆneo e ass´ıncrono, e a conexa˜o permanece aberta ate´ que em uma
das partes realize o fechamento (MELNIKOV; FETTE, 2011).
O WebSocket e´ um protocolo que e´ definido na camada de aplicac¸a˜o e pode ser
utilizado para superar restric¸o˜es existentes na camada de transporte. Utiliza o modelo de
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Figura 4 – Gerac¸a˜o de componentes de cliente e servidor, a partir da interface para Web
Services, CORBA e Java-RMI (GRAY, 2004)
.
mensagens cliente-servidor como base e suporta tanto dados bina´rios quanto texto simples
(THEMUDO, 2014).
As fases de conexa˜o WebSocet esta˜o representadas na Figura 5, que vai da criac¸a˜o
do canal TCP, depois, troca de mensagens e por u´ltimo, o fechamento. Na fase de Ligac¸a˜o
WebSocket e´ realizada a troca de mensagens indefinidamente.
Figura 5 – Etapas de uma conexa˜o WebSocket (THEMUDO, 2014)
.
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As implementac¸o˜es do WebSocket sa˜o baseadas no modelo de eventos, isso quer
dizer que as aplicac¸o˜es apenas teˆm que esperar o evento ser chamado. Ha´ quatro tipos de
eventos nas implementac¸o˜es do WebSocket :
• Open: indica que a conexa˜o foi realizada com o servidor e que a comunicac¸a˜o pode
comec¸ar.
• Message: e´ acionado sempre que recebe uma nova mensagem.
• Error: sempre que ocorre uma falha, normalmente a conexa˜o e´ finalizada apo´s esse
evento.
• Close: informa que a conexa˜o foi finalizada.
Sobre a seguranc¸a, o WebSocket apresenta as mesmas vulnerabilidades em relac¸a˜o a
outras aplicac¸o˜es web com o protocolo HTTP (Hypertext Transfer Protocol). Sendo assim,
e´ interessante que a comunicac¸a˜o do protocolo WS seja criptografada com o SSL/TLS. O
protocolo SSL/TLS tem como principal objetivo oferecer privacidade e integridade dos
dados no momento da comunicac¸a˜o entre dois terminais (THEMUDO, 2014).
3.4 Considerac¸o˜es Finais do Cap´ıtulo
Neste cap´ıtulo, foram mencionados as caracte´ısticas e desafios relacionados a`
construc¸a˜o de sistemas distribu´ıdos, os tipos de comunicac¸a˜o cliente-servidor e em grupo,
como tambe´m as tecnologias para se criar sistemas distribu´ıdos tais como: CORBA,
JAVA-RMI, WebServices e WebSocket. Em um ambiente VANET, a heterogeneidade esta´
presente, visto que e´ uma das grandes preocupac¸o˜es no momento do desenvolvimento de
uma soluc¸a˜o. E em uma rede veicular com gerenciamento em nuvem, a comunicac¸a˜o entre os
ve´ıculos e os servidores devem considerar o menor tempo poss´ıvel, sendo necessa´rio utilizar




As VANETs que usam ve´ıculos como no´s mo´veis sa˜o uma subclasse de rede mo´veis
ad hoc chamadas de MANETs. Elas fornecem comunicac¸a˜o entre os ve´ıculos pro´ximos
e entre ve´ıculos e equipamentos a` beira da rodovia. Os no´s numa rede VANET sa˜o
muito mais dinaˆmicos, pois os ve´ıculos possuem velocidade e direc¸a˜o varia´vel. A alta
mobilidade dos no´s conduz a uma topologia de rede dinaˆmica caracterizada pela constante
perda de comunicac¸a˜o (BUBENIKOVA; DURECH; FRANEKOVA, 2014) (JAKUBIAK;
KOUCHERYAVY, 2008) e podem ser categorizadas segundo o tipo de ligac¸o˜es existentes.
Dessa maneira, podemos considerar treˆs arquiteturas de redes veiculares (LUI´S, 2009),
como mostra a Figura 6:
• Arquitetura WLAN ou celular: baseada na utilizac¸a˜o de antenas fixas, colocadas
ao longo da rodovia, funcionando como pontos de acesso a` rede. Na˜o existe qualquer
ligac¸a˜o direta entre os ve´ıculos. Em um cena´rio de auto-estrada, a implantac¸a˜o dos
equipamentos a` beira da rodovia de maneira suficiente para permitir a cobertura
necessa´ria pode tornar uma soluc¸a˜o bastante dispendiosa.
• Arquitetura ad-hoc: e´ considerada uma arquitetura ad-hoc quando na˜o ha´ quais-
quer uso de infra-estruturas para realizar a comunicac¸a˜o, sendo as ligac¸o˜es e´ feita
diretamente entre os no´s envolvidos. Fatores como velocidade ou densidade dos no´s
podem poˆr em check o desempenho deste tipo de rede.
• Arquitetura h´ıbrida: tem objetivo de retificar as falhas existentes nas duas
arquiteturas anteriores, utilizando concomitantemente a`s arquiteturas ad-hoc e
WLAN
As comunicac¸o˜es em VANETs sa˜o categorizadas em 4 tipos:
• Em ve´ıculos: pode ser utilizado para detectar a fadiga e/ou sonoleˆncia de um
motorista que representa risco na seguranc¸a;
• Entre ve´ıculos: a comunicac¸a˜o V2V (ve´ıculo para veiculo) pode fornecer uma
plataforma de intercaˆmbio de dados para compartilhamento de informac¸o˜es de
adverteˆncia de modo a alertar o motorista;
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Figura 6 – Arquiteturas de redes veiculares(LUI´S, 2009)
.
• Entre ve´ıculos e rodovia (V2I): permite atualizac¸a˜o em tempo real do tra´fego e
fornece detecc¸a˜o e monitoramento do ambiente;
• Entre ve´ıculo e nuvem: os ve´ıculos podem comunicar-se atrave´s da banda larga
sem fio tais como 3G, 4G ou WIMAX podendo enviar dados para uma central, o
que permitiria um controle mais abrangente do tra´fego e assisteˆncia ao motorista
As aplicac¸o˜es VANETs podem ser divididas em 3 classes: seguranc¸a, entretenimento
e assisteˆncia ao motorista. O principal desafio relacionado a` seguranc¸a, esta´ ligado a`
velocidade de alerta ao condutor, para que possa ter tempo ha´bil de reac¸a˜o. Nas aplicac¸o˜es
de entretenimento, destacam-se os sistemas de compartilhamento de conteu´do e jogos.
Ja´ sobre a assisteˆncia ao motorista, sa˜o aquelas que auxiliam o condutor como por
exemplo, atrave´s do uso de informac¸o˜es sobre as condic¸o˜es do traˆnsito (SOUZA RONIEL
DE; SOARES, 2014).
4.2 Caracter´ısticas e Desafios
As redes veiculares ad-hoc caracterizam-se por serem redes sem fio em que todos os
no´s sa˜o efetivamente ativos na comunicac¸a˜o. Entretanto, as redes veiculares apresentam
como principal caracteristica a sua alta mobilidade, e e´ justamente por isso que surge
uma se´rie de desafios a serem tratados antes mesmo de uma soluc¸a˜o ser posta em pra´tica.
Dentre os maiores desafios encontram-se:
• meio f´ısico: interfereˆncias devido a pre´dios, a´rvores e outros obsta´culos;
• alta mobilidade: dificulta a troca de informac¸o˜es mais completas;
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• topologia:VANET possui uma caracter´ıstica dinaˆmica, devido a` velocidade que os
ve´ıculos se movimentam;
• baixa densidade: quando a densidade de tra´fego e´ baixa e os ve´ıculos esta˜o distantes
uns dos outros;
• alta densidade: muitos ve´ıculos em uma pequena a´rea fazem com que a quantidade
de mensagens trocadas torne-se um problema;
• seguranc¸a: como as VANETs suportam aplicac¸o˜es de emergeˆncia em tempo real
e lidam com informac¸o˜es cr´ıticas de seguranc¸a no traˆnsito, estas devem satisfazer
os seguintes requisitos de seguranc¸a: confidencialidade, integridade, disponibilidade,
autenticidade e na˜o repudiac¸a˜o para prover seguranc¸a na comunicac¸a˜o dos dados
(SAMARA; AL-SALIHY; SURES, 2010) (MATOS et al., 2013).
4.3 Seguranc¸a
Dito por Wangham et al. (2014), a seguranc¸a em redes veiculares e´ um fator
crucial que precisa ser levado em considerac¸a˜o, pois a falta desta pode afetar a vida
das pessoas. Como quaisquer redes de computadores sem fio e redes ad-hoc, estas esta˜o
sens´ıveis a ataques, tais como: negac¸a˜o de servic¸o e alterac¸a˜o de mensagens (RAYA;
PAPADIMITRATOS; HUBAUX, 2006).
Para construir uma arquitetura de seguranc¸a robusta para redes veiculares, e´
necessa´rio estudar as peculiaridades dos ataques que podem ocorrer. Do mesmo modo
que as redes cla´ssicas, as VANETs sa˜o vulnera´veis a muitos ataques. Alguns destes, sa˜o
encontrados e soluc¸o˜es sa˜o concebidas, considerando que um dia estes ataques podem
ser lanc¸ados sobre a rede (ENGOULOU et al., 2014). De acordo com Wangham et al.
(2014), os principais ataques analisados na literatura sa˜o: ataques contra a disponibilidade;
ataques contra a autenticidade e a identificac¸a˜o; ataques contra a integridade e confianc¸a
dos dados; ataques contra a confidencialidade; entre outros.
4.3.1 Ataques contra a Disponibilidade
• Negac¸a˜o de servic¸o (DoS): este ataque tem como objetivo evitar que ve´ıculos
auteˆnticos acessem aos recursos da rede na˜o permitindo a troca de informac¸a˜o. Um
ataque pode proceder de 3 maneiras: sobrecarregando um no´ espec´ıfico da rede com
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informac¸o˜es deixando-o extremamente ocupado; atacando o canal de comunicac¸a˜o
gerando altas frequeˆncias adicionando ru´ıdo e impossibiltando a troca de informac¸o˜es
entre os ve´ıculos; o na˜o repasse de pacotes para outros ve´ıculos da rede, fazendo com
que a informac¸a˜o na˜o seja propagada para os outros no´s.
• Negac¸a˜o de servic¸o distribu´ıda (DDoS): possui o mesmo objetivo do DoS, ou
seja, indisponibilidade de recursos, pore´m o ataque parte de diferentes localizac¸o˜es
e em hora´rios distintos como mostra a Figura 7, onde ve´ıculos (B, C e D) enviam
uma grande quantidade de pacotes contra uma unidade RSU, ocasionando sua
indisponibilidade.
Figura 7 – Ataque DDOS (WANGHAM et al., 2014).
• Supressa˜o de mensagem: o atacante recebe e na˜o repassa pacotes da rede com
objetivo de impedir que ve´ıculos seguintes possam saber de alguma ocorreˆncia, por
exemplo, um aviso de congestionamento ou acidentes (TANGADE; MANVI, 2013).
• Buraco Negro (black hole): e´ uma a´rea onde o tra´fego de rede e´ redirecionado,
contudo, ou na˜o ha´ ve´ıculos neste local ou no´s maliciosos que esta˜o nesta a´rea se
recusam a participar, fazendo com que os pacotes da rede na˜o se propaguem. A
Figura 8 ilustra o ataque onde ve´ıculos se recusam a transmitir a mensagem recebida
pelo ve´ıculo C.
• Jamming: e´ um ataque de negac¸a˜o de servic¸o atrave´s do meio f´ısico, onde o atacante
transmite um sinal para pertubar o canal de comunicac¸a˜o, o que reduz a relac¸a˜o sinal
ru´ıdo SNR (Signal to Noise Ratio) para o receptor. Segundo Avelar et al. (2015), o
impacto com esse tipo de ataque e´ devastador.
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Figura 8 – Ataque Buraco Negro (WANGHAM et al., 2014).
4.3.2 Ataques contra a Autenticidade e a Identificac¸a˜o
• Falsificac¸a˜o de enderec¸o (address spoofing): o atacante cria um enderec¸o falso
de origem, fazendo com que o no´ atacado confie no remetente achando que o mesmo
possui permissa˜o para conectar-se a` rede (AL-KAHTANI, 2012).
• Mascaramento: ocorre quando um ve´ıculo malicioso falsifica sua identidade para
se passar por outro, com intuito de ter acesso a recursos restritos. Por exemplo, se
passar por uma ambulaˆncia e ter vantagem no traˆnsito.
• Replicac¸a˜o do certificado ou chave: consiste em utilizar certificados ou chaves
duplicados, que sa˜o usados como prova de identificac¸a˜o com objetivo de criar
ambiguidade dificultando assim a identificac¸a˜o de um ve´ıculo pelas autoridades
(MEJRI; BEN-OTHMAN; HAMDI, 2014).
• Sybil: e´ gerado mu´ltiplas identidades por um atacante para simular va´rios ve´ıculos
e cada no´ transmite mensagens com mu´ltiplas identidades e assim sucessivamente.
Desta maneira, um u´nico ve´ıculo pode parecer centenas fazendo com que ve´ıculos
reais mudem a rota achando que ali ha´ um congestionamento (TANGADE; MANVI,
2013).
4.3.3 Ataques contra a Integridade e Confianc¸a dos Dados
• Falsificac¸a˜o nos dados de GPS (GPS spoofing): o atacante utiliza um simula-
dor de sate´lite GPS para gerar sinais mais fortes que o sinal originado de um sate´lite
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real, de maneira a enganar os sensores de GPS, introduzindo uma localizac¸a˜o falsa
(RAWAT; SHARMA; SUSHIL, 2012).
• Ilusa˜o (ataque contra os sensores do ve´ıculo): Isaac, Zeadally e Camara (2010)
e Al-Kahtani (2012) disseram que esse e´ um novo tipo de ameac¸a em aplicac¸o˜es
VANETs, onde o atacante interfere intencionalmente nos sensores do seu pro´prio
ve´ıculo gerando valores errados, com objetivo de criar mensagens de aviso de tra´fego
incorretas na rede. Assim, e´ criado uma condic¸a˜o de ilusa˜o em VANET. Os me´todos
tradicionais de autenticac¸a˜o e integridade utilizados em redes sem fio sa˜o inadequados
contra este tipo de ataque.
• Injec¸a˜o de informac¸a˜o falsa (bogus information): neste tipo de ataque o
atacante pode ser um usua´rio real ou um intruso que transmite informac¸o˜es falsas
na rede para obter vantagens ou afetar decisa˜o de outros ve´ıculos. Pode ser chamado
tambe´m de ataque social, onde o atacante procura confundir e distrair a v´ıtima com
envio de mensagens antie´ticas, para o motorista ficar confuso e distra´ıdo, podendo
causar um acidente, como mostra a Figura 9.
Figura 9 – Ataque social (WANGHAM et al., 2014).
• Modificac¸a˜o de mensagem (man in the middle): de acordo com Mejri, Ben-
Othman e Hamdi (2014), este ataca a autenticidade do remetente e a integridade
das mensagens onde o ve´ıculo atacante fica inserido entre dois ve´ıculos reais que se
comunicam. Enta˜o, o atacante faz o interme´dio entre a comunicac¸a˜o interceptando
as mensagens enquanto estes, acreditam estar se comunicando diretamente. A Figura
10 mostra o ve´ıculo malicioso M escutando a comunicac¸a˜o entre os ve´ıculos A e B,
modifica um alerta recebido e propaga uma informac¸a˜o falsa, para os ve´ıulos B e C )
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Figura 10 – Ataque demodificac¸a˜o de mensagem (WANGHAM et al., 2014).
4.3.4 Ataques contra a Confidencialidade
• Ana´lise de tra´fego: segundo Isaac, Zeadally e Camara (2010), esse e´ um ataque
passivo utilizado em redes ad-hoc, onde o atacante que tenha acesso a` rede pode
interceptar o tra´fego de pacotes, coletando dados que estejam sendo transmitidos
sem o uso de criptografia.
• Forc¸a bruta: tem como foco capturar mensagens trocadas ou ainda, o processo de
identificac¸a˜o e autenticac¸a˜o. Esse ataque na˜o e´ trivial ja´ que o tempo de comunicac¸a˜o
entre os ve´ıculos e´ relativamente curto e esse tipo de ataque consome muito tempo
(PATHRE, 2013).
• Revelac¸a˜o de identidade: normalmente, o motorista e´ o dono do ve´ıculo, enta˜o,
o atacante pode obter a identidade do proprieta´rio, violando sua privacidade (TAN-
GADE; MANVI, 2013) e utiliza´-lo para compor informac¸o˜es para um ataque social.
4.3.5 Outros Ataques
• Ataques contra na˜o repu´dio (accountability): consiste em tomar medidas para
permitir ao atacante, negar a realizac¸a˜o de uma ou mais ac¸a˜o (WANGHAM et al.,
2014). Apesar disso, dito por Mejri, Ben-Othman e Hamdi (2014), na˜o foi encontrando
na literatura um documento afirmando a possibilidade desse ataque.
• Ataques contra a privacidade: estes tipos de ataques violam a privacidade dos
usua´rios e condutores em redes veiculares. Segundo Wangham et al. (2014), estudos
na literatura classificam esses ataques como uma categoria separada para VANETs
e citam dois exemplos: rastreamento de ve´ıculo durante sua viagem e engenharia
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social, verificando se o ve´ıculos encontra-se em deslocamento ou parado (MEJRI;
BEN-OTHMAN; HAMDI, 2014).
• Conluio: e´ o ataque que se utiliza de va´rios no´s da rede com um objetivo comum,
de realizar o vandalismo ou terrorismo, tendo como resultado a indisponibilidade
da rede ou de algum servic¸o ou denegrir a reputac¸a˜o de confianc¸a de um ve´ıculo
(ZHANG, 2011).
As aplicac¸o˜es suportadas por VANETs, com foco em seguranc¸a, permitem a tomada
de decisa˜o por um condutor com base em informac¸o˜es enviadas por outros ve´ıculos.
Entretanto, se um ve´ıculo malicioso cria ou altera mensagens, este pode colocar o motorista
em situac¸a˜o de risco (WASEF et al., 2010). Dessa forma, a autenticidade das mensagens
e´ fundamental para seguranc¸a das redes veiculares e dependendo da aplicabilidade, e´
necessa´rio ainda fazer uso da criptografia (WANGHAM et al., 2014). Pensando nisso,
va´rios autores (RAYA; PAPADIMITRATOS; HUBAUX, 2006) (MEJRI; BEN-OTHMAN;
HAMDI, 2014) escolheram a assinatura digital como soluc¸a˜o para autenticac¸a˜o das
mensagens contidas nas redes veiculares.
O me´todo mais simples e eficiente para assinatura digital, e´ atribuir, a cada ve´ıculo,
um par chaves possibilitando assinar digitalmente as mensagens. Assim, e´ necessa´rio
utilizar uma autoridade certificadora confia´vel implicando no uso de uma Infraestrutura
de Chaves Pu´blicas (ICP) veicular (WASEF et al., 2010).
4.4 Algoritmos de Roteamento
Os algoritmos de roteamento em redes veiculares sa˜o um dos desafios reconhecidos
na literatura, ja´ que na˜o existem rotas pre´-definidas e nem estimativa da quantidade de
no´s de uma rede e o fator primordial e´ a alta mobilidade dos no´s. Enta˜o, como calcular as
rotas necessa´rias para encaminhar os pacotes com sucesso desde a origem ate´ ao destino
em uma rede veicular ad-hoc? Pensando nisso, ha´ diversos estudos com finalidade de
comparar o desempenho dos algoritmos de roteamento aplicados a` redes mo´veis, de modo
que alguns esta˜o sendo adaptados para a corrigir suas limitac¸o˜es e poderem ser aplicados
a este tipo de rede, visto que alguns sofreram adaptac¸o˜es, enquanto outros foram criados
(LUI´S, 2009). Dentre os principais algoritmos de roteamento, com foco nas redes veiculares,
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temos os protocolos: ad-hoc, baseados em localizac¸a˜o, baseado em clusters, por broadcast
e geocast.
4.4.1 Protocolos Ad-hoc
As redes ad-hoc sa˜o caracterizadas por ser um tipo de rede que na˜o utiliza infra-
estruturas e permite a mobilidade dos no´s. Ao contra´rio dos outros protocolos de roteamento
infra-estruturados, os quais na˜o apresentam um desempenho aceita´vel para redes VANETs.
Sa˜o tradicionalmente divididos em duas grandes categorias: reativos e pro´-ativos.
Os Reativos caracterizam-se pelo fato de nem sempre possu´ırem as rotas para todos os
no´s da rede. Quando um no´ precisa de uma rota para um certo destino na rede, inicia
o processo de descoberta de rota e e´ finalizado quando a rota e´ calculada com eˆxito ou
na˜o exista uma rota dispon´ıvel. As rotas ja´ decobertas, sa˜o utilizadas enquanto o no´ de
destino permanecer alcanca´vel ou na˜o ser mais necessa´rio. Os protocolos reativos mais
conhecidos sa˜o AODV (Ad hoc On Demand Distance Vector) e o DSR (Dynamic Source
Routing). Em contra partida, Boukerche (2004), afirmou que o desempenho dos protocolos
AODV e DSR e´ bastante prejudicado pela constante alterac¸a˜o topolo´gica da rede.
Os protocolos pro´-ativos (table-driven) caracterizam-se por ter conhecimento das
rotas para todos os no´s existentes. Esse protocolo possui a vantagem de ter um reduzido
atraso incial, pois as rotas ja´ esta˜o estabelecidas. Na˜o obstante, a metodologia dos protocolos
pro´-ativos implica na existeˆncia de um tra´fego adicional para controle da topologia, uma
vez que e´ preciso manter as rotas existentes sempre atualizadas, consumindo uma maior
largura de banda. Sa˜o exemplos de protocolos pro´-ativos: DSDV (’Destination Sequenced
Distance Vector) e o WRP (Wireless Routing Protocol).
Os protocolos PRAODV (PReemptive AODV ) e PRAODV-M (PReemptive AODV
- Maximum) foram criados em cima do protocolo AODV, oferecendo um componente
baseado na velocidade, na localizac¸a˜o e na predic¸a˜o. A difererenc¸a e´ que no PRAODV e´
estabelecida uma ligac¸a˜o alternativa entre dois no´s, antes mesmo da principal expirar, e
a PRAODV-M, escolhe uma rota que preveˆ ficar ativa por mais tempo, ao contra´rio da
AODV, que escolhe a rota mais curta (LUI´S, 2009).
O protocolo OLSR (Optimzed Link State Routing), realiza uma otimizac¸a˜o da
topologia, sendo este, o algoritmo mais utilizado em redes ad-hoc (JACQUET et al., 2001).
Possui um modo de funcionamento bastante caracter´ıstico, pois cada no´, seleciona dentre
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seus vizinhos, uma quantidade de no´s suficientes de maneira a cobrir toda a vizinhanc¸a a
dois saltos do no´, com objetivo de realizar o roteamento e retransmitir as mensagens.
4.4.2 Protocolos Baseados em Localizac¸a˜o
Um dos primeiros protocolos baseados em localizac¸a˜o foi o GPSR (Greedy Perimeter
Stateless Routing), no qual baseia-se na informac¸a˜o geogra´fica em relac¸a˜o aos vizinhos. A
vantagem deste protocolo esta´ em manter a informac¸a˜o apenas sobre a topologia local,
permitindo uma maior escalabilidade e um menor tempo para criac¸a˜o de novas rotas.
Entretanto, o desempenho do GPSR e´ comprometido em ambiente reais, apresentando
obsta´culos e distribuic¸a˜o aleato´ria dos ve´ıculos.
O protocolo GSR (Global State Routing) foi criado com objetivo de corrigir a
limitac¸a˜o do GPSR de modo a utilizar o link-state de forma que cada no´ mante´m uma
tabela de conectividade, contendo todas as ligac¸o˜es existentes entre os diversos no´s da
rede, otimizando as deciso˜es a n´ıvel de roteamento local. Avaliac¸a˜o feita por Fu¨ssler et al.
(2003) indica que o GSR apresentou melhor desempenho em relac¸a˜o ao GPSR e melhora
no atraso comparado ao DSR, do mesmo modo que uma melhor taxa de sucesso de entrega
e menor ocupac¸a˜o da largura de banda se comparado com o AODV (LI; WANG, 2007).
O protocolo A-STAR e´ baseado no GSP e GPSR e incorpora um sistema de
sensibilizac¸a˜o de tra´fego (traffic awareness) fazendo uso de mapas das estradas ordenados
por utilizac¸a˜o, de forma a poder definir suas rotas pelas estradas com maior conectividade,
na tentativa de aumentar a probabilidade de sucesso na entrega dos pacotes. Devido
a` sensibilizac¸a˜o de tra´fego aplicado ao A-STAR, ele apresenta um melhor desempenho,
entorno de 40%, na entrega de pacotes em relac¸a˜o ao protocolo GSR.
Foi proposto por Leontiadis e Mascolo (2007) o protocolo de roteamento denominado
GeOpps (Geographical Opportunistic routing for vehicular networks), ele assume que todos
os no´s esta˜o munidos com sistemas de posicionamento de maneira a encaminhar um pacote
para um no´ que esta´, teoricamente, em melhores condic¸o˜es de poder entregar ao seu destino
final. Segundo Karp e Kung (2000), os resultados mostraram que o protocolo GeOpps tem
um melhor comportamento do que o GPSR.
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4.4.3 Protocolos Baseado em Clusters
Os protocolos de roteamento baseados em Clusters representam uma rede virtual
criada por meio de no´s de uma rede f´ısica, onde o grupo criado por um conjunto de no´s
interligados de maneira lo´gica, tem tendeˆncia a alterar rapidamente a sua composic¸a˜o.
Cada cluster pode apresentar um no´ como l´ıder, denomicado cluster-head, que
e´ incubido pela coordenac¸a˜o da comunicac¸a˜o dos no´s da rede. Os no´s de um cluster
podem se comunicar diretamente, pore´m a comunicac¸a˜o extra grupo deve ser feita somente
pelo l´ıder. A criac¸a˜o dos clusters e´ de suma importaˆncia para aumentar a escalabilidade
dos protocolos de roteamento e esta´ na estabilidade a chave para o desempenho destes
algoritmos (LUI´S, 2009).
Em redes veiculares, a aleatoriedade da movimentac¸a˜o dos ve´ıculos faz com que os
protocolos de roteamento baseados em cluster aplicados em redes mo´veis sejam frustrados,
tais como: Adaptative Clustering e o MCDS Minimum Connected Dominating Set (DAS;
BHARGHAVAN, 1997).
Como dito anteriormente, o sucesso de um cluster esta´ na estabilidade, consequen-
temente, muitas pesquisas sa˜o realizadas com objetivo de tornar o grupo o mais esta´vel
poss´ıvel a exemplo do protocolo COIN Clustering for Open IVC Networks que utiliza
informac¸o˜es sobre mobilidade para formac¸a˜o do cluster. Entretanto, sa˜o adicionados ao
algoritmo, as intenc¸o˜es do motorista do ve´ıculo como tambe´m a dinaˆmica veicular. De
acordo com Blum, Eskandarian e Hoffman (2003), resultados demonstram que as oti-
mizac¸o˜es feitas melhoram o desempenho do protocolo, identificando um aumento de 192%
no tempo me´dio de vida de um cluster e uma reduc¸a˜o de 42% no nu´mero de alterac¸o˜es
dos integrantes do grupo.
O protocolo CBLR (Cluster-Based Location Routing algorithm) apresentado por
Santos, Edwards e Edwards (2004), utiliza conceitos de cluster juntamente com informac¸o˜es
de localizac¸a˜o. Este protocolo, se comparado ao AODV e DSR, desmostrou um desempenho
superior ao atraso end-to-end e a` taxa de sucesso de entrega.
4.4.4 Protocolos por Broadcast
Os protocolos de roteamento baseados em broadcast consistem em transmitir
informac¸o˜es por todos os no´s que fac¸am parte da rede. Em VANETs, este tipo de difusa˜o
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e´ muito utilizado para compartilhar informac¸o˜es sobre o tra´fego, condic¸o˜es da estrada,
condic¸a˜o do clima, entre outros (LUI´S, 2009). Assim, fica garantido que todos receberam
a informac¸a˜o. Entretanto, o funcionamento destes protocolos na˜o e´ indicado para redes
consideravelmente grandes, podendo gerar um efeito de tempestade de broadcast (broadcast
storm), aumentando a probalilidade de coliso˜es de pacotes e o consumo da largura de
banda, comprometendo o desempenho.
O protocolo BROADCOMM (BROADcast COMMunications) apresenta algumas
semelhanc¸as com os protocolos baseados em clusters ao dividir a auto-estrada em ce´lulas e
utilizar o conceito de cluster-head, aqui chamando de cell-reflectors (DURRESI; DURRESI;
BAROLLI, 2005). Neste caso, a diferenc¸a e´ que as cell-reflectors devem ficar geometri-
camente no centro da ce´lula. A func¸a˜o do cell-reflectors e´ difundir as informac¸o˜es de
emergeˆncias entre as ce´lulas. Contudo, este protocolo funciona apenas para ambiente de
auto-estrada.
4.4.5 Protocolos Geocast
O protocolo de Geocast (Geocast Routing) leva em considerac¸a˜o a posic¸a˜o/localizac¸a˜o,
e seu objetivo e´ entregar um pacote aos no´s que esta˜o em uma determinada regia˜o de-
nominada ZOR (Zone of Relevance). A implementac¸a˜o deste protocolo deve levar em
considerac¸a˜o a integrac¸a˜o de um servic¸o de multidifusa˜o em conjunto com o agrupamento
dos no´s conforme seu posicionamento geogra´fico, criando assim as ZORs.
Uma implementaca˜o do algoritmo Geocast foi utilizado na construc¸a˜o do protocolo
Message Dissermination Process proposto por Briesemeister, Schafers e Hommel (2000),
cujo objetivo e´ evitar colisa˜o de pacotes e diminuir o nu´mero de retransmisso˜es. No
momento que um no´ recebe um pacote, ele na˜o o encaminha imediatamente esperando
um tempo de modo a poder tomar uma decisa˜o referente a` retransmissa˜o. O tempo de
espera e´ baseado na distaˆncia do no´ que lhe enviou o pacote, ou seja, quanto maior a
distaˆncia menor e´ o tempo de espera. Quando o per´ıodo de tempo expira, o pacote somente
e´ retransmitido se a informac¸a˜o na˜o tiver sido recebida novamente. Esse controle no envio
dos pacotes faz com que seja menos prova´vel a existeˆcia de broadcast stoms e a propagac¸a˜o
de pacotes seja mais eficiente.
Os protocolos DRG (Distributed Robust Geocast) e ROVER (RObust Vehicular
Routing) projetados por Kihl, Sichitiu e Joshi (2008), sendo o DRG um protocolo com
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foco em grandes cena´rios, adapta´vel a`s constantes mudanc¸as da topologia das redes
veiculares e fornece um sistema de encaminhamento ra´pido e confia´vel. Em contra-partida,
o protocolo ROVER oferece uma difusa˜o multicast confia´vel, tendo como base, um processo
de descoberta de rotas dentro da ZOR.
4.4.6 Comparac¸a˜o dos Protocolos de Roteamentos
Ainda na˜o foi encontrada a melhor forma de se criar um protocolo de roteamento
para VANETs, pore´m ha´ autores que consideram um roteamento baseado em cluster
mais via´vel em relac¸a˜o aos outros modelos (LUI´S, 2009). A aplicabilidade do protocolo
faz aumentar o nu´mero de pesquisas existentes. Sendo que se ha´ alguns protocolos que
possuem desempenho favora´vel em cena´rios urbanos, isso ja´ na˜o acontece em ambientes de
alta mobilidade, e vice-versa. A Tabela 3 faz um apanhado geral sobre os protocolos de









AODV Unicast Na˜o Na˜o —
DSR Unicast Na˜o Na˜o —
OLSR Unicast Na˜o Na˜o —


































Tabela 3 – Protocolos de roteamento aplicados a redes veiculares (LUI´S, 2009)
4.5 Aplicac¸o˜es
Ha´ uma se´rie de aplicac¸o˜es que podem ser desenvolvidas para redes veiculares com
foco em cidades inteligentes, entretanto para cada aplicac¸a˜o, e´ necessa´rio conhecer as
caracter´ısticas que as cercam, tais como: seguranc¸a da informac¸a˜o; tempo de resposta;
garantia na entrega; entre outros.
Segundo DANTAS (2011), ha´ uma relac¸a˜o entre velocidade dos ve´ıculos e a distaˆncia
entre eles. Esta relac¸a˜o e´ diretamente proporcional, indicando que quanto maior a ve-
locidade, maior deve ser a distaˆncia entre os ve´ıculos. Isto ocorre naturalmente, pois
o motorista precisa considerar-se seguro no traˆnsito. Pore´m, esta condic¸a˜o e´ dinaˆmica
variando a cada instante, e para agravar, a relac¸a˜o entre velocidade do fluxo e a distaˆncia
dos ve´ıculos, define um fator de realimentac¸a˜o positiva, e sistemas com esta caracter´ıstica
tendem a` instabilidade, gerando transtornos no traˆnsito. Enta˜o, um sistema capaz de
alertar o motorista caso o mesmo esteja a uma distaˆncia “na˜o segura” do ve´ıculo da frente,
pode ser alcanc¸ado com sistemas baseados em VANETs.
Outra aplicac¸a˜o, com foco em redes veiculares, pode ser produzida por meio de
alertas de colisa˜o em uma via de fluxo intenso. O condutor possui um tempo de percepc¸a˜o
mais um tempo de reac¸a˜o e somente apo´s a soma dos tempos podera´ executar uma reac¸a˜o.
Esta situac¸a˜o mostra a importaˆncia de agregar aos ve´ıculos uma rede de comunicac¸a˜o no
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qual os mesmos e seus motoristas podera˜o trocar informac¸o˜es de ocorreˆncias emergenciais
e preventivas no traˆnsito. Esta situac¸a˜o fica claramente evidenciada na Figura 11. Ha´
tambe´m a possibilidade de aplicac¸o˜es voltadas para o entretenimento com o uso de chats,
downloads de v´ıdeos ou ate´ mesmo propagandas comerciais nas proximidades do ve´ıculos.
Figura 11 – Exemplo de aplicac¸a˜o VANET (QIAN; LU; MOAYERI, 2008).
Por ser uma a´rea crescente, as redes veiculares tem atra´ıdo empresas automobil´ısticas
e o´rga˜os controladores a exemplo do o´rga˜o americano de pesquisa de inovac¸a˜o tecnolo´gica,
RITA (Research and Innovative Technology Administration) o qual e´ coordenado pelo
departamento de transporte dos EUA. O projeto Car 2 Car (Communication Consortion),
criado por cinco fabricantes de automo´veis europeus (BMW, Volvo, Volkswagen, Honda,
e Audi) e apoiada por fornecedores de equipamentos, organizac¸o˜es de pesquisa e outros
parceiros, com objetivo de aumentar ainda mais a seguranc¸a e a eficieˆncia do tra´fego
rodovia´rio atrave´s de Sistemas de Transporte Inteligente Cooperativos (C-ITS) com a
comunicac¸a˜o ve´ıculo para ve´ıculo (V2V) suportada pela comunicac¸a˜o ve´ıculo infraestrutura
(V2I) .
4.6 Considerac¸o˜es Finais do Cap´ıtulo
Neste cap´ıtulo foram apresentadas as peculiaridades e os principais desafios relacio-
nados a`s redes veiculares tais como: alta mobilidade; alta e baixa densidade; seguranc¸a e
privacidade e escalabilidade, com as quais a presente pesquisa se debruc¸a na tentativa de
criar alternativas utilizando em conjunto a computac¸a˜o em nuvem para gerenciamento
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virtualizado de uma VANET. Explana tambe´m sobre as arquiteturas aplicadas a`s VANETs,
a importaˆncia da comunicac¸a˜o segura para protec¸a˜o dos motoristas e passageiros, citando





A arquitetura proposta tem a finalidade de criar redes veiculares virtuais em nuvem
com foco no aux´ılio das soluc¸o˜es para os principais desafios relacionados a` VANETs tais
como: alta densidade, baixa densidade, alta mobilidade, seguranc¸a e privacidade, entre
outros.
A arquitetura consiste em um modelo aberto, flex´ıvel e dividido em mo´dulos com
func¸o˜es bem definidas. Cada mo´dulo possui funcionalidades espec´ıficas e comportamentos
bem definidos. Sendo poss´ıvel estender suas operac¸o˜es ou ate´ mesmo substitu´ı-las de
maneira que atenda a`s novas necessidades.
5.2 Mo´dulos da Arquitetura I9VANET
A Figura 12 mostra os mo´dulos necessa´rios da arquitetura I9VANET: Applications,
Server Management Cloud, Routing between Nodes, Secutity OBU/RSU, Infra-Cloud
Communication e Vehicle-Cloud Communication. Sendo que cada mo´dulo segue um modelo
de arquitetura com objetivos bem definidos, visto que suas interfaces de comunicac¸a˜o sa˜o
normatizadas por me´todos espec´ıficos, permitindo substituir um mo´dulo por outro, com a
mesma caracter´ıstica, sem que interfira no funcionamento da plataforma.
Figura 12 – Mo´dulos definidos para a arquitetura I9VANET.
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Todos os recursos que podem ser customizados, tais como: a tecnologia de co-
municac¸a˜o; algoritmo de roteamento; modelo de seguranc¸a; implementac¸a˜o de eventos,








Classe que deve enviar e receber os comandos na comunicac¸a˜o entre o Ve´ıculo (OBU)
e o seu agente virtual.
• CommunicationI2A:
(br.com.virtualVanets.infracloud.communication.impl.CommunicationI2AImpl)
Classe que deve enviar e receber os comandos na comunicac¸a˜o entre o dispositivo a`
beira da rodovia (RSU) e o seu agente virtual.
• ListenerInfraEquipament:
(br.com.virtualVanets.applicationModel.listener.DefaultListenerInfraEquipament)




Trata os eventos necessa´rios da aplicac¸a˜o com foco na comunicac¸a˜o V2A.
• EventInfraEquipament:
(br.com.virtualVanets.infracloud.listener.SVVEventInfraEquipament)
Define a lista dos poss´ıveis eventos de um RSU.
• EventVehicle:
(br.com.virtualVanets.vehiclecloud.listener.SVVEventVehicle)




Responsa´vel por realizar a assinatura e criptografia de todo conteu´to trocado entre
os agentes mo´veis e os dispositivos.
• RouterNetwork:
(br.com.virtualVanets.infraVehicle.communication.CommunicationWebSocketImpl)
Implementa o algoritmo de roteamento a ser utilizado na arquitetura.
5.2.1 Mo´dulo de Comunicac¸a˜o
O mo´dulo de comunicac¸a˜o e´ responsa´vel por definir a troca de mensagens entre os
servidores e os dispositivos OBU e RSU. Dessa forma, e´ poss´ıvel mudar o protocolo de
comunicac¸a˜o sem interferir na arquitetura. Basicamente e´ enviado, dos dispositivos para os
servidores em nuvem, informac¸o˜es dos ve´ıculos a cada 10 segundos, podendo ser ajustado
a` medida que uma aplicac¸a˜o necessite de um menor tempo. Este tempo foi definido devido
a` alguns modelos de aparelhos de monitoramento GPS veicular utilizarem como menor
tempo de envio poss´ıvel. Exemplos de alguns aparelhos de monitoramento veicular: TK103,
AVL05, ST 340, entre outros.
5.2.1.1 Comunicac¸a˜o Infra-Cloud
A forma como a comunicac¸a˜o sera´ efetivamente implementada, na˜o e´ preocupac¸a˜o
da arquitetura, cabe ao desenvolvedor utilizar a tecnologia (socket, webservices, websocket,
push, etc) que mais se adequa a` sua necessidade e/ou regia˜o. As informac¸o˜es trocadas sa˜o
de entrada e sa´ıda, portanto, os equipamentos RSU podem enviar como tambe´m receber
informac¸o˜es dos servidores. Em VANETs pode existir a comunicac¸a˜o entre ve´ıculos e
dispositivos a` beira da rodovia (V2I), todavia, na˜o e´ o propo´sito desta arquitetura realizar,
de forma direta, a comunicac¸a˜o entre os equipamentos, contudo sera´ realizada entre os
respectivos agentes virtuais em nuvem.
Todos os equipamentos RSU sera˜o virtualizados e representados por agentes virtuais.
Sendo assim, pode haver a comunicac¸a˜o entre agente RSU e o agente do ve´ıculo (AV2AI),
como tambe´m entre agentes RSUs (AI2AI), como mostrado na Figura 13. Os dispositivos
RSUs disponibilizam as seguintes informac¸o˜es: identificac¸a˜o, latitude, longitude, altitude,
temperatura, pressa˜o, umidade relativa do ar e um campo textual para informac¸o˜es extras.
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Tais informac¸o˜es podem ser u´teis para informar aos motoristas o estado atual de cada
regia˜o. A plataforma preveˆ 3 operac¸o˜es:
• Conectar: realiza a conexa˜o com o servidor, informando identificador do dispositivo,
a latitude e longitude;
• Enviar Mensagem: envia mensagens para rede. O conteu´do das mensagens variam
de acordo com a aplicac¸a˜o;
• Desconectar: fecha a conexa˜o com o servidor.
Para implementar a comunicac¸a˜o entre o agente e o ve´ıculo (I2AI) e´ necessa´rio
implementar a classe abstrata CommunicationI2A e sobrescrever o me´todo sendMsg.
Esse me´todo e´ executado pela arquitetura de maneira transparente e deve enviar o comando
para o dispositivo.
5.2.1.2 Comunicac¸a˜o Ve´ıculo-Cloud
Define a comunicac¸a˜o entre os servidores e os equipamentos instalados nos ve´ıculos
(OBU). Os detalhes da implementac¸a˜o podem ser substitu´ıdos permitindo utilizar a
melhor tecnologia do momento. Assim como no mo´dulo de Comunicac¸a˜o Infra-Cloud, a
comunicac¸a˜o V2V na˜o ocorrera´ diretamente, como ocorre nos modelos tradicionais, ela
sera´ realizada atrave´s dos agentes virtuais, que nada mais sa˜o do que a representac¸a˜o
virtual dos ve´ıculos. Desta forma, a comunicac¸a˜o se dara´ entre os agentes (AV2AV) e entre
o agente e o ve´ıculo f´ısico (V2A) este processo e´ mostrado na Figura 13.
O ve´ıculo deve disponibilizar as seguintes informac¸o˜es: identificac¸a˜o, latitude,
longitude, altitude, velocidade, direc¸a˜o, tipo operac¸a˜o e um campo textual. A plataforma
preveˆ 4 operac¸o˜es que podem ser extendidas, sa˜o elas:
• Conectar (CONNECT CODE): realiza a conexa˜o com o servidor, informando
identificador do dispositivo, a latitude e longitude;
• Movimentar (MOVIMENTATION CODE): este comando e´ executado a cada 10
segundos, com o intuito de informar a geolocalizac¸a˜o, velocidade e direc¸a˜o do mesmo;
• Enviar Mensagem (SEND BROADCAST CODE): envia mensagens para os ve´ıculos
da rede, sendo que o conteu´do das informac¸o˜es variam de acordo com a aplicac¸a˜o;
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Figura 13 – Modelo de comunicac¸a˜o V2A, I2A, AI2AI e AV2AI (Pro´prio autor).
• Desconectar (DISCONNECT CODE): fecha a conexa˜o com o servidor removendo-o
da rede.
Para implementar a comunicac¸a˜o entre o agente e o ve´ıculo (V2AV), e´ necessa´rio
implementar a classe abstrata CommunicationV2A e sobrescrever o me´todo sendMsg.
Este me´todo executa a classe responsa´vel pela conexa˜o efetivamente definida.
5.2.2 Mo´dulo de Seguranc¸a
A seguranc¸a na troca de informac¸o˜es em redes veiculares e´ um dos desafios que
devem ser solucionados antes mesmo da implantac¸a˜o de uma soluc¸a˜o VANET ser posta em
pra´tica. Enta˜o, como garantir os princ´ıpios da autenticidade, integridade, confidencialidade
e na˜o repu´dio na troca de mensagens entre os ve´ıculos, ja´ que e´ invia´vel fornecer as chaves
de seguranc¸a de todos os ve´ıculos durante a comunicac¸a˜o?
Na arquitetura I9VANET, foi pensado em um processo de comunicac¸a˜o entre os
equipamentos, OBU e RSU, e os servidores em nuvem, de forma que deve garantir os
princ´ıpios da autenticidade, integridade, confidencialidade e na˜o repu´dio, atrave´s do uso de
assinatura digital baseado em algoritmos assime´tricos e criptografia dos dados. Toda via,
este u´ltimo foi definido de forma parametrizada para que fosse feita ana´lise comparativa
entre a comunicac¸a˜o aberta e criptografada.
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A gerac¸a˜o das chaves para cada equipamento deve ser controlada pelo o´rga˜o
responsa´vel pelos ve´ıculos, a exemplo do Brasil, o DENATRAN (Departamento Nacional de
Traˆnsito). Quando um novo ve´ıculo for cadastrado em sua base, “ve´ıculo zero quiloˆmetro”,
devem ser geradas as chaves pu´blica e privada, sendo que a pu´blica deve ser enviada para os
servidores em nuvem responsa´veis pelo gerenciamento da plataforma I9VANETs e a privada,
inserida no equipamento embarcado do ve´ıculo. A cada renovac¸a˜o de licenciamento, um
novo token deve ser gerado e fornecido ao equipamento e publicado nos servidores. Como
tambe´m, em caso de venda de um ve´ıculo, ao passar para o nome do novo proprieta´rio,
deve ser gerado um novo token. Para a gerac¸a˜o das chaves assincronas, foi utilizado o
algoritmo RSA com um tamanho de 1024 bits.
Se o paraˆmetro de criptografia estiver habilitado, o primeiro passo, no momento
da conexa˜o, e´ a troca de chave secreta para que toda comunicac¸a˜o seja segura. Para
isso, assim que o comando onConnection for executado, o servidor enviara´ o comando
createSecretKey com a chave secreta, criptografada com a chave pu´blica do ve´ıculo. Assim
o mesmo podera´ descriptografar com sua chave privada e utiliza´-la na criptografia de cada
envio e recebimento de mensagens de agora em diante. Para criac¸a˜o da chave secreta, foi
utilizado o algoritmo AES com chave de 128 bits.
No momento que um equipamento desejar enviar uma mensagem para seu agente
em nuvem, ela deve ser assinada com sua chave privada, assim atrave´s da verificac¸a˜o da
assinatura com a chave pu´blica, o agente podera´ confiar no remetente. Pore´m, a mensagem
sera´ assinada com a chave privada do servidor para que o equipamento, OBU ou RSU,
possa validar atrave´s da chave pu´blica do servidor.
Alterar o modelo de seguranc¸a adicionando novas regras e´ poss´ıvel atrave´s da
implementac¸a˜o da classe ASecurityModel e dos me´todos verifySign, sign, encrypt e
decrypt. A chamada dos me´todos e´ feita pela arquitetura de maneira transparente, na˜o
sendo necessa´rio intervenc¸a˜o do usua´rio.
Como foi dito anteriormente, as redes veiculares sa˜o vulnera´veis a muitos ataques e
a arquitetura procurou se proteger aos principais como mostrado na Tabela 4.
Tipos de Ataques Opc¸o˜es Observac¸a˜o
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DoS X Este ataque na˜o seria com foco em
um OBU ou RSU, apenas fara´ sentido
ocorrendo nos servidores da plataforma
I9VANET. Para protec¸a˜o os servidores
devem se proteger com firewall.
DDoS X O mesmo do DoS.
Supressa˜o de mensagem X o repasse das mensagens na˜o depende do
ve´ıculo f´ısico e sim do agente virtual em
nuvem.
Buraco Negro X quem repassa as mensagens e´ o agente
em nu´vem, na˜o sendo poss´ıvel acontecer
este tipo de ataque.
Jamming – como a arquitetura depende da telefo-
nia celular, ou redes wifi, entre outras
ja´ mencionadas, enta˜o este sinal pode
ser afetado impossibilitando o acesso dos
ve´ıculos a` nuvem.
Falsificac¸a˜o de enderec¸o X todo no´ deve ser reconhecido pelo o´rga˜o
controlador de ve´ıculos por meio de um
certificado.
Mascaramento X Todo certificado emitido deve ser u´nico e
intransfer´ıvel e renovado anualmente ou
a cada operac¸a˜o de compra e venda.
Replicac¸a˜o do certificado – Este tipo de ataque envolve protege o
certificado do ve´ıculo para que na˜o possa
ser utilizado por outro, fugindo do escopo
da arquitetura.
Sybil X Todo ve´ıculo deve possuir um certificado
reconhecido por alguma entidade certifi-
cadora, na˜o sendo poss´ıvel simular mais
ve´ıculos.
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Falsificac¸a˜o nos dados de GPS – E´ dif´ıcil se proteger deste ataque, pois
o sinal de GPS emitido por sate´lites sa˜o
abertos.
Ilusa˜o – A protec¸a˜o para esse tipo de ataque
consiste em criar uma comunicac¸a˜o in-
viola´vel entre os sensores e o equipamento
que se conecta na aplicac¸a˜o em nuvem.
Injec¸a˜o de informac¸a˜o falsa X Na˜o ha´ comunicac¸a˜o direta entre os
ve´ıculos e a aplicac¸a˜o desenvolvida para
realizar a comunicac¸a˜o virtual pode rea-
lizar uma ana´lise de toda informac¸a˜o.
Modificac¸a˜o de mensagem X Na˜o havendo comunicac¸a˜o direta entre
os ve´ıculos e todas as mensagens sendo
assinadas e criptografadas, na˜o ha´ como
aldulterar uma mensagem.
Ana´lise de tra´fego X E´ uma taque em redes ad-hoc, na˜o sendo
aplicado a` arquitetura.
Forc¸a bruta X A comunicac¸a˜o e´ ponto a ponto e o
conteu´do e´ criptografado, dificultando
ainda mais este tipo de ataque.
Revelac¸a˜o de identidade X A identidade do ve´ıculo na˜o e´ informada
durante as comunicac¸o˜es.
Ataques contra na˜o repu´dio X As mensagens da rede veicular na˜o de-
pende de um ve´ıculo para se propagar.
Ataques contra a privacidade X Todo conteu´do pode ser criptografado,
assim a privacidade do ve´ıculo e´ garan-
tido.
Conluio X A seguranc¸a e´ garantida pela arquitetura
e na˜o por crite´rios de confianc¸a que pode
ser denegrido por este tipo de ataque.
Tabela 4 – Quadro de ana´lise sobre os tipos de ataques e a arquitetura I9VANETs.
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5.2.3 Mo´dulo de Gerenciamento dos Servidores
Partindo do princ´ıpio que seria complexo prever a quantidade de ve´ıculos conectatos
a um servidor, isto criou a necessidade de construir uma estrutura de gerenciamento
com objetivo de aumentar a capacidade de dispositivos conectados a` plataforma. Enta˜o,
pensando nisso foi constru´ıda uma forma de gerenciamento o qual pode ser modificada,
onde os servidores sa˜o distribu´ıdos hierarquicamente de forma que permitam controlar
regio˜es, denominadas domı´nios, separadamente e independentemente conforme Figura 14.
O servidor n´ıvel 0 e´ a raiz da a´rvore e responsa´vel por gerenciar os no´s abaixo dele. Os
servidores “Pais” sa˜o os responsa´veis por realizar a localizac¸a˜o de um domı´nio no momento
que um ve´ıculo mudar de a´rea, enta˜o ele deve possuir todos os domı´nios de seus filhos
para que possa informar ao ve´ıculo, o novo enderec¸o de conexa˜o.
Figura 14 – Organizac¸a˜o dos servidores na nuvem.
A estrutura na˜o e´ uma a´rvore bina´ria e sim uma formac¸a˜o em a´rvore com N no´s
filhos. Quando um ve´ıculo que esta´ conectado a um servidor precisar conectar-se a outro, a
mudanc¸a deve ser solicitada ao servidor pai imediato, caso este na˜o seja o de destino, deve
perguntar ao pai deste e assim sucessivamente, ate´ encontrar o servidor responsa´vel pelo
domı´nio de destino ou o servidor nivel 0 sera´ responsa´vel por este gerenciamento. A Figura
15 mostra como exemplos de domı´nios, onde cada cerca virtual representa um servidor.
Quando um ve´ıculo iniciar a transmissa˜o sera´ conectado automaticamente ao
servidor N´ıvel 0, informando o comando StartConnection, o qual realizara´ uma busca pela
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Figura 15 – Exemplo de domı´nios.
coordenada GPS enviada pelo ve´ıculo para localizar o servidor responsa´vel pelo domı´nio
onde encontra-se o ve´ıculo, podendo ocorrer duas situac¸o˜es:
1. O ve´ıculo apresenta-se em uma a´rea sem cobertura de cerca virtual, assim o pro´prio
servidor raiz sera´ responsa´vel por gerenciar a rede VANET deste ve´ıculo;
2. O ve´ıculo encontra-se em um domı´nio va´lido que e´ de responsabilidade de algum
servidor filho. Enta˜o o servidor n´ıvel 0 ira´ passar o comando, ChangeServer, infor-
mando o enderec¸o do servidor que deve ser responsa´vel pela rede desse domı´nio, e
assim o ve´ıculo faz uma nova conexa˜o para o novo servidor.
Cada movimentac¸a˜o do ve´ıculo deve ser transmitida para o servidor do domı´nio,
pelo comando SendMoviment, o qual verificara´ se o ve´ıculo ainda esta´ em sua regia˜o, de
acordo com a cerca virtual. Caso na˜o esteja mais sob seu domı´nio, o servidor ira´ enviar o
comando ChangeServer com o enderec¸o do servidor pai. Assim, o ve´ıculo podera´ refazer
a conexa˜o com este novo servidor, atrave´s do comando StartConnection, o qual devera´
verificar se a coordenada pertence a este servidor ou a algum de seus filhos. Este processo
e´ realizado para todos os n´ıveis da hierarquia.
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Em todos os servidores deve existir uma base de dados para definir a hierarquia, os
domı´nios geogra´ficos como tambe´m o cadastro dos dispositivos. As tabelas 5 e 6 mostram,
respectivamente, o diciona´rio de dados da tabela server e device utilizadas no sistema.
Tabela Server
Coluna Tipo do Dado Descric¸a˜o
server id integer Identificador u´nico no sistema
address varchar Enderec¸o IP do servidor
server idsuper integer Identificador do servidor pai
dominio polygon Cerca virtual de responsabilidade do
servidor
Tabela 5 – Colunas das tabelas Server.
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Tabela Device
Coluna Tipo do Dado Descric¸a˜o
device id integer Identificador u´nico no sistema
identification varchar Identificador do dispositivo (Imei,
Mac Address, etc.)
type char Tipo do dispositivo (OBU ou RSU)
public key byte[] Chave pu´blica do dispositivo
integer
Tabela 6 – Colunas da tabela Device.
A cada envio do comando SendMoviment pelos ve´ıculos, o servidor deve verificar
se o mesmo ainda encontra-se no mesmo domı´nio. Como este processo e´ executado a cada
10 segundos por cada ve´ıculo, foi necessa´rio realizar essa consulta em memo´ria ao inve´s de
ir no banco. Para isso, foi utilizada a API GEOTools (HALL; LEAHY, 2008).
O GeoTools e´ uma biblioteca feita em Java open source que proveˆ ferramentas
para manipulac¸a˜o de dados geoespacial em memo´ria. O objetivo da biblioteca e´ permitir
que programadores que estejam desenvolvendo aplicac¸o˜es geoespaciais se concentrem na
construc¸a˜o do nego´cio fim, enquanto reutilizam ferramentas gene´ricas para func¸o˜es ba´sicas
(HALL; LEAHY, 2008).
A mesma funcionalidade do GeoTools poderia ser atingida com as func¸o˜es do
PostGIS (OBE; HSU, 2015), pore´m ao realizar pequenos testes comparativos, foi percebido
que o tempo da consulta e´ 10 vezes maior que a do GeoTools, o que poderia comprometer
o processo de avaliac¸a˜o da arquitetura. Entretanto, o PostGIS foi utilizado apenas para
armazenar o pol´ıgono que representa as cercas virtuais dos domı´nios.
5.2.4 Mo´dulo de Roteamento
O mo´dulo de roteamento em uma rede veicular e´ um dos grandes desafios, e
por isto e´ foco de estudos na busca de soluc¸o˜es que viabilizem a rede. Na arquitetura
I9VANET proposta, essa preocupac¸a˜o esta´ presente, pore´m a plataforma permite usar novos
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algoritmos sem a necessidade de preocupar-se com detalhes, como seguranc¸a, protocolo de
comunicac¸a˜o ou quantidade de ve´ıculos.
Toda comunicac¸a˜o entre os no´s e´ realizada entre os agentes virtuais da rede (AV2AV
e AV2AI e AI2AI). As regras de roteamento podem ser substitu´ıdas ou expandidas, basta
implementar novos algoritmos seguindo o modelo da arquitetura do mo´dulo. Quando houver
a necessidade de enviar algo para algum no´ f´ısico da rede, esta mensagem deve ser enviada
atrave´s do Mo´dulo Comunicac¸a˜o Ve´ıculo-Cloud ou Infra-Cloud e eles se responsabilizara˜o
pela entrega.
O mo´dulo de roteamento pode ser definido de acordo com a necessidade, bastando
implementar a classe RouterNetwork, pore´m para fins de avaliac¸a˜o da arquitetura, foi
implementado o algoritmo conhecido como geocast routing, no qual o objetivo e´ entregar
um pacote aos no´s que pertencam a uma certa regia˜o, denominada Zone of Relevance que
utiliza um OBU como no´ cabec¸a de uma rede veicular.
Os ve´ıculos quando iniciam o processo de conexa˜o com o servidor, buscam uma
rede ja´ existente para se conectar. O ve´ıculo “cabec¸a”, ou seja o responsa´vel por ter criado
a rede, deve estar a uma distaˆncia ma´xima de 1 KM, parametriza´vel de acordo com a
necessidade da aplicac¸a˜o, e seguir na mesma direc¸a˜o na via, caso contra´rio, este ve´ıculo
criara´ uma nova rede esperando que novos ve´ıculos solicitem acesso.
A cada transmissa˜o de um ve´ıculo, atrave´s da operac¸a˜o sendMoviment, o algo-
ritmo de roteamento seguira´ uma dentre treˆs opc¸o˜es, sa˜o elas: permanecer na rede atual;
entrar em uma nova; criar uma nova rede veicular.
5.2.5 Mo´dulo de Aplicac¸o˜es
Permite adicionar novas aplicac¸o˜es tendo como base os recursos disponibilizados
pelos outros mo´dulos. Pore´m, para que as aplicac¸o˜es possam enviar e receber informac¸o˜es
da arquitetura, e´ necessa´rio definir um contrato com as classes dos mo´dulos, atrave´s do uso
de interfaces e classes abstratas. Sendo assim, quando um ve´ıculo enviar uma informac¸a˜o
para seu agente virtual, a arquitetura ira´ executar um me´todo padronizado de uma classe
da aplicac¸a˜o, fazendo com que os dados sejam entregues corretamente.
Podem ser implementados va´riados tipos de aplicac¸o˜es com os dados que a arqui-
tetura ja´ disponibiliza, pore´m caso seja necessa´rio que uma aplicac¸a˜o possa modificar
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os dados de entrada e sa´ıda da arquiteura, e´ poss´ıvel utilizar o campo mensagem para
adicionar novas informac¸o˜es e assim atender a`s novas demandas.
5.3 Processo de Nego´cio
As Figuras 16 e 17 mostram os diagramas de processos de nego´cio da plataforma
I9VANET com e sem criptografia, respectivamente. No primeiro processo, o in´ıcio, Figura
16(1), se da´ quando o ve´ıculo e´ ligado e abre a primeira conexa˜o com o servidor raiz, Figura
16(2). Em seguida, o processo de negociac¸a˜o da chave a ser utilizada na criptografia Figura
16(3), a chave e´ criptografada, pelo servidor com a chave pu´blica do ve´ıculo e enviada para
o no´ da rede, Figura 16(4). A partir deste momento, toda comunicac¸a˜o sera´ criptografada
e em ambos os modelos, toda mensagem sera´ assinada.
Figura 16 – Modelo de processo de nego´cio da plataforma I9VANET com criptografia.
Figura 17 – Modelo de processo de nego´cio da plataforma I9VANET sem criptografia.
Apo´s estabelecido o canal seguro, e´ iniciada uma thread, Figura 16(5), responsa´vel
por obter os dados dos sensores do ve´ıculo e envia´-los para o servidor, Figura 16(6), dentre
os dados esta˜o a latitude, longitude, velocidade e direc¸a˜o. O recebimento dos dados e´
73
feito pelo me´todo onMoviment que ira´ verificar em qual domı´nio o servidor deve ficar
conectado, Figura 16(7). Se a coordenada geogra´fica indicar que o ve´ıculo deve mudar de
servidor, enta˜o, o comando changeServer e´ acionado informando o enderec¸o do servidor
“pai”, voltando para o processo, Figura 16(2), para recriar a conexa˜o e seguranc¸a do canal.
Caso permanec¸a no mesmo domı´nio, deve realizar uma ana´lise sobre a rede que o ve´ıculo
pertence, verificando se deve permanecer na rede atual, Figura 16(11), cria uma nova rede,
Figura 16(9), ou entrar em uma outra, 16(10).
O processo de execuc¸a˜o da rede em si na˜o esta´ mapeado nesse fluxo, ja´ que as
mensagens a serem trocadas entre os no´s da rede dependem da camada da aplicac¸a˜o
que esta´ sendo desenvolvida. Por exemplo, quais mensagens devem ser enviadas para os
ve´ıculos da rede.
5.4 Considerac¸o˜es Finais do Cap´ıtulo
Neste cap´ıtulo e´ proposta a arquitetura I9VANET, o qual consiste em gerenciar
redes veiculares com o aux´ılio da computac¸a˜o em nuvem, cujo objetivo e´ corroborar com
a soluc¸a˜o para os principais desafios relacinados a` VANET. Tambe´m e´ apresentada a
estrutura modular da arquitetura, a qual esta´ dividida em seis partes, sa˜o elas: Comu-
nicac¸a˜o Infra-Cloud e Comunicac¸a˜o Ve´ıculo-Cloud, sa˜o responsa´veis pela comunicac¸a˜o
do agente em nuvem e o dispositivo; o mo´dulo de Seguranc¸a deve garantir a privacidade
do remetente e protec¸a˜o da informac¸a˜o; Gerenciamento de Servidores, tem o papel de
proporcionar escalabilidade a` infraestrutura; A Camada de Roteamento permite que o
desenvolvedor gerencie os no´s da rede de maneira virtual, facilitando a comunicac¸a˜o entre
os agentes virtuais; Camada de Aplicac¸a˜o tem a func¸a˜o de definir a contextualizac¸a˜o que
o desenvolvedor quer dar aos dados coletados pelos ve´ıculos.
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6 Avaliac¸a˜o da Plataforma
Este cap´ıtulo visa avaliar a plataforma desenvolvida sobre a arquitetura I9VANET
por meio do paradigma GQM (Goal-Question-Metric) muito usado para planejar medic¸o˜es
em projetos de softwares (SOLINGEN et al., 2002). As seguintes fases foram analisadas
durante o processo de avaliac¸a˜o: fase de planejamento, de coleta de dados e de interpretac¸a˜o
dos resultados.
O processo de avaliac¸a˜o iniciou-se na fase de planejamento com o intuito de analisar
a plataforma com relac¸a˜o a` efica´cia e eficieˆncia da soluc¸a˜o. O experimento teve como pu´blico
alvo os desenvolvedores de software interessados na arquitetura como gerenciamento de
uma rede VANET em nuvem para ITS no contexto de cidades inteligentes.
Com base na proposta da plataforma I9VANET, foram realizados dois tipos de
experimentos. O primeiro, com o intuito de avaliar a sua aplicabilidade em ambientes de
redes veiculares reais, teve a func¸a˜o de avaliar o fluxo de dados referentes a`s velocidades
das tecnologias atualmente utilizados na telefonia mo´vel, sendo 2G, 3G, 4G e 5G. O
segundo experimento objetivou dimensionar a capacidade de operac¸a˜o e o comportamento
da plataforma a partir de excessivas requisic¸o˜es, sem limite de velocidade. Ambos os testes
extra´ıram dados estat´ısticos a partir de me´tricas pre´-definidas e planejadas.
6.1 Definic¸a˜o
Analisar a plataforma I9VANET sob a o´tica da efica´cia e eficieˆncia. Sendo que para
a efica´cia sera´ verificado se as mensagens sa˜o entregues independente do tempo decorrido
e se houve perda de informac¸a˜o, e a eficieˆncia utilizara´ o tempo como crite´rio para entrega
das mensagens, do ponto de vista de mu´ltiplos acessos concorrentes no contexto de redes
veiculares com gerenciamento em nuvem.
6.2 Planejamento
O experimento tem como alvo, os desenvolvedores de soluc¸o˜es que visam melhorar
a mobilidade urbana com o uso de VANETs. Onde o objetivo foi avaliar a capacidade de
processamento do servidor e medir o tempo de lateˆncia das comunicac¸o˜es da telefonia
mo´vel, atrave´s dos seguintes questionamentos:
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• Qual a taxa de processamento por minuto?
• Qual a lateˆncia me´dia de cada requisic¸a˜o para as velocidades de 2G, 3G, 4G e 5G?
• A lateˆncia me´dia com a mensagem criptografada ira´ aumentar em relac¸a˜o a` mensagen
aberta?
• Qual a capacidade de processamento da plataforma I9VANET?
Para isso, foram utilizadas as seguintes me´tricas:
• nu´mero Total de requisic¸o˜es por min (TR/min);
• tempo de lateˆncia da comunicac¸a˜o (Lat);
• tempo de processamento de cada requisic¸a˜o no servidor (PT).
O tempo de lateˆncia representa o tempo que uma mensagem sai do ponto A para
o ponto B, sendo que o tempo calculado pelo experimento foi o RTT (round trip time),
tempo que a mensagem foi enviada e recebida de volta pelo ve´ıculo, sendo considerado
como lateˆncia, a metade do RTT.
De acordo com Papadimitratos et al. (2008), as aplicac¸o˜es voltadas para as redes
VANETs possuem alguns requisitos que devem ser respeitados e esta˜o relacionados ao tipo
de comunicac¸a˜o, ao tipo de mensagem, ao tempo de entrega, a` lateˆncia (tempo de atraso
ma´ximo requerido) e a outros requisitos como mostra a Tabela 7. Enta˜o, o objetivo do
experimento e´ avaliar se o tempo obtido se adequa aos requisitos mostrados.
Tabela 7 – Caracter´ısticas das aplicac¸o˜es veiculares (PAPADIMITRATOS et al., 2008).
Aplicac¸o˜es Tempo Lateˆncia Outros
Alerta de Ve´ıculo Lento 500ms 100ms Alcance: 300m, alta
prioridade
Alerta de Colisa˜o em cruzamento 100ms 100ms Posicionamento pre-
ciso em um mapa
digital, alta prioridade
Pre´ Colisa˜o 100ms 50ms Alcance 50m, priori-
dade alta/me´dia
Gerenciamento de Cruzamento 1000ms 50ms Precisa˜o de posiciona-
mento menor que 5m
Download de Mı´dia – 500ms Acesso a internet e
Gereˆncia dos direitos




O ambiente proposto para avaliac¸a˜o consiste em simular movimentac¸o˜es de ve´ıculos
na cidade de Aracaju-SE Brasil, representando uma a´rea de 174 quiloˆmetros quadrados,
transmitindo e recebendo informac¸o˜es dos servidores que compo˜em a plataforma I9VANETs.
Foram definidos dois grupos de testes, o primeiro consistiu em avaliar o comportamento da
arquitetura referente a` quantidade de ve´ıculos em conjunto com a limitac¸a˜o das velocidades
utilizadas pela telefonia mo´vel. O segundo, avaliou a capacidade de processamento dos
servidores sem limitac¸a˜o da velocidade de acesso.
Cada teste realizado, do primeiro grupo, levou em considerac¸a˜o quantidades dife-
rentes de dispositivos representando os ve´ıculos, sendo da seguinte forma: 50, 100, 200 e
400. Para cada faixa, tambe´m foi ajustada a largura de banda para definir a velocidade
ma´xima de comunicac¸a˜o de cada dispositivo, seguindo os modelos 2G, 3G, 4G e 5G, cuja
velocidades definidas foram respectivamente: 400 Kbps, 2 Mbps, 100 Mbps e 1 Gbps.
Todo o ambiente, tanto o cliente quanto os servidores, foi montado em ma´quinas
virtuais em 12 estac¸o˜es f´ısicas. No caso dos servidores, foram criadas 4 ma´quinas com
Linux Ubuntu Server 16.04 com o postgresql 9.5 e plugin postgis 2.0 e Glassfish 4.1.1 como
servidor de aplicac¸a˜o. Todos os servidores possu´ıam a mesma configurac¸a˜o, sendo 1 GB de
RAM e 2 processadores virtuais, e foram executados em uma u´nica ma´quina f´ısica cuja
configurac¸a˜o esta´ presente na Tabela 18. A disposic¸a˜o dos servidores virtuais foi definida
em dois n´ıveis hiera´rquicos, sendo o servidor n´ıvel 0, a raiz da hierarquia, e como filhos, 3
servidores no n´ıvel 1.
Para simulac¸a˜o dos clientes, os OBUs e RSUs, foram utilizadas ma´quinas virtuais
com linux Ubuntu Server 14.04 LTS 32 bits com o Mininet 2.2.1 configurado. Cada
rede virtual Mininet instanciou entre 25 e 50 hosts, para que seu desempenho na˜o fosse
comprometido. Todas as ma´quinas com Mininet utilizaram a mesma configurac¸a˜o: 2GB de
RAM e 2 processadores virtuais. O modelo do ambiente e´ mostrado na Figura 18.
Foi criado um script em Python, conforme Co´digo 6.1, com intuito de automatizar
a criac¸a˜o dos hosts, limitar largura de banda entre 2G, 3G, 4G e 5G, iniciar a execuc¸a˜o
da aplicac¸a˜o responsa´vel por simular as funcionalidades dos OBUs e RSUs, realizar
a comunicac¸a˜o com a plataforma I9VANET e registrar em log os dados referentes a`
comunicac¸a˜o de cada host, em arquivos individuais.
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Figura 18 – Configurac¸a˜o do ambiente utilizado para a realizac¸a˜o dos experimentos. Fonte:
criada pelo autor.
Um host virtual tem a func¸a˜o de representar um ve´ıculo real, inclusive com uso de
movimentac¸o˜es reais, coletadas por 12 meses, de um sistema de monitoramento de ve´ıculos
de uma empresa de taxi com 102 carros, totalizando mais de 12 milho˜es de movimentac¸o˜es.
A Figura 19 mostra a tela do sistema de monitoramento de uma empresa de taxi.
Figura 19 – Tela de monitoramento do Sistema TaxiFast (GMSOLUTIONS, 2017).
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A base de movimentac¸a˜o foi extra´ıda, agrupada por ve´ıculo e em seguida, armaze-
nada em arquivo e colocada em cada ma´quina Mininet, para que cada host pudesse simular
uma movimentac¸a˜o real. Cada arquivo de movimentac¸a˜o recebeu um nu´mero, por exemplo:
1.csv, 2.csv e assim por diante. Enta˜o, os hosts virtuais realizaram um sorteio entre os
arquivos dispon´ıveis para efetuar a leitura das informac¸o˜es de movimentac¸a˜o e transmit´ı-la







Tabela 8 – Linhas do arquivo de movimentac¸a˜o.
Para o segundo grupo dos testes, utilizaram-se as mesmas ma´quinas virtuais, com
o uso de uma outra aplicac¸a˜o desenvolvida pelo autor. Esta aplicac¸a˜o consistiu em criar
inu´meras threads, para simular os ve´ıculos e realizar a conexa˜o com os servidores sem o
controle da largura de banda, com objetivo de sobrecarregar a infraestrutura na tentativa
de encontrar o limite suportado pela mesma. Foram executadas em 4 testes, sendo com
800 e 1600 ve´ıculos utilizando mensagens abertas e, posteriormente, com informac¸o˜es
criptografadas.
6.4 Experimentos
Ao iniciar cada experimento, os hosts virtuais devem estabelecer a conexa˜o com o
servidor n´ıvel 0, contudo se todos os “ve´ıculos” iniciarem a conexa˜o ao “mesmo tempo”,
ocasionara´ uma sobrecarga tanto na ma´quina cliente quanto no servidor. Pensando nisso,
foi implementado na aplicac¸a˜o cliente um delay forc¸ado antes de iniciar o processo de
conexa˜o pela primeira vez. Cada host obte´m um nu´mero pseudo-randoˆmico entre 0 e
120.000 milisegundos (2 minutos), o qual sera´ usado para dar uma pausa na aplicac¸a˜o para
depois iniciar o processo de conexa˜o, gerando assim, uma aleatoriedade inicial. Se por algum
79
motivo a conexa˜o do host cliente cair ou der timeout, ela sera´ refeita automaticamente,




4 def build(self , n=2):
5 switch = self.addSwitch(’s1’)
6 #Cria todos os hosts e conecta ao switch
7 for h in range(n):
8 host = self.addHost(’h%s’ % (h + 1))
9 self.addLink(host , switch)
10 def limit( bw=0.2, cpu=1 ):
11 intf = custom( TCIntf , bw=bw )
12 myTopo = SingleSwitchTopo(n=2)
13 for sched in ’rt’, ’cfs’:
14 if sched == ’rt’:
15 release = quietRun( ’uname -r’ ).strip(’\r\n’)
16 output = quietRun( ’grep CONFIG_RT_GROUP_SCHED /boot/config -%
s’
17 % release )
18 if output == ’# CONFIG_RT_GROUP_SCHED is not set\n’:
19 continue
20 host = custom( CPULimitedHost , sched=sched , cpu=cpu )
21 net = Mininet( topo=myTopo , intf=intf , host=host)
22 net.addNAT ().configDefault ()
23 net.start()
24 # Para cada host criado , executa a aplicacao de simulacao
25 for host in net.hosts:
26 if ’h’ in host.name:
27 host.cmd(’java -jar SVVMainTest.jar ’ + str(host) + ’.
csv /home/mininet/vanet &’)
28 CLI( net )
29 if __name__ == ’__main__ ’:
30 setLogLevel( ’info’ )
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31 limit ()
Listing 6.1 – Script Python para criac¸a˜o dos hosts no mininet.
As ma´quinas utilizadas no experimento pertenciam a um laborato´rios do Instituto
Federal de Sergipe - Campus Lagarto e dois notebooks pertencentes ao autor, cuja
configurac¸o˜es esta˜o presentes na Tabela 9.
Maquina Cliente
Sist Operacional. Qnt. Processador Memo´ria
Windows 7 12 AMD Phenom II X2 B57 3.20 GHz 4 GB
Mac OS Sierra 1 2,4 GHz Intel Core i5 8 GB
Maquina Servidora
Sist Operacional. Processador Memo´ria
Ubuntu 16.4 1 2,4 GHz Intel Core i7 GHz 8 GB
Tabela 9 – Configurac¸a˜o dos computadores utilizados no experimento.
Para cada cena´rio, 50, 100, 200 e 400 ve´ıculos, os hosts emulados usaram a seguinte
distribuic¸a˜o entre as ma´quinas clientes, como mostra a Tabela 10, tendo como preocupac¸a˜o
o poder computacional das ma´quinas f´ısicas.
Cena´rio 50
Ma´quian F´ısica. Qnt. Nr Hosts Cada
Windows 2 25
Cena´rio 100
Ma´quina F´ısica. Qnt. Nr Hosts Cada
Windows 4 25
Cena´rio 200
Ma´quina F´ısica. Qnt. Nr Hosts Cada
Windows 6 25
Mac OS 1 50
Cena´rio 400
Ma´quina F´ısica. Qnt. Nr Hosts Cada
Windows 12 25
Mac OS 2 50
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Tabela 10 – Configurac¸a˜o dos computadores utilizados no experimento em cada cena´rio.
Conforme dito anteriormente, foram definidos 36 cena´rios de testes, sendo 32 levando
em considerac¸a˜o quantidades de ve´ıculos, largura de banda da comunicac¸a˜o e a criptografia
ou na˜o dos dados e 4 utilizando a velocidade total dispon´ıvel com e sem criptografia dos
dados. Os detalhes de cada cena´rio esta´ apresentado a seguir:
• Experimento 1(2G), 2 (3G), 3(4G) e 4(5G): rodando o teste com 50 ve´ıculos
sem a utilizac¸a˜o da criptografia e foram utilizadas duas ma´quinas f´ısicas com windows
rodando 25 hosts cada uma delas;
• Experimento 5(2G), 6(3G), 7(4G) e 8(5G): rodando o teste com 50 ve´ıculos
com o uso da criptografia e foram utilizadas duas ma´quinas f´ısicas com windows
rodando 25 hosts cada uma delas;
• Experimento 9(2G), 10(3G), 11(4G) e 12(5G): rodando o teste com 100
ve´ıculos sem o uso da criptografia e foram utilizadas quatro ma´quinas f´ısicas com
windows rodando 25 hosts cada uma delas;
• Experimento 13(2G), 14(3G), 15(4G) e 16(5G): rodando o teste com 100
ve´ıculos com o uso da criptografia, sendo utilizadas quatro ma´quinas f´ısicas com
windows rodando 25 hosts cada uma delas;
• Experimento 17(2G), 18(3G), 19(4G) e 20(5G): rodando o teste com 200
ve´ıculos sem o uso da criptografia, sendo utilizadas oito ma´quinas f´ısicas com
windows rodando 25 hosts cada uma delas;
• Experimento 21(2G), 22(3G), 23(4G) e 24(5G): rodando o teste com 200
ve´ıculos com o uso da criptografia, sendo utilizadas oito ma´quinas f´ısicas com
windows rodando 25 hosts cada uma delas;
• Experimento 25(2G), 26(3G), 27(4G) e 28(5G): rodando o teste com 400
ve´ıculos sem o uso da criptografia, sendo utilizadas dez ma´quinas f´ısicas com windows,
rodando 30 hosts e 2 VMs com mininet com 50 ve´ıculos cada, na ma´quina Mac;
• Experimento 29(2G), 30(3G), 31(4G) e 32(5G): rodando o teste com 400
ve´ıculos com o uso da criptografia, sendo utilizadas dez ma´quinas f´ısicas com windows,
rodando 30 hosts e 2 VMs com mininet com 50 ve´ıculos cada, na ma´quina Mac;
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• Experimento 33 (Sem limite de velocidade): rodando o teste com 800 ve´ıculos
sem o uso da criptografia, sendo utilizadas dez ma´quinas f´ısicas com windows rodando
80 threads ;
• Experimento 34 (Sem limite de velocidade):rodando o teste com 800 ve´ıculos
com o uso da criptografia, sendo utilizadas dez ma´quinas f´ısicas com windows rodando
80 threads ;
• Experimento 35 (Sem limite de velocidade): rodando o teste com 1600 ve´ıculos
sem o uso da criptografia, sendo utilizadas dez ma´quinas f´ısicas com windows rodando
130 threads e mais 300 na ma´quina mac;
• Experimento 36 (Sem limite de velocidade): rodando o teste com 1600 ve´ıculos
com o uso da criptografia, sendo utilizadas dez ma´quinas f´ısicas com windows rodando
130 threads e mais 300 na ma´quina mac.
6.5 Resultados
Inicialmente, os dados colhidos referentes ao RTT, foram avaliados quanto a` sua
normalidade, para verificar se a distribuic¸a˜o de probabilidade associada a`s amostras podem
ser aproximadas em entre os experimentos. Para tal, foi utilizado o Kolmogorov-Smirnov
test (KS) tendo as seguintes hipo´teses:
H0: Os dados seguem uma distribuic¸a˜o normal.
Ha: Os dados na˜o seguem uma distribuic¸a˜o normal.
O resultado do teste KS aplicado sobre as me´dias dos tempos RTT das requisic¸o˜es
de cada host indica que nenhuma das amostras apresentaram uma distribuic¸a˜o normal a um
n´ıvel de significaˆncia, comumente utilizado, de 0,05. Rejeitando a hipo´tese H0 para todos
os testes com velocidade limitada, como tambe´m com 800 ve´ıculos sem limite de velocidade.
Ja´ o teste com 1600 ve´ıculos, apresentou um P-Value acima de 0,05, indicando que a
distribuic¸a˜o de probabilidade associada a`s me´dias das requisic¸o˜es podem ser aproximadas
na˜o rejeitando a hipo´tese nula, como mostrado na Tabela 11.
Sob a o´tica das variac¸o˜es entre os RTT das requisic¸o˜es, podemos observar que nos
cena´rios com 50 e 100 ve´ıculos e utilizando a comunicac¸a˜o aberta, na˜o segura, o coeficiente
de variac¸a˜o foi baixo e para os testes acima de 200 ve´ıculos houve um crecimento no
coeficiente. Isso aconteceu devido a` maior quantidade de ve´ıculos presentes nos testes
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Tabela 11 – Resultado do teste de ana´lise de distribuic¸a˜o normal dos dados para cada
quantidade de ve´ıculos e velocidades de acesso.
Qnt. Ve´ıculos 2G 3G 4G 5G Sem Limite
50 0,0 0,0 0,0 0,0 -
50 encpriptado 0,0 0,0 0,0 0,0 -
100 0,0 0,0 0,0 0,0 -
100 encpriptado 0,0 0,0 0,0 0,0 -
200 0,0 0,0 0,0 0,0 -
200 encpriptado 0,0 0,0 0,0 0,0 -
400 0,0 0,0 0,0 0,0 -
400 encpriptado 0,0 0,0 0,0 0,0 -
800 - - - - 0,195
800 encpriptado - - - - 0,310
1600 - - - - 0,801
1600 encpriptado - - - - 0,755
e consequentemente, houve mais mudanc¸a de domı´nios. Em me´dia o tempo gasto para
realizar a operac¸a˜o changeServer e´ de 2,5 segundos, conforme mostra a Tabela 12.
Tabela 12 – Resultado do teste de ana´lise dos coeficientes de variac¸a˜o com mensagens
abertas.
Qnt. Ve´ıculos 2G 3G 4G 5G
50 0.52360 0.5504 0.5751 0.5435
100 0.5340 0.5490 0.5630 0.5560
200 2.1970 2.5930 2.4360 2.3560
400 1.9220 2.1680 2.4270 2.5360
Todavia, o mesmo experimento utilizando mensagens criptografadas, apresentou
coeficientes de variac¸a˜o alto, para todos os cena´rios, nas velocidades de 2G, 3G e 4G, apenas
reduzindo no 5G, com excec¸a˜o do teste com 400 ve´ıculos que apresentou uma diminuic¸a˜o
a cada aumento de velocidade, pore´m continuou alto mesmo com o 5G, como mostra a
Tabela 13. E vale ressaltar que o tempo medido no envio de mensagens criptografadas,
envolve a encriptac¸a˜o na saida do dispositivo, a decriptac¸a˜o na chegada no servidor, a
encriptac¸a˜o na resposta do servidor e a decriptac¸a˜o na chegada no dispositivo.
As imagens, contidas na Figura 20 mostram o histo´grama de frequeˆncia das me´dias
das requisic¸o˜es para cada velocidade definidas para 2G, 3G, 4G e 5G. Para o teste com
50 ve´ıculos com mensagens abertas, observou-se que na˜o ha´ uma relac¸a˜o de melhora nos
tempos me´dios a` medida que aumenta a velocidade de 2G para 5G. A concentrac¸a˜o dos
tempos permanecem na mesma refereˆncia, entre 40 e 50 milisegundos, sendo considerado
o´timo se comparado com as especificac¸o˜es apresentadas por Papadimitratos et al. (2008).
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Tabela 13 – Resultado do teste de ana´lise dos coeficientes de variac¸a˜o com mensagens
criptografadas.
Qnt. Ve´ıculos 2G 3G 4G 5G
50 2.2270 2.0500 1.8631 0.6435
100 2.2520 2.1540 2.5100 0.5560
200 2.0670 1.2260 0.7901 0.6220
400 1.8570 1.6830 1.8230 1.5800




O cena´rio com 100 ve´ıculos apresentou gra´ficos semelhantes aos de 50, ou seja o
tempo me´dio das requisic¸o˜es na˜o variou de acordo com o aumento da velocidade indicando
que a plataforma suporta bem estas quantidades de ve´ıculos, conforme mostra a Figura 21.
Entretanto, os testes com o cena´rio de 200 ve´ıculos apresentaram uma variac¸a˜o
com a diferenc¸a de velocidades, de acordo com a Figura 22, o teste com a velocidade
2G apresentou maior concentrac¸a˜o entre o intervalo de 0 e 50 milisegundos. Ja´ Com a
velocidade de 3G, a maior concentrac¸a˜o ficou entre 140 e 160 milisegundos, dando sinais
que o aumento na concorreˆncia das requisic¸o˜es comeca a prejudicar o desempenho da
plataforma na infraestrutura montada.
No experimento com 400 ve´ıculos, a velocidade 2G apresentou o pior resultado
em relac¸a˜o a`s outras velocidades, contendo, de maneira significativa, me´dias entre 600 e
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700 milisegundos, tornando invia´vel o uso da velocidade 2G com a plataforma I9VANET.
O mesmo na˜o ocorreu com as velocidades de 3G, 4G e 5G, que apresentaram grande
concentrac¸a˜o entre os tempos de 0 a` 150 milisegundos como mostra a Figura 23, indicando
que para estas velocidades a infraestrutura montada pode ser utilizada.




Nas Figuras 24, 25 e 26, e´ feita uma ana´lise sobre os tempos mı´nimos, me´dios e
ma´ximos das me´dias dos RTTs das requisic¸o˜es com mensagens abertas e encriptadas,
extra´ıdas de cada cena´rio. Fica evidente que nos cena´rios de 50, 100 e 200 ve´ıculos si-
multaˆneos, os tempos mı´nimos, me´dios e ma´ximos apresentam pequena variac¸a˜o, entretanto
os tempos me´dios e ma´ximos no cena´rio com 400 ve´ıculos, com velocidade de 2G, ha´ um
aumento considera´vel em relac¸a˜o a`s outras velocidades, como mostra as Figuras 25 e 26,
indicando que essa quantidade de ve´ıculos ja´ na˜o e´ indicada com a velocidade do 2G.
No segundo grupo de experimento, foram avaliadas as quantidades de 800 e 1600
ve´ıculos sem limite da conexa˜o. Conforme Figura 27, fica evidente o aumento nos tempos
me´dios de RTT das requisic¸o˜es com mensagens criptografadas, Figura 27.B, sobre as
requisic¸o˜es com conteu´do aberto, Figura 27.A. Entretanto, o crescimento na˜o foi significativo
sendo a diferenc¸a da maior concentrac¸a˜o dos tempos entre 10 e 18 milisegundos, para o teste
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Figura 24 – Gra´fico comparativo dos tempos mı´nimos entres os cena´rios.
Figura 25 – Gra´fico comparativo dos tempos me´dios entres os cena´rios.
com mensagens abertas, e 21 e 22 milisegundos, para o teste com conteu´do criptografado,
gerando uma diferenc¸a me´dia de 8 milisegundos indicando que em ambos os casos, o tempo
obtido e´ o´timo para o uso em redes veiculares, todavia o tempo mais rigoroso e´ de 100
milisegundos de acordo com Papadimitratos et al. (2008).
Para o teste com 1600 ve´ıculos, houve um aumento considera´vel dos tempos me´dios
das requisic¸o˜es como mostra a Figura 28. A concentrac¸a˜o dos tempos me´dios na Figura
28.A, ficou entre 16 e 20 milisegundos, ja´ no teste com mensagens criptografadas, ficou
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Figura 26 – Gra´fico comparativo dos tempos ma´ximos entres os cena´rios.
Figura 27 – Comparac¸a˜o dos gra´ficos de histograma para os RTTs com 800 ve´ıculos.
[A] [B]
em 40 e 90 milisegundos indicando que o tempo de processamento, para a o processo de
criptografia, afetou os tempos de resposta em ate´ 450%, conforme mostrado na Figura
28.B.
Figura 28 – Comparac¸a˜o dos gra´ficos de histograma para os RTTs com 1600 ve´ıculos.
[A] [B]
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6.5.1 Taxa de Transfereˆncia
Os ve´ıculos enviaram, a cada 10 segundos, os dados com localizac¸a˜o, direc¸a˜o e
velocidade, estas infomac¸o˜es variaram entre 212 e 252 bytes e a Tabela 14 mostra as
velocidades de transmissa˜o utilizadas por cada ve´ıculo nos experimentos e o gra´fico da
Figura 29 exibe a capacidade estimada ocupada por cada teste executado com limites de
conexo˜es. Apesar de ter sido definido um tempo fixo, a depender da aplicac¸a˜o as requisic¸o˜es
podem ser realizadas a` medida que ocorre algum evento previso, como por exemplo ao
encontrar um deformidade na rodovia, este alerta deve ser enviado no momento em que
foi detectado.
Tabela 14 – Velocidade de cada link por ve´ıculo definidos de acordo com Li et al. (2009).





Figura 29 – Comparativo da capacidade de cada link pela quantidade de ve´ıculos.
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6.5.2 Processamento
Foi avaliado o n´ıvel de processamento dos servidores, sendo que o servidor n´ıvel
0 chegou a 100% de processamento nos primeiros 2 minutos, no teste com 800 ve´ıculos,
e depois reduziu para 20%, onde se manteve, conforme Figura 30. Isso ocorreu devido
a todas as conexo˜es iniciais serem feitas para este servidor, como tambe´m quando ha´
necessidade de mudanc¸a de domı´nio, o servidor n´ıvel 0 e´ requisitado de acordo com a
hierarquia estabelecida.
Figura 30 – Nı´vel de processamento dos servidores para o teste com 800 ve´ıculos com
conteu´do criptografado.
No teste com 1600 ve´ıculos, utilizando conteu´do criptografado, o processamento
chegou a 100% no sevidor n´ıvel 0 e permanceu alto, entre 75% e 100%, durante todo o
teste, como mostra a Figura 31.
Durante os experimentos foram analisadas as perdas em cada dispositivo por meio
de dois contadores. O primeiro foi utilizado para contabilizar a quantidade de requisic¸o˜es
realizadas e outro para apurar a quantidade de respostas recebidas. Como mostrado na
Figura 32.A, a maior perda ocorre nas velocidades de 2G utilizando encriptac¸a˜o atingindo
o valor a cima de 25% de perda. Contudo, para o teste com 400 ve´ıculos, a perda ficou
abaixo de 15%. Em amos os casos a perda e´ considerada alta por estar acima de 10% como
foi definido por Cechin (2008). Ja´ as perdas para os experimentos sem limite de conexa˜o,
apresentaram valor abaixo de 1% para o teste com 800 ve´ıculos e 2.06% para o teste com
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Figura 31 – Nı´vel de processamento dos servidores para o teste com 1600 ve´ıculos com
conteu´do criptografado.
Figura 32 – Percentual de perda para cada experimento realizado.
[A] [B]
1600 ve´ıculos e utilizando mensagens criptografadas, ambos ficaram mais altos em relac¸a˜o
a` comunicac¸a˜o aberta, como mostra a Figura 32.B. Sendo assim, sob a o´tica da efica´cia, o
experimento utilizando a velocidade do modelo 2G, mostrou-se na˜o ser eficaz devido ao
alto ı´ndice de perda.
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7 Conclusa˜o e Trabalhos Futuros
Nesta dissertac¸a˜o abordou-se um tema que nos u´ltimos anos tem sido foco de
estudo por pesquisadores em todo o mundo, as redes veiculares. Sendo assim, o presente
estudo definiu um modelo de arquitetura de software para redes veiculares em nuvem,
denominado I9VANETs, como tambe´m uma avaliac¸a˜o da plataforma criada sobre a
arquitetura, com intuito de medir a sua efica´cia e eficieˆncia, visando atender a`s demandas
e desafios relacionados a`s VANETs.
7.1 Contribuic¸o˜es
Como principais contribuic¸o˜es do trabalho temos: o modelo proposto permite
montar uma rede veicular em nuvem e realizar todo o gerenciamento e comunicac¸a˜o de
maneira virtual, permitindo criar ambientes flex´ıveis capazes de oferecer o gerenciamento
de uma rede veicular como servic¸o (VaaS); Ale´m disso, a plataforma possibilita tornar os
equipamentos OBUs e RSUs mais simples e baratos e atua sobre alguns dos principais
desafios relacionados a` VANET tais como: interfereˆncias na comunicac¸a˜o, alta mobilidade,
baixa e alta densidade de ve´ıculos, seguranc¸a na comunicac¸a˜o entre os no´s; Tambe´m foi
constru´ıdo uma plataforma web de simulac¸a˜o, facilitando a utilizac¸a˜o em ambiente reais e de
maneira distribu´ıda; Criac¸a˜o de um proto´tipo para Detecc¸a˜o e Alerta de Congestionamento
em Cruzamentos Semaforizados utilizando Lo´gica Fuzzy.
A arquitetura I9VANET foi definida de maneira modular, sendo dividida em 6
mo´dulos sa˜o eles: Applications, Server Management Cloud, Routing between Nodes, Infra-
Cloud Communication e Vehicle-Cloud Comunication, e cada mo´dulo foi pensado de forma
que seu funcionamento interno na˜o interfera nos outros. Assim, e´ poss´ıvel substituir a
implementac¸a˜o de um mo´dulo sem afetar a plataforma.
Contudo, apesar da plataforma I9VANET realizar o gerenciamento virtual e atuar
sobre alguns dos desafios relacionados a`s redes veiculares, e´ importante salientar que
ha´ peculiaridades referentes ao modelo de rede veicular ad hoc tradicional que apenas
a comunicac¸a˜o direta, ve´ıculo a ve´ıculo, pode resolver, como por exemplo aplicac¸o˜es
pre´-colisa˜o, alerta de ultrapassagem, entre outros. Entretanto, nada impede que os modelos
em nu´vem e ad-hoc trabalhem em conjunto, o enta˜o chamado modo h´ıbrido, na tentativa
de aproveitar o melhor dos dois mundos, aproveitando a escalabilidade e seguranc¸a da
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nuvem e a independeˆncia de infraestrutura para comunicac¸a˜o, o acesso direto a sensores
do veiculo e processamento local realizados em redes ad-hoc tradicionais.
Um fato importante que deve ser comentado, e´ a dependeˆncia da plataforma
I9VANET em relac¸a˜o ao dados de localizac¸a˜o dos ve´ıculos. A falta de precisa˜o do GPS e´
um fator limitante para o uso da plataforma por aplicac¸o˜es que reinvidiquem este crite´rio.
Todavia, uma pesquisa recentemente publicada, apresentou uma te´cnica que potencializa
os dados de geolocalizac¸a˜o por meio da utilizac¸a˜o sensor de ine´rcia acoplado ao dispositivo
possibilitando precisa˜o de uma polegada (CHEN; ZHAO; FARRELL, 2016). Tal descoberta
abre ainda mais a possibilidade de utilizar VANET e servidores em nuvem.
O processo de avaliac¸a˜o aplicado a` plataforma I9VANET, teve como pu´blico alvo
desenvolvedores de soluc¸o˜es com foco em Sistemas Inteligentes de Transportes. Cujo
objetivo foi avaliar a capacidade de processamento e medir o tempo de lateˆncia das
comunicac¸o˜es. Para isso, foram realizados 36 experimentos divididos em dois grupos. O
primeiro, totalizando 34 testes, utilizou como base os limites das velocidades da telefonia
mo´vel, definidas na literatura, para os modelos 2G, 3G, 4G e 5G, com uso de transmissa˜o
de dados abertos e criptografados e utilizando quantidades pre´-definidas de ve´ıculos com o
seguintes valores: 50, 100, 200 e 400. O segundo grupo, consistiu em avaliar a capacidade
operacional da plataforma independentemente da velocidade de acesso dos ve´ıculos, foram
realizados 4 experimentos, com 800 e 1600 ve´ıculos e utilizando dados criptografados e
na˜o criptografados.
Foi definido como hipo´tese a seguinte sentenc¸a: e´ poss´ıvel criar uma plataforma
aberta, flex´ıvel e extens´ıvel capaz de permitir o gerenciamento de redes veiculares como
servic¸o (VaaS) por meio de uma soluc¸a˜o em nuvem, sendo capaz de atender aos requisitos
mı´nimos de tempo para a maioria das aplicac¸o˜es voltadas para redes veiculares? Cada tipo
de aplicac¸a˜o voltada para redes veiculares possui requisitos que devem ser considerados
como mostrado na Tabela 7, e a plataforma I9VANET apresentou tempos me´dios adequados
para todos os tipos de aplicac¸o˜es, com excec¸a˜o da velocidade definida pelo 2G, conforme
apresentado na Figura 25.
Em relac¸a˜o ao n´ıvel de processamento dos servidores, o servidor n´ıvel 0, raiz da
hierarquia, e´ o responsa´vel pelas primeiras conexo˜es feitas pelos ve´ıculos, como tambe´m
durante a mudanc¸a de domı´nios. Pensando nisso, para uma melhor organizac¸a˜o e diminuic¸a˜o
de carga em um u´nico servidor, e´ interessante que os domı´nios vizinhos fiquem, ao
ma´ximo, no mesmo n´ıvel de hierarquia tendo o mesmo servidor pai. Assim, essa sub-a´rvore
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responderia de maneira mais eficiente ao comando changeServer e diminuiria a pressa˜o
sobre o servidor raiz.
Uma outra possibilidade e´ que o servidor n´ıvel 0 seja utilizado apenas para coordenar
a estrutura, retirando de si o papel de gerenciar os ve´ıculos. Sendo assim, ele teria o papel
de receber as primeiras conexo˜es e encaminha´-las para o servidor correspondente, o mesmo
a seria aplicado a` operac¸a˜o changeServer ’ no momento da troca de domı´nios.
Os testes aplicados a` plataforma com 800 e 1600 ve´ıculos, indicaram que o limite
para organizac¸a˜o proposta esta´ em 1600 ve´ıculos e que mais ve´ıculos conectados a esta
estrutura podera´ comprometer o tempo de resposta, sendo necessa´rio aumentar o nu´mero
de servidores para ale´m dos 4 que foram utilizados no experimento, ou ate´ mesmo, melhorar
a capacidade de processamento dos mesmos.
Portanto, apo´s o exposto, os objetivos definidos para este trabalho foram atingidos
por completo, visto que foi proposta a criac¸a˜o de uma arquitetura de software flex´ıvel e
extens´ıvel com capacidade de gerenciar no´s de uma rede VANET, de maneira virtualizada
e cada objetivo espec´ıfico foi prontamente atendido, como se segue:
• Foi elaboradox uma arquitetura de software com os recursos da extensibilidade,
flexibilidade e escalabilidade, permitindo que um desenvolvedor possa constru´ı-la em
qualquer linguagem de programac¸a˜o;
• O autor desenvolveu uma plataforma utilizando a linguagem Java, implementando
uma versa˜o de cada mo´dulo especificado na arquitetura. Esta plataforma esta´
dispon´ıvel para futuras contribuic¸o˜es no GitHub 1;
• A partir da plataforma desenvolvida, foi poss´ıvel realizar uma bateria de experimentos,
de onde foram extra´ıdos os dados, de acordo com as me´tricas estabelecidas, para
avaliac¸a˜o de desempenho e capacidade operacional.
Analisando o aspecto da flexibilidade da plataforma I9VANET, podemos afirmar
que seu uso pode ser adotado no desenvolvimento de soluc¸o˜es com foco ITS. Como foi
visto no presente trabalho, ha´ seis a´reas avanc¸adas de gesta˜o em Sistema Inteligente de
Transporte, Sistema Avanc¸ado de Gesta˜o de Tra´fego, Sistema Avanc¸ado de Informac¸o˜es
para Viajantes, Sistema Avanc¸ado de Transporte Pu´blico, Sistema de Operac¸a˜o de Ve´ıculos
Comerciais, Sistema Avanc¸ado de Controle de Ve´ıculos e Sistema de Coleta Eletroˆnica de
1 https://geoleite@github.com/geoleite/Mestrado.git
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Peda´gio. Cada um deles podem utilizar a plataforma I9VANET como base, uma vez que a
principal caracter´ıstica desses sistemas e´ a utilizac¸a˜o de uma soluc¸a˜o centralizada.
7.2 Publicac¸o˜es
Durante o desenvolvimento desta pesquisa foi poss´ıvel participar de alguns eventos
que contribu´ıram para o enriquecimento e estimularam todo o processo de pesquisa. Segue
alguns eventos onde foram realizadas as publicac¸o˜es:
• XVI ESCOLA REGIONAL DE COMPUTAC¸A˜O BAHIA - ALAGOAS - SERGIPE
(ERBASE) - 2016: Modelo de uma Arquitetura de Software para Virtua-
lizac¸a˜o de Redes Veiculares.
• ConectaIF - 2016: Identificando Nı´veis de Congestionamento em Cruzamen-
tos com Sinalizac¸a˜o Semafo´rica, Utilizando Lo´gica Fuzzy e Rede Veicular.
• ConectaIF - 2016: Um Comparativo entre Me´todos de Comunicac¸a˜o em
Sistemas Embarcados
• 9th Euro American Conference on Telematics and Information Systems (EATIS) 2016
- (Qualis B3): Uma Proposta de Arquitetura Orientada a Servic¸os co Foco
na Interoperabilidade entre sensores para ITS em Cidades Inteligentes
• The 26th IEEE International Conference on Enabling Techologies: Infrastructure for
Collaborative Enterprises (WETICE) 2017 - (Qualis B1): A Platform for Vehicu-
lar Networks in the Cloud to Applications in Intelligent Transportation
Systems
7.3 Trabalhos Futuros
Os resultados e contribuic¸o˜es apresentados nesta dissertac¸a˜o criam oportunidades
para trabalhos futuros: por meio de mudanc¸a na organizac¸a˜o dos servidores, visando uma
melhor distribuic¸a`o dos ve´ıculos e diminuindo a carga com a operac¸a˜o ChangeServer ;
criac¸a˜o de novos algoritmos de roteamentos; novos protocolos de comunicac¸a˜o; novas regras
de seguranc¸a; Alerta ao motorista para seguir um modelo de direc¸a˜o ecolo´gica; Controle
de passagem livre para ve´ıcuos de urgeˆncia e emergeˆncia, possibilitando avisar aos no´s da
rodovia que um ve´ıculo esta´ pedindo passagem, como tambem informar ao sema´foro que
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