Introduction
We consider Euler's equations describing the motion of a perfect incompressible fluid in vacuum:
where ∂ i = ∂/∂x i , V k = δ ki v i = v k and we use the convention that repeated upper and lower indices are summed over. Here V is the velocity vector field of the fluid, p is the pressure and D ⊂ [0, T ]× R n is the domain through which the fluid moves. We also require boundary conditions on the free boundary ∂D; p = 0, on ∂D, (1.3) (∂ t + V k ∂ k )| ∂D ∈ T (∂D), (1.4) (1.3) says that the pressure p vanishes outside the domain and (1.4) says that the boundary moves with the velocity V of the fluid particles at the boundary. Let D t = {x; (t, x) ∈ D} and let N be the exterior unit normal to the free surface ∂D t . Christodoulou [C2] conjectured that the initial value problem (1.1)-(1.5), is well posed in Sobolev spaces if (1.6) ∇ N p ≤ −c 0 < 0, on ∂D, where
(1.6) is a natural physical condition since the pressure p has to be positive in the interior of the fluid. It is essential for the well posedness in Sobolev spaces. A condition related to Rayleigh-Taylor instability in [BHL, W1] turns out to be equivalent to (1.6), see [W2] . Taking the divergence of (1.1):
In the irrotational case, when curl v ij = ∂ i v j − ∂ j v i = 0, then △p ≤ 0 so p ≥ 0 and (1.6) holds by the strong maximum principle. Wu [W1,W2] proved well posedness in Sobolev spaces in the irrotational case. Ebin [E1] showed that the equations are ill posed when (1.6) is not satisfied and the pressure is
The author was supported in part by the National Science Foundation. 1 negative and Ebin [E2] announced an existence result when one adds surface tension to the boundary condition. With Christodoulou [CL] we proved a priori bounds in Sobolev spaces in the general case of non vanishing curl, assuming (1.6). For more background and references see [W2, CL] .
Usually if one has a priori estimates, existence follows from similar estimates for some regularization or iteration scheme for the equation. However, the sharp estimates in [CL] use all the symmetries of the equations and so only hold for perturbations of the equations that preserve the symmetries.
The main result here is existence for the linearized equations in the case of non vanishing curl. The irrotational case was proved by Yosihara [Y] . The proof in [Y] , see also [W1,W2] , reduces the equation to the boundary and it does not generalize. Instead, we project the linearized equation onto an equation in the interior using the orthogonal projection onto divergence free vector fields in the L 2 inner product. This removes a difficult term, the differential of the linearization of the pressure, and reduces a higher order term, the linearization of the moving boundary, to a symmetric unbounded operator on divergence free vector fields. The linearized equation becomes an evolution equation in the interior for this operator, which we call the normal operator. It is basically the projection of the differential of the extension to the interior of the normal component. In the irrotational case it becomes the normal derivative which is elliptic on harmonic functions and our equation reduces to an equation on the boundary similar to those in [Y,W1,W2] .
The normal operator is positive due to (1.6) and this will lead to energy bounds. However, existence of regular solutions does not follow from standard energy methods like semi-group methods since the operator is time dependent and non-elliptic in the case of non vanishing curl. Usually one gets equations and estimates for higher derivatives by commuting differential operators through the equation, but we can only use operators whose commutator with the normal operator is controlled by the normal operator. Geometric arguments lead us to use Lie derivatives with respect to divergence free vector fields tangential at the boundary. The commutators of these with the normal operator are controlled by the normal operator and they preserve the divergence free condition. To get estimates for all derivatives we use the fact that we have a better evolution equation for the curl and that any derivative can be controlled by tangential derivatives, the curl and the divergence.
As pointed out above, existence does not follow directly from estimates but one must have existence and uniform estimates for some regularizing sequence. We replace the normal operator by a sequence of bounded operators converging to it which are still symmetric, positive and they uniformly satisfy the same commutator estimates with the differential operators above. Due to the geometric construction of the differential operators there is a natural regularization which corresponds to replacing the boundary by an inhomogeneous term supported in a small neighborhood of it.
Existence for the linearized equations or some modification will be part of any existence proof for the nonlinear problem. The estimates here require more regularity of the solution we linearize around than we get for the linearization. However, we use improvements of the existence and estimates here, in a forthcoming paper [L3] , to prove existence for the nonlinear problem with the Nash-Moser technique.
The estimates here are more flexible but less sharp than those in [CL] . The energies in [CL] have a boundary and an interior part, but those here are in the interior. In [CL] we use the local projection onto the tangent space of the boundary but here we use the global projection onto divergence free vector fields. Working in the interior only gives us the room we need to regularize and to prove existence. In [CL] we study the equation obtained from taking the material derivative of Euler's equations, which is just a special case of the linearized equations. The loss of regularity for the linearized equation is in [CL] recovered by assuming that Euler's equations are satisfied as well. This gives a priori bounds. One can also use a version of the estimates here to prove a priori bounds. However, the role of the local geometry and regularity of the boundary is more clear with the estimates in [CL] .
The very sharp estimates in [W1,W2] are remarkable in that they do not loose regularity in the above sense. They do, however, only hold for irrotational divergence free vector fields. The estimates there uses spinnors, which involves a nonlocal projection onto divergence and curl free vector fields, as well as projection onto harmonic functions. Such vector fields or functions are determined by its boundary values and the energies in [W1,W2] are hence on the boundary only.
In section 2 we introduce the Lagrangian coordinates, in which the moving domain becomes fixed, derive the linearized equations and give the statement of the existence theorem. In section 3 we introduce the orthogonal projection onto divergence free vector fields, the normal operator and we project the linearized equations to get the evolution equation for the normal operator. In section 4 we give the basic energy estimate for this equation. In section 5 we give an outline of the proof that follows.
Lagrangian coordinates, the linearized equation and statement of the theorem.
Let us introduce Lagrangian coordinates in which the boundary becomes fixed. Let Ω be a domain in R n and let f 0 : Ω → D 0 be a diffeomorphism that is volume preserving; det(∂f 0 /∂y) = 1. For simplicity we will assume that Vol(D 0 ) is the volume of the unit ball in R n . By a theorem of [DM] we can prescribe the volume form up to a constant for any mapping of one domain into another so we may assume that Ω is the unit ball. Assume that v(t, x) and p(t, x), (t, x) ∈ D are given satisfying the boundary conditions (1.3)-(1.4). The Lagrangian coordinates x = x(t, y) = f t (y) are given by solving
Then f t : Ω → D t is a volume preserving diffeomorphism, since div V = 0, and the boundary becomes fixed in the new y coordinates. Let us introduce the notation
for the material derivative and
In these coordinates Euler's equation (1.1) and the incompressibility condition (1.2) become (2.4) D 2 t x i = −∂ i p, and κ = det (∂x/∂y) = 1, where x = x(t, y), p = p(t, y). The boundary conditions (1.3)-(1.4) and the initial conditions (1.5) become (2.5) p ∂Ω = 0, and
Note that p is uniquely determined as a functional of x by (2.4)-(2.5). In fact taking the divergence of Euler's equations (2.4) using (2.6)
Let δ be a variation with respect to some parameter r, in the Lagrangian coordinates:
We think of x(t, y, r) and p(t, y, r) as depending on r and differentiate with respect to r. Differentiating (2.3) using the formula for the derivative of the inverse of a matrix, δM
Differentiating (2.4), using (2.8) and (2.6) with D t replaced by δ gives the linearized equations:
It is however better to use Euler's equations, D t v i = −∂ i p once more to get a different equation
We will now transform the vector field δx to the Lagrangian coordinates, because in these coordinates the time derivative preserves the divergence free condition. Let
The letters a, b, c, d, e, f will refer to quantities in the Lagrangian frame whereas the letters i, j, k, l, m, n will refer to ones in Eulerian frame so ∂ a = ∂/∂y a whereas ∂ i = ∂/∂x i . With this convention we have (2.12)
Multiplying (2.10) by ∂x i /∂y a and summing over i gives
On the other hand
∂y b , and (2.14)
Multiplying (2.15) by ∂x i /∂y a , summing over i, and substituting into (2.13) gives
is the metric δ ij expressed in the Lagrangian coordinates. Let g ab be the inverse of the metric g ab ,
be the time derivative of the metric and the vorticity in the Lagrangian coordinates. (2.16) becomes
The linearized equations with an inhomogeneous divergence free term F are now
The divergence is invariant under coordinate changes so the incompressibility condition in (2.10) is
The boundary and initial conditions are
Note that q is determined as a functional of W and
t W = 0 so taking the divergence of (2.20) therefore gives us an elliptic equation:
We will prove the following theorem: 
Furthermore, with a constant C depending only on the norm of x and p and the constant c 0 we have
Here H r (Ω) is a space which is equivalent to the usual Sobolev spaces. N r (Ω) is the completion of the C ∞ divergence free vector fields in the norm W N r = W H r + W, AW 1/2 , where A is the normal operator defined in the next section. W ∈ N r (Ω) is equivalent to that W is divergence free, W ∈ H r (Ω) and the normal component
Remark. In order to use the Nash-Moser technique to prove existence for the nonlinear problem one has to be able to invert the linearized operator not only at a solution but also in a neighborhood of a solution and one has to be able to invert it outside the divergence free class. Here we restrict ourselves to the case div V = 0 and div F = 0. These restrictions are however removed in [L3] . Furthermore, one has to have tame estimates for the inverse of the linearized operator. Here, for simplicity, we only prove that the linearized operator is invertible in H r if the solution we linearize around is in C r+2 . This may however easily be replaced by H r+2 , for r sufficiently large, using interpolation and this also leads to tame estimates in [L3] .
Writing q = −q 1 − q 2 were q 1 and q 2 are chosen so that the divergence of each term below vanishes:
and q 1 = q 2 = 0 on the boundary. Each term above is now an operator on divergence free vector fields.
We will see in the next section that the second term is a symmetric positive operator, which we call the normal operator, and the third term is lower order.
3. The projection onto divergence free vector fields and the normal operator.
Let P be the orthogonal projection onto divergence free vector fields in the inner product
That this is the orthogonal projection follows since g ab g bc = δ c a and
where N a is the exterior unit conormal and dS is the surface measure. The projection is continuous on the Sobolev spaces H r (Ω) if the metric is sufficiently regular:
since it is just a matter of solving the Dirichlet problem for △q = div U , with vanishing boundary data.
For functions f vanishing on the boundary we define operators on divergence free vector fields
A f is symmetric, i.e. U, A f W = A f U, W , since for U and W divergence free it follows from (3.3)
If p is the pressure in Euler's equations then
which is true by our assumption (1.6). It follows from Cauchy Schwartz inequality that
since ∇ N (f p) = f ∇ N p on the boundary. These positivity properties (3.7) and (3.8) are of fundamental importance to us. In particular, since p vanishes on the boundary so doesṗ = D t p and therefore
Ȧ is the time derivative of the operator A, considered as an operator with values in the one forms. It will show up in the next section when we calculate the time derivative of W, AW which will be part of our energy. We also note that by (3.4) A f is order 1:
For two forms α we define bounded multiplication operators given by
In particular let
where g is the metric, ω is the vorticity andġ ab = D t g ab is the time derivative of the metric. Since det (∂x/∂y) = 1 it follows from introducing Lagrangian coordinates, (4.1)
We note that if v is a solution if Euler's equations, D t v i = −∂ i p and p vanish on the boundary then
The idea is now to get similar estimates for the W . Because of the additional unbounded but positive operator A in the left of the linearized equation (3.13) we will get an additional term in the energy. Let us now show the basic energy estimates for the linearized equation with an inhomogeneous term
where A,Ḃ and C are as in section 3 and F is divergence free. The energy is defined by
where the inner product is given by (3.1).
whereḂ is given by (3.12). By (3.3) and (3.6)
Since A is symmetric we get
since C is antisymmetric.Ḃ is bounded by (3.11)-(3.12) and | W,ȦW | is bounded by (3.9) so
Outline of the proof.
The strategy of the proof is to replace the unbounded normal operator by a sequence of bounded operators converging to it. For the equations with the bounded operators we have existence and we will show that we have uniform bounds for derivatives so the limit of the solutions will be regular.
First we will show a priori bounds assuming existence, in such away that they generalize to give uniform bounds for the sequence of regularized equations. We want to commute tangential vector fields through (4.3) to get equations for higher order derivatives and use the energy estimate for these. The reason for only applying tangential vector fields, constructed in section 7, is that if T is tangential then p| ∂Ω = 0 implies that T p| ∂Ω = 0 and just as for the time derivative this will allow us to control the commutator with A. We will use Lie derivatives, see section 8, because they commute with the differential and the Lie derivative, with respect to a divergence free vector field, of a divergence free vector field is divergence free. However, when applying these to the equation we will get a term with AW or D 2 t W that we must bound. Therefore we must also control the energy of the higher time derivatives, so we must commute these through the equation as well. The initial conditions for the higher time derivatives have to be obtained from the equation and it will be important to turn these into an inhomogeneous term instead, see section 6. In section 9 we calculate the commutators between the Lie derivatives with respect to tangential vector fields and the normal operator and projection. In section 10 we use this to commute the tangential vector fields through the equation. This will give us control of the energy of tangential components in section 11, see Lemma 11.1. The additional components we will get from that the curl satisfies a better equation since the curl of A vanishes, see section 13, and that one can estimate all components from the tangential ones, the curl and the divergence, see section 12. The a priori estimates of all components are then given in Lemma 13.2.
Then we will, in section 14, construct a bounded smoothed out normal operator A ε converging to the normal operator A, as ε → 0. It still has all the important properties like symmetry, positivity and almost exactly the same commutators with tangential vector fields. Existence of solutions, W ε , for the smoothed out equation i.e. (4.3) with A replaced by A ε follows directly from that A ε is bounded since its just an ordinary differential equation in Sobolev spaces. The basic energy estimate then gives us uniform bound for W ε so we can extract a weakly convergent subsequence converging to a limit W , which then is a weak solution of the equation, see section 15. Therefore it only remains to show that that we have uniform bounds of the higher derivative of W ε , see Lemma 16.1, so that the limit W in in the Sobolev spaces H r . The proof of this is almost the same as the proof of the a priori bounds, due to that the commutators with the smoothed out normal operator are almost the same as the ones with the normal operator. Then finally we have existence of solutions in Sobolev spaces, but because of the way we got them, by taking additional time derivatives, we loose regularity compared to the initial conditions. However, once we have existence we can obtain better bounds for the solutions, in Lemma 17.1, and through an approximation procedure get the existence theorem stated above.
Turning the initial conditions into an inhomogeneous divergence free term.
As it turns out it is convenient to subtract of an approximate solution that satisfies the initial conditions. This will result in vanishing initial conditions but instead an inhomogeneous term in the equation that vanishes to high order as t → 0. Let
be the linearized operator. Now it turns out that its easier to differentiate the corresponding operator with values in one forms;
where q is chosen so the last terms are divergence free, and afterwards project the result to the divergence free vector fields. Given divergence free vector fields W 0 (y), ..., W r+2 (y) depending on y only we can find a divergence free vector field W 0r (t, y) which has these as it Taylor series in t:
Given initial conditions (W,Ẇ ) t=0 = (W 0 , W 1 ) we can get higher order terms in the Taylor expansion of W from the equation. E.g. we define W 2 by (6.4)
Inductively we can now obtain W r+2 from W 0 , ..., W r+1 by imposing the condition
In general it follows from applying D r t to (6.2), restricting to t = 0 and imposing (6.5) that
We now want to project each term onto divergence free vector fields. Let
We obtain (6.9)
This inductively defines W r+2 from W 0 , ..., W r+1 . However, at each step we loose regularity because of the operators A r−s . The initial value problem for W (6.10)
is then equivalent to the initial value problem with an inhomogeneous term forŴ = W − W 0r :
where
Let us therefore from now on replace the initial conditions with an inhomogeneous divergence free term F = −E ′ (W 0r ) that vanishes to any given order at t = 0.
Construction of the tangential vector fields.
Let us now construct the tangential divergence free vector fields, that are time independent expressed in the Lagrangian coordinates, i.e. that commute with D t . This means that in the Lagrangian coordinates they are of the form S a (y)∂/∂y a . Since Ω is the unit ball in R n and det (∂x/∂y) = 1 the vector fields can be explicitly given. The vector fields
corresponding to rotations, span the tangent space of the boundary and are divergence free in the interior. Furthermore they span the tangent space of the level sets of the distance function from the boundary in the Lagrangian coordinates
away from the origin y = 0. We will denote this set of vector fields by S 0 We also construct a set of divergence free vector fields that span the full tangent space at distance d(y) ≥ d 0 and that are compactly supported in the interior at a fixed distance d 0 /2 from the boundary. The basic one is
which is divergence free. Furthermore we can choose f, g, h such that it is equal to ∂/∂y 1 when |y i | ≤ 1/4, for i = 1, ..., n and so that it is 0 when |y i | ≥ 1/2 for some i. In fact let f and g be smooth functions such that f (s) = 1 when |s| ≤ 1/4 and f (s) = 0 when |s| ≥ 1/2 and g ′ (s) = 1 when |s| ≤ 1/4 and g(s) = 0 when |s| ≥ 1/2. Finally let h(y 3 , ..., y
. By scaling, translation and rotation of these vector fields we can obviously construct a finite set of vector fields that span the tangent space when d ≥ d 0 and are compactly supported in the set where d ≥ d 0 /2. We will denote this set of vector fields by S 1 . Let S = S 0 ∪ S 1 denote the family of tangential space vector fields and let T = S ∪ {D t } denote the family of space time tangential vector fields.
Let the radial vector field be
Now, div R = n is not 0 but for our purposes it suffices that it is constant since what we need is that
where the Lie derivative L R is defined in the next section. Let R = S ∪ {R}. Note that R span the full tangent space of the space everywhere. Let U = S ∪ {R} ∪ {D t } denote the family of all vector fields. Note also that the radial vector field commutes with the rotations;
Furthermore, the commutators of two vector fields in S 0 is just ± another vector field in S 0 . Therefore,
be some labeling of our family of vector fields. We will also use multindices I = (i 1 , ..., i r ) of length |I| = r. so
Sometimes we will write L I U , where U ∈ S 0 or I ∈ S 0 , meaning that U i k ∈ S 0 for all of the indices in I.
Note also that the vector fields U a (y)∂/∂y a expressed in the x coordinates are given by
We here use the convention that indices a, ...., f refers to the components in the Lagrangian frame and indices i, ..., n refers to the components in the Eulerian frame.
Lie derivatives.
Let us now introduce the Lie derivative of the vector field W with respect to the vector field T ;
We will only deal with Lie derivatives with respect to the vector fields T constructed in the previous section. For those vector fields T we have
and since div T = 0 we have
The Lie derivative of a one form is defined by
The Lie derivative also commute with exterior differentiation, [
if q is a function. The Lie derivative of a two form is given by
Furthermore if w is a one form and curlw ab = dw ab = ∂ a w b − ∂ b w a then since the Lie derivative commutes with exterior differentiation:
We will also use that the Lie derivative satisfies Leibnitz rule, e.g.
Furthermore, we will also treat D t as if it was a Lie derivative and set
Now of course this is not a space Lie derivative. It can however be interpreted as a space time Lie derivative. But the important thing is that it satisfies all the properties of the other Lie derivatives we are considering, like that div W = 0 implies that div D t W = 0 and D t curlw = curlD t w, simply because it commutes with partial differentiation with respect to the y coordinates. The reason we want to call it L D t is simply a matter of that we will apply products of Lie derivatives and D t applied to the equation and since they behave in exactly the same way it is more efficient to have one notation for them.
11
9. Commutators between Lie derivatives with respect to tangential vector fields and the normal and multiplication operators.
Note that the projection P defined in section 3 almost commute with the Lie derivative with respect to tangential vector fields. In fact if denote the corresponding operator on one forms by P (9.1) P u a = u a − ∂ a q where q is as in (3.2) and
Since q = 0 on the boundary it follows that T q = 0 there so the last term vanishes if we project again:
We will need to calculate commutator between Lie derivatives with respect to tangential vector fields T and the operator A f defined in section 3. Let A f denote the corresponding operator taking a vector field to the one form
Note that if f = p then it follows from (3.8) that the commutator is lower order. In fact p = 0 on the boundary implies that T p = 0 on the boundary if T is a tangential vector field. Since ∇ N p = 0 it follows T p/p is a continuous function that is equal to ∇ N T p/∇ N p on the boundary. Hence by (3.8)
In view of (9.2) it follows that it the multiplication operator M α , defined by (3.11) in section 3, satisfies the commutator relation
We will also use special notation for the time derivatives of B:
and of A and C;
In the following sections we will commute through products of vector fields L I T = L T i 1 · · · L T i r where I = (i 1 , ..., i r ) and we will use the notation (9.11)
10. Commutators between the linearized equation and Lie derivatives with respect to tangential vector fields.
We are now ready to commute tangential vector fields through the linearized equation and in the next section get the higher order energy estimates of tangential derivatives. Let T ∈ T be a tangential vector fields and recall that [L T , D t ] = 0 and that if W are divergence free then so is L T W . Let us now apply Lie derivatives where I = (i 1 , . .., i r ) is a multi index, to the linearized equation (2.19) with an inhomogeneous divergence free term F vanishing to order r as t → 0:
where we sum over all I 1 + I 2 = I and b I 1 I 2 = 1. Let us introduce some new notation
Let us now project each term onto divergence free vector fields and also introduce some notation for the resulting operators (10.5)
From now on we set c I 1 I 2 = b I 1 I 2 when |I 1 | = 0 and c I 1 I 2 = 0 if |I 1 | = 0 and I 2 = I. Projecting each term onto divergence free vector fields we can now write (10.4) as
Here B J ,Ḃ J and C J are all bounded operators. Note that the potentially worrying terms B I 1Ẅ I 2 are easy to take care of since |I 2 | ≤ |I| − 1 and since we will include terms with only time derivatives L I D t in the energy. Hence we only have to worry about A I 1 . A itself will be included in the energy just as before, but we also have to deal with A I 1 since its an operator of order 1. It looks like it should be fine since |I 2 | ≤ |I| − 1 in the terms A I 1 W I 2 and since the energy will give usẆ I for all |I| ≤ r so in particular we will have an estimate forẄ I 2 which up to terms of lower order is −AW I 2 . Since A J = A T J p it follows from (3.8) that
However this does not imply that the norm of A J is bounded by the norm of A. Therefore we have to deal with these terms with A I 1 in an indirect way, by including them in the energy and using (10.8).
13 11. The a priori energy bounds for tangential derivatives.
To obtain estimates for higher derivatives we apply tangential vector fields to the equation and get similar equations for higher derivatives. However, there are a some commutators coming up that we have to deal with. One can be dealt with by adding a lower order term to the energy and another commutator one deals with by also considering higher time derivatives. The main point is however that commutators with the normal operator can be controlled by the normal operator through (10.8). Let W T = L T W and A T = A T p etc. By (10.7)
The terms one has to deal with are A T W and B TẄ . Let
T is bounded by E T and E using (10.8). Its needed to pick up the commutator of L T and A. By (4.8)
Here, the terms on the second row are bounded by E T and E using (10.8). The only terms that remains to control are 2 Ẇ T , B TẄ and 2 W T , A TẆ . These terms are controlled by simultaneously consider one more time derivative, i.e. if T = D t , and estimate energies for these. Let us now define higher order energies We have hence replaced the bad term by two terms that we can control by (10.8). Furthermore, we can also bound D I itself using (10.8).
For a two tensor α ij let
which will be used for g, ω and (11.10)
for a vector fields W . With this notation we have (11.11)Ė I +Ḋ I ≤ 2 W I A c
(11.11) says thatĖ I +Ḋ I ≤ √ E I H I and (11.12) says that −D I ≤ √ E I K I for some positive functions H I and K I . Integrating the first inequality from 0 to t using the second inequality and that E I (0) = D I (0) = 0 gives that E I (t) ≤ sup 0≤τ ≤t |K I (τ )| + t 0 |H I (τ )| dτ . It follows that (11.13)
Now we want to sum over all possible combinations of products of r space time tangential vector from our family T , i.e. all combinations I = (i 1 , ..., i r ), with i k ∈ T of length |I| = r. Using this identity and notation we get from (11.13)
Hence its natural to introduce n s = g s,∞ + p s,∞, p −1 and m s = ω s,∞ . We get (11.19) E As we have already proven that E T 0 (t) ≤ 2e t 0 n 1 dτ t 0 F dτ , see (4.10), the bounds for E T r follows by induction. We have
Suppose that W is a solution of (10.1) where F is divergence free and vanishing to order r as t → 0. Let E T s be defined by (11.14). Then there is a constant C depending only on the norm of x and p and the constant c 0 , such that if E T s (0) = 0, for s ≤ r, then
Estimates of derivatives of a vector field in terms of the curl, the divergence and tangential derivatives.
In this section we show that derivatives of vector fields can be estimated by derivatives of the curl, the divergence and tangential derivatives.
Lemma 12.1. We have
for a one form α i in the Eulerian frame, where C n only depends on the dimension n.
Proof of Lemma 12.1.. Since S span the full tangent space in the interior when the distance to the boundary d(y) ≥ d 0 we may assume that d(y) < d 0 . Let Ω a = {y; d(y) > a} and let D t a be the image of this set under mapping y → x(t, y). Let N the exterior unit normal to ∂D t a . Then
is the inverse of the tangential metric. Since the tangential vector fields span the tangent space of the level sets of the distance function we have q ij a i a j ≤ C S∈S S i S j a i a j , where here S i = S a ∂x i /∂y a . We claim that for any two tensor β ij :
whereβ ij = β ij − β ji is the antisymmetric part and tr β = δ ij β ij is the trace. To prove (12.2) we may assume that β is symmetric and traceless. Writing δ ij = q ij + N i N j we see that the estimate for such tensors follows from the estimate
(This inequality just says that (tr(Qβ))
2 ≤ n tr(QβQβ) which is obvious if one writes it out and use the symmetry. )
The inequality (12.1) is not invariant under changes of coordinates so we want to replace it by an inequality that is, so we can get an inequality that holds also in the Lagrangian frame. After that we want to derive higher order versions of it as well. The divergence and the curl are invariant but the other terms are not. There are two ways to make these terms invariant. One is to replace the differentiation by covariant differentiation and the other is to replace it by Lie derivatives with respect to the our family of vector fields in section 7. Both ways will result in a lower order term just involving the norm of the one form itself multiplied by a constant which depends on two derivatives of the coordinates.
In the inequalities below, C will stand for a constant that depends only on bounds for a finite number of derivatives of the vector fields in U expressed in the Lagrangian coordinates ∂ α U a (y)/∂y α . Let (12.3) G 1 = 1 + |∂g| which is equivalent to 1 + |∂y/∂x||∂ 2 x/∂y 2 |.
Lemma 12.2. In the Lagrangian frame we have, with
we may replace the sums over S by the sums over S 0 and the sum over T by the sum over T 0 .
Proof of Lemma 12.2. (12.5) follows directly from (12.4) by adding the time derivative to the right hand side. We will show that (12.4) in the Eulerian frame follows from (12.1) and then it follows directly that (12.4) holds in Lagrangian frame as well since everything is invariant. Let
a are the components of the vector field U expressed in the Eulerian frame. Now transforming to the Lagrangian frame, partial differentiation becomes
3). That we may replace S by S 0 close to the boundary follows from the proof of Lemma 12.1. (12.6) follows since R span the tangent space of space and
We are now going to derive higher order versions of the inequality in Lemma 12.2. We want to apply the lemma to W replaced by L J U W . Then in our applications the divergence term vanishes and as we shall see later on we will be able to control the curl of L J U w which however is not the same as the curl of (L J U W ) ♭ but the difference is lower order and can be easily estimated. Let us first introduce some notation:
Definition 12.1. Let β be a function, a one or two form or vector field and let V be any of our families of vector fields. Let
where the sums are over all combinations with s i ≥ 1 for all i and
To estimate the difference of the curl of L J U w and the curl of (L J U W ) ♭ we now have:
Lemma 12.3. Let V be any of our families of vector fields. Then (12.9)
Lemma 12.4.
Proof of Lemma 12.4. It now follows from Lemma 12.2 that (12.13) |∂L Set (12.14)
It now follows from Lemma 12.3 that
For r = 1 this should be interpreted as that the sum is absent. It now follows inductively that
where the sums are over all possible combinations with s i ≥ 1 for all i < k.
In Lemma 12.4 we gained one full derivative. Since the inequality is obvious in the interior it can also be expressed that we gained one radial derivative L R close to the boundary. We can now repeat the argument to get the full range of higher order derivatives:
Lemma 12.5.
The same inequality also holds with R replaced by U everywhere and S replaced by T .
Proof of Lemma 12.5. Let us prove (12.15). The proof of (12.16) is exactly the same with S 0 replaced by T 0 . We note that we only are missing the radial derivative and inductively we are going to estimate more and more radial derivatives from the tangential ones. By Lemma 12.2 we have for d(y) ≤ d 0 :
where (W ♭ ) a = g ab W b . Note that here, for technical reasons, we replaced the constant C in Lemma 12.2 by 1, which is achieved by multiplying R by a constant. Applying this to L
Now, we want to sum (12.19) over all possible combinations of |J| = s. Let us first introduce some notation. For β a function, vector field or two form let
and set
r,s . Summing over all |J| = s in (12.19) and moving the 3rd term on the right to the left we get with this notation:
The terms on the right of (12.22) are all lower order so the inequality says that we can turn radial derivatives into tangential ones. We now introduce
u s F u−s,s which is the sum in Lemma 12.3 with V = R 0 . Next we write E r,s = r−1 σ=0 (E r−σ,s+σ − E r−σ−1,s+σ+1 ) + E 0,r+s and use (12.22) repeatedly on the differences and then sum over all combination of r + s = u we get for some constant C depending on u.
where F u is the sum in Lemma 12.3 with V = R 0 . The rest of the proof is the same as the proof of Lemma 12.4 except from that now we can estimate |β|
where the sum is over all possible combinations with s i ≥ 1 for all i < k. 13. The estimates for the curl and the normal derivatives.
Note that in section 11 we only had bounds for the derivatives that are tangential at the boundary, as well as all derivatives in the interior since S span the full tangent space in the interior. We will now use estimates for the curl together with the estimates for the tangential derivatives to get estimates for normal components close to the boundary. Let (13.1)ẇ a = g abẆ b , and curl w ab = ∂ a w b − ∂ b w a .
Then we have
Note that (13.2) can also be formulated as
where the underline as before means that we lowered the indices so the result is a one form. Note here thatẇ is not equal D t w so the notation is slightly confusing. But what we mean is that we think of W as a vector field and take the time derivative as a vector field which results inẆ and thenẇ is the corresponding one form obtained by lowering the indices. We obtain
Since div W = divẆ = 0 it follows from Lemma 12.2 and (13.4)-(13.5) that
Since we already have control of the tangential derivatives S by section 11 this obviously gives us control of curlẇ and curlw as well and once we have control of these we in fact control all components by Lemma 12.5 again. The norms will be measured in L 2 since we have control of the L 2 norms of the tangential components. We will now derive higher order versions of the inequalities (13.6)-(13.7) using the higher order version of Lemma 12.2, i.e. (12.17) in Lemma 12.5.
We must now get equations for the curl of higher derivatives as well. Applying L U D t g ab . Let us make a definition:
Definition 13.1. Let β be a two form and let V be any of our families of vector fields. Set
where the sums are over all combinations with s i ≥ 1 for all i, and | | V s was defined in (12.7).
Using Lemma 12.5 and Lemma 12.2 it follows that:
Lemma 13.1. With notation as in Definition 12.1 and Definition 13.1 we have
(13.12)
The same inequalities hold with R replaced by U and S replaced by T .
Proof of Lemma 13.1. The first terms in the right hand side of (13.8) are by Lemma 12.5 bounded by a constant times (13.13)
The proof of the second inequality is the same if we also recall that ∂ c ω ab = ∂ aġbc − ∂ bġac
Let us now introduce some new norms and some new notation:
Definition 13.2. For V any of our families of vector fields let (13.14) W 
where the sum is over all combinations with s i ≥ 1 and
Note that W (t) R r (Ω) is equivalent to the usual Sobolev norm in the Lagrangian coordinates so we will also use the notation W (t) H r (Ω) Let F r = curlF U r−1 (Ω) . It now follows from Lemma 13.1 that
where E T s is the energy of the tangential derivatives defined in section 11. Hence
Since we already proved a bound for E T s it inductively follows that C U r is bounded. Note that, if r = 1 the interpretation of (13.19) is that the first sum is not there. By Lemma 12.5:
Hence we have:
Then there is a constant C = C(x, p) depending only on the norm of x and p and the constant c 0 , such that if
14. The smoothed out normal operator and projection.
In order to prove existence we first have to replace the normal operator A by a sequence A ε of bounded symmetric and positive operators that convergence to A, as ε → 0. The boundedness is needed for the existence and the symmetry and positivity is needed to get a positive term in the energy. Furthermore the commutators with tangential Lie derivatives as well as the curl have to be well behaved.
Let χ(ρ) be a smooth function such that
For a function f vanishing on the boundary we define
where χ ε (ρ) = χ(ρ/ε). Then if we integrate by parts we get
from which it follows that A ε f is symmetric and
In fact what we are doing is defining a smoothed out version P ε of the projection, by first multiplying by χ ε and then projecting. But the important thing is that we are doing it in such a way as to keep the symmetry and the positivity.
A ε is now for each ε > 0 a bounded operator 
In fact, the projection is continuous in the norm and
17. The energy estimate revisited and statement of the theorem.
In section 11 we estimated the energies of the tangential derivatives without using the estimate of the normal derivatives coming from the curl. This was necessary to get uniform bounds for the ε smoothed out equation since in that case we could not estimate the curl close to the boundary. The drawback was that instead we had to include all time derivatives as well in the energy. However, now that we have existence we can obtain other bounds for the linearized equation directly. In section 9 we calculated the commutator between the linearized operator, considered as an operator from the divergence free vector fields to the one forms, and Lie derivatives with respect to tangential vector fields, and then projected the result back onto the divergence free vector fields. This was good because the commutator between Lie derivatives and the operator A considered as an operator with values in the one forms is better behaved. However, the drawback was that the commutator with the second time derivative, considered as an operator with values in the one forms, involved second time derivatives, which is why we had to include all the time derivatives. Now we will instead commute through directly with the operator from the divergence free vector fields to the divergence free vector fields. Let us then also consider the original setting with non vanishing initial conditions and an inhomogeneous term:
where q 1 and q 2 vanishes on the boundary and are chosen so that each term is divergence free. The second term on the left is AW i and the term in the right is −ḂẆ a + CẆ a . Let us now first calculate the commutators with A and tangential vector fields.
Projecting each term onto divergence free vector fields:
Although B S is a bounded operator, all the positivity properties of A are lost and the best we can say is that B S A is an operator of order 1. A S is also of order 1 but in section 11 we used the positivity property to estimate it in terms of A which we controlled by the energy. It remains to calculate the commutator with B S and C, which basically are the same.
Projecting each term onto the divergence free vector fields we arrive at
In general using (17.4) and (17.6) to commute through we get for some constants d
where the sum is over all combinations with I 1 + ... + I k = I, with k ≥ 2, and |I k | < |I|. Here 
The only thing that matters is that these are bounded operators, and in fact they are lower order since |I k | < |I|. Hence we obtain (17.10) where we now only consider W I = L I S W with S ∈ S. The energy estimate is like before and we only have to be able to estimate the L 2 norm of the right hand side of (17.10). The terms on the second row of (17.11) are obviously bounded by E J for some |J| ≤ |I|. In fact they are even lower order since we have strict inequality. Therefore it only remains to estimate the term on the right in the first row. |I k | < |I| but A I k is order one and it contains derivatives in any direction so that term has to be estimated by the ∂W I k L 2 (Ω) , and so it does not directly help to have an estimate for L S W I k L 2 (Ω) for all tangential derivatives S. However the estimate of the tangential derivatives together with the estimates for curl in Lemma 13.1 gives the required estimate.
Let C R r be defined (13.5) and let E S s be defined by (11.14). Let g Note that the W (t) r is equivalent to the usual time independent Sobolev norm. Since there are compactly supported divergence free vector fields W (t) A,r is only a semi-norm on divergence free vector fields, see (3.6). Furthermore, since 0 < c 0 ≤ −∇ N p ≤ C it follows from (3.6) that W (t) A,r is equivalent to a time independent semi-norm given by (3.6) with f the distance function d(y), see (7.2). Since we only apply tangential vector fields, it also follows from (3.6) that, up to lower order terms that can be bounded by W (t) r , it is equivalent to that the normal component of the vector field W N = N a W a is in H r (∂Ω).
Definition 17.1. With notation as in (17.24) define H r (Ω) to be the completion of C ∞ (Ω) in the norm W (t) r and define N r (Ω) to be the completion of the divergence free C ∞ (Ω) vector fields in the norm W N r = W (t) r + W (t) A,r .
Since the projection onto divergence free vector fields is continuous in the H r norm it follows that H r is also the completion of the divergence free C ∞ vector fields in the H r norm. Proof. The existence of a solution in (17.26) follows from section 16 if initial data and the inhomogeneous term are divergence free and C ∞ and the inhomogeneous term is supported in t > 0. By approximating the initial data and the inhomogeneous term in (17.25) with C ∞ divergence free vector fields and applying the estimate (17.23) to the differences we get a convergent sequence in (17.26) so the limit must also be in this space.
