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Abstract
Traditional analytical theories of celestial mechanics are not well-adapted when dealing with highly elliptical
orbits. On the one hand, analytical solutions are quite generally expanded into power series of the eccentricity and
so limited to quasi-circular orbits. On the other hand, the time-dependency due to the motion of the third body
(e.g. Moon and Sun) is almost always neglected. We propose several tools to overcome these limitations. Firstly,
we have expanded the third-body disturbing function into a finite polynomial using Fourier series in multiple of
the satellite’s eccentric anomaly (instead of the mean anomaly) and involving Hansen-like coefficients. Next, by
combining the classical Brouwer-von Zeipel procedure and the time-dependent Lie-Deprit transforms, we have
performed a normalization of the expanded Hamiltonian in order to eliminate all the periodic terms. One of the
benefits is that the original Brouwer solution for J2 is not modified. The main difficulty lies in the fact that the
generating functions of the transformation must be computed by solving a partial differential equation, involving
derivatives with respect to the mean anomaly, which appears implicitly in the perturbation. We present a method
to solve this equation by means of an iterative process. Finally we have obtained an analytical tool useful for the
mission analysis, allowing to propagate the osculating motion of objects on highly elliptical orbits (e > 0.6) over
long periods efficiently with very high accuracy, or to determine initial elements or mean elements. Comparisons
between the complete solution and the numerical simulations will be presented.
Keywords. Highly elliptical orbits; satellite; analytical theory; third-body; time-dependence; closed-form; Lie
transforms.
1 Introduction
Among the 15000 objects listed in the NORAD catalog 1, about 1400 have highly elliptical orbits (HEO) with an
eccentricity greater than 0.5, mainly in the geostationary transfer orbit (GTO). These are satellites, rocket bodies
or any kind of space debris.
For several years, the computation of trajectories is very well controlled numerically. Numerical methods are
preferred mainly for their convenience and accuracy, especially when making comparisons with respect to the
observations or their flexibility whatever the perturbation to be treated. Conversely, analytical theories optimize
the speed of calculations, allow to study precisely the dynamics of an object or to study particular classes of useful
orbits.
However, the calculation of the HEO can still be greatly improved, especially as regards the analytical theories.
Indeed, when we are dealing with this type of orbit, we have to face several difficulties. Due to the fact that they
cover a wide range of altitudes, the classification of the perturbations acting on an artificial satellite, space debris,
etc. (see Montenbruck and Gill, 2000) changes with the position on the orbit. At low altitude, the quadrupole
moment J2 is the dominant perturbation, while at high-altitude the lunisolar perturbations can reach or exceed the
order of the J2 effect.
One of the issues concerns the expansion of the third-body disturbing function in orbital elements. The impor-
tance of the lunisolar perturbations in the determination on the motion of an artificial satellite was raised by Kozai
∗Guillaume.Lion@obspm.fr
†Gilles.Metris@oca.eu
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(1959). Using a disturbing function truncated to the second degree in the spherical harmonic expansion, he showed
that certain long-periodic terms generate large perturbations on the orbital elements, and therefore, the lifetime of
a satellite can be greatly affected. Later, Musen et al. (1961) took into account the third harmonic. Kaula (1961,
1966) introduced the inclination and eccentricity special functions, fundamental for the analysis of the perturba-
tions of a satellite orbit. This enabled him to give in 1962 the first general expression of the third-body disturbing
function using equatorial elements for the satellite and the disturbing body; the function is expanded using Fourier
series in terms of the mean anomaly and the so-called Hansen coefficients depending on the eccentricity e in order
to obtain perturbations fully expressed in orbital elements. It was noticed by Kozai (1966) that, concerning the
Moon, it is more suitable to parametrize its motion in ecliptic elements rather than in equatorial elements. Indeed,
in this frame, the inclination of the Moon is roughly constant and the longitude of its right ascending node can
be considered as linear with respect to time. In light of this observation, Giacaglia (1974); Giacaglia and Burša
(1980) established the disturbing function of an Earth’s satellite due to the Moon’s attraction, using the ecliptic
elements for the latter and the equatorial elements for the satellite. Some algebraic errors have been noticed in
Lane (1989), but it is only recently that the expression has been corrected and verified in Lion (2013); Lion et al.
(2012).
The main limitation of these papers is that they suppose truncations from a certain order in eccentricity. Gen-
erally, the truncation is not explicit because there is no explicit expansion in power of the eccentricity. But in
practice, Fourier series of the mean anomaly which converge slowly must be truncated and this relies mainly on
the D’Alembert rule (see Brouwer and Clemence, 1961) which guarantees an accelerated convergence as long
as the eccentricity is small. Because this is indeed the case of numerous natural bodies or artificial satellites,
these expansions of the disturbing function are well suited in many situations. However, for the orbits of ar-
tificial satellites having very high eccentricities, any truncation with respect to the eccentricity is prohibited.
Brumberg and Fukushima (1994) investigated this situation. They showed that the series in multiples of the ellip-
tic anomaly w, first introduced by Nacozy (1977) and studied later by Janin and Bond (1980); Bond and Broucke
(1980), converge faster than the series in multiples of any classical anomaly in many cases. This was confirmed by
Klioner et al. (1997). Unfortunately, the introduction of the elliptic anomaly increases seriously the complexity,
involving in particular elliptical functions (see e.g. Dixon, 1894). In the same paper, they provided the expressions
of the Fourier coefficients Y n,ms and Zn,ms in terms of hypergeometric functions, coming from the Fourier series
expansion of the elliptic motion functions in terms of the true anomaly and of the eccentric anomaly, respectively.
More discussions and examples can be found in Brumberg and Brumberg (1999).
On the other hand, the expansion must be supple enough to define a trade-off between accuracy and complexity
for each situation. To this end, the use of special functions is well suited to build a closed-form analytical model,
like in the theory of De Saedeleer (2006) for a lunar artificial satellite. Development can be compact, easy to
manipulate and the extension of the theory can be chosen for each case by fixing the limits on the summations.
The complexity is relegated in the special functions, knowing that efficient algorithms exist to compute them. In
short, we shall use the expression of the disturbing function introduced in Lion (2013) and Lion et al. (2012),
mixing mainly the compactness of formulation in exponential form and the convergence of series in eccentric
anomaly.
Besides the question of large eccentricities, the other issue concerns the explicit time-dependency due to
the motion of the disturbing body. In the classical analytical theory, this is almost always ignored (see e.g.
Roscoe et al., 2013) while it should be taken into account when constructing an analytical solution, in particu-
lar by means of canonical transformations. To do this, the key point is to start from a disturbing function using
angular variables which are time linear. This is precisely the motivation to use ecliptic elements instead of equa-
torial elements for the Moon perturbation, as explained above. In this situation, the PDE (Partial Differential
Equation) that we have to solve to construct an analytical theory takes the following form:
∑
i≥0
ωi
∂V
∂αi
=Acos
(
∑
i≥0
kiαi
)
⇒ V = A∑
i≥0
kiωi
sin
(
∑
i≥0
kiαi
)
. (1.1)
Unfortunately, this mechanics is broken as soon as the fast variable of the satellite motion is no longer the mean
anomaly M, but the eccentric anomaly E . In this case, the equation to solve looks like
ω0
∂V
∂M +∑i≥1ωi
∂V
∂αi
=Acos
(
k0E +∑
i≥1
kiαi
)
(1.2)
which admits no exact solution.
In this work, we present a closed-form analytical perturbative theory for highly elliptical orbits overcoming all
these limitations. Only the J2 effect and the third-body perturbations will be considered. The paper is organized
as follows. In Section 2, we define the hamiltonian system and we focus on the development of the third-body
disturbing function. In Section 3, we expose the procedure to normalize the system combining the Brouwer’s
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approach and the Lie-Deprit algorithm including the time dependence. Section 4 is devoted to the determination
of generating functions to eliminate the short and long periodic terms due to the lunisolar perturbations (Moon
and Sun). Especially, we will see how to solve PDE such as (1.2) by using an iterative process. In Section 5, we
present the complete solution to propagate the orbit at any date: transformations between the mean and osculating
elements are given. Finally, numerical tests are carried out in Section 6 to evaluate the performances of our
analytical solution.
2 Hamiltonian formalism
2.1 Dynamical model
In an inertial geocentric reference frame (x,y,z), we consider the perturbations acting on the Keplerian motion
of an artificial terrestrial satellite (or space debris), induced by the quadrupole moment J2 of the Earth and the
point-mass gravitational attraction due to the Moon ($) and Sun (⊙).
The motion equations of the satellite derived from the potential V :
γ = ∇V (2.1a)
V =VKep +RJ2 +R$+R⊙ , (2.1b)
where γ is the acceleration vector of the satellite, ∇ the gradient operator. The first two terms of the potential are
related to the Earth’s gravity field, with VKep the Keplerian term:
VKep =
µ
r
, (2.2)
and RJ2 the disturbing potential due to the Earth oblatness:
RJ2 =−
µ
r
(
R
r
)2
J2P2(sinφ) , (2.3)
where r is the satellite’s radial distance and φ its latitude, µ the geocentric gravitational constant, R the mean
equatorial radius of the Earth and Pn(x) are the Legendre polynomials of degree n defined for x ∈ [−1;1].
Designating external bodies (i.e. Moon and Sun) by the prime symbol, the third-body disturbing function R′
is (Plummer, 1960; Murray and Dermott, 1999):
R′ = µ ′
(
1
‖r′ − r‖ −
r · r′
r′3
)
, (2.4)
with µ ′ the third-body gravitational constant, r and r′ respectively the geocentric position vector of the artificial
satellite and the disturbing body, and r and r′ their associated radial distances. Since we are interested in the orbits
such as r′/r > 1,R′ can be expressed in power series of r′/r as (Plummer, 1960; Brouwer and Clemence, 1961):
R′ ≡ µ
′
r′ ∑
n≥2
(
r
r′
)n
Pn(cosΨ) . (2.5)
where Ψ is the elongation of the satellite from the disturbing body.
2.2 Hamiltonian approach
Introducing the osculating orbital elements: a the semi-major axis, e the eccentricity, I the inclination, Ω the
longitude of the ascending node, ω the argument of perigee and M the mean anomaly. We define the Delaunay
canonical variables (y,Y) by
y =
(
l = M,g = ω ,H = Ω
)
⊺
, (2.6a)
Y =
(
L =
√µ a,G = ηL,H = Gcos I)⊺ , (2.6b)
with η =
√
1− e2.
The orbital dynamics of the satellite motion can be described in the Hamiltonian formalism and treated im-
plicitly as a function of the Delaunay elements:
H=HKep +HJ2 +H$+H⊙ , (2.7)
with
HKep =− µ2L2 (2.8a)
HJ2 =−RJ2 , H$ =−R$ , H⊙ =−R⊙ . (2.8b)
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2.2.1 Oblateness disturbing function
Using a closed-form representation (see Appendix A), the classical perturbationRJ2 can be written
RJ2 =
2
∑
p=0
3
∑
q=−3
Ap,q cos
[
(q+ 2− 2p)ν+(2− 2p)ω] , (2.9a)
Ap,q = J2R2 ω20 Y−3,0q (e)F2,0,p(I) (2.9b)
where Y n,mq (e) are the Fourier coefficients defined in Brumberg (1995); Laskar (2005), and Fn,m,p(I) the inclination
functions (see e.g. Izsak, 1964; Gaposchkin, 1973; Sneeuw, 1992; Gooding and Wagner, 2010)
Fn,m,p(I) = (−1)n−m (n+m)!2n(n− p)!p!
×
jmax
∑
j= jmin
(−1) j
(
2p
j
)(
2n−2p
n−m− j
)
cosn+b
I
2
sinn−b I
2
(2.10)
with b = m− 2p+ 2 j, jmax = min(n−m,2p) and jmin = max(0,2p− n−m).
2.2.2 Lunar disturbing function
In order to be easily handled in our analytical theory, we need a general and compact expression of the third-body
disturbing function expressed in terms of the osculating orbital elements or equivalent variables. This could be
done by using the equation (5) from Kaula (1962) involving equatorial elements for both the satellite and the
disturbing body. But, as noticed by Kozai (1966), it is more suitable to parametrize the Moon’s apparent motion in
ecliptic elements. Indeed, the inclination of the Moon is roughly constant in the ecliptic frame and the longitude
of the right ascending node can be considered as linear with respect to time. Thus we will assume that the metric
elements a$, e$, I$ (or equivalently L$, G$, H$) are constants and the angular variables l$, g$, h$ are linear
with time,
y$ = y0,$+ y˙$(t− t0) (2.11)
where y0,$ at the epoch J2000.0 and the precession rates y˙$ are defined in Table 6.
Such a development can be find in (Giacaglia, 1974; Giacaglia and Burša, 1980; Lane, 1989). However, by
comparing their expression with respect to the exact representation of the disturbing function in Cartesian coor-
dinates (2.4), we have noticed that they are incorrect in Lion (2013); Lion et al. (2012). In this work, we have
demonstrated that the correct solution is
R$ =
µ ′
r′ ∑
n≥2
n
∑
m=−n
n
∑
m′=−n
n
∑
p=0
n
∑
p′=0
(
r
r′
)n
(−1)m−m′ (n−m
′)!
(n+m)!
×Fn,m,p(I)Fn,m′,p′(I′)Un,m,m′(ǫ)exp ıΘ−n,m,m′,p,p′
(2.12)
or in the trigonometric formulation
R$ =
µ ′
r′ ∑
n≥2
n
∑
m=0
n
∑
m′=0
n
∑
p=0
n
∑
p′=0
∆m,m
′
0 (−1)m−m
′ (n−m′)!
(n+m)!
(
r
r′
)n
Fn,m,p(I)Fn,m′ ,p′(I′)
×
[
Un,m,m′(ǫ)cosΘ−n,m,m′,p,p′ +(−1)n−m
′
Un,m,−m′(ǫ)cosΘ+n,m,m′,p,p′
]
,
(2.13)
with
Θ±
n,m,m′,p,p′ = Ψn,m,p±Ψ′n,m′,p′ (2.14a)
Ψn,m,p = (n− 2p)(ν +ω)+mΩ , (2.14b)
Ψ′n,m′,p′ = (n− 2p′)(ν ′+ω ′)+m′Ω′ (2.14c)
and
∆m,m
′
0 =
(2− δ m0 )(2− δ m
′
0 )
2
, (2.15)
in which δ kj is the Kronecker symbol.
The angle ǫ is the obliquity of the ecliptic and the Un,m,m′(ǫ) are the rotation coefficients (see e.g. Jeffreys,
1965; Giacaglia, 1974; Lane, 1989)
Un,m,k(ǫ) = (−1)n−k ∑
r
(−1)σ
(
n−m
r
)(
n+m
m+k+ r
)
cosa
(
ǫ
2
)
sin2n−a
(
ǫ
2
)
, (2.16)
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where a = 2r+m+ k and r is running from max(0,−k−m) to min(n− k,n−m). Note that these elements are
related to the spherical harmonic rotation coefficients, also called the elements of Wigner’s d-matrix (e.g. Wigner,
1959; Sneeuw, 1992):
dn,m,k(ǫ) = (−1)k−m
(n− k)!
(n−m)!Un,m,k(ǫ) , (2.17)
Introducing now the elliptic motion functions
Φn,k =
(
r
a
)n
exp ıkν . (2.18)
The disturbing function (2.12) still depends on r, r′, ν and ν ′ (through θ and θ ′). To obtain a perturbation fully
expressed in orbital elements, the classical way is to introduce expansions in Fourier series of the mean anomaly
Φn,k =
+∞
∑
q=−∞
Xn,kq (e)exp ı qM (2.19)
where Xn,kq (e) are the well known Hansen coefficients (Hansen, 1853; Tisserand, 1889; Brouwer and Clemence,
1961). In the general case, the series (2.19) always converge as Fourier series, but can converge rather slowly
(see e.g. Klioner et al., 1997; Brumberg and Brumberg, 1999). Only in the particular case where e is small, the
convergence is fast thanks to the d’Alembert property which ensures that e|k−q| can be factorized in Xn,kq (e). That
is why the method is reasonably efficient for most of the natural bodies (in particular the Sun and the Moon) but
fails for satellites moving on orbits with high eccentricities. In this case, Fourier series of the eccentric anomaly E
(see Brumberg and Fukushima, 1994) are much more efficient:
Φn,k =
+∞
∑
q=−∞
Zn,kq (e)exp ıqE , (2.20)
In cases where 0 ≤ |k| ≤ n, the coefficients Zn,kq can be expressed in closed-form and the sum over q is bounded
by ±n. Indeed, these are null for |q|> n,
Zn,kq = (−1)K+β K+(1+β 2)−n
smax∑
s=0
(
n− k
s
)(
n+ k
s+K+
)
β 2s , (2.21)
with β = e/(1+η), K+ = k− q≥ 0 and smax = min(n− k,n+ k−K+).
For
k− q < 0, we can use the symmetry Zn,kq = Zn,−k−q . Other general expressions and numerical methods to com-
pute these elements can be found in Klioner et al. (1997); Laskar (2005); Lion and Métris (2013).
Even if this kind of development does not allow to express the disturbing function strictly in orbital elements,
the key point is that the required operations (derivation and integration with respect to the mean anomaly) can be
easily performed thanks to the relation
dl = r
a
dE . (2.22)
Rewriting the ratio of the radial distances as
1
r′
(
r
r′
)n
=
1
a′
(
a
a′
)n(
a
r
)(
r
a
)n+1(
a′
r′
)n+1
(2.23)
in which we have kept a factor a/r in order to anticipate future calculating steps. Replacing in (2.12) respectively
the elliptic motion functions related to the satellite and the Moon by their representation in Fourier series of E
and l⊙, we find the real-valued function can be written in complex form (see Lion, 2013; Lion et al., 2012)
R$ = ∑
n≥2
n
∑
m=−n
n
∑
m′=−n
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−n−1
+∞
∑
q′=−∞
Rn,m,m′,p,p′,q,q′ , (2.24a)
Rn,m,m′ ,p,p′,q,q′ =
a
r
A˜n,m,m′,p,p′,q,q′ exp ı Θ−n,m,m′,p,p′,q,q′ , (2.24b)
A˜n,m,m′ ,p,p′,q,q′ =An,m,m′ ,p,p′,q,q′Un,m,m′(ǫ) , (2.24c)
An,m,m′ ,p,p′,q,q′ =
µ ′
a′
(
a
a′
)n
(−1)m−m′ (n−m
′)!
(n+m)!
Fn,m,p (I)Fn,m′,p′(I′)
×Zn+1,n−2pq (e)X−(n+1),n−2p
′
q′ (e
′) ,
(2.24d)
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or into trigonometric form
R$ = ∑
n≥2
n
∑
m=0
n
∑
m′=0
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−n−1
+∞
∑
q′=−∞
Rn,m,m′ ,p,p′,q,q′ , (2.25a)
Rn,m,m′ ,p,p′,q,q′ = ∆m,m
′
0
a
r
An,m,m′ ,p,p′,q,q′
[
Un,m,m′(ǫ)cosΘ−n,m,m′,p,p′,q,q′
+(−1)n−m′Un,m,−m′(ǫ)cosΘ+n,m,m′,p,p′,q,q′
]
.
(2.25b)
with:
Θ±
n,m,m′,p,p′,q,q′ = Ψn,m,p,q±Ψ′n,m′,p′,q′ , (2.26a)
Ψn,m,p,q = qE +(n− 2p)ω+mΩ , (2.26b)
Ψ′n,m′,p′,q′ = q
′M′+(n− 2p′)ω ′+m′Ω′ . (2.26c)
2.2.3 Solar disturbing function
Expressed in Hill-Whittaker elements, the more general development for the Sun’s disturbing function has been
given by Kaula (1962, Eq. 5) as:
R⊙ =
µ⊙
r⊙ ∑n≥2
n
∑
m=−n
n
∑
p=0
n
∑
p′=0
(n−m)!
(n+m)!
(
r
r⊙
)n
Fn,m,p(I)Fn,m,p′(ǫ)exp ıΘn,m,p,p′ (2.27)
with Θn,m,p,p′ = (n−2p)(ν +g)+mh−(n−2p′)(ν⊙+g⊙). We assume in our work that the Sun’s apparent orbit
about the Earth is precessing over the ecliptic plane with linear variations of the angular variables g⊙ and l⊙, and
constant metric elements a⊙,e⊙, I⊙ (or equivalently L⊙,G⊙,H⊙):
y⊙ = y0,⊙+ y˙⊙(t− t0) (2.28)
where y0,⊙ at the epoch J2000.0 and the precession rates y˙⊙ are defined in Table 6. Because I⊙= ǫ, the ascending
node Ω⊙ is not defined.
As done in the previous section, we keep a factor a/r to anticipate future calculations. Replacing respectively
the elliptic motion functions related to the satellite and the Sun by their representation in Fourier series of E and l⊙
gives
R⊙ = ∑
n>=2
n
∑
m=−n
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−(n+1)
∞
∑
q′=−∞
Rn,m,p,p′,q,q′ , (2.29a)
Rn,m,p,p′,q,q′ =
a
r
An,m,p,p′,q,q′ exp iΘn,m,p,p′,q,q′ , (2.29b)
An,m,p,p′,q,q′ =
µ ′
a′
(
a
a′
)n (n−m)!
(n+m)!
Fn,m,p (I)Fn,m,p′ (ǫ)
×Zn+1,n−2pq (e)X−(n+1),n−2p
′
q′ (e
′) ,
(2.29c)
or equivalently in the trigonometric form
R⊙ = ∑
n≥2
n
∑
m=0
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−n−1
+∞
∑
q′=−∞
Rn,m,p,p′,q,q′ , (2.30a)
Rn,m,p,p′,q,q′ = (2− δ m0 )
a
r
An,m,p,p′,q,q′ cosΘn,m,p,p′,q,q′ . (2.30b)
with
Θn,m,p,p′,q,q′ = Ψn,m,p,q−Ψ′n,p′,q′ , (2.31a)
Ψn,m,p,q = qE +(n− 2p)g+mh , (2.31b)
Ψ′n,p′,q′ = q
′l⊙+(n− 2p′)g⊙ . (2.31c)
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3 The Lie transforms approach: principle
Consider the Hamiltonian
H(y,y′,Y,Y′) =HKep(L)+HJ2(l,g,Y)+H3b(y,y′,Y,Y′) (3.1)
with HKep modeling the keplerian part,HJ2 the J2 effect and H3b the third-body attraction.
The Delaunay equations are given by
dy
dt =
∂H
∂Y ,
dY
dt =−
∂H
∂y (3.2)
In this section, we present our approach to solve (3.2) by means of canonical perturbative methods. This combines
(i) the Lie transforms (Deprit, 1969), including the time dependence because of the third-body motion and (ii) the
Brouwer-von Zeipel method (Brouwer, 1959), involving two successive transformations. Firstly, we show how to
build the canonical transformation eliminating the short-period mean anomaly l. Then, we normalize the resulting
dynamical system with a second transformation eliminating all the long-period angular variables (g,h, l′,g′,h′).
Consider a function f = f (θ1,2,...,K,...,N) depending on N angular variables θ j. Thereafter, we define the aver-
aging value of f over K angular variables by:〈
f (θ j)
〉
θ1,θ2,...,θK
=
1
(2pi)K
ˆ 2pi
0
ˆ 2pi
0
· · ·
ˆ 2pi
0︸ ︷︷ ︸
K
f (θ j)
K
∏
k=1
dθk . (3.3)
3.1 Isolating the secular and the periodic perturbations
To facilitate the determination of the generating functions modeling the short and long period of the system, we
proceed to a decomposition of each perturbation.
As usual, we consider that the perturbation due to J2 can be split off in a secular part HJ2,sec and periodic
terms HJ2,per (Brouwer, 1959)
HJ2 =HJ2,sec +HJ2,per (3.4a)
HJ2,sec = 8γ2ω0
η3
L
Y−1,00 (e)F2,0,1(I) (3.4b)
HJ2,per = 8γ2ω0
η4
L
2
∑
p=0
1
∑
q=−1
[
η
(
a
r
)2
− δ q0 δ 2p2
]
Y−1,0q (e)F2,0,p(I)
× cos[(q+ 2− 2p)ν+(2− 2p)ω] (3.4c)
with ω0 the mean motion
ω0 =
µ2
L3
(3.5)
and
γ2 =− J28η4
(
R
a
)2
=−J28
(
µR
G2
)2
(3.6)
Concerning the third-body perturbation, we rewrite H3b in order to isolate the secular H3b,sec, the long-
periodicH3b,l p and the short-periodicH3b,sp terms
H3b =H3b(y,y′,Y,Y′) =H3b,sec +H3b,sp +H3b,l p . (3.7)
We define the secular part such that it does not contain any term depending of any angular variables
H3b,sec =H3b,sec(_,_,Y,Y′) = limT→∞
1
T
ˆ T
0
H3b dt =
〈
H3b,sec
〉
l,l′ ,g,g′,h,h′
(3.8)
Knowing that l and E are connected by (2.22), we introduce the intermediate function 〈H3b〉l :
〈H3b〉l =
1
2pi
ˆ 2pi
0
r
a
H3b dE . (3.9)
This step was anticipated in the development of the third-body disturbing function. The factor a/r kept in H3b
(see Eq. (2.24) and (2.29)) is used to offset r/a in (3.9) and therefore, we can integrate with respect to E a function
that depends explicitly on E .
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Hence, the secular terms are given by
H3b,sec = 1
(2pi)5
ˆ 2pi
0
ˆ 2pi
0
· · ·
ˆ 2pi
0
〈H3b〉l dl′ dgdg′dhdh′ , (3.10)
the long-periodic terms, which correspond to the slow angular variables, are obtained by removing the secular
terms in 〈H3b〉l:
H3b,l p = 〈H3b〉l −H3b,sec , (3.11)
and the short-period terms are computed by eliminating in H3b all terms that do not depend on the fast variable l
through E:
H3b,sp =H3b−〈H3b〉l . (3.12)
In practice, the splitting of H3b is equivalent to an appropriate sorting of the indices in the development of the
third-body disturbing function. Results for Moon and Sun are established in Section 4.
3.2 Perturbations classification
Assume that the initial Hamiltonian can be sorted as follows:
H=H0 +H1 + 12H2 +O(3) (3.13)
withH0 the keplerian part. As usual, we put in the perturbing partH1 the secular variations and the periodic terms
due to J2 in order to reuse results from Brouwer (1959). Concerning the third-body perturbations, we have chosen
to put in the H1 their secular part and in H2 their periodic contribution, improving the degree of accuracy of the
theory. Hence,
H0 =H0(L) =HKep (3.14a)
H1 =H1(l,g,Y,Y′) =HJ2,sec +H3b,sec +HJ2,per (3.14b)
H2 =H2(y,y′,Y,Y′) = 2H3b,per = 2H3b,sp + 2H3b,l p (3.14c)
3.3 Elimination of the short period terms
In order to remove the fast variable l from the Hamiltonian H, we shall apply up to the order 2 a change of
variables that transformsH to a new one K through a generating function V :
(y,y′,Y,Y′) V−→ (y⋆,y′,Y⋆,Y′)
H(y,y′,Y,Y′) −→ K(_,g⋆,h⋆,y′,Y⋆,Y′) (3.15)
We then assume that K and V can be expanded as a series of the form
K(_,g,h,y′,Y,Y′) =K0 +K1 + 12K2 +O(3) (3.16a)
V(l,g,h,y′,Y,Y′) = V1 + 12V2 +O(3) (3.16b)
Knowing that H is time-dependent, we shall use the time-dependent Lie Transfrom Deprit (1969) to find the
determining functions V1 and V2.
Order 0 The Lie’s Triangle is initialized with the identity transformation
K0 =H0 (3.17)
Order 1 The first order homological equation is given by
K1 =H1 + {H0;V1}− ∂V1∂ t (3.18a)
=HJ2,sec +H3b,sec+HJ2,per−ω0
∂V1
∂ l −
∂V1
∂ t (3.18b)
where
{
α;β} is the Poisson brackets defined by
{
α;β}y,Y = 3∑
j=1
(
∂ α
∂y j
∂ β
∂Yj
− ∂ α∂Yj
∂ β
∂y j
)
=−{β ;α}y,Y , (3.19)
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We choose K1 such that it does not depend on any angle variables:
K1 = 〈H1〉l =HJ2,sec +H3b,sec (3.20)
Moreover, since HJ2,per is not explicitly time-dependent, the PDE (3.18b) reduces to the classical equation
ω0
∂V1
∂ l =HJ2,per (3.21)
which gives the first order determining function of the short-periodic terms due to J2. Denoted V1,J2 , this corre-
sponds to the solution established by Brouwer (1959)
V1,J2 = γ2G
[
2
(
−1+ 3c2
)(φ + esinν)
+s2
(
3sin(2ν + 2g)+ 3esin(ν + 2g)+ sin(3ν + 2g)
)] (3.22)
with φ = ν− l the equation of the center, c = cos I, s = sin I.
Order 2 The second order of the time-dependent Lie Transfom (Deprit, 1969) is given by
K2 =H2 + {H1 +K1;V1}+ {H0;V2}− ∂V2∂ t (3.23a)
= 2H3b,sp + 2H3b,l p+
{
2HJ2,sec + 2H3b,sec+HJ2,per;V1,J2
}
−ω0 ∂V2∂ l −
∂V2
∂ t
(3.23b)
and we choose K2 independent of l
K2 =
〈
2H3b,sp + 2H3b,l p+
{
2HJ2,sec + 2H3b,sec+HJ2,per;V1,J2
}〉
l
(3.24a)
= 2H3b,l p +
〈{
2HJ2,sec + 2H3b,sec+HJ2,per;V1,J2
}〉
l
(3.24b)
The term
{
2HJ2,sec +HJ2,per;V1,J2
}
is the same as those involved in Brouwer (1959) or Kozai (1962) when
eliminating the short period at the second order. We set,
K2,J2,l p(g,L,G,H) =
〈{
2HJ2,sec +HJ2,per;V1,J2
}〉
l
(3.25a)
= 3ω0γ22 G
[
2c2
(
4− 15c2
)
− 4η
(
1− 3c2
)2
+ e2
(
5− 18c2− 5c4
)
+e2s2
(
28− 30s2
)
cos2g
] (3.25b)
Furthermore, as H3b,sec is independent of l, we have〈{
2H3b,sec;V1,J2
}〉
l
=
{
2H3b,sec;
〈V1,J2〉l} (3.26)
Although ∂V1,J2/∂ l is a purely short periodic term, the generating function V1,J2 used by Brouwer is not. Indeed,
contrary to those chosen by Métris (1991), its average with respect to l is not null and depends on long periodic
terms through the angle variable g (see Eq. A.11 in Appendix A):〈V1,J2〉l =−γ2 sG (1−η)(1+ 2η)1+η sin2g (3.27)
Then, the contribution of (3.27) in (3.26) yields to a coupling term between J2 and the third-body:
K2,coup(g,Y,Y′) =−2
∂H3b,sec
∂G
∂ 〈V1,J2〉l
∂g (3.28a)
= 4γ2ω ′g sG
(1−η)(1+ 2η)
1+η cos2g (3.28b)
with ω ′g = ∂H3b,sec/∂G the secular effect due to the third-body on the argument of the perigee g; and finally, we
get
K2 =K2,J2,l p(g,Y)+ 2H3b,l p(g,h,y′,Y,Y′)+K2,coup(g,Y,Y′) (3.29)
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The homological equation (3.23a) involves the t-partial derivative. To absorb the time-dependence due to the
external body motion into the Poisson bracket, we have assumed in Section 2.2 that the angles y′ related to the
third-body vary linearly with time and the momenta Y′ are constants (which is a good approximation). In this
way, we have
∂V2
∂ t = ωl′
∂V2
∂ l′ +ωg′
∂V2
∂g′ +ωh′
∂V2
∂h′ =
3
∑
j=1
ω j
∂V2
∂y′j
(3.30)
with ω j =
{
ωl′ = ˙l′,ωg′ = g˙′,ωh′ = ˙h′
}
assimilated to constant pulsations.
It results that the remaining short periods to be absorbed by V2 to satisfy the following PDE
ω0
∂V2
∂ l +
3
∑
j=1
ω j
∂V2
∂y′j
= 2H3b,sp +
{
2HJ2,sec + 2H3b,sec +HJ2,per;V1,J2
}
−
〈{
2HJ2,sec +HJ2,per;V1,J2
}〉
l
.
(3.31)
The two Poisson brackets contain short periodic terms in J22 , neglected in Brouwer (1959) but not in Kozai (1962),
and short periodic terms derived from the coupling between J2 and the third-body. As their contribution is small
compared to the first order in J2, we can neglect them. So, by keeping only the direct effects due to the third body,
the PDE (3.31) reduces to
ω0
∂V2
∂ l +
3
∑
j=1
ω j
∂V2
∂y′j
= 2H3b,sp . (3.32)
Since H3b,sp depends explicitly of E , this PDE can be rewritten as
∂V2
∂E +
3
∑
j=1
r
a
β j ∂V2∂y′j
=
2
ω0
r
a
H3b,sp . (3.33)
The small parameters β j = ω j/ω0 correspond to the ratio between the slow pulsations normalized by the fast
pulsation. Since the fastest long-period is 2pi/ωl′ (about 28 days for the Moon) and supposing that the satellite
orbital period for a highly elliptic orbit can reach 1–2 days, β j can not exceed 1/15.
We note that we have in factor of H3b,sp the ratio a/r. This term will simplify due to the fact that we have
anticipated this factor in the development of the disturbing functions (2.24) and (2.29).
Then, we solve (3.33) by means of a recursive process. Given that β j ≪ 1, we can assume that V2 can be
expandable in power series of the quantity β j:
V2 = V (0)2 + ∑
σ≥1
V (σ)2 . (3.34)
In practice, a very small number of iterations are required and the question of the theoretical convergence of
this series will not be discussed. Inserting this series in (3.33), the generating function V2 can be recursively
determined by using the relations
∂V (0)2
∂E =
2
ω0
r
a
H3b,sp ,
∂V (σ+1)2
∂E =−
3
∑
j=1
r
a
β j ∂V
(σ)
2
∂y′j
, σ ≥ 0 .
(3.35a)
(3.35b)
The order 0 is considered as the initial value and the order (σ + 1) as a correction of the solution of order σ . We
impose also that the mean value of the generator V (σ)2 over the mean anomaly l is zero: 〈V2〉l = 0. This can be
realized by adding a constant C(σ) independent of the eccentric anomaly.
3.4 Elimination of the long period terms
To make the new dynamical system K integrable, we shall now remove all the long-period perturbations. Starting
from the following perturbations classification
K0(L) =HKep (3.36a)
K1(Y,Y′) =HJ2,sec +H3b,sec (3.36b)
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K2(g,h,y′,Y,Y′) =K2,J2,l p + 2H3b,l p+K2,coup (3.36c)
we shall make another change of canonical coordinates (y⋆,Y⋆)→ (y⋆⋆,Y⋆⋆) such that the transformed Hamilto-
nian M is independent of any angle
(y⋆,y′,Y⋆,Y′) W−→ (y⋆⋆,y′,Y⋆⋆,Y′)
K(_,g⋆,h⋆,y′,Y⋆,Y′) −→ M(_,_,_,_,Y⋆⋆,Y′) (3.37)
with W the generating function related to this mapping.
Similarly to the previous Section 3.4, we assume that M and W can be expanded as a series:
M(_,_,_,_,Y,Y′) =M0 +M1 + 12M2 +O(3) (3.38a)
W(_,g,h,y′,Y,Y′) =W1 + 12W2 +O(3) (3.38b)
and the new variables satisfy
dy⋆⋆
dt =
∂M
∂Y⋆⋆ = 0 ,
dY⋆⋆
dt =−
∂M
∂y⋆⋆ = Cst (3.39)
We apply now the Lie-Deprit algorithm (Deprit, 1969) as canonical perturbation method, and solve the chain of
the homological equations up to the order 2.
Order 0 At the order 0, we define
M0 =K0 (3.40)
Order 1 The determining equation at order 1 is given by
M1 =K1−ω0 ∂W1∂ l −
3
∑
j=1
ω j
∂W1
∂y′j
(3.41a)
and we choose
M1 =K1 =HJ2,sec +H3b,sec . (3.42)
It results that W1 is null up to an arbitrary function independent of (l, l′,g′,h′), denoted w1, and determined at the
next order:
W1 = 0+w1(g,h) (3.43)
Order 2 Thus, we have
M2 =K2 + {K1 +M1;W1}+ {K0;W2}− ∂W2∂ t (3.44)
then substituting the equations (3.36a), (3.43) and (3.30), we get
M2 =K2,J2,l p + 2H3b,l p+K2,coup−ϖg
∂ w1
∂g −ϖh
∂ w1
∂h −
3
∑
j=1
ω j
∂W2
∂y′j
(3.45)
where
ϖg = 2
∂
∂G
(
HJ2,sec +H3b,sec
)
= 2
(
ωg,J2 +ωg,3b
)
(3.46a)
ϖh = 2
∂
∂H
(
HJ2,sec +H3b,sec
)
= 2
(
ωh,J2 +ωh,3b
)
(3.46b)
Now, let’s select for M2 the terms independent of any angular variables
M2 =M2,J2,sec (3.47a)
=
〈
K2,J2,l p + 2H3b,l p+K2,coup
〉
g,h,l′,g′,h′
(3.47b)
= 3ω0γ22 G
[
2c2
(
4− 15c2
)
− 4η
(
1− 3c2
)2
+ e2
(
5− 18c2− 5c4
)]
(3.47c)
and make appear the long-period terms,
M2,J2,l p =K2,J2,l p−M2,J2,sec = 3ω0γ22 Ge2s2
(
28− 30s2
)
cos2g (3.48)
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It turns out that the PDE (3.45) reads
ϖg
∂ w1
∂g +ϖh
∂ w1
∂h +
3
∑
j=1
ω j
∂W2
∂y′j
=M2,J2,l p + 2H3b,l p+K2,coup (3.49)
This can be solved by using the principle of superposition and the separation of variables. By isolating in H3b,l p
the terms that depend on the angular variables of the disturbing body orbit (l′,g′,h′) from those that do not depend,
respectively denotedH3b,l p2 and H3b,l p1, we get
ϖg
∂ w1
∂g +ϖh
∂ w1
∂h =M2,J2,l p + 2H3b,l p1+K2,coup
3
∑
j=1
ω j
∂W2
∂y′j
= 2H3b,l p2
(3.50a)
(3.50b)
Since the right-hand-side members contain trigonometric terms that are explicitly dependent of the variables of
differentiation involved in the left-hand-side members, both generating functions can be easily determined. Thus,
the generator w1 will contain the long-period part due to the J2 effect (same expression as Brouwer) noted w1,J2 ,
the long-period part of the third-body disturbing function independent of (l′,g′,h′) noted w1,3b, and the coupling
terms wcoup; W2 will contain the long-periodic terms involving at least one angular variable related to the disturb-
ing body orbit :
w1 = w1,J2 +w1,3b +wcoup (3.51)
According to (3.28) and (3.47a), we have
w1,J2 = 3
ω0
ϖg
γ22 e2Gs2
(
14− 15s2
)
sin2g (3.52)
wcoup = 2γ2 sG
(1−η)(1+ 2η)
1+η
ωg,3b
ϖg
sin2g (3.53)
The derivation of w1,3b will be discussed in the next section.
4 Determination of the generating functions related to the Moon and Sun
The purpose of this section is to determine the generators eliminating the short-period terms V2 and the long-
period terms w1,3b and W2 induced by the Moon and the Sun. The elimination of the periodic terms is carried out
by applying the scheme exposed in the previous section.
4.1 Lunar perturbations
Let’s adopt the compact notation
•
∑ = ∑
n>=2
n
∑
m=−n
n
∑
m′=−n
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−(n+1)
∞
∑
q′=−∞
(4.1)
and consider the perturbation of the Moon given in (2.24)
H3b =−R$ =−
•
∑ a
r
A˜n,m,m′,p,p′,q,q′ exp ıΘ−n,m,m′,p,p′,q,q′ . (4.2)
For ease of notation, we will use the dots ". . ." to denote the indices {m,m′, p, p′}.
The intermediate function (3.9) requires that H3b satisfies q = 0:
〈H3b〉l =−
•
∑
q=0
A˜n,...,0,q′ exp ıΘ−n,...,0,q′ . (4.3)
and the secular part is determined by choosing the indices combination that vanishes the phase Θn,...,q,q′ :{
n = 2p, p′ = p, ∀p ≥ 1
m = m′ = q = q′ = 0
(4.4)
thus,
H3b,sec =−
•
∑
p≥1
A˜2p,0,0,p,p,0,0 . (4.5)
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4.1.1 Short-periodic generating function
Starting from (3.12), deriving short-periodic terms from H3b implies to satisfy the condition q 6= 0:
H3b,sp =−
•
∑
(
a
r
− δ q0
)
A˜n,...,q,q′ exp ıΘ−n,...,q,q′ . (4.6)
The generating function V can be represented in series and determined by solving the iterative scheme formulated
in (3.35). We prove in Appendix B that the solution at the order σ ≥ 0 can be put in the form
V (σ) =−(−1)
σ
ı
•
∑
n,...,q,q′
A˜(σ)
n,...,q,q′
σ+1
∑
s=−(σ+1)
ζ (σ)q,s (e)exp ıΘ−n,...,q+s,q′ , (4.7)
or in trigonometric form (see Appendix E.4)
V (σ) =−(−1)σ
◦
∑∆m,m′0 An,...,q,q′(q+ δ q0 )ω0
σ+1
∑
s=−(σ+1)
ζ (σ)q,s (e)
×
[
ε−,σUn,m,m′(ǫ)sinΘ−+(−1)n−m
′
ε +,σUn,m,−m′(ǫ)sin Θ+
] (4.8)
with
Θ± = Ψn,m,p,q+s±Ψ′n,m′,p′,q′ , (4.9a)
ε± = (n− 2p)ωg +mωh±
[
q′ω l′ +(n− 2p′)ωg′ +m′ωh′
]
. (4.9b)
The summations designated by
◦
∑ are similar to
•
∑ except that the indexes m and m′ run from 0 to n instead of −n
to n.
Initial values for the functions A˜(0)
n,...,q,q′ is
A˜(0)
n,...,q,q′ =
A˜n,...,q,q′
(q+ δ q0 )ω0
, ∀q (4.10)
and for ζ (0)q,s :
ζ (0)q,0 = 1, ζ (0)q,−1 = δ q1 e2 , ζ
(0)
q,1 = δ
q
−1
e
2
, if q 6= 0
ζ (0)0,0 = 0, ζ (0)0,−1 =− e2 , ζ
(0)
0,1 =
e
2
, if q = 0
(4.11a)
(4.11b)
The next order is determined recursively by using the relations:
A˜(σ+1)
n,...,q,q′ = ε
σ+1
n,...,q′A˜
(0)
n,...,q,q′ (4.12)
and
ζ (σ+1)q,s =

1
(q+ s)
(
ζ (σ)q,s − e2 ζ
(σ)
q,s−1−
e
2
ζ (σ)q,s+1
)
, if s 6=−q
e
2
(
−ζ (σ)q,−q−1 +ζ (σ)q,−q+1 +
e
2
ζ (σ)q,−q−2−
e
2
ζ (σ)q,−q+2
)
, if s =−q
(4.13a)
(4.13b)
We can show by induction that the elements ζ (σ)q,s verify the property:
ζ (σ)−q,−s = (1− 2δ q0 )(−1)σ ζ (σ)q,s . (4.14)
Remark that the ζ -elements are chosen such that ∂V (σ)/∂E contains no terms independent of E , so 〈V (σ)〉l = 0 .
In practice, the corrections σ > 0 only permit to improve the initial solution by about a few meters.
4.1.2 Long-periodic generating function
To determine w1,3b and W2 in (3.50b), we shall isolate all the long-period perturbations related to H3b,l p from the
PDE (3.49)
ϖg
∂ W˜2,3b
∂g +ϖh
∂ W˜2,3b
∂h +
3
∑
j=1
ω j
∂ W˜2,3b
∂y′j
= 2H3b,l p (4.15)
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such that
W˜2,3b =W2,3b +w1,3b (4.16)
According to (3.11), the long-periodic part of H3b corresponds to the terms that satisfy q = 0 and do not simulta-
neously satisfy the condition (4.4):
H3b,l p =−
•
∑
q=0
A˜n,...,0,q′ exp ıΘ−n,...,0,q′ + ∑
p≥1
A˜2p,0,0,p,p,0,0 ,
=−
••
∑A˜n,...,0,q′ exp ıΘ−n,...,0,q′ , (4.17)
with
••
∑ =
•
∑
q=0
−
•
∑
n=2p=2p′
m=m′=0
q=q′=0
=
•
∑
p≥1,q=0
(n−2p,p′−p) 6=(0,0)
(m,m′ ,q′) 6=(0,0,0)
(4.18)
Therefore, substituting (4.17) in (4.15) and solving the PDE, we get
W˜2,3b =−
2
ı
••
∑ A˜n,...,0,q′εn,...,q′ exp ıΘ
−
n,...,0,q′ +C , (4.19)
with
Θ±
n,...,0,q′ = Ψn,m,p,0±Ψ′n,m′,p′,q′ , (4.20a)
ε±
n,...,q′ = (n− 2p)ϖg +mϖh±
[
q′ωl′ +(n− 2p′)ωg′ +m′ωh′
]
(4.20b)
and C an arbitrary function independent of l. We take C = 0.
Converting (4.19) into trigonometric form for numerical computations (see Appendix E.3), we find
W˜2,3b = − 2
◦◦
∑∆m,m′0 An,...,0,q′
[
Un,m,m′(ǫ)
ε−
sinΘ−
n,...,0,q′
+(−1)n−m′Un,m,−m′(ǫ)
ε+
sinΘ+
n,...,0,q′
]
,
(4.21)
with
∆m,m
′
0 =
(2− δ m0 )(2− δ m
′
0 )
2
. (4.22)
The summations designated by
◦◦
∑ are similar to
••
∑ except that the indices m and m′ run from 0 to n instead of −n
to n.
Finally, we deduce from (4.19) (or (4.21)) and (4.16):
w1,3b = W˜2,3b
∣∣∣
m′=n−2p′=q′=0
, (4.23a)
W2,3b = W˜2,3b−w1,3b . (4.23b)
4.2 Solar perturbations
Consider now the perturbations due to the Sun and let us define the symbols
•
∑ = ∑
n>=2
n
∑
m=−n
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−(n+1)
∞
∑
q′=−∞
(4.24)
and
••
∑ =
•
∑
q=0
−
•
∑
n=2p=2p′
m=0
q=q′=0
=
•
∑
p≥1,q=0
(n−2p,p′−p) 6=(0,0)
(m,q′) 6=(0,0)
(4.25)
14
such that,
H⊙ =−R⊙ =−
•
∑ a
r
A˜n,m,p,p′,q,q′ exp ıΘn,m,p,p′,q,q′ . (4.26)
Proceeding as for the Moon case, expressions of the secular and the long and short-periodic part are respectively,
H⊙,sec =−
•
∑
p≥1
A˜2p,0,p,p,0,0 (4.27a)
H⊙,sp =−
•
∑
(
a
r
− δ q0
)
A˜n,...,q,q′ exp ıΘn,...,q,q′ (4.27b)
H⊙,l p =−
••
∑A˜n,...,0,q′ exp ıΘn,...,0,q′ (4.27c)
The generating function eliminating the short-periodic terms at the order σ ≥ 0 reads
V (σ) =
•
∑
n,m,p,p′,q,q′
V (σ)
n,...,q,q′ (4.28a)
V (σ)
n,...,q,q′ =−
(−1)σ
ı
A˜(σ)
n,...,q,q′
σ+1
∑
s=−(σ+1)
ζ (σ)q,s (e)exp ıΘn,m,p,p′,q+s,q′ (4.28b)
or
V (σ)
n,...,q,q′ =−(−1)σ (2− δ m0 )A˜
(σ)
n,...,q,q′
σ+1
∑
s=−(σ+1)
ζ (σ)q,s (e)sinΘn,...,q+s,q′ . (4.29)
and the generating function eliminating the long-periodic terms can be written as
W˜2,⊙ =−
2
ı
••
∑ A˜n,...,0,q′εn,...,q′ exp ıΘn,...,0,q′ , (4.30)
or
W˜2,⊙ = − 2
◦◦
∑(2− δ m0 ) An,...,0,q′εn,...,q′ sinΘn,...,0,q′ (4.31)
with
εn,...,q′ = (n− 2p)ωg+mωh− q′ωl′ − (n− 2p′)ωg′ (4.32)
5 Complete solution of the motion equations
Suppose that the initial conditions Ei = (y,Y) (or equivalently (a,e, I,h,g, l)) are known at the instant t0.
We present in this section the procedure to determine the complete solution of the dynamical system H at any
instant t. This is illustrated through the diagram in Figure 1 with
(1) The transformation of the initial osculating elements into mean elements with V−1 and W−1;
(2) The propagation of the mean elements at any time t thanks to the normalized Hamiltonian, such as the action
variables are constant and the angular variables are linear with time;
(3) The transformation of the mean elements into osculating elements with W and V .
5.1 Transformation of the initial elements
The new set of variables E⋆i can be expressed from the old variables Ei through the determining function V ,
eliminating the short-period variations, and by means of the Lie series (Deprit, 1969)
E⋆i = Ei− ∑
k>0
1
n!
ΛkVEi (5.1)
where ΛVEi denotes the Lie derivative
ΛVEi =
{Ei;V}= 6∑
j=1
{
Ei;E j
} ∂V
∂E j
(5.2)
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Ei(t) E⋆i (t) E⋆⋆i (t)
V
−1
Numerical integration
(1)
W
−1
M(E⋆⋆
i
)(2)
V
(3)
W
Figure 1: Diagram of the change of variables between the osculating elements and
the mean elements. Steps (1) to (3) correspond to the analytical propagation and
the "Numerical integration" is assumed to be the reference solution.
and Λk
V
= ΛV
(
Λk−1
V
)
the k-th derivative.
Up to the order k = 2, (5.1) writes
E⋆i = Ei−{Ei;V1}−
1
2
(
{Ei;V2}−
{{Ei;V1} ;V1})+O(3) . (5.3)
Some numerical tests permitted us to deduce that periodic terms in J22 can be neglected in the theory without
significant loss of accuracy. It results,
E⋆i = Ei−{Ei;V1}−
1
2
{Ei;V2} . (5.4)
Applying the inverse transformation (5.4) to the initial osculating elements
Ei = Ei(t0), we get
E⋆i (t0) = Ei−ΛV1,J2Ei−
1
2
(
ΛV2,$Ei +ΛV2,⊙Ei
)
(5.5)
with V = V (Ei(t0)).
In the same way, we can now remove the long-period variations in E⋆i with the generating functionW , provid-
ing the mean elements E⋆⋆i used for the secular solution
E⋆⋆i (t0) = E⋆i −ΛW1,J2E
⋆
i −ΛwcoupE⋆i −Λw1,$E
⋆
i −Λw1,⊙E
⋆
i
− 1
2
(
ΛW2,$E
⋆
i +ΛW2,⊙E
⋆
i
) (5.6)
with W =W (E⋆i (t0)) and we verify that ΛWa⋆ = 0.
If we consider that Ei are keplerian elements then, for any function
f = f (Ei) ∈R, the derivative (5.2) transforms into
Λ f a =−Ja,L ∂ f∂ l
Λ f e =−Je,L ∂ f∂ l − Je,G
∂ f
∂g
Λ f I =−JI,G ∂ f∂g − JI,H
∂ f
∂h
Λ f h = JI,H
∂ f
∂ I
Λ f g = Je,G
∂ f
∂e + JI,G
∂ f
∂ I
Λ f l = Ja,L
∂ f
∂a + Je,L
∂ f
∂e
(5.7a)
(5.7b)
(5.7c)
(5.7d)
(5.7e)
(5.7f)
with the Jacobian matrix Ji, j = ∂ xi/∂Yj defined in (D.2).
For each perturbation, the associated derivatives of V andW with respect to keplerian elements are established
in Appendix B.
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5.2 The secular solution
The secular solution of the system (2.7) derives from the normalized Hamiltonian (3.38a)
M=M0 +M1 +
1
2
M2 +O(3) (5.8a)
M0 =HKep =−
µ
2L2
(5.8b)
M1 =HJ2,sec +H$,sec +H⊙,sec
=−2γ2G(1−3c)−
•
∑
p≥1
(
A˜$2p,0,0,p,p,0,0 + A˜⊙2p,0,p,p,0,0
)
(5.8c)
M2 =
3
2
ω0γ22 G
[
2c2
(
4−15c2
)
−4η
(
1−3c2
)2
+e2
(
5−18c2−5c4
)]
(5.8d)
Knowing that for any set of variable Ei (canonical or not)
dEi
dt = ΛMEi =
6
∑
j=1
{
Ei;E j
} ∂M
∂E j
(5.9)
the solution of the equations of motion (3.39) expressed in keplerian elements is
a′′(t) = a′′0
e′′(t) = e′′0
I′′(t) = I′′0
h′′(t) = h′′0 +
(
ω ′′h,J2 +ω
′′
h,J22
+ω ′′h,$+ω
′′
h,⊙
)
∆t
g′′(t) = g′′0 +
(
ω ′′g,J2 +ω
′′
g,J22
+ω ′′g,$+ω
′′
g,⊙
)
∆t
l′′(t) = l′′0 +
(
ω0 +ω
′′
l,J2 +ω
′′
l,J22
+ω ′′l,$+ω
′′
l,⊙
)
∆t
(5.10a)
(5.10b)
(5.10c)
(5.10d)
(5.10e)
(5.10f)
with ∆t = t− t0, ω0 the mean motion and ωh,[·],ωg,[·],ωl,[·] the secular variations related to each perturbative term
of the analytical theory: J2, J22 , Moon and Sun. Their expression are given below. Note that, as far as we know, it’s
the first time that a compact and general relation to compute the secular terms at any degree is proposed for the
Moon and Sun.
J2 effect
Given that the normalized hamiltonians (3.4b) for J2 and (3.47a) for J22 are similar to Brouwer (1959), the secular
variations are given, respectively, as
ωl,J2 = 6ω0γ2 η
(
1− 3cos2 I
)
, (5.11a)
ωg,J2 = 6γ2ω0
(
1− 5cos2 I
)
, (5.11b)
ωh,J2 = 12γ2ω0 cos I , (5.11c)
and
ωl,J22
=
3
2
ω0γ22 η
[
10
(
1−6c2 +13c4
)
+16η
(
1−3c2
)2
−5e2
(
5−18c2 +5c4
)]
, (5.12a)
ωg,J22
=
3
2
ω0γ22
[
−2
(
1−5c2
)(
5+43c2
)
+24η
(
1−3c2
)(
1−5c2
)
−e2
(
25−126c2 +45c4
)]
,
(5.12b)
ωh,J22
=
3
2
ω0γ22 c
[
4
(
1−10c2
)
+12η
(
1−3c2
)
− e2
(
9−5c2
)]
. (5.12c)
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Moon and Sun perturbations
Consider that the secular part of the lunar perturbations (4.5) and the solar perturbations (4.27a) can be written
H3b,sec =− ∑
p≥1
BpF2p,0,p(I)Z2p+1,00 (e) (5.13)
with
Bp = µ
′
a′
(
a
a′
)2p
F2p,0,p(I′)X
−(2p+1),0
0 (e
′)×
[
U2p,0,0(ǫ)
1
]3b=$
3b=⊙
, (5.14)
then, we have:
ωl,3b =− ∑
p≥1
BpF2p,0,p(I)
2p
a
Ja,LZ2p+1,00 (e)+ Je,L
∂ Z2p+1,00 (e)
∂e
 (5.15a)
ωg,3b =− ∑
p≥1
Bp
Je,GF2p,0,p(I) ∂ Z2p+1,00 (e)∂e + JI,G ∂ F2p,0,p(I)∂ I Z2p+1,00 (e)
 (5.15b)
ωh,3b =− ∑
p≥1
JI,GBp
∂ F2p,0,p(I)
∂ I Z
2p+1,0
0 (e) (5.15c)
For n = 2 (or p = 1), we find for the Moon case
ωl,$ =
µ$
32
10−3η2
ω0 a2$η
3
$
(
1−3cos2 I
)(
1−3cos2 ǫ
)(
1−3cos2 I$
)
, (5.16a)
ωg,$ =−
3
32 µ$
η2−5cos2 I
ω0η a2$η
3
$
(
1−3cos2 ǫ
)(
1−3cos2 I$
)
, (5.16b)
ωh,$ =−
3
32 µ$
5−3η2
ω0η a2$η
3
$
cos I
(
1−3cos2 ǫ
)(
1−3cos2 I$
)
. (5.16c)
and for the Sun case
ωl,⊙ =−
µ⊙
16
10− 3η2
ω0 a⊙η3⊙
(
1− 3cos2 I
)(
1− 3cos2 I⊙
)
, (5.17a)
ωg,⊙ =
3
16 µ⊙
η2− 5cos2 I
ω0η a2⊙η3⊙
(
1− 3cos2 I⊙
)
, (5.17b)
ωh,⊙ =
3
16 µ⊙
5− 3η2
ω0η a2⊙η3⊙
cos I
(
1− 3cos2 I⊙
)
. (5.17c)
5.3 Propagation of the elements
If the mean elements E⋆⋆i are known, we can propagate the equation of motions at any instant t. Beginning to add
the long-periodic terms thanks to W , the new variables E⋆i can be expressed in Lie series (Deprit, 1969) as
E⋆i = E⋆⋆i + ∑
k>0
1
n!
ΛkVEi
∣∣∣
Ei=E
⋆⋆
i
(5.18)
By proceeding in the same way as in the inverse transformation case, if we consider a canonical transformation up
to the order 2 and we discard the J22 terms, we get
E⋆i (t) = E⋆⋆i +ΛW1,J2E
⋆⋆
i +ΛwcoupE⋆⋆i +Λw1,$E
⋆⋆
i +Λw1,⊙E
⋆⋆
i
+
1
2
(
ΛW2,$E
⋆⋆
i +ΛW2,⊙E
⋆⋆
i
) (5.19)
with W =W (E⋆⋆i (t)).
Hence, add the short-period variations modeled by V = V (E⋆i (t)) to E⋆i gives the osculating elements Ei,
solution of the dynamical system H:
Ei(t) = E⋆i +ΛV1,J2E
⋆
i +
1
2
(
ΛV2,$E
⋆
i +ΛV2,⊙E
⋆
i
)
(5.20)
All the derivatives with respect to keplerian elements involved in the Lie operator (5.7) are defined in Appendix B.
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6 Numerical tests
In this section, we present some numerical tests to show abilities of the theory. The complete analytical solu-
tion described in Section 5 was implemented in Fortran 90 program APHEO (Analytical Propagator for Highly
Elliptical Orbits).
All the numerical tests have been realized with the object SYLDA, an Ariane 5 debris in Geostationary Transfer
Orbit (GTO). The initial orbital elements are given in Table 1, with a semi-axis major a = 24286.863 km, eccen-
tricity e = 0.726 and inclination I = 5.957 ◦, perigee altitude hp = 267 km and apogee altitude ha = 83555 km,
and an orbital period of T ≈ 10.463 h.
[\scriptsize]
ARIANE 5 DEB [SYLDA]
1 40274U 14062D 14313.65939750 .00023668 00000-0 92879-2 0 135
2 40274 5.9570 168.6919 7263810 197.5825 109.5543 2.29386099 532
Table 1: Two-Line Elements of SYLDA 2. (NORAD Id: 40274)
In Table 2 we give the values of the secular effects on the satellite’s angular variables (l,g,h) induced by the
J2 effect (Eq. 5.11–5.12) and the luni-solar perturbations (Eq. 5.15 truncated at the degree 4), computed from the
initial osculating elements.
Keplerian J2 Sun Moon
ωh 0 rad/s -0.833774995391E-07 rad/s -0.352535863831E-09 rad/s -0.772650652420E-09 rad/s
Th Not defined h −872.200 00 d −564.770 00 y −257.690 00 y
ωg 0 rad/s 0.165449887355E-06 rad/s 0.442584087739E-09 rad/s 0.969432099980E-09 rad/s
Tg Not defined h 439.54 d 449.86 y 205.380 y
ωl 0.166814278636E-03 rad/s 0.566636363022E-07 rad/s -0.382764304828E-09 rad/s -0.836496682109E-09 rad/s
Tl 10.4627 h 1283.4 d -520.17 y -238.02 y
Table 2: Values of the precession rate ωi and their associated period Ti on the satellite’s angular variables i = (l,g,h)
induced by the effect of J2 and the luni-solar perturbations.
6.1 Degree of accuracy
In this part, we have sought to evaluate the degree of validity of our analytical model related to each external
disturbing body, sketched in Figure 1. As reference solution, we have integrated the motion equations defined
in (2.1a) using a fixed step variational integrator at the order 6. It is based on a Runge-Kutta Nyström method, fully
described in the thesis Lion (2013). This kind of integrators are well-adapted for high elliptical orbits and numer-
ical propagation over long periods. For more details about the variational integrator, see e.g. Marsden and West
(2001), West (2004), Farr and Bertschinger (2007), Farr (2009).
For both analytical and numerical propagations, we have assumed that the apparent motion for each disturbing
body can be parametrized by a linear precessing model (see Section 2.1). The Fourier series in multiple of the
mean anomaly (2.19) are expanded up to the order Q = 4, which is quite enough for external bodies such as the
Moon and Sun.
Perturbations related to the Sun Let us consider the perturbations of J2 and the Sun. Since the variations of
H⊙ are proportional to (a/a⊙)n, it is enough to expand the series up to n = 3, so ∼ 4× 10−12. The parameter σ
is kept zero here because the short periodic corrections involved by the time dependence are very small. Indeed,
we have for example for a only few meters in RMS for the first order correction and a few centimeters beyond,
to be compared to the ∼ 10 km of the analytical solution plotted in Figure 2a. This permits us also to reduce
considerably the time computation without loose in stability and accuracy.
In Figure 2b, we show that the analytical model fits the numerical solution quite well. The main source of
errors is the computation of the mean elements E⋆⋆i from the initial osculating elements Ei, which is truncated in
our work at the order 1 in J2. If we apply the direct-inverse change of variables on the elements Ei(t0), which
corresponds to steps (1) and (3) of the Figure 1, the resulting new initial elements noted E˜i(t0) differ by a quantity
that is not null. This is why the errors on the metric elements are not centered on zero. This yields a phase error
increasing the amplitude of the error during the propagation as we can see clearly on ∆a or ∆e. The problem is
slighty different for the angular variables. The small remaining slopes result from the approximation of the secular
effects due to J2:
2Available on http://celestrak.com/satcat .
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i) We have used the Brouwer’s expressions expanded up to J22 , so we have not totally all the contribution of J2
compared to the numerical solution;
ii) The secular terms are evaluated from the mean elements at step (2).
Perturbations related to the Moon Similar tests have been done with the Moon in Figure 2. Because a$≪ a⊙,
it is necessary here to develop the disturbing function up to at least to n = 4 to improve significantly the solution,
see Figure 4. We remark that the modeling errors are more important than for the Sun, particularly on the long
periodic part of I, ω and Ω. This is not surprising since the motion of the Moon is both faster and more complicated
than the motion of the Sun.
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(b) Comparison between the analytical solution and the numerical simulation.
Figure 2: Perturbations: J2 + Sun with settings n = 3, σ = 0.
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(b) Comparison between the analytical solution and the numerical simulation.
Figure 3: Perturbations: J2 + Moon with settings n = 4, σ = 0.
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Figure 4: Perturbations: J2 + Moon with settings n= 2, σ = 0. Com-
parison between the analytical solution and the numerical simulation.
6.2 Explicit time dependence
We have evaluated the contribution of the explicit time dependence due to the third body motion, modeled by the
generating function W2,3b and the corrections σ > 0. In Figure 5, we have performed similar tests than in the
previously one, but with W2,3b = 0. By comparing the errors with the results in Figures 2b and 3b, we can see that
taking into account the time dependence permits to reduce the drift rate up to a factor of 3.
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(a) J2 + Sun with n = 3.
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(b) J2 + Moon with n = 4.
Figure 5: Comparison between the analytical solution with no time dependence and the numerical simulation.
6.3 Inverse-direct change of variables
Another way to evaluate the performance of our analytical propagator is to apply on a set of osculating elements
an inverse transformation, then a direct transformation, and to verify that we find the identity.
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Figure 6 is a sample plot of the behavior of the relative errors in position due to the successive transformations
of the initial osculating elements Ei(t0) illustrated in Figure 1, against inclination. Other parameters remain the
same. For more clarity, results for the Sun and Moon have been computed separately and the relative error is
defined by
Erel =
‖xi− x f‖
‖xi‖ (6.1)
with xi and x f denoting respectively the rectangular coordinates before and after the transformation of the elements
Ei.
0 10 20 30 40 50 60 70 80 90
−7
−6
−5
−4
−3
−2
−1
0
1
Inclination [deg]
lo
g 1
0(E
re
l|)
 
 
J2+Sun
J2+Moon
Figure 6: Relative errors occurring during the inverse-direct transformations as a function of the inclination.
Settings n = 3, σ = 0.
As we can seen, the change of variables is very sensitive to the inclination. The peaks correspond to a res-
onant term, that the theory does not deal with. By collecting the resonant frequencies in APHEO satisfying the
conditions:
ε±
$
= (n− 2p)ωg,J2 +mωh,J2 ±
(
q′ωl$ +(n− 2p
′)ωg
$
+m′ωh$
)
≈ 0 (6.2)
ε⊙ = (n− 2p)ωg,J2 +mωh,J2 −
(
q′ωl⊙ +(n− 2p
′)ωg⊙
)
≈ 0 (6.3)
we were able to identify the set of resonances given in (Hughes, 1980) up to n = 3 for this test.
7 Conclusions
The construction of an analytical theory of the third-body perturbations in case of highly elliptical orbits is facing
several difficulties. In term of the mean anomaly, the Fourier series converge slowly, whereas the disturbing
function is time dependent. Each of these difficulties can be solved separately with more-or-less classical methods.
Concerning the first issue, it is already known that the Fourier series in multiple of eccentric anomaly are finite
series. Their use in an analytical theory is less simple than classical series in multiple of the mean anomaly, but
remains tractable. The time dependence is not a great difficulty, only a complication: after having introduced the
appropriate (time linear) angular variables in the disturbing function, these variables must be taken into account
in the PDE to solve during the construction of the theory.
However, combining the two problems (expansion in terms of the eccentric anomaly and time dependence) in
the same theory is a more serious issue. In particular, solving the PDE (3.35) in order to express the short periodic
terms generating function is not trivial. In this work we have proposed two ways:
• using an appropriated development of the disturbing function involving the Fourier series with respect to
the eccentric anomaly;
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• computing the solution of the PDE by means of an iterative process, which is equivalent to a development
of a generator in power series of a small ratio of angular frequencies.
These allowed us to get a compact solution using special functions. The main advantage is that the degree of
approximation of the solution (e.g. the truncation n of the development in spherical harmonics and the number of
iterations σ in the resolution of (3.35) can be chosen by the user as needed and not fixed once and for all when
constructing the theory.
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A Determination of 〈V1〉l for V1 6= 0
Begin to expand the disturbing function due to zonal harmonics Jn in Hill-Whittaker variables (Kaula, 1961, 1966),
R= µ
r
∑
n≥2
n
∑
p=0
(
R
r
)n
JnFn,0,p(I)cos
[
(q+ n− 2p)ν+(n− 2p)g+ n pi
2
]
(A.1)
with Fn,0,p(I) the standard inclination functions related to the Kaula’s inclination functions F˜n,0,p(I)= (−1)[(n+m+1)/2]Fn,0,p(I)
(see Gooding and Wagner, 2008).
In order to isolate easily the secular and periodic terms, we can introduce the elliptic motion functions as
defined in (2.18), and we develop them by using Fourier series of the true anomaly in the same way than Brouwer
(1959). However, we propose here to involve the Hansen-like coefficients Y n,kq (e) (Brumberg and Fukushima,
1994) which permits to have a more general, compact and closed form representation :
Φn,k =
+∞
∑
q=−∞
Y n,kq (e)exp ı qν (A.2)
These coefficients are very interesting. In case where n < 0, the Y -elements can be expressed in closed form and
the sum over q is bounded by [−n+ k ;n+ k]. Indeed, they are null for 0≤−n < k,
Y n,kq = β K+ (1−β
2)2n
(1+β 2)n
−n−K+
∑
s=0
(−n
s
)( −n
s+K+
)
β 2s (A.3)
with β = e/(1+η) and K+ = k− q≥ 0.
More over, we can deduce from (2.19) the properties:
Y n,kq = Y
n,−k
−q = Y
n,k−q
0 = Y
n,0
q−k (A.4)
Hence, rewriting (A.1) as
R= ∑
n≥2
n
∑
p=0
n−1
∑
q=−n+1
η
(
a
r
)2
An,p,q cos
[
(q+ n− 2p)ν+(n− 2p)g+ n pi
2
]
(A.5a)
An,p,q = µ
a
(
R
a
)n
Jn
1
η Y
−n+1,0
q (e)Fn,0,p(I) (A.5b)
the secular part is
Rsec = 1
(2pi)2
ˆ 2pi
0
Rdl dg = 1
(2pi)2
ˆ 2pi
0
ˆ 2pi
0
1
η
(
r
a
)2
Rdν dg
=
n
∑
p=0
(−1)pA2p,p,0 (A.6)
and the periodic part
Rper = ∑
n≥2
n
∑
p=0
n−1
∑
q=−n+1
[
η
(
a
r
)2
− δ n2pδ q0
]
An,p,q
× cos
[
(q+ n− 2p)ν+(n− 2p)g+ n pi
2
] (A.7)
From the last equation, it is easy to show that the generating function modeling the short periods term due to the
zonal harmonic at the order one can be given by:
V1 =− 1
ω0
ˆ
Rper dl
=− 1
ω0
∑
n≥2
n
∑
p=0
n−1
∑
q=−n+1
An,p,q
 1− δ
−q
n−2p
q+ n− 2p+ δ−qn−2p
×sin
[
(q+ n− 2p)ν+(n− 2p)g+ n pi
2
]
+ δ n−2p0 δ
q
0 φ
} (A.8)
with φ = ν− l the equation of the center.
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We can now proceed to the computation of the mean value of V1 with respect to the mean anomaly l needed
in the coupling term (3.26). Because φ contains purely periodic terms, so 〈φ〉l = 0, the only contribution comes
from the averaging over l of the trigonometric term sin(αν +β g). By isolating ν and g, we get〈
sin(αν +β g)〉l = 〈sinαν〉l cosβ g+ 〈cosαν〉l sinβ g (A.9)
As sine is an odd function 〈sinαν〉l = 0 and according to the definition (2.19), equation (A.9) reduces to the
simple value:〈
sin(αν +β g)〉l = 1η Y 2,α0 sin β g (A.10)
Hence,
〈V1〉l =−
1
ω0
∑
n≥2
n
∑
p=0
n−1
∑
q=−n+1
An,p,q
1− δ−qn−2p
q+ n− 2p+ δ−qn−2p
× 1η Y
2,q+n−2p
0 sin(n− 2p)g
(A.11)
B Proof of the recurrence V(σ)2
Let us prove that if the solution (4.7) works for the order σ , then it works for the order σ + 1 .
Inserting (4.7) into (3.35b) leads to
∂V (σ+1)2
∂E =−
•
∑
(−1)σ A˜(σ+1)
n,...,q,q′ exp ıΘn,...,0,q′
σ+2
∑
s=−(σ+2)
ζ ′(σ+1)q,s exp ı(q+ s)E
 , (B.1)
with
A˜(σ+1)
n,...,q,q′ = εn,...,q′A˜
(σ)
n,...,q,q′ , (B.2a)
ζ ′(σ+1)q,s = ı
(
ζ (σ)q,s − e2ζ
(σ)
q,s−1−
e
2
ζ (σ)q,s+1
)
. (B.2b)
Let us make two remarks. Firstly, we consider in our process that an element ζ ′(σ)q,s is null if no value has been
assigned in previous iterations. Secondly, by imposing the constraint
ζ (σ)q,−q = e2
(
ζ (σ)q,−q−1 + ζ (σ)q,−q+1
)
, (B.3)
we ensure that ∂V (σ+1)/∂E contains no terms independent of E:
ζ ′(σ+1)q,−q = ı
(
ζ (σ)q,−q− e2ζ
(σ)
q,−q−1−
e
2
ζ (σ)q,−q+1
)
= 0 , (B.4)
and so 〈V (σ)〉l = 0.
Finally, we derive from the integration of (B.1) the correction at the order σ + 1:
V
(σ+1)
2 =−
•
∑
 (−1)σ+1
ı
A˜
(σ+1)
n,...,q,q′
σ+2
∑
s=−(σ+2)
ζ (σ+1)q,s exp ıΘn,...,q+s,q′
 (B.5)
C Derivatives of the generating functions
In this part, we give all the partial derivatives with respect to the keplerian elements (a,e, I,h,g, l) of the generating
functions V1,J2 , w1,J2 , V2,3b and W˜2,3c, required in the canonical transformations.
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C.1 Partial derivatives of V1,J2
Derivatives of V1,J2 with respect to the kelperian elements are those given in Brouwer (1959):
∂V1,J2
∂ l = 2γ2ηL
(−1+3c2)
[(
a
r
)3
η3−1
]
+3s2
(
a
r
)3
cos(2g+2ν)
 , (C.1a)
∂V1,J2
∂g = 6γ2s
2G
[
cos(2g+2ν)+ecos(2g+ν)+ e
3
cos(2g+3ν)
]
, (C.1b)
∂V1,J2
∂h = 0 (C.1c)
∂V1,J2
∂a =−2
γ2
a
V1,J2 , (C.1d)
∂V1,J2
∂e = γ2G
2(−1+3c2)(Γ+1) sinν ,
−3s2
[
(Γ−1) sin(2g+ν)−
(
Γ+ 1
3
)
sin(2g+3ν)
] ,
(C.1e)
∂V1,J2
∂ I = 6γ2Gcs
[
−2(φ +esinν)
+sin(2g+2ν)+esin(2g+ν)+ e3 sin(2g+3ν)
]
.
(C.1f)
with Γ = a
r
(
a
r
η2 + 1
)
.
C.2 Partial derivatives of w1,J2
Since w1,J2 is only independent of h and l,
∂ w1,J2
∂a =−w1,J2
(
1
ϖg
∂ ϖg
∂a +
5
a
)
, (C.2a)
∂ w1,J2
∂e =−w1,J2
(
1
ϖg
∂ ϖg
∂e −
7e
η2 −
2
e
)
, (C.2b)
∂ w1,J2
∂ I =−w1,J2
(
1
ϖg
∂ ϖg
∂ I −
4c(7− 15s2)
s(14− 15s2)
)
, (C.2c)
∂ w1,J2
∂g = 6
ω0
ϖg
γ22 e2Gs2
(
14− 15s2
)
cos2g , (C.2d)
∂ w1,J2
∂h =
∂ w1,J2
∂ l = 0 , (C.2e)
Note that these relations yield to those of Brouwer (1959) for ϖg = ωg,J2 .
C.3 Partial derivatives of wcoup
The generating function wcoup is independent of h and l. We have:
∂ wcoup
∂a =
2
ϖg
∂ ωg,3b
∂a −
ωg,3b
ϖg
(
∂ ϖg
∂a +
2
a
)γ2 sGΓ3 sin2g , (C.3a)
∂ wcoup
∂e =
2
ϖg
(∂ ωg,3b∂e − ωg,3bϖg ∂ ϖg∂e
)
Γ3 + e
ωg,3b
ϖg
2(2+η)(
1+η
)2 + 3η2

γ2 Gssin 2g , (C.3b)
∂ wcoup
∂ I =
2
ϖg
s∂ ωg,3b∂ I − ωg,3bϖg
(
s
∂ ϖg
∂ I − c
)γ2GΓ3 sin2g , (C.3c)
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∂ wcoup
∂g = 4γ2 sGΓ3
ωg,3b
ϖg
cos2g , (C.3d)
∂ wcoup
∂h =
∂ wcoup
∂ l = 0 , (C.3e)
with
Γ3 =
(1−η)(1+ 2η)
1+η (C.4)
C.4 Partial derivatives of V2
Since we have chosen to represent V2 by a series (see (3.34)):
V2 = V (0)2 + ∑
σ≥1
V (σ)2 , (C.5)
these derivatives are deduced from V (σ).
Derivatives of V (σ)
From (4.7) and (4.28b), we get
∂V (σ)
n,...,q,q′
∂h = mV
(σ)
n,...,q,q′ , (C.6a)
∂V (σ)
n,...,q,q′
∂g = (n− 2p)V
(σ)
n,...,q,q′ . (C.6b)
Since our generating functions involves the satellite’s eccentric anomaly E , the l-derivative is
∂V (σ)
n,...,q,q′
∂ l =
r
a
∂V (σ)
n,...,q,q′
∂E ,
=−(−1)σ r
a
A˜(σ)
n,...,q,q′
σ+1
∑
s=−(σ+1)
(q+ s)ζ (σ)q,s exp ıΘn,...,q+s,q′ . (C.7)
For the metric elements,
∂V (σ)
n,...,q,q′
∂ (a, I) =−
(−1)σ
ı
∂ A˜(σ)
n,...,q,q′
∂ (a, I)
σ+1
∑
s=−(σ+1)
ζ (σ)q,s (e)exp ıΘn,...,q+s,q′ . (C.8)
Given that V (σ) depends on e both explicitly and implicitly through E(e, l), with use of
∂ E
∂e =
a
r
sinE = 1
2 ı
a
r
[
exp(ıE)− exp(− ıE)] , (C.9)
we obtain
∂V(σ)n,...,q,q′
∂e =−
(−1)σ
ı
σ+1
∑
s=−(σ+1)
A˜(σ)n,...,q,q′
∂ ζ (σ)q,s
∂e + ı(q+ s)
∂ E
∂e ζ
(σ)
q,s

+
∂ A˜(σ)n,...,q,q′
∂e ζ
(σ)
q,s
exp ıΘn,...,q+s,q′ .
(C.10)
Derivatives of A˜(σ)
n,...,q,q′
From (4.12), we can compute derivatives of A˜(σ)
n,...,q,q′ by recurrence:
∂ A˜(σ)
n,...,q,q′
∂ (a,e, I) = σ
∂ εn,...,q′
∂ (a,e, I) A˜
(σ−1)
n,...,q,q′ + ε
σ
n,...,q′
∂ A˜(0)
n,...,q,q′
∂ (a,e, I) , (C.11)
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with
∂ A˜(0)
n,...,q,q′
∂ (a,e, I) =
1
(q+ δ q0 )ω0
∂ A˜n,...,q,q′
∂ (a,e, I) − (q+ δ
q
0 )A˜(0)n,...,q,q′
∂ ω0
∂ (a,e, I)
 (C.12)
The differential of ε
n,...,q′ and εn,...,q′ are given by:
∂ ε
n,...,q′
∂ (a,e, I) = (n− 2p)
∂ ωg
∂ (a,e, I) +m
∂ ωh
∂ (a,e, I) (C.13a)
∂ εn,...,q′
∂ (a,e, I) =
1
ω0
(
∂ ε
n,...,q′
∂ (a,e, I) − εn,...,q′
∂ ω0
∂ (a,e, I)
)
, (C.13b)
with the partial derivatives of ω0, ωg and ωh defined in the Appendice D.
Derivatives of ζ (σ)q,s
Derivatives of ζ (σ)q,s can be computed by means of recurrence relation. Using (4.13) for s 6= q, we get
∂ ζ (σ+1)q,s
∂e =
1
(q+ s)
∂ ζ (σ)q,s
∂e −
e
2
∂ ζ (σ)q,s−1
∂e −
e
2
∂ ζ (σ)q,s+1
∂e
− 1
2
ζ (σ)q,s−1− 12ζ
(σ)
q,s+1
)
,
(C.14)
and for s =−q
∂ ζ (σ+1)q,−q
∂e =
1
2
ζ (σ+1)q,−q−1 + ζ (σ+1)q,−q+1+ e∂ ζ (σ+1)q,−q−1∂e + e∂ ζ
(σ+1)
q,−q+1
∂e
 . (C.15)
Concerning the initialization ∂ ζ (0)q,0 /∂e, according to (4.11), we have
∂ ζ (0)q,0
∂e = 0,
∂ ζ (0)q,−1
∂e =
1
2
δ q1 ,
∂ ζ (0)q,1
∂e =
1
2
δ q−1, si q 6= 0
∂ ζ (0)0,0
∂e = 0,
∂ ζ (0)0,−1
∂e =−
1
2
,
∂ ζ (0)0,1
∂e =
1
2
, si q = 0
(C.16a)
(C.16b)
C.5 Partial derivatives of W˜2,3b
Let us pose
Cn,...,q,q′ =
A˜n,...,q,q′
εn,...,q′
. (C.17)
such that the generating function eliminating the long-periodic terms W˜2,3b writes:
W˜2,3b = 2 ı
••
∑Cn,...,0,q′ exp ıΘn,...,0,q′ . (C.18)
The partial derivatives with respect to (l,g,h) are simple to obtain:
∂ W˜2,3b
∂h =−2
••
∑mCn,...,0,q′ exp ıΘn,...,0,q′ , (C.19a)
∂ W˜2,3b
∂g =−2
••
∑(n− 2 p)Cn,...,0,q′ exp ıΘn,...,0,q′ , (C.19b)
∂ W˜2,3b
∂ l = 0 , (C.19c)
while those with respect to the metric elements (a,e, I) require more attention:
∂ W˜2,3b
∂ (a,e, I) = 2 ı
••
∑ ∂ Cn,...,0,q′∂ (a,e, I) exp ıΘn,...,0,q′ , (C.20)
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with
∂ Cn,...,0,q′
∂ (a,e, I) =
1
εn,...,q′
∂ A˜n,...,0,q′
∂ (a,e, I) −Cn,...,0,q′
∂ εn,...,q′
∂ (a,e, I)
 . (C.21)
Derivatives of An,...,q,q′ are
∂ A˜n,...,q,q′
∂a =
n
a
A˜n,...,q,q′ , (C.22a)
∂ A˜n,...,q,q′
∂e =
 A˜n,...,q,q′
Zn+1,n−2pq
 ∂ Zn+1,n−2pq
∂e , (C.22b)
∂ A˜n,...,q,q′
∂ I =
A˜n,...,q,q′
Fn,m,p
 ∂ Fn,m,p
∂ I . (C.22c)
and for ε
n,...,q′ :
∂ ε
n,...,q′
∂ (a,e, I) = (n− 2p)
∂ ϖg
∂ (a,e, I) +m
∂ ϖh
∂ (a,e, I) (C.23)
where ϖg and ϖh defined in (3.46a). Partial derivatives of the pulsations are established in Appendice D.
D Derivatives of the pulsations
Derivatives of x = (a,e, I)⊺ with respect to Y = (L,G,H)⊺ are
J =
∂ x
∂Y =

2
n0 a
0 0
η2
n0 a2 e
− η
n0 a2 e
0
0 c
n0 a2η s
− 1
n0 a2η s
 (D.1)
Denoting Ji, j = ∂ xi/∂Yj , we have
∂ J
∂a =−
1
2a
−Ja,L 0 0Je,L Je,G 0
0 JI,G JI,H
 (D.2a)
∂ J
∂e =−
1
eη2
 0 0 0(1+ e2)Je,L Je,G 0
0 −e2JI,G −e2JI,H
 (D.2b)
∂ J
∂ I =
1
s
0 0 00 0 0
0 JI,H JI,G
 (D.2c)
Given that
{
y;x
}
= ∂ x/∂Y, derivatives of the pulsation can be written
∂
∂xk
(
dy
dt
)
=
3
∑
j=1
(
∂ 2x j
∂xk ∂Y
∂M
∂x j
+
∂ x j
∂Y
∂ 2M
∂xk∂x j
)
(D.3)
We give in Table 3 the derivatives of mean motion and secular variations due to J2. Those associated to the secular
part of the third body, ∂ ωy,3b/∂x, can be determined by using the expression (5.13) and the partial derivatives
∂ i+ j+kH3b,sec
∂ ia∂ je∂ kI =− ∑p≥1
(
2p
i
)
i!
ai
Bp ∂
jF2p,0,p(I)
∂ I j
∂ kZ2p+1,00 (e)
∂ek (D.4)
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a e I
∂ γ2/∂ [·] −2
γ2
a
4
e
η2 γ2 0
∂ ω0/∂ [·] −
3
2
ω0
a
0 0
∂ ωl,J2/∂ [·] −
3
2
ω0
a
[
1+14γ2η
(
1−3c2
)]
18ω0γ2
e
η
(
1−3c2
)
36ω0γ2η cs
∂ ωg,J2/∂ [·] −21
ω0
a
γ2
(
1−5c2
)
24ω0γ2
e
η2
(
1−5c2
)
60ω0γ2 cs
∂ ωh,J2/∂ [·] −42
ω0
a
γ2 c 48ω0γ2
e
η2 c −12ω0γ2 s
Table 3: Partial derivatives of γ2, the mean motion ω0 and the secular variations (ωl,J2 ,ωg,J2 ,ωh,J2) with respect to (a,e, I).
We have put η =
√
1−e2 , c = cos I and s = sin I.
E Trigonometric transformation
In this appendix, we present a method to convert the determining functions related to the disturbing body from
exponential to trigonometric form. The method is similar to that we have used in Lion et al. (2012, see Section
3). Since this kind of transformation is tedious but can easily lead to algebraic errors, we give the main results
to establish the trigonometric expression of the Moon’s long-periodic and the short-periodic generating function
(much harder than for the Sun).
E.1 Symmetries
To begin, the eccentricity functions: Xn,mq (e), Zn,mq (e), ζ (σ)q,s (e), and the inclination functions: Fn,m,p(I), Un,m,s(ǫ),
admit several symmetries. Particularly, we have for m < 0 the following properties:
Zn,−m−s (e) = Z
n,m
s (e) , [n,m,s ∈ Z] (E.1a)
Xn,−m−s (e) = X
n,m
s (e) , [n,m,s ∈ Z] (E.1b)
ζ (σ)−q,−s(e) = (−1)σ (1− 2δ q0 )ζ (σ)q,s (e) ,
[
q,s ∈ Z; σ ∈ N] (E.1c)
and
Fn,−m,n−p(I) = (−1)n−m (n−m)!
(n+m)!
Fn,m,p(I) ,
[
n, p ∈ N; m ∈ Z] (E.2a)
Un,−m,−s(ǫ) = (−1)s−mUn,m,s(ǫ) , [n ∈ N; m,s ∈ Z] (E.2b)
Note that the last symmetry can be obtained from (2.17) and the relation (e.g. Wigner, 1959; Sneeuw, 1992)
dn,−m,−s(ǫ) = (−1)s−m (n−m)!(n+ s)!
(n+m)!(n− s)!dn,m,s(ǫ) . (E.3)
Consider now three polynomial functions f , f ′ and g defined by
f = fn,m,p,q = (n− 2p)α1 +mα2 + pα3 + qα4 (E.4a)
f ′ = f ′n,m′,p′,q′ = (n− 2p′)α ′1 +m′α ′2 + p′α ′3 + q′α ′4 (E.4b)
g± = g±
n,m,m′,p,p′,q,q′ = f ± f ′ (E.4c)
with the α j and α ′j some arbitrary real constants.
There results that we have the symmetries
gn,−m,m′,n−p,p′,−q,q′ =−gn,m,−m′,p,n−p′,q,−q′ =−g+ (E.5a)
gn,−m,−m′,n−p,n−p′,−q,−q′ =−gn,m,m′,p,p′,q,q′ =−g− (E.5b)
In this way, we can deduce easily from the Table of correspondence 4 the symmetries with respect to the indices
of the functions Ψ,Ψ′,Θ,ε involved in the development of our determining functions.
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Ψ Ψn,m,p,q ≡ fn,m,p,q Ψn,m,p,q ≡ fn,m,p,q
Ψ′ Ψ′n,m′,p′,q′ ≡ f ′n,m′,p′,q′ Ψ′n,m,p′,q′ ≡ f ′n,m,p′,q′
Θ Θn,m,m′,p,p′ ,q,q′ ≡ gn,m,m′,p,p′,q,q′ Θn,m,p,p′ ,q,q′ ≡ gn,m,m,p,p′ ,q,q′
ε εn,m,m′,p,p′ ,q′ ≡ gn,m,m′,p,p′,0,q′ εn,m,p,p′,q′ ≡ gn,m,m,p,p′ ,0,q′
Table 4: Matching between the functions Ψ,Ψ′,Θ,ε and the functions f , f ′,g defined in (E.4) according to the disturbing
body. Note that in the case where the orbital elements of the satellite and the disturbing body are referred with respect
to the same orbital plane (e.g. expansion of the solar disturbing function), m′ is not involved but m.
E.2 From exponentials to trigonometric form: implementation principle
The main steps to convert an exponential expression to trigonometric form are outlined below:
1) Split the sum over−n≤m≤ n into two parts such that m runs from 0 to n. To avoid double counting of m =
0, we must introduce the factor (2− δ m0 )/2. Proceed the same if there is a summation over−n≤ m′ ≤ n;
2) For each terms, if the second index of Fn,k,p(I) is negative, change the indices p by n− p, q by −q and s
by −s if this is involved. Same for Fn,k,p′(I′), replace p′ by n− p′ and q′ by −q′.
3) Substitute each inclination functions having a negative value as a second index by their symmetry relations
given in (E.2);
4) Substitute each eccentricity function having a negative value as a third index by their symmetry relations
given in (E.1);
5) With the help of Table 4, subsitute each function Θ and ε by their associated symmetry (E.5) if the second
index is negative;
6) Isolate the terms with the same phase, then factorize and convert the exponentials to trigonometric form.
E.3 Long-periodic generating function
Starting from the generating function W˜2,3b defined in (4.19) and applying the step 1, we have
W˜2,3b = − µ
′
a′
◦◦
∑ ∆
m,m′
0
2 ı
(−1)m−m′
(
a
a′
)n
Zn+1,n−2p0 (e)X
−(n+1),n−2p′
q′ (e
′)
×
[
(n−m′)!
(n+m)!
Fn,m,p(I)Fn,m′,p′(I′)
Un,m,m′ (ǫ)
εn,m,m′,p,p′,q′
exp ıΘn,m,m′ ,p,p′,0,q′
+
(n+m′)!
(n+m)!
Fn,m,p(I)Fn,−m′,p′(I′)
Un,m,−m′(ǫ)
εn,m,−m′,p,p′,q′
exp ıΘn,m,−m′,p,p′,0,q′
+
(n−m′)!
(n−m)! Fn,−m,p(I)Fn,m′,p′(I
′)
Un,−m,m′(ǫ)
εn,−m,m′,p,p′,q′
exp ıΘn,−m,m′,p,p′,0,q′
+
(n+m′)!
(n−m)! Fn,−m,p(I)Fn,−m′,p′(I
′)
Un,−m,−m′(ǫ)
εn,−m,−m′,p,p′,q′
exp ıΘn,−m,−m′,p,p′,0,q′
]
(E.6)
with ∆m,m
′
0 = (2− δ m0 )(2− δ m
′
0 )/2. Note that the symbols δ
q
0 and ∆
m,m′
0 are not affected by the changes of sign.
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Step 2 gives
W˜2,3b = − µ
′
a′
◦◦
∑ ∆
m,m′
0
2 ı
(−1)m−m′
(
a
a′
)n
×
[
(n−m′)!
(n+m)! Z
n+1,n−2p
0 (e)X
−(n+1),n−2p′
q′ (e
′)Fn,m,p(I)Fn,m′,p′(I′)
× Un,m,m′(ǫ)
εn,m,m′,p,p′,q′
exp ıΘn,m,m′ ,p,p′,0,q′
+
(n+m′)!
(n+m)!
Zn+1,n−2p0 (e)X
−(n+1),−(n−2p′)
−q′ (e
′)Fn,m,p(I)Fn,−m′,n−p′(I′)
× Un,m,−m′(ǫ)
εn,m,−m′,p,p′,q′
exp ıΘn,m,−m′,p,n−p′,0,−q′
+
(n−m′)!
(n−m)! Z
n+1,−(n−2p)
0 (e)X
−(n+1),n−2p′
q′ (e
′)Fn,−m,n−p(I)Fn,m′,p′(I′)
× Un,−m,−m′(ǫ)
εn,−m,m′,p,p′,q′
exp ıΘn,−m,m′,n−p,p′,0,q′
+
(n+m′)!
(n−m)! Z
n+1,−(n−2p)
0 (e)X
−(n+1),−(n−2p′)
−q′ (e
′)Fn,−m,n−p(I)Fn,−m′,n−p′(I′)
× Un,−m,−m′(ǫ)
εn,−m,−m′,p,p′,q′
exp ıΘn,−m,−m′,n−p,n−p′,0,−q′
]
(E.7)
and it results from the steps 3 to 6:
W˜2,3b = − µ
′
a′
◦◦
∑ ∆
m,m′
0
2 ı
An,m,m′ ,p,p′,0,q′
[
Un,m,m′(ǫ)
ε−
(
exp ı(Θ−)− exp(− ıΘ−)
)
+(−1)n−m′ Un,m,−m′(ǫ)
ε+
(
exp ı(Θ+)− exp(− ıΘ+)
)] (E.8)
Making appear the sine, we get the trigonometric development (4.21).
E.4 Short-periodic generating function
Starting from the generating function W˜2,3b defined in (4.7), step 1 gives
V
(σ) = − (−1)σ µ
′
a′
◦
∑ ∆
m,m′
0
2 ı
(−1)m−m′
(q+δ q0 )ω0
(
a
a′
)n σ+1
∑
s=−(σ+1)
ζ (σ)q,s (e)Zn+1,n−2pq (e)X−(n+1),n−2p
′
q′ (e
′)
×
[
(n−m′)!
(n+m)!
εσ
n,m,m′,p,p′,q′Fn,m,p(I)Fn,m′,p′ (I
′)Un,m,m′(ε)exp ıΘn,m,m′,p,p′,q+s,q′
+
(n+m′)!
(n+m)!
εσ
n,m,−m′ ,p,p′,q′Fn,m,p(I)Fn,−m′ ,p′ (I
′)Un,m,−m′(ε)exp ıΘn,m,−m′,p,p′ ,q+s,q′
+
(n−m′)!
(n−m)! ε
σ
n,−m,m′ ,p,p′,q′Fn,−m,p(I)Fn,m′,p′ (I
′)Un,−m,m′(ε)exp ıΘn,−m,m′,p,p′ ,q+s,q′
+
(n+m′)!
(n−m)! ε
σ
n,−m,−m′ ,p,p′,q′Fn,−m,p(I)Fn,−m′,p′ (I
′)Un,−m,−m′(ε)exp ıΘn,−m,−m′ ,p,p′,q+s,q′
]
(E.9)
Focus now our attention on step 2, and particularly on the coefficient (q+ δ q0 ). As V (σ) is formulated so that it
can automatically handle cases for which q = 0 and q 6= 0, we must to slightly modify this element if we want to
effectively use the symmetry relations after changing q by −q and to keep a compact form.
Make this change for q 6= 0 is not a problem and the coefficient can be rewritten in the form −(q+ δ q0 ).
However, this trick for q = 0 can not work because we would get the value −1, while the expected value is 1. To
restore the correct sign, we make appear the factor (1−2δ q0 ), without consequence on the final result. In fact, this
factor was not choose by chance. This will be offset with the factor related to the zeta-functions (E.1c).
To sum up, when we apply the change of indice q by −q on the relevant members of (E.9), we also need to
make the following substitution:
1
q+ δ q0
→−1− 2δ
q
0
q+ δ q0
=

1 , q = 0
−1
q
, q 6= 0
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and we find at step 2:
V
(σ) = − (−1)σ µ
′
a′
◦
∑ ∆
m,m′
0
2 ı
(−1)m−m′
(q+δ q0 )ω0
(
a
a′
)n
×
σ+1
∑
s=−(σ+1)
[
(n−m′)!
(n+m)! ε
σ
n,m,m′,p,p′,q′ζ (σ)q,s (e)Zn+1,n−2pq (e)X−(n+1),n−2p
′
q′ (e
′)
×Fn,m,p(I)Fn,m′,p′ (I′)Un,m,m′(ε)exp ıΘn,m,m′ ,p,p′,q+s,q′
+
(n+m′)!
(n+m)!
εσn,m,−m′,p,−p′,−q′ζ (σ)q,s (e)Zn+1,n−2pq (e)X−(n+1),−(n−2p
′)
−q′ (e
′)
×Fn,m,p(I)Fn,−m′,n−p′(I′)Un,m,−m′(ε)exp ıΘn,m,−m′,p,n−p′,q+s,−q′
− (1−2δ q0 )
(n−m′)!
(n−m)! ε
σ
n,−m,m′,n−p,p′,q′ζ (σ)−q,−s(e)Zn+1,−(n−2p)−q (e)X−(n+1),n−2p
′
q′ (e
′)
×Fn,−m,n−p(I)Fn,m′,p′(I′)Un,−m,m′(ε)exp ıΘn,−m,m′,n−p,p′,−(q+s),q′
− (1−2δ q0 )
(n+m′)!
(n−m)! ε
σ
n,−m,−m′,n−p,n−p′,−q′ζ (σ)−q,−s(e)Zn+1,−(n−2p)−q (e)X−(n+1),−(n−2p
′)
−q′ (e
′)
×Fn,−m,n−p(I)Fn,−m′,n−p′(I′)Un,−m,−m′(ε)exp ıΘn,−m,−m′,n−p,n−p′,−(q+s),−q′
]
.
(E.11)
Then, performing step 3 to 6 we get
V (σ) = − (−1)σ
◦
∑ ∆
m,m′
0
2 ı
An,m,m′,p,p′,q,q′
(q+ δ q0 )ω0
σ+1
∑
s=−(σ+1)
ζ (σ)q,s (e)
×
{
ε−,σUn,m,m′(ε)
[
exp ıΘ−− exp
(
− ıΘ−
)]
+(−1)n−m′ε +,σUn,m,−m′(ε)
[
exp ıΘ+− exp
(
− ıΘ+
)]}
(E.12)
which is equivalent to (4.8).
F Data
Symbol Earth
µ [m3 s−2] 398600.44150 ×109
R[m] 6378136.460
J2 0.10826264572318 ×10−2
Table 5: Parameters of the Earth from the gravity field model Eigen-5C.
Symbol Moon Sun
µ [m3 s−2] 4902.801076 ×109 132712442099.0 ×109
a0[m] 383397.0 ×103 149598140.0 ×103
e0 0.05556452 0.016715
I0[◦] 5.15665 23.4393
Ω0[◦] 125.04455501 Not defined
ω0[
◦] 83.35324312 282.937340
M0[◦] 134.96340251 357.52910918
˙Ω[rads−1] −0.106969620630×10−7 Not defined
ω˙[rads−1 ] 0.332011088218×10−7 0.951001308674908×10−11
˙M[rads−1 ] 0.263920305313×10−5 0.199096875237661×10−6
Table 6: Orbital elements for modeling the Moon’s (resp. Sun) apparent motion about the Earth are given with respect to the
ecliptic plane (resp. equatorial plane) and refered from the epoch J2000.0 (see Simon et al., 1994, section 3.5 case (b.3) and
section 3.6 case (a)).
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