Abstract-In this paper, we present a recursive least squares approximate policy iteration (RLSAPI) algorithm for infinitehorizon multi-dimensional Markov decision process in continuous state and action spaces. Under certain problem structure assumptions on value functions and policy spaces, the approximate policy iteration algorithm is provably convergent in the mean. That is to say the mean absolute deviation of the approximate policy value function from the optimal value function goes to zero as successive approximation improves.
I. INTRODUCTION

C
URRENT theory for dynamic programming (DP) based algorithms focuses on finite state, finite action Markov decision process (MDP) problems. However, discrete representations of state and action spaces often suffer from the curse of dimensionality, typically limiting their application to problems with a relatively small number of dimensions. In addition, there are plenty of real world problems with continuous state and action spaces, to which algorithms developed for discrete problems cannot be applied. As a result, continuous function approximation is introduced to overcome the problem. Nevertheless, in contrast to the mature and elegant convergence theory supporting discrete MDP's [1] , there is a paucity of theoretical results regarding the convergence of DP algorithms with function approximation applied to continuous state problems.
This paper is a synopsis of [2] . In this paper, we describe an approximate policy iteration algorithm with recursive least squares function approximation for infinite horizon Markov decision process problems with continuous state and action spaces. The algorithm can handle curses of dimensionality i.e. the state and decision variables are high dimensional continuous vectors and the expectation is hard to compute. It is provably convergent by imposing the significant assumption that the true value function is continuous and linearly parameterized with finitely many known basis functions. Extensions can be made to apply the convergence results to continuously differentiable value functions. The idea of policy iteration has been around for a while. [3] states that policy iteration runs into two difficulties for problems with infinite state and action spaces: (1) the existence of a sequence of policies generated by the algorithm, (2) the feasibility of obtaining accurate policy value functions in a computationally implementable way. Least combined with policy iteration is proposed in [4] to conquer the second difficulty for problems with discrete state space. The assumption we make on the policy value functions allows us to overcome the first difficulty and to provide a sound convergence theory of the algorithm applied to problems with continuous state and action spaces. The rest of the paper is organized as follows: Section II briefly reviews the literature on continuous function approximation applied to MDP problems. In section III, we illustrate the details of a RLSAPI algorithm and go over the basics about MDP's and related preliminaries. In section IV, we present the convergence theorems of the algorithm and provide a sketch of proofs. Section V extends the convergence results to the more general case of unknown basis functions. Section VI provides the numerical experiment of the algorithm applied to a simple linear quadratic problem. Finally, section VII concludes and discusses future research directions.
II. LITERATURE REVIEW
Heuristic approaches of using compact representations in value function approximation have been around since the inception of DP to deal with the curses of dimensionality in large-scale stochastic dynamic programming problems [5] , [6] , [7] , [8] , [9] . It was not until the early nineties that convergence theory of continuous function approximation was introduced. The literature on continuous function approximations and related convergence theories can be divided into the following three categories: 1) continuous function approximation of discrete problems, 2) approximation of continuous problems 3) examples of divergence for value iteration type algorithms.
A. Continuous function approximation of discrete problems
[10] first sets up a rigorous framework combining dynamic programming and compact representations using featurebased (linear approximation with basis functions) value iteration algorithms. [11] , [12] , [13] , [14] prove convergence results for a variety of temporal difference learning TD(λ) algorithms with linear approximation for a constant policy, which reduces the problem to a discrete Markov chain. With some technical assumptions on the policy updating operator, [15] proves convergence of an API algorithm with Sarsa updating on linear state-action value function approximation for policy evaluation. [16] provides a convergence proof for fitted temporal difference learning (value iteration type) algorithm with function approximations that are contraction or expansion mappings (excluding linear regression and neural network). [17] presents a weaker convergence result that the SARSA(0) and V(0) (value iteration) algorithms with linear approximation converge to a bounded region almost surely. Residual gradient algorithm in [18] performs gradient descent on the mean squared Bellman residual to overcome the instability of updating value function or Qfunction directly, and its convergence is guaranteed only for deterministic case.
B. Approximations of continuous problems
Papers that deal with function approximation algorithms directly applied to continuous problems is comparatively fewer specifically due to the instability feature of function approximations inherent in the continuous state space. Convergence results can only be found for the problem class of linear quadratic regulation (LQR) [19] , [20] , [21] (deterministic) and [22] (stochastic with Gaussian noise), average cost optimal control [23] , batch reinforcement learning [24] , [25] , [26] , [27] and the non-parametric approach with kernel regression [28] .
C. Examples of divergence
Value iteration type algorithms with linear function approximation frequently fails to converge due to the exaggeration feature of the algorithm that small local changes at each iteration can lead to large global shifts of the approximation. [10] , [29] describe counter-examples of TD(0) algorithms with linear approximation that either produces poor approximation or diverges even when the optimal value function can be perfectly represented by the linear approximator. [30] illustrates divergent behavior of value iteration algorithms with a variety of function approximation techniques such as polynomial regression, backpropagation and local weighted regression when the algorithm is applied to simple nonlinear problems.
The table in figure 1 is a brief summary of the algorithms categorized by their characteristics such as whether the state and action spaces are discrete or continuous (D/C), whether the contribution/reward function is quadratic or general (Q/G), whether the expectation can be computed exactly (Y/N), whether the problem is deterministic or stochastic (Gaussian noise) (D/S(G)), the type of algorithms including value iteration (VI), fixed policy (FP), exact/approximate policy iteration (E/API), and whether there is a convergence guarantee for the algorithm (Y/N) or performance bound (B). More details of the algorithms and their convergence properties are discussed in [2] .
III. ALGORITHM AND RELATED PRELIMINARIES
In this section, we present some related preliminary concepts that are crucial in problem formulation and the convergence proof of the RLSAPI algorithm. We start with a brief review of the Markov decision process, followed by corresponding max operators and post-decision state variable and value function. Then, we turn to some useful properties of Markov chain with continuous state space and conclude with a detailed description of the algorithm.
A. Markov decision process
A Markov decision process is a sequential optimization problem where the goal is to find a policy that maximizes the sum of expected infinite-horizon discounted rewards. Let S t ∈ S (state space) be the state of the system at time t, x t be a vector-valued continuous decision (control) vector, X π (S t ) be a decision function corresponding to a policy π ∈ Π (policy space), C(S t , x t ) be a contribution/reward function, and γ be a discount factor between 0 and 1. We shall, by convenient abuse of notation, denote π to be the policy function also and use it interchangeably with the corresponding decision function X π . The system evolves according to some state transition function:
where W t+1 represents the exogenous information that arrives during the time interval from t to t + 1. The problem is to find the policy that solves
Since solving the objective function (2) directly is computationally intractable, Bellman's equation is introduced so that the optimal control can be computed recursively:
where V (s) is the value function representing the value of being in state s. It is worth noting that the contribution function in (3) is often stochastic, in which case the Bellman's equation becomes
To work with continuous problems, we make some assumptions regarding the state, action and outcome spaces and the transition kernel function. Assume that the state space S is a convex and compact subset of R m , the action space X a compact subset of R n , the outcome space W a compact subset of R l and Q : S × X × W → R is a continuous probability transition function. Let C b (S) denote the space of all bounded continuous functions from S to R, and C b (S) is a complete metric space.
B. Contraction operators
In this section, we describe the contraction operators associated with Markov decision processes and their elementary properties [3] that are crucial in the convergence proofs of RLSAPI.
Definition 3.1 (Max operator):
Let M be the max operator such that for all s ∈ S and V ∈ C b (S),
where Q has the Feller Property (that is M maps C b (S) into itself) and S M : S × X × W → S is the continuous state transition function.
Definition 3.2 (Operator for a fixed policy π):
Let M π be the operator for a fixed policy π such that for all s ∈ S,
where Q and S M have the same property as in definition 3.1.
Proposition 3.1 (Monotonicity of M and M π ): For any
where V * is the optimal value function, and V * is the only solution to
where V π is the value function by following policy π, and V π is the only solution to the
C. Post-decision state variable
When the underlying distribution of the evolution of the stochastic system is unknown, computing the expectation within the max operator M or M π explicitly is impossible. Moreover, computation of the expectation may be intractable if the exogenous information W is a vector with known distribution. However, the difficulties can be circumvented by using the post-decision state variable [31] , [32] , [33] . To illustrate the idea, we first break the original transition function (1) into the two steps
Then, let V x (S x t ) be the value of being in state S x t immediately after we made a decision. There is a simple relationship between the pre-decision value function V (S t ) and post-decision value function V x (S x t ) that is summarized as follows:
By substituting 5 into 6, we obtain Bellman's equation for post-decision value function
RLSAPI works with the post-decision value functions of following a constant policy. By the assumption that the postdecision value functions are continuous and of the linear form
is the vector of known basis functions and θ is the vector of linear parameters), it is enough to just estimate the linear parameters instead of the whole post-decision value function in the algorithm.
D. Markov chains with continuous state space
Continuous MDP problems require the use of Markov chains with continuous state space. The following definitions of irreducibility, invariant measure, recurrence and positivity [34] that all have familiar counterparts in discrete chains.
Definition 3.3 (ψ-Irreducibility for general space chains):
We call a Markov chain Φ on state space B(S) ϕ-irreducible if there exists a measure ϕ on B(S) such that whenever ϕ(A) > 0 for A ∈ B(S), we have P s {Φ ever enters A} > 0, ∀s ∈ S where P s denotes the conditional probability on the event that the chain starts in state s. Let ψ be the maximal irreducibility measure among such measures.
Definition 3.4 (Harris recurrence): The set A ∈ B(S) is called Harris recurrent if
. A chain Φ is called Harris (recurrent) if it is ψ-irreducible and every set in
is Harris recurrent.
Step 0:Initialization:
Step 0a Set the initial values of the value function parameterŝ θ 0 .
Step 0b Set the initial policy
Step 0c Set the iteration counter n = 1.
Step 0d Set the initial State S 0 0 . Step 1:Do for n = 1, . . . , N,
Step 2:Do for m = 1, . . . , M:
Step 3:Initializev m = 0.
Step 4:Choose one step sample realization ω.
Step 5:Do the following:
Step 5a Set
Step 5cCompute the corresponding basis function value in the general form φ(s
Step 6:Do the following:
Step 6a
Step 6b Update parametersθ n,m with LS/RLS method Step 7:Update the parameter and the policy:
Step 8:Return the policy π N and parametersθ N . 
E. Algorithm details
We summarize the RLSAPI algorithm in Figure 2 . We make the following assumption and remark about the arg max function at the end of the algorithm. This step is usually a multi-variable nonlinear programming problem that updates the policy from the post-decision value function of the previous inner iteration. The updated policy function returns a decision of vector form given any fixed input of the state variable. We assume that there is a tie-breaking rule or algorithm i.e. the nonlinear proximal point algorithm [35] that determines a unique solution to the arg max function for all f ∈ C b (S). As a result, the policy functions π n 's in the algorithms are well-defined single-valued continuous functions. Moreover, special problem structures such as strict concavity and differentiability of the value functions can significantly reduce the computational difficulty and complexity.
IV. CONVERGENCE RESULTS AND SKETCH OF PROOFS
We observe that there are both inner and outer loops in the RLSAPI algorithm. The inner loop is the policy evaluation step, while the outer loop corresponds to policy updates. We first consider an exact policy iteration algorithm, in which case both the inner and outer loop iteration counters goes to infinity. This conceptual algorithm is provably convergent almost surely (for details see [2] ). To prove convergence of the exact algorithm, it is necessary to prove convergence of policy evaluation step in the inner loop, and the convergence result turns out to be useful in proving the mean convergence of RLSAPI.
A. Almost sure convergence for a fixed policy
For a fixed policy, a Markov decision problem is a Markov chain and Bellman's equation for the post-decision value function of following the fixed policy π (see (7)) becomes:
where s, s are post-decision state variables (we drop the superscript x for simplicity), S x is the post-decision state space (compact since S and X are compact and the transition function is continuous), P π (·, ·) is the transition probability function of the chain and C π (·, ·) is the stochastic contribution/reward function. We further assume that the chain is a positive Harris chain with invariant measure μ π (see definition 3.4, 3.5, 3.6) to ensure convergence. This strong assumption on the policy space is similar to the condition of having an ergodic Markov chain or an absorbing chain in the discrete case. If the problem structure does not guarantee this assumption, an exploration step such as adding a random exploration component to the policy function is necessary in an actual implementation of the algorithm.
Suppose
· · is the vector of basis functions of dimension F = |F| (number of basis functions) and f ∈ F (F denotes the set of features). Bellman's equation (8) gives us
We can rewrite the recursion as
The integral is taken componentwise for the vector φ π (s ), so it feeds back a vector. It is similar in the situation when we put an integral sign in front of a matrix.
The model is known as the errors-in-variable model [36] , since it has both observation and input noises. C π (s, s ) is the observation, and 
where C π i is the i-th observation of the contribution. [36] proves convergence of the parameter estimates using (9) to the true values by assuming that the instrumental variable is correlated with the true input variable but uncorrelated with the observation error term and the correlation matrix between the instrumental variable and input variable is nonsingular and finite.
[13] chooses φ π (s) as the instrumental variable ρ π , and φ π (s) turns out to be a good candidate for the continuous case as well. It is easy to check that it is uncorrelated with the observation error term in both cases. By assuming that the number of basis functions is the same as the number of states, [13] ensures that the correlation matrix between the input and instrumental variables is invertible. However, this assumption defeats the purpose of using continuous function approximation to overcome the curse of dimensionality. In the continuous case, the correlation matrix
T is invertible, if we have orthonormal basis functions and γ < 1 F where F is the number of basis functions (for proof see [2] ). Without loss of generality, we can assume γ < and the following recursion must also be satisfied if we keep substituting the Bellman's equation (8) back into itself k − 2 times:
It is easy to check that μ π is also an invariant measure forP π . As a result, we have
which is of the same form as in (8) . Hence, we can make a minor modification to the algorithm to ensure the nonsingularity of the correlation matrix by collapsing k − 1 transitions (s 1 → s k ) into 1 transition.
To compute estimates of θ * ,π more efficiently, we use recursive least squares to obtain the following well-known updating formulas: The following convergence theorem of the RLS estimate of θ * ,π is an extension of the convergence theorem of LSTD(0) algorithm for a discrete chain in [13] applied to a Markov chain with continuous state space. Applying the law of large numbers for a positive Harris chain [35] , the proof only involves simple calculations and manipulation of equation (8), so it is omitted here (for details see [2] ).
B. Mean convergence of RLSAPI
In the RLSAPI algorithm, the estimated value function of the approximate policy in the policy evaluation step is random due to its dependence on both the Markov chain samples and iteration counter M of the inner loop. In other words, for fixed s ∈ S,Vπ n (s) is a random variable. Assuming that the state space (post-decision) S x is compact and the norm is the sup norm ||·|| ∞ for continuous functions, we can show that RLSAPI converges in the mean. That is to say, the mean of the norm of the difference between the optimal value function and the estimated policy value function using approximate policy iteration converges to 0 as the successive approximations improves. We first consider a theorem regarding the mean convergence of a general API algorithm. Then, the mean convergence of RLSAPI is just a corollary from the generalization.
Theorem 4.2 (Mean convergence of an API algorithm):
. . ,π n be the sequence of policies generated by some approximate policy iteration algorithm and let Vπ 0 ,Vπ 1 , . . . ,Vπ n be the corresponding approximate value functions. Further assume that, for each fixed policyπ n , the MDP is reduced to a positive Harris chain that admits an invariant probability measure μπ n . Let { n } be positive scalars that bound the mean errors between the approximate and the true value functions over all iterations so that, for all n ∈ N,
Suppose n → 0 and lim n→∞ n−1
Then, this sequence eventually produces policies whose performance converges to the optimal performance in the mean:
The proof follows the same line as the proof of error bounds for approximate policy iteration with discrete and deterministic (or in the almost sure sense) value function approximations in [37] . In a general API algorithm presented in [37] , error can accumulate in both policy evaluation and policy updating steps. In our case, policy updates are performed exactly, while policy evaluations are performed within certain error tolerances that diminish to 0 in the mean at a certain rate. It suffices to show that the mean error of policy evaluation in each inner loop can be made arbitrarily small. Since S x is compact and the basis functions are continuous, ||φ πn (s x )|| 2 ≤ c for some finite positive constant c for all post-decision states. By our linear assumption on the postdecision value functions and relation (5) between pre-and post-decision value functions,
By Cauchy-Schwartz inequality, we have
Recall that θ πn M is a random vector of dimension F for fixed M , so in L 1 . As a result, in the policy evaluation step we can uniformly bound the mean difference between the approximate value function and the true function of the approximate policy. That is to say, for any n > 0, there exists M n ∈ N such that
Hence, we conclude that the RLSAPI algorithm converges in the mean by theorem 4.2. It is worth making two remarks here. First, the number M n is different after each policy update step (outer loop), since the underlying Markov chain changes as policy gets updated. In addition, the mean absolute deviation of a parameter from the true value is bounded by the sum of standard deviation and absolute bias of the parameter estimate, i.e.
Both the variance and bias converge to 0, and we can use them to determine a stopping rule for the inner loop. However, the variance and bias of the parameter estimate depend on the unknown true parameter and sample variance. Hence, we use the estimated variance and bias from samples in an actual implementation of the algorithm.
V. EXTENSION TO UNKNOWN BASIS FUNCTIONS
The mean convergence of RLSAPI requires the assumption that the value function of all policies in the policy space (including the optimal policy) are spanned by some finite set of known basis functions. We can relax the condition and extend the convergence result to countably infinite set of unknown basis functions by assuming that the value function of all policies are in some specific but general function spaces. For simplicity, we focus on 1-dimensional state space of a closed interval [a, b] . The function space we consider is C k [a, b] , the set of all continuous function with up to k-th derivative.
A. Orthogonal polynomials
We first develop the concept of orthogonal polynomials by defining an inner product with respect to a weighting function w on the function space to be
This inner product defines a quadratic semi-norm ||f || 
B. Chebyshev polynomials
We further restrict ourselves to one specific weighting function: Chebyshev weighting function c(s) = 1] . Chebyshev polynomials are desirable for approximating non-periodic smooth functions due to its uniform convergence property [38] . The weighting functions can be easily extended to an arbitrary closed interval [a, b], e.g. the general Chebyshev weighting function is c g (s) = (1 − (
is defined ast n (s) = cos(n cos −1 s) [38] . It can also be recursively defined as We first consider the following Chebyshev least square approximation problem forṼ
C. Construction of basis functions from Chebyshev polynomials
The solution to this problem is the N -th degree Chebyshev least squares approximation
where
. It is easy to check that T π is an orthonormal basis set with respect to f π . The least squares approximation problem for the value function of policy π onto the basis set
The solution is easily verified to be V π N = C N c f π . The parameter estimates for the constructed basis fucntions are not asymptotically unbiased anymore. However, it can be shown that given a desired approximation error in the inner loop of the algorithm, we can determine a finite set of orthonormal basis functions of order N + 1 such that
N is a statistical estimate of V π N (for details of the proof, see [2] ). Hence, corollary 4.1 applies.
However, there are two technical difficulties in practice. First, the exact invariant density function f π is required to construct the basis set and to determine the order of the set. In addition, we need to know the bound of the k-th derivative ofṼ π to determine the order of the basis set. In an actual implementation of the algorithm, we need to (1) call another procedure to produce a smooth approximation of f π and (2) fix the bound of (Ṽ π ) (k) at some large number before evaluating the value function of the corresponding policy.
VI. EXPERIMENTS
In this section, we consider a simple one-dimensional stochastic linear quadratic problem with Gaussian noise for numerical experiment, because it matches our assumption of known basis functions and we can compute the optimal solution analytically. Instead of focusing on compact state, action and outcome spaces, we let S = X = W = R. Since we have a concave quadratic contribution function, it is well-known that the value function is also concave quadratic, i.e. V (s) = θ 0 + θ 1 s + θ 2 s 2 where θ 2 < 0, and the optimal decision/control function is of linear form: x * = a + bs. In the numerical example, we fix the discount factor γ = 0.95 and ρ = 0.9, and we take 1000 iterations for each policy evaluation step and 100 iterations for policy updating. 
VII. CONCLUSION AND DISCUSSIONS
An approximate policy iteration algorithm with recursive least squares updating is developed for infinite-horizon continuous Markov decision process problems with continuous state and action spaces. The algorithm is provably convergent in the mean under the assumptions that the stochastic system evolves according to a positive Harris chain for any fixed policy in the policy space and the true post-decision value functions of policies are continuous and spanned by a finite set of known basis functions. If the true policy value functions are not spanned by the set of basis functions, the algorithm may not converge to the optimal value function but a similar error bound between the approximate value function using the RLSAPI and the optimal value function can be derived as in [37] . Furthermore, the convergence results still applies if the true value functions are in some special function spaces e.g. C k [a, b] such that we can construct a finite set of orthonormal basis functions at each policy evaluation step. Our next step will be tackling the technical difficulties mentioned in section V. More specifically, we search for a procedure that incorporates the approximation step of the invariant density function into our algorithm without compromising the convergence property. In addition, convergent algorithms using other function approximators (parametric or non-parametric) including neural networks [37] , local polynomial regression [39] and kernel-based reinforcement learning [28] will be explored to treat MDP problems with value functions of unknown form.
