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Resumen 
En este artículo se propone el desarrollo 
de una aplicación web utilizando la 
metodología UML-Based Web 
Engineering (UWE) y la aplicación del 
algoritmo de aprendizaje automático 
kNN, para asistir a los profesionales del 
área de la salud mental, en el 
diagnóstico de desórdenes mentales. 
Esta herramienta, pretende facilitar la 
tarea de diagnóstico, para superar las 
limitaciones causadas, principalmente, 
por la extensa variedad de trastornos 
mentales según la CIE-10, la 
ambigüedad de las relaciones entre 
síntomas y enfermedades, la falta de 
registro de casos reales que sirvan de 
referencia frente a casos nuevos, etc. El 
aplicativo web servirá como plataforma 
para la digitalización y la adquisición de 
datos de pacientes que sufren algún tipo 
de trastorno mental, estos datos servirán 
a su vez para entrenar un primer modelo 
de aprendizaje automático, cuyo fin será 
conseguir el diagnóstico automático de 
Abstract 
This paper aims to the development of a 
web application using the UML-based 
web engineering methodology (UWE) 
and the application of a machine learning 
algorithm kNN to assist professionals in 
the area of Mental health, for the 
diagnosis of mental disorders. This tool 
pretends to facilitate the diagnosis of a 
patient, and overcome the limitations 
mainly caused for the extensive variety 
of mental disorders, according to the 
ICD-10; the ambiguity of the 
relationships between symptoms and 
diseases, the lack of registers of real 
cases as a reference for new cases, etc. 
The web application will be used as a 
platform for the digitalization and 
acquisition of data from patients that 
suffer some type of mental disorder, 
these data will be used for training a first 
Machine-learning model, whose purpose 
will be to get the automatic diagnosis of 
new cases, through the symptomatology 
of the patient. 
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nuevos casos, a través de la 
sintomatología del paciente. El 
algoritmo empleado alcanzó un 
porcentaje de acierto del 44%, debido a 
la baja cardinalidad del conjunto de 
entrenamiento y la dispersión de las 
características de cada instancia. 
 
 
Palabras Clave: sistema automático de 
diagnóstico, clasificación multivariante, 
desórdenes mentales, kNN, aprendizaje 
automático 
The algorithm reached 44% success, due 
to the low cardinality and the dispersion 
of the characteristics of each instance. 
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Los trastornos mentales representan uno 
de los mayores problemas en el área de la 
Salud Mental Pública, por lo que es 
indispensable que los profesionales del área 
realicen un diagnóstico acertado, para poder 
suministrar tratamientos adecuados. 
Aunque, la Clasificación Internacional de 
Enfermedades décima versión (CIE-10) 
capítulo V rango de códigos F00-F99 brinda 
una taxonomía detallada de los trastornos 
mentales y del comportamiento [1], que 
sirve de guía para lograr un diagnóstico 
apropiado, esta tarea no siempre resulta 
sencilla debido, principalmente, a: la gran 
diversidad de desórdenes mentales [2], la 
ambigüedad de las relaciones entre 
síntomas y enfermedades, ya que en  
muchos casos existen síntomas compartidos 
con más de un trastorno [3-4] y la falta de 
documentación de casos previos que sirvan 
de referencia para nuevos diagnósticos [5]. 
El aprendizaje de máquina o Machine 
Learning (ML) es una disciplina de la 
Inteligencia Artificial (IA) que a través del 
uso de algoritmos ha hecho posible la 
automatización de diversos procesos y 
tareas en el campo de los negocios, la 
ingeniería y la medicina [6]. En el caso 
puntual de la psicología, el diagnóstico en 
pacientes con algún tipo de trastorno mental 
representa un gran desafío, ya que, existen 
numerosos trastornos y síntomas que 
dificultan el reconocimiento de un 
padecimiento especifico. Por tanto, se 
puede aprovechar la capacidad de cálculo y 
memoria de los computadores, para 
implementar algoritmos que asistan al 
médico tratante a dar un diagnóstico 
confiable, reduciendo el riesgo de 
prescripciones erradas. [2-4]. 
Actualmente existen varias aplicaciones 
que hacen uso de algoritmos de Machine 
Learning, para la descripción, tratamiento y 
diagnóstico automático de enfermedades 
mentales. Sin embargo, estas herramientas 
se enfocan en un trastorno específico y no 
toman en cuenta la totalidad de los 
trastornos descritos en la CIE-10. 
En este artículo se propone el desarrollo 
del aplicativo denominado Psico-Web, que 
servirá para recolectar datos de casos 
diagnosticados con algún desorden mental. 
El aplicativo incluirá la utilización de un 
algoritmo de clasificación, para identificar 
de forma automática el tipo de desorden 
mental que padece un paciente con cierta 
sintomatología, al ser evaluado por un 
profesional de la salud mental. La decisión 
final del diagnóstico seguirá siendo del 
médico tratante, pero el diagnóstico 
devuelto por el sistema le brindará una guía 
que evitará errores y sobrecarga de trabajo 
mental. El aplicativo cuenta con una 
interfaz gráfica amigable que permitirá la 
interacción ergonómica entre el médico 
tratante y el sistema.  
En los siguientes apartados de este 
artículo se describirán los siguientes puntos: 
en la Sección 2, se presenta un breve estudio 
de los trabajos relacionados, incluyendo la 
descripción de aplicaciones que emplean 
algoritmos de Machine Learning para el 
diagnóstico de trastornos mentales 
específicos como la depresión, el alzheimer, 
la esquizofrenia y los trastornos de 
personalidad. La Sección 3 muestra la 
metodología empleada en el desarrollo de la 
aplicación y se describe el esquema y 
diseño del aplicativo. También se muestran 
los antecedentes para la selección del 
algoritmo de Machine Learning, la 
construcción del dataset de entrenamiento a 
partir de la digitalización de casos reales y 
la implementación del algoritmo kNN 
aplicado al conjunto de entrenamiento, para 
realizar el diagnóstico automático de 
nuevos casos. En la Sección 4 se describen 
los experimentos realizados y los 
 
 
resultados. Finalmente, se exponen las 
conclusiones y prospectivas de este trabajo. 
 
2. Trabajos relacionados 
 
El diagnóstico automático de 
enfermedades mentales, ha tenido un gran 
desarrollo en los últimos años debido, 
principalmente, al surgimiento de nuevas 
tecnologías y equipos de neuroimagen, que 
permiten observar el cerebro para intentar 
explicar su funcionamiento y la relación 
entre los trastornos mentales y sus síntomas, 
el escaner fMRI (funcional Magnetic 
Resonance Imaging Scan), se utiliza en [7] 
para obtener datos de cerebros en reposo de 
pacientes que sufren depresión, también se 
utilizan algoritmos de ajuste de curvas para 
modelar el espectro de frecuencias de cada 
paciente, los resultados permitieron 
clasificar la depresión bajo cuatro subtipos, 
ligados a factores como: la ansiedad, el 
estrés y la falta de placer [7]. 
Otra herramienta muy útil para el 
diagnóstico es la EEG - 
electroencefalografía, esta permite obtener 
un registro de la actividad eléctrica del 
cerebro, los resultados de este examen junto 
a algoritmos de clasificación se usaron en 
[8], para lograr el reconocimiento temprano 
de la enfermedad de Alzheimer.  
En el trabajo de [9] se utiliza un 
avanzado algoritmo de visión artificial para 
analizar imágenes de resonancia magnética 
del cerebro y detectar la incidencia de 
esquizofrenia. También realiza la 
predicción de la efectividad de un 
tratamiento farmacológico. 
La herramienta de clasificación 
LAMDA, basada en lógica difusa, realiza la 
clasificación de la personalidad y sus 
trastornos, determina índices de depresión y 
si, paralelamente, las patologías en los 
rasgos de personalidad del paciente 
dificultan su proceso de adaptación [9]. 
Como se observa en los trabajos citados, 
la mayoría de las aplicaciones usan 
algoritmos de Inteligencia Artificial, para 
lograr un diagnóstico temprano y acertado. 
Sin embargo, aunque son de gran ayuda, no 
consideran la taxonomía completa de los 
trastornos que forman parte de la 
clasificación CIE-10, la principal limitante 
es la gran variedad de trastornos, sumada al 
costo y las dificultades propias para adquirir 
imágenes y/o datos de pacientes 
diagnosticados que permitan la 
construcción de un conjunto de datos de 
entrenamiento [10], requisito indispensable 
para la aplicación de cualquier algoritmo de 
IA.  
Este trabajo presenta el desarrollo del 
aplicativo Psico-Web, que servirá como una 
herramienta de apoyo en el diagnóstico de 
enfermedades mentales tomando en cuenta 
la taxonomía completa de la CIE-10. La 
determinación del trastorno se realizará 
utilizando la información de la 
sintomatología del paciente. 
 
3. Metodología  
3.1 Plataforma Psico-Web 
I. Esquema 
La plataforma Psico-Web incorpora 
una interfaz gráfica encargada de la 
interacción del sistema con el médico 
tratante, esta interfaz también permitirá la 
gestión de usuarios y la edición de la base 
de datos, por parte del administrador del 
sistema. La parte nuclear del aplicativo 
está constituida por dos módulos que son: 
el módulo de Adquisición de datos y el 
módulo de Predicción del diagnóstico 
(véase Figura 1).  
 
 
Figura 1. Esquema del aplicativo Psico-Web [11-
12]. 
    El módulo de Adquisición de datos, está 
diseñado para que el médico tratante 
ingrese cada uno de los casos 
diagnosticados, el proceso empieza con 
una encuesta inicial, que servirá de filtro 
para la elección posterior de los síntomas 
que presenta el paciente. Cada nuevo 
bloque de datos (síntomas, trastorno) 
formará parte del conjunto de 
entrenamiento del algoritmo de Machine 
Learning usado para el diagnóstico de 
casos futuros.   
El módulo de Predicción del 
diagnóstico, por su parte, incorpora un 
algoritmo de clasificación, este algoritmo 
discriminará el tipo de trastorno que 
presenta el paciente, de acuerdo a los 
síntomas que se han ingresado al sistema.  
Una vez que concluye el ingreso de 
síntomas de un determinado paciente, el 
aplicativo ejecuta el algoritmo de ML y 
arroja el posible trastorno. El médico 
tratante, basado en su conocimiento y 
experiencia, tendrá que validar esta 
información, para ello podrá aceptar o 
rechazar la predicción del aplicativo. En 
caso de no estar conforme con el 
diagnóstico mostrado, también podrá 
seleccionar el nombre del trastorno que 
considere pertinente. Ambos diagnósticos, 
el prescrito por el médico tratante y el 
resuelto por el sistema son almacenados 
en la base de datos, para poder comprobar 




La metodología seleccionada para el 
desarrollo del aplicativo Psico-Web se 
denomina Ingeniería Web basada en UML 
(UWE). Esta metodología provee una guía 
del proceso de creación de la aplicación 
web y diagramas estándares para el diseño, 
ya que es una extensión del Modelo de 
Lenguaje Unificado (UML) [15], los 
modelos de UWE como: análisis de 
requerimientos, modelo de contenidos, 
modelos de navegación, modelo de 
presentación y modelo de procesos se 
desarrollaron bajo la tutela y supervisión de 
profesionales de la salud mental, con el fin 
de incluir aspectos importantes que faciliten 
el uso de la plataforma. 
    La metodología UWE permitió definir 
las funcionalidades básicas del sistema y el 
esquema general del aplicativo (Figura 1). 
Además, se consiguió agrupar los síntomas 
en cuatro categorías: Cognitivo, 
Conductual, Emocional y 
Fisiológico/Anatómico, cada uno 
relacionado con un trastorno específico. De 
esta forma se pueden incorporar filtros, para 
desplegar únicamente la información 
necesaria para el diagnóstico. 
    La plataforma cuenta con una página de 
inicio, que contiene información básica del 
proyecto. Para acceder a las funcionalidades 
es necesario que el usuario realice un 
registro, facilitando sus datos de contacto e 
información básica que se validará antes de 
darle el acceso.  
     Aunque el perfil de usuario principal de 
la plataforma será el de médico tratante, 
también existen otros dos roles que son: 
Administrador e Invitado, este último solo 
cuenta con una vista de información básica 
y de contacto del aplicativo web y es el rol 
previo, antes de la activación del rol 
 
 
médico-tratante. El perfil Administrador es 
el que permite al usuario: la 
parametrización del sistema, el 
entrenamiento del algoritmo y la definición 
de roles para cada usuario registrado. El rol 
de médico-tratante habilita las opciones 
para el registro de casos de pacientes 
diagnosticados, la validación del 
diagnóstico del sistema y la realización de 
consultas de casos previos. (Véase Figura 
2). 
 
Figura 2. Caso de uso - Usuario tratante. 
El proceso general que seguiría el 
médico-tratante, para ingresar un caso y 
lograr el diagnóstico, se muestra en la 
Figura 3. 
 
Figura 3. Modelo de proceso del usuario tratante. 
    Todos los datos (síntomas-trastorno) 
seleccionados en el proceso de diagnóstico, 
se almacenarán en una base de datos 
relacional, de forma confidencial y sin 
revelar la identidad del paciente. El 
conjunto de datos de casos anteriores 
servirá para entrenar el modelo de 
clasificación, que se encargará de hacer la 
predicción. 
La aplicación desarrollada se basa en la 
arquitectura MVC (Modelo, Vista, 
Controlador) detallada en la Figura 4. Este 
modelo permite la separación entre los 
datos y la aplicación [14]. Así, la aplicación 
Psico-Web contiene separadamente: la 
clase de conexión con el gestor de base de 
datos, la vista con las páginas que el usuario 
podrá visualizar para interactuar con la 
aplicación y el controlador que contiene 
eventos para la realización de peticiones 
desde el cliente a la vista. 
 
Figura 2. Arquitectura MVC de la aplicación Psico-
Web 
3.2 Algoritmo de clasificación  
      El propósito general que persiguen los 
algoritmos de Machine Learning es la 
búsqueda de patrones en grupos de datos 
específicos que se ajustan a características 
que pertenecen a un mismo concepto. La 
premisa básica consiste en la construcción 
de algoritmos que puedan recibir datos de 
entrada y a través de un análisis predecir un 
resultado [15].  
 
     Una tarea muy común, abordada por los 
algoritmos de ML, es la clasificación 
automática de un objeto, es decir, la 
determinación de la clase a la que pertenece 
un objeto en función de sus atributos 
(características), este proceso consta de tres 
fases que son: fase de entrenamiento, fase 
de evaluación y la fase de prueba. 
  La fase de entrenamiento consiste en 
generar un modelo a partir de un conjunto 
de datos. Dicho conjunto de datos está 
formado por un número de instancias 
(ejemplos), donde cada instancia contiene 
un conjunto de atributos y su clase 
correspondiente. De esta forma, el 
algoritmo busca reconocer patrones e 
identificar las relaciones entre los atributos 
y las clases. En la fase de evaluación, se 
prueba el modelo, utilizando como entrada 
un conjunto de datos (con instancias de 
atributos y clase conocidos), del cual se 
toman como entrada únicamente los 
atributos de cada objeto a clasificar. La 
clasificación realizada por el algoritmo se 
compara con la clasificación real, para 
determinar el rendimiento del modelo [16]. 
Una vez confirmado que la precisión del 
algoritmo es adecuada, se pasa a la fase de 
prueba en la que el modelo se pone en 
producción, es decir, se usa el modelo para 
clasificar nuevos objetos con clase 
desconocida.  
     En el caso del diagnóstico automático de 
desórdenes mentales, el algoritmo de ML 
debe ser capaz de determinar el tipo de 
trastorno que padece un paciente (clase) en 
función de los síntomas (atributos) que 
presenta. Para lograr este objetivo, el 
algoritmo seleccionado se entrenará con 
datos de casos de pacientes previamente 
diagnosticados y con los datos de la 
taxonomía “oficial” de la CIE-10. Cada 
caso estará constituido por un conjunto de 
síntomas (atributos) asociados a un solo 
trastorno (clase).  
El algoritmo de ML utilizado en este 
trabajo es un caso particular (cuando k=1) 
del algoritmo denominado k-vecinos más 
cercanos o kNN por sus siglas en inglés (k-
nearest neighbors), este algoritmo fue 
diseñado y desarrollado por Fix y Hodges 
en 1951, su funcionamiento se basa en el 
cálculo de distancias entre el objeto que se 
va a clasificar y los objetos del conjunto de 
entrenamiento. De este modo, la clase a 
predecir se escoge entre las clases más 
frecuentes de los k-objetos más cercanos al 
objeto a clasificar [18].  
Una de las características más 
relevantes de este algoritmo es que en la 
fase de entrenamiento se guardan las 
instancias, más no se construye un modelo, 
por lo que la clasificación se hace cuando 
llega la instancia de prueba. Así, en el 
aplicativo Psico-Web, cada vez que se 
ingresa un nuevo caso, se recalculan las 
distancias que permiten la elección del 
trastorno diagnosticado. Adicionalmente, se 
debe considerar que el kNN no hace 
suposiciones sobre la distribución que 
siguen los datos y asume que la clase de un 
dato depende sólo de los k vecinos más 
cercanos sin tomar en cuenta el modelo 
global [19]. 
La definición formal del algoritmo 
aplicado al diagnóstico automático de 
desórdenes mentales, toma en cuenta el 
conjunto de datos de entrenamiento, 
formado por 𝑚 instancias. Cada instancia se 
representa por un vector 𝑂𝑗 (𝑗 =
 1,2, … , 𝑚) de coordenadas 𝑆𝑖 (𝑖 =
 1,2, … , 𝑁). Las coordenadas representan 
los síntomas y pueden tomar valores 1 o 0, 
dependiendo de si el paciente presenta el 
síntoma o no, respectivamente. De forma 
general un nuevo caso 𝑂𝐷 está representado 
por un vector de características N-
dimensional, de la forma: 
  OD = [ S1D, S2D, … ,  SND]       (1) 
 
 
       Los sub-índices de las coordenadas de 
la Ecuación 1, definen el síntoma y objeto, 
respectivamente. Cuando se ingresa un 
nuevo caso 𝑂𝐷, se calcula cada una de las 
distancias euclidianas 𝑑 entre ese objeto  
(𝑂𝐷) y los demás objetos (𝑂𝑗)  del conjunto 
de entrenamiento.  Las distancias se 
calculan mediante la expresión: 
dOD,Oj = √∑ ( SiD −  Sij)
2N
i=1  (2) 
 
En nuestro caso, como k=1 el 
diagnóstico estará dado únicamente por la 
clase del objeto 𝑂𝑗 con la menor distancia al 
objeto 𝑂𝐷, (Ecuación 3). 
 
Diagnóstico = clase(Oj | min(dOD,Oj))   (3) 
 
En la Figura 5, se presenta un 
seudocódigo del algoritmo 1-NN utilizado 








En la fase de experimentación, se llevó 
a cabo la construcción del dataset de 
entrenamiento inicial, para ello se utilizaron 
los casos especificados en la clasificación 
CIE-10 capítulo VII, rango de códigos F00-
F99 perteneciente a Trastornos Mentales y 
del Comportamiento. De este modo, se 
determinaron 185 síntomas diferentes (185 
coordenadas) y un total de 77 instancias, 
cada una asociada a un trastorno diferente. 
Los síntomas se dividieron en cuatro 
grupos: Cognitivo, Conductual, Emocional 
y Fisiológico/Anatómico, esta agrupación 
redujo los 77 casos iniciales en 64, ya que 
los 13 trastornos restantes no presentaban 
sintomatología que pueda ser utilizada para 
el entrenamiento del algoritmo, por tanto, el 
modelo contó con un dataset inicial 
constituido por 64 ejemplos. 
Para la evaluación del algoritmo, se 
utilizó un conjunto de 50 nuevos casos, que 
fueron ingresados uno a uno al sistema. A 
medida que se realizaba el diagnóstico 
automático del caso, un médico tratante 
validaba el resultado del sistema, de modo 
que se actualizaba el dataset de 
entrenamiento con la nueva instancia, el 
diagnóstico predicho y el diagnóstico 
acertado.  
Al realizar la comparación entre el 
diagnóstico del sistema y el diagnóstico real 
dado por el profesional de la salud, se 
obtuvo que 22 de los 50 casos fueron 
clasificados correctamente (véase Figura 6), 
los 28 casos restantes representan el error 
(56%). Aunque puede parecer que los 
resultados preliminares fueron pocos 
satisfactorios, se debe resaltar que el 
conjunto de entrenamiento era disperso y 
contaba con muy pocos ejemplos de cada 
trastorno, por lo que, el algoritmo de 
clasificación se utilizó como una prueba de 
concepto, que cumplió con el porcentaje de 
acierto esperado (44%). Es importante 
recalcar, que la efectividad de los 
algoritmos de Machine Learning es muy 
sensible al tamaño del dataset, por tanto, es 
altamente probable que los resultados del 
algoritmo mejoren si la cardinalidad del 




Figura 6. Matriz de confusión. 
5. Conclusiones  
 
La ambigüedad de los síntomas que 
presentan los pacientes que padecen algún 
desorden mental es un hecho frecuente que 
no puede ser caracterizado por métodos 
estadísticos tradicionales, por tanto, las 
técnicas de aprendizaje de máquina son 
primordiales para conseguir el diagnóstico 
automático.  
El desarrollo de aplicativos Web 
requiere metodologías afines a las 
exigencias de los usuarios, por tal razón, 
Psico-Web fue desarrollado utilizando la 
metodología UWE basada en UML. Con 
esta metodología se consiguió que las 
especificaciones de los componentes de la 
aplicación quedaran claras para el usuario y 
el desarrollador. Además, se atendieron los 
requerimientos y elementos de interés del 
usuario. 
El algoritmo de aprendizaje 
supervisado kNN (con k=1) brinda una 
primera aproximación del diagnóstico 
automático. Sin embargo, el porcentaje de 
acierto es bajo (44%), esto se debe 
principalmente a que cada instancia solo 
contiene unos pocos síntomas (1 a 23) de los 
185 que se consideran en la representación 
de cada caso. Además, el algoritmo 
empleado es altamente dependiente del 
tamaño del conjunto de entrenamiento.  
Para mejorar el desempeño en el 
diagnóstico dado por la aplicación es 
necesario buscar mecanismos para reducir 
la dimensionalidad de la sintomatología y la 
dispersión de los datos, es decir, disminuir 
el número de síntomas asociados a cada 
trastorno.   Adicionalmente, se debería 
aumentar el tamaño del conjunto de 
entrenamiento, lo que implica, tener un 
mayor número de ejemplos por cada 
trastorno a diagnosticar. 
Dado que, el conjunto de 
entrenamiento inicial solo contaba con un 
ejemplo de cada trastorno, resultó evidente 
que el diagnóstico fue mejorando a medida 
que ingresaban nuevos casos al conjunto de 
entrenamiento, siendo los últimos 
ingresados los casos acertados.  
El aplicativo Psico-Web permitió la 
adquisición de datos de pacientes 
diagnosticados con algún trastorno mental. 
Estos datos sirvieron para la creación de un 
primer modelo de ML, que demostró la 
 
 
factibilidad de un diagnóstico automático 
en este contexto. Gracias a la interfaz 
gráfica de la herramienta se puede extender 
el uso de la aplicación a un mayor número 
de profesionales de la salud mental, esto 
contribuirá a la construcción de un conjunto 
de datos de entrenamiento más sólido y 
robusto, y por tanto de un modelo más 
fiable.  
El objetivo de trabajos futuros sería 
enriquecer el conjunto de datos de 
entrenamiento, con casos clínicos 
adicionales, y probar nuevos algoritmos de 
clasificación, que mejoren el rendimiento 
del diagnóstico. Ergo, la plataforma se 
diseñó de manera escalable.  
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