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STABILITY CONDITIONS ON PRODUCT VARIETIES
YUCHENG LIU
Abstract. Given a stability condition on a smooth projective variety X, we construct
a family of stability conditions on X × C, where C is a smooth projective curve. In
particular, this gives the existence of stability conditions on arbitrary products of curves.
The proof uses, by following an idea of Toda, the positivity lemma established by Bayer
and Macr`ı and weak stability conditions on the Abramovich-Polishchuk heart of a bounded
t-structure in D(X × C).
1. introduction
Motivated by Douglas’s work on D-branes and Π stability in [Dou02], Bridgeland in-
troduced a general theory of stability conditions on triangulated categories in [Bri07]; the
theory was further studied by Kontsevich and Soibelman in [KS08]. In general, stability
conditions are very difficult to construct: while we have a very good knowledge in the
case of curves and surfaces (see [Bri08] and [AB13]), starting from 3-folds no examples was
known on varieties of general type or Calabi-Yau varieties in dimension 4 or higher (for
Calabi-Yau threefolds, see [MP15], [BMS16] and [Li18]). In this paper, we solve this prob-
lem for product varieties over any algebraically closed field, when one of the two factors is
a curve.
Let X be a smooth projective variety, C be a smooth projective curve, and let σ = (A, Z)
be a stability condition on the bounded derived category of coherent sheaves D(X).
Theorem 1.1. Assume that the image of the central charge Z is discrete. Then there
exists a continuous family of stability conditions on D(X×C), parametrized by R>0×R>0,
associated with σ.
Theorem 1.1 holds more generally when D(X) is replaced by an admissible subcategory
D ⊂ D(X) and D(X × C) is replaced by the base change category DC . Special cases in
dimension three were studied in [Kos18].
Corollary 1.2. Let C1, · · · , Cn be smooth projective curves. Then stability conditions exist
on D(C1 × · · · × Cn).
In the case when n = 3, some related results appeared in [Sun19a] and [Sun19b] when
this paper was posted. The techniques are completely different.
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An important special case of Corollary 1.2 is when all curves are elliptic curves. This
gives examples of stability conditions on Calabi-Yau varieties of any dimension. In this
case, the mirror symmetry version of this statement, for Fukaya categories of products of
elliptic curves has been announced by Kontsevich in [Kon15].
There are three main ingredients in the proof. The first one is a construction by
Abramovich and Polishchuk in [AP06] and [Pol07] of a heart of bounded t-structure on
D(X × S), where S is any quasi-projective variety of finite type. We then define a weak
stability condition on this category by using a polynomial function naturally associated to
Z and Abramovich-Polishchuk’s heart. Finally, we use the idea of Toda, studied further by
Bayer, Macr`ı and Nuer, and use the Positivity Lemma from [BM14b] to show a quadratic
inequality for stable objects with respect to this weak stability condition.
In Section 5, we will establish quadratic forms inductively to prove that the stability
conditions we constructed satisfy the support property. These quadratic forms are stronger
than the quadratic inequalities we used in the construction. These quadratic forms can be
viewed as a generalization of Bogomolov-Gieseker inequality for product varieties in any
dimension.
Outline of this paper. In Section 2, we review the definition of weak stability conditions.
In Section 3, we introduce Abramovich and Polishchuk’s construction of global heart and
construct global weak stability conditions and polynomial functions associated with it. In
Section 4, we present the proof of our main theorem, without showing the support property,
which will be treated in Section 5.
Acknowledgements. I would like to thank my supervisor Emanuele Macr`ı for his patient
guidance and advice throughout the process of writing this paper. I am also very grateful
to Arend Bayer, Aaron Bertram, Chunyi Li, Alex Perry, Paolo Stellari, Yukinobu Toda and
Xiaolei Zhao for helpful discussions and suggestions. The final write-up of this paper was
done while the author was visiting University of Paris-Sud, whose hospitality is gratefully
acknowledged. This work was partially supported by the NSF grant DMS-1700751 (PI:
Macr`ı).
Notations and Conventions. In this paper, all varieties are integral algebraic varieties
over an algebraically closed field k, a curve is such a variety of dimension 1. We will use
D(X) rather than the usual notation Db(CohX) to denote the bounded derived categories
of coherent sheaves on X. H = {z ∈ C | Im(z) > 0}. All functors are derived unless
otherwise specified.
2. Stability conditions
In this section, we review the definition and some basic results on weak stability condi-
tions (See [Bri08], [KS08] and [BMT14]).
Definition 2.1. A slicing on a triangulated category D consists of full subcategories P(φ) ∈
D for each φ ∈ R, satisfying the following axioms:
(a) for all φ ∈ R, P(φ+ 1) = P(φ)[1],
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(b) if φ1 > φ2 and Aj ∈ P(φj) then HomD(A1, A2) = 0,
(c) for every 0 6= E ∈ D there is a sequence of real numbers
φ1 > φ2 > · · · > φm
and a sequence of morphisms
0 = E0
f1
−→ E1
f2
−→ · · ·
fm
−−→ Em = E
such that the cone of fj is in P(φj) for all j.
Definition 2.2. A weak stability condition on D consists of a pair (P, Z), where P is a
slicing and Z : K(D) → C is a group homomorphism such that the following conditions
are satisfied:
(a) If 0 6= E ∈ P(φ) then Z(E) = m(E)exp(iπφ) for some m(E) ∈ R≥0.
(b) (Support property) The central charge Z factors as K(D)
v
−→ Λ
g
−→ C, where Λ is a
finite rank lattice, v is a surjective group homomorphism and g is a group homomorphism,
and there exists a quadratic form Q on Λ ⊗ R such that Q|ker(g) is negative definite, and
Q(v(E)) ≥ 0, for any object E ∈ P(φ).
Remark 2.3. If we require m(E) to be strictly positive in (a), then the pair (P, Z) is called
a stability condition. By [Bri08, Lemma 2.2], there is a S1 action on the space of stability
conditions. Specifically, for any element eiθ ∈ S1, eiθ ·(Z,P) = (Z ′,P ′) by setting Z ′ = eiθZ
and P ′(φ) = P(φ− θ).
There is an equivalent way of defining a stability condition, which will be more frequently
used in this paper. Firstly, we need to define what is a (weak) stability function Z on an
abelian category A.
Definition 2.4. Let A be an abelian category. We call a group homomorphism Z :
K(A) → C a weak stability function on A if, for E ∈ A, we have Im(Z(E)) ≥ 0,with
Im(Z(E)) = 0 =⇒ Re(Z(E)) ≤ 0. If moreover, for E 6= 0, Im(Z(E)) = 0 =⇒
Re(Z(E)) < 0, we say that Z is a stability function.
Definition 2.5. A weak stability condition on D is a pair σ = (A, Z) consisting of the
heart of a bounded t-structure A ⊂ D and a weak stability function Z : K(A) → C such
that (a) and (b) below are satisfied:
(a) (HN-filtration) The function Z allow us to define a slope for any object E in the
heart A by
µσ(E) :=
{
− Re(Z(E))
Im(Z(E)) if Im(Z(E)) > 0,
+∞ otherwise.
The slope function gives a notion of stability: An nonzero object E ∈ A is σ semi-stable
if for every proper subobject F , we have µσ(F ) ≤ µσ(E).
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We require any object E of A to have a Harder-Narasimhan filtration in σ semi-stable
ones, i.e., there exists a unique filtration
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Em−1 ⊂ Em = E
such that Ei/Ei−1 is σ semi-stable and µσ(Ei/Ei−1) > µσ(Ei+1/Ei) for any 1 ≤ i ≤ m.
(b) (Support property) Equivalently as in Definition 2.2, the central charge Z factors as
K(D)
v
−→ Λ
g
−→ C. And there exists a quadratic form Q on ΛR such that Q|ker(g) is negative
definite and Q(v(E)) ≥ 0 for any σ semi-stable object E ∈ A.
Remark 2.6. Similarly, we call (A, Z) a stability condition if Z is a stability function on A.
If Z has discrete image in C, and A is Noetherian, then condition (a) is satisfied auto-
matically.
There is an important operation called tilting with respect to a torsion pair, which is
very useful for constructing stability conditions.
Definition 2.7. A torsion pair in an abelian category A is a pair of full subcategories
(T ,F) of A which satisfy HomA(T, F ) = 0 for T ∈ T and F ∈ F , and such that every
object E ∈ A fits into a short exact sequence
0→ T → E → F → 0
for some pair of objects T ∈ T and F ∈ F .
Remark 2.8. In this paper, most torsion pairs are coming from weak stability conditions
σ = (A, Z). In fact, let
T = {E ∈ A | µσ,min(E) > 0} and F = {E ∈ A | µσ,max(E) ≤ 0}
be a pair of full subcategories, where µσ,min(E) is the slope of the last HN-factor of E and
µσ,max(E) is the slope of the first HN-factor of E. It is easy to see this is a torsion pair.
Lemma 2.9 ([HRS96, Proposition 2.1]). Suppose A is the heart of a bounded t-structure
on a triangulated category D, (T ,F) is a torsion pair in A. Then A# = 〈T ,F [1]〉 is a
heart of a bounded t-structure on D.
In this paper, we are interested in the case when D is the bounded derived category of
coherent sheaves on an algebraic variety X or an admissible component of it. From now
on, X will be a smooth projective variety over an algebraically closed field k, and D(X)
will be the bounded derived category of coherent sheaves on X.
3. Sheaf of t-structures and polynomial functions
Suppose there exists a stability condition (A, Z) on D(X), where we assume A is Noe-
therian, and the image of Z is discrete.
Let S be a quasi-projective variety of finite type, and O(1) be an ample line bundle on
S. Abramovich and Polishchuk defined a sheaf of t-structure and a global heart AS for
D(X × S) in their papers [AP06] and [Pol07], which have the beautiful properties listed
below.
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(1) It is independent of the choice of ample line bundle.
(2) If S is projective, then
AS = {E ∈ D(X × S) | p∗(E ⊗ q
∗(O(n))) ∈ A},
where p, q are projections from X × S to X and S respectively.
(3) The functor p∗ : D(X)→ D(X ×S) is t-exact, where p is the projection from X ×S
to X.
(4) For every closed immersion iT : T −֒→ S the functor iT∗ : D(X × T )→ D(X × S) is
t-exact. i∗T is t-right exact.
(5) The heart AS is Noetherian.
We also need some definitions in [AP06].
Definition 3.1. We call an object E ∈ AS to be S-torsion if it is the push forward of an
object E′ ∈ D(X × T ) for some closed subscheme T ⊂ S.
An object E ∈ AS is torsion free with respect to a closed subscheme T if it contains no
nonzero torsion subobject supported on T .
E is torsion free if it contains no torsion subobject, i.e., it is torsion free with respect to
any closed subscheme in S.
Definition 3.2. E ∈ AS is called t-flat if Es ∈ A for arbitrary closed point s ∈ S.
In the construction of the global heart AS , the most important case is when S is P
r. In
the paper [AP06], Abramovich and Polishchuk use Koszul complex to decomposeD(X×Pr)
and construct a global t-structure on it. The Koszul complex can be expressed as follows
0→ OPr → Λ
rV ⊗OPr(1)→ · · · → V ⊗OPr(r)→ OPr(r + 1)→ 0,
where V = H0(Pr,OPr (1)). It is not only useful in decomposing derived categories, it is
also numerically interesting. Indeed, since the dimensions of ΛiV are binomial coefficients,
Koszul complex implies a polynomial structure of Z(p∗(E ⊗ q
∗(O(n))) for any E ∈ APr .
Motivated by this observation, we are able to construct a global weak stability condition
on D(X × S) for any projective variety S of finite type.
Theorem 3.3. For any smooth projective variety S of finite dimension r, we can define
(AS , ZS) as below.
AS = {E ∈ D(X × S) | p∗(E ⊗ q
∗(O(n))) ∈ A}
ZS(E) = lim
n→+∞
Z(p∗(E ⊗ q
∗(O(n)))r!
nrvol(O(1))
where vol(O(1)) is the volume of O(1). Then this pair is a weak stability condition on
D(X × S).
Proof. It is easy to see that (AS , ZS) will not change if we change O(1) to O(N) for
N ∈ N>0, so we can assume that O(1) is very ample.
The definition of AS is just taken from [Pol07]. We need to prove that ZS we defined is
a weak stability function on AS .
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Suppose E ∈ AS, let us denote that LE(n) := Z(p∗(E ⊗ q
∗(O(n))), we claim that it is
a polynomial of degree no more than r, and its leading coefficient lies in H∪R≤0. We will
prove it by induction on r. When r = 0, the claim is obvious.
Now we assume the claim is true for r ≤ i − 1, then prove it for r = i. Because k
is algebraically closed, we can take a general smooth divisor H ∈ |O(1)|. Since AS is
Noetherian, we have the following exact sequence as in [AP06, Corollary 3.1.3]
0→ F → E → E¯ → 0,
where F is the maximal torsion subobject of E supported over H, and E¯ is H-torsion
free. By induction, LF (n) is a polynomial of degree strictly less than i. Therefore, we can
assume E is torsion free with respect to H.
By the sequence below
0→ O(n− 1)→ O(n)→ O(n)|H → 0
we have the following exact sequence by flatness of q
0→ q∗O(n− 1)→ q∗O(n)→ q∗O(n)|H → 0
which gives us a triangle
p∗(E ⊗ q
∗O(n))→ p∗(E ⊗ q
∗O(n+ 1))→ p∗(E ⊗ q
∗c∗c
∗O(n+ 1))
[1]
−→ p∗(E ⊗ q
∗O(n))[1]
where c : H → S is the natural inclusion, and we have the following commutative diagram.
H ×X S ×X
H S
c×id
q|H q
c
By derived flat base change and projection formula (see [Huy06]), we know that p∗(E⊗
q∗c∗c
∗O(n+1)) = p∗(E⊗(c× id)∗q|
∗
Hc
∗O(n+1)) = p∗(c× id)∗((c× id)
∗E⊗q|∗Hc
∗O(n+1)).
Since E is H-torsion free, by [AP06, Corollary 3.1.3], we have (c× id)∗E ∈ AH .
Therefore, this triangle is a short exact sequence in A for n sufficiently large. We get
LE(n) − LE(n − 1) = LE|H (n − 1). By induction, LE|H (n) is a polynomial of degree not
bigger than i − 1, so the degree of LE(n) is not bigger than i. The leading coefficient of
LE|H (n) is an integral multiple of the leading coefficient of LE(n), therefore, they both lie
in H ∪ R≤0 by induction. So we proved that ZS is a weak stability function.
Now for HN-filtration, we know that AS is Noetherian by our assumption and [Pol07,
Theorem 3.3.6]. Then it suffices to prove that the image of ZS is discrete. This can be done
similarly by induction on the dimension on S. When dim(S) = 0, it is our assumption
that image of Z is discrete. From the equation LE(n)− LE(n− 1) = LE|H(n − 1), we get
ZS(E) = ZH(E|H ), hence the inductive step holds. Therefore, (AS , ZS) is a weak stability
condition.

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Remark 3.4. The proof and definition of the weak stability function is similar to the way
we define the Hilbert polynomial and take its leading exponential coefficient. For instance,
if we take X = Spec(C), A is the category of C-vector spaces and Z(V ) = i · dim(V ) for
any finite dimensional C vector space. Then, the heart is the category of coherent sheaves
on S, and LE(n) = i ·HilbE(n).
The construction of weak stability conditions can be generalized to the case when S is a
quasi-projective variety of finite type, but we will not use the quasi-projective case in this
paper.
Corollary 3.5. Let S be a smooth projective variety of finite type.
(a). If E = p∗F ⊗ q∗L, where F ∈ A and L is an arbitrary line bundle over S, then
ZS(E) = Z(F ). ZS is independent of the choice of ample line bundle O(1).
(b). If E ∈ AS and {s ∈ S|i
∗
sE ∈ A and i
∗
sE 6= 0} contains an open dense subset in S,
where is : X × {s} → X × S is the natural inclusion, then ZS(E) 6= 0.
Proof. We deal with the untwisted case E = p∗F first.
ZS(p
∗F ) = lim
n→+∞
Z(p∗(p
∗F ⊗ q∗(O(n))))r!
nrvol(O(1))
= lim
n→+∞
Z(F ⊗H0(S,O(n)))r!
nrvol(O(1))
= lim
n→+∞
Z(F )V ol(O(1))
r! n
rr!
nrvol(O(1))
= Z(F )
The first equation comes from projection formula, and the second equation follows from
Asymptotic Riemann-Roch and Serre vanishing (see [Laz04, Corollary 1.1.25]). And it is
easy to see that twisting p∗F by q∗L will not affect this equation, this proves the first half
of (a).
For the independence of ZS on the choice of O(1), we know that line bundles generates
K(D(S)) for S smooth. Hence, the objects in the form of p∗F ⊗ q∗L spans the group
K(D(X × S)). Therefore, ZS is determined by its value on p
∗F ⊗ q∗L. Since ZS(p
∗F ⊗
q∗L) = Z(F ) is independent of the choice of O(1), we proved the independence of ZS on
the choice of O(1).
For (b), similarly as in previous theorem, we have the following sequence
0→ F → E → E¯ → 0,
where F is the maximal torsion subobject of E, and E¯ is torsion free. Then it is easy to
see that {s ∈ S|i∗sE¯ ∈ A and i
∗
sE¯ 6= 0} contains an open dense subset in S. Therefore,
we can assume E is torsion free. Since ZS is independent of the choice of the ample line
bundle, we can choose O(1) to be globally generated. Then because of the smoothness of
S we are able to find a smooth divisor D in the linear system |O(1)| such that D ∩ {s ∈
S|i∗sE ∈ A and i
∗
sE 6= 0} is open and dense in D. Then since E is torsion free, we have
i∗DE ∈ AD, and we know that the leading coefficient of LE(n) is the leading coefficient of
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LE|D(n) times a nonzero constant (the constant is the reciprocal of dimension of S, which
implies ZS(E) = ZD(E|D)). This finishes the proof by induction. 
Remark 3.6. Though ZS is independent of the choice of ample line bundle O(1), LE(n) is
definitely dependent of the choice of ample line bundle O(1). We suppress this dependence
in our notation for simplicity.
From the polynomial LE(n), we have two ways to define a slope of an object E ∈ AS.
(1). The first one only cares about ZS(E). We define µ1(E) in the following way.
µ1(E) :=
{
− Re(ZS(E))
Im(ZS(E))
if Im(ZS(E)) > 0,
+∞ otherwise.
(2). The second one is the slope of the first nonzero coefficient of LE(n).
µ2(E) :=


− lim
n→+∞
Re(LE(n))
Im(LE(n))
if it is well defined,
+∞ otherwise.
We use
ψ(E) =
−cot−1(µ2(E))
π
to denote the phase of E. Then 0 < ψ(E) ≤ 1 for E ∈ AS .
Remark 3.7. In the second case, unlike the usual slope function, any subobjects have smaller
or equal slope is not equivalent to that any quotient objects have bigger or equal slope.
Therefore, we define E to be semi-stable with respect to µ2, if for any subobject F ⊂ E,
we have µ2(F ) ≤ µ2(E) and for any quotient objects G of E, we have µ2(G) ≥ µ2(E).
The semi-stability with respect to µ2 is closely related to the slicing constructed in
[BM14a].
More specifically, given a stability condition σ = (Z,P) on D(X) and a phase φ ∈ R,
then we have its associated t-structure P(> φ) = D≤−1, P(≤ φ) = D≥0. By Abramovich
and Polishchuk’s construction, we get PS(> φ), PS(≤ φ) as t-structure on D(X×S). Then
we have the following lemma in [BM14a].
Lemma 3.8 ([BM14a, Lemma 4.6]). Assume σ = (Z,P) is a stability condition as in our
setup, and PS(> φ), PS(≤ φ) defined as above. There is a slicing PS on D
b(X×S) defined
by
PS(φ) = PS(≤ φ) ∩ ∩
ǫ>0
PS(> φ− ǫ).
Lemma 3.9. If E ∈ PS(φ), then ψ(E) = φ.
Proof. By definition of ψ and PS(φ), we have φ ≥ ψ(E) ≥ φ − ǫ for arbitrary ǫ > 0.
Therefore, ψ(E) = φ. 
Then, we have the following proposition.
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Proposition 3.10. Suppose E ∈ AS, then E ∈ PS(φ) if and only if E is semi-stable of
phase φ with respect to µ2.
Proof. If E is semi-stable of phase φ with respect to µ2, then take the HN-filtration of E
with respect to the slicing. We get
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ En−1 ⊂ En = E,
where Ei/Ei−1 ∈ PS(φi) and
φ1 > φ2 > · · · > φn.
Since E is semi-stable with respect to µ2, we get φ1 ≤ φ and φn ≥ φ. Therefore,
E ∈ PS(φ).
If E ∈ PS(φ) and not semistable with respect to µ2. Then suppose we have Q is an
quotient object of E in AS, and ψ(Q) < ψ(E) = φ. Take the HN-filtration of Q with
respect to the slicing, we get
0 = Q0 ⊂ Q1 ⊂ Q2 ⊂ · · · ⊂ Qn−1 ⊂ Qn = Q,
where Qi/Qi−1 ∈ PS(φi). Then we have φn ≤ ψ(Q) < φ by see-saw principle. Therefore
we get a nontrivial morphism E → Q/Qn−1, which contradicts the definition of slicing.
Similarly, we can draw a contradiction for subobject case. 
Corollary 3.11. If E ∈ AS, then E admits HN filtration with respect to µi for i = 1, 2.
Proof. For µ1, this follows from that AS is Noetherian and image of ZS is discrete.
For µ2, it follows from Proposition 3.10. 
Lemma 3.12. If S is a smooth projective variety of finite type and E ∈ AS is t-flat over
S, then ZS(E) = Z(Es) for any point s ∈ S.
Proof. We can prove it by induction on the dimension of S. If the dimension of S is 0,
then the statement is trivial. Now for the inductive step, we use the same argument in
the proof of part (b) in Corollary 3.5. Indeed, for any point s ∈ S, there exists a smooth
divisor D such that s ∈ D, and ZS(E) = ZD(E|D). Hence, Z(Es) = ZD(E|D) = ZS(E) by
induction. 
Proposition 3.13. If S is a smooth projective variety of finite type and E ∈ AS is t-flat,
then (1) implies (2) in the following.
(1) E is semi-stable of phase φ with respect to µ2.
(2) Es ∈ P(φ), for arbitrary s ∈ S.
Proof. If E = 0, the statement is obvious.
Now assume E ∈ AS is a nonzero object and t-flat. Then we can deduce that ZS(E) 6= 0.
Because otherwise we have Z(Es) = 0, which implies Es is the zero object in A for all s ∈ S.
Hence E = 0, contradicts our assumption. Now we have Z(Es) 6= 0 and the phase of Es is
also φ.
On the other hand, E ∈ PS(> φ − ǫ) ∩ PS(≤ 1) for all ǫ > 0. Then since i
∗
s is t-right
exact and E is t-flat, we have Es ∈ P(> φ− ǫ) ∩ P(≤ 1) for all ǫ > 0.
Combing these two facts, we get Es ∈ P(φ).

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Proposition 3.14. If S is a smooth projective variety of finite type, E ∈ AS is semi-stable
with respect to µ1 of phase φ and ZS(E) 6= 0, then there exists a short exact sequence
0→ K → E → Q→ 0
such that K ∈ PS(φ), Q ∈ PS(< φ) and ZS(Q) = 0, where Q could be zero.
Proof. The sequence comes from the HN filtration of E with respect to µ2, or equivalently,
the global slicing PS . Indeed, suppose
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ En−1 ⊂ En = E
is the filtration.
We claim that ZS(Ei/Ei−1) = 0 for all i > 1. Because otherwise there exists i0 > 1 such
that ZS(Ei0/Ei0−1) 6= 0, then µ1(Ei0/Ei0−1) = µ2(Ei0/Ei0−1) and E1 will destabilize E
with respect to µ1 by see-saw principle of ZS. Therefore, ZS(E1) = ZS(E) 6= 0.
Then the sequence 0→ E1 → E → E/E1 → 0 is the sequence we need. 
Example 3.15. If we take X = S = P1 and σ = (CohX,Z), where Z(E) = − deg(E) +
i · rk(E). Then the ideal sheaf I of a point (x0, s0) in P
1 × P1 is an example that is
semi-stable with respect to µ1 but not semi-stable with respect to µ2. This is because Is is
semi-stable for every s ∈ S except s0 ∈ S. And the sequence in Proposition 3.14 is
0→ O(0,−1)→ I → O(−1)|s0 → 0.
One can check that O(0,−1) is of phase 12 , O(−1)|s0 is torsion and of phase
1
4 .
4. Existence of stability conditions
In this section, let us consider the case when S is a smooth projective curve. Then the
polynomial LE(n) become a linear polynomial, one can write the linear polynomial in the
form
LE(n) := a(E)n + b(E) + i(c(E)n + d(E)),
where a, b, c, d are linear maps from K(AS) to R.
By Theorem 3.3, we know that a+ ic is a weak stability function on AS, and LE(n) will
lie in H ∪ R<0 for nonzero object E ∈ AS and n ≫ 0. By this observation, we have the
following lemma.
Lemma 4.1. For E ∈ AS, we have the following inequalities.
(i) c(E) ≥ 0.
(ii) If c(E) = 0, then d(E) ≥ 0 and a(E) ≤ 0.
(iii) If c(E) = a(E) = d(E) = 0, then b(E) < 0.
Proof. This follows easily from the observation and the definition of weak stability function.

Now we can restate the Positivity Lemma from [BM14b, Lemma 3.3] in terms of a, b, c, d.
Lemma 4.2 (Restatement of Positivity Lemma). If E ∈ AS is t-flat and Es is semi-stable
for any point s ∈ S, then b(E)c(E) − a(E)d(E) ≥ 0.
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Proof. It is easy to see that Es is of slope
−a(E)
c(E) for any point s ∈ S from Lemma 3.12.
Now we rotate σ = (A, Z) by angle θ to make Es of phase 1. Since Es is in the rotated
global heart eiθ ·A, then E is in the corresponding global heart eiθ ·AS by [AP06, Corollary
3.3.3]. Therefore, Im(eiθLE(n)) ≥ 0 for n >> 0.
This means that if
eiθ(a(E) + ic(E)) = −
»
a(E)2 + c(E)2,
then
Im(eiθ(b(E) + id(E))) ≥ 0.
This implies
Im(ic(E) − a(E))(b(E) + id(E)) ≥ 0,
which is equivalent to b(E)c(E) − a(E)d(E) ≥ 0.

Combing Positivity Lemma with Proposition 3.14, we get the following lemma.
Lemma 4.3. If E ∈ AS is semi-stable with respect to µ1, then b(E)c(E)− a(E)d(E) ≥ 0.
Proof. If c(E) = 0, then the inequality follows from Lemma 4.1.
Now, we assume c(E) > 0. By Proposition 3.14, we have a short exact sequence
0→ K → E → Q→ 0
such that K ∈ PS(φ), ZS(Q) = 0 and Q ∈ PS(< φ). A torsion subobject of K would
destabilize E with respect to µ1, so K is torsion free. Hence K is t-flat by [AP06, Corollary
3.1.3]. By Proposition 3.13, we can apply Lemma 4.2 on K. Moreover, since ZS(Q) = 0
and Q ∈ PS(< φ), we have
a(E) = a(K), c(E) = c(K)
and
−b(Q)
d(Q)
<
−a(K)
c(K)
if Q is nonzero. Therefore,
b(E)c(E) − a(E)d(E) = b(K)c(K)− a(K)d(K) + b(Q)c(K)− a(K)d(Q) ≥ 0.

For the simplicity of our statements and arguments, we introduce the following definition.
Definition 4.4. If (A, Z) is a stability condition, and the image of Z lies in Q ⊕ Qi, we
call (A, Z) a rational stability condition. We use RStab(X) to denote the set of rational
stability conditions on D(X).
Remark 4.5. By [AP06, Proposition 5.0.1], we know the heart A of a rational stability
condition is Noetherian. And in this case, the images of a, b, c, d are rational. We focus on
the rational stability conditions just for the simplicity of statements and arguments. All
results and proofs in the rest of this paper can be easily adapted to the stability conditions
whose central charge have discrete image.
12 YUCHENG LIU
Now we assume that σ = (A, Z) is a rational stability condition. Then for any posi-
tive rational number t, we can define the following slope function, coming from the weak
stability function Zt(E) = a(E)t− d(E) + ic(E)t.
νt(E) =
{
−a(E)t+d(E)
c(E)t if c(E) 6= 0,
+∞ otherwise.
By part (i) and (ii) of Lemma 4.1, we know that Zt is a weak stability function on AS .
Since t is a fixed positive rational number, the pair σt = (AS , Zt) admits HN property
because of the facts that AS is Noetherian and Zt is discrete. Then AS can be decomposed
into two parts, torsion part T = {E ∈ AS | νt,min(E) > 0} and torsion free part F = {E ∈
AS | νt,max(E) ≤ 0}. Now, we can apply tilting method on this heart to get a new heart
AtS = 〈T ,F [1]〉.
Proposition 4.6. For arbitrary s, t ∈ R>0, Z
s,t
S (E) = c(E)s+ b(E) + i(−a(E)t+ d(E)) is
a stability function on AtS.
Proof. It is easy to see that −a(E)t+d(E) ≥ 0 for E ∈ AtS from the definition of A
t
S. Now
we need to prove that if −a(E)t + d(E) = 0, then c(E)s + b(E) < 0 for nonzero E ∈ AtS .
We have the following short exact sequence
0→ F [1]→ E → T → 0
where F ∈ F , T ∈ T . Therefore, we have to deal with the following two cases.
Firstly, if −a(T )t + d(T ) = 0. By definition of T , we have c(T ) = 0 and νt(E) = +∞.
Therefore, in this case −a(E)t + d(E) = 0 is equivalent to a(E) = d(E) = 0 by Lemma
4.1, which also implies b(E) < 0.
Now we deal with F . By definition of F , we know that c(F ) > 0 if F is nonzero. Then
F ∈ F and −a(F )t+ d(F ) = 0 implies that F is semi-stable with respect to σt. Therefore,
it suffices to prove c(F )s + b(F ) > 0 in this case.
Take
0 = F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fl−1 ⊂ Fl = F
as the HN filtration of F with respect to µ1. We let Qk = Fk/Fk−1 be the k-th HN factor
of F , for 1 ≤ k ≤ l. We have
(1)
−a(Qk)
c(Qk)
>
−a(Qk+1)
c(Qk+1)
by the property of HN filtration. If c(Q1) = 0, then F1 will destabilize F with respect to
νt. Hence c(Q1) > 0, which implies c(Qk) > 0 for 1 ≤ k ≤ l. Moreover, c(Qk) > 0 and
Qk is semi-stable with respect to µ1 implies Qk is torsion free, which is equivalent to being
t-flat since S is a curve. Applying Lemma 4.3, we get
(2) b(Qk)c(Qk) ≥ a(Qk)d(Qk)
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for 1 ≤ k ≤ l. The last piece of data is that F is semi-stable of slope 0 with respect to νt.
We have
(3)
Σjk=1(−a(Qk)t+ d(Qk))
Σjk=1c(Qk)t
≤ 0 ≤
Σlk=j(−a(Qk)t+ d(Qk))
Σlk=jc(Qk)t
for any 1 ≤ j ≤ l.
Using (1), (2) and (3), we are able to prove the following inequality.
b(F ) = Σlk=1b(Qk) ≥ Σ
l
k=1
a(Qk)d(Qk)
c(Qk)
=
a(Ql)
c(Ql)
d(F )− Σl−1j=1Σ
j
k=1d(Qk)(
a(Qj+1)
c(Qj+1)
−
a(Qj)
c(Qj)
)
≥
a(Ql)
c(Ql)
a(F )t− Σl−1j=1Σ
j
k=1a(Qk)t(
a(Qj+1)
c(Qj+1)
−
a(Qj)
c(Qj)
)
= Σlk=1
ta(Qk)
2
c(Qk)
≥ 0
The first inequality is from (2) and the fact c(Qk) > 0, the second equality is Abel’s
summation formula. The second inequality comes from (1) and the left side of (3). The
last equality is Abel’s summation formula.
Therefore c(F )s + b(F ) > 0 for s ∈ R>0. The proof is complete. 
Remark 4.7. We can also put positive coefficients in front of b and d, but this can be
induced by the action of G˜L
+
(2,R), so this makes no essential difference.
Theorem 4.8. If (A, Z) is a rational stability condition on D(X), then the pair σs,t =
(AtS , Z
s,t
S ) is a rational stability condition on D(X × S) for s, t ∈ Q>0.
Proof. Firstly, we need to prove that AtS is Noetherian. The idea of the proof is essentially
the same as in [PT19]. Readers should consult [PT19, Section 2.3] for details.
Suppose there exists an object E ∈ AtS and an infinite sequence of surjections
E ։ E1 ։ E2 ։ · · · .
Since a, d are discrete and Im(Zs,tS (F )) ≥ 0 for any F ∈ A
t
S, we may assume Im(Z
s,t
S (Ei)) =
Im(Zs,tS (E)) for all i. Then consider the following short exact sequences in A
t
S
0→ Fi → E → Ei → 0.
We have Im(Zs,tS (Fi)) = 0 by assumption. And by the Noetherianity of AS, we can
assume that H0AS (E) = H
0
AS
(Ei) and H
−1
AS
(Fi) is independent of i. By setting V =
H−1AS (E)/H
−1
AS
(Fi), we have the following short exact sequence in AS
0→ V →H−1AS (Ei)→H
0
AS (Fi)→ 0.
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Then we look at the short exact sequences
0→ Fi → Fj → Fij → 0, for i < j.
Since H0AS (Fi),H
0
AS
(Fij) ∈ T and
Im(Zs,tS (H
0
AS
(Fi))) = Im(Z
s,t
S (H
0
AS
(Fij))) = 0,
by the proof of Theorem 4.6, we get
a(H0AS (Fi)) = c(H
0
AS (Fi)) = d(H
0
AS (Fi)) = 0
and
a(H0AS (Fij)) = c(H
0
AS (Fij)) = d(H
0
AS (Fij)).
Hence, we have
c(H−1AS (Fij)) = c(H
−1
AS
(Fj))− c(H
−1
AS
(Fi)) = 0,
and H−1AS (Fij) ∈ F . Then from the definition of F we know that H
−1
AS
(Fij) = 0. Therefore,
we have
H0AS(F1) ⊂ H
0
AS
(F2) · · · ,
which gives us an infinite filtration in F
H−1AS (E1) ⊂ H
−1
AS
(E2) · · ·
where H−1AS (Ej)/H
−1
AS
(Ei) = H
0
AS
(Fij).
Therefore, by Lemma 4.1, we know that b(H0AS (Fij)) < 0 if H
0
AS
(Fij) 6= 0. Hence
b(H−1AS (Ej)) < b(H
−1
AS
(Ei)) for any i < j if H
0
AS
(Fij) 6= 0, which is equivalent to Fij 6= 0.
Let us use Qi to denote H
−1
AS
(Ei). As in the proof of [PT19, Lemma 2.15], we can assume
Q1 is semi-stable with respect to σt by induction on the number of HN factors of Q1. Hence
by [PT19, Sublemma 2.16], Qi is semi-stable with respect to σt for all i. Then by Lemma
5.3, we know that
b(Qi)c(Qi)− a(Qi)d(Qi) ≥ 0,
where a, d, c are constant on Qi and b decreases as i grows. Since b is discrete, the inequal-
ities hold for all i only if b(Qi) = b(Qi+1) for i ≫ 0, or c(Qi) = 0. The first case implies
Fij = 0 for i sufficiently large, the second case combining the fact Qi ∈ F force Qi = 0. In
either case, the filtration terminates after finite steps.
By Lemma 5.6, we also have the support property.

Remark 4.9. In fact, our construction also works with analogue proofs for stability condi-
tions on Kuznetsov components; please see [BLMS17] and [BLM+19].
We conclude this section by providing a lemma, which might be useful in characterizing
geometric stability conditions.
Lemma 4.10. Suppose E is an object in AS. If a(E) = c(E) = d(E) = 0 and b(E) is
minimal in the image of the real part of Z. Then E is a simple object in AtS.
STABILITY CONDITIONS ON PRODUCT VARIETIES 15
Proof. Since c(E) = 0, we have E ∈ T , hence E ∈ AtS. Suppose we have a short exact
sequence
0→ K → E → Q→ 0
in AtS. Then taking cohomology with respect to AS gives us an exact sequence
0→H−1AS (Q)→H
0
AS (K)→ E →H
0
AS (Q)→ 0
in AS. By assumption we know that a(E) = c(E) = d(E) = a(H
0
AS
(Q)) = c(H0AS (Q)) =
d(H0AS (Q)) = 0, hence H
−1
AS
(Q) and H0AS (K) are of the same slope with respect to µt.
This contradicts the definition of T and F unless H−1AS(Q) = 0. Therefore, we have the
following short exact sequence
0→H0AS (K)→ E → H
0
AS(Q)→ 0
in T . Since b(E) is minimal, we know that either K or Q must be zero. 
5. large volume limit and support property
Now, suppose we have a rational stability condition σ = (A, Z) on D(X). By Definition
2.2, Z can be factored as K(A) = K(D)
v
−→ Λ
g
−→ C. We assume σ satisfy the support
property with respect to the quadratic form Q on Λ⊗ R.
There is an equivalent definition of support property.
Definition 5.1 ([KS08, Section 1.2]). Pick a norm ‖ ‖ on Λ⊗R. The stability condition σ
satisfy the support property if there exists a constant C > 0 such that for all σ-semistable
objects 0 6= E ∈ D(X), we have
‖v(E)‖ ≤ C|Z(E)|.
Then the quadratic form Q can be written as Q(w) := C2|Z(w)|2 − ‖w‖2.
From the definition of Zs,tS , we know that Z
s,t
S is factored as
K(AS)
(v1,v2)
−−−−→ Λ⊕ Λ
(sIm(g)−itRe(g),g)T
−−−−−−−−−−−−−→ C,
where v1(E) = v(p∗(E ⊗ q
∗O(n)))− v(p∗(E ⊗ q
∗O(n− 1))), v2(E) = v(p∗(E)), Im(g) and
Re(g) are the imaginary part and real part of g : Λ→ C respectively. And Im(g) ◦ v1 = c,
Re(g) ◦ v1 = a, Im(g) ◦ v2 = d, Re(g) ◦ v2 = b.
Definition 5.2. We call w ∈ Λ a semi-stable vector if w = v(E) for some semi-stable
object E ∈ A.
Lemma 5.3. If E ∈ AS is semi-stable with respect to µ1, then v1(E) is a semi-stable
vector.
Proof. We can take the short exact sequence
0→ F → E → E¯ → 0
where F is the maximal torsion subobject of E, E¯ is torsion free hence t-flat. It is easy to
see that v1(E) = v1(E¯). Therefore, we can assume E is t-flat.
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Now we consider the short exact sequence in Proposition 3.14
0→ K → E → Q→ 0.
Here Q is torsion and K is torsion free since E is torsion free, hence K is t-flat and semi-
stable with respect to µ2. By Proposition 3.13, K is fiberwisely semi-stable. Therefore, it
is easy to see v1(E) = v1(K) is a semi-stable vector.

Lemma 5.4. If E ∈ AS is semi-stable with respect to the weak stability condition σt =
(AS , Zt) for a fixed t ∈ Q>0, then
b(E)c(E) − a(E)d(E) + ηQ(v1(E)) ≥ 0
for 0 ≤ η ≤ t
C2
.
Proof. If c(E) = 0, then b(E)c(E) − a(E)d(E) ≥ 0 by Lemma 4.1 and Q(v1(E)) ≥ 0 by
last lemma. Therefore, the statement is true in this case.
Now, we assume c(E) > 0, we take the HN filtration
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ El−1 ⊂ El = E,
and use Qk to denote Ek/Ek−1 for 1 ≤ k ≤ l. Then we have the same inequalities (1) and
(2) as in the proof of Theorem 4.6, and we have the following inequalities
(4)
Σjk=1(−a(Qk)t+ d(Qk))
Σjk=1c(Qk)t
≤
−a(E)t+ d(E)
c(E)t
≤
Σlk=j(−a(Qk)t+ d(Qk))
Σlk=jc(Qk)t
.
We have c(Qk) > 0 by same reason in the proof of Theorem 4.6. And similarly we get
b(E) ≥ Σlk=1
a(Qk)d(Qk)
c(Qk)
=
a(Ql)
c(Ql)
d(F )− Σl−1j=1Σ
j
k=1d(Qk)(
a(Qj+1)
c(Qj+1)
−
a(Qj)
c(Qj)
)
≥
a(Ql)
c(Ql)
d(F )− Σl−1j=1(Σ
j
k=1
−a(E)t+ d(E)
c(E)
c(Qk) + Σ
j
k=1a(Qk)t)(
a(Qj+1)
c(Qj+1)
−
a(Qj)
c(Qj)
)
= Σlk=1
a(Qk)
c(Qk)
(
−a(E)t+ d(E)
c(E)
c(Qk) + a(Qk)t)
= a(E)
−a(E)t + d(E)
c(E)
+ Σlk=1
a(Qk)
2t
c(Qk)
Therefore, we have
b(E)c(E) − a(E)d(E) ≥ Σlk=1c(Qk)Σ
l
k=1
a(Qk)
2t
c(Qk)
− a(E)2t
= tΣ1≤i<j≤l(
a(Qi)»
c(Qi)
»
c(Qj)−
a(Qj)»
c(Qj)
»
c(Qi))
2.
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On the other hand, let wi := v1(Qi). Then Q(v1(E)) = Q(Σ
l
i=1wi) = Σ
l
i=1Q(wi) +
2Σ1≤i<j≤lQ(wi, wj). By Lemma 5.3, we know that Q(wi) ≥ 0. Therefore, it suffices to
prove that
t(
a(Qi)»
c(Qi)
»
c(Qj)−
a(Qj)»
c(Qj)
»
c(Qi))
2 + 2ηQ(wi, wj) ≥ 0
for 0 ≤ η ≤ t
C2
and arbitrary 1 ≤ i < j ≤ l.
We have
2Q(wi, wj) = Q(wi + wj)−Q(wi)−Q(wj)
= C2|Z(Qi) + Z(Qj)|
2 − ‖wi + wj‖
2 − C2|Z(Qi)|
2 + ‖wi‖
2 − C2|Z(Qj)|
2 + ‖wj‖
2
= C2((a(Qi) + a(Qj))
2 + (c(Qi) + c(Qj))
2)− a(Qi)
2 − c(Qi)
2 − a(Qj)
2 − c(Qj)
2)
− ‖wi + wj‖
2 + ‖wi‖
2 + ‖wj‖
2
≥ 2C2(a(Qi)a(Qj) + c(Qi)c(Qj))− 2‖wi‖‖wj‖
≥ 2C2(a(Qi)a(Qj) + c(Qi)c(Qj)−
»
a(Qi)2 + c(Qi)2
»
a(Qj)2 + c(Qj)2)
The first inequality is from Cauchy-Schwarz inequality. The second inequality comes from
the definition of support property. Hence, it suffices to prove that
t(
a(Qi)»
c(Qi)
»
c(Qj)−
a(Qj)»
c(Qj)
»
c(Qi))
2
≥ 2ηC2(
»
a(Qi)2 + c(Qi)2
»
a(Qj)2 + c(Qj)2 − a(Qi)a(Qj)− c(Qi)c(Qj))
By Cauchy’s inequality, the right hand side is nonnegative. Hence, it is enough to prove
the inequality for η = t
C2
. In this case, the inequality is equivalent to
a(Qi)
2
c(Qi)
c(Qj) +
a(Qj)
2
c(Qj)
c(Qi) + 2c(Qi)c(Qj)
≥ 2
»
a(Qi)2 + c(Qi)2
»
a(Qj)2 + c(Qj)2
which becomes trivial if we divide both sides by c(Qi)c(Qj). Therefore, the lemma is
proved. 
Now, we consider the stability conditions σs,t = (A
t
S, Z
s,t
S ).
Lemma 5.5. If t is a fixed positive rational number and E ∈ AtS is semi-stable with respect
to σs,t = (A
t
S , Z
s,t
S ) for all s sufficiently large. Then b(E)c(E)−a(E)d(E)+ηQ(v1(E)) ≥ 0
for 0 ≤ η ≤ t
C2
.
Proof. We have the following short exact sequence of E
0→ F [1]→ E → T → 0
where F ∈ F , T ∈ T . We claim that one of the following case is true.
(i) F = 0, and T is semi-stable with respect to σt.
(ii) c(T ) = a(T ) = d(T ) = 0, and F is semi-stable with respect to σt.
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The proof of the claim is essentially the same as in [BMS16, Lemma 8.9]. We sketch the
proof for reader’s convenience.
If F = 0, it is easy to see T is semi-stable with respect to σt. Therefore, the inequality
holds by Lemma 5.4.
Now we can assume F 6= 0. Since E is semi-stable with respect to σs,t = (A
t
S , Z
s,t
s ) for
t sufficiently large. We have
c(F )s + b(F )
a(F )t− d(F )
≤
(c(F ) − c(T ))s + b(F )− b(T )
(−a(T ) + a(F ))t + d(T )− d(F )
for t sufficiently large.
But we have
(−a(T ) + a(F ))t+ d(T )− d(F ) ≥ a(F )t− d(F ) ≥ 0,
and c(F ) > 0, c(T ) ≥ 0. As a consequence, the inequality can hold if only if c(T ) = a(T ) =
d(T ) = 0, which implies that T is a torsion object, hence v1(T ) = 0. In this case, it is easy
to see F is semi-stable with respect to σt.
Then
b(E)c(E) − a(E)d(E) = (b(T )− b(F ))(−c(F )) − (−a(F ))(−d(F ))
= −b(T )c(F ) + b(F )c(F ) − a(F )d(F )
≥ b(F )c(F ) − a(F )d(F )
and Q(v1(E)) = Q(v1(F )) because v1(T ) = 0. Hence, the inequality follows from Lemma
5.4. 
Lemma 5.6. If E ∈ AtS is semi-stable with respect to σs,t = (A
t
S , Z
s,t
S ) for fixed s, t ∈ Q>0.
Then
b(E)c(E) − a(E)d(E) + ηQ(v1(E)) ≥ 0
for any 0 ≤ η ≤ min{s,t}
C2
.
Proof. The idea of this proof is essentially from [BMS16, Lemma 8.8]. We first prove that
the kernel of Zs,tS is negative semi-definite with respect to
bc− ad+ ηQ
for 0 ≤ η ≤ min{s,t}
C2
.
If Zs,tS (E) = 0, we have
b(E)c(E) − a(E)d(E) + ηQ(v1(E)) = −sc(E)
2 − ta(E)2 + ηQ(v1(E))
≤ −sc(E)2 − ta(E)2 + ηC2(a(E)2 + c(E)2) ≤ 0
for 0 ≤ η ≤ min{s,t}
C2
.
Since the image of −at+d is discrete, we can prove the lemma by induction on −a(E)t+
d(E) = 0. If −a(E)t + d(E) = 0 or −a(E)t + d(E) is minimal in the image of imaginary
part, then it is easy to see E is semi-stable form sufficiently large. Therefore, the inequality
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holds by Lemma 5.5. Now we assume it is true for objects whose imaginary part is less
than N0 > 0.
Let us fix t to be a positive rational number. Suppose E is semi-stable with respect to
σs0,t for a positive rational number s0 and −a(E)t+d(E) = N0. By [BMS16, Lemma A.6],
we can assume E is stable. If E remains semi-stable with respect to σs,,t, for all s > s0,
then this follows from Lemma 5.5.
Otherwise, suppose E is unstable with respect to σs1,t for a positive rational number s1
bigger than s0. Let
W := {Zs1,tS (F )|0 6= F ⊂ E and µs1,t(F ) > µs1,t(E)}
where µs1,t is the associated slope function of σs1,t. Then by [MS17, Lemma 4.9] and
discreteness of Zs1,tS , we know that W is a finite subset in C.
Now for any element w ∈W , we denote that
Mw := {F | F ⊂ E and Z
s1,t
S (F ) = w}.
Then since Zs0,tS is discrete, we can find Fw ∈ Mw such that
µs0,t(Fw) = max
F∈Mw
µs0,t(F ).
Since a, b, c, d are linear and rational, we can find a positive rational number sw, such
that s0 < sw < s1 and
Zsw,tS (Fw)/Z
sw,t
S (E) ∈ R>0.
Moreover, by the definition of Fw, we know that µsw,t(F ) ≤ µsw,t(E) for all F ∈ Mw.
Therefore, if we take s′ = minw∈W sw, which is also a positive rational number and s0 <
s′ < s1. One can easily check that E is strictly semi-stable with respect to σs′,t. Then
by induction, all its Jordan-Ho¨lder factor (with respect to σs′,t) satisfy the inequality.
Therefore, the inequality holds for E by [BMS16, Lemma A.6].

Remark 5.7. Sometimes we only use the case η = 0, like in the following theorem. The
difference is that when η = 0, the lattice Zn,mS factors through is actually a rank 4 quotient
lattice Λ/ker(g)⊕Λ/ker(g). While for 0 < η < min{s,t}
2C2
, the lattice becomes Λ⊕Λ/ker(g).
Theorem 5.8. We have a map η : RStab(X) × R>0 × R>0 → Stab(X × S), where S is
an integral smooth projective curve. Moreover, the stability conditions in the image satisfy
the support property.
Proof. The image satisfy the support property because of Lemma 5.6.
By Theorem 4.8, we have the map η′ : RStab(X)×Q>0 ×Q>0. We only need to prove
that η′ is continuous at the factor Q>0 × Q>0 for any given rational stability condition
σ ∈ RStab(X).
We look at rational stability conditions σs0,t0 , where s0, t0 ∈ Q>0. We assume that
s0 ≥ t0 (the case s0 < t0 is similar). Then if |s−s0| < sin(
1
10π)t0 and |t− t0| < sin(
1
10π)t0,
we have
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|Zs,tS (E)− Z
s0,t0
S (E)| ≤ sin(
1
10
π)|Zs0,t0S (E)|
for E semi-stable with respect to σs0,t0 . More specifically, by Lemma 5.6, we have
|Zs0,t0S (E)| = (c(E)
2s20 + b(E)
2 + 2s0b(E)c(E) + a(E)
2t20 + d(E)
2 − 2t0a(E)d(E))
1
2
≥ (c(E)2(s20 − (s0 − t0)
2) + a(E)2t20 + d(E)
2 + 2t0(b(E)c(E) − a(E)d(E)))
1
2
≥ (c(E)2t20 + a(E)
2t20)
1
2
And
|Zs,tS (E)− Z
s0,t0
S (E)| = ((t− t0)
2a(E)2 + (s − s0)
2c(E)2)
1
2
≤ sin(
1
10
π)(c(E)2t20 + a(E)
2t20)
1
2 .
Therefore, by [Bri07, Theorem 7.1], we get the map.

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