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Abstract 
Motivation:  Mammalian genomes are highly 
complex. To identify the specific 70-mer 
oligonucleotides of each gene in a mammalian 
gene database is a computation intensive task. 
With the advent of parallel genetic analysis 
methods such as microarrays and the availability 
of more and more whole genome sequences of 
organisms, an algorithm allowing speedy 
prediction of the specific oligonucleotides with a 
neural network will be a very useful tool.  
Result: We present a computational model for 
specific 70-mer oligonucleotides prediction based 
on a Multi-Layer Backpropagation neural network 
using a broad range of input parameters. The 
algorithm was applied to the assemblies of gene 
sequences and was highly efficient for the TIGR 
Rat and S.cerevisiae TC database. The confidence 
can achieve 94.47% with coverage 22.52% in RGI 
test performance and it can achieve 96.00% with 
coverage 79.04% in SCGI test performance. Even 
the confidence of cross-species neural network can 
achieve 95.67% with coverage 93.49%. On the 
other hand, the trained neural network process 
1,000 70-mert oligos that just costs 1.74 seconds. 
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1  Introduction 
DNA microarrays could generate false positive 
data due to cross-hybridization between highly 
similar sequences (Xu et al., 2001, Evertsz et al., 
2001, Modrek and Lee, 2002). Several studies 
have concluded that a threshold of around 70% 
sequence similarity can be used as a reference for 
cross-hybridization prediction (Kane et al., 2000, 
Xu et al., 2001, Hughes et al., 2001). Literature 
data (Hughes et al., 2001) indicate that longer 
oligonucleotides (60-80mer) provide significant 
sensitivity.  
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The algorithm described in this paper predicts 
the 70-mer specific oligos that have less than 70% 
similarity to the non-target sequences in a short 
time. The specific oligos can be applied as 
candidate probes for gene-specific expression 
analysis with minimal cross-hybridization 
problem. 
A popular machine learning approach that 
effectively handles noise and complex 
relationships in a robust way is the artificial neural 
network (Baldi, 1998). Artificial neural networks 
have commonly been used as classifiers. Wu et al. 
have devised a neural network system for the 
automatic classification of protein sequences 
according to super-families (C. Wu, 1992). They 
have also been used to predict antisense oligo 
(Alistair M. Chalk 2002). 
Two of the best-known heuristic algorithms of 
sequence alignment are FASTA and BLAST. In 
this paper, we present a data compilation of 
70-mer oligos with the determined similarity value 
by WU-BLAST (Gish, 1996 - 2004), and apply a 
neural network model to predict oligo specificity. 
The execution time of BLAST is much longer than 
the trained neural network execution time.   
 
2 Database 
In this paper, we used the assembled Rat 
tentative consensus (RGI TC release 11.0) 
database (Quackenbush, 2001) from The TIGR 
Gene Index Databases and applied the algorithm 
to drive the neural network training set. We 
randomly selected 10 TCs from TC41xxxx (Range 
TC410000 ~ TC419999) for training data source 
and 100 TCs from TC42xxxx (Range TC420000 ~ 
TC429999) for test data source. We chose the 
small training set because the neural network 
training needs to learn 10,000 epochs. 
General training set: We randomly selected 
100 “70-mer oligo” at every TC from training data 
source. So the general training set has 1,000 
oligos. 
Average training set: We randomly selected 
500 low-similarity (less than 70% similarity) and 
500 high-similarity (great than 70% similarity) 
“70-mer oligo” from training data source. The 
average training set also has 1,000 oligos. 
Test set: We randomly selected 100 “70-mer 
114  oligo” at every TC from test data source. The test 
set will have 10,000 oligos.    ∑ − = ⋅ f f H 2 log ) (
   
3 Derived parameters as network 
input  
Where  H(.)  is the Shannon entropy of the 
relative frequencies of symbol occurrences { f } in 
the corresponding subsequence (P. Bernaola 
Galvan, 1996; Shannon, 1948). 
We created 6 ~ 12-mer subsequence frequencies 
distributions for the whole RGI TCs then used 
average frequencies for low frequencies threshold 
and a half of average frequencies for very low 
frequencies threshold. The average frequencies are 
presented in Table 1.   
(2) The number of low frequencies sub- 
sequences (less than average frequencies) for 6, 7, 
8, 9, 10, 11, and 12-mer. And the number of very 
low frequencies subsequences (less than half 
average frequencies) for 6, 7, 8, and 9-mer.  Every  l-mer subsequence is encoded by the 
following formula:  (3) The number of unique subsequences 
(frequency is equal to 1) for 10, 11, and 12-mer.     
  (4) The sum of the frequencies of the 
subsequences for 6, 7, 8, 9, 10, 11, and 12-mer.    ∑
=
− × =
l i
i
i c code
, 1
1 4
 
  (5) The similarity value by WU-BLAST (Gish, 
1996-2004). The high sensitivity of similarity is 
requirement in the training set. We apply the 
parameters “word length W = 7, matching score M 
= 1, mismatching score N = -1, no gap, 
significance threshold E = 10” to WU-BLAST. 
Where ci is 0, 1, 2, or 3 for A, C, G or T at the 
i-th base of the sequence segment and l is the 
length of the subsequence. For example, a 
sequence such as ACGT has the numerical code of 
0×4
0＋1×4
1＋2×4
2＋3×4
3 = 228, and l = 4. 
So the training and test set have 23 input 
parameters and one desired output item (similarity 
value from WU-BLAST). 
 
N-mer Average 
frequencies 
Half average 
frequencies
6-mer 18691.71 9345.86 
7-mer 4661.17  2330.59 
8-mer 1162.38 581.19 
9-mer 289.88  144.94 
10-mer 72.31  36.16 
11-mer 18.44  9.22 
12-mer 5.52  2.76 
 
4 Neural  Network 
A simple outline of the operation for neural 
network training and prediction was shown in Fig 
1. We use the Java Object Oriented Neural 
Network (JOONE, 2004) that is an open source 
project. JOONE offers a highly adaptable neural 
network for Java programmers. The JOONE 
project source code is covered by a Lesser GNU 
Public License (LGPL). 
Table 1. The average frequencies   
 
A set of parameters was derived from the 
features contained in the 70-mer-oligo selections, 
including values for 5 groups:   
(1) Shannon’s entropy of the 6-mer and 8-mer 
subsequence frequencies distributions:   
 
5'
TC sequence
70-mer oligos
{X1, X2,…, Xn} 
{X1, X2,…, Xn} 
… 
… 
… 
{X1, X2,…, Xn} 
 
Input parameters derived
from 70-mer oligo
Neural Network
Input Layer
Hidden Layer
Output Layer
Fig 1. Simple outline of the operation for neural network training and prediction 
115Score 
threshold 
Confidence 
(%) 
Coverage 
(%) 
0.80 87.29 96.37 
0.81 87.25 96.52 
0.82 87.23 96.70 
0.83 87.19 96.98 
0.84 87.13 97.25 
0.85 87.04 97.55 
0.86 86.94 97.78 
0.87 86.92 98.03 
0.88 86.88 98.29 
0.89 86.89 98.53 
0.90 86.87 98.89 
0.91 86.78 99.10 
0.92 86.77 99.51 
0.93 86.65 99.71 
0.94 86.52 99.87 
The training function we used is a batch mode 
training algorithm. The training is terminated 
when the number of iterations exceeds the number 
of epochs (10,000) or when the Root Mean- 
Square Error (RMSE) value is less than 0.01. We 
employed the sigmoid layer as both input and 
output layer. Sigmoid function’s output is 
smoothly limited within the range 0 and 1. The 
hidden layer is the logarithmic layer. The behavior 
of logarithmic layer permits to avoid the saturation 
of the processing elements of a layer in presence 
of a lot of input synapses connected, or in 
presence of input values very near to the limits 0 
and 1. 
Logarithmic activation function: 
 
Table 2. Test performance with general training 
set in a 23-14-1 neural network. Training RMSE = 
0.1257.  Sigmoid activation function: 
   
  Score 
threshold 
Confidence 
(%) 
Coverage 
(%) 
0.80 93.40 10.32 
0.81 93.40 12.44 
0.82 94.06 15.38 
0.83 94.38 18.67 
0.84 94.47 22.52 
0.85 94.15 26.26 
0.86 94.16 30.60 
0.87 94.06 35.55 
0.88 93.68 40.12 
0.89 93.48 45.12 
0.90 92.82 50.25 
0.91 92.03 56.02 
0.92 91.46 97.15 
0.93 90.75 99.11 
0.94 89.96 99.83 
 
 
For the current application, the learning rate 
was set to 0.2, with momentum 0.5 at all 
simulations. In present study, a backpropagation 
neural network with one hidden layer was selected. 
The number of hidden layer nodes is selected 
based on the classification performance on 
training data. We trained 4 networks (10, 12, 14 
and 16 hidden layer nodes) at all simulation and 
selected the best performance according to RMSE. 
 
5 Result 
The neural network’s output value can indicate 
the specificity of the tested 70-mer oligo. We 
suppose that an oligo will be the specific oligo 
(similarity less then 70%) if its score from neural 
network’s output is less than “score threshold”. 
Then we calculated the criterions according to the 
blast similarities. 
Table 3. Test performance with average training 
set in a 23-16-1 neural network. Training RMSE = 
0.1082. 
 
We assume that the neural network predicts N 
specific oligos, M predicted oligos are wrong in 
the N oligos, and there are P determined specific 
oligos (similarity less then 70%) by blast. We 
defined two criterions confidence and coverage to 
measure the test performance: 
Test performance with general training set
84%
86%
88%
90%
92%
94%
96%
98%
100%
0.80 0.82 0.84 0.86 0.88 0.90 0.92 0.94 0.96
Score Threshold
confidence
Coverage Confidence = M/N 
Coverage = (N-M)/P 
 
The results are shown in Table 2, Table 3, Fig 1 
and Fig 2. As we can see, the confidence with 
general training set cannot great than 88% but the 
confidence with average training set can achieve 
94.47% with coverage 22.52%. The average 
training set is better in this point of view. 
Fig 2. Test performance with general training set 
 
 
116 Fig  3.  Test performance with average training set 
 
The execution time of blast is much longer than 
the trained neural network execution time. The 
neural network may spend long time to discover 
the elegant network in training stage but it has 
great efficiency in test stage. The blast execution 
time of 1,000 oligos is 2,214.76 seconds. The 
neural network test 1,000 oligos time includes 
input parameters calculation (25.03 seconds) and 
process oligos (1.74 seconds). It is 26.77 seconds 
(1.02% of blast execution time). 
 
6 Discussion 
We considered the general training set has low 
performance because the distribution of randomly 
selected oligos has a bias. According to the test 
performance, using average training set can 
resolve the issue of bias training set and improve 
the performance. 
When considering a multitude of organism 
sequence databases we asked ourselves the 
question: “Can the neural network trained by one 
species apply to another species?” We then used 
the assembled S.cerevisiae tentative consensus 
(SCGI TC release 3.0) database (Quackenbush, 
2001) from The TIGR Gene Index Databases and 
applied the algorithm to drive SCGI training set 
and test set by previous methods. The SCGI 
sequence database has 4,107 TCs and the RGI 
sequence database has 51,916 TCs. So the SCGI 
database is related small and it has higher 
percentage of low similarity oligos than RGI. 
To compare the test performance with different 
species, we use the same test set (SCGI test set) 
and two different trained neural networks. The 
results are shown in Table 4 and Table 5. As we 
can see, the confidence with native network 
(trained by SCGI) can achieve 96.00% with 
coverage 79.04% but the confidence with cross- 
species network can achieve 95.67% with 
coverage 93.49%. The cross-species network is 
good enough to perform prediction. 
We trained the neural network in 10,000 epochs. 
It costs long time to try to discover the best 
network. If we can train neural network once, then 
we use it on all of species. It will save much time 
to train the neural network for every species.   
Test performance with average training set
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
0.80 0.82 0.84 0.86 0.88 0.90 0.92 0.94 0.96
Score Threshold
Confidence
Coverage
The future directions for the future research 
might be improvement of training performance by 
input parameters analysis or study of various 
N-mer specific oligos prediction. 
 
Score 
threshold 
Confidence 
(%) 
Coverage 
(%) 
0.80 95.95 71.38 
0.81 96.00 79.04 
0.82 95.97 83.61 
0.83 95.96 88.27 
0.84 95.91 91.11 
0.85 95.89 93.13 
0.86 95.89 94.68 
0.87 95.79 95.85 
0.88 95.67 97.21 
0.89 95.41 97.93 
0.90 95.34 98.61 
0.91 95.29 98.90 
0.92 95.22 99.17 
0.93 95.17 99.32 
0.94 95.03 99.46 
Table 4. Test performance of SCGI test set in a 
SCGI trained 23-12-1 neural network. Training 
RMSE = 0.0608. 
 
Score 
threshold 
Confidence 
(%) 
Coverage 
(%) 
0.80 95.73  86.37 
0.81 95.66  88.06 
0.82 95.62  89.71 
0.83 95.66  91.50 
0.84 95.67  93.49 
0.85 95.52  95.01 
0.86 95.48  95.90 
0.87 95.46  96.61 
0.88 95.31  97.36 
0.89 95.13  98.10 
0.90 94.78  98.54 
0.91 94.35  98.82 
0.92 93.96  99.05 
0.93 93.45  99.13 
0.94 92.84  99.63 
Table 5. Test performance of SCGI test set by RGI 
trained 23-16-1 neural network. Training RMSE = 
0.1082. 
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