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量 形 式 各 异、类 型 复 杂 的 数 据 集，如 高 维 数 据，缺 失 数 据 等
等， 使得传统的统计分析方法越来越不适应于分析此类数
据，而近年来渐成研究热点的函数数据分析（Functional data




经过近 20 年的发展，FDA 在理论和应用上都取得了长
足的发展，主要从两个方面展开研究 [1]：（1）扩展多元统计分
析方法在函数数据中的应用；（2） 在实践中应用随机过程的
理论研究成果。 由 J.Ramsay 和 B.Silverman 两位统计学家合
著 的 《Functional data analysis》 [2] 及 其 应 用 案 例 《Applied
Functional Data Analysisi》[3]堪称 FDA 发展道路上的里程碑，





聚 类 分 析 研 究，Heckman 和 Zamar[4]基 于 函 数 曲 线 的 形 态 特
征（如曲线的局部极值点），构造曲线间的秩相关系数作为曲
线聚类的相异性（或距离，亲疏程度）度量，当两条曲线具有
完全一致的形态时，秩相关系数为 1；Abraham et al[5]提出利














函数数据通常为连续函数， 多表现为平滑的曲线。 设 ft
(t)，i=1，…，n 为第 i 个函数数据，此处 t 表示时间，当然 可 以
代表更一般的实际意义，如观测样本的维数或特征等等。 实
际操作中，我们常常在某区间[a，b]上的 Ti 个观测点处收集到
第 i 个样本 fi(t)离散的带有噪声的 yi=(yi1，…，yiTi )' 信息。 函数
数据分析的基本统计模型为：
yij=fi(tij)+εi(tij)，i=1，…，n；j=1，…，Ti （1）
其中，tij 为第 i 个样本的第 j 个观测点，误差项 εi(tij)满足
经典的回归假设（独立同分布，均值为 0，方差为常数 σ2）。 由




设 T=[a，b]为一可测实值区间，记 Lp(T)为 T 上所有 p 次
可积可测函数组成的完备可分的希尔伯特空间，即：
Lp(T)={f:f 在 T 上可测，且 乙T|f(x)|pdx<∞}
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为 f 的 Lp 范数或 Lp 模。




为函数 fi 和 fj 的 Lp 距离。
我们知道，作为距离的度量一般要求满足三个条件：（1）
非负性，即 dij≥0，且 dij=0 当且仅当 fi=fj；（2）对称性，即 dij=dji，
对所有的 i 和 j；（3）三角不 等 式，即 dij≤dik+dkj，对 所 有 的 i、j
和 k。 对于（3）式定义的距离度量，由 Lp 范数的非负性可知条
件（1）成 立，条 件（2）是 显 然 成 立 的，由 Lp 范 数 的 Minkowski
不等式（即三角不等式）可知条件（3）成立，即有如下定理：









（4）式可简写为：||fi+fj||P≤||fi||P+||fj||P，即 为 Lp 范 数 的 三 角
不等式。































作为真实函数 fi(t)的估计,其中 Ci(ci1，…，ciK)' 为基函数系
数向量，即 fi(t)在基函数系{准k(t)，k=1，…，K}下的坐标向量。 常























(t)为粗糙惩罚项（roughness penalty）, 衡量函数 fi







的近似估计 fi(t，Ci)。 事实上，由于 f赞 (t)=fi(t，C赞 i)是 fi(t)估计，且每






















其中，G=( 乙T准l(t)准m(t)dt)l，m=1K 为基函 数 系 的 K×K 阶 Gram









矩阵，bi 为对应的基函数系数向量。 设 Xi=UiDiVi
'
为 Xi 的奇异
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扩展 Hi 为 Ti 阶正交矩阵 Qi=[Hi|Pi]， 其中 Pi 为由扩展的 Ti-K






























个部分：正交回归系数β赞 i 和一个纯误差项 Pi
'
εi。 因此，只要 εi
的方差足够小， 对β赞 i 聚类的结果将接近于对 yi 聚类的结果，




软件针对系数向量进行聚类分析。 以下以 K 均值聚类为例，














本 文 以 1996 年 12 月 17 日（设 置 涨 跌 幅 限 制）至 2008








给定一时间序列 s=(x1，x2，…，xn)，滑动窗的宽度 w 和







中期投资计划， 取 w=51 个 交 易
日，采用 B 样条基 函 数 通 过 最 小
化（8）式 将 子 序 列 转 化 为 函 数 数
据进行 K 均值聚类，设 WK 表示聚类个数为 K 时的类内离差
平方和， 以 DK=WK-1-WK 衡量聚类个数为 K 时类内离差平方
和的缩减情况，通过观察图 1（DK versusK），当 K=8 时 DK 呈
水平状况，变化不再明显，因此取 K=8，得到的 8 种模式如图
2 所示。
从图 2 可以看出，8 种模式各不相同， 代表不同的中期
发展趋势，如 shape1 可表示横盘后见顶暴跌，末期出现小的
反弹；shape2 表示见底后的一波牛市；shape3 表 示 暴 跌 后 的
暴涨，与之相反，shape6 则表示暴涨后的暴跌；shape4 表示单




将得到的 8 种模式 shape1，…，shape8 简记为 s(1)，…，s














持度和置信度分别为 0.03 和 0.3，表 1 显示了关联规则挖掘
的部分结果。
表 1 中所列规则的意义表明，以 T=21，s(2)→s(2)为例，表
示如果指数遵循模式 shape2 的走势， 那么在未来 3 周内指
数可能还将呈现出 shape2 的走势，这表明趋势是向上的。
图 1 versus
图 2 8 种模式
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通过上述实证分析 可 以 知 道，
时 间 序 列 模 式 挖 掘 所 依 赖 的 参 数
有：滑动窗口的宽度 w，窗口的移动
步长 v，基函数的选取，聚类算法的
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i 的最优策略，使参与人 i 的收益 ui=ui(x1，x2，…，xn)达到最大
值。 目前在博弈论的各种书中看到的求解主要是针对单目标
函数，且对目标支付函数有要求：函数形式简单，一、二阶导
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