In the Teacher and Leader Performance Evaluation Systems study, schools were randomly assigned to receive new measures of teacher and principal performance. One outcome in the study, measured at the teacher level, was truncated at zero, and displayed a long tail. Rank-based statistics are one natural method to apply to such outcomes, since inferences will be robust and exact, and we can avoid assumptions about the model that generated the data. We investigate four different possible rank statistics that vary in the form of weighting applied to clusters. Each test statistic has the correct level but may vary in terms of the power to detect departures from the null. We conduct a simulation for power comparing to linear mixed models with Normal, t, and Cauchy errors. We obtain a point estimate and construct confidence intervals by applying the Tobit model of effects, which assumes that treatment increases the outcome by a constant amount but only if the response under control would be positive. We also develop a formal randomization-based method for testing the appropriateness of the Tobit model of effects. In the data from the study, we find no evidence against the Tobit model of effects.
1. Introduction.
1.1. Clustered Experimental Designs. In many contexts, it is useful to apply treatments to groups of individuals rather than to individual subjects. For example, a clustered randomized trial was used to evaluate Success For All, a reading intervention for elementary schools students (Borman et al. 2005) . In this study, 21 intact schools were assigned to the Success For All reading curriculum, while 20 schools were assigned to the control condition. Alternatively, clustered experimental designs are used to examine the effects at the level of medical practices. In the POST trial, 52 general practices were randomized to study the effect of mailing letters to patients to improve follow up care for coronary heart disease (Feder et al. 1999) . One advantage of clustered treatment assignment is that treatments can spillover to units within the same cluster and not bias the estimates of treatment effects (Imbens and Wooldridge 2008) . However, clustered treatment assignment tends to reduce efficiency compared to assigning treatments at the individual level. This will be especially true when units in the same cluster tend to have the same response for reasons unrelated to treatment (Cornfield 1978) .
Clustered randomized trials are commonly analyzed using the linear mixed model (LMM) assuming additive effects and cluster-level random effects (Donner and Klar 2000; Hayes and Moulton 2009; Murnane and Willett 2010) . Critically, the LMM assumes the data are generated from Normal distributions. Tests from LMMs may have a substantial loss of power when the data are from heavy-tailed distributions. Moreover, the inferential properties of the LMM also depend on modeling assumptions. These modeling assumptions and asymptotic approximations may be particularly suspect since many clustered randomized trials have sample sizes of less than 50-75 clusters.
Alternatively, Rosner, Glynn and Ting Lee (2003) , Rosner, Glynn and Lee (2006) , Datta and Satten (2005) and Dutta and Datta (2015) have used rankbased statistics to test the null hypothesis of zero treatment effect in settings with clustering. In order to derive asymptotic distributions for these rankbased tests, they restricted the form of the test statistics, and they must also implicitly assume that units' outcomes have the same marginal distribution under the null hypothesis regardless of whether the units are in the same cluster or not. Rank statistics of this type are more resistant to violations of parametric modeling assumptions and heavy-tailed outcomes, but they still require assumptions about the data generating process and a large number of clusters for asymptotic approximations. We seek to develop rank-based tests under fewer assumptions. Before introducing these new methods, we describe the Teacher and Leader Performance Evaluation Systems (TLPES) study, a clustered randomized trial which motivates the methods we develop.
1.2. The TLPES Intervention. Recent research has highlighted the importance of high quality teaching (Chetty, Friedman and Rockoff 2011) , and the TLPES was one proposed intervention to increase teacher and principal quality. The TLPES is a clustered randomized trial designed to examine the effect of implementing new measures of teacher and principal performance. In the trial, there were 63 treated schools and 64 control schools. The number of teachers in each school ranges from 2 to 27 (Wayne et al. Figure 1a contains box plots for the number of teachers (units) within schools (clusters) by treatment status. Cluster sizes are well balanced under treatment and control with p-value = 0.60 from a t-test and p-value = 0.31 from using the Wilcoxon rank sum test. The goal in the study was to implement higher quality measures of teachers and principal performance in hopes of improving classroom practice and principal leadership. In the trial, teachers in treated schools received four rounds of teaching observation where the new measures of teacher performance were implemented. The teaching observations were then followed by feedback sessions between the observer and the teacher. The teacher evaluations were carried out by either the principal or by a district selected observer. Both principals and district selected observers received 3-4 days of training on teacher evaluation methods to support the teaching observations and feedback sessions. The intention was that by clarifying expectations and providing additional feedback, teachers would spend more time on professional development and high performing teachers would be encouraged to improve classroom practice. The primary outcomes in TLPES were measures of teacher classroom practice and student achievement (Wayne et al. 2016) .
The study also measured whether the intervention changed the behavior of teachers in the treatment group. One of these measures was the length of the feedback session measured in minutes, which was collected for teachers in both the treatment and control arms of the study. Figure 1b number of minutes in the feedback session by treatment condition collected after the first year. Figure 2 contains box plots of the outcome by school and treatment condition. Treated schools tend to have longer feedback sessions but also display greater variability compared to control schools. In the control arm, while many teachers received feedback, a large fraction of observations recorded zero minutes of feedback producing point masses at zero in the outcome measure. We observe the mass of the density at zero with other point masses at 30, 60, 90, and 180 minute intervals. This outcome measure is far from a Normally distributed outcome. In this study, we focus on the length of the feedback session as a single outcome in the analysis. If future decisions are based on additional outcomes, then corrections for multiple testing should be applied. We ignore this issue in the current paper, since we did not have access to the full set outcomes collected in the study.
1.3. Contribution and Structure of the Paper. Given the distribution of the outcome and the relatively small number of clusters, we might wish to avoid the use of asymptotic approximations in the analysis of the data from the TLPES intervention. In general, it may be preferable to use tests that have power under a wider range of distributions. To ensure that the level of the test is correct, we use randomization inference. Under randomization inference, we use the actual randomization to simulate the distribution of the test statistics rather than relying on assumptions about the process which generated the outcome data (Fisher 1935; Rosenbaum 2002a; Imbens and Rubin 2015) . Rank-based tests under randomization inference are well developed for clustered randomized trials with clusters paired prior to the assignment of treatment (Small, Have and Rosenbaum 2008; Zhang, Traskin and Small 2012) , but no such work exists for clustered randomized trials that are unpaired. Unlike previous robust inference for clustered randomized trials (Rosner, Glynn and Ting Lee 2003; Rosner, Glynn and Lee 2006; Datta and Satten 2005; Dutta and Datta 2015) , which dealt with only the testing problem, we are also interested in point and interval estimation of the treatment effect without imposing the LMM assumptions. In the randomization inference framework, the test of no effect can be inverted to provide distribution-free confidence intervals, and the Hodges-Lehmann method produces point estimates. See Rosenbaum (2002a, ch. 2) for details.
Because the control outcomes have a point mass at zero, the usual constant treatment effect model, which allows for negative treatment effects (Rosenbaum 2002a; Ding, Feller and Miratrix 2016) does not hold. Instead, we estimate the treatment effect under the Tobit model (Tobin 1958; Rosenbaum 2002a) , where the control outcomes are truncated at zero. Moreover, we propose an exact randomization test for the appropriateness of the Tobit model itself, extending previous work for testing treatment effect heterogeneity, i.e., the constant treatment effect model (Ding, Feller and Miratrix 2016) . The formal test for the goodness of fit of the Tobit model is another contribution to the literature.
The paper proceeds as follows. Section 2 introduces the potential outcomes notation for clustered randomized experiments and the basis for randomization-based test. Section 3 proposes several possible choices of test statistics in clustered randomized experiments, and discusses the exact distribution of general test statistics and the asymptotic distributions of a class of test statistics that can be represented as summation of cluster-level characteristics. Section 4 uses simulation studies to study the powers of the proposed test statistics. Section 6 applies the proposed methodology to the TLPES study, obtaining point and interval estimates of the treatment effect under a Tobit model and testing the appropriateness of the Tobit model itself. Section 7 concludes.
Treatments Assigned to Clusters.
2.1. Notation: Treatment Effects for Units in Schools. We have C clusters, and cluster i has total number of units n i , i = 1, . . . , C. We label the units by (i, j), with i denoting the cluster number and j denoting the number of units within cluster, i = 1, . . . , C and j = 1, . . . , n i . In the TLPES study, schools are clusters, and the teachers are the units. The total number of experimental units is N = C i=1 n i . Before conducting the experiment, unit (i, j) has unit-level pretreatment covariates X ij , and cluster i has clusterlevel pretreatment covariates W i . In a cluster-randomized experiment, we randomly assign C 1 clusters to receive treatment and C 0 clusters to receive control; within each cluster, all units receive the same treatment level. Let Z i be the treatment indicator for cluster i, with 1 for treatment and 0 for control. Therefore, Z = (Z 1 , . . . , Z C ) is the treatment vector for clusters, and its realized value z = (z 1 , . . . , z C ) ∈ {0, 1} C must satisfy
A cluster-randomized experiment is a completely randomized experiment at the cluster level, i.e., for all z with C 1 under treatment and C 0 under control,
We use the potential outcomes framework to define causal effects. The potential outcome Y ij (z) is a function of the experimental unit (i, j) and the treatment, and thus is treated as fixed (Neyman 1923; Rubin 1974) . It is often reasonable to assume that there is no interference between units across different clusters, which simplifies the potential outcome as Y ij (z i ). That is, since the units available for treatment are clusters and not teachers, it is unlikely that teachers in different schools interfere with each other. As such under this notation, we allow within-cluster interference but rule out between-cluster interference. Thus we rule out the possibility of interference between units under the usual stable unit treatment value assumption (Rubin 1986) . Because all units within the same cluster receive the same treatment, we can write the potential outcomes of unit (i, j) as Y ij (1) and Y ij (0) if cluster i receives treatment and control, respectively. The observed outcome Y ij is a deterministic function of the potential outcomes and the cluster-level treatment assignment:
A primary goal of the experiment is to test whether the treatment affects the outcome, i.e., the following sharp null hypothesis of zero causal effects on each experimental unit:
2.2. Exact Inference in a Clustered Randomized Trial. Under the sharp null hypothesis, the observed outcomes Y ij = Y ij (1) = Y ij (0) are all fixed, and the only randomness of the data comes from the treatment assignment Z. Let Y = {Y ij : i = 1, . . . , C; j = 1, . . . , n i } be the collection of observed outcomes, n = (n 1 , . . . , n C ) be the vector of cluster sizes, X the collection of unit-level covariates, and W the collection of cluster-level covariates. Ideally, we can use any function of the data, T (Z, Y, n, X, W ), as a test statistic against the sharp null hypothesis; its null distribution is known and can be either calculated exactly or simulated by repeatedly drawing the treatment assignment Z from its distribution (1). Of course, in practice, we must also select a test statistic to measure the possible difference outcomes caused by the treatment. Below, we review and propose possible test statistics.
Test Statistics for Clustered Randomized Trials.
3.1. Test Statistics Based on the Original Outcome Scale. The first class of test statistics, based on the original scale of the outcome, is often motivated by estimation of the average causal effect for all units in the clustered randomized experiment:
For example, we review some intuitive estimators of τ discussed by Middleton and Aronow (2015) . To facilitate this discussion, we let Y i = n i j=1 Y ij be the total of the observed outcomes within cluster i. The first estimator is the difference between the means of the treatment and control units:
which is unbiased only with equal cluster size, and consistent only if the number of clusters goes to infinity. With unequal cluster sizes and finite number of clusters, τ 1 is biased and inconsistent for τ. The second estimator modifies the denominators of τ 1 , and yields unbiased estimation for τ regardless of the cluster sizes:
In fact, τ 2 can be further modified by
where k is some fixed number. Middleton and Aronow (2015) motivate τ 3 as a remedy for τ 2 , because τ 2 is not invariant to location and scale transformations of the outcome. They essentially treat n i as a pretreatment covariate predictive of the sum of outcomes Y i for each cluster. Adjustment for this factor reduces variability in Y i and consequently increase estimation precision. For a predetermined k, the unbiasedness of τ 2 is preserved by τ 3 after adjusted for the same term for both treatment and control clusters. In practice, k is estimated using the regression coefficient of Y i on n i . However, under this data-dependent value of k, the unbiasedness of τ 3 is no longer guaranteed in general. Fortunately, for generating valid randomization tests, we do not need to worry about the unbiasedness or consistency of these estimators, because we simply treat them as candidate test statistics, i.e., special cases of T (Z, Y, n, X, W ). For other discussions on estimation the average treatment or testing the null hypothesis based on these statistics, see Gail et al. (1992 Gail et al. ( , 1996 , Hansen and Bowers (2009), Schochet (2013) , and Aronow et al. (2013) .
Test Statistics Based on Ranks.
For heavy-tailed outcome distributions, the behavior of test statistics based on the means in Section 3.1 may be driven by outliers. Another popular class of test statistics is based on the ranks of the outcomes. Let R ij be the rank of Y ij among the outcomes for all units, R i = n i j=1 R ij be the total rank of the units within cluster i, and R = (R 1 , . . . , R C ) be the vector of the total ranks for all clusters.
In general, we can use
as a test statistic where ψ is any general function of both the total ranks and the sizes of the clusters. Next, we propose intuitive rank-based test statistics as special cases of ω. Each test statistic weights cluster level information differently. The first one mimics the classical Wilcoxon rank sum statistic:
with ψ(R i , n i ) = R i depending only on the summed total of the treated ranks. The second test statistic is based on average rank of each cluster:
with ψ(R i , n i ) = R i /n i . The third one uses n i as a weight for the total rank R i :
with ψ(R i , n i ) = R i n i . The fourth one adjusts the total sum of the cluster ranks by cluster sizes:
where k can be the regression coefficient of R i on n i . Similar to the construction of τ 3 , we treat n i as a cluster-level pretreatment covariate and use it to reduce the the variability of the cluster total rank. Although all of the above test statistics are useful candidates for randomization tests, the power of each test statistic will largely depend on the generating model of the outcomes under alternative hypotheses. As such, the power of each test statistic may differ depending on how treatment effects possible vary with cluster size. For example, if the treatment effects for different clusters increase with cluster size, then over-weighting R i by n i , i.e., using ω m , will be more likely to yield increased power than if ω s is used. Alternatively, if the treatment effects for different clusters decrease with cluster sizes, then down-weighting R i by 1/n i , i.e., using ω a , will tend to yield larger power than using ω s . We explore the these possibilities using simulations in Section 4.
3.3. Model-Assisted Test Statistics. The test statistics above may ignore important covariate information about the sub-units and clusters. Such covariate information is easily incorporated in using regression models. Ignoring the clustering of units, one commonly used model is the linear model
where the ε ij 's are independent and identically distributed (IID) with mean zero and variance σ 2 . Alternatively, a LMM may be employed. With a random effect for the clustering of units, the LMM has the following form
where the cluster-level random effects c i 's are IID with mean zero and variance δ 2 , the ε ij 's are IID with mean zero and variance σ 2 , and the c i 's and ε ij 's are independent and follows joint Normality. See Middleton (2008) and Schochet (2013) for a discussion of the properties and especially the disadvantages of regression analysis for estimating the average causal effects in clustered randomized trials.
The inferential advantages of randomization tests and linear models or LMMs are not incompatible (Rosenbaum 2002b) . In fact, we can use these models to adjust for covariates, but still preserve the exactness of randomization tests. There are at least two ways of combining regression models with randomization tests. The first strategy is straightforward: we simply choose τ , the fitted parameter of the linear model or LMM, as the test statistic. Usually, practitioners interpret the model parameter τ as the average causal effect for the finite population of interest, which may not be justified by randomization. However, we need not assume that such models hold exactly.
The second strategy exploits the fact that (Y, X, W ) are all fixed under the sharp null hypothesis. We calculate the residuals, Y r ij , from
and treat the Y r ij 's as transformed outcomes. Under the sharp null, the (Y ij , W i , X ij )'s are all fixed, and so are the transformed outcomes. We can use Y r ij , or its rank R r ij , to construct test statistics as in Sections 3.1 and 3.2.
Neither of the above strategies rely on modeling assumptions, and in fact we can fit more flexible models possibly with more complicated functional forms and random effects structures. As such, the rank based test statistics we proposed in the previous section can easily incorporate information from baseline covariates.
3.4. Exact and Asymptotic Null Distributions. All the test statistics discussed thus far have the form T (Z, Y, n, X, W ), with Z being the only random component under the sharp null hypothesis. Theoretically, we can compute the randomization distribution of T (Z, Y, n, X, W ) by enumerating all possible values of Z according to (1); practically, we can approximate the randomization distribution by taking a simple random sample from all possible values of Z if the total number is excessively large.
Generally, we can represent the test statistics above as the sum of cluster characteristics, which allows for an asymptotic approximation when the number of clusters is large. We consider a special case with
where ψ is a function not depending on Z, and O i may be Y i , R i , Y r i or R r i . All the rank-based test statistics in Section 3.2 are within this class of test statistics with different choices of the function ψ(·). Defineψ = C i=1 ψ i /C as the mean and
as the variance of the ψ i 's for all clusters. Clustered randomization trials are completely randomized trials on the cluster level, and therefore the clusters under treatment are a simple random sample of the finite clusters, and the test statistic (2) is the sample total of the ψ's. According to the standard calculations in survey sampling (Cochran 1977) , the mean and variance of (2), over all possible randomizations, are
If the number of clusters is sufficiently large, the null distribution can be well approximated by a Normal distribution with the above mean and variance due to the finite population central limit theorem (Li and Ding 2017) .
4. Simulations for Type I Error and Power. The rank statistics we outline in Section 3.2 are used as randomization tests. The test will reject when the significance level is less than or equal to α, and randomization ensures that the test has type I error α. However, each test statistic uses a set of weights. The choice of weights does not affect whether the test has the correct type I error, but the choice of weights does affect the power of the test. Next, we conduct a simulation study to understand whether the power of the test varies across the different test statistics under different data generating processes.
In the simulation study, we compare the type I error and the power of each test statistic based on ranks from data that was generated under a LMM. Specifically, we generated the data from a LMM of the form
Under this model, Z i = 1 if cluster i was assigned to treatment and Z i = 0 if the cluster was assigned to control, so τ is a measure of the individual level treatment effect. In the model, c i is a cluster-level random effect, β is a specific cluster-level effect that varies with the size of the cluster, and γ allows the treatment effect to vary by cluster size. When τ = 0, the proportion of rejects of H 0 : τ = 0 estimates the type I error of a test that should have level α. For τ = 0, the proportion of rejections estimates power against this alternative. In the simulations, we varied the distributions of the error terms c i and ij . We allowed the error distributions to be one of three distributions: a Normal distribution with expectation zero; a Cauchy distribution centered at zero; or a t-distribution with five degrees of freedom.
The intraclass correlation λ is Var(c i )/{Var(c i )+Var( ij )} when c i and ij have finite variance. We adjusted the scale of the cluster distribution errors c i , so that we can vary the value of λ in the simulations. With Cauchy errors, λ does not exist. Although we cannot measure the intraclass correlation by the variance ratio, we can measure it by the ratio of the scale parameters of the error terms. For example, if c i ∼ V c ×Cauchy and ij ∼ V ×Cauchy, then the generalized intraclass correlation is λ = V 2 c /(V 2 c + V 2 ). This definition applies to the errors with or without finite variances.
Within this framework, we conduct two sets of simulations. In the first simulation, we study how type I rate changes as the number of clusters increases. In this simulation, we fix the ICC and do not allow treatment effects to vary with cluster sizes. In the second simulation, we fix the number of clusters and study type I error and power, while varying other simulation parameters.
4.1. Simulations of type I error with varying cluster sizes. In the first set of simulations, we set γ = 0 and β = 0, so that treatment effects do not vary with the cluster sizes. Here, we set λ = .15. We varied the number of clusters using the following sequence: 8, 10, 20, 30, 50, 80, 100, and 200. We repeated each simulation 1000 times. We allowed the number of units per cluster to vary stochastically in the simulations. For each of the C clusters, we drew from a uniform distribution on the interval of 10 to 75. This implies that the number of units per cluster could be between 10 and 75 with equal probability. This mimics clustered randomized experiments like TLPES where the clusters are schools and there can be considerable variability in cluster sizes. We also included the LMM in all the simulations to compare the randomization tests against a more commonly-used model-based approach. For the LMM, we use the t-distribution as the referent distribution for calculating p-values. While the LMM might perform well, especially when the errors are Normal, its inferential performance does not depend on random assignment and may be wrong if the model is misspecified. We should also note that the LMM tests the hypothesis that the treatment is zero on average, unlike the rank-based tests which test the sharp null. This difference in hypotheses may increase the power of tests from the LMM slightly (Ding 2016) . In this simulation, we used the Normal approximations for the randomization-based tests to decrease the computing time required for the simulations. Thus, the results for these tests are not exact for small sample sizes. For this set of simulations, we estimated the typical simulation to simulation variability to be 0.014. Figure 3 contains the results as the number of clusters increases when the errors are Normal. When the number of clusters is at the minimum of eight, all the randomization-based tests reach the nominal 0.05 level, at least within simulation variability. Note that this does not represent a failure of our test statistics, but instead is a result of a dearth of information in a clustered randomized experiment with such a small number of units. For example, if 4 of the 8 clusters are assigned to treatment, then the minimum p-value that we can obtain from exact randomization test is 1/ 8 4 = 0.014. This minimum p-value is close to the 0.05 threshold.
When we use the LMM, the rejection rates do not fall within expected levels of simulation variation until the number of clusters is 30. This is not surprising. The LMM depends on an asymptotic approximation and requires a larger number of clusters for the rejection rates to converge to the correct rate. When the errors are t-distributed, results for all methods mirror those under Normal errors. Results based on the LMM converge to the nominal 0.05 level as the number of clusters increase. Due to this similarity, we omit the figure for t-distributed errors. Figure 4 contains the results when the errors are Cauchy. All the rankbased test statistics have nearly identical performance. Rejection rates are lower than 0.05 when there are less than 10 clusters in the clustered randomized experiments, but for larger sample sizes the level is close to the nominal 0.05 level for all randomization based tests. The LMM, however, does not reach the 0.05 level for any cluster size, even when the cluster sizes are greater than 100. In additional simulations, we increased the number of clusters to 500, 750, and 1000. Even for these larger sample sizes, the LMM did not reach the 0.05 level.
4.2.
Simulations of type I error and power with treatment effect heterogeneity. In the second set of simulations, we fixed the number of clusters at 30, but varied a much wider set of simulation parameters. Like in the first simulation, we varied the error distributions, again using Normal, Cauchy and t-distributed errors. We also varied the intraclass correlation and whether the treatment effect varies with cluster size. In this simulation, we set γ = −0.01, 0, or 0.01 with β = 0.01. This allows the treatment effect to have a negative, positive or zero association with the size of each cluster. Table 1 contains the results when τ = 0. The results in this simulation mirror those when we varied the number of clusters. When errors are Normal or t-distributed, all the methods reach the nominal 0.05 level. Variation in the intraclass correlation or an association between the treatment effect and cluster size do not affect the results. When errors are Cauchy, the LMM fails to reach the nominal 0.05 level. We do note that when λ = 0.05, the LMM rejection rates are at their lowest level. Table 2 contains the results when for when τ = 1. First, a few broad patterns. The test statistics ω s and ω m , the sum of the ranks and the weighted average ranks respectively, perform poorly across most of these scenarios. More specifically, when there is a negative association between the treatment effect and the size of the clusters, these tests have low power. The LMM has reasonable power unless the errors are Cauchy. Here, the LMM has little power. Overall, ω n , which adjusts directly for cluster sizes, and ω a , which is based on average ranks, both perform well across all the simulation scenarios. In fact, their performance is nearly identical in the simulations. Overall, we find that adjusting for the sizes of the clusters is important for analyzing clustered randomized trials, which conforms to previous discussions for clustered data analysis under various settings (Cochran 1977; Williamson, Datta and Satten 2003; Rosner, Glynn and Ting Lee 2003; Datta and Satten 2005; Dutta and Datta 2015) . However, the form of those adjustments can be quite simple in form of averaging ranks within each cluster.
In sum, in many scenarios, ranked-based methods and the LMM performed similarly. The LMM had clear deficiencies when the number of clusters was small or the error distributions were heavy tailed. Across all scenarios, a test based on ω n or ω a , which adjusts for the number of units within each cluster, had good performance. In general, these test statistics appeared to be unaffected by the level of λ and performed well in small sample sizes. 
Point and Interval Estimation Under the Tobit Model.
Testing the hypothesis of no effect is often one part of an analysis of a clustered randomized experiment. Typically, we also want to draw inferences about the magnitude of the treatment effect. Braun and Feng (2001) use a generalized linear mixed model with permutations of model test statistics as one method for obtaining confidence intervals and point estimates for data from a CRT. This is a valid approach, but it is no longer strictly within the randomization inference framework, since it depends on the validity of the model. Instead, we invert each of our randomization tests to obtain a confidence interval for τ . We form a Hodges-Lehmann point estimate by equating each test statistic to its null expectation and solving for the value ofτ . Such methods require an assumption about how units respond to treat- ment. Rosenbaum (2002a) refers to this assumption as a model of effects. One common model of effects assumes the response to treatment is constant and additive: Y ij (1) = Y ij (0) + τ 0 , where τ 0 is the individual treatment effect. Since, the length of a feedback session cannot be less than zero, a more plausible model of effects is the Tobit model (Tobin 1958; Rosenbaum 2002a) . The hypothesis of a Tobit effect asserts
If this hypothesis is true and τ 0 is known, then the adjusted outcome has the form max{Y ij − τ 0 Z i , 0} = Y ij (0) and is a fixed quantity unaffected by the treatment. The Tobit model of effects is more appropriate for a response that can equal zero but cannot be negative. Under a Tobit model, the TLPES intervention raises the length of the feedback session by the same constant τ 0 , but the teacher has a positive length of time in the feedback session only if the length of time in the feedback session is positive. The Tobit hypothesis may be tested by adjusting the observed responses using the Tobit model of effects, and then applying one of the test statistics outlined in Section 3.2. See Rosenbaum (2010, ch. 2) for more details on Tobit effects. In particular, for rank-based statistics we use the following steps to test H 0 (τ 0 ):
1. Compute adjusted outcomes under the tobit model of effects: max{Y ij − τ 0 Z i , 0} for all (i, j) using the data and value for τ 0 under the null; 2. Obtain the ranks of the adjusted outcomes, denoted by R ij ; 3. Calculate the total ranks of the units within clusters R i = n i j=1 R i ; note that the R i 's are all fixed numbers unaffected by the treatment assignment; 4. Apply one of the rank statistics defined in Section 3.2 ω; 5. Simulate the treatment assignment (Z 1 , . . . , Z C ), obtain the null distribution of ω, and calculate the p-value.
Under the equivalence of confidence intervals and hypothesis tests, a 1−α confidence interval for a Tobit effect is formed by testing a series of hypothesis for τ 0 and retaining the values not rejected at level α as the confidence interval. A point estimate of τ 0 is obtained from the tests using the method of Hodges and Lehmann (1963) . The point estimate is the value of τ 0 such that the test statistic is equal to its null expectation.
5.1. Model Checking. Models are approximations, and they can sometimes be tested by the observed data. Under the Tobit model (3), we know that the adjusted outcome max{Y ij − τ 0 Z i , 0} is unaffected by the treatment assignment. Therefore, over all randomizations, the distribution of max{Y ij − τ 0 Z i , 0} in the treated and control clusters are the same on average. Thus one form of model checking for the Tobit model of effects is to plot max{0, Y i − (1 − Z i )τ } under treatment and control arms for each test statistic. If the Tobit model of effects were correct, in an infinite sample without bias, these residuals should be identical across treated and control groups. However, this heuristic exercise ignores the uncertainty in the Hodges-Lehmann point estimators and provides no formal test of the model. Next, we propose a formal statistical test.
We develop a formal test by extending the methods in Ding, Feller and Miratrix (2016) to test whether the treatment effect model is Tobit, i.e. to test the following null hypothesis:
Note that H 0 (Tobit) is different from the null hypothesis in (3) where τ 0 is a known value. If τ is known in H 0 (Tobit), then under the null hypothesis H 0 (τ ) defined in (3), the control potential outcomes max{Y ij − τ Z i , 0} = Y ij (0) are all known. To assess the difference between the empirical distributions of the control potential outcomes across the two treatment groups, we use a Kolmogorov-Smirnov-type statistic of the form
Under H 0 (τ ), because the adjusted outcomes are all fixed, the only random component in F 1 (y; τ ) and F 0 (y) is the treatment assignment. Therefore, we can simulate the distribution of t KS (τ ), and then compute the p-value p(τ ).
Even if τ is unknown, we can obtain a valid p-value by maximizing p(τ ) over a confidence region of τ with some adjustment. To be more specific, we use the following steps:
1. Construct a 1−δ confidence region for τ 0 , denoted by CR δ , with δ α. 2. Compute the p-values over this confidence region {p(τ ) : τ ∈ CR δ }. 3. Obtain the final p-value for H 0 (Tobit) using
This p-value, p δ , is valid according to Berger and Boos (1994) , and was used by Nolen and Hudgens (2011) and Ding, Feller and Miratrix (2016) in randomization inference. Importantly, the randomization test for the validity of the constant treatment effect model requires that all missing potential outcomes can be determined by the observed data and the value of the treatment effect τ 0 (Ding, Feller and Miratrix 2016) . Under the Tobit model, however, even with a known value of τ 0 , we cannot impute all the missing potential outcomes under treatment based on the observed data. However, if we follow Rosenbaum (2002a)'s strategy of using the adjusted outcomes max{0, Y ij −(1−Z i )τ }, we do not need to know all the values of the Y ij (1)'s, but only the values of the Y ij (0)'s.
6. Application to the TLPES.
6.1. Tests of the Sharp Null. Next, we apply our methods to the data from the TLPES clustered randomized experiment. We first test the sharp null hypothesis of no effect. The sharp null asserts that the outcome for each teacher is unchanged by treatment such that Y ij (1) = Y ij (0) for all i and j. If the sharp null is true, randomization would label a teachers' school as either treated or control, but the length of their feedback sessions would be unchanged. We apply all four test statistics to the TLPES data. With all four test statistics, we are able to reject the sharp null hypothesis. Moreover, all four test statistics easily reject the sharp null. That is, with all four tests, the p-values are all smaller than .0001. Thus we have strong evidence that the TLPES intervention increased the length of feedback session for teachers in treated schools. That is, with statistical significance level 0.001, the additional teacher observations required by the TLPES intervention caused teachers to engage in longer feedback sessions with their principals.
Tobit Model: Estimates of the Treatment Effect and Model Checking.
We estimated point estimates and confidence intervals using all four test statistics. For the Tobit effect, if we use the summed rank test statistic, the 95% confidence interval for τ is [65, 106] , and the Hodges-Lehmann point estimate isτ = 86 minutes. These results suggest that the training instituted under the TLPES intervention increased the time teachers spent in feedback sessions by as little as an hour or as much as over an hour and a half. Using the test statistic based on average ranks within treated clusters, the 95% confidence interval is [90, 114] and the Hodges-Lehmann point estimate iŝ τ = 100 minutes. If we adjust for cluster size via weights, using ω m , the 95% confidence interval is [21, 124] , and the Hodges-Lehmann point estimate isτ = 79 minutes. Finally, if we adjust directly for cluster size, the 95% confidence interval is [80, 104] , and the Hodges-Lehmann point estimate iŝ τ = 90 minutes. 1 For the sake of comparison, we also used a random-effects linear mixed model to estimate the TLPES treatment effect and 95% confidence intervals. Using the LMM, the 95% confidence interval is [78, 106] and the point estimate is 92 minutes. Thus all the methods are largely in agreement. While the point estimates are all of similar magnitude, the length of the confidence intervals vary considerably. Can we draw any conclusions from this variation?
First, it appears that weighting the ranks by cluster sizes gives a wide interval estimate, which is coherent with the low powers of test statistic ω m in a wide range of data generating processes in simulation. Second, using cluster size information in ω n returns a confidence interval very similar to that from a LMM which suggests that both methods utilize information about cluster sizes in a similar manner.
Next, we conduct a goodness-of-fit test of the Tobit model using the exact test in Section 5.1. First, we use the more informal graphic method. Figure 5 checks the fit of the Tobit model of effects using residuals, where we plot max{0, Y i − (1 − Z i )τ } under treatment and control arms for each test statistic. If the Tobit model of effects were correct, in an infinite sample without bias, the residuals should be identical across treated and control groups. With the exception of several large outliers in the control groups, the boxplots are similar for all the test statistics. The data do not seem to clearly reject the Tobit model of effects as an inappropriate.
Next, we apply the formal test proposed above. With δ = 0.001, the final p-value for testing the Tobit model itself is 0.111. This p-value does not depend on the test statistic we use in constructing the confidence region. The dotted line of Figure 6 shows the curve of p(τ ). In sum, there is little statistical evidence against the Tobit model for fitting the TLPES data, which implies that the point and interval estimation under the Tobit model of effects is reasonable. It is possible, of course, that our test is under-powered. One alternative would be methods that explicitly relax the assumption of constant effects (Rosenbaum 2001 (Rosenbaum , 2007 , though that is beyond the scope of the present analysis.
Finally, we conclude with a discussion of the practical implications of our study. One might conclude that methods we propose are of little relevance for applied data analysis given that the LMM and the rank based methods led to similar inferences in the TLPES study. That is, despite the fact that the outcomes were skewed and had point masses at zero, the LMM results are similar to the more robust rank based methods. We would argue that there are two feature of the data that favor the LMM. First, the sample sizes in TPLES are relatively large for a CRT. In the TPLES study, there are more than 60 schools per arm. In the simulations, except in the case of the Cauchy distribution, the LMM performed well with sample sizes that large. Second, the treatment effect is quite large. Larger treatment effects will tend to be detectable irrespective of analytic method.
As such, the simulation evidence is the more relevant guide for applied practice. That is, applied analysts should not solely rely on evidence from an LMM when sample sizes are below 30 schools per treatment arm, even least, as a diagnostic, whenever investigators suspect the assumptions of the LMM might be in doubt. Alternatively when LMM assumptions are clearly suspect, rank based methods should be the primary mode of analysis.
7. Summary. In a clustered randomized trial for teaching training, we used the randomization of schools as the basis for inferences about treatment effects on teachers in schools. Our inferences do not depend on assumptions about the distributional properties of a model. We also tested for hypothesized Tobit effects, and extended previous work to allow for a formal test of whether the Tobit model is appropriate. While we did not perform covariance adjustments, we demonstrated how such adjustments could be performed without the need for the correct model of adjustment.
We found evidence that the additional training provided by the TLPES intervention increased the time teachers spent in feedback sessions with their supervisors. Based on a test statistic that used average ranks, the 95% con-fidence interval suggest that the new teacher training system increased the time spent with supervisors by at least 90 minutes. We were unable to reject the null hypothesis that a constant treatment effect under the Tobit model does not fit the data, which suggests that the effect of the TLPES intervention varies little from teacher to teacher and school to school.
An advantage of randomization inference is its flexibility with respect to different types of experimental designs. For instance, we can extend the current analysis to clustered randomized experiments with blocking. As part of the study design, the 127 participating schools were randomly assigned within 37 blocks defined by baseline covariates (Wayne et al. 2016 ). We do not account for this blocking in our analysis, since we found that blocking did little to alter the results of the study for the outcome we examine. Moreover, in multi-site trials the treatment is randomly assigned to teachers within schools, which is essentially a randomized block design or stratified experiment and can be analyzed using existing methods (Imbens and Rubin 2015) . As long as the investigator understand how treatment assignments were generated, exact tests are possible (Rosenbaum 2002a; Imbens and Rubin 2015; Ding, Feller and Miratrix 2016) .
Finally, the length of the feedback sessions were self-reported, and it appears that many of these outcome measurements were rounded to the nearest half or hour hour, suggesting that a model for the measurement error process would be desirable. Although Neyman (1935) 's early analysis of experiments incorporated additive "technical errors" in the potential outcomes, they have been viewed as nuisances in randomization-based causal inference and have often been ignored (Rosenbaum 2010; Imbens and Rubin 2015) . The data in this application suggest a more complete exploration of such measurement error, but we leave this to future research.
