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We say that a totally unimodular matrix is k-totally unimodular (k-TU), if every matrix 
obtained from it by setting to zero a subset of at most k entries is still totally unimodular. We 
present the following results. 
(i) A matrix is restricted unimodular if and only if it is 3-TU, 
(ii) for a 2-TU matrix, the blocks of some associated graph are either complete bipartite 
graphs or restricted unimodular, 
(iii) we give a simple direct proof to a theorem by Crama, Hammer and Ibaraki: ‘A matrix is 
I-TU if and only if all its nonsingular submatrices are triangular’. 
1. Introduction and results 
A matrix is called totally unimodular (TU) if every submatrix has determinant 
0, * 1. Two subclasses of TU matrices have been considered recently: restricted 
unimodular (RU) introduced in [7], and strongly unimodular (SU) introduced in 
[4]. A matrix is said to be SU if every nonsingular submatrix is triangular. (A 
matrix is triangular if it can be put into triangular form after a suitable 
renumbering of rows and columns.) Clearly any SU matrix is also TU. The 
definition of RU matrices requires the definition of an associated bipartite graph 
whose edges are weighted by f 1. For a 0, f 1 matrix A of size m by n the 
corresponding graph is constructed as follows. The vertices ri, i = 1, . . . , m, and 
cj9 J ‘=l,..., ~1, correspond to the rows and columns of A, respectively. A pair 
(I-~, cj) forms an edge if the entry aii is nonzero. The weight of the edge is fl 
according to the value of aij. The weight of a cycle is defined as the sum of the 
weights on its edges. Notice that the weight of any cycle is even as the graph is 
bipartite. By abuse of language, a cycle is called even if its weight is a multiple of 
four, and odd otherwise. Following [3] we often do not distinguish between a 
matrix and its graph. 
A matrix is called restricted unimodular (RU) if all cycles of its graph are even. 
It has been proved earlier by Commoner [2] that the property is sufficient for a 
matrix to be TU. Hence any RU matrix is TU. 
It will be convenient to introduce the following notion. We say that a matrix is 
k-totally unimodular (k-TU), where k is a nonnegative integer or 00, if any matrix 
obtained by setting to zero a subset of at most k entries of A is TU. Thus, O-TU 
0012-365X/89/$3.50 @ 1989, Elsevier Science Publishers B.V. (North-Holland) 
242 M. Loebl, S. Poljak 
matrices are just TU, and R-TU is a subclass of R '-TU for k ’ < k. The following 
characterization has been proved in [3]. 
Theorem 1.1. A matrix A is RU if and only if it is m-TU. 
Here we prove 
Theorem 1.2. A matrix A is RU if and only if it is 3-TU. 
Thus, t=TU is equivalent to 3-TU, and hence also to k-TU for any k > 3. Let us 
note that the classes TU, l-TU, 2-TU and 3-TU are distinct. 
The following characterization, for (0, + 1) matrices only, has been obtained in 
[4] in partial cooperation with the second author. 
Theorem 1.3. A (0, &l) matrix is SU if and only if it is l-TU. 
We present a simple direct proof of this theorem. 
It remains to reveal the structure of 2-TU matrices. We present a characteriza- 
tion describing the blocks (Zconnected components) of a 2-TU graph. Note that 
multiplying a row or a column by -1 does not influence the membership to any 
K-TU class. 
Theorem 1.4. Let A be a (0, & 1) matrix. The following are equivalent: 
(i) A is 2-T& 
(ii) By suitable multiplication of the rows and columns of A by -1, we get a 
matrix whose blocks are either RU or complete bipartite graphs with all 
edges weighted by + 1. 
Seymour [6] has found a polynomial time algorithm to recognize TU matrices. 
Polynomial time algorithms for recognizing RU and SU classes were given first in 
[7] and [4] respectively; for an improvement of the latter see [3i. The 2-TU 4 
matrices can be recognized in polynomial time so that one tests for total 
unimodularity all the matrices derived by setting to zero any two entries. A more 
efficient algorithm follows from Theorem 1.4. 
Let us conclude this section with a few remarks on the methods we use in the 
paper. The proof of Theorem 1.2 we give here is a direct consequence of a result 
of [3]. Our previous proof of it was based on methods of [5] using hypergraphs 
minors. 
In other words, Theorem 1.3 says that a matrix Es l-TU if and only if every 
submatrix with at least two nonzero entries per row is singular. This may be 
considered as an analogue to the well-known Camion’s characterization [l]: ‘A 
matrix A is TBJ if and only if every eulerian submatrix is singular’. 
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2. Proofs 
We sta t the section with recalling a well-known necessary condition on total 
unimodularity that follows directly from the definition of TU. 
Lemma 2.1. The graph of a TU matrix does not contain an odd induced cycle. 
Conforti and Rao [3] characterized l-TU matrices by the property that every 
odd cycle of the graph has at least two chords. In particular, we need the 
following result from their paper. An odd cycle is minimal if its vertex set does 
not contain a vertex set of another odd cycle as a proper subset. 
Lemma 2.2 ([3]). A minimal odd cycle C of a I-TU graph cannot contain more 
than three chords. If it contains exactly three chords, then the vertices of C induce 
the complete bipartite graph &. 
Proof of Theorem 1.2. We have to show that every 3-TU matrix is also RU. For 
a contradiction assume that a matrix A is 3-TU but not RU. Then, by the 
definition of RU, there is some odd cycle C in A. Choose C to be a minimal odd 
cycle. As every 3-TU matrix is l-T’& C may have at most three chords by Lemma 
2.2. Let A’ be obtained from A by setting to zero the entries corresponding to the 
chords of C. Then A’ contains an induced odd cycle and is not TU by Lemma 2.1. 
Hence A is not 3-TU. 0 
In order to prove Theorem 1.3 we need a lemma that reduces the size of a 
matrix and preserves the membership in the k-TU classes. We observe that any 
three consecutive edges in the graph of a matrix may be assumed to be positive 
(after a suitable multiplication of rows and columns by - 1). 
Lemma 2.3. Let A be a (0, f 1) matrix of size n by n such that an,n = an,n_, = 
an_l,n = 1 and an_l,n-l = aj,n = a,,j = 0 for i = 1, . . . , n - 2. Let A’ be obtained 
from A by deleting the nth row and the nth column and changing the (n - I, n - 1) 
entry to -1. Then 
(i) detA = detA’ 
(ii) if A is k-TU, then A’ is k-TU as well. 
Proof. Part (i) is obtained by expanding the determinant of A along its last row, 
as follows 
=det[i i] -det[i F] =det[i C.] =detA’. 
If some entries of A’ are set to zero then the same subset should be set to zero in 
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A with the only exception: If aA_,,,_1 is involved, then exactly one of an-l,n and 
an_l,n is set to zero in A. Cl 
The above reduction has the following shape in the graph of a matrix: Let 
x0, xl, x2, x3 be some vertices and ei = (Xi-l, Xi), i = 1,2,3 be edges such that 
deg&) = deg(x,) = 2; x3 and x0 are not adjacent, and each ei has the weight + 1. 
Then delete the vertices x1, x2 and add the edge (x0, x3) with weight - 1. Let us 
mention that Yannakakis used this operation in the reversed way to show that A 
is RU if and only if A’ is. However, for k < 2 only a weaker conversion to (ii) of 
Lemma 2.3 holds: if A’ is k-TU then A is (k - 1)-TU. 
Proof of Theorem 1.3. Let A, denote the submatrix of A obtained by deleting 
the ith row and the jth column of A. In order to make the paper selfcontained, 
we recall the easier ‘only if’ part from [4]. Let A be a square SU matrix. If A is 
regular, then it is triangular, and the statement follows. Assume A is singular. For 
any ati, 0 = det A = det A + (- l)‘+jaq det A,, where A is obtained from A by 
setting av to zero. Hence det A = 0, &l. 
Proof of the ‘if part’. Let A be a square l-TU matrix such that every row has at 
least two nonzero entries. For a contradiction assume that A is not singular, and 
let A be a matrix of minimum size with these properties. We show first that every 
column has at least two nonzero entries. If there is a zero column, then det A = 0. 
If there were a column cj with exactly one nonzero aij, then A, would provide a 
smaller counterexample (consider the expansion of A along Cj). Let us denote by 
G the graph of A. We have just shown that every vertex of G has degree at least 
IWO. 
Assume there is a vertex v of G such that each of its neighbours has degree at 
least three. Without loss of generality suppose that v corresponds to a column cj. 
For every aij # 0, the submatrix A, has at least two nonzero entries per column, 
and hence A, is singular. Using the expansion of det A along column cj we get 
detA =O. 
So every vertex of G has a neighbour of degree 2. Consider the decomposition 
of G into 2- connected blocks, and denote by B an arbitrary end-block. Choose a 
vertex x of B whose neighbours all are in 13. Let u be a neighbour of x with 
deg(u) = 2. Let u and u’ be the neighbours of u (one of them is x), and assume 
that deg(u) = 2. Denote u’ #u the other neighbour of V. Notice that both u’ and 
v’ are in B, otherwise B = K2 and G would have a vertex of degree one. Without 
loss of generality we may assume that the edges (u, v), (u, u’) and (v, v’) have all 
weight + 1. If u’ and V’ are not adjacent, we apply the reduction from Lemma 
2.3. The reduced matrix A’ has also at least two nonzero entries per row, and we 
have detA=detA’- - 0. Hence u’ and v’ are adjacent. The weight of the edge 
(u’, v’) is +l, otherwise the 4-cycle (u, VJ, v’, u’) is an induced odd cycle. If 
V(B) + {u, V, v’, u’}, let P be a minimum (u’, v’)-rath using neither the vertices 
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u, IJ, nor the edge (u’, v’). If weight (P) = 1 mod4 then P U (u’, v’) is an 
induced odd cycle. If weight (P) = 3 mod 4 then P U (u’, u, VJ, v’) is an odd cycle 
with exactly one chord (u’, v’). thus V(B) = {u, v, IJ’, u’} and at least one of u’ 
and v’, say u’, has degree 2 as B is an end-block. Then u’ and v correspond 
either to the identical rows or identical columns of A, and hence A is 
singular. q 
Proof of Theorem 1.4. A matrix is TU if and only if each block of its graph is 
TU. (It follows easily e.g. from Camion’s characterization [l].) Hence we have 
also that A is 2-TU if and only if each block is. This proves the ‘if part’ of the 
theorem. 
Assume that W is a block that is not RU. Let C be a minimal odd cycle in W. C 
has at least three chords as it is 2-TU. 
So, by Lemma 2.2, C induces &. Let Ks,D be a maximal complete bipartite 
graph containing C. By an easy argument of [3], the rows and columns of A 
corresponding to vertices of KB,D can be multiplied by - 1, when necessary, to get 
that all edges of K B,D have the weight +l. We show that KB,D = W. Clearly there 
is no path P connecting a vertex of B to a vertex of D, such that P is without 
edges of KB,D. (Otherwise P together with either one or three edges of KB D9 
depending on the parity of P, would form an odd cycle with at most one chord.) 
Assume there is a path P with the ends x and y in B that does not use the edges of 
K B,D. Let P be of minimum length. If weight (P) = 0 mod4, then P with an 
arbitrary vertex from D creates an induced odd cycle. Hence assume that weight 
(P) = 2 mod 4. Let u and v be two vertices of D. Then for each z E B distinct 
from x and y, P U (u, z, v) forms an odd cycle, ti& at most one chord. 
Analogously, there is not path connecting two vertices of D that is without edges 
of KB,D. Thus we have that W = K B,D is a complete bipartite graph. Using the 
tree-structure of the blocks, we may perform the multiplying by -1 SO that 
eventually all edges in complete bipartite graphs have weight +l. El 
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