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ABSTRACT
We present results of an intensive 2 month campaign of ground-based spectrophotometric monitoring
of the Seyfert 1 galaxy NGC 7469, with a temporal resolution day. The broad Ha and Hb emission[ 1
lines respond to D35% ultraviolet continuum variations with an amplitude of D10% and time delays of
5.6^ 1.3 days and 5.4 ^ 0.8 days, respectively. We interpret this as evidence of variable Balmer line gas
D5È6 light days from the central source in this object, widely believed to be a supermassive black hole.
The virial mass of the central source implied by line widths and time delays is D106È107 Concomi-M
_
.
tantly, we Ðnd evidence for wavelength-dependent continuum time delays : optical continuum variations
lag those at 1315 by 1.0 ^ 0.3 days at 4865 to 1.5 ^ 0.7 days at 6962 This suggests a stratiÐedA A A .
continuum reprocessing region extending several light days from the central source, possibly an accretion
disk.
Subject headings : galaxies : active È galaxies : individual (NGC 7469) È galaxies : nuclei È
galaxies : Seyfert
1. INTRODUCTION
The analysis of emission lines responding to continuum
variations in active galactic nuclei (AGNs) provides diag-
nostic information about the geometry and kinematics close
to the central source (see for a review andPeterson 1993
references therein). To extract this information, we require
extensive high-quality observations with temporal sampling
of day sustained over a baseline of at least several weeks[1
to months.
By concentrating e†orts on one object each time, the
AGN Watch consortium has acquired suitable monitoring
data sets on NGC 5548 et al. Peterson et al.(Clavel 1991 ;
et al. et al.1991, 1992 ; Dietrich 1993 ; Maoz 1993 ; Peterson
et al. et al. et al.1994 ; Romanishin 1995 ; Korista 1995 ;
et al. NGC 3783 et al.Marshall 1997), (Reichert 1994 ; Stirpe
et al. et al. NGC 4151 et al.1994 ; Alloin 1995), (Crenshaw
et al. et al. et al.1996 ; Warwick 1996 ; Kaspi 1996 ; Edelson
Fairall 9 et al.1996), (Rodri guez-Pascual 1997 ; Santos-Lleo
et al. and 3C 390.3 et al. et al.1997), (Leighly 1997 ; Dietrich
et al. These data sets generally show1998 ; OÏBrien 1998).
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UV and optical emission-line variations correlated and
delayed with respect to continuum variations. The time
delays for di†erent emission lines reveal radially stratiÐed
ionization structures on scales of D2È20 light days.
Contrary to behavior of the lines, the continuum from
1350 to 5200 varies synchronously to within typical mea-A
surement uncertainties of ^2 days. At Ðrst sight, this dis-
favors viscous thin accretion disks as the source of the
continuum variations, since mechanisms thought to
produce continuum variations, e.g., disk instabilities,
predict time delays between the di†erent continuum wave-
length regions of the order of hundreds of days, which are
not observed. Disk models may be rescued, however, by
invoking reprocessing of X-rays to coordinate continuum
variations at di†erent radii in the disk et al.(Krolik 1991).
A 2 month campaign of continuous multiwavelength
monitoring was undertaken during the Ðnal episode of
observations with the IUE satellite et al. in(Wanders 1997),
parallel with observations by the Hubble Space Telescope
(HST ; et al. et al. the Rossi X-RayWelsh 1998 ; Kriss 1998),
T iming Explorer (RXT E ; et al. and ground-Nandra 1998),
based telescopes (this paper). A gyro failure on the IUE
satellite in 1996 March, just two months before the start of
the originally proposed campaign on Mrk 335, forced a
last-minute target change. NGC 7469 was selected as a reli-
ably variable Seyfert 1 galaxy that satisÐed the constraints
the gyro failure imposed. NGC 7469 is an SBa Seyfert 1
galaxy (z\ 0.0164) that is gravitationally interacting with
an irregular companion galaxy, IC 5283, approximately 80A
away et al. and references therein).(Salamanca 1995,
The IUE monitoring campaign on NGC 7469 revealed
wavelength-dependent time delays between the continuum
wave bands 1315È1825 et al. The contin-A (Wanders 1997).
uum variations at 1825 were observed to lag those atA
1315 by about 0.3^ 0.1 days. In this paper we reportA
results of simultaneous optical spectrophotometric moni-
toring of NGC 7469, which sustained a temporal resolution
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of ¹1 day throughout 1996 June and July. In we° 2
describe the observations and the data reduction pro-
cedures, including the intercalibration of ground-based data
sets taken at several observatories during the monitoring
campaign. In we present the mean and rms spectra, and° 3
line and continuum light curves. A time series analysis
based on cross-correlation techniques is described in ° 4,
yielding estimates of D5È6 days for the lags of the Hb and
Ha emission lines, and shows evidence for wavelength-
dependent continuum lags. In we discuss our results and° 5
take the Ðrst steps toward interpreting the wavelength-
dependent time delays in the context of a simple irradiated
accretion disk model of an AGN. The paper concludes with
a summary of the results in ° 6.
2. OBSERVATIONS AND DATA REDUCTION
2.1. Observations
From 1996 June 2 to July 30, 54 nights of spectro-
photometric observations of NGC 7469 were completed.
Approximately 200 spectra spanning D58 days were
acquired. Most of the spectra were secured on 42 nights
with the Wise ObservatoryÏs 1 m telescope and Faint Object
Spectroscopic Camera et al. A 600 line mm~1(Kaspi 1996).
grism gave a spectral resolution of D8 over the wave-A
length range 4016È7841 The slit was alignedA . 10A ] 16A.8
at a P.A. of in order to observe the active nucleus26¡.7
simultaneously with the V \ 11 mag comparison star D3@
from NGC 7469 (star 2 of Penston, & SandagePenston,
This technique can achieve a relative spectro-1971).
photometric accuracy of D1%, as discussed in (see also° 2.2
et al.Maoz 1991).
Four other spectroscopic data sets were obtained by
AGN Watch teams. Of these, two were judged suitable for
intercalibration with the Wise data set (see The Ohio° 2.3).
State University (OSU) group observed NGC 7469 on 8
nights during the period 1996 May 9 to July 9 with the
1.8 m Perkins telescope and Bollen and Chivens spectro-
graph. The 4540È5700 wavelength range was coveredA
with a spectral resolution of D9 A slit was usedA . 5A] 7A.4
throughout the observations. At the Crimean Astrophysical
Observatory (CAO), 19 observations were made during
1996 June 11 to October 16 at the Nasmyth focus of the
2.6 m Shajn telescope. The wavelength range was 4300È
5594 the spectral resolution D8 The 3A ] 11A slit wasA , A .
aligned at a P.A. of 90¡.
2.2. Data Reduction
The OSU and CAO data sets were reduced in a standard
fashion and internally Ñux calibrated using the [O III] emis-
sion lines as in previous AGN Watch optical projects. The
method of intercalibrating the spectroscopic data sets was
Ðrst used by et al. The physical justiÐcationPeterson (1991).
for it is presented in detail in et al. and willPeterson (1995)
be discussed in We discuss below reduction of the° 2.3.
Wise data set in more detail because this employed non-
standard reduction procedures similar but not identical to
those employed in previous Wise Observatory campaigns
et al. The Wise data form the backbone of this(Maoz 1990).
campaign, and therefore we took additional care to ensure
and verify its relative spectrophotometric accuracy
approaching 1%.
The CCD spectra were reduced with FIGARO, a general
purpose data reduction package maintained by the STAR-
LINK network. Typically, an average of 20 bias frames
were used to subtract the constant o†set applied to the
CCD chip. Short 8 s exposures of the twilight sky and an
incandescent halogen lamp were used to Ñat-Ðeld the data
frames. The twilight Ñats were used to calibrate the spatial
illumination pattern along the slit, while the incandescent
lamp Ñats were used to calibrate the pixel-to-pixel sensi-
tivity variations of the CCD detector. Noise models Ðtted to
calibrated data frames gave values for the rms readout noise
(0.8 analog-to-digital units [ADU]) and gain (8.4 photons
ADU~1) of the CCD detector, and were then used to estab-
lish error bars on each CCD pixel, and subsequently on the
extracted spectra.
The narrow-slit instrumental resolution is D8 but forA ,
the wide-slit observations the spectral resolution is
increased by the seeing (1A projects to D1.8 in the disper-A
sion direction). We quantiÐed the seeing by measuring the
FWHM of the comparison star proÐle on each CCD frame,
Ðnding FWHMs of D2.8È3.3 pixels Subtracting(5A.9È6A.9).
in quadrature the narrow-slit resolution (2.1 pixels \ 4A.4),
we estimate a seeing range of (FWHM).3A.9È5A.3
The galaxy and comparison star spectra were ““ traced ÏÏ
on the CCD frames with polynomial Ðts to compensate for
optical distortions and di†erential refraction e†ects. Spectra
were then extracted by summing the counts in extrac-16A.8
tion windows, after subtracting a sky background Ðt. Arc-
lamp (HeAr) exposures taken approximately every 20
minutes supplied an accurate wavelength scale, calibrating
the small wavelength shifts caused by Ñexure in the spectro-
graph. Air-mass corrections were applied to account for
continuous extinction using an empirically derived estimate
for the extinction as a function of wavelength for the Wise
Observatory observing site. Absolute Ñux calibration was
based on observations of BD ]28¡4211 observed on photo-
metric nights.
Atmospheric absorption bands were removed from the
AGN spectra with a Ðrst-order ““ B-star ÏÏ calibration tech-
nique & Horne Each comparison star spec-(Wade 1988).
trum was divided by a spline Ðt to normalize its continuum,
and all regions outside the telluric absorption bands were
set equal to unity. Dividing the AGN spectra by this telluric
band spectrum removed the atmospheric absorption bands.
Relative Ñux calibration was then achieved by calibrating
a time- and wavelength-dependent slit loss. An average
comparison spectrum was composed from Ðve observations
on July 8, a photometric night. All comparison star spectra
were divided by this photometric spectrum, and then third-
order polynomials were Ðtted to the ratio spectra, masking
any residual absorption features. The polynomial Ðts rep-
resent the wavelength-dependent light losses a†ecting each
spectrum, assuming that the average spectrum is
““ photometric ÏÏ and that the nucleus and comparison star
experience the same slit losses. The Ðnal AGN spectra were
produced by dividing by the corresponding polynomial Ðts.
After performing these slit-loss corrections, the comparison
star spectra yielded a constant Ñux to within D1%. This
rms scatter is primarily attributable to the uncertainty in
Ðtting the low-order polynomial and represents a lower
limit to the uncertainty in the relative Ñux calibration. Final
light curves were computed by summing the Ñuxes in a
given wavelength region. For emission-line light curves, the
subtracted continuum was deÐned as a straight line Ðtted to
continuum bands on either side of the line. Then when
multiple spectra were obtained on a given night, a weighted
average with 1/p2 weights was computed, where p is the Ñux
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FIG. 1.ÈBroadband V Ðlter light curve. The open symbols denote
photometric observations, while the Ðlled symbols denote synthetic photo-
metry derived from the Wise spectrophotometric data set.
error associated with each pixel. A 1% calibration error was
added in quadrature to that of the error in the weighted
mean, to give the Ðnal error bars on each measurement.
2.3. Intercalibration
A more extensive temporal coverage was achieved by
intercalibrating the additional data sets with the reference
data set taken at the Wise Observatory. The low amplitude
of the variability seen in the Wise data set placed heightened
emphasis on high-quality homogeneous data sets overlap-
ping with the intensive monitoring at Wise Observatory.
We required the calibrated Ñuxes to agree to ¹3% with the
Wise Ñuxes. Two data sets met these criteria, the Ohio State
University data set (eight spectra), and the CAO data set (19
spectra).
The intercalibration procedure assumes that the Ñux
emitted in the narrow [O III] emission lines is constant on
the timescales of interest because these low-density lines
have a longer recombination time and form at much greater
distances from the central source than the broad emission
lines. The [O III] emission-line Ñux was computed for each
spectrum of the reference data set by summing the Ñux
in the 5025È5103 region, after subtracting a straightA
line continuum connecting 5000È5020 to 5110È5130A A .
The 194 Wise spectra gave a mean [O III] Ñux of
(7.5^ 0.2)] 10~13 ergs s~1 cm~2. The rms scatter of
D2.7% indicates the level of stability of the narrow [O III]
emission lines.
To validate the accuracy of the relative Ñux calibration,
we used the Groningen & Wanders scaling algo-van (1992)
rithm to scale the [O III] Ñux of the spectroscopic Wise data
set to a constant value (i.e., without the spectrophotometric
calibrations). This method uses a template spectrum, which
we obtained from a photometric, high signal-to-noise spec-
trum. The algorithm subtracts the (scaled, shifted, blurred)
template spectrum, then Ðts a low-order function to a given
wavelength region, minimizing the s2 of the residuals.
Nightly mean [O III] Ñuxes were calculated, and their rms
scatter of D2.7% was consistent with that found from the
relative Ñux calibration based on the comparison star.
The 27 additional spectra from the OSU and CAO data
sets were scaled to a constant [O III] Ñux, using the van
Groningen & Wanders algorithm, with the mean of(1992)
the 194 Wise spectra as the template spectrum. Subsequent
stages of intercalibration involved correcting for di†erences
in the light loss su†ered by various AGN components due
to aperture size di†erences among the data sets. A
wavelength-independent multiplicative correction factor
accounts for apertures admitting di†erent fractions of the
point-spread function and of the extended narrow-line
emission region. The point-spread function describes the
surface brightness distribution of both the broad emission
lines and the nuclear continuum source. A wavelength-
dependent additive correction corrects for apertures admit-
ting di†erent fractions of the starlight from the host galaxy.
This additive correction factor applies to continuum
regions and is a function of wavelength due to the wave-
length dependence of the host galaxy starlight. The exact
procedure is described in some detail elsewhere et(Peterson
al. and will not be repeated here.1995)
The light curves extracted from the 4840È4890 4900ÈA ,
5000 and 5160È5220 wavelength regions of the OSUA , A
and CAO data sets were intercalibrated successfully. At
longer wavelengths intercalibration proved problematic
due to the errors of the intercalibrated Ñuxes becoming
comparable to the amplitude of variability observed.
Formal errors were assigned to the intercalibrated data sets
based on the accuracy to which we could compute the cor-
rection factors previously described. In both cases the error
bars assigned were ¹2%.
2.4. Photometric Observations
Two sets of di†erential photometric observations were
obtained. The Behlen Observatory group made Ðve
Johnson V Ðlter observations through a circular aperture of
diameter during 1996 June 27ÈJuly 25. The compari-13A.7
son star used was HST Guide Star Catalog 1160 585
(V \ 13.45 mag). The Osservatorio Astronomico di
Bologna group made 15 Johnson V Ðlter observations
through a circular aperture of diameter 18A during 1996
July 19ÈAugust 26. The companion star used was star 4
(V \ 12.67 mag) of et al.Penston (1971).
The Behlen data set was internally intercalibrated with
that of the Bologna Observatory data, as these observations
showed most overlap with the intensive monitoring period.
Di†erential magnitudes were transformed to apparent mag-
nitudes using the apparent magnitudes of the comparison
stars, as derived from the literature. Observations made
within ^1 day were compared, and then 0.45^ 0.03 mag
was added to the Behlen observations to internally inter-
calibrate the two data sets. The resulting apparent magni-
tudes were then transformed to Ñuxes by (Lang 1980)
log Fj(5500 A ) \ [0.4V [ 8.42 . (1)
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These Ñuxes are shown in along with syntheticFigure 1,
photometric Ñuxes derived from the Wise spectrophoto-
metry. Similar structure is seen in both photometric and
synthetic photometric Ñuxes, conÐrming the robustness of
the spectrophotometric calibrations. The di†erence in Ñux
levels most likely results from di†erent aperture sizes admit-
ting di†erent fractions of the host galaxy.
3. RESULTS
3.1. Mean and Root Mean Square Spectra
The mean and root mean square (rms) of 194 spectra (the
complete Wise data set) are shown in The rmsFigure 2.
spectrum characterizes the variable component of the spec-
trum.
Salient features in the mean spectrum are broad Hc, Hb,
and Ha emission lines, observed at wavelengths of D4407,
4940, and 6667 Broad He I j5876 and He II j4686 areA .
observed as low-contrast features. Forbidden narrow lines
of [O III], [O I], and [S II] are observed at D5036, 5086,
6400, 6824, and 6836 respectively. Typical FWHMs areA ,
D2000 km s~1 for the broad lines and 500 km s~1 for the
narrow lines. Broadband features from blended Fe II multi-
plets are observed at D4650 and 5350 The mean spec-A .
FIG. 2.ÈTop panel : Mean spectrum of NGC 7469. Bottom panel : The
rms spectrum of NGC 7469, characterizing or showing the spectrum of the
variable component. Imperfect wavelength calibration results in spurious
peaks near each of the narrow lines.
trum declines in Ñux toward longer wavelengths. This may
be a result of the relatively blue component of the starburst
ring that surrounds NGC 7469 at a radius of D8È10A
et al. The more rapid decline of contin-(Salamanca 1995).
uum Ñux longward of 7200 results from imperfect cali-A
bration of the sensitivity of the CCD detector.
The rms spectrum (lower panel of conÐrms thatFig. 2)
low-amplitude line and continuum variability was detected
during the intensive monitoring period. The continuum
varies by D4% at 4800 and only D2% at 7000 TheA A .
broad He II j4686 emission is not clearly visible in the mean
spectrum due to blending with Fe II emission, but the rms
spectrum reveals a broad peak with rms variations up to
D5% of the corresponding mean Ñux. Imperfect wave-
length calibration results in spurious peaks in the rms spec-
trum near each of the narrow lines, but this does not
seriously a†ect the continuum and broad-line features.
The host galaxy contribution was estimated in the follow-
ing way : Two spectra were extracted from a high signal-to-
noise data frame, with extraction windows of and 42A.16A.8
Subtracting the smaller from the larger aperture spectrum
led to an estimate of the host galaxy spectrum in two 10A
apertures straddling the window. We] 12A.6 10A] 16A.8
assume that the spectral shape of the host galaxy is the same
in both apertures, but apply a scale factor (0.79) to account
for the smaller solid angle and higher surface brightness of
the host galaxy in the aperture. From this we10A ] 16A.8
estimate that the host galaxy contaminates the mean spec-
trum by D18% or 3.7 ^ 0.7 mJy at 5400 This comparesA .
favorably with an independent estimate of 3.2^ 0.6 mJy,
from the results presented by & FilippenkoMalkan (1983).
3.2. L ight Curves
presents the 4840È4890 continuum and HbFigure 3 A
light curves for the complete monitoring campaign, May 9
to Oct 17. Observed wavelengths and Ñuxes are used
throughout this paper, with no correction for the redshift
(z\ 0.0164) of the object. Emission-line light curves were
constructed by summing the Ñux in a given wavelength
region after subtracting a pseudocontinuum deÐned as a
straight line Ðtted to the continuum about the wavelength
region of interest. The light curves are tabulated in Table 1.
Referring to both light curves begin with anFigure 3,
D18% decrease in Ñux over 12 days to a lower Ñux level,
where D10% Ñux Ñuctuations occur on timescales of D1
week during the 60 day intensive monitoring period. There
follows a steep rise in Ñux of D40% over the next 2 months,
leveling out for the last D30 days of the monitoring cam-
paign.
Light curves for the intensive monitoring period are pre-
sented in Descending from the top panel, theFigure 4.
wavelength regions are 4840È4890 6925È7000 HbA , A ,
(4900È5000 and Ha (6630È6730 The 1315 lightA ), A ). A
curve from the IUE observations et al.(Wanders 1997)
is scaled and vertically shifted to Ðt each of the optical
light curves and is shown by the overplotted solid line in
Figure 4.
All the continuum regions show the same general up and
down undulations in Ñux, with a quasi period of D17 days.
The full range of the variations, as deÐned by (Fmax/is D0.14 at 4865 and D0.11 at 6925 A trendFmin[ 1), A A .of decreasing Ñux throughout the intensive monitoring
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FIG. 3.ÈLight curves for the entire monitoring campaign, 1996 May
9ÈOctober 16. Top panel : 4865 light curve. Bottom panel : Hb light curve.A
The open symbols denote intercalibrated data. Discussion as in the text.
FIG. 4.ÈLight curves for the intensive monitoring period, June 2ÈJuly
31. Wavelength regions as labeled in the Ðgure. The open symbols denote
intercalibrated data. Line and continuum Ñuxes in units of 10~14 ergs
cm~2 s~1 and 10~14 ergs cm~2 s~1 A ~1.
period in both emission-line Ñuxes is evident. The full range
of variability, primarily attributable to this trend, is D0.20
for the Hb light curve and D0.08 for the Ha light curve. A
less pronounced decline in the continuum Ñuxes is also
evident.
3.3. Variability Characteristics
We use four parameters to characterize the line and con-
tinuum variability of the light curves presented in Figure 4.
The mean and rms Ñux are deÐned in the standard(F) (p
F
)
fashion. The ratio of the maximum to the minimum Ñux,
and the amplitude of the intrinsic variability relativeRmax,to the mean Ñux, corrected for the measurement errorsFvar,e, are deÐned by
Fvar \
1
F
J(p
F
2[ *2) , (2)
where *2 is the mean square of the measurement uncer-
tainties, deÐned as
*2\ 1
N
;
i/1
N
e
i
2 , (3)
where N is the number of data points in the light curve
et al.(Rodri guez-Pascual 1997).
The results are presented in in which column (1)Table 2,
is the light curve considered, column (2) is the associated
number of data points N, column (3) is the mean Ñux F,
column (4) is the rms Ñux column (5) is and columnp
F
, Fvar,(6) is The amplitude of the intrinsic variations isRmax. FvarD3% at 4865 and D2% at 6962A A .
4. CROSS-CORRELATION ANALYSIS
A cross-correlation analysis was carried out to quantify
time delays for the emission lines and to investigate
wavelength-dependent time delays in the continuum. Two
algorithms were employed to compute cross-correlation
functions (CCFs) : the interpolation CCF (ICCF) of Gaskell
& Sparke & Peterson as implemented(1986) (Gaskell 1987),
by & Peterson and the Z-transformed discreteWhite (1994),
correlation function algorithm (ZDCF) of Alexander (1998).
For our well-sampled data the results recovered by the two
algorithms are very similar.
presents the CCFs. Earlier reports of smallFigure 5
(D0.3 day) wavelength-dependent time delays in the UV
data from this same monitoring campaign et al.(Wanders
led us to investigate time delays between the UV and1997)
optical data. All the optical light curves are cross correlated
with the 1315 light curve, and only data points within theA
intensive monitoring period are included in the analysis.
Each panel contains the CCFs for both methods. The ICCF
results are presented as solid lines, the ZDCF results as the
points with error bars. The CCFs appear shifted by 1È2
days for the continuum and 4È6 days for the lines.
The autocorrelation function (ACF) for the 1315 lightA
curve is overplotted in all panels as the dashed line. The
FWHM of the ACF is D4.9 days, indicative of the variabil-
ity timescale of the 1315 variations. The CCFs, presentedA
in are broader than the 1315 ACF. This mayFigure 5, A
suggest that the optical responses extend over a range of
time delays.
summarizes our cross-correlation results.Table 3
Column (1) is the wavelength band considered. Columns (2)
and (3) detail the centroid of the CCF, as determinedqcen,
TABLE 1
LIGHT CURVES
HJD[ 2,450,000 4865 A 6962 A Hb Ha
212.973a . . . . . . . . . . 2.16^ 0.04 . . . 89.86 ^ 0.90 . . .
220.944a . . . . . . . . . . 1.90^ 0.04 . . . 87.97 ^ 0.88 . . .
233.952a . . . . . . . . . . 1.91^ 0.04 . . . 73.04 ^ 0.73 . . .
237.53 . . . . . . . . . . . . 1.87^ 0.02 1.95^ 0.02 76.81 ^ 1.26 394.39 ^ 4.00
238.51 . . . . . . . . . . . . 1.96^ 0.02 1.93^ 0.02 73.38 ^ 1.20 389.36 ^ 3.95
241.54 . . . . . . . . . . . . 1.94^ 0.02 1.90^ 0.02 70.04 ^ 1.11 382.25 ^ 3.85
241.93a . . . . . . . . . . . 1.98^ 0.04 . . . 74.72 ^ 0.75 . . .
242.54 . . . . . . . . . . . . 2.02^ 0.02 1.95^ 0.02 75.60 ^ 0.87 385.94 ^ 3.87
243.49 . . . . . . . . . . . . 1.99^ 0.02 1.96^ 0.02 76.27 ^ 0.87 389.84 ^ 3.92
245.53b . . . . . . . . . . . 2.01^ 0.04 . . . 79.34 ^ 1.59 . . .
246.52b . . . . . . . . . . . 2.01^ 0.04 . . . 78.80 ^ 1.58 . . .
247.58 . . . . . . . . . . . . 2.03^ 0.03 2.04^ 0.03 83.41 ^ 2.13 394.20 ^ 4.13
248.54 . . . . . . . . . . . . 2.02^ 0.02 2.00^ 0.02 79.82 ^ 0.86 391.78 ^ 3.93
248.95a . . . . . . . . . . . 2.05^ 0.04 . . . 78.40 ^ 0.78 . . .
249.54 . . . . . . . . . . . . 2.01^ 0.02 2.01^ 0.02 80.25 ^ 0.87 396.76 ^ 3.98
250.55 . . . . . . . . . . . . 2.01^ 0.02 2.00^ 0.02 81.13 ^ 0.89 396.51 ^ 3.98
251.54 . . . . . . . . . . . . 1.95^ 0.02 1.97^ 0.02 80.78 ^ 0.91 392.90 ^ 3.95
252.55 . . . . . . . . . . . . 1.93^ 0.02 1.93^ 0.02 78.38 ^ 0.87 386.70 ^ 3.89
253.53 . . . . . . . . . . . . 1.91^ 0.02 1.94^ 0.02 80.33 ^ 0.85 393.28 ^ 3.94
254.54 . . . . . . . . . . . . 1.89^ 0.02 1.90^ 0.02 78.83 ^ 0.86 388.86 ^ 3.90
256.51b . . . . . . . . . . . 1.93^ 0.04 . . . 79.90 ^ 1.58 . . .
258.54 . . . . . . . . . . . . 1.96^ 0.02 1.93^ 0.02 76.99 ^ 0.82 388.20 ^ 3.89
259.54 . . . . . . . . . . . . 1.96^ 0.02 1.92^ 0.02 77.36 ^ 0.82 387.15 ^ 3.88
260.54 . . . . . . . . . . . . 1.97^ 0.02 1.93^ 0.02 76.45 ^ 0.81 384.72 ^ 3.86
261.53 . . . . . . . . . . . . 1.98^ 0.02 1.92^ 0.02 74.33 ^ 0.80 383.30 ^ 3.85
262.53 . . . . . . . . . . . . 1.96^ 0.02 1.92^ 0.02 75.29 ^ 0.80 383.03 ^ 3.84
262.93a . . . . . . . . . . . 1.96^ 0.04 . . . 76.20 ^ 0.76 . . .
263.48 . . . . . . . . . . . . 2.03^ 0.02 2.00^ 0.02 77.52 ^ 0.88 396.84 ^ 3.98
264.54 . . . . . . . . . . . . 2.01^ 0.02 1.98^ 0.02 76.34 ^ 0.86 391.19 ^ 3.93
266.50 . . . . . . . . . . . . 1.99^ 0.02 1.91^ 0.02 73.94 ^ 0.87 379.02 ^ 3.80
267.52 . . . . . . . . . . . . 2.02^ 0.02 1.97^ 0.02 76.31 ^ 0.94 390.09 ^ 3.92
268.50 . . . . . . . . . . . . 1.96^ 0.02 1.92^ 0.02 74.44 ^ 0.96 382.49 ^ 3.84
269.54 . . . . . . . . . . . . 2.01^ 0.02 1.99^ 0.02 79.47 ^ 1.07 396.11 ^ 3.99
270.54 . . . . . . . . . . . . 1.89^ 0.02 1.86^ 0.02 72.93 ^ 0.89 382.03 ^ 3.86
271.55 . . . . . . . . . . . . 1.90^ 0.02 1.90^ 0.02 75.27 ^ 0.87 381.85 ^ 3.84
272.45 . . . . . . . . . . . . 1.87^ 0.02 1.88^ 0.02 73.26 ^ 0.92 379.91 ^ 3.82
273.53 . . . . . . . . . . . . 1.89^ 0.02 1.92^ 0.02 76.06 ^ 0.82 388.00 ^ 3.89
273.91a . . . . . . . . . . . 1.89^ 0.04 . . . 74.48 ^ 0.74 . . .
274.53 . . . . . . . . . . . . 1.87^ 0.02 1.85^ 0.02 72.80 ^ 0.77 375.32 ^ 3.76
275.55 . . . . . . . . . . . . 1.93^ 0.02 1.93^ 0.02 74.74 ^ 0.80 387.17 ^ 3.88
276.51b . . . . . . . . . . . 1.98^ 0.04 . . . 73.78 ^ 1.48 . . .
277.53b . . . . . . . . . . . 1.94^ 0.04 . . . 73.30 ^ 1.47 . . .
278.46 . . . . . . . . . . . . 1.95^ 0.02 1.92^ 0.02 73.34 ^ 0.91 381.52 ^ 3.85
279.45 . . . . . . . . . . . . 1.96^ 0.02 1.91^ 0.02 71.42 ^ 0.84 378.49 ^ 3.81
283.50b . . . . . . . . . . . 1.97^ 0.04 . . . 72.98 ^ 1.46 . . .
285.51 . . . . . . . . . . . . 1.93^ 0.02 1.93^ 0.02 74.14 ^ 0.83 382.17 ^ 3.84
285.53b . . . . . . . . . . . 1.92^ 0.04 . . . 72.62 ^ 1.45 . . .
286.54b . . . . . . . . . . . 1.87^ 0.04 . . . 72.17 ^ 1.44 . . .
286.55 . . . . . . . . . . . . 1.88^ 0.02 1.90^ 0.02 71.88 ^ 0.82 378.68 ^ 3.81
287.42 . . . . . . . . . . . . 1.89^ 0.02 1.91^ 0.02 73.17 ^ 0.83 382.98 ^ 3.84
288.51 . . . . . . . . . . . . 1.86^ 0.02 1.88^ 0.02 70.07 ^ 0.77 372.36 ^ 3.74
289.49 . . . . . . . . . . . . 1.84^ 0.02 1.84^ 0.02 68.94 ^ 0.77 367.97 ^ 3.70
290.54 . . . . . . . . . . . . 1.93^ 0.02 1.91^ 0.02 69.94 ^ 0.80 374.86 ^ 3.77
292.56 . . . . . . . . . . . . 1.98^ 0.03 1.95^ 0.02 70.58 ^ 1.42 375.93 ^ 3.91
293.51 . . . . . . . . . . . . 1.96^ 0.02 1.88^ 0.02 69.12 ^ 0.81 365.35 ^ 3.66
294.54 . . . . . . . . . . . . 1.99^ 0.02 1.93^ 0.02 72.46 ^ 1.00 367.85 ^ 3.71
295.55 . . . . . . . . . . . . 2.04^ 0.03 1.92^ 0.02 72.49 ^ 1.42 368.96 ^ 3.78
302.55b . . . . . . . . . . . 1.98^ 0.04 . . . 70.51 ^ 1.41 . . .
317.43b . . . . . . . . . . . 2.11^ 0.04 . . . 77.59 ^ 1.55 . . .
338.43b . . . . . . . . . . . 2.38^ 0.05 . . . 92.36 ^ 1.85 . . .
339.42b . . . . . . . . . . . 2.27^ 0.05 . . . 92.47 ^ 1.85 . . .
344.45b . . . . . . . . . . . 2.35^ 0.05 . . . 93.41 ^ 1.87 . . .
346.36b . . . . . . . . . . . 2.46^ 0.05 . . . 95.51 ^ 1.91 . . .
361.49b . . . . . . . . . . . 2.40^ 0.05 . . . 98.49 ^ 1.97 . . .
362.30b . . . . . . . . . . . 2.34^ 0.05 . . . 101.0 ^ 2.0 . . .
363.29b . . . . . . . . . . . 2.35^ 0.05 . . . 103.5 ^ 2.1 . . .
372.22b . . . . . . . . . . . 2.36^ 0.05 . . . 100.4 ^ 2.0 . . .
373.22b . . . . . . . . . . . 2.26^ 0.05 . . . 99.76 ^ 2.00 . . .
NOTE.ÈContinuum Ñux in units of 10~14 ergs cm~2 s~1 Emission-line ÑuxesA ~1.
in units of 10~14 ergs cm~2 s~1.
a OSU data.
b CAO data.
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TABLE 2
VARIABILITY PARAMETERS
Light Curve N Fa p
F
a Fvar Rmax(1) (2) (3) (4) (5) (6)
4865 A . . . . . . 54 1.95 0.05 0.02 1.11
6962 A . . . . . . 42 1.93 0.04 0.02 1.11
Hb . . . . . . . . . . 54 7.52 0.34 0.04 1.21
Ha . . . . . . . . . . 42 38.4 0.84 0.02 0.09
a Units are 10~14 ergs cm~2 s~1 for continuumA ~1
Ñuxes and 10~13 ergs cm~2 s~1 for line Ñuxes.
by the ICCF and ZDCF algorithms. The ICCF centroid is
calculated over all points above 0.8 times the maximum
cross-correlation amplitude, whereas the ZDCF centroid is
computed from all points near the peak with a cross-
FIG. 5.ÈResults of cross-correlation analysis. The solid line represents
the ICCF CCF; the dashed line is the 1315 ACF; and the data pointsA
with error bars present the ZDCF CCF. A full discussion is given in the
text.
correlation coefficient above half that of the peak. Columns
(4) and (5), similarly, report the time delay, found fromqpeak,the peak of the CCF. Columns (6) and (7) report the
maximum cross-correlation coefficient, Column (8)rmax.reports the FWHM of the CCF, as determined from the
ICCF algorithm.
The centroid of the ICCF is 1.0^ 0.3 days at 4865 andA ,
1.5^ 0.7 days at 6962 The corresponding strength of theA .
correlation, deÐned by the highest cross-correlationrmax,coefficient is 0.9 at 4845 and 0.7 at 6962 The errorA A .
estimates for the centroid of the ICCF are computed using a
““ quasi-bootstrap method,ÏÏ as described in The cross-° 4.3.
correlation results from the two methods are always in
agreement to within the quoted uncertainties.
4.1. Emission-L ine T ime Delays
The bottom two panels of show the cross corre-Figure 5
lation of the 1315 light curve with the mean Hb and HaA
light curves (shown in For Hb and Ha, the ICCFFig. 4).
peaks at 4.3^ 0.4 days and 4.8^ 0.5 days, respectively, and
the cross-correlation coefficients are D0.6. From Figure 5
and we conclude that both emission-line CCFs areTable 3
broader than the continuum CCFs. This suggests that the
Balmer line gas is responding to the continuum variations
with a range of time delays.
4.2. Continuum T ime Delays
The CCFs shown in indicate a UV-to-opticalFigure 5
time delay of D1È2 days. To investigate further we bin the
194 Wise spectra into 40 wide bins, over the wavelengthA
range 4040È7720 and cross correlate each of the resultingA ,
94 mean light curves with the 1315 light curve. Subse-A
quently, we computed the centroid lag for each wavelength
bin. The results are presented in the upper panel of Figure 6.
The ICCF centroid increases with wavelength, from D1
day at 4800 to D2 days at 7500 The error bars on theA A .
data points were determined using a quasi-bootstrap
method to be discussed shortly. The maximum cross-
correlation coefficient shown in the lower panel ofrmax,is around 0.6È0.8 at most wavelengths, but withFigure 6,
some dips near the wavelengths of the emission lines. The
time delay increases above the overall trend near the emis-
sion lines because here the light curve has a mix of contin-
uum and line Ñux. The lines respond with longer time
delays, and the net delay is a mix of emission line and
continuum time delays. This mixing also produces a
decrease in Dips in also occur near narrow [O III]rmax. rmaxand [S II] lines due to poor wavelength shifts. Figure 6
strengthens the evidence for wavelength-dependent time
TABLE 3
CROSS-CORRELATION RESULTS
qcen (days) qpeak (days) rmax FWHM ICCF
BAND ICCF ZDCF ICCF ZDCF ICCF ZDCF (days)
(1) (2) (3) (4) (5) (6) (7) (8)
4865 A . . . . . . 1.0 ^ 0.3 1.2 1.1^ 0.1 0.9~0.5`0.7 0.9 0.8 5.1
6962 A . . . . . . 1.5 ^ 0.7 1.9 1.4^ 0.2 1.6~0.8`0.8 0.7 0.7 6.0
Hb . . . . . . . . . . 5.4 ^ 0.8 4.3 4.8^ 0.5 4.0~1.0`1.4 0.6 0.6 11.9
Ha . . . . . . . . . . 5.6^ 1.3 4.4 4.3^ 0.4 4.0~1.7`2.0 0.5 0.6 10.9
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FIG. 6.ÈWavelength-dependent time delays, binned to 40 Top panel :A .
Data points connected by the solid line denote the centroid of the CCF
using the ICCF algorithm. The errors were assigned via a quasi-bootstrap
method as described in the text. Bottom panel : Data points connected by
the solid line detail the maximum cross-correlation coefficient of the ICCF
algorithm.
delays between the UV and optical continua and conÐrms
the time delays observed from andFigure 5 Table 3.
4.3. SigniÐcance of the Wavelength-dependent
Continuum L ags
Given the implications of our result, we considered care-
fully whether the observed lags could arise from an instru-
mental e†ect. The most plausible e†ect we identiÐed is a
modulation of the contaminating red galaxy light induced
by seeing variations or pointing errors. Since the host
galaxy is redder than the AGN, suitable seeing and pointing
errors could in principle produce variations that mimic by
accident a time delay increasing toward the red end of the
spectrum. However, the following considerations convince
us that this is not the case.
shows that the rms di†erence between the con-Figure 4
tinuum light curves and the scaled and shifted 1315 lightA
curve is D5%. Therefore D5% perturbations of the optical
TABLE 4
ERROR ESTIMATES FOR CCF LAGS
jcenter SLagT p
(A ) Number of Bins (days) (days)
(1) (2) (3) (4)
5260 . . . . . . 4 0.94^ 0.06 0.11
7060 . . . . . . 4 1.54^ 0.06 0.12
7420 . . . . . . 4 1.71^ 0.06 0.12
continuum are needed to produce the time delay. Given our
estimate in of D18% for the host galaxy contribution,° 3.1
a D27% change in the host galaxy contamination is
required to change the optical continuum by D5%. To
assess whether so large a change in the level of contami-
nation could be introduced by Ñuctuations in the seeing, we
modeled how the light entering our aperture10A ] 16A.8
from the nucleus and host galaxy may depend on seeing.
The seeing varied from but in this range theD3A.9È5A.3,
maximum aperture loss in light from the two components
was D1%. Indeed on July 3 when the seeing was most
variable, there were no signiÐcant (º1%) Ñuctuations.
Similarly, misguiding and miscentering (pointing) errors
could result in a maximum perturbation in the aperture
center of 1 pixel, D2A, but the change in galaxy contami-
nation that would result is only ¹1%. These tests indicate
that changes in the seeing or inaccurate guiding or centering
of the aperture can produce changes at the 1% level, but
this is not sufficient to modulate the continua by 5%. This
increases our conÐdence in the reality of the wavelength-
dependent lags observed.
To quantify and assess the signiÐcance of any
wavelength-dependent lags, we Ðrst validate the estimated
error bars of the lag determinations, represented in Figure
The Ðrst of two methods we considered is the rms6.
method, as described by et al. AssumingWanders (1997).
the lag measurements of each wavelength bin are indepen-
dent, we estimate as the root mean square about theprmsmean lag over N wavelength bins. The three continuum
regions considered were 5200È5320 7000È7120 andA , A ,
7360È7480 details the results of the analysis.A . Table 4
Column (1) is the central wavelength of the N wavelength
bins, column (2) is the number of bins, column (3) is the
average lag over the N bins, and column (4) is We noteprms.that should be an upper limit, since it assumes a con-prmsstant lag within each continuum region. We conclude that
the error in the lag determinations per bin is 0.12 days. The
second method was a ““ quasi-bootstrap ÏÏ method, based on
the bootstrap method et al. Given a light curve(Press 1992).
with N data points, we create 1000 synthetic light curves by
selecting N points from the original light curve at random
and with replacement. Repeating the cross-correlation
analysis for each of the 1000 synthetic data sets gives a
probability distribution describing the uncertainty in the
measured time delay, Monte Carlo tests on GaussianpBS.random numbers indicated that this procedure gives a dis-
tribution that is too narrow by a factor [(N [ 1)/N]1@2. This
correction factor is applied, but is very close to 1 for large
N, within D1% for the sample size of our light curves.
Using the ICCF algorithm to calculate the CCFs, the 4865
and 6962 continua were found to lag the 1315 lightA A
curve by 1.0 ^ 0.3 and 1.5^ 0.7 days, respectively. Note
that in each synthetic data set some data points are omitted,
others are duplicated. This is intended to modulate the
weight given to each data point. However, because the
ICCF algorithm simply interpolates the light curves the
duplicated data points are also e†ectively removed. For this
reason the quasi-bootstrap errors may be giving us conser-
vative estimates of the error in the centroid determination.
Indeed when these error bars are plotted in theyFigure 6,
are clearly larger than the point-to-point scatter in the time
delays at di†erent wavelengths. We note the rms error esti-
mates may be underestimated due to some unknown corre-
lation in the error estimates at di†erent wavelengths.
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5. DISCUSSION
5.1. Evidence of an Accretion Disk?
The 1È2 day time delay between the UV and optical con-
tinuum variations is an intriguing result. Are we observing
an extended reprocessing region? Could this be the signa-
ture of an accretion disk in this system, with harder photons
from the center of the disk reprocessed into softer ones at
radii farther out et al. As mentioned in(Rokaki 1992)? ° 1,
previous campaigns indicated that continuum regions in
NGC 5548 vary synchronously to within about ^1 day.
The observation of wavelength-dependent time delays
o†ers a new opportunity to test the accretion disk model of
an AGN. A steady state accretion disk has a temperature
distribution (ignoring e†ects near the center) given by
T 4\ 3GMM0
8npR3 , (4)
where T is the e†ective temperature, R the radius from disk
center, M the mass of the central object, and the accre-M0
tion rate of the system. Continuum radiative reprocessing at
radius R incurs a mean time delay, q\ R/c, which is inde-
pendent of the disk inclination. The reprocessed light ele-
vates the photospheric temperature of the disk, and if it
resembles blackbody emission, it will peak at a wavelength
where X is of order unity and is the tem-j \ hc/kT
*
X, T
*perature of the disk due to viscous processes and(eq. [4])
heating of the disk photosphere through irradiation. We
assume that departures from the viscous temperature and
the T P R~3@4 temperature structure (deÐned by eq. [4])
due to reprocessing are negligible. Substituting q for R and j
for T in we Ðnd that for an irradiated black-equation (4),
body accretion disk one expects
q\ 3.1 days
A MM0
106 M
_
2 yr~1
B1@3A j
104 A
B4@3
. (5)
We have set X \ 5.97, i.e., where the distributionLBj/LTpeaks, to reÑect the fact that we are interested in the sensi-
tivity of the surface brightness distribution to temperature
changes. Detailed modeling will be required to justify the
use of this value of X.
Having established error bars, we now consider the sig-
niÐcance of the wavelength-dependent lags by Ðtting a
number of simple models to We employ wavelengthq(j).bins within 5200È5880 6080È6520 and 7000È(Fig. 6) A , A ,
7760 thereby excluding regions of dominant line emis-A ,
sion. We include the data point at 1315 where the lag isA ,
q\ 0.00^ 0.08 days. The results of our model Ðtting are
summarized in Column (1) details the model ÐttedTable 5.
to the data, column (2) details which lag uncertainty esti-
TABLE 5
MODEL FITTING TO q VERSUS j RELATIONSHIP
a1Model p sl2 (days) a2(1) (2) (3) (4) (5)
q\ a1 . . . . . . . . . . . . . . . . . . . BS 3.03 0.65^ 0.10 . . .rms 9.80 1.35 ^ 0.10 . . .
q\ a1(j*4@3[ j04@3) . . . . . . BS 0.08 2.82^ 0.10 1.33rms 2.43 2.81 ^ 0.03 1.33
q\ a1(j*a2 [ j0a2) . . . . . . . . BS 0.08 2.87^ 0.19 1.40^ 0.33rms 2.47 2.77 ^ 0.01 1.20^ 0.03
NOTE.ÈHere andj
*
\ j/104 A j0\ 0.1315\ 1315/104 A .
mates were used in the Ðtting procedure (p \ BS denotes
quasi-bootstrap error estimates, p \ rms denotes prms \days as described earlier), column (3) is the reduced s20.12
of the model Ðt, and columns (4) and (5) report thesl2,relevant Ðtted parameter values for each model.
Model 1 tests the null hypothesis that the continuum lag
is constant over all wavelengths, i.e., Usingq\ a1. prms,model 1 gives a very poor Ðt to the data as indicated by the
large value of and the null hypothesis may besl2\ 9.80,ruled out with great conÐdence. A reasonably good Ðt to the
data is indicated by provided the error estimates aresl2B 1,realistic. Using the larger error bars model 1 is still apBS,poor Ðt to the data, We conclude that a constantsl2 \ 3.03.time delay is inconsistent with the data.
Model 2 Ðts the function and tests theq\ a1(j*4@3 [ j04@3),qP j4@3 prediction for an irradiated blackbody accretion
disk. Here andj
*
\ j/104 A j0\ 0.1315\ 1315/104 A .Model 2 gives using and usingsl2\ 0.08 pBS sl2\ 2.43 prms.The low obtained using indicates that these errorsl2 pBSbars may be too large. presents the results of ÐttingFigure 7
model 2 to the data. The top panel assumes and theprms,bottom panel uses the The best-Ðt line for model 2 ispBS.detailed as the solid line in each panel.
FIG. 7.ÈIrradiated blackbody accretion disk model q\ a1(j*4@3[ j04@3)Ðtted to the wavelength-dependent time delays and(j0\ 0.1315 j* \j/104 To exclude regions of dominant line emission only wavelengthA ).
bins within 5200È5880 6080È6520 and 7000È7760 are included inA , A , A
the Ðt. Top panel : Assumes constant lag uncertainties of 0.12 days. Solid
line, best-Ðt line (model 2) to the data, dashed lines,sl2\ 2.43 ; MM0 \ 107,106, and 105 yr~1. Bottom panel : Identical to the top panel, but withM
_lag uncertainties as estimated from the quasi-bootstrap procedure
described in The solid best-Ðt line has a We estimate° 4.3. sl2\ 0.08.yr~1.MM0 \ (0.7~0.4`0.7) ] 106 M_
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Model 3 Ðts the function similar toq\ a1(j*a2 [ j0a2),model 2 except that the data is given more freedom to
determine a best-Ðt wavelength dependence, The Ðts area2.similar to those obtained with model 2, yieldingpBS sl2\0.08 and giving a Model 3 tests theprms sl2\ 2.47.T P R~3@4 law, which gives rise to qP j4@3.
Adopting models 2 and 3 are both consistent withinpBS,the quoted uncertainties and support the notion of a
wavelength-dependent lag that is consistent with the predic-
tion of a steady state irradiated blackbody accretion disk.
Adopting the best-Ðt estimate for the parameter in modela13 (p \ rms) we Ðnd that days, where thea1\ 2.8^ 0.7error estimate is the 68% conÐdence estimate correspond-
ing to *s2^ 1. This error estimate accounts for the corre-
lation of the parameters anda1 a2.
5.2. Mass and Accretion Rate of the Black Hole
The best-Ðt parameter days in model 3 cana1\ 2.8^ 0.7be identiÐed with the constant yr~1)1@33.1(MM0 /106 M
_
2
days in to estimate We estimateequation (5) MM0 . MM0 \
yr~1. Lines of 106, and 107(7~0.4`0.7) ] 106 M_2 MM0 \ 105,yr~1 are overplotted in each panel ofM
_
2 Figure 7.
A crude estimate for the mass of the supposed black hole
in NGC 7469 may be made. We calculate the ““ Keplerian
mass ÏÏ assuming an edge-on circular accretion disk with a
velocity V \ FWHM/2. For the ““ virial mass ÏÏ we assume
random motions of line emitting material in a spherical
geometry, with a velocity V \ (J3/2)FWHM (Netzer
The mass is1990).
M \ V 2qc
G
. (6)
For the FWHM we use the velocity proÐle of the line from
the rms spectrum in and for q we use the cross-Figure 2,
correlation time delay, with respect to the 1315 lightqcen, Acurve. The FWHM of the Balmer lines was measured by
Ðtting a single Gaussian plus straight line model to the
variable component of the line proÐle, The Ðt toFigure 2.
the Hb line proÐle yielded a The Ðt to the Ha linesl2\ 0.7.proÐle yielded a poor due to imperfect wavelengthsl2\ 9.0,calibration resulting in spurious peaks in the rms spectrum
near each of the narrow lines. We reÑect this fact in the
error estimate for the FWHM measurement of this line. We
note that multiple narrow and broad Gaussian component
Ðts to the Balmer lines of the mean spectrum, yieldFigure 2,
estimates for the FWHMs of the lines to be D30%È40%
larger than those estimated by Ðtting to the variable com-
ponent of the lines. summarizes the rough massTable 6
estimates. Column (1) is the emission-line feature con-
sidered, column (2) is the virial velocity V of the emission
line as measured from the rms spectrum in columnFigure 2,
(3) is the Keplerian velocity of the emission line as measured
from the rms spectrum in column (4) is the timeFigure 2,
delay of the emission feature from the CCF column(Fig. 5),
5 is the virial mass estimate, and column (6) is the Keplerian
mass of the central source.
The di†erent mass estimates for the lines are internally
consistent to within the quoted uncertainties. A weighted
average of the mass estimates yields virial and Keplerian
masses of (8.3 ^ 2.4)] 106 and (2.7^ 0.8)] 106M
_
M
_
,
respectively. These two types of mass estimate indicate the
large systematic uncertainty, depending on the unknown
geometry and kinematics of the line emitting gas. Koratkar
& Gaskell derived the mass of the central object in 10(1991)
AGNs in a consistent manner. The central sources were
found to have masses of about 107È108 Their massM
_
.
estimates utilized the FWHM as measured from a mean
spectrum compared to our measurement of the FWHM
from an rms spectrum.
Combining the Keplerian mass estimate with the esti-
mate of we derive an estimate for the accretion rate ofMM0
the system, yr~1. Assuming an accre-M0 \ (0.3^ 0.2) M
_tion efficiency g \ 0.1, the bolometric luminosity of NGC
7469 would then be ergs s~1.gM0 c2\ (1.7^ 1.1) ] 1045
The observed X-ray luminosity in the 0.5È4.5 keV region is
1043.4 ergs s~1 Anderson, & Ward We(Green, 1992).
emphasize that the values for and the bolo-MM0 , M, M0
metric luminosity are calculated under strict assumptions,
as detailed in the text, that require extensive investigation.
6. SUMMARY
An intensive spectrophotometric optical monitoring
campaign on the Seyfert 1 galaxy NGC 7469 was under-
taken during 1996 JuneÈJuly. The main results are sum-
marized as follows :
1. The Hb and Ha emission lines respond to the 1315 A
continuum variations with a time delay of D5È6 days. We
consider this to be identiÐcation of variable Balmer line gas
at a distance of D5È6 light days from the central source.
2. By combining the emission-line lags and the widths of
the variable component of the emission lines, we estimate
the mass of the central source to be M D 106È107 M
_
.
3. SigniÐcant wavelength-dependent time delays are
detected in the continuum. Variations at optical wave-
lengths lag behind those at 1315 Cross correlation of theA .
light curves shows the delay increases from D1 day at 4800
to D2 days at 7500 We interpret this as evidence for aA A .
stratiÐed continuum reprocessing region close to the central
source, possibly that of an accretion disk. With this inter-
pretation the delays are consistent with the predicted qP
relationship for an irradiated blackbody accre-(MM0 )1@3j4@3
tion disk with temperature proÐle T P R~3@4 and suggest
yr~1.MM0 \ (0.7~0.4`0.7) ] 106 M_2
TABLE 6
VIRIAL AND KEPLERIAN MASS ESTIMATES
Vvirial VKeplerian R Mvirial MKeplerianEmission Line (km s~1) (km s~1) (light days) (106 M
_
) (106 M
_
)
(1) (2) (3) (4) (5) (6)
Ha . . . . . . . . . . . . . 2343 ^ 300 1353^ 300 5.6^ 1.3 6.0^ 4.5 2.0^ 1.4
Hb . . . . . . . . . . . . 2934 ^ 152 1694^ 152 5.4^ 0.8 9.1^ 2.8 3.0^ 0.9
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More detailed modeling and analysis of the results
remains to be done to investigate these wavelength-
dependent time delays and test the applicability of the disk
hypothesis. Concurrently, we believe the potential implica-
tions of these observations require immediate observational
veriÐcation. Principally, this is possible with a high signal-
to-noise ratio, photometric observations of comparable
temporal resolution.
S. C. would like to thank the Wise Observatory sta† for
their endless support and advice throughout the monitoring
campaign and PPARC for travel assistance and a student-
ship at St. Andrews. This research is also supported by a
special grant from the Israel Science Foundation. We are
grateful to the NSF for support of the OSU observations
through grant AST 94-20080.
REFERENCES
T. 1998, in Astronomical Time Series, ed. E. Leibowitz,Alexander,
D. Maoz, & A. Sternberg (Dordrecht : Kluwer)
D., et al. 1995, A&A, 293,Alloin, 293
J., et al. 1991, ApJ, 366,Clavel, 64
D. W., et al. 1996, ApJ, 470,Crenshaw, 322
M., et al. 1993, ApJ, 408,Dietrich, 416
1998, ApJ,ÈÈÈ. submitted
R. A., et al. 1996, ApJ, 470,Edelson, 364
C. M., & Peterson, B. 1987, ApJS, 65,Gaskell, 1
C. M., & Sparke, L. S. 1986, ApJ, 305,Gaskell, 175
P. J., Anderson, S. F., & Ward, M. J. 1992, MNRAS, 254,Green, 30
S., Ibbetson, P. A., Mashal, E., & Brosch, N. 1996, Wise Obs. Tech.Kaspi,
Rep., No. 6
A. P., & Gaskell, C. M. 1991, ApJ, 370,Koratkar, L61
K., et al. 1995, ApJS, 97,Korista, 285
G. A., et al. 1998, inKriss, preparation
J. H., Horne, K., Kallman, T. R., Malkan, M. A., Edelson, R. A., &Krolik,
Kriss, G. A. 1991, ApJ, 371, 541
K. R. 1980, Astrophysical Formulae (Berlin : Springer),Lang, 560
K. M., OÏBrien, P. T., Edelson, R., George, I. M., Malkan, M. A.,Leighly,
Matsuoka, M., Mushotzky, R. F., & Peterson, B. M. 1997, ApJ, 483, 767
M., & Filippenko, A. 1983, ApJ, 275,Malkan, 477
D., et al. 1990, ApJ, 351,Maoz, 75
1991, ApJ, 367,ÈÈÈ. 493
1993, ApJ, 404,ÈÈÈ. 576
H. L., et al. 1997, ApJ, 479,Marshall, 222
K., et al. 1998, inNandra, preparation
H. 1990, in Active Galactic Nuclei, ed. T. J. L. Courvoisier &Netzer,
M. Mayor (Berlin : Springer)
P. T., et al. 1998, ApJ,OÏBrien, submitted
M. V., Penston, M. J., & Sandage, A. 1971, PASP, 83,Penston, 783
B. M. 1993, PASP, 105,Peterson, 207
B. M., et al. 1991, ApJ, 368,Peterson, 119
1992, ApJ, 392,ÈÈÈ. 470
1994, ApJ, 425,ÈÈÈ. 622
B. M., Pogge, R. W., Wanders, I., Smith, S. M., & Romanishin,Peterson,
W. 1995, PASP, 107, 579
W., et al. 1992, Numerical Recipes (Cambridge : Cambridge Univ.Press,
Press)
G. A., et al. 1994, ApJ, 425,Reichert, 582
P. M., et al. 1997, ApJS, 110,Rodri guez-Pascual, 9
E., et al. 1992, A&A, 261,Rokaki, 41
W., et al. 1995, ApJ, 455,Romanishin, 516
I., Alloin, D., & Pelat, D. 1995, A&AS, 111,Salamanca, 283
M., et al. 1997, ApJS, 112,Santos-Lleo , 271
G., et al. 1994, ApJ, 425,Stirpe, 609
Groningen, E., & Wanders, I. 1992, PASP, 104,van 700
R., & Horne, K. 1988, ApJ, 324,Wade, 411
I., et al. 1997, ApJS, 113,Wanders, 69
R. S., et al. 1996, ApJ, 470,Warwick, 349
W., et al. 1998, inWelsh, preparation
R. J., & Peterson, B. M. 1994, PASP, 106,White, 879
