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Vertical Glider Robots for Subsea Equipment Delivery
Brooks Reed, Charles Ambler, Julio Guerrero and Franz Hover
Abstract— We have developed an underwater vehicle that
offers significant performance improvements over existing sub-
sea elevators. Our Vertical Glider Robot falls under its own
weight to a precise location on the seafloor, employing stream-
lining, active steering, and basic navigation instrumentation. We
examine typical at-sea mission requirements, mention several
key governing parameters, and outline our design approach.
We then describe a prototype device, and present results from
model-scale experiments.
I. INTRODUCTION
Among the various tasks performed by autonomous sys-
tems today in the deep ocean is delivery of equipment
to specific locations on the seafloor. Such equipment in-
cludes scientific sensors [1], [2], acoustic network nodes [3],
collection baskets [4], [5], underwater observatory docking
equipment [6], military items, and others. Subsea delivery
is achieved with powered underwater vehicles (autonomous
underwater or remotely-operated vehicles; AUV’s or ROV’s)
[7], [8] or unguided platforms (landers) [5], [9], [10], which
fall passively. Powered vehicles can accomplish precision
delivery with high performance because they can make re-
peated attempts to reach a given specification. But capital and
operating costs of these vehicles can be orders of magnitude
larger than the cost of the sensor being deployed; in the case
of many packages to be delivered, these costs and the risk
to major assets may be too high.
Oceanographic researchers and the offshore oil and gas
industry regularly use passively dropped landers to deploy
sensors to full ocean depth of up to six kilometers. This is
achieved by positioning the surface vessel so that predicted
ocean currents cause the lander to free-fall to the desired
target. Over the length of the drop, these landers accumulate
significant drift; 1% of depth is a typical value reported in
deep water when a good current measurement is made a
priori. Due to drift, passive landers sometimes have to be
recovered so that another attempt can be made. We note
that in oil exploration, operating costs of the support vessel
can be up to $500K per day, so precise and timely delivery
of equipment is important. As a particular application, the
offshore industry would like to deploy sensors in a large grid
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on the seafloor, as shown in Fig. 1. To reduce ship costs, it
is desired to allow all of the landers to be deployed from a
single ship location near the center of the grid, motivating
the need for horizontal transit capabilities.
Lander vehicles called elevators have been used for years
to support ROV operations [5], and there has been some
prior work on steerable elevators at the Woods Hole Oceano-
graphic Institution (D. Yoerger and A. Bradley, personal
communication). These elevators consisted of passive ele-
vator frames retrofitted with wings, which spiraled down in
a helix trajectory and could be steered manually in a rough
manner via a single rudder and an acoustic link to the surface
ship. While this project was sidelined in the early 2000’s,
there has been some recent work with model tests of steerable
elevators [11]. Our objective in this paper is to propose a
vehicle concept that improves on these steerable elevators by
incorporating aspects from AUV and ROV operations and
horizontal gliders [12]–[14]. To keep cost and complexity
low, we retain the free-falling lander concept that uses
potential energy instead of a powered propulsion system.
Building on the steerable elevator concept, we propose to
add fully autonomous navigation and active control, and
to streamline the vehicle in order to add horizontal transit
capabilities as well as reduce the large drift forces from large-
scale hydrodynamic separation. To distinguish our work from
existing elevators and gliders as used in the ocean today, we
refer to our device as the Vertical Glider Robot, or VGR.
Consistent navigation in the underwater environment is a
perennial challenge because of our reliance on the acoustic
channel [15]. Long baseline (LBL) acoustic systems can be
integrated with an inertial measurement unit (IMU), depth,
magnetic heading, and Doppler velocimetry (DVL) along a
solid boundary to provide navigation accuracy on the order
of one meter, but can be time-consuming to deploy [16]–[19].
In contrast, ultra-short baseline (USBL) or short-baseline
(SBL) systems [20] can be mounted on a ship and probably
represent the easiest single means for maintaining global
reference [21]. One aspect of USBL and SBL systems that
demands special attention is their angular error characteristic,
which will lead to a linear increase of noise on the Cartesian
space estimate. Additionally, as with LBL, position updates
are delayed many seconds as components move apart; the
speed of sound in water is around 1450 m/s. For our Vertical
Glider mission, we focus on a sensing mode akin to a ship-
mounted USBL, with depth, heading, and attitude measured
onboard the vehicle.
The Vertical Glider is designed to have its principal
orientation nose-down, with negative buoyancy to provide a
constant dive rate. Most crucially, the vehicle is marginally
Fig. 1. Overview of a Vertical Glider mission scenario to deploy equipment
on a grid on the seafloor from a single ship on the surface.
stable in the open loop, allowing it to operate at extreme
angles of attack and thereby move at glide angles greater than
60 degrees from vertical, satisfying the need for moderate
horizontal transit capability. High angle-of-attack flight will
allow us also to modulate the vertical descent rate so as
to more effectively share the limited USBL resource when
multiple vehicles are deployed simultaneously. We describe
the unique aspects of this type of vehicle and mission, and
the design, control, and testing of a prototype vehicle.
II. PROTOTYPE VEHICLE DESIGN
A. Physical Vehicle Design
A prototype vehicle has been built to explore the behavior
of vertically-oriented streamlined vehicles, including the
effectiveness of control fins and achievable glide slopes. The
vehicle has a simple, streamlined shape with control fins at
the tail in the traditional cross configuration, as shown in Fig.
2. Table I lists some of the vehicle’s physical characteristics.
For control and data logging purposes, the vehicle’s sensor
suite includes an onboard tilt-compensated compass, pitch,
and roll sensor (Ocean Server OS5000), a pressure sensor
used to measure depth (Measurement Specialties M86), and
angular rate gyros (Invensense IDG1250). An Arduino Mega
microcontroller is used to read in sensors, compute control
commands, drive servos and log data. Onboard data logging
is handled by a 4D systems µDrive microSD data logger. We
use the CMUCam3 camera system for global navigation.
B. Navigation Methods
A camera tracking system is used in pool testing to
emulate angle-based tracking methods used in the ocean.
TABLE I
VERTICAL GLIDER PHYSICAL PARAMETERS
Length 77 cm
Diameter 12.7 cm body, 30 cm at tips of fins
Volume 8040 cm3
Weight 8.05 kg
Weight in Water 98 g
Fin Profile NACA-0020
Design Dive Rate 55 cm/s
Max Depth 5 meters
Servos HiTec HS-322HD (x2)
Power Source 8xAA NiMH batteries (1.2 V each, 9.6 V total)
Two major modes of operation using a camera are possible.
One mode consists of the camera mounted in the nose of the
vehicle. A flashlight is placed on the bottom of the pool to
serve as the target; the camera tracks the light and the control
system guides the vehicle towards the target. This method
is different than the proposed surface ship navigation using
a USBL, but has obvious applications in missions such as
docking or homing towards an existing target [6], [22]. This
capability is completely self-contained within the vehicle.
The second mode of operation matches deployment with
a USBL on a ship more closely. A light is placed on the tail
of the vehicle, and a surface raft holds a camera that tracks
the light. The error in vehicle position is computed on a
connected laptop at the surface, and this is combined with
heading and attitude information received from the vehicle
through a 2 mm diameter tether to compute commands for
the vehicle’s control surfaces. Matlab software is used for
communication, control and logging on the laptop.
C. Nondimensional Parameters
Outlining several key nondimensional parameters should
be useful to help us understand the scaling effects between
different real-world missions and the pool tests. First, we
note that the dynamic effects of lift, drag and inertia occur
at much faster time scales than the basic mission parameters.
The vehicle will have settled into a steady-state orientation by
the time a new navigation update arrives, thus we assume that
in deep water, the vehicle behaves as a kinematic particle,
diagrammed in Fig. 3. The most relevant kinematic, noise
and control parameters are listed in Table II; for more
detailed simulation and control analysis, a more complex
dynamic model could be used. The simple kinematic model
analyzes motion in the x-z plane: the lateral velocity of
the vehicle in a global reference frame, x˙g, scales as the
product of Cartesian position error and vertical velocity, i.e.,
x˙g = K(αdes − α)z˙, with z˙ constant. The main metric of
system performance is the standard deviation of the landing
error σE , given by:
σE = f (K,σα, σw, z˙, D, c) (1)
This leads to a set of four nondimensional parameters for the
nondimensional error [23] (note that K and σα are already
unitless):
77 cm
Fig. 2. An exploded view of the vehicle is on the left, including the onboard camera reference frame xˆc and yˆc. A photograph of the vehicle with the
communication tether attached to the side of the nose is on the right. Note the large lead weight near the center of the vehicle which was located to place
the center of mass very slightly below the center of buoyancy, resulting in a marginally stable vehicle that can fly at high angles of attack.
TABLE II
RELEVANT VARIABLES FOR DIMENSIONAL ANALYSIS, BASIC
KINEMATIC MODEL
Variable Description Units
σE Std. Dev. of Landing Error m
K Control Gain 1/rad
σα Measurement Noise rad
σw Process Noise m/s
z˙ Dive Rate m/s
D Mission Depth m
c Speed of Sound in water m/s
σE
D
= f
(
K,σα,
σw
z˙
,
z˙
c
)
(2)
As written, the process noise is nondimensionalized with
drop rate, and therefore characterizes the open-loop drift in
lateral position relative to depth. The ratio z˙/c essentially
scales the number of navigation hits that the vehicle will
receive from the USBL. If the USBL system used is capable
of ping stacking, navigation hits will arrive at a uniform 1 Hz
update rate, so the scale of this parameter will change. While
ping-stacking improves the update rate, it does not eliminate
the delay between the USBL measurement of a vehicle and
the time when the vehicle receives the measurement, which
is constrained by c.
III. PROTOTYPE VEHICLE MODELING AND
CONTROL
A. Vehicle Modeling
For modeling purposes, we consider motions in the vertical
plane, independent of vehicle twist about its central axis.
Lateral motion is induced by pitch, because of lift forces
generated by the body at an angle of attack. Based on
data obtained in step responses for pitch, a simple second-
order transfer function for the vehicle’s pitch dynamics was
derived. This relates the input elevator fin angle to the output
Fig. 3. Diagram for surface measurement and simple kinematic model, used
for dimensional analysis only. In a 2D plane, the angle from the support
vehicle to the target is αdes, the angle from the support vessel to the vehicle
is α, full ocean depth is D, the vehicle’s depth is z, the location of the target
is xdesg , and the vehicle’s horizontal distance from the origin is xg .
pitch angle of the vehicle at the vehicle’s designed dive rate
of 55 cm/s:
Pitch
Elevator
=
3.8
s2 + 2.88s+ 0.81
(3)
The system has a damping ratio of 1.6, showing that the
system is overdamped. The natural frequency is 0.9 rad/s. We
have observed visually over a number of tests that the steady-
state pitch achievable by the vehicle is over 60 degrees;
however, this linear model loses accuracy at high fin angles
and high angle of attack. A more accurate model would
include high angle effects due to nonlinear separation and
body lift. Additionally, we note that a more accurate transfer
function would include nonminimum phase aspects of the
system, which are especially noticeable for the prototype
measurement system that tracks a light on the tail.
B. Flight Control with Onboard Camera
One primary advantage to the onboard camera is that flight
control is very simple because measurement, control and
actuation are all kept in the vehicle body-referenced frame.
No information about the vehicle’s orientation is needed for
the controller. The elevators correct for errors in the camera’s
y axis, yˆc, and the rudders correct for errors in the x axis,
xˆc, as diagrammed in Fig. 2. A simple proportional controller
maps the target location in the camera’s field of view — xc
and yc, measured in pixels — to fin commands, attempting
to keep the target in the center of the camera’s field of view:
{
θelevator
θrudder
}
=
{
−Kyc
−Kxc
}
(4)
If the camera loses the target, the fins are both held at
their previous position.
C. Flight Control with Surface Camera
The surface camera is located at the origin of a global
North-East-Depth inertial coordinate frame, which is repre-
sented by xˆg , yˆg and zˆg in Fig. 4. We use the depth of the
vehicle, z, and the camera target pixel locations to find the
tail location in global coordinates: xg and yg. We subtract
the target, xdesg and ydesg , from the tail’s location in the
global frame to get a global horizontal-plane error vector,
exg and eyg . The vehicle’s body-referenced frame xˆv , yˆv and
zˆv is aligned with zˆg but is rotated in the horizontal plane
by the vehicle’s compass heading. The compass heading
ψ is the angle of rotation of the body-referenced frame
from magnetic North (set to equal xˆg in Fig. 4), which
is computed onboard the tilt-compensated compass sensor
using data from magnetometers and accelerometers on all
three axes. We transform the global error vector into a vehicle
body-referenced error, exv and eyv , through a rotation matrix
that uses ψ:
{
exv
eyv
}
=
[
cos(ψ) −sin(ψ)
sin(ψ) cos(ψ)
]{
exg
eyg
}
(5)
Vehicle pitch is a rotation about the vehicle’s body-
referenced x axis, xˆv, and is actuated by the elevators.
Vehicle roll is a rotation about the vehicle’s body-referenced
y axis, yˆv , and is actuated by the rudders. Using the depth
of the pool, D, the vehicle’s current depth, z, and the
vehicle body-referenced errors, angles to the target about the
vehicle’s x and y axes, θx and θy , are calculated:{
θx
θy
}
=
{
atan(eyv/(D − z))
atan(exv/(D − z))
}
(6)
Since the vehicle’s pitch and roll dynamics are faster than its
dynamics in the horizontal plane, a closed-loop pitch and roll
controller commands the fins to angles θelevator and θrudder
Fig. 4. 3D coordinate frames used for flight control with surface camera.
The global frame xˆg , yˆg , zˆg is centered at the location of the surface raft.
The body-referenced frame xˆv , yˆv and zˆv is aligned with zˆg but is rotated
in the horizontal plane by the vehicle’s compass heading, ψ.
to attempt to drive the vehicle to the desired angle to the
target, using proportional control with gain K:
{
θelevator
θrudder
}
=
{
−K(Pitch− θx)
−K(Roll − θy)
}
(7)
IV. PROTOTYPE EXPERIMENTS IN POOL
Testing was conducted in the MIT Alumni Pool (4m depth)
and the MIT Z-Center Pool (4.25m depth).
A. Onboard Camera
We conducted several experimental runs to a flashlight
target on the bottom of the swimming pool with the onboard
camera configuration. A plot showing the camera’s adjusted
target over the course of a run is shown in Fig. 5. Starting
from a variety of initial positions and angles, the vehicle hit
the target within 25 cm 26 times and veered off course due
to loss of the target in the camera field of view 3 times. The
times when it veered off track were due to testing the limits
of extreme initial conditions. During these closed-loop tests,
we noted the vehicle was able to reach targets that required
a trajectory of 45 degrees from the launching point.
B. Surface Camera
To test the surface camera, we placed and surveyed a
target on the bottom of the pool that was 3 ft directly to the
East of the surface camera. To show the vehicle’s control
capabilities, we started the vehicle in different orientations –
both the angles in the E-Z and N-Z planes and the rotation
about the vehicle’s axis. We observed some runs where the
vehicle rotated a full 360 degrees about its primary axis,
showing that our transformation from global to vehicle frame
based on heading was working correctly.
Plots showing the vehicle’s trajectory for three runs to the
target with different initial conditions are shown in Figure 6.
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Fig. 5. Scatter plot showing the adjusted target location as seen by the
vehicle’s onboard camera during pool testing. For this plot, the camera’s
output in pixels is scaled by the radius of the target as seen by the camera,
which adjusts for the angle-accentuating effects of the vehicle’s distance to
the target. The vehicle was launched from a point 3 m horizontally away
from the target.
The vehicle corrects for drift in the N-Z plane over the course
of the run. The vehicle tracks the desired angle to the target
in the E-Z plane well, but due to inaccuracies in the system
and a simplified controller, it overshoots the target slightly,
by an amount proportional to its initial angle towards the
target.
One major limitation on this test was the camera’s field
of view. The CMUCam has a field of view of 49 degrees
in x and 37 degrees in y, which limits the ’cone’ in which
the vehicle can be seen by the camera. USBL systems in the
ocean also have a limited cone of detection, due to attenu-
ation of the signal to reduce noise from the ship machinery
at shallow angles. While the CMUCam’s field of view is
a tighter constraint than typical USBL detection cones, we
were able to learn about the effects of this constraint on
operations through our testing. The limited cone means that
we could not command the vehicle to go to targets very far
away, and the margin for testing initial vehicle orientations
was limited.
Additionally, the surface raft that holds the camera was
designed to resist wave disturbances; however, some pitch
and roll oscillations were observed that added noise onto
the measurements. Adding a pitch and roll sensor to the
raft could remove this noise, just as is done with a real
USBL system on a ship. Regarding the control system, the
vehicle had some backlash and calibration errors on the
fins, which can add errors over a short drop. For the tests
shown, the controller computes control actions based off the
position of the light at the tail, not the vehicle’s center of
gravity (CG). This introduces angular error and accentuates
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Fig. 6. Trajectory results from pool experiments. The target was 0.9 m
directly to the West, as shown by the black lines.
nonminimum phase aspects of the measured system. An im-
proved controller would account for the difference between
the measurement and vehicle’s CG and also attempt to drive
the vehicle directly over the target first, and then drop straight
down. These issues were ignored for our initial tests, and
explain some of the overshoot observed in the results.
V. CONCLUSIONS AND FUTURE WORKS
We have identified significant improvements to be made
over existing subsea equipment deployment methods, by
adding fully autonomous navigation and active control to a
more streamlined evolution of the steerable elevator concept.
We have designed a suitable prototype vehicle and demon-
strated proof-of-concept tests of closed-loop control. To keep
cost and complexity low, our Vertical Glider Robot falls
under the force of gravity alone with minimal sensors and
actuators onboard, yet can be actively guided to achieve high-
accuracy landing positions. While the vehicle nominally flies
nose-downward, it can also cover horizontal distances on par
with the water depth and can modulate its vertical speed.
Our prototype vehicle has been tested with two navigation
arrangements, both based on vision. We achieved good hit
performance, within the limitations of pool testing.
In the future, it is likely that large groups of such vehicles
will be deployed simultaneously, saving ship time and asso-
ciated operating costs. To share the same navigation sensor
among vehicles, e.g., individual USBL hits, we require a
dynamic allocation policy to decide which vehicle needs the
next measurement most. One structure that seems promising
is the restless multi-armed bandit [24], [25]. We have already
investigated an approximation of the bandit filtering problem
given in [26]. Initial computations comparing the approx-
imate bandit algorithms with round-robin, greedy, epsilon-
greedy, and random measurement schemes show mild but
consistent benefits. An extension of this tracking problem
could conceivably also control descent rate among vehicles,
for the purpose of precisely hitting targets at the bottom.
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