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1 Introduction
The large mass of the top quark [1] may indicate that it is not an elementary particle, but
has a composite structure, as has been proposed in several models of new physics [2–5].
The existence of an excited top quark (t∗) would provide a direct test of this possibil-
ity [6, 7]. Weak isodoublets can be used to describe both the left-handed and right-handed
components of a t∗, and provide finite masses prior to the onset of electroweak symmetry
breaking [6]. Thus, in contrast to the heavy top quark of a fourth generation model, the
existence of an excited top quark is not ruled out by the recent discovery of a Higgs boson
with properties consistent with those of a standard model (SM) Higgs particle [8–10]. It
has also been suggested that the top quark may have higher spin excitations, and in partic-
ular, in string realizations of the Randall-Sundrum (RS) model [11, 12], the right-handed
t∗ quark is expected to be the lightest spin-3/2 excited state [13].
This analysis adopts a model in which a t∗ quark has spin 3/2 and decays predomi-
nantly to a top quark through the emission of a gluon (g) [13–16]. A spin-3/2 excitation of a
spin-1/2 quark is governed by the Rarita-Schwinger [17] vector-spinor Lagrangian, with the
rate of production of spin-3/2 quarks being larger than that of spin-1/2 quarks of similar
mass. This is because the pair production cross section of spin-3/2 quarks is proportional
to sˆ3 for large values of sˆ, while that of spin-1/2 quarks is proportional to sˆ−1, where sˆ
is the square of the energy in the parton-parton collision rest frame. Consequently, at
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large proton-proton center-of-mass energies
√
s, integrating over parton distribution func-
tions (PDF), spin-3/2 quarks benefit more from contributions at large parton momentum
fractions (x) than spin-1/2 quarks [13, 14]. The growth of the cross section with energy
as sˆ3 violates unitarity at sufficiently high energies, but the relationship is valid at the
energies and mass scales accessible at the CERN Large Hadron Collider (LHC). The t∗
in the RS model is expected to have a pair production cross section at
√
s = 8 TeV of the
order of a few pb for a t∗ of mass mt∗ = 500 GeV [15, 16]. This cross section is calculated
to leading order with a scale Q = mt∗ .
Searches have been performed for single production of excited generic quarks (q∗)
that decay to qg, a process that dominates in spin-1/2 models. The Compact Muon
Solenoid (CMS) collaboration has excluded q∗ in the mass range of 1 TeV to 3.19 TeV [18],
and the ATLAS collaboration has set a lower limit on mq∗ of 2.83 TeV [19]. However, a
t∗ signal would not have been observed in such searches. We present the first dedicated
search at the LHC for the pair production of excited top quarks with spin 3/2 that decay
to t + g.
We assume a 100% branching fraction for B(t∗ → tg), the channel that is expected to
be the dominant decay mode [13, 16]. With mixing between spin-1/2 and spin-3/2 states
suppressed, the production of mixed pairs of tt∗ or tt∗ is expected to have a much smaller
cross section than t∗t∗, despite being kinematically favored [13, 14]. We consider therefore
only pair production of the t∗ quark and its antiparticle, and focus on decay channels
containing a single charged lepton (`) specifically in the µ+jets and e+jets final states. We
use a fourth-generation model to mimic the t∗ signal because the MadGraph 5.1.3.30 [20]
Monte Carlo (MC) generator does not normally include spin-3/2 particles. We show in the
following section that this choice does not affect the results of the study.
The analysis strategy is to reconstruct the t∗ mass from the t∗t∗ → ttgg →
W+bW−bgg → `+ν`bqq′bgg decay chain, including charge-conjugate states, and to com-
pare the resultant mass distributions expected for signal and background. The analysis
is performed using pp collision data at
√
s = 8 TeV collected with the CMS detector,
corresponding to an integrated luminosity of 19.5± 0.5 fb−1.
2 The CMS detector, simulations and data
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic field of 3.8 T. A silicon pixel and strip tracker, a lead-
tungstate crystal electromagnetic calorimeter (ECAL), and a brass/scintillator hadron cal-
orimeter (HCAL) reside within the magnetic volume. Muons are measured in gas-ionization
detectors embedded in the steel flux return yoke outside of the solenoid. Extensive forward
calorimetry complements the coverage provided by the central barrel and endcap ECAL
and HCAL detectors. The CMS experiment uses a right-handed coordinate system, with
origin at the center of the detector, the x axis pointing to the center of the LHC ring, the
y axis pointing up (perpendicular to the plane of the LHC ring), and the z axis along the
counterclockwise beam direction. The polar angle θ is measured from the positive z axis,
and pseudorapidity is defined as η = − ln[tan( θ2)]. The azimuthal angle φ is defined in the
x-y plane. A more detailed description of the detector can be found in ref. [21].
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The data are collected using single-lepton+jets triggers. The single-muon+jets trigger
requires that at least one muon candidate is reconstructed within |η| < 2.1 and has a
transverse momentum pT > 17 GeV. The single-electron+jets trigger requires that an
electron candidate is reconstructed with pT > 25 GeV within |η| < 2.5 (with a small
region of exclusion in the transition region between the ECAL barrel and endcaps at |η| ≈
1.5). Both channels must have at least three jets reconstructed within |η| < 2.5 and with
transverse momenta larger than a value which was increased in steps from 20 to 45 GeV, as
the average instantaneous luminosity of the LHC increased during the course of data taking.
Simulated inclusive t∗t∗ events, including up to two additional hard partons, are gen-
erated for t∗ masses of 450–950 GeV in 50 GeV steps using the MadGraph 5.1.3.30 [20]
event generator and the CTEQ6L1 PDF [22]. We use pythia 6.426 [23] to model parton
showers and hadronization. The generated events are processed through a simulation of the
CMS detector based on Geant4 4.3.1 [24], and reconstructed using the same algorithms
as used for data. The MadGraph generator does not normally include spin-3/2 particles,
so we use a fourth-generation model to mimic the t∗ signal. As our acceptance criteria are
not sensitive to opening angles between particles or other variables that might be affected
by spin, we do not expect this choice to impact our results. Although it was not possible
to simulate all samples this way, to check this assumption, we were able to include the
Rarita-Schwinger Lagrangian in MadGraph, and generate a true spin-3/2 event sample.
The acceptances for the spin-3/2 and spin-1/2 samples are found to be equal within the
uncertainties, which are of order 5%. The direction and momentum of jets from final-state
particles is consistent between the two samples, although the number of jets produced in
the spin-3/2 sample is higher than it is in spin-1/2.
Although the analysis is based mainly on an estimate of background obtained from
data, we also use MC simulation of background processes to study the modeling of the
data and to provide a cross-check of our results. The production of tt events with up to
three additional hard partons, single-top-quark production in the s-channel and t-channel,
tW processes, W+jets and Z+jets production, and the smaller diboson (WW, WZ, ZZ),
ttW, and ttZ contributions have all been modeled in the MC simulation used for these
checks. The diboson processes are generated with the pythia program, while the other
processes are modeled using the MadGraph package. The cross section for single top-
quark production is taken from ref. [25], and the cross section for WZ production is com-
puted using the mcfm generator [26, 27]. The cross sections for ttW and ttZ are computed
using MadGraph. All other cross sections are normalized to the published CMS mea-
surements [28, 29]. All simulated samples include additional contributions from minimum
bias events that model the energy from overlapping pp collisions within the same bunch
crossing (“pileup”) at large instantaneous luminosities.
3 Event reconstruction
Events are reconstructed using a particle-flow algorithm, in which each particle is recon-
structed and identified by means of an optimized combination of information from all
subdetectors [30]. The energies of photons are obtained directly from the ECAL signals,
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corrected for effects of the algorithm used for noise suppression in the readout. The en-
ergies of electrons are determined from a combination of the track momenta at the main
interaction vertex, the corresponding ECAL cluster energy, and the energy sum of all
bremsstrahlung photons emitted along their trajectories. The energies of muons are ob-
tained from the corresponding track momenta measured in the silicon tracker and outer
muon system. The energies of charged hadrons are determined similarly from a combination
of track momenta and the corresponding ECAL and HCAL energies, which are corrected
for effects of noise suppression. Finally, the energies of neutral hadrons are obtained from
calibrated ECAL and HCAL energies [30–33].
We require events to contain at least one interaction vertex, with > 10 associated
charged-particle tracks, located within a longitudinal distance |z| < 24 cm and a radial
distance r < 2 cm from the center of the CMS detector. The vertex with the largest
value for the sum of the p2T of the associated tracks is taken as the primary vertex for the
hard collision.
Muon candidates are reconstructed using hits in the silicon tracker and in the outer
muon system by making a global fit to the hits in both detectors [34]. Electron candidates
are reconstructed from energy clusters in the ECAL that are also matched to tracks in
the tracker. Trajectories of electron candidates are reconstructed using a CMS model of
electron energy loss, and fitted using a Gaussian sum filtering algorithm [35]. Jets are
reconstructed from particle-flow candidates using the anti-kT jet clustering algorithm [36]
with a distance parameter of 0.5, and jet energies are corrected to establish a uniform
relative response of the calorimeter in η, and a calibrated absolute response in pT [37].
Jets are identified as originating from a b quark through a combined secondary ver-
tex (CSV) algorithm [38] that provides optimal b-tagging performance. This algorithm
uses a multivariate discriminator to combine information on the significance of the impact
parameter, the jet kinematics, and the location of the secondary vertex. The working point
of the CSV discriminant is chosen such that light quarks are mistagged at a rate of 1%,
with a corresponding efficiency for identifying b-quark jets of 70%. Small differences in
b-tagging efficiencies and mistag rates between data and simulated events are accounted
for by scale factors applied to the simulation.
The imbalance in transverse momentum (pT/ ) of an event is defined as the magnitude
of the vector sum of the transverse momenta of all objects reconstructed using the particle-
flow algorithm. The corrections applied to jet energies are propagated to the measured pT/ .
4 Oﬄine event selection
Charged leptons from t → b`ν decays are expected to be isolated from nearby jets. Rel-
ative isolation, I, is defined as the ratio of the scalar sum of the transverse momenta of
all photons, charged hadrons, and neutral hadrons, associated with the primary vertex, in
an angular cone around the lepton direction to the lepton pT. The sum includes all these
particle-flow candidates within a cone of ∆R ≡ √(∆η)2 + (∆φ)2 < 0.4 around the muon
candidate, and <0.3 around the electron candidate, where ∆η and ∆φ are the differences
in pseudorapidity and azimuth relative to the lepton direction. Estimates of the contribu-
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tions from pileup interactions to the neutral hadron and photon energy components are
subtracted from the above sums [34, 39].
Event candidates in the µ+jets channel are required to have only one muon with
pT > 26 GeV, |η| < 2.1, I < 0.12, and with transverse and longitudinal distances of closest
approach to the primary vertex of dr < 2 mm and |dz| < 5 mm, respectively. Candidates
in the e+jets channel are required to have only one electron with pT > 30 GeV, |η| <
1.44 (restricting electrons to the central rather than forward regions reduces contributions
from generic multijet events), I < 0.1, and dr < 0.2 mm. These selections are more
restrictive than those used for the trigger, ensuring the selected leptons are in the plateau
of the trigger efficiency.
Additional selection criteria require at least six jets with pT > 30 GeV and |η| < 2.5. To
ensure high trigger efficiency, the three leading jets (i.e. with largest pT) are each required
to have pT > 45 GeV in the initial data-taking period, and pT > 55, 45, and 35 GeV,
respectively, in the subsequent data-taking periods. At least one jet must be b-tagged
through the CSV algorithm. In the region of acceptance, the loss of efficiency arising from
the turn-on of the acceptance as a function of jet-pT is very small (less than 1%), and the
total trigger efficiency ranges between 85 and 100%. For the signal, the average efficiency
is ≈91%, while for the background it is ≈90%.
Signal events pass our selections with efficiencies varying from 18% at low t∗ masses
to 20% at higher masses. The largest efficiency losses arise from the lepton isolation and
jet requirements. After the application of all selection criteria, we observe 13 636 events
in the µ+jets channel and 11 643 events in the e+jets channel. The yields predicted from
simulated SM background processes are 15 100 ± 4 400 events in the µ+jets channel and
13 100 ± 3 700 events in the e+jets channel. The event yield uncertainties are dominated
by uncertainties in the choice of the renormalization and factorization scales used in the
MadGraph generation of tt events, and by the uncertainty in the jet energy scale (JES).
The small deficits in data relative to SM expectations are within the estimated uncertain-
ties. Furthermore, the differential distributions of the kinematic variables are in agreement.
We determine this by renormalizing the simulation to the number of events observed in
data, and find agreement in the distributions of all kinematic variables for the predicted
and observed tt events, as seen in figure 1. Of particular importance, the distribution in
the mass of the tg system (see section 5 for details) is reproduced by the simulation. In
the following sections, we describe the strategy adopted for reconstructing the mass of the
t∗ candidate and for estimating the background from control samples in data.
5 Mass reconstruction
The dominant background to a t∗t∗ signal is expected to be from SM tt production in
association with extra jets. We therefore use the reconstructed mass distribution of the
t+jet systems to distinguish a t∗t∗ signal from tt background.
The procedure adopted for reconstructing the mass is as follows. In the `+jets chan-
nels, one W boson decays leptonically, while the other decays into a q′q pair, i.e. t∗t∗ →
(`νbg)(q′qbg). The reconstructed objects in the event, namely, the charged lepton, the pT/ ,
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Figure 1. Kinematic distributions of single `+> 5-jet events in data (points), compared to MC
simulation normalized to the number of events observed in data. Shown are pT spectra for muons (a)
and electrons (b), and jet spectra for the channels µ+jets (c) and e+jets (d). The reconstructed
mtg distribution is shown for the µ+jets channel in (e) and for e+jets in (f).
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and the six leading jets correspond to the particles in the decay of the t∗t∗ system, and are
assigned to one of the initially produced objects. We assume that the pT/ is carried away
entirely by the neutrino emitted by the leptonically decaying W boson. The longitudinal
component of the neutrino momentum (pz) cannot be measured, but an initial estimate
of its value is determined (within a two-fold ambiguity) using the requirement that the
two reconstructed top quarks have the same mass. All possible permutations of jet-parton
assignments are considered in the analysis, subject to the condition that a b-tagged jet
must be assigned to one of the b quarks. When multiple jets are b-tagged, all binary
combinations are interpreted as b quarks.
After assigning the reconstructed objects to their progenitor particles, a constrained
kinematic fit is performed to the t∗t∗ hypothesis to improve the resolution of the recon-
structed mass of the t∗ candidates. We use an algorithm originally designed to measure mt
in tt events [40, 41], but modified to reconstruct t∗t∗ events that contain two additional
jets. The momenta of the reconstructed objects are adjusted in the fit to simultaneously
satisfy the following constraints:
m(`ν) = m(qq) = mW, (5.1)
m(`νb) = m(qqb) = mt, (5.2)
m(`νbg) = m(qqbg) = mtg, (5.3)
where mW = 80.4 GeV is the mass of the W boson, mt = 173.5 GeV is the mass of the top
quark [1], and mtg is a free parameter, the resolution of which is improved through the fit.
All the momentum components of the reconstructed objects, with the exception of pz
of the neutrino momentum, are measured. There is consequently one unknown and seven
constraints to the kinematics: (i) two from each of Equations (5.1) and (5.2), (ii) two from
the conservation of transverse momentum in the collision, and (iii) one constraint from
Equation (5.3). We perform a fit to the t∗t∗ hypothesis by minimizing a χ2 computed from
the sum of the squares of the difference between the measured components of momenta
of all reconstructed objects and their fitted values, each term divided by the sum of the
squares of their estimated uncertainties, subject to the remaining six constraints. The jet
permutation with the smallest χ2 value is chosen to represent the event.
The above procedure selects the correct jet-parton assignment in about 11% of the
simulated t∗t∗ events, with the t∗ quark that decays through the W → `ν` mode being
reconstructed correctly in about 1/3 of the lepton+jets final states. We have studied the
possibility of including up to eight jets in the reconstruction (i.e. considering all combina-
tions of six out of the leading six, seven, or eight jets). However, there is little gain using
this approach, despite that it yields 13% in correct assignments. A major reason for getting
the wrong jet-parton combination is that in approximately 40% of the t∗t∗ events, at least
one jet from the W→ q′q decay fails the oﬄine jet-pT requirement. In events where all the
hadronic decay products are included among the six leading jets, the correct jet-parton as-
signment is selected 68% of the time, but this fraction decreases significantly if we consider
up to eight jets in the final state. Consequently, χ2 fits using more than six jets contain far
more background. Variations in the fraction of events with correct jet-parton assignments
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do not significantly affect our final results (discussed in section 8). A comparison of the
reconstructed t∗ mass distributions obtained for the spin-1/2 and spin-3/2 samples, using
the kinematic fit, reveals no significant dependence on the spin.
6 Background model and extraction of t∗ signal
We model the mtg distribution for the background from the SM using a Fermi function:
f(m) =
a
1 + e
m−b
c
, (6.1)
where m represents the mass reconstructed under the t∗ hypothesis, and a, b, and c are
parameters that are determined through a fit to the data. The mtg distribution for a
t∗t∗ signal is taken from simulated events.
The t∗t∗ signal and the background contributions in data are estimated simultane-
ously. For each generated mt∗ value, we perform a binned likelihood fit to the sum of
the background function f(m) and the reconstructed mass spectrum for the t∗t∗ model
for mtg > 350 GeV. The t
∗t∗ cross section and the three parameters of the background
function are varied in this fit. Figure 2 shows the distribution of the reconstructed mtg
for the µ+jets channel (a) and e+jets channel (b), along with the fit to the background.
The small differences between observation and expectation, divided by the uncertainty in
the expected values, shown below the mtg distributions, demonstrate that the fitting func-
tion describes the background well. The function f(m) shown in the figure represents the
contribution from background events only, and does not include the mt∗ = 750 GeV or
mt∗ = 850 GeV signals, which are shown separately.
As a check of the stability of the background fit, we also performed the fit for mtg >
650 GeV and for mtg > 850 GeV. For each fit we calculated the integral and uncertainty
in the function for the range 850 GeV < mtg < 1250 GeV. For the nominal range of mtg >
350 GeV, the results are 60.1 ± 3.5 and 46.6 ± 3.1 for the µ+jets and e+jets channels,
respectively. For the ranges mtg > 650 GeV and mtg > 850 GeV, the results are in close
agreement, with values of 59.8 ± 5.7 and 51.2 ± 5.5 for the µ+jets and e+jets channels,
respectively, for the range mtg > 650 GeV and 60.3 ± 7.8 and 53.3 ± 7.5 for the range
mtg > 850 GeV.
To show that the fitting method is sensitive to the presence of t∗ signal, pseudo-data
are generated according to a probability distribution function representing the sum of f(m)
and a specific t∗ signal. Performing the kinematic fit on the pseudo-data provides a cross
section for the extracted t∗ signal that indicates no bias in the fitting procedure.
As a check of our method, we also model the background using MC samples. As noted
in section 4, the distribution of the simulated background samples is in agreement with
the data. The background and signal MC templates are fit to the data to determine their
contributions.
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Figure 2. Reconstructed mass spectrum for the tg system in data (points), along with a fit of the
background f(m) of Equation (6.1) to the data in the µ+jets channel (a) and e+jets channel (b).
The reconstructed masses correspond to the results of kinematic fits for the jet-quark assignments
that provide the best match to the t∗t∗ hypothesis. Also shown are the expectations of t∗ signals
for mt∗ = 750 and 850 GeV normalized to the integrated luminosity of the data. The lower panels
show the “pulls” (the differences between observation and expectation, divided by the uncertainty
in the expected values).
7 Systematic uncertainties
Systematic uncertainties influence the assessment of whether the mtg distributions for the
observed events are consistent with the presence of a signal, or with expectations from
background alone. The dominant sources of systematic uncertainty are described below.
The uncertainties in the differential distributions for background are estimated from
the uncertainties in the fitted parameters of Equation (6.1), and incorporated into the cal-
culation of limits, as discussed in section 8. These uncertainties affect both the distribution
and the normalization of the background. To determine the overall effect of these uncer-
tainties, we perform limit setting calculations including and excluding the uncertainties
and find a 5% effect on the mass limit from the uncertainty in background.
Given that the distributions of signal are based on simulation, we consider the impact
of both experimental and theoretical sources of uncertainty. For each source, we adjust
the relevant parameters in the simulation to produce alternative templates for signal. We
take the relative differences between the templates for the alternative parameters and the
templates produced using their nominal values to estimate the magnitude of the uncer-
tainties in the final result. We also consider the effect of uncertainties in the differential
distribution of the signal. These effects are small, as the mass reconstruction algorithm
tends to change the particle momenta to meet the kinematic constraints and, in so doing,
maintains the stability of the differential spectra.
The signal is affected by a variety of experimental sources of uncertainty. The inte-
grated luminosity is known to a precision of 2.6% [42]. All jet energies are corrected using
standard CMS JES constants [37]. We generate alternative distributions in mtg after rescal-
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Source µ+jets e+jets
Luminosity 2.6% 2.6%
JES 2.3–3.9% 2.2–4.1%
JER <1% <1%
Trigger efficiency 1.0% 1.0%
Lepton efficiency 0.9–1.3% < 1%
b-tagging 0.6–1.5% 0.8–1.4%
Pileup <1% <1%
PDF 0.3–1.9% 1.3–1.9%
MC statistics 1.9% 2.0%
Table 1. Systematic uncertainties in the normalization of the t∗t∗ templates. The specified ranges
indicate the minimum and maximum uncertainties for the examined values of mt∗ .
ing the nominal jet energies by ±1 standard deviation, using the known parametrization of
these uncertainties as a function of jet pT and η [37]. This rescaling is also propagated to
the pT/ . An observed difference in the jet energy resolution (JER) in simulation relative to
data is taken into account by applying an η-dependent pT smearing of 5–12% to the sim-
ulated jets, as required to match the measured resolution. The uncertainty affecting this
extra correction is propagated to the expected mtg in a way similar to that used for the jet
energy scale. The uncertainties from pT/ are mostly included in the uncertainties in the jet
energies. We also consider the uncertainty in any remaining “unclustered energy” not aris-
ing from one of the jets or lepton in the event, and find that its impact is negligible. Other
sources of experimental uncertainty include those in trigger efficiencies and corrections to
lepton identification efficiencies, which are measured using “tag-and-probe” methods [43] in
the data and in simulation. The systematic uncertainty in b-tagging efficiency is estimated
by changing the tagging and misidentification rates for b, c, or light-flavor jets according to
the uncertainties estimated from data [38]. The systematic uncertainty from the modeling
of pileup events is checked by changing the minimum-bias cross section by ±1 standard
deviation, which changes the average number of pileup events by ±4%[42].
We estimate the effect of theoretical uncertainties arising from the choice of PDF by
changing the CTEQ PDF parameters within their estimated uncertainties, and measuring
the effect on the simulated acceptance. We further check that a change of the renormaliza-
tion and factorization scales from their nominal values has negligible impact on the signal.
The statistical uncertainties associated with the simulated samples are also taken into
account as a systematic uncertainty in the measurement. Table 1 quantifies the uncertain-
ties in the normalization of the signal from each of the above sources. As can be seen from
the table, the luminosity and JES uncertainties generally dominate the overall signal un-
certainty. Nevertheless, the uncertainties in the signal have less than 1% effect on the limit
while those in the differential distribution of mtg for the background have a 5% impact on
the limit.
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Channel Expected Observed
µ+jets 689 GeV 680 GeV
e+jets 691 GeV 749 GeV
Combined 739 GeV 803 GeV
Table 2. Expected and observed lower limits on mt∗ (GeV) for a spin-3/2 t
∗.
8 Statistical analysis and extraction of limits
We examine the top+jet mass spectrum for evidence of t∗ quark decay into the top+gluon
final state. The t∗t∗ cross section determined by the fit described in section 6 is consistent
with no signal for each tested value of mt∗ . In the absence of evidence for any excess,
we set an upper bound on the inclusive t∗t∗ production cross section (σ) using Bayesian
statistics [1], and a uniform prior for a cross section of σ > 0. The systematic uncertainties
for signal are included through “nuisance” parameters assuming log-normal priors that
are integrated over in the process of computing the likelihood [44]. The combination of
the function f(m) for background and a template for signal is used in a log-likelihood
fit to the data. The uncertainty in the differential distribution for the background is
incorporated by integrating over the parameters of the fitted background assuming uniform
priors. The integration over such nuisance parameters is performed over a sufficiently large
range around the best-fit values to ensure that the results are stable. To combine the µ+jets
and e+jets channels, we multiply the likelihoods for the two sets of lepton events. Many of
the uncertainties are correlated between the two channels, and accounted for by requiring
the corresponding nuisance parameters to have the same value in both channels. Expected
limits are obtained by generating pseudo-experiments based on the fitted f(m) (ignoring
t∗ signal), including the uncertainties on the fit, and repeating the above calculations as a
function of mt∗ .
Figure 3 shows the observed and expected upper limits at 95% confidence level (CL)
for the t∗-pair production cross section multiplied by its branching fraction into t + g, as
a function of mt∗ . The lower limit for mt∗ is given by the value at which the upper limit
intersects the leading-order spin-3/2 cross section from ref. [15]. This procedure yields
an observed lower limit for mt∗ of 803 GeV for the combined muon and electron data, at
95% CL. The expected limit from pseudo-experiments is 739 GeV GeV. The limits are also
listed separately for each channel in table 2. It should be noted that in extracting the lower
limit on mt∗ , the uncertainties associated with the calculation of the theoretical curve have
not been included. Neglect of the K-factor expected from extending the calculation to next-
to-leading order implies that the quoted limit is conservative (K = 1.8 for ttbb production
at 14 TeV [46]), although changing the choice of QCD scale from the assumed value of mt∗
to 2mt∗ would decrease the cross section by a factor of ≈1.7.
Although not the primary issue under consideration, figure 3 also shows the limits
set for a spin-1/2 excited quark, based on the next-to-next-to-leading-order cross section
calculated with the hathor (1.5) program [45]. Assuming the same signature for the
decays of excited spin-1/2 and spin-3/2 top quarks, the expected lower limit on mt∗ for a
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Figure 3. The observed (solid line) and expected (dashed line) 95% CL upper limits for the product
of the inclusive t∗t∗ production cross section and the branching fraction B(t∗ → tg), as a function
of the t∗ mass, for the combined lepton data. The ranges for ±1 and ±2 standard deviations for
the expected limits are shown by the bands. The theoretical cross section for the spin-3/2 model is
shown by the dashed-dotted line [15]. Also shown is the theoretical cross section for producing an
excited top-quark pair of spin-1/2 [45].
spin-1/2 excited quark is 521 GeV, at 95% CL. We exclude such quarks for masses 465 <
mt∗ < 512 GeV at 95% confidence.
The stability of the limit against changes in the shape of the mtg distribution, due
to signal events that are reconstructed using jets not from the decay of a t∗, is tested by
breaking the signal template into components depending on the number of leading jets
that come from a t∗ decay. The components are varied by an amount appropriate from
initial-state radiation variations and the limit recalculated. The limit is found to be stable
under these variations.
As noted in section 6, we check the data-driven method by repeating the analysis
using simulated distributions to represent the background. The limits obtained using this
background estimation agree with our main result within the assigned uncertainties.
9 Summary
We have conducted a search for excited spin-3/2 top quarks (t∗) that are pair produced
in pp interactions, with each t∗ decaying exclusively to a standard model top quark and
a gluon. Events that have a single muon or electron, and at least six jets, at least one
of which is identified as a b-jet, are selected for analysis. Assuming t∗t∗ production, a
kinematic fit is performed to final-state objects to reconstruct t∗ candidates in each event.
The observed mass spectrum of the t-jet system, showing no significant deviation from
predictions of the standard model, is used to set upper limits on the production of t∗t∗ as
a function of the t∗ mass. By comparing the results with expectations for spin-3/2 excited
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top quarks in an extension of the Randall-Sundrum model [13], we exclude t∗ masses below
803 GeV at 95% confidence. This is the first dedicated search for an excited spin-3/2 top
quark, and sets strong bounds on its existence.
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