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Steady Microfluidic Measurements of
Mutual Diffusion Coefficients of Liquid Binary Mixtures
Anne Bouchaudy, Charles Loussert, and Jean-Baptiste Salmon∗
CNRS, Solvay, LOF, UMR 5258, Univ. Bordeaux, F-33600 Pessac, France.
We present a microfluidic method leading to accurate measurements of the mutual diffusion coef-
ficient of a liquid binary mixture over the whole solute concentration range in a single experiment.
This method fully exploits solvent pervaporation through a poly(dimethylsiloxane) (PDMS) mem-
brane to obtain a steady concentration gradient within a microfluidic channel. Our method is
applicable for solutes which cannot permeate through PDMS, and requires the activity and the
density over the full concentration range as input parameters. We demonstrate the accuracy of
our methodology by measuring the mutual diffusion coefficient of the water (1) + glycerol (2) mix-
ture, from measurements of the concentration gradient using Raman confocal spectroscopy and the
pervaporation-induced flow using particle tracking velocimetry.
INTRODUCTION
Mass diffusivity in liquid mixtures is a key ingredi-
ent for designing any process involving mass transfer:
mixing within chemical reactors, membrane-based sep-
aration processes [1], drying of polymer solutions. . . [2]
Current experimental techniques for measuring the mu-
tual diffusion coefficient D of a liquid binary system rely
on the tracking of the relaxation of a concentration gra-
dient within a cell, using for instance holographic inter-
ferometry [3] or spatially-resolved spectroscopy [4]. In
spite of their relevance, data sets reported in the liter-
ature still display significant discrepancies, mainly due
to the difficulty of the corresponding experimental mea-
surements. Indeed, molecular diffusion is a slow trans-
port phenomenon which can be easily affected by any
unwanted convective flux, possibly leading to the mea-
surements of effective diffusion coefficients [5]. More-
over, current techniques only provide pointwise mea-
surements thus requiring repetitive experiments when D
varies with concentration. To overcome this difficulty,
several authors used model-based diffusion experiments
(with possible incremental model identification) to ex-
tract concentration-dependent diffusion coefficients in a
single experiment, yet from time-resolved measurements
of the relaxation of a concentration gradient [4, 6].
Microfluidics, as a toolbox for manipulating liquids at
the nanolitre scale, provides outstanding opportunities
for data acquisition in the field of chemical engineer-
ing, and particularly for diffusive transport [7, 8]. In-
deed, mass transport within liquids flowing in microchan-
nels is perfectly described by mass balance equations
based on convection and molecular diffusion only, be-
cause the microfluidic scale (≤ 100 µm) prevents from
any unwanted buoyancy-driven convection and inertial
effects [9, 10]. These unique features were successfully
used by different groups to measure diffusion coefficients,
using for instance co-flowing interdiffusing microfluidic
streams [11, 12] or using time-resolved measurements of
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the widening of a concentration gradient within a mi-
crofluidic chamber [13]. However, such measurements
cannot provide direct estimates of mutual diffusivity over
the whole solute concentration, without repeating te-
diously experiments at different concentrations.
A few years ago, we developed original microfluidic
tools for investigating waterborne complex fluids at the
nanoliter scale. These tools harness water pervaporation
through a poly(dimethylsiloxane) (PDMS) membrane, to
concentrate in a controlled way, complex fluids confined
within a microfluidic channel. The functioning of this
technique is shown schematically in Fig. 1.
Water pervaporation from a microfluidic channel (typ-
ical dimensions h = 20 µm, w = 100 µm, L = 10 mm)
through a thin PDMS membrane (e ≃ 20 µm), induces
a significant flow rate within the channel of the order of
Qp ≃ 1-10 nL/min. This flow in turn convects the solutes
contained in the reservoir towards the channel tip, where
they accumulate continuously. Over the past years, we
used this microfluidic technique to screen phase diagrams
of various systems ranging from polymer and surfactant
solutions to colloidal dispersions [14–16], but also to fab-
ricate micro-materials with tailored architectures [17–19].
In the present work, we show that this microfluidic
technique can also lead to accurate measurements of the
mutual diffusion coefficient of a liquid binary mixture,
and importantly to continuous measurements of this co-
efficient over the whole solute concentration using a single
experiment. To illustrate our method, we focus on the
well-known system water (1) + glycerol (2), as different
groups previously reported measurements of D, yet still
with significant discrepancies [20–23].
The paper is organized as follows. We first explain in
more details the mechanisms of microfluidic pervapora-
tion in the case of an aqueous binary mixture solute (2)
+ water (1), and we show how such a technique can lead
to estimates of its mutual diffusion coefficient D. Then,
we present the experiments performed along with con-
centration measurements using Raman confocal micro-
spectroscopy, and velocity measurements using particle
tracking velocimetry. We finally show that our technique
leads to precise measurements of D of the binary mixture
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FIG. 1. (a) Schematic top view of the two-level chip. Water
pervaporation from the fluidic channel drives a flow which
concentrates solutes contained within the reservoir up to
the tip of the channel, see arrows and Eq. (1). The colors
show schematically the pervaporation-induced solute concen-
tration gradient in the fluidic channel. Typical dimensions are
h = 20 µm, w = 100 µm, L = 10 mm, and the pervaporation-
induced flow rate is of the order of Qp = 1–10 nL/min for
pure water. (b) Cross section of the device within the per-
vaporation channel to evidence both the air flow layer and
the fluidic layer. The blue arrows show water pervapora-
tion across the PDMS membrane. The typical thickness of
the membrane is e = 20 µm. (c) Schematic top view of the
whole device. The microfluidic channel is connected to a feed-
ing reservoir containing solutes. A slight hydrostatic pressure
drop imposes a flow from the reservoir up to the outlet at a
rate Q ≫ Qp. This trick makes it possible to change rapidly
the solutes which are concentrated at the inlet of the fluidic
channel by plunging the tube into a different reservoir.
water+glycerol over the whole range of solute concentra-
tion, and we compare our data to different measurements
previously reported in the literature.
EXPERIMENTAL TECHNIQUE
Our microfluidic device is shown schematically in
Fig. 1. It is a two-level PDMS system sealed by a glass
slide previously coated by a thin PDMS layer (≃ 15 µm).
The lower fluidic level is composed of a microchannel
with transverse dimensions h = 35 µm and w = 100 µm,
connected to a reservoir using a simple tube punched into
the PDMS matrix and plunged into a vial, see Fig. 1.
Microfabrication protocols of such chips can be found in
Ref. [17].
An air flow of almost null humidity (ae ≃ 0) is im-
posed within a large channel of the upper level of the
PDMS chip, overlapping the fluidic channel over a length
of L = 12 mm. Pervaporation through the thin mem-
brane (e ≃ 15 µm) separating the two channels extracts
water from the fluidic channel, thus inducing a flow v(x)
(m/s) within the lower channel. For pure water and for
the geometrical features of our device, the pervaporation-
induced flow rate Qp = (hw)v(L) is of the order of a
4 nL/min, leading to v(L) ≃ 20 µm/s at the channel in-
let, see later and Ref. [19]. When the pumped reservoir
contains a binary solution at a solute mass fraction w0
2
,
the pervaporation-induced flow concentrates the solutes
towards the tip of the channel, where they accumulate
up to high concentrations, for solutes which cannot per-
meate through PDMS such as glycerol [24].
A slight hydrostatic pressure from the feeding reser-
voir to the outlet imposes a flow Q much larger than
the pervaporation-induced flow rate Qp = 1–10 nL/min.
This trick makes it possible to change rapidly the reser-
voir connected to the pervaporation channel simply by
plunging the tube into a different reservoir (see later).
Without the outlet and the flow at a rate Q ≫ Qp, i.e.
with a single inlet connected to a tube plunged into a
reservoir, the very low pervaporation-induced flow rate
Qp = 1–10 nL/min would hinder the rapid draining of
the feeding tube (typical volumes 1–10 µL) when plunged
into another reservoir.
Schindler and Ajdari [25] developed a theoretical model
which describes this concentration process in the general
case of binary liquid mixtures. This model yields the
temporal evolutions of both the pervaporation-induced
flow v(x) and solute mass fraction profile w2(x), using
the following mass balance equations:
(hw)[∂tρ+ ∂x(ρv)] = ρ
0
1
qe(a(w2)− ae) , (1)
∂tρ2 + ∂x(ρ2v) = ∂x(ρD(w2)∂xw2) , (2)
where ρ is the density of the mixture, ρ01 the density of
pure water, ρi = ρwi, a(w2) the water chemical activ-
ity at concentration w2, and D(w2) the mutual diffusion
coefficient of the mixture. In Eq. (1) which corresponds
to the global mass conservation, the term (a(w2)− ae) is
the local driving force for pervaporation across the mem-
brane, and qe is the pervaporation rate (per unit length)
in the case of pure water and a vanishing humidity ae = 0.
The neat control imparted by the microfabrication pro-
cess ensures that qe is uniform over the channel length
for a linear channel, see also experimental evidences of
this feature in our earlier experimental works, in par-
ticular Ref. [16]. Note that v(x) in the above equations
corresponds to the mass-averaged velocity of the mixture
(averaged over the transverse dimensions of the channel)
defined as ρv = ρ1v1 + ρ2v2, where ρivi is the mass flux
of species i [26, 27].
For most binary fluid mixtures, the volume of the fluids
is unchanged by mixing. One can thus define unambigu-
ously the volume fractions of species i as ϕi = ρi/ρ
0
i ,
which further verify:
ϕ1 + ϕ2 = 1 . (3)
In that case, it is more convenient to write the mass bal-
ance equations Eqs. (1-2) in the reference frame of the
volume-averaged velocity u = ϕ1 v1+ϕ2 v2 to remove ex-
plicitly the density ρ from the model, as done for instance
in Ref. [25]. Indeed, when Eq. (3) applies, the volume-
averaged velocity obeys ∇.u = 0 [26, 27], and the above
3equations take the simpler form:
(hw)∂xu = qe(a(w2)− ae) , (4)
∂tϕ2 + ∂x(ϕ2u) = ∂x(D(w2)∂xϕ2) . (5)
In such a case, both velocities are related:
v = u− (1/ρ0
2
− 1/ρ0
1
)Dρ∇w2 , (6)
showing that a solute concentration gradient (∇w2 6=
0) induces mass convection (v 6= 0) even when u = 0,
see e.g. Refs. [26, 27] for more insights. In the present
work, we prefer however to deal with Eqs. (1-2), in case
our methodology would be applied to binary systems for
which the volumes change significantly during mixing.
Equations (1-2) as well as the implicit one dimensional
approximation (or equivalently Eqs. (4-5) when Eq. (3)
is verified), have been discussed at length in Ref. [25]
(see also Ref. [28] for the dilute regime), and compared
to experimental data obtained using various complex flu-
ids [14–19]. The aim of the present work is not to dis-
cuss the pervaporation-induced concentration process in
depth (see the above references for more details), but to
show how to obtain ultimately a steady concentration
gradient from which one can extract D vs. w2.
To illustrate the expected concentration process, Fig-
ure 2 shows the result of the numerical resolution of the
above model, i.e. v(x) and w2(x) calculated for differ-
ent time scales t, in the case of the density ρ(w2) and
activity a(w2) of the water (1) + glycerol (2) mixture
investigated in the present work, see Fig. 3 later. For the
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FIG. 2. Schematic concentration process for a binary solu-
tion (blue: concentration profile w2(x), black: normalized
pervaporation-induced flow v˜(x) = v(x)τe/L). w2(x) and
v˜(x) have been calculated using the numerical resolution of
Eqs. (1-2), see text. From (a) to (e): snapshots at different in-
creasing times. Between (e) and (f): the reservoir containing
solutes is replaced by the reservoir containing pure water (i.e.
w2(L) = 0), and the concentration profile reaches a steady
state in (f) (i.e. ∂tw2 = 0). The dashed lines correspond to
w⋆2 ≃ 0.92 given by a(w
⋆
2) = ae, with ae = 0.2 in the case
shown here (see text).
sake of simplicity, we solved the above equations with
D(w2) = 4 × 10−10 m2/s = cste, w02 = 0.01, ae = 0.2,
and for the features of the microfluidic device investi-
gated in the present work, i.e. τe = (hw)/qe = 600 s,
and L = 12 mm (see later). The reader is encouraged
to refer to our earlier works [17, 28] and to Ref. [25]
for details about numerical resolutions with appropriate
unitless variables, boundary conditions, and for a full dis-
cussion of the convection-diffusion concentration process,
including also analytical approximations.
At early time scales, the low concentration within the
channel, w2(x) ≪ 1, hardly affects the chemical water
activity and density, i.e. a(w2) ≃ 1 and ρ(w2) ≃ ρ01.
Solutes accumulate owing to the pervaporation-induced
flow at the channel tip, in a zone of size p =
√
Dτe, where
the solute flux is dominated by diffusion [14–19, 25]. For
the microfluidic device investigated in the present work
τe ≃ 600 s and typical molecular diffusion coefficients, i.e.
D = 4 × 10−10 m2/s in the case shown in Fig. 2, yield
p ≃ 0.5 mm. For x ≫ p, the concentration process is
dominated by convection [17, 18, 25], one has w2(x)≪ 1,
∂tρ ≃ 0, and the velocity profile follows:
v(x) ≃ 1− ae
τe
x , (7)
see Eq. (1) and Fig. 2(a).
Solute concentration increases at the tip of the channel
towards w⋆
2
given by the local equilibrium a(w⋆
2
) = ae,
because the decrease of the pervaporation driving force
prevents from further solute accumulation, see Eq. (1). In
the specific case shown here, ae = 0.2 leads to w
⋆
2
≃ 0.92.
As shown schematically in Fig. 2(c–e), this plateau of
w2 ≃ w⋆2 widens at longer time scales, and the veloc-
ity profile is shifted towards larger x values within the
channel. Far from the widening concentration gradient,
concentrations indeed remain small w2 ≪ 1 and Eq. (1)
shows again that the slope of the pervaporation-induced
velocity profile, (1−ae)/τe see Eq. (7), remains constant.
A complete description of this scenario can be found
in the above cited references. In particular, we derived
in Ref. [28], analytical relations which approximate the
concentration field in the dilute regime, and in Ref. [17]
dedicated to the case of polymer solutions, analytical re-
lations to estimate the growth kinetics of the plateau
w2 ≃ w⋆2 shown in Fig. 2. For the sake of brevity, we
do not provide here these relations, but the reader is en-
couraged to refer to these earlier works to estimate the
different times shown in the panels of Fig. 2, as a func-
tion of the operational (w0
2
, ae), geometrical (τe, L) and
physical (D) parameters of the experiments.
When the plateau w2 ≃ w⋆2 starts to grow within the
channel (typically for t ≃ 20τe in the specific numerical
simulation shown in Fig. 2), one can replace the pumped
reservoir containing solutes by a reservoir containing only
pure water to obtain a steady concentration profile. Nu-
merically, this steady state is obtained after imposing
w2 = 0 at the channel inlet at a given time (precisely
t = 50τe in the simulation displayed in Fig. 2). Solutes
previously trapped within the channel reach, after a tran-
sient (of the order of a few τe [28]), a steady concentration
4profile (∂tw2 = 0) given by the local equilibrium between
convection and diffusion:
w2v(x) = D(w2)∂xw2 , (8)
see Fig. 2(f) and Eq. (2). This steady gradient can be
used to estimate the mutual diffusion coefficient D(w2),
because the shape of the profile w2(x) depends on D(w2)
over the concentration range 0–w⋆
2
. More precisely, ac-
curate measurements of the concentration profile w2(x)
and τe can first lead to an estimate of the velocity profile
v(x) using the integration of Eq. (1):
ρv(x) =
ρ01
τe
∫ x
0
dx˜(a(w2(x˜))− ae) . (9)
Spatial derivative of the concentration profile w2(x) can
then lead to values of D vs. w2 using Eq. (8). Note
that these experimental measurements require two ther-
modynamic inputs for estimating D(w2): the variations
of ρ(w2) and the water chemical activity a(w2). Note
also that the precise knowledge of the imposed humidity
in the upper channel is not required strictly as the con-
centration at the tip of the channel is expected to reach
a plateau at w⋆
2
given by a(w⋆
2
) = ae, see Fig. 1. Note fi-
nally, that τe can be estimated using measurements of the
velocity profile for positions x beyond the steady gradi-
ent. In this region indeed, w2(x) = 0 and Eq. (9) shows
again that the velocity profile increases linearly with a
slope (1 − ae)/τe.
In the present work, we used the above methodology on
a well-characterized system, water (1) + glycerol (2), for
which accurate data sets of both a(w2) and ρ(w2) exist
in the literature. We first report accurate measurements
of both the steady concentration profile w2(x) (precision
±0.01) and the evaporation time τe using Raman confo-
cal micro-spectroscopy and particle tracking velocimetry.
We finally show that these measurements lead to accu-
rate values of the mutual diffusion coefficient D(w2) over
the whole range of solute concentration.
EXPERIMENTAL PROCEDURE
Materials and thermodynamic data
Glycerol was purchased from Sigma Chemical Co.
(spectrophotometric grade, purity > 99.5%) and it was
used without further purification. For all our measure-
ments, solutions were prepared by weighing using dis-
tilled water (milliQ water, 18.2 mΩ at 25◦C).
Figure 3(a) displays several data sets of a(w2) mea-
sured by different groups at several temperatures ranging
from 20 to 35◦C [29–32]. The variations of the chemical
activity curves with the temperature are small, and all
these data are well-fitted by the empirical relation:
a(w2) = (1− w2)(1.6514w32 − 0.2362w22
+ 0.9542w2 + 1) , (10)
with absolute deviations below ±0.01. We use the above
equation in our method to compute the velocity profile
v(x) from the measurements of w2(x), see Eq. (9).
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FIG. 3. (a) Water chemical activity in water + glycerol mix-
ture vs. w2. ◦ and △ data from Ref. [29] at 25 and 35
◦C
resp. ▽ data from Ref. [32] at 20◦C.  data from Ref. [30]
at 25◦C, ♦ data from Ref. [31] at 25◦C. The continuous line
corresponds to Eq. (10). (b) Density of the water + glycerol
mixture vs. w2 at 20
◦C from Ref. [33]. The inset displays
ϕ1 + ϕ2 = ρ1/ρ
0
1 + ρ2/ρ
0
2 vs. w2.
Figure 3(b) shows the density of water + glycerol
mixture ρ vs. w2 at 20
◦C (precision ±0.1 kg/m3) from
Ref. [33], and the inset displays ϕ1+ϕ2 = ρ1/ρ
0
1
+ ρ2/ρ
0
2
vs. w2. These data show that the water + glycerol mix-
ture deviates from the ideal case described in Eq. (3) by
about only ≃ 0.01 at w2 ≃ 0.6. This indicates that the
volumes of this fluid mixture do not change significantly
during mixing, and we could have also safely used the ref-
erence frame of the volume-averaged velocity, see Eqs. (4-
5), to extract D vs. w2. Nevertheless, we used in the
following Eqs. (1-2), in case our methodology would be
applied to binary systems for which the volumes change
significantly during mixing.
Concentration measurements
We performed confocal micro-spectroscopy to get accu-
rate measurements of the local concentration of glycerol
in the microfluidic channel, using a Raman spectrometer
coupled to an inverted microscope (microscope Olympus
IX71, Spectrometer Andor Shamrock 303i, laser Coher-
ent Sapphire SF with wavelength 532 nm). A confocal
pinhole (100 µm) conjugated with the focal plane pre-
vents from collecting excessive out-of-focus contributions.
Calibration
To measure w2(x) within the chip, we first performed a
careful calibration using vials containing water+glycerol
mixtures at known concentrations. Raman spectra were
5acquired directly in the vials using a 20X objective
(Olympus, numerical aperture NA of 0.45), and typical
experimental parameters are: acquisition time 30 s, slit
100 µm, and grating 600 lines/mm. The spectral range
of these acquisitions is 1800-4500 cm−1.
Figure 4(a) displays such a typical measured raw spec-
trum Ir vs. ν. Such spectra display a flat contribution in
the spectral range 1800–2250 and 3850-4500 cm−1 super-
imposed with the Raman contributions of water and glyc-
erol. We first corrected these raw spectra for their base-
line estimated using a fit by an affine law in the spectral
range [1800-2250 & 3850-4500 cm−1]. We believe that
the baseline accounts for any wavelength-independent
noise recorded by the spectrometer during the acquisi-
tion (e.g. electronic noise, contribution of the vial, etc.).
Figure 4(b) now displays some corrected spectra zoomed
in the range 2600-3700 cm−1 for different glycerol con-
centrations. These data evidence a broad contribution
in the region 3100–3600 cm−1 due to the stretching and
bending modes of the OH molecular bond. We used this
contribution to normalize all the spectra by their max-
ima located in the range 3330–3400 cm−1. Note that
the shape of this broad contribution changes with the
glycerol content (e.g. their maxima shift from 3400 to
3340 cm−1) thus probably pointing out the role of the
local composition on the OH vibrations.
For w2 > 0, spectra evidence two well-defined peaks at
2885 and 2945 cm−1 corresponding to the glycerol contri-
bution only. Note however that the measured intensity in
this spectral range accounts for both water and glycerol
contributions, as the two signals overlap. We defined
r as the maximum of intensity of the peak located at
2945 cm−1. This peak, arbitrary chosen from the two,
is fitted by a local 2nd order polynomial fit (in the range
2930–2960 cm−1) from which we extract its maximum.
For w2 = 0, we used the mean value estimated from the
same polynomial fit of the remaining water contribution
to estimate r. In the following, we refer r to as a ratio, as
it corresponds to the ratio that the Raman contribution
of glycerol is to the broad contribution coming from the
OH vibrations.
The inset of Figure 4(b) reports the ratio r precisely es-
timated with this maximum of the second glycerol peak
located at 2945 cm−1. The curve r vs. w2 displays a
well-defined shape which is nicely fitted by a 3rd order
polynomial, with absolute variations below ±0.01. Lower
order polynomials lead to poorly fitted data, whereas
higher order polynomials (4,5) were also tested without
affecting the following estimates of mutual diffusion co-
efficients. Such a calibration allows us to estimate the
glycerol mass fraction w2 from the measurement of the
Raman spectrum of an unknown mixture.
To assess precisely the precision of such a calibration
for estimating w2, we performed, several months after the
measurements shown with black squares in the inset of
Fig. 4(b), similar measurements for four glycerol contents
w2. Each measurements were performed three times us-
ing different objectives (magnification 4X, 10X, 20X, and
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FIG. 4. (a) Raw spectrum Ir(ν) for a mass fraction w2 =
0.4993 (black). The red line is an affine law which accounts
for the baseline (see text). (b) Normalized corrected Ra-
man spectra In(ν) for mass fractions w2 = 0; 0.4503; 0.7501;
1.0000. The inset displays r vs. w2, r corresponds to the
intensity of the second glycerol peak located at 2945 cm−1
(black squares). The continuous line is a fit by a 3rd order
polynomial (see text). The (superimposed) colored symbols
display similar measurements performed using different ob-
jectives to assess the precision of the measurements in vials
(magnification 4X magenta, 10X green, 20X cyan, 60X blue).
The red symbols correspond to on-chip measurements, see
text.
60X, Olympus) and using the same optical configuration
as above (note, however, that our custom-made optical
setup has been re-aligned several times during this pe-
riod). These measurements, see the colored points in the
inset of Fig. 4(b), fit perfectly with our previous calibra-
tion, and deviations from the 3rd order polynomial lead
to absolute variations below ±0.01 for the estimated w2.
On-chip concentration measurements
Concentration profile within the chip is obtained us-
ing a confocal configuration with the focal plane located
at the channel center (along the directions z and y, see
Fig. 1(b)). Typical experimental parameters are: objec-
tive 60X (Olympus, oil immersion, NA of 1.42), acquisi-
tion time 1 s, slit 200 µm, laser power at the focal plane
≃ 25 mW, and grating of 600 lines/mm. The chip is
displaced along the channel following the direction x, see
Fig. 1(a), using a motorized stage synchronized with the
Raman acquisitions (Ma¨rzha¨user). The total duration of
the Raman scan over an x-range of ≃ 6 mm is typically
20 min.
6The baselines of the measured Raman spectra are sub-
tracted as for the calibration. Far from the channel tip
(i.e. for large x values), one expects to measure pure
water only, see Fig. 2(f). However, our data evidence a
significant contribution of the PDMS matrix despite the
confocal pinhole (100 µm) [34], see Fig. 5(a). We pro-
ceeded as follows to avoid this contribution and get ac-
curate measurements of w2(x). We first averaged all the
spectra measured in the pure water region, i.e. for posi-
tions x > 4.5 mm within the channel, see the spectrum
with blue dots in Fig. 5(a). We then subtracted from
this averaged spectrum, the contribution of pure water
obtained at the calibration step (red line). The remaining
signal (black line) is consistent with the PDMS Raman
spectrum (two peaks located at 2910 and 2970 cm−1)
measured independently within the bulk of the PDMS
chip (not shown). This PDMS signal (black line) is then
subtracted identically from all the recorded spectra in the
channel, i.e. for all x. Figure 5(b) displays such a PDMS-
corrected spectrum at a given location x superimposed
with the PDMS contribution (black line). The position
of the glycerol peak used to estimate r (≃ 2945 cm−1)
lies in between the two PDMS peaks, and the PDMS con-
tribution is only of the order of ≃ 0.1 at 2945 cm−1. We
finally extracted the ratio r from these PDMS-corrected
data, and from the measured r(x) along the channel, we
finally get w2(x) using the calibration curve displayed in
the inset of Fig. 4(b).
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FIG. 5. (a) Blue dots: Average (normalized) Raman spectra
for x > 4.5 mm. The red and black lines are respectively
the contribution of pure water and PDMS. (b) Blue dots:
normalized Raman spectra measured at a specific position
x, corrected for the PDMS contribution (black line). The
magenta curve is the closest Raman spectrum measured from
a vial at a known concentration (w2 = 0.28).
To check the validity of the calibration despite the
PDMS contribution, and to assess the precision of the
on-chip measurements, we performed the following ex-
periments. We first made a straight microfluidic channel
(with transverse dimensions h = 33 µm and w = 100 µm)
within a thick PDMS matrix to avoid pervaporation
(≃ 1 cm). We then flowed water and acquired the cor-
responding Raman spectrum at a focal plane centered
within the channel. Again, these data display a PDMS
contribution despite the confocal pinhole, and its con-
tribution is estimated as above using the subtraction of
the water Raman spectrum acquired at the calibration
step. We then flowed different water/glycerol solutions
at known w2, and measured the corresponding Raman
signals (without changing the optical configuration). We
finally performed the same signal processing as above to
estimate r (baseline correction, identical PDMS subtrac-
tion). The corresponding data, reported in Fig. 4(c) with
red symbols, show that the deviations from the estimated
w2 using the calibration curve are below ±0.01. These
additional measurements help us to claim that our cali-
bration lead to estimates of w2 with a precision of ±0.01,
even on-chip and despite the out-of-focus contribution of
PDMS.
Microfluidic experiments and measurements of the
evaporation time
Experiments were performed using the microfluidic
chip displayed in Fig. 1. Since the transverse dimen-
sions of the microfluidic channel are small, buoyancy-
driven convection induced by small temperature gradi-
ents is negligible, and a strict temperature control is un-
necessary. All the experiments were performed at room
temperature T = 20± 0.5◦C.
The microchannel is filled initially from a reservoir of
a water+glycerol solution at a mass fraction w02 = 0.05.
After a delay time of 15 min, we simply plunged the feed-
ing tube into a reservoir containing only pure water. The
small hydrostatic pressure difference between the reser-
voir and the outlet imposes a flow at a rate Q≫ Qp, see
Fig. 1, which rapidly sets the solute concentration at the
inlet of the fluidic channel at w2 = 0. The pervaporation-
induced solute flux is therefore zero, and one expects the
build-up of a steady concentration gradient for the so-
lutes previously trapped within the channel.
Concentration measurements are performed at a time
long enough to get a steady concentration profile (t > 3 h,
Raman measurements last about 20 min). After com-
plete Raman measurements, the reservoir of pure water
is exchanged with a reservoir containing a dilute aque-
ous dispersion of fluorescent tracers (Fluorospheres In-
vitrogen, diameter 1 µm, concentration 0.002% solids).
The inlet of the pervaporation channel is thus fed again
by fluorescent tracers which are then convected within
the main channel, and we use particle tracking velocime-
try to measure the velocity v(x) at several x positions.
More precisely, we measure series of images (typical du-
ration 30–40 s) using an inverted fluorescent microscope
(Olympus IX71) and a high numerical aperture objec-
tive (Olympus 60X, oil immersion, NA of 1.42) at a focal
plane located at z = h/2 within the microchannel, us-
ing a s-CMOS camera (Hamamatsu, Orca Flash 4.0LT)
. Significant threshold on the measured fluorescent in-
tensities allows us to select in-plane tracers (focal depth
< 1 µm, maximal measured intensities ≃ 2500, dark in-
tensity ≃ 50, threshold 500). Particle identification and
7tracking is performed using the Particle Tracking Code
developed by Blair and Dufresne [35].
Typical trajectories are shown in Fig. 6(a) in the x− y
plane, along with the theoretical profile calculated for
a rectangular channel with transverse dimensions h =
35 µm, w = 100 µm [36]. Note that we neglect here
the transverse contribution due to the pervaporation-
induced flow across the membrane. Transverse compo-
nents of the velocity profile are indeed of the order of
qe/h much smaller than the component along x of the
order of vx(x) ≪ x/τe, see for instance the Supporting
Information of Ref. [37]. This is actually the same argu-
ment which justifies the one dimensional approximation
contained in Eqs. (1-2) [25].
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FIG. 6. (a) Colored symbols: several tracers trajectories in
the x − y plane at position x = 5.3 mm (x˜ is the reduced
position along x within the field of view). The red line shows
the theoretical velocity profile at z = h/2, the thick lines are
the channel edges, and the dotted lines indicate the y-range
of selected trajectories. (b) Corresponding evolution x˜ vs. t
for the trajectories shown in (a). Linear fits (not shown for
clarity) yield an estimate of the maximal velocity.
We select trajectories with −20 < y < 20 µm to min-
imize the dispersion due to the Poiseuille shape of the
velocity profile (theoretical expected deviation from the
maximal velocity < 5%), from which we extract the max-
imal velocity at a position x (size of the field of view
≃ 100 µm ≪ L), see Fig. 6. Finally, we estimate the
mean velocity v(x) using the relation between the max-
imal velocity and the average velocity in a rectangular
channel h× w [36]. Errors, estimated from the standard
deviations over several trajectories, are about ±7%, and
mainly arise from the Brownian motion of the tracers
which disturbs the measurements of such small velocities
(≃ 1-10 µm/s).
RESULTS
Figure 7 displays the main result of our work: com-
bined measurements of the steady concentration gradient
w2(x) and velocities v(x) at several x positions.
The concentration profile displays a wide plateau at
w⋆2 ≃ 0.97 ± 0.01 and a decrease to w2 ≃ 0 in the range
x = 1.6–4.3 mm. The plateau value corresponds to an
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FIG. 7. Steady concentration profile w2(x) (black circles).
Squares: velocity v(x) measured using particle tracking ve-
locimetry. The continuous line corresponds to Eq. (9), see
text. Errorbars for v(x) are estimated from the standard de-
viations over several trajectories.
external humidity ae = a(w
⋆
2) = 0.09 ± 0.03. Note that
we did not find strictly a null humidity as imposed, and
this slight mismatch probably comes from mass tranfer
resistance within the gas phase, which results in an im-
posed humidity ae ≥ 0 at the membrane.
Eq. (1) predicts a linear velocity profile far from the
concentrated glycerol region, i.e. in the pure water re-
gion. A linear fit of v(x) for x > 4.5 mm leads to
τe = 605 ± 10 s. The whole velocity profile is then
computed using Eq. (9) from the measurements w2 vs.
x, see the continuous line in Fig. 7.
Mutual diffusion coefficient is finally estimated from
such measurements using Eq. (8). Note that the high ac-
curacy of our concentration measurements makes it pos-
sible to estimate precisely the numerical derivative ∂xw2
using a moving average filter of width δx = 200 µm only
(Matlab functions smooth then gradient). The resulting
data are shown in Fig. 8.
D(w2) shows a significant decrease from D ≃ 9.8 ×
10−10 m2/s at w2 ≃ 0.02 to D ≃ 0.15 × 10−10 m2/s
at w2 ≃ 0.96. Note also that these measurements are
more scattered at low w2, probably due to the difficulty
to estimate precisely ∂xw2 in this concentration range.
Figure 8 also displays pointwise measurements reported
in the literature. The agreement is correct, even with
the latest data set (mean difference < 0.5× 10−10 m2/s)
obtained using the Gouy interferometric technique [20].
Our data are also well-fitted by:
D/(1010 m2/s) = 10.25− 13.08w2 + 8.62w22
−17.65w32 + 11.98w42 , (11)
over the range w2 = 0.02–0.96, see the continuous line in
Fig. 8. Note that D(w2 → 0) = 10.25× 10−10 m2/s cor-
responds to the diffusivity at infinite dilution measured
using the Taylor dispersion technique [20]. The compar-
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FIG. 8. Small circles: mutual diffusion coefficient D extracted
from the measurements displayed in Fig. 7 using Eq. (8). ◦
data from Ref. [20],  from Ref. [21], ♦ from Ref. [22], ▽
from Ref. [23]. The continuous line is the fit by Eq. (11) and
the gray area displays rough estimates of the error on such
measurements, see text. The inset displays the same data in
a semilog plot.
ison with other measurements from the literature con-
firms the validity of our approach, but also points out its
strength for providing accurate and continuous measure-
ments over a wide range of concentration using a single
experiment.
A precise estimate of the error for the reported values
D vs. w2 is a non-trivial task as our measurements de-
pend on the calibration accuracy, on the precision of the
particle tracking measurements, on the calculation of the
numerical derivative ∂xw2, on the precision of the input
parameters a(w2) and ρ(w2), but also on the precision
of the micro-fabrication process (channel geometry). To
yield a rough estimate of the error, we assume in the
following that the precision over the density and the ac-
tivity is infinite, and that the transverse dimensions of
the channel are strictly uniform over the channel length
thus leading to a uniform qe. The accuracy of the mea-
surements of τe is high, τe = 605 ± 10 s, and variations
of τe of the order of ±10 s lead to deviations of D of
the order of ±1% only. Actually, the main errors of the
data shown in Fig. 8 stem from the computation of the
numerical derivatives ∂xw2, combined with the absolute
precision of the calibration curve (±0.01). Using shifted
calibration curves by w2 ± 0.01 and different spans for
calculating ∂xw2, we managed to give an upper and a
lower bound to the measurements of D, see the gray area
plotted in Fig. 8. These rough estimates correspond to a
typical error of the order of ±5% over the whole concen-
tration range.
CONCLUSIONS AND DISCUSSIONS
The accuracy of our measurements first arises from the
outstanding control of the mass transport phenomena at
the microfluidic scale [9]. Indeed, the small dimensions
ensures that the concentration gradient is only governed
by a balance between pervaporation-induced convection
and molecular diffusion. For instance, the unavoidable
buoyancy-driven flows induced by the concentration gra-
dient displayed in Fig. 7, associated to a density gradient
orthogonal to the gravity, are very small as the latter
scales as vb ∼ h3. More accurate estimations using the
lubrication approximation and using values of the viscos-
ity of glycerol/water mixtures [33], lead to maximal val-
ues vb of the order of 150 nm/s, see for instance Ref. [37].
The associated Pe´clet numbers are also extremely small,
Pe = vbh/D ≤ 0.01, ensuring that mass transport is in-
deed governed by molecular diffusion only in such a con-
fined geometry. Furthermore, miniaturization combined
with the accurate knowledge of the geometry ensured by
the microfabrication process (e, h, w) makes it possible
to perform a quantitative analysis of mass transport us-
ing simple mass balance equations. The last reason of the
high accuracy of our experiments arises from the preci-
sion of the measurements of τe and w2(x). Accuracy of
the measurement of τe is again due to the strict control
of hydrodynamic flows at small scales, whereas Raman
micro-spectroscopy is a suitable technique for obtaining
spatially-resolved concentration profiles with high pre-
cision. Any analytical technique which is able to yield
absolute concentrations with an accuracy of ≃ 0.01 at a
spatial resolution down to 1–10 µm would a priori also
lead to similar results as those shown above. This opens
the possibility of using many other analytical techniques
such as fluorescence microscopy, small-angle X-ray scat-
tering SAXS, Fourier Transform InfraRed spectroscopy
FTIR, or interferometry, to estimate precisely mutual dif-
fusion coefficients for other liquid binary mixtures. Note
also that the above methodology could be also extended
to non-aqueous binary mixtures using the pervaporation
properties of PDMS to other solvents [38, 39] or provided
that solvent-compatible membranes can be embedded
in microfluidic devices, as demonstrated for instance by
Demko et al. [40]. Finally, one could also probably mea-
sure mutual diffusion coefficients down to ∼ 10−12 m2/s
using the control of the evaporation rate qe imparted by
the tunable geometry (e, w, h), ensuring that the one di-
mensional approximation implied in Eqs. (1)–(2) is still
valid [25].
Note that our technique, based on spatially-resolved
measurements of concentration profiles in a pervapora-
tion process, is reminiscent of other techniques which ex-
ploit similar mechanisms, as for instance solvent evapo-
ration from polymeric coatings [41]. Such experiments
also lead to precise estimates of D as a function of the
9solvent concentration using a single experiment (with
possibly strong variations of D), but again from time-
resolved measurements, whereas our technique provides
a steady out-of-equilibrium regime. We thus hope that
the methodology detailed above will be used to measure
accurate values of mutual diffusion coefficients in many
other binary liquid mixtures, including complex fluids
such as polymer solutions, for which classical techniques
are either inadequate or tedious.
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