Sviluppo e validazione di una bobina a radiofrequenza per applicazioni precliniche di risonanza magnetica a campo ultra alto. by GABRIELI, MATTEO
UNIVERSITÀ DI PISA
Facoltà di Scienze Matematiche Fisiche e Naturali
Corso di Laurea Magistrale in Fisica Medica
Elaborato Finale
Sviluppo e validazione di una bobina a radiofrequenza
per applicazioni precliniche di
risonanza magnetica a campo ultra alto
Relatori:
Dott.ssa Alessandra Retico
Prof.ssa Michela Tosetti
Candidato:
Matteo Gabrieli
Anno Accademico 2012/2013
Ai miei genitori Vito e Maria e a tutta la mia famiglia.
Indice
Introduzione 1
1 Principi Fisici della Risonanza Magnetica Nucleare NMR 3
1.1 Cenni storici . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Sistema a singolo spin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Interazione con il campo a radiofrequenza . . . . . . . . . . . . . . . . . . . . 7
1.4 Sistema a molti spin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4.1 Equazione fenomelogica di Block . . . . . . . . . . . . . . . . . . . . . 11
1.4.2 T1: tempo di rilassamento spin-reticolo . . . . . . . . . . . . . . . . . 13
1.4.3 T2: tempo di rilassamento spin-spin . . . . . . . . . . . . . . . . . . . 15
1.5 Ricezione del segnale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Imaging in Risonanza Magnetica 19
2.1 Gradienti di campo magnetico . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1 Selezione della fetta . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.2 Codifica di fase e codifica di frequenza . . . . . . . . . . . . . . . . . 21
2.2 k-spazio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Sequenze in MRI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 Hardware in Risonanza Magnetica 29
3.1 Magnete principale e bobine gradiente . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Bobine a Radio Frequenza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.1 Bobina del tipo Birdcage . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Alimentazione in quadratura . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Balun e bobina di Rogowski . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 Caratterizzazione di una Bobina a Radio Frequenza 45
4.1 Sintonizzazione alla frequenza di risonanza (Tuning) . . . . . . . . . . . . . . 45
4.2 Adattamento d’impedenza (Matching) . . . . . . . . . . . . . . . . . . . . . . 46
4.2.1 Matching induttivo serie . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Scudo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4 Fattore di qualità Q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4.1 Resistenza di una Birdcage Low Pass . . . . . . . . . . . . . . . . . . . 52
4.5 Rapporto Segnale-Rumore (SNR) . . . . . . . . . . . . . . . . . . . . . . . . . 53
i
5 Bobina Birdcage per applicazioni precliniche a 7 Tesla 55
5.1 Progettazione . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Costruzione del prototipo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Scudo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4 Caratterizzazione della bobina . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.5 Costruzione dei Balun e della bobina di Rogowski . . . . . . . . . . . . . . . . 66
5.6 Misure in laboratorio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6 Simulazione della bobina con metodi numerici 73
6.1 Modelizzazione della struttura risonante e parametri S . . . . . . . . . . . . 74
6.2 Mappe di campo magnetico H ed elettrico E a vuoto . . . . . . . . . . . . . 79
6.3 Simulazioni in presenza di un carico . . . . . . . . . . . . . . . . . . . . . . . 80
7 Esperimenti in un campo magnetico a 7 Tesla 83
7.1 Mappe di omogeneità e misura SNR . . . . . . . . . . . . . . . . . . . . . . . 83
7.2 Confronto tra mappe di campo B+1 simulate e misurate . . . . . . . . . . . . 86
7.3 Misure dei tempi di rilassamento T1 e T2 di nuovi marcatori per MRI . . . . 89
7.4 Imaging preclinico in vivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
8 Conclusioni 101
A Strumentazione di un laboratorio a Radio Frequenza 103
B Misura di permittività dielettrica del CER 10 109
C FEM: Metodo degli Elementi Finiti 115
D Metodi di mappatura di campo B+1 119
E Lista degli Acronimi 123
Bibliografia 125
Acknowledgments 127
ii
Introduzione
La Risonanza Magnetica Nucleare (NMR) è un fenomeno fisico che viene sfruttato in dia-
gnostica medica mediante tecniche di imaging (MRI) per ottenere informazioni morfologi-
che, metaboliche, funzionali e molecolari, non accessibili con altre tecniche diagnostiche.
Nella ricerca in campo preclinico le tecniche MRI hanno un ruolo fondamentale nel campo
dell’imaging molecolare, nello studio di patologie e negli esperimenti farmacologici. L’e-
sigenza di avere apparati sperimentali dedicati nasce dal fatto che le risoluzioni spaziali
necessarie in ambito pre-clinico sono maggiori rispetto a quelle che caratterizzano la stru-
mentazione clinica.
La risonanza magnetica (MR) a campo ultra alto (7 − 11.7 Tesla) comporta un migliora-
mento del rapporto segnale-rumore, di conseguenza un miglioramento della risoluzione
spaziale e temporale, rispetto a campi magnetici utilizzati nello standard clinico (1− 3 Te-
sla).
L’obiettivo di questo lavoro di tesi è la progettazione, realizzazione e validazione di una
bobina a radiofrequenza (RF) per effettuare studi preclinici all’interno di uno scanner MR
a 7 Tesla.
Il lavoro di tesi è stato svolto presso la Fondazione IMAGO7 (PI), dove è installato un ma-
gnete a 7 Tesla (950 MR scanner, GE Medical System, Milwaukee, WI). IMAGO7 costituisce
un primo centro di ricerca italiano per risonanza magnetica a campo ultra alto anche per
studi sull’uomo.
Le bobine a RF rappresentano delle componenti fondamentali della catena di trasmissio-
ne e ricezione del segnale in un sistema MRI. Esse devono possedere due requisiti fonda-
mentali per ottenere immagini di alta qualità: i) in trasmissione le bobine devono essere in
grado di produrre un campo d’induzione magnetica uniforme nel volume d’interesse, in
modo da eccitare appropriatamente i nuclei del tessuto biologico; ii) in ricezione è invece
richiesto un elevato valore del rapporto segnale rumore (SNR), e la bobina deve ricevere
il segnale RF con lo stesso guadagno per ogni punto del volume in esame.
Nel capitolo 1 sarà descritta la teoria alla base del fenomeno della risonanza magnetica
sia nel contesto della meccanica classica che in quello della meccanica quantistica. Par-
tendo dalla teoria che descrive il moto del singolo spin in campo magnetico, si arriverà
a descrivere il comportamento di una distribuzione di spin, sino a introdurre l’equazione
fenomenologica di Bloch e quindi i tempi di rilassamento T1 e T2. Infine sarà introdotto il
principio di reciprocità e le sue conseguenze nella ricezione del segnale.
Il capitolo 2 riguarderà invece l’applicazione del fenomeno della risonanza magnetica per
la formazione di immagini diagnostiche. Sarà descritto il concetto di k-spazio e le codifi-
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che di fase e frequenza. Infine saranno illustrate brevemente le più importanti sequenze di
acquisizione in MRI e come queste possano essere utilizzate per evidenziare le differenze
tra i tempi di rilassamento nei tessuti e quindi creare un contrasto nelle immagini.
Nel capitolo 3 verrà descritto l’hardware che caratterizza un magnete a campo ultra alto e
sarà presentato il modello di bobina di volume Birdcage oggetto del presente lavoro di tesi,
utilizzabile sia per la trasmissione che per la ricezione del segnale RF.
Nel capitolo 4 saranno descritti i parametri che caratterizzano una bobina RF e tutte le
procedure utilizzate per valutarli sul banco di lavoro. Invece, nel capitolo 5 saranno pre-
sentate tutte le fasi sperimentali che hanno portato alla progettazione e costruzione di un
prototipo di bobina di volume Birdcage per piccoli animali. Si parte dalla descrizione della
progettazione e costruzione del supporto e della struttura risonante della bobina di volu-
me, per poi illustrare la costruzione di balun (o circuiti di trap) e di una bobina di Rogowski.
Nel capitolo 6 sarà illustrato il lavoro di simulazione svolto in collaborazione con il Dipar-
timento di Ingegneria dell’Informazione dell’Università di Pisa, in cui si analizza, sia in
assenza che in presenza di un carico, la frequenza di risonanza del prototipo di Birdcage
costruito, ma anche le distribuzioni di campo magnetico e campo elettrico.
Quest’ultimo in particolare, che non è misurabile all’interno del campione durante un’ac-
quisizione MRI, è un’informazione fondamentale per stimare la potenza trasferita al cam-
pione per unità di massa ossia il SAR (Specific Absorption Rate: tasso di assorbimento
specifico).
Il capitolo 7 riguarderà una serie di misure eseguite direttamente sullo scanner a 7 Tesla
che hanno permesso di valutare le prestazioni del prototipo di Birdcage costruito.
In particolare, saranno presentate misure di rapporto segnale-rumore, uniformità dell’im-
magine, distribuzione del campo magnetico trasmesso e valutazione dei tempi di rilas-
samento T1 e T2 di nuovi marcatori per imaging in risonanza magnetica. Per dimostare
l’applicabilità della bobina in ambito preclinico, sono state acquisite una serie di immagini
in vivo.
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Capitolo 1
Principi Fisici della Risonanza
Magnetica Nucleare NMR
Le tecniche basate sul fenomeno fisico della Risonanza Magnetica Nucleare (NMR) sfrut-
tano le proprietà magnetiche del nucleo di atomi soggetti a campi magnetici per ottenere
informazioni fisiche e chimiche sulle molecole.
Tramite l’NMR si possono produrre immagini di tipo tomografico digitale utilizzando
campi magnetici statici e onde elettromagnetiche a radiofrequenza (non utilizzando quin-
di radiazioni ionizzanti). L’Imaging in Risonanza Magnetica (MRI) è una tecnica, multi-
parametrica e multi-planare, utilizzata principalmente in campo medico per produrre im-
magini ad alta definizione dell’interno del corpo umano, che permette di acquisire imma-
gini su piani sagittali, coronale o trasversali senza spostare il paziente.
Anche se nella denominazione della tecnica è presente il termine nucleare, la tecnica MRI
non va confusa con le metodiche di Medicina Nucleare. Per questo, comunemente, si pre-
ferisce omettere il termine nucleare e utilizzare solo Risonanza Magnetica.
In questo capitolo saranno introdotti i principi fisici alla base della NMR, ma una tratta-
zione più completa ed esaustiva si trova nei testi classici di Abragam [6, 7], Carrington [8] e
Slichter [9].
1.1 Cenni storici
Il fenomeno della risonanza magnetica è stato scoperto nel 1946 separatamente da Felix
Bloch [1] e Edward Purcell [2], che per questi risultati condivisero nel 1952 il premio Nobel
per la Fisica.
Nei primi anni questa scoperta trovò maggiore utilizzo nell’analisi della chimica mole-
colare e della struttura dei materiali. Solo nel 1971 Raymond Damadian [3] in un articolo
apparso su Science, dimostrava che la risonanza magnetica nucleare era in grado di di-
stinguere tra cellule normali e cellule cancerose, stimolando così i ricercatori a prendere in
considerazione tale tecnica per la rilevazione di patologie umane.
Nel 1973 Paul Lauterbur, quasi per caso, studiando un campo magnetico alterato dall’irre-
golarità di uno dei magneti e cercando di comprendere lo strano fenomeno generato, intuì
l’importanza dei gradienti applicati ai campi magnetici al fine di ottenere delle immagini
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Nucleo I g γ/2pi [MHz/T] abbondanza
1H 1/2 5.585 42.577 10 %
31P 1/2 2.263 17.235 1.2%
23Na 3/2 1.478 11.262 0.1%
13C 1/2 1.405 10.7052 /
17O 5/2 -0.757 5.777 2.5%
Tabella 1.1: Spin, fattore di Landè, rapporto giromagnetico e abbondanza nel corpo umano per
alcuni nuclei espressa in percentuale di massa.
[4]. A Lauterbur fu attribuita l’idea secondo la quale in presenza di campi di gradienti di
campo magnetico è possibile individuare la provenienza delle onde radio emesse dai nu-
clei dell’oggetto in esame, e quindi la creazione d’immagini bidimensionali.
Fu Richard Ernst nel 1975 a proporre l’utilizzo in MRI di un processo di codifica di fase
e di codifica in frequenza e l’impiego della trasformata di Fourier, elementi ancora og-
gi alla base delle moderne tecniche di MRI, che hanno portato ad un metodo rapido di
ricostruzione immagini provenienti da segnali NMR [5].
1.2 Sistema a singolo spin
Consideriamo una particella carica ruotante attorno a un asse di simmetria con veloci-
ta angolare costante −→ω . Questo sistema fisico possiede un momento magnetico −→µ e un
momento angolare
−→
L , che risultano paralleli e linearmente proporzionali:
−→µ = γ−→L . (1.1)
Con il simbolo di γ si indica il rapporto giromagnetico che può essere espresso come:
γ = g
q
2M
, (1.2)
dove q ed M sono la carica e la massa e g è una costante caratteristica nota come fattore
di Landè. La carica in questione può essere un elettrone1, nel suo moto orbitale attorno
al nucleo, oppure un nucleo dotato di momento angolare intrinseco (spin) non nullo. La
tabella (1.1) mostra i valori del fattore di Landè e del rapporto giromagnetico per alcuni
nuclei di interesse in risonanza magnetica.
Quando un nucleo con spin diverso da zero è immerso in un campo magnetico statico e
uniforme
−→
B = B0zˆ, è sottoposto a un momento torcente
−→
Γ = −→µ × −→B che tende ad alli-
nearlo lungo la direzione del campo esterno, e causa un moto di precessione del momento
magnetico −→µ attorno all’asse zˆ.
L’intensità del campo magnetico esterno e l’energia termica determinano se il nucleo si
allineerà nel verso parallelo (condizione di minima energia) o antiparallelo (condizione di
1Nel caso dell’elettrone il fattore di Landè viene predetto dall’elettrodinamica quantistica e risulta essere
pari a 2.0023193043622 per un valore del rapporto giromagnetico γe/2pi di circa -28.6 GHz/T.
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massima energia) al campo. L’equazione che descrive il moto del nucleo è:
d~L
dt
= ~µ ∧ ~B. (1.3)
Considerata la relazione di proporzionalità tra−→µ e−→L riportata in eq. (1.1) e moltiplicando
ambo i membri per γ, possiamo scrivere:
d~µ
dt
= ~µ ∧ γ ~B. (1.4)
In questa relazione compare la dipendenza della derivata del momento magnetico da un
prodotto vettore del momento magnetico stesso che è quindi ad essa ortogonale. Ciò si
traduce in un moto di precessione di ~µ attorno alla direzione del campo magnetico ~B.
L’equazione (1.4) è immediatamente risolta una volta effettuato il passaggio a un sistema
di riferimento rotante (x
′
, y
′
, z
′
) attorno all’asse del campo magnetico con velocità angolare−→
Ω rispetto al sistema di riferimento del laboratorio con coordinate (x, y, z) mostrato in Fig.
(1.1).
Figura 1.1: Sistema di riferi-
mento rotante.
Se supponiamo che i due sistemi di riferimento in esame ab-
biamo l’origine in comune, l’evoluzione temporale dei tre
versori del sistema di riferimento rotante può essere scritta
come:
dx′
dt
= Ω ∧ x̂ dy
′
dt
= Ω ∧ ŷ dz
′
dt
= Ω ∧ ẑ.
Se vale
−→µ = µx′ x̂′ + µy′ ŷ′ + µz′ ẑ′
si ha:
d−→µ
dt
=
∂−→µ
∂t
+
−→
Ω ∧ −→µ . (1.5)
Confrontando quest’ultima equazione confrontata con la eq. (1.4) otteniamo:
∂−→µ
∂t
+
−→
Ω ∧ −→µ = ~µ ∧ (γ ~B), (1.6)
questo implica
∂−→µ
∂t
= ~µ ∧ (γ ~B +−→Ω ) = ~µ ∧ γ( ~B +
−→
Ω
γ
). (1.7)
L’evoluzione temporale di−→µ nel sistema di riferimento rotante è analoga a quella ottenuta
nel sistema di riferimento del laboratorio eq. (1.4), nel momento in cui si sostituisce il
campo ~B con un campo magnetico effettivo
−−→
Beff definito come:
−−→
Beff = ~B +
−→
Ω
γ
. (1.8)
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In questo maniera, il momento magnetico −→µ è statico nel sistema di riferimento rotante,
che ruota attorno alla direzione di
−→
B = B0zˆ con velocità angolare:
ω0 = γB0 [
rad
s
] oppure frequenza ν0 =
γ
2pi
B0 [Hz]. (1.9)
Da ciò si deduce che nel sistema di riferimento del laboratorio il momento magnetico ~µ
ruota attorno al campo esterno con una frequenza data dall’eq. (1.9). Tale equazione,
detta equazione di Larmor, evidenzia che il rapporto giromagnetico γ è la costante di pro-
porzionalità sia tra il momento magnetico e il momento angolare che tra la frequenza di
precessione e il modulo del campo magnetico.
Gli stessi risultati possono essere ottenuti mediante una descrizione quantistica del fe-
nomeno della risonanza magnetica nucleare. Considerando un nucleo con momento an-
golare intrinseco di spin ~S e un campo magnetico statico ~B = B0zˆ, al quale è associato un
momento angolare definito:
−→µ = γ−→S . (1.10)
Dove l’Hamiltoniana di interazione, denominata interazione Zeeman, è data da:
H = −~µ · ~B = −µzBz = −γh¯mB0. (1.11)
La teoria quantistica richiede che gli spin presenti per ogni stato siano quantizzati, per
questo, considerando solo la componente lungo l’asse z, Sz , risulta pari un multiplo intero
o semi intero di h¯:
Sz = mh¯ da cui µz = γh¯m,
m è un numero quantico che specifica l’orientazione del momento angolare intrinseco di
spin rispetto all’asse del campo
−→
B , e può assumere 2S + 1 differenti valori compresi tra
+S e −S (m = S, S − 1, S − 2. . . ,−S).
Per nuclei con numero di spin nucleare pari a 12 , come
1H , si hanno due livelli energetici
non degeneri in presenza del campo magnetico esterno
−→
B :
Eα = +
γB0h¯
2
, Eβ = −γB0h¯
2
. (1.12)
e la differrenza energetica tra i due livelli è:
∆E = γB0h¯ = ω0h¯, (1.13)
in cui compare la frequenza di Larmor, con la stessa definizione che nel caso classico.
Il livello energetico con m = +12 , denominato α, che è quello a minor energia e ha µz
parallelo alla direzione del campo, mentre il livello energetico con m = −12 denominato β
è quello a energia maggiore e ha µz antiparallelo rispetto a
−→
B0, come mostrato in Fig. (1.2).
6
Figura 1.2: Separazione dei livelli energetici dovuta all’interazione di uno spin +1/2 con un
campo magnetico esterno B0.
In definitiva, l’effetto di un campo statico ~B = B0ẑ, dal punto di vista quantistico, è quello
di rimuovere la degenerazione energetica tra i livelli di spin del nucleo.
L’equazione (1.13) ci dimostra che la quantità di energia necessaria per promuovere la
transizione tra i due livelli energetici è linearmente proporzionale all’intensità del campo
magnetico statico applicato e la costante di proporzionalità è il rapporto giromagnetico γ.
1.3 Interazione con il campo a radiofrequenza
L’idea alla base di un esperimento di risonanza magnetica è di eccitare il campione con
impulsi di frequenza pari alla frequenza di Larmor ed osservare come il sistema torna al-
l’equilibrio. Poichè la frequenza di Larmor è nel range delle radiofrequenze per i nuclei di
interesse, si parla solitamente di impulso a radiofrequenza2 (RF), mentre lo strumento che
si occupa della generazione di tale impulso è la bobina a radiofrequenza.
In un esperimento di risonanza si utilizza una combinazione di un campo magnetico stati-
co diretto lungo l’asse ẑ e di un campo a radiofrequenza nel piano trasverso, indicato con−→
B1. Consideriamo per semplicità il caso in cui il campo a radiofrequenza sia polarizzato
circolarmente (nel sistema di riferimento del laboratorio):
~B(t) = B0ẑ +B1(cosωtx̂′ − sinωtŷ′). (1.14)
Definendo ω1 = γB1 la frequenza associata all’intensità del campo (RF) e ricordando che
ω0 = γB0 è la frequenza di Larmor mentre ω è la frequenza del campo a radiofrequen-
za (che coincide con la frequenza del sistema di riferimento rotante attorno all’asse ẑ), è
possibile definire un campo efficace:
−−→
Beff =
(ω0 − ω)ẑ + ω1x̂′
γ
. (1.15)
L’eq. (1.7) continua a valere, a meno di considerare come campo efficace
−−→
Beff quello
espresso in eq. (1.15):
∂~µ
∂t
= γ~µ ∧ −−→Beff . (1.16)
2È interessante osservare che per gli elettroni la frequenza di Larmor è nel range delle microonde. Questo
spiega perchè in ambito medicale si faccia risonanza magnetica con i nuclei e non con gli elettroni (EPR, Riso-
nanza Paramagnetica Elettronica), in quanto un impulso a microonde causerebbe un riscaldamento eccessivo
dei tessuti con conseguenti danni al paziente
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Se ora ci si pone in condizione di risonanza, ovvero ω = ω0, che equivale a fissare la
frequenza di oscillazione RF alla frequenza di Larmor, il campo efficace è semplicemente:
−−→
Beff = B1x̂′. (1.17)
in questo modo possiamo affermare che nel sistema di riferimento rotante il momento di
dipolo ~µ presenta una moto di precessione attorno all’asse x̂′ con una velocità angolare
data da ω1 = γB1.
1.4 Sistema a molti spin
Nel precedente paragrafo abbiamo trattato il comportamento di un singolo spin, ma è
molto importante estendere il ragionamento ad un sistema fisico contenente una distribu-
zione di spin. In effetti, una interazione tra lo spin di un protone con gli atomi vicini porta
ad una modifica del suo comportamento.
La presenza di un campo magnetico locale modifica la frequenza di precessione dello spin,
e questo porta una modifica dell’energia scambiata tra il protone e il mezzo circostante.
In un primo momento consideriamo N spin non interagenti. La Magnetizzazione totale
è la media dei momenti magnetici associati al gruppo di N spin contenuti in un piccolo
volume V:
~M = lim
V→0
1
V
N∑
i
µi. (1.18)
Tale volume deve essere piccolo abbastanza per poter essere considerato omogeneo, ma
comunque grande a sufficienza da contenere un numero elevato di dipoli magnetici ele-
mentari. Nell’ipotesi che i singoli dipoli siano non interagenti, la magnetizzazione intera-
gisce con un campo esterno
−−→
Beff allo stesso modo del singolo dipolo.
In altre parole l’eq. (1.16) diventa:
∂ ~M
∂t
= γ ~M ∧ −−→Beff . (1.19)
Scomponendo il vettore magnetizzazione nella componente parallela (M‖) al campo ma-
gnetico statico e in quella perpendicolare (M⊥):
~M‖ = Mz ẑ, ~M⊥ = Mxx̂+Myŷ.
questo comporta:
∂ ~M‖
∂t
= 0 protoni non interagenti. (1.20)
∂ ~M⊥
∂t
= γ ~M⊥ ×−−→Beff protoni non interagenti. (1.21)
Pertanto, nel sistema di riferimento rotante, in condizioni di equilibrio la magnetizzazio-
ne è allineata all’asse del campo statico, mentre ruota attorno all’asse di un campo RF a
frequenza di Larmor.
L’equazione (1.20) risulta sbagliata se si considerano protoni interagenti tra di loro.
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Di fatto, ogni momento magnetico tenderà ad allinearsi al campo magnetico statico, scam-
biando energia con l’ambiente circostante, in modo da minimizzare l’energia potenziale.
La formula classica dell’energia potenziale per un momento magnetico soggetto ad un
campo magnetico esterno è:
U = −~µ · ~B. (1.22)
Questo significa che, se uno spin è in grado di scambiare energia con l’ambiente circostante
tenderà ad allinearsi con il campo esterno in modo da poter raggiungere lo stato a energia
minima. Gli spin dei protoni sono considerati in contatto termico con il reticolo, dove per
reticolo s’intende il sistema di atomi e molecole in moto di cui fanno parte gli stessi spin.
Nel cambiamento di energia di ogni singolo momento angolare ~µ bisogna tenere conto
di qualsiasi moto termico esistente all’interno del reticolo. L’energia associata al vettore
magnetizzazione
−→
M è:
U = − ~M · −−→Beff = −M‖ B0. (1.23)
a cui contribuisce solo la componente parallela al campo. Appare dunque interessante
studiare quale sia il valore di equilibrio della magnetizzazione M0 lungo l’asse del campo.
Il calcolo è semplice in un contesto semi-classico.
Tuttavia occorre supporre esistano delle interazioni tra gli spin e ciò che li circonda in
modo da rendere possibili le transizioni tra i livelli energetici di spin, che consentono di
raggiungere l’equilibrio.
Una volta raggiunto l’equilibrio possiamo immaginare di separare nuovamente gli spin
dal bagno termico ”spegnendo” le interazioni e a quel punto misurare la magnetizzazione.
Consideriamo un generico spin s con componente lungo la direzione del campo−s ≤ m ≤
s, e calcoliamo il valore medio:
M0 = ρ0
s∑
m=−s
P [E(m)]µz(m). (1.24)
dove P (E) il fattore di Boltzmann normalizzato e Z la funzione di partizione:
P (E) =
e−En/kT
Z
. (1.25)
L’energia è naturalmente quella in eq. (1.12), mentre il momento di dipolo è quello in eq.
(1.1). Essendo l’energia in gioco piccola si può tranquillamente supporre:
h¯ω0  kT, (1.26)
e quindi si può sviluppare in serie di Taylor al prim’ordine. Si trova così la legge di Curie:
M0 ≈ ρ0s(s+ 1)γ
2h¯2B0
3kT
. (1.27)
che nel caso di spin 1/2 diventa:
M0 ≈ ρ0γ
2h¯2B0
4kT
. (1.28)
dove ρ0 è la densità di protoni, γ è il rapporto giromagnetico, B0 è il campo statico appli-
cato. Possiamo infine valutare quale sia l’eccesso di spin nello stato fondamentale, ovvero
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la percentuale di spin che contribuisce al segnale. Riprendendo le popolazioni date dalla
statistica di Boltzmann:
∆N = Nα −Nβ = N
2
(e
γh¯B0
2kT − e− γh¯B02kT ) ' Nγh¯B0
2kT
, (1.29)
da cui si trova, per il protone a temperatura ambiente:
∆N
N
' γh¯B0
2kT
' 6.6 · 10−6B0. (1.30)
ovvero, per un campo di 1 Tesla solo 7 protoni su un milione contribuiscono al segnale.
Tuttavia, la dipendenza dalla densità nell’eq. (1.28) porta ad avere una magnetizzazione
abbastanza grande da essere rilevata. Basti pensare che in un voxel 3 di 1 mm3 sono con-
tenuti circa 1017 protoni, di cui 1011 contribuiscono al segnale.
Al fine di poter descrivere il fenomeno della risonanza a livello macroscopico in accordo
con un modello vettoriale, una volta definita la magnetizzazione ~M in cui i singoli mo-
menti magnetici ~µi sono sommati considerando il loro orientamento nello spazio.
In condizioni di equilibrio termodinamico, poiché Nα è maggiore Nβ il vettore ~M = M0zˆ
presenta solo la componente allineata parallelamente all’asse del campo magnetico ~B =
B0zˆ.
Per osservare un segnale NMR è necessario allontanare il sistema dallo stato di equilibrio,
variando le popolazioni dei livelli energetici mediante l’assorbimento di una radiazione
elettromagnetica generata da un campo magnetico oscillante ~B1⊥ ~B con ‖ ~B1‖  ‖ ~B‖.
In altre parole, il fenomeno della risonanza magnetica consiste nella misura di assorbi-
mento di potenza da parte di un campione in esame, immerso in un campo magnetico
statico ~B, e soggetto ad un campo magnetico oscillante ~B1 ortogonale ad ~B.
Il campo magnetico oscillante ~B1 è prodotto da una bobina (o solenoide) che circonda il
campione in esame, al cui interno circola una corrente sinusoidale oscillante ad una certa
frequenza ν, e nel momento cui questa frequenza eguaglia la frequenza di Larmor in eq.
(1.9), sarà soddisfatta la condizione di risonanza in eq. (1.13).
Il campo magnetico ~B1 viene nominato campo magnetico a radiofrequenza RF poiché applica
degli impulsi RF per un tempo opportuno τ , che causano lo spostamento delle magnetiz-
zazione ~M per un certo angolo dalla sua posizione di equilibrio parallela al campo ~B.
Questo angolo, denominato Flip Angle definito:
θ = γB1τ. (1.31)
Una volta interrotta l’applicazione di questi impulsi RF, la magnetizzazione
−→
M genera
essa stessa un campo magnetico oscillante a radiofrequenza che può essere rivelato perché
capace di indurre una corrente alternata in una bobina, la stessa bobina che è usata per
applicare il campo ~B1. Questo tipo di segnale di decadimento, ottenuto in assenza di
−→
B1,
è chiamato segnale dell’induzione e in inglese è detto FID (Free Indunction Decay), ovvero,
decadimento libero dell’induzione magnetica.
3Voxel: è un elemento di volume che rappresenta un valore di intensità di segnale o di colore in uno
spazio tridimensionale, analogamente al pixel che rappresenta un dato di un’immagine bidimensionale. I
voxel vengono spesso usati come elemento base per la visualizzazione e l’analisi di dati medici e scientifici.
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1.4.1 Equazione fenomelogica di Block
L’equazione di Block in risonanza magnetica introdotta in maniera fenomenologica da F.
Bloch nel 1946 [10], rappresenta uno strumento fondamentale che descrive il rilassamen-
to nel tempo del vettore magnetizzazione ~M in presenza di un campo magnetico statico
~Bext = B0ẑ.
Può essere espressa in forma vettoriale come :
d
−→
M
dt
= γ
−→
M ×−−→Bext + 1
T1
(M0 −Mz)ẑ − 1
T2
~M‖ (1.32)
e scomposta nelle tre componenti:
dMz
dt
=
M0 −Mz
T1
, (1.33)
dMx
dt
= ω0My − Mx
T2
, (1.34)
dMy
dt
= ω0Mx − My
T2
. (1.35)
Una volta spento l’impulso a RF che perturba la magnetizzazione
−→
M , il sistema torna alla
situazione di equilibrio in cui la componente longitudinale
−→
M‖ assume il valore di M0
definito nella eq. (1.28), mentre quella trasversale ~M⊥ = 0. Le costanti tempo con cui
le componenti trasverse mostrata in eq. (1.34) e eq. (1.35), la componente longitudinale
mostrata in eq. (1.33) rilassano verso il valore di equilibrio, indicati con T2 e T1, sono
tra loro diverse in quanto i due rilassamenti sono dovuti a fenomeni distinti, come sarà
descritto nei prossimi paragrafi.
Per trovare le soluzioni relative alla equazione di Bloch, eq. (1.32), occorre seguire strade
diverse a seconda che l’impulso a radiofrequenza abbia durata lunga o breve.
Nei casi comuni in cui si ha la presenza sia di un campo magnetico statico che un campo
magnetico oscillante, l’impulso a RF è necessario per allontanare la magnetizzazione
−→
M
dalla condizione di equilibrio e misurare i tempi di rilassamento.
Per un campo a radiofrequenza
−→
B1 polarizzato circolarmente, parallelo all’asse x̂
′ di un
sistema di riferimento rotante, il campo magnetico esterno diventa:
−−→
Bext = B0ẑ +B1x̂
′ . (1.36)
il campo magnetico effettivo è il seguente:
−−→
Beff = (B0 − ω
γ
)ẑ +B1x̂
′ , (1.37)
Possiamo riscrivere le equazioni di Bloch per
−−→
Beff nel sistema di riferimento rotante:
∂Mz
∂t
= −ω1My′ +
M0 −Mz
T1
, (1.38)
∂Mx′
∂t
= ∆ωMy′ −
Mx′
T2
, (1.39)
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∂My′
∂t
= −∆ωMx′ − ω1Mz −
My′
T2
. (1.40)
con ∆ω = ω0 − ω indichiamo il contributo fuori risonanza. Indichiamo con ω0 la frequen-
za di Larmor, con ω1 frequenza degli spin a causa di un campo RF e con ω la frequenza di
oscillazione dell’impulso RF nel sistema di riferimento del laboratorio.
Nel caso della risonanza magnetica in medicina l’impulso è praticamente molto rapido
rispetto ai tempi di rilassamento. Tuttavia valori tipici di ω1 sono molto maggiori rispetto
all’inverso dei tempi di rilassamento 1T1 e
1
T2
.
Sebbene non sia frequente in diagnostica, alcune volte si usa un impulso RF di lunga dura-
ta al fine di saturare la magnetizzazione e ottenere un semplice decadimento esponenziale.
In questo caso la soluzione all’equazione di Bloch si trova ponendo tutte le derivate uguali
a zero e risolvendo il sistema nelle incognite Mx, My e Mz . Le soluzioni sono:
Mx(t) = e
−t/T2(Mx(0) cos(ω0t) +My(0) sin(ω0t)),
My(t) = e
−t/T2(My(0) cos(ω0t)−Mx(0) sin(ω0t)),
Mz(t) = Mz(0)e
−t/T1 +M0(1− e−t/T1).
(1.41)
nel sistema di riferimento rotante la soluzione è:
Mx′ =
M0γB1∆ωT
2
2
1 + (∆ωT2)2 + γ2B21T1T2
,
My′ =
M0γB1T2
1 + (∆ωT2)2 + γ2B21T1T2
,
Mz =
M0(1 + (∆ωT2)
2)
1 + (∆ωT2)2 + γ2B21T1T2
.
(1.42)
Si possono notare alcune cose importanti da queste soluzioni. Innanzitutto, il termine
γ2B21T1T2, detto termine di saturazione, scompare se si verifica che:
γB1  1√
T1T2
ossia l’ampiezza del campo a radiofrequenza è più piccola rispetto all’inverso dei tempi
scala con cui gli spin assorbono e dissipano energia, per cui si incontrano fenomeni di satu-
razione. Se tale termine è trascurabile, ovvero se siamo lontani dalla zona di saturazione,
il tempo T1 non compare nella soluzione. Questa è un’ulteriore prova del fatto che il T1
contiene tutta l’informazione riguardo gli scambi energetici.
Per quanto riguarda le componenti trasverse, possiamo notare che vale la relazione:
M
′
x = M
′
y∆ωT2. (1.43)
Un’ultima considerazione riguarda la forma del segnale NMR. Dalle equazioni scritte in
precedenza per la magnetizzazione è possibile ricavare la suscettività magnetica 4 com-
4La suscettività magnetica, rappresentata dal simbolo χ, è definita come la costante di proporzionalità tra
l’intensità del campo magneticoH e la conseguente magnetizzazioneM del materiale: M = χH
Si tratta di una grandezza caratteristica del materiale in esame che quantifica il rapporto tra il modulo dei
vettori intensità di magnetizzazione, ovvero il momento magnetico per unità di volume, e campo magnetico
applicato.
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plessa χ = χ′ + iχ′′ che risulta essere, in condizione di non saturazione:
χ′ =
M0γT2
2
∆ωT2
1 + (∆ωT2)2
.
χ′′ =
M0γT2
2
1
1 + (∆ωT2)2
.
(1.44)
mentre la potenza assorbita è:
< P >∝ ω0χ′′ ∝ ω
2
0
1 + (∆ωT2)2
. (1.45)
che è una Lorentziana nella variabile ω centrata in ω0 e con larghezza proporzionale al 1/T2.
Notiamo che la potenza assorbita cresce con la frequenza di Larmor e quindi con il campo
statico.
1.4.2 T1: tempo di rilassamento spin-reticolo
Indica il tempo necessario alla magnetizzazione nel tornare alla condizione di equilibrio
Mz(t) = Mz(0), dopo l’applicazione di un campo magnetico esterno, o analogamente a re-
staurare tale magnetizzazione dopo l’applicazione di un impulso RF che abbia ruotato la
magnetizzazione sul piano trasverso. Tale tempo caratteristico è dovuto agli scambi ener-
getici tra i nuclei e l’ambiente molecolare che li circonda, e descrive la tendenza dei nuclei
ad organizzarsi verso lo stato di equilibrio determinato dal campo statico applicato e dal-
la temperatura. Ogni molecola ha diverse frequenze caratteristiche a cui può scambiare
energia, determinate dalla loro struttura microscopica e dai moti di rotazione e traslazio-
ne.
L’interazione fondamentale è quella dipolare: due dipoli magnetici (ad es. due nuclei con
spin non nullo) interagiscono tramite un campo di dipolo dipendente dalla distanza e dal-
l’angolazione relativa. Se tale distanza o angolazione fluttua, lo stesso accadrà al campo
sentito dai due spin. Se le frequenze caratteristiche di tali fluttuazioni sono vicine alla
frequenza di Larmor, il sistema sarà in grado di generare facilmente una magnetizzazione
tramite gli scambi energetici e pertanto avrà un T1 breve.
Alcune molecole come i lipidi e in particolare il colesterolo, hanno dimensioni medie e
pertanto hanno un T1 breve. Per questo motivo in un’immagine MRI in cui il contrasto è
dato dal T1 i grassi appaiono chiari mentre il Fluido Cerebro Spinale (CSF), essendo costi-
tuito principalmente da acqua, appare scuro.
Tipici valori di questo parametro per differenti tessuti sono riportati nella tabella (1.2).
Dopo aver applicato un impulso RF, la magnetizzazione longitudinale presenta un an-
damento esponenziale crescente che parte da un valore iniziale Mz(0) fino ad arrivare al
valore di equilibrio M0 Fig. (1.3 a) secondo la seguente relazione:
Mz(t) = Mz(0)e
−t
T1 +M0(1− e
−t
T1 ). (1.46)
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T1 [ms] T2 [ms]
materia grigia cerebrale 950 100
materia bianca cerebrale 600 80
muscolo 900 50
fluido cerebrospinale 4500 2200
grasso 250 60
sangue 1200 100-200
Tabella 1.2: Tempi di rilassamento per alcune sostanze di interesse medico, misurati per
l’idrogeno a 37 oC (temperatura del corpo umano) e B0 = 1.5 T [8].
(a) Andamento della componente longitudinale della magnetizzazione
dal valore iniziale Mz(0) fino al valore di equilibrio M0.
(b) Decadimento della magnetizzazione trasversale a partire dal suo
valore iniziale M⊥(0).
Figura 1.3: Tempi di rilassamento. T1: interazione spin-reticolo T2: interazione spin spin
14
1.4.3 T2: tempo di rilassamento spin-spin
L’interazione spin-spin è un importante meccanismo che descrive il decadimento della
magnetizzazione trasversale
−−→
M⊥. La magnetizzazione trasversale totale è un vettore som-
ma di tutte componenti trasversali di ogni singolo momento magnetico.
Per comprendere il concetto di rilassamento spin-spin occorre prima definire la perdita di
fase. Si considerino due spin che al tempo t=0 si trovano in fase sul piano trasverso a causa
dell’applicazione di un campo RF. Se a causa di una differenza ∆B0 nel campo statico da
essi sperimentato, precedono con una frequenza leggermente diversa ∆ω allora dopo un
tempo t accumulano una differenza di fase pari a:
∆φ = ∆ω t. (1.47)
L’intervallo di riduzione della magnetizzazione trasversale viene caratterizzato da un pa-
rametro sperimentale denominato: T2 tempo di rilassamento spin-spin.
T2 rappresenta il tempo caratteristico con cui gli spin che precedono nel piano trasverso
acquistano una fase reciproca, con conseguente annullamento della magnetizzazione tra-
sversa.
L’equazione (1.32) può essere riscritta nel seguente modo:
d
−−−−→
M⊥(t)
dt
= γ
−−→
M⊥ ∧ −−→Bext − 1
T2
−−→
M⊥. (1.48)
Nel sistema di riferimento rotante l’intervallo di decadimento è descritto da:
∂
−−−−→
M⊥(t)
∂t
= − 1
T2
−−→
M⊥, (1.49)
con soluzione : −−→
M⊥(t) =
−−→
M⊥(0)e
−t
T2 . (1.50)
il decadimento del vettore
−−→
M⊥ nel sistema di riferimento del laboratorio e in quello rotante
è descritto in Fig. (1.3 b).
Il tempo di rilassamento T2 è noto anche come ”tempo di coerenza” in quanto indica il
tempo per cui la precessione dei vari spin a seguito di un impulso a pi/2 rimane coerente.
L’origine del T2 è in realtà duplice.
Si è finora supposto che il campo statico esterno applicato sia perfettamente omogeneo,
naturalmente in tutti i casi pratici tale campo non è perfetto, ma ha una sua disomogeneità
che causa un ulteriore sfasamento, che è però recuperabile. Si indica con T2 il tempo di de-
cadimento intrinseco, mentre con T ∗2 si indica il decadimento causato sia dal T2 intrinseco
che dalla disomogeneità del campo statico:
1
T ∗2
=
1
T2
+
1
T dis2
. (1.51)
Se lo spin si trova in un ambiente molecolare in cui l’orientamento e la posizione possono
variare nel tempo queste fluttuazioni del campo statico vengono mediate, risultando meno
efficienti nel generare una perdita di fase, con conseguente allungamento del T2. Valori
tipici di T2 sono riportati in tabella (1.2). Per questo motivo il fluido cerebrospinale (Cerebro
Spinal Fluid, CSF) o il sangue hanno T2 lungo, mentre il muscolo o il grasso hanno T2 corto.
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1.5 Ricezione del segnale
Supponiamo di avere un campione in presenza di un campo statico diretto lungo l’asse
z del sistema di riferimento rotante, al quale venga applicato un impulso RF che ruota la
magnetizzazione nel piano xy. A questo punto utilizzando una bobina orientata nel piano
xy (che può essere la stessa che ha generato l’impulso) siamo in grado di rilevare il segnale
generato dagli spin. Per la legge di Faraday, la forza elettromotrice indotta è definita come:
 = − d
dt
φB. (1.52)
dove φB è il flusso del campo magnetico che può essere scritto in termini del potenziale
vettore ~A (definito da ~B = ~∇∧ ~A) facendo uso del teorema di Stokes:
φB =
∫
ricev
~B · d~S =
∫
ricev
(~∇∧ ~A) · d~S =
∮
~A · d~l. (1.53)
Il potenziale vettore generato in ~r da una magnetizzazione in ~r′ è dato da:
~A(~r) =
µ0
4pi
∫
d3r′
~∇′ ∧ ~M(~r′)
| ~r − ~r′ |
, (1.54)
che, sostituita in eq. (1.53) porta a:
φB =
∮ (
µ0
4pi
∫
campione
d3r′
~∇′ ∧ ~M(~r′)
| ~r − ~r′ |
)
·d~l =
∫
d3r′ ~M(~r′) ~∇′∧
(
µ0
4pi
∮
d~l
| ~r − ~r′ |
)
. (1.55)
Il termine tra parenesi è il potenziale vettore generato dalla bobina nel punto ~r′ quando
questa è percorsa da una corrente I unitaria:
~A(~r′) =
µ0
4pi
∮
I d~l
| ~r − ~r′ |
. (1.56)
Definendo quindi il campo ricevuto come:
~Br =
~B′r
I
=
~∇′ ∧ ~A(~r′)
I
=
µ0
4pi
∮ ~∇′ ∧ d~l
| r − r′ | , (1.57)
l’equazione (1.55) diventa:
φB =
∫
campione
d3r ~M(~r, t) · ~Br, (1.58)
ovvero, la forza elettromotrice è:
 = − d
dt
∫
campione
d3r ~M(~r, t) · ~Br. (1.59)
La forza elettromotrice  è legata al vettore magnetizzazione
−→
M , per cui sostituendo
−→
M
ottenuta come soluzione dell’equazione di Bloch è possibile conoscere la dipendenza del
segnale dai parametri fisici del sistema (segnale ∝ ).
Il segnale misurato in risonanza magnetica nasce dalla rivelazione di una forza elettromo-
trice indotta all’interno di una bobina ricevente.
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Nel procedimento seguito in questa derivazione si è fatto riferimento al principio di re-
ciprocità, secondo cui il flusso del campo magnetico che attraversa la bobina durante la
fase di ricezione a seguito di una certa magnetizzazione rotante è uguale all’integrale del
campo generato dalla stessa bobina per unità di corrente attraverso il volume occupato
dalla suddetta magnetizzazione. In altre parole, l’integrale sulla superficie della bobina
del campo generato dal campione, che costituisce il φB dell’eq. (1.52), può essere sosti-
tuito da un integrale sul volume occupato dal campione del campo generato dalla bobina
per unità di corrente. Il campo per unità di corrente
−→
Br è una quantità molto utilizzata in
risonanza e generalmente gli viene dato il nome di campo ricevuto.
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Capitolo 2
Imaging in Risonanza Magnetica
Una volta esaminati i principi fisici alla base della risonanza magnetica, occorre valutare
in che modo questi possano essere utilizzati per formare un’immagine diagnostica.
Per generare un’immagine di un determinato campione, una tecnica utilizzata è quella di
imaging con retroproiezione in cui occorre differenziare i segnali generati nelle diverse
posizioni spaziali.
L’immagine bidimensionale di una sezione (slice), infatti, può essere ricavata dai diversi
segnali provenienti dai diversi voxel che la costituiscono. Il voxel è l’elemento minimo di
volume le cui dimensioni determinano la risoluzione spaziale: l’altezza del voxel coincide
con lo spessore della sezione, mentre la lunghezza e la larghezza (di solito di uguale mi-
sura) definiscono la dimensione del pixel1.
Attualmente l’immagine in MRI sfrutta il metodo della trasformata di Fourier che con-
sente di scomporre il segnale proveniente dai voxel del campione nelle sue componenti di
diversa frequenza. Ciascuna componente sarà caratterizzata, oltre che da una frequenza
definita, anche da una certa intensità (o ampiezza) e da una certa fase.
2.1 Gradienti di campo magnetico
L’idea base dell’imaging in trasformata di Fourier è quella di codificare in frequenze e fasi
l’informazione spaziale tramite l’uso dei gradienti di campo magnetico2:
B(~r) = B0 + ~r · ~G. (2.1)
In questo modo la frequenza di Larmor degli spin sottoposti a un campo statico B0 e a un
gradiente di campo ~G è data da:
ω0(~r) = γ(B0 + ~r · ~G). (2.2)
1Pixel:elemento minimo di superficie nel piano dell’immagine
2Un gradiente di campo magnetico è una variazione del campo magnetico rispetto alla posizione. Un
gradiente mono-direzionale è una variazione rispetto ad una direzione, mentre un gradiente bi-direzionale è
una variazione rispetto a due direzioni. Il tipo di gradiente più utilizzato in MRI è un gradiente di tipo lineare
mono-direzionale sulle tre direzioni spaziali.
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Se il gradiente rimane acceso per un tempo τ gli spin acquistano una differenza di fase
dipendente dalla posizione:
∆φ(~r) = γ~r · ~Gτ. (2.3)
In uno scanner per risonanza magnetica sono presenti tre bobine gradiente che generano
campi magnetici in tre direzioni spaziali ortogonali.
L’ampiezza massima del gradiente ~G, è dell’ordine di 50 mT m−1 ed è pertanto molto
inferiore al campo magnetico statico (che è dell’ordine del Tesla). Tramite la combinazione
di questi campi è possibile generare altri tre gradienti ortogonali lungo qualsiasi direzione.
Come vedremo questo si traduce nella possibilità di scegliere arbitrariamente la posizione
e le sezioni lungo le quali l’immagine viene acquisita e ricostruita.
In questo paragrafo e nei successivi, salvo dove eventualmente specificato, ci riferiremo
alle direzioni x, y, e z come le direzioni dei tre gradienti, e non più necessariamente come
la direzione del campo statico. In particolare, x sarà la direzione del gradiente di codifica
in frequenza, y quella del gradiente di codifica di fase e z quella del gradiente di selezione
fetta.
2.1.1 Selezione della fetta
Il primo passo da compiere quando si vuole creare un’immagine bidimensionale di un
campione, è quello di selezionare una slice. Praticamente si applica un gradiente Gz (gra-
diente di selezione della fetta, slice gradient), di norma di ampiezza costante nel tempo,
durante l’impulso RF. In questo modo la frequenza di risonanza dei nuclei varia con la
quota z:
B(z) = B0 + zGz. (2.4)
Un’eccitazione a radiofrequenza selettiva, quindi, coinvolge soltanto i protoni di un pia-
no specifico, di altezza z∗, la cui frequenza di precessione corrisponde a quella del segnale
esterno applicato:
Figura 2.1: Fattori che determinano lo
spessore di una fetta.
ω(z∗) = ω0 + γGzz∗ = ωRF , (2.5)
ovvero:
z∗ =
ωRF − ω0
γGz
. (2.6)
Lo spessore della fetta dipende dall’ampiezza del
gradiente e dalla larghezza di banda dell’impulso,
4ωRF Fig. (2.1)
4ωRF = γGz4z, (2.7)
da cui
4z = 4ωRF
γGz
. (2.8)
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Per variare la posizione della fetta selezionata e il suo spessore si varia Gz o ωRF . D’altro
canto, poichè la variazione di Gz è limitata da fattori tecnici esiste un limite intrinseco alla
risoluzione spaziale lungo z dovuto alla larghezza di banda dell’impulso a radiofrequen-
za.
Una soluzione alla scarsa definizione del profilo della fetta consiste nel modellare l’im-
pulso a RF secondo la forma di un impulso sinc 3 che ha una distribuzione in frequenza a
onda quadra (rect) e in modo tale che si possa eccitare allo stesso modo e allo stesso tempo
tutti gli spin dei piani appartenenti ad un certo spessore (fetta). Naturalmente, un vero
sinc si estende da −∞ a +∞, perciò essendo necessario troncare ad un certo punto il sinc
si otterrà solo un’approssimazione del rect in frequenza.
A seconda della direzione del gradiente di selezione fetta si ottengono differenti piani
del campione. Se la direzione del gradiente è testa-piedi si parla di piano assiale, se è
destra-sinistra si parla di piano sagittale, se è fronte-retro si parla di piano coronale.
Questo ovviamente non pregiudica la possibilità di selezionare qualunque altro piano si
desideri.
2.1.2 Codifica di fase e codifica di frequenza
L’applicazione del gradiente di campo nella direzione z e della radiazione RF associata
seleziona una sezione del campione creando una magnetizzazione trasversa coerente. A
questo punto, non resta che procedere alla codifica spaziale nel piano xy.
La posizione degli spin in tale piano è codificata in fasi e frequenze per poter formare
l’immagine MRI.
Immediatamente dopo la selezione della slice, si applica un gradiente di campo magnetico
nella direzione y, Gy: in questo modo la frequenza di risonanza dei nuclei nella posizione
y diventa:
ω(y) = γ(B0 +Gyy), (2.9)
come risultato si ha che i nuclei procedono a frequenze diverse, in funzione della loro
posizione:
∆ω = γGyy. (2.10)
L’applicazione diGy per un tempo τy porta a una differenza di fase tra gli spin che dipende
dalla loro posizione lungo l’asse del gradiente applicato:
∆φ(y) = γGyτyy. (2.11)
In altre parole il gradiente Gy fa si che i nuclei acquistino una fase in funzione della loro
coordinata y. Pertanto il gradiente Gy viene comunemente chiamato gradiente di codifica
di fase (phase encoding gradient). Infine viene applicato un gradiente di campo magnetico
nella direzione x durante il campionamento del segnale. Questo, analogamente al gradien-
te di codifica di fase Gy, altera la frequenza di risonanza per spin di differente coordinata
x:
ω(x) = γ(B0 +Gxx). (2.12)
3La funzione seno cardinale, definita da sinc(t) = sin(t)/t.
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producendo una codifica della frequenza del segnale; pertanto Gx viene indicato come
gradiente di codifica in frequenza (frequency encoding gradient).
Imaging Tomografico con la trasformata di Fourier
Uno dei migliori modi per capire una nuova sequenza di imaging è esaminare il diagram-
ma temporale nel quale vengono riportati, in funzione del tempo, la radiofrequenza, i
gradienti di campo magnetico ed il segnale. La più semplice sequenza per imaging con la
trasformata di Fourier contiene un impulso a 90, un gradiente per la selezione della fetta,
un gradiente per la codifica di fase, un gradiente per la codifica in frequenza e un segnale
Fig. (2.2).
Figura 2.2: Diagramma temporale di una sequenza MRI.
Il primo evento, avente luogo secondo la sequenza di imaging riportata in Fig. (2.2) , è
l’attivazione del gradiente per la selezione della fetta. L’impulso RF per la selezione della
fetta è applicato nello stesso istante e consiste in una breve e intensa cessione di energia.
Al termine dell’impulso RF, il gradiente per la selezione della fetta viene spento e viene
attivato il gradiente per la codifica di fase. Una volta che quest’ultimo viene spento, viene
acceso il gradiente per la codifica in frequenza e viene registrato un segnale. Questo se-
gnale ha la forma di un echo o di un FID.
La sequenza di impulsi di solito è ripetuta 128 o 256 volte per raccogliere tutti i dati neces-
sari a produrre un’immagine.
Ogni volta che la sequenza viene ripetuta l’intensità del gradiente di codifica della fase
cambia; inoltre, l’intensità viene incrementata con un certo passo a partire dal valore mi-
nimo fino alla massima ampiezza del gradiente.
Il gradiente di selezione della fetta è sempre applicato perpendicolarmente al piano della
fetta, il gradiente di codifica di fase, invece, è applicato lungo uno dei lati del piano im-
magine mentre il gradiente di codifica in frequenza è applicato lungo il rimanente lato del
piano immagine.
La tabella seguente indica le possibili combinazioni dei gradienti di selezione della fetta,
di codifica di fase e di codifica in frequenza.
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Piano Immagine Selezione Fetta Codifica Fase Codifica Frequenza
XoY Z XoY Y oX
XoZ Y XoZ ZoX
Y oZ X Y oZ ZoY
2.2 k-spazio
Come abbiamo visto, oltre ad un metodo di codifica delle informazioni spaziali, ogni mo-
dalità di imaging MR deve utilizzare una strategia di decodifica dei dati che permetta di
estrarre le informazioni al fine di creare le immagini.
Per descrivere in maniera più semplice le sequenze di imaging, e capire come queste agi-
scono sul FID, è conveniente lavorare nel k-spazio.
Il k-spazio, definito in modo naturale dall’operazione di trasformata di Fourier, consiste
in files di dati acquisiti nel corso delle scansioni, ma che non ricostruiscono all’apparenza
l’immagine anatomica selezionata. Ogni immagine ha il proprio set di dati che costituisce
il k-spazio.
L’equazione (1.58), in cui è riportato l’andamento del segnale NMR, può essere sviluppata
scrivendo esplicitamente la magnetizzazione, per arrivare a una relazione tra il segnale
demodulato (ovvero a cui è stata rimossa la componente oscillante alla frequenza di Lar-
mor) e i parametri fisici del sistema, come i tempi di rilassamento, la densità protonica e
il campo ricevuto. Sia Ω la frequenza di demodulazione (idealmente quella di Larmor), e
φ(~r, t) la fase accumulata a causa della dipendenza della frequenza dalla posizione indotta
dall’accensione dei gradienti per un tempo t:
φ(~r, t) =
∫ t
0
dt′ω(~r, t′) (2.13)
Definiamo inoltre la densità effettiva di spin:
ρ(~r) =
1
4
ω0ΛB⊥ρ0(~r)
γ2h¯2
kT
B0 (2.14)
dove Λ indica il guadagno dell’elettronica, T è la temperatura e B⊥ è il modulo del campo
magnetico ricevuto. È stata trascurata la dipendenza dai tempi di rilassamento, che do-
vrebbe essere inclusa nel caso generale.
Il punto fondamentale è che la densità effettiva comprende tutti i parametri del sistema in
esame, ed è pertanto l’incognita da determinare, in funzione della posizione, a partire dal
segnale di risonanza magnetica. Con queste definizioni è possibile scrivere il segnale MRI
nella forma:
s(t) =
∫
d3rρ(~r)ei(Ωt+φ(~r,t)) (2.15)
La dipendenza della frequenza ω(~r, t′) dalla posizione nell’eq. (2.13) è indotta dalla pre-
senza dei gradienti e pertanto la fase risulta essere:
φ(y, t) = −γy
∫ ty
0
dt′Gy(t′) (2.16)
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φ(x, t) = −γx
∫ tx
0
dt′Gx(t′) (2.17)
ovvero sostituendo queste ultime nell’eq. (2.15), ipotizzando una demodulazione ideale e
considerando fissata la posizione lungo z:
s(t) =
∫
dxdyρ(x, y)e−iγx
∫ tx
0 dt
′Gx(t′)−iγy
∫ ty
0 dt
′Gy(t′) (2.18)
Effettuando ora il cambio di variabili:
ky = γ
∫ ty
0
dt′Gy(t′) (2.19)
kx = γ
∫ tx
0
dt′Gx(t′) (2.20)
si ottiene, per il segnale campionato s:
s(kx, ky) =
∫
dxdyρ(x, y)e−i(kxx+kyy) (2.21)
Le quantità kx e ky, sono le frequenze spaziali descritte nel paragrafo precedente: il segnale
campionato è dato dal contributo di tutti gli spin pesati con un fattore di fase che dipende
dalla loro posizione spaziale. L’eq. (2.21) consente di ricavare la distribuzione spaziale
della densità effettiva di spin tramite una trasformata inversa di Fourier:
ρ(x, y) =
∫
dkxdkys(kx, ky)e
i2pi(kxx+kyy). (2.22)
Sino a questo momento è stato utilizzato solo il gradienteGx che viene applicato durante la
fase di lettura del segnale. In questo modo kx dipende dal tempo: ad ogni campionamento
del segnale durante la singola acquisizione il valore di kx è diverso mentre il valore di ky
rimane costante.
Alla successiva acquisizione l’ampiezza del gradiente Gy viene modificata, campionando
quindi nuovamente il segnale al variare di kx ma ora con un diverso valore di ky. In questo
modo viene campionato lo spazio definito dalle frequenze spaziali kx e ky, il k-spazio.
Pertanto kx è funzione del tempo e ad ogni campionamento del segnale (che avviene con
un certo intervallo di tempo ∆t) cambia il valore di kx e quindi il punto acquisito:
s(kx(t), ky) =
∫
dxdyρ(x, y)e−i(kx(t)x+kyy). (2.23)
In questo modo, è possibile campionare una intera riga del k-spazio in una sola acqui-
sizione. Il segnale FID originato in presenza di gradienti non è altro che la trasformata
di Fourier della distribuzione spaziale degli spin all’interno del campione, ed è possibi-
le, quindi, ottenere un’immagine di questa distribuzione, campionando tutto il k-spazio e
applicando la trasformata di Fourier.
Le codifiche di fase e frequenza consentono di campionare il k-spazio seguendo delle tra-
iettorie diverse a seconda della sequenza: l’applicazione del gradiente di codifica di fase
determina la posizione iniziale nel k-spazio mentre la codifica in frequenza consente di
percorrere una traiettoria durante l’acquisizione.
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Figura 2.3: Campionamento del k-spazio.
In Fig. (2.3) è mostrato un campionamento in cui l’applicazione di un gradiente di codifica
di fase porta inizialmente il sistema nella posizione in basso a sinistra mentre il gradiente
di lettura consente di acquisire la riga da sinistra verso destra. A questo punto il gradiente
di codifica di fase nell’acquisizione successiva seleziona la riga superiore che è campionata
in direzione opposta invertendo il successivo gradiente di lettura. Ripetendo la procedura
si campiona uniformemente tutto lo spazio.
Il punto centrale del k-space (k = 0) è acquisito senza l’applicazione di nessun gradiente,
quindi non contiene nessuna informazione spaziale del segnale, ma rappresenta la com-
ponente del segnale di intensità uniforme su tutta l’immagine; di conseguenza, i punti
vicini all’origine del k-spazio formano una mappa a bassa risoluzione del segnale, vice-
versa i punti esterni (quelli più lontani dall’origine) contengono l’informazione sui dettagli
dell’immagine.
2.3 Sequenze in MRI
Una combinazione di impulsi a radiofrequenza e gradienti è detta in risonanza magnetica
sequenza. Scegliendo opportunamente una sequenza è possibile scegliere il contrasto da
dare all’immagine o il campionamento desiderato del k-spazio.
Una delle peculiarità della risonanza magnetica è che essa non produce un’unica ”foto-
grafia” di un dato campione di tessuto, ma in base a come viene generato il segnale, l’im-
magine che ne deriva è specifica di un determinato parametro (densità protonica ρ, tempi
di rilassamento T1 e T2). Si tratta di una tecnica definita come multiparametrica.
L’uso di sequenze di eccitazione opportunamente progettate consente di evidenziare la
dipendenza del FID dai parametri fisici fondamentali ρ, T1 e T2 (dove ρ rappresenta la
densità protonica). I parametri fondamentali di una sequenza sono i tempi e i flip angle.
Il TR (tempo di ripetizione) che corrisponde all’intervallo di tempo tra l’inizio di una se-
quenza d’eccitazione e l’inizio della successiva e contiene sia il tempo necessario per l’ec-
citazione che quello per la rivelazione del segnale generato, mentre il TE (tempo di eco)
è l’intervallo di tempo che passa tra l’eccitazione e la creazione del segnale (in particolari
sequenze).
In questo paragrafo saranno presentate le tre sequenze classiche (Inversion Recovery, Spin
Echo, Gradient Echo). Per convenzione per descrivere una sequenza si usa la notazione:
(α1 − t1 − α2 − t2 . . . αm − tm)n,
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Figura 2.4: Diagramma della sequenza Inversion Recovery.
dove αi indica un impulso di un angolo αi, ti è l’intervallo di tempo 4 ed n è il numero di
volte di ripetizione della sequenza5 tra l’impulso αi e l’impulso αi+1.
Inversion Recovery (pi − TI − pi/2)
La sequenza Inversion Recovery consiste in un un impulso pi seguito, dopo un tempo TI
(detto tempo di inversione) da un impulso di pi/2 e quindi la lettura Fig. (2.6). Il primo
impulso provoca l’inversione della magnetizzazione mentre il secondo permette di rile-
vare la componente longitudinale parzialmente ripristinata durante il TI ruotandola nel
piano xy (rotazione di pi/2 ). In questo modo si può operare una misura del T1 osser-
vando che l’ampiezza del segnale sarà proporzionale alla magnetizzazione longitudinale
all’istante TI :
Mz(TI) ∝ −M0e−TI/T1 +M0(1− e−TI/T1) = M0(1− 2e−TI/T1). (2.24)
Acquisendo più segnali al variare di TI , si riesce a ricostruire la curva di decadimento
della magnetizzazione longitudinale Mz e risalire al T1 con un fit della eq. (2.24).
Questo metodo ha un range dinamico doppio rispetto alle altre tecniche (intensità del
segnale varia da −M0 a +M0, invece che da 0 a +M0) che consente di ottenere un miglio-
re contrasto, ma che richiede un lungo ritardo tra i vari passi (TR  4T1) in modo da
permettere al sistema il totale rilassamento tra un’acquisizione e l’altra.
Spin Echo (pi − TE/2− pi − TE/2)
Come mostrato nel precedente capitolo l’intensità del segnale dipende dall’ampiezza di
Mxy, quindi in un campo perfettamente omogeneo, durante il rilassamento trasversale
della magnetizzazione, il segnale decade con regime esponenziale e costante di tempo
4∑m
i=1 ti = TR.
5Poichè il segnale ottenuto con un singolo FID è estremamente basso, si mediano i segnali acquisti con più
FID successivi
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Figura 2.5: Diagramma della sequenza spin echo. Il lobo negativo del gradiente di selezione fetta
serve a evitare lo sfasamento, il primo gradiente nella direzione del gradiente di lettura
serve a muoversi in una posizione iniziale del k-spazio.
T2; in pratica, però, il segnale decade con un tempo T ∗2 e quindi, poichè T2  (2/γ∆ω),
il contributo delle disomogeneità del campo preclude la possibilità di usare il tempo di
decadimento come misura del T2. Un metodo ingegnoso per ovviare al problema delle
disomogeneità fu proposto nel 1950 da Hahn e chiamato metodo spin-echo.
La sequenza consiste nell’applicare un impulso pi che ruota la magnetizzazione sul piano
trasverso, ad esempio portandola lungo l’asse x, orientata nel verso positivo. A questo
punto gli spin iniziano a sfasarsi a causa del T ∗2 , quindi a causa del contributo del T2 in-
trinseco e della disomogeneità del campo statico.
Dopo un tempo TE/2, viene applicato un secondo impulso pi, che ruota la magnetizzazio-
ne invertendola. A questo punto, gli spin che ruotavano più rapidamente rispetto a ω0, e
quindi hanno accumulato fase positiva, continuano a ruotare più rapidamente, accumu-
lando ora fase negativa e gli spin più lenti si comportano analogamente.
Pertanto, la diversità nelle fasi causata dalla disomogeneità del campo statico decresce si-
no ad annullarsi al tempo TE , detto appunto tempo di eco. Il segnale di eco avrà quindi
ampiezza inferiore al segnale di partenza:
S(TE) ∝ S(0)e−TE/T2 . (2.25)
in quanto la perdita di fase dovuta al T2 intrinseco non è recuperabile. Dalla Figura (2.5),
si può notare che applicando un’altro impulso pi dopo un tempo TE/2 dall’eco si ottiene
un ulteriore eco al tempo 2TE e quindi un altro punto nella curva di decadimento del T2.
La misura di alcuni di questi punti (spin echo multiplo) consente la misura del tempo di
decadimento spin-spin del campione.
Uno dei problemi di questa sequenza è che perchè gli spin tornino in fase al tempo TE
occorre che il campo statico percepito dagli spin, sebbene disomogeneo, sia costante nel
tempo. In realtà ogni molecola d’acqua è libera di muoversi e quindi, non essendo al
tempo TE nella stessa posizione in cui si trovava inizialmente, sente un campo statico
diverso, limitando le possibilità di rifasamento. Un altro problema è che il flip angle non è
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Figura 2.6: Diagramma della sequenza Gradient Echo.
quello desiderato in tutto il campione, ma dipende dall’omogeneità del campo trasmesso.
Gradient Echo
L’idea alla base della gradient echo è di rendere il contrasto dei tessuti indipendente da TR
utilizzando dei flip angle piccoli (inferiore a pi/2). In questo modo solo una parte della
componente longitudinale Mz viene ribaltata sul piano trasversale, la restante è già dispo-
nibile per i successivi TR.
In questo tipo di sequenza si utilizza un gradiente per riallineare gli spin, invece di un
impulso a pi, così facendo non vengono eliminati gli effetti di defasamento e il FID che si
ottiene decade con costante di tempo T ∗2 . Questo tipo di sequenza permette di raggiun-
gere TR brevi (generalmente dell’ordine delle decine di millisecondi) e quindi di ridurre
la durata complessiva della scansione, a svantaggio dell’ampiezza del segnale che risulta
ridotta.
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Capitolo 3
Hardware in Risonanza Magnetica
In questo capitolo saranno descritte i vari componenti hardware che compongono uno
scanner MRI, con particolare attenzione alle bobine a radiofrequenza utilizzate sia in fase
di trasmissione che in ricezione.
La recente tendenza all’utilizzo di scanner MRI a campo ultra alto comporta un aumento
del rapporto segnale-rumore SNR e, di conseguenza un miglioramento della risoluzione
spaziale e temporale.
Il passo più importante per l’ottimizzazione del SNR e per l’ottimizzazione dell’omoge-
neità del campo, rimane comunque la progettazione di bobine. Infatti, ogni applicazione
ha dei particolari requisiti che devono essere soddisfatti, pertanto le bobina a radiofre-
quenza deve essere progettata ad hoc, in base al problema che si ha di fronte; non esiste
una bobina che sia ottimale per qualunque tipo di applicazione.
3.1 Magnete principale e bobine gradiente
Il magnete è il componente principale di un tomografo ed ha il compito di generare un
campo magnetico statico B0 di intensità opportuna, con grande omogeneità e con grande
stabilità nel tempo. Una bassa omogeneità di campo darà origine infatti ad immagini di
scarsa qualità, in quanto i protoni del campione in esame non trovandosi alla stessa inten-
sità di campo magnetico, non risponderanno in maniera uniforme all’impulso RF e non
precederanno alla stessa frequenza di risonanza.
Le principali caratteristiche richieste ad un magnete superconduttore sono un’alta omoge-
neità, stabilità temporale, basso campo generato esternamente e soprattutto costi di fun-
zionamento più contenuti possibile.
Il campo statico ha normalmente un’omogeneità spaziale di circa 5 parti per milione (ppm).
Se un magnete ha un’omogeneità di 5 ppm s’intende dire che la massima variazione dal
valore medio del campo magnetico è di 5 ppm in tutto il volume utile.
In realtà raramente il magnete principale produce un campo sufficientemente uniforme:
quindi, per risolvere questo inconveniente, viene utilizzato un set di bobine, dette shim-
coil. Esse sono bobine di compensazione utilizzate per aumentare l’omogeneità del campo
magnetico, possono essere sistemi passivi o attivi: i primi sono realizzati in fase di co-
struzione del magnete e correggono le disomogeneità dovute al magnete stesso; i secondi
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utilizzano bobine inserite internamente all’apparecchio oppure gli stessi gradienti di cam-
po al fine di correggere le disomogeneità nel volume centrale del magnete.
Come si è visto nei capitoli precedenti è necessario avere a disposizione tre campi gra-
diente nelle tre direzioni ortogonali per codificare l’informazione spaziale. Per quanto
riguarda i requisiti per una bobina gradiente si osserva, rispetto al caso del magnete che
genera il campo statico, una certa dipendenza dall’applicazione, questo perchè in generale
i gradienti funzionano meglio con un FOV1 ristretto.
È presente un programmatore di impulso collegato al sistema di gradienti, alla parte del
circuito dedicata alla trasmissione RF e a quella di ricezione; il duplexer, noto anche come
T/R switch, che svolge il delicato compito di convogliare sia l’output della bobina verso la
parte di ricezione e che l’uscita dell’amplificatore verso la bobina, evitando che l’alta ten-
sione dell’amplificatore danneggi la catena di ricezione.
Tutti questi dispositivi sono collegati ad unità separate di attivazione e controllo, nor-
malmente gestite da microprocessori e quindi con una elevata affidabilità e versatilità di
impiego. Il sistema è completato da un elaboratore che ha il compito di ricostruzione
dell’immagine e da un elaboratore centrale con compiti gestionali dell’intero impianto.
3.2 Bobine a Radio Frequenza
Qualsiasi tipo di fenomeno fisico necessita di un sensore adeguato con lo scopo di ”con-
nettere” il fenomeno fisico al display finale dei risultati. Nel caso di un esperimento di
risonanza magnetica, che è basato sulla raccolta di un segnale generato da un insieme di
nuclei con spin diverso da zero, questo ruolo viene rivestito da una sensore denominato
bobina a radiofrequenza (o coil).
Le bobine a Radio Frequenza (RF) rappresentano dei componenti fondamentali nella cate-
na di trasmissione e ricezione del segnale in un sistema di imaging a risonanza magnetica.
Esse devono possedere due requisiti fondamentali per ottenere immagini ad alta qualità:
i) In trasmissione: le bobine devono essere in grado di produrre un campo d’indu-
zione magnetica uniforme nel volume di interesse in modo da eccitare in maniera
opportuna i nuclei del tessuto biologico;
ii) In ricezione: è richiesto un elevato valore del rapporto segnale rumore (SNR), e la
bobina deve ricevere il segnale con lo stesso guadagno per ogni punto del volume in
esame [26];
I due requisiti sono ovviamente legati fra di loro attraverso il principio di reciprocità, nel
momento in cui si utilizzi la stessa antenna (o bobina) sia in ricezione che in trasmissione
[26].
Uno dei requisiti più importanti nella progettazione di una bobina RF è garantire una di-
stribuzione omogenea del campo magnetico prodotto (
−→
B1) nella regione di interesse, con
1FOV : field of view (campo di vista) l’area della zona su cui si deve eseguire l’acquisizione. Si può osservare
che il campo di vista, rapportato alla matrice, determina la grandezza del pixel: campo di vista/matrice = area
del pixel.
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adeguati livelli di intensità, in modo che ad una fissata potenza in trasmissione corrispon-
da una equivalente sensibilità in ricezione [28].
Nel corso degli ultimi 25 anni sono state sviluppate diverse tipologie di bobine RF le quali,
secondo la loro forma, possono essere classificate in due gruppi:
• Bobine di volume: hanno di solito la forma di un cilindro cavo, al cui interno si
posiziona il campione da esaminare. Questa classe di bobine RF comprende molti
tipi di risuonatori tra cui: Helmholtz coils, Saddle coils, e Birdcage coils.
• Bobine di superficie: sono bobine aperte, in grado, come lo stesso nome indica, di
ricevere il segnale dalle strutture superficiali contigue. Di questo gruppo fanno parte
single-loop e multiple-loop coils di varie forme. Esse sono molto più piccole rispetto a
quelle di volume e presentano un valore di SNR più grande poichè ricevono il rumo-
re solo da zone vicine, ma hanno però un’omogeneità del campo B1 relativamente
bassa e vengono utilizzate principalmente in ricezione.
Alle alte frequenze, una bobina a causa della presenza di capacità parassite può esse-
re schematizzata attraverso un circuito RLC serie, che genera un certo campo ad una
determinata frequenza di interesse Fig. (3.1). È indicata con il termine di risonatore a
radiofrequenza.
a. Il resistore R trasforma energia in calore senza accumularla. La potenza è di tipo
attivo: fluisce solamente dal generatore all’utilizzatore. La potenza esce dal sistema
sotto forma di calore.
b. L’induttore L accumula energia sotto forma di campo magnetico in determinati in-
tervalli di tempo. L’energia viene restituita al generatore durante altri intervalli. Non
vi è alcuna dissipazione. La potenza fluisce nei due sensi ed è di tipo reattivo. Non
può uscire dal sistema. Non può eseguire lavoro all’esterno del sistema
c. Il condensatore C accumula energia sotto forma di campo elettrico in determinati
intervalli di tempo. L’energia viene restituita al generatore durante altri intervalli.
Non vi è alcuna dissipazione. La potenza fluisce nei due sensi ed è di tipo reattivo.
Non può uscire dal sistema. Non può eseguire lavoro all’esterno del sistema
Figura 3.1: Circuito R-L-C.
Quando nel circuito sono presenti sia un induttore che un condensatore avviene un fatto
interessante. Fino a quando l’induttore accumula energia, il condensatore la cede e vice-
versa. In altre parole induttore e condensatore hanno un comportamento complementare.
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Quindi tutta o parte dell’energia e della potenza reattiva possono essere scambiate tra lo-
ro, interessando solo in parte o per nulla il generatore.
L’impedenza complessiva può essere espressa come:
Z = R+ j
(
ωL− 1
ωC
)
. (3.1)
A seconda dei valori che assumono le reattanze Im(Z), la corrente può essere in anticipo-
in fase - in ritardo, rispetto alla tensione di un angolo:
φ = arctan
(
ωL− 1ωC
R
)
. (3.2)
.
I circuiti nella condizione di risonanza presentano un’impedenza del circuito puramente
reale per cui la frequenza di risonanza è espressa dalla seguente relazione:
ν =
1
2pi
√
LC
. (3.3)
questo comporta l’annullamento della parte immaginaria dell’impedenza Im(Z) = 0,
mentre tensione e corrente sono rigorosamente in fase tra loro.
Al variare della frequenza la reattanza induttiva ZL = ωL cresce linearmente, mentre la
reattanza capacitiva ZC = 1ωC ha un andamento iperbolico.
In condizioni di risonanza, il carico appare essere di tipo resistivo, pur essendo presenti un
induttore e un condensatore, l’impedenza Z assume il valore minimo e conseguentemente
la corrente presenta un massimo.
Durante la fase di ricezione una bobina a radiofrequenza può essere considerata come una
sorgente di voltaggio elettrica ed è rappresentata attraverso un circuito equivalente come
riportato in Fig. (3.2 a), dove L corrisponde all’auto conduttanza dei fili ed r è la resistenza
equivalente [12].
Per tenere conto del rumore termico generato dalla resistenza, s’introduce una sorgente di
rumore all’interno del circuito equivalente come riportato in Fig. (3.2 b).
Il valore della resistenza, indicata con r, include tutti i valori ”ohmici” dei fili alla presenza
di una corrente ad alta frequenza oscillante.
La Resistenza Ohmica dipende dalla conduttività e dalla geometria del filo conduttore
scelto per costruire la bobina. È noto che in un conduttore la corrente scorre principal-
mente sulla superficie, seguendo un andamento esponenziale:
J = J0e
−d/δ. (3.4)
dove J è la densità di corrente a profondità d e J0 è la densità di corrente superficiale. La
costante δ è la profondità di pelle:
δ =
2√
ωσµ0µr
. (3.5)
in cui σ è la conducibilità, ω la frequenza e µr è la permeabilità magnetica, che per tut-
ti i materiali di interesse in risonanza (ovvero non ferromagnetici) è approssimabile a 1.
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Figura 3.2: (a) Circuito equivalente di una bobina a radiofrequenza (b) Circuito equivalente di una
bobina utilizzata in fase di ricezione (in cui si considera una sorgente di rumore).
Nel caso del rame, materiale solitamente utilizzato per la costruzione delle bobine, alcuni
valori della profondità di pelle per alcune frequenze di interesse in risonanza magnetica
sono riportati nella tabella seguente [28]:
ν [MHz] δ [µm]
10 20.9
42 10.2
128 5.8
200 4.7
300 3.8
Nella fase di trasmissione il risonatore a radiofrequenza crea un campo magnetico oscil-
lante
−→
B1 nelle sue vicinanze (near field).
In accordo con le equazioni di Maxwell, questo campo oscillante
−→
B1 introduce correnti in
qualunque materiale conduttore che si trovi entro la regione di azione del campo stesso,
incluso il campione in esame. Poiche i materiali conduttori sono tipicamente dissipativi,
parte della potenza trasmessa viene perduta. Anche in questo caso il principio di recipro-
cità fa sì che queste correnti rappresentino poi in fase di ricezione una fonte di rumore
[28]. Per i motivi appena esposti, un secondo contributo alla resistenza r di una bobina è
dato dalla Resistenza magnetica.
Dal momento che l’accoppiamento tra campione e bobina è assolutamente necessario per
la ricezione del segnale, le perdite derivante da questo meccanismo non possono essere
evitate, ma esistono degli accorgimenti appropriati nella progettazione della bobina atti a
minimizzare tale inconveniente. Il modo più semplice è di assicurarsi che il campo ma-
gnetico interagisca solo con la ROI (Region of interest: regione di interesse) del campione.
Inoltre la componente assiale di
−→
B1 dovrebbe essere minima poichè non contribuisce in
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alcun modo al segnale, mentre contribuisce al rumore.
Un terzo contributo alla resistenza complessiva r di una bobina è rappresentato dalle per-
dite elettriche. Esse sono dovute alla differenza di potenziale tra la massa e alcune parti
del risonatore dove è richiesto un alto valore di potenziale durante la fase di eccitazione a
radiofrequenza.
Alle alte frequenze una differenza di potenziale genera un campo elettrico. Tale campo
genera correnti dissipative in tutti gli elementi conduttori presenti entro il campo e dun-
que anche nel campione. La presenza di queste correnti è associata a delle perdite che
contribuiscono al rumore senza nessun apporto al segnale.
La resistenza r di una bobina a radiofrequenza può essere scritta nel seguente modo [12]:
r = rΩ + rm + re.
dove rΩ corrisponde alle perdite per effetto Joule nei fili, rm è la resistenza dovuta alle
perdite magnetiche e re è generata dalla perdite elettriche attraverso il campione.
Una stima quantitativa di ciascun termine può essere ricavata sulla base di leggi elettro-
magnetiche, nota la forma del campione e le sue caratteristiche elettriche. Per una sfera di
raggio b il calcolo conduce ai seguenti risultati [12]:
rm = RMσn
2ω2b5 (3.6)
dove RM dipende dalla geometria del risonatore, n è il numero di avvolgimenti condutti-
vi, σ è la conducibilità elettrica della sfera, e:
re = REω
3L2Cd (3.7)
dove RE rappresenta il fattore di perdita della bobina costituita da un’induttanza L e un
valore di capacità Cd
Occorre sottolineare che queste tre sorgenti di resistenza hanno diversa importanza a se-
conda della frequenza di lavoro. Nel nostro caso, lavorando ad alto campo, le perdite
dovute al campione dominano su quelle dovute alla bobina, ammesso che quelle per ir-
raggiamento siano state minimizzate in fase di progettazione.
Per quanto riguarda le perdite per irraggiamento, esse diventano un problema quando la
bobina inizia a comportarsi come una linea di trasmissione, ovvero quando la lunghezza
dei percorsi della corrente è paragonabile alla lunghezza d’onda nel vuoto. Generalmente
si minimizza questo tipo di perdite aumentando il numero di condensatori, fino ad avere
percorsi conduttivi di massimo λ20 nella bobina (per campi a 7 T sarebbe necessario inserire
un condensatore ogni 5 cm).
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3.2.1 Bobina del tipo Birdcage
Il concetto di risonatore Birdcage fu introdotto nel 1985 da Hayes [27], è stato sviluppato per
le alte frequenze in modo da riuscire ad approssimare una distribuzione coseno delle cor-
renti. È possibile dimostrare che un cilindro conduttore infinito percorso da una corrente
che varia sinusoidalmente lungo l’angolo azimutale presenta al suo interno un campo ma-
gnetico trasverso e uniforme. Non è possibile costruire una simile distribuzione continua,
ma solo approssimazioni discrete: pertanto, in linea di massima possiamo dire che tutte le
bobine di volume sono approssimazioni di questo sistema.
Una Birdcage in fase di trasmissione garantisce una distribuzione uniforme del campo ma-
gnetico nella regione ad essa interna generando un ampio FOV (Field of view: campo di
vista), mentre in ricezione si ha un elevato valore del rapporto segnale-rumore (SNR) [29].
La struttura geometrica di riferimento di una Birdcage è costituita da alcuni conduttori
verticali (leg) equispaziati su una superficie cilindrica e saldati elettricamente sulle basi
superiore ed inferiore del cilindro a due anelli metallici (end ring).
Per una Birdcage, esistono tre tipi di realizzazioni Fig. (3.3):
◦ Passa basso (Low Pass LP): quando i condensatori sono sulle leg;
◦ Passa alto (High Pass HP): i condensatori sono sugli end ring;
◦ Passa banda (Hybrid): condensatori presenti sia sulle leg che sugli end ring;
Figura 3.3: Birdcage: rappresentazione spaziale (in alto), rappresentazione come rete lineare LC
(in basso) dove il pedice 1 fa riferimento all’end ring, mentre il 2 fa riferimento alle leg.
In presenza di una sorgente di corrente, le onde si propagano lungo la rete, per alcune
frequenze le onde si combinano in maniera costruttiva creando uno stato stazionario, che
corrispondono ai modi risonanti della bobina.
Ad ogni modo di risonanza di una bobina di volume corrisponde una particolare distri-
buzione delle correnti nelle leg e di conseguenza una diversa forma del campo magnetico
generato. È possibile osservare che la corrente nelle leg, presenti un’andamento del tipo
[28]:
In = I0 cos(k
npi
N
+ φ). (3.8)
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dove 0 ≤ n ≤ 2N − 1 è l’indice relativo alla leg, 1 ≤ k ≤ N riferito al modo risonante,
φ = pi2N è il fattore di fase definito dal modo risonante della Birdcage che definisce la dire-
zione del campo magnetico generato nel piano trasverso all’asse della coil e dipende dal
punto in cui si esegue l’alimentazione.
Tutti i modi risultano equivalenti a onde stazionarie nell’ampiezza della corrente lungo
l’angolo azimutale, per cui risultano a due a due degeneri presentando la stessa frequenza
di risonanza.
In particolare, per k = 1 le 2N correnti campionano una sinusoide completa, per k = 2
campionano due sinusoidi, per k = 3 tre sinusoidi e cosi via per i modi superiori sino a
k = N che corrisponde al minimo campionamento possibile, ovvero una leg campiona un
massimo e la successiva un minimo.
Pertanto, il modo k = 1 , è il più importante ed è il cosiddetto modo fondamentale, presenta
un lento cambiamento di fase tra 0 e 2pi, e questo corrisponde ad una distribuzione di cor-
rente necessaria per avere un modo omogeneo, e quindi una distribuzione omogenea del
campo magnetico
−→
B1 al centro della bobina. Tutti gli altri modi sono simili ad armoniche
superiori, e non producono un’omogeneità del campo oscillante B1 generato dalla bobina
Fig. (3.4).
Figura 3.4: Esempi di modi risonanti di una Birdcage con 12 leg. In alto, in funzione del numero di
leg, è riportato l’ampiezza di una corrente per ogni modo risonante. Mentre, in basso
abbiamo l’ampiezza del campo B+1 (componente del campo B1 esposto in Appendice
D) generato nel piano trasversale della coil. Il modo k=1 è l’unico che presenta al
centro della coil una omegeneità del campo B1, tutti gli altri modi no [22].
L’omogeneità del campo magnetico oscillante
−→
B1 nel piano trasversale (⊥ all’asse della
coil) dipendente fortemente dalla distribuzione della corrente sulle leg, e quindi anche dal
numero di leg utilizzate nella costruzione [22].
Le bobine Birdcage sono caratterizzate da diversi modi risonanti; in uno spettro di una
Birdcage Low Pass costruita con N leg, saranno visibili idealmente N2 modi risonanti.
Per individuarne questi modi si può utilizzare il metodo dei circuiti equivalenti Fig. (3.5)
che consiste nel modellare ogni conduttore con un’induttanza in modo da poter rappre-
sentare la bobina attraverso la ripetizione di un segmento di rete elettrica. Così facendo si
utilizza la legge di Kirchoff per determinare le correnti che scorrono nei rami e nelle maglie
del risonatore.
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Figura 3.5: Birdcage Low Pass.
Nella figura (3.5) Lleg rappresenta l’autoinduttanza di una leg, Ler quella di un segmento
di end-ring, C la capacità di un condensatore posto lungo le leg e Ij è la corrente che scorre
nella maglia racchiusa dalla leg j-esima e la successiva (j+1)-esima. In questa fase si trascu-
rano le mutue induttanze tra i vari conduttori.
Scrivendo l’equazione di Kirchoff alla maglia in cui scorre la corrente Ij si ha:(
jωLleg +
1
jωC
)
(Ij − Ij+1) +
(
jωLleg +
1
jωC
)
(Ij − Ij−1) + 2jωLerIj = 0. (3.9)
dividendo per jω e raggruppando:(
1
ω2C
− Lleg
)
(Ij+1 + Ij−1)− 2
(
1
ω2C
− Lleg − Ler
)
Ij = 0. (3.10)
indicando con N il numero totale di leg deve risultare che: Ij+N = Ij . Questa condizione
è soddisfatta se si suppone che l’ampiezza della corrente (supposta uniforme lungo la leg)
vari con la leg j secondo una legge del tipo:
Ijk
{
cos(2pijkN ) k =1, 2, ...,
N
2 − 1
sin(2pijkN ) k =0, 1, 2, ...,
N
2
Sviluppando ad esempio il primo termine si ha:
Ij+1,k + Ij−1,k = cos
(
2pikj
N
+
2pik
N
)
+ cos
(
2pikj
N
− 2pik
N
)
= 2cos
(
2pikj
N
)
cos
(
2pik
N
)
,
(3.11)
quindi si avrà:(
1
ω2C
− Lleg
)
2 cos
(
2pikj
N
)
cos
(
2pik
N
)
−2
(
1
ω2C
− Lleg − Ler
)
cos
(
2pikj
N
)
= 0. (3.12)
Semplificando si ottiene:(
1
ω2C
− Lleg
)
cos
(
2pik
N
)
−
(
1
ω2C
− Lleg − Ler
)
= 0, (3.13)
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che può essere riscritta come:
Ler +
1
ω2C
(
cos
(
2pik
N
)
− 1
)
= 0, Ler +
1
ω2C
(
1− sin2
(
pik
N
)
− 1
)
= 0. (3.14)
Dividendo per sin2(pikN ) e isolando ω si ottiene:
ωk =
[
C(Lleg + Ler)
2 sin2(pikN )
]−(1)/(2)
. (3.15)
Dalla equazione (3.15), per calcolare la frequenza di risonanza di una Birdcage Low Pass
occorre conoscere le auto-induttanze e, per un calcolo più preciso, le mutue induttanze
dei conduttori che la compongono.
Se i fili conduttori (leg e end ring) sono costruite mediante strisce di rame a forma rettan-
golare caratterizzate da una lunghezza l, larghezza w e spessore th. L’induttanza L è data
[28]:
L = 0.2l
(
ln
2l
w + th
+
1
2
+ 0.2235
w + th
l
)
. (3.16)
l’induttanza è espressa in nH quando le dimensioni sono in mm.
La mutua induttanza tra due leg adiacenti, separata da una distanza dij , nel caso in cui
l dij può essere approssimata dalla formula [28]:
Mij = 0.2l
(
ln
2l
dij
− 1 + dij
l
)
. (3.17)
Sia la mutua che l’auto-induttanza sono proporzionale alla lunghezza delle leg. Il rapporto
L/Mij , che regola la condivisione della corrente tra le leg, per una data geometria, dipende
dalla larghezza e dal diametro dei fili conduttori.
I motivi che portano alla costruzione di una Birdcage Low Pass per piccoli animali sono
individuabili in un’alta efficienza e ottima omogeneità del campo magnetico
−→
B1 generato
dalla bobina.
La lunghezza delle leg e il diametro di una bobina Birdcage determinano il volume sensi-
bile: tale volume va adattato quanto più possibile al volume del campione da investigare.
La massima sensibilità della bobina è raggiunta quando è rispettata la seguente relazione
[28]:
Diametro della bobina
Lunghezza delle leg
' 0.7. (3.18)
La validità della massima sensibilità della coil interessa solo il piano intermedio e molto
spesso avviene a spese dell’omogeneità del campo nella direzionale assiale. Se il volume
di interesse risulta molto esteso in direzione z, la Birdcage presenterà un’elevata lunghezza
in modo da poter raccogliere il segnale proveniente dalle aree più esterne, e questo com-
porta una diminuzione della sensibilità [28].
Uno degli obiettivi di questo lavoro è stato quello di cercare di miniaturizzare quanto
possibile il design di un Birdcage Low Pass in modo da poterla utilizzare per applicazioni
precliniche di risonanza magnetica a campo ultra alto.
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Inoltre, per aumentare l’efficienza dei condensatori presenti su ogni leg non vengono im-
plementati come elementi circuitali concentrati saldati sulla struttura risonante, ma sono
costruiti attraverso un’area di sovrapposizione tra le leg e gli end ring secondo la seguente
formula [14]:
C =
ε0εA
d
. (3.19)
dove ε0 è la permittività elettrica nel vuoto (8.85418 ∗ 10−12F/m), A rappresenta l’area di
sovrapposizione tra leg e gli end ring, d e ε rispettivamente lo spessore e la permittività
elettrica di un supporto, rivestito da entrambi i lati da rame nel quale è presente del mate-
riale dielettrico, su cui verrà costruita la struttura risonante di una Birdcage.
In una bobina RF avviene una doppia conversione, garantita dal principio di reciprocità,
sia in fase di trasmissione che in quella di ricezione.
Questo comporta che un trasferimento di potenza viene convertito in un campo magnetico
oscillante
−→
B1 in fase si trasmissione, mentre un vettore di magnetizzazione
−→
M , caratteristi-
co del campione in esame è convertito in una corrente RF in fase di ricezione.
Figura 3.6: Distribuzione del potenziale elettrico lungo la direzione assiale di una Birdcage
standard (linea continua) e di una Birdcage miniaturizzata (linea tratteggiata) [14].
In particolare, in riferimento alla Fig. (3.6), si può notare che in una Birdcage convenzionale
la presenza di condensatori come elementi circuitali concentrati comporta la formazione
di punti ad alta differenza di tensione, mentre in presenza di condensatori ′′distribuiti′′ su
tutta la geometria questa differenza di voltaggio viene meno.
Questo si traduce, in presenza di un campione, in una riduzione egli effetti di riscalda-
mento ma anche ad una minore perturbazione del campo elettrico al centro della bobina
[14].
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3.3 Alimentazione in quadratura
Una scelta importante nella progettazione e costruzione di una bobina è la tipologia di
polarizzazione del campo magnetico generato dalla coil.
È stato osservato nel capitolo 1 che un campo a polarizzazione lineare nel sistema di rife-
rimento del laboratorio non è efficiente nel ruotare la magnetizzazione
−→
M , in quanto solo
metà della sua ampiezza è disponibile alla giusta frequenza del sistema di riferimento ro-
tante.
Per una migliore ottimizzazione della bobina in fase di trasmissione, si è deciso di adottare
una modalità di polarizzazione di tipo circolare.
Si può dimostrare infatti che, a parità di intensità, con un campo magnetico di eccitazione−→
B1 polarizzato linearmente l’energia da trasferire al sistema di spin per indurre una ro-
tazione di un fissato angolo θ è doppia rispetto a quella necessaria per ottenere lo stesso
effetto tramite l’impiego di un campo magnetico
−→
B1 polarizzato circolarmente. Tutto que-
sto per il principio di reciprocità si ripercuote sull’efficienza di ricezione che a sua volta ha
importanti implicazioni sul SNR [26].
Dalla equazione (3.8), un cambiamento di fase φ ha come effetto quello di ruotare l’orien-
tazione del campo magnetico
−→
B1 prodotto dalla bobina, ma il modo fondamentale rimane
sempre quello individuato da k = 1.
Affinché i nuclei di 1H emettano un segnale di risonanza magnetica FID devono essere
eccitati da un campo a radiofrequenza
−→
B1 generato dalla bobina in fase di trasmissione.
Un campo magnetico polarizzato linearmente
−→
B1 = B1 cos(ωt)xˆ; può essere suddiviso
in due campi polarizzati circolarmente ruotanti in verso opposto fra loro con ampiezza
dimezzata:
B1 =
B1
2
(cos(ωt)xˆ− sin(ωt)yˆ) + B1
2
(cos(ωt)xˆ+ sin(ωt)yˆ). (3.20)
Solo la componente ruotante nel verso della precessione degli spin del sistema attorno al
campo magnetico statico B0 è in grado di eccitare la magnetizzazione
−→
M , mentre l’altra
componente rappresenta la potenza perduta. Tale perdita può essere evitata tramite una
bobina in quadratura che produce proprio un campo
−→
B1 polarizzato circolarmente, facen-
do in modo che la potenza richiesta possa essere dimezzata.
A loro volta i nuclei emettono un segnale RF nella forma di un campo polarizzato circo-
larmente che può essere scomposto nella somma di due campi polarizzati linearmente,
ortogonali fra loro e sfasati temporalmente di 90◦.
Per generare un campo polarizzato circolarmente si usa una tecnica di eccitazione in qua-
dratura Fig. (3.7) [26] [28] .
In trasmissione un circuito separatore divide la potenza fornita in due canali sfasando i
segnali temporalmente di 90◦. I segnali così ottenuti vengono mandati ad alimentare la
bobina in due punti spazialmente sfasati di 90◦. Il risultato ottenuto dalla combinazione
dei due segnali polarizzati linearmente e opportunamente sfasati spazialmente e tempo-
ralmente, è un segnale di trasmissione che genera un campo polarizzato circolarmente nel
verso desiderato e che va ad eccitare i nuclei [26].
In ricezione avviene il procedimento inverso: la bobina raccoglie i segnali (polarizzati cir-
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Figura 3.7: Guida in quadratura.
colarmente) in punti sfasati spazialmente di 90◦ (ricezione in quadratura) che vengono a
loro volta sfasati temporalmente attraverso un circuito sfasatore per poi essere opportu-
namente ricombinati [26].
L’utilizzo di bobina in quadratura per eccitazione e ricezione venne proposto da Chen
nel 1983. La scelta di implementare una polarizzazione circolare è scaturita dai seguenti
motivi [29]:{
Si risparmia un fattore 2 nella tensione in ingresso e quindi nella potenza da inviare.
Si verifica un incremento di un fattore
√
2 del SNR in fase di ricezione.
Occorre sottolineare che, in risonanza magnetica un miglioramento del 40% nel SNR è
decisamente notevole: basti pensare che per ottenere lo stesso risultato aumentando il
campo statico occorre passare da 1.0 T a 1.5 T.
Un confronto tra bobina in quadratura e bobine lineari è stato condotto dal Glover nel 1985.
In particolare, oltre alla verifica del previsto aumento dell’SNR insieme alla necessità di
una ridotta potenza di trasmissione, viene osservato che l’uso di un sistema in quadratura
in ricezione e trasmissione è in grado di ridurre l’intensità di artefatti causati da effetti di
onda stazionaria nei dielettrici e da correnti di conduzione.
3.4 Balun e bobina di Rogowski
Il cavo coassiale è una linea di trasmissione costituita da un conduttore centrale concentrico
ad un secondo conduttore tubolare che lo avvolge completamente, detto comunemente
scudo, tra i due è interposto il dielettrico.
A causa dell’effetto pelle, che confina la corrente solo nello strato superficiale del condut-
tore, la parte esterna dello scudo rappresenta un terzo conduttore, isolato dagli altri due,
che funge da schermo non permettendo nè al campo elettromagnetico interno di uscire nè
a quelli esterni di entrare.
Poiché il campo elettromagnetico dell’onda progressiva che percorre il cavo coassiale è
tutto confinato nel dielettrico allora le correnti che percorrono la parte esterna del condut-
tore centrale e la parte interna dello scudo sono sempre uguali in modulo ed opposte in
fase, questo porta a sorgenti di perdite radiative denominate common mode.
I terminali di una bobina dovrebbero essere guidati attraverso correnti in opposizione di
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fase, in cui la corrente netta all’interno del cavo coassiale dovrebbe essere idealmente nul-
la, ma la presenza di questi correnti di scudo perturba i modi (Par. 3.2.1) che caratterizzano
una bobina, il Tuning (Par. 4.1) e il Matching (Par. 4.2).
Questo ha portato alla costruzione di balun (o circuito di trap), molto spesso richiesti nella
costruzione di una bobina, non solo per riequilibrare le correnti che scorrono all’interno di
una linea di trasmissione connessa alla bobina, ma anche per eliminare correnti di common
mode non desiderate [12].
Il balun è un circuito risonante L-C parallelo di forma cilindrica; il design implementato in
questo lavoro prevede la divisione in due parti del cilindro in modo da agevolare l’instal-
lazione e il posizionamento lungo la linea di trasmissione [15].
Una corretta progettazione del balun prevede il calcolo dell’induttanza e della capacità dei
due semi-cilindri, indicando con a raggio esterno e con b il raggio esterno. L’induttanza
espressa in µHcm è definita:
L = 0.00459log10
(a
b
)
. (3.21)
mentre, la capacità C espressa pFcm è definita:
C =
0.241K
log10
(
a
b
) . (3.22)
Per massimizzare l’induttanza e minimizzare la capacità del balun deve essere scelto un al-
to rapporto tra il diametro esterno e quello interno. Inoltre, per minimizzare l’auto-capacità
del balun il materiale di costruzione deve avere una costante dielettrica bassa (indicata con
K) [15].
Il punto esatto di posizionamento dei balun è quello nel quale risulta massima la corren-
te di scudo all’interno della linea di trasmissione, questo punto lo si determina mediante
l’utilizzo di una Bobina di Rogowski.
La Bobina di Rogowski è un sensore di corrente ad effetto Hall 2 e risulta un’applicazione
pratica e diretta della legge di Ampere 3, la quale afferma che l’integrale lungo una linea
chiusa del campo magnetico è uguale alla somma delle correnti elettriche ad essa concate-
nate, moltiplicata per la costante di permeabilità magnetica del vuoto (µ0 = 4pi10−7H/m).
La bobina di Rogowski è costituita da una serie di avvolgimenti distribuiti uniformemente
in un nucleo non magnetico che circonda il conduttore percorso da corrente Fig. (3.8). Esi-
stono diverse forme e varietà di Rogowski, in questo lavoro di tesi, è stata implementata un
modello semplice composta da un singolo avvolgimento di spire piu adatto per misure ad
alta frequenza [19].
La Rogowski è posta intorno ad un conduttore in maniera toroidale, ed il campo magnetico
prodotto da una corrente induce un voltaggio all’interno della bobina definito:
Vout(t) = −Mdi(t)
dt
, (3.23)
2Effetto Hall: è un fenomeno legato al passaggio di una corrente I, attraverso un conduttore, in una zona
in cui è presente un campo magnetico diretto ⊥ alla corrente stessa : si tratta di un fenomeno che permette di
determinare due importanti caratteristiche del conduttore in esame: il segno dei portatori di carica e la loro
densità.
3Legge di Ampere
∮
∂S
~Bdr = µ0
∑
i Ir = µ0I
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dove M è una costante di proporzionalità definita come:
M =
µ0
2pi
NW ln
(a
b
)
. (3.24)
dove N è il numero di avvolgimenti, W è lo spessore del toroide, a diametro interno e b il
diametro esterno del nucleo che compone la Rogowski.
I vantaggi principali di una Rogowski, che ne permette un utilizzo alle alte frequenze, sono
un’ampio intervallo di misura di corrente da pochi ampere fino a un centinaio di kiloAmpe-
re e una buona linearità perchè costruita con materiale non magnetico [18].
Figura 3.8: Modello bobina
di Rogowski.
Uno svantaggio principale sta nel fatto che essendo il voltag-
gio di output proporzionale alla derivata della corrente che
attraversa la bobina, per ottenere il segnale originale si ha
la necessità di utilizzare un integratore analogico oppure un
processore digitale di segnale(DSP) [18].
La costruzione di una bobina di Rogowski presenta alcune dif-
ficoltà, poiché per avere un’alta precisione si ha la necessità
di avere una distribuzione concentrica e uniforme delle spire
che costituiscono la bobina, in modo da evitare correnti pro-
dotte da campi esterni vicini alla bobina [18]. Per una bobina
di piccole dimensioni abbiamo due problemi:
1. Un elevato numero di avvolgimenti provoca un aumento del voltaggio in uscita;
2. All’aumentare del numero di spire implementate diminuisce lo spazio disponibile,
portando ad un aumento di probabilità di creazione di cortocircuiti tra le spire;
Un modo per fronteggiare questi due problemi è quello di diminuire il numero delle spire
oppure l’area di ogni singola spira. In generale, per la costruzione di una bobina di Rogow-
ski in laboratorio si utilizza un cavo coassiale con 50 Ω d’impedenza, dove il dielettrico e il
conduttore interno del cavo determinano l’area di ogni singola spira, per cui si preferisce
agire sul numero delle spire.
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Capitolo 4
Caratterizzazione di una Bobina a
Radio Frequenza
In questo capitolo s’intende fornire una breve trattazione dei parametri che caratterizzano
una bobina a radiofrequenza e tutte le varie procedure utilizzate per valutarli sul banco di
lavoro.
4.1 Sintonizzazione alla frequenza di risonanza (Tuning)
Per Tuning s’intende una procedura con cui si porta la frequenza di risonanza del risona-
tore Birdcage ad essere uguale alla frequenza di risonanza di Larmor del nucleo di idrogeno
1H , per uno scanner a 7 Tesla tale frequenza è pari a 298.03 MHz.
È naturalmente uno step fondamentale in quanto un impulso fuori frequenza non può ec-
citare i nuclei e produrre quindi un segnale.
La procedura consiste in una stima appropriata di valori di capacità da inserire nella strut-
tura risonante di una bobina. Nel caso di una bobina Birdcage la procedura di Tuning
permette che le correnti che circolano in ogni leg creino un modo omogeneo alla frequenza
di risonanza di interesse.
L’inserimento di un carico nella bobina cambia generalmente la frequenza di risonanza,
questo è dovuto all’accoppiamento di tipo capacitivo tra il campione e la bobina.
In altre parole, un carico dielettrico inserito agisce allo stesso modo di una capacità posta
in parallelo alla bobina, abbassandone la frequenza di risonanza. Questo è dovuto anche
alla presenza nella zona del campione di un campo elettrico.
Questo tipo effetto è ben noto a chi realizza bobine RF e può essere utilizzato per eviden-
ziare un accoppiamento eccessivo tra campo elettrico e campione.
Le Birdcage in base alla loro struttura risonante, risultano pre-sintonizzate su una determi-
nata frequenza di risonanza. Un’aggiustamento finale della coil può essere fatto attraverso
una distribuzione di capacità tra leg con l’inserimento di trimmer (capacità variabili), op-
pure muovendo pezzi rivestiti in rame.
Si ha la possibilità di seguire due strade alternative come:
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√
La presenza di un conduttore centrale che consenta, muovendolo dentro/fuori, una
modifica della distribuzione di capacità presente su ogni leg [14].
√
Presenza di uno scudo movibile che cambia il valore di induttanza dell’intera coil.
4.2 Adattamento d’impedenza (Matching)
Il Matching è una rete che permette di eseguire una procedura di adattamento d’impeden-
za tra i 50 Ω del cavo coassiale e l’impedenza della bobina. Questa rete consiste tipica-
mente di condensatori in combinazione con induttanze.
Il segnale generato all’interno della bobina durante la fase di trasmissione dovrebbe es-
sere, in maniera reciproca rivelato negli amplificatori dello scanner in fase di ricezione in
modo da ottenere l’adattamento, e quindi il massimo trasferimento di potenza tra la bobi-
na e il campione in esame per evitare fenomeni di riflessione [28].
Indicando con Z l’impedenza della coil eq. (3.1), mentre con Z0 = 50 Ω l’impedenza del
cavo coassiale l’adattamento si verifica quando Z = Z0.
Possiamo definire il coefficiente di riflessione come:
Γ =
Z − Z0
Z + Z0
=
Vr
Vi
Ampiezza ONDA riflessa
Ampiezza ONDA incidente
. (4.1)
Γ definita tra 0 e 1 può essere anche espresso in dB:
ΓdB = 20log10
∣∣∣∣Z − Z0Z + Z0
∣∣∣∣ .
Con Γ = 0 la bobina risulta perfettamente sintonizzata alla impedenza dello spettrometro
e tutta l’energia incidente è assorbita dalla coil [22].
Un buon adattamento richiede un coefficiente di riflessione Γ ≤ −13dB, che corrisponde
a una potenza trasmessa alla bobina maggiore del 95%. Adattamenti migliori di questo
non comportano sostanziali miglioramenti nella potenza trasmessa e quindi nella qualità
dell’immagine, come si osserva dai dati riportati in tabella (4.1):
Si cerca di avere solo componenti non dissipativi nella rete di matching per limitare, quanto
più possibile, le perdite. Generalmente le induttanze sono componenti fortemente dissipa-
tive, quindi si cerca di usare solo condensatori. La rete di adattamento dipende in generale
dal carico in quanto la resistenza R dipende dal carico.
La scelta delle possibili reti di matching è abbastanza vasta, ma fondamentalmente si pos-
sono identificare quattro categorie: matching capacitivo in serie, matching induttivo in serie,
matching capacitivo in parallelo e matching induttivo in parallelo. Tutte le possibili reti di
matching sono fondamentalmente combinazioni di queste o loro variazioni.
4.2.1 Matching induttivo serie
Il matching induttivo serie è una tipologia di rete di adattamento d’impedenza: essa pren-
de il nome dal fatto che utilizza una spira (o loop induttivo) con in serie un condensatore,
accoppiata al risonatore mediante un determinato campo di polarizzazione.
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Γ [dB] Potenza trasmessa alla bobina
-1 20,57%
-5 68,38%
-8 84,15%
-10 90,00%
-13 94,99%
-15 96,84%
-20 99,00%
-25 99,68%
-30 99,90%
-40 99,99%
Tabella 4.1: Frazioni di potenze trasmesse per alcuni valori del matching. Si vede come −13 dB sia
un buon valore di soglia per determinare se una bobina è sufficientemente adattata.
Figura 4.1: Matching di tipo induttivo con un loop di accoppiamento sintonizzabile alla frequenza
di interesse.
L’adattamento d’impedenza è costruito mediante il circuito, riportato in Fig. (4.1) [28]:
dove con Lp indichiamo l’induttanza del loop di matching, Ls l’induttanza della bobina,
mentre M rappresenta la mutua induttanza tra il loop induttivo e la bobina, variando la
capacità Cp si sintonizza il loop di matching alla frequenza di risonanza di interesse.
Il matching induttivo è molto interessante in quanto consente di avere automaticamente
una notevole indipendenza tra la procedura di Matching e la procedura di Tuning e può
essere realizzato sia variando la mutua induttanza che inserendo un condensatore nella
spira di accoppiamento.
Questa tipologia di accoppiamento consiste nel disporre un loop tra due leg. Questo com-
porta una leggera distorsione della distribuzione del campo magnetico oscillante
−→
B1 sul
piano trasverso. Tale inconveniente non è dovuto solo al campo magnetico creato dal cir-
cuito di accoppiamento ma anche ad una leggera modifica della corrente nelle leg in stretta
vicinanza al loop di accoppiamento causata da una variazione dell’ induttanza corrispon-
dente. L’effetto complessivo rimane comunque di entità trascurabile [22].
Il matching induttivo può essere realizzato variando la mutua induttanza: questo viene
fatto mediante l’inserimento di una capacità Cp in serie all’interno del circuito induttivo
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di matching. Cp si determina dalla seguente relazione [28]:
Lpωs − 1
Cpωs
= −
√
Z0
R
(M2ω2s − rZ0), (4.2)
dove R è la resistenza della bobina (Par. 4.4.1), ωs è la frequenza di risonanza di interesse
298.03 MHz. Indicando con ω la frequenza di risonanza del loop di matching riportato in
Fig. (4.1), la mutua induttanza M è definita:
ωM =
√
rZ0. (4.3)
Nel momento in cui si posiziona all’interno della bobina un campione, questo porta ad
un cambiamento significativo del matching, ma non cambia molto la frequenza di tuning.
Questa caratteristica permette di mantenere una simmetria del risonatore, garantendo una
buona omogeneità del campo magnetico oscillanteB1 prodotto dalla bobina a prezzo però
di una diminuzione della sensibilità (Par. 4.5).
In ogni modo occorre prestare molta attenzione ai possibili comportamenti radiativi del
circuito induttivo (effetto antenna). Un altro accorgimento è quello di costruire un mat-
ching bilanciato, in modo da ridurre il campo elettrico nel campione dovuto alla bobina
stessa, con conseguente riduzione dello spostamento della risonanza e del fattore di qua-
lità Q (discusso nel Par. 4.4).
Figura 4.2: Bilanciamento elettrico di un loop di accoppiamento.
In figura (4.2) è raffigurato uno schema di bilanciamento capacitivo in serie che consiste
in una segmentazione del canale di trasmissione (o cavo coassiale) che permette di ridurre
gli effetti indensiderati del campo elettrico.
In particolare la differenza di potenziale che compare ai capi della bobina rispetto a massa
risulta dimezzata, questo comporta una riduzione delle perdite elettriche di un fattore 4,
rispetto ad una coil non bilanciata collegata direttamente a massa [28].
4.3 Scudo
Il campo magnetico generato da una bobina può essere suddiviso in campo lontano e il
campo vicino. L’energia immagazinata nel campo lontano rappresenta un’altro meccani-
smo di perdita.
Quando viene applicato il campo magnetico a radio frequenza generato dalla bobina, l’in-
terazione con i gradienti e le bobine di shimming, che caratterizzano un magnete MR può
48
alterare le prestazioni della bobina RF in termini di SNR e si possono generare frequenze
di risonanza spurie indesiderate.
Al fine di limitare tali incovenienti, di solito la bobina viene parzialmente schermata con
un cosiddetto shield (scudo), che porta alla riduzione della auto o mutua induttanza e un
aumento della frequenza di risonanza della coil.
La funzione principale dello scudo è comunque quella di agire come una Gabbia di Fara-
day1 schermando la bobina dalle interazioni con l’esterno e diminuendo il campo irraggia-
to con le perdite radiative connesse.
In presenza di uno scudo si ha la necessità che le correnti a radiofrequenza generate dalla
bobina circolino liberamente e non vengano attenuate, ma anche che il campo dei gradien-
ti dello scanner non sia perturbato in modo da poter acquisire delle immagini. Per evitare
la presenza di correnti indotte (o parassite) che potrebbero perturbare il campo dei gra-
dienti si segmenta lo scudo con dei tagli e si inseriscono delle capacità appropriate.
Dal punto di vista teorico lo scudo può essere considerato come un mezzo conduttivo
connesso con un potenziale a massa che porta ad un inversione del flusso delle correnti
parassite, indotte dalla scudo all’interno della coil [32].
La somma delle correnti indotte all’interno dello scudo è equivalente alla somma delle
correnti che circolano all’interno della bobina, anche se le correnti sono localizzate entro
la profondità di pelle della superficie dello scudo.
Si può schematizzare lo scudo come un semipiano infinito, parallelo alla correnti che cir-
colano all’interno della bobina.
Un semipiano a massa generato da due cariche opposte, porta alla formazione di correnti
shiftate tra di loro, così, la mutua induttanza tra una corrente e la sua opposta deve essere
negativa, e in accordo alla legge di Biot Savart 2 si puo definire la mutua induttanza nel
seguente modo:
M = − f(L)
(2b)2
. (4.4)
dove b è la distanza tra la bobina e la superficie dello scudo, f(L) funzione geometrica
non nota che tiene conto dell’induttanza originale della coil, e puo essere approssimata
da: M12 ≤
√
LendringLlegs per cui otteniamo:
0 ≤ f(L)
(2b)2
≤ L. (4.5)
1Per Gabbia di Faraday s’intende qualunque sistema costituito da un materiale elettricamente conduttore
(o cavo conduttore) in grado di isolare l’ambiente interno da un qualunque campo elettrostatico presente al
suo esterno, per quanto intenso questo possa essere
2Legge di Biot-Savart: legge della magnetostatica che permette di calcolare l’intensità di un campo ma-
gnetico generato da correnti elettriche. Fornisce un’espressione per il campo magnetico prodotto da un filo
rettilineo indefinito, percorso da corrente stazionaria I , in un punto P dello spazio. Supponendo di essere nel
vuoto, il modulo diB è inversamente proporzionale alla distanza dal filo r secondo l’espressione:
B =
µ0
2pi
I
b
.
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In questa maniera, l’induttanza effettiva della bobina Leff , così come le induttanze effetti-
ve locali come Lendring e Lleg , possono essere ottenute mediante la loro mutua induttanza
quindi:
Leff = L+M = L− f(L)
(2b)2
(4.6)
Si può concludere che la distribuzione delle perdite di potenza diminuisce esponenzial-
mente all’aumentare della distanza b tra la bobina e la superficie dello scudo [32].
In presenza di una Birdcage con scudo, le capacità parassite sono sempre inferiore rispetto
alle capacità implementate all’interno della coil, per questo motivo la capacità totale della
coil non aumenta, l’induttanza della bobina, al contrario, considerando l’eq. (4.6) si ridu-
ce [32]. Questo è il motivo per cui la frequenza di risonanza di una Birdcage con scudo
aumenta rispetto al caso di una bobina senza scudo.
4.4 Fattore di qualità Q
I parametri chiave utilizzati per descrivere una generica bobina RF sono: le perdite indotte
nella bobina e le perdite indotte dal campione, l’intensità del campo
−→
B1 e la sua omoge-
neità.
Di fatto, i parametri di una bobina che vengono misurati sul banco di lavoro sono i primi
due sopra descritti e tali perdite vengono descritte attraverso il fattore di qualità Q.
Q =
ωL
R
=
ω
∆ω
=2pi
Energia immagazzinata
Energia dissipata in un periodo
. (4.7)
Il parametro Q rappresenta un modo per normalizzare la resistenza della bobina alla
frequenza di risonanza:
ω =
1√
LC
nel momento in cui la bobina interagisce con l’ambiente circostante, come in un esperi-
mento MR, Q può decrescere a causa di perdite aggiuntive nell’ambiente stesso.
La resistenza R presente nella eq. (4.7) contiene tutte le sorgenti di dissipazione: la resi-
stenza della bobina, i campi vicini (elettrici e magnetici) e il campo irraggiato. In partico-
lare il campo vicino è importante, in quanto se è presente un carico dielettrico vicino alla
bobina (il paziente o qualunque campione biologico), e questo ha conducibilità non nulla
allora contribuisce alle perdite.
Perciò la variazione del Q in seguito all’inserimento del carico può essere considerata
come una misura dell’accoppiamento bobina-campione. Questo tipo di dissipazione è
ineliminabile in quanto l’accoppiamento è necessario alla formazione del segnale, ed è
particolarmente problematico ad alto campo. È invece compito di chi progetta la bobina
minimizzare il più possibile le altre sorgenti di dissipazione.
Esistono principalmente due differenti modalità di misura del fattore di qualità Q della
bobina sul banco di lavoro:
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Misura delQ in S11 Con la bobina opportunamente adattata e sintonizzata alla frequen-
za di risonanza desiderata è possibile determinare la risposta in frequenza della potenza
riflessa. Si connette la bobina direttamente ad una porta del VNA (descritto in Appendice
A), andando a calcolare la larghezza di banda ∆ω nei punti a −3 dB. Il fattore limite pari
a −3 dB viene fissato in base al fatto che solo il 50% della potenza viene trasferita alla
bobina, la restante parte è smorzata dalla presenza dell’impedenza caratteristica Z0 del
cavo coassiale mediante il quale colleghiamo la bobina al VNA Fig. (4.3).
In S11 la formula sperimentale per calcolare il fattore di qualità Qcoil del circuito risonante
costruito è:
Qcoil = 2Qmisurato =
2ω
∆ω
. (4.8)
Si considera il fattore 2 poiché abbiamo la presenza di due resistenze a 50 Ω, rispettiva-
mente quella interna del generatore di segnale (o VNA) e quella relativa al circuito riso-
nante opportunamente matchato. .
Figura 4.3: Calcolo del fattore di qualità Q in S11 per una circuito risonante a cui è stata applicata
una procedura di matching .
Misura del Q in S12 Il calcolo del fattore Q lo si effettua attraverso il metodo del dop-
pio pick-up loop, che consiste nel collegare in due porte distinte del VNA due pick-up loop
(descritte in appendice A) mutuamente disaccoppiate Fig. (4.4). .
Figura 4.4: Calcolo del fattore di qualità Q per un circuito risonante non adattato, utilizzando il
metodo del doppio pick-up loop.
È importante che i due pick-up loop siano debolmente accoppiate con il risonatore, in modo
che non diminuisca la sua risposta, per cui sono avvicinati alla coil e si misura la larghezza
di banda ∆ω nei punti a −3 dB.
La formula per il calcolo di Q è uguale alla eq. (4.7), e misura la potenza trasferita dalla
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bobina nei confronti dei due pick-up loop utilizzati.
Nel caso in cui, durante la misura venga perturbata la bobina, questo equivale ad aggiun-
gere una resistenza di cui non si non si riesce a tenerne conto in nessun modo.
4.4.1 Resistenza di una Birdcage Low Pass
La resistenza R di una Birdcage tiene conto della resistenza Ohmica dell’induttore e dalle
perdite nei condensatori (descritte nel Par. 3.2). Per quanto riguarda la resistenza Ohmi-
ca, tipicamente questo tipo di resistenza decresce al crescere della sezione del filo, mentre
cresce all’aumentare della lunghezza del filo.
I risultati riportati in [30] sottolineano la migliore performance della bobina costituita da
un filo conduttore, imputabili ad una migliore distribuzione di corrente al suo interno
rispetto ad una striscia rettangolare. Tuttavia, va messo in evidenza il fatto che un filo
conduttore è difficile da gestire per la costruzione di una Birdcage.
Le perdite nei condensatori, naturalmente legate al loro numero e fattore di qualità intrin-
seco, sono determinate anche dalla resistenza causata da saldature. Utilizzare condensa-
tori di qualità e utilizzarne il meno possibile contribuisce a ridurre questo tipo di perdite.
La resistenza di una bobina Birdcage Low Pass viene determinata in base alla procedu-
ra riportata in [25]. Tenendo in considerazione che un circuito risonatore può essere
rappresento mediante un circuito RLC serie, a partire da eq. (4.7) definiamo:
R =
ωL
Q
, (4.9)
.
In una Birdcage Low Pass in cui condensatori sono posizionati sulle leg, introduciamo Rr
come la resistenza delle leg eRe la resistenza degli end ring, esprimiamo Pr come la potenza
dissipata in ogni leg in presenza di corrente nel seguente modo:
Pr =
1
2
{
Re
∑
cos2(
2pin
N
) + 4Rr sin
2(
pi
N
)
∑
sin2(
pi(2n+ 1)
N
)
}
=
N
4
I20 [Re + 4Rr sin
2(
pi
N
)]
=
1
2
I20RLP
(4.10)
Dove RLP rappresenta la resistenza netta della bobina. L’energia immagazzinata E può
essere definita in termini di capacità:
E = N sin2(
pi
N
)I20
1
ω2C
, (4.11)
Per una bobina Birdcage il fattore di qualità Q, definito nella eq. (4.7) può essere anche
espresso come:
Q =
ωE
Pr
, (4.12)
sostituendo in eq. (4.12) le equazioni (4.11) e (4.10) si ha:
Q =
2N sin2( piN )
RLPωC
, (4.13)
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Dalla equazione (4.13), noto il fattore di qualità Q di una Birdcage Low Pass, possiamo
determinare la sua resistenza R attraverso la formula:
RLP =
2N sin2( piN )
QωC
. (4.14)
4.5 Rapporto Segnale-Rumore (SNR)
Il rapporto segnale-rumore SNR è il più importante tra i parametri che caratterizzano una
bobina, ed anche il più problematico da misurare, almeno nel laboratorio.
Un alto SNR è garantito da un elevato valore del fattore di qualità Q che caratterizza il
risonatore che si va a costruire [20] [21].
Ogni resistenza che rappresenta una sorgente di dissipazione nella fase di trasmissione
rappresenta una sorgente di rumore nella fase di ricezione. Il fattore di qualità Q dipende
dalle perdite complessive del sistema, con Q alto si ha minore dissipazione del’energia e
le oscillazioni delle correnti si smorzano più lentamente.
Per quanto riguarda il segnale, maggiore è il campo che investe una certa zona del cam-
pione durante la fase di trasmissione, maggiore sarà il vettore di magnetizzazione
−→
M nella
fase di ricezione.
Il rapporto segnale-rumore ottimale viene descritto come SNR intrinseco. Esso lega il se-
gnale derivante dalla ROI al rumore associato alla stessa regione del campione. L’ SNR
ideale che si otterrebbe se nessuna sorgente di rumore fosse presente (per es. perdite
ohmiche o dielettriche nella bobina), è definito come il rapporto delle due grandezze so-
pracitate. Questo SNR ideale può essere calcolato e poi confrontato con SNR ottenuto in
un esperimento in modo da avere un’idea sulle prestazioni della bobina costruita.
Con il principio di reciprocità, la sensibilità di una bobina caratterizza l’intensità del cam-
po
−→
B1 all’interno di un campione in un determinato punto, quando una potenza P è ap-
plicata in input alla bobina. In pratica la sensibilità può essere determinata dal rapporto
B1√
P
e si tratta di un parametro importante per caratterizzare le prestazioni di una bobina
[28].
SNR ∝ B1√
P
. (4.15)
Una misura qualitativa del rapporto segnale-rumore SNR può essere definita come:
SNR = SNRottimale
√
1− ( Qcarico
Qscarico
). (4.16)
Sebbene questa formula non fornisca nessuna informazione quantitativa, esprime in per-
centuale la qualità del segnale rumore rispetto a un segnale rumore ottimale in funzione
dell’accoppiamento bobina-campione, e consente una semplice stima della bontà di una
bobina con misure del fattore di qualità nel laboratorio.
Il fattore di qualitá Qscarico diminuisce all’aumentare del numero del numero delle leg di
una Birdcage [12].
Il rapporto
Qrapporto =
Qcarico
Qscarico
,
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fornisce indicazioni sull’entità del rumore.
Questo rapporto dovrebbe essere idealmente circa uguale a 0.5, ma solitamente bobine di
piccole dimensioni presentano un aumento di Qrapporto, causato dal fatto che le dimensio-
ni sono inversamente proporzionali alla induttanza L e direttamente proporzionali a R in
base alla eq. (4.7) [30].
Nel momento in cui Qrapporto > 0.5 è indispensabile l’uso di materiali PCB (Printed Circuit
Board: circuito stampato) con basse perdite in modo da poter minimizzare le perdite die-
lettriche e la resistenza della bobina.
Inserendo un carico con alta costante dielettrica e conduttività molto bassa, come ad esem-
pio l’acqua distillata, si può avere una idea generale delle perdite dielettriche che avven-
gono in un campione.
Al contrario campioni biologici contenenti del sale portano ad una marcata diminuzione
del fattore Q, dovuta a perdite magnetiche generate da correnti indotte nel campione dal
campo magnetico
−→
B1 della bobina.
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Capitolo 5
Bobina Birdcage per applicazioni
precliniche a 7 Tesla
Nel presente capitolo, vengono illustrate le fasi sperimentali che hanno portato alla pro-
gettazione e costruzione di un prototipo di bobina di volume Birdcage per piccoli animali.
Si parte dalla descrizione della progettazione e costruzione del supporto della bobina, e
del circuito risonante della bobina di volume, per poi presentare tutte le fasi di costruzione
e procedure che permettono di caratterizzazione il prototipo sul banco di lavoro prima di
inserirlo all’interno di un magnete per risonanza magnetica a campo ultra alto.
Uno dei nostri obiettivi è stato quello di sintonizzare il prototipo di bobina costruito
alla frequenza di risonanza di 298.03 MHz, ossia la frequenza di risonanza del nucleo
dell’atomo di idrogeno 1H immerso in un campo magnetico statico pari a 7 Tesla.
5.1 Progettazione
La progettazione di una Birdcage Low Pass a campo ultra alto ha riguardato una prima
fase di progettazione e realizzazione di un supporto cilindrico per contenere il circuito ri-
sonante. In un secondo momento è stato costruito un supporto aggiuntivo per garantire
una buona stabilità del sistema e un preciso e riproducibile posizionamento del campione
all’interno del magnete.
Durante le fase di progettazione del supporto per scegliere opportunamente forma e di-
mensioni si è tenuto conto sia di alcune indicazioni di costruzione presenti in letteratura
[13] [28], sia del fatto che un possibile modello sperimentale è rappresentato da un topo o
un ratto (fino a tre mesi).
Il supporto cilindrico della nostra bobina (parte in giallo Fig. 5.1), è costituito da un cilin-
dro concentrico ad un secondo cilindro che lo avvolge completamente, tenuti insieme da
due tappi di forma appropriata. Il cilindro interno è il supporto sul quale verrà posizio-
nato un circuito stampato che costituisce la struttura risonante della Birdcage, mentre nella
superficie interna del cilindro esterno verrà posizionato lo scudo della bobina.
Noto il modello sperimentale, è stato definito il diametro del cilindro interno pari a 41.50±
0.01 mm con spessore di 3 mm, mentre il diametro del cilindro esterno è stato ottenuto
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Figura 5.1: Progettazione di un supporto per una Birdcage per piccoli animali per un magnete a 7
Tesla.
seguendo una regola empirica di costruzione secondo cui il diametro dello scudo è 32 dia-
metro della bobina [28], quindi risulta pari a 72.28± 0.01 mm con spessore di 5 mm .
Definita l’altezza totale del supporto cilindrico della bobina pari a 150 mm si è progetta
e costruita la restante parte del supporto fisico riportato in Fig. (5.1), in modo da poter
posizionare il modello sperimentale al centro della bobina.
Il software utilizzato nella progettazione è Autodesk Inventor 2011, mentre il materiale uti-
lizzato per la costruzione dell’intero supporto è una resina termoplastica ad alte prestazio-
ni (ULTEM 9085), resistente leggera e ignifuga, con un ampio impiego in ambito medico.
La struttura risonante che caratterizza una Birdcage Low Pass è composta da 32 leg e due
end ring illustrati in Fig. (5.3). È noto che l’omogeneità del campo magnetico generato
da una bobina di volume cresce con il numero di leg: questo ci ha portato alla scelta di
implementare un elevato numero di leg, compatibilmente con le dimensioni ridotte della
bobina [12].
I requisiti essenziali che una bobina deve possedere sono che: 1) le dimensioni devono
essere quanto più possibile vicine alle dimensioni del campione in esame; 2) tutti i fattori
dissipativi devono essere ridotti al minimo per raggiungere un’alta sensibilità.
Scelto il diametro della bobina pari a D = 49.72± 0.01 mm, calcoliamo la lunghezza delle
leg utilizzando l’eq. (3.18): si ottiene l = 70± 0.01 mm. I valori di D e l sono stati ricavati
utilizzando il lavoro [22], secondo il quale l’ampiezza del campo magnetico B1 è massima
al centro della bobina quando il numero di leg è compreso tra 8 e 32. Questo porta ad
un’alta sensibilità ( definita come B1√
P
).
Affinchè la geometria cilindrica di una Birdcage sia ben approssimata è necessario che la
spaziatura tra due leg adiacenti risulti pari allo spessore di ogni singola leg per cui, noto il
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(a) Vista dal-
l’alto;
(b) Vista frontale;
(c) Vista laterale;
Figura 5.2: Realizzazione finale del supporto per una Birdcage per piccoli animali per uno scanner
a 7 Tesla di lunghezza totale di circa 30 cm.
diametro D, si fissa lo spessore della leg a 2.44 mm [13].
Per realizzare la struttura risonante di una Birdcage Low Pass è stata utilizzata una tecnolo-
gia di circuito stampato PCB (Printed Circuit Board) composta da linee a microstrip (micro-
strisce) Fig. (5.3) su un supporto rivestito da 35 µm di rame su entrambi i lati con al centro
un materiale dielettrico di spessore 0.64 mm rinforzato da fibre di vetro. Il materiale è un
CER 10 CH/CH1 con permittività elettrica pari a: ε = 9.5± 0.5.
I principali vantaggi nell’utilizzo della tecnologia sono:
1. Creazione di una bobina che presenta una geometria caratterizzata da una elevata
simmetria e accuratezza;
2. Utilizzo di capacità distribuite; pertanto, non è necessario inserire elementi (conden-
satori) concentrati;
3. Si evitano di fare ulteriori saldature sul prototipo.
Il design della struttura risonante della bobina Fig. (5.3) oltre a garantire un’uniformità
del campo
−→
B1 presenta una migliore distribuzione del campo elettrico all’interno del cam-
pione [14].
Le capacità presenti su ogni leg di una Birdcage di tipo Low Pass, sono costruite mediante
un’area di sovrapposizione tra le leg e gli end ring: questo determina una riduzione del-
la resistenza ohmica attraverso una minimizzazione delle saldature di connessione sulla
1CER 10 modello CH/CH = Taconic Advanced PCB Material : http://www.taconic-add.com/pdf/cer10.pdf.
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(a) Progettazione (b) Realizzazione
Figura 5.3: Struttura risonante di una Birdcage Low Pass a 32 leg per piccoli animali costruita con il
CER 10. In blu (parte interna) sono rappresentate le 32 leg aventi spessore di 2.44 mm
e lunghezza 70 mm, mentre in rosso (parte esterna) sono rappresentati i due end ring
di lunghezza 4mm. Le capacità presenti su ogni leg risultano date dalla sovrapposi-
zione delle micro-strisce di rame interne con quelle esterne, separate da un materiale
dielettrico di spessore 0.64 mm.
struttura risonante della Birdcage [31].
L’alto grado di simmetria cilindrica della bobina consente di miniaturizzare quanto possi-
bile la bobina stessa: ciò previene anche il manifestarsi di artefatti di suscettività 2 [13].
5.2 Costruzione del prototipo
Note le caratteristiche strutturali di una Birdcage Low Pass, per poter sintonizzare la bobina
alla frequenza di risonanza di 298.03 MHz si determina il valore della capacità C da posi-
zionare su ogni leg [24].
Il calcolo di C è stato eseguito attraverso un metodo analitico implementato nel software
Birdcage Builder [23]. Una volta inserite le caratteristiche della struttura risonante della Bir-
dcage come il raggio della bobina e dello scudo, la tipologia (High -Low -Band Pass), numero
delle leg, lunghezza e spessore delle leg e degli end ring, fornisce il valore di C necessario
affinchè la bobina risuoni alla frequenza di interesse.
Le formule utilizzate da Birdcage Builder per il calcolo di C nel caso di una Birdcage low pass
sono quelle presentate in precedenza nel Par. (3.2.1).
Il valore di C fornito in output dal software è 0.78 pF con un errore del 3% [24].
Per la costruzione della struttura risonante che caratterizza una Birdcage Low Pass per
piccoli animali, noto il valore di C a partire da eq. (3.19), si determina l’area totale di
sovrapposizione A tra le leg e gli end ring:
A =
2Cd
ε0ε
. (5.1)
dove ε0 è la permittività elettrica del vuoto (8.85410−12 F/m), d e ε sono rispettivamente
lo spessore e la permittività dielettrica del CER 10, entrambi i parametri sono riportati nel
2Artefatti da Suscettività Magnetica sono errori nella codifica di frequenza che si verificano tra tessuti
differenti che provocano una disomogeneità locale del campo magnetico.
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data sheet del costruttore.
Il fattore 2 è presente poichè il numero di condensatori totali da inserire, all’interno della
struttura risonante della Birdcage è pari a 64. Infatti, con la presenza di due end ring, uno
nella parte superiore e l’altro in quella inferiore, il singolo condensatore presente su ogni
leg è implementato attraverso due condensatori in serie, in modo da ottenere una distri-
buzione uniforme delle capacità su tutta la struttura risonante.
La capacità di un condensatore, oltre che dalla natura del dielettrico dipende dalla geo-
metria delle due armature che lo compongono; indicando con w lo spessore delle leg pari
a 2, 44 mm e con ler la lunghezza corrispondente all’end ring, definiamo Fig. (5.4):
A = w ∗ ler, (5.2)
dalla eq. (5.1) sostituendo tutti i valori si ottiene A = 11.78 mm2, dalla (eq. 5.2) noto w, si
ricava che ler = A/w = 4.62 mm.
Figura 5.4: Esempio di sovrapposizione tra le leg (blu) di spessore w= 2.44 mm e gli end ring (rosso)
di lunghezza 4 mm. La parte in eccedenza rispetto all’end ring rappresenta il calcolo di
ler pari a 4.62 mm con spessore uguale a quello delle leg.
Una grandezza fondamentale che contraddistingue i materiali isolanti è costituita dalla
permittività ε che è legata all’energia elettrostatica (12εE
2) immagazzinata dai materiali
isolanti sottoposti a una tensione. Il valore di ε è determinante nel dimensionamento dei
condensatori, ma ha grande importanza il suo andamento al variare della temperatura e
della frequenza.
Un materiale isolante è detto anche dielettrico perchè sotto l’azione di un campo elettrico
si polarizza, ha cioè una reazione di opposizione al campo applicato, e la grandezza che
misura l’intensità della polarizzazione dei dielettrici è la permittivitá ε.
La grandezza fisica che misura le perdite di potenza in un materiale isolante è il fattore di
dissipazione FD (tan δ) 3, dato dal rapporto fra la potenza attiva e quella reattiva assorbita
3Con δ indichiamo l’angolo di perdita cioè l’angolo per il quale lo sfasamento tra la tensione applicata e la
corrente risultante devia dal valore di pi/2, essendo il dielettrico del condensatore composto esclusivamente
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dal materiale.
In seguito al confronto delle proprietà di diversi laminati commerciali riportati in tabella
(5.1) è stato deciso di utilizzare il CER 10 della Taconic poichè presenta un fattore di dis-
sipazione basso rispetto ad altri tipi di laminati, che si traduce in un alto fattore di qualità
Q dato che:
Q ∝ 1
tan δ
.
Materiale ε a 1 MHz FD
CER10 10 < 0.015
UPISEL NBE 3.3 0.005
LPI 3.5 0.018
FR4 4.7 0.021
Tabella 5.1: Confronto tra diversi laminati presenti in commercio con entrambi i lati rivestiti con
rame di spessore 35 µm.
In riferimento alla eq. (5.1), poiché i dati riportati sul data sheet del CER 10 sono determi-
nanti nella costruzione della Birdcage in esame, abbiamo eseguito una verifica sperimenta-
le dei valori di d e ε.
Per la verifica dello spessore d del dielettrico, attraverso un processo chimico che prevede
l’utilizzo di persolfato di sodio, si elimina lo strato di rame presente su entrambi i lati del
laminato e con l’utilizzo di uno micrometro a vite si determina dmisurato = 0.63± 0.01 mm
in accordo con il valore di 0.64 mm riportato sul data sheet del CER 10.
Una descrizione più dettagliata sulla tecnica utilizzata nella misura della permittività ε del
CER 10 è riportata in Appendice B. Il risultato che si ottiene da queste verifiche è compa-
tibile con i dati forniti dal costruttore, per cui tali dati possono essere utilizzati durante le
fasi di costruzione della struttura risonante di una Birdcage per piccoli animali.
dal materiale isolante.
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5.3 Scudo
In riferimento a quanto riportato nel Par. (4.3) è stato costruito uno scudo cilindrico. La
presenza dello scudo comporta anche un aumento della frequenza di risonanza della bo-
bina e rende più agevole nel nostro caso la procedura di Tuning [28].
È necessario che la presenza dello scudo non perturbi il campo dei gradienti dello scanner
in modo da poter acquisire le immagini. Per evitare la presenza di correnti parassite lo
scudo viene segmentato con dei tagli da 0.5 mm e vengono inserite delle capacità C in
modo tale che si riescano a soddisfare le seguenti condizioni ′′ideali′′.
Si vuole fare in modo di avere: la massima impedenza alla frequenza corrispondente alle
correnti generate dai gradienti, mentre la minima impedenza alle correnti a radiofrequen-
za che circolano all’interno della bobina alla frequenza di risonanza d’interesse.
Per correnti generate all’interno della bobina alla frequenza di risonanza (ω = 298.03
MHz) vorremmo che fosse verificata la relazione:
Z =
1
ωC
∼ 0.01 Ω, (5.3)
mentre per le correnti generate dai gradienti dello scanner (ωg ' 1 kHz) vorremmo che
fosse verificata la relazione:
Z =
1
ωgC
∼ 10000 Ω. (5.4)
Dai calcoli effettuati il valore di capacità (presenti in laboratorio) che più si avvicina ai
criteri sopra esposti è C = 470± 23 pF.
La struttura dello scudo è stata ottenuta tramite etching4 di un foglio di rame fotosensibile
depositato su un supporto di poliestere. Lo spessore del rame è di 35 µm per uno spessore
totale del foglio di 50 µm Fig. (5.5).
(a) Materiale; (b) Scudo Birdcage;
Figura 5.5: Scudo di diametro 72.36 mm altezza 139 mm, in cui sono stati eseguiti 8 tagli
equispaziati sul lato lungo e 3 tagli sul lato corto.
4L’etching è la procedura di fotolitografia in cui un foglio in rame rivestito di vernice fotosensibile viene
prima illuminato nelle parti da rimuovere con raggi ultravioletti, quindi bagnato in Na-OH per eliminare la
vernice fotoattivata e infine bagnato nel cloruro ferrito che rimuove il rame dalle zone in cui è stata rimossa
la vernice fotosensibile.
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5.4 Caratterizzazione della bobina
Costruito il supporto fisico e la struttura risonante di una Birdcage Low Pass, il passo suc-
cessivo è stato la caratterizzazione della bobina sul banco di lavoro mediante le procedure
di Tuning, Matching e misura del fattore di qualità Q.
Utilizzando un sistema di fissaggio composto da fascette di plastica Fig. (5.8 a), si posi-
ziona il circuito stampato riportato in Fig. (5.3 b) della Birdcage sul cilindro interno del
supporto.
Attraverso l’utilizzo di un pick-up loop collegato al VNA si determinano i modi risonati
della struttura che caratterizza la Birdcage per piccoli animali costruita, e si analizza l’ef-
fetto dello scudo costruito Fig. (5.6).
Una verifica sperimentale riportata in Fig. (5.6), concorde con quanto previsto in lette-
ratura [32], è stata osservare l’aumento della frequenza di risonanza di una Birdcage Low
Pass con scudo rispetto al caso senza scudo. Il motivo risiede nel fatto che in presenza di
una Birdcage con scudo, le capacità parassite generate sono sempre inferiore rispetto alle
capacità all’interno della struttura risonante: questo comporta che la capacità totale della
bobina rimane costante, mentre l’induttanza della bobina si riduce.
(a) Senza scudo (b) Con scudo
Figura 5.6: Modi risonanti della Birdcage per piccoli animali prima di procede al Tuning e al Mat-
ching. Il modo fondamentale k = 1 risuona alla frequenza di 256.54 MHz in assenza
dello scudo, mentre con lo scudo è pari a 297.52 MHz.
Viene calcolato il fattore di qualità Q in S12, con il metodo del doppio pick-up loop come
descritto nel Par. (4.4), Fig. (5.7) con la bobina ancora non alimentata e adattata: tale valore
risulta pari a:
Q =
ω
∆ω
= 212.
La guida in quadratura consiste nella costruzione di due canali di alimentazione della bo-
bina in due punti distanti pi/2 lungo l’angolo azimutale; ognuno dei due canali è connesso
tramite un cavo coassiale semirigido RG402 ad un connettore SMA non magnetico.
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Figura 5.7: Calcolo del fattore di qualità Q in S12 in presenza dello scudo per una bobina non
alimentata e adattata, utilizzando il metodo del doppio pick-up loop.
Matching
A partire dalla equazione (4.2), e da quanto riportato nel Par. (4.2.1) si determina la
capacità Cp posta in serie al loop di matching, mediante la seguente formula:
Cp =
1
ωs2Lp + ωs
√
Z0
R (M
2ωs2 −RZ0)
. (5.5)
Z0 è l’impedenza caratteristica di una linea di trasmissione, ωs è la frequenza di risonanza
del modo principale della Birdcage, R la sua resistenza, con M si indica la mutua induttan-
za tra la bobina e il loop di matching, Lp è l’induttanza del circuito di matching.
Una volta costruito il loop di matching, per determinare la sua induttanza Lp si inserisce
un valore di capacità nota Cn = 5.1± 0.3 pF, e con l’utilizzo di un pick up loop collegata al
VNA si misura la frequenza (νp) alla quale il loop risuona:
Lp =
1
(2piνp)2Cn
= 71± 3 nH. (5.6)
Nota la frequenza di risonanza del modo fondamentale k = 1 Fig. (5.6 b) della bobina e
il valore del fattore di qualità Q in S12, applicando l’eq. (4.9) si determina il valore della
resistenza della bobina, che risulta pari a R= 1.96 Ω. Dalla equazione (4.3) si determina M
= 5.3 nH.
Sostituendo tutti i valori trovati nella eq. (5.5) si ottiene:
Cp = 4 pF.
Per ottenere un matching bilanciato si considera Cp come due capacità in serie rispetto al
loop di accoppiamento. Un primo tentativo è stato quello di implementare due capacità
da 8.2 ± 0.4 pF ma il risultato dell’accoppiamento ottenuto non era soddisfacente, dopo
una serie di prove il valore delle due capacità inserite nel circuito di matching è 6.8 ± 0.3
pF Fig. (5.8 b).
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Questa soluzione è stata implementata in due punti distanti pi/2 lungo l’angolo azimutale
per effettuare l’eccitazione in quadratura. Il fatto che la distanza tra i due punti di mat-
ching sia pi/2 comporta un altro importante vantaggio. Infatti, è dimostrato in [25] che due
perturbazioni identiche sfasate di pi/2 lungo l’angolo azimutale si cancellano, il matching
bilanciato consente di ottenere la stessa fase alle due estremità della bobina a cui viene
implementato.
(a) Posizionamento (b) Matching Induttivo Serie
Figura 5.8: Caratterizzazione della bobina:(a) Posizionamento del circuito di una Birdcage sul sup-
porto costruito. (b) Procedura di matching: inserimento di un loop induttivo con in
serie due capacità da 6.8 pF.
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Tuning
L’obiettivo di questa procedura è quella di sintonizzare la frequenza di risonanza del pro-
totipo in costruzione a 298.03 MHz. Durante questa fase bisogna tenere conto che l’omo-
geneità diB1 nel piano trasversale è fortemente dipendente dalla simmetria della struttura
risonante della coil.
Anche in questo caso per ottenere una eccitazione in quadratura, il tuning è stato eseguito
in due punti della coil posti a pi/2 l’uno dall’altro.
Facendo riferimento a quanto riportato nel Par. (4.2) una prima prova di Tuning è stata
la costruzione di un piccolo supporto rivestito in rame Fig. (5.9 a), che in presenza di un
carico porti ad un aggiustamento della frequenza di risonanza della bobina, in modo che
risulti uguale a 298.03 MHz.
(a) Supporto Tuning (b) Posizionamento
Figura 5.9: Il supporto costruito per il Tuning riproduce lo spazio disponibile dove inserire il mo-
dello sperimentale, presenta un altezza di 3 cm un diametro interno di 20.07±0.01 mm.
In base al tipo di carico inserito permette di sintonizzare la frequenza di risonanza
della Birdcage a 298.03 MHz
Nel corso di misure effettuate all’interno dello scanner, l’utilizzo di questo supporto di
Tuning ha creato problemi di saturazione del segnale legate alla formazione di campi elet-
tromagnetici parassiti che non permettono la formazione di immagini.
In presenza di questo problema, per la fase di Tuning di una Birdcage sono utilizzati dei
condensatori a capacità variabile (o trimmer) Voltronic Corporation modello NMA P12HV,
posti a pi/2 l’uno dall’altro ed in parallelo rispetto alla capacità presenti sulla corrispon-
dente leg, mostrato in Fig. (5.10).
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Figura 5.10: Sezione dello stampato di una Birdcage su cui è stato posizionato un trimmer per la
procedura di Tuning .
5.5 Costruzione dei Balun e della bobina di Rogowski
Prima di procedere alla costruzione dei balun e della bobina di Rogowski è stata valutata
la lunghezza d’onda λ a 300 MHz del cavo coassiale LMR − 195 utilizzato come linea di
trasmissione .
Per effettuare una misura precisa si connette un cavo abbastanza lungo all’analizzatore di
reti con circuito aperto ad una estremità. Il VNA in questa situazione deve essere calibrato
impostando il ritardo elettrico sino ad avere il piano di terra nel punto di circuito aperto.
Tagliando ora un pezzo di cavo di lunghezza opportuna (per minimizzare l’errore) si os-
serva che il punto si sposta di un certo angolo lungo il cerchio esterno della carta di Smith
(descritta in Appendice A). Si ha la necessità di esprimere questo angolo in termini di λ,
noto che un giro completo equivale a una lunghezza di λ/2, in base alla lunghezza del
taglio effettuato si determina la lunghezza d’onda nel cavo.
Per cavi coassiali di buona qualità si ha in genere λ = 2/3λ0 dove λ0 è la lunghezza d’onda
nel vuoto: nel caso del cavo LMR− 195 è stato ottenuto λ = 0.758m.
Si connette la bobina all’analizzatore di rete attraverso un cavo coassiale LMR − 195 di
lunghezza λ e mediante l’utilizzo dei balun si cerca di sopprimere il problema del common
mode, ovvero un irraggiamento da parte della linea di trasmissione, che modifica la lettura
sullo strumento (ad esempio l’S11).
Il balun è un circuito risonante L-C parallelo di forma cilindrica; il design implementato in
questo lavoro prevede la divisione in due parti del cilindro. Come indicato nel brevetto
[16] si rivestono in rame i due semi-cilindri in modo da poter definire l’induttanza L del
balun, ad eccezione delle parti di contatto tra le due parti del balun e delle zone in cui ver-
ranno posti le capacità di sintonizzazione Fig. (5.11 a).
A partire da [15] che riporta la costruzione di balun a 3 Tesla, la procedura è stata scalata
ad un campo a 7 Tesla.
Per massimizzare l’induttanza e minimizzare la capacità del balun bisogna scegliere un
alto rapporto tra il diametro esterno b e quello interno a del balun (paragrafo 3.4).
Noto il diametro interno a= 0.6 cm del balun, che corrisponde allo spessore del coassiale
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(a) Rivestimento in rame. (b) Sintonizzazione dei balun.
(c) Mutua induttanza. (d) Posizionamento.
Figura 5.11: Costruzione di balun per uno scanner a 7 Tesla. Di altezza 5±0.1 cm, diametro interno
0.6± 0.1 cm e diametro esterno 3.0± 0.1 cm.
LMR− 195 utilizzato, definiamo il diametro esterno b pari a 3 cm.
Per la costruzione dei balun è stato utilizzato un materiale plastico (PVC) amagnetico che
non introduce fenomeni di dissipazione collaterali, con costante dielettrica pari a 3.5 e al-
tezza pari a 5 cm.
La tipologia di balun implementata presenta due modi di risonanza dovuti alla mutua in-
duttanza che si viene a creare tra le due parti che costituiscono il balun. Un modo è dovuto
alla somma dei due campi dei due semi-cilindri al centro mentre l’altro è dovuto alla sot-
trazione dei campi.
E’ importante sintonizzare il balun dove i due modi del campo si sommano al centro, e
questo corrisponde al modo a più bassa frequenza che presenta, inoltre, la più alta impe-
denza alla corrente di scudo del coassiale.
Il procedimento di tuning del primo modo alla frequenza di 300 MHz è fatto posizionando
sul lato superiore del balun due condensatori posti in parallelo con capacità da 3.6±0.2 pF
e 2.1± 0.1 pF Fig. (5.11 b).
La mutua induttanza è variata cambiando l’intervallo tra i due semi-cilindri utilizzando
un set di 2 viti di nylon Fig. (5.11 c).
Per posizionare i balun nei punti in cui la corrente di scudo all’interno della linea di tra-
smissione risulta massima si passa alla costruzione di una bobina di Rogowski.
La bobina di Rogowski è una coil costituita da una serie di avvolgimenti su un nucleo non
magnetico è posizionata in maniera toroidale attorno ad un conduttore, al cui interno scor-
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re della corrente. Il flusso di questa corrente porta alla formazione di un campo magnetico
che induce nella Rogowski una tensione definita:
Vout = −Mdi(t)
dt
, (5.7)
doveM rappresenta la mutua induttanza tra la Rogowski e la linea di trasmissione in esame
ed è definita:
M = µ0N
′
A. (5.8)
µ0 è la permeabilità magnetica del vuoto (4pi10−7 H/m),A è l’area della sezione trasversale
degli avvolgimenti, mentre N
′
è il numero di avvolgimenti per unità di lunghezza.
Utilizzando come riferimento un lavoro presente in letteratura [19], si ha:
0.1M  1 µH. (5.9)
Noto l’intervallo di variazione della costante M , dalla equazione (5.8) ricaviamo N il
numero di avvolgimenti necessari per costruire il nostro sensore di corrente:
N =
2M
µ0r
. (5.10)
dove r è il raggio della Rogowski Partendo da un lavoro presente in letteratura [17] che ha
visto la costruzione di una Rogowski a 600 MHz con diametro di 22 cm, la prima idea è sta-
ta quella di dimezzare il diametro della bobina da costruire poiché si lavora alla frequenza
a 300 MHz.
Sostituendo in eq. (5.10) r=5.5 cm, si ottiene che il numero di avvolgimenti N che costitui-
scono la bobina di Rogowski dovrà essere compreso tra 3 e 28.
Il cavo utilizzato per la costruzione della bobina di Rogowski è LMR − 195, in cui è stata
eliminata la guaina più esterna e la treccia che compone lo scudo, il diametro interno è pari
a 0.94 mm rivestito da una doppio strato composto da Teflon e da un nastro di alluminio
per cui il diametro esterno risulta di 2.95 mm.
In Figura (5.12 a) è riportata la bobina di Rogowski costruita in laboratorio di raggio 5.5±0.1
cm composta da N=22 avvolgimenti con all’estremità un connettore BNC.
Per posizionare i balun, il setup sperimentale (5.12 b) prevede: 1) il collegamento della bo-
bina di Rogowski ad un canale dell’oscilloscopio con al centro la linea di trasmissione; 2)
alimentare i canali della bobina utilizzando l’analizzatore di rete VNA utilizzato come ge-
neratore di un segnale di frequenza 298.03 MHz span 1KHz, sweep time massimo e sweep
type di tipo lineare.
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(a) Bobina di Rogowski. (b) Set-up sperimentale.
Figura 5.12: (a) Bobina di Rogowski di raggio 5.5± 0.1 cm con N = 22 avvolgimenti con all’estre-
mità un connettore BNC. (b) Set-up sperimentale per determinare la posizione dei
balun sul cavo coassiale.
5.6 Misure in laboratorio
Per caratterizzare la bobina sul banco di lavoro sono stati costruiti una serie di carichi (o
fantocci) omogenei contenenti: acqua distillata, olio e due soluzioni saline di molarità di
0.1M e 0.01M . Per la costruzione dei fantocci è stata utilizzata una provetta Falcon da 50
ml di altezza 115 mm e raggio 15 mm Fig. (5.13).
Figura 5.13: Fantocci costruiti utilizzando provette Falcon da 50 ml per caratterizzare la bobina
sul banco di lavoro.
Sono stati costruiti due fantocci contenenti soluzioni saline di NaCl (cloruro di sodio) con
diversa molarità, e i relativi valori di conducibilità elettrica e permittività elettrica sono
state ottenuti attraverso relazioni sperimentali. Un fantoccio di molarità 0.1M presenta
conducibilità σ = 0.469S/m e permittività elettrica ε = 75, mentre un fantoccio di molarità
0.01M presenta σ = 0.095S/m e ε = 79.
Gli altri due fantocci sono stati costruiti riempiendo la provetta Falcon con acqua distillata
(permittività elettrica ε di circa 82 e σ ' 0) e olio di semi di mais (ε di circa 2.5, σ ' 0).
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Un parametro che viene caratterizzato sul banco di lavoro è il fattore di qualità Q della
bobina (Par. 4.4), sia a vuoto che in presenza di un carico.
I due canali di alimentazione della bobina vengono connessi all’analizzatore di rete (VNA)
e si procede alla misura dell’S11 e S22. Indicando con ω la frequenza di risonanza del
modo fondamentale di una Birdcage e si determina Q (separatamente per i due canali)
applicando la seguente formula:
Q = 2
ω
∆ω
. (5.11)
dove ∆ω è la larghezza di banda pari a −3 dB.
I valori del fattore di qualità in assenza di carico sono Fig. (5.14):
QunloadS11 = 105; QunloadS22 = 99; (5.12)
(a) Primo canale (b) Secondo canale
Figura 5.14: Misura del fattore di qualita Q della Birdcage costruita in assenza di carico. Il pri-
mo canale della bobina risuona alla frequenza di 298.8 MHz e un matching di −17
dB, mentre il secondo canale presenta una frequenza di risonanza di 298.4 MHz e
matching a −27 dB.
Ripetendo la medesima procedura, ma inserendo i carichi descritti in precedenza, i valori
del Q ottenuti sono riportati in Tabella (5.2).
Carico QS11 QS22
Acqua deionizzata 103 98
Olio 102 93
Soluzione salina 0.01M 89 81
Soluzione salina 0.1M 75 59
Tabella 5.2: Valori del fattore di qualità Q in presenza di un carico.
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La misura del fattore di qualità Q fornisce informazioni sulle perdite presenti, ovvero se
siano legate al campione oppure alle caratteristiche della bobina costruita.
Dai risultati ottenuti, si nota che all’aumentare del contenuto di sale dei fantocci si verifica
una diminuzione del fattore Q. Questo è dovuto alle perdite ohmiche presenti all’interno
del campione riconducibili a correnti indotte, le quali vengono prodotte dalla interazione
tra il campo elettrico, generato dalla bobina e le cariche libere presenti.
Questo conferma che le perdite presenti dipendono dalle dimensioni del carico e dalla
conduttività al suo interno [24].
La variazione del Q in seguito all’inserimento del carico può essere considerata come una
misura dell’accoppiamento bobina-campione. Questo tipo di dissipazione è ineliminabile
in quanto l’accoppiamento è necessario alla formazione del segnale, ed è particolarmente
problematico a campo ultra alto.
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Capitolo 6
Simulazione della bobina con metodi
numerici
Parallelamente alla costruzione del prototipo di una Birdcage Low Pass per piccoli animali è
stato effettuato un lavoro di simulazione in collaborazione con il Dipartimento di Ingegne-
ria dell’Informazione dell’Università di Pisa in particolare con la Dottoressa Ing. Nunzia
Fontana.
L’utilizzo di metodi numerici full wave in fase di progettazione permette di ottimizzare la
geometria della bobina al fine di stimare numericamente la frequenza di risonanza della
bobina a vuoto e in presenza di un carico. Inoltre, tali metodi forniscono informazioni sul-
la distribuzione spaziale del campo magnetico H e di dati non misurabili in uno scanner
di risonanza magnetica, quali per esempio la distribuzione del campo elettrico E [22].
Quest’ultima è particolarmente interessante perchè permette di calcolare le mappe di SAR
(Specific Absorption Rate), ovvero la potenza trasferita ai tessuti per unità di massa (W/kg),
data dalla seguente formula: ∫
campione
σ(r)E(r)2
ρ(r)
dr (6.1)
dove E è il campo elettrico, σ la conducibilità elettrica e ρ la densità dei tessuti in esame.
Nella risonanza magnetica a campo ultra alto, oltre ad un’attenta progettazione e costru-
zione delle bobine a radiofrequenza, è importante un’accurata valutazione del SAR.
Sfortunatamente non esistono metodi diretti per la misurazione del SAR: pertanto è utile
ricorrere a metodi di simulazione che permettono di ricavare le mappe del campo elettrico
attraverso le quali si determina il SAR.
Le simulazioni sono state eseguite utilizzando il software commerciale HFSS1 basato su
sull’utilizzo di un metodo di risoluzione numerica dei campi elettromagnetici di tipo full
wave che prende il nome di metodo agli elementi finiti FEM (Appendice C).
Nel presente capitolo sarà mostrato com’è stata compiuta la modelizzazione della struttu-
ra risonante della bobina costruita, in modo che i parametri S risultato delle simulazioni
possano essere confrontati con quelli ottenuti in laboratorio utilizzando un analizzatore di
rete. Inoltre, saranno simulate le distribuzioni del campo magnetico ed elettrico generato
dalla bobina a vuoto e in presenza di un carico, per verificare l’accordo con quanto pre-
1 Ansoft HFSS, http://www.ansoft.com/products/hf/hfss/.
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visto dalla teoria. Nel capitolo successivo sarà eseguito un confronto diretto tra la mappa
del campo magnetico simulata in presenza del carico e quella misurata direttamente su
uno scanner MR a 7 Tesla.
6.1 Modelizzazione della struttura risonante e parametri S
(a) Struttura Risonante. (b)
Figura 6.1: a) Struttura risonante di una Birdcage Low Pass per piccoli animali disegnata con il
CAD di HFSS composta da 32 leg e due end ring, si progetta anche la parte relativa al
matching e la tuning entrambe sfasate di pi/2 l’una dall’altra. b) Esempio di circuito di
adattamento per un matching induttivo serie (implementato per ogni singolo canale di
alimentazione). Il circuito comprende (così come nella realtà) due condensatori da 6.8
pF posti in parallelo rispetto al loop.
L’obiettivo è quello di riprodurre, utilizzando il CAD di HFSS, quanto più fedelmente
possibile la struttura risonante (illustrata nel capitolo precedente) di una Birdcage Low Pass
per piccoli animali costruita utilizzando un laminato di CER 10 2 in cui le due facce costi-
tuite da microstrip in rame da 35 µm sono separate da un materiale dielettrico di spessore
0.64 mm e costante dielettrica ε = 9.5± 0.5 Fig. (6.1 a).
Dopo aver costruito e alimentato opportunamente la struttura risonante di una Birdcage
Low Pass mostrata in Fig. (6.1 a), un primo risultato ottenuto dalle simulazioni è stato
quello che una modifica della geometria degli end ring provoca uno sdoppiamento dei
modi di risonanza. Per questo motivo qualsiasi procedura di tuning della bobina verrà
eseguita solo su un prolungamento opportunamente inserito della leg corrispondente.
La condizione di adattamento d’impedenza (o di matching) è molto importante in quanto
permette di raggiungere il massimo trasferimento di potenza.
2CER 10 = Taconic Advanced PCB Material, modello CH/CH: http://www.taconic-add.com/pdf/cer10.pdf.
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(a) Prima.
(b) Dopo.
Figura 6.2: Posizionamento del circuito di adattamento applicato a entrambi i canali di alimenta-
zione della Birdcage Low Pass posti ad una distanza angolare pari a pi/2 l’uno dall’altro.
Inoltre è stato simulato anche un piccolo gap d’aria prodotto nel momento in cui lo
stampato del CER 10 è posizionato attorno un supporto cilindrico.
Un primo confronto tra simulazioni e misure in laboratorio è stato quello di determinare
l’induttanza Lp del circuito di adattamento (o loop) di Fig. (6.1 b), noto un valore di capa-
cità Cp e la frequenza di risonanza alla quale il loop risuona. I dati ottenuti sono riportati
in tabella (6.1).
Il circuito di adattamento di Fig (6.1 b) deve seguire il profilo cilindrico della bobina co-
me mostrato in Fig. (6.2), per poter garantire un sufficiente accoppiamento tra il loop e la
bobina e un buon adattamento d’impedenza tra i 50 Ω della linea di trasmissione e l’impe-
denza d’ingresso della Birdcage.
Spostando radialmente il circuito di adattamento rispetto alla bobina, mediante simula-
zioni successive si dimostra che l’accoppiamento tra il loop e la Birdcage risulta sufficiente
(inferiore a−10 dB) solo nel caso in cui sono le due strutture siano vicine, ed in particolare
quando il substrato del circuito induttivo segue il profilo circolare della bobina Fig. (6.2).
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Cp (pF) νp (MHz) Lp (nH)
HFSS 5.2 264.9 67
Laboratorio 5.1± 0.3 263.6 71± 3
Tabella 6.1: Confronto i valori dell’induttanza Lp del loop di matching Fig. (6.1 b) ottenuti con
HFSS e in Laboratorio.
Una ulteriore prova fatta con HFSS è stata quella di analizzare la variazione della frequen-
za di risonanza della Birdcage Low Pass costruita al variare della permettività elettrica ε
del CER 10. In riferimento al valore di ε riportato sul data sheet del costruttore pari a
ε = 9.5± 0.5, sono state eseguite due simulazioni: con ε = 9 e ε = 9.5 rispettivamente.
Dagli spettri dei parametri S ottenuti come risultato delle simulazioni si identifica il valore
del modo fondamentale e il corrispondente valore di matching come riportato in Fig. (6.3 e
6.4). Il modo fondamentale (come illustrato nel par 3.2.1) rappresenta la prima frequenza di
risonanza di una Birdcage Low Pass, ed è quella che permette di ottenere una distribuzione
omogenea del campo magnetico generato dalla bobina [22] ma anche di acquisire delle
immagini ad alta risoluzione spaziale e temporale in un sistema MRI ad alto campo.
(a) S11 con ε = 9.
(b) S22 con ε = 9.
Figura 6.3: Spettri dei parametri S11 e S22 di un modo fondamentale di una Birdcage Low Pass otte-
nute in HFSS con permettività elettrica ε = 9 del CER 10. Il valore fornito dal canale
S22 è preso in considerazione per dimostrare che la struttura risonante della bobina è
simmetrica.
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(a) S11 con ε = 9.5.
(b) S22 con ε = 9.5.
Figura 6.4: Spettri dei parametri S11 e S22 di un modo fondamentale di una Birdcage Low Pass
ottenute in HFSS al variare della della permettività elettrica ε = 9.5 del CER 10.
Dato che la capacità C presente su ogni leg della Birdcage Low Pass è data da:
C =
ε0 ε A
d
(6.2)
ci si aspetta che a parità del rapporto A/d, al diminuire della permittività elettrica ε e
quindi di C la frequenza di risonanza della bobina aumenti.
ε = 9 ε = 9.5 Risultati Laboratorio
S11 291.0 MHz −17 dB 284.6 MHz −11 dB 295.2 MHz −17 dB
S22 291.0 MHz −17 dB 284.7 MHz −11 dB 296.5 MHz −16 dB
Tabella 6.2: Confronto tra i dati simulati con HFSS e le misure fatte con il VNA, mostrate in (Fig.
(6.5), prendendo in esame il modo fondamentale di una Birdcage Low Pass.
Sempre nel confronto tra i risultati ottenuti in HFSS e quelli ottenuti in laboratorio RF è
stato analizzato il parametro S12, il quale fornisce informazioni sull’accoppiamento tra le
due sorgenti di alimentazione della Birdcage Low Pass poste a una distanza angolare pari a
pi/2 l’una rispetto all’altra.
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Figura 6.5: Parametri S ottenuti in laboratorio utilizzando un analizzatore di rete.
I valori dei parametri S12 ottenuti nelle simulazioni (pari a −2 dB) sono molto più alti ri-
spetto a quelli misurati e riportati in Fig. (6.5) (compresi tra −9 dB e −14 dB).
Si riscontra che quest’ultimo risultato può essere ricondotto al tipo di modelizzazione nu-
merica della sorgente di alimentazione (lumped port3) da parte di HFSS che è molto sempli-
ficata rispetto a quella usata nella realtà, dove è stato impiegato un cavo coassiale scher-
mato. In base a delle specifiche condizioni al contorno su di una superficie planare, il
solver interpreta una lumped port come una guida d’onda semi-infinita, sulla quale esegue
il calcolo dei campi e quindi delle correnti. Si alimenta il loop induttivo attraverso una
lumped port, in modo da poter ricreare una alimentazione di tipo coplanare.
Il confronto tra i dati simulati con HFSS (Tabella 6.2) e le misure dello spettro con il VNA
in cui il modo fondamentale si ha alla frequenza di 295.2 MHz come riportato in Fig. (6.5),
hanno fornito degli ottimi risultati (una differenza in percentuale pari al 1.5% nel caso di
ε = 9 e di 3.6% nel caso di ε = 9.5). Differenze analoghe tra simulazioni basate su FEM e
misure sono state osservate anche in [33].
3Lumped port: sono delle porte di alimentazione con un’impedenza caratteristica di 50 Ω. Consentono di
calcolare i parametri S della struttura risonante.
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6.2 Mappe di campo magnetico H ed elettrico E a vuoto
Attraverso HFSS sono state analizzate le distribuzioni del campo magnetico H ed elet-
trico E generate dalla struttura risonate della Birdcage Low Pass costruita e operante alla
frequenza di risonanza del modo fondamentale.
HFSS permette di applicare in ingresso una o più sorgenti aventi una determinata potenza;
è inoltre possibile variare l’ampiezza e la fase. Nel nostro caso, imponendo una potenza in
ingresso alle due sorgenti pari a 1 Watt, si varia la fase tra le due sorgenti di alimentazione
in modo da ottenere un’alimentazione in quadratura.
(a) Fase =0. (b) Alimentazione in quadratura: Fase=pi/2.
Figura 6.6: Distribuzione del campo magnetico della Birdcage Low Pass su un piano trasverso al-
l’asse longitudinale della bobina. a) valore del campo magnetico H con fase nulla b)
valore di H con fase uguale a pi/2 tra le due sorgenti di alimentazione.
(a) Fase =0. (b) Alimentazione in quadratura: fase=pi/2.
Figura 6.7: Distribuzione del campo elettrico della Birdcage Low Pass su un piano trasverso all’asse
longitudinale della bobina (espresso in V/m).
Le distribuzioni di campo magnetico H fornite dalle simulazioni, mostrate in Fig. (6.6),
mettono in risalto un’elevata uniformità del campo H all’interno del volume della Birdca-
ge, come ci si aspetta dalla teoria per il modo fondamentale.
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La scala presente in Fig (6.6) si riferisce a valori normalizzati 4 del campo magnetico H
espresso in A/m sul piano trasverso all’asse longitudinale della bobina passante per il
centro della bobina.
L’alimentazione in quadratura della Birdcage riportata in Fig. (6.6 b), che prevede due sor-
genti sfasate di pi/2, così come ci si aspetta dalla teoria, determina un’uniformità maggiore
del campo magnetico H al centro della bobina.
Anche per quanto riguarda le distribuzione del campo elettrico, come si vede in Fig. (6.7
b), una maggiore unifomità è raggiunta nel caso di alimentazione in quadratura.
6.3 Simulazioni in presenza di un carico
In questo lavoro di simulazioni con HFSS è stato studiato l’andamento della frequenza di
risonanza di una Birdcage Low Pass in presenza di un carico rappresentato da una provetta
Falcon di 50 ml di acqua distillata con permittività elettrica ε = 81 e conducibilità σ =
0.0002 S/m come schematizzato in Fig. (6.8).
Figura 6.8: Posizionamento della provetta all’interno della Birdcage Low Pass.
L’inserimento della provetta nella bobina modifica leggermente la frequenza di risonanza
in S11 e S22 provocando uno spostamento verso le basse frequenze; tuttavia non comporta
nessuna modifica dell’adattamento dei due canali come mostrato in Fig. (6.9).
La traslazione della frequenza di risonanza è dovuta all’accoppiamento di tipo capacitivo
che si crea tra la provetta e la bobina: la presenza di un carico dielettrico agisce infatti
come una capacità in parallelo rispetto alla bobina.
4Normalizzati, poichè la potenza in ingresso alla sorgente di alimentazione è quella che determina l’inten-
sità massima e minima del campo magnetico H all’interno della struttura risonante in esame. Nel nostro caso
pari a 1 Watt per ogni porta di alimentazione.
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(a) S11 con ε = 9 con carico.
(b) S22 con ε = 9 con carico.
Figura 6.9: Parametri S11 e S22 di una Birdcage Low Pass ottenuti in HFSS in presenza di una pro-
vetta riempita di acqua distillata. La frequenza di risonanza è pari a 290.3 MHz con
un adattamento di −17 dB.
La distribuzione del campo magnetico H e del campo elettrico E è stata analizzata anche
in presenza di un carico come visibile in Fig. (6.10): l’uniformità del campo magnetico
all’interno della Birdcage è mantenuta.
Abbiamo verificato che ripetendo le simulazioni con una permitività elettrica pari a ε =
9.5, si ottengono delle distribuzioni di campo elettromagnetico molto simili rispetto al caso
con ε = 9 (differenza inferiore al 3%).
È stata quindi riprodotta con le simulazioni, in maniera attendibile, la configurazione del
prototipo realizzato e nel prossimo capitolo sarà mostrato il confronto diretto tra la mappa
del campo magnetico simulata in presenza del carico e quella misurata sullo scanner MR
a 7 Tesla.
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(a) Campo magnetico H con carico.
(b) Campo elettrico E con carico.
Figura 6.10: Le simulazioni sono state eseguite direttamente attraverso un’alimentazione in qua-
dratura e con una permittività elettrica pari a ε = 9:
a) Distribuzione del campo magnetico H (A/m);
b) Distribuzione del campo elettrico E (V/m).
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Capitolo 7
Esperimenti in un campo magnetico a
7 Tesla
Nel presente capitolo saranno illustrati una serie di esperimenti eseguiti direttamente sul-
lo scanner MRI a 7 Tesla disponibile presso la Fondazione IMAGO7. Tali misure sono
utili per studiare e analizzare le prestazioni del prototipo di Birdcage Low Pass costruito in
questo lavoro di tesi.
In particolare, saranno presentate misure di rapporto segnale-rumore, uniformità dell’im-
magine, distribuzione del campo magnetico trasmesso e valutazione dei tempi di rilas-
samento T1 e T2 di nuovi marcatori per imaging in risonanza magnetica. Per dimostare
l’applicabilità della bobina in ambito preclinico, sono state acquisite una serie di immagini
in vivo.
7.1 Mappe di omogeneità e misura SNR
I controlli di qualità che riguardano una bobina RF impiegata in uno scanner di risonanza
magnetica assicurano che le prestazioni dello strumento risultino riproducibili e accurate.
Un protocollo internazionale preso come riferimento nell’eseguire questi controlli di qua-
lità è stato sviluppato da National Electrical Manufactures Association (NEMA, USA).
Il protocollo NEMA non prevede l’uso di particolari oggetti-fantocci per le misure, ma si
limita a definire i requisiti generali delle procedure da seguire per la misura dei parametri
strumentali.
In particolare si esegue una misura dell’ uniformità del segnale e del rapporto segnale-rumore
(SNR) all’interno di un’area geometrica regolare dell’immagine del campione (indicata
con MROI).
L’ uniformità del segnale nell’immagine si riferisce alla capacità della bobina RF di riprodur-
re la stessa risposta in segnale (valore di pixel) sull’intero piano dell’immagine ottenuta da
un campione in esame.
All’interno della MROI viene misurata l’omogeneità U , cioè la deviazione massima del-
l’intensità di segnale nell’immagine, rispetto al valore medio dei pixel (espresso in percen-
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tuale).
U = 100
(
1− Smax − Smin
Smax + Smin
)
. (7.1)
dove Smax e Smin indicano rispettivamente il valore minimo e massimo dei segnali ottenu-
ti all’interno della MROI definita secondo il protocollo NEMA pari al 90% dell’immagine
del campione in esame.
Per la costruzione delle mappe di omogenità il campione utilizzato è una provetta Falcon
da 50 ml riempita d’acqua distillata di permittività elettrica ε ' 82.
La sequenza d’impulsi utilizzata prende il nome di:
SPGR (Spoiled Gradient Echo) con TR = 100 ms, TE = 8.1 ms, Flip Angle = 90o, Larghezza di
Banda = 31.3 kHz, FOV = 4 × 4 cm2, Slice Tickness = 3 mm, Matrice = 256 × 256, Nex = 1,
TG = 0, R1 = 12, R2 = 15 .1
Sono stati inseriti in entrambi i canali di trasmissione del segnale (ognuno di potenza mas-
sima di 4 kWatt) due attenuatori da -30 dB, in maniera da evitare che le alte potenze dello
scanner MR possano indurre dei danni all’interno della struttura risonante della Birdcage.
Noti i valori di Smax e Smin nella MROI Fig. (7.1) è stata applicata l’eq. (7.1).
Figura 7.1: Valutazione dell’omogeneità dell’immagine di una provetta d’acqua distillata inserita
all’interno della Birdcage Low Pass. La MROI (parte in giallo) considerata risulta pari al
90% dell’immagine del campione in esame.
Si calcola che l’omogeneità U è pari al 84%, conforme con quanto previsto dai protocolli
internazionale in cui il valor di U deve essere maggiore del 80%.
Il rapporto segnale-sumore (SNR) è un parametro fondamentale nel controllo di qualità di
una bobina, rappresenta il rapporto tra la media dei valori di pixel all’interno della regio-
ne di interesse e la loro deviazione standard.
Il protocollo NEMA parte dalle seguenti definizioni operative del rumore e del segnale nel-
l’immagine. Il rumore dell’immagine è definito come variazione casuale nell’intensità di
pixel all’interno della MROI, mentre il segnale è definito come valor medio dei pixel nella
1TR= tempo di ripetizione, TE= tempo di echo, FOV= campo di vista, Slice Tickness= spessore della fet-
ta, Matrice= dimensione della matrice nella direzione di codifica di fase, Nex=numero di eccitazioni, TG=
potenza inviata, R1= guadagno analogico, R2= guadagno digitale.
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MROI. Il metodo di misura prevede due scansioni consecutive della stessa sequenza d’im-
pulsi. Tra le due scansioni non deve essere eseguito nessun aggiustamento della macchina.
La sequenza d’impulsi utilizzata è:
SPGR (Spoiled Gradient Echo) con TR = 100 ms, TE = 8.1 ms, Flip Angle = 90o, Larghezza di
Banda = 31.3 kHz, FOV = 4×4 cm2, Slice Tickness = 3 mm, Matrice = 256×256, Nex = 1, TG
= 0, R1 = 12, R2 = 15. Con la presenza due attenuatori da -30 dB per le stesse motivazioni
esposte in precedenza.
In una fase successiva di post processing si determina il valore medio dei pixel entro la MROI
della prima immagine. Il valore risultante è chiamato segnale S. Si calcola l’immagine
differenza pixel per pixel:
Immagine3 = Immagine1 − Immagine2
Si determina la deviazione standard SD nell’Immagine3 entro la stessa MROI utilizzata
per la misura di S. Il rapporto segnale-rumore è infine determinato secondo il protocollo
NEMA dalla relazione:
SNR =
S
SD/2
. (7.2)
Le immagini per la valutazione del SNR sono processate mediante il software Image J2.
(a) Prima immagine. (b) Immagine differenza.
Figura 7.2: Valutazione del SNR dell’immagine di un fantoccio di acqua distillata inserita.
a) Calcolo di S nella prima immagine b) Calcolo di SD nella immagine differenza.
Poiché le dimensioni della regione MROI non sono definite in maniera rigorosa in un pro-
tocollo NEMA, è bene verificare come varia il parametro SNR al variare delle dimensioni
di questa regione rispetto all’immagine del campione in esame, come mostrato in Fig.
(7.3).
I dati ottenuti in Fig. (7.3) sono riportati in Tabella (7.1).
I valori del rapporto segnale-rumore ottenuti inserendo all’interno del prototipo di Birdca-
ge Low Pass costruito un campione di acqua distillata, soddisfano pienamente il limite
inferiore del SNR dei protocolli internazionali fissato a 60.
2Image J: National Institute of Health: http://rsb.info.nih.gov/ij/download.html.
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(a) MROI A. (b) MROI B. (c) MROI C.
Figura 7.3: Immagine di un fantoccio di acqua distillata al variare della regione MROI per calcola-
re SNR. MROI A: pari al 2% del campione, MROI B: pari al 10% del campione, MROI
C: pari al 30% del campione.
MROI A MROI B MROI C
SNR 80± 2 76± 13 70± 20
Tabella 7.1: Valori di SNR ottenuti applicando l’eq. (7.2) a diverse MROI.
7.2 Confronto tra mappe di campo B+1 simulate e misurate
Un’altra tipologia di controllo effettuato in uno scanner di risonanza magnetica a 7 Tesla
con il prototipo di bobina costruito è stata la valutazione della distribuzione spaziale del
campo magnetico
−→
B1 generato all’interno di un modello sperimentale.
In particolare, si è interessati quantificare il B+1 che rappresenta la componente trasversale
del campo
−→
B1 nel sistema di riferimento rotante e ruota nello stesso verso del vettore di
magnetizzazione
−→
M .
Se la distribuzione di B+1 all’interno del campione non è uniforme, l’immagine presenterà
degli artefatti di non omogeneità. La dipendenza di questo tipo di artefatti dal campo tra-
smesso non è lineare, ma è dovuta al tipo di sequenza d’impulsi utilizzata per acquisire
l’immagine.
Le mappe del B+1 sono misurate inserendo all’interno della Birdcage Low Pass un fantoccio
omogeneo di acqua distillata costruito mediante provetta Falcon da 50 ml, caratterizzato
da un’alta costante dielettrica (ε ' 80) e conduttività molto bassa (σ ' 0).
Una prima tecnica di misura del B+1 utilizzata prende il nome di Block Siegert Shift BSS
(Appendice D). In cui si utilizzano impulsi fuori risonanza (di qualche kHz) per generare
uno sfasamento proporzionale al modulo di B1. Dato che si lavora con immagini di fase è
molto sensibile al rumore.
La sequenza d’impulsi utilizzata è una SPGR (Spoiled Gradient Echo) implementata nello
scanner GE in uso (indicata con SPGRB1BSv2) è caratterizzata dai seguenti parametri:
TR = 100 ms, TE = 15 ms, Flip Angle = 30o, Larghezza di Banda = 15.6 kHz, FOV = 4×4 cm2,
Slice Tickness = 3 mm, Matrice = 64× 64, Nex = 1, TG = 10, R1 = 11, R2 = 15.
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In Fig. (7.4) è riportata la mappa del B+1 ottenuto attraverso il metodo BSS utilizzando
degli impulsi da 4 ms e fuori risonanza di 2 kHz. Il valore medio del campoB+1 all’interno
di una ROI (3×3) pixel posizionata al centro del campione ottenuto al centro del campione
è pari a 0.015± 0.002 Gauss.
Figura 7.4: Mappa del B+1 ottenuto attraverso il metodo BSS utilizzando degli impulsi da 4 ms
e fuori risonanza di 2 kHz. Il valore medio del campo B+1 all’interno di una ROI
(3× 3) pixel posizionata al centro del campione ottenuto al centro del campione è pari
a 0.015± 0.002 Gauss.
Una seconda tecnica di misura delB+1 prende il nome di metodo del doppio angolo Double
Angle Method DAM (Appendice D).
La DAM rappresenta un metodo semplice e chiaro di mappatura che utilizza una sequen-
za Gradient Echo GRE. Acquisendo due immagini con due flip angle diversi, il campo B+1 è
ottenuto dal rapporto delle ampiezze dei segnali ottenuti.
I parametri della sequenza GRE DAM sono:
TR = 5000 ms, TE = 4.4 ms, Larghezza di Banda = 15.6 kHz, FOV = 4×4 cm2, Slice Tickness
= 3 mm, Matrice = 64× 64, Nex = 1, TG = 10, R1 = 11, R2 = 15, Flip Angle = 5o e Flip Angle
= 10o.
In Fig (7.5) è riportata la mappa del B+1 ottenuto attraverso il metodo DAM acquisendo
due immagini con due flip angle diversi. Il valore medio del campo B+1 all’interno di una
ROI (3×3) pixel posizionata al centro del campione ottenuto al centro del campione è pari
a 0.014± 0.003 Gauss.
Da una prima valutazione qualitativa delle mappe B+1 di Fig. (7.4 e 7.5) ottenute da mi-
sure effettuate direttamente sullo scanner MR si evidenzia un’alta uniformità del campo
magnetico generato dalla bobina all’interno del campione in esame. I risultati ottenuti del
valore del campo B+1 attraverso le tecniche BSS e DAM risultano consistenti tra di loro.
Si è proceduto quindi a un confronto tra le mappe del B+1 ricavata dalle simulazioni e
quella ottenuta utilizzando il metodo BSS.
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Figura 7.5: Mappa del B+1 ottenuto attraverso il metodo DAM acquisendo due immagini con due
flip angle diversi. Il valore medio del campo B+1 all’interno di una ROI (3 × 3) pixel
posizionata al centro del campione ottenuto al centro del campione è pari a 0.014 ±
0.003 Gauss.
Le simulazioni forniscono come risultato il campo magnetico
−→
H (espresso in A/m) ge-
nerato dalla bobina. Moltiplicando per la permeabilità magnetica del vuoto µ0 (4pi10−7
H/m), si ottiene il campo
−→
B1 espresso in Tesla. A questo punto si proietta il
−→
B1 nei versori
del sistema di riferimento rotante, in modo da poter ottenere la componente B+1 [36].
Una considerazione da fare riguarda il fatto che le mappe ottenute dalle simulazioni han-
no in ingresso una potenza unitaria di 1 Watt, mentre la potenza nominale in ingresso al
sistema di trasmissione dello scanner MR in uso è pari nel nostro caso a 0.04 Watt con delle
perdite difficilmente quantificabili durante la fase di trasmissione.
Per attuare un confronto diretto tra le mappe risultato delle simulazioni e quelle misurate
direttamente su uno scanner MR è opportuno riscalare i dati delle simulazioni in modo
che la potenza da porre in ingresso al simulatore corrisponda, questo permette di avere
una mappa di B+1 di intensità corrispondete a quella misurata.
Mediante questa procedura è possibile utilizzare le simulazioni per conoscere la distribu-
zione del campo elettrico E (espresso in V/m) e quindi stimare il SAR nel caso reale, in
altre parole la potenza trasferita al campione per unità di massa (W/kg) durante un esa-
me MRI.
Nella mappa del B+1 ricavata dai risultati delle simulazioni, il fattore di scala utilizzato
è il valor medio del B+1 calcolato al centro della mappa fornita dal metodo BSS pari a
0.015± 0.002 Gauss mostrata in Fig. (7.4).
In Fig (7.6) è riportato un confronto diretto tra la mappa del B+1 ricavata dai risultati delle
simulazioni e la mappa ottenuta applicando il metodo BSS.
Un confronto qualitativo delle mappe riportate in Fig. (7.6) evidenzia una distribuzione
uniforme del campo B+1 all’interno del campione in esame, e confermano una consisten-
te analogia tra i dati ottenuti dalle simulazioni e le misure eseguite direttamente su uno
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(a) B+1 simulazioni. (b) B
+
1 metodo BSS .
Figura 7.6: Confronto diretto mappe del B+1 . Il diametro del fantoccio d’acqua distillata utilizzato
come carico è di 30 mm. Nella figura (a) la regione del campione è indicata dalla linea
tratteggiata in bianco, nella figura (b) le dimensioni del voxel sono: (625× 625) µm2.
scanner a campo ultra alto.
7.3 Misure dei tempi di rilassamento T1 e T2 di nuovi marcatori
per MRI
Un esperimento eseguito direttamente sullo scanner MR a 7 Tesla è stato quello di deter-
minare i tempi di rilassamento T1 e T2 di nuovi mezzi di contrasto in fase di studio per
imaging in risonanza magnetica [34].
I marcatori analizzati sono dei nanotubi di carbonio forniti dalla Divisione di Ematologia
del Dipartimento di Oncologia dei Trapianti e Nuove Tecnologie in Medicina dell’Univer-
sità di Pisa.
I nanotubi di carbonio analizzati si riferiscono alla famiglia di nanotubi a parete multipla
(multi-walled nanotubes, o MWNT) con bassa impurità metallica (2.57 % di ferro) [34].
Il termine parete multipla fa riferimento al fatto che i MWNT sono formati da una serie
di nanotubi a parete singola SWNT (single-walled nanotubes) concentrici. I SWNT possono
essere descritto come un tubo in carbonio formato da uno strato di grafite arrotolato su
se stesso a formare un cilindro, chiuso alle due estremità da due calotte emisferiche, di
dimensioni nell’ordine del micron (µm = 10−6m).
Per il calcolo dei tempi di rilassamento dei nanotubi di carbonio è stato costruito un set-up
sperimentale apposito composto da una provetta Falcon di 50 ml contenete al suo interno
altre quattro provette Eppendorf più di 0.2 ml come mostrate in Fig. (7.7).
Una provetta Eppendorf (rappr. in nero Fig. 7.7) è riempita di soluzione fisiologica
(contenete NaCl 0.9%), mentre un’altra provetta rappresentata in rosso in Fig. (7.7) con-
tiene la stessa soluzione fisiologica più nanotubi di carbonio con concentrazione pari a
10.63 µg/ml. Entrambe le provette sono posizionate al centro della Falcon riempita a sua
volta d’acqua distillata.
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Figura 7.7: Set-up sperimentale costruito composto da una provetta Falcon (diametro=30 mm e
lunghezza=115 mm) con al centro un supporto in plastica asportabile su cui sono po-
sizionate quattro provette Eppendorf (diametro=8 mm e lunghezza=31 mm) mm. Le
provette Eppendorf vuote sono riportate in bianco.
Una volta posizionato l’intero set-up riportato in Fig. (7.7) al centro della Birdcage sono
state acquisite una serie di immagini.
In entrambi i canali del sistema di trasmissione dello scanner MR sono stati inseriti due
attenuatori da −30 dB in maniera da evitare che le alte potenze dello scanner possano
danneggiare il prototipo di bobina costruito. Inoltre, considerate le piccole dimensioni dei
campioni in esame è necessario evitare effetti di saturazione del segnale durante la fase di
ricostruzione delle immagini mostrate in Fig. (7.8).
Il tempo di rilassamento spin-reticolo T1 dei campioni in esame è stato misurato da imma-
gini composte da una matrice (128× 64) pixel su un piano assiale con una selezione della
fetta del campione di 2 mm ed una risoluzione sul piano di 0.44 mm/pixel.
La sequenza d’impulsi utilizzata (descritta nel cap. 2) è:
IR (Inversion Recovery) con TR = 12 s, TE = 11 ms, Flip Angle = 90o, Larghezza di Banda =
15.6 kHz, Slice Tickness = 2 mm, Numero di slice = 3, Spacing = 0.5 mm, FOV = 5× 2.8 cm2,
Matrice = 128× 64, Nex = 0.75, TG = 80, R1 = 10, R2 = 15.
TI = 50, 150, 250, 350, 400, 450, 600, 750, 900, 1200 ms.
Le immagini acquisite al variare del tempo d’inversione TI in un secondo momento ven-
gono poi processate con il software Image J.
Selezionata una regione di interesse (ROI) al centro dell’immagine del campione in esa-
me, si misura la media e la deviazione standard dei segnali in modo da poter ricostruire
l’andamento della magnetizzazione longitudinale Mz al variare del tempo di inversione
TI :
Mz(TI) = M0(1− 2e−TI/T1). (7.3)
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Figura 7.8: Immagini ottenute uno scanner a 7 Tesla del set-up sperimentale costruito utilizzando
una sequenza IR con risoluzione su un piano assiale di (390× 438) µm2 .
A partire dalla eq. (7.3) e dai valori ottenuti nelle ROI delle due soluzioni in esame, utiliz-
zando Matlab si costruisce un fit esponenziale in modo da risalire al tempo di rilassamento
T1, come mostrato in Fig. (7.9).
I valori ottenuti del tempo di rilassamento T1 delle due soluzioni in esame cercando il
punto in cui l’eq. (7.3) si annulla sono riportati in Tabella (7.2), dove è riportato anche il
parametro Rsquare3 risultato del fit.
Soluzione fisiologica Nanotubi 10.63 µg/ml
T1 (s) 1.3± 0.5 0.9± 0.5
Rsquare 0.9981 0.9932
Tabella 7.2: Valori dei tempi di rilassamento T1 ottenuti delle soluzioni in esame.
Dato che i valori di T1 ottenuti sono molto simili; da queste misure preliminari non risulta
possibile utilizzare immagini MR pesate in T1 per tracciare questi particolari marcatori.
Utilizzando lo stesso set-up sperimentale e le stesse procedure post processing descritte per
la misura di T1, si passa al calcolo del tempo di rilassamento spin-spin T2.
In un primo momento acquisendo delle immagini sul piano assiale, pur in presenza di due
attenuatori da −30 dB , si verificano problemi di saturazione del segnale solo all’interno
della provetta contenete soluzione fisiologica.
Si è proceduto, quindi, rimanendo sempre un piano assiale alla misura del T2 della pro-
vetta contenete soluzione fisiologica e nanotubi con concentrazione nota. La sequenza
3R-square: è un coefficiente di proporzione tra la variabilità dei dati e la correttezza del modello statistico
utilizzato. R-square varia tra 0 ed 1: quando è 0 il modello utilizzato non spiega per nulla i dati; quando è 1 il
modello spiega perfettamente i dati. È definito come:
R− square = 1− RSS
TSS
dove RSS=
∑N
i=1(yi− yˆi)2 è la devianza residua, TSS=
∑N
i=1(yi− y¯i)2 devianza totale. Indichiamo con yi i dati
osservati, y¯ la loro media con yˆ sono i dati stimati dal modello ottenuto dalla regressione.
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Figura 7.9: Ricostruzione andamento esponenziale della Magnetizzazione Trasversale Mz al
variare del tempo di inversione TI .
d’impulsi utilizzata (descritta nel cap. 2) è:
Spin Echo con TR = 5 s, Flip Angle = 90o, Larghezza di Banda = 15.6 kHz, Slice Tickness = 2
mm, Numero di slice = 3, Spacing = 0.5 mm, FOV = 5× 2.8 cm2, Matrice = 64× 64, Nex =
0.75, TG = 60, R1 = 10, R2 = 15.
TE = 15, 30, 45, 60, 90, 300, 500, 700, 1500, 2000 ms.
In questo caso, l’andamento della magnetizzazione trasversale Mxy al variare del tempo
di eco TE è definito:
Mxy(TE) = M0e
−TE/T2 . (7.4)
Dopo aver eseguito le stesse procedure post processing esposte per il tempo T1, la ricostru-
zione dell’andamento della magnetizzazione longitudinale Mxy al variare del tempo di
eco TE ha fornito; come mostrato in Fig. (7.10):
T2 = 0.79± 0.13 s con Rsquare = 0.993
Per determinare il tempo di rilassamento T2 della provetta contenete soluzione fisiologica
abbiamo acquisito delle immagini sul piano coronale utilizzando la seguente sequenza di
impulsi:
Spin Echo con TR = 5 s, Flip Angle = 90o, Larghezza di Banda = 15.6 kHz, Slice Tickness = 2
mm, Numero di slice = 2, Spacing = 10 mm, FOV = 5 × 2.8 cm2, Matrice = 64 × 64, Nex =
0.75, TG = 100, R1 = 9, R2 = 14.
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Figura 7.10: Ricostruzione andamento della Magnetizzazione Longitudinale Mxy al variare del
tempo di eco TE solo per la provetta contenente solo soluzione fisiologica e nanotubi
con concentrazione 10.63 µg/ml. Utilizzando una sequenza Spin Echo su un piano
assiale con TG = 60, R1 = 10, R2 = 15.
TE = 10, 30, 50, 65, 80, 100, 120, 150, 200, 350, 500 ms.
In base all’equazione (7.4), l’andamento diMxy al variare del TE per la provetta contenente
solo soluzione fisiologia mostrata in Fig. (7.11), ha fornito:
T2 = 240± 20 ms con Rsquare = 0.994
Figura 7.11: Ricostruzione andamento della Magnetizzazione Longitudinale Mxy al variare del
tempo di eco TE per la provetta contenente soluzione fisiologica. Utilizzando una
sequenza Spin Echo su un piano coronale con TG = 100, R1 = 9, R2 = 14.
I risultati ottenuti mettono in evidenza che in presenza di due sostanze con tempi di ri-
lassamento T2 molto differenti tra loro, si ha la necessità di una calibrazione puntuale di
alcuni parametri dello scanner MR in uso come: TG (potenza trasmessa), R1 (guadagno
analogico) e R2 (guadagno digitale).
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Questa diversità tra le due sostanze è ancora più evidente nel momento in cui si costruisce
un plot normalizzato a partire dai risultati ottenuti nella ricostruzione dell’andamento di
Mxy al variare di TE , come mostrato in Fig. (7.12).
Figura 7.12: Plot normalizzato delle due sostanze in esame che presentano un tempo di
rilassamento spin-spin T2 diverso tra di loro.
Un successivo controllo per verificare l’andamento del tempo T2 della soluzione fisiolo-
gica è stato quello di riempire una intera provetta Falcon da 50 ml di soluzione fisio-
logica in modo da poter ricostruire l’andamento del vettore Mxy al variare del tempo
di eco TE . La sequenza di impulsi utilizzata sul piano assiale è la stessa di quella uti-
lizzata sul piano coronale, a differenza dei parametri: TG = 80, R1 = 9, R2 = 14 con
TE = 300, 500, 1000, 1200, 1300, 1500 ms. I risultati ottenuti, T2 = 230± 30 ms confermano
il valore del T2 della soluzione fisiologica ottenuta all’interno della provetta Eppendorf, co-
me mostrato in Fig. (7.13).
Considerato che i valori di T2 della soluzione fisiologica e soluzione contente i nanotubi
di carbonio con concentrazione pari a 10.63 µg/ml sono sensibilmente diversi; è possibile
pensare di utilizzare immagini pesate in T2 per visualizzare questi nuovi marcatori per
imaging MR.
Le mappe del tempo di rilassamento spin-reticolo T1 e del tempo di rilassamento spin-
spin T2 dei nanotubi al carbonio rientrano in uno studio preliminare di fattibilità, portato
avanti da diverse comunità scientifiche, nell’utilizzo di questa nuova tipologia di marca-
tori nell’imaging preclinico a campo ultra alto.
I risultati riportati in questo lavoro di tesi forniscono indicazioni favorevoli nell’appli-
cabilità dei nanotubi come nuovi mezzi di contrasto, uno step successivo sarà quello di
iniettare i nanotubi all’interno del corpo di piccoli animali in modo da poterne studiare la
loro localizzazione anatomica attraverso delle immagini MRI a campo ultra alto.
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Figura 7.13: Ricostruzione andamento della Magnetizzazione Longitudinale Mxy al variare del
tempo di eco TE per una provetta Falcon contenente solo soluzione fisiologica. Il
tempo T2 estratto è pari a 230±30 ms con Rsquare=0.987, coerente con il valore trovato
analizzando una provetta Eppendorf (T2 = 240± 20 ms).
7.4 Imaging preclinico in vivo
Un’ultima fase di caratterizzazione e valutazione del prototipo di Birdcage Low Pass co-
struito è stata l’acquisizione di immagini di un modello sperimentale in vivo rappresenta-
to da un topo di circa 20 gr, fornito dall’Istituto di Neuroscienze del CNR di Pisa.
Figura 7.14: Topo adultC57BL6J femmina da circa 22 gr anestetizzato e inserito all’interno di una
provetta Falcon.
Prima dell’inserimento del campione all’interno dello scanner MR, sono state eseguite del-
le misure sul banco al fine di caratterizzare la bobina alla frequenza di risonanza di 298.03
MHz e valutare il fattore di qualità Q mostrato in Fig. (7.15) in presenza del campione
specifico.
Inserito il modello sperimentale e collegata la bobina all’analizzatore di rete, i parametri S
alla frequenza di risonanza di 298.03 MHz presentano i seguenti valori:
S11 = −12.4 dB S12 = −10.5 dB S22 = −30.6 dB,
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(a) S11. (b) S22.
Figura 7.15: Parametri S in presenza del topo all’interno della Birdcage costruita: a) Frequen-
za di risonanza del primo canale= 298.5 MHz con un adattamento pari a −15 dB;
b)Frequenza di risonanza del secondo canale= 297.9 MHz con un adattamento pari a
−33 dB .
Mentre i fattori di qualità Qcarico, calcolati da Fig. (7.15) risultano pari a:
Qscarico Qcarico
S11 105 99
S22 99 90
Anche in questa fase di acquisizioni di immagini in vivo sono inseriti degli attenuatori da
−30 dB nei due canali del sistema di trasmissione dello scanner MR in uso.
(a) (b)
Figura 7.16: Posizionamento del piccolo animale all’interno del prototipo di Birdcage Low Pass
costruito in modo da poter eseguire dell’imaging preclinico a campo ultra alto.
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Le prime immagini acquisite in vivo, nonostante sia emersa la necessità di ottimizzazione
di protocolli di acquisizione adeguati per piccoli animali per uno scanner MR a 7 Tesla,
hanno fornito un buon contrasto e un buon rapporto segnale-rumore.
Le immagini anatomiche acquisite a livello del corpo del piccolo animale mostrate in Fig.
(7.17 e 7.18), presentano un buon contrasto e SNR, ma persistono alcuni problemi di sa-
turazione del segnale durante le acquisizioni a livello dell’encefalo visibili in Fig. (7.19),
sebbene siano identificabili le principali strutture anatomiche.
Per la Fig. (7.17) è stata utilizzata una sequenza Localizer con: TR = 5.8 ms, TE= 2.1 ms
Flip Angle = 30o, Larghezza di Banda = 31.3 kHz, FOV = 10× 10 cm2, Matrice = 256× 256,
Nex = 1, con dimensione del voxel sul piano assiale pari a: (390× 390) µm2.
In Fig. (7.18) e Fig. (7.19), la sequenza utilizzata è una Fast Spin Echo, indicata all’interno
del scanner GE in uso con FSEmastersilent/90 secondo i seguenti parametri: TR = 6 s,
TE= 78.7 ms, Larghezza di Banda = 31.3 kHz, Slice Tickness = 2 mm, Spacing = 1 mm, FOV
= 6 × 4.2 cm2, Matrice = 256 × 256, Nex = 8. In particolare, la dimensione del voxel sul
piano assiale è di (234× 234) µm2 e della durata di circa 8 minuti.
In Fig. (7.20) è stata utilizzata la stessa sequenza descritta in precedenza, però cambiando:
TE= 87.1 ms, FOV = 6× 3.5 cm2 e la Matrice = 512× 512. In questo caso la dimensione del
voxel sul piano assiale è di (117× 68) µm2 e la durata di circa 12 minuti.
Contrasto e risoluzione spaziale andranno ottimizzati a fronte della necessità della speri-
mentazione specifica.
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(a) (b)
Figura 7.17: Localizzazione del topo all’interno dello scanner MR a 7 Tesla. La sequenza utilizzata
è un Localizer con: TR = 5.8 ms, TE= 2.1 ms Flip Angle = 30o, Larghezza di Banda =
31.3 kHz, FOV = 10× 10 cm2, Matrice = 256× 256, Nex = 1, con dimensione del voxel
di (390× 390) µm2.
(a) Reni. (b) Polmoni.
Figura 7.18: Acquisizione di alcuni organi interni del piccolo animale. La sequenza utilizzata e
una FSE mastersilent/90 con: TR = 6 s, TE= 78.7 ms, Larghezza di Banda = 31.3 kHz,
Slice Tickness = 2 mm, Spacing = 1 mm, FOV = 6× 4.2 cm2, Matrice = 256× 256, Nex
= 8, e in particolare con dimensione del voxel di (234×164) µm2 e della durata di circa
8 minuti.
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(a) (b)
Figura 7.19: Immagini acquisite a livelli dell’encefalo con la stessa sequenza riporta nella figura
precedente, con dimensione del voxel di (234 × 164) µm2 e della durata di circa 8
minuti:
a) Fenomeni di saturazione in presenza dell’encefalo.
(a) (b)
Figura 7.20: Altre immagini acquisite a livelli dell’encefalo, con la stessa sequenza riportata in Fig.
(7.18), con dimensione del voxel di (117× 68) µm2 e della durata di circa 12 minuti.
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Capitolo 8
Conclusioni
Nel corso del presente lavoro di tesi è stata progettata, realizzata e validata una bobina
a radiofrequenza (RF) per lo studio di piccoli animali all’interno di uno scanner MR a 7
Tesla.
In particolare si tratta di una bobina di volume di tipo Birdcage in grado di rilevare il segna-
le del protone. La Birdcage garantisce in fase di trasmissione una distribuzione uniforme
del campo magnetico generato in ricezione un elevato valore del rapporto segnale rumore
SNR. Per la costruzione della struttura risonante di una Birdcage è stata utilizza una tecno-
logia di circuito stampato PCB che permette sia di miniaturizzare la bobina che di ottenere
una geometria con un’alta simmetria e accuratezza.
La tipologia di Birdcage costruita è una Low Pass, in cui i condensatori posti su ogni leg
non sono elementi circuitali concentrati saldati sulla struttura, ma sono ottenuti attraver-
so un’area di sovrapposizione tra le leg e gli end ring nella quale è presente del materiale
dielettrico. Questa scelta consente di minimizzare il numero di saldature di connessione
sul prototipo, e quindi di massimizzare il fattore di qualità Q.
Le misure sul banco di lavoro dei parametri S dei due canali di alimentazione della bobi-
na, indicano una buona qualità del prototipo costruito (Qunload = 105 e Qload = 99− 80 ).
Parallelamente alla costruzione del prototipo di bobina, la stessa è stata simulata attraver-
so metodi numerici full wave che hanno permesso di ottimizzare la geometria della Birdcage
e di conoscere le distribuzioni del campo magnetico sia in assenza che in presenza di un
carico. Le simulazioni inoltre consentono di ottenere dati non misurabili sullo scanner
quali per esempio la distribuzione del campo elettrico utile per stimare il SAR rilasciato al
soggetto durante l’esame MRI.
Una volta realizzato il prototipo e caratterizzato con le misure in laboratorio sono stati
effettuati dei test in campo magnetico. La bobina è stata interfacciata con lo scanner a 7
Tesla (950 MR scanner, GE Medical System, Milwaukee, WI) disponibile presso la Fondazio-
ne IMAGO7 (Pisa).
Tutte le verifiche effettuate sulle prestazioni della bobina hanno fornito dei risultati in
termini di SNR e omogeneità dell’immagine soddisfacenti rispetto a quanto previsto dai
protocolli internazionali.
È stata inoltre misurata la distribuzione del campo magnetico B+1 generato dalla bobina
all’interno di un campione la cui buona omogeneità è consistente con i dati ottenuti dalle
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simulazioni.
Il prototipo di Birdcage costruito è stato utilizzato per determinare i tempi di rilassamento
T1 e T2 di nuovi marcatori per imaging in risonanza magnetica basati sull’utilizzo di na-
notubi di carbonio.
Le prime immagini acquisite in vivo, nonostante sia emersa l’evidente necessità di ottimiz-
zazione di protocolli di acquisizione adeguati per piccoli animali per uno scanner MR a 7
Tesla, hanno fornito un buon contrasto e un buon rapporto segnale-rumore.
I valori di risoluzione spaziale ottenuti nelle prime immagini in vivo sono inferiori a (200×
200) µm2 nel piano (con un tempo di acquisizione pari a circa 12 minuti). Protocolli di
acquisizione dedicati potranno portare a un’ulteriore ottimizzazione delle prestazioni.
I risultati prodotti in questo lavoro rappresentano un punto di partenza molto importante
nella progettazione e sviluppo di prototipi di bobine per piccoli animali all’interno di uno
scanner MR a campo ultra alto.
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Appendice A
Strumentazione di un laboratorio a
Radio Frequenza
Le misure al banco di lavoro sono delle procedure per il controllo di qualità, veloci e poco
dispendiose, che permettono una valutazione delle prestazioni della bobina e di alterazio-
ni nella sensibilità. Il test ultimo di una nuova bobina rimane comunque l’esperimento in
uno scanner MRI.
La maggior parte delle misure che vengono effettuate in laboratorio RF hanno l’obiettivo
di stabilire la dipendenza della frequenza di risonanza in termini di potenza RF trasmessa
o riflessa dalla bobina quando è connessa ad un apparato di misura tramite una rete. Un
analizzatore di rete VNA è lo strumento più adatto per questo tipo di misure.
Parametri S
I parametri S sono misure elettriche eseguite attraverso un’analizzatore di rete VNA, che
permettono una valutazione quantitativa della qualità della bobina costruita.
Se si considera il circuito presente in Fig. (A.1 a), composto da un generatore, una resi-
stenza interna Z0 e da un’impedenza Z, la potenza dissipata nel carico (Z) è:
PL = ZI
2. (A.1)
La corrente I è data dal rapporto tra la forza elettromotrice , diviso la somma delle
resistenze:
I =

Z + Z0
. (A.2)
Combinando entrambe le equazioni scritte in precedenza otteniamo la potenza massima
dissipata dal carico:
PL =
Z2
(Z + Z0)2
Si ha un massimo se Z=Z0. (A.3)
Questo significa che: la potenza massima dissipata dal carico si ha quando l’impedenza
del carico è uguale all’impedenza del generatore (o del cavo coassiale). Possiamo quindi
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(a) (b)
Figura A.1: a) Schema del circuito per determinare i parametri S b) Schema potenze entranti e
quelle uscenti.
definire il coefficiente di riflessione:
Γ =
Z − Z0
Z + Z0
=
Vr
Vi
Ampiezza ONDA riflessa
Ampiezza ONDA incidente
. (A.4)
Con 0 ≤ Γ ≤ 1, si ha con Γ = 0 tutta la potenza viene dissipata dal carico con Γ = 1 tutta
la potenza viene riflessa. Γ puó essere anche espresso in dB.
ΓdB = 20log10
∣∣∣∣Z − Z0Z + Z0
∣∣∣∣ (A.5)
Uno strumento utilizzato in laboratorio per la misura dei parametri S è il VNA: Network
Analyser, dove si cerca di misurare la seguente matrice per determinare le potenze entranti
e/o le potenze uscenti Fig. (A.1 b):[
b1
b2
]
=
[
S12 S12
S21 S22
][
a1
a2
]
a1 =
V1 + Z0I1
2
√
Z0
a2 =
V2 − Z0I1
2
√
Z0
.
b1 =
V1 − Z0I1
2
√
Z0
b2 =
V2 + Z0I1
2
√
Z0
.
(A.6)
Queste equazioni possono essere invertite:
S11 =
b1
a1
|a2=0 S21 =
b2
a1
|a2=0.
S22 =
b2
a2
|a1=0 S12 =
b1
a2
|a1=0.
(A.7)
Sostituendo l’eq (A.7) nell’eq (A.6), si vede ad esempio che l’S11 è il coefficiente di rifles-
sione (eq. A.4):
S11 =
b1
a1
|a2=0 =
V1 − Z0I1
V1 + Z0I1
=
Z1 − Z0
Z1 + Z0
= Γ (A.8)
In assenza di elementi passivi (amplificatori e preamplificatori), solo in presenza di R, L,
C allora risulta S12 = S21.
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Analizzatore di rete
L’analizzatore vettoriale di reti (Vector Network Analyzer, VNA) è lo strumento fondamen-
tale del laboratorio di radiofrequenza, il modello utilizzato in questo lavoro è un Agilent
E5071C, dotato di 4 porte e capace di operare tra 9 KHz e 8.5 GHz.
Il VNA permette di visualizzare il risultato della misura in scala logaritmica o in scala
lineare, e permette di misurare sia ampiezze che fasi (questa caratteristica distingue ana-
lizzatori vettoriali o scalari). È possibile visualizzare l’output del VNA mediante la carta
di Smith.
La carta di Smith è fra i diagrammi più utilizzati nel risolvere i problemi delle linee di tra-
smissione. Indicando con : Z = R+ jX l’impedenza di un carico presenta su una linea di
trasmissione con Z0 l’impedenza caratteristica della linea, nella carta di Smith si considera
l’impedenza normalizzata z costituita da una resistenza normalizzata r = <z e da una
reattanza normalizzata x = =z
z = r + jx =
R
Z0
+ j
X
Z0
. (A.9)
Tenendo in considerazione il coefficiente di riflessione Γ riportato in (eq. A.4) e l’impe-
denza normalizzata z esiste una corrispondenza biunivoca, e quindi:{
Γ = z−1z+1 ,
z = z+Γz−Γ .
In base a queste ultime considerazioni la Carta di Smith, fornisce un semplice mezzo per
passare da valori d’impedenza normalizzata a valori di coefficiente di riflessione e vice-
versa.
La Carta di Smith si presenta come una mappa polare del coefficiente di riflessione, su cui
sono riportate curve a resistenze e a reattanza normalizzata costanti linearmente ai punti
che cadono all’interno del cerchio |Γ ≤ 1| (ovvero r ≤ 0). La figura (A.2) è una cosidetta
carta di Smith ZY, ovvero delle impedenze e delle ammettenze, è infatti la combinazione di
una carta delle ammettenze 1 (righe rosse) e dell’impedenze (righe verdi). L’origine della
carta di Smith è il punto d’impedenza normalizzata pari a 1.
Sia nella carta dell’impedenze che in quella delle ammettenze compaiono archi e cerchi. I
cerchi sono i percorsi a resistenza (cerchi verdi) o conduttanza (cerchi rossi) costante, gli
archi sono percorsi a suscettanza (archi rossi) o reattanza (archi verdi) costanti.
Pertanto, se partiamo da un determinato punto della carta, aggiungere una resistenza
equivale a spostarsi lungo un arco, aggiungere un induttanza o una capacità equivale a
spostarsi lungo un cerchio. Ai bordi della carta è possibile leggere il valore della parte
immaginaria dell’impedenza (la reattanza) al termine di ciascun arco, e lo stesso per le
1Si definisce in regime sinusoidale ammettenza l’inverso dell’impedenza definita come:
Y =
1
Z
= G+ jB
in cui la parte reale di Y prende il nome di CONDUTTANZA G = <Y , mentre la parte immaginaria prende
il nome di SUSCETTANZA B = =Y
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Figura A.2: Carta di Smith ZY.
ammettenze. Seguendo invece un cerchio fino all’asse delle ordinate si legge il valore del-
la componente reale.
La metà superiore della carta è la parte con impedenza positiva (INDUTTIVA) e la par-
te inferiore è quella con impedenza negativa (CAPACITIVA). Una risonanza pertanto è
rappresentata da un cerchio nella carta di Smith, e la frequenza associata al punto di inter-
sezione tra il cerchio e l’asse reale è la frequenza di risonanza. .
Facendo riferimento alla Fig. (A.3), quando si lavora sulla linea di trasmissione, se ci si
sposta verso il generatore, Γ ruota in senso orario, mentre se ci si sposta verso il carico, a
partire da un punto generico, si ha una rotazione in senso antiorario; in entrambi i casi un
giro completo sulla circonferenza di raggio |Γ(0)| corrisponde a percorre un tratto di linea
pari a λ/2.
Lungo la circonferenza piu esterna della Carta di Smith è riportata una scala calibrata in
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Figura A.3: Spostamento del coefficiente di riflessione sulla carta di Smith.
frazioni di lunghezza d’onda, in modo da poter individuare immediatamente la nuova
posizione del coefficiente di riflessione se si conosce l’entitá dello spostamento in termini
di λ.
Pick up loop
Sono semplici spire ottenute da un cavo coassiale semirigido in cui parte del conduttore
esterno è stato rimosso e il conduttore interno è saldato a formare una spira.
Si tratta di una sonda per il campo magnetico, che può essere utilizzata per stimolare un
circuito risonante in modo induttivo, misurando il coefficiente di riflessione. Di queste
semplici bobine ne occorrono diverse in laboratorio RF, con varie forme e dimensioni.
Non si richiede una particolare precisione in questo tipo di strumento, ma è buona norma
che, soprattutto ad alte frequenze, il cavo sia il più corto possibile per diminuire l’accop-
piamento con il campo elettrico. Una regola fondamentale è che l’auto-risonanza della
spira pick up debba essere maggiore della frequenza del campo da misurare. Infatti, a fre-
quenze maggiori, domina il comportamento auto-capacitivo della sonda che agisce quindi
come un condensatore invece che come un induttore, divenendo sensibile principalmente
al campo elettrico invece che a quello magnetico.
Materiale utilizzato
In questo lavoro di tesi è stato utilizzato anche un oscilloscopio della Tektronix modello
DPO 4104 con larghezza di banda fino a 1 GHz, per il posizionamento dei balun sul cavo
di trasmissione.
I condensatori non magnetici utilizzati per la costruzione del loop di matching in labo-
ratorio sono ATC (American Technical Ceramics) modello: 100 B e 800 B tolleranza ±5%,
mentre i trimmer impiegati sono: Voltronic Corporation modello NMA P12HV.
Si sono utilizzate due tipologia di cavi coassiali: cavi coassiali semirigidi non magnetici
della Aspen modello RG402 e RG405, mentre la seconda tipologia riguarda cavi coassiali
flessibili Times Microwave Systems modello LMR− 195.
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Figura A.4: Vari pick up loop utilizzate in laboratorio.
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Appendice B
Misura di permittività dielettrica del
CER 10
Il CER 10 è un laminato di ceramica organica prodotto da Taconic rinforzato con la pre-
senza di fibre di vetro. Il modello preso in esame in questo lavoro è CER 10 CH/CH. La
scheda tecnica riporta i seguenti dati: permittività elettrica ε = 9.50 ± 0.50, spessore del
dielettrico di 0.64mm rivestito su entrambi i lati con del rame da 35µm.
Per lo svolgimento delle misure di verifica della permittività dielettrica è stato utilizza-
to un apparato di spettroscopia dielettrica a banda larga: Novocontrol Alpha – A Analyser
(0.01mHz ÷ 20MHz) presente nei laboratori del Dipartimento di Fisica a Pisa, in collabo-
razione con il Dott. Elpidio Tombari dell’IPCF (Istituto Processi Chimico-Fisici) del CNR
di Pisa.
Uno schema illustrativo dello spettrometro è:
Figura B.1: Set-up sperimentale
L’operazione di base è quella di generare un’onda sinusoidale alla frequenza di interesse e
andare a misurare la tensione U(t) e la corrente I(t) di un campione posto tra due elettrodi
(superfici di un conduttore) .
U(t) = U0 cos(ωt). (B.1)
I(t) = I0 cos(ωt+ φ) = <(I∗exp(jωt)). (B.2)
questo consente di definire l’impedenza complessa nel seguente modo:
Z∗(ω) = Z
′
+ ıZ
′′
=
U0
I∗(ω)
. (B.3)
dove I∗(ω) è la trasformata di Fourier su n periodi della corrente I(t).
Lo spettrometro in questione, può essere utilizzato nello studio di diverse proprietà di un
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materiale ma la sua progettazione è stata pensata per la misura diretta della permittività
elettrica ε∗(ω) e conducibilità elettrica σ∗(ω) definite come:
ε∗(ω) = ε
′ − ıε′′ = −ı
ωZ∗(ω)
1
C0
,
σ∗(ω) = σ
′ − ıσ′′ = 1
Z∗(ω)
d
A
.
(B.4)
dove d e A, sono rispettivamente lo spessore e l’area del dielettrico in esame interposta fra
gli elettrodi, mentre C0 = ε0Ad è la capacità geometrica degli elettrodi.
La spettroscopia DRS (Dielettric Relaxation Spectroscopy), studia processi di conduzione e
polarizzazione elettrica all’interno di un materiale. L’ampiezza e l’energia di assorbimento
associata a questi processi dipende oltre dalle caratteristiche chimico-fisiche del materiale,
anche dalla temperatura e pressione alle quali sono studiate.
La maggior parte degli studi in DRS riguarda il processo di rilassamento molecolare, cau-
sato dal moto di dipoli o di intere molecole. Al diminuire della frequenza si verifica un
aumento delle perdite (ε
′′
), questo fornisce informazioni sul coefficiente di diffusione delle
cariche libere (ioni o elettroni).
Nel nostro caso, si considera un campione quadrato di CER 10 di spessore d nominale pari
a 0.64 mm, area A di 900 mm2 con entrambi i lati rivestiti con rame. Questi lati formano
due elettrodi con capacità geometrica C0 pari a 12.45 pF.
Un modo per poter studiare il rilassamento dielettrico e la conduzione elettrica di un cam-
pione di esame è quello di rappresentarlo attraverso un circuito equivalente composto da
elementi attivi R, L, C.
Figura B.2: Modello equiva-
lente.
Questo consente di rappresentare la permittività elettrica nel
seguente modo:
ε(ω) = ε∞ +
ε0 − ε∞
1 + ωτrc
− ı
ω0C0Rp
. (B.5)
dove (ε0 − ε∞) = Cs/C∞ e τrc = RsCs.
In Figura (B.3) è raffigurato l’andamento previsto di ε′(ω) e
ε′′(ω) vs logω, dove ε′(ω) decresce all’aumentare della fre-
quenza, ε′′(ω) fornisce informazioni sulla funzione di corre-
lazione temporale associata al moto dei dipoli; presenta un picco in corrispondenza di
ωτrc = 1 e l’area sottesa è direttamente collegata all’ampiezza della dispersione dielettrica
(ε0 − ε∞).
Una verifica fatta in laboratorio è stata quella di analizzare l’andamento della permittività
dielettrica in funzione della temperatura. Oltre ad acquisizioni a temperatura ambiente,
sono state eseguite acquisizioni a 50 oC e a −20 oC .
La rappresentazione dei dati ottenuti in laboratorio è riporta in Fig. (B.4).
(1) In Figura (B.4) si evidenza che nell’intervallo di frequenza delle misure si osservano
contributi di trasporto di carica alla basse frequenze (ν < 10 kHz) sia per ε′ che ε′′.
Il comportamento della ε′ Fig (B.4 a), che aumenta al diminuire della frequenza è
tipico dei meccanismi di ”hopping” nel trasporto di carica all’interno del materiale.
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Figura B.3: Andamento teorico di ε′ e ε′′ -vs- logω
(a) (b)
Figura B.4: a) Andamento dei dati sperimentali di ε′ in funzione della frequenza per tre diverse
temperature b) Corrispondente andamento dei dati sperimentali di ε′′ .
La permeabilità dielettrica ε′ riesente di questi contributi fino a 1 MHz.
Al variare della temperatura, nelle curve ε′′ Fig. (B.4 b) si osserva uno spostamento
orizzontale verso destra di circa una decade per T=50 oC e di quasi due decadi verso
sinistra per T= −20 oC. Questo significa che il cambio di temperatura è equivalente
ad un cambiamento di scala temporale con cui risponde il trasporto di carica.
Nel range di frequenza di 1 − 10 MHz il valore della permittività dielettrica è dovuto
al contributo elettronico ed eventualmente a quello dipolare. Quest’ultimo sembra pres-
soché trascurabile, visto che le perdite dielettriche residue (rappresentate da ε′′), tolto il
contributo di conducibilità, scendo a circa 10−2.
La permettività risultante ε′ è dell’ordine di 10 e risente in maniera molto meno intensa
delle variazioni di temperatura: si verifica una diminuzione dell’1% per T da 23 oC a
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T=50 oC, mentre per T da 23 oC a −20 oC aumenta del 3%.
In considerazione del fatto che la frequenza di risonanza di interesse per nuclei di H1 in
uno scanner MRI a 7 Tesla è di circa 300MHz, si è cercato di estrapolare attraverso una
successiva analisi, il valore di ε
′
e ε
′′
a tale frequenza.
I dati ottenuti sono riportati in Figura (B.5).
(2) Dalla dipendenza della permettività dielettrica misurata a varie temperature è stata
tentata una estrapolazione dei dati misurati a 23 oC per ricavare il valore di ε′ a 300
MHz. Tale estrapolazione è stata fatta in base a trasformazioni tempo-temperatura
dei dati dielettrici misurati a −20 oC. Questi ultimi sono stati sovrapposti a quelli
misurati a 23 oC scalandoli in ampiezza con fattore pari a 0.97 e applicando un
fattore pari a 160 alla scala delle frequenze (shift orizzontale di Log(f) verso de-
stra di 2, 2 decadi). La contemporanea sovrapposizione di ε′ e ε′′ mette in evidenza
l’equivalenza tempo-temperatura applicata per la sovrapposizione dei dati.
Dal processo di estrapolazione risulta che ε′mis a 300 MHz è stimato valere 9, 87 ± 0, 01,
mentre ε′′mis è stimato valere 10
−2 ± 10−3 .
Dal confronto tra il valore di permittività estratto e quello riportato sul data sheet del
materiale risulta che questi ultimi siano coerenti con quelli misurati in laboratorio con
maggior dettaglio fino a 10 MHz.
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Figura B.5: Estrapolazione di ε′ e ε′′ alla frequenza di applicazione del materiale di 300 MHz. Da
questa operazione risulta che ε′ = 9, 87± 0, 01.
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Appendice C
FEM: Metodo degli Elementi Finiti
La simulazione full-wave delle bobine RF per sistemi MRI è necessaria specialmente se
si considera il trend degli ultimi anni, che mira a realizzare scanner MR ad ultra-campo
statico per ottenere immagini ad elevata risoluzione.
Il FEM è un metodo numerico di predizione di campi elettromagnetici che consente di tra-
sformare un problema differenziale con condizioni al contorno in un problema matriciale
algebrico fornendo una soluzione delle equazioni di Maxwell nel dominio della frequenza
[35]. Partendo dalle equazioni ai rotori nel caso di assenza di perdite:{
∇∧ ~E = −jωµ ~H,
∇∧ ~H = jωε ~E + σ ~E + ~J0.
(C.1)
Dalla prima di C.1 si ottiene:
~H =
1
ωµ
∇∧ ~E. (C.2)
e attraverso opportune sostituzioni si ottiene l’equazione d’onda di tipo forte 1:
−ω2ε ~E + jωσ ~E + 1
µ
∇× (∇× ~E) = −jω ~J0. (C.3)
I termini assegnati sono: la densità di corrente ~J0, la conducibilità σ, la permeabilità ma-
gnetica µ, la permittività elettrica ε e la frequenza angolare ω. Mentre si vogliono determi-
nare il campo magnetico ~H ed il campo elettrico ~E.
L’ equazione (C.3) diventa l’equazione differenziale da risolvere con delle opportune con-
dizioni al contorno. Il passo successivo è quello di definire un dominio di indagine che
può essere un volume (caso tridimensionale) o una superficie (caso bidimensionale).
Il dominio d’indagine viene scomposto in sottodomini (o elementi finiti) sui quali è pos-
sibile definire i valori incogniti del campo che può essere assunto dal campo ai nodi degli
elementi o anche agli spigoli.
Con il metodo FEM il dominio di indagine deve essere prima discretizzato mediante delle
mesh che prevedono l’utilizzo di elementi finiti (o primitive) di semplice forma. A questo
scopo è necessario scegliere il tipo di elemento da utilizzare, siano essi elementi triangolari
o quadrangolari nel caso 2D, tetraedri o parallelepipedi nel caso 3D.
1La condizione vale in maniera puntuale.
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Si passa da un problema disomogeneo nella globalità della geometria, ad una serie di pro-
blemi omogenei relativamente ad ogni sottodominio.
La mesh risultante verrà costruita in maniera tale che le proprietà dielettriche e magneti-
che siano uniformi su ogni elemento. Questa fase è solitamente realizzata automaticamen-
te da programmi di calcolo (fase di Preprocessing) che forniscono anche una numerazione
dei nodi e degli elementi.
Il campo elettrico (o magnetico) viene sviluppato su ogni elemento utilizzando delle fun-
zioni base, la cui utilità è quella di caratterizzare il campo in qualsiasi punto del dominio
di indagine.
La scelta delle funzioni base è molto importante ai fini dei risultati. Si possono utilizzare
funzioni di base di tipo nodale in modo che si assuma un valore unitario sul nodo su cui
sono definite e nullo sugli altri appartenenti allo stesso sottodominio.
Figura C.1: Scomposizione di un campo generico in prossimità di un’interfaccia
La scelta delle funzioni nodali non è ottimale per problemi di elettromagnetismo. Osser-
vando la Fig. (C.1), il campo generico dovrebbe essere scomposto nelle tre componenti e
all’interfaccia tra due mezzi di caratteristiche diverse bisogna imporre una continuità del-
le componenti tangenziali con un ulteriore insieme di equazioni.
Tuttavia, l’utilizzo di funzioni di base di tipo edge-based, che interpolano il campo inco-
gnito lungo gli spigoli degli elementi anzichè ai nodi risulta ottimale. Queste funzioni
assumono valore unitario del campo su uno spigolo e nullo sugli altri, complessivamente,
gli elementi non nulli son quasi tutti vicini alla diagonale, e quindi la memorizzazione può
essere fatta in forma ridotta e l’onere computazionale cresce linearmente con il numero di
incognite.
Le funzioni edge-based riescono a garantire automaticamente la continuità delle compo-
nenti tangenziali di campo in prossimità di eventuali interfacce tra materiali diversi, senza
dover imporre un ulteriori equazioni.
Nel nostro caso, considerato un elemento tetraedrico, si definisce una funzione di tipo vet-
toriale che assume valore unitario su uno spigolo di riferimento dell’elemento e decresce
linearmente, fino ad azzerarsi verso quello opposto mantenendo orientazione parallela al-
lo spigolo o su tutta la superficie.
È importante che per una corretta interpolazione dei campi, i sotto-domini devono avere
una dimensione caratteristica dell’ordine di λ/10 dove λ rappresenta la lunghezza d’onda
alla frequenza di lavoro. Il problema principale si concentra sulla possibilità di risalire, a
partire da un problema disomogeneo nella globalità della geometria, ad una serie di pro-
blemi omogenei relativamente ad ogni sottodominio.
Definiti i sottodomini il problema è discretizzato per cui può essere espresso in forma
matriciale, l’inversione della matrice è l’onere computazionale maggiore.Inoltre, bisogna
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considerare che la matrice risultante è una matrice molto sparsa ossia con pochi valori di-
versi da zero per riga: alla costruzione dei vari termini contribuiscono solo gli elementi
adiacenti. Esistono delle tecniche di memorizzazione delle matrici che evitano l’uso di
memoria da parte dell’elaboratore dove non necessario.
HFSS
HFSS è un software commerciale per l’analisi di strutture complesse di forma arbitraria
che fornisce vari soluzioni 3D per strutture elettromagnetiche ad alta frequenza. Imple-
menta un metodo FEM per la risoluzione delle equazioni di Maxwell nel dominio della
frequenza e presente degli ottimi tempi di simulazione.
In base a delle specifiche condizioni al contorno HFSS approssima il cavo coassiale su di
una superficie planare interpretando una lumped port come una guida d’onda semi-infinita,
sulla quale esegue il calcolo dei campi e quindi delle correnti.
Dal punto di vista dell’accuratezza dei risultati il metodo FEM permette una descrizio-
ne molto accurata del problema di interazione elettromagnetica in quanto è basato sulla
scomposizione del volume di interesse in celle elementari.
HFSS consente di assegnare ad una certa regione una certo valore di capacità, questo per-
mette di eseguire delle simulazioni parametriche2 sia in condizioni di bobina con carico
che in assenza di carico, al fine di valutare le variazioni dei campi elettromagnetici indotte
in presenza di un fantoccio.
2Parametriche: cambiando ad ogni iterazione il corrispondente valore di capacità.
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Appendice D
Metodi di mappatura di campo B+1
Per quanto esposto nel capitolo 2 il segnale MRI è in funzione della componente trasver-
sale di un campo polarizzato circolarmente
−→
B1 che ruota nella stessa direzione del vettore
magnetizzazione
−→
M .
È possibile esprimere il campo
−→
B1 nel piano trasversale nel seguente modo:
−→
B1(t) = 2B
e
1(t) cos(ωRF t)x̂
′, (D.1)
dove Be1(t) è l’inviluppo dell’impulso a radiofrequenza inviato. Il campo
−→
B1 che oscilla
solo lungo una direzione, può essere scomposto in due componenti contro-rotanti:
−→
B1(t) =
−→
B+1 (t) +
−→
B−1 (t), (D.2)
dove −→
B+1 (t) = B
e
1(t){cos(ωRF t)x̂′ + sin(ωRF t)ŷ′}, (D.3)
e −→
B−1 (t) = B
e
1(t){cos(ωRF t)x̂′ − sin(ωRF t)ŷ′}, (D.4)
Utilizzando la notazione complessa possiamo esprimere il B1 nel seguente modo:
−→
B1 =
−−→
B1x + ı
−−→
B1y. (D.5)
questo consente di esprimere l’eq. (D.3) e l’eq. (D.4) nel seguente modo:
B+1 (t) = B
e
1(t)e
ıωRF t. (D.6)
e
B−1 (t) = B
e
1(t)e
−ıωRF t. (D.7)
Nel sistema di riferimento rotante la componente B+1 risulta essere stazionaria, mentre la
componente B−1 ruota in verso negativo rispetto all’asse z con una velocità pari a 2ωRF e
il suo effetto è trascurabile poiché molto lontano dalla condizione di risonanza.
Se la distribuzione del B+1 , all’interno del campione non è uniforme, l’immagine presen-
terà degli artefatti di non omogeneità. La dipendenza di questo tipo di artefatti dal campo
trasmesso non è lineare, ma è dovuta al tipo di sequenza d’impulsi utilizzata per acquisire
l’immagine.
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In uno scanner di risonanza magnetica le mappe del campo B+1 sono utilizzate per ave-
re informazioni sulla distribuzione del campo a radiofrequenza trasmesso all’interno del
campione, in modo da correggere eventuali disomegeneità di campo. Le due principali
sorgenti di inaccuratezza del campo B1 sono:
1. Errori di calibrazione del flip angle durante la fase di pre-scanning;
2. Non perfetta uniformità del campo generato dalla bobina trasmittente dovuto a per-
turbazioni di permittività elettrica εr e conducibilità σ che si generano all’interno del
campione in esame.
Un metodo per costruire le mappe B+1 deve essere idealmente accurato, preciso e avere
un breve tempo di scansione, inoltre essere indipendente dal tempo di rilassamento T1
e dal profilo della fetta selezionata. Un modo per soddisfare queste richieste è quello di
misurare il flip angle θ indotto dal campo B+1 al vettore magnetizzazione applicando un
impulso RF per un tempo τ :
θ = γB+1 τ. (D.8)
Esistono diversi metodi di mappatura del B+1 , quelli implementati in questo lavoro sono
il metodo del doppio angolo DAM e il metodo di Bloch Siegert BS.
Metodo DAM (Double Angle Method: metodo del doppio angolo):
rappresenta un metodo semplice e chiaro di mappatura che utilizza una sequenza Gra-
dient Echo GRE, acquisendo due immagini con due flip angle diversi θ e 2θ il campo B+1 è
ottenuto dal rapporto delle ampiezze dei segnali ottenuti.
Il metodo del doppio angolo determina le mappe del flip angle, attraverso le quali in ma-
niera indiretta è possibile ottenere informazioni sul campo B+1 . Si acquisiscono due im-
magini: I1 con flip angle θ1 e I2 con flip angle θ2 = 2θ1 mantenendo costanti tutti gli altri
parametri che caratterizzano una GRE.
Il rapporto di ampiezza tra le due immagini, per ciascun voxel è definito:
I2(r)
I1(r)
=
sinθ2(r)f2(T1, TR)
sinθ1(r)f1(T1, TR)
. (D.9)
dove r rappresenta la posizione spaziale, mentre θ1 e θ2 gli angoli che si ottengono varian-
do spazialmente il campoB+1 . Se si trascurano gli effetti dovuti ai tempi di rilassamento T1
e T2, scegliendo rispettivamente un TE corto e un TR lungo, è possibile definire il flip-angle
del vettore magnetizzazione in termini spaziali nel seguente modo:
θ(r) = cos−1
(∣∣∣∣ I2(r)2I1(r)
∣∣∣∣) . (D.10)
Un modo per eliminare la dipendenza dal tempo di rilassamento T1 è quello di utilizzare
dei tempi di ripetizione TR lunghi (TR ≥ 5T1), in modo che f1(T1, TR) = f2(T1, TR) = 1.
Questa scelta però rappresenta uno svantaggio per questo tipo metodo poichè aumenta il
tempo necessario per ottenere una immagine.
Utilizzando le equazioni (D.8) e (D.10) il campo B1 generato dalla bobina è dato da:
B1 =
1
γτ
cos−1
(∣∣∣∣ I2(r)2I1(r)
∣∣∣∣) . (D.11)
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Metodo BSS (Bloch Siegert Shift):
metodo di mappatura del campoB+1 che utilizza impulsi fuori risonanza (di qualche KHz)
per generare uno sfasamento proporzionale al B1. Facendo riferimento a quanto riportato
nel paragrafo (1.3.1) conosciamo l’equazione:
d ~M
dt
= γ ~M × ~B. (D.12)
dove il campo ~B è generico è puo dipendere dal tempo. Considerando il caso in cui si ha
un campo magnetico statico ~B0 = B0zˆ, ed un campo magnetico oscillante ~B1 perpendico-
lare a ~B0 definiamo:
~B = B0zˆ +B1(cosωRF txˆ+ sinωRF tyˆ). (D.13)
Nel sistema di riferimento rotante alla frequenza Ω = ωRF abbiamo:
d ~M
dt
= γ ~M ∧ −−→Beff . (D.14)
dove
−−→
Beff =
(
B0 − ωRF
γ
)
zˆ +B1xˆ′. (D.15)
ponendo Ω = ωRF = γB0
d ~M
dt
= γB1 ~M × xˆ′. (D.16)
Supponendo, di eccitare gli spin a una frequenza diversa rispetto a quella di Larmor Ω =
ωRF = γB0 + ∆ω, con ∆ω nel range degli KHz, il campo efficace (eq. D.15) può essere
espresso:
−−→
Beff =
(
−∆ω
γ
)
zˆ +B1xˆ′. (D.17)
ovvero compare una componente lungo z di intensitá proporzionale a ∆ω. Significa che
gli spin presentano un moto di precessione a una frequenza leggermente diversa da quella
di Larmor attorno all’asse dato dal campo
−−→
Beff . Questa nuova frequenza di precessione è
definita:
ωBS =
(γB1)
2
2ωRF
. (D.18)
sotto l’ipotesi che ωRF  γB1.
L’accumulo di fase per un impulso di durata T è:
θBS =
∫ T
0
ωRF (t)dt =
∫ T
0
(γB1(t))
2
2ωRF
dt. (D.19)
Esprimendo l’impulso a radiofrequenza generato dal campo comeB1 = B1max ∗B1norm(t)
la forma dell’impulso dalla sua ampiezza:
θBS =
∫ T
0
(γB1)
2
2ωRF
dt = B21max
∫ T
0
(γB1norm(t))
2
2ωRF
, (D.20)
da cui infine:
θBS = KB
2
1max. (D.21)
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dove K è una costante che descrive lo spostamento in fase (radianti/gauss2) per una de-
terminato impulso a radiofrequenza. Acquisendo due scansioni, una con ∆ω positivo e
una con ∆ω negativo e osservando la differenza di fase si trova il campo:
B1 =
√
∆θBS
2K
. (D.22)
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Appendice E
Lista degli Acronimi
BSS : Block Siegert Shift.
CSF : Cerebro Spinal Fluid.
DAM : Double Method Shift.
FEM : Finite Elements Method.
FID : Free Induction Decay.
FOV : Field of View.
GE : General Electrics.
HFSS : High Frequency Structrural Simulation.
HP : High Pass.
IR : Inversion Recovery.
LP : Low Pass.
MRI : Magnetic Resonance Imaging.
NMR : Nuclear Magnetic Resonance.
PCB : Printed Circuit Board.
RF : Radio Frequenza.
ROI : Region of interest.
SAR : Specific Absorption Rate.
SNR : Signal to Noise Ratio.
TE : Tempo di Eco.
TI : Tempo di Inversione.
TR : Tempo di Ripetizione.
VNA : Vector Network Analyzer.
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