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Executive Summary 
 In automated test assembly (ATA), 0-1 linear programming (0-1 LP) methods are 
applied to select questions (items) from an item bank to assemble an optimal test. The 
objective in this 0-1 LP optimization problem is to assemble a test that measures, in as 
precise a way as possible, the ability of candidates. Item response theory (IRT) is 
commonly applied to model the relationship between the responses of candidates and 
their ability level. Parameters that describe the characteristics of each item, such as 
difficulty level and the extent to which an item differentiates between more and less able 
test takers (discrimination) are estimated in the application of the IRT model. 
Unfortunately, since all parameters in IRT models have to be estimated, they do have a 
level of uncertainty to them. Some of the other parameters in the test assembly model, 
such as average response times, have been estimated with uncertainty as well. General 
0-1 LP methods do not take this uncertainty into account, and overestimate the 
predicted level of measurement precision. In this paper, alternative robust optimization 
methods are applied. It is demonstrated how the Bertsimas and Sim method can be 
applied to take this uncertainty into account in ATA. The impact of applying this method 
is illustrated in two numerical examples. Implications are discussed, and some 
directions for future research are presented. 
Introduction 
In education, standardized testing is one of the most important ways to obtain valid 
information about the ability of students. All candidates answer the same set of items, 
and based on their responses, they are graded. In this way, standardized testing 
provides a common yardstick against which to measure their performance. Differences 
in grades represent differences in ability, and standardized testing programs enable 
teachers and parents—but also organizations and politicians—to compare the ability of 
individuals and groups of students, irrespective of the school they went to, their 
background, or the specific program in which they participated. 
One example of such a standardized test is the Law School Admission Test (LSAT). 
Many law schools in the United States and Canada require prospective students to 
complete this test, and it is used as one of several sources of information in the 
admission process. The LSAT is administered four times a year, and it has been 
administered for more than 30 years in its current form. For every test administration, a 
new test form is assembled (Armstrong, Belov, & Weissman, 2005). For reasons of 
fairness, grades from different test forms have to be comparable; that is, they have to 
be on the same scale. Therefore, much effort is put into the process of making sure that 
different test forms measure the same abilities and that the grades resulting from one 
test form are comparable to those resulting from earlier ones. 
Items for these standardized tests are written on a continuous basis. New items are 
tested carefully to determine their quality. When they meet the standards, they are 
added to the item pool. This item pool is a database into which all the characteristics of 
the items are stored. To make different versions of a test comparable, a set of 
specifications has been formulated that precisely describes both psychometric 
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properties (e.g., difficulty of the test) and other properties (e.g., distribution of item 
types, word count, answer key distribution, other characteristics of the test). In 
automated test assembly (ATA), a collection of items is selected that is optimal in some 
sense and meets a set of constraints representing the test specifications. This item 
selection problem has the structure of a combinatorial optimization problem where 0-1 
variables are used to model the inclusion of items in a test. Various objective functions 
can be used in ATA. For an overview, see for example, van der Linden (2005, Chap 3). 
The goal of the testing will determine the kind of objective that is applied. For tests that 
result in a pass/fail decision, the measurement precision has to be maximized around 
the cutoff point. For a broad ability measurement, however, the measurement precision 
has to reflect the population density. In standardized testing programs, the objective 
might be to minimize the deviation from the standard, to guarantee comparability over 
time. 
To model the relationship between the observed response of candidates and the 
underlying ability or proficiency levels we would like to measure, item response theory 
(IRT) is generally applied. 
Item Response Theory 
IRT provides a wide range of models that relate the ability of the candidate and the 
parameters of an item to the probability of a correct response to the item. When an item 
is dichotomously scored (answered either correctly or incorrectly), the probability ( )i jP  
that a candidate with ability  j  will provide a correct answer to item i can be modeled 
as: 
         





  

( )
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i j i
a b
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         (1) 
where ic  is a pseudo-guessing parameter that accounts for the fact that even 
candidates with a very low ability level have a probability of providing a correct answer. 
For example, in many standardized tests, multiple-choice items are used, and based on 
chance alone, every candidate has a probability equal to one divided by the number of 
alternatives to answer an item correctly. The difficulty of the item is denoted by ib  and 
the discrimination of an item by .ia  For an illustration of this model, see Figure 1A.  
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FIGURE 1A. 3PLM item characteristic curve for item parameters   ( 1.4,    0,    0.2)i i ia b c  
The IRT model in (1) is commonly referred to as the three-parameter logistic model 
(3PLM). Many other IRT models have been developed. For an overview of these 
models, see Lord (1980); see also van der Linden and Hambleton (1997). The objective 
of testing is to measure  j  as precisely as possible. However, we cannot observe  j  
directly; we just observe the response patterns  1 2{ , ,..., },j j j nju u u u  where {0,1}iju
denotes whether item i is answered correctly ( 1)iju  or incorrectly ( 0)iju  by candidate 
j. By maximizing the likelihood 
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an estimate of the ability  j  can be obtained. For details on this process, see 
Hambleton, Swaminathan, and Rogers (1991). To measure the ability as precisely as 
possible, the variance of this estimate has to be minimized. One of the main advantages 
of IRT is that the resulting ability estimates do not depend on the items that were 
answered, and therefore scores resulting from different tests can be put on a common 
scale. 
Unfortunately, the variance of the ability estimate is a nonlinear function of the items; 
therefore it is often more convenient in ATA to use the Fisher information measure (van 
der Linden, 2005). The Fisher information measure is defined as: 
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Fisher information does have some favorable properties. First, it is asymptotically equal 
to the inverse of the variance of the ability estimate. In other words, measuring the 
ability of the candidates as precisely as possible also comes down to maximizing the 
Fisher information in the test. Second, the Fisher information in the test is equal to the 
sum of the Fisher information of the individual items in the test: 
             


1
( ).
n
i
i
I I            (4) 
Finally, expressions for the item information functions ( )iI  can be easily derived within 
the framework of IRT. For the 3PLM, the item information function looks like: 
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This expression might look rather complicated, but it is just a function of the ability 
parameter   that depends on item parameters ,  ,i ia b  and .ic  For a graphical 
representation, see Figure 1B. 
 
 
FIGURE 1B. Item information function for an item with parameters   ( 1.4,  0,  0.2)i i ia b c  
As a consequence, assembling a test that measures the ability of candidates as 
precisely as possible given a set of specifications on the attributes of the test can be 
formulated as a problem of maximizing a linear function subject to a number of 
constraints. Theunissen (1985), Adema, Boekkooi-Timminga, & van der Linden (1991), 
and van der Linden (1998) were among the first to approach test assembly from this 
angle and to formulate the test assembly problem as a 0-1 linear programming (0-1 LP) 
problem. Nowadays, many test agencies are applying 0-1 LP to assemble their 
standardized tests. 
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Uncertainty in Test Assembly 
When 0-1 LP models are applied, all parameters in the model are assumed to be 
fixed and known. For many parameters in a test assembly model, this assumption will 
hold. For example, content classification, item type, word count, answer key, and test 
length are all fixed and known. But for some of the other parameters, such as the item 
parameters ,  ,i ia b  and ,ic  this assumption cannot be made. These parameters have 
been estimated during pretesting of the items. In pretesting, items are generally 
presented to a relatively small group of respondents that is assumed to represent the 
real candidates. Based on their responses, an initial estimate of the item parameters is 
made. The uncertainty in the parameters is normally distributed, and both the 
parameters and their uncertainties are stored in the item bank. For example, the real 
data example in this paper uses an item bank of 306 items. The discrimination 
parameters of these items and their standard errors of estimation are shown in Figure 2.  
 
 
FIGURE 2. Item discrimination parameter and their standard errors of estimation for the Example 2 LR 
item bank 
In Figure 2, it can be seen that more discriminating items (i.e., those with higher  
a-parameters) generally have higher standard errors or estimation, which indicates that 
these parameters have been estimated with more uncertainty. 
Until now, uncertainty in the parameters has been mainly neglected in modeling test 
assembly problems, even though test agencies are aware of it. In some testing 
agencies, all constraints that have uncertainty in the parameters are checked carefully 
for the resulting test form, to make sure that some variation in these attributes will not 
violate the bounds. If the solution is too close to the bounds, it is not accepted and a 
different test form is assembled. Other agencies deal with this uncertainty by seeing 
constraints as desired properties instead of hard specifications that have to be met. 
When this strategy is applied, uncertainty in some attributes of the test is accepted. 
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Unfortunately, these ways of dealing with the problem might result in suboptimal 
solutions, or the problem might even become infeasible (Huitzing, Veldkamp, & 
Verschoor, 2005). Errors due to uncertainty might have significant effects on the 
solution of the test assembly problems (Veldkamp, Matteucci, & de Jong, 2012). When, 
for example, item information is maximized, items with high discrimination parameters 
ia  tend to be selected, since they contribute most (see also Equation (5)). In other 
words, test assembly capitalizes on positive estimation errors. The purpose of this 
paper is to propose an alternative solution and to formulate a robust optimization model 
for ATA. First, the test assembly problem is formulated as a 0-1 LP model. After that, a 
robust alternative is presented. 
0-1 LP Model for Automated Test Assembly 
 Van der Linden (2005) provides a general framework for 0-1 LP models for test 
assembly. This framework distinguishes among categorical, quantitative, and logical 
constraints. Categorical constraints can be used to model how many items belonging to 
a category, or subset of items, can be selected for the test. Quantitative constraints 
impose bounds on numerical attributes of the test (e.g., word counts, time limits). 
Specifications related to item difficulty or other psychometric attributes can also be 
formulated as quantitative constraints. Logical constraints have to do with relationships 
between items. These relationships could either be exclusionary or inclusionary. For 
example, some items might exclude each other because they contain clues to each 
other. These items are often referred to as enemies, and a logical constraint might be 
added to the model that allows only one item to be selected from this enemy set. An 
example of inclusion would be items with a common stimulus, as is found in many 
standardized tests. This common stimulus could be a text, a music or video fragment, or 
a graph. When a common stimulus is included in the test, a minimum number of items 
about this stimulus must be selected.  
 Let us introduce some notation first: 
Variables 
ix    Whether item i is selected for the test 
sz    Whether stimulus s is selected for the test 
Parameters 
K    Number of points at which to evaluate the information function 
I    Number of items in the pool 
S    Number of stimuli in the pool 
i    Index for items 
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s    Index for stimuli 
kw    Weighting factor 
( )i kI   Amount of information item i provides at ability level k  
n    Test length 
m    Number of stimuli in the test 
cV    Subset of items belonging to category c 
cb    Bound on number of items to be selected for category c 
iq    Amount item i contributes to constraint q 
qb    Bound for constraint q 
lV    Subset of items affected by logical constraint l 
ln    Bound on number of items to be selected for constraint l 
sC
V    Subset of stimuli belonging to category sC  
sC
b    Bound on number of stimuli to be selected for category sC  
sq    Amount stimulus s contributes to constraint sQ  at stimulus level 
sQ
b    Bound for constraint sQ at stimulus level 
sL
V    Subset of stimuli affected by constraint sL  
sL
n    Bound on number of stimuli to be selected for constraint sL  
sV    Subset of items belonging to stimulus s 
l
sb  Lower bound for the number of items to be selected for stimulus s, when s 
is selected 
u
sb  Upper bound for the number of items to be selected for stimulus s, when s 
is selected 
Following van der Linden (2005), a 0-1 LP model for test assembly can be formulated 
as 
          



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           {0,1} 1,..., ,sz s S              (16) 
 
  {0,1} 1,..., .ix i I  (17) 
 
The weighted amount of information in the test is maximized in (6). Please note that 
instead of maximizing the information function for all    , , it is maximized for a 
discrete number of  -values, to make the problem tractable. This Maximin model was 
first presented by van der Linden & Boekkooi-Timminga (1989). Other formulations of 
the objective function have been proposed in van der Linden (2005, Chap. 3). A 
weighting factor is added to put the amounts of information for various values of k  on 
the same scale. The length of the test is defined in (7). The number of stimuli in the test 
is defined in (8). At stimulus level, categorical constraints are imposed in (9), 
quantitative constraints in (10), and logical constraints in (11). At item level, categorical 
constraints are imposed in (12), quantitative constraints in (13), and logical constraints 
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in (14). In (15), a lower bound lsb  and an upper bound 
u
sb  are imposed on the number of 
items selected for stimulus s as soon as the stimulus itself is selected for the test 
( 1)sz . The decision variables sz  denoting whether a stimulus is in the test ( 1)sz  or 
not in the test ( 0)sz  are defined in (16). Finally, the decision variables ix  denoting 
whether an item is in the test ( 1)ix  or not in the test ( 0)ix  are defined in (17). 
Uncertainty might occur in the constraints but will definitely play a role in the 
objective function, since the item information function depends on uncertainties in the 
item parameter estimates. As a result, the information provided with the test will vary, as 
will the precision of measuring the ability of the candidates. This might have serious 
consequences for the validity of the test scores. In this paper, we will apply robust 
optimization models to make the solution immune to these uncertainties, or at least 
provide insight into the consequences of such uncertainties. 
Robust Optimization 
Alvarez and Vera (2011) summed up various strategies that have been proposed for 
dealing with optimization problems that have uncertain parameters. First, uncertain 
parameters could be replaced by their mean value. This strategy is commonly applied in 
ATA, where parameters are fixed at their estimated values instead of being considered 
as random variables that have uncertainty in them. This strategy might work when 
uncertainties in various parameters cancel out each other. Unfortunately, however, this 
does not happen when information in the test is maximized, where positive errors in the 
discrimination parameters increase the probability that the item will be selected for the 
test. Second, a number of different scenarios could be compared in terms of the 
uncertainties in the parameters. For problems with uncertainty in many of the 
parameters, this might be problematic because of the large number of scenarios that 
would need to be taken into account. One could also perform sensitivity analyses to 
check whether small variations in the parameters would have a small impact on the 
solution. Or one might apply stochastic programming, where different solutions are 
balanced by their probability of occurrence. Bertsimas and Sim (2003), however, argue 
that the size of the optimization model would become too large to handle. Recently, 
robust optimization methods have been proposed that have been successfully applied 
to various problems. 
Robust Formulation of Test Assembly Problems 
In test assembly problems, uncertainty might play a role on two different levels: first 
in the objective function as a result of uncertainties in estimates of the IRT parameters; 
and second in the quantitative constraints, where some of the item attributes (e.g., 
response times) might result from estimation as well. The general test assembly model 
in (6)–(17) not only contains quantitative constraints but also categorical and logical 
constraints. The latter two types of constraints, however, are about subsets of items and 
relationships between items. It is highly unlikely that we have to deal with uncertainties 
10 
 
in those constraints in test assembly problems. For both the uncertainty in the objective 
function and the uncertainty in the quantitative constraints, we have reasonable 
estimates for the mean values and the ranges of the uncertainties. This information can 
be applied when a robust test assembly model is formulated. 
Without loss of generality, any test assembly problem in (6)–(17) could be 
formulated as 
          



{1,.., }
max min ( )k i k i
k K
i I
w I x             (18) 
subject to 
 
             ,Ax b               (19) 
 
  ,Px q  (20) 
 
  {0,1} 1,...,ix i I  (21) 
 
where Ax b  represents all constraints where uncertainty is involved, and Px q
represents all other constraints. Uncertainty can be modeled by assuming each entry 
( )i kI  to take values in  [ , ]ik ik ik ikI d I d , where ikd  represents the deviation from mean 
ikI  of the estimated ( )i kI , and each entry in A  to take values in   [ , ]iij ij ijj ijA a aa a , 
where ija  represents the deviation in .ijA  Following Atamtürk (2006) and Bertsimas and 
Sim (2003), a robust counterpart of (18)–(21) can be formulated as: 
 
 



{1,.., }
max min ( )ik ik i
k K
i I
I d x  (22) 
subject to  
 
          

  ( ) ,ij i j
i I
ija x b ja             (23) 
 
             ,Px q               (24) 
 
           {0,1} 1,...,ix i I              (25) 
 
where maximum uncertainty is taken into account for all the items being selected. 
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Robust Optimization Methods  
 The formulation in (22)–(25) resembles Soyster’s method (1973). For large problems 
with many uncertainties, this method proved very conservative. In applying this method 
to test assembly problems, it would be assumed that every deviation is equal to three 
times the standard error of measurement in the item parameters, which would cover 
97.5% of the possible values. The result would be a very reliable but conservative 
estimate of the measurement precision of the assembled test form. A variation on 
Soyster’s method was applied to a series of small-scale ATA problems in De Jong, 
Steenkamp, & Veldkamp (2009), where one standard deviation was subtracted to avoid 
being too conservative. 
Although Soyster’s method provides the best protection against overestimating the 
measurement precision of a test, it represents a case one would rarely encounter in test 
assembly practice. The reason is that estimates of item parameters are assumed to be 
unbiased. For a bank of I  items, one would expect the deviation to follow a normal 
distribution. Most deviations are expected to be around zero, and an equal number of 
deviations is expected to be positive or negative. Because of this, it would be much 
more realistic to assume that the number of item parameters deviating from their 
estimated values is limited.  
Comparable observations can be made for most optimization problems where 
uncertainty is involved. It is usually very unlikely in practice that all variables take their 
lowest or highest values at the same time. Optimization methods have been developed 
to find less conservative solutions. Ben-Tal and Nemirovski (2000) addressed the issue 
of over-conservatism by allowing the uncertainty set to be ellipsoid instead of cubic. 
They proposed efficient algorithms for solving the problems. Unfortunately, these 
algorithms involved conic quadratic problems (Ben-Tal, El Ghaoui, & Nemirovski, 2009), 
which have to be solved using linear approximations or interior point methods. These 
methods cannot be applied directly to discrete optimization problems such as test 
assembly problems.  
Bertsimas and Sim  
 Bertsimas and Sim (2003) developed an alternative robust optimization method for 
0-1 linear optimization problems, and this method is applied in this paper. They 
introduced a parameter   that represents the protection level in the model. It is 
assumed that at most,   items in the model have parameter estimation errors that are 
large enough to affect the solution. For ATA problems, this means that the maximum 
level of uncertainty for at most   of the items has to be taken into account during test 
assembly. 
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To implement the protection level in the test assembly problem, the first step is to 
order the items according to their maximum amount of uncertainty   1 2 ...k k nkd d d , and 
we define  1, 0,n kd  for every .k  Let 
klS  be the subset of items with  ,ik lkd d for every ,k  
ljS  be the subset of items with  ,ij lja a  for every .j  
Bertsimas and Sim (2003) demonstrated that the problem in (22)–(25) is equivalent to 
solving (n+1) mixed integer programming (MIP) problems: 
    
 
 
     
     
     
 
{1,.., }1,.., 1
max max min ( )
lk
k ik i lk ik lk i
k Kl n
i I i S
w I x d d d x          (26) 
subject to  
 
 
 
     ,
lj
ij i j ij j
i I i S
a x z p b j  (27) 
 
              , ,ijj ij iz p y i l ja             (28) 
 
            0,ijp               (29) 
 
            0,iy                (30) 
 
            0,jz                (31) 
 
             ,i ix y               (32) 
 
             ,Px q               (33) 
 
           {0,1} 1,.., ,ix i I              (34) 
 
where ld  will take each of the following values  1 2{ , ,.., ,0}l nd d d d  for the (n+1) 0-1 LP 
problems. When we focus on the objective function (26), it can be observed that instead 
of maximizing the minimum over k  theta values of the weighted information, as 
modeled in (18), or a very conservative lower bound to the amount of information in the 
test, as modeled in (22), the amount of information at k  in (26) is corrected for 
uncertainty by subtracting the effect of uncertainty in   of the items from the amount of 
information in the test. For various values of ,l  this effect is equal to   times the 
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maximum uncertainty of the l th item plus the additional uncertainty resulting from 
selecting items with uncertainty higher than .ld  The same logic is applied to deal with 
uncertainties in the quantitative constraints. Even though the formulation in (26)–(34) 
includes more variables, the linear structure of the problem is preserved, and the level 
of conservatism can be controlled.  
When the parameters ld  are ordered from largest to smallest, the amount of 
uncertainty in the (n+1) MIP problem decreases for every subsequent problem, but the 
number of items that are affected by the increasing uncertainty becomes bigger. In this 
way, the trade-off between the size of the deviation and the probability that it occurs can 
be taken into account. 
Since the 0-1 LP structure of the problems is maintained, and the number of 
problems to be solved is bounded by the test length as a result of the binary nature of 
the decision variables (items are either selected or not selected for the test), the 
Bertsimas and Sim method seems to be a promising robust alternative to the 0-1 LP 
methods generally applied in ATA. 
Numerical Examples 
The Bertsimas and Sim method was applied in two different settings, and the 
resulting tests were compared with tests resulting from a 0-1 LP method that did not 
take the uncertainty in the item parameters into account during test assembly. In the 
first example, the item bank consisted of 300 replicas of the same item, simulated by 
drawing item parameters from a multivariate distribution  ( , ),N where  ( , , )a b c
represents the vector of item parameters, and   is the diagonal matrix with the 
standard deviations of the item parameters on the diagonal. All items in the bank vary 
only by chance, and because of this, any difference between the resulting tests is a 
result of variation by chance.  
In the second example, real data from the Logical Reasoning (LR) section of the 
LSAT (LSAC, 2010) were used. The item bank consisted of 306 items that were 
pretested and calibrated with the 3PL model. Both the estimated item parameters and 
their standard deviations were stored in the bank. 
Simulated Item Bank  
Three hundred items were simulated based on a single item with item parameters 
  ( 1.4,  0,  0.2)a b c  and standard deviations   (  0.05,   0.1,   0.02)SD a SD b SD c . The 
item parameters in the resulting bank ranged from [1.27,1.55],a  [ 0.29,0.27],b and 
[0.11,0.29].c  The test had to consist of 20 items, and the resulting test had to be 
maximum informative at   0. 
  
14 
 
The resulting test assembly problem could be modeled as  
           

 
300
1
max ( )i i
i
I x             (35) 
subject to 
 
            


300
1
20,i
i
x              (36) 
 
           {0,1} 1,...,300.ix i             (37) 
 
The problem was solved by applying both a 0-1 LP method and the Bertsimas and Sim 
method (2003). Since all item parameters were simulated from a known distribution, the 
true deviation of each item was known. As a first step, the items were rearranged such 
that   1 2 300... .d d d  Since only 20 items had to be selected for the test, only the 20 
largest uncertainties mattered, and we could define 0,id  for 21,...,300.i  As a result, 
the robust objective function could be modeled as: 
       

 
  
     
  
 
300
1,..,21
1
max max (0) ( ) .i i l i l i
l
i i l
I x d d d x          (38) 
The information functions of the resulting tests for the 0-1 LP method and the 
Bertsimas and Sim method are shown in Figure 3, for various levels of .  It should be 
noted that the 0-1 LP method resembles the Bertsimas and Sim method with 0.   
Besides, the case of 20   assumes maximum uncertainty in all of the items, which 
resembles Soyster’s method. Since the items in this bank were simulated, the true 
information of the items is known. Therefore, the information function that results from a 
test of 20 items with no uncertainty in the item parameters   ( 1.4, 0    , 0.2)a b c  was 
added as a reference. 
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FIGURE 3. Resulting test information functions for 0-1 LP (dotted line), the Bertsimas and Sim method 
(Γ=5, small dashed line; Γ=10, long dashed line; Γ=15, dash-dot line; Γ=20, dash-dot-dot line), and the 
true value (solid line) 
Application of 0-1 LP seriously overestimated the amount of information in the 
resulting test, whereas Soyster’s method (  20 ) seriously underestimated the amount 
of information in the test. The best results were obtained for   8,  where the 
information function of the resulting test was almost identical to the true information 
function. 
LR Section of the LSAT 
The LR item bank consisted of 306 items calibrated with the 3PL model. Item 
parameters ranged from [0.44,2.36],ia   [ 3.14,2.50],ib  and [0.01,0.50],ic  and 
standard deviations ranged from  [0.01,0.11],iSD a  [0.01,0.2 ], 2iSD b  and 
 [0.01,0.22].iSD c The item parameters were estimated based on the real responses of 
over 40,000 candidates with an N(1,1) distribution of their ability parameters.  
As mentioned above, the LSAT is a testing program with four test administrations 
per year. In order to maintain comparison of scores resulting from various 
administrations, a rather strict set of specifications has to be met. Both a lower bound 
and an upper bound for the test information function are specified. Besides, nine 
different item types are distinguished, and for every item type the number of items is 
specified. The test length equaled 25 items in this example. The actual set of 
constraints for the LR section of the LSAT could not be used for security reasons. 
Let 
k  be an index for the various points on the ability scale where the information 
function is evaluated, 
0
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4
5
6
7
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9
-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
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kl  denote the lower bound for the information function at ability level  ,k  
ku  denote the upper bound for the information function at ability level  ,k  
u
jb  denote the upper bound for constraint j, 
l
jb  denote the lower bound for constraint j, 
kw  be the weighting factor to bring the values of the deviations at a common scale, 
jS  denote the subsets of items with item type j.  
The resulting multi-objective test assembly problem (Veldkamp, 1999) can be 
modeled as 
         

 
306
1
2
1
min ( ) ( ) ,k i k i k k
k
i
w I x l u            (39) 
subject to 
 
          

 
306
1
( ) ,i k i k k
i
I x u              (40) 
 
          

 
306
1
( ) ,i k i k k
i
I x l              (41) 
 
          

  1,...,9,
j
u
i j
i S
x b j              (42) 
 
          

  1,...,9,
j
l
i j
i S
x b j              (43) 
 
           {0,1} 1,...,306,ix i             (44) 
 
where the information function was evaluated at    { 3, 2.5,...,3}.k  The problem was 
solved by applying both the 0-1 LP method and the Bertsimas and Sim method (2003), 
with {5,10,25}.Since the specifications only allowed a limited number feasible tests, 
a local search algorithm was applied to find the optimal solution. It must be noted that 
both positive and negative deviations from the test information function need to be 
considered because of the upper and lower bound imposed in (42) and (43). Test 
information functions and their uncertainties are shown in Figure 4. When 0-1 LP is 
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applied, the resulting test information function (solid black line) nicely fits within the 
bounds (solid gray lines). When the Bertsimas and Sim algorithm is applied, the results 
are represented by two approximated test information functions (dashed lines), when 
both a positive and a negative deviation from the test information due to uncertainty is 
taken into account. 
 
 
 
 
 
 
 
FIGURE 4. Resulting test information function for the 0-1 LP method and the Bertsimas and Sim method 
(Γ=5, 10, 25) 
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For  5,  the resulting test information function stayed between both bounds. For 
 10,  multiple small violations of the bounds were observed.  25 (equivalent to 
Soyster’s method with maximum uncertainty in all of the items) seriously violated the 
lower and upper bounds of the target information function for most of the ability values. 
This example demonstrates that when uncertainty in less than ten items affects the 
solution, the imposed upper and lower bounds on the information can still be met. 
Discussion 
In this paper, the Bertsimas and Sim method was applied as a robust alternative  
to 0-1 LP test assembly. It was demonstrated that this method was able to handle 
uncertainty in the item parameters during test assembly. Both examples also illustrate 
what happens when uncertainty in the parameters is not taken into account. In the  
first example, the item information function only varied by chance. The results show  
how 0-1 LP test assembly capitalized on high a-parameters (i.e., capitalized on  
chance), whereas the objective is to maximize the information in the test. In real test 
assembly problems that maximize the information in the test, a similar problem occurs. 
Highest a-parameters are often estimated with highest uncertainty, and there is a high 
probability that they have been overestimated. Since items with high a-parameters are 
most informative, 0-1 LP test assembly will tend to select these items; thus, the amount 
of information in the test, which relates to the measurement precision, is overestimated. 
Computerized adaptive testing is especially prone to this problem of capitalization on 
overestimated a-parameters, since it generally tries to administer the most informative 
item in every iteration. 
The second example illustrates another issue. Uncertainty in the parameters might 
also affect the ability to meet test specifications. When the exact location of the test 
information is uncertain, its robust counterpart has to meet both lower and upper 
bounds, just to guarantee comparability of test results over the years. These feasibility 
issues might even result in a reconsideration of specifications related to test attributes 
that have uncertainty in them.  
Item parameters in this second example were estimated based on the responses of 
over 40,000 candidates. As a result, uncertainties in the parameters were relatively 
small. For many test assembly problems, item parameter uncertainties might be much 
higher. When a high-stakes test is assembled, the items have not been administered to 
a large group of respondents for security reasons, to prevent the disclosure of items. 
The item parameters have been estimated based on much smaller samples of 
pretesting data. For the 3PLM, these samples often consist of only 1,000–1,500 
respondents. Therefore, dealing with uncertainty in ATA might even be more of an issue 
than suggested by both examples. 
The results illustrate that robust test assembly by applying the Bertsimas and Sim 
method is a valid alternative that improves the results of deterministic 0-1 LP methods 
that do not take uncertainty in the item parameter estimates into account. The method 
can be implemented without the need to use any specialized software other than the 
standard 0-1 LP solvers that are used in most testing agencies; the additional cost is 
merely increased computation time.  
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Future Challenges 
The Bertsimas and Sim method has never been applied to ATA before, and there 
are still many issues that remain to be addressed. For example, testing agencies apply 
various algorithms to solve their test assembly problems. Some of them use Cplex or 
LPSolve, general solvers that have demonstrated their performance in many situations. 
Other test agencies rely on local search algorithms such as greedy or genetic 
algorithms that have been tailor made for the test assembly problems at hand. One of 
the strong features of the method proposed by Bertsimas and Sim is that it can be used 
for all these algorithms. The only issue is that (n+1) problems have to be solved instead 
of one, which is more time consuming. It would be an interesting challenge to develop 
local search algorithms that can handle this efficiently. 
Finally, it should be mentioned that the Bertsimas and Sim method treats uncertainty 
in the item parameters in a deterministic way. The amount of robustness is controlled by 
the parameter   that indicates how many items in the model are assumed to have 
changed to the order that they affect the solution. One question that remains 
unanswered is how to choose the parameter .  In addition, for each of these items, the 
maximum uncertainty is assumed, while the uncertainty in the remaining items is 
assumed to be zero. Even though the first example illustrates that appropriate results 
can be obtained by applying robust approximation, the nature of uncertainty in test 
assembly problems is probabilistic rather than deterministic. Moreover, we even know 
how it is distributed. Since the errors of estimation are assumed to follow a normal 
distribution, the uncertainty for the whole population of items is expected to follow a 
normal distribution as well. For only 2.5% of the items, the deviation would be larger 
than three standard deviations. Future research could develop alternatives to the 
Bertsimas and Sim method that could incorporate information about the distribution of 
uncertainties in order to obtain even better robust approximations in test assembly. 
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