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Maintenance concerns impact systems in every industry and effective maintenance
policies are important tools. We present a methodology for maintenance decision
making for deteriorating systems under conditions of uncertainty that integrates
statistical quality control (SQC) and partially observable Markov decision processes
(POMDPs). We use simulation to develop realistic maintenance policies for real-
world environments. Specifically, we use SQC techniques to sample and represent
real-world systems. These techniques help define the observation distributions and
structure for a POMDP. We propose a simulation methodology for integrating SQC
and POMDPs in order to develop and evaluate optimal maintenance policies as a
function of process characteristics, system operating and maintenance costs. A two-
state machine replacement problem is used as an example of how the method can
be applied. A simulation program developed using Visual Basic for Excel yields
results on the optimal probability threshold and on the accuracy of the decisions as
a function of the initial belief about the condition of the machine. This work lays a
foundation for future research that will help bring maintenance decision models into
practice. Copyright c© 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Maintenance is a hidden—and often ignored—expense for all businesses, impacting every industryfrom manufacturing to service to health care. We define maintenance as any repair or renewal(replacement) action performed on a system. Since systems used in the production of goods and
delivery of services constitute the vast portion of capital in most industries, maintenance of such systems is
crucial. If such systems deteriorate or fail, the effects can be widespread. Indeed, system deterioration is often
reflected in higher production costs and lower product quality1.
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To address the issue of system maintenance, models and mechanisms that can accurately describe the
dynamic nature of quality costs as well as the interaction between such costs, resulting activities, and system
improvement, are needed. An accurate model can help decision makers plan their quality activities and estimate
the expected costs and benefits of such activities2.
Our research focuses on developing methods for determining and evaluating maintenance policies for
deteriorating systems under conditions of limited and costly information and with noisy data observations.
We propose a model of cost-effective maintenance policies that minimizes the total expected cost of maintaining
a machine, process, or service level by integrating statistical quality control (SQC) and partially observable
Markov decision processes (POMDPs) through simulation in order to develop realistic maintenance policies for
real-world environments. The ultimate goal of this research is to lay the groundwork for bringing the theory
of maintenance decision making into practice on an array of important problems in the industrial and medical
arenas.
A key element in the maintenance decision is that the action depends on the state of the system. The system
state is the condition of the system, e.g. in the simplest case whether the system is good or bad. The dynamic
behavior of the system is given by the state transition. The state transition is a change in the system
condition, e.g. going from good to bad as a result of wear. Most state transitions also entail some uncertainty.
For example, the wear may have different rates that may be unknown to the engineer. In situations where
the transition depends only on the current state information, a Markov decision process (MDP) is a natural
model of the system. A MDP is an optimization model for discrete-stage, stochastic sequential decision
making. (Refer to Chen and Feldman3, Chen and Trivedi4, and Hontelez et al.5.) Iravani and Duenyas6 use
a MDP to emphasize the necessity of addressing maintenance and production control decisions in an integrated
manner.
A POMDP is a generalization of a MDP for gathering incomplete information regarding the system state,
i.e. the decision maker does not know the current state of the system. For example, the state of a machine may
include the condition of various internal and unobservable components of the machine. In addition, sensors used
to measure the state may give noise-corrupted readings. Finally, exact state observations may be costly to obtain.
In our POMDP modeling, we concentrate on the case where maintenance is imperfect. Imperfect maintenance
refers to deterministic maintenance actions whose effect depends on the current state of the system. Therefore,
since states are probabilistically known, their affect on the state of the system is also probabilistic (i.e. the
maintenance performed may not be the exact maintenance needed). Therefore, making a maintenance decision
is a management decision.
All management decisions are really management with partial information, and one always faces the
issue of whether to use the current information or delay action and learn more (or learn more at cost).
Despite numerous studies that define the structure for POMDPs, very little of this research can be applied
to a real industrial setting. Indeed, Sinuany-Stern et al.7 state that practical applications of solution schemes
for real-life POMDPs are limited. Most of the existing structural results require many simplifying assumptions,
e.g. constant state transition rates. Because of the complexity, stochastic relations, and other uncertainties, not
all real-world problems can be represented adequately using a POMDP. Attempts to use POMDPs to optimize
such systems require so many simplifying assumptions that the solutions are likely to be inferior or inadequate
for implementation.
One such assumption is that the POMDP assumes that if the state is known, then the outcome of the sample is
known. This assumption, however, raises many issues when POMDPs are used in practice. For example, suppose
a system can be in a good or bad state. A typical POMDP approach is to define one Bernoulli distribution for
products produced during the good state and another Bernoulli distribution for products during the bad state.
The actual sample from either Bernoulli distribution is then determined by that distribution to be good or bad.
However, a supposedly good sample may be out of control with respect to a statistical monitoring chart (likewise,
a bad sample may be in control). Furthermore, the monitoring chart to which it is compared has a probability of
false positive (the type I error of deeming that a sample is in control when it is not) and false negative (the type II
error of deeming that a sample is out of control when it is not). And finally, the sample has some noise associated
with its measurement or collection. All of these points impact the decision determined by the POMDP. In our
methodology, we integrate an SQC model for the samples that addresses these issues.
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Figure 1. Maintenance literature
Simulation is a technique that will allow us to imitate the operation of a real-world system as it evolves over
time. We use simulation to generate the observations according to a SQC model that is representative of a real
system (i.e. with noise and monitoring effects) and to evaluate the maintenance decisions made according to
the POMDP model. Specifically, we are interested in developing and evaluating optimal maintenance plans as a
function of process characteristics, system operating and maintenance costs.
The remainder of the paper is organized as follows. Section 2 discusses the relationship between SQC and
POMDPs in the maintenance literature. Section 3 discusses our methodology for integrating SQC and POMDPs.
Section 4 presents a case example where the methodology is applied. We conclude with an overview of the future
research opportunities in this area in Section 5.
2. THE RELATIONSHIP BETWEEN SQC AND THE POMDP
As shown in Figure 1, the maintenance literature can be divided into three major categories: those for
replacement (reliability) models, those for SQC models, and those for POMDP models. We focus on the latter
two—the SQC and POMDP models—in our approach to making maintenance decisions.
Replacement models use state transition distributions—with the assumption that ‘time to failure’ or a related
measurement gives complete information about the condition of the system—and costs to develop an optimal
maintenance policy. The maintenance policy is a set of rules, or a procedure, prescribing action based on
observed information. (For example, refer to Wang and Pham1, and Cremona and Lukic8.)
By contrast, much of the research using SQC in maintenance decision making relies on the assumption
that the observations give essentially complete information about the condition of the system and the costs to
develop the optimal maintenance policy. For example, it may be assumed that the sample or observation comes
from a probability distribution that determines the state or that the state completely determines the distribution.
There is usually no attempt to make any statistical inference about an observation by comparing it to a statistical
monitoring chart. So while an extreme observation from the distribution may be flagged as out of control,
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Figure 2. Integration of POMDPs and SQC for decision making under uncertainty using simulation
this approach still maintains that the process is in the in-control state. Furthermore, the fact that any observation
will be corrupted with noise is often overlooked. (For example, see Margaliot9 and von Collani10.)
POMDPs combine the state transition distribution, process observations, and costs, to determine the
optimal maintenance policy. McCall11, Pierskalla and Voeller12, Monahan13, Valdez-Flores and Feldman14 and
White III and White15 present overviews of theoretical and computational results, applications, and several
generalizations of POMDPs and the standard MDP problem formulation. Most stochastic maintenance models
make at least one of two assumptions: (1) perfect information is available about the system state through
monitoring or inspection (refer to Luss16 and Rosenfield17), or (2) maintenance on a system with imperfect
information will reveal the true state of the system (e.g. the system renews following a maintenance action, refer
to Hopp and Wu18, White III19–22, and Sinuany-Stern et al.7).
We go beyond these earlier models to focus on the case where maintenance is imperfect. Imperfect
maintenance models using POMDPs for simple systems with only two states—new and failed—have been
studied extensively. Within this body of literature, Shiryaev23 proved the Fixed Probability Threshold Rule for
the two-state model with geometric failure times, i.e. that a ‘probability threshold rule’ minimizes average cost
per unit time. This fixed probability rule states that: if π , the posterior probability of the system operating
in the ‘good’ condition, is less than or equal to some threshold value, then a checking action should be
taken. For similar proofs, see Taylor24 and Teneketzis and Varaiya25. There are many structural results in the
literature that suggest, given certain assumptions about the cost structure, that the policy that minimizes the total
expected cost has a convenient structure which simplifies the computational complexity of a POMDP model.
(See Lovejoy26, Simmons27, and Ivy and Pollock28.)
Because both SQC and POMDPs use the observations of a process, they naturally lend themselves to a
modeling integration as we discuss in the next section.
3. METHODOLOGY
As discussed in the introduction, our goal is to present a model of cost-effective maintenance policies that
minimizes the total expected cost of maintaining a machine, process, or service level. Our methodology is
shown in Figure 2. It integrates POMDPs with SQC through simulation to enable complex decision making
under conditions of uncertainty.
Copyright c© 2005 John Wiley & Sons, Ltd. Qual. Reliab. Engng. Int. 2005; 21:355–366
A MODELING APPROACH TO MAINTENANCE DECISIONS 359
Figure 3. Graphical representation of interrelationship between POMDPs and SQC
We use POMDPs to model deteriorating processes under conditions of uncertainty and to develop the
structure of optimal maintenance policies. The POMDP structure allows us to develop a method for selecting
maintenance and monitoring actions that minimize the total expected system operation cost over a finite number
of observations. This cost includes the cost per unit time for operating the system in each state as well as the cost
to change the system state or gather additional system information. We use information provided by the signals
machines or processes generate (such as sound, light, pressure, temperature, complaints, etc.), knowledge of the
state transition distributions and maintenance and operating costs, to characterize the general structure of the
maintenance policy that minimizes total expected cost.
SQC is used to relax the assumption that the distributions of the observations for each system state are known
(as done in previous analyses). In applied conditions for studying deteriorating processes under uncertainty,
a great deal is often known about the ‘good’ state of a system, so the distribution of observations may be
characterized under these conditions. However, little is known about the state of a deteriorating or failed system,
making the distributions of observations for these states unknown. We apply real-time monitoring to address
this issue.
Simulation is used in four ways. First, it allows us to represent the system state. Second, it allows us to
incorporate noise in the observation mechanism and monitoring effects. Third, it allows us to perform sensitivity
and robustness analyses for the state transition rates and cost parameters. Fourth, it allows us to evaluate the
accuracy of the POMDP maintenance policy.
Although POMDP models have previously been used in maintenance decision making, they require that
assumptions about the parameter values, state transition rates, state dependent observation distributions and
costs, are all assumed known (as shown in Figure 3). In reality these parameter values are rarely known and
must be estimated empirically. Furthermore, since POMDP models are rooted in a probabilistic approach, they
deal with the population. In contrast, SQC models are rooted in a statistics approach and deal with samples or
observations. Recognizing these core issues will allow us to better extend POMDPs to a real industrial environ-
ment. Our methodology allows us to use a SQC model that is representative of a real system to estimate the state
dependent observation distribution parameters. We consider an application of the method in the next section.
4. AN APPLICATION OF THE SQC–POMDP METHOD TO THE TWO-STATE
MACHINE REPLACEMENT PROBLEM
4.1. Model formulation
Consider a system that can be in either a good (0) or bad (1) state, so that St ∈ {0, 1}. The system starts in state 0
and enters state 1 after operating time I , where I is a discrete random variable with a probability mass function
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Figure 4. State transition diagram for the two-state model with hazard rate λ and state conditional observation distributions,
f (xt ) and g(xt )
mI (i) = λ(1 − λ)i−1, i = 1, 2, . . . . Once the system enters state 1, it remains there until exogenous action is
taken. The state transition diagram is shown in Figure 4.
The state occupancy probability is the probability that the system is operating in a particular state given the
information provided by monitoring. We define
πt ≡ Probability{St = 0}
and
(1 − πt) ≡ Probability{St = 1}
(For notational convenience, state occupancy probabilities written without the subscript t refer to the current
state probabilities.)
The SQC plan yields independent observations, Xt , at time t , t = 1, 2, . . . , with probability density function
(PDF) f (Xt) if St = 0, or g(Xt ) if St = 1. This implies that the distribution of Xt depends on the system
state. We define the vector of observations through time t as Xt ≡ [X1, X2, . . . , Xt ] with the realization
xt ≡ [x1, x2, . . . , xt ]. For simplicity, we assume the state conditional observation distributions for the system
if it is in the good state or bad state follow Bernoulli distributions with parameters p1 and p2, respectively.
The Bernoulli distribution can reasonably well represent a process in which a single observation is taken at each
decision epoch. If the system is in the good state, the probability that the observation is defective is p1 and if
the system is in the bad state the probability that the observation is defective is p2.
In our model, decisions are made at discrete points of time referred to as decision epochs. Let T denote the
set of decision epochs, T ≡ {1, 2, . . . , M}, where M is the horizon of the problem. We assume that decisions
are made at the beginning of each decision epoch. At any decision time t there are two possible actions: the
‘do nothing’ action, a0, allows the system to continue operating; the ‘replace’ action, a1, stops the system from
operating and the system is replaced and re-starts in state 0. The goal is to detect when system goes ‘bad’ or
fails, and to do so as soon as possible. Usually, an economic or other advantage is gained when a policy raises
an alarm that detects the change soon after it happens. However, it is also desirable to avoid costly false alarms
that may occur while the system is still ‘good’. The decision tree shown in Figure 5 maps the progression of the
decision maker’s actions and belief states for the two-state maintenance decision. Initially, the decision maker
has a belief, π , about the condition of the machine. If the machine is replaced, the machine is considered ‘new’
and π = 1. If the machine is not replaced, it will continue to deteriorate. Following the observation, x, of a
sample from the machine, the decision maker’s belief state is updated by applying Bayes’ rule to π ′(x).
We associate a fixed cost, d1, with performing action, a1, and a fixed cost, d0 < d1 with action, a0. Without
loss of generality, we can assume d0 = 0. The cost, d1, serves as a penalty for false alarms. The cost per unit
time for operating the system in state 1 is c1, and the cost per unit time for operating in state 0 is c0, where
c0 < c1. Without loss of generality, we can set c0 = 0. The cost, c1, is the penalty per unit time for failure to
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Figure 5. Decision tree for maintenance decisions for two-state model, where π is the probability system is good and
π ′(x) is the updated probability that the system is good given observation x
detect. We define
π ′al (x) ≡ Pr(St+1 = 0 | perform action al at time t and observe X = x at time t + 1), l = 0, 1
and
C∗k (π) ≡ minimum total expected cost with k observations available, and probability π
that the system is in state 0, the good state
When t < M and action al ∈ (a0, a1) is taken, define L(al|π), l = 0, 1, to be the immediate cost accrued at
time t . L(a0|π) = c1(1 − π) and L(a1|π) = d1.
The minimum total expected cost with k observations remaining is
C∗k (π) = min
l∈(0,1){L(al|π) + EX[C
∗
k−1(π ′al (X))]} (1)
where
EX[C∗k−1(π ′al (X))] ≡ expectation of the minimum total cost with respect to the next observation X
and
π ′al (X) ≡ probability the state is 0 given observation x and action al is selected, l = 0, 1
Using Bayes’ rule gives
π ′a0(x) ≡
(1 − λ)πf (x)
πf (x) + (1 − π)g(x)
and since a1 is the renew action
π ′a1(x) ≡ 1
For notational convenience, by writing π ′(x) = π ′a0(x), we can rewrite Equation (1) as
C∗k (π) = min


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Figure 6. Flow chart of simulation methodology for two-state variables
where
hX(x) ≡ πf (x) + (1 − π)g(x)
and C∗M(π) is the optimal return for an M-period finite horizon. When M < ∞ we assume that
C∗o (π) = 0, ∀π
i.e. the salvage value of the system (the value of the system when no observations are remaining and the process
terminates) is zero, regardless of the state in which the system is operating.
4.2. Simulation methodology
Figure 6 details the simulation methodology for the two-state model. The State Transition Mechanism defines
the underlying actual system condition that is only visible via incomplete and noisy observations. As described
in the model formulation, state transition rates are assumed to be constant following an exponential distribution.
We therefore model the arrival of the transition from the good to the bad state with the Poisson distribution.
The Observation Mechanism generates observations for the good and bad states from state conditional Bernoulli
distributions with a variate from a normal distribution to represent system noise. These observations are fed
into the Optimization Mechanism which implements the dynamic program for the POMDP, selecting the cost
minimizing maintenance action as a function of the belief about the system condition (π).
4.3. Results
For the two-state model, we developed a simulation code in Visual Basic for Excel according to the simulation
flow chart in Figure 6. The parameter values shown in Table I are used for the POMDP state occupancy
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Table I. Parameter values for two-state example
State occupancy cost Action cost Observation distribution White noise distribution Failure rate
i ci , per unit time di , fixed Bernoulli N(µ, σ) Exponential
0 0 0 p1 = 0.2 µ = 0 λ = 0.05






































0 0 .1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1








Figure 8. POMDP accuracy as a function of initial belief state, π
and action costs, and the state, observation and noise distributions for the simulation. We use the simulation
program to identify the optimal probability threshold for the example defined by the parameter values in Table I.
As shown in Figure 7, the optimal probability threshold is π∗ ≈ 0.77 when there are 15 observations remaining
(i.e. k = 15), i.e. if π < π∗ the machine should be replaced.
In addition, the simulation model is used to evaluate the accuracy of the POMDP decision rules. Figure 8
details the impact of the decision maker’s initial state of knowledge, π , on the accuracy of the decision selected
by the POMDP. Accuracy is defined as the probability that the decision maker makes the correct decision, i.e. the
probability that the decision maker replaces when the system has failed and does nothing when the system is
good. It should be noted that the variability in the estimate of the probability correct is approximately 0.16.
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Table II. Impact of observation distribution parameters on optimal probability threshold for two-state example
(assuming all other parameter values remain fixed as shown in Table I)
Observation distribution for good state Observation distribution for bad state Optimal probability threshold
Bernoulli p1 Bernoulli p2 π
∗
Original 0.2 0.8 0.77
a 0.3 0.6 0.83
b 0.4 0.4 0.86
c 0.01 0.9 0.71
While there is not a distinct pattern in the accuracy as a function of π , the accuracy of the POMDP model
appears to improve as the π approaches 1.
It is interesting to note that the optimal probability threshold is relatively insensitive to changes in the state
conditional observation distribution parameter values. Table II shows that when the state conditional observation
distribution parameters are changed slightly, from p1 = 0.2 and p2 = 0.8 to p1 = 0.3 and p2 = 0.6 (making the
observation distributions for the bad and good states less distinct), the optimal threshold increases slightly to
π∗ ≈ 0.83. Similarly, if the observation distribution parameters are changed such that they are independent of
the system state, e.g. p1 = 0.4 and p2 = 0.4, the optimal threshold increases slightly to π∗ ≈ 0.86. In contrast,
when the observation distributions are distinct for each system state, e.g. p1 = 0.01 and p2 = 0.9, the optimal
threshold decreases slightly to π∗ ≈ 0.70. In general, the optimal threshold is robust under changes to the
state conditional observation distribution parameters—the threshold increases slightly when the observation
distribution parameters are more similar and decreases slightly when these parameters are more distinct and
provide more information about the underlying system state.
5. SUMMARY AND FUTURE RESEARCH
In this paper, we present a methodology for monitoring and maintenance decision making for deteriorating
systems under conditions of uncertainty that integrates SQC and the POMDP through simulation in order
to develop user-friendly heuristics. Specifically, we use advanced SQC techniques for real-world system
monitoring. These techniques are used to define the observation distributions and structure for a POMDP.
The integration of SQC and POMDPs through simulation allows for a realistic representation of a true
production or service environment. This methodology enhances the POMDP model that assumes known
observation distributions and process characteristics that are noise free. We incorporate the inherent process
noise through simulation of ‘noisy observations’. Further, we use the simulation model to perform sensitivity
analysis and investigate the robustness of the POMDP optimal solutions, i.e. decision policy (sequence), optimal
threshold, and decision accuracy with respect to cost and process parameter variation.
We believe this work lays a foundation for future research that will help bring maintenance decision models
into practice. In future investigations, we hope to use the methodology to develop a numerical solution to an
efficient frontier of optimal policies for the POMDP as a function of process characteristics, system operating
and maintenance costs. We will explore the competing objectives of the producer and consumer through
the simulation model by developing efficient frontiers. Initially, we will explore the efficient frontier for the
producer’s objective of minimizing total expected cost versus the consumer’s objective of maximizing accuracy,
i.e. as defined by the probability that the decision maker makes the ‘correct’ decision. Other extensions include
investigating the impact of the cost minimizing decisions on production, downtime, service, etc. We will also
investigate utilizing these efficient frontiers for developing cost premiums as a function of quality. Furthermore,
although our focus will be on finite horizon optimization, we will analyze the impact of the decision horizon
length on the optimal decision strategy and evaluate the necessity of incorporating a discount factor.
Beyond the theoretical and empirical aspects of this future work, we hope that this work will lead to a broader
understanding of maintenance by extending the application of these ideas beyond machine maintenance to
product, service, and health maintenance. We expect to use our methodology to bring the maintenance theory
into practice in an array of important problems in the industrial and medical arenas.
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