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ABSTRACT
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While the high energy density and the power along with longer cycle life and less
requirements of maintenance distinguish the rechargeable lithium-ion batteries (LIBs)
from other energy storage devices, development of an electrolyte of LIBs with optimized
properties still constitutes a challenge towards next-generation LIB systems with robust
electrochemical performance. The electrolytes serve as the medium to provide ionic
conduction path between the electrodes as their basic function. Conductivity of the
solutions are mainly affected by their transport properties and the electrolyteelectrode/separator

interfacial

phenomena.

Although

many

contributions

on

thermodynamic properties of the electrolytes consist of alkyl carbonates mixed with salts
have been previously studied, relatively little information is known regarding the
correlation between interfacial properties of the electrolyte-electrode/separator with
electrochemical properties of the cell. In this study, therefore, we present the impacts of
salt concentration and temperature-dependent properties of LIBs on wetting behavior of
various electrolytes, i.e., ethyl methyl carbonate (EMC), diethyl carbonate (DEC), and
propylene carbonate (PC), in contact with the graphite anode and polyethylene
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(PE)/polypropylene (PP) separator using molecular dynamics (MD) computational
technique. The results based on MD computations affirm the general consistent
dependency of interfacial tension energies to polarity of the solvents in DEC, EMC, and
PC electrolytes contained 1 M LiPF6 salt. The PC systems interestingly showed inverse
trend due to the special stacking motifs of PC layers that may increase the interfacial
electrostatic interactions. Temperature did not show significant effect on the interfacial
energies of linear solvents whereas PC exhibited more tendency to interact with the
graphite anode at T = 25 ⁰C compared to the similar solution at 0 ⁰C. Moreover, the
electrolytes that incorporated same solvents had better wettability in absence of salt ions
due to their lower polarity and viscosity. Accordingly, EMC: 0.752 M LiPF6 electrolyte
system had the lowest interfacial energy value among the EMC solutions contained 1 M
and 1.254 M salt. However, the probability of insufficient number of charge carriers in
addition to the close values of interfacial energies for electrolytes with 0.752 M and 1 M
LiPF6 resulted in considering EMC: 1 M LiPF6 electrolyte as a more efficient mixture. The
impact of solution polarity on clustering behavior of the salt ions were investigated in DEC,
EMC, and PC electrolytes with 1 M LiPF6 based on the ions coordination and their relative
closest neighbors. Due to the higher dielectric constant value, PC showed higher ability of
salt dissociating, which leaded that Li+ and PF6- ions were distributed more uniformly
compared to the DEC and EMC electrolytes.
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1. Introduction
In the first chapter, we introduce lithium ion batteries (LIB) and focus on the
undisputed roles of electrolytes in monitoring the power and the cycle ability of these
energy storage devices. Accordingly, the factors influence the electrochemical properties
of carbonate-based electrolytes will be briefly explained where the deficiencies of previous
studies in depicting a lucid relationship between the fundamental electrochemical
properties and interface phenomena of electrolytes are introduced as the motivations of this
study. To establish a theoretical understanding, we introduce an atomistic computational
model developed by employing the molecular dynamics (MD) technique to predict the
estimation of electrolyte-anode/separator interfacial energies.

1.1. Lithium-ion batteries and the electrolytes
Lithium-ion batteries (LIBs) are the remarkable energy storage devices widely used
in small grid storage systems, telecommunication apparatuses, and hybrid-electric
automotive industries. Sony Corporation introduced LIB cells in the early 1990s as the
batteries which are indebted their high energy density to lithium as the most electronegative
as well as the lightest metal while do not have the dendrite- based safety problems of
lithium primary cells [1,2]. Electrodes, separator, and electrolyte are the main components
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of LIB where the electrolyte plays an indispensable role in governing the performance of
these devices. The key to construct a safe and high-performance LIB lies in identification
of a suitable electrolyte. The electrolyte establishes high ionic conductivity between the
two electrodes. Moreover, the coordination between the electrolyte electrochemical
window and the electrodes electrochemical potentials provides the thermodynamic
stability of the cell. Additionally, employing non-flammable and non-explosive
components with higher ignition points or flash points ensure the safety of LIB cells.
The four common types of electrolytes that are employed in LIBs are solid polymer
electrolytes, gel electrolytes, ionic liquids, and organic liquid electrolytes. Organic
electrolytes are the most prevalent electrolytes employed for these cells due to their higher
ionic conductivities and practical operating temperature range. These systems consist of a
mixture of different alkyl carbonates with a lithium salt. In this study, propylene carbonate
(PC) is considered as the cyclic carbonate solvent where its high polarity results in
relatively high viscosity due to its strong intermolecular interactions. Also, the linear
carbonates employed are ethyl methyl carbonate (EMC) and diethyl carbonate (DEC)
which have relatively lower viscosity and permittivity due to the considerable dynamic
degree of freedom provided by their linear molecular structures. Additionally, lithium
hexafluorophosphate (LiPF6) is the lithium salt which has been industrialized successfully
since it has a high ionic conductivity and a wide electrochemical stability window.

1.2. Motivations of research
Since electrolytes serve as the medium to provide ionic conduction path between
the electrodes as their basic function, optimizing the transport and wetting properties as the
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factors that influence the electrochemical properties of electrolytes is the prime concern to
achieve an efficient balance among cycle ability, capacity, power, and fast charging of the
cell. Solvent type, salt concentration, and temperature are the three fundamental keys that
affect the electrochemical behavior of the solutions. Viscosity of an electrolyte inversely
changes with temperature while there is a consistent relationship between salt
concentration and viscosity of the solution. Temperature and salt concentration variables
may affect interfacial tension and wetting properties with respect to the viscosity and
dielectric constant of the solvents. Moreover, there is an undisputed relationship between
salt concentration and dielectric constant of the solvents as their ability to dissociate salt
ions. Thus, this solvent property directly impacts ion conductivity and subsequently,
electrolyte-electrode/separator wettability by the same procedure that mobility and
diffusivity of ions act. Although many contributions on thermodynamic properties of alkyl
carbonates mixed with salts have been described in the literature, little information has
been provided regarding the correlation between interfacial properties of electrolyteanode/separator with electrochemical and transport properties of the cell. Therefore, we
will focus on the fundamental electrochemical properties and the interfacial phenomena of
electrolytes including interfacial energies, wettability, and interactions of electrolytes with
anode/separator to establish a theoretical understanding.

1.3. Objectives of research
In the current thesis, we aim to understand the electrochemical effects of the cyclic
and linear carbonate solvents that are commonly applied to the LIB cell and subsequently,
their impacts on the conductivity and the wettability of LIB applications by studying the
interfacial phenomena of one-component electrolytes incorporate various salt
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concentrations at different temperatures. Toward this goal, we developed an atomistic
computational model using the molecular dynamics (MD) technique to predict the interface
energies, wettability, and interface phenomena from various carbonate-based electrolyte
systems including the effects of temperature and salt concentration. As will be introduced
in Chapter 3, there have been some previous MD techniques to quantify the interfacial
energies of liquid on solid substrates. In this work, we combined the previous efforts to
develop a more rigorous MD methodology to predict the interfacial energies of solvent
materials and solid electrodes/separators. Although multi-component solvent systems are
routinely used in commercialized products, one-component solvent systems were focused
on in this study. Both mechanical and thermodynamic definitions of interfacial energy were
considered in developing our model where this procedure can be regarded as one of the
first attempts to our knowledge.
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2. Background
In this chapter, we will provide the comprehensive background on the structure and
cell reactions of lithium ion batteries (LIBs) with respect to the four main components as
cathode, anode, electrolyte, and separator. The main focus will be on the electrochemical
properties of non-aqueous electrolytes, and the relationships between the transport
properties and interfacial phenomena will be explained in detail. Moreover, we address the
factors that affect the electrolyte-electrode/separator wettability and the role of interfacial
tension energy.

2.1. Structure of lithium-ion secondary batteries
During past centuries, fossil fuels were the primary energy sources to promote the
technology for human life. However, non-renewable resource waste and global climate
change caused the urgency of employing batteries as the economically and environmentally
friendly energy conversion and storage devices using controlled electrochemical reactions
to provide energy efficiently. Among all the diverse types of the current technologies,
lithium-based batteries are the most favorable energy storage devices since they are
indebted their high energy density to Lithium as the most electronegative as well as the
lightest metal. Comparison of the different battery technologies in terms of volumetric and
gravimetric energy density values is shown in Fig. 2.1 where the category of lithium
batteries possesses the highest energy density beside their smaller size and lighter weight.
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Nevertheless, using lithium metal directly as a negative electrode generates unsolvable
lithium dendrite problem which makes Li batteries unpractical. The advent of lithium-ion
secondary batteries in the early 1990s ensured the safety of Li-based batteries established
on the principle of reversible transfer of Li+ by intercalating between the electrodes through
the electrolyte solution. Exploiting “intercalation” or “insertion”-type electrodes such as
carbonaceous anodes makes lithium to exist in its ionic rather than metallic state which
results in eliminating any possibility of dendrite lithium. Increasing demands for the
performance necessary to support the sophisticated functions of modern equipment in
addition to reduced size and weight for mobile applications have led to introduce Li-ion
rechargeable batteries to the present information-rich society as the most popular power
source which offer excellent low-temperature performance, load characteristics, and cycle
life [3-8].The performance of LIBs directly depends on the charge-discharge processes and
the type of materials used for the cell components shown in Fig. 2.2.
Reversible redox reactions maintain charge and discharge cycles as foundation of
lithium ion rechargeable batteries. Discharge process is considered as a spontaneous
electrochemical reaction due to the presence of electromotive forces. As the first step, the
oxidation (Li→ Li+ + e-) of the electrode proceeds at the negative terminal which is termed
as anode.
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Fig. 2.1 Volumetric and gravimetric energy density for different types of batteries [3].

At the second step, the electrons conducted by anode to the electron collector Cu
flow from the anode to the cathode through the external wire connecting the two electrodes,
thus forming a closed circuit. The generated ions are shuttled from the anode to the cathode
via electrolyte as an ionic conductor. Electrons transferred from the negative terminal
through the external circuit engage in reduction (Li+ + e- → Li) at the positive terminal,
which is known as a cathode. During charging, an external electrical power source (the
charging circuit) applies an over-voltage (a higher voltage but of the same polarity) than
that produced by the battery, forcing the current to pass in the reverse direction. The lithium
ions then migrate from the positive to the negative electrode, where they become embedded
in the porous electrode material in a process known as intercalation [9-11]. In other words,
non-spontaneous oxidation and reduction reactions occur in the cathode and the anode,
respectively, during the charging process and spontaneous reactions of discharging take
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place in the anode and the cathode. During non-spontaneous charge an external electrical
power is applied to the device to oxidize the cathode materials. Thus lithium ions are
deintercalated from the cathode and transported along with generated electrons through the
electrolyte and external circuit, respectively. These electrons engage in reduction reactions
with anode materials non-spontaneously and the lithium ions intercalate in them.

Fig. 2.2 Charge-Discharge mechanisms. Movement of Li+ in an electrolyte and insertion/extraction of Li+
with in electrodes in LIBs [11].

Simultaneously spontaneous reactions occur in the anode as the primary step of
discharge and the generated lithium ions and electrons are transported through the
electrolyte and the external circuit to complete the discharging process in the cathode by
engaging in spontaneous reduction reactions. At the anode the lithium ions are stored and
released during charge and discharge, respectively. Reversible redox reactions create
concept of rechargeable batteries in which the redox reactions can be repeated within the
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same electrode. Accordingly an electrode plays the both anode and cathode roles during
charge and discharge, respectively.
There are three main components participate in electrochemical reactions to
maintain charge-discharge mechanisms in the Li-ion battery cell: the cathode (positive
electrode, the anode (negative electrode), and the electrolyte. The electrochemical reactions
for charge and discharge processes are shown as below. Since lithium transition metal
oxides are considered as the source of supplying lithium ions, lithium cobalt oxide
(LiCoO2) takes place as the cathode material which has superior cycling properties at high
voltages. Additionally, graphite has been introduced as a promising material for anode
applications.

Charge

Positive Electrode

Li1-x CoO2 + xLi+ + xe- ( (2-1)

LiCoO2
Discharge

Negative Electrode xC6 + xLi+ + xe-

xLiC6

(2-2)

Battery as a whole

Li1-xCoO2+ xLiC6

(2-3)

LiCoO2 + xC6

2.2. Materials for lithium-ion secondary batteries
The LIB cell is constructed from the cathode, the anode, the electrolyte solution,
and the separator as the main components. The descriptions for the roles and the
appropriate materials used in these components of LIBs are provided by the following
sections.
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2.2.1. Cathode Materials
2.2.1.1. Demand characteristics of Cathode Materials – Roles
Since cathode is the main source of providing lithium ions in LIBs, it should meet
certain characteristics and roles to fulfill its vital mission [12,13]:
1)

Being light and densely packed is necessary for the cathode materials to allow high

volumetric and gravimetric energy density for the cell.
2)

Cathode materials should have high electrical and ionic conductivities to generate

high power.
3)

There should be a narrow grain size distribution for the particles of cathode

materials to improve the particle contacts and electrical conductivity.
4)

The structure of cathode materials plays an important role to maintain high cycle

efficiency for the cell by eliminating the side reactions unrelated to lithium ion circulation
at the cathode or anode.
5)

The charge-discharge process imposes the irreversible phase transitions of crystal

structure in cathode materials. This phenomenon has detrimental effects on the battery
capacity life and should be prevented.
6)

Displaying reversible behavior and a flat potential is mandatory for the cathode

materials with the intercalation-deintercalation of large amount of lithium ions to enhance
energy efficiency during charge-discharge.
7)

Cathode materials should have electrochemical and thermal stability to prevent

reactions with the electrolyte.
To summarize the properties of cathode materials, there are following criterions
that should be considered: energy density, cycling performance, rate capability, safety, and
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cost. Energy density is affected by the material’s reversible capacity and operating
voltage determined by the material intrinsic chemistry such as the effective redox
couples and maximum lithium concentration in active materials. Electronic and ionic
mobility are the main factors to determine cycling performance and rate capability.
Additionally, since the crystal structures may have anisotropic nature, particle
morphologies are important in some cases. As the result, two main important aspects must
be considered for the cathode materials: material intrinsic chemistry and morphology [14].
2.2.1.2. Structure and Electrochemical Properties of Cathode Materials
The cathode materials used for lithium-ion batteries can be categorized into three
groups according to their structures where we briefly introduce the first group as the most
common cathode in following:
a)

Layered compounds LiMO2 (M = Co, Ni, Mn, etc.)

b)

Spinel compounds LiM2O4 (M = Mn, etc.)

c)

Olivine compounds LiMPO4 (M = Fe, Mn, Ni, Co, etc.)
A close-packed face-centered cubic (FCC) lattice of an ideal layered compound

LiMO2 is shown in Fig. 2.3. The crystal structure is formed from the MO2 slabs with
oxygen anions and the cations located in the 6-coordinated octahedral crystal sites and the
lithium layers placed alternatively. LiCoO2 is the first layered compound considered as a
cathode material in 1980 which is the origin of catching major research interests towards
the transition metal intercalation oxides [15,16].
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Fig. 2.3 Crystal structure of an ideal layered compound LiMO2 [14].

Although the conventional layered oxide LiCoO2 has been commercialized as
the LIB cathode for a significant period, it can only deliver about 140 mAh/g capacity
which is half of its theoretical capacity. This limitation results in intrinsic structural
instability of the material when more than half of the lithium ions are extracted.
Furthermore, toxicity and high costs needed for supplying Co ions in LiCoO2 have made
LIBs not affordable as well as caused environmental pollutions. These problems have led
to substitute cobalt ions partially or fully by other transition metal ions such as Ni and Mn
which are less expensive and more environmental friendly by mixing the LiNiO2 and
LiMnO2 with different ratios, forming various compositions of layered LiCoxNiyMn1-x-yO2,
and the formation of Li–Co–Ni–Mn–O layered compound (NMC type materials) if Co ions
partially have been substituted [17]. Since the Li–Ni disorder is the main factor affecting
the material rate capability, good electrochemical performance of LiCo1/3Ni1/3Mn1/3O2 was
reported by Ohzuku et al. [18]. Additionally, the importance of the series of Li–Co–Ni–
Mn–O material is distinguished due to the significant effect of cobalt ions in decreasing
the amount of Ni in lithium layer.
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Table 2.1 provides an overview of the properties of different cathode materials belonged
to the all three categories [12].

Table 2.1 Battery cell characteristics with various cathode materials. a Commercially available capacity.

Cathodes

Theoretical

Practical

Avg. potential

True

capacity

capacitya

(V versus

density

(mAh/g)

(mAh/g)

Li/Li+)

(g/cc)

LiCoO2

274

~150

3.9

5.1

LiNiO2

275

215

3.7

4.7

~280

~180

3.8

4.8

LiNi1/3Mn1/3Co1/3O2

278

~154

3.7

4.8

LiNi0.5Mn0.5O2

280

130-140

3.8

4.6

LiMn2O4

148

~130

4.0

4.2

LiMn2-xMxO4

148

~100

4.0

4.2

LiFePO4

170

~160

3.4

3.6

LiNi1-xCoxO2
(0.2 ≤ x ≤ 0.5)

2.2.2. Anode Materials
2.2.2.1. Required Conditions for Anode Materials
As the performance of LIB including power density, energy density, and cycle life
is drastically influenced by anode materials, they should meet the following certain
characteristics to maximize the battery performance [19]:
1)

Active anode materials should provide fast diffusivity of lithium ion as this is one

of the major factors to determine the cell performance.
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2)

Critical changes in crystal structure of anode material should be prohibited during

electrochemical reactions by intercalation-deintercalation of Li ions. Otherwise, the
cumulative crystal strain prevents the reversibility of reactions which leads to poor cycling
life characteristics.
3)

Required low potential of anode materials should be in compliance with a standard

electrode and supply a high cell voltage with the cathode. The potential relating to the
electrochemical reactions must be a close approximation of the electrochemical potential
of the anode material.
4)

Ease of electron movements during electrochemical reactions will be assured by

high electronic conductivity of anode materials.
5)

Capability of storing a significant amount of charge (coulomb) per unit mass is

necessary. Accordingly, designing an appropriate anode material is critical since it has a
larger specific capacity per unit mass in comparison with the cathode which impedes the
fast intercalation-deintercalation of lithium ions and directly affects the battery
performance.
6)

Enhancing battery energy entails designating sufficiently dense active anode

materials to obtain a high electrode density. Table 2.3 shows the main characteristics of
common anode materials.
7)

Energy density and power of lithium ion battery is also determined by the tapped

density (which refers to the bulk density of the powder after a specified compaction
process, usually involving vibration of the container), specific surface area, distribution,
and particle size of anode material.
2.2.2.2. Types and Electrochemical Properties of Anode Materials
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The main anode materials designated for lithium ion secondary batteries can be
categorized as following:


Li-Based Materials



Carbon-Based Materials



Lithium Alloys



Silicon
Since graphitic anode has been employed in this study, we briefly introduce carbon-

based anode materials. Carbon is the undisputed candidate of anode material due to its cost,
availability, higher specific charges, and more negative redox potentials compared with
most metal oxides and polymers, and also better cycling performance than lithium alloys.
However, its extensive applications are restricted according to the limitation of the
theoretical gravimetric capacities of carbon-based materials (372 Ah kg-1, LiC6),
malfunction under high charge/discharge rates as lithium can deposit on the surface of
graphite, and cointercalation of Li ions and electrolyte solvents into the graphene layers
[20,21].
The carbonaceous materials employed in LIBs are classified into graphite and nongraphite classes depending on their structural discrepancies. Graphite usually has a
hexagonal structure arranged in ABAB stacking along the c-axis and also takes the form
of a rhombohedral structure in ABCABC. It consists of graphene layers which are
conductive with carbon atoms of the sp-2 hybrid orbital layer along a hexagonal plane.
Additionally, the delocalized mobile π electrons that have Van der Waals bondings
between graphene layers result in good electronic conductivity of the graphite. Li ions are
intercalated and deintercalated between these graphene layers. The graphite crystal is
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anisotropic due to the parallel edge plane and perpendicular basal plane with respect to the
c-axis which affects the electrochemical reactions at the negative electrode of lithium ion
batteries. Electrochemical characteristics are determined by the ratio of the edge plane and
basal plane as highly active and non-active sites, respectively.
As the other type of carbon-based materials, non-graphitic carbon comprises small
hexagonal networks and displays a disorderly structure that is purely developed in the caxis. Amorphous phases exist together with crystallites which establish cross linking.
Carbon materials can be categorized into graphitizable and non-graphitizable
carbon depending on their graphitizability according to the capability of crystallites
rearrangement during the carbonization process of carbon precursors. Fig. 2.4 illustrates
the structure of graphitizable and non-graphitizable carbon. In graphitizable or soft
carbons, the graphene layers arranged in a parallel manner facilitate graphitization at high
temperatures. On the other side, the carbonization process suppresses the stacking of
graphene layers in non-graphitizable or hard carbons which results in cross linking between
crystallites. The small crystallites and a disordered structure impede rearrangement of the
crystals for graphitization even at high temperatures above 2500 ⁰C.

Fig. 2.4 Franklin's model for left: graphitizable and right: non-graphitizable carbon [22].
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Table 2.2 provides an overview of the properties of some commonly used anode
materials [11].

Table 2.2 Characteristics of common anode materials. aCommercially available capacity.

Anodes

Theoretical

Practical

Avg. potential

True

capacity

capacitya

(V versus Li/Li+)

density

(mAh/g)

(mAh/g)

Li metal

3860

_

0.0

0.535

Graphite

372

~360

~0.1

2.2

Cokes

_

~170

~0.15

<2.2

Silicon

4200

~1000

~0.16

2.36

Tin

790

~700

~0.4

7.30

(g/cc)

2.2.3. Electrolytes
An electrolyte is the indispensable component in all electrochemical devices to
serve as the medium for the movement of ions between a pair of electrodes. The electrolytes
generally consist of solvents, salts, and also additives if necessary. According to a
particular battery application, various kinds of material components can form different
types of electrolytes. The key to construct a safe and high-performance LIB lies in the
identification of a suitable electrolyte. Table 2.4 summarizes the properties of some
electrolytes commonly used in LIBs.
As listed in Table 2.3, these electrolytes exhibit different characteristics depending
on the nature of material types. Liquid electrolytes are comprised of lithium salt dissolved
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in one or more organic solvents that have been widely used since Li primary batteries were
first developed. Carbonates as the organic liquid solvents and the two inorganic solvents
LiAlCl4 and SO2 are incorporated in organic and inorganic liquid electrolytes, respectively
[23].

Table 2.3 Different types of electrolytes for lithium secondary batteries.

Organic Liquid

Ionic liquid

Solid polymer

Gel polymer

electrolytes

electrolytes

electrolytes

electrolytes

Organic solvents
+ lithium salts

RT ionic liquids

Polymer + lithium
salts

Organic
solvents +
polymer +
lithium salts

Ion conductivity

High

High

Low

Relatively
high

Low-temp.
performance

Relatively good

Poor

Poor

Relatively
good

Thermal stability

Poor

good

Excellent

Relatively
good

Properties

Composition

+ lithium salts

Although the inorganic solvents benefit from the non-flammability compared to the
organic solvents, their electrochemical window, i.e., the voltage range where no redox
reaction occurs, appears to be too small to make them competitive. Ionic liquid electrolytes
contain molten salts with a melting temperature below room temperature and used along
with lithium salts. These electrolytes are known to generate safer batteries due to the
absence of flammable organic solvents in addition to their better thermal stability, low
vapor pressure, low toxicity, high boiling points, high lithium salt solubility, and high
oxidation potential (~5.3 V vs Li+/Li0) [24]. However, their high viscosity reduces the
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lithium ion conductivity. Solid polymer electrolytes are produced by dissolving Li salts in
polymers with high polarity. This type of electrolyte can also operate as the separator of
the electrodes and maintain contact over an electrode/electrolyte interface during moderate
changes of the electrode volume with the state of charge of the battery. Nevertheless, solid
polymer electrolytes have only been applied in thin-film battery applications due to their
low ionic conductivity [25]. Gel polymer electrolytes are produced based on a polymer
matrix gelled by liquid electrolytes. In this type of electrolyte, the mostly organic molecules
serve as the main solvents, while the lower percentage of polymer that inflated by these
solvents provide the dimensional stability. These electrolytes show transitional
characteristics between liquid and polymer electrolytes [26]. Since the non-aqueous
organic liquid electrolytes are focused on in this study, characteristics and relevant
components of this electrolyte type will be addressed in the following sections.
2.2.3.1. Requirements of Liquid Electrolytes
The liquid electrolytes used in LIBs are typically lithium salts dissolved in organic
solvents. Because there are different types of liquid salts and organic solvents, the
combinations should be selected consciously to satisfy the specific purpose of lithium
secondary batteries applications. Consequently, the following requirements have to be met
[27,28]:
1)

The electrolyte should have a high ionic conductivity and also be a good electronic

insulator. Accordingly, it should facilitate the movements of lithium ions between the
electrodes and increase the battery performance especially in rapid charge/discharge
processes. In addition, the self-discharge phenomenon can be kept as minimum as possible.

20

Typically, the Li+-ion conductivity (σLi) and electronic conductivity of the electrolyte (σe)
should be higher than 10-4S/cm and lower than 10-10 S/cm, respectively.
2)

The electrolyte should be electrochemically stable to place the potential range of

electrodes redox reactions within its wide electrochemical window. Furthermore, the
electrolyte has to be chemically stable toward various materials applied for the production
of electrodes and battery. The energy separation of the lowest unoccupied molecular orbital
(LUMO) and the highest occupied molecular orbital (HOMO) of the electrolyte is the
“window” of the electrolyte. Also, the two electrodes are electronic conductors with anode
and cathode electrochemical potentials (μA and μC) as the reductant and oxidant,
respectively. An anode with a μA value above the LUMO will reduce the electrolyte and a
cathode with a μC value below the HOMO will oxidize the electrolyte unless a passivation
layer blocks electron transfer from the electrolyte to the electrodes. Thus, locating the
electrode electrochemical potentials within the electrolyte window is required to provide
the thermodynamic stability of the cell.
3)

Liquid electrolytes are usually employed in the LIBs with mobile applications.

Consequently, they should have electrochemical stability in the temperature ranging from
-20 to 60 ⁰C.
4)

Non-flammable and non-explosive components with higher ignition points or flash

points are preferred to apply in order to provide safe usages at high temperatures during
short circuits. Additionally, the low toxic electrolyte is required in case of leakage or
disposal.
5)

Low production costs are indispensable to commercialize the high-performance

electrolytes for LIBs.
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2.2.3.2. Components of Liquid Electrolytes
2.2.3.2.1. Organic Solvents
In general, the solvents should meet minimal requirements in accordance with the
electrolyte properties. The dielectric constant (ε) of the solvent affects the ionic
dissociation and association of Li salts. A higher amount of dielectric constant results in
more ability of the solvent to dissolve salts to a sufficient concentration as it is inversely
proportional to the Columbic forces between anions and cations of the lithium salt. The
solvent should be fluid with low viscosity (η) to facilitate the ion transport. Moreover, it
needs to remain inert to the cell components, especially to the charged surfaces of anode
and cathode. Additionally, the solvent should have low melting point (Tm) and high boiling
point (Tb) to remain liquid in a wide temperature range. It also has to be safe with high
flash point (Tf), nontoxic, and economical.
LIBs consist of the strongly reducing anodes and strongly oxidizing cathodes which
lead to a high working voltage. Accordingly, organic solvents are employed widely instead
of any solvents that have active protons including aqueous electrolytes since the reduction
of such protons along with the oxidation of the corresponding anions occur within 2.0 - 4.0
V vs. Li+/Li0, while the charge potentials of the anode and the cathode are 0.0 - 0.2 V and
3.0 - 4.5 V, respectively [29]. The organic solvents are categorized into cyclic and linear
solvents with difference in physicochemical properties due to their structures as mentioned
in table 2.4 [30,31].
Table 2.4. Physicochemical characteristics of organic solvents in Li-ion batteries [30,31].
Solvent

Structure

M.W

Tm

Tb

η

ε

Density
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Cyclic

(g/mol)

(⁰C)

(⁰C)

(cP)

(25 ⁰C)

g/cm3(25 ⁰C)

88

36.4

248

1.86

89.78

1.321

(40⁰C)

Ethylene carbonate
(EC)
Propylene carbonate

102

242

2.53

64.92

1.2

48.4

(PC)

Linear

Diethyl

-

118

-43

126

0.75

2.805

0.97

90

0.5

91

0.59

3.11

1.063

104

-53

108

0.65

2.96

1.00

carbonate

(DEC)
Dimethyl carbonate
(DMC)
Ethylmethyl
carbonate (EMC)

Although a high dielectric constant and low viscosity are required for the
electrolytes to provide high ionic conductivity, a higher dielectric constant commonly
results in increased viscosity and polarity. It is noteworthy to mention that the impact of
molecular cyclicity on the dielectric constant which is ascribed to the intermolecular strain
of the cyclic structures favors the conformation of better alignment of molecular dipole,
while the mutual cancellation of these dipoles in linear carbonates is originated from their
more flexible and open structure.
2.2.3.2.2. Lithium Salts
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Lithium salt is one of the key components affecting the performance of LIBs. Salt
association may induce a salt decomposition, thus leading to electrolyte degradation. It
determines the number of free ions in an electrolyte, and consequently the electric
conductivity. Also, the salt anion along with the decomposed organic solvents play a
critical role in the formation of the solid electrolyte interphase (SEI) layer which is
electronically insulating but a good conductor of lithium ions to prevent further
decomposition of solvents. A lithium salt should meet the following prerequisites to insure
the enhanced performance of LIBs [32,33]:
1)

It should be able to completely dissolve and dissociate in the non-aqueous media

(diverse organic solvents, especially cyclic and linear carbonates), and the solvated ions
(especially lithium cations) should be able to move in the electrolyte with high mobility.
2)

It should be able to exhibit high ionic conductivity in various non-aqueous solvent

systems.
3)

It should be able to form the solid electrolyte interfaces on electrodes (especially

carbonaceous anodes) with lower resistivity to provide long-term cyclicity and cell safety.
4)

It should be capable of passivating an aluminum current collector from anodic

dissolution.
5)

Both the anion and the cation should remain inert toward the other cell components

such as the separator, electrode substrates, and cell packaging materials.
6)

The anion should be inert to electrolyte solvents.

7)

The anion should be stable against oxidative decomposition at the cathode.

8)

The anion should be non-toxic with chemical stability against thermally induced

reactions with electrolyte solvents and other cell components.
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Table 2.5 shows the physicochemical properties of lithium salts commonly used in
LIBs. It is necessary to consider the optimal properties to fulfill the mentioned
requirements. For example, anions with larger radii are more desired since the lithium salts
having delocalized anions are inclined to dissociate more readily. Generally, the
dissociation of lithium salts takes the following order:
Li(CF3SO2)2N > LiAsF6 > LiPF6 > LiClO4 > LiBF4 > LiCF3SO3
On the other side, increasing the ionic radius leads to less ionic mobility according
to the Stokes' law:
° =

°


=
=

6°


(2.1)

Where μ⁰, λ⁰, z, F, e, r, η⁰, R, and T represent the ionic mobility, the limiting molar
conductivity, the charge number, the Faraday constant, the elementary electric charge, the
ionic radius, the viscosity, the gas constant, and the absolute temperature, respectively. In
this study, lithium hexafluorophosphate LiPF6 was employed as the lithium salt due to its
distinguished balanced properties and wide usage where it is briefly introduced in
following [34,35].

Table 2.5. Physicochemical properties of representative lithium salts.
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σ (mScm-1)

Anion
Molecular
Lithium Salts

Al
diameter

Tm (⁰C)

weight

(1.0 M, 25 ⁰C)
Corrosion

(nm)

in PC in EC/DEC

LiBF4

93.9

0.229

>300[34],293[35]

N

3.4

4.9

LiPF6

151.9

0.254

194[34],200[35]

N

5.8

10.7

LiClO4

106.4

0.237

236

N

5.6

8.4

LiAsF6

195.9

0.260

340

N

5.7

11.1

Li(CF3SO2)2N

286.9

0.325

228[34],234[35]

Y

5.1

9.0

LiCF3SO3

155.9

0.270

>300

Y

1.7

-

Among the great number of salts rivaling for LIBs, LiPF6 was the undisputed
winner to be commercialized. As mentioned previously, the success of LiPF6 was not
achieved by any single prominent property, but by the combination of well-balanced
properties with compromises and restrictions. The anion of LiPF6 can be considered as Fcomplexed by Lewis acid PF5. These anions, also known as anions of super acids, have a
structure in which the negative charge is distributed uniformly by the strongly electronwithdrawing Lewis acid ligands. Thus, the corresponding complex salts have lower melting
temperature and they are soluble in low dielectric electrolytes which causes higher ionic
conductivity. Nevertheless, absorption the trace amount of moisture even in non-aqueous
electrolyte solutions in ambient temperature leads to the production of PF5 as a strong
Lewis acid and gaseous product:
LiPF6 + H2O (moisture)

↔

LiF + PF5

(2-4)
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It initializes some desired or undesired reactions such as ring opening in the
presence of non-aqueous solvents and adsorbing moisture causes the formation of HF since
P-F bond are highly susceptible to hydrolysis even at room temperature. Thus, it produces
polymeric compounds on the cathodic side that prevents the release of transition metal
elements and accordingly restricts the battery operation on thermal runaway. The chemical
and thermal instability of the salt do not impede its extensive participation as an electrolyte
component. For instance, in the commonly used carbonate solvent mixtures, LiPF6 has a
lower dissociation constant but higher ionic mobility than LiAsF6. Also, it shows higher
ionic conductivity than LiBF4. It also has excellent solubility and good low-temperature
performance. Altogether none of the other salts could meet all these multifaceted
requirements simultaneously as well as LiPF6 does [34-36].
2.2.3.2.3. Additives
Employing the electrolyte additives is one the most efficient and economic
approaches for the improvement of lithium ion battery performance. Generally, the amount
of an additive used in the media is not more than 5% either by weight or volume while its
presence significantly enhances the cycle life of LIBs. The additives are categorized
according to their functions [37,38] :
1)

Facilitate the formation of SEI on the surface of graphite. Vinylene carbonate (VC)

and lithium alkyl dicarbonate are some instances of this category.
2)

Cathode protection agents- These additives protect cathode material from

dissolution and overcharge. LiBOB is one of the additives that are capable of carrying out
this duty.
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3)

LiPF6 salt stabilizers- These agents enhance the thermal stability of LiPF6 against

the organic electrolyte solvents. For instance, tris(2,2,2-trifluoroethyl)phosphite (TTFP) is
able to stabilize LiPF6- based electrolyte solutions.
4)

Safety protection additives which these agents can be classified as overcharge

protectors

and

fire-retardant

additives.

Tetra-methylphenylenediamine

and

tetracyanoethylene are the examples of safety protection additives.
5)

Wetting agent and viscosity diluter- Wetting additives are normally considered to

incorporate in the electrolyte composition when the content of cyclic carbonates, such as
EC and PC, is increased to enhance the performance of the batteries at high temperatures.
Ionic and non-ionic surfactants, linear eaters with high molecular weight, i.e., dodecyl
acetate, methyl decanoate, and a series of eaters of tertiary carboxylic acids are very
effective to improve the electrolyte permeation into the electrodes and separator which
leads to higher columbic efficiency in the first cycle and reversible capacity of the cell.
Additionally, the electrolyte viscosity is decreased at the low temperatures. It has
been claimed that the addition of small amount of P2O5 can effectively reduce the viscosity
of LiPF6- based electrolytes and consequently, develop the applications of Li-ion batteries
at low temperatures [39].
2.2.4. Separators
Separators are non-active components that separate the physical contact between
the cathode and the anode to provide a pathway for ion transport. Polyolefins such as
polypropylene (PP) and polyethylene (PE) are the commercialized separators employed in
LIBs. These separators are the micro porous polymer films with porosity of 30-50 % and
pore sizes of 0.03-1 μm. Separators experience redox reactions in contact with the
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electrodes where polyolefin separators undergo oxidative decomposition due to their low
resistance to oxidation. This oxidative decomposition worsens at higher operating
temperatures and eventually reduces cycle characteristics. Although PE separators are
widely employed in LIB cells due to their good mechanical strength and electrochemical
stability, PP separators are known to be more oxidative resistant than PE. Accordingly,
three- layer products consist of PP/PE/PP stacks have a higher oxidative resistance
compared to a single layer of PE [40,41].The film thickness of separator should be less
than 25 μm to maximize the battery discharge capacity by increasing the concentration of
surrounding electrolyte and facilitating movement of the electrolyte components. A good
separator should be optimized for improved battery safety and to prevent problems with
mechanical strength that may occur during the production process. Accordingly, it should
have high ionic flow, negligible electronic conductivity, complete wettability, high
chemical stability against electrolytes, adequate physical strength to withstand the
assembly process, and high mechanical and dimensional stability. Furthermore, PE and PP
have low thermal shutdown temperatures (PE: ~135 ⁰C and PP: ~165 ⁰C) which is vital to
be considered in case of short circuits. Shutdown is a safety function that cuts off the circuit
by blocking micro pores during excess current caused by internal or external short circuits.
This phenomenon usually occurs by melting all or parts of the separator, filling the pores
and fully preventing ions from flowing between the electrodes [42]. It should be noted that
at temperatures above the PE meltdown temperature, there is limited movement of ions
and organic solvents through pores which results in deactivation of the battery. Since PE
remains mobile at high temperatures, it is difficult to make the electrodes apart or proceed
with meltdown during ignition. By stacking PP and PE layers having different meltdown
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temperatures, battery safety is enhanced with insulation near the core during short circuits
since PP has a meltdown temperature greater by at least 30 ⁰C. Thus, the method of
combining separator layers with different meltdown temperatures is known to provide
insulation across a wide range of temperatures.

2.3. Electrochemical and transport properties of electrolytes
Generally, all the key phenomena in electrochemical cells as the most basic unit
comprising any battery including lithium ion cells, involve conducting charge particles
(ions and electrons) between the electrodes. Since the electrochemical reaction of a cell is
based upon a change of oxidation state, the ease of electron-transfer between anode and
cathode can dictate the magnitude of the cell’s driving force. Electrons are transferred from
anode to cathode during the discharge of a cell and vice versa as the battery is charged
where the related cell components are electrodes, current collectors, and electrical leads.
In addition to electrical conduction, ionic conduction through the electrodes and electrolyte
is necessary to complete the electrochemical reaction. Therefore, it is necessary to optimize
both electrical and ionic conductivities in electrodes due to their indispensable roles in
determining the overall cell properties including cycle ability and capacity stability [43].
However, assuming that motion of ions through the electrolyte and into the electrodes
governs charge/discharge rates of the cell, greater emphasis usually falls on ionic
conductivity rather than electronic conductivity. Since electrolytes serve as the medium to
provide ionic conduction path between the electrodes as their basic function, enhancement
of the electrolytic conductivity is the prime concern to achieve an optimized characteristics
of the cell. Although many contributions on thermodynamic properties of alkyl carbonates
mixed with salts have been described in the literature, little information has been provided
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regarding the correlation between interfacial properties of the electrolyte and an electrode
with electrochemical performance of the cell [44-47]. The effect of salt concentration and
temperature dependent properties of Li-ion battery on wettability and conductivity has been
illustrated schematically in Fig. 2.5.
Conductivit
y

Temperature,
Salt

Wettability
Viscosit
y

Interfacial
Tension
Mobility,
Diffusicvity
Dielectric
Constant

Fig. 2.5 Correlation of temperature and salt concentration with conductivity.

The chart shown in Fig. 2.5 briefly illustrates the relationship between the
temperature/salt concentration and conductivity. The viscosity of an electrolyte inversely
changes with temperature while there is a consistent relationship between salt
concentration and viscosity of the solution. These two variables may affect interfacial
tension and wetting properties with respect to the viscosity and dielectric constant of the
solvents. Moreover, there is an undisputed relationship between salt concentration and
dielectric constant of the solvents as their ability to dissociate salt ions. Thus, this solvent
property

directly

impacts

ion

conductivity

and

subsequently,

electrolyte-

electrode/separator wettability by the same procedure that mobility and diffusivity of ions
act. The mentioned relationships are explained more comprehensively in the following.
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In liquid electrolytes, the transport of ions is realized via a three-step process: (1)
the solvation and dissociation of crystalline salts as ionic compounds by polar solvent
molecules, (2) the migration of these solvated ions through the electrolyte, and (3) the
interaction of electrolyte species with separator and electrodes. When lithium salts such as
LiPF6 are dissolved in a solvent, cations (Li+) and anions (PF6-) are produced and
dissociation of salt is determined by the dielectric constant of the solvent as its polarity.
Solvation occurs since the Li ions are wholly encircled by the solvent molecules reducing
the influence of the anion. Accordingly, salts with large anions are lucrative for higher
solubility and conductivity due to their uniform distribution of charge and prevention of
ionic pairing as a result [48].Consequently, dielectric constant ε of the solvents and charge
carrier number are consistently related to each other. Charged particles, comprising lithium
ions, can cross the electrolyte under two driving forces: a concentration gradient and an
externally applied electric field. Diffusivity, which is generally described by the Fick's law
as Eq. 2.2, demonstrates the effect of concentration gradient in facilitating the movement
of ions through the electrolyte, and the degree of ease with which ions pass through the
media in presence of an external electric field is represented by ionic mobility as a viscosity
dependence phenomenon. The mobility of an ion  is known to vary inversely with its
solvated radius and viscosity of the electrolyte  according to the Stokes-Einstein relation
expressed in Eq. 2.3 [49,50]:
! = −∇c

(2.2)

Where J is the diffusion flux (amount of media per unit area per unit time), D is the
diffusion coefficient, and ∇c indicates the concentration flux. The experimental value of
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lithium ion mobility is measured by methods such as nuclear magnetic resonance (NMR)
spectroscopy [51].
 =

1
6 %

(2.3)

Thus, the viscosity determines the motion of ions where low viscosity facilitates
ionic movement. Cationic (Li+) transport in electrolytes, as dictated by the viscosity and
solvating power of the solvents, is expressed as the transport (t+) and transference (T+)
numbers. The transport number expressed by Eq. 2.2 is defined as the net charge carried
by the cations out of the total charge carried by both the cations and anions passing across
a reference plane [52]:
t( =
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(
=
=
=
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),
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( + +

(2.4)

Where i+ and i_ are the currents carried by the cations and the anions, respectively,
it is the total current, and u± and D± are the mobility and the diffusion coefficients of the
cations and the anions, respectively.
Practically, since the according measurements cannot be specified to either of the
anions or cations groups, the associated solvent molecules are considered which induce
drag such as resistance. Consequently, transference number is employed instead of
transport number. The transference number of a Li-ion is measured experimentally using
the following Eq. [53]:
/(0 =

23

1

− 6,
4(5)

(2.5)
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Where Δ9 is the polarization voltage, :(∞) is the steady state current after
polarization, 1 and 6, are the bulk resistance and the charge transfer resistance,
respectively, in the complex impedance spectra before polarization. It is noteworthy to
mention that the ionic conductivity of the electrolytes is measured empirically by
employing the standard complex impedance method using an electrochemical work station
in a particular frequency range.
At the salt concentrations less than 1M, the number of free ions increases with salt
concentration in conjunction with ion conductivity until it peaks at a higher concentration.
However, after the highest conductivity is reached, the conductivity no longer depends on
the number of ionic carriers in the solution while it is determined by the mobility of ionic
carriers in the electrolyte. Hence, any increase in salt concentration results in higher ion
aggregation due to the insufficient dielectric constant value of solvents and existence of
many species including dissociated and undissociated salt in the solution which retard the
movement of free ions and lead to higher viscosity of the solution as well as a decrease in
conductivity. The value of maximum conductivity as a function of salt concentration is
determined by the dielectric constant of the solvents in collaboration with temperature.
Generally, a higher dielectric constant would shift the occurrence of ion pairing to higher
salt concentrations, while a higher temperature reduces the solution viscosity. The common
result of both scenarios is the shift of maximum conductivity to higher salt concentrations.
Nernst-Einstein Eq. validates the undisputed impact of number of ionic carriers, diffusivity,
and temperature on the ionic conductivity [54]:
=>. ?
<=

@A . 

(2.6)
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Where N is the particle density of the charge carriers and q and kB are the ion charge
and the Boltzmann constant, respectively.
Additionally, Ionic conductivity σ as the quantified measurement of the electrolyte
ion conduction ability is affected by solvation/dissociation and the subsequent migration
in terms of the free ion number ni and ionic mobility μi, respectively [55]:
B = CD  E 

(2.7)

Where Zi is the valence order of ionic species i, and e is the unit charge of electrons,
respectively. For a single salt solution, the cations and anions are the only two charged
species present.
When the electrolyte has high viscosity, the wetting of separator and electrodes is
more difficult since the Li ions are not able to easily migrate to the mentioned cell
components and through them, particularly during the first cycle. Additionally, high
viscosity can strongly attenuate the uniform wettability of the electrodes because of the
quasi three-dimensional fractal nature of the electrodes. Wetting in the electrodes and
separator is monitored principally by the electrolyte penetration and spreading in pores.
Electrolyte penetration is controlled by viscosity. On the other side, electrolyte spreading
is determined by interfacial tension. Therefore, characterization and prediction of wetting
phenomenon by calculating the surface energy at the interface of liquid-solid components
is a useful approach to optimize the electrochemical performance of LIBs.

2.4. Interactions of electrolytes and electrodes/Separators

35

Interfacial tension is the force per unit length that exists at the interface between
molecules of electrolyte and electrodes/separator. It results from an imbalance of
intermolecular attractive forces, the cohesive forces, between the adjacent liquid
molecules. As Fig. 2.6 illustrates, the molecules in the bulk liquid experience cohesive
forces with other molecules in all directions but the molecules at the surface of the liquid
experience an inward force towards the bulk or middle of the liquid.
On the other hand, forces of attraction between a liquid and a solid surface are
called adhesive forces. The difference in strength between cohesive forces and adhesive
forces determines the behavior of a liquid in contact with a solid surface. In other words,
in the bulk of the liquid, each molecule is pulled equally in every direction by neighboring
liquid molecules, resulting in a net force of zero.

Fig. 2.6 Diagram of the forces on molecules of a liquid. In the bulk of the liquid, the forces are same in all
directions, while at the surface the net effect is downward into the interior [56].

At the surface of liquid, the molecules are pulled inwards by other molecules deeper
inside the liquid and are not attracted as intensely by the molecules in the neighboring
medium. Therefore, all of the molecules at the surface are subject to an inward force of
molecular attraction which is balanced only by the liquid's resistance to compression,
meaning there is no net inward force. However, there is a driving force to diminish the
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surface area. Therefore, the surface area of the liquid shrinks until it has the lowest surface
area possible. Interfacial tension of a fluid interface can be defined mainly by employing
thermodynamic aspect of view or mechanically. Thermodynamically, it is the excess free
energy as the difference of the free energy of adhesion and cohesion per unit area caused
by the presence of the interface. The energy per molecule is greater in the interfacial region
than in the bulk liquid. From mechanical point of view, interfacial tension is the force per
unit length parallel to the interface, i.e., perpendicular to the local density or concentration
gradient and it requires the knowledge of the tangential and normal components of the
pressure at the interface.
Experimental characterization of solid/liquid interfacial tension and consequently,
wetting phenomenon, is applied based on the Young's Eq. represented by Fig. 2.7 and Eq.
2.8 as the infrastructure of many methods using contact angle (CA) measurements through
the sessile drop method and surface free energy (SFE)calculations [57,58].

Fig.2.7 Interfacial tension measurement based on the contact angle snapshot [59].

G/ = HI − /I JKL

(2.8)
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Where G/ is the solid-liquid interfacial tension energy while HI and /I are the
surface energies required to create a unit area of solid- vapor and liquid-vapor interfaces,
respectively.
Organic solvent composition, lithium salt concentration, and temperature may
influence the wettability of electrodes and separator due to changes in the viscosity and
interfacial tension of the electrolyte affected by temperature and the dielectric constant
value of the solvents. In general, interfacial tension decreases when temperature increases
because cohesive forces decrease with an increase of molecular thermal activity. There are
two empirical equations that relate surface tension and temperature [59]:

•

Eötvös:
N

9 O = @(P − )

(2.9)

Where V is molar volume (V = M/ρ; M: molar mass, ρ: density), k is a constant
valid for all liquids. The Eötvös constant has a value of 2.1×10−7 J/(K·mol2/3), and Tc
is critical temperature at which the surface tension goes to zero.

•

Guggenheim-Katayama:
 =  ∗ (1 −

 S
)
P

(2.10)

Where γ* is a constant for each liquid and n is an empirical factor, whose value
is 11/9 for organic liquids. This Eq. was also proposed by Van der Waals, who further
proposed that γ* could be given by the expression K2Tc1/3Pc2/3 where K2 is a universal
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constant for all liquids, and Pc is the critical pressure of the liquid (although later
experiments found K2 to vary to some degree from one liquid to another).
While wettability and ion conduction are mainly affected by the interplay between
the viscosity and dielectric constant of the electrolyte components, studying the solvation
phenomenon as the infrastructural process should be considered indispensably. During the
solvation, the salt dissociation occurs and the stability of the salt crystal lattice is
energetically compensated by the coordination of solvent dipoles with the salt ions
(cations). Thus, these ions are surrounded by a mobile solvation sheath which is
incorporated with a certain number of oriented solvent molecules. Accredited by the results
gained from various modeling approaches including ab initio quantum mechanics and also
a new mass spectrum (MS) technique, the small ionic radius of lithium cannot be
coordinated by more than four solvent molecules regardless of the solvent type where the
peaks corresponding to Li (solv)2~3+are the most abundant [60]. In addition, the MS
technique endorses the stability of the solvation sheath during the salt ions migration via
the electrolyte, which confirms the belief that the composition of solvated lithium ion shell
remains unchanged during its migration in an electrolyte solution [61]. Considering that
both cation and anion could be coordinated by solvents, ion conduction actually consists
of the oriented movement of ion/solvent complexes of both charges. It is noteworthy to
mention that lithium ions are more favorable to be solvated due to their small current
portion in the non-aqueous electrolytes which caused by the high surface charge density
on the cations due to their small ionic radii. Therefore, the cations move at a slower speed
with the solvation sheath while high populations of anions are relatively free.
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During the dissociation process of a certain salt lattice, the solvation of the ions is
more energetically favored by a solvent molecule with a higher relative dielectric constant.
This selective solvation of lithium ions excludes the solvents with low viscosity such as
the linear carbonates from the solvation shell and leaves them as the non-coordinating
molecules which impart their low viscosity to facilitate the migration of solvated ions.
Microscopic investigations depict that the solvents involved in the solvation sheath and
migrate with the lithium ions to electrode surfaces have more contribution in the oxidative
or reductive processes and thus, more highlighted role in the electrochemical stability of
the electrolytes. This phenomenon has a profound impact on the chemical nature of the
electrolyte/electrode interfaces (i.e., SEI layer). This layer consists of the electrolyte
decomposed components and sieves the charge and mass transfer across the electrodes.
The existence of SEI constitutes the foundation on which lithium ion chemistry could
operate reversibly. As a result, an ideal SEI should meet some important requirements such
as (i) the electron transference number of zero and low solubility in electrolytes to prevent
electron tunneling, persistent decomposition of electrolyte, and consumption of the limited
source of lithium from the cathode, (ii) high ion conductivity to encourage the ion
migration to intercalate into or deintercalate from the electrode, and (iii) uniform
morphology and chemical composition to assure homogeneous current distribution and
good adhesion to the electrode surface [62,63].
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3. Previous Analytical and Computational Models
Molecular dynamics (MD) simulations can be used to derive equilibrated
electrolyte structures, and resulting atomic trajectories are employed to examine
electrochemical properties and interfacial phenomena. MD simulations are particularly
well suited for studying the electrolytes used in LIB since ions move sufficiently far on
times scales accessible to MD simulations (multiple nanoseconds). In this chapter, we
briefly discussed some of the most common procedures employed to explore the
electrochemical and wetting properties of electrolytes. Previously, the simulations were
conducted with various molecular dynamics software packages such as Materials Studio
[64], GROMACS [65], LAMMPS [66], CHARMM [67], AMBER [68], MDNAES [69],
and Lucretius [70]. In this Chapter, we provide an overview of the previous analytical and
computational efforts on quantifying the solvent material properties including
conductivity, diffusivity, dielectric constant, and interfacial energy.

3.1. Conductivity
The isotropic ionic conductivity is calculated by the Nernst-Einstein relation
considering the collective mean-square displacement in MD simulations. The mentioned
relation was introduced by Borodin et al. as follows [71]:
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Where e is the electron charge, V is the volume of the simulation box, kB is
Boltzmann’s constant, T is the temperature, t is time, zi and zj are the charges over ions I
and j in electrons, Ri(t) is the displacement of ion i during time t, the summation is
performed over all ions,〈〉 denotes the ensemble average, and N is the total number of ions
in the simulation box. For the anisotropic system, Eq.3.1 will yield an average over all
directions. λapp(t) is the apparent time-dependent conductivity whose long-time limit
determination is problematic even at high temperatures where the diffusion coefficients
can be accurately determined because λapp(t), being a collective property, has poorer
statistics and a higher uncertainty compared to MSD(t).The isotropic conductivity as an
off-diagonal term decreases the total charge transport arising from cations and anions
moving in the same direction (correlated ion motion). By assuming that the diffusion of
individual species independently contributes to the total ionic conductivity of the system
and that there are no correlated motions, conductivity can be decomposed into an ideal
conductivity that would be realized if ion motion were uncorrelated, denoted λuncorr(t) due
to the diagonal (i = j) terms in Eq. 3.1, and αd as the degree of uncorrelated ion motion [71].
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Where ni is the number of atoms of type i (Li+ or PF6-) and Di is the apparent
diffusion coefficient.
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The degree of uncorrelated ion motion is given as the ratio of the collective (total)
charge transport (λ) to the charge transport which is only caused by self-diffusion (λuncorr).
Thus, the Nernst-Einstein Eq. is obtained as [71]:

ij =
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YZZ ([)
YZZ
,→5 
eS6f ([)

= lim ij ([) = lim
,→5

(3.3)

While,
•

αd = 1 occurs when there is completely uncorrelated ion motion, and

•

αd = 0 corresponds to the situation where all the cations only move together with

anions.
Fig. 3.1and 3.2 illustrate some of the results obtained by employing Eq. 3.1 and 3.2
regarding the carbonate-based electrolytes in literature. The trend of conductivities
calculated by the Nernst-Einstein equation in Fig. 3.2 is same as that of ion diffusivity
where conductivity of pure DMC systems is conspicuously higher than pure EC systems
and the intermediate values are assigned for mixed EC-DMC systems. Comparing the
results of uncorrelated and correlated (true) conductivities, it can be figured out that the
trend of values obtained for the pure systems are in contrary to the Nernst-Einstein
conductivities.
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Fig. 3.1 Uncorrelated (theoretical Nernst-Einstein) ion conductivity λNE(t) vs. time for 1.0 M LiPF6 in EC,
DMC, and EC-DMC solvents at 300 and 400 K [72].

Fig. 3.2 Correlated ion conductivity λ (t) vs. time for 1.0 M LiPF6 in EC, DMC, and EC-DMC solvents at
300 and 400 K [72].

Consequently, according to all these observations, conductivity can strongly be
influenced by correlated ion movement which varies significantly between solvents [72].
The total and true ion conductivities may not necessarily reflect the ability of electrolyte to
conduct lithium-ion. Therefore, Li+ transference number is calculated in molecular
dynamics simulations according to the Eq.2.5 by considering the number of ions of type i.
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3.2. Diffusivity
The self-diffusion coefficients of ions/molecules were calculated from the meansquare displacement (MSD) of the species center-of-mass using the Einstein relation in
MD simulations [73]:
^
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(3.5)

Where % ([) is the coordinate of center of the mass i at time t, and 〈〉 denotes an
ensemble average, n is the dimensionality of the space as n=3 is used for 3-D diffusion in
the solution, n=2 for the diffusion within a particular slab (x-y plane), and n=1 for the
diffusion perpendicular to the slab (z-direction), respectively.
Self-diffusion coefficient values for some one-component and binary electrolytes
were calculated by researcher employing atomistic modeling for carbonate solvents. Some
of the results are depicted in Fig. 3.3. According to the results, since both self-diffusion
and inverse viscosity of solvents are composition-dependent properties, the effects of
increasing the weight fraction of EC as a cyclic solvent are in contrary with having higher
diffusivity and inverse viscosity.
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(b)

(a)

(c)
Fig. 3.3 Ion and solvent diffusion coefficients versus 1/T for 1.0 M LiPF6 in (a) EC, (b) DMC, and (c) ECDMC system [72].

The trend is reasonable due to the high viscosity and melting point of EC compared
with DMC. In binary EC/DMC electrolyte system, diffusion coefficients of EC and DMC
are approximately equal to the average of values for pure EC and DMC systems because
they mutually affect each other. Due to the formation of bulky, slowly diffusing molecular
clusters associated with the ions, solvent diffusivities are 2-5 times larger than ion
diffusivities for any studied system. Additionally, it is noteworthy to mention an interesting
achievement gained by Borodin and Smith [74,75] by employing a quantum chemistry
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study in collaboration with MD simulations to shed more light on the Li+ transport
mechanism in carbonate-based electrolytes. They quantified the fraction of vehicular
motion, i.e., motion of lithium-ion along with its first solvation shell and the fraction of
cation motion belonged to its self-diffusivity during exchange of the solvent molecules.
The approach is based on calculating the residence time of a particular solvent molecule in
the Li+ first solvation shell, and as a result, the distance a lithium-ion can travel along with
a solvent according to the size of the solvent molecule. Predictably, the contribution of
vehicular mechanism would be increased as the cation travels longer with the solvent
molecule. The results reveal that there is an equal contribution for vehicular and solvent
exchange motion during the Li+ transport in the carbonate-based solutions.

3.3. Dielectric Constant
The dielectric constants of pure carbonate solvents and binary mixtures have been
determined by employing polarizable and non-polarizable MD simulations performed by
the relevant force fields such as APPLE&P many-body polarizable force field [76] and
COMPASS, AMBER, and CHARMM as the instances for non-polarizable force fields.
These two methods are applied in collaboration with molecular dynamics with electronic
continuum (MDEC) model and density functional theory (DFT) calculations.
Neumann's dipole moment fluctuation formula is used to obtain dielectric constants
[77]:
o = o5 +

4
〈k> 〉
39@A 

(3.6)
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Where o5 is the high frequency dielectric constant, and 〈M > 〉, V, kB, and T are the
mean square fluctuation of the total dipole moment, volume, the Boltzmann constant, and
temperature, respectively. With applying the polarizable MD simulations, dielectric
constants are directly estimated by calculating 〈k> 〉 and o5 which can be obtained from

DFT calculations or experiments (o = oZfq+rs ). However, as reported in recent studies
[78], the dielectric constant obtained with non-polarizable force fields does not explicitly
describe pure electronic polarization of the electrolyte. The reason is that the fixed
(additive) partial charges in the non-polarizable force fields cannot describe the screening
effect by the electronic polarization and MDEC model is employed as the solution. The
MDEC model considers point charges moving in electronic continuum of known dielectric
constant where otq = o5 . In this case, all electrostatic interactions are scaled by the

factor1⁄o5 , while the electronic polarization energy of the solvated charges is calculated

explicitly using the electronic continuum mode. There is a simple scaling relation between
the total dielectric constant o and oSfS+rs :
o = o5 ∙ oSfS+rs

(3.7)

According to the MDEC scaling procedure, oSfS+rs is calculated by Eq. 3.8 where

>
〈kSfS+rs
〉 is the mean square fluctuation of the dipole moment obtained by the non-

>
〉 = 〈k> 〉/o5 .
polarizable MD and 〈kSfS+rs

oSfS+rs = 1 +

4
〈k>
〉
39@A  SfS+rs

(3.8)

Therefore, the dielectric constants can be calculated through non-polarizable MD
simulations by knowing the values of o5 .
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High frequency dielectric constants o5 are determined for pure linear and cyclic
solvents with high accuracy employing DFT calculations, while the mixing rule of LorentzLorenz should be applied for the mixing systems:
o5,n> − 1
o5,n − 1
o5,> − 1
= xn y
z + x> y
z
o5,n> + 2
o5,n + 2
o5,> + 2

(3.9)

Whereo5,n>,o5,n, and o5,> are the high frequency dielectric constants of the mixture

and the pure components respectively, and xn and x> are the volume fractions.

Fig. 3.4 and 3.5 illustrate the dielectric constants of PC, DMC, and EC as onecomponent systems and mixtures of PC + DMC and PC + EC, which were calculated as
the results of polarizable MD, non-polarizable MD, and non-polarizable MD model
applying scaling factor o5 (MDEC) in the literature [84]. According to the following

results, the o values obtained by polarizable MD and MDEC are close to each other

especially in the cases of cyclic solvents and binary electrolytes. Polarizable MD method
produced much more accurate values compared with the non-polarizable MD for all the
species while particularly for the high-dielectric cyclic carbonates (EC and PC) the values
predicted by the non-polarizable MD were reported as 1/3 of experimental data.
Additionally, the slow convergences of dielectric constants are a well-known fact due to
their dependency upon long-ranged and collective fluctuations. Furthermore, increasing
the mole fraction of the component that possesses higher dielectric constant in binary
solutions (PC and EC in PC + DMC and PC + EC, respectively) results in having a more
polar electrolyte.
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Fig. 3.4 Cumulative average of dielectric constants for (a) PC, (b) DMC at 298 K, and (c) EC at 313 K
calculated by polarizable MD, non-polarizable MD, and MDEC. The dotted lines represent the
experimental data [77].

Fig. 3.5 Dielectric constants of PC + DMC at 298 K and PC + EC at 313 K calculated by polarizable MD,
non-polarizable MD, MDEC, and experiment [77].
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3.4. Wettability and Interfacial Tension
The direct evaluation of the interfacial tension in solid and fluid systems using
computer simulations has followed two routes, the mechanical method based on the
Clausius virial theorem [79] and the thermodynamic method based on the Helmholtz (or
Gibbs) free energy [80]. Atomistic modeling of interfacial energy and wetting properties
of carbonate-based electrolytes with the electrodes and separator were rarely investigated
in the literature which shed more light on the unique aspect of this study [81]. Nevertheless,
numerous researches have focused on studying the liquid-solid contact angle and interfacial
tension in different other systems by employing the main following molecular dynamics
(MD) methods:
•

Thermodynamic integration (cleaving method)

•

Pressure tensors calculation

•

The interface fluctuation method

•

Sessile drop method

3.4.1. Thermodynamic integration (cleaving method)
The direct determination of the crystal-fluid interfacial energy can be achieved by
thermodynamic integration applying the definition of G/ as the reversible work required
forming a unit area of the interface. This method is performed along a continues path
beginning with separate crystal and fluid bulk systems prepared at the coexistence
conditions and ending with a system containing a crystal–liquid interface at equilibrium
with the surrounding bulk phases. The construction of such a path requires the development
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of a procedure to reversibly cleave a simulation box into two non-interacting systems. Fig.
3.6 depicts the following steps that should be considered to fulfill this goal:
Step 1: Gradually introduce an external "cleaving potential" into the solid at a specific
position between two adjacent crystal layers of a specified orientation while maintaining
the periodic boundary conditions.
Step 2: Cleave the liquid system in a similar way.
Step 3: Juxtapose the cleaved crystal and liquid systems by rearranging the boundary
conditions while maintaining the cleaving potentials.
Step 4: Gradually remove the cleaving potential from the combined interfacial system.

Fig. 3.6 The procedure of calculating interfacial energy by employing the thermodynamic integration
method [82].

In addition to the coexistence conditions, the result also depends on the orientation
of the crystal with respect to the interfacial plane. The plane along which the crystal and
liquid systems are split is referred as the "cleaving plane". The location of the cleaving
plane in the crystal system is chosen in the center of the simulation box between two crystal
layers, while in the liquid system the precise location is arbitrary [83].
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The reversibility and precision of the thermodynamic integration process are very
sensitive to the choice of cleaving potentials. The requirements for the cleaving potential
are two-fold: First, the cleaving potential should perturb the system as little as possible.
Consequently, it is desirable that, in Step 2, the potential introduces structure into the
cleaved liquid which is compatible with the structure of the crystal layers. Second, the
cleaving potential must be strong enough to prevent the particles from crossing the cleaving
plane. Otherwise, the rearrangement of the boundary conditions in Step 3 cannot be
performed. On the other side, an approach for constructing a set of rather complicated
cleaving potentials should be optimized specifically for each system and it is not easily
adaptable to a general case. Researchers solved this problem by implementing the cleaving
process using a pair of "cleaving walls" placed on either side of the cleaving plane [82].
For the hard sphere system as the representative of the systems studied by thermodynamic
integration, the walls were constructed of layers of hard spheres frozen in the ideal
positions of the specified crystal orientation. Each wall interacts only with the system on
the opposite side of the cleaving plane as illustrated in Fig. 3.7. Therefore, if the distance z
of the walls to the cleaving plane is larger than the sphere diameter σ, the walls do not
interact with the system.
The cleaving process in Steps 1 and 2 is performed by gradually moving the walls
toward the cleaving plane from the initial position z = zi , which is just outside the range of
the interaction potential (σ) determined by the cut-off radius rw. The final wall position zf
is determined by the requirement that the cleaving potential is sufficiently strong to prevent
the particles from crossing the cleaving plane. The interfacial energy is obtained by the
sum of works done through these four steps [84].
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Fig.3.7 Two moving walls and spheres are assigned as types 1 and 2 according to their position with
respect to the cleaving plane indicated as the dashed line. The walls interact with the spheres of similar type
and placed on the opposite sides where potential plane is the reference. Initially, there is no collision
between walls and spheres and the system is then cleaved by moving the walls in directions indicated by
the arrows [82].

To calculate the reversible work in steps 1, 2, and 4, the wall position z is considered
as the integration coordinate. The reversible work is thus determined by evaluating the
integral:


{n,>,| = − } 〈


~Φ
〉 
~

(3.10)

Where the angle brackets denote averaging over a simulation run at a fixed cleaving
wall position. Since interactions in the crystal are usually dominated by the short-range
repulsive part of the potential, it is sufficient to choose the interaction potential of the wall
particles as a monotonically decreasing function Φ(r) with a relatively small cut-off radius
rw. The cleaving potential Φ(r,z) is constructed from the potentials of wall particles Φ(r) in
such a way that each wall interacts only with the system on the opposite side of the cleaving
plane. In Step 4, the initial and final positions of the walls are reversed. Because of the
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repulsive character of the cleaving potential, the work in Steps 1 and 2 is expected to be
positive, while it is negative in Step 4.
In hard sphere systems, the work needed to rearrange the boundary conditions of
the cleaved interfaces in Step 3 is zero since the spheres do not have any interaction when
they are not in contact with each other. In contrary to hard spheres, the boundary
rearrangement work in Step 3 is nonzero for systems with continuous interactions. For such
systems, the work in Step 3 is calculated by making the potential energy U of the system
dependent on the coupling parameter λ. U(λ = 0) is the potential energy of the separate
crystal and melt systems at the end of Steps 1and 2, while U(λ = 1) is the total potential
energy of the crystal and melt systems interacting with each other across the cleaving
planes. The work required to perform Step 3 is calculated using thermodynamic integration
over λ by employing the following equation:
n
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3.4.2. Pressure tensors calculation
From the mechanical point of view, interfacial tension is determined from the
diagonal elements of the pressure tensor. Fundamentally, pressure arises as a consequence
of the flux of momentum, a physical mechanism that can be decomposed into different
ways in which this flux takes place. There is a flux due to the momentum transported by
the molecules, and there is another flux due to elastic collision between molecules [85]. In
this way, the Clausius virial theorem takes into account both mechanisms. Collision
between particles is due to the intermolecular forces acting between molecules, so the
average of the virial r · F gives the non-ideal contribution to the pressure. The analysis of
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the flux of momentum can be done for homogeneous and inhomogeneous phases. In
inhomogeneous systems, the diagonal elements of the pressure tensor calculated by
volume-perturbation (VP) method are not equal, and the interfacial tension is obtained due
to this difference [86]. As mentioned, the mechanical method based on the Clausius virial
theorem allows us to evaluate the pressure in a molecular simulation. Assuming a system
with pairwise interactions in the absence of external fields, the usual virial form for
pressure is:
 = 〈@A 〉 + 〈
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Where the angular brackets indicate the statistical average in the appropriate
ensemble, ρ =N/V is the number density, kB is the Boltzmann constant, T is the temperature,
rij is the intermolecular vector between a molecular pair, and fij is the corresponding
intermolecular force, respectively.
To calculate the interfacial tension using the pressure tensors, the volume
perturbation method can be applied with relevant anisotropic volume changes to calculate
the pressure tensor, pij, where i, j =x, y, z. For a fluid in hydrostatic conditions, all the nondiagonal elements are null and the pressure p is given by one third of the trace of pij, i.e., p
= (pxx+pyy+pzz)/3. Accordingly, pressure tensor can be used to calculate the surface tension
γ for systems with interfaces. Assuming a planar interface lying in the x-y plane, the
components of the pressure tensor depend on the distance z to the interface,
5
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Where pN(z) is the local pressure normal to the surface, pN(z) = pzz(z), and pT(z) is
the local pressure tangential to the surface, defined by pT(z) = (pxx(z) + pyy(z))/2. Since it is
considered that an interface is isotropic in the x and y directions, pxx(z) = pyy(z). For planar
interfaces, the mean value theorem allows to write the last expression in terms of the
macroscopic normal and tangential components, PN and PT [87]:
=
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In the equation, the factor 2 is applied considering the two interfaces of the
simulated system.
3.4.3. Interface fluctuation method
The fluctuation method examines the magnitude of capillary fluctuations in the
profile of a thin strip of the interface by employing the spectrum of interfacial fluctuations
to calculate the interfacial stiffness, from which interfacial tension γ can be indirectly
calculated. If the liquid-solid interfacial free energy were isotropic, then the fluctuations in
interface position would be governed entirely by the magnitude of γ directly. However, in
a usual case of anisotropic γ, the fluctuation spectrum depends not only on the magnitude
of γ but also on the energy required for local orientation fluctuations. Therefore, the
fluctuations depend on the interface stiffness γ + γ". The quantity of γ" (i.e., second
derivatives) is defined as γ" = d2γ/dθ2, where θ is the angle between the instantaneous
interface normal and the y axis depicted in Fig. 3.8. Using capillary wave theory, the
interfacial stiffness can be related to A(q), the Fourier transform of the interface height
[88]:
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Where  is the area of the flat interface and = is the wave number, respectively.
Accordingly, the interfacial stiffness  +  " is determined from the intercept of
logarithmic plot of 〈|(=)|> 〉 versus =. Once  +  " has been measured for several
interfacial orientations, the value of γ in each orientation is obtained indirectly by
constructing a functional form for the dependence of γ on orientation and fitting  +  " to
obtain the best fits for the parameters of the functional form.

Fig. 3.8 Snapshot of simulation box for determining the interfacial free energy of liquid (dark gray)-solid
(light gray) employing the fluctuation method in a hard-sphere system [89].

The studied interface is constructed as quasi-one-dimensional. Accordingly, a slab
geometry is used with a simulation box that is of length W along the x axis, of length L
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(L>W) along the y axis (normal to the interfacial plane), and of thickness b ( ≪ ) along
the z axis. To ensure a quasi-one-dimensional interface, the value of b is small -typically
about 3-4 lattice spacing. Additionally, the height of the interface h(x) can be defined as
the position of the boundary (interface) separating the solid and fluid phases[ℎ() =
∑ (=)exp()=)].
3.4.4. Sessile drop method
This method is employed in the cases that calculation of the contact angle between
the two solid-liquid phases is favored instead of their interfacial tension energy. The
equilibrated contact angle is determined according to the projection of the time averaged
density profile of the drop located on the surface. The droplets simulated by MD studies
can be constructed spherical [90], cubic [91], or cylindrical [92] based on the different
approaches employed to analyze the droplet density profile. As a common procedure, the
droplet is initially located above the surface and spontaneous wetting occurs during a
relaxation time (varies from several hundred pico seconds to several nano seconds) by
applying the canonical (NVT) ensemble. The wetting process includes three steps as
illustrated in Fig. 3.9.
In the first stage, liquid molecules on the droplet surface adjacent to the solid
surface escape from the droplet and get trapped by the solid surface due to the random
thermal motion. Their vacancy sites left on the droplet are filled by the neighboring liquid
molecules to reserve the minimal surface area. Accordingly, liquid molecules keep
migrating from the droplet to the solid surface, and the liquid droplet deforms from its
original shape to an irregular shape.
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When significant interfacial area is formed on the solid surface, the wetting
procedure enters the second stage. In this stage, liquid molecules above the contact line
move from the droplet to the model surface. It results in propelling the contact line between
the surface and the droplet and spreading the droplet on the surface. These two steps can
be distinguished based on the change of the droplet height which is not obvious in the first
stage.

Fig. 3.9 Three stages of the wetting process of a liquid droplet on a solid surface considered to determine
the contact angle during MD simulation [93].

In the third stage, equilibrium is established where the spreading of the liquid
droplet stops while the exchange of liquid molecules between the surface and the droplet
goes on near the contact line [94]. The calculation procedure of the contact angle begins
with achieving the density distribution profiles by time average statics on the equilibrium
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conformation of the adsorbed liquid droplets. Near the solid surface, large fluctuation
occurs in the density profile because of the presence of the substrate. The density profile
from the bulk liquid region across the liquid–solid interface is usually obtained by the
following hyperbolic tangent function [95]:
() =

1 q
1
2( − t )
( +  H ) − (q −  H ) tanh(
)
2
2


(3.16)

Where q and  H are the bulk liquid and solid densities, respectively; t is the height
of the water droplet and  is the thickness of liquid-solid interface. These profiles are
projected on the  −  plane and  −  plane. Contour maps were then generated from the
density profiles and fitted by a circular shape to achieve the contact angles of L and L
and the final contact angle L is calculated from the average of these two terms.
As a comparative overview of the four MD methods commonly used to investigate
the wetting properties, it would be figured out that thermodynamic integration can be
processed to calculate the interfacial energies directly while determining the accurate
location of cleaving walls along with the necessity of producing the lowest possible rate of
perturbation make this method quite challenging. As the second direct method, calculating
pressure tensors are carried out based on anisotropic volume changes of the two phases
where the method is more reliable to calculate the surface energies at fluids interfaces. The
fluctuation method examines the magnitude of capillary fluctuations in the profile of a thin
strip of the interface by using the spectrum of interfacial fluctuations to calculate the
interfacial stiffness, from which interfacial tension γ can be indirectly calculated. Sessile
drop method is employed in the cases that calculation of the contact angle between the two
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solid-liquid phases is favored instead of their interfacial tension energy. This method needs
large simulation boxes and prolonged simulation times to equilibrate the systems.
By considering the applicability, advantages, and limitations of the mentioned
methods, we developed a model as a combination of pressure tensor calculations to
determine the electrolyte-vacuum surface tension and a thermodynamic-based method
arises from the thermodynamic integration procedure to calculate γ values of electrolyteanode/separator interfaces. The cleaving method has been modified in our study based on
the Helmholtz free energy to eliminate the sensitivity of locating and removing cleaving
walls.
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4. Model Development
In this chapter, we will introduce the details of generic molecular dynamics (MD)
computational simulation techniques to derive equilibrated electrolyte structures where the
resulted atomic trajectories can be used to examine electrochemical and wetting properties
in LIB cells. We then explain the MD computation methodologies and the procedures
developed to calculate electrolyte-anode interfacial tension energies in our current work.

4.1. Molecular Dynamics Computations
There are generally two main families of molecular dynamics (MD) methods,
which can be distinguished according to the model (and the resulting mathematical
formalism) chosen to represent a physical system. In the classical mechanics approach of
MD simulations, molecules are treated as classical objects resembling the “ball and stick”
model. Atoms are routinely represented by soft balls and bonds are represented by elastic
sticks, and the laws of classical mechanics define the dynamics of the system. The quantum
or first-principles MD simulations are the second category which started in the 1980’s with
the seminal work of Car and Parinello and explicitly consider the quantum nature of the
chemical bond [96]. The electron density functional for the valence electrons that
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determine bonding in the system is computed using quantum equations, whereas the
dynamics of ions (nuclei with their inner electrons) is followed classically.
4.1.1. Molecular dynamics algorithm
A working definition of MD simulation is technique by which one generates the
atomic trajectories of a system of N particles by numerical integration of Newton’s
equations of motion, for a specific interatomic potential with certain initial condition (IC)
and boundary condition (BC). In MD simulations, the time evolution of a set of interacting
particles is followed via the solution of Newton’s equations of motion by integrating the
set of their coupled differential equations given by:

= C > g% , %] h + C C  (% , %] , %¡ ) + ⋯
[
]

¡

%
= 
[
Where % ([) = ( ([),  ([),  ([)) is the position vector of i-th particle, and

(4.1)
is

the mass of the particle, respectively. "Particles" usually correspond to atoms although they
may represent any distinct entities (e.g., specific chemical groups) that can be conveniently
described in terms of a certain interaction law.  is the force acting upon i-th particle at
time t, where > is a force function describing pairwise interactions between the particles,
 describes three-body interactions, and many-body interactions can be added [97].
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Fig. 4.1 illustrates the typical algorithm that an MD simulation is constructed.

Fig. 4.1 The general algorithm applied to run molecular dynamics simulations.

In an MD simulation, it is first required to select a model system consisting of N
particles and specify the conditions of the run (e.g., initial temperature, number of particles,
density, and time step). Then, the boundary conditions (BC) should be considered and the
system has to be initialized by assigning the initial positions and velocities of the particles.
As the next steps, the forces are calculated on all the particles and Newton's equations of
motions are integrated to obtain the particles trajectories. These two steps are the core of
the simulation and are repeated until the system is equilibrated and its properties are no
longer changed with the time. Finally, the actual measurements of the desired properties
are calculated after the equilibration. The velocities themselves are not used to solve
Newton's equations of motions. Rather, the positions of all particles at the present and
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previous time step, combines with the knowledge of the force acting on the particles are
employed to predict the positions at the next time step.
4.1.2. Boundary conditions (BCs)
There are two major types of BCs: isolated boundary condition (IBC) and periodic
boundary condition (PBC). IBC is ideally suited for studying clusters and molecules, while
PBC is suited for studying bulk liquids and solids. There could also be mixed BC such as
slab or wire configurations for which the system is assumed to be periodic in some
directions but not in the others. In IBC, the N-particle system is surrounded by vacuum;
these particles interact among themselves, but are presumed to be so far away from
everything else in the universe that no interactions with the outside occur except responding
to some well-defined “external forcing.” In PBC, one explicitly keeps track of the motion
of N particles in the so-called supercell, but the supercell is surrounded by infinitely
replicated, periodic images of itself. Therefore, a particle may interact not only with
particles in the same supercell but also with particles in adjacent image supercells as
depicted in Fig. 4.2. As pointed out before, PBC is intended to simulate the bulk
environment effectively. During a simulation, particularly of a fluid, objects such as atoms
and molecules will tend to move out of the unit cell, but the application of PBC means that
an image object will always move into the unit cell to take its place. This is important as it
allows the object in question to maintain a continuous trajectory while still experiencing
the same potential energy field if it remained in the primary cell, allowing the calculation
of quantities such as diffusion coefficients [98].
The trajectories of only the atoms in the center cell called the supercell (defined by
edge vectors h1 and h2 of Fig. 4.2) are explicitly tracked, which is infinitely replicated in
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all three directions (image supercells). The cut-off distance of the interatomic potential rc
determines the distance beyond which interaction may be safely ignored. Minimum image
convention and explicit image convention are the methods that apply PBC to the
simulations [99].

Fig. 4.2 Illustration of periodic boundary condition (PBC) [99].

If molecules in the interior cell are allowed to interact only with the molecule or
molecular image closest to it, this is called a minimum-image structure. Each molecule
interacts only with those molecules and images within a distance of half the cell size. The
advantage of this approach is its simplicity. On the other side, the important feature of
explicit image convention approach is that it allows the interactions between objects that
may be many cells apart.
4.1.3. Force fields
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A crucial part of any MD simulation is the proper choice of force field. The purpose
of a force field is to describe the potential energy surface of entire classes of molecules
with reasonable accuracy. Each atom in a structure that is to be modeled must be assigned
a force field type. The force field type reflects the microchemical environment of the
particular atom. By matching combinations of force field types, parameters for various
potential energy terms can be assigned, ultimately leading to a full potential energy surface
that can be used to calculate the forces between atoms. The force fields commonly used for
describing molecules employ a combination of internal coordinates and terms, i.e., bonds,
angles, and torsions to describe that part of the potential energy surface due to interactions
between bonded atoms, and non-bond terms to represent the long-range Van der Waals and
electrostatic interactions between atoms [100,101].
(4.2)

£,f,Yq = £IYqtS6t + £SfS+1fSj
£IYqtS6t = £1fSj + £YS¤qt + £ZfZ.

,fH fS

+ £ ¥ZfZ.

£SfS+1fSj = £Ij¦ + £6feqf¥1

,fH fS

(4.3)
(4.4)

When the atoms are covalently bonded to others, strong forces hold them together
as stable chemical groups. Thus, £IYqtS6t represents the bonded potential energies where
£1fSj is the bond stretching energy standing for the elastic interaction between a pair of
atoms connected by a covalent bond, £YS¤qt the angle-bending energy standing for the
interaction among three covalently-bonded atoms that form a stable angle, and
£ZfZ.

,fH fS

and £ ¥ZfZ.

,fH fS the

proper and improper torsional energies standing for

the interactions among four covalently-bonded atoms that forma stable proper and
improper dihedral angle as depicted in Fig. 4.3.
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Fig. 4.3 A schematic illustration of the interactions that model covalent bonding: (A) Bond-stretching
force; (B) Angle-bending force; (C) Proper torsional force; (D) Improper torsional force [101].
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q
Where @¥
is the bond strength, ¨¥ is the distance between the two atoms of the m
©
th bond, ¨¥
is the equilibrium bond length, @¥
is the angle strength, L¥ the m-th angle

between the two adjacent bonds that share a common atom, L¥
is the equilibrium bond

angle, 9¥ is the amplitude of dihedral angles, D¬ is the periodicity factor which determines
the number of equilibrium dihedral angles in a 360º rotation, ¥ is the m-th dihedral angle
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between the two adjacent angles that share a common bond, ¥ is the phase shift, @¥ is the
strength, ¯¥ is the m-th improper dihedral angle among four atoms that are not bonded
successively to one another,


and ¯¥
is the equilibrium improper dihedral angle,

respectively [100,101].
The non-bonded interactions of atoms encapsulate both van der Waals and
electrostatic energies. The Lennard-Jones potential is the most applicable functional form
that is incorporated in determining the total potential energy by introducing an attractive
part representing the Van der Waals energy and a repulsive part representing the Pauli
repulsion:
9/° =

B]
B]
1
C 4o ] [( )n> − ( )² ]
2
]
]
,], ±]

(4.9)

Where o ] represents the van der Waals dissociation energy, B ] the collision
diameter, and  ] the distance between the i-th and j-th atom, respectively. The dissociation
energy is equal to the amount of energy needed to pull a pair of atoms in the strongest van
der Waals binding state apart. The collision diameter is approximately the distance at which
a pair of atoms bounces off from each other in a normal, non-reacting condensed state. The
Lennard-Jones potential basically depends on o ] and B ] as the basic energy-scale and
length-scale parameters, respectively, and 9/° (%) has been plotted in Fig. 4.4 [100].

70

Fig. 4.4 The Lennard-Jones potential [102].

The other term that contributes in determining the non-bonded potential energies is
the electrostatic potential energy according to the Coulomb’s Law:
£6feqf¥1 =

= =]
1
C
2
]
,], ±]

(4.10)

Where = is the charge of the i-th atom. Compared with the Van der Waals potential,
the electrostatic potential is a stronger and characterized by a more long-range interaction
[103]. In MD simulations, the Van der Waals and electrostatic interactions as the nonbonded interactions are typically considered as important to be considered since it is the
non-bonded interactions among the atoms of a macromolecule that affect its secondary
structure and also these interactions among the atoms of different molecules organize them
into crystals, complexes, and other assemblies.
There are several methods to determine the non-bonded potential energies as
following:
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•

Atom-based

•

Group-based

•

Ewald

•

PPPM (particle-particle particle-mesh method)
In the following sub-sections, atom-based method and Ewald summation method

are briefly explained due to their applicability in this study.
4.1.3.1. Atom-based cutoffs
A simple approach to the calculation of long-range non-bond interactions is the
direct method, where non-bond interactions are simply calculated to a cutoff distance and
interactions beyond this distance are ignored. However, the direct method can lead to
discontinuities in the energy and its derivatives. As an atom pair distance moves in and out
of the cutoff range between calculation steps, the energy jumps, since the non-bond energy
for that atom pair is included in one step and excluded from the next. To avoid the
discontinuities caused by direct cutoffs, most simulations use a switching function S(r) to
smoothly turn off non-bond interactions over a range of distances. Fig.4.5 shows the
features that a switching function must have:
•

It must be unity for small non-bond distances where the greatest changes in the

potential occur.
•

At intermediate non-bond distances, it must smoothly tend to zero.

•

It must be zero for large distances.
An effective potential is created by multiplying the actual potential by the

smoothing function. Clearly the choice of the function in the intermediate range is crucial
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and should be continuously differentiable in this region so that forces can be calculated.
One possible choice for this function is to use a spline. Spline width specifies the size of
the region within which non-bond interactions are to be splined from their full value to zero
when the cubic spline truncation method is used for atom-based and group-based
summations. A spline width of zero switches off spline interpolation and is equivalent to a
direct cutoff. The range over which the S(r) tends to zero is also important. As indicated
in Fig.4.5, the upper limit, i.e., large non-bond distance for this range is the cutoff distance.
The location of the lower limit is variable and often requires some investigation.

Fig. 4.5 Application of a switching function; energy=E(r) • S(r). Thick dark curve: the unmodified Van der
Waals potential; dashed curve: the switching function S(r); gray curve: the resulting switched potential
[104].

Additionally, the buffer width is the size of the buffer that is to be used when
creating the non-bond neighbor lists. When any interaction pair moves more than half this
distance, the neighbor list (if used) is recreated. This does not affect any values calculated,
but does affect the computation time [104].
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4.1.3.2. Ewald summation method
The Ewald technique is a method for computation of non-bonded energies in
periodic systems, particularly electrostatic energies. Crystalline solids are the most
appropriate candidates for Ewald summation, partly because the error associated with
using cutoff methods is much greater in an infinite lattice. However, the technique can also
be applied to amorphous solids and solutions. Since electrostatic energies consist of both
short- and long-range interactions, it is maximally efficient to decompose the interaction
potential into a short-range component summed in real space and a long-range component
summed in Fourier space. Ewald summation rewrites the interaction potential as the sum
of two terms:
³(%) = ³H (%) + ³q (%)

(4.11)

Where ³H (%) represents the short-range term whose sum quickly converges in real
space and ³q (%) represents the long-range term whose sum quickly converges in Fourier
space. The long-ranged part should be finite for all arguments (most notably r = 0) but may
have any convenient mathematical form, most typically a Gaussian distribution. The
method assumes that the short-range part can be summed easily; hence, the problem
becomes the summation of the long-range term. The long-range interaction energy is the
sum of interaction energies between the charges of a central unit cell and all the charges of
the lattice. Due to the use of the Fourier sum, the method implicitly assumes that the system
under study is infinitely periodic (a sensible assumption for the interiors of crystals). One
repeating unit of this hypothetical periodic system is called a unit cell. One such cell is
chosen as the "central cell" for reference and the remaining cells are called images. The
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most common reason for lack of convergence in Ewald method is a poorly defined unit
cell, which must be charge neutral to avoid infinite sums [105,106].
4.1.3.3. Force field types
The purpose of a force field is to describe the potential energy surface of entire
classes of molecules with reasonable accuracy. The force field extrapolates a larger set of
related models from the empirical data of the small set of models used to parameterize it.
Some force fields are employed due to their high accuracy for a limited set of elements,
thus enabling good predictions of many molecular properties. Others are used for the
broadest possible coverage of the periodic table, with necessarily lower accuracy. A force
field type has to be assigned for each of the atoms in a modeled. As the name suggests, the
force field type gives an indication of the nature and properties of a given particle in a
simulation. If the simulation is atomistic then the principal determinant of the force field
type is the element to which the atom belongs. The force field type also gives an indication
of the nature of the local microchemical environment of a given atom (or, more generally,
particle). A number of properties can be used to define a force field type where definition
may include a combination of the following properties:

•

Element (if particle is an atom)

•

Type of bonds (for example single, double, resonant, etc.)

•

Number of other particles to which the given particle is bonded

•

The type of particles to which the given particle is bonded

•

Hybridization

•

Formal Charge
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It should be considered that the particle properties that can change as a result of
simulation such as particle coordinates, velocities, or actual charge are not used to define
force field types (formal charge is usually fixed during a simulation and it can be used as
one of the factors to define a force field type).
There have been a number of consistent force fields such as CFF91, pcff, CFF and
COMPASS that were employed to consider the potential energies for different materials
[107]. These force fields are parameterized against a wide range of experimental
observables for organic compounds containing H, C, N, O, S, P, halogen atoms and ions,
alkali metal cations, and several biochemically important divalent metal cations. We will
provide more details about COMPASS force field since it was used to describe the potential
energies in our studied systems.
COMPASS (new version of pcff) is an ab initio force field, of which
parameterization procedure can be divided into the two phases of ab initio parameterization
and empirical optimization [108]. In the first phase, the parameterization is focused on
partial charges and valence parameters. The atomic partial charges were derived using ab
initio electrostatic potentials. In the second phase, emphasis is on optimizing the force field
to yield good agreement with experimental data. A few critical valence parameters are
adjusted based on the gas phase experimental data. More importantly, the Van der Waals
parameters are optimized to fit the condensed-phase properties. For covalent molecular
systems, this refinement is achieved based on molecular dynamics simulations of liquids.
The COMPASS force field has broad coverage in covalent molecules including
most common organics, small inorganic molecules, and polymers. For these molecular
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systems, the COMPASS force field has been parameterized to predict various properties
for molecules in isolation and condensed phases. The properties include molecular
structures, vibrational frequencies, conformation energies, dipole moments, liquid
structures, crystal structures, equations of state, and cohesive energy densities. The
COMPASS development has extended the coverage to include inorganic materials.
Consequently, the combination of these parameters makes the study of interfacial and
mixed systems possible for organic and inorganic materials [107].
4.1.4. Numerical integration of the equations of motion
The idea of the numerical integration of Newton’s equations of motion is to find an
expression that defines positions %([ + ∆[) at time [ + ∆[ in terms of the already known
positions at time t. Because of its simplicity and stability, the velocity Verlet algorithm is
commonly used in MD simulations. The basic formula of this algorithm can be derived
from the Taylor expansions for the positions ri (t ) :
%([ + ∆[) = %([) + ∆[. ([) +
([ + ∆[) = ([) +
´([ + ∆[) =

∆[ > ´([)
2

1
∆[[´([) + ´([ + ∆[)
2

µ([ + ∆[)

(4.12)
(4.13)
(4.14)

Where %([), ([), ¶([), and ([) are the position, velocity, acceleration, and force
pertinent to the particle with mass m at time t, respectively [109].
It is noteworthy to mention that the exact trajectories correspond to the limit of an
infinitesimally small integration step. It is however desirable to use possibly large time
steps to sample longer trajectories. In practice, ∆[ is determined by fast motions in the
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system. Bonds involving light atoms (e.g., O-H bond) vibrate with periods of several
femtoseconds, implying that ∆[ should be on a sub-femtosecond scale to ensure stability
of the integration.
4.1.5. Thermodynamic ensembles
Simple integration of Newton's equations of motion allows us to explore the
dynamical properties of a system which is isolated from changes in number of moles N, in
various environments as the combinations of conserved volume V, temperature T, pressure
P, and enthalpy H. Therefore, various ensembles are created to provide the desired
conditions as the constant-volume, constant-energy NVE ensemble, canonical ensemble
NVT, isothermal- isobaric ensemble NPT, and isoenthalpic-isobaric ensemble NPH.
Generally, NVT ensemble is employed to study a system which is capable of
transporting heat with an infinity heat source, and it is an appropriate choice for the systems
with PBC. The energy of endothermic and exothermic processes is controlled with a
thermostat. The NPT ensemble is always chosen in the cases when the correct pressure,
volume, and density are very important in the simulations. This ensemble can be applied
in systems with PBC and the temperature and pressure are controlled by an appropriate
thermostat and barostat, respectively. The barostat maintains constant pressure by varying
the cell parameters [110,111].

4.1.6. Thermostats
Temperature is a state variable that specifies the thermodynamic state of the system
that is an important concept in MD simulations. This macroscopic quantity is related to the
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microscopic description of simulations through the kinetic energy which is calculated from
the atomic velocities. The temperature and the distribution of atomic velocities in a system
are related through the Maxwell-Boltzmann equation where the same relation can be used
to define a temperature at a particular time t:
 SH,YS =

2
¸
@A ?· SH,YS

(4.15)

Where  SH,YS and @A are the instantaneous temperature of the system at time t and
the Boltzmann constant, respectively. ?· is the number of degrees of freedom. If all atoms
move independently, ?· equals 3N because each atom has three velocity components, i.e.,
vx, vy, and vz. ¸ SH,YS is the total kinetic energy of the system at time t as following:
^
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Although the initial velocities are generated so as to produce a Maxwell-Boltzmann
distribution at the desired temperature, the distribution does not remain constant as the
simulation continues. This is especially true when the system does not start at a minimumenergy configuration of the structure. During dynamics, kinetic and potential energy are
modified, and the temperature changes as a consequence. To maintain the correct
temperature, the computed velocities have to be adjusted appropriately. In addition to
maintaining the desired temperature, the temperature-control mechanism must produce the
correct statistical ensemble. This means that the probability of occurrence of a certain
configuration obeys the laws of statistical mechanics.
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The temperature-control methods or thermostats that are commonly employed in
molecular dynamics simulations are considered as [112-114]:
•

Andersen

•

Berendsen

•

Nosé

•

Nosé-Hoover-Langevin (NHL)

•

Direct velocity scaling
Andersen method is the thermostat which controls the temperature in this study and

has two different versions. One version involves randomizing the velocities of all atoms at
a predefined collision period while the other version involves choosing atom collision
times from a Poisson distribution at each time step and changing their velocities according
to the Boltzmann distribution. The first version was implemented in the current study. The
collision period is proportional to N2/3 where N is the number of atoms in the system.
4.1.7. Barostats
Similar to the temperature-control methods, the pressure (and stress) control
mechanism must produce the correct statistical ensemble. The following batostats are used
to control the pressure [115]:
•

Andersen

•

Berendsen

•

Parrinello-Rahman

•

Souza-Martins
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The volume can change by employing the Berendsen and Andersen methods while
there is no change in the shape of the simulation cell. Thus, only the pressure can be
controlled through these barostats. However, the Parinello-Rahman method modifies both
the volume and shape of the cell which results in controlling the stress in addition to the
pressure. The Andersen method as the barostat employed in this study is useful for liquid
simulations since the box can become quite elongated in the absence of restoring forces
since the shape of the cell is not allowed to change. A constant shape also makes the
dynamics analysis easier. However, this method is not very useful for studying materials
under anisotropic stress or undergoing phase transitions, which involve changes in both
cell lengths and cell angles (in these situations, the Parrinello-Rahman method should be
used where available).
The basic idea is to treat the volume V of the cell as a dynamic variable in the
system. The Lagrangian of the system is modified so that it contains a kinetic energy term
mass QA and a potential term which is the potential derived from an external
pressure ¹ acting on volume V of the system.

4.2. Molecular dynamics simulation methodology
Here, the details of MD methodology that we employed in this study are described to
calculate the interfacial energies between liquid solvents and solid electrolytes/separators.
4.2.1. Interfacial tension calculation
MD simulations of investigating the wetting properties of carbonate-based
electrolytes with graphite as the anode and the PE/PP separators were performed with the
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most recent version of non-polarizable COMPASS force field by employing the FORCITE
module implemented in Materials Studio 7.0 commercial package (Accelrys Inc).
Various systems incorporating diethyl carbonate (DEC), ethyl methyl carbonate
(EMC), or propylene carbonate (PC) one-component electrolytes were constructed at
temperatures 0 ⁰C and 25 ⁰C including different LiPF6 concentrations. The Ewald
summation method was employed to consider the electrostatic interactions and the Van der
Waals interactions were monitored via the atom-based method with the cutoff distance of
12.5 Å. Additionally, velocity Verlet algorithm was used to determine the trajectories of
the atoms. A five-layer graphene system was built as the anode component employing
aromatic sp2 hybridized carbon. Three-dimensional, periodic orthorhombic simulation
cells were used to construct the electrolyte systems and the periodic conditions were
retained during all the simulation processes. The dimensions of the electrolyte and graphite
cells were separately reduced to yield estimated densities at the studied temperatures
followed by NPT equilibration runs with a time step of 1 fs and total simulation time of
500 ps. Andersen's thermostat and barostat were employed to control the temperature and
pressure with collision ratio of 1 as a factor by which the collision period should be
multiplied. The maximum energy difference that was allowed between successive steps of
each simulation was defined as 50000.0 kcal/mole and the atomic force and velocity data
required for interfacial tension calculations was written to each frame of the trajectory file.
After the accomplishment of dynamics simulations through NPT ensemble, geometry
optimization was applied to the cells based on reducing the magnitude of calculated forces
until they become smaller than defined convergence tolerances. This was done using an
iterative process, in which the atomic coordinates, and possibly the cell parameters, were

82

adjusted until the total energy of the structure was minimized. Consequently, the optimized
structure corresponded to a minimum value in the potential energy surface. Accordingly,
the convergence threshold values for the maximum energy change and force were assigned
as 0.001kcal/mol and 0.5 kcal.mol-1.Å-1, respectively. Also, maximum iterations were
determined as 500 cycles of geometry optimization where the calculation stops even if the
convergence criteria are not satisfied. It is noteworthy to mention that the NPT
equilibration was applied in two steps (500 ps at 25 ⁰C and 500 ps at 0 ⁰C) for the systems
studied at 0 ⁰C to gradually decrease the temperature of the system and reach to a more
confident equilibration.
Next, the electrolyte cells were separately merged with anode and separator cells to
construct the systems required for the calculation of interfacial tension energies. Dynamics
simulations were carried out to equilibrate the merged systems for 500 ps with the NVT
ensemble at the studied temperatures employing Andersen's thermostat and the results were
extracted by considering the last 250 ps of the simulation process. The electrolyte-vacuum
surface tension was calculated for each system from the atomic trajectories by using the
pressure tensors stored in each frame and the electrolyte-anode/separator interfacial tension
was obtained subsequently via a thermodynamics-based developed formula which will be
explained in the next chapter.
4.2.2. Salt aggregation
Three-dimensional, periodic cubic simulation cells were constructed with the
approximate length of 45 Å, in which EMC, DEC, or PC solvents with 1 M LiPF6 salt were
incorporated each in a one-component system. The cells were equilibrated for 500 ps with
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the NPT ensemble at 25 ⁰C with a time step of 1 fs and the temperature and the pressure of
each system controlled by the Andersen's barostat and thermostat. The coordination of salt
ions was determined in each of the three cells to investigate the impact of solvents dielectric
constant on clustering of the salt ions.

5. Results and Discussion
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In this chapter, we will discuss the method developed to calculate the electrolyte graphite anode and electrolyte – PE/PP separators interfacial tension energies based on the
combination of both mechanical and thermodynamic approaches, and subsequently, the
resulted structures are illustrated. The calculated interfacial energies were investigated
according to the impact of solvent cyclicity, temperature, and salt concentration. Moreover,
the clustering phenomena are monitored in different solvent systems containing 1 M LiPF6.

5.1. Electrolyte – graphite anode interfacial tension energies
The interfacial tension values were obtained by considering the Clausius virial
theorem based on the knowledge of pressure tensors to calculate the electrolyte-vacuum
surface tension ɣev. A thermodynamic-based method was employed according to the total
change in Helmholtz free energy to calculate the electrolyte-solid interfacial tension ɣes
particularly at the anode and the separator interfaces. Thus, ɣev values were calculated via
Eq. 3.14 as the results required to participate in the formula developed thermodynamically
to calculate ɣes:
tH ∆ = ∆ = ∆tI+tt + ∆HI+HH + ∆tI+tH + ∆HI+tH
− (∆ltI+tt + ∆lHI+HH + ∆ltI+tH + ∆lHI+tH )

(5.1)

Where the interfacial tension can be presented as the difference between the
cohesion and adhesion free energies divided by the surface area of the created interface.
∆ is the total change in Helmholtz free energy, ∆tI+tt is the change of internal cohesion
energy between the two electrolyte surfaces, i.e., the energy required for surface separation,
and ∆tI+tH is the energy of adhesion between electrolyte and anode or separator (solid
phases) which is the energy required to bring each of the two phase surfaces close to each
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other where the electrolyte surface was separated by vacuum, respectively. ∆l terms are
defined as the entropies of the corresponding processes.
It is assumed that the total entropy change is mainly affected by the limitation of
electrolyte conformation due to the creation of the interface in the electrolyte system.
Therefore, since the solid surfaces stay intact and their deformation is negligible, their
separation does not produce any substantial entropy changes. Therefore, ∆lHI+HH +
∆ltI+tH + ∆lHI+tH ≪ ∆ltI+tt and Eq. 5.1 can be reduced to:
∆ ≈ ∆tI+tt − ∆ltI+tt + ∆HI+HH + ∆tI+tH + ∆HI+tH

(5.2)

By considering the fact that at the conditions equivalent to the NVT ensemble,
interfacial tension equals Gibbs free energy per surface area:
∆tI+tt − ∆ltI+tt = tI 

(5.3)

Thus, the electrolyte-anode interfacial energies finally were obtained as:
tH = tI + (1⁄)( ∆HI+HH + ∆tI+tH + ∆HI+tH )
= tI + (1⁄)(∆HI+HH − 2 × ∆tH )

(5.4)

Where ∆HH+HI is the change of internal cohesion energy between the two solid
surfaces which is the energy required for surface separation and ∆tH represents the energy
of separation of the electrolyte and the solid phase surfaces, respectively. The sum of the
energies required to bring the electrolyte and anode or separator surfaces together where
each are separated by vacuum equals to the negative sum of the energies should be
employed to separate each phase from the other one. Since each phase has two surfaces
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with PBC, the interfacial tension value relevant to one common surface was calculated via
the following expression:
tH = [ tI + (1⁄)(∆HI+HH − 2 × ∆tH )]/2

(5.5)

5.1.1. Structures
Diethyl carbonate (DEC), ethyl methyl carbonate (EMC), and propylene carbonate
(PC) were employed along with LiPF6 as depicted in Fig. 5.1 to investigate the impacts of
solvent cyclicity and salt concentration on the electrolyte – graphite/PE/PP interfacial
tension at various temperatures. Accordingly, the studied systems mentioned in table 5.1
were constructed based on these three solvents at temperatures 0 ⁰C and 25 ⁰C to study
electrolyte – anode wetting properties while EMC and PC solvents at T = 25 ⁰C were
chosen to calculate electrolyte – separators interfacial energies.

DEC

EMC

Li+

PC

PF6-

Fig. 5.1 The carbonate solvents and salt ions employed in the studied systems.
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Table 5.1 The constructed systems at temperatures 0 ⁰C and 25 ⁰C.

Temperature

Systems

(⁰C)
0

DEC

EMC

PC

EMC:
DEC:

EMC:

EMC:

1M

1.254 M

LiPF6

LiPF6

PC:

0.752
25

DEC

1M

EMC

PC

1M

M
LiPF6

LiPF6

LiPF6

To check the appropriateness of COMPASS force field for our systems and to test
the MD computation produces reliable results, NPT ensemble was employed to calculate
their densities during 500 ps. The results obtained for EMC: 1 M LiPF6 electrolyte as the
representative system have been illustrated in Fig 5.2. The initial cell density was
considered as 1.106 g/cm3 while the final calculated density was 1.118 g/cm3. The small
amount of difference between the initial and final density values in addition to the low
fluctuations are consistent with the densities obtained for all other systems which validate
the pertinence of using COMPASS force field for our calculations.
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Fig. 5.2 Density profile of EMC: 1 M LiPF6 electrolyte.

In accordance with Eq. 5.5, five independent structures must be built for each
system to calculate the electrolyte-vacuum surface tension and determine the difference
between cohesion and adhesion energies of the graphite/PE/PP and the electrolytegraphite/PE/PP cells for the ultimate calculation of the interfacial tension energies between
two phases. Additionally, five sets of simulations were run for each of the systems
mentioned in Table 5.1. An instance of a system comprised of the mentioned five structures
is illustrated in Fig. 5.3.

Fig. 5.3 (a) An electrolyte-vacuum structure employed to calculate ɣev mechanically.
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Fig. 5.3 (b) One of the two structures(HI ) required to calculate the change in cohesion energy relevant to
the separation of two anode surfaces(∆HI+HH ).

Fig. 5.3 (c) One of the two structures(HH ) required to calculate the change in cohesion energy relevant to
the separation of two anode surfaces(∆HI+HH ).
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Fig.5.3 (d) The electrolyte and graphite layers were kept separated for calculation of ∆tH . The dimensions
of simulation box are 21.8 x 29.4 x 160.2 Å in average.

Fig. 5.3 (e) The electrolyte and graphite layers were placed in contact with each other for calculation
of ∆tH . The dimensions of simulation box are 21.8 x 29.4 x 125.2 Å in average.

Fig. 5.3 Five types of structures constructed for each system to calculate the electrolyte-anode interfacial
tension energy. The vacuum thickness of structure (a) is 60 Å while the graphite and electrolyte surfaces
were separated by 35Å and 70 Å distances in the other structures accordingly.

5.1.2. Impact of solvent cyclicity and temperature
The average values (based on five independent computations) of electrolytevacuum surface energies (tI ) and the electrolyte-anode interfacial tension (tH ) obtained
for the systems incorporate linear carbonate solvents as EMC and DEC in one-component
solutions have been illustrated in Fig. 5.4 and 5.5, respectively. The systems were
simulated at temperatures 0 ⁰C and 25 ⁰C along with 1 M LiPF6 at T = 25 ⁰C. Also, the
numerical values of  can be extracted from Table 5.2 for more precise comparison.
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Interfacial tension (mJ.m-2)

60
50
40
30

ɣev (mJ.m-2)
20

ɣes (mJ.m-2)

10
0

EMC (0 ⁰C)

EMC (25 ⁰C)

EMC: 1 M LiPF6 (25 ⁰C)

Systems
Fig. 5.4 tI and tH values obtained for one-component EMC electrolyte at T = 0 ⁰C solely and
with/without 1 M LiPF6 at T = 25 ⁰C.

The electrolyte-vacuum surface energy is controlled by the difference value of the
tangential and normal components of pressure at the interface according to the surface
normal direction. As depicted in Fig. 5.3 and 5.4, tI has the highest value at 0 ⁰C while
the force per unit length perpendicular to the local concentration gradient reaches its lowest
values in systems without salt at 25 ⁰C.
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70

Interfacial tension (mJ.m-2)

60
50
40

ɣev (mJ.m-2)

30

ɣes (mJ.m-2)
20
10
0

DEC (0 ⁰C)

DEC (25 ⁰C)

DEC: 1 M LiPF6 (25 ⁰C)

Systems
Fig. 5.5 tI and tH values obtained for one-component DEC electrolyte at T = 0 ⁰C solely and with/without
1 M LiPF6 at T = 25 ⁰C.

To clarify the dependency of pressure tensors to the temperature of a system, the
temperature-dependent properties of the electrolyte, particularly viscosity, should be
investigated by considering the rheological behavior of the carbonate-based solutions.
According to the empirically-obtained Volger-Fulcher-Tamman (VFT) equation, viscosity
of the electrolyte changes inversely with the temperature [116]:
½
   ∙ exp ¼
¾
 " 

5.6

Where  is the limiting viscosity at  → ∞, ½ is a fitting parameter, and  is the
ideal glass transition temperature, respectively.
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Table 5.2 tI and tH values of the systems contain one-component linear carbonate electrolytes.

System



(mJ.m-2)



(mJ.m-2)

EMC (0 ⁰C)

48.4

31.33

EMC (25 ⁰C)

38.1

29.94

EMC: 1 M LiPF6 (25 ⁰C)

52.36

38.57

DEC (0 ⁰C)

39.93

30.37

DEC (25 ⁰C)

26.36

29.69

DEC: 1 M LiPF6 (25 ⁰C)

44.85

57.6

Generally, the concept of viscosity is defined based on the friction of neighboring
particles in a fluid that are moving at different velocities due to the relationship between
the viscous stress applied to the fluid and the resulting strain rate. The Newtonian behavior
of carbonate-based electrolytes certified by the experimental studies [117,118] draws our
attention to discuss the rheological behavior of our electrolytes based on the linear
relationship between the deformation of the solution and the corresponding stress as
indicated in Eq. 5.7 [119]:
=

¿
À

(5.7)
Where  is the Newtonian viscosity, and ¿ and À are the viscous stress tensor and

strain rate tensor, respectively. The viscous stress tensor is a tensor employed to model the
part of the stress at a point within some material that can be attributed to the strain rate,
the rate of change of deformation around that point. The strain rate tensor can be defined
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as the derivative of the strain tensor with respect to the time, or as the symmetric component
of the gradient of the flow velocity according to the position of the point.
According to the VFT equation and Eq. 5.7, the viscosity of the electrolyte is
increased by decreasing the system temperature which results in higher values of viscous
stress tensor. In Newtonian fluids the pressure tensor is given by the sum of the external
pressure applied to the system p and the viscous stress tensor ¿ where I is the identity tensor
[120].
¹ = ¿ − :

(5.8)

Since no external pressure applied to our systems, : = 0 and ¹ = ¿ as a result.
Therefore, decreasing the temperature results in the increasing of the electrolyte viscosity
and subsequently, the viscous stress tensor and the pressure tensor will be increased. The
pressure tensor in Eq. 5.8 can be considered equivalent to Δ¹ in Eq. 3.14 as the difference
between the tangential and normal pressure tensors applied to the electrolyte-vacuum
interface in our systems. Therefore, the surface tension tI changes consistently with Δ¹
values which increase by decreasing the temperature. The results illustrated in Fig. 5.4 and
5.5 validate the mentioned relationships for the systems with the same solvent. The
viscosity of the mentioned systems was measured experimentally in courtesy of Dr. C.W.
Lee (Kyung Hee University, South Korea) by employing viscometer SV-10. The obtained
values shown in Table 5.3 confirm the dependency of tI to the electrolyte viscosity.

Table 5.3 Experimental results of the viscosity of the studied systems contain linear carbonate solvents
simulated in different conditions (Courtesy of C.W. Lee, Kyung Hee University).
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Systems

Viscosity (cP)

EMC (0 ⁰C)

0.77

EMC (25 ⁰C)

0.50

EMC: 1 M LiPF6 (25 ⁰C)

1.52

DEC (0 ⁰C)

0.99

DEC (25 ⁰C)

0.59

DEC: 1 M LiPF6 (25 ⁰C)

1.75

The viscosity values shown in table 5.3 inversely change with temperature for each
system containing the same solvent as it was expected according to the VFT equation.
Moreover, the systems containing salt have a higher viscosity value in comparison to the
similar systems without salt due to the lower mobility rate of the solvating molecules and
the effect of drag forces that the solvated ions apply due to the possession of solvation
sheath. As a consequence, the data provided in Tables 5.2 and 5.3 imply that the drag forces
imposed by the presence of less mobile species in the electrolytes with salt affect the
viscosity of electrolyte dominantly compared with the temperature change.
It should be noted that the dielectric constant value of each solvent has to be
considered besides the impact of the electrolyte viscosity to make one able to compare the
tI values of the systems with different solvents. The surface tension between two bulk
phases is identified as the cumulative effect of several factors each due to a specific type
of intermolecular force across an interface, i.e., hydrogen bonds, electron acceptor-electron
donor forces, etc. It is empirically believed that the values of surface tension depend on the
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polarity of the electrolyte as the dominant factor [121,122]. When the dielectric constant
of the solvent and in general, the polarity of the electrolyte with salt incorporated converges
with the polarity of the other phase, the attraction between the two phases increases at the
interface by decreasing the cohesive forces which results in lower interfacial tension values
and better wetting properties. Thus, the higher polarity of the electrolyte results in the
higher values of interfacial tension energies. Comparison of the results illustrated in Table
5.2 with the experimental values of viscosity mentioned in Table 5.3 affirms the dominancy
of the electrolytes polarity effect compared with their viscosity. The values of dielectric
constant for EMC and DEC are 2.96 and 2.80, respectively. Hence, although the viscosity
of the systems contain DEC is higher than the equivalent systems contain EMC, the tI
values obtained for the EMC systems are higher due to its higher dielectric constant value.
In a nutshell, viscosity is the criterion that determines the electrolyte-vacuum
surface tension in a system with constant solvent type. Viscosity is controlled by
temperature change in systems without salt and dielectric constant of the solvent for the
systems LiPF6 is included. Dielectric constant of a solvent represents its ability to
dissociate the salt ions where its lower values result in the salt aggregation phenomenon
which creates the species with lower mobility and ultimately, a more viscous electrolyte.
When solvated ions migrate within the electrolyte, the drag force applied by the
surrounding solvent molecules is measured by the solvent viscosity. This is the reason of
lower experimental viscosity value obtained for EMC: 1 M LiPF6 (25 ⁰C) system compared
with DEC: 1 M LiPF6 (25 ⁰C) due to the higher ability of EMC to dissociate the salt ions
which leads to lower amounts of salt clustering. However, based on the value reported,
investigating the surface tension tI for the systems with different solvent type is
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dominantly monitored by the influence of the electrolyte polarity where all the surface
tension values for the systems contain EMC are higher than equivalent systems of DEC.
These results explicitly illustrate the interplay between viscosity and dielectric constant of
the solvents in determination of surface tension values.
As pointed out before, wettability in electrodes/separators is principally monitored
by the electrolyte penetration and spreading in the pores. Therefore, viscosity of the
electrolyte is known as the driving force that controls the electrolyte penetration while the
interfacial tension is the critical factor which manages the spreading of the electrolyte in to
the pores. Considering the temperature and polarity of the electrolyte as the dominant
factors that influence viscosity and interfacial tension, respectively; the electrolyteelectrode interfacial tension energy is higher for the systems contain salt compared with
the sole solvent. Thus, solvent: 1 M LiPF6 electrolytes show lower wettability in EMC and
DEC systems due to their higher polarity compared to the relevant solutions in absence of
salt ions. We found that the tH values of the systems contain EMC or DEC (i.e., linear
solvents) do not change considerably with temperature. These results imply that the
temperature change affects the polarity of the mentioned electrolytes negligibly which is
in agreement with the results obtained by the limited available experimental studies [123].
The dependency of dielectric constant on temperature is different for linear and
cyclic carbonate solvents. The origin for the effect of molecular cyclicity on the dielectric
constant has been attributed to the intramolecular strain of the cyclic structures that favors
the conformation of better alignment of molecular dipoles, while the more flexible and
open structure of linear carbonates results in the mutual cancellation of these dipoles.
Therefore, the dielectric constant of linear carbonates is not changed significantly with

98

temperature in general while the consistent variation of dielectric constant versus
temperature in the case of cyclic carbonates affects their wetting properties.
From Figs. 5.4 and 5.5, as we expected, the interfacial tension values of the systems
containing EMC solely at temperatures 0 ⁰C and 25 ⁰C are relatively higher than those of
DEC due to the slightly higher dielectric constant of the EMC solvent. However, the
average interfacial tension value obtained from the EMC: 1 M LiPF6 system is interestingly
lower than the DEC system containing 1 M LiPF6. The energies required to separate the
electrolyte and anode components of EMC: 1 M LiPF6 and DEC: 1 M LiPF6 systems in a
cell are 153.82 x 10-23 kJ and 140 x 10-23 kJ, respectively. The higher energy of separation
in the system contains EMC confirms the existence of stronger intermolecular attractions
and affinity between two phases which subsequently affirms better wettability and lower
interfacial tension energy. Fig. 5.6 illustrates the comparison between the energy of
separation and tH values from EMC and DEC systems containing salt at T = 25 ⁰C. Besides
the linear carbonates, we investigated the wetting properties of cyclic PC in the similar
conditions. The obtained results are illustrated in Fig.5.7 and Table 5.4. Again, these results
are based on five independent MD computations.
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Fig. 5.6 ∆tH and tH values of EMC: 1 M LiPF6 and DEC: 1 M LiPF6 systems.
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Fig. 5.7 tI and tH values obtained for one-component PC electrolyte at T = 0 ⁰C solely and with/without 1
M LiPF6 at T = 25 ⁰C.
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Table 5.4 Surface tension and interfacial tension energies of the systems contain PC solvent simulated in
different conditions.

System



(mJ.m-2)



(mJ.m-2)

PC (0 ⁰C)

78.83

27.91

PC (25 ⁰C)

60.65

23.1

PC: 1 M LiPF6 (25 ⁰C)

89.86

59.74

Due to better alignment of molecular dipoles in cyclic carbonates, PC possesses
higher dielectric constant (ε = 64.92) compared with the linear carbonate solvents. This
property along with the high viscosity of PC (η = 2.53 cP) are considered as the reasons
for the highest values of tI and tH of PC: 1 M LiPF6 at T = 25 ⁰C in Fig. 5.6 and Table
5.4. In electrolytes that contain a solvent with a high dielectric constant value, salt ions
would have a higher probability of staying free at a given salt concentration and ion
aggregation would be less likely to occur. When solvated ions migrate within the
electrolyte, the drag force applied by the surrounding solvent molecules is measured by
solvent viscosity. Consequently, the migration of solvated ions is more difficult in an
electrolyte contains a solvent of higher viscosity. Accordingly, the electrolyte-vacuum
surface tension we calculated for the system of PC solvent associated with 1 M LiPF6 at T
= 25 ⁰C has the highest value compared with the systems PC is incorporated solely.
Additionally, the high value of PC dielectric constant resulted in higher tH obtained for
the PC: 1 M LiPF6 system.
The electrolyte-electrode interfacial tension calculated for PC electrolyte at T = 0
⁰C is higher than the same system simulated at T = 25 ⁰C which is consistent with the
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results we obtained for the linear carbonate electrolytes. However, the difference between
tH (T = 0 ⁰C) and tH (T = 25 ⁰C) values are slightly higher than those of EMC and DEC
solvents. This trend reflects the higher impact of temperature on variation of PC dielectric
constant as a cyclic solvent based on the orientation of molecular dipoles.
The interfacial tension values from all of the three solvent categories are generally
lower than their relevant surface energies. This phenomenon happens because the adhesive
forces between electrolyte and graphite anode forming an interface are greater than the
similar forces at the electrolyte-vacuum interface. The two systems contain DEC at
temperature 25 ⁰C behave inversely which reflect the dominancy of cohesive forces in each
of the liquid and solid phases. The interfacial tension values calculated for the three studied
systems have been illustrated in Fig. 5.8 by considering the constant simulation conditions
where DEC and EMC solvents reveal close values of tH at temperatures 25 ⁰C and 0 ⁰C.
However, there is higher affinity of the electrolyte system that contains DEC and the
graphite anode due its lower dielectric constant at both temperatures which may result in
higher wettability of the anode.
In addition, we interestingly found that the interfacial tension energies of the
electrolytes incorporate sole PC solvent are lower than the equivalent systems containing
linear solvents at each temperature despite its higher dielectric constant. Quantum
chemistry studies ascribe this phenomenon to the special packing motif of the PC carbonate
planes where the outer (O1) oxygen of one molecule snuggles into the positively charged
propyl end of another PC neighbor as depicted in Fig. 5.9.
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Fig. 5.8 Interfacial tension energies of the three system categories in similar simulation conditions.

Fig. 5.9 Alignment of two neighboring PC molecules. The affinity between the outer oxygen of one
molecule and the positively charge propyl group of another molecule results in the antiparallel arrangement
of molecular dipole moments.
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This arrangement of PC molecules results in the approximate antiparallel alignment of the
neighboring molecular dipole moments [81]. Therefore, these molecules have more
tendencies to stay close to the graphite layers and the relevant interfacial tension energy
would be decreased significantly.
Although, to our knowledge, there is no study investigating the interfacial tension energies
of each carbonate solvent with the graphite anode or PE and PP separators, a comparative
study between the experimental results of one-component electrolyte-vapor surface
energies and the values we calculated has been provided in Table 5.5 in absence of lithium
salt.
Table 5.5 Experimental and theoretical values of carbonate solvents surface tension.

Solvent

PC

EC

Temperature
(K)
273
293
298.15

40.8[81]

n/a

298.15
338

54.6[125]
43.93[126]

n/a
n/a

298.15

31.9[125]
28.63,28.58[127]
28.5[128]

n/a

29.2[129]
25.92,25.87[127]
25.43,25.92[130]
26.3[129]
n/a
n/a

39.93
26.36

297.11
273.18
298.15
298.10
EMC

Theoretical 
(mJ.m-2)
78.83
n/a
60.65

300

DMC

DEC

Experimental 
(mJ.m-2)
n/a
40[124]
45[125]

273
298

n/a

n/a
48.4
38.1
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Accordingly, the empirical values change inversely with temperature while the surface
energies of solvents with higher dielectric constants are higher than the solvent molecules
with lower polarity where the both results are consistent with our calculations.

5.1.3. Impact of salt concentration
The influence of salt concentration on the electrolyte-electrode interfacial tension
energy was investigated by employing three different LiPF6 salt concentrations as 0.752,
1, and 1.254 M in an EMC electrolyte at T = 25 ⁰C. It should be noted that the structure of
graphite anode and the employed simulation process were identical. All the simulations
were performed in a simulation cell with dimensions of 22.1 x 29.8 x 30.1 Å. The details
of each simulated electrolyte system are shown in Table 5.6.

Table 5.6 Simulation specifications of three systems with variable of salt concentration.

Systems,
salt molarity (M)

Cell density
#### of EMC molecules

# of LiPF6 molecules

(g/m3)

EMC:0.752 M LiPF6

111

9

1.09

EMC:1 M LiPF6

111

12

1.115

EMC:1.254 M LiPF6

108

15

1.142

It is obvious to have higher densities by increasing salt concentration due to the
fixed cell dimensions, which influences the interactions between solvent molecules and
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salt ions and subsequently can affect the variation of interfacial tension energies. The three
electrolyte systems are illustrated in Fig. 5.10 with a focus on relative positions of the salt
ions. The encircled PF6- ions also represent the approximate positions of Li+ ions since they
were found close to each other but more difficult to be assigned in the bulk solution.
As pointed out before, the dielectric constant of a solvent is consistently considered
as its power to dissociate the salt ions and produce free ionic charge carriers. Thus, there
is an interplay between the value of solvent dielectric constant and the salt concentration
as the factors which determine the salt dissociation rate in an electrolyte. According to the
electrolytes depicted in Fig. 5.10, the relative distribution of PF6- and Li+ ions are uniform
in EMC: 0.752 M LiPF6 system, which reflects the adequate value of EMC dielectric
constant according to the salt concentration while by increasing the concentration of LiPF6,
EMC molecules would be less able to process the ion solvation successfully and
consequently, salt aggregation occurs increasingly by addition of salt concentration. In the
experimental studies, 1 M salt concentration has been introduced as a general maximum
value where the number of free ions increases with salt concentration at values less than 1
M. However, any increase in salt concentration after this critical value results in more ion
aggregation and, subsequently, higher viscosity of the electrolyte. This phenomenon
reduces the number of free ions and the ionic mobility simultaneously [35,131]. The
dielectric constant value of the solvent dictates the exact amount of critical salt
concentration where a higher dielectric constant would shift the incidence of ion
aggregation to higher salt concentrations.
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(a)

(b)
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(c)
Fig. 5.10 Three EMC electrolytes with different LiPF6 salt concentrations: (a) 0.752 M, (b) 1 M, and (c)
1.254 M. PF6- ions were assigned by yellow circles.

Since the salt concentrations higher than the dissociation ability of the solvent impose
higher viscosity on electrolytes, the electrolyte-vacuum surface energies increase
accordingly which result in higher tH values where the results are illustrated in Fig. 5.11.
According to the constant solvent type through all the three systems, viscosity is
the dominant criterion to determine the interfacial tension values. Thus, the EMC: 0.752
M LiPF6 system has the lowest tH and viscosity based on the results we provided in Fig.
5.11. However, it should be considered that this system may not supply adequate number
of ionic charge carries which has detrimental effects on conductivity and capacity of LIB
cell. Thus, employing the EMC: 1 M LiPF6 system with a slightly higher value of tH would
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be assigned as a more efficient choice. The related values of tI and tH accompanied with
the amounts of energy required to separate the electrolyte and the graphitic electrode were
shown in Table 5.7.

0.07
0.06

ɣes (mJ.m-2)

0.05
0.04

ɣev (mJ.m-2)

0.03

ɣes (mJ.m-2)
0.02
0.01
0

EMC: 0.752 M LiPF6

EMC: 1.0 M LiPF6

EMC: 1.254 M LiPF6

Systems
Fig. 5.11 tI and tH values obtained for EMC: LiPF6 electrolytes with different salt concentrations at T =
25 ⁰C.

The higher energies of separation are ascribed to the stronger intermolecular
adhesion energies between the electrolyte and the electrode compared with the cohesion
energies in each phase. Consequently, the two phases have more tendencies to interact with
each other and subsequently the interfacial tension values are lower.

Table 5.7 tI , tH , and ∆tH values calculated for the systems incorporate EMC solvent with different salt
concentrations.
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System



(mJ.m-2)



(mJ.m-2)

∆

(kJ) x 10-23

EMC: 0.752 M
40.94

35.73

154.48

48.4

38.58

153.82

59.25

50.1

123.69

LiPF6
EMC: 1 M LiPF6
EMC: 1.254 M
LiPF6

5.2. Clustering phenomena
According to the results obtained from simulating the electrolytes incorporated
EMC solvent with different salt concentrations, probability of ion aggregation will be
increased by increasing the salt concentration. In these systems, the low dielectric constant
of the solvent serves as the limiting factor to determine its ability to dissociate the salt ions.
Consequently, the salt concentration and solvent dielectric constant are the two factors that
mainly influence the occurrence of ion aggregation and clustering phenomena in the LIB
electrolytes. The impact of salt concentration was studied in previous section while we
investigate the effects of solvent dielectric constant on clustering of LiPF6 ions in the
current section.
Three systems of DEC, EMC, and PC one-component electrolytes were constructed
which contained 1 M LiPF6 salt in a cubic cell with length of 45Å as the structural details
are shown in Table 5.8. All systems were equilibrated by NPT ensemble for 500 ps and
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geometry optimization was done to reach the optimized density and a system in the most
possible equilibrated status.
Table 5.8 Simulation specifications of three systems with variable of solvent type.

Systems,
Solvent type

Cell density
#### of solvent molecules

# of LiPF6 molecules

(g.cm-3)

DEC:1 M LiPF6

430

55

1.092

EMC:1 M LiPF6

504

55

1.116

PC:1 M LiPF6

618

55

1.285

The three investigated electrolytes are illustrated in Fig. 5.12 where the PF6-ions
were assigned by yellow circles.

(a)
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(b)

(c)
Fig. 5.12 Three solvent: 1 M LiPF6 electrolytes with different solvent types: (a) DEC, (b) EMC, and (c) PC.
PF6- ions were assigned by yellow circles.
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DEC and EMC as the linear carbonates have dielectric constants of 2.805 and 2.96,
respectively, while the ε value of PC is 64.92 due to its cyclic structure. According to the
dielectric constants of these salts and the electrolytes depicted in Fig. 5.12, it is clear that
PC as a solvent with higher dielectric constant is able to dissociate salt ions better and
provide more charge carriers compared with DEC and EMC. Although the difference
between the dielectric constants of employed linear solvents is low, more large associations
of salt ions can be distinguished in DEC electrolyte with lower polarity. We quantified the
above results through two approaches based on the coordination of all Li+ and PF6- ions in
each bulk electrolyte, and subsequently, the distance between the congruent ions.
The proportional coordination of salt ions is illustrated in Fig. 5.13 and 5.14 based
on the projection of x values, i.e., A axis. The larger spheres represent the coordination of
ions which their value of x is higher compared to y or z. Thus, uneven distribution of the
size of the spheres reflects the clustering of the ions in relevant regions of the simulation
box. Fig 5.12 depicts the coordination of Li+ ions in three electrolytes while PF6coordination is shown in Fig 5.13.
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(a)

(b)
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(c)
Fig. 5.13 Li+ ions coordination in (a) DEC, (b) EMC, and (c) PC electrolytes.
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(a)

(b)
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(c)
Fig. 5.14 PF6- ions coordination in (a) DEC, (b) EMC, and (c) PC electrolytes.

From the both sets of graphs, it can be figured out that the distribution balance of
the coordination-dependent ion sizes is consistently related to the dielectric constant values
of the solvents incorporated in different electrolytes which resulted in trend of DEC <
EMC < PC; we have more uniform distribution of both Li+ and PF6- ions in the PC
electrolyte compared with EMC and DEC which is consistent with its higher ability to
dissociate the salt ions and subsequently, its more tendency to participate in the ions
solvation sheath as a cyclic carbonate solvent.
As the second procedure, we used ions coordination to calculate the relevant
distances and determine the number of closest ions where the clustering phenomenon
would be monitored according to the aggregation of more number of ions in the defined
bins. By assigning the cell diagonal as the largest distance can be considered between two
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ions, we divided its half-length into 20 bins and also the simulation cell into 9 smaller
boxes. According to the total number of interactions between the ions based on the number
of ions in the original cell, number of Li+ or PF6- pairs were determined versus the bins as
depicted in Fig. 5.15. As expected, the numbers of both Li+ and PF6- ion pairs have more
outspread distributions by increasing the number of bins in PC electrolyte since they are
located in further distances. This behavior of ions affirms their better distribution in the PC
bulk solution compared with DEC and EMC electrolytes. It should be noted that higher bin
number corresponds to the longer molecular distances. Additionally, the distributions of
Li+ and PF6- ions in both DEC and EMC electrolytes are similar as they overlapped in many
of the defined distances. These results are in good agreement with the close clustering rate
of salt ions in mentioned electrolytes due to their similar values of dielectric constant.

number of ion pairs

250
200
150
EMC electrolyte, Li+
100

DEC electrolyte, Li+
PC electrolyte, Li+

50
0
0

5

10

15

number of bins

(a)

20

25
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number of ion pairs
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150
EMC electrolyte, PF6100

DEC electrolyte, PF6PC electrolyte, PF6-

50
0
0

5

10

15

20

25

number of bins
(b)
Fig. 5.15 (a) Li+ and (b) PF6- ions distribution in the three studied electrolytes.

5.3. Electrolyte – PP/PE separators interfacial tension energies
In the current thesis, EMC and PC solvents were selected to calculate the interfacial
tension energies of electrolyte with each of the PP and PE separators at T = 25 ⁰C. The
solution systems were the same as the electrolytes employed to investigate the wetting
properties of electrolyte – graphite anode interfaces, therefore the same amounts of 
were applied in the calculations. Additionally, the same simulation procedure was
performed and five independent sets of simulations were carried out for each of the four
combinations of electrolytes and separators. Fig. 5.16 illustrates the two structures required
to calculate the separation energy of PC electrolyte and PP separator as the representative
of other systems. It should be noted that the PP and PE chains employed in our simulations
have the density of 0.843 and 0.855 g/cm3, respectively.
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(a)

(b)
Fig. 5.16 (a) The electrolyte and PP molecules were kept separated for calculation of ∆tH . (b) The
electrolyte and PP molecules were placed in contact with each other for calculation of ∆tH .

The interfacial energies calculated for the four systems are shown in Fig. 5.17 and
Table 5.9.
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Fig. 5.17 tH values obtained for EMC and PC one-component electrolytes with each of the PP and PE
separators.

Table 5.9 Surface tension and interfacial tension energies of the systems contain EMC and PC solvents in
contact with PP and PE separators.

Solvent

EMC

PC



(mJ.m-2)

38.1

60.65

Separator



(mJ.m-2)

PP

-63.34

PE

-16.91

PP

-63.44

PE

-8.03

We found all the calculated values of electrolyte – separator interfacial energies
negative. Generally, the dominancy of adhesive forces compared to the strength of the
cohesive forces reflects the high tendency of two phases to stay in contact with each other

121

where in the extreme cases the interfacial tension energies become negative. This
phenomenon commonly happens between two liquid phases which implies release of a
large amount of energy by maximizing the area of interface and mixture of two phases
[132]. According to the limitation of MD computation technique in distinguishing the
physical phase of the cell components, the electrolyte and the separator might be
incorrectly considered as the miscible phases which caused negative values of the
interfacial energies. Moreover, the computed results show higher affinity between PP and
the electrolyte compared with the PE separator. In addition, as shown in Fig. 5.16(a), the
polymer surfaces are not clearly defined (as compared with periodic graphite structures),
and the relative surface areas are large. This is derived from the small computation size
associated with the nature of MD computation. Therefore, a larger computational domain
utilizing massively parallelized computing environment would generate a more reliable
result especially for the simulations involving PE or PP surfaces, which still remains a
future work beyond the current thesis.
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6. Summary
In the present thesis, we address the carbonate-based electrolyte-anode/separator
interfacial phenomena in LIB applications. An atomistic computational model has been
developed employing the MD technique to investigate the impacts of i) solvent cyclicity,
ii) temperature, and iii) salt concentration on the surface energies, interfacial tension
energies, and clustering phenomena in one-component DEC, EMC, and PC carbonate
solvents with LiPF6 salt at T = 0 ⁰C and T = 25 ⁰C. Graphite and PE/PP separators were
used in this work because they are considered as the most commonly used anode and
separators in Li-ion cells, respectively.
By employing Clausius virial theorem, we calculated the surface energy in onecomponent electrolytes at temperatures 0 ⁰C and 25 ⁰C in addition to the systems of
solvent: 1 M LiPF6 at 25 ⁰C. The results revealed that the viscosity and polarity strongly
influence the tI values in the systems. In the systems incorporating constant solvent type,
the temperature changes inversely affect the surface energy in the absence of salt. The
electrolyte viscosity can be monitored by the drag forces imposed on the electrolyte by the
surrounding solvent molecules that participate in the solvation sheath of the migrating
solvated salt ions. The higher tI values in the solvent systems with 1 M LiPF6 compared
with the equivalent systems at the two different temperatures with no salt implies the
dominancy of drag forces to express higher surface energies. By comparing the surface
energies obtained for the studied systems with various solvents, the consistent relationship
between the dielectric constants of solvents and their relevant surface tension values has
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been found; the PC solvent system showed the highest surface energies due to the higher ε
value, which is a common property of cyclic carbonate solvents.
The calculated surface energies were employed to obtain the electrolyteanode/separator interfacial tension energies thermodynamically by considering the total
change in Helmholtz free energies of the both liquid and solid phases. The results explicitly
affirm their consistent relationship to the polarity of the electrolytes. In the systems
containing EMC and DEC, the tH values do not change significantly with temperature.
The dependency of dielectric constant on temperature is different for linear and cyclic
carbonate solvents. The origin for the effect of molecular cyclicity on the dielectric
constant has been attributed to the intramolecular strain of the cyclic structures that favors
the conformation of better alignment of molecular dipoles, while the more flexible and
open structure of linear carbonates results in the mutual cancellation of these dipoles.
Therefore, the dielectric constants of DEC and EMC solvents are not changed significantly
with temperature in general, whereas the consistent variation of dielectric constant versus
temperature in the case of PC electrolytes results in the lower interfacial tension at 25 ⁰C.
The solvent systems with 1 M LiPF6 displayed higher interfacial tensions compared to the
systems with same type of solvents at different temperatures due to the additional effect of
drag forces caused by the less mobile species in the solutions. The interfacial tension
energies obtained for all three solvent categories reflect that the impact of solvent dielectric
constant values for linear carbonate systems, where EMC systems display higher values of
tH except EMC: 1 M LiPF6 compared with the DEC systems. The PC: 1 M LiPF6 system
shows the highest interfacial tension value consistent with its highest polarity while the
two other PC systems showed lower tH values despite its higher dielectric constant
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compared with the equivalent DEC and EMC systems. Quantum chemistry studies ascribe
this phenomenon to the special packing motif of the PC carbonate planes where the outer
(O1) oxygen of one molecule snuggles into the positively charged propyl end of another
PC neighbor. This arrangement of PC molecules results in the approximate antiparallel
alignment of the neighboring molecular dipole moments. Therefore, these molecules have
more tendencies to stay close to the graphite layers and the relevant interfacial tension
energy would be decreased significantly.
The interfacial tension values for all the three solvent categories are generally lower
than their relevant surface energies. This happens because the adhesive forces between
electrolyte and graphite anode forming an interface are greater than the similar forces at
the electrolyte-vacuum interface. The two systems containing DEC at temperature 25 ⁰C
behave inversely, which reflects the dominancy of cohesive forces in each of the liquid and
solid phases.
The influence of salt concentration on the electrolyte-graphite anode interfacial
tension energy was investigated by employing three different LiPF6 salt concentrations as
0.752, 1, and 1.254 M in an EMC electrolyte at T = 25 ⁰C. According to the constant solvent
type through all the three systems, viscosity is the dominant factor to determine the
interfacial tension values where the EMC: 0.752 M LiPF6 system has the lowest tH and
viscosity. However, it should be considered that this system may not supply adequate
number of ionic charge carries which has detrimental effects on conductivity and capacity
of LIB cell. Consequently, employing the EMC: 1 M LiPF6 system with a slightly higher
value of tH would be assigned as a more efficient choice.
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According to the results obtained from simulating the electrolytes incorporated
EMC solvent with different salt concentrations, probability of ion aggregation would be
increased by increasing the salt concentration. In these systems, the low dielectric constant
of the solvent serves as the limiting factor to determine its ability to dissociate the salt ions.
Thus, the salt concentration and solvent dielectric constant are the two criteria that mainly
influence the occurrence of clustering phenomena in the LIB electrolytes. Three systems
of DEC, EMC, and PC one-component electrolytes were constructed which contained 1 M
LiPF6 salt to investigate the impact of solution polarity on clustering behavior of the salt
ions. As a consequence of the two approaches employed to monitor the ions coordination
and number of ion pairs, both Li+ and PF6- ions have more outspread distributions in the
bulk PC electrolyte which is in consistent agreement with its higher dielectric constant
compared with DEC and EMC solutions. Accordingly, the relevant results of DEC
electrolyte reveal the highest rate of salt ion clustering.
Additionally, the electrolyte-separator interfacial tension energies were calculated
for one-component EMC and PC solutions with each of the PP and PE separators. The
results implied more affinity of PP with the electrolytes while all the negative tH values
reflected the high tendency of the electrolyte and the separator to be mixed regardless of
considering their physical phases.
Although MD is powerful technique to predict the time evolution of a system
incorporates interacting particles, it has some limitations which have been reflected in our
study:
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•

Molecular dynamics is applicable for computer simulation of systems modelled at

the atomic level. Although micro local investigations are very important to understand the
fundamentals of interfacial phenomena, linking to meso/macro studies by considering the
macro properties such as porosity of the electrodes/separators is not straightforward by
employing MD method.
•

During an MD simulation, atoms interact with each other where these interactions

originate forces that act upon atoms and atoms move under the action of these
instantaneous forces. As the atoms move, their relative positions and the forces will change.
Since it is required to solve the equations of motion in each time step, there would be
considerable fluctuations in quantities of the calculated interfacial energies. Thus, we need
to run many simulations to eliminate this statistical inaccuracy which may not be costefficient. The results presented in the current thesis are mostly based on the five
independent computations; the statistical accuracy of the results would be increased by
performing more sets of simulations.
•

One of the most important steps in our MD simulations is to equilibrate the system

under the given conditions to obtain more realistic results. Generally, this goal can be
achieved by increasing the size of the simulation box or the time of simulation. There is
interplay between the size and time since by increasing size of the cell more demanding
evaluation of the forces for large systems implies that each integration step takes longer
time computationally while decreasing the time increases the probability of results
inaccuracy. As expressed at the end of the Results Chapter, it would require a larger
computation system to obtain more reliable results for systems including PE/PP polymeric
materials.
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The following is the future work that can be extended from the current study:
•

Developing a larger computation model using parallelized MPI (message passing

interface) protocols.
•

Investigating the interfacial phenomena in multi-component carbonate-based

electrolytes.
•

Focusing on the microscopic structures of Li+ ion solvation shell and investigating

the impacts of solvation asymmetry on the viscosity and diffusivity of multi-component
electrolytes by modifying the mixture composition.
•

Comparative study of wetting properties in the electrolytes incorporate different

types of lithium salts.
•

Employing different conformations of linear carbonates to investigate the changes

in the polarity of solvent molecules due to the different orientations of molecular dipole
moments. Cis-cis conformer were used in this study while it has been supposed that the
cis-trans solvent conformations display higher polarity.
•

Investigating the wetting properties by employing polarizable force fields which

can directly reduce ion pairing and correlated motions and indirectly increase diffusivity
by reducing viscosity via reduced formation of clusters.
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