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1. Introduction
A cursory familiarity with Benford random variables might lead one to think that the pdf
of a (base 10) Benford random variable necessarily has the form
0 B  B ­ +ß +  "!
B
a b c dA for all (1.1)<
and  outside of this range, where  is a suitable constant,  is a strictly positive real0 B  ! +a b A
number, and  is a positive integer, or that  is pieced together with parts of this form< 0
defined over disjoint ranges.  This assumption is incorrect.  In fact, the pdf of Benford
random variables may have a large variety of forms, including forms that are positive and
continuously differentiable over all of , the set of strictly positive real numbers, and
have the form given in eq. (1.1) over no interval of  of positive length.
Much of the literature on Benford random variables assumes base 10.  While all of the
properties of base 10 Benford random variables are also true of base  Benford random,
variables, where  is an arbitrary integer , the relations between alternative bases have,   #
not been well explored.  While it's true that a random variable that is base  Benford will not,
generally be base  Benford when , there are many exceptions to this rule.- - Á ,
In this paper I describe two general methods of constructing the pdf of base  Benford,
random variables, and show that the pdf of every base  Benford random variable may be,
constructed by these methods.  These constructions lead to deeper insight into the nature of
Benford random variables, and show great promise to aid in investigations into the
relationships between Benford random variables with alternative bases.
2. Preliminaries
For ease of reference, we begin with a list of familiar mathematical facts used repeatedly
throughout this paper.  Let and  be real numbers not equal to 1.  For any ,+ , B  !
log
log
log,
+
+
a b a ba bB  ÞB, (2.1)
In particular, letting ,+  /
log ln
ln
ln ln, , ,
a bB   B ´ ÞB "
, ,
A Awhere (2.2)
For a second example, let  be an integer greater than one and let .  Then7 - ´ ,7
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log log
log
log- ,
,
,
7
a b a ba ba bB   B ÞB ", 7 (2.3)
If , then   Similarly, if ,9 A 9 A <a b a b a b a b c da bB ´ B  B B  ÎBÞ ? ´ ,  , ?log ln exp ln, , ,w ?
then <w ?a b a b c d a ba b?  ,  , ?  , , Þln exp ln ln
Let  be the pdf of a (continuous) random variable  with support , and let  denote0 \ +ß , Jc d
the implied cdf.  Let  where  is assumed to be (1) increasing, (2)Y ´ \9 9a b ab
differentiable, and (3) invertible on .  Let .  Let  and , soc d ab ab a b a b+ß , ´ -  + .  ,< 9 9 9"
Y -ß . Þ 1 K Y ? ­ -ß . has support   We wish to find the pdf  and cdf  of .  For any ,c d ab ab c d
K ? ´ Y  ?  \  ?  \  ?  J ? Þa b a b a b a b a ba b a b a bPr Pr Pr9 < < (2.4)
Hence,
1 ?  0 ?  ? Þa b a b a ba b< <w (2.5)
Example 2.1.  Let  be an integer , and let .  Suppose that  is distributed with,   # 5 ­ \
pdf  and cdf  on the support .  Define0 J Ò, ß , Ñ5 5 5 5"ab ab
9a b a bB ´ B  5 B ­ Ò, ß , ÑÞlog, 5 5"for all (2.6)
As  for all , it follows that .  That is, 5  B  5  " B ­ Ò, ß , Ñ !  B  " Blog, 5 5"a b a b a b9 9
is the “fractional part” of , and we write this aslog,a bB
9a b a bB  Ø B ÙÞlog, (2.7)
It follows from eq. (2.6) that  is given by< 9ab ab "
<a b?  ,  , , ? ­ Ò!ß "ÑÞ5? 5 ? for any (2.8)
Let .  Then the cdf and pdf of  are given byY ´ \ Y9a b
K ?  J , ,5 5
5 ?a b   (2.9)
and
1 ?  0 , , , , ,  , 0 , , , , Þ5 5 5
5 ? 5 ? 5 ? 5 ?a b a b a b   ln ln (2.10)
Example 2.2.  Let , , and  be as in Example 2.1, and now suppose that  and, 5 J9ab ab5
05ab are given by
J B 
! B  , ß
B  5 ,  B  , ß
" B   , ß
5
5
,
5 5"
5"
a b
Ú
ÛÜ a b
if
if
if
(2.11)log
and
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0 B 
ÎB ,  B  ,
5
,
5 5"a b  A if ,0 otherwise. (2.12)
In this case, it follows from eqs. (2.9) and (2.10) that  and  are given byK 15 5ab ab
K ?  ? 1 ?  "5 5a b a band (2.13)
when .  Hence, under these assumptions ? ­ Ò!ß "Ñ Y ´ \ µ Y Ò!ß "ÑÞ9a b
Example 2.3.  This is the “inverse” of Example 2.2.  We assume that  is distributedY
with cdf  and pdf  on Define  by eq. (2.8).  ThenK 1 Ò!ß "ÑÞ À Ò!ß "Ñ Ä Ò, ß , Ñ5 5 5 5"ab ab <
9 < <ab ab a b ab ab´ \ ´ Y J 0 \" 5 5 is given by eq. (2.6).  Let .  Then the cdf  and pdf  of  are
given by
J B  K B  K B  55 5 5 ,a b a b a ba b a b9 log (2.14)
and
0 B  1 B  5 
B
5 5 ,
,a b a ba blog A (2.15)
for any   In particular, if , then eqs. (2.14) and (2.15) retrieve eqs.B ­ Ò, ß , ÑÞ Y µ Y Ò!ß "Ñ5 5"
(2.11) and (2.12).
It is useful to think of eq. (2.10) as specifying a transformation  that maps  into ,X 0 1,5 5 5
and we'll write .  Similarly, eq. (2.15) may be thought of as specifying the1  X 05 ,5 5a b
inverse transformation , and we may write   Note that theseX 0  X 1 Þ,5 ,5" "5 5a b
transformations are .  So far, we've only applied these transformations to pdf's.  If linear 05
and  are pdf's (with supports  and ), then clearly1  X 0 Ò, ß , Ñ Ò!ß "Ñ5 ,5 5 5 5"a b
( (a b a b
! ,
" ,
5 51 ? .?  0 B .B
5
5"
(2.16)
as both integrals equal 1.  We will soon wish to consider applying these transformations to
“sub­pdfs”:  functions  and  that satisfy all the requirements of pdf's except that the0 15 5
integrals in eq. (2.16) may be less than one.  Because of the linearity of  and ,X X,5 ,5"
however, the equality of the two integrals in eq. (2.16) is retained.
More generally, and for purposes that will soon become clear, we also need to prove that
( (a b a b
, !
, = =
5 5
5
5
,
0 B .B  1 ? .?
log a b
(2.17)
for every  and   This follows from a general “change of variable” theorem5 ­ "  =  ,Þ
(e.g., Royden [3], p. 107).  Let  be the integral on the left-hand side of eq. (2.17).  LetM
B  ?  , ?  B  B  5< 9a b a b a b5? ,, so .  We then make the following substitutionslog
into :M
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, Ä ,  !ß , = Ä , =  = ß
B Ä ?  , ß .B Ä ? .?  , , , .?Þ
5 5 5 5
,
5? w 5 ?
9 9
< <
    a b
a b a b a b
log
ln
Hence
M  0 , , , , .?Þ(  a b
!
=
5
5? 5 ?
log,a b
ln
But  from eq. (2.10), so we are done.0 , , , ,  1 ?5 55? 5 ?a ba b a bln
3. Benford Random Variables.
We begin this section with a review of some basic facts about Benford random variables.
For a comprehensive summary of the mathematical theory of Benford random variables, the
reader is referred to the recent text by Berger and Hill [1].
Let  be an integer.  .  For any , the ,,   # B Á !Definition 3.1 base  significand of , B
denoted , is defined as the unique  such thatW B = ­ Ò"ß ,Ñ,a b
k kB  =  ,5 (3.1)
for some (necessarily unique) 5 ­ Þ
It follows from eq. (3.1) that
log log, , ,c d a ba b k kW B  Ø B Ù (3.2)
for any .B Á !
The base  “significant digits” of  are determined by .  In particular, the first, B W B,a b
significant digit of  in base  is given byB ,
H B  W B Þ"
,
,
a ba b g ha b (3.3)
Definition 3.2.  An absolutely continuous random variable  is said to have a W base ,
logarithmic distribution if (1) the support of  is the half-open interval , and (2) the cdfW Ò"ß ,Ñ
of  on  is given byW Ò"ß ,Ñ
J = ´ W  =  = Þa b a b a bPr log, (3.4)
It follows that a random variable with a base  logarithmic distribution has a pdf given by,
0 =  = ­ Ò"ß ,ÑÞ
=
a b A, for all (3.5)
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Proposition 3.1.  If  has a base  logarithmic distribution, then .W , W µ Y Ò!ß "Ñlog,a b
Conversely, if , then  has a base  logarithmic distribution.  This followsY µ Y Ò!ß "Ñ , ,Y
from Examples 2.2 and 2.3.
We will restrict our attention in this paper to positive random variables, defined as
follows.  .  A random variable  is said to be  if Definition 3.3 \ \  !  "Þpositive Pra b
Definition 3.4.  A positive random variable  is said to be  if  has a\ W \base  Benford, ,a b
base  logarithmic distribution.,
Proposition 3.2.  If  is base  Benford, then  satisfies the base  “first digit law”:\ , \ ,
Pr log a b e f H \  .  "  . ­ "ß á ß ,  ""
."
,
,
a b for all . (3.6)
I leave the proof to the reader.
Combining Definition 3.4, eq. (3.2), and Proposition 3.1, we have the following fact.
Proposition 3.2.  Let  be a positive random variable.  Then  is base  Benford if and\ \ ,
only if Ø \ Ù µ Y Ò!ß "ÑÞlog,a b
Example 3.1.  Let  be fixed, and suppose that  is distributed on  with5 ­ \ Ò, ß , Ñ 5 5"
the pdf given by eq. (2.12).  It then follows from eq. (2.7) and Example 2.2 that
Ø \ Ù µ Y Ò!ß "Ñ \ ,log,a b .  Hence  is base  Benford.
Example 3.2.  For all , define5 ­ 
0 B  B ­ Ò, ß , Ñ
B
5
5 , 5 5"a b ! A for (3.7)
and  elsewhere, where  is a doubly infinite sequence of non-negative0 B  !5 5 5­a b a b! 
numbers such that
"
5­
5

!  "Þ (3.8)
Note that the collection of intervals  partitions the set of strictly positive reala bÒ, ß , Ñ5 5" 5­
numbers:

5 5" Ò, ß , Ñ.
5 ­
. (3.9)
Now define  by0À Ä  
0 B ´ 0 Ba b a b"
5­
5

(3.10)
for all .  It is shown in the next section (Example 4.1) that  is the pdf of a base 5 ­ 0 ,
Benford random variable.
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The combination of eqs. (3.7), (3.8), and (3.10) is a , but not a sufficient necessary
condition, for a random variable to be base  Benford.  Random variables with pdf  not of, 0
this form may still be Benford.  Berger and Hill [1], p. 32, give the following example.
Example 3.3.  Suppose that  is distributed on  with the following pdf:\ 
0 B 
 B ­ Ò"ß "!Ñß
"!  B ­ Ò"!ß "!!Ñß
!
a b
Ú
ÛÜ
 A
A
"!
" "
B B
"!
"
B
#
#
if
if
otherwise.
(3.11)
It is shown in Example 4.2 that  is a base 10 Benford random variable.\
4. Generators and the Construction of Base  Benford Random Variables, .
In this section I describe a general algorithm for the creation of the pdf of base  Benford,
random variables using a vector of functions called a “generator.”  In fact, the pdf of every
base  Benford random variable may be generated by this algorithm.,
Definition 4.1.  A vector of functions  each mapping  into  is1 ´ 1 Ò!ß "Ña bab5 5­ 
called a .  A generator is said to be  ifgenerator uniform
" a b
5­
5

1 ?  " (4.1)
for all .? ­ Ò!ß "Ñ
An example of a uniform generator is shown in the following figure.  This particular
generator (which is used in Example 5.2 below) has  for all  except and1 ? ´ ! 5 5  !ß "ß5a b
# 1 ? 1 ? 1 ?.  The three functions , , and  are shown as the vertical distance between! " #a b a b a b
lines in the graph.
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0
1
0 1u
1 Ð?Ñ
1 ?
1 ?
#
"
!
a b
a b
Generators arise naturally in the context of finding the pdf of  when  is aY ´ Ø \ Ù \log,a b
positive random variable.  Given , the pdf of , how may we find the pdf of ?  The0 \ Yab
formula of eq. (2.10) does not apply here as the function  is not monotone9a b a bB ´ Ø B Ùlog,
on all of .  However,  is monotone increasing on every interval of the form 9 ab
Ò, ß , Ñ 05 5" , and this allows us to map  into a generator  from which we may find the pdfab 1
of .  This map has two steps, as follows.  (1) First, we break  into pieces correspondingY 0ab
to the partition of eq. (3.9). That is, for every , we define  by5 ­ 0 À Ä  5  
0 B ´
0 B B ­ Ò, ß , Ñ
! B Â Ò, ß , Ñ
5
5 5"
5 5"a b  a b ifif . (4.2)
(2) Next, we apply  to each  to obtain a function .  Hence,X 0 1 À Ò!ß "Ñ Ä,5 5 5 ab 
1 Ð?Ñ  , 0 , ,5 5
5? 5?a b  ln  (4.3)
for every  and  It's often convenient to determine  parametrically5 ­ ? ­ Ò!ß "ÑÞ ?ß 1 ? a ba b5
as follows: for every  and 5 ­ B ­ Ò, ß , Ñß 5 5"
?  B  5ß 1 ?  , 0 B BÞlog ln, 5 5a b a b a b a b (4.4)
Let  denote the mapping specified by eqs. (4.2) and (4.3), so X  X 0 Þ, ,1 a b
Proposition 4.1.  Let  be the pdf of a positive random variable , and let0 \a b a b a bab1 ´ X 0 Þ Y ´ Ø \ Ù5 , ,5­   Then the pdf of  is given bylog
1 ? ´ 1 ? Þa b a b"
5­
5

(4.5)
Proof.  First, we show that  integrates to 1. Using eq. (2.16),1ab
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( (a b a b"
"( (a b
! !
" "
5­
5
5­ ,
,
5
1 ? .?  1 ? .?
 0 B .B  0ÐBÑ.B  "Þ

 
5
5"

Next, we show for any  that   First, note that? ­ Ò!ß "Ñ Y  ?  1Ð Ñ. ÞPra b '
!
?
0 0
Pr  ( (Y  ? \ ­ Ò, ß , Ñ  0 ÐBÑ.B  1 Ð Ñ. ß and 5 5"
, !
, , ?
5 5
5
5 ?
0 0
where the second equation follows from eq. (2.17) with .  Hence,=  ,?
Pr Pra b "  
"( (
Y  ?  Y  ? \ ­ Ò, ß , Ñ
 1 Ð Ñ.  1Ð Ñ.
5­
5 5"
5­ ! !
? ?
5


 and 
0 0 0 0
as was to be shown.  This completes the proof.
The two steps of  are reversible: given any generator , we may find aX ´ 1, 51 a bab
function  by the following two steps. (1) For every , we apply  to0À Ä 5 ­ X    ,5"
1 05 5ab ab to obtain .  That is,
0 B  B ­ Ò, ß , Ñ
1 B  5
B
5
5 , , 5 5"a b a ba blog A for any . (4.6)
It's often convenient to compute  and  parametrically as follows: forB ­ Ò, ß , Ñ 0 B5 5" 5a b
every and 5 ­ ? ­ Ò!ß "Ñß
B  , ß 0 B  Þ
1 ?
B
5?
5
5 ,a b a bA (4.7)
(2) We compute  by assembling all of the pieces .  That is, for every  we0 0 5 ­ab a bab5 
define  if .  Then0 B ´ ! B Â Ò, ß , Ñ5 5 5"a b
0 B ´ 0 Ba b a b"
5­
5

for every .B ­ 
Let  denote the two steps of this algorithm, so we may write X 0  X Þ, ," "a b1
Combining Proposition 3.2, Proposition 4.1, and the reversibility of  gives us theX,
following key result.
Proposition 4.2.  If  is the pdf of a base  Benford random variable, then  is a0 , X 0,a b
uniform generator. Conversely, if  is a uniform generator, then  is the pdf of a base1 1X,"a b
, Benford random variable.
Construction of Benford Random Variables, Page 9
Hence, given a uniform generator we may construct the pdf of a base  Benford random,
variable, and given the pdf of a positive random variable  we may easily test if  is a base\ \
, Benford random variable.
Example 4.1.  Recall Example 3.2, where  is defined by eq. (3.7) for all0 B5a b
B ­ Ò, ß , Ñ 0 B X 05 5" ,5 5 and  is defined by eq. (3.10).  Applying  to , we find thata b ab
1 ?  5 ­ ? ­ Ò!ß "Ñ  X 05 5 ,a b a b!  for all  and .  It follows from eq. (3.8) that  is1
uniform, and hence  is the pdf of a base  Benford random variable.0 ,
Example 4.2.  Recall Example 3.3, where
0 B   0 ÐBÑ  Þ
" " "!
B B B
! "! "# #
"!a b  A Aand
Applying  (for  and ) to these two functions, we find thatX 5  ! 5  ",5
1 ?  "  1 ?  Þ
" "
"! "!
! "? ?
a b a band
As  is uniform, it follows that  is the pdf of a base 10 Benford random variable.1 0
Example 4.3.  Define a uniform generator by
1 ? ´ ?ß 1 ? ´ "  ?ß 1 ? ´ ! 5 ­  !ß " Þ! " 5a b a b a b e f  for all  
Then
0 B  B  B ­ Ò"ß ,Ñß
B
0 B  #  B  B ­ Ò,ß , Ñß
B
! ,
,
" ,
, #
a b a b
a b c da b
log
log
A
A
for all  
for all  
 (4.8)
and  for all other values of .  Here's a plot of the pieced together function  when0 B ´ ! 5 05a b
,  & 0 B  &.  Notice that the graph of  is continuous but has a kink at .
0
0.16
0 5 10 15 20 25 30
f(x)
x
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The reader may confirm that the function specified by eq. (4.8) is the pdf of a base  Benford,
random variable.
The operator  specified by eqs. (4.2) and (4.3) may be specified in an alternative formX,
that is useful for computation.  Let  be the pdf of a positive random variable , and let0 \ab
1 \ B  Bë 9ab a b a b a b denote the pdf of .  As the function  is monotone increasing onlog log, ,
all of  and , it follows from eq. (2.5) that 9 " @a b@  ,
1 @  , 0 , ,ëa b a b a bln @ @ (4.9)
for every .  Then it may be shown that@ ­ 
1 ?  1 5  ?5a b a bë (4.10)
for every  and   [This result is implicit in Definition 2.1 of the paper by5 ­ ? ­ Ò!ß "ÑÞ
Khosravani and Rasinariu [2]].  Finally,  may be retrieved from  by the parametric0 1ab abë
formula
B  , ß 0 B  Þ
1 @
B
@ ,a b a bë A (4.11)
5. Continuity and Differentiability
Suppose  is a uniform generator used to create the pdf  of a base  Benford random1 0 ,
variable.  Then  is conceived as consisting of a sequence of pieces  defined on the0 0a b5
disjoint intervals  by the formulaÒ, ß , Ñ5 5"
0 B  1 B  5  B ­ Ò, ß , ÑÞ
B
5 5 ,
, 5 5"a b a ba blog A for all (5.1)
In this section we examine how the continuity and differentiability of  are determined by0
the properties of .  There are four situations to consider: we need to examine both1
continuity and differentiability, and at both interior points and at boundary points.
 We first examine the continuity of  at interior points, i.e. at points .0 B B ­ , ß ,5 5 5"a b a b
It's clear from inspection of eq. (5.1) that  is continuous at all interior points if and only05ab
if  is continuous at all 1 ? ? ­ Ð!ß "ÑÞ5a b
We next examine the continuity of  at the “break point” . This is determined by the0 ,5
properties of  and , defined as1 ! 1 "5 5"a b a b
1 " ´ 1 ? Þ5" 5"
?Å"
a b a blim
Again by examination of eq. (5.1), we see that  is continuous at  if and only if0 ,5
1 "  1 ! Þ5" 5a b a b  (5.2)
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Now consider differentiability, starting again with interior points.  Let .  IfB ­ , ß ,a b5 5"
1 ?  B  5 0 B5 , 5ab a b ab is differentiable at , then  is differentiable at , and the derivativelog
is given by
0 B  Þ
1 ?  1 ?
B5
w ,5
w #
5 ,
#
a b a b a bA A  (5.3)
Hence,  is differentiable at all interior points iff  is differentiable at all .0 1 ? ­ Ð!ß "Ñ5 5ab ab
Finally, we examine differentiability of  at the break point .  We use the notations0 ,5
P B P B Pw wa b a b ab and  to denote the left and right derivatives, respectively, of a function  at
B.  Also, let
1 " ´ 1 ? ß
1 ! ´ 1 ? Þ
5" 5"
w w
?Å"
5 5
w w
?Æ!
a b a b
a b a b
lim
lim
Then
0 ,   ß
1 "  1 "
,
0 ,  
1 !  1 !
,
w 5 ,
w #
5" 5" ,
#5
w 5 ,
w #
5 5 ,
#5
  a b a b
  a b a b
A A
A A
.
Hence,  is differentiable at  if and only if0 B  ,ab 5
1 "  1 ! 1 "  1 !5" 5 5" 5
w wa b a b a b a band .  (5.4)
Example 5.1.  In Example 4.3, we have  and   As1 ?  ? 1 ?  "  ?Þ! "a b a b
1 "  1 ! 0 , 1 "  "! " !
wa b a b a b, the pdf  is continuous at the break point .  However, as  and
1 !  "ß 0 ,"
w a b  it follows that  is not differentiable at .
Example 5.2.  Let .  Define as! 1´ Î% ´ 1 ß 1 ß 11 a b! " #
1 ? ´ ? ß
1 ? ´ "  ?  ? ß
1 ? ´ "  "  ? Þ
!
#
"
# #
#
#
a b a ba b c d a ba ba b c da b
sin
sin sin
sin
!
! !
!
(5.5)
(I'll explain how I came up with this  in the next section.)  It's clear that these three functions1
sum to 1 for all .  The reader may confirm that  and , so the? 1 "  1 ! 1 "  1 !! " " #a b a b a b a b
implied pdf  is continuous at the two break points  and   The derivatives are0 , , Þ#
1 ?  # ? ? ß
1 ?  # "  ? "  ?  # ? ? ß
1 ?  # "  ? "  ? Þ
!
w
"
w
#
w
a b a b a ba b c d c d a b a ba b a ba b c d c da b a b
! ! !
! ! ! ! ! !
! ! !
sin cos
sin cos sin cos
sin cos
The reader may confirm that  and , so the derivative of  is also1 "  1 ! 1 "  1 ! 0! " " #w w w wa b a b a b a b
continuous at the two break points.  A graph of  when  is shown below.0 ,  %
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6. Seed Functions.
There are an infinite number of ways to produce uniform generators.  In this section I
describe a method based on what I call a “seed function.”  .  A Definition 6.1 seed function
is a function  with the following three properties: (1)  is “unit interval2À Ä !ß " 2 c d ab
increasing,” by which I mean
2Ð@Ñ  2 @  " @ ­ ßa b for all (6.1)
(2) 0 as , and (3) 1 as .2 @ Ä @ Ä _ 2 @ Ä @ Ä _a b a b
If  is non-decreasing then it is unit interval increasing, but not conversely in general, so2
every cdf is a seed function, but not every seed function is a cdf.  A seed function may or
may not be continuous everywhere on its domain, and it may or may not be differentiable on
some or all of the points where it's continuous.
Let  be a seed function.  We may then derive a generator by the following rule: for2ab
every  and ,5 ­ ? ­ Ò!ß "Ñ
1 ? ´ 2Ð5  ?Ñ  2Ð5  "  ?ÑÞ5a b (6.2)
What we've done, intuitively, is wrap the seed function around a cylinder of circumference 1.
The number  measures the fraction of the circumference traveled in the current cycle, and?
the function  measures the increase in  from the same position in the previous cycle.1 ? 25a b ab
The assumption that  is unit interval increasing guarantees that  for all  and .2 1 ?   ! 5 ?5a b
Consider a sum of the form
"
5Q
R
51 Ð?Ñ
where  and  are positive integers.  A little thought shows that this sum “telescopes,” andQ R
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in fact
" a b a b
5Q
R
51 Ð?Ñ  2 R  ?  2 Q  "  ? Þ (6.3)
Letting  and  go to infinity, the assumptions about the limiting properties of  imply thatQ R 2
" a b
5­
5

1 ?  " ? ­ Ò!ß "ÑÞfor all (6.4)
Hence, the generator  is uniform.a b15 5­
Example 6.1.  The generator used in Example 5.2 was derived from the seed function
2 @ ´
! @  !ß
Î% @ !  @  #ß
" @  #Þ
a b
Ú
ÛÜ a ba b
if
if
if
(6.5)sin# 1
Our primary interest in seed functions lies in eq. (6.2), the rule that specifies how a seed
function  leads to a uniform generator .  However, it's important to note that this2 1
construction is reversible.  That is, to any uniform generator  there exists a seed function 1 2
that leads to .  This  is constructed from  by the following rules.  First, for any 1 12 ? ­ Ò!ß "Ñß
2 ? ´ 1 ? Þa b a b"
5!
_
5 (6.6)
Next, we build  to the right, unit interval by unit interval, by the rule: for every 2 5 ­ ßab 
and for every ? ­ Ò!ß "Ñß
2 5  ?  2 5  "  ?  1 ? Þa b a b a b5 (6.7)
Finally, we build  to the left, unit interval by unit interval, by the rule: for every 2 5 ­ ßab 
and for every ? ­ Ò!ß "Ñß
2 5  ?  2 5  "  ?  1 ? Þa b a b a b5" (6.8)
We have now established a one-to-one correspondence between seed functions and
uniform generators.  As we've previously established a one-to-one correspondence between
uniform generators and the pdfs of Benford random variables, we've shown the existence of a
one-to-one correspondence between seed functions and the pdfs of Benford random variables
(with any base ).,
Let  denote the procedure specified by eq. (6.2) that maps a seed function  into aT 2
generator, and let  denote the composition , so we may write .  TheU X  T 0  U 2, ,," a b
continuity and differentiability of  depend on the properties of .  The results of the0 2
previous section may be used to prove the following summary.
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Proposition 6.1.  Let  be a seed function, and let  be the implied pdf.  If  is2 0  U 2 2,a b
continuous everywhere on , then  is continuous everywhere on .  If  is differentiable 0 2
everywhere on , then  is differentiable everywhere on . 0 
Note.  Use of a seed function simplifies the computation of the pdf of an associated
Benford random variable.  The simplified computation uses a parameter  chosen to run@
from a value where  is almost zero to a value where  is almost one.  Then eq. (4.7)2 @ 2 @a b a b
is replaced by
B  , ß 0 B  Þ
2 @  2 @  "
B
@ ,a b c da b a b A (6.9)
If we compute  by this method, we actually compute the entire pdf  in a singlea ba bBß 0 B 0ÐÑ
step and there's no need to compute the separate pieces . Hence, we don't need toa bab05
compute either  or , but if we want them they're given by  and  Note that5 ? 5  @ ?  Ø@ÙÞg h
this abbreviated construction bypasses the generator  completely.1
Also, note that any seed function  may be used to generate the pdf of a Benford2ab
random variable with any base.
Example 6.2.  Let  be the cdf of a  random variable.  Here's a graph showing2 R ßab a b. 5#
the implied pdf when  and   To produce this graph I let  run from. 5 "Þ&ß  !Þ$&ß ,  'Þ @
" B "Î' #*)to 3.18, which implies that  varies between  and .
0
0.02
0 50 100 150 200 250 300
f(x)
x
Comparison of eqs. (4.11) and (6.9) yields the following interesting result.
Proposition 6.2.  Let  be a seed function, and let  be the base  Benford random2 \ ,ab
variable whose pdf is produced using eq. (6.9).  Then
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2Ð@Ñ  2 @  "  1 @a b a bë (6.10)
for any , where  is the pdf of .@ ­ 1 \ ëab a blog,
7. Shifts.
The following fact is well known (for example, see Berger and Hill [1], Theorem 6.3): let
\ +  ! \ , \ ´ +\ be a positive random variable and let .  If  is base  Benford, then  is alsoë
base  Benford.,
This fact is easily seen in the construction of eq. (6.9).  If  is base  Benford, then there\ ,
exists a seed function  that generates the pdf of  by eq. (6.9).  Define a new seed2 \ab
function  by2 @ëa b
2 @ ´ 2 @  + Þëa b a ba blog, (7.1)
That is,  is just  shifted right by .  .  The seed function 2 2 + 2ë ëab ab a b ablog, Proposition 7.1
generates the pdf of  by eq. (6.9)\ë
This seems intuitively reasonable, but a formal demonstration is still useful.  Let  denote@
the parameter that generates  by eq. (6.9), soa ba bBß 0 B
@  B ß 0 B  Þ
2 @  2 @  "
B
log,
,a b a b c da b a b A  (7.2)
Let  denote the pdf of .  Then  from eq. (2.5).  Let  denote the0 \ 0 B  + 0 + B @ë ëë ëab a b a b" "
parameter that generates  and  by eq. (6.9), so+ B 0 + B" "a b
@  + B  B  +  @  +ë log log log log, , , ,"  a b a b a b (7.3)
and
0 + B  Þ
2 @  2 @  "
+ B
  c da b a b" ,
"
ë ë A (7.4)
Combining eqs. (7.1), (7.3), and (7.4), we obtain
0 B  + 0 + B 
2 @  2 @  "
B
ë
ë ë Aa b    a b a b" " , . (7.5)
Hence,  is obtained from eq. (6.9) by using the seed function , as was to be a b abBß 0 B 2ë ë
shown.
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8. Alternative Bases.
We turn now to consideration of some questions concerning base invariance.  Suppose
that  is base  Benford.  Is it (never, sometimes, always) the case that  is base  Benford,\ , \ -
where ?  Generators and seed functions may be used to shed some light on this issue.- Á ,
We begin with some simple observations.  First, it's easy to construct random variables
that are Benford in one base but not in another.  For example, suppose that  has a base 10\
logarithmic distribution, so  has support 10 .  Then  is base 10 Benford by definition.\ Ò"ß Ñ \
On the other hand, numbers between 8 and 10 have first digit equal to 1 when written in
base 8, so
Pr Pr ln ln
ln
  a b  H  "  \ ­ Ò"ß #Ñ  Ò)ß "!Ñ  #  ¸ !Þ$*(*%Þ" &
"! %"
Ð)Ñ
But,
log
ln
ln) "    ß" # "" ) $
so  does not satisfy the base 8 first digit law.  Hence  cannot be base 8 Benford.\ \
For a second example, suppose that  is distributed on  with pdf\ Ò"ß "!Ñ
0 B 
ÎB "  B  )ß
! )  B  "!Þ
a b  A) ifif
Then  is base 8 Benford, but\
Pra ba b)  W \  "!  !ß"!
so  is not base 10 Benford.\
On the other hand, there do exist random variables that are both base  Benford and base,
- , Á -Þ Benford when   Specifically, we have the following proposition.
Proposition 8.1.  Let  be an integer greater than 1 and let .  If  is base 7 - ´ , \ -7
Benford, then  is base  Benford.\ ,
As a prelude to the proof of this proposition we need to establish some facts about the
significand functions  and  when   Let  be a positive number.  ByW W -  , Þ B, - 7ab ab
definition,  is the unique number in  such thatW B Ò"ß ,Ñ,a b
B  W B  ,,
5a b (8.1)
for some integer .  Similarly,  and satisfies5 W B ­ Ò"ß , Ñ- 7a b
B  W B  ,  W B  ,- -
7 788a b a b a b (8.2)
for some integer .  The interval  may be partitioned as8 Ò"ß , Ñ7
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Ò"ß , Ñ  Ò, ß , ÑÞ7 < <".
<  !
7  "
(8.3)
Hence,  belongs to one of these intervals, say to .  Then there exists a numberW B Ò, ß , Ñ- < <"a b
W ­ Ò"ß ,Ñ W B  W  , W  W W B Þ such that .  This establishes that   Substituting- , -<a b a ba b
W B  W  ,-
<a b  into eq. (8.2), we find
B  W  ,<78, (8.4)
so .  Hence,W  W B,a b
W B  W B  ,- ,
<a b a b (8.5)
for some (necessarily unique) integer , and .  These are the results we< W B  W W B, , -a b a ba b
need.
Proof (of Proposition 8.1).  We are given that  for anyPr loga b a ba bW \  =  =- -
= ­ Ò"ß , Ñ W \  >  > > ­ Ò"ß ,ÑÞ7 , ,, and wish to use this to show that  for any Pr loga b a ba b
From eq. (8.3),
Pr Pr
log log log
log log
a b a ba b a b"
" "c d a ba b a b
a b a b
"  W \  >  ,  W \  >,
 >,  ,  >
 7  >  >
, -
<!
7"
< <
<! <!
7" 7"
- - -
< <
- ,
from eq. (2.3).  This completes the proof.
The converse of this proposition is not true; a random variable that is base  Benford need,
not be base  Benford.  Here's a counterexample.  Suppose  has support  and pdf, \ Ò"ß "'Ñ7
0ÐBÑ ´
"  B  %ß
%  B  "'Þ

#
$ B
"
$ B


A
A
%
%
if
if
The reader may confirm that this function integrates to 1, and that for any  we"  =  %
have
Pr loga b a ba b ( (W \  =  .B  .B  = ß# " " "
$ B $ B
% % % %
" %
= %=
A A
so  is base 4 Benford.  However,\
Pr ln lna ba bW \  )  %  #    ß# " # " &
$ $ $ ' '
"' % %A A
but .  Hence  is not base 16 Benford.log"'a b)  $Î% \
Proposition 8.1 has the following corollary.
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Proposition 8.2.  Let  and  be two different possible bases.  If there exist positive, -
integers  and  such that , then there exists a random variable  such that  is8 7 ,  - \ \8 7
both base  Benford and base  Benford., -
Proof.  Let , and let  be any base  Benford random variable.  FromN ´ ,  - \ N8 7
Proposition 8.1,  is both base  Benford and base  Benford.\ , -
In general, a random variable  that is base  Benford will not be base  Benford if .\ , - , Á -
Propositions 8.1 and 8.2 give exceptions to this general rule.  Are there any other exceptions?
The answer to this question is “yes!”
Proposition 8.3.  Let  be integers 2.  There exists a random variable  that is, Á -   \
both base  Benford and base  Benford., -
Proof.  This proposition is a corollary of the following fact [Berger and Hill [1], Theorem
8.12]:
Let  and  be independent random variables such that .  If  is\ ] \]  !  ! \Pra b
base  Benford, then the product  is base  Benford., \] ,
Suppose that  is base  Benford,  is base  Benford, and and  are independent.\ , \ - \ \, - , -
Then it follows from Berger and Hill's Theorem 8.12 that  is both base  Benford\ ´ \ \ ,, -
and base  Benford.-
It's clear that this proposition may be generalized to show the existence of a random
variable that is Benford relative to any finite number of alternative bases.
Let , , and  be as in the proof of Proposition 8.3, and let , , and  denote the\ \ \ 0 0 0, - , -
associated pdfs.  Then it may be shown that  is given by the following integral:0
0 B  0 0 . Þ
" Ba b a b(  
!
_
, -
0 0
0 0 (8.6)
Example 8.1.  To take the easiest possible example, suppose that  has a base \ ,,
logarithmic distribution and  has a base  logarithmic distribution.  Then\ --
0 =  "  =  ,ß
=
,
,a b A if
0 =  !,a b  elsewhere, and
0 =  "  =  -ß
=
-
-a b A if
0 =  ! "  \  ,--a b  elsewhere.  Note that  and that
0 0   
B
BÎ B
, -
, - , -a b  0
0 0 0
A A A A
for any  and  where  and  are both positive.  Let .  Without loss ofB 0 0 BÎ ´0 0 0 A A A, - , -a b a b
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generality, assume that .  Then it follows from eq. (8.6) that  has the following 3 part,  - 0
form:
0 B 
B "  B  ,ß
, ,  B  -ß
-  B  ,-Þ
a b
ÚÝÛÝÜ  
A
A
A
B
B
B B
,-
ln
ln
ln
if
if
if
(8.7)
A graph of this pdf when  and  is shown below. This pdf is continuous but has,  ) -  "!
“kinks” at , , and B  " B  ) B  "! B  )!Þ
0
0.08
0 20 40 60 80 100
f(x)
x
Example 8.1 continued: the base  generator. .  Let  be a positive random variable\
with pdf  specified by eq. (8.7).  It is of some interest to compute the base  generator0 .ab
associated with , say , where  is any possible number base.  We do not exclude the0 .1a b.
possibilities that  or .  From Proposition 4.2 we know that  and  will be.  , .  - 1 1a b a b, -
uniform.  In general, however,  will not be uniform if  is not equal to either  or .1a b. . , -
Computation confirms these expectations.
We begin with the base  generator.  Recall that we've assumed that .  It's, ,  -
convenient to make the additional assumption that , so Because the-  , ,  ,-  , Þ# # $
support of  is , we need to find  for just three values of :  corresponds to\ Ò"ß ,-Ñ 1 5 5  !5
,a bab
B ­ Ò"ß ,Ñ 5  " B ­ Ò,ß , Ñ 5  B ­ Ò, ß , Ñ, corresponds to , and 2 corresponds to .  Let# # $
3 3´ , Î - ? ´ -  "   "ln ln loga b a b a b and .  Then our computation yields ",
1 ?  ? !  ?  "ß
1 ? 
!  ?  ? ß
"  ? ?  ?  "ß
1 ? 
"  "  ? !  ?  ? ß
! ?  ?  "
!
,
"
,


#
,


a b
a b
a b
a b
a b 
a b  a b
3
3
3
3
for
for
for
for
for .
(8.8)
Note that  is piecewise linear.  As expected, this generator is uniform and the associated15
,a b
seed function is given by
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2 Ð@Ñ 
! @  !ß
@ !  @  ß
" @   Þ
,
"
"
Ú
ÛÜ
if
if
if
(8.9)3 3
3
Note that the seed function  has only two “kinks” (at  and at ), but the pdf2 @  ! @ , "ab 3
0 2 has four kinks.  This doubling is a consequence of the fact that  appears twice in the
second expression in eq. (6.9).
Next we find the generator and seed function corresponding to the base .  We continue-
to assume that , so . We only need to find  for  and  as ,  - ,-  - 1 5  ! 5  " 5  !# 5
-a b
corresponds to the range  and  corresponds to the range   We findB ­ Ò"ß -Ñ 5  " B ­ Ò-ß - ÑÞ#
1 ? 
?  ?  ß
"  ?  "ß
1 ? 
"  ?  ?  ß
!  ?  "Þ
a b
a b
-
!
"
-
"
"
a b 
a b 
3 3
3
3 3
3
if 0
if
if 0
if
(8.10)
This generator is piecewise linear and clearly uniform.  The corresponding seed function is
given by
2 Ð@Ñ 
! @  !ß
@ !  @  ß
" @   Þ
-
"
Ú
ÛÜ
if
if
if
3 3
3
(8.11)
Notice that  is a “rescaled” version of   To be precise,2 2 Þ, -ab ab
2 @  @  @  2 @, -
" # #a b    3 3 3 3 (8.12)
whenever !  @  Í !  @  Þ3 3 3" #
Certain features of the analysis of the base  and base  generators carry over to the, -
analysis of the general base  generator, but the base  situation is complicated by the fact. .
that the break points  for 1 don't generally coincide with any of the break points. 5  5e f ab a b,ß -ß ,- 0 1 \ of the pdf .  We may show that , the pdf of , is given by the threeë log.
part form
1 @ 
. @ !  @  , ß
. ,  @  - ß
. ,-  . @ -  @  ,- Þ
ë
A
A
A
a b
Ú
ÛÜ
a b a ba b a b a ba b c d a b a ba b a b
ln log
ln log log
ln ln ln log log
#
.
- . .
. .
if
if
if
(8.13)
This equation implies that the components  are piecewise linear.  A picture of the pdf1 ?5
Ð.Ña b
of  when , , and  is shown below.Ø \ Ù ,  ) -  "# .  ""log.a b
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The generator  in this case is manifestly not uniform.1a b.
The analysis that leads to eq. (8.12) assumes that , where the pdfs of  and\  \ \ \, - ,
\-  have specified forms.  A fair amount of the analysis, however, holds in greater
generality.  Let us henceforth assume that  is the pdf of a random variable  that is both0 \ab
base  and base  Benford.  Then seed functions  and  exist such that  may be, - 2 2 0, -ab ab
retrieved by both of the parametric recipes
B  , ß 0 B  ß
Ò2 @  2 @  " Ó
B
@ , , ,a b a b a b A (8.14)
and
B  - ß 0 B  Þ
2 A  2 A  "
B
A - - -a b c da b a b A (8.15)
Without loss of generality, assume that   Equations (8.14) and (8.15) imply a,  -Þ
relationship between  and .  To find this relationship, we allow  to range freely2 2 @, -ab ab
over a suitable domain and constrain  so that the value of  produced by the two recipes isA B
identical; that is,
-  , Ê A  @ ´  Þ
,
-
A @ -
,
3 3
A
A
where (8.16)
ln
ln
It follows that if  is substituted into eq. (8.15) the numerators of the expressions onA  @3
the right must be identical:
Ò2 @  2 @  " Ó  2 @  2 @  ", , , - - -a b a b c da b a bA 3 3 A
which we rewrite as
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2 @  2 @  "  2 @  2 @  " Þ, , - -a b a b c da b a b3 3 3 (8.17)
It may be shown that the seed functions  and  specified by eqs. (8.9) and (8.11)2 2, -ab ab
satisfy eq. (8.17)
9. Some Open Questions.
In this concluding section I list a couple of unanswered questions that arise from the
results presented above.
The random variables  considered in Section 8 that are Benford relative to two different\
bases  and  have two different origins: in Propositions 8.1 and 8.2 there is a specific, -
numerical relationship between  and , and in the proof of Proposition 8.3 , - \  \ \, -
where  is base  Benford,  is base  Benford, and  and  are independent.  The\ , \ - \ \, - , -
question arises: do random variables exist that are Benford relative to two different bases yet
do not have one of these two special forms?  If so, how may they be found?
A single seed function may be used to calculate the pdfs  and  of random2 0 0! , -ab
variables  and  that are base  Benford and base  Benford, respectively.  We are free\ \ , -, -
to assume that  and  are independent.  Let  so  is both base  and base \ \ \ ´ \ \ \ , -, - , -
Benford.  Let  and  denote the seed functions that generate .  How is  related2 2 \ 2, - !ab ab ab
to  and ?  (We've already seen one example.  The single seed function2 2, -ab ab
2 @ 
! @  !ß
" @   !!
a b  ifif
may be used to create both  and  of Example 8.1.)0 0, -ab ab
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