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Abstract
Based on the construction by Hosomichi, Seong and Terashima we consider N = 1 su-
persymmetric 5D Yang-Mills theory with matter on a five-sphere with radius r. This
theory can be thought of as a deformation of the theory in flat space with deforma-
tion parameter r and this deformation preserves 8 supercharges. We calculate the full
perturbative partition function as a function of r/g2YM , where gYM is the Yang-Mills
coupling, and the answer is given in terms of a matrix model. We perform the calcu-
lation using localization techniques. We also argue that in the large N -limit of this
deformed 5D Yang-Mills theory this matrix model provides the leading contribution to
the partition function and the rest is exponentially suppressed.
1 Introduction
Recently 5D supersymmetric Yang-Mills theory has attracted a lot of attention, in particular
its relation to the 6D (2,0) superconformal theory [1]. The 5D theory is not perturbatively
renormalizable, however the works [2, 3, 4] suggests arguments in favor of UV-finiteness of
5D supersymmetric Yang-Mills theory. Roughly these arguments appeal to the fact that the
5D theory comes from a reduction of a well-defined 6D theory. Moreover it has been argued
that the 5D theory may contain all the degrees of freedom of the 6D theory. In this work we
calculate the full perturbative partition function of deformations of N = 1 and N = 2 5D
supersymmetric Yang-Mills theory. Our calculation suggests that the perturbative partition
function is well-defined and thus offering more support to the ideas advocated in [3, 4].
The present work is a natural continuation of the two closely related works [5] and [6]. Let
us briefly outline our logic. In R5 the N = 1 supersymmetric Yang-Mills theory is invariant
under 8 supercharges while the N = 2 theory is invariant under 16 supercharges. Neither one
of these theories is superconformal. Recently in [6] a supersymmetric version of a 5D Yang-
Mills theory which preserves 8 supercharges has been constructed on S5. This theory on S5
does not have the same status as the corresponding superconformal theories in the 4D and 3D
cases on S4 and S3, originally considered in [7] and [8], respectively. However, we may look at
the theory on S5 as a one parameter deformation of the flat theory with the parameter r given
by the radius of S5. The theory on S5 is perfectly adapted for the localization technique,
which has recently been applied to theories in two, three and four dimensions on spheres and
other compact manifolds in for example [7]-[19]. In [6] the localization locus for the theory
on the five-sphere was determined, however, an important part when it comes to localization
calculations, namely the one-loop determinants, was not found. In this work we will, among
other things, perform the calculation of the one-loop determinants, using techniques from
[5] (which in turn is very much inspired by the calculation performed by Pestun in [7]). The
main idea is to recast the supersymmetry transformations into a cohomological form, and
then calculate the one-loop determinant using the Atiyah-Singer index theorem.
We will calculate the contribution to the partition function arising from fluctuations
around the isolated trivial connection, this is what we call the perturbative partition function.
The perturbative partition function is a function of the ratio r
g2
YM
, where gYM is the Yang-
Mills coupling, and the answer can be written in terms of a matrix model. Since this is our
main result, we state the answer here. The perturbative partition function of N = 1 5D
Yang-Mills theory with matter in a representation R on the five-sphere is given by1
Z =
∫
Cartan
[dφ] e
− 8pi
3r
g2
YM
Tr(φ2)
detAd
(
sin(iπφ)e
1
2
f(iφ)
)
× detR
(
(cos(iπφ))
1
4 e−
1
4
f( 1
2
−iφ)− 1
4
f( 1
2
+iφ)
)
+O(e−
16pi3r
g2
YM ) , (1.1)
1 [This footnote was added in v3] Previous versions of this paper had the wrong coefficient in front of the
Tr(φ2)-term. In this version we have corrected this mistake. In [20] the flat space limit of this matrix model
is compared with one-loop calculations previously performed in flat space, and perfect matching is found.
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where φ is a dimensionless matrix and the function f is defined by
f(y) =
iπy3
3
+ y2 ln (1− e−2πiy) + iy
π
Li2(e
−2πiy) +
1
2π2
Li3(e
−2πiy)− ζ(3)
2π2
. (1.2)
In our answer we cannot simply send r to infinity to recover the flat limit unless we send the
coupling g2YM to infinity as well. This in turn corresponds to going to the 6D theory.
What can be expected from our matrix model? At present, we are unable to calculate
the full non-perturbative partition function since we have to take into account instantons,
which gives the non-perturbative contributions. However, if we are interested in the large
N -limit of the 5D supersymmetric Yang-Mills theory with fixed ’t Hooft coupling
g2
YM
r
N
then we can ignore the terms e
− 16pi
3r
g2
YM since their contribution is exponentially suppressed
in the large N -limit. Later in the paper we provide further details on the structure of the
partition function and the large N -limit. Thus there is hope that the present matrix model
will provide the famous N3 dependence [21] of the free energy in the large N -limit. For the
matrix models arising from localization of 3D gauge theories [8, 10, 11, 12, 13] the famous
N3/2 dependence of the free energy has been successfully demonstrated in different models,
see for example [22, 23, 24, 25, 26, 27, 13]. For a nice review, see [28].
The paper is organized as follows: in section 2 we review the construction from [6] and
set the notations. Subsections 2.1 and 2.2 are devoted to the vector and hypermultiplets,
respectively. In subsection 2.3 we review the localization argument and discuss the structure
of the full partition function. In section 3 we discuss the actual calculation of the full
perturbative partition function both for vector and hypermultiplets. We explain how to
calculate the one-loop determinant using a change variables and recasting the supersymmetry
transformations into cohomological form. We then present the answer in terms of a matrix
model. In section 4 a summary and open questions are presented. Moreover we give a possible
interpretation of our matrix model. Many technical details are presented in Appendices.
Let us comment on the conventions which are used in this paper. As a main example
we consider the unitary groups as gauge groups. For the Lie algebra we follow mainly the
conventions from [6], where the Lie algebra basis is defined in terms of Hermitian matrices
(T †a = Ta) and the Killing form is positive definite (Tr(TaTb) =
1
2
δab). For the various
covariant derivatives (spinor, gauge, Levi-Civita etc) appearing in our formulae, we use the
same symbol D, except in section 3.3 and Appendix B, where ∇ is specifically reserved for
the Levi-Civita connection.
2 Supersymmetric theory on S5
The minimal 5D spinor representation for Minkowski signature is four-dimensional and pseu-
doreal. The minimal supersymmetry algebra is generated by two charges which is a doublet
with respect to the SU(2)R symmetry. This SU(2)R is an automorphism of the supersym-
metry algebra. The massless representations of this minimal supersymmetry algebra are the
vector multiplet and the hypermultiplet. The situation is similar for Euclidean signature
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and the spinor representation is still four-dimensional and pseudoreal. In Appendix A we
collect our conventions for Euclidean 5D spinors.
In this section we review the results from [6]. We briefly discuss the construction on S5
of the minimal supersymmetric 5D theory for vector and hypermultiplets. The theory on S5
can be thought of as one-parameter deformations of the flat Euclidean 5D model.
2.1 Vector multiplet
The 5D vector multiplet contains a gauge field Am, a real scalar σ and a SU(2)R-doublet of
gauginos λI . We also need to introduce the auxiliary real fields DIJ with D[IJ ] = 0 which
form a triplet of SU(2)R. The spinor λ
I is in a real representation of Spin(5) × SU(2)
(i.e. a SU(2)-Majorana spinor). It is well known how to write the N = 1 supersymmetric
Yang-Mills theory on R5. However here we are interested in a deformation of this theory,
namely in the supersymmetric theory on the five-dimensional sphere S5 with radius r. The
supersymmetry transformations are defined by (see A.1 for our notation of spinor bilinears)
δAm = iξIΓmλ
I ,
δσ = iξIλ
I ,
δλI = −1
2
(ΓmnξI)Fmn + (Γ
mξI)Dmσ − ξJDJI + 2
r
t JI ξJσ , (2.1)
δDIJ = −iξIΓmDmλJ + [σ, ξIλJ ] + i
r
t KI ξKλJ + (I ↔ J) ,
where ξI is a spinor, satisfying the Killing equation on S
5
DmξI =
1
r
t JI ΓmξJ , t
J
I =
i
2
(σ3)
J
I , (2.2)
where σ3 = diag[1,−1]. In principle t JI can be chosen as any one of the three Pauli matrices.
The Lagrangian density on S5 is defined as follows:
Lvector =
1
g2YM
Tr
[1
2
FmnF
mn −DmσDmσ − 1
2
DIJD
IJ +
2
r
σtIJDIJ − 10
r2
tIJtIJσ
2
+iλIΓ
mDmλ
I − λI [σ, λI ]− i
r
tIJλIλJ
]
, (2.3)
where Fmn is the field strength for Am and we use the standard S
5-metric for raising the
indices. The SU(2)R-indices are raised using ǫ
IJ (see Appendix A). The claim in [6] is that
the corresponding action on S5 is invariant under the transformation (2.1) provided that
the conditions (2.2) are satisfied. Here we use the self-evident notation for the covariant
derivative Dm which includes the gauge field and spin connection depending on which ob-
jects it acts. Under a gauge transformation Am transforms as a connection and all other
fields are in the adjoint. Here we regard ξI as an even spinor and thus the supersymmetry
transformations2 δ in (2.1) are odd.
2It is a matter of convention which parameters to use in the supersymmetry transformations, even or
odd spinors. The canonical convention is to use Grassmann odd spinor parameters for rigid supersymmetric
theories and thus making the transformations even.
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The present theory on S5 can be thought of as a deformation of the flat theory. In all
formulas the radius r can be sent consistently to infinity and we recover the corresponding
formulas on R5.
2.2 Hypermultiplet
Next let us discuss the N = 1 matter multiplet (hypermultiplet) in 5D as formulated in [6].
The field content of the hypermultiplet consists of a pair of complex scalars qAI , I = 1, 2
and a fermion ψA, with the reality conditions
(qAI )
∗ = ΩABǫ
IJqBJ , (ψ
A)∗ = ΩABCψ
B , (2.4)
where ΩAB is the invariant tensor of Sp(N) and C is the charge conjugation matrix and thus
the index A runs from 1 till 2N . The field qA is a doublet of SU(2)R and ψ
A is a singlet of
SU(2)R.
One can minimally couple the hypermultiplet to the vector multiplet by gauging a sub-
group of Sp(N). As an example let us consider the case of SU(N) gauge group. We embed
SU(N) into Sp(N) in the standard manner (by viewing Sp(N) as N × N anti-Hermitian
quaternion matrices)
U →
∣∣∣∣ U 00 U−T
∣∣∣∣ , U ∈ SU(N), Ω =
∣∣∣∣ 0 1−1 0
∣∣∣∣
and one can rewrite the scalar field q into a more familiar form as
q1 =
1√
2
∣∣∣∣ φ+φ−
∣∣∣∣ , q2 = 1√2
∣∣∣∣ −φ
∗
−
φ∗+
∣∣∣∣ , (2.5)
where φ± transform in the N and N¯ of SU(N), respectively. The fermion can be written in
a similar manner
ψA =
1
2
∣∣∣∣ ψ
α
−Cψ∗β
∣∣∣∣ , (2.6)
where ψα is now an unconstrained Dirac spinor transforming in N (here α is the index for
the representation). Analogously we can discuss the adjoint representation of SU(N) when
two copies of the adjoint are embedded into that of Sp(N).
Suppressing the A-index the supersymmetry transformations are defined as follows:
δqI = −2iξIψ ,
δψ = ΓmξI(Dmq
I) + iσξIq
I − 3
r
tIJξIqJ , (2.7)
and provided that ξI satisfies the Killing spinor equation (2.2) these transformations leave
invariant the action with the following Lagrangian density
Lmatter = ǫ
IJΩABDmq
A
I D
mqBJ − ǫIJqAI σACσCBqBJ +
15
2r2
ǫIJΩABt
2qAI q
B
J
−2iΩABψA /DψB − 2ψAσABψB − 4ΩABψAλIqIB − iqAI DIJABqBJ , (2.8)
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where t2 = tIJtIJ = 1/2 and σAB = ΩACσ
C
B. Using (2.5) and (2.6) we can rewrite the action
(2.8) in a more conventional form
Lmatter = (Dmφ+)
†(Dmφ+) + (Dmφ−)
†(Dmφ−)− i(ψα)† /Dψα + · · · , (2.9)
which is more familiar when we discuss the relation to the N = 2 4D hypermultiplet.
Later on we will analyze the case when the hypermultiplet is in a representation R. If
we consider the special case when the hypermultiplet is in the adjoint representation, the
theory defined by
Lvector + Lmatter (2.10)
in the limit r →∞ becomes N = 2 5D super Yang-Mills. This is a maximally supersymmet-
ric Yang-Mills theory which can be obtained from reducing the ten dimensional supersym-
metric Yang-Mills action. The five scalars are the field σ coming from the vector multiplet
plus four real scalars coming from the two complex scalars φ± in the hypermultiplet. The
scalar σ corresponds to the reduction along the time direction of the ten dimensional theory
and this is why the kinetic term for σ in (2.3) has the wrong sign as compared to the F 2-
term. As before we think about (2.10) as a deformation of the N = 2 5D supersymmetric
Yang-Mills, with the deformation controlled by the parameter r.
In order to calculate the partition function using the localization technique, we need an
off-shell version of the supersymmetry transformations (2.7). In subsection 3.3 we present
the off-shell version of the supersymmetry algebra written in new variables. At this point we
deviate from the supersymmetry transformations presented in [6] since we think that there
are issues of global nature related to their off-shell construction.
2.3 Localization
We are interested in calculating the partition function on S5 of the deformed N = 1 Yang-
Mills theory coupled to matter hypermultiplets using localization techniques. If we take the
hypermultiplet in the adjoint representation we will refer to the theory as N = 2 supersym-
metric Yang-Mills theory (to be more precise a deformation of the flat theory preserving 8
supercharges). In [6] the localization locus for these theories has been discussed although no
actual calculation has been presented and it is our goal to present a concrete calculation of
the perturbative partition function for these models.
The action for N = 1 supersymmetric Yang-Mills is given by
SN=1 =
∫
S5
d5x
√
g Lvector (2.11)
and the action for N = 1 supersymmetric Yang-Mills with matter is given by
SN=2 =
∫
S5
d5x
√
g (Lvector + Lmatter) . (2.12)
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As we mentioned above, if we take the matter hypermultiplet in the adjoint then we call the
theory N = 2 supersymmetric Yang-Mills. The partition function for N = 1 supersymmetric
Yang-Mills is defined by
Z =
∫
e−SN=1 , (2.13)
where the minus sign is chosen to have a Gaussian damping for the F 2-term in (2.3) (re-
member our conventions for the trace). The partition function for N = 1 supersymmetric
Yang-Mills with matter is defined with the same choice of sign. Following the standard
arguments we have to add to the action the term δV
Z(s) =
∫
e−SN=1+s δV , (2.14)
such that from one side δ2V = 0 and from the other side δV is positive. Using these two
conditions we can argue that Z(s) is independent of s and only the fixed points of δ together
with the one-loop determinants contribute to the path integral.
As discussed in [6], for SN=1 we can add the following term which fulfills the above
requirements:
δV = δ
∫
S5
d5x
√
g Tr[(δλI)
†λI ] . (2.15)
Provided that we integrate over imaginary σ we get the following localization locus:
ιv ∗ F = F , Dσ = 0 DIJ = −2tIJσ , (2.16)
which is understood modulo gauge transformations. Also note that the first condition above
implies ιvF = 0. The choice of imaginary σ also fixes the problem with the sign in front of
the kinetic term for σ in (2.3). We remark that the localization locus (2.16) is the same as
for the 5D topological field theory constructed and studied in [5]. On the solutions of (2.16)
the bosonic part of the action is given by
SN=1 =
1
g2YM
∫
S5
Tr(F ∧ ∗F + d5x√g 8
r2
σ2) , (2.17)
where we remember that we integrate over imaginary σ (so we have sent σ to iσ). Both
terms in (2.17) are positive and the F 2-term is zero if and only if F = 0. On S5 the condition
F = 0 implies that A is gauge equivalent to 0 and σ is constant. Indeed on S5 the solution
A = 0 and σ = constant is an isolated point in the space of gauge equivalence classes of
solutions to (2.16). All other solutions of the equations (2.16) will have non-zero F 2-term
and it will be related to the instanton number on CP 2 as we will explain in section 3.2.2.
Thus the partition function will have the following schematic form:
Z = (contribution of A = 0 and σ = constant) +
∑
n 6=0
e
−α r
g2
YM
n
(· · · )n , (2.18)
7
where n is the integral instanton number for CP 2 and α is some positive numerical constant.
The term (· · · )n stands for the contribution of the one-loop determinant around instantons
of fixed instanton number and in general it is quite hard to evaluate, especially for a compact
space such as CP 2. If we consider the analog of the ’t Hooft large N -limit
λ =
g2YM
r
N = fixed , N →∞ , (2.19)
then the terms with n 6= 0 are believed to be exponentially suppressed. Thus provided
that the one-loop term denoted by (· · · )n does not overcome the exponential suppression,
we expect that in the large N limit only the contribution from A = 0 and σ = constant is
essential.
Next, if we want to discuss the localization for N = 1 supersymmetric Yang-Mills with
matter then in addition to the term (2.15) we have to add the following term for the hyper-
multiplet:
δ
∫
d5x
√
g Tr[(δψ)†ψ] . (2.20)
Assuming that A = 0 and σ = constant the corresponding localization locus for the bosonic
fields is very simple
qI = 0 , F = 0 , (2.21)
as will be shown in detail in section 3.3. Thus the partition function for theN = 1 theory with
matter and the N = 2 theory has a similar form to (2.18), but with additional contributions
to the one-loop determinants from the hypermultiplet.
3 Calculation of the one-loop determinants and more
discussion about the localization locus
In this section we will both discuss the localization locus further and calculate the full
perturbative contribution coming from evaluating the one-loop determinants around A = 0
and σ = constant for the N = 1 model (and in addition the one-loop determinants around
qI = 0, F = 0 for the model including the hypermultiplet). For the calculation of the one-loop
determinants, in principle one can try to do it right away by the expanding up to quadratic
order the expressions (2.15) and (2.20) and then calculating the appropriate determinants
of the Laplace and Dirac operators on S5. This is how the calculation has been done for the
theory on S3 by Kapustin et al. [8]. However S3 is a group manifold and the spectrum of the
Laplace and Dirac operators can easily be worked out. On S5 it would require more work.
Alternatively we can follow a different path suggested by Pestun [7]. Namely we can make
a change of variables in field space and recast the supersymmetry transformations into a
cohomological form. Then the calculation requires the use of an appropriate index theorem.
The cohomological version of the calculation for supersymmetric theories on S3 (as well as
8
on general Seifert manifolds) has been performed in [17] (see also [16] for a treatment of
matter fields in this approach and [18] for a similar calculation for 2D theories on S2). On
S3 obviously both approaches produce the same final result. For the calculation on S5, we
follow the approach suggested by Pestun and we rewrite the supersymmetry transformation
in cohomological form which will allow us to calculate the one-loop determinants in an elegant
way using the Atiyah-Singer index theorem for the twisted Dolbeault operator. Below we will
focus on showing how to rewrite the supersymmetry transformations into a cohomological
form. After this is done, much of the remaining calculations have already been performed
in [5], where from we will borrow many results.
3.1 Constructing geometrical quantities using Killing spinors
As a preparation for the actual calculation let us first discuss some geometry entailed by
the existence of two normalized Killing spinors. The parameter ξI in the supersymmetry
transformations is a bosonic (even) Killing spinor satisfying equation (2.2) and normalized
as follows
ξIξJ = −1
2
ǫIJ . (3.1)
For S5, the explicit solution for ξI was given in [6], and we also present the solution in terms of
differential forms in Appendix D. The fact that the five-manifold admits two Killing spinors
has some simple but profound implications on the property of the manifold. Even though
most of these properties are well known, we include a list of those in Appendix B as well
as a sketch of their derivation. Using the Killing spinors we can define a nowhere vanishing
vector field vm = ξIΓ
mξI . In the case of S5, with the choice of ξI in [6] the vector field
generates the U(1)-action in the Hopf fibration
S5 ←− S1
π
y
CP 2
(3.2)
The corresponding 1-form κm = gmnv
n is a connection for this Hopf fibration and it defines a
contact structure, κ∧ (dκ)2 6= 0. Moreover −dκ coincides with the pull-back of the standard
symplectic form associated to the Fubini-Study Ka¨hler metric on CP 2 (this can be derived
from the relations (B.4) and (B.6)). For further details regarding the contact geometry
involved in this case, the reader may consult [5] and the references therein.
In general, the existence of two normalized Killing spinors on a five-manifold implies that
we deal with a K-contact structure. A wide class of examples is given by U(1)-fibrations
over four-dimensional Ka¨hler manifolds with an integral Ka¨hler form (a so called Hodge
manifold). More conditions should be imposed on the Hodge manifold in order to guarantee
the existence of globally defined Killing spinors on the five-dimensional manifold. For a
recent discussion on related issues in three and four dimensions one may consult [29, 30, 31].
For the 5D case a similar analysis needs to be performed in order to establish on which
backgrounds 8 supercharges exists.
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Let us finish the geometrical discussion with some terminology (see [5] for more details).
Since we are dealing with a S1 fibration with a choice of connection 1-form κ we can introduce
a decomposition of 2-forms Ω2 into the vertical part Ω2V and the horizontal part Ω
2
H . In turn,
the horizontal part Ω2H can be decomposed into horizontal self-dual and anti-self-dual parts
defined by the projectors 1
2
(1 ± ιv∗). Thus we have the decomposition of 2-forms into the
spaces
Ω2(S5) = Ω2V (S
5)⊕ Ω2+H (S5)⊕ Ω2−H (S5) , (3.3)
which are orthogonal to each other with respect to the standard scalar product defined by the
metric. Here we would like to point out that in the present context what we call horizontal
self-dual or horizontal anti-self-dual is relative and it depends on the conventions chosen. By
changing v → −v and κ → −κ and keeping the metric unchanged we exchange the notion
horizontal self-duality and horizontal anti-self-duality. Our choice corresponds to κ ∧ (dκ)2
being minus the volume form given by metric.
3.2 Vector multiplet
In this subsection we will discuss the localization locus further and calculate the contribution
from the vector multiplet, or in other words the full perturbative partition function of N =
1 supersymmetric Yang-Mills. Following Pestun’s ideas [7] it is convenient to bring the
supersymmetry transformations (2.1) to cohomological form by a change of variables for
fermonic fields. This change does not generate any field dependent Jacobian in the path
integral.
3.2.1 Cohomological form of supersymmetry transformations
Using the Killing spinors ξI , we can convert λI to a 1-form and a 2-form:
Ψm = ξIΓmλ
I , χmn = ξIΓmnλ
I − κ[mξIΓn]λI . (3.4)
While Ψ is an unrestricted 1-form, the 2-form χ satisfies the following conditions:
ιvχ = 0 , ιv ∗ χ = −χ , (3.5)
meaning that χ is a horizontal anti-self-dual 2-form.
The formula (3.4) can be inverted to write λI as
λI = −1
2
ξJΘmnJI χmn + (Γ
mξI)Ψm , (3.6)
where ΘIJmn = ξ
IΓmnξ
J (see Appendix B for more properties). The fermion λI has 8 real
components which is the same as the 5 components of Ψ plus 3 more from χ.
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In these new odd variables the supersymmetry transformations (2.1) can be rewritten as
follows
δAm = iΨm ,
δσ = ivmΨm ,
δΨm = v
nFnm +Dmσ , (3.7)
δχmn = Hmn ,
δHmn = iLAv χmn − [σ, χmn] ,
where LAv = Lv + i[ , ιvA]. Here the 2-form H is defined as
H = (1− ιv∗)F − (κ ∧ ιvF ) + ΘIJ(DIJ + 2tIJσ) ,
where ΘIJ is the 2-form defined in (B.4). Like χ, H is a horizontal anti-self-dual 2-form.
The square of the transformations (3.7) is given by
δ2 = iLv +Gi(σ−ιvA) , (3.8)
where Lv is the Lie derivative along v and Gi(σ−ιvA) is a gauge transformation with parameter
i(σ − ιvA). With our conventions the gauge field is transformed as
GǫA = dǫ− i[A, ǫ] (3.9)
and on all other fields in the adjoint as
Gǫ• = −i[•, ǫ] . (3.10)
As explained before we have to send σ to iσ and in the new variables the δ-exact term can
be written as follows:
δV = δ
∫
Tr
(
χ ∧ ∗(2F−H −H) +
1
2
Ψ ∧ ∗δΨ) , (3.11)
where F−H is the horizontal anti-self-dual part of the field strength (ιv ∗ F−H = −F−H ). The
bosonic part of the above term is zero if
F−H = 0 , ιvF = 0 , Dσ = 0 . (3.12)
These equations describe the localization locus for the path integral.
3.2.2 Localization locus on contact instantons
The conditions (3.12) can be combined as in (2.16), which can be alternatively written as
∗ F = κ ∧ F , DAσ = 0 , (3.13)
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where we use a subscript on DA to indicate with which connection we form the covariant
derivative. The first equation has been introduced in the context of topological 5D Yang-
Mills theory in [5]. This equation can be written on any contact five-manifold and we refer
to this equation as a contact instanton (these equations have been discussed in the recent
work [32], see also [33] for a related system of equations, and also more references therein).
Here our goal is to study this equation specifically on S5.
One can show that the first equation in (3.13) implies the Yang-Mills equation
DA(∗F ) = dκ ∧ F = 0 , (3.14)
since ιv ∗ dκ = −dκ, which is proved using the relations from Appendix B. Indeed this is a
non-trivial fact, for example the equation with different sign, ∗F = −κ ∧ F , does not imply
the Yang-Mills equation. For gauge group U(1), the contact instanton equation implies that
F ∈ H2(M,R) and thus on S5 the flat connection F = 0 (A = 0 up to gauge transformations)
is the only contact instanton.
To explore further the contact instanton equation for the non-abelian case, we need to
go to a convenient gauge. From ιvF = 0 we derive
0 = ιvF = ιvdA− i[ιvA,A] = LvA−DA(ιvA) .
This shows that the Lie derivative of A along v is a gauge transformation and thus we can
choose the gauge
LvA = 0 . (3.15)
We will define the vertical and horizontal part of the connection A as
̺ = ιvA , α = AH = A− κιvA
to save on the use of subscripts. Since both ̺ and α are basic with respect to the U(1)-
action generated by the vector field v (meaning horizontal and invariant), they can be pushed
down to the base CP 2. Furthermore, under a gauge transformation δgaugeA = DAf with f
independent of the circle direction (which preserves the gauge (3.15)),
δgauge̺ = −i[̺, f ] , δgaugeα = Dαf ,
i.e. α and ̺ can be regarded as a gauge connection and an adjoint scalar on CP 2. Due to
Lvα = 0 we have that dα is basic automatically.
Expanding out F in ̺ and α
F = dα + (dκ)̺− κ ∧ d̺− iα ∧ α− iκ ∧ [̺, α], (3.16)
we further get 0 = ιvF = −d̺ − i[̺, α] = −Dα̺, i.e. ̺ is a covariantly constant scalar on
CP 2.
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Now we explore the implication of the first equation in (3.13). Again using the explicit
form of (3.16), we get
F−H =
(
dα+ (dκ)̺− iα ∧ α)− = (dκ)̺+ F (α)− ,
F+H =
(
dα− iα ∧ α)+ = F (α)+ , (3.17)
where F (α) is the curvature on CP 2 of the connection α. We point out once again that, due
to our unfortunate choice of κ, we have that κ∧ dκ∧ dκ determines an orientation opposite
to that of
√
gdx1 ∧ · · · ∧ dx5, and hence what gets a + superscript is actually anti-self dual
from the 4D point of view while those with − are self-dual. In particular, dκ is minus the
Ka¨hler form of CP 2 and hence self-dual.
Finally, we have reduced our contact instanton condition into a pair of equations on CP 2
Dα̺ = 0 , F (α)
− = −̺dκ , (3.18)
which is a perturbed version of the Donaldson equation F (α)− = 0. Still one must bear in
mind the 5D origin of these equations and there is still the possibility of a large θ-dependent,
where θ is the coordinate along the S1 fibre, gauge transformation that preserves (3.15).
Since by construction DαF (α) = 0, together with Dα̺ = 0 we have
DαF (α)
− = 0 ,
which implies that F (α) satisfies the Yang-Mills equation on CP 2: D†αF (α) = 0. The second
equation in (3.18) is a perturbation of the Donaldson equation in the following sense. First,
if α is an irreducible connection, then ̺ = 0, and the perturbation vanishes. Assume that
α is a reducible connection, which means that the holonomy group of α defines a conjugacy
class of proper subgroups of SU(N). Take any point m ∈ CP 2, assume that the holonomy
group at this point is H ⊂ SU(N), then by definition any h ∈ H is realized as the holonomy
of a loop based at m. The fact that ̺ is a parallel scalar implies
h−1̺h = ̺ , ∀h ,
by using the second equation in (3.18), one gets h−1F (α)−h = F (α)−, ∀h ∈ H . First assume
that H is a semi-simple subgroup of SU(N), then one can conclude F (α)− = 0 from the
semi-simplicity.
What remains is the case when H is U(1). We deduce from Dα̺ = 0 that Tr[̺
2] is
a constant, which we assume to be non-zero. Furthermore, from DαF (α)
+ = 0 we have
DαTr[̺F (α)
+] = 0 and
D†αTr[̺F (α)
+] = Tr[∗(Dα̺) ∧ ∗F (α)+] + Tr[̺D†αF (α)+] = 0 .
This shows that Tr[̺F (α)+] is a harmonic 2-form with negative self-intersection number,
which does not exist forCP 2. We have thus Tr[̺F (α)+] = 0, then as ̺ 6= 0 by assumption and
that ̺ and F (α) are embedded into the same generator of SU(N), we conclude F (α)+ = 0.
Thus we see that F = 0 on S5 and hence A is gauge equivalent to zero.
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To summarize the foregoing strenuous argument, we conclude that the perturbation in
(3.18) can be ignored in all cases except for the reducible U(1) instantons, which are gauge
equivalent to trivial connections. One gets finally the value of the Yang-Mills kinetic term
on contact instantons∫
S5
Tr[F ∧ ∗F ]
∣∣∣
cnct-inst
=
∫
S5
κ ∧ Tr[F+H ∧ F+H ]
push down
= 2πr
∫
CP 2
Tr[F+H ∧ F+H ]
= 2πr
∫
CP 2
Tr[F (α)+ ∧ F (α)+] = 2πr
∫
CP 2
Tr[F (α) ∧ F (α)] = 16π3rZ+ . (3.19)
Exactly this fact we have used in our discussion of the full partition function (2.18).
3.2.3 Matrix model for the vector multiplet
Now we want to calculate the one-loop determinant around the zero connection and constant
σ. Modulo some conventions the calculation is totally identical to the one performed in
[5]. Therefore we will here only explain the philosophy behind the calculation and sketch
the derivation with the present conventions taken into account. We refer the readers to
[5] for further explanations and technical details. The philosophy behind the calculation
is the following. In analogy with equivariant localization of finite-dimensional integrals,
[34, 35, 36], we can argue [7] that the one-loop determinant will be given by evaluating the
superdeterminant of the operator
iLv − i[σ, ] (3.20)
acting on the spaces which are given by the ’coordinates’ in the transformations (3.7). In
these transformations, the supersymmetry transformation can be understood as an equiv-
ariant differential acting on a superspace with coordinates given by the gauge field A and
the odd anti-self-dual field χ. After including ghost fields needed for gauge fixing in the
transformations (3.7), it is shown in [5] that the one-loop determinant is given by the ratio
of determinants of the operator (3.20) acting on even and odd, respectively, horizontal anti-
holomorphic differential forms. Here we assume that the range of the coordinate θ in the
fibre direction is 0 ≤ θ < 2πr, which means that the eigenvalues of Lv is − itr , t ∈ Z (with
chosen conventions the vector v corresponds to −∂θ). The imaginary i in (3.20) comes from
the integration over imaginary σ and we use the conventions with Hermitian Lie algebra
generators. Taking this into account the one-loop contribution is written as follows
Zvect1−loop =
∏
β
∏
t6=0
(
t
r
− 〈β, iσ〉
)(1+ 3
2
t+ 1
2
t2)
, (3.21)
where β stands for the roots of the Lie algebra. This expression arises as follows. For each
element in the space Ω0,•H , the operator (3.20) acts with the same eigenvalue on both the even
and the odd forms. The modes labelled by t is a section of the bundle O(t) over CP 2, and
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the cancelation between the numerator and denominator is determined by the index of the
Dolbeault complex twisted by this line bundle. This is how the exponent in (3.21) arises, it
is the number of left over modes after the cancelation has taken place, for each t. Again, for
further explanations and technical details, we refer to [5].
Rewriting (3.21) as a product over positive roots only we get
Zvect1−loop =
∏
β>0
∏
t6=0
(
t2
r2
− (〈β, iσ〉)2
)(1+ 3
2
t+ 1
2
t2)
=
∏
β>0
∞∏
t=1
(
t2
r2
− (〈β, iσ〉)2
)(2+t2)
. (3.22)
Using the infinite products (E.1) and (E.3) the one-loop contribution can be written as
Zvect1−loop =
∏
β>0
(2πre−ζ
′(−2))2
(
sin(π〈β, irσ〉)
π〈β, irσ〉
)2
ef(〈β,irσ〉) , (3.23)
where the function f is defined in (E.11). The Yang-Mills term (2.17) evaluated on the
localization locus A = 0 and σ = constant gives us
SN=1 =
8
g2YM
vol(S5)Tr
(σ
r
)2
=
8π3r
g2YM
Tr (rσ)2 . (3.24)
Summarizing everything and introducing the dimensionless combination φ = rσ the final
answer can be written as a matrix integral over the Cartan subalgebra
Z =
∫
Cartan
[dφ] e
−
[
8pi3r
g2
YM
]
Tr(φ2)∏
β>0
sin2(π〈β, iφ〉) · ef(〈β,iφ〉)
=
∫
Cartan
[dφ] e
−
[
8pi3r
g2
YM
]
Tr(φ2)
detAd
(
sin(iπφ) · e 12f(iφ)
)
, (3.25)
where we ignore all irrelevant numerical factors. The factor (〈β, irσ〉)−2 in (3.23) is canceled
due to pushing the integration from the whole Lie algebra to the Cartan subalgebra. Let
us comment on properties of the matrix model (3.25). The potential f(ix) for x real is
a symmetric real (the branch cuts cancel between polylogs and logs) function, with the
asymptotic behaviour
lim
x→±∞
f(ix) ∼ −π
3
|x|3 ,
and, as can be checked using Mathematica, the function f behaves very nicely along the
imaginary axis. Due to these facts, we believe that the matrix integral is a well-defined
converging integral.
In addition to the N = 1 Yang-Mills action we can add supersymmetric versions of the
Chern-Simons couplings
i
∫
S5
Tr(κ ∧ F ∧ F ) = Tr
∫
S5
Tr(dκ ∧ (A ∧ dA+ 2
3
A ∧A ∧A)) (3.26)
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and
i
∫
S5
Tr
(
A ∧ dA ∧ dA+ 3
2
A ∧A ∧A ∧ dA+ 3
5
A ∧ A ∧A ∧A ∧ A
)
, (3.27)
which would generate the terms iTr(φ2) and iTr(φ3) in the exponent, respectively. The rest
of calculation will be unchanged when adding these terms.
3.3 Hypermultiplet
Next we will evaluate the contribution of the hypermultiplet to the perturbative partition
function. We assume that the hypermultiplet is in a representation R of the gauge group.
Using the Killing spinors ξI we can combine qI with ξI and define a new bosonic spinor
field q
q = ξIq
I , qI = −2ξIq .
From the reality condition satisfied by ξI and qI one can see that the spinor field q now
satisfies the same reality condition as ψ.
We can rewrite the supersymmetry transformation (2.7) in terms of q and ψ and these
transformations close only on-shell. However for the sake of localization, we need an odd
symmetry that squares off-shell to a translation plus a gauge transformation for one set of
specifically chosen parameters. To obtain this, we first use the vector field v to define a
chirality operator
γ5 ≡ vmΓm .
The Killing spinors have γ5-eigenvalue +1
γ5ξI = ξI , (3.28)
as can be shown using the Fierz identities. Thus the bosonic spinor field q is of positive
chirality, while the fermonic spinor ψ contains both chiralities. Now we introduce an auxiliary
bosonic spinor field F of negative chirality, which satisfies the same reality condition (2.4) as
ψ. With the auxiliary field, one can obtain an off-shell odd supersymmetry enlarging (2.7)
δqA = iP+ψ
A ,
δψA =
1
2r
(tΘ)pq(Γ
pqqA) + ( /D + iσ)qA + FA , (3.29)
δFA = −iP− /DψA − σP−ψA −Ψm(Γm − vm)qA ,
where (tΘ)pq = tIJΘ
IJ
pq and we use the projector P± =
1
2
(1 ± γ5) and P+q = q, P−F = F .
Notice that σqA should be understood as σABq
B and similarly for the term involving Ψm.
The transformations (3.29) square off-shell to the following:
δ2Φ = − i
2r
(tΘ)pqΓ
pqΦ+
(
iv ·D − σ)Φ , Φ = {q, ψ,F} . (3.30)
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After a change of variables, one can put the complex (3.29) into a nice cohomological
form
δqA = iψA+ , δψ
A
+ =
(
− 1
2r
(tΘ)pqΓ
pq + v ·D + iσ
)
qA ,
δψA− = F˜A , δF˜A =
(
− i
2r
(tΘpq)Γ
pq + iv ·D − σ
)
ψA− , (3.31)
where ψ± = P±ψ and F˜ is obtained from F by a linear shift (and hence no Jacobian in this
change of variables). The above complex is written in terms of the fields q, ψ and F˜ which
satisfy the reality conditions. We can solve these reality conditions in terms of unconstrained
fields as we did in (2.6). Let qA = [qα,−Cq∗β]T , ψA = [ψα,−Cψ∗β ]T and F˜A = [F˜α,−CF˜∗β ]T .
Now we can rewrite the complex (3.31) in terms of the new fields and it looks exactly the
same, except for the change of indices A→ α
δqα = iψα+ , δψ
α
+ = · · · .
One property that we will need for the transformations is that it acts holomorphically, in
that it does not mix qα, ψα, F˜α with their conjugates. This point will be important later
when we decide over what spaces we compute the determinant of the operator δ2.
To complete the localization argument, one can add to the action a δ-exact term δ
∫
TrV ,
with
V =
1
2
(δψA)†ψA .
The bosonic part of δV is3
δV =
(− 1
2r
tΘpqΓ
pqq + v ·Dq)†
α
(− 1
2
tΘpqΓ
pqq + v ·Dq)α + (σq)†α(σq)α + F˜ †αFα .
In the manipulation above σ and F˜ are Wick rotated, which is crucial for decoupling the
last two terms from the rest. Since δV is positive definite the localization locus is given by
the following equations
(− 1
2r
tΘpqΓ
pq + v ·D)qα = 0 , σαβqβ = 0 , F˜α = 0 , (3.32)
To further analyze the first condition of (3.32), it is convenient to work with a specific
representation of spinors using differential forms, reviewed in Appendix C. We can represent
the fields q, ψ, F˜ by horizontal anti-holomorphic forms. To make it more explicit, one can
pick a pure spinor, say ξ1, and map the spinors to differential forms in the standard fashion:
Φ→ {ξ1Φ , ξ1ΓmΦ , ξ1ΓmnΦ} , Φ = {q, ψ, F˜} . (3.33)
That ξ1 satisfies (B.8) implies that the above forms are anti-holomorphic. The property
(3.28) shows that the independent components can be chosen to be horizontal. Chirality
3Note the change of gauge indices from A to α.
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consideration tells us that q is mapped to Ω0,evenH , F˜ to Ω0,oddH and ψ to Ω0,anyH . With an abuse
of notations we will use the same letters for the corresponding differential forms.
Now our goal is to rewrite the operator appearing in (3.32) in terms of operations on
differential forms. Using (B.6) and (C.8) one can compute
(tΘ)mnΓ
mn = 2i
(
1− deg ) , (3.34)
where deg stands for the degree of the form. As a check one can directly show that
P−tΘpqΓ
pq = 0 from (A.3) and (B.5), and as the − chirality spinor goes to deg 1 forms,
we see the agreement with the above relation.
The + chirality subbundle is trivialized by the two sections ξ1,2, and we know how Dm
acts on ξI from the Killing equation. Thus for the q sector, we know the action of Dm, and
we have
(− i
2r
(tΘ)pqΓ
pq + iv ·D)qα = iv · ∇Aqα + 1
r
(3
2
− deg )qα , (3.35)
where ∇A is the Levi-Civita connection coupled with the gauge field. Notice that we use
the same q to denote the forms from the reduction (3.33). In the derivation above we have
used the compatibility of the spin connection with the Levi-connection (see section 6.1 in the
book [37]), namely, the spin connection induces, through the adjoint action, the Levi-Civita
connection on TS5.
To continue, we need to work out how the Levi-Civita connection acts on horizontal
differential forms. This is straightforward from the explicit decomposition of the metric (C.7),
one easily obtains the action of the Levi-Civita connection on horizontal anti-holomorphic
forms
vm∇m = vm∂m + 1
2
(dκ)i¯ j¯dx
j¯ ι¯i ,
and by relating dκ to the complex structure through (B.3), (B.4) and (B.6), we have
vm∇m = Lv − i
r
dxi¯ι¯i = Lv −
i
r
deg ,
where Lv is the Lie derivative along v and it is valid to replace vm∂m with Lv since the forms it
acts on are all horizontal. We remark however that the full actual expression vm∇m has extra
terms, it only acquires this simple expression when acting on horizontal anti-holomorphic
forms. Finally putting back the gauge field A, the right hand side of (3.35) is written
(
iv · ∇Aqα + 1
r
(
3
2
− deg))qα = iLAv qα + 32rqα ,
where LAv is defined after (3.7). To obtain the action of Dm on the − chirality sector
requires some work, we only remark that the strategy is again to use the Leibniz property
and the compatibility between the spin connection and the Levi-Civita conneciton, e.g.
∇m(ψΓnχ) = (ψ←−DmΓnχ) + (ψΓnDmχ).
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When this is done, we can rewrite the cohomological complex (3.31) in terms of horizontal
differential forms Ω0,•H as
δqα = iψα+ ,
δψα+ = LAv qα + iσqα − i
3
2r
qα ,
δψα− = F˜α , (3.36)
δF˜α = iLAv ψα− − σψα− +
3
2r
ψα− ,
where ψ± = P±ψ and we again remark that we use the same symbols q, ψ,F for the original
fields as well as the differential forms they reduce to. Here the term σΦ is understood as
σa(Ta)
α
βΦ
β where Ta are the Hermitian generators of a representation R of SU(N). For the
adjoint representation σΦ is given simply by [σ,Φ] if σ and Φ are represented as N × N
matrices.
With the above preparatory work, we can now analyze the zero locus of the operator in
(3.32)
(− 1
2r
tΘpqΓ
pq + v ·D) = iLv +G(−iιvA) + 32r ,
where G(−iιvA) is a gauge transformation with parameter −ιvA. So far the discussion is valid
for any instanton background from the vector multiplet. Next we will specialize to the trivial
background A = 0. The zero modes of q will then satisfy
iLvq + 3
2r
q = 0 ,
any solution must be of the form q = f(x)e3iθ/(2r), where θ ∈ [0, 2πr) and v = −∂θ. This
however is not a valid solution because of the half integer 3/2 and the resulting wrong
periodicity. Thus one concludes that at the trivial background A = 0, the localization locus
for the hypermultiplet is all bosonic fields being zero.
Next we will calculate the one-loop determinant for the hypermultiplet. The calculation
is performed in the same way as we explained in the section for the vector multiplet. As
seen from the transformations (3.36), the fields qα and ψα− are the analogue of coordinates
in a cohomological complex while the fields ψα+ and F˜α are the corresponding 1-forms with
opposite statistics. Therefore the one-loop contribution is given by the determinant of the
operator δ2 taken on the fields qα and ψα−. As we worked out earlier, when acting on
differential forms, the operator δ2 is given by
δ2 = iLv − iσ + 3
2r
, (3.37)
where the imaginary ”i” comes from the integration over imaginary σ (this follows from
the manipulation in the vector multiplet). As also worked out above, the fields in the
hypermultiplet are mapped to holomorphic and anti-holomorphic horizontal forms (in spinors
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this is the same as two complex components of qα, four complex components of ψα and two
complex components of F˜α). Especially, the coordinates q and ψ− are mapped to Ω0,evenH and
Ω0,oddH , respectively. Therefore the contribution of the hypermultiplet in a representation R
is given by the following:
Zhyper1−loop =
∏
µ
∏
t
(
t
r
− 〈iσ, µ〉+ 3
2r
)−(1+ 3
2
t+ 1
2
t2)
. (3.38)
where the µ’s are the weights of the representation R. By our convention v = −∂θ and the
range of θ is 0 ≤ θ < 2πr, which means that the eigenvalues of Lv is − itr , t ∈ Z. As was the
case for the vector multiplet, the modes labelled by t is a section of the bundle O(t) over
CP 2, and the expression in the exponent in (3.38) is determined by using the Atiyah-Singer
index theorem for the Dolbeault complex twisted by O(t). Again, for more technical details
of these types of calculations, we refer to [5] and references therein.
In order to analyze the expression (3.38) let us study the following infinite product
h(x) =
∏
t∈Z
(
t− ix+ 3
2
)−(1+ 3
2
t+ 1
2
t2)
, x ∈ R (3.39)
which has a number of curious properties. If one first flips t to −t and then shifts t→ t+3,
then one gets the following relation
h(x) = h(−x)
∏
t
(−1)−(1+ 32 t+ 12 t2) . (3.40)
Using ζ-function regularization we arrive at the property that h(x) = h(−x). This is the
same as saying that h(x) is a real and even function4 of x. Next we can rewrite h(x) as
follows
h(x) =
∏
t
(
(t + 1)− ix+ 1
2
)− 1
2
(1+t+(1+t)2)
=
∏
t
(
t− ix+ 1
2
)− 1
2
(t+t2)
. (3.41)
Using the definitions (E.2) and (E.3) we can write h(x) as
h(x) = eζ
′(−2)e
1
2
ℓ(ix− 1
2
)e−
1
2
f( 1
2
−ix) , (3.42)
where we have used ζ-function regularization. The asymptotic behaviour of h is dominated
by f
lim
x→±∞
f(ix) ∼ −π
3
|x|3 .
4It should be remarked that as the original product is ill-defined without regularization, the shift t→ t+3
in the previous manipulation is at best formal, one should look for a more rigorous argument. However,
once we arrive at (3.42) we can check explicitly these properties using the inversion formulae of polylogs, see
equation (E.13).
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Using the symmetry property h(x) = h(−x) we rewrite
h(x) = eζ
′(−2)e
1
4
ℓ(ix− 1
2
)+ 1
4
ℓ(−ix− 1
2
)e−
1
4
f( 1
2
−ix)− 1
4
f( 1
2
+ix)
= eζ
′(−2) (2 cos(πix))
1
4 e−
1
4
f( 1
2
−ix)− 1
4
f( 1
2
+ix) (3.43)
Using this expression for h(x) the contribution (3.38) can be written as follows:
Zhyper1−loop =
∏
µ
eζ
′(−2) (2 cos(π〈iσr, µ〉)) 14 e− 14 f( 12−〈iσr,µ〉)− 14 f( 12+〈iσr,µ〉) . (3.44)
Putting everything together the final result for the N = 1 vector multiplet coupled to a
hypermultiplet in a representation R is given by the following matrix model:
Z =
∫
Cartan
[dφ] e
− 8pi
3r
g2
YM
Tr(φ2)
detAd
(
sin(iπφ)e
1
2
f(iφ)
)
× detR
(
(cos(iπφ))
1
4 e−
1
4
f( 1
2
−iφ)− 1
4
f( 1
2
+iφ)
)
, (3.45)
where the dimensionless combination φ = rσ is used. In this expression we ignore possi-
ble irrelevant overall numerical factors. For the case of the hypermultiplet in the adjoint
representation, the answer can be simplified a bit to∫
Cartan
[dφ] e
− 8pi
3r
g2
YM
Tr(φ2)∏
β>0
(sin(π〈β, iφ〉))2
√
cos(π〈β, iφ〉)ef(〈β,iφ〉)− 12 f( 12−〈β,iφ〉)− 12 f( 12+〈β,iφ〉) .
Let us make some remarks on these matrix models. One can notice the relative sign between
the f -function contributions in (3.45), and using the asymptotic behavior of f , one realizes
that if the matter is in a representation of large enough dimension, the matrix model potential
flips sign at infinity and becomes unstable. In the case the matter is in the adjoint, its leading
|x|3 behavior cancels that of the vector multiplet, and the subleading behavior is
lim
x→±∞
[
f(ix)− 1
2
f
(
1
2
− ix
)
− 1
2
f
(
1
2
+ ix
)]
∼ −π
4
|x| , (3.46)
which is tamed by the overall Gaussian damping. Thus one adjoint hypermultiplet seems to
be the marginal matter content, beyond which it seems that the matrix model makes little
sense.
This final matrix model corresponds to the N = 2 model, at least as far as the field
content is concerned; one vector plus one hypermultiplet in the adjoint. In the flat space
limit, one N = 1 vector multiplet plus one hyper-multiplet in the adjoint representation
gives an N = 2 model. We do not claim that the same N = 2 susy theory can be put on S5.
But as one takes the limit r →∞, our model is identical to that of the N = 2 model. Thus
we expect our result to be certain deformation of the flat N = 2 model, which allows us to
compute the partition function of the non-renormalizabile N = 2 model. Further discussion
on the possibility of understanding our result in the light of the 6D (2,0) model is given in
section 4.
3.4 Comment on phases of determinants
So far we have computed the absolute value of the one-loop determinants. Typically in odd
dimensions additional phases may appear when one calculates the determinant of a Hermitian
operator with an unbounded spectrum. The phase originates from the mismatch between
positive and negative eigenvalues and it requires an additional regularization. The typical
calculation of an additional phase in 3D Chern-Simons theory in the localization framework
can be found in [38] (see also [17] for a discussion in a similar context), where it gives rise to
the famous shift of the Chern-Simons level. Naively generalizing these arguments the phase
has been calculated in 5D topological Yang-Mills theory [5] (also see [39] for a related early
discussion), giving the following additional term in matrix model
e
i 3pi
2
∑
β>0
〈β,φ〉2
. (3.47)
However in the present work we are forced to work in conventions where the appropriate
operators (3.20) and (3.37) are not Hermitian. Furthermore, for the hypermultiplet, the
symmetry property such as (3.40) shows that the phase is zero formally. It is possible that
some subtlety has been overlooked in our formal manipulation, yet on the other hand we do
not have an alternative derivation or physical indication that the phase should be there.
4 Summary
In this section we want to summarize our results and point out some open problems.
By using the localization technique we were able to calculate the full perturbative par-
tition function for the deformed N = 1 5D supersymmetric Yang-Mills theory with matter.
The result is given in terms of a matrix model which, as far as we can see, is well-defined.
In general one needs to analyze the non-perturbative corrections for this partition function
which comes from instantons on CP 2. However, for the case of an abelian gauge group the
contact instantons on S5 corresponds to the flat connection.
The main puzzle to us comes from the fact that 5D Yang-Mills is perturbatively non-
renormalizable. By putting this theory on the sphere we do not modify the UV behavior of
the theory. At the same time we are able to produce a well-defined answer and respect all
rules of the game. However we have to keep in mind that localization typically comes with a
whole package, including things such as ζ-function regularization and analytical continuation.
At the moment we do not understand the relation of our analysis to the discussion of UV
properties of 5D Yang-Mills theory.
Let us comment on a possible interpretation of our result. Once we define the dimen-
sionless matrices φ our matrix model depends only on the ratio r
g2
YM
in front of the Gaussian
term. If we naively would like to take decompactification limit r → ∞, then the matrix
model will collapse. However we can send r to infinity together with g2YM to infinity while
keeping their ratio fixed. We can therefore keep our matrix model result if we go to the
flat space limit and strong coupling simultaneously. Remember that the coupling of the 5D
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Yang-Mills theory is related to the magic 6D theory as follows:
1
g2YM
=
1
r6
, (4.1)
where r6 is the radius of a circle added to the five manifold to get the 6D theory. From this
point of view our matrix model depends on
r
g2YM
=
r
r6
(4.2)
and if we keep this ratio fixed then the answer is still meaningful when we send r →∞ and
r6 →∞. This is again a formal indication that our matrix model can eventually be related to
the 6D theory. The main check for this would be to study the large N -limit and to reproduce
the famous N3 behavior. Unfortunately the present matrix model is quite complicated and
this is not a straightforward problem. We hope to say something meaningful about this
problem in the future.
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Note added in proof
While this paper was under review, it was shown in [43] that for the model with one vector
multiplet and one hypermultiplet in the adjoint representation, the free energy does indeed
scale as N3 at large t Hooft coupling
A Convention for spinors and Fierz identities
We follow the convention for spinors from [6]. The gamma matrices satisfy the Clifford
algebra
{Γa,Γb} = 2δab ,
and the charge conjugation matrix satisfies
C−1(Γa)TC = Γa , CT = −C, C∗ = C .
The spinor bi-linears are formed using C,
ψTCχ
abbreviate−→ ψχ , (A.1)
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though throughout the paper, these bi-linears are abbreviated as (ψχ), following the notation
of [6]. Due to the symmetry property of C, one has
(ψχ) = −(χψ), (ψΓaχ) = −(χΓaψ) , (ψΓabχ) = (χΓabψ) ,
where Γa1···an = (1/n!)Γ[a1 · · ·Γan] and all spinors appearing above are bosonic (even). The
product of three or more gamma matrices can be reduced
Γabceabcde = −6Γde , (A.2)
where ea...b is the Levi-Civita symbol e12345 = 1.
On a curved manifold, one defines the gamma matrices by means of the veilbeins, i.e. a
set of mutually orthogonal (local) sections of the tangent bundle
Ea ∈ Γ(TM) , 〈Ea, Eb〉 = δab ,
where 〈−,−〉 is the pairing using the metric g. The gamma matrices are defined as
Γm = EmaΓa , Γm = gmnΓ
n,
and the duality (A.2) turns into
1
3!
g1/2Γmnpǫ
mnp
qr = −Γqr . (A.3)
The following identity is called the Fierz relation (ζ, η, ψ are bosonic spinors)
ζ(ηψ) =
1
4
ψ(ηζ) +
1
4
Γmψ(ηΓmζ)− 1
8
Γmnψ(ηΓmnζ) . (A.4)
From this one can derive another useful identity
Γmχ(ηΓ
mψ) + χ(ηψ) = 2ψ(ηχ)− 2η(ψχ) . (A.5)
As an example of a typical manipulation used in the paper let us derive the v2 = 1
relation, which is also derived in [6]. Recall that vm is defined as
vm = ǫIJξIΓ
mξJ = ξIΓ
mξI ,
where ξI are defined in subsection 3.2 with normalization given by (3.1). We fix the following
convention for the manipulations with the SU(2)R indices:
ξI = ǫIJξJ , ξI = ǫIJξ
J , ǫIKǫKJ = δ
I
J , ǫ
12 = −ǫ12 = 1 .
Then one has
v2 = (ξIΓ
mξI)(ξJΓmξ
J) = −(ξIξI)(ξJξJ) + 2(ξIξJ)(ξJξI)− 2(ξIξJ)(ξJξI) = (ξIξI)2 = 1 .
Throughout the paper the Fierz relations are sometimes used without mentioning it explic-
itly.
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B Five-manifolds admitting two Killing spinors
In this section ∇ is reserved for the Levi-Civita connection while D denotes the spin con-
nection.
Consider a five-manifold admitting a pair of normalized Killing spinors
ξIξJ = −1
2
ǫIJ , DmξI =
1
r
t JI ΓmξJ . (B.1)
We are interested in studying the geometrical consequence of these equations. Using ξI we
can define a vector field
vm = ξIΓ
mξI , gmnv
mvn = 1 , (B.2)
where the normalization can be derived using the Fierz relations listed in Appendix A. Next
define a 1-form κ as follows:
κm = gmnv
n . (B.3)
Calculate its covariant derivative by using the Killing equation:
∇mκn = −2
r
tIJΘ
IJ
mn , Θ
IJ
mn = ξ
IΓmnξ
J . (B.4)
We will use the object Θ in many places in this paper. Since Θ is antisymmetric in m,n,
one deduces Lvgmn = ∇(mκn) = 0. Moreover we have
ιvΘ
IJ = 0 , ιv ∗ΘIJ = −ΘIJ , √g ΘIJmnΘKLpq ǫmnpq r = 2ǫL(IǫJ)Kκr . (B.5)
The second relation shows ιv ∗ dκ = −dκ and the last relation implies κ ∧ (dκ)2 6= 0 and
thus κ is a contact form with v being the corresponding Reeb vector. Thus we conclude that
the manifold is equipped with a K-contact structure (a contact structure with a compatible
metric such that the Reeb vector field is a Killing vector for this metric). As an example
of this situation we can assume that the Reeb vector corresponds to a U(1) action on the
underlying five-manifold.
Having a nowhere vanishing vector field v, the structure group of M5 can be reduced to
SO(4). Next we define a complex structure in the plane orthogonal to v (it is called the
contact plane in the context of contact geometry) by
J nm = 2tIJΘ
IJ
mpg
pn , J pm J
n
p = −(δnm − κmvn) (B.6)
which implies that the structure group is reduced to U(2, J). This is a general feature for
contact manifolds, see for example Chapter 8 in the book [40]. Using the Fierz relations one
can also show that the complex structure satisfies
∇pJ nm =
1
r
(
gpmv
n − δnpκm
)
. (B.7)
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It can be shown that this complex structure induces an almost complex structure on the
base M4, and using the above relation one can conclude that M4 is Ka¨hler. But we will not
spell out the detailed argument here.
Furthermore we have
J qp ΓqξK = −2t IK (ΓpξI) + 2t IK vpξI ,
which implies
(
P (1 + iJ)
) q
p
Γqξ2 = 0 ,
(
P (1− iJ)) q
p
Γqξ1 = 0 , where P
n
m = δ
n
m − κmvn . (B.8)
The two spinors ξI are pure spinors for J and −J respectively (see (C.6) for a definition
of pure spinors), this will play a role when one maps spinors to differential forms. One
can derive more conditions on the Ka¨hler base, such as the relation between the canonical
bundle and the Ka¨hler class, but we will not digress too much here. For the concrete case
of S5 viewed as a S1 fibration over CP 2 an explicit construction of Killing spinors is given
in Appendix D.
C The canonical Spinc representation
Consider a complex vector bundle V → M with complex structure J and a metric which is
Hermitian with respect to J . A Spinc-structure is a lifting of the structure group SO(V ) to
Spinc(V ) = Spin(V )×Z2 U(1) . (C.1)
We will not extensively review Spinc-structures here (see the book [37], section 5.1 for a nice
treatment), but the rough idea is that when one tries to lift SO(V ) to Spin(V ) one faces a
Z2 worth of choice as the latter group is a two sheeted cover of the former. The local choices
will have some incompatibilities globally, which is measured by the second Stiefel-Whitney
class w2(V ). In the case w2(V ) has an integral lift, one can construct a line bundle (called
the characteristic line bundle of the Spinc-structure) whose ’square root’ has the same global
incompatibility as above. The intuitive picture (C.1) exactly reflects the fact that neither
factor on the right hand side is a bona fide bundle, but together the incompatibility cancel
and they make a globally defined lifting of SO(V ).
One can construct an associated Spinc-bundle as follows. Consider the vector bundle
W = ∧0,•V ∗ . (C.2)
Choose a basis of V ∗ as: ei ∈ ker(1 + iJ) and ei¯ ∈ ker(1 − iJ), then one can define the
Clifford action as
X · ψ =
√
2
(
X igi¯ie
i¯ ∧+X i¯ιei¯
)
ψ , X ∈ V , ψ ∈ W . (C.3)
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This is the canonical Spinc-structure on a complex vector bundle (see section 5.3 in [37]).
To construct a Spinc-connection, it is useful to keep in mind the intuitive idea (C.1), the
connection consist of two parts
D = d+ ω +
i
2
A , (C.4)
the first part ω is the lift of so(V ) to spin(V ) given by the standard formula
Mab → 1
4
MabΓab , Mab ∈ so(V ) . (C.5)
The second part is half of the connection A of the characteristic line bundle.
A pure spinor of a Spinc-representation is a subspace of EJ ⊂W
EJ = {ψ ∈ W |(1− iJ)X · ψ = 0, ∀X ∈ V } . (C.6)
In other words, the pure spinor is annihilated by Γi under the Clifford multiplication. In the
case of a canonical representation (C.2), the pure spinor is the subbundle ∧0,0V ∗. Clearly,
this subbundle does not exist unless the structure group Spinc is reduced to
U c(V, J) = {x ∈ Spinc(V )|ad(x) ∈ U(V, J)} ,
This construction enters our computation as follows. Assume that the orbit of the Reeb
vector field is closed everywhere, which means our five-manifold is the total space of a U(1)
bundle over a 4-manifold
M5 ← U(1)
↓ π
M4
.
Due to the relation Lvgmn = 0 one can assume that the metric is written as
g = (dθ + A )⊗ (dθ + A ) + gbase , (C.7)
where A is the connection of the principle U(1)-bundle and θ ∈ [0, 2π) is the coordinate of
the fibre. Note that the combination
− κ = dθ + A
is independent of the trivialization and is in fact the contact form.
From now on, we will use {xµ} or {xi, xi¯} for the coordinates of M4 and {xm} = {xµ, θ}
as that of the five-manifold. Since one can choose the transition function of the U(1)-bundle
to be independent of θ, the 1-forms {dxµ} are transformed to {dxµ}, but dθ will mix with
{dxµ} under a change of trivialization. This consideration shows that the canonical Spinc-
bundle introduced in (C.2) can be concretely written as (taking V ∗ = π∗T ∗M4)
W = π∗Ω0,•(M4)
with the explicit Clifford action
Γµ = Aµ(−1)deg+1 +
√
2gbaseµ¯i dx
i¯ +
√
2δ i¯µι¯i , Γθ = (−1)deg +1 . (C.8)
The first term in Γµ is perhaps not so clear at first sight, but it arises because the metric g
of M5 has a component gµθ = Aµ. Other than this point, the rest is clear from (C.3).
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D Solving for Killing spinors on S5
This section is rather independent of the main text and can be skipped with no harm to
the completeness of the paper. In the main text we use the fact that there is a pair of
normalized Killing spinors on S5 (this can be established by using Ba¨r’s cone construction
[41] and the formula is also given in [6]) and from this we deduced the spin connection acting
on anti-holomorphic horizontal forms. In this appendix, we will start from the metric (C.7)
and obtain from scratch the spin connection and the Killing spinors in terms of horizontal
anti-holomorphic forms, as an independent confirmation of the results used in the main text.
With the explicit Killing spinors, relations like (3.33) and (3.34) become quite clear.
Let [z1, z2, z3] be homogeneous coordinates of CP 2. In the patch z3 6= 0, we can use
the inhomogeneous coordinates x1 = z1/z3, x2 = z2/z3. Then the connection A for the
U(1)-fibration S5 → CP 2 is (see for example around equation (2.81) in [6] for the derivation)
Ai = − i
2
∂iK , Ai¯ =
i
2
∂i¯K , K = log(1 + |x1|2 + |x2|2) , gi¯i =
1
2
∂i∂i¯K.
As it has been discussed in a previous Appendix, a Ka¨hler manifold possesses a canonical
Spinc-structure (C.2) W = Ω0,•(CP 2), with the Clifford action defined therein with ei¯ =
dxi¯. In particular, the characteristic line bundle of the Spinc-structure is the anti-canonical
bundle, which for CP 2 is O(3). One can follow the discussion around (C.4) to construct
the Spinc-connection, and it is exactly the Levi-Civita connection acting on W (which is in
general not true except for Ka¨hler manifolds). The details can be found in lemmas 6.10 and
6.11 from the book [37]. For the record, the canonical Spinc-structure is the unique one on
a (non CY) Ka¨hler manifold to admit a parallel spinor [42], which is just 1 ∈ Ω0,0.
We construct the spin connection on S5 by the same path as above. One can choose a
vielbein by lifting the vierbein of CP 2 using the metric (C.7). One then computes the Levi-
Civita connection and rewrites it in the vielbein basis, which is of course so(5) valued. This
then can be lifted to be spin(5)-valued according to (C.5). This gives us the first part of the
right hand side of (C.4). For the second part, we should choose A = −3A , where the factor
3 is from the fact that the anti-canonical bundle K¯CP 2 is O(3). But we notice that O(3) is
pulled back to a trivial line bundle on S5, for which the most immediate manifestation is
that we can write the curvature F = dA = d(dθ +A ) on S5 and dθ + A = −κ is a global
1-form. We can use this freedom to shift
A⇒ A− 3κ = 3dθ .
To summarize this extremely sketchy construction, we record explicitly the action of the
spin-connection on W = π∗Ω0,•(CP 2)
Dµ −AµDθ = (∂µ −Aµ∂θ)− Γi¯µj¯dxj¯ιdxi¯ −
1
2
√
2
(
2igbaseµ¯i dx
i¯ − 2iδ i¯µιdxi¯
)
(−1)deg ,
Dθ = ∂θ + i deg+
i
2
,
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where Γi¯µj¯ and g
base are the Levi-Civita connection and metric of CP 2.
We seek solutions of the Killing equation among π∗Ω0,even(CP 2), the Killing equation
reads (using (C.8) for the gamma matrices)
degψ = 0 : (∂µ −Aµ∂θ)ψ − i√
2
gbaseµ¯i dx
i¯ψ =
√
2cgbaseµ¯i dx
i¯ψ ,
(∂θ +
i
2
)ψ = −cψ ,
degψ = 2 : (∂µ −Aµ∂θ)ψ − 6iδ i¯µAi¯ψ +
i√
2
δ i¯µι¯iψ =
√
2cδ i¯µι¯iψ ,
(∂θ +
5i
2
)ψ = −cψ .
For the first case, it is clear that the solution is c = −i/2 and ψ = 1. For deg ψ = 2, we have
c = i/2 and ψ = −ρ with
ρ =
1
2π3/2
e−3iθ(1 + |x1|2 + |x2|2)−3/2dx1¯ ∧ dx2¯ . (D.1)
This is the expression in the patch z3 6= 0, in the other patches, the expression is obtained by
cyclically rotating the labels 1, 2, 3. One can check explicitly that the expression of ρ defined
patchwise is actually global: the transformation of θ cancels the transformation of the rest.
We also remark that, the existence of the non-vanishing global section ρ allows one to write
the charge conjugation operator on S5.
E Expansions for special functions
In this Appendix we present the infinite product expansions for the special functions used
in the paper. We need the following infinite products:
sin(πy)
πy
=
∞∏
t=1
(
1− y
2
t2
)
, (E.1)
eℓ(y) =
∞∏
t=1
(
y + t
y − t
)t
=
∏
t6=0
(
1 +
y
t
)t
, (E.2)
ef(y) =
∞∏
t=1
(
1− y
2
t2
)t2
. (E.3)
The formula (E.1) is the standard representation of sin as an infinite product. The formula
(E.2) defines the function ℓ(y) which appeared previously in Jafferis’s work [10] on localiza-
tion in 3D theories with matter. The formula (E.3) defines the function f(y) which appeared
previously in [5] in the study of 5D topological Yang-Mills theory.
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Let us review the explicit expressions for ℓ(y), f(y) and some of their properties. The
function ℓ(y) satisfies the following equation
dℓ
dy
=
∞∑
t=1
(
t
y + t
+
t
t− y
)
= 2
∞∑
t=1
t2
t2 − y2 = 2
∞∑
t=1
1 + 2y2
∞∑
t=1
1
t2 − y2 . (E.4)
Using ζ-function regularization and the expansion of cot we arrive at the equation
dℓ
dy
= −πy cot(πy) . (E.5)
Upon integration we arrive at the following function
ℓ(y) = −y · ln (1− e2iπy) + iπy
2
2
+
i
2π
Li2(e
2iπy)− iπ
12
. (E.6)
Our notation is that ln denotes the logarithm in its principle branch −π < ℑ ln z ≤ π. All
polylogs Lis(z) appearing are also in their principle branch, where the only branch point is
z = 1.
We will need the following inversion formula that relates polylogs to the Bernoulli poly-
nomials:
i−2Li2(e
2πiy) + i2Li2(e
−2πiy) = 2π2
(− 1
6
+ y − y2) ,
i−3Li3(e
2πiy) + i3Li3(e
−2πiy) = −4
3
π3
(
y3 − 3
2
y2 +
1
2
y
)
, (E.7)
where the domain of validity is {y|0 ≤ ℜy < 1,ℑy ≥ 0} ∪ {y|0 < ℜy ≤ 1,ℑy < 0}.
We remark that it is the restriction on y that caused the apparent mismatch of symmetry
properties between the left and right hand sides of the above formula. Using (E.7) one can
derive the following important identity
ℓ
(
y +
1
2
)
+ ℓ
(
−y + 1
2
)
= − ln(2 cos (πy)) . (E.8)
We will only need this formula for y purely imaginary.
Next let us review properties of f(y). The function f(y) satisfies the equation
df
dy
=
∞∑
t=1
(
t2
t + y
− t
2
t− y
)
=
∞∑
t=1
2yt
y2 − t2 = −2y
∞∑
t=1
1 + 2y3
∞∑
t=1
1
y2 − t2 . (E.9)
Using ζ-function regularization and the expansion of cot we get
df
dy
= πy2 cot(πy) . (E.10)
Upon integration we get the following function
f(y) =
iπy3
3
+ y2 ln (1− e−2πiy) + iy
π
Li2(e
−2πiy) +
1
2π2
Li3(e
−2πiy)− ζ(3)
2π2
. (E.11)
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We also need a few useful relations between the functions ℓ(y) and f(y). Using the definitions
(E.6) and (E.11) as well as the inversion formulae for the polylogs we can show that the
following identities hold, assuming ℑy 6= 0 and ℜy ∈ [0, 1) (which is the range of y we shall
need)
ℓ(−y) = −ℓ(y) , f(−y) = f(y) . (E.12)
We remark that at first sight, ℓ(y) and f(y) have branch cuts for ℑy < 0 and ℑy > 0
respectively, yet a close inspection shows that the branch behaviour cancel. One can also
show the following
ℓ
(
y − 1
2
)− f(− y + 1
2
)
= ℓ
(− y − 1
2
)− f(y + 1
2
)
, (E.13)
valid for y imaginary. Moreover, this combination is explicitly free of branch points due to
the shift 1/2.
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