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STRUCTURAL PROPERTIES OF THE CAMBRIAN SEMILATTICES
– CONSEQUENCES OF SEMIDISTRIBUTIVITY –
HENRI MU¨HLE
Abstract. The γ-Cambrian semilattices Cγ defined by Reading and Speyer are
a family of meet-semilattices associated with a Coxeter group W and a Coxeter
element γ ∈ W, and they are lattices if and only ifW is finite. In the case whereW
is the symmetric group Sn and γ is the long cycle (1 2 . . . n) the corresponding
γ-Cambrian lattice is isomorphic to the well-known Tamari lattice Tn. Recently,
Kallipoliti and the author have investigated Cγ from a topological viewpoint,
and showed that many properties of the Tamari lattices generalize nicely. In the
present article, this investigation is continued on a more structural level, using
the observation of Reading and Speyer that Cγ is semidistributive. First we prove
that every closed interval of Cγ is a bounded-homomorphic image of a free lattice
(in fact it is a so-called HH-lattice). Subsequently, we prove that it is trim and
slender, and we characterize the closed intervals of Cγ which are dismantlable,
and determine their breadth.
1. Introduction
In [22,23], Reading defined for a finite Coxeter groupW, and a Coxeter element
γ ∈ W a quotient lattice of the weak order lattice of W, the so-called γ-Cambrian
lattice of W, and realized this lattice as a poset of so-called γ-sortable elements
under weak order. This construction was motivated by the observation that the
Tamari lattice Tn, introduced in [27], can be realized as a quotient lattice of the
weak order lattice on the symmetric group, see [3, Theorem 9.6]. And indeed,
Tn is a particular instance of a γ-Cambrian lattice, namely where W = Sn is the
symmetric group and γ = (1 2 . . . n) is a long cycle. In [24], Reading and Speyer
generalized this construction to every (possibly infinite) Coxeter group, which
yields the so-called γ-Cambrian semilattice, denoted by Cγ.
In [16], it was shown that many topological properties of the Tamari lattice can
be generalized to closed intervals of the Cambrian semilattices. The aim of the
present article is to show, that many structural properties of the Tamari lattice
can be generalized in the same fashion. The starting point for the investigation
carried out in the present article was the observation in [24, Section 8] that every
γ-Cambrian semilattice is semidistributive, which was long known for the Tamari
lattice. Using the semidistributivity of Cγ as a basic ingredient, we prove the
following theorem.
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Theorem 1.1. Let W be a Coxeter group, let γ ∈ W be a Coxeter element, and let
u, v ∈ Cγ with u ≤γ v. Then, the following hold:
(i) [u, v]γ is pseudocomplemented,
(ii) [u, v]γ is an HH-lattice,
(iii) [u, v]γ is a bounded-homomorphic image of a free lattice,
(iv) [u, v]γ is trim,
(v) [u, v]γ is slender, and
(vi) [u, v]γ is dismantlable if and only if [u, v]γ is planar.
The terminology used in Theorem 1.1 will be explained in the beginning of
the section where the corresponding property is proven. For special instances of
Cγ some of these properties have been considered before, and proper credit will
be given in the following paragraphs. However, in this article we investigate the
most general case, and the proofs given here are uniform for all Coxeter groups
and all Coxeter elements. In fact, some of these results are shown to hold for all
semidistributive lattices, and the result for the Cambrian lattices follows then as
a corollary.
We conclude the article by investigating the breadth of the closed intervals in
W and Cγ, respectively. Recall that the breadth of a lattice L, denoted by b(L), is
the least number k such that every element of L can be expressed as a join of at
most k elements.
Theorem 1.2. Let W be a Coxeter group, and let u, v ∈ W with u ≤S v. Then,
b([u, v]S) = max
{
|cov(u−1w) | u ≤S w ≤S v
}
. Moreover, let γ ∈ W be a Coxeter
element, and suppose that u, v ∈ Cγ. Then, b
(
[u, v]γ
)
= max
{
|cov(w) \ inv(u)| |
u ≤γ w ≤γ v
}
.
The fact that closed intervals of Cγ are pseudocomplemented follows imme-
diately from the semidistributivity of Cγ, by concatenating [19, Theorem 5] and
[10, Lemma 1], and is only stated for completeness. See Section 4.1 for the details.
In [29], Urquhart proved that Tn is a so-called split lattice, which implies with
[20, Theorem 5.1] that Tn is a bounded-homomorphic image of a free lattice
(bounded for short), and it follows then from [8, Theorem 2.20] that Tn is semidis-
tributive. The fact that Tn is bounded was reproven by Geyer in [11, Theorem 7]
using techniques from Formal Concept Analysis [9]. In [5] the notion of HH-
lattices was introduced and it was shown that every HH-lattice is bounded, see
[5, Corollary 1]. In particular, it was shown that the weak order on a finite Coxeter
group is an HH-lattice and hence bounded, see [5, Theorem 6]. Since bounded
lattices form a pseudovariety (i.e. that sublattices and homomorphic images of
bounded lattices are bounded again) see [8, Corollary 2.17], this result implies
that the γ-Cambrian lattices of finite Coxeter groups are bounded. In [4] it was
shown explicitly that Tn is an HH-lattice, and we generalize this result to all
closed intervals of Cγ for an arbitrary Coxeter group W and an arbitrary Coxeter
element γ ∈ W in Section 5. In particular, our result implies that every closed
interval of Cγ is bounded, see Section 5.3. Further (different) proofs of the bound-
edness of the Cambrian lattices can be found in [25] for type A and in [21] for
types A and B.
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The trimness of the γ-Cambrian semilattices was first considered in [28], where
it was shown that Cγ is trim when associated to a finite Coxeter group of type
A or B. Later, in [14] it was shown that Cγ is trim when associated with a finite
crystallographic Coxeter group. We extend this result in Section 6 to the infinite
case.
It was remarked in [26] that the weak order on a finite Coxeter group is a
slender (semi-)lattice, and we show that sublattices of slender lattices are slender
again. Moreover, we show that every finite semidistributive lattice is slender, see
Section 7 which implies the result for closed intervals of Cγ.
To the best of our knowledge, the dismantlability of Cγ has not been consid-
ered before. In particular, we generalize a result by Kelly and Rival stating that a
distributive lattice is dismantlable if and only if it is planar, see [17, Corollary 3.6].
We show in Section 8 that the same is true for semidistributive lattices, see Theo-
rem 8.1. Moreover, in Section 8.1 we determine the breadth of closed intervals of
Cγ.
Sections 2 and 3 contain the basic definitions as well as some general results
on the weak order and the γ-Cambrian semilattices.
2. Preliminaries
In this section, we give the definitions needed in the remainder of this article.
For further reading on lattices and free lattices, we refer to [12] and [8], respec-
tively. For more information on Coxeter groups, we refer to [2] and [13].
2.1. Lattices, Free Lattices and Bounded Homomorphisms. Let L = (L,≤L) be
a poset, and let x, y ∈ L. We say that y covers x if x <L y and there exists no
z ∈ L with x <L z <L y, and we usually denote it by x⋖L y. A closed interval
of L is a set [x, y] = {z ∈ L | x ≤L z ≤L y}, where x ≤L y. A maximal chain
of [x, y] is a sequence x = x0 ⋖L x1 ⋖L · · ·⋖L xt = y. If there exists a unique
element max{z ∈ L | z ≤L x and z ≤L y}, then we call this element the meet
of x and y, and denote it by x ∧L y. Dually, if there exists a unique element
min{z ∈ L | x ≤L z and y ≤L z}, then we call this element the join of x and y,
and denote it by x ∨L y. If the meet x ∧L y exists for every two elements x, y ∈ L,
then we call L a meet-semilattice, and dually, if the join x ∨L y exists for every two
elements x, y ∈ L, then we call L a join-semilattice. If L is both, a meet- and a
join-semilattice, then we call L a lattice. The dual lattice of L is the unique lattice
Ld = (L,≤Ld ) satisfying x ≤Ld y if and only if y ≤L x for all x, y ∈ L .
With the two operations join and meet, we can view a lattice as an algebra
(L,∧L,∨L), where ∧L and ∨L are binary operations which are idempotent, asso-
ciative, commutative, and satisfy the absorption rules, namely
x ∨L (x ∧L y) = x = x ∧L (x ∨L y)
for all x, y ∈ L. Now it is straightforward to verify that x ≤L y if and only if x =
x∧L y (if and only if y = x∨L y), see for instance [12, Theorem 1]. Viewing lattices
as algebras has certain advantages. First of all, it allows for a natural notion of
a lattice homomorphism. If K = (K,∧K,∨K), and L = (L,∧L,∨L) are lattices,
then a map f : K → L is called a lattice homomorphism if f (x ∧K y) = f (x)∧L f (x)
and f (x ∨K y) = f (x) ∨L f (x) for all x, y ∈ K. Moreover, if F = (F,∧F ,∨F ) is a
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lattice, and X ⊆ F, then we say that F is the free lattice over X if X generates F
(i.e. that every element of F can be expressed as a sequence of meets and joins of
elements in X) and for every lattice L, a map from X into L extends uniquely to
a lattice homomorphism from F into L. In this case, we write F (X) instead of
F . In other words, F (X) is the free object on X in the category of all lattices.
If f : K → L is a surjective lattice homomorphism, then we say that f is bounded
if for every x ∈ L the preimage f−1(x) has a least and a greatest element in K.
We say that L is a bounded-homomorphic image of a free lattice, or bounded for short,
if there exists a bounded homomorphism f : F → L, where F = (F,∧F ,∨F ) is a
free lattice1.
2.2. Coxeter Groups. A Coxeter group W is a group which has a presentation
W =
〈
{s1, s2, . . . , sn} | (sisj)
mi,j = ε for i, j ∈ {1, 2, . . . , n}
〉
,
where ε denotes the identity of W, and each mi,j is either a positive integer or the
formal symbol ∞, and these numbers satisfy mi,j = mj,i ≥ 1 for i, j ∈ {1, 2, . . . , n},
and mi,j = 1 if and only if i = j. (Here, we use the convention that ∞ is formally
larger than any natural number.) The elements s1, s2, . . . , sn are called the simple
generators of W and n is called the rank of W. Since S = {s1, s2, . . . , sn} generates
the groupW, every w ∈W can be written as a product of those simple generators.
This gives rise to the definition of a length function
ℓS(w) = min
{
k | w = si1si2 · · · sik , where si j ∈ S for j ∈ {1, 2, . . . , k}
}
.
Now we can define the (right) weak order on W by
u ≤S v if and only if ℓS(v) = ℓS(u) + ℓS(u
−1v).
The poset W = (W,≤S) forms a graded meet-semilattice with rank function
ℓS(w). IfW is finite, then there exists a unique longest element wo ∈W, andW is
thus a lattice. In general, W is finitary, meaning that every principal order ideal
of W is finite.
For our purposes it will be convenient to have the following equivalent charac-
terization of the weak order. Let T = {w−1sw | s ∈ S,w ∈W}. For w ∈W define
the (left) inversion set of w by inv(w) = {t ∈ T | ℓS(tw) < ℓS(w)}. Proposition 3.1.3
in [2] states that for all u, v ∈ W, we have u ≤S v if and only if inv(u) ⊆ inv(v),
and Corollary 1.4.5 in [2] states that for all w ∈W, we have ℓS(w) = |inv(w)|.
Finally, let J ⊆ S, and define the standard parabolic subgroup WJ of W as the
subgroup of W generated by J. For s ∈ S, we frequently use the abbreviation
〈s〉 = S \ {s}, and thusW〈s〉 = WS\{s}. DefineW
J = {w ∈W | w <S ws for all s ∈
J}. It is the statement of [2, Proposition 2.4.4(i)] that w ∈ W can be written
uniquely as w = wJ · wJ for w
J ∈ W J and wJ ∈ WJ . It is now straightforward to
verify that there exists a map w 7→ wJ which is defined by the property inv(wJ) =
inv(w) ∩WJ , see for instance [24, p. 10].
1The notion of a bounded lattice bears a certain ambiguity, since a poset is usually called bounded
if it has a least and a greatest element. Every finite lattice satisfies this property by definition. Since
the present article deals mainly with finite lattices, any further use of the term “bounded” will refer
to the definition given above.
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2.3. Cambrian Lattices. For w ∈W with ℓS(w) = k, an expression w = si1si2 · · · sik
is called a reduced word for w. An element γ ∈ W that has a reduced word which
is a permutation of the simple generators is called a Coxeter element. Without
loss of generality, we can restrict our attention to γ = s1s2 · · · sn, and define the
half-infinite word
γ∞ = s1s2 · · · sn|s1s2 · · · sn|s1 · · · .
The vertical bars serve only as “dividers” and have no influence on the structure
of γ∞. However, they yield an intuitive notion of a block of γ∞. For every w ∈W,
it is easy to see that every reduced word for w can be seen as a subword of
γ∞. Among all reduced words for w, there is a unique reduced word which is
lexicographically first as a subword of γ∞, which we will refer to as the γ-sorting
word of w. We say that w is γ-sortable if the blocks of the γ-sorting word of w form
a weakly decreasing sequence with respect to inclusion. Let Cγ denote the set of
all γ-sortable elements of W.
Example 2.1. Let C˜3 be the affine Coxeter group generated by {s0, s1, s2, s3} with
(s0s1)
4 = (s0s2)
2 = (s0s3)
2 = (s1s2)
3 = (s1s3)
2 = (s2s3)
4 = ε, and consider the
Coxeter element γ = s0s1s2s3. The element w = s0s2s3s2 ∈ C˜3 has precisely four
reduced words, namely
s0s2s3|s2, s2|s0s3|s2, s2s3|s0s2, s2s3|s2|s0,
and the highlighted one is the γ-sorting word of w. Its blocks are b1 = {s0, s2, s3}
and b2 = {s2}, and we have b1 ⊇ b2, and hence w is γ-sortable. On the other
hand, consider the element w′ = s0s2s3s1 ∈ C˜3 which has precisely five reduced
words, namely
s0s2s3|s1, s0s2|s1s3, s2|s0s1s3, s2|s0s3|s1, s2s3|s0s1,
and again the highlighted one is the γ-sorting word of w′. Its blocks are b′1 =
{s0, s2, s3} and b
′
2 = {s1}, and we have b
′
1 6⊇ b
′
2, and hence w
′ is not γ-sortable.
Figure 1 shows an interval in the corresponding γ-Cambrian semilattice.
The γ-sortable elements of W are characterized by the following recursive
property. We say that a simple generator s ∈ S is called initial in γ if there
exists some reduced word for γ which starts with s.
Proposition 2.2 ([24, Proposition 2.29]). Let W be a Coxter group, let γ ∈ W be a
Coxeter element, and let s ∈ S be initial in γ. Then, an element w ∈ W is γ-sortable if
and only if
(i) s ≤S w and sw is sγs-sortable,
(ii) s 6≤S w and w is an sγ-sortable element of W〈s〉.
It is rather straightforward from the definition that the set Cγ of γ-sortable ele-
ments does not depend on a reduced word for γ, see for instance [24, Section 2.7]
for a detailed explanation. When proving statements about Cγ, we will frequently
apply two parallel inductions. One induction runs over the length of a γ-sortable
word (and leaves the rank of the Coxeter group fixed), and a second induction
runs over the rank of the Coxeter group (and leaves the length of the word fixed).
Proposition 2.2 guarantees that these inductions do not interfere with each other.
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ε
s0
s2
s0s1
s2s3
s0s1s2 s0s2
s0s1s2s1 s0s1s2s3
s0s2s3
s0s1s2s3s1 s2s3s2
s3
s0s1s2s3s1s2
s0s1s2s3s2
s0s1s2s3s1s2s3
s0s3
s0s1s2s3s1s2s1 s0s2s3s2 s2s3s2s3
s0s1s2s3s1s2s3s1
s0s1s3
s0s1s2s3s1s2s3s1s2
s0s2s3s2s3s0s1s2s3s2s3
s0s1s2s3s1s2s3s1s2s3
Figure 1. An interval in the s0s1s2s3-Cambrian semilattice of C˜3.
The next result indicates the special role of the γ-sortable elements among the
elements of W.
Theorem 2.3 ([24, Theorem 7.1]). Let A be a collection of γ-sortable elements of W.
If A is nonempty, then
∧
S A is γ-sortable. If A has an upper bound, then
∨
S A is
γ-sortable.
This theorem implies that Cγ equipped with the weak order constitutes a sub-
semilattice of W , the so-called γ-Cambrian semilattice of W, usually denoted by
Cγ = (Cγ,≤γ), where ≤γ is the restriction of ≤S to Cγ. In order to distinguish
properly which partial order we currently investigate, we use the index “S” on
lattice-theoretic notions in order to refer to the weak order, and we use the index
“γ” on lattice-theoretic notions in order to refer to the Cambrian order.
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3. Auxiliary Results
In this section, we recall useful results on Cambrian semilattices that we need
in the remainder of this article. LetW be a Coxeter group with canonical generat-
ing set S = {s1, s2, . . . , sn}. IfW is finite, thenW is not only a lattice, it is actually
a self-dual lattice, see [2, Proposition 3.1.5(i)]. If W is infinite, then we have the
following, similar property.
Proposition 3.1 ([24, Proposition 2.19]). For any w ∈ W the interval [ε,w]S is anti-
isomorphic to the interval [ε,w−1]S via the map u 7→ w
−1u.
Proposition 3.2 ([2, Proposition 3.1.6]). Let W be a Coxeter group, and let u, v ∈ W
with u ≤S v. Then, the interval [u, v]S is isomorphic to the interval [ε, u
−1v]S via the
poset isomorphism w 7→ u−1w.
For s ∈ S, let W≥s = {w ∈W | s ≤S w} and let W6≥s = {w ∈W | s 6≤S w}.
Proposition 3.3 ([24, Proposition 2.18]). Let w ∈ W and s ∈ S. Then, ℓS(sw) <
ℓS(w) if and only if s ≤S w if and only if s ∈ inv(w). Left multiplication by s is a poset
isomorphism from
(
W6≥s,≤S
)
to
(
W≥s,≤S
)
. If w⋖S w
′, s ≤S w
′ and s 6≤S w, then
w′ = sw.
The following result is [24, Proposition 2.20] and was first proven in [15, Lem-
mas 4.2(iii) and 4.5].
Proposition 3.4 ([24, Proposition 2.20]). Let J ⊆ S and A ⊆ W, and define AJ =
{wJ | w ∈ A}. If A is nonempty, then
∧
S(AJ) = (
∧
S A) J, and if A has an upper
bound, then
∨
S(AJ) = (
∨
S A) J.
If s ∈ S is initial in γ, then we can define a map
(1) pi
γ
↓ : W → Cγ, w 7→
{
spi
sγs
↓ (sw), if s ≤S w
pi
sγ
↓ (w〈s〉), if s 6≤S w.
To ensure that this map is well-defined, we set pi
γ
↓ (ε) = ε. We have the following
properties of pi
γ
↓ .
Theorem 3.5 ([24, Theorem 6.1]). The map pi
γ
↓ is an order-preserving map fromW to
Cγ.
Theorem 3.6 ([24, Theorem 7.3]). Let A be a collection of γ-sortable elements of W.
If A is nonempty, then
∧
γ pi
γ
↓ (A) = pi
γ
↓
(∧
S A
)
, and if A has an upper bound, then∨
γ pi
γ
↓ (A) = pi
γ
↓
(∨
S A
)
.
We conclude this section with the following result.
Lemma 3.7 ([16, Lemma 3.19]). Let γ = s1s2 · · · sn, and let u, v ∈ Cγ with u ≤γ v.
If s1 6≤γ u and s1 ≤γ v, then the join s1 ∨γ u covers u in Cγ.
4. Semidistributivity
Recall that a lattice L = (L,≤L) is called meet-semidistributive if
(2) x ∧L y = x ∧L z implies x ∧L y = x ∧L (y ∨L z),
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(a) L1. (b) L2. (c) L3. (d) L4.
Figure 2. Essentially the forbidden sublattices of a semidistribu-
tive lattice.
for all x, y, z ∈ L, and dually L is called join-semidistributive if
(3) x ∨L y = x ∨L z implies x ∨L y = x ∨L (y ∧L z),
for all x, y, z ∈ L. Finally, L is called semidistributive if it is both meet- and join-
semidistributive. The following simple characterization of semidistributive lat-
tices in terms of forbidden sublattices first appeared in [6].
Theorem 4.1 ([6]). A lattice with no infinite chains is semidistributive if and only if it
contains no sublattice isomorphic to the lattices (or their duals) shown in Figure 2.
Let x ∈ L. A set Z = {z1, z2, . . . , zs} ⊆ L is called a join representation of x in L
if x = z1 ∨L z2 ∨L · · · ∨L zs. Let Z and Z
′ be two join representations of x. Then,
we say that Z refines Z′ if for every z ∈ Z there exists some z′ ∈ Z′ with z ≤L z
′.
A join representation Z of x in L is called canonical if Z is an antichain in L and if
it refines every other join representation Z′ of x in L. In this case, we will usually
write Ax instead of Z. The importance of canonical join representations in the
context of this paper is stated in the next lemma.
Lemma 4.2 ([8, Lemma 2.22]). If every element of a lattice L has a canonical join
representation, then L is join-semidistributive.
For w ∈ W, an element t ∈ T is called cover reflection of w if there exists some
s ∈ S with tw = ws and ℓS(ws) < ℓS(w). We denote the set of cover reflections
of w by cov(w), and in particular we have cov(w) ⊆ inv(w). Reading and Speyer
proved the following results.
Theorem 4.3 ([24, Theorem 8.1]). Let W be a Coxeter group. Every w ∈ W has a
canonical join representation Aw. Furthermore, cov(w) is the disjoint union of cov(j) for
every j ∈ Aw.
Proposition 4.4 ([24, Proposition 8.2]). Let W be a Coxeter group, and let γ ∈ W be
a Coxeter element. If w ∈ Cγ, then every element of its canonical join representation is
γ-sortable.
We add the following lemma.
Lemma 4.5. Let L = (L,≤L) be a lattice and let K = (K,≤K) be a sublattice of L, and
let x ∈ K. Suppose that Ax is the canonical join representation of x in L. If Ax ⊆ K,
then Ax is the canonical join representation of x in K.
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Proof. Since Ax ⊆ K, and K is a sublattice of L, we conclude that Ax is an an-
tichain in K as well, and x =
∨
K Ax. Thus, Ax is a join representation of x in K.
Suppose that Ax is not canonical in K. Thus, there must exist an antichain A′ in
K with x =
∨
K A
′ that is not refined by Ax. However, since K is a sublattice of L,
we conclude that A′ is an antichain in L with x =
∨
L A
′. This is a contradiction
to Ax being the canonical join representation of x in L. 
Thus, we can conclude the following result which is already implicit in [24,
Section 8].
Proposition 4.6. Let W be a Coxeter group, and let γ ∈W be a Coxeter element. Then,
every closed interval in Cγ is semidistributive.
Proof. Let w ∈ Cγ. Theorem 4.3 implies that every element z in [ε,w]γ has a
canonical join representation Az in W , and Az consists of γ-sortable elements.
In view of Proposition 4.4 and Lemma 4.5, it follows that Az is the canonical
join representation of z in Cγ. Thus, with Lemma 4.2, we conclude that [ε,w]γ is
join-semidistributive. In view of Proposition 3.1, we find that [ε,w]γ is also meet-
semidistributive, and thus semidistributive. Since every closed interval [u, v]γ in
Cγ is a subinterval of [ε, v]γ, the statement follows. 
Alternatively, we can prove this statement directly without using Lemma 4.5.
Alternative proof of Proposition 4.6. Let w ∈ Cγ. Lemma 4.2 and Theorem 4.3 imply
that the interval [ε,w]S is join-semidistributive. Let x, y, z ∈ Cγ with x, y, z ≤S w,
and x ∨γ y = x ∨γ z. Since Cγ is a sublattice of W , we conclude x ∨S y = x ∨S z.
With the join-semidistributivity of W and Theorem 3.6, we obtain
x ∨γ y = pi
γ
↓ (x) ∨γ pi
γ
↓ (y) = pi
γ
↓ (x ∨S y) = pi
γ
↓
(
x ∨S (y ∧S z)
)
= piγ↓ (x) ∨γ pi
γ
↓ (y ∧S z) = pi
γ
↓ (x) ∨γ
(
pi
γ
↓ (y) ∧γ pi
γ
↓ (z)
)
= x ∨γ (y ∧γ z).
Thus, the interval [ε,w]γ is join-semidistributive. With Proposition 3.1 follows
analogously that [ε,w]γ is meet-semidistributive and thus the result. 
4.1. Pseudocomplementedness. Let L = (L,≤L) be a lattice with least element
0L and greatest element 1L. Recall that some x ∈ L has a meet-pseudocomplement
if there exists a greatest element y ∈ L satisfying x ∧L y = 0L. Then, L is called
meet-pseudocomplemented if every x ∈ L has a meet-pseudocomplement. Dually,
x ∈ L has a join-pseudocomplement if there exists a least element y ∈ L satisfying
x ∨L y = 1L, and L is called join-pseudocomplemented if every x ∈ L has a join-
pseudocomplement. If L is both, meet- and join-pseudocomplemented, then L is
called pseudocomplemented.
Recall further that x ∈ L is called meet-prime if x 6= 1L and whenever
∧
L X ≤L
x for some finite set X ⊆ L, then there exists some x′ ∈ X with x′ ≤L x. Dually,
x ∈ L is called join-prime if x 6= 0L and whenever x ≤L
∨
L X for some finite set
X ⊆ L, then there exists some x′ ∈ X with x ≤L x
′.
The connection between prime elements and the pseudocomplementedness of
L is given in the next theorem.
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w z1
z2
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1
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1
Figure 3. The Tamari lattice T3 is a 2-facet. The associated hat is
Λ(w, y, z2), and the associated anti-hat is V(w, x, z1). The edges
of T3 are labeled by an 2-facet labeling, and the identity map is a
2-facet rank function.
Theorem 4.7 ([19, Theorem 5(b),(c)]). A finite lattice is meet-pseudocomplemented if
and only if every atom is join-prime. Dually, a finite lattice is join-pseudocomplemented
if and only if every coatom is meet-prime.
Finally, the connection with semidistributive lattices is given in the following
theorem.
Theorem 4.8 ([10, Lemma 1(i)]). In a finite semidistributive lattice, every atom is join-
prime.
Proof of Theorem 1.1(i). This is now an immediate consequence of Propositions 3.1
and 4.6, as well as Theorems 4.7 and 4.8. 
5. HH-Lattices
The next definitions follow [5, Section 3]. We say that x, y, z ∈ L form a hat
in L if x 6= z, and x, z⋖L y, and we denote it by Λ(x, y, z). Dually, we say that
x, y, z ∈ L form an anti-hat in L if x 6= z, and y⋖L x, z, and we usually denote
it by V(x, y, z). An interval [x, y] in L is called a 2-facet if it contains exactly two
maximal chains which intersect only in x and y. Clearly, in each 2-facet [x, y] there
exists a unique hat Λ(y1, y, y2) and a unique anti-hat V(x1, x, x2). See Figure 3 for
an illustration.
Let E (L) =
{
(x, y) | x, y ∈ L and x⋖L y
}
denote the set of edges in the Hasse
diagram of L. Given a poset (P,≤P), a map λ : E (L) → P is called an edge-
labeling of L. Given a maximal chain c : x = x0 ⋖L x1 ⋖L · · ·⋖L xs = y in [x, y],
we denote by λ(c) =
(
λ(x0, x1), λ(x1, x2), . . . , λ(xs−1, xs)
)
the sequence of edge
labels of c.
An edge-labeling λ of L is called a 2-facet labeling if it satisfies the following
property:
for every 2-facet [x, y] of L with associated hat Λ(y1, y, y2) and
anti-hat V(x1, x, x2), we have λ(x, x1) = λ(y2, y) and λ(x, x2) =
λ(y1, y).
Given a 2-facet labeling λ : E (L) → P, we say that a map r : P → N is called a
2-facet rank function of L with respect to λ if it satisfies the following property:
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for every 2-facet [x, y] of L with associated hat Λ(y1, y, y2) and
anti-hat V(x1, x, x2), let c : x⋖L x1 ⋖L · · ·⋖L y1 ⋖L y, and let c
′ :
x⋖L x2⋖L · · ·⋖L y2⋖L y be the two maximal chains of [x, y] with
λ(c) = (t1, t2, . . . , ts) and λ(c
′) = (t′1, t
′
2, . . . , t
′
s′). Then,
r(t1), r(ts) < r(t2), r(ts−1) < r(t3), . . . , r(t(s+1)/2+1) < r(t(s+1)/2)
if s is odd, and
r(t1), r(ts) < r(t2), r(ts−1) < r(t3), . . . , r(ts/2+2) < r(ts/2), r(ts/2+1)
if s is even, and likewise for λ(c′).
The labeling given in Figure 3 is in fact a 2-facet labeling of T3, and the identity
map is a 2-facet rank function of T3 with respect to this labeling.
Definition 5.1 ([5, Definition 10]). A lattice L is called an HH-lattice if and only if it
is satisfies the following conditions:
L is finite and semidistributive;(H1)
for every anti-hat V(x1, x, x2) there exists a unique hat Λ(y1, y, y2)
with y = x1 ∨L x2 such that [x, y] is a 2-facet;
(H2)
for every hat Λ(y1, y, y2) there exists a unique anti-hat V(x1, x, x2)
with x = y1 ∧L y2 such that [x, y] is a 2-facet; and
(H3)
there exists a 2-facet labeling λ of L and a 2-facet rank function of L
with respect to λ.
(H4)
The importance of HH-lattices lies in the fact that they are a particular instance
of bounded lattices, see Section 5.3.
5.1. Hats and Anti-Hats. Let us first generalize [5, Proposition 6].
Proposition 5.2. Let W be a (possibly infinite) Coxeter group, and let V(u1, u, u2) be an
anti-hat ofW such that u1 and u2 have an upper bound. Then, the interval [u, u1 ∨S u2]S
is a 2-facet.
Proof. Since V(u1, u, u2) is an anti-hat, it follows by definition that u⋖S u1, u2,
which means that there exist two generators si1 , si2 ∈ S with u1 = usi1 and u2 =
usi2 . Let us write v = u1 ∨S u2. With Proposition 3.2 follows that [u, v]S
∼=
[ε, si1 ∨ si2 ]S which clearly is a 2-facet. 
Now, let us investigate what the situation in Cγ looks like.
Proposition 5.3. Let γ = s1s2 · · · sn, and let w ∈ Cγ. If V(u1, u, u2) is an anti-hat in
[ε,w]γ, then the interval [u, u1 ∨γ u2]γ is a 2-facet.
Proof. Let v = u1 ∨γ u2 which exists, since w is an upper bound for u1 and u2. We
proceed by induction on rank and length. First suppose thatW is a Coxeter group
of rank 2, generated by s1 and s2. Hence, we can writeW = I2(k), where (s1s2)
k =
ε. We notice further that there exists an anti-hat in [ε,w]γ only if k < ∞ and w is
then necessarily the longest element of W. Thus, this anti-hat is V(s1, ε, s2), and
we have v = w. Hence, [ε,w]γ is isomorphic to the lattice depicted in Figure 4,
and the result follows. If ℓS(w) = 2, then we notice that [ε,w]γ is isomorphic the
lattice depicted in Figure 4 for k = 2.
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ε
s2 s1
s1s2
...
(s1s2)
k−1s1
(s1s2)
k
Figure 4. The s1s2-Cambrian lattice of the dihedral group I2(k)
for k < ∞.
Now, let W be a Coxeter group of rank n, and let ℓS(w) = k, and suppose that
the statement is true for all Coxeter groups of rank < n and all elements of length
< k. Moreover, suppose that u 6= ε. We distinguish two cases.
(i) Let s1 ≤γ w. If s1 ≤γ u, then Proposition 2.2 implies [u, v]γ ∼= [s1u, s1v]s1γs1
and the result follows by induction on length. Now, suppose that s1 6≤γ u and
s1 ≤γ v. Suppose further that s1 6≤γ u1, u2. Lemma 3.7 implies that u1 ⋖γ s1 ∨γ
u1 = w1 and u2 ⋖γ s1 ∨γ u2 = w2. If w1 6= w2, then we obtain a contradiction
to s1 6≤γ u, since w1,w2 are both upper bounds for u and s1, and [ε,w]γ is a
lattice. If w1 = w2, then w1 = v, and [u, v]γ is a 2-facet. Then, however, the set
{ε, s1, u, u1, u2, v} forms a sublattice of [ε,w]γ isomorphic to the lattice L3 depicted
in Figure 2(c), which is a contradiction to the semidistributivity of [ε,w]γ. Now,
without loss of generality, let s1 ≤γ u1 and s1 6≤γ u2. Then, u1 = s1 ∨γ u. In
particular, Lemma 3.7 implies u2 ⋖γ s1 ∨γ u2 = v. (Suppose that s1 ∨γ u2 <γ v,
then s1 and u are both lower bounds for u1 and s1 ∨γ u2, which contradicts s1 6≤γ
u.) Hence, [u, v]γ is a 2-facet. If s1 ≤γ u1, u2, then we obtain a contradiction to
s1 6≤γ u. Finally, let s1 6≤γ u, v. Then, Proposition 2.2 implies [u, v]γ ∼= [u, v]s1γ,
and the result follows by induction on the rank of W.
(ii) Let s1 6≤γ w. Then, Proposition 2.2 implies [ε,w]γ ∼= [ε,w]s1γ, and the result
follows by induction on the rank of W. 
Proposition 5.4. Let γ = s1s2 · · · sn, and let w ∈ Cγ. If Λ(v1, v, v2) is a hat in [ε,w]γ,
then the interval [v1 ∧γ v2, v]γ is a 2-facet.
Proof. Let u = v1 ∧γ v2. We proceed by induction on rank and length. First
suppose that W is a Coxeter group of rank 2, generated by s1 and s2. Hence, we
can write W = I2(k), where (s1s2)
k = ε. We notice further that there exists a hat
in [ε,w]γ only if k < ∞ and w is then necessarily the longest element of W. In
particular, v = w, and [ε,w]γ is isomorphic to the lattice depicted in Figure 4,
and the result follows. If ℓS(w) = 2, then we notice that [ε,w]γ is isomorphic the
lattice depicted in Figure 4 for k = 2.
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Now, let W be a Coxeter group of rank n, and let ℓS(w) = k, and suppose that
the statement is true for all Coxeter groups of rank < n and all elements of length
< k. We distinguish two cases.
(i) Let s1 ≤γ w. If s1 ≤γ u, then Proposition 2.2 implies [u, v]γ ∼= [s1u, s1v]s1γs1
and the result follows by induction on length. Now, suppose that s1 6≤γ u and
s1 ≤γ v. Then, again, since u = v1 ∧γ v2, we can assume without loss of generality
that s1 ≤γ v1 and s1 6≤γ v2. Let u1 = s1 ∨γ u, and Lemma 3.7 implies that u⋖γ u1,
and it is the only upper cover of u with this property. If u1 is the only upper cover
of u in [u, v]γ, we obtain a contradiction to u = v1 ∧γ v2. So, let u2 be another
upper cover of u which must necessarily satisfy s1 6≤γ u2, and let u
′
2 = s1 ∨γ u2.
Then, with Lemma 3.7 again, we find u2 ⋖γ u
′
2 ≤γ v. If u
′
2 ≤γ v1, then the set
{u, u1, u2, v1, v2, v} forms a sublattice of [ε,w]γ dual to the lattice L3 depicted in
Figure 2(c), contradicting the semidistributivity of [u, v]γ. Hence, u′2 = v, and we
conclude u2 = v2. (Moreover, it follows immediately that u has exactly two upper
covers.) Hence, [u, v]γ is a 2-facet. Finally, let s1 6≤γ u, v. Then, Proposition 2.2
implies [u, v]γ ∼= [u, v]s1γ, and the result follows by induction on the rank of W.
(ii) Let s1 6≤γ w. Then, Proposition 2.2 implies [ε,w]γ ∼= [ε,w]s1γ, and the result
follows by induction on the rank of W. 
In particular we have the following corollary.
Corollary 5.5. If [u, v]γ is a 2-facet of Cγ, then [u, v]γ is isomorphic to the lattice depicted
in Figure 4 for suitable k.
Proof. This follows directly from the proof of Propositions 5.3 or 5.4, respectively.

If k = 2 in Figure 4, then we call the depicted lattice the diamond. If k > 2, then
we refer to the chain ε⋖γ s2⋖γ (s1s2)
k as the short chain, and we refer to the other
chain as the long chain.
5.2. A 2-Facet Labeling and a 2-Facet Rank Function. In [5], the following edge-
labeling of W was considered:
(4) r : E (W)→ T, (u, v) 7→ t,
where t is the unique cover reflection of v having tv = u. The following result
was proven in [5] for finite Coxeter groups, but the proof can be generalized
straightforwardly to the infinite case.
Proposition 5.6 ([5, Corollary 3 and Theorem 5]). The labeling r from (4) is a 2-facet
labeling of W . Moreover, the length function ℓS is a 2-facet rank function of W with
respect to r.
For the proof of Theorem 1.1(ii), we use a similar labeling. But first, we need
some preparation.
Lemma 5.7. Let u, v ∈ Cγ with u⋖γ v. Then, there exists a unique element wu,v ∈ W
with u ≤S wu,v ⋖S v, and pi
γ
↓ (wu,v) = u.
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Proof. If ℓS(v) = ℓS(v) + 1, then u⋖S v, and setting wu,v = u yields the result.
Suppose that ℓS(v) > ℓS(u) + 1. By definition of ≤S, there exists an element w ∈
W with u <S w⋖S v that is not γ-sortable. Thus, with Theorem 3.5 follows that
u = piγ↓ (u) ≤γ pi
γ
↓ (w) ≤γ pi
γ
↓ (v) = v. Since u⋖γ v, we conclude that pi
γ
↓ (w) = u.
Suppose that there is another element w′ ∈W with w′ 6= w and u <S w
′⋖S v and
pi
γ
↓ (w
′) = u. Then, we have w ∨S w
′ = v and Theorem 3.6 implies that
u = u ∨γ u = pi
γ
↓ (w) ∨γ pi
γ
↓ (w
′) = piγ↓ (w∨S w
′) = piγ↓ (v) = v,
which contradicts u⋖γ v. Thus, we have wu,v = w, and we are done. 
The element wu,v from the previous lemma is the unique maximal element in
the fiber of u under pi
γ
↓ . By definition, there exists some tu,v ∈ inv(v), and some
s ∈ S with wu,v = vs = tu,vv, and thus tu,v ∈ cov(v). Define an edge-labeling of
Cγ as follows:
(5) ϕγ : E (Cγ) → T, (u, v) 7→ tu,v.
Thus, by definition, we have ϕγ(u, v) = tu,v = r(wu,v, v). Let us investigate, how
ϕγ behaves with respect to induction on rank and length.
Lemma 5.8. Let γ = s1s2 · · · sn, and let u, v ∈ Cγ with u⋖γ v. Then, we have
ϕγ(u, v) =


s1ϕs1γs1(s1u, s1v)s1, if s1 ≤γ u,
s1, if s1 6≤γ u, s1 ≤γ v,
ϕs1γ
(
u〈s1〉, v〈s1〉
)
, if s1 6≤γ v.
Moreover, let t = ϕγ(u, v), t′ = ϕs1γs1(s1u, s1v), and t〈s1〉 = ϕs1γ
(
u〈s1〉, v〈s1〉
)
. Then,
we have
ℓS(t) =


ℓS(s1t
′s1), if s1 ≤γ u,
1, if s1 6≤γ u, s1 ≤γ v,
ℓS
(
t〈s1〉
)
, if s1 6≤γ v.
Proof. Let wu,v ∈ W be the lower cover of v in W from Lemma 5.7, and let
tu,v = ϕγ(u, v).
First, let s1 ≤γ u, and write u
′ = s1u, v
′ = s1v and w
′
u′,v′ = s1wu,v. In view
of Proposition 3.3, we conclude that w′u′,v′ ⋖S v
′, and let t′u′,v′ = r(w
′
u′,v′ , v
′). This
means that there exists some s ∈ S with w′u′,v′ = v
′s = t′u′,v′v
′. This implies
s1vs = t
′
u′,v′s1v, which means that vs = s1t
′
u′,v′s1v. Hence, s1t
′
u′,v′s1 = tu,v, and we
conclude
ϕγ(u, v) = r(wu,v, v) = tu,v = s1t
′
u′,v′s1 = s1r(wu′,v′ , v
′)s1 = s1ϕs1γs1(u
′, v′)s1.
(Note that Proposition 2.2 implies u′ ⋖s1γs1 v
′.) In particular, we have tu,v =
vsv−1 = s1t
′
u′,v′s1, which implies ℓS(tu,v) = ℓS(s1t
′
u′,v′s1).
Now, let s1 6≤γ u, and suppose first that s1 ≤γ v. Then, Lemma 3.7 implies
v = s1 ∨γ u, which implies with Theorem 2.3 that v = s1 ∨S u. Hence, s1 6≤S wu,v.
Further, Proposition 3.3 implies v = s1wu,v, and hence ϕγ(u, v) = r(wu,v, v) = s1,
and the relation for ℓS(tu,v) is immediate. Now, suppose further that s1 6≤γ v.
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Figure 5. An s1s2s3-Cambrian lattice of A3 with the 2-facet label-
ing ϕs1s2s3 .
Then, with Proposition 2.2 follows u = u〈s1〉 ∈ W〈s1〉, v = v〈s1〉 ∈ W〈s1〉, and in
particular tu,v ∈W〈s1〉. Hence,
ϕγ(u, v) = ϕγ
(
u〈s1〉, v〈s1〉
)
= ϕs1γ
(
u〈s1〉, v〈s1〉
)
.
The results for ℓS(tu,v) are immediate. 
Example 5.9. Figures 5 and 6 shows the Hasse diagrams of two Cambrian lattices
of the Coxeter groups A3 and B3, respectively, where the edges are labeled by ϕγ.
Proposition 5.10. Let γ = s1s2 · · · sn. Then, the map ϕγ defined in (5) is in fact a
2-facet labeling of Cγ.
Proof. Let [u, v]γ be a 2-facet of Cγ. By definition, there exists a hat Λ(v1, v, v2)
and an anti-hat V(u1, u, u2) such that v = u1 ∨γ u2 and u = v1 ∧γ v2, and in view
of Corollary 5.5, we can assume without loss of generality that u2 = v2.
Further, there exist elements w1,w2 ∈ W with w1,w2 ⋖S v and pi
γ
↓ (w1) = u1
and pi
γ
↓ (w2) = u2. Let w = w1 ∧S w2. We immediately notice that [w, v]S forms a
2-facet inW .
If w = u, then we obtain w1 = v1 = u1 and w2 = v2 = u2, and we are done
using Proposition 5.6. So suppose that u 6= w. With Theorem 3.6 follows that
pi
γ
↓ (w) = u. Let z ∈ W be the unique element satisfying w⋖S z ≤S w1. It follows
immediately from Theorem 3.5 that u ≤S pi
γ
↓ (z) ≤S v1. If pi
γ
↓ (z) = u, then we
obtain
v = piγ↓ (v) = pi
γ
↓ (z ∨S w2) = pi
γ
↓ (z) ∨γ pi
γ
↓ (w2) = u ∨γ v2 = v2,
which is a contradiction. Hence, u <S pi
γ
↓ (z). If u = z ∧S v1, then it follows from
Proposition 5.6 that ϕγ(v2, v) = ϕγ(u, u1). If u <S z ∧S v1, then we can consider
the interval [u, z]S and repeat the previous reasoning. (Notice that r(w, z) =
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Figure 6. An s1s2s3-Cambrian lattice of B3 with the 2-facet label-
ing ϕs1s2s3 .
u
u1
u2 = v2
pi
γ
↓ (z)
v1
w
z
w1 w2
v
t
t
t
Figure 7. Illustrating the proof of Proposition 5.10. The rounded
edges indicate chains, the straight edges indicate covering rela-
tions, and the shaded edges indicate fibers of pi
γ
↓ .
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r(w2, v) by Proposition 5.6, and notice that there cannot be an element w
′ ∈ W
with u1 ≤S w
′ ≤S w, because then Theorem 3.5 would imply
u⋖γ u1 = pi
γ
↓ (u1) ≤γ pi
γ
↓ (w
′) ≤γ pi
γ
↓ (w) = u,
which is a contradiction.) See Figure 7 for an illustration. The reasoning that
ϕγ(u, u2) = ϕγ(v1, v) is analogous. 
Proposition 5.11. Let γ = s1s2 · · · sn. Then, ℓS is a 2-facet rank function of Cγ with
respect to ϕγ.
Proof. We proceed by induction on length and rank. Hence, let [u, v]γ be a 2-facet
of Cγ. If ℓS(v) = 2, then u = ε, and the result follows immediately. In general, if
[u, v]γ is a diamond, nothing needs to be checked, so suppose that this is not the
case. If W has rank 2, then W = I2(k) for some appropriate k < ∞, and hence
finite. (We notice that there does not exist a 2-facet in Cγ for W = I2(∞).) Let
wo denote the longest element of W. We notice that [ε,wo]γ is the only 2-facet in
Cγ. There is a chain of length 2, for which nothing needs to be checked, and a
chain of length k which coincides with the corresponding chain inW . Hence, the
property follows from Proposition 5.6.
Now suppose that ℓS(v) = k, and W has rank n, and the statement is true for
all Coxeter groups of rank < n, and for all 2-facets [u′, v′]γ with ℓS(v
′) < k. We
distinguish two cases.
(i) Let s1 ≤γ v. By definition, nothing has to be checked for the short chain
u⋖γ u2 = v2 ⋖γ v, and let ϕγ(c) = (t1, t2, . . . , tl+1) be the label sequence of the
long chain c : u ⋖γ u1 = x1 ⋖γ x2 ⋖γ · · ·⋖γ xl = v1 ⋖γ v. Suppose first that
s1 ≤γ u. Then, with Propositions 2.2 and 3.3 follows [u, v]γ ∼= [s1u, s1v]s1γs1 .
Hence, [s1u, s1v]s1γs1 is a 2-facet with long chain c
′ : s1u⋖γ s1x1⋖γ s1x2⋖γ · · ·⋖γ
s1xl ⋖γ v, and label sequence ϕs1γs1(c
′) = (t′1, t
′
2, . . . , t
′
l+1). Thus, Lemma 5.8 im-
plies ϕγ(c) = (s1t
′
1s1, s1t
′
2s1, . . . , s1t
′
l+1s1). Hence, by induction, and Lemma 5.8,
we obtain ℓS(s1tss1) = ℓS(t
′
s) < ℓS(t
′
2) = ℓS(s1t2s1), and likewise for the other
relations.
Finally, let s1 6≤γ u. Without loss of generality, we can assume that s1 ≤γ u1
and s2 6≤γ u2. (Clearly, s1 has to be below exactly one of the upper covers of u in
[u, v]γ, since s1 6≤γ u.) Thus, Lemma 3.7 implies u1 = s1 ∨γ u, and u
′ = s1 ∨γ u2
is an upper cover of u2. Then, however, it follows that s1 and u are both lower
covers for u1 and u
′, and since [u, v]γ is a lattice it follows that u1 <γ u
′, and
thus v = u1 ∨γ u2 ≤γ u
′ implies that v = u′, and [u, v]γ is thus a diamond, and
nothing has to be checked.
(ii) Let s1 6≤γ v. Hence, s1 6≤γ u, and we have u = u〈s1〉, and v = v〈s1〉.
Hence, [u, v]γ ∼= [u〈s1〉, v〈s1〉]s1γ, and in view of Lemma 5.8, the result follows by
induction. 
Proof of Theorem 1.1(ii). We need to check that every closed interval of Cγ satis-
fies Conditions (H1)–(H4) from Definition 5.1. So, let u, v ∈ Cγ with u ≤γ v,
and consider the interval [u, v]γ. Since W is finitary, and Cγ is a sublattice of
W , it follows that [ε, v]γ is finite, and so is [u, v]γ. Proposition 4.6 implies that
[u, v]γ is semidistributive, hence Condition (H1) is satisfied. Propositions 5.3 and
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L0
I0
−→
00
01
L1 = L0[I0]
I1
−→
000
010 001
011
L2 = L1[I1]
I2
−→
000
010 0010
0011
011
L3 = L2[I2]
Figure 8. The Tamari lattice T3 can be constructed by successive
doubling of intervals. (We have omitted parentheses in the dia-
gram labels for brevity.)
5.4 imply Conditions (H2) and (H3). Finally, Propositions 5.10 and 5.11 imply
Condition (H4), and we are done. 
Remark 5.12. Notice that an analogous result holds forW , generalizing [5, Theo-
rem 6] to the infinite case.
5.3. Boundedness. Let 2 =
(
{0, 1},≤
)
denote the Boolean lattice on two ele-
ments (which is isomorphic to a 2-chain), and let I be a closed interval of a lattice
L = (L,≤L). Define the lattice L[I] = (L
′,≤L′) with L
′ = (L \ I) ∪
(
I × {0, 1}
)
and
x ≤L′ y =


x ≤L y, if x, y ∈ L \ I,
x ≤L y
′, if x ∈ L \ I, and y = (y′, i) for y′ ∈ I and i ∈ {0, 1},
x′ ≤L y, if x = (x
′, i) for x′ ∈ I and i ∈ {0, 1}, and y ∈ L \ I,
x′ ≤L y
′, if x = (x′, i), y = (y′, j) for x′, y′ ∈ I, i, j ∈ {0, 1} and i ≤ j.
We say that L[I] arises from L by doubling the interval I. Figure 8 shows how the
Tamari lattice T3 can be constructed from the one-element lattice 1 by successively
doubling intervals. The importance of this construction becomes clear in view of
the following theorem due to Day.
Theorem 5.13 ([7, Theorem 5.1]). A lattice L is bounded if and only if there exists a
sequence 1 = L0,L1, . . . ,Lt = L of lattices and a sequence I0, I1, . . . , It−1 such that Is
is a closed interval of Ls and Ls+1 = Ls[Is] for all s ∈ {0, 1, . . . , t− 1}.
We have the following result.
Theorem 5.14 ([5, Corollary 1]). Every HH-lattice is bounded.
Figure 9 shows the lattice from [5, Figure 8], which is bounded but not an HH-
lattice. Thus, the class of HH-lattices is strictly smaller than the class of bounded
lattices. Now, the proof of Theorem 1.1(iii) is immediate.
Proof of Theorem 1.1(iii). This follows from Theorems 1.1(ii) and 5.14. 
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Figure 9. The lattice from [5, Figure 8], which is bounded but
not an HH-lattice.
6. Trimness
Let L = (L,≤L) be a lattice. Recall that x ∈ L is called join-irreducible if for
every set X ⊆ L with x =
∨
L X we have x ∈ X. In other words, x cannot be
expressed as the join of some elements of L strictly below x. Join-irreducible ele-
ments can be easily spotted in the Hasse diagram of L, since they are precisely the
elements with a unique lower cover. Let J (L) denote the set of join-irreducible
elements of L. Dually, an element x ∈ L is calledmeet-irreducible if it cannot be ex-
pressed as the meet of some elements of L strictly above x. The meet-irreducible
elements of L are precisely the elements which have exactly one upper cover,
and we denote the set of all meet-irreducible elements of L by M(L). Now,
let L be a lattice of length n. Then, according to [19], L is called extremal if∣∣J (L)∣∣ = n = ∣∣M(L)∣∣. Recall further that an element x ∈ L is called left-modular
if for all y, z ∈ L with y <L z we have
(6) (y ∨L x) ∧L z = y ∨L (x ∧L z).
Then, if L has length n, it is called left-modular if there exists a maximal chain 0L =
x0 ⋖L x1 ⋖L · · ·⋖L xn = 1L such that xi is left-modular for all i ∈ {0, 1, . . . , n}.
Following [28], we say that L is trim if it is both, extremal and left-modular. In
order to reduce the amount of work, we recall some more results.
Lemma 6.1 ([7, Lemma 3.1]). If L is semidistributive, then
∣∣J (L)∣∣ = ∣∣M(L)∣∣.
Theorem 6.2 ([18, Theorem 1.4]). Let L = (L,≤L) be a finite lattice and let x ∈ L.
Then, the following are equivalent:
(i) the element x is left-modular; and
(ii) for any y, z ∈ L with y⋖L z, we have x ∧L y = x ∧L z or x ∨L y = x ∨L z but not
both.
Theorem 6.3 ([28, Theorem 1]). If L is trim, then so is any interval of L.
Now, let γ = s1s2 · · · sn, let w ∈ Cγ such that ℓS(w) = k, and let w = r1r2 · · · rk
be the γ-sorting word of w. Then, it follows for instance from [16, Remark 3.12]
that the length of the interval [ε,w]γ is k and the chain
(7) c : ε = w0 ⋖γ w1⋖γ · · ·⋖γ wk = w,
with wi = r1r2 · · · ri for i ∈ {1, 2, . . . , k} is a maximal chain.
Proposition 6.4. For w ∈ Cγ, the chain in (7) is a left-modular maximal chain in [ε,w]γ.
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Proof. Let y⋖γ z ≤γ w, and fix some i ∈ {1, 2, . . . , k}. Then, with Theorem 6.2, it
is sufficient to show that
(8) either xi ∧γ y = xi ∧γ z or xi ∨γ y = xi ∨γ z.
We proceed by induction on rank and length. If W has rank 2, then W = I2(k)
for some k. If k = ∞, then [ε,w]γ is a chain, and the result follows. If k = 2, then
[ε,w]γ is the diamond, and the result follows. If 2 < k < ∞, then [ε,w]γ is either a
chain or isomorphic to the lattice depicted in Figure 4, and the chain in (7) is the
longer chain. Then, the result follows. If ℓS(w) = 2, then [ε,w]γ is either a chain
or the diamond, and the result follows.
Now, let W be a Coxeter group of rank n and let ℓS(w) = k, and suppose that
the result is true for all Coxeter groups of rank < n and all elements of length
< k. We distinguish two cases.
(i) Let s1 ≤γ w. In particular, we have w1 = s1 in (7). Moreover, the interval
[s1,w]γ is isomorphic to the interval [ε, s1w]s1γs1 , and by induction on the length
of w follows that (8) is satisfied if s1 ≤γ y. Now, suppose that s1 6≤γ y, but s1 ≤γ z.
Lemma 3.7 implies that s1 ∨γ y covers y, and thus z = s1 ∨γ y. Then, xi ∨γ z =
xi ∨γ (s1 ∨γ y) = xi ∨γ y. Now, suppose that xi ∧γ y = xi ∧γ z. Since s1 ≤γ xi, z,
we conclude that s1 ≤γ x1 ∧γ z = x1 ∧γ y ≤γ y which is a contradiction, hence (8)
is satisfied. Now suppose that s1 6≤γ y, z, and let y
′ = s1 ∨γ y, and z
′ = s1 ∨γ z.
Lemma 3.7 implies y⋖γ y
′, and z⋖γ z
′, and hence y′ <γ z
′. By induction we
conclude that either xi ∧γ y
′ = xi ∧γ z
′ or xi ∨γ y
′ = xi ∨γ z
′. Suppose that
xi ∨γ y
′ = xi ∨γ z
′. Then, xi ∧γ y
′ 6= xi ∧γ z
′ and xi ∨γ y = xi ∨γ z. Assume
that additionally xi ∧γ y = xi ∧γ z. Then, we have
y′ ∨γ (xi ∧γ z
′) = z′ = y′ ∨γ z, but
y′ ∨γ (xi ∧γ z
′ ∧γ z) = y
′ ∨γ (xi ∧γ z) = y
′ ∨γ (xi ∧γ y) = y
′,
which contradicts the semidistributivity of [ε,w]γ, and hence (8) is satisfied. Now
suppose that xi ∨γ y
′ 6= xi ∨γ z
′. Then, xi ∧γ y
′ = xi ∧γ z
′ and xi ∨γ y 6= xi ∨γ z.
Assume that additionally xi ∧γ y 6= xi ∧γ z, hence xi ∧γ y < xi ∧γ z. Since y⋖γ y
′
and y⋖γ z, we conclude that y = z ∧γ y′. Further, we have
xi ∧γ z ≤γ xi ∧γ z
′ = xi ∧γ y
′ ≤γ y
′,
which implies xi ∧γ z ≤γ y
′ ∧γ z = y. Thus, xi ∧γ z ≤γ xi ∧γ y < xi ∧γ z, which is
a contradiction. Hence, (8) is satisfied.
(ii) Let s1 6≤γ w. Then, it follows from Proposition 2.2 that [ε,w]γ ∼= [ε,w〈s1〉]s1γ,
and the result follows by induction on the rank of W. 
Proposition 6.5. If w ∈ Cγ with ℓS(w) = k, then
∣∣M([ε,w]γ)∣∣ = k.
Proof. We proceed once more by induction on rank and length. If W has rank 2,
thenW = I2(k) for some k. If k = ∞, then [ε,w]γ is a chain, and the result follows.
If k = 2, then [ε,w]γ is the diamond, and the result follows. If 2 < k < ∞, then
[ε,w]γ is either a chain or isomorphic to the lattice depicted in Figure 4, and we
can check that the result is true. If ℓS(w) = 2, then [ε,w]γ is either a chain or the
diamond, and the result follows.
STRUCTURAL PROPERTIES OF THE CAMBRIAN SEMILATTICES 21
Now, let W be a Coxeter group of rank n and let ℓS(w) = k, and suppose that
the result is true for all Coxeter groups of rank < n and all elements of length
< k. We distinguish two cases.
(i) Let s1 ≤γ w. Then, the interval [s1,w]γ is isomorphic to the interval
[ε, s1w]s1γs1, and by induction on the length of w follows that there are pre-
cisely k − 1 meet-irreducibles in [s1,w]γ. Let m ∈ M
(
[s1,w]γ
)
, and suppose
that m /∈ M
(
[ε,w]γ
)
. Thus, there exist distinct elements m1,m2 ∈ Cγ with
m⋖γ m1,m2 ≤γ w, which, however, implies with s1 ≤γ m that m1,m2 are also
present in [s1,w]γ, contradicting m ∈ M
(
[s1,w]γ
)
. Next we show that there
is exactly one additional meet-irreducible element, denoted by z. For that, let
a1, a2, . . . , at denote the atoms of [ε,w]γ which are different from s1, and let
x = a1 ∨γ a2 ∨γ · · · ∨γ at. First of all, Theorem 2.3 implies that x exists, since
w is an upper bound for a1, a2, . . . , at. Moreover, if we set x
′ = s1 ∨γ x, then we
have x⋖γ x
′ ≤γ w by Lemma 3.7. If x′ = w, then x is clearly meet-irreducible in
[ε,w]γ, and we set z = x. Otherwise, suppose that there are two (or more) distinct
elements y1, y2 ≤γ w with x⋖γ y1, y2, and set y
′
1 = s1 ∨γ y1, and y
′
2 = s1 ∨γ y2.
Clearly, we have x′ ≤γ y′1, y
′
2. Then, however, the set {x, x
′, y1, y2, y
′
1, y
′
2, y
′
1 ∨γ y
′
2}
forms the dual of the lattice L4 from Figure 2(d) contradicting the semidistribu-
tivity of [ε,w]γ. Hence, x can have at most one upper cover different from x′. If
this is not the case, then x is meet-irreducible in [ε,w]γ, and we set z = x again.
Otherwise, denote this upper cover by y. Now, we can iterate the previous pro-
cess with y instead of x exactly analogously, and by the finiteness of [ε,w]γ, we
eventually find the desired meet-irreducible z. Now, let u be some element in
[ε,w]γ with s1 6≤γ u <γ z. Then, we have u <γ z and u⋖γ s1 ∨γ u 6≤γ z which
implies that u /∈ M
(
[ε,w]γ
)
. Finally, every meet-irreducible which lies strictly
between z and w is already considered in the induction step, since it has to be
above s1. Thus, we have exactly k meet-irreducible elements in [ε,w]γ.
(ii) Let s1 6≤γ w. Then, it follows from Proposition 2.2 that [ε,w]γ ∼= [ε,w〈s1〉]s1γ,
and the result follows by induction on the rank of W. 
We conclude this section with the proof of Theorem 1.1(iv).
Proof of Theorem 1.1(iv). First, let w ∈ Cγ with ℓS(w) = k. Proposition 6.4 im-
plies that [ε,w]γ is left-modular, and since Proposition 4.6 implies that [ε,w]γ is
semidistributive, it follows from Lemma 6.1 and Proposition 6.5 that
J
(
[ε,w]γ
)
=M
(
[ε,w]γ
)
= k,
and hence that [ε,w]γ is extremal. Hence, [ε,w]γ is trim.
Now let u, v ∈ Cγ with u ≤γ v. Then, the interval [u, v]γ is clearly a subinterval
of [ε, v]γ. The first part of this proof shows that [ε, v]γ is trim, and Theorem 6.3
implies the same for [u, v]γ. 
7. Slenderness
In [26], Stanley introduced the notion of a slender poset as a graded poset in
which every rank 2 interval has either three or four elements. This notion can
be generalized straightforwardly to ungraded posets. In this section, we show
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Figure 10. The subposet indicated by the green dots is not slen-
der, while the whole poset is.
that closed intervals of Cγ are slender. First, we show that sublattices of slender
lattices are again slender.
Proposition 7.1. Every sublattice of a finite slender lattice is slender.
Proof. Let K = (K,≤K) be a sublattice of L = (L,≤L) and suppose that K is
not slender. Thus, we can find distinct elements x, y, z1, z2, z3 ∈ K with x ⋖K
z1, z2, z3 ⋖K y. Since K is a sublattice of L, we conclude that zi ∧L zj = zi ∧K zj =
x, and zi ∨L zj = zi ∨K zj = y for i, j ∈ {1, 2, 3} with i 6= j. Hence, we have
x⋖L z1, z2, z3⋖L y, which is a contradiction to L being slender. 
Note that simply being a subposet does not preserve slenderness, as Figure 10
indicates.
Proposition 7.2. Every finite semidistributive lattice is slender.
Proof. Let L = (L,≤L) be a semidistributive lattice. Suppose that L is not slender.
Then, we can find distinct elements x, y, z1, z2, z3 ∈ L with x⋖L z1, z2, z3⋖L y, and
the set {x, z1, z2, z3, y} forms a sublattice of L isomorphic to L1 in Figure 2(a),
contradicting the semidistributivity of L. 
The lattice shown in Figure 10 is slender but not semidistributive. Thus, the
converse of Proposition 7.2 is not true. Now Theorem 1.1(v) is immediate.
Proof of Theorem 1.1(v). Proposition 4.6 implies that every closed interval of Cγ is
semidistributive. Applying Proposition 7.2 then yields the result. 
8. Dismantlability
A lattice L = (L,≤L) with |L| = n is called dismantlable if there exists a chain
L1 ⊆ L2 ⊆ · · · ⊆ Ln = L of lattices such that Li is a sublattice of L, and |Li| = i
for every i ∈ {1, 2, . . . , n}. Figure 11 indicates that T3 is dismantlable. Recall that
a poset is called planar if its Hasse diagram can be drawn in the plane without
any of its edges crossing. The main result of this section is the following.
Theorem 8.1. A finite semidistributive lattice is dismantlable if and only if it is planar.
Remark 8.2. We can make the definition of planarity of posets strictly formal in
the following way: let H be a graph, and let E(H) be an embedding of H in the
plane. We can associate a poset to E(H) by saying that u →E(H) v if and only
if v is drawn above u with respect to a suitable coordinate system. The reflexive
and transitive closure of →E(H) forms a poset, which we will denote by PE(H).
Clearly, E(H) is the Hasse diagram of PE(H). Now, let P be a poset and let HP be
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T3 = L5 −→ L4 −→ L3 −→ L2 −→ L1
Figure 11. The Tamari lattice T3 can be dismantled by succes-
sively removing a doubly irreducible element.
x1 x2 x3 x4
y1 y2 y3 y4
(a) A 4-crown.
x1 x2 x3 x4
y1 y2 y3
y4
(b) The Hasse diagram of the 4-
crown is a planar graph.
x1
x2 x3
x4
y1
y2
y3
y4
(c) The Hasse diagram of the 4-
crown has a planar embedding.
Figure 12. Illustrations on the planarity of a 4-crown.
the Hasse diagram of P. Then, we say that P is planar if and only if there exists a
planar embedding E(HP) of HP such that P ∼= PE(HP).
Consider for instance the so-called 4-crown shown in Figure 12(a). Its Hasse di-
agram is certainly a planar graph, since it can be embedded planarly for instance
as shown in Figure 12(b). However, the poset corresponding to this embedding
is not isomorphic to the original 4-crown. Figure 12(c) shows, however, that the
4-crown is in fact a planar poset.
The “if”-part of Theorem 8.1 follows from the following well-known theorem.
Theorem 8.3 ([1, Corollary 4.4]). Finite planar lattices are dismantlable.
For the “only if”-part of Theorem 8.1, we need to work a bit harder. Let
us recall a very helpful characterization of dismantlable lattices, given by Kelly
and Rival. Recall that for k ≥ 3 a k-crown is a poset consisting of 2k elements
x1, x2, . . . , xk, y1, y2, . . . , yk where xi, xi+1 ⋖ yi for i ∈ {1, 2, . . . , k} (we set xk+1 =
x1) are the only non-trivial order relations. Figure 12(a) shows a 4-crown.
Theorem 8.4 ([17, Theorem 3.1]). A finite lattice is dismantlable if and only if it
contains no crowns.
With this characterization, we can actually prove a large part of Theorem 8.1.
Lemma 8.5. Let L be a finite semidistributive lattice. Every interval of L with three or
more atoms is not dismantlable. Dually, every interval with three or more coatoms is not
dismantlable.
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x0 y0
y1 x1
(a) A non-planar poset which
is not a lattice.
x0 y0
z
y1 x1
(b) A non-planar lattice
which is not semidistributive.
Figure 13. Non-planar posets in which every element has at
most two upper covers and at most two lower covers.
Proof. Suppose that [u, v] is an interval of L which has exactly three atoms, say
a1, a2, a3, and let zi = ai ∨L ai+1, for i ∈ {1, 2, 3} where we set a4 = a1. Suppose
that two of the zi’s are equal. Then, it follows immediately that all zi’s are equal,
and we write z = z1 = z2 = z3. Then, however, the set {u, a1, a2, a3, z} forms a
sublattice of L isomorphic to L1 in Figure 2(a), contradicting the semidistribu-
tivity of L. Hence, all the zi’s are distinct. This implies, however, that the set
{a1, a2, a3, z1, z2, z3} forms a 3-crown, and Theorem 8.4 implies that [u, v] is not
dismantlable. If [u, v] has more than three atoms, then every three-element sub-
set of the atoms will induce a 3-crown analogously to the previous reasoning.
The dual statement follows analogously. 
For the remaining cases, we need another lemma.
Lemma 8.6. Let L be a finite semidistributive lattice in which every element has at most
two upper covers and at most two lower covers. Then, L is planar.
Proof. We proceed by contraposition, and assume that L is not planar. Then,
there exists an interval [u, v] which is not planar, and in particular two chains, say
c1 : x0 ⋖L x1⋖L · · ·⋖L xs and c2 : y0 ⋖L y1⋖L · · ·⋖L yt, which are crossing such
that u = x0 ∧L y0 and v = xs ∨L yt. Clearly, we can choose c1 and c2 in such a
way that u⋖L x0, y0 and xs, yt⋖L v. By assumption, x0 and y0 are the only upper
covers of u, and xs and yt are the only lower covers of v. We distinguish four
cases.
(i) If u = 0L and v = 1L, then, since L is not planar, there must be a chain
from x0 to yt and a chain from y0 to xs which, however, contradicts the fact that
L is a lattice, since x0 ≤L xs, yt and y0 ≤L xs, yt, but x0 and y0 are mutually
incomparable. See Figure 13(a) for an example.
(ii) If 0L <L u and v = 1L, then, since L is not planar, there must be a
chain from x0 to yt properly containing some element z (i.e. x0 <L z <L< yt)
as well as some chain from 0L to z. Now, we can quickly check that the set
{u, x0, y0, z, xs, yt, v} forms a sublattice of L isomorphic to L2 in Figure 2(b), con-
tradicting the semidistributivity of L. See Figure 13(b) for an example.
(iii) If u = 0L and v <L 1L, then this works dually to (ii).
(iv) If 0L < u and v <L 1L, then this works analogously to (ii) or (iii). 
Now, we can prove Theorem 8.1.
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Proof of Theorem 8.1. Let L be a finite, semidistributive lattice, where the least el-
ement is denoted by 0L and the greatest element is denoted by 1L. If L is planar,
then Theorem 8.3 implies that L is dismantlable. Now, conversely, suppose that
L is dismantlable. Then, Lemma 8.5 implies that every element of L has at most
two upper covers, and at most two lower covers, and Lemma 8.6 implies that L
is planar. 
Now, Theorem 1.1(vi) follows immediately.
Proof of Theorem 1.1(vi). Proposition 4.6 states that Cγ is semidistributive, and thus,
every closed interval of Cγ is a finite semidistributive lattice. Hence, the result
follows with Theorem 8.1. 
Corollary 8.7. Let W be a finite Coxeter group and γ ∈W some Coxeter element. Then,
Cγ is dismantlable if and only if W has rank 2.
Proof. If W has rank 2, then W is a dihedral group, and the Cambrian lattice of
W is depicted in Figure 4, and is clearly planar, thus dismantlable. If W has rank
≥ 3, then Cγ has three or more atoms, namely the simple generators of W, and
Lemma 8.5 implies that Cγ cannot be dismantlable. 
Remark 8.8. We notice immediately that a statement analogously to Theorem 1.1(iii)
and Corollary 8.7 holds for the weak order as well.
Remark 8.9. In [17, Corollary 3.6] it was shown that finite distributive lattices
are dismantlable if and only if they are planar. Hence, our Theorem 8.1 is a
generalization of this result.
8.1. Some Remarks on the Breadth of Cγ. Let L = (L,≤L) be a lattice. The
breadth of L is the least number b(L) such that the following is satisfied: if x ∈ L
can be written x =
∨k
i=1 xi for k > b(L), then x can already be written as the
join of a b(L)-element subset of {x1, x2, . . . , xk}. In this section, we determine the
breadth of closed intervals ofW and Cγ, respectively, and thus prove Theorem 1.2.
Let us first show how the breadth is determined by canonical join representations.
Proposition 8.10. Let L = (L,≤L) be a lattice such that every x ∈ L has a canonical
join representation, denoted by Ax. Then we have b(L) = max
{
|Ax| | x ∈ L
}
.
Proof. Let x ∈ L such that k = |Ax| is maximal. If b(L) < k, then by definition
of the breadth, x can be written as the join of a k-element subset X′ of Ax. This
means, however, that X′ refines Ax , which contradicts the fact that Ax is the
canonical join representation of x.
Now suppose that b(L) > k. This means that there exists some X ⊆ L with
|X| = b(L) such that
∨
L X = x and the join of every proper subset of X is strictly
below x. However, since Ax is the canonical join representation of x, we conclude
that Ax refines X, meaning that for every z ∈ Ax there exists some z′ ∈ X with
z ≤L z
′. Since |X| > k, we can find a proper subset X′ ( X which is refined by
Ax. This implies that x =
∨
L Ax =
∨
L X
′ <L x which is a contradiction. 
The next proposition shows that intervals of lattices with canonical join repre-
sentations have canonical join representations again.
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Proposition 8.11. Let L = (L,≤L) be a lattice such that every x ∈ L has a canonical
join representation. Let [u, v] be an interval in L, and let z ∈ L with u ≤L z ≤L v, and
let Az = {j1, j2, . . . , js} be the canonical join representation of z in L. Define ki = u∨L ji
for i ∈ {1, 2, . . . , s}. The set
{
ki | i ∈ {1, 2, . . . , s} and ki 6= u
}
is the canonical join
representation of z in [u, v].
Proof. Let ki = u ∨L ji for i ∈ {1, 2, . . . , s}, and let
A′z =
{
ki | i ∈ {1, 2, . . . , s} and ki 6= u
}
= {ki1 , ki2 , . . . , kit}.
First, we show that the elements of A′z are join-irreducible in [u, v]. Suppose that
there is some kil ∈ A
′
z such that two distinct elements w1,w2 ∈ L exist with
u ≤L w1,w2⋖L kil . Then, we have jil 6≤L w1,w2 because kil is the join of u and jil .
We further have
z =
(∨
L
Az \ {jil}
)
∨L kil =
(∨
L
Az \ {jil}
)
∨L (w1 ∨L w2).
Thus, the set A′ =
(
Az \ {jil}
)
∪ {w1,w2} is a join representation of z. However,
since Az is an antichain, no element in A
′ is above jil , so A
′ is not refined by Az,
which contradicts the fact that Az is the canonical join representation of z.
Now we show that A′z is an antichain. Suppose that there are two elements
kil and kil′ which, without loss of generality, satisfy kil ≤L kil′ . Then, we have
jil ≤L kil′ , and in particular
z =
(∨
L
Az \ {jil , jil′}
)
∨L kil′ =
(∨
L
Az \ {jil , jil′}
)
∨L (u ∨L jil′ )
=
(∨
L
Az \ {jil}
)
∨L u.
Thus, the set A′ =
(
Az \ {jil}
)
∪ {u} is a join representation of z, and since
jil 6≤L u, we conclude that Az does not refine A
′ which contradicts the fact that
Az is the canonical join representation of z. An immediate consequence is that
the elements of A′z are indeed mutually distinct.
Now suppose that there is some other join representation B of z in [u, v], mean-
ing that all elements of B lie in [u, v]. This implies in particular that B is a join
representation of z in L, and thus that Az refines B. Let ji ∈ Az such that ji 6≤L u.
Then, we have ki = u ∨L ji ∈ A
′
z, and there exists some b ∈ B with ji ≤L b. Since
u ≤L b, we conclude that b is an upper cover of both ji and u, and thus ki ≤L b.
Thus, A′z refines B, and we are done. 
Now we are set to prove Theorem 1.2.
Proof of Theorem 1.2. First, consider an interval [ε,w]S for some w ∈ W. If Aw
is the canonical join representation of w, then it follows from Theorem 4.3 that
|Aw| = |cov(w)|, and the result follows immediately with Proposition 8.10.
Now let [u, v]S be an interval in W . Proposition 3.2 implies that [u, v]S is iso-
morphic to [ε, u−1v]S. It follows from the reasoning in the first part of this proof
that b
(
[ε, u−1v]S
)
= max{|cov(w)| | ε ≤S w ≤S u
−1v}, and since [ε, u−1v]S ∼=
[u, v]S we conclude that b
(
[u, v]S
)
takes the same value. It follows from the iso-
morphism of both intervals that if w lies in [ε, u−1v]S, then it can be written as
w = u−1w′ for some w′ in [u, v]S.
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Now suppose that u, v ∈ Cγ. For w ∈ Cγ with u ≤γ w ≤γ v, let Aw denote
the canonical join representation of w in Cγ, and let A′w denote the canonical join
representation of w in [u, v]γ. It follows from Theorem 4.3 that |Aw| = |cov(w)|,
and Proposition 8.11 implies that every j ∈ Aw with j 6≤γ u contributes to A′w. It
follows from the reasoning in [24, Section 8] that j ∈ Aw is the unique irreducible
element below w having cov(j) = t for some t ∈ cov(w). Thus, if j ≤γ u, then
t ∈ cov(w) ∩ inv(u), and if j 6≤γ u, then t ∈ cov(w) \ inv(u), which implies the
result. 
References
[1] Kirby A. Baker, Peter C. Fishburn, and Fred S. Roberts, Partial Orders of Dimension 2, Networks 2
(1971), 11–28.
[2] Anders Bjo¨rner and Francesco Brenti, Combinatorics of Coxeter Groups, Springer, New York, 2005.
[3] Anders Bjo¨rner and Michelle L. Wachs, Shellable and Nonpure Complexes and Posets II, Transactions
of the American Mathematical Society 349 (1997), 3945–3975.
[4] Nathalie Caspard and Claude Le Conte de Poly-Barbut, Tamari Lattices are Bounded—A new Proof,
Technical Report TR-2004-03, Laboratory of Algorithms, Complexity and Logic, University of
Paris XII, 2004.
[5] Nathalie Caspard, Claude Le Conte de Poly-Barbut, and Michel Morvan, Cayley Lattices of Finite
Coxeter Groups are Bounded, Advances in Applied Mathematics 33 (2004), 71–94.
[6] Brian A. Davey, Werner Poguntke, and Ivan Rival, A Characterization of Semi-Distributivity, Alge-
bra Universalis 5 (1975), 72–75.
[7] Alan Day, Characterizations of Finite Lattices that are Bounded-Homomorphic Images or Sublattices of
Free Lattices, Canadian Journal of Mathematics 31 (1979), 69–78.
[8] Ralph Freese, Jaroslav Jezˇek, and James B. Nation, Free Lattices, American Mathematical Society,
Providence, 1995.
[9] Bernhard Ganter and Rudolf Wille, Formal Concept Analysis: Mathematical Foundations, Springer,
Heidelberg, 1999.
[10] Herb S. Gaskill and James B. Nation, Join-Prime Elements in Semidistributive Lattices, Algebra Uni-
versalis 12 (1981), 352–359.
[11] Winfried Geyer, On Tamari Lattices, Discrete Mathematics 133 (1994), 99–122.
[12] George Gra¨tzer, General Lattice Theory, Academic Press, New York, 1978.
[13] James E. Humphreys, Reflection Groups and Coxeter Groups, Cambridge University Press, Cam-
bridge, 1990.
[14] Colin Ingalls and Hugh Thomas, Noncrossing Partitions and Representations of Quivers, Composi-
tion Mathematica 145 (2009), 1533–1562.
[15] Prˇemsyl Jedlicˇka, A Combinatorial Construction of the Weak Order of a Coxeter Group, Communica-
tions in Algebra 33 (2005), 1447–1460.
[16] Myrto Kallipoliti and Henri Mu¨hle, On the Topology of the Cambrian Semilattices, The Electronic
Journal of Combinatorics 20 (2013).
[17] David Kelly and Ivan Rival, Crowns, Fences and Dismantlable Lattices, Canadian Journal of Mathe-
matics 26 (1974), 1257–1271.
[18] Shu-Chung Liu and Bruce E. Sagan, Left-Modular Elements of Lattices, Journal of Combinatorial
Theory (Series A) 91 (2000), 369–385.
[19] George Markowsky, Primes, Irreducibles and Extremal Lattices, Order 9 (1992), 265–290.
[20] Ralph McKenzie, Equational Bases and Nonmodular Lattice Variety, Transactions of the American
Mathematical Society 174 (1975), 1–43.
[21] Nathan Reading, Lattice Congruences of the Weak Order, Order 21 (2004), 315–344.
[22] Nathan Reading, Cambrian Lattices, Advances in Mathematics 205 (2006), 313–353.
[23] Nathan Reading, Sortable Elements and Cambrian Lattices, Algebra Universalis 56 (2007), 411–437.
[24] Nathan Reading and David E. Speyer, Sortable Elements in Infinite Coxeter Groups, Transactions of
the American Mathematical Society 363 (2011), 699–761.
28 HENRI MU¨HLE
[25] Luigi Santocanale and Friedrich Wehrung, Sublattices of Associahedra and Permutohedra, Advances
in Applied Mathematics 51 (2013), 419–445.
[26] Richard P. Stanley, Promotion and Evacuation, The Electronic Journal of Combinatorics 16 (2009).
[27] Dov Tamari, The Algebra of Bracketings and their Enumeration, Nieuw Archief voor Wiskunde 10
(1962), 131–146.
[28] Hugh Thomas, An Analogue of Distributivity for Ungraded Lattices, Order 23 (2006), 249–269.
[29] Alasdair Urquhart, A Topological Representation Theory for Lattices, Algebra Universalis 8 (1978),
45–58.
Fak. fu¨r Mathematik, Universita¨t Wien, Garnisongasse 3, 1090 Vienna, Austria
E-mail address: henri.muehle@univie.ac.at
