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Abstract
The notion of d-set arises in the theory of function spaces and in fractal geometry. Geometri-
cally self-similar sets are typical examples of d-sets. In this paper stable-like processes on d-sets
are investigated, which include re4ected stable processes in Euclidean domains as a special case.
More precisely, we establish parabolic Harnack principle and derive sharp two-sided heat kernel
estimate for such stable-like processes. Results on the exact Hausdor7 dimensions for the range
of stable-like processes are also obtained.
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1. Introduction
Let F be a closed d-set in Rn with n¿ 2 and 0¡d6 n. That is, there is a positive
Borel measure  on F such that there exist C2 ¿C1 ¿ 0 so that
C1rd6 (B(x; r))6C2rd for all x∈F; 0¡r6 1: (1.1)
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Here B(x; r) := {y∈F : |x − y|¡r} and | · | is the Euclidean metric in Rn. Such
a measure  is called a d-measure (which is also called Ahlfors regular in some
literatures) on F . The notion of d-set arises in the theory of function spaces and in
fractal geometry. Geometrically self-similar sets are typical examples of d-sets. It is
known (cf. Jonsson and Wallin, 1984) that F is a d-set if and only if (1.1) holds with
 being the d-dimensional Hausdor7 measure md restricted to F , and that if F is a
d-set and 1 and 2 are two d-measures on F then there are positive constants c1 and
c2 such that c126 16 c22 on F . On F , one can deGne a symmetric bilinear form
(E();F()) as follows. Fix a d-measure  on F and 0¡¡ 2. DeGne
F() =
{
u∈L2(F; ):
∫
F×F
(u(x)− u(y))2
|x − y|d+ (dx) (dy)¡∞
}
; (1.2)
E()(u; v) =
1
2
∫
F×F
c(x; y)(u(x)− u(y))(v(x)− v(y))
|x − y|d+ (dx) (dy) (1.3)
for u; v∈F(), where c(x; y) is a symmetric function on F×F that is bounded between
two strictly positive constants C4 ¿C3 ¿ 0, that is,
C36 c(x; y)6C4 for -a:e: x; y∈F: (1.4)
It is easy to check that (E();F()) is a regular Dirichlet form on L2(F; ) and therefore
there is an associated -symmetric Hunt process Y on F starting from every point in
F except for an exceptional set that has zero capacity. We call such kind of process
a stable-like process on F . (Note that some authors use the terminology “stable-like
process” for a jump process on Rn whose generator at x∈Rn is −(−)(x) where
¡(x)6 1. See Jacob and Schilling (2001) and the references therein.)
The study of stable-like processes on d-sets is motivated by the work of func-
tion space theory on d-sets. Indeed, there have been intensive study of Besov spaces
by Triebel (1997), Jonsson and Wallin (1984), and others on d-sets. They have ex-
tended trace and restriction theorems (such as Theorem 2.1 below) and Sobolev-type
embedding theorems to such disordered spaces. This enables them to obtain results on
the asymptotic behavior of eigenvalues for the corresponding self-adjoint operators on
these fractal-like spaces. Recently, it has become clear that there is a natural correspon-
dence between Besov spaces on d-sets and non-local regular Dirichlet spaces (1.2) and
(1.3) on these sets. For example, the re4ected stable processes in a Euclidean domain
studied in Bogdan et al. (2001) and the subordination of re4ecting Brownian motion
in a Euclidean domains studied in Farkas and Jacob (2001) and in Jacob and Schilling
(1999) are examples of processes associated with Dirichlet space of the form (1.2)
and (1.3).
Various results of Dirichlet forms have been shown on d-sets. Fukushima and
Uemura (2003) obtained capacitary inequalities on contractive Besov spaces including
F(). St>os (2000) and Kumagai (2002) deGned several stable-like processes on a d-set
F as a subordination of some nice di7usions on F or as the trace of the n-dimensional
Brownian motion on F and proved that the corresponding Dirichlet forms are compa-
rable. As a related work of Besov spaces on d-sets, Caetano (2000) and Farkas and
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Jacob (2001) study the question whether the space of smooth functions with compact
support in a Euclidean domain is dense in the Besov or Triebel-Lizorkin type spaces.
In the fractal context, the domains of local regular Dirichlet forms which correspond
to Brownian motions are shown to be function spaces of Besov and Lipschitz types
(see Jonsson, 1996; Kumagai, 2000; Pietruska-Paluba, 2000; Grigoryan et al., 2003).
There are also related work by Strichartz (2003) on relations between various function
spaces of HPolder-Zygmond, Besov and Sobolev types and by ZPahle (2001) studying
pseudo-di7erential operators through Riesz potentials on fractals.
The purpose of this paper is to establish a parabolic Harnack principle and to give
two-sided sharp estimate for the transition density function of Y . As a consequence,
we show that Y can be reGned to be a Feller process starting from every point in F .
Here is the main result of this paper.
Theorem 1.1. Suppose that F is a closed d-set satisfying
(B(x; r))6C2rd for every x∈F and r¿ 0: (1.5)
Then, for 0¡¡ 2, there is a Feller process Y on F associated with the Dirichlet
form (E();F()) on L2(F; ) and Y has a H9older continuous transition density func-
tion p(t; x; y). Furthermore, there are constants c2 ¿c1 ¿ 0 that depend only on n,
d, , and the constants C1 and C2 in (1.1), such that
c1 min
{
t−d=;
t
|x − y|d+
}
6p(t; x; y)6 c2 min
{
t−d=;
t
|x − y|d+
}
(1.6)
for all x; y∈F and 0¡t6 1. Moreover, except for the case of 0¡ = d¡ 2, the
constants c1 and c2 can be chosen to depend only on (n; d; ) and on the constants
(C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
It is known (cf. Jonsson and Wallin, 1984) that if F is a closed set satisfying (1.1)
then for every Gnite r0 ¿ 0, inequality (1.1) holds for every r6 r0, possibly with
di7erent values of C1 and C2. Hence any bounded d-set satisGes condition (1.5).
As an application of Theorem 1.1, we show the following.
Theorem 1.2. Under the assumption of Theorem 1.1, for every x∈F , P x-a.s., the
Hausdor< dimension of Y [0; 1] := {Yt : 06 t6 1} is min{; d}.
We remark that when F is the Euclidean closure of an open n-set in Rn, c(x; y) is
constant and  is the Lebesgue measure on Rn, the corresponding process Y is the
re4ected -stable process on F studied in Bogdan et al. (2001). In particular, when
F=Rn and  is the Lebesgue measure on Rn, Y is a symmetric -stable process in Rn.
Note that our results are applicable to Riemannian manifolds setting, since any compact
Riemannian manifold F can be embedded into a higher dimensional Euclidean space
Rn as a d-set.
The program of this paper is to study the two-sided heat kernel estimates for the pro-
cesses given by Dirichlet forms (1.2) and (1.3). For this, we Grst derive the on-diagonal
heat kernel estimates by establishing the Nash’s inequality in Section 3. We next
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establish various estimates on hitting probabilities and prove the parabolic Harnack
inequality in Section 4. The heat kernel estimates (1.6) then follows from these hitting
probability estimates and the parabolic Harnack inequality. We point out that if we
assume a priori that the transition density function p(t; x; y) of a symmetric Markov
process Y on F has estimate (1.6), then it is quite standard to show that the parabolic
Harnack inequality holds for Y and that parabolic harmonic functions of Y are HPolder
continuous (see the approach in Fabes and Stroock (1986)). Alternatively, using the
two-sided estimate (1.6), one can easily check that the tightness results in Section 4
holds and thus yield the parabolic Harnack inequality.
As mentioned previously, stable-like processes on a d-set also arise from di7usion
processes on fractal sets through subordination. For this connection, assume that there
exists a -symmetric conservative Feller di7usion {Bt}t¿0 on F which has a jointly
continuous symmetric transition density p(t; x; y) with the following estimates: there
are constants ci ¿ 0 for i = 1; 2; 3; 4, ds ¿ 0 and dw¿ 2 such that
c1t−ds=2 exp(−c2(|x − y|dw =t)1=(dw−1))6p(t; x; y)
6 c3t−ds=2exp(−c4(|x − y|dw =t)1=(dw−1)) for all 0¡t6 1 and x; y∈F: (1.7)
It is known that certain fractals such as Sierpinski gaskets and Sierpinski carpets admit
such di7usion processes. For 0¡s¡ 2=dw, let {t}t¿0 be the strictly s-stable subordi-
nator, i.e., it is a one dimensional non-negative L>evy process independent of {Bt}t¿0
with 0 = 0 and E[exp(−(t+s − s)] = exp(−ts) for all positive ; t and s. Then, as
it is shown in St>os (2000) and Kumagai (2002), the s-subordinated process Yt := Bt
of B is a -symmetric strong Markov process on F whose Dirichlet form has the form
of (1.2) and (1.3) with = sdw.
Harnack inequalities and two-sided heat kernel estimates for general stable-like pro-
cesses in Rd have only been studied very recently. Kolokoltsov (2000) obtained (1.6)
for certain stable-like processes in Rd. Bass and Levin (2002b) used a completely
di7erent approach to obtain a similar estimate and a parabolic Harnack inequality
for discrete time Markov chain on Zd where the conductance between x and y is
comparable to |x − y|−(d+) for 0¡¡ 2. In a closely related work, Bass and Levin
(2002a) established an elliptic Harnack inequality for stable-like processes in Rd. Later
Song and VondraTcek (2002) applied their technique to extend the Harnack inequality
to certain class of jump-type processes in Rd.
The approach of this paper is very much in4uenced by those in Bass and Levin
(2002a, b). However there are some new twists for stable-like processes on d-sets,
which also yield some new results even in the Rn case. For example, in general even
with F =Rn, the space C∞c (R
n) of smooth functions with compact support in Rn may
not be contained in the domains of the inGnitesimal generators of the processes con-
sidered in this paper and the processes may not be a semimartingale. In this sense, the
parabolic Harnack inequality established in Proposition 4.3 below extends the Harnack
inequality derived in Bass and Levin (2002a), whose result when applies to symmet-
ric process Y requires that c(x; y) in the Dirichlet form (1.3) of Y with F = Rn and
c(x; y) be of the form of f(x; y − x), where f(x; h) is an even function in h. That
extra assumption in c(x; y) enables them to write down the inGnitesimal generator of
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Y in terms of the principle value of an integral. In this paper, no such condition is
imposed on c(x; y).
In this paper, we use “:=” as a way of deGnition, which is read as “is deGned to be”
and “=:” means “is denoted by”. For two real numbers a and b, a ∧ b := min{a; b}.
For functions f and g, notation “f ≈ g” means that there exist constants c2 ¿c1 ¿ 0
such that c1g6f6 c2g. We will use c, with or without subscripts, to denote strictly
positive constants whose values are insigniGcant and may change from line to line.
For a set A ⊂ Rn, we will use diam(A) and dimH A to denote the diameter and the
Hausdor7 dimension of A, respectively.
2. Besov spaces on d -sets
In this section we recall the deGnitions and some basic properties of Besov spaces
on F . Throughout this section, F is a closed d-set in Rn, which can be unbounded.
For 0¡s¡ 1, the Besov space B2;2s (F) on F is deGned by
B2;2s (F) = {u: u is measurable on F; ‖u|B2;2s (F)‖¡∞}; (2.1)
where
‖u|B2;2s (F)‖ := ‖u‖L2(F;) +
(∫
F×F
|u(x)− u(y)|2
|x − y|d+2s (dx) (dy)
)1=2
: (2.2)
For each f∈L1loc(Rn) and x∈Rn, deGne
Rf(x) = lim
r↓0
1
m(B(x; r))
∫
B(x;r)
f(y) dy
if the limit exists, where m is the Lebesgue measure in Rn. It is well-known that the
limit exists quasi-everywhere in Rn with respect to the Newtonian capacity if n¿ 3
or logarithmic capacity if n = 2 and coincides with f(x) almost everywhere in Rn.
For each &¿ 0, denote by B2;2& (R
n) the classical Besov space on Rn (see Remark 2.2
below for its deGnition). The following trace theorem plays an important role in the
study of Besov spaces on d-sets (see, for instance, Chapters V and VI in Jonsson and
Wallin (1984) or Section 20 in Triebel (1997)).
Theorem 2.1. For 0¡s¡ 1, the trace operator TrF :f →Rf is a bounded linear
surjection from B2;2s+(n−d)=2(R
n) onto B2;2s (F) and it has a bounded linear right inverse
operator EF (which is called the extension operator in literature) so that TrF ◦ EF
is the identity map on B2;2s (F). The operator norm of the extension operator EF is
bounded by a constant that depends only on the constants C1 and C2 in (1.1).
Remark 2.2. (i) The last assertion of Theorem 2.1 is not explicitly stated in Jonsson
and Wallin (1984). However if following the proof there in Section V.1.3 carefully,
one sees easily that the operator norm of the extension operator EF is bounded by a
constant that depends only on the constants C1 and C2 in (1.1).
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(ii) Note that for &¿ 0 with integer k ¡&6 k + 1, the classical Besov space
B2;2& (R
n) is deGned to be
B2;2& (R
n) =

u∈Ck(Rn): ‖u‖B2; 2& :=
∑
06|j|6k
‖Dju‖2
+
∑
|j|=k
(∫
Rn
‖hDjf‖22
|h|n+2(&−k) dh
)1=2
¡∞

 ;
where for j = (j1; j2; : : : ; jn)∈Zn+, |j| =
∑n
k=1 jk and D
j = @|j|=@xj11 · · · @xjnn , h is the
di7erence operator so that for h∈Rn, (hf)(x)=f(x+h)−f(x), and ‖·‖2 denotes the
L2-norm in L2(Rn; m) (see, for instance, Section I.1.5 in Jonsson and Wallin, 1984). It
is known (cf. Section V.1.1 in Jonsson and Wallin, 1984) that when 0¡&¡ 1, norm
‖u‖B2; 2& is equivalent to ‖u |B
2;2
& (R
n)‖ deGned by (2.2) with F = Rn, and therefore
B2;2& (R
n) is the same as the space deGned by (2.1) with F = Rn. Furthermore, space
B2;2& (R
n) coincides with the classical Bessel potential space on Rn (also called the
fractional Sobolev space or the Liouville space); see, for instance, Jonsson and Wallin
(1984, Section I.1.5, p. 8).
Clearly F() in (1.2) is just B2;2=2(F) and by Theorem 2.1, it is easy to check that
(E(); B2;2=2(F)) is a regular Dirichlet space on L
2(F; ) (a detailed proof for this is
given, for instance, in Theorem 3 of St>os, 2000). We note that when F is the Euclidean
closure of an open n-set in Rn, c(x; y) is constant and  is the Lebesgue measure in
Rn, the associated process Y is a re4ected -stable process on F studied in Bogdan
et al. (2001). When F = Rn and  is the Lebesgue measure on Rn, Y is a symmetric
-stable process in Rn.
By the trace theorem stated in Theorem 2.1 above and the Adams’ embedding the-
orem for Besov space B2;2& (R
n) (see Theorem on p. 8 and Lemma 1 on p. 214 in
Jonsson and Wallin, 1984), the following Sobolev inequality holds on a d-set F when
0¡¡d ∧ 2:
‖u‖L2d=(d−)(F;)6 c‖u|B2;2=2(F)‖ for all u∈B2;2 (F); (2.3)
where c depends only on d, , and the constants C1 and C2 in (1.1). Using this
and the Varopoulos theorem (see Varopoulos (1985) or Corollary 2.4.3 in Davies
(1989)), one concludes that for 0¡¡d∧ 2, there is a Borel set N ⊂ F having zero
capacity with respect to (E(); B2;2=2(F)) so that the symmetric strong Markov process
Y () associated with (E(); B2;2=2(F)) in (1.2) and (1.3) has a density functions p
()
t (x; y)
with respect to the measure  for every x∈F\N and that the following upper bound
holds:
e−tp()t (x; y)6 ct
−d= for every t ¿ 0; x∈F\N; and for -a:e: x;∈F: (2.4)
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3. Nash inequality for Besov spaces on d -sets
Throughout this section, F is a closed d-set in Rn with 0¡d6 n. We will show that
the upper bound estimate (2.4) holds for the transition density function of Y () with
0¡d6 ¡ 2 as well. Note that the equivalence between the heat kernel on-diagonal
upper bound estimate (2.4) and the Sobolev inequality (2.3) holds only for ¡d∧ 2,
while it is known that (2.4) is equivalent to the Nash inequality 3.1 below for every
∈ (0; 2) and d∈ (0; n] (see Theorem 2.1 in Carlen et al., 1987). So we will establish a
Nash’s inequality for Besov space B2;2=2(F). In the case of ¿d, the Nash’s inequality
will be obtained by using Sobolev embedding theorem for Besov space on Rn, while
for the case of =d, it will be derived by using a combination of complex interpolation
method and probabilistic subordination technique.
Proposition 3.1. Suppose that d¡¡ 2. There exists a constant c¿ 0 that depends
only on n, d, , and the constants C1 and C2 in (1.1) such that
‖u‖2+2=dL2 6 c‖u|B2;2=2(F)‖2 · ‖u‖2=dL1 for all u∈B2;2=2(F); (3.1)
where ‖ · ‖Lp is the Lp-norm in Lp(F; ).
Proof. First we claim that, with d¡¡ 2, every function u in B2;2=2(F) is a continuous
function on F that vanishes at inGnity. Indeed, by Theorem 2.1, there is a bounded
extension operator from B2;2=2(F) into B
2;2
(n+−d)=2(R
n), while according to Theorem 2.8.1
in Triebel (1995), the following embedding holds:
B2;2(n+−d)=2(R
n) ⊂ C(−d)=2H (Rn): (3.2)
Here for 0¡&¡ 1,
C&H (R
n) =
{
u∈C(Rn): ‖u‖C& := sup
x∈Rn
|u(x)|+ sup
x =y
|u(x)− u(y)|
|x − y|& ¡∞
}
:
So B2;2=2(F) can be continuously embedded into the HPolder space C
(−d)=2
H (R
n). As
C∞c (R
n) is dense in B2;2(n+−d)=2(R
n) (see, e.g., Adams and Hedberg (1996, Theorem
4.1.3)) and the latter space can be continuously embedded into the HPolder space
C(−d)=2H (R
n) by (3.2), we have B2;2(n+−d)=2(R
n) ⊂ C∞(Rn), the space of continuous
functions vanishing at inGnity. It now follows from Theorem 2.1 that
B2;2=2(F) ⊂ C∞(F);
where C∞(F) is the space of continuous functions on F vanishing at inGnity.
Next we show that the Nash’s inequality holds. To simplify notations, set Q1(u) =
‖u|B2;2=2(F)‖2 for u∈B2;2=2(F). By (3.2) and Theorem 2.1, there is c1 ¿ 0 that depends
only on n, d, , and the constants C1 and C2 in (1.1) such that
|u(x)− u(y)|6 c1
√
Q1(u)|x − y|& for all u∈B2;2=2(F) and x; y∈F; (3.3)
where & = (− d)=2. Note that for u∈B2;2=2(F) ⊂ C∞(F), there is xu ∈F such that
|u(xu)|= ‖u‖∞ := max
x∈F
|u(x)|: (3.4)
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Without loss of generality, we may and do assume that ‖u‖∞ = 1. From (3.3), we
have
|u(xu)| − |u(y)|6 c1|xu − y|&
√
Q1(u):
So |u(y)|¿ 12 on the set {y∈F : |y − xu|¡ (2c1
√
Q1(u))−1=&}. Let r0 =
min{(2c1
√
Q1(u))−1=&; 1}. Then
Q1(u)¿
∫
B(xu;r0)
u(x)2 (dx)¿ 14 (B(xu; r0))¿
1
4 C1r
d
0 :
It follows that Q1(u)¿ c0, where c0 ¿ 0 is a constant that depends only on (c1; &; d),
which in turn depend only on (n; d; ). Hence it follows from the lower bound in (1.1),
‖u‖2L2¿ 14 ({y∈F : |y − xu|& ¡ (2c1
√
Q1(u))−1})¿ c2Q1(u)−d=(2&); (3.5)
where c2 = 14 C1(2c1)
−d=&. Now, with  = 2d=,
‖u‖2+4=L2 = ‖u‖2−4=L2 ‖u‖8=L2 6 ‖u‖2−4=L2 ‖u‖4=∞ ‖u‖4=L1
6 (c2Q1(u)−d=(2&))1−2=‖u‖4=L1 = c3Q1(u)‖u‖4=L1 :
Clearly c3 = c
1−2=
2 is a constant that depends only on n, d, , and the constants C1
and C2 in (1.1). This proves the proposition.
By Carlen et al. (1987, Theorem 2.1), Proposition 3.1 implies that the upper bound
estimate (2.4) holds when d¡¡ 2. However the proof in Proposition 3.1 breaks
down when d= . In Proposition 3.3 , we will show that the Nash’s inequality (3.1)
holds for the critical case d= ¡ 2 as well.
Recall that a Borel set N ⊂ F is called properly exceptional (with respect to Y ) if
(N ) = 0 and for every x∈F\N ,
P x(there is some t ¿ 0 such that Yt ∈N or Yt− ∈N ) = 0:
Theorem 3.2. For every 0¡¡ 2 and  = d, there exists a properly exceptional set
N of Y and a jointly measurable symmetric function p(t; x; y) on [0;∞)× F˜× F˜ such
that
Ex[f(Yt)] =
∫
F˜
p(t; x; y)f(y) (dy) for every x∈ F˜ and f¿ 0
and satis>es the Chapman–Kolmogorov equation
p(t + s; x; y) =
∫
F˜
p(s; x; z)p(t; z; y) (dz) for every s; t¿ 0 and x; y∈ F˜
and that
e−tp(t; x; y)6 ct−d= for every t ¿ 0 and x; y∈ F˜ ; (3.6)
where F˜ := F\N and c¿0 is a constant that depends only on n, d, , and the
constants C1, C2, C3 and C4 in (1.1) and (1.4), respectively. So when the process Y
is restricted on F˜ , p(t; x; y) is its transition density function.
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Proof. Using the Sobolev inequality (2.3) when ¡d and the Nash’s inequality when
d¡¡ 2 and by the same argument as those on p. 52 in Barlow (1998) (while using
Theorem 2 of Yan, 1988), one concludes that process Y () admits a properly exceptional
set N and such a jointly measurable symmetric function p(t; x; y) on [0;∞)×F˜×F˜ .
Now we show that the Nash’s inequality (3.1) and therefore (3.6) holds for the
critical case d = ¡ 2 as well, by using an interpolation method and a probabilistic
subordination technique. We will suppress ∼ from F˜ and write F˜ as F .
Proposition 3.3. For the case of 0¡d= ¡ 2, there exists c¿ 0 such that
‖u‖4L26 c‖u|B2;2=2(F)‖2 · ‖u‖2L1 for every u∈B2;2 (F): (3.7)
Proof. Fix some &∈ (; 2). It follows from the complex interpolation (see Jonsson and
Wallin, 1984),
B2;2=2(F) = [L
2(F); B2;2&=2(F)]1;
where 1= =&. Let WY (&) be the 1-subprocess of Y (&) on F associated with (E(&); B2;2&=2(F))
in (1.2) and (1.3) with & in place of  there. As d¡&¡ 2, it follows from Propo-
sition 3.1 and Theorem 3.2 that WY (&) has transition density function Wp(&)t (x; y) with
Wp(&)t (x; y)6 c1t−d=& for t ¿ 0. If we use WY to denote the process obtained from Y (&)
through 1-subordination, then the domain of the Dirichlet space of WY is B2;2=2(F) and
its E1-norm is equivalent to that of B
2;2
=2(F) (cf. Farkas and Jacob, 2001). Hence to
establish (3.7), it suXces to show (cf. Carlen et al., 1987, Theorem 2.1) that the heat
kernel Wpt(x; y) of WY has the upper bound c2t−1 for t6 1.
Let 2(t; z) be the density function for the 1-subordinator, i.e.,∫ ∞
0
e−z2(t; z) dz = e−t
1
for any ¿ 0:
Function 2 has the scaling property 2(t; z) = −1=12(t; −1=1z). It follows that for
0¡t6 1,
Wpt(x; y) =
∫ 1
0
Wp(&)s (x; y)2(t; s) ds+
∫ ∞
1
Wp(&)s (x; y)2(t; s) ds
6
∫ 1
0
Wp(&)s (x; y)t
−1=12(1; t−1=1s) ds+ c3
=
∫ t−1=1
0
Wp(&)t1=1r(x; y)2(1; r) dr + c3
6 c1
∫ t−1=1
0
(t1=1r)−d=&2(1; r) dr + c3
6 c1t−1
∫ ∞
0
r−d=&2(1; r) dr + c3:
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Here in the last inequality we used the fact that 1==& and that d=. As d¡&¡ 2,
2(1; r) is continuous and 2(1; r)6 c4r−1−1 for large r,∫ ∞
0
r−d=&2(1; r) dr ¡∞:
Thus we have proved that there is a constant c2 ¿ 0 such that Wpt(x; y)6 c2t−1 for
t6 1.
Since the Nash’s inequality holds for the critical case 0¡d = ¡ 2, we see that,
by exactly the same argument, Theorem 3.2 holds for 0¡d= ¡ 2 as well. In other
words, Theorem 3.2 holds for every 0¡¡ 2.
4. Heat kernel estimates
Throughout the remaining of this paper, we assume that F is a closed d-set in Rn
satisfying condition (1.5).
In this section, we will prove Theorem 1.1, the main theorem of this paper. For
notational convenience we will suppress the superscript () from Y () and E() when
there is no danger of confusions.
Our approach is motivated by the work of Bass and Levin (2002a, b) on stable-like
processes on Zn and on Rn. However there are some new twists for processes on
d-sets, as paper Bass and Levin (2002a) deals with stable-like processes on Rn, when
restricted to the symmetric processes case, requiring c(x; y) = f(x; y − x) and f(x; h)
be an even function in h, while paper Bass and Levin (2002b) is concerned about the
transition density function estimates for discrete time stable-like Markov chains on Zn.
To keep the exposition as transparent as possible, we Grst state three key propositions
that are needed to prove Theorem 1.1, followed by the proof of Theorem 1.1, and
then give proofs for these three propositions. Let p(t; x; y) be the transition density
function of Y on F˜ := F\N , where N is the properly exceptional set in Theorem 3.2.
Propositions 4.1–4.3 will imply the heat kernel estimate (1.6) of p(t; x; y) for x; y∈ F˜ .
In Theorem 4.14, we will show that such p(t; x; y) is jointly HPolder continuous in
(t; x; y) and therefore it can be extended continuously to [0;∞)×F ×F , which proves
Theorem 1.1. In the remaining of this section, we will suppress ∼ from F˜ and write
F˜ as F .
The Grst proposition is a tightness result for Yt . For a subset K ⊂ F , we let 4K :=
inf{t¿ 0: Yt ∈K} and 5K := inf{t¿ 0: Yt ∈ K} to denote the Grst entering and exiting
time of K by Y . We will use B(x; r) to denote a ball centered at x with Euclidean
radius r.
Proposition 4.1. For each r0 ¿ 0, A¿ 0 and 0¡B¡ 1, there exists 0¡6¡ 1 such
that for every 0¡r6 r0,
P x(5B(x;Ar) ¡6r)6B:
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Moreover, except for the case of 0¡ = d¡ 2, the constant 6 can be chosen to
depend only on (r0; A; B; n; d; ) and the constants (C1; C2; C3; C4) in (1.1), (1.5) and
(1.4), respectively.
The next proposition is an analogy of two inequalities in Proposition 4.7 and in the
proof of Theorem 5.2 in Bass and Levin (2002b).
Proposition 4.2. (i) For each a¿ 0, there exists c1 ¿ 0 such that
P x(4B(y;ar) ¡r)6 c1
(
r
|x − y|
)d+
for every r ∈ (0; 21=]: (4.1)
Moreover, except for the case of 0¡=d¡ 2, the constant c1 above can be chosen
to depend only on (a; n; d; ) and on the constants (C1; C2; C3; C4) in (1.1), (1.5) and
(1.4), respectively.
(ii) For each a; b¿ 0, there exists c2 ¿ 0 such that
P x(4B(y;ar) ¡r)¿ c2
(
r
|x − y|
)d+
(4.2)
for every r ∈ (0; 21=] and such that |x − y|¿ br. Moreover, except for the case of
0¡ = d¡ 2, the constant c2 above can be chosen to depend only on (a; b; n; d; )
and on the constants (C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
The last key proposition is a parabolic Harnack inequality. For this we need to
introduce space–time process Zs := (Vs; Ys), where Vs=V0 + s. The Gltration generated
by Z satisfying the usual condition will be denoted as {F˜s; s¿ 0}. The law of the
space–time process s →Zs starting from (t; x) will be denoted as P(t; x). We say that a
non-negative Borel measurable function q(t; x) on [0;∞)×F is parabolic in a relatively
open subset D of [0;∞) × F if for every relatively compact open subset D1 of D,
q(t; x) = E(t; x)[q(Z5D1 )] for every (t; x)∈D1, where 5D1 = inf{s¿ 0: Zs ∈ D1}.
For each R0 ¿ 0, we denote 6R0 := 6(R0;
1
2 ;
1
2 )¡ 1 the constant in Proposition 4.1
corresponding to r0 = R0 and A= B= 12 . For t6 1 and r6R0, we deGne
QR0 (t; x; r) := [t; t + 6R0r
]× B(x; r):
Proposition 4.3. For every R0 ¿ 0, 0¡6 6R0 , there exists c¿ 0 such that for every
z ∈F , 0¡R6R0 and every non-negative function q on [0;∞)× F that is parabolic
and bounded on [0; 36R0R
]× B(z; R),
sup
(t;y)∈QR0 (R; z; R=3)
q(t; y)6 c inf
y∈B(z; R=3)
q(0; y):
Moreover, except for the case of 0¡= d¡ 2, the constant c above can be chosen
to depend only on (R0; ; n; d; ) and on the constants (C1; C2; C3; C4) in (1.1), (1.5)
and (1.4), respectively.
Remark 4.4. Note that the parabolic Harnack inequality implies the elliptic Harnack
inequality.
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It is easy to see the following.
Lemma 4.5. For each t0 ¿ 0 and x0 ∈F , q(t; x):=p(t0−t; x; x0) is parabolic on [0; t0)×F .
Proof. For every (t; x)∈ [0; t0)×F and 0¡r¡s¡ t0−t, we have by Markov property
of Y ,
E(t; x)[q(Zs)|F˜r] = Ex[p(t0 − t − s; Ys; x0)|Fr] = EYr [p(t0 − t − s; Ys−r ; x0)]
=
∫
F
p(s− r; Yr; z)p(t0 − t − s; z; x0) d(z) = p(t0 − t − r; Yr; x0) = q(Zr);
where Zs = (t + s; Ys). So {q(Zs); F˜s; 06 s¡ t0 − t} is a P(t; x)-martingale for every
(t; x)∈ [0; t0) × F and hence it is parabolic on [0; t0) × F as it is shown in the last
section that q(s; y)6 c(t0 − s)−d=.
We now give the proof of Theorem 1.1 by assuming Propositions 4.1–4.3.
Proof of Theorem 1.1 (Upper bound): Let = |x− y|. By Theorem 3.2, we only need
to consider the case that ¿ t1=. Let t0 = (1 + 61)t. By Proposition 4.2(i),∫
B
(
y; 13 t
1=
) p(t0; x; z) (dz)6P x
(
Ys hits ball B
(
y;
t1=0
3(1 + 61)1=
)
by time t0
)
6 c1
t1+d=
d+
: (4.3)
Set q(s; z) := p(t0− s; z; x)=p(t0− s; x; z). By Lemma 4.5, q is parabolic in [0; t0)×F .
It follows from (4.3) and the fact that (B(y; t1==3))¿ c2td=,
inf
z∈B
(
y; 13 t
1=
) q(0; z) = inf
z∈B
(
y; 13 t
1=
)p(t0; x; z)6 c3td+ :
Now by Proposition 4.3 with R0 = 1 and = 61,
p(t; x; y) = q(61t; y)6 sup
(s; z)∈Q1
(
61t;y;
1
3 t
1=
)q(s; z)6 c4 inf
z∈B
(
y; 13 t
1=
) q(0; z)6 c5td+
and the proof is completed.
To prove the lower bound, we need the following lemma, which corresponds to
Proposition 5.1 of Bass and Levin (2002b).
Lemma 4.6. There exist c1; c2 ¿ 0 such that
p(t; x; y)¿ c2t−d=
for all 0¡t6 1 and x; y∈F with |x− y|6 c1t1=. Moreover, except for the case of
0¡= d¡ 2, the constants c1 and c2 can be chosen to depend only on (n; d; ) and
on the constants (C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
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Proof. By Proposition 4.1, there exists c3 ¿ 1 such that
P x
(
sup
s6t
|Ys − x|¿c3t1=
)
6 1=2 for all 0¡t6 1:
On the other hand, using the upper bound in Theorem 3.2, there exist 0¡c4 ¡c3=2
such that
P x(Yt ∈B(x; c4t1=))6 1=4 for all 0¡t6 1:
Thus, if we set E(t) = B(x; c3t1=)\B(x; c4t1=), then
P x(Yt ∈E)¿ 1=4 for all 0¡t6 1:
Now for an arbitrary but Gxed t ∈ (0; 1], deGne t0 = (1− 61)t. Applying to above with
t0 in place of t yields p(t0; x; z)¿ c6t
−d=
0 for some z ∈E(t0), since (E(t0))6 c5td=0 .
Now applying Proposition 4.3 with R0=1 and =61 to the parabolic function q(s; ·) :=
p(t − s; x; ·), we have that for all y with |y − x|¡c1t1=0 , where c1 := (61=4)1=,
p(t; x; y)¿ inf
w∈B(x;c1t1=0 )
q(0; w)¿ c5 sup
(s;w)∈Q1(61t0 ; x;c1t1=0 )
q(s; w)
¿ c5p(t0; x; z)¿ c2t−d=;
where c2 := c4c5(1− 61)−d=.
Proof of Theorem 1.1 (Lower bound): Due to Lemma 4.6, it is enough to prove the
theorem for |x − y|¿ c2t1=. By Proposition 4.1, starting at z ∈B(y; t1=), there is a
positive probability (independent of z and t) such that the process Y does not move
more than c1t1= by time t. Thus, by Proposition 4.2 (ii) and the strong Markov property
of Y ,
P x(Yt ∈B(y; c3t1=))¿ c4 t
1+d=
|x − y|d+ :
Applying above with t0 = (1− 61)t in place of t, we have
P x(Yt0 ∈B(y; c5t1=))¿ c6
t1+d=
|x − y|d+ :
As (B(y; c5t1=))6 c7td=, the above implies p(t0; x; z)¿ c8t=|x − y|d+ for some z ∈
B(y; c5t1=). By applying Proposition 4.3 as in the proof of Lemma 4.6, we obtain the
desired result.
Thus we have proved estimate (1.6) for x; y∈ F˜ . The HPolder continuity of p(t; x; y)
will be proved in Theorem 4.14.
In the remaining of this section, we are going to prove Propositions 4.1–4.3.
Recall that since Y is a symmetric strong Markov process on F , its jump behavior
is described by a pair (N;H), a LAevy system of Y , in which N is a kernel from
(F;B(F)) to itself satisfying N (x; {x}) = 0 for any x∈F , and H a positive contin-
uous additive functional of Y with bounded 1-potential, such that for any positive
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B(E × E)-measurable function F , the dual predictable projection (or compensator) of
the homogeneous random measure
2(!; dt) :=
∑
s¿0
F(Ys−(!); Ys(!))1{Ys−(!)=Ys(!)};s(dt) (4.4)
is
∫ ·
0 NF(Ys) dHs, where NF(x) :=
∫
E
N (x; dy)F(x; y). Here ;s is the unit point mass
at s. Let H denote the Revuz measure of H . Then it is known (see, for example,
Appendix A.3 of Fukushima et al. (1994)) that J (dx; dy) := 12 H (dx)N (x; dy) is the
jump measure in the Beurling–Deny decomposition of the Dirichlet form for Y and
therefore
H (dx)N (x; dy) =
c(x; y)
|x − y|d+ (dx)(dy):
So one can take N (x; dy) = (c(x; y)=|x − y|d+)(dy) and Ht = t as a L>evy system
for Y .
Lemma 4.7. Let f be a non-negative measurable function on R+ × F × F , vanishing
on the diagonal. Then for every t¿ 0, x∈F and predictable stopping time T of
{Ft}t¿0,
xEx
[∑
s6T
f(s; Ys−; Ys)
]
= Ex
[ ∫ T
0
∫
F
c(Ys; y)f(s; Ys; y)
|Ys − y|d+ d(y) ds
]
:
Proof. By the L>evy system, the lemma holds for f(t; x; y) of the form 1[a;b)f0(x; y)
for some 06 a6 b and measurable f0¿ 0. Using monotone class theorem, the lemma
holds for general measurable f on R+ × F × F .
Proof of Proposition 4.1. We divide this long proof into several steps.
Step 1: First of all, note that it is enough to consider the case t0¿ 1. For ∈ (0; 1],
deGne measure () on −1F := {−1x: x∈F} by
()(A) = −d(A) for every A ⊂ −1F: (4.5)
Clearly () is a d-measure on −1F satisfying (1.1) and (1.5) with the same constants
C2 ¿C1 ¿ 0 since 6 1. By somewhat abusing the notations a little bit, it is easy to
check that Y () := {−1Yt ; t¿ 0} is an ()-symmetric Hunt process on −1F whose
Dirichlet form is (E(); B2;2=2(
−1F)), where
E()(u; u) =
1
2
∫
−1F×−1F
c(x; y)(u(x)− u(y))2
|x − y|d+ 
()(dx) ()(dy)
for u∈B2;2=2(−1F): (4.6)
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Note that for u∈B2;2=2(−1F), by a change of variable, f(x) := u(−1x)∈B2;2=2(F) and
E()(u; u) = −dE(f;f); (4.7)
‖u‖L1(−1F;()) = −d‖f‖L1(F;) and ‖u‖L2(−1F;()) = −d=2‖f‖L2(F;): (4.8)
Recall that for each s¿ 0, E()s (u; u) := E()(u; u) + s
∫
−1F |u(y)|2 ()(dy). Note that
by the equivalence of the heat kernel upper bound estimate in Theorem 3.2 with the
Nash’s inequality (3.1) (see Carlen et al., 1987, Theorem 2.1),
‖f‖2+2=dL2(F;)6 c1E1(f;f)‖f‖2=dL1(F;) for every f∈B2;2=2(F):
Thus we have by (4.7) and (4.8) that for every ¿ 0 and u∈B2;2=2(−1F),
‖u‖2+2=dL2(−1F;())6 c1(E()(u; u) + ‖u‖2L2(−1F;()))‖u‖2=dL1(−1F;())
6 c1E
()
 (u; u)‖u‖2=dL1(−1F;()): (4.9)
In other words, the Nash inequality (4.9) holds for (E(); B2;2=2(
−1F)) with a universal
constant c1 for every ¿ 0.
Step 2: Consider the ()-symmetric Hunt process X () on −1F associated with the
Dirichlet form (C()1 ; B
2;2
=2(
−1F)), where
C()(u; u) =
1
2
∫
{(x;y)∈−1F×−1F :|x−y|61}
c(x; y)(u(x)− u(y))2
|x − y|d+
×()(dx)()(dy): (4.10)
Note that for u∈B2;2=2(−1F),
06E()(u; u)− C()(u; u)
=
1
2
∫
{(x;y)∈−1F×−1F :|x−y|¿1}
c(x; y)(u(x)− u(y))2
|x − y|d+ 
()(dx) ()(dy)
6 c
∫
−1F
u(x)2
(∫
{y∈−1F :|y−x|¿1}
|x − y|−d− ()(dy)
)
()(dx)
6 c
∫
−1F
u(x)2 ()(dx); (4.11)
where c¿ 0 is a constant independent of ¿ 0. This, together with (4.9), implies that
there is a constant c2 ¿ 0 such that for every ¿ 0 and u∈B2;2=2(−1F),
‖u‖2+2=dL2(−1F;())6 c2C
()
+c(u; u)‖u‖2=dL1(−1F;()):
So by Theorem 2.1 in Carlen et al. (1987), there is a constant c¿ 0 such that for
every ¿ 0, the transition density function p()(t; x; y) of X () with respect to measure
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() has an upper bound
p()(t; x; y)6 ct−d=e(
+c)t for every x; y∈ −1F and t ¿ 0:
By Theorem 3.25 of Carlen et al. (1987), we can get the following o7-diagonal estimate
of p()(x; y): there is a constant c3 ¿ 0, independent of ¿ 0, such that
p()(t; x; y)6 c3t−d=e−E(2t; x;y)+(
+c)t for t ¿ 0 and x; y∈ −1F; (4.12)
where
E(t; x; y) := sup{| (x)−  (y)| − t?( )2: ?( )¡∞}
with
?( )2 := max{‖e−2 @(e ; e )‖∞; ‖e2 @(e− ; e− )‖∞};
@(e ; e )(x) :=
1
2
∫
{y∈−1F :|y−x|61}
c(x; y)(e (x) − e (y))2
|x − y|d+ 
()(dy):
Now for any x = y in −1F , take  ∈C1c (−1F) ⊂ B2;2=2(−1F) with ‖∇ ‖∞6 1 such
that  () = B · (− x) for |− x|6 2|y − x| with B= (y − x)=|y − x|. Then
e−2 ()@(e ; e )()
=
1
2
∫
{2∈−1F :|2−|61}
c(; 2)(e (2)− () − 1)2
|− 2|d+ 
()(d2)
6
∫
{2∈−1F :|2−|61}
c
|− 2|d+−2 
()(d2)
6 c;
where c∈ (0;∞) is a constant that is independent of ¿ 0 and x; y∈ −1F . Similarly,
the same bound holds with − in place of  . On the other hand,
 (y)−  (x) = |x − y|:
Hence it follows from (4.12) that there are constants c4; c5 ¿ 0 independent of ¿ 0
such that
p()(t; x; y)6 c4t−d=e−|x−y|+(c5+
)t for t ¿ 0 and x; y∈ −1F: (4.13)
Step 3: It follows from (4.13) that for t ∈ [ 14 ; t0] and ¿ 0,
P x(|X ()t − x|¿ )
=
∫
{y∈−1F :|y−x|¿}
p()(t; x; y)()(dy)6 ce−(=2)+(c5+
)t0 : (4.14)
Z.-Q. Chen, T. Kumagai / Stochastic Processes and their Applications 108 (2003) 27–62 43
DeGne 4 := inf{t¿ 0: |X ()t − X ()0 |¿ }. Then by (4.14) and the strong Markov
property of X (),
P x(46 t0=2)
6P x(46 t0=2 and |X ()t0 − x|6 =2) + P x(|X ()t0 − x|¿=2)
6P x(46 t0=2 and |X ()t0 − X ()4 |¿=2) + ce−(=4)+(c5+
)t0
6
∫ t0=2
0
Ex[PX
()
s (|X ()t0−s − X ()0 |¿=2); 4 ∈ ds] + ce−(=4)+(c5+
)t0
6 ce−(=4)+(c5+
)t0 :
Here in the second and the last inequalities, we used (4.14). By the strong Markov
property of X (), for every ¿ 0,
P x
(
sup
s6t0
|X ()s − X ()0 |¿
)
6P x(46 t0=2) + P x(t0=2¡46 t0)
6 ce−(=4)+(c5+
)t0 + P x(4=26 t0=2) + Ex[P
X ()t0 =2 (4=26 t0=2)]
6 ce−(=8)+(c5+
)t0 : (4.15)
The constant c¿ 0 above is independent of ¿ 0, x∈ −1F and ¿ 0.
Step 4: We now transfer the tightness result obtained in (4.15) for X () to process
Y (). Note that for u; v∈B2;2=2(−1F),
E()(u; v)
=C()(u; v)+
1
2
∫
{(x;y)∈−1F×−1F :|x−y|¿1}
c(x; y)(u(x)−u(y))(v(x)−v(y))
|x−y|d+
×()(dx) ()(dy)
=C()(u; v)−
∫
−1F
B()u(x)v(x) ()(dx);
where
B()u(x) :=
∫
{y∈−1F :|x−y|¿1}
(u(y)− u(x)) c(x; y)|x − y|d+ 
()(dy): (4.16)
It follows that, if we use L() and A() to denote the L2-inGnitesimal generator of
Y () and X () respectively, then (cf. Fukushima et al., 1994) Dom(L())=Dom(A())
and
L() =A() +B():
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For u∈L2(−1F; ()), by Cauchy–Schwarz inequality,
‖B()u‖2L2(−1F;())
6
∫
−1F
(∫
{y∈−1F :|x−y|¿1}
c(x; y)(u(y)− u(x))2
|x − y|d+ 
()(dy)
)
×
(
sup
x∈−1F
∫
{y∈−1F :|x−y|¿1}
c(x; y)
|x − y|d+ 
()(dy)
)
()(dx)
6 c
∫
{(x;y)∈−1F×−1F :|x−y|¿1}
c(x; y)(u(x)− u(y))2
|x − y|d+ 
()(dx) ()(dy)
6 c6
∫
−1F
u(x)2 ()(dx);
where in the last inequality we used (4.11). Here c6 ¿ 0 is a constant that is indepen-
dent of ¿ 0 and u∈L2(−1F; ()). Denote by {Q()t ; t¿ 0} the transition semigroup
of X () and deGne
S0(t) = Q
()
t and Sk(t) =
∫ t
0
Sk−1(s)B()Q
()
t−s ds for k¿ 1: (4.17)
It is easy to see by using induction that each Sk(t) is a bounded linear operator on
L2(−1F; ()) with operator norm ‖Sk(t)‖2;26 (c6t)k =k!. Hence
∑∞
k=0 Sk(t)=:P
()
t de-
Gnes a bounded linear operator on L2(−1F; ()). In fact by the proofs for Lemma 2.1,
Theorems 3.2 and 3.6 in Leviatan (1972), {P()t ; t¿ 0} is a strongly continuous semi-
group on L2(−1F; ()) whose inGnitesimal generator is A()+B()=L(). (Note that
although the framework in Leviatan (1972) is for semigroups on space of continuous
functions vanishing at inGnite, its proof works for L2-semigroups. See also Theorems
4.10.2 and 4.10.3 in Ethier and Kurtz (1986).) Hence {P()t ; t¿ 0} is the semigroup
for process Y ().
On the other hand, there is a constant c7 ¿ 0 that is independent of ¿ 0 such that
‖B()u‖∞6 c‖u‖∞ sup
x∈−1F
∫
{y∈−1F :|x−y|¿1}
1
|x − y|d+ 
()(dy)6 c7‖u‖∞
for all bounded function u. Hence by reduction it is easy to show that each Sk(t) is a
bounded linear operator on L∞(−1F; ()) with operator norm ‖Sk(t)‖∞;∞6 (c7t)k =k!.
Hence P()t is also the limit of
∑m
k=0 Sk(t) as m→∞ with respect to the operator norm
in L∞(−1F; ()). In particular, for any bounded function f on −1F ,
‖P()t f − Q()t f‖∞6
∞∑
k=1
(c7t)k
k!
‖f‖∞6 c7tec7t‖f‖∞:
It follows that there is a constant c8 ¿ 0 that depends on t0, but is independent of
¿ 0 such that for ()-a.e. x in −1F , every t6 t0 and ¿ 0,
P x(|Y ()t − x|¿)6P x(|X ()t − x|¿) + c8t: (4.18)
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As x → P x(|Y ()t − x|¿) is a quasi-continuous function with respect to the process
Y (), by looking at rational ¿ 0 and rational t ¿ 0 Grst, we conclude that there is
a properly exceptional set N () of Y () such that (4.18) holds for all ¿ 0 and for
x∈ −1F\N (). Now, we take ∈ (0; 1]. Applying the same argument as that in Step 3,
we conclude there are positive constants c9; c10 that depend on t0, but are independent
of ∈ (0; 1] such that for x∈ −1F\N (),
P x
(
sup
s6t
|Y ()s − x|¿
)
6 c9e−c10 + c9t for every ¿ 1 and t6 t0: (4.19)
As Y ()t = −1Yt , N () is an exceptional set of Y and so by enlarge the properly
exceptional set N in Theorem 3.2 if necessary, we may assume (cf. Fukushima et al.,
1994)
N ⊃
⋃
∈Q∩(0;1]
N ():
Recall that F here is taken to be F\N , so (4.19) implies that for every x∈F , ∈Q∩
(0; 1] and ¿ 1,
P x
(
sup
s6t
|Ys − x|¿
)
6 c9e−c10 + c9t for every ¿ 1 and t6 t0: (4.20)
Clearly by the continuity in , the above holds for every ∈ (0; 1] as well.
Step 5: For r0 ¿ 0, A¿ 0 and B∈ (0; 1), we choose ¿Ar0 and s0 ¡ (r0 =2) ∧ r0
so that c9e−c10 + c9s0 ¡B and therefore by (4.20),
P x
(
sup
s6s0
|Ys − x|¿ 
)
6B for every 0¡6 1:
Now for r ∈ (0; r0], letting = Ar=, we have
P x
(
sup
s66r
|Ys − x|¿Ar
)
6B;
where 6= s0A=. This proves Proposition 4.1. Keeping a carefully track of the con-
stants appeared in the above argument, we see that, except for the case of 0¡=d¡ 2,
the constant 6 above can be chosen to depend only on (A; B; n; d; ) and on the constants
(C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
We now turn to the proof of Proposition 4.2. In order to bound P x(Yt0 ∈B(y; at1=0 ))
for 0¡t06 2, it is convenient to look at Wt :=Y
(t1=0 )
t = t
−1=
0 Yt0t and to estimate
P x(W1 ∈B(y; a)) for x; y∈ t−1=0 F . Set 0 := t1=0 . The Dirichlet form corresponding
to {Wt} is (E(0); B2;2=2(−10 F)) deGned by (4.6).
Fix ¿ 0 and deGne
C(0 ; )(u; u) =
1
2
∫
{(x;y)∈−10 F×−10 F :|x−y|61=6}
c(0x; 0y)(u(x)− u(y))2
|x − y|d+
×(0)(dx) (0)(dy): (4.21)
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Let Qt :=Q
(0 ; )
t be the transition semigroup corresponding to the Dirichlet form
(C(0 ; ); B2;2=2(
−1
0 F)). DeGne operator B := B
(0)
 by
B
()
 u(x) :=
∫
{y∈−10 F :|x−y|¿1=6}
(u(y)− u(x)) c(0x; 0y)|x − y|d+ 
(0)(dy): (4.22)
If we use A(0) to denote the inGnitesimal generator of (C
(0 ; ); B2;2=2(
−1
0 F)) then the
inGnitesimal generator of {Wt} is A(0) +B(0) (see Step 4 in the proof of Proposition
4.1).
Let K be the smallest integer greater than 6(d+ )= and set
an := 1=2+n=4K :
We say that a function g∈L(y; n; c) for some y∈ −10 F if
|g(z)|6 c
{
1
d+
+
1
|z − y|d+ 1B(y;an)c(z) + H (z)
}
for every z ∈ −10 F;
where H is a non-negative function supported in B(y; an) with ‖H‖1 + ‖H‖∞6 1. To
prove Proposition 4.2(i), we prepare the following lemma, which is a d-set version
of Proposition 4.4 and Lemma 4.5 in Bass and Levin (2002b). Note that we change
several exponents from the original proof of Bass and Levin (2002b) (for instance,
1=6 in (4.21) and (4.22) corresponding to E = D1=2 in Bass and Levin, 2002b). This
is because our estimates (4.13) and (4.15) are weaker than the corresponding results
in Proposition 2.4 and 2.5 of Bass and Levin (2002b).
Lemma 4.8. (i) For each t6 1,
‖Qtf‖16 ‖f‖1; ‖Qtf‖∞6 ‖f‖∞: (4.23)
There is a constant c¿0 that depends only on the constants (C1; C2; C3; C4) in (1.1),
(1.5) and (1.4) such that
‖Bf‖16 c=6 ‖f‖1; ‖Bf‖∞6
c
=6
‖f‖∞: (4.24)
(ii) Suppose that ¿ 44K , where K is the smallest integer greater than 6(d+)=.
There exists c1 ¿ 0 such that if g∈L(y; n; c) for some y∈ −10 F , c¿ 0 and n¿ 1,
then Bg∈L(y; n+1; c1c) and Qsg∈L(y; n+1; c1c) for each s6 1. Moreover, except
for the case of 0¡=d¡ 2, the constant c1 can be chosen to depend only on (n; d; )
and on the constants (C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
Proof. Since Qt is a symmetric Markovian semigroup, it is clear that (4.23) holds. As∫
{y∈−10 F :|y−x|¿1=6}
c(0x; 0y)
|x − y|d+ 
(0)(dy)6 c−=6; (4.25)
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the second inequality of (4.24) holds. To get the Grst inequality of (4.24), note that
by the triangle inequality and the symmetry of function c(x; y),∫
−10 F
|Bf(x)|(0)(dx)
6 2
∫
−10 F
|f(x)|(0)(dx)
∫
{y∈−10 F :|y−x|¿1=6}
c(0x; 0y)
|x − y|d+ 
(0)(dy)
6 2c−=6‖f‖1;
where in the last inequality we used (4.25) and Fubini theorem. This proves the Part
(i) of the lemma.
We now prove Part (ii) of this lemma. By (4.23) and (4.24), ‖B(−(d+))‖∞6
c1−(d+) and the same bound holds with Qt in place of B. Set v(z)=1B(y;an)c(z)=|z−
y|d+ for some y∈ −10 F . As ¿ 44K , ‖v‖1 + ‖v‖∞6 c2 for some constant c2 ¿ 0
that is independent of n and . DeGne
J0(z) := 1B(y;an+1)(z)|B(v+ H)(z)|
and J (z) := J0(z)=(‖J0‖1+‖J0‖∞). By (4.24), ‖J0‖1+‖J0‖∞ is bounded by a constant
independent of n and  and J is a non-negative function supported on B(y; an+1) with
‖J‖1 + ‖J‖∞6 1. The same argument holds for Qt in place of B.
It remains to estimate 1B(y;an+1)c(z)|Bv(z)| and 1B(y;an+1)c(z)|BH (z)|. Note that for
|z − y|¿ an+1,
|Bv(z)|6
∫
{w∈−10 F :|w−z|¿1=6}
c3v(w)
|w − z|d+ 
(0)(dw)
+
∫
{w∈−10 F :|w−z|¿1=6}
c3v(z)
|w − z|d+ 
(0)(dw): (4.26)
The second term is clearly bounded by c4v(z). We thus consider the Grst term. Let
C := {w∈ −10 F : |w − z|¿ |w − y|}. If w∈C, it follows from planar geometry that
|w − z|¿ |y − z|=2. Hence∫
{w∈C : |w−z|¿1=6}
v(w)
|w − z|d+ 
(0)(dw)
6
∫
{w∈C : |w−z|¿1=6}
1
|w − z|d+
1
|w − y|d+ 
(0)(dw)
6
c
|y − z|d+
∫
{w∈−10 F :|w−y|¿1=6}
1
|w − y|d+ 
(0)(dw)
6
c
|y − z|d+ :
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If w∈Cc, then |w−y|¿ |y− z|=2 so we get a similar bound. Combining these results
yields that
1B(y;an+1)c(z)|Bv(z)|6 c1B(y;an+1)c(z)v(x):
Recall that as ¿ 44K , an+1¿ 4an. For |BH (z)| with |z − y|¿ an+1, we have (4.26)
with v replaced by H and the second term is 0 since H is supported in B(y; an).
For the Grst term, since |w − y|6 an6 an+1=26 |z − y|=2, it follows that |w − z|¿
|z − y| − |y − w|¿ |z − y|=2 and so∫
B(y;an)
H (w)
|w − z|d+ 
(0)(dw)6
c‖H‖1
|z − y|d+ 6
c
|z − y|d+ :
This says that
1B(y;an+1)c(z)|BH (z)|6 c1B(y;an+1)c(z)v(x):
So we have proved that there is c1, independent of , such that for any g∈L(y; n; c),
Bg∈L(y; n+ 1; c1c).
Finally, we examine Qtv(z) and QtH (z) when |z − y|¿ an+1. Write
Qtv(z) =
∫
{w∈−10 F :|z−w|6an+1=2}
v(w)Qt(z; dw)
+
∫
{w∈−10 F :|z−w|¿an+1=2}
v(w)Qt(z; dw); (4.27)
where Qt(z; dw) is the transition measure for Qt . For |z−y|¿an+1 and |z−w|6 an+1=2,
we have |w − y|¿ |z − y|=2. For such w, v(w)6 c5=|z − y|d+, so that the Grst term
in (4.27) is bounded by
c5
|z − y|d+
∫
−10 F
Qt(z; dw)6
c5
|z − y|d+ :
Let X (0 ; ) be the symmetric Markov process on −10 F associated with the Dirichlet
form (C(0 ; ); B2;2=2(
−1
0 F)). By deGnition, we see that X
(0 ; )
t and 1=6X
(01=6)
t==6 have the
same distribution. Thus, using v(w)6 a−d−n 6 c6, the second term in (4.27) is less
than or equal to
c6
∫
{w∈−10 F :|z−w|¿an+1=2}
Qt(z; dw)
6 c6P z(|X (0 ; )t − z|¿ an+1=2)
= c6P
−1=6z(|X (01=6)t==6 − −1=6z|¿ an+1=(21=6))
6 c7 exp(−c8(an+1=1=6) + c + (01=6))
6 c9 exp(−c8(1=3)+(n+1)=(4K) + c10=6);
Z.-Q. Chen, T. Kumagai / Stochastic Processes and their Applications 108 (2003) 27–62 49
where we apply (4.15) in the second inequality (note that t==66 1) and use the
fact  = t06 2 in the last inequality. Since 0¡¡ 2, the last term is less than
c9 exp(−c111=3)6 c12−d− when  is large. Combining these estimates proves the
result for Qtv(z). The estimate for QtH (z) when |z−y|¿ an+1 goes in the same way.
We have (4.27) with v replaced by H and the Grst term is 0 since H is supported in
B(y; an) and an+1¿ 4an. The second term can be estimated in the same way as that
of v and the result is obtained.
Proof of Proposition 4.2. We Grst prove (i). Recall that Wt = −10 Y0t . We claim that
there exists c0¿0 such that
P x(W1 ∈B(y; 1))6 c0=|x − y|d+for every x; y∈ −10 F: (4.28)
To prove this, let  = |x − y|. Since the result is clear for ¡0 := 44K , we assume
that ¿ 0. Here K is the smallest integer that is greater than 6(d + )=. Let f =
1B(y;1), then clearly there exists c¿ 0 such that f∈L(y; 1; c). Thus, by Lemma 4.8(ii),
Qtf∈L(y; 2; c1c) for all t6 1. Set, as in (4.17),
S0(t) := Qt; S1(t) :=
∫ t
0
QsBQt−s ds and
Sk+1(t) :=
∫ t
0
Sk(s)BQt−s ds for k¿ 1:
Since Q1f∈L(y; 2; c1c) and |x − y| = ¿a2, we have |S0(1)f(x)|¡c−d−. By
Lemma 4.8(ii), QsBQt−sf∈L(y; 4; c31c) for each 06 s6 1 so that |QsBQt−sf(x)|6
c−d− (note that an6  for all n6 2K).
Integrating over s6 t, we have |S1(t)f(x)|6 c−d−. Again by Lemma 4.8(ii),
QrBQs−rBQt−sf∈L(y; 6; c51c)
and therefore |QrBQs−rBQt−sf(x)|6 c−d−. Integrating over r and s, we have
|S2(t)f(x)|6 c−d−. Continuing in this way, we have
|Sn(1)f(x)|6 c2(n)−d− for every n6K: (4.29)
On the other hand, by Lemma 4.8(i), ‖B‖∞;∞6 c3−=6. Increase the value of 0
if necessary so that c3
−=2
0 ¡
1
2 . We have by induction that for ¿ 0
‖Sn(1)f‖∞6 (c3==6)n:
Consequently,
∞∑
n=K
|Sn(1)f(x)|6 c=K=66 c4−d−: (4.30)
As mentioned in the Step 4 in the proof of Proposition 4.1, if we set P(0)t =∑∞
k=0 Sk(t), then {P(0)t } is the semigroup corresponding to {Wt}. By (4.29) and (4.30),
we have
|P(0)1 f(x)|6
(
K∑
n=0
c2(n) + c4
)
−d− = c5−d−;
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which proves (4.28). Since Wt = −10 Y0t and 0 = t
1=
0 , (4.28) can be written as
P x(Yt0 ∈B(y; t1=0 ))6 c0
(
t1=0
|x − y|
)d+
for every x; y∈F: (4.31)
Now we prove (4.1). Since we can cover B(y; at1=0 ) by a Gnite number (which depends
only on a and the dimension d) of balls of the form B(z; t1=0 ), it is enough to prove it
when a=1. Further, there is nothing to prove unless =t1=0 is large where = |x− y|.
DeGne for t06 2
A := {Yt hits B(y; t1=0 ) before t0} and C :=
{
sup
t6t0
|Ys − Y0|6 c6t1=0
}
:
By Proposition 4.1, P x(C)¿ 12 if c6 is large enough (note that c6 does not depend on
t0 as long as t06 2). By the strong Markov property,
P x(Yt0 ∈B(y; (1 + c6)t1=0 ))¿Ex[PYS (C);A]¿ 12 P x(A); (4.32)
where S := inf{t¿ 0: Yt ∈B(y; t1=0 )}. As before, ball B(y; (1+c6)t1=0 ) can be covered
by a Gnite number (which depends only on c6 and d) of balls of radii t
1=
0 , so that
by (4.31), the left hand side of (4.32) is bounded by c7(t
1=
0 =)
d+. Letting r = t1=0
establishes (4.1). Keeping a carefully track of the constants appeared in the above
argument, we see that, except for the case of 0¡ = d¡ 2, the constant c1 in (4.1)
can be chosen to depend only on (a; n; d; ) and on the constants (C1; C2; C3; C4) in
(1.1), (1.5) and (1.4), respectively.
The proof of (ii) is relatively easier. It is suXcient to show
P x(Yt hits ball B(y; t
1=
0 ) before t0)¿ c8
(
t1=0
|x − y|
)d+
; (4.33)
for all t0 ∈ (0; 2] and |x−y|¿ 2t1=0 . This is because, Grst we can take b=2 by regarding
bt0=2 (note that here it is enough to consider the case b6 2) as t0. Secondly, when
a¿ 1, (4.2) clearly follows from (4.33); when a¡ 1,
P x(Yt hits ball B(y; at
1=
0 ) before t0)¿P
x(Yt hits ball B(y; T
1=
0 ) before T0);
where T0 = at0.
Now with Bx := B(x; t
1=
0 ), By := B(y; t
1=
0 ) and 5x := 5Bx , it follows from Proposition
4.1 (with t0 = 21= and A= B= 1=2),
Ex[t0 ∧ 5x]¿ 621= t0P x(5x¿ 621= t0)¿ 621= t0=2 (4.34)
for each t06 2, where 621= := 6(21=;
1
2 ;
1
2 ). Thus, from Lemma 4.7,
P x(Yt hits ball B(y; t
1=
0 ) before t0)
¿P x(Yt0∧5x ∈B(y; t1=0 ))
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=Ex
[∫ t0∧5x
0
∫
By
c(Ys; u)
|Ys − u|d+ (du) ds
]
¿ cEx[t0 ∧ 5x]
∫
By
(du)
|x − y|d+
¿ ct0
(B(y; t1=)0 ))
|x − y|d+
¿ c9
t1+d=0
|x − y|d+ :
Here in the second to the third inequality, (4.34) is used. This establishes (4.33). Again
keeping a carefully track of the constants appeared in the above argument, we see that,
except for the case of 0¡=d¡ 2, the constant c2 in (4.2) can be chosen to depend
only on (a; b; n; d; ) and on the constants (C1; C2; C3; C4) in (1.1), (1.5) and (1.4),
respectively.
To prove Proposition 4.3, we need three lemmas.
Lemma 4.9. Let R0 ¿ 0. There exists C5 ¿ 0 independent of R0 such that for every
x∈F , r6R0, y∈B(x; r=3) and a bounded non-negative function h on [0;∞)×F that
is supported in [0;∞)× B(x; 2r)c,
E(0; x)[h(5r; Y5r )]6C5E
(0;y)[h(5r; Y5r )]; (4.35)
where 5r = 5QR0 (0; x; r). Moreover, the constant C5 above can be chosen to depend only
on (n; d; ) and on the constants (C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
Proof. Note that under P(0; z), 5r := inf{t¿ 0: Yt ∈ B(x; r)} ∧ 6R0r = 5B(x; r) ∧ 6R0r.
Recall that 6R0 := 6(R0;
1
2 ;
1
2 ). Since h is supported on (0;∞) × B(x; 2r)c, for any
z ∈B(x; r=3)
E(0; z)[h(5r; Y5r )] = E
(0; z)[h(5r; Y5r ); Y5r− = Y5r ]:
So by Lemma 4.7 with T = 5r ,
E(0; z)[h(5r; Y5r )]
=E(0; z)
[∫ 5r
0
∫
B(x;2r)c
c(Ys; u)h(s; u)
|Ys − u|d+ (du) ds
]
≈ E(0; z)
[∫ 5r
0
∫
B(x;2r)c
h(s; u)
|x − u|d+ (du) ds
]
=
∫ 6R0 r
0
∫
B(x;2r)c
h(s; u)P(0; z)(s¡5r)
|x − u|d+ (du) ds:
Here, as mentioned at the end of the introduction, two functions f≈ g means that there
is a constant ¿ 1 such that −1g6f6 g. On the other hand, by Proposition 4.1,
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for all s6 6R0r
, r6R0 and z ∈B(x; r=3),
1=26P z(s6 5B(z; r=2))6P(0; z)(s6 5r)6 1:
This implies that the values of the function z → Ez[h(5r; Y5r )] are all comparable with
each other with a universal constant multiple for any z ∈B(x; r), and therefore proves
the lemma.
Remark 4.10. The above lemma is a continuous time version of Lemma 3.5 in
Bass and Levin (2002b), which concerns about discrete time Markov chain on Zd.
The proof of Lemma 3.5 in Bass and Levin (2002b) contains a minor gap, which can
be easily remedied as follows. In lines 2 and 6 after (3.3) in Bass and Levin (2002b),
the term E(0;y)[5r]−1 and E(0; x)[5r] should be P(0;y)(5r ¿k − 1) and P(0; x)(5r ¿k − 1),
respectively. Using the tightness result, Theorem 2.8 in Bass and Levin (2002b), one
concludes that values of P(0;y)(k − 1¡5r) for y∈B(x; r=3) are all comparable to each
other. With this modiGcation, the proof of Lemma 3.5 in Bass and Levin (2002b) goes
through.
For each A ⊂ [0;∞) × F , denote 4A := inf{t ¿ 0: Zt ∈A} and As := {y∈F :
(s; y)∈A}.
Lemma 4.11. Let R0 ¿ 0. There exists C6 ¿ 0 independent of R0 such that for all
x∈F , r6R0 and any compact subset A ⊂ QR0 (0; x; r=2),
P(0; x)(4A ¡5r)¿C6
m⊗ (A)
rd+
;
where 5r = 5QR0 (0; x; r) and m⊗  is a product measure of the Lebesgue measure m on
R+ and the d-measure  on F . Moreover, except for the case of 0¡= d¡ 2, the
constant C4 above can be chosen to depend only on (n; d; ) and on the constants
(C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
Proof. The conclusion of the lemma holds if P x(4A ¡5r)¿ 1=4. So we will assume
P x(4A ¡5r)6 1=4. Let T = 4A ∧ 5r . Then
P(0; x)(4A ¡5r) = P(0; x)((T; YT )∈A)¿P(0; x)((T; YT )∈A; YT− = YT ):
Applying Lemma 4.7 with f(s; x; y) = 1{x =y}1A(s; y) and T = 4A ∧ 5r , we have, with
t0 := 6R0 (r=2)
 and r6R0,
P(0; x)(4A ¡5r) = E(0; x)
[ ∫ T
0
∫
As
c(Ys; u)
|u− Ys|d+ (du) ds
]
¿ c1E(0; x)
[∫ t0
0
∫
As
1
rd+
(du) ds; 4A ∧ 5r¿ t0
]
= c1
m⊗ (A)
rd+
P(0; x)(4A ∧ 5r¿ t0);
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where in the second to the last inequality, we used the fact that |u − y|6 3r=2 for
y∈B(x; r) and u∈As ⊂ B(x; r=2). By Proposition 4.1,
P(0; x)(5r ¡ t0)6P x(5B(x; r=2)6 t0)6 1=2
and so
P(0; x)(4A ∧ 5r¿ t0)¿ 1− P(0; x)(4A ¡5r)− P(0; x)(5r ¡ t0)¿ 1=4;
which proves the lemma.
DeGne U (t; x; r) = {t} × B(x; r).
Corollary 4.12. Let R0 ¿ 0. For any 0¡6 6R0 , there exists C7 ¿ 0 such that for
every 0¡R6R0, (t; x)∈QR0 (0; z; R=3), r6R=4 and t¿ r
P(0; z)(4U (t; x; r) ¡5QR0 (0; z; R))¿C7
rd+
Rd+
:
Moreover, except for the case of 0¡=d¡ 2, the constant C7 above can be chosen
to depend only on (; n; d; ) and on the constants (C1; C2; C3; C4) in (1.1), (1.5) and
(1.4), respectively.
Proof. Let Q′ := [t − r; t]× B(x; r=2) ⊂ QR0 (0; z; R=2). By Lemma 4.11,
P(0; z)(4Q′ ¡5QR0 (0; z; R))¿ c1r
d+=Rd+:
Starting from a point in Q′, by Proposition 4.1 there is a probability at least ; = ;()
that the process Y stays in B(x; r) for at least r amount of time. Thus, by the strong
Markov property, with probability at least c1;rd+=(2Rd+), the process hits Q′ before
exiting QR0 (0; z; R) and stays within B(x; r) for an additional r
 amount of time, and
hence hits U (t; x; r) before exiting QR0 (0; z; R).
Recall that Zs = (Vs; Ys) is the space–time process of Y , where Vs = V0 + s.
Lemma 4.13. For any bounded Borel measurable function q(t; x) that is parabolic in
an open subset D of R+ × F , s → q(Zs∧5D) is right continuous P(t; x)-a.s., for every
(t; x)∈D. Here 5D = inf{s¿ 0: Zs ∈ D}.
Proof. Note that according to the deGnition of parabolicity, for every relatively compact
open subset D1 of D, q(t; x)=E(t; x)[q(Z5D1 )] for every (t; x)∈D1. By the strong Markov
property of Z , for every stopping time S of {F˜s; s¿ 0},
q(ZS∧5D1 ) = E
(t; x)(q(Z5D1 )|F˜S∧5D1 ) P(t; x)-a:s:
Here the martingale s →E(t; x)[q(Z5D1 ) | F˜s∧5D ] is taken to be its right continuous
version. As s →Zs is right continuous and having left limits and that q is Borel mea-
surable, the process s → q(Zs∧5D1 ) is optional. Hence by an application of the Optional
Section Theorem (cf. Theorem 4.10 in He et al. (1992)), one has
P(t; x)(q(Zs∧5D1 ) = E
(t; x)(q(Z5D1 )|F˜s∧5D1 ) for all s¿ 0) = 1:
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This shows that s → q(Zs∧5D1 ) is right continuous P(t; x)-a.s., for every (t; x)∈D1. Since
the above holds for every relatively compact subset D1 of D, the lemma is proved.
Proof of Proposition 4.3. By Lemma 4.9 and its proof, we see that inf y∈B(z;R=3)
q(0; y)¿ 0 unless q is identically zero. Taking a constant multiple of q if needed,
we may assume that
inf
y∈B(z;R=3)
q(0; y) = 1=2:
Let v∈B(z; R=3) be such that q(0; v)6 1. We want to show that q(t; x) is bounded
from above in QR0 (R
; z; R=3) by a constant that is independent of the function q. In
this proof, we suppress the subscript R0 from 6R0 and QR0 (·; ·; ·).
By Lemma 4.11, there exists c1 ¡ 12 such that if r6R=4 and C ⊂ Q(t; x; r=3) having
m⊗ (C)={m⊗ (Q(t; x; r=3))}¿ 23 , then
P(t; x)(4C ¡5r)¿ c1; (4.36)
where 5r := 5Q(t; x; r). DeGne
2=
c1
3
and =
1
3
∧ (C52); (4.37)
where C5 is the constant in Lemma 4.9. We claim that there is a universal constant
K = K() to be determined later, which is independent of R and function q, such
that q6K on Q(R; z; R=3). We are going to prove this by contradiction. Suppose it
is not, then there is some point (t; x)∈Q(R; z; R=3) such that q(t; x)¿K . We will
show that there is a constant &¿ 0 and there is a sequence of points {(tk ; xk)} in
Qˆ(0; z; R) := [0; 36R]× B(z; R) so that q(tk ; xk)¿ (1 + &)kK , which contradicts to the
assumption that q is bounded on Qˆ(0; z; R).
Let r ¿ 0 to be the smallest r such that
m⊗ (Q(0; x; r=3))
Rd+
¿
3
C6K
;
rd+
Rd+
¿
2 · 3d+
C7K
; (4.38)
where C6 and C7 are the constants in Lemma 4.11 and Corollary 4.12, respectively.
With K being suXciently large, such r exists and can be made less than R=9. In fact
the following estimate holds:
c2K−1=(d+)6 r=R6 c3K−1=(d+) (4.39)
with
c2 = max
{
31+1=(d+)
(6 · C2 · C6 · )1=(d+) ;
3 · 21=(d+)
(C7 · )1=(d+)
}
and
c3 = max
{
31+1=(d+)
(6 · C1 · C6 · )1=(d+) ;
3 · 21=(d+)
(C7 · )1=(d+)
}
;
where C1 and C2 are the constants in (1.1). Let U = {t} × B(x; r=3). Were function
q¿ K on U , we would have by Corollary 4.12 that
1¿ q(0; v) = E(0; v)[q(Z4U∧5Q)]¿ KP
(0; v)(4U ¡5Q)¿ K
C7(r=3)d+
Rd+
;
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where Q := Q(0; x; R), which contradicts to our choice of r in (4.39). Thus, there must
be at least one point in U on which q takes a value less than K .
We next claim that
E(t; x)[q(5r; Y5r ): Y5r ∈ B(x; 2r)]6 2K; (4.40)
5r := 5Q(t; x; r). If not, then by Lemma 4.9, we would have for all y∈B(x; r=3),
q(t; y)¿E(t;y)[q(5r; Y5r ): Y5r ∈ B(x; 2r)]
¿C−15 E
(t; x)[q(5r; Y5r ): Y5r ∈ B(x; 2r)]
¿C−15 2K
¿ K;
a contradiction to the fact that obtained in the preceding paragraph. So (4.40) holds.
Let A be any compact subset of
A˜ := {(s; y)∈Q(t; x; r=3): q(s; y)¿ K}:
By Lemma 4.11
1¿ q(0; v)¿E(0; v)[q(Z4A): 4A ¡5Q]¿ KP
(0; v)(4A ¡5Q)
¿ K
C6m⊗ (A)
Rd+
:
So by (4.38),
m⊗ (A)
m⊗ (Q(t; x; r=3))6
Rd+
C6 · m⊗ (Q(t; x; r=3))K 6
1
3
: (4.41)
Since (4.41) holds for every compact subset A of A˜, it holds for A˜ in place of A.
Let C = Q(t; x; r=3)\A˜ and M = sup(s;y)∈Q(t; x;2r) q(s; y). We write
q(t; x) =E(t; x)[q(4C; Y4C ): 4C ¡5r]
+E(t; x)[q(5r; Y5r ): 5r6 4C; Y5r ∈ B(x; 2r)]
+E(t; x)[q(5r; Y5r ): 5r6 4C; Y5r ∈B(x; 2r)]:
The Grst term on the right is bounded by KP(t; x)(4C ¡5r) in view of Lemma 4.13,
the second term is bounded by 2K according to (4.40), and the third term is clearly
bounded by MP(t; x)(5r6 4C). Therefore,
K6 KP(t; x)(4C ¡5r) + 2K +MP(t; x)(4C¿ 5r):
It follows from (4.41), (4.36) and (4.37)
M=K¿
1− 2− P(t; x)(4C ¡5r)
P(t; x)(4C¿ 5r)
¿
1− 2− c1
1− c1 ¿
1− (2c1)=3
1− c1 := 1 + 2&;
where &= c1=6(1− c1). Hence there exists a point (t1; x1)∈Q(t; x; 2r) ⊂ Qˆ(0; z; R) such
that q(t1; x1)¿ (1 + &)K =:K1.
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We now iterate the above procedure to obtain a sequence of points {(tk ; xk)} in the
following way. Using the above argument (with (t1; x1) and K1 in place of (t; x) and
K), there exists (t2; x2)∈Q(t1; x1; 2r1) such that q(t2; x2)¿ (1 + &)K1 =:K2. We con-
tinue this procedure to obtain a sequence of points {(tk ; xk)} such that (tk+1; xk+1)∈
Q(tk ; xk ; 2rk) and q(tk+1; xk+1)¿ (1 + &)k+1K =:Kk+1. As 06 tk+1 − tk6 6(2rk),
|xk+1 − xk |6 2rk , and
rk6 c3R · K−1=(d+)k 6 c3(1 + &)−k=(d+)K−1=(d+)R
by (4.39), we can take K large enough (independent of R and q) so that (tk ; xk)∈
Qˆ(0; z; R) for all k. This is a contradiction because q(tk ; xk)¿ (1+&)kK goes to inGnity
as k→∞. We conclude that q is bounded by K in Q(R; z; R=3), which completes
the proof of the proposition. Keeping a carefully track of the constants appeared in the
above argument, we see that, except for the case of 0¡ = d¡ 2, the constant c in
this proposition can be chosen to depend only on (R0; ; n; d; ) and on the constants
(C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
Now we prove that the heat kernel p(t; x; y) is HPolder continuous in (t; x; y). Recall
that for (t; x)∈ [0;∞) × F and r ¿ 0, QR0 (t; x; r) := [t; t + 6R0r] × B(x; R), where
6R0 := 6
(
R0; 12 ;
1
2
)
¡ 1 is the constant in Proposition 4.1 corresponding to t0 = R0 and
A= B= 12 .
Theorem 4.14. For every R0 ¿ 0, there is a constant c= c(R0)¿ 0 such that for every
0¡R6R0 and every bounded parabolic function q in QR0 (0; x0;max{4; 41=}R),
|q(s; x)− q(t; y)|6 c‖q‖∞;RR−&(|t − s|1= + |x − y|)& (4.42)
holds for (s; x); (t; y)∈QR0 (0; x0; R),where ‖q‖∞;R := sup(t;y)∈[0; 6R0 max{4;4}R]×F |q(t; y)|.
In particular, for the transition density function p(t; x; y) of Y , there are constants
c¿ 0 and &¿ 0 such that for any 0¡t0 ¡ 1, t; s∈ [t0; 2] and (xi; yi)∈F × F with
i = 1; 2,
|p(s; x1; y1)− p(t; x2; y2)|6 ct−(d+&)=0 (|t − s|1= + |x1 − x2|+ |y1 − y2|)&: (4.43)
Moreover, except for the case of 0¡= d¡ 2, the constant c above can be chosen
to depend only on (R0; t0; n; d; ) and on the constants (C1; C2; C3; C4) in (1.1), (1.5)
and (1.4), respectively.
Proof. The proof is a modiGcation to the parabolic case from that of Theorem 4.1
in Bass and Levin (2002a), where the HPolder continuity is established for (elliptic)
harmonic functions of stable-like processes in Rn. For the reader’s convenience, we
spell out the details here.
Let Zs = (Vs; Ys) be the space–time process of Y , where Vs = V0 + s. In the follow-
ing, we suppress the subscript R0 from 6R0 and QR0 (·; ·; ·). Without loss of generality,
assume that 06 q(z)6 ‖q‖∞;R = 1 for z ∈ [0; 6R0 max{4; 4}R]× F . By Lemma 4.11
there is a constant 0¡c1 ¡ 1 such that if x∈F , 0¡r¡ 1 and A ⊂ Q(t; x; r=2) with
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m⊗ (A)=m⊗ (Q(t; x; r=2))¿ 13 , then
P(t; x)(4A ¡5r)¿ c1; (4.44)
where 5r := 5Q(t; x; r). By Lemma 4.7 with f(s; y; z) = 1B(x; r)(y)1F\B(x; s)(z) and T = 5r ,
there is a constant c2 ¿ 0 such that if s¿ 2r,
P(t; x)(Y5r ∈ B(x; s))
=E(t; x)
[∫ 5r
0
∫
F\B(x; s)
c(Yv; u)
|Yv − u|d+ (du) dv
]
6 c2r=s: (4.45)
The last inequality is due to Lemma 5.1, whose proof uses only a special case of
Lemma 4.7. Let
2= 1− c1
4
and F=
1
2
∧
(2
2
)1=
∧
(
c12
8c2
)1=
:
Note that for every (t; x)∈Q(0; x0; R), q is parabolic in Q(t; x; R) ⊂ Q(0; x0;
Rmax{2; 21=}). We will show that
sup
Q(t; x;FkR)
q− inf
Q(t; x;FkR)
q6 2k for all k: (4.46)
For notational convenience, we write Qi for Q(t; x; FiR) and 5i for 5Q(t; x;FiR). DeGne
ai = inf
Qi
q and bi = sup
Qi
q:
Clearly bi − ai6 16 2i for all i6 0. Now suppose that bi − ai6 2i for all i6 k
and we are going to show that bk+1 − ak+16 2k+1. Observe that Qk+1 ⊂ Qk and so
ak6 q6 bk on Qk+1. DeGne
A′ := {z ∈Qk+1: q(z)6 (ak + bk)=2}:
We may suppose m⊗(A′)=m⊗(Qk+1)¿ 12 , for if not we use 1−q instead of q. Let
A be a compact subset of A′ such that m⊗(A)=m⊗(Qk+1)¿ 13 . For any given ;¿ 0,
pick z1; z2 ∈Qk+1 so that q(z1)¿ bk+1−; and q(z2)6 ak+1+;. Then by (4.44)–(4.46),
bk+1 − ak+1 − 2;
6 q(z1)− q(z2)
=Ez1 [q(Z4A∧5k+1)− q(z2)]
=Ez1 [q(Z4A)− q(z2); 4A ¡5k+1]
+Ez1 [q(Z5k+1)− q(z2); 4A ¿5k+1 and Z5k+1 ∈Qk ]
+
∞∑
i=1
Ez1 [q(Z5k+1)− q(z2); 4A ¿5k+1 and Z5k+1 ∈Qk−i\Qk+1−i]
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6
(
ak + bk
2
− ak
)
P z1 (4A ¡5k+1) + (bk − ak)P z1 (4A ¿5k+1)
+
∞∑
i=1
(bk−i − ak−i)P z1 (Z5k+1 ∈ Qk+1−i)
6 (bk − ak)
(
1− P
z1 (4A ¡5k+1)
2
)
+
∞∑
i=1
c22k(F=2)i
6
(
1− c1
2
)
2k + 2c22k−1F
6
(
1− c1
2
)
2k +
c1
4
2k
= 2k+1:
Since ; is arbitrary, we have bk+1 − ak+16 2k+1 and this proves (4.46).
For z = (s; x) and w = (t; y) in Q(0; x0; R) with s6 t, let k be the smallest integer
such that |z−w| := (6−1|t− s|)1= + |x−y|6 FkR. Then log(|z−w|=R)¿ (k+1)log F,
w∈Q(s; x; FkR) and
|q(z)− q(w)|6 2k = eklog 26 c3
( |z − w|
R
)log 2=log F
:
This proves (4.42) with & = log 2=log F.
By Lemma 4.5 and Theorem 3.2, for every 0¡t0 ¡ 1 and y∈F , q(t; x) :=
p(2− t; x; y) is a parabolic function on [0; 2− t0=2]× F bounded above by c4t−d=0 .
For each Gxed t0 ∈ (0; 1), take R such that 6R0R = t0=2. Let s; t ∈ [t0; 2] with s¿ t
and x1; x2 ∈F . Assume Grst that
|s− t|1= + |x1 − x2|¡61=R0 R= (t0=2)1= (4.47)
and so (2− t; x2)∈QR0 (2− s; x1; R) ⊂ [0; 2− t0=2)×F . Applying (4.42) to the parabolic
function q(t; x) with (2− s; x1), (2− t; x2) and QR0 (2− s; x1; R) in place of (s; x), (t; y)
and QR0 (0; x0; R) there respectively, we have
|p(s; x1; y)− p(t; x2; y)|6 ct−(d+&)=0 (|t − s|1= + |x1 − x2|)&: (4.48)
By Theorem 3.2, inequality (4.48) is true when (4.47) does not hold. So (4.48) holds
for every t; s∈ [t0; 2] and x1; x2 ∈F . Inequality (4.43) now follows from (4.48) by the
symmetry of p(t; x; y) in x and y. Keeping a carefully track of the constants appeared
in the above argument, we see that, except for the case of 0¡=d¡ 2, the constant
c in (4.42) and (4.43) can be chosen to depend only on (R0; t0; n; d; ) and on the
constants (C1; C2; C3; C4) in (1.1), (1.5) and (1.4), respectively.
5. Hausdor/ dimension for the range of stable-like processes
Throughout this section, F is a closed d-set in Rn satisfying condition (1.5). Fix
0¡¡ 2 and let Y be the Feller process on a d-set F whose Dirichlet form is given
by (1.2) and (1.3). We will prove Theorem 1.2 in this section.
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First we need an estimate on the expected exit time from balls in F .
Lemma 5.1. There exist c2 ¿c1 ¿ 0 such that for every x∈F and 0¡r6 1,
c1r6 inf
z∈B(x; r=2)
Ez[5B(x; r)]6 sup
z∈B(x; r)
Ez[5B(x; r)]6 c2r: (5.1)
Proof. By Proposition 4.1, for z ∈B(x; r=2),
P z(5B(x; r)6 61r)6P z
(
sup
s661r
|Ys − z|¿ r=2
)
6 1=2;
Thus,
Ez[5B(x; r)]¿ 61rP z(5B(x; r) ¿61r)¿ 61r=2:
On the other hand, it follows from Lemma 4.7 that
1¿P z(Y5B(x; r) ∈ B(x; 2r))
=Ez
[∫ 5B(x; r)
0
∫
B(x;2r)c
c(Ys; u)
|Ys − u|d+ (du) ds
]
¿ cr−Ez[5B(x; r)]
for some constant c=c(F; )¿ 0 and so Ez[5B(x; r)]6 c−1r. Here in the last inequality,
we used the fact that for y∈B(x; r) and u∈B(x; r)c, |u−y|6 |u−x|+|x−y|6 2|u−x|
and that
∫
B(x;r)c |u− x|−d−(du)¿ c′r−. This completes the proof of the lemma.
Proof of Theorem 1.2. For every x∈F and 0¡r6 1, deGne
51 = 5B(x; r) and 5k+1 = 5B(Y5k ;r) ◦ 15k + 5k for k¿ 1;
where 1t is the time-shift operator for process Yt . It follows from Lemma 5.1 that for
every n¿ 1,
nc1r6Ex[5n]6 nc2r: (5.2)
By Lemma 5.1 and the Markov property of Y ,
Ez[(5B(x; r))2] = 2Ez
[ ∫ 5B(x; r)
0
∫ 5B(x; r)
s
1 dt ds
]
= 2Ex
[ ∫ 5B(x; r)
0
EYs [5B(x; r)] ds
]
6 2c22r
2 (5.3)
for x; z ∈F . DeGne
u(x) = Ex[(5B(x; r) − Ex[5B(x; r)])2];
which by (5.3) is bounded by 2c22r
2. By the strong Markov property of Y ,
Ex[(5n − Ex[5n])2] = Ex
[
u(x) +
n−1∑
k=1
u(Y5k )
]
6 2nc22r
2: (5.4)
Taking r = n−1=, we have by Chebyshev’s inequality that for any ;¿ 0,
P x(|5n − Ex[5n]|¿;)6 ;−2Ex[(5n − Ex[5n])2]6 2;−2c22n−1;
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which tends to zero as n→∞. Therefore there exists a subsequence {nk} such that
lim
k→∞
(5nk − Ex[5nk ]) = 0 P x-a:s:
This together with (5.2) with r = n−1= there implies that
lim inf
k→∞
5nk ¿ c1 P
x-a:s: (5.5)
Hence P x-a.s., there is K(!)¿ 0 such that for k ¿K(!), 5nk ¿ c1=2. In other words,
P x-a.s., for k ¿K(!), Y [0; c1=2] can be covered with nk number of balls with radii
n−1=k . As nk · (n−1=k ) =1, the Hausdor7 dimension of Y [0; c1=2] cannot be larger than
. The same conclusion holds for Y [0; 1] by the Markov property of Y . As the state
space of Y is the d-set F , we have proved that
dimH Y [0; 1]6d ∧  P x-a:s:; for every x∈F:
To get the lower bound estimate, we do estimation on
Ex
[∫ 1
0
∫ 1
0
|Yt − Ys|−p ds dt
]
:
By Theorem 1.1,
Ex[|Yt − Y0|−p]≈
∫
F
|y − x|−p
(
t−d= ∧ t|x − y|d+
)
(dy)
=
∫ ∞
0
r−p
(
t−d= ∧ t
rd+
)
d(B(x; r))
=
∫ t1=
0
t−d=r−p d(B(x; r)) +
∫ ∞
t1=
tr−d−−p d(B(x; r))
= I + II:
For p¡d, by (1.1)
I = t−d=r−p(B(x; r))|t1=0 + p
∫ t1=
0
t−d=(B(x; r))r−p−1 dr
6 ct−d=t(d−p)= + c
∫ t1=
0
t−d=r−p−1+d dr
6 c3t−p=;
while for t6 1,
II = tr−d−−p(B(x; r))|∞t1= + (d+ + p)
∫ ∞
t1=
tr−−p−1(B(x; r)) dr
6 c4t−p=:
Hence we conclude that for t6 1 and p¡d,
sup
x∈F
Ex[|Yt − Y0|−p]6 c5t−p=:
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It follows then by using the Markov property of Y that for p¡d ∧ ,
Ex
[∫ 1
0
∫ 1
0
|Yt − Ys|−p ds dt
]
= 2Ex
[∫ 1
0
(∫ 1
t
|Yt − Ys|−p ds
)
dt
]
= 2Ex
[∫ 1
0
EYt
[∫ 1−t
0
|Yr − Y0|−p dr
]
dt
]
6 c6
∫ 1
0
∫ 1−t
0
r−p= dr dt
¡∞:
So by a result of Frostman (see Theorem 4.13 in Falconer, 1990), dimH Y [0; 1]¿p
P x-a.s. Since this is true for every p¡d ∧ , we have
dimH Y [0; 1]¿d ∧  P x-a:s:; for every x∈F:
This completes the proof of this theorem.
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Note added in revision. After the manuscript was submitted, we were informed of the
papers Bogdan et al. (2002a, b). Although these two papers are related to the general
topic of this paper, where Bogdan et al. (2002a) is the announcement of Bogdan
et al. (2002b), their contents and starting point are di7erent from ours. The processes
considered in Bogdan et al. (2002a, b) are the subordinations of a fractional di7usion on
a d-set that is assumed to have two-sided heat kernel estimate (1.7). The main purpose
of Bogdan et al. (2002a, b) is to obtain Harnack inequality for these subordinated
processes. In fact, a stronger result can be established. Under the assumption of Bogdan
et al. (2002a, b), a direct calculation using subordination and (1.7) shows that the
heat kernels for the subordinated processes have estimate (1.6) and so, by the second
paragraph following Theorem 1.2 in Section 1 of our paper the parabolic Harnack
inequality follows. Furthermore, it can be shown, as it is done in Theorem 4.14 of this
paper that any parabolic functions are HPolder continuous.
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