Abstract-Hashing techniques have been applied broadly in large-scale retrieval tasks due to their low storage requirements and high speed of processing. Many hashing methods have shown promising performance but as they fail to exploit all structural information in learning the hashing function, they leave a scope for improvement. The paper proposes a novel discrete hashing learning framework which jointly performs classifier learning and subspace learning for cross-modal retrieval. Concretely, the framework proposed in the paper includes two stages, namely a kernelization process and a quantization process. The aim of kernelization is to learn a common subspace where heterogeneous data can be fused. The quantization process is designed to learn discriminative unified hashing codes. Extensive experiments on three publicly available datasets clearly indicate the superiority of our method compared with the state-of-the-art methods.
Scalable Graph Hashing with feature transformation (SGH) [4] , Anchor Graph-based Hashing (AGH) [5] , Content Based Image Retrieval (CBIR) [6] and Contour Points Distribution Histogram (CPDH) [7] also achieve high performance.
However, unimodal data retrieval methods are not extensive to multimedia data. This has motivated the development of cross-modal hashing methods [8] [9] [10] [11] [12] [13] [14] [15] [16] which support searching among multi-modal data. Cross-modal Hashing can be divided into Supervised Cross-modal Hashing and Unsupervised Cross-modal Hashing. Most of the supervised cross modal methods [15] , [17] [18] [19] [20] which use the semantic label for hash code learning have achieved promising performance. An example is Semantic Corrlation Maximization (SCM) [15] which integrates semantic labels into the learning framework. However, supervised cross-modal hashing needs a lot of label information to train a robust hashing function. Unfortunately, collecting labeled samples is time-consuming and labor-intensive. In contrast, the unsupervised hashing methods [21] [22] [23] can effectively overcome the problem. For example, the most popular Canonical Correlation Analysis (CCA) [23] transforms multiple modal data into a common latent subspace where the correlation among projected vectors of all modalities is maximized. In addition, in order to leverage substantial unlabeled samples and limited labeled samples, [24] learns semi-supervised hashing by jointly performing feature extraction and classifier learning. In the above methods, however, the inner structural information of an object is not utilized directly in the process of vectorization of data matrices. Yet, the structural information is very important to characterize the correlations among features. It is therefore desirable to exploit as much structural information conveged by feature spaces as possible. Inspired by the Multi-kernel Metric Learning method [25, 26] , we propose a novel learning framework, termed Multi-order Feature Discrete Hashing (MFDH), which fuses multi-order statistical features to learn a discriminative unified hashing code. It not only integrates the complementary information provided by multiple modal data but also enriches the structure information of samples of each modality. The covariance matrix [27] ,which is considered as the representation of the second order data statistics, captures the structural information of the feature space. The zeroth order statistical feature and the first order statistical feature further enrich the representation. Since the zeroth order feature, the first order feature and the second order feature belong to different Euclidean spaces and Riemannian manifolds R respectively, we introduce a multi-kernel method to learn a common subspace where multi-order statistical features are fused. The flowchart of the framework of the proposed MFDH is illustrated in Fig.1 above.
The main contributions of the proposed MFDH are: 1) A novel multiple-kernel approach to learn a common subspace in which multi-order statistical features located in heterogeneous spaces and having rich structural information are fused. 2) An efficient Discrete Cyclic Coordinate descent (DCC) algorithm [28] for generating a closed form solution to the hash code optimization problem with discrete constraint. 3) A comparative evaluation of the proposed method on three available datasets with other state-of-the-art hashing methods, which shows that MFDH boosts the retrieval performance. Structurally, the rest of this paper falls into four parts. The structure of MFDH model is described in Section II, and the joint optimization process of MFDH is presented in Section III. The experimental results and analysis are depicted in Section IV, and finally we draw the conclusions of the paper. The code of the proposed MFDH has been released at https://github.com/JunYuJiangnan/MFDH.
II. PROPOSED METHOD

A. Sample Representation
Suppose that there are instances O={ 1 , 2 , 3 … } of image-text pairs in the training set. For each instance = { ， }, is the fused feature of the image and is the fused feature of the text. Let I={ 1 , 2 , 3 … } and T={ 1 , 2 , 3 … } denote image-modality and text-modality respectively. Further, let the classfication label matrix be denoted by Y = [y1, y2, y3… yn] ∈ × , where c is the number of categories.
B. Multi-order Statistical Features
In many traditional approaches, every sample, i.e. two-dimension image or text, is usually transformed into one-dimension feature vector. In this process, the structural information of the data is frequently ignored. However, the structural information conveys important information content. To exploit the underlying structural information, multi-order statistics of the two modalities are adopted. Features representing the data as follows: 1) Zeroth-order feature: MFDH divides all images into many patches with constant size, and computes local descriptors by employing dense SIFT operator [29] [30] [31] . Thus, every image is modeled by a set of local descriptors . Specifically, the − ℎ image is represented as , = 1, … , , where denotes the number of patches in the − ℎ image. Then, we learn a dictionary whose size is k for all local feature descriptors of all images based on the k-means clustering algorithm. After that, each image is quantized into a histogram feature vector according to the BOVW model [32] . Specifically, the histogram feature of the − ℎ image is denoted as ( = 1, 2, … , ). For text, we use word vectors learned according to the word2vec model [33] to learn a dictionary by adopting k-means algorithm. Likewise, the high-dimensional histogram feature vector ( = 1, 2, … , ) of the − ℎ text can be obtained. The above histogram feature vector is regarded as zeroth-order statistical feature. 2) First-order feature: For the − ℎ image, we compute the mean vector as first-order feature.
Similarly, we also can get the mean vector for the − ℎ text. 3) Second-order feature: We select the feature 
Hamming space
representation based on covariance matrix as the second-order statistical feature of samples. The diagonal element of covariance matrix is the variance of individual components of the representation vector, and non-diagonal elements reflects the correlations between the different components. There are two main advantages of the feature representation based on covariance matrix [27, 34] . On the one hand, the covariance encodes the feature correlation information of each class to better discriminate the samples from different categories. Specifically, the local descriptors from different two samples belonging to the same category should be close to each other in high-dimension feature space, since they encode the same semantic content. Thus, the corresponding entries of their covariance matrix should also be close enough to each other. On the other hand, the covariance matrix-based representation can effectively filter out local feature descriptors corrupted by noise within sample because of the averaging process in computing the covariance. The second-order statistics of the − ℎ image is obtained as
(2) In the same way, we also compute the covariance matrix based representation for text. After computing multi-order statistical features, we represent the − ℎ image with triplet ( , , ) and the − ℎ text is denoted as ( , , ).
C. Kernelized Operation
The points represented by , and , are in Euclidean spaces , and , respectively, while the second-order statistics represented by covariance matrixes , , which approximately lie on the Riemannian manifolds ℳ , ℳ respectively. It is difficult to fuse directly these statistical features from heterogeneous spaces. To tackle this problem, we use the kernel trick to embed the heterogeneous spaces into high-dimension kernel spaces. As showed in Fig.2 , the model includes implicit mapping ℊ * (r = 1, 
Employing the Kernel trick, the function ℱ can be transformed as
the -th element of is < ℊ ( ), ℊ ( ) > and denotes the number of kernel bases. Likewise, we can obtain the function ℱ ( ) = of the r-1-th order for text-modality. We introduce RBF Kernel function ( , ) in Eq. (3) and polynomial kernel function ̃( , )in Eq. (4) as follows: 
D. Learning Discriminative Hashing codes
To fuse multiple-order kernelized features, multiple projection matrix
, where L is the length of hash code, transforming multi-order kernelized space into common subspace need to be learned for image-modality and text-modality respectively. Let
, (2) , (3) ) and is a weighting coefficient, denote the fused multiple-order kernelized features for the − ℎ image and = ∑ 3 =1 = for the − ℎ text, where is the − ℎ column of = ( (1) , (2) , (3) ) and is weighting coefficient. In MFDH, we assume that an instance o consists of the features of and having the same semantic information. Thus, and can be quantized into the same hashing feature in the hamming space. Concretely, the process can be defined as → , → , where is the sign function
We expect that the learned hashing codes are discriminative enough and can distinguish easily their categories. Therefore, . . ∈ {−1, 1} (6) where , β, λ are the hyper-parameters, is the − ℎ column of B.
The role of the first and fourth term of (6) is supervised classification, and the second and third terms are the hashing features representation with lower quantization errors for each modality.
III. OPTIMIZATION ALGORITHM
The objective function (6) is rewritten as (7) in order to make the optimization procedure more intuitive. 
We adpot the ADMM optimization algorithm to solve the problem in (7) with binary constraint. The error is large if relaxing the constraints of B to be continuous, as results in degraded hashing codes. To learn directly hashing codes with discrete constraints, we introduce the discrete cyclic coordinate descent method (DCC) [28] 
A closed-form solution of E.q.8 can be obtained as
2) Optimization of : Keeping only the terms relating to , (7) simplifies to min || − Φ|| 2
Similarly, the optimal solution of E.q.10 with respect to is = Φ (ΦΦ )
3) Optimization We use the DCC algorithm to learn each row of binary codes B iteratively. Specifically, suppose that , and denote ℓ − th row of , and respectively. Excluding , and from , and , the resulting matrices are , and respectively. Using this refashion, (16) 
IV. EXPERIMENTS AND ANALYSIS
A. Datasets
We conduct experiments on three publicly available cross-modal datasets: WiKi [35] , MIRFlickr [36] , and NUS-WIDE [37] . These datasets, consisting of two modalities, i.e. image and text modalities, are widely applied in many previous works. The dimensions of multi-order statistical features are set empirically. In our experiments, we employ the pre-trained word2vec model on Google corpus to transform every key word or tag in textual documents into a 300-dimensional word vector. In this way, each text can be represented by a set of vectors. As for the image features, the 128-dimensional dense SIFT features are extracted for each image of all datasets. Then, the first and second order textual features of each text are represented as a 300-dimensional mean vector and a 300 × 300 covariance matrix respectively. Similarly, we can also get 128-dimensional second order mean vector and 128 × 128 covariance matrix for each image. In addition, the zeroth order statistical descriptor of each image from WiKi (MIRFLickr and NUS-WIDE) is extracted as 1000 (500 and 500) dimensional histogram feature by means of the BoVW model. Similarly, we also get the 50 (100 and 100) dimensional feature histogram for each text on WiKi (MIRFLickr and NUS-WIDE). The statistics of all datasets are given in Table III . Wiki contains 2,866 multimedia documents crawled from Wikipedia. Every document consists of a pair of an image and a text description, and every paired sample is classified as one of 10 categories. We take 2866 pairs from the dataset to form the training set and the remaining data is used as a test set MIRFlickr consists of 25,000 original images collected from the Flickr website. Each image and corresponding annotated tags constitute an image-text pair, and each pair is classified into some of 24 classes. We keep 10729 paired samples whose text can generate at least five word vectors from the original dataset for our experiments. Then 6500 paired samples are used as the training set, and the rest of the database as query set.
NUS-WIDE comprises 269,648 images with 81 concepts collected from Flickr and each image is associated with annotated tags. The association is regarded as an image-text pair. We select 4,301 paired samples that belong to the top l0 most frequent concepts and have at least 20 tags. Here we randomly choose 2,534 pairs of the samples as the training section and 1,767 as the test section.
B. Experimental Setting
MFDH proposed in this paper is compared with six state-of-the-art cross-modal hashing methods, including CCA [23] , SCM-Orth [15] , SCM-Seq [15] , SDH-Relaxed [38] , DCH [39] and DCH-RBF [39] . The source code of all the compared methods is kindly provided by the original authors. Our experiments are executed on MATLAB 2016b on a Windows 10 (64-Bit) platform based desktop machine with 12 GB memory and 4-core 3.6GHz CPU. The CPU architectures are Intel(R) CORE(TM) i7-7700.
is a coefficient of the regularization term and , are penalty parameters in the objective function of MFDH. We set the values of , empirically to 10 −5 and to be 0.01. The average values obtained by performing 10 runs for all the methods are recorded in this paper.
C. Results
We conduct comparative experiments with baseline solutions to validate our method. CCA is an unsupervised method in which the correlation among modalities is maximized. SCM-Orth and SCM-Seq are supervised methods which construct the semantic similarity using the label vectors. The common goal of the two methods is to maximize the semantic correlation. However, SCM-Orth imposes orthogonality constraints in the process of learning the hashing function, and SCM-Seq utilizes a sequential strategy to learn hashing function without orthogonality constraints. SDH-relaxed and DCH are very efficient methods which use ground truth labels to learn unified binary code. SDH-Relaxed solves the discrete constraint problem by relaxing the contraint, and DCH leverages the DCC algorithm to learn discrete binary matrix. DCH-RBF is a RBF kernel-based method for a nonlinear embedding. The Mean Average Precision (MAP) [40] is used as a criterion of retrieval performance. The Average Precision (AP) for a query q is defined as E.q.(19)
where denotes the correct statistics of top R retrieval results;
( ) is the accuracy of top m retrieval rusults; and if the result of position m is right, ( ) equals one and is set to zero otherwise. The average value of AP of all queries is the final MAP. A larger value indicates a better performance. We carry out cross-modal retrieval including two typical retrieval tasks. i.e. Image querying Text and Text querying Image which are often abbreviated to I2T and T2I respectively. In particular, the meaning of I2T is as follows: Given an image search for texts of similar content from the dataset. By analogy, in T2I given a text as query, search for images of corresponding content in the dataset. The cross-modal retrieval performance on all datasets is reported in Table I . We can see from Table I that the proposed MFDH outperforms all the compared methods on both tasks when the code length is ranges from 16 bits to 128 bits. Specifically, MFDH achieves average improvements of 8%, 7% and 10% over the best baselines on WiKi, MIRFlickr and NUS_WIDE respectively. In our experiments, we calculated the precision and recall according to the hash lookup protocol [40] varying the Hamming radius. Fig.3 shows the precision-recall curves with 32 bits hashing codes on WiKi, MIRFlickr and NUS_WIDE. As illustrated by Fig. 3 , the scheme of MFDH consistently performs better than other comparative methods.
We extended our model to conduct unimodal retrieval which involves Image to Image query task and Text to Text query task. Likewise, we use the acronyms I2I and T2T to represent the two tasks. As shown in Table II , the proposed MFDH consistently achieves the best performance on all datasets 
D. The effect of Model Parameters
The two parameters , of the proposed MFDH model control the quantization error of the fused features of the different modalities. We vary the values of , in the range of {10 −6 , 10 −5 ,...,0, 1}. Fig.4 plots the performance of MFDH I2T and T2I as a function α and β for a hashing code of 32 bits. Note that the point = = 0 corresponds to MFDH only employing supervised label information to learn the discriminative hashing codes and ignores the information provided by the image and text modalities. The solution just takes the information of one model into account when = 0 or = 0. Thus, MFDH can not obtain the best performance in the above two cases. The value of and can be tuned manually according to the relative importance of the two modalites.
E. Discussion on Different Combination of Kernel Functions
The MFDH model proposed in the paper selects different kernel functions (see E.q. (3) and E.q. (4)) to calculate kernel features. For the statistical features of the two modalities (i.e. image and text) of the same order, we adopt the same kernel function. The kernel functions of different-order statistics of special-modality are determined empirically. We select the polynomial in E.q.(4) with a=1 and s=5 and the RBF in E.q.(3) with =1 as non-linear kernel functions to generate kernel features in all experiments. The MAP performance for different combinations of kernel functions (see Table IV ) is shown in Fig.5 . From Fig.5 we can see that the performance has a larger variation among different combinations. The best average MAP performance of the two tasks on all datasets is in the combination ⑧.
F. Convergence and Computational Complexity
The optimization procedure of MFDH adopts the alternative iteration method shown in Algorithm 1. We show the convergence of Algorithm 1 by setting the length of hashing code to 16 bits. For the other length of hashing codes, the convergence is similar. As shown in Fig.6 , we can observe that the rate of convergence is very fast on all three datasets. Specifically, the algorithm converges within 10 iterations on WiKi, and within 30 iterations on MIRFlickr and NUS_WIDE.
The computational complexity of MFDH contains two parts: computing kernelized features and discrete optimization. Suppose that and represent the dimension of the Image and Text local descriptors respectively. The time complexity of Table IV , and is the total number of iterations. ( 2 + 2 ) is the cost of generating kernelized features for images and texts. The discrete optimization to solve the problem in (6) requires (( 2 + 2 + ) ) with interations.
V. CONCLUSION
In this paper, we presented a new algorithm (MFDH) integrating linear classifier learning and subspace learning into a joint framework to learn discriminative hashing codes for cross-modal retrieval. MFDH preserves the rich structural information and discriminative semantic information of each individual object in the form of mulit-order statistical features. MFDH is evaluated on three datasets and the experimental results demonstrate that MFDH achieves better performance than state of the art methods in terms of both accuracy and scalability. Future work will consider the use of multiple-kernel extension of our method to increase the representation capacity. In addition, DNN features will be added into our framework. 
