Abstract. The representation model that considers an image as a sparse linear combination of few atoms of a predefined or learned dictionary has received considerable attention in recent years. Among the others, the Structured Sparse Model Selection (SSMS) was recently introduced. This model outperforms different state-of-the-art algorithms in a number of imaging tasks (e.g., denoising, deblurring, inpainting). Despite the high denoising performances achieved by SSMS have been demonstrated, the compression issues has been not considered during the evaluation. In this paper we study the performances of SSMS under lossy JPEG compression. Experiments have shown that the SSMS method is able to restore compressed noisy images with a significant margin, both in terms of PSNR and SSIM quality measure, even though the original framework is not tuned for the specific task of compression. Quantitative and qualitative results pointed out that SSMS is able to perform both denoising and compression artifacts reduction (e.g., deblocking), by demonstrating the promise of sparse coding methods in application where different computational engines are combined to generate a signal (e.g., Imaging Generation Pipeline of single sensor devices).
Introduction and Motivations
Many imaging issues require to solve an inverse problem, that is, the problem of estimating an image I from a degraded version J which has been obtained through a non-invertible linear degradation operator U , and further altered by an additive noise w : J = UI + w
Typical inverse problems in the context of image enhancement and restoration are Denoising (where w is the Gaussian white noise and U is neglected), Deblurring (where U is a convolution operator and w is the noise), Inpainting 1 (where U is a binary mask on the image and w is typically neglected) and Zooming (where U is a subsampling operator on a uniform grid and w is typically neglected).
Among the methods used to address the above inverse problems [1] [2] [3] [4] [5] [6] [7] [8] , sparse coding has been receiving considerable attention as it has shown promising results [9] [10] [11] [12] [13] [14] [15] [16] . Sparse coding is a method for modeling signals as sparse linear combinations of dictionary elements [17] [18] [19] . The basic assumption of this model is that natural images admit a sparse decomposition in some redundant basis (or so-called dictionary). Each image patch is considered as a discrete array of positive numbers that can be generated by linear combinations of overcomplete bases set, where the natural statistics are captured by the fact that the vector of coefficients is sparse, so that to generate the image patch only few bases contribute. Image enhancement and restoration is performed through estimation of the sparse coefficient vectors, related the overcomplete bases set under consideration, which are useful to approximate the original image patches from the degraded version.
Despite sparse coding have been tested on different image enhancement problems, literature lacks of studies on application of sparse coding in presence of lossy compression or in general when unknown (or partially known) degradation processes have been applied simultaneously. This motivates the study reported in here.
The lossy compression process (i.e., JPEG compression [20] ) attempts to eliminate redundant or unnecessary information. High compression factor could badly influence the quality of the final images highlighting undesirable effects. Blockbased coding, as in JPEG-compressed images, may produce a number of artifacts which give rise to undesirable visual patterns (e.g., blocking). A large number of approaches have been proposed in literature to reduce the undesirable effects of image compression at post-processing stage [21] [22] [23] . Some of them perform a post-filtering in shifted windows of image blocks analyzing the DCT or Wavelet domain during the smoothing procedure. The reduction of compression artifacts at post-processing stage is important to retain the benefits of the compression (for instance, lower transmission and storage costs). The big challenge is to obtain the best results in terms of standard quality measures with the smallest number of visual errors.
In this paper we present the results obtained employing the Structure Sparse Coding Model Selection (SSMS) [16] to restore compressed noisy images. SSMS has been demonstrated to be a powerful tool for different imaging issues (e.g., image denoising, deblurring and inpainting). Here we consider the problem of restoring gray and color images which have been altered by an additive Gaussian noise and further compressed with the lossy compression JPEG algorithm. The underlying ideas, that we start to address in this paper, is related to the fact that in presence of complex or unknown imaging pipelines, where different factors contribute to the degradation of the original signal (e.g., CFA subsampling, noise, compression, etc.), sparse coding methods could be adopted to restore the original signals.
Experimental results performed on the standard Kodak dataset 2 show that the employed framework makes possible to recover information with a significant margin also in presence of high noise coupled with high compression factor, even though the original framework is not tuned for the specific task of compression. Quantitative and qualitative results pointed out that SSMS is able to perform both denoising and reduction of the blocking artifacts introduced by compression, by demonstrating the promise of sparse coding methods in the context under consideration.
The remainder of the paper is organized as follows: Section 2 introduces the sparse coding concepts, whereas Section 3 presents the SSMS framework for denoising. Section 4 reports the experiments and discusses the results obtained exploiting SSMS to restore compressed noisy images. Section 5 concludes the paper with avenues for further research.
Sparse Coding for Image Enhancement and Restoration
Sparse coding has emerged as powerful paradigm to describe signals based on the sparsity and redundancy of their representations [17] [18] [19] . For signals of a class Γ ⊂ N , this model suggests the existence of a dictionary D ∈ N ×K which contains K prototype signals (|Γ | K ≥ N ), also referred as atoms. The model assumes that for any signal I ∈ Γ there exists a sparse linear combination of atoms from D that approximates it well. When K > N the dictionary is said to be redundant or overcomplete. The dictionary employed to sparsely represent the signals is usually learned from a dataset [19] .
The sparse coding model has been successfully exploited in the contexts of image enhancement and restoration [9] [10] [11] [12] [13] [14] [15] [16] , where it is considered the state-ofthe-art in terms of both quantitative and qualitative results. In these contexts, images are decomposed into overlapping patches I ∈ Γ of size √ N × √ N . A patch is assumed to be sparsely represented in an overcomplete dictionary 
In a typical inverse problem the aim is to estimate I from a degraded version
which has been obtained through a non-invertible linear degradation operator U , and further altered by an additive noise w . Taking into account the Equation (2) the degraded image J can be written as
with e = U e + w. This means that the degraded image J is well approximated by using the same coefficients a that are useful to sparsely approximate I in Equation (3) together with the transformed dictionary UD = {Ud 1 , . . . , Ud K }. The inverse problem of estimating an approximation of I from the degraded version J is hence solved by replacing the original dictionary D with the transformed one UD in the Equation (3).
Structured Sparse Model Selection
The degree of freedom in selecting the few atoms of the dictionary used to approximate I is exponentially large. This fact leads to unstable signal estimation. The Structured Sparse Model Selection (SSMS) put "structure" in sparsity to stabilize the estimation [16] . SSMS is defined with a dictionary D composed by H sub-dictionaries B 1 , . . . , B H , each being an orthogonal basis. An image patch I ∈ N is assumed to be well approximated in one of these sub-dictionaries:
where h 0 is the index of the sub-dictionary that best approximate I in Equation (6) . The best basis B h0 is selected by maximizing the projection energy on
In this model the sub-dictionaries are initialized with Principal Component Analysis (PCA) over syntetic edge patterns of size √ N × √ N . The edge patterns are grouped taking into account various orientations (Figure 1 ). For each orientation, the PCA over the relative syntetic edge patterns is computed and a basis is obtained. For each basis only the first √ N eigenvectors are retained, whereas the others are discarded due their negligible corresponding eigenvalues. The first eigenvector is replaced with the DC component. 
where • with a step of 10 • ), size of each sub-dictionary M = 8, and threshold as suggested in [16] (T = 3σ). In practical use, a preliminary noise estimation phase ( [25] [26] [27] ) could help to properly set the threshold T .
Experimental Results

Experiments
The peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) [24] are used as performance measure in our quantitative evaluation. The PSNR is considered to assess the quality of reconstruction of the lossy compressed noisy images, whereas SSIM index is useful to assess the quality taking into account the human eye perception. Table 1 and Table 2 report the quantitative results considering the images in grayscale. For each couple of parameters (σ, compression quality), the reported PSNR and SSIM values are obtained averaging over the PSNR and SSIM results with respect to the 24 images of the Kodak dataset. Experiments point out that SSMS model leads to recover from 0.5545 dB (σ = 5, compression quality = 15) to 4.9879 dB (σ = 20, compression quality = U ncompressed) in terms of PSNR, with a gain from 0.0235 to 0.4299 in terms of SSIM. Visual inspection of the images reported in Figure 5 and Figure 6 is useful to assess the quality of the results. Note that in addition to the significant margin obtained in terms of PSNR and SSIM, visual results show that the model leads to remove some undesirable artifacts introduced by JPEG compression, even though the framework is not tuned for the specific task of compression. Table 3 and Table 4 report the quantitative results obtained considering the images in the RGB color space. For each combination of parameters (color channel, compression quality and σ), the PSNR and SSIM values are obtained averaging over the PSNR and SSIM results related the 24 images of the Kodak dataset. The average gain in terms of PSNR and SSIM for each color channel at different σ and compression quality is reported in Figure 3 and Figure 4 , whereas in Figure 7 and Figure 8 shown the original images and the restored ones.
Since JPEG compression is performed in YCbCr color domain, we have further tested the performance of SSMS to restore compressed noisy images taking into account that color space (without chromatic subsampling). In Table 5 and Table  6 are reported the results obtained restoring an image belonging to the test dataset under consideration, whereas in Figure 9 is shown a particular of both, the input image and the restored one.
Quantitative and qualitative results confirm that SSMS is able to perform denoising as well as compression artifacts reduction (i.e., deblocking), hence demonstrating the promise of sparse coding methods to restore signals which have been corrupted by different combined non-invertible factors. 
Conclusion and Future Works
Sparse Coding has received considerable attention in recent years as model useful in different imaging problems. In this paper we have considered the problem of restoring information from lossy compressed noisy images by employing the Structured Sparse Model Selection (SSMS) approach. Although the method was not tuned for the specific task of compression, the experiments have shown that it is able to recover significant information obtaining good quantitative and qualitative performances. These preliminary results lead to push our future research in studying sparse coding methods which take into account the compression operator in modeling the representation of the image. Ad-hoc quality measures to assess the deblocking properties [28] should be taken into account in future works.
