Abstract. We determine the period of a spherical Eisenstein series Eϕ of an orthogonal group G = O(n + 3) of rank one, along the anisotropic subgroup H = O(n + 2). We unwind the global period
Introduction
Let G = O(n + 3) have rank one, H = O(n + 2) be an anisotropic subgroup of G, and k be a number field with adele ring A. We determine the period
of a spherical Eisenstein series E ϕ on G along H.
Those periods fit into the Gross-Prasad conjecture [9] [10] [11] on the periods of SO(n + 1)-automorphic forms over SO(n). Ichino and Ikeda [13] discuss further details and broader context is provided in papers by Jacquet, Lapid, Offen, and/or Rogawski [16, 23, 24] , and surveys by Gross, Reeder [12] , and Jiang [19] .
In section 1, we unwind the period into an Euler product. In section 2, we show how to evaluate the local factor at good non-archimedean places (those where both 2 and the discriminant ∆ of the quadratic form on k n+2 are units) and in the subsequent sections we carry out the calculations for different dimensions n (at good places, n and ∆ are complete invariants of a quadratic form). In section 8, we adapt the calculation to Eisenstein series obtained from an unramified Hecke character and to periods (E ϕ , F ) H = H k \H A E ϕ · F against a form F on H k \H A . In section 9, we use the same methods to evaluate (the local factors of) the constant term of E ϕ .
The periods of Eisenstein series may suggest what to expect for the periods of cuspforms-moreover, as discussed, e.g., by Garrett [4] , the periods of a cuspform are nonzero only under stringent conditions and then, almost everywhere, the cuspform generates locally the same type of degenerate principal series as the Eisenstein series considered here. We would rely also on (O(n + 1), O(n)) being a
Setup
Let k be a number field and equip k n+3 with a quadratic form , such that k n+3 = (k · e + ) ⊕ k n+1 ⊕ (k · e − ) is an orthogonal decomposition with e + , e + = 1 and e − , e − = −1. With k n+2 = (k · e + ) ⊕ k n+1 , we let G = O(n + 3) and H = O(n + 2). We consider only the case when k n+2 is anisotropic; in particular, G k has rank 1 and H k is k-anisotropic.
With e = e + + e − , let P be the rational parabolic stabilizing the isotropic line k · e. Its unipotent radical N is the fixer of e, and we choose the Levi component M to be the subgroup of P stabilizing {e + , e − } ⊥ = k n+1 . The modular function of P is δ(p) = |λ| n+1 , where e · p = e/λ, and δ s (p) = |λ| (n+1)s is a character of P A . Then
is in the induced representation Ind G P (δ s ). Henceforth, we set α = (n + 1)s. On the other hand, let
where Φ = v Φ v is a spherical function (to be chosen later). We have
This function ϕ is in the induced representation Ind
be the spherical Eisenstein series on G A . We shall evaluate the period
By Witt's lemma, P k \G k is the space of isotropic lines in k n+3 and H k acts transitively on that space (here we rely on the rational Witt index being 1, and so no rational isotropic lines are orthogonal to e − ). Letting Θ = H ∩ P = O(n + 1) be the fixer of e + and e − ,
We are to evaluate
At places where (k v ) n+2 is anisotropic, H v is compact. Choose the measures on Θ v and H v so that
This settles the anisotropic case.
(All remaining calculations are local and we suppress mention of the place v whenever possible. We also assume that both 2 and the discriminant ∆ of the quadratic form are local units.)
Local period at good non-archimedean places
Choose a hyperbolic pair x, x ′ in k n+2 so that x ± = x ′ ± 1 2 x and x + = e + and change coordinates so that the restricted quadratic form has matrix 
is an orthogonal decomposition. Recall that H = O(n + 2) and that Θ = O(n + 1) is the subgroup of H fixing x + .
For good non-archimedean places, the function Φ v , used in the definition (1) of ϕ, is the characteristic function of o n+3 . We are to evaluate the local integrals Let Q be the parabolic stabilizing the line k·x; we claim that ΘQ is the open orbit of Θ\H/Q. By Witt's lemma, Θ\H can be identified with the homogeneous space of vectors y with y, y = 1 and the orbit of x + under the action of Q includes all such y not orthogonal to x: the only non-trivial requirement is that yq, xq = y, x , which can be achieved by choosing xq = µx and yq, xq = µ yq, x = y, x . Therefore, the local integral is
Here, Θ ∩ Q = O(n) is the fixer of x + and x − . Set
and Q = M · N . The elements of (Θ ∩ Q)\Q can be expressed as m λ · n a and
(with dλ multiplicative and da additive) is a right-invariant measure and the local integral (2) can be written
Noting that
we have (in k n+2 )
Therefore, continuing (3),
Definition. With z = q −β , we define
(When there is no risk of ambiguity, we suppress B or ρ, or use n instead of B.)
Proposition. We have
Proof. We note first that
In light of that, setting z = q −β ,
(When there is no risk of ambiguity, we suppress B or write n instead.)
Proof. Continuing (4) and recalling that α = (n + 1)s, we conclude
The discriminant enters the picture as ε = χ(∆), where χ is the non-trivial
In particular,
We set |t| = q −T throughout. We will see that X(β; t 2 ) is a sum of powers with exponent T . With a = q −α ,
3. Case n = 0
The case G = O(3) is a degenerate one: even where k 2 is isotropic and thus X 0 is defined (which is not almost everywhere), the form on k 0 is 0.
(8) Proposition. If k 2 is isotropic and z = q −β , we have
Proof. Recalling |t| = q −T , we have
Proof. With a = q −α and z = q −β , we have
(we used (7) in the second line).
Therefore, when k 2 is isotropic (ε = 1), β = 0 and z = 1 lead to
When k 2 is anisotropic (ε = −1), the local period is simply 1. Combining ε = ±1 and recalling that α = s, the local period is
The quadratic form on k 1 can be expressed as ∆x 2 .
(10) Proposition. With z = q −β , w = zq −1 , and u = z 2 q −1 , we have
Proof. We first evaluate
If t 2 = 0 mod ̟ ℓ (i.e., if ℓ ≤ 2T ), we have
On the other hand, if t 2 = 0 mod ̟ ℓ (i.e., if ℓ > 2T ), we have two distinct situations: either ∆x 2 − t 2 is isotropic (ε = 1) or it isn't (ε = −1). When ε = −1, the form ∆x 2 − t 2 is anisotropic. In that case, we show in lemma (13) 
Taking this last expression as well as (11) into account, and combining the cases ε = ±1, we have 
Recalling that we are assuming 2 is a unit and |B(x)| < |a i x 2 i |, a judicious choice of δ leads to |B(x ′ )| < |B(x)|. Iterating this procedure, |x i | is unchanged while |B(x)| → 0. In other words, as we are dealing with a discrete valuation, the limit would be an isotropic vector.
(14) Proposition. We have
Therefore, the local period is
The product of such factors does not converge, due to inadvertent normalizations of measures for n > 0; we must adjust the measures by "convergence factors" (in our case, precisely Z k (1)), as discussed by Weil [30] . Recalling that α = 2s, the local period is, up to a multiplicative constant,
5. Case n = 2 (We express the form in terms of x and y instead of x 1 and x 2 .) (16) Proposition. With z = q −β and w = zq −1 , we have
.
Proof of proposition (16) in anisotropic case. This is the case ε = −1. We can assume the form is x 2 − ∆y 2 . We will calculate
for η a unit and |t| = q −T . When ηt 2 = 0 mod ̟ ℓ (i.e., ℓ ≤ 2T ), the anisotropy leads to
We saw in (11) (writing here zq −2 = wq −1 and z 2 q −2 = w 2 in place of what there, at the end of the second line, is written zq −2 = w and
When ηt 2 = 0 mod ̟ ℓ (i.e., ℓ > 2T ), again by anisotropy,
We now make use of
to conclude that X ℓ (η) does not depend on the unit η. (The matrix a ∆b b a is invertible in o 2 exactly when its determinant a 2 − ∆b 2 is a unit.) Moreover, any unit can be expressed in the form η = a 2 − ∆b 2 mod ̟ ℓ ; indeed that condition is equivalent to a 2 = η + ∆b 2 mod ̟ ℓ and, for a, b ∈ o,
(This argument is a trivial generalization of that used by Cassels [3] for the case ℓ = 1.) Using the anisotropy again, this means that
Therefore,
and also
This leads to
Combining the two subsums (over ℓ ≤ 2T and over ℓ > 2T ) we obtain X(z; ηt 2 ) = 1 + (wq
This concludes the proof of the anisotropic case.
Proof of proposition (16) in isotropic case. This is the case ε = 1. We can assume the form is xy. We will evaluate
We set N = ord ρ. If ρ = 0 mod ̟ ℓ (i.e., ℓ ≤ N ), we have
We observe in passing that, if
If ρ = 0 mod ̟ ℓ (i.e., ℓ > N ), we have
and
We conclude that
The choice ρ = t 2 and N = 2T completes the proof of the isotropic case.
(19) Proposition. We have
Proof. With a = q −α , z = q −β , and w = zq
Or, adjusting by a multiplicative constant and using α = 3s,
Case n > 2
We write vectors in k n ′ = k n+2 as a ′ = (x, a, y) and the quadratic form as B ′ (a ′ ) = B(a) − xy, where a ∈ k n and B(a) is the restriction to k n . Note that B ′ and B have the same discriminant. Also, we abbreviate X
, and X B (β; ρ) = X(β; ρ). In particular,
Moreover, if there is a hyperbolic subspace with dimension 2k,
and also that X 2 ℓ (ρ (2) ) depends only on ord ρ (2) , and using the formulas for X 2 ℓ (0) and X 2 ℓ (̟ k ) obtained in (17) and (18), we are led to
Therefore, with w = zq −1 ,
(22) Proposition. The local period for n odd and
This subsumes (15).
Proof. We combine proposition (21) with proposition (14) about Π 1 :
The local period for n = 2k + 1 is
Adjusting for a multiplicative constant, the result follows from α = (n + 1)s.
(23) Proposition. The local period for n even and G = O(n + 3) is
This subsumes (9) and (20) .
Proof. We combine proposition (21) with proposition (19) about Π 2 :
The local period for n = 2k + 2 and G = O(n + 3) is
Summary and comparison with known results
With z = q −β , w = zq −1 = q −β−1 , and u = z 2 q −1 = q −2β−1 , we know, from propositions (8), (10), and (16) , that
According to proposition (21) , for z
for n = 0;
We saw in propositions (22) and (23) that the local period for G = O(n + 3), adjusted for multiplicative constants, is
for n odd;
We compare our X(β; 0) with Weil's results on the local zeta functions for the orthogonal groups. For n > 3, Weil [30] shows that the local zeta function defined by
(in our notation) is given by
In terms of X(β; 0) and with z = q −β , the local zeta function can be written as
Therefore, for odd n, we have
And for even n,
(1 − q −β−1 )(1 − εq −β−n/2 ) .
Two generalizations
Eisenstein series obtained from Hecke characters. Let ω : k × \J → C × be a Hecke character with ω = v ω v and consider
As before, if p is a parabolic element such that e · p = e/λ, we have
Because the Eisenstein series we are considering is spherical, it must be that ϕ ω is spherical too. In particular, at each (suppressed) good non-archimedean place v, ω must be trivial on o × and therefore ω(t) = |t| β for some β ∈ C depending on the place v.
The outcome of proposition (6) on the local period is modified to
All that changes is that α is shifted to α + β. Recalling that α = (n + 1)s, we have α + β = (n + 1)s + (n + 1) · β n + 1 = (n + 1)(s + ∆s),
where ∆s = β/(n + 1).
Period against automorphic forms on H. The period of E ϕ against an automorphic function F on H is
The inner integral is nonzero only if Res H Θ F has a Θ A -invariant component (because (H, Θ) is a Gelfand pair [1] , there is at most one such component). In that case, if f is the normalized spherical vector in Ind H Θ 1, it must be that
As f generates an irreducible representation π = v π v , the local integral is, up to a constant, the same we obtained before, but with s shifted by the local parameter of π v (i.e., the parameter of the principal series it embeds into). 
The constant term

