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Реферат
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статньо дослiджена, а оскiльки у нас саме такий випадок, то дана тема є
актуальною.
∙ Мета й завдання дослiдження: Довести або спростувати виконання
центральної граничної теореми для випадкових величин з трикутника Па-
скаля.
∙ Об’єкт дослiдження: Випадковi величини з трикутника Паскаля.
∙Предмет дослiдження: Центральна гранична теорема для некласичної
теорiї сумування випадкових величин.
∙ Методи дослiдження: Було застосовано науковi методи дослiдження,
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∙ Topicality: The master’s thesis contains the theorems that have been
proven throughout the history of humanity’s classical and non-classical theory
of summation of independent random variables. Comparing their numbers, we
can be sure that the classical theory has not been sufficiently researched, and
since we have such a case, we can say that this topic is very relevant.
∙ Purpose and Objectives of the Study: Prove or simplify the implementa-
tion of the central limit theorem for random variables from the Pascal triangle.
∙ Research Object: Limit theorems for random variables from the Pascal
triangle.
∙ Subject: Central limit theorem for non-classical random summation theory.
∙ Research Methods: Scientific research methods, analytical and numerical
studies of the task were applied.
∙ Testing the Results of the Thesis: Some results of the Master’s Thesis
were presented and published as abstracts at the "All-Ukrainian Conference of
Students, Graduate Students and Young Scientists in Mathematics"
in 2018 and 2020.
∙ Posts:
- Strelets, Y., The condition of infinite smallness for random variables from the
Pascal triangle / IX All-Ukrainian conference of students, graduate students
and young scientists in mathematics - 2020. - p. 17.
- Strelets, Y., About numerical relations in the Pascal triangle / VII All-
Ukrainian Conference of students, graduate students and young scientists in
mathematics - 2018. - p. 31.
∙Keywords: Central limit theorem, independent random variables, Pascal tri-
angle, classical theory of summation of random variables, not classical theory
of summation of random variables.
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ВСТУП
На сьогоднiшнiй день дуже багато проведено дослiджень стосовно класи-
чної теорiї сумувань незалежних випадкових величин i дуже мало стосовно
некласичної, саме тому тема магiстерської дисертацiї дуже актуальна зараз
i буде залишатися актуальною ще деякий час.
Першi граничнi теореми були отриманi Муавром та Лапласом у XVIII
сторiччi. У подальшому рiзнi вченi доводили центральну граничну теоре-
му у трохи iншому виглядi,модифiкували її, тому зараз ми маємо ЦГТ
Ляпунова, Лiндеберга-Левi, узагальнену ЦГТ i т.д.
Над сучасним виглядом центральної граничної теореми працювали такi
вченi, як У. Феллер, П. Левi, Б. В. Гнеденко, А. М. Колмогоров. Найбiльш
загальний варiант ЦГТ доведено Б. В. Гнеденко та А. М. Колмогоровим
при виконаннi умови нескiнченої малостi.
В. М. Золотарьов називає некласичною центральну граничну теорему
ту, в якiй вiдсутня умова нескiнченої малостi. Некласичнi центральнi гра-
ничнi теореми вивчали: В.М. Золотарьов, Ю.П. Студнєв, В.I. Ротарь, В.В.
Сазонов, В.В. Сенатов.
Основною метою цiєї магiстерської дисертацiї є дослiдження властиво-
стей сум випадкових величин з трикутника Паскаля, а саме ми обрали
трикутник у якому на бiчних лiнiях елементи обираються довiльним чи-
ном рiвноймовiрно, а всi iншi утворюються за класичним правилом.
У першому роздiлi розглянуто за якими основними принципами будує-
ться класична теорiя, наведенi деякi теореми та означенння, а пiсля цього
сформульована наша задача про випадковi величини з трикутника Паска-
ля. Також, у цьому роздiлi ми пiдрахуємо суму усiх елементiв в трикутнику
включно з n-м рядком. Ми перевiримо чи виконується умова нескiнченої
малостi для наших випадкових величин. На основi результатiв наведених
у цьому роздiлi ми зробимо висновок з яким випадком маємо справу: з
класичним чи некласичним.
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У другому роздiлi ми розглянемо некласичну теорiю сумування випад-
кових величин, а також наведемо приклади задач на знаходження метри-
ки Левi з використанням випадкових величин Бернуллi, що безпосередньо
стосується нашої задачi, бо на бiчних лiнiях трикутника Паскаля елементи
обираються довiльним чином, а саме Бернулiвськi випадковi величини з
ймовiрнiстю 0,5.
У третьому роздiлi наведено результати наших дослiджень стосовно ви-
конання або спростування центральної граничної теореми для випадкових
величин з трикутника Паскаля. Також ми узагальнимо основну теорему
магiстерської дисертацiї i з’ясуємо для яких t центральна гранична теоре-
ма має мiсце, а для яких нi.
I наприкiнцi ми зробимо загальнi висновки з того якi результати ми отри-
мали i чи було досягнуто основну мету магiстерської дисертацiї.
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1 КЛАСИЧНА ТЕОРIЯ СУМУВАННЯ НЕЗАЛЕЖ-
НИХ ВИПАДКОВИХ ВЕЛИЧИН
1.1 Нескiнченно подiльнi розподiли
Нехай задано послiдовнiсть серiй незалежних в кожнiй серiї випадкових
величин та нехай 𝑘𝑛 −→ ∞ при 𝑛 −→ ∞. Розглянемо задачу на знаходже-




при 𝑛 −→ ∞. Ця задача має очевидний розв’язок, а саме будь-яка фун-
кцiя розподiлу 𝐹 (𝑥) може бути граничною для розподiлу сум вигляду (1.1).
Якщо випадкова величина 𝑋𝑛1 має функцiю розподiлу 𝐹 (𝑥) при довiльно-
му 𝑛, а 𝑋𝑛𝑘 ≡ 0 для всiх 𝑛 та 𝑘 > 1, то функцiя розподiлу (1.1) спiвпадає
з 𝐹 (𝑥) для будь-якого 𝑛.
Логiчно, що треба ввести обмеження, для того щоб роль кожного додан-
ку в сумi (1.1) була як завгодно малою при 𝑛 −→ ∞. Це робиться для того,
щоб уникнути тих випадкiв, якi подiбнi до вище наведеної схеми сумуван-





𝑃 (|𝑋𝑛𝑘| ≥ 𝜀) −→ 0, при 𝑛 −→ ∞ (1.2)
називається умовою нескiнченої малостi для будь-якого 𝜀 > 0.
Наведемо деякi фундаментальнi теореми без доведення. [1]
Теорема 1 Множина функцiй розподiлу, граничних (в сенсi слабкої збi-
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жностi) для розподiлiв сум
𝑘𝑛∑︀
𝑘=1
𝑋𝑛𝑘 незалежних випадкових величин, що
задовольняють умовi нескiнченної малостi (1.2), спiвпадає з множиною
нескiнченно подiльних функцiй розподiлу. [1]
Можуть траплятися випадки, коли збiжнiсть розподiлiв сум (1.1) нескiн-
ченно малих незалежних доданкiв не має мiсця, але iснує така послiдов-
нiсть сталих {𝑏𝑛;𝑛 = 1, 2, ...}, що розподiли сум
𝑘𝑛∑︁
𝑘=1
𝑋𝑛𝑘 − 𝑏𝑛 (1.3)
збiгаються до деякого граничного розподiлу.
Теорема 2 Множина розподiлiв, що є граничними для розподiлу сум ви-
гляду (1.3), де 𝑋𝑛𝑘 - незалежнi випадковi величини, що задовольняють
умовi нескiнченої малостi, та 𝑏𝑛 - сталi, спiвпадає з множиною нескiн-
ченно подiльних розподiлiв. [1]
Поряд з умовою нескiнченої малостi (1.2) можна розглядати узагаль-
нюючу умову iснування такої послiдовностi сталих {𝑙𝑛𝑘; 𝑘 = 1, ..., 𝑘𝑛;𝑛 =
1, 2, ...}, що
max
1≤𝑘≤𝑘𝑛
𝑃 (|𝑋𝑛𝑘 − 𝑙𝑛𝑘| ≥ 𝜀) −→ 0 (1.4)
для будь-якого фiксованого 𝜀 > 0.
Означення 2 Якщо виконується умова (1.4) для будь-якого фiксованого
𝜀 > 0, то така умова називається умовою нескiнченої сталостi. [1]
Iнакше кажучи, випадковi величини 𝑋𝑛𝑘 гранично сталi, якщо iснують
такi сталi 𝑙𝑛𝑘, що величини 𝑋𝑛𝑘 − 𝑙𝑛𝑘 нескiнченно малi.
Якщо випадковi величини 𝑋𝑛𝑘 задовольняють умовi (1.4), то
𝑙𝑛𝑘 = 𝑚𝑋𝑛𝑘 + 𝑜(1) рiвномiрна вiдносно 𝑘. Дiйсно, з (1.4) слiдує, що
min
1≤𝑘≤𝑘𝑛
𝑃 (|𝑋𝑛𝑘 − 𝑙𝑛𝑘| < 𝜀) >
1
2
для будь-якого 𝜀 > 0 та достатньо великих 𝑛.
Означення 3 Медiана — це число, що характеризує вибiрку. Якщо всi
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елементи вибiрки рiзнi, то медiана — це таке число, що половина з цих
елементiв вибiрки бiльша за нього, а друга менше. Якщо ж вибiрка має
парну кiлькiсть елементiв, то медiана як правило, визначається як пiв-
сума двох сусiднiх елементiв, що знаходяться посерединi. [2]
В силу визначення медiани маємо |𝑚𝑋𝑛𝑘−𝑙𝑛𝑘| < 𝜀 для всiх 𝑘 та достатньо
великих 𝑛.
Звiдси випливає, що якщо умова (1.4) виконується для деякої послiдов-
ностi сталих {𝑙𝑛𝑘}, то вона виконується й при використаннi замiни 𝑙𝑛𝑘 на
𝑚𝑋𝑛𝑘.
Очевидно, що в теоремах 1 та 2 ми можемо замiнити умову нескiнченої
малостi розглянутих випадкових величин умовою граничної сталостi цих
величин.
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1.2 Умова збiжностi до заданого нескiнченно
подiльного розподiлу
Як показано в попередньому пунктi будь-якi нескiнченно подiльнi роз-
подiли та при цьому тiльки цi розподiли можуть бути граничними для
розподiлiв сум незалежних випадкових величин, що задовольняють умо-
ву нескiнченої малостi або умову граничної сталостi. Додатковi роздуми
дозволяють отримати необхiднi та достатнi умови збiжностi розподiлiв та-
ких сум до заданого нескiнченно подiльного розподiлу. У зв’язку з цим
наведемо ряд теорем з класичної теорiї сумування незалежних випадко-
вих величин,але без доведення, так як у цьому немає необхiдностi, бо їх
доведення наводили багато авторiв наукової математичної лiтератури, якi
спецiалiзувались у цiй галузi математики.
Теорема 3 Нехай 𝐹 (𝑥) - нескiнченно подiльна функцiя розподiлу з хара-
ктеристичною функцiєю 𝑓(𝑡), що задається рiвнiстю
𝑓(𝑡) = 𝑒𝑥𝑝{𝑖𝛾𝑡 +
∞∫︁
−∞






(де 𝛾 - дiйсна стала, 𝐺(𝑥) - не спадна обмежена функцiя, а пiдiнтегральна
функцiя при 𝑥 = 0 дорiвнює − 𝑡22 ). Нехай
{𝑋𝑛𝑘; 𝑘 = 1, ..., 𝑘𝑛;𝑛 = 1, 2, ...}
- послiдовнiсть серiй незалежних в кожнiй серiї випадкових величин, що
задовольняють умовi нескiнченої малостi. Покладемо 𝐹𝑛𝑘(𝑥) = 𝑃 (𝑋𝑛𝑘 <
< 𝑥).Для того щоб функцiї розподiлу сум
𝑘𝑛∑︀
𝑘=1
𝑋𝑛𝑘 слабко збiгались до 𝐹 (𝑥),
необхiдно та достатньо виконання умов























𝑥𝑑𝐹𝑛𝑘(𝑥), 𝐹 𝑛𝑘(𝑥) = 𝐹𝑛𝑘(𝑥 + 𝑎𝑛𝑘), (1.8)
𝜏 - довiльне додатне число. [3]
Теорему 3 не важко узагальнити таким чином.
Теорема 4 Нехай виконуються умови теореми 3 та нехай {𝑏𝑛} - послi-


























𝜏 - довiльна додатна стала. [3]
З теореми 4 випливає
Теорема 5 Нехай {𝑋𝑛𝑘} - послiдовнiсть серiй незалежних в кожнiй серiї
випадкових величин, що задовольняють умовi нескiнченної малостi. Для




слабко збiгаються до граничного розподiлу, необхiдно та достатньо щоб














𝑑𝐹𝑛𝑘(𝑥 + 𝑎𝑛𝑘)} − 𝛾 + 𝑜(1),
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де 𝛾 - довiльна дiйсна стала. [3]
Змiни, котрi вносить в отриманi результати замiна умови нескiнченої ма-
лостi умовою граничної сталостi, очевиднi. При цьому в теоремах 3, 4 та 5
треба зробити замiну 𝐹𝑛𝑘 на 𝐹𝑛𝑘(𝑥 + 𝑚𝑛𝑘), де 𝑚𝑛𝑘 - медiана випадкової ве-





𝑋𝑛𝑘−𝑚𝑛𝑘. Беручи до уваги, що замiна умови нескiнченої малостi бiльш
загальною умовою граничної сталостi не пов’язана з будь-якими iстотними
затрудненнями, але приводить до ускладнення формулювань, ми обмежи-
мося в подальшому тим, що розглянемо послiдовностi серiй незалежних
випадкових величин, що задовольняють умовi нескiнченної малостi.
Знайденi необхiднi та достатнi умови збiжностi розподiлiв сум незале-
жних доданкiв до граничного розподiлу дозволяють iнакше формулювання
теорем. Спочатку наведемо теорему, що примикає до теореми 3.














𝑑𝐺(𝑦) при 𝑥 < 0,
𝑘𝑛∑︁
𝑘=1





𝑑𝐺(𝑦) при 𝑥 > 0,











































для будь-якого фiксованого 𝜏 > 0, такого, що точки ±𝜏 є точками непе-
рервностi функцiї 𝐺(𝑥). [1]
Теорема 7 Нехай 𝐹 (𝑥) - нескiнченно подiльна функцiя розподiлу з хара-
ктеристичною функцiєю 𝑓(𝑡), що має представлення Левi-Хiнчина
(аналогiчне, що наведене в теоремi 3). Нехай {𝑋𝑛𝑘} - послiдовнiсть серiй
незалежних в кожнiй серiї випадкових величин, що задовольняють умову
нескiнченної малостi та нехай 𝐹𝑛𝑘(𝑥) = 𝑃 (𝑋𝑛𝑘 < 𝑥), 𝑏𝑛 - послiдовнiсть
сталих. Для слабкої збiжностi розподiлiв сум
∑︀
𝑘
𝑋𝑛𝑘 − 𝑏𝑛 до розподiлу
𝐹 (𝑥) необхiдно та достатньо, щоб виконувались умови теореми 6 (А)













для будь-якого фiксованого 𝜏 > 0, такого, що точки ±𝜏 є точками непе-
рервностi функцiї 𝐺(𝑥). [1]
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1.3 Центральна гранична теорема
В попередньому параграфi ми дослiджували умови збiжностi розподiлiв
сумм незалежних випадкових величин, що задовольняють умовi нескiнче-
ної малостi до заданого граничного розподiлу, який є нескiнченно подiль-
ним. Тепер нас цiкавитиме випадок нормального граничного розподiлу.
В представленнi характеристичної функцiї нормального розподiлу з па-
раметрами (𝑎, 𝜎) формулою Левi-Хiнчина, що наведено у теоремi 3, маємо
𝛾 = 𝑎,
𝐺(𝑥) =
⎧⎨⎩0, якщо 𝑥 6 0,𝜎2, якщо 𝑥 > 0.
Тому з теореми 6 випливає наступне. Нехай {𝑋𝑛𝑘} - послiдовнiсть серiй
незалежних випадкових величин, що задовольняють умовi нескiнченої ма-
лостi (1.2) та нехай 𝐹𝑛𝑘 - функцiя розподiлу випадкової величини 𝑋𝑛𝑘. Для
слабкої збiжностi розподiлу сумм
∑︀
𝑘
𝑋𝑛𝑘 до нормального розподiлу з пара-






































𝑥𝑑𝐹𝑛𝑘(𝑥) −→ 𝑎 для будь-якого 𝜀 > 0.
Ґрунтуючись на цьому результатi, можемо сформулювати наступний.
Теорема 8 Нехай {𝑋𝑛𝑘; 𝑘 = 1, ..., 𝑘𝑛;𝑛 = 1, 2, ...} - послiдовнiсть серiй не-
залежних в кожнiй серiї випадкових величин, 𝐹𝑛𝑘(𝑥) - функцiя розподiлу
𝑋𝑛𝑘. Для того, щоб виконувалась умова нескiнченої малостi (1.2) та ма-
ла мiсце слабка збiжнiсть розподiлiв сум
∑︀
𝑘
𝑋𝑛𝑘 до нормального (𝑎, 𝜎)
розподiлу, необхiдно та достатньо, щоб для будь-якого фiксованого 𝜀 > 0
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виконувались умови [1] ∑︁
𝑘















𝑥𝑑𝐹𝑛𝑘(𝑥) −→ 𝑎. (1.14)
Ця теорема є загальною формою центральної граничної теореми для
сум незалежних випадкових величин. Ми будемо називати центральною
граничною теоремою будь-яке твердження про те, що при деяких умовах
функцiя розподiлу суми необмеженно зростаючого числа випадкових вели-
чин збiгається до нормальної функцiї розподiлу. Сформулюємо теорему 8
iнакше.
Теорема 9 Нехай {𝑋𝑛𝑘} - послiдовнiсть серiй незалежних в кожнiй се-
рiї випадкових величин, 𝐹𝑛𝑘(𝑥) - функцiя розподiлу 𝑋𝑛𝑘. Для того, щоб




𝑋𝑛𝑘 до нормального (𝑎, 𝜎) розподiлу, необхiдно
та достатньо, щоб для будь-якого фiксованого 𝜀 > 0 та деякого 𝜏 > 0
виконувались умови [1] ∑︁
𝑘
















Теорема 10 Нехай {𝑋𝑛𝑘} - послiдовнiсть серiй незалежних в кожнiй се-




до деякого невиродженого граничного розподiлу. Для того щоб граничний
розподiл був нормальним та виконувалась умова нескiнченої малостi не-
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обхiдно та достатньо, щоб виконувалось спiввiдношення∑︁
𝑘
𝑃 (|𝑋𝑛𝑘| > 𝜀) −→ 0
для будь-якого довiльного 𝜀 > 0. [1]
Теорема 11 Нехай {𝑋𝑛𝑘} - послiдовнiсть серiй незалежних в кожнiй се-
рiї випадкових величин, 𝐹𝑛𝑘(𝑥) - функцiя розподiлу 𝑋𝑛𝑘. Для того щоб
виконувалась умова нескiнченої малостi (1.2) та iснувала така послiдов-
нiсть сталих {𝑏𝑛}, що розподiли сум
∑︀
𝑘
𝑋𝑛𝑘 − 𝑏𝑛 слабко збiгаються до
нормального (0,1) розподiлу необхiдно та достатньо, щоб виконувалось
спiввiдношення ∑︁
𝑘
𝑃 (|𝑋𝑛𝑘| > 𝜀) −→ 0


















де H- довiльне додатне число. Всi допустимi сталi 𝑏𝑛 задовольняють цю
рiвнiсть. [1]
Теорема 11 залишається вiрною, якщо в нiй замiнити слова "для деякого




𝑃 (|𝑋𝑛𝑘| > 𝜀) −→ 0, що неодноразово зустрiчає-
ться в формулюваннях теорем, рiвносильна умовi
𝑃 (max
𝑘
|𝑋𝑛𝑘| > 𝜀) −→ 0.
Покладемо 𝑝𝑛𝑘 = 𝑃 (|𝑋𝑛𝑘| > 𝜀). Ми маємо
𝑃 (max
𝑘
|𝑋𝑛𝑘| > 𝜀) = 1 − 𝑃 (max
𝑘
|𝑋𝑛𝑘| < 𝜀) = 1 −
∏︁
𝑘










𝑝𝑛𝑘} ≤ 1 −
∏︁
𝑘




З отриманих теорем загального вигляду дуже просто отримати класи-
чнi результати Лiндеберга, Бернштейна та Фелера, що вiдносяться до цен-










Теорема 12 Нехай {𝑋𝑛;𝑛 = 1, 2, ...} - послiдовнiсть незалежних випад-
кових величин, 𝑉𝑛(𝑥) - функцiя розподiлу 𝑋𝑛 та нехай {𝑎𝑛} - послiдов-
нiсть додатних сталих. Для того щоб
max
1≤𝑘≤𝑛
𝑃 (|𝑋𝑘| ≥ 𝜀𝑎𝑛) −→ 0 (1.16)







𝑋𝑘 < 𝑥) − Φ(𝑥)| −→ 0, (1.17)

























𝑥𝑑𝑉𝑘(𝑥) −→ 0. (1.20)
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Ця теорема є наслiдком теорем 8 та 9 при 𝑋𝑛𝑘 = 1𝑎𝑛𝑋𝑘 i 𝐹𝑛𝑘 = 𝑉𝑘(𝑎𝑛𝑥)
(𝑘 = 1, ..., 𝑛).
У вiдповiдностi з теоремою 8 умови (1.19) та (1.20) в теоремi 12 можна




















𝑥𝑑𝑉𝑘(𝑥) −→ 0. (1.22)
для будь-якого фiксованого 𝜀 > 0.
Теорема 13 Нехай {𝑋𝑛} - послiдовнiсть незалежних випадкових вели-
















та умова (1.18), то має мiсце спiввiдношення (1.17). У цьому випадку
𝑉𝑘(𝑥) - функцiя розподiлу 𝑋𝑘. [1]
Ця теорема випливає з теореми 12.
Теорема 14 Нехай {𝑋𝑛} - послiдовнiсть незалежних випадкових вели-
чин, 𝑉𝑛(𝑥) - функцiя розподiлу 𝑋𝑛. Для iснування послiдовностей сталих







𝑋𝑘 − 𝑏𝑛 < 𝑥) − Φ(𝑥)| −→ 0 (1.23)
та виконана умова (1.16), необхiдно i достатньо, щоб iснувала така по-
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2} −→ ∞. (1.25)





















Теорема 15 Нехай {𝑋𝑛} - послiдовнiсть незалежних випадкових вели-
чин, де хоча б одна з яких має невироджений розподiл. Нехай 𝑋𝑛 має
скiнченну дисперсiю 𝜎2𝑛(𝑛 = 1, 2, ...). Покладемо



















|𝐹𝑛(𝑥) − Φ(𝑥)| −→ 0, (1.29)









(𝑥− 𝑎𝑘)2𝑑𝑉𝑘(𝑥) −→ 0 (1.30)
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для будь-якого фiксованого 𝜀 > 0. [1]
Умова Лiндеберга виконується, якщо випадковi величини, що розгляда-
ються мають однаковий розподiл зi скiнченою дисперсiєю.
Легко побачити, що 𝐵𝑛 −→ ∞ є наслiдком умови (1.28). В силу теореми
15 звiдси випливає, що якщо виконана умова Лiндеберга, то 𝐵𝑛 −→ ∞.








𝐸|𝑋𝑘 − 𝐸𝑋𝑘|2+𝛿 −→ 0
для деякого 𝛿 > 0 (умова Ляпунова). Саму умову Лiндеберга можно за-
писати iнакше, а саме вона рiвносильна умовi, яку ми отримуємо при за-
мiнi в лiвiй частинi (1.30) областi iнтегрування |𝑥 − 𝑎𝑘| ≥ 𝜀
√
𝐵𝑛 областю









... ... ... ...
Будемо вважати, що значення на бiчних лiнiях обираються довiльним чи-
ном, а правило утворення iнших значень є класичним.
𝑥3,2 = 𝑥2,1 + 𝑥2,2
...
𝑥𝑛,𝑘 = 𝑥𝑛−𝑘,𝑘−1 + 𝑥𝑛−1,𝑘
Твердження 1 Сума елементiв в усiх рядках включно до 𝑛-того дорiв-
нює [4]
𝑆𝑛 = 𝑥𝑛,1 + 𝑥𝑛,𝑛 + 𝑥𝑛−1,1 + 𝑥𝑛−1,𝑛−1 +
𝑛−2∑︁
𝑘=2
2𝑘−1(𝑥𝑛−𝑘,1 + 𝑥𝑛−𝑘,𝑛−𝑘). (1.31)
Доведення:
Сума елементiв в 𝑛-му рядку трикутника Паскаля має вигляд: [4]
𝑆𝑛 = 𝑥𝑛,1 + 𝑥𝑛,𝑛 − 𝑥𝑛−1,1 − 𝑥𝑛−1,𝑛−1 + 2𝑆𝑛−1 (*)
Розглянемо випадок, коли n=4:
𝑆4 = 𝑥4,1 + 𝑥4,4 + 𝑥3,1 + 𝑥3,3 + 2(𝑥2,1 + 𝑥2,2)
Використовуючи формулу (*) для n=5 отримаємо:
𝑆5 = 𝑥5,1+𝑥5,5−𝑥4,1−𝑥4,4+2𝑆4 = 𝑥5,1+𝑥5,5−𝑥4,1−𝑥4,4+2(𝑥4,1+𝑥4,4+𝑥3,1+
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+𝑥3,3 + 2(𝑥2,1 +𝑥2,2)) = 𝑥5,1 +𝑥5,5−𝑥4,1−𝑥4,4 + 2(𝑥4,1 +𝑥4,4) + 2(𝑥3,1 +𝑥3,3)+
+4(𝑥2,1 + 𝑥2,2)
n=6:
𝑆6 = 𝑥6,1+𝑥6,6−𝑥5,1−𝑥5,5+2𝑆5 = 𝑥6,1+𝑥6,6−𝑥5,1−𝑥5,5+2(𝑥5,1+𝑥5,5+𝑥4,1+
+𝑥4,4+2(𝑥3,1+𝑥3,3)+4(𝑥2,1+𝑥2,2)) = 𝑥6,1+𝑥6,6+𝑥5,1+𝑥5,5+2(𝑥4,1+ +𝑥4,4)+
+4(𝑥3,1 + 𝑥3,3) + 8(𝑥2,1 + 𝑥2,2).




𝑋𝑛,𝑛 = 𝑥𝑛,1 + 𝑥𝑛,𝑛,
𝑋𝑛,𝑛−1 = 𝑥𝑛−1,1 + 𝑥𝑛−1,𝑛−1,
𝑋𝑛,𝑘 = 2
𝑘−1(𝑥𝑛−𝑘,1 + 𝑥𝑛−𝑘,𝑛−𝑘).
Таку схему серiй будемо називати схемою серiй Паскаля.





Припустимо, що 𝑥𝑖,𝑗 — незалежнi випадковi величини з розподiлом Бер-
нуллi, де














= 4𝜇 + 2𝜇
𝑛−2∑︁
𝑘=2
2𝑘−1 = 4𝜇 + 2𝜇
2(2𝑛−3 − 1)
1
= 4𝜇 + 2𝜇(2𝑛−2 − 2) = 𝜇2𝑛−1.N






Аналогiчно 𝑣𝑎𝑟[𝑥𝑛−𝑘,1] = 𝜎2 та 𝑣𝑎𝑟[𝑥𝑛−𝑘,𝑛−𝑘] = 𝜎2.

















Перевiримо чи виконується умова (1.2) для нашого випадку. Для цього




2𝑘−1(𝑥𝑛−𝑘,1 + 𝑥𝑛−𝑘,𝑛−𝑘) = |𝑛−𝑘=𝑚,𝑘=𝑛−𝑚 | =
2∑︁
𝑚=𝑛−2
2𝑛−𝑚−1(𝑥𝑚,1 + 𝑥𝑚,𝑚) =
= | нехай𝑥𝑚,1 + 𝑥𝑚,𝑚 = 𝑌𝑚| =
𝑚=𝑛−2∑︁
2






Перепишемо умову нескiнченої малостi (1.2) у такому виглядi:
∀𝜀 > 0 ∀𝑛 ≥ 𝑛0 𝑠𝑢𝑝{𝑃 (|𝑋𝑛𝑚| > 𝜀) : 𝑚 ≥ 1} < 𝜀.
Перевiримо виконання цiєї умови в нашому випадку:
𝑠𝑢𝑝{𝑃 (|2𝑛−𝑚−1𝑌𝑚| > 𝜀) : 2 ≤ 𝑚 ≤ 𝑛− 2} < 𝜀.













𝑠𝑢𝑝𝑃 ((|2𝑛−𝑚−1𝑌 | > 𝜀) : 𝑚 ≥ 1) < 𝜀 = 𝑠𝑢𝑝𝑃 ((𝑌 > 𝜀
2𝑛−𝑚−1
) : 2 ≤ 𝑚 ≤
≤ 𝑛− 2) < 𝜀 = 𝑃 ((𝑌 > 𝜀
2𝑛−𝑚−1
) : 2 ≤ 𝑚 ≤ 𝑛− 2) < 𝜀.
Оскiльки 𝜀2𝑛−𝑚−1 < 1 для великих n, то




Отже, можемо зробити висновок, що для нашого випадку умова нескiнченої
малостi не виконується. Звiдси можемо сформулювати теорему.
Теорема 16 Умова нескiнченої малостi (1.2) не виконується для схеми
серiй Паскаля. [5]
В нашому випадку умова нескiнченої малостi (1.2) не виконується, а зна-
чить ми маємо випадок некласичної теорiї сумувань випадкових величин.
Умова рiвномiрної граничної сталостi доданкiв
Умова рiвномiрної граничної сталостi доданкiв виглядає наступним чи-
ном.
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Означення 5 Послiдовнiсть серiй {𝑋𝑛𝑗} випадкових величин називає-
ться рiвномiрно гранично сталою, якщо iснує множина сталих чисел
{𝑢𝑛𝑗} така, що для кожного 𝜀 > 0 та всiх достатньо великих n викону-
ється [6]
𝑠𝑢𝑝{𝑃 (|𝑋𝑛𝑗 − 𝑢𝑛𝑗| > 𝜀) : 𝑗 ≥ 1} < 𝜀. (1.32)
Перевiримо чи виконується умова (1.32).
𝑃 (|2𝑛𝑋 − 𝑈𝑛| > 𝜀) < 𝜀
Для цього розглянемо два випадки:
1) 2𝑛 − 𝑈𝑛 → 0
𝑃 (2𝑛 − 𝑈𝑛 > 𝜀 ∪ 2𝑛 − 𝑈𝑛 < −𝜀) < 𝜀
Спочатку пiдрахуємо 𝑃 (2𝑛 − 𝑈𝑛 > 𝜀) < 𝜀2 .
𝑃 (2𝑛 − 𝑈𝑛 > 𝜀) = 𝑃 (2𝑛 − 𝑈𝑛 > 𝜀,𝑋 = 0) + 𝑃 (2𝑛 − 𝑈𝑛 > 𝜀,𝑋 = 1) = 0.
Тепер пiдрахуємо другу частину нашої нерiвностi 𝑃 (2𝑛 − 𝑈𝑛 < −𝜀) < 𝜀2 .




2) 2𝑛 − 𝑈𝑛 9 0, 2𝑛𝑘 − 𝑈𝑛𝑘 → 𝑎, 𝑎 ̸= 0
Аналогiчно, спочатку пiдрахуємо таку ймовiрнiсть




𝑃 (2𝑛𝑘𝑋−𝑈𝑛𝑘 > 𝜀) = 𝑃 (2𝑛𝑘𝑋−𝑈𝑛𝑘 > 𝜀,𝑋 = 0) +𝑃 (2𝑛𝑘𝑋−𝑈𝑛𝑘 > 𝜀,𝑋 = 1)
𝑃 (2𝑛𝑘𝑋 − 𝑈𝑛𝑘 > 𝜀,𝑋 = 1) може приймати два значення 0, якщо 𝑎 ≤ 𝜀
або 12 , якщо 𝑎 > 𝜀. Вiдповiдно 𝑃 (2
𝑛𝑘𝑋 −𝑈𝑛𝑘 > 𝜀) може приймати значення
або 0 або 12 .
Тобто
𝑃 (2𝑛𝑘𝑋 − 𝑈𝑛𝑘 > 𝜀) =
⎧⎨⎩0, 𝑎 ≤ 𝜀1
2 , 𝑎 > 𝜀
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Тепер пiдрахуємо другий випадок 𝑃 (2𝑛𝑘𝑋 − 𝑈𝑛𝑘 < −𝜀) < 𝜀2 .
𝑃 (2𝑛𝑘𝑋 − 𝑈𝑛𝑘 < −𝜀) = 𝑃 (2𝑛𝑘𝑋 − 𝑈𝑛𝑘 < −𝜀,𝑋 = 0)+
+𝑃 (2𝑛𝑘𝑋 − 𝑈𝑛𝑘 < −𝜀,𝑋 = 1)
Окремо пiдрахуємо ймовiрностi для цiєї суми.
𝑃 (2𝑛𝑘𝑋 − 𝑈𝑛𝑘 < −𝜀,𝑋 = 0) = 𝑃 (−𝑈𝑛𝑘 < −𝜀,𝑋 = 0) =
1
2
𝑃 (2𝑛𝑘𝑋−𝑈𝑛𝑘 < −𝜀,𝑋 = 1) = 𝑃 (𝑎 < −𝜀). Така ймовiрнiсть може приймати
значення 0, при a>0 та 12 , при 𝑎 ≤ −𝜀.
З наведених вище обчислень можемо зробити висновок, що умова рiвно-
мiрної граничної сталостi доданкiв не виконується для нашого випадку.
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1.5 Висновки з роздiлу 1
Основною метою даного роздiлу було висвiтлити, ту теорiю з якою зу-
стрiнеться кожен при сумуваннi незалежних випадкових величин. Таку те-
орiю називають класичною i в першому роздiлi було наведено велику кiль-
кiсть класичних теорем. Також у цьому роздiлi ми сформулювали задачу
з якою ми матимемо справу в подальшому. Всi ми знаємо, що трикутник
Паскаля - це нескiнченна таблиця, у виглядi трикутника з бiномiальними
коефiцiєнтами. I в класичному трикутнику на бiчних лiнiях стоять одиницi,
але ми розглянули iнший випадок, коли трикутник Паскаля формується за
класичним правилом, але на бiчних лiнiях значення обираються довiльним
чином.
Ми розглянули деякi властивостi суми всiх елементiв включно до n-го
рядка в трикутнику Паскаля. Але основне, що ми отримали у цьому роздiлi
- це те, що для нашого випадку не виконується умова нескiнченої малостi,
а також не виконується умова граничної сталостi.
Iз отриманих результатiв ми зробили висновок, що для нашого випад-
ку необхiдно використовувати некласичну теорiю сумування випадокових
величин, а тому треба шукати не стандартнi пiдходи для доведення цен-
тральної граничної теореми для нашої задачi.
Отже, оскiльки, ми маємо справу з некласичною теорiєю сумування ви-
падкових величин, для початку, нам необхiдно розглянути теоретичнi вiдо-
мостi, а далi спробуємо застосувати їх до нашого випадку, що ми i зробимо
в наступних роздiлах.
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2 НЕКЛАСИЧНА ТЕОРIЯ СУМУВАННЯ
НЕЗАЛЕЖНИХ ВИПАДКОВИХ ВЕЛИЧИН
2.1 Некласичнi умови
Граничнi теореми, в яких на окремi доданки накладено умови їх нескiн-
ченої малостi прийнято називати теоремами в класичнiй постановцi. Некла-
сичними граничними теоремами прийнято називати теореми, що доведенi
без використання умови нескiнченої малостi (1.2). [6] Не важко навести
приклади не вироджених випадкових величин, для яких не виконується нi
умова Лiндеберга, нi умова нескiнченої малостi (1.2), але при цьому ЦГТ
має мiсце. Наведемо найпростiший випадок.
Нехай 𝑥1, 𝑥2, ... - послiдовнiсть незалежних нормально розподiлених ви-
падкових величин з 𝑥𝑛 = 0, 𝑥1 = 1, 𝑥𝑘 = 2𝑘−2, 𝑘 ≥ 2. Покладемо







Неважко перевiрити, що тут не виконано нi умову Лiндеберга, нi умову
нескiнченої малостi (1.2), хоча справедливiсть ЦГТ очевидна, оскiльки 𝑆𝑛
розподiленi нормально з 𝑆𝑛 = 0, 𝑆𝑛 = 1.
Теорема, що буде наведена далi нижче дає достатнi та необхiднi умови
справедливостi ЦГТ. В цьому сенсi умова (Λ), що буде наведена нижче є
прикладом некласичних умов.
Будемо припускати, що для кожного 𝑛 ≥ 1 задана послiдовнiсть (схема
серiй) незалежних випадкових величин
𝑥𝑛1, 𝑥𝑛2, ..., 𝑥𝑛𝑛
з 𝑥𝑛𝑘 = 0, 𝑥𝑛𝑘 = 𝜎2𝑛𝑘 > 0,
𝑛∑︀
𝑘=1
𝜎2𝑛𝑘 = 1. Нехай 𝑆𝑛 = 𝑥𝑛1 + ... + 𝑥𝑛𝑛,
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Теорема 17 Для того щоб
𝑆𝑛
𝑑−→ 𝑁(0, 1) (2.1)






|𝑥||𝐹𝑛𝑘(𝑥) − Φ𝑛𝑘(𝑥)|𝑑𝑥 −→ 0, 𝑛 −→ ∞. (2.2)







𝑥2𝑑𝐹𝑛𝑘(𝑥) −→ 0, 𝑛 −→ ∞. (2.3)




𝑥2𝑛𝑘 −→ 0, 𝑛 −→ ∞, то умова (Λ) забезпечує виконання
умови Лiндеберга (L): [7]
(Λ) ⇒ (𝐿).
Доведення теореми 16. Доведення необхiдностi умови (Λ) доволi складне.
Наведемо тут лише доведення її достатностi. Нехай
𝑓𝑛𝑘(𝑡) = 𝑒


















𝑑−→ 𝑁(0, 1) тодi i тiльки тодi, коли 𝑓𝑛(𝑡) −→ 𝜙(𝑡), 𝑛 −→ ∞ для довiльного
дiйсного 𝑡.
Маємо







Оскiльки |𝑓𝑛𝑘(𝑡)| ≤ 1, |𝜙𝑛𝑘(𝑡)| ≤ 1, то

































Застосовуючи формулу iнтегрування частинами до iнтегралiв
𝑏∫︁
𝑎




отримаємо (враховуючи те, що 𝑥2[1 − 𝐹𝑛𝑘(𝑥) + 𝐹𝑛𝑘(−𝑥)] −→ 0, 𝑥2[1 −
− Φ𝑛𝑘(𝑥) + Φ𝑛𝑘(−𝑥)] −→ 0, 𝑥 −→ ∞)
∞∫︁
−∞
(𝑒𝑖𝑡𝑥 − 𝑖𝑡𝑥 + 𝑡
2𝑥2
2




(𝑒𝑖𝑡𝑥 − 𝑖𝑡𝑥− 1)(𝐹𝑛𝑘(𝑥) − Φ𝑛𝑘(𝑥))𝑑𝑥. (2.5)
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З (2.4) та (2.5) маємо






























|𝑥||𝐹𝑛𝑘(𝑥) − Φ𝑛𝑘(𝑥)|𝑑𝑥, (2.6)
при цьому ми скористались нерiвнiстю∫︁
|𝑥|≤𝜀
|𝑥||𝐹𝑛𝑘(𝑥) − Φ𝑛𝑘(𝑥)|𝑑𝑥 ≤ 2𝜎2𝑛𝑘. (2.7)
З (2.6) в силу довiльностi 𝜀 > 0 та умови (Λ) випливає, що 𝑓𝑛(𝑡) −→ 𝜙(𝑡),
𝑛 −→ ∞.N
Доведення теореми 17. 1. З умови Лiндеберга (L) випливає умова
max
1≤𝑘≤𝑛
𝜎2𝑛𝑘 −→ 0. Тому, враховуючи, що
𝑛∑︀
𝑘=1












𝑥2𝑑Φ(𝑥) −→ 0, 𝑛 −→ ∞. (2.8)





𝑥2𝑑[𝐹𝑛𝑘(𝑥) + Φ𝑛𝑘(𝑥)] −→ 0, 𝑛 −→ ∞. (2.9)
Зафiксуємо 𝜀 > 0. Тодi знайдеться така неперервно диференцiйована
парна функцiя ℎ = ℎ(𝑥), що |ℎ(𝑥)| ≤ 𝑥2, |ℎ′(𝑥)| ≤ 4|𝑥|,
ℎ(𝑥) =
⎧⎨⎩𝑥2, |𝑥| > 2𝜀0, |𝑥| ≤ 𝜀.
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ℎ(𝑥)𝑑[𝐹𝑛𝑘(𝑥) + Φ𝑛𝑘(𝑥)] −→ 0, 𝑛 −→ ∞. (2.10)




















ℎ(𝑥)𝑑[𝐹𝑛𝑘 + Φ𝑛𝑘] −→ 0.





|𝑥||𝐹𝑛𝑘(𝑥) − Φ𝑛𝑘(𝑥)|𝑑𝑥 −→ 0, 𝑛 −→ ∞.
Таким чином, в силу довiльностi 𝜀 > 0, (𝐿) ⇒ (Λ).
2. В силу умови max
1≤𝑘≤𝑛











𝑥2𝑑Φ𝑛𝑘(𝑥) −→ 0, 𝑛 −→ ∞. (2.11)

































|𝑥||𝐹𝑛𝑘(𝑥) − Φ𝑛𝑘(𝑥)|𝑑𝑥. (2.12)
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ℎ(𝑥)𝑑𝐹𝑛𝑘(𝑥) −→ 0, 𝑛 −→ ∞,
тобто виконана умова Лiндеберга (𝐿).N
Теорема 19 Для того щоб мала мiсце центральна гранична теорема,
необхiдно та достатньо виконання наступної умови: [8]
lim
𝑛−→∞







|𝑥||𝐹𝑛𝑘(𝑥) − Φ𝑛𝑘(𝑥)|𝑑𝑥, 𝜀 > 0.
Ця теорема є узагальненням теореми Лiндеберга-Феллера i є не класичним












|𝑥||𝐹𝑛𝑘(𝑥)−Φ𝑛𝑘(𝑥)|𝑑𝑥], 𝛼 > 0.
Тодi маємо мiсце наступна теорема.




𝑛 = 0 для деякого 𝛼 > 0, то lim
𝑛−→∞
𝑅𝑛(𝜀) =




𝑛 = 0 ∀𝛼 > 0;
(Б) якщо lim
𝑛−→∞




𝑛 = 0 ∀𝛼 > 0;
(В) для того щоб схема серiй {𝑋𝑛𝑘, 1 ≤ 𝑘 ≤ 𝑛} зi скiнченими дисперсiями





𝑛 = 0 ∀𝛼 > 0. [9]
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2.2 Метрика Левi
Означення 6 Метрикою Левi називається [6]
𝐿(𝑋, 𝑌 ) = 𝐿(𝐹𝑋 , 𝐹𝑌 ) = 𝑖𝑛𝑓{𝜀 : 𝐹𝑋(𝑥) ≤ 𝐹𝑌 (𝑥 + 𝜀) + 𝜀,
𝐹𝑌 (𝑥) ≤ 𝐹𝑋(𝑥 + 𝜀) + 𝜀;𝑥 ∈ 𝑅1} (2.13)
Розглянемо деякi приклади на знаходження метрики Левi.
Приклад 1 Знайти вiдстань мiж двома розподiлами нормальним та
Бернуллi, що наведенi на малюнку.
Рис. 2.1: Пр.1
𝐺(𝑥− ℎ) − ℎ ≤ 𝐹 (𝑥) ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 ⇔
Перепишемо нашу нерiвнiсть у такому виглядi:⎧⎨⎩𝐺(𝑥− ℎ) − ℎ ≤ 0 ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 ≤ 0𝐺(𝑥− ℎ) − ℎ ≤ 1 ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 > 0 ⇔
Нас цiкавлять лише такi випадки:
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⎧⎨⎩𝐺(𝑥− ℎ) − ℎ ≤ 0,∀𝑥 ≤ 01 ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 > 0 ⇔⎧⎨⎩𝐺(𝑥− ℎ) ≤ ℎ,∀𝑥 ≤ 0𝐺(𝑥 + ℎ) ≥ 1 − ℎ,∀𝑥 > 0 ⇔
Розглянемо випадок коли 𝑥 = 0:⎧⎨⎩𝐺(−ℎ) ≤ ℎ𝐺(ℎ) ≥ 1 − ℎ ⇔
З властивостей нормального розподiлу ми знаємо, що 𝐺(ℎ) + 𝐺(−ℎ) = 1
(див.рис. 2.2).
Рис. 2.2: Нормальний розподiл
Тобто ми можемо переписати нашу систему у такому виглядi:⎧⎨⎩1 −𝐺(ℎ) ≤ ℎ𝐺(ℎ) ≥ 1 − ℎ ⇔
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𝐺(ℎ0) = 1 − ℎ0
ℎ > ℎ0 : 𝐺(ℎ) ≥ 𝐺(ℎ0) = 1 − ℎ0 ≥ 1 − ℎ.
Тобто, розв’язком цiєї задачi буде рiвняння вигляду:
𝐺(ℎ) = 1 − ℎ.
Нажаль аналiтично ми не можемо пiдрахувати значення h, треба лише
використовувати комп’ютернi методи.
Приклад 2 Знайти вiдстань мiж двома розподiлами, що наведенi на
малюнку.
Рис. 2.3: Пр.2
𝐺(𝑥− ℎ) − ℎ ≤ 𝐹 (𝑥) ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 ⇔
Перепишемо нашу нерiвнiсть у такому виглядi:⎧⎨⎩𝐺(𝑥− ℎ) − ℎ ≤ 0 ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 ≤ 0𝐺(𝑥− ℎ) − ℎ ≤ 1 ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 > 0 ⇔
Нас цiкавлять лише такi випадки:
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⎧⎨⎩𝐺(𝑥− ℎ) − ℎ ≤ 0,∀𝑥 ≤ 01 ≤ 𝐺(𝑥 + ℎ) + ℎ,∀𝑥 > 0 ⇔⎧⎨⎩ℎ ≥ 𝐺(𝑥− ℎ),∀𝑥 ≤ 01 − ℎ ≤ 𝐺(𝑥 + ℎ),∀𝑥 > 0
За означенням метрики Левi нас цiкавить тiльки випадок 1−ℎ ≤ 𝐺(𝑥+ℎ),
∀𝑥 > 0. Звiдси маємо 2 випадки:⎧⎨⎩1 − ℎ ≤ 𝐺(𝑥 + ℎ), 𝑥 + ℎ <M1 − ℎ ≤ 𝐺(𝑥 + ℎ), 𝑥 + ℎ ≥M
За таких умов наша система матиме вигляд:⎧⎨⎩1 − ℎ ≤ 0, 0 < 𝑥 + ℎ <M1 − ℎ ≤ 1, 𝑥 + ℎ ≥M
Нас цiкавить лише перша нерiвнiсть за означенням метрики Левi. M −ℎ <
< 0, ℎ >M, а звiдси 𝑖𝑛𝑓ℎ =M . Тобто 𝐿(𝐹,𝐺) =M .
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2.3 Висновки з роздiлу 2
Так як в попередньому роздiлi за допомогою дослiджень було з’ясовано,
що наша задача не має жодного вiдношення до класичної теорiй сумувань
випадкових величин, то в цьому роздiлi ми розглянули основнi теореми та
означення в некласичнiй теорiї. Граничнi теореми, що доведеннi без вико-
ристання умови нескiнченої малостi ми називаємо некласичними.
Спираючись на розглянутi факти ми зможемо з’ясувати у наступному
роздiлi чи виконується центральна гранична теорема для серiй Паскаля, а
також за допомогою отриманої теореми ми зможемо її узагальнити.
Також у цьому роздiлi було розглянуто двi задачi на метрику Левi, так
як ми безпосередньо маємо справу з випадковими величинами Бернуллi та
працюємо з нормальним розподiлом.
Нажаль рiвняння отриманi в цих прикладах дуже важко розв’язати
аналiтично, тому краще використовувати комп’ютернi методи моделюва-
ння для знаходження їх розв’язку, наприклад використовуючи Wolfram
Mathematica. До того ж комп’ютернi методи дозволяють знайти невiдомий
параметр нашого рiвняння з доволi великою точнiстю.
Базуючись на цьому роздiлi ми безпосередньо можемо перейти до основ-
ної мети нашої магiстерської дисертацiї.
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3 ГРАНИЧНI ТЕОРЕМИ ДЛЯ ВИПАДКОВИХ ВЕ-
ЛИЧИН З ТРИКУТНИКА ПАСКАЛЯ
3.1 Центральна гранична теорема для серiї
Паскаля
Ми знаємо, що зi збiжностi за ймовiрнiстю 𝑆𝑛𝑛 −→ 𝑝 випливає збiжнiсть
за розподiлом 𝑆𝑛𝑛




) −→ 𝑓(𝑝), 𝑛 −→ ∞, (3.1)
для будь-якої функцiї 𝑓 = 𝑓(𝑥) з класу С неперервних обмежених функцiй
на R.







де 𝑌𝑘 - послiдовнiсть серiй Паскаля, тодi ЦГТ не виконується.
Наведемо спрощене доведення цiєї теореми.
Доведення: Нехай виконується центральна гранична теорема. Тодi, роз-
глянемо
𝑌𝑘 =



















2𝑘 < 2 ⇒
42
𝑃 (𝑈𝑛 < 2) = 1,∀𝑛 ≥ 1 ⇒ 𝑃 (𝑈𝑛 < 2) 9 Φ(2).
Отримали суперечнiсть, тому теорема доведена. N
Зауваження 1 Спрощене доведення виконується за умови |𝑌𝑘| = 1.
У бiльш складних випадках для виконання центральної граничної те-
ореми необхiдно щоб виконувалось (3.1). Це означає, що 1-й момент має
збiгатись до першого моменту гаусовської випадкової величини, другий до





𝑥2, |𝑥| < 2
−4𝑥 + 12, 2 ≤ 𝑥 < 3
4𝑥 + 12, −3 < 𝑥 ≤ −2
0, |𝑥| ≥ 3.
Якщо 𝑃 (𝑈𝑛 < 𝑥) −→ Φ(𝑥), 𝑛 −→ ∞, то 𝐸[𝑓(𝑈𝑛)] −→ 𝐸[𝑓(𝑁(0, 1))], але
𝑓(𝑈𝑛) = 𝑈
2







⎧⎨⎩−1, 𝑝 = 0.51, 𝑝 = 0.5
𝐸𝑌𝑘 = −1 · 0.5 + 1 · 0.5 = 0, 𝐸𝑌 2𝑘 = (−1)2 · 0.5 + 12 · 0.5 = 1

















2𝑘 · 0 = 0











































































































Надалi моменти непарного порядку нас цiкавити не будуть, так як вони























































































































Перевiримо чи спiвпадає наша вiдповiдь iз значенням моментiв не стан-
дартної гаусовської випадкової величини в загальному випадку.
𝐸[𝑋𝑝] =
⎧⎨⎩0, при 𝑝 = 2𝑛 + 1𝜎𝑝(𝑝− 1)!!, 𝑝 = 2𝑛
Тобто 𝐸[𝑋4] = 3𝜎4 = 16·39 =
16
3 . Звiдси можемо зробити висновок, що
центральна гранична теорема не виконується, оскiльки 163 ̸=
16
15 . Розглянемо











де 𝑌𝑘 - послiдовнiсть серiй Паскаля, тодi для 𝑡 ̸= ±1 центральна гранична
теорема не має мiсця.
Доведення: Нехай знову
𝑌𝑘 =
⎧⎨⎩−1, 𝑝 = 0.51, 𝑝 = 0.5
𝐸𝑌𝑘 = −1 · 0.5 + 1 · 0.5 = 0, 𝐸𝑌 2𝑘 = (−1)2 · 0.5 + 12 · 0.5 = 1

















𝑡𝑘 · 0 = 0
























































, 𝑛 −→ ∞











































Надалi моменти не парного порядку нас цiкавити не будуть, так як вони






















































































































⎧⎨⎩∞, 𝑡 = ±11, iнакше.
Перевiримо чи спiвпадає наша вiдпововiдь iз значенням моментiв не
стандартної гаусовської випадкової величини в загальному випадку.
𝐸[𝑋𝑝] =
⎧⎨⎩0, при 𝑝 = 2𝑛 + 1𝜎𝑝(𝑝− 1)!!, 𝑝 = 2𝑛
Тобто 𝐸[𝑋4] = ∞, при 𝑡 = ±1. Звiдси можемо зробити висновок, що цен-
тральна гранична теорема виконується, а в другому випадку 𝐸[𝑋4] = 3 ̸= 1
i тому центральна гранична теорема не має мiсця.
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3.2 Висновки з роздiлу 3
Нагадаємо, що основним завдання даної магiстерської дисертацiї було
довести або спростувати виконання центральної граничної теореми для
випадкових величин з трикутника Паскаля, що ми i зробили у третьому
роздiлi.
У даному роздiлi було отримано два основних результати магiстерської
дисертацiї, а саме те, що для серiй Паскаля центральна гранична теорема
не має мiсця, а також узагальнили цю теорему i довели методом пiдра-
хування моментiв наших випадкових величин, що в загальному випадку
центральна гранична теорема не виконується окрiм випадкiв 𝑡 = ±1.
Отже, ми можемо сказати, що основну задачу магiстерської дисертацiї
виконано, так як ми довели, центральна гранична теорема не виконується
для випадкових величин з трикутника Паскаля.
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ВИСНОВКИ
У данiй магiстерськiй дисертацiї представлено дослiдження,що цент-
ральна гранична теорема для випадкових величин iз трикутника Паскаля
не виконується.
Ми розглядали трикутник, на бiчних сторонах якого елементи обира-
лись довiльним чином, а iншi формувались за класичним правилом. Для
отримання цих результатiв було виведено формулу суми всiх елементiв в
рядках до n-го включно з трикутника Паскаля, що дало нам розумiння з
сумами якого вигляду ми маємо справу.
Спираючись на отриманий результат ми з’ясували, що наша задача не
має нiякого вiдношення до класичної теорiї сумування випадкових величин.
Некласичною теорiєю ми називали тi результати, якi були отриманi без
використання того, що умова нескiнченої малостi виконується.
Ґрунтуючись на отриманих фактах ми довели, що для нашого випадку
центральна гранична теорема не виконується i до того ж довели цей факт
у загальному виглядi та з’ясували, що для випадкових величин загально-
го вигляду центральна гранична теорема не виконується в усiх випадках
окрiм 𝑡 = ±1 .
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