Abstract-The paper examines the relationships between the Shannon entropy and the α -norm for n-dimensional probability vectors, n ≥ 2. More precisely, we investigate the sharp bounds on the α -norm with a fixed Shannon entropy, and vice versa. As applications of the results, we derive the sharp bounds between the Shannon entropy and several information measures which are determined by the α -norm. Moreover, we apply these results to uniformly focusing channels. Then, we show the sharp bounds on Gallager's reliability functions E 0 with a fixed mutual information under a uniform input distribution.
I . I N T R O D U C T I O N
Information measures of random variables are used in several fields. The Shannon entropy [23] is one of the famous measures of uncertainty for a given random variable. On the studies of information measures, inequalities for information measures are commonly used in many applications. As an instance, Fano's inequality [7] gives the sharp upper bound on the conditional Shannon entropy with the constraints of the error probability and the cardinality of the support set. Then, note that the sharp means the existence of the distribution which attains the equality of the bound. Later, the reverse of Fano's inequality, i.e., the sharp lower bound on the conditional Shannon entropy with a fixed error probability, are independently established in [2] , [8] , [17] , [24] . On the other hand, Harremoës and Topsøe [12] derived the exact range between the Shannon entropy and the index of coincidence (or the Simpson index) for all n-dimensional probability vectors with a fixed n ≥ 3. In the above studies, note that the error probability and the index of coincidence are closely related to ∞ -norm and 2 -norm, respectively. Similarly, several axiomatic definitions of the entropies [3] , [4] , [6] , [13] , [19] , [25] are also related to the α -norm. Furthermore, the α -norm are also related to some diversity indices, such as the index of coincidence.
In this study, we examine extremal relations between the Shannon entropy and the α -norm for n-dimensional probability vectors with a fixed n ≥ 2. More precisely, we establish the sharp bounds on the α -norm with a fixed Shannon entropy in Theorem 1. Similarly, we also derive the sharp bounds on the Shannon entropy with a fixed α -norm in Theorem 2. Directly extending Theorem 1 to Corollary 1, we can obtain the sharp bounds on several information measures which are determined by the α -norm with a fixed Shannon entropy, as shown in Table I . In particular, we illustrate the exact feasible This work was partially supported by the Ministry of Education, Science, Sports and Culture, Grant-in-Aid for Scientific Research through the Japan Society for the Promotion of Science under Grant 26420352. All of the proofs of this paper can be found in [22] . regions between the Shannon entropy and the Rényi entropy in Fig. 2 by using (13) and (14) . In Section III-B, we consider applications of Corollary 1 for a particular class of discrete memoryless channels, defined in Definition 2, which is called uniformly focusing [18] .
I I . P R E L I M I N A R I E S

A. Probability vectors and its information measures
Let the n-dimensional probability simplex be denoted by
for an integer n ≥ 2. In particular, we define the following two n-dimensional probability vectors:
For a random variable X ∼ p ∈ Δ n which takes n values, we define the Shannon entropy [23] as
where ln denotes the natural logarithm, and it is assumed that 0 ln 0 0. Moreover, we define the α -norm of p ∈ Δ n as p α
Note that the ∞ -norm is defined by p ∞ lim α→∞ p α = max{p 1 , p 2 , . . . , p n } for p ∈ Δ n . On the works of extending Shannon entropy, the α -norm is appeared in the several information measures. As an instance, Rényi [19] generalized the Shannon entropy axiomatically to the Rényi entropy of order α ∈ (0, 1) ∪ (1, ∞), defined as
for X ∼ p ∈ Δ n . Note that it is usually defined that
, where the limiting value can be verified by L'Hôpital's rule. In other axiomatic definitions of entropies [3] , [4] , [6] , [13] , [25] , we can also define them by using the α -norm, as with (2) .
In this study, we analyze relations between H ( p) and p α to examine relationships between the Shannon entropy and several information measures.
B. Properties of two distributions
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, where x max{z ∈ Z | z ≤ x} denotes the floor function. In this subsection, we examine the properties of the Shannon entropies and the α -norms for v n (·) and w n (·).
H (v n (p)) and h w n (p) H (w n (p)), we show the monotonicity of h v n (p) and h w n (p) with respect to p in the following lemma.
Lemma 1 implies the existences of the inverse functions of h v n (·) and h w n (·). Since h v n (0) = 0, h v n (1/n) = ln n, h w n (1/n) = ln n, and h w n (1) = 0, we can denote the inverse functions of h v n (p) and h w n (p) as follows: We denote by
Now, we provide the monotonicity of v n (p) α with respect to h v n (p) in the following lemma.
Lemma 2. For any fixed n ≥ 2 and any fixed
It follows from Lemmas 1 and 2 that for each α ∈ (0, ∞)\{1}, the α -norm v n (p) α is bijective for p ∈ [0, 1/n]. We also show the monotonicity of w n (p) α with respect to h w n (p).
Lemma 3. For any fixed n ≥ 2 and any fixed
It also follows from Lemmas 1 and 3 that for each α ∈ (0, ∞) \ {1}, the α -norm w n (p) α is bijective for p ∈ [1/n, 1].
I I I . R E S U LT S
In Section III-A, we examine the extremal relations between the Shannon entropy and the α -norm, as shown in Theorems 1 and 2. Then, we can identify the exact feasible region of
for any n ≥ 2 and any α ∈ (0, ∞), as shown in Fig. 1 . Note that the region R n (1) is trivial since p 1 = 1 for all p ∈ Δ n . Extending Theorems 1 and 2 to Corollary 1, we can obtain the sharp bounds between the Shannon entropy and several information measures which are determined by the α -norm, 1 The definition of w n (·) is similar to the definition of [15, Eq. (26) ]. as shown in Table I . In Section III-B, we apply the results of Section III-A to uniformly focusing channels of Definition 2.
A. Sharp bounds between Shannon entropy and α -norm
Let the α-logarithm function [26] be denoted by ln α x (x 1−α −1)/(1−α) for α 1 and x > 0; besides this definition, it is defined that ln 1 x lim α→1 ln α x = ln x, where the limiting value can be verified by L'Hôpital's rule. For the α-logarithm function, we present the following lemma. Lemma 4 means that the fraction (ln α x)/(ln α y) is strictly increasing for α ∈ R when 1 < x < y. Both of the following two lemmas are a core of our results, and have important roles to prove Theorem 1.
Lemma 5. For any n ≥ 2 and any p ∈ Δ n , there exists p
Lemma 6. For any n ≥ 2 and any p ∈ Δ n , there exists
Lemmas 5 and 6 are derived by using Lemma 4. Lemmas 5 and 6 imply that the distributions v n (·) and w n (·) have extremal properties in the sense of a relation between the Shannon entropy and the α -norm. Then, we can derive sharp bounds on α -norms with a fixed Shannon entropy as follows:
w n (H ( p))) for p ∈ Δ n . Then, we observe that
for any n ≥ 2, any p ∈ Δ n , and any α ∈ (0, ∞).
Note thatv n ( p) andw n ( p) denote the distributions v n (p v ) and w n (p w ), respectively, such that h v n (p v ) = h w n (p w ) = H ( p) for a given p ∈ Δ n . Theorem 1 shows that, among all n-dimensional probability vectors with a fixed Shannon entropy, the distributions v n (·) and w n (·) take the maximum and the minimum α -norm, respectively. In other words, Theorem 1 implies that the boundaries of R n (α), defined in (5), can be attained by v n (·) and w n (·), as shown in Fig. 1 
. Namely, the bounds (6) of Theorem 1 are trivial when n = 2.
Conversely, the following theorem shows that, among all n-dimensional probability vectors with a fixed α -norm, the distributions v n (·) and w n (·) also take the extreme values of the Shannon entropy.
for any n ≥ 2 and any p ∈ Δ n .
In Theorem 2, note that both values p v ∈ [0, 1/n] and p w ∈ [1/n, 1] are uniquely determined by the α -norm p α (cf. Lemmas 1-3). Theorems 1 and 2 show that extremality between the Shannon entropy and the α -norm can be attained by the distributions v n (·) and w n (·).
Remark 1. In this remark, we consider relations between the Shannon entropy and the ∞ -norm. It can be seen that
for p ∈ Δ n , where the inequality is the unconditional version of Fano's inequality [7] , and h 2 (x) −x ln x − (1 − x) ln(1 − x) denotes the binary entropy function. Thus, the maximum Shannon entropy with a fixed ∞ -norm is attained by the distribution v n (·). In addition, the works [2] , [8] , [17] , [24] showed that the minimum Shannon entropy with a fixed ∞ -norm is attained by the distribution w n (·). Therefore, we see that Theorem 2 is consistent with the continuity from ∞ -norm.
Following a similar fashion to [10, Theorem 2], we extend the bounds of Theorem 1 from the α -norm to several information measures, which are related to α -norm, as follows:
Corollary 1. Let f (·) be a strictly monotonic function. Then, we observe that: (i) if f (·) is strictly increasing, then
f ( w n ( p) α ) ≤ f ( p α ) ≤ f ( v n ( p) α )(11)
and (ii) if f (·) is strictly decreasing, then
Therefore, we obtain sharp bounds on several information measures, which are determined by the α -norm, with a fixed Shannon entropy. As an instance, we introduce applications of them to the Rényi entropy. Let f α (x) = (α ln x)/(1 − α). Then, we readily see that H α ( p) = f α ( p α ) and the following monotonicity: (i) f α (x) is strictly increasing for x > 0 when α ∈ (0, 1) and (ii) f α (x) is strictly decreasing for x > 0 when α ∈ (1, ∞). Hence, it follows from Corollary 1 that
for any n ≥ 2 and any p ∈ Δ n . Similarly, if p v ∈ [0, 1/n] and (7) and (8) hold for n ≥ 2 and p ∈ Δ n from Theorem 2. These bounds between the Shannon entropy and the Rényi entropy imply the boundary of the region R Fig. 2 . Similarly, we can apply Corollary 1 to several entropies, as shown in Table I . [12] showed that the exact region of 
Remark 2. Harremoës and Topsøe
{(H ( p), IC( p)) | p ∈ Δ n } for n ≥ 3,
B. Applications to uniformly focusing channels
In this subsection, we consider applications of Corollary 1 to a particular class of discrete memoryless channels (DMCs), which is called the uniformly focusing channel [18] . For p, q ∈ Δ n such that p q, let the Rényi divergence [19] of order
Besides the definition (15), we define
denotes the relative entropy, and the limiting value can be verified by L'Hôpital's rule. Since 
strictly increasing for x > 0 strictly decreasing for x > 0 Entropy of type-β [6] , [13] 
H ( p) [nats] v n (·)
H ( p) [nats] v n (·) (α) with n = 6. If 0 < α < 1, then the upper-and lower-boundaries correspond to distributions v n (·) and w n (·), respectively. If α > 1, then these correspondences are reversed.
for α ∈ (0, ∞), we can obtain Corollary 2 from (13) and (14).
for any n ≥ 2 and any p ∈ Δ n . Moreover, if α > 1, then
Note that Corollary 2 shows the sharp bounds on Rényi divergence from a uniform distribution with a fixed relative entropy from a uniform distribution. Namely, Corollary 2 implies the boundary of the region {(D( p u n ), D α ( p u n )) | p ∈ Δ n } for any n ≥ 2 and any α ∈ (0, 1) ∪ (1, ∞) .
We now define DMCs as follows: Let the discrete random variables X ∈ X and Y ∈ Y denote the input and output of a DMC, respectively, where X and Y denote the finite input and output alphabets, respectively. A DMC (X, Y ) is specified by a transition probability distribution {P Y |X ( y | x) | (x, y) ∈ X × Y}. Then, we define the following three classes of DMCs.
Definition 1.
A channel (X, Y ) is said to be uniformly dispersive [18] if there exists a permutation
Definition 2. A channel (X, Y ) is said to be uniformly focusing [18] if there exists a permutation π y : X → X for each
Definition 3. A channel is said to be strongly symmetric [18] if it is both uniformly dispersive and uniformly focusing.
Note that a uniformly dispersive channel of Definition 1 is said to be weakly symmetric, defined by Cover and Thomas [5, p. 190] , if the amount 
denotes the expectation of the random variable. Moreover, let Arimoto's conditional Rényi entropy [1] of order α ∈ (0, 1) ∪ (1, ∞) be denoted by
for (X, Y ) ∼ P X |Y P Y . By convention, we write
As with the conditional Shannon entropy H (Y | X ) of uniformly dispersive channels (X, Y ), we provide the following lemma for uniformly focusing channels.
Lemma 7. If a channel (X, Y ) is uniformly focusing and the input X follows a uniform distribution on
for any y ∈ Y and any α ∈ (0, ∞).
Therefore, it follows from Lemma 7 that the results of Corollary 1 can be applied to uniformly focusing channels (X, Y ) if the input X follows a uniform distribution, as with (13) and (14) . For a channel (X, Y ), let the mutual information of order α ∈ (0, ∞) [1] between X and Y be denoted by
I (X; Y ) denotes the (ordinary) mutual information between X and Y . In this paragraph, we assume that a channel (X, Y ) is uniformly focusing and the input X follows a uniform distribution. Since H α (u n ) = ln n for α ∈ (0, ∞), it follows from Lemma 7 that
for any y ∈ Y and any α ∈ (0, ∞), where | · | denotes the cardinality of the finite set. Therefore, it follows that the sharp bounds on I α (X; Y ) with a fixed I (X; Y ) are equivalent to the bounds of Corollary 2 under the hypotheses. Furthermore, we consider Gallager's reliability function E 0 [9] of a channel (X, Y ), defined by
for ρ ∈ (−1, ∞). Then, we can obtain the following theorem.
is uniformly focusing and the input X follows a uniform distribution on X, then
for any ρ ∈ (−1, ∞).
Note that the distributionsv n (X | Y ) andŵ n (X | Y ) denote v n (p v ) and w n (p w ), respectively, such that h v n (p v ) = h w n (p w ) = H (X | Y ) for a given channel (X, Y ). Since I (X; Y ) = ln |X| − H (X | Y ) under a uniform input distribution, Theorem 3 shows bounds on the E 0 function with a fixed (ordinary) mutual information. Note that since (22) and (23) are defined by v n (·) and w n (·), respectively, there exist two uniformly focusing channels which attain each equality of the bounds (24) . Namely, the bounds (24) of Theorem 3 are sharp. Theorem 3 is a generalization of [20, Theorem 2] from ternaryinput strongly symmetric channels to n-ary input uniformly focusing channels under a uniform input distribution.
Finally, we consider the hypothesis of a uniform input distribution. If a channel (X, Y ) is symmetric 2 , then the mutual information of order α is maximized by a uniform input distribution 3 for α ∈ (0, ∞). Therefore, since a strongly symmetric channel is symmetric, the hypothesis is optimal if the channel (X, Y ) is strongly symmetric.
I V. C O N C L U S I O N
In this study, we established the sharp bounds on the α -norm with a fixed Shannon entropy in Theorem 1, and vice versa in Theorem 2. Previously, the sharp bounds on the Shannon entropy with a fixed error probability were independently derived in [2] , [7] , [8] , [15] , [17] , [24] . Since the error probability is closely related to the ∞ -norm (cf. Remark 1), this study is a generalization of them. As an application of the results, Section III-B established sharp bounds on the mutual information of order α and Gallager's reliability function E 0 for uniformly focusing channels, defined in Definition 2, under a uniform input distribution. Finally, we mention that another
