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B. FRIEDMAN AND L. I. MISHOE (1.2) v / + q(x)v + λ(pv±v')=0, where ^(0)=^(l)=0. Let u n (x) and v n (x) be the eigenfunctions of (1.1) and (1.2) respectively, corresponding to the eigenvalue λ n . It is well known that l u n B*v m dx=Q ,
Jo
We normalize the solutions so that \ u n B*v n dx=l.
Then we prove the following theorem. 2. Expansion Theorem. In this section we first derive an orthogonality relationship which will indicate the form of the expansion if it exists; then we derive a contour integral representation for the expansion.
THEOREM. Let q(x) be continuous and p(x) be such that the second derivative exists and is continuous. If F{x) is of bounded variation in
Denote the operator d 2 ldx 2 + q(x) by A and its adjoint by A*; A=A*.
Denote the operator p -d\dx by B and its adjoint, p + djdx, by S*. We shall now derive the orthogonality relationship ( 
1) Γ u n (x)[p(x)v m (x) + v' m (x)]dx=0
, fov mφn.
Jo
We begin with the differential equations ( Multiplying (2) and (3) by v TO (a;) and %"(#) respectively, we obtain
Subtracting (4) from (5) we have ( 6 ) <0Φ OT (α0 ~ <(#K which can be written in the form (7) is integrated over the interval (0, 1), it becomes
By an integration by parts it follows that
Jo Jo
Imposing the boundary conditions
Combining the two integrals in (11) we obtain (12) {hf rom which the desired orthogonality relationship (1) follows. Now assume an eigenfunction expansion exists, and let
As a consequence of (1) we have
Hence, we obtain
We derive now a formula for the Wronskian of the differential equation
Let u λ and u 2 be two fundamental solutions of this equation. We have
Multiplying (16) by u. z and (17) by u λ and then subtracting we obtain which can be written in the form
Consequently, the Wronskian is given by EIGENFUNCTION EXPANSIONS 253 Let u x (x) and u 2 (x) be solutions of (15), and let v x (x) and v. λ {x) be solutions of the adjoint equation
Consider the evaluation by residues of the integral
For λ=λ n the Wronskian vanishes, and hence the function C{λ) has zeros. We may therefore write
where the integrals have been evaluated by means of their residues at the zeros of C(Λ).
The vanishing of the Wronskian implies that
Using the relation above we rewrite (21) Using (20) and (22) and combining the two integrals we obtain the desired expansion of (19), namely,
Using the relations obtained from the vanishing of the Wronskian we may write (23) 3* Asymptotic evaluations. In this section asymptotic forms will be derived for the quantities u u u 29 C(λ), pv 1 -\-v{, and pv 2~\ -v' 2 which appear in (19) . These forms will be used in the section following this to show that the value of the integral (19) taken over a large contour in the λ plane is F(x) in the interval 0<#<l, if F(x) satisfies certain conditions.
In equation (16) we make the substitution u ι =e λxβ w ι .
Then (16) becomes
Write this as follows:
Note that g(x) is bounded as |Λ|-*oo. It can now be easily verified that the solution of (25) satisfies the equation
In (26) we make the substitution
where a is the real part of λ % Then we obtain
are both bounded as U|->oo by some constant C l9 say. Also \λ\ and hence
Therefore μ, and consequently ^i(ίc), is bounded as |Λ|-» oo. From (26), then,
are obviously bounded by some constant C 2 , say. Consequently
Let μ be the maximum value of Z λ (x) in the interval 0<Cx<^l. Then •r
and therefore we have in the interval
Similarly, substituting % 2 =exp --(α?-l) w 2 into (17) yields the equation
In this case we let
and by arguments essentially the same as those previously given Z 2 (x) can easily be shown to be bounded. Finally, using arguments similar to those given for w x (x) we obtain 
By similar reasoning,
we obtain for
Also, the Wronskian ω(x) is equal to 
It is evident that in the above equation, the expressions 4 Proof of the expansion theorem. We have already seen that the integral (19), taken over a contour in the Λ-plane enclosing the eigenvalues of the system (A-hλB)u=0, u(0)=u(l) = 0, is equal to an expansion of the form (23). We shall now show that this integral, taken over a circle whose radius tends to infinity in the Λ-plane 2) , tends to F(x), provided F(x) satisfies certain conditions. It is evident that this circle is a contour of the sort described above.
A precise statement of the theorem we shall prove is as follows.
THEOREM. Let F(x) be a function of bounded variation for 0<I#<il and let u n (x) be the eigenfunctions of the system (A + λB)u = 0, u(0)=u(l) =0, where A is the operator d 2 jdx 2 -\-q{x) and where B is the operator -dldx-hp(x). Furthermore, let v n (x) be the eigenfunctions of the system adjoint to (A + W)u=0, u(0)=u(l)=0; and let C{λ)e λx be the Wronskian of the equation (A-hW)u=0. If
2) We require, of course, that our contour does not intersect the eigenvalues of the system. Since the eigenvalues are discrete, it is always possible to choose such a contour. In fact from the form of C(λ) we see that the large eigenvalues tend to λ n = 2>nπί + 2P(0, 1); consequently if we define the radius of our n tΊι circle, R n , as (U w | + Mw+l|)/2, then for sufficiently large n our contour will not intersect any eigenvalues. In this manner we obtain our desired sequence of circles with radii tending to infinity as %-»<». 
at every point where F(x) is continuous in
At all other points the series (28) converges to -F(x + 0) +-F(x-0).
Δ Δ

If F(x) does not satisfy the boundary condition (27), then the series (28) converges to
Using the notation of the previous section we may write the integral (19) in the form
Denote the first integrand by γ(x, λ), and the second integrand by φ(x, X).
For &λ^>0 we find from our previously developed forms that
It is quite easily seen that in the term
we may immediately pass to the limit as |Λ|->co, since this limit exists. Also, the terms and both can be seen to tend to zero when integrated over the semi-circle CΊ for which .^?Λ>0 and whose radius tends to infinity. Since the limit of (29) 
ίF(0-h)dθ=πiF(0 + ).
Jf
Since F is of bounded variation we can write
, where h(ξ) and k{ξ) are positive, steadily increasing, and tend to zero as ?->0. We write the integral from 0 to x as the sum of two integrals: Since limΛ(f)=O, we see that this order term tends to zero when integrated over the contour. Similarly, the corresponding terms with h(ξ) replaced by k{ξ) tend to zero. Using these results together with equation (30) BO that
Jr ί Jo where C 2 is the semicircle for which &Λ<0 and whose radius tends to infinity. Write
Jo
Integrating by parts we obtain Proceeding as before we write
In this case
[P(0, and both of these order terms tend to zero when integrated over the contour, while by the second mean value theorem, this time applied to a monotonic decreasing function, we obtain
Since l(ξ) tends to zero as ξ tends to a?, the above order term also tends to zero upon integration over C 2 . Consequently, we have
Combining our results for ^/i>0 and ^/ί<0, we obtain
Consider now φ φ(x, λ)dλ. From our previously developed forms we 2πi J obtain for
Factoring e Kx out of the term in brackets and combining it in the integral term we obtain
and we conclude that
Proceeding as before we write For ^/!<0 we obtain 
Integrating by parts we obtain But we have already shown from our residue expansion given in § 2 that (33) is equal to
Jo J ( C (λ) )
We have, therefore, 3) From the nature of the order terms and the fact that no singularities occur on the contour we see at once that we need only consider the cases SJlλ'yO and ίRΛ<0. To be precise we imagine our circle in the λ plane to be made up of 6 parts:
-Y^argλ^-|+ε, -|-+ ε ^ arg λ ^ y -ε , ™-ε^arg;^|-, |^arg/ϊ^γ + ε, ^-+ ε^argλ^-•--e, and -^-ε^argΛ^_-y (where ε>0). We have
shown that as ε->0, the integrals taken over those parts of the contour which tend to Cι and C 2 tend to our desired result. The integrals over the remaining parts of the contour certainly tend to zero as ε->0, since the order terms are the same as in the corresponding cases we have considered, and they also tend to zero over the parts of the contour that we have not considered. The contributing terms in each case are of order Be, where B is a bounded function and hence these terms tend to zero as ε -»0 .
