Using an information criterion to evaluate models fitted to spike train data from chinchilla 2 semicircular canal afferent neurons, we found that the superficially complex functional 3 organization of the canal nerve branch can be accurately quantified in an elegant mathematical 4 model with only three free parameters. Spontaneous spike trains are samples from stationary 5 renewal processes whose interval distributions are Exwald distributions, convolutions of Inverse 6 Gaussian and Exponential distributions. We show that a neuronal membrane compartment is a 7 natural computer for calculating parameter likelihoods given samples from a point process with 8 such a distribution, which may facilitate fast, accurate, efficient Bayesian neural computation for 9 estimating the kinematic state of the head. The model suggests that Bayesian neural computation 10 is an aspect of a more general principle that has driven the evolution of nervous system design, 11 the energy efficiency of biological information processing. 12 3 Significance Statement 13 Nervous systems ought to have evolved to be Bayesian, because Bayesian inference allows 14 statistically optimal evidence-based decisions and actions. A variety of circumstantial evidence 15 suggests that animal nervous systems are indeed capable of Bayesian inference, but it is 16 unclear how they could do this. We have identified a simple, accurate generative model of 17 vestibular semicircular canal afferent neuron spike trains. If the brain is a Bayesian observer 18 and a Bayes-optimal decision maker, then the initial stage of processing vestibular information 19 must be to compute the posterior density of head kinematic state given sense data of this form. 20 The model suggests how neurons could do this. Head kinematic state estimation given point-21 process inertial data is a well-defined dynamical inference problem whose solution formed a 22 foundation for vertebrate brain evolution. The new model provides a foundation for developing 23 realistic, testable spiking neuron models of dynamical state estimation in the vestibulo-24 cerebellum, and other parts of the Bayesian brain. 25 26
Introduction

27
The vestibular organs enable agile movement and perceptual acuity by providing the brain 28 with sense data for spatial orientation and postural stability. Among the five sensory epithelia 29 within the mammalian vestibular labyrinth, three semi-circular canal cristae each detect head 30 rotation around a single axis. Dedicated branches of the vestibular nerve transmit Information 31 from each semicircular canal to the brain (Goldberg et al., 2012) . Early recordings indicated that 32 the population firing rate within each nerve branch encodes the rate at which the head is turning 33 around the canal axis (Lowenstein & Sand, 1940) , but single-unit recordings later revealed 34 systematic, correlated statistical and dynamical heterogeneity within each population (Goldberg 35 & Fernandez, 1971b) . The pattern of vestibular afferent neuron behaviour is similar in all 36 vertebrates and has been described using a variety of mathematical models (Paulin & Hoffman, 37 2019), but remains unexplained. Why is low-dimensional sensory information about head rotation 38 around a single axis distributed across such a large number of channels in parallel? Why are the 39 spike trains so noisy? Why are the statistical and dynamical properties of these neurons so 40 diverse, and why are they correlated? At first sight information transmission in the vestibular 41 nerve seemed simple: Firing rate encodes stimulus strength. But it turns out to be much more 42 complicated than that. Why? 43 We hypothesized that these questions can be answered by modelling the activity of vestibular 44 sensory afferent neurons as observations for a Bayesian observer, whose goal is to infer what in 45 the world is causing the observations. In this paper we explain how we identified a Bayesian 46 generative model of spontaneous firing in vestibular semi-circular canal afferent neurons, and 47 how it may provide a foundation for modelling neural mechanisms of perception as Bayesian 48 inference. 49 A Bayesian observer represents relevant states of the environment and themselves using a 50 probability distribution, called the Bayesian posterior distribution. They apply Bayes rule to infer 51 5 the posterior, the conditional probability distribution of states given what they observe (Gelman et 52 al., 2013; Jaynes & Bretthorst, 2003; Kruschke, 2015) . Bayesian inference allows statistically 53 optimal evidence-based decisions and actions (Berger, 1985) . This has led to speculation that 54 our nervous systems ought to have evolved to be Bayesian, with selective fitness as an 55 optimization criterion (Doya, 2007; Knill & Pouget, 2004; Knill & Richards, 1996; Kording, 2007; 56 Kording & Wolpert, 2006; Levy, 2006; O'Reilly, Jbabdi, & Behrens, 2012; Ramirez & Marshall, 57 2017; Yuille & Kersten, 2006) . The behaviour of humans and other animals is consistent with this 58 "Bayesian brain" hypothesis (Ostwald et al., 2012; Valone, 2006) . However, because Bayesian 59 inference is conditional not only on observations but also on a model of how observations depend 60 on states, and optimality criteria can be arbitrary, it is possible to reverse-engineer a Bayesian 61 explanation for any observed behaviour (Bowers & Davis, 2012; Jones & Love, 2011) . Thus 62 realistically modelling neural computation for Bayesian inference, and testing the Bayesian brain 63 hypothesis, requires neurobiological model systems whose performance can be quantified 64 independently and for which observer models can be determined empirically. We suggest that 65 the vestibular system, including the vestibulo-cerebellum, which has long been proposed as a 66 locus of Bayesian neural computation for dynamical estimation of head kinematic state variables 67 (Borah, Young, & Curry, 1988; de Xivry, Coppe, Blohm, & Lefevre, 2013; MacNeilage, Ganesan, 68 & Angelaki, 2008; Paulin, 1989 Paulin, , 1993 Paulin, , 2005 Paulin & Hoffman, 2011; Selva & Oman, 2012; 69 Young, 2011), is suitable for this purpose. 70 Except in some classical special cases, dynamical Bayesian inference requires a generative 71 model, a model capable of generating simulated observations with the same statistical distribution 72 as the data. Given such a model, sequential random sampling methods can be used to infer the 73 Bayesian posterior density of the model parameters from data (Doucet, De Freitas, & Gordon, 74 2001 Animal preparation 86 Adult male chinchillas (n=27; body mass 450 -650 grams) were used in these experiments. 87 They were first anesthetized with isoflurane, after which an intravenous cannula was secured 88 within a jugular vein through which maintenance doses of sodium pentobarbital (0.05cc, 50 mg/cc) 89 were administered. A tracheotomy was performed into which a catheter delivering 100% O2 was 90 loosely placed. Heart and respiratory rates, as well as O2 saturation levels, were monitored 91 throughout the surgical preparation and recording session. Core body temperature was 92 maintained between 38° -38.5°C with a custom servo-controlled heater and rectal thermocouple 93 probe. Animals remained physiologically stable throughout the long electrophysiologic recording 94 sessions, which at times lasted longer than 12 hours. 95 Upon achieving a surgical plane of anesthesia animals were fit into a custom head holder 96 fixed to a turntable. Surgical procedures were similar to those utilized in previous investigations 97 of vestibular afferent electrophysiology (Baird, Desmadryl, Fernandez, & Goldberg, 1988) . The 98 right middle ear was exposed by removing the bony cap of the tympanic bulla. The bony ampullae 99 of the superior and horizontal semicircular canals were identified, which provided landmarks to 100 7 the internal vestibular meatus channelling the superior vestibular nerve between the labyrinth and 101 brainstem. The superior vestibular nerve was exposed at this site, approximately 1 -2 mm from 102 the landmark ampullae, using fine diamond dental drill bits. Final exposure of the nerve was 103 achieved by gently teasing the epineurium from the nerve with electrolytically sharpened pins. 104 Single afferent electrophysiology 105 Spontaneous discharge epochs from 330 semicircular afferents within the superior vestibular 106 nerve were recorded with high-impedance microelectrodes (40 -60MΩ) driven by a piezoelectric 107 microdrive. Spontaneous discharge was detected as the electrode approached an afferent, and 108 generally improved with subtle adjustments in electrode position achieved by small manipulations 109 of the microdrive (e.g. small forward and reverse displacements, in addition to gentle tapping of 110 the drive). Upon achieving stable recording, manual turntable displacements were used to identify 111 the epithelium from which the afferent projected. Afferents innervating the horizontal and superior 112 cristae increased their discharge to rotations resulting in utriculofugal and utriculopetal endolymph 113 flow, respectively, and would decrease in discharge in response to turntable rotations in the 114 opposite direction. Afferents projecting to the utricle were generally unresponsive to rotations, or 115 increased their discharge during application of rotations in both directions (centripetal 116 displacements of the otolithic membrane concomitant with rotation in either direction). These 117 afferents were excluded from the present dataset. Given an observed probability distribution, ( ), and a model ( ), the Kullback-Liebler 248 divergence from ( ) to ( ), also known as entropy of ( ) relative to ( ), is 
If each bin is very narrow and contains at most one observation then ( ) = and the 260 normalized histogram reduces to a particle model, with probability ( ) = 1 ⁄ at the observed 261 points and zero elsewhere. In that case the expression for reduces to can be visualized as a point in 3D, and parameters fitted to all records form a cloud in 3D space. 287 The cloud of points fitted to our data is roughly ellipsoidal in log-log axes. We computed the major Exponential interval distributions are characteristic of Poisson processes, for which the average 327 time between events is fixed but event times are random (Haight, 1967; Landolt & Correia, 1978) . 328 These distributions have the unique property that removing intervals shorter than some specified 329 duration (left-censoring) is equivalent to right-shifting the distribution by that duration. The relative goodness of fit for these three models is shown in the left column of figure 1(b) . 348 The vertical axis in this figure (DKL) is the mean difference between Kullback-Leibler Divergence to the minimum DKL criterion, the Damage distribution is the best of these candidates, followed 353 by the Wald and the Erlang. 354 Inspection of plots of best-fitting models overlaid on the empirical interval distributions showed 355 that in many cases a fitted model deviated systematically from the data, while manual adjustment 356 of parameters indicated that the model should be capable of fitting the shape of the empirical 357 distribution much more accurately than it did. We hypothesized that this may be because the negative. This would imply that in some neurons the clock must trigger the counting/integrating 377 process that generates a spike at a precise time before the preceding spike. This would violate 378 causality. 379 The simplest way to extend the group 1 models in a way that adds a degree of freedom in , figure 1(a) ). parameter value, then (re)normalizing to obtain a function that integrates to 1 over the parameter 509 space (Doucet et al., 2001) . 510 The most recent observation for a stationary renewal process at any time, the latest available 511 information, is the elapsed time since the most recent event. Many models have been proposed 512 to explain multiplicative gain or sensitivity adjustments and normalization of activity levels across 513 neural populations (Bastian, 1986; Beck, Latham, & Pouget, 2011; Capaday, 2002; Carandini & 514 Heeger, 2012; Eliasmith & Martens, 2011; Louie, Khaw, & Glimcher, 2013; Mejias, Payeur, Selin, 515 Maler, & Longtin, 2014; Nelson, 1994; Olsen, Bhandawat, & Wilson, 2010; Silver, 2010) , and we 516 will not consider possible mechanisms for these operations in the vestibular system beyond noting where ( ) is voltage referenced to resting membrane potential, is the electrical time constant 534 of the membrane compartment, and is an arbitrary constant (because current and voltage can 535 be measured in arbitrary units) (Bower & Beeman, 1998; Koch, 1999 Webb, 1988; Denk, Webb, & Hudspeth, 1986; Markin & Hudspeth, 1995) , and such signals are 584 perceptible (Bialek, 1987; Devries, 1948; Torre, Ashmore, Lamb, & Menini, 1995) . This implies 585 that stochasticity in spontaneous activity is driven by thermal noise in transduction, synaptic and 586 spike-generating mechanisms. Spontaneous firing is, however, a laboratory artefact, imposed 587 by clamping an animal's head so that it cannot move. Under natural conditions the head is always 588 moving, and the ecological function of "spontaneous" firing is to provide high acuity sense data 589 for postural stability, compensatory reflexes and acuity of other senses when the animal is not 590 actively moving its head. A completely motionless head is not natural, but it is the limiting case Wald distribution: If is the mean rate of depolarization, then intervals generated by an integrate-621 and-fire neuron which resets to zero membrane potential after each spike will have a Wald 622 distribution. An Exwald is the distribution of the sum of samples from a Wald and an Exponential 623 distribution, hinting that vestibular afferent neurons spikes may be generated by a Poisson 624 process in series with a noisy integrate-and-fire process. Poisson distributions occur as limiting 625 cases in many stochastic process models, analogous to the way that Gaussian distributions occur 626 as limiting cases when independent observations are combined (Arratia, Goldstein, & Gordon, 627 1990; Chen, 1975) . Poisson data can be generated simply by threshold triggering in a stationary 628 noise process (Basano & Ottonello, 1975) . For example, spontaneous thermal-noise driven 629 opening times of sensory receptor channels are Poisson-distributed, with exponential interval 630 distributions (Sigg, 2014; Smith, 2002) . 631 The existence of very simple mechanisms that can produce events with Inverse Gaussian and 632 Exponential interval distributions then suggests a very simple possible explanation for the 633
