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Abstract 
Calculating train timetable parameters correctly is a critical work in assessing the transport capacity of existing lines 
accurately. It provides important data to plan more feasible and stable train timetables. Most prior methods of 
determining train diagram parameters are a combination of computation of train traction and real tests, thus the 
parameters won’t change once determined. Obviously, there are several major weaknesses in these conventional 
methods: single fixed data, low accuracy, and in adaptation to dynamic changes in line conditions. Therefore, this 
paper proposes a new method of checking and correcting train timetable parameters based on locomotive running 
records. It makes the best of measured data from the Railway Information System. By statistically processing the 
measured data and synthetically comparing train diagram parameters in each stage, it provides important theories and 
data supporting for parameter corrections.  The key problem of original data acquisition, measurement data 
processing, and data analysis are solved; and a train diagram parameter correction system is constructed. Furthermore, 
the DaTong-Jungar railway is taken as an example to illustrate the use of the proposed diagram parameter correction 
method. The case study results show that the method is simple and easy to operate with high accuracy; and the 
significant promotion has verified its validity. 
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1. Introduction 
Train diagram parameters are fundamental data for scheduling a train timetable, and are usually 
determined by train traction calculation and train trial operation. According to the practical situation in 
spot, the traditional method has the following shortcomings: (1) Since a number of conditions have been 
simplified in the train traction calculation, the accuracy of parameters obtained is low; (2) There is a big 
workload in measuring and calculating. Besides, the parameters are difficult to modify once they are 
established; (3) The standard of parameter lack pertinence, so it can not reflect changes in a particular 
period (such as a period when the transport capacity is strained). Therefore, this paper presents a new 
method to measure and correct train diagram parameters, taking advantage of abundant data recorded by 
the train monitoring and recording devices. The DaTong-Jungar Banner railway is taken as an example to 
verify this method, which proves its feasibility and efficiency. 
2. Key technologies of train diagram parameters correction method 
2.1. Fast acquisition method for mass data based on database split 
The arriving and departing time of train and other data can be obtained from massive data recorded by 
the train monitoring and recording devices (abbreviated as TMRD) (Pei 2009). However, the TMRD 
record all events during the locomotive operation, leading to data redundancy. For example, the recorded 
data of a single locomotive within one year are over 80 million. So how to deal with massive data is one 
of the technical challenges. In this paper, fast acquisition method (Yang and Fang 2007, Lu 2009 ) for 
mass data based on database split is proposed to solve this problem. 
In this method, the database file splitting technology separates the records in the database to a number 
of different data table space according to some fixed rules. Thus the physically separated data is 
convenient for maintenance, backup, recovery, transaction and query. Besides, by establishing a 
connection view of all partitions, the data is still under a whole logical framework. 
2.2. XML-based multiple source data processing 
At present, various information systems of railway station run mostly independently. There is no 
unified interface among the subsystems of TMIS, including train reporting system, integrated scheduling 
management information systems, freight marketing and technical project management systems and ATIS. 
This has created a multi-source data, meaning that different types of data use a variety of data formats in 
their recording and storage. Therefore, one of the key technologies of automatic data checking is the 
multi-source data processing. In this article, an XML-based multi-source data processing method is 
proposed, using XML (Xtensible Markup Language) data conversion technology. 
As a standard data exchange, the XML technology has been gradually applied to data exchange in 
heterogeneous database. Using XML as a common data model to exchange data can facilitate the 
conversion of various station information system data (Funderburk, Malaika and Reinwald 2002). The 
basic idea is the format conversion, using data conversion process to convert the original format data into 
the target format data and save it. The target format data can be used directly as a system data source. 
The specific operation process is shown in Fig.1. The data processing is divided into two steps, 
including data extraction and data performance. Firstly, the database query result is mapped into an XML 
document (or a data flow of an XML document). Secondly, the generated XML document is converted 
into those can be exchanged, according to the format of data exchange interface. 
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Fig. 1. XML-based multi-source data processing model 
Fig. 2. Methods to eliminate outliers 
2.3.  Data pre-processing technology 
(1)  Excluding abnormal data 
Because of the potential mistakes in data collection and measurement, as well as the high probability of 
computer abnormality, there will be some abnormal data in the vast amounts of raw data, which should be 
excluded. According to the data characteristics, this paper adopts a statistics-based method of abnormal 
data processing (Chen, Zheng and Zhang 2006, Wang and Xiong 2009), as shown in Figure 2. Only the 
data between upper and lower tentacles are reserved, while other data (outside data, maximum, minimum) 
are defined as abnormal data. 
(2)  Data completing 
In order to ensure the data integrality, the missing data should be filled up. The process is shown in Fig. 
3. 
There are two key steps in data completing: 1) Identifying the train type to the station (passing or 
stopping) ; and 2) Filling up the missing data according to the train type. 
Let
ijx stand for the train i’s interval running time between station j-1 to station j+1; jtx and jsx stand
for some train’s average operating time in the case of the train non-stop in station j and stop in staion j 
respectively, obviously
jtjs xx t .
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Fig. 3. Data completing process   
If )(
2
1
jtjsjtij xxxx d ,then train i is determined to run through station j without stop (the train i’s 
type for staion j is stop), otherwise train i is determined to stop at station j (the  train i’s type for staion j is 
non-stop).  
After identifying the train type, the data (arriving and departing time of train) can be completed 
separately. 
Case 1: Train i’s type for station j is non-stop. We use a
ijt  to represent the arriving time of train i at 
station j. 
start
jjijij TlTtt 11 ' u                                                                (1) 
In Equation (1), 1ijt  means the time train i departing from station j-1; jT'  denotes the average running 
time for a train between station j-1 and station j; l =0 means the train is passing the station j-1; l =1 means 
the train is stopped in the station j-1; startjT 1  means the needed time that a train is starting in station j-1. 
Case 2: Train i’s type for station j is stop. We use a
ijt  to represent the time that train i is arriving at 
station j and d
ijt  to represent the time tha train i is departing from station j.
                                  
stop
j
start
jjij
a
ij TTlTtt u ' 11                                                     (2) 
start
j
stop
jjij
d
ij TTmTtt u ' 111                                                 (3)
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In Eq. (2) and Equation (3), stopjT  means the needed time that a train is stopping in station j; 
start
jT
means the needed time that a train is starting at station j; 1ijt  means the time that train i is arriving at 
station j+1; 1'jT  means the average running time for a train between station j and station j+1; m=0 
means the train is passing the station j+1; m=1 means the train is stopped at the station j+1.  
2.4. Data analysis 
Based on the completion of data pre-processing, we analyze the data to obtain corrected parameters to 
different reaching degrees. The reaching degree can be defined as follows: when the sample data are 
sorted in ascending order, if the amount of data is less than A accounts for X percent of all sample data, X 
is the reaching degree of A. The data analysis process is shown in Fig. 4.  
Fig. 4.  Data analysis process 
Step 1: Preliminary analysis of morphology 
We take a statistical analysis of the completed sample data to preliminarily determine its distribution 
characteristic, including central tendency, dispersion, distribution patterns and so on. 
Step 2: Frequency analysis 
Firstly, we classify the sample data of parameters (such as running time in section) of different types of 
train. Then we group each type of sample data according to time-distance (Nie, Lu and Shi 2010), count 
the data frequency of each group, and then use Pearson Simple Correlation Coefficient to analyze the 
linear correlation between the data and its frequency. Finally, on the basis of data group and the frequency 
of each group, we can get the frequency distribution histogram of corresponding parameters. 
Step 3: Data fitting 
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On the basis of analyzing the frequency distribution histogram, we use left-partial E function (Zhang 
1995) to establish a curve fitting regression model that can reflect the change trend of sample data 
reasonably. The function is given as follows: 
11
21
21
21 )1(
),(
1
),,(  uu kk xx
kkB
xkkf                                               (4)
where ³   
1
0
11
21
21 )1(),( dtttkkB kk ; 21,kk  are the distribution parameters of E  distribution, and their 
initial value can be obtained from parameter estimation of the sample data. X and t are random variables 
and ]1,0[x , ]1,0[t .   
Step 4: Parameter modification 
To reflect the characteristics of parameters (such as running time in section) accurately, we need to 
modify the initial value of k1 and k2 under different reaching degrees. Combing actual working 
requirements and analysis of distribution characteristics of the sample data, we mainly modify the initial 
value of k1 and k2 when the reaching degree is 90%, 80%, 70% or average value. The parameter value 
curve under different reaching degree is shown in Fig. 5 (k1=2, k2=2.5).
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Fig.  5. Distribution function of train running time  
Step 5: Parameter evaluation 
To ensure the accuracy and validity of the fitting curve, we need to evaluate the parameters of the 
fitting curve. The parameters under different reaching degrees are considered together when they are 
evaluated. If the results meet the evaluation standards, we adopt the modified parameters; otherwise, 
return to step 1 to start data analysis again, the evaluation standards are met (Chen 2009). 
3.  Development and implementation of the measurement and correction system 
A measurement and correction system of train diagram parameters based on measured data is 
developed on the basis of the above key technologies. Using MVC (Model View Controller) system to 
build approach for user case analysis, functional design, module division and process design, ensures its 
easy maintenance and scalability. Its program is written in C#, using Visual Studio 2010 platform. And 
the operating platform should be Windows XP, Windows 2003 and  Windows 7. The structure of the 
system function and measured data analysis interface are shown in Figs. 6 and 7, respectively.  
650   Junhua Chen et al. /  Procedia - Social and Behavioral Sciences  43 ( 2012 )  644 – 652 

Fig. 6. Function structure diagram of this system  
Fig. 7. Hierarchical structure diagram of this system 
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To manage the data effectively, the system is divided into three levels, including the data layer, the 
logical layer, and the interactive layer. The data layer is mainly responsible for the reading and writing of 
massive data. It also allows the interface to read and write data for data management modules in the 
logical layer. The various types of data management modules in the logical layer are responsible for 
unified management of various types of data, to propel the data layer to read data, and provide an access 
interface. The interactive layer is responsible for interaction with the user, including graphs and dialog 
boxes, etc. The interaction data are all handled by the logical layer.  
4. Case study 
Taking the DaTong-Jungar Banner Railway as an example, the main stations and sections are selected. 
By using the system to check and correct the train diagram parameters, we got the parameters of different 
periods at one time. A comparative analysis with the original parameters proves that this method is 
feasible and accurate. 
The calculating examples are selected as follows: Erdaohe station; Erdaohe – Jimingyi down section; 
September 2009 - October 2010 (usual period: March 2010 - May 2010; busy period: July 2010 - 
September 2010; Maintenance period: September 2010 - October 2010). 
The modified parameters in Erdaohe – Jimingyi down section are shown in Table 1. It shows that: 
(1)The modified parameters can be accurate to the second, while the original parameters can be accurate 
to the minute only; (2) The selection of original parameters is single, regardless of the transport load. This 
will have a big influence over the exchange rate of train diagram. The modified parameters based on 
measured data can be selected flexibly according to the transport period (usual period, busy period, 
maintenance period). For example, we can choose the average parameters when drawing a busy period 
train diagram, while choosing the parameters greater than in normal period when drawing a maintenance 
period train diagram; and (3) modified parameters are different from the original parameters to some 
extent. For example, after modification, the needed time for normal trains to start is reduced by 76s. This 
is because a new locomotive has been adopted in DaTong-Jungar Banner Railway, thus its starting 
performance has been improved, while the original parameters are not updated accordingly. 
Table 1. Timetable parameter comparison between the interval running time 
Train Types 
Timetable 
parameters 
Origin (s) 
Average
Pattern: (s)
Pattern: 
90% can 
reached  (s) 
Pattern: 
80% can 
reached  (s) 
Pattern: 
70% can 
reached (s)
Normal train 
Pure running time 540 596 786 757 717 
Aadding time for 
train starting 
180 104 116 139 141 
Adding time for 
train stopping 
240 194 209 203 201 
Ten-
thousand-ton 
train
Pure running time 540 509 565 520 505 
Adding time for 
train starting 
240 213 249 248 242 
Adding time for 
train stopping 
180 142 204 188 180 
5. Conclusions 
The traditional method of determining train diagram parameters has a number of flaws, including the 
lack of data variety, low accuracy, and they cannot adapt to dynamic changes in line conditions. In this 
paper, drawing on the basis of outstanding achievements of predecessors, a train diagram parameter 
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measurement and correction system based on monitoring data is developed, using a mining technology 
and massive data processing. Thus the train diagram parameters can be determined automatically. We 
adopt the DaTong-Jungar Banner railway as an example to calculate and verify the results, which proves 
that this method and the developed system have high efficiency and accuracy, whereas it requires low 
investment. It provides a novel idea for analyzing and utilizing existing railway transport capacity. 
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