In order to conquer the drawback of over-smoothness in the MRF model, a kind of discontinuity-adaptive Gaussian Markov random field (DA-GMRF) model is defined, in which the edge information of image is used to construct corresponding energy functions. After this a FLIR image segmentation method based on DA-GMRF model is proposed, which includes initialization and optimization of the label field. A multi-threshold image segmentation algorithm based on potential function of gray histogram is presented to initialize the label field. This algorithm can determine region number and multi-thresholds automatically. Metroplis Sampler algorithm is adopted to optimize the label field. Segmentation experiments on several images show that the algorithm proposed is effective.
INTROCDUCTION
The number of categories and the model parameters are unknowable in an unsupervised image segmentation method based on model, so this is a representative Bayes estimation problem. Markov random field (MRF) model is used widely in image segmentation as an important prior model in Bayes estimation [1] [2] [3] . When the MRF model is used to segment an image, image data are modeled double random fields, one is observation data field, and another is the label field [4] . In order to gained the maximum a posterior (MAP) of a label field, an iterative algorithm is used to transfer local image information to whole image.
Smoothness is a generic assumption underlying a MRF model. The assumption of the uniform smoothness implies everywhere. However, improper imposition of it can lead to undesirable, over-smoothed, solutions. This occurs when the uniform smoothness is violated, for example, at discontinuities where abrupt changes occur. It is necessary to take care of discontinuities when using smoothness priors. Therefore, how to apply the smoothness constraint while preserving discontinuities has been one of the most active research areas in image processing [5] . Based on the principle of that Discontinuity-Adaptive (DA), the DA-GMRF model is defined. In this model the conditional probability distribution of image pixel density is modeled by finite Guassian mixed model. When the energy function is constructed, edge information of image is utilized. The DA-GMRF model overcomes over-smoothing by takes the adaptability of smoothness constraint at image edges into account. The experiments performed on the artificial images and the FLIR images verify the validity of the algorithm.
DA-GMRF MODEL FOR IMAGE SEGMENTATION
The MRF mode's applications are seen widely in image restoration, surface reconstruction, optical flow and motion, shape from structure, edge detection, region segmentation, visual integration and so on. Smoothes is a generic assumption underlying a MRF model. how to apply the smoothness constraint while preserving discontinuities has been one of the most active research areas in image processing. Literature [6] presents a systematic study on smoothness priors involving discontinuities. Through an analysis of the Euler equation associated with the energy minimization in MRF and regularization models, it is identified that the fundamental difference among different models for dealing with discontinuities lies in their ways of controlling the interaction between neighboring points. Based on these findings, a so-called discontinuity adaptive (DA) smoothness model is defined in terms of the Euler equation constrained by a class of adaptive interaction functions (AIFs). The relations between the interaction between neighboring points and material data are considered in this model, which is adaptive to image restoration that error functions are specific. It is very difficult to define a specific error function in image segmentation, so this model isn't used to segment images. Now we define a DA-GMRF model that is adaptive to image segmentation. The prior energy on GMRF model is defined [5] ( ) ( ) ( )
Where n s f , f are the labels of image I pixel sites n s, respectively, and β is the potential parameter for pair-site cliques.
Different GMRF models are acquired when different clique potentials are defined. To overcome over-smoothing, edge information of image is utilized when the energy function is constructed.
Find a binary image B of the same size as a grayscale image I using edge detection operator. The clique potentials are defined by are not edge points simultaneity, the interaction relation between neighboring points { } n s, is considered. For example, the sites labeled '1' should be affected by the sites labeled '1', not be affected by the sites labeled '0' and the sites labeled '2'. So this smoothness constrain is adaptive at edge points, over-smoothness is avoided.
FLIR IMAGE SEGMENTATION USING DA-GMRF MODEL
The image segmentation process using the DA-GMRF model is constituted by two steps, one is initialization of the label field, and another is optimization of the label field.
Initialization of the label field in the DA-GMRF model
Initialization of the label field is very important to the DA-GMTRF model because it affects the algorithm' convergence speed and finally segmentation results. In Ref. [7] randomization method is used to initialize the label field. Ref. [8] adopts minimum Euclidean distance to initialize the label field. K-mean clustering is used to initialize the label field in Ref. [9] . There are other methods to initialize the label field. But all these methods need to know the number of categories beforehand. Under the number of categories is unknown, we utilize gray histogram potential function clustering to ascertain the number of categories and multi-thresholds automatically. Initialization of the label field in the DA-GMRF is obtained after multi-threshold image segmentation.
In Ref. [10] , standardized image gray histogram potential functions are calculated. We define the number of peaks as the number of categories, and define the intensities where vales lie corresponding as segmentation thresholds. In order to obtain final results, image gray histogram potential functions must be processed. Auto-adaptive united distance is defined
Where γ is adjustable parameter, and D is intensity span of image I , L is the number of categories. Unite the two peaks to one peak. United method can adopt simple linear interpolation.
Use primal peak numbers to initialize the number of categories L , and calculate p f and L using iterative algorithm until L is unchanged, we ascertain final the number of categories and segmentation thresholds. Initialization of the label field can be obtained using segmentation thresholds to segment image.
Optimization of the label field in the DA-GMRF model
Optimization of the label field can adopt global minimization methods such as simulated annealing (SA) [11] , Metroplis sampler [12] , and genetic algorithm (GA) [13] , also adopt local minimization methods such as 0iterated conditional modes (ICM) [14] , relaxation labeling (RL) [15] , highest confidence first (HCF) [16] , and dynamic programming (DP) [17] . ICM is a confirmable algorithm through minimizing energy function of every point to realize site label renewal, but it always gets into local minimization. SA can find global minimization in principle, but its computation is very expensive. Metroplis sampler takes seriously between ICM and SA, because its computation is cheaper than SA and its result is better than ICM. Here Metroplis sampler is adopted to optimize the label field. Concrete algorithm is 1) Initialize the label field using the method of 3.1;
2) Find the binary image B of FLIR grayscale image I using edge detection operator; 
EXPERIMENTAL RESULTS AND ANALYSIS
We have applied the proposed image segmentation algorithm to a series of images. Here we take an artificial image and four FLIR images as examples. Four peaks means that this image should be segment to four categories and the intensities where three vales lie corresponding are three segmentation thresholds. Initialization of the label field can be obtained using these segmentation thresholds to segment image in Figure 2 (e). Figure 3 (b) many small separate regions and stings exist. All these small separate regions and stings are eliminated in Figure 3 (c) and the boundary between neighboring regions are smooth and unforced. So the segmentation results in the DA-GMRF model are preferable to the ones in ordinary GMRF.
CONCLUSIONS
The assumption of the uniform smoothness results in over-smoothness at edge discontinuities when the MRF model is used to segment image. This work indicates that if image edge information is utilized when clique potentials are defined, over-smoothing is overcome, so this smoothness constraint has auto-adaptability at image edges. In addition, our algorithm can ascertain the number of categories and multi-thresholds automatically, unsupervised image segmentation is realized in deed. 
