In this article, we investigate the entropy of a sum of a discrete and a continuous random variable. Bounds for estimating the entropy of the sum are obtained for the cases when the continuous random variable is Gaussian or log-concave. Bounds on the capacity of a channel where the discrete random variable is the input and the output is the input corrupted by additive noise modeled by the continuous random variable are obtained. The bounds are shown to be sharp in the case that the discrete variable is Bernoulli.
Introduction
We consider the entropy, h(X + Z), of a discrete random random variable X taking values in R corrupted by continuous additive noise Z. Two models of the additive noise, Z, are investigated; the first assumes Z to be Gaussian and the other generalizes the study to log-concave descriptions. The estimates on the entropy, h(X + Z), of the sum, X + Z, are employed to estimate the capacity of a channel with X as the input and X + Z as the output. The special case of a Gaussian Z and Bernoulli X was relevant to the modeling of an experimental testing of Landauer's bound [11, 12] , and will be the focus of section 3. In Section 4 we will approach the general log-concave case. The following section will introduce notations, background definitions, and some preliminary results.
Background and Preliminaries
Here we briefly summarize the notion of information entropy for discrete and continuous random variables. The reader can consult [4] for general background on information theory, and [8] for recent developments in entropic inequalities.
Definition 2.1. For a random variable X taking discrete values {x i } ∞ i=1 ⊂ R with the probability mass function, P (X = x i ) = p i , we denote the Shannon entropy in "nats" as,
For a random variable Z with density f Z (z) on R, whenever f Z ln f Z ∈ L 1 , the entropy is given by,
In this article b i . We will suppress notation at times when the meaning of expressions is clear from context. We utilize P (A) to denote the probability of an event A. We will use the notation Y ∼ f to indicate when Y is a continuous random variable that it has a density function f , and when Y is discrete to indicate that it has probability mass function f . For clarity we will also employ a subscript, and write f Y for the density function or probability mass function of Y . First a comment on the nature of X + Z where X ∼ p and Z ∼ f , with X and Z independent. Let X + Z ∼ f X+Z . Consider any Borel set A. Then
Proposition 2.2. Consider a discrete X ∼ p and Z ∼ f Z , and
, where X and Z are independent. Define
and satisfies
Proof. Note that
Thus (4) 
is established. (5) follows immediately from (3).
Remark 2.3. The inequality in the above Proposition is trivially sharp when one takes X to be a point mass. A more interesting case of equality is when Z is supported in the interval (− 2 ), while X is supported on the integers. Lemma 2.4. Consider a discrete X ∼ p and Z ∼ f both of bounded entropy and independent, then
Proof. We begin with the substitution y = z − x k , in (4) resulting in,
It follows from Jensen's inequality and the concavity of logarithm that for every y ∈ R,
Thus,
Changing the order of summation leads to,
This completes the proof.
Log-concave random variables
for any x, y ∈ R and t ∈ (0, 1) is called log-concave, as log f is a concave function. Equivalently, f can be expressed in the form e −V , for some convex function V taking values in (−∞, ∞]. A random variable will be called log-concave when it possess a density f , that is log-concave. Important examples of log-concave random variables, are the Gaussian, the Laplace and exponential distributions, uniform distributions on convex set. Log-concave distributions arise naturally in probability, statistics, and convex geometry. Recent research has shown that this class of measures has interesting interactions with information theoretic inequalities as well, see for example [1, 3, 5-7, 9, 13] .
A single bit corrupted by Gaussian noise
In this section we analyze the case when Z is a continuous random variable with standard deviation σ and mean zero with X being a binary random variable taking values in the set {−µ, µ}.
We assume that X takes the value µ with probability 1 − p and −µ with probability p. Here,
We first recall previous a result.
Theorem 3.1.
[10] If X is an integer valued random variable and Z is an independent centered Gaussian with standard deviation σ < 1 2 , then,
In short, this shows that the deficit for Gaussians is controlled by Gaussian decay. In what follows we will show that the tails of log-concave Z control the deficit δ. We proceed by obtaining deficit bounds in terms of tails in the Gaussian case.
Bounds on the deficit
This subsection is dedicated to the proof of the following, Theorem 3.2. When X is distributed on ±µ as above, and Z is an independent Gaussian random variable of standard deviation σ,
In particular, for a fixed non-trivial X, δ(X, Z) is proportional to P(Z > µ).
Proof of the upper bound. Note that
Using the bound px
Noting that f Z is Gaussian that satisfies
It follows that
and then integrating by parts we have
Compiling these computations, we have
Compiling all of the above inequalities we obtain,
Using similar arguments it follows that,
Combining these results we have
Proof of the lower bound: Note that
Analogously,
Adding the two inequalities delivers our result.
Bounds on Capacity of a Channel with discrete input with additive Gaussian noise
Here we consider a channel in which messages are modeled via X distributed on ±µ, and the receiver reads the transmitted message X + Z after corruption by an additive Gaussian noise. We determine upper and lower bounds on the capacity C of the channel, defined as
Theorem 3.3. Consider a channel with input X ∈ {−µ, µ} and output X + Z where Z is zero mean Gaussian random variable. Then the capacity C admits the following bounds:
Proof. By independence, the mutual information for the input and output of an additive channel depends only on h(X + Z), since I(X;
. By our definition of δ(X, Z), we can write
Thus invoking Theorem 3.2, we have
Note that as µ > 0, P(Z > µ) < 1/2. Thus it follows that
Using the above inequalities we have,
Discrete input corrupted by log-concave noise
In this section we consider the entropy, h(X + Z), where X is a random variable that takes values in the set x = {x i } i∈I satisfying
and Z is a symmetric log-concave continuous values random variable. We obtain upper bounds deficit δ(X, Z) := H(X) + h(Z) − h(X + Z), under the condition that ε f Z ∞ ≥ 1 2µ , for some ε > 0, and demonstrate the sharpness of the bounds by developing complementary lower bounds on δ in the case that X takes two values. We leverage these results toward bounds on the capacity of a channel with input modeled via X and output via X + Z.
Let us remark that the assumption ε f Z ∞ ≥ 1 2µ , though opaque, is of the same spirit as [10] where it was assumed that the spacing of the discrete random variable was compared to the standard deviation of the continuous (Gaussian) random variable, as for log-concave random variables, up to universal constants f Z −1 ∞ and σ are equivalent [2] . Some assumption on the spacing of X relative to the concentration of Z is necessary, as δ(X, Z) can generally be arbitrarily large. Indeed, take Z to be a uniform distribution on (0, 1) and X to be uniform on the the n points {0, Thus, the respective term in (16) below cannot be done away with in general. We first establish the following lemma for symmetric unimodal distributions.
Lemma 4.1. For a symmetric unimodal density function f , and a sequence {x n } n such that
Proof. Observe that f being unimodal and symmetric takes it's unique maximum at 0. Let I
which follows as f (x) ≥ f (x j ) for 0 > x > x j . Notice that by the inequality |x i − x j | ≥ 2µ > 0, the intervals I 
By the definition of µ, at most two elements of the sequence {x i } belong to the set (−2µ, 2µ); both satisfy f (
The result follows.
We will establish the following upper bound through a series of intermediate results.
Theorem 4.1. Let X be a discrete valued random variable taking values in
> 0. Let Z be a symmetric log-concave real-valued random variable with Z ∼ f Z with Z independent of X. Then, given λ ∈ (0, 1) there exists anM =M (λ, X, Z) such that
and Further, when ε f Z ∞ ≥ 1 2µ , we can sharpen to
Lemma 4.2. For a symmetric log-concave random variable Z with density f Z , and a sequence
in R such that |x k − x j | ≥ 2µ for k = j, the following holds:
Proof. Using the inequality ln(1 + x) ≤ x for x ≥ 0, we have,
After exchanging the summation and integral, and changing variables the right hand side is,
where I k,j := (x k − x j − µ, x k − x j + µ) denotes the interval of radius µ centered at x k − x j and 1 I S denotes the indicator function where 1 S (s) = 1 if s ∈ S else it is zero. Notice that by the assumed separation of the sequence for a fixed j, the intervals I k,j are disjoint and since k sums only over k = j,
It follows from this and symmetry that
Taking a weighted sum of the above inequality over j with weights p j (see (15) we have our result.
We would like to exert similar control over the same integrand, when integrated over the domain {|y| ≥ µ}. To this end we present the following lemma. Lemma 4.3. Consider a symmetric log-concave random variable Z with density f Z (z) = e −V (z) . Given ε > 0, for λ ∈ (0, 1), there exists a constant C(λ) > 0 such that,
where we have also tacitly used V (z) = V (−z). By log-concavity (where for every 0 < t < 1, x and y, f (tx
The result follows with C(λ) = 2 e(1−λ)λ . Lemma 4.4. Consider a symmetric log-concave random variable Z with density f Z (z). Let {x i } be a R-valued sequence. Then,
By Lemma 4.1,
We can now prove our first main result.
Proof of Theorem 4.1. Let us first show that (13) implies (14) when ε f Z ∞ ≥ 1/2µ. Observe that our two main terms are scale invariant in the following manner, for c > 0
Recall that for a general continuous random variable,
. that satisfies µ cx = cµ x we have
Also observe that X and Z satisfy ε f Z ∞ ≥ 1/2µ x then ε f cZ ∞ ≥ 1/2µ cx , thus we can apply (13) and our hypothesis ε f Z ∞ ≥ 1/2µ x to δ(cX, cZ), to obtain
and f cZ can take any value y ∈ (0, ∞), we can strengthen our inequality to
Through routine calculus,
2 + 2 ln(3 + ε) + 2 ln(y) + C(λ)y
and thus (14) follows. Now let us combine our previous results to obtain (13) . We have
Using Lemma 4.2 we have
and by Lemma 4.4
and by Lemma 4.3
Sharpness of Bounds
We now show that the bound derived in the previous section is tight and cannot be improved significantly. Consider the discrete random variable X to be a Bernoulli(p) which we denote by B, then,
What follows generalizes the result of [10] (section IV) which handled the case that Z is Gaussian and p = Proof. Writing out the deficit in this case, and without loss of generality assuming that B takes the values ±µ,
Let us investigate the first integral carefully, the second is similar. Since V is convex,
is increasing in x. Hence for x ≥ 0 we have
where the equality is a consequence of the assumed symmetry of Z. By the same logic, for x < 0
The right hand side reduces to our result.
Capacity Bounds for a finite input, continuous output channel
Here we consider a channel in which messages are modeled via X distributed on n-elements, x = {x i }, and the receiver reads the transmitted message X + Z after corruption by an additive symmetric log-concave noise. We determine upper and lower bounds on the capacity C of the channel, defined as max p(X)
I(X; X + Z).
Theorem 4.3. Consider a channel with input X ∈ {x i } and output X +Z where Z is symmetric log-concave random variable. Let and µ = sup i =j |x i − x j |/2 satisfying ε f ∞ ≥ 1 2µ . Then, given any λ ∈ (0, 1), the capacity C admits the following bounds:
C ≥ log n − M P(Z > λµ),
with M = M (λ, ε) the universal constant defined as in (14).
The bound C ≤ log n is a consequence of δ(X, Z) ≥ 0. Thus the qualitative statement of the the theorem is that the tails of the log-concave noise control the capapcity. ≥ log n − M P(Z > λµ).
Here we consider a channel in which messages are modeled via X distributed on ±µ, and the receiver reads the transmitted message X + Z after corruption by an additive symmetric log-concave noise. We derive upper bounds on the capacity max p(X) I(X; X + Z).
(18) Theorem 4.4. A binary channel with input modeled by X taking values on ±µ, subject to additive symmetric log-concave noise Z admits the following capacity bounds C ≤ ln(2)P(Z ≤ µ). 5 Acknowledgement
