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1 • INTRODUCTION 
In their paper "A model for populations reproducing by fission" [18], 
J.W. Sinko and W. Streifer presented a deterministic model describing the 
dynamics of single species populations of organisms reproducing by binary 
fission. Starting from the assumption that the important physiological 
characteristics of these organisms can be described by their size alone, 
they derived a complicated nonlinear evolution equation which they solved 
numerically (moreover, the model is applied to populations of the planarian 
worm Dugesia tigrina and theory and experiments are compared with each 
other). Similar models for the growth of procaryotic cell populations have 
been formulated by A.G. Fredrickson, D. Ramkrishna and H.M. Tsuchiya [5]. 
Although our long-term objective is the analysis of such complicated 
systems of nonlinear equations describing the dynamics of structured popu-
lations, we shall here concentrate on some aspects of a related but much 
simpler linear problem. More precisely, we study a variant of the Bell-
Anderson [1,2] model for size-dependent cell population growth when repro-
duction occurs by fission into two equal parts. (Here one may replace "size" 
by weight, volume, length or, in fact, by any quantity which obeys a physi~ 
cal conservation law.) The environment is supposed to be unlimited and all 
possible (nonlinear) feedback mechanisms are ignored. It is well-known that 
under such circumstances the solution of the initial-value problem for age-
dependent population growth behaves asymptotically for t + oo as 
where i) 
crt -
n(t,a) - Ce n(a) 
cr is the Malthusian parameter (intrinsic rate of natural in-
crease), 
ii) n(a) is the so-called stable age-distribution, 
iii) cr and n(a) do not depend on the initial condition 
iv) C is a constant which depends on the initial condition only. 
(See [10,11,16]). Here we address the question whether reproduction by fis-
sion results similarly into convergence towards a stable size-distribution. 
As anticipated by Bell & Anderson [0,1,2] we find that the answer depends 
heavily on the functional relationship (described by a function g) between 
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the growth of organisms and their size x. For instance, the answer is yes 
if g(2x) < 2g(x) for all relevant x, but no if g(2x) = 2g(x). Two of us conjecture 
that the answer remains yes, if the relation g(2x) < 2g(x) is satisfied for 
values of x in a set of nonzero measure •. This is proved for a special case. 
The organization of the paper is as follows. In section 2 we present 
the balance law for size dependent reproduction by fission into two indenti-
cal parts and we rewrite it as a linear evolution problem in a Banach space •. 
In section 3 we prove the existence and uniqueness of a solution and we re-
formulate that result in terms of a strongly continuous semigroup of bounded 
linear operators. In section 4 we present a representation of the solution 
in terms of a finite sum of generations. In section 5 we show that the semi-
group is compact after finite time if g(2x) < 2g(x). In section 6 we discuss 
the eigenvalues of the infinitesimal generator and we derive a characteris-
tic equation for an important special case (the general case is treated in 
[8]). In section 7 we reap the fruits of our preparations and prove the 
existence of a stable size distribution under the condition g(2x) < 2g(x). 
In section 8 we investigate what happens if the condition g(2x) < 2g(x) is 
not satisfied for all x. Finally in section 9, we make some concluding re-
marks. 
2. THE EQUATION AND ITS INTERPRETATION 
The subject of our investigation is the equation 
( 2. I) an a at (t,x) + ax (g(x)n(t,x)) = -µ(x)n(t,x)-b(x)n(t,x)+4b(2x)n(t,2x). 
Here the independent variables t and x denote, respectively, time and size. 
The unknown n is a density function: Jx2 n(t,l;)dl; is the number of cells XJ 
with size between x 1 and x 2 at time t. The functions µ,b and g (which are 
assumed to be known) are the rates at which cells of size x die, divide and 
grow, respectively. The second term at the left hand side describes changes 
due to the growth of individuals and the first term at the right hand side 
describes changes due to death or dilution. The last two terms describe 
the reproduction process. At first sight the factor 4 in the source term 
may seem strange. But a moment of reflection should bring about that 
3 
4 = 2 x 2, where the first factor accounts for the doubling of numbers and 
the second for the d0ubling of intervals (those who originate from splitting 
in (2x,2x+2dx) enter into (x,x+dx)); a convincing check can be made as fol-
lows: multiply by the size x and integrate, then the contributions of the 
last two terms have to cancel each other because of conservation of "size". 
For the sake of completeness we present a derivation of (2.1) in the Appen-
dix. 
W~ assume that the cells cannot divide before they have reached a mini-
mal size a > 0. Consequently, cells with size less than !a cannot exist. 
Mathematically we express this fact by the boundary condition 
(2. 2) n(t,!a) = 0 
which supplements (2.1). 
From each "cohort" passing size y a fraction~~;~ will reach size x, 
where 
(2. 3) 
(2.4) 
(2.5) 
E(x). = M(x)r(x), 
M(x) = exp -
r(x) exp -
x 
f µ (0 d~ g(~) ' 
!a 
x 
f b(O ~1: g(~) l:l<,,. 
a 
Note that M describes the loss due to mortality and r the "loss" due to 
splitting. Since we want to describe that the cells have to divide before 
they reach a maximal size, which we normalize to be x = 1, we are led to 
require that the integral f: :~i~ d~ diverges for x t and to interpret 
the term 4b(2x)n(t,2x) in equation (2.1) as zero whenever x ~ !. Clearly 
we now require a < 1. If a ~ ! the maximal size of a daughter is less than 
the minimal size of a mother. This realistic case is relatively easy and 
we will pay special attention to it. However, at this point we do not yet 
exclude the case a < ! in which a large cell can undergo two divisions 
immediately after each other so that effectively a division into four parts 
occurs. 
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Clearly we now choose the domain of x to be the interval [~a,1]. Con-
cerning the growth, death and division rates we assume 
H : g is a strictly positive continuous function g 
H : µ is a nonnegative continuous function µ 
~: b(x) 0 for x E [~a,a] and b(x) > 0 for x E (a,1). 
Moreover b is continuous and satisfies limxtl f: b(s)ds = +co. 
In all these assumptions we can weaken the continuity requirement at the 
expense of some small technical difficulties. 
Strictly speaking the interpretation suggests no other condition on 
n(t,x) as a function of x than the integrability of the functions 
b(•)n(t,•) and n(t,•). Nevertheless we shall assume that the initial con-
dition n 
0 
(2.6) 
1n 
n(O,x) = n (x) 
0 
1s such that n (•)/f(•) is continuous (in particular this assumption requires 0 
that n (x) + 0 at a certain rate as x t 1) and we shall show that n(t,•) 
0 
inherits this property. Here we are guided by the interpretation of r and 
by the desire to avoid technical details. As a side remark we mention that 
the smoothing properties of (2.1) hinge upon properties of g(2x)-2g(x) on 
the one hand (cf.sections 5 and 8) and the behaviour of r'(x) for x t 1 on 
the other. 
The, transformation 
(2. 7) m(t,x) ~ E(x) n(t,x) 
leads to the evolution problem 
am am at= -g(x) ax (t,x) + k(x)m(t,2x) 
(EP) m(t,~a) = 0 
m(O,x) = <P{x) 
-~ where by definition <j>(x) - E(x) n0 (x) and 
(2. 8) k(x) = 4 g(x) b(2x) E(2x) E (x) g(2x) 
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and where, here and in the following, one should interpret k(x)m(t,2x) as 
zero for x ~!.Note that g(x)n(t,x) is the flux of individuals at (t,x) 
and that E (x) is a factor which, in some sense, accounts for the "loss" due 
to mortality and fission. 
Although b has a non-integrable singularity, k is integrable and we 
shall exploit this property in, e.g., the proof of lemma 3.1. In fact this 
"reduction of the singularity" is an extra motiviation for the transforma-
tion (2. 7) • 
Our approach will be to look for solutions as functions of t with 
values in the space 
X = {~ E C[!a,I] I ~(!a)= O} 
provided with the supremum norm. Thus we can rewrite (EP) as the abstract 
Cauchy problem 
dm 
dt = Am 
(ACP) 
m(O) = <I> 
where A is the unbounded operator defined by 
(A~)(x) = -g(xH'-(x) +k(x)~(2x) 
(2.9) V(A) ={~Ex I~ is c1 on C!a,!)u(!,IJ; the limits 
lim - g(x)~'(x)+k(x)~(2x) and lim - g(x)~'(x) exist and 
x+I x+! 
equal each other; - g{!aH' {!a) + k{!a)~(a) = 0} 
A is a closed, densely defined operator on X. Now we are ready to apply the 
theory of semigroups of operators [12,15]. 
3. EXISTENCE AND UNIQUENESS OF A SOLUTION 
One possibility to show that A generates a strongly continuous semi-
group of bounded linear operators on X is to verify the Hille-Yosida 
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conditions [12,15]. Although this is not too difficult (one can use the re-
sults of [8]) we prefer another approach. Formally A= B + C where 
(3. 1) (Bijl) (x) -g (x)ijJ' (x) 
(3. 2) (Cijl) (x) k(x) ijJ (2x) . 
We consider Bas an unbounded operator from L 1Ua,l] into itself, with do-
main of definition 
V(B) {ijJ I ijJ is absolutely continuous and 1)J(!a) 0} 
and Casa bounded operator from X into L 1 [~a,1]. Clearly B generates the 
semigroup eBt defined by 
(3. 3) 
where by definition 
x 
(3 .4) J ds G(x) = g(s) 
!a 
d -1 . h. • f an G is t: e inverse o the monotone function G on [O,G(l)] and defined 
to be !a on (-oo,0]. Note that G(x) is the time which a cell needs to grow 
from !a to x and that G- 1(t) is the size at time t when the cell had size 
1 • G- l · h 1 · f du ( ) · h · · · 1 d · · 2a at time zero; so is t e so ution o t = g u wit initia con ition 
u(O) !a. 
We observe that eBt leaves (the embedding of) X invariant. Moreover, 
(eBt~)(x) = 0 fort~ G(x) and so, in particular, eBt = 0 fort~ G(l). 
Again formally the problem 
dm 
-- = (B+C)m dt 
m(O) ~ 
leads to the integral equation (variation-of-constants formula) 
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t 
(3.5) m(t) eBtcp + J eB(t-T)Cm(T)dT. 
0 
Our plan is as follows. First we shall show that (3.5) has a unique solution 
ro = m(t;cp). Next we prove that T(t)cp = m(t;cp) defines a seroigroup on X and, 
finally, that A is the generator of T(t). 
If m is an X-valued function then eB(t-T)Cm(T) is a L 1-valued function. 
It turns out that the integration with respect to T produces a continuous 
functi01J1. of x: 
LEMMA 3. I • The formula 
t 
(3 .6) (Lm)(t) = f eB(t-T)Cm(T)dT 
0 
defines a bounded linear operator from C([O,T];X) into itself. For T suf-
ficiently .small3 the norm of Lis less than one. 
PROOF. Explicitly we have the following expressions for (Lm)(t)(x): 
x 
f k(~)m(G(~)-G(x)+t,2~) d~ for x $; I g(~) ' 2 
-1 G (G(x)-t) 
1 
l k(~)m(G(~)-G(x)+t,2~) d~ for x ~ I and g (~) ' 2 
-1 G (G(x)-t) 
t ~ G(x)-G(D, 
O, for x ~ ! and t :5; G(x)-G(D 
(here we used the transformation ~ = G - I ( G (x)-t+-r)). Hence it follows that: 
i) for fixed t this is a continuous function of x (which is zero for x = !a) ; 
ii) the supreroum norm with respect to x depends continuously on t; 
iii) for T ~ 0 the suprerouro norm with respect to x and t goes to zero uni-
formly form in the unit-ball of C([O,T];X). D 
A standard contraction mapping and continuation argument yields 
COROLLARY 3.2. For arbitrary cp E X and T > 0 equation (3.5) has a unique 
solution in C([O, T];X). This solution depends continuously and linearly on cp. 
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On the basis of this result we define bounded linear operators T(t) on 
x by 
(3. 7) T ( t)qi m(t;cp), 
where m(t;cp) is the solution of (3.5). If we take in (3.5) the argument t+s 
and subsequently rearrange the terms a little bit, we arrive at the identity 
t 
m(s+t) = eBtm(s) + f eB(t-•) Cm(s+T)dT. 
0 
Consequently, uniqueness of solutions implies the semigroup relation 
T(t+s) = T(t)T(s). 
COROLLARY 3.3. {T(t)} fo!1!7'ls a strongly continuous semigroup of bounded 
linear operators on X. 
THEOREM 3.4. A is the infinitesimal generator of T(t). 
PROOF. Let A be the infinitesimal generator of T(t). In order to show that 
A= A, we let u E D(A), Au= v. Then, if Re A is large enough, 
,..., -1 f"" -At u = (Al-A) (Au-v) = 0 e T(t)(Au-v)dt. (See [15]). The Laplace transfor-
mation of (3.5) with <P = Au-~ yields 
with B and C regarded as operators from X to L1• Thus u E V(B) and (B+C)u = v. 
Since v E X, u E V(A) and Au = v. This consideration implies that 
V(A) c V(A) and Au= Au for u E V(A). 
V(A) c V(A) is proved by reading these arguments backwards. D 
Thus we showed that A generates a semigroup which corresponds exactly 
to solving the integ~al equation (3.5). 
The solution m(t,x) is not necessarily differentiable with respect to 
t and x separately. So the question arises in what sense it satisfies the 
first order p. d. e •• The following two observations clarify the situation: 
i) the solution is differentiable along the characteristics t-G(x) = con-
stant, 
ii) but in x = ! one has to distinguish between the right- and left deri-
vative since k(x)m(t,2x) (interpreted as zero for x ~ ~) is not neces-
sarily continuous in x = !. 
Mathematically this amounts to the relation: 
lim m{t+e,G-1(G(x)+e))-m(t,x) = 
£ 
k(x)m(t, 2x) 
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where for x = ~ the two limits e t 0 and e+O have to be taken separately if 
k0) :/: o. 
4. REPRESENTATION OF THE SOLUTION: THE GENERATION EXPANSION 
Defining m0(t) = eBt$ we can rewrite (3.5) as 
(4. I) m = m0 + Lm. 
By the method of successive approximations we find formally 
(4. 2) m = m + 0 
It turns out that the infinite sum contains, in fact, a finite number of 
terms only. 
LEMMA 4.1. Fix T > 0. L, as an operator from C([O,TJ;X) into itself, is 
nilpotent. More precisely, Ln = 0 for n ~ 2T lgl + k where k is suah that 
a 
2-k < ~ 2-k+I 
- 2 < 
and lgl := max{ lg(x) I I !a~ x ~ I}. 
PROOF. We shall first deal with the special case that g is identically one. 
We split the iterative procedure into two steps: 
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w (t) 
n 
=Cm (t), 
t n 
n=0,1,2, ..• 
m (t) = 
n f B(t-•) e w (•)d• n-1 ' n= 1,2,3, ... 
0 
From (3.2) and (3.3) we deduce that 
wo(t)(x) = 0 for x ~ ~ .. ml(t)(x) = 0 for x ~ !+t 
' 
-. w1(t)(x) = 0 for x ~ ! + !t-. m2(t)(x) = 0 for x ~ l+t 
for 
-l . . . . -l 
2 +!t => m,e.(t)(x) = 0 for x ~ 2 + t. 
So wk(t)(x) = 0 for x ~ r + ~t. But, since also wk(t)(x) = 0 for x ~I' 
it follows that 
wk(t) = 0 for x ~ r + !t and for t < ~ 
- 2 
Hence ~+l(t)(x) = 0 for those combinations of x and t for which 
a a a x-t+• ~ ·· 4 +!•for all• E [2,1] n [O,t], i.e. for x ~ t and fort< 2' 
Continuing like above we find that ~+l(t)(x) = 0 for x ~ t - (l-1) I and 
for t ~ l I· As soon as l I~ T, mk+l is identically zero. For the special 
case this concludes the proof. 
In the general case we have 
m (t)(x) 
n 
t 
f -1 wn-l(•)(G (G(x)-t+•))d•. 
0 
-1 We claim that for t ~ • and x ~ lg! (t-•)+F,;, the inequality G (G(x)-t+•) ~ F,;, 
holds. Indeed, the definition (3.4) of G implies that 
-1 G(x) - G(F,;) ~ I g I (x-F,;) for x ~ F,; 
and consequently 
G(x) - G(F,;) - t + L ~ lgl- 1(x-F,;) - t + L ~ 0 
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from which it follows that 
Using this result one can repeat the induction steps above. In all (inter-
mediate) formulas one has to replace t and T by lglt and lglT. D 
W~ conclude that (4.2) gives a valid and useful representation of the 
solution. Moreover, each term has a clear interpretation which we now 
describe. 
The contribution to the solution of those cells which were present at 
t = o, but have not yet divided, is given by ma, the zero'th generation. 
Inductively the l'th generation ml= Llm0 gives the contribution of those 
organisms which arose from divisions of the (l-l)'th generation and have 
not yet divided themselves. Lemma 4.1 expresses the intuitively obvious 
fact that at each time instant at most finitely many generations are present 
in the population. We note that each generation will go extinct in finite 
time, but that still the number of generations present in the population 
becomes unbounded as t + + oo, 
5. COMPACTNESS 
From the generation expansion (4.2) one can compute the solution for 
finite (and especially small) times, but this does not give any information 
about the asymptotic behaviour for t + + 00 • In order to obtain such infor-
mation we shall try to characterize the spectrum of T(t) in terms of the 
spectrum of A, about which we know a lot (see [8] and the next section). 
It is known that this characterization is easy when there is compactness 
in the problem [7,15]. 
Somewhat unprecisely one can say that growth and division lead to shift 
and multiplication operators, and these are not compact. However, when di-
vision occurs distribut_ed, some kind of smoothing may (but need not to) take 
place. We shall show that the way in which the growth rate g depends on x 
has a decisive influence. 
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LEMMA 5.1. Assume tha.t 2g(x) > g(2x) for !a~ x ~~.Fix t > 0. The mapping 
t 
~I+ f eB(t-T)CeBT~dT 
0 
from X into itself is compact. 
PROOF. Let F = F(x,~) and a = a(x,t) be defined by 
t 
F(x,~) = f (eB(t-T)CeBT~) (x)dT 
0 
-1 
a(x,t) = G (G(x)-t). (This quantity has a clear biological interpretation: 
it is the size of an individual at time 0 given that its size at time t 
equals x.) By definition a(x,t) = ~a if G(x) < t. Now 
t 
F(x,~) = f k(a(x,t-T))~(G-l(G(2a(x,t-T))-T))dT, 
0 
where the integrand should be interpreted as zero whenever a~ !a or a~!. 
Putting 
~ = G(2a(x,t-T)) - T 
we find 
So we can use ~ as a new integration variable: 
G(2x)-t 
F(x,~) = f k(a(x,t-T(~))~(G-I(~)). 
G(2G-I (G(x)-t)) 
g(2a(x,t-T(~))) 
• 2g(a(x,t-T(~)))-g(2a(x,t-T(~))) 
Since now x does not appear in the argument of ~ anymore, it is easy to show, 
-1 
using the continuity of g,G,G and a and the fact that k E L1, that 
where e:(x 1,x2) f 0 as lx 1-x2 1 + 0. (In view of the proof of Lennna 5.2 we 
remark that for each T > 0, E(x 1,x2) can be chosen such that the estimate 
holds for any t E [O, T] .) Hence, on account of the Arzela-Ascoli theorem, 
we conclude that each bounded set is mapped onto a precompact set. D 
Lel!lI!la 5.1 gives a compactness criterion for the first generation 
, ft: B(t-T) BT m 1 (t,~) = 0 e Ce ~dT. Essentially the same argument leads to 
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LEMMA 5.2. Assume tha,t 2g(x) > g(2x) for !as x s !. Define, as before, the 
n-th generaHon by 
t j B(t-T) mn(t,~) = e Cmn_ 1 (T,~)dT, 
0 
Fix t > 0 and n E JN. The mapp1.-ng 
~ 1+ m (t,~) 
n 
from X into itself is compact. 
n ~ I. 
COROLLARY 5.3. If g(2x) < 2g(x) for all x E C!a,!J, then T(t) is compact 
for t ~ G( I) • 
PROOF. Fort~ G(I), m0 (t,•) 
of compact operators. D 
0 and consequently T(t) equals a finite sum 
Precisely the same conclusion follows from the biologically unrealistic 
assumption 2g(x) < g(2x). The importance of such a condition on g becomes 
clear in section 8. 
6. THE SPECTRUM OF A 
In this section we restrict our attention to the case a~ ! (i.e., the 
maximal size of a daughter cell is less than the minimal size of a mother 
cell). We refer to Heijmans [8] for a detailed study of the general case, 
which turns out to be essentially the same but computationally much more 
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difficult. 
The inhomogeneous equation (A-AI)$ = f can be rewritten as 
-g(x)$'(x) - A$(x) = f(x), ! $ x $ 1, 
-g(x)$'(x) - A$(x) = f(x)-k(x)$(2x), !a$ x $!,$(!a) = O. 
The solution of the first equation is given by 
(6. 1) $(x) 
x 
= $(!)eA(G(!)-G(x)) _ J eA(G(s)-G(x)) 
! 
f(s) ds 
g(s) , 
Using this expression we can solve the second equation: 
x 
(6.2) •Ix) • I el(G(~)~(x))l•lll•~G(j)~(Z~))k(~) 
2a 2s 
-f(s) _ k(~) f eA(G(n)-G(2s)) f(n) d } ~ • 
g(n) n g(s) 
! 
Finally, the requirement of continuity in x = ! yields the compatibility 
condition 
(6.3) 
where 
(6.4) 
and 
(6.5) z;; (A, f) 
A(GCs)-GC2s)) k(s) d~ 
e g(s) ~ 
= J 
!a 
eA(G(n)-G(2s)) f(n) d } ~ 
g(n) n g(s) • 
If rr(A) # 1 we can solve (6.3) for $(!) and for that special value $ defined 
by (6.1)-(6.2) is a solution of (A-AI)$= f which depends continuously on f. 
Hence A is an element of the resolvent set if rr(A) # 1. If, on the other 
hand, rr(A) = 1 (6.1)-(6.2) with f = 0 defines for arbitrary$(!) a solution 
of (A-AI)$ = 0. It follows that A is an eigenvalue if rr(A) = 1. For obvious 
reasons we shall call the equation 
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(6 .6) ·rr(>t) 
the characteristic equation. Since TI is analytic its roots are isolated points. 
Using the definitions (2.3)-(2.5) and (2.8) we can rewrite the defini-
tion of TI(>t) as follows 
l E;, 
(6. 7) 1iT (>t) 2 f b(E;,) t >t+µ{n)+b(n) dn)dt;, = g(E;,) exp(- g(n) a 
l E;, 
2 J exp( J >t+µ (n) dn) dr(t;,) g(n) / 
a ! E;, 
(here we also used that the support of b is contained in [a, l]). As an inter-
mezzo we now show that TI(O) admits a simple biological interpretation. 
Clearly any newborn cell has to pass size a before it can possibly produce 
offspring. So the contribution of an arbitrary cell passing size a to the 
growth of the population can be effectively measured by the number of her 
daughters that will grow up to at least size a. If we consider a large num-
ber of cells passing size a, the average number of daughters which grow up 
safely to size a can be calculated as follows: 
l.. The chance that the potential mother reaches size E;, is given by 
E;, 
·;ixp( - f µ ( n) +b ( n) dn \ 
·- \ g(n) . )' 
a 
The chance density that fission occurs at E;, is given by b(E;,) (here the g(E;,) 
factor glt;,) accounts for the conversion of chance per unit of time to 
chance per unit of size). The number of daughters is exactly two. 
iii. The chance that a daughter born with size ~.; does not die before 
reaching size a is given by 
a 
1exp(- f 
!t;, 
µ(n.2_ d \ 
g(n) n;-
Summing all contributions with respect to a < E;, < l we find that the 
average number of daughters at a is precisely TI(O). 
The characteristic function TI is monotone decreasing as a function of 
real A. Since TI (-oo) = +oo as and TI ( +oo) = 0 there exists precisely one real 
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root of the characteristic equation, which we shall call Ad. Clearly Ad > 0 
if n(O) > land Ad< 0 if n(O) < 1. Other roots occur in complex conjugate 
pairs. Their position relative to Ad depends heavily on the function g(x) 
(see section 8). 
If g(2x) < 2g(x), one can use the transformation T = G(~)-G(!~) to 
rewrite n(A) as the Laplace transform of a nonnegative function and, con-
sequently, all complex roots satisfy Re A ~ Ad - £ for some £ > 0 (and, 
moreov~r, there are at most finitely many roots in any vertical strip). 
A straightforward computation based on (6.1)-(6.5) shows that a root 
of n(A) = 1 corresponds to an algebraically simple eigenvalue of A if and 
only if n'(A) ~ 0. Hence Ad is a simple eigenvalue. The corresponding eigen-
vector of A which we denote by Wd is positive. One can decompose the whole 
space as the direct sum of the null space and the range of A - AdI: 
(6. 8) 
(here we use that A has a compact resolvent: if n(A) ~ I, (6.1)-(6.2) with 
wC!) the solution of (6.3) defines a compact inverse of A-AI). wd can be 
found from (6.1)-(6.2) with A= Ad and f = O. We normalize Wd by the con-
dition wd(!) = e-AdG(!). Then N(A~AdI) is the one-dimensional subspace 
spanned by wd and the projection on this subspace according to (6.8) is 
given by 
(6.9) 
This formula follows directly from our explicit calculations, but a more 
systematic derivation can be based on the theory of adjoint operators. 
See [8, section 7]. In that paper it has been shown that there exists an 
L~-function W~ which is positive almost everywhere, such that 
(6. 1 O) 
As a side remark we mention that Sudbury [19] has studied related 
models starting from the adjoint formulation. (He considers the backward 
equation whereas our starting point has been the forward equation, 
cf. Feller [4, Ch.X]). 
We summarize those results of this section which remain true if the 
restriction on a is dropped. 
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THEOREM 6.1 [8]. The spectrum of A consists of isolated points which are 
eigenvalues. On the real axis there is a greatest eigenvalue Ad' which is 
algebraically simple. The corresponding eigenvector $dis positive on 
(!a,1] ,and' no other eigenvector has this property. The decomposition (6.8) 
holds. If 2g(x) > g(2x) all other eigenvalues satisfy Re A ~ Ad-e for some 
e: > 0 and in each vertical strip there are at most finitely many of them. 
7. THE STABLE SIZE DISTRIBUTION 
Let, as before, $d denote the eigenvector spanning N(A-AdI) and let 
P denote the projection operator on $d according to the decomposition (6.8). 
Then P connnutes with T(t) and one can study the action of T(t) on the two 
invariant subspaces separately. The action on $d is rather simple: 
Our aim is to deduce an exponential estimate for the action of T(t) on 
R(A-AdI) from information about the position of the remaining eigenvalues 
of A relative to Ad. 
THEOREM 7. I. Assume g(2x) < 2g(x) then there exist positive constants e: and 
K such that 
II (I-P)T(t)cpll 
o,d-s) t 
~ Ke II cpll . 
PROOF. Take some s ~ G(1). Corollary 5.3 implies that T(s) is compact. It 
follows that the nonzero part of the spectrum of T(s) consists of eigen-
values. Eigenvalues of T(s) are necessarily of the form eAS with A some 
eigenvalue of A (the point spectrum of the semigroup is "faithfull" to the 
point spectrum of the generator, see [15,§2.2]). Theorem 6.1 implies that 
for the restriction to R(A-AdI) the inequality Re A ~ Ad-e holds for some 
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E > 0. Exploitation of the semigroup property then yields the required esti-
mate, see Hale [7,§7.4]. D 
The constant E has to be estimated by analysing the characteristic func-
tion 1T (A). 
COROLLARY 7.2. Assume g(2x) < 2g(x) then 
m(t,•;<fi) = T( t) cj> Adt =e (Pcj>+o(l)), t + +oo. 
In words this says that the dominant term in the asymptotic expansion 
for t + +ro is factorized as the product of an exponential function of t, a 
function ljid(x) and a scalar factor. The initial function manifests itself 
in the scalar factor only. Note that for nonnegative cj>, Pep ~ 0 unless cj> = 0. 
(see (6.9) or [8]). Since e-Adt m(t,•;cj>) converges to a multiple of ljid we 
call ljid the stable size disi;r>ibution of m. If a ~ ! then ljid is given by 
(6.I)-(6.2) with f = 0 and A= Ad the real root of (6.6). The computation 
of ljid for a< ! is presented in [8]. From ljid one can compute the stable size 
E distribution ~d of n: ~d = g ljid (See (2.7)). 
Let n(t,x;n0) be the solution of our original equation (2.1) supplied 
with the boundary condition (2.2) and initial condition (2.6) where n0 is 
such that n0 (·)/r(•) is continuouson[!a,l], thenwehavethefollowingresult. 
COROLLARY 7.3. Assume g(2x) < 2g(x) for all x E C!a,!J, then 
Adt 
n(t,•;n0) = e (C.~d+o(l)), t+ ro, where C is a constant depending (linear-
ly) on the initial condition only. 
Since the total population size behaves like exp(Adt) we call Ad the 
Malthusian parameter. 
REMARK I. The relation between n and m can be formulated more precisely in 
the following way. A function 1jJ E X is called E-bounded if lji(•)/E(•) is a 
bounded function. (This is equivalent to saying that lji(•)/r(•) is bounded). 
Let x0 be the space of E-bounded functions in X supplied with the norm 
llljJllE sup{ li/!(x) I !a ~ x ~ I}. 
E(x) 
Then x0 is a Banach-space and the linear mapping H: x0 + X given by 
{Htji)(x) g(x)ijJ (x) E(x) 
is an isomorphism. Now the transformation from n to m can be written ab-
stractly as 
m(t,·) = Hn(t,•). 
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Now T(t) = H-l T(t) H, t ~ 0, defines a strongly continuous semigroup on x0 
and the solution of the original equation is n(t,•;n0 ) = T(t)n0 , if n0 E x0 • 
2) Using expression (6.10) the constant C in corollary 7 .3 can be computed 
explicitly 
1. 
c = J 
!a 
8. EXPONENTIAL INDIVIDUAL GROWTH 
In the former section it has been proved that the semigroup T(t) is 
compact after finite time if g satisfies the condition 
g(2x) < 2g(x), 1a :::; x :::; ! 
,2 .. 
(ov g(2x) > 2g(x)). In this section we shall investigate what happens if 
this condition is not satisfied for all x. We will distinguish between two 
cases 
A) g(2x) = 2g(x), all X E Ua,D 
B) g(2x) 2g(x), X E Ql 
g(2x) < 2g(x), X E Q2 
where Q1 u Q2 = C!a,~] and both sets have a non-zero measure. 
The general solution of the functional equation g(2x) = 2g(x) is 
g(x) = x~(lnx) where ~ is a fn 2-periodic function. We restrict ourselves 
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to a special solution, namely g(x) = ex where c is some constant. By scaling 
the time we may set c = 1. This case which is characterized by exponential 
individual growth seems to be the most relevant from a biological point of 
view. See [0,1,2]. (However, our method of proof works equally well in the 
general case.) 
Let us first deal with case A. 
g(x) = x, 
Clearly 
a t 2e· 
For the Oth and lst generation of the population we find, respectively, (See 
section 4) m0 (t,x;cf>) = cf>(xe-t) and 
t 
-t J -· m1(t,x;cf>) = cf>(2xe ) k(xe )dT 
0 
where by definition ~(x) = 0 if x $ ~a. Similar expressions for higher 
generations show that the solution is related to the initial condition by ,· 
periodic continuation and multiplication. No information is lost, no 
smoothing occurs. Although non-negativity is preserved, it is not reinforced: 
the solution has zero's for arbitrary large times if it has zero's initially. 
The exceptional position of exponential individual growth is found once 
more if one looks at the characteristic equation. A straightforward calcu-
lation shows that for a~ ~ (See (6.7)): 
where 
and all roots A= ~2 (lnG+2kTii), k E 7l lie on the vertical line 
Re A = Ad = ~~ ; in other words, there is no distance E > 0 between the 
dominant (real) eigenvalue Ad and the real parts of the other eigenvalues of 
A. The total population size still behaves like exp Adt but convergence in 
shape does not take place. Instead the initial size distribution turns 
around and around while numbers are multiplied. 
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This striking behaviour in the case of exponential individual growth 
has already been noticed by Bell & Anderson [ 1, 2]. The following "thought-
experiment" illustrates the biological reason. Consider two cells A and B 
with equal size and assume that at some t~me instant t 0 cell A splits into 
a and a. During the time interval [t0 ,t 1J, a, a and B grow and at t 1 cell B 
splits 'into b and b. If g(x) = ex, the daughter cells a and b will have 
equal sizes just as their mothers A and B. In other words, the relation 
"equal size" is hereditary and extends over the generations. The growth 
model behaves like a multiplicating machine which copies the size distribu-
tion. 
Of course the situation changes if we abandon the point of view that 
fission results into two exactly equal daughters. One of us (Heijmans) cur-
rently investigates a model with g(x) = ex and a smooth probability density 
function for the mother-daughter size ratio [9]. 
Now a very interesting question arises: what happens in situation B, 
i.e. the situation that the functional equation g(2x) = 2g(x) is satisfied 
on a subset of C!a,!J? 
Heuristic reasoning in terms of probabilities can give some insight 
(the characteristic equation appears to be very helpful. See below.) 
To begin, let us restrict ourselves to the following situation. 
B') a ~ ! 
g(x) = x, !a :;;; x :;;; B 
g(x) < x, B < x:;;; 
where Bis some value between a and I. We shall prove that in this case there 
exists a stable size distribution. 
The idea is the following. Suppose Ad = O, then the average cell which 
undergoes fission has one viable descendant. (i.e. a daughter which under-
goes fission as well). The population can be seen as the union of two dis-
tinct groups. A cell is a member of the first group iff all of its ancestors 
have been dividing before reaching the size x = S. If at least one of its 
ancestors has divided at a size x > S, then it is a member of the second 
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group. The semigroup T(t) corresponding to the total population never be-
comes compact because the first group (the reproduction of whose members 
should be compared to a copying-machine, as mentioned in the first part of 
this section) never goes extinct (assumed that it had members at t = O). 
The membership in the first group, however, decreases to zero as t + oo, 
because the probability that a member's descendant n generations afterwards 
is also member of the first group is pn, where p is the probability that 
a daughter cell born at a size smaller than 8 will divide before reaching 
size 8. Note that there is only a one-way traffic from the first to the 
second group. Members of the second group have at least one ancestor which 
has run through the dispersion-machine generated by the non-exponential 
individual growth, which is enough "to make this group compact". 
The rest of this section is devoted to the precise elaboration of this 
idea. Let us assume that Ad = 0. (This can always be achieved by the trans-
~ -).dt 
formation n(t,x) = e n(t,x) in the original equation (2.1) and replace-
ment of µ(x) by µ(x)+Ad). 
We are going to investigate solutions m(t,x) of the evolution problem 
(EP). At each instant t the population is composed of two so-called sub-
populations. 
(8. 1) m(t,x) = m(t,x) + m(t,x) 
where m(t,x) represents the members of the first group and m(t,x) the mem-
bers of the second group. As has been done in section four we can write 
down a generation expansion for both m(t,x) and m(t,x) 
OJ 
.(8. 2a) m(t,x) = I m. (t,x) 
i=O l. 
OJ 
(8. 2b) ;(t,x) = I m. (t,x). 
i=l l. 
Note that the oth generation is not present in the subpopulation m(t,x), 
which should be clear from the assumptions. Thus 
(8.3) - -1 , m0 ( t,x) = <j>(G .(G(x)-t)). 
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-We can write down the following recurrent relations for m. and m .. Let, as 
l. l. 
in section five 
(8.4) 
(8.5) 
a (x, t) 
m. l ( t, x) i+ 
i. 1 (t,x) i+ 
G-l (G(x)-t) 
(t,t+G(!B)-G(x)) 
j 
0 
t 
k(a.(x,t-T))m. (T,2a.(x,t-T))dT 
l. 
J k(a.(x,t-T));i(T,2a.(x,t-T))dT 
0 
t 
+ J 
(t,t+G(!S)-G(x))-
min(t 1,t2). Note that T ~ t + G(!S)-G(x) implies a.(x,t-T) ~ 
~ !S. So, it should be clear that these expressions are in conformity with 
the interpretation. Note that the second term at the right-hand side of 
(8.5) is identically zero if x < !S. The assumption Ad = 0 together with 
(6. 7) yields 
k(I;) d" = I g(O .., • 
(8.6) p J1 B k(O di; g(I;) • 
!a 
LEMMA 8.1. Im. (t,x) I 
l. 
m generation goes extinet) 
t ~ 
Now let 
for 
I 
then p < I . 
0, I , 2, . . . and m. ( t, x) 
l. 
f di; g(I;) 
s 
0 (i.e. the ith 
PROOF. Let ~. (t,x) be the restriction of iii. (t,x) to the subinterval 
l. l. 
C!a,S]. Let ~(t,x) = \~ ;.(t,x) then ~(O,x) = ~(x) where~ is the re-li=O i 'I' 'I' 
striction of rp to [!a,S]. Using the recurrence relation (8.4) we find 
~I (t,x) 
t 
= ~(2xe-t) f 
0 
where k(x) == k(x) if x ~ ! S and k(x) 0 elsewhere. 
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By iteration we find 
u. (t,x) 
1 
- i -t -
= cp ( 2 xe ) k. ( t, x) , 
1 
where k0 (t,x) = and 
t 
1=0,1,2, ••• 
k.(t,x) =I k(xe-T)k. 1(t-T,2xe-T)dT. 1 1-
0 
Using these expressions for u. we find 
1 
lu0 (t,x)I ::; 11~11 
I$ 
I il1 < t, x) I ::; 11~11 r k~I;) d, 
~a 
and by iteration we find 
(8. 7) 
= pll~ll 
One can also see from the expressions above that u.(t,x) vanishes identicat~ 
1 
ly from time 
All individuals contained in m.(t,x) are daughters of individuals contained 
1 
in u. 1(t,x). From (8.4) we find 1-
(t, t+G(! B)-G(x)) 
;. (t,x) = 
1 I 
0 
and this together with (8.7) gives us 
~s 
k (a. (x, t-T)) u. 1 ( T, 2a. (x, t-T)) dT 1-
lmi (t,x) 1 ::; Pi-111 ~11. f :~g d~ = pill ~11 i ::; p II q,11 • 
!a 
J I d~ -The generation mi goes extinct a time B g(~) after ui. This proves the 
lemma. D 
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Now we are able to prove that the contribution of m(t,x) to the total 
population becomes very small for large t~ 
THEOREM 8.2. llm(t,·;<t>)ll ~ Me-qtll<f>ll, t;:::: O, where M > O is some constant not 
ln p depending on t or <I> and q = ·- ln 2 > 0 · 
PROOF. Suppose t > 0. There are finitely many generations i,i+l; ••• ,j pre-
sent in the sub-population m(t,x) where i is larger or equal to the smallest 
integer v satisfying 
(The precise value of j is not important for our purposes). 
Hence m(t,x) = Ii=i m,e_(t,x) from which it follows that 
co 
lmCt,x) 1 ~ t 11fil,e_Ct, ·)II 
l=v 
The definition of v yields 
v-1 where 
and the result follows. D 
e = ln a/S ln 2 
For the remaining sub-population m(t,x) we can prove a compactness result. 
THEOREM 8.3. The linear map <I> r+ m(t,•;<f>) is compact for aZZ t;:::: 0. 
PROOF. m0 (t,x) = 0 by asstnnption (8.3) and (8.5) yield that 
t 
ml (t,x) = J 
-I k(a(x,t-T))<f>(G (G(2a(x,t-T))-T))dT. 
(t,t+G(~S)-G(x))-
As in lemma 5.1 we substitute 
~ = G(2a(x,t-T))-T 
and find that:; > 0 for all values of x,t and T where a(x,t-•) ;:::: !e. Now 
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arguments similar to those used to prove lennna 5.1 yield the result. D 
Corresponding to the subpopulations m(t,x) and m(t,x) we define two 
families of operators T(t) and T(t): 
T(t)~ = m(t,·;~), 
T(t)~ = m(t,·;~). 
One should note that neither of them defines a semigroup. 
Theorem 8.2 states 
(8.8) II T( t) II ~ Me -qt 
and theorem 8.3 can be sununarized by saying that 
(8.9) T(t) is compact for all t ~ 0. 
Now we introduce some notions which might not be known to the reader. We 
refer to [14] for more details. 
Let B be a Banach-space, and V be a bounded subset of B. The measure 
of noncompactness (orKuratows~i-measure) y(V) of Vis defined to be 
y(V) = inf{d > 0 I there exist a finite number of sets s 1, ••• ,Sn such 
n that diameter (S.) ~ d and V = U. 1 S.}. i i= i 
Two important properties are 
(8. lOa) 
(8. lOb) 
y(V) = 0 iff V has a compact closure 
y(V+W) ~ y(V) + y(W) where V + W = {v+w I v E V and w E W} and 
V,W are bounded subsets of B. 
The measure of non-compactness of a bounded operator L: B + B is defined to 
be 
(8.11) y (L) = inf{e: ~ 0 I y (L (V)) ~ e: y (V), for all bounded sets V c B}. 
(8. lOa) and (8. IOb) yield 
(8. I 2a) y(L) = 0 iff L is compact, 
(8.12b) 
where L1 ,L 2 are bounded operators on B. 
Moreover, it is obvious that 
(8.12c) y(L) ~ II Lll. 
The Browder essential spectrum o (L) of the operator L is defined by 
. ess 
A E o (L) if at least one of the following conditions holds ess 
(I) R(Al-L) is not closed 
(2) A is a limit point of o(L) 
(3) uk~l N((Al-L)k) is infinite dimensional. 
It can be proved that 
(8. 13) I. E o(L)\o (L) ~ A E Po(L) 
ess 
(These are called normal eigenvalues). 
Let r (L) be the radius of the essential spectrum ess 
r {L) = sup{ I A I I 'A E o (L)} ess ess 
Nussbaum [14] proved the following result. 
LEMMA 8.4. r (L) = lim (y(Ln))l/n. 
ess n+<x> 
Now we can prove the following important result. 
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-qt THEOREM 8. 5. Suppose µ e: a (T ( t) ) and Iµ I > e then there exists a I. E Pcr (A) 
such that µ = e /.t 
PROOF. r {T(t)) = lim (y{T(nt)))l/n. 
es s n+oo 
y(T(nt)) ::;; y(T(nt)) + y(T(nt)) = y(T(nt)) - -qnt ::;; II T(nt)ll ::;; Me , where we 
have used -qt (8.8), (8.9) and (8.12a,b,c). Consequently ress(T(t)) ::;; e • Now 
suppose µ -qt: E cr(T(t)) and lµI > e , then it must be thatµ E Pcr(T(t)), and 
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as we already saw in the proof of theorem 7.1 there must be some A E Po(A) 
At 
such that µ = e 0 
The characteristic equation in situation B' is given by 
= p.2-A + J 
~8 
(where ,P was given by (8.6)) and it follows that the results of theorem 6.1 
remain valid for this wider class of functions g. Hence there exists an 
£1 > 0 such that 
Re A s; -£ 1, A E o(A)\{0} 
(recall that Ad= O) and the conclusion of theorem 7.1 remains valid if we 
chose£= min(£ 1,q). 
We can state our main result now 
COROLLARY 8.6. If B' is satisfied then m(t,·;~) 
Of course the conclusion of corollary 7.3 remains valid as well, if B' is 
satisfied. 
If a > ! 
- 2, extension to the more general case B is straightforward. In that 
case (8.6) should be replaced by 
p = f 
QI 
k(~) di:' 
g(~) <,. 
Furthermore we were able to prove that the result stated in corollary 8.6 
remains valid if the first condition in B' is replaced by a~ ~8. In their 
study of the inverse problem in [OJ, Anderson et al found that the growth-
rate g satisfied the condition in B'; but unfortunately figure 4.B in [OJ 
suggests that neither a ~ ~ nor a ~ ~8 is satisfied. It seems to two of us that 
extension to situations where a < ~8 should be possible, although one 
probably has to deal with intransparent and troublesome technical problems 
which do not provide new insight; the third of us has some doubts about it. 
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9. CONCLUDING REMARKS 
It is rather difficult to make dynamic observations of individual 
micro-organisms and consequently the "data" b, g and µ are hard to obtain. 
In fact it might be easier to measure the stable distribution and one may 
want to derive information about b, g and µ from such measurements. We 
refer to Bell & Anderson [O, 1,2] for a discussion of this inverse problem (also 
see [3J). 
The present study can serve as a starting point for an investigation of 
nonlinear problems. More precisely we think of situations where the growth 
of the individuals depends on the availability of a certain substrate, which 
in turn is influenced by the consumption [5,6,13]. In [3] Diekmann et al. 
argue that there are several ways to describe reproduction by fission under 
changing conditions, each of them corresponding to a different intrinsic 
mechanism. Using the results of this paper they show that for one,of these 
mechanisms the stable distribution in a chemostat is independent of control-
able parameters like the dilution rate and the inflowing substrate concen-
tration. 
We shall deal with other generalizations such as fission into not 
necessarily equal parts and time-periodic (seasonal) growth, death, and 
fission rates in forthcoming publications. We intend to study models of 
size- and age-dependent population growth [1,2,17] in the near future. 
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APPENDIX 
Choose x 1 and x2 with x 1 < x2 and let h > 0 be small. Individuals which 
have at time t+h a size between x 1 and x2 fall into two different categories: 
i) those who had at time t a size between x 1-hg(x1)+o(h) and x2-hg(x2)+o(h) 
and which have neither split nor died 
ii) those which were born between t and t+h as daughters of mothers with a 
size between 2x 1 + O(h) and 2x2 + O(h). Or, in formula 
x2 x2-hg(x2) 
J n(t+h,x)dx = f n(t,x)[l-h(µ(x)+b(x))]dx 
x 1 x 1-hg(x1) 
2x2 +JO(h) 
+ 2h b(x)n(t,x)dx + o(h). 
2x 1+0(h) 
Rearranging the term and dividing by h we find 
x 
hi r2 J [n(t+h,x)-n(t,x)]dx+ hi { xf2 n(t,x)dx-
x2-hg(x2) 
+o( I) 
x2 
(µ(x)+b(x))n(t,x)dx + 4 f b(2x)n(t,2x)dx. 
xl 
The right hand side is independent of h. In the limit h + 0 the left hand 
side yields 
xl 
If we now divide both sides by x2-x 1 and subsequently take the limit x2-x1+o 
we find the balance law (2.1). 
Of course taking the limits h + 0 and x2-x1 + 0 is not justified a 
priori and, in fact, not even a posteriori (see the end of section 3). 
Nevertheless this formal procedure is a helpful intermediate step towards 
the calculation of n(t,x). In section 3 we employ the concepts of a semi-
group of bounded linear operators and its infinitesimal generator to give 
a precise mathematical formulation of the relation between the balance law 
and its solution. 
REFERENCES 
31 
[OJ ANDERSON, E.C., G.I. BELL, D.F. PETERSON & R.A. TOBEY, Cell growth and 
division. IV. Determination of volume growth rate and division 
probability, Biophys. J. 2_ (1969) 246-263. 
[1] BELL, G.I. & E.C. ANDERSON, Cell growth and division. I. A mathematical 
model with applications to cell volume distributions in marronalian 
suspension cultures, Biophys. J. J_ (1967) 329-351. 
[2] BELL, G.I., Cell growth and division. III. Conditions for balanced ex-
ponential growth in a mathematical model, Biophys. J. ~ (1968) 
431-444. 
[ 3] DIEKMANN' o.' H.A. LAUWERIER, T. ALDENBERG & J .A.J. METZ, Growth, fis-
sion and the stable size distribution, preprint 1W235 (1983) 
Mathematisch Centrum, Amsterdam. 
,· 
[4] FELLER, W., An Introduction to Probability Theory and Its Applications, 
Vol. II, Wiley, 1966-1971. 
[5] FREDRICKSON, A.G., D. RAMKRISHNA & H.M. TSUCHIYA, Statistics and dyna-
mics of procaryotic cell populations, Math. Biase 1 (1967) 
327-374. 
[6] GYLLENBERG, M., Nonlinear age-dependent population dynamics in con-
tinuously propagated bacterial cultures, Math. Biase. 62 (1982) 
45-74. 
[7] HALE, J.K., Theory of functional Differential Equations, Springer, 
1977. 
[8] HEIJMANS, H.J.A.M., An eigenvalue problem related to cell growth, 
preprint 1W229 (1982) Mathematisch Centrum, Amsterdam. 
[9] HEIJMANS, H.J.A.M., On the stable size distribution of populations re-
producing by fission into two unequal parts, In preparation. 
[10] HOPPENSTEADT, F., Mathematical Theories of Populations: Demographics, 
Genetics and Epidemics, SIAM, 1975. 
32 
[II] KEYFITZ, N., Introduction to the Mathematics of Population, Addison-
W1esley, I 968. 
[12] LADAS, G.E. & V. LAKSHMIKANTHAH, Differential Equations in Abstract 
S:races, Academic Press, 1972. 
[13] NISBET, R.M. & w.s.c. GURNEY, The systematic formulation of population 
models for insects with dynamically varying instar duration, 
Theor. Pop. Biol.~ (1983) 114-135. 
[14] NUSSBAUM, R.D., The radius of the essential spectrum, Duke Math. J., 
37 (1970) 473-488. 
[15] PAZY, A., Semi-groups of linear operators and applications to partial 
&[fferential equations, Univ. of Maryland Lecture Note, 1974. 
[16] RUBINOW, S.I., Age-structured equations in the theory of cell popula-
t1Cons, In: Studies in Math. Biol. (S.A. Levin, ed.) MAA Studies 
in Math. _!i (1978) 389-410. 
[17] SINKO, J.W. & W. STREIFER, A new model for age-size structure of a 
population, Ecology 48 (1967) 910-918. 
[18] SINKO, J.W. & w. STREIFER, A model for populations reproducing by fis-
S1.,on, Ecology 52 ( 1971) 330-335. 
[19] SUDBURY, A., The expected population size in a cell-size dependent 
bl>anching process, , J. Appl. Prob. ~ ( 1981) 65-75. 
