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FOCK SPACE ASSOCIATED WITH QUADRABASIC HERMITE
ORTHOGONAL POLYNOMIALS
WIKTOR EJSMONT
Abstract. This paper introduces a new idea for constructing operators associated with a
certain class of probability measures. Special cases include several know classical and noncom-
mutative probability. The main example is derived from Feller [30, Page 503, Example 10],
i.e. the hyperbolic secant distribution. In probability theory and statistics, the hyperbolic
secant distribution is a continuous probability distribution whose probability density function
and characteristic function are proportional to the hyperbolic secant function.
1. Introduction
The study of q-Gaussian distributions [17] has been an active field of research during the last
decade. A noncommutative analog of a Brownian motion (or Gaussian process, more generally)
is the family of operators (a∗q(x) + aq(x))x∈H . When equipped with the vacuum expectation
state 〈Ω, ·Ω〉q, the q-Gaussian algebra yields a rich non-commutative probability space. For
q = 1 (corresponding to the Bose statistics) the operator a∗1(x)+a1(x) is the standard Gaussian
random variable, i.e. its spectral measure relative to the vacuum state satisfies
〈(a∗1(x) + a1(x))nΩ,Ω〉1 =
1√
2π
∫
R
tne−
t2
2 dt
when ‖x‖ = 1. Moreover, {a∗1(x) + a1(x)}x∈H are commutative in the classical sense. The
case q = −1 corresponds to the Fermi statistics. It should be stressed that, for q 6= ±1, the
q-modification of the (anti)symmetrization operator is a strictly positive operator. Therefore,
unlike the classical Bose and Fermi cases, there are no commutation relations between the
creation operators. For q = 0, the q-Fock space recovers the full Fock space of Voiculescu’s free
probability [49]. For q = 0, the q-Gaussian random variables are distributed according to the
semi-circle law
〈(a∗0(x) + a0(x))nΩ,Ω〉0 =
1
2π
∫ 2
−2
tn
√
4− t2 dt
when ‖x‖ = 1.
The study of the noncommutative Brownian motion {a∗q(x) + aq(x)}x∈H was initiated in [17,
18, 19]. For further generalizations of a q-Brownian motion, see [31, 10, 14, 15]. In particular,
this setting gives rise to q-deformed versions of the stochastic calulation [3, 21, 4, 28, 27].
One of the most beautiful and important results in this area was initiated by Blitvic´ [10]
where a second-parameter refinement of the q-Fock space, formulated as a (q, t)-Fock space
Fq,t(H) was introduced. It is constructed via a direct generalization of Boz˙ejko and Speicher’s
framework [17], yielding the q-Fock space when t = 1. These are the defining relations of the
Chakrabarti-Jagannathan deformed quantum oscillator algebra; see [10] and references therein
for more details. The moments of the deformed Gaussian process {aq,t(x) + a∗q,t(x)}x∈H are
encoded by the joint statistics of crossings and nestings in pair partitions. In particular, it
is shown that the distribution of a single Gaussian operator orthogonalizes the (q, t)-Hermite
polynomials.
The goal of this paper is to introduce quadrabasic Fock space. Our approach is to replace
the the permutation group by the tensor product of two permutation groups. The orthogonal
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polynomials of a Gaussian type arising in the present framework satisfying the recurrence
relation
xQ(q,t,v,w)n (x) = Q
(q,t,v,w)
n+1 (x) + [n]q,t[n]v,wQ
(q,t,v,w)
n−1 (x), n = 0, 1, 2, . . .(1.1)
where Q
(q,t,v,w)
−1 (x) = 0, Q
(q,t,v,w)
0 (x) = 1, |q| ≤ t ≤ 1, |v| ≤ w ≤ 1 and [n]q,t is the q, t-number
[n]q,t := t
n−1 + qtn−1 + · · ·+ qn−1, and [n]q := [n]q,1 n ≥ 1.
We call these polynomials quadrabasic Hermite orthogonal polynomials, because they depend
on four parameters and it is a natural extension of q or (q, t)-Hermite orthogonal polynomials.
Considering families built around more general hypergeometric functions, the quadrabasic Her-
mite sequence belongs to the octabasic Laguerre family (or its symetric version) introduced by
Simion and Stanton [46] and recently extended by Blitvic´ and Steingr´ımsson [12] or Sokal and
Zeng [47] (see also the earlier work [41]). This formula recovers the hyperbolic secant case when
q = t = v = w = 1. The hyperbolic secant function is equivalent to the reciprocal hyperbolic
cosine, and thus this distribution is also called the hyperbolic cosine distribution. This measure
orthogonalizes a special class of Meixner-Pollaczek polynomials which satisfy the recurrence
relation
xQn(x) = Qn+1(x) + n
2Qn−1(x), n = 0, 1, 2, . . .(1.2)
with initial conditions Q−1(x) = 0 and Q0(x) = 1. To the best of our knowledge, the relation
(1.2) appears for the first time in the literature in [35, eq. (5.4)]. In literature it is also possible
to find a relatively large number of works addressing the relation (1.2) for example [23, eq.
(4.7), with rescaling Qn(x) = n!An((x− 1)/2) ]; it was shown that these polynomials satisfy a
symbolic orthogonality relation with respect to the Euler numbers. Moreover, we investigate
this construction in the context of a Poisson-type operator and apply this idea to introduce a
new class of noncommutative Le´vy processes.
The plan of the paper is following: first we present definitions of the (q, t)-Fock space and
corresponding creation, annihilation and gauge operators. By using this we present the defi-
nition of quadrabasic Fock space and the creation and annihilation operators acting on it. In
Section 3 we present a new type of partitions and the relevant statistics. Next, in Sections 3 and
4 we introduce the generalized Gaussian process and gauge operators and some of their natural
properties, including norm estimates and the self-adjointness. In these two sections we mainly
study an explicit Wick formula for the mixed moments. Finally, in Section 5 we apply this tech-
nique for constructing new Le´vy processes, which allows us to define a (q, t, v, w)-convolution
for a large class of probability measures.
2. Preliminaries and Quadrabasic Fock space
2.1. The Blitvic´ (q, t)-Fock space [20, 13, 10]. Let HR be a separable real Hilbert space
and let H be its complexification with inner product 〈·, ·〉 linear on the right component and
anti-linear on the left. When considering elements in HR, it holds true that 〈x, y〉 = 〈y, x〉. Let
Falg(H) be its algebraic full Fock space, Falg(H) =
⊕∞
n=0H
⊗n, where H⊗0 = CΩ and Ω is the
vacuum vector. For each n ≥ 0, define the operator Pn on H⊗n by
P
(0)
q,t (Ω) = Ω,
P
(n)
q,t (η1 ⊗ η2 ⊗ . . .⊗ ηn) =
∑
σ∈Sn
ql1(σ)tl2(σ)ησ(1) ⊗ ησ(2) ⊗ . . .⊗ ησ(n), for q, t ∈ [−1, 1], |q| ≤ t,
where Sn is the group of permutations of 1, 2, . . . , n elements, and l1(σ) (inversions) is the
minimal number of σi , 1 ≤ i ≤ n − 1, appearing in σ and l2(σ) is
(
n
2
) − l1(σ) (co-inversions).
Remember that the symmetric group is generated by σi = (i, i+1), i = 1, . . . , n−1, which satisfy
the generalized braid relations σ2i = e, 1 ≤ i < n−1 and (σiσj)2 = e if |i−j| ≥ 2, 0 ≤ i, j ≤ n−1.
For q = t = 0 each P
(n)
q,t = I. For q = t = 1, P
(n)
q,t = n! × the projection onto the subspace
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of symmetric tensors. For q = −1, t = 1, P (n)q,t = n! × the projection onto the subspace of
anti-symmetric tensors.
Define the (q, t)-deformed inner product on Falg(H) by the rule that for ζ ∈ H⊗k, η ∈ H⊗n,
〈ζ, η〉q,t := δnk〈ζ, P (n)q,t η〉,
where the inner product on the right-hand-side is the usual inner product induced on H⊗n. All
inner products are linear in the second variable. It is a result of [10] that the inner product
〈·, ·〉q,t is positive definite for q, t ∈ (−1, 1) and |q| < t, while for |q| = t it is positive semi-
definite. Let Fq,t(H) be the completion of Falg(H) with respect to the norm corresponding to
〈·, ·〉q,t. For |q| = t one first needs to quotient out by the vectors of norm 0 and then complete;
the result is the anti-symmetric, respectively, symmetric Fock space, with the inner product
multiplied by n! on the n-particle space. For ξ in HR, define the (left) creation and annihilation
operators on Falg(H) by, respectively,
a∗q,t(ξ)Ω = ξ,
a∗q,t(ξ)η1 ⊗ η2 ⊗ . . .⊗ ηn = ξ ⊗ η1 ⊗ η2 ⊗ . . .⊗ ηn,
and
aq,t(ξ)Ω = 0,
aq,t(ξ)η = 〈ξ, η〉Ω,
aq,t(ξ)η1 ⊗ η2 ⊗ . . .⊗ ηn =
n∑
i=1
qi−1tn−i 〈ξ, ηi〉 η1 ⊗ . . .⊗ ηˆi ⊗ . . .⊗ ηn,
where as usually ηˆi means omitting the i-th term. They satisfy the commutation relations
aq,t(ξ)a
∗
q,t(η)− qa∗q,t(η)aq,t(ξ) = 〈ξ, η〉 tN ,(2.1)
where tN is the operator on Fq,t(H) defined by the linear extension of tNΩ = 0 and tNη1 ⊗
. . .⊗ ηn = tnη1 ⊗ . . .⊗ ηn.
In the following range of parameters [10, Lemma 5] the operators aq,t and a
∗
q,t extend to
bounded linear operators (adjoints of each other) on Fq,t(H), with the norm
‖a∗q,t(ξ)‖q,t =

‖ξ‖ −t ≤ q ≤ 0 < t ≤ 1
1√
1−q‖ξ‖ 0 < q < t = 1√
(n∗(t) + 1)tn∗(t)‖ξ‖ 0 < q = t < 1√
tnˆ(q,t)+1−qnˆ(q,t)+1
t−q ‖ξ‖ 0 < q < t < 1
(2.2)
where ξ 6= 0, n∗(t) := ⌊t/(1− t)⌋ and nˆ(q, t) :=
⌊
log(1−t)−log(1−q)
log t−log q
⌋
.
For q = ±1 and t = 1 we first need to compress the operators by the projection onto the
symmetric/anti-symmetric Fock space, respectively, and the resulting operators differ from the
usual ones by
√
n, but satisfy the usual commutation relations (thanks to a different inner
product). For q = t = 1 the resulting operators are unbounded, but still adjoints of each other.
2.2. (q, t)-gauge operators. In this subsection we recall a differential second quantization
operator which is partially investigated in [29]. In order to simplify the computation we remind
the properties the symmetric group. There is a natural embedding S(n−1) = 〈σ1, . . . , σn−2〉 ⊂
S(n) = 〈σ1, . . . , σn−1〉, which allows us to decompose the operator
P (n)q = (I ⊗ P (n−1)q )R(n)q = R(n)q
∗
(I ⊗ P (n−1)q ) on H⊗n,
where R
(n)
q = 1 +
∑n−1
k=1 q
kσ1 · · ·σk (see [18]). From this we have
P
(n)
q,t = t
(n2)P
(n)
q/t = t
(n2)(I ⊗ P (n−1)q/t )R(n)q/t = (I ⊗ t(
n−1
2 )P
(n−1)
q/t )t
n−1R(n)q,t
= (I ⊗ P (n−1)q,t )R(n)q,t = R(n)q,t
∗
(I ⊗ P (n−1)q,t )
(2.3)
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where R
(n)
q,t = 1 +
∑n−1
k=1 q
ktn−k−1σ1 · · ·σk and n ≥ 1. Let us further observe that ‖R(n)q,t ‖0,0 ≤
[n]|q|,t and so
‖P (n)q,t ‖0,0 ≤ [n]|q|,t‖P (n−1)q,t ⊗ I‖0,0 ≤
n∏
i=1
[i]|q|,t ≤ n!.(2.4)
First, we introduce an operator which acts on (q, t)-Fock space as
p0(T )Ω = 0,
p0(T )(ξ1 ⊗ . . .⊗ ξn) = T (ξ1)⊗ . . .⊗ ξn,
where T is an operator on Hilbert space H with dense domain D. The adjoint of this operator
satisfies 〈p0(T )f |ζ〉0,0 = 〈f |p0(T ∗)ζ〉0,0, and allows us to define a gauge operator (preservation
or differential second quantization). Let p
(q,t)
T := p0(T )R
(n)
q,t . Let us observe that directly from
the generalized braid relations for k ∈ [n− 1], we have σ1 · · ·σk =
(
1 ··· k ··· n
k ··· k+1 ··· n
)
, which allows
us to rewrite action of pT on H
⊗n as
p
(q,t)
T (ξ1 ⊗ . . .⊗ ξn) =
n∑
i=1
qi−1tn−iT (ξi)⊗ ξ1 ⊗ . . .⊗ ξˆi ⊗ · · · ⊗ ξn.
2.2.1. p
(q,t)
T is symmetric operator on Fq,t(D) and bounded for q < 1. First, we explain the
symmetry properties of p
(q,t)
T . Observe that p0(T
∗)(I⊗P (n−1)q,t ) = (I⊗P (n−1)q,t )p0(T ∗); indeed for
ξ1 ⊗ ξ2 ⊗ . . .⊗ ξn ∈ D⊗n, we have
p0(T
∗)(I ⊗ P (n−1)q,t )(ξ1 ⊗ . . .⊗ ξn) = T ∗(ξ1)⊗ P (n−1)q,t (ξ2 ⊗ . . .⊗ ξn)
= (I ⊗ P (n−1)q,t )(T ∗(ξ1)⊗ . . .⊗ ξn) = (I ⊗ P (n−1)q,t )p0(T ∗)(ξ1 ⊗ . . .⊗ ξn).
Let us fix n, and f, g ∈ D⊗n, then
〈p(q,t)T f, g〉q,t = 〈p(q,t)T f, P (n)q,t g〉0,0 = 〈p0(T )R(n)q,t f, (I ⊗ P (n−1)q,t )R(n)q,t g〉0,0
= 〈R(n)q,t f, p0(T ∗)(I ⊗ P (n−1)q,t )R(n)q,t g〉0,0 = 〈R(n)q,t f, (I ⊗ P (n−1)q,t )p0(T ∗)R(n)q,t g〉0,0
by Equation (2.3), we have
= 〈f, R(n)q,t
∗
(I ⊗ P (n−1)q,t )p0(T ∗)R(n)q,t g〉0,0 = 〈f, p(q,t)T ∗ g〉q,t.
Proposition 2.1. If T is a bounded operator on H and |q| < 1, then p(q,t)T is bounded in
Fq,t(H).
Proof. Let us observe that Pq,tp
(q,t)
T ∗ = p
(q,t)∗
T Pq,t where ∗ is taken with respect to the (0, 0)-inner
product. Indeed, for f, g ∈ H⊗n, we have
〈f, p(q,t)T ∗ g〉q,t = 〈f, P (n)q,t p(q,t)T ∗ g〉0,0
and by symmetry, we get
= 〈p(q,t)T f, g〉q,t = 〈p(q,t)T f, P (n)q,t g〉0,0 = 〈f, p(q,t)∗T P (n)q,t g〉0,0.
This yields Pq,tp
(q,t)
T ∗ p
(q,t)
T = p
(q,t)∗
T Pq,tp
(q,t)
T > 0 and
Pq,tp
(q,t)
T ∗ p
(q,t)
T [p
(q,t)
T ∗ p
(q,t)
T ]
∗Pq,t 6 ‖p(q,t)T ∗ p(q,t)T [p(q,t)T ∗ p(q,t)T ]∗‖0,0P 2q,t.
By taking the square root of the operators from above inequality, we get
Pq,tp
(q,t)
T ∗ p
(q,t)
T 6
√
‖p(q,t)T ∗ p(q,t)T [p(q,t)T ∗ p(q,t)T ]∗‖0,0Pq,t 6 ‖p(q,t)T ∗ ‖0,0‖p(q,t)T ‖0,0Pq,t.
If we take f ∈ H⊗n, then we get
〈p(q,t)T f |p(q,t)T f〉q,t = 〈f |p(q,t)T ∗ p(q,t)T f〉q,t = 〈f |Pq,tp(q,t)T ∗ p(q,t)T f〉0,0 ≤ ‖p(q,t)T ∗ ‖0,0‖p(q,t)T ‖0,0〈f |f〉q,t
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It is clear by the definition of p0 that ‖p0‖0,0 6 ‖T‖, and thus
‖p(q,t)T ∗ f‖0,0 = ‖p0(T )R(n)q,t f‖0,0 6 ‖p0‖0,0‖R(n)q,t f‖0,0 ≤ ‖p0‖0,0[n]|q|,t‖f‖0,0 = ‖p0‖0,0‖f‖0,0
tn − |q|n
1− |q| .
Finally, since ‖T ∗‖ = ‖T‖, we conclude that p(q,t)T is bounded on Fq,t(H):
‖p(q,t)T ∗ ‖q,t 6
√
‖p(q,t)T ∗ ‖0,0‖p(q,t)T ‖0,0 6
{ √
tnˆ(q,t)+1−|q|nˆ(q,t)+1
t−|q| ‖T‖ |q| < t ≤ 1
n∗(t) |t|n∗(t)−1 ‖T‖ |q| = t < 1
because sequences (tn − |q|n)/(t − |q|) and ntn−1 achieve maximum at nˆ(|q| , t) and n∗(t), re-
spectively. 
2.3. Diagonal full Fock space. Let [n] be the set {1, . . . , n}. We also consider additional
numbers 1¯, 2¯, . . . , n¯ and define [n¯] as the set {1¯, . . . , n¯}. We associate these indices with
natural ordering 1¯ < · · · < n¯. Our strategy is to define the action on the Weyl group
S±n = Sn × Sn¯ which permutes separately indices of positive and negative part, as in the
example: 2 1 4 5 3 × 5¯ 2¯ 1¯ 3¯ 4¯.
Let H and H¯ be two separable Hilbert spaces with inner product 〈·, ·〉H and 〈·, ·〉H¯, respec-
tively. We further assume that these Hilbert spaces have real Hilbert subspaces, so that H (H¯)
is the complexification of HR (H¯R).
The symbol ⊗
S
denotes the subspace of the tensor product consisting of vectors which are
invariant under the action of Un(σ)⊗SUn(γ) for all σ ∈ Sn, γ ∈ Sn¯, where
Un(σ)x1 ⊗ · · · ⊗ xn = xσ(1) ⊗ · · · ⊗ xσ(n)
is a unitary representation of the symmetric group. Then the Hilbert space H := H⊗
S
H¯ is the
complexification of its real subspace HR := HR⊗SH¯R, with inner product
〈·, ·〉H = 〈·, ·〉H〈·, ·〉H¯
(and so H has a natural conjugation defined on it). We define Hn := H⊗n⊗SH¯⊗n and an action
of S±n on it by Un(σ)⊗SUn(γ). Moreover, we
• shall use two different notations of tensor product ⊗ and ⊗
S
;
• use the superscript i¯, in order to labelled vectors in H¯ as ξi¯ ∈ H¯. This in particular
means that there is no relation between vectors ξ1 ∈ H and ξ1¯ ∈ H¯;
• denote the vectors ξ1 ⊗ · · · ⊗ ξn ∈ H⊗n and ξ1¯ ⊗ · · · ⊗ ξn¯ ∈ H¯⊗n, by ~ξn and ~ξn¯, respec-
tively.
We introduce the algebraic diagonal full Fock space over H
(2.5) Fdig(H) :=
∞⊕
n=0
Hn.
with convention that H⊗0 = CΩ⊗
S
Ω¯ is a one-dimensional normed space along a unit vector
Ω⊗
S
Ω¯. Note that elements of Fdig(H) are finite linear combinations of the elements from
H⊗n, n ∈ N ∪ {0} and we do not take the completion. We define the following inner product
~ξn⊗S~ξn¯ ∈ Hn, ~ηm⊗S~ηm¯ ∈ H⊗m
〈~ξn⊗S~ξn¯, ~ηm⊗S~ηm¯ 〉0,0,0,0 := δn,m
n∏
i=1
〈ξi, ηi〉H〈ξi¯, ηi¯〉H¯ .
Remark 2.2. (1). We may think that the elements of Fdig(H) arise from the diagonal elements
of full Fock space (
⊕∞
n=0H
⊗n)⊗ (⊕∞n=0 H¯⊗n). It is why we called them the diagonal Fock
space.
(2). We use a special notation for ⊗
S
in order to distinguish on which level of tensor product
we work. This is helpful in further part of article. Space Fdig(H) can be also define as⊕∞
n=0H
⊗n ⊗ H¯⊗n.
6 WIKTOR EJSMONT
2.4. Quadrabasic Fock space creation and annihilation operators. Now we deform the
inner product on Fdig(H). For q, t, v, w ∈ [−1, 1], |q| ≤ t and |v| ≤ w we define the (q, t, v, w)-
symmetrization operator on Hn
P
(n)
q,t,v,w := P
(n)
q,t ⊗SP (n)v,w
P
(0)
q,t,v,w := IH⊗0 .
Moreover, let Pq,t,v,w :=
⊕∞
n=0 P
(n)
q,t,v,w. We equip Fdig(H) with the inner product by using the
deformed operator:
〈~ξn⊗S~ξn¯, ~ηm⊗S~ηm¯〉q,t,v,w : = 〈~ξn⊗S~ξn¯, P (n)q,t,v,w~ηm⊗S~ηm¯〉0,0,0,0
= δn,m〈~ξn, ~ηm〉q,t〈~ξn¯, ~ηm¯〉v,w.
Remember that a strictly positive operator means that it is positive and Ker(P
(n)
q,t,v,w) = {0},
and directly from above definition and information from Section 2.1 we can state the following
Proposition 2.3. The operator Pq,t,v,w
(a) is positive for |q| ≤ t and |v| ≤ w;
(b) is strictly positive for |q| < t and |v| < w.
If ξ⊗
S
η ∈ HR, then the adjoint of aq,t(ξ)⊗Sav,w(η) is a∗q,t(ξ)⊗Sa∗v,w(η) with respect to the
inner product 〈·, ·〉q,t,v,w. This allows us to define the generalized creator and annihilator.
Definition 2.4. We define FSdig(H) the quadrabasic Fock space which is completion of Fdig(H)
with respect to the norm corresponding to 〈·, ·〉q,t,v,w. Note that for |q| = t or |v| = w we first
have to divide by the kernel of Pq,t,v,w before taking the completion. For ξ⊗Sη ∈ HR we define
A∗ξ⊗Sη := a
∗
q,t(ξ)⊗Sa∗v,w(η). Let Aξ⊗Sη = aq,t(ξ)⊗Sav,w(η) be its adjoint with respect to the inner
product 〈·, ·〉q,t,v,w. Denote by ϕ the vacuum vector state ϕ(·) = 〈Ω⊗SΩ¯, · Ω⊗SΩ¯〉q,t,v,w.
Example 2.5. For ξ⊗
S
η ∈ HR and ~ξn⊗S~ηn¯ = (ξ1 ⊗ · · · ⊗ ξn)⊗S(η1¯ ⊗ · · · ⊗ ηn¯) ∈ Hn this works
as follows
A∗ξ⊗Sη
~ξn⊗S~ηn¯ = (ξ ⊗ ξ1 ⊗ · · · ⊗ ξn)⊗S(η ⊗ η1¯ ⊗ · · · ⊗ ηn¯),
Aξ⊗Sη~ξn⊗S~ηn¯ =
∑
i,j∈[n]
qi−1tn−ivj−1wn¯−j
〈
ξ⊗
S
ξi, η⊗Sηj¯〉H
× (ξ1 ⊗ · · · ⊗ ξˆi ⊗ · · · ⊗ ξn)⊗S(η1¯ ⊗ · · · ⊗ ηˆj¯ ⊗ · · · ⊗ ηn¯),
Aξ⊗SηΩ⊗SΩ¯ = 0.
Remark 2.6. (1). Quadrabasic Fock space creator and annihilator operators depend on four
parameters q, t, v, w. If it is necessary to emphasize this dependence then we often write
A(q,t,v,w)∗ or A(q,t,v,w). We will omit the dependence on q, t, v, w in the notation if it is
clear from the context. The same remark applies to other objects, which appear in further
parts of the work.
(2). It is easy to see that A∗ : H → B(Fdig(H)) is linear and A : H → B(Fdig(H)) is anti-linear.
2.5. Properties of creation and annihilation operators. If t = w = 1, then we get a nice
commutation relation.
Proposition 2.7. For ξ1⊗Sη1, ξ2⊗Sη2 ∈ HR, we have the commutation relation
A
(q,1,v,1)
ξ1⊗Sη1 A
(q,1,v,1)∗
ξ2⊗Sη2 − qvA
(q,1,v,1)∗
ξ2⊗Sη2 A
(q,1,v,1)
ξ1⊗Sη1 = A1⊗SB2 +B1⊗SA2 +
〈
ξ1⊗Sη1, ξ2⊗Sη2〉HI⊗SI
where A1 = qa
∗
q,1(ξ2)aq,1(ξ1), A2 = va
∗
v,1(η2)av,1(η1), B1 = 〈ξ1, ξ2〉HI and B2 = 〈η1, η2〉H¯I.
Remark 2.8. Operators A1⊗SB2, B1⊗SA2 and I⊗SI commute.
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Proof. The proof follows directly from relation (2.1) between a∗q,1 and av,1, and we see that
A
(q,1,v,1)
ξ1⊗Sη1 A
(q,1,v,1)∗
ξ2⊗Sη2 = aq,1(ξ1)a
∗
q,1(ξ2)⊗Sav,1(η1)a∗v,1(η2) = qa∗q,1(ξ2)aq,1(ξ1)⊗Sva∗q,1(η2)av,1(η1)
+ 〈ξ1, ξ2〉HI⊗Sva∗q,1(η2)av,1(η1) + qa∗q,1(ξ2)aq,1(ξ1)⊗S〈η1, η2〉H¯I +
〈
ξ1⊗Sη1, ξ2⊗Sη2〉HI⊗SI
and the conclusion follows. 
The norm of the creation operators follows directly from equation (2.2). For ξ⊗
S
η ∈ H,
ξ⊗
S
η 6= 0, we have
‖A∗ξ⊗Sη‖q,t,v,w = ‖a∗q,t(ξ)‖q,t‖a∗v,w(η)‖v,w
because ‖A∗ξ⊗Sη~ξn⊗S~ξn¯‖2q,t,v,w = 〈a∗q,t(ξ)~ξn, a∗q,t(ξ)~ξn〉q,t〈a∗v,w(η)~ξn¯, a∗v,w(η)~ξn¯〉v,w.
2.6. Orthogonal polynomials. For a probability measure µ with finite moments of all orders,
let us orthogonalize the sequence (1, x, x2, x3, . . . ) in the Hilbert space L2(R, µ), following the
Gram-Schmidt method. This procedure yields orthogonal polynomials (P0(x), P1(x), P2(x), . . . )
with degPn(x) = n. Multiplying by constants, we take Pn(x) to be monic, i.e., the coefficient
of xn is 1. It is known that they satisfy a recurrence relation
xPn(x) = Pn+1(x) + βnPn(x) + γn−1Pn−1(x), n = 0, 1, 2, . . .(2.6)
with the convention that P−1(x) = 0. The coefficients βn and γn are called Jacobi parameters
and they satisfy βn ∈ R and γn ≥ 0. It is known that
(2.7) γ0 · · ·γn =
∫
R
|Pn+1(x)|2µ(dx), n ≥ 0.
Moreover, the measure µ has a finite support of cardinality N if and only if γN−1 = 0 and
γn > 0 for n = 0, . . . , N − 2.
The continued fraction representation of the Cauchy transform can be expressed in terms of
the Jacobi parameters: ∫
R
µ(dt)
z − t =
1
z − β0 − γ0
z − β1 − γ1
z − β2 − · · ·
.
This representation is useful to calculate the Cauchy transform when Jacobi parameters are
given. More details can be found in [32]. Notice that if limn→∞ βn = β > 0 and limn→∞ γn = γ
then absolutely continuous part of measure µ is supported on
(−2√γ + β, 2√γ + β) , see [24].
3. Combinatoric and partitions
3.1. Diagonal partitions. For an ordered set S, let P(S) denote the lattice of set partitions
of that set. We write B ∈ π if B is a class of π and we say that B is a block of π. A block
of π is called a singleton if it consists of one element. Similarly, a block of π is called a pair
if it consists of two element. Let Sing(π) and Pair(π) denote the set of all singleton and pair
of π, receptively. The maximal element of P(n) under this order is the partition consisting
of only one block and it is denoted by 1ˆn. On the other hand, the minimal element 0ˆn is the
unique partition where every block is a singleton. Given a partition π of the set [n], we write
Arc(π) for the set of pairs of integers (i, j) which occur in the same block of π such that j is
the smallest element of the block greater than i. The same notation Arc(B) is applied to a
block B ∈ π. Thus, when we draw the points of block then we think that consecutive elements
in every block (bigger than one) are connected by arcs above the x axis – see Figure 1. Let
h : [r]→ N be a map. We denote by ker h the set partition which is induced by the equivalence
relation
k ∼ker h l ⇐⇒ h(k) = h(l).
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Similarly, for a multiindex i = (i(1), i(2), . . . , i(n)) ∈ Nn we define its kernel ker i by the relation
k ∼ l if and only if i(k) = i(l). Note that writing ker i = π will indicate that (i(1), i(2), . . . , i(n))
is in the equivalence class identified with the partition π ∈ P(n).
1 2 3 4
block
1 2 2 3
arcs
3 4
Figure 1. The example of a block and corresponding arcs.
Definition 3.1. We denote by P⊗S(n) the set of diagonal partitions of [n] ⊔ [n¯] such that
I each block of π is associated with [n] or [n¯] (no connection between them);
II B = (a, . . . , b) is a block of at least two elements in π|[n] ⇐⇒ B¯ = (a¯, . . . , c¯) is a block of
at least two elements in π|[n¯];
III (a, b) is an arc in π|[n] if and only if (a¯, c¯) is an arc in π|[n¯];
IV a is singleton in π|[n], if and only if a¯ is singleton in π|[n¯].
When n is even, we call π ∈ P⊗S(n) a pair partition of [n] ⊔ [n¯]. If π is a pair partition,
then each block consists of one arc. The set of diagonal pair partitions of [n] ⊔ [n¯] is denoted
by P⊗S2 (n) and the set of pairs or singletons of [n] ⊔ [n¯] is denoted by P⊗S1,2 (n).
From Definition 3.1, part II and IV, it follows that for every block in B ∈ π|[n] there exists
a unique conjugate block B¯ ∈ π|[n¯], which starts from the same point. This leads to one more
definition. We call block B a diagonal or tensor block if B = B⊗
S
B¯, where B ∈ π|[n] and
B¯ ∈ π|[n¯] are conjugate. The set of such diagonal blocks of π is denoted by Dblock(π). A block
B of Dblock(π) is called a singleton if B = (a, a¯).
Example 3.2. In Figure 2 (a), (b) and (c), we have:
{(1, 4)⊗
S
(1¯, 6¯), (2, 6)⊗
S
(2¯, 5¯), (3, 5)⊗
S
(3¯, 4¯)} ∈ Dblock(π),
{(1, 6)⊗
S
(1¯, 6¯), (2, 5)⊗
S
(2¯, 5¯), (3, 4)⊗
S
(3¯, 4¯)} ∈ Dblock(π),
{(1, 3, 6)⊗
S
(1¯, 4¯, 6¯), (2, 4, 5)⊗
S
(2¯, 3¯, 5¯)} ∈ Dblock(π),
{(1, 3)⊗
S
(1¯, 4¯, 5¯, 6¯), (2, 4, 5, 6)⊗
S
(2¯, 3¯)} ∈ Dblock(π).
Remark 3.3. (1). Note that condition III on the pair in Definition 3.1 means that left legs of
arcs are the same between different parts of [n] and [n¯]. This means that partitions on [n]
and [n¯] are not independent, see Figure 2 (a), (b), (c), (e).
(2). A set partition π is noncrossing if rc(π) = 0 (for definition of rc see Subsection 3.2.2).
From Definition 3.1 it follows that a set of partitions π with respect to [n]⊔[n¯] is noncrossing
if every partition considered separately, within the sets [n] and [n¯], is the same; see Figure
(2) (b). Indeed, if π[n] is noncrossing partition on [n] then there exists an arc of consecutive
integers (a, a + 1) ∈ Arc(π[n]). By definition there exists an arc (a¯, c¯) ∈ Arc(π[n¯]). If
c¯ 6= a¯ + 1¯, then a¯ + 1¯ can not be a left leg or singleton of some block in π[n¯] and thus arc
(·, a¯+ 1¯) must cross (a¯, c¯); hence we get contradiction and thus (a¯, c¯) = (a¯, a¯+ 1¯). Further,
we proceed with the same algorithm. The set of noncrossing blocks is denoted by NC⊗S(n).
(3). Notice that if we take the Cartesian product of pair partitions P2([n]) and P2([n¯]) then
P⊗S2 (n) consists of these pair partitions π[n]×π[n¯] that lie in the diagonal of the product with
respect to the first element. Indeed for a class B, denote by f(B) its first element. Order
the block of π according to the order of their first elements, i.e. f(B1) < f(B2) · · · < f(Bl),
then
P⊗S2 (n) = {π ∈ P2([n])×P2([n¯]) | (Bi, B¯i) ∈ π[n] × π[n¯] for all i = 1 . . . , n/2}.
That is why we called it the diagonal partitions.
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(a) (b)
1 42 63 5 1¯ 6¯2¯ 5¯3¯ 4¯ 1 62 53 4 1¯ 6¯2¯ 5¯3¯ 4¯
(c) (d)
1 3 62 4 5 1¯ 6¯4¯2¯ 3¯ 5¯ 1 2 3 4 5 6 1¯ 2¯ 3¯ 4¯ 5¯ 6¯
(e) (f)
1 3 62 4 5 1¯ 6¯4¯2¯ 3¯ 5¯ 1 2 3 4 5 6 1¯ 2¯ 3¯ 4¯ 5¯ 6¯
Figure 2. Examples of π ∈ P⊗S(6) – (a), (b), (c), (e) and π /∈ P⊗S(6) – (d), (f) .
(4). From Definition 3.1 it follows that whenever 1ˆn⊗SB¯ ∈ P⊗S(n) or B⊗S1ˆn¯ ∈ P⊗S(n) then
1ˆn⊗SB¯ = B⊗S1ˆn¯ = 1ˆn⊗S1ˆn¯.
(5). For a given block of partition π of [n] or [n¯] every element is an opener, a closer, a
middle point or a singleton for this partition. Conditions form Definition 3.1 says that the
collections of openers, middle points and singletons of π[n] and π[n¯] coincide. This implies
that the collections of closers coincide as well.
(6). It is worth to emphasize that full Fock space (
⊕∞
n=0H
⊗n)⊗ (⊕∞n=0 H¯⊗n) is studied in the
context of semi-meander polynomials which are used in the enumeration of semi-meandric
systems; see [38]. In the context of enumeration of such objects we can say that the diagonal
pair partition corresponds to a special subset of the self-intersecting meandric system (t =
w = 1), such that closed pairs which intersect the x-axis have the same parity. We skip
formal description of it and just heuristically explain that we can combine negative and
positive parts by i↔ i¯ as in the figure:
1 2 3 4 5 6 1¯ 2¯ 3¯ 4¯ 5¯ 6¯
←→
It is worth to mention that the number of such pair partitions is the Euler number; see
Corollary 4.9.
3.2. Statistics. We introduce some partition statistics for π ∈ P(n) which is necessary to ob-
tain the moment-cumulant formula. These partitions are naturally extended to the set P⊗S(n),
i.e. separately for the part [n] and [n¯]. We say that an arc (or pair) (i, j) is crossing the arc
(i′, j′) if i < i′ < j < j′ or i′ < i < j′ < j and similarly, we say that an arc (or pair) (i, j) nests
(i′, j′) if i < k < j for any k ∈ {i′, j′}.
3.2.1. Statistics related to Gausian operator – pairs and singletons. For a set partition π ∈
P1,2(n) let cr(π) be the number of crossings of π, i.e.
cr(π) = #{(V,W ) ∈ Pair(π)× Pair(π) | V is crossing W}.
Let CS(π) be the number of pairs of a singleton and a covering block:
CS(π) = #{(V,W ) ∈ Sing(π)× Pair(π) |W covers V }.
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Let nest(π) be the number of pairs of a nesting block:
nest(π) = #{(V,W ) ∈ Pair(π)× Pair(π) |W nests V }.
Let SR(π) be the number of pairs to the right of singleton:
SR(π) = #{(V,W ) ∈ Sing(π)× Pair(π) | V = (i) and i > j for all j ∈ W}.
3.2.2. Statistics related to gauge operator – block of size at least three. For π ∈ P(n) we define
two statistics, which are related to the gauge operator.
Restricted crossings . We use the same definition of restricted crossings as given in Biane
[9], namely
rc(B, B˜) :=#
{
(V,W ) ∈ Arc(B)×Arc(B˜) | such that V is crossing W}.
For a set partition π ∈ P(n) let rc(π) be the number of restricted crossings of π:
rc(π) :=
∑
i<j
rc(Bi, Bj),
where π \ Sing(π) = {B1, . . . , Bl}.
Restricted nestings . Now we define the number of restricted nestings of the partition π ∈
P(n). The set of restricted nestings of B, B˜ is
rnest(B, B˜) :=#
{
(V,W ) ∈ Arc(B)× Arc(B˜) | V nests W or W nests V },
and the set of restricted nestings of π is
rnest(π) :=
∑
i<j
rnest(Bi, Bj),
where π \ Sing(π) = {Bl, . . . , Bl}.
4. Moments of Gaussian operator
We present an example of a generalized Gaussian operator. It is given by creation and
annihilation operators on a quadrabasic Fock space. We show that the distribution of these
operators with respect to the vacuum expectation is a generalized Gaussian distribution, in
the sense that all moments can be calculated from the second moments with the help of a
combinatorial formula.
4.1. Gaussian operator.
Definition 4.1. The operator
(4.1) Gξ⊗Sη = Aξ⊗Sη +A
∗
ξ⊗Sη, ξ⊗Sη ∈ HR
on FSdig(H) is called the quadrabasic Gaussian operator.
Remark 4.2. (1). From estimating the norm of the creation operators we conclude that Gξ⊗Sη
is bounded, whenever q, w < 1.
(2). If q = t = v = w = 1, then the kernel of the symmetrization is nontrivial. In this case
P
(n)2
(1,1,1,1) =
1
n!2
P
(n)
(1,1,1,1) projects to the space of symmetric functions, thus the scalar product
automatically implements the additional relations Aξ1⊗Sξ1¯Aξ2⊗Sξ2¯ = Aξ2⊗Sξ2¯Aξ1⊗Sξ1¯. From
this we conclude that when q = t = v = w = 1, the operators Gξ1⊗Sξ1¯ and Gξ2⊗Sξ2¯ are
commutative. Notice that in this case if ξ1 ⊥ ξ2 and ξ1¯ ⊥ ξ2¯, then ϕ(Gnξ1⊗Sξ1¯Gmξ2⊗Sξ2¯) =
ϕ(Gnξ1⊗Sξ1¯)ϕ(G
m
ξ2⊗Sξ2¯) which coincides with classical independence (this may be seen from
Theorem 4.7).
Let (Q
(q,t,v,w)
n (x))∞n=0 be the quadrabasic Hermite orthogonal polynomials (1.1). The orthogo-
nalizing probability measure µq,t,v,w is unknown in general case but from Section 2.6 we see that
if t = w = 1, then absolutely continous part of µq,1,v,1 is supported on
(
−2√
1−q√1−v ,
2√
1−q√1−v
)
.
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Theorem 4.3. Suppose that q, v ∈ (−1, 1), t, w ∈ [−1, 1], |q| ≤ t, |v| ≤ w, ξ⊗
S
η ∈ HR and
‖ξ⊗
S
η‖ = 1. Let κq,t,v,w be the probability distribution of Gξ⊗Sη with respect to the vacuum
state. Then κq,t,v,w is equal to µq,t,v,w.
Proof. Let γn−1 = [n]q,t[n]v,w, then
‖ξ⊗n⊗
S
η⊗n‖2q,t,v,w = 〈ξ⊗n, P (n)q,t ξ⊗n〉0,0〈η⊗n, P (n)v,wη⊗n〉0,0
= 〈ξ⊗n, (I ⊗ P (n−1)q,t )R(n)q,t ξ⊗n〉0,0〈η⊗n, (I ⊗ P (n−1)v,w )R(n)v,wη⊗n〉0,0
by using R
(n)
q,t ξ
⊗n = [n]q,tξ⊗n and R
(n)
v,wη⊗n = [n]v,wη⊗n we have
= ‖ξ‖2‖η‖2[n]q,t[n]v,w‖ξ⊗(n−1)⊗Sη⊗(n−1)‖2q,t,v,w = γ0γ1 · · · γn−1.
and hence from (2.7) it follows that
(4.2) ‖ξ⊗n⊗
S
η⊗n‖q,t,v,w = ‖Q(q,t,v,w)n ‖L2 , n ∈ N ∪ {0}.
Therefore, the map Φ: (span{ξ⊗n⊗
S
η⊗n | n ≥ 0}, ‖ · ‖q,t,v,w) → L2(R, µq,t,v,w) defined by
Φ(ξ⊗n⊗
S
η⊗n) = Q(q,t,v,w)n (x) is an isometry. Note that
Gξ⊗Sη ξ
⊗n⊗
S
η⊗n = A∗ξ⊗Sη ξ
⊗n⊗
S
η⊗n +Aξ⊗Sη ξ
⊗n⊗
S
η⊗n
= ξ⊗(n+1)⊗
S
η⊗(n+1) + (aq,t(ξ)ξ⊗n)⊗S(av,w(η)η⊗n)
= ξ⊗(n+1)⊗
S
η⊗(n+1) + ([n]q,tξ⊗(n−1))⊗S([n]v,wη⊗(n−1))
= ξ⊗(n+1)⊗
S
η⊗(n+1) + [n]q,t[n]v,wξ⊗(n−1)⊗Sη⊗(n−1),
Hence, by induction we can compute Gnξ⊗SηΩ⊗SΩ¯ and show that Φ(Gnξ⊗SηΩ⊗SΩ¯) = xn. Since
Φ is an isometry we get 〈Ω⊗
S
Ω¯, Gnξ⊗SηΩ⊗SΩ¯〉q,t,v,w = mn(µq,t,v,w) for n ∈ N. Since µq,t,v,w is
compactly supported, probability measures giving the moment sequence mn(µq,t,v,w) are unique
and hence µq,t,v,w = κq,t,v,w. 
4.1.1. Interesting cases of orthogonal polynomials. We present a class of orthogonal polynomi-
als corresponding to known measures.
q-Meixner-Pollaczek polynomials q = v and t = w = 1. For −1 < α, q < 1 let
(P˜
(α,q)
n (x))∞n=0 be the orthogonal polynomials with the recursion relation
(4.3) xP˜ (α,q)n (x) = P˜
(α,q)
n+1 (x) + [n]q(1 + αq
n−1)P˜ (α,q)n−1 (x), n = 0, 1, 2, . . .
where P˜
(α,q)
−1 (x) = 0, P˜
(α,q)
0 (x) = 1. These polynomials are called q-Meixner-Pollaczek polyno-
mials. The orthogonalizing probability measure MPα,q is known in [33, (14.9.4)], supported on
(−2/√1− q, 2/√1− q) and absolutely continuous with respect to the Lebesgue measure with
density
(4.4)
dMPα,q
dt
(x) =
(q; q)∞(β2; q)∞
2π
√
4/(1− q)− x2 ·
g(x, 1; q)g(x,−1; q)g(x,√q; q)g(x,−√q; q)
g(x, iβ; q)g(x,−iβ; q)
where
g(x, b; q) =
∞∏
k=0
(1− 4bx(1− q)−1/2qk + b2q2k),(4.5)
(s; q)∞ = lim
n→∞
(s; q)n =
∞∏
k=0
(1− sqk), s ∈ R,(4.6)
β =
{√−α, α ≤ 0,
i
√
α, α ≥ 0.(4.7)
Proposition 4.4. The measure µ(q,1,q,1) belongs to the family MP−q,q for |q| < 1.
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Proof. If we put α = −q in the recurrence (4.3), then
yUn(y) = Un+1(y) + [n]q(1− qn)Un−1(y), n ≥ 1.(4.8)
Now, let us substitute Ln(y) = Un(y
√
1− q)/(1− q)n2 , multiply (4.8) by (1− q)−n−12 and replace
y by
√
1− qy, then we get the recursion
yLn(y) = Ln+1(y) + [n]
2
qLn−1(y), n ≥ 1,
with L0(y) = 1 and L1(y) = y, so we see that Ln(y) = Q
(q,1,q,1)
n (y). This observation means
that the recurrence (4.8) corresponds to monic orthogonal polynomials which orthogonalize the
distribution of
√
1− qG(q,1,q,1)ξ⊗Sη . 
Hyperbolic secant. Professor M. Ismail let us know that the case v = w = 1 is interesting
because in this situation we get a measure interpolated between classical normal (q = t = 0)
and hyperbolic secant distribution (q = t = 1) i.e. we have the relation (Q
(q,t)
n := Q
(q,t,1,1)
n )
xQ(q,t)n (x) = Q
(q,t)
n+1(x) + [n]q,tnQ
(q,t)
n−1(x), n = 0, 1, 2, . . . .
Now we will explain that the moment problem is determined in this situation. Probably the best
known criterion (in this case) of Hamburger moment problem is due to Carleman [22, 45, 25].
Carleman’s theorem states that the moment problem is determined if∑
n≥1
γ
− 1
2
n =∞,
where γn are Jacobi parameters from (2.6). In this case we have
∞ =
∑
n≥1
1
n
=
∑
n≥1
(
n2
)− 1
2 ≤
∑
n≥1
([n]q,tn)
− 1
2 .
Hence, the moments uniquely determine the measure and we can use the argument from the
proof of Theorem 4.3 to conclude that G
(q,t,1,1)
ξ⊗Sη has the distribution µq,t,1,1.
In particular we show that G
(1,1,1,1)
ξ⊗Sη has the hyperbolic secant distribution; see (1.2). A
random variable follows a hyperbolic secant distribution if its probability density function can
be related to the following standard form ρ(dx) = 1
2 cosh(πx/2)
dx. We note that the characteristic
function of this distribution is 1
cosh(x)
i.e. the density and its characteristic function differ only
by scale parameters (the normal distribution is the prime example for this phenomenon) – see
[7, 16]. The secant distribution is infinitely divisible distribution generated by some particular
processes with stationary independent increments (Le´vy processes – see [39]). The moments
En = m2n(ρ) are Euler numbers with positive signs (see [39, eq. (8)] or [1, Chapter 23])
(m0(ρ), m2(ρ), m4(ρ), m6(ρ), m8(ρ), . . . ) = (1, 1, 5, 61, 1385, 50521, . . . ).
Discrete q-Hermite I polynomials. Important classes of orthogonal polynomials studied
here are the continuous and the discrete q-Hermite I polynomials, which are both special cases
of the Al-SalamChihara polynomials. We recover them for q = w, t = 1 and v = 0; see
[33, (3.28.3)] or [8, (1.6)] (after simple manipulation as in the proof of Proposition 4.4). The
measure is known to be discrete [24, Pages 195-198].
4.2. Gaussian moment. In the proof below, we also use some different notation and defini-
tion.
Definition 4.5. Let PS⊗S1,2(n) be a set of diagonal partitions of [n] ⊔ [n¯] such that every block
is a pair or a singleton and conditions I and II from Definition 3.1 are satisfied.
We emphasize that from the definition above it follows that:
• for π ∈ PS⊗S1,2(n) the number of singletons in π|[n] is the same as in π|[n¯], which we use
in the proof, and if a is a singleton in π|[n], then it does not mean that a¯ is a singleton
in π|[n¯];
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• condition III from Definition 3.1 is automatically true.
For these partitions we define
DPSblock(π) = {B⊗SB¯ | B is a pair and B¯ is a conjugate pair}.
Example 4.6. For example if π = {(1, 3), (2)} ⊔ {(1¯, 2¯), (3¯)}, then π ∈ PS⊗S1,2(3) and π /∈
P⊗S1,2 (3). In this case we also have DPSblock(π) = {(1, 3)⊗S(1¯, 2¯)} and on this set Dblock(π) is
undefined because singletons are not coincide.
For a given diagonal pair B = (a, b)⊗
S
(a¯, c¯), we denote the left and right legs of B by lB = a,
l¯B = a¯, rB = b and r¯B = c¯.
Theorem 4.7. Suppose that ξi⊗Sξi¯ ∈ HR, i ∈ {1, . . . , n}, then
ϕ(Gξ1⊗Sξ1¯ · · ·Gξn⊗Sξn¯) =
∑
π∈P⊗S2 (n)
qcr(π[n])tnest(π|[n])vcr(π[n¯])wnest(π|[n¯])
∏
B∈Dblock(π)
〈
ξlB⊗Sξl¯B , ξrB⊗Sξr¯B〉H
(4.9)
Remark 4.8. Let S = {i1, . . . , ik} such that i1 < · · · < ik be a finite subset of natural numbers
and {Ti}i∈N be the sequence of operators then when we write
∏
i∈S Ti we mean that Ti1 . . . Tik .
Proof. Let ε(i) ∈ {1, ∗}. We will prove that for Z = {2, . . . , n}, we have
∏
i∈Z
A
ε(i)
ξi⊗Sξi¯Ω⊗SΩ¯ =
∑
π∈PS⊗S1,2;ε(Z)
qcr(πZ)+CS(πZ )tnest(π|Z )+SR(π|Z)vcr(πZ¯)+CS(πZ¯ )wnest(π|Z¯ )+SR(π|Z¯ )
∏
B∈DPS
block
(π)
〈
ξlB⊗Sξl¯B , ξrB⊗Sξr¯B〉H × (⊗i∈Sing(π|Z )ξi)⊗S(⊗i∈Sing(π|Z¯ )ξi).
(4.10)
Indeed, we give the proof by induction. When n = 1, Aξ1⊗Sξ1¯Ω⊗SΩ¯ = 0 and A∗ξ1⊗Sξ1¯Ω⊗SΩ¯ =
ξ1⊗Sξ1¯ and hence the formula is true. Suppose that the formula (4.10) is true for Z = {2, . . . , n}.
We will show that the action of A
ε(1)
ξ1⊗Sξ1¯ corresponds to the inductive pictorial description of
set partitions. We fix π ∈ PS⊗S1,2;ε({2, . . . , n}) and suppose that
• π|{2,...,n} has singletons s1 < · · · < sp1 < · · · < sr and pair blocks W1, . . . ,Wu1 which
cover sp1 and pairs U1, . . . , Ul1 to the left of sp1,
• π|{2¯,...,n¯} has singletons k1 < · · · < kp2 < · · · < kr and pair blocks W¯1, . . . , W¯u2 which
cover kp2 and pairs U¯1, . . . , U¯l2 to the left of kp2.
Note that when there is no singleton, the arguments below can be modified easily.
Case 1. If ε(1) = ∗, then the operator A∗ξ1⊗Sξ1¯ acts on the tensor product, putting ξ1⊗Sξ1¯ on
the left. This operation pictorially corresponds to adding the singletons as follows
{s1, · · · , sr} ⊔ {k1, · · · , kr} 7→ {1, s1, · · · , sr} ⊔ {1¯, k1, · · · , kr}.
This yields a new partition π˜ ∈ PS⊗S1,2;ε(n). This map π 7→ π˜ does not change the numbers
related to our statistic like cr(·), which is compatible with the fact that the action ofA∗(ξ1⊗Sξ1¯)
does not change the coefficient, hence the formula (4.10) holds when we moved form n− 1 to
n and ε(1) = ∗.
Case 2. If ε(1) = 1, then Aξ1⊗Sξ1¯ acts on the tensor product, contributing to new r
2 terms.
In the (p1, p2)
th term in the action we obtain the term qp1−1vp2−1tr−p1wr−p2〈ξ1, ξsp1〉H〈ξ1¯, ξkp2〉H¯ ,
with tensor product
(ξs1 ⊗ · · · ⊗ ξˆsp1 ⊗ · · · ⊗ ξsr)⊗S(ξk1 ⊗ · · · ⊗ ξˆkp2 ⊗ · · · ⊗ ξkr).
Pictorially this corresponds to getting a set partition π˜ ∈ PS⊗S1,2;ε(n) by adding the most left
singletons 1 to set {s1, · · · , sr} and 1¯ to the set {k1, · · · , kr} and creating the diagonal pair
B = (1, sp1)⊗S(1¯, kp2) ∈ DPSblock(π˜),
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with the same left legs 1 and 1¯. Note also that〈
ξlB⊗Sξl¯B , ξrB⊗Sξr¯B〉H = 〈ξ1, ξsp1〉H〈ξ1¯, ξkp2〉H¯ .
The diagonal pair B crosses the blocks W1, . . . ,Wu1 , W¯1, . . . , W¯u2 and so increases the number
of crossings by u1 in π|[n] and by u2 in π|[n¯], but decreases the number of inner singletons by
u1 and u2. The diagonal pair B covers the pairs U1, . . . , Ul1 , U¯1, . . . , U¯l2 so increases the nesting
by l1 in π|[n] and by l2 in π|[n¯] and create a new r − p1 right singletons in π|[n] and r − p2 in
π|[n¯] . In the new situation sp1 and kp2 are not singletons, so the number of right singletons of
U1, . . . , Ul1 and U¯1, . . . , U¯l2 decreases by l1 and l2, respectively. Now some new inner singletons
s1, . . . , sp1−1, k1, . . . , kp2−1 appear. Altogether we have:
cr(π˜|[n]) = cr(π|{2,...,n}) + u1,
CS(π˜|[n]) = CS(π|{2,...,n})− u1 + p1 − 1,
nest(π˜|[n]) = nest(π|{2,...,n}) + l1,
SR(π˜|[n]) = SR(π|{2,...,n}) + r − p1 − l1,
cr(π˜|[n¯]) = cr(π|{2¯,...,n¯}) + u2,
CS(π˜|[n¯]) = CS(π|{2¯,...,n¯})− u2 + p2 − 1,
nest(π˜|[n¯]) = nest(π|{2¯,...,n¯}) + l2,
SR(π˜|[n¯]) = SR(π|{2¯,...,n¯}) + r − p2 − l2.
So we see that the exponent of q’s, v’s, t’s and w’s increases by qp1−1, vp2−1, tr−p1 and wn−p2
respectively; see Figure 3. Note that as π runs over PS⊗S1,2;(ε(2),...,ε(n))(n − 1), every set par-
[n]
1 sp1 sr
[n¯]
1¯ kp2 kr
Figure 3. The main structure of partition π˜ ∈ PS⊗S1,2 (n) in the induction step.
tition π˜ ∈ PS⊗S1,2;(ε(1),...,ε(n))(n) appears exactly once either in Case 1 or in Case 2 as shown
by induction that the formula (4.10) holds for all n ∈ N. Finally, formula (4.9) follows
from (4.10) by taking the sum over all ε such that Sing(π) = ∅ (in this case we understand
that (⊗i∈Sing(π|Z)ξi)⊗S(⊗i∈Sing(π|Z¯)ξi) = Ω⊗SΩ¯) and applying the state action, because then
PS⊗S2 (n) = P⊗S2 (n) and DPSblock(π) = Dblock(π). 
Corollary 4.9. It is interesting to compare the moment of G
(1,1,1,1)
ξ⊗Sη , where ‖ξ⊗Sη‖ = 1, with
Euler numbers En with positive signs (see moment of hyperbolic secant distribution in Subsection
4.1.1) because it provides a new combinatorial interpretation of these numbers:
En = #P⊗S2 (2n).
These numbers also occur in combinatorics, specifically when counting the number of alternating
permutations of a set with an even number of elements and it is not clear why they are the same.
4.3. Trace. Let vN(G(HR)) be the von Neumann algebra generated by {Gξ⊗Sη | ξ⊗Sη ∈ HR}
acting on the completion of Fdig(H) with respect to the inner product 〈·, ·〉q,t,v,w.
Proposition 4.10. Suppose that dim(HR) ≥ 2 and dim(H¯R) ≥ 2. Then the vacuum state is a
trace on vN(G(HR)) if and only if q = v = 0 and t = w = 1.
Proof. By using Theorem 4.7, we obtain
ϕ(Gξ1⊗Sξ1¯Gξ2⊗Sξ2¯Gξ3⊗Sξ3¯Gξ4⊗Sξ4¯) = 〈ξ1, ξ2〉H〈ξ3, ξ4〉H〈ξ1¯, ξ2¯〉H¯〈ξ3¯, ξ4¯〉H¯
+ qv〈ξ1, ξ3〉H〈ξ2, ξ4〉H〈ξ1¯, ξ3¯〉H¯〈ξ2¯, ξ4¯〉H¯ + qw〈ξ1, ξ3〉H〈ξ2, ξ4〉H〈ξ1¯, ξ4¯〉H¯〈ξ2¯, ξ3¯〉H¯
+ tv〈ξ1, ξ4〉H〈ξ2, ξ3〉H〈ξ1¯, ξ3¯〉H¯〈ξ2¯, ξ4¯〉H¯ + tw〈ξ1, ξ4〉H〈ξ2, ξ3〉H〈ξ1¯, ξ4¯〉H¯〈ξ2¯, ξ3¯〉H¯
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and by permuting
ϕ(Gξ2⊗Sξ2¯Gξ3⊗Sξ3¯Gξ4⊗Sξ4¯Gξ1⊗Sξ1¯) = 〈ξ2, ξ3〉H〈ξ4, ξ1〉H〈ξ2¯, ξ3¯〉H¯〈ξ4¯, ξ1¯〉H¯
+ qv〈ξ2, ξ4〉H〈ξ3, ξ1〉H〈ξ2¯, ξ4¯〉H¯〈ξ3¯, ξ1¯〉H¯ + qw〈ξ2, ξ4〉H〈ξ3, ξ1〉H〈ξ2¯, ξ1¯〉H¯〈ξ3¯, ξ4¯〉H¯
+ tv〈ξ2, ξ1〉H〈ξ3, ξ4〉H〈ξ2¯, ξ4¯〉H¯〈ξ3¯, ξ1¯〉H¯ + tw〈ξ2, ξ1〉H〈ξ3, ξ4〉H〈ξ2¯, ξ1¯〉H¯〈ξ3¯, ξ4¯〉H¯ .
Since dim(HR) ≥ 2, there are two orthogonal unit eigenvectors e1, e2 and we put ξ1 = ξ2 = e1
and ξ3 = ξ4 = e2. We also take ξ1¯ = ξ2¯ = ξ3¯ = ξ4¯ = η 6= 0 and so the difference is
ϕ(Gξ1⊗Sη1Gξ2⊗Sη2Gξ3⊗Sη3Gξ4⊗Sη4)− ϕ(Gξ2⊗Sη2Gξ3⊗Sη3Gξ4⊗Sη4Gξ1⊗Sη1) = (1− tv − tw)‖η‖4.
Therefore, the traciality of the vacuum state implies 1 − tv − tw = 0. Now we do the same
analysis with orthogonal vectors ξ1¯ = ξ2¯ = e1¯ and ξ3¯ = ξ4¯ = e2¯, and obtain 1−tw = 0, which by
the restriction |t|, |w| ≤ 1 implies that t = w = 1. If we substitute this into the first equation,
we see that v = 0. It is clear by symmetry that using the same argument as above, we will
show that ϕ is not a trace when q 6= 0. When q = v = 0 and t = w = 1, we get
ϕ(G
(0,1,0,1)
ξ1⊗Sξ1¯ · · ·G
(0,1,0,1)
ξn⊗Sξn¯ ) =
∑
π∈NC⊗S2 (n)
∏
B∈Dblock(π)
〈
ξlB⊗Sξl¯B , ξrB⊗Sξr¯B〉H
by Remark 3.3 (2), we have
=
∑
π∈NC2(n)
∏
(i,j)∈π
〈
ξi⊗Sξi¯, ξj⊗Sξj¯〉H
where the traciality is known because
〈
ξi⊗Sξi¯, ξj⊗Sξj¯〉H =
〈
ξj⊗Sξj¯ , ξi⊗Sξi¯〉H.

Remark 4.11. At first glance the impression may be that there should a trace, when t = 1 and
w = 1, because just then the crossing partition plays a role. The essence of the problem is that
under the cyclic permutation action of a partition of the form P⊗S(n) is not a map to itself;
see Figure 4 for specific example.
1 2 3 4 1¯ 2¯ 3¯ 4¯ 2 3 4 1
trace action−−−−−−−→
2¯ 3¯ 4¯ 1¯
A diagonal partition A non-diagonal partition
Figure 4. A cyclic permutation action of [n] and [n¯]
5. Poisson-type operators
5.1. Gauge operator. Now we define differential second quantization operator on FSdig(H).
Consider the number operator, the differential second quantization of the identity operator
with eigenvalue [n]q,t[n]v,w. In order to this, we introduce some special operators. Let T and T¯
be the operators on Hilbert spaces H and H¯ with dense domains D and D¯, respectively. We
also assume that T (D) ⊂ D and T¯ (D¯) ⊂ D¯ and D := D⊗
S
D¯. The following gauge operator is
motivated by the papers [3, 29].
Definition 5.1. The gauge operator pT⊗ST¯ is an operator on FSdig(H) defined by
pT⊗ST¯ := p
(q,t)
T ⊗Sp(v,w)T¯(5.1)
with a dense domain FSdig(H).
Proposition 5.2. If T⊗
S
T¯ is essentially self-adjoint on a dense domain D, then pT⊗ST¯ is
essentially self-adjoint on a dense domain FSdig(H).
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Proof. Let us first notice that from subsection 2.1 it follows that pT⊗ST¯ is symmetric on Fdig(D).
Let E(1), E(2) be the spectral measure of the closures of T and T¯ respectively andMT ,MT¯ ∈ R+.
Let {ξi⊗Sξi¯}ni=1 ⊂ [(E(1)[−MT .MT ]H) ∩D]⊗S[(E
(2)
[−MT¯ .MT¯ ]H¯) ∩ D¯], then ‖Tξi‖ ≤ MT ‖ξi‖,
∥∥T¯ ξi¯∥∥ ≤
MT¯ ‖ξi¯‖, and so we have
〈pT⊗ST¯ (~ξn⊗S~ξn¯), pT⊗ST¯ (~ξn⊗S~ξn¯)〉0,0,0,0
= 〈p0(T )R(n)q,t (~ξn), p0(T )R(n)q,t (~ξn)〉0,0〈p0(T¯ )R(n)v,w(~ξn¯), p0(T¯ )R(n)v,w(~ξn¯)〉0,0
≤M2T ‖R(n)q,t ~ξn‖20,0M2T¯ ‖R(n)v,w~ξn¯‖20,0 ≤
(
MT [n]|q|,t‖~ξn‖0,0
)2(
MT¯ [n]|v|,w‖~ξn¯‖0,0
)2
.
Thus we get the following estimation for the norm of pk
T⊗ST¯
‖pkT⊗ST¯ (~ξn⊗S~ξn¯)‖2q,t,v,w = 〈p
(q,t)
T
k
(~ξn), P
(n)
q,t p
(q,t)
T
k
(~ξn)〉0,0〈p(v,w)T¯
k
(~ξn¯), P
(n)
v,wp
(v,w)
T¯
k
(~ξn¯)〉0,0
≤ ‖P (n)q,t ‖20,0‖P (n)v,w‖20,0〈p(q,t)T
k
(~ξn), p
(q,t)
T
k
(~ξn)〉0,0〈p(v,w)T¯
k
(~ξn¯), p
(v,w)
T¯
k
(~ξn¯)〉0,0
≤ ‖P (n)q,t ‖20,0‖P (n)v,w‖20,0
(
MkTn
k‖~ξn‖0,0MkT¯nk‖~ξn¯‖0,0
)2
.
By equation (2.4), we have that ‖pk
T⊗ST¯ (
~ξn⊗S~ξn¯)‖q,t,v,w ≤ n!2n2kMkTMkT¯ ‖~ξn⊗S~ξn¯‖0,,0,0,0, so the
series
∑∞
k=0
pk
T⊗ST¯
(~ξn⊗S~ξn¯)
k!
sk has a positive radius of absolute convergence, because
lim sup
k→∞
k
√
‖pk
T⊗ST¯ (
~ξn⊗S~ξn¯)‖q,t,v,w
k!
≤ lim sup
k→∞
k
√
n!2n2kMkTM
k
T¯
‖~ξn⊗S~ξn¯‖0,0,0,0
k!
= 0.
Therefore ~ξn⊗S~ξn¯ is an analytic vector for pT⊗ST¯ . The linear span of such vectors is invariant
under pT⊗ST¯ and is a dense subset of D⊗n. Therefore by Nelson’s analytic vector theorem [36]
(see also [42]), pT⊗ST¯ is essentially self-adjoint on D⊗n. 
Directly from Proposition 2.1 we can state the following proposition.
Proposition 5.3. If T and T¯ are bounded operators on H, then pT⊗ST¯ is a bounded operator
on the FSdig(H).
5.2. Quadrabasic operators and cumulants. In non-commutative setting, random vari-
ables are understood to be the elements of the ∗-algebra generated by creator, annihilator or
gauge operators. Particularly interesting are their joint mixed moments. In order to work
effectively on this object we need to combine joint moments with corresponding cumulants.
This topic in the case of q-deformed Fock space was deeply analyzed in the literature; see
[3, 4, 9, 37]. Our approach is close to [3, 29]. We define λ1⊗Sλ1¯ to be λiλi¯I⊗SI. We also use a
special convention that T¯i := Ti¯ where i ∈ [n¯].
Definition 5.4. The operator
(5.2) X
λi⊗Sλi¯
ξi⊗Sξi¯ := Aξi⊗Sξi¯ +A
∗
ξi⊗Sξi¯ + pTi⊗STi¯ + λi⊗Sλi¯, ξi⊗Sξi¯ ∈ HR, λi, λi¯ ∈ R,
on FSdig(H) is called a quadrabasic operator.
Definition 5.5. Let π ∈ P⊗S(n), B = B⊗
S
B¯ = {i1, . . . , im}⊗S{¯i1, . . . , i¯k} ∈ Dblock(π), λi, λi¯ ∈
R and ξi⊗Sξi¯ ∈ HR and the diagonal cumulant is defined by
Rξ(B) :=
{
λi1λi¯1 if B is a singleton,
〈ξi1, Ti2 . . . Tim−1ξim〉H〈ξi¯1, Ti¯2 . . . Ti¯k−1ξi¯k〉H¯ otherwise.
Rξπ :=
∏
B∈Dblock(π)
Rξ(B).
The following theorem is the main result of this section. Its proof is given in Subsection 5.4.
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Theorem 5.6. Suppose that ξi⊗Sξi¯ ∈ HnR, then
ϕ
(
X
λ1⊗Sλ1¯
ξ1⊗Sξ1¯ · · ·X
λn⊗Sλn¯
ξn⊗Sξn¯
)
=
∑
π∈P⊗S(n)
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])Rξπ(5.3)
Corollary 5.7. (1) For t = w = 1, v = 0, ξi¯ = ξ, ‖ξ‖ = 1 and λi = λi¯ = 0, we obtain
the q-deformed formula for moments of random variable on q-Fock space (see [3] or [4,
Proposition 6]).
(2) For Ti = 0 or Ti¯ = 0 (which is equivalent to Ti⊗STi¯ = 0) and λi = λi¯ = 0, we get the
formula (4.9).
5.3. The orthogonal polynomial. (q, t, v, w)-Poisson polynomials are defined by the recur-
sion relations
xQ˜(q,t,v,w)n (x) = Q˜
(q,t,v,w)
n+1 (x) + [n]q,t[n]v,wQ˜
(q,t,v,w)
n (x) + [n]q,t[n]v,wQ˜
(q,t,v,w)
n−1 (x), n ≥ 1(5.4)
with initial conditions Q˜
(q,t,v,w)
−1 (x) = 0, Q˜
(q,t,v,w)
0 (x) = 1 and Q˜
(q,t,v,w)
1 (x) = x. There exists a
probability measure µ˜q,t,v,w which is associated to the orthogonal polynomials Q˜
(q,t,v,w)
n .
Remark 5.8. The measure of orthogonality of the above polynomial sequence is not known. In
special cases, we can identify this measure:
(1) the measure µ˜1,1,0,0 is the classical Poisson law;
(2) the measure µ˜0,1,0,1 is the Marchenko-Pastur distribution;
(3) the measure µ˜q,1,0,1 is the q-Poisson law and the orthogonal polynomials Q˜
(q,1,0,1)
n (x) are
called q-Poisson-Charlier polynomials (see [3]);
Using the same argument as in Theorem 4.3, we can prove the following.
Proposition 5.9. Let ξ⊗
S
η ∈ HR and ‖ξ⊗Sη‖ = 1 and T = T¯ = I. Then the probability
distribution of X0⊗S0ξ⊗Sη with respect to the vacuum state is given by µ˜q,t,v,w.
5.4. Proof of Theorem 5.6. We begin with some special notations.
In order to prove Theorem 5.6 we need the set P⊗SE (n) of so-called extended partitions. Here
some blocks can be additionally marked by E and so we consider additional blocks denoted by
{i1, . . . , im}E and {¯i1, . . . , i¯k}E.
Definition 5.10. We denote by P⊗SE (n) the set partition of [n]⊔ [n¯] such that conditions I and
III from Definition 3.1 are satisfied. Additionally, every block of partitions of π is regular or
expanded. If block B and B¯ satisfy condition II form Definition 3.1 i.e. start form the same
point and have the size at least two, then both of them must be denoted as regular or extended
as
(a, . . . , b), (a¯, . . . , c¯) or (a, . . . , b)E , (a¯, . . . , c¯)E .
All other blocks are denoted as extended.
Example 5.11. For example
π = {(1, 4)E, (2)E, (3)E, (5)E} ⊔ {(1¯, 5)E, (2¯)E , (3¯)E(4¯)E} ∈ P⊗SE (5)
π = {(1, 4), (2)E, (3)E, (5)E} ⊔ {(1¯, 5), (2¯)E , (3¯)E(4¯)E} ∈ P⊗SE (5)
π = {(1, 4, 5), (2)E, (3)E} ⊔ {(1¯, 3), (2¯)E, (4¯, 5¯)E} ∈ P⊗SE (5)
π = {(1, 4, 5), (2)E, (3)E} ⊔ {(1¯, 3), (2¯)E, (4¯, 5¯)} /∈ P⊗SE (5)
For π ∈ P⊗SE (n) we denote by BlockE(π) the tensor blocks of π which are marked by E and
Block(π) = π \BlockE(π). Thus we can decompose an extended partition as a disjoint subset
π = BlockE(π) ∪Block(π).
Remark 5.12. Note that if P⊗SE (n) consists of a pair or a singleton, then it is not the same as
PS⊗S1,2(n). All singletons are denoted as extended.
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Cover and left of max . We also need to extend the definition of CS(π|Z) and SR(π|Z) for
π ∈ P⊗SE (n) where Z is [n] or [n¯], i.e. we define
CS(π|Z) := #
{
(V,W ) ∈ BlockE(π|Z)× Arc(π|Z) | i < minV < j for i, j ∈ W
}
,
SR(π|Z) := #{(V,W ) ∈ BlockE(π|Z)× Arc(π|Z) | maxV > j for all j ∈ W}.
Remark 5.13. Note that CS(π) represents the number of covered singletons and SR(π) the
number of singletons to the right of arcs, whenever all extended block are singletons (which is
the reason we use the same notation).
In order to simplify notation, we define the following operators, which map H (H¯) into H
(H¯) and which are indexed by the block BE = {i1, . . . , im}E ∈ BlockE(π|[n]) i.e. T̂ξBE =
Ti1 . . . Tim−2Tim−1 and for B = {i1, . . . , im} ∈ Block(π|[n]) we denote TξB = Ti2 . . . Tim−2Tim−1 .
We use the same notation for [n¯], i.e. Tξ
B¯E
or T̂ξ
B¯E
. With the notation above we also introduce:
Kξπ =
∏
B∈π|[n]
〈xminB,TξBξmaxB〉H
∏
B¯∈π|[n¯]
〈xmin B¯,TξB¯ξmax B¯〉H¯ ,
K̂ξπ =
[ ⊗
BE∈π|[n]
{T̂ξBEξmaxBE}minBE
]
⊗
S
[ ⊗
B¯E∈π|[n¯]
{T̂ξ
B¯E
ξmax B¯E}min B¯E
]
.
Notice that in the above formula we use the following bracket notation {·}minBE , which should
be understood that the position of · (in the tensor product) is ordered with respect to the
minBE.
Example 5.14. For the partition from Example 5.11, we have
K̂ξπ =
[
T1T4T6ξ7 ⊗ ξ2 ⊗ T3ξ5 ⊗ ξ9
]⊗
S
[
T1¯T3¯T4¯T6¯ξ10 ⊗ ξ2¯ ⊗ ξ5¯ ⊗ ξ7¯
]
.
We also use the following convention for ε ∈ {1, ∗, E}
Aεξi⊗Sξi¯ =

A∗ξi⊗Sξi¯ if ε = ∗,
Aξi⊗Sξi¯ if ε = 1,
pTi⊗STi¯ if ε = E.
The main idea of the proof is similar to that of Theorem 4.7 so, for brevity, we will leave out
some of the combinatorial details.
Proof. Observe that when n = 1, then Aξ1⊗Sξ1¯Ω⊗SΩ¯ = pT1⊗ST1¯Ω⊗SΩ¯ = 0 and A∗ξ1⊗Sξ1¯Ω⊗SΩ¯ =
ξ1⊗Sξ1¯. Suppose that ξi⊗Sξi¯ ∈ HR, i ∈ {2, . . . , n} and any ε = (ε(2), . . . , ε(n)) ∈ {1, ∗, E}n, we
have
A
ε(2)
ξ2⊗Sξ2¯ · · ·A
ε(n)
ξn⊗Sξn¯Ω⊗SΩ¯ =
∑
π∈P⊗S
E;ε({2,...,n})
qrc(π|[n])+CS((π|[n]))trnest(π|[n])+SR(π|[n])
vrc(π|[n¯])+CS(π|[n¯])wrnest(π|[n¯])+SR(π|[n¯])KξπK̂
ξ
π.
(5.5)
We will show that the action of A
ε(1)
ξ1⊗Sξ1¯ corresponds to the inductive graphic description of set
tensor partitions. We fix π ∈ P⊗SE;ε({2, . . . , n}) and suppose that
• π|{2,...,n} has a block in BlockE(π|{2,...,n}) on the positions s1 < · · · < sp1 < · · · < sr and
arcs W1, . . . ,Wu1 which cover sp1 , arcs U1, . . . , Ul1 to the left of sp1,
• π|{2¯,...,n¯} has a block in BlockE(π|{2¯,...,n¯}) on the positions k1 < · · · < kp2 < · · · < kr,
arcs W¯1, . . . , W¯u2 which cover kp2 and arcs U¯1, . . . , U¯l2 to the left of kp2.
Suppose that a partition π has blocks SE, K¯E ∈ BlockE(π) on the (sp1, kp2)th position, i.e.
(sp1 , kp2) = (minSE,min K¯E). In this case blocks SE , K¯E have the following contribution to
K̂ξπ:
{·}s1 ⊗ · · · ⊗ {T̂ξSEξmaxSE}sp1 ⊗ · · · ⊗ {·}sr⊗S{·}k1 ⊗ · · · ⊗ {T̂ξK¯Eξmax K¯E}kp2 ⊗ · · · ⊗ {·}kr
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Case 1. If ε(1) = ∗, then the operator A∗ξ1⊗Sξ1¯ acts on the tensor product, putting ξ1⊗Sξ1¯ by
adding (expanded) singleton on the left as in Case 1 of the proof of Theorem 4.7.
Case 2. If ε(1) = 1, then Aξ1⊗Sξ1¯ acts on the tensor product, then new r
2 terms appear. In
terms sp1 and sp2 the inner product
〈ξ1, T̂ξSEξmaxSE〉H〈ξ1¯, T̂ξK¯Eξmax K¯E〉H¯(5.6)
appears with coefficient qp1−1vp2−1tr−p1wr−p2. Graphically this corresponds to getting a set
partition π˜ ∈ P⊗SE;ε(n) by adding 1 and 1¯ to π and creating a new regular block (1, S) and (1¯, K¯)
by adding first arcs (1, sp1) to SE and the second (1¯, kp2) to K¯E . We see that Equation (5.6)
can be written in the form:
〈xmin(1,S),Tξ(1,S)ξmax(1,S)〉H〈xmin(1¯,K¯),Tξ(1¯,K¯)ξmax(1¯,K¯)〉H¯ .
We can calculate the change in the statistic generated by the new arcs in the same way as in
Case 2 of the proof of Theorem 4.7. Indeed it suffices to repeat all steps of counting changes
with arcs instead of pairs, and rc, rnest in place of cr, nest. In this procedure we can think
that extended blocks are singletons.
Case 3. If ε(1) = E, then we use the equation (5.1), delete the element
T̂
ξ
SE
ξmaxSE⊗ST̂ξK¯Eξmax K¯E from K̂
ξ
π,
and then a new component K̂ξπ˜ appears in the tensor product with coefficient q
p1−1vp2−1tr−p1wr−p2
in the first position as shown in Figure 5.
K̂ξ
p˜i
= T1(T̂
ξ
SE
ξmaxSE )⊗
H
... ⊗{
✘
✘
✘
✘
✘❳
❳
❳
❳
❳
T̂
ξ
SE
ξmaxSE}sp1⊗ ...⊗{·}sr ⊗S T1¯(T̂ξK¯E ξmax K¯E )⊗
H
...⊗{
✘
✘
✘
✘
✘❳
❳
❳
❳
❳
T̂
ξ
K¯E
ξmax K¯E }kp2⊗...⊗{·}kr
Figure 5. The visualization of the action pT1⊗ST1¯ on the tensor product K̂
ξ
π.
Then we get a new partition π˜ ∈ P⊗SE;ε(n) by adding 1 to SE, 1¯ to K¯E (with the first arc
(1, sp1) and (1¯, kp2)) and creating two blocks in BlockE(π˜). Now the minimums of newly created
blocks are 1 and 1¯ and so we can calculate the change in the statistic generated by the new arc
in Case 2, because new arcs cannot be covered or be to the right of some arc. This situation is
also compatible with changes inside the tensor product, i.e.
T̂
ξ
(1,S)E
ξmaxSE = T1(T̂
ξ
SE
ξmaxSE) and T̂
ξ
(1¯,K¯)E
ξmax K¯E = T1¯(T̂
ξ
K¯E
ξmax K¯E)
We now present the final step. First, let us notice that for ε ∈ {1, ∗, E}n we have
ϕ
(
A
ε(1)
ξ1⊗Sξ1¯ · · ·A
ε(n)
ξn⊗Sξn¯
)
=
∑
π∈P⊗S≥2,ε(n)
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])Kξπ(5.7)
Indeed, from equation (4.10) we see that the following condition must hold: K̂ξπ = Ω⊗SΩ¯. This
will happen if and only if BlockE(π) = ∅, which implies (5.7). If BlockE(π) = ∅, then Rξπ = Kξπ
so by taking the sum over all ε from equation (5.7), we see that
ϕ
((
X
λ1⊗Sλ1¯
ξ1⊗Sξ1¯ − λ1⊗Sλ1¯
) · · · (Xλn⊗Sλn¯ξn⊗Sξn¯ − λn⊗Sλn¯)) = ∑
π∈P⊗S≥2 (n)
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])Rξπ.
We also see that
ϕ
((
X
λ1⊗Sλ1¯
ξ1⊗Sξ1¯ − λ1⊗Sλ1¯ + λ1⊗Sλ1¯
) · · · (Xλn⊗Sλn¯ξn⊗Sξn¯ − λn⊗Sλn¯ + λn⊗Sλn¯))
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by equation (5.7), we get
=
∑
ν⊂{1,...,n}
[∏
i∈ν
λiλi¯
∑
π∈P⊗S≥2 ([n]\ν)
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])Rξπ
]
.

6. Application to the Le´vy process
The main goal of this section is to investigate a new class of noncommutative Le´vy processes.
To make it clear, we use the following Anshelevich [3] notation.
Here 1I is the indicator function of the set I, considered both as a vector in L
2(R+) and
a multiplication operator on it. Let K be a Hilbert space, and let H be the Hilbert space
L2(R+, dx)⊗K. Let ξ ∈ K, and let T be an essentially self-adjoint operator on a dense domain
D ⊂ K so that D is equal to the linear span of {T nξ}∞n=0; moreover ξ is an analytic vector
for T . Let H = H⊗
S
H¯, where we assume that H¯ is a one-dimensional Hilbert space spanned
by such η that ‖η‖ = 1, T¯ = I and D = D⊗
S
H¯. Given a half-open interval I ⊂ R+ denote
pI(T ) = p(1I⊗T )⊗SI . For λ ∈ R and (1I ⊗ ξ)⊗Sη ∈ HR we define
pI(ξ⊗Sη, T, λ) := A(1I⊗ξ)⊗Sη +A∗(1I⊗ξ)⊗Sη + pI(T ) + |I|λ⊗S1.
We will call a process of the form I 7→ pI(ξ⊗Sη, T, λ) a quadrabasic Le´vy process or (q, t, v, w)-
Le´vy process.
Remark 6.1. (1). For t = w = 1, v = 0 this is indeed a q-Le´vy process in a sense of Anshele-
vich [3, 4].
(2). We assume T¯ = I for several reasons. Firstly, all theorems below are not true for general
T¯ . Secondly, cumulants in a general sense are not conditionally positive in a sense of Ham-
burger moment problem for the one-parameter moment-problems but maybe this analysis
can can be considered in the two-parameter case in the context of papers [26, 40, 48].
Definition 6.2. Denote by C〈x〉 = C〈x1, x2, . . . , xk〉 the algebra of polynomials in k formal
noncommuting variables with complex coefficients. We denote by δ0(f) the constant term of
f ∈ C〈x〉. While we take V to be k-dimensional, the same arguments will work for an arbitrary
V , as long as we use a more functional definition of a process, namely for f =
∑
aixi ∈ V , we
would define T (f) =
∑
aiTi, ξ(f) =
∑
aiξi, λ(f) =
∑
aiλi. We define a process
Xu(i)(Iv(i)) := pIv(i)(ξu(i)⊗Sη, Tu(i), λu(i)) for a multi-index u, v ∈ [1, . . . , N ]n.
Denote by X(s) the appropriate objects corresponding to the interval [0, s). We define the
functional M on C〈x〉 by the following action on monomials: M(1, s;X) = 1 and
M(xu, s;X) = ϕ
(
Xu(1)(s) . . .Xu(n)(s)
)
,
and extend linearly. We will call M(·, s;X) the moment functional of the process X at time s.
If we equip C〈x〉 with a conjugation ∗ extending the conjugation on C so that each x∗i = xi, it
is clear that M is a positive functional, i.e. M(ff ∗, s;X) ≥ 0 for all f ∈ C〈x〉.
In order to keep the essentially self-adjoint operators, we should make an additional assump-
tion on the family of operators {Tj}kj=1 (see [3, Subsection 2.5]). Moreover, we emphasize that,
since the second operator T¯ is bounded and self-adjoint no additional restriction on it are
necessary.
Assumption 6.3. Now fix a k-tuple {Tj}kj=1 of essentially self-adjoint operators on a common
dense domain D ⊂ V , Tj(D) ⊂ D, a k-tuple {ξj}kj=1 ⊂ D of vectors, and {λj}kj=1 ⊂ R. We
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will make an extra assumption that
∀i, j ∈ [1 . . . k], l ∈ N, u ∈ [1 . . . k]l,
Tuξi = Tu(1)Tu(2) . . . Tu(l)ξi is an analytic vector for Tj ,
and D = span
({
Tuξi : i ∈ [1 . . . k], l ∈ N, u ∈ [1 . . . k]l
})
.
(6.1)
Now we define the joint cumulants of X.
Definition 6.4. The cumulant corresponding to the partition π ∈ P⊗S(n), the block B =
(i1, . . . , ik) ∈ π|[n¯] and the sub-monomial x(B:u) := xu(i1) . . . xu(ik) is
R(x(B:u), s) :=
{
sλu(i1) if k = 1,
s〈ξu(i1), Tu(i2) . . . Tu(ik−1)ξu(ik)〉H if k ≥ 2.
Rπ|[n](xu, s;X) :=
∏
B∈π|[n]
R(x(B:u), s)
Sometimes for a one-dimensional process we will write
Rn(X(s)) = Rn(X(s), . . . ,X(s)︸ ︷︷ ︸
n times
).
In particular, we have
R1ˆn(xu, s;X) = s〈ξu(1), Tu(2) . . . Tu(n−1)ξu(n)〉H
i.e. the n-th joint cumulant of X at time s. Note that the functional R(·, s;X) can be linearly
extended to all of C〈x〉. We call this functional the cumulant functional of the process X at
time s.
An explicit formula for moments in terms of cumulants, involving the number of restricted
crossings and nestings of a partition follows from Theorem 5.6 and we have
M(xu, s;X) =
∑
π∈P⊗S(n)
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])Rπ|[n](xu, s;X).(6.2)
This is because all diagonal cumulants of order at least two from Definition 5.5 involved with
H¯ are equal to one.
Remark 6.5. We emphasize that the general algebraic notation of independence introduced by
Ku¨mmerer [34] (pyramidally independent increments) is not true for quadrabasic Le´vy process,
therefore we do not use this argument in our proof. Note that in the special case (q, 1, 0, 1)-Le´vy
process has this property which follows directly from equation (6.2).
6.1. Multiple stochastic measures. Rota andWallstrom [43] introduced the notion of partition-
dependent stochastic measures. Their approach unifies a number of combinatorial results in
probability theory, for example the Itoˆ multi-dimensional stochastic integrals through the usual
product measures, by employing the Mo¨bius inversion on the lattice of all partitions. We shall
show that, in our context, such an approach has also some potential.
Fix s > 0. For N and a subdivision of [0, s) into disjoint ordered half-open intervals I =
{I1, I2, . . . , IN}, let δ(I) = max1≤i≤N |Ii|. Fix a monomial xu ∈ C〈x1, x2, . . . , xk〉 of degree n.
Definition 6.6. The stochastic measure corresponding to the partition π ∈ P(n), monomial
xu and the subdivision I is
Stπ(xu, s;X, I) =
∑
v∈[1,...,N ]n
ker v=π
Xu(1)(Iv(1)) . . .X
u(n)(Iv(n)),
where n ∈ N. The stochastic measure corresponding to the partition π and the monomial xu is
Stπ(xu, s;X) = lim
δ(I)→0
Stπ(xu, s;X, I)
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if the limit, along the net of subdivisions of the interval [0, s), exists. In particular, denote by
∆n(xu, s;X) = St1ˆn(xu, s;X)
the n-dimensional diagonal measure.
Remark 6.7. If an element of X does not depend on u, i.e. this is a one-dimensional process,
then we write Stπ(s;X) and ∆n(s;X).
Proposition 6.8. For the monomial xu of degree n, we have
lim
δ(I)→0
ϕ
(
Stπ(xu, s;X, I)
)
=
∑
σ∈P⊗S (n)
σ|[n]=π
qrc(σ|[n])trnest(σ|[n])vrc(σ|[n¯])wrnest(σ|[n¯])Rσ|[n](xu, s;X)
Remark 6.9. We emphasize that the existence of the limit limδ(I)→0 Stπ(xu, s;X, I) is not
essential in Proposition 6.8.
Proof. By definition, we have to calculate
lim
δ(I)→0
∑
v∈[1,...,N ]n
ker v=π
ϕ
(
Xu(1)(Iv(1)) . . .X
u(n)(Iv(n))
)
.
Let us denote Rσ|[n](xu, I;X) := Rσ|[n](xu, 1;X)
∏
B∈σ|[n]
∣∣Iv(B)∣∣, where we write v(B) for any
v(i), i ∈ B. Using this and Theorem 5.6, with π ∈ P(n) we see that∑
v∈[1,...,N ]n
ker v=π
ϕ
(
Xu(1)(Iv(1)) . . .X
u(n)(Iv(n))
)
=
∑
v∈[1,...,N ]n
ker v=π
∑
σ∈P⊗S (n)
σ|[n]≤π
qrc(σ|[n])trnest(σ|[n])vrc(σ|[n¯])wrnest(σ|[n¯])Rσ|[n](xu, I;X)
=
∑
v∈[1,...,N ]n
ker v=π
∑
σ∈P⊗S (n)
σ|[n]=π
qrc(σ|[n])trnest(σ|[n])vrc(σ|[n¯])wrnest(σ|[n¯])Rσ|[n](xu, I;X)
+
∑
v∈[1,...,N ]n
ker v=π
∑
σ∈P⊗S (n)
σ|[n]<π
qrc(σ|[n])trnest(σ|[n])vrc(σ|[n¯])wrnest(σ|[n¯])Rσ|[n](xu, I;X)
=
∑
σ∈P⊗S (n)
σ|[n]=π
qrc(σ|[n])trnest(σ|[n])vrc(σ|[n¯])wrnest(σ|[n¯])Rσ|[n](xu, 1;X)
∑
v∈[1,...,N ]n
ker v=π
∏
B∈π
∣∣Iv(B)∣∣
︸ ︷︷ ︸
(I)
+
∑
v∈[1,...,N ]n
ker v=π
∑
σ∈P⊗S (n)
σ|[n]<π
∏
B∈σ|[n]
∣∣Iv(B)∣∣ qrc(σ|[n])trnest(σ|[n])vrc(σ|[n¯])wrnest(σ|[n¯])Rσ|[n](xu, 1;X)
︸ ︷︷ ︸
(II)
Let us observe that
s#π − n#π−1δ(I)#π ≤
∑
v∈[1,...,N ]n
ker v=π
∏
B∈π
∣∣Iv(B)∣∣ ≤ ∑
v∈[1,...,N ]n
∏
B∈π
∣∣Iv(B)∣∣ = s#π
and thus we have limδ(I)→0
∑
v∈[1,...,N ]n
ker v=π
∏
B∈π
∣∣Iv(B)∣∣ = s#π and so the term (I) converges to∑
σ∈P⊗S (n)
σ|[n]=π
qrc(σ|[n])trnest(σ|[n])vrc(σ|[n¯])wrnest(σ|[n¯])Rσ|[n](xu, s;X)
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Now we show that the limit of each of the remaining terms is 0. Indeed, if σ|[n] < π, then
#σ|[n] > #π, and so there exist at least two blocks in σ|[n] associated with the same indexes v.
We take the first of them and assume that the number of them is d. We may assume δ(I) < 1,
and thus for each fixed π the term (II) is bounded by
C
N∑
i=1
|Ii|d ≤ Cδ(I)sd−1,
where C is a constant independent of the subdivision I. Therefore such a term converges to 0
as δ(I)→ 0.

Corollary 6.10. For the monomial xu of degree n, the cumulant functional of the quadrabasic
Le´vy process X is given by
R1ˆn(xu, s;X) = limδ(I)→0
ϕ(∆n(xu, s;X)).
because if σ ∈ P⊗S(n) and σ|[n] = 1ˆn then σ = 1ˆn⊗S1ˆn¯; see Remark 3.3 (4).
6.1.1. The higher diagonal measures. In general we do not know how to calculate the partition-
dependent stochastic measures Stπ(X); indeed we do not expect a nice answer for a general
process. However, one element of it is known, namely, we can calculate all the higher diagonal
measures (this object appears in the functional Itoˆ formula for Le´vy processes).
Proposition 6.11. For a one-dimensional self-adjoint process X(s) = ps(ξ⊗Sη, T, λ) the n-
dimensional diagonal measure with n ≥ 2 exists in the L2-norm with respect to ϕ(·), and equals
∆n(s;X) = ps(T
n−1ξ⊗
S
η, T n,
〈
ξ, T n−2ξ
〉
).
Proof. Let Yn(I) = pI(T
n−1ξ⊗
S
η, T n, 〈ξ, T n−2ξ〉) be the process from the right-hand side of
above theorem. We will show that
lim
δ(I)→0
∥∥St1ˆn(s;X, I)−Yn(s)∥∥2 = 0.
First expand
[St1ˆn(s;X, I)−Yn(s)]2 = St21ˆn(s;X, I)− St1ˆn(s;X, I)Yn(s)−Yn(s)St1ˆn(s;X, I) +Y2n(s).
We will show that in the limit (as δ(I)→ 0) the first two factors of above expansion disappear.
We start with the first factor
ϕ
(
St2
1ˆn
(s;X, I)) = ϕ( ∑
v1∈[1,...,N ]n
v2∈[1,...,N ]n
ker v1=ker v2=1ˆn
X(Iv1(1)) . . .X(Iv1(n))X(Iv2(n)) . . .X(Iv2(1))
)
.
By Proposition (6.8) it follows that
δ(I)→0−−−−→
∑
σ∈P⊗S (2n)
σ|{1,...,n}={1,...,n}
σ|{n+1,...,2n}={n+1,...,2n}
qrc(σ|[2n])trnest(σ|[2n])vrc(σ|[2n])wrnest(σ|[2n])Rσ|[2n](s;X)
= R2n(X(s)) +R
2
n(X(s)).
Now we focus on the second factor, i.e.
ϕ
(
St1ˆn(s;X, I)Yn(s)
)
= ϕ
( ∑
v1∈[1,...,N ]n
v2∈[1,...,N ]
ker v1=1ˆn
ker v2=1ˆ1
X(Iv1(1)) . . .X(Iv1(n))Yn(Iv2(1))
)
.
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By Proposition (6.8) we have that each term in the expression above converges to
δ(I)→0−−−−→
∑
γ∈P⊗S (n+1)
γ|{1,...,n}={1,...,n}
γ|{n+1}={n+1}
qrc(γ|[n+k])trnest(γ|[n+k])vrc(γ|[n+k])wrnest(γ|[n+k])Rγ|[n+k](s;X,Yn).
By Definition 6.4 we observe that mixed cumulants of X(I) and Yn(I) are coincident in a sense
that for n ≥ 2 and k ≥ 0 we have
R
(
X(I), . . . ,X(I)︸ ︷︷ ︸
k times
,Yn(I)
)
= Rk+n
(
X(I)
)
.
So, the last limit expression reduces to R2n(X(s)) + R
2
n(X(s)). Hence, the first two factors
disappear and similarly we conclude for the two remaining elements. 
6.2. Generators. The analysis in this subsection is partially motivated by papers [3] and [44].
Definition 6.12. I. A functional ψ on C〈x〉 is conditionally positive if its restriction to the
subspace of polynomials with zero constant term is positive semi-definite.
II. We say that a functional ψ on C〈x〉 is a generators of (q, t, v, w)-Le´vy process if it is a
derivative of the moment functional at zero.
III. We say that the functional ψ is analytic if for any i and any multi-index u,
lim sup
n→∞
1
n
√
n!
ψ[(xu)
∗x2ni xu]
1/2n <∞.
Remark 6.13. The family of the moment functionals of a (q, t, v, w)-Le´vy process is determined
by its cumulant functional. Indeed, by equation (6.2), we have
M(xu, s;X) =
∑
π∈P⊗S (n)
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])s#Dblock(π)Rπ|[n](xu, 1;X),
which implies that this is a polynomial in s for π = 1ˆn⊗S1ˆn¯, and so by differentiating this
equality, we obtain
d
ds
M(xu, s;X)
∣∣∣
s=0
= R1ˆn(xu, 1;X) = 〈ξu(1), Tu(2) . . . Tu(n−1)ξu(n)〉H .
Proposition 6.14. A functional ψ is analytic and conditionally positive if and only if it is the
generator of the family of the moment functionals for some (q, t, v, w)-Le´vy process.
Proof. Suppose ψ is the generator of the family of moment functionalsM(·, s;X) for a (q, t, v, w)-
Le´vy process X(s). By Definition 6.12 we have ψ(xu) = R1ˆm(xu, 1;X), which is means that
the cumulant functional is conditionally positive indeed:
R1ˆn((xu)
∗xu, 1;X) =
∥∥Tu(1) . . . Tu(n−1)ξu(n)∥∥2H ≥ 0.
For xu of degree m we have
lim sup
n→∞
1
n
√
n!
ψ[(xu)
∗x2ni xu]
1/2n = lim sup
n→∞
1
n
√
n!
〈ξu(m)
1∏
j=m−1
Tu(j)T
2n
i
m−1∏
j=1
Tu(j)ξu(m)〉1/2n
= lim sup
n→∞
1
n
√
n!
‖T ni
m−1∏
j=1
Tu(j)ξu(m)‖1/n <∞
by Assumption 6.3.
Now suppose ψ is conditionally positive and analytic.
The first step in the proof is that of Anshelevich [3, Proposition 4.3] to show the existence of
Ti and space K (the proof is practically identical to that of this result and we provide an outline
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of the details for the reader’s convenience). Since ψ is positive then we can define semi-definite
inner product on the space C〈x〉 by
〈f, g〉ψ = ψ[(f − δ0(f))∗(g − δ0(g))].
Let Nψ = {a ∈ C | 〈a, a〉ψ = 0} and let K be the Hilbert space obtained by completing the
quotient C〈x〉/Nψ with respect to this inner product. Denote by ρ the canonical mapping
C〈x〉 → K, let D be its image, and for f, g ∈ C〈x〉 define the operator Γ(a) : D → D by
Γ(f)ρ(g) = ρ(fg)− ρ(f)δ0(g).
The operator Γ is well defined since, by the Cauchy-Schwartz inequality,
‖Γ(f)ρ(g)‖ψ = ψ[(g − δ0(g))∗f ∗f(g − δ0(g))] ≤ ‖ρ(g)‖ψ ‖f ∗f(g − δ0(g))‖ψ .
Clearly D is dense in K, invariant under Γ(a), and Γ(a) is symmetric on it if a is symmetric.
We definite λi = ψ[xi], ξi = ρ(xi), Ti = Γ(xi). Each Ti takes D to itself. By construction,
Γ(xi)ρ(xu) = ρ(xixu), and so
lim sup
n→∞
1
n
√
n!
‖T ni ρ(xu)‖1/nψ = lim sup
n→∞
1
n
√
n!
‖xni xu‖1/nψ
= lim sup
n→∞
1
n
√
n!
ψ[(xu)
∗x2ni xu]
1/2n <∞
since the functional ψ is analytic. Therefore each of those vectors is analytic for Ti, and
the linear span of these vectors is D. In particular, Ti is essentially self-adjoint on D. Let
H = H⊗
S
H¯ where H = L2(R+, dx) ⊗ K, H¯ is a one-dimensional Hilbert space spanned by
the η with norm one and D = D⊗
S
H¯. Finally, we can define the (q, t, v, w)-Le´vy process by
Xu(i)(s) = ps(ξu(i)⊗Sη, Tu(i), λu(i)) and by Remark 6.13 we obtain R(xu, 1;X) = ψ[xu]. 
6.3. Convolution. First, we introduce a product state which reduces to a usual (tensor) prod-
uct state, for q = t = w = 1 and v = 0 while for q = v = 0 and t = w = 1 it is the (reduced)
free product state.
Definition 6.15. I. For functional Φ on C〈x〉 we define the functional Ψ = Ψ(Φ) on C〈x〉
by induction
Ψ(xu) = Φ(xu)−
∑
π∈P⊗S(n)
π 6=1ˆn⊗S1ˆn¯
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])
∏
B∈π|[n]
Ψ(x(B:u))
and extend linearly. Let Φ1, Φ2 be functionals on C〈x1, . . . , xk〉 and C〈y1, . . . , yl〉, respec-
tively. On C〈xy〉 := C〈x1, . . . , xk, y1, . . . , yl〉 we define their product functional by rule
that mixed cumulants of independent quantities equal zero
Φ1 ×q,t,v,w Φ2 : C〈xy〉 → C
Ψ(Φ1 ×q,t,v,w Φ2)(xyu) 7→

Ψ(Φ1)(xyu) if xyu ∈ C〈x1, . . . , xk〉
Ψ(Φ2)(xyu) if xyu ∈ C〈y1, . . . , yl〉
0 otherwise.
II. We define IDq,t,v,w, i.e. the set of all infinitely divisible functionals on C〈x〉 by
IDq,t,v,w(k) : = {Φ : Φ(·) = M(·, 1;X)}
= {Φ : Ψ(Φ) is conditionally positive and analytic} .
From the definition above it is clear that R(·, s;X) = Ψ(M(·, s;X)).
Proposition 6.16. For Φ1 ∈ IDq,t,v,w(k) and Φ2 ∈ IDq,t,v,w(l), their product functional is a
state.
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Proof. The proof follows by direct construction. From Proposition 6.14 we know that there
exist processes X(i,1)(s) andY(i,2)(s) which may be identified with the (q, t, v, w)-Le´vy processes
whose distributions at time 1 are Φ1 ∈ IDq,t,v,w(k) on C〈x1, . . . , xk〉 and Φ2 ∈ IDq,t,v,w(l) on
C〈y1, . . . , yl〉, respectively. We will explain that we can choose these processes in such a way
that the product functional conditions are met. Let ξi,1⊗Sη ∈ V1⊗SH¯ and Ti,1⊗SI is an operator
on V1⊗SH¯ with domain D1 = D1⊗SH¯ . Similarly ξi,2⊗Sη ∈ V2⊗SH¯ and Ti,2⊗SI is an operator
on V2⊗SH¯ with domain D2 = D2⊗SH¯. We identify
ξi,1⊗Sη with (ξi,1 ⊕ 0)⊗Sη,
ξi,2⊗Sη with (0⊕ ξi,2)⊗Sη,
Ti,1⊗SI with
(
Ti,1 0
0 0
)⊗
S
I,
Ti,2⊗SI with
(
0 0
0 Ti,2
)⊗
S
I.
Let V = (V1⊕V2)⊗SH¯ and X(i,1)(s) = ps(ξi,1⊗Sη, Ti,1, λi,1), Y(i,2)(s) = ps(ξi,2⊗Sη, Ti,2, λi,2). By
Definition 6.4 we know that this identification does not change the mixed cumulants of X(i,1)(s)
and Y(i,2)(s). From this identification it follows that
ϕ(A1 . . . Ak+l) = Φ1 ×q,t,v,w Φ2(a1 . . . ak+l),
for all Ai ∈ {X(1,1), . . . ,X(k,1),Y(1,2), . . . ,Y(l,2)} and
ai =
{
xi if Ai ∈ {X(1,1), . . . ,X(k,1)}
yi if Ai ∈ {Y(1,2), . . . ,Y(l,2)}
.
Thus we prove that
Φ1 ×q,t,v,w Φ2 ∈ IDq,t,v,w(k + l).

6.3.1. (q, t, v, w)-convolution and the Le´vy-Hinchin representation. Now we consider the (q, t, v, w)-
Le´vy processes in the simplest case of one-dimensional K. We use the following notations in
this subsection:
(1) M denotes the space of finite positive Borel measures on R;
(2) MP ⊂M denotes the subset of probability measures;
(3) For µ ∈MP and n ≥ 1, we define a cumulant rn(µ) by
rn(µ) = mn(µ)−
∑
π∈P⊗S(n)
π 6=1ˆn⊗S1ˆn¯
qrc(π|[n])trnest(π|[n])vrc(π|[n¯])wrnest(π|[n¯])
∏
B∈π|[n]
r|B|.(6.3)
(4) Let τ ∈Mu ⊂M such that
lim sup
n→∞
1
n
√
n!
m
1/2n
2n (τ) <∞.
This condition means that a measure in Mu is uniquely determined by its moments.
Indeed Carleman’s theorem for moments (see [2]) states that the moment problem is
determined if the following condition holds:∑
n≥0
m
− 1
2n
2n (τ) =∞.
In our case m
−1/2n
2n (τ) ≥ Cn√n! for some C, so the conclusion follows. Equivalently, under
our assumption τ ∈ Mu ⇐⇒ there exists the operator T which has the distribution τ ,
with respect to the vector functional 〈ξ, ·ξ〉H and moreover, ξ is an analytic vector for
T .
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Definition 6.17. I. For τ ∈Mu such that the operator T has the distribution τ with respect
to the vector functional 〈ξ, ·ξ〉H and λ ∈ R we define an injective map
IF : R×Mu →MP ;
(λ, τ) 7→ µ such that µ is the distribution of p1(ξ⊗Sη, T, λ);
Let IF q,t,v,w(∗) := {IF(λ, τ) | (λ, τ) ∈ R × Mu}. We define the analog of the Le´vy-
Hinchin representation LHq,t,v,w : IF q,t,v,w(∗)→ R×Mu to be the inverse of IF(λ, τ).
II. For µ, ν ∈ IF q,t,v,w(∗), define their (q, t, v, w)-convolution µ ∗q,t,v,w ν by the rule that
LHq,t,v,w(µ ∗q,t,v,w ν) = LHq,t,v,w(µ) + LHq,t,v,w(ν).
Corollary 6.18. The (q, t, v, w)-convolution of two positive measures is positive, i.e.
IF(λ1, τ1) ∗q,t,v,w IF(λ2, τ2) = IF(λ1 + λ2, τ1 + τ2).
Finally, we present the relation between the convolution of measures and product states.
Proposition 6.19. For µ1, µ2 ∈ IF q,t,v,w(∗), and Φ1,Φ2 ∈ IDq,t,v,w(1) we have
(µ1 ∗q,t,v,w µ2)(xn) = (Φ1 ×q,t,v,w Φ2)((x1 + x2)n).
Proof. We use the representation described in the proof of Proposition 6.16 and obtain
M(xn, 1;Z) =M((x1 + y1)
n, 1; (X(1),Y(2))).
where Z = X(1) +Y(2), because rn(µZ) = rn(µX(1)) + rn(µY(2)). 
Corollary 6.20. (1). Let V = C, ξ = 1 ∈ V, T = 0 and λ = 0. Then the (q, t, v, w)-Brownian
motion is the process X(s) = ps(ξ⊗Sη, 0, 0). The distribution µ of X(s) is the (q, t, v, w)-
Gaussian distribution with parameter s, given by LHq,t,v,w(µ) = (0, sδ0).
(2). Let V = C, ξ = 1 ∈ V, T = I and λ = 1. The (q, t, v, w)-Poisson process is the process
X(s) = ps(ξ⊗Sη, I, s). The distribution µ of X(s) is the (q, t, v, w)-Poisson distribution
with parameter s, given by LHq,t,v,w(µ) = (s, sδ1).
7. Concluding Remark
Finally, we summarize our conclusions and contributions and give some perspectives for
future research directions.
(1). The construction presented in this article can be extended for Skn with multipolar Hermite
orthogonal polynomial of the type
xPn(x) = Pn+1(x) + [n]·,· . . . [n]·,·︸ ︷︷ ︸
k times
Pn−1(x).
In these cases combinatorics and partitions are of the same type as those described in
Section 3, except in the limit case because then the measure is not necessarily uniquely
determined, for example when Pn(x) = Pn+1(x) + n
3Pn−1(x).
(2). Let Pn be a family of orthogonal polynomials. One standard combinatorial task is to calcu-
late the linearization coefficients, when we are interested in the expectations ϕ(Pn1Pn2 . . . Pnk).
The name stems from the fact that these are the coefficients in the expansion of products
of this type in the basis Pn, that is, expansions as the sums of orthogonal polynomials.
Many of these coefficients are positive integers, and so they count something ; see [5, 6].
We expected that for t = w = 1, we can obtain a nice result for the polynomials (1.1) by
using diagonal pair partition because just one crossing plays a role.
(3). It is worth to find the central limit theorem for the quadrabasic Gaussian operator as in
[11]. Our initial investigation shows that this problem is nontrivial.
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