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Abstract. Objective: In recent years, ICA has been one of the more popular
methods for extracting event-related potential (ERP) at the single-trial level. It is
a blind source separation technique that allows the extraction of an ERP without
making strong assumptions on the temporal and spatial characteristics of an ERP.
However, the problem with traditional ICA is that the extraction is not direct and
is time-consuming due to the need for source selection processing. In this paper,
the application of an one-unit ICA-with-Reference (ICA-R), a constrained ICA
method, is proposed. Approach: In cases where the time-region of the desired
ERP is known apriori, this time information is utilized to generate a reference
signal, which is then used for guiding the one-unit ICA-R to extract the source
signal of the desired ERP directly. Main Results: Our results showed that, as
compared to traditional ICA, ICA-R is a more effective method for analysing
ERP because it avoids manual source selection and it requires less computation
thus resulting in faster ERP extraction. Significance: In addition to that, since
the method is automated, it reduces the risks of any subjective bias in the ERP
analysis. It is also a potential tool for extracting the ERP in online application.
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1. Introduction
Event related potentials (ERPs) are electrical activities
in the brain that occur milliseconds to a few hundred
milliseconds after a specific internal or external event
occurs [1, 2]. They index the chronological neural
processes that are responsible for how a human
senses, perceives, recognizes and reacts towards an
event. In electroencephalography (EEG), ERPs often
appear as a series of positive and negative peaks each
with a distinct scalp distribution and specific range
of occurrence time following stimulus onset. Since
each ERP reflects different mental states within the
brain, they are useful in studying the underlying
neurocognitive mechanisms and provide a means of
assessing different neurological disorders [3].
The traditional method for analyzing ERPs
usually begins with segmenting an EEG recording into
trials/epochs according to the stimulus onset. Since
ERPs have relatively small amplitudes compared to
the on-going background EEG activities and noise
artifacts, it is common to apply a trial-averaging
technique to suppress the random signals that are not
time-locked across trials. As such, the signals can be
smoothed and the overall representation of the ERPs
can be obtained [3, 4, 5, 6]. However, there are a
few drawbacks with the aforementioned trial-averaging
technique. Firstly, trial-averaging assumes the ERP
waveforms are invariant across trials. This assumption
however, is not valid because numerous findings have
suggested that ERPs can vary greatly even under
the same stimulus condition [7, 8]. For example,
a person’s physiological conditions, such as mental
fatigue, habituation and attentiveness can contribute
towards trial variations in the ERPs [9]. Secondly, the
trial-averaging technique inhibits trial-to-trial analysis
where important information, which may reflect the
changing pattern of ERP amplitude and latency across
trials, is lost due to the averaging process.
Since the time course of the ERP often provides a
richer and more valuable picture of the neural activity,
the ability to examine the dynamics of ERPs at single-
trial level is always desired. For this reason, various
approaches have been proposed for robust single-trial
ERP extraction. These techniques can be divided into
two main types: single-channel and multi-channel ERP
extraction. Single-channel methods usually involve de-
noising and decomposition of a temporal signal from
a selected EEG channel. For example, wavelet de-
noising methods have been introduced in previous
research [10, 11] to remove the spontaneous EEG
allowing the desired ERP to be reliably estimated. A
framework which treats each EEG epoch as a linear
combination of multiple ERP waveforms and on-going
activity has been proposed as an alternative where
the latency, waveform and amplitude of each ERP are
estimated with the assumption that the waveform of
each ERP is invariant across trial [12, 13]. In addition,
applying a subspace-regularized least square method
with Gaussian-shaped basis function to recover the
ERP waveform from each trial has been suggested in
[14].
Single-trial single-channel extraction methods
remain important in ERP studies. However, as modern
EEG recordings are often flooded with large amounts
of data from different electrodes on the scalp, it is
increasingly important to utilise the available spatial
information to provide a better and more accurate
extraction of the ERP-of-interest. For this reason,
different multi-channel ERP techniques have been
proposed to fully utilize the signals from all available
EEG channels. A few notable techniques in this area
include: multi-channel estimation using predefined
template [15, 16, 17], principal component analysis
(PCA), sparse decomposition [18], and independent
component analysis (ICA) [19]. Of these techniques,
ICA is perhaps one of the more successful techniques
and has been used extensively in multi-channel ERP
analysis. Its successful use in single-trial ERP analysis
has been demonstrated in [20, 21, 22]. Futhermore,
the implementation of ICA for ERP extraction also
contributed to a remarkable breakthrough in early
P300-BCI application [23]. However, the extraction
of ERP using ICA is not always straightforward
because traditional ICA recovers all of the independent
source signals from the mixtures simultaneously. After
decomposition, a further source selection is still
required before the desired ERP can be studied.
Although several refinements towards traditional ICA
have been suggested, such as limiting the number
of channels [24], performing clustering after ICA
decomposition [25, 26] and isolating irrelevant sources
based on prior information [27], the main shortcoming
of these methods is that full ICA decomposition is
still required while the selection of sources are made
a posteriori.
Since not all source signals are eventually of
interest, one of the increasingly popular methods
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is the application of constrained ICA (cICA). cICA
is an extension of traditional ICA. It attempts to
perform signal extraction and source selection jointly
by adding prior information as a constraint. As
such, it enables ICA to output one or a subset of
relevant independent source signals directly. cICA
comes in various forms depending on the way a prior
information is integrated as a constraint. In [28, 29], a
general spatially-constrained ICA (scICA) framework
is proposed, based on modifications to traditional
ICA. The only difference is that during initialization
and re-estimation, there are additional steps where
prior spatial information is directly injected to either
construct or alter a specific column in a demixing
matrix. The scICA is particularly useful when spatial
information of a source signal is well-defined. As
such, during source estimation, it is not subject
to waveform-based spatial information updates on
demixing matrix. An example of the use of scICA
is removing eye-blink signal from raw EEG signals
[28, 29]. However, although scICA can output the
desired source signal directly, the method still requires
full ICA decomposition which is time-consuming and
thus less desirable.
In contrast, other cICA methods that avoid full
ICA decomposition have also been proposed. In [30],
a method called Functional Source Separation (FSS)
was developed to extract single-trial visual evoked
potentials from an EEG-fMRI dataset. In FSS, by
knowing that the desired ERP occurs at a specific
time region, a new constraint function is developed
to ensure the extracted source signal has higher
averaged amplitude at the predefined time region when
compared to the pre-stimulus baseline. However,
in FSS, this constraint is added ad hoc and not
optimised. In [31], a general temporally-constrained
ICA framework is developed to utilize prior temporal
information to guide the extraction. The temporal
information usually comes in the form of reference
signals so that the closeness between an extracted
source signal and the reference signals can be computed
and further used to constrain the outcome of an ICA.
For this reason, temporally-constrained ICA is also
known as ICA-with-reference (ICA-R) [31, 32]. ICA-
R has been successfully applied in various biomedical
signal processing applications, such as artifact removal
[32] and rhythmic activities extraction [33, 34].
Since it is usually a requirement that the
extracted ERP signal exhibits certain characteristics
in its temporal waveform, this paper presents an
implementation of one-unit ICA-R that employs a
designated reference signal to extract the desired ERP
directly. The advantages of using the proposed one-
unit ICA-R are: (i) The method is data-driven and
only requires time-range of a desired ERP as input,
(ii) It is computationally more attractive since full ICA
decomposition is not required.
The organization of this paper is as follows; the
procedure for implementing the one-unit ICA-R is
described in Section 2.2. As the successful application
of ICA-R relies heavily on the design of the reference
signal, new ways of generating the reference signal
are described in Section 2.3. In Section 3, the
performance of the one-unit ICA-R with the proposed
reference signals is examined in a simulation study.
Section 4 then examines the proposed ICA-R on a
real ERP dataset collected from the traditional oddball
paradigm before conclusions are drawn in Section 5.
2. Proposed method
2.1. Traditional ICA
Traditional ICA is a blind source separation technique
which aims to recover a set of source signals s(t) from
a set of observed signals x(t) [35]:
x(t) = As(t) (1)
where x(t) is a Ne × 1 vector representing measure-
ments from Ne channels, s(t) is a Ns × 1 vector rep-
resenting Ns EEG source signals and A is a mixing
matrix with dimension Ne ×Ns. Here, the source sig-
nals s(t) is assumed to have zero-mean and with unit
variance.
Suppose the EEG source signals are all temporally
independent‡ and spatially-fixed such that the mixing
matrix A is time-invariant [19, 36]. The objective of
ICA is to find a time-invariant Ns × Ne demixing
matrix W such that the recovered source signals y(t)
are maximally independent:
y(t) = ŝ(t) = W>x(t) (2)
Most traditional ICA performs the extraction by
first decomposing the raw EEG signals simultaneously
into a number of source signals that equal the number
of EEG channels. For EEG recordings that have a large
number of EEG channels, this means the extraction
and selection of the desired source signals can be a
time-consuming and complex process.
2.2. One-unit ICA-R
In situations where the ERP-of-interest is known
beforehand, it seems a more efficient method is to apply
the one-unit ICA-R since it requires only one reference
signal and hence yields only one extracted signal [31].
In the literature, the ICA implementation that
aims to extract only one source signal is usually known
‡ Temporal independence means that there is no higher-order
as well as second-order correlations between the time courses of
two or more different signals.
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as one-unit ICA [37]. The optimization problem that
defines the one-unit ICA is formulated as follows:
max
w
J(w) = [〈G(y(t))〉 − 〈G(v(t))〉]2 (3)
where J(w) is a contrast function known as approxi-
mated negentropy as proposed by [35], y(t) = w>x(t)
represents the extracted signal, w is the spatial filter,
v(t) is a zero mean and unit variance white Gaussian
random signal, G(.) is a convex non-quadratic function
(a number of practical functions for G(.) are also sug-
gested by [35]) and the time average operator 〈z(t)〉 is
given by 1Nt
∑
t z(t) where Nt is the total number of
time samples.
However, when using the above one-unit ICA
method, the extracted signal, which is maximally
independent, is not guaranteed to be the desired source
signal [31]. Thus, to guide the extraction, some prior
information of the desired signal is required. One
of the prior information that can be provided is a
reference signal r(t). This subsequently leads to the
one-unit ICA-R [31]. The constrained optimization




J(w) = [〈G(y(t))〉 − 〈G(v(t))〉]2
subject to g(w) = ε(y(t), r(t))− ξ ≤ 0
h(w) = 〈y2(t)〉 − 1 = 0 (4)
where ε(y(t), r(t)) is a closeness measure between
y(t) and r(t) while ξ defines the threshold of the
closeness measure, and h(w) is a constraint that
ensures the output y(t) has unit variance. In [31],
the constrained optimization problem (4) was solved
through an augmented Lagrangian approach, with the
inequality constraint g(w) transformed into equality
constraint through the introduction of a slack variable.
As such, a Newton-like learning algorithm can be
derived to solve problem (4).
In general, one-unit ICA-R relies on the closeness
constraint g(w) to force the algorithm to search for an
independent source signal that is nearest to a given
reference signal. As the iterative learning process
proceeds, the closeness constraint g(w) is relaxed and
eventually becomes inactive whenever the estimate of
the independent source signal is drawn into the region
where the distance between the estimated source signal
and reference signal is less than threshold ξ [31]. For
this reason, besides the design of a reference signal, ξ is
an important parameter that ensures ICA-R converged
to the correct source signal. The value of ξ depends
on the choice of the closeness measure ε(y, r). In the
case where mean square error (MSE) is used, if ξ is
chosen to be too large, there may exist multiple source
signals whose closeness measures fulfill the threshold
condition. As a result, the ICA-R may not converge to
the desired source signal successfully. In contrast, if ξ
is too small, the algorithm may fail to converge. Thus,
ξ should be selected carefully to ensure the one-unit
ICA-R works effectively [31, 33].
In this work, the following measures were taken
when one-unit ICA-R is applied:
• Mean square error (MSE) is chosen as the
closeness measure where ε(y(t), r(t)) = 〈[y(t) −
r(t)]2〉. As detailed in Section 3.2.5, we observed
in our case studies that the threshold does not
have any significant impact on the performance of
one-unit ICA-R. Unless mentioned, the threshold
ξ is selected to be 10−3 throughout this paper.
• G(.) = log(cosh(.)) is selected as the convex non-
quadratic function [35].
• Centering and pre-whitening are applied as a
signal pre-processing step throughout this study
before applying ICA-R [35]. The reason for
applying pre-whitening is that it reduces the
number of parameters to be estimated and can
make the algorithm converged faster [34].
• The scalp distribution, or mixing vector a of
the extracted signal§ is estimated through the





2.3. New reference signal design for ERP applications
The reference signal plays a vital role in one-unit
ICA-R. It has to be constructed carefully so that
it incorporates the appropriate prior information.
Previous studies have shown that the reference signal is
not required to be exactly similar to the desired signal,
provided that it carries the important characteristics
of the desired signal. One of the common methods to
generate the reference signal is to create a synthetic
signal that represents the time location of the desired
signal. For example, to extract rhythmic activities,
such as fetal ECG from the maternal ECG, a
rectangular pulse train whose frequency is similar to
the fetal ECG can be used [34]. Alternatively, if
the desired signal is strong and readily observed in
a certain EEG channel, a reference signal can be
constructed by converting the signal segment that
exceeds a given detection threshold into a series of
rectangular pulses that represent the time location of
the desired signal [32]. Unfortunately, these methods
are not applicable for ERPs, since ERPs are weak and
§ In traditional ICA, under the square mixing assumption (i.e
Ne = Ns), the resultant W is an invertible square matrix
that also represents the mixing matrix A when it is inverted.
The column vectors of A potentially convey the topographic
information of a source signal. However, unlike traditional ICA,
this scalp distribution of the extracted source signal cannot be
obtained by inverting w from the ICA-R.
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non-periodic. Therefore, a new way of generating the
reference signal is required for ERP application.
2.3.1. Fixed reference signal The major problem in
generating a reference signal for the desired ERP is
to determine the ERP time region of each individual
trial. In practice, these ERP time regions are very
difficult to obtain even by a simple threshold. Thus,
one of the more feasible solutions is to estimate the
ERP time region from the trial-averaged signal and
assume that the desired ERP in all trials reside mainly
in the estimated time region.
The first reference signal r1(t) proposed for our
one-unit ICA-R is constructed based on the above idea.
Suppose the input signal x(t) of the one-unit ICA-R is
taken from a large segment of the multi-channel EEG
recording and may contain target and non-target trials.
Let tk be the stimulus onset of the k-th target trial, and
the time interval [tstart, tend] is the ERP time region
estimated from the trial-averaged target signal. The
first reference signal r1(t) is constructed by generating
a series of rectangular pulses on [tstart, tend] after the
stimulus onset tk of each trial:
r1(t) =
{
1 for t ∈ T
0 otherwise
(6)
where the set T = ∪
k
[tk+tstart, tk+tend] represents the
overall estimated ERP time region [See Fig. 1(a)].
2.3.2. Discriminative-based reference signal The
underlying ERPs are unlikely to be stationary across
trials. As a result, the mismatch information in
r1(t) may prevent one-unit ICA-R from extracting the
desired source signal accurately. Since the ERPs are
non-stationary, we proposed a new type of reference
signal to identify the trial-to-trial variations in the
ERP.
In EEG recordings, each ERP usually exhibits
a unique scalp distribution that occurs at a specific
time interval after stimulus onset [3, 4]. Motivated
by this consistent finding, we propose the application
of a discriminative-based spatial filter to generate
the reference signal. In general, the idea of a
discriminative-based spatial filter is similar to the
work by Blankertz et al. [40, 41] and Lee et al.
[42]. Firstly, a spatial filter is trained to learn the
differences between scalp distribution of the desired
ERP and the background EEG/ERP. Secondly, by
applying the spatial filter on the EEG recordings, a
signal that reflects the activation time of the desired
ERP is produced. In this work, this signal is used as a
reference signal to guide the one-unit ICA-R.
The procedure to obtain the discriminative-based




























Figure 1: Procedure for generating different types
of reference signal for ERP extraction. (a) the
fixed reference signal r1(t), (b) the discriminative-
based reference signal r2(t) and its reshaped version
r3(t). Note that the negative training samples do
not necessarily have to be taken only from non-target
condition.
(i) Those multi-channel measurement vectors with
time indices within the set T , i.e. x(t)|t∈T , are
taken as the positive training samples while the
remaining measurement vectors are taken as the
negative training samples.
(ii) Let the sets T1 and T2 contain, respectively, the
time indices of the positive class and those of the
negative class where T1 = {t ∈ T } and T2 = {t /∈
T }. Let T1 and T2 be the number of elements in
T1 and T2, respectively. The two Ne × 1 vectors
which represent the mean spatial distribution of







x(t), c = 1, 2 (7)







(x(t)−µc)(x(t)−µc)>, c = 1, 2(8)
(iii) Based on these training samples, the discrimina-
tive spatial filter wd can be obtained as:
wd = S
−1
w (µ1 − µ2) (9)
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where by accounting for the prior class probability,




(T1S1 + T2S2) (10)
(iv) By applying the discriminative spatial filter, the




d x(t)− b, 0) (11)
where the threshold of the spatial filter b is given
as:
b = w>d (µ1 + µ2)/2 (12)
It should be noted that as shown in Fig. 1, the
way of training the discriminative-based spatial filter
is slightly different from the approach mentioned in
[40, 41]. The method in [40, 41] is restrictive in the
sense that the negative training samples are taken
from the same time region of the opposite experiment
condition. This type of discriminative spatial filter can
only be trained on certain type of ERPs (e.g. P300
[5]) whereby the desired ERP appears on one condition
but not the other. In contrast, the negative training
samples in our method are taken from any time region
that is not included by T regardless of the experiment
condition. Thus, the method described in Section 2.3.2
can be used on different types of ERPs. In fact, loosely
speaking, as shown in Section 4, it can also work on
other type of EEG activities such as eye-blinks as long
as the desired signal has an unique spatial pattern over
certain time region.
2.3.3. Binary form of discriminative-based reference
signal In practice, the rectangular pulse train is often
selected for constructing the reference signal for ICA-
R. Thus, for comparison, a third reference signal r3(t)








3.1. Semi-simulated EEG data
In this section, our first objective is to examine whether
the one-unit ICA-R could be used to extract the
desired ERP directly. After which, the next objective
is to understand which of the three reference signals
proposed in Section 2.3 would be most suitable for the
one-unit ICA-R.
In practice, examination of the ERPs is usually
challenging because 1) ERPs vary across trials, 2)
they are easily contaminated by background EEG
activities and 3) the recorded dataset is usually a
massive spatio-temporal matrix that contains at least
32 EEG channels and span over at least 50 trials. To
replicate this scenario, the simulation study will be
carried out on semi-simulated ERP datasets which are
generated by mixing synthetic ERPs with real EEG
background noises. Mathematically, the linear EEG
model for generating the semi-simulated ERPs is given
as follows:







where ai is the mixing vector, si(t) is the simulated
source signal of i-th ERP and α is a scaling factor
that adjusts the channel-averaged signal-to-noise ratio
(SNR) between xERP(t) and xEEG(t). The background
EEG noise xEEG(t) is taken from a recording of a
subject who was instructed to sit and watch a movie
for 40 mins.
ERPs often appear as a series of positive and
negative peaks, with each peak representing different
scalp distribution and appearing at different time range
following stimulus onset. For this reason, firstly,
assuming a sampling frequency of 1 kHz, four source
signals si(t) are generated to represent four different
types of ERPs. Each source signal contains a series of
100 ERPs, with each ERP appearing in every 1000 time
samples. In other words, the inter-stimulus interval is
assumed to be 1000 ms. Secondly, every ERP in each
si(t) is generated as a Gaussian pulse:







where ci,k, τi,k and δi,k are the peak amplitude, latency
and width of the k-th ERP respectively in i-th source
signal. Table 1 summarizes the parameters used
to generate different ERPs, where στ is the latency
standard deviation of ERPs in s4(t), while [v1, v2]
denotes a uniformly distributed variable between value
v1 and v2.
Table 1: Parameters used to generate different ERP
source signals si(t)
Parameters s1(t) s2(t) s3(t) s4(t)
ci,k [0, 1] [-1, 0] [0, 1] [0, 1]
τi,k (ms) 50 ± 5 150 ± 5 250 ± 5 650 ± στ
δi,k (ms) [10, 20] [10, 20] [10, 20] [50, 100]
In terms of ai, the mixing vector for every ERP is
fixed across trials. However, in each simulated dataset,
they are randomly generated with uniform distribution
[0,1] to represent different scalp distributions. The
parameters in Table 1 are selected in such a way that
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s1(t), s2(t) and s3(t) represents the sensory ERPs
which tend to appear earlier after stimulus onset,
have narrower waveform and smaller latency variations
while s4(t) represents the cognitive ERP which tend to
appear much later and has broader waveform [1].
In terms of xEEG(t), it was collected from a 40-
channel NuAmps EEG system (34 EEG channels, 2
reference channels and 4 EOG channels). As a pre-
processing step, the EEG signals were bandpass filtered
between 0.5 Hz - 35 Hz while eye-blinks were removed
using the method of [32] by taking the electrode
VEOG as a reference. For each simulation run, a
semi-simulated EEG segment x(t) was generated by
adding xERP(t) into the real EEG signal xEEG(t), with
channel-averaged SNR between xERP(t) and xEEG(t)
adjusted based on the type of the experiment. For
evaluation, the performance of the proposed ICA-R
is examined based on its ability to extract the ERP
source signal s4(t). The main reason of choosing source
signal s4(t) is that the ERPs in s4(t) are further away
from those ERPs in s3(t) so it allows us more flexibility
in adjusting στ and further study the impact of latency
variations have on the design of the reference signals.
Two main experiments were carried out in this
study. Experiment 1 involves testing 11 different values
of στ ranging from 0 ms to 100 ms, with SNR set
to 0 dB. Meanwhile, Experiment 2 involves testing 7
different levels of SNR, ranging from -15 dB to 15 dB,
with στ set to 50 ms. In these two experiments, 250
different semi-simulated signals were generated for each
value of στ and SNR.
To recover the simulated source signal, the one-
unit ICA-R was applied to each semi-simulated signal
with the three different reference signals r1(t), r2(t)
and r3(t). During the training of the one-unit ICA, the
estimated ERP time region T was set between 575 ms
and 725 ms after each stimulus onset. The extraction
quality of the proposed one-unit ICA-R was examined
by measuring the performance index (PI) as defined
below [33]:
PI = −10log10〈[s4(t)− y(t)]2〉 (16)
To use this metric, both the simulated source signal
s4(t) and extracted signal y(t) were normalised to be
zero mean with unit variance. This metric can be
seen as the inverse of the MSE that describes the
similarity between the simulated source signal and
the extracted signal in decibel (dB). Generally, values
larger than 20 dB indicate good extraction quality [33].
In this study, to serve as a baseline comparison, three
different traditional ICA methods namely extended-
Infomax ICA [45, 44], negentropy-based FastICA [35]
and JADE [46] were selected. The implementation
of Infomax and JADE ICA methods are taken from
the well-known EEGLAB toolbox [47] while FastICA
method was taken from FastICA toolbox [48]. For
traditional ICA, their performances were evaluated by
choosing the source signal with the highest PI‖.
3.2. Results and discussion
3.2.1. Qualitative assessment Fig. 2 illustrates the
example of signals at different stages of the simulation
study. Fig. 2(a)–(d) represents the simulated source
signals s1(t), s2(t), s3(t) and s4(t). Fig. 2(e) shows the
semi-simulated mixed signals x(t). Fig (f)–(h) show
the reference signals r1(t), r2(t) and r3(t) generated
for this set of mixed signals, while their corresponding
extracted signals y(t) with ICA-R are shown in Fig.
2(j)–(l) respectively. In addition, Fig. 2(i) represent
the targeted source signal s4(t) which is normalised
to have zero-mean and unit variance. From these
figures, it can be observed that one-unit ICA-R is
robust against the design of the reference signal, since
the results show that all reference signals managed to
guide the one-unit ICA-R to extract the desired source
signal effectively. However, in terms of the amplitude
range, the extracted signals vary slightly from the
original source signals, mainly because of the scaling
ambiguity and the zero-mean and unit-variance source
signal assumption [35]. In any event, the extracted
signals closely resemble the normalised source signal,
as observed in Fig. 2(j)–(l). In addition, from these
figures, it can be observed that the signal from r2(t)
resembles the normalised source signal the closest. By
examining the temporal waveform of each reference
signal, it can be seen that the performance difference
in extraction is caused mainly by the characteristic of
the reference signal, as shown in Fig. 2(f)–(h).
To examine the characteristic of each reference
signal in greater detail, 2D graphs were plotted in Fig.
3 to reveal how each reference signal acts at the single-
trial level. By dividing the signals into trials and sorted
them according to the peak latencies, each plot in Fig.
3(a) shows one of the 250 simulated source signals s4(t)
with varying peak amplitudes, latencies and widths.
The corresponding responses given by each reference
signal were shown in Fig 3(b)–(d). In Fig. 3(b),
it is easily observed that the fixed reference signal
r1(t) does not change with respect to any amplitude
and latency fluctuations. In contrast, due to the
ability of the discriminative spatial filter to learn the
difference between the relevant ERP and irrelevant
EEG/ERP time regions, Fig. 3(c) and (d) show that
both reference signals r2(t) and r3(t) managed to pick
up the changes in the ERP peak latencies and adapted
their waveforms accordingly.
‖ Traditional ICA decomposes the ERP data into a number of
source signals equal to the number of EEG channels. As a result,
source selection is necessary before the ERP-of-interest can be
studied.
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Figure 2: (a)–(d) a segment of source signals s1(t), s2(t), s3(t), s4(t); (e) semi-simulated signal x(t); (f)–(h) the
reference signals that were used to recover s4(t); (i) the normalized targeted signal s4(t); (j)–(l) the resultant




























































































































Figure 3: Visualization of different signals sorted at single-trial level. (a) The examples of simulated ERPs with
varying peak amplitude, width and also different levels of latency variation στ (plotted in different columns);
(b)-(d) The responses given by the reference signal r1(t), r2(t) and r3(t) respectively. For all plot, the y-axis
represents the trial number and the x-axis gives the time in second. The color intensity shows the amplitude of
a signal.
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Figure 4: Performance Index PI of different ICA
algorithms under different στ when SNR = 0 dB



















Figure 5: Performance Index PI of different ICA
algorithms under different SNR when στ= 50 ms
3.2.2. Quantitative examination Fig. 4 and 5 shows
the averaged PI scores achieved by the different ICA
methods when different latency variations στ and SNR
are encountered in the ERPs respectively. Meanwhile,
the overall PI scores achieved by different methods in
these two experiments are tabulated in Table 2 and 3.
When comparing the different reference signals,
the results in both Fig. 4 and 5 show that the adaptive
ability of reference signals r2(t) and r3(t) provides the
one-unit ICA-R with a better overall performance in
extraction. Specifically, in both experiments, r2(t)
achieved the best performance, followed by r3(t) and
r1(t). The signal quality extracted by using r2(t) is
also better when compared to the traditional Infomax-
based ICA. The finding that r2(t) is superior is similar
to the findings based on pure simulated signals [49],
in which, the one-unit ICA-R may outperform the
traditional ICA when the reference signal is designed
correctly. Interestingly, a comparison between r2(t)
and r3(t) also shows that the conventional approach
of using rectangular pulses in the reference signal r3(t)
does not guarantee a better extraction performance.
From the analysis, it can be concluded that it may
be important to include the amplitude variation of the
ERPs in the design of the reference signal.
Table 2: Average PI under different στ when SNR = 0
dB
Method Reference signal PI (dB)
one-unit ICA-R r1(t) 15.04 ± 1.78
r2(t) 23.63 ± 0.56
r3(t) 21.56 ± 1.23
Infomax ICA 18.31 ± 0.07
FastICA 12.53 ± 0.08
JADE 12.52 ± 0.06
Table 3: Average PI under different SNR levels when
στ=50ms
Method Reference signal PI (dB)
one-unit ICA-R r1(t) 15.08 ± 1.07
r2(t) 22.45 ± 3.21
r3(t) 20.76 ± 2.56
Infomax ICA 17.48 ± 1.60
FastICA 12.11 ± 0.69
JADE 12.04 ± 0.89
To understand the computational efficiency of
different ICA methods, a further test is performed
by measuring the convergence time spent by each
ICA method on the semi-simulated signals under the
condition of στ = 50 ms and SNR = 0 dB for 250
times. For this test, a CPU with an Intel Core i7 4770
3.4 GHz processor and 16 Gb memory RAM was used
as the test bench. The convergence time required by
different ICA methods was tabulated in Table 4.
Table 4: Average convergence time per run when SNR
= 0 dB and στ=50ms
Method Reference signal Seconds
one-unit ICA-R r1(t) 0.73 ± 0.06
r2(t) 0.12 ± 0.06
r3(t) 0.58 ± 0.02
Infomax ICA 24.04 ± 51.21
FastICA 126.05 ± 59.81
JADE 24.05 ± 5.07
As shown in Table 4, for simulated data that
contain 34 channels and 100,000 time samples, all three
variants of the proposed one-unit ICA-R only takes an
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average of less than 0.8 s to converge and complete the
extraction. Among the reference signals, the ICA-R
that uses r2(t) was the most efficient, followed by r3(t)
and r1(t). In contrast, all traditional ICA methods
took longer time on the average to converge and most
importantly, these times do not include actual time
required for source selection in practice. It should
also be noted that there are large differences in the
convergence time between different traditional ICA
methods. Apart from the computation complexity,
these differences could be partly due to the way a
ICA method is implemented in MATLAB. As reported
in [47], the Infomax ICA method implemented in
EEGLAB is actually optimised in terms of coding and
also the way the solution converged.
In summary, from the performance and conver-
gence time test, one can conclude that the use of one-
unit ICA-R for ERP extraction is generally possible
with a proper reference signal design. A reference sig-
nal that resembles more the desired signal, such as r2(t)
will help ICA-R to converge quicker and also better
extract source signals. In addition, compared to the
traditional ICA that performs full source extraction,
one-unit ICA-R requires far less time, since the extrac-
tion involves only one source signal. Most importantly,
the extraction of the desired ERP is straightforward
without human intervention.
3.2.3. Effect of the specified time region T In Fig. 4,
the results show that compared to the traditional ICA,
the performance of all the one-unit ICA-R decreases
when the latency variation of the ERPs increases.
This indicates that apart from the choice of reference
signals, another factor that affects the performance of
the one unit ICA-R is the overall estimated time region
T . In practice, there will be situations when the time
region of a specific trial is not covered well by T . When
this situation occurs, it introduces mismatch between
r1(t) and the original source signal, and subsequently
reduces the performance of the corresponding one-
unit ICA-R. Likewise, for r2(t) and r3(t), when T
introduces the mislabeled training samples (i.e. the
positive training samples are not taken from the correct
ERP time region of each respective trial and vice
versa), the performance of the one-unit ICA-R is also
reduced. However, from Fig. 4, a closer examination
reveals that among all three reference signals, the
performance of r2(t) is less affected by the mismatch,
with only ∼2 dB difference between PI at στ=0 ms and
στ=100 ms. This is mainly because as can be seen by
comparing Fig. 3(a) and (c), the reference signal r2(t)
is robust and is able to adapt to the amplitude, width
and latency variations of the underlying ERPs.
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Figure 6: Performance Index PI of one-unit ICA-R
with r2(t) when different threshold values were used
3.2.4. Effect of the SNR between the ERP and
background EEG Fig. 5 show the performance of
different ICA methods are affected by the level of
background EEG activities. Overall, all the ICA
methods have better performance when the SNR is
higher, but deteriorates rapidly when the SNR is
smaller than 0 dB. In this test, it is observed that the
proposed ICA-R with r2(t) remains the best among
all the different ICA methods. Specifically, it is the
only method that achieves 20 dB performance when the
SNR is at -10 dB. The reason why the proposed ICA-
R has a good performance under the noisy condition
is that the discriminative-based spatial filter is a
statistical method. As shown in Eq. 9, in order
to obtain a robust estimate of the scalp distribution
of the desired ERP, it minimises the random noises
by performing a time-averaging of scalp distribution
x(t)¶ across the relevant EEG/ERP segment. As a
result, the method is able to generate a good reference
signal for the one-unit ICA-R since the estimated
scalp distribution u1 still resembles the actual scalp-
distribution of the desired ERP.
3.2.5. Effect of different thresholds on the ICA-R
In this section, Experiment 1 is repeated by using
different threshold values ξ for one-unit ICA-R with
r2(t). Fig. 6 shows that one-unit ICA-R achieved
similar PI scores under different values of ξ. This result
implies that the proposed ICA-R does not face any
difficulties in converging to the correct source signal
at different threshold levels. This is because there is
no other signal except the target source signal that
is similar to the reference signal. In practice, the
¶ x(t) represents measurements from multiple channel at time
index t. As a result, it also represents a scalp distribution at
time index t.
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performance of ICA-R is also likely to be insensitive
to the choices of the threshold level since every ERP
has a specific activation time and thus a unique source
signal that is rarely similar to other ERPs.
4. Real ERP Study
4.1. Dataset
The objective in this section is to examine whether
the one-unit ICA-R can extract the desired ERP in
the real ERP dataset. It should be noted that since
the ground truth of the real ERP source signal is not
available, it is not possible to measure the quantitative
performance of different ICA methods. Thus, the
performance of the proposed ICA-R method will be
examined qualitatively based on the following three
questions: 1.) does the proposed ICA-R method
managed to extract the desired ERP correctly?, 2.)
does the extracted signal similar to the results from
traditional ICA methods especially Infomax ICA since
it has the better performance in the simulation study?
and 3.) is the proposed ICA-R able to extract the ERP
from trials that are heavily-contaminated by artifacts
such as eye-blinks?
In this section, the application of the proposed
one-unit ICA-R was evaluated on a publicly available
P300 ERP dataset contributed by Ting et al. [50, 51].
This dataset consists of ten participants and was
originally collected for a study that utilises P300 ERP
to provide a quantitative assessment between 2D and
3D visualization modalities. The procedure used by
Ting et al. [51] for collecting this dataset is as follows.
Each participant was randomly presented with an
image of a cube and sphere for 100 ms, followed by
a black screen for 1,000 ms. The number of cubes
and spheres used in this experiment were 320 and
80 respectively, with the cube treated as non-target
and the sphere treated as target. Whenever a sphere
was presented, the participant was required to respond
by pressing a key on a keyboard. For this dataset,
34 channels of EEG were recorded using Neuroscan
Nuamps system with a sampling frequency of 1,000
Hz.
4.2. Procedure
For each EEG recording, the EEG segment from 0.2 s
before the first stimulus to 1 s after the last stimulus
was extracted for the proposed one-unit ICA-R. This
segment of EEG signals contains all the target and non-
target trials. The goal of using the one-unit ICA-R is to
extract a source signal that reflects only P300 from this
EEG segment such that after dividing it into epochs,
the source signal should only contain P300 in the target
trial and no activity for the non-target trials.
The data preprocessing step was as follows. First,
the EEG segment was referenced to the average of
channel A1 and A2 before being bandpass-filtered+
between 0.5 - 30 Hz. Any problematic EEG channels
were removed from the analysis.
In terms of T , there are various ways that can be
used to estimate the start tstart and end time tend of
the P300. As shown in Fig. 2, as long as the selected
time region covers most of the P300 at trial-averaged
signal, the one-unit ICA-R can perform effectively even
if the selected time region may not necessarily reflect
the exact time region of P300 at single-trial level. To
estimate tstart and end time tend, a direct approach is
by examining the spatio-temporal patterns of the trial-
averaged target signal and visually determine the start
and end time of the P300 scalp distribution.
Alternatively, the start tstart and end time tend
can also be estimated by applying segmentation
techniques on the spatio-temporal patterns of the trial-
averaged target signal [52, 53]. In this study, a 2-
cluster K-means algorithm is used [54, 55]. Specifically,
by taking advantages that P300 ERP only occurs on
one experiment condition but not the other, a multi-
channel differential signal is computed by subtracting
the trial-averaged non-target signal from the trial-
averaged target signal. The segmentation algorithm is
then performed on the differential signal to divide the
signal into two time regions (i.e. “active” and “quiet”
regions). The start tstart and end time tend of P300
is selected based on the start and end of the “active”
region.
In each recording, the start tstart and end time
tend of P300 was first estimated by the segmentation
algorithm. Those measurement vectors x(t) that are
within the range of [tstart, tend] after target trials
onset were taken as positive training samples while the
remaining x(t) were taken as negative training samples
for generating a discriminative-based reference signal
as discussed in Section 2.3.2. After that, the reference
signal is used together with the proposed one-unit ICA-
R to extract a source signal. For analysis, the resultant
extracted signal was divided into single-trial target and
non-target epochs, with each epoch containing a 0–
1,000 ms EEG segment after stimulus onset. Here, the
target group represents the correctly identified target
trials. Baseline correction was performed using a 200
ms time segment prior to the stimulus onset. For
comparison, the traditional ICA method was applied
to the given EEG segment whereby the source signal
relevant to the P300 ERP was manually selected for
comparison.
+ A combination of a forward-backward 2nd order elliptic
highpass and 8th order elliptic lowpass filters.
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4.3. Results
4.3.1. Case Study 1: Minimally-contaminated trials
In this dataset, since the subjects were not restricted
from blinking their eyes, the EEG recordings from
different subjects suffer varying degree of eye-blinks
contamination. In this section, an EEG recording that
has less than 10% of the trials affected by eye-blinks
was selected for testing the proposed ICA-R.
Fig. 7 shows the results of applying different
ICA algorithms on the selected EEG recording
where the first, second, third and fourth columns
reflect respectively the trial-averaged target/non-
target signals, scalp distribution, single-trial target
and non-target epochs extracted from different ICA
methods. The target trials in third column are sorted
based on the peak latencies of P300 ERP detected from
the ICA-R with r2(t) method.
In the first row, by examining raw EEG signals
from Channel Pz, the result shows the presence of
a P300 ERP around 425 ms in the trial-averaged
target signal (blue line). The activation of other
early ERPs can also be observed around 200 ms
in both trial-averaged target and non-target signals.
When examining the scalp distribution of P300 taken
from trial-averaged target signal at t=425 ms, the
result reveals that P300 originates from the centro-
parietal region, which is consistent with the literature
[5]. The second, third and fourth rows of Fig. 7
show the results of applying the proposed one-unit
ICA-R with r1(t), r2(t) and r3(t) respectively. The
results from different one-unit ICA-R methods are
similar in terms of waveform and scalp distribution.
By examining the trial-averaged target signals, all
one-unit ICA-R methods managed to extract the
P300 ERP and suppress the activity of other ERPs
effectively. The signals from all ICA-R methods
have the centro-parietal distribution∗ which is similar
to the one obtained from raw EEG signals. The
results at single-trial level also reveals that all one-unit
ICA-R methods managed to capture the P300 ERPs
consistently between 300 and 700 ms. For comparison,
the fifth, sixth and seventh rows in Fig. 7 represents
the source signals selected from Infomax ICA, FastICA
and JADE algorithms respectively.
4.3.2. Case Study 2: Heavily-contaminated trials
In this section, an ERP recording that is heavily
contaminated by eye-blinks was selected for testing.
The first row of Fig. 8 shows the impact of the
eye-blinks has on the EEG recording. It can be
observed that for 70% of the target and non-target
∗ It should be noted that the scalp distribution of an extracted
source signal is represented by the mixing vector a. For ICA-R,
a is estimated by using Eq. 5 while for traditional ICA, a is
taken from one of the columns from mixing matrix.
trials, the subject blinked his/her eyes 250 ms after
the trial onset. As a result, instead of randomly-
occurred events, the eye-blinks have systematically
contaminated the scalp distribution of P300 ERP at
400 ms. Under this condition, it is not possible
to perform the proposed ICA-R directly because the
discriminative-based spatial filter cannot learn the
P300 scalp distribution correctly without removing the
eye-blinks.
The traditional method to examine the desired
ERP under this condition is to reject the contaminated
trials. However, this method is less desired since
it reduces the number of usable trials. Another
approach is to “bypass”] the eye-blinks artifact by
performing a full ICA decomposition and select
the source signal that represents the desired ERP
directly. As mentioned previously, this method is
not efficient since it requires higher computational
resources and yet not all the extracted source signals
are utilized. In addition, the source selection stage
often involves human intervention and thus requires
domain expertise.
Alternatively, another way of extracting the
desired ERP is to perform a sequential extraction
using the proposed one-unit ICA-R. Theoretically, one-
unit ICA can be extended to perform either a partial
or full ICA decomposition through a series of source
extraction and deflation [38, 39]. In this section,
by exploiting this characteristic of one-unit ICA, two
stages of extraction were performed based on the
proposed one-unit ICA-R, with the first stage aims at
removing the eye-blink artifacts while the second stage
aims at extracting the desired ERP from the artifact-
free trials.
Ideally, in the first stage, if a dataset contains the
signal from channel VEOG, this signal can be used
directly as a reference signal to guide the ICA-R to
remove the eye-blinks. However, since the selected
dataset does not contain channel VEOG, the signals
from channel Fp1 and Fp2 were selected since these
channels are nearest to the eyes. The method of
removing eye-blinks is similar to the method described
in [32], except that the discriminative-based reference
signal is used.
The steps of generating a discriminative-based
spatial filter to remove the eye-blinks are described as
follows. Firstly, the signals from channel Fp1 and Fp2
were averaged. Secondly, by applying a threshold of
50 µV, those time indices when the averaged signal
exceeds the threshold were selected as the positive
training time region while the remaining time indices
were selected as the negative training time region.
] In full ICA decomposition, the activity of eye-blinks is one of
the extracted source signals. However, it is ignored during the
source selection stage.
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Figure 7: Results obtained from a subject’s EEG recording where each row gives the results taken from raw EEG
(Channel Pz), one-unit ICA-R with r1(t), r2(t) and r3(t), Infomax ICA, FastICA, and the JADE algorithms.
The first, second, third and fourth columns represent respectively the trial-averaged target (blue)/non-target
(red) signals, scalp distribution, single-trial target and non-target epochs from different methods. In the first
column, the grey region represents the P300 time region identified from trial-averaged target signal and used as
T for generating r1(t), r2(t) and r3(t). In the second column, the scalp distribution for raw EEG is taken at the
P300 peak latency (i.e. 0.425 s) from trial-averaged target signals. In the third column, the single-trial target
epoch is sorted based on the ERP peak latencies identified from ICA-R with r2(t). Note that the source signals
of the ICA methods cannot reflect the real amplitude because of the scaling ambiguity and the zero-mean and
unit-variance source signal assumptions.
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Figure 8: Similar to Fig. 7. Except that, the first and second rows show respectively the target and non-
target signals before and after eye-blink removal using the one-unit ICA-R. The third, fourth and fifth rows
show respectively the extracted signals when the one-unit ICA-R with r1(t), r2(t) and r3(t) were applied on the
artifact-free signals in the second row. The sixth, seventh and eighth rows represent the source signal selected
from Infomax, FastICA and JADE algorithm respectively.
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Thirdly, a reference signal is generated by training a
discriminative-based spatial filter. Lastly, the eye-blink
artifacts were extracted by using the proposed ICA-R
and subsequently removed from the EEG recording by
using the equation below:
x̃(t) = x(t)− âeye(t) (17)
where x̃(t) represents the multi-channel EEG signals
that are free of artifacts, ye(t) represents the source
signal that is belong to the eye-blink activity, â
represents the estimated mixing vector of ye(t).
The second row of Fig. 8 shows the resultant
target and non-target signals after the eye-blink
removal. It can be observed that the scalp distribution
of the trial-averaged target signal at 400 ms resembles
the spatio-temporal distribution of a P300 ERP after
eye-blink removal. By applying the proposed one-unit
ICA-R on the artifact-free trials, the third, fourth and
fifth row of Fig. 8 show the source signals extracted
by the ICA-R with r1(t), r2(t) and r3(t) respectively.
Similar to the results in Section 4.3.1, the proposed
ICA-R has extracted the P300 ERPs correctly since
the extracted signals contain only activity between 300
and 700 ms in target trials. For comparison, the fifth,
sixth and seventh rows in Fig. 8 represent the source
signals selected from Infomax ICA, FastICA and JADE
algorithms respectively.
4.4. General Discussion
Overall, the results in Fig. 7 and 8 indicate that
the proposed ICA-R method can extract the desired
ERP effectively from the real ERP dataset. The
results also show that the signals extracted from our
proposed method are almost identical to the source
signals extracted from the Infomax ICA. However, it
is observed that the FastICA and JADE algorithms
may have failed to isolate irrelevant EEG activities
and extract P300 ERPs successfully because the scalp
distribution of their extracted signals are different from
the P300 scalp distribution obtained from raw EEG
signals. This is especially true when applying the
methods on heavily-contaminated trials as shown in
Fig. 8. In comparison to the Infomax ICA, the
proposed ICA-R may have better extracted signal
because in Fig. 8, the scalp distribution of the
source signal from Infomax ICA still contains some
activities in the frontal region. By examining the ICA
decomposition result of Infomax ICA in Fig. 9, it
is observed that there is another source signal that
represents the activity from the frontal region and
Infomax ICA may have not separate this source signal
effectively from the source signal of the desired ERP.
When comparing different reference signals, the
finding is that all the reference signals (i.e. r1(t), r2(t)
and r3(t)) can guide the proposed one-unit ICA-R to
extract the desired P300 ERP correctly. However, by
considering that the estimated latency variation στ
of the real P300 ERP is approximately 75 ms in the
above case studies, a reference signal such as r2(t)
is still recommended since it ensures a more accurate
extraction.
Another observation that can be made from
the studies is the strength and weakness of the
discriminative-based reference signal. Firstly, although
the discriminative-based reference signal is developed
mainly for the ERP, the concept can be applied
to other type of EEG signals such as eye-blinks
especially when these signals have a distinct scalp
distribution and their activation time can be identified.
In fact, the performance of the proposed one-unit
ICA-R is potentially better for the signal such as
eye-blinks because the time region of eye-blinks can
be identified precisely due to their greater signal
amplitude. However, as shown in Section 4.3.2, the
weakness of the discriminative-based reference signal
is also its machine-learning characteristic. Specifically,
although it can minimise random noises through time-
averaging, it cannot learn the mean scalp distribution
of the desired ERP from the training samples that are
consistently corrupted by a certain artifact.
In general, the proposed method can be applied
directly when there is no excessive ocular artifacts
in an EEG recording. However, in cases where the
contamination from the ocular artifacts is inevitable,
Section 4.3.2 demonstrated how the contaminated
EEG recordings can be treated by one-unit ICA-R
before being used for extracting the desired ERP.
In this paper, it is beyond our scope to investigate
the effectiveness of the two-stage extraction method
on other types of ocular artifacts such as horizontal
and vertical eye movements. But, by considering
that the reference signal for these two types of eye
movements can be recorded from channel HEOG and
VEOG directly, the two-stage extraction method opens
doors for investigators to allow more natural viewing
of stimuli in ERP studies.
Another interesting question that arises from this
real EEG study is the huge performance difference
observed across various traditional ICA methods
while theoretically, these methods should provide
similar solutions. To understand this issue, the ICA
decomposition results for Infomax ICA, FastICA and
JADE are plotted in Fig. 9, 10 and 11 respectively.
Overall, the decomposition results from all traditional
ICA methods are different. Since Infomax ICA
has greater accuracy, its decomposition result is first
examined in Fig. 9. The results indicate that
Infomax ICA extracted far more source signals whose
scalp distribution reflects activity originated from only
one EEG electrode (e.g. component 9, 11, 17, 18,
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Figure 9: Normalized scalp distribution represented
by source signals extracted from Infomax ICA
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Figure 10: Normalized scalp distribution represented
by source signals extracted from FastICA
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Figure 11: Normalized scalp distribution represented
by source signals extracted from JADE
21, 22, 24, 25, 27, 33) when compared to FastICA
and JADE in Fig. 10 and 11 respectively. These
extracted source signals are potentially spurious since
by volume conduction effect, signal originated within
the brain should propagate and reach several scalp
electrodes at different voltage levels simultaneously
[56]. Thus, the result implies the square-mixing
assumption in traditional ICA may not be necessarily
true in EEG application. As in this case, the number
of sources in a mixed signal could be lower than the
number of electrodes. If this observation is true,
then FastICA and JADE may have failed to cope
with this invalid assumption and thus yielding a poor
signal decomposition result as shown in both the semi-
simulated and real EEG dataset.
In contrast, the proposed one-unit ICA-R with
r2(t) may have better performance compared to
traditional ICA potentially because it only extracts
one source signal. Thus, unlike traditional ICA, the
estimation of its demixing vector w can be performed
without depending on the accuracy of the demixing
vectors of the other source signals.
5. Conclusion
In this paper, a new approach of one-unit ICA-R has
been presented for the problem of ERP extraction
at the single-trial level. In cases where ERP-of-
interest is known a priori, our proposed one-unit ICA-
R relies on the estimated time-region of an ERP to
Single-Trial Event-Related Potential Extraction Through One-unit ICA-with-Reference 17
build a reference signal so that the ICA-R can be
guided to extract the source signal of the desired ERP
automatically.
Three different ways to generate reference signals
were proposed for our one-unit ICA-R. Our simulation
shows that although all the reference signals can
be used for extracting ERP, the discriminative-based
reference signal is preferred because of its ability
to reflect the ERP’s trial-to-trial variations more
accurately. The adaptability of the discriminative-
based reference signal helps the ICA-R to achieve a
more accurate and consistent extraction performance
compared to the other two reference signals.
When compared to the popular Infomax ICA,
both the simulation and real study shows that the
proposed method is equally efficient in extracting the
desired ERP at single-trial level. However, since the
proposed method avoids human intervention and uses
considerably lower computational time, one-unit ICA-
R is a more effective tool for analyzing ERP.
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