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Abstract
The degree of a polynomial representing (or approximating) a function f is a lower bound for the quantum query
complexity of f . This observation has been a source of many lower bounds on quantum algorithms. It has been an
open problem whether this lower bound is tight.
We exhibit a function with polynomial degree M and quantum query complexity (M1.321...). This is the ﬁrst
superlinear separation between polynomial degree and quantum query complexity. The lower bound is shown by a
generalized version of the quantum adversary method.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Quantum computing provides speedups for factoring [29], search [15] and many related problems.
These speedups can be quite surprising. For example, Grover’s search algorithm [15] solves an arbitrary
exhaustive search problem with N possibilities in time O(
√
N). Classically, it is obvious that time (N)
would be needed.
Thismakes lower bounds particularly important in the quantumworld. If we can search in timeO(
√
N),
why can we not search in time O(logc N)? (Among other things, that would have meant NP ⊆ BQP.)
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Lower bound of Bennett et al. [10] shows that this is not possible and Grover’s algorithm is exactly
optimal.
Currently, we have good lower bounds on the quantum complexity of many problems. They mainly
follow by two methods: 1 the hybrid/adversary method [10,4] and the polynomials method [9]. The
polynomials method is useful for proving lower bounds both in classical [23] and quantum complexity
[9]. It is known that
1. the number of queriesQE(f ) needed to compute a Boolean function f by an exact quantum algorithm
exactly is at least deg(f )2 , where deg(f ) is the degree of the multilinear polynomial representing f ,
2. the number of queries Q2(f ) needed to compute f by a quantum algorithm with two-sided error is at
least ˜deg(f )2 , where˜deg(f ) is the smallest degree of a multilinear polynomial approximating f .
This reduces proving lower bounds on quantum algorithms to proving lower bounds on degree of poly-
nomials. This is a well-studied mathematical problem with methods from approximation theory [14]
available. Quantum lower bounds shown by polynomials method include aQ2(f ) = ( 6√D(f )) relation
for any total Boolean function f [9], lower bounds on ﬁnding mean and median [22], collisions and
element distinctness [2,18]. Polynomials method is also a key part of recent (
√
N) lower bound on set
disjointness which resolved a longstanding open problem in quantum communication complexity [25].
Given the usefulness of polynomials method, it is an important question how tight is the polynomials
lower bound. Beals et al. [9] and Buhrman and de Wolf [13] proved that, for all total Boolean functions,
Q2(f ) = O(deg6(f )) andQE(f ) = O(deg4(f )). The second result was recently improved toQE(f ) =
O(deg3(f )) [21]. Thus, the bound is tight up to polynomial factor.
Even stronger result would be QE(f ) = O(deg(f )) or Q2(f ) = O(˜deg(f )). Then, determining the
quantum complexity would be equivalent to determining the degree of a function as a polynomial. It has
been an open problem to prove or disprove either of these two equalities [9,13].
In this paper, we show the ﬁrst provable gap between polynomial degree and quantum complexity:
deg(f ) = 2d and Q2(f ) = (2.5d). Since deg(f )˜deg(f ) and QE(f )Q2(f ), this implies a separa-
tion both between QE(f ) and deg(f ) and between Q2(f ) and d˜eg(f ).
To prove the lower bound, we use the quantum adversarymethod of [4]. The quantum adversarymethod
runs a quantum algorithm on different inputs from some set. If every input in this set can be changed in
many different ways so that the value of the function changes, many queries are needed.
The previously known version of quantum adversary method gives a weaker lower bound of Q2(f ) =
(2.1213 . . .d). While this already gives some gap between polynomial degree and quantum complexity,
we can achieve a larger gap by using a new, more general version of the method.
The new component is that we carry out this argument in a very general way. We assign individual
weights to every pair of inputs and distribute each weight among the two inputs in an arbitrary way. This
allows us to obtain better bounds than with the previous versions of the quantum adversary method.
We apply the new lower bound theorem to three functions for which deterministic query complexity is
signiﬁcantly higher than polynomial degree. The result is that, for all of those functions, quantum query
complexity is higher than polynomial degree. The biggest gap is polynomial degree 2d = M and query
complexity (2.5d) = (M1.321...).
1 Other approaches, such as reducing query complexity to communication complexity [11] are known, but have been less
successful.
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Spalek and Szegedy [31] have recently shown that our method is equivalent to two other methods, the
spectral method of [8] that was known prior to our work and the Kolmogorov complexity method of [19]
that appeared after the conference version of our paper was published. Although all three methods are
equivalent, they have different intuition. It appears to us that our method is the easiest to use for results
in this paper.
2. Preliminaries
2.1. Quantum query algorithms
Let [N ] denote {1, . . . , N}.
We consider computing a Boolean function f (x1, . . . , xN) : {0, 1}N → {0, 1} in the quantum query
model (for a survey on query model, see [6,13]). In this model, the input bits can be accessed by queries
to an oracle X and the complexity of f is the number of queries needed to compute f . A quantum
computation with T queries is just a sequence of unitary transformations
U0 → O → U1 → O → · · · → UT−1 → O → UT .
The Uj ’s can be arbitrary unitary transformations that do not depend on the input bits x1, . . . , xN . The
O’s are query (oracle) transformations which depend on x1, . . . , xN . To deﬁne O, we represent basis
states as |i, z〉 where i consists of log(N + 1) bits and z consists of all other bits. Then, Ox maps |0, z〉
to itself and |i, z〉 to (−1)xi |i, z〉 for i ∈ {1, . . . , N} (i.e., we change phase depending on xi , unless i = 0
in which case we do nothing).
The computation starts with a state |0〉. Then, we apply U0,Ox, . . . , Ox, UT and measure the ﬁnal
state. The result of the computation is the rightmost bit of the state obtained by the measurement.
The quantum computation computes f exactly if, for every x = (x1, . . . , xN), the rightmost bit of
UTOx . . . OxU0|0〉 equals f (x1, . . . , xN) with certainty.
The quantum computation computes f with bounded error if, for every x = (x1, . . . , xN), the proba-
bility that the rightmost bit of UTOxUT−1 . . . OxU0|0〉 equals f (x1, . . . , xN) is at least 1 −  for some
ﬁxed  < 1/2.
QE(f ) (Q2(f )) denotes the minimum number T of queries in a quantum algorithm that computes
f exactly (with bounded error). D(f ) denotes the minimum number of queries in a deterministic query
algorithm computing f .
2.2. Polynomial degree and related quantities
For any Boolean function f , there is a unique multilinear polynomial g such that f (x1, . . . , xN) =
g(x1, . . . , xN) for all x1, . . . , xN ∈ {0, 1}. We say that g represents f . Let deg(f ) denote the degree of
polynomial representing f .
A polynomial g(x1, . . . , xN) approximates f if 1−g(x1, . . . , xN)1whenever f (x1, . . . , xN) = 1
and 0g(x1, . . . , xN) whenever f (x1, . . . , xN) = 0. Let˜deg(f ) denote the minimum degree of a
polynomial approximating f . It is known that
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Theorem 1 (Beals et al. [9]).
1. QE(f ) = (deg(f ));
2. Q2(f ) = (˜deg(f )).
This theorem has been a source of many lower bounds on quantum algorithms [9,22,2].
Two other relevant quantities are sensitivity and block sensitivity. The sensitivity of f on input x =
(x1, . . . , xN) is just the number of i ∈ [N ] such that changing the value of xi changes the value of f :
f (x1, . . . , xN) = f (x1, . . . , xi−1, 1 − xi, xi+1, . . . , xN).
We denote it sx(f ). The sensitivity of f is the maximum of sx(f ) over all x ∈ {0, 1}N . We denote it
s(f ).
The block sensitivity is a similar quantity in which we ﬂip sets of variables instead of single variables.
For x = (x1, . . . , xN) and S ⊆ [N ], let x(S) be the input y in which yi = xi if i /∈ S and yi = 1 − xi if
i ∈ S. The block sensitivity of f on an input x (denoted bsx(f )) is the maximum number k of pairwise
disjoint S1, . . . , Sk such that f (x(Si)) = f (x). The block sensitivity of f is the maximum of bsx(f ) over
all x ∈ {0, 1}N . We denote it bs(f ).
3. Main results
3.1. Overview
The basis function. f (x) is equal to 1 iff x = x1x2x3x4 is one of the following values: 0011, 0100, 0101,
0111, 1000, 1010, 1011, 1100.This function has the degree of 2, aswitnessed by polynomialf (x1, x2, x3,
x4) = x1 + x2 + x3x4 − x1x4 − x2x3 − x1x2 and the deterministic complexity D(f ) = 3, as shown in
Section 4.3 where we discuss the function in more detail.
Iterated function. Deﬁne a sequence f 1 = f , f 2, . . . with f d being a function of 4d variables by
f d+1 = f (f d(x1, . . . , x4d ), f d(x4d+1, . . . , x2·4d ),
f d(x2·4d+1, . . . , x3·4d ), f d(x3·4d+1, . . . , x4d+1)). (1)
Then, deg(f d) = 2d , D(f d) = 3d and, on every input x, sx(f d) = 2d and bsx(f d) = 3d .
We will show
Theorem 2. Q2(f d) = (2.5d).
Thus, the exact degree is deg(f d) = 2d but even the quantum complexity with 2-sided errorQ2(f d) is
(2.5d) = deg(f d)1.321.... This implies an M-vs.-(M1.321...) gap both between exact degree and exact
quantum complexity and between approximate degree and bounded-error quantum complexity.
The proof is by introducing a combinatorial quantity Q′2(f ) with the following properties:
Lemma 1. For any Boolean function g,Q2(g) = (Q′2(g)).
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Lemma 2. Let g be an arbitrary Boolean function. If g1, g2, . . . is obtained by iterating g as in Eq. (1),
then
Q′2(gd)(Q′2(g))d .
Lemma 3. Q′2(f )2.5.
Theorem 2 then follows from Lemmas 1–3.
3.2. Previous methods
Our approach is a generalization of the quantum adversary method [4].
Theorem 3 (Ambainis [4]). Let A ⊂ {0, 1}N , B ⊂ {0, 1}N , R ⊂ A × B be such that f (A) = 0,
f (B) = 1 and
• for every x ∈ A, there are at least m inputs y ∈ B such that (x, y) ∈ R,
• for every y ∈ B, there are at least m′ inputs x ∈ A such that (x, y) ∈ R,
• for every x = (x1 . . . xN) ∈ A and every i ∈ [N ] there are at most l inputs y ∈ B such that (x, y) ∈ R
and xi = yi ,
• for every y = (y1 . . . yN) ∈ B and every i ∈ [N ], there are at most l′ inputs x ∈ A such that (x, y) ∈ R
and xi = yi .
Then, Q2(f ) = (
√
mm′
ll′ ).
There are several ways to apply this theorem to f d deﬁned in the previous section. The best lower
bound that can be obtained by it seems to be Q2(f ) = (2.1213 . . .d) (cf. AppendixA). This gives some
separation between Q2(f ) and deg(f ) = 2d but is weaker than our new method that we introduce next.
3.3. New method: weight schemes
We now formally deﬁne the combinatorial quantity Q′2(f ) that we use in Lemmas 1–3.
Deﬁnition 1. Let f : {0, 1}N → {0, 1}, A ⊆ f−1(0), B ⊆ f−1(1) and R ⊆ A × B. A weight scheme
for A,B,R consists of numbers w(x, y) > 0, w′(x, y, i) > 0, w′(y, x, i) > 0 for all (x, y) ∈ R and
i ∈ [N ] satisfying xi = yi , we have
w′(x, y, i)w′(y, x, i)w2(x, y). (2)
Deﬁnition 2. Theweight ofx iswt(x) =∑y:(x,y)∈R w(x, y), ifx ∈ A andwt(x) =∑y:(y,x)∈R w(x, y)
if x ∈ B.
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Deﬁnition 3. Let i ∈ [N ]. The load of variable xi in assignment x is
v(x, i) =
∑
y:(x,y)∈R,xi =yi
w′(x, y, i)
if x ∈ A and
v(x, i) =
∑
y:(y,x)∈R,xi =yi
w′(x, y, i)
if x ∈ B.
We are interested in schemes in which the load of each variable is small compared to the weight of x.
Let themaximumA-loadbevA = maxx∈A,i∈[N ] v(x,i)wt (x) . Let themaximumB-loadbevB = maxx∈B,i∈[N ]
v(x,i)
wt (x)
. The maximum load of a weight scheme is vmax = √vAvB .
Let Q′2(f ) be the maximum of
1
vmax
over all choices of A ⊆ {0, 1}N , B ⊆ {0, 1}N , R ⊆ A × B and
all weight schemes for A,B,R. We will show in Lemma 1, if we have a weight scheme with maximum
load vmax, the query complexity has to be ( 1vmax ).
3.4. Relation to other methods
Theorem 3 follows from our new Lemma 1 if we set w(x, y) = 1 for all (x, y) ∈ R and w(x, y, i) =
w(y, x, i) = 1 for all i ∈ [N ]. Then, the weight of x is just the number of pairs (x, y) ∈ R. Therefore,
wt(x)m for all x ∈ A and wt(y)m′ for all y ∈ B. The load of i in x is just the number of (x, y) ∈ R
such that xi = yi . That is, v(x, i) l and v(y, i) l′. Therefore, vA lm , vB l
′
m′ and vmax
√
ll′
mm′ . This
gives us the lower bound of Theorem 3.
There are several generalizations of Theorem 3 that have been proposed. Barnum and Saks [7] have
a generalization of Theorem 3 that they use to prove a (
√
N) lower bound for any read-once function
on N variables. This generalization can be shown to be a particular case of our Lemma 1, with a weight
scheme constructed in a certain way.
Barnum et al. [8] have a very general and promising approach. They reduce quantum query complexity
to semideﬁnite programming and show that a t-query algorithm exists if and only if a certain semideﬁnite
program does not have a solution. Spalek and Szegedy have recently shown [31] that our weighted scheme
method is equivalent to Theorem 4 in [8] which is a special case of their general method. Our method is
also equivalent [31] to Kolmogorov complexity method by Laplante and Magniez [19].
Hoyer et al. [17] have shown lower bounds for ordered searching and sorting using a weighted version
of the quantum adversary method, before both this paper and [8]. Their argument can be described as
a weight scheme for those problems, but it is more natural to think about it in the spectral terminology
of [8].
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4. Proofs
4.1. Lemma 1
In terms of weights schemes, Lemma 1 becomes
Lemma 1. If a function g has a weight scheme with maximum load vmax, then Q2(g) = ( 1vmax ).
Proof. We can assume that vA = vB = vmax . Otherwise, we just multiply allw′(x, y, i) by √vB/vA and
all w′(y, x, i) by
√
vA/vB . Notice that this does not affect the requirement (2). In the new scheme vA is
equal to the old vA
√
vB/vA = √vAvB = vmax and vB is equal to the old vB√vA/vB = √vAvB = vmax.
Let |tx〉 be the state of a quantum algorithm after t queries on input x. We consider
Wt =
∑
(x,y)∈R
w(x, y)|〈tx |ty〉|.
For t = 0,W0 =∑(x,y)∈R w(x, y). Furthermore, if an algorithm computes f in t queries with probability
at least 1 − , Wt2√(1 − )W0 [4,17]. To prove that T = ( 1vmax ), it sufﬁces to show
Lemma 4. |Wj − Wj−1|2vmaxW0.
Proof. Let |tx〉 be the state of the algorithm immediately before query t . We write
|tx〉 =
N∑
i=0
tx,i |i〉|′x,i〉
with |′x,i〉 being the state of qubits not involved in the query. The state after the query is
|tx〉 = tx,0|0〉|′x,0〉 +
N∑
i=1
tx,i(−1)xi |i〉|′x,i〉.
Notice that all the terms in 〈tx |ty〉 and 〈tx |ty〉 are the same, except for those which have xi = yi . Thus,
〈tx |ty〉 − 〈tx |ty〉2
∑
i:xi =yi
|tx,i ||ty,i |
and
|Wj − Wj−1|2
∑
(x,y)∈R
∑
i:xi =yi
w(x, y)|tx,i ||ty,i |.
By the inequality 2ABA2 + B2,
|Wj − Wj−1|
∑
(x,y)∈R
∑
i:xi =yi
(w′(x, y, i)|tx,i |2 + w′(y, x, i)|ty,i |2).
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We consider the sum of all ﬁrst and all second terms separately. The sum of all ﬁrst terms is
∑
(x,y)∈R
∑
i:xi =yi
w′(x, y, i)|tx,i |2 =
∑
x∈A,i∈[N ]
|tx,i |2
⎛⎝ ∑
y:(x,y)∈R,xi =yi
w′(x, y, i)
⎞⎠
=
∑
x∈A,i∈[N ]
|tx,i |2v(x, i)vA
∑
x∈A,i∈[N ]
|tx,i |2wt(x)
= vA
∑
x∈A
wt(x)
∑
i∈[N ]
|tx,i |2 = vA
∑
x∈A
wt(x) = vAW0.
Similarly, the second sum is at most vBW0. Finally, vA = vB = vmax implies that |Wj − Wj−1|
2vmaxW0. 
4.2. Lemma 2
In terms of weight schemes, we have to prove
Lemma 2. Let g be a function with a weight scheme with maximum load v1. Then, the function gd
obtained by iterating g as in Eq. (1) has a weight scheme with maximum load vd1 .
The lemma follows by inductively applying
Lemma 5. If g has a weight scheme with maximum load v1 and gd−1 has a weight scheme with maximum
load vd−1, then gd has a weight scheme with maximum load v1vd−1.
Proof. Similarly to Lemma 1, assume that the schemes for g and gd−1 have vA = vB = vmax.
Let n be the number of variables for the base function g(x1, . . . , xn). We subdivide the nd variables
x1, . . . , xnd of the function gd into n blocks of nd−1 variables. Let xj = (x(j−1)nd−1+1, . . . , xjnd−1) be
the j th block. Furthermore, let x˜ be the vector
(gd−1(x1), gd−1(x2), . . . , gd−1(xn)).
Then, gd(x) = g(x˜).
We start by deﬁningA,B andR. LetA1, B1, R1 (Ad−1, Bd−1, Rd−1) beA,B,R in the weight scheme
for g (gd−1, respectively). x ∈ A (B, respectively) if
• x˜ ∈ A1 (B1, respectively), and
• for every j ∈ [n], xj ∈ Ad−1 if x˜j = 0 and xj ∈ Bd−1 if x˜j = 1.
(x, y) ∈ R if (x˜, y˜) ∈ R1 and, for every j ∈ [n],
• xj = yj if x˜j = y˜j .
• (xj , yj ) ∈ Rd−1 if x˜j = 0, y˜j = 1.
• (yj , xj ) ∈ Rd−1 if x˜j = 1, y˜j = 0.
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Let w1(x, y) denote the weights in the scheme for g and wd−1(x, y) the weights in the scheme for
gd−1. We deﬁne the weights for gd as
wd(x, y) = w1(x˜, y˜)
∏
j :x˜j=y˜j
wtd−1(xj )
∏
j :x˜j =y˜j
wd−1(xj , yj ),
where wtd−1 is the weight of xj in the scheme for gd−1.
For i ∈ [nd ], let i1 =  ind−1  be the index of the block containing i and i2 = (i − 1) mod nd−1 + 1 be
the index of i within this block. Deﬁne
w′d(x, y, i) = wd(x, y)
√
w′1(x˜, y˜, i1)
w′1(y˜, x˜, i1)
√
w′d−1(xi1, yi1, i2)
w′d−1(yi1, xi1, i2)
.
The requirement (2) is obviously satisﬁed. It remains to show that the maximum load is at most v1vd−1.
We start by calculating the total weight wtd(x). First, split the sum of all wd(x, y) into sums of wd(x, y)
over y with a ﬁxed z = y˜. 
Claim 1. ∑
y∈{0,1}nd :y˜=z
wd(x, y) = w1(x˜, z)
n∏
j=1
wtd−1(xj ).
Proof. Let y be such that y˜ = z. Then,
wd(x, y) = w1(x˜, z)
∏
j :x˜j=zj
wtd−1(xj )
∏
j :x˜j =zj
wd−1(xj , yj ).
When x˜j = zj , yj can be equal to any y′ ∈ {0, 1}nd−1 such that gd−1(y′) = zj . Therefore, the sum of
all wd(x, y), y˜ = z is
w1(x˜, z)
∏
j :x˜j=zj
wtd−1(xj ) ·
∏
j :x˜j =zj
⎛⎜⎝ ∑
y′∈{0,1}nd−1 :gd−1(y′)=zj
wd−1(xj , y′)
⎞⎟⎠ . (3)
Each of sums in brackets is equal to wtd−1(xj ). Therefore, (3) equals
w1(x˜, z)
n∏
j=1
wtd−1(xj ). 
Corollary 1.
wtd(x) = wt1(x˜)
n∏
j=1
wtd−1(xj ). (4)
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Proof. wtd(x) is the sum of sums from Claim 1 over all z ∈ {0, 1}n. Now, the corollary follows from
Claim 1 and
∑
z∈{0,1}n w1(x˜, z) = wt1(x˜) (which is just the deﬁnition of wt1(x˜)).
Next, we calculate the load
v(x, i) =
∑
y∈{0,1}nd
w′d(x, y, i)
in a similar way. We start by ﬁxing z = y˜ and all variables in y outside the i1th block. Let W be the sum
of wd(x, y) and V be the sum of w′d(x, y, i), over y that have y˜ = z and the given values of variables
outside yi1 . 
Claim 2.
V vd−1
√
w′1(x˜, y˜, i1)
w′1(y˜, x˜, i1)
W.
Proof. Fixing z and the variables outside yi1 ﬁxes all terms inwd(x, y), exceptwd−1(xi1, yi1). Therefore,
wd(x, y) = Cwd−1(xi1, yi1) where C is ﬁxed. This means W = Cwtd−1(xi1). Also,
w′d(x, y, i) = Cwd−1(xi1, yi1) ·
√
w′d−1(xi1, yi1, i2)
w′d−1(yi1, xi1, i2)
√
w′1(x˜, y˜, i1)
w′1(y˜, x˜, i1)
.
Property (2) of the scheme for (Ad−1, Bd−1, Rd−1) implies
wd−1(xi1, yi1)
√
w′d−1(xi1, yi1, i2)
w′d−1(yi1, xi1, i2)
w′d−1(xi1, yi1, i2),
w′d(x, y, i)Cw′d−1(xi1, yi1, i2)
√
w′1(x˜, y˜, i1)
w′1(y˜, x˜, i1)
.
If we sum over all possible yi1 ∈ {0, 1}nd−1 , we get
V Cvd−1(xi1, i2)
√
w′1(x˜, y˜, i1)
w′1(y˜, x˜, i1)
.
Since vd−1(xi1, i2)vd−1wtd−1(xi1), we have
V Cvd−1wtd−1(xi1)
√
w′1(x˜, y˜, i1)
w′1(y˜, x˜, i1)
= vd−1
√
w′1(x˜, y˜, i1)
w′1(y˜, x˜, i1)
W.
We now consider the part of v(x, i) generated byw′d(x, y, i)with a ﬁxed y˜. By the argument above, it is
at most vd−1
√
w′1(x˜,y˜,i1)
w′1(y˜,x˜,i1)
times the sum of correspondingwd(x, y). By Claim 1, this sum isw1(x˜, z)
∏n
j=1
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x1=1
X2
X3
X4
x1=0
Fig. 1. The function f .
wtd−1(xj ). By summing over all y˜, we get
v(x, i) 
∑
z∈{0,1}n
vd−1
√
w′1(x˜, z, i1)
w′1(z, x˜, i1)
w1(x˜, z)
n∏
j=1
wtd−1(xj )
= vd−1
n∏
j=1
wtd−1(xj )
∑
z∈{0,1}n
√
w′1(x˜, z, i1)
w′1(z, x˜, i1)
w1(x˜, z). (5)
By property (2),
√
w′1(x˜,z,i1)
w′1(z,x˜,i1)
w1(x˜, z)w′1(x˜, z, i1). Therefore,
∑
z∈{0,1}n
√
w′1(x˜, z, i1)
w′1(z, x˜, i1)
w1(x˜, z)
∑
z∈{0,1}n
w′1(x˜, z, i1) = v(x˜, i1)v1wt(x˜)
and (5) is at most
vd−1
n∏
j=1
wtd−1(xj )v1wt(x˜) = v1vd−1wtd(x).
By induction, vd(v1)d . This proves Lemma 2. 
4.3. Lemma 3
We now look at the base function f in more detail. The function f is shown in Fig. 1. The vertices of
the two cubes correspond to (x1, x2, x3, x4) ∈ {0, 1}4. Black circles indicate that f (x1, x2, x3, x4) = 1.
Thick lines connect pairs of black vertices that are adjacent (i.e., x1x2x3x4 and y1y2y3y4 differing in
exactly one variable with f (x1, x2, x3, x4) = 1 and f (y1, y2, y3, y4) = 1).
From the ﬁgure, we can observe several properties. Each black vertex (f = 1) has exactly two black
neighbors and two white neighbors. Each white vertex (f = 0) also has two white and two black
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neighbors. Thus, for every x ∈ {0, 1}4, there are two variables xi such that changing xi changes f (x).
We call these two sensitive variables and the other two insensitive. From Fig. 1 we also see that, for any
x ∈ {0, 1}4, ﬂipping both sensitive variables changes f (x) and ﬂipping both insensitive variables also
changes f (x).
Thus, the sensitivity of f is 2 on every input. The block sensitivity is 3 on every input, with each of
the two sensitive variables being one block and the two insensitive variables together forming the third
block.
Finally, D(f ) = 3. The algorithm queries x1 and x3. After both of those are known, the function
depends only on one of x2 and x4 and only one more query is needed. The lower bound follows from
bs(f ) = 3.
We now proceed to proving the lemma. In terms of weight schemes, the lemma is
Lemma 3. The function f has a weight scheme with the maximum load of 2.5.
Proof. Let A = f−1(0), B = f−1(1). R consists of all (x, y) where x ∈ A and y differs from x in
exactly
• one of the sensitive variables or
• both sensitive variables or
• both insensitive variables.
Thus, for every x ∈ A, there are four inputs y ∈ B such that (x, y) ∈ R. Also, for every y ∈ B,
there are four inputs x ∈ A such that (x, y) ∈ R and again, these are x differing from y in one sen-
sitive variable, both sensitive variables or both insensitive variables. Notice that, if y differs from x in
both variables that are insensitive for x, then those variables are sensitive for y and conversely. (By
ﬂipping one of them in y, we get to an input z which differs from x in the other variable insensitive
to x. Since the variable is insensitive for x, f (x) = f (z). Together with f (x) = f (y), this implies
f (y) = f (z).)
Let w(x, y) = 1 for (x, y) ∈ R with x, y differing in one variable and w(x, y) = 2/3 if x, y differ in
two variables. Thus, wt(x) = 2 · 1 + 2 · 23 = 103 for all x. w′(x, y, i) is
• 1 if x and y differ in one variable,
• 13 if they differ in both variables sensitive for x,
• 43 if they differ in both variables insensitive for x.
Since 13 · 43 =
(2
3
)2
, this is a correct weight scheme.
We now calculate the load of i. There are two cases.
1. x is insensitive to ﬂipping xi . Then, the only input y such that (x, y) ∈ R and xi = yi is obtained by
ﬂipping both insensitive variables. It contributes 43 to v(x, i).
2. x is sensitive to ﬂipping xi . Then, there are two inputs y: one obtained by ﬂipping just this variable
and one obtained by ﬂipping both sensitive variables. The load is v(x, i) = 1 + 13 = 43 .
Thus, we get wt(x)
v(x,i)
= 104 = 2.5 for all x, i. 
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4.4. Theorem 2
Theorem 2 now follows from Lemmas 1–3. By Lemma 3, the function f has a weight scheme with
the maximum load of 2.5. Together with Lemma 2, this implies that f d has a weight scheme with the
maximum load of 2.5d . By Lemma 1, this means that Q2(f ) = (2.5d).
5. Other base functions
Iterated functions similar to ours have been studied before. Nisan and Wigderson [24] used them to
show a gap between communication complexity and log rank (an algebraic quantity that provides a lower
bound on communication complexity). Buhrman and de Wolf [13] proposed to study the functions from
[24] to ﬁnd out if polynomial degree of a function characterizes its quantum complexity. However, the
base functions that [24,13] considered are different from ours.
We now consider the functions from [24,13]. Our method shows the gaps between deg(f ) and Q2(f )
for those functions as well but those gaps are considerably smaller than for our new base function.
Function 1 (Nisan and Szegedy [23], Nisan and Widgerson [24]). g(x1, x2, x3) is 0 iff all variables are
equal. We have deg(g) = 2 (as witnessed by g = x1 + x2 + x3 − x1x2 − x1x3 − x2x3), and D(g) = 3.
Lemma 6. g has a weight scheme with max load
√
2/3.
Proof. Let A = g−1(0), B = g−1(1), R = A×B. We set w(x, y) = 2 if x, y differ in one variable and
w(x, y) = 1 if x and y differ into two variables. (Notice that x and y cannot differ in all three variables
because that would imply g(x) = g(y).)
The total weight wt(x) is
• 3 · 2+ 3 · 1 = 9 for x ∈ A (since there are three ways to choose one variable and three ways to choose
two variables and every way of ﬂipping one or two variables changes the value).
• 2+ 1 = 3 for x ∈ B. (Each such x has two variables equal and third different. It is involved in w(y, x)
with y obtained by ﬂipping either the different variable or both equal variables.)
Let x ∈ A, y ∈ B. If x, y differ in one variable xi , we deﬁnew′(x, y, i) = 2
√
2 andw′(y, x, i) = √2.
If x, y differ in two variables, w′(x, y, i) = √2/2 and w′(y, x, i) = √2 for each of those variables.
The load of i in x is:
1. g(x) = 0.
We have to add up w′(x, y, i) with y differing from x either in xi only or in xi and one of other two
variables. We get 2
√
2 + 2 · (√2/2) = 3√2.
2. g(x) = 1.
Then, there is only one input y. It can differ in just xi or xi and one more variable. In both cases,
w′(x, y, i) = √2.
We have vA = 3
√
2
9 =
√
2
3 and vB =
√
2
3 . Therefore, vmax =
√
2
3 .
This means that Q2(gd) = (( 3√2 )d) = (2.12 . . .d). 
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Function 2 (Kushilevitz, quoted in Nisan and Wigderson [24]). The function h(x) of six variables is de-
ﬁned by
• h(x) = 0 if the number of xi = 1 is 0, 4 or 5,
• h(x) = 1 if the number of xi = 1 is 1, 2 or 6,
• if the number of xi = 1 is 3, h(x) = 0 in the following cases: x1 = x2 = x3 = 1, x2 = x3 = x4 = 1,
x3 = x4 = x5 = 1, x4 = x5 = x1 = 1, x5 = x1 = x2 = 1, x1 = x3 = x6 = 1, x1 = x4 = x6 = 1,
x2 = x4 = x6 = 1, x2 = x5 = x6 = 1, x3 = x5 = x6 = 1 and 1 otherwise.
We have deg(h) = 3 and D(h) = 6.
Lemma 7. h has a weight scheme with max load 4/
√
39.
Proof. We choose A to consist of inputs x with all xi = 0 and those inputs x with three variables xi = 1
which have h(x) = 0. B consists of all inputs x with exactly one variable equal to 1. R consists of (x, y)
such that y can be obtained from x by ﬂipping one variable if x = 06 and two variables if x contains
three xi .
If x = 06 and y ∈ B, we set w(x, y) = w′(x, y, i) = w′(y, x, i) = 1.
If x has three variables xi = 1 and y is obtained by switching two of those to 0, we set w(x, y) = 1/8,
w′(x, y, i) = 132 and w′(y, x, i) = 12 .
To calculate the maximum loads, we consider three cases:
1. x = 06.
wt(x) = 6 and v(x, i) = 1 for all i.
2. x has three variables xi = 1.
Then, there are three pairs of variables that we can ﬂip to get to y ∈ B. Thus, wt(x) = 3/8. Each
xi = 1 gets ﬂipped in two of those pairs. Therefore, its load is v(x, i) = 2 · 1/32 = 1/16. The ratio
wt(x)
v(x,i)
is 6.
3. y has 1 variable yi = 1.
Then, we can either ﬂip this variable or one of 5 pairs of yi = 0 variables to get to x ∈ A. The weight
is wt(y) = 1 + 5 · 18 = 138 . If yi = 1, then the only input x ∈ A, (x, y) ∈ R with xi = yi is x = 06
with w′(y, x, i) = 1. Thus, v(y, i) = 1. If yi = 0, then exactly two of 5 pairs of variables j : yj = 0
include the ith variable. Therefore, v(y, i) = 2 · 12 = 1.
Thus, vA = 1/6, vB = 8/13 and vmax = 2/
√
39.
This gives a 3d vs. ((
√
39/2)d) = (3.12 . . .d) gap between polynomial degree and quantum com-
plexity. 
6. Conclusion
An immediate open problem is to improve our quantum lower bounds or to ﬁnd quantum algorithms
for our iterated functions that are better than classical by more than a constant factor. Some other related
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open problems are:
1. AND-OR tree. Let
f (x1, . . . , x4) = (x1 ∧ x2) ∨ (x3 ∧ x4).
We then iterate f and obtain a function of N = 4n variables that can be described by a complete
binary tree of depth log2 N = 2n. The leaves of this tree correspond to variables. At each non-leaf
node, we take the AND of two values at its two children nodes at even levels and OR of two values at
odd levels. The value of the function is the value that we get at the root. Classically, any deterministic
algorithm has to query all N = 4n variables. For probabilistic algorithms, N0.753... = (1+
√
33
4 )
2n
queries are sufﬁcient and necessary [26,27,30]. What is the quantum complexity of this problem? No
quantum algorithm that uses less than N0.753... = (1+
√
33
4 )
2n queries is known but the best quantum
lower bound is just (N0.5) = (2n).
A related problem that has been recently resolved concerns AND-OR trees of constant depth. There,
we have a similar N1/d -ary tree of depth d. Then, (
√
N) quantum queries are sufﬁcient [11,16] and
necessary [4,7]. The big-O constant depends on d and the number of queries in the quantum algorithm
is no longer O(
√
N) if the number of levels is non-constant. Curiously, it is not known whether the
polynomial degree is (
√
N), even for d = 2 [28].
2. Certiﬁcate complexity barrier. Let C0(f ) and C1(f ) be 0-certiﬁcate and 1-certiﬁcate complexity of
f (cf. [13] for deﬁnition). Any lower bound following from theorems of [4] or weight schemes of
the present paper is O(
√
C0(f )C1(f )) for total functions and O(
√
min(C0(f ), C1(f ))N) for partial
functions 2 [19,33].
This has been sufﬁcient to prove tight bounds for many functions. However, in some cases quan-
tum complexity is (or seems to be) higher. For example, the binary AND-OR tree described above
has C0(f ) = C1(f ) = 2n. Thus, improving the known (2n) lower bound requires going above√
C0(f )C1(f ).
To our knowledge, there is only one known lower bound for a total function which is better than√
C0(f )C1(f ) (and no lower bounds for partial functions better than
√
min(C0(f ), C1(f ))N ). This
is the (N2/3) lower bound of Shi [2,18,5] for element distinctness, a problem which has C0(f ) = 2,
C1(f ) = N and √C0(f )C1(f ) = (
√
N). It uses methods quite speciﬁc to the particular problem
and cannot be easily applied to other problems. It would be very interesting to develop more methods
of proving quantum lower bounds higher than O(
√
C0(f )C1(f )) for total functions or higher than
O(
√
min(C0(f ), C1(f ))N) for partial functions.
3. Finding triangles.A very simple problem for which its true quantum complexity seems to exceed the
(
√
C0(f )C1(f )) lower bound is as follows. We have n2 variables describing adjacency matrix of
a graph. We would like to know if the graph contains a triangle. The best quantum algorithm needs
O(n1.3) queries [32,20] an(n) lower bound follows by a reduction from the lower bound on Grover’s
search [12] or lower bound theorem of [4]. We have C0(f ) = O(n2) but C1(f ) = 3 (if there is a
triangle, its three edges form a 1-certiﬁcate), thus (n) is the best lower bound that follows from
theorems in [4]. We believe that the quantum complexity of this problem is more than (n). Proving
2 The distinction between partial and total functions is essential here. The methods of [4] and the present paper can be used
to prove lower bounds for partial functions that are more than
√
C0(f )C1(f ) but O(
√
min(C0(f ), C1(f ))N). Examples are
inverting a permutation [4] and local search [1].
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that could produce newmethods applicable to other problems where quantum complexity is more than
O(
√
C0(f )C1(f )) as well.
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Appendix A. Bounds using previous method
In this section, we look at what bounds can be obtained forQ2(f d) for f d deﬁned in Section 3.1 using
the previously known lower bound Theorem 3.
It can be veriﬁed that the block sensitivity of f is 3 on every input. By induction, we can show that this
implies bsx(f d) = 3d for every input x ∈ {0, 1}4d . This makes it tempting to guess that we can achieve
m = m′ = 3d and l = l′ = 1 which would give a lower bound of (3d).
This is not the case. If we would like to use Theorem 3 with l = l′ = 1, we need two requirements
simultaneously:
1. For every x ∈ A, denote by y1, . . . , y3d the elements of B for which (x, yi) ∈ R. Then, the sets of
variables where (x, yi) and (x, yj ) differ must be disjoint for all i, j , i = j .
2. For every y ∈ B, denote by x1, . . . , x3d the elements of A for which (xi, y) ∈ R. Then, the sets of
variables where (xi, y) and (xj , y) differ must be disjoint for all i, j , i = j .
If block sensitivity is 3d on every input, we can guarantee the ﬁrst requirement (by starting with x ∈ A
constructing disjoint S1, . . . , S3d and putting (x, xSi ) into R). But, if the set A only contains one x, then
m′ = 1 and the lower bound is (√3d) which is even worse than the previous one.
Therefore, we have to take larger set A. This can break the second requirement. Let x, z ∈ A and
y ∈ B. Then, we could have (x, y) ∈ R and (z, y) ∈ R. x and y would differ in a set of variables Si which
is one of 3d disjoint blocks for x. Similarly, z and y would differ in a set Tj which is one of 3d disjoint
blocks for z. Now, there is no reason why Si and Tj have to be disjoint! Block sensitivity guarantees that
Si ∩ Sj = ∅ for every ﬁxed x but it gives no guarantees about blocks for x being disjoint from blocks
for z.
Similarly, if we start with y ∈ B, we can ensure the second requirement but not the ﬁrst.
The best that we could achieve with this approach was m = m′ = 3d , l = 1, l′ = 2d , as follows. Let
A = f−1(0), B = f−1(1). We inductively construct two sets of 3d disjoint perfect matchings between
inputs in A and inputs in B.
The ﬁrst set of matchings consists of ordered pairs (x, y), x ∈ A, y ∈ B. For d = 1, the ﬁrst two
matchings match each input x ∈ A to the two inputs y ∈ B that differ in exactly one variable. The
ﬁrst matching is (0011, 0001), (0101, 1101), (1100, 1110), (1010, 0010), (0100, 1100), (1000, 0000),
(0111, 1111), (1011, 1001). The second matching matches each x ∈ A to the other y ∈ B which differs
in exactly one variable. The third matching matches each x ∈ A to y ∈ B which differs from x in both
variables that are sensitive for x. This is the ﬁrst set of three matchings.
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The second set of matchings consists of ordered pairs (y, x), y ∈ B, x ∈ A. The ﬁrst two matchings
are the same as in the ﬁrst set. The third matching matches each x ∈ A to y ∈ B which differs from x in
both variables that are sensitive for y.
For d > 1, we introduce notation x1, x2, x3, x4 and x˜ similarly to Section 4.2. The ﬁrst 3d−1 matchings
are constructed as follows. For each x, we ﬁnd x˜. Then, we ﬁnd y˜ such that (x˜, y˜) belongs to the ﬁrst
matching in the ﬁrst set. Let i be the variable for which x˜i = y˜i . In the kth matching (1k3d−1), we
match each x ∈ A to y ∈ B which is deﬁned as follows:
• If j = i, then xj = yj .
• xi is such that (xi, yi) belongs to the kth matching for d − 1 levels (taking matchings from the ﬁrst set
if f (xi) = 0 and the second set if f (yi) = 1).
The second 3d−1 matchings are constructed similarly, except that we use y˜ for which (x˜, y˜) belongs to
the second matching of the ﬁrst set.
To construct the last 3d−1 matchings, we take y˜ for which (x˜, y˜) belongs to the third matching. In
2 × 3d + kth matching, we match x with y deﬁned as follows:
• if x˜i = y˜i , then yi is the input of length xi for which (xi, yi) belongs to the kth matching for d − 1
levels.
• if x˜i = y˜i , then yi = xi .
We then deﬁne R as the set of (x, y) which belong to one of the 3d matchings we constructed. By
induction, we show
Lemma 8. For the ﬁrst set of 3d matchings, m = m′ = 3d , l = 1, l′ = 2d . For the second set of 3d
matchings, m = m′ = 3d , l′ = 1, l = 2d .
Proof. First, we prove m = m′ = 3d . In the base case, we can just check that the matchings are distinct
and, thus, every x ∈ A or y ∈ B is matched to three distinct elements of the other set. In the inductive
case, consider an element x ∈ A (or y ∈ B) and two elements y1 ∈ B and y2 ∈ B to which it is matched.
If (x, y1) and (x, y2) belong to twomatchings in the same group of 3d−1 matchings, then, by the inductive
assumption yi1 = yi2 and, hence, y1 = y2. If (x, y1) and (x, y2) belong to two matchings in different
groups, then y˜1 = y˜2 implies y1 = y2.
To prove l = 1 (or l′ = 1 for the second set), we ﬁrst observe that this is true in the base case. For the
inductive case, we again have two cases. If (x, y1) and (x, y2) belong to different sets of 3d−1 matchings,
then, for each i ∈ {1, 2, 3, 4}, either x˜i = y˜1i or x˜ = y˜2i . This means that only one of y1 and y2 can differ
from x in a variable belonging to xi . If (x, y1) and (x, y2), we apply the inductive assumption to (xi, yi1)
and (xi, yi2).
To prove l′ = 2 in the base case, we notice that, if (x1, y) and (x2, y) belong to the ﬁrst and the
second matching, then the pairs (x1, y) and (x2, y) cannot differ in the same variable. In the inductive
case, for every i ∈ {1, 2, 3, 4}, either x˜1i = y˜i or x˜2i = y˜i . If we have a variable j such that j ∈
{(i − 1)4d−1 + 1, (i − 1)4d−1 + 2, . . . , i × 4d−1} and x˜1i = y˜i , then (x, y) ∈ R and xj = yj means that
(x, y) belongs to either one of the second 3d−1 matchings or one of the last 3d−1 matchings. By applying
the inductive assumption, there are at most 2d−1 such (x, y) in each of the two sets of 3d−1 matchings.
This gives a total of at most 2 × 2d−1 = 2d such pairs (x, y).
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The weakness of Theorem 3 that we see here is that all variables get treated essentially in the same
way. For each y ∈ B, different variables yi might have different numbers of x ∈ A such that (x, y) ∈ R,
xi = yi . Theorem 3 just takes the worst case of all of those (the maximum number). Our weight schemes
allow to allocate weights so that some of load gets moved from variables i which have lots of x ∈ A:
(x, y) ∈ R, xi = yi to those which have smaller number of such x ∈ A. This results in better bounds.
For the function of Section 3.1, we get (2.12 . . .d) by old method and (2.5d) by the new method.
For the two functions in Section 5, the old method only gives bounds that are lower than polynomial
degree while the new method shows that Q2(f ) is higher than deg(f ) for those functions as well. 
References
[1] A. Aaronson, Lower bounds for local search by quantum arguments, Proceedings of STOC’04, 2004, pp. 465–474, also
quant-ph/0307149.
[2] S. Aaronson, Y. Shi, Quantum lower bounds for the collision and the element distinctness problems, J. ACM 51 (2004)
595–605.
[4] A. Ambainis, Quantum lower bounds by quantum arguments, J. Comput. System Sci. 64 (2002) 750–767 earlier versions
at STOC’00 and quant-ph/0002066.
[5] A. Ambainis, Polynomial degree and lower bounds in quantum complexity: collision and element distinctness with small
range, Theory of Computing 1 (2005) 37–46, also quantph/0305179.
[6] A.Ambainis, Quantum query algorithms and lower bounds. Proceedings of FOTFS III, Trends in Logic, KluwerAcademic
Publishers, 23 (2004) 15–32.
[7] H. Barnum, M. E. Saks, A lower bound on the quantum query complexity of read-once functions. J. Comput. System Sci.
69 (2004) 244–258.
[8] H. Barnum, M. Saks, M. Szegedy, Quantum decision trees and semideﬁnite programming, Complexity’03, 2003, pp.
179–193.
[9] R. Beals, H. Buhrman, R. Cleve, M. Mosca, R. de Wolf, Quantum lower bounds by polynomials, J. ACM 48 (2001)
778–797 earlier versions at FOCS’98 and quant-ph/9802049.
[10] C. Bennett, E. Bernstein, G. Brassard, U. Vazirani, Strengths and weaknesses of quantum computing, SIAM J. Comput.
26 (1997) 1510–1523 quant-ph/9701001.
[11] H. Buhrman, R. Cleve, A. Wigderson, Quantum vs. classical communication and computation, Proceedings of STOC’98,
1998, pp. 63–68, quant-ph/9702040.
[12] H. Buhrman, C. Durr, M. Heiligman, P. Hoyer, F. Magniez, M. Santha, R. de Wolf, Quantum algorithms for element
distinctness, Proceedings of Complexity’01, 2001, pp. 131–137, quant-ph/0007016.
[13] H. Buhrman, R. de Wolf, Complexity measures and decision tree complexity: a survey, Theoret. Comput. Sci. 288 (2002)
21–43.
[14] E.W. Cheney, Introduction to Approximation Theory, McGraw-Hill, NewYork, 1966.
[15] L. Grover, A fast quantum mechanical algorithm for database search, STOC’96, 1996, pp. 212–219, quant-ph/9605043.
[16] P. Hoyer, M. Mosca, R. de Wolf, Quantum search on bounded-error inputs, Proceedings of ICALP’03, Lecture Notes in
Computer Science, vol. 2719, Springer, Berlin, 2003, pp. 291–299, also quant-ph/0304052.
[17] P. Hoyer, J. Neerbek,Y. Shi, Quantum lower bounds of ordered searching, sorting and element distinctness, Algorithmica
34 (2002) 429–448 earlier versions at ICALP’01 and quant-ph/0102078.
[18] S. Kutin, A quantum lower bound for the collision problem, with small range, Theory of Computing 1 (2005) 29–36.
[19] S. Laplante, F. Magniez, Lower bounds for randomized and quantum query complexity using Kolmogorov arguments,
Proceedings of Complexity’04, 2004, pp. 294–304, also quant-ph/0311189.
[20] F. Magniez, M. Santha, M. Szegedy, An O(n1.3) quantum algorithm for the triangle problem, Proceedings of SODA’05,
2005, pp. 1109–1117, also quant-ph/0310134.
[21] G. Midrija¯nis, Exact quantum query complexity for total Boolean functions, quant-ph/0403168.
[22] A. Nayak, F. Wu, The quantum query complexity of approximating the median and related statistics, Proceedings of
STOC’99, 1999, pp. 384–393, quant-ph/9804066.
238 A. Ambainis / Journal of Computer and System Sciences 72 (2006) 220–238
[23] N. Nisan, M. Szegedy, On the degree of Boolean functions as real polynomials, Comput. Complexity 4 (1994) 301–313.
[24] N. Nisan, A. Wigderson, On rank vs. communication complexity, Combinatorica 15 (1995) 557–565 also FOCS’94.
[25] A. Razborov, Quantum communication complexity of symmetric predicates, Izvestiya RussianAcad. Sci. Math. 67 (2003)
159–176 also quant-ph/0204025.
[26] M. Saks, A.Wigderson, Probabilistic boolean decision trees and the complexity of evaluating game trees, FOCS’86, 1986,
pp. 29–38.
[27] M. Santha, On theMonte Carlo Boolean decision tree complexity of read-once formulae, Structures’91, 1991, pp. 180–187.
[28] Y. Shi, Approximating linear restrictions of Boolean functions, Manuscript, 2002.
[29] P. Shor, Polynomial-time algorithms for prime factorization and discrete logarithms on a quantum computer, SIAM J.
Comput. 26 (1997) 1484–1509 quant-ph/9508027.
[30] M. Snir, Lower bounds on probabilistic linear decision trees, Theoret. Comput. Sci. 38 (1985) 69–82.
[31] R. Spalek, M. Szegedy, All quantum adversary methods are equivalent, quant-ph/0409116, 2004.
[32] M. Szegedy, On the quantum query complexity of detecting triangles in graphs, quant-ph/0310107, 2003.
[33] S. Zhang, On the power of Ambainis’s lower bounds, Proceedings of ICALP’04, Lecture Notes in Computer Science, vol.
3142, Springer, Berlin, 2004, pp. 1238–1250, also quant-ph/0311060.
