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Kurzfassung
In der vorliegenden Arbeit wird gepr

uft, inwiefern der Einsatz netzfreier Methoden f

ur die
Analyse materieller Instabilit

aten geeignet ist. Es wird ein auf der Moving Least Squares
Approximation (Lanaster und Salkauskas, 1981) basierendes Diskretisierungsverfahren
implementiert, wobei eine eÆziente Behandlung von Systemen mit einer groen Zahl von
Freiheitsgraden im Vordergrund steht. Die Implementierung wird zun

ahst im Rahmen der
linearen Elastostatik entwikelt und validiert und sodann f

ur die endlihe Elastoplastizit

at
angepasst.
Die Grundlage f

ur die numerishen Studien endliher elasto-plastisher Deformationen
bildet das Energiekriterium f

ur stabile Deformationsprozesse (Petryk, 1982, 1985, 1991). In
Verbindung mit einem zeitunabh

angigen, inkrementell nihtlinearen Materialmodell wird
der stabile Deformationspfad beim Auftreten einer Bifurkation automatish ermittelt. Als
ein geeignetes Materialmodell wird die J
2
orner theory (Christoersen und Huthinson,
1979) verwendet.
Es wird gezeigt, dass das implementierte Verfahren mit netzunabh

angigen Ansatzfunk-
tionen die zum Zeitpunkt des Elliptizit

atsverlustes einer homogenen Deformation theore-
tish vorhergesagte Ausbildung von Sherb

andern gut approximiert. Sowohl der Zeitpunkt
der ersten Bifurkation als auh die Orientierung der dann entstehenden Lokalisierungs-
b

ander des diskreten Systems stehen in guter

Ubereinstimmung mit den theoretishen
Vorhersagen f

ur das Kontinuum. F

ur die r

aumlihe Diskretisierung des Grundgebietes
k

onnen dabei nahezu beliebige, insbesondere unstrukturierte St

utzstellenverteilungen ge-
nutzt werden.
Abstrat
The present work examines the appliability of meshless methods to problems of materi-
al instability. A disretisation tehnique based on Moving Least Squares Approximation
(Lanaster und Salkauskas, 1981) is implemented with emphasis on an eÆient treatment
of disretized systems with a large number of degrees of freedom. The implementation
is developed and validated at rst within the framework of linear elastostatis and then
adapted to nite elastoplastiity.
Basis of the omputational method for large elasti-plasti deformations is the energy
riterion of path stability (Petryk, 1982, 1985, 1991). At a bifuration point the stable
deformation path is automatially seleted if a time-independent, inrementally non-linear
material model is used. The J
2
orner theory (Christoersen und Huthinson, 1979) is
applied as a material model.
It is shown that the implemented meshless method is suitable for the simulation of
theoretially predited shear band formation at the instant of elliptiity loss of uniform
straining. The instant of primary bifuration as well as the orresponding orientation of
loalization bands for the disretized problem orrespond well with theoretial values. The
spatial disretisation an be performed using almost arbitrary, in partiular unstrutured
sets of nodes.
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1 Einleitung
Bei endlihen elasto-plastishen Deformationsprozessen k

onnen lokalisierte Deformatio-
nen auftreten, die sih in B

andern mit in der Regel dominierenden Shubverformungen
konzentrieren. Man spriht deshalb meist vereinfaht von Sherb

andern. Dieses Ph

ano-
men ist Folge einer Instabilit

at des Deformationsprozesses, die niht durh geometrishe
oder kinetishe Eekte bedingt ist, sondern durh das Material selbst. F

ur die Analy-
se materieller Instabilit

aten stellt das klassishe Materialmodell des plastishen Flieens
mit Normalenregel und glatter Flie

ahe eine zu drastishe Vereinfahung des wirklihen
Materialverhaltens dar, so dass Finite-Elemente-Berehnungen im nahkritishen Bereih,
d. h. nah dem Verlust der Elliptizit

at, zu extremen Netzabh

angigkeiten f

uhren, die h

aug
als pathologish bezeihnet werden.
Eine M

oglihkeit zur realit

atsn

aheren Beshreibung des Materialverhaltens ist der
R

ukgri auf Flieekentheorien, die die kristalline Struktur metallisher Werkstoe zwar
niht mikromehanish explizit, aber indirekt auf ph

anomenologisher Basis ber

uksih-
tigen. Mit solhen Modellen k

onnen der Bifurkationszeitpunkt und der anf

anglihe nah-
kritishe Bereih durh Dreiekselemente mit linearen Ansatzfunktionen in einer Finite-
Elemente-Analyse korrekt abgebildet werden, sofern das FE-Netz an die theoretish zu
erwartende Bandstruktur angepasst ist (Petryk und Thermann, 2000, 2002, Lulla, 2002
Sh

utze, 2006). Das ist m

oglih, weil in dem eingeshr

ankten Prozessbereih das Auftreten
eindimensionaler Deformationsmuster theoretish vorhergesagt (Petryk, 1997) und auf der
Basis des Energiekriteriums f

ur stabile Deformationsprozesse (Petryk, 1982, 1985, 1991)
analysiert werden kann.
Sobald sih jedoh bei fortgesetzter Deformation wirklih zweidimensionale Geshwin-
digkeitsfelder einstellen, ist eine Anpassung des FE-Netzes niht mehr m

oglih, da man
gar niht wei, woran man anpassen soll. Es ist in solhen F

allen zu erwarten, dass die Er-
gebnisse derartiger Rehnungen nur dann realistish sind, wenn der Teilraum, auf dem die
L

osung gesuht wird, die L

osung f

ur das Kontinuum auh wirklih approximieren kann.
Die numerishen Studien von Sh

utze (2006) geben f

ur den sp

aten nahkritishen Be-
reih Hinweise, dass dies niht der Fall ist. Sie zeigen f

ur ein Zwei-Fl

ahen-Modell mit
innerer Flieeke (Petryk und Thermann, 1997) unter anderem, dass die qualitativ be-
friedigende

Ubereinstimmung zwishen der experimentell ermittelten Mikrostruktur beim
Walzen (Bild 1.1a) und dem Simulationsergebnis f

ur Stauhen mit

uberlagerter Sherung
(Bild 1.1b) fragw

urdig ist, da bei marginaler

Anderung des FE-Netzes auh ein anderer
Simulationsverlauf (Bild 1.1) berehnet werden kann.
FE-Rehnungen zur Ermittlung des ersten Bifurkationszeitpunktes einer homogen De-
formation bei Verwendung niht angepasster Netze sind praktish unbrauhbar und

uber-
sh

atzen den kritishen Zeitpunkt erheblih, wie shon Lulla (2002) festgestellt hat.
Eine aussihtsreihe Alternative zur Finite-Elemente-Methode bietet der Einsatz soge-
nannter netzfreier Verfahren. Diese ben

otigen f

ur die Diskretisierung der Grundgleihun-
gen nur im Grundgebiet verteilte St

utzstellen ohne explizite Vorgabe der Konnektivit

ats-
beziehungen in Form eines dem St

utzstellensatz zugeordneten Netzes. Die Netzabh

angig-
keit der approximierten L

osung wird dadurh beseitigt, so dass auh eine deutlih gerin-
gere Empndlihkeit der N

aherungsl

osung gegen

uber der Art der St

utzstellenverteilung
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a) b) )
Bild 1.1: Vergleih der a) experimentell (Piela und Korbel, 1996) ermittelten Mikrostruktur f

ur einen
Walzprozess mit Simulationsergebnissen f

ur isohores Stauhen und

uberlagerter Sherung nah b) Petryk
und Thermann (2004) bzw. ) Sh

utze (2006)
erwartet werden kann. Basis solher Diskretisierungsverfahren bilden meist Interpolations-
bzw. Approximationstehniken, die einem diskreten Datensatz eine kontinuierlihe N

ahe-
rungsfunktion zuordnen. Zu den bekanntesten Tehniken geh

oren Moving Least Squares
Approximation (Lanaster und Salkauskas, 1981), Radial Basis Funtions (vgl. Buhmann,
2003), Natural Neighbour Interpolation (Sibson, 1980, vgl. Sukumar et al., 1998) und Ma-
ximum Entropy Approximation (vgl. Arroyo und Ortiz, 2006, Sukumar, 2004).
In den vergangenen zwei Jahrzehnten ist eine Vielzahl netzfreier Diskretisierungsteh-
niken vorgeshlagen worden. Zu den ersten Verfahren dieser Klasse z

ahlen Smoothed Par-
tile Hydrodynamis (Luy, 1977) und Diuse Element Method (Nayroles et al., 1992).
Es folgten Reproduing Kernel Partile Method (Liu et al., 1993), Element Free Galerkin
(Belytshko et al., 1994), h-p louds (Duarte und Oden, 1996), Partition of Unity Method
(Babuska und Melenk, 1997) und zahlreihe andere.
In den

Ubersihtsarbeiten von Belytshko et al. (1996b), Li und Liu (2002), Fries
und Matties (2004) und Nguyen et al. (2008) werden einzelne Verfahren eingehender
diskutiert. F

ur die Untersuhungen im Rahmen der vorliegenden Arbeit erwies sih die
Studie von Fries und Matties als besonders hilfreih und als zuverl

assiger Wegweiser durh
die inzwishen umfangreihe Literatur. Die in den letzten Jahren ershienenen B

uher von
Liu (2003), Li und Liu (2004), Liu und Gu (2005), Chen et al. (2006), Belytshko und
Chen (2007), Fasshauer (2007) bieten neben einem tieferen Einblik in die Thematik
gezielt Unterst

utzung bei der Implementierung netzfreier Verfahren.
 Ziel dieser Arbeit ist es zu pr

ufen, ob die Anwendung einer netzfreien Diskretisie-
rungstehnik auf die Analyse materieller Instabilit

aten grunds

atzlih zum Erfolg
f

uhren kann. Insbesondere soll die Frage behandelt werden, ob der erste Bifurkati-
onszeitpunkt einer homogenen Deformation und die zugeh

origen Felder mit dieser
Tehnik n

aherungsweise rihtig erfasst werden, wenn unstrukturierte Punktevertei-
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lungen ohne R

ukgri auf bekannte theoretishe Zusammenh

ange zu Grunde gelegt
werden.
Eine positive Beantwortung dieser Frage ist Voraussetzung f

ur zuk

unftige numerishe
Analysen im nahkritishen Bereih, auh wenn solhe Berehnungen hier ausgeklammert
werden, um den Untersuhungsumfang auf ein sinnvolles Ma einzushr

anken.
Die numerishe Analyse inkrementell nihtlinearer Werkstoe im nahkritishen Be-
reih ist zeitaufw

andig. Um die sih dabei einstellenden Mikrostrukturen erfassen zu k

on-
nen, m

ussen entsprehend feine Diskretisierungen zu Grunde gelegt werden. So erfordert
etwa die FE-Berehnung f

ur Bild 1.1 bei der dargestellten Dikenreduktion von 50% auf ei-
nem PC Rehenzeiten im mittleren zweistelligen Stundenbereih, wenn ein Netz mit 7321
Knoten benutzt wird, um die Feinstruktur in der Verteilung der betragsgr

oten loga-
rithmishen Hauptdehnung sihtbar werden zu lassen. Beim Einsatz netzfreier Methoden
muss mit einem h

oherem Zeitbedarf gerehnet werden.
 Es sind deshalb Programme f

ur ein netzfreies Diskretisierungsverfahren zu entwi-
keln, die eine eÆziente Berehnung ebener Probleme mit vielen Freiheitsgraden
erlauben.
Als Basis f

ur die numerishe Analyse soll weiterhin Petryks Kriterium f

ur die Stabilit

at
eines Deformationsprozesses genutzt werden, was f

ur das diskretisierte Problem darauf
hinausl

auft, die inkrementelle Energie zu minimieren. Als Einshr

ankung an die zu ent-
wikelnde Implementierung ergibt sih daraus:
 Die L

osung der diskretisierten Feldgleihungen soll auf einem Extremalprinzip ba-
sieren.
Erweiterte Variationsprinzipe sheiden wegen der Sattelpunkteigenshaften von vornher-
ein aus.
Die Arbeit ist wie folgt gegliedert. In Kapitel 2 werden die f

ur die Implementierung
eines netzfreien Verfahrens ben

otigten Grundlagen zusammengetragen und neue M

og-
lihkeiten zur EÆzienzsteigerung pr

asentiert. Implementierungsaspekte werden detailliert
beshrieben.
Hieraus ergibt sih eine Reihe von Fragestellungen der algorithmishen Geometrie,
die in Kapitel 3 aufgegrien werden und in einem Algorithmus zum Generieren unstruk-
turierter St

utzstellenverteilungen f

ur exibel vorgebbare zweidimensionale Grundgebiete
m

unden. Der Algorithmus erlaubt es, die lokale St

utzstellendihte kontrolliert zu variieren
und damit den Bed

urfnissen eines konkreten Problems anzupassen.
In Kapitel 4 werden die entwikelten Programme auf Probleme der linearen Elas-
tostatik angewendet. Neben der Validierung der Implementierung werden zwei aus der
Literatur bekannte Tehniken zur Behandlung kinematisher Randbedingungen bez

uglih
ihres numerishen Verhaltens verglihen. Der Einuss des Approximationsfehlers infol-
ge der n

aherungsweisen Auswertung der Gebietsintegrale auf die gesuhte L

osung wird
anhand von zahlreihen Testbeispielen untersuht.
Shlielih wird in Kapitel 5 das implementierte netzfreie Verfahren mit vorhandenen
Unterprogrammen zur inkrementellen Energieminimierung kombiniert und zur Analyse
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materieller Instabilit

aten eingesetzt. Das Verhalten der N

aherungsl

osung zum Zeitpunkt
der ersten Bifurkation wird in Abh

angigkeit von Art und Umfang der r

aumlihen Diskre-
tisierung sowie von Verfahrensparametern der netzfreien Methode studiert.
Da zur L

osung der gestellten Aufgabe vershiedene thematishe Shwerpunkte zu bear-
beiten waren, shien es niht ratsam, bekannte Grundlagen in einem gesonderten Kapitel
zusammenzufassen. Um unn

otige Querverweise zu vermeiden, sind diese vielmehr im the-
matishen Zusammenhang mit den eigenen Entwiklungen dargestellt. Um die Grundidee
des netzfreien Verfahrens und die Probleme seiner Implementierung m

oglihst einfah
herausarbeiten zu k

onnen, wird in Kapitel 2 und 4 nur die Theorie innitesimal klei-
ner Vershiebungen und die lineare Elastostatik vorausgesetzt. Aspekte der nihtlinearen
Kontinuumsmehanik endliher Verzerrungen und die dann erforderlihen Anpassungen
werden erst in Kapitel 5 behandelt.
Die Notation folgt Gurtin (1972) weitestgehend. Insbesondere bezeihnet ein Punkt
zwishen Tensoren oder Vektoren stets ein inneres Produkt, also die Abbildung auf einen
Skalar, z. B. A B = A
ij
B
ij
oder a b = a
i
b
i
, wobei

uber doppelt auftretende Indies zu
summieren ist. Tensoren vierter Stufen werden durh serifenlose Grobuhstaben in Fett-
druk symbolisiert. Die lineare Abbildung, die dem Tensor zweiter Stufe B den Tensor
zweiter Stufe A = CB zuordnet, lautet in Komponentenform A
ij
= C
ijkl
B
kl
. Komponen-
tendarstellungen beziehen sih stets auf eine kartesishe Basis.
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2 Implementierung einer Diskretisierungstehnik mit
netzunabh

angigen Ansatzfunktionen
Bei der Vielzahl der in den letzten Jahren vorgeshlagenen netzfreien Diskretisierungsver-
fahren ist im ersten Shritt eine Entsheidung zu f

allen, welhe Tehnik intensiver verfolgt
werden soll. Die f

ur diese Entsheidung notwendige Klassizierung der bekannten Verfah-
ren kann unter Einbeziehung vershiedener Gesihtspunkte erfolgen, vgl. (Fries und Mat-
ties, 2004). Eines der wesentlihen Merkmale eines Diskretisierungsverfahrens ist die Art
der verwendeten Ansatzfunktionen. Die st

arkste Verbreitung innerhalb netzfreier Metho-
den haben die h

aug unter der Bezeihnung Moving Least Squares (MLS ) subsumierten
Ansatzfunktionen gefunden. Sie werden auh der hier zu entwikelnden Implementierung
zu Grunde gelegt.
In diesem Kapitel werden die MLS-Ansatzfunktionen zun

ahst detailliert hergeleitet
und f

ur die numerishe Auswertung aufbereitet. Anshlieend werden zwei aus der Li-
teratur bekannte Tehniken zur Erf

ullung kinematisher Randbedingungen er

ortert. Die
numerishe Auswertung der bei shwaher Formulierung der Grundgleihungen auftre-
tenden Gebietsintegrale und der

Ubergang zu den diskreten Gleihungen shlieen das
Kapitel ab.
2.1 Ansatzfunktionen
Wir beshreiben hier zwei Herleitungen f

ur derartige Ansatzfunktionen, die trotz identi-
sher Endergebnisse ihre spezishen Vorz

uge haben. Den klassishen Zugang bietet die
Moving Least Squares Approximation (Kapitel 2.1.1). Das von Lanaster und Salkauskas
(1981) beshriebene Verfahren mit den Wurzeln in der Approximationstheorie zeihnet
sih durh seine anshaulihe Interpretationsm

oglihkeit aus. Der formalere, in Kapitel
2.1.2 erl

auterte Weg, stellt eine Verbindung zu der ebenfalls verbreiteten Konstruktion
der Ansatzfunktionen im Rahmen der Reproduing Kernel Partile Methode her und
hebt einige wesentlihe Eigenshaften der Ansatzfunktionen deutliher hervor. Vergleih-
bare Darstellungen geben Belytshko et al. (1996b).
2.1.1 Moving Least Squares Approximation
Das Verfahren von Lanaster und Salkauskas soll hier am Beispiel einer eindimensionalen
Approximationsaufgabe vorgestellt werden. Es sei eine Kurve u(x) in den St

utzstellen x
i
,
i = 1; : : : ; N durh die St

utzwerte u
i
:= u(x
i
) gegeben. F

ur eine lokale Approximation
der gesuhten Funktion in der Umgebung eines Punktes x durh ein Polynom
u
h
(x) =
m
X
=1
p

(x)a

(x) (2.1)
lassen sih die gesuhten KoeÆzienten a

(x) durh Minimierung der Summe gewihteter
Fehlerquadrate
J =
1
2
N
P
i=1
w
i
(x)
 
u
h
(x
i
)  u
i

2
(2.2)
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berehnen. Die Monome p

(x) = x
 1
,  = 1; : : : ; m in (2.1) bilden die vollst

andige Poly-
nombasis der Ordnung m 1. Der lokale Approximationsharakter wird dadurh erreiht,
dass sogenannte Fenster- oder Gewihtsfunktionen w
i
(x) den Beitrag der St

utzwerte u
i
weit entfernter St

utzstellen x
i
verringern bzw. g

anzlih unterdr

uken. Mit w
i
(x) werden
daher Funktionen verwendet, die in einer Umgebung der St

utzstelle x
i
positiv sind und
mit steigendem Abstand von der St

utzstelle auf Null abfallen
w
i
(x) =
(
w(jx
i
  xj) > 0 f

ur jx
i
  xj  r
0 sonst
: (2.3)
Der Parameter r in (2.3) legt die Gr

oe der Einussbereihe !
i
= fxjw
i
(x) > 0g der St

utz-
stellen fest. Demnah tragen nur solhe St

utzwerte zur Approximation bei, deren Abstand
zu x kleiner ist als r. Bei stark ver

anderliher Dihte in der St

utzstellenverteilung ist es
sinnvoll, einzelnen St

utzstellen vershiedene Werte r zuzuordnen (Lanaster und Salkaus-
kas, 1981). In (2.3) tritt dann r
i
an die Stelle von r. Das aus der Stationarit

atsbedingung
J
a

=
N
X
i=1
m
X
=1
w
i
(x)p

(x
i
)p

(x
i
)a

(x) 
N
X
i=1
p

(x
i
)w
i
(x)u
i
= 0;  = 1; : : : ; m (2.4)
resultierende lineare Gleihungssystem
m
X
=1
M

(x)a

(x) =
N
X
i=1
p

(x
i
)w
i
(x)u
i
;  = 1; : : : ; m (2.5)
mit
M

(x) =
N
X
i=1
w
i
(x)p

(x
i
)p

(x
i
); ;  = 1; : : : ; m (2.6)
liefert die optimalen PolynomkoeÆzienten zu
a

(x) =
N
X
i=1
m
X
=1
(M
 1
)

(x)p

(x
i
)w
i
(x)u
i
;  = 1; : : : ; m: (2.7)
Die KoeÆzienten (2.6) formen die sogenannte Momentenmatrix M. Damit ist der N

ahe-
rungswert der gesuhten Funktion im Punkt x durh
u
h
(x) =
m
X
=1
p

(x)a

(x) (2.8)
festgelegt. Shlielih erhalten Lanaster und Salkauskas die globale Approximation der
unbekannten Funktion u(x), indem sie die lokale N

aherung (2.8) in jedem Punkt x des
Grundgebietes auswerten
u
h
(x) =
m
X
=1
p

(x)a

(x); (2.9)
6
den Punkt x in (2.1) also

uber das gesamte Grundgebiet
"
bewegen\. Einsetzen von
a

(x) =
N
X
i=1
m
X
=1
(M
 1
)

(x)p

(x
i
)w
i
(x)u
i
;  = 1; : : : ; m (2.10)
in (2.9) liefert dann
u
h
(x) =
N
X
i=1

i
(x)u
i
; (2.11)
wobei

i
(x) =
m
X
=1
m
X
=1
(M
 1
)

(x)p

(x)p

(x
i
)w
i
(x) (2.12)
als die der St

utzstelle x
i
zugeordnete Ansatzfunktion interpretiert werden kann.
Bild 2.1 illustriert die Untershiede zwishen einer gew

ohnlihen Ausgleihsrehnung
nah der Methode der kleinsten Quadrate und der besprohenen MLS-Tehnik.
a)
PSfrag replaements
x
u
i
,
u
h
b)
PSfrag replaements
x
u
i
,
u
h
x
)
PSfrag replaements
x
u
i
,
u
h
Bild 2.1: Vershiedene Approximationen einer durh 6 St

utzstellen gegebenen Sinusfunktion bei Ver-
wendung der Polynombasis (1; x). a) Approximation durh eine Ausgleihsgerade mit Hilfe der Methode
der kleinsten Quadrate. b) Eine bessere lokale Approximation in der Umgebung des Punktes x erh

alt
man durh Minimieren der gewihteten Fehlerquadratsumme (2.2). Nur der Wert der lokalen N

aherungs-
funktion im Punkte x wird benutzt, um die MLS-N

aherung in diesem Punkte festzulegen. ) Die durh
fortlaufende Minimierung der gewihteten Fehlerquadratsumme konstruierte MLS-N

aherungsfunktion.
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Beahtet man die positive Denitheit der Fehlerquadratfunktion (2.2), so kann man
sih shnell klarmahen (Krongauz und Belytshko, 1996), dass der MLS-Ansatz (2.11,
2.12) jedes Polynom vom Grade m   1 exakt wiedergibt. Die MLS-Approximation hat
also die Konsistenzordnung m  1 und erf

ullt damit eine grundlegende Forderung an die
Ansatzfunktionen zur n

aherungsweisen L

osung von Dierentialgleihungen der Ordnung
2(m  1).
Man kann nun auh umgekehrt die Reproduzierbarkeitsbedingungen als Ausgangs-
punkt zur Herleitung der Ansatzfunktionen verwenden. Wir gehen im folgenden Kapitel
darauf ein, da sih dieser Zugang sp

ater bei der Behandlung kinematisher Randbedin-
gungen als n

utzlih erweist.
2.1.2 Direktes Auswerten der Konsistenzbedingung
Wir betrahten wieder die Aufgabe, eine durh N Wertepaare gegebene Kurve zu appro-
ximieren, und setzen die N

aherungsfunktion u
h
(x) als Linearkombination
u
h
(x) =
N
X
i=1

i
(x)u
i
(2.13)
der zun

ahst unbekannten, jeweils einer St

utzstelle zugeordneten Funktionen 
i
(x) an.
Die Forderung, dass der Ansatz (2.13) ein beliebiges Polynom der Ordnung m  1 exakt
reproduziert, liefert die Konsistenzbedingung
N
X
i=1
m
X
=1

i
(x)a

p

(x
i
) =
m
X
=1
a

p

(x); (2.14)
in der die KoeÆzienten a

der Monome p

beliebig sind. Die Ansatzfunktionen m

ussen
also dem linearen Gleihungssystem
N
X
i=1

i
(x)p

(x
i
) = p

(x);  = 1; : : : ; m (2.15)
gen

ugen. Die Lokalit

at der Ansatzfunktionen kann durh die multiplikative Zerlegung

i
(x) = w
i
(x)
i
(x)
sihergestellt werden, wobei w
i
(x) die in Kapitel 2.1.1 eingef

uhrte Fensterfunktion ist, die
nur in einer kleinen Umgebung einer St

utzstelle positiv ist und ansonsten vershwindet.
Die Funktionen 
i
(x) korrigieren also die vorgegebenen Fensterfunktionen w
i
(x) so, dass
die Konsistenzbedingung (2.14) erf

ullt wird. Dies erkl

art ihre verbreitete Bezeihnung als
Korrekturfunktionen. Das verbleibende System aus m linearen Gleihungen
N
X
i=1
w
i
(x)
i
(x)p

(x
i
) = p

(x);  = 1; : : : ; m (2.16)
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mit N unbekannten 
i
(x) kann nun aber nur f

ur N = m eine eindeutige L

osung besitzen.
Die Approximation eines Knotensatzes mit N > m St

utzstellen wird m

oglih, wenn mit
m linear unabh

angigen Funktionen q

(x) und von x abh

angigen KoeÆzienten a


i
(x) =
m
X
=1
q

(x
i
)a

(x); i = 1; : : : ; N (2.17)
gesetzt wird. Die Wahl
q

(x) = p

(x);  = 1; : : : ; m (2.18)
f

uhrt auf das Gleihungssystem
N
X
i=1
m
X
=1
w
i
(x)p

(x
i
)a

(x)p

(x
i
) = p

(x);  = 1; : : : ; m (2.19)
mit der L

osung
a

(x) =
m
X
=1
(M
 1
)

(x)p

(x);  = 1; : : : ; m; (2.20)
wobei M
 1
die Inverse der aus Kapitel 2.1.1 bekannten Momentenmatrix
(M)

(x) =
N
X
i=1
w
i
(x)p

(x
i
)p

(x
i
); ;  = 1; : : : ; m (2.21)
ist. Wir setzen (2.20) in (2.19) ein
N
X
i=1
m
X
=1
m
X
=1
w
i
(x)p

(x
i
)(M
 1
)

(x)p

(x)p

(x
i
) = p

(x);  = 1; : : : ; m (2.22)
und erhalten mit

i
(x) =
m
X
=1
m
X
=1
w
i
(x)p

(x
i
)(M
 1
)

(x)p

(x); i = 1; : : : ; N (2.23)
die gesuhten Ansatzfunktionen.
Es ist grunds

atzlih oen, welhe Kombination linear unabh

angiger Funktionen q

(x)
in (2.17) verwendet wird. Die hier getroene und in der Literatur

ublihe Wahl (2.18) hat
zugleih mehrere Vorteile. Die Momentenmatrix ist dann symmetrish. Unter der hier stets
geltenden Voraussetzung, dass p

(x),  = 1; : : : ; m eine vollst

andige Polynombasis der
Ordnung m 1 bildet, ist die MomentenmatrixM positiv denit (Lanaster und Salkaus-
kas, 1981). Ferner lassen sih Monome mit relativ geringem Aufwand berehnen. Diese
Eigenshaften erlauben eine vergleihsweise eÆziente und robuste numerishe Auswer-
tung von (2.23). Eine weitere Verbesserung numerisher Eigenshaften der hergeleiteten
Ansatzfunktion wird erzielt, wenn in der Konsistenzbedingung (2.15) die in den aktuellen
Punkt x vershobene Polynombasis benutzt wird.
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Manhe Anwendungen legen die Erweiterung der Polynombasis durh andere pro-
blemspezishe Funktionen nahe. Als Spezialfall sei hier die Beshreibung des Spannungs-
zustandes an einer Rissspitze genannt. Da solhe Anwendungen jedoh niht Gegenstand
der vorliegenden Arbeit sind, sei f

ur weitere diesbez

uglihe Informationen auf Belytshko
et al. (1996b) verwiesen.
Wir sind im Weiteren an Ansatzfunktionen der Konsistenzordnung Eins interessiert.
Die auf den Koordinatenursprung bezogene Polynombasis besitzt in diesem Fall die Form

p
1
(x)
p
2
(x)

=

1
x

: (2.24)
Nah Vershieben der linearen Polynombasis (2.24) in den aktuellen Punkt folgt aus (2.19)
N
X
i=1
w
i
(x)

1 x
i
  x
x
i
  x (x
i
  x)
2

| {z }
M
i
(x)

a
1
(x)
a
2
(x)

=

1
0

(2.25)
mit einer im Allgemeinen besser konditionierten Momentenmatrix M(x) =
P
N
i=1
M
i
(x).
Die Ansatzfunktionen haben damit die Form

i
(x) = w
i
(x)(a
1
(x) + a
2
(x)(x
i
  x)); i = 1; : : : ; N: (2.26)
Unter Beahtung der Symmetrie der Momentenmatrix stellen wir fest, dass (2.23) und
(2.12)

ubereinstimmen. Damit gelten alle Aussagen des oberen Abshnittes auh f

ur die
Ansatzfunktionen, die das Verfahren von Lanaster und Salkauskas liefert. Dies nehmen
wir zum Anlass, Ansatzfunktionen vom Typ (2.23) im Folgenden als MLS-Ansatzfunktion-
en zu bezeihnen.
Die Konstruktion entsprehender Ansatzfunktionen im Zweidimensionalen erfordert
nun lediglih eine Erweiterung der Polynombasis
0

p
1
(x; y)
p
2
(x; y)
p
3
(x; y)
1
A
=
0

1
x
y
1
A
; (2.27)
womit die zu (2.25) analoge Konsistenzbedingung die Gestalt
N
X
i=1
w
i
(x; y)
0

1 x
i
  x y
i
  y
x
i
  x (x
i
  x)
2
(x
i
  x)(y
i
  y)
y
i
  y (x
i
  x)(y
i
  y) (y
i
  y)
2
1
A
| {z }
M
i
(x; y)
0

a
1
(x; y)
a
2
(x; y)
a
3
(x; y)
1
A
=
0

1
0
0
1
A
(2.28)
annimmt und die Ansatzfunktionen sih zu

i
(x; y) = w
i
(x; y)(a
1
(x; y) + a
2
(x; y)(x
i
  x) + a
3
(x; y)(y
i
  y)); i = 1; : : : ; N (2.29)
ergeben. In welher Weise hier die Fensterfunktionen w
i
(x; y) einzuf

uhren sind, wird im
folgenden Unterkapitel besprohen.
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2.1.3 Fensterfunktion
Neben der Lokalit

at vererbt die Fensterfunktion weitere wesentlihe Eigenshaften an
die Ansatzfunktionen. Ist die Fensterfunktion k mal, die Komponenten der Basis p

l mal stetig dierenzierbar, so besitzt die darauf basierende MLS-Ansatzfunktion (2.23)
min(k; l) stetige Ableitungen (Lanaster und Salkauskas, 1981). Bei Verwendung einer
Polynombasis legt damit die Fensterfunktion fest, wie oft sih die Ansatzfunktion stetig
dierenzieren l

asst. Dar

uber hinaus kann die gew

ahlte Fensterfunktion die Approximati-
onsg

ute nennenswert beeinussen. Die Auswirkungen der Funktionswahl auf die L

osungs-
qualit

at sind jedoh shwer vorherzusagen (Liu et al., 1995).
In der Literatur sind mehrere Vorshl

age bez

uglih geeigneter Fensterfunktionen zu
nden. Eine

Ubersiht liefern z. B. Fries und Matties (2004). In der vorliegenden Arbeit
wird ein zweimal stetig dierenzierbarer Spline dritter Ordnung
w() =
8
>
<
>
:
1
6
  
2
+ 
3
f

ur  
1
2
1
3
  + 
2
 
1
3

3
f

ur
1
2
<   1
0 f

ur  > 1
(2.30)
verwendet
1
. Neben dem h

augen Gebrauh dieser Fensterfunktion in der Literatur be-
st

arken eigene Testrehnungen diese Entsheidung. Im Vergleih mit weiteren Spline- und
Exponentialfunktionen lieferte (2.30) stets gute Ergebnisse. Wir belassen es bei dieser
paushalen Bewertung, da eine quantitative Begr

undung wegen der zahlreihen Einuss-
faktoren wie Problemtyp, Knotenverteilung usw. problematish ist. Oft wird (2.30) in der
mit dem Faktor 4 skalierten Form angegeben. Ein konstanter Faktor ist allerdings f

ur die
Auswertung der Ansatzfunktionen der MLS-Approximation unerheblih. Gew

ohnlih wird
die Fensterfunktion als Funktion eines auf Eins normierten Parameters eingef

uhrt, der hier
mit  bezeihnet wird. Damit kann jedem Knoten i, i = 1; : : : ; N , eine Fensterfunktion
w
i
(x) = w((x)) mit (x) = jx
i
  xj=r
i
(2.31)
in einer Dimension bzw.
w
i
(x; y) = w((x; y)) mit (x; y) =
p
(x
i
  x)
2
+ (y
i
  y)
2
=r
i
(2.32)
im zweidimensionalen Fall, wenn kreisf

ormige Einussgebiete benutzt werden, zugewiesen
werden. F

ur rehtekige Einussbereihe kann die Fensterfunktion durh
w
i
(x; y) = w(
x
(x))w(
y
(y)) mit 
x
(x) = jx
i
  xj=r
x i
bzw. 
y
(y) = jy
i
  yj=r
y i
(2.33)
eingef

uhrt werden.
Die f

ur die Berehnung der Ableitungen der Ansatzfunktionen nah den Ortskoordi-
naten ben

otigte Ableitung der Fensterfunktion (2.30) ist durh
w
;
() =
8
>
<
>
:
 2 + 3
2
f

ur  
1
2
 1 + 2  
2
f

ur
1
2
<   1
0 f

ur  > 1
(2.34)
gegeben.
1
In Kapitel 4 wird dar

uber hinaus eine M

oglihkeit angesprohen, Fensterfunktionen von einem ande-
ren Typ in Verbindung mit polygonal berandeten Einussbereihen einzusetzen.
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2.1.4 Ableitung der Ansatzfunktion nah den Ortskoordinaten
F

ur die eindimensionale Ansatzfunktion linearer Konsistenz (2.26) ergibt die Ableitung
nah der Ortskoordinate

i;x
= w
i;x
fa
1
+ (x
i
  x)a
2
g+ w
i
fa
1;x
+ (x
i
  x)a
2;x
  a
2
g ; i = 1; : : : ; N (2.35)
Die Abh

angigkeit der Funktionen 
i
, w
i
, a
1
und a
2
bzw. ihrer Ableitungen von x wurde
hierbei im Interesse der besseren Lesbarkeit unterdr

ukt. Zum Auswerten ben

otigen wir
neben der Fensterfunktion und ihrer Ableitung (siehe Kapitel 2.1.3) die Ausdr

uke a
1
, a
2
,
die durh (2.25) gegeben sind, und ihre Ableitungen a
1;x
, a
2;x
. Diese erhalten wir nah
Dierentiation von (2.25)
M
;x
(x)

a
1
(x)
a
2
(x)

+M(x)

a
1;x
(x)
a
2;x
(x)

=

0
0

(2.36)
als L

osung des linearen Gleihungssystems
M(x)

a
1;x
(x)
a
2;x
(x)

=

b
1
(x)
b
2
(x)

(2.37)
mit der Momentenmatrix als KoeÆzientenmatrix und der rehten Seite

b
1
(x)
b
2
(x)

=  M
;x
(x)

a
1
(x)
a
2
(x)

: (2.38)
Der f

ur die numerishe Auswertung der Ableitungen ben

otigte Aufwand kann durh Ver-
einfahungen der Ausdr

uke (2.35)-(2.38) reduziert werden. Ber

uksihtigen wir (2.25), so
l

asst sih zun

ahst (2.38) nah kurzer Rehnung umshreiben in

b
1
(x)
b
2
(x)

=

0
1

 
N
X
i=1
w
i;x
(x)

1 x
i
  x
x
i
  x (x
i
  x)
2

a
1
(x)
a
2
(x)

+ a
2
(x)

M
11
(x)
M
12
(x)

:
(2.39)
F

ur den letzten Summanden in (2.39) hat (2.37) die L

osung (a
2
(x); 0)
T
. Setzen wir diese
in (2.35) ein, so vershwindet a
2
in der zweiten geshweiften Klammer. Wir k

onnen folglih
anstelle von (2.35)

i;x
= w
i;x
fa
1
+ (x
i
  x)a
2
g+ w
i
fa
1;x
+ (x
i
  x)a
2;x
g ; i = 1; : : : ; N (2.40)
verwenden, wenn die rehte Seite in (2.37) gem

a

b
1
(x)
b
2
(x)

=

0
1

 
N
X
i=1
w
i;x
(x)

1 x
i
  x
x
i
  x (x
i
  x)
2

a
1
(x)
a
2
(x)

(2.41)
berehnet wird.
Der

Ubergang zum zweidimensionalen Fall gelingt auf einfahe Weise. Ausgehend von
der zweidimensionalen Ansatzfunktion (2.29) ist (2.40) durh

i;j
= w
i;j
fa
1
+ (x
i
  x)a
2
+ (y
i
  y)a
3
g+ w
i
fa
1;j
+ (x
i
  x)a
2;j
+ (y
i
  y)a
3;j
g ;
i = 1; : : : ; N; j = x; y
(2.42)
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zu ersetzen. (2.37) und (2.41) werden von
M
0

a
1;x
a
2;x
a
3;x
1
A
=
0

b
x1
b
x2
b
x3
1
A
; M
0

a
1;y
a
2;y
a
3;y
1
A
=
0

b
y1
b
y2
b
y3
1
A
(2.43)
und
0

b
x1
b
x2
b
x3
1
A
=
0

0
1
0
1
A
 
N
X
i=1
w
i;x
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i
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i
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=
0
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i
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abgel

ost. Auh hier wurden die Abh

angigkeiten von x und y unterdr

ukt.
2.1.5 Numerishe Auswertung der Ansatzfunktion und ihrer Ableitungen
Nah den bisherigen Vorarbeiten kann nun eine Routine zur Berehnung der Ansatzfunk-
tionen 
i
(x) und deren ersten Ableitungen 
i; x
(x) und 
i; y
(x) in einem Punkt x = (x; y)
T
leiht erstellt werden. Wir geben einen m

oglihen Aufbau f

ur den zweidimensionalen Fall
unter Verwendung kreisf

ormiger Einussbereihe als Pseudoode in Tabelle 1 an. Da-
bei gehen wir davon aus, dass durh die vorangegangene Bestimmung einer hinreihen-
den

Uberdekung zu einem gegebenem Knotensatz die Radien der Einussbereihe r
i
,
i = 1; : : : ; N bekannt sind.
Im Pseudoode ist die Symmetrie der Momentenmatrix ber

uksihtigt, so dass nur die
KoeÆzienten der oberen Dreieksmatrizen abgelegt werden.
Belytshko et al. (1996a) verwenden die f

ur das Gleihungssystem (2.28) durhgef

uhr-
te Faktorisierung der Momentenmatrix zum L

osen des Gleihungssystems (2.43). Damit
wird der f

ur die Berehnung der Ableitungen der Ansatzfunktionen ben

otigte Aufwand
deutlih verringert. Wir folgen diesem Vorshlag beim Aufbau der in Tabelle 1 beshrie-
benen Routine. Insbesondere wird in der aktuellen Implementierung das Unterprogramm
DPPSV der LAPACK-Bibliothek verwendet, um die Cholesky-Zerlegung der Momentenmatrix
durhzuf

uhren und anshlieend das Gleihungssystem (2.28) zu l

osen. Die Unterroutine
DPPTRS l

ost sodann das Gleihungssystem (2.43) ausgehend von der zuvor erzeugten Fak-
torisierung.
Die in Tabelle 1 beshriebene Routine ist insofern ineÆzient, als die Shleife i =
1; : : : ; N mit anshlieender Berehnung des Abstandes zwishen dem Punkt x und dem
i-ten Knoten unter 2. und 5. viel Rehenzeit beanspruht, insbesondere dann, wenn N
gro ist. Da sih die Einussbereihe einzelner Knoten nur

uber einen kleinen Teil des
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Tabelle 1: Pseudoode: Auswertung der MLS-Ansatzfunktionen und ihrer Ableitungen
1. Initialisiere Felder f

ur die Momentenmatrix und ihre Ableitungen:
F

ur i = 1; : : : ; 3 und j = i; : : : ; 3 setze M(i; j) = 0, M
w
;x
(i; j) = 0, M
w
;y
(i; j) = 0.
2. Assembliere die Gleihungssysteme (2.28) und (2.43):
F

ur i = 1; : : : ; N
 dist =
p
(x(i)  x)
2
+ (y(i)  y)
2
 Falls dist  r(i), gehe zu 2.
  = dist=r(i)
 win = w() gem

a (2.30)
 dx = x(i)  x, dy = y(i)  y
 falls dist = 0
win
;x
= 0, win
;y
= 0
sonst
win
;x
=  w
;
()  dx=(r(i)  dist), w
;
() gem

a (2.34)
win
;y
=  w
;
()  dy=(r(i)  dist), w
;
() gem

a (2.34)
 Bestimme die Momentenmatrix in (2.28)
M =M +M
i
gem

a Tabelle 2.
 Bestimme die Beitr

age zu den Ableitungen der Momentenmatrix in (2.44)
M
w
;x
=M
w
;x
+M
w
i;x
M
w
;y
=M
w
;y
+M
w
i;y
gem

a Tabelle 2.
3. Faktorisiere die Momentenmatrix M und bestimme die PolynomkoeÆzienten
a
1
, a
2
und a
3
als L

osung des Gleihungssystems (2.28).
4. Berehne (2.44) und bestimme die Ableitungen der PolynomkoeÆzienten
a
1;j
, a
2;j
und a
3;j
, j = x; y als L

osung der Gleihungssysteme (2.43) unter
Verwendung der unter 3. faktorisierten Momentenmatrix.
5. Bestimme den Wert der Ansatzfunktionen  und Ableitungen 
;x
und 
;y
in x.
F

ur i = 1; : : : ; N
 dist =
p
(x(i)  x)
2
+ (y(i)  y)
2
 Falls dist  r(i)
setze (i) = 0, 
;x
(i) = 0, 
;y
(i) = 0 und gehe zu 5.
 Sonst berehne (i) gem

a (2.29) und 
;x
(i), 
;y
(i) gem

a (2.42).
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Tabelle 2: Erg

anzung zur Tabelle 1: Berehnung der Momentenmatrix und ihrer Ableitungen
 Momentenmatrix:
M(1;1) =M(1;1) + win
M(1;2) =M(1;2) + win  dx
M(2;2) =M(2;2) + win  dx
2
M(1;3) =M(1;3) + win  dy
M(2;3) =M(2;3) + win  dx  dy
M(3;3) =M(3;3) + win  dy
2
 Beitr

age zu den Ableitungen der Momentenmatrix:
M
w
;x
(1;1) =M
w
;x
(1;1) + win
;x
M
w
;x
(1;2) =M
w
;x
(1;2) + win
;x
 dx
M
w
;x
(2;2) =M
w
;x
(2;2) + win
;x
 dx
2
M
w
;x
(1;3) =M
w
;x
(1;3) + win
;x
 dy
M
w
;x
(2;3) =M
w
;x
(2;3) + win
;x
 dx  dy
M
w
;x
(3;3) =M
w
;x
(3;3) + win
;x
 dy
2
M
w
;y
(1;1) =M
w
;y
(1;1) + win
;y
M
w
;y
(1;2) =M
w
;y
(1;2) + win
;y
 dx
M
w
;y
(2;2) =M
w
;y
(2;2) + win
;y
 dx
2
M
w
;y
(1;3) =M
w
;y
(1;3) + win
;y
 dy
M
w
;y
(2;3) =M
w
;y
(2;3) + win
;y
 dx  dy
M
w
;y
(3;3) =M
w
;y
(3;3) + win
;y
 dy
2
Grundgebietes erstreken, tragen nur wenige St

utzwerte zur Berehnung der Ansatzfunk-
tionen bei. Es ist daher w

unshenswert, die Shleifen

uber alle N Knoten zu ersetzen, so
dass nur solhe Knoten durhlaufen werden, deren Einussbereihe den aktuellen Punkt
x

uberdeken. Solhe Knoten bezeihnen wir im Folgenden als aktiv in x.
Krysl und Belytshko (2001) bestimmen in jedem Punkt x vor Berehnung der An-
satzfunktionen alle in x aktiven Knoten. Inwiefern diese Strategie die Berehnung be-
shleunigt, h

angt entsheidend vom verwendeten Algorithmus ab. Eine M

oglihkeit zur
eÆzienten Bestimmung aktiver Knoten geben Han et al. (2000) an.
Wir beshreiben einen f

ur die aktuelle Implementierung entwikelten Algorithmus in
Kapitel 2.4 und weisen dann auf notwendige Anpassungen der Routine aus Tabelle 1 hin.
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2.2 Wahl einer hinreihenden

Uberdekung
Die Auswertung des MLS-Funktionswertes in einem Punkt x setzt die Invertierbarkeit der
Momentenmatrix voraus. F

ur eine regul

are Momentenmatrix ist es notwendig, dass der
aktuelle Punkt x im Einussgebiet von mindestens m Knoten eines niht degenerierten
Knotensatzes liegt (Liu et al., 1997). m bezeihnet hierin die Ordnung der Momentenma-
trix (2.21).
Es ist grunds

atzlih zwishen zwei Strategien zur Bestimmung der Gr

oe und der Form
der Einussgebiete zu untersheiden (Breitkopf et al., 2004). Eine M

oglihkeit besteht dar-
in, in jedem Punkt, in dem die Funktion ausgewertet werden soll, nah einer ausreihenden
Anzahl n

ahster Nahbarknoten zu suhen. Das Einussgebiet !
i
eines jeden Knotens x
i
stellt dann die Vereinigung von Voronoi-Regionen
2
h

oherer Ordnung dar, deren Bestim-
mung im Allgemeinen mit sehr hohem Rehenaufwand verbunden ist. Alternativ kann
jedem Knoten ein Einussgebiet vorgegebener Form und Gr

oe zugewiesen werden, so
dass die Gesamtheit aller Einussgebiete eine hinreihende

Uberdekung des vollst

andi-
gen Grundgebietes garantiert. Zumeist ist in der Literatur die Verwendung der zweiten
Variante zu nden. Diese soll auh in der vorliegenden Arbeit weiter verfolgt werden.
Generell eignen sih beliebige einfah zusammenh

angende Gebiete (Lanaster und Sal-
kauskas, 1981). In der

uberwiegenden Mehrheit der Ver

oentlihungen werden jedoh aus
praktishen Gr

unden kreisf

ormig bzw. rehtekig berandete Einussgebiete verwendet,
deren Gr

oe in einfaher Weise durh die Radien r
i
bzw. Kantenl

angen r
ix
; r
iy
festgelegt
wird.
Unabh

angig von der gew

ahlten Form der Einussbereihe muss ihre Gr

oe so vor-
gegeben werden, dass f

ur das vollst

andige Grundgebiet eine hinreihende

Uberdekung
entsteht. Wir sprehen von einer hinreihenden

Uberdekung, wenn in jedem Punkt x des
Grundgebietes 
 mindestens m Knoten aktiv sind.
Bei einer regelm

aigen Verteilung der St

utzstellen (z. B. als Eken eines quadratishen
Gitters) bereitet die Bestimmung einer hinreihenden Gr

oe der Einussbereihe oen-
sihtlih keine Shwierigkeiten. Sind die St

utzstellen dagegen unregelm

aig verteilt, wie
beispielsweise in Bild 2.2, ist die Konstruktion einer hinreihenden

Uberdekung eine der
H

urden, die es bei der Implementierung eines netzfreien Verfahrens zu

uberwinden gilt. Die
naheliegende Vorstellung, die Einussgebiete so gro zu w

ahlen, dass sie sih jeweils

uber
das gesamte Grundgebiet erstreken, f

uhrt gewiss zu einer hinreihenden

Uberdekung,
verletzt jedoh die Forderung nah Lokalit

at der Ansatzfunktionen und sheidet damit
aus. In diesem Zusammenhang ist zu bedenken, dass mit steigender Gr

oe der Einussge-
biete die Anzahl der niht vershwindenden Eintr

age in der Steigkeitsmatrix zunimmt,
was neben rapide wahsendem Rehenaufwand im Allgemeinen die Kondition des glo-
balen Gleihungssystems vershlehtert. Das Ziel besteht daher darin, eine hinreihende

Uberdekung zu konstruieren, ohne dabei unn

otig groe Einussgebiete zu verwenden.
Dolbow und Belytshko (1998) ordnen jeder St

utzstelle x
i
ein Einussgebiet !
i
mit
dem Radius
r
i
= r
min
i

r
(2.45)
zu, wobei r
min
i
so bestimmt wird, dass mindestens m Knoten x
j
innerhalb von !
i
lie-
gen. 
r
ist ein Skalierungsfaktor, f

ur den der empirish begr

undete Wertebereih zwishen
2
Der Begri Voronoi-Region wird in Kapitel 3 erkl

art.
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Bild 2.2: Diskretisierung eines Grundgebietes durh 200 unregelm

aig verteilte St

utzstellen
2 und 4 empfohlen wird. Diese Tehnik stellt bei gleihm

aiger Knotenverteilung eine
hinreihende

Uberdekung des gesamten Grundgebietes siher, kann jedoh bei St

utz-
stellenverteilungen mit (stark) ver

anderliher Dihte versagen. Duarte und Oden (1996)
shlagen einen Algorithmus vor, in dem die urspr

unglihen St

utzstellen x
i
; i = 1; : : : ; N
durh zus

atzlihe Hilfspunkte y
j
2 
 erweitert werden. y
j
sind Punkte, in denen der Wert
der MLS-Funktion w

ahrend der Programmlaufzeit ausgewertet werden soll. Es kann sih
dabei beispielsweise um St

utzstellen zur numerishen Auswertung der Gebietsintegrale
handeln. Der Algorithmus ist unten in kompakter Form eines Pseudoodes zusammen-
gefasst. Dieser Algorithmus erm

ogliht die Invertierbarkeit der Momentenmatrix in den
Tabelle 3: Pseudoode: Bestimmung der Gr

oe der Einussbereihe (Duarte und Oden, 1996)
1. F

ur i = 1; : : : ; N setze r(i) = 0.
2. F

ur alle Punkte x(i) und y(j)
a) Bestimme m n

ahste Nahbarst

utzstellen des aktuellen Punktes.
b) F

ur jede dieser Nahbarst

utzstellen setze den Radius so, dass sie im aktu-
ellen Punkt aktiv sind.
Punkten x
i
und y
j
, garantiert jedoh niht eine hinreihende

Uberdekung des vollst

an-
digen Grundgebietes. Das Auftreten von degenerierten Knotens

atzen wird ebenfalls niht
ausgeshlossen. Eine Weiterentwiklung dieses Algorithmus geben Du et al. (2002) an.
Sie erzeugen zus

atzlih zu den St

utzstellen eine gleihm

aige Punkteverteilung, die das
Grundgebiet repr

asentieren soll, und generieren lokal weitere Punkte in Abh

angigkeit von
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der Dihte der St

utzstellen. Dadurh soll eine vollst

andige Gebiets

uberdekung siherge-
stellt sein. Griebel und Shweitzer (2002) ordnen in ihrem Algorithmus dem anf

anglihen
Knotensatz einen bin

aren Baum zu und besetzen leere Zellen des so gewonnenen Gitters
mit weiteren St

utzstellen. Basierend auf diesem neuen Knotensatz wird eine

Uberdekung
erzeugt, die garantiert, dass in jedem Punkt mindestens ein Knoten aktiv ist, und erlaubt
somit eine robuste Konstruktion von Ansatzfunktionen der Konsistenzordnung Null (She-
pardfunktionen). Breitkopf et al. (2004) w

ahlen die Gr

oe eines Einussgebietes !
i
so,
dass alle Voronoi-Regionen der direkt benahbarten St

utzstellen vollst

andig in !
i
fallen.
Diese Tehnik kann je nah Knotenverteilung unerw

unsht groe Einussgebiete konstru-
ieren, f

uhrt allerdings zu einer

Uberdekung, bei der in jedem Punkt x 2 
 die Existenz
einer linear-konsistenten MLS-Approximation gesihert ist.
Soweit es dem Autor bekannt ist, liegt zum aktuellen Zeitpunkt kein Algorithmus vor,
der bei vertretbarem Aufwand eine hinreihende

Uberdekung im gesamten Grundgebiet
f

ur den allgemeinen Fall einer beliebig unregelm

aigen Knotenverteilung zur Berehnung
von Ansatzfunktionen frei w

ahlbarer Konsistenzordnung liefert.
Die angef

uhrten L

osungsans

atze aus der Literatur zur automatishen Konstruktion
einer hinreihenden

Uberdekung sind in ihrer Umsetzung reht komplex. Insbesondere
erfordern die meisten die Bestimmung einer vorgegebenen Anzahl n

ahster Nahbarst

utz-
stellen eines Punktes. Die eÆziente Ermittlung n

ahster Nahbarn ist ein eigenst

andi-
ges Problemfeld innerhalb der omputergest

utzten Geometrie. Es existieren mehrere frei
verf

ugbare Implementierungen entsprehender Algorithmen. Stellvertretend sei an dieser
Stelle die ANN-Unterroutinenbibliothek
3
erw

ahnt. Der Einsatz derartiger Programme er-
m

ogliht zwar eine eektive Umsetzung der oben angesprohenen Algorithmen, vergr

oert
jedoh deutlih den Umfang der gesamten Implementierung einer netzfreien Diskretisie-
rungstehnik. Dies ist insbesondere deshalb unbefriedigend, weil die Konstruktion einer
hinreihenden

Uberdekung trotz des hohen Aufwands nur in Sonderf

allen gelingt. Wegen
dieser Shwierigkeiten wird die Wahl der Einussgebiete in der Praxis oft
"
von Hand\
vorgenommen (Fries und Matties, 2004).
Wir beshr

anken uns im Weiteren auf die Verwendung linear-konsistenter Ansatzfunk-
tionen. F

ur diesen Spezialfall beshreiben wir eine einfahe M

oglihkeit zur eÆzienten
Konstruktion einer hinreihenden

Uberdekung.
Wir halten zun

ahst fest, dass f

ur die Auswertung der MLS-Approximierenden (2.26)
bzw. (2.29) mit linearer Polynombasis eine hinreihende

Uberdekung dann vorliegt, wenn
in jedem Punkt x 2 
 mindestens zwei St

utzstellen in einer Dimension bzw. drei in
zwei Dimensionen aktiv sind. Im zweidimensionalen Fall ist zu beahten, dass kollineare
St

utzstellen einen degenerierten Knotensatz bilden. Die Bestimmung der KoeÆzienten
a
1
(x); a
2
(x); a
3
(x) in (2.28) wird demnah niht gelingen, wenn ausshlielih solhe
St

utzstellen in einem Punkt x aktiv sind.
Wenden wir uns zun

ahst dem eindimensionalen Fall zu. F

ur ein Grundgebiet 
 =
fxjx
1
 x  x
N
g mit N beliebig verteilten St

utzstellen x
i
, wobei x
i
< x
i+1
f

ur i =
3
www.s.umd.edu/mount/ANN/
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1; : : : ; N   1 gelten soll, l

asst sih eine hinreihende

Uberdekung leiht erzeugen, indem
r
min
i
=
8
>
<
>
:
x
2
  x
1
f

ur i = 1
x
N
  x
N 1
f

ur i = N
max(x
i
  x
i 1
; x
i+1
  x
i
) sonst
(2.46)
gesetzt wird. Das Einussgebiet einer St

utzstelle x
i
ist dann durh
!
i
=

xjx
i
  r
min
i
 x  x
i
+ r
min
i
	
gegeben. Es ist unmittelbar zu erkennen, dass mit (2.46) jedes Intervall [x
i
; x
i+1
℄, i =
1; : : : ; N   1 vollst

andig im Einussgebiet der St

utzstellen x
i
und x
i+1
liegt. Folglih sind
in jedem Punkt x des Grundgebietes zumindest zwei St

utzstellen aktiv und der Approxi-
mationswert kann

uberall berehnet werden. Anzumerken ist, dass bei einer

aquidistan-
ten Verteilung der St

utzstellen der MLS-Ansatz mit linearer Polynombasis und r
i
= r
min
i
gem

a (2.46) die bekannten Dah-Funktionen der Finite-Elemente-Methode ergibt. Die
KoeÆzienten a
1
(x) und a
2
(x) in (2.25) werden dann so bestimmt, dass f

ur jedes x mit
x
i
 x  x
i+1
eine Gerade ermittelt wird, die die St

utzwerte in x
i
und x
i+1
genau inter-
poliert. (2.26) entspriht in diesem Fall der st

ukweisen Linearinterpolation des gesamten
in den St

utzstellen x
i
; i = 1; : : : ; N bekannten Datensatzes. Soll (2.26) an den St

utz-
stellen stetig dierenzierbar sein, m

ussen die Einussgebiete vergr

oert werden, was die
Verwendung des Parameters 
r
in (2.45) motiviert.
Die Konstruktionsvorshrift (2.46) basiert auf der Unterteilung des gesamten Grund-
gebietes in Teilgebiete (Intervalle in einer Dimension). Eine hinreihende

Uberdekung
wird f

ur jedes Teilgebiet erzeugt und damit auh f

ur das gesamte Grundgebiet. Diese Idee
untersheidet sih also grunds

atzlih von den Vorshl

agen, die eine hinreihende

Uberde-
kung nur in einzelnen Punkten des Grundgebietes garantieren.
Die Vorstellung l

asst sih auf den zweidimensionalen Fall

ubertragen, wenn dem vor-
liegenden Knotensatz eine Triangulation zugeordnet wird. Bild 2.3a zeigt eine Dreieks-
unterteilung des Grundgebietes aus Bild 2.2. Die folgenden Ausf

uhrungen beziehen sih
auf kreisf

ormige Einussgebiete
!
i
= fxjr
i
 jx
i
  xjg :
Eine Anpassung an rehtekige Gebiete ist aber problemlos m

oglih.
Wir greifen gedanklih ein Dreiek mit den Ekknoten x
i
, x
j
und x
k
heraus. Es liegt
nahe zu fordern, dass jeder Punkt innerhalb dieses Dreieks im Einussbereih der Ek-
knoten liegen soll. Mit
r
min
i
= max(jx
j
  x
i
j; jx
k
  x
i
j);
r
min
j
= max(jx
i
  x
j
j; jx
k
  x
j
j); (2.47)
r
min
k
= max(jx
i
  x
k
j; jx
j
  x
k
j)
wird das betrahtete Dreiek vollst

andig von den Einussgebieten der Ekknoten

uber-
dekt (Bild 2.3b). jx
j
  x
i
j ist die L

ange der Kante zwishen den Knoten x
i
und x
j
. Set-
zen wir den Radius r
min
i
des Einussgebietes eines jeden Knotens x
i
gleih der L

ange der
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a) b)
Bild 2.3: Triangulation eines durh St

utzstellen diskretisierten Grundgebietes a) und hinreihende

Uber-
dekung f

ur ein Dreiek bei linearer Polynombasis b)
l

angsten mit diesem Knoten verbundenen Kante, dann sind oensihtlih in jedem Dreiek
zumindest drei Knoten aktiv. Damit liegt ein einfahe Vorshrift f

ur die Wahl von r
min
i
vor,
die eine hinreihende

Uberdekung zur Berehnung der MLS-Approximation mit linearer
Polynombasis unabh

angig von der Geometrie des Grundgebietes und f

ur beliebig plat-
zierte St

utzstellen erlaubt. Es sei unterstrihen, dass diese Vorshrift zugleih ausshliet,
dass in irgendeinem Punkt nur St

utzstellen eines degenerierten Knotensatzes aktiv sind
und liefert damit eine Grundlage f

ur eine robuste Berehnung der MLS-Ansatzfunktionen.
Die Einfahheit der erl

auterten Idee spiegelt sih in einem sehr kompakten Programmode
wider (Tabelle 4).
Die mit Hilfe der vorgeshlagenen Tehnik erzeugte

Uberdekung des Grundgebietes
f

ur 
r
= 1 zeigt Bild 2.4. Es maht deutlih, dass eine

Uberpr

ufung auf hinreihende

Uberdekung durh Augenshein bei ungleihm

aiger Punkteverteilung praktish unm

og-
lih ist. F

ur die Triangulation des Knotensatzes (Bild 2.3) wurde das Programm Triangle
(Shewhuk, 1996) benutzt, dessen Datenstruktur auh die Anzahl der Triangulationskan-
ten und die jeder Kante zugeordneten Knoten liefert.
Es kann dar

uber gestritten werden, ob eine Methode, die auf die Verwendung eines
Dreieksnetzes angewiesen ist, als netzfrei bezeihnet werden kann. Die Bestimmung einer
hinreihenden

Uberdekung zeigt bereits, das eine Triangulation ein n

utzlihes Hilfsmit-
tel sein kann. In den folgenden Abshnitten dieser Arbeit wird immer wieder von einer
Triangulation Gebrauh gemaht. Aus der Siht des Autors ist es wesentlih, dass da-
durh der Charakter der im Mittelpunkt der Methode stehenden MLS-Ansatzfunktionen
unver

andert bleibt. Wir werden daher im Folgenden den Begri netzfrei in Bezug auf die
beshriebene Implementierung ohne Einshr

ankungen benutzen.
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Tabelle 4: Pseudoode: Konstruktion einer hinreihenden

Uberdekung
Sei N
E
die Anzahl der Triangulationskanten. Die i te Kante verbinde den j ten und
k ten Knoten mit den Koordinaten x(j) = (x(j); y(j))
T
und x(k) = (x(k); y(k))
T
1. F

ur i = 1; : : : ; N setze r(i) = 0.
2. F

ur i = 1; : : : ; N
E
 len =
p
(x(j)  x(k))
2
+ (y(j)  y(k))
2
 falls r(j) < len, setze r(j) = len
 falls r(k) < len, setze r(k) = len
3. F

ur i = 1; : : : ; N setze r(i) = r(i)
r
, mit 
r
 1
Bild 2.4: Hinreihende

Uberdekung des Grundgebietes zur Berehnung von MLS-Ansatzfunktionen
mit linearer Polynombasis, erzeugt durh den Einsatz des in Tabelle 4 zusammengefassten Algorithmus,

r
= 1
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2.3 Behandlung wesentliher Randbedingungen
Im Gegensatz zu Finite-Elemente-Ansatzfunktionen besitzen die MLS-Ansatzfunktionen
in der oben beshriebenen Form niht die Kroneker-Delta-Eigenshaft, d. h.

i
(x
j
) 6= Æ
ij
=
(
1 f

ur i = j
0 sonst
; (2.48)
(vgl. Bild 2.5). Die Behandlung wesentliher Randbedingungen kann daher niht in der
bekannten einfahen Weise der Finite-Elemente-Methode erfolgen, sondern erfordert be-
sondere

Uberlegungen.
PSfrag replaements

i
(
x
)
x

1

2

3

4

5

6
0
1
x
1
x
2
x
3
x
4
x
5
x
6
Bild 2.5: MLS-Ansatzfunktionen, sehs

aquidistant verteilte St

utzstellen, 
r
= 3
Lanaster und Salkauskas (1981) erhalten eine interpolierende MLS-Approximation,
indem sie singul

are Fensterfunktionen mit w
i
(x
i
) = 1 verwenden. Die so gewonnenen
Ansatzfunkionen besitzen zwar die Kroneker-Delta-Eigenshaft, ihre numerishe Aus-
wertung ist jedoh problematish (Shweitzer, 1997), so dass der Einsatz dieser Teh-
nik zur L

osung von Randwertproblemen niht zu empfehlen ist. Neben den numerishen
Shwierigkeiten l

asst die Verwendung singul

arer Fensterfunktionen ein weiteres Problem
ungel

ost. Im Allgemeinen wird der Rand des Grundgebietes von Einussbereihen ein-
zelner im Innern des Grundgebietes liegender St

utzstellen

uberdekt, womit diese zum
approximierten Funktionswert auf dem Rand beitragen. Durh Festlegen der Werte an
22
den Randknoten k

onnen Randbedingungen punktweise erf

ullt werden; die Funktionswer-
te auf dem Gebietsrand zwishen den St

utzstellen bleiben dabei unbestimmt. Im Rahmen
der Finite-Elemente-Methode tritt ein solhes Problem niht auf, da dort ausshlielih
Randknoten

uber dem Gebietsrand aktiv sein k

onnen.
Es existiert eine Reihe weiterer M

oglihkeiten, um wesentlihe Randbedingungen zu
ber

uksihtigen. Eine

Ubersiht verbreiteter Verfahren geben z. B. Belytshko et al. (1996b),
Li und Liu (2002) und Fries und Matties (2004). Viele vorgeshlagene Verfahren erf

ul-
len die Randbedingungen ebenfalls nur in den Randknoten. Dazu z

ahlt beispielsweise
die Transformationsmethode. Andere ber

uksihtigen die Randbedingungen im integralen
Mittel. Der bekannteste Vertreter dieser Klasse ist die Methode der Lagrangeshen Mul-
tiplikatoren. Die Verwendung von Lagrangeshen Multiplikatoren in der Implementierung
des Element-Free-Galerkin-Verfahrens (Belytshko et al., 1994) war eine der genauig-
keitssteigernden Ver

anderungen
4
gegen

uber der von Nayroles et al. (1992) beshriebe-
nen Diuse-Element-Methode, die keine gesonderte Behandlung von Randbedingungen
enthielt. Damit ist die Methode der Lagrangeshen Multiplikatoren eine der ersten und
zugleih am h

augsten zitierten Tehniken zur Behandlung von wesentlihen Randbedin-
gungen im Rahmen von MLS-Diskretisierungstehniken.
Im Hinblik auf die Anwendung der zu entwikelnden Implementierung auf die Sher-
bandanalyse interessieren wir uns f

ur solhe Tehniken, die ein Vorshreiben der Kine-
matik auf dem vollst

andigen Gebietsrand erm

oglihen. Das Extremalprinzip soll dabei
unver

andert bleiben. Damit sheiden die Lagrangeshen Multiplikatoren f

ur den Einsatz
im Rahmen der Sherbandanalyse aus.
Wir beshreiben zwei weitere aus der Literatur bekannte Verfahren, die die MLS-
Ansatzfunktionen derartig ver

andern, dass die neu gewonnenen Funktionen

uber dem
Gebietsrand mit vorgegebener Kinematik exakt den Finite-Elemente-Ansatzfunktionen
entsprehen.
Das Verfahren von Belytshko et al. (1995) wurde urspr

unglih benutzt, um ein Grund-
gebiet bereihsweise durh netzfreie und vernetzungsbasierte Ans

atze zu diskretisieren.
Ausgehend von der Denition einer Rampenfunktion in der

Ubergangszone zwishen den
vershiedenen Bereihen werden MLS- und FE-Ansatzfunktionen unter Aufrehterhaltung
linearer Konsistenz gekoppelt.
Huerta und Fernandez-Mendez (2000) geben eine allgemeinere Variante an, um eine
gemishte Approximation aus MLS- und FE-Ansatzfunktionen zu erzeugen. Auh die-
se Tehnik basiert auf einer speziellen Konstruktion der Ansatzfunktionen in der

Uber-
gangszone zwishen dem FE-Bereih und dem netzfreien Teil des Grundgebietes. Im
Mittelpunkt dieser Konstruktion steht eine modizierte Form der Konsistenzbedingung
(2.15). Fernandez-Mendez und Huerta (2004) verwenden das Verfahren zur Behandlung
von Randbedingungen und vergleihen seine Eigenshaften anhand von numerishen Un-
tersuhungen mit drei weiteren Tehniken: Methode der Lagrangeshen Multiplikatoren,
Straf-Verfahren und Nitshes Methode.
In der vorliegenden Arbeit werden die von Belytshko et al. (1995) und Huerta und
Fernandez-Mendez (2000) vorgeshlagenen Verfahren gegen

ubergestellt. Nah einer kur-
zen Beshreibung beider Verfahren in Kapiteln 2.3.1 bzw. 2.3.2 werden sie in Kapitel 4
4
Genauigkeitssteigerungen wurden auh durh die exakte Berehnung der Ableitungen der MLS-
Ansatzfunktionen und durh die Verwendung einer h

oheren Zahl von Integrationspunkten erzielt.
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vergleihend auf Probleme der linearen Elastostatik angewendet. Die gewonnen Ergebnis-
se dienen dann als Grundlage f

ur die Entsheidung, welhe der beiden Methoden f

ur die
anshlieenden nihtlinearen Untersuhungen eingesetzt wird.
Beide Tehniken erfordern eine Vernetzung (zumindest) des Randbereihs, was oft als
Nahteil dieser Verfahren angesehen wird. Da wir in Kapitel 2.2 bereits von einer Triangu-
lation des gesamten Grundgebietes Gebrauh gemaht haben, erfordert die Konstruktion
linearer FE-Ansatzfunktionen am Gebietsrand keinen zus

atzlihen Aufwand. Neben den
angestrebten Eigenshaften der ver

anderten Ans

atze, die das direkte Erf

ullen von Rand-
bedingungen erlauben, erben beide Verfahren die Stetigkeitseigenshaften von den FE-
Ansatzfunktionen. Die neuen Ansatzfunktionen sind jedoh nur in Randn

ahe niht mehr
stetig dierenzierbar, so dass der netzfreie Charakter der Approximation im Gebietsinnern
erhalten bleibt. Zweks quantitativer Analyse dieses Einusses wird in Kapitel 4 zus

atz-
lih die Methode der Lagrangeshen Multiplikatoren als ein vollst

andig netzunabh

angiges
Referenzverfahren ebenfalls betrahtet. Die weite Verbreitung dieses Verfahrens maht ei-
ne ausf

uhrlihe Beshreibung

uber

ussig, so dass wir uns auf eine kompakte Darstellung
in Kapitel 2.4 beshr

anken.
2.3.1 Kopplung an Finite-Elemente mittels einer Rampenfunktion
Wir erl

autern das Verfahren am eindimensionalen Beispiel aus Bild 2.5 mit N = 6 St

utz-
stellen und verweisen f

ur weitere Informationen auf die Originalarbeit (Belytshko et al.,
1995). Es sei u
1
ein bekannter Funktionswert am linken Gebietsrand. Das Ziel besteht
darin, die Ansatzfunktion u
h
(x), die die Randbedingung u
h
(x
1
) = u
1
erf

ullen soll, in der
Form
u
h
(x) = 
?
1
(x)u
1
+
N
X
i=2

?
i
(x)q
i
(2.49)
zu shreiben. 
?
i
, i = 1; : : : ; N sind die gesuhten Ansatzfunktionen, f

ur die im Gegensatz
zu den

ublihen MLS-Ansatzfunktionen 
i

?
i
(x
1
) = Æ
i1
; i = 1; : : : ; N (2.50)
gelten soll. q
i
, i = 2; : : : ; N sind freie Parameter. Es sollte angemerkt werden, dass die
Faktoren q
i
anders als bei der Finite-Elemente-Methode niht als Funktionswerte an den
zugeh

origen St

utzstellen gedeutet werden k

onnen.
Um zu modizierten Ansatzfunktionen mit der Eigenshaft (2.50) zu gelangen, wird je-
der St

utzstelle zun

ahst eine MLS-Ansatzfunktion zugewiesen (Bild 2.5) und anshlieend

uber dem linken Randintervall (-element) eine vollst

andige lineare FE-Ansatzfunktion
konstruiert, indem der St

utzstelle x
1
die Funktion
N
1
(x) =
8
<
:
x
2
  x
x
2
  x
1
f

ur x
1
 x  x
2
0 sonst
(2.51)
und der St

utzstelle x
2
N
2
(x) =
8
<
:
x  x
1
x
2
  x
1
f

ur x
1
 x  x
2
0 sonst
(2.52)
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zugeordnet wird (Bild 2.6a). Die Rampenfunktion ist als Summe der FE-Ansatzfunktionen
deniert, die inneren St

utzstellen zugeordnet sind. Im betrahteten Beispiel ergibt sih die
Rampenfunktion zu
R(x) =
8
>
<
>
:
0 f

ur x < x
1
1 f

ur x > x
2
N
2
(x) sonst
(2.53)
Mit dieser Denition lautet die Konstruktionsvorshrift f

ur die modizierten Ansatzfunk-
tionen

?
i
(x) = 
i
(x)R(x) +N
i
(x)(1  R(x)): (2.54)
Bild 2.6b veranshauliht die aus (2.54) resultierenden Ansatzfunktionen. Es ist sofort er-
kennbar, dass die urspr

unglihen MLS-Ansatzfunktionen nur innerhalb des Randelementes
modiziert werden und ansonsten unver

andert bleiben.
Die Denition der Rampenfunktion f

ur x < x
1
ist nur dann notwendig, wenn das
betrahtete Grundgebiet 
 = fxjx
1
 x  x
2
g am linken Rand mit einem durh Finite-
Elemente diskretisierten Gebiet gekoppelt wird. Soll das Verfahren jedoh wie hier zur
Einarbeitung von Randbedingungen eingesetzt werden, so ist nur zwishen zwei Bereihen
R(x) =
(
N
2
(x) f

ur x
1
 x  x
2
1 sonst
(2.55)
zu untersheiden.
Bei der Anwendung dieses Verfahrens auf zweidimensionale Probleme werden in der
vorliegenden Arbeit lineare FE-Ansatzfunktionen

uber Randdreieken benutzt. Zu beah-
ten ist, dass dann (2.55) durh
R(x; y) =
(
P
NI
j=1
N
j
(x; y) f

ur x = (x; y)
T
2 B
R
1 sonst
(2.56)
zu ersetzen ist. B
R
bezeihnet ein Randdreiek, d. h. ein Element mit mindestens einer
Kante, die mit dem Gebietsrand zusammenf

allt. NI ist die Anzahl der im Innern des
Grundgebietes liegenden Knoten dieses Randelementes. Die ben

otigten Ableitungen der
modizierten Ansatzfunktionen lassen sih in trivialer Weise berehnen, so dass auf ein
explizites Anshreiben dieser Ausdr

uke verzihtet werden kann.
2.3.2 Kopplung an Finite-Elemente mittels modizierter Konsistenzbedin-
gung
Wie im vorangegangenen Kapitel wird das von Huerta und Fernandez-Mendez (2000)
vorgeshlagene Verfahren ausgehend vom eindimensionalen Problem in Bild 2.5 beshrie-
ben. Im Gegensatz zur Methode von Belytshko et al. wird dem linken Randknoten x
1
nur eine FE-Ansatzfunktion N
1
(2.51) zugeordnet. F

ur die verbleibenden St

utzstellen x
i
,
i = 2; : : : ; N werden die MLS-Ansatzfunktionen so bestimmt, dass die resultierende Ap-
proximationsfunktion
u
h
(x) = N
1
(x)u
1
+
N
X
i=2

?
i
q
i
(2.57)
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PSfrag repla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x
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1
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x
)
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N
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x
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PSfrag repla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x
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Bild 2.6: a) MLS-Ansatzfunktionen mit linearen FE-Ansatzfunktionen

uber dem linken Randsegment
b) Die mittels einer Rampenfunktion modizierten Ansatzfunktionen besitzen die Kroneker-Delta-
Eigenshaft im linken Randknoten und untersheiden sih nur auf dem linken Randelement von den
urspr

unglihen MLS-Ans

atzen.
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eine beliebige lineare Funktion exakt reproduzieren kann. Die zu (2.25) analoge Konsis-
tenzbedingung hat dann die Form

N
1
(x)
N
1
(x)(x
i
  x)

+
N
X
i=2
w
i
(x)

1 x
i
  x
x
i
  x (x
i
  x)
2

| {z }
M(x)

a
?
1
(x)
a
?
2
(x)

=

1
0

(2.58)
bzw.
M(x)

a
?
1
(x)
a
?
2
(x)

=

1 N
1
(x)
N
1
(x)(x  x
i
)

: (2.59)
Die gesuhten Ansatzfunktionen 
?
i
werden also auf gleihem Wege wie die

ublihen MLS-
Ansatzfunktionen (Kapitel 2.1.2) ermittelt. Modiziert wird ausshlielih die rehte Seite
des Gleihungssystems (2.25) bei unver

anderter Momentenmatrix M.
Wie bereits in Kapitel 2.2 diskutiert, gelingt die Berehnung der Ansatzfunktionen
im betrahteten Fall nur dann, wenn in jedem Punkt x des Grundgebietes mindestens
zwei St

utzstellen der MLS-Diskretisierung aktiv sind. Der Beitrag des linken Randkno-
tens x
1
zur Berehnung der MLS-Funktion und insbesondere zur Assemblierung der Mo-
mentenmatrix entf

allt nun verfahrensbedingt, da der linken St

utzstelle nur eine FE-
Ansatzfunktion zugeordnet wird. Die Bestimmung der Gr

oe der Einussbereihe gem

a
(2.46) f

uhrt niht mehr zu einer hinreihenden

Uberdekung des linken Randintervalls,
weil dann nur eine St

utzstelle x
2
in diesem Intervall aktiv ist. Eine hinreihende

Uber-
dekung kann wiederhergestellt werden, indem der Einussbereih der St

utzstelle x
3
mit
dem geringsten Abstand zum Randintervall verdoppelt wird.
Bild 2.7 zeigt die aus der modizierten Konsistenzbedingung (2.59) resultierenden
Ansatzfunktionen, die nah Verwendung angepasster Einussbereihe
r
min
i
=
(
x
3
  x
1
f

ur i = 3
x
i
  x
i 1
f

ur i = 2; 4; 5; 6
(2.60)
berehnet wurden. Die beshriebene Notwendigkeit der Vergr

oerung der Einussberei-
he im Vergleih mit den urspr

unglihen MLS-Ansatzfunktionen f

uhrt zu ver

anderten
Ansatzfunktionen auh auerhalb des Randintervalls.
In zwei Dimensionen tritt an die Stelle von (2.59) das zu (2.28) analoge Gleihungs-
system
M(x; y)
0

a
?
1
(x; y)
a
?
2
(x; y)
a
?
3
(x; y)
1
A
=
0

1
0
0
1
A
 
NR
X
j=1
N
j
(x; y)
0

1
(x
j
  x)
(y
j
  y)
1
A
: (2.61)
Die Rolle des Intervalls [x
1
;x
2
℄ des eindimensionalen Beispiels

ubernehmen wiederum
Randelemente (-dreieke). Innerhalb eines Randdreieks werden auf dem Gebietsrand lie-
genden Knoten lineare FE-Ansatzfunktionen N
j
(x; y), j = 1; : : : ; NR zugewiesen. NR
gibt also die Anzahl der Randknoten eines Dreieks an.
Die direkte Wirkung dieses Verfahrens beshr

ankt sih ebenfalls auf die randnahe Zo-
ne, die die Gr

oe eines Elements besitzt. Der Einsatz des Verfahrens erfordert jedoh neue

Uberlegungen bez

uglih der Gr

oe der Einussbereihe, da sih der in Tabelle 4 angegebe-
ne Algorithmus zur Bestimmung einer hinreihenden

Uberdekung niht f

ur Randdreieke
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Bild 2.7: Nah der Auswertung einer modizierten Konsistenzbedingung gewonnene Ansatzfunktionen,

r
= 3
eignet. Eine Anpassung der Gr

oe der Einussbereihe
"
von Hand\ analog zu (2.60 ist bei
unregelm

aig verteilten St

utzstellen in einem zweidimensionalen Grundgebiet niht ohne
weiteres m

oglih, so dass die in Kapitel 2.2 beshriebenen Probleme der

Uberdekungs-
bestimmung wieder bedeutsam werden. Die in Kapitel 4 verwendeten Programme mit
der Implementierung dieses Verfahrens enthalten als Erg

anzung der in Tabelle 4 ange-
gebenen Tehnik zur Bestimmung einer hinreihenden

Uberdekung eine Variante des in
Tabelle 3 zusammengefassten Algorithmus. Die im Rahmen dieses Algorithmus ben

otigte
Suhe n

ahster St

utzstellen wird unter Verwendung der in Kapitel 2.2 bereits erw

ahnten
ANN-Bibliothek durhgef

uhrt.
Von nun an verzihten wir auf die Untersheidung zwishen den modizierten und
urspr

unglihen Funktionen 
?
und  und bezeihnen nahfolgend die Ansatzfunktionen
einheitlih mit .
2.4 Das globale System linearer Gleihungen
2.4.1 Grundgleihungen der linearen Elastostatik
Ein linear-elastisher K

orper nehme im Raum das zusammenh

angende Gebiet 
 ein. Auf
komplement

aren Teilen 

t
und 

u
seiner regul

aren Ober

ahe mit dem Normalenvek-
tor n seien 

ahenhaft verteilte Kr

afte t bzw. Vershiebungen

u vorgegeben. Im Innern
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werde der K

orper durh gegebene volumenhaft verteilte Kr

afte b belastet. Das gemishte
Randwertproblem der Elastostatik besteht dann in der Bestimmung der Vershiebungen
u, der Verzerrungen " sowie der symmetrishen Cauhy-Spannungen  als Funktion der
Ortskoordinaten. Die Unbekannten m

ussen dabei den folgenden Grundgleihungen gen

u-
gen (vgl. z. B. Gurtin, 1972):
Verzerrungs-Vershiebungs-Beziehung " =
1
2
(ru +ru
T
) in 

Elastizit

atsgesetz  = C " in 

Gleihgewihtsbedingungen div + b = 0 in 

kinematishe Randbedingungen u =

u auf 

u
statishe Randbedingungen  n = t auf 

t
(2.62)
Der symmetrishe und positiv denite Elastizit

atstensor C,
C = C
T
; "  C" > 0 f

ur alle " 6= 0; (2.63)
kann (bei inhomogenen K

orpern) von den Ortskoordinaten abh

angig sein. Aus der Sym-
metrieannahme folgt die Existenz einer Verzerrungsenergiedihte, so dass der Randwert-
aufgabe (2.62) die potentielle Energie
(u) =
1
2
Z


"  C " dV  
Z


u  b dV  
Z


t
u  t dA (2.64)
zugeordnet werden kann. Sie erm

ogliht eine f

ur numerishe Zweke vorteilhafte Formu-
lierung des Randwertproblems (2.62)

uber das Prinzip vom Minimum der potentiellen
Energie, aus dem das Vershwinden der ersten Variation f

ur alle kinematish zul

assigen
Vershiebungsfelder folgt. Man erh

alt damit als shwahe Form der Feldgleihungen die
Variationsformulierung
Æ(u) = 0 f

ur alle u mit u =

u auf 

u
: (2.65)
Die symmetrishen Tensoren zweiter Stufe " und  lassen sih auh als Vektoren und
der symmetrishe Tensor vierter Stufe C als Matrix interpretieren, wovon wir im Folgenden
Gebrauh mahen. F

ur isotropesMaterial im ebenen Spannungszustand erhalten wir damit
das Elastizit

atsgesetz in der h

aug benutzen Form
0


xx

yy

xy
1
A
=
E
1  
2
0
B
B
B

1  0
 1 0
0 0
1  
2
1
C
C
C
A
| {z }
C
0

"
xx
"
yy
2"
xy
1
A
;
| {z }

| {z }
"
(2.66)
w

ahrend die Elastizit

atsmatrix f

ur den ebenen Verzerrungszustand durh
C =
E
(1 + )(1  2)
0
B
B
B

1    0
 1   0
0 0
1  2
2
1
C
C
C
A
(2.67)
zu ersetzen ist.
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2.4.2 Die diskretisierten Grundgleihungen der linearen Elastostatik
Wir beshr

anken uns auf die Betrahtung der diskretisierten Grundgleihungen der ebenen
Elastostatik, da die erforderlihen Modikationen f

ur eindimensionale Randwertprobleme
oensihtlih sind. Die Forderung nah Stationarit

at
(q)
q
i
= 0; i = 1; : : : ; N (2.68)
der durh den MLS-Ansatz
u
h
(x) =
N
X
i=1

i
(x)q
i
(2.69)
diskretisierten potenziellen Energie (2.64) liefert das von der Finite-Elemente-Methode
bekannte lineare Gleihungssystem
Kq = f; (2.70)
dessen L

osung q = (q
1
; : : : ;q
N
)
T
mit (2.69) den approximierten Gleihgewihtszustand
festlegt. Der Vektor q
i
= (q
ix
; q
iy
)
T
, i = 1; : : : N fasst die dem i-ten Knoten zugewiesenen
Freiheitsgrade zur Beshreibung zweidimensionaler Vershiebungsfelder zusammen. Die
2 2-Blokmatrizen der Steigkeitsmatrix
K
ij
=
Z


B
T
i
CB
j
dV; i; j = 1; : : : N (2.71)
mit der Vershiebungs-Verzerrungs-Matrix
B
i
=
0


i;x
(x) 0
0 
i;y
(x)

i;y
(x) 
i;x
(x)
1
A
; i = 1; : : : N (2.72)
und die Komponenten des Lastvektors
f
i
=
Z



i
(x)b dV +
Z


t

i
(x)t dA; i = 1; : : : N (2.73)
lassen sih in der von der Finite-Elemente-Methode gewohnten Form shreiben. Sind die
Ansatzfunktionen 
i
(x) in (2.73) durh die Anwendung einer der beiden in Kapiteln 2.3.1
und 2.3.2 er

orterten Tehniken auf dem Gebietsrand 

u
modiziert worden, so k

onnen
kinematishe Randbedingungen analog zur Finite-Elemente-Methode durh
"
Streihen\
entsprehender Zeilen und Spalten des Gleihungssystem mit dem modizierten Lastvek-
tor
f
i
=
Z



i
(x)b dV +
Z


t

i
(x)t dA 
Z


B
T
i
CB
j

u
j
dV; i = 1; : : : N (2.74)
eingearbeitet werden.

u
j
= (u
j
; v
j
)
T
sind die am j-ten Randknoten bekannten Vershie-
bungen.
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Handelt es sih bei 
i
(x) um unver

anderte MLS-Ansatzfunktionen, so k

onnen kine-
matishe Randbedingungen mit Hilfe der Methode der Lagrangeshen Multiplikatoren
ber

uksihtigt werden. Anstelle von (2.65) wird dann die Stationarit

at der Lagrange-
Funktion
L(u;) = (u) +
Z


u
  (u
h
(x) 

u(x)) dA (2.75)
gefordert. F

ur die Diskretisierung der Lagrangeshen Multiplikatoren
(x) =
M
X
i=1
N
i
(x)
i
; (2.76)
die sih als unbekannte Spannungsvektoren auf dem Gebietsrand 

u
mit vorgegebenen
Vershiebungen deuten lassen, k

onnen die f

ur das gesuhte Vershiebungsfeld verwende-
ten Ansatzfunktionen benutzt werden. In der Praxis sind jedoh unabh

angig von den
MLS-Ans

atzen gew

ahlte Funktionen

ublih. Zu den am h

augsten verwendeten z

ahlt die
den Randknoten zugeordnete Dira-Delta-Funktion (vgl. Fernandez-Mendez und Huerta,
2004). Diese Wahl f

uhrt dazu, dass die Randbedingungen nur in den Randknoten, je-
doh niht zwishen diesen erf

ullt werden. Zum Vergleih der in den Kapiteln 2.3.1 und
2.3.2 besprohenen vernetzungsabh

angigen Tehniken mit der Methode der Lagrangeshen
Multiplikatoren verwenden wir zwishen den Randknoten st

ukweise linear interpolieren-
de Funktionen. Damit werden die Randbedingungen entlang des gesamten Randes mit
bekannter Kinematik im shwahen Sinne erf

ullt.
Dabei folgt aus der Stationarit

atsbedingung f

ur die Lagrange-Funktion (2.75)
L(q;)
q
i
= 0; i = 1; : : : ; N (2.77)
und
L(q;)

j
= 0; j = 1; : : : ;M (2.78)
das Sattelpunktproblem

K G
G
T
0

q


=

f
g

(2.79)
mit den oben pr

azisierten Feldern K, q, f und neuen Eintr

agen  = (
1
; : : : ;
M
), 
i
=
(
ix
; 
iy
)
T
, i = 1; : : : ;M ,
G
ij
=
Z


u


i
(x)N
j
(x) 0
0 
i
(x)N
j
(x)

dA; i = 1; : : : ; N; j = 1; : : : ;M (2.80)
und
g
i
=
Z


u

N
i
(x)u
i
(x)
N
i
(x)v
i
(x)

dA; i = 1; : : : ;M: (2.81)
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Die Assemblierung der linearen Gleihungssysteme (2.69) bzw. (2.79) shliet die Aus-
wertung der oben angegebenen Gebietsintegrale ein. Im Rahmen der Finite-Elemente-
Methode werden diese elementweise meist durh Anwenden der Gau-Quadratur eÆzient
und mit hoher Genauigkeit oder sogar exakt bestimmt.
2.4.3 Berehnung der Gebietsintegrale
Der Einsatz der MLS-Ansatzfunktionen erfordert ebenfalls eine numerishe Berehnung
der Integralausdr

uke. Die Frage nah einem hierf

ur geeigneten Quadraturverfahren l

asst
eine vergleihbar nat

urlihe Antwort wie bei der Finite-Elemente-Methode niht zu.
Die Konstruktionsvorshrift f

ur die MLS-Approximation, die ausshlielih die Koordi-
naten der St

utzstellen ber

uksihtigt, jedoh keine explizite Knotenkonnektivit

at in Form
von Netzen ben

otigt, legt zun

ahst nahe, die numerishe Integration ebenfalls basierend
auf den Knotenkoordinaten durhzuf

uhren. Die resultierende Berehnungsvorshrift
Z


f(x) dV 
N
X
i=1
f(x
i
)W
i
(2.82)
mit den Knotenkoordinaten x
i
und Integrationsgewihten W
i
l

asst eine

auerst shnelle
Bestimmung des gesuhten N

aherungswertes zu. Die den einzelnen Knoten zugeordne-
ten Integrationsgewihte k

onnen dabei in vershiedener Weise eingef

uhrt werden (vgl.
z. B. Beissel und Belytshko, 1996). Derartige Integrationstehniken werden in der Li-
teratur h

aug als direkte Integration bezeihnet. Die geringe Genauigkeit der direkten
Integration reduziert im Allgemeinen die Robustheit der auf der shwahen Formulierung
basierenden Diskretisierungstehniken, wodurh diese das f

ur Kollokationsverfahren typi-
she numerish instabile Verhalten aufweisen (Fries und Matties, 2004). Belytshko et al.
(1998) geben an, dass auh die durh Stabilisierungstehniken erweiterte direkte Integra-
tion weniger genaue Ergebnisse liefert als netzbasierte Integrationsverfahren. Die sp

ater
von Chen et al. (2001) vorgeshlagene Methode zur direkten Integration stellt siher, dass
der Pathtest numerish genau erf

ullt wird. Bei allgemeiner Belastung und insbesondere
dann, wenn der Gradient der zu approximierenden L

osung unstetig ist, kann diese In-
tegrationstehnik zu dramatishen Fehlern f

uhren. Wir verzihten hier sowohl auf eine
Beshreibung dieser Integrationstehnik als auh auf eine Diskussion der Ursahe f

ur ihr
unbefriedigendes Verhalten. Diesbez

uglihe Informationen liefert Unger (2003).
Es existieren zwei Arten netzbasierter Integrationsverfahren. Eine M

oglihkeit besteht
darin, ein einfahes Netz bzw. Gitter unabh

angig von der St

utzstellenverteilung zu er-
zeugen, das das Grundgebiet vollst

andig

uberdekt, jedoh niht mit den Gebietsgrenzen
konform sein muss (vgl. z. B. Belytshko et al., 1994). Die Integration erfolgt dann durh
das Anwenden einer Quadraturformel in den einzelnen Gitterzellen. Bei unregelm

aiger
St

utzstellenverteilung k

onnen in solhen Zellen, die in Bereihen h

oherer St

utzstellen-
dihte angeordnet sind, durh weitere Unterteilung neue Zellen erzeugt bzw. eine h

ohere
Integrationsordnung gew

ahlt werden.
Bei der zweiten Variante wird ein Netz basierend auf der gegebenen Knotenverteilung
generiert. Die Konstruktion eines solhen Netzes ist zwar aufw

andiger als im zuvor be-
shriebenen Fall, besitzt jedoh den Vorteil, dass die Gr

oe der Integrationszellen lokal an
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a) b) )
Bild 2.8: Ein Integrationsdreiek der urspr

unglihen Triangulation a), Unterteilung der Integrationszel-
len durh einen Verfeinerungsshritt b) und zwei Verfeinerungsshritte ), 13 Integrationsst

utzstellen je
Dreiek
die St

utzstellendihte angepasst wird. In beiden F

allen ist der Einsatz der Gau-Quadratur
innerhalb einzelner Zellen am st

arksten verbreitet.
In der vorliegenden Arbeit mahen wir von der zuletzt beshriebenen Variante Ge-
brauh und nutzen die bereits in Kapitel 2.2 verwendete Triangulation des Knotensatzes.
Innerhalb eines Dreieks sollen Gau-Quadraturregeln benutzt werden.
Der Einsatz der Gau-Quadratur im Rahmen einer MLS-Diskretisierung kann nur
dann hinreihend genaue Ergebnisse liefern, wenn f

ur die Auswertung der Integralaus-
dr

uke, insbesondere bei der Assemblierung der Steigkeitsmatrix (2.71), vergleihsweise
viele Integrationsst

utzstellen (Gau-Punkte) benutzt werden (Belytshko et al.,1994). Ne-
ben der Verwendung von Quadraturformeln h

oherer Ordnung (bis zu 13 St

utzstellen je
Dreiek) wird in der aktuellen Implementierung eine M

oglihkeit vorgesehen, die Integrati-
onsgenauigkeit beliebig zu steigern, indem urspr

unglihe Dreieke der Knotentriangulation
in kleinere Integrationszellen unterteilt werden. Dabei entstehen aus einem Dreiek durh
das Verbinden der Seitenmittelpunkte je Shritt vier neue Dreieke (Bild 2.8). Im Fol-
genden soll unter dem Begri Dreiek stets ein Dreiek der urspr

unglihen Triangulation
des Knotensatzes verstanden werden, w

ahren die durh eventuelle Verfeinerungsshritte
erzeugten Dreieke als Integrationszellen bezeihnet werden. F

uhrt man N
Q
solher Ver-
feinerungsshritte aus und benutzt n
G
Gau-Punkte in jeder Integrationszelle, so betr

agt
die Anzahl der Integrationsst

utzstellen innerhalb eines Dreieks
N
G
= 4
N
Q
n
G
;
so dass im Grundgebiet insgesamt N
T
N
G
Gau-Punkte platziert werden, wenn die Kno-
tentriangulation N
T
Dreieke enth

alt.
Ausgehend von dieser Integrationstehnik kann der Ausdruk f

ur die approximierten
KoeÆzienten der Steigkeitsmatrix (2.71) in der Form
K
ij

N
T
X
k=1
N
G
X
l=1
B
T
i
(y
l
)CB
j
(y
l
)W
l
; i; j = 1; : : : N (2.83)
geshrieben werden. Hierin ist y
l
der Ortsvektor des l-ten Gau-Punktes im k-ten Dreiek
undW
l
das zugeordnete Integrationsgewiht. Tabellarish zusammengestellte Koordinaten
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der Gau-Punkte und zugeh

orige Gewihte f

ur dreieksgest

utzte Quadraturregeln gibt
beispielsweise Bathe (1986) an
5
.
Die Assemblierung der Steigkeitsmatrix gem

a (2.71) erfordert alsoN
T
N
G
Funktions-
auswertungen, wobei diese Anzahl im Allgemeinen sehr gro ist. Die in Tabelle 1 beshrie-
bene Routine zur Berehnung der MLS-Ansatzfunktionen und ihrer Ableitungen maht
klar, dass sogar die Bestimmung der Funktions- und Ableitungswerte in einem Punkt mit
einem erheblih gr

oeren numerishen Aufwand verbunden ist als bei einer vergleihbaren
Finite-Elemente-Berehnung. Es ist somit zu erwarten, dass die Assemblierung der Stei-
gkeitsmatrix bei Verwendung von MLS-Ansatzfunktionen einen betr

ahtlihen Teil der
gesamtem Programmlaufzeit bilden wird.
Neben der Einfahheit der Ansatzfunktionen besitzt die Finite-Elemente-Methode aus
Siht der numerishen EÆzienz den Vorteil, dass die in einem Gau-Punkt niht vershwin-
denden Ansatzfunktionen von vornherein bekannt sind. Folglih m

ussen ausshlielih die
den Knoten eines Elementes zugeordneten KoeÆzienten (2.83) der Steigkeitsmatrix ak-
tualisiert werden, wenn der aktuelle Gau-Punkt innerhalb dieses Elementes liegt.
Bei Verwendung von MLS-Ansatzfunktionen ist die Situation deutlih un

ubersihtli-
her. In Bild 2.9a ist eine m

oglihe Verteilung von Gau-Punkten in einem Grundgebiet
gezeigt. Bild 2.9b veranshauliht eine hinreihende

Uberdekung dieses Grundgebietes.
Soll nun in irgendeinem Gau-Punkt die Auswertung (2.83) durhgef

uhrt werden, so ist
die Bestimmung aller Knoten, die in diesem Gau-Punkt aktiv sind, oensihtlih kom-
plex. Damit l

asst auh die Frage, welhe KoeÆzienten der Steigkeitsmatrix durh den
Beitrag der aktuellen Integrationsst

utzstelle zu aktualisieren sind, keine einfahe Antwort
zu. Die naheliegende Idee, alle KoeÆzienten der Steigkeitsmatrix in jedem Gau-Punkt
zu bestimmen, l

asst sih zwar leiht realisieren, die Berehnung erfordert jedoh einen sehr
hohen Zeitaufwand, da die Aktualisierung der Steigkeitsmatrix N
T
N
G
N
2
-mal durhge-
f

uhrt wird. Insbesondere bei Problemen mit einer groen KnotenzahlN beanspruht dieser
Aufbau extrem viel Rehenzeit.
Deshalb werden die KoeÆzienten K
ij
nur dann tats

ahlih aktualisiert, wenn sowohl
der i-te als auh der j-te Knoten im aktuellen Gau-Punkt y
l
aktiv sind, also wenn
y
l
2 !
i
^ y
l
2 !
j
gilt. Auf Grund der geforderten Lokalit

at der Ansatzfunktionen ist
aber die Anzahl der sih gegenseitig

uberlappenden Einussbereihe ! reht gering. F

ur die
Mehrzahl gilt !
i
T
!
j
= ;, woraus K
ij
= 0 und damit eine d

unn besetzte Steigkeitsma-
trix folgt. Es ist demnah ausreihend, die KoeÆzienten K
ij
nur dann auszuwerten, wenn
bei Verwendung radialer Einussbereihe die Bedingungen jx
i
 y
l
j < r
i
und jx
j
 y
l
j < r
j
erf

ullt sind.
Tabelle 5 zeigt den Aufbau einer einfahen Routine zur Assemblierung der Steigkeits-
matrix.
Der f

ur die Assemblierung ben

otigte Zeitaufwand l

asst sih oenbar weiter reduzieren,
wenn die Shleifen i = 1; : : : ; N und j = 1; : : : ; N durh solhe ersetzt werden, bei denen
ausshlielih die im aktuellen Gau-Punkt y
l
aktiven Knoten durhlaufen werden. Wird
bei der Bestimmung der Ansatzfunktionen und ihrer Ableitungen bereits ein Algorithmus
zur shnellen Suhe nah aktiven Knoten verwendet (vgl. Kapitel 2.1.5), so k

onnen die
Indies dieser Knoten

ubergeben werden und die Shleifen

uber alle Knoten abl

osen. Wir
5
Zu Quadraturregeln vgl. auh Taylor et al. (2007) und die dort angegebene Literatur.
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a)
b)
Bild 2.9: Diskretisierung eines Grundgebietes durh N = 200 Knoten. a) Verteilung der Gau-Punkte
f

ur N
T
= 334, N
Q
= 0, n
G
= 7, b) eine hinreihende

Uberdekung f

ur 
r
= 2
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Tabelle 5: Pseudoode: Eine Routine zur Assemblierung der Steigkeitsmatrix
Sei N die Anzahl der Knoten, N
T
die Anzahl der Dreieke der Knotentriangulation,
N
G
die Anzahl der Gau-Punkte innerhalb eines Dreieks.
1. Initialisiere die Steigkeitsmatrix: K= 0.
2. F

ur k = 1; : : : ; N
T
Bestimme die Koordinaten der Gau-Punkte y(1; : : : ; N
G
) und die zugeh

origen
Integrationsgewihte W (1; : : : ; N
G
) f

ur das k-te Dreiek.
 F

ur l = 1; : : : ; N
G
Berehne die Ableitungen der MLS-Ansatzfunktionen

;x
(1; : : : ; N), 
;y
(1; : : : ; N) im aktuellen Gau-Punkt gem

a Tabelle 1.
 F

ur i = 1; : : : ; N
falls jx(i)  y(l)j < r(i)
 F

ur j = 1; : : : ; N
falls jx(j)  y(l)j < r(j)
Setze K(i;j) = K(i;j) +B
T
(i)CB(j)W (l), B gem

a (2.72).
verfolgen in dieser Arbeit eine andere Strategie, wobei der oben angesprohene Grund f

ur
die EÆzienz der Finite-Elemente-Methode als Ausgangspunkt f

ur die folgenden

Uberle-
gungen dient.
Vergleihbar mit dem Aufbau entsprehender FE-Routinen werden in der

aueren
Shleife des Unterprogramms in Tabelle 5 alle Dreieke der Knotentriangulation durh-
laufen. Bei der Finite-Elemente-Methode sind innerhalb einer Integrationszelle (eines Ele-
mentes) nur die Knoten des jeweiligen Elementes aktiv, die einer Konnektivit

atstabelle
entnommen werden k

onnen. Werden MLS-Ansatzfunktionen verwendet, dann k

onnen in
einer Integrationszelle neben den Ekknoten auh andere, je nah Gr

oe der Einussbe-
reihe weiter entfernte Knoten, aktiv sein.
Die Idee besteht nun darin, bereits nah der Bestimmung einer hinreihenden

Uber-
dekung f

ur jedes Dreiek solhe Knoten zu ermitteln, deren Einussbereihe das jewei-
lige Dreiek zumindest teilweise

uberdeken, und diese, einer Konnektivit

atstabelle der
Finite-Elemente-Methode entsprehende Information, in einer m

oglihst kompakten Kon-
nektivit

atsliste f

ur die restlihen Programmteile verf

ugbar zu mahen. Liegt eine solhe
Konnektivit

atsliste vor, sind also alle innerhalb eines beliebigen Dreieks aktiven Kno-
ten bekannt, dann kann die Assemblierung der Steigkeitsmatrix in Analogie zur Finite-
Elemente-Methode durhgef

uhrt werden. Eine nennenswerte EÆzienzsteigerung ist aller-
dings nur dann zu erwarten, wenn die aktiven Knoten f

ur jedes einzelne Dreiek shnell
gefunden werden k

onnen. Wir stellen in Kapitel 2.4.4 einen Algorithmus vor, der diese
Aufgabe

ubernimmt.
36
19 6 46 20 7 41 4 91 7 10 6 21 1 8 16 2 77 12 7 76
1 8 61 70
ZK
KL
Bild 2.10: Speihertehnik f

ur die Konnektivit

atsliste KL. Der Zeiger ZK auf die Konnektivit

atsliste
erm

ogliht die Adressierung der in einem Dreiek aktiven Knoten. F

ur die hier willk

urlih gew

ahlten
Eintr

age der Konnektivit

atsliste sind z. B. die Knoten mit den Indies 19, 6, 46, 20, 7, 41 und 4 innerhalb
des ersten Dreieks aktiv.
Die Speiherung der Konnektivit

atsdaten erfolgt nah dem in Bild 2.10 skizzierten
Prinzip. Die Datenstruktur besteht aus zwei eindimensionalen Feldern. Die mit KL abge-
k

urzte Konnektivit

atsliste enth

alt fortlaufend angeordnete Indies der innerhalb einzelner
Dreieke aktiven Knoten. Die Indies sind blokweise abgelegt, wobei einzelne Bl

oke
die f

ur das jeweilige Dreiek relevanten Knotenindies zusammenfassen. Die Eintr

age des
zweiten Feldes ZK (Zeiger auf die Konnektivit

atsliste) legen den Beginn der einzelnen
Bl

oke fest. So gibt ZK(1) die Position des Index an f

ur den ersten innerhalb des ersten
Dreieks aktiven Knoten. ZK(2) adressiert den Index des ersten im zweiten Dreiek ak-
tiven Knotens. Damit bendet sih der Index des letzten innerhalb des ersten Dreieks
aktiven Knotens an der Position ZK(2)  1. Allgemein erhalten wir mit
KL(ZK(i); : : : ; ZK(i+ 1)  1)
die Indies aller Knoten, die im i-ten Dreiek aktiv sind. Entsprehende Formate werden
h

aug f

ur die kompakte Speiherung von d

unn besetzten Matrizen verwendet.
Wir sind damit in der Lage, durh geringf

ugige Anpassungen des Pseudoodes in
Tabelle 5 ein eÆzienteres Unterprogramm zur Assemblierung der Steigkeitsmatrix zu
generieren (Tabelle 6). An dieser Stelle sollte angemerkt werden, dass die vorgestellte
Strategie dem am Anfang dieses Unterkapitels gestellten Anspruh, bei der Assemblierung
der Steigkeitsmatrix ausshlielih solhe Knotenpaare x
i
, x
j
zu ber

uksihtigen, f

ur die
!
i
T
!
j
6= ; gilt, niht gereht wird. Die Shnittmenge der Einussbereihe zweier Knoten,
die dasselbe Dreiek

uberdeken, kann leer sein. Die Anzahl solher Knotenpaare wird zwar
relativ gering sein, die

Uberpr

ufung der Bedingungen jx
i
 y
l
j < r
i
und jx
j
  y
l
j < r
j
hat
dadurh aber auh innerhalb des modizierten Pseudoodes (Tabelle 6) ihre Berehtigung.
Eine weitere Reduzierung der ben

otigten Rehenzeit wird erreiht, wenn die Konnek-
tivit

atsdaten auh bei der Auswertung der MLS-Ansatzfunktionen und ihrer Ableitungen
(Kapitel 2.1.5) verwendet werden. Die dazu notwendigen Anpassungen des Pseudoodes
in Tabelle 1 beshr

anken sih dabei darauf, zus

atzlih zu dem Punkt x, in dem die Bereh-
nung durhgef

uhrt werden soll, auh den Index T des diesen Punkt enthaltenden Dreieks
als Eingabeparameter zu

ubergeben und die Shleifen

uber alle Knoten unter 2. und 5.
i = 1; : : : ; N
analog zu den Ver

anderungen in der Tabelle 6 durh
i = KL(ZK(T ); : : : ; ZK(T + 1)  1)
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Tabelle 6: Pseudoode: Verbesserung des in Tabelle 5 angegebenen Pseudoodes zur Assemblierung der
Steigkeitsmatrix durh die Verwendung der Konnektivit

atsliste
Sei N die Anzahl der Knoten, N
T
die Anzahl der Dreieke der Knotentriangulation,
N
G
die Anzahl der Gau-Punkte innerhalb eines Dreieks. KL und ZK enthalten
die durh den Einsatz des Algorithmus aus Tabelle 7 ermittelten Konnektivit

atsdaten
(Bild 2.10).
1. Initialisiere die Steigkeitsmatrix: K= 0.
2. F

ur k = 1; : : : ; N
T
Bestimme die Koordinaten der Gau-Punkte y(1; : : : ; N
G
) und die zugeh

origen
Integrationsgewihte W (1; : : : ; N
G
) f

ur das k-te Dreiek.
 F

ur l = 1; : : : ; N
G
Berehne die Ableitungen der MLS-Ansatzfunktionen

;x
(1; : : : ; N), 
;y
(1; : : : ; N) im aktuellen Gau-Punkt gem

a Tabelle 1.
 F

ur i = KL(ZK(k); : : : ; ZK(k + 1)  1)
falls jx(i)  y(l)j < r(i)
 F

ur j = KL(ZK(k); : : : ; ZK(k + 1)  1)
falls jx(j)  y(l)j < r(j)
Setze K(i;j) = K(i;j) +B
T
(i)CB(j)W (l), B gem

a (2.72).
zu ersetzen.
Die bisherigen Ausf

uhrungen konzentrierten sih auf die Assemblierung der Steig-
keitsmatrix. Zur Vervollst

andigung des linearen Gleihungssystems sind noh der Last-
vektor und f

ur den Fall, dass die wesentlihen Randbedingungen mit Hilfe der Methode
der Lagrangeshen Multiplikatoren ber

uksihtigt werden, die Felder (2.80) und (2.81) zu
berehnen. Der Beitrag der u.U. vorhandenen volumenhaft verteilten Lasten kann leiht
innerhalb der Routine zur Assemblierung der Steigkeitsmatrix bestimmt werden. Die
aus den dynamishen Randbedingungen resultierenden Anteile der rehten Seite und die
f

ur Lagrangeshe Multiplikatoren spezishen Eintr

age werden durh das Integrieren

uber
den entsprehenden Gebietsrand in einer separaten Unterroutine berehnet.
In der vorliegenden Arbeit werden Gebietsr

ander zwishen den Randknoten linear ap-
proximiert.

Uber einzelnen Randsegmenten wird durhg

angig die Integration basierend
auf der Gau-Formel mit vier St

utzstellen verwendet. Zur Berehnung der Ansatzfunktio-
nen in einem Randpunkt unter Verwendung der ermittelten Konnektivit

atsbeziehungen
wird der Index des Dreieks, auf dessen Rand der Punkt platziert ist, ben

otigt. Diese In-
formation l

asst sih ohne weiteres ausgehend von den Indies der Endknoten des aktuellen
Randsegmentes bzw. dem Index der entsprehenden Dreiekskante aus den Triangulati-
onsdaten bestimmen. Kommt bei der Auswertung der Volumenintegrale die in Bild 2.8
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skizzierte Verfeinerung der Integrationszellen zum Einsatz, dann werden die Randsegmen-
te ebenfalls entsprehend unterteilt.
Fries und Matties (2004) shreiben:
"
In MMs the onnetivity is determined at run-time for eah point at whih
the shape funtions need to be evaluated. This important step an dominate
the total CPU time for large point numbers, espeially if sequential searhes,
whih are of O(N) omplexity, are used for eah evaluation point.\
Mit der soeben erl

auterten Strategie weihen wir demnah von der f

ur netzfreie Diskre-
tisierungsverfahren (meshless methods, MMs)

ublihen Route ab. Wir bestimmen bereits
in einem fr

uhen Stadium des Programmfortgangs auf eine vergleihsweise eektive Weise
die aktiven Knoten f

ur alle Punkte des Grundgebietes. Die Kompilation des globalen Glei-
hungssystems, die zahlreihe Berehnungen der Ansatzfunktionen und ihrer Ableitungen
einshliet, erfordert damit keine zeitraubenden Zusatzoperationen mehr.
F

ur die Realisierung dieser Strategie muss die im Allgemeinen reht umfangreihe
Konnektivit

atsliste f

ur die Dauer der Gesamtrehnung gespeihert werden. Der ben

otigte
Speiherumfang ist jedoh wesentlih geringer als derjenige, der von der Steigkeitsma-
trix (auh bei kompakter Speiherung) beanspruht wird. Wir nehmen den zus

atzlihen
Speiherbedarf in Kauf zu Gunsten der deutlih verk

urzten Rehenzeit.
Es sei nohmals betont, dass die Idee, eine EÆzienzsteigerung dadurh zu erzielen,
dass die Konnektivit

atsinformation shon am Programmanfang ermittelt wird, niht neu
ist. Vielmehr ist sie in der Natur der Finite-Elemente-Methode verankert. In der vorlie-
genden Arbeit wird dieses bew

ahrte Konzept auf die Implementierung eines netzfreien
Diskretisierungsverfahrens sinngem

a

ubertragen.
2.4.4 Bestimmung der Konnektivit

atsbeziehungen
Im Sinne besserer Verst

andlihkeit des Pseudoodes (Tabelle 7) soll zun

ahst das Grund-
konzept besprohen werden.
Der prinzipielle Aufbau l

asst sih in wenigen Worten umshreiben: F

ur jeden Knoten x
i
mit dem zugeordneten Einussbereih !
i
werden alle teilweise oder vollst

andig innerhalb
des Einussbereihes liegenden Dreieke bestimmt, wobei f

ur jedes dieser Dreieke der
Knoten x
i
als aktiv festgehalten wird. Von zentraler Bedeutung ist dabei das Vorgehen
bei der Suhe nah

uberdekten Dreieken, das nun genauer erl

autert werden soll.
Wir greifen einen Knoten x
i
mit dem zugeh

origen kreisf

ormigen
6
Einussbereih !
i
heraus (Bild 2.11a). Die Suhe beginnt mit einem Dreiek T
0
mit x
i
als Ekknoten, das
uns die Datenstruktur der Triangulation liefert. Dieses Dreiek liegt zumindest teilweise
innerhalb des Einussbereihes !
i
, so dass der Knoten x
i
in T
0
aktiv ist. Folglih ordnen
wir in der Konnektivit

atsliste dem Dreiek T
0
den Knoten x
i
zu.
Zwei Dreieke sind benahbart, wenn sie eine gemeinsame Kante besitzen. Demnah
besitzt T
0
drei benahbarte Dreieke t
j
, wenn es sih um ein inneres Dreiek handelt. Ist T
0
dagegen ein Randdreiek, dann kann es ein oder zwei benahbarte Dreieke besitzen. Als
6
Die nahfolgenden Ausf

uhrungen beziehen sih auf kreisf

ormige Einussbereihe. Die Anwendung des
Algorithmus auf rehtekige Einussbereihe ist ebenfalls m

oglih.
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a) b)
) d)
Bild 2.11: Ein Ausshnitt des Grundgebietes aus Bild 2.9 a) Ein ausgew

ahlter Knoten mit dem zuge-
h

origen Einussbereih, b) und ) innerhalb des Einussbereihes liegende Dreieke (blau), und zweks

Uberpr

ufung tempor

ar gespeiherte Dreieke (gr

un), d) alle im Einussbereih des aktuellen Knotens
liegenden Dreieke
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Nahbarn eines vom Einussbereih !
i

uberdekten Dreieks k

onnen t
j
ebenfalls von !
i

uberdekt sein. Um dies zu pr

ufen, speihern wir die Indies dieser Dreieke in einem ein-
dimensionalen Feld Stak und halten mit N
Stak
die Anzahl der gespeiherten Indies fest.
In Bild 2.11b ist die Situation illustriert, wobei das blaue Dreiek T
0
bereits als

uberdekt
klassiziert wurde. F

ur ein gr

unes Dreiek ist noh zu pr

ufen, ob es vom Einussbereih
!
i

uberdekt wird.
Anshlieend berehnen wir f

ur das Dreiek mit dem Index Stak(N
Stak
) den Abstand
zwishen dem Knoten x
i
und den Dreiekskanten. Ist der Abstand zu einer der Kanten
kleiner als der Radius r
i
des Einussbereihes, wird dieses Dreiek als von !
i

uberdekt
klassiziert, wobei diesem in der Konnektivit

atsliste wiederum x
i
zugeordnet wird. Die
Indies der benahbarten Dreieke werden anshlieend in Stak gespeihert und N
Stak
erh

oht, wie in Bild 2.11 veranshauliht. Liegt das Dreiek mit dem Index Stak(N
Stak
)
dagegen auerhalb des Einussbereihes, wird die

Uberpr

ufung f

ur das n

ahste Dreiek
in Stak durhgef

uhrt. Enth

alt Stak keine zu pr

ufenden Elemente, dann sind alle von !
i

uberdekten Dreieke bekannt. Shlielih liefert die Anwendung dieser Tehnik auf alle
Knoten die gesuhte Information

uber die in einem beliebigen Dreiek aktiven Knoten.
Die Speiherung der Knotenindies in dem in Bild 2.10 illustrierten Format kann niht
direkt erfolgen, da die L

ange der Konnektivit

atsliste niht von vornherein bekannt ist.
Wir verwenden daher zur Laufzeit des Algorithmus ein tempor

ares Feld temp(N
T
;L), in
dem die Knotenindies gespeihert und anshlieend in das besprohene Format

uberf

uhrt
werden. N
T
ist die Anzahl der Dreieke. L muss mindestens der h

ohsten Anzahl der in
einem Dreiek aktiven Knoten gleih sein. In der aktuellen Implementierung wird L = 1000
gesetzt. Nah Ablauf des Algorithmus wird der von dem Feld temp belegte Speiherplatz
wieder freigegeben, so dass der vom Programm anshlieend beanspruhte Speiherumfang
reht gering gehalten werden kann.
Das in Bild 2.11d gezeigte Ergebnis der Suhe maht eine interessante Eigenshaft
des verwendeten Algorithmus deutlih. Die inneren Gebietsr

ander der betrahteten ge-
shlitzten Sheibe begrenzen den Aktionsbereih der Dreiekssuhe. Der Einuss des her-
vorgehobenen Knotens beshr

ankt sih damit auf solhe Dreieke, die von diesem Knoten
"
sihtbar\ sind, was physikalish sinnvoll zu sein sheint. Die G

ultigkeit dieser Eigenshaft
ist jedoh auf solhe Knoten beshr

ankt, deren Einussbereih von dem Gebietsrand voll-
st

andig in einen
"
sihtbaren\ und einen
"
unsihtbaren\ Teil getrennt wird. Organ et al.
(1996) behandeln das Problem der Diskretisierung von niht konvexen Grundgebieten ba-
sierend auf der MLS-Tehnik ausf

uhrlih. Wir beshr

anken uns auf die Anmerkung, dass
die angesprohene Eigenshaft des vorgestellten Suhalgorithmus in diesem Zusammen-
hang n

utzlih sein kann.
Als Anregung f

ur die Implementierung dieser Suhtehnik diente der von Sambridge et
al. (1995) beshriebene Algorithmus von Lawson (1977) zur Ermittlung aller Dreieke einer
Delaunay-Triangulation
7
, deren umshreibender Kreis einen gegebenen Punkt enth

alt. Der
in Tabelle 7 angegebene Pseudoode kann daher als eine Abwandlung des im Rahmen der
Interpolation durh nat

urlihe Nahbarn von Sambridge et al. verwendeten Algorithmus
interpretiert werden.
Bild 2.12 zeigt die gewonnene Konnektivit

atsinformation f

ur ein frei gew

ahltes Dreiek
7
Der Begri Delaunay-Triangulation wird in Kapitel 3 erl

autert.
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Tabelle 7: Pseudoode: Bestimmung der Konnektivit

atsinformation
Sei N die Anzahl der Knoten, N
T
die Anzahl der Dreieke. Ein Dreiek T besitze die
Nahbardreieke t
1
, t
2
und t
3
. T bzw. t bezeihne sowohl ein Dreiek selbst als auh
seinen Index. Ist T ein Randdreiek, gelte t
j
= 0, falls das Nahbardreiek t
j
niht
existiert.
I. Setze ZK(1; : : : ; NT + 1) = 0.
II. F

ur i = 1; : : : ; N
1. Setze N
Stak
= 0, in
!
(1; : : : ; N
T
) = false, in
Stak
(1; : : : ; N
T
) = false.
2. Beginne mit einem Dreiek T
0
, wobei x(i) eine Eke von T
0
sein soll.
3. Setze in
!
(T
0
) = true.
4. Setze ZK(T
0
+ 1) = ZK(T
0
+ 1) + 1.
Setze temp(T
0
; ZK(T
0
+ 1)) = i
5. F

ur j = 1; : : : ; 3
a) Falls t
j
= 0, gehe zu 5.
b) Setze N
Stak
= N
Stak
+ 1.
) Setze Stak(N
Stak
) = t
j
.
d) Setze in
Stak
(t
j
) = true.
6. Falls N
Stak
= 0, gehe zu II.
a) Setze T
0
= Stak(N
Stak
).
b) Setze N
Stak
= N
Stak
  1.
) Berehne den Abstand zwishen x(i) und den Kanten von T
0
.
Falls T
0
T
!
i
= ;, gehe zu 6.
d) Setze in
!
(T
0
) = true.
e) Setze ZK(T
0
+ 1) = ZK(T
0
+ 1) + 1.
Setze temp(T
0
;ZK(T
0
+ 1)) = i.
f) F

ur j = 1; : : : ; 3
i. Falls t
j
= 0, gehe zu 6f.
ii. Falls in
!
(t
j
) = true, gehe zu 6f.
iii. Falls in
Stak
(t
j
) = true, gehe zu 6f.
iv. Setze N
Stak
= N
Stak
+ 1.
v. Setze Stak(N
Stak
) = t
j
.
vi. Setze in
Stak
(t
j
) = true.
g) Gehe zu 6.
III.

Uberf

uhre die Konnektivit

atsinformation aus temp und ZK in das in Bild 2.10
illustrierte Format und gebe den von temp beanspruhten Speiherplatz frei.
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Bild 2.12: Ein gegebenes Dreiek (blau) und die innerhalb dieses Dreieks aktiven Knoten (rot). Die
Bestimmung der Einussgebiete erfolgte f

ur 
r
= 2, vgl. Bild 2.9b.
(blau). Die hohe Anzahl der innerhalb dieses Dreieks aktiven Knoten ist niht auerge-
w

ohnlih. Sie ist der Grund daf

ur, dass die Anzahl der von Null vershiedenen KoeÆ-
zienten der Steigkeitsmatrix im Allgemeinen deutlih h

oher ist als bei einer vergleih-
baren Finite-Elemente-Diskretisierung. Nihtsdestotrotz ist die Steigkeitsmatrix einer
MLS-Diskretisierung d

unn besetzt. Im Sinne einer eÆzienten Nutzung des Speihers ist
es w

unshenswert, die Steigkeitsmatrix in einer kompakten Form abzulegen, indem die
Anzahl der gespeiherten Null-Elemente verringert wird bzw. diese ganz fortgelassen wer-
den. Die einshl

agigen Speihertehniken, die im Rahmen der Finite-Elemente-Methode
verst

arkt genutzt werden, wie z. B. das Skyline- oder Harwell-Boeing-Format, reduzie-
ren niht nur den Speiherbedarf, sondern erm

oglihen den Einsatz eÆzienter Algorith-
men zum direkten bzw. iterativen L

osen von linearen Gleihungssystemen. Eine derartige
Speihertehnik erfordert jedoh eine Vorabinformation

uber die von Null vershiedenen
KoeÆzienten der Steigkeitsmatrix. Im Rahmen der Finite-Elemente-Methode kann diese
Information auf Grund der an den einzelnen Elementen beteiligten Knotennummern ohne
weiteres durh ein Rehenprogramm vor Beginn der Assemblierung der Steigkeitsmatrix
beshat werden (Shwarz, 1980).
Die Konnektivit

atsinformation, die der vorgestellte Algorithmus bereitstellt, erlaubt
eine Bestimmung der relevanten KoeÆzienten der Steigkeitsmatrix auh f

ur eine MLS-
Diskretisierung in Analogie zur Finite-Elemente-Methode, da nun die an jedem Dreiek
beteiligten Knoten bekannt sind. Der Einsatz von Algorithmen zur eÆzienten Knoten-
nummerierung ist mit der vorliegenden Konnektivit

atsinformation ebenfalls problemlos
m

oglih.
In der zu entwikelnden Implementierung mahen wir von der M

oglihkeit einer kom-
pakten Speiherung der Steigkeitsmatrix unter Ausnutzung ihrer Symmetrie Gebrauh
und verwenden dar

uber hinaus eine Implementierung des reverse Cuthill MKee Algorith-
mus (Cuthill und MKee, 1969) von George und Liu (1981). Wir gehen niht weiter auf
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den Aufbau des zugeh

origen Unterprogramms zur Assemblierung der Steigkeitsmatrix
ein. Es ist einerseits wenig

ubersihtlih und andererseits sind die notwendigen Anpassun-
gen des Codes niht f

ur eine netzfreie Diskretisierungstehnik spezish, sondern haben
genauso innerhalb einer Finite-Elemente-Implementierung zu erfolgen.
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3 St

utzstellenverteilung auf der Grundlage der
Shwerpunkt-Voronoi-Diagramme
Im vorangegangenen Kapitel gingen wir stets von einem gegebenen Knotensatz aus. Soll
ein konkretes Problem behandelt werden, so besteht der erste Shritt gerade darin, im
vorliegenden Grundgebiet St

utzstellen zu platzieren.
In den letzten Jahren sind einige unmittelbar in Verbindung mit netzfreien Metho-
den entwikelte Algorithmen zur St

utzstellenverteilung beshrieben worden. Herault et al.
(2000) verbessern einen vorl

augen Knotensatz ausgehend von der Annahme, dass ein-
zelne St

utzstellen untereinander wehselwirken. Die Wehselwirkungskr

afte werden durh
die Wahl eines physikalishen Modells, z. B. Elektrostatik oder Molekulardynamik, vorge-
shrieben. Die resultierende Punkteverteilung wird shlielih als eine Gleihgewihtskon-
guration des gew

ahlten physikalishen Modells ermittelt. Griebel und Shweitzer (2000)
verwenden in ihrer Implementierung eines netzfreien Verfahrens Halton-Folgen quasizu-
f

allig verteilter Knoten. Wie in den beiden genannten Beispielen vermeiden auh andere
Autoren ganz bewusst die Verwendung von Netzen beim Generieren des Knotensatzes,
um eine
"
wirklih netzfreie\ Implementierung des Diskretisierungsverfahrens zu erhalten.
Du et al. (2002) verwenden zur Optimierung eines bereits vorliegenden Knotensatzes,
Strategien zur Erzeugung von Shwerpunkt-Voronoi-Diagrammen. Shwerpunkt-Voronoi-
Diagramme sind spezielle Voronoi-Diagramme, bei denen die Knotenkoordinaten mit den
Koordinaten der Shwerpunkte jeweiliger Voronoi-Regionen zusammenfallen. Dieses Kon-
zept maht es m

oglih, auh in Grundgebieten komplexer Geometrie hohwertige St

utz-
stellenverteilungen zu erzeugen, wobei die Knotendihte lokal durh Vorgeben einer Dih-
tefunktion gesteuert werden kann. Du et al. (1999) diskutieren theoretishe Zusammenh

an-
ge, M

oglihkeiten zur Erzeugung und einige Anwendungsfelder von Shwerpunkt-Voronoi-
Diagrammen.
Wir beshreiben in diesem Teil der Arbeit einen neuen Algorithmus zur St

utzstel-
lenverteilung auf der Grundlage von Shwerpunkt-Voronoi-Diagrammen. In Kapitel 3.1
werden mit dem Voronoi-Diagramm und der Delaunay-Triangulation zwei wesentlihe
Begrie der algorithmishen Geometrie erl

autert, bevor in Kapitel 3.2 die Spezialisierung
auf Shwerpunkt-Voronoi-Diagramme vorgenommen wird. Kapitel 3.3 beshreibt einen
verbreiteten Algorithmus zur Erzeugung von Shwerpunkt-Voronoi-Diagrammen. Diese
von Lloyd (1982) angegebene Iteration f

uhrt zu einer Shwerpunkt-Voronoi-Verteilung
von Knoten ausshlielih innerhalb eines Grundgebietes. Der in Kapitel 3.4 vorgestellte,
neu entwikelte Algorithmus fut auf dem oben genannten, sieht jedoh neben anderen
Erweiterungen eine M

oglihkeit vor, auh Gebietsr

ander mit St

utzstellen zu besetzen. In
Kapitel 3.5 werden shlielih einige Beispiele der mit dem neuen Algorithmus erzeugten
St

utzstellenverteilungen pr

asentiert.
3.1 Voronoi-Diagramm und Delaunay-Triangulation
Eine umfangreihe

Ubersiht zu Voronoi-Diagrammen und ihren vielf

altigen Anwendun-
gen gibt z. B. Aurenhammer (1991). Wir beshr

anken uns auf eine Darstellung der we-
sentlihen Eigenshaften.
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Gegeben sei ein Knotensatz x
i
, i = 1; : : : ; N in einem oenen Gebiet 
  R
m
. Gebiete
V
i
, i = 1; : : : ; N mit den Eigenshaften
1. V
i
T
V
j
= ;, i; j = 1; : : : N , i 6= j
2.
S
N
i=1
V
i
= 

3. V
i
= fy 2 
 j jy  x
i
j < jy  x
j
j; i; j = 1; : : : N; i 6= jg
sind die Voronoi-Regionen der Voronoi-Knoten x
i
, i = 1; : : : ; N bez

uglih der Euklidi-
shen Norm
8
. Die ersten beiden Eigenshaften harakterisieren eine Gebietsunterteilung.
Die dritte ist eine Spezialisierung auf solhe Gebiete V
i
, die ausshlielih diejenigen Punk-
te y enthalten, deren Abstand zu der dem jeweiligen Gebiet zugeordneten St

utzstelle x
i
geringer ist als zu jeder anderen St

utzstelle x
j
, j 6= i.
Die Gesamtheit der R

ander der Voronoi-Regionen
V =
N
[
i=1
V
i
wird als Voronoi-Diagramm des gegebenen Knotensatzes bezeihnet.
Wir betrahten im Folgenden ausshlielih den Fall R
2
. Bild 3.1a zeigt das Voronoi-
a)
x
i
V
i
b)
Bild 3.1: a) das Voronoi-Diagramm eines Knotensatzes aus 10 zuf

allig in einem quadratishen Grund-
gebiet verteilten Knoten und b) die zugeh

orige Delaunay-Triangulation
Diagramm eines Knotensatzes aus 10 zuf

allig in einem quadratishen Grundgebiet ver-
teilten Knoten. Die zu einem herausgegrienen Knoten x
i
geh

orende Voronoi-Region ist
grau hinterlegt.
8
Die Voronoi-Regionen lassen sih grunds

atzlih bez

uglih beliebiger Normen denieren. Dies ist jedoh
niht von Interesse in der vorliegenden Arbeit.
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Werden alle Knoten, deren Voronoi-Regionen unmittelbar aneinander grenzen, durh
Kanten verbunden, so entsteht die Delaunay-Triangulation (Bild 3.1b). Es ist unmittelbar
zu erkennen, dass der Mittelpunkt des umshreibenden Kreises eines jeden Dreieks jeweils
eine Eke des Voronoi-Diagramms bildet. Damit verbunden ist das f

ur die Konstruktion
von Delaunay-Triangulationen entsheidende Delaunay-Kriterium, das nur solhe Dreieke
zul

asst, deren umshreibende Kreise keine St

utzstellen einshlieen. Die

aueren Kanten
einer Delaunay-Triangulation bilden die konvexe H

ulle des gegebenen Knotensatzes.
Delaunay-Triangulationen zeihnen sih insbesondere dadurh aus, dass sie unter allen
m

oglihen Triangulationen eines Knotensatzes den gr

oten auftretenden Winkel minimie-
ren (vgl. Shewhuk, 2002). Auf Grund dieser Eigenshaft ist die Delaunay-Triangulation ei-
ne der etabliertesten Tehniken zur Konstruktion von Netzen f

ur Finite-Elemente-Bereh-
nungen.
3.2 Shwerpunkt-Voronoi-Diagramme
Bestimmen wir f

ur jede Voronoi-Region V
i
, i = 1; : : : ; N den zugeh

origen Massenmittel-
punkt
x
?
i
=
R
V
i
y(y) dA
R
V
i
(y) dA
; i = 1; : : : ; N (3.1)
bez

uglih einer auf dem Grundgebiet geltenden Dihtefunktion (y)  0, so gilt im All-
gemeinen x
?
i
6= x
i
. Dies trit auh auf die in Bild 3.1 dargestellte Knotenverteilung zu,
wenn von einer konstanten Dihtefunktion (y) = onst ausgegangen wird (Bild 3.2a).
Liegt dagegen der Sonderfall x
?
i
= x
i
vor, so handelt es sih um ein Shwerpunkt-
Voronoi-Diagramm (Bild 3.2b).
x
i
x
?
i
a)
x
?
i
= x
i
b)
Bild 3.2: a) ein Voronoi-Diagramm zu den Voronoi-Knoten x
i
() mit den Massenmittelpunkten einzelner
Voronoi-Regionen x
?
i
(), b) ein Shwerpunkt-Voronoi-Diagramm
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Shwerpunkt-Voronoi-Diagramme sind L

osungen der folgenden Optimierungsaufgabe:
Es seien in einem Grundgebiet 
 ein Knotensatz x
i
, i = 1; : : : ; N , eine Dihtefunktion
(y) und eine Gebietsunterteilung V
i
, i = 1; : : : ; N gegeben. Es l

asst sih zeigen, dass der
Ausdruk
J (x
1
; : : : ;x
n
; V
1
; : : : ;V
n
) =
N
X
i=1
Z
V
i
jy  x
i
j
2
(y) dA (3.2)
nur dann ein Minimum annimmt, wenn die Gebietsunterteilung V
i
, i = 1; : : : ; N aus
Voronoi-Regionen besteht und die zugeh

origen Voronoi-Knoten x
i
mit den Massenmit-
telpunkten der zugeh

origen Voronoi-Regionen bez

uglih (y) zusammenfallen (Steinhaus
1956, Du et al., 1999).
Die Verbreitung der Shwerpunkt-Voronoi-Diagramme ist wohl in dieser Optimalit

ats-
eigenshaft begr

undet. Insbesondere in der Signalverarbeitung sind Shwerpunkt-Voronoi-
Diagramme als Werkzeug zur Datenkompression von groem Interesse. Aus diesem Be-
reih stammen zahlreihe Arbeiten zur Theorie und algorithmishen Behandlung der
Shwerpunkt-Voronoi-Diagramme (Gray und Neuho, 1998). Einen wihtigen Beitrag lie-
ferte Gersho (1979), indem er voraussagte, dass f

ur N ! 1 alle optimalen Regionen
zu einer nur von der Dimension des Gebietes abh

angigen Basiszelle kongruent sind. In
der Ebene ist die Basiszelle ein regelm

aiges Hexagon (Fejes Toth, 1959, Newman, 1964,
1982). F

ur h

oher dimensionale R

aume liegen bisher nur Teilergebnisse vor.
Als besonders n

utzlih erweist sih die Konsequenz aus Gershos Vermutung, dass sih
der Wert des Zielfunktionals einer (3.2) minimierenden Knotenverteilung
9
gleihm

aig auf
alle Regionen verteilt. Der daraus ableitbare Zusammenhang zwishen der vorgeshriebe-
nen Dihtefunktion (y) und der Dihte der resultierenden St

utzstellenverteilung l

asst
sih f

ur den uns interessierenden zweidimensionalen Fall in der Form
h
V
i
h
V
j


(x
j
)
(x
i
)

1
4
(3.3)
shreiben, wobei h
V
i
den Durhmesser der Voronoi-Region V
i
angibt (vgl. Du und Wang,
2003, Ju, 2007). Die fehlende Gleihheit in (3.2) unterstreiht, dass die Aussage f

ur
N ! 1 gilt und nur n

aherungsweise auf praktishe Anwendungen mit einer endlihen
Knotenzahl N

ubertragbar ist.
Unser Ziel ist es, in einem gegebenen Gebiet 
 eine gew

unshte Anzahl von St

utzstellen
so zu verteilen, dass sie (n

aherungsweise) ein Shwerpunkt-Voronoi-Diagramm erzeugen
und damit im Sinne der Minimierung von (3.2) das vorliegende Grundgebiet optimal
repr

asentieren. Der Zusammenhang (3.3) erm

ogliht es uns dabei die St

utzstellendihte
bei Bedarf kontrolliert anzupassen.
Zur Bestimmung eines Voronoi-Diagramms basierend auf einem gegebenem Knoten-
satz existiert eine Reihe von Algorithmen. Eine M

oglihkeit besteht darin, f

ur je zwei
vershiedene Knoten den Bisektor zu konstruieren, um dann die so erzeugten Geraden
zum Voronoi-Diagramm zu
"
vershmelzen\. Eine andere Klasse von Algorithmen nutzt
9
Je nah Anwendung werden f

ur die Vektoren x
i
vershiedene Bezeihnungen gebrauht. Wir betrah-
ten Shwerpunkt-Voronoi-Diagramme im Zusammenhang mit der r

aumlihen Diskretisierung im Rahmen
einer netzfreien Methode und sprehen daher von Knoten bzw. St

utzstellen.
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die Dualit

at von Voronoi-Diagrammen und Delaunay-Triangulationen aus. Liegt einmal
eine Delaunay-Triangulation vor, dann l

asst sih das zugeh

orige Voronoi-Diagramm leiht
erzeugen. Shewhuk (1997) beshreibt und vergleiht drei Algorithmen zur Konstrukti-
on von Delaunay-Triangulationen. In zahlreihen z. T. frei verf

ugbaren Programmen sind
solhe Algorithmen eÆzient umgesetzt worden, so dass die Erzeugung von Delaunay-
Triangulationen bzw. Voronoi-Diagrammen auh f

ur sehr groe Knotenzahlen ohne nen-
nenswerten Zeitaufwand erfolgen kann. Wie bereits in Kapitel 2.2 angesprohen, verwen-
den wir zu diesem Zweke Shewhuks frei verf

ugbares Programm Triangle
10
.
Besteht die Aufgabe darin, in einem gegebenen Gebiet ein Shwerpunkt-Voronoi-
Diagramm basierend auf einem Satz aus N Knoten zu generieren, so l

asst sih diese
im Allgemeinen niht mehr direkt bewerkstelligen.
Du et al. (1999) beshreiben mehrere Algorithmen, die iterativ zu einem Shwerpunkt-
Voronoi-Diagramm f

uhren. Es werden dabei zwei Klassen untershieden. Probabilistishe
Algorithmen zeihnen sih durh ihren geringen numerishen Aufwand aus, weisen jedoh
relativ shlehte Konvergenzeigenshaften auf. Deterministishe Verfahren besitzen h

ohere
Konvergenzgeshwindigkeiten, sind dabei aber je Iterationsshritt berehnungsintensiver.
In vielen Anwendungen setzte sih der von Lloyd (1982) angegebene Algorithmus
durh. Der in dieser Arbeit entwikelte Algorithmus enth

alt die Lloyd-Iteration als einen
wesentlihen Baustein. Wir erl

autern sie daher im anshlieenden Unterkapitel.
3.3 Die Lloyd-Iteration und ihre Erweiterungen
Die entsheidende Shwierigkeit bei der Bestimmung von Shwerpunkt-Voronoi-Diagram-
men im Vergleih zu einem gew

ohnlihen Voronoi-Diagrammbesteht darin, dass zu Beginn
weder die Koordinaten der St

utzstellen, die optimale Voronoi-Regionen bilden, noh das
Voronoi-Diagramm, das die Bestimmung der Knotenkoordinaten erlauben w

urde, bekannt
sind.
Sie k

onnen jedoh in einer Folge von Iterationsshritten durh Bestimmen der Voronoi-
Regionen zu einem niht optimalen Knotensatz und anshlieendes
"
Vershieben\ der
St

utzstellen in die Shwerpunkte der zugeordneten Voronoi-Regionen ermittelt werden
(Tabelle 8).
Der Vorteil der Lloyd-Iteration besteht in ihrer monotonen Konvergenz. In jedem Ite-
rationsshritt wird der Wert des Zielfunktionals (3.2) reduziert (Lloyd, 1982). Nahteilig
ist der relativ hohe Zeitaufwand f

ur die Bestimmung der Shwerpunkte einzelner Voronoi-
Regionen je Iterationsshritt. Die Anzahl der Iterationsshritte h

angt von dem gew

ahlten
Abbruhkriterium ab, das anwendungsspezish formuliert werden kann (Du et al., 1999).
Die Bilder 3.3a-d zeigen beispielhaft die Entwiklung einer Knotenverteilung w

ahrend der
Lloyd-Iteration. Bereits bei einer geringen Knotenzahl von N = 40 werden deutlih

uber
100 Iterationsshritte ben

otigt, um ausgehend von einer zuf

alligen Verteilung (Bild 3.3a)
zu einer St

utzstellenkonguration zu gelangen, die sih infolge weiterer Iterationen (op-
tish) niht mehr ver

andert. Es ist oensihtlih, dass bei hohen Knotenzahlen der Be-
rehnungsaufwand f

ur die Bestimmung optimal platzierter St

utzstellen betr

ahtlih sein
kann.
10
http://www.s.mu.edu/quake/triangle.html
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a) b)
) d)
Bild 3.3: Entwiklung der St

utzstellenverteilung w

ahrend der Lloyd-Iteration in einem quadratishen Ge-
biet 
 = [ 1; 1℄
2
zur Dihtefunktion (x; y) = e
 40(x
2
+y
2
)
+10
 3
sin
2
( x) sin
2
( y). a) 40 zuf

allig verteilte
St

utzstellen (0 Iterationsshritte), St

utzstellenverteilung nah b) 10, ) 50 und d) 160 Iterationsshritten
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Tabelle 8: Pseudoode: Die Lloyd-Iteration zur Erzeugung von Shwerpunkt-Voronoi-Diagrammen
0. Starte mit einer zuf

alligen St

utzstellenverteilung x
i
2 
, i = 1; : : : ; N .
1. Berehne die Voronoi-Regionen V
i
, i = 1; : : : ; N auf 
.
2. Bestimme die Shwerpunkte x
?
i
, i = 1; : : : ; N der Voronoi-Regionen
und setze x
i
= x
?
i
, i = 1; : : : ; N .
3. Gehe zu 1., falls das formulierte Abbruhkriterium niht erf

ullt ist
In der Literatur lassen sih vershiedene Tehniken zur EÆzienzsteigerung der Iterati-
on nden. Du und Emelianenko (2006) diskutieren Kombinationsm

oglihkeiten der Lloyd-
Iteration und des Newton-Verfahrens. Koren und Yavneh (2006) mahen von dem bekann-
ten Zusammenhang (3.3) zwishen der Dihtefunktion (y) und der Dihte der optimalen
St

utzstellen Gebrauh, um einen guten Startvektor f

ur die Lloyd-Iteration zu erhalten.
Eine Variante des in der Datenverarbeitung weit verbreiteten LBG-Algorithmus (Linde,
Buzo und Gray, 1980) basiert auf einer anderen Idee zur Verbesserung des Startvektors.
Beginnend mit einer St

utzstelle M = 1 wird nah einer Folge der Lloyd-Iterationen die
Anzahl der St

utzstellen jeweils verdoppelt M  2M , indem jede St

utzstelle durh zwei
neue ersetzt wird. Dieser Prozess wird fortgef

uhrt, bis die gew

unshte Anzahl der St

utz-
stellen M = N erreiht ist.
W

ahrend Shwerpunkt-Voronoi-Diagramme shon seit mehreren Jahrzehnten in der
Informationstehnik intensiv eingesetzt werden, ist das Interesse an diesem Konzept auh
in Verbindung mit der r

aumlihen Diskretisierung von Grundgebieten beim L

osen von
partiellen Dierentialgleihungen erst in den letzten Jahren stark gestiegen. Wie bereits
angesprohen, shlagen Du et al. (2002) vor, das Shwerpunkt-Voronoi-Konzept zur Ver-
teilung von St

utzstellen im Rahmen netzfreier Diskretisierungsmethoden zu verwenden.
Die Dualit

at des Voronoi-Diagramms und der Delaunay-Triangulation dient in einer Rei-
he weiterer Arbeiten als Grundlage zur Konstruktion hohwertiger Dreieksnetze, die im
Rahmen der Finite-Elemente-Methode genutzt werden k

onnen (vgl. z. B. Qiang und Gunz-
burger, 2002, Ju, 2007, Nguyen et al., 2009). Dieser aktuelle Anwendungsbereih der
Shwerpunkt-Voronoi-Strategie nimmt insofern eine Sonderstellung ein, als die r

aumlihe
Diskretisierung eines Grundgebietes im Hinblik auf die L

osung von partiellen Dierenti-
algleihungen das Besetzen der Gebietsr

ander mit St

utzstellen erfordert. Das ist bei den
meisten anderen Anwendungen niht der Fall, so dass die fr

uheren Algorithmen | wie die
Lloyd-Iteration | auf eine optimale St

utzstellenverteilung ausshlielih im Innern eines
Gebietes zugeshnitten sind. Zudem hat die Optimierung bei traditionellen Anwendun-
gen, wie etwa der Komprimierung von Bildern, innerhalb von mehrdimensionalenW

urfeln
bzw. Quadern zu erfolgen. In dem uns interessierenden Fall besitzen die Grundgebiete im
Allgemeinen eine komplexe Geometrie. Einige M

oglihkeiten zur Bew

altigung dieser zu-
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Tabelle 9: Pseudoode: Prinzipieller Aufbau bekannter Algorithmen zur St

utzstellenverteilung basierend
auf Shwerpunkt-Voronoi-Diagrammen
Gegeben sei ein Grundgebiet 
  R
2
, eine Dihtefunktion (x)  auf 
, eine
anf

anglihe St

utzstellenverteilung x
i
, i = 1; :::; N , wobei N die geforderte Anzahl der
St

utzstellen ist.
1. F

ur die aktuelle St

utzstellenverteilung x
i
, i = 1; :::; N konstruiere das Voronoi-
Diagramm und die zugeordnete Delaunay-Triangulation.
2. Bestimme die Shwerpunkte x
?
i
, i = 1; :::; N der (approximierten) Voronoi-
Regionen und setze x
i
= x
?
i
, i = 1; :::; N . Ist x
i
eine randnahe St

utzstelle, dann
projiziere x
i
auf den Gebietsrand.
3. Falls das formulierte Abbruhkriterium niht erf

ullt ist, gehe zu 1.
s

atzlihen Shwierigkeiten werden in den erw

ahnten Arbeiten diskutiert.
Die Beshreibung der Geometrie des Grundgebietes kann durh das Einf

uhren von
vorzeihenbehafteten Distanzfunktionen erfolgen (vgl. Ju, 2007, Nguyen et al., 2009). Al-
ternativ k

onnen die R

ander des Grundgebietes durh den sogenannten Planar Straight
Line Graph (PSLG) n

aherungsweise dargestellt werden. Diese Variante wird in der vor-
liegenden Arbeit genutzt.
Alle Algorithmen, die in den oben angegebenen Ver

oentlihungen beshrieben werden,
besitzen den in Tabelle 9 gezeigten prinzipiellen Aufbau. Einzelne Algorithmen untershei-
den sih beispielsweise in der Denition randnaher Knoten. Die am st

arksten verbreitete
Variante besteht darin, solhe St

utzstellen, deren Voronoi-Regionen (teilweise) durh den
Gebietsrand begrenzt werden, als randnah zu klassizieren. Mit dieser Denition h

atte
man z.B. in Bild 3.3a 16 und in Bild 3.3d 12 randnahe Knoten.
Ju (2007) betrahtet die Triangulation der St

utzstellen und projiziert eine St

utzstelle
dann auf den Gebietsrand, wenn diese St

utzstelle an einem Randdreiek beteiligt ist und
der dem Randsegment gegen

uberliegende Winkel einen bestimmten Wert

ubershreitet.
Ein weiterer Untershied zu den meisten anderen Algorithmen besteht darin, dass Ju
(2007) mit Shwerpunkten approximierter Voronoi-Regionen rehnet.
3.4 Ein neuer Algorithmus zur St

utzstellenverteilung
Wir greifen den grunds

atzlihen Aufbau bekannter Algorithmen auf und modizieren
diesen basierend auf einigen neuen Ideen.
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3.4.1 Beshreibung des Grundgebietes
Zur Beshreibung der Geometrie des Grundgebietes verwenden wir den Planar Straight
Line Graph (PSLG). Ein PSLG besteht aus St

utzstellen und Segmenten, wobei (1) die
Endpunkte eines Segments in der St

utzstellenmenge enthalten sind und (2) Segmente nur
in ihren Endpunkten andere Segmente oder St

utzstellen shneiden. Ausgehend von einem
PSLG l

asst sih im Allgemeinen nur noh eine eingeshr

ankte (onstrained) Delaunay-
Triangulation erzeugen, da bei der Triangulation der St

utzstellen als Nebenbedingung
eingehalten werden muss, dass die vorgegebenen Segmente des PSLG durh Dreiekskan-
ten abgebildet werden. Hieraus k

onnen Randdreieke
11
resultieren, deren umshreibenden
Kreise andere St

utzstellen einshlieen. Sie sind damit keine Delaunay-Dreieke. Weitere
diesbez

uglihe Zusammenh

ange diskutiert Shewhuk (2002).
Wir nutzen den Programmumfang von Triangle, um zu einem vorgegebenen PSLG ei-
ne eingeshr

ankte Delaunay-Triangulation eÆzient zu generieren. Auerdem

ubernehmen
wir auh weitestgehend den Aufbau der Eingabedateien von Triangle, sehen jedoh zu-
s

atzlih eine M

oglihkeit vor, den PSLG durh Kreisbogensegmente zu erweitern. Bei der
Beshreibung der Funktionsweise des neuen Algorithmus lassen wir Kreisbogensegmente
zun

ahst auer Aht.
3.4.2 Klassizierung der St

utzstellen
In den folgenden Erl

auterungen wird zwishen inneren, randnahen und Randst

utzstellen
untershieden. Bild 3.4 veranshauliht diese Klassizierung anhand eines quadratishen
Grundgebietes mit einer ausgew

ahlten St

utzstellenverteilung.
T
i

i
x
j
x
k
x
l

Bild 3.4: Einteilung der St

utzstellen in innere (gr

un), randnahe (rot) und Randst

utzstellen (shwarz und
blau)
11
Als Randdreieke bezeihnen wir solhe Dreieke, die zumindest eine auf dem Rand des Grundgebietes
liegende Kante besitzen.
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Zu Randst

utzstellen z

ahlen die Eken des urspr

unglihen PSLG (shwarz) und die
im Verlaufe der Iteration auf den Segmenten des PSLG platzierten St

utzstellen (blau).
Die Koordinaten der urspr

unglihen Eken d

urfen von dem Algorithmus niht ver

andert
werden. Die anderen Randst

utzstellen k

onnen entlang des jeweiligen Segmentes bewegt
werden.
Randnahe St

utzstellen sind in Bild 3.4 rot markiert und wie folgt deniert. Es sei T
i
ein
Randdreiek mit den Eken x
j
, x
k
und x
l
, wobei x
k
2 
, x
l
2 
 Randknoten sind und
x
j
2 
 im Gebietsinnern liegt. 
i
sei der Mittelpunkt des umshreibenden Kreises von T
i
,
jx
j
 
i
j = jx
k
 
i
j = jx
l
 
i
j. Wir bezeihnen die Eke x
j
2 
 von T
i
dann als randnahe
St

utzstelle, wenn x
j
und 
i
auf vershiedenen Seiten der Randkante x
k
x
l
liegen, vgl. Bild
3.4. Randnahe St

utzstellen werden auf die gegen

uberliegende Dreiekskante vershoben,
d. h. auf dem Rand des Grundgebietes platziert.
Alle anderen (in Bild 3.4 gr

un markierten) St

utzstellen werden als innere St

utzstellen
bezeihnet. Ihre Koordinaten werden durh den Einsatz der Lloyd-Iteration optimiert.
Wie in Kapitel 3.3 bereits angesprohen, ist es eine verbreitete Tehnik, St

utzstellen
x
j
2 
 dann auf den Rand zu projizieren, wenn die zugeh

origen Voronoi-Regionen durh
den Gebietsrand begrenzt werden, V
j
T

 6= ;. Oensihtlih erf

ullen die oben als rand-
nah denierten St

utzstellen ebenfalls dieses Kriterium. Im Allgemeinen k

onnen jedoh
weitere St

utzstellen x
j
2 
 existieren, f

ur die zwar V
j
T

 6= ; gilt, die aber niht der
oberen Denition der randnahen St

utzstellen gen

ugen. Folglih untersheidet sih unser
Kriterium von dem bereits bekannten, und maht es insbesondere beim Besetzen des Ge-
bietsrandes unn

otig, alle Voronoi-Regionen mit V
j
T

 6= ; zu bestimmen. Es ist nun
ausreihend, ausshlielih Randdreieke zu betrahten.
Ju (2007) platziert ebenfalls nur solhe St

utzstellen auf dem Gebietsrand, die an einem
Randdreiek beteiligt sind. Entsheidend ist dabei die Gr

oe des gegen

uber der Randkan-
te liegenden Winkels (in Bild 3.4 mit  bezeihnet). F

ur   5=9 empehlt Ju, die
St

utzstelle x
j
auf die Kante x
k
x
l
zu projizieren. Das in unserem Algorithmus verwendete
Kriterium f

ur eine randnahe St

utzstelle x
j
ist zu der Bedingung  > =2

aquivalent und
ist erf

ullt, wenn
(x
j
  x
l
)  (x
k
  x
j
) > 0 (3.4)
gilt. (3.4) l

asst sih leiht numerish auswerten, so dass die Bestimmung randnaher St

utz-
stellen eÆzient erfolgen kann.
Die Untersheidung der St

utzstellen gem

a der besprohenen Klassizierung erfolgt im
Programmode durh die Vergabe von Zahlenwerten. Die Datenstruktur des Programms
Triangle sieht ein Markerfeld f

ur die St

utzstellen vom Typ Integer der L

angeN vor, wobei
N die gesamte St

utzstellenzahl bezeihnet. Wir nutzen dies, indem wir den inneren Knoten
den Wert 0 zuweisen, Randknoten, die auf dem jeweiligen Randsegment
"
gleiten d

urfen\,
ordnen wir den Wert 1 zu. Die Eken des urspr

unglihen PSLG erhalten den Marker 2.
Mit Hilfe dieser Marker sind wir auerdem in der Lage, auh eine von den Eken des PSLG
vershiedene, insbesondere im Gebietsinnern liegende St

utzstelle x
i
"
festzuhalten\, indem
ihr der Marker mit dem Wert 2 zugewiesen wird.
54
3.4.3 Struktur des Algorithmus
Wir fassen den neuen Algorithmus in Tabelle 10 in Form eines Pseudoodes zusammen.
Der Algorithmus startet mit der Triangulation des PSLG und der Konstruktion des zu-
geordneten Voronoi-Diagramms durh einen Aufruf der Unterroutine triangulate des
Programms Triangle
Dies ist der entsheidende Untershied gegen

uber den bekannten, im vorangegangenen
Unterkapitel skizzierten Algorithmen, die die Iteration mit dem vollst

andigen St

utzstel-
lensatz beginnen. In unserem Algorithmus wird die St

utzstellenzahl analog zu dem bereits
angesprohenen LBG-Algorithmus (Linde, Buzo und Gray, 1980) shrittweise erh

oht, wo-
bei nah jeder Einf

ugephase die aktuelle St

utzstellenverteilung basierend auf der Lloyd-
Iteration verbessert wird. Werden neue St

utzstellen jeweils so in die bestehende Knoten-
Tabelle 10: Pseudoode: Aufbau des neuen Algorithmus zur St

utzstellenverteilung
Gegeben sei ein PSLG des Grundgebietes 
  R
2
mit N
vert
St

utzstellen, eine Dihte-
funktion (x)  0 auf 
 und eine ZahlN
iter
> 0. Die geforderte Anzahl der St

utzstellen
sei N .
0. Setze n = N
vert
.
1. Konstruiere die beshr

ankte Delaunay-Triangulation f

ur die aktuelle St

utzstel-
lenverteilung x
i
, i = 1; :::; n. Die Anzahl der resultierenden Dreieke sei N
T
.
2. Falls n = N , STOP (Abbruhkriterium).
3. F

ur i = 1; : : : ; N
T
(Einf

ugen neuer St

utzstellen)
b) F

uge eine neue St

utzstelle x
n
in den Fl

ahenmittelpunkt des Dreieks T
i
ein und inkrementiere n.
) Falls n = N , gehe zu 4.
4. F

ur i = 1; : : : ; N
iter
(Verbesserung der St

utzstellenverteilung)
a) Konstruiere die beshr

ankte Delaunay-Triangulation und das Voronoi-
Diagramm f

ur die aktuelle St

utzstellenverteilung.
b) Falls randnahe St

utzstellen existieren, vershiebe diese auf den Gebietsrand
und setze randnah = true. Sonst setze randnah = false.
) F

uhre einen Shritt der Lloyd-Iteration f

ur Randst

utzstellen durh.
d) Falls randnah = true, gehe zu 4.
e) F

uhre einen Shritt der Lloyd-Iteration f

ur innere St

utzstellen durh.
5. Gehe zu 1.
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konguration eingef

ugt, dass die Abweihungen zwishen den Koordinaten der einzelnen
St

utzstellen und der Shwerpunkte der resultierenden Voronoi-Regionen m

oglihst klein
sind, dann kann shon bei einer vergleihbar kleinen Gesamtzahl der Lloyd-Iterationen
eine gute St

utzstellenverteilung im Sinne der Minimierung von (3.2) erreiht werden.
Mehrfahes Durhlaufen der Shritte 1 bis 4 des Algorithmus f

uhrt zu einer rashen
Zunahme der St

utzstellenzahl (vgl. Bild 3.5). Es ist m

oglih und im Hinblik auf die Ef-
zienzsteigerung siherlih sinnvoll, die Anzahl der Lloyd-Iterationen N
iter
mit steigender
Knotenzahl zu reduzieren, da infolge vorangegangener Optimierungsshritte basierend auf
einer geringeren Knotenzahl bereits eine gute St

utzstellenverteilung vorliegen sollte. Im
Pseudoode der Tabelle 10 wurde diese M

oglihkeit niht zum Ausdruk gebraht.
Gilt nah der Triangulation (Unterpunkt 1) in der Endphase des Algorithmus N
T

N   n, wobei N
T
die Anzahl der Dreieke der aktuellen Triangulation, n die aktuell vor-
liegende St

utzstellenzahl und N die geforderte Anzahl der St

utzstellen ist, so wird beim
folgenden Einf

ugen neuer St

utzstellen in die einzelnen Dreieke (Unterpunkt 3) die vor-
gegebene Knotenzahl N erreiht. Im Allgemeinen wird N
T
> N   n gelten, so dass die
Einf

ugeshleife niht vollst

andig durhlaufen wird und neue St

utzstellen nur in einen Teil
der Dreieke eingef

ugt werden. Um eine der vorgegebenen Dihtefunktion m

oglihst gut
entsprehende St

utzstellenverteilung zu erreihen, hat es sih als vorteilhaft herausgestellt,
die verbleibenden N n < N
T
St

utzstellen in die Dreieke mit der gr

oten Masse einzuf

u-
gen. Insbesondere bei Vorgabe einer konstanten Dihtefunktion kann aber diese Tehnik
zu einer au

allig ungleihm

aigen Endverteilung der St

utzstellen f

uhren. Es ist daher
sinnvoll und empfehlenswert, bei der abshlieenden Verbesserung des St

utzstellensatzes
(Unterpunkt 4) die Anzahl der Iterationsshritte N
iter
zu erh

ohen.
Kommt es | wie bei den meisten praktishen Anwendungen | auf eine genaue St

utz-
stellenzahl niht an, so k

onnen sehr gute Verteilungen mit einer kleinen Anzahl der Lloyd-
Iterationsshritte N
iter
und somit geringem Rehenaufwand erreiht werden, wenn die Ab-
bruhbedingung (Unterpunkt 2) durh N
T
 N  n ersetzt wird. Nun wird mit N nur die
Gr

oenordnung f

ur die Knotenzahl vorgegeben. Die grundlegende Idee des Algorithmus,
die darin besteht, bei geringen St

utzstellenzahlen die Knotenverteilung f

ur das Einf

ugen
weiterer St

utzstellen sinnvoll vorzubereiten, damit bei hohen St

utzstellenzahlen die An-
zahl der rehenaufw

andigen Lloyd-Iterationen reduziert werden kann, wird jedoh gerade
mit dieser Variante konsequent umgesetzt.
3.4.4 Algorithmishe Details
Strategie zum Einf

ugen neuer Punkte. Bei der Wahl der Koordinaten f

ur die neu-
en St

utzstellen stellen wir uns vor, es liege bereits eine St

utzstellenverteilung vor, die ein
Shwerpunkt-Voronoi-Diagramm formt. Das Voronoi-Diagramm besteht dann laut Gers-
hos Vermutung aus regelm

aigen Hexagonen und die zugeordnete Delaunay-Triangulation
aus gleihseitigen Dreieken. F

ugen wir nun in jedes Dreiek eine neue St

utzstelle gem

a
x
n
=
x
j
+ x
k
+ x
l
3
(3.5)
ein, wobei x
j
, x
k
und x
l
die Ekknoten eines Dreieks bezeihnen, so besteht die re-
sultierende Delaunay-Triangulation wiederum aus gleihseitigen Dreieken und die neue
St

utzstellenverteilung bleibt optimal.
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n = 4 n = 6 n = 10
n = 20 n = 44 n = 104
n = 270 n = 734 n = 2062
Bild 3.5: Zur Funktionsweise des neuen Algorithmus: Durh Einf

ugen neuer Punkte in die Fl

ahenmit-
telpunkte der Dreieke mit nahfolgender Triangulation und Lloyd-Verbesserung w

ahst die Anzahl der
verteilten St

utzstellen n rash an. F

ur gr

oere n bleibt die Qualit

at der Triangulation erhalten, so dass
innerhalb eines Zyklus nur wenige Verbesserungsshritte erforderlih sind. Die Abbildung zeigt die Folge
der Triangulationen f

ur ein quadratishes Grundgebiet (jeweils nah Unterpunkt 1 des Pseudoodes in
Tabelle 10, N
iter
= 20).
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Weihen einzelne Dreieke einer beshr

ankten Delaunay-Triangulation (stark) von
gleihseitigen Dreieken ab, dann l

asst sih die Frage nah einer optimalen Platzierung
neuer St

utzstellen niht mehr auf einfahe Weise beantworten.
Im Rahmen von Delaunay-Verfeinerungs-Algorithmen werden neue Knoten zweks
Verbesserung der Triangulationsqualit

at in die Mittelpunkte der umshreibenden Kreise
solher Dreieke gesetzt, die ein bestimmtes Qualit

atskriterium verletzen. Die Koordinaten
einzelner St

utzstellen bleiben dabei w

ahrend der gesamten Dauer des Algorithmus unver-

andert. Eine ausf

uhrlihe Beshreibung der weit verbreiteten Triangulationsalgorithmen
dieser Klasse gibt Shewhuk (2002) an.
Die Mittelpunkte der umshreibenden Kreise, die die Eken der Voronoi-Regionen
festlegen, werden i. d.R. bei der Konstruktion der Delaunay-Triangulation bestimmt und
m

ussen niht zum Festlegen der Koordinaten neuer Knoten berehnet werden. Dadurh
kann der Knotensatz eÆzient erweitert werden. Es ist allerdings zu beahten, dass der
Mittelpunkt eines umshreibenden Kreises auerhalb des jeweiligen Dreieks und damit
grunds

atzlih auh auerhalb des vorliegenden Grundgebietes liegen kann. Im Rahmen
von Delaunay-Verfeinerungs-Algorithmen werden aus diesem Grund neue Knoten | so-
genannte Steiner-Punkte | zun

ahst auf dem Gebietsrand so platziert, dass alle Voronoi-
Regionen innerer Knoten vollst

andig im Gebietsinnern liegen. Anshlieend wird die Kno-
tenzahl durh Einf

ugen von Steiner-Punkten im Gebietsinnern erh

oht.
Wir entsheiden uns f

ur eine andere M

oglihkeit und f

ugen neue St

utzstellen jeweils
als Fl

ahenmittelpunkte einzelner Dreieke ein. Dies erfordert zwar die Berehnung neuer
Koordinaten gem

a (3.5), der Berehnungsaufwand ist jedoh gering.
Vergleihsrehnungen haben gezeigt, dass die Verwendung dieser untershiedlihen
Tehniken innerhalb des hier beshriebenen Algorithmus nur zu geringen Abweihungen
in der resultierenden St

utzstellenverteilung f

uhrt. Die implementierte Variante garantiert
oensihtlih ohne Zusatzoperationen, dass alle neuen St

utzstellen innerhalb des Grund-
gebietes liegen. Die unwesentlihen Untershiede im Endergebnis lassen sih damit be-
gr

unden, dass durh den Einsatz der Lloyd-Iteration die St

utzstellenverteilung optimiert
wird, so dass mit steigender St

utzstellenzahl immer mehr Dreieke nahezu gleihseitig
sind. F

ur gleihseitige Dreieke gibt (3.5) sowohl die Koordinaten der Mittelpunkte der
umshreibenden Kreise einzelner Dreieke als auh ihre Fl

ahenmittelpunkte an, so dass
beide Varianten des Einf

ugens neuer St

utzstellen

ubereinstimmen.
Strategie zur Verbesserung der Punkteverteilung. Im Unterpunkt 4 des Algo-
rithmus wird die aktuelle St

utzstellenverteilung durh Lloyd-Iteration und das Vershie-
ben randnaher St

utzstellen auf den Rand des Grundgebietes verbessert. Die Anzahl N
iter
der Iterationsshritte, die nah jeder Erweiterung des St

utzstellensatzes erfolgen, ist frei
w

ahlbar. Sie beeinusst jedoh mageblih sowohl die G

ute der resultierenden St

utzstel-
lenverteilung als auh den ben

otigten Berehnungsaufwand. Unsere Experimente zeigen,
dass f

ur 10  N
iter
 30 gute St

utzstellenverteilungen bei vergleihbar geringer CPU-Zeit
auh in Grundgebieten mit komplexer Geometrie generiert werden k

onnen.
Die Auswertung des Kriteriums f

ur randnahe St

utzstellen erfordert die Delaunay-
Triangulation des aktuellen St

utzstellensatzes. F

ur die Aktualisierung der Knotenkoor-
dinaten nah Lloyd wird das zugeordnete Voronoi-Diagramm ben

otigt. Sie werden im
Unterpunkt 4a durh Aufrufen des Unterprogramms triangulate erzeugt.
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Anshlieend wird f

ur jedes Randdreiek mit den Randknoten x
l
und x
k
und dem im
Gebietsinnern liegenden Knoten x
j
die Bedingung (3.4) ausgewertet. Ist sie erf

ullt, dann
werden die Koordinaten der randnahen St

utzstelle x
j
gem

a
x
j
 
x
k
+ x
l
2
(3.6)
aktualisiert. Es ist niht zwingend, die neuen Koordinaten einer randnahen St

utzstelle in
der Form (3.6) vorzushreiben. Sie k

onnen allgemeiner durh
x
j
 (1  )x
k
+ x
l
; 0 <  < 1 (3.7)
vorgegeben werden. Zahlreihe Experimente (die jedoh niht systematish durhgef

uhrt
wurden) lieferten keinen Grund, von der einfahen Variante (3.6) abzuweihen.
Das Platzieren einer neuen St

utzstelle auf dem Gebietsrand erfordert eine Aktualisie-
rung des PSLG, indem das alte Segment x
k
x
l
durh die neuen x
k
x
j
und x
l
x
j
ersetzt und
die Anzahl der Segmente N
seg
 N
seg
+1 erh

oht wird. Der Marker der randnahen St

utz-
stelle erh

alt den Wert 1 und damit die M

oglihkeit, entlang des Randsegmentes infolge
der Lloyd-Iteration bewegt zu werden.
Die Lloyd-Iteration f

ur die Randknoten mit dem Marker 1 erfolgt entlang des jeweiligen
Segmentes. Dabei bleiben alle inneren Knoten unber

uksihtigt. Ist x
i
eine Randst

utzstelle
und sind x
j
und x
k
die beiden Nahbarst

utzstellen auf dem Segment zu beiden Seiten,
dann bestimmen wir die neuen Koordinaten der St

utzstelle x
i
als Shwerpunkt der Streke
mit den Endpunkten


i1
= (x
i
+x
j
)=2 und


i2
= (x
i
+x
k
)=2. Bild 3.6a zeigt die vollst

andige
Voronoi-Region einer Randst

utzstelle x
i
und die f

ur die Voronoi-Iteration wesentlihen
Voronoi-Punkte auf dem Gebietsrand


i1
und


i2
.
F

ur  = onst ergeben sih die neuen Koordinaten der Randst

utzstelle zu
x
i
 
x
i
2
+
x
j
+ x
k
4
: (3.8)
Ist die Dihtefunktion niht konstant, dann wird der Shwerpunkt der Streke 
ij

ik
durh Gau-Integration dritter Ordnung
x
i
 
(g
1
) g
1
+ (g
2
) g
2
(g
1
) + (g
2
)
(3.9)
mit
g
1
2
=
x
i
2
+
x
j
+ x
k
4

x
j
  x
k
4
p
3
(3.10)
bestimmt.
Die Lloyd-Iterationen f

ur die inneren St

utzstellen (Unterpunkt 4e) werden erst dann
durhgef

uhrt, wenn keine randnahen St

utzstellen mehr vorliegen. In diesem Fall benden
sih alle Voronoi-Regionen der inneren St

utzstellen und damit auh ihre Shwerpunkte
vollst

andig im Grundgebiet. Damit ist es ausgeshlossen, dass einzelne St

utzstellen infolge
der Lloyd-Iteration auerhalb der Gebietsgrenzen platziert werden.
Zur Berehnung des Shwerpunktes einer Voronoi-Region V
i
ordnen wir zun

ahst ihre
Eken 
ij
, j = 1; : : : ; N

gegen den Uhrzeigersinn an (Bild 3.6b). Dies ist unter Ver-
wendung der Datenstruktur des Programms Triangle leiht m

oglih. Anshlieend wird
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a)
x
i
x
k
x
j


i1


i2
b)
x
i

i1

i2

i3

i4
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Bild 3.6: Voronoi-Region einer Randst

utzstelle a) und einer inneren St

utzstelle b)
die Voronoi-Region bei ver

anderliher Dihte in N

Dreieke mit den Ekknoten 
i0
, 
ij
,

i(j+1)
; j = 1; : : : ;N

unterteilt, wobei

i0
=
1
N

N

X
j=1

ij
(3.11)
und 
i(N

+1)
 
i1
gelten soll. Durh Anwenden der Gau-Integration zweiter Ordnung
(drei St

utzstellen je Dreiek) ermitteln wir die Shwerpunkte x
?B
j
und Massen M
B
j
einzel-
ner Dreieke n

aherungsweise und erhalten dann mit
x
?
i
=
N

P
j=1
M
B
j
x
?B
j
N

P
j=1
M
B
j
(3.12)
den approximierten Shwerpunkt der Voronoi-Region V
i
. Die dabei ben

otigten Koordi-
naten der Gau-Punkte und die zugeordneten Gewihte werden z. B. von Bathe (1986)
angegeben. Numerishe Experimente haben gezeigt, dass die naheliegende Idee, anstelle
von (3.11) die St

utzstelle x
i
zu verwenden, shlehtere Ergebnisse liefert. Gilt  = onst, so
berehnen wir den Shwerpunkt der Voronoi-Region exakt (vgl. z. B. Kessel und Fr

ohling,
1998).
Nah der Berehnung der Shwerpunkte einzelner Voronoi-Regionen werden die Koor-
dinaten innerer St

utzstellen durh x
i
 x
?
i
aktualisiert.
3.4.5 Erweiterung des PSLG durh Kreisbogensegmente
Die Erweiterung eines PSLG durh Kreisbogensegmente bedarf einiger zus

atzliher Er-
l

auterungen. Hierzu betrahten wir ein einfahes Grundgebiet, das durh einen Halbkreis
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beshrieben werden soll. Bild 3.7 zeigt den Inhalt der zugeh

origen Eingabedatei.
#-Zeihen leiten Kommentarzeilen ein.
# 1. Blok: Stutzstelleninformationen
# Anzahl Dimension des Grundgebietes Marker
3 2 0 1
# Indies Knotenkoordinaten: x y Knotenmarker
1 1 0 2
2 0 1 1
3 -1 0 2
# 2. Blok: Segmentinformationen
# Anzahl Marker
3 1
# Indies Stutzstellenindies: 1. 2. Segmentmarker
1 1 2 1
2 2 3 2
3 3 1 3
# 3. Blok: Information uber Loher im Grundgebiet
# Anzahl
0
# 4. Blok: Erweiterung durh Kreisbogensegmente
# Anzahl
1
# Indies Stutzstellenindies: 1. 2. 3.
1 1 2 3
Bild 3.7: Eingabedatei f

ur ein durh ein Kreisbogensegment begrenztes Grundgebiet
Die Bl

oke 1-3 stimmen vollst

andig mit dem Eingabe-Format des Programms Triangle

uberein. Insbesondere enth

alt der erste Blok die Koordinaten der St

utzstellen. Im zweiten
Blok werden die Randsegmente festgelegt. Der dritte sieht die M

oglihkeit vor, Grund-
gebiete mit L

ohern zu erzeugen, was im vorliegenden Beispiel niht von Interesse ist.
Der zus

atzlihe vierte Blok enth

alt die Information

uber Kreisbogensegmente. In dem
betrahteten Beispiel liegt ein Kreisbogensegment vor, das durh die Knoten mit den In-
dies 1, 2 und 3 festgelegt ist. Der erste und der dritte Index geben die festliegenden
Randknoten des Kreisbogensegments (Knotenmarker 2) an, der zweite eine weitere auf
dem Kreisbogensegment beweglihe St

utzstelle (Knotenmarker 1). Bild 3.8a veranshau-
liht die in der Eingabedatei beshriebene Konguration geometrish.
Um die Lage eines Punktes auf dem Kreisbogensegment festzulegen, ermitteln wir
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Bild 3.8: Zur Behandlung von kreisf

ormig berandeten Grundgebieten
zun

ahst den Mittelpunkt z des Kreises durh x
1
, x
2
und x
3
(Bild 3.8b) und f

uhren
sodann die Koordinate ' so ein, dass sie den Winkel ausgehend von der Geraden durh
z und x
1
gegen den Uhrzeigersinn misst. Dann sind die Koordinaten eines beliebigen
Punktes auf dem Kreisbogensegment durh die umkehrbar eindeutige Funktion
x(') = z+R(')(x
1
  z); 0  '  '
3
(3.13)
mit
R(') =

os(')   sin(')
sin(') os(')

und '
3
= \x
1
zx
3
(vgl. Bild 3.8d) gegeben.
Der Aufbau des Algorithmus in Tabelle 10 bleibt unver

andert. Es ist jedoh zu be-
ahten, dass eine randnahe St

utzstelle x
i
nun auf dem Kreisbogensegment zu platzieren
ist, wenn sie an einem Randdreiek beteiligt ist, dessen Randknoten x
j
und x
k
auf dem
Kreisbogensegment liegen, vgl. Bild 3.8. Als Kriterium f

ur randnahe St

utzstellen dient
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dabei weiterhin (3.4). Die neuen Koordinaten der St

utzstelle erhalten wir aus der zu (3.6)
analogen Beziehung f

ur die Winkelkoordinate und nahfolgende Transformation gem

a
(3.13):
'
i
=
'
j
+ '
k
2
; x
i
= x('
i
):
Ein Shritt der Lloyd-Iteration entlang eines Kreisbogensegments erfolgt bei konstanter
Dihtefunktion in

Ubereinstimmung mit (3.8). F

ur eine St

utzstelle x
i
und ihre Nahbarn
x
j
und x
k
auf dem Kreisbogensegment ist die Voronoi-Region durh die Winkelkoordina-
ten ('
i
+'
j
)=2 und ('
i
+'
k
)=2 begrenzt. Die neuen Koordinaten der St

utzstelle x
i
folgen
aus der Winkelkoordinate des Bogenshwerpunkts und (3.13) zu
'
i
 
'
i
2
+
'
j
+ '
k
4
; x
i
= x('
i
):
Die nah einem Iterationsshritt vorliegende St

utzstellenverteilung illustriert Bild 3.8e.
Die Position der St

utzstelle x
4
bleibt gegen

uber Bild 3.8d unver

andert, da sie sih bereits
im Shwerpunkt ihrer Voronoi-Zelle befand. Bild 3.8f zeigt shlielih eine mit Hilfe des
vorgeshlagenen Algorithmus und ausgehend von der Eingabedatei aus Bild 3.7 erzeugte
Verteilung von 50 St

utzstellen.
Bei ver

anderliher Dihte gehen wir analog zu (3.9) vor und benutzen die Gau-
Integration dritter Ordnung auf dem Kreisbogensegment. F

ur eine auf dem Kreisbogen-
segment liegende St

utzstelle x
i
, deren Position auf dem Kreisbogensegment durh den
Winkel '
i
angegeben wird, erfolgt die Aktualisierung durh
'
i
 
(g
1
)
1
+ (g
2
)
2
(g
1
) + (g
2
)
; x
i
= x('
i
):
Die Winkel 
1
und 
2

1
2
=
'
i
2
+
'
j
+ '
k
4

'
j
  '
k
4
p
3
bestimmen die Lage der Integrationsst

utzstellen g
1
= x(
1
) und g
2
= x(
2
) auf dem
Kreisbogensegment, wobei '
j
und '
k
die Positionen der beiden Nahbarst

utzstellen von
x
i
auf dem Kreisbogensegment beshreiben.
Es sei angemerkt, dass die Vorgehensweise prinzipiell geeignet ist, auh niht kreisf

or-
mig gekr

ummte Segmente als Teile der Randkontur zu behandeln. Wir gehen darauf niht
weiter ein, da die vorliegende Beshreibung des Grundgebietes durh polygonale R

ander
und kreisf

ormige

Ubergangsb

ogen f

ur die meisten tehnishen Anwendungen ausreihend
sein d

urfte.
3.5 Ausgew

ahlte Beispiele der St

utzstellenverteilung
Die im Folgenden betrahteten Testbeispiele stammen aus Persson und Strang (2004). Ju
(2007) verwendet sie ebenfalls zur Konstruktion von Dreieksnetzen mit einem auf dem
Shwerpunkt-Voronoi-Konzept basierenden Algorithmus. Explizite Angaben zur Geome-
trie der Grundgebiete und der zugeh

origen Dihtefunktionen k

onnen den zitierten Arbei-
ten entnommen werden.
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Eines der Hauptmerkmale des vorgestellten Algorithmus ist die shrittweise Erweite-
rung des Knotensatzes beginnend mit den Ekknoten des Grundgebietes bis zur geforder-
ten St

utzstellenzahl N . Wir vergleihen diese Strategie mit dem

ublihen Vorgehen, die
Optimierung des St

utzstellensatzes mit der endg

ultigen St

utzstellenzahl zu beginnen.
Zu diesem Zweke erzeugen wir im jeweiligen Grundgebiet eine regelm

aige und ei-
ne zuf

allige St

utzstellenverteilung, wie Bild 3.9b und 3.9 beispielhaft zeigen. Derartige
St

utzstellenkongurationen dienen in der Literatur oft als Startvektoren f

ur die anshlie-
ende Iteration. Zur Optimierung dieser Anfangsverteilungen nutzen wir ausshlielih
die Iterationsshleife im Unterpunkt 4 des Algorithmus, so dass die Knotenzahl konstant
bleibt. Die Anzahl der Iterationsshritte wird bei diesen beiden Varianten so festgelegt,
dass die Gesamtzahl der Shwerpunktsberehnungen w

ahrend der Lloyd-Iterationen und
die ben

otigte CPU-Zeit bei allen drei Varianten in etwa

ubereinstimmen.
a) b) )
Bild 3.9: Untershiedlihe Anfangsverteilungen der St

utzstellen: a) nur die St

utzstellen des PSLG, b)
PSLG mit einer regelm

aigen und ) einer zuf

alligen Verteilung der endg

ultigen Anzahl von St

utzstellen.
Die regelm

aige St

utzstellenverteilung wird so gew

ahlt, dass die zugeh

orige Delaunay-
Triangulation aus gleihseitigen Dreieken besteht. Ein solher Knotensatz ist bei Vorgabe
einer konstanten Dihtefunktion (abgesehen von Randeekten) bereits optimal. Die An-
zahl der regelm

aig verteilten St

utzstellen legt sowohl die Anzahl der zuf

allig verteilten
Punkte (Bild 3.9b) als auh die Sollzahl N f

ur den Algorithmus gem

a Tabelle 10 fest.
Einen optishen Eindruk der resultierenden St

utzstellenverteilungen vermittelt Bild
3.10. Dabei enth

alt die linke Spalte (Bilder a1-a4) die mit Hilfe des in dieser Arbeit
vorgestellten Algorithmus erzielten Ergebnisse. Die Knotens

atze in der mittleren Spalte
(Bilder b1-b4) wurden ausgehend von anf

anglih regelm

aig und in der rehten Spalte
(Bilder 1-4) zuf

allig verteilten St

utzstellen erzeugt. In diesen Abbildungen verzihten
wir im Interesse der

Ubersihtlihkeit auf die Darstellung der Triangulierung.
Zur quantitativen Bewertung der G

ute der erzeugten St

utzstellenverteilungen bzw. der
zugeordneten beshr

ankten Delaunay-Triangulationen benutzen wir das f

ur die Beurtei-
lung der Qualit

at von Dreiekselementen verbreitete und insbesondere auh in den oben
genannten Ver

oentlihungen eingesetzte Ma
q =
(b+   a)(+ a  b)(a + b  )
ab
: (3.14)
Hierin bezeihnen a, b und  die Seitenl

angen eines Dreieks. (3.14) gibt das doppelte
Verh

altnis zwishen den Radien des einbeshriebenen und des umshreibenden Kreises
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a1) b1) 1)
a2) b2) 2)
a3) b3) 3)
a4) b4) 4)
Bild 3.10: Ausgehend von vershiedenen anf

anglihen St

utzstellenverteilungen, vgl. Bild 3.9, erzeugte
Knotens

atze
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eines Dreieks an und kann demnah Werte zwishen q = 1 f

ur ein gleihseitiges und
q = 0 f

ur ein degeneriertes Dreiek annehmen. Zur Beurteilung einer St

utzstellenverteilung
geben wir nahfolgend mit q
min
den Wert (3.14) f

ur das shlehteste Dreiek und mit q
den Mittelwert aller Dreieke der jeweiligen Triangulation an. Die Verwendung dieses
triangulationsbezogenen Maes erm

ogliht einerseits Vergleihe mit Ergebnissen anderer
Autoren und ist andererseits auh innerhalb der vorliegenden Arbeit von Interesse, da die
Auswertung der Gebietsintegrale (Kapitel 2.4.3) auf der Knotentriangulation basiert.
Die Attraktivit

at des Shwerpunkt-Voronoi-Konzepts f

ur unsere Anwendung besteht
u. a. darin, dass durh die Vorgabe einer Dihtefunktion die resultierende St

utzstellendih-
te entsprehend (3.3) gesteuert werden kann. Neben der Qualit

at einzelner Dreieke der
Knotentriangulation kann ein Algorithmus zur St

utzstellenverteilung auh danah beur-
teilt werden, inwiefern der erzeugte St

utzstellensatz durh die vorgegebene Dihtefunktion
repr

asentiert wird. Der Zusammenhang (3.3) basiert auf gleihen Beitr

agen
J
i
=
Z
V
i
jy  x
i
j
2
(y) dA = onst; i = 1; : : : ; N (3.15)
aller optimierten Voronoi-Regionen V
i
f

ur N ! 1. Zur quantitativen Bewertung dieser
Eigenshaft ordnen wir dem Voronoi-Diagramm den VariationskoeÆzienten
s
r
=
s

J
zu, der aus dem Mittelwert

J =
1
N
I
N
I
X
i=1
J
i
und der Standardabweihung
s =
v
u
u
t
1
N
I
  1
N
I
X
i=1
(J
i
 

J )
2
berehnet wird. N
I
bezeihnet die Anzahl der inneren St

utzstellen. Folglih lassen wir die
auf dem Gebietsrand liegenden Knoten bei der Bestimmung des VariationskoeÆzienten
unber

uksihtigt, um den Randeinuss zu verringern. Die Auswertung des Integrals in
(3.15) erfolgt analog zur Berehnung des Shwerpunktes einer Voronoi-Region, allerdings
wenden wir hier die Gau-Integration siebter Ordnung (13 Integrationspunkte je Dreiek)
an. Von einer hohwertigen St

utzstellenverteilung erwarten wir eine m

oglihst gute Ein-
haltung des Postulats (3.15), was durh einen kleinen Wert des VariationskoeÆzienten s
r
zum Ausdruk gebraht wird.
Zus

atzlih zu den Qualit

atsmaen geben wir als Grundlage zur Bewertung des erfor-
derlihen Berehnungsaufwandes die Gesamtzahl der Shwerpunktsberehnungen N
LI
f

ur
innere und N
LR
f

ur Randst

utzstellen an. Die oben angegebenen Qualit

atsmae sowie die
Anzahl der Shwerpunktsberehnungen f

ur die Berehnungsbeispiele aus Bild 3.10 sind in
Tabelle 11 aufgelistet.
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Tabelle 11: Qualit

atsmae und der erforderlihe Aufwand f

ur die in Bild 3.10 pr

asentierten St

utzstel-
lenverteilungen. Prozessor: Intel(R) Core(TM)2 T7600, Taktrate 2.33 GHz, Betriebssystem: Linux Kernel
2.6.18
Beispiel N q
min
q 10
6

J s
r
N
LI
N
LR
CPU/s
Bild 3.10a1 0.6204 0.9591 7.87 0.41 73361 15929 1.1
Bild 3.10b1 1378 0.5645 0.9590 12.4 1.72 82561 13504 1.3
Bild 3.101 0.6557 0.9551 12.3 1.68 78658 13908 1.3
Bild 3.10a2 0.6098 0.9452 148 0.24 51231 19989 1.0
Bild 3.10b2 1110 0.6923 0.9587 161 0.73 55976 13087 1.2
Bild 3.102 0.7168 0.9543 164 0.76 55538 13623 1.2
Bild 3.10a3 0.6050 0.9326 315 0.31 34148 18560 0.5
Bild 3.10b3 1040 0.5505 0.9324 321 0.44 41019 14628 0.6
Bild 3.103 0.5512 0.9329 328 0.53 36267 14557 0.6
Bild 3.10a4 0.6221 0.9585 1710 0.21 61413 17913 0.6
Bild 3.10b4 1110 0.7458 0.9809 1630 0.09 62807 11988 0.7
Bild 3.104 0.6801 0.9629 1670 0.21 61356 13505 0.6
Die kleinen Werte des VariationskoeÆzienten s
r
bei St

utzstellenverteilungen, die durh
die shrittweise Erweiterung des St

utzstellensatzes erzielt wurden (Variante a der An-
fangsverteilung), belegen die Vorteile der vorgeshlagenen Tehnik. Bereits mit einer re-
lativ geringen Anzahl der Lloyd-Iterationen liefert der vorgeshlagene Algorithmus eine
St

utzstellenverteilung in guter

Ubereinstimmung mit der vorgeshriebenen Dihtefunk-
tion. Ausgehend von der endg

ultigen St

utzstellenzahl (Varianten b und  der Anfangs-
verteilung) ist es ebenfalls m

oglih, vergleihbar kleine Werte des VariationskoeÆzienten
zu erreihen. Hierf

ur sind jedoh z.T. deutlih mehr Iterationsshritte und damit h

ohere
Rehenzeiten erforderlih. So l

asst sih der VariationskoeÆzient f

ur das Beispiel aus Bild
3.10b1 auf den Wert s
r
= 0:84 reduzieren, wenn die Anzahl der Lloyd-Iterationen auf
N
LI
= 665712 und N
LR
= 102798 erh

oht wird, wodurh die Rehenzeit auf 9.7 Sekunden
ansteigt.
Das Beispiel der unteren Zeile in Bild 3.10 wurde im Gegensatz zu allen anderen mit
einer konstanten Dihtefunktion berehnet. Die quasi optimale regelm

aige Anfangsver-
teilung mit einer Delaunay-Triangulation aus gleihseitigen Dreieken erkl

art das bessere
Abshneiden der Variante Bild 3.10b4.
Ein weiterer Vorteil unserer Tehnik besteht darin, dass die Erzeugung der anf

anglihen
St

utzstellenverteilung, die zus

atzlihen Berehnungsaufwand erfordert, entf

allt. Bild 3.11
illustriert weitere St

utzstellenverteilungen in Grundgebieten mit komplexerer Geometrie
und unterstreiht damit die Leistungsf

ahigkeit des in der vorliegenden Arbeit vorgestellten
Algorithmus.
Alle berehneten St

utzstellenverteilungen zeihnen sih durh eine hohe Qualit

at der
zugeordneten Triangulation aus. Persson und Strang (2004) geben als Untergrenze f

ur ein
gutes Dreiek den Wert von q = 0:5 an. In allen Testbeispielen sind danah die Dreieke
mit der niedrigsten Qualit

at noh als gut einzuordnen.
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a) b)
)
Beispiel N q
min
q 10
6

J s
r
N
LI
N
LR
CPU/s
Bild a 1000 0.6296 0.9479 0.982 0.65 27638 13015 0.4
Bild b 1000 0.7122 0.9434 8.51 0.2 37774 10884 0.7
Bild  1000 0.6058 0.9444 0.139 0.35 33385 15462 0.6
Bild 3.11: Weitere Beispiele der mit Hilfe des neuen Algorithmus erzeugten St

utzstellenverteilungen
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In einigen Beispielen f

uhrt der Einsatz des vorgestellten Algorithmus zu einer h

oheren
St

utzstellendihte auf dem Gebietsrand im Vergleih zum Gebietsinnern. Siherlih l

asst
sih die G

ute der St

utzstellenverteilung insbesondere in Bezug auf die Qualit

at der zuge-
ordneten Triangulation durh Erweiterungen bzw. Modikationen steigern. Im Hinblik
auf die Behandlung von Randwertproblemen kann die Tendenz zu einer feineren Diskre-
tisierung des Randes als sinnvoll gewertet werden, da damit eine genauere Erf

ullung von
Randbedingungen m

oglih wird.
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4 Numerishe Untersuhungen im Rahmen der linea-
ren Elastostatik
Im vorliegenden Kapitel wenden wir die beshriebene Implementierung des netzfreien Dis-
kretisierungsverfahrens auf eindimensionale und ebene Probleme der linearen Elastostatik
an. Der Vergleih der Ergebnisse mit exakten L

osungen und bekannten Resultaten aus der
Literatur erfolgt mit dem Ziel, die Implementierung zu validieren. Neben der

Uberpr

ufung
des Programmodes bilden die hier pr

asentierten Ergebnisse auh eine Grundlage f

ur die
Beurteilung der in Kapitel 2.3 diskutierten Methoden zur Behandlung wesentliher Rand-
bedingungen sowie des Einusses der numerishen Quadratur auf die Ergebnisgenauigkeit.
Die Struktur der entwikelten Programme kann in einfaher Weise dazu genutzt wer-
den, Finite-Elemente-Rehnungen durhzuf

uhren. Die hierf

ur notwendigen Anpassungen
beshr

anken sih im Wesentlihen auf den Austaush der Unterroutinen zur Berehnung
der Ansatzfunktionen und ihrer Ableitungen. Wir geben deshalb im Folgenden auh die
f

ur lineare FE-Ansatzfunktionen erzielten Ergebnisse an und haben damit eine zus

atzlihe
M

oglihkeit zur Qualit

atsbewertung der im Mittelpunkt der Untersuhungen stehenden
MLS-L

osungen.
In diesem Kapitel setzen wir durhg

angig linear-elastishes Materialverhalten homoge-
ner und isotroperWerkstoe unter der Annahme kleiner Vershiebungen und Verzerrungen
(physikalishe und geometrishe Linearit

at) voraus. Ferner benutzen wir stets normierte
Gr

oen ohne dies in den Bezeihnungen gesondert zum Ausdruk zu bringen. Allen ebenen
Problemen liegt eine Querkontraktionszahl von  = 0:3 zu Grunde.
Zur quantitativen Beurteilung der G

ute der gewonnenen N

aherungsl

osungen berehnen
wir f

ur jedes Testbeispiel den Wert des relativen Fehlers in den Vershiebungen
v
u
u
u
t
R


(u
h
  u)  (u
h
  u) dV
R


u u dV
(4.1)
und des relativen Fehlers in der Energie
v
u
u
u
t
R


("
h
  ")  C ("
h
  ") dV
R


"  C " dV
(4.2)
bez

uglih der jeweiligen analytishen L

osung. Mit der Angabe dieser in der Literatur
h

aug verwendeten Fehlernormen (vgl. z. B. Belytshko et al., 1995), wird ein Vergleih
mit den in anderen Arbeiten pr

asentierten Resultaten m

oglih.
Zur L

osung der globalen Systeme linearer Gleihungen verwenden wir bei allen in die-
sem Kapitel besprohenen Beispielproblemen das frei verf

ugbare Unterprogramm MA27
aus dem HSL ARCHIVE
12
. An das Unterprogramm werden neben der vollst

andigen reh-
ten Seite ausshlielih die von Null vershiedenen KoeÆzienten der unteren bzw. oberen
Dreieksmatrix in der Form i; j; K
ij

ubergeben. i und j bezeihnen hierbei den Zeilen-
12
http://hsl.rl.a.uk/arhive
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bzw. Spalten-Index des KoeÆzienten K
ij
der Steigkeitsmatrix. Die Speiherung der Stei-
gkeitsmatrix in dieser kompakten Form wird erm

ogliht durh den Einsatz des in Ka-
pitel 2.4.4 vorgeshlagenen Algorithmus zur Bestimmung der Konnektivit

atsbeziehungen
bei MLS-Diskretisierungen. Damit werden die shwahe Besetzung und die Symmetrie
der Steigkeitsmatrix ausgenutzt, so dass die Behandlung von Problemen mit einer ver-
gleihsweise groen Anzahl von Freiheitsgraden bei geringem Speiherbedarf reht eÆzient
erfolgen kann.
Die Anforderungen an die Genauigkeit der N

aherungsl

osungen wurden aus zwei Gr

un-
den bewusst strenger gew

ahlt als dies f

ur viele tehnishe Anwendungen erforderlih ist.
Einerseits ist ja gerade das Ziel der Konvergenzuntersuhung, das L

osungsverhalten f

ur
den Diskretisierungsparameter h ! 0 zu studieren, und andererseits sind die bei feiner
Diskretisierung erwarteten hohen Genauigkeitswerte besonders geeignet, M

angel der Im-
plementierung aufzudeken.
4.1 Vergleih der Tehniken zur Behandlung kinematisher Rand-
bedingungen
Zur Kennzeihnung der in diesem Unterkapitel eingesetzten Berehnungsmethoden ver-
wenden wir folgende abk

urzende Bezeihnungen:
MLSrf MLS-Ansatzfunktionen mit einer Rampenfunktion nah
Belytshko et al. (1995)
MLSmk MLS-Ansatzfunktionen unter Verwendung der modizierten
Konsistenzbedingung nah Huerta und Fernandez-Mendez (2000)
MLSlm MLS-Ansatzfunktionen in Verbindung mit der Methode der
Lagrangeshen Multiplikatoren
FEM Finite-Element-Methode mit linearen Vershiebungsans

atzen
Ein eindimensionales Problem
Wir betrahten das eindimensionale Randwertproblem
u
;xx
(x) + x = 0 in 
 = fxj 0  x  1g ; u(0) = 0; u
;x
(1) = 0; (4.3)
das man z.B. f

ur den Zugstab unter linear ver

anderliher Strekenl

angsbelastung in di-
mensionsloser Darstellung erh

alt. Die r

aumlihe Diskretisierung erfolgt ausgehend von
N = 11

aquidistant verteilten Knoten mit den Koordinaten x
i
, i = 1; : : : ; N , wobei hier
und im Folgenden x
i
< x
i+1
, i; : : : ; N   1 gelten soll. Durh Einf

ugen neuer St

utzstellen
in die Mittelpunkte der bestehenden Intervalle erh

ohen wir die St

utzstellendihte shritt-
weise. Die verwendeten St

utzstellenzahlen sind
N = 2
i
 10 + 1; i = 0; : : : ; 7 (4.4)
und der Diskretisierungsparameter ist
h = 1=(N   1): (4.5)
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Die Gebietsintegrale werden durh Gau-Quadratur mit 5 Integrationsst

utzstellen je In-
tervall [x
i
;x
i+1
℄, i = 1; : : : ; N   1 bestimmt. Den Skalierungsparameter f

ur die Gr

oe der
Einussbereihe setzen wir 
r
= 2. Die Gr

oe der Einussbereihe !
i
ergibt sih dann zu
r
i
= 2h, i = 1; : : : ; N , wenn die hinreihende

Uberdekung gem

a (2.46) bestimmt wird.
Bild 4.1 illustriert die mit Hilfe der Implementierung gem

a Kapitel 2 berehneten
Ergebnisse. Die dem Diskretisierungsparameter zugeordneten Werte der relativen Fehler
(4.1) und (4.2) sind als Punkte im jeweiligen Diagramm dargestellt. Die Konvergenzrate
wird als Steigung der Geraden bestimmt, die die berehneten Fehlerwerte bei doppelt
logarithmisher Skalierung der Ahsen optish hinreihend genau wiedergibt. Die Gera-
denverl

aufe, die die in Klammern angegebene Konvergenzrate festlegen, werden zus

atzlih
zu den Fehlerwerten in der entsprehenden Farbe dargestellt. Die Auswertung der Inte-
grale zur Bestimmung der Fehlernormen erfolgt unter Verwendung der Gau-Integration
mit 6 St

utzstellen je Intervall.
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Bild 4.1: Konvergenzstudie f

ur das Randwertproblem (4.3):

aquidistante St

utzstellenverteilung, 
r
= 2,
n
G
= 5
Die Finite-Elemente-Methode konvergiert mit den bekannten Raten 2 und 1 bez

uglih
des Fehlers in den Vershiebungen bzw. der Energie (linearer Ansatz, Randwertproblem
zweiter Ordnung). Die MLS-Diskretisierung weist h

ohere Konvergenzraten auf und liefert
dabei geringere Abweihungen von den exakten L

osungen als die entsprehenden FE-
Rehnungen. Dieses Verhalten ist aus der Literatur bekannt. Insbesondere reproduzieren
unsere Ergebnisse die von Dolbow und Belytshko (1999) f

ur die MLSrf-Variante mit-
geteilten Resultate exakt. Die Ergebnisse f

ur die drei Tehniken der MLS-Methode zur
Behandlung der kinematishen Randbedingungen stimmen nahezu

uberein.
Die in Bild 4.1 illustrierten Ergebnisse stellen in zweifaher Hinsiht einen Sonder-
fall dar. Erstens gilt f

ur den inneren Bereih des Grundgebietes x
2
 x  x
N 1
bei
Verwendung des kubishen Splines (2.30) als Fensterfunktion in Verbindung mit einer
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aquidistanten St

utzstellenverteilung und der Gr

oe der Einussbereihe von 2h
N
X
i=1
w
i
(x) = K (4.6)
N
X
i=1
w
i
(x)x
i
= Kx; (4.7)
wobei K eine von der Skalierung der Fensterfunktion abh

angige Konstante ist. Dem-
nah stimmen die MLS-Ansatzfunktionen im Gebietsinnern bis auf eine Konstante mit
den Fensterfunktionen

uberein (vgl. auh Dolbow und Belytshko, 1999). Im vorliegen-
den Beispiel sind somit die bei der Bestimmung der Steigkeitsmatrix und der rehten
Seite auftretenden Integranden Polynome vom Grad 4, wenn die Beitr

age der Integra-
le im Gebietsinnern ausgewertet werden, und k

onnen durh 3-Punkt Gau-Quadratur
mit Mashinengenauigkeit berehnet werden. Fehler auf Grund der numerishen Integra-
tion k

onnen also nur infolge der Integralberehnung in den Randsegmenten [x
1
;x
2
℄ und
[x
N 1
;x
N
℄ auftreten
13
. Wir merken an, dass vergleihbare Sonderf

alle bei jedem geradzah-
ligen

Uberdekungsparameter 
r
= 4, 6, : : : vorliegen k

onnen.
Um die zweite Besonderheit des betrahteten Beispiels herauszuarbeiten, betrahten
wir die MLS-Ansatzfunktionen in ihrer unver

anderten Form. Die St

utzstelle x
1
= 0, an der
die Kinematik vorgegeben werden soll, liegt im Einussbereih von genau zwei Knoten, x
1
und x
2
. Somit k

onnen nur die beiden Ansatzfunktionen 
1
und 
2
von Null vershiedene
Werte an der Stelle x
1
aufweisen. Die Werte 
1
(x
1
) und 
2
(x
1
) lassen sih in einfaher Wei-
se berehnen. Hierzu gehen wir von (2.26) aus und bestimmen die gesuhten KoeÆzienten
a
1
(x
1
) und a
2
(x
1
) als L

osung des linearen Gleihungssystem (2.25), das im vorliegenden
Fall die Form

w
1
(x
1
)

1 0
0 0

+ w
2
(x
1
)

1 x
2
  x
1
x
2
  x
1
(x
2
  x
1
)
2

a
1
(x
1
)
a
2
(x
1
)

=

1
0

(4.8)
besitzt. Setzen wir nun die L

osung von (4.8)
a
1
(x
1
) =
1
w
1
(x
1
)
; a
2
(x
1
) =  
1
w
1
(x
1
)(x
2
  x
1
)
(4.9)
in (2.26) ein, so erhalten wir f

ur die Werte der Ansatzfunktionen

1
(x
1
) = 1 und 
2
(x
1
) = 0: (4.10)
Da f

ur alle anderen Ansatzfunktionen ebenfalls 
i
(x
1
) = 0, i = 3; : : : ; N gilt, ist die
Kroneker-Delta-Eigenshaft

i
(x
1
) = Æ
i1
(4.11)
am linken Randknoten erf

ullt und die kinematishe Randbedingung kann ohne Modi-
kationen der MLS-Ansatzfunktionen analog zur Finite-Elemente-Methode ber

uksih-
tigt werden. Die Verwendung der modizierten Konsistenzbedingung nah Huerta und
13
Diese Aussage gilt bei Verwendung der modizierten Konsistenzbedingung nur in einer abgewandelten
Form, da der Einsatz dieser Tehnik eine Vergr

oerung des Einussbereihes der St

utzstelle x
3
erforderlih
maht, wie in Kapitel 2.3 bereits besprohen.
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Fernandez-Mendez (2000) bzw. der Rampenfunktion nah Belytshko et al. (1995) mit
dem Ziel, (4.11) zu erzwingen, bewirkt keine entsheidenden Ver

anderungen der Ansatz-
funktionen, was die

Ubereinstimmung der Ergebnisse in Bild 4.1 f

ur die vershiedenen
Tehniken begr

undet.
Um die Wirkung der untershiedlihen Methoden sihtbar zu mahen, vergr

oern wir
die den einzelnen St

utzstellen zugeordneten Einussbereihe, indem wir 
r
= 3 w

ahlen,
also mit einer

Uberdekung von 3h rehnen. Beide Besonderheiten entfallen jetzt. Die
nah dieser

Anderung f

ur das Randwertproblem (4.3) ermittelten Ergebnisse zeigt Bild
4.2.
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Bild 4.2: Konvergenzstudie f

ur das Randwertproblem (4.3):

aquidistante St

utzstellenverteilung, 
r
= 3,
n
G
= 5
Alle drei MLS-Varianten konvergieren jetzt nur noh mit der Rate der Finite-Elemente-
Methode. Es werden jedoh bei geringen St

utzstellenzahlen genauere Ergebnisse erzielt
als bei der vorangegangenen Rehnung mit kleineren Einussbereihen. Dass die Vergr

o-
erung der Einussbereihe zu einer Steigerung der Ergebnisgenauigkeit f

uhren kann, ist
eine aus der Literatur bekannte Eigenshaft der MLS-Diskretisierung.
Die Ergebnisse in Bild 4.2 liefern neben der Best

atigung des erwarteten Verhaltens der
Implementierung einen ersten Hinweis auf die untershiedlihen Wirkungen der hier zum
Vergleih stehenden Tehniken zur Erf

ullung der kinematishen Randbedingungen. W

ah-
rend die von Belytshko et al. (1995) vorgeshlagene Methode weiterhin mit der Methode
der Lagrangeshen Multiplikatoren

ubereinstimmende Ergebnisse liefert, werden mit Hil-
fe der von Huerta und Fernandez-Mendez (2000) vorgeshlagenen Tehnik geringf

ugig
shlehtere Resultate erzielt.
Wir

uberpr

ufen nun die G

ultigkeit dieser Tendenz f

ur Problemstellungen aus der ebe-
nen Elastostatik. Auf Grund eines st

arkeren Randeinusses verglihen mit eindimensiona-
len Problemen erwarten wir von zweidimensionalen Rehnungen eine h

ohere Aussagekraft
bez

uglih der Tehniken zur Erf

ullung der Randbedingungen.
Kurzer Kragbalken
Ein quadratishes Grundgebiet 0  x  1, 0  y  1 sei am rehten Ende x = 1 durh ei-
ne zu y(y 1) proportionale Verteilung der Shubspannungskomponente 
xy
beanspruht.
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Die L

angsr

ander y = 0 und y = 1 seien spannungsfrei. Am linken Rand x = 0 seien
die Vershiebungen der analytishen L

osung f

ur den ebenen Verzerrungszustand vorge-
geben. Das Spannungs- und Vershiebungsfeld f

ur dieses Standardproblem der linearen
Elastostatik kann der Literatur, z. B. Hegen (1997), entnommen werden.
Wir berehnen N

aherungsl

osungen f

ur quadratishe Punktgitter, deren Mashenweiten
von h = 0:2 auf h = 0:2=16 = 0:0125 verkleinert werden, so dass die St

utzstellenzahlen
von N = 36 auf N = 6561 anwahsen.
Jeder St

utzstelle wird ein kreisf

ormiger Einussbereih mit dem Radius 2h zugeord-
net. Die Integration erfolgt basierend auf der dem Knotensatz zugeordneten Delaunay-
Triangulation mit 13 Gau-Punkten in jedem Dreiek. Zur n

aherungsweisen Berehnung
der Fehlernormen benutzen wir ebenfalls die Gau-Quadratur mit 13 St

utzstellen in jedem
Dreiek.
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Bild 4.3: Konvergenzstudie: Kragbalken, regelm

aige St

utzstellenverteilung, kreisf

ormige Einussberei-
he, 
r
= 2, n
G
= 13
Das Konvergenzverhalten der untersuhten Verfahren ist in Bild 4.3 illustriert. Die
Anwendung der Methode der Lagrangeshen Multiplikatoren liefert die h

ohste Genau-
igkeit. Die Ergebnisse stimmen mit den von Hegen (1997) pr

asentierten Resultaten f

ur
ein analoges Problem ( = 0:25) in dem von Hegen untersuhten Bereih bis zu 1681
St

utzstellen

uberein. Die mit der Tehnik der Rampenfunktion und der modizierten Kon-
sistenzbedingung erzielten Genauigkeiten sind geringer. Beide Tehniken f

uhren dennoh
zu deutlih besseren N

aherungsl

osungen verglihen mit den Finite-Elemente-Ergebnissen.
Dabei kommen die im vorangegangenen eindimensionalen Testbeispiel festgestellten Vor-
teile der Methode von Belytshko et al. (1995) gegen

uber der Tehnik von Huerta und
Fernandez-Mendez (2000) nun deutliher zum Ausdruk, jedenfalls wenn man die Fehler
in der Energienorm betrahtet.
Sheibe mit Loh
Eine Sheibe mit kreisf

ormigem Loh im Koordinatenursprung sei so belastet, dass f

ur
x
2
+ y
2
! 1 ein einahsiger Spannungszustand 
xx
= 1, 
yy
= 0, und 
xy
= 
yx
= 0
vorliegt. Der Lohrand x
2
+ y
2
= 1 sei spannungsfrei. Der Spannungszustand und das
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Vershiebungsfeld sollen in der Umgebung des Lohes unter der Annahme des ebenen
Spannungszustandes approximiert werden.
Wir nutzen die Symmetrieeigenshaften dieses Systems und bestimmen die gesuh-
ten Funktionen nur im ersten Quadranten. Entlang der Gebietsr

ander x = 5 und y = 5
geben wir den bekannten Spannungszustand der analytishen L

osung vor
14
. Auf den R

an-
dern x = 0 und y = 0 shreiben wir mit Hilfe der jeweiligen Tehnik zur Erf

ullung der
kinematishen Randbedingungen die Vershiebungswerte der analytishen L

osung vor.
Die geometrishe Diskretisierung des Grundgebietes erfolgt durh St

utzstellenvertei-
lungen ver

anderliher Dihte mit St

utzstellenzahlen N = 50, 100, 200, 500, 800, 2000,
3200, 5000, und 10000. Den Diskretisierungsparameter h berehnen wir als die mittlere
Kantenl

ange der dem jeweiligen St

utzstellensatz zugeordneten eingeshr

ankten Delaunay-
Triangulation. Bild 4.4 illustriert beispielhaft die durh den Einsatz des in Kapitel 3.4
pr

asentierten Algorithmus erzeugten St

utzstellenverteilungen.
PSfrag replaements
e
x
e
y
1
1
5
5
a)
PSfrag replaements
e
x
e
y
1
1
5
5
b)
PSfrag replaements
e
x
e
y
1
1
5
5
)
Bild 4.4: Geometrishe Diskretisierung der Sheibe mit Loh durh a) 200 St

utzstellen (h = 0:39), b)
800 St

utzstellen (h = 0:18), ) 3200 St

utzstellen (h = 0:09)
Die Gr

oe der kreisf

ormigen Einussbereihe bestimmen wir durh den Einsatz der in
Kapitel 2.2 vorgestellten Strategie, wobei 
r
= 2 gesetzt wird. Auh bei diesem Beispiel
verwenden wir die Gau-Integration mit 13 St

utzstellen in jedem Dreiek der St

utzstellen-
triangulation zur Berehnung der KoeÆzienten der Steigkeitsmatrix und der Fehlernor-
men. Zur Berehnung der KoeÆzienten der rehten Seite des linearen Gleihungssystems
infolge von Randspannungen benutzen wir durhg

angig die Gau-Integration mit vier
St

utzstellen innerhalb des jeweiligen Randsegmentes bzw. der jeweiligen Integrationszelle.
Die Ergebnisse der Konvergenzstudie best

atigen den an den vorangegangenen Beispie-
len erkannten Trend (Bild 4.5). Der Einsatz der Lagrangeshen Multiplikatoren liefert
die beste Approximation der exakten L

osung. Die Ergebnisse stehen bei Ber

uksihti-
gung der Untershiede in der geometrishen Diskretisierung in guter

Ubereinstimmung
mit den Resultaten von Hegen (1997) in dem von Hegen untersuhten Bereih bis zu 441
St

utzstellen.
Das Verfahren von Huerta und Fernandez-Mendez (2000) weist auh bei diesem Ver-
gleih shlehtere Ergebnisse auf als die Tehnik von Belytshko et al. (1995). Insbesondere
erh

alt man damit bei kleinen St

utzstellenzahlen (N = 50 und N = 100) Resultate, die nur
14
vgl. z. B. Hegen (1997)
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Bild 4.5: Konvergenzstudie: Sheibe mit Loh, kreisf

ormige Einussbereihe, 
r
= 2, n
G
= 13
geringf

ugig von denen der Finite-Elemente-Methode abweihen. Die anderen beiden Teh-
niken liefern bereits bei grober Diskretisierung eine nennenswerte Verbesserung gegen

uber
den FE-L

osungen.
Eine Erkl

arung f

ur dieses Verhalten liefert shon der optishe Vergleih der modi-
zierten MLS-Ansatzfunktionen in Bild 2.6b und 2.7. Die Verwendung der Rampenfunk-
tion erzeugt modizierte MLS-Ansatzfunktionen am Gebietsrand, wohingegen bei dem
von Huerta und Fernandez-Mendez vorgeshlagenen Verfahren die urspr

unglihen MLS-
Ansatzfunktionen an den Randknoten mit bekannter Kinematik vollst

andig durh FE-
Ansatzfunktionen ersetzt werden. Bei geringen St

utzstellenzahlen und folglih deutlihem
Randeinuss dominiert dann der FE-Charakter der Ansatzfunktionen am Gebietsrand das
Gesamtergebnis.
Weiterhin mahen die Ergebnisse in Bild 4.5 deutlih, dass die Konvergenzrate der
MLS-Diskretisierungen bei hohen St

utzstellenzahlen merklih abnimmt. Fries und Matties
(2004) weisen ebenfalls auf dieses Ph

anomen hin und begr

unden es mit dem zunehmendem
Einuss des Fehlers infolge der numerishen Integration. Belytshko et al. (1996b) merken
an, dass die Komplexit

at der mit Hilfe der Rampenfunktion konstruierten Ansatzfunktio-
nen den Einsatz numerisher Integrationsverfahren h

oherer Ordnung erforderlih maht.
Wir untersuhen den Einuss der Integrationsgenauigkeit systematish im anshlieen-
den Unterkapitel. Der folgende zweidimensionale Pathtest leitet zu dieser Thematik

uber
und soll zun

ahst kl

aren, ob die drei untershiedlihen Tehniken zur Behandlung kine-
matisher Randbedingungen bei gleihem Quadraturshema signikanten Einuss auf die
erzielbare Genauigkeit der MLS-N

aherungsl

osungen haben.
Ein zweidimensionaler Pathtest
In einer quadratishen Sheibe herrshe ein konstanter Spannungszustand

xx
= 1; 
xy
= 
yx
= 0; 
yy
= 0: (4.12)
Das zugeordnete lineare Vershiebungsfeld des ebenen Spannungszustandes
u(x; y) = (u(x; y); v(x; y))
T
= (x
1
E
;   y

E
)
T
(4.13)
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kann durh die hier verwendeten MLS-Ansatzfunktionen linearer Konsistenz exakt repro-
duziert werden. Mit Hilfe der MLSrf- und der MLSmk-Tehnik lassen sih die kinemati-
shen Randbedingungen
u(0; y) = 0; v(0; 0) = 0
exakt erf

ullen, w

ahrend die Methode der Lagrangeshen Multiplikatoren die Randbedin-
gung u(0; y) = 0 nur im integralen Mittel befriedigt. Auf den verbleibenden R

andern
geben wir die Randspannungen entsprehend (4.12) vor.
Bei den beiden erstgenannten Varianten k

onnen die Abweihungen zwishen der dis-
kreten und der exakten L

osung ausshlielih durh Quadraturfehler bewirkt werden. Die
Gr

oenordnung dieser Fehler in Abh

angigkeit von der Art der Gau-Integration soll an-
hand der unregelm

aigen Verteilung in Bild 4.6 mit 36 St

utzstellen untersuht werden.
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Bild 4.6: Pathtest: Geometrishe Diskretisierung eines quadratishen Grundgebietes durh 36 unregel-
m

aig verteilte St

utzstellen Die Dreieke der zugeordneten Delaunay-Triangulation dienen als Zellen f

ur
die Auswertung der Gebietsintegrale.
Beginnend mit 3 Integrationsst

utzstellen in jedem Dreiek erh

ohen wir die Integrati-
onsgenauigkeit durh den Einsatz der Quadraturregeln mit 7 und dann 13 Gau-Punkten
je Dreiek. Anshlieend wenden wir die in Bild 2.8 veranshaulihte Tehnik zur Untertei-
lung der urspr

unglihen Dreieke in kleinere Integrationszellen an und benutzen innerhalb
dieser Subdreieke die Quadraturformel mit 13 St

utzstellen. Zur Berehnung der Feh-
lernormen verwenden wir jeweils die Quadraturformel mit 13 St

utzstellen innerhalb der
urspr

unglihen Dreieke. In dem vorliegenden Grundgebiet mit 48 Dreieken erh

ohen wir
damit die Gesamtzahl der Gau-Punkte von 144 auf 2 555 904. Die Gr

oe der kreisf

or-
migen Einussbereihe wird durh die in Kapitel 2.2 beshriebene Tehnik mit 
r
= 2
festgelegt.
Die Ergebnisse dieser Untersuhung sind in Bild 4.7 zusammengefasst. Die mit den drei
betrahteten Tehniken erzielten Genauigkeiten stimmen praktish

uberein. Oensihtlih
wirkt sih die Modikation der MLS-Ansatzfunktionen in Randn

ahe auf die numerishe
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Bild 4.7: Pathtest: 36 unregelm

aig verteilte St

utzstellen, 
r
= 2, kreisf

ormige Einussbereihe. Die
Integration erfolgt mit n
G
= 3, 7, 13 Gau-Punkten je Delaunay-Dreiek mit anshlieender Unterteilung
der urspr

unglihen Dreieke in kleinere Integrationszellen mit n
Q
= 1; : : : ; 6 und 13 Gau-Punkten je
Integrationszelle.
Auswertung der Integrale bei Verwendung der Gau-Quadratur innerhalb einzelner Drei-
eke der dem St

utzstellensatz zugeordneten Triangulation niht negativ aus.
Die monotone Konvergenz und das Erreihen der Mashinengenauigkeit sprehen f

ur
eine korrekte Implementierung der untersuhten Verfahren. F

ur die benutzten niten Ele-
mente reiht bekanntlih die Quadratur mit einem Gau-Punkt zur genauen Integration.
Die Erh

ohung der Integrationspunkte ist dann nat

urlih sinnlos und f

uhrt nur zu einem
Genauigkeitsverlust durh Rundungsfehler. Das Ergebnis der FE-Rehnungen ist in Bild
4.7 mit aufgenommen worden, um den drastish h

oheren Quadraturaufwand der MLS-
Verfahren zu unterstreihen.
Folgerungen
Die in diesem Unterkapitel durhgef

uhrten numerishen Untersuhungen zeigen leihte
Vorteile der von Belytshko et al. (1995) vorgeshlagenen Tehnik der Rampenfunkti-
on gegen

uber dem Verfahren von Huerta und Fernandez-Mendez (2000) im Hinblik auf
die erreihbaren Genauigkeiten der approximierten L

osungen. Die Methode der Lagran-
geshen Multiplikatoren liefert f

ur die betrahteten Probleme die besten Ergebnisse. Auf
Grund ihrer Sattelpunkteigenshaft ist sie jedoh niht f

ur die im letzten Teil dieser Arbeit
durhgef

uhrten Stabilit

atsuntersuhungen geeignet.
Basierend auf diesen Ergebnissen und unter Beahtung der in Kapitel 2.3 besprohenen
zus

atzlihen Shwierigkeiten bei der Bestimmung einer hinreihenden

Uberdekung f

ur das
Verfahren von Huerta und Fernandez-Mendez entsheiden wir uns f

ur die Verwendung der
Rampenfunktion in allen weiteren Untersuhungen. Es sollte allerdings angemerkt werden,
dass die Tehnik von Huerta und Fernandez-Mendez es erm

ogliht, beispielsweise lineare
FE-Ans

atze durh quadratishe Anteile oder grunds

atzlih Anteile h

oherer Ordnung anzu-
reihern. Die Einsatzm

oglihkeiten der Methode von Belytshko et al. (1995) beshr

anken
sih dagegen auf die Erf

ullung kinematisher Randbedingungen bzw. das Koppeln eines
durh nite Elemente diskretisierten Bereihs mit netzfreien Regionen.
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4.2 Fehler infolge der numerishen Integration
Der negative Einuss der fehlerbehafteten numerishen Integration auf das Konvergenz-
verhalten einer MLS-Diskretisierung ist bereits am Beispiel der gelohten Sheibe (Bild
4.5) in Form abnehmender Konvergenzraten sihtbar geworden. Der Pathtest aus Bild
4.7 unterstreiht, dass extrem viele Gau-Punkte ben

otigt werden, wenn die Integrati-
on mit nahezu numerisher Genauigkeit durhgef

uhrt werden soll. In den nahfolgenden
Studien soll der Einuss der Integrationstehnik auf die Qualit

at der N

aherungsl

osungen
genauer untersuht werden. Wir beginnen mit dem in Kapitel 2.4.3 beshriebenen und
implementierten Standardverfahren und gehen sodann auf andere Tehniken ein. Von nun
an werden die wesentlihen Randbedingungen mit Hilfe der von Belytshko et al. (1995)
vorgeshlagenen Rampenfunktion ber

uksihtigt, wenn niht explizit auf den Einsatz einer
anderen Tehnik hingewiesen wird.
4.2.1 Simplexbasierte Gau-Quadratur mit Zerlegung
Das Grundgebiet der implementierten Gau-Quadratur ist jeweils ein Simplex des be-
trahteten Raumes, also eine Streke zwishen zwei Knoten in einer Dimension und ein
Dreiek der Knotentriangulation in zwei Dimensionen. Falls die Integrationsgenauigkeit
mit der Maximalzahl der implementierten Gau-Regeln niht ausreiht, kann eine Streke
fortlaufend in zwei Teilstreken und ein Dreiek in vier Teildreieke weiter zerlegt werden.
Wir merken an, dass diese Tehnik auf drei Raumdimensionen erweiterbar ist und auf die
Zerlegung eines Tetraeders in aht Teiltetraeder f

uhrt (vgl. Liu und Joe, 1996).
Eindimensionale Randwertprobleme
Wir betrahten wieder den Zugstab (4.3), verwenden aber nun unregelm

aige St

utzstel-
lenverteilungen, die durh St

orung

aquidistanter Knotens

atze mit Knotenzahlen gem

a
(4.4) erzeugt werden. Hierzu werden die Koordinaten der inneren Knoten der regelm

ai-
gen Verteilung mit dem Knotenabstand h durh
x
i
 x
i
+ 0:2h( 1)
i
z
i
; i = 2; : : : ; N   1 (4.14)
abwehselnd nah rehts und links vershoben. Der Betrag der Vershiebung ist auf 20%
des

aquidistanten Knotenabstands begrenzt und wird durh gleihverteilte Zufallszahlen
z
i
2 [0;1℄ festgelegt.
Basierend auf derartigen r

aumlihen Diskretisierungen wiederholen wir die Rehnun-
gen des vorigen Unterkapitels, d. h. wir bestimmen die Gr

oe der Einussgebiete gem

a
(2.46) mit 
r
= 2 und f

uhren die Integration mit 5 Gau-Punkten in jedem Intervall durh.
Der Diskretisierungsparameter h ist nun als mittlerer Abstand zwishen zwei direkt be-
nahbarten St

utzstellen zu interpretieren. Die in Bild 4.8 dargestellten FE-L

osungen er-
fahren nah dieser Modikation erwartungsgem

a keine nennenswerten Ver

anderungen.
Die MLS-Ergebnisse weihen dagegen stark von den bei

aquidistanten St

utzstellenver-
teilungen erzielten Resultaten ab (vgl. Bild 4.1) und fallen fast mit den FE-Ergebnissen
zusammen. F

ur kleine h-Werte wird mit 5 Gau-Punkten keine Konvergenz mehr erzielt,
die im betrahteten Bereih des Diskretisierungsparameters erst mit 20 Gau-Punkten
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Bild 4.8: Konvergenzstudie f

ur das Randwertproblem (4.3): unregelm

aige St

utzstellenverteilung gem

a
(4.14),

Uberdekungsparameter 
r
= 2, Quadratur mit 5 und 20 Gau-Punkten
wiederhergestellt wird. Oensihtlih besitzen die in Bild 4.1 gezeigten Ergebnisse f

ur

aquidistante Knotenabst

ande niht die gew

unshte Allgemeing

ultigkeit.
Steigert man den

Uberdekungsparameter auf 
r
= 4, so lassen sih die Fehler der
MLS-Rehnungen um etwa eine Zehnerpotenz verringern (Bild 4.9), wenn man durh
Integration mit hinreihend vielen Gau-Punkten daf

ur sorgt, dass die Quadraturfehler
niht durhshlagen. Bei einem Diskretisierungsparameter von 10
 3
sind dann aber etwa
50 Gau-Punkte in jedem der 1000 Segmente des unregelm

aig diskretisierten Grund-
gebietes erforderlih. Dieses Ergebnis ist zwar unerfreulih, spiegelt aber den Stand der
Tehnik wider, wie der Vergleih mit einer aktuellen Untersuhung von Babuska et al.
(2008) zeigt.
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Bild 4.9: Konvergenzstudie f

ur das Randwertproblem (4.3): unregelm

aige St

utzstellenverteilung gem

a
(4.14),

Uberdekungsparameter 
r
= 4, Quadratur mit 5, 10, 20 und 50 Gau-Punkten
Tats

ahlih ist niht die Ordnung der Gau-Regel entsheidend, sondern vielmehr die
Anzahl der zur Integration verwendeten St

utzstellen, was der folgende eindimensionale
Pathtest
u
;xx
(x) = 0 in 
 = fxj 0  x  1g ; u(0) = 0; u
;x
(1) = 1 (4.15)
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mit 101 gem

a (4.14) unregelm

aig verteilten St

utzstellen untermauert. Theoretish m

uss-
te der MLS-Ansatz die exakte L

osung reproduzieren, so dass die praktish berehneten
Abweihungen von der Mashinengenauigkeit auf den Quadraturfehler zur

ukzuf

uhren
sind. Wir nutzen die beiden implementierten M

oglihkeiten zur Steigerung der Integrati-
onsgenauigkeit, indem wir in einer Rehnung die Anzahl der Gau-Punkte pro Intervall
von 1 auf 100 steigern und in einer zweiten jedes Intervall fortlaufend halbieren und in den
Subintervallen jeweils mit 3 Gau-Punkten auswerten. Beide Varianten stimmen sowohl
im relativen Fehler in den Vershiebungen als auh der Energie praktish

uberein (Bild
4.10). Das Ergebnis ist plausibel, da f

ur die vorliegenden niht polynomialen Integranden
die St

arken der Gau-Quadratur niht zum Tragen kommen k

onnen.
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Bild 4.10: Quadraturfehler: eindimensionaler Pathtest (4.15), unregelm

aige St

utzstellenverteilung ge-
m

a (4.14) mit 101 St

utzstellen,

Uberdekungsparameter 
r
= 4
Der Pathtest best

atigt das in der Konvergenzstudie Bild 4.9 beobahtete Verhalten.
Bei Integration mit 5 Gau-Punkten kann die erzielbare Genauigkeit des MLS-Verfahrens
niht erreiht werden, da z. B. f

ur die Energienorm und die Diskretisierung h = 0:01 mit
einem Quadraturfehler von 3  10
 2
gerehnet werden muss. Erst die Verwendung von
50 Integrationsst

utzstellen pro Intervall dr

ukt diesen Fehler auf Werte < 10
 5
, die das
Konvergenzverhalten im betrahteten Diskretisierungsbereih niht mehr st

oren.
Wir beshlieen die eindimensionalen Untersuhungen zur Integrationsgenauigkeit mit
dem Hinweis, dass Knotenverteilungen mit lokal stark shwankenden St

utzstellendihten
bei der Anwendung des MLS-Verfahren vermieden werden sollten. Ein Beispiel einer sol-
hen Verteilung zeigt Bild 4.11a mit

aquidistanten Knotenabst

anden h
1
im Intervall [0.4,
0.6℄ und h
2
= 10h
1
in dem

ubrigen Bereih des Grundgebietes. Dolbow und Belytshko
(1999) haben hierf

ur das Randwertproblem
u
;xx
(x) + n(x) = 0 in 
 = fxj 0  x  1g ; u(0) = 0; u
;x
(1) =  3 (4.16)
mit
n(x) = 6x + 800
 
1  200(1  2x)
2

exp
 
 400(x  0:5)
2

gel

ost. Die zehnfah h

ohere St

utzstellendihte im Mittelbereih ist durh das Ziel moti-
viert, die sih durh die Belastung ergebende Spannungs- und Vershiebungskonzentration
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Bild 4.11: Einuss der St

utzstellenverteilung: a) sprunghafte, b) allm

ahlihe Ver

anderung des Knoten-
abstands, ) und d) Fehler bei Rehnung mit 5 Gau-Punkten, e) und f) Fehler bei hinreihend genauer
Quadratur, h = mittlerer Knotenabstand,

Uberdekungsparameter 
r
= 3:5
in dieser Zone zu erfassen. Bei Anwendung der FE-Methode entspriht dies einer g

angi-
gen Adaptionstehnik. Als Alternative betrahten wir die Verteilung in Bild 4.11b, die
auf der Grundlage der Shwerpunkt-Voronoi-Diagramme generiert wurde. Der

Ubergang
von kleinen zu groen Knotenabst

anden erfolgt hier bei gleiher St

utzstellenzahl allm

ah-
lih. F

ur eine Rehnung mit 5 Gau-Punkten vergleiht Bild 4.11,d die relativen Fehler
der N

aherungsl

osungen f

ur die Verteilungen a) und b). Die Knotenverteilung a) f

uhrt
im Rahmen der MLS-Diskretisierung zu groen Quadraturfehlern und liefert shlehtere
Ergebnisse als die FE-Approximation. Demgegen

uber erm

ogliht die Variante b) mit re-
duzierten Shwankungen in der St

utzstellendihte eine deutlih genauere MLS-N

aherung
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bei unver

anderter Integrationsordnung. Auf die FE-Resultate haben die Untershiede in
der Art der St

utzstellenverteilung erwartungsgem

a vernahl

assigbar kleine Auswirkun-
gen. Die mit 5 Gau-Punkten berehneten MLS-N

aherungen konvergieren zu den in Bild
4.11e,f dargestellten Werten. Bei St

utzstellenverteilungen entsprehend a) hat der Inte-
grationsfehler erst ab etwa 30 Gau-Punkten keinen Einuss mehr, w

ahrend man bei
Verteilung b) mit 16 Gau-Punkten auskommt.
Das MLS-Verfahren liefert bereits f

ur die gr

obste Diskretisierung und 5-Punkt Gau-
Quadratur je Intervall eine f

ur praktishe Zweke ausgezeihnete Approximation der ex-
akten Vershiebungs- und Spannungsverteilung (Bild 4.12). Im Darstellungsmastab der
linken Bildh

alfte sind Abweihungen der MLS-N

aherungen von der exakten L

osung niht
zu erkennen. In den Ausshnittsvergr

oerungen (rehte Bildh

alfte) werden die Fehler der
f

ur die Knotenverteilung aus Bild 4.11a berehneten N

aherung sihtbar, w

ahrend die auf
der Verteilung in Bild 4.11b basierende MLS-N

aherung sih allenfalls andeutungsweise von
der exakten L

osung untersheidet. Es sei angemerkt, dass die von Dolbow und Belytshko
(1999) festgestellten signikanten Fehler der MLS-N

aherung bei sprunghafter

Anderung
des bereihsweise konstanten Knotenabstands im Wesentlihen durh eine unzul

anglihe
Konstruktion der Mindest

uberdekung in der zitierten Arbeit bedingt sind.
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Bild 4.12: Vershiebungs- und Spannungsverl

aufe f

ur das Randwertproblem (4.16): MLSa,b kennzeihnen
die N

aherungsl

osungen f

ur die St

utzstellenverteilung gem

a Bild 4.11a,b, N = 29, n
G
= 6, 
r
= 3:5
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Zweidimensionale Randwertprobleme
Anhaltspunkte

uber die Gr

oenordnung der zu erwartenden Quadraturfehler f

ur ebene
Probleme haben bereits die Untersuhungen zur Beurteilung der vershiedenen Tehniken
zur Behandlung kinematisher Randbedingungen geliefert, so dass wir uns hier kurz fassen
k

onnen. Oen geblieben ist bisher die Frage nah dem Aufbau der Fensterfunktionen, die
in zwei Dimensionen

ubliherweise auf kreisf

ormigen oder rehtekigen Einussgebieten
gem

a (2.32) bzw. (2.33) deniert werden. Wir greifen deshalb den Pathtest aus dem
vorangegangenen Unterkapitel auf und ermitteln die Quadraturfehler f

ur beide Varianten,
(aber nur noh f

ur die Rampenfunktion zur Ber

uksihtigung der wesentlihen Randbe-
dingungen), wobei die Integrationsgenauigkeit in der dort beshriebenen Weise erh

oht
wird.
F

ur ein quadratishes Punktgitter mit 36 Punkten sind die Quadraturfehler f

ur rehte-
kige Einussgebiete signikant kleiner, wenn man den

Uberdekungsparameter f

ur beide
Varianten mit 
r
= 2 festlegt (Bild 4.13). Allerdings geht dieser Vorteil sofort verloren,
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Bild 4.13: Quadraturfehler f

ur einen zweidimensionalen Pathtest mit 6 6 regelm

aig verteilten St

utz-
stellen: 50 Delaunay-Dreieke,

Uberdekungsparameter 
r
= 2
PSfrag replaements
10
 2
10
 3
10
 1
10
 4
10
 5
10
 6
10
 7
10
 8
10
 9
10
 10
10
 11
10
10
2
10
3
10
4
10
5
10
6
1
Gau-Punkte je Dreiek
r
e
l
.
F
e
h
l
e
r
i
.
d
.
V
e
r
s

h
i
e
b
u
n
g
e
n
rel. Fehler i. d. Energie
kreisf

ormig
rehtekig
h
a)
PSfrag replaements
10
 2
10
 3
10
 1
10
 4
10
 5
10
 6
10
 7
10
 8
10
 9
10
 10
10
 11
10
10
2
10
3
10
4
10
5
10
6
1
Gau-Punkte je Dreiek
rel. Fehler i. d. Vershiebungen
r
e
l
.
F
e
h
l
e
r
i
.
d
.
E
n
e
r
g
i
e
kreisf

ormig
rehtekig
h
b)
Bild 4.14: Quadraturfehler f

ur einen zweidimensionalen Pathtest mit 36 shwah unregelm

aig verteil-
ten St

utzstellen (Bild 4.6): 48 Delaunay-Dreieke,

Uberdekungsparameter 
r
= 2
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wenn man f

ur den Vergleih den nur shwah unregelm

aigen Path aus Bild 4.6 mit
ebenfalls 36 Knoten zu Grunde legt (Bild 4.14).
Das bessere Abshneiden rehtekiger Einussgebiete bei einem quadratishen Punkt-
gitter ist durh die besonderen Verh

altnisse bedingt, die bei Wahl einer zweifahen

Uber-
dekung im Anshluss an Bild 4.1 f

ur das eindimensionale Problem bereits diskutiert
wurden. Der Polynomharakter der Ansatzfunktionen bleibt bei Multiplikation der Fens-
terfunktionen in x- und y-Rihtung auh in zwei Dimensionen weitestgehend erhalten, so
dass die Integranden der Steigkeitsmatrix viel einfaher zu integrieren sind.
Im Allgemeinen wird man eher mit den in Bild 4.14 dokumentierten gr

oeren Qua-
draturfehlern rehnen m

ussen. Ob man kreisf

ormige oder rehtekige Einussgebiete zu
Grunde legt, ist dann belanglos, so dass wir in den weiteren Untersuhungen bei radialen
Ans

atzen bleiben.
Als Beispiel einer umfangreiheren zweidimensionalen Anwendung mit bis zu 10000
Knoten kehren wir noh einmal zu der gelohten Sheibe aus Bild 4.6 zur

uk. Die Reh-
nung bei Verwendung der Rampenfunktion und Quadratur mit 13 Gau-Punkten in jedem
Dreiek hatte hierf

ur eine Konvergenzrate von etwa 1.7 in der Energienorm ergeben. Die
dabei beobahteten Abweihungen von der Konvergenzgeraden lassen sih weiter redu-
zieren, wenn die Integrationsgenauigkeit durh Zerlegen der Dreieke der Knotentriangu-
lation in Subdreieke weiter gesteigert wird. Bild 4.15 zeigt den relativen Fehler in der
Energienorm. Die Abk

urzungen g13 und g3 kennzeihnen die Quadratur mit 13 bzw. 3
Gau-Punkten pro Subdreiek, q0, q2, und q3 die dabei benutzte Zerlegungsstufe eines
Ausgangsdreieks in 4
0
, 4
1
bzw. 4
2
Subdreieke.
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Bild 4.15: Konvergenzstudie: Sheibe mit Loh, kreisf

ormige Einussbereihe,

Uberdekungsparameter

r
= 2, Quadratur mit n
G
= 3 bzw. 13 Gau-Punkten und Zerlegung in Subdreieke (siehe Text)
Die berehneten Fehlernormen der g13q1- und g3q2-Variante mit 52 bzw. 48 Integra-
tionsst

utzstellen pro Ausgangsdreiek stimmen im Rahmen der Darstellungsgenauigkeit

uberein. Dies unterst

utzt die aus den eindimensionalen Rehnungen abgeleitete These,
dass niht die Gau-Ordnung, sondern die Anzahl der Integrationsst

utzstellen mage-
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bend ist. Die Quadratur mit einer zus

atzlihen Zerlegungsstufe (g3q3) und damit 164
Integrationsst

utzstellen pro Dreiek

andert das Ergebnis niht mehr.
In der feinsten Diskretisierung hat die ungleihf

ormige St

utzstellenverteilung 10000
Knoten und die Triangulation 19571 Dreieke. Bei 164 Integrationsst

utzstellen pro Drei-
ek

ubersteigt die Gesamtanzahl der Integrationspunkte im Millionenbereih f

ur prakti-
she Anwendungen jedes vern

unftige Ma. Es sei deshalb noh einmal betont, dass diese
Rehnungen hier lediglih der

Uberpr

ufung der Implementierung dienen.
Alle Testrehnungen im Rahmen der linearen Elastostatik stimmen entweder mit be-
kannten Resultaten aus der Literatur

uberein oder weisen plausibles Verhalten auf, so
dass die korrekte Implementierung des MLS-Verfahrens als gesihert gelten kann.
4.2.2 Andere Integrationstehniken
Als Hauptshw

ahe der netzfreien Methoden wird heute das unbefriedigend gel

oste Qua-
draturproblem angesehen. Es hat in den letzten Jahren niht an Versuhen gefehlt, hier
Abhilfe zu shaen. Wir stellen deshalb noh die Frage, ob andere Integrationtehniken
im Rahmen der hier vorgenommenen MLS-Implementierung genutzt werden k

onnten und
Vorteile gegen

uber der von uns benutzten simplexbasierten Gau-Quadratur erwarten
lassen.
Dolbow und Belytshko (1999) nennen zwei Gr

unde f

ur das unerfreulihe Quadratur-
verhalten. Einerseits ist es der rationale Charakter der MLS-Ansatzfunktionen, der die Ef-
zienz der f

ur die Integration von Polynomen entwikelten Gau-Quadratur im Rahmen
von MLS-Diskretisierungsverfahren erheblih herabsenkt. Der zweite und nah Dolbow
und Belytshko wihtigere Grund f

ur die vergleihbar groen Integrationsfehler ist das in
der englishsprahigen Literatur misalignment genannte Problem. Es bezeihnet die im
Allgemeinen fehlende

Ubereinstimmung zwishen den Grenzen der Einussbereihe und
den Grenzen der zur Quadratur benutzen Integrationszellen. So wird bei unserer sim-
plexbasierten Integrationstehnik

uber die Grenzen der Einussbereihe !
i
, i = 1; : : : ; N
einzelner St

utzstellen hinweg bis zum Rand des jeweiligen Simplex integriert. Es liegt also
Fehlanpassung vor. Dolbow und Belytshko shlagen daher vor, die Integration in den
durh die R

ander der Einussbereihe begrenzten Zellen | den sogenannten Bounding-
Boxen | durhzuf

uhren. Diese Tehnik l

asst sih f

ur eindimensionale Probleme leiht
implementieren. Die Bestimmung der Bounding-Boxen f

ur ebene Probleme ist jedoh be-
deutend komplizierter und nur in Verbindung mit rehtekigen Einussbereihen umsetz-
bar. Insbesondere ershwert eine komplexere, vom Rehtek abweihende Geometrie der
R

ander des Grundgebietes die Festlegung solher Integrationszellen.
Breitkopf et al. (2004) reduzieren die im Allgemeinen sehr hohe Anzahl der Bounding-
Boxen, indem sie die rehtekigen Einussbereihe einzelner St

utzstellen an den Eken
des zugeordneten Voronoi-Diagramms
"
ausrihten\. Diese in Kapitel 2.2 bereits angespro-
hene Idee f

uhrt in der Regel dazu, dass sih einzelne St

utzstellen niht im Mittelpunkt
des zugeh

origen Einussbereihes benden, so dass der maximale Wert der Fensterfunk-
tionen niht

uber der jeweiligen St

utzstelle liegt. Diese sheinbare Anomalie beseitigen
Breitkopf et al. durh nihtlineare Transformationen der Fensterfunktionen. Unter Ver-
wendung der modizierten Integrationsgewihte sind die Autoren dann in der Lage, mit
relativ geringer Anzahl der Integrationsst

utzstellen ein lineares Vershiebungsfeld exakt
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wiederzugeben. Zur Berehnung der modizierten Integrationsgewihte muss jedoh f

ur
jede Integrationszelle ein lineares Gleihungssystem gel

ost werden, so dass der gesamte
Berehnungsaufwand sehr hoh ist.
De und Bathe (2000) bestimmen die KoeÆzienten der Steigkeitsmatrix K
ij
, indem
sie die Integration innerhalb des Einussbereihes !
i
durhf

uhren. Durh das Auswerten
der Integrale in den Gebieten !
i
T
!
j
bestimmen De und Bathe (2001) direkt einzelne
KoeÆzienten K
ij
der Steigkeitsmatrix. Dabei gehen sie stets von kreisf

ormigen Einuss-
bereihen aus und geben f

ur die dann entstehenden kreis- bzw. linsenf

ormigen Integrati-
onsgebiete spezielle Quadraturformeln an. Die Anzahl der ben

otigten Integrationspunkte
innerhalb des jeweiligen Gebietes !
i
T
!
j
ist dabei reht hoh. Die Konstruktion eines
Gitters bzw. Netzes ist bei dieser Integrationstehnik oensihtlih niht mehr n

otig. Da-
her werden auf solhen Integrationstehniken basierende Diskretisierungsverfahren oft als
wirklih netzfrei bezeihnet. Das Problem des misalignment wird mit dieser Tehnik ver-
mieden. Die Ermittlung einzelner Integrationsgebiete !
i
T
!
j
erfordert jedoh zus

atzlihen
Berehnungsaufwand.
Auh Babuska et al. (2008) untersuhen die Eigenshaften der Integration auf Shnitt-
mengen !
i
T
!
j
der Einussgebiete und stellen heraus, dass damit berehnete L

osungen
niht konvergieren, wenn in den Shnittmengen immer das gleihe Quadraturshema mit
einer festen Anzahl von Integrationsst

utzstellen benutzt wird. Vielmehr kann der Fehler in
der Energienorm mit steigender Knotenzahl sogar stark anwahsen. Als Grund f

ur dieses
"
katastrophale\ Verhalten identizieren Babuska et al. die niht vershwindende Zeilen-
summe der Steigkeitsmatrix. Sie shlagen daher vor, die Hauptdiagonalelemente so zu
modizieren, dass
N
X
j=1
K
ij
= 0; i = 1; : : : ; N (4.17)
gilt. Es sei betont, dass bei unserer simplexbasierten Integrationstehnik (und anderen
Verfahren, die zur Berehnung aller Elemente der Steigkeitsmatrix auf die gleihen Inte-
grationspunkte im Grundgebiet zur

ukgreifen), die Bedingung (4.17) immer sihergestellt
ist.
Die M

oglihkeit der netzfreien Integration soll in dieser Arbeit auf Grund der damit
verbundenen Shwierigkeiten niht weiter verfolgt werden. Am Beispiel eindimensionaler
Probleme betrahten wir den Einuss des misalignment und die Quadratur

uber Shnitt-
mengen genauer.
Auswirkungen des misalignment
F

ur den Zugstab unter linear anwahsender L

angsbelastung und unregelm

aiger Knoten-
verteilung (4.14) f

uhren wir eine Vergleihsrehnung mit der Bounding-Box-Tehnik durh.
Wir folgen dabei Dolbow und Belytshko (1999) und verwenden anstelle von St

utzstellen
x
i
die R

ander einzelner Einussgebiete x
i
 r
i
als Grenzen f

ur die Integrationszellen. Bild
4.16 illustriert die Verteilung von elf St

utzstellen (h = 0:1) und kennzeihnet die neuen
Integrationszellen | die Bounding-Boxen | durh vertikale Linien. Die Gr

oe der Ein-
ussbereihe wurde mit (2.46) und 
r
= 4 vorgeshrieben. Es ist zu beahten, dass an der
Stelle x = x
2
eine zus

atzlihe Grenze f

ur die Integrationszellen eingef

ugt wurde, da die
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Bild 4.16: Eine unregelm

aige Verteilung von elf St

utzstellen mit den Integrationszellen der Bounding-
Box-Tehnik f

ur den

Uberdekungsparameter 
r
= 4
modizierten MLS-Ansatzfunktionen an dieser Stelle niht stetig dierenzierbar sind, vgl.
Bild 2.6b.
Die unter Verwendung der Bounding-Box-Tehnik mit n
G
= 5 Gau-Punkten in jeder
Bounding-Box gewonnenen Ergebnisse (Bild 4.17) zeigen keine wesentlihe Verbesserung
gegen

uber den fr

uheren Resultaten in Bild 4.9, obwohl die Gesamtzahl der Gau-Punkte
infolge einer h

oheren Anzahl der Integrationszellen (f

ur groe St

utzstellenzahlen) nahezu
verdoppelt wurde. Wir f

uhren nun die Integration wieder mit der simplexbasierten Tehnik
in den Intervallen [x
i
; x
i+1
℄, i = 1; : : : ; N   1 durh, erh

ohen jedoh die Anzahl der Gau-
Punkte n
G
je Intervall so, dass die Gesamtzahl N
G
der Integrationsst

utzstellen f

ur beide
Varianten m

oglihst gut

ubereinstimmt. Die Missahtung der R

ander der Einussbereihe
f

uhrt bei der gew

ahlten Art der geometrishen Diskretisierung niht zu einem Genau-
igkeitsverlust (Bild 4.17), im Gegenteil, es werden bei vergleihbarem Aufwand deutlih
bessere Ergebnisse als mit Hilfe der Bounding-Box-Tehnik erzielt.
An diesem Befund

andert sih nihts, wenn man h

ohere Genauigkeitsanforderungen
stellt und konvergierende N

aherungsl

osungen betrahtet (Bild 4.18). Hierzu haben wir bei
der simplexbasierten Integration die Anzahl der Gau-Punkte n
G
je Intervall so bestimmt,
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Bild 4.17: Vergleih der Bounding-Box-Tehnik mit der simplexbasierten Quadratur bei vergleihbarer
Anzahl von Integrationspunkten (siehe Tabelle): Zugstab (4.3) mit unregelm

aiger St

utzstellenverteilung
gem

a (4.14),

Uberdekungsparameter 
r
= 4
N 11 21 41 81 161 321 641 1281
Bounding-Box n
G
5 5 5 5 5 5 5 5
N
G
60 165 365 765 1565 3165 6365 12760
Intervalle N
G
60 160 360 720 1440 3200 6400 12800
n
G
6 8 9 9 9 10 10 10
89
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Bild 4.18: Konvergenzstudie f

ur den Zugstab (4.3) mit unregelm

aiger St

utzstellenverteilung gem

a
(4.14), 
r
= 4
N 11 21 41 81 161 321 641 1281
Intervalle n
G
8 12 19 20 27 33 40 46
N
G
80 240 760 1600 4320 10560 25600 58880
Bounding-Box N
G
84 264 803 1683 4382 10761 26733 61248
n
G
7 8 11 11 14 17 21 24
dass ihre weitere Steigerung die Werte der Fehlernormen bis auf die zweite signikante
Stelle unver

andert bel

asst. Die Anzahl der Gau-Punkte je Bounding-Box wird dann so
festgelegt, dass die Gesamtzahl N
G
bei beiden Tehniken wieder m

oglihst gleih gro ist.
Bei der Wahl der Integrationsgrenzen nah der Bounding-Box-Tehnik weihen die
Ergebnisse leiht von der konvergenten L

osung ab. Oensihtlih werden weitere Integra-
tionsst

utzstellen ben

otigt, um auh hier Konvergenz zu erreihen. Somit kann die gefor-
derte Genauigkeit f

ur unregelm

aig verteilte St

utzstellen nur bei h

oherem Rehenaufwand
erzielt werden, wenn die Bounding-Box-Tehnik eingesetzt wird.
In Sonderf

allen kann die Verwendung der Bounding-Box-Tehnik zu einer deutlihen
Reduzierung der Integrationsfehler f

uhren. Dies trit insbesondere dann zu, wenn st

uk-
weise

aquidistant verteilte St

utzstellen mit starken Untershieden in der Knotendihte
zu Grunde gelegt werden, was die Untersuhungen von Dolbow und Belytshko (1999)
belegen. Eine solhe St

utzstellenverteilung zeigt Bild 4.11a. An den Grenzen der Einuss-
gebiete in Bereihen sprunghaft ver

anderliher Knotendihte weisen die MLS-Ableitungen
(und damit auh die Integranden) nahezu unstetige Funktionsverl

aufe auf. Es ist dann
nat

urlih sinnvoll, diese Stellen als Integrationsgrenzen zu verwenden.
Integration

uber Shnittmengen der Einussbereihe
Bevor wir einen numerishen Vergleih der simplexbasierten Quadratur und der Integra-
tion

uber die Shnittmengen der Einussbereihe durhf

uhren, sollen die Grundz

uge der
zuletzt genannten Variante vorab noh etwas genauer besprohen und kritish gew

urdigt
werden.
Wir gehen dazu von einer eindimensionalen,

aquidistanten St

utzstellenverteilung mit
dem Knotenabstand h aus und betrahten einen Knoten i, der hinreihend weit im Innern
90
des Grundgebietes liegt, so dass Randein

usse unbeahtet bleiben k

onnen. Der

Uberde-
kungsparameter sei z. B. 
r
= 2. Die L

ange der Intervalle j!
i
T
!
j
j,

uber die zur Ermitt-
lung der Elemente K
ij
6= 0 in Zeile i der Steigkeitsmatrix zu integrieren ist, folgt dann
dem Shema:
Spalte j i  3 i  2 i  1 i i+ 1 i + 2 i+ 3
Zeile i h 2h 3h 4h 3h 2h h
Nehmen wir die von Babuska et al. (2008) analysierte Quadraturvorshrift mit einer un-
ver

anderlihen Anzahl von Integrationsst

utzstellen n
G
in allen niht leeren Shnittmengen
!
i
T
!
j
an, so hat das die fragw

urdige Konsequenz, dass die Dihte der Integrationsst

utz-
stellen um den Faktor 4 anw

ahst, wenn man vom Haupdiagonalelement zu dem am
weitesten entfernten Nebendiagonalelement einer Zeile fortshreitet. Da bei den

ublihen
MLS-Ansatzfunktionen die Ableitungen an den R

andern ihrer Einussgebiete vershwin-
den, wird also bei der im Allgemeinen fehlerbehafteten Quadratur das unbedeutendste
Nebendiagonalelement, dessen Integrand aus dem Produkt zweier kleiner Funktionen be-
steht, am genauesten berehnet. Demgegen

uber werden die Hauptdiagonalelemente
"
be-
nahteiligt\ (umso st

arker, je gr

oer die

Uberdekung ist). Um

uberhaupt zu einem kon-
vergenten Verfahren zu gelangen, werden die unterintegrierten Hauptdiagonalelemente
shlielih ganz verworfen und durh die negative Summe der Nebendiagonalelemente in
der zugeh

origen Zeile ersetzt. Auh dieser Korrekturshritt ist hinterfragbar; er sihert
aber (unter bestimmten Voraussetzungen) die aus der Reproduzierbarkeit von Starrk

or-
pervershiebungen folgende Minimalforderung (4.17), wie Babuska et al. (2008) in ihrer
die Quadraturproblematik erhellenden Studie auh mathematish begr

undet haben.
F

ur den Vergleih mit der simplexbasierten Quadratur

ubernehmen wir f

ur die folgende
Konvergenzstudie das von Babuska et al. untersuhte eindimensionale Problem
u
;xx
(x) + os(x) = 0 in 
 = fxj 0  x  g ; u(0) = 1; u
;x
() = 0 (4.18)
und die Diskretisierung durh

aquidistant verteilte St

utzstellen. Die St

utzstellenzahlen
w

ahlen wir gem

a (4.4) und den Diskretisierungsparameter h als Abstand zwishen zwei
direkt benahbarten Knoten. Im Sinne einer m

oglihst guten Vergleihbarkeit unserer
Ergebnisse mit den Resultaten von Babuska et al. rehnen wir hier mit der exponentiellen
Fensterfunktion
w() =
8
<
:
exp

1

2
  1

f

ur  < 1
0 sonst
mit der in (2.31) denierten Variablen . Die Gr

oe der Einussbereihe ist mit r
i
= 2h,
i = 1; : : : ; N festgelegt. Mit der Verwendung der Lagrangeshen Multiplikatoren zur Er-
f

ullung der Randbedingung vermeiden wir die durh die Rampenfunktion bedingten Uns-
tetigkeiten in den Ableitungen der MLS-Ansatzfunktionen. Dadurh wird die Integration

uber die Shnittmengen !
i
T
!
j
ohne zus

atzlihe Integrationszellen m

oglih. Die Qua-
dratur in den jeweiligen Integrationszellen wird mit n
G
= 3; 10 und 100 Gau-Punkten
durhgef

uhrt.
Die mit der Integration

uber die Shnittmengen !
i
T
!
j
berehneten Ergebnisse fallen
durh das niht konvergente Verhalten auf, vgl. Bild 4.19a, b. Mit steigender St

utzstellen-
zahl nehmen die Fehler sogar zu, was den theoretishen Untersuhungen (f

ur Neumannshe
Randbedingungen) und den numerishen Ergebnissen von Babuska et al. (2008) entspriht.
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Bild 4.19: Ein numerisher Vergleih der Integration

uber Shnittmengen der Einussbereihe ohne und
mit Korrektur (siehe Text) sowie der simplexbasierten Integration. Konvergenzstudie f

ur das Randwert-
problem (4.18) bei

aquidistanter St

utzstellenverteilung und dem

Uberdekungsparameter 
r
= 2
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Die von diesen Autoren vorgeshlagene Korrektur der Zeilensummen der Steigkeits-
matrix
K
ii
=  
N
X
j=1; j 6=i
K
ij
; i = 1; : : : ; N (4.19)
stellt die Konvergenz der MLS-Diskretisierung wieder her. Eine konvergente L

osung wird
jedoh erst mit n
G
= 100 Gau-Punkten je Integrationszelle !
i
T
!
j
erreiht, vgl. Bild
4.19, d. Auh das stimmt mit den von Babuska et al. (2008) angegeben Resultaten

uber-
ein.
Zum Vergleih der Quadraturtehniken zeigt Bild 4.19e, f die Ergebnisse der simplex-
basierten Quadratur. F

ur die Konvergenz in der Energienorm reihen nun bereits n
G
= 3
Gau-Punkte. Die Vershiebungsnorm l

asst allerdings noh Integrationsfehler erkennen.
Shon mit 10 Gau-Punkten je Intervall [x
i
;x
i+1
℄ untershreitet der Integrationsfehler den
Approximationsfehler bei der feinsten Diskretisierung (h = 0:002454; N = 1281), so dass
genaueres Integrieren die Ergebnisse niht mehr ver

andert. Dies belegt die Rehnung mit
100 Gau-Punkten.
Basierend auf den pr

asentierten Ergebnissen kann die direkte Integration

uber Shnitt-
mengen niht mit der simplexbasierten Quadratur konkurrieren. Auh mit der Korrektur
der Hauptdiagonalelemente l

asst sih die Genauigkeit der simplexbasierten Quadratur nur
mit erheblih gesteigertem Rehenaufwand erreihen. Die h

ohere numerishe EÆzienz der
simplexbasierten Integration wird deutlih, wenn die Gesamtanzahl der jeweils verwen-
deten Gau-Punkte gegen

ubergestellt wird. Dieser Wert entspriht der Anzahl der f

ur
die Assemblierung der Steigkeitsmatrix erforderlihen Funktionsaufrufe zur Auswertung
der MLS-Ableitungen. Er ist damit ein sinnvolles Ma zur Beurteilung der EÆzienz eines
Quadraturverfahrens. Bei feinster Diskretisierung mit N = 1281 ist die Anzahl der Inte-
grationszellen bei der simplexbasierten Integration 1280. Die Anzahl der Shnittmengen
!
i
T
!
j
6= ; ist in diesem Fall 5961. Wird bei beiden Varianten mit derselben Anzahl der
Gau-Punkte je Quadraturzelle integriert, so ist der bei der simplexbasierten Integration
f

ur die Assemblierung der Steigkeitsmatrix aufzubringende Aufwand um den Faktor 4
geringer. Bedenken wir nun noh, dass bei der Integration

uber die Shnittmengen im be-
trahteten Beispiel das Zehnfahe an Gau-Punkten je Integrationszelle ben

otigt wurde,
um den Integrationsfehler zu unterdr

uken, so ist bei der Integration

uber die Shnittmen-
gen mit einem etwa 40-fahen Aufwand zu rehnen. Auh die Beahtung der Tatsahe,
dass die Korrektur der Zeilensummen gem

a (4.19) die Auswertung von N Integralen
zur Bestimmung der Hauptdiagonalelemente

uber

ussig maht, l

asst diese Verh

altnisse
weiterhin gelten.
Ein weiterer wihtiger Untershied dieser beiden Verfahren besteht darin, dass bei der
Integration

uber die Shnittmengen die Anzahl der Integrationszellen (und damit die An-
zahl der Integrationsst

utzstellen) mit wahsendem

Uberdekungsparameter 
r
zunimmt.
Bei der simplexbasierten Integration ist dies oensihtlih niht der Fall. Damit ist im
Allgemeinen ein noh deutliherer EÆzienzvorteil der simplexbasierten Quadratur zu er-
warten.
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Anpassung der Einussbereihe an die Integrationszellen
Die oben diskutierten Probleme bei der Auswertung der Gebietsintegrale im Rahmen ei-
nes MLS-basierten Diskretisierungsverfahrens und die diesbez

uglihen L

osungsvorshl

age
bildeten die Grundlage f

ur eine weitere im Rahmen dieser Arbeit entwikelte Idee, die wir
hier nur kurz umreien.
Diese besteht im Wesentlihen darin, anstatt die Integrationszellen in Abh

angigkeit
von der Geometrie der Einussbereihe bzw. ihrer Shnittmengen zu konstruieren, wei-
terhin von der simplexbasierten Integration auszugehen, dabei jedoh die Einussbereihe
an die Integrationszellen anzupassen.
Die Umsetzung dieser Vorstellung l

asst sih leiht ausgehend von der Finite-Elemente-
Methode erl

autern. Wir betrahten einen St

utzstellensatz x
i
, i; : : : ; N in einem eindimen-
sionalen Grundgebiet 
 = fxjx
i
 x  x
N
g. Die Koordinaten der St

utzstellen k

onnen
beliebig gew

ahlt werden, es soll jedoh weiterhin x
i
< x
i+1
, i; : : : ; N   1 gelten. Im Falle
der linearen Ansatzfunktionen der Finite-Elemente-Methode k

onnen die Einussbereihe
der einzelnen Knoten in der Form
!
i
=
8
>
<
>
:
fxjx  x
2
g f

ur i = 1
fxjx  x
N 1
g f

ur i = N
fxjx
i 1
 x  x
i+1
g sonst
(4.20)
angegeben werden. Die basierend auf den so denierten Einussbereihen berehneten
MLS-Ansatzfunktionen stimmen mit den linearen FE-Ansatzfunktionen

uberein, unab-
h

angig davon, welhe Fensterfunktionen verwendet werden. Von den Fensterfunktionen
ist lediglih zu fordern, dass sie keine Nullstellen innerhalb des jeweiligen Einussberei-
hes besitzen und alle mit demselben Vorzeihen behaftet sind.
Um die Genauigkeitsvorteile der MLS-Approximation zu erhalten, die imWesentlihen
durh die h

ohere

Uberdekung des Grundgebietes erzielt werden, sollen die Einussberei-
he nun vergr

oert werden. Dabei verlangen wir, dass ihre Grenzen weiterhin mit den
St

utzstellen x
i
zusammenfallen. Die Gr

oe der Einussbereihe kann unter dieser Bedin-
gung niht
"
stufenlos\ ge

andert werden, wie es bei einem gew

ohnlihen MLS-Verfahren
der Fall ist, sondern ist z. B. durh
!
i
=
8
>
>
>
>
>
>
<
>
>
>
>
>
:
fxjx  x
3
g f

ur i = 1
fxjx  x
4
g f

ur i = 2
fxjx  x
N 3
g f

ur i = N   1
fxjx  x
N 2
g f

ur i = N
fxjx
i 2
 x  x
i+2
g sonst
(4.21)
vorzugeben.
Geeignete Fensterfunktionen w
i
(x) k

onnen in untershiedliher Form eingef

uhrt wer-
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den. Wir geben hier nur eine M

oglihkeit des grunds

atzlihen Aufbaus an.
w
i
(x) =
8
>
>
>
>
>
<
>
>
>
>
>
:
(x
3
  x)
k
f

ur i = 1
(x
4
  x)
k
f

ur i = 2
(x  x
N 3
)
k
f

ur i = N   1
(x  x
N 2
)
k
f

ur i = N
((x  x
i 2
)(x
i+2
  x))
k
sonst
(4.22)
Auerhalb des jeweiligen Einussbereihes soll w
i
(x) = 0 gelten. Mit dem ganzzahligen
Exponenten k > 0 erhalten wir (k   1)-mal stetig dierenzierbare Fensterfunktionen. Da
die Maximalwerte der Fensterfunktionen stark variieren k

onnen, ist es sinnvoll, sie z. B.
in der Form
w
i
(x) w
i
(x)=w
i
(x
i
) (4.23)
zu normieren. Basierend auf dieser Denition der Fensterfunktionen kann die Berehnung
der MLS-Ansatzfunktionen in bekannter Weise erfolgen, vgl. Kapitel 2.1.
F

ur die Verwendung solher Fensterfunktionen sprehen folgende Gr

unde:
1. Die R

ander der Einussbereihe fallen mit den Integrationsgrenzen zusammen.
2. Die kinematishen Randbedingungen lassen sih ohne zus

atzlihe Tehniken erf

ullen,
da an beiden Randknoten der zu (4.8)-(4.11) analoge Sonderfall vorliegt.
3. Es liegen

ubersihtlihe Konnektivit

atsbeziehungen vor. Die Bestimmung der in ir-
gendeinem Punkt des Grundgebietes aktiven Knoten erfordert keinen nennenswerten
Aufwand.
4. Die Anzahl der von Null vershiedenen Elemente der Steigkeitsmatrix ist von vorn-
herein bekannt. Die Bandbreite der Steigkeitsmatrix ist konstant.
Die soeben f

ur den eindimensionalen Fall geshilderte Idee l

asst sih auh f

ur ebene
Probleme realisieren, wenn wir | wie bisher | von einer vorhandenen Triangulation des
Knotensatzes ausgehen. Der Einussbereih eines Knotens hat dann die in Bild 4.20d bei-
spielhaft illustrierte Geometrie. Die Konstruktion geeigneter Fensterfunktionen ist auf der
a) b) ) d)
Bild 4.20: Vershiedene Formen der Einussbereihe !
i
im R
2
: a) linearer FE-Ansatz, b) und ) ge-
w

ohnlihe MLS-Tehnik, d) ein an die Integrationszellen angepasster Einussbereih
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Grundlage von R-Funktionen (Rvahev, 1982, Shapiro, 1991) m

oglih. Das resultierende
Diskretisierungsverfahren kann als eine Verbindung zwishen der

ublihen MLS-Tehnik
und der Finite-Elemente-Methode angesehen werden.
Dieses Verfahren und die mit der Umsetzung verbundenen Implementierungsaspekte
sowie seine numerishen Eigenshaften untersuht Palnau (2007) eingehender. Die nume-
rishen Experimente am eindimensionalen Pathtest zeigen vielversprehende Resultate.
Insbesondere wird eine deutlih geringere Anzahl der Gau-Punkte ben

otigt als bei ei-
ner gew

ohnlihen MLS-Diskretisierung, um den eindimensionalen Pathtest numerish
genau zu erf

ullen. Bei zweidimensionalen Rehnungen werden dagegen Integrationsfehler
dokumentiert, deren Gr

oenordnung mit den bei gew

ohnlihen MLS-Verfahren auftreten-
den Fehlern

ubereinstimmt. Das Ergebnis

uberrasht insofern niht, als das misalignment
bei den vorangegangenen Untersuhungen niht als die dominierende Quelle f

ur die Inte-
grationsfehler best

atigt werden konnte. Durh die Anpassung der Einussgebiete an die
Integrationsgrenzen wird zwar das misalignment vollst

andig beseitigt, die basierend auf
polygonal begrenzten Fensterfunktionen berehneten MLS-Ansatzfunktionen bzw. ihre
Ableitungen k

onnen jedoh komplexer sein als die

ublihen MLS-Ans

atze.
Die G

ute der approximierten L

osungen stimmt in etwa mit den Ergebnissen entspre-
hender MLS-Rehnungen mit

ublihen Fensterfunktionen

uberein. Palnau unterstreiht
aber, dass der zur Auswertung der Ansatzfunktionen und ihrer Ableitungen ben

otigte
Rehenaufwand sehr hoh ist, was durh die Komplexit

at der durh Polygone begrenzten
Fensterfunktionen bedingt ist. Die positiven Eigenshaften, wie die reht einfahe Bestim-
mung der Konnektivit

atsbeziehungen, k

onnen diesen Nahteil niht aufwiegen.
Es sei angemerkt, dass die gem

a (4.22) eingef

uhrten Fensterfunktionen ihr Maximum
im Allgemeinen niht

uber der jeweiligen St

utzstelle besitzen. Dies l

asst sih z. B. durh
die Multiplikation der Fensterfunktionen w
i
(x) mit Exponentialfunktionen exp(a
i
x) mit
den aus der Bedingung
w
i;x
(x
i
) = 0
bestimmten Parametern a
i
beheben. Diese Modikation sheint jedoh unn

otig zu sein.
Die damit erzielten Approximationsergebnisse zeihnen sih niht durh nennenswert h

o-
here Genauigkeiten aus. Das trit auh auf zweidimensionale Rehnungen zu.
Inwiefern die Idee f

ur zuk

unftige Untersuhungen n

utzlih sein kann, ist zum jetzigen
Zeitpunkt niht klar. In der vorliegenden Arbeit werden wir sie niht weiter verfolgen.
4.3 Zur EÆzienz der entwikelten Programme
Wir shlieen die numerishen Studien im Rahmen der linearen Elastostatik mit einer
Betrahtung der ben

otigten CPU-Zeiten ab. Hierf

ur greifen wir exemplarish die Rand-
wertaufgabe f

ur die gelohte Sheibe auf und messen neben der Gesamtlaufzeit eines
Programms auh die von einzelnen Programmteilen beanspruhten CPU-Zeiten. Dabei
beshr

anken wir uns auf die Untersuhung der MLS-Tehnik unter Verwendung der Ram-
penfunktion zur Erf

ullung kinematisher Randbedingungen. Der f

ur andere implementier-
te MLS-Varianten erforderlihe Aufwand ist von gleiher Gr

oenordnung.
Auerdem nutzen wir dieses Unterkapitel, um einen quantitativen EÆzienzvergleih
zwishen der MLS- und der FE-Methode durhzuf

uhren. Es wurde bereits erw

ahnt, dass
die hier benutzte FE-Implementierung durh Anpassungen des entwikelten MLS-Codes
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entstand. Die Untershiede in der Programmstruktur bestehen imWesentlihen in der Ver-
wendung vershiedener Unterprogramme zur Berehnung der Ansatzfunktionen und ihrer
Ableitungen. Des weiteren enth

alt das FE-Programm keine MLS-spezishen Routinen
wie die Unterprogramme zur Bestimmung der Gr

oe der Einussbereihe und zur Ermitt-
lung der Konnektivit

atsbeziehungen. Der ansonsten gleihe Aufbau beider Programme
erm

ogliht eine sinnvolle Gegen

uberstellung der beiden Diskretisierungstehniken bez

ug-
lih ihrer EÆzienz.
Wir verwenden f

ur alle MLS-Rehnungen den

Uberdekungsparameter 
r
= 2. Die
Assemblierung der Steigkeitsmatrix basiert auf der Gau-Quadratur mit 13 St

utzstellen
in jedem Dreiek der Knotentriangulation. Zur Berehnung der KoeÆzienten der FEM-
Steigkeitsmatrix ist ein Gau-Punkt je Dreiek bei linearem Vershiebungsansatz aus-
reihend. In beiden Programmen wird der Beitrag der Randspannungen zum Lastvektor
durh Quadratur mit vier Gau-Punkten je Randsegment erfasst. Die Auswertung der
Fehlernormen (4.1) und (4.2) geshieht in beiden F

allen durh die Integration mit 13
Gau-Punkten je Dreiek.
Wir gehen stets von einer bereits vorhandenen St

utzstellenverteilung und der zuge-
ordneten Triangulation aus. Die angegebenen Gesamtrehenzeiten enthalten folglih niht
die f

ur die Erzeugung dieser r

aumlihen Diskretisierung ben

otigten CPU-Zeiten. Alle Be-
rehnungen werden auf einem Notebook mit einem Intel(R) Core(TM)2 T7600-Prozessor,
Taktrate 2.33 GHz und 1GB Hauptspeiher durhgef

uhrt. Die in Fortran90 geshriebe-
nen und mit dem gfortran-Compiler

ubersetzten Programme laufen sequenziell ab, so dass
immer nur
"
eine der beiden Prozessorh

alften\ belastet wird.
Tabelle 12: Die f

ur die Berehnung des approximierten Gleihgewihtszustandes der Sheibe mit Loh
ben

otigten Rehenzeiten in Sekunden. Prozessor: Intel(R) Core(TM)2 T7600, Taktrate 2.33 GHz, Be-
triebssystem: Linux Kernel 2.6.18
CPU-Zeit/Sekunde
N = 5000 N = 20000
MLS FEM MLS FEM
Konstruktion der

Uberdekung 0.00 | 0.00 |
Bestimmung der Konnektivit

at 0.22 | 3.82 |
Assemblierung der Steigkeitsmatrix 9.28 0.03 104.35 0.11
Assemblierung des Lastvektors 0.01 0.00 0.07 0.00
L

osung des linearen Gleihungssystems 6.80 0.12 153.67 0.85
Berehnung der Fehler 6.52 0.23 94.69 0.93
Gesamtzeit 22.85 0.38 356.60 1.89
Tabelle 12 fasst die f

ur Rehnungen mit N = 5000 und N = 20000 Knoten ben

otig-
ten CPU-Zeiten in Sekunden zusammen. Der Einsatz der in Kapitel 2.2 vorgeshlagenen
Strategie zur Bestimmung einer hinreihenden

Uberdekung f

uhrt erst bei Diskretisierun-
gen mit mehr als 10000 Knoten zu messbaren CPU-Zeiten. Bei 20000 St

utzstellen wird
eine hinreihende

Uberdekung bei unregelm

aiger St

utzstellenverteilung, vgl. Bild 4.4, in
0.004 Sekunden erzeugt. Die Konnektivit

atsbeziehungen (Kapitel 2.4.4) werden bei 5000
97
Knoten in a. 0.2 Sekunden und bei 20000 in a. 4 Sekunden ermittelt. Der Zeitbedarf
steigt also

uberproportional mit wahsender St

utzstellenzahl an. Diese CPU-Zeiten sind
dennoh im Hinblik auf die Gesamtrehenzeiten niht nennenswert.
Erwartungsgem

a stellt die Assemblierung der Steigkeitsmatrix einen der zeitrau-
benden Teile der MLS-Rehnung dar. W

ahrend die FE-Steigkeitsmatrix auh bei 20000
St

utzstellen in deutlih unter einer Sekunde assembliert wird, ben

otigt das MLS-Programm
f

ur diese Aufgabe bei gleiher St

utzstellenzahl trotz vorher ermittelter Konnektivit

at fast
2 Minuten.
Um die Bedeutung der in dieser Arbeit vorgeshlagenen Ermittlung der Konnektivit

at
bei einer MLS-Diskretisierung zu quantizieren, wurde eine Vergleihsrehnung mit 5000
Knoten ohne vorherige Bestimmung der Konnektivit

at durhgef

uhrt. Bei der Berehnung
der MLS-Ansatzfunktionen und ihrer Ableitungen (Tabelle 1) und bei der Assemblie-
rung der Steigkeitsmatrix (Tabelle 5) liefen die entsprehenden Shleifen jeweils

uber
alle St

utzstellen. F

ur die Assemblierung der Steigkeitsmatrix wurden in diesem Fall a.
86 Sekunden ben

otigt. Unter Verwendung des in Kapitel 2.4.4 vorgeshlagenen Algorith-
mus und der dort beshriebenen Anpassungen der Unterprogramme zur Bestimmung der
Ansatzfunktionen und der Steigkeitsmatrix wird der Zeitaufwand auf a. 9 Sekunden
| also fast um den Faktor 10 reduziert, vgl. Tabelle 12. Der EÆzienzvorteil wird mit
steigender St

utzstellenzahl noh deutlih gr

oer.
Zur L

osung linearer Gleihungssysteme wird das externe Unterprogramm MA27 ver-
wendet. Die sehr untershiedlihen Zeiten bei der L

osung des FE-Gleihungssystems und
des MLS-Gleihungssystems bei derselben St

utzstellenzahl kommen durh eine st

arkere

Uberdekung des Grundgebietes und damit eine h

ohere Anzahl der von Null vershiede-
nen KoeÆzienten in der Steigkeitsmatrix der MLS-Rehnung zu Stande. So enth

alt die
FE-Steigkeitsmatrix bei der Rehnung mit 5000 Knoten 72330 von Null vershiedene
KoeÆzienten. Bei entsprehender MLS-Rehnung sind es 598108.
Einen direkten Vergleih des f

ur die numerishe Auswertung der MLS- und FE-Ansatz-
funktionen und ihrer Ableitungen ben

otigten Zeitaufwandes bieten die bei der Berehnung
der Fehlernormen gemessenen CPU-Zeiten. Da wir in beiden F

allen zur Approximation
der Gebietsintegrale mit 13 Gau-Punkten je Dreiek rehnen, ist die Anzahl der Funk-
tionsauswertungen f

ur beide Programme bei derselben r

aumlihen Diskretisierung gleih.
Bei 20000 St

utzstellen beanspruht das MLS-Programm f

ur die Fehlerberehnung das
100-fahe des entsprehenden FE-Aufwandes.
Die resultierenden Gesamtrehenzeiten mahen klar, dass bei Verwendung der MLS-
Diskretisierung von einem

uber 100-fahen Aufwand verglihen mit einer entsprehenden
FE-Rehnung auszugehen ist (jedenfalls bei der hier betrahteten Gr

oenordnung der
St

utzstellen). Vorangegangene Untersuhungen haben jedoh die auh aus der Litera-
tur bekannten Genauigkeitsvorteile des MLS-Verfahrens gegen

uber der FE-Methode bei
Verwendung derselben Knotenverteilung belegt. Wir stellen uns nun die Frage, ob diese
Genauigkeitsvorteile eine eÆzientere Behandlung von Problemen der linearen Elastostatik
als mit Hilfe der Finite-Elemente-Methode m

oglih mahen.
Hierf

ur tragen wir die aus mehreren FE- und MLS-Rehnungen gewonnenen Ergebnisse
(Fehlernormen)

uber der f

ur die jeweilige Rehnung ben

otigten CPU-Zeit auf (Bild 4.21).
Bei gleiher Programmlaufzeit liefert die FE-Diskretisierung stets den kleineren Feh-
ler in der Vershiebungsnorm. Die h

ohere Konvergenzrate des MLS-Verfahrens f

uhrt zu-
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Bild 4.21: Ein EÆzienzvergleih der FE-Methode und des MLS-Verfahrens. Die bei einzelnen Rehnun-
gen verwendeten St

utzstellenzahlen enth

alt die unten stehende Tabelle.
verwendete St

utzstellenzahlen
FEM 2  10
3
3:2  10
3
5  10
3
10
4
2  10
4
4  10
4
10
5
2  10
5
MLS 10
2
2  10
2
5  10
2
10
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2  10
3
3:2  10
3
5  10
3
10
4
n

ahst dazu, dass bei einer Rehenzeit von etwa 5 Sekunden mit beiden Methoden gleihe
Genauigkeiten in den Vershiebungen erreiht werden. Der zunehmende Einuss des Inte-
grationsfehlers bei MLS-Rehnungen l

asst die Vorteile der FE-Methode wieder deutliher
werden. Auf Grund seiner h

oheren Konvergenzrate erzielt das MLS-Verfahren mit steigen-
der Rehenzeit genauere Ergebnisse in der Energienorm. Doh auh hier maht sih der
Integrationsfehler in Form einer abahenden MLS-Kurve bemerkbar. Nat

urlih k

onnte
der Integrationsfehler durh eine h

ohere Zahl der Integrationsst

utzstellen unterdr

ukt wer-
den. Mit steigender Anzahl der Integrationsst

utzstellen wird jedoh auh die Rehenzeit
deutlih zunehmen, so dass das Abahen der MLS-Kurven in Bild 4.21 unvermeidlih zu
sein sheint.
Gehen wir bei der Berehnung des FE-Fehlers in der Energienorm an Stelle von kon-
stanten Spannungszust

anden in jedem Dreiek von linear interpolierten Spannungen aus,
so erweist sih die FE-Approximation als deutlih eÆzienter. Zur Interpolation der Span-
nungen wurden die Ansatzfunktionen f

ur die Vershiebungen verwendet, nahdem f

ur
jeden Knoten ein Spannungszustand als Mittelwert der Spannungszust

ande der angren-
zenden Dreieke ermittelt wurde. Diese Nahbereitung der FE-Ergebnisse maht sih in
den Gesamtrehenzeiten niht bemerkbar.
Die hier exemplarish ermittelten Rehenzeiten dienen in erster Linie der Orientierung,
legen aber den Shluss nahe, dass der Einsatz des MLS-Verfahrens in seinem derzeitigen
Entwiklungsstand f

ur Probleme der ebenen, linearen Elastostatik keine konkurrenzf

a-
hige Alternative zur Finite-Elemente-Methode darstellt. Diese Aussage ist allerdings zu
relativieren, wenn wir bedenken, dass f

ur die FE-Rehnungen wesentlih feinere St

utzstel-
lenverteilungen verwendet wurden. Das Einbeziehen der zur Erzeugung der St

utzstellen-
verteilung erforderlihen Rehenzeiten in die Gesamtrehenzeit w

urde sih positiv auf die
Beurteilung der EÆzienz der MLS-Diskretisierung auswirken.
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Wir beenden dieses Kapitel mit der Bemerkung, dass die Verwendung einer Triangula-
tion innerhalb einer
"
netzfreien\ Diskretisierungstehnik die EÆzienz des Verfahrens niht
beeintr

ahtigt. So ben

otigt das hier verwendete Programm Triangle f

ur die Konstruktion
der Delaunay-Triangulation von 20000 Knoten etwa 0.1 Sekunden. Das Unterprogramm,
das das in C geshriebene Programm Triangle in die Fortran90 -Implementierung ein-
bettet, stellt nah a. 0.4 Sekunden die Triangulationsstruktur zur Verf

ugung. Unter Be-
r

uksihtigung der Gesamtrehenzeit von deutlih

uber 300 Sekunden, vgl. Tabelle 12,
kann der Triangulationsaufwand g

anzlih auer Aht gelassen werden. Damit sheint die
Entwiklung
"
wirklih netzfreier\ Verfahren jedenfalls f

ur zweidimensionale Berehnungen
unn

otig zu sein. Inwiefern diese Aussage auh f

ur dreidimensionale Rehnungen g

ultig ist,
k

onnen wir auf Grund fehlender Erfahrung niht beurteilen.
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5 Sherbandanalyse inkrementell nihtlinearer Kon-
tinua
Wir wenden uns in diesem Kapitel der Frage zu, ob MLS-Ans

atze ein geeignetes Mittel zur
numerishen Analyse materieller Instabilit

aten in elasto-plastishen K

orpern bei endlihen
Verzerrungen darstellen.
In Unterabshnitt 5.1 stellen wir die ben

otigten theoretishen Grundlagen referierend
zusammen, wobei wir im Wesentlihen den

Ubersihtsarbeiten Petryk (1999, 1997) und
Thermann (1999) folgen. Als Materialmodell w

ahlen wir die J
2
orner theory von Chri-
stoersen und Huthinson (1979), da sih daf

ur eine Reihe analytisher Aussagen, die f

ur
die Beurteilung der numerishen Ergebnisse n

utzlih sind, herleiten lassen. Die Arbeiten
von H. Petryk, auf denen sowohl die Theorie als auh das numerishe Verfahren beruhen,
sind hier nur stark verk

urzt und in dem Umfang zitiert, wie es zum Verst

andnis der nume-
rishen Analysen erforderlih shien. Insbesondere sind alle thermodynamishen Aspekte
und allgemeinere kongurationsabh

angige Belastungen in Petryks Methodik in unserer
Darstellung unber

uksihtigt geblieben.
Kapitel 5.2 enth

alt die Ergebnisse der Simulationsrehnungen. Zur Validierung des an
die neuen Fragestellungen angepassten Programmodes der linearen Elastostatik werden
zun

ahst St

arken und Shw

ahen der FE-Diskretisierung best

atigt. Alle weiteren nume-
rishen Untersuhungen beziehen sih auf das MLS-Verfahren, f

ur das die Auswirkungen
der Integrationsgenauigkeit, der Gr

oe der Einussgebiete und der Knotenverteilungen
auf den Bifurkationszeitpunkt und die zugeh

origen Felder studiert werden.
5.1 Theoretishe Grundlagen
Konstitutive Annahmen
Wir betrahten quasistatishe, isotherme Deformationsprozesse und zeitunabh

angigesWerk-
stoverhalten. Die konstitutiven Ratengleihungen haben dann die Form
_
S(
_
F;G) = C(
_
F;G)
_
F; C 

_
S

_
F
(5.1)
mit F als Deformationsgradient und S als 1. Piola-Kirhho Spannungstensor, der mit
der Cauhy-Spannung  und der Kirhho-Spannung  gem

a
SF
T
= det(F) =  (5.2)
verkn

upft ist. Ein

ubergesetzter Punkt kennzeihnet die Ableitung nah einem mit der
Zeit monoton anwahsenden Parameter t (materielle Zeitableitung) und G symbolisiert die
Abh

angigkeit der Spannungsrate vom materiellen Zustand, d. h. der aktuellen Verzerrung
und der vorangegangenen inelastishen Deformationsgeshihte. Der Modultensor C ist
eine positiv homogene Funktion vom Grade Null in
_
F, so dass die inkrementelle Steigkeit
C zwar niht von der Gr

oe, jedoh von der Rihtung der Ratenvariablen
_
F abh

angig sein
kann.
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Abgesehen davon, dass C(
_
F) als st

ukweise stetige Funktion vorausgesetzt wird, ist
diese Abh

angigkeit keinen weiteren Einshr

ankungen unterworfen und kann insbesonde-
re auh nihtlinear sein. Dies begr

undet die Kennzeihnung der betrahteten Werkstoe
als inkrementell nihtlinear. Die

uber die Bilinearit

at des klassishen elasto-plastishen
K

orpers (mit zwei konstitutiven Bereihen f

ur elastishe Entlastung und plastishes Flie-
en) hinausgehende inkrementelle Nihtlinearit

at erweist sih f

ur die zu behandelnden
Stabilit

atsprobleme als bedeutsam.
Eine zweite wesentlihe Annahme betrit die postulierte Hauptsymmetrie des Modul-
tensors
C = C
T
() C
ijkl
= C
klij
; (5.3)
d. h. es wird die Existenz eines konstitutiven Potentials U(
_
F) angenommen, aus dem
_
S =
U

_
F
; C =

2
U

_
F
_
F
; U =
1
2
_
S 
_
F (5.4)
folgt (Hill, 1959, 1978).
W

ahrend der bisher beshriebene konstitutive Rahmen f

ur theoretishe Er

orterungen
ausreiht, bedarf es f

ur numerishe Anwendungen noh einer Spezizierung des Material-
gesetzes. Wir verwenden in dieser Arbeit eine Version f

ur endlihe Verzerrungen der J
2
orner theory von Christoersen und Huthinson (1979) in einer Implementierung von H.
Petryk und K. Thermann, die bereits in fr

uheren Untersuhungen (Petryk und Thermann,
1992, 1996, 2002) eingesetzt wurde. In dieser Theorie wird zun

ahst ein konstitutives Po-
tential 	(
r
 ;G) als Funktion der Jaumann Ableitung
r
 der Kirhho-Spannung formuliert.
Die Eulershe Verzerrungsgeshwindigkeit D ergibt sih daraus gem

a
D =
	(
r
 )

r

; 	(
r
 ) =
1
2
r
  (M
e
+ f()M
p
)
r
 ; os() =

0
M
p
r

0
r
 

0
M
p

0
 
r

0
M
p
r

0

;
(5.5)
wobei M
e
und M
p
symmetrishe, positiv denite Tensoren vierter Stufe sind. M
e
ist
die isotrope, elastishe und M
p
die plastishe Nahgiebigkeit. M
p
wird so gew

ahlt, dass
M
e
+M
p
der Nahgiebigkeitstensor der hyperelastishen J
2
Deformationstheorie ist. 
0
ist der Deviator der Kirhho Spannung und f() eine

Ubergangsfunktion, die von 1 im
Kegelbereih vollst

andiger Belastung (0    
0
) stetig dierenzierbar auf 0 im Be-
reih der elastishen Entlastung 

    abf

allt (Bild 5.1). F

ur f() verwenden wir die

Ubergangsfunktion gem

a Formel (2.46) mitm = 3 aus der Arbeit von Christoersen und
Huthinson (1979). Ihr Verlauf ist in Bild 5.1b dargestellt. Neben der Anfangsiespan-
nung 
0
, dem Elastizit

atsmodul E und der Querkontraktionszahl  legen der

Onungs-
winkel 
max

der Flieeke im Spannungsraum und der Verfestigungsexponent N eines
Potenzverfestigungsgesetzes
15
das Materialverhalten vollst

andig fest. Die Kegelwinkel 

und 
0
in Bild 5.1 w

ahlen wir zu
tan(

) =
p
N tan(
max

)

0
= 0:5  (

  =2):
15
Wir bleiben bei der Bezeihnung N f

ur den Verfestigungsexponenten, die auh in allen fr

uheren Ar-
beiten benutzt wurde, da Verwehslungen mit der ebenso bezeihneten Knotenzahl einer Diskretisierung
niht zu bef

urhten sind.
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Bild 5.1: a) Belastungs- und Entlastungskegel im deviatorishen Raum der Spannungsraten f

ur die J
2
orner theory von Christoersen und Huthinson (1979) und b) der Verlauf der

Ubergangsfunktion f()
Bez

uglih weiterer Einzelheiten sei auf die zitierte Originalarbeit und Tvergaard et al.
(1981) verwiesen. Eine ausf

uhrlihe Darstellung der erforderlihen Umformungen von (5.5)
in die Form (5.4) mit Hilfe von Hills (1978) Transformationsregeln ndet man bei Lulla
(2002).
Ratenform der Feldgleihungen und Variationsformulierung
F

ur die jetzt betrahteten endlihen Deformationen ist die Untersheidung zwishen der
Referenzkonguration und der aktuellen Konguration, auf die wir im Rahmen der linea-
ren Elastizit

atstheorie innitesimal kleiner Vershiebungen verzihten konnten, wesent-
lih. Wie

ublih verwenden wir X = X
i
e
i
zur Identizierung der K

orperpunkte in der
Referenzkonguration 
 und x(X; t) = x
i
(X; t) e
i
zur Kennzeihnung ihrer Position in
der aktuellen Lage. e
1
; e
2
; e
3
ist die kartesishe Basis. In der Referenzkonguration sei
der K

orper durh nominelle Volumenkr

afte b(X; t) und auf dem Teil 

t
der Ober

ahe
durh nominelle Spannungen t(X; t) belastet. Auf dem komplement

aren Teil der Ober

a-
he 

u
seien die Vershiebungen

u(X; t) vorgegeben. N bezeihnet den Normalenvektor
auf 
.
Die materialunabh

angigen Feldgleihungen lauten dann (vgl. z. B. Gurtin (1972), S.
55)
DivS+ b = 0 in 

u =

u auf 

u
SN = t auf 

t
:
(5.6)
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Nah materieller Zeitableitung und Erg

anzung durh die konstitutive Gleihung (5.4)
folgen die Feldgleihungen in Ratenform
_
F = rv in 

_
S = C(
_
F)
_
F in 

Div
_
S +
_
b = 0 in 

v =

v auf 

u
_
SN =
_
t auf 

t
;
(5.7)
wobei v das Geshwindigkeitsfeld bezeihnet und Gradient und Divergenz jetzt bez

uglih
der Koordinaten in der Referenzkonguration zu bilden sind:
v(X; t) = _x(X; t); (rv)
ij
=
v
i
X
j
; (DivS)
j
=
S
ij
X
i
:
Vergleiht man (5.7) mit (2.62), so ist es auf Grund der strukturellen

Ahnlihkeit der
Feldgleihungen und der postulierten Symmetrie des Modultensors C = C
T
niht

uberra-
shend, dass auh f

ur (5.7) eine Variationsformulierung existiert. Mit dem Geshwindig-
keitsfunktional
J(v) =
Z


U(rv) dV  
Z


_
b  v dV  
Z


t
_
t  v dS (5.8)
erh

alt man Hills (1959) Variationsprinzip
ÆJ(v) = 0 f

ur alle v mit v =

v auf 

u
: (5.9)
Der entsheidende Untershied zur linearen Elastizit

atstheorie besteht darin, dass das
konstitutive Potential (5.4)
U(rv) =
1
2
rv C(rv)rv (5.10)
jetzt niht mehr eine quadratishe Funktion des Geshwindigkeitsgradienten darstellt, son-
dern wegen der expliziten Abh

angigkeit des Modultensors von rv eine im Allgemeinen
niht konvexe Funktion ist. Damit ist auh die Eindeutigkeit der L

osung des Randwert-
problems (5.7) oder des Variationsproblems (5.9) niht mehr automatish sihergestellt
und es stellt sih die Frage, mit welhem Geshwindigkeitsfeld der Deformationsprozess
fortzusetzen ist, wenn es mehrere mathematish korrekte und gleihberehtigte Alterna-
tivl

osungen der Feldgleihungen gibt.
Petryks Energiekriterium f

ur die Stabilit

at eines Deformationspfades
Einen Ausweg in dieser Situation bietet das Energiekriterium f

ur die Stabilit

at eines De-
formationsprozesses. Es pr

azisiert die intuitive ingenieurm

aige Hypothese, dass ein realer
Deformationsprozess eine Tendenz zeigen wird, den Energiebedarf zu minimieren (Petryk,
1982, 1985):
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In einem stabilen quasi-statishen Deformationsprozess des zeitunabh

angigen
Werkstos (5.4) wird das mit einer Genauigkeit von zweiter Ordnung bereh-
nete Energieinkrement auf der Menge der kinematish zul

assigen Deformati-
onsinkremente minimiert, d. h.
E
0
 E: (5.11)
Die Berehnung der Energieinkremente f

uhrt auf die

aquivalente Bedingung
J(rv
0
)  J(rv) f

ur alle v mit v =

v auf 

u
; (5.12)
die die Beziehung zu dem oben eingef

uhrten Geshwindigkeitsfunktional und Hills Bifur-
kationstheorie herstellt (Petryk, 1985). Dass (5.12) eine notwendige Bedingung f

ur einen
stabilen Deformationsprozess v
0
darstellt, hat Petryk (1991) begr

undet. Dieses Minimal-
prinzip ist auh die Basis der numerishen Methode, die wir gleih besprehen. Zuvor
zitieren wir wihtige theoretishe Folgerungen aus dem Energiekriterium f

ur homogene
Deformationsprozesse.
Stabilit

at eines homogenen Deformationsprozesses
F

ur einen homogenen Deformationsprozess F
0
mit b = 0; 

u
= 
 impliziert das Ener-
giekriterium (5.12) als lokale Bedingungen (Petryk, 1992) f

ur die Stabilit

at der Gleihge-
wihtslage
U(g
 n)  0 f

ur alle g;n (5.13)
und f

ur die Stabilit

at des Deformationsprozesses (Legendre-Hadamard Bedingung)
(g
 n) C(rv
0
) (g
 n)  0 f

ur alle g;n: (5.14)
Wird (5.13) verletzt, so ist die Minimierungsaufgabe (5.12) niht mehr l

osbar, da das Ge-
shwindigkeitsfunktional unbeshr

ankt abnimmt. Ist die Legendre-Hadamard oder semi-
starke Elliptizit

atsbedingung niht mehr erf

ullt, so ist eine Verzweigung des Prozesses
und Lokalisierung der Deformation in Form von B

andern m

oglih. Wir verwenden hierf

ur
die Bezeihnung Sherb

ander, auh wenn von einer Sherrihtung g orthogonal zur Ban-
drihtung n streng genommen nur bei inkompressiblen Werkstoen gesprohen werden
kann.
Wegen
U(g
 n) = (g
 n) C(g
 n) (g
 n)
untersheiden sih die beiden notwendigen Stabilit

atsbedingungen nur im Argument des
Modultensors C. F

ur den klassishen elasto-plastishenWerksto, bei dem der Belastungs-
kegel in einen Halbraum entartet, sind sie identish, so dass der Elliptizit

atsverlust mit
dem Verlust der Stabilit

at der Gleihgewihtslage einhergeht. Bei den hier betrahteten
allgemeineren, inkrementell nihtlinearen Werkstoen muss das niht der Fall sein. Wir
betrahten im Folgenden Parameter der J
2
orner theory, f

ur die zum kritishen Zeitpunkt
t

des Elliptizit

atsverlusts die Stabilit

atsbedingung (5.13) noh erf

ullt ist.
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Bild 5.2: Shematishe Darstellung der Verzerrungsgeshwindigkeiten zum Bifurkationszeitpunkt t

Petryk (1997) hat gezeigt, dass sih zu diesem Zeitpunkt t

in einem unendlih aus-
gedehnten Kontinuum eine beliebig fein geshihtete Bandstruktur ausbildet. In jedem
Band nimmt die Eulershe Verzerrungsgeshwindigkeit abwehselnd den konstanten Wert
D
+
= D
0
+ g
+
D

oder D
 
= D
0
+ g
 
D

an.D
0
ist die Eulershe Verzerrungsgeshwindigkeit der homogenen Verzerrung, ()

kenn-
zeihnet Gr

oen zum Zeitpunkt t

und
D

=
1
2
(g


 n

+ n


 g

):
Die Skalare g
+
und g
 
werden so gew

ahlt, dass D
+
und D
 
auf dem Rand des Kegels der
vollst

andigen Belastung liegen (Bild 5.2). Obwohl Breite, Anzahl und r

aumlihe Anord-
nung der B

ander unbestimmt bleiben, hat der Volumenanteil 

der Lokalisierungszone
D
+
den eindeutig bestimmten Wert


=
ot
+
  ot

ot
+
+ ot
 
; (5.15)
der von der Wahl eines inneren Produktes im D-Raum unabh

angig ist.
Minimierung der inkrementellen Energie f

ur das diskretisierte Ratenproblem
Grundlage der numerishen Methode zur L

osung des diskretisierten Ratenproblems ist das
Minimalprinzip (5.12) f

ur das Geshwindigkeitsfunktional (5.8) (Petryk und Thermann,
1992). Es seien 

(X) wahlweise modizierte Ansatzfunktionen des MLS-Verfahrens oder
der FE-Methode, die auf dem Rand 

u
vershwinden, und
^
v(X) eine beliebige, den
kinematishen Randbedingungen gen

ugende Funktion:
(X) = 0 f

ur X 2 

u
^
v(X) =

v(X) f

ur X 2 

u
:
Das Geshwindigkeitsfeld approximieren wir mit M freien Parametern q
1
; : : : ; q
M
durh
den Ansatz
v
h
(X) =
M
X
=1


(X) q

+
^
v(X); (5.16)
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so dass das diskretisierte Ratenproblem in der Bestimmung der zun

ahst unbekannten
Freiwerte q

;  = 1; : : : ;M besteht. Da das Ratenproblem bei bekanntem Zustand zu
einem festen Zeitpunkt gel

ost wird, haben wir die Abh

angigkeit von dem zeit

ahnlihen
Parameter t in den obigen Gleihungen unterdr

ukt.
Das Geshwindigkeitsfunktional (5.8)
J(q) =
Z


U(rv
h
(q)) dV  
Z


_
b  v
h
(q) dV  
Z


t
_
t  v
h
(q) dS (5.17)
wird damit zu einer nihtlinearen Funktion der Variablen q
1
; : : : ; q
M
, die wir symbolish
in q zusammenfassen. Auf Grund der Homogenit

at des konstitutiven Potentials folgen
Gradient und Hesse-Matrix im Punkte q zu
k

(q) =
J(q)
q

=
Z


_
S(rv
h
(q)) r

dV  
Z


_
b 

dV  
Z


t
_
t 

dS
K

(q) =

2
J(q)
q

q

=
Z


r

C(rv
h
(q))r

dV; ;  = 1; : : : ;M:
(5.18)
Zur Bestimmung des Minimums von J(q) benutzen wir eine trust region Methode, die die
Vorteile der quadratishen Konvergenz des Newton-Verfahrens in der N

ahe des Minimums
erh

alt und global konvergent ist. Die Grundidee besteht dabei darin, die nihtlineare Funk-
tion J(q) auf einer Kugel vom Radius r
k
um den aktuellen Punkt q
k
, das Vertrauensgebiet,
durh eine nah dem zweiten Glied abgebrohene Taylor-Reihe zu approximieren:
J(q
k
+ Æ)  f
k
(Æ) = J(q
k
) + k(q
k
)  Æ +
1
2
Æ K(q
k
) Æ; jÆj  r
k
:
Die Kugel
"
atmet\ , d. h. ihr Radius w

ahst oder shrumpft mit dem Grad der

Uberein-
stimmung zwishen der aktuellen Reduktion des Funktionswertes J(q
k
) J(q
k
+ Æ
k
) und
der f

ur das quadratishe Modell vorhergesagten Reduktion f
k
(Æ
k
), wobei Æ
k
die L

osung
des Teilproblems
min f
k
(Æ) unter der Nebenbedingung jÆj  r
k
ist. Wir benutzen eine Implementierung von Gay (1983), dessen Programmode von K.
Thermann an groe, shwah besetzte Hesse-Matrizen angepasst wurde. Bez

uglih weiterer
Einzelheiten sei auf Flether (1987), Gay (1981) und More und Sorensen (1983) sowie die
dort angegebene Literatur verwiesen.
5.2 Numerishe Ergebnisse
5.2.1 Problemstellung, r

aumlihe Diskretisierung, algorithmishe Details
Problemstellung. Den folgenden Rehnungen liegen die konstitutiven Gleihungen
(5.4), spezialisiert auf die J
2
orner theory mit den Materialparametern
E = 500 
0
;  = 0:3; N = 0:1; 
max

= 126:2
Æ
; (5.19)
107
zu Grunde. Ausgehend vom nat

urlihen (spannungsfreien) Zustand zum Zeitpunkt t = 0
soll der betrahtete K

orper unter der Annahme des ebenen Verzerrungszustandes eine
isotherme, quasi-statish voranshreitende Deformation erfahren. Als Spezialfall einer sol-
hen Deformation w

ahlen wir den isohoren Stauhprozess mit
t =
L  l
L
= 1  l=L
als zeit

ahnlihem Parameter. Hierbei sind L und l L

angen der gleihen materiellen Faser
parallel zur Stauhrihtung in der spannungsfreien bzw. aktuellen Konguration. Der De-
formationsgradient der homogenen, quasi-statishen Bewegung, dessen Stabilit

at in Frage
steht, ist dann

F =
2
4
1  t 0 0
0 (1  t)
 1
0 0 1
3
5
; (5.20)
wenn die Stauhrihtung parallel zur e
1
-Ahse (horizontal in den nahfolgenden Bildern)
einer kartesishen Basis verl

auft. Wir beshr

anken uns auf kinematish kontrollierte Pro-
zesse, so dass die Vershiebung der materiellen Punkte auf dem gesamten Rand der Probe
durh

u = (

F  I)X; X 2 
 (5.21)
vorgeshrieben ist.
Die kritishen Gr

oen ergeben sih f

ur diese Materialdaten und den betrahteten De-
formationsprozess durh Auswerten von (5.14) und (5.15) zu
Zeitpunkt des Elliptizit

atsverlusts t

= 0:2744
Winkel zwishen Band und Zugahse '

n
= 36:00
Æ
Volumenanteil der Lokalisierungszone 

= 0:2000
(5.22)
R

aumlihe Diskretisierung. Die Form des Grundgebietes in der spannungsfreien Kon-
guration ist f

ur den kritishen Zeitpunkt t

, zu dem der Prozess (5.20) instabil wird, f

ur
das Kontinuum belanglos, niht aber f

ur das diskretisierte Problem. Wegen der endlihen
Anzahl von Freiheitsgraden spielt der Randeinuss dann auh eine Rolle. Um diesen Ein-
uss zu minimieren, w

ahlen wir das Grundgebiet so, dass es zum Bifurkationszeitpunkt
des Kontinuums kreisf

ormig ist. Beshreibt x(t

) die Koordinaten eines Punktes, der sih
in der spannungsfreien Ausgangslage an der Position X befand, so erhalten wir bei einer
homogenen Deformation aus
X =

F
 1
(t
?
)x(t
?
)
die Koordinaten x(t) zu einem beliebigen Zeitpunkt t
x(t) =

F(t)X =

F(t)

F
 1
(t
?
)x(t
?
): (5.23)
Im Spezialfall der isohoren Stauhung (5.20) ergibt dies
x
1
(t) =
1  t
1  t

x
1
(t

); x
2
(t) =
1  t

1  t
x
2
(t

); x
3
(t) = x
3
(t

):
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N = 724 N = 2125
Bild 5.3: Diskretisierung eines zum theoretishen Bifurkationszeitpunkt t

kreisf

ormigen Grundgebietes
durh 742 bzw. 2125 Knoten und zugeh

orige Triangulationen
Die geometrishe Diskretisierung erfolgt mit Hilfe des in Kapitel 3 vorgestellten Algorith-
mus und einer geringen Zahl von Lloyd-Iterationen, um m

oglihst unstrukturierte Netze
mit gleihm

aiger Punkteverteilung zu erzeugen. Die in Bild 5.3 f

ur eine grobe und eine
mittlere Diskretisierung gezeigten Netze wurden mit 3 Lloyd-Iterationen in der Einf

uge-
und 20 Lloyd-Iterationen in der Endphase generiert. t

stellt eine untere Shranke f

ur
den numerish ermittelten Bifurkationszeitpunkt t

num
dar. Bei st

arkeren Abweihungen
t

num
>> t

leidet nat

urlih die Qualit

at der Triangulation, aber dann sind auh die N

a-
herung t

num
und das numerishe Verfahren selbst niht mehr akzeptabel.
Algorithmishe Details. Als Implementierungen des Materialmodells und des Mini-
mierers standen bew

ahrte F77-Unterprogramme, die wir hier als J2CornerTheory bzw.
TrustRegionMethod bezeihnen, zur Verf

ugung. Diese Pakete wurden in den im Rahmen
dieser Arbeit entwikelten Fortran90 Programmode integriert.
Das Unterprogramm J2CornerTheory erwartet als Eingabeparameter
die Materialdaten E; ; 
0
; N; 
max

den aktuellen Cauhy-Spannungszustand 
und den Geshwindigkeitsgradienten rv
und gibt unter anderem wahlweise
die Rate des ersten Piola-Kirhho Tensors
_
S
und den Modultensor C
zur

uk. Es wird die aktuelle Lage des K

orpers als Referenzkonguration benutzt, so dass
rv =
_

F

F
 1
f

ur die homogene Deformation gilt. Wegen der Koaxialit

at des Stauhpro-
zesses (5.20) l

asst sih die Cauhy-Spannung f

ur das in der J
2
orner theory dann ma-
gebende hyperelastishe Verhalten zu jedem Zeitpunkt t elementar berehnen (vgl. z. B.
Lulla (2002)).
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Das Unterprogramm TrustRegionMethod verwendet umgekehrte Kommunikation (re-
verse ommuniation) und erwartet einen Vektor q als Startn

aherung. Es gibt dann ent-
weder die L

osung der Minimierungsaufgabe in q mit positiv deniter Hesse-Matrix zu-
r

uk oder verlangt vom aufrufenden Programm zu dem R

ukgabevektor q einen erneu-
ten TrustRegionMethod-Aufruf mit dem Gradientenvektor (5.18
1
) oder der Hesse-Matrix
(5.18
2
) als Eingabedaten (und einem entsprehend gesetzten Flag).
^
v im Ansatz (5.16)
wird als Geshwindigkeitsfeld der homogenen Deformation gew

ahlt, so dass die in der
Regel benutzte Startn

aherung q = 0 genau dieses Geshwindigkeitsfeld repr

asentiert.
Die Tehnik der umgekehrten Kommunikation erm

ogliht es, den zun

ahst f

ur die
lineare Elastizit

atstheorie entwikelten, ausf

uhrlih beshriebenen und getesteten Pro-
grammode f

ur das MLS-Verfahren nahezu unver

andert zu

ubernehmen (bei gedanklih
angepasster neuer Interpretation der Variablen). Die Erf

ullung wesentliher Randbedin-
gungen wird durhg

angig durh Koppeln der MLS-Ansatzfunktionen an nite Elemente
mit linearen Formfunktionen am Gebietsrand (Belytshko et al., 1995) garantiert, vgl. Ka-
pitel 2. Zur Konstruktion der MLS-Ansatzfunktionen wird stets der kubishe Spline (2.30)
als Fensterfunktion in Verbindung mit kreisf

ormigen Einussgebieten verwendet. Da das
Unterprogramm TrustRegionMethod eine andere Speihertehnik als der in Kapitel 4
eingesetzte Gleihungsl

oser MA27 benutzt, sind allerdings an dieser Stelle Anpassungen er-
forderlih, die aber keine besonderen Probleme aufwerfen und mit entsprehender Sorgfalt
leiht zu erledigen sind.
Es sei darauf hingewiesen, dass die auf dem Energiekriterium f

ur die Stabilit

at ei-
nes Deformationsprozesses beruhende numerishe Methode keinerlei Imperfektionen zum
Ausl

osen einer Verzweigung ben

otigt. Diese M

oglihkeit wird hier numerish vorteilhaft
genutzt, da so der aktuelle materielle Zustand ohne Zeitintegration f

ur die perfekte Probe
zu einem beliebigen Zeitpunkt exakt vorgegeben werden kann.
Die Analyse beginnt zum Zeitpunkt t = t

. Ist die tangentiale Steigkeitsmatrix
(Hesse-Matrix) positiv denit, wird t so lange um t = 10
 4
inkrementiert, bis das
Unterprogramm TrustRegionMethod eine Verzweigung feststellt und einen Parameter-
vektor q 6= 0 zur

ukgibt. F

ur die anshlieende Nahbereitung der Ergebnisse wird die
Eulershe Verzerrungsgeshwindigkeit D

des der homogenen Deformation

uberlagerten
Geshwindigkeitsfeldes herangezogen. Als Bifurkationsmuster ist stets der betragsgr

ote
Hauptwert von D

jD

j =
1
2
n
jD

11
+D

22
j+
p
(D

11
 D

22
)
2
+ 4 (D

12
)
2
o
dargestellt. Die graphishe Aufbereitung dieser skalaren Gr

oe

uber dem aktuellen Gebiet
erfolgt mit Hilfe des Programms gmsh
16
von Geuzaine und Remale (2009).
5.2.2 Ergebnisse f

ur die Finite-Elemente-Methode
Zur Validierung des Programmodes zur Analyse materieller Instabilit

aten greifen wir
noh einmal auf die auh in der linearen Elastizit

atstheorie als Referenzverfahren benutz-
te Finite-Elemente-Methode zur

uk. FE-Rehnungen mit speziell angepassten Netzen und
16
http://geuz.org/gmsh/
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periodishen Randbedingungen m

ussen die analytishen Resultate f

ur ein Kontinuum re-
produzieren. Dass dies f

ur unsere Implementierung der Fall ist, illustriert Bild 5.4.
Den Berehnungen liegen FE-Dreieksnetze mit der in Bild 5.4a eingezeihneten Struk-
tur zu Grunde. Die Netze sind so konstruiert, dass die Diagonalen parallel zu den Sher-
bandrihtungen des Kontinuums zum Bifurkationszeitpunkt verlaufen, also f

ur die Materi-
aldaten (5.19) zum Zeitpunkt t

= 0:2744 unter dem Winkel '
n
= 35:9954
Æ
zur Vertikalen
(vgl. Kapitel 5). Die Lokalisierungszonen bilden je nah Mashenweite des Netzes mehr
oder weniger shmale B

ander, die zuf

allig angeordnet sind. Ihr Volumenanteil  ist jedoh
unabh

angig von der Mashenweite des Netzes stets gleih ( = 0:2). Die Ergebnisse stehen
damit in vollst

andiger

Ubereinstimmung mit fr

uheren numerishen Untersuhungen und
theoretishen Vorhersagen und m

ussen hier niht weiter kommentiert werden.
In Lullas (2002) Dissertation wurden aber auh gravierende Shw

ahen der FE-Dis-
kretisierung mit linearen Ansatzfunktionen aufgezeigt, wenn diese auf die Simulation der
Sherbandausbildung mit niht angepassten Netzen angewendet wird. Lulla gibt eine ex-
treme Verz

ogerung des ersten numerish gefundenen Bifurkationszeitpunktes gegen

uber
dem theoretish prognostizierten Wert t
?
an. Die erwartete Lokalisierung der Deforma-
tion in Form von Sherb

andern kann beim Einsatz einer von Vorzugsrihtungen freien
Triangulation niht nahgebildet werden. Die mit unserer Implementierung berehneten
Ergebnisse best

atigen dieses Verhalten (Bild 5.5). Diesen Rehnungen liegen kreisf

ormige
Grundgebiete und Triangulationen zu Grunde, wie sie Bild 5.3 f

ur N = 724 und N = 2125
beispielhaft zeigt.
Wir halten an dieser Stelle fest, dass FE-Rehnungen mit unstrukturierten Knoten-
verteilungen erst bei einer reht hohen Knotenzahl (hier N = 4900) die Sherbandentste-
hung vermuten lassen. Der Bifurkationszeitpunkt wird jedoh auh bei feiner Diskretisie-
rung sehr deutlih verz

ogert. Rehnungen mit geringerer Knotenzahl (hier N = 742 bzw.
N = 2125) erweisen sih als g

anzlih unbrauhbar.
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jD
?
j
2.18
0.54
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Bild 5.4: Mit der FE-Methode berehnete Lokalisierungszonen auf speziell angepassten Netzen mit
4 n n Dreiekselementen zum Bifurkationszeitpunkt t

= t

FE
= 0:2744 f

ur a) n = 5 und b) n = 50.
a) b) )
t

FE
= 0:6287 t

FE
= 0:4600 t

FE
= 0:4272
N = 2125 N = 4900 N = 6209
Bild 5.5: FE-Deformationsmuster zum ersten Bifurkationszeitpunkt t
?
FE
f

ur eine unstrukturierte Tri-
angulation. a) 2125 Knoten, 4084 Elemente, 3922 Freiheitsgrade, b) 4900 Knoten, 9536 Elemente, 9276
Freiheitsgrade ) 6209 Knoten, 12140 Elemente, 11866 Freiheitsgrade
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5.2.3 Exemplarishe Ergebnisse f

ur das MLS-Verfahren
Im Vergleih mit den soeben besprohenen FE-Resultaten f

uhrt die MLS-Methode bei
gleiher Punkteverteilung zu signikant besseren Ergebnissen (Bild 5.6) mit Bifurkations-
zeitpunkten t

MLS
in der N

ahe von t

.
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Bild 5.6: Numerish ermittelte Bifurkationszeitpunkte t

FE
und t

MLS
f

ur unstrukturierte Diskretisierun-
gen gem

a Bild 5.3 als Funktion der Knotenzahl N
Besonders hervorzuheben ist aber, dass mit dem MLS-Verfahren die zu erwartenden
Bifurkationsmuster auh bei unstrukturierter Diskretisierung qualitativ rihtig wiederge-
geben werden. Bei Gau-Quadratur mit 3 oder mehr St

utzstellen liefert die numerishe
Analyse Lokalisierungszonen in Form von gleih gerihteten B

andern in exakter

Uberein-
stimmung mit theoretishen Vorhersagen.
Bild 5.7 zeigt die Verteilung des betragsgr

oten Hauptwertes jD

j der Eulershen Ver-
zerrungsgeshwindigkeit f

ur eine feine, unstrukturierte Diskretisierung mitN = 6209 Kno-
ten. Die Orientierung der Sherb

ander entspriht im Rahmen der Messgenauigkeit dem
analytish vorhergesagten Winkel von '
n
= 35:9954
Æ
in der aktuellen Konguration. Der
Zeitpunkt, zu dem die Bifurkation numerish festgestellt wurde, ist mit t

MLS
= 0:2834
nur um 3% gr

oer als der theoretishe Wert f

ur das Kontinuum. Der Bifurkationszeit-
punkt t

FE
= 0:4272 der FE-Rehnung (Bild 5.5) f

ur die gleihe Punkteverteilung und
Triangulation hat demgegen

uber einen Fehler von 56% (vgl. auh Bild 5.6).
Selbst bei einer groben Diskretisierung mit N = 742 Knoten stellt die an Bild 5.8
gemessene Bandorientierung mit 35
Æ
einen guten Wert dar. Der Bifurkationszeitpunkt
t

MLS
= 0:3116 ist f

ur diese gr

obere Diskretisierung aber bereits um 14% zu gro, was zu
der sihtbaren Abweihung des Grundgebietes von der Kreisform f

uhrt. Die FE-Rehnung

ubersh

atzt den Bifurkationszeitpunkt jedoh um 185% und ist unbrauhbar, so dass die
Verteilung von jD

j auf der zu diesem Zeitpunkt entstandenen langgestrekten Ellipse in
Bild 5.5 niht aufgenommen wurde.
Die MLS-Diskretisierung spiegelt mit der akzeptablen N

aherung f

ur den Bifurkations-
zeitpunkt und der sehr guten Wiedergabe der Orientierung des Bandmusters grundlegen-
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Bild 5.7: Orientierung der Sherb

ander zum ersten Bifurkationszeitpunkt t

MLS
= 0:2834 f

ur eine un-
strukturierte Diskretisierung mit N = 6209 St

utzstellen. MLS-Verfahrensparameter: Gau-Quadratur
n
G
= 13,

Uberdekungsparameter 
r
= 2
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Bild 5.8: Orientierung der Sherb

ander zum ersten Bifurkationszeitpunkt t

MLS
= 0:3116 f

ur eine grobe
Diskretisierung mit N = 742 St

utzstellen. MLS-Verfahrensparameter: Gau-Quadratur n
G
= 7,

Uberde-
kungsparameter 
r
= 2
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de Eigenshaften der Theorie f

ur ein unendlih ausgedehntes Kontinuum wider. Sie hat
aber auh Nahteile. Da die MLS-Ans

atze stetig dierenzierbare Funktionen sind, k

onnen
Unstetigkeiten im Geshwindigkeitsgradienten niht abgebildet werden. Das hat zur Fol-
ge, dass der Volumenanteil  der Lokalisierungszone niht mehr wie in Petryks Theorie
oder bei Anwendung der FE-Methode auf angepassten Netzen deniert werden kann, da
Grenzen mit sprunghafter Ver

anderung des Geshwindigkeitsgradienten gar niht exis-
tieren. Unabh

angig davon wie ein geeigneter N

aherungsausdruk 
MLS
deniert und aus
dem Feld D

des

uberlagerten Geshwindigkeitsgradienten berehnet wird, l

asst sih an
Hand der Deformationsmuster f

ur die Komponenten von D bereits absh

atzen, dass der
Volumenanteil der Lokalisierungszone eher bei 0.5 als dem theoretishen Wert von 0.2
liegen wird (Bild 5.9). Es ist bemerkenswert, dass f

ur die FE-Methode bei einem an der
theoretishen Bandorientierung ausgerihteten Netz und kinematishen Randbedingungen

ahnlihe Shwierigkeiten auftreten. So berihten Petryk und Thermann (2000):
"
At primary bifuration (t=0.2755), in the entral region a loalization zone
of volume fration 0.5 is formed, whih rapidly spreads out to the boundary.
A fourth bifuration shortly later (t=0.2770) hanges this pattern so that
subsequently the volume fration of the loalization zone is obtained as 0.25.
. . . The theoretial volume fration 0.2 is not obtained.\
Da auh f

ur das MLS-Verfahren zu erwarten ist, dass sih das Deformationsmuster im
nahkritishen Bereih weiter ver

andern wird, ist es sinnvoll, die Frage nah einer ad

aqua-
ten Denition des Volumenanteils der Lokalisierungszone hier oen zu lassen und erst im
Zusammenhang mit nahkritishen Berehnungen weiter zu verfolgen. Die folgenden Para-
meterstudien zeigen, dass Verfahrensparameter und die Verteilung der St

utzstellen keine
grunds

atzlihen Ver

anderungen bewirken. Wir gehen dort auh kurz auf die Rehenzeiten
ein.
D

11
0.54
0.53
-
Bild 5.9: Verteilung der Komponente D

11
der Eulershen Verzerrungsgeshwindigkeit zu Bild 5.7
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5.2.4 Robustheit des MLS-Verfahrens
Einuss der Integrationsgenauigkeit
In Kapitel 4 ist die Bedeutung der Quadraturordnung ausgehend vom linearen Pathtest
diskutiert worden. Die Tatsahe, dass die Komplexit

at der MLS-Ansatzfunktionen bzw.
ihrer Gradienten die Auswertung der ben

otigten Integrale mit Mashinengenauigkeit prak-
tish unm

oglih maht, wirft die Frage nah einer wirtshaftlihen L

osung auf, wobei ein
Kompromiss zwishen der erzielten Genauigkeit und dem ben

otigten Zeitaufwand zu n-
den ist. Um in Zukunft Simulationen im postkritishen Bereih m

oglihst eÆzient gestalten
zu k

onnen, wenden wir uns an dieser Stelle der Frage zu, welher Zusammenhang zwishen
der verwendeten Quadraturordnung und der G

ute der Simulationsergebnisse zum ersten
Bifurkationszeitpunkt besteht.
Innerhalb des zum Bifurkationszeitpunkt kreisf

ormigen, durh 742, 2125 bzw. 6209
Knoten diskretisierten Grundgebietes wenden wir Gau-Quadratur mit 1, 3, 7 und 13
St

utzstellen je Dreiek an. Die gewonnenen Ergebnisse illustriert Bild 5.10.
Die Integration mit einer St

utzstelle je Dreiek verursaht deutlih sihtbare St

orungen
der Lokalisierungszone. Die Quadratur mit 3 Gau-Punkten liefert insbesondere bei gro-
ber und mittlerer Diskretisierung gute Ergebnisse. Bei feiner Diskretisierung maht sih
allerdings der Integrationsfehler dadurh bemerkbar, dass beim

Ubergang zur Integrati-
on mit 7 St

utzstellen eine geringf

ugige Ver

anderung der Lokalisierungszone festgestellt
werden kann. Die Integration mit 7 Gau-Punkten liefert Deformationsmuster, die bei
weiterer Steigerung der Integrationsgenauigkeit unver

andert bleiben, was durh die Er-
gebnisse der Quadratur mit 13 Punkten belegt wird. Der Zeitpunkt der ersten Bifurkation
bleibt ebenfalls praktish gleih.
Weitere Rehnung haben gezeigt, dass bei zus

atzliher Steigerung der Integrationsge-
nauigkeit durh Unterteilen der Dreieke in kleinere Integrationszellen die Deformations-
muster und Bifurkationszeitpunkte unver

andert bleiben. Eine Erkl

arung hierf

ur liefert der
oben angesprohene Pathtest. Der relative Fehler in der Energienorm infolge des Inte-
grationsfehlers liegt zwishen a. 1% beim Anwenden der Quadratur mit 3 St

utzstellen
und a. 0.1% bei 13 Gau-Punkten je Dreiek, vgl. Bild 4.7. Die relative Abweihung
zwishen den approximierten Zeitwerten und dem exakten Bifurkationszeitpunkt variiert
bei den in Bild 5.10 zusammengefassten Ergebnissen zwishen a. 3% und 15% und ist
somit h

oher als der Integrationsfehler. Es ist fraglih, ob der Integrationsfehler Abwei-
hungen des Bifurkationszeitpunktes in der gleihen Gr

oenordnung hervorruft, doh legt
diese Fehlerbetrahtung die Vermutung nahe, dass der Einuss des Integrationsfehlers von
untergeordneter Bedeutung ist, wenn mit 7 Gau-Punkten oder genauer integriert wird.
Die Integrationsregel mit 7 St

utzstellen stellt sih somit als ausreihend genau her-
aus. Es bleibt zu bedenken, dass bei feinerer Diskretisierung des Grundgebietes als in
den hier betrahteten F

allen der Integrationsfehler die dominierende Fehlerquelle werden
kann, so dass auf die Integration mit 13 Gau-Punkten oder noh genauere Quadratur
zur

ukgegrien werden sollte.
Eine bedeutendere Rolle f

ur den numerish bestimmten Bifurkationszeitpunkt spielt
die verwendete Knotenzahl der r

aumlihen Diskretisierung (Bild 5.6). Die mittlere Ab-
weihung vom Bifurkationszeitpunkt des Kontinuums betr

agt etwa 13% bei 742, 6% bei
2125 und 3% bei 6209 Knoten.
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N = 742 N = 2125 N = 6209
n
G
= 1 t
?
= 0:3016 t
?
= 0:2862 t
?
= 0:2808
n
G
= 3 t
?
= 0:3143 t
?
= 0:2907 t
?
= 0:2837
n
G
= 7 t
?
= 0:3116 t
?
= 0:2918 t
?
= 0:2831
n
G
= 13 t
?
= 0:3133 t
?
= 0:2914 t
?
= 0:2834
min max
jD
?
j
Bild 5.10: Einuss der Anzahl der Gau-Punkte n
G
und der Knotenzahl N auf Bifurkationsmuster und
-zeitpunkt. MLS-Diskretisierung mit dem

Uberdekungsparameter 
r
= 2
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Die Verbesserungen der Simulationsergebnisse bez

uglih des Bifurkationszeitpunktes
und des Deformationsmusters durh die netzfreie Diskretisierung werden nur unter Inkauf-
nahme betr

ahtlih h

oherer Rehenzeiten gegen

uber den Finite-Elemente-Studien erzielt,
was auf Grund des EÆzienzvergleihs im Rahmen der linearen Elastostatik zu erwarten
ist. Tabelle 13 enth

alt Rehenzeiten in Sekunden, die zum Minimieren des diskretisierten
Geshwindigkeitsfunktionals (5.8) ben

otigt werden. Die Zeitmessung beginnt zum Zeit-
punkt der numerish festgestellten Bifurkation.
Tabelle 13: CPU-Zeiten in Sekunden f

ur den Minimierungsalgorithmus TrustRegionMethod in Ab-
h

angigkeit von der Knotenzahl N und der Anzahl der Integrationsst

utzstellen n
G
. Prozessor: Intel(R)
Core(TM)2 T7600, Taktrate: 2.33 GHz, Betriebssystem: Linux Kernel 2.6.18
FEM MLS
n
G
= 1 n
G
= 1 n
G
= 3 n
G
= 7 n
G
= 13
N = 742 0.8 4.4 10.5 19.9 25.2
N = 2125 2.3 23.9 40.1 72.6 123.6
N = 6209 37.3 176.4 193.0 369.0 689.8
Der Geshwindigkeitsnahteil kann toleriert werden und wird vermutlih in Zukunft
dank tehnisher Weiterentwiklung (Leistungsf

ahigkeit der Prozessoren, Parallelisierung)
an Bedeutung verlieren. Bemerkenswert ist auh, dass die Nahteile des MLS-Verfahrens
hinsihtlih der Rehenzeiten jetzt deutlih weniger gravierend ausfallen als f

ur den Ver-
gleih mit der Finite-Element Methode bei linear elastishen Rehnungen. Dies h

angt
damit zusammen, dass bei der Diskretisierung durh nite Elemente die Anzahl der Ite-
rationsshritte bis zum AuÆnden eines lokalen Minimums des nihtlinearen Geshwindig-
keitsfunktionals stark shwanken und merklih gr

oer als f

ur die MLS-Diskretisierung sein
kann.
Abh

angigkeit von der Gr

oe der Einussgebiete
Neben der Anzahl der Integrationsst

utzstellen ist die Gr

oe der Einussgebiete einzelner
St

utzstellen ein weiterer Parameter, dessen Wahl signikante Auswirkungen auf die MLS-
Approximation haben kann. So liegt die Vermutung nahe, dass die Lokalisierungszone mit
steigender Gr

oe der Einussgebiete und damit geringerer Lokalit

at der Ansatzfunktionen
"
vershmiert\ wird oder

uberhaupt niht reproduziert werden kann, so dass auh der
Zeitpunkt der ersten Bifurkation niht brauhbar abgesh

atzt wird.
Wir untersuhen die Bedeutung der Gr

oe der Einussgebiete am Beispiel des mit 2125
Knoten diskretisierten kreisf

ormigen Gebietes. Die minimale Gr

oe der Einussgebiete,
die eine hinreihende

Uberdekung des Grundgebietes garantiert, wird zun

ahst durh den
Einsatz der in Unterkapitel 2.2 beshriebenen Strategie festgelegt und sodann mit dem

Uberdekungsparameter 
r
= 1:0; 1:2; : : : ; 4:2 skaliert. Werte aus dem Bereih zwishen
2 und 4 werden h

aug in der Literatur f

ur MLS-Berehnungen verwendet (Dolbow und
Belytshko, 1998). Das Intervall zwishen 1 und 2 ist ebenfalls von Interesse, da es als

Ubergang von der Finite-Elemente-Methode zur MLS-Diskretisierung interpretiert werden
kann.
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Bild 5.11: Zeitpunkt der ersten Bifurkation t

MLS
in Abh

angigkeit von der Gr

oe der Einussgebiete.
2125 Knoten, 7 Gau-Punkte
Bild 5.11 veranshauliht die Abh

angigkeit des approximierten Bifurkationszeitpunk-
tes t

MLS
von dem

Uberdekungsparameter 
r
. Erwartungsgem

a tritt die erste Bifurkation
f

ur kleine Werte 
r
stark verz

ogert auf. F

ur 
r
= 1 wird das Ergebnis der FE-Rehnung bei
gleiher Knotenzahl nur unwesentlih verbessert, vgl. Bild 5.6. Mit wahsendem

Uberde-
kungsparameter wird die Abweihung des numerish ermittelten Bifurkationszeitpunktes
vom theoretishen Wert t

= 0:2744 shnell reduziert, so dass f

ur Werte 
r
 1:8 eine gute
N

aherung bestimmt wird, deren Wert dann praktish konstant bleibt.
Die in Bild 5.12 zusammengetragenen zugeh

origen
17
Deformationsmuster heben noh
deutliher die Robustheit des MLS-Verfahrens hervor. Bereits f

ur 
r
= 1:0 sind Lokali-
sierungszonen in Form von B

andern gut erkennbar. Das Ergebnis ist jedoh auf Grund
der starken Verz

ogerung des Bifurkationszeitpunktes als unbrauhbar einzustufen. F

ur

r
 1:8 liegen klar erkennbare bandf

ormige Lokalisierungszonen vor in bemerkenswerter

Ubereinstimmung mit theoretishen Erwartungen. Die B

ander verlaufen z. T. gespiegelt |
der Winkel zwishen der Bandrihtung und der Vertikalen bleibt dabei unver

andert. Auh
das stimmt mit theoretishen Vorhersagen

uberein. Au

allig sind die sih f

ur 
r
= 3.0, 3.8,
und 4.2 andeutenden gekreuzten B

ander. Solhe Deformationsmuster dokumentiert auh
Lulla (2002) f

ur FE-Simulationen. Sie treten dann auf, wenn der vom Optimierungsalgo-
rithmus gefundene Wert des Minimums des Geshwindigkeitsfunktionals niht das globale
Minimum ist und sie vershwinden bei fortgesetzter Rehnung im nahkritishen Bereih
bei geringer weiterer Stauhung (  0:005). Ob das f

ur das MLS-Verfahren genauso ist,
muss an dieser Stelle oen bleiben.
17
Aus Platzgr

unden ist auf die Darstellung aller Deformationsmuster verzihtet worden.
120
r
= 1:0 
r
= 1:4 
r
= 1:8

r
= 2:2 
r
= 2:6 
r
= 3:0

r
= 3:4 
r
= 3:8 
r
= 4:2
min max
jD
?
j
Bild 5.12: Bifurkationsmuster in Abh

angigkeit von der Gr

oe der Einussgebiete. MLS-Diskretisierung
mit n
G
= 7 Gau-Punkten und N = 2125 Knoten
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Ver

anderung der Knotenverteilung
Die grunds

atzlihe Eignung des implementierten MLS-Verfahrens zur Analyse materieller
Instabilit

aten inkrementell nihtlinearer Werkstoe belegen bereits die oben dokumentier-
ten Ergebnisse. Es werden sowohl der Zeitpunkt der ersten Bifurkation als auh zu diesem
Zeitpunkt entstehende Sherb

ander gut approximiert, obwohl die Diskretisierung auf un-
strukturiert verteilten St

utzstellen basiert. Dies war in den fr

uheren Untersuhungen mit
Hilfe der Finite-Elemente-Methode mit linearen Ansatzfunktionen niht m

oglih.
Nun soll anhand von weiteren Ergebnissen demonstriert werden, dass die zuvor be-
trahteten St

utzstellens

atze | trotz unstrukturierter Verteilung | niht besonders g

uns-
tige Sonderf

alle darstellen, sondern die positiven Eigenshaften der MLS-Approximation
auh bei anderen Knotenverteilungen erhalten bleiben. Wir verwenden St

utzstellenver-
teilungen mit mittlerer St

utzstellenzahl N  2000. Die Integration erfolgt mit 7 Gau-
Punkten je Delaunay-Dreiek. F

ur jede St

utzstellenverteilung f

uhren wir Rehnungen mit
dem

Uberdekungsparameter 
r
= 2 und 
r
= 3 durh.
Wir bleiben zun

ahst beim kreisf

ormigen Grundgebiet und ver

andern die Art der
St

utzstellenverteilung, indem beim Einsatz des in Kapitel 3 beshriebenen Algorithmus
eine andere Anzahl der Lloyd-Iterationen gew

ahlt bzw. eine niht konstante Dihtefunk-
tion benutzt wird. Die in Bild 5.13 oben gezeigte St

utzstellenverteilung
18
ist mit 150
Lloyd-Iterationen in der Endphase und 50 Lloyd-Iterationen nah jedem Einf

ugen neuer
St

utzstellen generiert worden. Die Optimalit

atseigenshaften der Shwerpunkt-Voronoi-
Diagramme werden deutlih in Form einer nahezu strukturierten, aus vielen gleihseitigen
Dreieken bestehenden Triangulation. Diese St

utzstellenverteilung l

asst Vorzugsrihtun-
gen erkennen, die allerdings niht mit der erwarteten Bandorientierung zusammenfal-
len. Der basierend auf dieser r

aumlihen Diskretisierung ermittelte Bifurkationszeitpunkt
weiht um etwa 9% von dem theoretishen Wert ab und liefert damit zwar eine reht
gute, aber dennoh um 3% shlehtere N

aherung als die zuvor verwendete mit weniger
Lloyd-Iterationen erzeugte St

utzstellenverteilung.
Die Rehnungen mit St

utzstellenverteilungen mit bewusst so gew

ahlter stark ver

an-
derliher Dihte (Bild 5.13 unten und Bild 5.14) unterstreihen die F

ahigkeit der MLS-
Diskretisierung, bei nahezu beliebigen St

utzstellenverteilungen akzeptable N

aherungswer-
te f

ur den ersten Bifurkationszeitpunkt zu liefern und die Bandstruktur der Lokalisierungs-
zone gut abzubilden.
Im letzten Vergleih betrahten wir ein zum theoretishen Bifurkationszeitpunkt qua-
dratishes Grundgebiet und stellen einen Knotensatz, der mit dem Algorithmus aus Ka-
pitel 3 generiert wurde (Bild 5.15 unten), und eine St

utzstellenverteilung, die mit dem
Programm Triangle erzeugt wurde (Bild 5.15 oben), gegen

uber. Auh bei der reht un-
regelm

aigen St

utzstellenverteilung von Triangle ist die Absh

atzung des ersten Bifurka-
tionszeitpunktes bei einer Abweihung vom theoretishen Wert von a. 16% noh brauh-
bar. Mit einer deutlih gleihm

aigeren (jedoh unstrukturierten) St

utzstellenverteilung
(Bild 5.15 unten) ist auh beim rehtekigen Gebiet die Bestimmung des ersten Bifurkati-
onszeitpunktes mit einer Abweihung von deutlih unter 10% m

oglih. Es sollte an dieser
Stelle betont werden, dass Triangle die in Bild 5.15 oben gezeigte St

utzstellenverteilung
18
Die ebenfalls dargestellte Delaunay-Triangulation l

asst die Struktur der St

utzstellenverteilung gut
erkennen.
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in etwa 0.02 Sekunden erzeugt und unser Algorithmus f

ur die Verteilung aus Bild 5.15
unten a. eine Sekunde ben

otigt.
Abshlieend kann festgehalten werden, dass
 das implementierte Verfahren robust gegen

uber der Ver

anderung der St

utzstellen-
verteilung ist,
 gute Absh

atzungen des ersten Bifurkationszeitpunktes auh mit stark unregelm

a-
igen und nahezu strukturierten St

utzstellenverteilungen erzielt werden,
 mit m

oglihst gleihm

aigen, jedoh unstrukturierten St

utzstellenverteilungen, wie
sie der in Kapitel 3 vorgestellte Algorithmus liefert, der Zeitpunkt der ersten Bifur-
kation mit den geringsten Abweihungen approximiert und die Lokalisierungszone
in Form von parallel verlaufenden B

andern am besten nahgebildet wird,
 die Ver

anderung der Gr

oe des

Uberdekungsparameters (hier von 
r
= 2 auf 
r
=
3) sih je nah Art der St

utzstellenverteilung sowohl positiv als auh negativ auf
die Abweihung des approximierten Zeitpunktes der ersten Bifurkation auswirken
kann. Die Werte variieren allerdings nur unwesentlih, so dass auh hier die bei den
vorangegangenen Untersuhungen festgestellte Robustheit gegen

uber der Gr

oe der
Einussgebiete best

atigt werden kann.
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Bild 5.13: Bifurkationsmuster zum Zeitpunkt der ersten Bifurkation t
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MLS
in Abh

angigkeit von der St

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Bild 5.15: Bifurkationsmuster zum Zeitpunkt der ersten Bifurkation t
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6 Zusammenfassung
Die vorliegende Dissertation besh

aftigt sih mit der Frage, ob netzfreie Verfahren zur nu-
merishen Analyse materieller Instabilit

aten inkrementell nihtlinearer Werkstoe grund-
s

atzlih geeignet sind. Es wird f

ur die Flieekentheorie von Christoersen und Huthinson
(1979) untersuht, ob die theoretish zu erwartenden Deformationsmuster, die zum ersten
Bifurkationszeitpunkt die homogene Deformation abl

osen und eine stabile Prozessfort-
f

uhrung erm

oglihen, nahgebildet werden. Das zu diesem Zwek implementierte netzfreie
Diskretisierungsverfahren verwendet Ansatzfunktionen, die auf der Grundlage der Moving
Least Squares Approximation konstruiert werden.
Kapitel 2 enth

alt eine umfassende Beshreibung der Implementierung. Es werden zwei
M

oglihkeiten zur Herleitung von MLS-basierten Ans

atzen zun

ahst in allgemeiner Form
ausf

uhrlih besprohen. Ansatzfunktionen linearer Konsistenz, wie sie f

ur die Diskreti-
sierung der in dieser Arbeit betrahteten Dierentialgleihungen zweiter Ordnung erfor-
derlih sind, werden sodann explizit angegeben. Es wird gezeigt, dass die Konstruktion
einer hinreihenden

Uberdekung f

ur den Spezialfall linear konsistenter Ansatzfunktio-
nen in einfaher Weise erfolgen kann, wenn der verwendeten St

utzstellenverteilung eine
Triangulation zugeordnet wird. Die resultierende Strategie erfordert nur die Betrahtung
der Triangulationskanten und weist den St

utzstellen Einussgebiete zu, deren Gesamtheit
bei beliebiger St

utzstellenverteilung eine hinreihende

Uberdekung des Grundgebietes
garantiert.
Die numerishe Auswertung der Gebietsintegrale basiert ebenfalls auf der dem St

utz-
stellensatz zugeordneten Triangulation. Innerhalb einzelner Dreieke werden Gau-Regeln
verwendet in Verbindung mit der M

oglihkeit, einzelne Dreieke in kleinere Integrations-
zellen zu unterteilen und damit die Integrationsgenauigkeit praktish beliebig zu steigern.
Da akzeptable Integrationsgenauigkeiten nur bei Verwendung einer reht hohen Anzahl
von Integrationspunkten erzielt werden k

onnen, was bereits von Belytshko et al. (1994)
festgestellt wurde, ist es im Sinne einer eÆzienten Implementierung notwendig, den mit
der Auswertung der Ansatzfunktionen und ihrer Ableitungen verbundenen numerishen
Aufwand m

oglihst zu minimieren.
In der vorliegenden Arbeit wird hierzu eine M

oglihkeit beshrieben, die im Allgemei-
nen sehr un

ubersihtlihen Konnektivit

atsbeziehungen auf eine vergleihsweise eÆziente
Art bereits zu einem fr

uhen Zeitpunkt zu bestimmen und die gewonnenen Informatio-
nen bei der Kompilation der globalen Gleihungssysteme zu nutzen. Neben einer deutli-
hen Verk

urzung der Rehenzeiten erm

ogliht die Konnektivit

atsinformation eine eÆzien-
te Speiherverwaltung, so dass Diskretisierungen mit einer groen Anzahl von Freiheits-
graden verwendet werden k

onnen.
Wesentlihe Teile der entwikelten Programme sind in Form detaillierter Pseudoo-
des angegeben, womit dem Leser die M

oglihkeit geboten wird, die beshriebenen Imple-
mentierungsvorshl

age unabh

angig von der verwendeten Programmierumgebung in eigene
Software zu integrieren.
Die r

aumlihe Diskretisierung wird | bis auf wenige Ausnahmen |mit dem in Kapitel
3 vorgestellten Algorithmus realisiert. Dieser beruht auf dem Konzept der Shwerpunkt-
Voronoi-Diagramme und liefert insbesondere St

utzstellenverteilungen variabler Dihte,
wenn eine entsprehende Dihtefunktion auf dem betrahteten Grundgebiet vorgegeben
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wird. Neben einer ausf

uhrlihen Beshreibung der f

ur die Implementierung des Algorith-
mus notwendigen Zusammenh

ange werden seine Eigenshaften qualitativ in Form von
ausgew

ahlten St

utzstellenverteilungen und durh quantitative Angaben zur Qualit

at der
erzeugten Knotens

atze sowie zum ben

otigten Aufwand dokumentiert.
Anwendungen der entwikelten Programme auf Probleme der linearen Elastostatik in
Kapitel 4 validieren die Implementierung. Dar

uber hinaus werden zwei Tehniken zur Be-
handlung kinematisher Randbedingungen auf der Grundlage der erzielten numerishen
Ergebnisse verglihen. Das von Belytshko et al. (1995) vorgeshlagene Verfahren und die
Tehnik von Huerta und Fernandez-Mendez (2000) grenzen sih von zahlreihen anderen
Vorshl

agen dadurh ab, dass die vorgeshriebene Kinematik entlang des betreenden
Gebietsrandes analog zur Finite-Elemente-Methode vollst

andig vorgegeben werden kann.
Damit k

onnen kinematish zul

assige Ansatzfunktionen korrekt konstruiert werden. Beide
Tehniken ben

otigen eine Vernetzung des Randbereihes, so dass der netzfreie Charak-
ter der Diskretisierung in Randn

ahe verloren geht. Um die damit eventuell verbundenen
Genauigkeitsnahteile zu beurteilen, wird eine Implementierung der Methode der Lagran-
geshen Multiplikatoren in den Vergleih einbezogen. Diese eignet sih auf Grund der
Sattelpunkteigenshaft allerdings niht f

ur die Behandlung der Minimierungsaufgabe im
letzten Kapitel der Arbeit. Die unter Verwendung der Tehniken von Belytshko et al.
und Huerta und Fernandez-Mendez erzielten Ergebnisse weisen geringere Genauigkeiten
auf, als sie in Verbindung mit der Methode der Lagrangeshen Multiplikatoren m

oglih
sind. Dabei sind alle drei Varianten stets genauer als die Finite-Elemente-Methode mit
linearen Ansatzfunktionen bei gleiher Anzahl von Freiheitsgraden. Der Vergleih der bei-
den im Vordergrund stehenden Tehniken untereinander zeigt leihte Genauigkeitsvorteile
der Methode von Belytshko et al..
Numerishe Untersuhungen zur EÆzienz der eingesetzten, auf der St

utzstellentrian-
gulation basierenden Gau-Quadratur rehtfertigen ihren Einsatz innerhalb der Imple-
mentierung. Insbesondere zeigen eindimensionale Rehnungen, dass die in den letzten
Jahren oft beshriebene Integration

uber Shnittmengen der Einussbereihe einzelner
St

utzstellen deutlihe Genauigkeitsnahteile aufweist.
Die f

ur einzelne Rehnungen ben

otigten Programmlaufzeiten werden dokumentiert
und diskutiert. Die Unterroutine zur Konstruktion einer hinreihenden

Uberdekung ge-
m

a der vorgestellten Strategie beanspruht auh bei Verwendung von 10000 St

utzstellen
keine messbaren CPU-Zeiten. Diese Strategie bildet auf Grund ihrer EÆzienz und in Ver-
bindung mit der Tatsahe, dass sie bei beliebigen St

utzstellenverteilungen einsetzbar ist,
eine wihtige Grundlage f

ur eine robuste und eektive Gesamtimplementierung. Durh die
Bestimmung der Konnektivit

at kann die f

ur die Assemblierung der Steigkeitsmatrix be-
n

otigte CPU-Zeit bereits bei moderaten St

utzstellenzahlen a. um den Faktor 10 reduziert
werden. Unter Beahtung der relativ kurzen Zeiten, in denen die Konnektivit

at bestimmt
werden kann, erweist sih diese Implementierungsvariante als sehr n

utzlih. Dennoh ben

o-
tigt die netzfreie Diskretisierungstehnik einen h

oheren Zeitaufwand als Finite-Elemente-
Rehnungen vergleihbarer Genauigkeit. So kann die verbreitete Meinung, dass der Ein-
satz netzfreier Verfahren nur in Verbindung mit der Finite-Elemente-Diskretisierung bzw.
nur in F

allen, in denen Finite-Elemente-Simulationen versagen, sinnvoll eingesetzt werden
kann, best

atigt werden.
Die numerishe Analyse materieller Instabilit

aten ist ein solher Fall. In Kapitel 5 wer-
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den mit Hilfe der entwikelten Implementierung Simulationen der Sherbandausbildung
zum ersten Bifurkationszeitpunkt durhgef

uhrt, nahdem die f

ur das Verst

andnis der nu-
merishen Studien wesentlihen theoretishen Grundlagen in kompakter Form dargelegt
wurden. Als Materialmodell wird die J
2
orner theory von Christoersen und Huthinson
(1979) verwendet. Das Stabilit

atskriterium f

ur Deformationsprozesse von H. Petryk bildet
die Basis f

ur die in diesem Kapitel durhgef

uhrten Untersuhungen.
Am Beispiel eines isohoren Stauhprozesses wird der approximierte Zeitpunkt der
ersten Bifurkation f

ur unstrukturierte St

utzstellenverteilungen ermittelt. Die

Uberein-
stimmung mit dem aus der Theorie bekannten Wert wird gegen

uber Finite-Elemente-
Ergebnissen bedeutend verbessert und die Orientierung der parallelen Lokalisierungsb

an-
der bemerkenswert gut wiedergegeben. Die Approximationen des ersten Bifurkationszeit-
punktes und der Bandorientierung erweisen sih gegen

uber der Ver

anderung der Diskre-
tisierungsparameter, wie beispielsweise der Gr

oe der Einussgebiete, als robust. Um den
ebenfalls theoretish bekannten Volumenanteil der Lokalisierungszone n

aherungsweise zu
bestimmen, sind weitere

Uberlegungen erforderlih. Hierzu m

usste eine solhe Zone zu-
n

ahst einmal deniert werden, da die prognostizierten Unstetigkeiten des Geshwindig-
keitsgradienten als sharfe Grenzen dieser Zonen verfahrensbedingt bei der MLS-Methode
entfallen.
Die Anwendung der implementierten Diskretisierungstehnik auf die Sherbandanalyse
zum ersten Bifurkationszeitpunkt zeigt insgesamt erfreulihe Resultate, so dass weitere
Untersuhungen insbesondere im nahkritishen Bereih erfolgversprehend ersheinen.
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