1. General remarks. Two new ideas which greatly influenced the theory of Fourier series in this century are the Lebesgue integral and the applications of complex functions. The original impetus due to the discoveries of Lebesgue would have been spent long ago, but for the fact that its combination with complex methods opened entirely new prospects for trigonometric series.
The essential tool of Lebesgue theory is the fact that the integral is differentiable almost everywhere and that the derivative is equal to the integrand almost always. Most of the fundamental results of the theory of trigonometric series which were based on that fact had been known, roughly, before 1920. Although some important results have been discovered since then, the progress of purely real methods in the last twenty odd years has been relatively slow and limited to isolated problems. It seems quite likely that the structure of real functions must be investigated in more detail before purely real methods can resume their progress. On the other hand, it seems that the complex variable approach to many problems of the theory is the most natural one and may even be of considerable help in the analysis of the structure of real functions.
Every trigonometric series
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(1) l^o + X) ( a * and is called the conjugate of (1) . Similarly, the harmonic function
An address delivered before the New Brunswick meeting of the Society on September 12, 1943 ; received by the editors September 12, 1943 . Thus the problems of trigonometric series may be treated as problems (boundary value problems) of the theory of analytic functions. By complex methods in the theory of trigonometric series we however mean something more special, namely the application of the methods of analytic functions and in particular of the fact that the latter form a field. Elementary operations performed on analytic functions lead to analytic functions, as does also the operation of taking a function of a function. Nothing like that holds for harmonic functions, since even the square of a harmonic function need not be harmonic. Thus dealing directly with analytic functions instead of with their real parts gives obvious advantage.
The complex methods in trigonometric series have been systematically developed in the last quarter century, although some isolated applications can be traced back to an earlier period. Roughly speaking, in the development of complex methods we may discern three major trends:
(a) The method of the classes H p , (b) The method of conformai representation, (c) The Little wood-Paley method, and it is the purpose of this talk to say a few words about each of these methods. It goes without saying that in a talk like this the presentation may be only very sketchy and must be limited to a discussion of a few particular results.
2. Classes H p of analytic functions. One of the important problems of the theory of trigonometric series is to establish conditions under which a given trigonometric series (1) is a Fourier series. In other words: when is there an integrable function ƒ(pc) such that the coefficients a nt b n are given by the familiar formulas
In the theory of Fourier series we often consider besides the most general integrable functions (by "integrable" we always mean L-integrable) classes of more special functions, for example, continuous, bounded, of the Lebesgue class L p , £ à 1, and so on, and we may ask, in addition, under what condition does ƒ belong to one of those classes. The Fourier character of the series (1) may be easily detected by means of the harmonic function (4) associated with the series. For functions of the class L p , p>l, we have a very simple test: a necessary and sufficient condition that (1) is the Fourier series of a function ƒ of the class L p is that the integral (7) f *\u(r 9 e)\*d0
be bounded for 0gr<l. For p = l this result is no longer true: a necessary and sufficient condition for the boundedness of the integral
is that there exist a function F(x), 0^#^27r, of bounded variation and such that (9) a n = -I cos nxdF(x), b n = -I sin nxdF(x).
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Of course, if F(x) is absolutely continuous and F'(x) =ƒ(#), these formulas reduce to (6), but in general it is not true. 
<Kz) = B(z)*(z).
If </>(z) has no zeros we set B(z) si. It is an important fact that the function \f/ also belongs to H p (more precisely, if for the function $ the integral (12) does not exceed a constant M for all r <1, the function y}/ has the same property). Since we may write In particular, we get the following fundamental theorem (in which by a non-tangential path we mean any continuous curve approaching a point Zo, \zo\ =1, from inside the unit circle and contained between two chords through Zo of that circle). It must be added that for p>l this result had been known before the decomposition theorem was proved (for then, by what was said before, the series ^c v e ipe is a Fourier series, and so may be studied directly by familiar methods), but in the case 0<£^1 it brings to light some new facts.
Suppose that </>(z) is
The most important case here is that of p = l. [27] ).
This fact is of great importance for the theory of conformai mapping. Another result which may be obtained by means of the decomposi-tion theorem, and which shows the difference that exists between ordinary trigonometric series and the series (20), is the following theorem. [5] ).
If (21) is the Fourier series of a function of bounded variation the series ]T)| C v \ converges (Hardy and Littlewood
There exist such simple proofs of this result that one of them may be reproduced here (See Hardy, Littlewood and Pólya [7] How the method of the complex variable may be applied to problems of real functions is illustrated by the following example which is by now quite familiar, but deserves mention here. Let f(d) be a function of period 27T, and let (3) be the series conjugate to the Fourier series of jf(0). lif(6) is sufficiently regular, for example if it has a continuous derivative, or even if ƒ(0) only satisfies a Lipschitz condition of positive order, the series (3) converges to the sum
which is called the function conjugate to f (6). Under the conditions imposed on ƒ, the integral converges, even absolutely. The problem is whether this integral converges, at least almost everywhere, for the most general function ƒ integrable Z? That this is so for ƒ continuous was shown already by Fatou [3 ] and even that rather special result is far from obvious. For the most general integrable ƒ it is easy to show that almost everywhere the existence of ƒ (0) is equivalent to the existence of the radial limit of the function ƒ (r, 0) conjugate to the 14] ), the one sketched above is the simplest, and seems to lead to the roots of the matter.
In the case that ƒ(0) is the characteristic function of a measurable set E, the existence of the function ƒ (0) has a certain geometric significance. It shows that in the neighborhood of almost every point of 
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E that set has a certain symmetry of structure (for otherwise the integral defining ƒ (0) would be divergent). This property is not easily deducible from the familiar properties of measurable sets (for example, from the theorem on the points of density), for otherwise we should have a simple real function proof of the existence of f (6).
One might argue that the study of the conjugate functions is strictly speaking outside the scope of the theory of Fourier series. But this is not so, and there seems to be a close relation between the behavior of the partial sums S n (0) of a Fourier series and certain conjugate functions. Let us consider instead of 5»(0) the modified partial sums S*(d) differing from S n (6) in that only half of the last term is taken. Hence as n -* + oo.
It is a curious fact that in order to prove this result from the theory of Fourier series (in the narrow sense of the word) we have to use properties of conjugate functions. No other proof seems to have been discovered so far. Let us assume from now on that the curve T is rectifiable. For point sets situated on a rectifiable curve we have, of course, a theory of measure analogous to that of Lebesgue. In particular, we may speak of sets of measure 0, of "almost everywhere," and so on.
In our case, since T is of finite length, the function <j>{z) must be of bounded variation on the circumference C. This means, as we know, that <f>(z) must be absolutely continuous on C. In particular, it transforms every set of measure 0 on C into a set of measure 0 on T. The converse is also true, the sets of measure 0 on T correspond to sets of measure 0 on C. In other words, in our case, the sets of measure 0 on the boundaries are invariants of conformai mapping. This result was first proved by F. and M. Riesz [27] .
There is another property, obtained by Privaloff [24] , of the mapping function h(z) : the mapping is conformai at almost every point of the boundary. This is to be understood as follows. If we exclude a certain point set of measure 0 on C, each of the remaining points Zo has the property that if C' and C" are any two paths leading from the interior of D to the point z 0 and making angle a, the images T', T" of C', C" make angle a at the point fo=#(*o).
In order to see how the above results can be applied, let us sketch the proof of a theorem of Privaloff [23] . Suppose that a function <j>(z) = u+iv is regular in |g| <1, and that there is a point set E on the circumference \z\ =1 with the following property: for every Zo = e idQ belonging to E there is a circular sector O(s 0 ) with vertex at z 0 , lying except for z Q entirely inside C, and such that the real part u(z) of
<j>(z) is bounded in Q(z 0 ). Then, the function </>(z) has a nontangential limit at almost every point z 0 of E.
A special case of this result worth a separate statement is : if the real part u(z) of a regular function <t>(z), \z\ <1, has a nontangential limit at every point z 0 of a set E of the circumference \z\ = 1, the imaginary part v(z) has the same property at almost every point of E.
Let us assume, to fix the ideas, that 12(so) is symmetrical with respect to the radius (0, z 0 ). Without loss of generality we may also assume that the function u(z) is bounded uniformly in all the ö(so), 2o£E. For the upper bound M(z 0 ) of u in Ü(ZQ) is a function of z 0 and is finite on £, so it follows that if we reject from E a subset of arbitrarily small measure, M(zo) will be bounded on the rest of E. By a similar argument we may assume that the angles of the sectors ti{z 0 ) are the same, or even that all these sectors are congruent. Let \z\ = § be the circle tangent to the rectilinear sides (or their continuations) of the sectors fl(js 0 ). Without loss of generality, we may replace each fi(so) by the domain £2'(2 0 ) limited by the two tangents from z 0 to \z\ = S, and by the more distant arc of the circle. One more remark: we may assume that £ is a perfect set.
Let now A denote the sum of all the domains Q,'(z 0 ) for z 0 Ç£E; A has a starlike shape (see the figure) . It is connected. The points of its frontier T, which is a simple Jordan curve, may belong either (a) to the set E t (b) to a number of arcs (nonexistent on the figure) of the circle \z\ = 5, (c) to the denumerable set of segments 5 belonging to the boundaries of some Q,'(z 0 ). Since the regions Q'(so) are all congruent, it is clear that the total length of the segments 5 does not exceed a fixed multiple (depending only on the shape of the Î2's) of the total length of the intervals contiguous to E. Thus the curve T is rectifiable.
The function u(z) is bounded in A. Hence, if z = h(w) maps A conformally onto the unit circle \w\ <1, the function
is harmonic in the circle \w\ <1. It is the real part of the function <j>(h(w)) = #i(w) regular in \w\ <1. The real part of <j>i(w) being bounded, the latter function is of the class H 2 , and so has a nontangential limit at almost every point of the circumference \w\ =1. If we go back from 4>i(w) to the function <j>(z) y and take into account the results of F. and M. Riesz and of Privaloff mentioned above, we see that <f>(z) has a nontangential limit at almost every point of T, in particular almost everywhere in E. This completes the proof.
Without changing the idea of the proof we may generalize this result considerably (see Plessner [2l] ). We prefer, however, to give a different application.
Let <t>(z) be a function regular in |z| <1 and of the class H 2 , and let &'(z) = Û'(0) have the same meaning as before. Lusin proved that then the integral Thus we see that almost everywhere the existence of the nontangential limit is equivalent to the finiteness of a certain area.
The method of conformai representation, as presented above, seems to have originated with Golubeff [4] . If we are to use it, we must know the behavior of the function in certain sectorial domains from which we build up a new domain whose boundary has "many" points in common with the boundary of the domain in which the function is defined. It would not work if we wanted, for example, to prove that the existence of the radial limit of u{z) along a set of positive measure of radii implies the existence of the radial limit of v{z) along almost every radius of the set, and the problem itself is open (u and v here are the real and the imaginary part of a function regular in \z\ <1). In other words, we do not know whether the Abel summability of a trigonometric series does or does not imply (almost everywhere) the Abel summability of the conjugate series.
For some other methods of summability, in particular for ordinary convergence, the problem is solved. A very important step in this direction was first made by Kuttner [12] , who showed that if a Fourier series converges in a set of positive measure, the conjugate series converges almost everywhere in that set. This result was later on extended to the most general trigonometric series, and to the Cesàro summability. The existing proofs (see Plessner [22] , Marcinkiewicz and Zygmund [16, 17] ) are quite difficult and are essentially based on complex methods.
The problem of the convergence of power series (or trigonometric series) leads naturally to the problem of the distribution of the partial sums of divergent series. It turns out that under certain conditions the distribution of those partial sums displays a very simple geometric character.
We shall say that a sequence of points {s n } is of circular structure with respect to the point s, if the derived set of the sequence {s n } consists of a certain number (finite, denumerable, or nondenumerable, but in any event a closed set) of circles with center at the point s. If for the sake of simplicity we confine our attention to power series is an instance in point. Thus we must impose new restrictions if we wish to obtain positive results. Wolf [32] proved that: 4. The Littlewood-Paley method. This method (see Littlewood and Paley [13] ) cannot be easily described without going into technical details, and by necessity I shall have to be rather brief here. Let me start with some of the results they achieved. Suppose that/(0) is an integrable function of period 27r, and let S n (6) denote the nth partial sum of the Fourier series of/(0). It is a familiar fact that S n (0) may diverge at some points even if/(0) is a continuous function. Whether there exists a continuous function ƒ such that S n (6) diverges everywhere, or at least almost everywhere, is still an open problem. For ƒ merely integrable, the divergence of S n (6) may actually occur everywhere, as shown by Kolmogoroff [9; TS, p. 175]. It is a curious fact that so far it has not been possible to construct a similar example for functions of any class Z>, p>l, and the problem seems to be much more difficult there.
Of course, from a certain point of view the function /(0) is adequately represented by the Fejér means of its Fourier series, but the behavior of the partial sums S n is of considerable intrinsic interest. converges almost everywhere. Nothing is known about the case p>2.
In particular, about convergence factors for continuous functions we know no more than for functions of the class L 2 , that is to say that the series (26) is convergent almost everywhere. The latter fact is equivalent to saying that the partial sums S»(0) of the Fourier series satisfy the relation (27) S n (6) = o(lognyt* at almost every point. It may be that the estimate (27) 
