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Введение
В отличие от классических методов нечеткой логики и нечеткого логического
вывода, предлагается модель, состоящая из нескольких взаимосвязанных класси-
ческих и авторских моделей с использованием авторских численных методов. Это
увеличивает их точность и адекватность. Большим преимуществом является ав-
томатический способ построения этих моделей только на основе наборов исходных
количественных и качественных данных, что позволит вам быстро и эффективно
создавать рекомендательные системы для решения широкого круга задач приня-
тия решений.
Система строится в три этапа.
На первом этапе строится система нечеткого логического вывода типа Такаги-
Сугено-Канга (TSK) на основе имеющихся количественных и качественных дан-
ных. Преимущество такой системы в том, что ее можно переучивать (корректи-
ровать ее параметры).
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Затем, после того как система построена по имеющимся данным, на втором
этапе ее точность повышается с помощью нечеткой нейронной сети. Недостатком
построенной системы является то, что она не дает словесного ответа.
На третьем этапе на основе настроенных параметров системы TSK строится
система типа Мамдани по специальному алгоритму. В результате система может
дать устный ответ от рекомендательной системы, и в то же время получить все
преимущества адаптации в процессе обучения нейронной сети [1].
1. Разработка концепции автоматически генерируемой СППР с учетом
качественной информации
С учетом постановки задачи, имеющиеся в распоряжении исследователей дан-
ные представляют собой вещественные многомерные кортежи вида:
Таблица 1: Структура исходных данных для генерации модели ППР
Параметр
системы
№1
Параметр
системы
№2
. . . . Параметр
системы № n
Выходной
параметр
системы
x1 x2 xn y
Качественная
интерпрета-
ция
А1 А2 А𝑛 B
Здесь:
– y – измеренная, или однозначно вычисляемая на основании значений x i,
РЕШАЮЩАЯ количественная величина, на основании значения которой
даются качественные рекомендации системой ППР.
– x i – измеренные количественные параметры системы, от которых зависит
РЕШАЮЩАЯ величина y . Зависимость 𝑦 от 𝑥𝑖 может быт как явной, за-
данной в виде формального описания, так и неявной.
– Ai – известные качественные выражения количественных параметров 𝑥𝑖
(вербальные определения параметров в технической документации, норма-
тивных актах, инструкциях и т.п.).
– В – искомое качественное выражение решающего параметра y . Именно это
качественное значение (в виде лексической переменной) будет являться от-
ветом СППР с элементами человеческого восприятия информации.
Из этого следует, что задачу создания рекомендующей модели с вербальным
выходом следует решать в два этапа:
1. Определение решающего параметра y в виде количественного значения.
2. Анализ полученного результата и его интерпретация в виде качественной
оценки.
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Так как вычисление значения y следует проводить с учетом качественных ин-
терпретаций A𝑖 значений 𝑥𝑖 , в данном случае невозможно применить такие мето-
ды вычислений, как построение модели регрессии вида
𝑦𝑘 = 𝑓(𝑥𝑘1 , 𝑥
𝑘
2 , . . . 𝑥
𝑘
3),
где 𝑀 – количество кортежей в наборе, 𝑋𝑘 = (𝑥𝑘1 , 𝑥
𝑘
2 , . . . 𝑥
𝑘
3) – конкретные значе-
ния параметров (𝑥1, 𝑥2, . . . 𝑥3) для 𝑘-того набора данных, 𝑦𝑘 – конкретное значение
выходной величины 𝑦 для 𝑘-того набора данных.
Так как необходимо сформировать модель, способную, с одной стороны, обра-
батывать количественные значения параметров системы, а с другой – качественно
их интерпретировать, то для решения поставленной задачи наилучшим решением
будет являться аппарат нечеткой логики, в которой параметры для расчетов зада-
ются в качественной форме и интерпретируются в виде количественного значения
некоторой функции-преобразователем.
Переменные, задаваемые словами, были впервые предложены и описаны Лоф-
ти Заде в 1965 году. Он назвал их «лингвистическими» переменными. Лингвисти-
ческие переменные описывают качественное, т.е. нечеткое отражение человеком
окружающего мира. Для того чтобы лингвистические переменные стали полно-
правными математическими объектами, потребовалось расширить одно из базо-
вых понятий математики – понятие множества. Для этого было введено определе-
ние нечеткого множества и разработана теория нечетких множеств, включившая
в себя обычные множества как частный случай [2]. Нечеткие множества и нечет-
кие переменные нашли широкое применение для технических задач с размытыми
условиями [3].
Расчет параметра y , как количественной оценки, удобнее всего проводить на
основе системы нечеткого логического вывода Такаги-Сугено-Канга (TSK) [4]. В
системе Такаги-Сугено правые части правил задаются в виде детерминированных
линейных функций входных параметров 𝑥𝑖, операция дефаззификации представ-
ляет собой вычисление взвешенного среднего с весами, пропорциональными степе-
ни срабатывания каждого правила. Данный подход довольно широко применяется
для вычислений в тех областях, где специалисты оперируют главным образом вер-
бальной информацией [5-9]. Для формирования правых частей, представляющих
собой линейные многочлены параметров 𝑥𝑖, целесообразно применить способ ли-
нейной многомерной регрессии.
Для последующего уточнения регрессионных коэффициентов, а также пара-
метров функций принадлежности левых частей правил, необходимо воспользо-
ваться возможностью представления системы TSK в виде нечеткой нейронной се-
ти с ее последующим обучением.
Качественную интерпретацию параметра 𝑦, как лингвистической переменной,
удобнее всего проводить на основе системы нечеткого логического вывода Мамда-
ни, в которой правые части задаются в виде условия принадлежности выходной
переменной к одному из нечетких значений, композиция представляет собой опе-
рацию логического ИЛИ, а дефаззификация – определения центра тяжести ре-
зультирующей интегральной функции принадлежности. Численный метод такого
преобразования с последующей вербальной интерпретацией был описан в [10].
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2. Построение модели TSK для количественного расчета результирую-
щего параметра
Для реализации алгоритма TSK необходимо описать 𝑚 правил нечеткого вы-
вода в виде:
«Если (𝑥*1 ∈ 1) И (𝑥*2 ∈ 2) И ...(𝑥*𝑛 ∈ 𝑛) ТО 𝑦 = 𝑏𝑗0+𝑏𝑗1*𝑥1+𝑏𝑗2*𝑥2+...𝑏𝑗𝑛*𝑥𝑛», (1)
𝑗 = 1, 2, ...𝑚, 𝑏𝑗𝑖 – некоторые числа.
Здесь
– 𝑥*𝑖 – количественное значение 𝑖-того параметра системы,
– A𝑖 – нечеткие множества, вербально соответствующие качественным града-
циям количественных параметров 𝑥𝑖.
Правила в базе знаний Такаги-Сугено являются своего рода переключателя-
ми с одного линейного закона «входы-выход» на другой, тоже линейный. Границы
подобластей размытые, следовательно, одновременно могут выполняться несколь-
ко линейных законов, но с различными степенями. Степени принадлежности вход-
ного вектора 𝑋 = (𝑥1*,𝑥2*,...𝑥𝑛*) к значениям 𝑑𝑗 = 𝑏𝑗0 +
𝑛∑︀
𝑖=1
𝑏𝑗𝑖𝑥𝑖 рассчитываются
следующим образом:
𝜇(𝑑𝑗(𝑋*)) = ∧𝑖=1,𝑛
[︁
𝜇𝑗𝐴𝑖(𝑥
*
𝑖 )
]︁
, 𝑗 = 1,𝑚, (2)
где ∧ – операция из t-нормы, т.е. из множества реализаций логической операций
И, 𝜇𝑗𝐴𝑖(𝑥𝑖) – функция принадлежности множества 𝐴𝑖.
В нечетком логическом выводе Сугено наиболее часто используется произведе-
ние как t-норма. В результате получаем нечеткое множество 𝑦, соответствующее
входному вектору Х*:
𝑦 =
𝜇(𝑑1(𝑋*))
𝑑1
+
𝜇(𝑑2(𝑋*))
𝑑2
+ ...+
𝜇(𝑑𝑚(𝑋*))
𝑑𝑚
. (3)
Обратим внимание, что приведенное выше нечеткое множество является обычным
нечетким множеством первого порядка. Оно задано на множестве четких чисел.
Результирующее значение выхода 𝑦 определяется как суперпозиция линейных за-
висимостей, выполняемых в данной точке X* 𝑛-мерного факторного пространства.
Для этого дефаззифицируют нечеткое множество 𝑦, находя взвешенное среднее:
𝑦 =
𝑚∑︀
𝑗=1
𝜇(𝑑𝑗(𝑋*)) · 𝑑𝑗
𝑚∑︀
𝑗=1
𝜇(𝑑𝑗(𝑋*))
(4)
или взвешенную сумму:
𝑦 =
𝑚∑︁
𝑗=1
𝜇(𝑑𝑗(𝑋*)) · 𝑑𝑗 . (5)
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2.1 Определение параметров левых частей правил
Для задания параметров левых частей правил вывода вида (1) необходимо
определить:
1. Вид функций принадлежности 𝜇𝑗 (𝑥*𝑖 ) к каждому нечеткому множеству A𝑖.
2. Параметры выбранной функции принадлежности.
Существует два подхода к решению данных задач – экспертный и автоматический.
При экспертном подходе специалисты предметной области самостоятельно, из
неформализуемых соображений, определяют вид и параметры функций 𝜇𝑗 .
Опираясь на необходимость создания именно автоматически генерируемой си-
стемы, рассмотрим автоматическую процедуру.
Для генерирования необходимо располагать адекватным набором количествен-
ных данных типа «входы - выход», предоставленным заслуживающим доверия
источником.
Процедура 1: автоматического задания левых частей правил вывода системы
TSK на основании имеющихся кортежей числовых данных:
1. Каждый элемент 𝑥𝑖 входного вектора 𝑋 = (𝑥1, 𝑥2,. . .𝑥𝑛) упорядочивается
и ранжируется в соответствии с разными квантилями выборки. Количество
квантилей выделяется в соответствии с количеством качественных градаций
параметра 𝑥𝑖 . Например, если параметр 𝑥𝑖 описывается четырьмя каче-
ственными градациями: «параметр низкий», «параметр средний», «параметр
высокий», «параметр выше среднего», то упорядоченное множество всех воз-
можных значений данного параметра следует разбить на 4 квантиля:
– 0,25% квантиль ⇒ «параметр низкий»,
– 0,5% квантиль ⇒ «параметр средний»,
– 0,75% квантиль ⇒ «параметр высокий»,
– >0,75% квантиль ⇒ «параметр выше среднего».
2. Каждое значение качественной оценки параметров вектора X ассоциируется
с соответствующим квантилем.
3. Для каждой из лингвистических переменных A определяется функция при-
надлежности типа гауссиан
𝜇𝐴(𝑥𝑖) =
1
1 +
(︁
𝑥𝑖−𝑐𝑖
𝜎𝑖
)︁2 .
Центр гауссиана (с) будет соответствовать центру соответствующего квантиля, а
разброс гауссиана (𝜎) вычисляется как 25%-ный внешний отступ от границ кван-
тиля, деленный на три (согласно правилу 3-сигма).
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2.2 Определение параметров правых частей правил
Правые части правил вида (1) представляют собой линейные комбинации эле-
ментов входного вектора X. Поэтому для определения коэффициентов 𝑏𝑗𝑖 целесо-
образно воспользоваться методом построения линейных множественных регресси-
онных моделей, описанным, например, в [11].
Процедура 2: определения коэффициентов правых частей правил вывода си-
стемы TSK на основании имеющихся кортежей числовых данных:
1. Каждый элемент 𝑥𝑖 входного вектора 𝑋 = (𝑥1, 𝑥2,. . .𝑥𝑛) упорядочивается
и ранжируется в соответствии с разными квантилями выборки. Количество
квантилей выделяется в соответствии с количеством качественных градаций
параметра 𝑥𝑖.
2. Каждое значение качественной оценки параметров вектора X ассоциируется
с соответствующим квантилем.
3. Внутри каждого квантиля проводится процедура построения линейной ре-
грессионной модели по методу наименьших квадратов (МНК).
4. Найденные в результате коэффициенты регрессионных зависимостей прини-
маются в качестве коэффициентов правых частей правил вывода системы
TSK.
В результате последовательного применения двух разработанных процедур будут
сформированы левые и правые части правил TSK. Однако для их автоматического
согласования (композиции каждой части в единое правило) требуется разработать
дополнительную процедуру.
2.3 Определение соответствий между левыми и правыми частями правил си-
стемы TSK
Для обоснованного формирования правил (зависимости левых и правых ча-
стей) разработана следующая
Процедура 3: формирования полной базы правил системы TSK на основании
имеющихся кортежей числовых данных:
1. Для каждой лингвистической переменной 𝐴𝑖 левой части правил определяет-
ся «серединный диапазон» - это диапазон, охватываемый категорией «пара-
метр средний». Соответственно, разложив коэффициенты регрессии уравне-
ния, описывающего категорию «параметр средний» для каждой переменной,
получим веса отдельных параметров:
V(𝑥𝑖) =v𝑖.
2. Нормализуем веса:
𝑣𝑁𝑖 =
𝑣𝑖
𝑛∑︀
𝑖=1
𝑣𝑖
.
Сумма нормализованных весов равна 1.
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3. Введем кодирующую шкалу для нечетких категорий качественных опреде-
лений 𝑥𝑖. Количество градаций шкалы соответствует количеству категорий.
Например, если параметр 𝑥𝑖 описывается четырьмя качественными градаци-
ями: «параметр низкий», «параметр средний», «параметр высокий», «пара-
метр выше среднего», то будет введена 4-х разрядная шкала. Каждому раз-
ряду ставится в соответствие КОД - балл от 1 до K, где K- разрядность шка-
лы. (балл приемлемости). Для каждой левой части правил, сформированных
на этапе 3.1. Заменим лингвистическое выражение состояния параметра со-
ответствующим баллом, и вычислим средневзвешенное значение итогового
балла на основе найденных на предыдущем этапе нормализованных значе-
ний 𝑣𝑁𝑖 .
4. Полученное значение итогового балла округляется до ближайшего целого.
Каждый рассчитанный балл заменяется соответствующим лингвистическим
выражением.
Согласно разработанной процедуре формируется полная база правил системы
нечеткого вывода TSK.
3. Повышение точности модели TSK на основе машинного обучения
В результате последовательного применения к имеющемуся набору исходных
данных Процедур 1-3 будет автоматически сгенерирована система нечеткого
логического вывода типа TSK, способная давать количественный ответ по име-
ющимся количественным входным данным с учетом качественной информации о
параметрах системы.
Однако, точность системы можно повысить путем более тонкого подбора пара-
метров системы, а именно: параметров функций принадлежности нечетких термов
в левых частях (предпосылках), и коэффициентов линейных многочленов правых
частей (следствий). Для подобной тонкой настройки с успехом можно использо-
вать так называемые нечеткие нейронные сети, обучение которых как раз и состо-
ит в корректировке указанных параметров системы Такаги-Сугено.
Более того, сама по себе нечеткая нейронная сеть может рассматриваться как
обучаемая система Такаги-Сугено. При обучении таких сетей функции принад-
лежности системы и линейные зависимости правых частей логического выво-
да корректируются так, чтобы минимизировать отклонения между результата-
ми нечеткого моделирования и эталонными данными. В результате обучения ней-
ронечеткой сети, таким образом, можно повысить точность, а, следовательно, и
адекватность нечеткой системы.
Процедура 4: коррекции параметров системы TSK на основе нейронечеткого
представления и обучения:
1. Сформулировать задачу корректировки параметров системы TSK как зада-
чу оптимизации вида:
Найти такие вектора 𝑃 = (𝑐 𝑗𝑖 , 𝜎
𝑗
𝐼 ) и 𝐵 = (𝑏𝑖𝑗), чтобы:⎯⎸⎸⎷ 1
𝑀
𝑀∑︁
𝑖=1
(𝑌 *𝑖 − 𝐹 (𝑃,𝐵,𝑋𝑖))
2 ⇒ min . (6)
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Здесь М – количество кортежей данных, 𝑌 *𝑖 - эталонный ответ системы (зна-
чение из обучающего кортежа), 𝐹 (𝑃,𝐵,𝑋𝑖) - ответ системы для набора вход-
ных параметров 𝑋𝑖.
2. Представить построенную на предыдущем этапе систему TSK в виде нейро-
нечеткой сети следующей топологии (Рис.1):
Рис. 1: Структура нечеткой нейронной сети типа TSK
Здесь:
Слой 1 состоит из входных переменных 𝑥𝑖 (i=1,2. . . n) нечеткой системы.
Слой 2 осуществляет этап фаззификации, т.е. каждый нейрон слоя вычис-
ляет значения функций принадлежности 𝜇𝑘(𝑥𝑖) (𝑘 =1,2. . .𝑚) для поданного
на вход нейрона четкого значения 𝑥𝑖. Для возможности обучения в каче-
стве функций принадлежности должны выступать гауссианы с заданными
центрами 𝑐𝑖 , разбросами 𝜎𝑖 и параметром 𝑏𝑖 вида:
𝜇𝐴(𝑥𝑖) =
1
1 +
(︁
𝑥𝑖−𝑐𝑖
𝜎𝑖
)︁2 .
Количество нейронов слоя 𝑚 равно сумме количества нечетких термов для
каждого входа. Этот слой называют ПАРАМЕТРИЧЕСКИМ, так как в про-
цессе обучения подбираются НЕЛИНЕЙНЫЕ ПАРАМЕТРЫ этого слоя –
значения центров 𝑐𝑖, разбросов 𝜎𝑖 гауссианов-функций принадлежности.
Слой 3 Каждый нейрон слоя представляет собой нечеткое правило выво-
да. Он соединен только с теми нейронами предыдущего слоя (нечеткими
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термами), которые участвуют в формировании данного правила. Каждый
нейрон вычисляет степень истинности предпосылок для каждого имеющего-
ся в системе нечеткого правила. Нейроны слоя могут реализовывать любую
Т-норму для моделирования операции «И», например, МИНИМУМ. Количе-
ство нейронов слоя 𝑝 совпадает с количеством имеющихся в системе нечетких
правил.
Слой 4 представляет собой правые части правил логического выво-
да, то есть вычисляет значения линейных многочленов правых частей
𝑦𝑗 (𝑥) = 𝑏𝑗0 +
𝑛∑︀
𝑖=1
𝑏𝑗𝑖𝑥𝑖, а затем умножает их на весовой коэффициент
𝑤𝑗 =
𝑛∏︀
𝑖=1
𝜇
(𝑗)
𝐴 (𝑥𝑖), равный степени истинности правила, полученному на
предыдущем слое. Содержит столько же нейронов, что и предыдущий слой.
Это ПАРАМЕТРИЧЕСКИЙ слой – в нем коррекции подлежат параметры
линейных многочленов правых частей правил вывода 𝑏𝑗𝑖.
Слой 5 состоит из двух нейронов-сумматоров, один из которых рассчиты-
вает взвешенную сумму выходов предыдущего слоя:
𝑀∑︁
𝑗=1
𝑤𝑗𝑦𝑗 ,
а второй – сумму весов:
𝑀∑︁
𝑗=1
𝑤𝑗 .
Слой 6 содержит единственный нейрон, осуществляющий дефаззификацию,
т.е. вычисляет окончательное количественное значение для выхода нечеткой
сети
𝑦 (𝑥) =
𝑀∑︀
𝑗=1
𝑤𝑗𝑦𝑗
𝑀∑︀
𝑗=1
𝑤𝑗
.
3. Обучить нейронечеткую сеть согласно гибридному алгоритму обучения [12].
В гибридном алгоритме подлежащие адаптации параметры разделяются на
две группы: линейных параметров 𝑏𝑖𝑗 четвертого слоя и параметров нели-
нейной функции принадлежности второго слоя. Уточнение параметров про-
водится в два этапа:
– На первом этапе при фиксации определенных значений параметров
функции принадлежности путем решения системы линейных уравнений
рассчитываются линейные параметры (в первом цикле – это значения,
полученные в результате инициализации).
– На втором этапе после фиксации значений линейных параметров
𝑏𝑗𝑖 рассчитываются фактические выходные сигналы 𝑦(𝑡) сети и вектор
ошибки. Сигналы ошибок направляются через подключенную сеть по
АВТОМАТИЧЕСКАЯ ГЕНЕРАЦИЯ РЕКОМЕНДУЮЩИХ СИСТЕМ НА... 59
направлению ко входу сети (обратное распространение) вплоть до пер-
вого слоя, где могут быть рассчитаны компоненты градиента целевой
функции относительно конкретных параметров
(︁
𝑐𝑗𝑖 , 𝜎
𝑗
𝑖 , 𝑏𝑗𝑖
)︁
. После фор-
мирования вектора градиента параметры уточняются с использованием
одного из градиентных методов обучения, например, метода наискорей-
шего спуска.
После уточнения нелинейных параметров вновь запускается процесс адапта-
ции линейных параметров функции TSK (первый этап) и нелинейных пара-
метров (второй этап). Этот цикл повторяется вплоть до стабилизации всех
параметров процесса.
При практической реализации гибридного метода обучения нечетких сетей до-
минирующим фактором их адаптации считается первый этап, на котором веса
𝑏𝑗𝑖 подбираются с использованием псевдоинверсии за один шаг. Для уравнове-
шивания его влияния второй этап (подбор нелинейных параметров градиентным
методом) многократно повторяется в каждом цикле.
4. Вербальная интерпретация количественного ответа системы TSK на
основе авторского численного метода
Для формирования модели, способной выдавать качественные (вербальные)
заключения относительно входных численных параметров, необходимо восполь-
зоваться авторским численным методом получения вербальной рекомендации на
основе количественного ответа нечеткого алгоритма, описанном в [13].
Приведем основную последовательность действий.
1. Задать число входных переменных системы Мамдани равным числу входов
системы Такаги-Сугено.
2. Все нечеткие термы и их функции принадлежности системы Такаги-Сугено
переносятся в систему Мамдани без изменений.
3. Задать число нечетких термов выходной переменной системы Мамдани рав-
ным числу нечетких термов выходной переменной Такаги-Сугено. Для каж-
дого нечеткого терма выходной переменной задать функцию принадлежно-
сти в виде гауссиана.
4. Значения центров гауссианов 𝑐 𝑗𝑖 определить по формуле 𝑐
𝑗 =
𝑁∑︀
𝑖=1
𝑡𝑗𝑖𝑎
𝑗
𝑖 +𝑡
𝑗
0, где
𝑎𝑗𝑖 – центры функции принадлежностей входных переменных, определенные
в виде гауссианов, а 𝑡𝑗𝑖 – линейные коэффициенты правых частей правил
исходной системы TSK: 𝑦𝑗 =
𝑁∑︀
𝑖=1
𝑡𝑗𝑖𝑥𝑖 + 𝑡
𝑗
0.
5. Значения разбросов гауссианов 𝜎 𝑗𝑖 определить из условия равномерного по-
крытия области определения.
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6. Все правила логического вывода Такаги-Сугено становятся правилами вы-
вода системы Мамдани.
7. Для получения вербального ответа, подвергнуть ответ системы Мамдани об-
ратной фаззификации.
5. Описание последовательности автоматической генерации многоуров-
невой гибридной рекомендующей модели с вербальным выходом
Обобщая исследования, приведенные в разделах 1-5, процесс построения авто-
матически генерируемой рекомендующей модели состоит в выполнении следую-
щих этапов:
1. Получение количественных данных, описывающих систему, в виде набора
кортежей типа «многомерный вход-скалярный выход»:
(𝑋𝑘, 𝑌 𝑘) = (𝑥1𝑘, 𝑥2𝑘, . . . 𝑥𝑛𝑘, 𝑦𝑘), 𝑘 = 1, 2 . . .𝑀 ,
где 𝑀 – количество кортежей в наборе, 𝑋𝑘 = (𝑥𝑘1 , 𝑥
𝑘
2 ,. . . x
𝑘
𝑛) – конкретные
значения параметров (𝑥1, 𝑥2,. . . x𝑛) – для 𝑘-того набора данных, 𝑦𝑘 – кон-
кретное значение выходной величины 𝑦 для 𝑘-того набора данных.
2. Получение вербальных описаний возможных качественных характеристик
𝐴𝑖 для каждого входного параметра 𝑥𝑖.
3. Формирование левых частей правил системы TSK с функциями принадлеж-
ности типа гауссиан. Параметры функций принадлежности (центр и разброс)
определяются из условий конкретной прикладной задачи на основании раз-
работанной Процедуры автоматического задания левых частей правил вы-
вода системы TSK на основании имеющихся кортежей числовых данных
(Процедура 1).
4. Формирование правых частей правил системы TSK в виде линейных комби-
наций входов согласно разработанной Процедуре определения коэффициен-
тов правых частей правил вывода системы TSK на основании имеющихся
кортежей числовых данных (Процедура 2).
5. Соединение левых и правых частей правил в единую базу правил нечеткого
вывода TSK согласно Процедуре формирования полной базы правил системы
TSK на основании имеющихся кортежей числовых данных (Процедура 3).
6. Повышение точности построенной системы TSK на основании Процедуры
коррекции параметров системы TSK на основе нейронечеткого представ-
ления и обучения (Процедура 4).
7. Формирование системы для вербальной интерпретации выхода построенной
системы TSK на основании Численного метода получения вербальной реко-
мендации на основе количественного ответа нечеткого алгоритма.
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6. Вычислительные эксперименты
Для проверки работоспособности разработанной модели были проведены те-
стовые расчеты параметра риска для состояния окружающей среды Робщ (эколо-
гический риск по окружающей среде в целом) на основании значений рисков по
отдельным ее компонентам: Рвозд (экологический риск по воздуху), Рснег (эко-
логический риск по снегу), Рпочв (экологический риск по почвенному покрову),
Рбиоср. (экологический риск по биосредам населения).
Для практической реализации, тестирования и использования разработанной
нечеткой логической системы применялся математический пакете MatLab с под-
системой Fuzzy Logic Toolbox [14].
Ошибка системы нечеткого вывода после обучения нейронечеткой сети на мно-
жестве обучающих данных составила 7.5Е-6 (менее 0,1%), что более чем в 30 тыс.
раз точнее, чем для системы нечеткого вывода до корректировки параметров.
Ошибка скорректированной системы нечеткого вывода на тестовом множестве
составила в среднем 6.43Е-4 (0,14%) (Рис. 2.):
Рис. 2: Сравнительные значения уровней опасности согласно системе нечеткого
вывода (Рсугено) и эталонных значений (Робщ) после повышения точности
Результаты работы спроектированной системы нечеткого логического вывода
Такаги-Сугено хорошо демонстрируют следующие примеры:
Пример №1:
Исходные данные для расчетов:
1. «Состояние воздуха» Рвозд = 0.1 (в большей степени соответствует лингви-
стическому понятию «удовлетворительное»).
2. «Состояние снежного покрова» Рснег = 0.8 (в большей степени соответству-
ет лингвистическому понятию «с высоким риском»).
3. «Состояние почвы» Рпочв = 0.9 (в большей степени соответствует лингви-
стическому понятию «с высоким риском»).
4. «Состояние биосреды» Рбиоср = 0.9 (в большей степени соответствует линг-
вистическому понятию «с высоким риском»).
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Результат расчета: «Состояние окружающей среды» Робщ = 0.472 – в боль-
шей степени соответствует лингвистическому понятию «напряженное».
Пример №2:
Исходные данные для расчетов:
1. «Состояние воздуха» Рвозд = 0.9 (в большей степени соответствует лингви-
стическому понятию «с высоким риском»).
2. «Состояние снежного покрова» Рснег = 0.4 (в большей степени соответству-
ет лингвистическому понятию «среднее»).
3. «Состояние почвы» Рпочв = 0.5 (в большей степени соответствует лингви-
стическому понятию «с повышенным риском»).
4. «Состояние биосреды» Рбиоср = 0.4 (в большей степени соответствует линг-
вистическому понятию «среднее»).
Результат расчета: «Состояние окружающей среды» Робщ = 0.712 – в боль-
шей степени соответствует лингвистическому понятию «кризисное».
Заключение
Разработанная система автоматического создания интеллектуальных систем
ППР, работающих с учетом человеческого восприятия информации, является эф-
фективной и адекватной. Полученные в результате ее применения системы способ-
ны с успехом и высокой точностью генерировать вербальный ответ-рекомендацию,
пригодную для адекватного принятия решения специалистом конкретной пред-
метной области без необходимости дополнительной интерпретации им численного
ответа СППР.
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The article describes decision-making methods based on intelligent learning
algorithms; for the construction of which verbal elements are used. Such
algorithms and methods usually work in calculations with strictly quan-
titative data; however; taking into account the human way of perceiving
information in verbal form. The person does not directly participate in the
process of building the model; that is; its structure does not depend on
expert or other human opinions; however; high-quality verbal information
(for example; elements of regulations; documents; orders; etc.) is embedded
in the algorithm in coded form. Computational experiments are presented.
Keywords: soft computing, decision support system, verbal response, au-
tomatic generation of systems.
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