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Abstract
A bicovariant calculus on the twisted inhomogeneous multiparametric q-
groups of the Bn, Cn,Dn type, and on the corresponding quantum planes, is
found by means of a projection from the bicovariant calculus on Bn+1, Cn+1,
Dn+1. In particular we obtain the bicovariant calculus on a dilatation-free
q-Poincare´ group ISOq(3, 1), and on the corresponding quantum Minkowski
space.
The classical limit of the Bn, Cn,Dn bicovariant calculus is discussed in
detail.
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1 Introduction
We present a bicovariant differential calculus on the inhomogeneous multiparametric
quantum groups of the Bn, Cn, Dn type, and on the corresponding quantum planes.
Our main motivation being an exhaustive study of the differential calculus on the
quantum Poincare´ group found in ref.s [1], we mainly focus our discussion on the
orthogonal inhomogeneous q-groups ISOq(N). All the quantities relevant to their
differential calculus are explicitly constructed. The results are then directly applied
to the q-Poincare´ group ISOq(3, 1), and to the quantum Minkowski space that
emerges as the quantum coset Funq(ISO(3, 1)/SO(3, 1)).
The technique used in deriving the differential calculus on ISOq(N) or ISpq(N)
is based on a projection from the bicovariant calculus on ISOq(N+2) or ISpq(N+2).
This technique was first proposed in [2] and applied to find the quantum inhomo-
geneous groups IGLq(N) and the corresponding bicovariant calculus. Their mul-
tiparametric extensions were treated in [3]. Other references on inhomogeneous
q-groups can be found in [4].
The projection method was then applied to the multiparametric SOq,r=1(N +2)
to obtain the bicovariant calculus on ISOq,r=1(N), where r = 1 corresponds to the
“minimal deformations” , or twistings, with diagonal R-matrix [5]. The gauging of
the resulting deformed q-Poincare´ “Lie algebra” leads to the q-gravity theory dis-
cussed in the same references. The structure of the multiparametric inhomogeneous
q-groups ISOq,r(N) obtained via the projection technique was studied in detail in
ref. [1], where a dilatation-free q-Poincare´ group depending on one real deformation
parameter was found. Absence of dilatations requires r = 1.
In the present paper the bicovariant calculus on ISOq,r(N) and ISpq,r(N) with
r = 1 is obtained after a detailed study of the homogeneous orthogonal and sym-
plectic q-groups in the r → 1 limit. The necessity of taking r = 1 is discussed. The
functionals of the universal enveloping algebra U(SOq,r=1(N+2))[U(Spq,r=1(N+2))]
relevant for the construction of a bicovariant calculus are analized and “projected”
to well defined functionals on ISOq,r=1(N)[ISpq,r=1(N)]. The differential calculus
is found and explicitly formulated in terms of these “projected” functionals, that in
the commutative limit become the tangent vectors to the inhomogeneous orthogonal
[symplectic] groups. In this general setting we are able to retrieve all the results of
[5] (where these functionals were only given in terms of their action on the adjoint
q-group elements) in a direct way, and to clarify important points. For example we
will easily see how the typical “abundance” of left-invariant one-forms can be lifted
in the r = 1 case.
In our framework the bicovariant calculus on the orthogonal multiparametric
quantum plane follows almost as a corollary.
In Section 2 we briefly review the basics of Bn, Cn, Dn multiparametric quantum
1
groups, mainly to establish notations. In Section 3 we recall the R-matrix formu-
lation of ISOq,r(N) and ISpq,r(N) of ref. [1], and discuss the real forms yielding
ISOq,r(n, n;R), ISOq,r(n, n+ 1;R), ISpq,r(n,R) and ISOq,r(n+ 1, n− 1;R), this
last being the one used in [5, 1] to obtain the quantum Poincare´ group ISOq,r(3, 1).
The universal enveloping algebra and the bicovariant calculus on multiparametric
Bn, Cn, Dn q-groups (and their real forms) are given in Section 4 and 5 respectively.
In Section 6 we examine the case r = 1. We clarify some issues related to the classi-
cal limit and see how in this limit some tangent vectors become linearly independent,
thus providing the correct classical dimension of the tangent space. A similar mech-
anism occurs for the left-invariant one-forms. In Section 7 the bicovariant calculus
on ISOq,r=1(N) and its real forms is constructed. Finally Section 8 deals with the
differential calculus on the orthogonal quantum plane Funq,r=1(ISO(N)/SO(N)).
2 Bn, Cn, Dn multiparametric quantum groups
The Bn, Cn, Dn multiparametric quantum groups are freely generated by the non-
commuting matrix elements T a b (fundamental representation) and the identity I.
The noncommutativity is controlled by the R matrix:
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (2.1)
which satisfies the quantum Yang-Baxter equation
Ra1b1a2b2R
a2c1
a3c2
Rb2c2b3c3 = R
b1c1
b2c2
Ra1c2a2c3R
a2b2
a3b3
, (2.2)
a sufficient condition for the consistency of the “RTT” relations (2.1). The R-
matrix components Rab cd depend continuously on a (in general complex) set of
parameters qab, r. For qab = r we recover the uniparametric q-groups of ref. [6].
Then qab → 1, r → 1 is the classical limit for which Rab cd → δac δbd : the matrix entries
T a b commute and become the usual entries of the fundamental representation. The
multiparametric R matrices for the A,B,C,D series can be found in [7] (other ref.s
on multiparametric q-groups are given in [8, 9]). For the B,C,D case they read:
Rab cd = δ
a
c δ
b
d[
r
qab
+ (r − 1)δab + (r−1 − 1)δab′](1− δan2) + δan2δbn2δn2c δn2d
+(r − r−1)[θabδbcδad − ǫaǫcθacrρa−ρcδa′bδc′d]
(2.3)
where θab = 1 for a > b and θab = 0 for a ≤ b; we define n2 ≡ N+12 and primed
indices as a′ ≡ N + 1 − a. The indices run on N values (N=dimension of the
fundamental representation T a b), with N = 2n+1 for Bn[SO(2n+1)], N = 2n for
Cn[Sp(2n)], Dn[SO(2n)]. The terms with the index n2 are present only for the Bn
series. The ǫa and ρa vectors are given by:
ǫa =

+1 for Bn, Dn,
+1 for Cn and a ≤ n,
−1 for Cn and a > n.
(2.4)
2
(ρ1, ...ρN) =

(N
2
− 1, N
2
− 2, ..., 1
2
, 0,−1
2
, ...,−N
2
+ 1) for Bn
(N
2
, N
2
− 1, ...1,−1, ...,−N
2
) for Cn
(N
2
− 1, N
2
− 2, ..., 1, 0, 0,−1, ...,−N
2
+ 1) for Dn
(2.5)
Moreover the following relations reduce the number of independent qab parameters
[7]:
qaa = r, qba =
r2
qab
; (2.6)
qab =
r2
qab′
=
r2
qa′b
= qa′b′ (2.7)
where (2.7) also implies qaa′ = r. Therefore the qab with a < b ≤ N2 give all the q’s.
It is useful to list the nonzero complex components of the R matrix (no sum on
repeated indices):
Raa aa = r, a 6= n2
Raa
′
aa′ = r
−1, a 6= n2
Rn2n2n2n2 = 1
Rab ab =
r
qab
, a 6= b, a′ 6= b
Rab ba = r − r−1, a > b, a′ 6= b
Raa
′
a′a = (r − r−1)(1− ǫrρa−ρa′ ), a > a′
Raa
′
bb′ = −(r − r−1)ǫaǫbrρa−ρb , a > b, a′ 6= b (2.8)
where ǫ = ǫaǫa′ , i.e. ǫ = 1 for Bn, Dn and ǫ = −1 for Cn.
Remark 2.1 : The matrix R is upper triangular, that is Rab cd = 0 if [a = c and
b < d] or a < c, and has the following properties:
R−1q,r = Rq−1,r−1 ; (Rq,r)
ab
cd = (Rq,r)
c′d′
a′b′ ; (Rq,r)
ab
cd = (Rp,r)
dc
ba (2.9)
where q, r denote the set of parameters qab, r, and pab ≡ qba.
The inverse R−1 is defined by (R−1)ab cdR
cd
ef = δ
a
e δ
b
f = R
ab
cd(R
−1)cd ef . Eq.
(2.9) implies that for |q| = |r| = 1, R¯ = R−1.
Remark 2.2: Let Rr be the uniparametric R matrix for the B,C,D q-groups.
The multiparametric Rq,r matrix is obtained from Rr via the transformation [8, 7]
Rq,r = F
−1RrF
−1 (2.10)
where (F−1)abcd is a diagonal matrix in the index couples ab, cd:
F−1 ≡ diag(
√
r
q11
,
√
r
q12
, ...
√
r
qNN
) (2.11)
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and ab, cd are ordered as in the R matrix. Since
√
r
qab
= (
√
qba
r
)−1 and qaa′ = qbb′ ,
the non diagonal elements of Rq,r coincide with those of Rr. The matrix F satisfies
F12F21 = 1 i.e. F
ab
efF
fe
dc = δ
a
c δ
b
d, the quantum Yang-Baxter equation F12F13F23 =
F23F13F12 and the relations (Rr)12F13F23 = F23F13(Rr)12. Note that for r = 1 the
multiparametric R matrix reduces to R = F−2.
Remark 2.3: Let Rˆ the matrix defined by Rˆab cd ≡ Rba cd. Then the multipara-
metric Rˆq,r is obtained from Rˆr via the similarity transformation
Rˆq,r = FRˆrF
−1 (2.12)
The characteristic equation and the projector decomposition of Rˆq,r are therefore
the same as in the uniparametric case:
(Rˆ− rI)(Rˆ+ r−1I)(Rˆ− ǫrǫ−NI) = 0 (2.13)
Rˆ− Rˆ−1 = (r − r−1)(I −K) (2.14)
Rˆ = rPS − r−1PA + ǫrǫ−NP0 (2.15)
with
PS =
1
r+r−1
[Rˆ + r−1I − (r−1 + ǫrǫ−N)P0]
PA =
1
r+r−1
[−Rˆ + rI − (r − ǫrǫ−N)P0]
P0 = QN(r)K
QN (r) ≡ (CabCab)−1 = 1−r2(1−ǫrN+1−ǫ)(1+ǫr−N+1+ǫ) , Kabcd = CabCcd
I = PS + PA + P0
(2.16)
To prove (2.14) in the multiparametric case note that F12K12F
−1
12 = K12. Or-
thogonality (and symplecticity) conditions can be imposed on the elements T a b,
consistently with the RTT relations (2.1):
CbcT a bT
d
c = C
ad, CacT
a
bT
c
d = CbdI (2.17)
where the (antidiagonal) metric is :
Cab = ǫar
−ρaδab′ (2.18)
and its inverse Cab satisfies CabCbc = δ
a
c = CcbC
ba. We see that for the orthogonal
series, the matrix elements of the metric and the inverse metric coincide, while
for the symplectic series there is a change of sign: Cab = ǫCab. Notice also the
symmetry Cab = Cb′a′ .
The consistency of (2.17) with the RTT relations is due to the identities:
CabRˆ
bc
de = (Rˆ
−1)cf adCfe, Rˆ
bc
deC
ea = Cbf(Rˆ−1)ca fd (2.19)
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These identities hold also for Rˆ → Rˆ−1 and can be proved using the explicit ex-
pression (2.8) of R.
We note the useful relations, easily deduced from (2.15):
CabRˆ
ab
cd = ǫr
ǫ−NCcd, C
cdRˆab cd = ǫr
ǫ−NCab (2.20)
The co-structures of the Bn, Cn, Dn multiparametric quantum groups have the
same form as in the uniparametric case: the coproduct ∆, the counit ε and the
coinverse κ are given by
∆(T a b) = T
a
b ⊗ T b c (2.21)
ε(T a b) = δ
a
b (2.22)
κ(T a b) = C
acT d cCdb (2.23)
Four conjugations (i.e. algebra antihomomorphism, coalgebra homomorphism and
involution, satisfying κ(κ(T ∗)∗) = T ) can be defined, but only two of these can be
extended to the corresponding inhomogeneous groups [1]. These two are defined as
follows:
• trivially as T ∗ = T . Compatibility with the RTT relations (2.1) requires
R¯q,r = R
−1
q,r = Rq−1,r−1, i.e. |q| = |r| = 1. Then the CTT relations are invariant
under ∗-conjugation. The corresponding real forms are SOq,r(n, n;R), SOq,r(n, n+
1;R) (for N even and odd respectively) and Spq,r(n;R).
• on the orthogonal quantum groups SOq,r(2n,C), extending to the multi-
parametric case the one proposed by the authors of ref. [10] for SOq(2n,C). The
conjugation is defined by:
(T a b)
∗ = DacT c dDdb (2.24)
D being the matrix that exchanges the index n with the index n+1. This conjuga-
tion is compatible with the coproduct: ∆(T ∗) = (∆T )∗; for |r| = 1 it is also com-
patible with the orthogonality relations (2.17) (due to C¯ = CT and also DCD = C)
and with the antipode: κ(κ(T ∗)∗) = T . Compatibility with the RTT relations is
easily seen to require
(R¯)n↔n+1 = R
−1, i.e. D1D2R12D1D2 = R−112 (2.25)
which implies
i) |qab| = |r| = 1 for a and b both different from n or n+ 1;
ii) qab/r ∈ R when at least one of the indices a, b is equal to n or n + 1.
This conjugation leads to the real form SOq,r(n+1, n−1;R), and is in fact the one
needed to obtain ISOq,r(3, 1;R), as discussed in ref.s [5, 1] and later in this paper.
Remark 2.4: Using formula (2.3) or (2.8), we find that the RABCD matrix for
the SOq,r(N +2) and Spq,r(N +2) quantum groups can be decomposed in terms of
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SOq,r(N) and Spq,r(N) quantities as follows (splitting the index A as A=(◦, a, •),
with a = 1, ...N):
RABCD =

◦◦ ◦• •◦ •• ◦d •d c◦ c• cd
◦◦ r 0 0 0 0 0 0 0 0
◦• 0 r−1 0 0 0 0 0 0 0
•◦ 0 f(r) r−1 0 0 0 0 0 −ǫCcdλr−ρ
•• 0 0 0 r 0 0 0 0 0
◦b 0 0 0 0 r
q◦b
δbd 0 0 0 0
•b 0 0 0 0 0 r
q•b
δbd 0 λδ
b
c 0
a◦ 0 0 0 0 λδad 0 rqa◦ δac 0 0
a• 0 0 0 0 0 0 0 r
qa•
δac 0
ab 0 −Cbaλr−ρ 0 0 0 0 0 0 Rab cd

(2.26)
where Rab cd is the R matrix for SOq,r(N) or Spq,r(N), Cab is the corresponding
metric, λ ≡ r− r−1, ρ = N+1−ǫ
2
(rρ = C•◦) and f(r) ≡ λ(1− ǫr−2ρ). The sign ǫ has
been defined after eq. s (2.8).
3 The quantum inhomogeneous groups ISOq,r(N)
and ISpq,r(N)
An R-matrix formulation for the quantum inhomogeneous groups ISOq,r(N) and
ISpq,r(N) was obtained in ref. [1], in terms of the R
AB
CD matrix for the SOq,r(N+2)
and Spq,r(N + 2) quantum groups. It was found that the quantum inhomogeneous
groups ISOq,r(N) and ISpq,r(N) are freely generated by the non-commuting ma-
trix elements TAB [A=(◦, a, •), with a = 1, ...N)] and the identity I, modulo the
relations:
T a ◦ = T
•
b = T
•
◦ = 0, (3.1)
the RTT relations
RABEFT
E
CT
F
D = T
B
FT
A
ER
EF
CD, (3.2)
and the orthogonality (symplecticity) relations
CBCTABT
D
C = C
AD, CACT
A
BT
C
D = CBD (3.3)
The co-structures of ISOq,r(N) and ISpq,r(N) are simply given by:
∆(TAB) = T
A
C ⊗ TCB, κ(TAB) = CACTDCCDB, ε(TAB) = δAB . (3.4)
After decomposing the indices A=(◦, a, •), and defining:
u ≡ T ◦ ◦, v ≡ T • •, z ≡ T ◦ •, xa ≡ T a •, ya ≡ T ◦ a (3.5)
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the relations (3.2) and (3.3) become
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (3.6)
T a bC
bcT d c = C
adI (3.7)
T a bCacT
c
d = CbdI (3.8)
T b dx
a =
r
qd•
Rab efx
eT f d (3.9)
P abA cdx
cxd = 0 (3.10)
T b dv =
qb•
qd•
vT b d (3.11)
xbv = qb•vx
b (3.12)
uv = vu = I (3.13)
uxb = qb•x
bu (3.14)
uT b d =
qb•
qd•
T b du (3.15)
yb = −rρT a bCacxcu (3.16)
z = − 1
(r−ρ + ǫrρ−2)
xbCbax
au (3.17)
where qa• are N complex parameters related by qa• = r
2/qa′•, with a
′ = N + 1− a.
Note that in the symplectic case, xbCbax
a = 0 so that the constraint (3.17) reads
z = 0. The matrix PA in eq. (3.10) is the q-antisymmetrizer for the B,C,D q-groups
given by (cf. (2.16)):
P abA cd = −
1
r + r−1
(Rˆab cd − rδac δbd +
r − r−1
ǫrN−1−ǫ + 1
CabCcd). (3.18)
The last two relations (3.16) - (3.17) are constraints, showing that the TAB matrix
elements in eq. (3.2) are really a redundant set. This redundance is necessary if
we want to express the q-commuations of the ISOq,r(N) and ISpq,r(N) basic group
elements as RTT = TTR (i.e. if we want an R-matrix formulation). Remark that,
in the R-matrix formulation for IGLq,r(N), all the T
A
B are independent [2, 3]. Here
we can take as independent generators the elements
T a b, x
a, v, u ≡ v−1 and the identity I (a = 1, ...N) (3.19)
The co-structures on the ISOq,r(N) generators can be read from (3.4) after decom-
posing the indices A = ◦, a, •:
∆(T a b) = T
a
c ⊗ T c b , ∆(xa) = T a c ⊗ xc + xa ⊗ v , (3.20)
∆(v) = v ⊗ v , ∆(u) = u⊗ u , (3.21)
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κ(T a b) = C
acT d cCdb = ǫaǫbr
−ρa+ρb T b
′
a′ , (3.22)
κ(xa) = −κ(T a c)xcu , κ(v) = u , κ(u) = v , (3.23)
ε(T a b) = δ
a
b , ε(x
a) = 0 , ε(u) = ε(v) = ε(I) = 1 . (3.24)
In the commutative limit q → 1, r → 1 we recover the algebra of functions on
ISO(N) and ISp(N) (plus the dilatation v that can be set to the identity).
Note 3.1 : as shown in ref. [1], the quantum groups ISOq,r(N) and ISpq,r(N)
can be derived as the quotients
SOq,r(N + 2)
H
,
Spq,r(N + 2)
H
(3.25)
where H is the Hopf ideal in SOq,r(N +2) or Spq,r(N +2) of all sums of monomials
containing at least an element of the kind T a ◦, T
•
b, T
•
◦. The Hopf structure of
the groups in the numerators of (3.25) is naturally inherited by the quotient groups
[11].
We introduce the following convenient notations: T stands for T a ◦, T • b or T • ◦,
Sq,r(N+2) stands for either SOq,r(N+2) or Spq,r(N+2), and we indicate by ∆N+2,
εN+2 and κN+2 the corresponding co-structures.
We denote by P the canonical projection
P : Sq,r(N + 2) −→ Sq,r(N + 2)/H (3.26)
It is a Hopf algebra epimorphism because H = Ker(P ) is a Hopf ideal. Then any
element of Sq,r(N + 2)/H is of the form P (a) and
P (a) + P (b) ≡ P (a+ b) ; P (a)P (b) ≡ P (ab) ; µP (a) ≡ P (µa), µ ∈ C (3.27)
∆(P (a)) ≡ (P⊗P )∆N+2(a) ; ε(P (a)) ≡ εN+2(a) ; κ(P (a)) ≡ P (κN+2(a)) (3.28)
Eq.s (3.6) - (3.17) have been obtained in [1] by taking the P projection of the RTT
and CTT relations of Sq,r(N +2), with the notation u ≡ P (T ◦ ◦), v ≡ P (T • •), z ≡
P (T ◦ •), x
a ≡ P (T a •), ya ≡ P (T ◦ a), T ab ≡ P (T ab) ; I ≡ P (I) ; 0 ≡ P (0), cf.
(3.5).
Note 3.2 : From the commutations (3.14) - (3.15) we see that one can set u = I
only when qa• = 1 for all a. From qa• = r
2/qa′•, cf. eq. (2.7), this implies also
r = 1.
Note 3.3 : eq.s (3.10) are the multiparametric (orthogonal or symplectic) quan-
tum plane commutations. They follow from the (a•
b
•) RTT components and (3.17).
Finally, the two real forms of Sq,r(N + 2) mentioned in the previous section are
inherited by ISq,r(N), with the following conditions on the parameters:
• |qab| = |qa•| = |r| = 1 for ISOq,r(n, n;R), ISOq,r(n, n+1;R) and ISpq,r(n;R).
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• For ISOq,r(n + 1, n− 1;R) : |r| = 1; |qa•| = 1 for a 6= n, n + 1; |qab| = 1 for
a and b both different from n or n + 1; qab/r ∈ R when at least one of the indices
a, b is equal to n or n+ 1; qa•/r ∈ R for a = n or a = n + 1.
In particular, the quantum Poincare´ group ISOq,r(3, 1;R) is obtained by setting
|q1•| = |r| = 1, q2•/r ∈ R, q12/r ∈ R.
According to Note 3.1, a dilatation-free q-Poincare´ group is found after the
further restrictions q1• = q2• = r = 1. The only free parameter remaining is then
q12 ∈ R.
4 Universal enveloping algebra U(Sq,r(N + 2))
The universal enveloping algebra of Sq,r(N+2), i.e. the algebra of regular functionals
[6] on Sq,r(N + 2), is generated by the functionals L
±, and the counit ε.
The L± linear functionals on Sq,r(N+2) are defined by their value on the matrix
elements TAB :
L±AB(T
C
D) = (R
±)ACBD , L
±A
B(I) = δ
A
B (4.1)
with
(R+)ACBD ≡ RCADB , (R−)ACBD ≡ (R−1)ACBD . (4.2)
To extend the definition (4.1) to the whole algebra Sq,r(N + 2) we set
L±AB(ab) = L
±A
C(a)L
±C
B(b) ∀a, b ∈ Sq,r(N + 2) . (4.3)
The commutations between L±AB and L
±C
D are given by:
R12L
±
2 L
±
1 = L
±
1 L
±
2 R12 , R12L
+
2 L
−
1 = L
−
1 L
+
2 R12 , (4.4)
where as usual the product L±2 L
±
1 is the convolution product L
±
2 L
±
1 ≡ (L±2 ⊗L±1 )∆.
Note 4.1 : L+ is upper triangular and L− is lower triangular. Proof: apply L+
and L− to the T elements and use the upper and lower triangularity of R+ and R−,
respectively.
The L±AB elements satisfy orthogonality conditions analogous to (3.3):
CABL±CBL
±D
A = C
DCε, CABL
±B
CL
±A
D = CDCε (4.5)
as can be verified by applying them to the q-group generators, and using (2.19).
They provide a quantum inverse for L±AB:
(L±AB)
−1 = CDAL±CDCBC (4.6)
The co-structures of the algebra generated by the functionals L± and ε are
defined by:
∆′(L±AB)(a⊗ b) ≡ L±AB(ab) = L±AG(a)L±GB(b) , (4.7)
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ε′(L±AB) ≡ L±AB(I) ; κ′(L±AB)(a) ≡ L±AB(κ(a)) = (L±AB)−1(a) , (4.8)
so that
∆′(L±AB) = L
±A
G ⊗ L±GB , (4.9)
ε′(L±AB) = δ
A
B ; κ
′(L±AB) = (L
±A
B)
−1 = CDAL±CDCBC . (4.10)
The *-conjugation on Sq,r(N + 2) induces a *-conjugation on U(Sq,r(N + 2)) in
two possible ways (we denote them as ∗ and ♯-conjugations):
φ∗(a) ≡ φ(κ(a∗)) ; φ♯(a) ≡ φ(κ−1(a∗)) (4.11)
where φ ∈ U(Sq,r(N + 2)), a ∈ Sq,r(N + 2), and the overline denotes the usual
complex conjugation. Both ∗ and ♯ can be shown to satisfy all the properties of
Hopf algebra involutions. It is not difficult to determine their action on the basis
elements L±AB. The two Sq,r(N + 2) ∗-conjugations of the previous section induce
respectively the following conjugations on the L±AB:
(L±AB)
∗ = L±AB (4.12)
(L±AB)
∗ = DACL±CDDDB (4.13)
To find (L±AB)
♯ one uses the general formula (φ)♯ = κ′2 [(φ)∗], deducible from the
compatibility of both conjugations with the antipode: κ′−1(φ∗) = [κ′(φ)]∗, κ′−1(φ♯) =
[κ′(φ)]♯.
5 Bicovariant calculus on Sq,r(N + 2)
The bicovariant differential calculus on the uniparametric q-groups of the A,B,C,D
series can be formulated in terms of the corresponding R-matrix, or equivalently
in terms of the L± functionals. This holds also for the multiparametric case. In
fact all formulas are the same, modulo substituting the q parameter with r when it
appears explicitly (typically as 1
q−q−1
).
We briefly recall how to construct a bicovariant calculus. The general procedure
can be found in ref. [12, 13], or, in the notations we adopt here, in ref. [14]. It
realizes the axiomatic construction of ref. [15].
As in the uniparametric case [12], the functionals
f A2B1A1 B2 ≡ κ′(L+B1A1)L−A2B2 . (5.1)
and the elements of A = Sq,r(N + 2):
MB1 A2B2A1 ≡ TB1A1κ(TA2B2). (5.2)
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satisfy the following relations, called bicovariant bimodule conditions, where for
simplicity we use the adjoint indices i, j, k, ... with i = BA , i =
A
B :
∆′(f i j) = f
i
k ⊗ fk j ; ε′(f i j) = δij , (5.3)
∆(M ij ) =M
l
j ⊗M il ; ε(M ij ) = δij , (5.4)
M ji (a ∗ f i k) = (f j i ∗ a)M ik (5.5)
The star product between a functional on A and an element of A is defined as:
χ ∗ a ≡ (id⊗ χ)∆(a), a ∗ χ ≡ (χ⊗ id)∆(a), a ∈ A, χ ∈ A′ (5.6)
Relation (5.5) is easily checked for a = TAB since in this case it is implied by the
RTT relations; it holds for a generic a because of property (5.3).
The space of quantum one-forms is defined as a right A-module Γ freely
generated by the symbols ω A2A1 :
Γ ≡ {aA1A2ω A2A1 } , aA1A2 ∈ A (5.7)
Theorem 5.1 (due to Woronowicz: see Theorem 2.5 in the last ref. of [15], p. 143):
because of the properties (5.3), Γ becomes a bimodule over A with the following
right multiplication:
ω A2A1 a = (f
A2B1
A1 B2
∗ a) ω B2B1 , (5.8)
in particular:
ω A2A1 T
R
S = (R
−1)TB1CA1(R
−1)A2CB2ST
R
Tω
B2
B1
(5.9)
Moreover, because of properties (5.4), we can define a left and a right action of A
on Γ:
∆L : Γ→ A⊗ Γ ; ∆L(aω A2A1 b) ≡ ∆(a) (I ⊗ ω A2A1 )∆(b) , (5.10)
∆R : Γ→ Γ⊗ A ; ∆R(aω A2A1 b) ≡ ∆(a) (ω B2B1 ⊗MB1 A2B2A1 )∆(b) . (5.11)
These actions commute, i.e. (id⊗∆R)∆L = (∆L⊗ id)∆R because of (5.5), and give
a bicovariant bimodule structure to Γ.
The exterior derivative d : A −→ Γ can be defined via the element τ ≡∑
A ω
A
A ∈ Γ. This element is easily shown to be left and right-invariant:
∆L(τ) = I ⊗ τ ; ∆R(τ) = τ ⊗ I (5.12)
and defines the derivative d by
da =
1
r − r−1 [τa− aτ ]. (5.13)
The factor 1
r−r−1
is necessary for a correct classical limit r → 1. It is immediate to
prove the Leibniz rule
d(ab) = (da)b+ a(db), ∀a, b ∈ A . (5.14)
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Another expression for the derivative is given by:
da = (χA1A2 ∗ a) ω A2A1 (5.15)
where the linearly independent elements
χAB =
1
r − r−1 [f
CA
C B − δABε] (5.16)
are the tangent vectors such that the left-invariant vector fields χAB∗ are dual to
the left-invariant one-forms ω A2A1 . The equivalence of (5.13) and (5.15) can be shown
by using the rule (5.8) for τa in the right-hand side of (5.13).
Using (5.15) we compute the exterior derivative on the basis elements of Sq,r(N+2):
d TAB =
1
r − r−1 [(R
−1)CRET (R
−1)TESBT
A
C−δRS TAB] ω SR ≡ TACXCRBSω SR (5.17)
where we have
XA1B1A2B2 ≡
1
r − r−1 [(R
−1)A1B1ET (R
−1)TEB2A2 − δB1B2δA1A2 ] = zKA1B1A2B2 − (Rˆ−1)A1B1A2B2
(5.18)
with z ≡ ǫrN−ǫ, KA1B1A2B2 = CA1B1CA2B2 . [From (2.14), the second equality in (5.18)
is easily proven.] Every element ρ of Γ, which by definition is written in a unique
way as ρ = aA1A2ω
A2
A1
, can also be written as
ρ =
∑
k
akdbk (5.19)
for some ak, bk belonging to A. This can be proven directly by inverting the relation
(5.17). The result is an expression of the ω in terms of a linear combination of
κ(T )dT , as in the classical case:
ω A2A1 = Y
A2B2
A1B1
κ(TB1C)dT
C
B2
(5.20)
where Y satisfies XA1B1A2B2Y
B2C2
B1C1
= δA1C1 δ
C2
A2
, Y A2B2A1B1 X
B1C1
B2C2
= δC1A1δ
A2
C2
and is
given explicitly by
Y A2B2A1B1 = α[(z − λ)CA1B1CA2B2 + CA1DRDA2CB1CCB2 −
λ
z(z − z−1)D
A2
A1
(D−1)B2B1 ]
(5.21)
with α = 1
z(z−z−1−λ)
and DEC ≡ CEFCCF . The r = 1 limit of (5.17) is discussed in
the next section.
Due to the bi-invariance of τ the derivative operator d is compatible with the
actions ∆L and ∆R:
∆L(adb) = ∆(a)(id⊗ d)∆(b) , ∆R(adb) = ∆(a)(d⊗ id)∆(b) , (5.22)
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these two properties express the fact that d commutes with the left and right action
of the quantum group, as in the classical case.
Remark 5.1: The properties (5.14), (5.19) and (5.22) of the exterior derivative (5.15)
realize the axioms of a first-order bicovariant differential calculus [15].
The tensor product between elements ρ, ρ′ ∈ Γ is defined to have the properties
ρa ⊗ ρ′ = ρ ⊗ aρ′, a(ρ ⊗ ρ′) = (aρ) ⊗ ρ′ and (ρ ⊗ ρ′)a = ρ ⊗ (ρ′a). Left and right
actions on Γ⊗ Γ are defined by:
∆L(ρ⊗ ρ′) ≡ ρ1ρ′1 ⊗ ρ2 ⊗ ρ′2, ∆L : Γ⊗ Γ→ A⊗ Γ⊗ Γ (5.23)
∆R(ρ⊗ ρ′) ≡ ρ1 ⊗ ρ′1 ⊗ ρ2ρ′2, ∆R : Γ⊗ Γ→ Γ⊗ Γ⊗ A (5.24)
where ρ1, ρ2, etc., are defined by:
∆L(ρ) = ρ1 ⊗ ρ2, ρ1 ∈ A, ρ2 ∈ Γ ; ∆R(ρ) = ρ1 ⊗ ρ2, ρ1 ∈ Γ, ρ2 ∈ A .
The extension to Γ⊗n is straightforward.
The exterior product of one-forms is consistently defined as:
ω A2A1 ∧ ω D2D1 ≡ ω A2A1 ⊗ ω D2D1 − Λ A2 D2A1 D1 |C1 B1C2 B2ω C2C1 ⊗ ω B2B1 (5.25)
where the Λ tensor is given by:
Λ A2 D2A1 D1 |C1 B1C2 B2 ≡ f A2B1A1 B2(MC1 D2C2D1 ) =
= dF2d−1C2R
F2B1
C2G1
(R−1)C1G1E1A1(R
−1)A2E1G2D1R
G2D2
B2F2
(5.26)
This matrix satisfies the characteristic equation:
(Λ + r2I) (Λ + r−2I) (Λ + ǫrǫ+1−NI)(Λ + ǫr−ǫ−1+NI)×
(Λ− ǫr−ǫ+1+NI) (Λ− ǫrǫ−1−NI) (Λ− I) = 0 (5.27)
due to the characteristic equation (2.13). For simplicity we will at times use the
adjoint indices i, j, k, ... with i = BA , i =
A
B. Define
(PI , PJ)
a2 d2
a1 d1
|c1 b1c2 b2 ≡ df2d−1c2 Rˆb1f2c2g1(PI)c1g1a1e1(Rˆ−1)a2e1d1g2(PJ)d2g2b2f2 (5.28)
where PI = PS, PA, P0 are given in (2.16). The (PI , PJ) are themselves projectors,
i.e.:
(PI , PJ)(PK , PL) = δIKδJL(PI , PJ) (5.29)
Moreover
(I, I) = I (5.30)
From (5.25) we find
ωi ∧ ωj = −Z ij klωk ∧ ωl (5.31)
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with
Z = (PS, PS) + (PA, PA) + (P0, P0)− I (5.32)
see ref. [16]. The inverse of Λ always exists, and is given by
(Λ−1) A2 D2A1 D1 |B1 C1B2 C2 = f D2B1D1 B2(TA2C2κ−1(TC1A1)) =
= RF1B1A1G1(R
−1)A2G1E2D1(R
−1)D2E2G2C2R
G2C1
B2F1
(d−1)C1dF1
(5.33)
Note that for r = 1, Λ2 = I and (Λ + I)(Λ − I) = 0 replaces the seventh-order
spectral equation (5.27). In this special case, one finds the simple formula:
ωi ∧ ωj = −Λij klωk ∧ ωl i.e. Z = Λ . (5.34)
Using the exterior product we can define the exterior differential on Γ :
d : Γ→ Γ ∧ Γ ; d(akdbk) = dak ∧ dbk (5.35)
which can easily be extended to Γ∧n (d : Γ∧n → Γ∧(n+1), Γ∧n being defined as in
the classical case but with the quantum permutation (braid) operator Λ [15]). The
definition (5.35) is equivalent to the following :
dθ =
1
r − r−1 [τ ∧ θ − (−1)
kθ ∧ τ ], (5.36)
where θ ∈ Γ∧k. The exterior differential has the following properties:
d(θ ∧ θ′) = dθ ∧ θ′ + (−1)kθ ∧ dθ′ ; d(dθ) = 0 , (5.37)
∆L(θdθ
′) = ∆L(θ)(id⊗ d)∆L(θ′) ; ∆R(θdθ′) = ∆R(θ)(d⊗ id)∆R(θ′), (5.38)
where θ ∈ Γ∧k, θ′ ∈ Γ∧n.
The q -Cartan-Maurer equations are found by using (5.36) in computing
dω C2C1 :
dω C2C1 =
1
r − r−1 (ω
B
B ∧ ω C2C1 + ω C2C1 ∧ ω BB ) ≡ −
1
2
CA1 B1A2 B2 | C2C1 ω A2A1 ∧ ω B2B1 (5.39)
with:
CA1 B1A2 B2 | C2C1 = −
2
(r − r−1) [Z
B C2
B C1
|A1 B1A2 B2 + δA1C1 δC2A2δB1B2 ] (5.40)
To derive this formula we have used the flip operator Z on ω BB ∧ ω C2C1 .
Finally, we recall that the χ operators close on the q-Lie algebra :
χiχj − Λkl ijχkχl = C kij χk (5.41)
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where the q-structure constants are given by
C ijk = χk(M
i
j ) explicitly : C
A1 B1
A2 B2
| C2C1 =
1
r − r−1 [−δ
B1
B2
δA1C1 δ
C2
A2
+Λ B C2B C1 |A1 B1A2 B2 ].
(5.42)
The C structure constants appearing in the Cartan-Maurer equations are in general
related to the C constants of the q-Lie algebra [14]:
C ijk =
1
2
[C ijk − Λrs jkC irs ] . (5.43)
In the particular case Λ2 = I (i.e. for r = 1) it is not difficult to see that in fact
C = C, and that the q-structure constants are Λ-antisymmetric:
C ijk = −Λrs jkC irs . (5.44)
The χ and f operators close on the algebra (5.41) and
Λnmijf
i
pf
j
q = f
n
if
m
jΛ
ij
pq (5.45)
C imn f
m
jf
n
k + f
i
jχk = Λ
pq
jkχpf
i
q +C
l
jk f
i
l (5.46)
χkf
n
l = Λ
ij
klf
n
iχj , (5.47)
This algebra is sufficient to define a bicovariant differential calculus on A (see e.g.
[17]), and will be called “bicovariant algebra” in the sequel. By applying the rela-
tions defining the bicovariant algebra to the element M sr we can express them in
the adjoint representation:
C nri C
s
nj − Λkl ijC nrk C snl = C kij C srk (q-Jacobi identities) (5.48)
ΛnmijΛ
ik
rpΛ
js
kq = Λ
nk
riΛ
ms
kjΛ
ij
pq (Yang–Baxter) (5.49)
C imnΛ
ml
rjΛ
ns
lk + Λ
il
rjC
s
lk = Λ
pq
jkΛ
is
lqC
l
rp +C
m
jk Λ
is
rm (5.50)
C mrk Λ
ns
ml = Λ
ij
klΛ
nm
riC
s
mj (5.51)
Using the definitions (5.16) and (5.1) it is not difficult to find the co-structures
on the functionals χ and f :
∆′(χi) = χj ⊗ f j i + ε⊗ χi ; ∆′(f i j) = f i k ⊗ fk j ,
ε′(χi) = 0 ; ε
′(f i j) = δ
i
j ,
κ′(χi) = −χjκ′(f j i) ; κ′(fk j)f j i = δki ε = fk jκ′(f j i) .
(5.52)
Note that in the r, q → 1 limit f i j → δijε, i.e. f i j becomes proportional to the
identity functional and formula (5.8), becomes trivial, e.g. ωia = aωi [use ε∗a = a].
Note 5.1: The formulae characterizing the bicovariant calculus have been written in
the basis {χAB}, {ω DC } because of the particularly simple expression of the f BCA D
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and χAB functionals in terms of L
±A
B, see (5.1) and (5.16). Obviously the calculus
is independent from the basis chosen. If we consider the linear transformation
ωi → ω′i = X ijωj
(where we use adjoint indices i = A1
A2 , j =
B1
B2), from the exterior differential
da = (χi ∗ a)ωi = (χ′i ∗ a)ω′i (5.53)
we find
χi → χ′i = χj(X−1)j i ,
and from the coproduct rule (5.52) of the χi we find f
i
j → f ′ij = X ilf lm(X−1)mj ;
while from (5.11) we have Mi
j →M ′i j = (X−1)liMlmXjm.
A useful change of basis is obtained via the following transformation:
ω A2A1 → ϑA1A2 = XA1B1A2B2ω B2B1
χA1A2 → ψ A2A1 = χB1B2Y B2A2B1A1
(5.54)
where X and its (second) inverse Y are defined in (5.18) and (5.21). Using (5.20)
it is immediate to see that
ϑA1A2 = κ(T
A1
C)dT
C
A2
. (5.55)
We also have1 :
ψ A2A1 (T
B1
B2
) = ψ A2A1 (T˜
B1
B2
) = δB1A1δ
A2
B2
where T˜B1B2 ≡ TB1B2 − δB1B2I . (5.56)
Formula (5.56) follows from ψ A2A1 (I) = 0 and:
ϑA1A2 = κ(T
A1
C)dT
C
A2
= κ(TA1C)(ψ
B2
B1
∗ TCA2)ϑB1B2
= κ(TA1C)T
C
Dψ
B2
B1
(TDA2)ϑ
B1
B2
= ψ B2B1 (T
A1
A2
)ϑB1B2 .
(5.57)
The analogue of the coordinates T˜B1B2 in the old basis is given by
x B2B1 ≡ Y B2C2B1C1 T˜C1C2 , χA1A2(x B2B1 ) = δA1B1δB2A2 . (5.58)
Compatibility of the conjugation defined in (4.11) with the differential calcu-
lus requires (χi)
∗ to be a linear combination of (κ′)−2(χi), or (χi)
♯ to be a linear
combination of the χi. This follows from Theorem 1.10 (Woronowicz) of last ref. in
[15], and from equations (4.11) with φ = χ.
1We recall from [15] ([19]) that the quantum group elements (coordinates) xj such that
xj ∈ Ker ε and χi(xj) = δji
are uniquely defined by these two conditions. Notice, by the way, that f ij(a) = χj(x
ia) .
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From the definitions (5.1), (5.16), it is straightforward to find how the ∗ and ♯
conjugations act on the tangent vectors χ. Both the conjugations (4.12) and (4.13)
satisfy the criteria given above for its compatibility with the differential calculus.
Indeed the conjugation (4.13) yields [use (5.16), (5.1), (4.10), (4.4)]:
(χAB)
∗ = −ǫr1−NχCDDF BDAGRDGFEDEC (5.59)
with DEC ≡ CEFCCF . To find χ∗ corresponding to (4.12) just take DAB = δAB in
(5.59). The criterion given above for the compatibility with the differential calculus
is fulfilled since (κ′)−2(χi) is a linear combination of χi:
κ′2(χAB) = (D
−1)ACχ
C
DD
D
B (5.60)
as can be seen from (5.16) and κ′2(L±AB) = (D
−1)ACL
±C
DD
D
B, cf. (4.10).
Using the inversion formulae (5.20) one finds the induced conjugation on the
left-invariant one-forms:
(ω A2A1 )
∗ = −DFB2DB1GCFACMG(Y A2B2A1B1 )XAC1MC2ω C2C1 . (5.61)
6 Differential calculus on Sq,r=1(N + 2)
As discussed in Section 3, we have obtained the quantum inhomogeneous groups
ISq,r(N) via the projection
P : Sq,r(N + 2)−−→ Sq,r(N + 2)
H
= ISq,r(N) (6.1)
with H=Hopf ideal in Sq,r(N + 2) defined in Section 3. As a consequence, the
universal enveloping algebra U(ISq,r(N)) is a Hopf subalgebra of U(Sq,r(N + 2))
[11, 18], and contains all the functionals that annihilate H = Ker(P ).
Let us consider now the χ functionals in the differential calculus on Sq,r(N +2).
Decomposing the indices we find:
χab =
1
r − r−1 [f
ca
c b − δab ε] +
1
r − r−1f
•a
• b (6.2)
χa◦ =
1
r − r−1f
ca
c ◦ +
1
r − r−1f
•a
• ◦ (6.3)
χ◦b = +
1
r − r−1 [f
c◦
c b + f
•◦
• b] (6.4)
χa• = +
1
r − r−1f
•a
• • (6.5)
χ•b =
1
r − r−1f
••
• b (6.6)
χ◦◦ =
1
r − r−1 [f
◦◦
◦ ◦ − ε] +
1
r − r−1 [f
c◦
c ◦ + f
•◦
• ◦] (6.7)
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χ◦• = +
1
r − r−1f
•◦
• • (6.8)
χ•◦ =
1
r − r−1f
••
• ◦ (6.9)
χ•• =
1
r − r−1 [f
••
• • − ε] (6.10)
︸ ︷︷ ︸
terms annihilating H
where we have indicated the terms that do and do not annihilate the Hopf ideal H .
We see that only the functionals χ•b, χ
•
◦ and χ
•
• do annihilate H , and therefore
belong to U(ISq,r(N)). The resulting bicovariant differential calculus [18] contains
dilatations and translations, but does not contain the tangent vectors of Sq,r(N), i.e.
the functionals χab. Indeed these contain f
•a
• b, in general not vanishing on H . We
can, however, try to find restrictions on the parameters q, r such that f •a• b(H) = 0.
As we will see, this happens for r = 1. For this reason we consider in the follow-
ing the particular multiparametric deformations called “minimal deformations” or
twistings, corresponding to r = 1.
We first examine what happens to the bicovariant calculus on Sq,r(N +2) in the
r = 1 limit2. The R matrix is given by, cf. (2.8):
RABAB = q
−1
AB +O(λ) (6.11)
RABBA = λ A > B,A
′ 6= B (6.12)
RAA
′
A′A = λ (1− ǫrρA−ρA′ ) A > A′ (6.13)
RAA
′
BB′ = −λǫAǫB +O(λ2) A > B,A′ 6= B (6.14)
where O(λn) indicates an infinitesimal of order ≥ λn; the qAB parameters satisfy:
qAB = q
−1
AB′ = q
−1
A′B = q
−1
BA ; qAA = qAA′ = 1 (6.15)
up to order O(λ). Note that the components RAA
′
A′A are of order O(λ
2) for the
orthogonal case (ǫ = 1) and of order O(λ) for the symplectic case (ǫ = −1). The
RTT relations simply become:
TB1A1T
B2
A2
=
qB1B2
qA1A2
TB2A2T
B1
A1
. (6.16)
For r = 1 the metric is CAB = ǫAδAB′ and therefore we have CAB = ǫCBA. Using
the definition (4.1), it is easy to see that
L±AA(T
C
D) = δ
C
DqAC +O(λ) (6.17)
2By limr→1 a, where the generic element a ∈ Sq,r(N+2) is a polynomial in the matrix elements
TAB with complex coefficients f(r) depending on r, we understand the element of Sq,r=1(N + 2)
with coefficients given by limr→1 f(r). The expression limr→1 φ = ϕ, where φ ∈ U(Sq,r(N + 2))
and ϕ ∈ U(Sq,r=1(N + 2)) means that limr→1 φ(a) = ϕ(limr→1 a) for any a ∈ Sq,r(N + 2)
such that limr→1 a exists. Finally, the left invariant one-forms ω
i are symbols, and therefore
limr→1 aiω
i ≡ (limr→1 ai)ωi [see (5.7)].
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L±AB(T
B
A) = ±λ A 6= B,A′ 6= B; A < B for L+, A > B for L− (6.18)
L±AA′(T
A′
A) = ±λ [1− ǫr±(ρA−ρA′)] A < A′ for L+, A > A′ for L− (6.19)
L±AB(T
A′
B′) = ∓λǫAǫB +O(λ2) A 6= B,A′ 6= B; A < B for L+, A > B for L− (6.20)
all other L±(T ) vanishing. Relations (6.18) and (6.20) imply that for any generator
TCD we have L
±A
B(T
C
D) = −ǫAǫBL±B
′
A′(T
C
D) +O(λ
2) with A 6= B, A 6= B′ .
In general, since
∆(L±AA) = L
±A
A⊗L±AA ; ∆(L±AB) = L±AA⊗L±AB+L±AB⊗L±BB+O(λ2), A 6= B
we find that
L±AA = O(1) (6.21)
L±AB = O(λ), A 6= B, A 6= B′ (6.22)
L±AA′ = O(λ
2) for SOq, O(λ) for Spq (6.23)
where, by definition, φ = O(λn) (φ being a functional) means that for any element
a ∈ Sq,r(N + 2) with well-defined classical limit, we have φ(a) = O(λn).
Moreover the following relations hold:
L±AA = L
∓A
A +O(λ) , (6.24)
κ(L±AB) = ǫAǫBL
±B′
A′ +O(λ) and therefore, κ
2 = id+O(λ) . (6.25)
Similarly one can prove the relations involving the f functionals (no sum on repeated
indices):
f AAA A = ε+O(λ) (6.26)
f BAA B = O(1) and f
BA
A B = f
A′B′
B′ A′ +O(λ) (6.27)
f CAC A = O(λ
2) C 6= A (6.28)
f CAC B = O(λ
2) [A < B,C 6= B] or [A > B,C 6= A] (6.29)
[hint: check (6.27)-(6.29) first on the generators, then use the coproduct in (5.52)].
From the last relation we deduce
χAB =
1
λ
f BAB B +O(λ), A < B (6.30)
χAB =
1
λ
f AAA B +O(λ), A > B (6.31)
and from (6.26) and (6.28) one has
χAA =
1
λ
[f AAA A − ε] (6.32)
Next one can verify that
χAB(T
B
A) = −qBA +O(λ)
χAB(T
A′
B′) = ǫAǫB +O(λ)
χAB(T
C
D) = 0 otherwise
 A 6= B, A 6= B
′ (6.33)
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∀ TCD , χAA(TCD) = −χA
′
A′(T
C
D) +O(λ). (6.34)
Eq.s (6.33) yield the relation between χ functionals:
∀ TCD , χB
′
A′(T
C
D) = −
ǫAǫB
qBA
χAB(T
C
D) +O(λ), A 6= B, A 6= B′. (6.35)
It is not difficult to prove that the coproduct rule in (5.52) is compatible with
(6.35) and (6.34) making them valid on arbitrary polynomials in the TAB elements:
χB
′
A′ = −
ǫAǫB
qBA
χAB +O(λ), A 6= B, A 6= B′ ; χAA = −χA
′
A′ +O(λ) . (6.36)
Finally:
χAA′ = O(λ) for SOq , O(1) for Spq , A 6= A′. (6.37)
Summarizing, in the r → 1 limit, only the following χ functionals survive:
χAA ≡ lim
r→1
1
λ
[f AAA A − ε] (6.38)
χAB ≡ lim
r→1
1
λ
f AAA B, A > B,A 6= B′ (6.39)
χAB ≡ lim
r→1
1
λ
f BAB B, A < B,A 6= B′ (6.40)
χAA′ ≡ lim
r→1
1
λ
∑
C
f CAC A′ = 0 for SOq, 6= 0 for Spq (6.41)
Notice that (6.36) and (6.37) are all contained in the formula:
χB
′
A′ = −
ǫAǫB
qBA
χAB +O(λ) (6.42)
thus in the r → 1 limit there are (N + 2)(N + 1)/2 tangent vectors for SOq(N + 2)
and (N + 2)(N + 3)/2 tangent vectors for Spq(N +2), exactly as in the classical case.
The r = 1 limit of (5.17) reads:
dTAB = −
∑
C
TACqCB(ω
C
B − ǫBǫCqBCω B
′
C′ ) , (6.43)
and therefore, for r = 1, ω appears only in the combination
Ω BA ≡ ω BA − ǫAǫBqABω A
′
B′ , (6.44)
Only (N + 2)(N + 1)/2 [(N + 2)(N + 3)/2 for Spq(N +2)] of the (N + 2)2 one forms Ω
B
A
are linearly independent because [compare with (6.42)]:
Ω A
′
B′ = −
ǫAǫB
qAB
Ω BA . (6.45)
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In the sequel, instead of considering the left module of one-forms freely generated
by ω BA , we consider the submodule Γ freely generated by Ω
B
A with A
′ < B for SOq
and A′ ≤ B for Spq. In fact only this submodule will be relevant for the r = 1
differential calculus. As in the classical case 3 , in order to simplify notations in
sums we often use χAB and Ω
B
A without the restriction A
′ ≤ B see for ex. (6.50)
below. The bimodule structure on Γ, see Theorem 5.1, is given by the r → 1 limit
of the f i j functionals. These are diagonal in the i, j indices [i.e. they vanish for
i 6= j, see (6.26)-(6.29)] and still satisfy the property (5.3). We have:
Ω BA a = (ω
B
A − ǫAǫBqABω A′B′ )a
= (f BCA D ∗ a)ω DC − ǫAǫBqAB(f A′D′B′ C′ ∗ a)ω C′D′
= (f BAA B ∗ a)Ω BA
(6.46)
where in the last equality we have used (6.27) and no sum is understood. We
see that the bimodule structure is very simple since it does not mix different Ω’s.
Moreover, relation (6.43) is invertible and yields:
Ω BA = −qABκ(TBC)dTCA ; (6.47)
in the limit qAB = 1, the Ω
B
A are to be identified with the classical one-forms, and
indeed for qAB = 1 eq. (6.47) reproduces the correct classical limit Ω = −g−1dg for
the left-invariant one-forms on the group manifold.
The bimodule commutation rule (6.46) yields a formula similar to (5.9). Re-
placing the values of the R matrix for r = 1 we find the commutations:
Ω A2A1 T
R
S =
qA2S
qA1S
TRSΩ
A2
A1
(6.48)
For r = 1 the coproduct on the χ functionals reads
∆′(χAB) = χ
A
B ⊗ f BAA B + ε⊗ χAB no sum on repeated indices. (6.49)
cf. (5.52). We then consider the r = 1 limit of (5.15) and therefore define the
exterior differential by:
da ≡ 1
2
(χAB ∗ a)Ω BA =
∑
A′≤B
(χAB ∗ a)Ω BA , ∀a ∈ A , (6.50)
3 To make closer contact with the classical case one may define:
ΩAB ≡ Ω BC CCA = ǫAΩ BA′ ; χAB ≡ CACχCB = ǫAχA
′
B ,
and retrieve the more familiar q-antisymmetry:
ΩAB = −ǫqBAΩBA ; χAB = −ǫqABχBA .
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where in the second expression we have used the basis of linear independent tangent
vectors {χAB}A′≤B and dual one-forms {Ω BA }A′≤B (notice that in the SOq case we
have A′ < B because χAA = Ω
A
A = 0). The Leibniz rule is satisfied for d defined in
(6.50) because of (6.49) and (6.46). Moreover any ρ = aABΩ
B
A ∈ Γ can be written
as ρ =
∑
k akdbk, [use (6.47)].
We now introduce a left and a right action on the bimodule Γ of one-forms:
∆L(aΩ
B
A ) ≡ ∆(a)I ⊗ Ω BA , (6.51)
∆R(aΩ
B
A ) ≡ ∆(a)(Ω DC ⊗MC BDA ) . (6.52)
whereMC BDA = T
C
Aκ(T
B
D). [Using (6.44) one can check that this is the r = 1 limit
of (5.10) and (5.11).] Relation (6.52) is well defined i.e. ∆R(Ω
A′
B′ ) = ∆R(− ǫAǫBqAB Ω BA )
because ǫF ǫEqFEM
F ′ B
E′A = ǫAǫBqABM
E A′
FB′ . Since in the r = 1 case the bicovariant
bimodule conditions (5.3), (5.4) and (5.5) are still satisfied, it is easy to deduce that
∆L and ∆R give a bicovariant bimodule structure to Γ.
The differential (6.50) gives a bicovariant differential calculus if it is compatible
with ∆L and ∆R, i.e. if:
∆L(adb) = ∆(a)(id⊗ d)∆(b) , (6.53)
∆R(adb) = ∆(a)(d⊗ id)∆(b) . (6.54)
The proof of the compatibility of d with ∆L is straightforward, just use (6.50) and
the coassociativity of the coproduct ∆. In order to prove (6.54) it is sufficient to
prove the following
Theorem 6.1:
∆R(db) = (d⊗ id)∆(b) ∀ b . (6.55)
Proof: We first review how the theorem is proved in the r 6= 1 case. On the left
hand side we have
∆R(db) = ∆R[(χi ∗ b)ωi] = ∆[b1χi(b2)]ωj ⊗M ij = b1ωj ⊗ b2χi(b3)M ij (6.56)
with (∆ ⊗ id)∆(b) = (id ⊗ ∆)∆(b) ≡ b1 ⊗ b2 ⊗ b3 [cf. (A.2)], while for the right
hand side
(d⊗ id)∆(b) = db1 ⊗ b2 = b1χj(b2)ωj ⊗ b3 = b1ωj ⊗ χj(b2)b3 . (6.57)
Therefore (6.55) holds if and only if
b1ω
j ⊗ b2χi(b3)M ij = b1ωj ⊗ χj(b2)b3 (6.58)
and this last relation is equivalent to
b1χi(b2)M
i
j = χj(b1)b2 , i.e. χi ∗ b = (b ∗ χj)κ(M ji ) (6.59)
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as one can verify by applying m(κ⊗id)∆L⊗id (m denotes multiplication) to (6.58),
and using the linear independence of the ωi. Now formula (6.59) holds also in the
limit r = 1. Indeed if we consider b to be a polynomial in the TAB with well
behaved coefficents in the r → 1 limit, then limr→1[b1χi(b2)M ij ] = limr→1[χj(b1)b2]
i.e. b1[limr→1 χi(b2)]M
i
j = [limr→1 χj(b1)]b2 so that relation (6.59) remains valid for
r = 1, cf .(6.38)-(6.41). At this point one can prove Theorem 6.1 in the r = 1 case
simply by substituting Ω to ω in (6.56), (6.57) and (6.58). Since (6.59) holds for
r = 1, then also (6.58) holds in this limit and the theorem is proved. ✷
Relation (6.59) has an important geometrical interpretation: the left invariant
vector field χi∗ (associated with the tangent vector χi) can be expressed in terms
of the right invariant vector fields ∗χi via the “deformed functions on the group”
κ(M ij ) [19].
In virtue of Remark 5.1 we conclude that (6.50) defines a bicovariant differential
calculus on Sq(N + 2).
Note 6.1 : in the right-hand side of (6.59) the sum on the indices j = (C,D) can be
restricted to C′ ≤ D , thus using the basis {χCD}C′≤D, provided one replaces M by
M−
C B
DA ≡MC BDA − ǫCǫDqDCMD′ BC′A for C′ 6= D, A′ 6= B
M−
C B
C′A ≡ 0 , M−C A
′
DA ≡ 0 for SOq
M−
C B
C′A ≡MC BC′A , M−C A
′
DA ≡MC A′DA for Spq
(6.60)
This is easily seen from (6.42). We can also write ∆R(aΩ
B
A ) =
∑
C′≤D∆(a)(Ω
D
C ⊗
M−
C B
DA ) cf.(6.52), thus using the basis {Ω DC }C′≤D. According to the general theory
[15], the elementsM−
C B
DA with C
′ ≤ D, A′ ≤ B are by definition the adjoint elements
for the differential calculus on Sq,r=1(N + 2). Since the calculus is bicovariant
[cf.(6.53), (6.54)] we know a priori that the M−
C B
DA with C
′ ≤ D, A′ ≤ B satisfy the
properties (5.4) and (5.5). 4
It is useful to express the bicovariant algebra (5.41), (5.45)-(5.47) in the r → 1
4 A direct proof in the SOq case is also instructive. We call P− the “q-antisymmetric” projector
defined by:
P−
A D
BC ≡
1
2
(δACδ
D
B − qBAδB
′
C de
D
A′) =
1
2
(δACδ
D
B − qCDδB
′
C δ
D
A′) .
Then one easily shows that P−
A D
BC = −qBAP−B
′ C
A′D , P−
A D
BC = −qCDP−A C
′
BD′ and
ΩjP−j
i = Ωi , P−i
jχj = χi , P−k
ifkj = f
i
kP−j
k = P−k
ifknP−j
n ,
M−i
j = 2P−i
lMl
j = 2Mi
lP−l
j , M−i
j = P−i
lM−l
j = M−i
lP−l
j = 2P−i
αM−α
j = 2M−i
βP−β
j ,
where greek letters α, β represent adjoint indices (A1, A2), (B1, B2) with the restriction
A′1 < A2, B
′
1 < B2. It is then straightforward to show that ∆(M−i
j) = M−i
α ⊗ M−αj and
ε(M−α
β) = δβα. Applying P− to (5.5) and using f
i
j = 0 unless i = j cf.(6.26)-(6.29) one also
proves M jα (a ∗ fαk) = (f j β ∗ a)M βk . These formulae hold in particular if all indices are greek,
thus proving (5.4) and (5.5) for SOq,r=1(N + 2).
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limit. Due to the R matrix being diagonal for r = 1, the Λ tensor Λ A2 D2A1 D1 |C1 B1C2 B2 ≡
f A2B1A1 B2(M
C1 D2
C2D1
) takes the simple form:
Λ A2 B2A1 B1 |B1 A1B2 A2 = qA1B2qA2B1qB1A1qB2A2 , 0 otherwise (6.61)
Therefore (5.45)-(5.47) read (no sum on repeated indices):
f i if
j
j = f
j
jf
i
i (6.62)
C ijk f
j
jf
k
k + f
i
jχk = Λ
kj
jkχkf
i
j +C
i
jk f
i
i (6.63)
χkf
i
i = Λ
ik
kif
i
iχk . (6.64)
Explicitly the q-Lie algebra (5.41) reads:
χC1C2χ
B1
B2
− qB1C2qC1B1qB2C1qC2B2 χB1B2χC1C2 =
− qB1C2qC2B2qB2B1δC1B2 χB1C2 + qC1B1qB2B1CB2C2 χB1C′1 +
+ qC2B2qB1C2C
C1B1 χ
B′
2
C2
− qB2C1δB1C2 χ
B′
2
C′
1
. (6.65)
The Cartan-Maurer equations are obtained by differentiating (6.47):
dΩ BA = qABqBCqCACCD Ω
B
C ∧ Ω DA (6.66)
The commutations between Ω ’s are easy to find using (5.34):
Ω A2A1 ∧ Ω D2D1 = −qA1D2qD1A1qA2D1qD2A2Ω D2D1 ∧ Ω A2A1 (6.67)
Finally, we turn to the ∗-conjugations given by equations (5.59) and (5.61).
Their r → 1 limit yields
(Ω BA )
∗ = −qBADCAΩ DC DBD ; (χAB)∗ = −qCDDACχCDDDB , (6.68)
and shows that we have a bicovariant ∗-differential calculus.
7 Differential calculus on ISOq,r=1(N)
We reconsider now, in the r → 1 limit, the functionals given in eq.s (6.2)-(6.10).
We list below the functionals among these that annihilate the Hopf ideal:
χab =
1
r − r−1 [f
ca
c b − δab ε]
χa◦ =
1
r − r−1f
ca
c ◦
χ•b =
1
r − r−1f
••
• b
χ◦◦ =
1
r − r−1 [f
◦◦
◦ ◦ − ε]
χ•• =
1
r − r−1 [f
••
• • − ε] (7.1)
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Note that in the r → 1 limit χ•◦ vanishes for SOq,r=1(N + 2), and does not vanish
in the case Spq,r=1(N + 2). We treat here the orthogonal case, both for simplicity
and because we are more interested for physical reasons to orthogonal (rather than
symplectic) inhomogeneous q-groups. The reader can easily extend our discussion
to the symplectic case, and include the χ•◦ tangent vector (besides the diagonal
χa
′
a).
Taking all the χ’s given in (7.1) one obtains a differential calculus containing
dilatations (because of the presence of χ◦◦ and χ
•
•). It is however possible to exclude
the generators χ◦◦ and χ
•
• from the list, and obtain a dilatation-free bicovariant
differential calculus. This we will discuss in the rest of this section, while, in a more
general setting, the case with dilatations is discussed in ref. [18].
For r = 1 the χ’s in (7.1) are not independent, cf. relation (6.42) of previous
section, and we have:
χb
′
a′ = −qabχab, χb
′
◦ = −
1
qb•
χ•b, χ
◦
◦ = −χ•• (7.2)
Therefore we consider χab(a
′ < b), χ•b as a candidate basis for the tangent vectors
on ISOq,r=1(N). We will show that these χ functionals indeed define a bicovariant
differential calculus on ISOq,r=1(N).
Theorem 7.1: the functionals f i j , obtained from those of SOq,r=1(N + 2) by
restricting the indices to i = ab, •b, annihilate the Hopf ideal H .
Proof: According to the results of the previous section, the only non-vanishing
functionals with indices i = ab, •b are
f a2b1a1 b2 = κ(L
+b1
a1
)L−a2b2
f a2•• b2 = κ(L
+•
•)L
−a2
b2
(7.3)
To prove the theorem, first one checks directly that the functionals (7.3) vanish
on the generators T of the ideal H , i.e. on T = T a ◦, T • b, T • ◦. This extends
to any element of the form aT b (a, b ∈ SOq,r=1(N + 2)), i.e. to any element of
H = Ker(P ), because of the property (5.3) which in the SOq,r=1(N + 2) reads
∆′N+2(f
i
i) = f
i
i ⊗ f ii since the functionals f i j vanish when i 6= j.
Thus the functionals χi and f
i
i with i = ab, •b, which we denote collectively
by the symbol f , all vanish on H . Then these functionals are well defined on the
quotient ISOq,r=1(N) = SOq,r=1(N +2)/Ker(H), in the sense that the “projected”
functionals
f¯ : ISOq,r=1(N)→ C, f¯(P (a)) ≡ f(a) , ∀a ∈ SOq,r=1(N + 2) (7.4)
are well defined. Indeed if P (a) = P (b), then f(a) = f(b) because f(Ker(P )) = 0.
This holds for any functional f vanishing on Ker(P ).
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The product fg of two generic functionals vanishing on KerP also vanishes on
KerP , becauseKerP is a co-ideal (see ref. [1]): fg(KerP ) = (f⊗g)∆N+2(KerP ) =
0. Therefore fg is well defined on ISOq,r=1(N); moreover, [use (3.28)] fg[P (a)] ≡
fg(a) = (f¯ ⊗ g¯)∆(P (a)) ≡ f¯ g¯[P (a)], and the product of f¯ and g¯ involves the
coproduct ∆ of ISOq,r=1(N).
There is a natural way to introduce a coproduct on the f¯ ’s :
∆′f¯ [P (a)⊗ P (b)] ≡ f¯ [P (a)P (b)] = f¯ [P (ab)] = f(ab) = ∆′N+2(f)[a⊗ b] . (7.5)
It is then straightforward to show, from the relations (5.52) for SOq,r=1(N + 2) i.e.
∆′N+2χi = χi ⊗ f ii + ε⊗ χi, ∆′N+2f ii = f ii ⊗ f ii, that
∆′f¯ ii = f¯
i
i ⊗ f¯ ii i.e. f¯ ii[P (a)P (b)] = f¯ ii[P (a)]f¯ ii[P (b)] (7.6)
∆′χ¯i = χ¯i ⊗ f¯ ii + ε⊗ χ¯i (7.7)
with i adjoint index running over the set of indices ab, •b. With abuse of notations
we will simply write f instead of f¯ , and the f in (7.3) will be seen as functionals
on ISOq,r=1(N).
Consider now the elements M−
j
i ∈ ISOq,r=1(N) obtained by projecting with P
those of SOq,r=1(N+2) and with the restriction i = ab, •b on the adjoint indices. The
effect of the projection is to replace the coinverse in SOq,r=1(N+2), i.e. κN+2 , with
the coinverse κ of ISq,r=1(N) (see the last of (3.28)). The nonvanishing elements
are:
M−
b1 a2
b2a1
= T b1a1κ(T
a2
b2
)− qb2b1T b
′
2
a1
κ(T a2b′
1
)
M−
b1 a2
b2•
= xb1κ(T a2b2)− qb2b1xb
′
2κ(T a2b′
1
)
M−
• a2
b2•
= vκ(T a2b2) (7.8)
In the sequel greek letters will denote adjoint indices α = (a1, a2) with a
′
1 <
a2, and α = (•, a2).
Theorem 7.2: the left A-module [A = ISOq,r=1(N)] Γ freely generated by the
symbols Ωα is a bicovariant bimodule over ISOq,r=1(N) with the right multiplication
(no sum on repeated indices):
Ωαa = (fαα ∗ a)Ωα , a ∈ ISOq,r=1(N) (7.9)
[where the fαβ are found in (7.3) and the ∗-product is computed with the co-product
∆ of ISOq,r=1(N)] and with the left and right actions of ISOq,r=1(N) on Γ given
by:
∆L(aαΩ
α) ≡ ∆(aα)I ⊗ Ωα (7.10)
∆R(aαΩ
α) ≡ ∆(aα)Ωβ ⊗M− αβ (7.11)
26
the M−
α
β being given in (7.8).
Proof: we prove the theorem by showing that the functionals f and the elements
M−
β
α listed in (7.3) and (7.8) satisfy the properties (5.3)-(5.5) (cf. the theorem
by Woronowicz discussed in the Section 4). Applying the projection P to the
SOq,r=1(N + 2) relation ∆N+2(M−
β
α ) =M−
γ
α ⊗M− βγ , one verifies directly that the
elements M−
β
α in (7.8) do satisfy the properties (5.4). We have already shown that
the functionals f in (7.3) satisfy (5.3).
Consider now the last property (5.5). For SOq,r=1(N +2) it explicitly reads (cf.
Note 6.1 ):
M−
A1 B2
A2B1
(a ∗ f A2C1A1 C2) = (f B2A1B1 A2 ∗ a)M−C1 A2C2A1 with A′1 < A2, B′1 < B2, C′1 < C2 .
(7.12)
Restrict the free indices to greek indices, and apply the projection P on both mem-
bers of the equation. It is then immediate to see that only the f ’s in (7.3) and the
M−’s in (7.8) enter in (7.12).
We still have to prove that the ∗ product in (7.12) can be computed via the
coproduct ∆ in ISOq,r=1(N). Consider the projection of property (7.12), written
symbolically as:
P [M−(f ⊗ id)∆N+2(a)] = P [(id⊗ f)∆N+2(a)M−] . (7.13)
Now apply the definition (7.4) and the first of (3.28) to rewrite (7.13) as
P (M−)(f¯ ⊗ id)∆(P (a)) = (id⊗ f¯)∆(P (a))P (M−) . (7.14)
This projected equation then becomes property (5.5) for the ISOq,r=1(N) func-
tionals f and adjoint elements M−, with the correct coproduct ∆ of ISOq,r=1(N).
Using the general formula (7.9) we can deduce the Ω, T commutations for
ISOq,r=1(N):
Ω a2a1 T
r
s =
qa2s
qa1s
T r sΩ
a2
a1
(7.15)
Ω a2a1 x
r =
qa2•
qa1•
xrΩ a2a1 (7.16)
Ω a2a1 u =
qa1•
qa2•
u Ω a2a1 (7.17)
Ω a2• T
r
s = qs•qa2sT
r
sΩ
a2
• (7.18)
Ω a2• x
r = qa2•x
rΩ a2• (7.19)
Ω a2• u =
1
qa2•
u Ω a2• (7.20)
Note 7.1: u commutes with all Ω ’s only if qa• = 1 (cf. Note 3.2). This means that
u = I is consistent with the differential calculus on ISOqab,r=1,qa•=1(N).
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An exterior derivative on ISOq,r=1(N) can be defined as
da = (χα ∗ a)Ωα (7.21)
where the χα = χ
a
b(a
′ < b), χ•b are given in (7.1). Due to the coproduct (7.7)
and the commutations (7.9) this derivative satisfies the Leibniz rule. It is also
compatible with the left and right action of ISOq,r=1(N) since (6.54) holds. This
can be seen by noting that the key equation (6.59), which in the SOq,r=1(N + 2)
case reads [see (6.60), (6.42)]:
χA1A2 ∗ b = (b ∗ χB1B2)κ(M−A1 B2A2B1 ) with A′1 < A2, B′1 < B2 (7.22)
becomes property (6.59) for the ISOq,r=1(N) functionals χ and adjoint elements
M−, with the correct coproduct ∆ of ISOq,r=1(N), once we restrict the free indices
to greek indices and apply the projection P .
The exterior derivative on the generators TAB is given by:
dT a b = −
∑
c
T a cqcbΩ
c
b (7.23)
dxa = −∑
c
T a cqc•V
c (7.24)
du = dv = 0 (7.25)
where we have defined V a ≡ Ω a• . Again, for qa• = 1, u = v = I is a consistent
choice.
Every element ρ of Γ can be written as ρ =
∑
k akdbk for some ak, bk belonging
to ISOq,r=1(N). Indeed inverting (7.25) yields:
Ω ba = −qabκ(T b c) dT c a (7.26)
V b = − 1
qb•
κ(T b c) dx
c (7.27)
Thus all the axioms for a bicovariant first order differential calculus on ISOq,r=1(N)
are satisfied.
The exterior product of the left-invariant one-forms is defined as
Ωα ∧ Ωβ ≡ Ωα ⊗ Ωβ − Λαβ γδΩγ ⊗ Ωδ (7.28)
where
Λαβ γδ = f
α
δ(M−
β
γ ) (7.29)
This Λ tensor can in fact be obtained from the one of SOq,r=1(N +2) by restricting
its indices to the subset ab, •b. This is true because when i, l = ab, •b we have
f i l(KerP ) = 0 so that f
i
l is well defined on ISOq,r=1(N), and we can write
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f i l(M−
j
k ) = f¯
i
l[P (M−
j
k )] (see discussion after Theorem 7.1). Then we can just
specialize indices in equation (6.67) and deduce the q-commutations for the one-
forms Ω and V :
Ω a2a1 ∧ Ω d2d1 = −qa1d2qd1a1qa2d1qd2a2Ω d2d1 ∧ Ω a2a1 (7.30)
Ω a2a1 ∧ V d2 = −
qa2•
qa1•
qa1d2qd2a2V
d2 ∧ Ω a2a1 (7.31)
V a2 ∧ V d2 = −qa2•
qd2•
qd2a2V
d2 ∧ V a2 (7.32)
The exterior differential on Γ∧n can be defined as in Section 5 (eq. (5.35)), and
satisfies all the properties (5.37)-(5.38).
The Cartan-Maurer equations
dΩα = −1
2
C αβγ Ω
β ∧ Ωγ (7.33)
can be explicitly written for the Ω and V by differentiating eq.s (7.26) and (7.27):
dΩ ba = qabqbcqca Ω
b
c ∧ Ω ca (7.34)
dV b =
qa•
qb•
qba Ω
b
a ∧ V a (7.35)
where the one-forms Ω ba with a
′ > b are given by Ω ba = −qabΩ a′b′ ; i.e. we consider (as
it is usually done in the classical limit), the one-forms Ω ba to be “q-antisymmetric”
Ω ba = −qabΩ a′b′ , cf. eq. (6.45).
Using the values of Λαβ γδ = f
α
δ(M−
β
γ ) and of the structure constants C
γ
αβ =
χk(M−
α
β ) we can explicitly write the “q-Lie algebra” of ISOq,r=1(N). The χ
c1
c2
,
χb1b2 q-commutations read as in eq. (6.65) with lower case indices, and give the
SOq,r=1(N) q-Lie algebra; the remaining commutations are
χc1c2χb2 −
qc1•
qc2•
qb2c1qc2b2χb2χ
c1
c2
=
qc1•
qc2•
[Cb2c2χc′1 − δc1b2 qc2c1χc2 ]
χc2χb2 −
qb2•
qc2•
qc2b2χb2χc2 = 0 (7.36)
with the definition
χa ≡ χ•a (7.37)
It is not difficult to verify that the C constants do coincide with the C constants
appearing in the Cartan-Maurer equations (7.33)-(7.35).
The *-conjugation on the χ functionals and on the one-forms Ω can be deduced
from (6.68):
(χab)
∗ = −qcdDacχcdDdb, (χb)∗ = −(qd•)−1χdDdb (7.38)
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(Ω ba )
∗ = −qbaDcaΩ dc Dbd, (V b)∗ = −qb•V dDbd (7.39)
Remark 7.1: as discussed in [1] and at end of Section 3, a q-Poincare´ group without
dilatations (i.e. u = I) has only one free real parameter q12, which is the real para-
meter related to the q-Lorentz subalgebra. Then the formulas of this section can be
specialized to describe a bicovariant calculus on the dilatation-free ISOq,r=1(3, 1)
provided qa• = 1 and q12 ∈ R. It is however possible to have a bicovariant calculus
without the dilatation generator χ•• even on ISOq,r=1(3, 1) with u 6= I. The possi-
bility of having a dilatation-free q-Lie algebra describing a bicovariant calculus on a
q-group containing dilatations u was already observed in the case of IGL q-groups,
see ref. [3]. The q-Poincare´ algebra presented in [5] corresponds to the case q ≡ q1•,
q2• = q12 = 1, for which the Lorentz subalgebra is undeformed and the q-Poincare´
group contains u 6= I. Finally, the bicovariant calculus that includes the dilatation
generator χ•• is discussed in ref. [18].
8 The multiparametric orthogonal quantum plane
as a q-coset space
In this section we derive the differential calculus on the orthogonal quantum plane
Funq,r=1
(
ISO(N)
SO(N)
)
, (8.1)
i.e. the ISOq,r=1(N) subalgebra generated by the coordinates x
a.
The coordinates xa satisfy the commutations (3.10):
xaxb = qab x
bxa (8.2)
Note that the coordinates xa do not trivially commute with the SOq,r=1(N) q-group
elements, but q-commute according to relations (3.9):
T b dx
a =
qba
qd•
xaT b d (8.3)
Lemma: χbc(a) = 0 when a is a polynomial in x
a and v, with all monomials
containing at least one xa. This is easily proved by observing that no tensor exists
with the correct index structure. In fact we can extend this lemma even to v · · · v,
due to
χbc(v) = 0 (8.4)
and the coproduct rule (7.7), reading explicitly (no sum on repeated indices):
∆′(χab) = χ
a
b ⊗ f baa b + ε⊗ χab ,
∆′(χ•b) = χ
•
b ⊗ f b•• b + ε⊗ χ•b .
(8.5)
Theorem 8.1: χbc ∗ a = 0 when a is a polynomial in xa.
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Proof: we have χbc ∗ a = (id⊗ χbc)(a1 ⊗ a2) = a1χbc(a2). We use here the standard
notation ∆(a) ≡ a1 ⊗ a2. Since a2 is a polynomial in xa and v (use the coproduct
rule (3.20)), and χbc vanishes on such a polynomial (previous Lemma), the theorem
is proved.
Because of this theorem we can write the exterior derivative of an element of
the quantum plane as
da = (χc ∗ a)V c (8.6)
Thus da is expressed in terms of the “q-vielbein” V c.
The value and action of χs on the coordinates is easily computed, cf. the defi-
nition in (7.1) :
χc(x
a) = −qc•δac , χc ∗ xa = −qc•T a c ; (8.7)
using (8.5) we find the deformed Leibniz rule
χc ∗ (ab) = (χc ∗ a)f c c ∗ b+ aχc ∗ b . (8.8)
From (8.7) the exterior derivative of xa is:
dxa = −qc•T a cV c = −V cT a c (8.9)
[use (7.18)] and gives the relation between the q-vielbein V c and the differentials
dxa.
The xa and V b q-commute as (cf. (7.19)):
V axb = qa• x
bV a (8.10)
and via eq. (8.9) and (3.9) we find the dxa, xbcommutations :
dxaxb = qab x
bdxa (8.11)
After acting on this equation with d we obtain the commutations between the
differentials:
dxa ∧ dxb = −qab dxb ∧ dxa . (8.12)
The commutations between the partial derivatives are given in eq.(7.36).
All the relations of this section are covariant under the SOq,r=1(N) action:
xa −→ T a b ⊗ xb . (8.13)
Notice that the partial derivatives χc, and in general all the tangent vectors χ and
vector fields χ∗ of this paper have “flat” indices. To compare χc∗ with partial
derivative operators with “curved” indices, we need to define the operators
←
∂s:
←
∂s (a) ≡ − 1
qb•
(χb ∗ a)κ(T b s) , (8.14)
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so that
d a =
←
∂s (a) dx
s (8.15)
which is equation (8.6) in “curved” indices. The action of
←
∂s on the coordinates is
←
∂s (x
a) = δas I ,
←
∂s (bx
a) = b
←
∂s (x
a) + qsa
←
∂s (b) x
a (8.16)
The tangent vector fields χc∗ of this paper and the partial derivatives
←
∂s are
derivative operators that act “from the right to the left” as it is seen from their
deformed Leibniz rule (8.8), (8.16). This explains the inverted arrow on
←
∂s. We
can also define derivative operators acting from the left to the right, as in ref.s [20],
using the antipode κ which is antimultiplicative. For a generic quantum group the
vectors −κ′−1(χi) ≡ −χi ◦ κ−1 act from the left and we also have
d a = (χi ∗ a)ωi = ωi(−κ′−1(χi) ∗ a) (8.17)
as is seen from κ′(χi) = −χjκ′(f j i) and κ′−1(fk j)f i k = δij [third line of (5.52)].
We then define the partial derivatives
∂s(a) ≡ κ−1(T i s) κ′−1(χi) ∗ a , (8.18)
so that
d a = dxs ∂s(a) . (8.19)
The action of ∂s on the coordinates is
∂s(x
a) = δas I , ∂s(x
ab) = ∂s(x
a) b+ qasx
a∂s(b) (8.20)
From eqs. (8.14), (8.18) and (7.36), or directly from d2 = 0 and dxa∧dxb = dxa⊗
dxb− qab dxb⊗ dxa [a consequence of (8.12)], one finds the following commutations
between the “curved” partial derivatives:
←
∂r
←
∂s= qsr
←
∂s
←
∂r , ∂r ∂s = qrs∂s ∂r . (8.21)
Finally, we note that the transformation
ξa =
1√
2
(xa + xa
′
), a ≤ n (8.22)
ξn+1 =
i√
2
(xn − xn+1) (8.23)
ξa =
1√
2
(−xa + xa′), a > n+ 1 (8.24)
defines real coordinates ξa for the even dimensional orthogonal quantum plane
Funq,r=1(ISO(n + 1, n − 1)/SO(n + 1, n − 1)) endowed with the conjugation ii)
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discussed in Section 2. Moreover on this basis the metric becomes diagonal. Like-
wise it is possible to define antihermitian χ and real Ω, V .
For n = 2 the results of this section immediately yield the bicovariant calculus
on the q-Minkowski space, i.e. the multiparametric orthogonal quantum plane
Funq,r=1(ISO(3, 1)/SO(3, 1)).
A The Hopf algebra axioms
A Hopf algebra over the field K is a unital algebra over K endowed with the linear
maps:
∆ : A→ A⊗ A, ε : A→ K, κ : A→ A (A.1)
satisfying the following properties ∀a, b ∈ A:
(∆⊗ id)∆(a) = (id⊗∆)∆(a) (A.2)
(ε⊗ id)∆(a) = (id⊗ ε)∆(a) = a (A.3)
m(κ⊗ id)∆(a) = m(id⊗ κ)∆(a) = ε(a)I (A.4)
∆(ab) = ∆(a)∆(b) ; ∆(I) = I ⊗ I (A.5)
ε(ab) = ε(a)ε(b) ; ε(I) = 1 (A.6)
where m is the multiplication map m(a⊗ b) = ab. From these axioms we deduce:
κ(ab) = κ(b)κ(a) ; ∆[κ(a)] = τ(κ⊗ κ)∆(a) ; ε[κ(a)] = ε(a) ; κ(I) = I (A.7)
where τ(a⊗ b) = b⊗ a is the twist map.
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