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Abstract-A desirable content-based image retrieval (CBIR) 
system would classify extracted image features to support some 
form of semantic retrieval. The Lister Hill National Center for 
Biomedical Communications, an intramural R&D division of the 
National Library of Medicine (NLM), maintains a n  archive of 
digitized x-rays of the cervical and lumbar spine taken as part of 
the second National Health and Nutrition Examination Survey 
(NHANES 11). It is our goal to provide shape-based access to 
the digitized x-rays including retrieval on automatically detected 
and classified pathology, e.g., anterior osteophytes. This is done 
using radius of curvature analysis along the anterior portion, and 
morphological analysis for quantifying protrusion regions along 
the vertebra boundary. Experimental results are presented for 
the classification of 704 cervical spine vertebrae by evaluating the 
features using a multi-layer perceptron (MLP) based approach. 
In this paper, we describe the design and current status of 
the content-based image retrieval (CBIR) system and the role 
of neural networks in the design of an effective multimedia 
information retrieval system. 
I. INTRODUCTION 
The general problem of developing algorithms for the 
automated or computer-assisted indexing of images by struc- 
tural contents is a significant research challenge [l] .  This 
is particularly so in the case of biomedical images, where 
the structures of interest are commonly irregular, and may 
be partially occluded. Examples are the images created by 
digitizing film x-rays of the human cervical and lumbar spines, 
digitized color slides of the uterine cervix, color endoscopy 
images, endoscopic ultra-sonography images, etc. Text data in 
the form of patient or survey data is commonly associated with 
biomedical images. Systems currently allow retrieval of image 
data through a text based query. Content-based image retrieval 
(CBIR) aims to allow researchers and medical practitioners 
access to the images directly by their content. We envisage that 
the development of a system that provides such access would 
have many applications in education, research, clinical trials, 
diagnosis, etc. For example, a medical school faculty member 
who is an expert in degenerative spine disease could query for 
examples of severe disc space narrowing for both sexes for 
the cervical spine; or a clinician could use it for searching for 
images similar to a patient's present image pathology or injury. 
However a critical component in this system is the automated 
detection and classification of the pertinent pathology for 
effective semantic indexing. Classification of pathology in 
biomedical images requires classifiers to be trained for the 
many variations that can be found in the general population. 
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Fig. I .  
Radiologist marked 9 po im with anlerior osteophytes labeled. 
(a) Cervical spine x-ray example with region of interest. (b) 
The Lister Hill National Center for Biomedical Communi- 
cations, an intramural research and development division of 
the US. National Library of Medicine (NLM). maintains a 
digital archive of 17,000 cervical and lumbar spine images 
collected in  the second National Health and Nutrition Exami- 
nation Survey (NHANES 11) conducted by the U S .  National 
Center for Health Statistics (NCHS). Along with the 10,000 
cervical spine and 7,000 lumbar spine images, the NHANES 
I1 survey also included information on demographics, health 
questionnaire responses and physician's examination results. 
Over 2,000 fields of information are available on each sur- 
veyed person, providing a large body of text information. 
Figure l(a) shows an example of the cervical spine image with 
the region of interest marked by a box. Figure I(b) illustrates 
the locations of 9 landmark points marked by a radiologist. 
Presence of points 8 and/or 9, if marked on a vertebra, is 
indicative of anterior osteophytes. 
Classification of the images for biomedical researchers, in 
particular the osteoarthritis research community, has been a 
long-standing goal of researchers at the NLM, collaborators 
at NCHS, and the US. National Institute of Arthritis and 
Musculoskeletal and Skin Diseases (NIAMS), and capability 
to retrieve images based on geometric characteristics of the 
vertebral bodies is of interest to the vertebral morphometry 
community. In this paper we describe the use of multi-layer 
perceptron (MLP) based classifiers in the prototype content- 
based image retrieval system [2], CBIR2. that also supports 
hybrid image and text queries. Image queries are posed by 
image-example or user-sketch. In addition to the CBIR2 built 
as a research tool, we have also developed a Web-based 
Medical Information Retrieval System (WebMIRS) to permit 
Internet access to databases of x-ray images and associated 
text data from NHANES [3]. Part of the initiative to develop 
WebMIRS is to determine the feasibility of computer-assisted 
techniques for the analysis of spine x-ray images. Radio- 
graphs of spine provide a practjcal approach for detecting 
and assessing vertebral abnormalities that may be related to 
osteoarthritis. The presence of bony growths on vertebra cor- 
ners, viz., osteophytes, disc space narrowing, spondylolisthesis 
and subluxation are all features commonly evaluated visu- 
ally from radiographs that are important to the osteoarthritis 
research community. Vertebral morphometry is a commonly 
used technique to evaluate these conditions. In particular, 
morphometric measurements of vertebral deformities are often 
used in clinical trials for assisting in the diagnosis and follow- 
up of fractures. Measurement techniques include conventional 
rulers and calipers [41, [SI and digitizing tablets [61, [7]. Mor- 
phometric analysis has encompassed radiographic diagnosis 
of vertebral fractures based on subjective visual assessment 
and arbitrarily assessed reductions in vertebral heights [SI. 
Prior studies have utilized vertebral dimensions to establish 
normal ranges using anterior and posterior vertebral height, 
percent reduction of anterior compared to posterior height 
of the same vertebra, the difference in vertebral height of 
adjoining vertebras, vertebral width, wedge angle and vertebra 
angle [41. 
This research focuses on vertebra distortion along the an- 
terior boundary as an indicator of osteophytes. Osteophyte 
presence is significant because it may be related to degen- 
eration in the attachment of the outer annular fibers of the 
disc to the vertebral endplate. This degeneration may allow 
the vertebra to slip to the anterior or to both the anterior 
and the side [91. In prior research we have investigated image 
processing techniques to compute features along the anterior 
boundary of cervical spine vertebrae for differentiating normal 
from fractured vertebrae [IO]. As the vertebra becomes less 
normal in  appearance, the vertebra boundary increasingly 
deviates from the general rectangular shape, which may be 
indicative of a venebral fracture. The features examined were 
radius of curvature- and grayscale gradient-based features 
computed along the anterior boundary of cervical spine ver- 
tebrae. The radius of curvature-based features explore the 
relative constriction along the anterior boundary between 
normal and abnormal vertebrae. The grayscale border gradient 
features examine the grayscale contrast difference between the 
vertebra interior and exterior along the boundary. Preliminary 
results indicated potential utility in applying these features for 
osteophyte detection. 
In this research, we extend the preliminary results to il 
substantial data set 'for evaluating the radius of curvature 
and boundary gradient features. We also introduce a morpho- 
logical approach for detecting osteophytes. The morphology- 
based features utilize the binary opening operation to identify 




Fig. 2. CBIR2 Archileclure 
anterior boundary. A standard multilayer perceptron (MLP) 
is used to evaluate the features for classifying cervical spine 
vertebrae as containing osteophytes or not. The size of the 
protrusion regions is used for differentiating normal and ab- 
normal vertebrae. We present methods involved in the process 
and place them in the design of the CBIR2 multimedia infor- 
mation retrieval system. The design of  CBIRZ is presented 
in Section 11. The image analysis and vertebra recognition 
approach is presented in Section 111. The experimental results 
are presented in Section IV. We conclude by describing our 
current status and outlining future work , 
11. DESIGN OF CBIRZ SYSTEM 
In this section we describe the design architecture of 
our current prototype content-based image retrieval system, 
CBIR2. The system is modular and is logically composed of 
the indexing system and the retrieval system. The indexing 
system includes methods for automated image segmentation. 
image feature extraction, feature vector computation, feature 
classification, feature organization, image indexing, and text 
data organization. The retrieval system provides the interface 
and the methods for image and text retrieval including methods 
for extracting features from example images, computing the 
feature vector, and determining similarity between features 
extracted from the query visual and those stored in the 
database. In addition, text retrieval via SQL and methods to 
combine the text and image queries are included. The te.xt 
data includes the patient survey data acquired in NHANES 
I1 as well as the results of the vertebra image analysis and 
recognition process described here. The architectures for the 
indexing and retrieval systems are shown in Figure 2. 
A. lndexirlg system 
The indexing process is currently semi-automated and done 
via a graphical interface. This interface allows indexing of 
two types of data. The text data is organized as fields in a 
relational database table from which data can be retrieved 
using the MySQL relational database manager. The indexing 
of the image data on the other hand is a more involved process. 
The system modules are briefly described. 
I Segmentation: The first step in indexing the x-ray images 
is segmenting the vertebrae. The image quality in the 
161 
spine x-ray images is fairly poor with ambiguous vertebral - . .  
boundaries. making a reliable segmentation il challenging 
task. Active Contour Segmentation (ACM) [ I l l  and Ac- 
tive Shape Modelling (ASM) [I21 techniques have been 
explored for segmenting the vertebrae. The segmentation 
output, which includes the template and segmentation re- 
sults for each object, is stored in a XML file. This enables 
modifications following future developments. The file 
records the information about an image, database source, 
origin, and the human segmentor in the header structure. 
view (e.g., lateral, sagittal, AP), coordinate systems and Fig. 3. Query Dialogs: Main Screen 
The segmented objects are stored with a unique object 
identifier, anatomy identifiers, region of the anatomy, 
the segmented boundary points, the bounding box, the 
oriented bounding box, etc. 
I1 Feature extraction and  representation The vertebra 
boundary points extracted as ( x , y )  coordinates in the 
image space need to be represented in a form suitable for 
archiving, classification, indexing, and similarity match- 
ing by a shape representation algorithm. For matching 
and indexing, the coarse boundary and a binary image 
representation of the vertebra are used to find meaningful 
shape features that are invariant to translation, rotation, 
scaling and starting-point shift. Classification of vertebrae 
for pathology is also done using the boundary data. 
A feature vector is then created from various computed 
features and organized into a data structure for efficient 
retrieval. The development of a feature organization strat- 
egy is strongly correlated with the feature vector used, the 
query types supported, and the image semantics. We are 
at a stage where we have some of the these requirements 
identified. We are currently using a flat structure and lin- 
ear search for retrieval. Having an inefficient but working 
system enables us to simultaneously test the system and 
improve on individual modules. 
1V Feature classification Our work toward the indexing of 
spine images for features of interest in the osteoarthritis 
and vertebral morphometry research communities requires 
the segmentation of the images into vertebral structures 
with sufficient accuracy to distinguish pathology on the 
basis of shape, labeling of the segmented structures by 
proper anatomical name, and classification of the seg- 
mented, labeled structures into groups corresponding to 
high level semantic features of interest. Using training 
data provided by biomedical experts, we have adopted 
a hierarchical approach to such indexing that consists 
of high-level region classification, spine region local- 
ization, vertebra localization and identification, vertebral 
segmentation, and classification of the vertebrae by pres- 
encelabsence of the biomedical features above [IO]. [ 131. 
111 Feature organization 
E. Retrieval system 
The retrieval system provides an interface for the user to 
use the CBIR system. Many of the methods in this system are 
identical to those in the indexing system. The inputs to the 
Fig. 4. Query Dialogs: Query-by-example 
retrieval system can be an image, for query by image example, 
or a shape, for query by shape. This is in addition to any text 
parameters. 
The CBIRZ prototype system is implemented in MATLAB 
version 6.5. The basic types of queries supported are to the text 
data, image data and combined queries to both. The retrieval of 
the text data is supported through Open-Database Connectivity 
(ODBC) protocol to retrieve results using the MySQL. DBMS. 
The queries to the image data can be specified in using an 
example image to retrieve images that are visually similar or 
by drawing a sketch of the indexed feature, in this case the 
vertebra boundary. The system presents the user with a GUI 
for creating queries and supports text, image example, and 
image sketch queries, and queries that combine text and image 
example or image sketch. 
Figure 3 shows the initial screen for generating the basic 
query. The retrieval paths for image-example based queries 
and sketch-based queries are the same except for the feature 
extraction phase necessary for the former. 
The same feature extraction phase as in the indexing process 
is applied to the example image. The user is presented with 
the ACS tool for segmenting the image. The extracted image 
features in the query are then matched by a shape similarity 
algorithm to determine the similarity distance between the 
query and the database shape. The greater the distance between 
two feature vectors the greater is the dissimilarity. The system 
allows users to specify an image for an image-example based 
query as shown in Figure 4. For a sketch-based query, the 
users may choose to either use one of the provided templates, 
or use their own template and modify it or draw an outline 
from scratch, as shown in Figure 5. 
It is also possible to narrow the query to the segmentation 
done by a particular algorithm. Additionally, with several 
shape representation methods included, the user can also query 
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Fig. 1. 
from Kirsch operator, and (c) 8-spline 81 lo the boundary points. 
Sample results from (a) histogram equalization (b) boundary paints Fig. 5 .  Query-by-Sketch (User Sketch) 
Fig. 6.  CBlRZ RcsuI~S 
on a specific representation. The results from the query are 
presented as shown in Figure 6. 
111. VERTEBRA IMAGE ANALYSIS A N D  RECOGNITION 
We present image analysis and recognition techniques for 
detecting presence of osteophytes in cervical spine vertebrae. 
A. Vertebra Boundary Determination. In order to detect 
rhe presence of osteophytes, it is necessary to segment 
the vertebra boundary. Histogram analysis based contrast 
enhancement techniques based on a two-tiered Gaussian- 
based thresholding approach [ 141 was used to determine 
lower and upper threshold bounds for approximating the 
intermediate region of the gray-scale image histogram. 
Threshold relaxation is performed to avoid oversegmenting 
the region containing the vertebrae. Histogram equalization 
is performed over the thresholded region containing the 
vertebrae for enhancing the contrast between the vertebrae 
and the surrounding regions. From the enhanced image, 
an edge magnitude image is determined using the Kirsch 
operator [l5] to assist in  determining vertebrae boundary. 
The edge magnitude and 9 radiologist marked landmark 
points are used to manually mark a preliminary set of 
boundary points. A B-spline algorithm was applied to this 
set 111 obtain a detailed boundary representation. Based on 
experimentation approximately 55 manually chosen points 
provided reasonable vertebra boundary representations for 
feature analysis. Typically, the B-Spline algorithm gener- 
ates about 100-150 boundary points that are included in 
the region of interest. Sample results from these steps are 
shown in Figure 7 .  
B. Radius of Curvature Feature Calculation Radius of 
curvature- and border grayscale gradient-based features 




region of interest boundary is selected from the segmented 
boundary. This region extends from the top center of the 
vertebra, around the anterior side to the bottom center. 
Both centers are from the radiologist marked points. The 
boundary is shown in Figure 8(a). Radius of curvature- 
based features are quantified along the region of great- 
est constriction along the vertebra’s anterior boundary 
for identifying potential osteophytes. Osteophytes tend to 
exhibit greater constriction around the anterior top and 
bottom areas. 
A least squares algorithm using 20 points on either side 
of a boundary point is applied to determine the radius 
of curvature for each boundary point. In addition, the 
row and column positions corresponding to the center 
of the projected circle is also computed. The features 
are determined using the sequence (or array) of radii of 
curvature computed along the vertebra boundary in the 
region of interest. These include: 1) radius of curvature 
at the boundary point, 2) first and 3) second derivatives 
of the radius of curvature at every point on the boundary. 
There are 21 radius of curvature features used for vertebra 
classification are formed with these three features at the 9 
minimum radii of curvature along the boundary. 
Boundary Gradient Features. The region of inter- 
est along the anterior boundary provides the basis for 
grayscale gradient features. The grayscale gradient-based 
features quantify the transition in gray level from the 
interior of the vertebra boundary to the exterior of the 
vertebra boundary for each vertebra boundary point in 
the region of interest. The gradient-based features are 
used for discerning if the gray level information near 
the boundary of the vertebra differs between normal and 
abnormal vertebrae. These features are computed between 
2 interior and 2 exterior points along the perpendicular 
directional line between the projected circle centers for 
each boundary point. The interior and exterior points must 
he 8 connected. The minimum, maximum, mean gradient 
value, its standard deviation are used as features. These 
points are shown in Figure 8(b). 
Morphology Feature Calculation. 
The maximum constriction region provides a small pro- 
trusion from the remainder of the vertebra. An alternative 
morphological approach for vertebra osteophyte detection 
has been investigated to isolate this protrusion region. 
(a) (b) 
Fig. 8. (a) Antenor vertebra boundary, (b) points over which boundary 
gradient features are computed, and (c) area of largest protrusion identified 
after morphological operations. 
This .approach utilizes the opening operation with a large 
circular structuring element. An opening operation involves 
performing an erosion operation followed by a dilation 
operation using the same circular structuring element. An 
exclusive OR of the opened image with the vertebra image 
will identify the protrusion regions. We use the area of the 
largest protrusion region as the feature for for detecting 
osteophytes, shown in gray in.Figure 8(c). It may he 
hypothesized that the region with the largest area will 
correspond to the region of maximum constriction along 
the vertebra boundary. 
IV. EXPERIMENTS PERFORMED AND RESULTS 
A. Data Set Description. 704 vertebrae from the cervical 
spine x-ray images are used as data. These include 352 
normal vertebrae and 352 vertebrae with anterior osteo- 
phytes. Using the radiologist marked landmark points and 
the Kirsch edge-detected image as guides, approximately 
55 points are manually selected along each vertebra’s 
boundary, and then the B-Spline algorithm is used to 
generate a representation of the boundary as a continu- 
ous curve. The radius of curvature, border gradient and 
morphological features are determined based on these B- 
Spline representations of the vertebra boundaries. 
B. Structuring Element for Morphological Feature. For 
the morphology feature, the size of the circular structuring 
element influences the effectiveness of the protrusion re- 
gion extraction. A structuring element of radius 14 was 
empirically determined to be effective after evaluating 
several radii on a subset of the training data. 
C. Schemes for vertebra Classification. In order to eval- 
uate the radius of curvature-, boundary gradient- and 
morphological-based features, two classification schemes 
are examined: 
1. radius of curvature- and border gradient-based features 
are combined to generate a 31-feature vector for each 
vertebra, 
2. radius of curvature-, border gradient- and 
morphological-based features are combined to generate 
a 32-feature vector for each vertebra. 
Multi-layer perceptrons (MLP) are used as the classifiers 
for the feature vectors for classification schemes I and 2 






















CLASSIFICATION RESULTS (% CommEcr) USING 31-FEATURES. (T = 
T7naz31) 
Data normalization for the 31- and 32-feature MLPs is 
based on computing the mean and standard deviation for 
each feature over the training set. For MLP training and 
testing, the feature vectors are normalized by subtracting 
the mean and dividing by the standard deviation for each 
feature. All data analysis was performed using MATLAB 
6.1, including the built-in MLP functions used for neural 
network training and testing. For feature evaluation 15 
training and testing sets were randomly chosen, using 80% 
of the data for training, 5% for cross-validation and the 
remaining 15% for testing. 
564 vertebrae were used for training the MLPs and 106 
vertebrae formed the testing set in this experiment. For 
each randomly chosen training, cross-validation and testing 
set, training for the 31- and 32-input feature MLPs is 
performed after each epoch. For cross-validation testing, 
we note the MLP cross-validation output threshold that 
yields the maximum percent correct vertebrae classification 
for the current epoch. The training is stopped at the 
maximum results in the cross-validation testing. T,,, 
denotes the threshold at the epoch of MLP training. Thus, 
Tmazll and Tmas32 refer to  the thresholds for the current 
randomly chosen training, cross-validation and testing set 
for the 31- and 32-input feature MLPs, respectively. 
A. Results 
The neural network architectures used for feature evaluation 
were 3 1 x 1 5 ~ 1 5 ~ 1  and 3 2 x 1 5 ~ 1  for the 31- and 32-feature 
input MLPs, respectively. In the 31-feature neural network 
there are two hidden layers, each with 15 nodes, and one 
output node. In the 32-feature neural network there is one 
hidden layer with 15 nodes and one output node. For both 
networks for all traininghesting set iterations, the following 
neural network parameters were used: learning rate of 0.03. 
momentum of 0.85, sigmoid transfer functions at the input 
and hidden layers, and a linear transfer function at the output 
layer. For each randomly chosen training, cross-validation and 
testing set, training is performed for the  31- and 32-feature 
MLPs using the procedure described above and thresholds 
Tmar31 and Tmor32 are determined. The median normal 
maximum protrusion region is found from the training set. 
The number of epochs used for MLP training is based on 
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T Normal Abnom. Tolal 
0.60 97.2 85.5 91.3 
0.41 91.5 87.6 89.5 
0.60 91.8 76.6 84.2 
0.47 88.3 81.2 84.9 
0.58 97.9 86.5 92.2 
0.59 88.7 70.9 79.8 
0.51 94.7 92.2 93.4 
0.60 92.6 75.5 84.0 
0.60 84.0 69.1 76.6 
0.60 96.1 86.2 91.1 















CLASSIFICATION RESULTS (% CORRECT) USlNG 32 FEATURES. (T = 
Tmor32) 
identifying the epoch for which the cross-validation results 
declined. 
The classification schemes presented in "Schemes for Ver- 
tebra Classification" are evaluated for IO randomly generated 
training/cross-validatiofl/testing sets using 80% of the data for 
training, 5% for cross-validation and the remaining 15% of 
the data for testing. Table I shows the training and testing 
results over 10 iterations for the radius of curvature and 
border gradient features (3 I-feature case). Table I1 presents 
the training and testing results over 10 iterations for the radius 
of curvature, border gradient and morphological features (32 
featurc care). For each classification technique, the percentage 
of correctly classified normal vertebrae, abnormal vertebrae 
and total (normal and abnormal) are shown for all IO randomly 
generated traininghesting sets. 
E. Analysis 
The results fuel several observations. First, there are no 
significant differences between the training and testing re- 
sults for the optimal MLP threshold. Second, the vertebrae 
with low grade abnormality often appear visually similar 
to normal vertebrae, making differentiation between the two 
classes difficult. Third, the vertebra normalization technique 
explored in this research may have impacted the classification 
results. Vertebra normalization needs to be performed for each 
level of vertebra rather than over the entire set. Finally, the 
radius of curvature and border gradient features performed 
much more poorly than the composite features (including the 
morphological feature) for vertebra classification. The average 
testing results from the radius of curvature and border gradient 
features from 60.088, compared to 80.0% for the composite 
features. The radius of curvature and border gradient features 
do not contribute as significantly to correct vertebra classifica- 
tion as the morphological feature. One difficulty encountered 
with the radius of curvature features is that the least squares 
algorithm used for computing the radius of curvature and the 
center of the projected circle provides occasional noisy results, 
distorting the features. There are situations where the mini- 
mum radius of curvature along the vertebra anterior boundary 
is found at the correct location, but the radii of curvature 
computed in the neighboring positions are not consistent with 
the minimum radius of curvature found. 
V. CONCLUSION AND F U T U R E  W O R K  
This paper describes results from an evaluation of MLP 
based vertebra classification schemes for detecting abnormal 
vertebrae in the cervical spine that have anterior osteophytes. 
This evaluation is a part of ongoing research in develop- 
ing a content-based image retrieval system for biomedical 
images that supports text and image based queries. Also it 
uses the extracted image features to detect the pathology in 
the vertebrae that have been found to be repetitively and 
consistently detectable. Future work in this area focuses on 
automated detection of disc space narrowing,subluxation and 
spondylolisthesis. Additionally, these classifiers need to be 
included in the working system to enable intelligent retrieval 
of biomedical information from the NHANES data set. 
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