Digital image processing is one of the most researched fields nowadays. The ever increasing need of surveillance systems has further on made this field the point of emphasis. Surveillance systems are used for security reasons, intelligence gathering and many individual needs. Object tracking and detection is one of the main steps in these systems. Different techniques are used for this task and research is vastly done to make this system automated and to make it reliable. In this research subjective quality assessment of object detection and object tracking is discussed in detail. In the proposed system the background subtraction is done from the clean original image by using distortion of color and brightness. The subtracted image is then tracked using connected component labeling. The proposed system eliminates the shadow and provides 79% accuracy.
INTRODUCTION
The detection of a moving object and tracking of different objects in a video or video sequence is a very important task in the surveillance videos, analysis and monitoring of traffic, tracking and detection of humans and different gesture recognitions in human-machine interface [1] . The technique of Object tracking can be explained to be the method of tracking the different number of objects in the video and also the certain directions those objects are traversing in and also to track the entrances to the surveillance site as per the unit time. The sophistication and the complexity of the system determine the resolution of the measurement. This system is often deployed in public places such as shopping malls, metro stations, airports and independent surveillance requests. Different approaches can be used for the surveillance and different technologies used as computer vision, infrared beams and thermal imaging [2] .
The reasons for object tracking are many For example People counting in retail stores for intelligence gathering can be regarded as one. This is used for the calculation of the conversion rate and rating of the store by the number of customers to the store rather than the old use of the sales data [2] .
The video analysis can be safely stated to be consisting of three steps: 1 st detecting the objects that are interested in, 2 nd the frame to frame tracking of those objects and 3 rd the analysis of the path traversed to analyze their behavior [3] .
The agenda of this paper is as follows. Section 2 presents Literature that was studied for the background study and better understanding the topic. Section 3 describes the proposed system in view of the study and the current research. Section 4 shows results of the proposed system of this research. Discussion is done is Section 5 and Section 6 contains the conclusion of the current work.
LITERATURE REVIEW

Object Detection
One of the simplest techniques for the object detection is the background subtraction. In this process the observed frame or image is compared with the same scene but with the exclusion of any objects in the scene. The subtraction from the original scene results in the difference of the two images. The difference highlights the areas with significant change and hence identifies the areas of interest [14, 4] .
The technique for the background modeling can broadly be classified in two categories i) Non-Recursive and ii) Recursive.
Non-Recursive Technique
This technique involves the use of storing the previous L video frames. The estimation of the background is done with the temporal variation of each pixel within the buffer [5] . A few non-recursive techniques used commonly are described below.
Frame differencing
This technique arguably is one of the simplest techniques for background modeling. The video frame used as a background for the frame at time t is the frame at time t -1 is used [6] .
Median filtering
This technique defines the background estimation as a median of all the frames in the buffer at each pixel location processed. It is also assumed that for half of the frames in the buffer the pixel stays in background [6, 15] .
Linear predictive filter
In this technique the current background is computed by applying linear predictive filter to the pixels of the frames in the buffer. It also estimates the filter coefficients [6] .
Non-parametric models
This model has the model structure determined from the data and not specified from a priori. So it is different from parametric model. This however does not imply that it does not have parameters but rather the parameters it has are flexible and not fixed [7] .
Recursive Technique
This technique updates a single background model recursively based on the input frames. So the current model can be significantly affected from the frames of the distant past.
Some of the representative recursive techniques are described below:
Approximated median Filter
This technique has the scheme of increasing by one the running estimate of the median if the input pixel is larger than the estimate and so on decremented by one if the input pixel is smaller than the estimate [6] .
Kalman Filter
It is a widely-used recursive technique for tracking linear dynamical systems under Gaussian noise [3] .
Mixture of Gaussian (MoG)
This technique uses the method of tracking multiple Gaussian distributions simultaneously [6,11,12 ,13] .
Object Tracking
Object tracking is one of the leading areas of research and quiet important one in the field of computer vision [10] . The availability of higher grade processors, higher quality cameras and the need of automated video analysis has further on spiked the interest in the object tracking algorithms [8] .
The main tracking categories of tracking are [9] i)Point Tracking, ii) Kernel Tracking and iii) Silhouette Tracking
Point Tracking
In this technique the object is represented by points. These points are detected in consecutive frames to detect the object. These points are associated on the previous knowledge of the points which shows the object motion and positions in previous frames. An external mechanism is required to detect the objects from each frame [9] .
Kernel Tracking
In the technique the appearance and shape of object is referred to by the kernel. The kernel can be any shape as an elliptical shape or round or a square shape. The motion of the kernel is tracked in various consecutive frames so as to track the motion of the object. This motion of the kernel can be translation, affine or rotational i.e. parametric transformation [9] .
Silhouette Tracking
In this technique the region of the object in each frame is estimated. This method uses the encoded information inside the region of the object estimated. The encoded information of the object region can be of the form of shape density or appearance density. These are usually of the edge maps form [9] .
PROPOSED SYSTEM
In this system the background subtraction is based on pixel color distortion and brightness distortion are used to identify the candidate foreground.
In this system each pixel of each frame (background frame and upcoming frame) are compared to identify the foreground. When the foreground is identified the shadow elimination technique is applied to remove the shadow of the foreground. And as the background subtracted image is so much sharp. So therefore for reducing that sharpness median filtering is used.
Fig 1: Object Detection Flow Chart
As shown in the flow chart. When the video starts the 1 st frame color distortion and brightness distortion is calculated and after that that frame is selected as background model. After selecting the background model, the 2 nd frame till the length of frame is upcoming frames. And each frame color and brightness distortion is calculated and compared with the background model. If the values are same then it is considered as background else it is foreground. After finding the foreground shadow elimination technique is used to remove unwanted shadow. After this the median filtering is used for reducing the sharpness of the image. And after all these steps moving object is detected.
Fig 2: Object Tracking Flow Chart
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For object tracking connected components labeling is used. With the help of this first it finds the boundaries of the object and after that it finds that how many number of objects are present in there video sequence and after that it tracks that object with the help of a rectangular box.
The output of object detection algorithm is selected as input and input image is scanned from left to right and assign labels in such a way that if no neighbors is having a label, it will assign new label. If neighbors have different labels then it will select the highest value of label and assign it to pixel. When the scan from left to right is completed, then scan from top to bottom is performed in a manner performed in previous scan. When both scans are completed, total number of objects is calculated and these objects are tracked.
RESULTS AND DISCUSSION
In this section subjective quality assessment of proposed algorithm is discussed. 
Results of Object Detection
Results of Object Tracking
The process of Tracking depends on the result of the frames of background subtraction. Proposed algorithm of tracking can also be applied to the original frames of the video. Fig 11(a) is the result of tracking objects in the original frame of video. Fig 11(b) is the output of tracking of background subtracted frame. This background subtracted frame is the result obtained from the process of background subtraction
DISCUSSION
This algorithm has been tested on different type of images having different resolutions. The estimated time taken for different videos is calculated. Following is the performance of proposed algorithm. As shown in Table 1 , the results of images of resolution 176x144 are much better than other images. On this resolution, proposed algorithm has been tested for 2 different number of frames i.e. 12 and 6. Even though the processing time for 6 frames is smaller than the processing time of 12 frames but both gave the accuracy of 79% showing that increasing number of frames does not affect the overall system accuracy.
Result of images of resolution 320x156 is also somewhat satisfactory where increase in processing time is mainly due to increase in resolution. Accuracy of 75% is achieved.
The results of images of resolution 160x120 are not good enough but can be improved by changing the value of threshold.
Proposed algorithm has also been tested for the images of higher resolution such as 750x526 and got almost 0% results. This means that proposed algorithm cannot work for images of very high resolutions.
CONCLUSION
This paper discussed a unique and improved algorithm for detection and tracking of moving objects. The approach is based on a new technique for identifying the foreground pixels. It detects the foreground object completely and also it eliminates the shadows of that objects Experiments have been performed and this algorithm achieves detection of foreground objects to be more precise for the simple scenario and is observed that it eliminates the shadow of the moving objects. For the relatively complex background the postprocessing and filtering helps in improving the efficiency of the algorithm. Finally proposed algorithm is tested with a variety of images having various backgrounds and lighting conditions.
The algorithm for two-scan labeling which is capable of handling equivalences has been described here. This approach handles equivalences by means of class-merging steps. This approach can be found in the general labeling algorithm and is however different from the classical two-scan algorithm. The main merits are its simplicity and efficiency. equivalences. In short this algorithm is remarkably simple to understand and to implement.
7.
